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Vorbemerkungen der Herausgeber 
Seit dem Herbst 1969 verfUgt das Institut für deutsche Sprache Oher 
eine mittelgroße Datenverarbeitungsanlage Siemens 4()o4/35 . Mitte 1974 
wird eine große Rechenanlage (Siemens 4004/151) installiert werden. 
Sie wird zunächst in erster Linie der Durchführung des Projekts "Lin-
guistische Datenverarbeitung II" dienen, soll auf lange Sicht aber 
auch einer Reihe von anderen linguistischen Forschungsinstituten zur 
Verfügung stehen. Damit ist das Institut für deutsche Sprache dank 
der großzügigen Förderung durch das Bundesministerium für Forschung 
und Technologie das einzige linguistische Forschungsinstitut in der 
Bundesrepublik , das über eine eigene leistungsfähige I~echenanlage 
verfügt. 
Dieser Erfolg ist dem IdS nicht in die Wiege gelegt worden. Es stand 
in der Anfangszeit nicht einmal fest, daß das Institut bei seinen 
Forschungen überhaupt datenverarbeitende Maschinen einsetzen würde. 
Der Ilegirm der linguistischen Datenverarbeitung im ldS liegt im Fe-
bruar 1965, als die damalige neugebildete "Konmission fUr datenver-
arbeitende Maschinen und Sprachforschung" nach reger und teilweise 
kontroverser Diskussion beschloß, daß das Institut sich künftig auch 
der durch den Computer gebotenen Höglichkeiten bedienen solle. 
Nach Lage der Dinge kam damals nur eine Zusammenarbeit mit dem Deut-
schen Rechenzentrum in Uarmstadt in Frage. Dort stand eine große 
Rechenanlage vom Typ IBM 7090, später 7094, zur Verfügung . Vom f rüh-
sonmer 1965 an hat Gerhard Stickel - damals I~issenschaftlicher ,"lit-
arbeiter des DIa, heute Leiter der Abteilung Kontrastive Linguistik 
im IdS - mit Sachkunde und großem persönlichen Einsatz die Erstellung 
eines maschinengespeicherten Corpus fUr das ldS betreut. Ihm ist in 
erster Linie für die Bel,ältigung der kaum übersehbaren Anf angsschwie-
rigkeiten und für die ersten Erfolge zu danken. Auch die wohlwollende 
Förderung durch Friedhelm Schulte-Tigges, den Leiter der Abteilung 
Nichtnumerik im DRZ, iS,t dankbar zu er\\'ähnen. 
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Die unmittelbare Datenerfassung auf Lochstreifen erfolgte damals ,~ie 
heute im IdS, seinerzeit unter unmittelbarer Beteiligung fast sämt-
licher wissenschaftlicher ~titarbeiter, die sich mit Ablochvorschrif-
teIl, Korrekturen US1l'. herumzuschlagen hatten. Erst im Jahre 1966 ,'mI' 
es möglich, einen wissenschaftlichen ~titarbeiter eigens für die Text-
erfassung einzustellen. Ingeborg Zint hat unter großen persönlichen 
Opfern die schwierigen und immer umfangreicheren Arbeiten am IlRZ nach 
dem Weggang von Gerhard Stickel durchgeführt . Ihr trat ein Jahr spä-
ter Paul Wolfangel zur Seite, der, nachdem Frau Zint um eine Rlic~\fer­
setzung an die ~.1annheimer Zentrale gebeten hatte, zeitweise allein , 
dann mit Unterstützung anderer Mitarbeiter die Arbeiten weiterführte . 
l1eute verfügt das IdS über ein gut eingearbeitetes Team von Datenver-
arbeitungsfachleuten und Schreibkräften. Die Erweiterung und Verbes-
serung des ''''Iarmheimer Corpus " , mit der seit einiger Zeit Pantelis 
Nikitopoulos lmd einige seiner ~Iitarbeiter befaßt sintI, wird von 
diesem Team bC1~ii1tigt "erden können. 
Parallel zu den Anfängen der Texterfassung standen Überlegungen, wie 
man den Computer auf andere Weise für linguistische Untersuclnmgen 
ven"enden könne, ller Klartext liefert ja erst dann die erforderlichen 
~laterialien für linguistische Untersuchungen, wenn ein vollständig 
funktionierendes Anal)'severfahren zur Verfügung steht. Davon ist man 
auch heute noch "'eit entfernt, trotz erfolgreicher Bem[ihungen der 
~tASA-Gruppe des IdS. Es wurde daher schon 1965 erwogen, I~esentliche 
grammatische Daten par all e 1 zwn Klartext auf '1agnetband 
zu speichern und diese Daten so weit mit Informationen anzureichern, 
daß der entsprechende Klartext jederzeit ausgedruckt werden konnte. 
Diese ursprünglich sehr naiven Versllche einer Parallelcodierung - sie 
gehen zum Teil auf Untersuchungen zurück, die Ulrich Engel seit 1962 
am Rechenzentnun der Universität Bonn durchführte - wurden unter der 
Anteilnahme mehrerer Mitarbeiter des IdS, unter denen Paul Wolfangel 
und Alex Ströbl hervorgehoben seien, ven'ollständigt und verbessert. 
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Ein relativ ausgereifter Niederschlag dieser vereinigten Bemühungen 
liegt vor in dem Parallelcodierungsverfahren, das Ursula Hoberg und 
ihre Mitarbeiter für die Untersuchungen zur deutschen Satzgliedfolge 
ven\'enden . Leistungsfähiger und vielseitiger anwendbar ist das hier 
von Berthold Epp vorgelegte Verfahren Parallelcodierung. 
So zeigt der vorliegende Forschungsbericht den derzeitigen (fast 
neues ten) Stand zweier wesentlicher Bemühungen in der Abteilung 
Linguistische Dat enverarbeit ung des IdS: Der Speicherung von Klar-
t exten und der Speicherung von künstlich codierten Paralleltexten. 
Das IdS möchte mit der Herausgabe dieses Forschungsberichtes die 
vielen im Bereich der Linguistik tätigen Wissenschaftler auf die 
Verwendungsmöglichkeiten des :vlannheimer Corpus aufmerksam machen. 
i\uf der anderen Seite ist dieser Forschungsbericht auch zu verstehen 
a ls Dank an alle Ivlitarbei ter, die zum hier dokumentierten Stand der 
Arbeiten beigetragen haben. 
lrmgard Vogel • Ulrich Engel 
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Vor w 0 r t 
Ein weiter Weg führt vom Beginn der Erfassung unserer Texte 
der geschriebenen deutschen Gegenwartssprache auf Lochstrei -
fen im Jahre 1965 bis zur Fertigstellung der vorliegenden 
Dokumentation. 
Dazwischen liegen die 'Nachtschichten' im Deutschen Rechen-
zentrum in Darmstadt, auf dessen Datenverarbeitungsanlage die 
ersten Programme enhlickel t und Ausdrucke der aufbereiteten 
Texte erstellt wurden. Dazwischen liegen auch die mit der Um -
stellung auf den IdS- eigenen Computer verbundenen Hindernisse 
und die mehrmalige organisatorische Neugliederung der 'Text-
verarbeitung' - zuerst Teil des Forschungsunternehmens 
'Grundstrukturen des heutigen Deutsch', später Basis für das 
Demonstrationsprojekt 'Programmsystem für linguistische Auf -
gaben ' und seit 1970 dem Großprojekt 'Linguistische Datenver-
arbeitung' angeschlossen. 
Die in langwierigen Lernprozessen vollzogene Entwicklung der 
Konventionen für die Erfassung und Korrektur der Texte und 
die zur Einsparung von Speicherplatz und Rechenzeit erforder-
liche sukzessive Anpassung der wachsenden Programmbibliothek 
an den jeweils neuesten Stand der Programmiertechnik erfor -
derte ein hohes Maß an Flexibilität und Geduld von allen be-
teiligten Mitarbeitern. Mandhe Erwartungen erwiesen sich als 
zu hoch gespannt - so z.B. der Anspruch auf hochgradige Pro-
grammportabilität - und häufig mußten Zeitpläne revidiert 
werden , besonders wenn es den Abschluß der Korrekturen an den 
Texten betraf. 
Heute besteht das ' Mannheimer Korpus ' der geschriebenen Gegen-
wartssprache aus 32 Texten mit einem Umfang von 2 , 2 Millionen 
Wörtern. Da eine ganze Reihe von Textsorten in diesem Bestand 
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noch nicht repräsentiert ist, \1ird die Datenerfassung fort -
gesetzt, wobei wissenschaftliche Untersuchungen zum Text-
sor tenproblem und zur Korpusgewinnung bei der Auswahl der 
ergärizenden Korpustexte nach Möglichkeit be r ücksichtigt 
werden. 
Seit die Texte 1970 auf die Verarbeitung mit der Rechenanla~ 
des IdS in Mannheim umgestellt wurden, haben in jährlich zu-
nehmendem Maße Mitarbeiter aus den verschiedenen Abteilunger 
und laufenden Arbeitsvorhaben des Instituts Untersuchungs-
und Dokumentationsmaterial angefordert, das auf automatischE 
Wege aus dem Textkorpus herausgezogen werden konnte. Dem in-
stitutsinternen Bedarf folgten schon bald Aufträge aus dem 
europäischen Ausland und den USA. Zur Bearbeitung der wach-
senden Anforderungen mußte innerhalb der Abteilung Lingui -
stische Datenverarbeitung eine Servicestelle eingerichtet 
werden. Als damalige Mitarbeiter dieser Servicestelle haben 
Klaus Bayer und Karl Kurbel die vorliegende Dokumentation 
zusammengestellt. Da sich auch heute noch sowohl das Text-
material als auch die zu seiner Bearbeitung notwendigen Pro ' 
'gramme in einem Zustand stetiger Veränderung befinden, war 
dies keine sehr dankbare Aufgabe. 
Allen Beteiligt'en am Aufbau der maschinell verarbeitbaren 
Textilbibliothek - der Datenerfassung, den Korrektoren, der 
Rechenzentrumsorganisation, den Programmierern, Operateuren 
und sonstigen Mitarbeitern, die mit Rat und Kritik die Arbe : 
an diesem Vorhaben unterstützten, besonders aber den Verfas· 
sern dieser Dokumentation sei für ihr persönliches Engagemel 
und ihre Ausdauer an dieser Stelle sehr herzlich gedankt. 
Ohne eine gehörige Portion Uneigennützigkeit wäre das Werk 
, wahrscheinlich heute noch nicht so weit gediehen und hätte 
nicht den erhofften Anklang gefunden. 
Ein weiteres auf Datenträger gespeichertes Corpus vornehmli. 
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der Zeitungssprache in Ost- und Westdeutschland, das zur 
Zeit ca. 1,5 Millionen umfaßt und ständig erweitert \1ird, 
hat die Bonner Forschungsstelle des Instituts fUr deutsche 
Sprache erarbeitet. Uber dieses Material und darauf bezo-
gene Forschungsergebnisse, Probleme und Projekte wird ein 
weiterer Forschungsbericht informieren. 
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Berei ts im Dezember 1968 berichtete 1. Zint im Forschungsbericht 
Nr. 2 des Instituts für deutsche Sprache tiber maschinelle Sprach-
bearbeitung im Institut ftir deutsche Sprache (im folgenden : IdS) 
in Mannheim. Inzwischen - fast vier Jahre später - erscheint ein 
weiterer Bericht notwendig, dessen Ziel es sein soll, tiber die in-
zwischen veränderten Arbeitsbedingungen und insbesondere über die 
en~eiterten und verfeinerten Formen der maschinellen Sprachbear-
beitung zu informieren. 
Dieser Bericht umfaßt nicht die Arbeiten zur maschinellen Textver-
arbeitung in der Banner Forschungsstelle des IdS; über diese Arbei-
ten wird demnächst ein eigener Forschungsbericht erscheinen. 
Der Bericht soll im wesentlichen dazu dienen, dem nicht in die Prob-
leme der Progranmlierung eingeführten Linguisten innerhalb und außer-
halb des Instituts einen überblick über Möglichkeiten einer maschi-
nellen Unterstützung eigener linguistischer Vorhaben durch das IdS-
Rechenzentrum in ~lannheim zu geben 1). Eine solche Unterstützung kann 
- unI ~lißverständnissen vorzubeugen - nicht von~iegend in einer Lö-
sung theoretischer Aufgaben bestehen, sondern eher in der Bereit-
ste llung von in geeigneter Weise aufbereitetem Sprachmaterial zur 
empirischen Stimulierung der Theoriebildung und zur empirischen 
Prüfung linguistischer Theorien. 
Während 1968 noch weitgehend am Deutschen Rechenzentrum in Darmstadt 
gerechnet wurde, verfügt das IdS heute über eine eigene Rechenanlage 
vom TYll SIE'IENS 4004/35. Die Textverarbeitungsprograrnme sind auf die 
Systemsoft ware dieser Anlage abgestimmt und unabhängig von den Stan-
dard-Textverarbeitungsroutinen des DRZ, die noch 1968 im Rahmen der 
Textverarbei tung Ven~endung fa nden. Die ven~endeten Programmier-
sprachen sind: SIV\ffiNS- 4oo4 - PßS-Assembler, - FORTRAN IV und -ALGOL 60 . 
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Die Textbibliothek der gesproahenen Sprache, deren Zusammensetzung 
im folgenden unberücksichtigt bleiben soll (vgl. dazu die einschlä-
gigen Veröffentlichungen der Forschungsstelle Freiburg des IdS2)), 
unterscheidet sich von der Textbibliothek der geschriebenen Sprache 
strukturell dadurch, daß die Freiburger Texte bereits gemäß den Er-
gebnissen einer Voranalyse bei der Transkription der Schallaufnah-
men in linguistisch relevante Einheiten segmentiert und die Seg-
mente als rmuptsätze, abhängige rmuptsätze, Nebensätze, Parenthesen 
usw. klassifiziert sind. Zur Auswertung der Texte nach diesen "ex-
pliziten Kriterien" steht das Progranunsystem TEK3) zur Verfligung. 
Die Texte der gesahriebenen Sprache 4) ,~erden dagegen nahezu aus-
schließlich nach der Satzzeichensetzung gemäß den Intuitionen ihrer 
Autoren segmentiert. Eine nähere Klassifikation der so gewonnenen 
Segmente ist wegen der Verschiedenheit der zu solchen Segmentierungen 
führenden Intuitionen nicht sinnvoll, so daß eine exaktere Auswer-
tung der Sätze nach syntaktisch relevanten Sequenzen erst etwa nach 
einer Parallelcodierung (vgl . Punkt 4 der Gliederung) möglich wäre. 
Die Textbibliothek der geschriebenen Sprache entspricht im wesent-
lichen i n ' i hrem Aufbau noch der Beschreibung von Zint, so daß die 
vielfach gemachten Einschränkungen bezüglich der Repräsentativität 
des 'Mannheimer Corpus' für die 'geschriebene Gegenwartssprache' 
weiterhin gelten. Die Korrekturen der Texte stehen kurz vor dem Ab-
schluß. 
Die Progranune zur Durchführung der im folgenden dargestellten Text-
verarbeitungsschritte wurden von den Mannheimer Mitarbeitern der 
Projektabteilung Linguistische Datenverarbeitung erstellt. Die Text-
verarbeitung im Zusammenhang mit dem Mannheimer w1d dem Freiburger 
Korpus macht dabei nur einen geringen Teil der Projektarbeit aus: 
Zur Zielsetzung der einzelnen Arbeiten innerhalb des Projekts vgl. 
die Aufsätze von W.J. BackhausenS) und G. Ungeheuer6). 
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1. AUFNAl1V1E VON TEXTEN UND ERSfE AUFBEREITIJNG FüR DIE 
VERARBElTUNG7) 
Zur Eingabe in die Dat enverarbeitungsanlage müssen die Texte in 
maschinenlesbarer Form vorliegen, d.h. auf Lochkarten, Lochstreifen 
oder auf Magnetbändem. Die Erfassung der Texte des Mannheimer 
Korpus erfolgt in der Regel auf Lochstreifen. 
Lochstreifen 
Die im IdS für die Texte des Mannheimer Korpus erstellten ß-Kanal-
Lochstreifen (Supertyper-Code) enthalten außer dem fortlaufenden 
Text Informationen über die Zeilenstruktur des Originaltextes so\qie 
über Groß- und Kleinschreibung. (Das Ende einer Zeile wird durch 
Wagenrücklaufzeichen, ein Großbuchstabe durch z\~ei Umschaltzeichen 
gekennzeichnet.) 
Schreibkonventionen 
Auf den Lochstreifen sind bereits die für die Verarbeitung von Texten 
der geschriebenen Sprache geltenden Schreibkonventionen berücksich-
tigt: 
- Der Textkopf (Sigle zur Textidentifikation, Titel, Verfasser, 
Verlagsangaben) ist in einer bestimmten Reihenfolge angeord-
net ; 
- überschriften, Verfasser- , Verlags- und Quellenangaben, Datum, 
Zitate, Fortsetzungshinweise, fremdsprachliche Ausdrücke, druck-
teclmisch hervorgehobene Wörter u.a. werden gesondert gekenn-
zeichnet; 
- vor und nach einem Satzzeichen steht je ein Blank; 
- jeder Satz muß mit dem Punkt (".") enden; deshalb sind teilweise 
Punkte zu ergänzen, z.B. nach Sätzen, die im Originaltext mit "!" 
oder "?" enden; 
- Großschreibung am Satzanfang ist nur zulässig, wenn der Satz 
mit einem ~Qmen beginnt. 
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(Die hier aufgeführten Regeln stellen nur dann den wichtigs ten 
Teil der im übrigen sehr detaillierten Konventionen dar; vgl. 
Anhang 5.2, S. 21 ff ) 
Aufnahme der Lochstreifen 
Die Lochstreifeninformation wird mit dem Programm LABOL so auf Mag-
netband aufgenommen, daß jeder Block 100 Lochstreifenzeichen ent-
hält. 
Magnetband mit zeilennumeriertem Text 
Das Programm LSffiD erstellt auf der Basis des ersten ~lagn etbant1es 
(Originalband) ein neucs Banel im SIBIENS-EBCDI-Code, auf elem pro 
Block eine Zeile des Originaltextes gespeichert ist und auf dem außer -
dem jede Zeile des ·Textes eine fortlaufende Nurrnner erhält (LSffiD-
Format). Die Wagenrücklaufzeichen und die Umschaltze ichen der Groß-
schreibung werden eliminiert; ein Block enthält dann maximal 100 Text -
zeichen (einschließlich Blanks). Jede Zeile endet mit einem Blank. 
Das Magnetband mit zeilennumeriertem Text enthält für iecle Zeile 
- Information über die tatsächliche Anzahl der Ze ichen in der 
Zeile 
- die Zeilennummer 
- die Textzeile selbst. 
Auf dem Band sind diese Angaben neben weiteren technischen Informa -
tionen wie folgt gespeichert: 
~1agnetbandblock 
-----~------------~-----T------r_------------~ 
BlOCk- li techno ABC II B~ock= . ~~c!eInformationen .. Lucke 
A Anzahl der Zeichen in der Zeile (C) 
B Zeilennumner 
C Zeile, abschließend mit genau einem Blank 
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Weitere Datenträger 
Grundsätzlich besteht die Möglichkeit, Texte von Lochkarten, Loch-
streifen und Magnetbändern, auch in anderen Codes, auf Magnetband 
zu übertragen. Für eine Vielzahl von Datenstrukturen ist es mög-
lich, sie in das im IdS ven~endete LSCOD-Format umzusetzen . 
Eine Zusammenfassung der Eingabe-, Umcodierungs- und Formatierungs-
programme zu einem einheitlichen System (ALUOOS) befindet sicll z.Zt. 
noch im Stadium der Entwicklung, wird jedoch in Kürze zur Verfügung 
stehen. 
Gegenwärtig werden verstärkt Möglichkeiten einer En~eiterung des 
Korpus durch Aufnal1me von SetzZoahatreifen en~ogen und erprobt, wie 
sie in Druckereien zum automatischen Satz Ven~endung finden. Dieses 
Verfahren hat den Vorteil, daß die besonders arbeitsintensiven Ab-
locharbeiten bei der Textaufnal1me entfallen. Nach der Aufnal1me der 
Setz lochstreifen leisten verschiedene Programme eine teilautomatische 
Anpassung der auf den Lochstreifen vorliegenden Texte an die im IdS 
gültigen Schreib- und Korrekturkonventionen. Bisher wurden fünf 
Trivialromane und eine Samstagsausgabe des 'Mannheimer Morgen' nach 
diesem Verfahren aufgenommen und bearbeitet. 
2. AUSDRUCK UND KORREKTIJR DER TEXTE8) 
2. 1. Z eil e n n u m e r i e r te rAu s d r u c k 9) 
Das Magnetband mit Zeilennwnerierung wird mit dem Programm DRÜNI! 
ausgedruckt. Der zeilennwnerierte Ausdruck ist eine genannte (Schreib-
konventionen!) I~iedergabe des Originaltextes, bei der in der Regel 
eine Zeile des Ausdrucks einer Zeile des Originaltextes entspricht. 
Dieser erste Ausdruck wird in aller Regel Fehler enthalten, die 
beim Schreiben der Lochstreifen - seltener auch durch Maschinen-
oder Operateurfehler - entstanden sind. Er wird deshalb von einem 
Korrektor mit dem Originaltext verglichen. Der Korrektor fertigt 
-6-
auf einem Formblatt ein Protokoll über die gefundenen Fehler an, 
aufgrund dessen Lochstreifen erstellt werden, welche die korrigierte 
Version der im Ausdruck fehlerhaften Zeilen einschließlich der Zei-
lennunrnern enthal ten. LABOL überträgt diese Korrekturzeilen auf ~lag­
netband, CORLS besorgt die Formatierung dieses Bandes,genläß den für 
zeilennunlerierte Magnetbiinder geltenden Konventionen. Ein vom Com-
puterhersteller geliefertes Standard-Sortierprogramm ordnet die 
Kor rekturzeilen nach aufsteigender Reihenfolge der Zeilennummern; 
das Programm CORREC erstellt ein korrigiertes Band aus den Zeilen 
des ursprünglichen zeilennumerierten Textes und den Korrektur zeilen . 
2.2. S atz n u m e I' i e r t e rAu s d r u c klO) 
Für die linguistische Auswertung ist meist eine Segmentierung des 
fortlaufenden Textes in überschaubare Analyseeinheiten wünschens-
\~ert. Eine der möglichen Segmentierungen ist die Segmentierung in 
Siitze. 
Als Analyseeinheit wi rd in der weiteren maschinellen Verarbeitung 
der Texte der Satz gewilhlt . Die Segmentierung eines Textes in Siitze 
richtet s ich nach der vom Autor des Originaltextes vorgenommenen 
Satzeinteilung: Als Satz gelten alle Sequenzen , die mit der Zeichen-
kombination 'Blank/Punkt/Blank' enden (vgl. oben: Schreibkonventio-
nen) . Daraus folgt, daß die Zerlegung von Texten in Sätze al s Analyse-
einheiten keinesfalls als linguistisch fundierte konsequente Segmen-
tierung angesehen ",erden kann; die Satzzerlegung hat vielmehr nur 
die oben angedeutete Funktion, eine erste grobe Vor segmentierung 
der Texte in überschaubare Einheiten zu liefern, die in jedem Fall 
unter dem Gesichtspunkt speziellerer Auswertungen einer kritischen 
Überprüfung bedarf. Allerdings besteht eine ge,dsse Wahrscheinlich-
keit dafür, daß die Segmentierung in Sätze gemäß der Intuition des 
Originaltext-Autors in vielen Fällen mit der linguistisch- theoretisch 
fundierten Segmentierung übereinstilffilen wird. 
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Zur Erstellung eines sogenannten satzm.unerierten Textes wird der 
Inhalt des Bandes mit zeilennumeriertem Text mit dem Programm SATZ 
in Sequenzen zwischen Punkten zerlegt und auf einem Magnetband i n 
Blöcken variabler Länge, die jeweils einen Satz enthalten, ausge-
geben. Dabei werden u.a . die speziell gekermzeichneten Zeichen-
folgen für die Sei tennlUnmern des Originaltextes eliminiert; die 
Seitennummer erscheint nWl nicht mehr zu Beginn jeder neuen Seite, 
sondern hinter jeder Satznummer . - Ein Maßlletbandblock des Bandes 
mit satznumeriertem Text enthält 
- Angabe über d:e tatsächliche Anzahl der Zeichen im Satz 
- Satznummer 
- Seitennummer der Seite, auf der der Satz i m Originaltext 
beginnt 
- den Satz selbst 
Auf dem Band sind diese Informationen neben we iteren tec1mischen 
Angaben l~ie folgt verteilt: 
------~~~~~~J i~~~tionen I AlB I c I 





Das Programm DRSATZ druckt den Inhalt des Bandes mit satznumeriertem 
Text aus. Um eine den Konventionen entsprechende Zerlegung in Sätze 
zu gewährleisten, wird dieser Ausdruck manuell korrigiert. Die er-
forderlichen Korrekturen werden gemäß der oben geschilderten Ver-
fahrensweise in den zeiZennumerierten Text eingefügt. Ein neuer satz-
numerierter Ausdruck wird also erst erstellt , wenn aus dem solcher-
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art korrigierten Magnetband mit zeilenmuneriertem Text ein neues 
Satzzerlegungsband hergestellt worden ist. Dieser Ausdruck wird 
erneut korrigiert. - Der einzelne Text durchläuft die Verarbeitungs-
schleife von Ausdruck, Korrektur, erneutem Ausdruck und abermaliger 
Korrektur etc. so oft, bis die Fehlerquote, bezogen auf die Anzahl 
der Wörter im Text, unter 1 0/00 gesunken ist. 
3. TEXTAlJSWERTIJr-K; 
3. 1. Wo rtf 0 r m e n re gis te r 11) 
Sobald ein annähernd fehlerfreies Magnetband mit Zeilennumerierung 
vorliegt, läßt sich ein Wortformenregister erstellen. Die Aufberei-
tung des Bandes übernimmt das Programm ZElIÜ. Es zerlegt den in 
Blöcken zu je einer Zeile gespeicherten Text in einzelne l~ortformen12) 
und ordnet jeder Wortform die entsprechende Zeilenmlllmer zu. Dabei 
werden von vorneherein nur solche Zeichenketten berücksichtigt, die 
aus alphabetischen oder numerischen Zeichen bestehen. 
Gewisse Ausnahmen von dieser Regel sind insofern zugelassen, als 
auch Folgen, die Bindestrich, Apostroph oder Abkürzungspunkt ent-
halten, mitübernorrmen werden, damit keine Wörter des Textes ver-
lorengehen. Nicht übertragen werden in jedem Falle Satzzeichen, 
paarige Codierungen (z.B. die Verfasserkennzeichnung ''v+ ••• +v"), Dop-
pelpunkte, die auf drucktechnische Hervorhebung hinweisen, sowie 
6- stellige Codierungen mit den darauffolgenden Zeichen (z.B. die 
Seitenangabe 555555000157). 
Sofern im Rahmen einer Untersuchung nicht alle, sondern nur bestimm-
te Wortformen von Interesse sind, ist es möglich, ein selektives 
, Register nur aus bestirrmten gewünschten Einheiten oder ein restrik-, 
tives Register 'aus allen bis auf bestimmte angegehene Einheiten her-
zustellen . ZElI'O gibt ferner die Möglichkeit, die einzelnen Wortformen 
auf dem Z\~ischenband linksbUndig oder rechtsbUndig anzuordnen; somit 
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ist es möglich, neben den "nonnal" alphabetisch sortierten Registern 
auch solche zu erstellen, die rückläufig alphabetisch sortiert sind 
(d.h. 1. Sortierbegriff: letzter Buchstabe der Wortfonn, 2. Sortier-










Das Standard-Sortierprogramm bringt nun die einzelnen lI'ortfonnen 
nach Bedarf in alphabetische oder rückläufig alphabetische Reihen-
folge und gibt das Ergebnis wieder auf Magnetband aus. Das Druck-
programm A\\DREG zähl t die Häufigkeit des Auftretens jeder lI'ortfonn 
und druckt den Inhalt des sortier ten Bandes in modifizierter Fonn 
aus; mehrfach vorkommende Wortfonnen werden nur einmal gedruckt. 
Das sog . Wor tfonnenregister enthält dann bei jeder Wortfonn eine 
laufende Nummer, die Häufigkeitsangabe und die Nurrnnern der Zeilen, 
in denen die lI'ortfonn im Originaltext zu finden ist. 
3.2 H ä u f i g k e i t s r e gis t e r 13) 
Neben der Ausgabe über den Sclmelldrucker erstellt AWOREG ein 
Zldschenband, das gegenüber dem ursprünglichen in der Weise ge-
ändert ist, daß mehrfach auftretende lI'ortfonnen nur einmal enthal-
ten sind und demzufolge auch keine Zeilennummern übernommen werden; 
zusätzlich enthält es aber bei jeder Wortfonn eine Häufigkeitsan-
gabe. 
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Der Inhalt dieses zunächst noch alphabetisch sortierten Magnetbandes 
mi t Häufigkeitsangaben wird nun vom Standal'd-Sortierprogranun nach 
fallenden Häufigkeiten sortiert und auf einem Ausgabeband gespei-
chert. 
Auf dieser Basis dr uckt HAREG ein sogenanntes Häufigkeitsregister. 
Erstes Sortie11llerkmal ist die Häufigkeit; bei Wortformen mit glei-
· cher Häufigkeit wird die alphabetische Reihenfolge beibehalten. 
3.3. G e m i s c h t e R e gis t e r 
Die bisher genannten Register bezogen sich nur auf die Verarbeitung 
jeweils eines Textes . Daruberhinaus ist es auch möglich, Register 
aus mehreren Texten bzw. aus dem ganzen Korpus herzustellen. 
3.3 . 1. G e m i s c h t e s Wo rtf 0 r m e n r e gis t e r 
mit Zeilennum mern " alp h abe-
t i s c h e s g e m i s c h t e s W 0 rtf 0 r m e n -
l' e gis t er" ) 14) 
Das Sortierprogranrrn wird in einem ersten Schritt dazu ven~endet, 
aus den A\\QREG-Eingabebändern - ein jedes enthält die Informationen , 
die dem Ausdruck eines Wortformenregisters zugrundeliegen - ein 
neues Magnetband herzustellen, das alle Wortfonnen der urspr Ung-
lichen Bänder nebst Quellenangabe (Sigle und Zeilennunnner) enthält. 
Kommt also beispielsweise in Text LBT15) die Wortform "du" 532mal 
vor, in Text WSA 15) 291mal etc., so sind auf dem Band folgende 
Infonnationen gespeichert: 
. ..1 du LBT 1. Zeilennummer du LBT 2.ZN du l LBT 3.ZNL 
.. {4U"] LBT 532.ZN II dul WSA I 1. ZN LJ du I WSA 291.ZN L. 
- 11-
AWOREG zählt nun jeweils die zu ejner Text-Sigle gehörige Häufig-
keit des Auftretens und druckt das genlischte Register so aus, daß 
mehrfach vorkOlmnende Wortformen nur so oft gedruckt werden, wie 
verschiedene Siglen vorhanden sind. Neben jeder Sigle druckt AI~REG 
dann die Häufigkeit sowie alle Zeilennummern, unter denen die Wort-
form im Originaltext zu finden ist. 
3.3 . 2. G e m i s c h t e s R e gis t e roh n e Ze i 1 e n -
nu m m ern 16) " g e m i s c h t e s 1-1 ä u f i g -
k e i t s r e gis t er" ) 
Ausgangspunkt sind die einzelnen Häufigkeitsregisterbänder, die nach 
fallenden Häufigkeiten sortiert sind. Diese Bänder müssen zunächst 
vom Sortierprogramm jeweils alphabetisch sortiert werden. Daraufhin 
mischt das Standard-Mischprogramm die Inhalte dieser Bänder und gibt 
ein gemischtes Zwischenband aus. Werden z.B.die Häufigkeitsregister 
des ganzen Korpus (gegenwärtig ca. 30 Texte) gemischt, so wird die 
Wortform "du" auf dem gemischten Band 30mal mit Häufigkei tsangaben 
enthalten sein. MIXREG komprimiert den Inhalt dieses Bandes so, daß 
"du" nur noch einmal gespeichert ist; es addiert alle Häufigkeiten, 
so daß neben jeder Wortform die Gesamthäufigkeit des Auftretens im 
ganzen Korpus enthalten ist. Das Ergebnis dieser Komprimierung gibt 
MIXREG wieder auf einem Magne tband aus. 
Nun bestehen 2 Möglichkeiten: 
1. Das SortierprograJml sortiert das Band nach fallenden Häufigkeiten 
und erstellt ein sortiertes Magnetband. 17) 
2. Die alphabetische Reihenfolge wird beibehalten. 18) 
Der Ausdruck erfolgt (in beiden Fällen) enD~eder mit HAREG - pro 
Seite wird nur eine Spalte gedruckt - oder mit AMIREG - pro Seite 
werden 2 Spalten gedruckt. 
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3.3.3. R ü c k I ä u f i g e s g e m i s c h t e s 
Register 
Das unter 3.1. beschriebene Verfahren, rückläufig alphabetisch sor-
tierte Register herzustellen, läßt sich auch bei gemischten Registern 
anwenden. Ein Beispiel hierfür ist aus Anhang 5.13. zu ersehen. 
3.4. Aus d r u c k von S u c h beg r i f . f e n 
mit K 0 n tex t 19) 
Neben den bisher beschriebenen Registern, die im wesentlichen nur 
aus einer Auflistung einzelner Wortformen nach den genannten Krite-
rien bestehen, können auch solche Texteiruleiten (Sätze) ausgedl~ckt 
werden, die eine gesuchte Zeichenkette (Suchbep,riff) enthalten. 
~Iit dem Suchprogramm ASlJLIS wird ein Text auf vorgegebene Suchbe-
griffe hin abgesucht. Die gefundenen Begriffe werden mit den Sät zen, 
in denen sie vorkommen, ausgedruckt. 
Der Text muß in konventioneller Form auf ~Iagnetband vorliegen: Nor -
malen~eise wird von einem \Iagnethand mit Satznwnerierung ausr,egan-
gen, das entweder nur einen Text oder nach Zusammenspielen mehrerer 
Magnetbänder mit dem Progranm FKZ eine Reihe von Texten enth,'ilt und 
dann als FKZ- Rand hezeichnet wird. Suchhcgriffe können beliehige 
Zeichen oder Zeichenketten sein, also Buchstaben, Sonderzeichen, 
1\'ortformen, Satzteile, Sätze etc. \Ieist wird jedoch nach Wortformen 
abgesucht. Die Suchbegriffe werden auf Lochkarten eingelesen. Sie 
werden mit Kontext (Satz) auf ~Iagnetband gespeichert. (Ven~endet 
man als Eingabe ein ~Iagnetband mit Zeilennumerierung, so wird al s 





B C D E F G H I 
A Gesamtzahl der Zeichen des Blockes 
B Länge des Suchbegriffes (Anzahl der Zeichen) 
C20) Suchbegriff 
D Länge des gefundenen Wortes 
E20) gefundenes Wort 
F Datensatzlänge 
G Greem'iOrd 
H Länge des auszudruckenden Kontexts (Satzes) 
Block- ~ 
Lücke i 
I Nl.Ul1IIler des Satzes auf dem satznumerierten Magnetband 
J Kontext (Satz) 
Die Ausgabe des Magnetbandinhaltes erfolgt über den Schnelldrucker, 
gewöhnlich im Format DIN A6. Dies hat den Vorteil, daß die Ausdrucke 
maschinell auf Karteikartenformat zugeschnitten werden können. 
Ein Drucksegment enthält außer dem Suchbegriff und dem zugehörigen 
Satz eine laufende ~Ummer, die Satznl.Ul1lller sowie die Textkennzeich-
nung (Sigle). Zum Ausdruck wird der 112-Zeichen-Code ven~endet; es 
besteht aber auch die Möglichkeit, im 64-Zeichen-Code auszudrucken, 
der gegenüber dem ersteren keine Kleinbuchstaben enthält. Zum Schluß 
wird eine Liste der Suchbegriffe, die Anzahl der überprüften Sätze 
sowie die Anzahl der gefundenen Textsteilen ausgedruckt. 
Während das Programm ASlJLIS nur unmittelbar aufeinanderfolgende 
Zeichenketten aufzufinden vermag, besteht darüberhinaus die Möglich-
keit, nach Zeichenfolgen zu suchen , die im Text getrennt sind. Würde 
z.B. nach den Begriffen "heute" und "Wetter" gesucht, so würde auch 
ein Satz wie "heute ist das Wetter schön" ausgegeben. Das ausführende 
Programm trägt den Namen SUBEKO. 
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3.5. S chi U s sei W 0 r tin d e x 21) 
Das Programm SOREG erlaubt, eine spezielle Art von Registern zu er-
stellen, die - ähnlich dem KlVIC- Index 22) - aus alphabetisch sor-
tier ten Wortfonnen im Kontext je einer Zeile bestehen. 
Als Datenträger für die Eingabe findet das ~Iagnetband mit Zeilen-
numerierung Ven~endung , seltener wird von Lochkarten eingelesen . 
Zunächst werden entsprechend dem ursprlinglichen Text alle Wortfonnen 
- mit einer bestimmten Anzahl von Zeichen vor und nach der Wortfonn 
(1 Zeile) - auf einem Magnetband ausgegeben. Danach sort iert das 
Standard-Sortierprogranun die Zeilen in eine alphabeti sche Reihen-
folge der Schlüsselwörter; ferner ist eine Sortierung nach den im 
Text enthaltenen Zeilennummern möglich. 
Der Ausdruck erfolgt nach den Schlüsselwörtern zentriert auf der 
!lasis eines solcherart sortierten Magnetbandes. Auch für diesen 
Index sind selektive und restriktive Ausgabemöglichkeiten vorge-
sehen. 
3. 6. H ä u f i g k e i t s s tat ist i k e n 23) 
Die Häufigkeiten des Auftretens verschiedener Merkmale in einem Text 
lassen sich durch das Programm STAUTE ermitteln. Die Häufigkeits-
statistik karn1 über den gesamten Text laufen oder über ca. 1 \ der 
Sätze im Text, die durch einen Zufallszahlengenerator anhand der 
Satznummern ennittelt werden. 
Interessiert nur die Gesamtheit des Textes, so karu1 man von dem ~fag­
netband mit Zeilennumerierung ausgehen, will man zum Vergleich eine 
Zufallsauswahl erhalten, 50 muß das ~1agnetband mit Satznumerierung 
zugrundegelegt werden. Welche ~lerkJllale zu zählen sind, wird durch 
Parameter auf Lochkarte eingegeben. ~ Ierkmale können sein: Sät ze, 
Zeilen, Wortfonnen, Zeichen insgesamt, Sonderzeichen, Buchstaben, 
Vokale, Konsonanten, Zahlen u.a. 
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Ferner druckt SfAlITE Extrem- und DurchscJmittswerte für die in einem 
Satz vorkommende Zahl der Wortformen und Zeichen sowie prozentuale 
Häufigkeiten für das Auftreten der einzelnen Buchstaben im Text aus. 
4. PARALLELCODlERlJl\~ 
Die Parallelcodierung ist ein Verfahren, das es ermöglicht, einem 
Magnetband mit nattirlichsprachlichem Text weitere Magnetbänder "par-
allel" zuzuordnen, so daß diese weiteren Bänder Informationen tiber 
die Ergebnisse manuell oder automatisch vorgenommener Analysen zum 
Originaltext enthalten24). Im einzelnen kann ein Text auf beliebig 
vielen Analyseebenen nach beliebigen Kriterien segmentiert werden 
(etwa in Wörter auf einer ersten Ebene, in Nominal- bzw. Verbal-
phrasen auf einer weiteren, auf einer dritten Ebene in Sätze), wo-
bei den spezifizierten Textsequenzen Merkmale unter beliebigen lin-
guistischen, psychologischen, dokumentarischen US,q. Klassifikations-
gesichtspunkten zugeordnet werden können. 
BeispieI25): 
Text Parallelcodierungen 
1. Ebene 2. Ebene 3. Ebene 
Wir PERS } l\'G+ 1 P+PL+l\'CM 
f 
sind VRB+SIV } VG+1P+PL+PER+ID+AK 
dann Am! } NG+T6\1P HS 
in PREP l NG+SI+PP+LOK das ART Brtickenhaus SUB 
gekrochen PTZ2+SIV } 
Die Parallelcodierung ist als Teilnehmersystem konzipiert. Verschie-
dene Benutzer können das Verfahren unabhängig voneinander anwenden. 
Zur Vorbereitung legt jeder Benutzer einen Merkmalsvorrat zu Ebenen 
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fest, die er für seine Analysen als relevant ansieht. Das Beispiel 
zeigt, wie solche Merkmale in der Parallelcodierung formuliert wer-
den. 
Zu einem vorgegebenen Merkmalsvorrat wird automatisch ein Codeum-
setzer generiert, der die Obersetzung der externen Darstellung der 
Merkmale in mnemonischen Kurzwörtern in die rnaschineninterne Dar-
stellung in Bitketten und umgekehrt leistet. Dieser Codeumsetzer, 
der einem einzelnen Teilnehmer am System zugeordnet ist, kann jeder-
zeit modifiziert werden: Neue Merkmale können aufgenommen, vorhan-
dene gelöscht, Namen verändert werden. 
Aus manuell ausgefüllten Codierformularen (vgl. zum folgenden An-
hang 5.20., S. 65) werden die Merkmalsbeschreibungen mit den Be-
zugsdaten zum Text abgelocht. Bei der Datenaufnahme, d.h. dem Ein-
lesen der Lochkarten, ,~ird automatisch eine syntaktische Kontrolle 
der Daten (auf Ablochfehler , undefinierte Merkmale usw.) vorgenom-
men. Fehlerfreie Codierungen werden auf Magnetband ausgegeben; zu-
gleich wird für alle Codierungen ein Protokoll (Anhang 5.21. 2. 
und Seiten 119- 121) ausgedruckt, wobei f 0 r mal fehlerhafte 
Karten durch Angabe über die Art des Fehlers gekennzeichnet werden. 
Zur Erkennung i n haI t 1 ich e r Fehler muß dieser Ausdruck 
manuell bearbeitet werden. 
Inhaltlich fehlerhafte Codierungen werden von dem Programm PC-40 
eliminiert, die verbleibenden fehlerfreien auf einem Stammband von 
Codierungen gesammelt. Die bisher fehlerhaften Codierungen ,~erden 
nun korrigiert und erneut abgelocht, neue Codierungen können hinzu-
treten. Der Verarbeitungskreislauf (siehe Aru1ang 5. 20., S. 65) von 
Codieren, Lochen, Aufnahme, Korrektur und Abspeichern wird schließ-
lich so oft durchlaufen, bis eine relativ fehlerfreie Codierung ZLDll 
Text vorliegt. 
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Eine erste Auswertung der gesanunelten Daten bereitet das Prograrmn 
PC- BO vor. Es erzeugt ein strukturzeigendes Protokoll eines Textes 
anhand vorliegender Codierungen (siehe dazu Anhang 5.21.3., S.66), 
ähnlich der Darstellung im obigen Beispiel. 
Weiter stehen zwei Retrieval - Progranune (PC- 70: Satz-orientiertes 
Retrieval und PC- 71: Statistik-orientiertes Retrieval) zur Verfü-
gung, die eine maschinelle Auswertung eines parallelcodierten Textes 
zulassen: Über bestimmte Suchbegriffe können Textsequenzen gesucht 
werden, zu denen Codierungen vorliegen, welche diesen Suchbegriffen 
genügen. Zur Formulierung der Suchbegriffe sind zwe i Operatoren, 
nämlich '~fIT" im Sinne von "muß zutreffen" für selektives Suchen lmd 
"OHNE" im Sinne von "darf nicht zutreffen" für restriktives Suchen 
erklärt. Oie Verbindung von ~1erkmalen, die bis zu drei Ebenen ange-
hören dürfen, mit diesen Operatoren beschreibt dann einen "Suchbe-
griff". Der Suchbegriff kann noch um die Angabe einer Wortform er-
I ... eitert werden , die ebenfalls durch '''IIT'' bZ\\I. "OHNE" angeschlossen 
I'" i rd. Eine Textsequenz genügt dann einem Suchbegriff , wenn sie alle 
im Suchbegriff gestellten Forderungen erfüllt. Dabei wirkt der Ope-
rator '~lIT" im Sinne einer Konjunktion, der Operator "OHNE" als ne-
gierte Konjunktion. Eine Adjunktion für 'lerkmale aus ver -
5 c hi e den e n Ebenen is t dann durch die Ausfiihnmg mehrerer 
Retrievalvorgänge hintereinander, eine Adjunktion fiir \1erkmale aus 
ein e I' Ebene durch Aussondern der nicht relevanten Merkmale über 
"Oll\'E" mögl ich. 
Während PC- 70 lediglich die Sät Z e liefert, in denen sich ein 
Suchbegriff relisiert, erlaubt PC- 71 eine Steuerung der Ausgabe 
über einen Parrunetel' . Es können alternativ die Sätze oder aher die 
Satzteil -Sequenzen ausgedruckt werden, deren Codierungen dem Such-
begriff genügen. Zugleich wird eine erste Zählstatistik durchgeführt, 
deren Ergebnisse wahlweise bereits für jeden zutreffenden Satz , in 
j edePl Fall aber als Gesamtübersicht nach Beendiglmg des Retrieval 
ausgegeben werden. (Vg1. dazu Anhang 5.21.4., S. 66) 
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A n m e' r k u n gen 
1, Ftir Detailinfonnationen, Prograßunbeschreibungen etc. wende man 
sich direkt an das Datenverarbeitungszentr~n der Abteilung Lin-
guistische Datenyerarbeitung des IdS, 68 Mannheim 1, Friedrich-
Karl-Straße 12 
2 Steger, Hugo, Engel, Ulrich, Moser, Hugo (Herausgeber): 
Texte gesprochener deutscher Standardsprache I, München 
Hueber 1971 (Heutiges Deutsch 11/1). 
3 Progranunnamen werden im folgenden in Großbuchstaben geschrieben. 
4 vgl . Aru1ang 5.1., S. 20 
5 Backhausen, W. J.: Linguistische Datenverarbeitung als praxis-
relevante Dis ziplin, in: Linguistische Berichte 14 (1971) . 
6 Ungeheuer, Gerold: Linguistische Datenverarbeitung - die Reali tät 
und eine Konzeption, in: IBM-Nachrichten 206 (1971). 
7 vgl. Anhang 5.3., S. 43 
8 
vgl. Anhang 5.3., S. 43 
9 
vgl. Anhang 5.4., S. 45 
10 
vgl. Anhang 5.5., S. 46 
11 
vgl. Anhang 5.6., S.47 und 5.7.1., S.48, 5.7.2., S. 49 
12 Im folgenden ist unbedingt zu beachten, daß alle Register Wort-
formenregister sind. Sortiert wird nach rein graphematischen 
Kriterien: So werden 'Hut' in 'Er ist auf der Hut' und 'Hut' in 
'Er trägt einen Hut' als identische Wortformen erkannt: 
13 
Die Zugehörigkeit der Wortformen 'Hauses' und 'Häuser' zu einel' 
Grundform bleibt unberticksichtigt. Eine Lemmatisierung d.h. eine 
Rtickftihrung einzelner Flexionsformen auf ihre Grundform ist nicht 
möglich. Ebenso beziehen sich alle Häufigkeitsangaben auf Wort-
formenhäufigkeiten. Die Häufigkeit, mit der ein Wort in seinen 
verschiedenen Flexionsformen 'realisiert ist, läßt sich bisher 
nicht automatisch ermitteln. 
vgl. Anhang 5.6., S. 47 und 5.8., S. SO 
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14 
vgl. Anhang 5.9., S. 51 und 5.10., S. 52 
15 
vgl. Anhang 5.1. , S.20 
16 
vgl. Anhang 5.11., S.53 
17 
vgl. Anhang 5.12.1., S.54 
18 
vgl. Anhang 5. 1 2 . 2. , S.55 
19 
vgl. Anhang 5.14., S.57 und 5.15., S. 58 
20 Suchbegriff und gefundenes Wort sind nicht in jedem Fall iden-
tisch. Lautet der Suchbe~' iff z.B. übe r und interessieren 
auch Zusammensetzungen mit dieser Graphemfolge, so werden durch 
entsprechende Eingabe Wörter wie übe r hau pt, k 0 P f -
übe r etc. bei der Suche miterfaßt. 
21 
vgl. Anhang 5. 16., S.59 und 5.17., S.60 
22 KWIC: Keyword-in-Context 
23 
vgl. Anhang 5.18., S.61 und 5.19., S.62 ff. 
24 vgl . dazu den Entwurf zu einem Verfahren, ,~ie dem hier skizzierten 
von A. Ströbl in: Forschungsberichte des IDS (Bd. 2). 
25 zu den mnemonischen Kurzwörtern vgl. Anhang 5.21.1.,5.66 ff 
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Anhang 5.1. 
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A 1.1 G e s tal tun g de s Tex t k 0 P fes 
A 1.1 . 1 Reihenfolge der Angaben und ihre Kennzeichnun~ 
Monographie 
a) Zeilennumerierter Text 
ttttttSigle (3-stellig) 
ssssssSeitenangabe 
v+ Verfasser +y 
u+ Titel +u • 
u+ Untertitel +u • 
d+ Verlagsangaben +d 
ssssssSeitenangabe 
Text 
b) Satznumerierter Text 
Sigle (3-stellig) 
v+ Verfasser +v 
u+ Titel +u • 
u+ Untertitel +u • 





d+ Verlags angaben +d 
u+ Titel +u • 
u+ Untertitel +u • 
ssssssSeitenangabe 
y+ Verfasser des einzelnen Aufsatzes +y 
u+ Titel des einzelnen Aufsatzes +u • 
Text 
Sigle (3-stellig) 
d+ Verlagsangaben +d • 
u+ Titel +u • 
u+ Untertitel +u • 
v+ Verfasser des einzelnen Aufsatzes +v • 





d+ Verlagsangaben +d 
ssssssSeitenangabe 
aaaaaaArtikelnummer 
u+ Titel +u • 
q+ Datum und Quellanangabe 
ggf. Kürzel +q • 
Text 
Sigle (3-stellig) 
d+ Verlagsangaben +d • 
u+ Titel +u • 
q+ Datum und Quellenangabe 





Bei übergang zu neuer 
Nr. der gleichen Sigle: 
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d+ Verlagsangaben +d 
ssssssSeitenangabe 
A 1. l. 2 Erläuterungen zur Gestaltung des Textkopfes 
- Die Sigle des Textes muß in der ersten numerierten Zeile 
stehen, danach folgt kein Punkt. Vor der Sigle darf keine 
Leerzeile stehen. 
- nach tttttt, ssssss, aaaaaa folgt die jeweilige Angabe 
ohne blank. 
- Seitenangaben und ArtikelnUllTT\em mUssen aus 6 Stellen be-
stehen. 
- nach Verfasser, Titel, Verlagsangaben, Untertitel, quel -
lenangaben muß j~~eils ein Punkt stehen. 
- zwischen jeder dieser Angaben soll eine Leerzeile stehen. 
- die Verlagsangaben werden (durch Kommata getrennt) 















Wenn die Verlagsangaben im Original auf mehrere Seiten ver -
teilt ·sind, \~erden sie in der Abschrift zusarnmengefaßt. Als 
Seitenangabe ist die 1. Seite der Ver lagsangabe zu nehmen. 
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A 1. 2 Zur Ge s tal tun g der Tex t sei te n 
Seitenanfang Leerzeile 
ssssss ••.••• (6-stellige Zahl) 
Leerzeile 
Text 
Absatz / Abschnitt Ein neuer Abschnitt ~lird durch F.in-
rUckung der 1. Zeile um 6 St ellen ge-
kennzeichnet. Keine Leer zeilen! 
(einzige zulässige Einrlickung) 
Tabellen 
(siehe auch bei A 1. 5 
Kennze ichnung) 
Tahellen stehen zwischen t+ .... ,,+t • 
sie sind zeilenweise zu schreiben, 
d.h. fUr jede Tabellenzeile wird beim 
Schreiben eine neue Zeile begonnen. 






Zwischenräume sind bis auf je eine 
Leerstelle vor und hinter den ein-









ist wie folgt zu schreiben: 
t + -------------- Luftfeuchtigkeit Temperatur • 
Bandung --------- 90 ----------------- 24 
Djakart a -------- 85 ----------------- 29 










Absender, Datum und Adresse werden 
fortlaufend geschrieben und zwischen 
q+ und "'q • eingeschlossen. Anrede, 
Schlußfonnel und Unterschrift werden 
wie im Original geschrieben. Am Ende 
des Briefes wird ein Punkt gesetzt. 
Beischriften zu im Text vorkommenden 
Abbildungen werden, wenn sie zwischen 
zwei abgeschlossenen Sätzen auftreten, 
unmitt elbar an der auftretenden Stel-
le,wenn sie zwischen einem unvoll -
endeten Satz auftreten erst am Satz-
ende mit c+ Abb. +c • gekennzeichnet. 
Wenn bei genauer Einhaltung der auf 
100 Zeichen (incl. Leerstellen) fest-
gelegten Zeilenlänge nur Satzzeichen 
abgetrennt wUrden, ist das letzte 
Wort mit in die neue Zeile zu schrei-
ben. 
Keine Trennung von Einzelwörtern. Das 
im Original getrennte Wort komt in 
die alte Zeile, bei überschreiten der 
festgelegten Zeilenlänge in die neue 
Zeile. Durch Bindestrich getrennte 
Doppelwörter können auch im Ausdruck 
getrennt werden. 
Fortsetzungshinweise werden als eigenständige Sätze be-
bei Zeitungen u. Zeit-
schriften 
Beispiel: 
handelt, sie stehen zwischen c+ und +c 
und werden mit Punkt abgeschlossen. 
c+ Fortsetzung Seite 6 +c • 
c+ Fortsetzung von Seite 1 +c • 
-27-
E~ ist verfahrensmäßig zu unterschei-
den zwischen abgeschlossenen und un-
terbrochenen Sätzen. 
Ist der Satz vor dem Hinweis abge-
schlossen, so folgt der Fortsetzungs-
hinweis unmittelbar. Bei unterbroche-
nen Sätzen wird der Rest des Satzes 
von der Fortsetzungsseite vorgezogen . 
Dann folgt der Fortsetzungshinweis. 
A 1.3 S atz z e ich e n 









wird ersetzt durch Doppel-Rundklammer « 
Auslassungspunkte 
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A 1. 3. 2 Behandlung von Satzzeichen 
Zwischen Satzzeichen und Wort (Zahl) hzw. Satzzeichen und 
Satzzeichen steht immer ein hlank. 
Das letzte Zeichen eines Satzes ist immer Punkt . 
Deshalb sind in der Abschrift am End e des S atz e s 

















Auch Buchtitel, Untertitel und überschriften gelten als 
Satz und sind mit Punkt zu schließen. 




II'IR SIND DIE BESTEN 
sagte Uwe gestern zu 
unserem Reporter 
Abschrift 
u+ wir sind die Besten +u 
sagte {)\,'e gestern zu unserem 
Reporter • 
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A 1.3.3 Regelung bei Aufzählungen 
Grundsätzlich gelten Aufzählungsmerkmale als eigene Sätze 











Im folgenden gelten als Aufzählungsmerkmale Ziffern und 
Buchstaben und andere abdruckbare Zeichen, wie Gedanken-
striche 










Unabdruckbare Zeichen, wie fettgedruckter Punkt, Oreiecke, 
Balken usw. sind zu vernachlässigen. 
Als Einleitung zu einer Aufzählung wird der Satzteil oder 
die Wortgruppe bezeichnet, die der Aufzählung vorangeht. 
z.B. Daher folgende Regelung: 
oder Also fOlgt: 
oder Wir komme~ zu folgendem Ergebnis: 
1. Aufzählung ohne Einleitung 
·Grundsätzlich gelten Aufzählungsmerkmale als eigene Sätze 










Wenn die Aufzithlungsmerkmale jedoch wie im folgenden 
Beispiel in den Satzzusammenhang eingehen, wird kein zu-
sätzlicher Satzpunkt gesetzt. 
Beispiel (Original = Ahschrift) 
1. habe ich es nicht gesagt, 
2. würde ich so etwas nie sagen, 
3. bitte ich um Entschuldigung, wenn ich es 
gesagt habe. 
Z. Aufzählung mit Einleitung 
Um in der Aufzithlung selbst grammatikalische Sätze zu er-
halten und nicht durch Einheziehung der Einleitung in den 
folgenden Satz in diesem eine falsche Satzglieds teIlung zu 
bekommen, wird die Einleitung vor der Aufzählung durch 
Satzptmkt abgeschlossen, wenn die Aufzählung einen oder 
mehrere eigenständige Siltze darstellt. 
Beispiel 1 
Daher folgende Regelung : • 
1. Wir werden die Texte möglichst hald ahschließen • 
2. Von den folgenden Texten werden H. R. gedruckt • 
3. • Die Texte werden , wenn gewünscht , gehunden • 
Wenn bei Aufzählungen mit Einleitung die Aufzählungsmerk-
male in den Satzzusammeru1ang eingehen, gilt die o.a. Rege-
lung. (kein zusätzlicher Satzpunkt für Aufzählungsmerkmale) 
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Beispiel 2 (Original = Abschrift) 
Daher folgende Regelung : . 
1. werden wir die Texte möglichst bald abschließen. 
2. werden von den folgenden Texten H.R. gedruckt. 
3. werden die Texte , wenn gewünscht , gebunden . 
Absahnittsg~iedepungsmerkma~eJ die ohne Einleitung größere 
Passagen (z.B. mehrere Seiten) einleiten und daher nicht 
eigentlich als Aufzählung betrachtet werden können, werden 
(wenn sie nicht in den Satzzusanmenhang eingehen) wie Auf-
zählungsmerkmale behandelt. 
Beispiel : Original Abschrift 
1) 1 ) 
2) 2) . 
a) a) . 
b) b) 
A 1.4 Z e ich e n mit b e s 0 n der e r Re gel u n g 
Al.4 . 1 Druckteclmische Hervorhebung 
wird durch Doppelpunkt ohne blank am Ende des hervorgeho-
benen Wortes gekennzeichnet. 
Als Hervorhebung gilt jede Abweichung vom nruckbild des 
übrigen Textes durch 
a.) andere Schrifttypen wie z.B. Kursiv 
b.) andere Schriftstärke wie halbfett, fett u.a. 
c.) Unterstreichung, Spatiierung (Sperrung) oder Groß-
schreibung ganzer Wörter. In Hajuskeln geschriebene 






d.) Majuskeln in Abkürzungen 









Drucktechnisch hervorgehobene Elemente von Komposita mit 







A 1.4.2 Bindestriche, Abkürzungspunkte, Ordnungszahlpunkte, 
Apostrophe 




Schrägstriche werden ohne blanks geschrieben, wenn eine 





Hamburg / MUnchen 28. Februar / 1. März 
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A 1.4.3 Zusammengesetzte Substantivierungen 






A 1.4.4 WOl'ttrennung 
Bei Trennung durch "und", "oder", Anfiihrungsstriche, o.ä. 
sind ggf. Bindestriche wie in den Beispielen zu ergänzen. 
Beispiel: 
Original 





Wald- und Wiesen-Tee 
" Entwicklungs- " -Völker 
( Wasser- ) - Ball 
f+ clearing- +f - Stelle 
Wenn zu ergänzende Buchstaben einer Abkilrzung durch Klammern 
abgetrennt sind, wird kein blank geschriehen. 
z.B.: f(iliae) 
A 1. 4.5 Zahlen und Zahlenverhältnisse 
De zimalzahlen gelten als ein Wort. 
(keine blanks, etwa vor und nach Komma) 
Beispiel: 123,45 
funerikanische Zahlen 
Der angelsächsische Dezimalpunkt wird als Dezimalkonuna ge-
schrieben. 
Beispiel: Original Abschrift 
4.2 4,2 
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Im Text durch Punkt oder blank geglieder te Zahlen 
werden entsprechend den Beispielen geschrieben. 
Beispiel: Original 
150 000 










Zahlenverhältnisse und Zeiten (Sportergebnisse) 
Beispiel: Original 
2:3 
der 0: 1 Sieg 
4: 12,6 min 
4:13 :6 Std. 
Abschrift 
2- / - 3 
der 0- / - 1 Sieg 
4.12,6 min 
4.13:6 Std. 
A 1.4.6 Mathematische AusdrUcke 


















werden als solche gelocht, also 
I,IV,Xusw. (nicht1,4,lO). 
Vor jeder römischen Zahl steht ohne blank das Zeichen ~ 




((ZN (NH3) ZeLZ)} 
Eckige Klammern siehe unter nicht abdruckbare Zeichen 
(A 1.5.5) 
K e n n z e ich nun g 
Zur Kennzeichnung werden verwendet: 
c+ ........ +c 
f+ "1 •••• , +f 
q+ ........ +q 
t+ ........ +t 
u+ ........ +u 
v+ •• f ••••• +v 
x+ ........ +x 
z+ ........ +z 
Erstreckt sich eine zu kennzeichnende Textpassage tiber 
mehrere Sätze, so gentigt eine Kennzeichnung am Anfang und 
. Schluß der Passage. 
Aus frilheren Regelungen herrilhrende satzweise Kennzeich-
nungen brauchen nicht geändert zu werden. 
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A 1.5 . 1 Fremdsprache, Dialekt und sonstige nicht-hochsprachliche 
Wörter, Sequenzen oder Sätze. 
Zeichen: f+ •••••••• +f 
Alle Wörter, die nicht im Duden oder Fremdll'ortrluden stehen, 
gelten als fremdsprachlich. 
Das gilt auch für Dialektwörter • 
Als nicht- hochsprachlich gelten Ahweichlmgen von normalen 






f+ Haste +f ? 
f+ Kommste +f ? 
f+ nu +f 
Namen und Bezeichnungen außerhalh fremdsprachlicher Aus -
drücke werden vorläufig nicht hesonders gekennzeichnet. 
Es werden gekennzeichnet : 
1. einzelne lI'örter: 
2. der ganze Satz: 
Beispiele für 1. 
wenn nur ein einzelnes lI'ort oder 
eine relativ p,erinp,e Zahl von Il'"nr-
tern a) eine Ahweichung von gram-
matischen Formen auf1~eist oder 
eindeutig ein Dialekt\~ort h) fremd -
sprachlich ist; 
wenn tier üben~iegende Teil des 
Satzes Dialekt oder fremdsprachlich 
ist. 
Und so schön schreiben f+ kanner +f . 
Mann brauchen f+ Se +f doch f + 
nich +f rot zu werden , wenn ich 
Feuer hahen will • 
Beispiele fUr 2. 
Al. 5. 2 Z i ta te 
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Ziemlich alles , was f+ portable +f 
ist , findet sich in den f + trailers +f 
die ja selbst im Grunde f+ portable 
hornes +f sind • 
f+ Und middem Dawnen jeh ich rein, 
ganz automatisch und kleb Nägel 
und Knöppe zwischen, und vor drei -
unddreißig hatt' ich ne Zeit, da 
habe ich Stacheldraht auf Zinnober 
jesetzt +f • 
f+ Ban ich dich nich jesacht , da t 
issen Jimmy +f 1 • 
f+ it is a pleasure to acknowledge 
my indebtedness to those who have 
contributed in various ways to the 
preparation of this paper +f • 
Zeichen z+ •••••••• +z 
Als Zitate gelten (nach Duden) wörtliche Anfilhrungen von 
TextsteIlen aus einem Buch, SchriftstUck, Brief u. ä., . 
z. B. Gedichte. 
Darunter fallen also nicht: 
- bloße wörtliche Rede des lfd. Textes 
- durch Anfilhrungsstriche gekennzeichnete Titel, Namen und 
termini technici 
- durch Anfilhrungsstriche lediglich gekennzeichnete unge-
wöhnlich ven1endete Wörter und FUgungen (abgeschwächte 
Rede, i ronische Redeweise, Ungefährformulierungen usw.) 
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Beispiele für termini technici, die im fortlaufenden Text 
durch Anführungsstriche gekennzeichnet werden: 
In der Industrie ist das "Svstemdenken" auch 
schon dort eingedrungen, wo' das Konzept vom 
gesamten System, d. h. der gesamten Koopera-
tion schwierig zu umreiß·en ist. 
Wir sind jetzt an dem Punkt angelangt, wo wir, 
wie so viele Leute, das System seIhst als ei-
nen "schwarzen Kasten" ansehen können 
Das Versagen des "Minimierungsprinzips" ist auf 
das Versagen zurückzuführen, die wahren Prohleme 
zu konkretisieren, die mit den Fragen des Alkoho-
lismus nun einmal verhunden sind. 
Das Anführungszeichen wird hier veIi~endet, um dem Leser die 
Information zu gehen, daß der hetreffende Ausdnlck in dem 
Begriffsinhalt des genormten Fachausdnlcks zu verstehen ist. 
A 1.5.3 Datum von Quellenangahen 
Zeichen: q+ +q 
Beispiel: q+ Bonn , den 28. I. 1964 ( dpa ) +q . 
Al. 5.4 Verfasserangaben in Zei tlmgsartikeln (ausgeschriehen, 
abgekürzt oder als Siglen) 
Zeichen: v+ •••••••• +v 
Beispiel: v+ -Ke +v • 
Die Verfasserangabe ist in der Ahschrift zwischen üher-
schrift und Textanfang vorzuziehen, auch \I'enn sie im 
Original am Ende des Artikels steht. 
Innerhalb einer Quellenangabe braucht der Verfasser nicht 
besonders gekennzeichnet zu werden. 
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A 1. 5.5 Nichtabdruckbare Symholzeichen 
wie z.B. 0 (Grad), (Pfund), (Paragraph) werden aus-
geschrieben; das ausgeschriehene Symbol wird zwischen x+ 




30 x+ Grad +x 
Eckklammern werden durch je 2 RundklaImlern ersetzt. 
Beispiel: Original Ahschrift 
Morphem (( Morphem )) 
A 1.5.6 lläufung von Kennzeichnungen 
lläufen sich an einer Textsteile mehrere Kennzeichnungen, 
die lrörter, Satzteile oder Sätze einschließen, so he-
steht in der Reihenfolge grundsätzlich kein Vorrang be-
stimmter Ze ichen. 
Bei fremdsprachlichem Zitat in Fragesatzform ist z.B. 
folgende Kennzeichnung möglich: 
z+ f+ 
f+ z+ 
? +f +z 
? +z +f 
Es ist natürlich darauf zu achten, daß die Zeichen unter-
einander syrrunetrisch angeordnet werden: 
u+ Neues aus f+ far-west +f +u • 
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A Z ZUSÄTZLICHE HINWEISE FÜR DIE KORREKTIJR 
A 2. 1 OffenBiaht~iahe Druakfeh~er sind zu korrigieren, nicht je-
doch grammatisahe Feh~er 
wie Verwechslung von Singular und Plural, falsche Rektion 
etc. 
z.B. lI'ehner und Schmidt fährt nach Moskau. 
Ein solcher grarranatischer Fehler darf nicht geändert werden. 
A Z.Z Die Fehler sind beim Korrigieren im Text leserlich (z.B. 
dünner roter Filzstift) durch Unterstreichen der betr. 
Stelle und der laufenden Zeilennummer oder Satznummer am 
Rande zu kennzeichnen. 
A 2.3 Die Fehler sind (mit kurzer Beschreibung der Art des Fehlers) 
auf ein Korrekturprotokoll zu notieren. 
A 2.4 Textende tttttt-Korrekturstand-Datum-Name des 
bei zeilennumeriertem Korrektors 
Ausdruck z. B. tttttt-dritte- Korrektur- 1 5 .08 . 71 -
Maier 
A 2.5 Die Korrektur muß immer nach dem Originaltext vorgenommen 
werden. Es muß darauf geachtet werden, daß die richtige 
Ausgabe und Auflage verwendet wird (Verlagsangabe!) 
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A 3 SCHREIBTECHNISCHE ANWEISUNGEN 
A 3.1 Am Anfang und Ende eines jeden Streifens muß eb~a je einein-
halb Meter ungelocht bleiben; mindestens je ein Meter davon 
muß Filllrungslöcher enthalten. 
A 3.2 Abgerissene Streifen dürfen nicht mit Klebstoff, sondern nur 
mit den eigens dafür vorgesehenen Klehestilcken geflickt Nerden. 
A 3.3 Nach dem Umschalten darf der nächste Buchstahe nicht zu 
schnell angeschlagen werden. 
A 3.4 Der Wagenrücklauf darf nie von Hand hetätigt werden, er er-
scheint sonst nicht auf dem Streifen. Vorsicht beim Neuein-
schal ten der ~1ascJline (morgens) I 
A 3.5 Insgesamt muß staaaato geschriehen werden, d.h. die einzel-
nen Anschläge müssen deutlich zeitlich p,etrennt sein. Lieher 
zu langsam als zu schnell schreiben ! Zu rasche Aufeinander-
folge von Anschlägen ergibt häufig Fehllochungen . 
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A 4 ERSTELLUNG VON KORREKTURSTREIFEN 
A 4.1. Es Nird zeilenNeise korrigiert. 
A 4.2 Jede im Korrekturausdruck angestrichene Zeile muß neu ge-
schrieben werden. Zldschen laufender Nummer und Text müssen 
2 Leerstellen sein. Dadurch wird automatisch die falsche 
Zeile des Ausdrucks gelöscht und die ·verbesserte Zeile ein-
gefügt. 
A 4.3 Muß eine Zeile des Ausdrucks get~8aht Nerden, so braucht nur 
die laufende Zeilennummer mit 2 folgenden blanks eingetippt 
zu werden. 
A 4.4 Hat man auf dem Korrekturstreifen einen Fehler gemacht, so 
schreibt man die laufende Nummer und den richtigen Text neu. 
Die ~hschine berücksichtigt, wenn auf dem Korrekturstreifen 
mehrere Zeilen mit derselben Nummer stehen, immer nur die 
letzte. 
Ist auf dem Korrekturstreifen nur die lfd. Nummer falsch 
geschrieben, so wird diese falsche Nummer neu geschrieben 
und ohne Leerstellen 6 blank angehängt. Dabei ist zu be-
achten, daß alle eventuell vorhergehenden Zeilen mit der 
falschen Nummer ebenfalls gelöscht werden. Notfalls mIssen 
also auch diese Zeilen neu geschrieben Nerden. 
A 4.5 Die Umschalttaste ist, wenn die laufende Nummer geschrieben 
ist, in jedem Falle loszulassen (und hei Beginn des Textes 
gegebenenfalls neu zu drücken). 
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Anhang 5.4.: ZEILENNlJMERIERTER AUSDRUCK 
~lEHTE VOOl ~USORUCK IIACII DER KORREKTUR 
001370 eit Ihnen .usgekol .... n • GroPpapiI hotle so lIilitär1sche 
1)01380 ~nsichten , "riO' du • der Kaiser hier und 
001390 d e r Kaiser dort, und nie . .. nd soll räsonniaren • nun. 
00l~OO damals ist lJu, so gewesen, heute d&nken viele anlJers 
001410 und lI.n~hc au~h schon ,,'husehr hh meino imllIer 
001420 auf das .'erz des Henschen kOrllmt es .n und nicht 
001430 auf seine Sprathe odor auf die Gedanken in seineR 
001440 tco~f • die Gedanken in 'el08111 Kopf. die können 
001450 









kann . abe r 
et non Punkt 
kann man Ihn 
. du Iot 
Rechn," . 
In SCI i neID 
. d. hnn 
erkennen 
.10 .1 t dir Orthogrl~htlt ode r 
wo lItiin steh aue h seh r täusche n 
tI. neo ha t dor Hen IC h 
er ni eht Ir ren • und In de. 
0015]0 da1'81, gtllb shh GroPtllp~ schon vtel "Uhr UI!I 
OOU40 mich, und n.tUrlleh gefiel air d., • ober ich Slh ihn 
001550 da'h nicht .ehr hiiuflg , weil er ic.lur bei der Drücke 
001560 war. ganz versessen .,.r er auf dtesen OIU I • 
0015 70 der Soen,.er ging Ichon In den tlerb.t Uter f e. 
001580 IoUlr nal1 und kühl •• inel Morgen ... ar Ich ganz 
001590 früh in! Park heruDgegangen und dann tll lialde 
001600 und dann wteder in. Park. tch hatte geaerkt , daß 
001610 Gro(Jpipa richtige Ablichten auf .ich halle, und 
001620 auth «MIine Eltern halten .ir 10 etwa. Ingedeutet , 
00.1630 und da .einte ich, ich lIüpte In der Elnl.mkeit und 
001640 in " der Natur .It ml'" IU Rat. gehen, ".hrschelnlich 
OAT"M 12.11 . 73 SEITE 0006 
ASANTE Y001 AUSDRUCl SATZZEAlEGUN6 D",TUM 12.11.73 SEITE eoo! 
SATZ S EIlE ZEILE 
39 0000' , 
40 0000 " 
4, 0000" 
42 0000" 
43 0000' , 
















2 oder drei polni$che Gutsb(!sit2~r • die- Sau:!rn "'Dr~n Dloistens ~echtgl;;ubjge ~ und katholische le-ut~ 
3 fand .an selten; vie das jetzt ist. das wi rst d", b l!t~ser wis!:.en als i ch _ 
1 GroBp~p. li~bt<t die Polen ni c ht und sagte. sie se it n Aufrührer von N~tlJr • aDer i eh bin i'Jl:lf.!(" gut 




Gro epapo:l h.ltc $0 rnili t~l"'iseh . Ansichten • w~ilSt du • der l::~i:Jcr hier und drr- K.lü:er 001"'1. • una 
nie~Gnd so ll risonnieren • 
nun. d .... l_ i=:t d.s so geweson • heute denken w iete anders. und Clol'\Che auch schon ~ll2'u$ehr _ 
ich lIIoine immer. aut d"" H\:r2 des Me nsch en kQ=at I!' an • und nicht .:auf s<tine SQrache oder flut die 
Gedanken i n seine .. lopf • 
die Gedanken in ~efne. lo"f • ciie können t.ls ch ~ai" • d .. » ist wie alt d~r Orthographie oder de= 
höheren Rechnen. wo ... n sich Duch :oeh ... täuschen k<lf'ln .. 
ab.r in s. ine. H .... z." hat d.r "'ensch einen Punkt. da kann er ni c ht i r-r-en • 
und an d •• k~nn •• n ihn .,.kennen • 
d~ •• l3 gab sich Gro6papOll schon viel Mühe UQ oich • "nd n~türlfcit gefiel mir' das. 
aber Ich s.h ihn doch nieht sehr hliufig • IIfcil er i •• er t:ei der Brücke .ar .. 
ganz v.rseSsen war- er ouf diesr.n B~u I .. 
der So,"~er ging schon in den Herbst über. es .. ar n~ß und kühl. 
eines f'(orgens ".,. ich glltl2' früh ia Park h~ruISge9Ir9C!n und dann 'i. Walde "nd dann viede ... in Pa .. k • 
ich hatta geMarkt • d.ß GroßpOlpOl richtige' Absichter auf /:lich h.tt~ • und auch ",eine Eltern hatlen 
50 et.as angedeutet. und da ra"inte iCh. ich müBte in der Einsamke i t und in der Natur mit .ir 
P~te gehe" • ~hrscheint;ch hatte ich irgendv o gelesen. d aß m~" o;)s so macht .. 
i c h .ar noch se hr jung. jünger oll. tleutzutage die "idchen Zu sein pflegen. UII die lII .. n ~nh.lt 
du •• rst • glaube ich. zwanzig. nicht vahr 1 
mir scheint. ich bin an diesellfl .. orgen nicht sehr weit gekommen sit lM' i nen Uberlegungen • ich Woll'" 
.auch noch :so kindisch. daß ich ... ich won jeoelll E ict1h örnc"'~f'I oablenken ließ .. 
lIir 
dann foand ich es oan der Zoit • zum früh-stu c k in: .. ~us zu laufen. ötber da ging p lötzlich ei" Schauer 
nieder. ich war' qll'rade i n der Nahe des TemDeichens , uno so wollte i c h dort Schu tz suchen. 
du sagst j •• doS du ein Bild von ih. gesehen hOlt1 • 
d~ vr:iet du • dliS e, im Gebüsc h versteckt I.,g une gerede so 91"'0B .ar • d.,ß ~ine kleine GesellSChaft 
dort Tee trinken konnte; der Pav , lton ist statt licher gellle5en • aber da".als ging alles noch 
tJesche ide n er- 2'1.1 .. 
viI'" bonutzten d~~ Te_palchen solten • weil moine "uttcr fand • e~ her rsche dort ein f auliger Geruch .. 



























Anhang 5.6.: II'ORTFORMEN- lIND HÄlJFIGKEITSREGISTER 
vereinfachter Datenflußplan 
Awo R.EG 
rü.d<. \ ö.~ ~ i ~. 











H(i, . ,Ji,j \(~it,; 
r~i!>h.-
'AlPHA8ETl'SCHES REGISTER MlT HAEUFIG[EITSANG_eE BERGEhGRUEN.' OAS TEMPElCHEN SEITE 18 




000285 drei . 000710 001310 005710 005960 0084a1l 009960 010020 .." 
000286 dre i st 005880 
....., 
000287 dr-i ngen 00R240 
000288 drolliger 006580 
000289 du 23 000610 000690 00' '80 00133~ 001380 00'670 00'800 001800 :e: » 
0 .... 
0018'0 002520 006660 007 50 ~ 009550 00H50 009970 0'0 , 90 
"1 '0 
0'0310 C'03~0 01064U 0'0660 0'0670 011080 011720 r-t ::J" 
000290 du., . 007830 ....., III 
000291 dU~Dt 006710 
0 0" 
"1 ~ 
000292 dU fll mf-n 010940 
:3 r-t 
I 
000293 dunke l 004870 (öl .... A 




000295 durch 000150 000300 002380 002920 007500 007560 007900 007950 ~ ;:r-
000296 dUl"c h g~kom~cn 007270 OQ 
VI 
000297 durchsucht 00'300 .... 0 
VI 
000298 dU '" tl:! 006680 "1 
r-t 
000299 eben 001290 eCH50 0 ' 0290 011300 r-t ~ 
.... 
000300 eben so 0'0470 "1 
~ 
00030' e benso .. enig 00494U .., 
000302 eh e 008870 r-t 
~ 
000303 ehr .. ., l igen 010250 
VI 
00030 4 ehe r 008360 
000305 ehrrnha f ter 009110 
000306 eigene 000500 























RUEC(lAEUfIGES REGISTEA ..,IT HAEUFlGlEI TS!'4NbA!:tE ltH ,U'5 lFMPt:.lCtH;.f't 
',",ORTF(lPP1 : Ho\fUFlGItFIT : lEllE~I~O[,(: 
tCop t U0144(j a014!.0 JlJl 02 rj ""15 !) 
o~r1 0(12010 0056JO Cru56 ~J 
au f .. 3e 000370 ooe 770 OlOS?O JO 093 0 
(,01610 oll,olU 001°50 002010 
QO'SZoC C054Z 0 U06') UO 001170 
JO 80 cO CC85QO 008890 0093611 
010700 010910 0115~0 011690 
hin.uf 002480 
da rau f 00373 U cce950 
Be ruf 01ZUQO 
Voge l ru f 00791" 





Tog &0099 0 004610 004840 
Weg 00749U e080.,) Onl00 
ungl~ubig 009890 
Zwt"ig 1)09910 
häuf i 9 001550 
ge läufi 9 003140 
gerilovegig 004020 
völlig 011090 











001420 o U14 30 001430 001560 
U02600 003950 004520 004810 (fI ;;0 
1>07230 001610 OOSaOD 008010 0 C' 
'"i n 
0093~0 Oa9740 010150 010270 
rt ;-;-







(fI 'l<l A 
~ 
































Anhang 5.8.: HÄlJFIGKEITSREGISTER 
IIAEU flGKEI TSR EGI STER OERGE,jGRUEN, DAS lEHf:ElCHEII 





nl cht 130 








.1 r 87 
Iln 84 
diP 79 
h. Ue 77 
10 77 
eber 76 
I' eh 7J 
wie 72 
dln 64 




SE IT E 
OATUII : ll -1 
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Anhang 5.9.: G~lISCHrES WORTFOR\1ENREGISTER MIT ZEILENNlJl'.MERN 
vereinfachter Datenflußplan 
AweREG-
AlP"ABETISCIlES REGISTER ~UT HAEUFIGlEITSA"GASf GEM .... ern . ~EGISTER SEilE 14 
12:11 : 73 5" LAUf _ 
"R. WORT FOPM: HAEUFIGKEI T: ZE IlE'dNIHl': GES.a"T ::r ~ TEXT AN ZA HL ::l 
:===a::a:.,;s..:: ••••• rs"""". : ..... _ "" •• :~"''':a &==:s.:s .z:s .... s=.=.""=::a-: .. :;= 11 =:: = =:;:::: = =~ = ====== .. :c •• :s:::;::==.::.== ==:0: ==-,.. .... = •• z=::'- ===== =.s=====s:s 
'" 
00 0227 ac ht LBT • 005740 V' 
l2 c ht za1 • 16 004140 006R77 00_460 009 15 0 012531 017120 027660 027670 Ö 
027690 028010 044570 0 4471 0 051280 055460 059900 060120 1C0Ol7J 
000228 a c hte: 181 • 013020 028730 039820 040471 040650 (00005) :> :::"l 
C 6 000229 cch ten Z8 1 • 015240 (OOOOn :tl 
:tl 
000230 ach t g eben LBT • 006710 (00001> '" 0 
-l ;:=J 
000231 adopt i eren Z81 • 063470 (000011 r.-: t7l ;..< :tl 
000 232 .f . 181 • 0131 80 043720 04 44 20 (000031 -l m 5 3 
000233 ago. WH" • 0 16140 (000011 q 
"Tl 
000234 "go W HN • 016 150 (000011 0 ;;a , 
000235 ah_t '-'HH • 002860 (00001> :=:'l V' N 
~ , 000236 Dh nrn WHN • 004270 (000011 f.i 




000238 ah nten ze 1 • 033200 (00001) -l m 
;;:l 
000239 IIhnung~los ZBl • 005860 015660 020180 ( 00003) 3: 
000240 akt t. Z81 • 028430 040840 (00002) 
-l 
0002 41 .kt iv.r ZBl • 028320 028910 040010 (00003) N ~ 
...... 
000242 "tut. ZB 1 • 005662 (000011 r 
m 
000243 a kzept ie r ten WHN • 001930 (00001) ~ 
000244 ota rad er l lBT • 010830 
"" "? 
ot • .-.i ert. zel • 007350 02<020 035830 (000041 m ~ 
000245 l)larlllliertt: Z91 • 015630 019070 045800 055800 063330 (00005) 
000246 al.rlnterten ze, • 002730 030930 (00002) 
000247 alberne LBT • 01 111 0 (00001) 
000248 aU 115 Zal • 053630 (000011 
- 53-
Anhang 5. 11.: GBHSCI rrE REGISTER OHNE ZEILENNlIl'-NERN 
vereinfachter Datenflußplan 
O 0 0 {OCh \-1ö.~~;.:\ -. __ k ~ i~c", ~O,..itrtc. Mo.,5 ",dloö.." .t., .... 
s t CI. '" cA. Cl Y 01. - ~Q r ti e r I" v 0 ~ r Cl IM W\ 
MIl(REG 





AMIII.E'C, 1-1 AR e G 
~tJ -~ -- - -
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r e gis t e r 
IIAlUf IGKEI TSREGI STER HIX 






d •• 649 
Ich 643 










au f 375 
do. 365 
I. 359 
da p 346 






DATUH: 1 2- 11 - 7. 
GEMISCHTES REGIS TER DER GESC HRIEB ENE N SPRAC HE SEITE 7 
Lf.R . WORT FOR " HA E UFI GK. LFHR ... WQATFOA .. HAEUFIGIT • ~ za.:zz ........ E===-Z::::IZz::z.:z."",...,. r:z:z:z:z ••• ,. •••• ". ....... ,..;:o:II:22 _z:a:::ll.::::I •••• s== .~ •• _:z . z:a=.::..::z ••• _ •• z •• 1II' .... 'IE'%= ::aa_.z .%. z==.z •• ,. 
\ll 
;::I 
000601 .utQ.~ ti sc h I 000651 beendet 1 
OQ 
000602 bi nd i gen I o 006 ~2 be f ö rdert 2 V' 
000603 bi uerl i c hen I 000653 befür chten 1 
~0604 böse 2 000654 befangen I N 
000605 bösen 1 000655 befa 55en 2 
000606 böser I 000656 befeh len 2 N 
000607 büPen 1 000657 befe s tigte 1 
000608 büff elte 1 000658 bofi .l 2 
000609 bac kt I 0006 59 befi "den 1 
000610 bald 9 0 00660 bef i nd li e he" 1 ~ » 
000611 baldigen 1 000661 bef rag tr 1 (1) .... 
000612 banalen 2 000662 bofreie" 1 
000613 banden 1 000663 befreit 1 OQ -a 
000614 bar fu B 1 000664 bef reunden 1 .... ::r 
000615 barg 1 000665 b.f reundet 1 
000616 bat 5 0006f6 bef riedigende 2 
'" 
\ll 
000617 ba ue 1 000667 befriedigte 1 rt er 
000618 bauen 4 000668 befruchtet 1 
000619 baut 1 0006 t9 begünstige 1 (1) (1) 
000620 bayeri sehe I 000610 begütigt 1 
'"I rt 
000621 bayer f sche n 1 0006 11 begabt 2 I 
000622 baycrischer 2 000612 beg a ngen 1 .... V' 
000623 ba,d sehe 1 0 00613 begann 11 0 
'" 000624 ba.,r i schelll 1 000674 beg."ne" t '" 
I 
::r 
000625 bayrischen 1 000615 begegne 1 n 
000626 beant r .. ge 1 000616 begegn.,. 1 ;::I 
000627 bea nt rag t 1 000677 begegnet 3 ::r (1) 
000628 beantragte 1 0006.8 begehen , (1) 
0006Z9 beant.orte" 1 000619 begei stert 1 
000630 b .. an t.or t e t 1 000680 boge i sterter 1 N 
'" 000631 b •• ten I 00068 1 beg fnna" 1 (1) 
000632 beauft r.9t 2 000682 beg in nenden 6 OQ 
000633 bedach t 2 000683 beg f nnt 1 .... 
000634 bedank te 2 000624 bog l üC'tt 1 Cl) 
..... 
000635 bedauerlich 1 0006 8 5 bog l ück"ünscht 1 S 
000636 bedaue rte 1 000686 begleitC'n 1 (1) 
000637 bedenke 2 00 062 7 begleitet 1 
.... 
;::I 
000638 bede ut e 1 000688 begnügen 1 
'" 000639 bedeut en 2 000689 begnügte 1 ;::I 
000640 bedeut el 9 000650 beg onnon 5 n s:: 000641 bedeutete 2 000691 begrüßte 5 ;::J" 
000642 bedeut Saa 1 000692 begründen 1 S 
000643 bedient 1 0006"3 begründet 1 rt 
000644 bedri ngen 1 00Q6H begründet e 1 S (1) 
000645 bed rück t 1 000695 bog,.abe" 2 (1) 
000646 bedrohl i C'h 1 000656 begreiflich 1 
'" 000647 bedroht 000651 begreift i ehe .. ". isa 1 '"I 
000648 beeindruc kt 000698 beg~enzt 3 ;::I 
.000649 be.in fLu Bt 000659 begrenzte t 
000650 be.int Lus •• " OOOHO bohüten 1 
LAUf . 
NR. 
RUECKLAEUfl6ES REGISTER "11 HAEUFlGKElTSANGABE 
WORTfOR" : HHUflGKEIT: 
TEXT 
Let"DAS lEMPElCHEN 
ZEIlE .1N DEJ: 




==:2:::==== == ======-=== ====== =::::=== =:== ===== == ======= :;:;:;::0:== =======::= ==:: ::::::::::: === ====== ==== =;:1<=======::= == ===== :::= ========::.==::==-:===== 
000720 "HE Reichsf l.gge 
00072 1 "HE Hande ls1 lagge 
000722 Z.1 Ha ust lagge 
000723 LFH f hgge 
WGS flagge 
WPE Ha 99 e 
000724 WGS Nde gge 
000725 LGB He 9ge 
000726 LSO Bul (dogge 
l82 Bulldogge 
000727 LGB meschugge 
000728 LSO m:Sß ;ge 
WB" mäß i ge 
000129 LGB rout i nemaa i ge 
000730 LGB 9 leich mäBige 
000731 WHK handbuchl'Däßige 
000732 " HE part eilläl$lge 
000733 WJA zllleclt~äBige 
000734 LG8 regelmäßige 
LJA re ge lllläß i ge 
"HE rege l .. äts i9 e 
WPE rege lmäßige 
000735 ZB2 unregt lmäß i gf 




































(0 000 1) 
( 0000 4) 










(00 005 > 
10000 1 > 
























Anhang 5. 14 . : SUCHBEGRIFFE MIT KONI'EXT 
verei nfachter Datenflußplan 
SU I NSA 
AsueRG 
Li s:-l-e. d u 
s;."c.1A b e.~ , ~~k 
Mi'<- K"",r"-x t 
Progranun ASULIS 
Unterprogranune SUISA und 
ASUERG 
- 58-
Anhang 5.15.: SUCHBEGRIFFE MIT KONTEXT 
Karteikartenformat 
SAlZNR. 0002$1 TEXTSCHl. LOI LfO. NR. 000079 
VORHOE ab 
er wollt. IIttr •• 1ne Ungeduld nicht zeigtn • aber ich 
IPUrt. afe • 
SAlZNR. 000258 TEXISCHL. LBT 
VORGAOE out 
LfO. NR. 000080 
Ir ".r gut .ulg.ruht • und .uch d.r HUltln Icht.n Ibn 
nfcht .,h r IU plagtn • 
SAllNR. 0002·63 TEXISCHL. LOT LfO. NR. · 000081 
VORGABE ;0 
da. hätte ",ich in groß' Schwierigkeiten gl.tU,zt , und 
ich konnte .ir ntc:ht vorlt,llen • wil ich .tt ihnen 
fertig werden lollte , und 10 bat ich Gott, .r lIög, I. 
doch .i"rfehlen • dap Jero, .. klin Pferd von .ir 











..;)" .. + i",ct.t.K 
Progranun SOREG 
SCHWORIHOE X TEXTBEZEICliHUNG: KWIe - lijT SElTE035 
TEXT SCI'+LUESSF.LVORT TEXT 
===== = ;:::J:==::::::::: = == ==::: = =:::::::: ==::: ==:;::;: = === ==:; = ==11; == ==== ==:::::::: === == == == == == = =:::=== === ==== ==== === = == === == == ==::::= =::: ====::::;::: ==== = == ===z==::: ===::: 
ch genau· • (100690 • ach, Kind ch en, 
her. verzeih mir schon, 010310 Kindchen. 
die Schneider-innen und Modistinnen # 010391) 
• das ",!Sr 010190 natür lich lächerlfch , abcr 
Hint11eis auf Jerome liegen. 009750 d;)s tIIirst 
nd ,mltn selten; vie des jetzt ist, das virst 
Mäd chen zu sein pflegen. um d h~ m~n anhölt _ 
dur,h die Sümpfe von Sl,)ry Owor zu nehmen ... 
be i lich hetten • 007830 da . tIIal" eigentlich 
0067113 sehr achtgeben , daß nicht irgendeine 
ren gEzogen. und jetzt 010940 muß ich diese 
etro c k"ete n ttefen Brunnen 004870 gefallen, 
002410 er h.tte schöne, geistvolle Augen. 
i1ls wenn Ste versuchen 002920 ",olllen, sich 
• gern g i ng sie 000300 0111 ' Arm ihrer Enkelin 
# und 007900 daZwischen blHzten die Sterne 
o voll, und ",ie wir de nebenetnender 007950 
ntschied .itch zuletzt dll für • den Weg 007500 
gllb es noch nicht , 
eifend. weil Schönheit 002'380 und Ade l erst 
ausge~lorben 101,"',000150 kem ea schließlich 
t :uhicken 007270 können. daß Sie glücklich 
nd gepflegt .. dann 004300 ,oLlte da, Ho.ter 
f"igkeHen mit si ch br~c hte I • und es 006680 
en~un9 das etnl'ige gevesen .001290 hier "'er 
nem 011300 ~igenen Schic k1031 , und on Jerome 
un rein . nder/fl"l # ich merke schon, ",0290 
meinnfch1. wuctlsen ; 009450 nun. da h,abc- ich 
delte oder um jemand lInders , das 01047" ",ar 
sei alles übrige s chon abgema cht. 00'9LO • 
Dinge ereignen. t ch bekreuzte Intel! , 008870 
t ,01 0250 eine entfernte Cousine ed ~r einen 
etn;)ndel"gese1zl 008360 hOHe. wie ein Pferd 
gen 1 • ich f.,nd ja au ch. aeß er ein 009110 
diosen 000500 Geholt zu erkennen und für das 
eh 010980 ml'rkle darQn • daß er nur on seine 
n ni cht a n J~rOll'le , s.ondern "n rneiner:l 011300 
tc ist es gar nicht. und I n te ressan t 010760 
n , d ie sie b~i si eh hatten . 007830 das tIIar 
bezaubernde Art, zu sprechen, .. ber 006470 
n - nein, 011710 ongelragen hDbe ich e"e ihm 
zu haben in einem 005480 "lter. in deal man 
tgehen können 1 • 005800 ja, hütte es nicht 
~nzen SB che überh"upt venig gemerkt • 001280 
u "elfen 006980 und '0 sehr ich hhrtn oeino 
dann 006440 fiel ",ir doch n i ch ts Gescheites 
Jugend bilden ste e:s lJich 012040 allenfalls 
Wis$ensctusften f • und dann fiel Koma 009040 
cn • ich schloß lI'Iich in m~inel'fl Zimftler 007780 
o viI" Im Auslande re isten. blldrten wir uns 
du sprichst von dieser IJcränd e rung I .000700 nun, "I:;, sir vorgenommen wurde 
du weiSt. ich werde leicht müde. unoj 010320 dan" bin i c h no ch vergeBlicher a 
du weißt ja • wie aas geht. 010400 ,)ber dann bin ich viel. viel spliter 
du tIIeißt ",ohl , lIlie .. ir 010200 von d~r älterl!'n Ge"er.tion tIIa ren : t .. mer • ve nn 
du zugeben. und i ch .. ußte nur nic ht. 009760 wie er zu deuten war . 009770 
du 001340 besser wissen als i c h. 001350 Gr-oßpapa liebte die Pol~n nich 
du 001680 tIIiJrst, gillube fch • zv~nzig , nicht lIiIll:hr ? • mir scheint, 001690 
du 007510 "'eifH jo , daß Onkel teostja nichts so Insen konnte. 007520 wie es 
dumm. denn mit diesel!' Lichtschein 007840 vernten sie doch Jeden, der nicht CI 
dumme Kl.inigkeil 006720 in der teamm~ r zurückblieb, und sei es auch 006730 " 
dumlJlen Jungen belehren, wie e-tn 010950 alter Schulme;ster I ' • 010960 
dunkel, leer, ohne Laut . 004880 noch einmal wurde er von einem heftig 
dunke lbraun und 002420 von sehr lebhaftem Ausdruc k . das alles habe ich 002430 
dur c h den Perlt d.l\/Onzl.Ischletchen • 002930 sicher haben Sie Hunger? I • 002940 
durch den Park und erzöhlte 000310 von Vergolngene'll • lIlie es b ei olten Leuten Z 
durch die Baumkronen .. 0'7910 jeder Stern, jeder Vogelruf 5chien mir Bedeutwn 
durch die Ounkeltleit -.anderten • dol kam es mir 007960 war. al, vürde und dür f 
durch die Sümpfe \/on Shry Ovor zu nehmen. du 007510 lWeiBt jo , daß On kel Kos 
durch die 007570 Sümpfe führten ein Da"r tenüDPelvcge • aber ver die 007580 nt 
durch eine solche Ver~ültung von 002390 Schr.lut% und VerlWah r lostheit hindurchle 
d\.lrch Heirat an den Kc:llegiena5,essor 000160 Tschailtin . die GroBmutter seiner 
durchgekDn'lmen sind 1 • 007280 fragle ich. ' mir schreiben? •• 007290 
durchsucht werden, aber un,.ittelbar 004310 vorher haben sie eine .... rnung bete 
durfte doch niemand .erken , d"R ich Dlötzlich nicht 006690 1ftehr von Bijou beg 
eben keir'l rechter Boden für dtese 001300 Gesc tli chten. in un,ere. Kreis:e gab e 
eben nur insofern, 0'1310 als er zu diese . Schicksei gehörte .. 011320 01133 
eben _Hl mir der Name n i c ht einf.atlen # und dann 010300 gehör' es ", oh l auch n 
eben Vergißn'le1nnicht gepflückt. 009460 ohne mir ettilDS dabei zu denken .. da he 
ebenso ungctlliß wie d ie Gesch ichte mit der "ed~i llr , 010480 und manchmal "öcht 
eben, owen i g tllie licht lTIachen .. sonU abe r 004950 kann Jhnen dort nichts zustoß 
ehe i ch hinüberging. \.Ind die Kn i e haben mi r gew.nkt • 008880 PaPQI saß an sein 
ehemalfgf'n Tänzer . 010260 \.Ind o ft ge:;chah dos ou e '" _ habe ich d ir schon 01027 
eher Gefahr 008370 bringen werde als Nutzen . oOflno Jero Ne hörte mir z 
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Anhang 5.19.: HÄlJFIGKEITSSTATISTIK 
Pf.ZLJCHNUHG r.U; TEXTES: 
LA1,DII.S l[MPEltIiEN 
UlllEnSUCIIUIIG Drs GESAMllEXlES NHH IIAEUFlGKEIlEN 
............................ 
ES wunDE KEINE AUSWAIIL Hil OEH ZUrALLSlAllLENGEIiERATOR GElROFFEN 
AN1AliL DER VERARBEltElEl1 ZEILEN: 435 
· · · · · · · · · · · · · · · · · · 
AN1AHL DER SAll1E IH lEXl: 4H 
· · · · · · · · · · · · · · · · · · · · · · · · 
AN1AlIL DER WOERlER I M TEXl: 8468 
DAVON SUBSl AHlIVE: 1200 - 14 . 17% 
· · · · · · · · · · · · · · · · · · · · · · · · 
All lAIIL DIR IEiCHIN IM IEXT : 43209 
· · · · · · 
. • . 
· · · · · · · · · · · · · · 
· . 
· · 
AN1AIIL DER SOI/DER1 . IM lEX!: 1569 
· · · · · · · · · · · · · · · · · · · · · · · · 
AIIl AIIL DIR VOKALE IM TEXT: 15793 
· · · · · · · · · · · · · · · · · · · · · · · · 
ANI AIIL DER KONSON . IM TEXT: 25847 
· · · · · · 
. 
· · · · · · · · · · · · · · · · · · 
A NI AH 1 DER ZAHLEN IM TEXT: 
. . 
· · · · · · 
. 
· · · · · · · · · · · · · · · · · · 
HINIMALE -,MAXIHALE- UNO DURCIISCHNITTl. AN1. VON WOERTERN UNO lEICHEN IN SAETZEII 
GESAMTTEXT 









HAEUFlGKElT DER EINZELNEN BUCHSTABEN 
UND D E RE N PROZ ENTUA lE R ANTEIL AN DER 
GESAMTHAEUFIGKEIT ALLER BUCHSTABEN 
ZEICHEN HA EU F . PROlo 
A 2H4 6 . 40% 
B 75~ 1 .82 X 
C 1750 4 .20 h 
D 1S'O 4 .61J% 
E 6654 1 5 . 98 % 
F 500 1 . 20 t. 
G 11711 2.83i: 
H 2f10 6.27% 
1 3393 8 . 15 h 
J Hf> 0 . 45 1. 
K 543 1 . 301. 
L 14 C 5 3 . 37/. 
M 12f'6 3 . 09% 
N 4426 10.63% 
0 9(' 0 2 . 31 I. 
P 24(, 0 . 59% 
Q 5 C . C1 % 
R 2f 6 1 6 . 3S'% 
S 2267 5.44% 
T 22~3 5 . 411. 
U 1571 3 . 65 ~ 
V 2P7 0 . 69% 
W 837 2 . 01 % 
X 2 0 . 00% 
V 5 o . 01 Y. 
Z 43 2 1 . O41. 
Ä 209 o . 5 LI % 
Ö 107 0 . 26;( 
Ü 2130 C . 67% 
ß 267 o . t 4 I. 
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HAEUFIGKEIT DER EINZELNEN SONDERZEICHEN 
UND DEREN PROZENTUALER ANTEIL AN DER 





















HAEUF . PROZ . 
437 27 . 85X 
o 0 . 00'; 
3 0 . 19X 
o O. OOX 
o 0 . 00 X 




3 0 . 19X 
13 0 . 83X 
o 0 . 00r. 
22 1.40X 
C O. OOX 
o 0 . 00:< 
o O. OOX 
o O. OOX 
922 58 . 76X 
o O. OOX 
CO. OOX 
o 0 . 00 X 
35 2 . 23X 
8 0.51X 
o 0 .00 X 
o 0 . 0 OX 
92 5 .86'; 
o 0.00'; 
8 0 . 51X 
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Anhang 5.20.: PARALLELCODIERUNG 






ERFASSEN, LOESCHEN UND I NVEN -
TARIS1EREN VON CODIERUNGEN. 
(ARBEITSABLAUF) 
Codlerungen 
~"'''''''''U''' r4c.r ~e"'\'n IAA~"" 
(od.iu .... ~~ ...... 
PC - lID 
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Anhang 5.21.1.: Me r km als vor rat 
Die nachfolgenden Beispielsausdrucke 
gehen von Texten der gespl'oahenen Sprache 
aus, da Parallelcodierungen bisher nur 
hierfür durchgeführt wurden. Die Vor-
gehensweise hei Texten der !(eschriebe-
nen Sprache ist jedoch !(Tundsätzlich die-
selbe. 
Abbildungen dazu siehe Seiten 94 bis 98 
Anhang 5.21.2.: Codierte Merkmale mit 
Feh I e r k e n n z e ich nun g 
Abbildungen dazu siehe Seiten 119 bis 121 
Anhang 5.21.3.: S t r u k tu rb au m 
Abbildung dazu siehe Seite 185 
Anhang 5.21.4.: Pro t 0 k 0 I I e für ein e n 
S u c h beg r i f f 
Abbildungen dazu siehe Seiten 180 bis 182 
Berthold Epp 
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Das Verfahren und seine Anwendung 
Ich muß entweder ein System 
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jenigen eines anderen werden . 
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oder vergleicheni meine Auf -
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1.3 Voraussetzungen für den Ein- 87 
satz der Parallelcodierung 
2. VORBEREITEN EINER PARALLELCO- 89 
DIERUNG 
2.1 Erstellen eines Codeumsetzers 89 
2.2 Updating eines Codeumsetzers 93 
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VORWORT 
Die vorliegende Schrift ist das Ergebnis einer 
Arbeit, die im Auftrag des Instituts für deut-
sche Sprache durchgeführt wurde. Dem Institut 
steht eine umfangreiche Sammlung deutschen Ge -
genwartsschrifttums zur Verfügung 1 . 
"Mannheimer Korpus" : 
eine Sammlung von Texten der geschriebenen 
Sprache (Romane, Erzählungen, Memoiren, po-
pulärwissenschaftliche Schriften, Trivialli -
teratur und Zeitungstexte) mit einem Umfang 
von zirka 2.2 Millionen Wörtern. 
"Freiburger Korpus": 
eine Sammlung von Texten der gesprochenen 
Sprache, die in ihrem endgültigen Umfang 
zirka 600·000 Wörter umfaßt. 
"Bonner Korpus": 
eine Sammlung von zeitlich parallelen Zei-
tungstexten aus der DDR der Bundesrepublik 
mit zirka 1.2 Millionen Wörtern. 
Diese Texte liefern das Material für wissenschaft-
liche Forschungsarbeiten am Institut.' 
Die Bearbeitung der Texte mit Hilfe der elektro-
nischen Datenverarbeitung findet dort ihre Gren-
zen, wo die in ihnen enthaltenen Informationen 
syntaktischer oder semantischer Art nicht maschi -
nell heraus lösbar sind, um dann Grundlage für 
spezielle Untersuchungen sein zu können. Da die 
Entwicklung von Analyseprogrammen 2 das Ergebnis 
einer Untersuchung voraussetzt, können solche 
automatische Verfahren nicht Hilfsmittel für lau-
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fende Forschungsarbeiten sein. Auch legen sie 
eine bestimmte Modellvorstellung zugrunde und 
sind nicht anwendbar, wenn immer ein anderer 
theoretischer überbau an deren Stelle tritt. 
So wurde bereits im Jahre 1968 von Alex 
Ströb1 3 ein Verfahren formuliert, das in die 
Lage setzen soll, relevante Informationen 
einem Text beizuordnen, um dann den Einsatz 
der elektronischen Datenverarbeitung zu er-
möglichen . Die ersten Ansätze zur Verwirkli -
chung des Verfahrens hatten nur begrenzten Er-
folg, insbesondere konnte keine Möglichkeit 
einer universellen Zuordnung von Merkmalen 
zum Text gefunden werden. 
Die nun vorliegende Konzeption und ihre Ver-
wir klichung durch ein Programmsystem schließ-
lich hat aus diesen Ansätzen nur die zugrunde-
liegende Idee übernehmen können: der für die 
maschinelle Verarbeitung aufbereitete Text soll 
unverändert bleiben. Dafür aber gab es eine 
Reihe von Gesichtspunkten, die teilweise von 
vorneherein formuliert , teils aber auch erst 
während der Bearbeitung deutlich wurden . 
Es galt, eine Möglichkeit zu finden, die 
das Verfahren selbst unabhängig sein läßt 
von einer linguistischen Modellvorstel -
lung. 
Innerhalb einer MOdellvorstellung sollen 
mehrere Betrachtungsebenen zulässig sein. 
Die Informationsverschlüsselung soll 
transparent und effizient zugleich sein . 
Auf Textsatzebene muß jeder wie auch im-
mer geartete Bezug zum Text möglich sein. 
Das Verfahren soll sich nicht auf die 
Verarbeitung von laufendem Text beschrän-
ken, sondern auch für andere Probleme 
(z . B.: Lexikonverarbeitung) eingesetzt 
werden können. 
74 
Das Bestreben, einfache und unproblematische An-
wendung, sowie deutliche Lesbarkeit zu erzielen, 
stand dabei im Vordergrund. 
Für die Programmierung stand eine Rechenanlage 
SIEMENS 4004/35 zur Ver fügung, auf der sämtliche 
Pr ogramme entwickelt und getestet wurden. Aus 
Gründen der anzustrebenden Kompatibilität, nicht 
nur in den Daten, sondern auch in den Programmen 
selbst, wurde als Programmiersprache FORTRAN ge -
wählt, und zwar in einem Sprachumfang, wie er 
auf den meisten Anlagen entsprechender Größen -
ordnung verfügbar ist. Wenn auch das eine oder 
andere Programm bei der Implementierung auf 
einer Rechenanlage mit anderer Speicherstruktur 
modifiziert werden muß, die zentrale Bitket-
ten- Verarbeitungsprogramme sind kompatibel und 
wurden auch unter diesem Gesichtspunkt ge -
testet. Die Aufgabe erhielt dadurch einen be-
sonderen Reiz, daß eine Programmiersprache, die 
von ihrer Konzeption ganz auf mathematisch-
technische Fragestellungen orientiert ist, in 
der nichtnumerischen Datenverarbeitung einge-
setzt wurde. Die Verwendung einer höheren Pro-
grammiersprache schließlich bietet zudem für 
den Anwender die Möglichkeit, die vorliegenden 
Programme zur Parallelcodierung ohne Schwierig-
keit um eigene Routinen zu ergänzen. 
Mein Dank gilt an dieser Stelle allen Mitarbei -
tern der Forschungsstelle Mannheim der Abtei -
lung Linguistische Datenverarbeitung im Insti-
tut für deutsche Sprache, die alle jederzeit 
meinen Nöten und Fragen offen gegenüberstanden. 
Er gilt aber auch den Mitarbeitern in der For-
schungsstelle Freiburg unter Leitung von Herrn 
Prof. Dr. H. Steger, insbesondere Frau Schoen-
thaI und Herrn Wilbs. Viele nützliche Anregun-
gen habe ich von dort erhalten, so waren sie 
auch bereit, mir schon für die Entwicklung der 
Programme umfangreiches Testmaterial zur Verfü-
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gung zu stellen. Mit ihrer freundlichen Erlaub-
nis kann ich im Rückgriff auf dieses Material 
alle Einzelschritte mit Beispielen belegen. 




Wir betrachten Texte, die einer maschinellen 
Verarbeitung zugänglich sind und, wie im Falle 
des Mannheimer Korpus, als Folge von Sätzen 4 
auf Magnetbändern vorliegen. 
TE XT 
Diese Texte werden unter linguistischen Aspek -
ten analysiert. Die so konkretisierten Infor -
mationen, seien sie maschinell oder manuell 
erzeugt, sollen für eine weitere maschinelle 
oder manuelle Analyse verfügbar sein. Dazu 
werden sie nicht in den bereits bestehenden 
Text eingefügt, sondern als eigenständiger Da-
tenpool auf Magnetbändern niedergelegt . 
TEXT 
Aus der Parallelität von Text und zugehörigen 
Daten entsprang der Name für das Projekt : 
Parallelcodierung. 
Die syntaktische oder semantische Analyse von 
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Texten setzt in jedem Falle ein der Analyse zu-
grunde liegendes Modell voraus. Da es kein all -
gemein gültiges Modell hierzu gibt, muß jede 
konkrete Analyse auf dem Modell basieren, des -
sen sich ein Bearbeiter bedient. So kann die 
Arbeit des einen Ergebnisse liefern, die von 
den Ergebnissen eines anderen trotz gleichen 
Arbeitsobjektes abweichen, oder aber, falls 
ähnliche Ergebnisse erzielt sind, können sich 
die Wege, auf denen sie erreicht wurden, stark 
unterscheiden. 
Dieser Sachverhalt stellt an das zu realisie-
rende System zwei Forderungen. Zum einen muß 
das System Parallelcodierung so flexibel sein, 
daß es unabhängig ist v on dem einer Textana-
lyse jeweils zugrunde liegenden Modell. Zum an-
deren soll die einmal erfaßte Information um-
deutbar sein, damit sie auch unter einer an-
deren MOdellvorstellung möglichst weitgehend 
verwertbar ist . Damit wird verlangt, daß die 
gespeicherte Information so transparent aufbe -
reitet ist, daß auch einzelne Teile aus ihr 
entnomme n werden können, um so beispielsweise 
mit einem ergänzenden Regelsystem und dem zu-
gehörigen Text Ausgangsmaterial für eine 
weiterführende maschinelle Analyse zu sein . 
REGELSYSTEI~ 
c:;:J---- ------1 
LI STE STAR -t KER VERBEN: IE] [;J I • I--~brlng .. br I ngt • - - - - - - - - -i : 
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So wurde die Parallelcodierung als ein Teilneh-
mersystem entwickelt, bei dem der einzelne Teil -
nehmer sein eigenes Begriffsspektrum (= die Men-
ge der von ihm für eine Analyse als relevant er -
achteten Merkmale) verwendet und sich nur dem 
formalen Mechanismus des Systems unterordnet. 
Für die eigentliche Informationsverschlüsselung 
wurde ein Codierungsverfahren verwendet, das 
den Zugriff zu jeder beliebigen Teilinformation 
erlaubt und das zugleich dem Arbeitsmodus einer 
digitalen Rechenanlage angepaßt ist . 
1 . FORMALISIERUNG DER TEXTANALYSE 
1 • 1 Tex t a n a 1 y s e 




Bei der linguistischen Analyse von Texten ge -
hört die Segmentierung der Texte in Teilse -
quenze n und die Feststellung der Klassenzuge-
hörigkeit der ermittelten Teilsequenzen zu den 
notwendigen Gr undoperationen. Diese Operatio-
nen der Teilung und Klassifikation lassen sich 
auf den ver s chiedensten Analyseebenen und un-
ter den verschiedensten theoretischen Gesichts -
punkten durchführen. 
Beispiel : Legen wir für eine linguistische 
Theorie zur Textanalyse eine einfache Phrasen-
strukturgrammatik zugrunde, dann wären durch 
die Ebenen einer phrasenstruktur ellen Satzbe -
schreibung zugleich denkbare Analyseebenen un-
ter dieser Modellvorstellung gegeben: 
Ebene lexikalischer Formative 
Verschiedene Ebenen höherer Satzkonsti-
tuenten 
Satzebene 
In der Regel sind vereinbarten Analyseebenen 
Teilsequenzen eines Textes zugeordnet. In unse-
rem Zusammenhang interessiert uns an dieser 
Stelle nur der rein formale Aufbau dieser Se-
quenzen, wie er sich optisch dem Leser dar -
stellt, oder als Aufeinanderfolge von Zeichen 
von der Maschine erkannt wird. 
Für das obige Beispiel lassen sich solche Se-
quenzen sofort angeben: 
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eine zusammenhängende Folge von Tex·tzei-
ehen, die kein Leerzeichen enthält (Lexe-
me, Morpheme ) 
eine zusammenhängende Folge von Textzei -
chen, die kein Leerzeichen enthält und 
durch zwei Leerzeichen eingeschlossen 
ist (Textwort) 
eine Folge zusammenhängender Textwörter 
eine geschachtelte Folge von Textwörtern 
oder Folgen von Textwörtern, bei denen 
der formale Zusammenhang der Tex twörter 
verloren gegangen ist. 
In jedem Falle aber läßt sich eine Begrenzung 
der Sequenzen angeben. Sie zu finden, also die 
Segmentierung des Textes vorzunehmen, ist Be-
standteil der Textanalyse. 
Wi r nehmen an, es stehe uns eine vollständige 
und erschöpfende linguistische Theorie zur 
Textanalyse zur Verfügung. Dann definiert diese 
(fikt ive ) Theorie Ebenen ähnlich den oben ange -
gebenen. Zugle ich ist es dem Linguisten möglich, 
einen vorgegebenen Text auf jeder so erklärten 
Ebene in Teilsequenzen zu zerlegen . Diese Theo-
rie definiert nun weiter auf jeder Ebene Infor -
mationsklassen, etwa die Klassen der Informa-
tion über Person , Numerus, Genus, Kasus etc., 
wobei die einzelnen Klassen beschrieben werden 
können durch die Aufzählung aller ihrer Ele-
mente. So würde beispielsweise die Informa-
tionsklasse "Kasus " beschrieben durch die Ele-
mente Nominativ, Genitiv , Dativ, Akkusativ. 
Ein Element einer Informationsklasse ist 
schließlich irgendeine nicht weiter zerlegbare 
begriffliche Einheit, deren Inha l t durch das 
der Textanalyse zugrundeliegende Modell be-
stin~t ist. Derartige Elemente nennen wir im 
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Rahmen der Paralle l codierung Merkmale. 
Gehen wir davon aus, daß unsere fiktive Theorie 
eine gewisse Anzahl n von Ebenen al' a 2, ... an 
erklärt, auf denen eine Textanalyse durchge -
führt werden kann, dann nennen wir die Menge 
aller Merkmale zur Ebene ai ( 1 ~ i ~ n ) den 
Merkmalsvorrat Mi' Die Analyse eines Textes T 
auf einer Ebene ai' die ja nichts anderes ist 
als die Zuordnung von Teilsequenzen des Textes 
zu den definierten Merkmalen des Merkmalsvor -
rats Mi' können wir dann verstehen als eine 
Abbildung 
T 
Der Teil unserer Theorie, der sich auf die Ebe -
ne ai bezieht, bestimmt eindeutig die Segmen-
tierung des Textes auf dieser Ebene und erklärt, 
welchem Element aus Mi eine Teilsequenz zuzu-
ordnen ist. Insofern dürfte es nicht zu Mißver -
ständnissen führen , wenn wir die Abbildungsvor-
schrift mit dem Namen der zugehörigen Ebene iden-
tifizieren. 
Eine umfassende Analyse auf n versch iedenen 
Ebenen läßt sich dann so verstehen: 
al ~ MI 
~a2 T~' ~ 
M2 
~~ --) M 
n n 
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Wir setzten bis jetzt die Existenz einer voll-
ständigen und erschöpfenden Theorie zur Text-
analyse voraus . Das ist eine Annahme, von der 
wir nicht ohne weiteres ausgehen können. Inso-
fern müssen wir bezweifeln, ob eine bestehende 
Theorie, mit der wir aber arbeiten wollen, sol -
che Ebenen ai und zugehörige Merkmalsvorräte 
Mi definiert. 
Hier müssen zwei Fälle unterschieden werden. 
1. Fall: Für wenigstens ein i ist ai nicht 
vollständig erklärt . Mit ander en Worten: An 
einer Textstelle ist es nicht möglich, unter 
der formulierten Theorie eine Segmentierung des 
Textes durchzuführen. (Aus dem Definitionsbe-
reich T der Abbildung ai läßt sich kein Element 
bestimmen, das mit Mi in Relation gebracht wer -
den könnte.) In diesem Falle scheint es uns 
notwendig, die Theorie selbst zu überpr üfen, 
denn offensichtlich sind hier Merkmale defi-
niert worden, die entweder widersprüchlich sind 
oder sich nicht ausreichend gegeneinander ab-
grenzen, so daß die Bestimmung der Teilsequenz 
problematisch ist. 
2. Fall: Mi ist unvollständig. Es läßt sich 
zwar eine Segmentierung durchführen, doch es 
gibt in Mi kein Merkmal, das als zutreffend für 
die ausgewählte Textsequenz angegeben werden 
könnte. In diesem Falle bieten sich mehrere Aus -
wege an. Zum einen entscheidet man sich dafür, 
die Textsequenz unberücksichtigt zu lassen . Im 
Sinne der Parallelcodierung heißt das, sie wird 
nicht codiert. Andererseits lassen sich mögli -
cherweise zutreffende Merkmale aus noch zu be-
schreibenden Subklassen angeben, so daß wenig-
stens diese Information festgehalten wird. In 
der Regel aber wird man dieses Phänomen genau 
analysieren und gegebenenfalls den Merkmalsvor -
rat der zugehörigen Ebene erweitern. 
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Zusammenfassend erwartet das System Parallelco-
dierung von einer linguistischen Theorie zur 
Textanalyse nur die vollständige Segmentierbar-
keit eines Textes auf den einzelnen Ebenen. 
Segmentierung und Ermittlung der Klassenzugehö-
rigkeit verstehen wir dann als Abbildung eines 
Textes in einen Merkmalsvorrat, wobei die Ab-
bildungsvorschrift durch die zugrundeliegende 
linguistische Theorie bestimmt wird. 
Sollen die Texte mit Hilfe der Datenverarbei-
tung untersucht werden, so kann eine solche 
Merkmalszuweisung grundsä tz lich auf zwei Wegen 
erfolgen: Entweder ist ein Analyseprogramm zu 
erstellen, das es erlaubt, au t omatisch die zur 
Segmentierung und Klassifikation relevante In-
formation aus dem Text zu erschließen . Der an-
dere Weg besteht darin, daß der Linguist auf -
grund seines "Textverständnisses" den Teilse -
quenzen eines Textes "von Hand" Merkmale zuord -
net. Dieses Verfahren ist weniger ökonomisch 
und einem Analyseprogramm wohl nur dann vorzu-
ziehen, wenn das begrenzte Vorwissen über ein 
zu untersuchendes Phänomen die Entwicklung 
eines entsprechenden Algorithmus noc~ nicht er -
laubt . Die zweite Verfahrensweise wird be i-
spielsweise der automatischen Erstellung von 
Exzerpten, bzw. vorläufigen statistischen Er-
hebungen im Rahmen laufender Forschungsarbeiten 
dienen. Insbesondere denken wir aber auch an 
die Möglichkeit, die zu einer oder mehreren 
Ebenen einer Analyse manuell erstellte Infor-
mation in den Informationspool für ein Analyse -
programm zu einer anderen Ebene einzubringen. 
1.2 K 1 ass i f i kat ion des 
U r b i 1 d b e r e ich e s 
Für die folgende Betrachtung legen wir die Be-
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griffe der naiven Mengenlehre zugrunde, wonach 
eine M eng e der Sammelbegriff f ür gewis-
se EIe m e n t e ist, die voneinander 
wohlunterschieden werden können. Wenn a ein 
Element der Menge A ist, dann schreiben wir: a 
E A. Eine Menge A heißt T eil m eng e 
einer Menge B, wenn jedes Element aus A auch 
Element aus B ist. Die Lee reM e n -
9 e, das ist die Menge, die kein Element 
enthält, sei mit ~ bezeichnet. Die Ver -
ein i gun g zweier Mengen A und B (in 
Zeichen: A U B) enthält alle diejenigen Ele-
mente, die in A oder auch in B enthalten sind . 
Der Dur c h s c h n i t t zweier Mengen 
A und B ( in Zeichen: A n B) enthält die Ele -
mente, die sowohl in A als auch in B enthalten 
sind. Zwei Mengen heißen dis j unk t 
oder elementfremd, wenn ihr Durchschnitt die 
leere Menge ist . 
Der zur Ebene ai gehörige Merkmalsvorrat Mi 
enthält als Elemente alle diejenigen Begriffe, 
die für ein bestimmtes Analysemodell definiert 
sind und sich auf bestimmbare Teilseguenzen 
eines Textes beziehen können. 
Sei nun M ein für eine Ebene erklärter Merk -
malsvorrat. Dann läßt sich M aufspalten in zwei 
disjunkte Teilmengen ~ und M. 
M U M M 
M n M ~ 
Die Elemente von M nennen wir die obligatorischen 
Merkmale und M sei die Menge der fakultativen 
Merkmale. Durch diese Aufspaltung wollen wir 
eine erste Klassifizierung von M erhalten mit 
dem Ziel der Rückführung komplexer Merkmalsaus -
prägungen auf ihre atomaren Bestandteile . 
Beispiel: Seien "Verbalgruppe in der ersten 
Person Singular" und "Verbalgruppe im Infini -
tiv" zwei Merkmalsausprägungen in M, so läßt 
sich eine Aufspaltung denken von M = M u M 
und "Verbalgruppe" E M. 
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Zweckmäßigerweise werden wir als obligatorisch 
diejenigen Merkmale bzw . Bausteine von Merk -
malsausprägungen benennen, denen im Rahmen des 
übergeordneten Modells die gewichtigere Rolle 
zur Unterscheidung von Phänomenen der sprach-
lichen Äußerung zufällt. 
Seien m l , m2' .•. mk die als obligatorisch aus -gezeichneten Merkmale in M, dann muß gelten: 
für jede Teilsequenz t eines Textes T unter der 
Analyse a mit dem zugeh~rigen Merkmalsvorrat 
M = M UMgibt es in M h ö c h s t e n s 
ein mj - (1 ~ j ~ k) derart, daß mj für t un-
ter a zutrifft und nicht zwei zugleich. Damit 
wird also gefordert, daß die obligatorischen 
Merkmale eindeutig definiert werden und sich 
gegenseitig ausschließen. 
Da wir nur die vollständige Segmentierbarkeit 
eine s Textes voraussetzen, kann der Fall eintre -
ten, daß kein mj fUr ein gewisses t unter a zu-
trifft, daß also der theoretische Uberbau zu M 
nicht erschöpfend ist, da sich keine, wenigstens 
globale Zuordnung treffen läßt . Dem zu begegnen 
führen wir ein obligatorisches Merkmal e ein, 
dessen spezielle Auss~ge in M sei: "kein mj E M 
trifft zu " . Dann ist M vollständig beschrieben 
durch seine Elemente 
M { e, m l' m 2 ' ... mk} 
und wir stellen fest, daß es zu jedem t E T 
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gen aue i n 
unter a zutrifft. 
m E M gibt, so daß m für t 
Die nach Abtrennen von Maus M verbleibenden In-
formations träger , zusammengefaßt in der Menge 
der fakultativen Merkmale M, sind geeignet, ein 
Element m E M zu ergänzen und somit die speziel-
le Ausprägung einer Textsequenz zu beschreiben. 
Falls M nicht leer ist, lassen sich in der Regel 
in M Subklassen bilden derart, daß die Elemente 
sol~her Klassen sich, ebenso wie die Elemente 
von M, gegenseitig ausschließen, daß also, falls 
überhaupt ein Element einer Klasse für die Text -
sequenz zutrifft, höchstens eines aus der Klasse 
zutrifft. 
Subklassen in diesem Sinn wären beispielsweise 
die bereits angesprochenen Klassen Numerus, Ge -
nus und Kasus. Eine Phrase steht entweder im 
Singular oder im Plural, beide Merkmale können 
nicht zugleich zutreffen. Somit wären die Merk -
male der Subklasse Numerus die Eigenschaften 
Singular und Plural. 
Ein Element einer Subklasse kann einem oder 
verschiedenen obligatorischen Merkmalen beige -
ordnet werden. Falls diese Beiordnung möglich 
ist und getroffen wird, stellt sie eine Verfei -
nerung der Analyse dar, eine Notwendigkeit im 
Rahmen der Parallelcodierung besteht für eine 
solche erweiternde Zuordnung nicht. 
Eine Subklasse in der Menge der fakultativen 
Merkmale kann möglicherweise nur ein Element ent-
halten. M selbst kann seinerseits leer sein, so 
daß dann- der Merkmalsvorrat nur aus obligatori -
schen Merkmalen besteht. 
Wir stellen zusammenfassend fest: Durch a wird 
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jeder Teilsequenz t eines ~extes T genau ein ob-
ligatorisches Merkmal m E M zugeordnet. Falls M 
o gibt es möglicherwe ise ein oder mehrere fa -
kultative Merkmale b l , b 2 , ... , die durch a den 
obligatorischen Merkmalen beigeordnet werden . 
Dabei gilt für die einzelnen b i , daß sie aus 
disjunkten Subklassen stammen. Wir erhalten also 
für 
T a ) M 
die elementweise Abbildungsvorschrift: 
mit 
b l , 
1 .3 
t a ) (mi b l , b 2 , ) ... 
t E T (t eine Textsequenz unter 
a) 
m E M (m obligatorisches Merk -
mal unter a) 
b2' ••• E M (fakultative Merkmale un-
ter a zu m) 
Vor aus set z u n gen 
den Ein s atz der 
1 e 1 c 0 die run g 
für 
Par a 1 -
Die bisherigen Betrachtungen sollten in aller 
Ausführlichkeit die notwendigen Voraussetzun-
gen für den Einsatz der Parallelcodierung auf -
zeigen: 
Das einer Analyse zugrundeliegende Modell 
erklärt Ebenen, auf denen die Textanalyse 
durchgeführt werden kann. (Für die Anwen-
dung der Parallelcodierung genügt bereits 
eine Ebene, innerhalb eines Problemkrei-
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ses sind maximal 10 Ebenen zulässig.) 
Zu jeder Ebene gibt es eine Menge von 
Merkmalen (Merkmalsvorrat ) , in der jedes 
Merkmal von jedem anderen genau abge -
grenzt ist. (D as ist erreichbar durch die 
Reduktion auf atomare Bestandteile . ) 
• Die Elemente eines Merkmalsvorrats si nd 
klassifizierbar derart , daß nicht zwei 
Merkmale aus einer Klasse zugleich fUr 
die selbe Teilsequenz zutreffen können. 
(Di e terminologische Unterscheidung nach 
obligatorischen und fakultativen Merkma-
len ist Orientierungshilfe und hat in 
erster Linie programmtechnische GrUnde. ) 
Ein Text ist wenigstens soweit segmen-
tierbar , wie die Sequenzen mit Merkmalen 
belegt werden. 
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2. VORBEREITEN EINER PARALLELCODIERUNG 
2. 1 E r s teile n 
ums e t zer s 
ein e s C 0 d e -
Wir können nun davon ausgehen, daß eine Abgren -
zung der Ebenen gegeben ist und zu jeder Ebene 
ein Merkmalsvorrat existiert. In der Regel sind 
die Merkmale natUrlich- sprachlich formuliert, 
ihre Abgrenzung ist an hand von Beispielen be-
legt. 
Im Hinblick auf den Einsatz einer Datenverar -
beitungsanlage werden nun sämtlichenMerkmale 
mnemonische Kurzwörter zugeordnet, also AbkUr -
zungen, die möglichst lesbar formuliert sind . 
Diese AbkUrzungen dienen fUr den gesamten Ein-
sa'tz der Paralle lcodierung als Kommunikation s -
mittel: durch sie werden den Verarbeitungspro-
grammen die zu verschlUsseinden Informationen 
mitgeteilt, Ergebnisse werden mit ihrer Hilfe 
ausgedruckt. 
Formal ist fUr die Festlegung von mnemonischen 
Kurzwörtern zu beachten: 
Sie bestehen aus eins bis vier ZeichenS, 
wobei alle Zeichen, mit Ausnahme des 
Leerzeichens (Blank ) 11 11 und des P lus -
zeichens "-1-" zugelassen sind. 
Innerhalb einer definierten Ebene mUssen 
alle festgelegten mnemonischen Kurzwör -
ter voneinander verschieden sein . 
. Das mnemonische Kurzwort " .... " darf 
nicht explizit erklärt werden. Es wird 
automatisch jeder Ebene beigeordnet und 
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übernimmt die Rolle d es neutralen Elemen-
tes e unter den obligatorischen Merkmalen 
zu den Ebenen und hat die Bedeutung : "kei n 
obligatorisches Merkmal trifft z u" . 
Ist der Einsatz der Parallelcodierung geplant, 
wird die Bereitstellung eines Codeumsetzers an -
gefordert. Dieser Codeumsetzer , der unter einem 
den Teilnehmer identifizierenden Namen zur Ver-
fügun g gestellt wird, ist f ür di e we i tere Ar -
beit mit der Parallelcodierung die zentra le 
Grundlage. Er enthält alle mnemonischen Kur z-
wörter und ihnen beigeordnet die Informationen, 
die zur Erzeugung der maschineninterne n Infor-
mat i onsdarste llung notwendig sind, sowie Struk-
turdaten , die das Codieren der Merkma le und das 
Decodieren, also die Rückfindung der Merkmale 
aus ihrer internen Verschlüs selung beschle uni -
gen . 
Wie immer beim Einsatz von Datenverarbeitungsan-
lagen gelten programmtechnische Beschränkungen. 
Ein Codeumsetzer kann die Daten für maximal 10 
Ebenen aufnehmen. Definierte Ebenen werden dabei 
vom Teilnehmer mit Indizes versehen, die zwi -
schen 1 und 10 liegen. Diese Ebenenindizes 
brauchen nicht fortlaufend angegeben zu werden, 
sondern müssen lediglich in den obigen Grenzen 
enthalten sein. Es können also beispielsweise 
die Ebenen 5, 7 und 1 erklär t werden, ohne daß 
überhaupt andere vorhanden sind. 
Eine zweite Beschränkung begrenzt die Anzahl der 
von einem Codeumsetzer faßbaren Merkmale auf 
300. Diese Festlegung wirkt sich nicht auf den 
Merkmalsumfang für die einzelnen Ebenen aus, 
solange nur für alle Ebenen zusammen nicht mehr 
als 300 Merkmale definiert werden. Es wäre also 
im Grenzfall möglich, eine Ebene allein mit 300 
Merkmalen zu bestimmen. 
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Prinzipiell besteht zwischen Ebenen, die inner -
halb eines Codeumsetzers angesprochen wer den 
können, ke in Zusammenhang. Ein Teilnehmer kann 
demnach, soweit es das Fassungsvermögen des Co -
deumsetzers zuläßt, die Daten aus verschiedenen 
Problembereichen, jeweils nach Ebenen aufge -
trennt und mit voneinander verschiedenen Ebe -
ne nindizes versehen, in ein und denselben Code -
umsetzer einbringen. Ein Zusammenhang wi r d erst 
durch den Teilnehmer selbst postuliert, etwa 
innerhalb eines Retrieval, wo mitgeteilt werden 
kann, auf welche n Ebenen zugleich angebbare 
Merkmale zutreffen müssen bzw . nicht zutreffen 
sollen. 
Für sehr umfangreiche Unternehmungen kann de r 
Fall eintreten, daß die Kapazität des Codeum-
setzers nicht ausreicht. Dann sollte es möglich 
sein, eine Auf trennung nach verschiedenen dis -
junkten Problemkreisen, die unabhängig vonein-
ander sind, vorzunehmen, so daß die Verwendung 
von mehreren Codeumsetzern schließlich zum Ziel 
führt. Allerdings besteht dann nur auf einer 
Anlage mit größerer Speicherkapazität die Mög-
lichkeit, mit zwei Codeumsetzern simultan zu 
arbei ten. (Der Codeumsetzer ist für alle Pro-
gramme kernspeicherresident. Eine nur in Teilen 
residente Aufspaltung könnte zwar die Gesamtka-
pazität beträchtlich steigern, allerdings auf 
Kosten der für die EinjAusgabeoperationen be-
nötigten Zeit. Die Erfahrung wird erst zeigen, 
ob die bestehende Auslegung praktikabel ist.) 
So wie nicht zwei Codeumsetzer zugleich ver -
wendet werden können, besteht auch keine Be-
ziehung zwischen den Codeumsetzern verschiede -
ner Teilnehmer am System Parallelcodierung. Da-
mit hat jeder Teilnehmer die Möglichkeit, mit 
seinem eigenen Begriffsspektrum zu arbeiten 
und unterliegt keinen Einschränkungen von außen. 
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Der dem Teilnehmer unter einem identifi zieren-
den Namen zur Verfügung gestellte Codeumsetzer 
muß vor j e der weiteren Arbeit erzeugt werden . 
Als Vorbereitung hierzu ist notwendig die Auf -
spaltung nach Ebenen und die Vergabe von Ebe -
nenindizes, sowie die Klassifizierung der 
Merkmalsvorräte für die einzelnen Ebenen. Da-
zu wird innerhalb einer Ebene den obligatori -
schen Merkmalen der Klassenindex 0 zugeordnet , 
und die Subklassen in der Menge der fakulta-
tiven Merkmale werden mit 1 beginnend fort -
laufend numeriert. Damit wird jedes Merkmal in 
eine Ebene und innerhalb einer Ebene in eine 
Klasse verwiesen. 
Insgesamt können auf einer Ebene höchstens 32 
verschiedene Klassen angegeben werden, dann 
allerdings dUrfte jede Klasse nur e in Element 
enthalten . Der andere Extremfall: ist nur eine 
Klasse für eine Ebene angegeben, so könnten 
theoretisch 2 Merkmale auf dieser Ebene ver-
schlüsselt werden, wobei allerdings der Code -
umsetzer nur 300 fassen kann. In der Regel 
wird ein konkretes Problem einen Zwischenweg 
beschreiben. Ist er im Sinne der Parallelco-
dierung nicht praktikabel, wird durch das den 
Codeumsetzer erstellende Programm die entspre -
chende Meldung gegeben. 
Die den Ebenen und dort den einzelnen Klassen 
in der Form mnemonischer Kurzwörter z ugeordne -
ten Merkmale sind Eingabe fUr das Programm 
PC - l0: ERSTELLEN EINES CODEUMSETZERS. Dieses 
Programm liefert als Ausgabe ein Protokoll der 
vereinbarten Merkmale, nach Ebenen und Klas -
sen aufgetrennt, und druckt zu jedem Merkmal 
den in der Eingabe zur Erklärung angegebenen 
Kommentar. DarUberhinaus liefert es gegebe -
nenfalls Fehlermeldungen, zusätzlich die im 
einzelnen vorgenommenen Codierungen, sowie eine 
Ubersicht über den aufbereiteten Codeumsetzer. 
Das Protokoll der Merkmale dient als Arbeits -
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unterlage für die weitere Codierung6 . 
Die folgenden Abbildungen 1 bis 5 zeigen ein 
durch PC- 10 erzeugtes Protokoll für drei Codie-
rungsebenen, wie sie in der Forschungsstelle 
Freiburg des Instituts für deutsche Sprache in 
einem ersten Ansatz definiert wurden. Die in 
den Abbildungen abgedruckten Kommentare mögen 
an dieser Stelle zur Beschreibung der Merkmale 
genügen. Eine exakte Darstellung wird durch die 
Forschungsstelle zu gegebener Zeit erfolgen . An 
dieser Stelle soll lediglich ein Beispiel für 
eine mögliche Ebenenaufteilung, sowie eine 
Klassifikation innerhalb der Ebenen gegeben und 
eine Belegung der Merkmale mit mnemonischen 
Kurzwörtern gezeigt werden. 
2 . 2 U P d a tin g 
set zer s 
ein e s C 0 d e u m -
Im Rahmen fortschreitender Arbeiten kann sich 
nun die Notwendigkeit erweisen, neue Ebenen in 
den Codeumsetzer aufzunehmen oder Änderungen auf 
bereits festgelegten Ebenen vorzunehmen, dann 
nämlich, wenn sich bisherige Definitionen als 
zumindest teilweise unzulänglich erwiesen, oder 
wenn ein Problembereich erweitert werden soll. 
Falls in den Codeumsetzer nur die Merkmale zu 
neuen Ebenen aufgenommen werden sollen, steht 
das Programm PC - 11: ERWEITERN EINES CODEUMSET-
ZERS zur Verfügung. Eingabe für dieses Programm 
sind die neu festgelegten Merkmale, gruppiert 
nach Ebenen (deren Indizierung sich nicht mit 
der Indizierung bereits vorhandener Ebenen 
deckt), und innerhalb der Ebenen wie bereits be-
kannt klassifiziert. ' Ein Umcodieren schon be-
stehender Daten ist nicht notwendig, da diese 
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haben. Die Erweiterung eines Codeumsetzers um 
neue Ebenen ist so lange mBglich. wie die Ge -
samtanzahl aller im Codeumsetzer enthaltenen 
Merkmale 300 nicht überschreitet und nicht mehr 
a ls 10 Ebenen definiert werden. 
Es ist zum anderen aber auch die Erweiterung 
des Merkmalsvorrats bereits bestehender Ebe-
nen um neue Merkmale, sowie das Herausnehmen 
von Merkmalen mBglich . Generell kann man sich 
dabei so verhalten, als gäbe es noch keinen 
COdeumsetzer, das heißt: eine neue Codierung 
wird, im wesentlichen unabhängig von der beste-
henden, festgelegt. Da aus ihr in der Regel 
eine andere interne Verschlüsselung r esultiert, 
ist es unumgänglich, daß bestehende Datenmen-
gen umcodiert werden, da diese nur durch den 
alten Codeumsetzer interpretiert werden kBnnen . 
Man kann davon ausgehen, daß die Ebenenindi -
zierung erhalten bleibt, insbesondere auch für 
die Ebenen, in denen eine Veränderung am Merk-
malsvorrat vorgenommen werden soll . Schließ-
lich ist die Ebenenindexvergabe nur eine iden-
tifizierende Maßnahme, die keine Präferenzord-
nung nach sich zieht. Mit dieser Reglementie -
rung wird jetzt ein neuer Codeumsetzer defi -
niert. Dabei müssen Merkmale, die bereits im 
alten Codeumsetzer enthalten waren, mit den 
gleichen mnemonischen KurzwBrtern belegt werden. 
Neue Merkmale kBnnen hinzugenommen werden, 
darüberhinaus brauchen nicht alle Merkmale 
übernommen zu werden . Ebenen, die unverändert 
bleiben, müssen dennoch neu mit eingegeben 
werden, wozu man die bereits vorliegenden Un-
terlagen verwenden kann. Ohne erst später auf 
PC - 11 zurückzugreifen, kBnnen Merkmale zu neu-
en Ebenen bereits an dieser Stelle eingebracht 
werden. 
Die so schließlich definierten Merkmale, bzw. 
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die ihnen zugeordneten mnemonischen Kurzwörter 
mit ihren Ebenen- und Klassenindizes , werden 
durch das Programm PC - 12 : VERÄNDERN EINES CO -
DEUMSETZERS verarbeitet. Dieses Programm legt 
unter dem den Teilnehmer identifizierenden Na-
men den neuen Codeumsetzer ab und reserviert 
den alten in einer Systemdatei solange, bis 
alle notwendigen Umcodierungen abgeschlossen 
sind. 
Sämtliche bestehenden Codierungen, die unter 
dem alten Codeumsetzer erzeugt worde n waren, 
müssen nun dem neuen Codeumsetzer zugänglich 
gemacht we rden7 . Diese Aufgabe übernimmt das 
Programm PC - 60: UMCODIEREN FUR NEUEN CODE UM-
SETZER. Da ein Umcodiere n nur notwendig ist 
für Ebenen, in deren Merkmalsvorrat verän-
dernd eingegriffen wurde, werden dem Programm 
diese Ebenen mitgeteilt. Mit Hilfe des alten 
Codeumsetzers wird dann die bestehende Co-
dierung entschlüsselt und die resultierenden 
mnemonischen Kurzwörter werden im neuen Code-
umsetzer aufgesucht. Ist eines auf der glei -
chen Ebene nicht mehr vorhanden, wird ange-
nommen, daß darauf nich t mehr Bezug genonwen 
wird, die Information wird also gelöscht. An -
dernfalls wird schließlich mit dem neuen Code -
umsetzer die neue interne Verschlüsselung er -
zeugt, so daß nach Abschluß de r Umcodierung 
ausschließlich mit dem neuen Codeumsetzer ge -
arbeitet werden kann . Es ist klar, daß Merk -
male, die neu definiert wurden, dabei nicht 
erzeugt werden können, da sie kein Äquivalent 
im alten Codeumsetzer haben. Allerdings kann 
nun ein Datenbestand um solche Merkmale er -
weitert werden. 
3. CODIEREN DURCH PARALLELCODIERUNG 
3.1 Das tex t 1 ich e 
g a n g s m a t e r i a 1 
Aus -
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Das Objekt einer Analyse, die unterstützt durch 
die Parallelcodierung durchgeführt wer den soll, 
sind Texte gleich welcher Sprache. Diese Texte 
müssen in maschinenverarbeitbarer Form vorlie-
gen, üblicherweise auf Magnetbändern. Bei der 
Pa r allelcodierung sollte von einer endgültigen 
Fassung der Texte ausgegangen werden. Eine 
nachträgliche Änderung des Textmaterials wird 
in der Regel seine Struktur derart verändern , 
daß der in der zugehörigen Codierung enthaltene 
Bezug zum Text verloren geht oder zumindest 
verfälscht wird. 
Ein Text ist in Einheiten (Records ) zerlegt und 
als Folge solcher Einheiten abgespeichert. Die 
Segmentierung kann nach beliebigen formalen Ge -
sichtspunkten erfolgen. So sind beispielsweise 
die Texte des Mannheimer Korpus segmentiert in 
syntaktische Sätze, ebenso auch die Texte zur 
gesprochenen Sprache in Freiburg. Denkbar wäre 
aber auch eine Zerlegung nach anderen Gesichts -
punkten, etwa in Paragraphen bei Gesetzestex-
ten. 
Ein so festgelegter Recor d ist die größte Text-
einheit, die mit der Parallelcodierung erfaßt 
werden kann. Diese Einheit darf für die beste-
hende Version des Systems höchstens 5000 Zei -
chen umfassen. 
Leerzeichen, die in die Zeichenfolge des Re-
cords eingebettet sind, zerlegen den Inhalt der 
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Texteinheit in Wörter, jedenfalls im Sinne der 
Parallelcodierung. Über die Wörter kann schließ-
lich der Bezug einer Codierung zu einem Text 
hergestellt werden, es können aber auch Zeichen-
ketten angegeben werden, die nicht als Wörter 
erscheinen. 
Jeder Record enthält die Information über sei -
ne Länge (d . h . die Anzahl der Zeichen, die in 
das Segment eingelagert sind), sowie eine Folge-
nummer, die mit einem beliebigen, nicht negati -
ven Startwert für den ersten Record die Folge 







Ein derart aufgebauter Record, im allgemeinen 
von variabler Länge, kann als Textgrundlage zur 
Parallelcodierung dienen. 
Der erste Record eines jeden Textes enthält nur 
drei Zeichen, die den Textschlüssel bilden und 
die Verwaltung der Texte vereinfachen. Auf einem 
Magnetband können mehrere Texte, ~urch Dateien-
demarken getrennt, enthalten sein. 
3.2 E r s teile n 
1 a gen zur 
von Tex t vor -
C 0 die run g 
Codieren im Sinne der Parallelcodierung heißt 
nun, eine Textsequenz und die dafür zutreffen-
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den Merkmale angeben . Das ist eine ordnende, ma -
nuelle Tätigkeit, die man allgemein aufspalten 
wird in 
skizzenhafte Niederschrift durch den ana-
lysierenden Linguisten 
Übertragen in Ablochschemata 
Abschrift auf Lochkarten oder andere Daten -
träger. 
Das System bietet gewisse Hilfe n, welche die 
Ausführung dieser Tätigkeiten unterstützen und 
teilweise überflüssig machen. 
1) Aufbereitung e ines Textes als Abloch-
unte r lage 
Die Programme PC - 20: ABLOCHUNTERLAGEN VON SATZ -
ZERLEGTEM TEXT und PC - 21: ABLOCHUNTERLAGEN VON 
SATZ ZERLEGTEM TEXT (FKZ - B,IlliD) erzeugen einen 
formular mäßigen Ausdruck (siehe Abbildung 6), 
in den der Linguist seine Codierungen auf bis 
zu vier Ebenen gleichzeitig niederschreiben kann, 
und aus d e m unmittelbar abgelacht werden kann, 
ohne daß die Daten erst auf ein Ablochschema 
übertragen werden müssen . (Eine ausführliche Be -
schreibung der Handhabung dieses Formulars, so-
wie die Anweisungen zum Ablachen daraus befin-
den sich in Anhang I.) 
Bei diesem Ausdruck werden die einzelnen Records 
eines Textes, durch Kopfzeilen voneinander ge -
trennt, so aufgelistet, daß für jedes Wort des 
Records eine Zeile reserviert wird. Zugleich 
werden die Wörter fortlaufend numeriert - diese 
Numerierung unterstützt die Zuweisung der Text-
sequenzen - , und schließlich stellt die Spal-
teneinteilung des Formulars auf bis zu vier Ebe-
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nen für jedes Wort ein Kästchen bereit, in das 
die handschriftlichen Analyseer gebnisse einge -
tragen werden. Wo keine Codier ung zutrifft, 
bleibt dieses Kästchen leer. Es wird ein Käst-
chen ausgefüllt, wenn eine Codie r ung sich auf 
mehrere Wörter zugleich bezieht . 
In dem Pr ogramm PC - 20, das au f umfangreichere 
Texte angewendet wird, die als einzige Datei 
auf einem Magnetband liegen, ist auch die Mög -
lichkeit vorgesehen, daß nur Teile des Textes 
formularmäßig aufbereitet werden . Welche Teile 
gedruckt werden, kann durch eingrenzende Fol-
genumme r n von Records angegeben werden . 
Das Programm PC - 21 dagegen legt ein Textband 
zugrunde, das mehrere als Files getr ennte Tex-
te in nicht notwendig bekannter Reihenfolge 
enthält. Uber Anfrage an den Operator wird da-
bei die Textauswahl getroffen. Jeder aufzube -
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2 ) Wortnumerier te Ausgabe von Texten 
Wird nur auf einer einzigen Ebene codiert, i st 
die oben beschrie bene Formularaufbereitung z u 
aufwendig. Für diesen Fall kann durch das Pro-
gramm PC -2 2: WORTNUMERIERTE TEXTAUSGABE eine 
andere Form der Textaufbereitung zur Parallel -
codierung gewählt werden. Dabei wird jeder Re -
cord zeilenweise ausgedruckt, die einzelnen 
Wörter sind durch darunterstehende Indizes 
ebenfalls fortlaufend numeriert (siehe Abbil -
dung 7). Hierbei sollte allerdings vom bearbei -
tenden Linguisten di r ekt in ein Ablochschema 
codiert werden, da diese Form der Textaufbe-
r eitung keine so übersichtliche Codierung zu -
läßt, daß die Fehlerrate beim Abschreiben der 
Daten klein gehalten werden könnte . Im übri -
gen gelten auch hier die Codierungsanweisungen 
im Anhang I. 
3.3 C 0 die ren vor b e r e i t e -
t e r Tex t e 
Ein Beispiel für eine mögliche Codierung eines 
Satzes ist die folgende Strukturdarstellung. 
Verwendet sind dabei die mnemonischen Kurzwör -
ter der Freiburger Forschungsstelle (siehe Ab-
bildungen 1 bis 5). 
} Enene 3 
NG VC; 
}'beM +1P+PL+NOM +1P+PL+PEl>+ID+AK I 2 NG NG 
+TEHP +SI+PP+LOK 
., ~ 
} Ehene PERS VRB2 ADV PREP ART SUB PTZ2 I +RTVS I I I I +STV I I 
~Iir si,nd dann in das BrUckenhaus gekrochen 
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Diese Darstellung gibt Beispiele von Eigenschaf-
ten und zeigt ihre Zuordnung zum Text. Die Nota-
tion von Deskriptoren in dieser Form ist, wenn 
die mnemonischen Kurzwörter geschickt gewählt 
sind, unmittelbar lesbar. 
An dieser Stelle sollen nur die unter dem Analy-
semodell zu konkretisierenden Eigenschaften be-
handelt werden . Sie werden formuliert als Folge 
mnemonischer Kurzwörter, die auf den zugehöri -
gen Ebenen erklärt und im Codeumsetzer enthal-
ten sind. In jeder Folge ist höchstens ein obli -
gatorisches Merkmal enthalten . Fehlt es und sind 
zugleich fakultative Merkmale enthalten, wird 
vom Verarbeitungsprogramm selbstständig das 
Kurzwort " ..• . " substituiert, und so erscheint 
es in Zukunft immer, wenn die zugehörige Codie-
rung in ihrer Ursprungsform erzeugt wird, es 
sei denn, es wird korrigierend Uberschrieben. 
An das obligatorische Merkmal r eihen sich nun 
zutreffende fakultative Merkmale an, die geeig-
net sind, den vorliegenden Sachverhalt in Ein -
zelheiten zu beschreiben. Inwieweit s ie angege-
ben werden, ist vom Benutzer selbst und seinen 
Zielsetzungen abhängig . Generell aber sollte man 
möglichst viel Information durch einen Arbeits -
gang allein einbringen, auch wenn ihre Auswer ~ 
tung erst zu einem späteren Zeitpunkt vorgese -
hen ist. 
Die einzelnen Merkmale selbst sind voneinande r 
unabhängig, das heißt: sie können in beliebiger 
Reihenfolge angegeben werden und sie stammen aus 
disjunkten Klassen. Das zweite Kriterium ergibt 
sich aus der Konstruktion des Codeumsetzers. Das 
Verarbeitungsprogramm prUft lediglich, ob nicht 
zwei obligatorische Merkmale zugleich angegeben 
sind und meldet gegebenenfalls einen Fehler . 
Eine PrUfung auf Unabhängigkeit der fakultativen 
Merkmale erfolgt nicht. Werden demnach zwei 
Merkmale einer Klasse zugleich angegeben, resul -
tiert eine nicht kontrollierbare interne Ver-
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schlüsselung, aus d~r in der Regel nicht mehr 
alle einzelnen Merkmale ableithar sind. 
Eine programmtechnische Beschränkung gilt auch 
hier: es dürfen höchstens 10 Merkmale innerhalb 
einer Codierung angegeben werden . 
3.4 C 0 die run g 
zug 
und Tex t b e -
Höchste Einheit im Sinne der Parallelcodierung 
ist die vollständige Sequenz, die in einem Re -
cord enthalten ist und die wir im folgenden als 
Satz bezeichnen. Das bedeutet, ein Deskriptor 
als Folge mnemonischer Kurzwörter kann höch -
stens auf einen Satz zugreifen und nicht auf 
mehrere zugleich. 
Durch ein Textaufbereitungsprogramm wird die -
ser Satz als numerierte Wortfolge wiedergegeben. 
Für das Beispiel von Seite 45 hätte das Programm 
PC-22 folgende Ausgabe: 
v/ir> sind dann in das BrUckenhaus gekrochen 
01 02 03 04 05 06 07 08 
(Die den Textwörtern zugeordneten Nummern der 
zweiten Zeile werden im folgenden als Wortindi -
zes bezeichnet.) 
Wir gehen zuerst davon aus, daß die Textsequen-
zen, auf die sich unsere Codierungen beziehen, 
Wörter oder Wortfolgen sind und nicht nur Teile 
von Wörtern. Prinzipiell lassen sich hierbei 
vier Fälle unterscheiden, nämlich: 
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zutreffende Sequenz ist 
genau ein Wort 
eine zusammenhängende Folge von Wörtern 
eine nicht zusammenhängende Folge von Wör-
tern 
der ganze Satz. 
Zuordnungen von Codierungen zum Text lassen sich 
dann als P aar e von Wortindizes angeben, 
wobei jedes Paar das erste und letzte Wort der 
Sequenz angibt. Ein Wort, sowie eine zusammen-
hängende Folge von Wörtern oder der ganze Satz 
könnte dann du rc h ein solches Paar beschri eben 
werden, eine nicht zusammenhängende Folge von 
Wörtern dagegen durch so viele Paare, wie die 
Sequenz zusammenhängende Teile hat. 
Sequenzen aus dem obigen Beispielsatz könnten 
dann . folgendermaßen beschrieben werden: 
da I /)) 
in das El'iick en Jlal!s 
der ganze Satz 
3,3 
4,6 
1 , 8 
1 ,2,7 ,7 
Das System läßt nun Vereinfachungen zu, ohne da-
bei die obigen Formen der Zuordnung als fehler -
haft zu monieren. 
1) Die Sequenz ist genau ein Wort 
Es genügt, den Index des Wortes allein anzuge-
ben, etwa für 
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dann 3 
2) Sequenz ist der ganze Satz 
Es brauchen in diesem Fall gar keine zuordnen-
den Angaben gemacht zu werden. 
In den beiden übrigen Fällen müssen die Zuord-
nungen immer paarig sein, auch wenn für eine 
nicht zusammenhängende Folge von Wörtern ein 
Glied der Folge aus nur einem Wort besteht. Die 
Angaben 1,2,7 für die Sequenz wir sind geklooahen 
wäre also fehlerhaft. 
Die zweite Möglichkeit des Bezugs einer Codie-
rung zum Text liegt in der Abgrenzung von Wort-
bestandteilen, also von Zeichenketten. Diese 
Form der Zuordnung wird dann gewählt, wenn die 
codierte Textsequenz nicht als ganzes Wort dar -
gestellt ist. Die Angaben für Zeichenketten be-
stehen prinzipiell aus Z a h 1 e n tri -
p e 1 n in der allgemeinen Form 
Dabei bedeutet w den Index des Wortes, in dem 
die Zeichenkette beginnt, z1 gibt das erste Zei -
chen und z2 das letzte Zeichen der zutreffenden 
Zeichenkette an, jeweils gezählt vom Anfang des 
durch w bezeichneten Wortes. Eine Sequenz, die 
aus nicht zusammenhängenden Zeichenketten be-
steht, wird dann beschrieben als Folge solcher 
Zahlentripel, wobei jedes Glied wieder eine zu-
sammenhängende Zeichenkette beschreibt. Nehmen 











(Wäre im letzten Fall 1,1,3,7,3,9 geschrieben, 
würde das trennende Leerzeichen entfallen und 
wir erhielten: wirkrochen. ) 
Diese beiden Fälle, Bezug auf Wörter oder Bezug 
auf Zeichenketten, müssen voneinander unterschie-
den werden. Dazu wird ein sogenanntes C 0 d e -
f 0 r m a t eingeführt, das die Werte hat 




Die zuordnenden Zahlenangaben heißen in der Pa-
rallelcodierung Positionsangaben. Die programm-
technischen Beschränkungen, die für Positionsan-
gaben gelten, sind 
höchstens 6 Paare für Codeformat 0 
höchstens 4 Tripel für Codeformat 
Vom Verarbeitungsprogramm werden die Positions-
angaben prinzipiell auf Zeichenkettenbegrenzung 
gesetzt, wobei Beginn und Ende jeder Zeichen-
kette vom Satzanfang errechnet wird. 
Die für eine Textsequenz fixierte Folge mnemo-
nischer Kurzwörter, im folgenden Codierung san-
gaben genannt, verbunden mit den zugehörigen 
Positionsangaben, bilden dann eine eindeutige 
Codierung, wie sie auch durch die Darstellung 
im Strukturbaum erreicht wird. 
Um nun die Fülle der Codierungen zu einem Text 
zu ordnen und den Bezug zum ganzen Text zu si-
chern, treten zu einer vollständigen Codierung 
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noch weitere Angaben. Einmal hilft das Codefor-
mat, die Positionsangaben zu interpretieren. 
Durch die Angabe des zutreffenden Ebenenindex 
für die Codierungsangaben werden auch diese er-
klärt. Schließlich wird noch der Bezug der Co-
dierung zum Satz selbst durch die Angabe der 
Satznummer gesichert. Der Vollständigkeit hal-
ber, al lerdings nur für die manuelle Datenver -
waltung, tritt der Textschlüssel noch hinzu. 
Somit besteht eine vollständige Codierung aus 
a: Textschlüssel 
b: Satznummer 
c : Ebenenindex 
d: Codeformat 
e : Codierungsangaben 
f: Positionsangaben 
Beim Ablochen lassen sich 
- innerhalb einer Codierungsebene die Angaben abis d 
innerhalb eines Satzes die Angaben abis b 
innerhalb eines Textes die Angabe a 
automatisch duplizieren, so daß im wesentlichen 
imeer nur die Codierungs - und Positionsangaben 
geschrieben werden müssen. Diese Angaben können 
unformatiert und spaltenfrei in die ihnen zuge -
wiesenen Felder einer Lochkarte übertragen wer -
den (siehe dazu Anhang I). Sie bilden die voll -
ständige Codierung eines Einzelphänomens. 
Das Codeformat ha t keine globale Gültigkeit, 
sondern kann von Codierung zu Codierung wech-
seln. Für die Form der Zuordnung durch Posi-
tionsangaben kann also die für den Einzelfall 
zweckmäßigste Darstellung gewählt werden. 
1,14 
Abbildung 8 
TXT 00386 01 0 PERS 1 
TXT 00386 01 0 VRB2+STVS 2 
TXT 00386 01 0 ADV 3 
TXT 00386 01 0 PREP 4 
TXT 00386 01 0 ART 5 
TXT 00386 01 0 SUB 6 
TXT 00386 01 0 PTZ2+STV 7 
TXT 00386 02 0 NG+IP+PL+NOM 1 
TXT 00386 02 0 VG+IP+PL+PER+ID+AK 2,2,7,7 
TXT 00386 02 0 NG+TEMP 3 
TXT 00386 02 0 NG+SI+PP+LOK 4,6 
TXT 00386 03 0 HS+AVS 
--l (/) rr1 n CODIERUNGS - POSITIONS-.rr1 » OJ 0 
x 
--l rr1 0 ANGABEN ANGABEN 
--l N Z rr1 
(/) Z rr1 
" n c z 0 
:J: ~ ;IJ 
r ~ z ~ 
C rr1 0 » 






Die Codierung des Beispielsatzes, wie sie aus 
der Strukturbaum- Darstellung entnommen werden 
kann (Seite45), erfolgt dann schließlich in 
der Form, wie sie aus Abbildung 8 ersichtlich 
ist. Textschlüssel ist dabei TXT, der Bei-
spielsatz sei der 386 - te dieses Textes . 
3.5 D a t e n auf nah m e und 
Feh 1 e r kor r e k t u r 
Die Abbildungen 9 und 10 zeigen eine Codierung, 
wie sie mit Hilfe eines Textausdruckes durch 
PC - 20 oder PC - 21 handschriftlich erstellt wer -
den kann. Die darin enthaltenen Angaben werden 
abgelocht und sind dann Eingabe für das Pro-
gramm PC - 30: KONTROLLE UND UMWANDLUNG VON CO-
DIERUNGEN. 
Es ist klar, daß das Ablochen eine Fehlerquel-
le bedeutet, welche die Daten verfälschen oder 
unkenntlich machen kann. Fehler können aber 
auch beim handschriftlichen Eintragen der Daten 
in die Codierblätter auftreten. Demnach müssen 
wir zwei Arten von Fehlern unterscheiden, näm-
lich formale, die das Programm aUßerstande 
setzen, die Daten zu interpretieren, und in-
haltliche, wobei zwar Ergebnisse erhalten wer-
den können, aber diese Ergebnisse einen nicht 
zutreffenden Sachverhalt kennzeichnen. 
Formale Fehler in den Daten können vorn Pro-
gramm PC-30 erkannt werden. Für mögliche Fehler 
ist ein kennzeichnender Fehlercode vorgesehen, 
der durch das Programm in der Form 
•••• n •••• Inhalt der fehlerhaften Lochkarte •• • • • 
erzeugt wird und in das Ausgabeprotokoll des Pro-
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gramms dort eingefügt wird, wo sich die fehler -
hafte Karte befindet. Der Inhalt der Lochkarte 







aufgeteilt . Die maglichen Werte von n mit den 
zugeordneten Fehlerquellen sind aus Abbildung 
11 ersichtlich. 
Karten, deren Inhalt mit einem dieser Kennzei -
chen aufgelistet sind, wurden abgewiesen, die 
in ihnen enthaltenen Informationen müssen in 
einem folgenden Korrekturlauf neu eingegeben 
werden. 
Alle Daten, die keine formalen Fehler haben, 
werden durch das Programm verschli.issel t und ab-
gespeichert. Zugleich wird ein Ausgabeprotokoll 
gefertigt, das die Codierungsangaben , jetzt for -
matiert, abdruckt und den Codierungsangaben 
gleich die zugeordnete Textsequenz (und nicht 
nur die Positionsangaben) gegenüberstellt. In 
diesem Protokoll sind auch die fehlerhaften Kar -
ten enthalten. 
Verweisen die Eingabedaten auf einen neuen Satz, 
wird dieser Satz vollständig abgedruckt. Dann 
erfolgt die Ausgabe der Codierungen zum Satz mit 
den zugeharigen Textsequenzen, und zwar in der 
Reihenfolge des Eingangs (siehe Abbildungen 12 
und 13). Alle formal als richtig erkannten Codie-
rungen werden dabei fortlaufend numeriert. 
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Abbildung 11 
KENNUNG FORMALER FEHLER BEI DER DATENAUFNAHME ZUR PARALLEL-
COD IER UNG 
* ••• 0 ~**. IN DEN FE LDERN FUER SATZNUMMER, CODIERUNGSEBEN E 
ODER CODEFORMAT IST EIN E LOCHUNG ENTHALTE N, DIE 
KE IN ZI FFERNZE ICII EN BEDEUTET. (A LL E ZE ICH EN DI E-
SER FELDER WURDEN AUF 0 GE SE TZT.) 
••• * 1 **80 IN DEN CODI ERUNGSANGAB EN FEHLT EIN TRENNENDES + 
ODER EIN HN EHONI SC HES KUR ZWORT IST LA ENG ER AL S 
VIER ZEICHEN. 
*$** 2 •••• ZWEI ZAHLEN DER PDSIT ION SANGABEN UURD EN OHN E 
TRENNENDES KOMMA GESC HRI EBE N OD ER ES WURDE EIN 
ZE ICH EN IM POSITIONSFELD GELOCHT, DAS KEIN 
ZI FFERNZE ICH EN OD ER KOMMA IST • 
•••• 3 ••• • ES WURDe EIN E SATZNUHMER ANGEGEBEN, DIE UEa ER 
DEN VORHAND ENEN TEXT HINAUS VERWE IST • 
.... I.j .~ .... DIE CODIERUNGSANGAB EN ENTHALTEN EIN I1NEt10NI SCli ES 
KUR ZWORT, DA S AUF DER ANG EGEßENEN EBENE NICHT 
ERKLAERT IST ODER DIE EBENE SELBST IST NICHT ER-
KLÄRT . 
•• *~ 5 .*.0 DIE POSITIONSANGAB EN UNTER CODEFORMAT 0 S I ND 
NICHT PAARIG ODER DAS CODEFORMAT TR I FFT NICHT ZU • 
• ~ •• 6 ~~ •• FUER EI NE WORTKETT E UIRD EIN E BEGRENZUNG ANG EGE-
BEN, SO DASS DI E OBERE GRENZE KLEINER IST ALS 
DIE UNTERE . 
~ ••• 7 •••• IN DEN POSITIONSANGAßEN UN TER CODE FORMAT 1 WIRD 
KEIN ZAHLENTR IPEL ANGEGEBEN ODER DAS CDOEFORHAT 
TRIFFT NICHT ZU • 
••• ~ B •••• FUER EINE ZE ICH ENKETTE WIRD EINE BEGRENZUNG AN -
GEGEBEN (DIE LETZTEN BEIDEN ZAHLEN EIN ES TRIPELS), 
SO DASS DIE OBERE GRENZE KLEINER IST ALS DIE 
UNTE RE • 
•••• 9 •••• ES WURDE HEHR ALS EIN OBLIGATORISCHES MERKMAL 
CODIERT. 
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Im nächsten Schritt k a nn dann dieses Protokoll 
manuell bearbeitet werden . Für jede Codierung 
wir d überpr üft, ob die a u sgewählte Textsequenz 
und auch die Merkmale selbst zutr ef fen. Zweck -
mäßigerweise werden d az u zwei Li s ten geführt. 
Die eine Liste enthält die Numme r n d er Codie-
r ungen, die inhaltlich falsch sind und aus dem 
Datenbestand wieder entnommen werden sollen. 
In die zweite Liste, ein Ablochschema für Co-
dier ungen, werden die zu entnehmenden Codie -
rungen in verbesserter Form, sowie die als for-
mal falsch markierten Codierungen neu aufgenom-
men. Schließlich kann diese Liste noch um wei -
tere, neu aufzunehmende Codierungen ergänzt 
wer den . (Einzelheiten hierzu siehe Anhang I.) 
Nach Abschluß der Korrekturarbeit wird die Num-
mernliste der zu entnehmende~ Codierungen dem 
Programm PC - 40 LOESCHEN UND INVENTARISIEREN 
VON CODIERUNGEN zugeleitet. Dieses Programm ver -
wendet die bereits aufgenommenen Codierungen, 
führt darin die gewünschten Str eichungen durch 
und mi scht für den Teilnehmer die verbleibenden 
und demnach richtigen Codierungen in eine Stamm-
datei zum Text. Auch wenn keine inhaltlichen 
Fehler in den Codierungen enthalten waren, muß 
dieses Programm gestartet werden, denn erst da-
durch werden d ie in PC - 30 umgewandelten Codie-
rungen endgültig in den Cod ierungsvorrat für 
einen Text aufgenommen und stehen dann dort dem 
Teilnehmer zur Ver f ügung . 
Nun kann sich wieder eine Umwandlung von Codie-
rungen anschließen (PC -30), die sowohl die ver -
besserten a ls auch neue Codierungen bearbeiten 
kann. Schließlich wird auch das dazu gehörige 
Protokoll korrigierend bearbeitet, und mit der 
endgültigen Aufnahme richtiger Codierungen in 
die Stammdatei schließt sich der Kreislauf. 
Der Vollständigkeit halber sei schon hier ge-
sagt, daß auch in eine Stammdatei korrigierend 
1?3 
eingegriffen werden kann. 
Diese Reihenfolge der Bearbeitung muß nur für 
die Arbeit zum gleichen Text beibehalten werden; 
die gleichzeitige Bearbeitung verschiedener Tex-
te nebeneinander wird davon nicht betroffen. 
3.6 Man i pul a t ion von 
Tex t s e q u e n zen dur c h 
Pos i t ion san gab e n 
Es besteht keine Notwendigkeit dafür, daß eine 
durch Positionsangaben spezifizierte Textse -
quenz auch in dieser Form im Satz selbst er-
scheint. Tatsächlich läßt sich mit Hilfe der Po-
sitionsangaben jede mögliche Zeichenkette bil-
den, wenn nur die nötigen Konstituenten im Satz 
enthalten sind. Die endlich resultierende Text-
sequenz nämlich wird über die Positionsangaben 
aus der Aufreihung der intern begrenzten Zei -
chenketten erzeugt. 
Betrachten wir als Beispiel den Satz 
ENDLICH WAREN SIE ANGEKOMMEN 
01 02 03 04 
Wir konstruieren daraus über Codeformat 0 
4 , 4,2,2 
3,3,2,2,4,4 
oder über Codeformat 
1,1,3,3,3,3 
ANGEKOMMEN WAREN 







KOMMEN SIE ENDLICH 
WARE WAR ANGEKOMMEN 
(Das zweite Tripel: 1,8,11 liefert das Leerzei -
chen vor WAR, deshalb die Zahlung vom ersten 
Wort aus, so auch im dritten Tripel.) 
Eine mögliche Anwendung für derartige Manipula-
tionen könnte ein parallelcodiertes Grundformen-
lexikon sein, in dem als Einträge Grundformen 
sowie mögliche wortbildenden Elemente enthalten 
sind. Uber Positionsangaben könnten dann aus die -
sen "Wörtern" oder Zeichenketten Formen gebildet 
werden, deren Eigenschaften in Codierungsangaben 
festgehalten sind. 
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4. DIE INTERNE INFORMATIONSVERSCHLUSSELUNG 
DER PARALLELCODIERUNG 
4.1 Bin ä r c 0 des 
Alle digitalen Rechner arbeiten im sogenannten 
binären Modus, das heißt auf der Basis physika-
lischer Größen, die genau zwei Zustände unter -
scheiden können. Ein Ferritring eines Magnet-
kernspeichers beispielsweise ist entweder in der 
einen oder in der anderen Richtung magnetisiert, 
eine Schaltung läßt Strom fließen oder nicht. 
Ein derartiger Baustein zur Darstellung von In-
formationen heißt "Bit". Die beiden möglichen 
Zustände, die ein Bit annehmen kann, beschreiben 
wir mit den Zeichen 0 und 1 und sprechen von Bi -
närzeichen. 
Nach BAUER - GOOS8 ist ein Code "eine Vorschrift 
zur Abbildung eines Zeichenvorrats in einen an-
deren Zeichenvorrat (oder Wortvorrat)" . Die Be -
griffe Zeichen und Zeichenvorrat als Menge defi -
nierter Zeichen setzen wir an dieser Stelle als 
bekannt voraus. Da wir un s einer digitalen Re -
chenanlage bedienen, interessieren uns besonders 
Codes, f ür die die Bildmenge aus Wörtern über 
dem Zeichenvorrat {O,1) besteht. Jeder solche 
Code, der sich also nur zweier Zeichen bedient , 
heißt Binärcode. 
Eine einfachste Vorschrift in diesem Sinne ist' 
ein Code, der einer wahren Aussage das Zeichen 1, 
einer falschen Aussage das Zeichen 0 zuordnet. 
Es ist klar, daß dabei die Urbildmenge beliebig 
~iele Elemente enthält (nämlich alle Aussagen) , 
der Bildbereich aber nur zwei Elemente. Ein durch 
diesen Code erzeugtes Codewort (das Zeichen 0 
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oder 1) kann demnach nicht die ursprüngliche 
Aussage liefern, die Abbildung ist nicht um-
kehrbar. 
Ein weiterer bekannter Code ist der Morse - Code, 
der sich der binären Zeichen " - " und " . " be -
dient und in CodewBrter n von unterschiedlicher 
Zeichenanzahl (Länge) die gebräuchlichsten 
Schriftzeichen verschlüsselt. Dieser Code ist 
umkehrbar, aber nur dann, wenn die Trennung 







nung im Morse - Code 
rmplizit wird also ein drittes Zeichen verwen-
det, ein Trennzeichen, das im Morse - Code als 
Zeitintervall verstanden wird, in dem keine Zei -
chen übertragen werden . 
Implizit muß fast jeder Binärcode ein Trennzei -
chen verwenden, falls er me hr als nur eine tri -
viale Unterscheidung, etwa wie im ersten Beispiel 
nach "wahr" und "falsch", zulassen will. Als ein 
solches Trennzeichen dient die Länge eines Code -
wortes, also die Anzahl zusammenhängender Bits, 
die als Einheit behandelt wird . Im allgemeinen 
nennt man dann einen Binärcode nach dieser Län -
ge . 
Ein 8-Bit- Code ist in diesem Sinne der EBCDI - Code 
(extended binary coded decimal interchange) . Er 
bildet beispielsweise das Zeichen "A" des natür-
lichen Alphabets in die 8- Bitkette 11000001 ab. 
Der Bildbereich dieses Codes sind geordnete 8- Tu-
pel (CodewBrter), die aus dem Zeichenvorrat (0,1} 
127 
gebildet werden . 
Besteht ein Codewort aus n Binärzeichen, dann 
hat die Menge aller möglichen Codewörter genau 
2n Elemente. Ein solcher Code kann dann umkehr -
bar angegeben werden, wenn die Anzahl der Ur-
bilder unter diesem Code nicht größer ist als 
2n • 
Da in unserem Zusammenhang nur ein umkehrbare r 
Code interessiert - die zu verschlüsselnde In-
formation soll wieder rekonstruierbar sein - , 
kann schließlich auch die Definition bei GROSS -
LENTIN9 zugrundegelegt werden, wo die Abbil-
dungsvorschrift als Codierung und die durch die 
Codierung erzeugten Codewörter als der Code be -
zeichnet sind. 
4.2 32 - Bit - C 0 d e der Par a 1 -
1 e 1 c 0 die run 9 
Die Festlegung auf 8 Bits im EBCDI - Code beruht 
auf dem technischen Aufbau von Rechenahlagen, 
die man als Byte- Maschinen bezeichnet. Dort ist 
die kleinste Einheit des Kernspeichers, die 
adressiert werden kann, ein Byte zu 8 Bits . Im 
Gegensatz dazu greifen Wort - Maschinen auf ein 
ganzes Speicherwort zu. In der Regel werden hier -
bei Zeichen durch einen 6- oder 7 - Bit- Code ver -
schlüsselt, wobei ein Speicherwort mehrere Zei -
chen enthalten kann. Die bestehende Version des 
Systems Parallelcodierung ist für eine Byte-Ma-
schine konzipiert. Die Einheit, die von einer 
höheren Programmiersprache adressiert werden kann, 
ist das Speicherwort zu vier Bytes, also 32 Bits. 
Es besteht für die Codierung der eine Textse -
quenz beschreibenden Merkmale offensichtlich die 
Möglichkeit, die mnemonischen Kurzwörter selbst 
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als Code zu verwenden. Ein solches Codewort könn-
te in einem Speicherwort niedergelegt werden, da 
es höchstens vier Zeichen enthält. Da die Anzahl 
der Merkmale, die eine Codierungsangabe bilden, 
aber variabel ist, müßten mindestens so viele 
Speicherwörter reserviert werden, wie Merkmale 
auftreten können. Führt man hier eine Beschrän-
kung auf maximal 10 mnemonische Kurzwörter pro 
Codierungsangabe ein, so müßten also 40 Bytes be -
reitgestellt werden. Diese Anzahl beeinflußt aber 
insbesondere die Geschwindigkeit der Ein/Ausgabe 
der Daten vom Kernspeicher auf ein externes Trä-
germedium (beispielsweise ein Magnetband) und 
umgekehrt. Bedenkt man, daß während einer einzi -
gen Ein/Ausgabe- Operation Tausende von Rechen-
operationen durchgeführt werden können, erscheint 
es sinnvoll, eine rechenintensive Codierung zu 
wählen, welche die Zeit für die Ein/Ausgabe ge -
ring hält. Eine -solche Codierung legt ihren Code 
zweckmäßigerweise auf ein Speicherwort, also auf 
32 Bits aus. 
Die zu verschlüsselnden Informationen sind dabei 
die möglichen Codierungsangaben zu einer Textse-
quenz auf einer unter dem Analysemodell definier -
ten Ebene. Die einzelnen Konstituenten dieser Co-
dierungsangaben sind klassifiziert und als mne-
monische Kurzwörter im Codeumsetzer niedergelegt. 
Eine Möglichkeit der Codierung wäre die Bildung 
alle Kombinationen klassenfremder mnemonischer 
Kurzwörter und ihre Abbildung in die Menge der 
32-stelligen Permutationen über (0,1}. Neben dem 
großen Speicher aufwand hat das Verfahren den 
Nachteil, daß Paarungen von Kurzwörtern, die in 
Wirklichkeit niemals auftreten, gebildet werden 
wie beispielsweise 
VERB+NOMINATIV 
In der Parallelcodierung verwenden wir ein ähn-
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liches Verfahren, ohne daß aber explizit alle 
Kombinationen gebildet werd"en, so daß auch keine 
wirklichkeitsfremden Elemente eliminiert werden 
müssen. Als Bildvorrat wählen wir die Menge der 
32 - stelligen Permutationen über { O,1}, das sind 
genau 2 32 = 4' .294 ' 967 ' 296 Bildelemente . Eine 
solche Anordnung von 0 und 1 auf 32 Stellen ver-
stehen wir als Bitmuster (Binärmuster, 32 - Bit-
kette) eines Speicherwortes. 
Es muß nun eine Vorschrift angegeben werden, 
wie ein solches Bitmuster aus den Codierungsa n-
gaben erzeugt wird. Dazu betrachten wir eine 
Klas s e von Merkmalen innerhalb einer Ebene, die 
k Elemente umfassen möge. Dann gibt es eine Zahl 
n derart, daß gilt 
und wir wissen, daß mindestens n Bits zur Ver-
schlüsselung der k Merkmale nötig sind. Ein 
solches n läßt sich leicht über sukzessives Aus -
rechnen der Potenzen von 2 und Abgrenzen gegen-
über k bestimmen. Es sei n = nl für eine erste 
Klasse von Merkmalen bestimmt. Wir reservieren 
nun die ersten nl Bits des zu belegenden Spei -
cherwor tes für die Codierung der Merkmale de r 
ersten Klasse. 
Zu einer zweiten Klasse läßt sich ebenfalls zu 
der vorliegenden Anzahl ihrer Elemente ein n 
mit gleichen Eigenschaften berechnen wie oben, 
und zur Verschlüsselung der Merkmale dieser Klas -
se verwenden wir die nächsten n 2 Bits des Spei -
cherwortes. Es ist klar , wie nun auch die rest-
lichen Merkmale der Ebene klassenweise ver -
schlüsselt werden. Schließlich vereinbaren wir 
noch, daß die möglicherweise ungenutzt verblei -
benden Bits mit 0 aufgefüllt werden. 
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Eine Klasse von Merkmalen möge beispielsweise 
6 Elemente umfassen, und wir finde n n = 3, denn 
2 2 = 4 L... 6 6. 8 = 2 3 
Die einzelnen Merkmale wer den nun numeriert, be-
ginnend mit 1 . Diese Indizes lassen sich in bi -
närer Schr eibweise darstellen, und zwar wollen 
wir dazu jede solche Binärzahl durch führende 
Nullen auf genau n Stellen ergänzen . Für obiges 
Beispiel erhalten wir: 
1. Merkmal 001 
2. Merkmal 010 
3 . Merkmal 011 
4. Merkmal 100 
· 5. Merkmal 101 
6. Merkmal 110 
Die derart erzeugten Binärzahlen lassen sich so 
als Bitmuster für die Codierung der einzelnen 
Merkmale einer Klasse verwenden. Was hierbei mit 
führenden Nullen der Beschreibung wegen manipu-
liert wurde, wird von einer Rechenmaschine auto-
matisch durchgeführt . 
So wurde schließlich jedem Merkmal einer Klasse 
als Index ein Wer t (Binärzahl) zugeordnet . 
Für jede Klasse ist bekannt, wieviele Bits 
( L ä n g e) reserviert werden müssen. Die 
einzelnen Klassen erhalten, resultierend aus 
ihrer Aneinanderreihung, eine Größe zugeordnet, 
die wir mit I n z i den z bezeichnen, und 
die angibt, das wievielte Bit der 32 - Bitkette 
des Speicherwortes mit dem letzten Bit einer n -
Bitkette, welche die Merkmale einer Klasse ver -
schlüsselt, zusammenfällt. 
Wenn die Numerierung der Merkmale zur Bestimmung 
131 
der Binärwerte mit 1 beginnt, lassen sich auf n 
Stellen nur 2n - 1 Merkmale verschlüsseln, weil 
die n- Bitkette, die nur Nullen enthält, nicht an -
genommen wird. Da, wie schon erwähnt, führende 
Nullen, aber auch Teilketten, die nicht durch 
Merkmale ausgewiesen werden, als Nullen von der 
Rechenmaschine automatisch gesetzt werden, darf 
eine Kette, die nur 0 enthält, nicht mit einem 
Merkmal belegt werden, weil sonst die Umkehrung 
der Codierung~ ~lso die Rückfindung von Merk-
malen aus der verschlüsselnden 32 - Bitkette, nicht 
gewährleistet ist. Nur für die Menge der obli--
gatorischen Merkmale einer Ebene wird die O-Ket-
te verwendet: dort bezeichnet sie das neutrale 
Element, das angibt , daß kein obligatorisches 
Merkmal zutrifft, und das automatisch durch das 
mnemonische Kurzwort" "ausgewiesen wird. 
Es folgt daraus , daß zur Bestimmung der Anzahl 
der benötigten Bitstellen zur Verschlüsselung 
von Merkmalen einer Klasse die gegebene Anzahl 
der Merkmale um 1 vermehrt werden muß. 
Die folgende Darstellung zeigt für einen mögli-
chen Beispielfall (Ebene 2 der Freiburger Codie-
rungen ) die Bestimmung der Teilketten aus der 
Anzahl der gegebenen Merkmale und ihre Aneinan-




























Klassen- gegebene Anzahl be- resultieren-
Index Merkmale nötigter Bits de Inzidenz 
k k+1 n i 
3 6 7 3 10 
4 3 4 2 12 
5 4 5 3 15 
6 6 7 3 18 
7 7 8 3 21 
8 2 1 22 
Damit ergibt sich folgender Aufbau des Speicherwortes: 
Bit 
2 3 
12345678901234567890123456789012 .. . 
I I I I ! I I I I frei 
o 2 34 567 8 
Klasse 
Die Codierung de r Merkmale im einzelnen, also 
die zugeordneten Größen Wert - Länge - Inzidenz 
werden durch jedes einen Codeumsetzer aufberei -
tende Programm (PC - 10/11/12) protokollier t . Die 
folgenden Abbildungen 14 bis 18 zeigen diese Co-




CODIERUNG OER 1.EBENE (46 HERK~IALE) 
----------------------
KlASSE 0: <34 ~ERKMAlE) ME RKMA l WERT lA ENGE INZIOEN Z 
0 6 6 
VR B 1 6 6 
V f<B1 2 6 6 
VRB 2 3 6 6 
VRB3 4 6 6 
VZS 5 6 6 
PTZ1 6 6 6 
PTZ2 7 6 6 
INF 8 6 6 
INFZ 9 6 6 
SUB 10 6 6 
ART 11 6 6 
PERS 12 6 6 
REH 13 6 6 
POSS 14 6 to 
FRPR 15 6 . (, 
PRON 16 ·6 6 
ADJ 1 17 6 6 
A OJ 2 18 6 6 
A DV 19 6 6 
ADVN 20 6 6 
KONK 21 6 (, 
KONS 22 6 6 
PR EP 23 6 6 
ANTP 24 6 6 
ZERO 25 6 6 
SPHW 26 6 6 
FR 27 6 6 
E 28 6 6 
P 29 6 6 
Z 30 6 6 
F 31 6 6 
B 32 6 6 
K 33 6 6 
KlASSE 1 : ( 2 MERKMA lE) MERKMAL WERT lAEN G E INZIDENZ 
lE , 2 8 
GRF 2 2 8 
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l1bbildung 15 
CODIERUNG DER 1. EBENE (FOR T5 ElZUNG) 
KLASSE 2 : ( I, I-{ERKMALE) ME RKMA L WERT LAENGE INZIDENZ 
STV 1 3 11 
S WV 2 3 11 
STVS 3 3 11 
F V 4 3 11 
klASSE 3: ( 2 MERKMA LU ME RKHA L WERT LAE HG E INZIDENZ 
KOMP 1 2 13 
SUP 2 2 13 
KLASSE 4 : ( 4 MERKNAlE) MERkMAl WERT lAE HG E INZIDENZ 
1400 1 3 16 
TEMP 2 3 16 
KAU5 3 3 16 
FIN I. 3 16 
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Abbildung 16 
CODIERUNG DER 2. ER ElJE (36 MERKMALE) 
---------------~------
KLAS SE 0 : ( :5 '~ERf(MH E) MERKMAL liERT LA EH GE H~ZlDENZ 
0 2 2 
VG 1 2 2 
NG 2 2 2 
K LA S SE 1 : ( 4 MERK~'AlE) MERKMAL WERT LA EN GE INZIOENZ 
1P . 1 3 5 
2P 2 :5 5 
:5P 3 3 5 
MIR 4 3 5 
KLASSE 2: ( 2 ~fRK HA L E) ~'ERK"'AL WERT LAE~IGE IN210ENZ 
SI 1 2 7 
PL 2 2 7 
KLASSE 3 : ( 6 MERKMAlE> MERKMH WERT LAENGE IIUIOEtlZ 
PRE 1 3 10 
IPF 2 3' 10 
PER 3 3 10 
PQU 4 3 10 
F1 5 3 10 
FZ 6 3 10 
KLASSE 4: ( 3 ME RKf~AlE) ME RI04AL WERT LAEN GE INZIDEflZ 
AI( 1 2 12 
WP 2 2 12 
SP 3 2 12 
nASSE 5 : ( 4 p.\ERKMALE> MERK)4Al WER T LAfNGE INllDENZ 
10 1 3 15 
KJ 2 3 15 
KJ W 3 3 15 
IMP 4 3 15 
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Abbildung 17 
CODIERUNG DER t'. EB EN E (FORTSETZUNG) 
.-.---.---.-----------
KLASSE 6: ( 6 MERKMALE) MERKMAL weR T LAEN G E INZI[)ENZ 
NOH 1 3 18 
GEN 2 3 · 18 
DAT 3 3 18 
AU 4 3 18 
pp 5 3 18 
lK 6 3 18 
KLAsse 7: ( 7 MERKMALE) MEtlKMAl WERT LAENGE INZIDENZ 
MOD 1 3 21 
r EHP 2 3 21 
KALZ 3 3 21 
THA 4 3 21 
ICAUS 5 3 21 
LOK 6 3 21 
LEER 7 3 21 




CODIERUNG DER 3 . fBENE (17 MERKHA LE) 
----------------------
K LA SSE 0 : (10 MERKMAL E) I4ERKHA L WERT lA EH GE INZIDENZ 
0 4 4 
HS 1 4 4 
E HS 2 4 4 
Alt 3 4 4 
NS 4 4 4 
IS 5 4 4 
DV 6 4 4 
SS 7 4 4 
KS 8 4 4 
PT 9 4 4 
KLASSE 1 : ( 2 MERKMALE) MER KMAL WERT LA E NG E IN 2I OEN Z 
EST 1 2 6 
NEST 2 2 6 
KlASSE 2: ( 5 MERKMALE) MERKMAL WERT lA E NG E IN ZIDENZ 
SE lE 1 3 9 
AUES 2 3 9 
AVS :3 J CI 
ANS 4 :3 9 
A VK 5 3 9 
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Eine Codier ungsangabe, etwa a u f d er 2. Ebe ne , 
gegeben als 
VG+1P+PL+PER+ID+AK 
wird damit durch diese Codierung umgewandelt in 









PL PER ID AI< 
2 3 
2 3 3 2 
7 10 15 12 
Bitkette 01 001 10 011 001 01 
///~ 
I 0 1 10 0 111 010 1 110 110 0 1 10 0 0 0 .... 0 0 0 1 
1 234 5 6 789 0 1 234 567 8 9 
~it 1 
o 1 2 
3 
Es ist dabei gleichgültig, in welcher Reihenfol -
ge die einzelnen mnemonischen Kurzwörter aufge -
führt werden. Durch die ihnen zugeordnete Inzi -
denz werden sie an die vorgesehene Stelle inner-
halb der 32 - Bitkette eingebettet. 
Bis jetzt wurde gezeigt, auf welche Weise die 
Codierung als Abbildung der Merkmale in die Men-
ge der möglichen 32 - Bitketten funktioniert . Da 
wir aber auch die Umkehrbarkeit dieser Abbildung 
fordern, also die Möglichkeit zur Decodierung 
erwarten, muß die Abbildungsvorschrift entspre-
chend erweitert werden. 
1 3~ 
Abbildung 19 
COO"UMHTlER <INSGESAMT 99 HER~HAlE) 
EBENE E SEN E E ß EH E fOENE EBENE fBE NE EbE NE EBENE EBENE EBE Nf 
1 2 3 4 5 6 7 8 9 10 
POINTER 2U 
DEN EBENEN, 47 83 0 0 0 0 0 0 0 
POINTER 2UR 
1 . IN210fH2: 
BIT 1 0 0 0 0 0 0 0 0 0 0 
BIT 2 0 68 0 0 0 0 0 0 0 0 
BIT J 0 0 0 0 0 0 0 0 0 0 
BIT 4 0 0 83 0 0 0 0 0 0 0 
BIT 5 0 )S 0 0 0 0 0 0 0 0 
BIT 6 2 0 92 0 0 0 0 0 0 0 
BIT 7 0 49 0 0 0 0 0 0 0 0 
BIT 8 15 0 0 0 0 0 0 0 0 0 
BIT 9 0 0 84 0 0 0 0 0 0 0 
BIT 10 0 53 0 0 0 0 0 0 0 0 
BIT 11 19 0 0 0 0 0 0 0 0 0 
BIT 12 0 54 0 0 0 0 0 0 0 0 
BIT 13 23 0 0 0 0 0 0 0 0 0 
BIT 14 0 0 0 0 0 0 0 0 0 0 
BIT 15 0 48 0 0 0 0 0 0 0 0 
BIT 16 1 0 0 0 0 0 0 0 0 0 
BIT 17 0 0 0 0 0 0 0 0 0 0 
BIT 18 0 52 0 0 0 0 0 0 0 0 
BIT 19 0 0 0 0 0 0 0 0 0 0 
BIT 20 0 0 0 0 0 0 0 0 0 0 
BIT 21 0 47 0 0 0 0 0 0 0 0 
BIT 22 0 50 0 0 0 0 0 0 0 0 
OIT . 25 0 0 0 0 0 0 0 0 0 0 
BIT 24 0 0 0 0 0 0 0 0 0 0 
BIT 25 0 0 0 0 0 0 0 0 0 0 
BIT 26 0 0 0 0 0 0 0 0 0 0 
SIT 27 0 0 0 0 0 0 0 0 0 0 
BIT 28 0 0 0 0 0 0 0 0 0 0 
BIT 29 0 0 0 0 0 0 0 0 0 0 
BIT 30 0 0 0 0 0 0 0 0 0 0 
BIT 31 0 0 0 0 0 0 0 0 0 0 
BIT 32 0 0 0 0 0 0 0 0 0 0 
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Abbildung 20 
INHALT DES COOEUHSETZERS 
------------------------
UD. I NO E X MERK~AL WERT LAENGE INZIOENZ ~ulNTER BAUM < BAUM) 
1 MOO 1 3 16 14 2 3 
2 IR 27 6 6 .3 4 5 
3 SUB 10 6 6 4 25 26 
4 ANTP 24 6 6 5 6 7 
5 K 13 6 6 6 15 16 
6 ADJ2 18 6 6 7 8 9 
7 E 78 6 6 8 11 12 
8 AOJ 1 17 6 6 ? 0 0 
9 ADV 19 6 6 10 0 10 
10 ADVN 20 6 6 11 0 0 
" 
ART 11 6 6 12 0 13 
12 I 31 6 6 13 0 14 
13 8 32 6 6 16 0 0 
14 11 N 4 3 16 21 0 0 
15 GR F 2 2 8 24 17 18 
16 KON K 21 6 6 17 z; 22 
17 IRPR 15 6 6 18 0 19 
18 IN F 8 6 6 20 0 20 
19 IV 4 3 11 34 0 0 
20 IHFl 9 6 6 22 0 0 
21 kAUS 3 3 16 H 0 23 
22 KON S 22 6 6 25 0 24 
23 KOMP 1 2 13 39 0 0 
24 LE 1 2 8 24 0 0 
25 PTZI 6 6 6 26 27 2B 
26 VRB2 3 6 6 27 37 38 
27 POSS 14 6 6 28 29 30 
28 S PR~ 26 6 6 29 33 34 
29 P 29 6 6 30 0 31 
30 PREP 2.1 6 6 31 0 32 
31 PE RS 12 6 6 32 0 0 
32 PRON 16 6 6 33 0 0 
33 HZ2 7 6 6 35 0 35 
34 sn I 3 11 36 0 36 
35 REH 13 6 6 38 0 0 
36 sr VS 3 3 11 41 0 0 
37 TEMP 2 3 16 37 39 40 
38 2 30 6 6 40 43 44 
H SUP 2 2 13 39 0 41 
40 VR8 I 6 6 42 0 42 
4 I SWV Z 3 11 41 u 0 
42 VR 81 2 6 6 43 0 0 
43 VRe 3 4 6 6 44 0 45 
44 ZERO 25 6 6 45 0 46 
45 V2 S 5 6 6 H 0 0 
46 0 6 6 46 0 0 
47 lOK 6 3 21 51 48 49 
48 10 1 3 15 59 50 51 
49 SI 1 2 7 72 66 67 
50 ATT 1 1 22 50 52 53 
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Abbildung 21 
INHALT DES CODE~HSET2ERS 
------------------------
LFD . INDEX /nRKHAL WERT LAENGE INZIDENZ POINTER BAUM < BAUM > 
51 KAll 3 3 21 6.l 59 60 
52 AKK 4 3 18 56 54 55 
53 F 1 5 3 10 57 56 57 
54 AK 1 2 12 67 1, 6 46 
55 AHR 4 3 5 76 46 46 
56 PAr 3 3 18 ~8 46 46 
57 F2 6 3 10 62 46 58 
58 HN 2 3 18 61 46 46 
59 IHP 4 3 15 60 61 62 
60 KJ 2 3 15 64 63 64 
61 Ik 6 3 18 69 46 46 
62 IP F 2 3 10 b6 46 46 
63 KAUS 5 3 21 65 46 46 
64 KJW 3 3 15 64 46 65 
65 LEER 7 3 21 70 46 46 
66 PER 3 3 10 73 68 69 
67 ~P 2 2 12 77 75 76 
68 HG 2 2 2 79 70 71 
69 PP 5 3 18 71 72 73 
70 HOD I 3 21 75 46 46 
71 hOH I 3 18 71 46 46 
72 PL 2 2 7 72 46 46 
B PQU 4 3 10 74 46 74 
74 PRE I 3 10 74 46 46 
75 lEK~ 4 3 21 78 n 78 
76 2P 2 3 5 80 80 81 
71 5P 3 2 12 77 46 46 
78 lEHP 2 3 21 78 46 79 
79 V6 I 2 2 82 46 46 
80 lP 1 3 5 81 46 46 
81 3P 3 3 5 81 46 82 
82 0 2 2 82 46 46 
83 H5 I 4 4 85 84 85 
84 AVK 5 3 9 86 86 117 
85 NS 4 4 4 87 93 94 
86 AN S 4 3 9 89 88 119 
87 DV 6 4 4 88 90 91 
88 AH 3 4 4 91 82 82 
89 AUES 2 3 9 90 82 ö2 
90 AVS 3 3 9 94 82 82 
91 EHS 2 4 4 93 82 92 
92 EST I 2 6 96 82 82 
93 KS 8 4 4 95 95 96 
94 SElE 1 3 9 94 97 98 
95 15 5 4 4 97 82 112 
96 NE ST 2 2 6 96 82 82 
97 PT 9 4 4 98 82 82 
98 5S 7 4 4 99 82 99 
99 0 4 4 99 82 82 
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Neben den Codierungsdaten, nämlich Wert, Länge 
und Inzidenz, werden den Merkmale n, die im Code-
umsetzer eingebracht sind, noch Strukturdaten 
zugeordnet, die das Codieren (über eine Baum-
struktur ) und das Decodieren (über eine Liste) 
beschleunigen helfen. Zu diesen Strukturdaten 
gehören Pointer, die in die Nähe der jeweils re-
levanten Infor mationen verweisen. Mit Hilfe die-
ser Pointer wird für jede Ebene der Teilketten-
aufbau der verschlüsselnden 32 - Bitketten sicht-
bar gemacht (siehe Abbildung 19, Spalten unter 
"Pointer zur 1. Inzidenz" ) . Daraus lassen sich 
Länge und Inzidenz der einzelnen Teilketten be-
stimmen. Aus einer verschlüsselnden 32 - Bitket-
te kann dann jede sinnvolle Teilkette entnom-
men we r den, das heißt: es kann der in der Teil -
kette niedergelegte Wert bestimmt werden. Der 
im Codeumsetze r enthaltene Pointer verweist nun 
auf das erste Merkmal, das zu der jeweiligen 
Klasse gehört. Stimmt der dort niedergelegte 
Wert nicht mit dem ermittelten überein, wird 
über den Listenverweis gegen das nächste Ele -
ment der Klasse verglichen , bis schließlich das 
zutreffende mnemonische Kurzwort gefunden ist. 
Wird beispielsweise die auf Seite 74 codierte 
Bitkette decodiert, etwa für die dritte Klasse, 
erhalten wir (siehe auch Abbildungen 19 bis 21) 
auf Ebene 2 den Bitabstand 10- 7 = 3 als Länge 
mit der Inzidenz 10. Es kann nun die Teilkette 
entnommen werden, sie liefert den Wert 3. Der 
Pointer verweist in die 53 - te Zeile des Codeum-
setzers, in der der Wert 5 ausgewiesen ist. 
Also wird über den Listenverweis (Spalte "Poin-
ter") weitergesucht: 
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Zeile Merkmal Wert Pointer 
L 
53 F1 5 57 
~ 
57 F2 6 62 
+ 
62 IPF 2 66 
~ 
66 PER 3 
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An dieser Stelle stimmt d er Wert mi t dem vo r lie -
genden übere in, also ist das zugehörige mnemoni -
sehe I<urzwort das Merkmal "PER". 
In dieser Weise ist also gewährleistet, daß die 
Decodierung einer verschlüsselnden 32 - Bitkette 
alle die mnemonischen Kurzwörter liefert, die in 
die Codierung eingegangen sind. Damit kann in 
der Parallelcodierung stets mit einer lesbaren 
Form der jeweiligen Information gearbeitet wer-
den, wobei dennoch eine maschinengerechte inter-
ne Darstellung vorliegt. 
4.3 S c h wie r i g k e i t e n 
der C 0 die run g 
bei 
Die Festlegung auf 32 Bits in der Parallelcodie-
rung setzt eine willkürliche, aus der verwende-
ten Rechenanlage resultierende Beschränkung. Es 
besteht nicht die Möglichkeit, diese Grenze zu 
überschreiten, es sei denn, es wird verändernd 
in die Programme eingegriffen. 
Solange nun eine Inzidenz keinen Wert größer als 
32 annimmt, bleibt das Verfahren problemlos. Erst 
wenn auf einer Ebene so viele Klassen definiert 
sind, daß die lineare Aufreihung der verschlüs -
selnden Teilketten über die 32 - Bitkette hinaus 
reicht, muß ein Weg gesucht werden, der das Ver -
fahren dennoch praktikabel macht. 
Eine erste Möglichkeit ist die Verteilung der 
Vielzahl von Klassen auf mehrere Ebenen. Dieser 
Weg ist der einfachste; allerdings muß hier 
schon berücksichtigt werden, daß ein Retrieval 
auf maximal 3 Ebenen zugleich zugreift. Es kann 
demnach sein, daß durch diese Verteilung der In-
formationszugr~ff zusätzlich noch eingeschränkt 
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wird. Auch die manuelle Erstellung einer Codie-
rung wird sich dabei erschweren: was eigentlich 
auf einer Lochkarte allein stehen sollte, muß 
jetzt nämlich auch verteilt codiert werden. 
Im allgemeinen wird es so sein, daß nur bestimm-
te Klassen fakultativer Merkmale inner halb einer 
Ebene sich a u f ein obligatorisches Merkmal x E M 
dieser Ebene beziehen und nicht alle zugleich . 
Das bedeutet : In einer verschlüsselnden 32 - Bit-
kette sind nicht immer alle Teilketten zugleich 
interessant, sondern ein Teil von ihnen besteht 
nur aus Null- Ketten . Seien xl' x 2' ... obligato-
rische Merkmale und a, b, ... Repräsentanten von 
Klassen fakultativer Merkmale auf einer Ebene, 
und seien beispielsweise folgende Beiordnungen 
an fakultativen Merkmalen mBglich: 
Xl · . a, b, d, e 
x2 · . a, b, c 
x3 · . a, c, e, f 
x 4 · . a, b, c, e 
dann läßt sich die lineare Aufreihung der ver-
schlüsselnden Teilketten in folgendem Schema be -
schreiben, wobei "x" die mBglichen Beiordnungen 
markiere: 
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a b c d e f 
xl x x x x 
x 2 x x x 
x 3 x x x x 
x 4 x x x 
Man wird bestr ebt sein, eine vollständige Ausnut-
zung aller Bits zu erreichen, ohne daß Stellen 
ohne Bedeutung verbleiben. Eine solche Verdich-
tung läßt sich mit . diesem Schema einfach organi -
sieren. Ohne Beschränkung der Allgemeinheit sei 
jeder Beiordnung a, b, ... , also jeder Klasse 
fakultativer Merkmale die gleiche Länge zugeord-
net. 
a b c d e f 
-~ 0 Xl x x . x 
X2 x x x 
~ 
--X3 x .v x . 
tc ~ 
-0 0 
?{4 )( x x . 4' ~ ~ 0 
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Man verfahre folgendermaßen: 
1. Man bestimme die Beiordnungen , die sich 
auf nur ein obligatorisches Merkmal be -
ziehen und fülle damit Lücken in der glei -
chen Zeile (ausgezogene Pfeile) . 
2. Man verfahre ebenso für Paare, Tripel usw . 
von Beiordnungen und fülle damit Lücken-
paare, usw. (gestrichelte Pfeile) . 
Damit erreichen wir eine Verdichtung des Schemas 
und also eine Reduktion der Anzahl der benötig -
ten Bits. In dem beschr iebenen Beispiel konnte 
dadurch das Schema um zwei Spalten (e und f ) ver -
ringert werden, nur eine Stelle bleibt naturge-
mäß unbesetzt : (x , d ) . 
Falls den Beiordnungen a, b, . . . verschiedene 
Anzahlen von Bits entsprechen, läßt sich dies 
bei dieser Verdichtung einfach dadurch berück -
sichtigen , daß jeder Beiordnung eine bestimmte 
Spaltenbreite in Abhängigkeit der für diese Bei -
ordnung nötigen Bits zugeordnet wird. Der Ver -
dichtungsvorgang muß dann beim Umordnen diese 
Breite berücksichtigen. 
Damit aber wird die Interpretation einer fakul -
tativen Beiordnung abhängig vom übergeordneten 
obligatorischen Merkmal. Der Codeumsetzer der 
Parallelcodierung enthält jedoch keine Daten, 
welche eine solche Interpretation zulassen. 
Dennoch können wir von diesem Verfahren Ge -
brauch machen, wenigstens von der zugrundelie -
genden Idee, nämlich dann, wenn die Verdichtung 
so gehandhabt werden kann, daß der Inhalt einer 
Spalte des Schemas vollständig in genau einer 
anderen Spalte untergebracht werde n kann und 
keine Auf teilung nach mehreren Spalten vorgenom-
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men wird. 
Bezogen auf die Klassifizierung des Merkmalsvor -
rats bei der Erstellung des Codeumsetzers heißt 
das, daß zwei oder mehr miteinander unvereinbare 
Klassen von Merkmalen zu einer zusammengefaßt 
werden, Der so resultierende Klassenumfang benö-
tigt in der Regel weniger Bits zur Codierung, 
als für die Codierung der Klassen im einzelnen 
verwendet werden müßten , 
Seien K1 und K2 zwei Klassen von Merkmalen, die 
nicht zugleich zutreffen können, und ihr Umfang 
sei k 1 und k 2 . Ohne Einschränkung der Allgemein -heit sei k1~ k 2 , Zu k 1 gibt es dann eine Zahl 
n1 derart, daß 
( . ) 
und analog ein n 2 für k 2 , Werden K1 und K2 zu 
einer Klasse K zusammengefaßt, die dann k 1+k Elemente enthält, sind zur Codierung dieser ~las­
se nur n 1+1 Bits nötig, 
Nach ( * ) gilt nämlich: 
ld k 1 ~ n 1 ld ~ logarithmus dualis 
ld k 1 + ~ n 1 + 1 
ld k 1 + ld 2 ~ n 1 + 
ld (2' k 1) ~ n 1 + 
und es ist k 1 + k252'k1, so nämlich war k 1 ge-
wählt, 
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Benötigen also K1 und K2 in getrennter VerschlUs -
selung zusammen n 1 + n 2 Bits, s.o sind, falls bei -de Klassen zusammengefaßt werden können, schließ-
lich höchstens max{n 1 ,n 2}+1 Bits nötig. 
Ein Beispiel illustriert das Verfahren: 
k 1 5 ~ n 1 3 
k 2 2 ~ n 2 2 
k 1 + k 2 7 ~ n 3 < 3 + 2 
Betrachten wir die Ebene 2 der Freiburger Codie-
rungen. Wir können annehmen, daß die Merkmale 
der Klassen 1 (Information zur Person) und 6 (Ka-
susinformation) sich nicht zugleich auf ein 
obligatorisches Merkmal beziehen können. Fassen 
wir diese beiden Klassen zu einer zusammen, re -
sultiert folgende Codierung der Klasse: 
Merkmal: 1P 2P 3P ANR NOM GEN DAT AKK PP IP 
Wert 2 3 4 5 6 7 8 9 10 
Länge 4 4 4 4 4 4 4 4 4 4 
Insgesamt werden damit nur 4 Bits zur Verschlüs-
selung benötigt, während die Auf trennung in zwei 
Klassen 3 + 3 = 6 Bits fordert. 
Falls also die konzipierte Klassifizierung eines 
Merkmalsvorrats auf einer Ebene zu Schwierigkei -
ten führt, läßt sich durch Zusammenfassung von 
Klassen, aus denen nicht zugleich Merkmale zutref -
fen können, im allgemeinen die Codierbarkeit er -
reichen. 
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Ein ähnlicher Ausweg bietet sich auch an, falls 
Klassen zusammengefaßt werden müßten, deren 
Merkmale aber zugleich zutreffen können. Man 
bilde eine Klasse, deren Elemente Paare von sol -
chen Merkmalen sind und belege die sich ergeben-
den Paare mit mnemonischen Kurzwörtern. Haben 
zwei Klassen k 1 bzw. k 2 Elemente, dann sind 
k 1 'k2 Paare möglich. Dabei werden nicht alle 
Paar.bildungen sinnvoll sein, wie etwa 
KONJUNKTIV + FUTUR 11 
so daß schließlich auch hierbei ein Merkmalsum-
fang resultiert, der weniger Bits zur Codierung 
benötigt, als wenn im einzelnen codiert würde. 
Für das obige Zahlenbeispiel ergibt sich in die -
sem Fall: 
n = 4 < 2 + 3 
In beiden Fällen wird von der Tatsache Gebrauch 
gemacht, daß mit wachsendem Merkmalsumfang die 
Anzahl der benötigten Bits nicht linear mitwächst, 
sondern nur logarithmisch (zur Basis 2). 
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5. DIE DATEN DER PARALLELCODIERUNG 
5.1 Aufbau 
ger 
der o a t e n t r ä -
Wie in der Einleitung aufgezeigt, bilden die Co-
dierungen zu einem Text einen eigenständigen Da-
tenpool . Diese Daten enthalten nicht den Text 
oder die codierten Textsequenzen selbst, son-
dern ermöglichen über die Positionsangaben den 
Zugriff au f die bezeichneten Sequenzen. So sind 
also zwei Datenträger zugleich zu betrachten . 
1) Der Text 
Die größte Einheit eines Textes, auf die eine 
Parallelcodierung zugreifen kann, ist de r Satz 
(Record ) , der aus einer beliebigen Zeichenfolge 
variabler Länge besteht, aber nicht mehr als 
5000 Zeichen enthält . Jedem Recor d sind zugeord -
net ein Längenzähler für den Record selbst und 
ein Folgezähler, der die Aufeinanderfolge der 
Records fortlaufend numeriert. Eine beliebige 
Anzahl von aufeinanderfolgenden Records bildet 
einen Text (File) . Der erste Record enthält nur 
3 Zeichen, die den Textschlüssel bezeichnen. Ein 
solcher Text ist im allgemeinen auf einem Mag-
netband gespeichert; dort können sich auch meh-
rere Texte als getrennte Files hintereinander 
befinden. 
2) Die Codierungen 
Eine COdierung, wie sie aus den Eingabedaten er-
zeugt wird, stellt sich dar als ein Record fester 
Länge mit folgendem Aufbau: 
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Satznummer; sie verweist auf den zuge-
hörigen Record des Textes 
· Ebenenindex der Codierung 
• Codierungsangabe als 32 - Bitkette 
• Anzahl relevanter Paare von Positions -
angaben 
• 6 Paare von Positionsangaben, die Anfang 
bzw. Ende von Textsequenzen des zugehöri-
gen Textsatzes bezeichnen . 
Die Aufeinanderfolge solcher Codierungen ist in 
der gleichen Reihenfolge wie der Text selbst 
sortiert, nämlich nach Satznummern. Innerhalb 
gleicher S"atznummern wird dann weiter nach den 
Ebenenindizes , für gleiche Ebenenindizes nach 
der ersten Positionsangabe sortiert. 
Werden nun Text und Codierungen zum Text zugleich 
bearbeitet, bewirkt das Auftreffen auf einen neu -
en Satz das Spulen der zweiten Datei auf diesen 
Satz, so daß immer Zusammengehöriges greifbar 
ist. 
5.2 D a t e n kom p a t i b i 1 i t ä t 
Da die Programme , die das System Parallelcodie-
rung bilden, alle in Fortran geschrieben sind, 
und zwar in einem Sprachumfang, der auf den 
meisten Anlagen entsprechender Größenordnung er-
klärt ist, genügt es, an dieser Stelle nur die 
Kompatibilität in den Daten zu betrachten. 
Die im Rahmen der Textcodierung erstellten Da-
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ten sind austauschbar überall dort, wo mit Spei-
cherwörtern zu 32 Bits gearbeitet wird. Schwie-
rigkeiten können sich ergeben, falis weniger 
Bits zur Verfügung stehen, wenn nämlich die vor -
hand~ne Anzahl die Codierung nicht erlaubt, weil 
eine Inzidenz darüberhinausgreifende Werte an-
nimmt. Tritt dieser Fall aber nicht ein, können 
Daten problemlos ausgetauscht werden, ebenso 
auch, falls auf einer anderen Rechenanlage mehr 
als 32 Bits im Speicherwort zur Verfügung stehen . 
In beiden Fällen aber, in denen die Bitanzahl 
nicht übereinstimmt, ist für die Datenübernahme 
eine Umcodierung erforderlich. Die unformatiert 
gespeicherten Daten müssen formatiert aufberei -
tet werden, bevor sie beim Empfänger wieder un-
formatiert umgesetzt den Verarbeitungsprogram-
men zugeführt werden können . 
Die anzustrebende Kompatibilität stellt damit 
im wesentlichen nur Forderungen an die Lesbar-
keit formatiert beschriebener Datenträger . 
Die folgende Abbildung 22 stellt die Anzahlen 
der Bits pro Speicherwort für einige RecHenan-
lagen gegenüber . (D ie Ubersicht ist selbstver-
ständlich unvollständig und die Auswahl subjek-
tiv. ) 
5.3 U P d a tin g 
run gen 
von C 0 die -
Wir gehen davon a u s, daß der zu codierende Text 
in einer endgültigen Fassung vorliegt. Sonst 
nämlich müßte im Fall von Veränderungen am Text, 
welche in die Numerierung der Records eingrei -
fen oder die Aufeinanderfolge der Zeichen inner -
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?>bbildung 22 













TR 440 48 (W) 
3100 - 3500 U1A STER) 48 (w) 
CYBER 72 - 76 60 (W) 
10070 ( I R I S 50/8q) 32 (vI) 
/360, /370 32 (B) 
7090/94 36 (\11) 
1900 24 (w) 
10/40 - 70 36 (w) 
4004/35 - 151 32 (B) 
9400 40 (B) 
1106 - 1110 36 (\n 
ZUGR I FF KANN AUF EIN EIN ZELNES 
BYTE ERFOLGEN (BYTE - MASCHINE) 
W -= ZUGR IFF ERFOLGT AUF DAS GANZE 
SPEICHERWORT (WORT - MASCHINE) 
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halb eines Records - durch Streichen oder Einfü-
gen - betreffen, zugleich die Codierung auf den 
neuen Stand gebracht werden, da dann der Bezug 
zum Quelltext nicht mehr fehlerfrei möglich ist. 
Codierungen nun, die zu einem Text erstellt wer -
den, können formale und inhaltliche Fehler ent-
halten. Eingabedaten mit formalen Fehlern werden 
durch das die Daten aufnehmende Programm PC- 30 
mit einer entsprechenden Fehlermeldung abgewie -
sen. Diese Daten hinterlassen keine Spuren auf 
dem Trägermedium, auf dem die übrigen, formal 
richtigen Codierungen in intern verschlüsselter 
Form gespeichert werden. Ein solches Trägerme -
dium, im allgemeinen ein Magnetband, nennen wir 
Generierungsfile (GENFIL ) . Die formal richtigen 
Codierungen, die es nach einer Datenaufnahme 
enthält, werden im Output des Programms PC - 30 
(siehe Abbildungen 12 und 13) numeriert wieder-
gegeben, wobei die ausgewählte Textsequenz als 
Klartext und nicht über Positionsangaben mit-
gelistet wird. Bevor nun zum gleichen Text wei -
tere Codierungen aufgenommen werden können, muß 
dieser Output bearbeitet werden, das heißt, die 
erfaßten Codierungen müssen auf inhaltliche 
Fehler geprüft werden. 
Dabei werden die Nummern fehlerhafter Codierungen 
in einem Ablochschema (siehe dazu Anhang I) ge -
sammelt; formal falsche Codierungen brauchen 
hier natürlich nicht berücksichtigt zu werden, 
ihnen ist auch keine fortlaufende Nummer zuge -
ordnet. Das Programm PC-40: LÖSCHEN UND INVEN -
TARISIEREN VON CODIERUNGEN übernimmt nun die so 
gesammelten Nummern und überträgt den Inhalt von 
GENFIL in einen Stammfile (STMF IL) für Codie-' 
rungen zu dem bearbeiteten Text, wobei die durch 
ihre Nummern als fehlerhaft ausgewiesenen Codie-
rungen übergangen werden. 
Dabei werden zu übernehmende Codierungen mit 
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eventuell bereits vorhandenen so zusammenge-
mischt, daß die schon beschriebene Sortierung 
resultiert . Ist der STMFIL erstellt, so kann 
mit diesem Datenbestand und dem dazugehörigen 
Text gearbeitet werden . 
Sind die Codierungen von GENFIL nach STMFIL 
übertragen, können weitere erstellt werden, ins -
besondere werden die als formal falsch abgewie-
senen in korrigierter Form neu eingespielt. Die 
folgende Abbildung 23 beschreibt den sich erge-
benden Kreislauf am Beispiel der Codierung de s 
Textes TXT. 
Ist schließlich eine letzte Ubertragung von 
GENFIL nach STMFIL erfolgreich abgeschlossen 
(si e muß auch dann stattfinden, wenn keine in-
haltlichen Fehler vorliegen), und werden keine 
weiteren neuen Codierungen mehr erstellt , ent-
hält STMFIL alle Codierungen zum Text. 
Es kann der Fall eintreten, daß auch ein STMFIL 
inhaltlich fehler hafte Codierungen enthält, die 
bei einem Korrekturvorgang übersehen wurden . 
Mit Hilfe des Pr ogramms PC - 50 : DECODIEREN UMGE -
WANDELTER CODIERUNGEN erzeugt man dann ein Pro-
tokoll eines STMFIL, das a lle je erfaßten Co-
dierungen numeriert wiedergibt (siehe Abbil-
dung 24). Die Nummemder fehlerhaften Codier un -
gen können dann ebenfalls dem Programm PC - 40 
zugeführt werden, das in diesem Fall lediglich 
den Inhalt des alten STMFIL, allerdings ohne 
die beanstandeten Codierungen a u f ein neues Band 
überträgt, ohne daß sortiert und gemischt wird . 
Nach dieser Ubertragung enthält das neu erstell -
te Band das Etikett STMFIL zum Text, die alte 
Datei ist damit gelöscht. Selbstverständlich 
kann ein STMFIL immer wieder erweitert werden 
und zwar für Codierungen auf all den Ebenen, die 
in einem Codeumsetzer manifestiert sind. 
ERFASSE N, LOESCHEN UND INV EN-
TARI S I EREN VON COD I ERUNGE N. 




Kont ro 11 e & I 
Aufnahme ~ 
==> ==> 
Protoko ll & 
formale Feh-
l e r 
GE NFIL 
TXT 
inha l t li -
c he Feh- I '0)1 
1 e rko r -
__ I # ~ •• -
) 






ventar i s i e r 
I 
~ 











PARALLELCJDlEAU"': ABOQIJCr. DES STAP't"8ANClES ZU lICi. SEITE: 
SA Tl - III LI"flER: 
•••••••• das M.up1.hngvebt.t für Sch.ertft~ch. tQ %. "lttcl •• er46 .Z Lhqt olgentlich t n d"r z+ Str.&e ... on "0 •• l n.Q9 .Z _ 
LFD . NIl "EA U1A lE 
1 .SPR ... 
2 .ART • 
3 ·SUI!I • 
• .P::r! EI'-5 ·SLl8 • 
• .PQ:EP • 7 ·z 
e ·SUB • 
9 'Z 









17 .Sl,JB _ 
18 -oS .AUES-
SAT1-IHWI"ER: 
SO N TEXlSEQUENZ 
X ;I:~::':- • •• 
d .. 
"lI.upt fAn9geb ht 
f ür 
Sch.crt. fi sc"o 
Im 
"1 ttl! IQcor46 
_z 
ll e.~ t 




S t r.lSa 
.on 
MeGS f no09 
das Hllupt i llnggeb l ctt fOr Schw.rtfhche fQ ::- " ittelCle o r46 .Z Uogt 
olgontlfcl'l i n dar 1'. Str.8. \Ion 'h u i no09 .Z _ . 
:::tll haben dlo ItaUenor aln. :.hr groß. f l sc ha r.tZ6 und auch !ll nr slthr t nttr. :o •• nl. fhcheroU9 __ 
LfD . IIIR MERIMAlE 
19 ·I\DY • 
20 .V~8 -SWW • 
21 .UT • 
22 ·SUB • 
23 .AAT • 
24 .ADV • 
25 .ADJZ· 
1- ·5:U8 • 
n .r:OPrlK-
28 • .,ov • 
29 .AIIT • 
30 _~Oy • 
31 ·'DJZ· 
32 -SUB· 
33 -., ·lOK • 
34 -VG -3. -.l 
35 +os · "UES. 
.PAE . ID + 
SO N TEXTSEClUENl 
d. 
hobtn 
d i e 










F i utlere i 09 
d. 
h~hen 
d lt hat)~n die ltolipner ~tne :o .hc- große Fhch.rei26 und ouch e i net a. 














Das Programm PC - 50 kann auch dazu verwendet wer -
den, eine Liste erfaßter Codierungen für den 
eigenen Gebrauch zu erstellen: es liefert alle 
gesammelten Codierungen mit den zugehörigen Text-
sequenzen. 
Soll nur eine Auswahl, beschrieben durch Ebenen-
indizes, geliefert werden, steht das Programm 
PC - 51 : DECODIEREN UMGEWANDELTER CODIERUNGEN AUF 
AUSGEWÄHLTEN EBENEN zur Verfügung. Auch diese s 
Programm belegt jede Codierung mit ihrer zugehö-
rigen Nummer und zwar bezogen auf den ganzen Be-
stand . 
5.4 U m c 0 die ren z u ver ä n -
der t e m C 0 d e ums e t zer 
Wird ein Codeumsetzer geändert, nachdem bereits 
Codierungen erstellt sind, ist es im allgemeinen 
notwendig, diese Codierungen anzupassen, damit 
sie schließlich durch den neuen Codeumsetzer in-
terpretiert werden können. 
Falls nur einige Merkmale hinzugefügt werden, 
kann es sein , daß sich die Veränderung des Code -
umsetzers nicht auf die Interpretierbarkeit der 
Codierungen auswirkt, dann nämlich, wenn sich 
die Länge und damit die Inzidenz für die einzel-
nen Klassen nicht geändert hat . Die Länge bleibt 
erhalten, wenn auf der alten Anzahl benötigte r 
Bits auch die Merkmale mit dem neu sich ergeben-
den Merkmalsumfang verschlüsselt werden können. 
Beispiel: 5 Merkmale benötigen zur Verschlüsse-
lung 3 Bits, erst für 8 Merkmale muß noch ein 
weiteres Bit hinzugezogen werden. Also können 
noch 2 Merkmale in die Klasse aufgenommen werden, 
ohne daß ein Umcodieren erforderlich ist . 
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Dazu aber muß auch die Belegung der Merkmale mit 
einem Wert, wenigstens für die bereits vorhande-
nen, erhalten bleiben. Das wird dadurch erreicht, 
daß neu aufzunehmende Merkmale in der zutreffen-
den Klasse auf die bereits vorhandenen aufge-
reiht werden und die Reihenfolge der vorhande -
nen unverändert bleibt. 
Beispiel: 
Codeumsetzer alt: Merk - Wert Länge Inzi -
mal denz 
M1 3 10 
M2 2 3 10 
M3 3 3 10 
M4 4 3 10 
M5 5 3 10 
Erweitern um die Merkmale N1 und N2 liefert: 
Codeumsetzer neu: Merk - Wert Länge Inzi -
mal denz 
M1 3 10 
M2 2 3 10 
M3 3 3 10 
M4 4 3 10 
M5 5 3 10 
N1 6 3 10 
N2 7 3 10 
Dieser neue Codeumsetzer wird durch das Pro-
gramm PC-12: VERÄNDERN EINES CODEUMSETZERS er-
stellt, das den alten Codeumsetzer in einer Sy-
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stemdatei reserviert. Das Protokoll der neu er-
haltenen Codierung wir d dann mit der alten Co-
dierung verglichen. Haben sich Länge und Inzi-
denz für die einzelnen Klassen nicht verändert 
und ist den alten Merkmalen noch der gleiche 
Wert zugeordnet, kann ein Umcodieren entfallen 
und die Systemdatei wird wieder freigegeben. 
Andernfalls aber müssen a lle Codierungen, die 
sich auf den alten Codeumsetzer beziehen, durch 
das Programm PC - 60: UMCODIEREN FÜR NEUEN CODE -
UMSETZER bearbeitet werden. Eingabedaten für 
dieses Programm sind alle vorhandenen STMFIL zu 
Texten . Diese Dateien werden in neue STMPIL co-
piert, wobei die einzelnen Codierungsangaben 
dem neuen Codeumsetzer angepaßt werden. Ein Um-
codieren ist allerdings nur für die Ebenen er -
forderlich, in deren Merkmalsvorrat verändernd 
eingegriffen wurde. Diese Ebenen werden dem 
Programm mitgeteilt . Merkmale, di e im alten Co-
deumsetzer enthalten waren, aber im neuen nicht 
mehr a ufgeführt sind, werden nicht übernorrunen, 
so daß auf diese Weise auch das Löschen von 
Merkmalen möglich ist . 
Will man von vornherein die Erweiterung eines 
Codeumsetzers in Betracht ziehen, empfiehlt es 
sich, Merkmale unter Pseudonamen in den Code um-
setzer mit aufzunehmen. Natürlich kann dies nur 
soweit geschehen, wie es die Kapazität des Code-
umsetzers zuläßt. Sind dann im Rahmen der fort-
schreitenden Arbeit relevante Merkmale gefunden, 
wird der Codeumsetzer durch PC - 12 neu erstellt, 
wobei an die Stelle der Pseudonamen die mnemo-
nischen Kurzwörter der neu vereinbarten Merkma-
le treten, aus deren Anzahl jetzt keine Verän-
derung in Länge und Inzidenz einer Klasse re -
sultiert . Demnach entfällt ein Umcodieren, eben-
so kann die Systemdatei sofort freigegeben 
werden. 
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Beispiel: Im ersten Ansatz der Freiburger Codie -
rungen auf Ebene 2 für die Klasse 6 (Kasusinfor -





vorgesehen, eine Erweiterung um etwa zwei ent-
sprechende Merkmale aber in Betracht gezogen. 







ein Codeumsetzer so erstellt, daß in jedem Fall 
nachträglich geändert werden kann. Ein folgender 
Ansatz enthält dann schließlich die Merkmale, wie 
sie in Abbildung 3 aufgeführt sind. 
In der Regel liegt, wenn der Einsatz der Paral-
lelcodierung geplant ist, ein durchdachter Merk-
malsvorrat zugrunde. Das Beispiel sollte ledig-
lich zeigen, daß Parallelcodierung auch bereits 
auf einer Primärstufe durchgeführt werden kann, 
bei der das Erkennen aller Phänomene zugleich 
Arbeitsergebnis ist. Die Variabilität des Ver-
fahrens unters tützt diese Arbeitsweise. 
Auf dies~ W.e.ise kann auch die Namensgebung für 
schon definierte Merkmale geändert werden, da 
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ein STMFIL zu einem Text nicht die Namen der 
Merkmale, sondern die interne Verschlüsselung 
enthält. Ein Decodieren des STMFIL liefert 
nach einer Umbenennung dann die Merkmale unter 
ihrem neuen Namen. 
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6 . RETRIEVAL-VERFAHREN 
Bis zu dieser Stelle wurde die Parallelcodie -
rung als ein Verfahren zur Erfassung und Spei -
cherung von Informationen zu Texten beschrie -
ben. Sinnvollerweise muß der folgende Teil das 
Retrieval, also die Zugriffsmöglichkeiten a uf 
die gespeicherten Daten, behandeln . 
Es gibt eine Vielzahl linguistischer Fragestel-
lungen, fUr deren Bearbeitung die UnterstUtzung 
durch ein solches Retrieval - System von Nutzen 
ist. Zu statistischen Untersuchungen (als 
Selbstzwe ck oder z. B. als Grundlage fUr didak-
tische Applikationen) liefert das System Daten 
Uber die HMufigkeit von EinzelphMnomenen oder 
von Kombinationen, Daten Uber Korrelationen von 
Merkmalen und Daten zur Erforschung und Ermitt-
lung von Kenngrößen zu Texten. Strukturanalysen 
syntaktischer oder semantischer Natur (von der 
Entwicklung von Wortstellungsregeln und Umge -
bungsanalysen bis hin zu komplexen inhaltsbezo-
genen AbhMngigkeitsstrukturen) gehören eben-
falls zum Anwendungsspektrum des Retrieval - Sy-
sterns mit Hilfe der Parallelcodierung. 
6.1 Die 
g r i 
Log 
f f e n 
i k von S u c h b e -
Die automatische Bearbeitung von Fragestellungen 
setzt die Möglichkeit des Zugriffs zu den rele -
vanten Informationen voraus. Das System enthMlt 
in seiner derzeitigen Fassung zwei Programme, 
welche den parallelcodierten Informationspool 
und den zugehörigen Text fUr Fragestellungen 
öffnen. 
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Die Suchanfrage, die den Zugriff steuert, kann 
man sich allgemein so formuliert denken: 
"Gesucht wird eine Textsequenz, die sich durch 
folgende Eigenschaften auszeichnet: ...••. . . " 
Die geforderten Eigenschaften werden dabei mit 
Hilfe der mnemonischen Kurzwörter formuliert, 
setzen sich also aus einzelnen Merkmalsbeschrei -
bungen zusammen, die zu einem "Suchbegriff" ver -
bunden sind. Wir wollen an dieser Stelle die mög-
lichen Verknüpfungen der Bausteine eines Suchbe-
griffs betrachten. Dazu verwenden wir die Be -
griffe der Aussagenlogik: und (A ) , oder (V ) , 
nicht (-r). 
Im einfachsten Fall enthält ein Suchbegriff nur 
ein Merkmal a. Soll eine Suche Erfolg haben, wenn 
eine Textsequenz durch dieses Merkmal ausgezeich-
net ist, verbinden wir a mit der Forderung "MIT" 
(selektives Suchverfahren) , andernfalls mit der 
Forderung "OHNE" (restriktives Suchverfahren) , 
wenn also nur die Textsequenzen zutreffen sollen, 
die nicht dieses Merkmal enthalten. Ein Suchbe-
griff, beispielsweise 
KJ (MIT) führt auf Sequenzen, die im Kon-
junktiv stehen, und 
KJ (OHNE ) auf alle anderen. 
Das folgende Beispiel soll die Schreibweise dar -
stellen und ihre Interpretation erklären: 
a,b, .•. ,X(MIT) 
-+{t;aAbA •.. AXA"'UA"1VA' ..• A'Z} (*) 
u , v , ... , z (OHNE) 
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Die linke Seite spezifiziert dabei Merkmale a, 
b, •.• , z , die beschrieben werden können durch 
mnemonische Kurzwörter, und ordnet ihnen eine 
Forderung "MIT " oder "OHNE" bei. Sie bildet den 
Suchbegriff, wie er ähnlich für ein Retrieval 
formuliert wird. Den Pfeil, der auf eine Menge 
verweist, verstehen wir dann als " führt auf " 
oder · " liefert " . Die rechte Seite beschreibt 
schließlich das Ergebnis des Suchvorgangs: die 
Menge aller Textsequenzen (oder Sätze ) t, für 
die es Codierungen gibt , die zuqleich (a~b~ 
... ~x ) enthalten, nicht aber ( u~v~ . . . ~z) 
Um die möglichen Formen eines Suchbegriffs ken -
nenzulernen und zu untersuchen , welche Implika-
tionen diese nach sich ziehen , betrachten wir 
zuerst den einfachen Fall, daß nur drei Merkma -
le angegeben sind , die alle auf ver-
s chi e den e n E ben e n liegen. 
Welche Forderungen mit den einzelnen Merkmalen 
verknüpft sind, ist an dieser Stelle gleichgül-
tig. Es soll hier lediglich auf die Relationen 
zwischen den Ebenen ankommen. 
Die Balken der nachfolgenden Figur mögen einen 
Text- Record bezeichnen, der mit irgendwelchen , 
den Text bildenden Zeichen ausgefüllt ist. Di e 
Figur enthält dreimal den gleichen Record, je-
weils von verschiedenen Ebenen aus betrachtet. 
Die schraffierten Stellen markieren dabei Text-
sequenzen , die durch Codierungen belegt sind, 
die das für die jeweilige Ebene angegebene Merk -
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Ein solcher Record erfüllt dann alle Forderun-
gen, wenn der Durchschnitt für alle auf den 
einzelnen Ebenen produzierten Textsequenzen 
nicht leer ist (ohne Einschränkung der Allge-
meinheit seien die angegebenen Merkmale von 
der Forderung "MIT" begleitet): 
a l (MIT) 
a2 (MIT) 
a 3 (MIT) 
Und schließlich: 
t; a l } 
t; a 2 } 
t; a 3} 
für die erste Ebene 
für die zweite Ebene 
für die dritte Ebene 
Die Forderungen zu mehreren Ebenen werden also 
durch das logische UND verknüpft. 
Soll eine Menge, etwa (t; a l v a 2} gefunden 
werden, die Forderungen also in wenigstens 
einem Falle erfüllt sein, kann aufgelöst ~erden 
nach: 
In dieser Form können die auf der rechten Seite 
enthaltenen Mengen in zwei getrennten Suchläu-
fen gefunden werden, falls man nicht wie weiter 
unten beschrieben vorgehen will. (Es wäre pro-
blemlos, die zutreffenden Programme dahingehend 
zu erweitern, daß diese Form, oder auch 
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(t; a 1 va 2 va 3} 
(t; a 1 va 2"a3} 
(t; a 1"a 2 va 3} 
(t;a 1} U(ti a2} U(t;a 3} 
(t;a 1} U (tia2} n (tia3} 
(ti a 1} n (ti a 2} U (ti a 3} 
in einem Durchgang bearbeitet würden, aller -
dings reicht hierzu der Kernspeicherbereich auf 
der verwendeten Anlage nicht aus.) 
Im zweiten Schritt betrachten wir die Produk-
tionen eines Suchbegriffs für eine ein -
z e 1 n e E ben e. Dabei gehen wir zu-
erst davon aus, daß die aufgeführten Merkmale 
a, b, ..• alle aus ver s chi e den e n 
K 1 ass e n stammen, wobei es gleichgültig 
ist, ob es sich jeweils um ein obligatorisches 
oder ein fakultatives Merkmal handelt. 
a (MIT) -+ (t; a} geliefert werden alle 
Textsequenzen, für die 
das Merkmal a zutrifft. 
a, b, ... , x (MIT) -- (t i a " b " •.. " x} 
liefert dann in Erweite-
rung alle Textsequenzen, 
für welche die angegebe -
nen Merkmale zugleich zu-
treffen. 
a (OHNE) -- (t; 'a} 
a, b, ••• , x (OHNE) -- (t; '(a"b" ... "x)} 
schließt das Zutreffen 
der angegebenen Merkmale 
aus, liefert demnach die 
Sequenzen, für die belie-




Eine Verknlipfung wie in (~) ist damit als ·simul-
tanes Zutreffen aller Forderungen erklärt. 
Sind zwei Merkmale a und b nun E 1 e m e n t e 
der seI ben K 1 ass e, ist ein 
Suchbegriff der Form 
a, b (MIT) 
sinnlos, da in einer Codierung nicht zwei Reprä-
sentanten einer Klasse zugleich enthalten sein 
können. Die Form 
a , b (OHNE) 
dagegen ist durchaus sinnvoll. Durch sie werden 
nämlich lediglich bestimmte Merkmale ausge -
schlossen, so daß andere Merkmale der Klasse 
durchaus zutreffen können. 
Seien ml' m2 , ... mk alle Merkmale einer Klasse 
und nl' n2 ... ni (i<k) eine Auswahl aus ihnen . 
Durch Umnumerieren erreichen wir n 1=ml' n 2=m 2 , 
usw. Dann gilt: ' 
Damit ist also auch die Adjunktion von Merkma-
len möglich . 
Ein erstes Beispiel aus den Freiburger Codierun-
gen illustriert diesen Fall: Es sollen alle Ver-
balgruppen, die im Futur stehen, gesucht werden. 




Die folgenden Suchbegriffe sind Beispiele zur 
Verdeutlichung des oben Gesagten . Sie bedienen 
sich ebenfalls der im Freiburger Codeumsetzer 
enthaltenen Merkmale. 
a: EBENENAUSWAHL 01/03 
01: MIT +KONS+TEMP+ 
03: OHNE +SELE+ 
Geliefert werden Sätze mit subordinieren-
der temporaler Konjunktion, die nicht in 
" semantisch leerem Tempus" stehen. 
b : EBENENAUSWAHL 01/02 
01: MIT +STVS+ 
02: MIT +ID + 
02: OHNE +PRE +F1 +F2 + 
Geliefert werden Sätze mit dem starken 
Verb "sein" im Indikativ Imperfekt, Perfekt 
oder Plusquamperfekt. 
c : EBENENAUSWAHL 02/03 
02: MIT 
03: MIT 
+VG +1P + 
+SELE+ 
Führt auf Sätze mit Verbalgruppen in der 
ersten Person, die in "semantisch leerem 
Tempus" stehen. 
Neben Merkmalen, die einen Text begleiten, soll 
aber auch der gleichzeitige Zugriff auf den Text 
selbst möglich sein. Dazu kann in einem Suchbe -
griff zusätzlich eine Wortform angegeben werden, 
die dann ebenfalls die Forderung "MIT" oder 
"OHNE " enthalten kann, je nachdem ob eine über 
die Merkmalsangaben ausgesonderte Textsequenz 
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diese Wortform enthalten soll oder nicht. 
Die Programme sehen auch eine Umsetzung der auf 
Lochkarten als dem Eingabemedium in Großschrei -




Es ist erforderlich, hierbei auch die Anzahl der 
Zeichen der Wortform anzugeben, da ein auf die 
Wortform folgendes Leerzeichen, falls es berück-
sichtigt werden soll, zu unterschiedlichen Er-
gebnissen führen kann. 
FISCH *(Länge 5) Fisch 
.... Fischfang 
-> Fischerei 
FISCH* (Länge 6) .... Fisch 
So enthält ein Suchbegriff schließlich Merkmale 
und möglicherweise auch eine Wortform, die mit 
bestimmten Forderungen verknüpft sind. Die Aus -
wahl der Merkmale, verbunden mit den gewünsch-
ten Forderungen, ihre Verteilung über maximal 
drei Ebenen und innerhalb der Ebenen über die 
einzelnen Merkmalsklassen erzeugt einen logi -
schen Ausdruck. Dann können Sätze oder Sequenzen 
gesucht und gefunden werden, die diesem logi -
schen Ausdruck genügen. 
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6.2 S atz - 0 r i e n t i e r t e s 
tri eva 1 
R e -
Das Programm PC - 70: SATZ RETRIEVAL liefert alle 
Sätze eines Textes, in denen sich ein vorgege -
bener Suchbegriff wenigstens einmal vollständig 
realisiert. Eine Kennzeichnung der zutreffenden 
Textsequenzen selbst ist dabei nicht möglich, 
ebenso erfolgt keine statistische Auswertung 
des Suchvorgangs . 
Der Suchbegriff wird folgendermaßen formuliert 
(siehe dazu Abbildung 25) : 
1: Einleitung eines Suchbegriffs (EBENENAUS -
WAHL) : 
Für den Parameter EBENENAUSWAHL werden bis zu 
drei Zahlen angegeben, nämlich die Indizes der 
Codierungsebenen, auf denen das Retrieval statt-
finde n soll. Nur Merkmale dieser Ebenen können 
im folgenden gewählt werden. 
2: Merkmalsauswahl: 
Für jede gewählte Ebene kann ein obligatorisches 
Merkmal angegeben werden. Zusätzlich kann die 
Forderung "OHNE" mit ihm verbunden werden, die 
bedeutet, daß für die zugehörige Ebene alle an -
deren obligatorischen Merkmale zutreffen dürfen, 
nur das angegebene nicht. Fehlt die Angabe "OH -
NE", wird automatisch "MIT" substituiert. Für 
jede Ebene können weiter bis zu 10 fakultative 
Merkmale mit der Forderung "MIT", und ebenso bis 
zu 10 fakultative Merkmale mit der Forderung 
"OHNE" angegeben werden. Die Merkmale werden da-






zusammengefaßt . Selbstverständlich müssen sie 
im Codeumsetzer enthalten sein . Es spielt le-
diglich die Zusammenfassung, nicht aber die 
Reihenfolge der einzelnen Merkmale innerhalb 
einer Rubrik oder die Aufeinanderfolge der Ru -
b r iken eine Rolle . Die Angaben in einer Rubrik 
werden auf einer Lochkarte mit dem zugehörigen 
Ebenenindex festgehalten. Wo keine Angabe vor -
handen ist, entfällt diese Karte. 
3 : Wortform: 
Angegeben werden kann eine Wortform aus maximal 
10 Zeichen. Ist ein Stern (.) vorangestellt, 
wird das erste Zeichen der Wortform nicht ver -
ändert. Die folgenden Zeichen we r den, ebenso 
auch das erste, falls kein Ster n vorhanden, in 
Kleinschreibung umgesetzt nach folgender Vor -
schrift: 








Alle anderen Zeichen bleiben unverändert. Das 
Zeichen * vor der Wortform entfällt für ~ (Ä) , 
=(ö) und "(U). Es kann eine Längenangabe gemacht 
werden. Fehlt sie, wird die vorliegende Anzahl 
der Zeichen als Länge genommen. 
4: Beendigung eines Suchbegriffs: 
Das Ende eines Suchbegriffswird durch die Zei -
174 
chenfolge "++++ " markiert. Danach kann ein wei -
terer Suchbegriff für die Anwendung auf den 
gleichen Text folgen. Wieviele Such läufe in die -
ser Weise nacheinander gestartet werden ist 
g leichgül Hg. 
Ein Suchbegriff wird demnach eingeleitet durch 
den Parameter EBENENAUSWAHL und durch ++++ abge -
schlossen. Die Anordnung der übrigen Daten da-
zwischen ist beliebig. Maximal können so 10 Ru-
briken (= Lochkarten) einschließlich einer ge ge -
benen Wortform eingebettet werden. Abbildung 25 
zeigt das Ablochschema in maximal ausgelegter 
Form für einen derartigen Suchbegriff. 
6 . 3 S tat ist i k - 0 r i e n t i e r -
t e s R e tri eva 1 
Genau wie beim Satz - orientierten Retrieval wird 
auch hier ein Text über die zugehörigen Codie -
rungen anhand eines formulierten Suchbegriffs 
durchsucht. Dabei kann allerdings über Optionen 
angegeben werden, welche Text - Ausgabe geliefert 
werden soll: zutreffende Sätze, zutreffende Se-
quenzen oder gar keine Text- Ausgabe. In diesem 
Programm, PC-71: STATISTIK- ORIENTIERTES RETRIE -
VAL, werden Zählungen vorgenommen. Eine Zählung 
kann sich dabei auf die zutreffenden Sätze be -
ziehen, und über die Anzahl der durchsuchten 
Sätze kann die relative Häufigkeit (in Prozent) 
der Realisationen des Suchbegriffs zum Text be -
rechnet werden. Eine Zählung ist weiter möglich 
für die Anzahl der Realisationen der Merkmale 
auf ein e r Ebene im Suchbegriff. Die Co-
dierungsebene, auf der diese Zählung stattfinden 
soll, wird als Zählebene bezeichnet. Es ist ge -
wöhnlich die Ebene, auf der das Hauptgewicht 
der Untersuchung liegt, wobei andere Ebenen nur 
zur weiteren Abgrenzung herangezogen werden. 
Eine Zählung auf Zählebene liefert die Anzahl 
'Abbildung 25 
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PC- 70: SATZ-ORIENTIERTES RETRIEVAL 
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der untersuchten Codier ungen auf dieser Ebene, 
sowie die Anzahl der Erfolge, und zwar für je-
den Satz einzeln, wie auch für den ganzen Text . 
Ein Suchbegriff mit den gewünschten Optionen 
wird folgendermaßen formuliert (siehe dazu Ab-
bildung 25): 
1: Einleitung eines Suchbegriffs: 
a : EBENENAUSWAHL : Hier wird, wie auch bei PC - 70, 
angegeben, zu welchen Ebenen Merkmale folgen . 
Es s i nd wiederum max i mal drei Ebenen zugleich 
spezifizierbar, und zwar durch ihre Ebenenin-
dizes. 
b: ZAEHLEBENE: Sie gibt den Index der Ebene an, 
auf der eine Zählung nach durchsuchten und 
zutreffenden Codierungen vorgenommen werden 
soll . Dieser Index darf nicht fehlen und muß 
auch unter den bei EBENENAUSWAHL aufgeführten 
enthalten sein. 
c: AUSGABE: Hier können vier verschiedene Formen 
eines Retr ieval- Protokolls gewählt werden. 
AUSGABE=O Es wird lediglich der erfaßte Such-
begriff, sowie eine Statistik des 
Suchlaufs nach seiner Beendigung 
gegeben. 
AUSGABE=1 Es wird die vollständige Textausga-
be gegeben, und zwar 
Protokoll des Suchbegriffs 
alle Sätze, in denen sich der 
Suchbegriff wenigstens einmal re -
alisiert 
zu jedem Satz das Ergebnis der 
Zählung auf Zählebene, und zwar 
mit Satznummer, Anzahl der Codie-
rungen auf Zählebene, sowie An-
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zahl der Erfolge unter ihnen 
Statistik des Suchlaufs nach Be-
endigung des Retrieval zu dem 
Suchbegriff . 
AUSGABE=2 liefert die gleichen Protokollteile 
wie AUSGABE=1, allerdings wird nicht 
der gesamte Textsatz abgedruckt, 
sondern lediglich jede zutreffen-
de Sequenz. 
AUSGABE=3 Diese Option schließlich liefert 
nur statistische Angaben: Zählergeb-
nisse auf Zählebene für zutreffende 
Sätze und Gesamtstatistik des Durch-
laufs. 
Unter der Statistik des Suchlaufs wird tabella-
risch zusammengefaßt: 
die Gesamtanzahl der durchsuchten Sätze, 
die Anzahl der zutreffenden Sätze, in denen 
sich der Suchbegriff also realisiert, und 
der daraus resultierende Prozentsatz des 
Erfolgs. 
die Gesamtanzahl aller auf Zählebene vor-
gelegenen Codierungen, sowie die Anzahl 
unter ihnen, auf welche die für diese Ebene 
angegebenen Merkmale zutrafen, und schließ-
lich der daraus resultierende Prozentsatz 
des Erfolgs . 
2: Wortform: 
Auf einer Lochkarte kann wieder eine Wortform 
angegeben werden, die in einer zutreffenden Text-
sequenz enthalten sein soll bzw. nicht sein darf. 
Soll der Suchbegriff keine Wortform enthalten, 
bleibt diese Karte leer, muß aber vorhanden sein . 
Eine Wortform kann maximal 15 Zeichen lang sein, 
die Zeichen werden wieder in Kleinschreibung um-
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gesetzt nach der gleichen Vorschrift, die auch 
für das Satz-orientierte Retrieval durch pe - 70 
gilt (siehe Seite109) . Wird nach der Wortform 
das Zeichen " * " angegeben, wird das ers1:e Zei -
chen in Großschreibung beibehalten . * entfällt 
wieder für !S) (Ä), = (ö) und "(Ü). Alle anderen, 
nicht in der Abbildungsvorschrift aufgeführten 
Zeichen werden unverändert übernommen. Für die 
Wortform muß eine Längenangabe gemacht werden. 
Positive Länge zeigt an, daß die Forderung "MIT", 
negative Länge, daß die Forderung "OHNE" gelten 
soll. Wie auch beim Satz - orientierten Retrieval 
k~nn durch die Längenangabe ein nachfolgendes 
Leerzeichen an die Wortform gebunden werden. 
3: Merkmalsauswahl : 
Für diese Form des Retrieval wird keine Unter -
scheidung nach obligatorischen und fakultati-
ven Merkmalen vorgenommen. So können Merkmale 
beliebig in den einzelnen Rubriken zusammenge-
faßt sein. Für jede unter EBENENAUSWAHL bezeich-
nete Ebene können zwei Rubriken auftreten: Merk-
male mit der Forderung "MIT " und Merkmale mit 
der Forderung "OHNE". Da maximal drei Ebenen zu-
lässig sind, können so bis zu 6 Rubriken in einem 
Suchbegriff enthalten sein . Eine Rubrik faßt die 
Merkmale einer Ebene zusammen, welche alle die 
gleiche Forderung stellen, und zwar bis zu 14. 
Die Angaben zu einer Rubrik werden formuliert 
durch 
Ebenenindex 
MIT oder OHNE 
gewünschte Merkmale 
Auch hier spielt die Anordnung der Merkmale in 
einer Rubrik, sowie die Aufeinanderfolge der Ru-
briken keine Rolle. Wo keine Angaben gemacht 
werden, wird a u ch keine Lochkarte erstellt. 
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4: Beendigung eines Suchbegriffs: 
Das Ende eines Suchbegriffs markiert die Zei -
chenfolge "* * * *" . Danach können weitere Suchbe-
griffe zum gleichen Text in beliebiger Anzahl 
folgen. Das Ablochschema in maximal ausgeleg-
ter Form ist ebenfalls in Abbildung 25 enthalten . 
Die folgenden Abbildungen zeigen die Er gebnisse 
eines Suchlaufs über einem Text. Es wurden da-
bei gesucht : Nominalgruppen im Singular, die 
nicht Präpositionalphrase sind, und ein Substan-
tiv, hier die Wortform "Fisch" enthalten. 
Abbildung 26 zeigt den Maschinenausdruck, wie 
er für alle Ausgabeformen gegeben wird. Diese 
Form erfährt keine Erweiterung für AUSGABE=O. 
Die Abbildungen 27 und 29 zeigen dann die zu-
sätzliche Ausgabe für die Parameterwerte 1, 2 
und 3 . 
Wäre im Suchbegriff als Länge der Wortform der 
Wert 6 angegeben, so wäre der Satz 53 allein zu-
treffend. Es liegt am Charakter der Freiburger 
Quelltexte, die zusätzlich Intonationszeichen 
enthalten, daß die Sätze 50 und 51 in diesem 
Fall nicht geliefert werden. 
EBENENAUSJAHl: 21 11 GI PROTOKOLL DES SUCHBEGRIFFS (PC- 71) 
PAkA~fTER: ZE= 2 ~U =L (fuer a lle Formen der Ausgabe) 
ZE ZAEHLEBENE 
AU AU SGABE 
WOllT FORM : F1 sch 5) 
EBENE 2( MIT ) "NG "SI .. .. .. .. .. .. + + .. + + .. + 
EBE IjE 2(O HNEl .pp • + • + • .. .. .. • + + + + + 
EBENE 1 Oll T ) ·SU!< ... + + + .. .. .. .. • + + + + + 
STATI STIK DES SUCHLAUFS 
STAT I STIK O~S SUCHLAUFS 
••• **.#** •• *~ •• ~*****2.**.. GES~HT fRFOLGr PR07ENT ( PC-71) 
DURCHSUCHTE S AET ZE ~5 7 8.24 















.p. und3 diese ;:. "'.lta4-Flsd,ertt .Z auf Scha.llH"tfisc:he5 Is eil)entltch .i n~ ZuhtlsH,c:he,.ei09 • 
COOlER~GE N AUF 2AEHLEeENE: 2:. DARAUS 1 ERFOLG CE) IN SATZ 
SATZ-NUft"ER: 33 
I habtn .fr erzüh\t27 ,. al,o dh letzte Fischerei wöre gr.usl1c:h 9tlftsC!nZ6 +' hitten '0 gut wh ntcht. b.to ••• nZ9 und vfr haben 
nun also angefangcn7 i. zu holen19 .1 • 
CDDIERUNGE"N AUF Z"EHLESENE: 3, OARAUS 1 ERFOLGCE' IN SATZ 33 
SATZ-NUMMER: 50 
.an läBt al.o den Ffsc:tl4 ,tet! aUItoben26 \Ia,.~uc:ht2f1 ." sobDld er setneS r. reh:e4 zteht36 etV4' n.l'I.r an, Boot "" 0 •• t 26 •• ,. 
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Sc:hltnge47 üb,r den Sd."'lIInz zu ziel'len?6 ... 1 t" und4 IIIH Hf lfe eine r wtnde4 den Fisch' herau.zuhohn09 +f • 
CODIERUNH N AUF ZAEHlEBENE: 5. DARAUS 1 ERFOLGtE) IN SATZ S1 
SAlZ-NUlIt .EI!: : 53 
da .üs!JO" al.o aUe Mann ,.an26 j. UIII d~n Fi seh rü berl'uholen26 .1 .. 
CDDIERUIUiE' AUF ZAEHLE8ENE: " IIARAUS 1 ERFOLG CE) IN SATZ 53 
SATZ-Nu""eR: 77 
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CODHRUNCiEN AUF ZAEPILEBEHE: 7. OARAUS 1 ERFOLG(n I,. SATZ 77 
SATZ-HU""EA: 61 
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TEXTPROTOKOLL FUER AUSGABE • 2 
SATZ-N UM MER: 4 
fj '1 diese 'z-t Halta4-Fischerel .. ~ 
COD IERUNG EN AUF lAEHLEBENE: 2 , DARAUS 1 ERFOLGeE) IN SATZ 
SATZ -NU~I NER : 33 
ff 1 die let zte Fischerei 
CODIER UNG EN AUF Z AEHLEßENE : 3 • DARAUS 1 ERFOLG eE) IN SATZ 33 
SA TZ - N U,.jt~E R : 5 0 
11 1 d e n FI sc hi, 
CODIE RUNG E~ AUF ZAEH lERENE: 5 , DARAUS 1 ERFOLGeE) IN SAlZ 50 
SATZ - NUMM ER: 51 
I1 1 d en.F I s c h 4 
CODI ERUNG EN AUF ZAEHLEBENE : 5 • DARAUS 1 ERFOlGee> III! SATz 51 
IJ 1 den Fis c I> 
COOl ER UNGEIj AUF ZAEtl LEB ENE: 1 • DARAUS 1 ERF OLG (E) IN SATZ 53 
SArz -NU'1ME~ : 77 
11 1 ei ne ziemlich se ltene Fi scherei26 
COOl ERUNGEN AUF ZAE~ILEBENE: 7 , DARAUS 1 ERFOLG (E) IN SATZ 77 
SATZ-NU~MER: 81 
11 1 diese Fischerei 
CODIERUNGEN AUF ZAEHLEBENE: 1 • DARAUS 1 ERFOLG{E) IN SATZ 81 
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' Abbildung 29 
PROTOKOLL FUER AUSGABE • 3 
COOlERUNGEN AUF ZAEH LEBENE : 2 o A RA U S ERFOLG(E) IN SA TZ 4 
CDDIERUNGEN AU F ZAEHLEBENE: 3 
· 
t.ARAUS ERFOLG (F) IN SATZ 33 
CODIEHUNGEN I\UF ZAEHLEBE~E : 5 
· 
DARAU S ERFOLG(E) IN SATZ 50 
COOl ER UNGEN AUF ZAEHLEBENE: 5 • DARAUS ER FO LG (E) IN SATZ 51 
CDDIERUNGEN AUF lAEHLfBENE : DARAUS ER FO L G (E) IN SATZ 53 
CODIERUNGEN AUF ZAEHLEBE~E : 7 DARAUS E RFO L G (E) IN SATZ 77 
CODJERUNGEN AUF ZAEH LEB ENE: 
• 
DA RA US ERFOLG(E) IN S AT Z 81 
1~ 
7. DATENSICHTUNG 
Kehren wir zurück zu der Strukturbaumdarstel -
lung auf Seite107. Eine derartige Darstellung 
ist nützlich und wertvoll, zeigt sie doch auf 
einen Blick alle Zusammenhänge, die innerhalb 
des Satzes für die einzelnen Ebenen wirksam 
sind. 
Wenn parallelcodierte Daten für einen Text vor-
handen sind, soll es auch die Möglichkeit geben, 
diese Zusammenhänge durch die Maschine sich auf-
zeichnen zu lassen. Hier aber setzen nun techni -
sche Schwierigkeiten gewisse Grenzen. 
Ein Schnelldrucker, der den Output für Text und 
Codierungen liefern kann, kann nicht zugleich 
die verbindenden Striche ziehen, über die der 
einzelne Bezug verfolgt wird, insbesondere dann 
nicht, wenn die zur Verfügung stehende Breite 
der Papier bahn eine nicht zu überschreitende Be -
grenzung setzt . 
Das Programm PC - BO : STRUKTURZEIGENDE TEXTAUFBE -
REITUNG erzeugt nun zu einem Text und den zuge -
hörigen Codierungen einen Ausdruck, welcher der 
Strukturbaumdarstellung angenähert ist. Di e Ab -
bildungen 30 und 31 zeigen zwei Beispiele eines 
derartigen Ausdrucks. Die linke Spalte enthält 
dabei den Text, wortweise untereinander aufge-
listet. Inhalt und Reihenfolge der restlichen 
drei Spalten ist beliebig wählbar. Sie liefern 
die Codierungen der einzelnen Sätze auf bis zu 
drei Ebenen für eine angebbare Ebenenauswahl. 
Sämtliche Codierungen zum Text auf diesen ausge -
wählten Codierungsebenen werden dann decodiert, 
wobei z usätzlich angegeben werden kann, welche 
Klassen von fakultativen Merkmalen berücksich-
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• PRE p. 
·AAf • 
·SUB • 
8 .ARJ • 
9 .PYZ"1.S1'l • 
10 . SUB • 
11 .YA9 .STY • 
12 .YAB .ST'I • 
13 .... Dy • 
14 .'O"". 
1S .... 0'1 • 
16 .... RT • 
17 ·SUfI • 
18 .PUP. 
19 .ART + 
20 .SUB • 
21 .... 0'1 • 
22 ."RJ • 
Z3 .Ult o. 
24 .... RT • 
25 .... DJZ. 
26 .SUB • 




3 1 .... OJ 1. 
32 ."DJ1. 
33 .... DV • 
34 .AAT • 
3S .PTZ 1.STV • 
36 ·SU8 • 
37 .INF .SWV • 
38 .YRS1.SWY • 
EBfNF 2 
SO .. H~Al:M"'LE 
, .he .S I 
2 "HIi .SI .. 
2 + 
2 + 
3 " Ne _SI 
, + 
3 + 
S .Y(j; -,. -SI 
6 .Yei +,. +51 
7 ... Ii 
7 + 
7 + 
8 ... Ii +51 
8 -9 .NG -S I + 
. -
9 + 
10 .NG + 
11 .HG -SI 
12 .HCii -SI 
1 2 • 
• 2 + 
13 .YG +,. +51 
14 .HG -SI + 
1S •• • ••• 
16 .1riI& -Pl + 
, .. 
'6 + 
17 .vG -30 +S[ 
17 + 
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EBE NE 1 
SQN KER~"'ALE 
1 .'ON'. 
2 +ADV • 
3 +PREP+ 
" .SUB + 
5 .PERS+ 
6 .YRS +STYS+ 
7 +PREP. LE . 
8 +ACV + 
9 ." DV + 
1 0 +SU8 + 
11 +AR' • 
12 .SUS • 
13 .VRS .STVS • 
14 • .l ew • 
1 5 +PREP+ 
1 6 .SUB + 
17 +kOHt:. 
18 +PEA:S+ 
1 9 .YRBZ+STYS+ 
20 .AOi • 





26 +SUB .. 
27 +YRS +S1V + 
28 .ART .LE 
29 .SUB + 
30 +ADY • 
EBENE 2 
saN "'ER~MALE 
1 .HG +SI • 
1 • 
+VG +3P .S1 +IPF +Ar. .ID ... 
'+HG +SI + 
5 +HG .$ 1 + 
5 • 
6 .YG +3p +Sl +lPF +A~ .10 + 
7 +HG + 
8 .HG +S) 
8 • 
9 +HG +$ I .. 
10 .YG +3P +SI +PQU +AIt +ID 
11 +HG + 
1 0 +vli .3P +SI +pau +A( +10 + 
12 .HG 
12 • 




1 .ss + 
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Ebenej das obligatorische Merkmal eine r Codie-
rung wird prinzipiell geliefert). Das Ergebnis 
der Merkmalsrückfindung wird dann als Folge 
mnemonischer Kurzwörter in der f ür die Ebene 
zutreffenden Spalte auf der Zeile angegeben, 
auf der die zugehörige Textsequenz beginnt. 
Zur eindeutigen Zuordnung erhält jede Codierung 
innerhalb ihrer Ebene eine Folgenummer (SQN ) zu -
gewiesen, die dann die vollständige Textsequenz 
begleitet, falls sie aus mehr als einem Wort be -
steht. Ist eine Textsequenz in mehrere Teile 
aufgespalten, wird für jeden einzelnen Teil un-
ter gleicher Folgenummer nochmals die Reihe der 
mnemonischen Kurzwörter abgedruckt . Wird also 
für den Beispielsatz von Seite 45 die Ebenenaus -
wahl 1 I 2 I 3 in dieser Reihenfolge getroffen, 
ergäbe sich folgendes Bild: 
Text Ebene 1 Ebene 2 Ebene 3 
Merkmale Merkmale Merkmale 
Wir 1 +PERS+ 1 +NG+ 1 P+PL+NOM+ +HS+AVS+ 
sind 2 +VRB2+STVS+ 2 +VG+1P+PL+PER+ID+AK+ + 
dann 3 +ADV+ 3 +NGfll'EMP+ + 
in 4 +PREP+ 4 +NG+SHPP+LOK+ + 
das 5 +ARr+ 4 + 1 + 
Brücken-
haus 6 +SUB+ 4 + + 
gekro-
chen 7 +PTZ2+STV+ 2 +VG+1P+PL+PER+ID+AK+ + 
Eine andere Ebenenau swahl, etwa 3 I 2 I 1, würde 
eine Umordnung der Spalten nach sich ziehen. In 
gleicher Weise lassen sich durch eine beschrän-
kende Klassenauswahl Merkmale unterdrücken, die 
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für die beabsichtigte Untersuchung nicht rele-
vant sind. 
Eine weitere Beschränkung muß hierbei in Kauf 
genommen werden. B-etrachten wir folgende verein-
fachte Darstellung (entnommen aus GRaSS - LENTIN: 
Mathematische Linguistik) : 
NP 
D N V 
I \ I 










Hier begleiten zwei Codierungen auf gleicher 
Ebene (Ebene 2) Teile ein und derselben Textse-
quenz. Dieses Problem kann von PC-SO nur da-
durch gelöst werden, daß die zuletzt ankommen-
de Information die vorherige überschreibt. So 
erhalten wir 
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SQN SQN SQN 
Die 0 NP S 
Oma 2 N 
pflückt 3 V 2 VP 
eine 4 0 3 NP 
ApY'ikose 5 N 3 
Daß dabei Information tatsächlich überschrieben 
wird, ist aus Abbildung 31 für die Ebene 3 er -
sichtlich. Die Codierung +SS + bezieht sich auf 
den ganzen Satz. Mit der Folgenummer 1 wird sie 
auch für den ganzen Satz eingetragen. Nachfolgen-
de Codierungen auf der gleichen Ebene überschrei -
ben Teile davon mit ihrer Folgenummer; an eini -
gen Stellen bleibt die 1 noch sichtbar. Daß es 
sich dabei um ein Uberschreiben handelt, kann 
allgemein daraus erkannt werden, daß die Folge 
der mnemonischen Kurzwörter mit Beginn einer 
neuen Folgenummer nicht mehr erscheint. 
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ANHANG I 
Anleitung zum Codieren und Ablachen 
1 • Codieren mit der Textvorlage aus PC - 20j21 
2. Das Ablachen aus der Codierungsvorlage 
3. Codieren mit der Textvorlage aus PC - 22 
4. Die Bearbeitung des Ergebnisprotokolls 
von PC-30 
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1. CODIEREN MIT DER TEXTVORLAGE AUS PC - 20/21 
Ein zu codierender, satz zerlegter Text wi rd mit 
dem Programm PC - 20 ode r PC - 21 als Ganzes ode r 
in einzelnen Teilen als Codierungsunterlage zur 
Parallelcodierung formularmäßig ausgedruckt 
(siehe Abbildung 6) . In die Vorlage können die 
Codie r ungen für bis zu vier Ebenen handschr ift-
lich eingetragen werden. Aus der Vorlage kann 
direkt abgelocht werden, ohne daß ein feldge -
rechtes Umschreiben auf ein Ablochschema für 
Daten notwendig ist. 
Die mit "ABLOCHUNTERLAGEN ZUR PARALLELCODIERUNG 
... TEXTSCHLUSSEL xyz ... SEITE nnn" überschrie-
benen Vorlagen gliedern sich in 6 Spalten: Die erste 
Spalte enthält fortlaufend untereinander die Text-
wörter eines Satzes, wie sie durch die Einschlies -
sung in Leerstellen erkannt werden. Spalte 2 nu -
meriert diese Wörter innerhalb des Satzes. Die 
Spalten 3 bis 6 dienen de r handschriftlichen Ein-
tragung der zutreffenden Codierungen auf den ge -
wünschten Ebenen. Mit Beginn e ines neuen Text -
satzes wird über den 6 Spalten eine Kopfzeile 
gedruckt, die diese Auf teilung beschreibt und zu -
sätzlich abzuloche nde Angaben enthält. Die in 
der Kopfzeile enthaltenen Daten umfassen: 
Textschlüssel (3 Zeichen ) 
. Satznummer (S - stellig) 
Ebenenindex 
Codeformat 
( 2- stellig) 
( 1-s tellig ) 
bereits vor-
gedruckt 
für jede Ebene 
anzugeben 
Die Vorlage stellt auf jeder Ebene zu jedem Wort 
ein Kästchen bereit, das zur Aufnahme der hand -
schriftlichen Codierungen .dient. Wo keine Codie -
rung zutrifft, bleibt dieses Kästchen leer. Eben-
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so wird nur ein Kästchen ausgefüllt, wenn eine 
Codierung sich auf mehrere Wörter zugleich be -
zieht. 
Eine Codierung setzt sich zusammen aus 
Codierungsangaben 
Positionsangaben. 
Die Codierungsangaben sind die Merkmalst r äger 
und bestehen aus Folgen von mnemonischen Kurz -
wörtern, die den zu codierenden Sachverhalt be -
schreiben und auf der zugehörigen Codierungsebe-
ne erklärt sind. Die Positionsangaben stellen 
den Bezug ~er Codierungsangaben zum Text her und 
beschreiben die zutreffende Tex tsequenz. 
Ein Kästchen der Vorlage wird also mit zwei Zei -
len beschriftet: die erste enthält die einzel -
nen mnemoni schen Kurzwörter, die durch Pluszei -
chen "+" voneinander getrennt werden, die z",ei-
te enthält Zahlenangaben , die Positionsangaben , 
wobei die einzelnen Zahlen durch I<ommata "," 
voneinander getrennt werden (siehe Abbildungen 
9 und 1 0 ) . 
Die Positionsangaben werden c harakterisiert 
durch das Code format , das darüber entscheidet, 
ob die zugehörige Textsequenz eine Zeichenkette 
(Wortbestandteil ) ist oder ob sie durch voll -
ständige Textwörter angebbar ist. Entsprechend 






Das Codeformat braucht innerhalb einer Codierungs-
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ebene nicht konstant beibehalten zu werden. Wird 
es für eine Codierung geändert, soll diese Än -
derung deutlich in dem zutreffenden Kästchen zu-
sätzlich eingetragen werden, weil dann für die -
se Angaben nicht schematisch abgelocht werden 
kann (siehe dazu Seite 146 oben. 
a: Positionsangaben f ür Wortketten (Code -
format 0) 
Prinzipiell können vier Fälle unterschi eden wer -
den: Di e Textsequenz besteht aus 
genau einem Wort 
einer zusammenhängenden Folge von 
Wörter n 
einer nicht zusammenhängenden Folge 
von Wörte r n 
dem ganzen Satz. 
Besteht die Tex tsequenz aus genau ein e m 
W 0 r t, wi r d als Positionsangabe der in Spal-
te 2 der Vorlage abgedruckte Wortindex angegeben, 
also eine einzige Zahl. 
Für eine z usa m m e n h ä n gen d e 
F 0 1 g e von Wörtern werden genau zwei Zahlen 
als Positionsangaben geschrieben, die durch Kom-
ma voneinander getrennt sind. Die se beiden Zah-
len geben den Index des ersten und letzten Wor~ 
tes der Textsequenz an, wie er aus Spalte 2 ent-
nommen werden kann. 
Die Positionsangaben für eine n ich t z u -
sam m e n h ä n gen d e F 0 1 g e von 
Wörtern aus beispielsweise n zusammenhängenden 
Gliedern bestehen aus genau n Paaren von Zahlen, 
wobei jedes Paar einen zusammenhängenden Bestand-
teil der Wortkette besc hreibt, und zwar wieder 
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durch den Index des ersten und letzten Wortes. 
Besteht ein Glied einer nicht zusammenhängenden 
Wortkette aus nur einem Wort, so muß für die-
sen Teil aus einem Wort der gleiche Wortindex 
zweimal erscheinen, damit die Angaben insgesamt 
paarig bleiben und die Eindeutigkeit gewähr -
leistet ist. Die einzelnen Zahlenangaben für 
die Wortindizes werden wieder durch Kommata von -
einander getrennt. Aus programmtechnischen Grün-
den sind höchstens 6 - g1iedrige Wortketten zu-
lässig. 
Bezieht sich die Codierungsangabe auf den 
g a n zen S atz, brauchen keine Posi -
tionsangaben gegeben zu werden. 
b: Positionsangaben für Zeichenketten (Code-
format 1) 
Die Positionsangaben für Zeichenketten bestehen 
grundsätzlich aus Zahlentripein. Der erste Wert 
in einem Tripel gibt den Wortindex an, bei dem 
beginnend die Zeichenkette gezählt wird. Der 
zweite Wert bezeichnet den Index des ersten Zei -
chens der Kette, vom Anfang des angegebenen Wor-
tes aus gezählt (Beginn der Zeichenkette) , der 
dritte Wert schließlich bezeichnet den Index des 
letzten Zeichens der Kette, ebenfalls vom Anfang 
des angegebenen Wortes aus gezählt. 
Ein solches Tripel bezeichnet somit genau eine 
zusamm~nhängende Zeichenkette, deren Grenzen auf 
den Beginn eines Wortes im Satz bezogen sind. 
Besteht eine Zeichenkette aus nur einem Zeichen, 
so sind die letzten beiden Zahlenangaben im Tri -
pel identisch, müssen aber vorhanden sein. Setzt 
sich die zu bezeichnende Textsequenz aus mehre-
ren, nicht zusammenhängenden Zeichenketten zu-
sammen, so bestehen die Positionsangaben aus so 
vielen Tripein, wie die Zeichenkette Glieder 
enthält . . 
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Die Gesamtanzahl k de r in den Pos itionsang a ben 
ge ge benen Za hlen, die durch Kommata voneinander 
ge t r ennt sind, ist somit in jedem Fall durch 3 
teilbar. Aus programmtechnischen Gr ünden sind 
höchstens 4- gliedrige Zeichenkett en zulässig; 
die Posi t ionsangaben bestehen also aus höchstens 
12 Zahlen . 
2 . DAS ABLOCHEN AUS DER CODIERUNGSVORLAGE 
Prinzipiell gilt: Eine Codierung wird auf genau 
eine Lochkar te geschrieben . Wenn keine Codie-
rung vorhanden ist, braucht auch keine Lochkarte 
erstellt zu werden. 







wird die Lochkarte in 6 Felder aufgeteilt (sie-
he Abbildung 32): 
Spalten 1 - 3 Textschlüssel (in Großschrei -
bung) 
4 - 8 Satznummer (wie in Codie-
rungsvorlage) 
9 - 10 Ebenenindex (rechtsbündig) 
11 Codeformat 
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12 - 47 Codierungsangaben 
48 - 80 Positionsangaben 
In den Spalten 1 bis 11 muß spaltengerecht ge -
locht werden. Die Codierungs - und Positionsan-
gaben werden spaltenfrei, ohne Rücksicht auf 
führende, eingebettete oder nachfolgende Leer -
zeichen abgelocht. Es ist lediglich darauf zu 
achten, daß sie in den vorgesehenen Feldern ste -
hen . Als Trennsymbol zwischen zwei mnemonischen 
Kurzwörtern steht das Pluszeichen "+", Zahle n 
der Positionsangaben sind durch Komma "," von-
einander zu trennen. Trennsymbole stehen nur 
zwischen zwei Angaben, nicht also am "Anfang oder 
am Ende. 
Die ausgefüllte Ablochunterlage wird nacheinan-
der satzweise, innerhalb eines Satzes ebenenwei -
se (also nacheinander der Inhalt der Spalten 3 
bis 6 der Vorlage) abgelocht. Die einzelnen Sätze 
sind zur optischen Erleichterung durch stark her -
vortretende Kopfzeilen über den 6 Spalten von-
einander getrennt. 
Für das Lochen wird die Programmtrommel im Kar -
tenlocher so programmiert (siehe auch Abbildung 
33), daß die Spalten 1 bis 11 automatisch dupli -
ziert werden, die Loc~karte anschließend a uf 
Spalte 12 plaziert ist und durch Betätigen de r 
"Sprung" - Taste als nächstes Ziel die Spalte 48 
erreicht wird. 
Mit Beginn eines neuen Satzes oder einer neuen 
Codierungsebene (neue Spalte) wird die Programm-
trommel ausgeschaltet und die Spalten 1 bis 11 
werden gelocht, und zwar in 
1 bis 8 die Angaben, die in der Kopfzeile 
über der ersten Spalte des Ma-
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(Textschlüssel und Satznummer) , 
9 bis 10 der Ebenenindex, der in der Kopf -
zeile über der Formularspalte, 
deren Inhalt zum Ablochen ansteht, 
handschriftlich eingetragen ist 
und einen der Werte 01, 02, 03, 
10 hat, 
11 das Codeformat, das unter dem Ebe -
nenindex h andschriftlich eingetra-
gen ist (0 oder 1). 
Danach wird die Programmtrommel wieder einge -
schaltet und die ersten Codierungs - und Posi -
tionsangaben werden in den dafür vorgesehenen 
Feldern abgelocht, wobei das Feld für die Posi -
tionsangaben durch Drücken der "Sprung" - Taste 
erreicht wird. 
Nun wird die Spalte der Vorlage, aus der die An-
gaben über Codierungsebene und Codeformat e nt-
nommen sind, sukzessive abgearbeitet, wobei im-
mer die Spalten 1 bis 11 automatisch dupliziert 
werden. Die Bearbeitung der Spalte der Vorlage 
endet dann, wenn man auf eine neue Kopfzeile, 
also auf einen neuen Satz trifft. 
Sind alle Codierungen des bearbeiteten Satzes 
erfaßt, also alle Spalten der Vorlage abgearbei -
tet, kann der folgende Satz wie beschrieben in 
Angriff genommen werden. Andernfalls wird an den 
Anfang des bereits bearbeiteten Satzes zurückge -
sprungen und die nächste Spalte für diesen Satz, 
die sich jetzt auf eine andere Codierungsebene 
bezieht, verfolgt. Dazu wird die Programmtrommel 
wieder abgeschaltet, der Inhalt der Lochkarten-
spalten 1 bis 11 wird neu erstellt mit den für 
die Spalte zutreffenden Angaben, ' die Programm-
trommel wird wieder eingeschaltet und die fol -
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Ist an einer Stelle zu den Codierungs- und Posi -
tionsangaben zusätzlich noch ein Codeformat an-
gOegeben, das von dem in der I<opfzeile abweicht, 
wird folgendermaßen verfahren: 
Programmtrommel ausschalten 
• Spalten 1 bis 10 von Hand duplizieren 
• neues Codeformat (0 oder 1 ) lochen 
• Codierungs- und Positions angaben in 
den vorgesehenen Feldern lochen 
auf folgender I<arte Spalten 1 bis 10 
von Hand duplizieren 
altes Codeformat wieder eintragen 
Programmtrommel wieder einschalten 
3. CODIEREN MIT DER TEXTVORLAGE AUS PC - 22 
PC - 22 erstellt eine Textvorlage , in der die Wör -
ter der einzelnen Sätze eines Textes durch Indi -
zierung numeriert sind (siehe Abbildung 7 ) . Die-
se Vorlage wird verwendet, wenn nur auf einer 
Ebene codiert wird. 
Jeder Satz wird mit einer Uberschrift eingelei-
tet, in der bereits Textschlüssel und Satznummer 
so abgedruckt sind, wie sie auf die zu erstellen-
den Lochkarten übernommen werden. Diese Uber-
schrift wird handschriftlich ergänzt durch den 
Ebenenindex ( 2 Stellen) und das zutreffende Code-
format (1 Stelle ) . 
Die Codierungs- und Positionsangaben , die nun 
bei der manuellen Textanalyse anfallen, werden 
gleich inftin Ablochschema für Daten (siehe Ab-
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bildung 32) übernommen. Mit Beginn eines neuen 
Satzes werden die Spalten 1 bis 11 mit den Anga-
ben in der Uberschrift ausgefüllt; es folgen 
dann nur noch Codierungs- und Positionsangaben 
zum Satz. Erst für einen nächsten Satz wird die 
Uberschrift wieder neu übernommen. 
Aus diesem Ablochschema kann dann' wieder in der 
bereits beschriebenen Weise abgelocht werden. 
4. DIE BEARBEITUNG DES ERGEBNISPROTOKOLLS VON 
PC-30 
Das Programm PC - 30 liefert als Ausgabeprotokoll 
eine Auflistung aller Codierungen (siehe Abbil-
dungen 12 und 13), die bearbeitet wurden. Die 
Reihenfolge dabei ist die der Eingabe. Das Pro-
tokoll wird nun mit zwei Korrekturlisten zu-
gleich bearbeitet . 
Die eine Liste ist ein Ablochschema mit einer . 
Spalteneinteilung, wie sie aus Abbildung 34 er -
sichtlich ist. In dieser Liste werden die Folge -
nummern der Codierungen gesammelt, die inhaltli -
che Fehler aufweisen. Diese Liste wird zeilen-
weise ausgefüllt. Eine Zeile kann bis zu 12 die -
ser Nummern aufnehmen . Die einzelnen Nummern 
müssen rechtsbündig in die vorgesehenen Felder 
eingetragen werden, Leerfelder dürfen vorhanden 
sein. Es müssen die einzelnen Nummern in aufstei -
gender Reihenfolge angegeben sein. Eine Folge-
nummer, die dieser Anforderung nicht genügt, wird 
mit der Meldung 
SORTIERFEHLER - NICHT BEARBEITET 
vom Programm PC - 40 abgewiesen, die zugehörige Co-
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dierung aber, obwohl inhaltlich falsch, in 
STMFIL über nommen . Die übrigen Codie r ungen, die 
durch ihre Folgenummern ausgewiesen sind und 
gelöscht werden, werden decodiert als Folge mne-
monischer Kurzwörter abgedruckt, so daß eine 
endgültige Kontrolle des ordnungsgemäßen Ablaufs 
möglich ist. Die Spalten 1 bis 3 der Liste kön-
nen den Textschlüssel aufnehmen; in den Spalten 
78 bis 80 sollten die einzelnen Zeilen fortlau-
fend numeriert werden . Beide Felder werden je-
doch vom Programm nicht gelesen. 
Die zweite Liste, die bei der Korrektur des 
Ausdrucks geführt wird, ist ein Ablochschema für 
Codierungen (Abbildung 32 ) . in dieses Abloch-
schema werden die als formal falsch zurückge-
wiesenen Codierungen jetzt korrigiert übernom-
men, ebenso, wenn zutreffend, die Codierungen, 
die inhaltliche Fehler aufwiesen . In diese 
Liste können zusätzlich neue Codierungen aufge -
nommen werden . 
Zweckmäßigerweise wird das Protokoll nicht 
stückweise, sondern am Anfang beginnend bis zum 
Ende bearbeitet. Dann erhält man die richtige 
Anordnung der Folgenu~nern und es ist kein zeit-
aufwendiges Spulen der Magnetbänder bei der 
Übe rnahme der verbesserten Codierungen nötig . 
Die Lochkarten, auf denen schließlich die Folge -
nummern der zu entnehmenden Codierungen abge -
locht sind, werden dem Programm PC-40 zugeführt. 
Sind keine Streichungen nötig, muß PC-40 dennoch 
gestartet werden, dann allerdings ohne Datenkar-
ten. Erst anschließend können durch PC - 30 die 
Codierungen aus der zweiten Liste, sowie nach 
Belieben neue Codierungen aufgenommen werden 
(siehe Abbildung 23 ) . 
204 
ANHANG 11 
Ubersicht über das Progranwsystem 
205 
PC - 10 : ERSTELLEN EINES CODEUMSETZERS 
Die Eingabe für dieses Programm erfolgt über Da-
tenkarten (Ablochschema siehe Abbildung 35) . 
Die Merkmale der einzelnen Ebenen, benannt durch 
mnemonische ' Kurzwörter, werden klassifiziert. 
Der Klassenindex 0 weist auf die Menge der obli -
gatorischen Merkmale einer Ebene hin, die Klas -
sen fakultativer Merkmale werden mit 1 beginnend 
f ortlaufend numeriert. Die Eingabe erfolgt ebe-
nenweise. Jede Ebene wird eingeleitet durch eine 
Datenkarte r die in den Spalten 1 und 2 den Ebe-
nenindex (rechtsbündig ) enthält . Ab Spalte 12 
(bis 80) folgt dann ein beliebiger Kommentar, 
der die Ebene beschreibt. Darau f folgen die Kar -
ten zu der Ebene. Jede solche Karte enthält Ebe -
nenindex, mnemonisches Kurzwort des Merkmals 
und Klassenindex, sowie eine Beschreibung des 
Merkmals als Kommentar. 
Spalten 01 - 02 
04 - 07 
Ebenenindex (rechtsbündig ) 
mnemonisches Kurz~ort 
( linksbündig) 
09 - 10 Klassenindex (rechtsbün-
dig) 
12 - 80 beliebiger Kommentar 
Die Datenkarten sind ebenenweise, innerhalb 
einer Ebene klassenweise (aufsteigender Klassen-
index) zusammengefaßt. Die letzte Karte des Da-
tenkartenpakets enthält in Spalte 1 und 2 das 
Zeichen "9". 
.Abbildung 35 
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PC - 11: ERWEITERN EINES CODEUMSETZERS 
Das Erweitern eines Codeumsetzers bezieht sich 
auf das Einbringen von Merkmalen zu noch nicht 
erklärten Ebenen in den Codeumsetzer. Die Merk-
male zu diesen Ebenen werden, wie oben zusam-
mengefaßt und klassifiziert, in gleicher Weise 
wie bei PC- 10 als Datenkarten eingegeben . Die 
letzte Karte enthält wieder in den Spalten 1 
und 2 die Zeichen "99". 
PC - 12: VERÄNDERN EINES CODEUMSETZERS 
Alle Merkmale, die im neuen Codeumsetzer ent-
halten sein sollen, werden in gleicher Weise 
wie bei PC - 10 auf Datenkarten erfaßt und einge-
geben. Für analoge Ebenen muß die Ebenenindi -
z ierung erhalten bleiben. Auch Ebenen, in deren 
Merkmalsvorrat nicht verändernd eingegriffen 
wird, müssen durch ihre Merkmale neu definiert 
werden. Der Aufbau des sich ergebenden Daten-
kartenpaketes ist dann der gleiche wie bei 
PC - 10. 
PC - 20: ABLOCHUNTERLAGEN VON SATZZERLEGTEM TEXT 
Bearbeitet wird ein Text , der als einziger File 
auf einem Magnetband gespeichert ist. Er wird 
als Codierungsvorlage aufbereitet wie dies aus 
Abbildung 6 ersichtlich ist. Es besteht die 
Möglichkeit, nur Teile des Textes aufbereiten 
zu lassen. Diese Teile werden durch die entspre-
chenden Satznummern eingegrenzt. Die Eingabe 
dieser Eingrenzung erfolgt über Datenkarten , wo-
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bei jedes Teilstück auf einer eigenen Karte be -
schrieben wird: Sie enthält in den Spalten 
01 - 05 Nummer des ersten Satzes des Teil -
stückes 
06 - 10 Nummer des zweiten Satzes des 
Teilstückes 
jeweils rechtsbündig. Soll der ganze Text aufbe -
reitet werden, wird eine leere Datenkarte benö-
tigt. 
PC-21: ABLOCHUNTERLAGEN VON SATZZERLEGTEM TEXT 
(FK~ -BAND) 
Dem Operator wird mitgeteilt, zu welchen Texten 
Codierungsvorlagen erstellt werden sollen. Von 
ihm werden die in Frage kommenden Magnetbänder 
ausgewählt. Uber eine Anfrage an den Operator 
wählt das Programm einen Text aus und bereitet 
ihn auf (siehe Abbildung 6). Es besteht dabei 
nicht die Möglichkeit, nur Teile eines Textes 
bearbeiten zu lassen. 
PC-22: WORTNUMERIERTE TEXTAUSGABE 
Bearbeitet wird ein vollständiger Text, wobei es 
gleichgültig ist, ob ein Magnetband einen oder 
mehrere Texte enthält. Sind mehrere Texte ent-
halten, muß die Lage des gewünschten Textes in-
nerhalb des Magnetbandes bekannt sein. Der zu-
treffende File muß durch zutreffende Positio-
nierung d~s Bandes durch den Operator ausgewählt 
werden. 
PC-30: I<ONTROLLE UND UMWANDLUNGEN VON CODIE -
RUNGEN 
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Eingabe für dieses Programm sind Codierungen, 
wie sie nach einer Ubertragung auf Lochkarten 
aus einer Codierungsvorlage oder dem entspre-
chenden Ablochschema (Abbildung 32 ) erstellt 
wurden. Die Codierungen sollen dabei satzweise, 
innerhalb eines Satzes ebenenweise in beliebi -
ger Reihenfolge zusammengefaßt sein, um so un -
nötiges und zeitraubendes Spulen der Magnet-
bänder zu vermeiden. Die Anzahl der Codierun-
gen ist beliebig; sie müssen aber alle zum 
gleichen Text gehören. 
In der ersten Bearbeitungsstufe werden die 
Lochkarten eingelesen, die Felder mit Satznum-
mern, Ebenenindex und Codeformat werden auf 
numerische Lochung geprüft, gegebenenfalls wird 
bei fehlerhafter Lochung für alle drei Werte 0 
substituiert. Anschließend werden die Karten 
auf einem Magnetband (Arbeitsband ) gespeichert . 
In der zweiten Bearbeitungsstufe erfolgt die 
eigentliche Interpretation des Inhalts der ein-
zelnen Karten : formal fehlerfreie Karten werden 
codiert, das Ergebnis dieser Umwandlung wird 
a uf GENFIL festgehalten. Karten mit formalen 
Fehlern werden mit einer entsprechenden Fehler-
meldung verbunden . Es wird ein Ausgabeprotokoll 
gefertigt, das alle Codierungen, soweit sie i n -
terpretiert werden konnten, numeriert wieder-
gibt und auch die fehlerhaften Karten mit der 
Fehlerkennung enthält. 
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PC - 40 : LOESCHEN UND INVENTARISIEREN VON CODIE -
RUNGEN 
GENFIL ist ein Zwischenspeicher und enthält in-
terpretierte Codierungen in der Reihenfolge, 
wie sie im Ausgabeprotokoll von PC - 30 durch 
Folgenummern aufgezeigt ist. PC - 40 übernimmt 
diese Codierungen und mischt sie in den STMFIL 
zum Text . Codierungen, die bei dieser Ubertra-
gung nicht berücksichtigt werden sollen, weil 
sie inhaltliche Fehler aufweisen, sind durch 
ihre Folgenummern angegeben. Die Eingabe die -
ser Nummern erfolgt über Datenkarten, wie sie 
nach dem Ablochschema in Abbildung 34 erstellt 
wurden . Sollen alle Codierungen nach STMFIL 
übernommen we rden, entfallen Datenkarten. Für 
entnommene 'Codierungen wird ein Protokoll ge -
liefert, welches diese Codierungen als Folge 
mnemonischer Kurzwörter wiedergibt. Nach Been-
digung der Ubernahme von Codierungen nach 
STMFIL ist GENFIL für weitere Codierungen 
(PC - 30 ) offen. 
PC - 50: DECODIEREN UMGEWANDELTER CODIERUNGEN 
Das ProgrruM1 kann angewendet werden auf GENFIL 
oder STMFIL mit der zugehörigen Text- Datei und 
liefert einen Uberblick über alle dem jeweili -
gen ~and vorhandenen Codierungen (siehe dazu 
Abbildung 24 ) • 
PC-51: DECODIEREN UMGEWANDELTER CODIERUNGEN 
AUF AUSGEWÄHLTEN EBENEN 
Das Programm liefert einen Uberblick über alle 
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auf GENFIL oder STMFIL vorhandenen Codierungen 
in gleicher Weise wie PC - 50~ allerdings nur auf 
den gewünschten Ebenen, aber unter Beibehaltung 
der Gesamtnumerierung. Die gewünschten Ebenen 
werden über eine Datenkarte mit folgendem Auf -
bau eingegeben (beginnend in Spalte 1, 11 " be -
deutet ein Leerzeichen, XX ist Index einer ge~ 
wünschten Codierungsebene, rechtsbündig ange -
geben) : 
EBENENAUSWAHL: _XX / XX / XX/ XX /XX/XX/ XX /XX/ XX / XX 
Wieviele Ebenen in dieser Weise durch ihre Ebe -
nenindizes angegeben werden ist beliebig, es 
können jedoch höchstens 10 sein. 
PC - 60: UMCODIEREN FUR NEUEN CODE UMSETZ ER 
Das Programm codiert einen Datenbestand auf 
STMFIL zu einem Text um. Die Decodierung der 
Merkmale erfolgt über den alten COdeumsetzer, 
der in einer Systemdatei reserviert ist. Die 
neue Codierung resultiert aus dem neuen Codeum-
setzer, wie er mit PC-12 erstellt wurde. Es muß 
angegeben werden, auf welchen Ebenen umcodiert 
werden soll. Diese Ebenen werden wieder durch 
ihre Ebenenindizes angegeben, die Eingabe er-
folgt über eine Datenkarte mit folgend em Aufbau 
(beginnend in Spalte 1, " 11 bedeutet ein Leer-
zeichen, XX enthält rechtsbündig einen Ebenen-
index ) : 
UMCODIEREN _AUF:_XX/XX/XX/XX/XX/XX/XX/XX/XX/XX 
Für die Anzahl n der so spezifizierten Ebenen 
muß l;n ~10 gelten. 
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PC - 70: SATZ - ORIENTIERTES RETRIEVAL 
Durchsucht wird ein Text mit Hilfe der zugehöri-
gen Codierungen auf STMFIL. Für die Suche werden 
über Lochkarten Suchbegriffe in beliebider An -
zahl eingegeben. Der Aufbau eines Suchbegriffs 
ist aus Abbildung 25 ersichtlich . 
PC - 71: STATISTIK- ORIENTIERTES RETRIEVAL 
Es gilt Gleiches wie bei PC - 70. 
PC - BO: STRUKTURZEIGENDE TEXTAUFBEREITUNG 
Die Codierungsebenen, zu denen decodiert werden 
soll, werden über Datenkarten angegeben. Zu -
sätzlich wird für die einzelnen Codie r ungsebe nen 
eine Klassenauswahl spezifizier t, die angibt, 
welche Klas s en fü r die jeweilige Ebene berück -
sichtigt werden sollen. Die Klassenauswahl kann 
maximal 5 Klassen fakultativer Merkmale benen-
nen, eine Decodierung der obligatorischen 
Merkmale für die Ebenen erfolgt in jedem Fall . 
Die Angaben zu den Ebenen werden auf drei Daten-
karten mit folgendem Aufbau abgelocht ( jeweils 
beginnend in Spalte 1, XX bedeu tet einen Ebenen-
index , YY gibt Klassenindizes an ) : 
E1=XX (YY,YY , YY , YY,YY ) 
E2=XX (YY , YY , YY,YY, YY ) 
E3=XX (YY , YY , YY,YY , YY ) 
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Die Indizes werden in ihren Feldern rechtsbün-
dig abgelacht, die Reihe der Klassenindizes kann 
vorzeitig durch ")" beendet werden. Die Reihen-
folge der Datenkarten zu den gewünschten Ebe -
nen bestimmt die Reihenfolge, in der die Spal-
ten schließlich im Ausdruck (siehe Abbildungen 
30 und 31 ) aufeinander folgen. Maximal können 
3 Ebenen spezifiziert werden , sind weniger Ebe-
nen gewünscht, bleiben entsprechende Datenkar-
ten leer. 
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A n m e r k u n gen 
2 
Siehe dazu: 
Engel, Ulrich (Hrsg . ): Forschungsberichte des 
Instituts f ü r deutsche Sprache 3, 1968 und 4, 
1969. 
Siehe beispielsweise die Arbeiten des Germa-
nistischen Instituts und des Instituts f ür 
Angewandte Mathematik der Universität des 
Saarlandes. 
3 In: 
Engel, Ulrich (Hrsg.): Forschungsberichte des 
Instituts für deutsche Sprache 2, 1968, Sei-
te 30 ff. 




Zugrundegelegt wird ein Zeichenvorrat, wie er 
auf Datenerfassungsgeräten, beispielsweise 
einem Kartenlocher, vorhanden ist . 
Für die übrige Ausgabe siehe 4.2 
Unter welchen Bedingungen ein Umcodie ren ent-
fallen kann, ist in 5.4 dargestellt. 
8 Bauer - Goos: Informatik I, Berlin- Heidelberg-
New York, 1971, Seite 28 ff. 
Siehe auch: DIN 44 300 
9 Gross - Lentin: Mathematische Linguistik, 
Berlin- Heidelberg-New York, 1971, Seite 197 
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