1. Introduction. The question addressed here arose from a simple observation about Hubert's 10th problem. The 10th problem is that of giving a uniform effective procedure which, when applied to a diophantine equation/(xi, • • • , x n ) =0, would decide whether or not ƒ has a rational integral zero. Which equations are easy to decide? If ƒ does indeed have a rational integral zero, this can be found out by testing w-tuples of rational integers. If ƒ has no real zero, this can be determined by the Sturm-Tarski algorithm [5] . If ƒ has no £-adic integral zero, this can be ascertained by testing for zeros mod p, mod p 2 , • • • until a modulus is found for which there are no zeros. A fortiori, there is no rational integral zero if there is no real zero or if for some p there is no £-adic integral zero. Consequently, the "difficult" equations certainly lie amongst those having no rational integral zero, but having real zeros and £-adic integral zeros for all p. It is thus natural to look for effective properties of solvability in these domains. Of course, the Sturm-Tarski algorithm actually gives a decision procedure which answers whether or not ƒ has a real zero.
MAIN RESULT. Let p be a rational integral prime. Then there is a uniform effective method for deciding, given a diophantine equation ƒ(#!, • • • , x n ) =0, whether or not it has a p-adic integral zero.
Actually, the procedure works for a wider class of polynomials ƒ. Let Z be the rational integers, let Z(p) be the £-adic integers, and let ZA(p) be the £-adic algebraic integers-i.e., ZA(p) consists of those aÇzZ(p) such that a satisfies an equation with rational integral coefficients. The procedure works for ƒ with coefficients in ZA(p). 
Thus for example the fact that every £-adic integer is a sum of four squares implies that every £-adic algebraic integer is a sum of four squares of p-adic algebraic integers.
2. £-adic elimination. In the present context it is appropriate to give a fairly constructive proof of Theorem 1. This is embodied in the proof of Theorem 1' below, via elimination and without geometry or ideal theory. There exist, however, nice geometric proofs of Theorem 1. The following argument for plane curves is easily generalized. Suppose that/(x, y) = 0 has a zero in X 2 Z(p). Let g(x, y) = 0 be obtained from /=0 by eliminating multiple factors. Of course ƒ and g have the same zeros. If g has a nonsingular zero in X 2 Z(p), Hensel's lemma implies that g has a nonsingular zero in X 2 ZA(p). Otherwise, g has a singular zero in X 2 Z(p). But all singular zeros of g are algebraic, hence g again has a zero in X 2 ZA(p).
PROOF. This is obvious for n = 1. Assume it known for n y and prove for n + 1. 
ZA(p) as a computable domain. Letf(x)Ç:Z(p)[x]
have simple factors and nonvanishing leading coefficient. Let D be the discriminant of ƒ. Then DT*0 has some order S-i. Q[a] , the discriminant Di(a) of qi does not vanish. By choice of qi, Di(a) is a rational integral polynomial in a. Now a can be effectively given from its description, so the order S» of Di(a) can be determined, and the distinct zeros of Qi(x) in Z{p) can be effectively given. /? can also be effectively given from its description; so we may compute mod p u all zeros in Z(p) of all qi and also j3. For sufficiently large u it will be observed that j8 differs from all zeros of all qi except one zero of one qi v This can be effectively recognized, and qi x identified. Since q^ is the irreducible polynomial over Q [a] satisfied by j3, operations in Q[a, /3] can be carried out effectively. Now enumerate all standard irreducible polynomials h y and for each one test whether or not h(<j>(a, /3)) =0; this is a computation in Q[a, /?]. Such an h will eventually be reached since <t>(a, j3) is algebraic. Compute the order of the discriminant fa of h y and use the descriptions of ce, j3 to compute c such that <£(a, fi) = c mod p Sh+1 . Then (A, c) is the required description. An exact analysis of computable fields will be found in [l] , [3] .
