In this study, we propose an efficient numerical simulation method for structural systems with both epistemic and aleatory uncertainties to evaluate the effect of epistemic uncertainty on the failure probability measured by variance-based sensitivity analysis. The direct evaluation of this effect requires a ''triple-loop'' crude sampling procedure, which is time consuming. To circumvent the difficulty associated with the direct sampling-based procedure, we first construct an improved importance sampling (IS) method and an improved IS-based procedure is proposed for the efficient evaluation of the effect of epistemic uncertainty. The core of the proposed method is to construct the same IS probability density function for the failure probability corresponding to an individual realization of epistemic uncertainty. Using the proposed improved IS-based method, only one IS run with a set of input-output IS samples is needed to determine the estimated values of the effects for all epistemic uncertainties. Several examples are employed to demonstrate the feasibility of the proposed method for different situations. These examples demonstrate that the proposed method can obtain reasonably accurate results with fewer evaluations of the performance function compared with other existing methods.
Introduction
In practical engineering problems, the structural performance (or the output) always exhibits some degree of variation due to the presence of immanent uncertainties, such as the inaccuracy of the geometry, variability of material properties, fluctuations in external loads, and the errors that result from instrument measurements. These uncertainties are usually described by random variables, fuzzy variables, and uncertain-but-bounded variables [1] . For systems that are subject to these uncertainties, the main task of uncertainty analysis is to obtain the mathematical properties of the output, such as the probability density function (PDF), cumulative distribution function, statistical moments, and failure probability of the output for random uncertainties. For most practical applications, the output usually depends on many uncertain inputs. Thus, if each uncertain input is considered, the computational burden involved in the uncertainty analysis may be too great. In fact, each uncertain input generally has a unique impact on the output and the contribution of each uncertain input to the output may differ from each other. In addition, only the uncertainties that make high contributions will control the behaviors http://dx.doi.org/10.1016/j.apm.2015.06.009 0307-904X/Ó 2015 Elsevier Inc. All rights reserved. of the output. Thus, those with less impact can be fixed to their nominal values to decrease the dimensionality and complexity of the system under study.
Sensitivity analysis (SA) is often employed to identify the contribution of the uncertain input variables to the output, including local SA and global SA [2] . Local SA aims to determine how a small variation in an uncertain variable around a reference point changes the value of the output, but the main drawback of this approach is the dependence on the choice of the reference point. Global SA focuses on identifying the effect of each input uncertain variable on the output within the entire variation range of the variable. Global SA for random uncertainties has been investigated widely and a number of measures have been proposed, such as screening methods [3] , scatter plots and correlation coefficients methods [4, 5] , linear regression methods [6] , variance-based sensitivity methods [7, 8] , moment-independent methods [9] [10] [11] [12] [13] [14] , KullbackLiebler divergence methods [15] , information entropy-based methods [16] , and non-parametric approaches [17, 18] . Many global SA techniques were described in [6, 19] . However, all of these indicators were proposed only for structural systems with epistemic input uncertainties. Previous studies [20] [21] have also investigated another situation where the inputs of a model include aleatory uncertainties described by PDFs but the distribution parameters of the inputs are not known precisely and they are defined by epistemic uncertainties. Based on this idea, we proposed variance-based sensitivity measures of failure probability in the presence of epistemic and aleatory uncertainties [22] . In addition, we employed a Kriging-based method to estimate the proposed important measures for epistemic uncertainties. However, after conducting a detailed investigation of this method, we found that some issues still need to be addressed. First, the Kriging-based method is still a ''double loop'' sampling procedure and the computational cost may still be prohibitive. Second, as a surrogate technique, the Kriging-based method may depend on the type of the limit state function. Therefore, accuracy of the results is determined by the precision of the Kriging interpolation. Thus, in the present study, we propose an efficient numerical simulation method to overcome the difficulty associated with the Kriging-based method. The basic idea is to construct the same importance sampling (IS) PDF for the failure probability corresponding to each realization of the epistemic uncertainty. Based on the IS method, only one set of input-output IS samples generated from the IS PDF is needed to estimate all of the failure probabilities for the realizations of the epistemic uncertainty, so the computational cost is decreased. Several examples are provided to demonstrate the efficiency and accuracy of the proposed method.
The remainder of this paper is organized as follows. In Section 2, we derive the global SA for epistemic uncertainties in the presence of aleatory and epistemic uncertainties. In Section 3, we describe the direct sampling-based procedure for evaluating the global SA. In Section 4, we analyze the disadvantages of the traditional IS method and we propose the improved IS method, as well as the improved IS-based method for the efficient evaluation of the global SA associated with epistemic uncertainties. In Section 5, we present a simple example with only one variable to demonstrate the proposed improved IS method, before utilizing a high-dimensional linear problem with a semi-analytical solution to verify the applicability of the proposed method to high-dimensional problems, as well as giving two further engineering examples. Finally, we give our conclusions in Section 6.
Global SA for epistemic uncertainty
For structural systems that are subject to both epistemic and aleatory uncertainties, the performance function can be defined by:
where y is the output, x = (x 1 , x 2 , . . ., x n ) are n independent inputs, and h = (h 1 , . . ., h p ) are p independent distribution parameters, which are epistemic uncertainties described by random variables using PDFs f h (h). Detailed discussions of epistemic uncertainty can be found in [20, 21] . Further discussion of an analysis that maintains the separation of aleatory and epistemic uncertainty can be found in [23, 24] . The variables x = (x 1 , x 2 , . . ., x n ) in [22] were assumed to be independent normal inputs, where the mean vector and standard deviation vector were l = (l 1 , l 2 , . . ., l n ) and r = (r 1 , r 2 , . . ., r n ), respectively. They mainly investigated the global SA of l = (l 1 , l 2 , . . ., l n ) based on an assumption that the epistemic uncertainties l = (l 1 , l 2 , . . ., l n ) were distributed as typical normal distributions with given means and standard deviations. In the present study, based on the assumption in [22] , we focus on studying the global SA of l = (l 1 , l 2 , . . ., l n ). For the sake of convenience, l = (l 1 , l 2 , . . ., l n ) are regarded as independent normal variables, which can be described by the joint PDFs f l ðlÞ ¼
. . . ; l n Þ and r l ¼ ðr l 1 ; r l 2 ; . . . ; r l n Þ are the mean vector and standard deviation vector of epistemic uncertainties l, respectively. For a certain valuel, the aleatory uncertainties associated with the inputs x can be described by f x ðxjl; rÞ ¼ Q n i¼1 f x i ðx i jl i ; r i Þ. The standard deviation vector r of x is a constant vector, so a generic valuel of l corresponds to a f x ðxjl; rÞ, thereby yielding a unique value P f ðlÞ for the failure probability. Thus, there is a mathematical mapping [22] between the failure probability and l. The failure probability P f (l) for Eq. (1) can be defined by [25] :
where f x (x|l, r) represents the joint PDF of x with mean vector l and standard deviation vector r; F ¼ fxjgðx; l; rÞ 6 0g is the failure region; X denotes the whole region; I F (x), while I F (x) = 1 if gðx; l; rÞ 6 0 and I F (x) = 0 otherwise, is the failure indicator function. Based on the studies in [26, 27] , in the following, we derive the effect of an individual epistemic variable l j on P f (l).
The expectation and variance of P f (l) with respect to l can be evaluated as follows:
with
where E(P f ) and V(P f ) are the expectation and variance of P f (l), respectively; X l and X x denote the supports for l and x, respectively; and f l i ðl i Þ is the PDF of l i . If one of the epistemic variable l j is fixed to a generic valuel j , then the corresponding variance of P f (l) will become:
where P f ðl 1 ; l 2 ; . . . ;l j ; . . . ; l n Þ corresponds to the function relationship of the failure probability with respect to l 1 , l 2 , . . ., l jÀ1 , l j+1 , . . ., l n when l j ¼l j ; EðP f jl j ¼l j Þ and VðP f jl j ¼l j Þ are the expectation and variance of P f when l j ¼l j , respectively; and f l i ðl i Þ is the PDF of l i .
By further eliminating the dependence ofl j , we can obtain the expectation of VðP f jl j ¼l j Þ as follows:
where f l j ðl j Þ is the PDF of l j and X l j denotes the support of l j .
Based on Eqs. (4) and (7), we can obtain the difference between V(P f ) and E[V(P f |l j )] as:
The right-hand side of Eq.
, is a good measure of the sensitivity of the epistemic variable l j to P f . In fact, this sensitivity indicator, measures the expected reduction in the variance of P f after eliminating the uncertainty in l j . If we divide V[E(P f |l j )] by the unconditional variance V(P f ) in Eq. (4), we can obtain the first order sensitivity index S l j as follows [22] .
The first order sensitivity index S l j measures the percentage of the expected reduction in the variance of P f after eliminating the uncertainty in l j . Higher order sensitivity indicators can be derived using a similar procedure. Another important sensitivity index for l j is the total order index ST l j , which is defined by [22] :
where l Àj = (l 1 , ..., l jÀ1 , l j+1 , ..., l n ) represents the vector comprising all of the other epistemic variables except l j .
can be derived by the same steps as
The total order index ST l j denotes the total effect of l j on P f , which provides the sum of all of the effects associated with l j . In fact, ST l j measures the expected fraction of the variance that would be left if only the uncertainty in l j remains but the uncertainty in l Àj is eliminated. In the following, we discuss the evaluations of S l j and ST l j .
The direct sampling-based procedure
Next, we provide the detailed procedure for the evaluation of S l j in Eq. (9) using the direct sampling method. In addition,
ST l j can be estimated using the similar procedure. In order to estimate S l j , we first need to compute V(P f ) and V[E(P f | l j )], as shown in Eq. (9) . In the following, we give the detailed steps for evaluating V(P f ), V[E(P f | l j )], and S l j .
Estimation of V(P f )
The following steps describe the evaluation of V(P f ) in Eq. (4).
a. Generate N independent samplesl k ðk ¼ 1; 2; . . . ; NÞ according to f l (l) using a pseudo-random number generator [25] and construct the samples matrix U NÂn as follows: (2) and (5) using Monte Carlo (MC) simulation [25] :
where x p ðp ¼ 1; . . . ; Nl k Þ denotes the pth sample point generated by the pseudo-random number generator according to the PDF f x ðxjl k ; rÞ and Nl k is the number of sample points.
c. After obtaining all the values of P f ðl k Þðk ¼ 1; . . . ; NÞ, the total variance in the failure probability V(P f ) in Eq. (4) can be estimated by Eq. (13):
Eqs. (11) and (12) show that we need P N k¼1 Nl k samples to obtain the estimated value of
The following steps describe the evaluation of
a. Produce N independent samplesl kj ðk ¼ 1; 2; . . . ; NÞ for l j according to f l j ðl j Þðj ¼ 1; . . . ; nÞ using a pseudo-random number generator [25] .
b. When l j is fixed tol kj , i.e., l j ¼l kj ðk ¼ 1; 2; . . . ; NÞ, we generate N independent sampleŝ l Àj m ¼ ðl m1 ;l m2 ; . . . ;l mðjÀ1Þ ;l mðjþ1Þ ; . . . ;l mn Þðm ¼ 1; 2; . . . ; NÞ according to the joint PDF f l Àj ðl Àj Þ of l Àj = (l 1 , ..., l jÀ1 , l j+1 , ..., l n ) using a pseudo-random number generator [25] . Construct a conditional sample vector with l j ¼l kj aŝ l mjl j ¼l kj ¼ ðl m1 ;l m2 ; . . . ;l mðjÀ1Þ ;l kj ;l mðjþ1Þ ; . . . ;l mn Þ, and then obtain a conditional sample matrix U : ð15Þ
c. Estimate the conditional failure probability P f ðl mjl j ¼l kj Þ or P f ðl m1 ;l m2 ; . . . ;l mðjÀ1Þ ;l kj ;l mðjþ1Þ ; . . . ;l mn Þ with l j ¼l kj by MC simulation [25] :
where x p (p = 1, . . ., N 1 ) denotes the pth sample point generated by the pseudo-random number generator according to the 
e. Thus, we generated N independent samplesl kj ðk ¼ 1; 2; . . . ; NÞ for l j in step a and we also obtained the mean E½P f jl j ¼l kj with l j ¼l kj in Eq. (17) . A generic valuel kj of l j corresponds to a value for the mean E½P f jl j ¼l kj , and thus the N independent samples for l j yield N values for the mean. According to Eq. (8), the variance in the expectation of the conditional failure probability can be estimated as follows:
Steps a and b (see Eq. (15)) show that we first need to generate N Â N samples for epistemic variables. Eq. (16) indicates that a sample for the epistemic variables corresponds to a joint PDF f x ðxjl mjl j ¼l kj ; rÞ for x and a conditional failure probability P f ðl mjl j ¼l kj Þ, so N 1 samples of x are needed to estimate each P f ðl mjl j ¼l kj Þ. Thus, we need N Â N Â N 1 samples to obtain the
Estimation of S l j
After obtaining the estimated values for V(P f ) in Eq. (4) and V(E[P f |l j ]) in Eq. (8), we can estimate S l j in Eq. (9) . The computational cost of the direct sampling procedure comprises two parts: the first is for the evaluation of V(P f ) and the second is for the evaluation of V(E[P f |l i ]). According to Sections 3.1 and 3.2, we need N Â N + N Â N Â N samples to calculate S l j . For each sample of epistemic variables, the corresponding failure probability (P f ðl k Þ in Eq. (12) or P f ðl mjl j ¼l kj Þ in Eq. (16)) needs to be estimated by performing an independent MC run with N samples, as shown in Eqs. (12) and (16). This is the main source of the high computational load of the direct sampling-based procedure. If all P f ðl k Þðk ¼ 1; . . . ; NÞ in Eq. (12) and all P f ðl mjl j ¼l kj Þðm ¼ 1; . . . ; NÞ in Eq. (16) can be estimated by only one MC run with N samples, the load of the resulting computation will obviously be decreased. According to this concept, in the following, we propose an improved IS-based method to address the difficulties associated with the direct sampling-based procedure.
The proposed IS-based procedure
In this section, we first discuss the disadvantages of the traditional IS method. Next, we investigate the common characteristics associated with f x ðxjl k ; rÞ in Eq. (12) we provide an efficient procedure for computing S l j in Eq. (9) based on the proposed improved IS method. 
Traditional IS method
The IS method has been applied widely in theoretical research and engineering applications to overcome the difficulties of the MC method. The IS method focuses on the situation with normal independent variables. For situations with non-normal random variables and correlated normal random variables, the Nataf transformation [28, 29] and Copula function [30, 31] can be employed to transform them into independent identically distributed normal variables. The basic idea of the IS method is to perform a MC simulation using the sample points with a higher rate of falling within the failure region because only these sample points contribute to the evaluation of P f [32] . The failure probability P f corresponding to the limit state function y = g(x) can be written in the following form:
where f x (x | l, r) is the joint PDF of the random variables x; F ¼ fgðxÞ 6 0g denotes the failure region; I F (x), while I F (x) = 1 if gðxÞ 6 0 and I F (x) = 0 otherwise, is an indicator function; f are the importance weights; and E[] is the expectation. Then, the failure probability P f can be approximated by:
where the sample points x i (i = 1, . . ., N) are generally generated using a pseudo-random number generator according to the IS PDF f
A crucial factor that is relevant to the IS method in Eq. (19) is the choice of the IS PDF f [25] . A good choice can greatly reduce the variance in the estimator and improve the simulation efficiency, whereas a bad choice may result in low efficiency and inferior results. The traditional IS method shifts the sampling center from the original points in the standard Gaussian space to design points on the failure surface [33] . In general, the design points can be identified by the HLRF (acronym for the researchers Hasofer, Lind, Rackwitz, and Fiessler) algorithm, which was originally developed by Hasofer and Lind [34] and later extended to non-normal variables by Rackwitz and Fiessler [35] . The IS PDF f (19) can be constructed using the design points obtained and the IS method then can be performed.
In the present study, in order to estimate S l j in Eq. (9), we need to evaluate a series of failure probabilities, including (19) and (20), we need to construct an individual IS PDF and to perform an independent IS run for each failure probability, and thus we need to construct a series of IS PDFs and to perform a series of IS runs. In particular, using the traditional IS method we need to determine N different IS PDFs and to implement N independent IS runs to evaluate all of the items in P f ðl k Þðk ¼ 1; . . . ; NÞ, while we also need to construct N Â N different IS PDFs and to implement N Â N independent IS runs to evaluate all of the items in P f ðl mjl j ¼l kj Þðm ¼ 1; . . . ; N; k ¼ 1; . . . ; NÞ. Thus, directly employing the traditional IS method to estimate S l j will lead to a heavy computational burden, which may be prohibitive. improved IS method to circumvent the difficulties of the traditional IS method during the evaluation of S l j in Eq. (9).
The proposed improved IS method
As discussed in Eq. (1), we handle the situation with normal independent variables using the joint PDF as
, where l = (l 1 , l 2 , . . ., l n ) are also uncertain variables associated with epistemic uncertainties, i.e., f l ðlÞ $ Nð l; r l Þ. Ã ; r Ã Þ $ Nð l; q Â rÞðq 2 ð1; 5Þ, where l represents the mean vector of the epistemic variables l and q is the scaled parameter. The scaled parameter q is very significant for the proposed improved IS method because it enhances the standard deviation of the IS PDF, while it can also enhance the probability that the samples generated by the IS PDF lie within the failure region. This indicates that f 
; rÞ when handling the common situation where failure is determined by the extreme values of variables. Finally, since we have constructed the common IS PDF for all f x ðxjl mjl j ¼l kj ; rÞ and f x ðxjl k ; rÞ, then only one set of IS samples generated by f Ã x ðxjl Ã ; r Ã Þ is needed to estimate all P f ðl k Þ and P f ðl mjl j ¼l kj Þ, and thus S l j can also be evaluated.
In order to construct the IS PDF, the traditional IS method requires that we solve the design points in advance. In addition, an individual IS PDF needs to be constructed and an individual IS run is needed for each failure probability. Thus, a series of IS runs is required, which results in a heavy computational cost. By contrast, constructing the proposed IS PDF is much easier, and only one IS run is required to obtain S l j . The detailed steps of the proposed improved IS-based method for the evaluation of S l j are given in Section 4.3.
The proposed improved IS-based procedure
According to the improved IS method in Section 4.2, we now propose an improved IS-based method for estimating S l j ðj ¼ 1; . . . ; nÞ. The basic idea is to construct the common IS PDF f 
where f x ðxjl k ; rÞ are the PDFs of the aleatory uncertainties for x with l ¼l k ; x l (l = 1, . . ., N IS ) represents the lth IS sample generated by f 
e. After obtaining P f ðl mjl j ¼l kj Þðm ¼ 1; . . . ; N; k ¼ 1; . . . ; NÞ and P f ðl k Þðk ¼ 1; . . . ; NÞ, V(P f ) and V(E[P f |l j ]) can be computed by Eqs. (13) and (18), respectively, before estimating S l j using Eq. (9).
It is important to note that the computational cost of the proposed method is related to the evaluations of the performance function at x l (l = 1, . . ., N IS )to obtain the set of input-output IS PDF samples(x l , g(x l ))(l = 1, . . ., N IS ). In addition, S l i ði ¼ 1; . . . ; n; i -jÞ can also be estimated for other epistemic variables using the same set of IS PDF samples (x l , g(x l ))(l = 1, . . ., N IS ). Thus, compared with the direct sampling-based procedure described in Section 3, the proposed method requires fewer evaluations of the performance function, and thus the computational cost is lower.
Examples
In this section, we first utilize a very simple example with only one normal variable to demonstrate the performance of the proposed improved IS method. A problem with a high-dimensional linear limit state function is then employed to demonstrate the application of the proposed method to high-dimensional problems. Finally, two engineering examples are used to demonstrate the merits of the proposed method. The results obtained using the Sobol' method and the Kriging method are also presented for comparison, which were proposed for estimating S l j and ST l j in [22] . In the first engineering example, the curves of the estimated results for S l j in Eq. (9) and ST l j in Eq. (10) with respect to increasing evaluations of the performance function are provided to illustrate the convergence of the proposed method.
Demonstration of the improved IS method
We employ a simple example to explain the basic principle of the proposed improved IS method. The limit state function is given as y = g(x 1 ) = x 1 , where x 1 is the normal variable, i.e., f x 1 ðx 1 jl 1 ; 1Þ $ Nðl 1 ; 1Þ. It is assumed that l 1 is uncertain and that it uniformly takes values within the range l 1 2 [2, 5]. Now, we uniformly generate the samplesl k1 ðk ¼ 1; . . . ; 31Þ for l 1 within the range, and we obtain a series of conditional PDFs f x 1 ðx 1 jl k1 ; 1Þ and failure probabilities P f ðl k1 Þ. In order to estimate these failure probabilities P f ðl k1 Þðk ¼ 1; . . . ; 31Þ, we can construct their common IS PDF as f . . . ; 31Þ with only one set of input-output IS PDF samples generated from the IS PDF.
High-dimensional linear problem
The limit state function with a high-dimensional linear problem is defined by
where n is the number of normal variables, i.e., f x i ðx i jl i ; 1Þ $ Nðl i ; 1Þ, and the joint PDF of x is f x ðxjl; rÞ ¼ Q n i¼1 f x i ðx i jl i ; 1Þ. It is assumed that l i is uncertain and that it follows a normal distribution as f l i ðl i Þ $ Nð l i ; r l i Þ with l i ¼ 4:9 and r l i ¼ 0:05, and the joint PDF of l is f l ðlÞ ¼
This example is employed to demonstrate the feasibility of the proposed method in the presence of a high-dimensional problem. A semi-analytical solution for S l j is regarded as the reference to demonstrate the accuracy of the proposed method.
First, we derive the semi-analytical solution for S l j . Since x i is a normal variable and y is the linear function of x i , then we can obtain the mean and standard deviation for y, the analytical solution of the reliability index, and the analytical solution of the failure probability [36] , as follows: 
where E(P f ) and V(P f ) are the mean and variance of P f (l) with respect to l, respectively; f l (l) and f l i ðl i Þ denote the joint PDF of l and the PDF of l i , respectively;l k ðk ¼ 1; . . . ; NÞ is the kth sample generated by f l (l); andl ki is the ith component ofl k . Thus, we have obtained V(P f ) and we need to estimate V(E[P f | l j ]) in Eq. (8) in order to evaluate S l j in Eq. (9). In the following, we compute V(E[P f | l j ]). First, we generate N samplesl kj ðk ¼ 1; . . . ; NÞ for the epistemic variable l j according to f l j ðl j Þ. When l j is fixed to a sample valuel kj , i.e., l j ¼l kj , we can obtain the resulting mean and standard deviation for y, the reliability index, and the failure probability, as follows:
where l yjl j ¼l kj and r yjl j ¼l kj are the mean and standard deviation of y with l j ¼l kj , respectively. Thus, the mean of P f ðl l j ¼l kj Þ can be obtained as:
where l Àj = (l 1 , ..., l jÀ1 , l j+1 , ..., l n ) represents the vector comprising all of the other epistemic variables, except l j ; f l Àj ðl Àj Þ is the joint PDF of l Àj . After obtaining all EðP f ðl l j ¼l kj ÞÞðk ¼ 1; . . . ; NÞ, V(E[P f | l j ]) can be estimated by Eq. (18) . We obtained
in Eq. (27), so we can then determine S l j by Eq. (9).
When the number of normal variables is 20, i.e., n = 20, and the number of samples employed to estimate V(P f ) in Eq. (27) and EðP f ðl l j ¼l kj ÞÞðk ¼ 1; . . . ; NÞ in Eq. (30) takes a value of 10,000, i.e., N = 10,000, then we can obtain the estimated value for S l 1 as 0.0519, i.e., S l 1 ¼ 0:0519.
In the following, we use the proposed improved IS method to estimate S l 1 , as described in Section 4.3. First, we construct the IS PDF as f
ðx i j l i ; q Â 1Þ with l i ¼ 4:9 and q = 1.5. Next, we generate 50,000 IS samples according to the IS PDF f Ã x ðxj l; r l Þ, as described by step b in Section 4.3. Furthermore, we generate 1000 independent sampleŝ l k ðk ¼ 1; 2; . . . ; 1000Þ of l according to f l (l), and we also use Eq. (21) to estimate P f ðl k Þðk ¼ 1; . . . ; 1000Þ by the proposed IS method with 50,000 IS samples. After obtaining all P f ðl k Þðk ¼ 1; . . . ; 1000Þ, we can use Eq. (13) to evaluate V(P f ), i.e., V(P f ) = 3.1508 Â 10 À4 . In addition, we generate 1000 independent samplesl kj ðk ¼ 1; . . . ; 1000Þ for l j according to f l j ðl j Þ and 1000 independent samplesl Àj m ¼ ðl m1 ;l m2 ; . . . ;l mðjÀ1Þ ;l mðjþ1Þ ; . . . ;l mn Þðm ¼ 1; 2; . . . ; 1000Þ for l Àj according to f l Àj ðl Àj Þ, and we can obtainsl mjl j ¼l kj ¼ ðl m1 ;l m2 ; . . . ;l mðjÀ1Þ ;l kj ;l mðjþ1Þ ; . . . ;l mn Þ, as described by step b in Section 3.2. We can then employ Eq. (22) to compute P f ðl mjl j ¼l kj Þðm ¼ 1; . . . ; 1000; k ¼ 1; . . . ; 1000Þ by the proposed IS method with the common 50,000 IS samples. After obtaining all P f ðl mjl j ¼l kj Þ, we obtain E½P f jl j ¼l kj by Eq. (17) and we also use Eq. (18) to
. Finally, we obtain the estimated value for S l 1 as 0.0501. Moreover, when the scaled parameter q for the IS PDF f
ðx i j l i ; q Â 1Þ takes a value of 2, i.e., q = 2, we obtain the estimated value for S l 1 as 0.0543 using the same procedure. Compared with the semi-analytical solution for S l 1 , the proposed method with different values of the scaled parameter yields good results with reasonable accuracy based on only one IS run with 50,000 IS samples. This result shows that the proposed improved IS method can also be applied to situations with a high-dimensional problem but with low computational costs.
Roof truss
We consider the roof truss depicted in Fig. 2 [22] , where the top boom and the compression bars are reinforced by concrete, and the bottom boom and the tension bars are steel. It is assumed that a uniformly distributed load q (unit: N/m) is applied on the roof truss and that the uniformly distributed load can be transformed into the nodal load P = ql/4. Considering the safety and applicability, it is assumed that the perpendicular defection D C of node C does not exceeding 2.8 cm as the constraint condition, and thus the limit state function can be constructed by g = 0.028 À D C , where D C is the function of the basic variables, i.e., D C ¼ , and where A C , A S , E C , E S , l represent the sectional area, elastic modulus, and length of the concrete and steel bars, respectively. Table 1 summarizes the distribution parameters for these independent normal random variables. The mean of the input variable is an epistemic uncertainty and it is distributed as another normal distribution, the mean and standard deviation of which are also listed in Table 2 . Sobol' and Kriging-based method have been proposed to estimate S l j ðj ¼ 1; 2; . . . ; 6Þ in Eq. (9) and ST l j ðj ¼ 1; 2; . . . ; 6Þ in
Eq. (10) in [22] . However, the computational cost of the direct sampling procedure described in Section 3 is prohibitive, and thus we do not use it in this example. We employ the proposed improved IS method to evaluate S l j and ST l j for the roof truss example. We also compare the estimated results and the number of function evaluations using three methods. The IS PDF is first constructed as f Figs. 5 and 6 compare the values of S l j and ST l j estimated using the Sobol' method, Kriging-based method, and proposed improved IS method. As shown in Figs. 5 and 6, the estimated results for S l j and ST l j obtained by the IS-based method agreed well with those obtained by the Sobol' and Kriging-based methods in [22] . According to the discussion in [22] , the total number of function evaluations for the Sobol' and Kriging methods were (10 4 Â 10 5 + 10 4 Â 10 5 ) Â 6 and 10 3 Â 10 4 , respectively.
However, the proposed improved IS method only required 2 Â 10 4 IS samples to obtain good results for S l j and ST l j with reasonable accuracy, as shown in Figs. 3 and 4 . Thus, compared with the Sobol' and Kriging-based methods in [22] , the proposed method estimated good results for S l j and ST l j with lower computational costs.
Figs. 5 and 6 show that the rankings of the epistemic variables based on the results estimated from S l j agreed with those
This indicates that the mean of the length l was the most important parameter whereas the means of the sectional area A C and elastic modulus E C were the least influential Fig. 2 . Schematic diagram of a roof truss. parameters. Thus, more attention should be paid to the mean of the length l due to its large effect on the output, whereas the uncertainty of the epistemic parameters l A C and l E C can be neglected to reduce the dimensionality, thereby simplifying the analysis due to their lower influence.
Automobile front axle
Due to the high bend strength and light weight, the I-beam structure has been used widely as the front axle beam in automobile engineering, as shown in Fig. 7. Fig. 7 illustrates the major cross-section of the I-beam structure under external loads, where the maximum normal stress and shear stress are presented. The maximum normal stress and shear stress are r = M/W x and s = T/W q , respectively, where M and T are the bending moment and torque, and W x and W q are the section factor and polar section factor, respectively, which are given as follows [22] . 
Fig . 6 . Comparison of the estimated results of the total contribution to variance STl j using the Sobol', Kriging-based, and proposed IS-based methods for the roof truss example.
To check the static strength of the front axle, the performance function can be represented as [22] 
where r s is the limit stress of yielding. According to the material property of the front axle, the limit stress of yielding r s is 460 MPa. The geometric parameters of the I-beam, a, b, t, and h, and the external loads M and T are regarded as independent normal variables, and their distribution parameters are listed in Table 3 . It is assumed that the mean of the individual input variable is uncertain and that it is distributed as another independent normal distribution, with the parameters listed in Table 4 . First, the IS PDF is constructed as f Figs. 8 and 9 show that the estimated results obtained by the three methods were in good agreement. The epistemic variables rankings based on the results for S l j and ST l j were the same, i.e., l t > l T > l b > l a > l h > l M . For the Kriging-based and Sobol' methods, the total number of model evaluations for the automobile front axle was the same as that for the roof truss. In addition, the proposed method needed 5 Â 10 4 IS samples to solve the values for S l j and ST l j .
Figs. 8 and 9 also show that for the geometric parameters, the mean of t was the most important, followed by the mean of b, whereas the means of a and h were the least important. Thus, more attention should be paid to the means of t and b during the manufacturing procedure. In addition, for the load parameters, the mean of the torque T was much more influential than that of the bending moment M, and thus the torque T needs greater consideration to reduce the failure of the front axle to the maximum extent. 
Conclusions
In this study, we proposed an improved IS-based method for the efficient evaluation of the variance-based sensitivity measure of the failure probability [22] in the presence of epistemic and aleatory uncertainties. The effect of the epistemic uncertainty on the failure probability can be estimated efficiently by the presented method in only one IS run. Compared with the Sobol' and Kriging-based methods described in [22] , our examples verify that the proposed method can determine the effects of epistemic uncertainties with reasonable accuracy but at lower computational costs. Our examples also demonstrate the feasibility of the proposed method when handling high-dimensional problems. Possible future research topics include the selection of the scaled parameter for the IS PDF and investigating the variance-based sensitivity measure of the failure probability with truncated tails on the distributions
