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Abstract
Let F ⊆ [0, 1] be a set that supports a probability measure µ with the property
that |µ̂(t)| ≪ (log |t|)−A for some constant A > 0. Let A = (qn)n∈N be a sequence of
natural numbers. If A is lacunary and A > 2, we establish a quantitative inhomogeneous
Khintchine-type theorem in which (i) the points of interest are restricted to F and (ii) the
denominators of the ‘shifted’ rationals are restricted to A. The theorem can be viewed
as a natural strengthening of the fact that the sequence (qnx mod 1)n∈N is uniformly
distributed for µ almost all x ∈ F . Beyond lacunary, our main theorem implies the
analogous quantitative result for sequences A for which the prime divisors are restricted
to a finite set of k primes and A > 2k.
1 Introduction and results
1.1 Motivation and lacunary results
We start by setting the scene. Throughout, F will be a subset of the unit interval I := [0, 1]
that supports a non-atomic probability measure µ. As usual, the Fourier transform of µ is
defined by
µ̂(t) :=
∫
e−2πitx dµ(x) (t ∈ R) .
The set F is called an M0-set if µ̂(t) vanishes at infinity. It is well known that the decay rate
of the Fourier transform is related to the Hausdorff dimension of the support of µ. Indeed,
a classical result of Frostman states that if |µ̂(t)| ≤ c |t|−η/2 for some constants c, η > 0,
then dimF ≥ min{1, η}. Further details and references of can be found in [8]. Throughout,
A = (qn)n∈N will be an increasing sequence of natural numbers. Recall, that A is said to be
lacunary if there exists a constant K > 1 such that
qn+1
qn
≥ K (n ∈ N) . (1)
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The fundamental theorem of Davenport, Erdo¨s & LeVeque [7] in the theory of uniform distri-
bution, shows that the generic distribution properties of a sequence (qnx)n∈N with x restricted
to the support of µ are intimately related to the decay rate of µ̂.
Theorem DEL (Davenport, Erdo¨s & LeVeque). Let µ be a probability measure supported on
a subset F of I. Let A = (qn)n∈N be a sequence of natural numbers. If
∞∑
N=1
1
N3
N∑
m,n=1
µ̂(h(qm − qn)) < ∞ (2)
for all integers h 6= 0, then the sequence (qnx)n∈N is uniformly distributed modulo one for
µ–almost all x ∈ F .
In the case the sequence A is lacunary, the theorem gives rise to the following elegant state-
ment.
CorollaryDEL. Let µ be a probability measure supported on a subset F of I. Let A = (qn)n∈N
be a lacunary sequence of natural numbers. Let f : N → R+ be a decreasing function such
that
∞∑
n=2
f(n)
n log n
< ∞ (3)
and suppose that
µ̂(t) = O (f(|t|)) as |t| → ∞ . (4)
Then the sequence (qnx)n∈N is uniformly distributed modulo one for µ–almost all x ∈ F .
The deduction of the corollary from the theorem is reasonably straightforward. However, for
the sake of completeness and the reader’s convenience we provide the details at the end of
the paper in §7 - AppendixA.
Remark 1. Reinterpreting the corollary in terms of normal numbers, it implies that µ–almost
all numbers in F are normal. Thus, it provides a useful mechanism for proving the existence
of normal numbers in a given subset of real numbers. Indeed, Corollary DEL implies that if
a given set F supports a probability measure µ such that for some ǫ > 0
µ̂(t) = O
(
(log log |t|)−(1+ǫ)
)
as |t| → ∞ , (5)
then µ–almost all numbers in F are normal. This observation is key, for example, in showing
that there are normal numbers which are badly approximable – see Remark 6 in §1.1.1 below.
For completeness, we mention that Theorem DEL (and its corollary) is valid for non-integer
sequences and that this is at the heart of addressing the long standing problem of when
normality to one base, not necessarily integer, implies normality to another (see [20] and
references within).
Remark 2. In the language of Kahane [15] and Lyons [17], the conclusion of the corollary is
equivalent to saying that the µ-measure of every lacunaryW ∗-set is zero – see [17, Theorem 4].
Basically, a Borel set F ⊂ I is a lacunary W ∗-set if there exists a lacunary sequence A such
that (qnx)n∈N is not uniformly distributed modulo one for any x ∈ F .
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Let γ ∈ I and let B = B(γ, r) ⊆ I denote the ball centred at γ with radius r ≤ 1/2.
By the definition of uniform distribution, CorollaryDEL implies that for µ–almost all x ∈ F
the sequence (qnx)n∈N modulo one ‘hits’ the ball B the ‘expected’ number of times. In other
words, for µ–almost all x ∈ F
lim
N→∞
1
N
#
{
1 ≤ n ≤ N : ‖qnx− γ‖ ≤ r
}
= 2r , (6)
where ‖α‖ := min{|α −m| : m ∈ Z} denotes the distance from α ∈ R to the nearest integer.
In this paper, we consider the situation in which the radius of the ball is allowed to shrink
with time. With this in mind, let ψ : N → I be a real, positive function and consider the
counting function
R(x,N) = R(x,N ; γ, ψ,A) := #{1 ≤ n ≤ N : ‖qnx− γ‖ ≤ ψ(qn)}. (7)
As alluded to in the definition, we will often simply write R(x,N) for R(x,N ; γ, ψ,A) since
the other three dependencies will be clear from the context and are usually fixed. Our first
result implies that if µ̂ decays quickly enough, then for µ–almost all x ∈ F the sequence
(qnx)n∈N modulo one ‘hits’ the shrinking ball B(γ, ψ(qn)) the ‘expected’ number of times.
Theorem 1. Let µ be a probability measure supported on a subset F of I . Let A = (qn)n∈N
be a lacunary sequence of natural numbers. Let γ ∈ I and ψ : N → I be a real, positive
function. Suppose there exists a constant A > 2, so that
µ̂(t) = O
(
(log |t|)−A) as |t| → ∞ . (8)
Then, for any ε > 0, we have that
R(x,N) = 2Ψ(N) +O
(
Ψ(N)2/3
(
log(Ψ(N) + 2)
)2+ε)
(9)
for µ-almost all x ∈ F , where
Ψ(N) :=
N∑
n=1
ψ(qn) . (10)
Remark 3. By definition, Ψ(N) = rN when ψ is the constant function ψ(n) = r and so the
theorem trivially implies (6). Indeed, it implies (6) with an error term. However, note that
to apply the theorem we need to assume a faster logarithmic decay rate than that given by
(5) which suffices to conclude (6).
Hopefully, it is pretty clear that the theory of uniform distribution, in particular the
theorem of Davenport, Erdo¨s & LeVeque, is a key motivating factor towards establishing
statements such as Theorem 1. Another key motivating factor, which we now bring to the
forefront, is the theory of Diophantine approximation on manifolds; also known as Diophan-
tine approximation of dependent quantities. In short, this theory refers to the study of
Diophantine properties of points in Rn whose coordinates are confined by functional relations
or equivalently are restricted to a sub-manifold of Rn. Over the last twenty years, the theory
has developed at some considerable pace with the catalyst undoubtedly being the pioneering
work of Kleinbock & Margulis on the Baker-Sprindzˇuk conjecture (see [3, §6]). Given a real
number γ ∈ I, a function ψ : N→ I and a sequence A = (qn)n∈N of natural numbers, consider
the set
WA(γ;ψ) := {x ∈ I : ‖qnx− γ‖ ≤ ψ(qn) for infinitely many n ∈ N} . (11)
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By definition, x ∈WA(γ;ψ) if and only if the inequality∣∣∣x− p+ γ
q
∣∣∣ ≤ ψ(q)
q
is satisfied for infinitely many (p, q) ∈ Z×A. In other words, WA(γ;ψ) is the standard set of
inhomogeneous ψ-well approximable real numbers in which the denominators q of the shifted
rational approximates (p + γ)/q are restricted to the set A. When A = N, we will drop the
subscript A from WA(γ;ψ). The fundamental theorem of Khintchine in the theory of metric
Diophantine approximation, provides an elegant criterion for the ‘size’ of the set W (γ;ψ)
expressed in terms of Lebesgue measure m.
Theorem KS. Let γ ∈ I and ψ : N→ I be a real, positive decreasing function. Then
m
(
W (γ;ψ)
)
=

0 if
∞∑
n=1
ψ(n) <∞ ,
1 if
∞∑
n=1
ψ(n) =∞ .
To be accurate, Khintchine [16] proved the homogeneous statement (i.e. when γ = 0) in 1924.
Szu¨sz [26] generalized Khintchine’s result to the inhomogeneous case in 1954. Ten years
later, Schmidt in his far-reaching paper [24], established the quantitative strengthening of
Theorem KS. In short, the main theorem in [24] implies that with ψ decreasing andA = N, the
asymptotic counting statement (9) is valid for m-almost all x ∈ I. In the case A is a lacunary
sequence of natural numbers, the assumption that ψ is decreasing can be dropped and so
the precise analogue of Theorem 1 holds for Lebesgue measure m – see [11, Theorem 7.3].
Motivated by the classical theory of Diophantine approximation on manifolds, suppose we
restrict the points of interest inWA(γ;ψ) to lie in some subset F of I. Assume that m(F ) = 0
– this is trivially the case if dimF < 1. Then, the Lebesgue measure statements just described
provide no information regarding the ‘size’ of the set of inhomogeneous ψ-well approximable
real numbers restricted to F ; we always have that
m
(
WA(γ;ψ) ∩ F
)
= 0
irrespective of γ, ψ and A. With this in mind, let µ be a non-atomic probability measure
supported on F . Then, under some natural conditions on F , µ and A, the goal is to obtain
an analogue of Theorem KS for the ‘size’ of WA(γ;ψ) ∩ F expressed in terms of the measure
µ. Indeed, generically it would not be unreasonable to expect that
µ
(
WA(γ;ψ) ∩ F
)
= 0 (resp. = 1) if
∞∑
n=1
ψ(qn) <∞ (resp. =∞). (12)
Such a statement would be precisely in line with the conjectured ‘Dream Theorem’ [3, §6.1.3]
for Diophantine approximation on non-degenerate manifolds. For a basic introduction to
the theory of metric Diophantine approximation including the manifold theory, see [3] and
references within.
The following statement concerning the ‘size’ of WA(γ, ψ) ∩ F is a direct consequence of
Theorem 1. It simply makes use of the fact that the theorem implies that for µ-almost all
x ∈ F , the quantity R(x,N) is bounded if Ψ(N) is bounded and will tend to infinity if Ψ(N)
tends to infinity.
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Corollary 1. Let µ be a probability measure supported on a subset F of I . Let A = (qn)n∈N
be a lacunary sequence of natural numbers. Let γ ∈ I and ψ : N → I be a real, positive
function. Suppose there exists a constant A > 2, so that (8) is satisfied. Then
µ
(
WA(γ;ψ) ∩ F
)
=

0 if
∞∑
n=1
ψ(qn) <∞ ,
1 if
∞∑
n=1
ψ(qn) =∞ .
Remark 4. A consequence of the general convergence result stated in §1.2, is that we can get
away with A > 1 in the convergence case of the above corollary. In fact, the following decay
rate suffices: for some ǫ > 0 arbitrarily small
µ̂(t) = O
(
(log |t|)−1(log log |t|)−(1+ǫ)
)
as |t| → ∞ .
Remark 5. Note that in view of Remark 1, whenever we are in the divergence case of the
corollary we are able to conclude that µ-almost all numbers in WA(γ, ψ) ∩ F are normal.
The upshot of the results presented so far is that if A is a lacunary sequence of natural
numbers and if µ̂ decays quickly enough, then we are in pretty good shape with our under-
standing of the set WA(γ;ψ) ∩ F – both in terms of counting solutions (cf. Theorem 1) and
size (cf. Corollary 1). The obvious question that now comes to mind is: what can we say
if the growth of the sequence is slower than lacunary? More specifically, is the statement
of Theorem 1 valid for the sequence A = {2a3b : a, b ∈ Z≥0} if we choose the decay rate
constant A in (8) large enough? Before addressing this, it is worth comparing the above
lacunary results with previous related works.
1.1.1 Connection to previous works
Let x = [a1, a2, ...] represent the regular continued fraction expansion of x ∈ I, and as usual
let pn/qn := [a1, a2, ..., an] denote its n–th convergent. Recall that qn‖qnx‖ ≤ 1 for any n ∈ N.
GivenM ∈ N, let FM denote the set of real numbers in the unit interval with partial quotients
bounded above by M . Thus
FM := {x ∈ I : x = [a1, a2, ...] with ai ≤ M for all i ∈ N} .
It is well known that any FM is a subset of the set Bad of badly approximable numbers;
indeed ⋃
M∈N
FM = Bad :=
{
x ∈ I : lim inf
q→∞
q‖qx‖ > 0} .
In a pioneering paper [13], R. Kaufman showed that for any M ≥ 3 the set FM is an M0-set.
More precisely, he constructed a probability measure µ supported on FM satisfying the decay
property:
µ̂(t) = O
(|t|−0.0007) as |t| → ∞ . (13)
Kaufman’s construction was subsequently refined by Queffele´c & Ramare´ [23]. In particular,
they showed that F2 also supports a probability measure with polynomial decay.
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Remark 6. For any M ≥ 2, the Kaufman measure µ supported on FM trivially satisfies the
decay condition (5) and so it follows (see Remark 1) that µ–almost all numbers in FM (and
thus in Bad) are normal. This observation is attributed to R.C. Baker – see [19, Appendix:
Problem 45] for further details.
Remark 7. By construction, for any M ≥ 2 the Kaufman measure µ supported on FM also
satisfies the following desirable property: for any s < dimFM , there exist constants c, r0 > 0
such that µ(B) ≤ c rs for any ball B with radius r < r0. This together with the Mass
Distribution Principle [8, §4.1] implies that if F ⊂ I is such that µ(F ) > 0, then
dimF ≥ dimFM . (14)
A well known conjecture of Littlewood dating back to the nineteen thirties states that
lim inf
q→∞
q‖qx‖ ‖qy‖ = 0 ∀ x, y ∈ I .
This statement is trivially true if either x or y are not in Bad. The decay property (13) of
the Kaufman measure was successfully utilized in [21] to prove the following statement for
badly approximable numbers: given x ∈ Bad, there exists a subset G(x) of Bad with full
dimension such that for any y ∈ G(x),
q‖qx‖ ‖qy‖ ≤ 1/ log q for infinitely many q ∈ N . (15)
Trivially, such x, y ∈ Bad satisfy Littlewood’s conjecture with an explicit ‘rate of approxi-
mation’ of 1/ log q. The strategy behind the proof is simple enough. Let A = (qn)n∈N be the
sequence of denominators of the convergents pn/qn of the given x ∈ Bad. Then (15) holds
for the given x and any y ∈ G(x), where
G(x) := {y ∈ Bad : ‖qny‖ ≤ 1/ log qn for infinitely many n ∈ N}
The crux of the proof (see [21, §3] for the details) boils down to showing that for any M ≥ 3
µ
(
WA(γ;ψ) ∩ FM
)
> 0 with γ = 0 and ψ(q) = 1/ log q , (16)
where µ is the Kaufman measure supported on FM . Note that by definition, G(x) =
WA(γ;ψ) ∩ Bad and so the desired full dimension statement follows on combining (16),
(14) and the fact that dimFM → 1 as M → ∞. The proof of (16) given in [21] makes use
of the explicit choices of ψ and γ, and the fact that the Fourier transform of the Kaufmann
measure has polynomial decay. It also explicitly exploits the fact that for any x ∈ Bad, the
sequence A = (qn)n∈N arising from its convergents pn/qn is not only lacunary but satisfies
the additional property that
qn+1
qn
≤ K∗ (n ∈ N) , (17)
where K∗ := K∗(x) > 1 is a constant. Corollary 1 improves the work carried out in [21] on
four key fronts:
(a) It gives a full µ-measure statement rather than just a positive µ-measure statement.
(b) It is for any function ψ : N → I and any γ ∈ I rather than the explicit choices given
by (16).
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(c) It is for any lacunary sequence A of natural numbers rather than those satisfying the
additional property (17).
(d) It is for any subset F of I that supports a probability measure µ with sufficient loga-
rithmic transform decay rather than requiring polynomial decay.
Indeed, Corollary 1 restricted to the homogeneous case (γ = 0) establishes the zero-one law
claim made in [21, §3.3]. Indeed, with ψ(q) = 1/(log q log log q) it enables us to replace (15) by
the stronger statement that lim infq→∞ q log q ‖qx‖ ‖qy‖ = 0. To the best of our knowledge,
the quantitative strengthening of the corollary, namely Theorem 1, is completely new. Within
the context of Littlewood’s conjecture it implies the following statement: given x ∈ Bad and
γ ∈ I, there exists a subset G(x, γ) of Bad with full dimension such that for any y ∈ G(x, γ),
#
{
1 ≤ q ≤ N : q ‖qx‖ ‖qy − γ‖ ≤ 1/ log q}≫ log logN . (18)
With γ = 0, this establishes the followup quantitative claim made in [21, §3.3]. To some
extent, in the inhomogeneous case it would be more natural and desirable to establish (18)
in which G(x, γ) is defined as a subset of
Badγ :=
{
x ∈ I : lim inf
q→∞
q‖qx− γ‖ > 0} .
The point is that for y /∈ Badγ , the corresponding inhomogeneous version of Littlewood’s
conjecture; namely
lim inf
q→∞
q ‖qx‖ ‖qy − γ‖ = 0 for all x, y ∈ I ,
is trivially true. The major obstacle preventing us from establishing the desired inhomoge-
neous statement (18) with G(x, γ) ⊂ Badγ is that we are unable to prove the existence of a
probability measure µ supported on a subset of Badγ with transform decay as in Theorem 1.
With this in mind, we suspect that a statement of the following type is true.
Claim 1. Let γ ∈ I. Then for any sufficiently small constant c > 0, the set
Badγ(c) :=
{
x ∈ I : q‖qx− γ‖ > c ∀ q ∈ N}
supports a probability measure µ with µ̂ satisfying (8) for some A > 2.
Trivially, Badγ(c) is a subset of Badγ for any c > 0. We suspect that the above claim is true
with µ̂ satisfying polynomial decay as in the homogeneous case. Having said this, as far as
we are aware, we do not even know that the sets Badγ(c) are M0-sets. Establishing this is
of independent interest and can be regarded as a first step towards Claim 1.
Note that if Claim 1 is true then it follows (see Remark 1) that µ–almost all numbers
in Badγ(c) are normal. Proving the existence of normal numbers in Badγ is an interesting
problem in its own right. To the best of our knowledge, currently we do not know of any such
numbers when γ is irrational.
Claim 2. For any γ ∈ I, there exists at least one normal number in Badγ.
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We suspect that the set of normal numbers in Badγ is of full dimension irrespective of the
choice of γ. This is true in the homogenous case.
The paper [12] further develops the ideas from [21]. Within the setting of the inhomoge-
neous version of Littlewood’s conjecture stated above, Haynes, Jensen & Kristensen establish
the following result.
Theorem HJK . Fix ǫ > 0 and let X be a countable subset of Bad. Then there exists a
subset G(X) of Bad with full dimension such that for any y ∈ G(X), x ∈ X, and γ ∈ I
q‖qx‖ ‖qy − γ‖ ≤ 1/(log q)1/2−ǫ for infinitely many q ∈ N . (19)
A few comments are in order. As we shall see in a moment, the fact that the statement is true
for a countable subset X ⊂ Bad is not the meat. The strength of the theorem lies in the fact
that set G(X) is independent of the inhomogeneous factor γ. With this in mind, we briefly
describe the key step in the proof of Theorem HJK. Fix λ ∈ (0, 1], and let ψλ(q) := 1/(log q)λ
and Ψλ(N) :=
∑N
n=1 ψλ(qn). Note that Ψλ(N) → ∞ as N → ∞ for λ ≤ 1. It is this that
is exploited in the proof rather than actually ‘counting solutions’ – see Remark 9 below. Fix
M ≥ 3, and let x ∈ FM and A = (qn)n∈N be the sequence of natural numbers arising from the
denominators of the convergents pn/qn of x. Finally, let µ be the Kaufman measure supported
on FM and
GM (x, ψλ) :=
{
y ∈ FM : R(y,N ; γ, ψλ,A) ≥ 2Ψλ(N) ∀N ≫ 1, ∀ γ ∈ I
}
, (20)
where R is the counting function given by (7). The key to the proof of the theorem lies in
showing that for any λ ∈ (0, 1/2),
µ(GM(x, ψλ)) = 1 . (21)
It follows that µ
( ∩x∈X GM (x, ψλ)) = 1 for any countable set X ⊂ FM . In turn, this leads
to a theorem that is valid for any countable set of badly approximable numbers. The proof
of (21) makes nifty use of the Erdo˝s-Tura´n inequality [19, Corollary 1.1] and a standard
effective version of the (divergent) Borel-Cantelli Lemma (see Lemma 2.3 in [11]) which we
shall exploit too. As in [21], the proof also makes use of the explicit nature of the function
ψλ and the fact that the Fourier transform of the Kaufmann measure has polynomial decay.
In order to compare the above work of Haynes, Jensen & Kristensen [12] to our work, fix
γ ∈ I and with (20) in mind, let
GM (x, ψλ, γ) :=
{
y ∈ FM : R(y,N ; γ, ψλ,A) ≥ 2Ψλ(N) ∀N ≫ 1
}
. (22)
Then,
GM (x, ψλ) =
⋂
γ∈I
GM(x, ψλ, γ) . (23)
A simple consequence of Theorem 1 is that for any γ ∈ I and any λ ∈ (0, 1],
µ(GM (x, ψλ, γ)) = 1 . (24)
Indeed, this statement with λ = 1 is at the heart of establishing (18). Also, note that to apply
Theorem 1 we only need µ to have sufficient logarithmic transform decay. However, since the
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intersection in (23) is uncountable we are unable to conclude the full measure statement (21).
Just to reiterate, the approach taken in [12] yields (21) as long as λ < 1/2. Unfortunately, it is
not at all clear how to modify the method for λ ≥ 1/2 even within the context of establishing
the weaker statement (24).
Remark 8. Since Ψλ(N)→∞ as N →∞ for λ ≤ 1, it follows via (21) that for any λ ∈ (0, 1/2)
µ
(⋂
γ∈I
WA(γ, ψλ) ∩ FM
)
= 1 ,
and so µ
(
WA(γ, ψλ) ∩ FM
)
= 1 for any γ ∈ I. Clearly, Corollary 1 implies the latter full
measure statement for any λ ∈ (0, 1] but it cannot be exploited to yield the former.
Remark 9. In [12, §4], the authors suggest that the approximating function 1/(log q)1/2−ǫ in
the right hand side of the inequality in (19) can in fact be replaced by 1/ log q. This would
follow if we could prove (21) with λ = 1. In fact, it would suffice to prove this for a weaker
form of the set GM (x, ψλ) in which the growth condition on the counting function R appearing
in (20) is replaced by the condition that R(y,N ; γ, ψλ,A)→∞ as N →∞.
For the sake of completeness, we finish with a short discussion on Salem sets. For both
consistency and simplicity, we restrict the discussion to subsets F of I. The Fourier dimension
of F ⊂ I is defined by
dimF F := sup
{
0 ≤ η ≤ 1 : ∃µ ∈M+1 (F ) with µ̂(t) = O(|t|−η/2) as |t| → ∞
}
.
where M+1 (F ) denotes the set of all positive Borel probability measures with support in F .
A simple consequence of the classical result of Frostman mentioned right at the start of the
paper (namely, if µ̂(t) = O(|t|−η/2) then dimF ≥ min{1, η}), is that the Fourier dimension is
bounded above by the Hausdorff dimension. A set F with dimF F = dimF is called a Salem
set. Observe that Theorem 1 and its corollary are applicable to any Salem set with strictly
positive dimension. In fact, this is also true for the non-lacunary results presented in the next
section. To the best of our knowledge, it is unknown whether or not the badly approximable
subsets FM are Salem sets. However, the story is quite different for well approximable subsets
of I. To start with, given τ ≥ 1, let ψτ (q) := q−τ and consider the classical homogeneous
set W (0, ψτ ) of τ -well approximable numbers. By definition, this corresponds to WA(γ, ψ)
given by (11) with A = N, γ = 0 and ψ = ψτ . By Dirichlet’s theorem, W (0, ψτ ) = I when
τ = 1 and for τ > 1, a classical theorem of Jarnik and Besicovitch (see [3, §1.3.2]) states that
dimW (0, ψτ ) = 2/(τ + 1). In another elegant paper [14], Kaufman constructed a probability
measure µ supported on W (0, ψτ ) for any τ > 1 satisfying the decay property:
µ̂(t) = |t|− 1τ+1 o (log |t|) as |t| → ∞ . (25)
The upshot is that W (0, ψτ ) is a Salem set for any τ > 1. Bluhm [4] subsequently gener-
alised this statement to arbitrary decreasing functions ψ. In short, for ψ-well approximable
sets W (0, ψ) the quantity τ in the Jarnik-Besicovitch theorem and in (25) is replaced by
the quantity λ(ψ) := lim infq→∞− logψ(q)/ log q ; namely the lower order at infinity of the
function 1/ψ. In the last couple of years, Hambrook [9] and independently Zafeiropoulos [27]
have extended Bluhm’s work to the inhomogeneous setup. Thus, for any γ ∈ I and any real,
positive decreasing function ψ : N→ I with λ(ψ) > 1, we now know that the set W (γ, ψ) is a
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Salem set. Hambrook actually does a lot more; for example, he obtains results for the higher
dimensional analogues of the restricted ‘denominators’ sets WA(γ, ψ).
The main purpose of this section was to compare our results for lacunary sequences
(namely, Theorem 1 and Corollary 1) with previous related works. As far as we are aware,
if the growth of the sequence is slower than lacunary, then nothing is known even within the
context of Corollary 1, let alone Theorem 1.
1.2 Beyond lacunarity
With reference to Corollary 1, in the case of convergence we are able to prove the following
stronger statement for general sequences.
Theorem 2. Let µ be a probability measure supported on a subset F of I . Let A = (qn)n∈N
be a sequence of natural numbers. Let γ ∈ I and ψ : N → I be a real, positive function.
Suppose that at least one of the following two conditions is satisfied:
∞∑
n=1
max
k∈Z/{0}
|µˆ(kqn)| <∞ (26)
∞∑
n=1
∑
k∈Z/{0}
|µ̂(kqn)|
|k| <∞. (27)
Then
µ(WA(γ;ψ)) = 0 if
∞∑
n=1
ψ(qn) <∞. (28)
It is easily verified that Theorem 2 implies the convergence case of Corollary 1. Indeed, if
A = (qn)∞n=1 is lacunary and µ satisfies condition (8) for some A > 1, then
∞∑
n=1
max
k∈Z/{0}
|µˆ(kqn)| ≪
∞∑
n=1
1
(log qn)A
≪
∞∑
n=1
1
nA
< ∞
and so condition (26) of Theorem 2 is satisfied. The upshot is that Theorem 2 implies the
convergence case of Corollary 1 under the weaker assumption that (8) is satisfied for some
A > 1. As pointed out above in Remark 4 we can actually get away with even slightly less.
In the case of divergence and within the context of Theorem 1, we are able to go beyond
lacunarity if we restrict the prime divisors of the elements in the given integer sequence to lie
in a finite set. More precisely, fix k ∈ N and let
S := {p1, . . . , pk} (29)
be a set of k distinct primes p1, . . . , pk. In turn, given S let
AS :=
{
k∏
i=1
paii : a1, . . . , ak ∈ Z≥0
}
(30)
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be the set of positive integers with prime divisors restricted to S. In other words, AS is
precisely the set of smooth numbers over S. Obviously, if p is the largest prime among S then
by definition, every integer in AS is p-smooth.
The following constitutes our main result for sequences that are not necessarily lacunary.
Theorem 3. Let µ be a probability measure supported on a subset F of I . Let
A = (qn)n∈N ⊆ AS
be an increasing sequence of natural numbers. Let γ ∈ I and ψ : N → I be a real, positive
function. Suppose there exists a constant A > 2k so that (8) is satisfied. Then, for any ǫ > 0
the counting function R(x,N) satisfies
R(x,N) = 2Ψ(N) +O
(
Ψ(N)1/2
(
log
(
Ψ(N) + 2
) )2+ε)
(31)
for µ-almost all x ∈ F , where Ψ(N) is given by (10).
Theorem 3 answers the question raised at the end of §1.1 concerning the specific sequence
A = {2a3b : a, b ∈ Z≥0}. Namely, the analogue of Theorem 1 is valid for this specific A if the
decay rate constant A in (8) is strictly larger than four. Note that in the case of one prime p,
the corresponding sequence A = {pn : n ∈ N} is trivially lacunary. However, due to the fact
that S is a finite set of primes the above theorem does not cover arbitrary lacunary sequences
unlike Theorem 1. Nevertheless, Theorem 3 does give a better error term than Theorem 1.
The following statement is a direct consequence of Theorem 3. It follows in exactly the
same way as Corollary 1 follows from Theorem 1.
Corollary 2. Let µ be a probability measure supported on a subset F of I . Let A = (qn)n∈N ⊆
AS be an increasing sequence of natural numbers. Let γ ∈ I and ψ : N→ I be a real, positive
function. Suppose there exists a constant A > 2k, so that (8) is satisfied. Then
µ
(
WA(γ;ψ) ∩ F
)
=

0 if
∞∑
n=1
ψ(qn) <∞ ,
1 if
∞∑
n=1
ψ(qn) =∞ .
It can be verified that any given increasing sequence A = (qn)∞n=1 ⊆ AS satisfies the
growth condition
log qn > C n
1/B ∀ n ≥ 2 , (32)
for some constants B ≥ 1 and C > 0. Indeed, we can always get away with B = k and
C = (log 2)/2 irrespective of the choice of A ⊆ AS since AS satisfies (32) with these choices
of B and C (see Appendix B of §7). Hence,
∞∑
n=1
1
(log qn)A
≪
∞∑
n=1
1
nA/k
< ∞
for any A > k and it follows via Theorem 2 that we only require that A > k in the convergence
case of the above corollary. The stronger condition that A > 2k on the decay rate constant A
is required to establish Theorem 3. This condition then carries over to the corollary since the
divergence case is directly deduced from the theorem. We suspect that within the context of
the corollary, A > k would suffice even in the divergence case.
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Remark 10. As the following example indicates, it is necessary to impose some condition
(either directly or indirectly) on the growth of the sequence in Theorem 3 and indeed its
corollary. With reference to §1.1.1, let µ be the Kaufman measure supported on the badly
approximable subset FM ⊂ Bad for some M ≥ 2. Let A = N, γ = 0 and ψ(q) = 1/(q log q).
Then the sum appearing in Corollary 2 diverges but in view of the definition of Bad, we
trivially have that
WA(0;ψ) ∩ FM = ∅ .
We will deduce Theorem 3 from a general statement for sequences satisfying the growth
condition (32) and the following ‘separation’ condition. Let A = (qn)n∈N be an increasing
sequence of natural numbers and let α ∈ (0, 1) be a real number. We say that A is α-separated
if there exists a constant m0 ∈ N so that for any integers m0 ≤ m < n, if
1 ≤ |sqm − tqn| < qαm
for some s, t ∈ N, then
s > m12.
Note that when A is lacunary then the growth condition (32) is trivially satisfied with B = 1
but A need not be α-separated1. Thus, we can not deduce Theorem 1 directly from the
following result.
Theorem 4. Let µ be a probability measure supported on a subset F of I . Let A = (qn)n∈N
be an increasing sequence of natural numbers that (i) satisfies the growth condition (32) for
some constants B ≥ 1 and C > 0, and (ii) is α-separated. Let γ ∈ I and ψ : N→ I be a real,
positive function. Suppose there exists a constant
A > 2B , (33)
so that (8) is satisfied. Then, for any ǫ > 0 the counting function R(x,N) satisfies
R(x,N) = 2Ψ(N) +O
(
(Ψ(N) + E(N))1/2 (log(Ψ(N) + E(N) + 2)
)2+ε)
(34)
for µ-almost all x ∈ F , where Ψ(N) is given by (10) and
E(N) :=
∑∑
1≤m<n≤N
(qm, qn) min
(
ψ(qm)
qm
,
ψ(qn)
qn
)
. (35)
We have already mentioned that any increasing sequence A ⊆ AS satisfies the growth
condition (32) with B = k. Thus, Theorem 3 will follow from Theorem 4 on showing that
any such sequence is α-separated and that the gcd term E(N) appearing in the ‘error’ term
is less than the ‘main’ term Ψ(N). This will be the subject of §6 and is very much self-
contained. In short, the key ingredient towards showing α-separation is an explicit linear
1For example, consider the sequence A = (qn)n∈N given by qn := 2n + εn, where εn = 1 for even n and
εn = 0 for odd n. This sequence is clearly lacunary with qn+1/qn ≥ 8/5 (the minimum of the left hand side is
attained at n = 2). Moreover, qn − 2qn−1 = 1 whenever n is even and so A is not α-separated.
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forms in logarithms result by Baker and Wu¨stholz, while the key to dealing with the the gcd
term E(N) is to show that the sum
n−1∑
m=1
(qm, qn)
qn
(n ≥ 2) (36)
is bounded from above by an absolute constant that depends only on the set S of primes.
Remark 11. The conclusion of Theorem 4 is in line with its Lebesgue measure counterpart
[11, Theorem 3.1]. The latter essentially dates back to a paper of LeVeque from 1959.
Remark 12. Observe that under the hypotheses of Theorem 4, if Ψ(N)→∞ as N →∞ and
E(N) = O
(
Ψ(N)2−ǫ
)
(37)
for some ǫ > 0, then R(x,N) is asymptotically equal to 2Ψ(N) for µ-almost all x ∈ F .
Clearly, this together with Theorem 2 trivially implies the conclusion of Corollary 2 under
the significantly weaker assumptions of Theorem 4.
Remark 13. As already mentioned, we will deduce Theorem 3 from Theorem 4 and in order
to do so we show that any sequence A ⊆ AS is α-separated. This is precisely the statement
of Proposition 3 in §6.1 and its proof makes direct use of the fact that (32) automatically
holds for such sequences. We shall show in §6.1.1, that the proof can be easily adapted to
prove that if an increasing sequence A = (qn)n∈N of natural numbers satisfies:
(i) the growth condition (32) for some constants B ≥ 1 and C > 0,
(ii) there exist constants n0 ∈ N and D ∈ N, such that for any n ≥ n0
(a) # { p prime : p|qn} ≤ D
(b) if prime p|qn, then log p ≤ (log qn)
1−ǫ
2D for some ǫ > 0,
then A is α-separated. We say that A satisfies Property D if the growth condition (i) and
condition (ii) on its prime divisors are satisfied. It is clear that ifA ⊆ AS then it automatically
satisfies Property D. Indeed the latter significantly broadens the explicit class of sequences
for which Theorem 4 applies. The draw back is that for an arbitrary sequence satisfying
Property D it is not possible to control the gcd term E(N) appearing in the ‘error’ term
of (34). Indeed, there exist (see Appendix C of §7) sequences satisfying Property D and
associated functions ψ : N→ I such that for any T > 0
E(N) ≫ Ψ(N)T ∀ N ∈ N. (38)
As a consequence, in general we are not even able to show (37) with ǫ = 0 let alone with ǫ = 1
(that enables us to reduce (34) to (31)) as in the situation when A ⊆ AS . Nevertheless, it
is relatively straightforward to construct explicit sequences A * AS (for any S) that satisfy
Property D and for which E(N) = O(Ψ(N)). We stress that for such sequences, the counting
function R(x,N) satisfies (31) for µ-almost all x ∈ F . We now show that perturbing a given
sequence AS = (qn)n∈N in the following manner has the desired effect. Let P be a infinite set
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of distinct primes not in S such that ∑p∈P p−1 ≤ 1. Now choose p1 ∈ P such that p1 > q1
and p1 is larger than any of the k primes in S. Then choose s sufficiently large so that
log p1 ≤ (log qs)
1
3(k+1) , (39)
and let t1 be the unique integer such that qt1 < q˜t1 := qsp1 < qt1+1 . Now replace qt1 ∈ AS
by q˜t1 and observe that (32) holds for q˜t1 since it holds for any element of AS with B = k
and C = (log 2)/2. The previous terms q1, . . . , qt1−1 ∈ AS remain unchanged. Next, choose
p2 ∈ P such that p2 > qt1+1 and choose s sufficiently large so that (39) holds with p1 replaced
by p2. Let t2 be the unique integer such that qt2 < q˜t2 := qsp2 < qt2+1 . Now replace qt2 ∈ AS
by q˜t2 and keep the previous terms qt1+1, . . . , qt2−1 ∈ AS unchanged. On repeating the above
procedure indefinitely, we end up with a sequence A˜ = (q˜n)n∈N which by construction satisfies
Property D with D = k+1 and contains arbitrarily large prime divisors. In view of the latter,
A˜ cannot be a subsequence of smooth numbers over a finite set of primes. It now remains to
show that E(N) = O(Ψ(N)) and as already mentioned earlier this follows on showing that
(36) is bounded above by an absolute constant K˜ for A˜. The latter is not hard to show
assuming it holds (which it does, see Theorem 5 in §6.2) for the sequence AS . To see this,
fix n ≥ 2 and first assume that q˜n = qn ∈ AS ; that is, n 6= ti for some i ∈ N. Then, it follows
that
n−1∑
m=1
(q˜m, q˜n)
q˜n
≤
n−1∑
m=1
(qm, qn)
qn
+
n−1∑
m=1:
q˜m /∈AS
(q˜m, qn)
qn
≤ K +
∑
p∈P
p−1 ≤ K + 1 , (40)
where K is the absolute constant associated with AS that upper bounds (36). Here we use
the fact that if q˜m /∈ AS , then by definition q˜m = qsp for some s < m and p ∈ P, and it
follows that (q˜m, qn) = (qs, qn) ≤ qs. Now suppose that q˜n 6= qn ∈ AS ; that is q˜n = qsp for
some s < n and p ∈ P. Let p∗ be the smallest prime amongst those in S and let u be the
unique integer such that pu∗ < p < p
u+1
∗ . Then, it follows that qsp
u
∗ < q˜n < qn∗:= qsp
u+1
∗ ∈ AS
for some n∗ > n and also note that (q˜m, q˜n) ≤ (q˜m, qn∗). This together with (40) implies that
n−1∑
m=1
(q˜m, q˜n)
q˜n
≤ p∗
n∗−1∑
m=1
(q˜m, qn∗)
qn∗
≤ p∗(K + 1) .
The upshot is that (36) is bounded above by the absolute constant K˜ := p∗(K + 1) for all
n ≥ 2.
Remark 14. In the homogeneous case (γ = 0), it is possible to give a direct proof of Corollary 2
that enables us to replace the condition that A ⊆ AS by the significantly milder condition that
A satisfies Property D. This will be the subject of a forthcoming note. In short, the overall
strategy is to establish local quasi-independence on average – see [3, Equation (2.6)] which,
in itself, is a consequence of [2, Propositions 1-3]. A key ingredient, that is potentially of
independent interest, is to first show that the decay property (8) holds locally in the following
sense. Let µ be a probability measure supported on a subset F of I and suppose there is a
constant A > 1 so that (8) is satisfied. Then for any ball B ⊂ I with µ(B) > 0
µ̂B(t) =
1
µ(B)
O
(
(log |t|)−A) ,
where µB is the normalised restriction of µ to B.
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2 Basic estimates and establishing Theorem 2
In this section we present various basic estimates that will be required in proving our main
results. Indeed, the estimates provided will be enough to deduce the general convergence
statement Theorem 2. Given γ ∈ I, ψ : N→ I and q ∈ N, let
Eγq = E
γ
q (ψ) := {x ∈ I : ‖qx− γ‖ ≤ ψ(q)} . (41)
By definition, given any increasing sequence of natural numbers A = (qn)∞n=1, we have that
R(x,N) = #
{
1 ≤ n ≤ N : x ∈ Eγqn
}
where R(x,N) is the counting function given by (7). Also, the set WA(γ;ψ) defined by (11)
is precisely the set of real numbers in I which lie in infinitely many of the sets Eγqn ; that is,
WA(γ;ψ) = lim sup
n→∞
Eγqn .
Thus the sets Eγq with q ∈ N can be regarded as being the ‘building blocks’ of the basic
objects studied in this paper. Let µ be a probability measure supported on a subset F of I .
We now proceed to estimate the µ-measure of these building blocks.
2.1 Estimating µ(Eγq )
Let ε and δ be real numbers such that 0 < ε ≤ 1 and 0 < δ < 1/4. Let χδ : I → R be the
characteristic function defined by
χδ(x) :=
1 if ‖x‖ ≤ δ0 if ‖x‖ > δ ,
and let χ+δ,ε : I → R and χ−δ,ε : I → R be the continuous upper and lower approximations of
χδ given by
χ+δ,ε(x) :=

1 if ‖x‖ ≤ δ,
1 +
1
δε
(δ − ‖x‖) if δ < ‖x‖ ≤ (1 + ε)δ
0 if ‖x‖ > (1 + ε)δ ,
and
χ−δ,ε(x) :=

1 if ‖x‖ ≤ (1− ε)δ
1
δε
(δ − ‖x‖) if (1− ε)δ < ‖x‖ ≤ δ
0 if ‖x‖ > δ .
Clearly, both χ+δ,ε and χ
−
δ,ε are periodic functions with period 1. Next, given a real positive
function ψ : N→ I and any integer q ≥ 4, consider the functions W+q,γ,ε,ψ and W−q,γ,ε,ψ defined
by
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W+q,γ,ε(x) =W
+
q,γ,ε,ψ(x) :=
( q−1∑
p=0
δ p+γ
q
(x)
)
∗ χ+ψ(q)
q
,ε
(x) (42)
and
W−q,γ,ε(x) =W
−
q,γ,ε,ψ(x) :=
( q−1∑
p=0
δ p+γ
q
(x)
)
∗ χ−ψ(q)
q
,ε
(x) ,
where as usual ∗ denotes convolution and δx denotes the Dirac delta-function at the point
x ∈ R. As alluded to in defining the functions W+q,γ,ε,ψ and W−q,γ,ε,ψ, we will often exclude
stressing their dependance on the function ψ since it will often be fixed in any given discussion
or argument. With this in mind, it is easily verified that
W+q,γ,ε(x) =
q−1∑
p=0
χ+ψ(q)
q
,ε
(
x− p+γq
)
and
W−q,γ,ε(x) =
q−1∑
p=0
χ−ψ(q)
q
,ε
(
x− p+γq
)
.
It thus follows that for any 0 < ε ≤ 1 and any integer q ≥ 4,
∫ 1
0
W−q,γ,ε(x)dµ(x) ≤ µ(Eγq ) ≤
∫ 1
0
W+q,γ,ε(x)dµ(x). (43)
We now proceed to evaluate the above integrals by considering the Fourier series expansions
of W+q,γ,ε and W
−
q,γ,ε. When there is no risk of confusion, we will simply write W
±
q,γ,ε to mean
both the ‘upper’ and ‘lower’ functions. Similarly, we will write χ±δ,ε when we refer to both
χ+δ,ε and χ
−
δ,ε. With this in mind, for k ∈ Z let χ̂±δ,ε(k) and Ŵ±q,γ,ε(k) denote the k–th Fourier
coefficient of χ±δ,ε(k) and W
±
q,γ,ε(k), respectively. A straightforward calculation yields that
χ̂+δ,ε(k) =

(2 + ε)δ if k = 0
cos(2πkδ) − cos(2πkδ(1 + ε))
2π2k2δε
if k 6= 0 ,
(44)
and
χ̂−δ,ε(k) =

(2− ε)δ if k = 0
cos(2πkδ(1 − ε))− cos(2πkδ)
2π2k2δε
if k 6= 0 .
(45)
Since the functions W±q,γ,ε are defined via convolution, we have that
16
Ŵ±q,γ,ε(k) =
q−1∑
p=0
δ̂ p+γ
q
(k) . χ̂±ψ(q)
q
,ε
(k) .
Trivially,
δ̂ p+γ
q
(k) = exp
(
−2πik(p + γ)
q
)
.
Thus, it follows from (44) that for k 6= 0,
Ŵ+q,γ,ε(k) =

exp
(
−2πikγ
q
)
q
(
cos(2πkψ(q)q−1)− cos(2πkψ(q)q−1(1 + ε)))
2π2k2ψ(q)q−1ε
if q | k
0 if q ∤ k ,
(46)
and for k = 0,
Ŵ+q,γ,ε(0) = (2 + ε)ψ(q) . (47)
Similarly, it follows from (45) that for k 6= 0,
Ŵ−q,γ,ε(k) =

exp
(
−2πikγ
q
)
q
(
cos(2πkψ(q)q−1(1− ε))− cos(2πkψ(q)q−1))
2π2k2ψ(q)q−1ε
if q | k
0 if q ∤ k ,
(48)
and for k = 0,
Ŵ−q,γ,ε(0) = (2− ε)ψ(q) . (49)
It is easily seen that
∑
k∈Z
∣∣Ŵ±q,γ,ε(k)∣∣ <∞, so the Fourier series
∑
k∈Z
Ŵ±q,γ,ε(k) exp(2πkix)
converges uniformly to W±q,γ,ε(x) for all x ∈ I. Hence, it follows that∫ 1
0
W±q,γ,ε(x) dµ(x) =
∑
k∈Z
Ŵ±q,γ,ε(k) µ̂(−k) .
This together with (43), (47), (49) and the fact that µ̂(0) = 1, implies that
µ(Eγq ) ≤ (2 + ε)ψ(q) +
∑
k∈Z\{0}
Ŵ+q,γ,ε(k) µ̂(−k)
µ(Eγq ) ≥ (2− ε)ψ(q) +
∑
k∈Z\{0}
Ŵ−q,γ,ε(k) µ̂(−k) .
(50)
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We now proceed to estimate the Fourier coefficient Ŵ±q,γ,ε(k) when k 6= 0. In view of (46)
and (48), we only need to consider the case when k is a multiple of q. With this in mind, for
any s ∈ Z \ {0} we claim that ∣∣∣Ŵ±q,γ,ε(sq)∣∣∣ ≤ (2 + ε)ψ(q), (51)∣∣∣Ŵ±q,γ,ε(sq)∣∣∣ ≤ 1π2s2ψ(q)ε . (52)
The upper bound (52) follows from (46) and (48) by using the trivial fact that | cos(x)| ≤ 1
for all x ∈ R. Note that (52) is stronger than (51) for large values of |s|; namely when
s2 ≥ 1
π2ψ(q)2ε(2 + ε)
.
In order to establish the upper bound (51), note that
| cos (2πkψ(q)q−1)− cos (2πkψ(q)q−1(1 + ε))| = ∣∣∣∣∣
∫ 2πkψ(q)
q
(1+ε)
2πkψ(q)
q
sin(x) dx
∣∣∣∣∣
≤
∫ 2πkψ(q)
q
(1+ε)
2πkψ(q)
q
|x| dx
= 2π2k2ψ(q)2q−2 ε(2 + ε)
This together with (46) yields (51) for the upper function W+q,γ,ε. The proof for the lower
function follows the same steps, with appropriate modifications such as using (48) instead
of (46).
The above estimates enable us to prove the following two useful lemmas.
Lemma 1. Let 0 < ε, ε˜ ≤ 1. Then, for any integers q, r ≥ 4
∑
s∈Z
∣∣Ŵ±q,γ,ε(sq)∣∣ < 3ε1/2 (53)
and ∑
s∈Z
∑
t∈Z
∣∣Ŵ±q,γ,ε(sq)∣∣ ∣∣Ŵ±r,γ,ε˜(tr)∣∣ ≤ 9ε1/2 · ε˜1/2 . (54)
Proof. For any N ∈ N, we trivially have that
N∑
s=−N
∣∣Ŵ±q,γ,ε(sq)∣∣ ≤ 2 ∑
0≤s≤ 1√
2πψ(q)ε1/2
∣∣Ŵ±q,γ,ε(sq)∣∣ + 2 ∑
1√
2πψ(q)ε1/2
<s≤N
∣∣Ŵ±q,γ,ε(sq)∣∣
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On using (47) and (51) to estimate the first sum appearing on the right hand side of the
above inequality and (52) for the second, it follows that
N∑
s=−N
∣∣Ŵ±q,γ,ε(sq)∣∣ ≤ 2 ∑
0≤s≤ 1√
2πψ(q)ε1/2
3ψ(q) + 2
∑
1√
2πψ(q)ε1/2
<s≤N
1
π2s2ψ(q)ε
≤ 3
√
2
πε1/2
+
2
√
2
πε1/2
<
3
ε1/2
.
The desired inequality (53) now follows on letting N →∞. The other inequality (54), trivially
follows from (53) and the fact that∑
s∈Z
∑
t∈Z
∣∣Ŵ±q,γ,ε(sq)∣∣ ∣∣Ŵ±r,γ,ε˜(tr)∣∣ ≤ (∑
s∈Z
∣∣Ŵ±q,γ,ε(sq)∣∣) (∑
t∈Z
∣∣Ŵ±r,γ,ε˜(tr)∣∣) .
Lemma 2. Let µ be a probability measure supported on a subset F of I. Let Eγq be given
by (41). Then, for any integer q ≥ 4
µ(Eγq ) ≤ 3ψ(q) + 3max
s∈N
|µ̂(sq)| (55)
µ(Eγq ) ≤ 3ψ(q) + 2
∞∑
s=1
|µ̂(sq)|
s
. (56)
Proof. It follows from (50) with ε = 1 and (46), that
µ(Eγq ) ≤ 3ψ(q) +
∑
s∈Z\{0}
Ŵ+q,γ,1(sq) µ̂(−sq). (57)
The desired estimate (55) now immediately follows from this, together with the fact that by
Lemma 1, ∣∣∣ ∑
s∈Z\{0}
Ŵ+q,γ,1(sq) µ̂(−sq)
∣∣∣ (53)≤ 3 max
s∈N
|µ̂(sq)| .
To prove (56), note that the geometric mean of the inequalities (51) and (52) implies that
∣∣Ŵ±q,γ,1/2(sq)∣∣ ≤
√
3
π|s| ≤
1
|s| .
This together with (57) implies (56) .
2.2 Proof of Theorem 2
Armed with Lemma 2, it is easily seen that Theorem 2 is a straightforward consequence of
the classical Borel-Cantelli Lemma [11, Chapter 1] from probability theory.
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Lemma 3 (Borel-Cantelli). Let (X,B, µ) be a probabilty space and (An)∞n=1 ⊆ B be a sequence
of subsets of X. If
∞∑
n=1
µ(An) <∞
then
µ
(
lim sup
n→∞
An
)
= 0.
To establish Theorem 2, we first observe that Lemma 2 together with the hypotheses of
the theorem guarantees that
∞∑
n=1
µ(Eγqn) <∞ .
Hence, the Borel-Cantelli Lemma with An := E
γ
qn implies that
µ
(
lim sup
n→∞
Eγqn
)
= 0 .
This completes the proof since by definition WA(γ;ψ) = lim sup
n→∞
Eγqn .
We now move onto proving the counting results: Theorem 1 and Theorem 4. As already
mentioned, Theorem 3 is deduced from Theorem 4 in §6.
3 Establishing the counting results modulo ‘independence’
To begin with, we observe that Theorem 2 (which we have already proved) implies both
Theorems 1 & 4 if Ψ(N) is bounded; that is, if∑∞
n=1ψ(qn) <∞ .
Indeed, it is easily verified that the hypotheses on the measure µ and the sequenceA within the
statements of Theorems 1 & 4 guarantees the convergence condition (26), and so Theorem 2
implies that for µ-almost all x ∈ F
R(x,N) = R(x,N ; γ, ψ,A) <∞ as N →∞ .
This is consistent with the conclusions of the counting theorems; namely the statements
associated with (9) and (34). Thus, during the course of proving Theorems 1 & 4 we can
assume that Ψ(N) is unbounded.
Fact 1. Without loss of generality, we can assume that∑∞
n=1ψ(qn) =∞ or equivalently Ψ(N)→∞ as N →∞ .
Before describing the main mechanism for establishing the desired counting results, we
mention three more useful facts that we can assume during the course of their proofs.
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Fact 2. Without loss of generality, we can assume that for any given τ > 1
ψ(qn) ≥ 3n−τ ∀ n ∈ N . (58)
It is easily seen that this follows on showing that there is no loss of generality in assuming
that
ψ(qn) ≥ ω(qn) ∀ n ∈ N , (59)
where ω : N→ I is any real, positive function such that∑∞n=1ω(qn) <∞. With this in mind,
consider the auxiliary function
ψ∗ : qn → ψ∗(qn) := max(ψ(qn), ω(qn)) .
Trivially, the function ψ∗ satisfies (59) and by the definition of the counting function (see (7)),
we have that
R(x,N ; γ, ψ,A) ≤ R(x,N ; γ, ψ∗,A) ≤ R(x,N ; γ, ψ,A) +R(x,N ; γ, ω,A) .
For µ-almost all x ∈ F , Theorem 2 implies that R(x,N ; γ, ω,A) remains bounded as N →∞
and so it follows that
R(x,N ; γ, ψ∗,A) = R(x,N ; γ, ψ,A) +O(1) .
Now in view of Fact 1, we can assume that the sum
∑∞
n=1ψ(qn) diverges. Hence
∑∞
n=1ψ
∗(qn)
diverges and so the desired statements associated with (9) and (34) for the function ψ are
equivalent to the analogous statements for the modified function ψ∗. In short, within the
context of the right hand sides of (9) and (34), for µ-almost all x ∈ F the additional con-
tribution from the counting function associated with ω is negligible. Hence, without loss of
generality we can assume (59) and thus (58).
Fact 3. Without loss of generality, we can assume that for any given increasing sequence
A = (qn)n∈N of natural numbers, q1 > 4.
To see this, simply observe that there are only a finite number of terms qn ∈ A with
qn ≤ 4. Thus removing these ‘small’ terms from A and working with the resulting sequence
introduces at most an additional O(1) term on the right hand sides of (9) and (34). However,
this is negligible since by Fact 1 we are assuming that Ψ(N)→∞ as N →∞.
Fact 4. Without loss of generality, we can assume that for any given α-separated increasing
sequence A = (qn)n∈N of natural numbers, the associated implicit constant m0 = 1. In other
words, we can assume that for any integers 1 ≤ m < n, if 1 ≤ |sqm − tqn| < qαm for some
s, t ∈ N, then s > m12.
To see this, if m0 ≥ 2 we simply remove the first m0 − 1 terms of A and observe that the
resulting sequence (qn+(m0−1))n∈N has the desired properties. We have already seen in the
justification of Fact 3, that removing a finite number of terms of A is negligible within the
context of establishing (9) and (34).
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3.1 A mechanism for establishing counting results
The following statement [11, Lemma 1.5] represents an important tool in the theory of metric
Diophantine approximation for establishing counting statements (along the lines of Theo-
rems 1 & 4). It has its bases in the familiar variance method of probability theory and can
be viewed as the quantitative form of the (diveregnce) Borel-Cantelli Lemma [3, Lemma 2.2].
Lemma 4. Let (X,B, µ) be a probability space, let (fn(x))n∈N be a sequence of non-negative
µ-measurable functions defined on X, and (fn)n∈N, (φn)n∈N be sequences of real numbers such
that
0 ≤ fn ≤ φn (n = 1, 2, . . .).
Suppose that for arbitrary a, b ∈ N with a < b, we have∫
X
(
b∑
n=a
(
fn(x)− fn
))2
dµ(x) ≤ C
b∑
n=a
φn (60)
for an absolute constant C > 0. Then, for any given ε > 0, we have
N∑
n=1
fn(x) =
N∑
n=1
fn + O
(
Φ(N)1/2 log
3
2
+εΦ(N) + max
1≤k≤N
fk
)
(61)
for µ-almost all x ∈ X, where Φ(N) :=
N∑
n=1
φn.
Remark 15. Note that in statistical terms, fn is the mean of fn(x) and (60) deals with the
variance.
Given a real number γ ∈ I, a real, positive function ψ : N→ I and an increasing sequence
of natural numbers A = (qn)n∈N, we consider Lemma 4 with
X := I , fn(x) := χ
E
γ
qn
(x) and fn = 2ψ(qn) , (62)
where χEγqn is the characteristic function of the set E
γ
qn given by (41). Then, clearly for any
x ∈ I and N ∈ N we have that the
l.h.s. of (61) = R(x,N) ,
where R(x,N) is the counting function given by (7). Also, the main term on the r.h.s. of
(61) is precisely 2Ψ(N) where Ψ(N) is the partial sum given by (10). Furthermore, it is easily
verified that for any a, b ∈ N with a < b
(
b∑
n=a
(fn(x)− fn)
)2
=
(
b∑
n=a
fn(x)
)2
+
(
b∑
n=a
fn
)2
− 2
b∑
n=a
fn(x) ·
b∑
n=a
fn
=
b∑
n=a
fn(x) + 2
∑∑
a≤m<n≤b
fm(x)fn(x) +
(
b∑
n=a
fn
)2
− 2
b∑
n=a
fn ·
b∑
n=a
fn(x) ,
22
and so it follows that
l.h.s. of (60) =
b∑
n=a
µ(Eγqn) + 2
∑∑
a≤m<n≤b
µ(Eγqm ∩ Eγqn)
− 4
b∑
n=a
ψ(qn)
(
b∑
n=a
µ(Eγqn)−
b∑
n=a
ψ(qn)
) (63)
where µ is a non-atomic probability measure supported on a subset of I . The upshot of this is
that in view of Lemma 4, the proof of Theorem 1 and Theorem 4 boils down to ‘appropriately’
estimating the right hand side of (63). Estimating the measure of the intersection of the sets
Eγqn is where the main difficulty lies. In short we need to show that these ‘building block’
sets are independent on average with an acceptable error term. Suppose for the moment that
there was no error term; in other words
2
∑∑
a≤m<n≤b
µ(Eγqm ∩ Eγqn) ≤
(
b∑
n=a
µ(Eγqn)
)2
. (64)
Then, and as we shall see in a moment, it is easy to deduce the desired counting statements
(9) and (34) from Lemma 4 once we have established the following statement.
Lemma 5. Let µ be a probability measure supported on a subset F of I . Let A = (qn)n∈N be
an increasing sequence of natural numbers that satisfies the growth condition (32) for some
constants B ≥ 1 and C > 0. Furthermore, assume that q1 > 4. Let γ ∈ I and ψ : N → I be
a real, positive function that satisfies (58). Suppose there exists a constant A > 2B so that
(8) is satisfied. Then, for arbitrary a, b ∈ N with a < b, we have
b∑
n=a
µ(Eγqn) = 2
b∑
n=a
ψ(qn) + O
(
min
(
1,
b∑
n=a
ψ(qn)
))
. (65)
Note that in view of Facts 1-3 at the start of this section, we can assume the hypotheses of
Theorems 1 & 4 satisfy those of the lemma. Hence, if we genuinely had independence on
average (i.e., (64) holds), then Lemma 5 would imply that
r.h.s. of (63) ≤
b∑
n=a
µ(Eγqn) +
(
b∑
n=a
µ(Eγqn)
)2
− 4
b∑
n=a
ψ(qn)
(
b∑
n=a
µ(Eγqn)−
b∑
n=a
ψ(qn)
)
= O
(
b∑
n=a
ψ(qn)
)
.
Thus, we conclude that
l.h.s. of (60) ≪ 2
b∑
n=a
ψ(qn) :=
b∑
n=a
fn
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and (9) and (34) follow on applying Lemma 4 with φn := fn. In fact, we would be able
to improve the associated error terms. However, we do not have (64) and establishing the
following estimates is at the heart of proving the desired counting statements.
Throughout the paper, we use the notation log+(x) := max(0, log(x)).
Proposition 1. Let F , µ, A = (qn)n∈N, γ and ψ be as in Theorem 1. Furthermore, assume
ψ satisfies (58) and that q1 > 4. Then, for arbitrary a, b ∈ N with a < b, we have
2
∑∑
a≤m<n≤b
µ(Eγqm ∩ Eγqn) ≤
(
b∑
n=a
µ(Eγqn)
)2
+O
( b∑
n=a
ψ(qn)
)4/3(
log+
(
b∑
n=a
ψ(qn)
)
+ 1
)
+
b∑
n=a
ψ(qn)
 . (66)
Proposition 2. Let F , µ, A = (qn)n∈N, γ and ψ be as in Theorem 4. Furthermore, assume
ψ satisfies (58), q1 > 4 and that A is α-separated with the implicit constant m0 = 1. Then,
for arbitrary a, b ∈ N with a < b, we have
2
∑∑
a≤m<n≤b
µ(Eγqm ∩Eγqn) ≤
(
b∑
n=a
µ(Eγqn)
)2
+O
∑∑
a≤m<n≤b
(qm, qn)min
(
ψ(qm)
qm
,
ψ(qn)
qn
)
+O
((
b∑
n=a
ψ(qn)
)
log+
(
b∑
n=a
ψ(qn)
)
+
b∑
n=a
ψ(qn)
)
. (67)
Remark 16. We stress that within the context of establishing Theorems 1 & 4, there is no
harm in assuming the additional hypotheses imposed in the statements of Propositions 1 & 2.
The justification for this is provided by Facts 1-4 at the start of this section.
The proofs of the above propositions are technically a little involved and will be the subject
of §4 and §5. In the remaining part of this section we shall first prove Lemma 5 and then go
onto completing the proofs of Theorems 1 & 4 modulo the above propositions.
3.2 Proof of Lemma 5
For any given sequence of real numbers (εn)
b
n=a in (0, 1], it follows via (50) that∣∣∣∣∣
b∑
n=a
µ(Eqn)− 2
b∑
n=a
ψ(qn)
∣∣∣∣∣ ≤
b∑
n=a
ψ(qn)εn + max
◦∈{+,−}
b∑
n=a
∣∣∣∣∣∣
∑
k∈Z\{0}
Ŵ ◦qn,γ,εn(k)µ̂(−k)
∣∣∣∣∣∣ . (68)
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Now, in view of (46) and (48), we have that Ŵ±qn,γ,εn(k) = 0 unless k = sqn for some integer
s. Also, on using (8) and (32) it can be verified that |µˆ(sqn)| ≪ n−A/B for any non-zero
integer s and n ∈ N. Hence by Lemma 1, it follows that∣∣∣∣∣
b∑
n=a
µ(Eqn)− 2
b∑
n=a
ψ(qn)
∣∣∣∣∣ ≤
b∑
n=a
ψ(qn)εn +
b∑
n=a
3
nA/Bε
1/2
n
. (69)
In turn, this together with (58) and the fact that A > 2B implies that∣∣∣∣∣
b∑
n=a
µ(Eqn)− 2
b∑
n=a
ψ(qn)
∣∣∣∣∣ ≤
b∑
n=a
ψ(qn)εn +
b∑
n=a
ψ(qn)
nA/2Bε
1/2
n
.
On letting εn = 1 for all a ≤ n ≤ b, we obtain the upper bound∣∣∣∣∣
b∑
n=a
µ(Eqn)− 2
b∑
n=a
ψ(qn)
∣∣∣∣∣≪
b∑
n=a
ψ(qn) . (70)
To complete the proof of the lemma, it remains to establish the ‘other’ upper bound; that is
∣∣∣∣∣
b∑
n=a
µ(Eqn)− 2
b∑
n=a
ψ(qn)
∣∣∣∣∣≪ 1. (71)
With this in mind, for any n ∈ N let
Ψ(n) :=
n∑
k=1
ψ(qk) and εn := min
(
1,Ψ(n)−2
)
.
By definition, |ψ(qn)| ≤ 1 and so ε−1n ≤ n2 . Hence, with reference to the second term on the
r.h.s. of (69) we have that
b∑
n=a
3
nA/Bε
1/2
n
≤ 3 ·
∞∑
n=1
1
n
A
B
−1
< ∞ . (72)
The last inequality makes use of the fact that A > 2B. We now turn out attention to the
first term on the r.h.s. of (69). A straight forward application of Lemma D4 in Appendix D
of §7 with sn = ψ(qn) and γ = 1, yields that
b∑
n=a
ψ(qn)εn <
∞∑
n=1
ψ(qn)
max (1,Ψ(n)2)
< 3 . (73)
Combining the inequalities (69), (72) and (73) gives the desired upper bound (71).
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3.3 Proof of Theorem 1 modulo Proposition 1
On using (65) and (66) on the right hand side of (63), we find that for any a, b ∈ N with a < b
l.h.s. of (60) = O
( b∑
n=a
ψ(qn)
)4/3(
log+
(
b∑
n=a
ψ(qn)
)
+ 1
)
+
b∑
n=a
ψ(qn)
 . (74)
We now estimate the above term on the right and show that(
b∑
n=a
ψ(qn)
)4/3(
log+
(
b∑
n=a
ψ(qn)
)
+ 1
)
+
b∑
n=a
ψ(qn) ≤ 6
b∑
n=a
φn , (75)
where
φn := ψ(qn)Ψ(n)
1/3
(
log+Ψ(n) + 1
)
+ 2ψ(qn) . (76)
To this end, denote by m ∈ N the smallest integer satisfying a ≤ m ≤ b such that
m∑
n=a
ψ(qn) ≥ 1
2
b∑
n=a
ψ(qn). (77)
Note that by the definition of m, we have that
b∑
n=m
ψ(qn) ≥ 1
2
b∑
n=a
ψ(qn) (78)
and that for any integer n such that m ≤ n ≤ b
2Ψ(n) ≥
b∑
k=a
ψ(qk). (79)
Then, by using (78) and then (79), it is easily verified that(
b∑
n=a
ψ(qn)
)4/3(
log+
(
b∑
n=a
ψ(qn)
)
+ 1
)
+
b∑
n=a
ψ(qn)
≤ 2
b∑
n=m
ψ(qn)( b∑
k=a
ψ(qk)
)1/3(
log+
(
b∑
k=a
ψ(qk)
)
+ 1
)+ b∑
n=a
ψ(qn)
≤ 2
b∑
n=m
(
ψ(qn) (2Ψ(n))
1/3 (log+ (2Ψ(n)) + 1))+ b∑
n=a
ψ(qn)
≤ 4 · 21/3 ·
b∑
n=m
(
ψ(qn)Ψ(n)
1/3
(
log+ (Ψ(n)) + 1
))
+
b∑
n=a
ψ(qn)
≤ 6
b∑
n=a
(
ψ(qn)Ψ(n)
1/3
(
log+ (Ψ(n)) + 1
))
+
b∑
n=a
ψ(qn) .
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This establishes (75) which together with (74) implies that condition (60) of Lemma 4 is
satisfied with X, fn(x) and fn given by (62) and φn by (76). Also note that for any n ∈ N,
we trivially have that fn ≤ φn, fn ≤ 2 and
Φ(N) :=
N∑
n=1
φn ≤
N∑
n=1
ψ(qn)Ψ(N)
1/3
(
log+Ψ(N) + 1
)
+
N∑
n=1
ψ(qn)
= Ψ(N)4/3
(
log+Ψ(N) + 1
)
+Ψ(N).
Hence, Lemma 4 implies that for any ε > 0
R(x,N) = l.h.s. of (61)
= 2Ψ(N) +O
(
Ψ(N)2/3 (log Ψ(N) + 2)2+ε
)
,
and this completes the proof of Theorem 1 assuming the truth of Proposition 1.
3.4 Proof of Theorem 4 modulo Proposition 2
The proof is similar to that in the previous subsection. On using (65) and (67) on the right
hand side of (63), we find that for any a, b ∈ N with a < b
l.h.s. of (60) = O
( ( b∑
n=a
ψ(qn)
)(
log+
( b∑
n=a
ψ(qn)
)
+ 1
)
+
∑∑
a≤m<n≤b
(qm, qn)min
(
ψ(qm)
qm
,
ψ(qn)
qn
) ) (80)
We estimate the above term on the right and show that(
b∑
n=a
ψ(qn)
)(
log+
(
b∑
n=a
ψ(qn)
)
+ 1
)
+
∑∑
a≤m<n≤b
(qm, qn)min
(
ψ(qm)
qm
,
ψ(qn)
qn
)
≤ 2
b∑
n=a
φn ,
(81)
where
φn := ψ(qn)
(
log+Ψ(n) + 2
)
+
n−1∑
m=1
(qm, qn)min
(
ψ(qm)
qm
,
ψ(qn)
qn
)
. (82)
Clearly, this will immediately follow on showing that(
b∑
n=a
ψ(qn)
)(
log+
(
b∑
n=a
ψ(qn)
)
+ 1
)
≤ 2
b∑
n=a
ψ(qn)
(
log+Ψ(n) + 2
)
. (83)
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As in the previous subsection, let m ∈ N be the smallest integer satisfying a ≤ m ≤ b such
that (77) holds. Then, by using (78) and (79), it is easily verified that(
b∑
n=a
ψ(qn)
)(
log+
(
b∑
n=a
ψ(qn)
)
+ 1
)
≤ 2
(
b∑
n=m
ψ(qn)
)(
log+
(
b∑
n=a
ψ(qn)
)
+ 1
)
≤ 2
(
b∑
n=m
ψ(qn)
(
log+ (2Ψ(n)) + 1
))
≤ 2
(
b∑
n=m
ψ(qn)
(
log+Ψ(n) + 2
))
≤ 2
(
b∑
n=a
ψ(qn)
(
log+Ψ(n) + 2
))
.
This establishes (83) and so (81) follows. The upshot is that (81) together with (80) implies
that condition (60) of Lemma 4 is satisfied with X, fn(x) and fn given by (62) and φn by
(82). Also note that for any n ∈ N, we trivially have that fn ≤ φn, fn ≤ 2 and
Φ(N) :=
N∑
n=1
φn ≤ Ψ(N)
(
log+Ψ(N) + 2
)
+ E(N) ,
where E(N) is given by (35). The desired counting statement (34) now follows on applying
Lemma 4. Hence, this completes the proof of Theorem 4 assuming the truth of Proposition 2.
4 Preliminaries for ‘independence’
In this section we set out the ground work for establishing the desired estimates for the
measure of the intersection of the sets Eγqn ; namely Propositions 1 & 2. Recall, that these
estimates are at the heart of proving our main counting results; namely Theorems 1 & 4.
Throughout this section (εn)n∈N will be a fixed sequence of real numbers in (0, 1]. Also,
with reference to (42), for any m,n ∈ N with m < n let
W+m,n :=W
+
qm,γ,εmW
+
qn,γ,εn . (84)
Then, by definition
µ(Eγqm ∩Eγqn) ≤
∫ 1
0
W+qm,γ,εm(x)W
+
qn,γ,εn(x) dµ(x)
=
∫ 1
0
W+m,n(x)dµ(x)
Our aim is to obtain a sufficiently strong upper bound for the above integral. This we do by
considering the Fourier series expansion of the function W+m,n. It is easily verified that for
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any k ∈ Z,
Ŵ+m,n(k) :=
∫ 1
0
W+qm,γ,εm(x)W
+
qn,γ,εn(x) exp(−2πkix)dx
=
∑
j∈Z
Ŵ+qm,γ,εm(k) Ŵ
+
qn,γ,εn(k − j) . (85)
Moreover, it is easily seen that
∑
k∈Z
∣∣Ŵ+m,n(k)∣∣ <∞, so the Fourier series∑
k∈Z
Ŵ+m,n(k) exp(2πkix)
converges uniformly to W+m,n(x) for all x ∈ I. Hence, it follows that∫ 1
0
W+m,n(x)(x) dµ(x) =
∑
k∈Z
Ŵ+m,n(k) µ̂(−k) .
The upshot of this is that
µ(Eγqm ∩ Eγqn) ≤
∑
k∈Z
Ŵ+m,n(k)µ̂(−k)
= Ŵ+m,n(0) +
∑
k∈Z\{0}
Ŵ+m,n(k)µ̂(−k). (86)
To proceed, we consider the two terms on the right hand side of (86) separately. By definition,
for any pair of natural numbers m,n we have that
Ŵ+m,n(0) :=
∫ 1
0
W+qm,γ,εm(x)W
+
qn,γ,εn(x)dx
≤ |(1 + εm)Eγqm ∩ (1 + εn)Eγqn | ,
(87)
where | . | is Lebesgue measure and with reference to (41), for any constant κ > 0 we let
κEγq := E
γ
q (κψ). It is relatively straightforward to verify (see for example [11, Equation 3.2.5]2
for the details) that for any q, q′ ∈ N
|Eγq ∩ Eγq′ | = 4ψ(q)ψ(q′) +O
(
(q, q′) min
(ψ(q)
q
,
ψ(q′)
q′
))
.
Hence, it follows that∣∣∣(1 + εm)Eγqm ∩ (1 + εn)Eγqn∣∣∣ = 4(1 + εm)(1 + εn)ψ(qm)ψ(qn)
+ O
(
(qm, qn)min
(ψ(qm)
qm
,
ψ(qn)
qn
))
.
2Equation 3.2.5 in [11] as stated is not correct – the ‘big O’ error term is missing.
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This together with (87) implies that
Ŵ+m,n(0) ≤ 4(1 + εm)(1 + εn)ψ(qm)ψ(qn) +O
(
(qm, qn)min
(ψ(qm)
qm
,
ψ(qn)
qn
))
. (88)
We now turn our attention to the second term appearing on the right hand side of (86) which
for convenience we will denote by Sm,n. Note that in view of (46) and (85), it follows that
Sm,n :=
∑
k∈Z\{0}
Ŵ+m,n(k)µ̂(−k)
=
∑∑
s,t∈Z
sqm−tqn 6=0
Ŵ+qm,γ,εm(sqm)Ŵ
+
qn,γ,εn(tqn)µ̂ (−(sqm + tqn)) . (89)
4.1 Estimates for Sm,n
We start by providing a general upper bound estimate for Sm,n which is applicable to integer
sequences associated with both Propositions 1 & 2.
Lemma 6. Let µ be a probability measure supported on a subset F of I . Let A = (qn)n∈N be
an increasing sequence of natural numbers that satisfies the growth condition (32) for some
constants B ≥ 1 and C > 0. Furthermore, assume that q1 > 4. Let (εn)n∈N be a sequence of
real numbers in (0, 1], α ∈ (0, 1), γ ∈ I and ψ : N → I be a real, positive function. Suppose
there exists a constant A > 2B so that (8) is satisfied. Then, for any m,n ∈ N with m < n,
we have
|Sm,n| ≪ ψ(qm)
n
A
B ε
1/2
n
+
(
1 +
1
αA
)
ψ(qn)
m
A
B ε
1/2
m
+
1
n
A
B ε
1/2
m ε
1/2
n
+ |T (m,n)|,
where
T (m,n) :=
∑∑
s,t∈Z\{0}
1≤|sqm−tqn|<qαm
Ŵ+qm,γ,εm(sqm)Ŵ
+
qn,γ,εn(tqn)µ̂ (sqm − tqn) . (90)
The next two lemmas provide estimates on the average size of the quantity T (m,n) appear-
ing in Lemma 6. The first deals with lacunary sequences (i.e. the context of Proposition 1)
and the second deals with α-separated sequences (i.e. the context of Proposition 2).
Lemma 7. Let µ be a probability measure supported on a subset F of I . Let A = (qn)n∈N be
a lacunary sequence of natural numbers. Let (εn)n∈N be a decreasing sequence of real numbers
in (0, 1], α ∈ (0, 1), γ ∈ I and ψ : N → I be a real, positive function. Then, for arbitrary
a, b ∈ N with a < b, we have
∑∑
a≤m<n≤b
|T (m,n)| ≪
b∑
n=a
ψ(qn)
ε
1/2
n
,
where T (m,n) is defined by (90).
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Lemma 8. Let µ be a probability measure supported on a subset F of I . Let A = (qn)n∈N
be an α-separated increasing sequence of natural numbers with the implicit constant m0 = 1.
Let (εn)n∈N be a sequence of real numbers in (0, 1], γ ∈ I and ψ : N → I be a real, positive
function. Suppose that for any n ∈ N
ψ(qn) ≥ n−9 (91)
and
ε−1n ≤ 2n . (92)
Then, for arbitrary a, b ∈ N with a < b, we have
∑∑
a≤m<n≤b
|T (m,n)| ≪
b∑
n=a
ψ(qn), (93)
where T (m,n) is defined by (90).
The rest of this section will be devoted to proving the above three lemmas.
Proof of Lemma 6. We start by decomposing Sm,n into three sums:
Sm,n = S1(m,n) + S2(m,n) + S3(m,n),
where
S1(m,n) :=
∑
t∈Z\{0}
Ŵ+qm,γ,εm(0)Ŵ
+
qn,γ,εn(tqn)µ̂(−tqn),
S2(m,n) :=
∑
s∈Z\{0}
Ŵ+qn,γ,εn(0)Ŵ
+
qm,γ,εm(sqm)µ̂(−sqm),
S3(m,n) :=
∑∑
s,t∈Z\{0}
sqm+tqn 6=0
Ŵ+qm,γ,εm(sqm)Ŵ
+
qn,γ,εn(tqn)µ̂ (−(sqm + tqn)) .
In order to find an upper bound for S1(m,n), first note that by making use of (8) and (32)
it follows that
|µ̂(−tqn)| ≪ (log |tqn|)−A ≪ n−
A
B .
This together with (47) and (53) implies that
|S1(m,n)| ≪ (2 + εm)ψ(qm)
n
A
B
∑
t∈Z
Ŵ+qn,γ,εn(tqn) ≪
ψ(qm)
n
A
B ε
1/2
n
.
Similarly, we find that
|S2(m,n)| ≪ ψ(qn)
m
A
B ε
1/2
m
·
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To deal with S3(m,n), we decompose further into two sums:
S3(m,n) = S4(m,n) + S5(m,n),
where
S4(m,n) :=
∑∑
s,t∈Z\{0}
|sqm−tqn|≥qn/2
Ŵ+qm,γ,εm(sqm)Ŵ
+
qn,γ,εn(tqn)µ̂ (sqm − tqn)
and
S5(m,n) :=
∑∑
s,t∈Z\{0}
1≤|sqm−tqn|<qn/2
Ŵ+qm,γ,εm(sqm)Ŵ
+
qn,γ,εn(tqn)µ̂ (sqm − tqn) . (94)
Regarding S4(m,n), by making use of (8), (32) and the restriction |sqm−tqn| ≥ qn/2 imposed
on s, t ∈ Z \ {0}, it follows that
|µ̂ (sqm − tqn) | ≪ n−AB .
This together with (54) implies that
|S4(m,n)| ≪ 1
n
A
B ε
1/2
m ε
1/2
n
·
To deal with S5(m,n), we decompose further into two sums:
S5(m,n) = S6(m,n) + T (m,n) ,
where
S6(m,n) :=
∑∑
s,t∈Z\{0}
qαm≤|sqm−tqn|<qn/2
Ŵ+qm,γ,εm(sqm)Ŵ
+
qn,γ,εn(tqn)µ̂ (sqm − tqn)
and T (m,n) is defined by (90). Regarding S6(m,n), we first make use of (8), (32) and the
lower bound restriction |sqm − tqn| ≥ qαm imposed on s, t ∈ Z \ {0}, to find that
|µ̂ (sqm − tqn) | ≪ α−Am−AB .
Next, we observe that the upper bound restriction |sqm−tqn| ≤ qn/2 imposed on the non-zero
integers s, t is equivalent to ∣∣∣∣sqmqn − t
∣∣∣∣ < 12 . (95)
It is now easy to see that if s and t satisfy (95) then both necessarily must have the same
sign and also that for each fixed integer s there exists at most one non-zero integer t = ts
satisfying (95). Thus,
|S6(m,n)| ≪ 1
αAmA/B
∑
s∈N :
ts exists
|Ŵ+qm,γ,εm(sqm)| |Ŵ+qn,γ,εn(tsqn)|
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and on using (51) to bound |Ŵ+qn,γ,εn(tsqn)| and (53) to bound |Ŵ+qm,γ,εn(sqm)|, we find that
|S6(m,n)| ≪ 1
αA
ψ(qn)
m
A
B ε
1/2
m
.
The above upper bounds for the absolute values of S1(m,n), S2(m,n), S4(m,n) and S6(m,n)
together with the fact that
|Sm,n| ≤ |S1(m,n)| + |S2(m,n)| + |S4(m,n)| + |S6(m,n)| + |T (m,n)| ,
completes the proof of the proposition.
Proof of Lemma 7. The strategy is similar to that used above to estimate S6(m,n). To start
with, observe that the restriction |sqm − tqn| ≤ qαm imposed on the non-zero integers s, t
associated with T (m,n) implies that ∣∣∣∣s− t qnqm
∣∣∣∣ < 1 . (96)
Hence, if s and t satisfy (96) then both necessarily must have the same sign and also for each
fixed integer t there exists a set St of at most two non-zero integers s satisfying (96). Thus,
on using the trivial bound |µ̂(t)| ≤ 1, it follows that
|T (m,n)| ≤
∑
t∈N :
s∈St
|Ŵ+qm,γ,εm(sqm)| |Ŵ+qn,γ,εn(tqn)| .
Also note that (96) and the fact that tqn/qm > 1 implies
1
2
qm
qn
s ≤ qm
qn
max{1, (s − 1)} ≤ t ≤ qm
qn
(s+ 1) ≤ 2qm
qn
s.
On using this together with (51) to bound Ŵ+qn,γ,εn(tqn) and both (51) and (52) to bound
Ŵ+qm,γ,εn(stqm), we find that for any integers 1 ≤ m < n
|T (m,n)| ≪
∑
t∈N
min
(
q2m
q2n
· 1
t2ψ(qm)εm
, ψ(qm)
)
ψ(qn)
≪
∑
1≤ t≤ qm
qnψ(qm)ε
1/2
m
ψ(qm)ψ(qn) +
∑
t> qm
qnψ(qm)ε
1/2
m
q2m
q2n
· 1
t2ψ(qm)εm
ψ(qn)
≪ qm
qn
ψ(qn)
ε
1/2
m
≤ qm
qn
ψ(qn)
ε
1/2
n
.
The last inequality makes use of the fact that (εn)n∈N is a decreasing sequence of real numbers.
Now the fact that (qn)n∈N is lacunary implies that∑
1≤m<n
qm/qn ≪ 1,
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and so it follows that for arbitrary a, b ∈ N with a < b, we have
∑∑
a≤m<n≤b
T (m,n) ≪
b∑
n=a
n−1∑
m=a
qm
qn
ψ(qn)
ε
1/2
n
≪
b∑
n=a
ψ(qn)
ε
1/2
n
·
Proof of Lemma 8. To start with, observe that the restriction |sqm − tqn| ≤ qαm imposed on
the non-zero integers s, t associated with T (m,n) implies that∣∣∣∣sqmqn − t
∣∣∣∣ < 1 . (97)
Hence, if s and t satisfy (96) then both necessarily must have the same sign and also for each
fixed integer s there exists a set Ts of at most two non-zero integers t satisfying (97). Thus,
we can decompose T (m,n) into two sums:
T (m,n) = T1(m,n) + T2(m,n),
where
T1(m,n) :=
∑∑
s,t∈N
1≤s≤m3/ψ(qm)
1≤|sqm−tqn|<qαm
Ŵ+qm,γ,εm(sqm)Ŵ
+
qn,γ,εn(tqn)µ̂ (sqm − tqn)
and
T2(m,n) :=
∑∑
s,t∈N
s>m3/ψ(qm)
1≤|sqm−tqn|<qαm
Ŵ+qm,γ,εm(sqm)Ŵ
+
qn,γ,εn(tqn)µ̂ (sqm − tqn) .
In view of (91) the condition s ≤ m3/ψ(qm) in the definition of T1(m,n) implies that s ≤ m12.
In turn, this together with the fact that (qn)n∈N is α-separated with the implicit constant
m0 = 1 implies that T1(m,n) is an empty sum. Thus,
T1(m,n) = 0 .
Regarding T2(m,n), on using the trivial bound |µ̂(t)| ≤ 1 together with (51) to bound
|Ŵ+qn,γ,εn(tqn)| and (52) to bound |Ŵ+qm,γ,εn(sqm)|, we obtain that for any integers 1 ≤ m < n
|T (m,n)| = |T2(m,n)| ≪
∑
s>m3/ψ(qm):
t∈Ts
|Ŵ+qm,γ,εm(sqm)| |Ŵ+qn,γ,εn(tqn)|
≪
∑
s>m3/ψ(qm)
1
s2ψ(qm) εm
ψ(qn) ≪ ψ(qn)
m3 εm
.
Now on making use of (92), it follows that
|T2(m,n)| ≪ ψ(qn)
m2
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and so in turn, for arbitrary a, b ∈ N with a < b, we have
∑∑
a≤m<n≤b
|T2(m,n)| ≪
b∑
n=a
ψ(qn).
5 Establishing Propositions 1 and 2
To start with we work under the hypotheses of Lemma 6 which clearly both Proposition 1
and Proposition 2 satisfy. With this in mind, for arbitrary a, b ∈ N with a < b, we have via
(86) that ∑∑
a≤m<n≤b
µ(Eγqm ∩Eγqn) ≤
∑∑
a≤m<n≤b
Ŵ+m,n(0) +
∑∑
a≤m<n≤b
Sm,n (98)
where W+m,n and Sm,n are given by (84) and (89) respectively. Now let
εn := min
2−δ, ( n∑
k=a
ψ(qk)
)−δ , (99)
where 0 < δ ≤ 1 is a parameter to be determined later. By definition, it follows that
ε−1n ≤ max
(
2δ, nδ
)
< 2n (100)
and so (92) associated with Lemma 8 is satisfied. We also observe that (33) together with (100)
implies that
∞∑
n=1
1
n
A
B ε
1/2
n
< ∞ .
Thus, for any fixed α > 0, it follows on using Lemma 6 that
∑∑
a≤m<n≤b
|Sm,n| ≪
b∑
n=a
ψ(qn) +
∑∑
a≤m<n≤b
1
n
A
B ε
1/2
m ε
1/2
n
+
∑∑
a≤m<n≤b
|T (m,n)| , (101)
where the implied constant is dependent on α. We now estimate the second sum on the right
hand side of (101) by considering two cases.
Case 1:
b∑
k=a
ψ(qk) > 2. It follows that
1
n
A
B ε
1/2
m ε
1/2
n
≤ 1
n
A
B
(
b∑
k=a
ψ(qk)
)δ
,
and so
∑∑
a≤m<n≤b
1
n
A
B ε
1/2
m ε
1/2
n
≤
∑∑
a≤m<n≤b
1
n
A
B
(
b∑
k=a
ψ(qk)
)δ
≪
(
b∑
k=a
ψ(qn)
)δ
≤
b∑
k=a
ψ(qn). (102)
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Case 2:
b∑
k=a
ψ(qk) ≤ 2. It follows that εn = 2−δ for all a ≤ n ≤ b, hence
1
n
A
B ε
1/2
m ε
1/2
n
≪ 1
n
A
B
.
On using (58) with τ := A/2B, it follows that
1
n
A
B
≤ ψ(qn)
n
A
2B
∀ n ∈ N
and so
∑∑
a≤m<n≤b
1
n
A
B ε
1/2
m ε
1/2
n
≪
∑∑
a≤m<n≤b
ψ(qn)n
− A
2B ≤
∑∑
a≤m<n≤b
ψ(qn)m
− A
2B ≪
b∑
n=a
ψ(qn). (103)
The upshot of (102) and (103) is that both cases give rise to the same estimate which together
with (101) gives ∑∑
a≤m<n≤b
|Sm,n| ≪
b∑
n=a
ψ(qn) +
∑∑
a≤m<n≤b
|T (m,n)| .
This, in turn with (98) yields the estimate
∑∑
a≤m<n≤b
µ(Eγm ∩ Eγn) ≤
∑∑
a≤m<n≤b
Ŵ+m,n(0) +
∑∑
a≤m<n≤b
|T (m,n)|+O
(
b∑
n=a
ψ(qn)
)
. (104)
We now turn our attention to estimating the first term on the right hand of (104). For
this we will make use of (88). With this in mind, first note that by definition (εn)n∈N is
decreasing and so εnψ(qm)ψ(qn) ≤ εmψ(qm)ψ(qn) for all m < n. Moreover, εn < 1 for all n
and so εmεnψ(qm)ψ(qn) < εmψ(qm)ψ(qn). Thus
4(1 + εm)(1 + εn)ψ(qm)ψ(qn) ≤ 4ψ(qm)ψ(qn) + 12εmψ(qm)ψ(qn) . (105)
We estimate the second sum on the right hand side of the above by considering two cases.
Case 1:
b∑
k=a
ψ(qk) < 2. It follows that
∑∑
a≤m<n≤b
εmψ(qm)ψ(qn) ≤
∑∑
a≤m<n≤b
ψ(qm)ψ(qn) <
(
b∑
n=a
ψ(qn)
)2
< 2
b∑
n=a
ψ(qn). (106)
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Case 2:
b∑
k=a
ψ(qk) ≥ 2. It follows that
∑∑
a≤m<n≤b
εmψ(qm)ψ(qn) =
∑∑
a≤m<n≤b
ψ(qm)ψ(qn) min
2−δ,( m∑
k=a
ψ(qk)
)−δ
≤ max
21−δ ,( b∑
n=a
ψ(qn)
)1−δ ∑∑
a≤m<n≤b
ψ(qm)ψ(qn)
max (2,
∑m
k=a ψ(qk))
≤
(
b∑
n=a
ψ(qn)
)1−δ ∑
a≤n≤b
ψ(qn)
∑
a≤m≤b
ψ(qm)
max (2,
∑m
k=a ψ(qk))
.
(107)
On using Lemma D2 in Appendix D of §7 with γ = 2, sk := ψ(qk−a+1) and a and b replaced
by 1 and b− a+ 1 respectively, we infer that
∑
a≤m≤b
ψ(qm)
max (2,
∑m
k=a ψ(qk))
≤ 3
2
+
1
2 log 32
log
(
b∑
n=a
ψ(qn)
)
.
This together with (107) implies that
∑∑
a≤m<n≤b
εmψ(qm)ψ(qn) ≤
(
b∑
n=a
ψ(qn)
)1−δ ( b∑
n=a
ψ(qn)
)(
3
2
+
1
2 log 32
log
(
b∑
n=a
ψ(qn)
))
≪
(
b∑
n=a
ψ(qn)
)2−δ
log
(
b∑
n=a
ψ(qn)
)
.
(108)
Hence, on combining the estimates (88), (105), (106) and (108) with find that
∑∑
a≤m<n≤b
W+m,n(0) ≤ 4
(
b∑
n=a
ψ(qn)
)2
+O
( b∑
n=a
ψ(qn)
)2−δ
log+
(
b∑
n=a
ψ(qn)
)
+ O
∑∑
a≤m<n≤b
(qm, qn)min
(ψ(qm)
qm
,
ψ(qn)
qn
) . (109)
We stress that the above estimates, in particular (104) and (109) are valid under the
hypotheses of both Proposition 1 and Proposition 2.
Completing the proof of Proposition 1. Working under the hypotheses of Proposition 1, we
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can employ Lemma 7 with α = 1/2 to obtain that
∑∑
a≤m<n≤b
|T (m,n)| ≪
b∑
n=a
ψ(qn)
ε
1/2
n
≪ 1
ε
1/2
b
b∑
n=a
ψ(qn) ≪
(
b∑
n=a
ψ(qn)
)1+ δ
2
. (110)
Also, since the sequence A = (qn)n∈N is lacunary, there exists a constant K > 1 such that for
any integers m < n
qn ≥ Kn−m qm ,
and so ∑∑
a≤m<n≤b
(qm, qn)min
(
ψ(qm)
qm
,
ψ(qn)
qn
)
≤
∑∑
a≤m<n≤b
qm
ψ(qn)
qn
≤
b∑
n=a
ψ(qn)
n−1∑
m=1
qm
qn
≪
b∑
n=a
ψ(qn) . (111)
Hence, on combining the estimates (104), (109), (110) and (111) we find that
∑∑
a≤m<n≤b
µ(Eγqm ∩Eγqn) ≤ 4
(
b∑
n=a
ψ(qn)
)2
+ O
((
b∑
n=a
ψ(qn)
)2−δ
log+
(
b∑
n=a
ψ(qn)
)
+
(
b∑
n=a
ψ(qn)
)1+ δ
2
)
.
To complete the proof of Proposition 1, we set δ = 2/3 in the above and apply Lemma 5.
Completing the proof of Proposition 2. Working under the hypotheses of Proposition 2, we
can employ Lemma 8 with α given by the α-separated sequence A. Note that condition
(91) on ψ is guaranteed by (58) while (100) shows that condition (92) on εn is satisfied. On
combining (93), (104) and (109) we find that
∑∑
a≤m<n≤b
µ(Eγqm ∩Eγqn) ≤ 4
(
b∑
n=a
ψ(qn)
)2
+O
∑∑
a≤m<n≤b
(qm, qn)min
(
ψ(qm)
qm
,
ψ(qn)
qn
)
+O
( b∑
n=a
ψ(qn)
)2−δ
log+
(
b∑
n=a
ψ(qn)
)
+
b∑
n=a
ψ(qn)
 .
To complete the proof of Proposition 2, we set δ = 1 in the above and use Lemma 5.
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6 Deducing Theorem 3 from Theorem 4
Recall, that any increasing sequence A ⊆ AS satisfies the growth condition (32) with B = k
and C = (log 2)/2 – see Appendix B of §7 for the details. Thus, Theorem 3 will follow from
Theorem 4 on showing that:
(i) any such sequence is α-separated, and
(ii) the gcd term E(N) appearing in the ‘error’ term of (34) is less than the ‘main’ term
Ψ(N); that is to say
E(N) = O(Ψ(N)) . (112)
The point is once we have (i) the hypotheses of Theorem 4 are verified and the theorem
implies that the counting function R(x,N) satisfies (34) for µ-almost all x ∈ F . On the other
hand, (34) trivially coincides with (31) once we have (ii) and thus completes the proof of
Theorem 3.
6.1 Showing that any A ⊆ AS is α-separated
The goal of this section is to prove the following statement.
Proposition 3. Let A = (qn)n∈N ⊆ AS be an increasing sequence of natural numbers. Then,
A is α-separated for any α ∈ (0, 1).
The proof of the proposition we will make essential use of a fundamental theorem due to
Baker & Wu¨stholz [1] in the theory of linear forms in logarithms. The following statement is
a simplified version of that appearing in [1]. It is more than adequate for the application we
have in mind.
Theorem BW. Let n ∈ N, b1 . . . bn ∈ Z and a1 . . . an ∈ N. Suppose that
Λ :=
n∑
k=1
bk log ak 6= 0.
Then,
log |Λ| > −C(n) ·
n∏
k=1
max (1, log ak) · log
(
max (1, |b1|, . . . , |bn|)
)
where
C(n) := 18(n + 1)!nn+1(32)n+2 log(2n). (113)
Proof of Proposition 3. Let α ∈ (0, 1). The aim is to show that there exists a constantm0 ∈ N
so that for any natural numbers m < n, if
1 ≤ |sqm − tqn| < qαm (114)
for some s, t ∈ N with
s ≤ m12 , (115)
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then m ≤ m0. With this in mind, first of all note that (115) and (114) imply that
t <
qm
qn
s+
1
2
≤ qm
qn
m12 +
1
2
< m12 +
1
2
. (116)
Hence, taking into account that m and t are integers, we have that
t ≤ m12. (117)
From the second inequality appearing in (116) and the fact that t ∈ N, it follows that
1 ≤ t < qm
qn
m12 +
1
2
.
Hence,
qn < 2m
12qm
which together with the fact that qm < qn, implies that
log qm < log qn < log qm + 12 logm+ log 2. (118)
Note that sqm 6= tqn because of (114) and assume for the moment that sqm < tqn. Then, on
using the fact that exp(x)− 1 ≥ x for any x > 0, it follows that
|sqm − tqn| = tqn − sqm
= sqm (exp (log t+ log qn − log s− log qm)− 1)
≥ sqm (log t+ log qn − log s− log qm) . (119)
We now proceed to estimate the quantity involving the logarithm terms. On using the fact
that qm, qn ∈ AS , it follows via Theorem BW that
| log t+ log qn − log s− log qm| ≥ exp
(
− C(k + 2) log s log t
∏
p∈S
log p log max
a∈Em,n
a
)
. (120)
Here C(k+ 2) is the constant associated with Theorem BW and Em,n is the set of exponents
of prime powers in the canonical factorisation of the integers qm, qn ∈ AS . By definition, for
any a ∈ Em,n we have 2a ≤ qn and so a ≤ log qn/ log 2. This together with the upper bound
estimates (115) and (117), implies that
log s log t
∏
p∈S
log p log max
a∈Em,n
a ≤ 144 (logm)2
(∏
p∈S
log p
)
log (log qn/ log 2)
≪ k2 (log log qm)3 , (121)
where in the last step we have also used (118) and (32) with B = k. Hence
| log t+ log qn − log s− log qm| ≥ exp
(
−C˜ (log log qm)3
)
, (122)
where the constant C˜ depends on the set S only. This together with (119) yields that
|sqm − tqn| = tqn − sqm ≥ exp
(
log qm − C˜ (log log qm)3
)
. (123)
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Now if sqm > tqn, the above above argument can easily be modified to show that (123) still
holds. Indeed, on using the fact that qm < qn, we find that
|sqm − tqn| = sqm − tqn
≥ tqn (log s+ log qm − log t− log qn)
(122)
≥ tqn exp
(− C˜ (log log qm)3 )
≥ exp ( log qm − C˜(log log qm)3) .
Comparing (123) with (114), we find that
log qm − C˜ (log log qm)3 ≤ α log qm.
We can rewrite this as
C˜ (log log qm)
3 ≥ (1− α) log qm. (124)
As α < 1, it is evident that this inequality can only hold for m not exceeding some integer
m0 that depends on S and α only. This completes the proof of the proposition.
6.1.1 A stronger version of Proposition 3 involving Property D
In this section we show that the proof of Proposition 3 can be easily adapted to prove the
analogous statement for sequences A satisfying Property D – see Remark 13 of §1.2 for the
defintiion. Note that in the proof of Proposition 3 we made direct use of the fact that the
growth condition (32) is satisfied for A ⊆ AS . By definition, this condition automatically
holds for sequences satisfying Property D.
Formally, we establish the following generalisation of Proposition 3.
Proposition 3A. Let A = (qn)n∈N be an increasing sequence of natural numbers that satisfies
Property D. Then, A is α-separated for any α ∈ (0, 1).
Proof (sketch). The proof is exactly the same as that of Proposition 3 up to and including
the inequality given by (119). The main modifications after that are as follows:
• The product
∏
p∈S appearing in (120) and thereafter needs to be replaced by
∏
p∈Pm,n
in which Pm,n denotes the set of all prime divisors of qm qn. Also the constant associated
with Theorem BW is C(2D+2) where D is constant coming from Property D (namely
part (a) of condition (ii)). Note that since A satisfies Property D, we have that for
n0 < m < n (which, without loss of generality, we can assume)
#Pm,n ≤ 2 ·D . (125)
• The upper bound for p ∈ Pm,n coming from Property D (namely part (b) of condi-
tion (ii)) and (125) have to be added to the list of the upper bound inequalities (115)
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and (117) used to derive the analogue of (121); namely, for n0 < m < n with m
sufficiently large
log s log t
∏
p∈Pm,n
log p log max
k∈Em,n
k ≤ 144
(log 2)2D
(logm)2
(
(log qn)
1−ǫ
2D
)2D
log (log qn−log 2)
≪ B2 (log qm)1−ǫ (log log qm)
≪ (log qm)1−ǫ/2 ,
where B is the constant associated with the growth condition (32).
With the above main modifications in mind, we continue exactly as in the proof of Proposi-
tion 3 and obtain the following analogue of (124)
C˜ (log qm)
1−ǫ/2 ≥ (1− α) log qm ,
where C˜ is a constant that depends on B and D only. As α < 1, it is evident that this
inequality can only hold for m not exceeding some integer m0 that depends only on the
constants associated with Property D, α and ǫ. This completes the proof of the proposition.
6.2 Showing that E(N) = O
(
Ψ(N)
)
The goal of this section is to establish (112). As we shall soon see, this is an immediate
consequence of the following statement.
Theorem 5. Let A = (qn)n∈N ⊆ AS be an increasing sequence of natural numbers. Then,
there exists a constant C which depends only on the cardinality k of S, such that for any
integer n ≥ 2
n−1∑
m=1
(qm, qn)
qn
≤ C . (126)
Clearly, Theorem 5 implies that
E(N) :=
∑∑
1≤m<n≤N
(qm, qn)min
(
ψ(qm)
qm
,
ψ(qn)
qn
)
≤
∑∑
1≤m<n≤N
(qm, qn)
qn
ψ(qn) ≪
N∑
n=1
ψ(qn) := Ψ(N)
and so yields the desired goal. Note the left hand side of (126) can only increase if we enlarge
our sequence A = (qn)n∈N. So, without loss of generality, we can assume that A = AS during
the course of establishing Theorem 5. With this in mind, we start by proving a couple of
useful lemmas.
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Lemma 9. For any s ∈ R, there exists a constant Cs, which depends on s only, such that,
for any r ∈ N, and any integers n1, . . . , nr ≥ 2,
∞∑
t1=1
· · ·
∞∑
tr=1
(t1 log2 n1 + · · · + tr log2 nr)s
nt11 · · · · · ntrr
< Cs.
Proof. First note that the function defined for x ≥ 1 by x → (log2 x)
s
√
x
is bounded above by
a constant. Define
Cs = sup
x≥1
(log2 x)
s
√
x
> 0 .
Then,
∞∑
t1=1
· · ·
∞∑
tr=1
(t1 log2 n1 + · · ·+ tr log2 nr)s
nt11 · · · · · ntrr
≤
∞∑
t1=1
· · ·
∞∑
tr=1
Cs
n
t1/2
1 · · · · · ntr/2r
≤ Cs · 1
(
√
n1 − 1) · · · · · (√nr − 1)
≤ Cs,
and this proves the lemma.
Lemma 10. Let K ≥ 1 be a real number and n ∈ N. Then
∑
qm|qn
qm·K<qn
(qm, qn)
qn
≤ (log2K + 2)
k−1
K
·
k∏
i=1
pi
pi − 1 . (127)
Proof. The statement is obviously true when n = 1. Observe that the condition that qm|qn
and qmK < qn is equivalent to
qn
qm
≡
k∏
i=1
paii > K (128)
for some integers a1, . . . , ak ≥ 0. Since n is fixed, the k–tuple (a1, . . . , ak) depends exclusively
on m. We will say that the divisor qm of qn is maximal if and only if (128) holds and for any
other divisor ql of qn such that qlK < qn and qm|ql we necessarily have that qm = ql. It then
43
follows that ∑
qm|qn
qmK<qn
(qm, qn)
qn
≤
∑
qmmaximal
∑
ql|qm
(ql, qn)
qn
=
∑
qmmaximal
∑
ql|qm
ql
qn
=
∑
qmmaximal
∑
ql|qm
ql
qm
qm
qn
≤
∑
qmmaximal
1
K
∑
ql|qm
ql
qm
≤
∑
qmmaximal
1
K
∞∑
c1=0
· · ·
∞∑
ck=0
1
pc11 · · · pckk
≤
∑
qmmaximal
1
K
k∏
i=1
pi
pi − 1 ,
where the outer sum on the right hand side is over all maximal divisors qm of qn. Thus, the
proof of the lemma is reduced to showing that the number of such divisors is bounded above
by (⌊log2K⌋+ 2)k−1; that is ∑
qmmaximal
1 ≤ (⌊log2K⌋+ 2)k−1 . (129)
With this in mind, observe that (128) gives
k∑
i=1
ai log pi > logK (130)
and so qm is maximal if and only if the corresponding solution (a1, . . . , ak) ∈ Zk≥0 to inequal-
ity (130) is minimal, in the sense that for any other solution (b1, . . . , bk) ∈ Zk≥0 with bi ≤ ai
for all i = 1, . . . , k, we necessarily have that bi = ai for all i = 1, . . . , k. It is easily versified
that if (a1, . . . , ak) is a minimal solution to (130), then
a1 + · · · + ak ≤ log2K + 1. (131)
Indeed, to show that this is so, assume on the contrary that (a1, . . . , ak) is minimal and
a1 + . . .+ ak > log2K + 1. Then, without loss of generality, we may assume a1 ≥ 1. Then
(a1 − 1) log p1 + a2 log p2 + . . . + ak log pk ≥ (a1 − 1) + a2 + . . .+ ak ≥ log2K.
This means that (a1 − 1, a2, . . . , ak) is a solution to (130) and thus contradicts the fact that
(a1, . . . , ak) is minimal.
By definition, (129) is equivalent to the statement that number of minimal solutions
to (130) is bounded above by (⌊log2K⌋+ 2)k−1. This we now proceed to prove. Define the
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map from the set of minimal solutions (a1, . . . , ak) ∈ Zk≥0 of (130) to the set of k-tuples
(b1, . . . , bk) ∈ Zk≥0 satisfying b1 + . . .+ bk = ⌊log2K⌋+ 1 by
(a1, . . . , ak)→ (b1, . . . , bk) :=
(
a1, . . . , ak−1, ⌊log2K⌋+ 1−
k−1∑
i=1
ai
)
. (132)
In view of (131), bk ≥ 0 and so the map is well-defined. The map is also injective. Indeed,
assume (x1, . . . , xk) and (y1, . . . , yk) are two distinct minimal solutions to (130) with the same
image under the map (132). Then necessarily xi = yi for all i = 1, . . . , k − 1, and since the
solutions are distinct, either xk < yk or xk > yk. This means that one of the solutions is not
minimal, which is a contradiction. Thus the map defined via (132) is injective, whence the
number of minimal solutions to (130) is at most equal to the number of k-tuples satisfying
b1 + . . .+ bk = ⌊log2K⌋+ 1; namely(⌊log2K⌋+ k
k − 1
)
=
(⌊log2K⌋+ k) · · · · · (⌊log2K⌋+ 1)
(k − 1)! ≤ (⌊log2K⌋+ 2)
k−1 .
This thereby completes the proof of the lemma.
Proof of Theorem 5. As already mentioned, it suffices to proves the theorem with A = AS .
With this in mind, we are given an integer n ≥ 2 and so this fixes
qn =
k∏
i=1
paii (a1, . . . , ak ≥ 0). (133)
For any integer m < n, we write
qm =
k∏
i=1
pbii (b1, . . . , bk ≥ 0) , (134)
where the exponents b1, . . . , bk depend on the index m. Obviously, since m < n
k∑
i=1
bi log pi <
k∑
i=1
ai log pi , (135)
and for each such m we set
P(qm) := {1 ≤ i ≤ k : bi < ai} .
It then follows that
n−1∑
m=1
(qm, qn)
qn
=
∑
(b1,...,bk)∈Zk≥0:
(135) holds
p
min(a1,b1)
1 · · · pmin(ak ,bk)k
pa11 · · · pakk
=
∑
T ⊆{1,...,k}
∑
(b1,...,bk)∈Zk≥0:
(135) holds &
P(qm)=T
∏
i∈T p
bi
i ·
∏
i/∈T p
ai
i∏
i∈T p
ai
i ·
∏
i/∈T p
ai
i
.
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In view of the fact that (135) is imposed as a condition on the inner sum, we can assume that
T 6= ∅. With this in mind, it follows that
n−1∑
m=1
(qm, qn)
qn
≤
∑
T ⊂{1,...,k}
∑
bi≥ai : i/∈T
∑
bi<ai : i∈T &∏
i∈T p
bi
i ·K<
∏
i∈T p
ai
i
∏
i∈T p
bi
i∏
i∈T p
ai
i
+
∑
bi<ai : i∈T ={1,...,k} &∏
i∈T p
bi
i <
∏
i∈T p
ai
i
∏
i∈T p
bi
i∏
i∈T p
ai
i
,
where K :=
∏
i/∈T p
bi−ai
i . Now on appealing to Lemma 10 and then Lemma 9, we find that
n−1∑
m=1
(qm, qn)
qn
≤
∑
T ⊂{1,...,k}
∑
bi≥ai : i/∈T
(log2K + 2)
k−1
K
∏
i∈T
pi
pi − 1
+ 2k−1
k∏
i=1
pi
pi − 1
≤
∑
T ⊂{1,...,k}
∑
bi≥ai : i/∈T
(2 log2K)
k−1
K
· 2k + 2k−1 · 2k
≤ 2k−1 · 2k
(
Ck−1
∑
T ⊂{1,...,k}
1 + 1
)
,
where Ck−1 > 0 is the constant associated with Lemma 9. This together with the fact that
there are at most 2k different subsets T of {1, . . . , k} implies the desired statement.
7 Appendices
Appendix A: Theorem DEL =⇒ Corollary DEL
The goal is to deduce Corollary DEL from Theorem DEL – the fundamental theorem of
Davenport, Erdo¨s & LeVeque in the theory of uniform distribution.
We are given that A = (qn)n∈N is a lacunary sequence of natural numbers. Thus, there
exists a constant K > 1 such that any integers m < n
qn − qm = qm
(
qn
qm
− 1
)
≥ Kn−m − 1 . (136)
Now let f be as in Corollary DEL and consider the associated function F : N→ R+ given by
F (n) := f(Kn − 1) .
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Note that F is decreasing (since f is decreasing) and so it follows that the convergence
condition (3) is equivalent to the condition that
∞∑
n=1
F (n)
n
< ∞ . (137)
Also, by the decay condition (4) and the fact that µ̂(0) = 1, it follows that for any integer
h 6= 0
N∑
m,n=1
µ̂(h(qn − qm)) =
N∑
n=1
µ̂(0) + 2
∑∑
1≤m<n≤N
µ̂(h(qn − qm))
(4)≪ N +
∑∑
1≤m<n≤N
f
(|h(qn − qm)|)
≤ N +
∑∑
1≤m<n≤N
f(qn − qm)
(136)
≤ N +
∑∑
1≤m<n≤N
F (n−m)
≤ N +
N∑
n=1
n∑
m=1
F (m) = N +
N∑
n=1
(N + 1− n)F (n)
≪ N
N∑
n=1
F (n) .
The upshot of this is that
∞∑
N=1
1
N3
N∑
m,n=1
µ̂(h(qn − qm)) ≪
∞∑
N=1
1
N2
N∑
n=1
F (n) =
∞∑
n=1
∞∑
N=n
F (n)
N2
≪
∞∑
n=1
F (n)
n
(137)
< ∞ .
Thus, Theorem DEL implies that the sequence A = (qn)n∈N is uniformly distributed modulo
one for µ–almost all x ∈ F . This completes the proof of Corollary DEL.
Appendix B: The growth rate of AS
The goal is to show the sequence AS = (qn)n∈N defined by (30), satisfies the growth condition
log qn > C n
1/k ∀ n ≥ 2 ,
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where k is the cardinality of the finite set S := {p1, . . . , pk} of distinct primes and C =
(log 2)/2. It is easily seen that this is an immediate consequence of the following counting
statement: for X ≥ 2
πS(X) := # {q ∈ AS : q ≤ X} ≤ C−1(logX)k . (138)
Indeed, given qn ∈ AS with n ≥ 2, put X = qn. Then X ≥ 2 and (138) implies that
πS(qn) = n ≤ C−1(log qn)k
and we are done since C1/k ≥ C.
We prove (138) by induction on k. When k = 1, we have only one prime p and by
definition πS(X) := #
{
pn−1 : pn−1 ≤ X}. The condition that pn−1 ≤ X implies that
n ≤ logX
log p
+ 1 ≤ 2
log 2
logX = C−1 logX .
This verifies (138) when k = 1. Now assume (138) is true for any set of k distinct primes and
let S = {p1, . . . , pk, pk+1} be a set of k + 1 distinct primes. Write Sk for the set {p1, . . . , pk}
of k distinct primes. It follows that
πS(X) :=
∑
q≤X
q∈AS
1 =
∑
(a1,...,ak+1)∈Z
k+1
≥0 :∏k+1
i=1 p
ai
i ≤X
1 =
∑
(a1,...,ak+1)∈Z
k+1
≥0 :∑k+1
i=1 ai log pi≤logX
1
≤
∑
0≤ak+1≤
logX
log pk+1
∑
(a1,...,ak)∈Zk≥0:∑k
i=1 ai log pi≤logX
1 =
∑
0≤ak+1≤
logX
log pk+1
πSk(X)
≤
∑
0≤ak+1≤
logX
log pk+1
C−1(logX)k (by the induction hypothesis)
≤ C
−1
log pk+1
(logX)k+1 < C−1 (logX)k+1 .
This completes the inductive step and establishes (138) for arbitrary k ∈ N.
Appendix C: Example of ‘bad’ sequences satisfying Property D
The goal is to construct an increasing sequence A = (qn)n∈N of natural numbers satisfying
Property D and an associated function ψ : N→ I such that for all integers N ≥ N0
N∑
j=1
ψ(qj)
j∑
m=1
(qm, qj)
qj
> exp
c N∑
j=1
ψ(qj)
 . (139)
Here c > 0 and N0 ≥ 1 are absolute constants. This ‘strongly’ implies the claim associated
with (38) in Remark 13. Thus with reference to Theorem 4, for arbitrary sequences satisfying
Property D, we can not reduce (34) to (31) as in the situation when A ⊆ AS .
48
Step 1: Constructing the sequence A. To start with, let (nt)t∈N be an increasing sequence
of natural numbers satisfying the following conditions:
• The integer n1 is large enough so that
ln lnn1 > 2 ln 2 + 1 (140)
and
2 log n+ 2 log log n < n1/5 ∀ n ≥ n1 . (141)
• For all t ∈ N,
2nt ≤ nt+1. (142)
It can be easily verified that (141) implies (140) but it will be useful to have both explicitly
stated. Also, note that in view of (140) and (142), it follows that
nt ≥ 2t−1n1 ≥ 2t−1e4e ∀ t ∈ N . (143)
In particular, this implies
lnnt ≥ t ln 2 + 4e− ln 2 > (t+ 14) ln 2. (144)
Next, let P denote the set of all prime numbers and for t ∈ N, let
Pt := {p ∈ P : 3 ≤ p ≤ nt log nt} .
It follows from Rosser’s theorem [22], that
#Pt < nt. (145)
Also a simple consequence of the well known lower bound estimate∑
p∈P
p≤n
1
p
≥ ln ln(n+ 1)− ln(π2/6) ,
is that ∑
p∈Pt
1
p
≥ ln lnnt − ln 2− 1
2
. (146)
Now, for each t ∈ N define
q˜t := 2
nt ,
and in turn, for any p ∈ Pt let
q˜t,p := q˜t 2
−up−1 p = 2nt−up−1 p (147)
where up := ⌊log2 p⌋ . Then, by definition 2up ≤ p < 2up+1 and it follows that
1
2
q˜t < q˜t,p < q˜t. (148)
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Also, in view of (141) and (140) we have that for every t ∈ N and p ∈ Pt
log p ≤ log nt + log log nt ≤ n
1/5
t
2
=
(log q˜t)
1/5
2(log 2)1/5
≤ (log q˜t,p)1/5 . (149)
Trivially, the above upper bound estimate also holds for p = 2. Also note that since q1 ≥ 2,
for every t ∈ N
(log 2)5 < log 2 ≤ log q˜1 ≤ log q˜t
and so
log 2 < (log q˜t)
1/5 . (150)
The desired sequence A := (qj)j∈N is precisely the elements of the set
{q˜t : t ∈ N} ∪ {q˜t,p | t ∈ N, p ∈ Pt}
listed in increasing order of size.
Step 2: Verifying A satisfies Property D. By construction, each element of A trivially has at
most two prime divisors. Also, in view of (149) and (150), any prime divisor p of an element
qj ∈ A satisfies
log p ≤ (log qj)1/5 . (151)
This verifies condition (ii) of Property D with D = 2. It now remains to verify condition (i)
of Property D. By construction, every element of the sequence (qj)j∈N is either equal to q˜t for
some t ∈ N or equal to q˜t,p for some t ∈ N and p ∈ Pt. Denote by π the bijective map from
the set of integers j ∈ N to the set of couples (t, p) with t ∈ N and p ∈ (Pt ∪ {2}) so that
qj = q˜π(j) := q˜t,p,
Here and throughout, we use the notation q˜t,2 := q˜t. Note that for any t ∈ N, we have that
q˜t,p ≤ q˜t for every p ∈ (Pt ∪ {2}). Thus for any j ∈ N, given π(j) = (t, s) it follows that
j ≤
t∑
k=1
#Pk
(145)
<
t∑
k=1
nk
(142)
< 2nt . (152)
On the other hand,
qj = q˜t,p
(148)
≥ 1
2
q˜t
and so
log qj ≥ log (q˜t/2) ≥ nt − 1 ≥ nt/2. (153)
On combining (152) and (153), we obtain that
log qj > j/4. (154)
In other words, A satisfies the growth condition (32) with B = 1 and C = 1/4. This verifies
condition (i) of Property D.
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Step 3: A useful gcd estimate. Let j ∈ N be such that π(j) = (t, 2) for some t ∈ N; that is,
qj = q˜t = 2
nt . Note that for any t ∈ N, we have that q˜t,p < q˜t for every p ∈ Pt. Hence,
j∑
m=1
(qm, qj)
qj
≥
∑
p∈Pt
(q˜t,p, q˜t)
q˜t
≥
∑
p∈Pt
2nt−up−1
2nt
=
1
2
∑
p∈Pt
1
2up
≥ 1
2
∑
p∈Pt
1
p
(146)
≥ 1
2
ln lnnt − 1
2
ln 2− 1
4
(140)
≥ 1
4
ln lnnt .
The upshot of this is that whenever j ∈ N is such that qj = q˜t for some t ∈ N, then
j∑
m=1
(qm, qj)
qj
≥ 1
4
ln lnnt. (155)
Step 4: Constructing the function ψ. Working with the sequence A = (qj)j∈N coming from
Step 1, the goal is to construct a suitable function ψ so that (139) is satisfied. To begin with
we split A into two classes. We define I1 to be the set of indices j ∈ N such that π(j) = (t, p)
for some t ∈ N and p ∈ Pt. In other words, j ∈ I1 if and only if the corresponding element
qj ∈ A is not a power of 2. We let I2 := N \ I1. Thus, I2 is the set of indices j ∈ N such that
π(j) = (t, 2) for some t ∈ N. For any index j ∈ I2, in order to emphasize the dependence on
j, let us denote by tj the unique integer associated with π(j). Thus, by definition
qj = q˜tj = 2
ntj .
Note that in view of (155), for any j ∈ I2
j∑
m=1
(qm, qj)
qj
≥ 1
4
ln lnntj
(144)
>
1
4
ln ((tj + 14) ln 2) . (156)
We define the function ψ : N→ I on the sequence A = (qj)j∈N as follows:
• For j ∈ I1, we let
ψ(qj) := 2
−j
.
• For j ∈ I2, we let
ψ(qj) :=
 1 if tj = 1 ,1
tj log tj
if tj ≥ 2 .
First of all, note that ∑
j∈I1
ψ(qj) ≤
∑
j∈N
2−j ≤ 1 .
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Then, it follows that for any integer N ∈ I2
N∑
j=1
ψ(qj) =
∑
1≤j≤N
j∈I1
ψ(qj) +
∑
1≤j≤N
j∈I2
ψ(qj) ≤ 2 +
∑
1≤j≤N
j∈I2
1
tj log tj
= 2 +
tN∑
i=2
1
i log i
≪ max{1, log log tN} , (157)
where tN is the unique integer associated with π(N) so that qN = q˜tN . On the other hand, it
follows that for any integer N ∈ I2
N∑
j=1
ψ(qj)
j∑
m=1
(qm, qj)
qj
>
∑
1≤j≤N
j∈I2
ψ(qj)
j∑
m=1
(qm, qj)
qj
(156)
≥ ln(15 ln 2) +
∑
2≤j≤N
j∈I2
ln(tj ln 2)
tj log tj
≫
∑
1≤j≤N
j∈I2
1
tj
=
tN∑
i=1
1
i
≫ max{1, log tN} . (158)
This together with (157) implies the desired estimate (139) for any integer N ∈ I2. We now
show that inequalities (157) and (158) are valid for any integer N satisfying
N ≥ n100 . (159)
With this in mind, given such an N , define k ∈ N by
nk ≤ log2 qN < nk+1. (160)
Now let N1 be the integer such that qN1 = q˜k = 2
nk and let N2 be the integer such that
qN2 = q˜k+1 = 2
nk+1 . Note that by definition, both N1, N2 ∈ I2 and tN1 = k and tN2 = k + 1.
Also, in view of (160)
qN1 ≤ qN < qN2 .
Thus,
N∑
j=1
ψ(qj) <
N2∑
j=1
ψ(qj)
(157)≪ log log tN2 = log log(k + 1)≪ log log k, (161)
where in the last step we use the fact that (159) implies k ≥ 100. On the other hand, it
follows that
N∑
j=1
ψ(qj)
j∑
m=1
(qm, qj)
qj
>
N1∑
j=1
ψ(qj)
j∑
m=1
(qm, qj)
qj
(158)≫ log tN1 = log k. (162)
On combining (161) and (162) we obtain the desired inequality (139) for all N ≥ N0 := n100.
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Appendix D: Some basic results on sums of sequences
In this appendix, we collect together various elementary lemmas concerning sums of sequences
that are used at various points in the main body of the paper; in particular, during the course
of establishing Lemma 5 and Propositions 1 & 2.
Lemma D1. Let (sn)n∈N be a sequence of real numbers contained in I and let
Sn :=
n∑
k=1
sk.
Let a, b ∈ N with 2 ≤ a < b and let γ > 0. Suppose that
Sa−1 ≥ γ. (163)
Then,
γ
γ + 1
(
log Sb − logSa−1
) ≤ b∑
k=a
sk
Sk
≤ 1
γ log
(
γ+1
γ
) ( logSb − log Sa−1) .
Proof. For any integer n ≥ a, let
an :=
sn
Sn
(164)
and
bn := logSn − logSn−1 = log(1 + sn
Sn−1
) . (165)
The proof of the lemma will follow on showing that
γ
γ + 1
bn ≤ an ≤ 1
γ log
(
γ+1
γ
) bn . (166)
First note that bn = 0 if and only if sn = 0, which, in turn, is true if and only if an = 0.
Thus, (166) is trivially true if bn = 0 . We can therefore assume that bn > 0. Then,
an
bn
=
sn
Sn
log
(
1 + snSn−1
) = Sn−1
Sn
·
sn
Sn−1
log
(
1 + snSn−1
) .
By (163), for all n ≥ a we have that
γ
γ + 1
≤ Sn−1
Sn
≤ 1
and together with the fact that the function x → xlog(1+x) is monotonically increasing for all
x > 0, it follows that
1 ≤
sn
Sn−1
log
(
1 + snSn−1
) ≤ 1
γ log
(
γ+1
γ
) .
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On multiplying the last two double inequalities, we find that
γ
γ + 1
≤ Sn−1
Sn
·
sn
Sn−1
log
(
1 + snSn−1
) ≤ 1
γ log
(
γ+1
γ
) .
In other words,
γ
γ + 1
≤ an
bn
≤ 1
γ log
(
γ+1
γ
)
and the desired statement (166) follows.
Lemma D2. Let (sn)n∈N and Sn be as in Lemma D1. Let γ > 0 and let
S˜n := max (γ, Sn) .
Then, for any a, b ∈ N with a < b, we have that
b∑
k=a
sk
S˜k
< 1 +
1
γ
+
log Sb − log Sa
γ log
(
γ+1
γ
) . (167)
Proof. Denote by m ∈ N the smallest integer such that S˜m > γ. This implies that Sm > γ,
Sn ≤ γ if n < m and
Sm = sm + Sm−1 ≤ γ + 1. (168)
We now split the proof into three cases depending on the size of m.
(i) If m ≤ a− 1, then it follows that a ≥ 2 and that Sa−1 > γ. Thus, Lemma D1 implies
that
b∑
k=a
sk
S˜k
≤
b∑
k=a
sk
Sk
≤ log Sb − logSa
γ log
(
γ+1
γ
)
and this proves (167).
(ii) If m ≥ b, then it follows that Sb ≤ γ + 1. Hence,
b∑
k=a
sk
S˜k
=
b∑
k=a
sk
γ
≤ Sb
γ
≤ 1 + 1
γ
(169)
and this proves (167).
(iii) If a ≤ m < b, the previous two cases can naturally be utilised to yield that
b∑
k=a
sk
S˜k
=
m∑
k=a
sk
S˜k
+
b∑
k=m+1
sk
S˜k
≤ 1 + 1
γ
+
logSb − log Sm+1
γ log
(
γ+1
γ
) .
This together with the fact that Sm+1 ≥ Sa proves (167).
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Lemma D3. Let (sn)n∈N and Sn be as in Lemma D1. Let a, b ∈ N with 2 ≤ a < b and
suppose that Sa−1 > 0. Then
b∑
k=a
sk
S2k
≤ 1
Sa−1
− 1
Sb
.
Proof. The desired inequality immediately follows from the observation that for any integer
k ≥ 2,
1
Sk−1
− 1
Sk
=
sk
Sk−1Sk
=
Sk
Sk−1
· sk
S2k
and so
sk
S2k
≤ 1
Sk−1
− 1
Sk
.
Lemma D4. Let (sn)n∈N and Sn be as in Lemma D1. Let γ > 0 and let S˜n := max (γ, Sn) .
Then
∞∑
k=1
sk
S˜2k
<
2γ + 1
γ2
.
Proof. As in the proof of Lemma D2, let m ∈ N be the smallest integer such that S˜m > γ.
This implies that Sm > γ, Sn ≤ γ if n < m and Sm ≤ γ + 1. Then, by making use of
Lemma D3 with a = m+ 1, it is easily verified that
∞∑
k=1
sk
S˜2k
=
m∑
k=1
sk
S˜2k
+
∞∑
k=m+1
sk
S˜2k
≤ γ + 1
γ2
+
1
Sm
<
γ + 1
γ2
+
1
γ
=
2γ + 1
γ2
.
Acknowledgements: SV would like to take this opportunity to thank Alison Butterworth
and Dave Scott for their calmness, frankness and amazing power to make sense of the pressures
in a crazy world. You guys have been absolute bricks! Next, comes the inevitable mention
of the now seventeen year old dynamic duo - Ayesha and Iona. You continue to push the
boundaries of my world. Long may it last. Also many congratulations for your brilliant
achievements last year. I remain a very proud and lucky Papa V! Finally, many thanks to
Bridget for making me appreciate the finer aspects of life - including of course leprechauns
and soda bread!
EZ acknowledges the comprehensive support of Aljona, Alyssa and Alina. The discussions
about causes of everything in the world has helped a lot with understanding of the limits of my
knowledge and patience, while joint visits to playgrounds has provided a very lively example
of equidistribution (in the playground). Many thanks for all the inspiration and motivation
you give!
55
References
[1] A. Baker, G. Wu¨stholz: Logarithmic forms and group varieties, Journal fu¨r die reine
und angewandte Mathematik 442 (1993), 19-62.
[2] V. Beresnevich, D. Dickinson, S. Velani: Measure theoretic laws for limsup sets, Memoirs
of the American Mathematical Society 179 (2006), no. 846, 1-91.
[3] V. Beresnevich, F. Ramı´rez, S. Velani: Metric Diophantine approximation: aspects of
recent work, in Dynamics and Analytic Number Theory, Editors: Dmitry Badziahin,
Alex Gorodnik, and Norbert Peyerimhoff. LMS Lecture Note Series 437, Cambridge
University Press, (2016). 1–95.
[4] C. Bluhm: Zur Konstruktion von Salem-Mengen, PhD thesis, University of Erlanger,
1996.
[5] C. Bluhm: On a theorem of Kaufman: Cantor-type construction of linear fractal Salem
sets. Ark. Mat. 36 (1998), no. 2, 307-316.
[6] J.W.S. Cassels, H.P.F. Swinnerton-Dyer: On the product of three homogeneous linear
forms and indefinite ternary quadratic forms. Philos. Trans. Roy. Soc. London. Ser. A,
248 (1955) 73–96.
[7] H. Davenport, P. Erdo¨s, W.J. LeVeque: On Weyl’s criterion for uniform distribution.
Michigan Math. J. 10 (1963), no. 3, 311–314.
[8] K. Falconer: Fractal Geometry: Mathematical Foundations and Applications. John Wiley
& Sons, (1990).
[9] K. Hambrook: Explicit Salem sets and applications to metrical Diophantine approxima-
tion, arXiv:1604.00411 (2016)
[10] K. Hambrook: Explicit Salem Sets in R2, Advances in Mathematics 311 (2017), 634-648.
[11] G. Harman: Metric Number Theory. Clarendon Press, Oxford (1998).
[12] A. Haynes, J. Jensen, S. Kristensen: Metrical musings on Littlewood and friends Proc.
Amer. Math. Soc. 142 (2014), no. 2, 457-466.
[13] R. Kaufman: Continued Fractions and Fourier Transforms. Mathematika 27 (1980) 262–
267.
[14] R. Kaufman: On the theorem of Jarnik and Besicovitch. Acta Arith. 39 (1981), no. 3,
265-267.
[15] J.-P. Kahane: Sur les mauvaises re´partitions modulo 1. Ann. Inst. Fourier 14 (1964),
519-526
[16] A. Khintchine: Einige Sa¨tze u¨ber Kettenbru¨iche mit Anwendugen auf die Theorie der
diophantischen Approximationen. Math. Ann. 92 (1924), 115-125.
[17] R. Lyons: The measure of nonnormal sets. Invent. Math. 83 (1986), no. 3, 605-616.
56
[18] P. Matttila: Geometry of Sets and Measures in Euclidean Spaces. Cambridge studies in
advanced mathematics 44, C.U.P., (1995).
[19] H. L. Montgomery: Ten Lectures on the Interface Between the Interface between Analytic
Number Theory and Harmonic Analysis, American Mathematical Society (1994).
[20] W. Moran, A.D. Pollington: The discrimination theorem for normality to non-integer
bases. Israel J. Math. 100 (1997), 339-347.
[21] A.D. Pollington, S. Velani: On a problem in simultaneous diophantine approximation:
Littlewood’s conjecture. Acta Math. (2000) 185-287. doi:10.1007/BF02392812
[22] J. B. Rosser The n-th Prime is Greater than n log n. Proc. of the London Math. Soc. 45
(1939), 21-44.
[23] M. Queffe´lec, O. Ramare´: Analyse de Fourier des fractions continues a` quotients re-
streints. (French) [Fourier analysis of continued fractions with bounded special quotients]
Enseign. Math. (2) 49 (2003), no. 3-4, 335-356.
[24] W. M. Schmidt: Metrical theorems on fractional parts of sequences. Trans. Amer. Math.
Soc. 110 (1964) 493-518.
[25] V. G. Sprindzuk: Metric Theory of diophantine Approximations. John Wiley & Sons,
1979
[26] P. Szu¨sz: U¨ber die metrische Theorie der diophantischen Approximationen. Acta Math.
Acad. Sci. Hungar. 9 (1958), 177-193.
[27] A. Zafeiropoulos: Inhomogeneous Diophantine approximation, M0 sets and projections
of fractals. PhD thesis, University of York, 2017.
Andrew D. Pollington: National Science Foundation
Arlington, VA 22230, USA.
e-mail: adpollin@nsf.gov
Sanju Velani: Department of Mathematics, University of York,
Heslington, York, YO10 5DD, England.
e-mail: sanju.velani@york.ac.uk
Agamemnon Zafeiropoulos: Department of Analysis and Computational Number Theory,
Graz University of Technology, TU Graz, Austria.
e-mail: mzafeiropoulos@gmail.com
57
Evgeniy Zorin: Department of Mathematics, University of York,
Heslington, York, YO10 5DD, England.
e-mail: evgeniy.zorin@york.ac.uk
58
