Triangular intuitionistic fuzzy numbers (TIFNs) are a special kind of intuitionistic fuzzy sets (IFSs) on a real number set. TIFNs are useful to deal with ill-known quantities in decision data and decision making problems themselves. The purpose of this paper is on developing a new ranking method of TIFNs and application to multiattribute group decision making (MAGDM) problems in which the attribute values are expressed with TIFNs and the information on attribute weights is incomplete. The weighted average operator of TIFNs is defined, the concepts of the possibility mean, variance of TIFNs as well as standard deviation are introduced. Hereby two new ranking indices considering the risk attitude of decision maker are developed to rank TIFNs. In the proposed group decision method, the collective overall attribute values of alternatives are obtained by using the weighted average operator of TIFNs We construct the multi-objective programming of maximizing the ranking indices of membership and non-membership functions on alternative's collective overall attribute values, which is transformed into a single linear programming model by using the membership function based weighted sum approach. Thus, the ranking indices of membership and non-membership functions for the alternatives are derived, which are used to rank the alternatives. A personnel selection example is analyzed to demonstrate the applicability, universality and flexibility of the proposed models and method.
Introduction
The intuitionistic fuzzy set (IFS) introduced by Atanassov 1 is a generalization of the fuzzy set (FS) (Zadeh 2 ). The IFS may describe more abundant and flexible information than the FS when uncertain information is involved. The notable feature of IFS is to assign each element a membership degree and a nonmembership degree. The IFS is useful to deal with uncertainty and vagueness. Atanassov and Gargov 3 further generalized the IFS in the spirit of the ordinary interval-valued fuzzy set (IVFS) and defined the notion of an interval-valued intuitionistic fuzzy set (IVIFS). The IFS and IVIFS have been widely studied, developed, and applied to various fields, such as multiattribute decision making (MADM), multi-attribute group decision making (MAGDM), logic reasoning, pattern recognition. Fuzzy numbers are a special case of fuzzy sets. Similarly, intuitionistic fuzzy number (IFN) is a special IFS defined on real number set. As a generalization of fuzzy numbers (Dubois and Prade 4 ), an IFN seems to suitably describe an ill-known quantity (Li 5 ). The triangular IFN (TIFN) is a typical IFN, which has been received a little attention and made some progresses in the definition and ranking method. For example, Shu et al. 6 defined a triangular IFN (TIFN) in a similar way to the fuzzy number introduced by (Dubois and Prade 4 ) and developed an algorithm for intuitionistic fuzzy fault tree analysis. Li 5 pointed out and corrected some errors in the definition of the four arithmetic operations for the TIFNs (Shu et al. 6 ). Li 7 analyzed the concept of the TIFN in detail and defined the value index and ambiguity index. Then, He proposed the ranking method based on the ratio of the value index to the ambiguity index and applied to the MADM problems in which the ratings of alternatives on attributes are expressed using TIFNs. Li et al. 8 developed a value and ambiguity based method to rank TIFNs and applied to solve MADM with TIFNs. Nan et al. 9 defined the ranking order relations of TIFNs and investigated the fuzzy matrix games with payoffs of TIFNs. The possibility theory of FSs was proposed by Zadeh 10 . Its academic meaning is in building a theoretical framework of real applications for FSs. In statistics, central tendency and distribution dispersion are considered to be the important measures. For fuzzy numbers, two of the most useful measures are the mean and variance of fuzzy numbers. The possibility mean and variance are the important mathematical characteristics of fuzzy numbers. The possibilistic mean, variance and covariance of fuzzy numbers, defined by Carlsson and Fullér 12 , were used to solve many real world problems. For example, Carlsson et al. 16 and Jana et al. 17 applied possibilistic mean value and variance to solve Markowitz mean-variance portfolio selection problem under the assumption that the returns of assets were fuzzy numbers. Zhang and Xiao 18 applied weighted possibilistic mean and variance of fuzzy numbers to the decision making. The possibility mean of a TIFN can be used to measure the value of the TIFN, while the possibility variance of a TIFN is able to describe the uncertainty and vagueness of the TIFN. Therefore, defining the possibility mean and variance of TIFNs is of a great importance for scientific researches and real applications. Wan and Li 19 firstly defined the possibility mean, variance and standard deviation of TIFNs and developed a ranking method based on the ratio of the possibility mean to standard deviation and applied to MADM with TIFNs. Wan et al. 20 defined the weighted possibility means of TIFNs and proposed the extended VIKOR method to MAGDM with TIFNs. Nevertheless, the existing ranking methods of TIFNs (Li 7 ; Li et al. 8 ; Nan et al. 9 ;
Wan and Li 19 ) ignored the risk attitudes of decision makers (DMs). During the process of decision making, difference DMs have different risk preferences. It is necessary to introduce the risk attitudes to rank TIFNs. There is no such investigation as far as we know.
With ever increasing complexity of modern society, continued expansion of the scale and the diversification of business, lots of important decision problems need more and more decision makers (DMs) to participate the decision making. The group decision analysis emerges as the times require and becomes an important research field of management science. In the multi-attribute group decision making (MAGDM), key information includes ratings (or values) of alternatives on attributes and attribute weights (or preference information). Preference information given by the DMs reflects importance of attributes to the overall MAGDM problems. With ever increasing complexity in many real decision situations, there are often some challenges for the DMs to provide precise and complete preference information due to time pressure, lack of knowledge (or data) and their limited expertise about the problem domain. In other words, usually weights are totally unknown or partially known a priori. Namely, weight preference information in MAGDM problems is usually incomplete. Recently, there are some methods for solving MADM problems with incomplete preference information (Herrera-Viedma ). However, due to the fact that the IFS has two independent and conflicting functions which are membership and nonmembership degrees, most of them are not applicable to the MADM or MAGDM problems in which ratings of alternatives on attributes are expressed with IFSs (especially TIFNs) and weight information is incomplete. Hence, the aim of this paper is to introduce the risk attitude to develop a new ranking method for TIFNs and further apply to the MAGDM problems with TIFNs and incomplete weight preference information.
The remainder of this paper is structured as follows. Section 2 introduces the definition, operation laws, and weighted average operator of TIFNs. Section 3 gives the concepts of the possibility mean, variance of TIFNs as well as standard deviation and thereby develops a new ranking method of TIFNs. Section 4 constructs the MAGDM model using TIFNs with incomplete weight information and proposes the corresponding group decision method. A personnel selection example and comparison analysis are given in Section 5. Section 6 ends the paper with some conclusions.
Definition and operation laws and weighted average operator of triangular intuitionistic fuzzy numbers
In this section, we briefly review the definition, operation laws of TIFNs and define the weighted average operator of TIFNs. a a a a a a w u may express an illknown quantity "approximate a ", which is approximately equal to a . Namely, the ill-known quantity "approximate a " is expressed using any value between a and a with different degrees of membership and degrees of non-membership. In other 
Definition of TIFN
Proof of Theorem 1 is easily completed according to Definition 2 (omitted).
A new ranking method of TIFNs considering the risk attitude of DM
For the purpose of making this paper smoother and easier to understand, some concepts, such as possibility mean, variance, and standard deviation of TIFN (Wan and Li 19 ), are introduced in this section. Hereby, a new ranking method of TIFNs is proposed considering the risk attitude of DM. 
The possibility mean of a TIFN
where Pos means possibility (Fullér and Majlender 13 ) and
Pos
It is apparent that the lower possibility mean ( ) m a of membership function is nothing else but the lower possibility weighted average of the minimum of the -cut set. The upper possibility mean ( ) m a of membership function is nothing else but the upper possibility weighted average of the maximum of thecut set. Definition 8. Let [ , ] l u a a a be the -cut set of a 
where
Analogously, the lower possibility mean of nonmembership function is nothing else but the lower possibility weighted average of the minimum of thecut set. The upper possibility mean of non-membership function is nothing else but the upper possibility weighted average of the maximum of the -cut set. Definition 9. For a TIFN (( , , ); , )
a a a a a a w u , the possibility means of membership and non-membership functions are, respectively, defined as follows:
Obviously, ( ) m a synthetically reflects the information on every membership degree, and may be regarded as a central value that represents from the membership function point of view. Likewise, ( ) m a synthetically reflects the information on every nonmembership degree, and may be regarded as a central value that represents from the non-membership function point of view.
According to Eqs. (3)- (6), (9) and (10), we have a a a a a a w u , the possibility variance of membership function is defined as follows:
a a a a a a w u , the possibility variance of non-membership function is defined as follows:
The possibility variance of membership function is defined as the expected value of the squared deviations between the arithmetic mean and the endpoints ofcut set, i.e., the lower possibility-weighted average of the squared distance between the left-hand endpoint and the arithmetic mean of the endpoints of -cut set plus the upper possibility-weighted average of the squared distance between the right-hand endpoint and the arithmetic mean of the endpoints of -cut set. The possibility variance of non-membership function is explained similarly.
It is easily seen that a a a a a a w u , the possibility standard deviation of membership function is defined as follows:
the possibility standard deviation of non-membership function is defined as follows: 1 24 ( ) ( ) 
and ( , ) ( ) ( ) a a u u . However, the ratio ( , ) R a of the value index to the ambiguity index defined in Li 7 is not a linear function of a TIFN a . Remark 2. The notable advantage of the above ranking method is that it can sufficiently consider the risk preference of DM and is thus more reasonable in practical application (see Subsection 5.1 in detail).
MAGDM with TIFNs and incomplete weight information
In this section, we adopt the above ranking method of TIFNs to solve MAGDM problems in which the ratings of alternatives on attributes are expressed using TIFNs and the attribute weight information is incomplete. The corresponding group decision method is then proposed.
Presentation for MAGDM using TIFNs with incomplete weight information
A MAGDM problem is to find a best compromise solution from all feasible alternatives assessed on multiple attributes. In some real decision situations, the importance for different attributes should be considered. Let In many conditions, some information on attribute weights may be acquired. These weight preference information may be described using different forms such as constraint relations or order relations. Usually incomplete information of attribute weights can be obtained according to partial preference relations on weights given by the DM and has several different structure forms. Summarizing earlier research, Li 24 mathematically and rigorously expressed these weight information structures in the following five basic relations among attribute weights, which are denoted by subsets s ( 1, 2,3 T and 1 J are two disjoint subsets of the subscript index set {1, 2, , } N n of all attributes. Thus, 1 is a set of all weight vectors in 0 with the property that the weight of an attribute in the set 1 T is greater than or equal to that of an attribute in the set 1 J . (2) The set of weights expressing a strict ranking: , , and
L are four disjoint subsets of N . Thus, 5 is a set of all weight vectors in 0 with the property that the difference between weights of attributes in the sets 5 T and 5 J , is greater than or equal to that of attributes in the sets 5 K and 5 L . Cases (1)-(4) are well known types of imprecise information, and Case (5) is a ranking of differences of adjacent parameters obtained by weak rankings among the parameters, which can be subsequently constructed based on Case (1).
In reality, usually the preference information structure of attribute importance may consist of several sets of the above basic sets s ( 1, 2,3, 4 
In other words, the information structure consists of the above three sets 2 , 3 and 4 .
The MAGDM problem considered in this paper is to determine the best alternative from the finite alternative set according to the matrixes 2, , ) t k , and the weight information .
A new method for MAGDM with TIFNs
In general, attributes can be classified into two types: benefit attributes and cost attributes. In other words, the attribute set F can be divided into two subsets: 1 F and 2 F , which are the subsets of benefit attributes and cost attributes, respectively. Since the n attributes may be measured in different ways, the matrix ( ) ( 1,2, , ) t k , the collective overall attribute value of alternative i A is obtained as follows: According to the ranking method of TIFNs in subsection 3.3, the bigger the ranking indices of membership and non-membership functions for the collective overall attribute value, the better the alternative. Therefore, the reasonable weight vector of attributes T 1 2 ( , , , ) n should be obtained so that all the ranking indices of membership and nonmembership functions for alternatives could be as big as possible. Thereby, the following multi-objective mathematical programming model is set up:
. .
Since there is no preference between the alternatives, Eq. (37) can be transformed into the biobjective mathematical programming models using the equal weight sum method as follows:
where 1 ( ) Z and 2 ( ) Z are respectively the ranking indices of membership and non-membership functions for all alternatives, defined as follows: n . There are few standard ways of defining a solution of multi-objective programming. However, in this study we focus on developing a membership function based weighted sum approach to solving Eq. (38).
In order to do that, we first solve the following four linear programming models: In sum, an algorithm and process of the MAGDM problems with TIFNs may be given as follows:
Step 1 The DMs identifies the valuation attributes;
Step 2 Construct the fuzzy decision matrix ( 1,2, , ) i m , the ranking order of alternatives is generated by the ranking
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A personnel selection problem and comparison analysis of computational results
In this section, a personnel selection problem is illustrated to demonstrate the applicability and implementation process of the MAGDM method proposed in this paper. The comparison analysis of computational results is also conducted to show the superiority of the proposed method.
A personnel selection problem and the analysis process
The proposed method is illustrated with a personnel selection problem adapted from Li 7 . Suppose that a software company desires to hire a system analyst. After preliminary screening, three candidates (i.e., alternatives) 1 A , 2 A and 3 A remain for further evaluation. The decision making committee consists of three DMs 1 P , 2 P and 3 P . They assesses the three candidates on the basis of five attributes, including emotional steadiness 1 a , oral communication skills 2 a , personality 3 a , past experience 4 a and self-confidence . After the data acquisition and statistical treatment, the ratings of the candidates with respect to attributes can be represented by TIFNs as in Tables 1-3 , where ((5.7,7.7,9.3); 0.7,0.2) in the Table 1 is an TIFN which indicates that the mark of the candidate 1 A with respect to the attribute 1 a is about 7.7 with the maximum satisfaction degree is 0.7, while the minimum dissatisfaction degree is 0.2. In other words, the hesitation degree is 0.1. Other TIFNs in Tables 1-3 are explained similarly.
With ever increasing complexity in real personnel selection management, it is very difficult for the DMs to give precisely the five weights a priori. Sometimes, the DMs may pay more attention to importance of some attributes, i.e., specify some preference relations on weights of attributes according to their knowledge, experience and judgment. For example, the pair-wise comparison may be more practical for weighting attributes. Thus, some preference information is acquired. In this example, the known weight preference information provided by the DMs is as follows: Table 1 The TIFN decision matrix given by 1 P The five attributes are all benefit attributes. According to Eqs. (27) and (28), the normalized TIFN decision matrixes are obtained as in Tables 4-6 In a similar way, the ranking indices of membership and non-membership functions for other alternatives can be obtained as follows: Table 7 . Table 7 The computation results for different risk attitude parameter values and ranking orders of candidates It can be seen from A A A , the best candidate is 3 A . The above analysis suggests that the DM's risk attitude parameter indeed plays an important role in the decision making. Since TIFN is a special kind of intuitionistic fuzzy number, involving DM's risk attitude to rank the TIFNs is very reasonable and necessary. When the risk attitude parameter value is different, the corresponding decision result may be different.
To further research the sensitivity analysis of objective weights or importance 1 . Thus, the ranking orders of candidates are the same, which demonstrates that the optimal weight vectors of attributes and ranking orders of candidates are not sensitive to the objective weights or importance 1 and 2 as far as this personnel selection example is concerned.
Comparison analysis of the computational results obtained
In this subsection, we compare the results obtained by the method (Li 7 ) and the proposed method in this paper. (1) The method (Li 7 ) and the proposed method in this paper can be used to solve the MADM problems in which the ratings of alternatives on attributes are expressed with TIFNs Li 7 introduced the ratio of the value index to the ambiguity index and applied to MADM problems using TIFNs with the attribute weighs are completely known. In Li 7 , single DM is considered and the decision matrix of application example is just the above (2) In the situation of the attribute weights completely known, the method (Li 7 ) and the proposed method in this paper can be used to solve the MADM problems with TIFNs
The proposed method in this paper can compute the ranking indices through directly using Eq. (35) and (36) and easily rank the alternatives. Thus, not only the MADM problems with TIFNs but also the MAGDM problems with TIFNs can be easily solved using the proposed method in this paper, while the method (Li 7 ) can only deal with the MADM problems with TIFNs.
(3) In the situation of the attribute weights completely unknown, the method (Li 7 ) can not be used to solve the MADM problems with TIFNs whereas the proposed method in this paper is very suitable for this case. Only removing the incomplete weight information structure from Eq. (46), the attribute weight vector can be easily obtained by solving Eq. (46). Further, the ranking indices can be calculated by using Eqs. (35) and (36) and then the ranking orders of alternatives can be generated.
(4) In the situation of the incomplete weight information structures provided, the models and method proposed in this paper are applicable to the MADM and MAGDM problems with TIFNs. Solving linear programming (i.e., Eq. (46)) by Simplex Method, the attribute weight vectors can be easily obtained. However, the method (Li 7 ) is unable to deal with the MADM and MAGDM problems with TIFNs and weight preference information structures since it is only appropriate for the MADM problems with the completely known attribute weights.
In sum, the research problems and principles of decision making by the method (Li 7 ) and the proposed method in this paper are remarkably different. The former researched the MADM problems with TIFNs and completely known weights. The latter researched the MAGDM problems with TIFNs and incomplete weight information structure. The latter can simultaneously determine the attribute weights and generate the ranking order of alternatives through solving the auxiliary linear programming model derived from the multi-objective optimization model. At the same time, the latter can be applicable to the MADM and MAGDM problems in which the weights are completely unknown and the weights are completely known. Therefore, the models and method proposed in this paper are more universal and flexible than that proposed in Li 7 .
Conclusions
The IFNs are the suitable and strong tools for quantifying an ill-known quantity. The concepts of the possibility mean, variance of TIFNs as well as standard deviation are introduced and then a new ranking method of TIFNs considering the risk attitude of DM is proposed based on the possibility mean and standard deviation. Thus, a new method is developed to solve MAGDM problems with TIFNs and incomplete weight preference information. The comparison analysis shows that the models and method proposed in this paper have some remarkable advantages over other existing methods. Obviously, the models and method proposed in this paper are applicable to lots of similar decision problems although they are illustrated with the example of the personnel selection problem. The critical factor for the application of the proposed method is how to reasonably represent the assessment information with TIFNs, which will be further researched in the near future.
