In this paper, we consider the following Dirichlet problem for poly-harmonic operators on a half space R n + :
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In this paper, we consider the following Dirichlet problem for poly-harmonic operators on a half space 
First, under some very mild growth conditions, we show that problem (1) is equivalent to the integral equation
where G(x, y) is the Green's function on the half space. Then, by combining the method of moving planes in integral forms with some new ideas, we prove that there is no positive solution for integral equation (2) in both subcritical and critical cases. This partially 
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where m is any positive integer, 2m < n, and 1 < p n+2m n−2m . First, we show that, under a mild growth condition on u, (3) is equivalent to the integral equation 
is the Green's function in R n + with the same Dirichlet boundary conditions. Then, by using the method of moving planes in integral forms, we prove that integral equation (4) possesses no positive solutions. It is well known that this kind of Liouville theorem plays an important role in a priori estimates of solutions for the corresponding family of equations either on domains or on Riemannian manifolds with boundary.
The same problem (3) has been considered by Reichel and Weth [40] . They proved that there are no bounded classical solutions. In this paper, we removed their boundedness assumptions on u and all its derivatives and replace it by a much weaker one. Some new ideas are involved. As an immediate consequence, we have
Corollary 1. If u is a positive classical solution of PDE (3) satisfying (6), then a constant multiple of u is a solution of integral equation (4). Condition (6)
is not needed when m = 1.
It is also easy to show
Theorem 2. If u is a positive smooth solution of integral equation (4), then a constant multiple of u satisfies PDE (3).
Due to the equivalence between PDE (3) and integral equation (4) , in order to establish Liouville theorems for (3), we only need to work on integral equation (4) . We prove (6) , then u ≡ 0. For m = 1, condition (6) is not needed for the conclusion to be valid.
Remark 1. (i)
Under the assumption that u be a classical bounded solution of (3) as given in [40] , from the equation, one derives immediately that all the partial derivatives of u up to the order 2m − 1 are bounded. Here we only require the (m − 1)th derivatives of u grow slower than linear. Hence we partially answer the open question posed by Reichel and Weth. Later, in [41] , Reichel and Weth removed the boundedness assumption on u in the subcritical case by using a doubling lemma. Although in the statement of their theorem, the critical case is included. However, we believe that is a typo and they probably have noticed it by now. Because in their proof, they needed to use the non-existence of positive bounded solutions for the same equation in both R n and R n + . However, it is well known that, in the critical case, there are a family of solutions for the equation in R n .
(ii) When m = 1, Gidas and Spruck [20] proved the non-existence of positive solutions for (3), which is a special case of Corollary 2. Although they only stated the result for the subcritical case, their proof works for critical case as well.
(iii) Fang and Zhang [18] and Lu and Zhu [35] considered integral equation (4) with more general function f (u) instead of u p . However, to show symmetry and non-existence of positive solutions, they needed to assume some global integrability conditions.
To prove Theorem 3, we use the method of moving planes in integral forms. It is completely different from the traditional methods of moving planes used for PDEs. Instead of using local properties of the differential operators, such as maximum principles, we exploited global properties and estimated certain integral norms. One remarkable advantage of this method is that it works for all real values of α indiscriminately. For people who once applied the method of moving planes for equations involving Laplacians would notice that it becomes much more difficult to consider higher powers of Laplacian because there is no corresponding maximum principles, and let alone fractional powers of Laplacian.
To apply the method of moving planes in integral forms, one usually needs to assume some global integrability on the solution u. Here we introduce a new idea to weaken this condition remarkably. By properly using Kelvin transforms, we only need to assume that u is locally integrable. To ensure that the half space R n + is invariant under the inversion, we need to place the centers at boundary ∂R n + . For a point z 0 ∈ ∂R n + , we consider
the Kelvin type transform of u(x). We consider two possibilities.
(i) There is a z 0 ∈ ∂R n + such thatū(x) is not singular at z 0 . In this case, u is globally integrable, and we move the planes in the direction of x n -axis to show that the solution u is monotone increasing in x n .
(ii) For all z 0 ∈ ∂R n + ,ū(x) is singular at z 0 . In this case, we move the planes in x 1 , . . . , x n−1 directions to show thatū is axially symmetric about the line that is parallel to x n -axis and passing through z 0 . This implies further that u depends on x n only.
In both cases, we will be able to derive a contradiction. We believe that this idea can be applied to many other problems.
We also study non-existence of weak solutions. As usual, we say that u is a weak solution of (3) in Sobolev space
where
. When consider weak solutions of (3), the growth condition (6) can be replaced by u ∈ H m 0 (R n + ), then the equivalence result still holds. This paper is arranged as follows. In Section 2, we will establish the equivalence between the integral equations and PDEs and thus prove Theorems 1, 2, and 4. In Section 3, we will use the method of moving planes in integral forms and Kelvin transforms to prove Theorem 3 -the non-existence of positive solutions for integral equation (4) .
We use C to denote various positive constants.
The equivalence between integral equations and PDEs
The proof of Theorem 1
In this section we prove
is a function with the following properties:
for large |y|, and for some 0 < a < 1.
(ii) u satisfies equation and Dirichlet boundary conditions (3) .
In [3] , Boggio obtained the Green's function of the operator (− ) m with Dirichlet boundary conditions on the unit ball B 1 = {x ∈ R n : |x| < 1}:
and c n is a normalization constant. Entirely similar to [40] , on the ball B R = {x ∈ R n : |x| < R}, the Green's function can be expressed as
Denote P R := (0, 0, . . . , R) ∈ R n + , and B R (P R ) := {x ∈ R n + : |x − P R | < R}, the ball of radius R centered at P R . Let
Then we can write the Green's function on B R (P R ) as
From [40] , we obtain the Green's function on R n + with Dirichlet boundary conditions:
The following two lemmas play important roles in our proof.
Lemma 1 (Reichel-Weth). The Green's function G + R on B R (P R ) converges pointwise and monotonically to the Green's function
G + ∞ on R n + .
Lemma 2 (Reichel-Weth). Let G be the Green's function of (− ) m with Dirichlet boundary condition on arbitrary ball B ⊂ R n with exterior unit normal ν on ∂B. For any function
, one has the following Poisson-Green representation for x ∈ B: for m even,
and for m odd,
In [ 
Likewise,
Proof of Lemma 2. The proof of Theorem 2.1 consists of three steps. Let us first consider the case where m is even. For x = (0, 0, . . . , x n ) ∈ R n + with x n > 0 fixed. In the following, we consider R > 2x n . Since for |α| = m − 1, m 2,
for large |y|, and for some 0 < a < 1,
by the Mean Value Theorem and the boundary conditions, for 0 i m 2 − 1, it is easy to see
and
By (12), we have
Combining (9) with (16)- (17), for x ∈ B R (P R ), we obtain
Step 1. We first estimate
We use spherical polar coordinates. Let θ denote the angle between − −− → P R y and
By cosine formula, we have
Let |S k r | be the area of k-dimension sphere of radius r.
Let t = R − R cos θ , then 0 t 2R. We have
By (20)- (22), for δ > 0, we calculate Let t = x 2 n R z. Since 2x n R, we obtain
Here, for each large R, we choose δ = .
It is easy to see
By assumption (13), we have
By the boundary conditions and the Mean Value Theorem, we get
By the equation
It follows from (24), (25) , and the Sobolev embedding, we have
Consequently, by using the boundary conditions and the Mean Value Theorem again, for b sufficiently close to 1, we deduce, for |α| = m − 1,
By (23), (26) , and (27), we arrive at that ∀ > 0, ∃δ > 0, such that
Step 2. On the other hand, by (18)- (19), (14)- (15) and (28), we obtain
We calculate
Here we have used 2x n R and 0 < a < 1.
By (29)- (30), we have
Then by (9), (31) and Lemma 1 together with the Monotone Convergence Theorem we deduce
This completes the proof in the case where m is an even integer.
In the case where m is odd, only minor modifications are needed. We use (10) instead of (9) and the proof goes similarly.
This completes the proof of Theorem 2.1. 2
The proof of Theorem 2
Theorem 2.2. If u is a positive smooth solution of integral equation
then a constant multiple of u satisfies
Proof. Since
And also
This completes the proof of Theorem 2.2. 2
The proof of Theorem 4
In this section, we prove 
Let R be sufficiently large. For each fixed x ∈ D R ,
then by (36) ,
Also we can calculate
Similarly,
On the other hand, we recall the fact that if u ∈ L p (R n + ), there exists R j → ∞, such that
Then by Jensen's inequality, we derive
Since
. By Sobolev embedding, we have
Now we estimate (35) . By (37) and (38), we have
Here we have used |x − y| ∼ |y| as R → ∞. Since p > 1, it is easy to verify that
Similarly to (39), we deduce
Then by (35) , let R go to infinity, we obtain
This completes the proof of Theorem 2.3. 2
The method of moving planes in integral forms and Kelvin transforms
In this section, we prove
Then u(x) ≡ 0.
Some lemmas
Let λ be a positive real number and let the moving plane be T λ = {x ∈ R n + | x n = λ}. We denote Σ λ the region between the plane x n = 0 and the plane x n = λ. That is
be the reflection of the point x = (x 1 , . . . , x n−1 , x n ) about the plane T λ ,
Before carrying on the method of moving planes, we state some properties of the Green's function, which was established independently in [18] and [35] .
Lemma 3 (Fang-Zhang).
(i) For any x, y ∈ Σ λ , x = y, we have
(ii) For any x ∈ Σ λ , y ∈ Σ C λ , it holds
The following lemma is a key ingredient in our integral estimates.
Lemma 4. For any x ∈ Σ λ , it holds
Proof. The proof is similar to that in [18] and [35] , for the convenience of the readers, we sketch it here.
where Σ λ = {x λ | x ∈ Σ λ }. By Lemma 3, we arrive at
We also need the following inequality.
Lemma 5 (An equivalent form of the Hardy-Littlewood-Sobolev inequality). Let
.
This can be derived directly from the classical Hardy-Littlewood-Sobolev inequality, and the proof can be found in Chapter 1 of [11] .
Kelvin transforms
Because there is no global integrability assumptions on the solutions u, one is not able to carry on the method of moving planes directly on u. To circumvent this difficulty, we resort to Kelvin type transforms.
For z 0 ∈ ∂R n + , letū
be the Kelvin type transform of u. We consider two possible cases.
is not singular at z 0 , then by (45), we obtain
And we further deduce
Since u ∈ L
In this case, the proof consists of two steps. In the first step, we start from the very low end of our region R n + , i.e. near x n = 0. We will show that for λ sufficiently small,
In the second step, we will move our plane T λ = {x ∈ R n + | x n = λ} along the positive x n direction as long as inequality (48) holds.
Unlike traditional method of moving planes, here we do not have any differential equations and the corresponding maximum principles for w λ . Instead, we will exploit some global properties of the integral equation and estimate some L q norm of w λ .
Step 1. Define
We show that for λ sufficiently small, Σ − λ must be measure zero. In fact, for any x ∈ Σ − λ , by the Mean Value Theorem, Lemma 3, and Lemma 4, we obtain
where since ψ λ (y) is valued between u(y) and u λ (y), and therefore on Σ 
By (49), we get
We apply the Hardy-Littlewood-Sobolev inequality (44) and Hölder inequality to (50) to obtain, for any q > n n−2m ,
By (47), we can choose sufficiently small positive λ such that
Now inequality (51) implies
and therefore Σ − λ must be measure zero.
Step 2. Inequality (48) provides a starting point to move the plane T λ = {x ∈ R n + | x n = λ}. Now we start from the neighborhood of x n = 0 and move the plane up as long as (48) holds.
Define
We will prove
Suppose in the contrary that λ 0 < ∞, we will show that u(x) is symmetric about the plane T λ 0 , i.e.
Otherwise, for such a λ 0 , we have w λ 0 0, but w λ 0 ≡ 0 a.e. on Σ λ 0 . We show that the plane can be moved further to the above. More precisely, there exists an > 0 such that for all λ in
By inequality (51), we have
By condition (47), we can choose sufficiently small so that for all λ in [λ 0 , λ 0 + ),
We postpone the proof of (55) This contradicts with the definition of λ 0 . Therefore (53) must hold.
By (53), we derive that the plane x n = 2λ 0 is the symmetric image of the boundary ∂R n + with respect to the plane T λ 0 , and hence u(x) = 0 when x is on the plane x n = 2λ 0 . This contradicts with our assumption u(x) > 0. Therefore, (52) must be valid. Now we prove inequality (55). For any small η > 0, we can choose R sufficiently large so that
We fix this R and then show that the measure of Σ − λ ∩ B R (0) is sufficiently small for λ close to λ 0 . First, we have
in the interior of Σ λ 0 .
Indeed, by the first two expressions in the proof of Lemma 4 and Lemma 3, we have
If (57) is violated, there exists some point x 0 ∈ Σ λ 0 such that u(x 0 ) = u λ 0 (x 0 ). And then by (43) and (58), we obtain
This is a contradiction with our assumption that u > 0. Therefore (57) must be true. For any γ > 0, let
It is obviously that
For λ > λ 0 , let
Then it is easy to see that
Apparently, the measure of D λ is small for λ close to λ 0 . We show that the measure of Σ − λ ∩ E γ can be sufficiently small as λ close to λ 0 . In fact, for any
It follows that
By the well-known Chebyshev inequality, we have
For each fixed γ , as λ close to λ 0 , the right hand side of the above inequality can be made as small as we wish. Therefore by (61) and (62), the measure of Σ − λ ∩ B R (0) can also be made sufficiently small. Combining this with (56), we obtain (55).
Now from (52), u is monotone increasing with respect to x n . This contradicts with (46). Hence Case 1 is impossible, and what remains is the following.
is singular at z 0 . Here we will prove that u(x) is rotationally symmetric about the line passing through z 0 and parallel to the x n -axis. We calculatē
thenū is also a solution of (65). Since u ∈ L 2n n−2m loc (R n + ), for any domain Ω that is a positive distance away from z 0 , we have
From now on, we only need to deal withū. For simplicity, we still denote it by u.
In this case, we need to redefine Σ λ . For a given real number λ, definê
and let
Obviously, we have
By (67), it is easy to see
The proof consists of two steps. In the first step, we will show that for λ sufficiently negative,
In the second step, we deduce thatT can be moved to the right all the way to z 0 . And furthermore, we derive w z 0
Step 1. DefineΣ
where (z 0 ) λ is the reflection of z 0 about the planeT λ = {x ∈ R n + | x 1 = λ}. We show that for λ sufficiently negative,Σ − λ must be measure zero. In fact, by the Mean Value Theorem, we obtain,
We apply the Hardy-Littlewood-Sobolev inequality (44) and Hölder inequality to (70) to obtain, for any q > n n−2m ,
By (66), we can choose N sufficiently large such that for λ −N ,
and thereforeΣ − λ must be measure zero.
Step 2. (Move the plane to the limiting position to derive symmetry.) Inequality (69) provides a starting point to move the planeT λ = {x ∈ R n + | x 1 = λ}. Now we start from the neighborhood of x 1 = −∞ and move the plane to the right as long as (69) holds to the limiting position. Define
We prove that λ 0 = z 0 1 . On the contrary, suppose that λ 0 < z 0 1 . We will show that u(x) is symmetric about the plane T λ 0 , i.e.
Suppose that for such a λ 0 , we have w λ 0 0, but w λ 0 ≡ 0 a.e. onΣ λ 0 \B ((z 0 ) λ 0 ). We show that the plane can be moved further to the right. More precisely, there exists a ζ > 0 such that for all
By inequality (71), we have
By condition (66), similar to the proof of (55), we can choose ζ sufficiently small so that for all λ ∈ [λ 0 , λ 0 + ζ ),
We postpone the proof for a moment. Now by (73) and (74), we have w λ L q (Σ − λ ) = 0, and thereforeΣ − λ must be measure zero. Hence, for these values of λ > λ 0 , we have
This contradicts with the definition of λ 0 . Therefore (72) must hold. That is, if λ 0 < z 0 1 , for any > 0,ū
Sinceū is singular at z 0 ,ū must also be singular at (z 0 ) λ . This is impossible. So we deduce
Entirely similarly, we can move the plane from near x 1 = ∞ to the left and derive that w λ 0 (x) 0. Therefore we have
Now we prove inequality (74). For any small η > 0, ∀ > 0, we can choose R sufficiently large so that
We fix this R and then show that the measure ofΣ
is sufficiently small for λ close to λ 0 . By (68), we have
The rest is similar to the proof of (55) in Case 1. We only need to useΣ λ \B (
, for any domain Ω that is a positive distance away from z 0 , we have
By (67), we calculate
We apply the Hardy-Littlewood-Sobolev inequality (44) and Hölder inequality to (79) to obtain, for any q > n n−2m ,
By (77), we can choose N sufficiently large, such that for λ −N ,
Now inequality (80) implies
and thereforeΣ − λ must be measure zero. Then we get
Step 2. (Move the plane to the limiting position to derive symmetry.) Inequality (81) provides a starting point to move the planeT λ = {x ∈ R n + | x 1 = λ}. Now we start from the neighborhood of x 1 = −∞ and move the plane to the right as long as (81) holds to the limiting position. Define
The rest is entirely similarly to the case p = 
For simplicity, we set u(x) = u(x n ) = u(t). Suppose otherwise that u ≡ 0. Then there is a t 0 > 0 such that u(t 0 ) > 0. By (82), we have u(t) > 0 in (0, ∞).
For m = 2k, k = 1, 2, . . . , we have Integrating several times, and let t → ∞, we have u(t) → −∞. This is a contradiction with u(x) > 0. Continuing this way, we derive that u(t) is nonincreasing. This is a contradiction, hence we must have u ≡ 0. This completes the proof of Theorem 3.1.
