Abstract. The volume of the unit ball in R n can be expressed in terms of the gamma function. This connection has lead in the recent years to questions motivated by geometric considerations involving the gamma function and other special functions. Here we give some functional inequalities for the psi function, the logarithmic derivative of the gamma function.
Introduction
For Re x > 0, Re y > 0, we define the classical gamma function Γ(x) and psi function ψ(x) by Γ(x) = Note that ψ(1) = −γ and ψ(1/2) = −2 log 2 − γ where γ is the Euler-Mascheroni constant. Throughout this paper, we denote by c = 1.4616 . . . the only positive root of the the equation ψ(x) = 0 (see [AS, 6.3.19] ).
1.1. Lemma. [S, Theorem 2.3 ] For all a ≥ 1, the function
is decreasing function of x ≥ 0.
The following result is the counterpart of the Lemma 1.1. File: psi120929.tex, printed: 2014-5-3, 1.2. Theorem. For a > 2, b > 1 with a > b, the following function
In particular,
(1)
where C = (2 − log 4 − γ)
The functional inequality of Theorem 1.3 is reminiscent of Theorem 5.12 of [AVV] .
1.3. Theorem. The function f (x) = 1/ψ(cosh(x)) is decreasing and convex from (1, ∞) onto (0, a), where f (1) = 1/ψ(cosh(1)) = 13.1559 . . . = a. In particular,
for all r, s ∈ (1, ∞) and
The volume of the unit ball B n in R n is defined as
(see [AVV, pp. 37] ).
1.4. Theorem. The following inequalities hold
for all k, n ∈ N.
Preliminaries and proofs
For the following lemma see [A1, EL, A3, EGP] 2.1. Lemma. For x > 0 we have
Differentiating with respect to x we get
.
By Lemma 2.1, ψ ′ and ψ are decreasing and increasing, respectively. Clearly
hence f is increasing. Letting a = 2, b = 1 we get
and this completes the proof.
2.3. Lemma. The function
Proof. Letting r = cosh(x),
We get
by Lemma 2.1(4).
2.4. Proof of Theorem 1.3. Differentiating with respect to x we get
which is negative and decreasing, hence f is convex. This implies that
The inequality follows if we let r = cosh(x), s = cosh(y) and use cosh 2 ((x + y)/2) = (1 + xy + x ′ y ′ )/(xy).
For convenience we use the notation R + = (0, ∞).
hold true. If 0 < a ≤ 1, then the function g is an increasing function on R + and inequalities are reversed.
2.6. Corollary. For k > 1 and c < x ≤ y, the following inequality holds
Proof. Let g(x) = log(1/ψ(x)). Differentiating with respect to x and by Lemma 2.1 we get
This implies that g is convex. Now the rest of proof follows easily from Lemma 2.5. In particular,
for all r, s ∈ (0, 1),
for all r, s ∈ (c, ∞), where
Proof. Differentiating f with respect to x, we get
Which is positive and decreasing, because
Clearly G(x) is increasing, hence f is concave. The concavity of the function implies that
We get (1) by using tanh x + y 2 = tanh(x + y)
and letting r = tanh(x), s = tanh(y), R = ψ(r), S = ψ(s), u = artanh(ψ(tanh(x))) and v = artanh(ψ(tanh(y))). For (2), artanhψ tanh x + y 2 > artanh(ψ(tanh(x))) + artanh(ψ(tanh(y))) 2 = 1 2 artanh ψ(tanh(x)) + ψ(tanh(y)) 1 + ψ(tanh(x))ψ(tanh(y)) .
Letting r = tanh(x/2) and s = tanh(y/2) we get (2). The derivative f ′ (x) tends to a when x tends to c. By Mean Value Theorem we get f (r) − f (s) < a(r − s). This is equivalent to
hence (3) follows, and this completes the proof.
2.8. Lemma. [KMSV, Thm 1.7] Let f : R + → R + be a differentiable function and for c = 0 define
We have the following
) is a convex function, then g(x) is monotone increasing for c, x ∈ (0, 1) or c, x ∈ (1, ∞) or c < 0, x > 1and monotone decreasing for c ∈ (0, 1), x > 1 or c > 1, x ∈ (0, 1) or c < 0, x ∈ (0, 1),
is monotone increasing for c ∈ (0, 1), x > 1 or c > 1, x ∈ (0, 1) or c < 0, x ∈ (0, 1) and monotone decreasing for c, x ∈ (0, 1) or c > 1, x > 1 or c < 0, x > 1.
2.9. Corollary. The following inequalities hold for r, s ∈ (c, ∞),
equality holds with r = s,
Proof. Let f (x) = log(ψ(e x )), x > t = 1.1641 . . ., where t is the solution of the equation ψ(e x ) = 1. Differentiating with respect to x and by Lemma 2.1 we get
Hence f is concave, this implies that log(ψ(e x )) + log(ψ(e y )) 2 ≤ log(ψ(e (x+y)/2 )).
If we let r = e x and s = e y we get (1). The proof of part (2) and (3) follow from Lemma 2.8(2). , x > 1/2. Differentiating with respect to x and by Lemma 2.1(2) we get
part (1) follows if we let x/2 = n and y/2 = n − 1. Part (2) follows from Lemma 2.5.
2.11. Lemma. [B, Lemma 2.1] Let us consider the function f : (a, ∞) ∈ R, where a ≥ 0. If the function g, defined by
is increasing on (a, ∞), then for the function h, defined by h(x) = f (x 2 ), we have the following Grünbaum-type inequality
where x, y ≥ a and z 2 = x 2 + y 2 . If the function g is decreasing, then inequality (2.12) is reversed.
Corollary. The following inequalities hold
(1) r + s + ψ(r + s) r ψ(s) + s ψ(r) ≥ r + s r s , r, s ∈ (c, ∞)
(2) 1 + Ω r+s Ω r+s ≥ Ω r + Ω s Ω r Ω s , r, s ∈ N \ {1}.
Proof. Let f 1 (x) = ψ(x)/x − 1 x , x > c.
Differentiating with respect x we get f ′ 1 (x) = ψ ′ (x)x + x − 2ψ(x) x 3 > 2x 2 + 2x − 4x log(x) + 3 2x 4 > 0, by Lemma 2.1(1) and (2). Now the proof of part (1) follows from Lemma 2.8(2). For (2), let f 2 (x) = 1/Ω(n) − 1 n = Γ (n/2) 2π n/2 − 1 n , x ∈ N \ {1}.
By differentiating with respect to n and by Lemma 2.1(1) we get f ′ 2 (x) = 4π n/2 + n 2 Γ(n/2) (ψ(n/2) − log(π)) 4π n/2 n 2 > 4π n/2 + n 2 Γ(n/2) (log(n/2) − 2/n − log(π)) 4π n/2 n 2 > 0.
Hence f 2 is increasing and the proof follows from Lemma 2.8(2).
