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Abstract. This paper is devoted to the question of constructing a higher order Faber spline
basis for the sampling discretization of functions with higher regularity than Lipschitz. The
basis constructed in this paper has similar properties as the piecewise linear classical Faber-
Schauder basis [19] except for the compactness of the support. Although the new basis
functions are supported on the real line they are very well localized (exponentially decaying)
and the main parts are concentrated on a segment. This construction gives a complete answer
to Problem 3.13 in Triebel’s monograph [47] by extending the classical Faber basis to higher
orders. Roughly, the crucial idea to obtain a higher order Faber spline basis is to apply
Taylor’s remainder formula to the dual Chui-Wang wavelets. As a first step we explicitly
determine these dual wavelets which may be of independent interest. Using this new basis
we provide sampling characterizations for Besov and Triebel-Lizorkin spaces and overcome
the smoothness restriction coming from the classical piecewise linear Faber-Schauder system.
This basis is unconditional and coefficient functionals are computed from discrete function
values similar as for the Faber-Schauder situation.
1. Introduction
In this paper a higher order Faber spline basis for the sampling discretization of functions
with higher regularity than Lipschitz is constructed. Similar as for the classical piecewise
linear Faber-Schauder basis [19], the coefficients in the basis expansion are computed from
discrete point evaluations. The classical piecewise linear Faber-Schauder basis is nowadays
a well-understood object and used in several mathematical disciplines, such as probability
[8], (nonlinear) approximation and sampling recovery of multivariate functions [2, 12, 3],
numerical integration and discrepancy [46, 47, 25]. However, from the limited regularity of
the classical basis functions we may not expect approximation rates beyond n−2 if n denotes
the number of degrees of freedom (e.g. function values). Therefore, it is a natural question to
ask for a more regular variant of this basis. The basis constructed in this paper has similar
properties as the classical Faber-Schauder basis except for the compactness of the support.
Although the new basis functions are supported on the real line they are very well localized
(exponential decay) and the main parts are concentrated on a segment, which makes them
also relevant for computational issues. This construction gives a complete answer to Problem
3.13 in Triebel’s monograph [47].
Having this new basis we consider the problem of characterizing smoothness spaces in
terms of coefficients with respect to this particular basis. This question is part of a more
general problem – the characterization of function spaces with respect to a spline (wavelet)
basis system or a frame. This problem has been studied from the 1960/70ies starting with
the work of Ciesielski [6, 7], Ropela [35] and Triebel [43, 44]. It has been further continued by
Ciesielski and Kamont in [8], [9], [26] and also by Bourdaud [1]. In particular, the Haar system
[23] recently attracted renewed interest, see for instance Seeger, T. Ullrich [41, 42], Garrigo´s,
Seeger, T. Ullrich [20, 21] or V. Romanyuk [32], [33] and [34]. The series of papers of Du˜ng
[11], [12], [13], [14], [15] and [16] introduces a multivariate “frame-type” spline system (see
aFakulta¨t fu¨r Mathematik, Technische Universita¨t Chemnitz, 09107 Chemnitz, Germany.
bInstitute of Mathematics of NAS of Ukraine, Tereshchenkivska st. 3, 01601 Kyiv-4, Ukraine.
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Remark 6.7 for more extended explanation) for this purpose. Let us also mention Schmeisser,
Sickel [37] where a univariate Shannon sampling theory for smoothness spaces on the real line
is developed. When it comes to the multivariate (tensor product) Faber system [19] we refer
to the recent monographs Triebel [46, 47], Byrenheid [3] and also to Bungartz, Griebel [2].
Discretizations in terms of such non-smooth functions are also called “non-smooth atomic
decompositions” of Besov and Sobolev spaces. We refer to the papers [48], [36] and [39] for
more details in this direction.
In his 2010 monograph [46] Triebel offered a new approach based on the classical Faber
basis to get sampling characterizations of smoothness spaces. The result is an equivalent
characterization for the norm of Besov spaces for the range of smoothness 1/p < r < min{1+
1/p, 2}. Note that in [46] a similar question was also considered for Triebel-Lizorkin spaces
with further additional restrictions on the smoothness parameter r and in a more general
framework for multivariate functions given on Rd in [3]. Independently of [3], in 2011 the
tensorized Faber-Schauder basis was investigated in detail for the sampling representation
of Besov spaces in [12, Section 4]. The corresponding characterization uses only the values
of the function at dyadic points. The lower restriction r > 1/p is natural and due to the
availability of the point evaluation, but the upper restriction r < min{1 + 1/p, 2} comes from
the smoothness of Faber hat-functions. Therefore, it is a natural question to overcome this
restriction and to obtain the corresponding characterization in general for all r > 1/p.
This question was formulated as a problem in Triebel’s monograph [46, §3.5]. In his books
[46, §3.5.2] and [47, §3.4] he also offers some ideas how to extend results for Faber hat-
functions to higher order Faber splines. The idea was to integrate so-called higher order
Battle-Lemarie spline wavelets (see [46, Remarks 2.44 and 2.45] for detailed information).
Since these wavelets are not compactly supported (although exponentially decaying) and
constitute an orthogonal basis in L2(R) the coefficients in a series expansion with respect to
this “integrated” system (see [46]) can of course be represented as a linear combination of
function values at dyadic points. However, the number of values depends on the scaling level
j. Another issue is the starting term of the expansion since the scaling function of a wavelet
system can not be integrated properly (there are no vanishing moments). This is formulated
as Problem 3.13 in [47].
In this paper we present the solution of this problem in the univariate setting. We construct
a higher order B-spline basis that allows to get sampling discretizations of Besov-Triebel-
Lizorkin function spaces with higher smoothness r. We follow the idea of constructing the
Faber-Schauder basis by integrating (lifting) the Haar functions. As a replacement for Haar
we use the biorthogonal wavelet system constructed by Chui and Wang [5, 4], see also Lorentz,
Oswald [28]. Our basis mother function is then given by the lifted dual wavelet (rather then
the lifted compactly supported wavelet itself as done in [51, 52], see also Remark 3.6 below).
It is essential that the (primal) Chui-Wang wavelet (2.1) represents a compactly supported
Riesz basis in the wavelet space Wj which is orthogonal with respect to different scales (see
Theorem 2.1). As a first step we therefore explicitly determine the dual Chui-Wang wavelet
using tools from complex analysis. To be more precise, we explicitly determine the coefficients
a
(m)
n in the following representation (see Theorem 2.2 for linear wavelets and Section 6 for
higher order wavelets)
ψ∗m(x) =
∑
n∈Z
a(m)n ψm(x− n).
In [5] it was shown that coefficients of this representation decay exponentially, but as far as
we know the exact formula for a
(m)
n was not known before. Note, that there is also another
construction of biorthogonal spline wavelets by Cohen, Daubechies, Feauveau [10] based on
two different multiresolution analyses. This construction has the advantage that both, primal
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and dual wavelet, are compactly supported. However, the semi-orthogonality property, which
is crucial for our approach, is not present.
Applying Taylor’s remainder formula to the dual Chui-Wang wavelets ψ∗m(·) leads to the
new basis mother functions s2m(·). These ideas are described in Lemma 3.1. As the start-
ing term we use the fundamental spline interpolant L2m(·), which, due to its fundamental
interpolant property at integer points, represents the correct starting term of the expansion.
Since primal Chui-Wang wavelets are compactly supported we get that the coefficients in a
series expansion with respect to the higher order Faber spline basis s2m;j,k(·) constructed in
this paper can be represented as finite linear combination of samples (the number of points
depends only on the order m of basis functions). In case m = 2 we obtain (see the expansion
(6.9) and the formula for the coefficients (6.10) for arbitrary m ≥ 3, m ∈ N)
f =
∑
k∈Z
f(k)L4(x− k) +
∞∑
j=0
∑
k∈Z
λj,k(f)sj,k(x),
where the coefficients λj,k(f) are given as a linear combination of 4-th order differences, i.e.,
λj,k(f) =
1
6
(
∆42−j−1f
(
2k
2j+1
)
− 4∆42−j−1f
(
2k + 1
2j+1
)
+ ∆42−j−1f
(
2k + 2
2j+1
))
.
Note the similarity to λj,k(f) = −12∆22−j−1f(2−jk) for the classical Faber-Schauder system.
The main discretization result of this paper is formulated in Theorem 4.1. With the use of
this basis we obtain sampling discretizations of functions from Besov spaces Brp,θ(R) for the
smoothness parameter r that satisfies 1/p < r < min{2m−1+1/p, 2m} and max{1/p, 1/θ} <
r < 2m− 1 for Triebel-Lizorkin spaces F rp,θ(R). Note that for the simplicity we consider the
case of piecewise cubic splines and in Section 6 we give the main ideas for the extension of
the obtained results for Faber splines of higher order.
The Chui-Wang biorthogonal wavelet basis is of independent interest for the discretization
of function spaces. It has for instance application for new characterizations in terms of “Haar
frames”, see [22]. Therefore, we also give equivalent representations for the (quasi-)norm of
Besov-Triebel-Lizorkin spaces in terms of Chui-Wang wavelet coefficients. Note also that for
the periodic case very well time-localized basis functions were constructed in [30] and [18] for
one- and two-dimensional cases. The corresponding characterization of Besov spaces (for the
univariate case so far) was obtained in [17].
Outline. This paper has the following structure. In Section 2 we give the definition of
Chui-Wang wavelets and prove a formula for the explicit representation of dual linear Chui-
Wang wavelets. In Section 3 we describe the construction of a piecewise cubic B-spline basis
and prove uniform convergence of the expansion (i.e. in ‖ · ‖∞) for compactly supported
continuous functions. Section 4 is dedicated to sampling characterization of Besov-Triebel-
Lizorkin spaces. In Section 5 we give description of these spaces via Chui-Wang biorthogonal
basis. In Section 6 we show how to extend results of Sections 2-5 to Chui-Wang wavelets and
B-splines of higher order. Finally, definitions of functions spaces and some auxiliary results
we put to the Appendix.
Notation. As usual N denotes the natural numbers, N0 := N ∪ {0}, N−1 := N ∪ {0,−1},
Z and R denote the integer and real numbers respectively and let Z+ := {k ∈ Z : k ≥ 0}
and R+ := {x ∈ R : x ≥ 0}. For a ∈ R we denote by a+ the number a+ := max{a, 0}. For
two nonnegative quantities a and b we write a . b if there exists a positive constant c that
does not depend on one of the parameters known from the context such that a ≤ c b. We
write a  b if a . b and b . a. We define also difference of mth order with a step h ∈ R by
the formula ∆mh f(·) =
m∑
l=0
(−1)m−l(ml )f(·+ hl). Let further C(R) be the space of continuous
functions on R with the usual supremum norm, C0(R) be the space of compactly supported
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continuous functions on R and Cr(R) be the space of functions on R with continuous r-th
derivative. By Lp(R), 0 < p ≤ ∞ as usual we denote the space of Lebesgue measurable
functions with the finite norm
‖f‖p :=

(∫
R
|f(x)|pdx
)1/p
, 0 < p <∞,
ess sup
x∈R
|f(x)|, p =∞.
Let S(R) be the Schwartz space of infinitely times differentiable fast decreasing functions.
By S′(R) we denote the topological dual of S(R) that is the space of tempered distributions.
2. Non-compactly supported dual wavelets
In this section we give definition of wavelets and B-splines (see [4], [5]) and prove an explicit
representation for dual wavelets of order 2. General result for m-th order dual wavelets is
formulated in Section 6.
2.1. Construction of the Chui-Wang wavelets. Let Nm, m ∈ N, be the m-th order
B-spline with knots at Z defined by
Nm(x) = (Nm−1 ∗N1)(x) =
1∫
0
Nm−1(x− t)dt,
where N1 = X[0,1). It is clear that suppNm = [0,m]. By Nm;j,k we denote Nm;j,k :=
Nm(2
j · −k) and let
Vj = span{Nm;j,k : k ∈ Z}.
It is well known that spaces Vj constitute a multiresolution analysis of L2(R) (see, for example,
[5]), i.e. the following properties hold
(i) Vj ⊂ Vj+1 for j ∈ Z;
(ii) closL2
(⋃
j∈Z Vj
)
= L2;
(iii)
⋂
j∈Z Vj = {0};
(iv) for each j the system {Nm,j,k : k ∈ Z} is a Riesz basis in Vj .
Then as usually the wavelet space Wj is defined as orthogonal complement of the space Vj
to the space Vj+1, i.e.
Wj = Vj+1 	 Vj , j ∈ Z.
Wavelet spaces Wj are generated by some basic wavelet. Detailed information about it may
be found in [5] and here we only state the following result.
Theorem 2.1. [5] The mth order spline
(2.1) ψm(x) =
1
2m−1
2m−2∑
l=0
(−1)lN2m(l + 1)N (m)2m (2x− l),
with support [0, 2m−1], is a basic wavelet that generates W0, and consequently, all the wavelet
spaces Wj, j ∈ Z, that is Wj = span{ψm(2j · −k), k ∈ Z}.
Note that ψ1 is the Haar function.
By ψm;j,k we denote ψm;j,k := ψm(2
j ·−k). Due to semiorthogonality of the wavelets ψm;j,k
the space L2(R) can be decomposed
L2(R) = V0 ⊕W0 ⊕W1 ⊕ ... ,
where V0 is generated by Nm(·) and each Wj by ψm(2j ·). By ψ∗m we denote the dual wavelet
of ψm, and by N
∗
m dual of Nm. Below in Theorem 2.2 we present a formula for computation
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Figure 1. Wavelets ψ1 (left), ψ2 (middle) and ψ3 (right).
of ψ∗m for m = 2 (see Section 6 for arbitrary m). Then we have that each f ∈ L2(R) can be
represented (see [5] for details)
(2.2) f =
∑
k∈Z
〈f,Nm;0,k〉N∗m;0,k +
∑
j∈N0
∑
k∈Z
〈f, 2jψm;j,k〉ψ∗m;j,k.
2.2. Representation of the dual wavelet. The following theorem holds
Theorem 2.2. The dual wavelet ψ∗2 can be represented as
ψ∗2(x) =
∑
n∈Z
anψ2(x− n),
where coefficients an are defined as follows
(2.3) an =
{
(−6− 4√3)(−2−√3)n−1 + (6 + 7√3/2)(7 + 4√3)n−1 if n ≤ 1,
(6− 4√3)(−2 +√3)n−1 + (−6 + 7√3/2)(7− 4√3)n−1 if n > 1.
Proof . According to the definition of the dual wavelet we have 〈ψ∗2(· − n), ψ2(· − l)〉 = δn,l
what is the same as 〈ψ∗2(·), ψ2(· − l)〉 = δ0,l. Then
δ0,l = 〈ψ∗2(·), ψ2(·−l)〉 =
∑
n∈Z
an〈ψ2(·−n), ψ2(·−l)〉 =
∑
n∈Z
an〈ψ2(·+l−n), ψ2(·)〉 =
∑
n∈Z
ancl−n,
where cl−n = 〈ψ2(·+ l − n), ψ2(·)〉.
Let us further find an from the condition
∑
n∈Z ancl−n = δ0,l. Computing the coefficients
cl for l ∈ Z we get c0 = 14 , c±1 = 5108 , c±2 = − 1216 and cl = 0 for |l| ≥ 3. Then we consider
the product of the following two polynomials
ta =
∑
n∈Z
ane
inx and tc =
∑
l∈Z
cle
ilx.
We have
(ta · tc)(x) =
∑
n∈Z
∑
l∈Z
ancle
i(n+l)x =
∑
l∈Z
(∑
n∈Z
ancl−n
)
eilx.
Since the sum in the brackets
∑
n∈Z
ancl−n = δl,0 we get
(ta · tc)(x) =
∑
l∈Z
δl,0e
ilx = 1.
Then ta(x) =
1
tc(x)
or ∑
n∈Z
ane
inx =
1
tc(x)
.
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Multiplying both parts of the last equality by e−inx and integrating over [0, 2pi], we obtain
an =
1
2pi
2pi∫
0
e−inx
− 1216e−2ix + 5108e−ix + 14 + 5108eix − 1216e2ix
dx
=
216
2pii
2pi∫
0
ieixe−i(n−1)x
−1 + 10eix + 54e2ix + 10e3ix − e4ix dx.
Making changes of variables eix = z we have
(2.4) an = −216
2pii
∫
|z|=1
z−n+1
1− 10z − 54z2 − 10z3 + z4 dz.
-4 -2 2 4 6 8 10
-2
-1
1
2
3
Figure 2. The dual wavelet ψ∗2
Let us further consider the following function q(z) = z
−n+1
1−10z−54z2−10z3+z4 . The numbers
z0 = 7− 4
√
3, z1 = −2−
√
3, z2 = −2 +
√
3 and z3 = 7 + 4
√
3 are roots of the denominator.
Further we consider two cases.
1) n > 1:
1
zn−1
1
1− 10z − 54z2 − 10z3 + z4 =
n−1∑
l=1
Al
zl
+
B0
z − z0 +
B1
z − z1 +
B2
z − z2 +
B3
z − z3 ,
where Al and Bs are some constants. Multiplying both parts of the last equality by z − zs,
s = 0, 1, 2, 3, and then putting z = zs we find that
(2.5) Bs =
1
zn−1s
∏
i=0,1,2,3,i 6=s
(zs − zi)
.
It is easy to see that A1 = −B0 − B1 − B2 − B3, Al = 0, l = 2, 3, ..., n − 1. Then using
(2.4) and Cauchy’s integral formula we get that
an = −216
 1
2pii
∫
|z|=1
A1
z
dz +
3∑
s=0
1
2pii
∫
|z|=1
Bs
z − zs dz
 = −216(A1+B0+B2) = 216(B1+B3).
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Using formula for Bs (2.5) we have
an = (6− 4
√
3)(−2 +
√
3)n−1 + (−6 + 7
√
3/2)(7− 4
√
3)n−1, n > 1.
2) n ≤ 1: here we use notation
Bs =
1∏
i=0,1,2,3,i 6=s
(zs − zi) .
From (2.4) and Cauchy’s integral formula we obtain
an = −216
 3∑
s=0
1
2pii
∫
|z|=1
Bsz
−n+1
z − zs dz
 = −216 (B0z−n+10 +B2z−n+12 ) .
Substituting Bs in the last formula we get that
an = (−6− 4
√
3)(−2−
√
3)n−1 + (6 + 7
√
3/2)(7 + 4
√
3)n−1.

By using similar technique as in the proof of Theorem 2.2 it is easy to show that for N∗2 ,
N∗2 (x) =
∑
n∈Z
bnN2(x+ 1− n),
where bn = (−1)n
√
3(2−√3)|n|.
Note that the coefficients an from Theorem 2.2 and bn from representation for N
∗
2 decay
exponentially with respect to |n|, what is crucial for the construction of cubic Faber splines.
3. Construction of piecewise cubic Faber splines in the space of compactly
supported continuous functions
In this section we present a construction of piecewise cubic Faber spline basis and prove
the uniform convergence in the space C0(R).
First we give some necessary definitions. We define the cardinal spline function as (see [4]
for details)
(3.1) Lm(x) :=
∑
n∈Z
c(m)n Nm(x+m/2− n),
with the property Lm(j) = δj,0, j ∈ Z. By Jmf(x) we define the following interpolation
polynomial
(3.2) (Jmf)(x) :=
∑
n∈Z
f(n)Lm(x− n).
It is clear that Jmf(j) = f(j) for j ∈ Z.
Further we are interested in the case m = 4 (see [4, P. 112])
L4(x) =
∑
n∈Z
(−1)n
√
3(2−
√
3)|n|N4(x+ 2− n).
For N ∈ N we define the scaling version of the operator J4 as
(3.3) (J4Nf)(x) =
∑
n∈Z
f(2−Nn)L4(2Nx− n),
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and then (J4Nf)(n/2
N ) = f(n/2N ) for n ∈ Z. By V 4N we denote the space
V 4N :=
{
f : f :=
∑
n∈Z
cnN4(2
N · −n), {cn}n∈Z ∈ `1
}
.
Due to the compactness of the support of N4 we have V
4
N ⊂ L1(R).
3.1. Construction of piecewise cubic Faber splines. In this subsection we show the
main ideas of the construction of piecewise cubic Faber splines.
Lemma 3.1. Every f ∈ V 4N can be reproduced by the operator SN , i.e. (SNf)(x) = f(x),
∀x ∈ R, where SN is defined as follows
(3.4) SNf(x) =
∑
k∈Z
f(k)L4(x− k) +
N−1∑
j=0
∑
k∈Z
λj,k(f)sj,k(x),
where coefficients λj,k(f) are defined as
(3.5) λj,k(f) =
1
6
(
∆42−j−1f
(
2k
2j+1
)
− 4∆42−j−1f
(
2k + 1
2j+1
)
+ ∆42−j−1f
(
2k + 2
2j+1
))
,
and piecewise cubic polynomials sj,k are defined as follows
(3.6) sj,k(x) =
∑
n∈Z
anv(2
jx− k − n),
here coefficients an are defined by (2.3) and
(3.7) v(t) =
1
36

t3, 0 ≤ t ≤ 1/2,
1− 6t+ 12t2 − 7t3, 1/2 < t ≤ 1,
−22 + 63t− 57t2 + 16t3, 1 < t ≤ 3/2,
86− 153t+ 87t2 − 16t3, 3/2 < t ≤ 2,
−98 + 123t− 51t2 + 7t3, 2 < t ≤ 5/2,
27− 27t+ 9t2 − t3, 5/2 < t ≤ 3,
0, otherwise.
Proof . Since f ∈ C2(R) (because f ∈ V 4N ), we can consider f (2) = (J4f)(2) + (f − J4f)(2).
According to definition of the space V 4N we get that f
(2) ∈ L2(R) and then from the viewpoint
on (2.2) we have the following expansion (in the sense of L2 convergence):
f (2) =
∑
k∈Z
〈f (2), N2;0,k〉N∗2;0,k +
∑
j∈Z+
∑
k∈Z
〈f (2), 2jψ2;j,k〉ψ∗2;j,k
=
∑
k∈Z
〈(J4f)(2), N2;0,k〉N∗2;0,k +
∑
j∈Z+
∑
k∈Z
〈(J4f)(2), 2jψ2;j,k〉ψ∗2;j,k
+
∑
k∈Z
〈(f − J4f)(2), N2;0,k〉N∗2;0,k +
∑
j∈Z+
∑
k∈Z
〈(f − J4f)(2), 2jψ2;j,k〉ψ∗2;j,k.
Since (J4f)(2) can be represented as
(J4f)(2)(x) =
∑
k∈Z
∑
j∈Z
f(k)(−1)j(2−
√
3)|j|
2∑
m=0
(−1)m
(
2
m
)
N2(x+ 2− j − k −m),
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Figure 3. The piecewise cubic basis functions L4 (left) and s0,0 (right)
then (J4f)(2) ∈ V0 and consequently
∑
k∈Z
〈(J4f)(2), N2;0,k〉N∗2;0,k = (J4f)(2). Further we will
often use
(3.8) N (m)m (x) =
m∑
j=0
(−1)j
(
m
j
)
δ(x− j),
were δ denotes the Dirac delta distribution.
Let us consider the following coefficients 〈g(2), N2;0,k〉 for some g ∈ C2:
〈g(2), N2;0,k〉 =
∞∫
−∞
g(2)(t)N2(t− k) dt =
∞∫
−∞
g(t)N
(2)
2 (t− k) dt
=
2∑
m=0
(−1)m
(
2
m
) ∞∫
−∞
g(t)δ(t− k −m) dt =
2∑
m=0
(−1)m
(
2
m
)
g(k +m).
According to this 〈(f − J4f)(2), N2;0,k〉 =
2∑
m=0
(−1)m( 2m)(f − J4f)(k+m) = 0 since J4f(j) =
f(j) for j ∈ Z. Then
(3.9) f (2) = (J4f)(2) +
∑
j∈Z+
∑
k∈Z
〈f (2), 2jψ2;j,k〉ψ∗2;j,k.
Further we find the coefficients 〈f (2), 2jψ2;j,k〉. From Theorem 2.1 and formula (3.8) we get
ψ
(2)
2;j,k(x) = 2
2j+1
2∑
l=0
(−1)lN4(l + 1)N (4)4 (2j+1x− 2k − l)
= 22j+1
2∑
l=0
(−1)lN4(l + 1)
4∑
m=0
(−1)m
(
4
m
)
δ(2j+1x− 2k − l −m).
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Therefore we can write for 〈f (2), 2jψ2;j,k〉
〈f (2), 2jψ2;j,k〉 = 2j
∞∫
−∞
f (2)(t)ψ2;j,k(t) dt = 2
j
∞∫
−∞
f(t)ψ
(2)
2;j,k(t) dt
= 23j+1
2∑
l=0
(−1)lN4(l + 1)
4∑
m=0
(−1)m
(
4
m
) ∞∫
−∞
f(t)δ(2j+1t− 2k − l −m) dt
= 23j+1
2∑
l=0
(−1)lN4(l + 1)
4∑
m=0
(−1)m
(
4
m
)
1
2j+1
∞∫
−∞
f(t)δ
(
t− 2k + l +m
2j+1
)
dt
= 22j
2∑
l=0
(−1)lN4(l + 1)
4∑
m=0
(−1)m
(
4
m
)
f
(
2k + l +m
2j+1
)
= 22j
2∑
l=0
(−1)lN4(l + 1)∆42−j−1f
(
2k + l
2j+1
)
.(3.10)
Let us further denote λj,k(f) as in (3.5). From (3.2), (3.5), (3.9) and (3.10) we have the
following expansion for the second derivative
f (2) = (J4f)(2) +
∑
j∈Z+
∑
k∈Z
22jλj,k(f)ψ
∗
2;j,k.
Since f ∈ V 4N we have that 〈f (2), 2jψ2;j,k〉 = 0 for j ≥ N . Therefore,
(3.11) f (2) = (J4f)(2) +
N−1∑
j=0
∑
k∈Z
22jλj,k(f)ψ
∗
2;j,k.
By using Taylor expansion we get
f(x) = f(x0) + f
′(x0)(x− x0) +
x∫
x0
f (2)(t)
1!
(x− t) dt.
When x0 → −∞ we get (because of lim|x|→∞ f(x) = 0 and lim|x|→∞ f
′(x) = 0)
(3.12) f(x) =
x∫
−∞
f (2)(t)
1!
(x− t) dt.
Note, that
(3.13)
x∫
−∞
ψ∗2;j,k(t)(x− t) dt =
∑
n∈Z
an
x∫
−∞
ψ2(2
jt−k−n)(x− t) dt = 1
22j
∑
n∈Z
anv(2
jx−k−n),
where v is defined by (3.7).
Applying Taylor expansion to (3.11) and taking (3.12) and (3.13) into account, we get the
result. 
3.2. Uniform convergence in the space C0(R). Before formulating the main result of this
subsection we prove some auxiliaries statements. The following lemma is probably known,
but since we were unable to find a reference we give a proof.
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Lemma 3.2. Every f ∈ V 4N can be reproduced by the fundamental spline interpolation oper-
ator J4N , i.e.
(3.14) (J4Nf)(x) = f(x), ∀x ∈ R.
Proof . We prove that J4(N4) = N4. According to definition of J
4 we have
(J4N4)(x) =
∑
k∈Z
N4(k)L
4(x− k) =
∑
k∈Z
N4(k)
∑
l∈Z
c
(4)
l N4(x+ 2− l − k)
=
∑
n∈Z
∑
l∈Z
N4(n+ 2− l)c(4)l N4(x− n) =
∑
n∈Z
N4(x− n)
∑
l∈Z
c
(4)
l N4(n+ 2− l)
=
∑
n∈Z
N4(x− n)L4(n) =
∑
n∈Z
N4(x− n)δn,0 = N4(x).
Now (3.14) is a trivial consequence of the last equality. 
In the next lemma we consider functions f ∈ C0(R), since then all sums in (3.4) is finite
and SNf is well defined.
Lemma 3.3. For every function f ∈ C0(R) we have SNf ≡ J4Nf , where SN and J4N are
defined by (3.4) and (3.3) respectively.
Proof . Let f ∈ C0(R) and x ∈ supp f . Since J4Nf ∈ V 4N according to Lemma 3.1 we have
that SN (J
4
Nf)(x) = J
4
Nf(x). On the other hand, since J
4
Nf(k/2
N ) = f(k/2N ), k ∈ Z∩supp f ,
according to definition of SN we get that SN (J
4
Nf)(x) = SNf(x). 
Remark 3.4. As a consequence from the last lemma we have that the operator SN interpolates
a function f ∈ C0(R) at points k/2N , k ∈ Z, i.e.
SNf(k/2
N ) = f(k/2N ), k ∈ Z.
Theorem 3.5. For a function f ∈ C0(R), we have that
(3.15) lim
N→∞
‖f − SNf‖∞ = 0,
where SN is defined by (3.4).
Proof . By QmN we denote a quasi-interpolation operator
QmN (x) =
∑
k∈ν(N)
a
(N)
k (f)Nm(2
Nx− k),
where the set ν(N) is finite and the functional a
(N)
k (f) is defined by using finite number of
function values (see [14] for details). Since according to Lemma 3.3 we have that SN = J
4
N ,
we can write
‖f − SNf‖∞ = ‖f − J4Nf‖∞ ≤ ‖f −Q4Nf‖∞ + ‖Q4Nf − J4Nf‖∞
= ‖f −Q4Nf‖∞ + ‖J4N
(
f −Q4Nf
) ‖∞ ≤ (1 + ‖J4N‖∞→∞) ‖f −Q4Nf‖∞.
We used that Q4Nf ∈ V 4N and according to Lemma 3.2 J4N (Q4Nf) = Q4Nf .
Further we use the facts that ‖f − Q4Nf‖∞ → 0 if N → ∞ (see [14]) and the norm
‖J4N‖∞→∞ is bounded (see [31]). It implies (3.15). 
Remark 3.6. We would like to point out that the paper [51] is rather close to us. However,
a significant difference is the fact, that our basis is the integrated (lifted) dual Chui-Wang
wavelet. This dual wavelet had to be determined explicitly in a first step. It is not compactly
supported however very well localized (exponentially decaying). Similar as in [51, 52] the
basis coefficients of the Faber spline basis are computed from a linear combination of discrete
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function values. In contrast to [51] these coefficients are explicitly determined and use only
local discrete information of the function f . This is in analogy to the classical Faber-Schauder
basis which is the reason why we call it Faber spline.
Further for the convenience we use the following notation. We define sequence of coefficients
λj,k(f) and functions sj,k for j ∈ N−1, k ∈ Z, in the following way: if j ≥ 0 we use definition
(3.5) and (3.6) consequently, and if j = −1 we put λ−1,k(f) := f(k) and
(3.16) s−1,k(x) := L4(x− k).
Then from Theorem 3.5 for each function f ∈ C0(R) we have the following expansion
(3.17) f(x) =
∑
j∈N−1
∑
k∈Z
λj,k(f)sj,k(x),
where convergence is understood in the sense of the space C.
Further we prove the uniqueness of this expansion. We show that all coefficients cj,k in the
following expansion
(3.18) 0 =
∑
k∈Z
c−1,kL4(x− k) +
∞∑
j=0
∑
k∈Z
cj,ksj,k(x),
equal to 0. Note that from definition of piecewise cubic functions sj,k we have that sj,k(n) = 0
for n ∈ Z. If we put x = n, n ∈ Z, in (3.18) we get c−1,k = 0 for all k ∈ Z. Then we apply
the functional λl,n(f) with l ∈ N0 and n ∈ Z to the series (3.18). Since
λl,n(sj,k) = 〈s(2)j,k , 2mψ2;l,n〉 = 22j2m〈ψ∗2;j,k, ψ2;l,n〉 = 22j+mδjl,kn,
we have that cl,n = 0 for all l ∈ N0 and n ∈ Z.
4. Sampling characterization of Besov-Triebel-Lizorkin spaces via piecewise
cubic Faber splines
In this Section we prove Theorem about sampling characterization of Besov-Triebel-Lizorkin
spaces. We recall that definition of these spaces is given in Appendix A.
The following theorem holds.
Theorem 4.1. (i) Let 0 < p, θ ≤ ∞, p > 1/4 and 1/p < r < min{3 + 1/p, 4}. Then
every compactly supported f ∈ Brp,θ can be represented by the series (3.17), which
is convergent unconditionally in the space Br−εp,θ for every ε > 0. If max{p, θ} < ∞
we have unconditional convergence in the space Brp,θ. Moreover, the following norms
are equivalent
(4.1) ‖f‖Brp,θ  ‖λ(f)‖brp,θ .
(ii) Let 1/4 < p, θ ≤ ∞, p 6= ∞, and max{1/p, 1/θ} < r < 3. Then every compactly
supported f ∈ F rp,θ can be represented by the series (3.17), which is convergent un-
conditionally in the space F r−εp,θ for every ε > 0. If θ < ∞ we have unconditional
convergence in the space F rp,θ. Moreover, the following norms are equivalent
(4.2) ‖f‖F rp,θ  ‖λ(f)‖frp,θ .
First we prove some auxiliary statements. We apply some known technique that was also
used in [3], [25] and [40]. Let λ = (λj,k)j∈N−1,k∈Z be some sequence of real numbers that
satisfy certain conditions (later we specify that λ ∈ brp,θ or λ ∈ f rp,θ). We denote
(4.3) f :=
∑
j∈N−1
∑
k∈Z
λj,ksj,k.
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This formal series converges in S′(R) due to assumptions on λ. The estimates below shows
that (4.3) exists in S′(R).
Proposition 4.2. Let 0 < p, θ ≤ ∞, max{1/p − 1, 0} < r < 3 + 1/p and a sequence
λ ∈ brp,θ. Then the series (4.3) converges unconditionally in the space Br−εp,θ for every ε > 0. If
max{p, θ} <∞ we have unconditional convergence in the space Brp,θ. Moreover, the following
inequality holds
(4.4) ‖f‖Brp,θ . ‖λ‖brp,θ .
Proof . First we prove the inequality (4.4) for the case θ < ∞. For θ = ∞ the proof is
similar. We denote fj :=
∑
k∈Z
λj,ksj,k for j ∈ N−1. Then
(4.5) f =
∑
l∈Z
fj+l.
By using characterization of Besov spaces via local means (Theorem A.3) and u-triangle
inequality with u := min{p, θ, 1} we have
‖f‖Brp,θ 
( ∑
j∈N0
2θjr‖Ψj ∗ f‖θp
)1/θ
=
( ∑
j∈N0
2θjr
∥∥∥Ψj ∗ (∑
l∈Z
∑
k∈Z
λj+l,ksj+l,k
)∥∥∥θ
p
)1/θ
≤
(∑
l∈Z
( ∑
j∈N0
2θjr
∥∥∥∑
k∈Z
λj+l,k(Ψj ∗ sj+l,k)
∥∥∥θ
p
)u/θ)1/u
.
By using inequality (A.3) we can proceed for v = min{p, 1}
‖f‖Brp,θ .
(∑
l∈Z
(∑
j∈N0
2θjr
∥∥∥∑
k∈Z
λj+l,k2
−α|l|∑
n∈Z
|an|χAj+l,k+n(·)
∥∥∥θ
p
)u/θ)1/u
≤
(∑
l∈Z
(∑
j∈N0
2θjr2−α|l|θ
(∑
n∈Z
|an|v
∥∥∥∑
k∈Z
λj+l,kχAj+l,k+n(·)
∥∥∥v
p
)θ/v)u/θ)1/u
.(4.6)
Further we consider the following norm
∥∥∥ ∑
k∈Z
λj+l,kχAj+l,k+n(·)
∥∥∥
p
. For x ∈ R since Aj+l,n+k ⊂⋃
|i−k|.2l+
Ij+l+,i+n we can write∣∣∣∑
k∈Z
λj+l,kχAj+l,k+n(x)
∣∣∣p ≤ ∣∣∣∑
k∈Z
|λj+l,k|χAj+l,k+n(x)
∣∣∣p ≤ ∣∣∣∑
k∈Z
|λj+l,k|
∑
i∈Gl(k)
χIj+l+,i+n(x)
∣∣∣p,
where Gl(k) := {i : |i− k| . 2l+} with |Gl(k)|  2l+. By changing order of summation and
on the viewpoint that segments Ij+l+,i+n do not intersect for different i we have∣∣∣∑
k∈Z
λj+l,kχAj+l,k+n(x)
∣∣∣p ≤ ∣∣∣∑
i∈Z
χIj+l+,i+n(x)
∑
k∈Gl(i)
|λj+l,k|
∣∣∣p = ∑
i∈Z
χIj+l+,i+n(x)
( ∑
k∈Gl(i)
|λj+l,k|
)p
.
From the Ho¨lder inequality for p > 1 we obtain∣∣∣∑
k∈Z
λj+l,kχAj+l,k+n(x)
∣∣∣p . 2l+(p−1)∑
i∈Z
χIj+l+,i+n(x)
∑
k∈Gl(i)
|λj+l,k|p.
For p < 1 we use the embedding lp ↪→ l1 to get∣∣∣∑
k∈Z
λj+l,kχAj+l,k+n(x)
∣∣∣p ≤∑
i∈Z
χIj+l+,i+n(x)
∑
k∈Gl(i)
|λj+l,k|p.
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By using last inequality we can write for the norm∥∥∥∑
k∈Z
λj+l,kχAj+l,k+n
∥∥∥p
p
=
∫
R
∣∣∣∑
k∈Z
λj+l,kχAj+l,k+n(x)
∣∣∣pdx
. 2l+(p−1)+
∑
i∈Z
∫
R
χIj+l+,i+n(x)dx
∑
k∈Gl(i)
|λj+l,k|p
= 2l+(p−1)+
∑
i∈Z
2−j−l+ (i+n+1)∫
2−j−l+ (i+n)
1 dx
∑
k∈Gl(i)
|λj+l,k|p
= 2l+(p−1)+2−j−l+
∑
i∈Z
∑
k∈Gl(i)
|λj+l,k|p
 2l+(p−1)+2−j
∑
k∈Z
|λj+l,k|p.
By using this inequality we can continue estimation of (4.6)
‖f‖Brp,θ .
(∑
l∈Z
(∑
j∈N0
2θjr2−α|l|θ
(∑
n∈Z
|an|v2vl+(1−1/p)+2−jv/p
(∑
k∈Z
|λj+l,k|p
)v/p)θ/v)u/θ)1/u
=
(∑
n∈Z
|an|v
)1/v ·(∑
l∈Z
(∑
j∈N0
2θjr2−α|l|θ2l+(1−1/p)+θ2−jθ/p
(∑
k∈Z
|λj+l,k|p
)θ/p)u/θ)1/u
.
From definition of coefficients an we conclude that
∑
n∈Z
|an|v <∞, so we can proceed as follows
‖f‖Brp,θ .
(∑
l∈Z
2−α|l|u2l+(1−1/p)+u
(∑
j∈N0
2θj(r−1/p)
(∑
k∈Z
|λj+l,k|p
)θ/p)u/θ)1/u
=
(∑
l∈Z
2−α|l|2l+(1−1/p)+2−l(r−1/p)
( ∑
j∈N0
2θ(j+l)(r−1/p)
(∑
k∈Z
|λj+l,k|p
)θ/p)u/θ)1/u
≤
(∑
l∈Z
2−α|l|u2l+(1−1/p)+u2−l(r−1/p)u
)1/u‖λ‖brp,θ .
Due to the choice of the parameter max{1/p− 1, 0} < r < 3 + 1/p the series∑
l∈Z
2−α|l|u2l+(1−1/p)+u2−l(r−1/p)u
is convergent. Therefore, inequality (4.4) holds.
Let us further prove the unconditional convergence of the series (4.3) in the space Brp,θ
when max{p, θ} <∞. By ∇ we define a set of indices for the basis sj+l,k, i.e
∇ = {(j, k) : j ∈ N−1, k ∈ Z}.
We consider the set of sequences
Θ = {A = (An)n∈N : An ⊂ ∇, |An| = n,An ⊂ An+1,
∞⋃
n=1
An = ∇}.
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Each A ∈ Θ defines some order of summation of the series (4.3). By Sn we denote the
following partial sum
Sn :=
∑
(j,k)∈An
λj,ksj,k.
According to first part of the proof we have that
‖f − Sn‖Brp,θ . ‖λj,k|(j,k)∈∇\An‖brp,θ .
Since all finite sequences are dense in the space brp,θ, max{p, θ} <∞ we have that if n is large
enough
‖λj,k|(j,k)∈∇\An‖brp,θ < ε,
what together with arbitrary choice of A finishes the proof.
Let now 0 < p, θ ≤ ∞ and λ ∈ brp,θ. Then by using Ho¨lder’s inequality with respect to
index j in the definition of the norm of br−εp,θ it is easy to show that
lim
n→∞ ‖λj,k|(j,k)∈∇\An‖br−εp,θ = 0.
By using inequality (4.4) that is already proven we write
‖f − Sn‖Br−εp,θ . ‖λj,k|(j,k)∈∇\An‖br−εp,θ → 0
which finishes the proof. 
Now we prove the analogue of this proposition for F -spaces.
Proposition 4.3. Let 0 < p, θ ≤ ∞, p 6= ∞, max{1/θ − 1, 1/p − 1, 0} < r < 3 and a
sequence λ ∈ f rp,θ. Then the series (4.3) converges unconditionally in the space F r−εp,θ for
every ε > 0. If θ < ∞ we have unconditional convergence in the space F rp,θ. Moreover, the
following inequality holds
(4.7) ‖f‖F rp,θ . ‖λ‖frp,θ .
Proof . We use u-triangle inequality with u = min{1, p, q}, representation (4.5) and Theorem
A.3
‖f‖F rp,θ 
∥∥∥( ∑
j∈N0
2θrj |Ψj ∗ f |θ
)1/θ∥∥∥
p
=
∥∥∥( ∑
j∈N0
2θrj
∣∣∣Ψj ∗ (∑
l∈Z
∑
k∈Z
λj+l,ksj+l,k
)∣∣∣θ)1/θ∥∥∥
p
≤
(∑
l∈Z
∥∥∥( ∑
j∈N0
2θrj
∣∣∣Ψj ∗ (∑
k∈Z
λj+l,ksj+l,k
)∣∣∣θ)1/θ∥∥∥u
p
)1/u
≤
(∑
l∈Z
∥∥∥( ∑
j∈N0
2θrj
(∑
k∈Z
|λj+l,k||Ψj ∗ sj+l,k|
)θ)1/θ∥∥∥u
p
)1/u
.
By using inequality (A.4) we obtain
‖f‖F rp,θ .
(∑
l∈Z
2−α|l|u
∥∥∥( ∑
j∈N0
2θrj
(∑
k∈Z
|λj+l,k|(1 + 2min{j,j+l}|x− xj+l,k|)−R
)θ)1/θ∥∥∥u
p
)1/u
.
From the following property ([27, Lem. 7.1])∑
k∈Z
|λj+l,k|(1 + 2min{j,j+l}|x− xj+l,k|)−R . 2l+/τ
[
M
∣∣∣∑
k∈Z
λj+l,kχj+l,k
∣∣∣τ]1/τ (x)
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for 0 < τ ≤ 1 and R > 1/τ , we get
‖f‖F rp,θ .
(∑
l∈Z
2−α|l|u2ul+/τ
∥∥∥( ∑
j∈N0
2θrj
[
M
∣∣∣∑
k∈Z
λj+l,kχj+l,k
∣∣∣τ]θ/τ)1/θ∥∥∥u
p
)1/u
.
It is obvious that
∥∥∥(∑
l
[
M |fl|τ
]θ/τ)1/θ∥∥∥
p
=
∥∥∥(∑
l
[
M |fl|τ
]θ/τ)τ/θ∥∥∥1/τ
p/τ
. We assume that
min{θ/τ, p/τ} > 1. By using the Hardy-Littlewood maximal inequality we have
‖f‖F rp,θ .
(∑
l∈Z
2−α|l|u2ul+/τ
∥∥∥( ∑
j∈N0
2θrj
∣∣∣∑
k∈Z
λj+l,kχj+l,k
∣∣∣θ)1/θ∥∥∥u
p
)1/u
=
(∑
l∈Z
2−α|l|u2ul+/τ2−rlu
∥∥∥( ∑
j∈N0
2θr(j+l)
∣∣∣∑
k∈Z
λj+l,kχj+l,k
∣∣∣θ)1/θ∥∥∥u
p
)1/u
≤
(∑
l∈Z
2−α|l|u2ul+/τ2−rlu
)1/u‖λ‖frp,θ
for τ < min{1, p, θ}. If max{1/θ − 1, 1/p − 1, 0} ≤ 1/τ − 1 < r < 3 then the series∑
l∈Z
2−α|l|u2ul+/τ2−rlu converges.
Now we prove unconditional convergence. We start with the case when θ < ∞. We use
notations from Proposition 4.2. We know that
‖f − Sn‖F rp,θ . ‖λj,k|(j,k)∈∇\An‖frp,θ .
From density of finite sequences in the space lθ we have that( ∑
(j,k)∈∇\An
2θrj |λj,k|θχj,k
)1/θ → 0, if n→∞.
Since for all n ∈ N( ∑
(j,k)∈∇\An
2θrj |λj,k|θχj,k
)1/θ ≤ ( ∑
(j,k)∈∇
2θrj |λj,k|θχj,k
)1/θ ∈ Lp,
then according to Lebesgue dominated convergence theorem we may write that
‖λj,k|(j,k)∈∇\An‖frp,θ → 0, if n→∞.
When θ =∞ we use similar consideration as in Proposition 4.2. 
Proposition 4.4. (i) Let 0 < p, θ ≤ ∞, p > 1/4, 1/p < r < 4 and f ∈ Brp,θ. Then the
inequality
(4.8) ‖λ(f)‖brp,θ . ‖f‖Brp,θ
holds.
(ii) Let 1/4 < p, θ ≤ ∞, p 6= ∞, max{1/p, 1/θ} < r < 4 and f ∈ F rp,θ. Then the
inequality
(4.9) ‖λ(f)‖frp,θ . ‖f‖F rp,θ
holds.
Proof . We use representation (A.2) in the following form
(4.10) f =
∑
l∈Z
δj+l[f ], j ∈ N0.
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We give a proof for the case θ < ∞. For θ = ∞ one can obtain the results by using similar
technique with trivial modification.
First we prove one additional inequality. We denote Fj,l(x) :=
∑
k∈Z
λj,k (δj+l[f ])χj,k(x),
x ∈ R. For x ∈ Ij,k we have that
|Fj,l(x)| ≤ |λj,k (δj+l[f ]) |.
Let first j ≥ 0. Then
|Fj,l(x)| ≤ 1
6
(∣∣∣∣∆42−j−1δj+l[f ]( 2k2j+1
)∣∣∣∣+ 4 ∣∣∣∣∆42−j−1δj+l[f ](2k + 12j+1
)∣∣∣∣+ ∣∣∣∣∆42−j−1δj+l[f ](2k + 22j+1
)∣∣∣∣) .
By using Lemma A.8 we get for some bandlimited function g with Fg ⊂ [−A2j+l, B2j+l]
|∆42−j−1g(xj,k)| . min{1, 24l}max{1, 2al}P2l+j ,ag(xj,k).
From this inequality for l < 0 and |x− xj,k| ≤ 2−j we get
|∆42−j−1g(xj,k)| . 24lP2l+j ,ag(xj,k) ≤ 24l sup
y∈R
|g(y)|
(1 + 2l+j |y − x|)a (1 + 2
l+j |x− xj,k|)a
. 24l sup
y∈R
|g(y)|
(1 + 2l+j |y − x|)a = 2
4lP2l+j ,ag(x).(4.11)
For l ≥ 0 and |x− xj,k| ≤ 2−j by using definition of the 4th order difference we write
|∆42−j−1g(xj,k)| . sup|y|.2−j
|g(xj,k + y)| . sup
|y|.2−j
|g(xj,k + y)|
(1 + 2j |y|)a ≤ P2j ,a(xj,k)
= sup
y∈R
|g(y)|
(1 + 2j |y − x|)a
(1 + 2j |y − x|)a
(1 + 2j |y − xj,k|)a
≤ sup
y∈R
|g(y)|
(1 + 2j |y − x|)a
(1 + 2j |y − xj,k|)a(1 + 2j |x− xj,k|)a
(1 + 2j |y − xj,k|)a . P2j ,a(x).
Since for l ≥ 0 we have
(4.12) P2j ,a(x) = sup
y∈R
|g(y)|
(1 + 2j+l|y − x|)a
(1 + 2j+l|y − x|)a
(1 + 2j |y − x|)a ≤ 2
laP2l+j ,ag(x),
then
(4.13) |∆42−j−1g(xj,k)| . 2laP2l+j ,ag(x).
If x ∈ Ij,k then not only |x− xj,k| ≤ 2−j , but also |x− xj,k+1| ≤ 2−j and |x− xj+1,2k+1| ≤
2−j . Therefore inequalities (4.11) and (4.13) hold also for differences ∆4
2−j−1g (xj+1,2k+1) and
∆4
2−j−1g (xj,k+1).
Let now j = −1. In this case x ∈ [k − 1/2, k + 1/2] and
|Fj,l(x)| ≤ |λj,k (δj+l[f ]) | ≤ |δj+l[f ](k)|.
Let again g be some bandlimited function. We consider only the case l ≥ 0 because g ≡ 0
for l < 0 and there is nothing to prove. So, for l ≥ 0
|g(k)| ≤ sup
|y|≤1
|g(x+ y)| = sup
|y|≤1
|g(x+ y)|
(1 + 2j |y|)a (1 + 2
j |y|)a . P2j ,a(x).
Using (4.12) we get
(4.14) |g(k)| . 2laP2l+j ,ag(x).
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Since segments Ij,k do not intersect for fixed j and different k from (4.11), (4.13) and (4.14)
we conclude that for x ∈ R
(4.15) |Fj,l(x)| . min{24l, 1}max{2al, 1}P2j+l,aδj+l[f ](x).
Let us now prove part (i). From definition of the space of sequences brp,θ by using the
u-triangle inequality with u = min{p, θ, 1} we can write
‖λ(f)‖brp,θ =
( ∑
j∈N−1
2θrj
∥∥∥∑
k∈Z
λj,k(f)χj,k
∥∥∥θ
p
)1/θ
=
( ∑
j∈N−1
2θrj
∥∥∥∑
k∈Z
λj,k
(∑
l∈Z
δj+l[f ]
)
χj,k
∥∥∥θ
p
)1/θ
≤
(∑
l∈Z
( ∑
j∈N−1
2θrj
∥∥∥∑
k∈Z
λj,k (δj+l[f ])χj,k
∥∥∥θ
p
)u/θ)1/u
.(4.16)
By using Lemma A.9 and inequality (4.15) we have that for a > 1/p
‖Fj,l‖p . min{24l, 1}max{2al, 1} ‖P2j+l,aδj+l[f ]‖p . min{24l, 1}max{2al, 1} ‖δj+l[f ]‖p.
We denote β = a if l ≥ 0 and β = 4 if l < 0. Now we can proceed estimation (4.16)
‖λ(f)‖brp,θ ≤
(∑
l∈Z
( ∑
j∈N−1
2θrj‖Fj,l‖θp
)u/θ)1/u
.
(∑
l∈Z
( ∑
j∈N−1
2θrj2βθl‖δj+l[f ]‖θp
)u/θ)1/u
=
(∑
l∈Z
2βlu2−rlu
( ∑
j∈N−1
2θr(j+l)‖δj+l[f ]‖θp
)u/θ)1/u
≤
(∑
l∈Z
2(β−r)lu
)1/u‖f‖Brp,θ .
Now if r satisfies 1/p < a < r < 4 with p > 1/4 we have that the series
∑
l∈Z
2(β−r)lu converges
and inequality (4.8) holds.
Now we prove part (ii). We use representation (4.10) and the u-triangle inequality
‖λ(f)‖frp,θ =
∥∥∥( ∑
j∈N−1
2θrj
∣∣∣∑
k∈Z
λj,k(f)χj,k
∣∣∣θ)1/θ∥∥∥
p
=
∥∥∥( ∑
j∈N−1
2θrj
∣∣∣∑
k∈Z
λj,k
(∑
l∈Z
δj+l[f ]
)
χj,k
∣∣∣θ)1/θ∥∥∥
p
≤
(∑
l∈Z
∥∥∥( ∑
j∈N−1
2θrj
∣∣∣∑
k∈Z
λj,k
(
δj+l[f ]
)
χj,k
∣∣∣θ)1/θ∥∥∥u
p
)1/u
.
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By using inequality (4.15) and Lemma A.10 we write for a > max{1/p, 1/θ}
‖λ(f)‖frp,θ .
(∑
l∈Z
2βlu
∥∥∥( ∑
j∈N−1
2θrj
(
P2j+l,aδj+l[f ]
)θ)1/θ∥∥∥u
p
)1/u
.
(∑
l∈Z
2βlu
∥∥∥( ∑
j∈N−1
2θrj
(
δj+l[f ]
)θ)1/θ∥∥∥u
p
)1/u
=
(∑
l∈Z
2βlu2−lru
∥∥∥( ∑
j∈N−1
2θr(j+l)
(
δj+l[f ]
)θ)1/θ∥∥∥u
p
)1/u
≤
(∑
l∈Z
2βlu2−lru
)1/u‖f‖F rp,θ ,
Due to the choice of the parameter max{1/p, 1/θ} < a < r < 4 with p, θ > 1/4 the series∑
l∈Z
2βlu2−lru is convergent and inequality (4.9) holds. 
Proof of Theorem 4.1. We give a short proof of part (i). Proof of part (ii) may be
obtained in similar way by simple replacement of Proposition 4.2 by Proposition 4.3 and part
(i) of Proposition 4.4 by part 4.4 (ii).
Relation (4.1) follows from Propositions 4.2 and 4.4 (i). We prove convergence for the case
max{p, θ} < ∞. Since f ∈ Brp,θ, according to Proposition 4.4 (i) we have that λ(f) ∈ brp,θ.
Then Proposition 4.2 implies that the series
∑
j∈N−1
∑
k∈Z
λj,k(f)sj,k converges unconditionally
in Brp,θ to some function g. But since B
r
p,θ ⊂ C0(R) because of the choice of the param-
eter r > 1/p then according to Theorem 3.5 we have uniform convergence of the series∑
j∈N−1
∑
k∈Z
λj,k(f)sj,k to f . That implies that f ≡ g. 
5. Characterization of Besov-Triebel-Lizorkin spaces via Chui-Wang wavelets
Further we use the following notations. We denote ψj,k := ψ2;j,k for j ∈ N0 and ψ−1,k :=
N2(·+ 1− k). Analogically, ψ∗j,k := ψ∗2;j,k for j ∈ N0 and ψ∗−1,k := N∗2 (· − k). Let µj,k(f) :=
〈f, 2jψj,k〉. Then for each f ∈ L2(R) the following expansion holds
(5.1) f =
∑
j∈N−1
∑
k∈Z
µj,k(f)ψ
∗
j,k,
where convergence is understood in term of the L2 norm.
The main goal of this section is to prove the following theorem.
Theorem 5.1. (i) Let 0 < p, θ ≤ ∞, p > 1/4 and 1/p− 2 < r < min{1 + 1/p, 2}. Then
f ∈ Brp,θ can be represented by the series (5.1), which convergent unconditionally in
the space Br−εp,θ . If max{p, θ} < ∞ we have unconditional convergence in the space
Brp,θ. Moreover, the following norms are equivalent
(5.2) ‖f‖Brp,θ  ‖µ(f)‖brp,θ .
(ii) Let 1/4 < p, θ ≤ ∞, p 6= ∞, and max{1/p − 2, 1/θ − 2} < r < 1. Then f ∈ F rp,θ
can be represented by the series (5.1), which convergent unconditionally in the space
F r−εp,θ . If θ <∞ we have unconditional convergence in the space F rp,θ. Moreover, the
following norms are equivalent
(5.3) ‖f‖F rp,θ  ‖µ(f)‖frp,θ .
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Remark 5.2. Let p˜ := max{p, 1}. Then for the scalar product
〈f, ψ2〉 :=
∑
j∈N0
〈Ψj ∗ f,Λj ∗ ψ2〉
we have
|〈f, ψ2〉| ≤
∑
j∈N0
‖Ψj ∗ f‖p˜‖Λj ∗ ψ2‖p˜′
≤ sup
j∈N0
2j(r−(1/p−1)+)‖Ψj ∗ f‖p˜
∑
j∈N0
2j(−r+(1/p−1)+)‖Λj ∗ ψ2‖p˜′
≤ ‖f‖
B
r−(1/p−1)+
p˜,∞
‖ψ2‖
B
−r+(1/p−1)+
p˜′,1
.
By using Theorem A.3 it is easy to show that ψ2 ∈ Brp,θ if r < 1/p + 1. Therefore, due to
the choice of parameter r in Theorem 5.1 we have that ψ2 ∈ B−r+(1/p−1)+p˜′,1 . If f ∈ F rp,θ we
use the embedding F rp,θ ⊂ Br−(1/p−1)+max{1,p},∞ to conclude that ‖f‖Br−(1/p−1)+
p˜,∞
< ∞. Note, that we
can choose Ψj and Λj such that Ψj is compactly supported on the Fourier side and Λj is
compactly supported on time domain (see [49]).
First we prove some auxiliaries statements. Let µ = (µj,k)j∈N−1,k∈Z be some sequence of
real numbers that satisfy certain conditions (µ ∈ brp,θ or µ ∈ f rp,θ). We denote
(5.4) f :=
∑
j∈N−1
∑
k∈Z
µj,kψ
∗
j,k.
Due to assumptions on µ we have convergence of the series (5.4) at least at S′(R).
Proposition 5.3. Let 0 < p, θ ≤ ∞, max{1, 1/p}− 3 < r < 1 + 1/p and a sequence µ ∈ brp,θ.
Then a series (5.4) converges unconditionally in the space Br−εp,θ . If max{p, θ} <∞ we have
unconditional convergence in the space Brp,θ. Moreover, the following inequality holds
(5.5) ‖f‖Brp,θ . ‖µ‖brp,θ .
Proof . For the proof we use the same technique as in Proposition 4.2 with Lemma A.12
instead of Lemma A.11. Different values of α for positive and negative l lead to different
range of smoothness parameter r. 
Proposition 5.4. Let 0 < p, θ ≤ ∞, p 6= ∞, max{1, 1/p, 1/θ} − 3 < r < 1 and a sequence
µ ∈ f rp,θ. Then a series (5.4) converges unconditionally in the space F r−εp,θ . If θ <∞ we have
unconditional convergence in the space F rp,θ. Moreover, the following inequality holds
(5.6) ‖f‖F rp,θ . ‖µ‖frp,θ .
Proof . For the proof we use the same technique as in Proposition 4.3 with Lemma A.12
instead of Lemma A.11. Different values of α for positive and negative l lead to different
range of smoothness parameter r. 
Proposition 5.5. (i) Let 0 < p, θ ≤ ∞, p > 1/4, 1/p− 2 < r < 2 and f ∈ Brp,θ. Then
the inequality
(5.7) ‖〈f, 2jψj,k〉‖brp,θ . ‖f‖Brp,θ
holds.
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(ii) Let 1/4 < p, θ ≤ ∞, p 6=∞, max{1/p− 2, 1/θ − 2} < r < 2 and f ∈ F rp,θ. Then the
inequality
(5.8) ‖〈f, 2jψj,k〉‖frp,θ . ‖f‖F rp,θ
holds.
Proof . First we estimate one coefficient |〈f, 2jψj,k〉|. By properly chosen Littlewood-Paley
building blocks we may write
|〈f, 2jψj,k〉| ≤
∑
l∈Z
∣∣∣2j〈Ψj+l ∗ f,Λj+l ∗ ψj,k〉∣∣∣
=
∑
l∈Z
∣∣∣ ∫ ∞
−∞
2j(Ψj+l ∗ f)(y) · (Λj+l ∗ ψj,k)(y)dy
∣∣∣.(5.9)
We estimate the inner integral. For l ≥ 0 we have that
|(Λj+l ∗ ψj,k)(y)| . 2−lχAj+l,k(y).
The set Aj+l,k here is the union of at most 7 intervals centered at nodes of ψj,k with lengths
2−j−l and factor 2−l is due to the smoothness of ψj,k (ψj,k ∈ B1∞,∞). By using this we have∣∣∣ ∫ ∞
−∞
2j(Ψj+l ∗ f)(y) · (Λj+l ∗ ψj,k)(y)dy
∣∣∣ . 2j2−l ∫ ∞
−∞
|(Ψj+l ∗ f)(y)|χAj+l,k(y)dy
= 2j2−l
∫
Aj+l,k
|(Ψj+l ∗ f)(y)|dy
. 2j2−l2−j−l sup
y∈Aj+l,k
|(Ψj+l ∗ f)(y)|
= 2−2l sup
y∈Aj+l,k
|(Ψj+l ∗ f)(y)|(1 + 2j+l|x− y|)a
(1 + 2j+l|x− y|)a .
For x ∈ Ij,k and y ∈ Aj+l,k we have that |x− y| < 2−j . Therefore
(5.10)
∣∣∣ ∫ ∞
−∞
2j(Ψj+l ∗ f)(y) · (Λj+l ∗ ψj,k)(y)dy
∣∣∣ . 2l(a−2)P2j+l,a(Ψj+l ∗ f)(x).
For l < 0
|(Λj+l ∗ ψj,k)(y)| . 23lχAj+l,k(y),
where Aj+l,k is a segment centered at xj,k with length ∼ 2−j−l. Factor 23l is due to vanishing
moments of ψj,k. Therefore, as above∣∣∣ ∫ ∞
−∞
2j(Ψj+l ∗ f)(y) · (Λj+l ∗ ψj,k)(y)dy
∣∣∣ . 2j23l ∫
Aj+l,k
|(Ψj+l ∗ f)(y)|dy
. 2j23l2−j−l sup
y∈Aj+l,k
|(Ψj+l ∗ f)(y)|
= 22l sup
y∈Aj+l,k
|(Ψj+l ∗ f)(y)|(1 + 2j+l|x− y|)a
(1 + 2j+l|x− y|)a
. 22lP2j+l,a(Ψj+l ∗ f)(x).(5.11)
From (5.9), (5.10) and (5.11) we conclude
|〈f, 2jψj,k〉| .
∑
l∈Z
2βlP2j+l,a(Ψj+l ∗ f)(x),
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where x ∈ Ij,k and β = a− 2 if l ≥ 0 and β = 2 if l < 0. Then for x ∈ R we have
(5.12)
∑
k∈Z
|〈f, 2jψj,k〉|χIj,k(x) .
∑
l∈Z
2βlP2j+l,a(Ψj+l ∗ f)(x).
Further we prove part (i). By using u-triangle inequality with u = min{1, p, θ} we may write
‖〈f, 2jψj,k〉‖brp,θ =
( ∑
j∈N−1
2θrj
∥∥∥∑
k∈Z
|〈f, 2jψj,k〉|χj,k
∥∥∥θ
p
)1/θ
.
( ∑
j∈N−1
2θrj
∥∥∥∑
l∈Z
2βlP2j+l,a(Ψj+l ∗ f)
∥∥∥θ
p
)1/θ
≤
(∑
l∈Z
2βlu
( ∑
j∈N−1
2θrj‖P2j+l,a(Ψj+l ∗ f)‖θp
)u/θ)1/u
Using Lemma A.9 we have for a > 1/p
‖〈f, 2jψj,k〉‖brp,θ .
(∑
l∈Z
2βlu2−lru
( ∑
j∈N−1
2θr(j+l)‖Ψj+l ∗ f‖θp
)u/θ)1/u

(∑
l∈Z
2(β−r)lu
)1/u
‖f‖Brp,θ .
The series
∑
l∈Z
2(β−r)lu is convergent when 1/p− 2 < a− 2 < r < 2.
Now we prove (ii). We use inequality (5.12), u-triangle inequality and Lemma A.10. Then
‖〈f, 2jψj,k〉‖frp,θ =
∥∥∥( ∑
j∈N−1
2θrj
∣∣∣∑
k∈Z
〈f, 2jψj,k〉χj,k
∣∣∣θ)1/θ∥∥∥
p
.
(∑
l∈Z
2βlu2−lru
∥∥∥( ∑
j∈N−1
2θr(j+l)|Ψj+l ∗ f |θ
)1/θ∥∥∥u
p
)1/u

(∑
l∈Z
2βlu2−lru
)1/u‖f‖F rp,θ
holds with a > max{1/p, 1/θ}. On viewpoint of choice of the parameter r the series∑
l∈Z
2βlu2−lru is convergent. 
Proof of Theorem 5.1. To get (5.2) we use (5.5) and (5.7). The equivalence of norms
(5.3) follows from (5.6) and (5.8). The rest of the proof can be obtained by using the same
technique as in Theorem 4.1 (Step 4) [40] and Remark 5.2. 
6. Extension to higher order Faber splines
In this section we describe the main ideas of extension of results of Sections 2-5 for higher
order splines. We start from explicit representation of a dual Chui-Wang wavelets ψ∗m for
m ∈ N and m ≥ 3. In this case we have similar formula
(6.1) ψ∗m(x) =
∑
n∈Z
a(m)n ψm(x− n).
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Further we give a definition of coefficients a
(m)
l . We consider the following polynomial
(6.2) t(m)(z) :=
4(m−1)∑
n=0
d(m)n z
n,
were d
(m)
n = 〈ψm(·+n−2(m−1)), ψm〉. Since the Chui-Wang wavelet is compactly supported
the coefficients d
(m)
n create finite sequence in increasing symmetric” form, i.e.
|d(m)2(m−1)| > |d
(m)
2(m−1)−1| = |d
(m)
2(m−1)+1| > |d
(m)
2(m−1)−2| = |d
(m)
2(m−1)+2| > ... > |d
(m)
0 | = |d(m)4(m−1)|.
The polynomial (6.2) defined in this way is called self-reciprocal or palindromic. The roots
of this polynomial form reciprocal pairs (λ, 1λ) (see, for example, [24]).
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Figure 4. Dual wavelets ψ∗3 (left) and ψ∗4 (right).
Let z0, z1, ..., z4(m−1)−1 ∈ R be the roots of polynomial (6.2). Let us first show that we
never have the case |zi| = 1. The system (ψm(· − k))k∈Z is a Riesz sequence. According to
Proposition 2.8 [53] it means that
(6.3) A2 ≤
∑
l∈Z
|Fψm(ξ + 2pil)|2 ≤ B2
for some A,B > 0. From the Poisson summation formula we get∑
l∈Z
|Fψm(ξ+2pil)|2 = 1√
2pi
∑
n∈Z
F (Fψm· Fψm) (n)einξ = 1√
2pi
∑
n∈Z
F (F (ψm ∗ ψm(−·) )) (n)einξ.
By using definitions of the Fourier transform and the inverse Fourier transform it is easy
to show that F (F(g)) (t) = √2pig(−t). Therefore,∑
l∈Z
|Fψm(ξ + 2pil)|2 =
∑
n∈Z
〈ψm, ψm(· − n)〉einξ = t(m)(eiξ).
From the last equality and (6.3) we have that the polynomial (6.2) is bounded away from
zero on the unite circle |z| = 1, therefore it does not have roots that satisfy |zi| = 1.
We rearrange roots in the following way: let z0, ..., z2(m−1)−1 be the roots that are located
inside of the unite circle, i.e |zi| < 1 for i = 0, ..., 2(m−1)−1, and z2(m−1), ..., z4(m−1)−1 be the
roots that are located outside of the unit circle, i.e |zi| > 1 for i = 2(m− 1), ..., 4(m− 1)− 1.
Then for n ≤ 2(m− 1)− 1
(6.4) a(m)n =
(−1)m+1
|d(m)0 |
∑
i=0,...,2(m−1)−1
1
z
n−(2(m−1)−1)
i
∏
j=0,...,2(m−1)−1,j 6=i
(zi − zj)
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and for n ≥ 2(m− 1)− 1
(6.5) a(m)n =
(−1)m
|d(m)0 |
∑
i=2(m−1),...,4(m−1)−1
1
z
n−(2(m−1)−1)
i
∏
j=2(m−1),...,4(m−1)−1,j 6=i
(zi − zj)
.
Since we have the multiplier 1
z
n−(2(m−1)−1)
i
we get again exponential decay of coefficients a
(m)
n
with respect to n. Note that since coefficients a
(m)
n are defined by
a(m)n =
1
2pi
2pi∫
0
e−inx
t(m)(eix)e−i(2m−1)x
dx,
i.e they are Fourier coefficients of the function 1
t(m)(x)
(see Section 2 for details) which is even
due to properties of coefficients d
(m)
n , we have that a
(m)
n are real. At Figure 3 we present plot
of dual wavelets for cases m = 3 and m = 4. The coefficients a
(3)
n and a
(4)
n are computed
numerically.
Below we present the algorithm for computation of these coefficients for each m ∈ N and
m ≥ 2 (see Algorithm 1).
Algorithm 1 Computation of coefficients a
(m)
n
Input: m ∈ N
1) Compute coefficients d
(m)
n for n = 0, ..., 4(m− 1) by
d(m)n =
∫
R
ψm(x+ n− 2(m− 1))ψm(x) dx;
2) Find the roots
(6.6)
4(m−1)∑
n=0
d(m)n z
n = 0;
3) Divide roots z0, ..., z4(m−1)−1 for two sets
• |zi| < 1 for i = 0, ..., 2(m− 1)− 1,
• |zi| > 1 for i = 2(m− 1), ..., 4(m− 1)− 1;
4) Compute coefficients a
(m)
n by (6.4) and (6.5).
Output: Coefficients a
(m)
n .
Analogical, we write for N∗m that is dual to Nm
(6.7) N∗m(x) =
∑
n∈Z
b(m)n Nm(x+m/2− n).
Further we define coefficients b
(m)
l . Let z0, z1, ..., z2(m−1)−1 ∈ R be the roots of the palin-
dromic polynomial of the order 2(m− 1)
2(m−1)∑
n=0
g(m)n z
m,
were g
(m)
n = 〈Nm(·+m/2 + n− (m− 1)), ψm(·+m/2)〉. Let again by z0, ..., zm−2 we denote
the roots that are located inside of the unite circle and by zm−1, ..., z2(m−1)−1 roots that are
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located outside of the unit circle. Then
b(m)n =
1
|g(m)0 |
∑
i=0,...,m−2
1
z
n−(m−2)
i
∏
j=0,...,m−2,j 6=i
(zi − zj)
, n ≤ m− 2
and
b(m)n =
1
|g(m)0 |
∑
i=m−1,...,2(m−1)−1
1
z
n−(m−2)
i
∏
j=m−1,...,2(m−1)−1,j 6=i
(zi − zj)
, n ≥ m− 2.
Remark 6.1. Note that a method of computation of coefficients c
(m)
n from the definition
of the cardinal spline function (3.1) is presented in [4, §4]. By using similar technique one
can probably also compute coefficients a
(m)
n for a dual representation of Chui-Wang wavelets
(6.1). On the other hand, coefficients c
(m)
n coincide with b
(m)
n from the representation for dual
B-spline N∗m (6.7), more precisely c
(2m)
n = b
(m)
n .
We denote ψm;−1,k := Nm(· + m/2 − k) and ψ∗m;−1,k := N∗m(· − k) and we can write for
f ∈ L2(R)
(6.8) f =
∑
j∈N−1
∑
k∈Z
µm;j,k(f)ψ
∗
m;j,k,
where µm;j,k(f) := 〈f, 2jψm;j,k〉. Now we formulate the analog of Theorem 5.1 for higher
order Chui-Wang wavelets.
Theorem 6.2. (i) Let 0 < p, θ ≤ ∞, m ∈ N, m ≥ 2, p > 1/(2m) and 1/p − m <
r < min{m − 1 + 1/p,m}. Then f ∈ Brp,θ can be represented by the series (6.8),
which convergent unconditionally in the space Br−εp,θ . If max{p, θ} < ∞ we have
unconditional convergence in the space Brp,θ. Moreover, the following norms are
equivalent
‖µ(f)‖brp,θ  ‖f‖Brp,θ .
(ii) Let m ∈ N, 1/(2m) < p, θ ≤ ∞, p 6= ∞, and max{1/p − m, 1/θ − m} < r <
m − 1. Then f ∈ F rp,θ can be represented by the series (6.8), which convergent
unconditionally in the space F r−εp,θ . If θ < ∞ we have unconditional convergence in
the space F rp,θ. Moreover, the following norms are equivalent
‖µ(f)‖frp,θ  ‖f‖F rp,θ .
Remark 6.3. In Theorem 6.2 we consider the situation when m ≥ 2. For the Haar basis,
i.e. for m = 1 the corresponding results was obtained in [46]. See also [32]–[34] where the
author describes the “non-tensor” approach to the multivariate Haar basis.
By using m-th order biortogonal Chui-Wang wavelets and similar technique as in Section
3 we can construct the following 2m-th order Faber spline basis for j ∈ N0:
s2m;j,k(x) := 2
mj
x∫
−∞
ψ∗m;j,k(t)
(m− 1)! (x− t)
m−1dt = 2mj
∑
n∈Z
a(m)n v2m;j,k
where v2m;j,k =
x∫
−∞
ψm;j,k(t)
(m−1)! (x− t)m−1dt and s2m;−1,k(x) := L2m(x−k). Note that from these
formulas for basis functions s2m;j,k we obtain also that they are not compactly supported but
due to exponential decay of coefficients a
(m)
n ”very well localized”.
Further we present examples of the construction of Faber splines of 6th order.
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Figure 5. The range of values of parameter r in Theorem 6.2 for B-case.
Example 6.4. For m = 3 the equation (6.6) takes the form
1− 518z − 11072z2 + 41734z3 + 170110z4 + 41734z5 − 11072z6 − 518z7 + z8 = 0.
It has the following roots
z0 = 136 + 13
√
105− 4
√
2265 + 221
√
105, z1 =
1
2
(
−13−
√
105 +
√
2(135 + 13
√
105)
)
,
z2 =
1
2
(
−13 +
√
105 +
√
2(135− 13
√
105)
)
, z3 = 136− 13
√
105− 4
√
2265− 221
√
105,
z4 = 136 + 13
√
105 + 4
√
2265 + 221
√
105, z5 =
1
2
(
−13−
√
105−
√
2(135 + 13
√
105)
)
,
z6 =
1
2
(
−13 +
√
105−
√
2(135− 13
√
105)
)
, z7 = 136− 13
√
105 + 4
√
2265− 221
√
105.
Then the coefficients a
(3)
n are computed numerically by the formulas (6.4) and (6.5)
a
(3)
0 = 12.251, a
(3)
±1 = −3.765, a(3)±2 = 1.921, a(3)±3 = −0.772, a(3)±4 = 0.343,
a
(3)
±5 = −0.145, a(3)±6 = 6.3 · 10−2, a(3)±7 = −2.7 · 10−2, a(3)±8 = 1.1 · 10−2, a(3)±9 = −5.02 · 10−3,
a
(3)
±10 = 2.1 · 10−3, a(3)±11 = −9.3 · 10−4, a(3)±12 = 4.01 · 10−4, a(3)±13 = −1.7 · 10−4, a(3)±14 = 7.04 · 10−5,
and basis functions s6;j,k are defined as follows
s6;j,k(x) =
∑
n∈Z
a(3)n v6(2
jx− k − n),
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where
v6(t) =
1
7200

t5, 0 ≤ t ≤ 1/2,
1− 10t+ 40t2 − 80t3 + 80t4 − 31t5, 1/2 < t ≤ 1,
−236 + 1175t− 2330t2 + 2290t3 − 1105t4 + 206t5, 1 < t ≤ 3/2,
6082− 19885t+ 25750t2 − 16430t3 + 5135t4 − 626t5, 3/2 < t ≤ 2,
3(−15914 + 38225t− 36270t2 + 16950t3 + 3895t4 + 352t5), 2 < t ≤ 5/2,
3(52836− 99275t+ 73730t2 − 27050t3 + 4905t4 − 352t5), 5/2 < t ≤ 3,
−250218 + 383385t− 232950t2 + 70230t3 − 10515t4 + 626t5, 3 < t ≤ 7/2,
186764− 240875t+ 123770t2 − 31690t3 + 4045t4 − 206t5, 7/2 < t ≤ 4,
−55924 + 62485t− 27910t2 + 6230t3 − 695t4 + 31t5, 4 < t ≤ 9/2,
3125− 3125t+ 1250t2 − 250t3 + 25t4 − t5, 9/2 < t ≤ 5,
0, otherwise.
Each function f ∈ C0(R) can be expanded in the series
(6.9) f =
∑
j∈N−1
∑
k∈Z
λ2m;j,k(f)s2m;j,k,
in the sense of the uniform norm. The coefficients λ2m;j,k(f) are defined as follows λ2m;−1,k(f) :=
f(k) and for j ∈ N0
(6.10) λ2m;j,k(f) :=
2m−2∑
l=0
(−1)lN2m(l + 1)∆2m2−j−1f
(2k + l
2j+1
)
.
Now we are ready to formulate the theorem about sampling discretization of Besov-Triebel-
Lizorkin spaces via higher order Faber splines.
Theorem 6.5. (i) Let 0 < p, θ ≤ ∞, m ∈ N, m ≥ 2, p > 1/(2m) and 1/p < r <
min{2m−1+1/p, 2m}. Then every compactly supported f ∈ Brp,θ can be represented
by the series (6.9), which convergent unconditionally in the space Br−εp,θ for every
ε > 0. If max{p, θ} < ∞ we have unconditional convergence in the space Brp,θ.
Moreover, the following norms are equivalent
‖λ(f)‖brp,θ  ‖f‖Brp,θ .
(ii) Let 1/(2m) < p, θ ≤ ∞, p 6= ∞, and max{1/p, 1/θ} < r < 2m − 1 for m ∈ N.
Then every compactly supported f ∈ F rp,θ can be represented by the series (6.9),
which convergent unconditionally in the space F r−εp,θ for every ε > 0. If θ < ∞ we
have unconditional convergence in the space F rp,θ. Moreover, the following norms are
equivalent
‖λ(f)‖frp,θ  ‖f‖F rp,θ .
Remark 6.6. In Theorem 6.5 we consider cases m ≥ 2. The case m = 1 corresponds to the
Faber Schauder basis and respective characterizations were obtained in [46]. Note, that for
the multivariate situation these results were extended in [3].
Remark 6.7. The operator SN defined in Lemma 3.1 interpolates a function f ∈ C0(R) at
points k/2N , k ∈ Z, i.e. SNf(k/2N ) = f(k/2N ) (see Remark 3.4). In the papers [11]-[16]
the author offers other approach to sampling characterization of Besov spaces based on rather
the quasi-interpolation. This essential difference leads to the fact that the system s2m;j,k
constructed in this paper is the “basis-type” system in the sense that this system is linearly
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Figure 6. The range of values of parameter r in Theorem 6.5 for B-case.
independent and further we also prove that s2m;j,k is unconditional basis in Besov-Triebel-
Lizorkin spaces while in [11]-[16] the author consider “frame-type” system. This frame-type
system for linear case was also considered in [29].
Appendix A. Definitions and auxiliary statements
A.1. Definition of Besov and Triebel-Lizorkin spaces. First we introduce the concept
decomposition the Fourier image called resolution of unity.
Definition A.1. By Φ(R) we define a class of systems ϕ = (ϕj)∞j=0 ⊂ C∞0 (R) that satisfies
the following conditions
(i) there exists A > 0 such that suppϕ0 ⊂ [−A,A];
(ii) there are constants 0 < B < C such that suppϕj ⊂ {ξ ∈ R : B2j ≤ |ξ| ≤ C2j};
(iii) for all α ∈ N0 there are constants Cα > 0 such that
sup
ξ∈R, j∈N0
2α|Dαϕj(ξ)| ≤ Cα <∞.
(iv) for all ξ ∈ R
∞∑
j=0
ϕj(ξ) = 1.
We define
(A.1) δj [f ](x) := F−1(ϕjFf)(x), j ∈ N0.
Then every f ∈ S′(R) can be decomposed
(A.2) f =
∑
j∈N0
δj [f ]
with convergence in S′(R).
We define Besov Brp,θ(R) and Triebel-Lizorkin F rp,θ(R) function spaces via the Fourier-
analytic building blocks δj [f ].
Definition A.2. Let ϕ = {ϕj}∞j=0 ∈ Φ(R), r ∈ R. Then
(i) for 0 < p, θ ≤ ∞ we define
Brp,θ(R) :=
{
f ∈ S′(R) : ‖f‖Brp,θ(R) <∞
}
,
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where
‖f‖Brp,θ(R) :=

( ∑
j∈N0
2θrj‖δj [f ]‖θp
)1/θ
, 0 < θ <∞,
sup
j∈N0
2rj‖δj [f ]‖p, θ =∞.
(ii) for 0 < p, θ ≤ ∞, p 6=∞ we define
F rp,θ(R) :=
{
f ∈ S′(R) : ‖f‖F rp,θ(R) <∞
}
,
where
‖f‖F rp,θ(R) :=

∥∥∥( ∑
j∈N0
2θrj |δj [f ]|θ
)1/θ∥∥∥
p
, 0 < θ <∞,∥∥ sup
j∈N0
2rj |δj [f ]|
∥∥
p
, θ =∞.
Let us give equivalent characterization of Besov-Triebel-Lizorkin spaces via local mean
kernels. Let Ψ0,Ψ1 ∈ S(R) such that for some ε > 0: 1) |FΨ0(ξ)| > 0 for |ξ| < ε; 2)
|FΨ1(ξ)| > 0 for ε/2 < |ξ| < 2ε; 3) DαFΨ1(0) = 0 for 0 ≤ α < L. Then for j ≥ 2
Ψj(ξ) = 2
j−1Ψ1(2j−1ξ).
From definition it follows that the L-th order moment condition hold, i.e. for all 0 ≤ α < L∫
R
xαΨj(x)dx = 0.
Theorem A.3. [45, Theorem 1.7] Let 0 < p, θ ≤ ∞ (p <∞ for F case), {Ψj}j∈N0 as defined
above with L+ 1 > r. Then
‖f‖Brp,θ(R) 

( ∑
j∈N0
2θrj‖Ψj ∗ f‖θp
)1/θ
, 0 < θ <∞,
sup
j∈N0
2rj‖Ψj ∗ f‖p, θ =∞,
and
‖f‖F rp,θ(R) 

∥∥∥( ∑
j∈N0
2θrj |Ψj ∗ f |θ
)1/θ∥∥∥
p
, 0 < θ <∞,∥∥∥ sup
j∈N0
2rj |Ψj ∗ f |
∥∥∥
p
, θ =∞,
Further we define discrete function spaces brp,θ and f
r
p,θ. For j ∈ N−1 and k ∈ Z we define
the intervals
Ij,k :=
{
[2−jk, 2−j(k + 1)], j ≥ 0,
[k − 1/2, k + 1/2], j = −1,
and the corresponding characteristic functions
χj,k(x) :=
{
1, x ∈ Ij,k,
0, otherwise.
Definition A.4. Let r ∈ R and 0 < p, θ ≤ ∞. By brp,θ and f rp,θ (p <∞ for f -case) we define
the spaces of sequences of coefficients λ = (λj,k)j∈N−1,k∈Z with the finite norms
‖λ‖brp,θ :=

( ∑
j∈N−1
2θrj
∥∥∥ ∑
k∈Z
λj,kχj,k
∥∥∥θ
p
)1/θ
, 0 < θ <∞,
sup
j∈N−1
2rj
∥∥∥ ∑
k∈Z
λj,kχj,k
∥∥∥
p
, θ =∞.
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and
‖λ‖frp,θ :=

∥∥∥( ∑
j∈N−1
2θrj
∣∣∣ ∑
k∈Z
λj,kχj,k
∣∣∣θ)1/θ∥∥∥
p
, 0 < θ <∞,∥∥∥ sup
j∈N−1
2rj
∣∣∣ ∑
k∈Z
λj,kχj,k
∣∣∣∥∥∥
p
, θ =∞.
respectively.
A.2. Maximal inequalities.
Definition A.5. Let b > 0 and a > 0. Then for f ∈ L1(R) with Ff compactly supported we
define the Peetre maximal operator
Pb,af(x) := sup
y∈R
|f(y)|
(1 + b|x− y|)a .
Definition A.6. For a locally integrable function f : R→ C we define the Hardy-Littlewood
maximal operator defined by
(Mf)(x) = sup
x∈Q
1
Q
∫
Q
|f(y)|dy, x ∈ R,
where the supremum is taken over all segments that contain x.
Lemma A.7. For 1 < p <∞ and 1 < q ≤ ∞ there exists a constant c > 0 such that∥∥∥(∑
l∈I
|Mfl|q
)1/q∥∥∥
p
≤ c
∥∥∥(∑
l∈I
|fl|q
)1/q∥∥∥
p
holds for all sequences {fl}l∈I of locally Lebesgue integrable functions on R.
Lemma A.8. [50, Lemma 3.3.1] Let a, b > 0, m ∈ N, h ∈ R and f ∈ L1(R) with suppFf ⊂
[−b, b]. Then there exists a constant C > 0 independent of f, b and h such that
|∆mh f(x)| ≤ C min{1, |bh|m}max{1, |bh|a}Pb,af(x)
holds.
Lemma A.9. [38, 1.6.4] Let 0 < p ≤ ∞, b > 0 and a > 1/p. For a bandlimited function
f ∈ L1(R) with suppFf ⊂ [−b, b] the following inequality holds
‖Pb,af‖p ≤ C‖f‖p,
where C is some constant independent on f and b.
Lemma A.10. [38, 1.6.4] Let 0 < p, θ ≤ ∞, p 6=∞, bl > 0 for l ∈ I and a > max{1/p, 1/θ}.
There exists a constant such that for all systems of functions {fl}l∈I with suppFfl ⊂ [−bl, bl]
the following inequality holds∥∥∥(∑
l∈I
|Pbl,afl|θ
)1/θ∥∥∥
p
≤ C
∥∥∥(∑
l∈I
|fl|θ
)1/θ∥∥∥
p
.
A.3. Convolution inequalities.
Lemma A.11. Let j ∈ N0, k, l ∈ Z and j + l ≥ −1. Then for the local means Ψj with
supp Ψ0 ⊂ [−1/2, 1/2] and supp Ψj ⊂ [−2−j , 2−j ] with finitely many vanishing moments of
order L the following estimates hold
(A.3) |Ψj ∗ sj+l,k(x)| ≤ C2−α|l|
∑
n∈Z
|an|χAj+l,k+n(x)
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and
(A.4) |Ψj ∗ sj+l,k(x)| ≤ CR2−α|l|(1 + 2min{j,j+l}|x− xj+l,k|)−R,
where α = 1 if l ≥ 0, α = 3 if l < 0. Coefficients an, n ∈ Z, are defined by (2.3) for
j + l ≥ 0 and as an = (−1)n
√
3(2 − √3)|n| for j + l = −1. For the set Aj+l,n+k we have
Aj+l,n+k ⊂ ∪|u−k|.2l+ Ij+l+,u+n.
Proof . Let us first consider the convolution Ψj ∗ vj+l,k for vj+l,k = v(2j+l · +k) where v is
defined in Lemma 3.1 for j+ l ≥ 0. If j+ l = −1 we take v = N4 (or if to be strict N4(·+ 2)).
Since supp Ψj ⊆ [−2−j , 2−j ] and supp vj+l,k ⊆ [2−j−lk, 2−j−l(k + 4)] we can write the
following necessary conditions
|x− y| . 2−j and |xj+l,k − x| . 2−j−l
for the non vanishing of the integral Ψj ∗ vj+l,k(x). From the triangle inequality we have
|xj+l,k − x| ≤ |xj+l,k − x|+ |x− y| . max{2−j , 2−j−l}.
Therefore, if we denote Aj+l,k := {x : |xj+l,k − x| . max{2−j , 2−j−l}} we can write
|Ψj ∗ vj+l,k(x)| = |Ψj ∗ vj+l,k(x)|χAj+l,k(x).
Let us consider the case j > 0 and l < 0. In this case the support of vj+l,k is larger than
the support of Ψj . Since Ψj has vanishing moments of order 4 and since vj+l,k is piecewise
cubic then the integral Ψj ∗ vj+l,k(x) is not vanishing in the union of not more then seven
intervals centered at nodes of function v with length ∼ 2j . For this set we also use notation
Aj+l,k ⊆ ∪|u−k|≤cIj,u. Making change of variables we get
|Ψj ∗ vj+l,k(x)| =
∣∣∣2j−1 ∫
R
Ψ1(2
j−1(x− y))v(2j+ly − k)dy
∣∣∣χAj+l,k(x)
=
∣∣∣2−l−1 ∫
R
Ψ1(2
−l−1(2j+lx− y))v(y − k)dy
∣∣∣χAj+l,k(x)
= |Ψ−l ∗ v0,k(2j+lx)|χAj+l,k(x).(A.5)
Since v ∈ B3∞,∞ by using characterization of Besov spaces via local means Theorem A.3 we
can proceed the estimate (A.5)
|Ψj ∗ vj+l,k(x)| = 23l|2−3lΨ−l ∗ v0,k(2j+lx)|χAj+l,k(x)
≤ 23l‖v0,k‖B3∞,∞χAj+l,k(x) . 23lχAj+l,k(x).(A.6)
For l ≥ 0 we have
|Ψj ∗ vj+l,k(x)| ≤ 2j−1
∫
R
|Ψ1(2j−1(x− y))| |vj+l,k(y)|dy χAj+l,k(x)
≤ 2j−1‖Ψ1‖∞‖vj+l,k‖∞
2−j−l(k+4)∫
2−j−lk
1dy χAj+l,k(x)
. 2−l χAj+l,k(x).(A.7)
In this case the set Aj+l,k is written as Aj+l,k = [2
−j−l(k− c2l), 2−j−l(k+ c2l)]. Therefore, it
is easy to see that the following inclusion Aj+l,k ⊂
⋃
|u−k|.2l Ij+l,u takes place.
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If j = 0 we use arguments as in (A.7). We have
(A.8) |Ψ0 ∗ vl,k(x)| ≤ ‖Ψ0‖∞‖vl,k‖∞
2−l(k+4)∫
2−lk
1dy χAl,k(x) . 2−l χAl,k(x).
We use the inequality (A.8) for l ≥ 0. If l = −1 we write it in the following way
(A.9) |Ψ0 ∗ v−1,k(x)| ≤ CχA−1,k(x) = C12−3χA−1,k(x),
where χA−1,k(x) ⊂
⋃
|u−k|.c Ic1,u. So we get (A.6) for j = 0 and l = −1.
From (A.6), (A.7), (A.8) and (A.9) we have that for the functions vj+l,k the following
inequality holds
(A.10) |Ψj ∗ vj+l,k(x)| ≤ C2−α|l|χAj+l,k(x),
where α = 1 if l ≥ 0, α = 3 if l < 0 and Aj+l,k ⊂
⋃
|u−k|.2l+ Ij+l+,u.
Now we prove the inequality (A.3) for functions sj+l,k defined by (3.6) and (3.16). If
j+ l ≥ 0 we consider an defined as in (2.3). For j+ l = −1 we put an = (−1)n
√
3(2−√3)|n|.
By using (A.10) we get
|Ψj ∗ sj+l,k(x)| =
∣∣∣∑
n∈Z
an
∫
R
Ψj(x− y)v(2j+ly − k − n)dy
∣∣∣
=
∣∣∣ ∑
m∈Z
am−k
∫
R
Ψj(x− y)v(2j+ly −m)dy
∣∣∣
≤
∑
m∈Z
|am−k||Ψj ∗ vj+l,m(x)|
≤ C2−α|l|
∑
m∈Z
|am−k|χAj+l,m(x)
= C2−α|l|
∑
n∈Z
|an|χAj+l,n+k(x).
For the set Aj+l,n+k we have Aj+l,n+k ⊂
⋃
|u−k|.2l+
Ij+l+,u+n.
Now we prove the inequality (A.4). From (A.10) we have that for each R > 0 there is a
constant CR such that
χAj+l,k(x) ≤ CR(1 + 2min{j,j+l}|x− xj+l,k|)−R.
Therefore,
|Ψj ∗ vj+l,k(x)| ≤ C2−α|l|CR(1 + 2min{j,j+l}|x− xj+l,k|)−R.
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By using this inequality we can write
|Ψj ∗ sj+l,k(x)| ≤
∑
m∈Z
|am−k||Ψj ∗ vj+l,m(x)|
≤ CR2−α|l|
∑
m∈Z
|am−k|(1 + 2min{j,j+l}|x− xj+l,m|)−R
= CR2
−α|l|∑
n∈Z
|an|(1 + 2min{j,j+l}|x− xj+l,n+k|)−R
= CR2
−α|l|(1 + 2min{j,j+l}|x− xj+l,k|)−R
∑
n∈Z
|an|(1 + 2min{j,j+l}|x− 2−(j+l)k|)R
(1 + 2min{j,j+l}|x− 2−(j+l)(k + n)|)R
≤ CR2−α|l|(1 + 2min{j,j+l}|x− xj+l,k|)−R
∑
n∈Z
|an|(1 + |n|)R.
From the viewpoint on definition of coefficients an we get convergence of the series
∑
n∈Z
|an|(1+
|n|)R that implies (A.4). 
Lemma A.12. Let j ∈ N0, k, l ∈ Z and j + l ≥ −1. Then for the local means Ψj with
supp Ψj ⊂ [−2−j , 2−j ] with finitely many vanishing moments of order L the following esti-
mates hold
(A.11) |Ψj ∗ ψ∗j+l,k(x)| ≤ C2−α|l|
∑
n∈Z
|an|χAj+l,k+n(x)
and
(A.12) |Ψj ∗ ψ∗j+l,k(x)| ≤ CR2−α|l|(1 + 2min{j,j+l}|x− xj+l,k|)−R,
where α = 3 if l ≥ 0, α = 1 if l < 0. Coefficients an, n ∈ Z, are defined by (2.3) for
j + l ≥ 0 and as an = (−1)n
√
3(2 − √3)|n| for j + l = −1. For the set Aj+l,n+k we have
Aj+l,n+k ⊂
⋃
|u−k|.2l+
Ij+l+,u+n.
Proof . For the case l < 0 we use the same arguments as in Lemma A.11 and the fact that
ψ ∈ B1∞,∞(R). This yields |(Ψj ∗ ψj+l,k)(x)| . 2l for l < 0. For l ≥ 0 we use the moment
condition of ψ. We subtract the Taylor polynomial of order two to get
|(Ψj ∗ ψj+l,k)(x)| =
∣∣∣ ∫ ∞
−∞
Ψj(x− y)ψj+l,k(y) dy
∣∣∣
=
∣∣∣ ∫ ∞
−∞
(Ψj(x− y)−Ψj(x− xj+l,k)
− (Ψj)′(x− xj+l,k)(y − xj+l,k))ψj+l,k(y) dy
∣∣∣
≤
∫ ∞
−∞
∫
|t−xj+l,k|.|y−xj+l,k|
|(Ψj)′′(t)|t− xj+l,k| dt ψj+l,k(y) dy
. 23j2−3(j+l) = 2−3l .
Inequality (A.12) can be proven in a similar way as the inequality (A.4). 
Acknowledgment
The authors would like to thank Glenn Byrenheid, Ding Du˜ng, Gustavo Garrigo´s, Peter
Oswald, Martin Scha¨fer, Andreas Seeger, Winfried Sickel and Hans Triebel for several fruitful
discussions on the topic.
34 NADIIA DEREVIANKO AND TINO ULLRICH
References
[1] G. Bourdaud, Ondelettes et espaces de Besov, Rev. Mat. Iberoamericana, 11 (1995), pp. 477–512.
[2] H.-J. Bungartz and M. Griebel, Sparse grids, Acta Numer., 13 (2004), pp. 147–269.
[3] G. Byrenheid, Sparse representation of multivariate functions based on discrete point evaluations, Dis-
sertation, Bonn, 2018.
[4] C. K. Chui, An introduction to wavelets, vol. 1 of Wavelet Analysis and its Applications, Academic Press,
Inc., Boston, MA, 1992.
[5] C. K. Chui and J.-Z. Wang, On compactly supported spline wavelets and a duality principle, Trans.
Amer. Math. Soc, 330 (1992), pp. 903–915.
[6] Z. Ciesielski, On the isomorphisms of the spaces Hα and m, Bull. Acad. Polon. Sci. Se´r. Sci. Math.
Astronom. Phys., 8 (1960), pp. 217–222.
[7] , Spline bases in function spaces, in Approximation theory (Proc. Conf., Inst. Math., Adam Mick-
iewicz Univ., Poznan´, 1972), 1975, pp. 49–54.
[8] , Properties of realizations of random fields, in Mathematical statistics and probability theory (Proc.
Sixth Internat. Conf., Wis la, 1978), vol. 2 of Lecture Notes in Statist., Springer, New York-Berlin, 1980,
pp. 97–110.
[9] Z. Ciesielski and A. Kamont, On the fractional Levy’s random field on the sphere, East J. Approx., 1
(1995), pp. 111–123.
[10] A. Cohen, I. Daubechies, and J.-C. Feauveau, Biorthogonal bases of compactly supported wavelets,
Comm. Pure Appl. Math., 45 (1992), pp. 485–560.
[11] D. Du˜ng, Non-linear sampling recovery based on quasi-interpolant wavelet representations, Adv. Comput.
Math., 30 (2009), pp. 375–401.
[12] , B-spline quasi-interpolant representations and sampling recovery of functions with mixed smooth-
ness, J. Complexity, 27 (2011), pp. 541–567.
[13] , Continuous algorithms in adaptive sampling recovery, J. Approx. Theory, 166 (2013), pp. 136–153.
[14] , Sampling and cubature on sparse grids based on a B-spline quasi-interpolation, Found. Comput.
Math., 16 (2016), pp. 1193–1240.
[15] , B-spline quasi-interpolation sampling representation and sampling recovery in Sobolev spaces of
mixed smoothness, Acta Math. Vietnam., 43 (2018), pp. 83–110.
[16] D. Du˜ng and M. X. Thao, Dimension-dependent error estimates for sampling recovery on Smolyak
grids based on B-spline quasi-interpolation, J. Approx. Theory, 250 (2020).
[17] N. Derevianko, V. Myroniuk, and J. Prestin, Characterization of local Besov spaces via wavelet
basis expansions, Front. Appl. Math. Stat., 3:4 (2017).
[18] N. Derevianko, V. Myroniuk, and J. Prestin, On an orthogonal bivariate trigonometric Schauder
basis for the space of continuous functions, J. Approx. Theory, 238 (2019), pp. 67–84.
[19] G. Faber, U¨ber stetige Funktionen, Math. Ann., 66 (1908), pp. 81–94.
[20] G. Garrigo´s, A. Seeger, and T. Ullrich, The Haar system as a Schauder basis in spaces of Hardy-
Sobolev type, J. Fourier Anal. Appl., 24 (2018), pp. 1319–1339.
[21] G. Garrigo´s, A. Seeger, and T. Ullrich, Basis properties of the Haar system in limiting Besov
spaces, arXiv e-prints, (2019). arXiv:1901.09117 [math.CA].
[22] , Haar frames and Haar multipliers in the absence of unconditionality, Preprint, Chemnitz, (2019).
[23] A. Haar, Zur Theorie der orthogonalen Funktionensysteme, Math. Ann., 69 (1910), pp. 331–371.
[24] J. R. Harris, 96.31 Palindromic polynomials, The Mathematical Gazette, 96 (2012), pp. 266–269.
[25] A. Hinrichs, L. Markhasin, J. Oettershagen, and T. Ullrich, Optimal quasi-Monte Carlo rules
on order 2 digital nets for the numerical integration of multivariate periodic functions, Numer. Math.,
134 (2016), pp. 163–196.
[26] A. Kamont, Discrete characterization of Besov spaces and its applications to stochastics, in Multivariate
approximation and splines (Mannheim, 1996), vol. 125 of Internat. Ser. Numer. Math., Birkha¨user, Basel,
1997, pp. 89–98.
[27] G. Kyriazis, Decomposition systems for function spaces, Studia Math., 157 (2003), pp. 133–169.
[28] R. Lorentz and P. Oswald, Multilevel finite element Riesz bases in Sobolev spaces, Proc. 9th Int. Conf.
Domain Decomposition, (1998), pp. 178-187.
[29] P. Oswald, Semiorthogonal linear prewavelets on irregular meshes, in Approximation and probability,
vol. 72 of Banach Center Publ., Polish Acad. Sci. Inst. Math., Warsaw, 2006, pp. 221–234.
[30] J. Prestin and K. K. Selig, On a constructive representation of an orthogonal trigonometric Schauder
basis for C2pi, in Problems and methods in mathematical physics (Chemnitz, 1999), vol. 121 of Oper.
Theory Adv. Appl., Birkha¨user, Basel, 2001, pp. 402–425.
A HIGHER ORDER FABER SPLINE BASIS FOR SAMPLING DISCRETIZATION OF FUNCTIONS 35
[31] F. Richards, The Lebesgue constants for cardinal spline interpolation, J. Approx. Theory, 14 (1975),
pp. 83–92.
[32] V. S. Romanyuk, Multiple Haar basis and its properties, Ukran. Mat. Zh. 67 (2015), no. 9, 12531264;
translation in Ukrainian Math. J. 67 (2016), no. 9, 14111424.
[33] V. S. Romanyuk, Multiple Haar basis and m-term approximations for functions from the Besov classes.
I, Ukran. Mat. Zh. 68 (2016), no. 4, 551562; translation in Ukrainian Math. J. 68 (2016), no. 4, 625637
[34] V. S. Romanyuk, The multiple Haar basis and m-term approximations of functions from Besov classes.
II, Ukran. Mat. Zh. 68 (2016), no. 6, 816825; translation in Ukrainian Math. J. 68 (2016), no. 6, 928939
[35] S. Ropela, Spline bases in Besov spaces, Bull. Acad. Polon. Sci. Se´r. Sci. Math. Astronom. Phys., 24
(1976), pp. 319–325.
[36] B. Scharf, Atomic representations in function spaces and applications to pointwise multipliers and dif-
feomorphisms, a new approach, Math. Nachr., 286 (2013), pp. 283–305.
[37] H.-J. Schmeisser and W. Sickel, Sampling theory and function spaces, in Applied mathematics reviews,
Vol. 1, World Sci. Publ., River Edge, NJ, 2000, pp. 205–284.
[38] H.-J. Schmeisser and H. Triebel, Topics in Fourier analysis and function spaces, vol. 42 of Mathe-
matik und ihre Anwendungen in Physik und Technik [Mathematics and its Applications in Physics and
Technology], Akademische Verlagsgesellschaft Geest & Portig K.-G., Leipzig, 1987.
[39] C. Schneider and J. Vyb´ıral, Non-smooth atomic decompositions, traces on Lipschitz domains, and
pointwise multipliers in function spaces, J. Funct. Anal., 264 (2013), pp. 1197–1237.
[40] M. Scha¨fer, T. Ullrich, and B. Vedel, Hyperbolic wavelet analysis of classical isotropic and
anisotropic Besov-Sobolev spaces, Preprint, (2019), pp. 1–31.
[41] A. Seeger and T. Ullrich, Haar projection numbers and failure of unconditional convergence in Sobolev
spaces, Math. Z., 285 (2017), pp. 91–119.
[42] , Lower bounds for Haar projections: deterministic examples, Constr. Approx., 46 (2017), pp. 227–
242.
[43] H. Triebel, U¨ber die Existenz von Schauderbasen in Sobolev-Besov-Ra¨umen. Isomorphiebeziehungen,
Studia Math., 46 (1973), pp. 83–100.
[44] , On Haar bases in Besov spaces, Serdica, 4 (1978), pp. 330–343.
[45] , , Theory of function spaces, III, Birkha¨user, Basel, 2006.
[46] , Bases in function spaces, sampling, discrepancy, numerical integration, vol. 11 of EMS Tracts in
Mathematics, European Mathematical Society (EMS), Zu¨rich, 2010.
[47] , Faber systems and their use in sampling, discrepancy, numerical integration, EMS Series of Lec-
tures in Mathematics, European Mathematical Society (EMS), Zu¨rich, 2012.
[48] H. Triebel and H. Winkelvoß, Intrinsic atomic characterizations of function spaces on domains,
Math. Z., 221 (1996), pp. 647–673.
[49] M. Ullrich and T. Ullrich, The role of Frolov’s cubature formula for functions with bounded mixed
derivative, SIAM J. Numer. Anal., 54 (2016), pp. 969–993.
[50] T. Ullrich, Function spaces with dominating mixed smoothness, characterization by differences, tech.
rep., Jenaer Schriften zur Math. und Inform., Math/Inf/05/06, 2006.
[51] J.Z. Wang, Cubic spline wavelet bases for Sobolev space and multilevel interpolation, Applied and Com-
putational Harmonic Analysis 3 (1996), 154-163.
[52] J.Z. Wang, Interpolating spline wavelet packets, in “Approximation theory VIII, Vol. 2” C. K. Chui and
L. L. Schumaker (eds.) (1995), 399-406.
[53] P. Wojtaszczyk, A mathematical introduction to wavelets, vol. 37 of London Mathematical Society
Student Texts, Cambridge University Press, Cambridge, 1997.
Fakulta¨t fu¨r Mathematik, Technische Universita¨t Chemnitz, 09107 Chemnitz, Germany, In-
stitute of Mathematics of NAS of Ukraine, Tereshchenkivska st. 3, 01601 Kyiv-4, Ukraine
E-mail address: nadiia.derevianko@mathematik.tu-chemnitz.de
Fakulta¨t fu¨r Mathematik, Technische Universita¨t Chemnitz, 09107 Chemnitz, Germany
E-mail address: tino.ullrich@mathematik.tu-chemnitz.de
