In this paper, we propose and evaluate a shrinkage based methodology that is designed to improve the accuracy of volatility forecasts. Our approach is based on a two-step procedure for extracting latent common volatility factors from a large dimensional and high-frequency dataset. In the first step, we apply either least absolute shrinkage operator (LASSO) or the elastic net (EN) shrinkage on estimated integrated volatilities, in order to select a subset of assets that are informative about the target asset. In the second step, we utilize (sparse) principal component analysis on the selected assets, in order to estimate latent return factors, which are in turn used to construct latent volatility factors. Our two-step method is found to yield more accurate volatility predictions than a variety of alternative models based on approaches such as direct application of (S)PCA and direct application of LASSO or EN shrinkage, when comparing out-of-sample R 2 s and mean absolute forecasting errors, and when implementing predictive accuracy tests. Additionally model confidence sets are found to contain models solely based on our two-step approach. These forecasting gains are found to be robust to the use of original or log-scale realized volatility models, different data sampling frequencies, and different forecasting sub-periods.
Introduction
Accurate volatility estimation and prediction is crucial to successful risk management and asset allocation. In light of this fact, it is not surprising that the seminal contribution of Jacod (2018) , originally published as a 1994 working paper, has spurred the development of a veritable arsenal of realized integrated volatility (IV) estimators. A very few of these include realized variance (RV) (Andersen et al. (2001) ), jump robust RV based on multi-power variation and truncation (Barndorff-Nielsen and Shephard (2004) , Mancini (2009) , Corsi et al. (2010) , Podolskij and Ziggel (2010) ), and microstructure noise robust RV based on multi-scale variation and pre-averaging (Jacod et al. (2009) and Aït-Sahalia et al. (2011) ). One important use of these sorts of IV estimators is in heterogeneous autoregressive (HAR) type forecasting models, as introduced in Corsi (2009) , and built on by Andersen et al. (2007) , Corsi et al. (2010) , Duong and Swanson (2015) , and Patton and Sheppard (2015) , who augment the basic HAR model by the inclusion of a variety of jump variation related variables. Although very parsimonious, the HAR-type models analyzed in the above papers only assess whether information derived from the target asset is useful for IV prediction. In light of this, a number of authors examine whether there are useful sources of information other than the target asset itself, when predicting volatility in an HAR framework. For example, Audrino and Hu (2016) explore the importance of leverage and downside risk in an HAR forecasting framework, and Bollerslev et al. (2016) further improve volatility forecasting by allowing HAR type model coefficients to evolve according to the degree of measurement error.
Other key papers from this nascent literature include the papers by Fernandes et al. (2014) , who examine the relationship between the VIX, S&P500 volume, and S&P500 returns, and Audrino et al. (2019) who extend the HAR model by including sentiment, attention, and other economic variables. 1
In this paper, we add to the volatility prediction literature by proposing and analyzing a two-step "double" shrinkage based methodology for extracting useful predictive information from a large dimensional and high-frequency asset returns dataset. The methodology that we develop hinges on the construction of latent IV factors, which are used to augment standard HAR prediction models. In the first step of our procedure, we apply either least absolute shrinkage operator (LASSO) or elastic net (EN) shrinkage on estimated integrated volatilities, in order to select a subset of assets that are informative about the target asset. In the second step, we apply either principal component analysis (PCA) or sparse principal component analysis (SPCA) on the selected assets (on a daily basis), in order to estimate latent return factors with flexible loadings that can vary from day to day. Then we use the estimated volatilities of these return factors to estimate latent IV factors. It is important to note that in the case where the second step involves using SPCA, we are essentially performing double shrinkage. In the first step, we shrink the set of IV estimators in order to "pare down" the original dataset, by removing those assets that are not relevant on the target asset's volatility. In the second step, we shrink the set of asset returns selected in the first step.
One can immediately see that our second step indeed involves shrinkage by noting, as discussed in Zou et al. (2006) , that SPCA can be interpreted as a variant of PCA, where PCA is first written in penalized regression form, and the coefficients from the penalized regression are treated using LASSO or EN shrinkage. 2 It is in this sense that our procedure involves "double shrinkage". Additionally, it is worth pointing out that the first step of our approach builds on methods developed in Bai and Ng (2008) , in which "targeted predictors" are selected before the estimation of common factors; while the second step builds on the recent generalization of PCA to high-frequency data by Xiu (2017, 2019) . 3 One might argue that it is not necessary to use double shrinkage, as a simpler approach will likely yield similar forecasting performance. However, our results indicate that our double shrinkage method yields superior forecasting performance than many relatively simple variants of our approach, including the following alternatives: (i) the HAR model, which utilizes only "own-asset" information; (ii) an HAR model that includes latent factors estimated using PCA or SPCA on IV estimators for all stocks; (iii) an HAR model that includes IV predictors selected by conducting LASSO or EN shrinkage on IV estimates for all stocks; (iv) an HAR model, in which PCA or SPCA 2 PCA has been extensively studied in the literature (e.g., see Watson (2002a,b, 2006) , Ng (2006a,b, 2008) , and the references cited therein). Additionally, the importance of targeting when using PCA and related dimension reduction methods in forecasting is discussed in Bai and Ng (2008) , Carrasco and Rossi (2016) , Swanson and Xiong (2018) , and the references cited therein.
3 As mentioned above, we follow the approach of Xiu (2017, 2019) when constructing principal components using high-frequency data. In their framework, if the sampling frequency increases faster than the number of time periods, then volatility estimation error become asymptotically negligible, when compared with the magnitude of forecasting errors. The importance of measurement error in related contexts is discussed in Fan et al. (2011) , as well as Corradi et al. (2009 Corradi et al. ( , 2019 and Corradi et al. (2020) .
is carried out using high-frequency returns of all stocks, and IV estimators that are constructed using the resultant principle components are included as predictors; (v) an HAR model that is specified using the two-step procedure discussed above, but fixes factor loadings; and (vi) an HAR model in which partial least squares (PLS) is used to select asset specific IV estimators for use in prediction. 4 Note that (iii) and (iv) involve specifying the HAR model using only the first and second steps of our two-step procedure, respectively. Namely, when comparing point out-of-sample R 2 and mean absolute forecasting error (MAFE) criteria, our proposed double shrinkage procedure yields more accurate predictions than all of the above alternatives. In addition, application of the model confidence set (MCS) tests of Hansen et al. (2011) and the conditional predictive accuracy (GW) tests of Giacomini and White (2006) indicate that forecasts based on "double shrinkage" are significantly superior. For instance, confidence sets exclusively contain variants of our double shrinkage type HAR models.
Intuitively, the above results follow because our high-frequency and high dimensional dataset contains both relevant and irrelevant information on the target asset's volatility. Summarizing, our main task is to preserve relevant information while discarding irrelevant information. Now, there is no guarantee that use of PCA or SPCA will preserve all the relevant information for a particular target volatility. This is why solely using these dimension reduction methods on every asset yields inferior predictions, relative to those obtained using our double shrinkage approach. On the other hand, while LASSO and EN shrinkage can help select relevant assets, there is no guarantee that they can remove irrelevant information contained within particular selected assets (it would be a very strong assumption to claim that selected assets only contain relevant information). This is the role that subsequent application of PCA or SPCA plays.
Our empirical analysis points to a number of interesting findings, in addition to those mentioned above. First, we show that for virtually all forecasting scenarios, the forecasting gains associated with our proposed models range from approximately 6% to 9% (in terms of R 2 and MAFE). These findings are robust to different data frequencies (2.5-, 5-, and 10-minute), different functional forms (original or log-scale), and various different forecasting periods. Second, we find that implementing our procedure using SPCA in the second step sometimes yields prediction models that slightly dominate those associated with the use of PCA. For instance, when comparing predictions of SPY IV using factors constructed with 5-minute frequency data, factor-augmented models with SPCA have 5%-9% larger out-of-sample R 2 values than those associated with the use of PCA. Finally, we find that in-sample fit improves when estimated IV factors are used as predictors, no matter how they are extracted.
The rest of the paper is organized as follows. Section 2 outlines the setup and modeling assumptions, and includes a brief discussion of some commonly used realized measures of integrated volatility. Section 3 discusses the forecasting framework, and briefly introduces LASSO, EN, PCA, and SPCA techniques. Section 4 introduces our experimental setup, includes a description of all forecasting models, and details the statistics used to analyze our experimental results. Section 5 briefly discusses the data used in the sequel, and Section 6 summarizes our key empirical findings. Finally, concluding remarks are gathered in Section 7.
Setup
Denote by X a d-dimensional log-price process. Following the high-frequency econometrics literature, assume that X follows an Itô-semimartingale defined on the filtered probability space Ω, F, (F t ) t≥0 , P , and has the following representation:
where the instantaneous drift b t and the spot volatility σ t are both adapted, càdlàg (right continuous with left limit), and locally bounded. Additionally, W t is a multidimensional standard Brownian motion, µ is a random jump measure with compensator ν, and > 0 is an arbitrary threshold. For more details on Itô-semimartingales and continuous-time asset price modeling, see Aït-Sahalia and Jacod (2014) , and the references cited therein.
Various realized measures have been developed to estimate latent volatility on a fixed interval [0, T ], using high-frequency intraday data. For instance, realized volatility, one of the most widely known measures, is given by:
where · is the floor function and ∆ n i X j = X j i∆n − X j (i−1)∆n is the i th intraday return for j th asset in X, with ∆ n defined as an equally-spaced sampling interval that shrinks to zero. It is well-known that when asset prices are continuous on a fixed interval [0, T ], we have that:
as ∆ n → 0, where σ j s is the spot volatility for j th asset. However, when asset prices are discontinuous on [0, T ], we instead have: Mancini (2001 Mancini ( , 2009 , and construct truncated realized volatility (TRV):
for some ∈ (0, 1/2), or use the multipower variation (MPV) estimator developed by Barndorff-Nielsen and Shephard (2004) and Barndorff-Nielsen et al. (2006) :
where
One can also combine these two methods and use a truncated multipower variation estimator (see Corsi et al. (2010) ). As a result, different components of the quadratic variation can be separately analyzed.
To facilitate the analysis of large dimensional datasets, we further assume that the continuous part of asset log-prices follows a continuous-time factor model on [0, T ].
Namely, define Y t := X 0 + t 0 b s ds + t 0 σ s dW s as the continuous part of X, and assume the following factor structure for Y t :
where F t is an r-dimensional (r < d) unobservable common factor, Z t is an idiosyncratic component, and Λ t is a d×r factor loading matrix, each element of which is adapted and càdlàg. Here, we specifically call F t the common price factor, in order to distinguish it from the common volatility factor defined later. The common price factor, F t , and the idiosyncratic component, Z t , are assumed to follow continuous Itô-semimartingales, and are given by:
and
respectively, where B s and B s are independent Brownian motions. All of the coefficient processes, h, η, g and γ are adapted to (F t ) t≥0 and have càdlàg paths, almost surely.
The above factor model and general settings are also used by Aït-Sahalia and Xiu (2017).
3 Forecasting Models and Dimension Reduction Techniques
Forecasting Models
The proposed forecasting models and most of the simpler alternative models considered in this paper follow the structure of factor-augmented regressions that are widely exploited in the macroeconomic forecasting literature (e.g., see Watson (2002a,b, 2006) , Ng (2006a, 2008) , and the references cited therein). The model is:
where y t is the daily integrated volatility of a target asset, h is the forecasting horizon, W t is a set of observable variables, such as lags of y t , and Ψ t contains unobservable variables, such as the latent factors analyzed in this paper. In the context of volatility forecasting, we define the latent predictors, Ψ t , based on the factor structure assumed in (4) and (5). Namely,
which is defined to be our so-called "common volatility factor" (also called an IV factor in the sequel). This nomenclature follows naturally, since η s in the above integrand is the spot volatility of F t (see (5)). As a result, Ψ t is essentially defined as the integrated volatility of the common price factor F t . Note that one cannot disentangle Λ from η unless certain identification conditions, such as ηη = I r , are imposed. However, in the context of forecasting, we don't have to disentangle these components from Ψ t . This is because we are only interested in Ψ t , which is the IV matrix of the r uncorrelated common factors, in our setup. In summary, it is worth stressing that, unlike many other applications of factor-augmented regression, we do not directly use weighted common factors, Λ t F t , that extracted from a large panel of observable data. Instead, we use estimated IVs of these common factors as predictors in our models (i.e. we use the Ψ t ).
Of note is that model (6) actually nests the large family of heterogeneous autoregressive (HAR) type models that are widely used in the literature. The original HAR model of Corsi (2009) is given by:
where RM represents a realized measure of a target asset's integrated volatility, and RM [t,t−p] is the average of RM's, over the most recent p + 1 days (i.e. RM [t,t−p] = 1 p+1 p i=0 RM t−i ). As a result, the second and the third variables on the right hand side of (7) represent weekly and monthly RM averages, respectively. In practice, RV, TRV and MPV defined in (1), (2) and (3) Heuristically, equation (6) combines two distinct sources of information for volatility prediction. The first source, W t , follows an HAR structure, exploiting time series information on the target asset itself. The second source, Ψ t , contains information extracted from a broader sources of information (i.e. from a large panel of variables other than the target asset).
A key contribution of this paper is that we propose a two-step shrinkage procedure for the extraction of predictors derived from the second source of information. As discussed above, this is done by applying LASSO or EN shrinkage to IV estimates of all assets in order to obtain a subset of assets whose IVs are relevant for predicting the target asset's IV. We then apply PCA or SPCA to this selected panel of high-frequency asset returns in order to estimate the common price factors, F t , from which common IV factors, Ψ t , are estimated. Finally, these IV factors are incorporated into equation (6), and IV forecasts are constructed. In the following two sub-sections, we briefly outline the techniques used in this two-step procedure (i.e. the LASSO, elastic net, PCA, and SPCA).
LASSO and Elastic Net Shrinkage
In order to select stocks in the first step of our two-step procedure, we use either the LASSO (see Tibshirani (1996) ) or the EN (see Zou and Hastie (2005) ). Both techniques can be interpreted as regularized or penalized regression methods. Consider a regression of y t+h on W t and χ t , where y t+h and W t are defined in (6), and χ t is a vector of integrated volatilities on day t, for all assets in X t . The LASSO estimator is the solution to the following problem:
where the φ's are regression coefficients. Similarly, the EN estimator is a solution to the following problem:
where θ ∈ [0, 1]. Of note is that when θ = 1, the EN is equivalent to the LASSO.
Also, as θ shrinks toward 0, EN estimators approach those obtained via ridge regression.
Furthermore, note that LASSO imposes an L 1 -norm penalty on coefficients in the model, while EN imposes a linear combination of L 1 -norm and L 2 -norm penalties on coefficients in the model. Finally, recall that it is the imposition of the L 1 -norm penalty that induces shrinkage to zero of some coefficients in the regression model; and it is variables with non-zero coefficients in the solution to these minimization problems that constitute the subset of variables selected in the first step of our procedure.
Tuning parameters for the implementation of the LASSO and EN are determined by hv-block cross validation (see Racine (2000) ). As an example of the implementation of this technique, note that when EN is applied, we must estimate values for θ and λ in (8). That is, for a given dataset, one needs to pin down a pair of values among the matrix of all possible combinations of (θ, λ), such that the objective function in (8) generates minimum loss. In our experiments, we set possible θ's as 10 equally-spaced values between 0.1 and 1, while λ is chosen among 100 equally-spaced values between the smallest value required to retain all variables in our chosen subset, and the largest value required to drop all but one variable. Racine (2000)'s method is then used for consistent cross-validation.
After the first step of our procedure, only assets with nonzero φ's are retained in our final set of selected target predictor assets, say X t . For two different target assets or for two different datasets with the same target asset, the selected pool of assets (i.e. X t ) from which we construct the F t 's and subsequently the Ψ t 's can be substantially different.
Intuitively, since the assets in X t all have relatively large regression coefficients, they are potentially more informative about the target asset than other assets in X. Hence, the common volatility factors extracted using data from this selected pool of assets may be contaminated with less irrelevant information than would have been the case were the entire X dataset used in our analysis.
In closing this section, it is worth reiterating that shrinkage characterizes both steps of our procedure. As discussed in the introduction, in the first step, we shrink the set of all IV estimators, and select a subset of asset returns. In the second step, which is discussed next, PCA or SPCA is employed to estimate common factors from the subset of returns; and IV estimators are constructed using these factors. Of note is that when SPCA is utilized in the second step, we have a second layer of shrinkage. Namely, SPCA further shrinks the subset of assets extracted in the first step of our procedure, yielding factors that are linear combinations of fewer assets than those selected in the first step.
(Sparse) Principal Component Analysis
In order to carry out the second step of our procedure, we utilize PCA or SPCA, both of which are briefly discussed in this section. To start, consider the following covariance matrix estimator, defined on a fixed interval, [0, T ]:
One carries out PCA by applying an eigenvalue-eigenvector decomposition to Σ t , yielding r estimated eigenvalues, in descending order, say λ 1 > λ 2 >· · · > λ r , and corresponding estimated eigenvectors, ξ 1 , ξ 2 ,· · · , ξ r . The first r principal components on the fixed interval are estimated as follows:
With these estimated principal components, latent common volatility factors on day t can subsequently be estimated as follows:
Thus, for any j = 1, · · · , r, we have Ψ j,t = ξ j Σ t ξ j = λ j ξ j ξ j , which is equivalent to λ j , if the eigenvector has unit-length.
Note that the above PCA procedure delivers the eigens (eigenvalues and eigenvectors) of the integrated volatility matrix. According to Aït-Sahalia and Xiu (2019), these eigens are different from the integrated eigens of the spot volatility matrix, when t does not shrink to zero. However, in finite samples, the time horizon t, which is one day in our empirical application, is relatively small compared to ∆ n , which we set equal to 2.5-, 5-, and 10-minute in our application. It is unpractical to further split our daily data into even smaller blocks. Hence, we do not distinguish eigens of integrated volatility versus integrated eigens of spot volatility in our empirical application, following the approach taken by Aït-Sahalia and Xiu (2017).
Note also that eigens are nonlinear functions of the spot volatility matrix. Hence, estimators of the integrated eigens have asymptotic biases (see Jacod and Rosenbaum (2013) ). However, according to Aït-Sahalia and Xiu (2019), these bias terms are proportional to their associated eigens. Consequently, they share the same source of predictive power as eigens. Therefore, in terms of forecasting, there is no distortion of information. Hence, we don't remove the bias term in our empirical application.
In general, PCA yields nonzero factor loadings for (almost) all variables. Moreover, although the selected assets from the first step of our procedure all contain relevant information on the target asset volatility, they may have different signal-to-noise ratios.
Consequently, if the loadings of low signal-to-noise ratio assets are non-zero, then may decrease overall the signal-to-noise ratio in the principal components. To avoid these drawbacks and to induce further parsimony, we also utilize SPCA in the second step of our procedure. This technique is closely related to PCA (see Jolliffe et al. (2003) and Zou et al. (2006) ) and involves estimating "sparse" eigenvectors ξ j , for j = 1, 2, ..., r, which are solutions to the following optimization problem:
where δ is a regularization parameter. Note that the constraint in (9) imposes an L 1 -norm penalty on the eigenvectors, and hence induces sparsity. The key feature of SPCA, thus, is that it yields sparse factor loadings, in the sense that loadings may be identically zero, a feature not feasible in the context of shrinkage on the L 2 -norm, such as that associated with ridge regression.
Experimental Setup
The forecasting models in our IV prediction experiments are all variants of equation (6).
More specifically, we choose TRV as the realized measure of integrated volatility. The forecast horizon, h, is set to be one day. Thus, following an HAR structure, equation (6) can be written as:
, and the latent IV factors, Ψ t , are constructed by implementing the two-step procedure discussed in Section 3. The vector ( α , β ) contains least squares estimates from the regression of
In this context, an important issue is the determination of which IV factors to include in Ψ t . We address this issue in a data-driven manner. Specifically, we set a relatively large value for r, say r max , in the second step of our procedure. Hence, there are 2 rmax different combinations of the first r max estimated IV factors under consideration (in our forecasting experiments, we set r max = 6, which yields 64 combinations). We then employ the hv-block cross validation method proposed by Racine (2000) to determine which combination to include in equation (10).
Our method is different from some widely used ones in the following ways. First, unlike Bai and Ng (2002) , our method is "forecasting-oriented" instead of "fittingoriented" in the sense that factors that are highly correlated with many variables in the dataset may still be dropped if they have little predictive power for the target variable. Second, unlike Stock and Watson (1998) , it is possible that the combination of IV factors that are selected may not be the first r principal components corresponding to the largest r eigenvalues of the sample covariance matrix.
We examine four factor-augmented models based on our two-step procedure. They are referred to as LASSO-PCA-HFRet, EN-PCA-HFRet, LASSO-SPCA-HFRet, and EN-SPCA-HFRet, and are described in Table 1 under "Model Group" VII. In addition, several groups of alternative models are included in our experiments. (All of these alternatives are also summarized in Table 1 ). Our first alternative model is the original HAR model (named HAR-TRV, as TRV is the IV measure used in our experiments), called model Group I in Table 1 . This model is given as:
where y t+1 and W t are defined in (10). Use of this benchmark model allows us to underscore the importance of additional sources of information for volatility forecasting, other than W t . The rest of our alternative models utilize additional predictors and are nested by the following forecasting model:
where χ t is a set of predictor variables.
Model Group II, which includes PCA-TRV and SPCA-TRV, is closest to the "diffusion index" model of Watson (1998, 2002a,b) . Here, we apply (S)PCA to the daily volatilities of all assets in our dataset, and the resultant principal components are collected in χ t . In Group III models, denoted by LASSO-TRV and EN-TRV, we only implement the first step of our two-step procedure. Namely, we use either LASSO or EN shrinkage to select a subset of assets whose volatilities contain relevant information on the target asset's volatility. These volatilities are then collected in χ t . In Group IV models, denoted by PCA-HFRet and SPCA-HFRet, we only apply the second step of our procedure. Namely, we apply (S)PCA to high-frequency (intra-day) returns of all assets on a daily basis. Hence, we only assume that factor loadings are constant within each day, but allow the factor loadings to vary from day to day. We then estimate IV from these asset factors, which are collected in χ t . In Group V models, denoted by LASSO-PCA-TRV, EN-PCA-TRV, LASSO-SPCA-TRV and EN-SPCA-TRV, we employ the two-step procedure that we proposed. However, these models assume that factor loadings are constant over the entire sample period (this setting mimics the approach often used with discrete-time/low-frequency models) and do not take full advantage of the flexibility of the continuous-time model. Finally, our Group VI model, denoted by PLS-TRV, is similar in spirit to our main two-step procedure. This model employs the partial least squares (PLS) technique introduced by Wold (1966) , which takes variable prediction into account when constructing a parsimonious set of factors.
A growing literature has documented the good performance of PLS-type methods for macroeconomic forecasting, when a large number of predictors are available (e.g., see Fuentes et al. (2015) and Groen and Kapetanios (2016) ). In our experiments, PLS is applied using the target variable, y t+1 , and the volatilities of all assets in our dataset, in order to obtain a subset of volatilities which are collected in χ t . Summarizing, there are 16 forecasting models in our experiments, including 4 models associated with our proposed two-step procedure, and 12 alternative models (refer to Table 1 for details).
In the sequel, we carry out both in-sample regression analysis and out-of-sample forecast analysis, using a rolling-window estimation scheme. In order to evaluate the forecasting performance of our models, we utilize three statistics, including:
(ii) Mean absolute forecasting error (MAFE);
(iii) Out-of-sample R 2 (see Campbell and Thompson (2008) ), defined as:
where y t is the ex-post value of volatility,ȳ t is the historical average of volatility, and y t is the forecast of volatility. Note that the out-of-sample R 2 values can be negative, indicating that the forecasting performance of the particular model is even worse than simply using historical averages. In addition, we carry out the model confidence set (MCS) tests of Hansen et al. (2011) for multiple model comparisons. Finally, we construct conditional predictive ability (GW) test statistics of the variety introduced in Giacomini and White (2006) , for pair-wise model comparisons. In our implementation of both tests, we utilize the L 1 loss function.
5 We report the average in-sample adjusted R 2 , across all rolling windows.
Data
We collect intraday observations on 380 constituents of the S&P 500 index and the SPDR S&P 500 ETF (SPY) from the TAQ database. 6 The full sample period is from January 2, 2004 to December 29, 2017, with 3524 trading days in total. Raw data are first filtered and cleaned, following Brownlees and Gallo (2006) . To reduce the effect of microstructure noise, we aggregate the raw data into 2.5-, 5-, and 10-minute sampling frequencies for our forecasting experiments, following standard procedures described in Aït-Sahalia and Jacod (2012). Overnight returns are excluded from our analysis.
Each individual stock in our dataset is assigned to a sector, according to the Global Industry Classification Standard (GICS) code system. As shown in Figure 1 Tables 2 and 3 .
First, our two-step shrinkage procedure results in notable improvements in outof-sample predictive accuracy, when comparing out-of-sample R 2 and MAFE values.
For instance, in Table 2 confirm that factor-augmented models based on our proposed two-step procedure exhibit the best forecasting performance, among all models considered in this paper. 7 Indeed, three out of our four proposed models (from Group VII in Table 1 ) are the only models selected for the confidence set (these are the starred entries in the "MCS p-value column of the table), in a 90% model confidence set.
Moreover, the p-values for all other models (with the exception of our fourth proposed model) are extremely small, indicating that the alternative models in Groups I -VI of Table 2 indicates that none of the alternative models in Groups II -VI have lower MAFE than HAR-TRV, except for our four double shrinkage models, which all have lower MAFE than HAR-TRV. Even worse, LASSO-TRV and EN-TRV actually generate negative out-of-sample R 2 values. This supports the claim that there is no guarantee that big data methods will yield superior predictive performance. Perhaps this is not surprising, given the extant empirical evidence suggesting how well the HAR model performs in prediction contexts. However, this finding does clearly indicate that the superior performance of our two-step procedure is a non-trivial outcome. Indeed, it appears that big data do contain useful information, and the trick is distinguishing between relevant and irrelevant information, when faced with high-frequency and high dimensional datasets.
Third, a less important, although still interesting finding emerges upon inspection of the in-sample results reported in the column denoted by "IS-AdjR 2 " in Table 2 .
Here, we observe that all other models have better in-sample fit than the original HAR model. In particular, the increases in in-sample adjusted R 2 for various models range from 0.57% to 35.28%, when compared with the in-sample adjusted R 2 value of the HAR-TRV model. Thus, based solely on in-sample diagnostics, there appears to be substantial and broad gains associated with adding volatility factors to the benchmark HAR model, no matter how the factors are constructed. However, significant increases in ex ante predictive performance are found only for very few models, as discussed
above. An extreme case is observed for LASSO-TRV and EN-TRV models. In these models, LASSO or EN shrinkage is performed to find stocks whose daily IVs are useful for predicting the target asset's IV, and those are used as predictors in the forecasting models. This procedure results in a remarkable improvement in in-sample fit. However, out-of-sample forecasting results are very poor, indicated by negative out-of-sample R 2 values, as well as over 50% larger MAFEs, compared with the HAR-TRV model. This finding constitutes strong evidence of an important difference between findings based on in-and out-of-sample experiments. It also indicates that LASSO and EN shrinkage may not be effective, when applied without recourse to further dimension reduction and shrinkage, such as that associated with the use of our two-step procedure.
We now discuss our fourth finding, which is based on examination of the results reported in Table 3 , in which pair-wise GW test statistics are reported. Here, a significantly negative GW statistic indicates that the model in the corresponding row (the alternative model) has larger MAFE, when compared to the model in the corresponding column (one of our proposed four models from Group VII of Table 1 ).
Consider the four models of Group VII by examining the last four rows of entries in the table. Evidently, there is little to choose between these four models, with the only exception that the EN-SPCA-HFRet model is dominated by the LASSO-SPCA-HFRet model, at the 10% significance level. Thus, all of our proised models appear to be adequate for volatility forecasting.
Fifth, examination of the statistics reported in the second and third rows of Table 3 further confirms that solely using the first step of our two-step procedure does not yield adequate forecasts. Indeed, GW test statistics for this Group of alternative models are approximately -100, indicating the worst forecasting performance among all alternative models. Moreover, the statistics contained the fourth to seventh rows of the table demonstrate that the widely used "diffusion index" type models (see Group II in Table 1) are also dominated by our proposed models. Our empirical findings therefore underscore the importance of "targeted" variable selection, such as that carried out using the LASSO or EN in the first step of our procedure. Still, inspection of the statistics reported in the eighth through twelfth rows in the table even targeted shrinkage is not enough, since our Group V and VI alternative models (i.e., LASSO-PCA-TRV, EN-PCA-TRV, LASSO-SPCA-TRV, EN-SPCA-TRV and PLS-TRV) are all significantly dominated by our proposed two-step shrinkage method, at the 1% level). This suggests that it is very important to take advantage of the continuous-time factor structures assumed in (4) and (5), when performing multi-step targeted shrinkage. As discussed in Section 4, this structure allows us to specify our Group VII models in a flexibile manner, in the sense that factor loadings are only constant within a day, instead of being constant over the entire sample period, as is the case with the models of Group V in Table 1 .
Selected Stocks and Latent Factors
Figures 2-4 and Table 4 summarize the results from each step of our proposed two-step shrinkage method. More specifically, Figure 2 shows the numbers of selected stocks in the first step of our procedure. Figure 3 presents the percentages of stocks (by sector)
that comprise the variables selected in the first step of our procedure. Table 4 gives the most frequently selected stocks that are utilized in the construction of the latent IV factors in the second step of our procedure. Finally, a summary of the number of estimated IV factors used in our Group VII forecasting models are reported in Figure   4 . A number of interesting findings based on these figures and tables are summarized below.
We begin by discussing the results from the use of our two different variable selection methods (i.e., the LASSO and EN), which are used in the first step of our procedure.
First, as shown in Figure 2 , the number of individual stocks selected by different variable selection methods is similar, over time. Not surprisingly, then, we see in Table 4 This indicates that when the financial markets are in turmoil, individual stocks tend to be more correlated, as might be expected.
Second, Figure 3a shows that the industrial stocks tend to be selected most frequently, in the first step of our procedure. This is not surprising, given that the industrial sector is one of the largest among all sectors (see Figure 1 ). This is also likely due to the fact that in our dataset there are less stocks in energy and financial sectors than in the industrial sector. However, when rescaled by the size of each sector, as depicted in Figure 3b , we find that the percentage of stocks in the energy sector is roughly 5% higher than that of industrial stocks, when selected using either the LASSO or the EN. Finally, recall that Third, turn to Figure 4 , which depicts the average number of factors used in our four Group VII models, across the entire prediction period. Evidently (see Figure 4a ), around 50% to 60% of the time only one factor is used in our forecasting models. 8
This suggests that our forecasting models are quite parsimonious. Turning to the rest of the plots in this figure, recall that, as discussed in Section 4, the way in which we determine which volatility factors are included in our models is more flexible than the approach used for factor-augmented models in the extant literature. This is reflected in Figures 4b -4d . For example, inspection of Figure 4c indicates that, conditional on only one factor being used, our two-step shrinkage approach often chooses factors that are not associated with the largest eigenvalue. For instance, for approximately 12% to 23% of the periods, it is the third factor that is employed in the prediction model.
Similarly, conditional on two factors being included, the combination of the second and third IV factors (see the bars indexed by "2&3" in Figure 4d ) are the most commonly used predictors, with frequencies ranging from between approximately 18% and 26%, in our forecasting models, rather than the first two. Finally, we observe that the overall frequency at which each factor is incorporated in the forecasting models is stable, to some degree (see Figure 4b) . These results again underscore the importance of targeted shrinkage.
Robustness Checks

Log-transformation of IV Estimates
We replicated all of our experiments using logged data (i.e. logs of all TRV and latent factors were used in the 16 forecasting models discussed above). Table 5 reports results using this experimental setup that are comparable with those reported in Table 2 . 9
Comparing the findings from these tables, we note the following. First, both in-sample and out-of-sample R 2 values for the various forecasting models increase and become much more stable, in the sense that R 2 values vary only within a relatively small range.
For instance, in-sample R 2 values range between approximately 72% and 74%, and out-of-sample R 2 values range between approximately 73% and 77%. We still observe that all factor-augmented models achieve a higher in-sample R 2 values than the that associated with our benchmark HAR model. However, similar to the results reported in Section 6.1, only a very limited number of models have values that are greater than that of the benchmark HAR model. Second, and most importantly, the 90% model confidence set contains all of the four specifications associated with our proposed twostep shrinkage method, indicating that the superior performance of our proposed factoraugmented models is preserved when logs are taken. Finally, the forecasting performance of LASSO-TRV and EN-TRV is much more in line with the performance of our other alternative models under the log-transformation. This can be seen by comparing Tables   2 and 5 . Figure 5 may offer an explanation for this empirical finding. Namely, we see in Figure 5 (compare with Figure 2 ) that the average number of stocks selected drops from approximately 50 to 30, resulting in substantially fewer predictors being included in LASSO-TRV and EN-TRV, under the log transformation.
Different Data Sampling Frequencies
We also carried out experiments in which we replicated our experiments using 2.5-and 10-minute data frequencies. Table 6 contains results from these experiments (for the sake of brevity, only MAFEs and the MCS test results are shown in table -additional results are available upon request). Again, we see that only the four specifications in Group VII yield lower MAFEs than that of the benchmark HAR model. Additionally, we again observe that the Group VII models are the only ones selected using the MCS confidence set test, at the 10% significance level, with the only exception being that, when using 10-minute frequency data, the HAR-TRV model is also included in the 90% model confidence set. This suggests that while our models are still superior, the performance of the benchmark HAR model is approaching that of our models, as the sampling frequency decreases (note that the p-value for the benchmark model still remains approximately one half as large as those associated with our 4 proposed Group VII models, however). We conjecture the following explanation for this finding.
A relatively low sampling frequency may result in less accurate estimates of integrated volatility, since jump variation components become more difficult to be excluded at lower frequencies. Additionally, the common factors estimated by PCA or SPCA may be more inaccurate when less data are utilized in their estimation, over a fixed interval.
However, it should be stressed that are models still perform very well, at all three sampling frequencies considered in this paper.
Different Forecasting Sub-periods
Finally, we replicated our experiments using different forecasting periods. Specifically, Table   7 . Inspection of the results in this table reveal that for P1, the MAFEs for all models are generally much larger than those associated with the other two sub-periods. This is not surprising since the data used during this period are substantially more volatile than the rest periods. Still, our proposed factor-augmented models (i.e., those in Group VII) are the only ones that yield MAFEs below 0.01, and are the only ones included in the 90% model confidence set. As might be expected, during P2 (when financial markets were quite calm), MAFEs for all models decline sharply to around 25 -30% of the levels seen during P1. In addition, the MAFEs during this period for all models vary within a relatively narrow range, from approximately 0.003 to 0.005. This observation suggests that it may be more challenging for a particular model to significantly outperform other models during P2. However, according to MCS test results reported in the table, only LASSO-PCA-HFRet, EN-PCA-HFRet and LASSO-SPCA-HFRet are contained in the 90% model confidence set, indicating yet again the superiority of our proposed shrinkage method. Finally, during P3, the MAFEs for various models are also contained within a small interval, but MCS test results are rather mixed. Indeed, only three models (i.e., LASSO-TRV, EN-TRV, and LASSO-SPCA-TRV) are not included in the 90% model confidence set. Furthermore, the original HAR model achieves the lowest MAFE of 0.0046 and the highest MCS p-value of 1.0000. Therefore, our proposed factoraugmented models are not superior during P3 -instead, multiple other models are also useful.
Concluding Remarks
This paper investigates the forecasting benefits associate with using a new double shrinkage based specification methodology, in which latent IV factors are estimated using a combination of LASSO or ENt shrinkage, followed by factor estimation using (S)PCA).
Our key finding is that we uncover substantial empirical evidence indicating that latent common volatility factors greatly improve the out-of-sample predictive accuracy of HAR models, as measured by both out-of-sample R 2 and mean absolute forecasting error (MAFE). Additionally model confidence sets almost always exculsively contain our proposed models, even though a wide variety of natural alternative specifications are included in our experiments. This result is robust to the use of original or log-scale data in model specification, as well as to the use of different data frequencies and different sample periods. This paper is meant as a starting point, as much remains to be done. For example, although our approach draws heavily on theoretical advances in the application of principal component analysis to high dimensional asset return made in Xiu (2017, 2019) , it remains to ascertain whether our findings carry over to the use of other shrinkage methods, such as independent component analysis. It also remains to theoretically analyze the higher-order latent volatility factors that are extracted from first-order latent factors constructed using observed (asset) data. From an empirical perspective, it remains to assess whether the findings in this paper can be translated into profitable investment strategies, in real-time trading contexts, for example. * Notes: The HAR-TRV model uses no additional information other than the history of the target asset. The models in Group III (i.e., LASSO-TRV and EN-TRV) are based on the first step of our proposed two-step procedure. The models in Group IV (i.e. PCA-HFRet and SPCA-HFRet) are based on the second step of our proposed two-step procedure. The models in Group V (i.e. LASSO-PCA-TRV, EN-PCA-TRV, LASSO-SPCA-TRV and EP-SPCA-TRV), are the same as those based on our procedure, except that factor loadings are fixed. The models in Group are the models proposed in this paper (all other models are benchmark models against which our models are compared). Figure 3a reports average selection frequencies for select stocks. More specifically, for each rolling window, we calculate the ratio of the number of selected stocks in each sector to the total number of selected stocks, then take the average over all rolling windows. Figure 3b reports relative frequencies, which are calculated rescaling the average frequencies in Figure 3a by the size of each sector, as given in Figure 1 . Figure 4a plots the average number of factors used for different specifications of our proposed two-step shrinkage method (i.e., the 4 models in Group VII in Table 1 ); Figure 4b plots the frequencies at which each factor is used, across all prediction periods; and Figures 4c and 4d report these frequencies, conditional on one factor and two factors being specified in the forecasting models, respectively. For further details, refer to Section 4. Figure 2 , the number of individual stocks selected using the LASSO and EN for each rolling data window used in forecast model specification is plotted, over the prediction period. However, in these plots, the prediction experiments utilize log-scale rather than original scale data. See Section 6.3.1 for further details.
