The goal of this study is to determine the effects of test cheating in a scenario where test-takers use item pre-knowledge in the c-MST, and to urge practitioners to take additional precautions to increase test security. In order to investigate the statistical consequences of item pre-knowledge use in the c-MST, three different cheating scenarios were created, in addition to the baseline condition (e.g., no pre-knowledge usage). The findings were compared under 30-item and 60-item test length conditions with 1-3-3 c-MST panel design. A total of thirty cheaters were generated from a normal distribution, and EAP was used as an ability estimation method. The findings were discussed with the evaluation criteria of mean bias, root mean square error, correlation between true and estimated thetas, conditional absolute bias, and conditional root mean square. It was found that using item pre-knowledge severely affected the estimated thetas, and as the number of compromised items increased, the results got worse. It was concluded that item sharing and/or test cheating seriously damage the test scores, test usage, and score interpretations.
INTRODUCTION
There are three main test administration models used to measure student success in the area of education and psychology. A linear test and/or static test is administrated on paper, and item order and item number do not change during the test. Computerized adaptive testing selects items one-by-one, according to one's current ability estimate (Weiss & Kingsbury, 1984) . And computerized multistage testing is another type of adaptive testing that selects a group of items called modules, based on one's current ability level (Luecht & Nungester, 1998) . All three types of test administration models are designed to measure success accurately and precisely. It has been evidentially proven that the latter two achieve this goal much better than linear tests (Luecht & Sireci, 2011) .
High accuracy in measurement is not the only advantage of adaptive tests compared to linear tests; others include lower test length, quick scoring, and test security (Weiss & Kingsbury, 1984) . However, test security in adaptive tests is not perfect, as researchers have noted (Guo, Tay, & Drasgow, 2009; Segall, 2004) . This is because test items are selected from an item pool and some of the items in the pool, e.g., items that have not reached a pre-specified exposure rate, are reused in future test administrations. The associated risk of these questions being shared among test takers thus negatively impacts the validity and reliability of the test (Segall, 2004) . Therefore, issues with test security in adaptive testing must be addressed, and alternative ways of making tests should be explored.
Adaptive tests are administrated on computers via the internet around the world. For example, the Graduate Record Examinations, an ETS test, is administered at more than 1,000 test centers in more than 160 counties † , and more than 1,600,000 test takers took it after it switched from CAT to c-MST-revised-GRE (from 2012 and 2015) . ‡ These numbers obviously make the test vulnerable to cheating. In fact, ETS's past experience clearly supports the claim that test items are easily shared, especially in Asian counties.
For example, ETS suspended the CAT version of the GRE due to test fraud that occurred in four Asian countries-China, Hong Kong, Taiwan, and South Korea-on August 6, 2002, switching to a paper version only. Due to an abnormally large occurrence of high scores on GRE, these countries have been designated red flag countries by ETS Board (Ewing, 2002) . Apparently, frequent test administration without replenishing the item banks or rotating test materials in and out of active use may incentivize collaboration to cheat. The first test taker does not necessarily cheat on the test, but this does not guarantee that test takers who have received previously administered items and take the test later do not use their item pre-knowledge during the test.
Another well-known case of test fraud occurred in 2008 at the Kaplan Test Preparation Company. In this case, a group of employees working at Kaplan repeatedly took the GRE, with each employee attempting to memorize some items, so that group could collectively steal the whole item bank. ETS filed a lawsuit against Kaplan Test Company charging a violation of test security, although Kaplan defended itself by saying that the theft was intentionally instigated by the company to show it is possible to steal items in the bank and encourage ETS to take actions to protect the item bank. This experiment cost Kaplan $150,000 in fines. For further readings about test cheating, one can refer to reports released by the U.S. Department of Justice § .
The potential impact of item sharing and/or theft have been investigated in relation to both linear tests and CAT (see Guo, Tay, & Drasgow, 2009; Segall, 2004; Zopluoglu & † 
CONCEPTUAL FRAMEWORK
Item response theory (IRT) is a strong (e.g., in terms of restrictive nature of the local independence assumptions needing to hold item by item) statistical theory used to describe the expected probability of a particular response pattern to an item conditional on the latent trait levels (P(θ)) (Baker, 1992) . Of the different IRT models used to calculate this probability, the three-parameter model (3PL) (Birnbaum, 1968) is most widely used. The 3PL model defines the conditional probability of a correct response on item i for person p (X ip =1) as 1
where b i is the difficulty parameter, a i is the item discrimination, c i is the pseudo-guessing parameter for item i, and θ p is the latent trait score for person p. The assumption in Equation 1 is that the person did not use item pre-knowledge (e.g., the person did not memorize the item), and the probability of getting the item correct is accounted for by the underlying latent trait only. In other words, it denotes the probability of answering the item without item pre-knowledge. If the person has item pre-knowledge, the overall probability of getting the item correct (e.g., final probability) increases. As discussed and presented in McLeod, Lewis, and Thissen (2003) , this final probability is defined as
where 1 is the overall probability of getting the item correct, is the probability of using item pre-knowledge for item i, and 1 is the probability of answering the same item without item pre-knowledge. In the case of the 3PL item pre-knowledge model, which is the focus of this study, the overall probability of getting the item correct defined in Equation 2 can be expressed as
This equation can be simplified as
where is the new guessing parameter and equals to
The key component in the item pre-knowledge model (Equations 2 and 3) is the probability of having item pre-knowledge, . This is because if the person solves the item without pre-knowledge (e.g.,
0), Equation 2 turns out Equation 1, and
if the test taker definitively knows the correct answer for an item (e.g., 1), the overall ability in Equation 2 equals to 1. For example, if the is equal to .80 for an item, this means that there is a 80% chance of a test taker using item pre-knowledge when answering this item. Assuming that difficult items are shared with other test takers after the exam, the is going to be (6) (McLeod, Lewis, & Thissen, 2003) . This indicates that as the item difficulty increases, the probability of memorizing the item-and of others then receiving this knowledge after the test-increases. In other words, more-difficult items are more-often solved by using pre-knowledge. One can refer to McLeod et al. (2003) for more descriptive information about the conceptual framework for the item pre-knowledge model.
METHOD Design Overview
In this study, we first manipulated a null condition where no item pre-knowledge usage is allowed, and responses to the test items are assumed to be correlated with innate abilities and knowledge only. This null condition is called Case 1. However, in reality, it is impossible to know how a test taker used item pre-knowledge in the test. Thus, in this study, we created three possible test cheating scenarios, called Case 2, Case 3 and Case 4. We manipulated the assumed item pre-knowledge in different ways for each case. All four scenarios were tested under 1-3-3 c-MST panel design with two levels of test length, 30 items and 60 items. All manipulated conditions were fully crossed with one another.
This resulted in a total of eight scenarios (two test lengths x four cheating models). For each condition, 100 iterations were performed. 30 cheaters were generated from a normal distribution, N(0, 1). The theta values that represent examinees were re-generated for each replication, but for better comparability, the same theta values were used for each of the eight scenarios. The whole simulation process was completed in RStudio version 0.99.903 (R Development Core Team, 2009 Team, -2016 . Both the fixed and varied study conditions are detailed in the following sections.
Fixed Conditions
In this study, the item parameters were based on a real ASVAB military test used in Armstrong, Jones, Li, and Wu (1996) . As in the original item bank, our simulated item bank had 450 multiple-choice items from four different content areas. The item parameters and number of items for each content area are provided in Table 1 . The test length in the ASVAB was 30, and the distributions across the content areas were 10, 11, 4, and 5 for Case 1, Case 2, Case 3, and Case 4, respectively. For the 30-item test length condition we used the same target numbers for each content area, while for the 60-item condition we doubled all corresponding numbers. It should be noted that within each panel structure, the number of items and content distributions for the modules at the same stage were the same. Equation 3 ). The expected a posteriori (EAP) (Bock & Mislevy, 1982) with a prior distribution of N(0, 1) was used for both provisional and final ability estimates across all simulation conditions. Again, all study conditions were tested with a 1-3-3 c-MST design, which is one of the most commonly used panel designs in the literature (see Schnipke & Reese 1999; Zenisky, 2004) . The details of the panel design are presented in later sections.
For all conditions, the maximum Fisher information method (Lord 1980; Thissen & Mislevy 2000) was used as the routing method. That computer algorithm calculates an examinee's ability level based on previously administered module(s) and then selects the module that best matches his/her current ability estimate (see Weissman, Belov, & Armstrong, 2007 for more technical details).
Varied Conditions
It is impossible to know how a test taker used item pre-knowledge when taking a test.
Thus, in addition to the null condition, we manipulated three different item preknowledge usage conditions. In Case 2, it is assumed that test takers know the correct answers for some of the items (i.e., the probability of getting them was 1). In this condition, all items in stage two were chosen as compromised items. This means that each test cheater cheated on the same number of items, but depending on the module they received in stage two (e.g., easy, medium, or hard), the items they cheated on were not necessarily the same for all test takers. In this condition, depending on the total test length, the number of compromised items varied-10 in the 30-item test and 20 in the 60-item test, respectively. This is because there were 10 and 20 items in stage two modules in the 30 item and 60 item test length conditions, respectively.
In Case 3, it was assumed that cheaters memorized more-difficult items, and the degree of the probability of a test taker having pre-knowledge was correlated with item difficulty.
The compromised questions were selected from stage two and stage three items. Again, this does not mean that all stage two and three items were necessarily solved by using pre-knowledge, but that the probability of a test taker having item pre-knowledge was set as lower for the easy items and higher for difficult items. The probability of a test taker having item pre-knowledge for those items was generated by Equation 6.
In Case 4, the probability of item pre-knowledge was generated from a uniform distribution, with minimum value 0 and maximum value of 1. This manipulated condition is somewhat similar to random-strings type of test cheating (Wollack, Cohen, & Serlin, 2001) . Similar to in Case 3, the compromised items were selected from stage two and stage three items-60 total stage two and three items in the 30-item condition and 120 total stage two and three items in the 60-item condition. Again, this does not mean all stage two and three items were solved by item pre-knowledge. Since the probability of pre-knowledge ranged from 0 to 1, it was negligibly low for some of the items. Thus, the stated number of compromised items in both test length conditions were the maximum number of items that could have been solved with item pre-knowledge.
The purpose of manipulating these conditions was to explore the potential damage of item pre-knowledge use on ability estimates under different test cheating scenarios. Our ultimate goal is not to compare the findings of Cases 2, 3, and 4 with one another, but to compare them with the results of Case 1 (e.g., null condition or baseline condition).
Test Assembly
All study conditions were tested under a 1-3-3 c-MST panel design with three nonoverlapping essentially parallel panels generated from a simulated item bank (see Table   1 ). The 1-3-3 c-MST panel design had one routing module in stage one, and two easy, three medium, and two hard modules in stages two and three. Regardless of the test length condition, there were an equal number of items in all modules. This means that in each module in any stage, there were 10 and 20 potentially compromised items in the 30-item and 60-item test length conditions, respectively. The multiple panel design was used in an attempt to hold the maximum panel, module, and item exposure rates at 0.33. After the panels were built, thirty cheaters were randomly assigned, ten per panel. The IBM CPLEX program (ILOG, Inc, 2006 ) was used to build the panels and modules: First items were clustered into different modules, then modules were randomly assigned to the panels. The bottom-up strategy was used to create panels, which means that modules at the same difficulty level were exchangeable across the panels.
The automated test assembly finds a solution to maximize the IRT information function at a fixed theta point; denote θ 0 as the fixed theta point. We first define a binary decision variable, x i , (e.g., x i =0 means item i is not selected from the item bank, x i =1 means item i is selected from the item bank). The information function we want maximize is ∑ , ξ
where ξ represents the item parameters of item i (e.g., a, b, c parameters). As in the original bank, our simulated item bank had items from four content areas (e.g., C 1 , C 2 , C 3 , and C 4 ), and the target distributions across the four content areas were 10, 11, 4, and 5 items, respectively. The automated test assembly for the 30-item test length condition was modeled to maximize
subject to ∑ ∈ 10,
∑ 30,
and ∈ 0,1 , 1, … . ,
which puts constraints on C 1 , C 2 , C 3 , and C 4 , the total test length, and the range of decision variables, respectively. The test assembly models under 60-item condition were modeled similarly.
As in Diao and van der Linden (2011), when building 1-3-3 c-MST panel design, the three fixed theta scores were chosen as θ 1 =-1, θ 2 =0, and θ 3 =1, which represent the target information functions for easy, medium, and hard modules, respectively. In the panel design, the items in the routing modules were chosen from medium difficulty items (e.g., items that maximize information function at theta point of 0). After modules were built, they were randomly assigned to the panels.
Evaluation Criteria
The results of the simulation were evaluated with two sets of statistics: (a) overall results and (b) conditional results as evaluated in similar studies (see Zenisky, 2004) . For overall statistics, mean bias, root mean squared error (RMSE), and the correlation between 
In any particular condition, each overall statistic was calculated separately for each iteration across the 30 examinees, and then averaged across 100 replications. For conditional results, conditional absolute bias and conditional root mean squared error were calculated between θ =-2 and θ=2, with the width of the θ interval at 0.1 (e.g., over 41 theta values).
RESULTS

Overall Results
The results of mean biases, root mean square errors, and correlations between estimated and true theta values across the four cases under two test length conditions are provided in Table 2 . In terms of mean bias and root mean square error, as expected, both outcomes were lowest in condition Case 1 (e.g., null condition) regardless of test length, and the outcomes decreased as the test length increased. Compared to Case 1, mean bias and root mean square error were very high in the other three cases, and both outcomes were the worst in Case 2 and Case 4. This was more likely due to the fact that Case 3 was manipulated so that the probability of solving difficult items by cheating increased, and probability of solving easy items by using item pre-knowledge was lower. As the test length increased, both outcomes increased, and this was due to the fact that as the test length increased, the number of compromised items increased in the three different test cheating scenarios (Cases 2, 3, and 4) . In terms of correlations between true and estimated theta values, Case 1 resulted in higher estimates, but they were not much lower in the three different test cheating conditions. Also, increasing test length did not meaningfully affect the correlation estimates in all conditions. Overall, the main finding was that regardless of how cheating occurred, item pre-knowledge use severely impacted the outcomes, and this impact was even not comparable with the case where test cheating did not happen. 
Conditional Results
The results of conditional absolute biases across the four cases under two test length conditions were given in Figure 1 . As expected, regardless of test length, Case 1 resulted in the lowest absolute biases and root mean square errors across the estimated theta values. Aligned with the mean bias and root mean square errors discussed above, increasing test length made the conditional results more stable (i.e., the fluctuations were more stable) and improved both conditional absolute bias and root mean square error. The conditional results were worse in the three test cheating conditions. Since the number of compromised items increased with the increase in test length, the findings were worse in the 60-item test length condition for all three cheating scenarios. Under Case 2, both conditional error estimates (absolute bias and root mean square error) were very high across all estimated theta values (from -2 through 2). This was due to the fact that, regardless of the size of the true theta values, all test takers cheated on an equal number of items. Under Case 3, since only the higher-difficulty question were solved with item pre-knowledge, the conditional results were worse for the cheaters with low theta values, because the cheaters with high theta values ultimately were going to solve at least some of the compromised items without using item pre-knowledge.
DISCUSSSION AND LIMITATIONS
Test security, especially in high-stake standardized tests, is a fear for all test developers and test users, and violation of it is the biggest barrier to valid test use and reliable test scores (Yi, Zhang, & Chang, 2006) . The main purpose of this study was to show the potential consequences of using item pre-knowledge on the estimated theta scores in a computerized multistage testing administration. This study does not aim to increase practitioners' fears about test security, but instead to encourage them to take additional precautions to increase test security in a computerized multistage testing administration.
There is a consensus that adaptive tests increase test security, because test and/or item overlap is lower in adaptive tests and everyone works on his/her own pace (Luecht, &Sireci, 2011) . In c-MST, this is basically done by specifying module exposure rate (i.e., by creating multiple panels). The modules that reach the maximum exposure rate, and the items within those modules, are no longer used in future administrations. Regardless of c-MST panel structure and number of panels, only routing modules (and so items within routing modules) are seen by all examinees assigned to that panel. Therefore, only routing modules reach the maximum exposure rate. The subsequent modules within the panels are used by fewer number examinees and thus also potentially used in future test administrations (Luecht, &Sireci, 2011) . This creates the possibility that the items in those modules might be seen by some of the same examinees again in future exams, and that these test takers might solve them by using item pre-knowledge. This, of course, does not mean they are cheaters, but receiving the same item twice will increase the probability of their solving items correctly, jeopardizing test validity and test fairness (Segall, 2004 In order to explore the consequences of using item pre-knowledge on theta scores in a c-MST administration, we manipulated three test cheating scenarios. We also ran a baseline condition (i.e., null condition) to be able to compare the results yielded under these three scenarios with it. The study showed that when test cheating occurred during the test, depending on the test length condition, mean bias got worse-up to seven times on the 30-item test and seventeen times in the 60-item test (see mean biases in Cases 1 and 4 in Table 2 ). In terms of root mean square error, the results were up to two or three times worse than the baseline condition. These findings illustrates that test cheating might destroy the greatest advantage of computerized multistage testing, high measurement accuracy on the theta estimates. It is necessary not to forget the potential impact of cheating on pre-tested items (e.g., seeded items). As discussed by Meijer (1996) , test cheating causes aberrant response patterns, harming item and person fit statistics (Meijer, 1996) and diminishing the accuracy of testing the properties of seeded items.
Another potential impact of test cheating is the module usage rates (i.e., how many people receive a module in a stage). In the case of no item pre-knowledge usage (Case 1), after receiving the routing module, the module usage rates for easy, medium, and hard modules in stages one and two should be roughly equal. In the case of item pre-knowledge usage (Cases 2, 3, and 4), depending on where the cheating occurred, the module usage rates for the subsequent modules will be affected. The percentages of module usage rates across all study conditions are provided in Table 3 . As hypothesized, regardless of the test length, the module usage in stage two in Cases 2, 3, and 4 were roughly equal with the rates in Case 1 (baseline condition), because no test cheating occurred in the routing module.
However, since the test cheating occurred in stage two, the module usage rates and thus item usage rates in stage three changed. As can be inferred from Table 3 , the module usage percentages for the difficult modules evidently increased, and this increase was more obvious under the 60-item test length condition. It is important to note that this artificial increase in item usage rates in difficult modules also decreases the chance of those items being used in future administrations.
This study showed there are devastating consequences of test cheating on the estimated theta scores, and this should be strictly obstructed. As discussed in Foster (2013) , several actions can be taken to prevent this. These include extending the time between test administrations, creating more panels, setting more conservative exposure rates, monitoring websites to prevent organized item theft, protecting databases from hackers, increasing test security in testing centers, preventing communication devices during the administration of tests, using multiple item pools, increasing items in the pools, randomizing the answer key by using discrete-option multiple-choice items (yes/no answer options), avoiding very long tests, and banning repeatedly retaking the test.
This study has several weaknesses. First, its design is too simple. This is because that our purpose was to show some statistical consequences of having item pre-knowledge in c-MST. Thus, we were more focused on manipulating more cheating scenarios than other factors (e.g., different MST designs). Second, in similar studies in the literature, researchers usually generate thousands of examinees, and randomly select test cheaters from those generated examinees (see Wollack, Cohen, & Serlin, 2001) . We intentionally generated the cheaters only because the purpose was to see the impact of test cheating on theta estimates for cheaters only. Further studies may want to generate thousands of examinees and select cheaters from those, and seek the same impact on overall results across the whole test taking population. Third, in this study we used a 1-3-3 panel design only. This was because it is one of the most popular and commonly preferred c-MST design in the literature (see Schnipke & Reese 1999; Zenisky, 2004) . A future study may want to conduct the same study by using different panel designs (e.g., 1-2-3, 1-3-2)
including two stage designs (e.g., 1-2, 1-3, 1-4 etc) and test how using item preknowledge affected the studied outcomes when the panel design varied. Lastly, even though the recent examples given in this study demonstrate that our manipulated cheating conditions may not be entirely fictitious, one can consider them the worst possible scenarios. It is also possible that some of them have never happened in a real-world highstakes test administration. A future study could use more realistic conditions (e.g., fewer compromised items). 
