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Resumen: Se utiliza el método de pronósticos restringidos para monitorear el 
cumplimiento de las metas anunciadas por el gobierno mexicano para 
algunas variables de importancia macroeconómica. El método pro-
porciona escenarios acordes con el futuro esperado, según las metas 
planteadas. Aquí se construyen primero varios modelos del tipo VAR, 
VEC y BVAR, y se analiza su capacidad predictiva. La metodología 
emplea entonces el modelo que produce los mejores pronósticos, que 
resultó ser un modelo BVAR. Con los escenarios de los pronósticos 
restringidos es posible determinar si las metas son viables, así como el 
momento en el que se presente evidencia de que las metas dejan de ser 
factibles. 
Abstract: This work applies the restricted forecasting methodology to monitor 
the attainment of targets announced by the Mexican Government for 
some relevant macroeconomic variables. This method yields scenarios 
that are in line with the expectations underlying the proposed targets. 
Some multiple time series models of the VAR, VEC and BVAR type 
are first built and their predictive abilities are analyzed. The method 
is then applied with the best forecasting model, which was found to be 
a BVAR model. With the scenarios so derived it is possible to decide 
whether the targets are feasible or not and the moment when statisti-
cally significant evidence has arisen to declare the targets unfeasible. 
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1. Introducción 
En México, se ha vuelto común que los analistas de la coyuntura 
económica deseen verificar la viabilidad de las metas por lograr anun-
ciadas por las autoridades económicas correspondientes. El análisis 
de la situación económica del país requiere de bases de comparación 
para poder concluir si ésta se comporta en un momento determinado 
como era de esperarse, de acuerdo con los planes económicos, o si se 
ha presentado alguna desviación significativa de tales planes. Para 
poder realizar un análisis formal del comportamiento de las variables 
económicas consideradas de mayor importancia, para las cuales exis-
ten metas oficiales por alcanzar, se requiere contar con modelos de 
tipo econométrico que produzcan información de referencia para juz-
gar los valores observados de dichas variables. 
La información de referencia más explícita contra la cual se pue-
den comparar los valores observados de variables clave de la economía, 
como son el Producto Interno Bruto (PIB), la inflación, el desempleo, 
etc., son los pronósticos que surgen de modelos del sistema económico: 
Mientras mejor sea el modelo, en términos de los pronósticos que 
genere, mejor será la idea de lo que ocurrirá en el futuro. Sin em-
bargo, eso no es suficiente para decidir si las metas por lograr serán 
satisiecnas o no. Se requiere utilizar otra herramienta analítica que 
combine los pronósticos irrestrictos con las metas por lograr, ya que 
éstas restringen el comportamiento futuro de las variables para que 
satisfagan los objetivos planteados. Al imponer las metas como res¬
tricciones que dien cumplir los valores futuros de las variables, se 
generan trayectorias compatibles con las metas. A partir de tales 
trayectorias, y de sus correspondientes límites de probabilidad, puede 
monitorearse a las variables en estudio y concluir si existen desvia-
ciones importantes de las metas planteadas. La herramienta de análi-
sis estadístico que se utiliza para este fin es la de pronósticos restringi-
dos. 
Si sólo hubiera una variable sobre la cual existiera una meta 
por alcanzar, y fuera razonable considerar a esta variable de manera 
aislada, se le podría representar mediante un modelo del tipo auto-
regresivo integrado y de promedios móviles (ARIMA). En tal caso, se 
podría monitorear el cumplimiento de la meta con el método univaria-
do de pronósticos restringidos, según se describe en Guerrero (2002), 
donde se dio seguimiento a la meta del PIB de México durante el 
año 2001. En general, la metodología permite incorporar información 
adicional en forma de restricciones lineales, posiblemente sujetas a 
incertidumbre, que pueden representar metas por lograr, valores ya 
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El método de pronósticos restringidos considera como parte fun-
damental la realización de una prueba de significancia estadística que 
permita validar la compatibilidad entre los pronósticos irrestrictos 
(basados en la información histórica) y las metas que se desea alcan-
zar (que constituyen la información externa al modelo). Respecto al 
uso específico de pronósticos restringidos con series múltiples, se re-
comienda ver Guerrero, et al. (2002), en donde se citan los trabajos 
existentes, se desarrolla un estadístico para verificar la compatibilidad 
de la información externa con la histórica y se muestra el uso de la 
metodología para el monitoreo del cumplimiento de metas por lograr. 
El contenido del presente artículo es el siguiente. En la sección 
dos se presenta el tipo de modelos de series de tiempo a utilizar, así 
como la formulación del método para obtener pronósticos restringidos 
con dichos modelos. Acto seguido, se presenta la construcción de un 
modelo para seis variables consideradas relevantes dentro del sistema 
económico mexicano. En particular, se enfatiza la capacidad predic-
tiva del modelo y se brinda evidencia de la misma, la cual condujo al 
uso de un modelo de tipo bayesiano, sin pretender realizar un análi-
sis bayesiano completo y formal. Después, se muestra la aplicación 
propiamente dicha del método de pronósticos restringidos, para mo-
SJLr las metas p„ .ogra, e» /«¡¡o 2004. En ., «Lu.' JSccHa se 
concluye con algunos comentarios y recomendaciones prácticas. 
2. Aspectos metodológicos 
Los sistemas económicos suelen representarse mediante modelos para 
series de tiempo múltiples, ya que así se capturan las relaciones e 
interacciones existentes entre las variables involucradas. Aquí se hará 
uso de estos modelos con el fin de representar el comportamiento 
dinámico de un vector (columna) de k variables, observadas en forma 
de una serie de tiempo múltiple Zt = <ZU, -, ZktY, donde el apostrofe 
denota transposición y í = 1 . ^ ' 
2.1. Modelos para series de tiempo múltiples 
El tipo general de modelos a considerar es lineal, con lo cual se abar-
can modelos de las siguientes clases: a) estructurales de ecuaciones 
simultáneas o de función de transferencia (ver Wallis, 1977 y Judge, et 
al. 1980), b) de espacio de estados (véase Shumway y Stoffer, 2000), c) 
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por Tiao y Box (1981) y por Lütkepohl (1991) y d) de vector auto-
regresivo (VAR) puro, también presentados por Lütkepohl (1991). 
En este trabajo se hace énfasis en el uso de los modelos VAR de 
orden finito, los cuales pueden interpretarse de diversas maneras: i) 
como la forma reducida, ya sea de un modelo econométrico estruc-
tural o de una función de transferencia, ii) como una aproximación 
a la representación autorregresiva pura de un modelo VARMA y m) 
como una representación sencilla, que permite capturar las regulari-
dades empíricas observadas en la serie múltiple. Sims (1980, 1982) 
se basó en esta última interpretación del modelo VAR para sustentar 
la construcción de dichos modelos econométricos, cuando la teoría 
económica no es lo suficientemente explícita o completa para con-
ducir a un modelo econométrico estructural. La representación VAR 
de orden finito corresponde al modelo 
U(B)(Zt - n) = at (2.1) 
donde U(B) = Ifc - IIi -... - UPBP es un polinomio matricial de orden 
p < oo, con lk ta matriz identidad de orden k y líj una matriz de 
dimensión k x k con elementos njif para i, f = 1,k y j = 1, ...,p. 
Este modelo involucra también al ve'ctor ¡i = (Ml,¿)' que contiene 
los valores medios E(Z«) = w, para i = 1,*, cuando tales valores 
existen y, en caso contrario, constituye solamente un vector de nive-
les de referencia para las series. Además, la sucesión de vectores {at} 
se considera generada por un proceso de ruido blanco gaussiano con 
media cero, esto es, son vectores aleatorios independientes e idéntica-
mente distribuidos, con at ~ iVfc(Ofc, E0), donde 0fe es el vector cero de 
dimensión k y Ea es la matriz de varianza - covarianza contemporánea 
de los errores 
(°l 
0-12 »2 - »™ (2.2) 
en la cual <7¿j = Cov(au,ajt) para i¿j = l,...,k y af = Var(ait) 
paxa¿ = l,...,fc. 
Una forma equivalente de escribir el modelo (2.1) es como un 





C2k •  • °\l 
Zt- ¡j, = V(B)at (2.3) 
donde $(B) = Ik + + *2(B)
2 + - es un polinomio de re-
traso matricial, teóricamente infinito, que cumple con la igualdad PRONÓSTICOS RESTRINGIDOS 245 
n(B)*(5) = Ik. De esta manera, a partir de la representación 
VAR(p) se puede obtener la representación VMA pura, igualando los 
coeficientes de las potencias de B en la ecuación que relaciona a los 
dos polinomios. Cuando |II(x)| = 0 tiene sus raíces fuera del círculo 
unitario, se dice que la serie {Zt} es estacionaria y la expresión (2.3) 
está bien definida En cambio, cuando alguna raíz se encuentra sobre 
o dentro del círculo unitario, se dice que la serie no es estacionaria. 
En tal caso se supondrá que el proceso generador de los datos inició 
en algún punto finito del pasado con condiciones iniciales fijas. Con 
este supuesto el modelo VMA puro queda bien definido. 
Para que el modelo VAR incluya efectos de carácter determinístico 
en general, y no sólo al vector p, de la expresión (2.1), se escribe 
U{B)Zt = p + ADt + at (2.4) 
con Dt = (Dit,Dkt)' un vector de variables que se consideran fijas 
o predeterminadas, mediante el cual se desea capturar los posibles 
efectos de la estacionalidad, de intervenciones y de una factible ten-
dencia lineal. Para mayores detalles respecto a modelos VAR, VMA y 
VARMA, consultar Lütkepohl (1991). 
Cuando la serie de tiempo múltiple no es estacionaria, porque al-
sunas serie, ,„e la confín so» invadas de crien «no"» Lyor, 
conviene realizar análisis de cointegración. Con ello se puede verificar 
la existencia de relaciones de largo plazo entre las variables expre-
sadas en niveles, las cuales pudieran tener sentido de acuerdo con 
alguna teoría económica. En caso de existir cointegración en el sis-
tema, tanto los efectos de corto plazo de las variables expresadas en 
diferencias, como los de largo plazo que corresponden a las relaciones 
de cointegración de las variables en niveles, pueden incorporarse en 
un modelo VAR con corrección de errores (VEC), el cual toma la forma 
T{B)VZt = TÍ{l)Zt-i+n + kDt + at (2.5) 
con T{B) un polinomio de retraso de orden p, V = 1 - B el operador 
diferencia y 11(1) = ap', donde 0 es una matriz que define las rela-
ciones de cointegración y a es otra matriz que contiene los coeficientes 
de ajuste. 
El modelo VEC es útil principalmente para realizar análisis eco-
nómico, aunque también puede usarse para obtener pronósticos de 
valores futuros de las variables. De hecho, es este Último uso del 
modelo el que se intenta resaltar en nuestro trabajo. Debe notarse 
que, una vez estimados los parámetros del modelo (2.5), es factible 
deducir los valores estimados del modelo (2.4). Esto es importante 246 ESTUDIOS ECONÓMICOS 
subrayarlo, porque en la práctica es aconsejable estimar el modelo 
VEC por máxima verosimilitud (para lograr la máxima eficiencia es-
tadística posible), pero con fines de pronóstico es preferible utilizar 
la forma VAR (para aprovechar la recursividad en el cálculo de los 
pronósticos sucesivos). Así pues, aquí se supondrá que existe una 
representación de tipo VAR o de tipo VEC para las variables en estu-
dio y, en ambos casos, se hará uso de la forma VAR para aplicar la 
metodología de pronósticos restringidos. 
Para no entrar en esta sección en consideraciones respecto a la 
especificación o validación del modelo, supóngase que tanto el modelo 
como sus parámetros son conocidos. En la aplicación práctica que se 
muestra en la siguiente sección sí se tendrán en cuenta la especificación 
y validación del modelo de manera explícita. El vector de información 
Z = (Z[,Z'N)' contiene todos los datos disponibles de las series en 
estudio, mientras que ZF = (Z'N+1,Z'N_H)' denota al vector de 
H > 1 valores futuros que se desea pronosticar para cada serie, con 
origen en el tiempo N. Conocida solamente la información histórica, 
el pronóstico lineal óptimo de Z'N_h, en el sentido de error cuadrático 
medio (ECM) mínimo, está dado por 
E (ZN+h\Z) = HiJS (ZN+h-i\Z) (2.6) 
+... + UpE (ZN+h-p\Z) + ¡i + ADN+h 
y produce el vector de errores de pronóstico 
h-l 
ZN+h - E(ZN+h\Z) = V VjdN+h-i para h = 1,H (2.7) 
u 
Es de subrayar que esta expresión es válida tanto para series esta-
cionarias como para no-estacionarias. Además, el conjunto de errores 
de pronóstico puede resumirse mediante la expresión 
ZF - E (ZF\Z) = *aF (2.8) 
donde * es una matriz diagonal inferior por bloques de dimensión 
kH x kH, con elementos matriciales Ifc en la diagonal, *i en la 
primera subdiagonal, ¥2 en la segunda subdiagonal, y así sucesiva-
mente. El vector de errores aF = (a'N+1,a'N+H)' se distribuye 
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2.2. Fórmulas de cálculo de los pronósticos restringidos 
Para obtener pronósticos restringidos se supondrá que existe un vector 
de observaciones Y = (YltYM)', el cual proviene de una fuente 
externa al modelo de series de tiempo. Dicho vector está relacionado 
con el vector de valores futuros mediante la siguiente combinación 
lineal estocástica 
Y = CZF + u (2.9) 
donde u = {u1,...,uM)' es un vector aleatorio, que se supone tiene 
E(u\Z) = 0, de forma tal que las restricciones impuestas por Y son 
condicionalmente insesgadas, pero posiblemente inciertas, pues tienen 
asociada la matriz de varianza - covarianza Var(u\Z) = £„, aunque 
se permite que £u = 0. La matriz C es conocida, su dimensión 
es M x kH y es de rango M, con M < H. Dicha matriz contiene 
como filas las expresiones de las M combinaciones lineales que definen 
las restricciones. Por ejemplo, si el modelo es bivariado [k = 2) y 
sólo se desea imponer una restricción dada por y> del tipo de un 
promedio de H valores futuros de la segunda variable, entonces C* = 
variable sean iguales a „. Las dos restricciones se representan con 
los vectores fila c\ — (0, 0,1, 0) y c2 = (0,1,..., 0,1), que forman la 
matriz C = (¿,4)', mientras que Y = (2/1,2/2)'. 
A partir de las expresiones (2.4) y (2.9) y del supuesto de que 
E(aFu'\Z) = 0, Pankratz (1989) obtuvo el resultado que sigue, aun-
que previamente Doan, Litterman y Sims (1984) habían empleado 
In algoritmo para obtener en esencia igual Lulíado, en tJo que 
Sánchez (1988) usó el método de expectativas iteradas para concluir 
lo mismo. El pronóstico restringido óptimo de ZF está dado por 
ZF = E(ZF\Z) + A[Y -CE(ZF\Z)\ (2.10) 
con A = ^ {lH ® En) 9'C [C* {lH ® E„) *'C + Eu]
_1. Además, la 
matriz de ECM de este pronóstico es 
ECM {Zp^j = (IfcK - AC) * (1H ® E„) *' (2.11) 
El pronóstico ZF es más preciso que el pronóstico irrestricto 
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ECM [E (ZF\Z)] = ECM (¿p) + ACV {lH ® E„) donde AC% 
(lH ® E„) ¥' es una matriz semidefinida positiva. 
La bondad de combinar la información histórica con la adicional, 
mediante el pronóstico restringido, debe juzgarse principalmente des-
de un punto de vista empírico, pues no tendría sentido combinar 
fuentes de información que señalen comportamientos contradictorios 
de los valores futuros de la serie. Por ello es indispensable verificar 
la compatibilidad entre las dos fuentes de información, mediante la 
prueba estadística que se derivó en Guerrero, et al. (2002) y que fue 
estudiada acuciosamente por Gómez y Guerrero (2006). Para esto se 
utiliza el estadístico calculado 
Kcalc (2.12) 
= [Y -CE {ZF\Z)}' [C* (In- ® Ea) *'C + Eu]
-
1
 [Y - CE {ZF\Z)\, 
el cual debe compararse con valores de la distribución X\M-
 Est
a 
distribución surge de un resultado asintótico y en el supuesto de que 
los parámetros son conocidos, por lo tanto, debe considerarse como 
una aproximación a la verdadera distribución del estadístico K. 
Cuando el estadístico no produce un valor significativo, se llega 
a la conclusión de que ambas fuentes de información son compati-
bles. En contraste, cuando se rechace la compatibilidad se debería 
considerar, como una posible causa de ello, el que ocurrirá un cambio 
estructural en la serie durante el horizonte de pronóstico en conside-
ración. Además, debe destacarse que se permite que las restricciones 
no estén sujetas a incertidumbre, es decir, que se tenga £„ = 0 en 
las expresiones del pronóstico restringido, así como en el estadístico 
de compatibilidad. Si eso se hubiera planteado desde el principio, 
entonces otra alternativa viable en caso del rechazo de la hipótesis de 
compatibilidad, es que Eu ^ 0 . 
Por otro lado, el rechazo de la compatibilidad puede ser oca-
sionado porque sólo algunas de las restricciones impuestas sobre los 
valores futuros sean incompatibles con los pronósticos irrestrictos cor-
respondientes. Esta idea conduce a realizar pruebas parciales o in-
dividuales de compatibilidad, las cuales se basarían en estadísticos 
calculados que son de la forma 
Km,calc (2.13) 
= [Ym - cmE (ZF\Z)}
2[cm* (IH ® Ea) V'c'm + E„,m]
-
1 
y que deben compararse con una distribución x\. Desde luego, Ym, cm 
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corresponde a cada una de las restricciones originalmente planteadas, 
pero consideradas de manera individual. 
3. Modelo de pronóstico para algunas variables macroeco-
nómicas de México 
Las variables que serán utilizadas en este trabajo para construir el 
modelo que permita pronosticar sus valores futuros son las mismas 
que consideraron Guerrero, et al. (2002), excepto por el hecho de que 
ahora su periodicidad será mensual y no trimestral, como en aquel 
estudio. Es de subrayar el hecho de que el modelo contempla tres 
de las variables más comúnmente monitoreadas (aunque de manera 
informal) por los analistas en los medios de comunicación, el PIB, la 
inflación y la tasa de desempleo. Así pues, las variables a estudiar 
son (en el anexo se presentan los datos correspondientes): 
• Producto Interno Bruto en logaritmos (LPIB), en millones de 
pesos de 1993. Esta serie se construye, para uso interno del INEGI, 
a partir del Índice global de la actividad económica (IGAE) y del PIB 
trimestral, mediante el método de desagregación temporal propuesto 
en Guerrero (2003). 
cent-e^latoS" 
porción al dividirla entre 100. 
• Déficit de la balanza comercial (DEF), calculada como diferen-
cia de exportaciones menos importaciones, expresada originalmente 
en millones de dólares y transformada a millardos de dólares al di-
vidirla entre 1000. 
• Base monetaria real en logaritmos (LBASE), obtenida como 
cociente de la base monetaria (en millones de pesos) entre el hdice 
nacional de precios al consumidor. 
• Indice nacional de precios al consumidor en logaritmos (LIN 
PC) con base en la 2a. quincena de junio de 2002 = 100. 
• Indice de precios al consumidor de Estados Unidos en loga-
ritmos (LCPI), medida con el Consumer Price Index (CPI), base 
1982-1984 = 100. 
Adicionalmente, por necesidades que se mencionarán más adelan-
te, fue necesario considerar como variables alternativas de LIN PC y 
LCPI a las siguientes: 250 ESTUDIOS ECONÓMICOS 
• Inflación en los precios al consumidor de México en logaritmos 
(LINFMX), calculada como LINFMXt = log(l + INFMXt/100) 
donde se define INFMXt = 100(7NPCt - INPC^)/TNPCt_x. 
• Inflación en los precios al consumidor de Estados Unidos en 
logaritmos (LINFEU), calculada de manera similar a LINFMX. 
Conviene mencionar que, la transformación logartmica usada en 
las variables indicadas se aplicó, esencialmente, para estabilizar la 
varianza de la serie correspondiente. 
3.1. Análisis preliminar de los datos 
Los datos usados cubren el periodo de diciembre de 1996 a diciem-
bre de 2003, debido en particular a que la serie {TDAt} sólo con-
tiene datos para ese periodo con la misma cobertura de ciudades en 
la encuesta. Las series en primeras diferencias son, por lo tanto, de 
tamaño N = 84 meses. En la gráfica 1 se presentan las series {PIBA, 
{TDAt}, {DEFt} y {BASE^, correspondientes a las varilles oí 
ginales que, a simple vista, no muestran nivel constante. En cam-
bio, las series transformadas y diferenciadas {DLPIBA, {DTDAt}, 
{DDEFt} y {DLBASEt} ya parecen ser estacionarias en nivel, lo 
cual se corrobora con las pruebas de races unitarias reportadas en el 
cuadro 1. Las pruebas de races unitarias que se aplicaron son del tipo 
Dickey-Fuller aumentada (ADF), con la siguiente regresión genérica 
12 v 
VZt = a + /3t + ^2"/idit + 6oZt-i + ^¿jVZt-j + at (3.1) 
i=l j=l 
donde Z representa a cada una de las variables en consideración y 
las variables artificiales para capturar los efectos estacionales, dit, 
están centradas, i.e. toman los valores -1/12,... - 1/12,11/12, para 
sumar cero cada año. Debido a esto último, la inferencia asintótica 
asociada con las pruebas ADF no se ve alterada por la presencia de las 
variables artificiales (el lector interesado puede consultar Johansen, 
1995, p. 84, para ver un argumento similar aplicable a las pruebas de 
cointegración). De esta manera, la significancia estadstica reportada 
en los cuadros 1 y 2 surge al comparar los valores del estadÉtico 
ADF con los valores de tablas que no tienen en cuenta los efectos 
estacionales. En todos los casos, el número de retrasos de la regresión PRONÓSTICOS RESTRINGIDOS 251 
(3.1) se eligió de manera tal que el coeficiente del mayor retraso (p) 
fuera significativo, al menos al nivel del 10%. 
Cuadro 1 
Pruebas ADF para las series del modelo VAR 
Periodo 1996:12 - 2003:12 
Variable  V  Deterministas  ADF  Significancia 
(%) 
LPIB  6  Estacionalidad  1.6016  > 10 
TDA  1  Estacionalidad y constante  -2.1587  > 10 
DEF  4  Estacionalidad y constante  -3.1052  > 2.5 
LBASE  2  Estacionalidad  4.4257  > 10 
LINPC  3  Estacionalidad  1.2055  > 10 
LCPI  2  Estacionalidad  5.5862  > 10 
DLPIB  1  Estacionalidad y constante  -10.3045  < 1 
DTDA  1  Estacionalidad y tendencia  -9.1445  < 1 
DDEF  1  Estacionalidad  -8.5528  < 1 
DLBASE  5  Estacionalidad  -1.9119  < 10 
DLINPC  3  Estacionalidad  -1.4261  > 10 
DLCPI  10  Estacionalidad  -0.4494  > 10 
En lo que toca a las variables de precios (INPC y CPI), la 
gráfica 2 permite apreciar que incluso las series expresadas como di-
ferencias logarítmicas {DLINPCt\ y {DLCPIA, que podrían in-
terpretarse como inflaciones en los precios al consumidor, no son tan 
claramente estacionarias como debiera esperarse. Esto parece deberse 
a un cambio de nivel que se presentó en ambas series a finales del año 
2000. Una manera de verificar si se presentó dicho cambio estructural, 
que pudo haber afectado el nivel de las series, y por lo tanto su esta-
cionariedad, es con la aplicación de dos pruebas de raíces unitarias 
(la intuición que sustenta este enfoque es básicamente la que sustenta 
a la prueba de Chow para cambio estructural). 
Otra alternativa para determinar el grado de diferenciación apro-
piado para volver estacionarias las series pudo haber sido la aplicación 252 ESTUDIOS ECONÓMICOS 
de la prueba de Perron (1989), pero ésta no se aplicó por considerar-
la innecesaria, después de ver los resultados de las pruebas anterio-
res. Además, conviene notar que no se hicieron pruebas de raíces 
unitarias estacionales, ya que la idea es construir modelos de pronós-
tico, y para ello es preferible usar variables artificiales que capturen 
los efectos estacionales, en lugar de aplicar diferencias estacionales 
(véase al respecto Osborn, 1990). Los resultados de las pruebas de 
raíces unitarias que se muestran en el cuadro 2 para las variables 
LPIB, TDA, DEF, LBASE y LCPI, concuerdan con los mostra-
dos en el cuadro 1, en tanto que las conclusiones a las que se llega son 
las mismas. En cambio, hay discordancia respecto al orden de inte-
gración de la variable LINPC, pues al considerar el periodo completo, 
se concluye que sí es necesaria una diferencia más para volver esta-
cionaria la serie {DLINPCt}, mientras que con el periodo reducido 
no ocurre así. 
Gráfica 1 
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Gráfica 2 
Series originales y transformadas: INPC, CPI, INFMX e INFEU 
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Cuadro 2 
Pruebas ADF para las series del modelo VAR 
Periodo 1996:12 - 2000:12 
Variable  P  Deterministas  ADF  Significancia 
(96) 
LPIB  6  Estacionalidad y tendencia  -2.5292  > 10 
TDA  1  Estacionalidad  -1.7965  > 5 
DEF  4  Estacionalidad y constante  -1.4841  > 10 
LBASE  1  Estacionalidad  2.6848  > 10 
LINPC  1  Estacionalidad  1.1244  > 10 
LCPI  3  Estacionalidad  2.2780  > 10 
DLPIB  1  Estacionalidad y constante  -7.2080  < 1 
DTDA  2  Estacionalidad y constante  -7.4908  < 1 
DDEF  4  Estacionalidad  -2.2106  < 5 
DLBASE  5  Estacionalidad  -1.2460  < 10 
DLINPC  11  Estacionalidad y tendencia  -4.1930  < 1 
DLCPI  10  Estacionalidad y constante  -2.1281  > 10 PRONÓSTICOS RESTRINGIDOS 261 
Ya que en el periodo completo la serie {DLCPIt} requiere de 
otra diferencia para alcanzar la estacionariedad, y que {DLINPCt} 
necesita tendencia determinística, se decidió considerar también la 
posibilidad de trabajar con las series de inflación, en lugar de usar los 
índices de precios respectivos. Esto motivó la definición de las varia-
bles LINFMX y LINFEU descritas previamente. Para este caso, las 
pruebas de raíces unitarias correspondientes se muestran en el cuadro 
3, donde resulta claro que es necesario aplicar una diferencia más 
a {DLINFMXt} y {DLINFEUA para lograr la estacionariedad. 
Como consecuencia de esto surgió la necesidad de trabajar con dos 
especificaciones distintas del modelo VAR, que se denominarán A y B. 
La especificación A incluye las variables DLPIB, DTDA, DD 
EF, DLBASE, DLINPC y DLCPI, junto con variables artificiales 
para capturar la estacionalidad, así como la constante y una variable 
indicadora denominada cambio, que toma el valor 1 de diciembre de 
2000 en adelante, y es cero en otro caso. De esta forma, el modelo A 
considera los cambios de LPIB, TDA, DEF, LBASE, LINPC y 
LCPI como variables potencialmente endógenas, así como la existen-
cia de un cambio de nivel en diciembre de 2000. Por su lado, la especi-
ficación B tiene en cuenta las variables DLPIB, DTDA, DDEF, 
DLBASE, DLINFMX y DLINFEU, junto con variables artifi-
ciales para la estacionalidad y la constante. Por este motivo, las varia-
bles consideradas potencialmente endógenas, además de los cambios 
en LPIB, TDA, DEF y LBASE (igual que en A) son los cambios en 
las inflaciones LINFMX y LINFEU. Debe subrayarse que ninguna 
de las dos especificaciones considera a las series en niveles. Además, 
podría parecer que hay una contradicción al usar en B una diferencia 
para que {DLINFMXA sea estacionaria, porque {LINFMXt\ no 
lo es, mientras que A usa a {DLINPCt} comíí serie estacionaria, y 
se sabe que LINFMX = log(l + INFMX/100) w DLINPC. Esta 
aparente contradicción es ocasionada por el cambio de nivel en las se-
ries de inflación. De hecho, la compatibilidad entre ambas especifica-
ciones se logra al incluir la variable indicadora cambio en A. En cuanto 
a la especificación B, sólo fue necesario realizar las pruebas ADF con 
el periodo completo, pues no se observó ningún cambio estructural. 
Los resultados están en el cuadro 3, donde se observa con claridad 
que no es necesario aplicar más de una diferencia a DLINFMX y 
DLINFEU para lograr la estacionariedad. 
3.2. Estimación de modelos VAR 
Una vez decidido que el orden de integración de las variables debía ser 262 ESTUDIOS ECONÓMICOS 
1 para ambas especificaciones, A y B, se determinó el orden del VAR(P) 
mediante pruebas de razón de verosimilitudes, que produjeron los 
resultados contenidos en el cuadro 4. Ahí se aprecia que es hasta que 
se reduce el número de retrasos de 3 a 2 que se obtiene un estadístico 
significativo, lo cual conduce a emplear el orden p = 3. 
Cuadro 3 
Pruebas ADF para las series del modelo B 
Periodo 1996:12 - 2003:12 
Variable  V  Deterministas  ADF  Significancia 
(%) 
LINFMX  5  Estacionalidad y tendencia  -3.0140  > 10 
LINFEU  10  Estacionalidad  -0.5063  > 10 
DLINFMX  5  Estacionalidad  -4.8536  < 1 
DLINFEU  9  Estacionalidad  -5.4319  < 1 
Cuadro 4 
Elección del orden del modelo VAR con la especificación A 
Pruebas de razón de verosimilitudes de p vs. p-1 retrasos 
Orden p  6  5  4  3  2 
Estadístico x
2 (36)  35.13  45.17  37.64  47.98  79.55 
Significancia  0.51  0.14  0.39  0.09  0.00 
Al estimar el modelo VAR(3) se obtuvieron los resultados del 
cuadro 5. En él se observa que la variable externa DLCPI se puede 
considerar exógena respecto al resto de las variables del sistema, ya 
que no se explica por ninguna de las variables consideradas, excepto 
por sí misma, lo cual era de esperarse que ocurriera. En cambio, 
sus valores retrasados ayudan a explicar de manera significativa el 
comportamiento de DLPIB y, al ser esta última una de las variables 
más importantes del estudio, justifica la presencia de DLCPI en el 
modelo. Por su lado, DTDA tampoco se explica por los retrasos de 
otras variables del sistema, aunque sí ayuda a explicar la variabilidad 
de DDEF. Es por esto que se obtuvieron valores pequeños para el PRONÓSTICOS RESTRINGIDOS 263 
coeficiente de determinación ajustado por grados de libertad (R
2) en 
estas dos ecuaciones. 
En contraste, las variables DLPIB y DLBASE son las que 
mejor se explican dentro del sistema, y les sigue, en este sentido, 
DLINPC y DDEF, lo que brinda soporte empírico al modelo. Tam-
bién sobresale el hecho de que todas las variables, excepto DDEF, 
muestran una marcada inercia, ya que tienden a explicarse a sí mis-
mas a través de sus valores pasados. Además, la variable asociada 
con el cambio de nivel resulta ser estadísticamente significativa en las 
ecuaciones de DLBASE, DLINPC y DLCPI, lo cual se anticipaba 
que debía ocurrir en estas dos últimas. Asimismo, la estacionalidad 
se detecta con significancia en todas las variables, excepto en DTDA, 
y la constante sólo es significativa en las variables para las que el 
cambio estructural también es significativo. 
Para la especificación B, las pruebas de razón de verosimilitudes 
del cuadro 6 conducen a usar p = 5, pero los resultados de la es-
timación del modelo que se obtuvieron con esta elección no fueron 
aceptables (en particular DLINFEU resultaba explicada por las 
variables DDEF y DLINFMX). Por ello, se decidió usar nueva-
mente p = 3. 
Los resultados de la estimación del modelo VAR(3) con la especi-
ficación B se presentan en el cuadro 7. De nuevo la inflación externa 
se puede considerar exógena al sistema, y sólo sirve para explicar a 
DLPIB, los valores más pequeños del coeficiente R
2 se presentan 
en las ecuaciones de DTDA y DLINFEU, en general los valores de 
estos coeficientes son parecidos a los del cuadro 5. Una excepción im-
portante ocurre en la ecuación de DLINFMX, para la que se observa 
una baja sensible en explicación, aunque las variables explicativas de 
esta ecuación siguen siendo esencialmente las mismas que en la especi-
ficación A; debe recordarse que la especificación A usa diferencias de 
los índices de precios, mientras que la B usa diferencias de las infla-
ciones. Además, algo interesante por subrayar es que ahora DTDA 
aparece con efectos significativos para explicar a DLPIB y, a su vez, 
es explicada por esta variable. 
3.3. Análisis de cointegración y estimación de modelos VEC 
Para determinar posibles relaciones de cointegración en las variables 
expresadas en niveles, se llevaron a cabo las pruebas de Johansen, 
basadas en los estadísticos de la traza y del máximo eigenvalor (véase 
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de la especificación A se muestran en el cuadro 8. Este presenta los 
percentiles del caso II considerado por Maddala y Kim (1998, p. 214), 
es decir, cuando hay cointegración estocástica, de manera que los nive-
les de las variables pueden tener diferentes patrones de crecimiento, 
aunque presenten un patrón común de crecimiento estocástico. De 
aquí se concluye que, con nivel de significancia del 5%, sólo existe 
una relación de coíntégración. 
La relación de cointegración se presenta en la gráfica 3, donde 
se aprecia su comportamiento estacionario. Cabe aclarar que esta 
relación no necesariamente admite una interpretación económica, pe-
ro conviene tenerla en cuenta para evitar la confusión entre los efectos 
de corto y de largo plazo, e incorporarla en el modelo a través de un 
mecanismo de corrección de errores. Dicho mecanismo está dado por 
et = LPIBt-5.71TDAt+0.17DEFt+1.09LBASEt+0.10LINPCt-
6.ASLCPI*. El modelo VEC que incorpora la relación de cointegración 





zt-i + aet-i +V + ADt+et (3.2) 
Este modelo implica que las variables en diferencias no tienen la 
misma media, y por ello las variables en niveles pueden tener difer-
entes patrones de crecimiento. 
Los resultados de la estimación del modelo VEC para la especi-
ficación A aparecen resumidos en el cuadro 9. Ahí se observa que 
el mecanismo de corrección de errores ayuda a explicar el compor-
tamiento de DTDA, DDEF (y de DLCPI, aunque esto último no 
sea relevante). Además, en comparación con el cuadro 5 se tienen 
las siguientes cambios, DLPIB sirve ahora para explicar a DTDA, 
ésta pierde su poder explicativo sobre DDeI que a'su vez adquiere 
significancia para explicar a DLBASE y a sí misma; DLBASE ya 
no explica a DDEF y ahora DLINPC sí explica a DDEF. 
Para la especificación B, los resultados de las pruebas de Jo-
hansen se resumen en el cuadro 10. Con nivel de significancia del 5%, 
es claro que sólo existen dos relaciones de cointegración en el sistema, 
mismas que se muestran en la gráfica 4. Esas relaciones son: 
eu = LPIBt - 37.26TDAt + 1.10DEFt - 0.13LBASEt 
+12.58LINFMXt - UMLINFEUt 
y 
e2t = 0.58LPIBt - 1.8QTDAT + 0.02DEFt - 0.09LBASEt 
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Gráfica 3 
Relación de cointegración de la especificación A 
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Gráfica 4 
Relaciones de cointegración con la especificación B 
1997 1998  1999









1997 1998 1999 2000 2001 2002 2003 
En el cuadro 11 se presenta el resumen de resultados de la signifi-
cancia de las variables del modelo VEC(3) con especificación B. Ahí se 
observa que los mecanismos de corrección de errores contribuyen a la 
explicación de distintas variables, el primero a DDEF y DLBASE, 
y el segundo a DLPIB y DLINFEU, de manera que no concuerda 
con el efecto del mecanismo que aparece en la especificación A. Adi-
cionalmente, en comparación con los resultados del cuadro 9 (modelo 
VEC con especificación A) se aprecian valores relativamente parecidos 
de los coeficientes R
2, excepto para DLINFMX, que reduce su valor 
de 0.72 a 0.48 con la especificación B. 
Otra comparación que debe realizarse es la del cuadro 11 con 
los resultados del cuadro 7, ya que ahí se tiene la especificación B 
sin mecanismos de corrección de errores. En esta comparación se ob-
serva que los coeficientes R
2 son muy parecidos en general, y sólo 
es ligeramente mayor ahora para la variable DLINFEU que, básica-
mente, es útil para explicarse a sí misma. Además, DTDA deja de ex-
p.ic„ a y de Z expia p„ DLP,B ; DDEF can.Ma la «¿tad*. 
de DLBASE por su propia inercia y DLBASE, prácticamente, se 
vuelve exógena al sistema ya que sólo le afecta significativamente el 
primer mecanismo de corrección de errores. PRONÓSTICOS RESTRINGIDOS 271 
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3.4. Análisis de la capacidad predicüva de los modelos 
El uso fundamental que se pretende dar al modelo es el de pronóstico, 
es por este motivo que se realizó un estudio de la capacidad predictiva 
de las diversas alternativas en consideración. Las cuatro alternativas 
fueron: modelos VAR con especificaciones A y B, y modelos VEC 
con especificaciones A y B. El mejor modelo es el que proporciona 
los mejores pronósticos, de acuerdo con criterios estadísticos. Es de 
esperar entonces que dicho modelo produzca también los mejores es-
cenarios de pronósticos restringidos. 
Se realizó un análisis de los errores de pronóstico de las alter-
nativas mencionadas, sin incluir a la variable inflación externa, pues 
no interesaba obtener pronósticos de la misma. En todos los casos 
los pronósticos se obtuvieron con un origen inicial ubicado en 2002:6, 
para pronosticar desde ahí con horizontes de 1 hasta 12 meses por 
delante. Después se adelantó el origen un mes, se reestimó el mo-
delo y se volvió a pronosticar con el mismo horizonte. Esto se hizo 
así hasta llegar al último origen de pronóstico, ubicado en 2003:11 y 
desde donde sólo se produjo el pronóstico de un mes hacia delante. 
Se tuvieron entonces 18 pronósticos de un mes hacia delante, 17 de 
dos meses por delante, y así sucesivamente, hasta 7 pronósticos de 12 
meses por delante. Los errores de pronóstico respectivos surgieron al 
comparar los pronósticos con los datos observados de las variables, es 
decir, el error se definió como 
eT(h) = ZT(h) - ZT+h (3.3) 
donde ZT(h) es el pronóstico de la variable ZT+h con origen en r. 
Se calcularon entonces las siguientes medidas resumen de los er-
rores, para un horizonte fijo de h periodos y con diferentes orígenes 
Error medio: EM^^e^)/^, (3.4o) 
Raíz del error cuadrático medio: RECMh = yJj2r=i
er(f>)/Nh (3.46) 
y 
U de Theil: Uh = RECMlh/RECM0h (3.4c) 
donde RECMl corresponde al modelo en consideración y RECM0 
al modelo que se usa como base de comparación, el cual pronostica 
los valores futuros con la regla de "no cambio", esto es, el pronóstico 
h periodos por delante es el último valor observado de la serie en 
diferencias respectiva. Así se obtuvieron los valores de los cuadros 12 PRONÓSTICOS RESTRINGIDOS 273 
a 15, para las cuatro alternativas que se comparan. También se calculó 
el error absoluto medio (EAM), y su comportamiento fue muy similar 
al de la RECM, por lo cual se decidió no reportarlo. Esta decisión 
es congruente con la sugerencia de Granger (1996) de no reportar la 
RECM junto con el EAM, porque estas medidas son redundantes. 
Conviene recordar que EM es una medida de exactitud de los 
pronósticos, con la cual se observa si hay sub o sobre-estimación de 
los pronósticos. Valores positivos de EM indican que los pronósticos 
son mayores, en promedio, que los valores observados, y valores nega-
tivos indican lo contrario. Por su lado, la RECM es una medida de 
precisión absoluta, que sólo toma valores no-negativos, y mientras más 
cercana a cero sea indica que los pronósticos son mejores. Finalmente, 
la U de Theil es una medida de precisión relativa que toma valores 
no-negativos, y que debería mostrar valores menores a 1 para señalar 
q„e 4 ganarla e„ la precisión de! modelo propuesto, S^o a ia 
del modelo de "no cambio". El esfuerzo de construir el modelo para 
pronosticar se podría considerar inútil si los valores de la U de Theil 
son mayores o iguales que 1. 
Los resultados de los cuadros 12 y 13 permiten concluir que, en 
términos de exactitud, el modelo VAR brinda los mejores pronósti-
cos para DLPIB en el corto plazo. El modelo VEC permite obtener 
pronósticos más exactos para DLINPC y, en el corto plazo, para 
DLBASE, mientras que los resultados son similares para DTDA. 
En términos de precisión relativa, el VAR pronostica mejor a DLPIB, 
DLBASE y DLINPC, mientras que el VEC genera mejores pronós-
ticos para DTDA, y para DDEF en el largo plazo. Con base en 
estos resultados para la especificación A, el modelo que se consideró 
preferible es el VAR, principalmente por la precisión relativa de los 
pronósticos de las dos variables más relevantes del sistema, que son 
el PIB y la inflación. 
Los cuadros 14 y 15 permiten concluir con claridad que en la 
especificación B, el mejor modelo, tanto en términos de exactitud 
como de precisión es el VAR. 
3.5. Construcción de modelos bayesianos 
Con el fin de incrementar la capacidad predictiva de los modelos pre-
viamente elegidos se aplicó un enfoque bayesiano, lo cual dio origen 
a modelos del tipo BVAR. Este enfoque requiere de la asignación de 
una distribución a priori para los valores de los parámetros. La jus-
tificación para la distribución a priori en este contexto radica en que 274  ESTUDIOS ECONÓMICOS PRONÓSTICOS RESTRINGIDOS 275 276 ESTUDIOS ECONÓMICOS 
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co 278 ESTUDIOS ECONÓMICOS 
comúnmente los modelos VAR se encuentran sobreparametrizados, 
y con la distribución a priori se pueden asignar ponderaciones pe-
queñas a los parámetros que se consideren menos importantes. Por 
otro lado, debe subrayarse que el enfoque de imponer restricciones so-
bre los parámetros con una distribución a priori, sólo es válido para 
sistemas que admitan la representación de modelo VAR, y no para 
sistemas donde aparezca la cointegración en el modelo (véase al res-
pecto Hamilton, 1994, cap. 19). En el presente caso, esta condición 
no es demasiado restrictiva ya que, como se vio al analizar la capaci-
dad predictiva, los mejores modelos resultaron ser los VAR, de manera 
que no se pierde en este sentido al no considerar los modelos VEC en 
lo sucesivo. Sin embargo, sí se pierde en términos de explicación del 
fenómeno, al no distinguir entre efectos de corto y largo plazo y, por 
lo tanto, se debe aceptl excitáronte esta péjida 5. explicó», 
en aras de ganancia en los pronósticos, que es lo que más importa en 
este trabajo. 
Para entender cómo se elige la distribución a priori, considérese 
la ¿-ésima ecuación del modelo VAR de la expresión (2.4), esto es 
Zi¿ = HLl *W
ZM-r
 + ^ +
 DM
A¿ + °<>* (
3-
5) 
donde * es el índice de la ecuación en turno, j el de la variable ex-
plicativa y reí del retraso. Los ?r¿ son los coeficientes de la matriz de 
polinomios de retraso U(B), d es el vector de variables deterministas y 
A es su respectivo vector de coeficientes, que corresponden al término 
ADt de (2.4). Los coeficientes son ahora aleatorios, con distribuciones 
*iti,r ~ N(M^r, ^ ) e independientes entre sí. La selección de los 
hiperparámetros Mi;J> y S^r se debe realizar de manera muy sim-
óle pues existen pk
2 medias y otras tantas desviaciones estándar por 
mmmm 
Para elegir los hiperparámetros se aplica la regla de que a las 
variables deterministas se les asigna una a priori no-informativa y a 
las otras variables se les asigna una desviación estándar definida como 
Si,j,r = hg(r)f{i,j)}si/sj (3.6) PRONÓSTICOS RESTRINGIDOS 279 
donde Si es la desviación estándar residual de una autorregresión uni-
variada de la variable i. Los elementos 7 g(r) y f(i,j) determinan 
la desviación estándar como sigue: 7 permite asigné Incertidumbre 
de manera global, g{r) controla la incertidumbre relativa del r-ésimo 
retraso respecto al primero y f(i,j) es una función que asigna incer-
tidumbre a la pésima variable en la Pésima ecuación Por su lado, el 
cociente SÍ/SJ sirve para controlar el efecto de diferentes unidades de 
las variables. Se eligió entonces la siguiente función de decaimiento 
armónico, que refleja la intuición de que los coeficientes serán más 
cercanos a cero conforme el retraso sea de orden mayor 
g(r) = r~
d (3.7) 
con d una constante que debe ser elegida. Asimismo, por sencillez, 
se decidió usar la siguiente función que define a una distribución a 
priori simétrica, 
f{i, j) = 1 si i=j y f(i,j) = w en otro caso, (3.8) 
con w una constante por ser elegida. Con esta función se representa la 
incertidumbre de las variables distintas de la Pésima en la ecuación i. 
Determinar la distribución a priori se reduce a decidir los valores de 
7,(iyíB. Para cada una de estas constantes se ensayaron dos distintos 
valores, buscando mejorar la capacidad predictiva de los dos modelos 
VAR previamente construidos. Así se generó el diseño experimental 
del cuadro 16. 
Cuadro 16 
Combinaciones de las constantes de la 
distribución a priori simétrica 
Combinación  Valores de las constantes 
7  d  w 
1  0.1  1.0  0.5 
2  0.2  1.0  0.5 
3  0.1  0.5  0.5 
4  0.2  0.5  0.5 
5  0.1  1.0  0.8 
6  0.2  1.0  0.8 
7  0.1  0.5  0.8 
8  0.2  0.5  0.8 280 ESTUDIOS ECONÓMICOS 
Los valores de las constantes que forman las combinaciones son 
los usados típicamente en los ejemplos del paquete RATS versión 5 
(distribuido por Estima, www.estima.com), con el cual se realizó el 
trabajo connacional de este trabajo. Los cuadros 17 y 18 resumen 
los resultados de los pronósticos de los ocho modelos BVAR con la 
especificación A. Por brevedad, solamente se muestran ahí los resul-
tados para las dos variables de mayor interés. 
En estos cuadros se usó el supraíndice a para indicar la com-
binación que brindó el mejor resultado y b para la segunda mejor 
combinación, en los tres plazos considerados: corto, medio y largo. 
De acuerdo con el cuadro 17, y dando preferencia al plazo corto so-
bre el medio, y al medio sobre el largo, el ordenamiento de las tres 
mejores combinaciones fue 8, 6 y 5. El correspondiente ordenamiento 
del cuadro 18 condujo a las combinaciones 8, 4, y 6. Así, tanto en 
exactitud como en precisión, la mejor combinación de valores para la 
distribución a priori fue la 8 (o sea, 7 = 0.2, d = 0.5 y w = 0.8). 
En los cuadros 19 y 20 se presentan los resultados obtenidos 
para la especificación B. De manera similar a como se compararon 
los resultados con los cuadros previos, ahora se encontró que el orde-
namiento de las mejores combinaciones del cuadro 19 es 3, 7, 1, 5, 8 
y 4, el ordenamiento que surge del cuadro 20 es 4, 8, 2, 6, 3 y 5. En 
este caso no estaba claro cuál era la mejor combinación para generar 
pronósticos con buena exactitud y buena precisión. Por lo mismo, 
se mantuvieron como viables las combinaciones mostradas, y los re-
sultados que se obtuvieron de la bondad de los pronósticos para las 
demás variables ayudaron a discriminar entre ellas. Por tal motivo, 
fue necesario analizar varios resúmenes similares a los del cuadro 21. 
El cuadro 21 corresponde a la combinación 8 (7 = 0.2, d = 0.5 
en exactitud como en precisión, para todas las variables. El modelo 
elegido produjo los resultados del cuadro 22. En contraste con el 
cuadro 5 para el modelo VAR(3) de la especificación A, los coeficientes 
R
2 mejoraron ligeramente para DLCPI, DTDA y DLINPC, y son 
prácticamente iglales para las otras variables. SÓIIDLPIB y DIEF 
presentan efectos significativos de otras variables y, con excepción de 
DDEF y DLBASE, todas muestran una clara inercia, atribuible a 
la distribución a priori utilizada. Finalmente, el cambio estructural 
sólo muestra efectos significativos en las variables de precios, como se 
intuía desde el inicio del estudio. 
El ajuste logrado se puede visualizar en las gráficas 5 y 6, las 
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más importantes y complementan la medición del ajuste que brindan 
los coeficientes R
2. Además, es interesante notar que hay residuos es-
tandarizados con valores mayores que 3 unidades (lo cual se considera 
un evento raro) en los meses 1997:04 y 2002:04 en la serie {DLPIBt\, 
y en 1999:12 en {DLBASEt} (no mostrada gráficamente). La causa 
de esto es atribuible a que la Semana Santa de 1997 y 2002 cayeron en 
marzo, por lo que el PIB de abril de esos años alcanzó valores mayores 
que lo esperado, pues regularmente la Semana Santa es en abril. Por 
su lado, la base monetaria creció más de lo esperado en diciembre de 
1999 debido al efecto del año 2000, ya que los bancos demandaron 
dinero en exceso para cubrirse ante posibles fallas en los equipos de 
cómputo, que pudieran surgir por el cambio de milenio. 
Gráfica 5 








1997 1998 1999 2000 2001 2002  2003 
Serie DLPIB observada y estimada (escala transformada) 288  ESTUDIOS ECONÓMICOS 
Gráfica 5 
(continuación) 
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1997 1998 1999 2000 2001 2002 2003 
Residuos estandarizados 
Una inspección visual de las gráficas 5 y 6 permite apreciar que 
la varianza residual se comporta razonablemente estable al paso del 
tiempo, excepto cuando ocurren los residuos con valores mayores a 
tres desviaciones estándar, ya mencionados. Asimismo, sólo unos 
cuantos residuos estandarizados están fuera de las bandas de -2 a 2, 
lo cual ocurriría con una probabilidad cercana al 5% si el supuesto de 
normalidad de los errores del modelo fuera satisfecho. Esto conduce 
a esperar que alrededor de 4 residuos estén fuera de dicha banda, de 
acuerdo con el supuesto de normalidad. 
Aun cuando el modelo se usará únicamente con fines de pronós-
tico, conviene saber hasta qué punto son satisfechos los supuestos 
estadísticos subyacentes, parí vaLar la inferencia que se realíe. Por 
ello, en el cuadro 23 se presentan algunas estadísticas descriptivas de 
los residuos, así como la desviación estándar residual (Ba) de cada 
ecuación del modelo. Se puede ver que el supuesto de normalidad no 
se satisface en el caso de DLPIB y DLBASE, según lo señala la sig-
nificancia del estadístico de Jarque-Bera, debido a que la kurtosis es 
demasiado grande, lo cual se debe a la presencia de los datos atípleos 
de 1997:04 y 2002:04 en DLPIB y de 1999:12 en DLBASE. No obs-
tante, se decidió no modificar dichas observaciones, pues se considera 290 ESTUDIOS ECONÓMICOS 
que no afectarán a los pronósticos de las variables del sistema. Los 
estadísticos Q de Ljung y Box toman valores grandes, e indican con 
ello la presencia de autocorrelación residual en todas las variables, ex-
cepto en DLINPC. Esto es debido al uso de la distribución a priori, 
que provocó carencia de especificación en las ecuaciones, la cual se 
refleja como autocorrelación, pero no conviene tratar de corregirla 
porque ello afectaría la capacidad predictiva del modelo. 
Cuadro 23 
Estadísticas descriptivas de los residuos del modelo BVAR(3) 







DLPIB  .0109  .79  2.36  27.30  .00  36.49 
DTDA  .0027  -.16  -.67  1.85  .40  29.49 
DDEF  .1778  .19  -.57  1.62  .45  33.33 
DLBASE  .0246  .79  4.40  73.66  .00  26.06 
DLINPC  .0025  .16  .45  1.01  .60  15.60 
DLCPI  .0018  -.06  .41  .63  .73  52.01 
4. Aplicación de pronósticos restringidos con el modelo BVAR 
En esta sección se presenta una aplicación del procedimiento de moni-
toreo, con apoyo en el modelo BVAR recién desarrollado. Para ello, se 
hace referencia a las metas propuestas por el Gobierno de México para 
el año 2004, las cuales aparecen en un documento oficial publicado 
por .» SeceLn', de Hacienda y Crédito Público (véase SHc'p, 2003). 
En dicho documento se establecieron, entre otras, las siguientes dos 
metas: crecimiento real del PIB, 3.1% e inflación dic./dic, 3.0%. 
4.1. Escenario con datos hasta diciembre de 2003 
Para incorporar las metas en los pronósticos se requiere definir el 
vector Zp = (Z'N+1,Z'N+H)' que será pronosticado, con origen 
eniV = diciembre de 2003, y donde H = 12 meses será el hori-
zonte de pronóstico a considerar. De esta manera, el vector Z = 
(Z[,Z'N)' contiene todos los datos históricos disponibles y el vector PRONÓSTICOS RESTRINGIDOS 291 
Y = (Yt, ...,YM)' contiene sólo M = 2 elementos, que están asocia-
dos con las metas a través de la expresión Y = CZF + u, en donde 
el vector de errores será considerado u = 0, para asegurar que las 
metas se alcancen con certidumbre. La matriz C es de dimensión 
M x kH = 2 x 72 y se especifica de acuerdo con el tipo de restric-
ciones por imponer. 
En el presente caso, en términos de la variable DLPIB y supo-
niendo que el crecimiento del PIB real se mide de la forma dic./dic, 
se tiene lo siguiente 
DLPIBEne04 + ...+DLPIBDicoA = log(PIBDic04:) (4.1) 
- log(PIBDic03) = log(PIBDic04/PIBDic03) = log(l+r£¡[£) 
donde r£¿£ es la tasa de crecimiento del PIB durante 2004. Por lo 
tanto, la primera restricción a imponer sobre los pronósticos es que 
DLPIBEne04 + ... + DLPIBDic0i = log(l + 0.031) (4.2) 
De igual manera, para la inflación se tiene que 
DLINPCEne0A + ... + DLINPCDic04 (4.3) 






Estas expresiones pueden escribirse como 
ciZF = (4.4) 
(1,0, 0, 0, 0,0 1, 0, 0,0, 0,0 ... 1,0,0,0, 0,0)(Z'N+l, Z'N+2, ...,z'N+Hy, 
C-ZZF — 
(0,0,0,0,1,0 0,0,0,0,1,0 ... 0,0,0,0,1,0)(Z'N+1, z'N+2,z'N+Hy 
con Z'N+H = (DLPIBN+h,DTDAN+h,DDEFN+h,DLBASEN+h, 
DLINPC'N+H, DLCPlN+h) para h = 1,H. 
Ahora bien, el crecimiento del PIB no se mide como crecimiento 
de dic. 2004 respecto a dic. 2003, sino como crecimiento promedio 
(promedio 2004/promedio 2003). Es decir, la fórmula que se debe 
usar para calcular el crecimiento es 
[(PIBEne04 + ... + PIBDic0i)/12} (4.5) 
/{(PIBEne03 + ... + PIBDic03)/12] = 1.031 292 ESTUDIOS ECONÓMICOS 
Esta forma de medir el crecimiento, no se puede expresar como 
combinación lineal de los valores futuros de la variable DLPIB que 
aparece en el modelo. Por esta razón, fue necesario utilizar un método 
de aproximación numérica para imponer la meta del PIB como restric-
ción. Es decir, en principio se fijaron las dos metas por alcanzar en 
términos de (4.2) y (4.3), y se observó que un crecimiento dic. 2004 
respecto a dic. 2003 de 3.1% equivalía a un crecimiento promedio 
de 3.744%. En consecuencia, se redujo la meta de crecimiento me-
dido con la expresión (4.2) por ensayo y error, hasta observar que con 
1.905% de crecimiento dic./dic. se alcanzaba el crecimiento promedio 
de 3.1% buscado. 
La prueba de compatibilidad para verificar que las metas son con-
gruentes con la información histórica arrojó como resultado el valor 
Kcalc = 0.72 que, al compararse con tablas de la distribución Ji-
cuadrada con 2 grados de libertad, produjo el nivel de significancia 
de 70% (el cual es aproximado, según se indicó en la sección anterior, 
debido i que los parámetros son estimados), de manera que no había 
razón alguna para dudar de la compatibilidad entre las dos fuentes 
de información y, por ende, las metas se podían considerar razonables 
desde un punto de vista estadístico. Los resultados de los pronósticos 
restringidos para las variables PIB e INPC (en las escalas transformada 
y original) pueden apreciarse en los cuadros 24 y 25. Se presentan 
íambTén los errores estándar de los pronósticos, aunque únicamente 
en la escala transformada, porque ahí es donde el modelo es válido. 
Los errores estándar de los pronósticos irrestrictos aumentan su valor 
conforme el horizonte de pronóstico se eleva, cosa que no necesaria-
mente sucede con los de los pronósticos restringidos. Además, se 
observa que los errores estándar para los pronósticos restringidos son 
siempre menores o iguales que los de los irrestrictos, debido al uso 
de la información adicional en forma de las metas económicas. Por 
otro lado, los pronósticos restringidos cumplen exactamente con las 
restricciones impuestas por las metas (los crecimientos anuales del 
PIB y del INPC, respectivamente), como era de esperar, puesto que no 
hay incertidumbre involucrada en las metas. 
Los pronósticos irrestrictos y restringidos de las dos variables 
más importantes del sistema se muestran en las gráficas 7 y 8. Estas 
gráficas son importantes porque permiten además apreciar la incer-
tidumbre en los pronósticos, la cual sólo puede ser calculada en la 
escala transformada y permite obtener las bandas de 90% de proba-
bilidad con la expresión 
ijv+fc ± 1.645é para/i = !,...,# (4.6) PRONÓSTICOS RESTRINGIDOS 293 
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donde ZN+h es el pronóstico restringido puntual de una de las varia-
bles del vector Z, 1.645 es el punto porcentual superior del 95% de 
la distribución normal estandarizada y e es el correspondiente error 
estándar del pronóstico. 
Los pronósticos restringidos en la escala original se obtienen al 
aplicar la transformación inversa a los pronósticos generados en la es-
cala transformada. Por ejemplo, en el caso de la variable PIB, su trans-
formación consistió en aplicar primero el logaritmo y tomar después la 
diferencia de los logaritmos paía obtener DLPIB. La transformación 
inversa consiste, entonces, en sumar los valores de DLPIB y aplicar 
la exponencial a dicha suma, para obtener el PIB. En las gráficas en 
la escala transformada se observa que todos los pronósticos irrestric-
tos se encuentran dentro de las bandas de 90% de los pronósticos 
restringidos, lo cual se interpreta como corroboración del resultado 
obtenido con el estadístico K de compatibilidad conjunta. Que haya 
compatibilidad en la escala transformada induce a pensar que debe 
ocurrir lo mismo en la escala original, aunque no hay un mecanismo 
estadístico formal que permita validar la compatibilidad en la escala 
original. En consecuencia, tanto las metas como la inferencia, son 
estrictamente válidas para las variables en la escala transformada. 
4.2. Escenario con datos disponibles a fines de abril de 2004 
El monitoreo dinámico que surge con la metodología de pronósti-
cos restringidos permite verificar que las metas siguen siendo viables. 
Ahora se hará uso de los datos disponibles al día 27 de abril de 2004. 
En el cuadro 26 se muestran los datos originales de las variables. 
Cuadro 26 
Datos disponibles, adicionales a los empleados 
en la construcción del modelo, 2004 
Mes  Variable 
PIB  TDA  DEF  BASE  INPC  CPI 
Ene  1,502,267.201  3.81  -192.9  2,585,644.895  107.661  185.20 
Feb  1,496,314.757  3.92  -52.5  2,525,903.495  108.305  186.20 
Mar  —  3.86  —  2,460,841.367  108.672  187.40 296 ESTUDIOS ECONÓMICOS 
Gráfica 7 
Pronósticos irrestrictos y restringidos en las escalas transformada 
(DLPIB) y original (PIB). Datos hasta diciembre de 2003 
Pronósticos irrestrictos y restringidos de DLPIB 
Pronósticos irrestrictos y restringidos de PIB 
Flujos en millones de pesos, a precios de 1993 
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Gráfica 8 
Pronósticos irrestrictos y restringidos en las escalas transformada 
(DLINPC) y original (INPC). Datos hasta diciembre de 2003 
Pronósticos irrestrictos y restringidos de DLINPC 
Pronósticos irrestrictos y restringidos de INPC 
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Los datos del cuadro 26 fueron empleados como restricciones, 
no sujetas a incertidumbre, que debían cumplir los valores "futuros" 
de las variables durante el año 2004. Así, en total se impusieron 
18 restricciones: las dos metas del PIB y la inflación, más las 16 
restricciones impuestas por los valores observados de las variables. En 
primer término, se observó que el valor previamente utilizado (1.905% 
de crecimiento dic./dic. del PIB) producía un crecimiento promedio 
de 3.327% mientras que el crecimiento dic./dic. de 1.408% produjo 
el valor 3.1% como crecimiento promedio equivalente. 
Se calculó entonces el estadístico de compatibilidad cuyo resul-
tado, Kcaic = 17.06, produjo significancia (aproximada) de 52% al 
compararlo contra la distribución Jz-cuadrada íon 18 grados de liber-
tad. En consecuencia, no había duda de que las metas seguían siendo 
estadísticamente viables, aun con los nuevos datos observados de las 
variables. Los pronósticos restringidos del PIB y del INPC se muestran 
en el cuadro 27. Los pronósticos irrestrictos no se presentan, ya que 
no cambian respecto a los de los cuadros 24 y 25. En el cuadro 27 se 
puede apreciar que los errores estándar son cero para los pronósticos 
de los meses en que ya se conoce el dato, lo cual asegura que el dato 
en ambas escalas (transformada y original) permanezca sin cambio. 
Con fines de monitoreo, conviene analizar las diferencias en-
tre los valores observados y sus pronósticos restringidos previamente 
obtenidos. Esto se realiza con los datos que se muestran en el cuadro 
28, donde se presentan las estadísticas t para probar las hipótesis 
individuales H0: la diferencia entre cada valor observado y su corres-
pondiente pronóstico restringido es igual a cero. Como distribución 
de referencia asintótica se utilizó la normal estandarizada. De este 
cuadro se deduce que, ningún dato observado para enero discrepó 
significativamente de su valor pronosticado. 
De la misma forma como se construyó el cuadro 28, se elabo-
raron los cuadros 29 y 30. En ellos se aprecia que ninguno de los 
valores observados en febrero o en marzo discrepa de sus pronósticos 
restringidos de manera significativa, por lo cual se concluye que, el 
conjunto de variables se comporta de acuerdo con lo esperado, para 
el cumplimiento de las metas económicas. 
De hecho, los cuadros 28, 29 y 30 no proporcionan información 
adicional relevante, puesto que el estadístico de compatibilidad ya 
había señalado que existe compatibilidad de la historia con las restric-
ciones impuestas (metas y datos observados hasta el día 27 de abril 
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Cuadro 28 
Monitoreo de las variables transformadas 
con datos a enero de 2004 
Valor  DLPIB  DTDA  DDEP  DLBASE  DLINPC  DLCPI 
Observado  -.0448  .0085  .9937  -.0930  .0062  .0049 
Pronosticado  -.0519  .0065  .6917  -.0971  .0068  .0037 
Error estánd.  .0096  .0025  .1627  .0225  .0021  .0016 
Estadística t  .74  .80  1.86  .18  -.29  .75 
Cuadro 29 
Monitoreo de las variables transformadas 
con datos a febrero de 2004 
Dato  DLPIB  DTDA  DDEF  DLBASE  DLINPC  DLCPI 
Observado  -.0040  .0011  .1404  -.0234  .0060  .0054 
Pronosticado  .0013  .0018  .2195  -.0464  .0020  .0040 
Error estánd.  .0104  .0026  .1734  .0235  .0025  .0017 
Estadística t  -.51  -1.12  -.46  .98  1.60  .82 
Cuadro 30 
Monitoreo de las variables transformadas 
con datos a marzo de 2004 
Dato  DLPIB  DTDA  DDEF  DLBASE  DLINPC  DLCPI 
Observado  —  -.0006  —  -.0261  .0034  .0064 
Pronosticado  .0395  -.0008  -.0792  .0151  .0022  .0048 
Error estánd.  .0111  .0026  .1764  .0238  .0025  .0018 
Estadística t  .08  —  1.73  .48  1.33 
4.3. Monitoreo en condiciones de incompatibilidad 
Con fines meramente ilustrativos, del tipo de situaciones que pudieran 
presentarse durante el monitoreo dinámico del cumplimiento de las 
metas, considérese el caso hipotético en que el dato observado de la PRONÓSTICOS RESTRINGIDOS 301 
variable DEF hubiera sido más extremo que el observado en enero de 
2004. Es decir, supóngase que el valor alcanzado por esta variable fue 
DEFEneo4 = 0.0, mientras que los demás valores observados son los 
que se muestran en el cuadro 26. En este caso se obtiene como valor 
calculado del estadístico de compatibilidad Kcatc = 28.71, cuya sig-
nificancia alcanzada es de 5%. Este hecho conduciría al rechazo de la 
compatibilidad conjunta de todas las restricciones con la historia, y a 
realizar entonces el monitoreo de cada variable de manera individual. 
Los resultados del cuadro 28 permanecerían intactos, excepto para la 
variable DDEF. El valor observado de esta variable en enero de 2004 
sería 1.1866 que, comparado con su pronóstico irrestricto (0.6917) y 
su correspondiente error estándar (0.1627), produciría como resultado 
el estadístico t = 3.04, que indica una diferencia significativa entre el 
valor observado y el pronosticado. Con ello se habría encontrado que 
el valor observado de DEF es la causa de la incompatibilidad con-
junta. Desde luego, esto implicaría que algo extraño ocurrió en el 
listen» económico* ^ e! Jdelo nologró captura,, y oue sena..™ 
la posible necesidad de modificar la especificación del modelo. 
Otra situación de incompatibilidad que es previsible pudiera pre-
sentarse, es aquella en que las metas económicas sólo se alcanzan en un 
escenario que discrepa significativamente del que muestran los pronós-
ticos irrespetos. Para ilustrar este caso, supóngase que los objetivos 
por alcanzar durante el año 2004 son: crecimiento real del PIB de 5.7% 
e inflación dic./dic. de 2.0%. Dichas metas son bastante más opti-
mistas que las planteadas por el gobierno de México, y conducirían 
a obtener el estadístico kL = 6 00 que, al compararse con la dis-
tribución Jz-cuadrada con 2 grados de libertad, indicaría rechazar la 
compatibilidad con nivel de significancia de 5%. La pregunta ahora es 
si la incompatibilidad conjunta es ocasionada sólo por una de las dos 
metas, o si son las dos metas las que producen, de manera individual, 
el rechazo de la compatibilidad. 
Para responder a la pregunta planteada se calcularon los estadís-
ticos KiyK2, correspondientes a los casos en que se impone cada una 
de las metas por separado, como se indica en la expresión (2.13). Si 
se impone la meta del PIB (5.7% de crecimiento promedio o, equiva-
lentemente, 6.8% de crecimiento dic./dic.) se obtiene K, ca c = 5.73 
con 1 grado de libertad, lo que produce significancia de 0.02 e indica 
rechazo de la compatibilidad. En cambio, si la restricción se impone 
sobre la inflación únicamente (2% dic./dic), el estadístico resultante 
es K2,calc = 0.65, cuya significancia de 0.42 no permite rechazar la 
hipótesis de compatibilidad. En resumen, en este ejemplo la causa 
de la incompatibilidad es fundamentalmente ocasionada por la meta 302 ESTUDIOS ECONÓMICOS 
de crecimiento del PIB, pero esto no es posible determinarlo sólo con 
el estadístico K de compatibilidad conjunta, sino con el uso de los 
estadísticos de compatibilidad de tipo parcial, Km. 
Podría también llegar a presentarse otra situación, en donde las 
metas planteadas sean incompatibles con la información histórica, por 
su extrema rigidez, en cuyo caso sería razonable asignar incertidumbre 
a las restricciones. Tal situación podría ocurrir cuando la autoridad 
gubernamental correspondiente se refiera a alguna meta propuesta, 
digamos de inflación, no como de 3% exactamente, sino como de "3% 
más menos un punto porcentual". Con ello se establecería como meta 
un intervalo para la inflación que cubriría los valores de 2% a 4% con 
alta probabilidad, digamos de 95%. De tal afirmación probabilística 
podría determinarse 'aunque sea de manera aproximad^ la varianza 
asociada con la restricción. Esta varianza se puede incluir entonces 
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 d,£S£í ™SLén la posibilidad de que las metas 
sean incompatibles con la información histórica, no porque las metas 
se puedan considerar inciertas o erróneas, sino porque se prevé una 
modificación del comportamiento futuro de alguna(s) variable(s) del 
modelo. Esto podría suceder si se anticipa la ocurrencia de algún 
cambio en las condiciones económicas durante el horizonte de pronós-
tico, por ejemplo, ocasionado por una reforma energética. De ser éste 
el caso que seVesente, la incompatibilidad se debí eliminar permi¬
tiendo que la(s) trayectoria(s) futura(s) de la(s) variable(s) afectadas 
por el élmbio itr/ctural se modifiqué) deVlguna manirá precon¬
cebida. En Guerrero (1991) se muestra cómo incorporar el cambio en 
la trayectoria futura de una variable, ya sea de manera determinística 
o estocástica, para obtener los pronósticos restringidos. 
5. Conclusiones y recomendaciones 
El procedimiento de monitoreo que se presenta en este trabajo pre-
tende servir de base para un sistema que permita decidir, desde un 
punto de vista estadístico formal, si las metas propuestas por las au-
toridades gubernamentales son razonables y si su cumplimiento se 
mantiene al paso del tiempo. Para lograr esto se requiere de un mo-
delo que produzca pronósticos confiables, tanto por su exactitud como 
por su precisión. La metodología parte del modelo en forma reducida, 
aunque su forma original pudo ser la de un modelo estructural, la de 
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El modelo para las variables macroeconómicas consideradas fue 
originalmente un VAR con dos especificaciones distintas, las cuales di-
fieren respecto al uso de: 1) los índices de precios o 2) las inflaciones, 
de México y de Estados Unidos. Después de realizar análisis de coin-
tegración se construyeron dos modelos de tipo VEC, para tener en 
cuenta los mecanismos de corrección de error asociados con las rela-
ciones de cointegración detectadas en los datos. El objetivo no fue 
realizar análisis económico con tales modelos, sino mejorar la capaci-
dad predictiva de los modelos VAR previamente construidos, al tener 
en cuenta explícitamente las relaciones de largo plazo. 
Al efectuar el análisis de los pronósticos se descartó a los modelos 
VEC, ya que los pronósticos de los VAR resultaron ser mejores. Des-
pués se construyeron modelos de tipo BVAR. Se usó así una distribu-
ción a priori especificada de manera tal que, produjera pronósticos 
óptimos en términos de EM y ECM. La especificación obtenida em-
plea los índices de precios y no las inflaciones de México y de Estados 
Unidos. Al verificar los supuestos estadísticos que respaldan al mode-
lo, se encontró que había observaciones atípicas en el PIB y en la base 
monetaria real De hecho, las atipicidades en el PIB ocurren cuando 
la Semana Santa es en marzo y no en abril. Esto debe subrayarse 
porque en años futuros se presentará nuevamente esa situación. 
El método propuesto se usó para verificar la viabilidad de las 
metas del PIB y la inflación para el año 2004, anunciadas por el go-
bierno de México a fines del año 2003. Como un primer resultado 
se obtuvo que, el crecimiento de 3.1% del PIB y el 3% de inflación sí 
eran viables, de acuerdo con los datos observados hasta diciembre de 
2003 (esta conclusión no refleja la visión que tuvieron las autoridades 
al proponer las metas, porque los datos disponibles en ese momento 
no incluían más allá del mes de octubre). Aunque el método está 
diseñado para combinar los pronósticos irrestrictos con información 
adicional dada en forma de combinaciones lineales de los valores fu-
turos de las variables, en la presente aplicación la meta sobre el PIB no 
era del tipo de combinación lineal. Sin embargo, igualmente se pudo 
incorporar la información adicional mediante un método iterativo de 
carácíer numérico. 
Posteriormente, se volvió a utilizar el método para verificar la 
factibilidad de las metas, con datos observados a fines de abril de 2004. 
De nueva cuenta se observó que las metas seguían siendo factibles y 
se confirmó que las variables del modelo no habían sufrido ningún 
cambio estructural estadísticamente significativo. Por completez de 
este trabajo, la última sección incluye algunos ejemplos hipotéticos de 
incompatibilidad entre fuentes de información histórica y adicional, 304 ESTUDIOS ECONÓMICOS 
para ilustrar el monitoreo en diferentes situaciones, y no sólo cuando 
se mantiene la compatibilidad al paso del tiempo. 
La parte más complicada de la aplicación del método consiste 
en construir un modelo que brinde buenos pronósticos. Cada mode-
lo que se construya es útil exclusivamente para las variables que se 
haya decidido estudiar desde el inicio, de manera que no es posible 
generalizar que un modelo BVAR(3) sea útil para generar pronósticos 
de cualquier grupo de variables macroeconómicas de México. 
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