Abstract. We study applicability conditions of the Nehari manifold method for the equation of the form DuT (u) − λDuF (u) = 0 in a Banach space W , where λ is a real parameter. Our study is based on the development of the theory Rayleigh's quotient for nonlinear problems. It turns out that the extreme values of parameter λ for the Nehari manifold method can be found through the critical values of a corresponding nonlinear generalized Rayleigh's quotient. In the main part of the paper, we provide some general results on this relationship. Applications are given to several types of nonlinear elliptic equations and systems of equations.
Introduction
The Nehari manifold method (NMM) [33, 34] is among the most powerful and widely used tool in the analysis of equations. Let us briefly describe it. Assume W is a real Banach space, Φ λ : W → R is a Fréchet-differentiable functional with derivative D u Φ λ and λ ∈ R. Consider the equation of variational form
The Nehari manifold associated with ( * ) is defined as the following subsets in W N λ := {u ∈ W \ 0 : D u Φ λ (u)(u) = 0}.
Since any solution of ( * ) belongs to N λ , a natural idea to solve ( * ) is to consider the following constrained minimization problem
Suppose that there exists a local minimizer u of this problem and Φ λ ∈ C 2 (U, R) for some neighbourhood U ⊂ W of u, then by the Lagrange multiplier rule one has µ 0 D u Φ λ (u) + µ 1 (D u Φ λ (u) + D uu Φ λ (u)(u, ·)) = 0 for some µ 0 , µ 1 such that |µ 0 | + |µ 1 | = 0. Testing this equality by u we obtain µ 1 D uu Φ λ (u)(u, u) = 0. Hence, if D uu Φ λ (u)(u, u) = 0, then we have successively µ 1 = 0, µ 0 = 0 and therefore D u Φ λ (u) = 0. Thus, one has the following sufficient condition of the applicability of NMM D uu Φ λ (u)(u, u) = 0 for any u ∈ N λ . ( * * )
The feasibility of this condition often depends on parameter λ. Thus, we may suppose that there exists a set of the extreme values of Nehari manifold method {λ min,i , λ max,i } ∞ i=1 such that the sufficient condition ( * * ) may hold only when λ ∈ ∪ ∞ i (λ min,i , λ max,i ). This brings up a question of how to find these extreme values.
This question was a subject of investigations in [22, 23, 29] ) where a method (the so-called spectral analysis by the fibering method [36, 37, 38] ) of the finding variational principles corresponding to the extreme values of NMM has been introduced. Although this method has been applied to a number of problems (see e.g. [9, 12, 16, 18, 20, 21, 25, 27, 28] ), it has certain disadvantages mainly due to its complexity. The complexity becomes especially notable when we are dealing with systems of equations (see e.g. [7] ).
The aim of the present paper is to introduce a new approach to this problem. In order to indicate the principal idea of the approach, let us consider equation ( * ) in the following particular form
(1.1)
For simplicity, we assume that D u G(u)(u) = 0 for any u ∈ W \ 0. Testing the equation by u ∈ W and then solving it with respect to λ =: r(u) we obtain the following functional
which we call the nonlinear generalized Rayleigh quotient (NG-Rayleigh quotient for short). Note that u belongs N λ if and only if it lies on the level set r(u) = λ. Using this fact we compute the following main identity
which means, in particular, that the sufficient condition ( * * ) holds if and only if D u r(u)(u) = 0. Notice that D u r(u)(u) = ∂r(tu)/∂t| t=1 . These reasonings lead us to the main idea of our approach:
The extreme values of the Nehari manifold method can be found by means of studying the critical values of the fibered NG-Rayleigh quotientr(t, u) := r(tu), t ∈ R + , u ∈ W \ 0 . This idea is consistent with the variational method of the finding eigenvalues of linear operators which has been introduced in 1869 by Weber [41] and then developed in works by Rayleigh, Fisher, Ritz, Courant (see e.g. [17, 19, 39, 42] ). Indeed, by the minimax theorem the set of eigenvalues σ := {λ 1 , ..., λ n } of the n × n Hermitian matrix A corresponds to the set of the critical values of Rayleigh's quotient r(u) := Au,u u,u . Furthermore, if we formally consider the Nehari manifold minimization problem Au, u − λ u, u → min Au, u − λ u, u = 0, u ∈ R n \ 0, (1.4) then, as above, to apply it we should verify whether a priori solution of (1.4) will satisfy the equation Au − λu = 0. Thereby, we need to find the corresponding set of extreme values of NMM. The application of the above idea yields that this set coincides with the critical values of Rayleigh's quotient r(u). Thus, in the linear case of ( * ), the problem of the finding extreme values of NMM is nothing else than the finding spectrum {λ 1 , ..., λ n } of A, i.e. this is the eigenvalues problem.
The paper is organized as follows. Section 2 contains some preliminaries on the Nehari manifold method. Note that if ( * ) is a system of equations there are several ways of introducing of the Nehari manifold. We discuss, in particular, the so-called vector and scalar Nehari manifold methods. Section 3 is devoted to the nonlinear generalized Rayleigh's quotient and its main properties. In Section 4, we introduce some basic extreme values of NMM by studying the critical values of the following functionals λ(u) := inf t>0 r(tu), Λ(u) := sup t>0 r(tu) on W \ 0. In Section 5, we present several applications of the method where the extreme values of NMM can be expressed in explicit variational form. The aim of Section 7 is to show that NG-Rayleigh's quotient can be a useful tool itself in the analysis of equations. In particular, we prove using NG-Rayleigh's quotient a result on the existence of multiple solutions for an abstract equation and then, as a consequence, we obtain a novel result on the existence of multiple sign-constant solutions for a boundary value problem with a general convex-concave type nonlinearity and p-Laplacian.
Notations
We will denote by W = W 1 × ... × W n the product of real Banach spaces W i with the norms || · || Wi , i = 1, ..., n and the norm || · || = || · || W1 + ... + || · || Wn in W .
To simplify the notation we write:
T and 0 n = (0, ..., 0) T denote the vectors 1 × n and 0 × n in R n , respectively.
For F ∈ C 1 (W, R), u ∈ W , we write
For a given F : W → R, by the (vector) fibered mapF : (R + ) n × W → R and the scalar fibered mapF sc : R + × W → R we mean the maps which are defined bỹ
Preliminaries
In the present paper, we shall deal with the n-dimenosional system of equations of the form
In the case n = 1, we call (2.1) the scalar problem. We define the Nehari manifold associated with (2.1) as follows:
Then the corresponding Nehari manifold minimization problem is
We will say that u 0 ∈ N λ is a solution (or local minimizer) of (2.3) if there exists δ > 0 such that Φ λ (u 0 ) ≤ Φ λ (u 0 ) whenever ||u − u 0 || W < δ, u ∈ N λ , and we denote byΦ λ the global minimization value in (2.3), i.e.Φ λ := inf{Φ λ (u) : u ∈ N λ }. A solution u ∈Ẇ of (2.1) is said to be ground state if there holds Φ λ (u) ≤ Φ λ (w) for any solution w ∈Ẇ of (2.1). Thus a global minimizer u of (2.3) which satisfies equation (2.1) is a ground state.
From now on we make the following assumption:
Notice this assumption implies that the constraints
3) is a manifolds of class C 1 onẆ . Obviously any functional Φ λ ∈ C 2 (Ẇ , R) satisfies to this assumption.
Let u ∈Ẇ . Consider the Jacobian matrix of vector-valued function
or, component-wise:
where δ ij = 1 if i = j and δ ij = 0 if i = j. To shorten the notation, we write
Let us prove
(2.5)
Proof. To simplify notation, we prove under the assumption Φ λ ∈ C 2 (Ẇ , R). By Fritz John [30] conditions there exist the Lagrange multipliers µ 0 , µ 1 , ..., µ n such that n i=0 |µ i | = 0 and
Test these equations by u 0,i , i = 1, ..., n, respectively. Then since u 0 ∈ N λ , we obtain J t (∇ u Φ λ (u)(u))μ = 0, whereμ := (µ 1 , ..., µ n )
T . However, in view of (2.5), this is possible only if µ 1 = 0, ..., µ n = 0. Hence, µ 0 = 0 and we obtain the required.
Let us mention that the Nehari manifold (2.2) is actually introduced by means of the vector fibered mapΦ λ (t, u) := Φ λ (t · u), (t, u) ∈ (R + ) n × W . However, there is another approach which is based on the scalar fibered mapΦ sc λ (t, u) := Φ λ (tu), (t, u) ∈ R + × W . Indeed, let us introduce the scalar Nehari manifold
Then the corresponding scalar Nehari manifold minimization problem is defined as follows
Arguing as above, we have
Then u satisfies equation (2.1).
Note that in the case Φ λ ∈ C 2 (W \ 0 n , R) the condition (2.8) may be written as 
Remark 2.4. It is worth noticing that
This is why in definitions (2.2), (2.6), we are setting N λ ⊂Ẇ , whereas N sc λ ⊂ W \ 0 n .
In the literature, the Nehari manifold minimization problem is sometimes considered in the following form (see e.g. [13, 23, 36, 37, 38] )
where S := {v ∈ W : ||v|| W = 1} and the Nehari manifold is defined as follows
It is readily seen that if u is a solution of problem (2.3) such that (2.5) is satisfied, then (t, v), where t = 1 n ||u||, v = u/||u||, is also a solution of (2.9) such that
The converse is also true.
Proof. By the assumption the determinant of the Jacobian of Ψ(t) := ∇ t Φ λ (t · v 0 ) at the point t = t 0 is nonzero. Thus we may apply the Implicit Function Theorem to the functional ψ(t, v) := ∇ t Φ λ (t · v) and the proof follows.
From this we are able to prove the following analogue of Lemma 2.1
Proof. Since (2.11) holds, we may apply Proposition 2.5. Thus there exists a neighbourhood U (v 0 ) ⊂ S and a unique local
This implies that the function Φ λ (t(v)v) constrained on S attains a local minimum at point v 0 ∈ U (v 0 ). Consequently, by Fritz John conditions there exist the Lagrange multipliers µ 0 , µ 1 such that |µ 0 | + |µ 1 | = 0 and
Now testing this system of equations by v 0 we obtain as above in the proof of Lemma 2.1 that It is important to note that the definition of the Nehari manifold (2.2) ((2.10)) and condition (2.5) ((2.11)) are invariant in the following sense
Nonlinear generalized Rayleigh's quotient
In the sequel, we always assume that t · u ∈ W for any u ∈ W and t ∈Ṙ n . The following functional plays a fundamental role in the present paper:
We stress that r(u) has been obtained by the following rule. Consider system of equations (2.1). Test these equations by u i , i = 1, ..., n, respectively. Summation then yields D u T (u)(u)−λD u G(u)(u) = 0. Now solving this equation with respect to λ we obtain the functional (3.1). Notice that in the linear case of (2.1) Au−λu = 0, where A is a n × n Hermitian matrix, the same rule gives the function
which is nothing else than ordinary Rayleigh's quotient [42, 41] . For this reason, it makes sense to call (3.1) the nonlinear generalized Rayleigh's quotient ( NGRayleigh's quotient for short).
In what follows, we call 
Our basic assumption on NG-Rayleigh's quotient r(u) is the following: For every fixed u ∈ W and a n ∈ (Ṙ + ) n \Ṙ n , there exists lim t→an r(t · u) =r(a n , u), where |r(a n , u)| ≤ ∞, thereby there exists a continuation of the fibered mappingr(t, u) := r(t · u) to (Ṙ + ) n × W by settingr(a n , u) :=r(a n , u) for each u ∈ W and a n ∈ (Ṙ + ) n \Ṙ n . In the scalar case, we make the similar assumption: For every fixed u ∈ W, there exists lim t→0r sc (t, u) =r sc (0, u), thereby there exists a continuation ofr sc (t, u) on R + × W. In the next corollaries we collected some basic properties of r(u).
Proof. To obtain the proof it is sufficient to note that λ = r(t · u) is nothing else than the root of the equation
For the scalar fibered NG-Rayleigh's quotient, in addition to Corollary 3.1 we have 
(ii) ∂r(tu)/∂t < 0 if and only if
Proof is evident.
Note that in the scalar case if W = W \ 0, then u ∈ N sc λ if and only if λ = r(u). Therefore in this case the Nehari manifold can be defined also as follows
and the minimization problem (2.3) for λ ∈ R can be written in the following equivalent form
Let u ∈ W and t ∈ (Ṙ + ) n . Then by (3.1) we have
Observe, in the case of scalar NMM, since D u Φ λ (tu)(u)| λ=r(tu) = 0 for any u ∈ W, formula (3.4) can be written as follows
Hence, in this case, ∂ t r(tu) = 0 for t > 0 if and only if
We will make the following assumption:
, then the equality
implies that t is an extremal point of r(t · u).
Remark 3.4. In the case of scalar NMM, in view of (3.5) assumption (A) means that r(tu) for u ∈ W has no critical points in R \ 0 other than extremal.
In general position, one may assume that for every u ∈ W the function r(t · u) has a countable (or finite) set of extremal points t 1 u , t 2 u ..., which determine the continuous mappings t
Our basic conjecture is that the set of extreme values of Nehari manifold method contains in the set σ :
Let us stress that λ min,i and λ max,i are 0-homogeneous functionals on W, i.e.
Note that ordinary Rayleigh's quotient r(u) = Au,u u,u possess the similar property. In the present paper, to find extreme values of NMM, we mainly deal with the following functionals
Notice that if there exist the extremal points t u,max , t u,min , where the functioñ r(·, u) attains its global maximum and minimum values, respectively, then λ(u) = r(t u,min · u), Λ(u) = r(t u,max · u).
Remark 3.5. In view of Proposition 2.7, all of the above statements (Corollaries 3.1, 3.2, Proposition 3.3 etc.) still hold after making a change of variable t = ψ(s),
where ψ : (Ṙ + ) n → (Ṙ + ) n is a C 1 -map such that det(J(ψ(s)) = 0 for all s ∈ (Ṙ + ) n .
Furthermore, (A) is satisfied if and only if the same assumption (A) holds after making a change of variable t = ψ(s).

Some basic extreme values
In this section, using λ(u), Λ(u) we introduce some extreme values of the Nehari manifold method that we believe are common for most problems.
Introduce
Similarly, define λ (
(1) follows immediately, since for u ∈ N λ , we have r(u) = λ. (2) holds, because by Corollary 3.1, u ∈ N sc λ if and only if r(u) = λ. Note that since any solution of (2.1) belongs N λ , the values λ min , λ max set bound the existence of any solution of (2.1), that is for all λ < λ min and λ > λ max (provided λ min > −∞, λ max < +∞) equation (2.1) has no solutions in W .
The next assumption is technical. It specifies the shape of r(t · u) for which we prove our main results.
(S) For any u ∈ W and t ∈ (Ṙ + ) n , s.t. t·u ∈ N r(t·u) , the condition ∇ t r(t · u) = 0 n implies that the function r(t · u) attains its global minimum or/and maximum at the point t in (Ṙ + ) n .
Remark 4.2. In other words, condition (S) means that for every u ∈ W one of the following holds: (i) r(t · u) has no critical point t ∈ (Ṙ + ) n such that t · u ∈ N r(t·u) ;
(ii) r(t · u) has only one critical point t u ∈ (Ṙ + ) n such that t u u ∈ N r(t·u) , moreover, [40] . 
Therefore by (A), the point t u = 1 n is an extremal for the function r(tu). Then (S) yields that at the point t u = 1 n the function r(t · u) attains its global minimum or/and maximum. Assume for instance that this is a global minimum point. Since λ > λ * min , by (4.3) one has min
Thus we get a contradiction. The same conclusion can be drawn when t u = 1 n is the point of global maximum of r(t · u). Proof. Let λ ∈ (λ * min , λ * max ) and u λ be a solution of (2.3). Then Lemma 4.5 yields that u λ satisfies condition (2.5) and therefore by Lemma 2.1 the theorem follows.
Consider the following particular case of (S): (S0): For any u ∈Ẇ one of the following holds:
Remark 4.7. Taking into account Remark 3.4 we see that, in the case of scalar NMM, condition (S0) implies (A).
Proof. As above, to prove the assertion it is sufficient to show that condition (2.5) is satisfied. Assume det J(∇ u Φ λ (u)(u)) = 0. By (A), t u λ = 1 n is the extremal point for the function r(t · u) and consequently ∇ t r(t · u)| t=1n = 0 n . Since u λ ∈ N λ ≡ N r(u) , (S0) entails that the function r(t · u λ ) identically equals to the constant λ in (R + ) n and attains its global minimum and maximum at any point t ∈ (R + ) n . However, the assumption λ < λ * max yields that λ < sup t∈(R + ) n r(t·u λ ) = max t∈(R + ) n r(t · u λ ) ≡ r(u λ ) = λ. Thus we get a contradiction.
Clearly, this proof also contains Lemma 4.9. Suppose (A), (S0) hold and λ min < λ * 
and therefore, λ 
Extreme values of NMM in explicit variational forms
In this section, applying the above theory we present some examples where the extreme values of NMM can be expressed in an explicit variational form.
Example 1. (Problem with indefinite nonlinearity)
Consider the following boundary value problem with indefinite nonlinearity
where Ω is a bounded domain in R N with smooth boundary; λ ∈ R;
(Ω) and we assume
Subsequently, W := W 1,p 0 (Ω) denotes the standard Sobolev space with the norm
By a solution of (5.1) we shall mean a weak solution u ∈ W := W
In what follows, λ 1 := λ 1,p , φ 1 := φ 1,p denote the first eigenpair of the operator −∆ p in Ω with zero boundary conditions. It is known that the eigenvalue λ 1 is positive, simple and isolated, the corresponding eigenfunction φ 1 is positive and it can be normalized so that ||φ 1 || 1 = 1 [5, 15, 32] . In the case when f may change the sign in Ω, the nonlinearity in right hand side of (5.1) is called indefinite in sign (cf. [4, 6] ).
The boundary value problems with indefinite nonlinearity have been studied in a number of papers (see e.g. [4, 6, 10, 13, 20, 25, 18, 35] ). An important role in these studies plays the following extremal value
which, as far as we know, was first found by Ouyang [35] . Note that
Let us show that (5.3) can be obtained by applying the method of NG-Rayleigh's quotient. Proof. Let
Consider the corresponding Nehari manifold minimization problem
Consider the NG-Rayleigh's quotient corresponding to (5.1)
Hence,
and
Consequently, we obtain for extreme values (4.3), (4.4) the following explicit variational forms
Thus we see that (5.8) coinsides with (5.3).
It is easily to see that r(tu) has only extremal point at t = 0 or in the case
for all t ≥ 0. Thus condition (S0) is satisfied and consequently (A) holds (see Remark 4.7).
Observe, λ * min = −∞ if Ω f (x)|u| γ dx > 0 for all u ∈ W \ 0, and λ * min = +∞ if the set {x ∈ Ω : f (x) ≤ 0} contains an open domain up to a subset of Lebesgue measure zero. Note that when Ω f (x)|u| γ dx > 0 for all u ∈ W \ 0 we have λ * max = λ 1 . Thus, we have a strong inequality λ * min < λ * max = λ 1 only if f > 0 a.e. in Ω, and therefore only in this case we may apply Theorem 4.6.
However, for another extremal value of NMM λ min := inf u∈W \0 λ(u) we have
Thus we always have λ min < λ
The proof of the existence of the solution of Nehari manifold minimization problem (5.5) when λ ∈ (λ min , λ * max ) can be found in [4, 35] (for γ < p * , p = 2), in [13, 23, 25, 26] ( for 1 < p < +∞ ) and in [18] (for γ ≤ p * ). Furthermore, it can be proved that if λ ∈ (λ 1 , λ * max ) then (5.5) has two nonnegative solutions (see e.g. [4, 35, 23] ).
Example 2. (Problem with convex-concave nonlinearity)
Consider the following problem with convex-concave nonlinearity
where Ω is a bounded domain in R N , N ≥ 1, with smooth boundary ∂Ω, ∆ p is the p-Laplacian and we assume that 1 < q < p < γ ≤ p * . We always suppose that
By a solution of (5.2) we shall mean a weak solution u ∈ W 1,p 0 (Ω). The investigation of the problems with convex-concave type nonlinearity similar to (5.9) can be found in various papers (see e.g. [2, 3, 24, 11, 31] ). In particular, in [24] has been found using the so-called spectral analysis by the fibering method the following extremal value of NMM
Let us show that (5.10) can be obtained also by applying the method of NGRayleigh's quotient.
Lemma 5.3. λ * is the extreme value of NMM, namely it coincides with (4.4), i.e.
The Nehari manifold minimization problem for (5.9) is given by
and the corresponding NG-Rayleigh's quotient is
Hence, ∂ ∂t r(tu) = 0 if and only if
The only solution of this equation is
The substituting t u,max into r(tu) yields
Thus, indeed λ * max = inf u∈Ẇ Λ(u) coincides with (5.10). Obviously, conditions (A) and (S) hold (see Remark 3.4). It is not hard to show using Sobolev's imbedding theorem (see [24] ) that λ * max > 0. Notice λ(u) = inf For the existence of the solution of (5.12) when λ ∈ (−∞, λ * max ) we refer the reader to [2, 3, 24, 11] where the existence of two distinct nonnegative solutions (5.9) for λ ∈ (0, λ * max ) is proven as well. However, the proof of these assertions can be found also below in Section 7, where we prove similar results for general convex-concave problems which contain (5.12) as a particular case.
Example 3. (System of equations with convex-concave nonlinearity)
Consider system of equations with convex-concave nonlinearity
where Ω ⊂ R N , N ≥ 1 is a bounded domain with C 1 -boundary ∂Ω, λ, µ ∈ R, 1 < q < p < α + β ≤ p * . We suppose f ∈ L ∞ (Ω) and f ≥ 0 in Ω. By a solution of (5.1) we shall mean a weak solution (u, v)
The problem has a variational form with the Euler-Lagrange functional given by
2 (Ẇ , R) if 1 < p < 2 or/and 1 < q < 2. The corresponding NG-Rayleigh's quotient is defined as follows
For (5.18) we may apply two methods: the vector NMM (2.3) or the scalar NMM (2.7). Let us consider both of them.
Scalar Nehari manifold method.
The scalar Nehari manifold minimization problem corresponding to (5.18) is defined as follows
where t > 0, (u, v) ∈ W \ 0 2 . It is easily seen that in this case we may apply the same analysis as it has been done above for (5.12), (5.14) . In this way, we introduce
where C p,q,α,β is a constant which does not depend on (u, v) ∈Ẇ . Thus for the extreme value (4.4) express as the following explicit variational form
As above, it is not hard to show using Sobolev's imbedding theorem that λ The existence of the solution for λ ∈ (−∞, λ sc, * max ) (and even multiple solutions for λ ∈ (0, λ sc, * max )) of (5.19) can be obtained using Theorems 3.1 and 3.2 from [11] . Note that in [11] the existence of solutions of (5.18) is proven only locally by λ, namely, for λ ∈ (0, δ) with some sufficiently small δ. 
Vector Nehari manifold method.
Now consider the corresponding vector Nehari manifold minimization problem
Similar to (5.17) we see that for every s > 0 there holds 
Example 4. (System of equations with indefinite nonlinearity)
Consider system of equations with indefinite nonlinearity
where Ω ⊂ R N , N ≥ 1 is a bounded domain with C 1 -boundary ∂Ω, λ, µ ∈ R, 1 < p < +∞, 1 < q < +∞ and
Here, as above, p * and q * are the standard critical Sobolev exponents. We suppose f ∈ L ∞ (Ω) and that the function f may change the sign on Ω, i.e. the problem (5.21) has indefinite nonlinearity. By a solution of (5.1) we shall mean a weak
This system of equations has been studied, for instance, in [7, 8, 10] . In particular, in [7] for (5.21) an extreme value of Nehari manifold method has been introduced. Here we obtain this value using the method of NG-Rayleigh's quotient.
Consider
where
Then the corresponding Nehari manifold is defined as follows
whereas the Nehari manifold minimization problem is 
Proof. Consider NG-Rayleigh's quotient
We claim that 
25) and
Without loss of generality, we can suppose that
. This implies that
for any s ≥ 0 and t > 0. Since for s = 0 this inequity becomes equality, we get (5.25). Furthermore, we see that the supremum and infimum in (5.25), (5.26) are attained on the line s = 0 or t = 0.
Let us verify the assumption of Theorem 4.8. Find the corresponding Jacobian matrix
Then for (u, v) ∈ N λ we have
Thus, since α p + β q > 1, if (tu, sv) ∈ N r(tu,sv) and det J (t,s) (∇ (u,v) Φ λ (tu, sv)(tu, sv)) = 0 for t > 0, s > 0, then F (tu, sv) = 0 and hence J (t,s) (∇ (u,v) Φ λ (tu, sv)(tu, sv))1 2 = 0 2 . Thus by (ii), Proposition 3.3 it follows that r(tu, sv) satisfies condition (A).
Observe, for (u, v) ∈ W \ 0 2 , t > 0, s > 0, we have
Thus, if we assume that ∂ t r(tu, sv) = 0, ∂ s r(tu, sv) = 0 and (tu, sv) ∈ N r(tu,sv) , then P λ (tu) = 0, Q λ (sv) = 0 and F (tu, sv) = 0. Hence, since t > 0, s > 0, we have P λ (u) = 0, Q λ (v) = 0 and F (u, v) = 0. This implies that ∂ t r(tu, sv) ≡ 0, ∂ s r(tu, sv) ≡ 0 for all t > 0, s > 0. Thus condition (S0) is satisfied. As in the scalar case (5.1), it is readily seen that the extremal value λ * min = sup (u,v)∈Ẇ λ(u, v) is useless.
Introduce, λ The existence of the solution of (5.24) for λ ∈ (λ min , λ [7, 8] . Note that if λ 1,p = λ 1,q (for instance when p = q ), then we have λ Observe that the system of equations
has a solution (t, s) ∈Ṙ + ×Ṙ + only if (u, v) belongs to one of the following sets
Furthermore, the solution t = t(u, v), s = s(u, v) of (5.28) is unique and given by
29)
Substituting these roots into Φ λ (tu, sv) we obtain the function
Note also that by the definition of λ * max we have:
Let us remark that A = ∅ only if the following is satisfied {x ∈ Ω : f (x) > 0} = ∅ up to a subset of Lebesgue measure zero (5.32)
Indeed, since λ > λ 1,q , it is not hard to find φ 0 ∈Ẇ Here we do not consider the application of the scalar NMM to (5.21). One of the reasons is that we could not find a suitable formula for determining or evaluation the extremal value like λ sc, * max . Another difficulty lies in finding of solutions of the corresponding scalar minimization problem (2.7). However, by (4.5), (4.6) we have (λ sc min , λ sc, * max ) ⊆ (λ min , λ * max ). Thus we should not expect that the scalar NMM will provide the better results than by the vector NMM (5.24).
Multiplicity result
Nehari manifold methods is often used to prove the existence of multiple solutions, see e.g. [10, 13, 23, 35] . In this Section, we show how to obtain such type of results using NG-Rayleigh's quotient.
We will study (2.1) using the scalar NMM. First we prove some general result and then we give an example to illustrate it. In what follows, we always assume that D u G(u)(u) = 0 for all u ∈ W \ 0 n so that W = W \ 0 n . We will suppose that NG-Rayleigh's quotient r(u) satisfies the following conditions: for u ∈ W \ 0 n (a)r sc (t, u) := r(tu) attains its global maximum at a unique point t u,max > 0: r(t u,max u) = max t>0 r(tu) so that ∂r(t u,max u)/∂t = 0 and ∂r(tu)/∂t > 0 for 0 < t < t u,max , ∂r(tu)/∂t < 0 for t > t u,max .
Note that if assumption (a) holds for every u ∈ W \ 0 n , then (A) and (S) follow (see Remark 4.3) . Furthermore, (a) implies that for every u ∈ W \ 0 n , there exist the limits
• r(tu) →r sc (0, u) as t → 0, where −∞ ≤r sc (0, u) < +∞ • r(tu) →r sc (∞, u) as t → +∞, where −∞ ≤r sc (∞, u) < +∞.
Consider λ * max = inf u∈W \0n sup t>0 r(tu) = inf u∈W \0n r(t u,max u) and λ
Note that (a) implies
Let us introduce the following sets
Obviously, N 
hold and the following conditions are fulfilled:
λ is a minimizer of (6.4) and u 2 λ is a minimizer of (6.5). Furthermore,
λ is the ground state of (2.1).
Proof. First let us showΦ
λ . Then since r(u) = λ, condition (a) implies that r(tu) < λ for all t ∈ (0, 1). Consequently by Corollary 3.1, ∂Φ λ (tu)/∂t < 0 for all t ∈ (0, 1) and therefore 0 = Φ λ (0u) > Φ λ (u) ≥Φ Proof. We prove the assertion only for problem (6.5); problem (6.4) can be handled in a similar way.
Since r(tu m ) ≤ λ for t ∈ (0, 1], (6.7) impliesr(t) ≤ λ for t ∈ (0, 1]. Suppose, contrary to our claim, that ∂r(u 0 t)/∂t| t=1 < 0. Then due to property (a) one has t u0 < 1, where r(t u0 u 0 ) = max t>0 r(tu 0 ). Sincer(t) ≤ λ for t ∈ (0, 1] we deduce from (6.9) that r(t u0 u 0 ) ≤ λ. But by the assumption λ < λ * max ≤ max t>0 r(tu 0 ), a contradiction. Now let us conclude the proof of the theorem. By weak lower semi-continuity of
Hence, for the existence of the minimizers u 1 λ and u 2 λ of (6.4) and (6.5), respectively, it is sufficient to show that r(u 0 ) = λ.
Suppose, contrary to our claim, that r(u 0 ) < λ. First consider problem (6.5). By Proposition 6.2, ∂r(tu 0 )/∂t| t=1 > 0. Consequently property (a) and the assumption λ < λ * max ≤ r(t u0 u 0 ) = max t>0 r(tu 0 ) yield that there is t 1 ∈ (1, t u0 ) such that r(t 1 u 0 ) = λ and ∂r(tu 0 )/∂t| t=t1 > 0. Moreover, since r(tu 0 ) < λ for t ∈ [1, t 1 ), Corollary 3.1 implies that ∂Φ λ (tu)/∂t < 0 for t ∈ [1, t 1 ). Consequently
Thus by (6.10) we have Φ λ (t 1 u 0 ) <Φ λ and since t 1 u 0 ∈ N 2 λ , we obtain a contradiction.
Consider now problem (6.4). Since ∂r(tu 0 )/∂t| t=1 < 0, λ < λ * max , assumption (a) implies that there is t 2 < 1 such that r(t 2 u 0 ) = λ and ∂r(tu 0 )/∂t| t=t2 < 0. Note that by the weak lower semi-continuity of Φ λ
(6.11)
Since (6.8) and r(t 2 u 0 ) = λ, r(u m ) = λ, assumption (a) implies that r(tu m ) > λ for t ∈ (t 2 , 1] and sufficiently large m. Then Corollary 3.1 implies that ∂Φ λ (tu m )/∂t > 0 for t ∈ (t 2 , 1] and sufficiently large m. Consequently, Φ λ (t 2 u m ) < Φ λ (u m ) and (6.11) yields
Assume Φ λ (t 2 u 0 ) =Φ − λ , then taking into account that t 2 u 0 ∈ N 1 λ we see that t 2 u 0 is a minimizer of (6.4) and we get the required. If Φ λ (t 2 u 0 ) <Φ 1 λ , then we obtain a contradiction and therefore r(u 0 ) = λ. This completes the proof of the existence of the minimizers u 
To conclude the proof, it remains to show that u 
is the minimizer ofΦ λ := min{Φ λ (u) : u ∈ N λ } and we get the required.
We emphasize that the value λ ∂ min has been used above only in order to allocate the values λ in (λ 
Multiplicity nonnegative solutions for problems with a general convex-concave type nonlinearity
In this subsection, using Theorem 6.1 we obtain a result on the existence of multiple sign-constant solutions for problems with a general convex-concave type nonlinearity and p-Laplacian.
Consider the following boundary value problem
where Ω is a bounded domain in R N with smooth boundary ∂Ω,
We will suppose that f satisfies the following conditions:
( is a ground state of (6.13).
Remark. Similar result on the existence of multiple sign-constant solutions for problems with a general convex-concave type nonlinearity has been obtained in [2, 3, 31] . However, our assumptions on function f (x, s) are different from that were made in [2, 3, 31] . In particular, in (1 o ) the functions g i , i = 1, 2 permit be unbounded above, which causes difficulties in application of the super-sub solution method (cf. [2, 3, 31] ). Furthermore, the presence of p-Laplacian with p = 2 in (6.13) can complicate the application of mountain pass theorem in order interval (cf [31] ).
Proof. We will obtain the proof applying Theorem 6.1 and Corollary 6. Thus (d) also holds.
