Abstract-This paper is a study of the influences of the different parameters which affect the photometric evaluation of light-emitting surfaces (due to reflection or self-emission) when a conventional color digital camera is used. The overall purpose of this paper is to evaluate the luminance and the reflectivity of the vertical traffic sign with the camera in order to provide an automatic recognition of deteriorated reflective sheeting material of which the traffic signs were made. This paper describes how the A/D converter output signal given by a pixel of the digital camera can be related to the luminance and the reflectivity of the corresponding surface element whose image is formed on a pixel. Thus, each surface element of the traffic sign's surface can be separately evaluated. By photometrically calibrating the camera, we have been able to prove this relationship in our experiments.
I. INTRODUCTION
T HERE IS no doubt about the importance of maintaining vertical traffic-sign visibility for both the safety and orientation reasons of road users. By visibility, we mean the ability of a person to see and extract useful information from the sign. This ability encompasses many different considerations and is therefore difficult to quantify [1] . In summary, we can say that there is good visibility if there is a marked contrast. To provide night-time visibility, traffic signs are mostly made of retroreflective sheeting material which improves the brightness contrast between the sign and its background when they are illuminated. In order to also provide day-time visibility and message identification, different colors and reflective capacity are used, which improve both the color and the brightness contrast within the sign. We focused this paper on a photometric evaluation using a calibrated digital color camera so that we could associate each color with the corresponding weight of the human-eye sensitivity [2] - [4] . The advantage of using a digital camera for sign visibility evaluation is the possibility of measuring their uniformity over the whole surface, allowing the evaluation of the legibility of the message and the facility to make the process automatic. For an automatic sign visibility evaluation, a previous detection and recognition of the sign within the image of the road is necessary. This can be performed using support vector machines [5] .
The closest measurable parameter to evaluate the brightness of the traffic sign at night is the luminance, which is defined as the luminous energy flow in a spatial direction emitted by a surface element perpendicular to this direction, but it is not a reliable parameter to analyze the deterioration of reflective sheeting-material because of the strong influence of the light which illuminates the sign. However, the reflectivity, which is defined as the luminance divided by the luminous energy flow impinging on a surface element (i.e., illuminance), is a parameter which is more closely related to the surface deterioration, but it is still influenced by the relative orientation between the light source, the sign, and the camera. An example of the complexity of the involved geometry can be seen in [6] , where a study of the reflection properties of road surfaces is presented. To overcome this last influence of the relative orientation and to find a parameter which almost only depends on the surface deterioration of the sign, we need to know how the surface reflects the light, or alternatively, we need to establish a specific relative orientation between light source-sign-camera. When the sign surface is illuminated and framed from the same place, the measured reflectivity is called the retroreflectivity, which finally constitutes the established parameter used for the evaluation of the sheeting-material deterioration of the traffic sign [1] , [7] . Furthermore, the sheeting material is supposed to be retroreflective. In this case, the surface orientation with respect to the incident light beam may not have a great influence on the retroreflectivity measurement.
The correspondence between the signal obtained from a color digital camera at each pixel and the luminance emitted from the sign to the camera is obviously related to the camera settings (exposure time, aperture number, and focal length) and to the digital response of the photodetector (typically, a chargecoupled device (CCD) or, as in our case, a CMOS matrix). The CCD sensor has a linear response [2] - [4] , [6] , whereas the CMOS photodetector that we used exhibited a nonlinear response to the amount of luminous energy impinging on it. The principal advantage of using the CMOS photodetector is that there will be no blooming effect so that the saturated pixels will not affect their neighbors. To determine the response of the camera (photodetector with an objective) to different light energies and colors, we have done a photometrical calibration of the camera using a luxometer and an intensity variable diffuse light screen source. By examining each pixel, we find that our camera shows a nonlinear variation in each of the pixel's responses or an A/D converter output with the incident light energy, and they are similar for the red, green, and blue lights detected by each channel. This results in a specific photometrical response function (equivalent to the luminance calibration coefficient for the case of CCDs) for the color CMOS camera that includes the nonlinear response of the photodetector and the visibility factor for the different colors that appear on the traffic signs.
II. BACKGROUND
For the analysis of the photometrical parameters [7] , [8] involved in our problem of a surface (S) illuminated by a light source (Q) and observed with a camera with an entrance pupil (S L ), we consider the reference coordinate system shown in Fig. 1 . The origin of the coordinate system is placed on the sign surface element (∆S) from which we are going to measure the emitted luminous flux into the camera. The x-axis coincides with the normal to the surface, and the y-axis is placed on the plane defined by the incident light beam and the x-axis (i.e., plane of incidence). The distance between the light source and the surface element is marked with d Q , and the distance from the surface element to the camera is marked with d. The incident angle (α i ) is sufficient to define the incident beam direction onto the element surface in our coordinate system, and the angles that define the emission direction to the camera are designated with α and β, where α is the angle between the x-axis and the emission direction, and β is the angle between the plane of incidence and the emission direction.
By using the previously defined angles in our reference coordinate system, we have the direction of a specular reflection when α = −α i and β = 0 and the direction of a retroreflection when α = α i and β = 0. For a uniform diffuser, the emitted luminous intensity (I) is given by the Lambertian distribution
where I ⊥ is the reflected intensity in a direction normal to the surface. When illuminated with a light beam impinging on it with the incidence angle (α i ) and emitting the intensity I ∆S , the luminance (L) of a surface element (∆S) in the direction of the observer (α, β) is given by
and the illuminance (E i ) of the surface element illuminated by a point source of luminous intensity I Q is given by
where w ∆S is the solid angle from the point source seen by the surface element (∆S), and F i = I Q w ∆S is the incident energy flux on the surface element. The solid angle w ∆S is given by
and is supposed to be the same over the whole sign surface whenever the light source is far enough from it. The reflectivity (R) of the surface element is defined as the luminance divided by the illuminance. With (2)- (4), we obtain
Our proposal is then to find out how the luminance and the reflectivity are measured with a digital camera and how these two elements depend on the camera settings and the illumination conditions.
III. LUMINANCE AND REFLECTIVITY MEASUREMENTS WITH THE DIGITAL CAMERA
As shown in Fig. 2 , we consider the sign centered on the optical axis of the objective of the camera. This is the case when we direct the camera to the sign. To measure the luminance emitted from the surface element toward the camera, we equalize the luminous energy flux (F L ), which crosses the entrance pupil (S L ) of the camera with the luminous flux (F p ), which impinges on a pixel. The surface element (∆S) is then defined as the one that forms image on the pixel (S p ).
Considering then that the camera is oriented to the sign and is far enough from it, we obtain the following for the luminous energy flux which crosses S L :
where the solid angle w L defined by S L for each surface element is practically the same over the surface S when d dimensions of S. If the camera was not oriented toward the sign, an additional inclination or tilt factor would be necessary in (6), accounting for the lower energy flux entering the entrance pupil.
During the exposure time, the amount of luminous energy arriving at the pixel is a function of the A/D converter output signal (designed with n R , n G , and n B for the different channels if a color camera is used or with n g when only one channel is used). The energy flux which impinges on the pixel is then
where T exp is the exposure time, and g(n g ) is defined as the photometrical response function of the camera. This function is experimentally obtained in the next paragraph and translates the A/D converter signal into lumens × second. By equalizing (6) with (7), we obtain this for the luminance
where we can substitute ∆S cos
where M is the square of the lateral magnification, N f is the aperture number, f is the focal length, and d is the distance between the sign surface and the camera. We need to take into account that the entrance pupil may not lie on the first lens of the objective, as shown in the simplified Fig. 2 . Furthermore, we consider that f/d 1; hence, the luminance simply depends on
Equation (9) gives the luminance of the surface element which forms an image on a pixel. For f/d 1, there is no direct dependence with d. This can be explained because the size of the emitting surface element increases with the same rate with the distance to the camera (∝ d
2 ) as the luminous flux arriving at the pixel decreases (∝ d −2 ). With (5) in (9), we obtain the following for the reflectivity:
Here, we also have to know the lighting parameters: the intensity of the point light source toward the surface element, the distance from the light source to the surface, and the incident angle (i.e., the illuminance on the surface element).
IV. PHOTOMETRICAL CALIBRATION OF THE CAMERA
The color digital camera that we use (Canon EOS 300D) has a 3072 × 2048 CMOS matrix sensor with a primary color filter for red (R), green (G), and blue (B) lights. The adjustable ISO sensitivity of the sensor has been fixed to 100. The response of each channel to the luminous energy of primary colors is given in n R , n G , and n B values (short n R,G,B ) with integer values lying between 0 and 255. The calibration for the CMOS sensor is done together with the objective (Canon ESF 18 : 55 mm, focal variable). To simplify the calibration process, we considered that each pixel has the same photometrical response function. Our aim is not a precise photometrical calibration but a good estimation of the luminance value measured with the camera, which is sufficient for the purpose of validating (9).
To obtain the luminous flux at a pixel from the camera in photometrical units (lumen) for a specific color, we use the Abney law for summation of the partial luminous flux of the primary colors (Φ R , Φ G , and Φ B ) measured by the camera (in watts) [7] , [8] 
where V R,G,B are the visibility factors for each of the primary colors, and 1 W of maximum visibility factor is 683 lumens. The visibility factors for the primary colors are not known a priori and need to experimentally be obtained, as we will explain later.
The luminous energy arriving at a pixel gives rise to a response of the camera in n R,G,B values according to a response function that we want to determine. This response function may be different for each channel; thus, we define such a function for a pixel and for each of the channels (γ R (n R ), γ G (n G ), γ B (n B )) excited by the corresponding luminous flux as
where T exp is the exposure time of the camera. The photometrical response function of a pixel is then defined as the sum of the response functions of each channel multiplied by the corresponding visibility factor
with units in lumens × seconds.
To obtain the behavior of these functions, we have stabilized the following experimental setup shown in Fig. 3 . In a dark room, a diffuse light screen source is framed, and its illuminance at distance b = 17 cm is measured to obtain different intensity levels. We used a color monitor, with adjustable contrast, brightness, and R, G, B levels, as a light screen source, and we placed a circular field diaphragm, with a diffuser having a diameter of 8 cm, just in front of the monitor. We placed the camera at a distance d = 70 cm from the field diaphragm to the first lens of the objective. We also placed a circular diaphragm acting as an entrance pupil, with a diameter S L = 5.5 mm, just in front of the first lens. The illuminance (E d ) on the entrance pupil at a distance d was very low (one lux or smaller) and hardly resolvable with the luxometer used (PCE-172 with a resolution of 0.1 lux).
Thus, we measured the illuminance (E b ) at a closer distance (b) to the screen, and with a linear relation, we relate the illuminance on the entrance pupil to the illuminance E b . From a few measurements of E d versus E b , we obtain the linear adjustment E d = 0.0598 · E b , as shown in Fig. 4 . We have forced the offset to be zero by subtracting it from all E d values. This offset comes from the background light and has no effect on the camera pixel response. With the luxometer, we then obtain the luminous flux (in lumens) entering the camera from the source screen
If the image of the luminous screen has a uniform distribution of the n R,G,B values, the luminous flux impinging on one pixel is then obtained by dividing the total (entering the camera) luminous flux by the number of pixels (N imagen ) on which the image of the luminous screen is formed:
By gradually changing the intensity of the light screen source, a set of values of F p versus n R,G,B is obtained. Fig. 5(a) shows an image of the light source screen at a certain intensity level and the diagonal where the profile has been taken, and Fig. 5(b) shows several diagonal profiles across the images of the light screen source at different intensity levels. The number of pixels which forms the image was N imagen = 472 157, which is the same for all the intensity levels. The n R,G,B values along the profiles show a quite uniform distribution, and by adjusting the R, G, and B levels of the monitor, we can obtain similar values for n R , n G , and n B for each intensity level, as shown by the profile for each image.
The luminous flux exciting each channel (in watts) is obtained from the values of n R,G,B , the measured luminous flux at a pixel (obtained from the luxometer in lumens), and the visibility factors of each of the primary colors as follows:
These expressions are obtained with the supposition that the luminous flux at each channel is given by the n R,G,B values whenever the difference between them is not very big (due to a possible nonlinear response), as in the case of our white light screen source. Then, the total luminous flux at a pixel is 
TABLE I RESPONSE FUNCTION COEFFICIENTS OF THE R, G, AND B CHANNELS
where n T = n R + n G + n B . Φ p can be obtained in dependence of F p with (15) in (11)
and by replacing the obtained Φ p from (16) in (15), we finally obtain (14). For each measured luminous flux, we then have the n R,G,B response values of the camera and the ratio of the luminous energy exciting each channel. From the graphical representation of the experimental data shown in Fig. 6 (T exp · Φ R,G,B  versus n R,G,B ) , we obtain the value of the response function for each of the channels for several values of n R,G,B . The total luminous energy at the pixel is the sum of the energy arriving at each channel. The response of each channel results to be clearly nonlinear and has been adjusted with the following tangential function so that it better fits the data in a least squares sense:
The coefficients a and e of the response function of each channel are given in Table I . The saturation energy results in 1.62 · 10 −8 W × s for the R-and B-channels and 1.41 · 10 −8 W × s for the G-channel. The response function of the three channels coincides with the majority of the n R,G,B values, except for n R,G,B > 230, where the G-channel seems to need less energy to achieve the same response as the R-and B-channels. 
for the photometrical response function of a pixel of our camera
To obtain the response functions shown in Fig. 6 and their coefficients given in Table I , we need to know the visibility factors of the primary colors. These have been obtained with the help of a minimization process. By varying V R , V G , and V B (with values between zero and one), we minimize the absolute value of the difference between F p,lux (obtained with the luxometer) and F p,cam [obtained from the camera using (7), (17), and (18)] of several light screen sources of different colors. We obtain the following: V R = 0.490, V G = 0.900, and V B = 0.098. Table II gives the luminous flux at a pixel (obtained from the luxometer and from the camera) for some color images with their respective n R,G,B values.
We obtain an acceptable agreement between the F p,lux and the F p,cam , although the luxometer resolution of ±0.05 lux introduces an imprecision of the luminous flux at a pixel of ±3 × 10 −12 lm. With higher light energies, the F p,lux values are more affected by an imprecision in the slope estimation of the linear relation (E d = 0.0598 · E b ) shown in Fig. 4 , explaining the bigger discrepancy between the higher value of F p,lux with respect to F p,cam for white-blue and white-green light screen sources. Fig. 7 shows the photometrical response function, (using the aforementioned estimated visibility factors) with respect to the n R,G,B values of the corresponding channel and the total photometrical response function, supposing that each channel has the same n R,G,B value.
The CMOS sensor shows to have a nonlinear response with the luminous energy, but this is not a major disadvantage if we know the response function. The principal reason for using a CMOS sensor instead of a CCD (with high linearity) is that there will be no blooming effects where the exceeding charges of the saturated pixels move to a strip of adjacent pixels in the direction where the charges are collected, introducing an error in the luminance measurements in all the pixels of the strip. The blooming effect easily happens during night-time evaluation of traffic signs where the sensitivity of the camera has been increased, and the bright punctual background light sources are often present. 
V. EXPERIMENTAL RESULTS
To prove (9) and (10), we measure the luminance and the retroreflectivity from a vertical traffic sign surface of a circular speed limitation sign with number in black, a white background, and a red rim. We have done two sequences of measurements at different camera-sign surface distances (d) ranging from 5 to 30 m, at night and with two illumination conditions. In the first sequence, we maintained a constant illumination of the sign surface, and in the second sequence, we varied the sign illumination by placing the light source next to the camera so that d Q ≈ d and cos α i ≈ cos α. Furthermore, the dimensions of the vertical traffic sign (diameter of 0.6 m) are sufficiently smaller than d so that w L and the illuminance are practically the same for each surface element over S. To obtain the reflectivity, we also measured the illuminance on the sign with a luxometer.
The measurement has been done with the photometrical calibrated camera whose objective is focal variable (f = 18 to 55 mm) and where N f and T exp can manually be set. For simplicity, the image has always been taken in retroreflective conditions and almost normal to the sign surfaces (cos α ≈ 1 because of the influence of a slight pavement variation) and with the sign centered on the optical axis of the objective of the camera by centering the image of the sign on the sensor matrix.
In Fig. 8 , we show the luminance map of the surface elements of the sign with a constant illumination obtained at three different distances (d = 5, 17.5, and 30 m) and with the camera settings f = 55 mm, N f = 4.5, and T exp = 1/4 s. The profile across the "zero" [ Fig. 8(d) ] shows that there is no variation in the measured luminance of the surface elements measured at the different distances because the size of the surface elements (defined as dose whose image is formed on a pixel area) increases with d at the same rate as the luminous flux on the pixel (coming from this surface element) decreases. This behavior is in accordance with (10). To prove both, the constant behavior of the luminance with a constant illumination and its invariance with different camera settings, we took a sequence of 11 measurements at different distances (d = 5 to 30 m in intervals of 2.5 m), each of them with different camera settings. The result is shown in Fig. 9 where the mean luminances of the surface elements over the sign surface are represented for different d's. The measurements with f = 18 mm, N f = 3.5, and T exp = 1/4 s give a mean value of the mean luminance (and standard deviation) of 6.03 ± 0.377 cd/m 2 , the measurements with f = 35 mm, N f = 4.5, and T exp = 1/4 s give a mean value of the mean luminance of 6.26 ± 0.254 cd/m 2 , and the measurements with f = 55 mm, N f = 5.6, and T exp = 1/4 s give a mean value of the mean luminance of 5.98 ± 0.429 cd/m 2 . The mean value of the previous mean luminances, which we call the total mean luminance (TML), results in 6.09 ± 0.381 cd/m 2 . The same sequence of 11 images has been taken with variable illumination with a light source placed next to the camera and with the following three camera settings: f = 18 mm, Fig. 10 . For distances of 10 m and smaller, the illuminance of the sign is very high, and an appreciable amount of the pixels of the sign image is saturated (in one or more of the channels), giving an underestimation of the real luminance value at these pixels, and therefore, they are not considered. For higher distances, the illuminance of the sign decays with d −2 . A least squares adjustment with the function L adj. = m/d 2 is applied to the data for each of the camera settings and is also shown in Fig. 10 . The data give similar adjustments with m = 3350, 3800, and 3560 cd for f = 18, 35, and 55 mm for the three camera settings, respectively, and hence, the three camera settings yield similar values, as shown in Fig. 10 .
To prove both, the constant behavior of the luminance with a constant illumination and their invariance with different camera settings, we took a sequence of 11 measurements at different distances (d = 5 to 30 m in intervals of 2.5 m), each of them with different camera settings. The result is shown in Fig. 9 where the mean luminances of the surface elements over the sign surface are represented for different d's. The measurements with f = 18 mm, N f = 3.5, and T exp = 1/4 s give a mean value of the mean luminance (and standard deviation) of 6.03 ± 0.377 cd/m 2 , the measurements with f = 35 mm, N f = 4.5, and T exp = 1/4 s give a mean value of the mean luminance of 6.26 ± 0.254 cd/m 2 , and the measurements with f = 55 mm, N f = 5.6, and T exp = 1/4 s give a mean value of 2 . The mean retroreflectivity with a constant illumination is obtained by dividing the luminance by the illuminance on the sign (E i = 1.1 lux), and it is therefore also constant. The mean retroreflectivity of the sign for each distance and camera setting is shown in Fig. 11 . The total mean retroreflectivity (TMR) results in 5.5 ± 0.35 cd/lm, and the mean values of the mean retroreflectivity (MMR) with a constant illumination for each camera setting are given in Table III . Fig. 12 shows the mean retroreflectivity with a variable illumination. In this case, the illuminance of the sign varies, as indicated by "×" points on the same figure. The TMR results in 5.3 ± 0.40 cd/lm, and the MMR with a variable illumination for each camera setting are given in Table III .
VI. CONCLUSION
The experimental results closely coincide with the theory. The luminance and the retroreflectivity remain constant to the distance when the illumination of the sign is constant. The retroreflectivity is shown to be constant, even when varying the distance in the case of variable illumination, and similar values of the TMR are obtained (5.5 ± 0.35 and 5.3 ± 0.40 cd/lm for constant and variable illuminations, respectively).
With different camera settings, we also obtain a high degree of accordance between the MMR, as shown in Table III , where different exposure times for constant and variable illuminations (1/4 and 1/6 s, respectively) have been used, nevertheless obtaining equal results between their MMR and TMR.
This paper provides the basis for an "on road" (while traveling along the road) reflectivity evaluation of the vertical traffic sign with a digital camera: During the day, we may consider a constant illumination, and at night time, we may consider the head lamps of the vehicle as light sources (i.e., variable illumination). 
