ABSTRACT. We show that the maxwellian density f (x,t, v) corresponding to a smooth solution of the Euler equations verifies a kinetic equation in which the interaction part corresponds to the masstransport in v direction along a vector from the subdifferential of the indicator function of the set of maxwillians in the space of regular probability measures with the 2-Wasserstein metric. Our main result shows that, infinitizemally, the kinetic function f evloves by a transport in x variable with velocity v, followed by a projection to the set of maxwellians in 2-Wasserstein metric. 0.1. Introduction. A kinetic approach of studying quasilinear PDEs 
for some a(v) ∈ R n , κ(v) ∈ R m , and all U ∈ R m . The set M of kinetic functions M(U, ·) verifying the above moment relations is called an equilibrium set. Given set M , the system (1) is replaced by a kinetic equation (4) ∂ t f + div x (a f ) = Q, with the constraint f (x,t, ·) ∈ M for all (x,t). In (4) Q is an "interaction" function with zero κ-moments:
The new problem is still hard to solve due to, in part, the fact that the values of the solution f (x,t, ·) are restricted to, generally, a nonlinear set M .
The problem (4), (5) can be approximated by a problem in which f (x,t, ·) is an element of a linear space, by introducing a suitable penalization into the kinetic equation. One such approximation that gained a considerable popularity is the BGK model, where Π [ f (x,t, ·)](·) ∈ M and has the same κ-moments as f (x,t, ·) :
In (6) h > 0 is a penalization (relaxation) parameter. The theory of BGK equations is well developed for many systems of PDEs, including the Euler equations for the motion of compressible fluids. In the latter case the existence and uniqueness of solutions of the Cauchy problem to the BGK model was established by Perthame [10] , Perthame-Pulvirenti [11] .
The challange now is to take the limit h → 0 and to recover information about a solution of the original problem (1) . In this respect one would like to know if U(x,t) = lim h→0 κ f h dv is a solution of (1) and also to determine the kinetic equation satisfied by the limiting density f = lim h→0 f h .
For scalar conservation laws, (equations (1) with m=1), the convergence of the moments of f h to a solution of (1) was established by Perthame-Tadmor [12] and by Brenier [2] , Giga-Miyakawa [5] , for a time-discrete version of (6) . It follows from the result of Lions-Perthame-Tadmor [7] that the the limiting kinetic density verifies equation
where m is a non-negative measure on R n+2 + , and a(v) = ∂ v F(v). Measure m is zero if the corresponding solution of (1) is smooth. Furthermore, Brenier [3] showed that the limiting kinetic function solves a differential inclusion
where
The gradient structure of the limiting equation (7) suggests that the interaction operator Π [ f h ] in the BGK model (6) might be close to the projection of f h onto cone K,
since the expression on the right converges to an element of −∂ I K ( f ). Thus one might expect that
In this short note we consider a kinetic formulation of 3-dimensional Euler equations based on the maxwellian equilibrium densities. Considering smooth solutions, in section 0.2, we compute the interacton function Q in (4) and identify it as a subdifferential of a convex function in a suitable metric. The metric is the Wasserstein metric W 2 ( f , g) on the space of regular probability measures. The idea of formulation evolutionary PDEs using the differential structures in the space of probability measures was pioneered in Otto [9] . This approach was further developed in Jordan-Kinderleher-Otto [6] and Carlen-Gangbo [4] . In the latter reference the authors apply it to kinetic Fokker-Plank equation in which the interaction part is represented by a gradient of the relative entropy functional. The results of Carlen-Gangbo [4] were the main motivation for the present note.
The gradient structure the kinetic equation suggest that a limiting relation (8) holds in the corresponding metric. We verify this in section 0.3. Our main result is a geometric lemma 1 which establishes a time-discrete analog of (8) in W 2 metric: estimate (17).
We wish to point out that the estimate (17) is not a consequence of only smoothness assumptions; the metric W 2 ( f , g) is not controlled by any of f − g C k . The proof critically depends also on the shape of the maxwellian densities. This fact is used in obtaining a wighted L 2 estimate on the gradient ∇w of the solution of the Poisson's equation
where η is a maxwellian density; see lemma 3. 0.2. Gradient structure of the Euler equations. We the Euler equations describing the motion of a monatomic gas on R 3 × R + :
2T (x,t) , the maxwellian density corresponding to a classical solution (ρ, u, T ), we obtain the following kinetic equation.
, and tr(D) stands for its trace. Now we will show that ξ (x,t, ·) is an element of a subdifferential of a convex functional in a suitable metric space.
Let M 0 be the set of unit mass maxwellians on R 3 v :
We consider M 0 as a subset of a metric space of the probability densities with finite second moments, P 2 reg , with the metric given by the Wasserstein distance W 2 (µ, η). Here we will be using the standard notion of Ambrosio-Gigli-Savare [1] . As was shown by McCann [8] , M 0 is displacement convex. The subdifferential of its indicator function, I M 0 , (in v direction) is well defined; see section 10.1 of Ambrosio-Gigli-Savare [1] . We recall from this reference that
for all η ∈ M 0 and t η µ (v) -the optimal transport map from µ to ν; with a slight abuse of the notation we will use the same symbol for the density µ and the measure dµ = µ dv. The optimal maps between elements of M 0 are linear maps; if µ = (2πT 1 ) −
It follows that (11) is equivalent to
The set
can be interpreted as a tangent space to M 0 at µ 0 ; it consists of all tangent vectors to curves in M 0 passing through µ. Given this notation, condition (5) implies that for the vector ξ (x,t, ·) from the kinetic reprsentation (9),
) . This defines gradient structure of the kinetic equation (9) . 0.3. Geometric lemma. In this section we show that when the maxwellian densities f (x, ·) are transported to f (x − h·, ·), the projection of the later back to the set M , is h 2 close to the maxweillian density Π [ f (x − h·, ·)](·), which has the same (1, v, |v| 2 )-moments as f (x − h·, ·).
Let functions (ρ(x), u(x), T (x)) be twice differentiable with finite norm
and verify the nondegeneracy conditions:
Consider a set of maxwellian densities
Denote by
the density, the momentum and the energy of the transport of f , and let Π [ f (x − h·, ·)](v) be the maxwellian density with parameters (ρ h , u h , T h ). Finally, denote the corresponding probability densities by
Lemma 1.
There is h 0 > 0 such that for any (x, h) ∈ R 3 × (0, h 0 ) there is a unique minimizer µ h (x, ·) of
The proof of this lemma will be based on Lemma 2. There are C and h 0 depedning on
Proof. (Lemma 2) We use Brenier-Benamou formula (Brenier[]) for
where the inf is taken over of velocity filedsũ s (v) that transport η 0 to η h , i.e., there are measures µ s ∈ P 2 reg , s ∈ [0, h], which solve the following transport problem:
To obtian the estimate on the metric we take µ s = η s , where η s is defined in (15), and solve the above trasport equation as the Poisson's equation for the unkown velocityũ s = ∇ v w s . The following lemma shows that |∇ v w s | 2 η s dv is uniformly bounded in (x, s), which implies that W 2 (η h , η 0 ) ≤ Ch, as required.
Lemma 3. There are C and h
and there is C, independent of (s, x), for which
Proof. In the proof below we abbreviate ∇ v and div v to ∇ and div. We consider an elliptic equation (19) and construct a solution form a sequence of solutions to an approximate boundary value problem (for fixed (x, s)):
where B R is the ball of radius R centered at 0. The equation can also be written as
In the condition of our theorem ∇ ln η s , ∂ s ln η s ∈ C 1 (B R ), for any R and thus there is a unique classical solution of (20). Letw =
w R dv. We multiply the equation by w R and integrate over the domain:
where in the last line we used the fact that η h is a unit measure on R 3 . Let us estimate
where R 0 will be chosen later. We estimate
where C is independent of (x, s, R). Now we will show that there are numbers C 1 , C 2 independent of (x, s, R) with R > 8R 0 + 8, such that (22) sup
Indeed, the classical estimate for the equation (0.3), Theorem 8.8 of Gildbarg-Trudinger [13] , implies that there are
. Moreover, the ebedding theorems imply that sup
Combining the last two estimates with (23), we obtain (22). From that we also obtain
, with a possibly different C 1 , because η s (v) has a non-zero lower bound, independent of (x, s, R) for v ∈ B 4R 0 +4 .
To estimate J 1 , we write
2T (x−sv) , and use the estimates |∂ s ln η s (v)| ≤ C(1 + |v| 2 ) and
to obtain
We can write
for somex, and choose h 0 so small that
Moreover, R 0 can be choose large enough so that
for all |v| > R 0 , s < h 0 , x ∈ R 3 and λ ∈ (0, 1). With this estimate we obtain
where C is independent of (x, s, R).
To estimate the averagew we write
, for some absolute constant C 0 . Considering the coefficients in the equation and the right-hand side (0.3), there is C, independent of (x, s, R) such that
A basic energy estimate then produces
for some C, n 0 > 0, independent of (x, s, R). Thus we can write (26) |w| ≤ CR n 0 .
With this, I 2 from (21) can be estimated by
2 sup T , for |v| > R. Collecting the estimates on I 1 = J 1 + J 2 , and I 2 , we arrive at
with C independent of (x, s, R). By taking the limit on a suitable subsequence of ∇w R as R → +∞ we obtain an function ∇w, which verifies the statement of the lemma.
This concludes the proof of lemma 2.
Proof. (Lemma 1) Suppose that some µ h ∈ M 0 is a minimizer of (16). Let µ ∈ M 0 and denote by t µ h (·), since t µ µ h (v) = αv + β , for α ∈ R + and β ∈ R 3 ; see (12) . Since W 2 2 (µ h , η h ) ≤ W 2 2 (µ, η h ) we obtain:
from which we conclude that
Using again the fact that t µ µ h (v) = αv + β , for α ∈ R + and β ∈ R 3 , we obtain the following orthogonality condition:
From this we conclude that 
