We review possible errors in determining the size of earthquakes. We propose that the size distribution can be effectively defined only for earthquake sequences, not for 'individual' earthquakes. As a result of the error analysis, we question the validity of many reported correlations between the 6-value and spatio-temporal characteristics of tectonics and seismicity. The study of the distribution of earthquake seismic moment largely avoids the influence of these errors and biases, and is therefore superior to the standard analysis of the magnitude-frequency law. The gamma distribution is applied to describe the distribution of seismic moments of earthquake sequences. This distribution which generalizes the well-known Gutenberg-Richter (G-R) relation, is characterized by two parameters. We use the maximum likelihood method to determine the parameters of the gamma distribution for worldwide earthquakes in different depth ranges. The empirical distribution is derived from the moment-tensor catalogue compiled by the Harvard group. The p-value for scalar seismic moment of earthquake sequences (an analogue of the 6-value in the G-R magnitude-frequency law) is close to 1/2 for all earthquakes, the value predicted by a critical branching model of seismicity. This result which will be improved as more seismic moment data become available, provides input for modelling of seismicity based on percolation or on self-organized criticality models. If / 3 equals 1/2, then using the critical branching model we find that most small earthquakes in available catalogues are dependent shocks, i.e., aftershocks. Even among earthquakes of intermediate magnitudes, the number of dependent events may exceed that of independent events.
INTRODUCTION
The size distribution of earthquakes has interested many researchers, starting with its first discussion by Ishimoto & Iida (1939) and by Gutenberg & Richter (1944) . A very large body of literature exists concerning this distribution, its interpretation and possible correlation with geotectonics, stress, rock properties, etc. The distribution of earthquake sizes is usually invoked as a first confirmation for practically any model of seismicity. Limitations on space and effort prevent us from fully reviewing and classifying these studies.
Although the original conclusion by Gutenberg & Richter (1944) on the general power-law distribution of earthquake sizes has been confirmed, details of this relation are not yet firmly established. Among more important details are the value of the slope of magnitude-frequency relation (b-value), its possible dependence on time, seismogenic region, depth, stress, etc. As we have shown previously size distribution, percolation, scale-invariance, self- (Kagan & Knopoff 1981; Knopoff, Kagan & Knopoff 1982) and will show in this paper, some of these reported correlations need a new re-evaluation, since they might be artifacts of magnitude estimation errors as well as artifacts of more subtle statistical biases.
Several types of errors need to be investigated. Some of them are known to be connected with earthquake magnitude determination: saturating all magnitude scales (Kanamori 1977) , which is explained by the finite frequency and temporal window widths for a seismographic network. Other types of errors are common to both magnitude and seismic moment determination.
Simple considerations of finiteness of energy available for earthquake generation , require that the power-law relation be modified at the large size end of the magnitude scale. This adds an additional parameter, usually called a 'maximum magnitude', to the distribution. Furthermore, if a magnitude cut-off and maximum magnitude are not widely separated, the standard estimate of the b-value in the G-R relation would be biased. As we will discuss later, these and other systemic errors make us question many proposed variations of the b-value There are two reasons for our study of seismic moment distribution. (a) Theoretical, connected with efforts to model earthquake occurrences. Recently several attempts have been made to apply percolation models (see, for example Golosov, Molchanov & Reznikova 1987; Bebbington, Vere-Jones & Zheng 1990 ) as a paradigm for the earthquake rupture process. More recently a new class of models, the so-called 'self-organized criticality' schemes, have been proposed for earthquake size distribution (Bak & Tang 1989; Sornette & Sornette 1989; Ito & Matsuzaki 1990) . These physical models of seismicity must rely on firm results concerning the size distribution of earthquakes, a possible universality of this distribution, as well as the values of parameters of the distribution. (b) There is a more practical purpose for studying earthquake size distribution: to estimate the maximum seismic moment and a long-term rate of earthquake occurrence. These two important parameters are difficult or even impossible to infer from instrumental catalogues, which are usually of short time span.
E R R O R ANALYSIS

Saturation of magnitude scales
In this paper M denotes the scalar seismic moment, and m denotes the magnitude of an earthquake, b is the parameter for magnitude distribution and /? is the corresponding parameter for seismic moment distribution. By shallow earthquakes we mean here the events with hypocentral depth 0-70 km, intermediate earthquakes have depth 71-280 km, and deep events are all earthquakes with depth greater than 280 km.
Magnitude evaluation is based on an amplitude measurement of certain seismic waves generated by earthquakes. The most common and significant bias of standard magnitude-frequency relations is an eventual saturation of all magnitude scales for strong events. This saturation is caused by several factors: (a) complexity of earthquake source-time seismic moment tensor release; (b) filtering of a seismic signal by the complex structure of the Earth; and (c) filtering by seismographic equipment. Fig. l(a) presents an example of saturation of the magnitude scale: the largest body wave (mb) magnitude does not exceed 7.3 for earthquakes from the 1965-1988 PDE catalogue (Rinehart, Meyers & von Hake 1985) . However, for the surface wave magnitude (m,), obtained from the PDE list, the maximum magnitude is 8.1, whereas conversion of the seismic moment into magnitude (Kanamori 1977) yields a maximum m, value 8.0 for the 1984-1988 HARVARD catalogue (Dziewonski et al. 1989) . The saturation effect is especially damaging to attempts to evaluate the maximum magnitude from the empirical magnitude-frequency plots, since the saturation mimics a bend of the curve due to finite size of a seismogenic region.
Relatively high-frequency seismic waves are used for magnitude determination. Effects of scattering, multipathing, focusing and unfocusing are stronger as the wave periods decrease; these effects cause great variations of wave amplitude which lead to larger uncertainties and biases in magnitude measurements (cf . .
Seismographic networks have a limited ability to detect weak earthquakes and their essential parameters such as hypocentre location, origin time and magnitude. This results in another limitation of magnitude histograms, i.e., at the lower magnitude end progressively larger number of events are missing from catalogues. Unfortunately, this lower magnitude cut-off is neither sharp nor uniform over time and space. One method generally applied to determine the cut-off is to plot the histogram and to look for non-linearity of a curve at lower magnitudes. There is, of course, certain circularity of reasoning involved in such determination. Habermann (1987) discusses more sophisticated procedures to check whether any man-made changes of network capabilities are evident in magnitude statistics.
Earthquake catalogues are subject to man-made variations of magnitude levels due to changes in personnel, instrumentation, and methods of seismogram interpretation (Habermann 1987 ). Again we believe, that such variations are smaller for the HARVARD catalogue, since its compilers consistently use the same technique for the seismic moment determination (Dziewonski et al. 1989 , and references therein).
Unfortunately, the difficulties mentioned above can complicate any attempt to interpret regional variations of the b-value. To demonstrate this complication in practice we evaluate the b-value for two large seismic regions: the north Pacific (latitude limits 67.0 N-0.0, longitude limits 130.0 E-120.0 W) and the south-west Pacific (latitude limits 0.0-60.0 S, longitude limits 90.0 E-180.0 E). We use the PDE list for shallow earthquakes and calculate the magnitude-frequency relation for two magnitudes: m b and m,. To insure completeness of the catalogue, the magnitude cut-off for mb and m, is taken to be 5.5 (Kagan & Knopoff 1980b ). In addition we compute the b-values for the HARVARD catalogue of seismic moment inversions, where we use m, cut-off 6.0. Regional differences in the b-values for mb and m,, as shown in Table 1 , are statistically significant, but these differences have opposite signs! We obtain similar results for other choices of the cut-off magnitude or other subdivisions of the PDE catalogue. However, if we use the HARVARD catalogue of seismic moment, the difference in the b-values is small and not statistically significant (Table 1) .
If regional differences in the b-values were due to regional variations in stress or physical properties of rocks, the b-value for all the magnitude scales should vary in the same direction. The differences in regional behaviour of the various magnitude scales suggest that these variations result from systematic errors in estimating b-values. These errors might be due to inhomogeneity of the PDE catalogue or to the effects of other biases discussed above. The fact that m,, which is less subject to saturation and other biases, does not vary substantially, supports the hypothesis that regional variations do not result from variations of stress or mechanical properties of rocks. We suggest that henceforth any study of b-value variations should prove that these variations are not artifacts, caused by errors and biases discussed above. We calculate the b-values for the set of all mb magnitudes (m,, 2 5.5) in the PDE catalogue, the results are 1.60 f 0.02 for shallow, 1.56 f 0.04 for intermediate, and 1.52 f 0.07 for deep earthquakes (see Fig. l(a) ). These values do not show a statistically significant variation, but it is quite possible that for different subdivisions of the catalogue, or for other catalogues such differences in the b-values would be statistically significant (see Fig. 2 in Kagan & Knopoff 1980b) . Similar results are obtained by Frohlich (1989) . Again, when interpreting such differences one should take into account the possibility that they are artifacts of instrumental and other biases.
To avoid the above-mentioned difficulties, we can measure earthquake size by quantities which have a clear physical meaning, like energy or seismic moment, instead of using largely empirical measures such as magnitude. Neither energy, nor seismic moment saturates. Empirical regression procedures are used to convert magnitudes into energy or moment (Kanamori 1977; Giardini 1988; . Although applying such conversion rules it is possible, in principle, to correct for the magnitude saturation, nevertheless, in magnitude determination only a narrow frequency band is used, thus important information is irretrievably lost. Therefore, the empirical conversion from magnitude to seismic moment will always increase random fluctuations of obtained histograms. In addition, a review of literature reveals a great variety of differing conversion formulae, indicating a lack of a generally acceptable algorithm.
The seismic moment tensor is now evaluated routinely for strong worldwide earthquakes (Dziewonski et al. 1989 , and references therein). Therefore, it is preferable to use these data for earthquake size distribution analysis. Since the seismic moment inversion uses long-period waves, the accuracy of moment determination is usually much higher than the accuracy of magnitude evaluation. Ekstroem estimate the relative standard error in determination of the scalar seismic moment to be 10-20 per cent. However, even when we use seismic moment data to infer the size distribution of earthquakes, some errors still persist. These errors are now connected with the definition of an individual earthquake.
What is an earthquake?
'This question, at first sight foolish, improves on acquaintance' (Richardson 1926, p. 709) . We have proposed (Kagan & Knopoff 1981; Kagan 1982 ) that the usual subdivision of earthquake sequences into individual earthquakes, which is the basis of a catalogue compilation, as well as of any study of earthquake size distribution, may be arbitrary. We have asked whether one large shock in an earthquake catalogue can be replaced by a suite of almost contemporaneous smaller events with equal logical validity.
Identifying individual shocks in complex rupture events is not straightforward. Moreover, detailed studies of earthquakes which initially appear to be simple events, usually reveal their complex multishock structure. As we argue in Kagan & Knopoff (1981) , the complexity of earthquake energy release is a consequence of their scale-invariant, or fractal structure. Thus identification of individual shocks depends strongly on such non-intrinsic properties of the seismographic network as amplitude detection threshold and/or instrument frequency response, density of stations as well as seismogram interpretation procedures. Let us consider, for example, how the San Fernando earthquake of 1971 (mL = 6.4) and its aftershocks have been recorded in various catalogues. An accelerometer record of the earthquake shows that the duration of the main shock was 20 s (Trifunac 1972) and that more than 30 aftershocks occurred in the first 6 min. At the same time, the catalogue from the local (Caltech) network indicates that the first aftershock took place 6 min after the origin time (Hileman, Allen & Nordquist 1973) . In the PDE listing, the first aftershock occurred 42 min after the origin time; however, in the period from 6 to 42min, the Caltech network identifies 36 aftershocks. Thus, the apparent duration of an earthquake could change by a factor of more than one hundred, depending on the' properties of the network and the methods of interpretation; the number of recorded aftershocks could also change accordingly.
We propose to consider a complete sequence of earthquakes as a single process, without dividing them into foreshocks, mainshock(s) and numerous aftershocks. Our proposal is not novel: indeed, when aftershocks (and foreshocks) are removed from earthquake catalogues, presumably only mainshocks remain. This removal is usually done in an ad hoc or in a purely intuitive manner. We propose to formalize the rules of dependent shocks identification and to add their seismic moment to the moment of the main shock.
Summing up, we see two reasons for counting sequences of earthquakes, not individual earthquakes in statistical analysis of earthquake size: (a) individual earthquakes cannot be reliably distinguished, and (b) the size distribution of earthquake sequences might be a more appropriate measure for physical processes taking place during earthquake occurrence. In our simulations (Kagan & Knopoff 1981) we showed that similar histories of earthquake rupture processes result in drawn-out sequences for shallow earthquakes and more compact sequences for deep events. The former time series are interpreted as fore-, main-, aftershock sequence, whereas the latter seismograms are usually defined as one multishock complex deep event. In this fashion, when selecting sequences for analysis, we compare similar entities.
When simulating earthquake ruptures, it is easy to establish which elementary events belong to the same sequence (see Kagan & Knopoff 1981; Kagan 1982) . In a real earthquake sequence this selection is rarely unambiguous; even a close aftershock in the wake of a strong earthquake still has a small probability of being an independent event or belonging to another cluster. In the case of close aftershocks their attribution to a specific sequence can be frequently made by inspection. However, for earthquakes which are considerably separated in space and time from other strong events, there are usually several possibilities (e.g., independent events or events belonging to few separate clusters). These possibilities should be evaluated quantitatively by using an appropriate stochastic model of seismicity (Kagan & Knopoff 1980b; Kagan 1991 
SIZE DISTRIBUTION O F E A R T H Q U A K E S
Gamma distribution of seismic moment
The distribution density $ of the seismic moment is usually assumed to follow truncated power-law or Pareto distribution, which is an appropriate transformation of the well-known Gutenberg-Richter (1944) relation:
M, is a lower threshold seismic moment, which is usually determined by the detection threshold of a seismographic network and p = b / c , where b is the coefficient in the magnitude-frequency relation and c is a coefficient in the relation between magnitude and scalar seismic moment, measured in Newton metres
We use log (.) to describe a base 10 logarithm and In (.) to describe a natural logarithm. The most frequently used values for parameters are c = 1.5 and d = 9.0 (Kanamori 1977). The requirements of finiteness of seismic energy or seismic moment flux require that the p-value cannot be uniform over an infinite range of seismic moment ). An upper limit of magnitude or seismic moment (MmaX) is often introduced. Then the distribution $ ( M ) will turn out to be of Pareto type, that is truncated at both ends. In reality the above hypothesis is neither required by physical considerations, nor is the simplest one.
A more reasonable approach is to introduce a distribution of the seismic moment which has the above property of the finite moment flux and, at the same time, reflects our essential ignorance of the size distribution of large earthquakes. We have chosen to solve this problem by applying the maximum entropy principle (Kagan & Knopoff 1984 ). The maximum entropy distribution which has a finite first statistical moment (which is proportional in our case to the seismic moment flux) is an exponential distribution (Tribus 1969) . The distribution of seismic moments for earthquake foci whose dimensions are small in comparison with the dimensions of the major tectonic plates, should be scale-invariant, i.e., it should be of power-law type. The distribution which is a power-law form for small values of the argument and has an exponential tail is the gamma distribution (Tribus 1969) :
Here M , is the parameter that controls the distribution in the upper ranges of M and C is the normalizing coefficient: (4) where y(x, y ) is the incomplete gamma function (Bateman & Erdelyi 1953) . In the standard treatment of the gamma function (distribution) p should be negative. However, in our case the value of p is from 0.5 to 0.8. Since in practical applications there is always a lower magnitude or seismic moment cut-off, we truncate the distribution at M,, as in (1).
The parameter M, , as we discuss later, can be considered an maximum. The standard procedure for finding the maximum involves a calculation of the partial derivatives al/2/3 and dlldM, and finding zeros of the derivatives. We eschew the search for the zeros of the derivatives for two reasons: firstly, these expressions are rather complicated, and, secondly, as we will see later, for the data available now, the likelihood function even relatively close to its maximum is not quadratic, hence the analysis of the function's shape is preferable to a simple calculation of maximum likelihood estimates. We evaluate the average seismic moment of a population with the lower cut-off moment M,, distributed as shown in equation (3), For MJM, << 1, this formula becomes
The moment rate MC is where a, is the rate of earthquake occurrence with seismic moment greater than M,.
Under the scale-invariance argument above, we extrapolate the seismic moment distribution to small values of M . We express M, in terms of some conveniently chosen reference moment M,, and earthquake rate a,,, and then consider (10) as M, goes to zero. To avoid awkward algebra, we choose M, >> Mo. Then for the total seismic moment rate we have
which can be compared with the corresponding rate computed for the truncated Pareto distribution (Anderson 1979; Molnar 1979 ), Hence we can define the effective maximum moment Me, which is the value of M,,, for which the truncated Pareto distribution yields the same value of the seismic rate as the gamma distribution Since we often have an estimate of M from geological and geodetic data, as well as estimates of a,, and P from seismicity studies, we might try to evaluate M,,, using (11) and (12) (Anderson 1979; Molnar 1979) . Unfortunately, three factors make these estimates unreliable: (a) the estimate for a,, is very unstable because most instrumental catalogues span such a short time (Kagan 1991) ; (b) the estimate of M is usually an upper bound value, since part of the deformation is released by aseismic slip; and (c) as we see from Section 2, b-or /3-values are also subject to many possible errors. Since estimates of three variables in (11) or (12) are uncertain, we cannot obtain a sufficiently accurate value of M, , , from this formula. Nevertheless, as is shown below, there is evidence that the /I-value is a universal constant. If this conjecture is true, we can evaluate M,,, with a greater certainty.
Branching model of earthquake occurrence
As we suggested in Section 2.2, we analyse sequences instead of individual earthquakes because it is possible to derive the distribution of the total seismic moment of a sequence from certain basic assumptions. Otsuka (1972) and Vere-Jones (1976; showed that the critical branching process yields P = 112 in the distribution (1). Vere-Jones (1976) also demonstrated that a slightly subcritical process produces a distribution of the total size of a crack system which is equivalent to the gamma distribution dicussed above. Thus, it is appropriate to use the gamma distribution for the distribution of the total seismic moment of an earthquake sequence. We also expect that fi = 112.
We obtain a confirmation of that hypothesis by considering (11). The total seismic moment rate is constrained by tectonic forces. Thus, if q, is changed by a factor of A due to a different frequency response of a seismographic network (see an example in Section 2.2), then in order to keep M constant, we need either to decrease M, by a factor or change the value of P significantly.
Both of these options are clearly inconsistent with the interpretation of M, or / 3 as physical constants. The best solution is to accept the value of the distribution parameter of the seismic moment tensor as the frequency response of the network tends to zero, for the value of P . As we have suggested earlier the value is 112. We interpret M, as the maximum total seismic moment of a sequence. The above definitions are largely independent of the properties of the seismographic network and the methods of interpretation.
If we accept this hypothesis, many of the formulae of Subsection 3.1 can be simplified. For example, the coefficient C in (3) 
Band depth
We compare size distributions of earthquakes for different depths in Fig. 1 . The curves for mb are approximately parallel, whereas similar curves for log seismic moment ( In Table 2 several estimates of the P-values for earthquakes in various depth intervals are displayed. The P-values are obtained for the 1984-1988 HARVARD catalogue of seismic moment tensor solutions using the Pareto approximation (1). To ensure completeness of the catalogue, log seismic moment cut-off is taken as 18.0, Corresponding to m , = 6.0. In both sets of values, p exhibits decline as depth increases; although for most depths the change in the /?-values is not statistically significant, the mere consistency of the change indicates that the effect might be real. There can be two competing effects of this dependence of /? on depth: (a) as we explained earlier, shallow sequences of earthquakes contain many dependent events; counting these events in our histograms increases the !-value; and (b) the maximum magnitude of earthquakes is decreasing for deeper events; if we approximate the moment-frequency relation by the one-parameter Pareto distribution, this will increase the estimate of /? this time for deeper earthquakes.
In Fig. 2(a, b) , we show two examples of the likelihood function obtained for the HARVARD catalogue, using (7), i.e., the gamma distribution. The likelihood functions in Fig. 2 have been normalized so that their maximum is 3.0, Wilks (1962, chapter 13.8) shows, that 1 from (7) Fig. l(b) .
We also attempt to study the seismic moment distribution for earthquake sequences. To define the sequences we use the results of likelihood analysis of earthquake catalogues (Kagan 1991; see also Kagan & Knopoff 1980b) . We approximate an earthquake occurrence by a multidimensional Poisson cluster process. In this model mainshocks are distributed according to the Poisson distribution, whereas dependent events in earthquake sequences are controlled by a distribution which is characterized by a few adjustable parameters. These parameters are estimated through a maximum likelihood search. As the result of this optimization we evaluate probabilities (p,) of any ith earthquake belonging to a jth cluster or sequence ( & p , = 1); pI1 corresponds to probability of an earthquake to be an independent event. We use these probabilities (p,) to assign part of the seismic moment of the ith event to the jth earthquake, the jth earthquake might again belong to some kth group, etc. This process continues until all earthquakes in a catalogue have been counted. As the result of the seismic moment reassignment, some earthquakes may have the seismic moment which is below M,. It is not clear how such earthquakes should be treated, so we calculate the likelihood function (6) with (case 1) and without (case 2) these events.
As the number of earthquake sequences is always smaller than the number of earthquakes in a catalogue, whereas the total moment is a constant, we should expect the /?-value for sequences to be smaller than that for earthquakes. For deep and intermediate earthquakes the difference in the /?-values between calculations which use sequences or individual earthquakes, is negligible due to a small number of aftershocks for these sequences in the HARVARD catalogue. In general, only shallow earthquakes and intermediate events with a hypocentral depth 70-100 km have a significant number of aftershocks (Kagan & Knopoff 1980b; Frohlich 1989; Kagan 1991) , thus only for these earthquakes we should expect a significant decrease of the b-or /?-values due to clustering.
For shallow earthquakes in the HARVARD catalogue we obtain new values of /? which are 5-7 per cent smaller than the values obtained using (7) that /? is a universal quantity equal to 1/2 for all of the earthquake sequences (see previous subsection).
Estimate of maximum seismic moment
Using /? = 1/2, we evaluate the maximum moment for the portion of the San Andreas fault covered by the CALNET catalogue 1971 (Marks & Lester 1980 . Calculating the likelihood function (7), we find that the value of p is well constrained by the data; we could have obtained essentially the same result if we had used the Pareto distribution (1).
To convert local magnitudes into the seismic moment we use in (2) c=1.43 and d =9.2, which were proposed by Campbell (1983) for southern California as well as being appropriate to central California. Taking into account a correction for grouping the data into intervals of 0.1 magnitude units, we obtain fl=OSS*O.Ol (Kagan & Knopoff 1984) . On the other hand, the likelihood function does not provide any useful information regarding the value of M,. The lowest value of M, corresponds to the maximum magnitude of about 6.5; thereafter the likelihood function is flat signifying that any value of m, [rn, is related to M, by equation (2)] greater than 6.5 would fit our data. The largest earthquake in the catalogue has the magnitude rn = 5.2, so a different result should not be expected. We suspect, however, that even if we use more extensive standard earthquake catalogues, the value of M, would be difficult to obtain because the errors in the determination of M, will be greatly influenced by the saturation of the magnitude scale. Thus, we seek a different approach to the problem of the number of dependent shocks.
In Table 3 
where the shear modulus p = 3.0 X 10l1 dyne cm-*, depth of the fault H = 8 km (Kagan & Knopoff 1980a ) and the slip rate (on the San Andreas fault) s =35mmyr-' (Sieh & Jahns 1984) . We take the region spanned by the CALNET network, for which L = 378 km. In this region we find that there are 1051.4 earthquakes per year with m 2 1.5. We and log M, = 22.25 which is close to the moments of the largest worldwide earthquakes (see Fig. 2 ). Values of Me can be computed using (13) or (16).
In Table 3 we display the results of the calculation of A, for the above choices of M,, selected values of ma, and , 6 = 0.5. The measured rate (Y is the number of earthquakes per year that have occurred in the region. The calculated rate of occurrence of individual earthquakes per year is normalized to the measured rate for m, = 1.5 and for other values of m, we calculate the value according to (12), i.e., by setting cu,m,=constant with B=0.58 (see the first paragraph of the subsection).
The ratio A,/q, in Table 3 suggests that most of the earthquakes with magnitude m 2 1.5 are not independent, i.e., they are mostly aftershocks. to take into account all of the seismicity on this part of the fault during the seismically significant part of the earthquake cycle, the estimate of a,, would have been much higher.
In Table 4 , we summarize the results of studies of several catalogues which can be regarded as tests of the above hypothesis. The catalogues included in the table are the Central California (CALNET), the Combined California (CACA), the New Zealand (NZ), the Japan (JAPAN), the PDE list, the HARVARD catalogue, and the worldwide catalogue compiled by Duda (DUDA). Description of these catalogues can be found in Kagan & Knopoff (1980b) , and in Kagan (1991) . The listed values of A/(Y are the ratios of the number of main shocks (or sequences) to the total number of events in the catalogue. The number of mainshocks has been determined using the maximum likelihood procedure described in Kagan & Knopoff (1980b) and in Kagan (1991) . Because of the limited time span of the catalogues, as well as some deficiencies in the maximum likelihood procedure, this method does not identify all of the main events. Thus, the A/& ratio should be considered as the upper bound of A,/(Y. As shown in the preceding example of the central California case, the values of the A/(Y ratio are higher for the catalogues with higher cut-off magnitudes; this can be easily observed in the comparison of worldwide PDE, HARVARD and DUDA catalogues. We can also see that the ratio is strongly dependent on the presence of an exceptionally strong earthquake in a catalogue: the value of the ratio is much lower for the combined California catalogue (CACA) which is dominated by the Kern County (1952) and the San Fernando (1971) earthquakes while the ratio is higher for the CALNET catalogue which does not contain such large events. The above calculations serve as an indication of the difficulty of using the results of microearthquake studies to estimate the seismicity of strong earthquakes. Many studies to date avoid this problem by using only those earthquakes with magnitudes greater than 5 or 6. A few aftershocks in this magnitude range can usually be removed by ad hoc methods.
As an additional confirmation of our conjecture that the @-value is a universal constant 1/2, we find that the value of coefficient @ determined for earthquake sequences for the CALNET catalogue is @ = 0.55 f 0.01. This value is lower than the @-value we find for the Poisson model 8 = 0.58 f 0.01 (see above). Thus, similarly to results for the PDE catalogue, for the CALNET catalogue incorporating aftershocks into mainshocks leads to a decrease in the @-value.
DISCUSSION
Due to errors and biases in magnitude determination, the reported interrelations between the b-values and geology or stress conditions of seismogenic regions, need a reevaluation. To correct for the deficiencies of magnitude determination, we have measured the slope, @, of the log seismic moment-frequency relation. After corrections of j3
for maximum seismic moment and clustering of shallow earthquakes, the @-value is found to be between 0.45 and 0.65 for earthquake sequences of all depth ranges. Accumulation of seismic moment tensor inversion data in the next few years will allow for a more precise determination of @, as well as for testing whether this parameter is dependent on seismic region, hypocentral depth, interearthquake time, etc.
The value of @ obtained is consistent with the 1/2 value predicted by the critical branching model of an earthquake occurrence. However, the values of @ predicted by percolation models and by self-organized criticality models are usually different from 1/2 (Bebbington et al. 1990 ). Previous attempts to simulate seismicity using these models involved representation of rupture as a process in 2-or 3-D.
If we interpret, for instance, the total area of a percolation cluster to be proportional to the energy or to the moment of an earthquake, the 2-D percolation yields the value of @ = 1/18 (Stauffer 1979) , whereas the 3-D percolation suggests @ = 1/5 (ibid.). The @-value corresponds to 1/6 in Stauffer's (1979, p. 25) notation. For self-organized critical state models those values are, according to simulation results (Bak, Tang & Wiesenfeld 1988) , close to zero and 0.37, respectively.
When comparing percolation and self-organized criticality results with the distribution of magnitude, one issue needs to be taken into account: logarithmic intervals are used for a magnitude distribution, whereas a linear scale is more appropriate for the moment or energy. Since d[ln (E)]/dE = 1/E, the conversion from logarithmic to linear distribution involves subtraction of 1.0 from the exponent (see equation 1).
When applying percolation results to a size distribution, the major problem is connected with different types of state space in both phenomena. In the percolation problem, sites or connection bonds have only two states (occupied-nonoccupied), whereas a continually variable slip (Burgers) vector is applied to each point of a planar earthquake fault.
If we relax the condition of planarity, we have a tensor-valued field as our basic earthquake model. Therefore, any comparison of standard percolation results with an earthquake occurrence would be tentative and speculative. The critical branching model, on the other hand, does not need a close identification of any specific geometrical features for both models, hence its interpretation may be less precise.
This discussion suggests that the dimensionality of the percolation model space might need to be increased to account for the complexity and tensor character of an earthquake rupture. Two factors need to be taken into account. (a) With an increase of space dimensionality the 1/6 value for percolation approaches the asymptotic quantity 1/2, for the 6-D space it is already 0.5 (Stauffer 1979, p.. 25); Obukhov (1988) argues that for the self-organized critical phenomena the upper critical dimension is four. (b) The critical branching process can be interpreted as a percolation on an infinite-dimensional Bethe lattice (Fisher & Essam 1961) . Thus, these two models may not be completely different. In our modelling of earthquake ruptures through a critical branching process (Kagan 1982) , we use a branching random walk in six dimensions: three dimensions of the Euclidean space and three dimensions of the rotation group SO(3). In this model translations and rotations of fractures both contribute to complex deformation of elastic solid.
It is also quite possible that, if we introduce a seismic moment tensor into the self-organized criticality scheme, it will yield the @-values close to 1/2, obtained for the critical branching process. Of course, the branching property (Athreya & Ney 1972) is much more restrictive than the cellular automata of the self-organized criticality. In stochastic branching processes only one neighbour (a parent) influences birth and behaviour of offsprings, whereas for cellular automata more complicated patterns of 'particle' interaction can be studied. Thus it can be expected that future models based on critical self-organization will be relevant to seismological problems.
We also comment briefly on attempts of interpreting the b-value as a fractal dimension for earthquake faults geometry. Aki (1981; see also Giardini 1988; Meredith et al. 1990) proposed that the b-value be identified with a fractal dimension D = 3b/c, where c is defined by (2). However, if we accept b as an empirical quantity, subject to change, nothing prevents it from reaching values as high as 1.5. Actually, as we explained earlier, for very strong earthquakes @ has to be larger than 1.0 in order for the seismic moment flux to be finite. Furthermore, for some measurements the slope of the magnitude-frequency relation is larger than 1.5 even when measured far from the maximum magnitude. As mentioned in Section 2.1, the b-values determined for an mb data set are 1.54 and 1.68 for the north Pacific and SW Pacific regions, respectively; for worldwide earthquakes these values exceed 1.5 for all depth intervals (see Fig. la) . Therefore, if we take c in (2) to have a commonly used value of 1.5, the fractal dimension of earthquake faults can exceed 3.0, but this is impossible in the 3-D space.
Another argument against geometrical interpretation of the b-value, is that the b-value is roughly the same for shallow and deep earthquakes, whereas geometry of the fracture as measured by the fractal dimension, is different for earthquakes in various depth ranges. Kagan & Knopoff (1980a) showed that the fractal dimension of shallow hypocentres is close to 2.0, whereas for deep earthquakes it is about 1.5. These measurements of the fractal dimension of earthquake hypocentres cannot produce the value of the dimension greater than 3.0, thus the earthquake spatial fractal dimension is automatically smaller than the dimension of the embedding Euclidean space. Therefore, we propose that although the distribution of earthquake size has a power-law form, it does not necessarily define a fractal dimension.
CONCLUSIONS
(1) We review studies of size distribution for earthquakes, analyse possible errors which influence the form of such distributions, and discuss possible interpretations of the )ewer-law form of the distribution. The size distribution can )e effectively defined only for earthquake sequences, not for ndividual earthquakes. We question the validity of many studies which report a variation of the b-values with geology of a seismogenic region.
(2) The gamma distribution is applied to describe the distribution of seismic moments of earthquake sequences. The gamma distribution arises both as a result of maximum entropy reasoning and as the natural outcome of a stochastic critical branching model. This distribution which has been proposed by several researchers recently, generalizes the well-known Gutenberg-Richter relation. The gamma distribution is characterized by two parameters. We use the maximum likelihood method to evaluate these parameters; the value of p (an analogue of the b-value in the G-R magnitude-frequency law) varies from 0.47 to 0.76 depending on the earthquake depth range. However, if we calculate the p-value for a 'declustered' catalogue of shallow events, p approaches 0.5.
(3) We review a stochastic critical branching model of earthquake occurrences which predicts the value 0.5 for the p-parameter of the distribution. There is evidence that the distribution of the total seismic moment of an earthquake sequence converges to p = 0.5, hence we hypothesize that the value of / 3 equal to 1/2 is universal.
(4) Our results indicate that the majority of all microearthquakes are dependent shocks (aftershocks). Even among earthquakes of intermediate magnitudes, the number of dependent events may exceed that of independent events.
