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PURE IMAGINARY ROOTS OF QUATERNION
STANDARD POLYNOMIALS
ADAM CHAPMAN
Abstract. In this paper, we present a new method for solving
standard quaternion equations. Using this method we reobtain the
known formulas for the solution of a quadratic quaternion equation,
and provide an explicit solution for the cubic quaternion equation,
as long as the equation has at least one pure imaginary root. We
also discuss the number of essential pure imaginary roots of a two-
sided quaternion polynomial.
1. Introduction
Let H = R + Ri + Rj + Rk be the real quaternion algebra, with
i2 = j2 = −1, k = ij and ji = −k.
Every element z in this algebra is therefore of the form z = c1 +
c2i + c3j + c4k where c1, c2, c3, c4 ∈ R. Let ℜ(z) = c1 and ℑ(z) =
z−ℜ(z) = c2i+ c3j+ c4k. We call ℜ(z) the real part of z and ℑ(z) the
imaginary part. If ℜ(z) = z then z is called pure real and if ℑ(z) = z
then z is called pure imaginary. Every element z then can be written
as the sum of two elements r + x such that r = c1 is pure real and
x = c2i+c3j+c4k is pure imaginary. By easy calculation one can show
that x2 = −(c22 + c23 + c24) ∈ R.
The conjugate of z is defined to be z¯ = r−x = c1−c2i−c3j−c4k. The
norm of z is defined to be N(z) = zz¯ = r2− x2 = c21 + c22 + c23 + c24 ∈ R.
The norm is known to be a multiplicative function, i.e. f(z1z2) =
f(z1)f(z2), and for any c ∈ R, f(cz) = c2f(z).
A quaternion polynomial equation with one indeterminate z is called
standard if it is of the form anz
n+· · ·+a1z+a0 = 0 for some a0, . . . , an ∈
H. Mark that since the quaternion algebra is noncommutative, the
order of multiplication is crucial, for instance the equations az2−b = 0,
zaz − b = 0 and z2a− b = 0 are three distinct equations.
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In [4] Janovska´ and Opfer reduced the problem of solving any stan-
dard quaternion equation of degree n to a real equation of degree 2n.
However, for the case of n = 2 it is not the optimal, since there are
reductions into equations of degree 3 instead of 4 (see [3], [1]).
Here we present a new method for solving quaternion standard equa-
tions. For the case of n = 2 it is very similar to the techniques appear-
ing in [3] and [1]. For the case of n = 3, if the equation has at least
one pure imaginary root, then the problem is reduced to solving a few
real equations of degrees no greater than 4, as opposed to the degree 6
equation that arises from the method in [4].
Later in this paper we shall use Wedderburn’s decomposition method
for standard quaternion polynomials. The ring of standard (or left)
quaternion polynomials H[z] is simply the ring obtained by adding
the variable z to the quaternion algebra with the relations za = az
for any a ∈ H. The elements az2, zaz and z2a are the same inside
this ring. However, every polynomial f(z) in that ring has a standard
form, where the coefficients lie on the left-hand side of the variable,
i.e. f(z) = anz
n + · · · + a1z + a0 for some a0, . . . , an ∈ H. When
substituting an element z0 ∈ H in f(z) we substitute in the standard
form, i.e. f(z0) = anz
n
0 + · · · + a1z0 + a0. We call a a root of f(z) if
f(a) = 0. Consequently, finding the roots of a polynomial in this ring
is equivalent to solving a standard quaternion equation.
It is important to mention that the substitution map Sz0 : H[z] → H,
taking Sz0(f(z)) = f(z0), is not a ring homomorphism if z0 is not
pure real. For example, if z0 = i, g(z) = z − j, h(z) = z + j and
f(z) = g(z)h(z) = z2 + 1 then g(i)h(i) = (i− j)(i+ j) = 2k 6= 0 while
f(i) = 0.
The following statement is known to be true (see [8]): For given
f(z), g(z), h(z) ∈ H[z], if f(z) = g(z)h(z) and a is a root of f(z)
but not of h(z) then h(a)ah(a)−1 is a root of g(z). Consequently, if
n = deg(f) distinct roots of f(z) are known then we can factorize f(z)
completely to linear factors. The opposite is not true, i.e. there is
no simple algorithm for finding the roots of a polynomial knowing its
factorization.
2. Roots of a quaternion standard polynomial
Let there be a monic polynomial f(z) = zn + an−1zn−1 + · · ·+ a1z +
a0 ∈ H[z] where ak−1, . . . , a0 ∈ Q and a0 6= 0.
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Similarly to the ring of standard polynomials with one variable H[z],
one can look at the ring of polynomials with two variables H[r,N ]
where ra = ar and Na = aN for any a ∈ H.
Lemma 2.1. There exist polynomials g, h ∈ H[r,N ] such that f(z0) =
g(r0, N0)x0 + h(r0, N0) for any z0 ∈ H, r0 = ℜ(z), x0 = ℑ(z), N0 =
−x20.
Proof. Let z0 be some arbitrary element in H. f(z0) = z
n
0 +an−1z
n−1
0 +
· · · + a1z0 + a0. Now, z0 = r0 + x0 for some pure real r0 and some
pure imaginary x0. Since r0 is real, it commutes with x0. There-
fore zk0 =
∑k
m=0
(
k
m
)
rm−k0 x
m
0 . Let N0 = −x20. This element is pure
real. For all 1 ≤ k ≤ n, zk0 = (
∑⌊k−1
2
⌋
m=0
(
k
2m+1
)
(−1)mNm0 rk−(2m+1)0 )x0 +
∑t
m=0
(
k
2m+1
)
(−1)mNm0 rk−2m0 . Let gk(r,N) =
∑⌊k−1
2
⌋
m=0
(
k
2m+1
)
(−1)mNm0 rk−(2m+1)0
and h(r,N) =
∑t
m=0
(
k
2m+1
)
(−1)mNm0 rk−2m0 . Now let g(r,N) = gn(r,N)+
an−1gn−1(r,N)+· · ·+a1g1(r,N) and h(r,N) = hn(r,N)+an−1hn−1(r,N)+
· · · + a1h1(r,N) + a0. It is easy to see that f(z0) = g(r0, N0)x0 +
h(r0, N0). 
Theorem 2.2. Given an element z0 ∈ H, x0, r0, N0 are as in Lemma
2.1, z0 is a root of f(z) if and only if one of the following conditions
is satisfied:
(1) (r0, N0) is a solution to both h(r,N) = 0 and g(r,N) = 0.
(2) (r0, N0) is a solution to the equation −g(r,N)g(r,N)g(r,N)N =
h(r,N)g(r,N)h(r,N) and x0 = −g(r0, N0)−1h(r0, N0).
Proof. If h(r0, N0) = g(r0, N0) = 0 then f(z0) = g(r0, N0)x0+h(r0, N0) =
0x0 + 0 = 0, i.e. z0 is a root of f(z).
If h(r0, N0) 6= 0 or g(r0, N0) 6= 0 while f(z0) = 0, then h(r0, N0) 6= 0
and g(r0, N0) 6= 0, because g(r0, N0)x0 = −h(N0). Therefore g(r0, N0)g(r0, N0)x0 =
N(g(r0, N0))x0 = −g(r0, N0)h(r0, N0).
Consequently −N(g(r0, N0))2N0 = g(r0, N0)h(r0, N0)g(r0, N0)h(r0, N0),
i.e. −g(r0, N0)N(g(r0, N0))N0 = g(r0, N0)h(r0, N0)g(r0, N0)h(r0, N0).
This is surely not the trivial equation, because the difference between
the lowest degree among the nonzero monomials of the right-hand side
of the equation and the lowest degree among the nonzero monomials of
the left-hand side of the equation is at least 1. Consequently, (r0, N0) is
a root of the equation g(r,N)g(r,N)g(r,N)N = h(r,N)g(r,N)h(r,N).

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3. Solving quadratic equations
Let f(z) = z2+az+ b. By replacing z with z− ℜ(a)
2
, we may assume
that ℜ(a) = 0. The case of a = 0 is simple. If b is not pure real
then the roots are ± 4√Nbe
θ
2
ℑ(b)√
N(b) where θ is the phase of b in its polar
decomposition as a quaternion. If b is pure real then if it is negative
then the roots are all the pure imaginary elements whose norms are
real square roots of N(b). Otherwise, the roots are the real positive
and negative square roots of b.
Therefore we assume a 6= 0. We assumed that ℜ(a) = 0 and therefore
a is a nonzero pure imaginary. Taking d = b+aba
−1
2
, it is clear that
ad = −da and a(b−d) = (b−d)a. Since b−d commutes with a, it is of
the form m+na for some m,n ∈ R. The case of d = 0 is again simple,
as in the case of a = 0. Consequently we shall assume that d 6= 0.
Theorem 3.1. Assume a, d 6= 0. Let z0 be a root of f(z) = z2 + az +
m + na + d. If n 6= 0 then r0 = ℜ(z0) is a solution to the equation
16r6 + (−8a2 + 16m)r4 + (−a2(4m − a2) + 4a2n2 + 4d2)r2 − a4n2 = 0
and ℑ(z0) = −(2r0+a)−1( 12r0a(r0+n)(2r0+a)+ d). If n = 0 then one
of the following happens:
(1) r0 = 0, N0 = −ℑ(z0)2 is a solution to the equation 0 = N2 +
(a2 − 2m)N +m2 − d2 and ℑ(z0) = −a−1(m+ d−N0)
(2) r0 is a solution to the equation 0 = 16r
4 + (−8a2 + 16m)r2 −
a2(4m− a2) + 4d2 and ℑ(z0) = −(2r0 + a)−1(12a(2r0 + a) + d).
Proof. The polynomials obtained according to the proof of Lemma 2.1
are in this case g(r,N) = 2r+ a and h(r,N) = r2−N + ar+ b. Again
r0 = ℜ(z0), x0 = ℑ(z0) and N0 = −x20.
Obviously g(r0, N0) 6= 0, therefore for according to Theorem 2.2,
(r0, N0) is a solution to−g(r,N)g(r,N)g(r,N)N = h(r,N)g(r,N)h(r,N).
We shall solve this equation then. −(2r + a)(2r − a)(2r + a)N =
(r2 −N + ar + b)(2r − a)(r2 −N + ar + b).
Taking only the part of the equation which anti-commutes with a we
obtain
0 = d(2r−a)(r2−N+ar+m+na)+(2r−a)(r2−N+ar+m+na)d =
((2r + a)(r2 −N − ar +m− na) + (2r − a)(r2 −N + ar +m+ na))d
Which means that 0 = (2r+a)(r2−N−ar+m−na)+(2r−a)(r2−
N + ar +m+ na) = 4r3 − 4rN + 4rm− 2a2r − 2na2.
If n 6= 0 then r 6= 0, and so N = r2 +m− 1
2
a2 − 1
2r
na2.
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h(r,N) = r2−N+ar+b = r2−(r2+m−1
2
a2− 1
2r
na2)+ar+m+na+d =
1
2
a2 + 1
2r
na2 + ar + na+ d = 1
2r
a(r + n)(2r + a) + d
The equation of interest is −(2r+a)(2r−a)(2r+a)N = h(r,N)(2r−
a)h(r,N). Its part which commutes with a provides us with −(2r +
a)(2r − a)(2r + a)N = ( 1
2r
a(r + n)(2r + a))(2r − a)( 1
2r
a(r + n)(2r +
a)) + d(2r − a)d = 1
4r2
(2r + a)(4r2 − a2)a2(r + n)2 + (2r + a)d2
Therefore −(4r2−a2)N = 1
4r2
(4r2−a2)a2(r+n)2+ d2, which means
that 0 = 1
4r2
(4r2 − a2)(4r2(r2 +m− 1
2
a2 − 1
2r
na2) + a2(r + n)2) + d2 =
1
4r2
(4r2− a2)(4r4+4r2m− 2a2r2− 2rna2+ a2r2+2a2rn+ a2n2)+ d2 =
1
4r2
(4r2 − a2)(4r4 + 4r2m− a2r2 + a2n2) + d2.
Consequently 16r6 + (−8a2 + 16m)r4 + (−a2(4m − a2) + 4a2n2 +
4d2)r2 − a4n2 = 0.
If n = 0 then 0 = 4r3−4rN +4rm−2a2r = r(4r2−4N +4m−2a2),
which means that either r = 0 or N = r2 + m − 1
2
a2. If r = 0 then
a3N = (−N +m+ d)(−a)(−N +m+ d). Taking only the part which
commutes with a we obtain a3N = −(−N +m)2a+ ad2, hence a2N =
−N2+2mN−m2+d2, and consequently 0 = N2+(a2−2m)N+m2−d2.
If N = r2+m− 1
2
a2 then h(r,N) = r2−N +ar+ b = r2− (r2+m−
1
2
a2)+ar+m+d = 1
2
a2+ar+d = 1
2
a(2r+a)+d. From −(2r+a)(2r−
a)(2r+a)N = h(r,N)(2r−a)h(r,N) we obtain −(2r+a)(2r−a)(2r+
a)N = (1
2
a(2r+a)+ d)(2r−a)(1
2
a(2r+a)+ d). Taking the part which
commutes with a we get −(2r+a)(2r−a)(2r+a)N = 1
4
a2(2r+a)2(2r−
a) + (2r + a)d2. Therefore −(4r2 − a2)N = 1
4
a2(4r2 − a2) + d2, hence
0 = 1
4
(4r2−a2)(4(r2+m− 1
2
a2)+a2)+d2 = 1
4
(4r2−a2)(4r2+4m−a2)+d2
and consequently 0 = 16r4 + (−8a2 + 16m)r2− a2(4m− a2) + 4d2. 
4. Pure imaginary roots of a quaternion standard
polynomial
Let f(z), g(r,N) and h(r,N) as in Lemma 2.1. Let g(N) = g(0, N)
and h(N) = h(0, N). For every pure imaginary z0, f(z0) = g(N0)z0 +
h(N0) where N0 = N(z0) = −z20 . In particular, deg(g) = ⌊deg f−12 ⌋ and
deg h ≤ ⌊deg f
2
⌋.
The following corollary is an easy result of Theorem 2.2:
Corollary 4.1. A pure imaginary element z0 of norm N0 is a root of
f(z) if and only if one of the following conditions is satisfied:
(1) N0 is a solution to both h(N) = 0 and g(N) = 0.
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(2) N0 is a solution to the equation −g(N)g(N)g(N)N = h(N)g(N)h(N)
and z0 = −g(N0)−1h(N0).
Proposition 4.2. The polynomial f(z) has infinitely many pure imag-
inary roots if and only if h(N) = 0 and g(N) = 0 have a common real
solution.
Proof. If h(N) = 0 and g(N) = 0 have a common real solution N0 then
every element z0 ∈ Q satisfying −z20 = N0 is a root of f(z).
If h(N) and g(N) have no common root, and z0 is a pure imagi-
nary root of f(z) of norm N0, then h(N0) 6= 0 and g(N0) 6= 0. On
the other hand, N0 is a solution to the equation g(N)g(N)g(N)N =
h(N)g(N)h(N). The degree of the left-hand side of this equation is
3 deg(g)+1, while the degree of the right-hand side is 2 deg(h)+deg(g).
There is an equality only if 2 deg(g)+ 1 = 2 deg(h), but that can never
happen, therefore the equation is not trivial, which means that by split-
ting the equation into four (according to the structure of H as a vector
space over R, i.e. R + Ri + Rj + Rk) we have at least one nontrivial
equation. Consequently, the number of roots of this system is finite,
and therefore the number of pure imaginary roots of f(z) is finite. 
Remark 4.3. If z0 is a pure imaginary root then N(g(N0))z0 = −g(N0)h(N0).
Since ℜ(z0) = 0, we obtain 0 = ℜ(−g(N0)h(N0)). If this equation is
not trivial, then it has a finite set of roots which contains all the pure
imaginary roots of the original equation.
5. Solving cubic quaternion equations with at least one
pure imaginary root
Lemma 5.1. For any polynomial p(z) ∈ H[z], if z0 6= a is a root of
f(z) = p(z)(z − a) then 0 = z20 − (a+ b)z0 + ba for some root b of p(z)
Proof. According to Wedderburn’s method, b = (z0−a)z0(z0−a)−1 is a
root of p(z). Hence b(z0−a) = (z0−a)z, i.e. 0 = z20−(a+b)z0+ba. 
Remark 5.2. If the decomposition into linear factors of a given poly-
nomial f(z) ∈ H[z] is known, then the question of finding its roots be-
comes (inductively) a sequence of quadratic equations one has to solve.
Over the quaternion algebra the quadratic equations are solvable and
so one can obtain the roots of any standard polynomial if he knows its
decomposition into linear factors.
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Let f(z) be a quaternion standard cubic polynomial. The equation
−g(N)g(N)g(N)N = h(N)g(N)h(N) (from Corollary 4.1) is with one
variable N and is of degree 4 at most, and therefore its real roots can
be expressed in terms of radicals, which means that the pure imaginary
roots of f(z) can also be expressed in those terms.
Assume f(z) has one such root a, then f(z) = p(z)(z − a). The
polynomial p(z) is quadratic and therefore its roots can be formulated.
Consequently, p(z) can be fully factorized into linear factors and so is
f(z). Furthermore, according to Lemma 5.1, the roots of f(z) are at
hand.
5.1. Example. Consider the polynomial f(z) = z3+(2+ ij)z+ i−j ∈
H[z].
g(N) = −N +2+ ij and h(N) = i− j. They have no common root,
so we turn to solve −g(N)N(g(N))N = h(N)g(N)h(N) i.e. −(−N +
2 + ij)((−N + 2)2 + 1)N = (i− j)(−N + 2− ij)(i− j)
−(−N + 2 + ij)(N2 − 4N + 5)N = (−N + 2 + ij)(i− j)(i− j)
−(N2 − 4N + 5)N = −2
N3 − 4N2 + 5N − 2 = 0
In general this equation could be split into up to four equations
according to the basis of H as an R-vector space. However, in this
case, N3−4N2+5N −2 is pure real and has no imaginary part, which
means that we have to solve only one cubic real equation.
Therefore either N = 1 or N = 2. According to Theorem 2.2, the
corresponding roots are −g(N)−1h(N), i.e z1 = −12(1 − ij)(i − j) =
−1
2
(i− j − j − i) = j for N = 2 we have z2 = −(ij)(i− j) = −i− j.
Consequently f(z) = p(z)(z − j). Next goal is to calculate p(z).
Remark 5.3. Let us recall how f(z) is decomposed into p(z)(z − a)
given a root a:
f(z) = zn + cn−1zn−1 + · · ·+ c0
f(a) = an + cn−1an−1 + · · ·+ c0
f(z) = f(z) − 0 = f(z) − f(a) = (zn − an) + cn−1(zn−1 − an−1) +
· · ·+c1(z−a) = ((zn−1+azn−2+ · · ·+an−1)+cn−1(zn−2+ · · ·+an−2)+
· · ·+ c1)(z − a)
p(z) = (zn−1+azn−2+ · · ·+an−1)+cn−1(zn−2+ · · ·+an−2)+ · · ·+c1.
Consequently p(z) = (z2 + jz − 1) + 2 + ij = z2 + jz + 1 + ij.
−i− j is a root of f(z) but not of z− j, hence according to Remark
5.3, (−i−2j)(−i−j)(−i−2j)−1 = 1
5
(−i−2j)(−i−j)(i+2j) = 1
5
(−1−
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2ij+ij−2)(i+2j) = 1
5
(−3−ij)(−i−j) = 1
5
(3i+3j+j−i) = 1
5
(2i+4j)
is a root of p(z).
The second and final root of p(z) (which can be obtained using the
methods) is i.
Again, due to Wedderburn, p(z) = (z+i+1+ij)(z−i), which means
that f(z) = (z + 1 + i+ ij)(z − i)(z − j)
Let z0 be some root of f(z). According to Lemma 5.1, since i is a
root of p(z) and is different from 1
5
(2i+ 4j), z0 must correspond to it,
which means that z20 − (j + i)z0 + ij = 0. j is a root, however it is
already known to be a root of f(z) so we look for the other one. Let
t = z0 − j and so t2 − it + tj = 0. Let r = t−1 and so 1− ri+ jr = 0.
r = c1 + cii+ cjj + cijij, so we obtain the following linear system
1 + ci − cj = 0(1)
−c1 + cij = 0(2)
−cij + c1 = 0(3)
cj − ci = 0(4)
This system has no solution. Therefore, f(z) has no roots besides j
and −i− j.
6. A note on quadratic two-sided polynomials
A two-sided polynomial is a polynomial of the form f(z) = zn +
an−1zn−1bn−1 + · · ·+ a1zb1 + c. Unlike the polynomials in H[z], when
substituting an element z0 ∈ H in the two-sided polynomial we follow
the two-sided form instead of moving all the coefficients to the left,
i.e. f(z0) = z
n
0 + an−1z
n−1
0 bn−1 + · · ·+ a1z0b1 + c. In [5] Janovska´ and
Opfer provided an example of a quadratic two-sided polynomial with
more than two roots with pairwise distinct norms. (These are called
essential roots in that paper.)
This is apparently impossible with pure imaginary roots, as the fol-
lowing proposition suggests:
Proposition 6.1. The number of pure imaginary roots of f(z) = z2 +
azb + c, assuming a, b, c 6= 0, with pairwise distinct norms, is at most
two.
Proof. Let z0 be a pure imaginary root of norm N0. Therefore −N0 +
az0b+ c = 0, i.e. N0− c = az0b, hence a−1b−1N0− a−1cb−1 = z0, which
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means that a−1b−1a−1b−1N20 − (a−1b−1a−1cb−1 + a−1cb−1a−1b−1)N0 +
a−1cb−1a−1cb−1 = −N0. Consequently, N0 is a root of the non-trivial
polynomial p(N) = a−1b−1a−1b−1N2+(1−a−1b−1a−1cb−1−a−1cb−1a−1b−1)N+
a−1cb−1a−1cb−1. Hence, the number of pure imaginary roots of f(z)
with pairwise distinct norms does not exceed 2. 
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