Abstract. In this paper we investigate a Ã-algebra X of fractions associated with a unital complex Ã-algebra A. The Ã-algebra X and its Hilbert space representations are used to prove abstract noncommutative strict Positivstellensätze for A. Multi-grading of A are studied as technical tools to verify the assumptions of this theorem.
Introduction
Positivstellensätze are fundamental results of real algebraic geometry [PD] , [M1] . They represent positive or nonnegative polynomials on semi-algebraic sets in terms of weighted sums of squares of polynomials. Noncommutative strict Positivstellensätze have been proved for the Weyl algebra in [S3] (see also [C] ) and for the enveloping algebra of a finite dimensional Lie algebra in [S4] . The technical ingredients of these proofs are Hilbert space representations of certain algebras of fractions. Results of this kind can be considered as steps towards a noncommutative real algebraic geometry (see e.g. [S5] , [HP] ).
In the present paper we investigate a fraction Ã-algebra X associated with a unital Ã-algebra A. Our main aim is to develop a general method and technical tools for proving noncommutative strict Positivstellensätze of A by means of the Ã-algebra X.
In this and the next papragraph we explain (sightly simplifying) some ideas behind the constructions of this paper. All notions used in the course of this are defined below. Let R be a family of Ã-representations of A and let AðRÞ þ ¼ fc ¼ c Ã A A : pðcÞ f 0 for all p A Rg:
For instance, let A be the polynomial algebra C½x 1 ; . . . ; x d or more general the enveloping algebra EðgÞ of a finite dimensional Lie algebra g. If R consists of all (irreducible) Ã-representations, then all elements of AðRÞ þ are already in the cone P A 2 of finite sums of squares ([S5] , Propositions 3 and 4). That is, in order to develop an interesting theory along the lines of classical real algebraic geometry one has to select a class R of ''well-behaved'' representations of A. In the case of ''ordinary'' real algebraic geometry R is the set of characters of A ¼ C½x 1 ; . . . ; x d . For the enveloping algebra EðgÞ it is natural to take representations coming from unitary representations of the corresponding Lie group. In this paper the representations p r defined in Section 3 play the role of the family R and the first main assumption in our Theorems 2, 3, 5, and 8 requires the strict positivity of c at irreducible representations p r .
Proofs of strict Positivstellensätze are usually based on a now standard separation technique which was first used in [S2] (see e.g. [S5] for the noncommutative case). The crucial assumption for this method is that the unit element is an internal point of the cone P A 2 or equivalently the Ã-algebra A is algebraically bounded. However, this assumption is obviously not fulfilled for interesting algebras A such as polynomial algebras or enveloping algebras, so one passes to some algebraically bounded Ã-algebra X of fractions. One requires then that there is an element t of the denominator set S such that the fraction x ¼ t À1 cðt Ã Þ À1 of c A A belongs to X and that x is strictly positive in all irreducible representations r of X. In our approach any S À1 -torsionfree representation r of X yields a representation p r of A. The strict positivity of x at S À1 -torsion representations r of X corresponds to the second main assumption in Theorems 2, 3, 5, and 8. This assumption may be viewed as a ''positivity condition at infinity''.
Throughout A is a complex unital Ã-algebra which has no zero-divisors and S O is a Ã-invariant left Ore set of A. Further, S is a unital Ã-invariant countable submonoid of S O and X is a unital Ã-subalgebra of the fraction Ã-algebra AS
À1
O such that A L XS and S
is a right Ore subset of X. Let S G denote a Ã-invariant set of generators of S and X s the quotient Ã-algebra of X by the two-sided Ã-ideal generated by s A S.
Let us turn to the contents of the paper. In Section 3 we show how a bounded Ã-representation r of X satisfying ker rðs À1 Þ ¼ f0g for s A S gives rise to an (unbounded) Ã-representation p r of the Ã-algebra A. Despite of being essential for the results in Section 4, this construction seems to be useful in unbounded representation theory of Ã-algebras as well (see Remark 2 below). Section 4 contains three variants of an abstract strict Positivstellensatz for the Ã-algebra A. One abstract strict Positivstellensatz (Theorem 3) can be stated as follows. Assume that the Ã-algebra X is algebraically bounded and the inner automorphisms a s ðÁÞ ¼ s Á s À1 , s A S, leave X invariant. Let c ¼ c Ã A A and let t A S be such that x :¼ t À1 cðt Ã Þ À1 is in X. Suppose that p r ðcÞ f T r for some bounded self-adjoint operator T r > 0 and all S À1 -torsionfree irreducible Ã-representations r of X and that r s ðxÞ > 0 for all irreducible Ã-representations r s of X s for s A S G . Then there exists an element s A S O such that scs Ã is a finite sum of hermitian squares in the Ã-algebra A.
It can be shown that the fraction algebras and the denominator sets used in [S3] and [S4] satisfy these assumptions. In general it requires additional investigations to apply Theorem 3. As in [S3] and [S4] the main technical work lies in the classification of representations of the Ã-algebra X. In Section 5 we study multi-graded Ã-algebras and develop some conditions and results which can be useful tools to verify the assumptions of Theorem 3.
The second group of results of this paper are two strict Positivstellensätze proved in Sections 6 and 8. The first one (Theorem 5) is about the Weyl algebra Wð1Þ with denominator set S O ¼ S generated by S G ¼ fp G ai; q G big, where a and b are fixed nonzero reals. The proof uses a result of Kato [K2] about the integrability of the canonical commutation relation. The second application (Theorem 8) concerns the enveloping algebra EðgÞ of the Lie algebra g of the ax þ b-group. Here the denominator set S O ¼ S is generated by S G ¼ fia G ða þ nÞi; ib G bi; n A Zg, where a and b are reals such that a < À1, b 3 0 and a is not an integer and fa; bg is a basis of g satisfying the Lie relation ½a; b ¼ b. The results of Section 7 are essentially used in the proof of the Positivstellensatz in Section 8, but they are also of interest in itself. Section 7 contains a description of integrable representations of the Lie algebra g in terms of a fraction algebra (Proposition 6 and Theorem 6) and a new integrability criterion (Theorem 7) which is the counterpart of Kato's theorem for representations of the Lie algebra g.
We close this introduction by collecting some terminology on Ã-algebras and unbounded representations (see [S1] for a detailed treatment of this matter). Suppose that B is a unital Ã-algebra. The unit element is always denoted by 1. A Ã-representation p of B on a dense linear subspace DðpÞ of a Hilbert space HðpÞ is an algebra homomorphism of B into the algebra of linear operators mapping DðpÞ into itself such that pð1Þj ¼ j and hpðbÞj; ci ¼ hj; pðb Ã Þci for j; c A DðpÞ and b A B. Here hÁ ; Ái denotes the scalar product of HðpÞ. The graph topology t p is the locally convex topology on DðpÞ defined by the seminorms j ! kpðbÞjk, where b A B. 
, see e.g. [S3] . We say that B is algebraically bounded when B ¼ B b . We write T > 0 for a symmetric operator T on a Hilbert space when hTc; ci > 0 for all nonzero vectors c in its domain DðTÞ.
Some algebraic preliminaries
First let us fix the algebraic setup used throughout this paper. We assume that S O is a Ã-invariant left Ore set of A. This means that S O is a unital Ã-invariant submonoid of Anf0g (that is, 1 A S O , s Ã A S O and st A S O for s; t A S O ) satisfying the left Ore condition (that is, for each s A S O and a A A there exist t A S O and b A A such that ta ¼ bs). The Ã-invariance and the left Ore condition imply that S O satisfies the right Ore condition (that is, for any s A S O and a A A there are t A S O and b A A such that at ¼ sb). Let AS
À1
O be the fraction Ã-algebra with denominator set S O (see e.g. [R] , [GW] ). We denote by S a unital Ã-invariant submonoid of S O generated by a countable subset S g , by S G the set S g W S Ã g and by A G a Ã-invariant set of generators of the algebra A.
Throughout we suppose that X is a Ã-subalgebra of AS
Let X G be a fixed Ã-invariant set of algebra generators of X. For s A S let I s be the two-sided Ã-ideal of X generated by s À1 (that is, I s ¼ Xs À1 X þ Xðs Ã Þ À1 X) and by X s ¼ X=I s the corresponding quotient Ã-algebra. For notational simplicity we denote elements of X and their images in X s under the canonical map by the same symbol.
The main assumption used in this paper is the following condition:
À1 is a right Ore set of the algebra X, that is, for s A S and x A X there exist elements t A S and y A X such that xt À1 ¼ s À1 y (or equivalently sx ¼ yt).
The next lemma is often used in what follows. It reformulates the well-known fact ( [GW] , Lemma 4.21(a)) that finitely many fractions can be brought to a common denominator.
Lemma 1. Assume that (O) is satisfied. Let F be a finite subset of S. There exists an element t 0 A S such that st À1 A X and t À1 s A X for all s A F, where t ¼ t
Proof. We first prove by induction on the cardinality that for each finite set F L S there exists t 1 A S such that st À1 1 A X for all s A F. Suppose this is true for F. Let s 1 A S. Since s À1 1 A X, by assumption (O) there are elements t 2 A S and y A X such that s
2 A X which proves our claim for F W fs 1 g. Now let F be a finite subset of S. Applying the statement proved in the preceding paragraph to the set F W F Ã , there exists t 0 A S such that st
Let XS ¼ fxs; x A X; s A Sg and SX ¼ fsx; x A X; s A Sg considered as subsets of AS
O . The next lemma collects some equivalent formulations of condition (O). We omit the details of the simple proofs. In the proof of the implication (iv) ! (v), Lemma 1 is used in order to show that XS is closed under addition.
Lemma 2. The following are equivalent:
Suppose that (O) holds. Because S À1 is Ã-invariant and a right Ore set of X by (O), it is also a left Ore set and the Ã-algebra XðS À1 Þ À1 of quotients with denominator set S
exists. Since X is a Ã-subalgebra of AS
O , it follows from the universal property of algebras of quotients that XðS À1 Þ À1 is Ã-isomorphic to the Ã-subalgebra XS (by Lemma 2) of AS
O . As assumed above the Ã-algebra XS contains the generator set A G of the algebra A. Therefore, we have
The following three conditions are on sets of generators of S and X. Because of Lemma 3 below they are convenient tools for the verification of condition (O).
(IA) For s A S G and x A X G there is an element y A X such that xs À1 ¼ s À1 y.
(A1) For s A S G and x A X G there exist elements t A S G and y A X such that xt À1 ¼ s À1 y.
(A2) Given s 1 ; s 2 A S G , there exists an element t A S such that s 1 t À1 A X and s 2 t À1 A X.
Note that (IA) is a strengthening of (A1). An equivalent formulation of (IA) is that for each generator s A S G (and hence for all x A S) the inner automorphism a s ðxÞ :¼ sxs
of the algebra AS
O leaves X invariant. (ii) If (IA) is fulfilled, then (A1), (A2) and hence (O) are valid.
Proof. (i) Let Y denote the set of elements x A X such that for each s A S G there exist t A S G (!) and y A X satisfying sx ¼ yt. Let x 1 ; x 2 A Y and s A S G . Then there are t 1 ; t 2 A S G and y 1 ; y 2 A X such that sx 1 ¼ y 1 t 1 and sx 2 ¼ y 2 t 2 . Since t 1 A S G and x 2 A Y, there exist t 3 A S G and y 3 A X such that t 1 x 2 ¼ y 3 t 3 . Then we have
Because Y contains the set X G of algebra generators by (A1), it follows that Lin Y ¼ X.
Since t 1 ; t 2 A S G , condition (A2) applies and there exists t A S such that t 1 t À1 ; t 2 t À1 A X. Then we have
This proves that (O) is valid for generators s A S G and for all x A Lin Y ¼ X.
Now suppose s 1 and s 2 are elements of S such that the assertion of (O) holds for all elements of X. Therefore, if x A S, then there are t 1 ; t 2 A S and y 1 ; y 2 A X such that s 1 x ¼ y 1 t 1 and s 2 y 1 ¼ y 2 t 2 . Then, s 2 s 1 x ¼ s 2 y 1 t 1 ¼ y 2 t 2 t 1 , that is, (O) holds for the product s 1 s 2 and all x A X as well. Hence condition (O) is valid for arbitrary elements s A S and x A X.
(ii) Trivially, (IA) implies (A1 Proof. We enumerate the countable set S G as S G ¼ fr j : j A Ng, where either
That is, the (bounded) Ã-representation r leaves H r 1 invariant. (ii) rðxÞD r L D r for x A X:
Proof. (i) The main technical tool for proving this assertion is the so-called MittagLe¿er lemma (see e.g. [S1] , p. 15). Let us develop the necessary setup for this result.
We enumerate the countable set S G of generators as
n denote the set of all products r j 1 . . . r j n ; where j 1 e n; . . . ; j r e n and j 1 ; . . . ; j n A N. Since the set S n is finite, it follows from Lemma 1 that for each n A N there exists an element t n ¼ t
n A X for all s A S n and t n t À1 nþ1 A X. Setting S 0 ¼ f1g and t 0 ¼ 1, the latter is also satisfied for n ¼ 0.
For n A N 0 , let E n denote the vector space rðt À1 n ÞH equipped with the scalar product defined by ðj; cÞ n ¼ hrðt
n Þ À1 ci, where j; c A E n . Since E n is the range of the bounded injective operator rðt À1 n Þ, À E n ; ðÁ ; ÁÞ n Á is a Hilbert space with norm
We first show that E nþ1 is a subspace of E n and that k Á k n e c n k Á k nþ1 for some positive constant c n . For let c A H and set j :¼ rðt À1 nþ1 Þc. Since t n t À1 nþ1 A X by the choice of elements t k , we obtain j ¼ rðt
Þc which proves that E nþ1 L E n . By definition we have kjk nþ1 ¼ kck and hence kjk n ¼ krðt n t
nþ1 Þck e krðt n t À1 nþ1 Þk kjk nþ1 :
Next we prove that E nþ1 is dense in the normed space ðE n ; k Á k n Þ. For this it su‰ces to show that each vector z A E n which is orthogonal to E nþ1 in the Hilbert space À E n ; ðÁ ; ÁÞ n Á is the null vector. Put x :¼ rðt
n Þz. That the vector z is orthogonal to E nþ1 means that
Þz; ji for all j A H, where we freely used the properties of the Ã-representation r of X and of the larger Ã-algebra AS
O . Thus we obtain rðt À1 nþ1 Þz ¼ 0. Since r is torsionfree, ker rðt À1 nþ1 Þ ¼ f0g. Hence we get z ¼ 0. This proves that E nþ1 is dense in E n .
In the preceding two paragraphs we have shown that the assumptions of the MittagLe¿er lemma (see [S1] , Lemma 1.1.2) are fulfilled. From this result it follows that the vector space
(ii) Suppose that j A D r and x A X. Let s A S: By assumption (O) there exist elements t A S and y A X such that sx ¼ yt, so that xt 
Let a A A: Suppose that s is an element of S such that as À1 A X: From (1) it follows that such an element s always exists. Define
Theorem 1. Let r be a bounded S À1 -torsionfree Ã-representation of the Ã-algebra X on a Hilbert space DðrÞ ¼ H. Then we have:
(ii) p r ðsÞDðp r Þ ¼ Dðp r Þ and p r ðsÞj ¼ rðs À1 Þ À1 j for s A S and j A Dðp r Þ.
(iii) p r is closed and has a Frechet graph topology t p r .
, then p r is irreducible if and only if r is irreducible.
Proof. (i) We first show that the operator p r ðaÞ is well-defined, that is, p r ðaÞ as defined by (3) does not depend on the particular element s of S satisfying as À1 A X: Lets s A S be another element such that as s À1 A X: By Lemma 1 there exists t A S such that st
This shows that the operator prðaÞ is well-defined. 
says that p r ða þ bÞ ¼ p r ðaÞ þ p r ðbÞ.
From (1), there exist elements t 1 ; t 2 ; t 3 ; t 4 A S such that at
3 A X and t 1 bt À1 4 A X: By Lemma 1 there is an element t A S such that t j t À1 A X for j ¼ 1; 2; 3; 4: Then we have
Let j A D r : Inserting the corresponding definitions of p r ðabÞ; p r ðaÞ and p r ðbÞ we derive
Finally, we verify that hp r ðaÞj; ci ¼ hj; p r ða Ã Þci for a A A and j; c A D r : From (1) and Lemma 1 there are elements t 1 ; t 2 A S and
2 A X and t 1 t À1 ; t 2 t À1 A X: Since then at À1 A X and a Ã t À1 A X, using that rðt À1 Þ is bounded self-adjoint operator we compute
where we used the fact that rðt À1 ÞD r ¼ D r according to Lemma 5(iii).
Clearly, p r ð1Þj ¼ j for j A DðpÞ: Recall from Lemma 5(i) that D r is dense in H. Thus, we have shown that p r is a Ã-representation of A on the dense domain D r of the Hilbert space H.
(iii) To prove the assertion concerning the graph topology of p r , we retain the notation from the proof of Lemma 5(i). Since p r ðt n Þj ¼ rðt À1 n Þ À1 j for j A D r and n A N, the graph seminorm kp r ðt n Þjk is just the norm kjk n . Let a A A. Applying once more (1) there is an element t A S such that at À1 A X. We can find a number n A N such that t A S n . Since then tt
n Þ A X and hence
n Þk kjk n :
The preceding shows that the graph topology of p r is generated by the family of norms k Á k n , n A N. Hence it is the projective limit topology of the countable family of Hilbert spaces 
Since Dðp r Þ is dense in H, TrðxÞ ¼ rðxÞT. Because X G generates the algebra X, T A rðXÞ 0 . r Remark 1. The Mittag-Le¿er lemma used in the proof of Lemma 5 even states that E y ¼ Dðp r Þ is dense in each Hilbert space ðE n ; k Á k n Þ for n A N. This implies that Dðp r Þ is core for each operator rðs À1 Þ À1 for s A S.
Remark 2. A fundamental problem in unbounded representation theory of Ã-algebras is to select and to classify classes of ''well-behaved'' Ã-representations among the large variety of representations. An approach to this problem has been proposed in [SS] . Fraction algebras give another possibility by defining well-behaved Ã-representations of the Ã-algebra A as those of the form p r . Propositions 5 and 7 below support such a definition.
Example 2. Retain the notation of Example 1 and assume that r is torsionfree, that
Abstract strict Positivstellensätze
In addition to condition (O) we assume the following:
(AB) The Ã-algebra X is algebraically bounded, that is, for each x A X there is a posi-
The importance of this assumption for the proof of Theorem 2 below is twofold. From (AB) it follows that the unit element is an algebraic inner point of P X 2 (which is a crucial assumption for Eidelheit's separation theorem) and that all Ã-representations of X act by bounded operators (see [S5] , Section 5.1, or [S3] , p. 783).
The three theorems in this section are abstract strict Positivstellensätze for the Ã-algebra A.
Theorem 2. Suppose that conditions (O) and (AB) are satisfied. Let c A A h . Suppose there is an element t A S such that t À1 cðt Ã Þ À1 A X and the following assumptions are fulfilled:
(i) For each irreducible S À1 -torsionsfree Ã-representation r of X on a Hilbert space HðrÞ ¼ DðrÞ there exists a bounded self-adjoint operator T r > 0 on HðrÞ such that p r ðcÞ f T r .
Then there exists an element s A S O such that s
The following simple lemma is used in the proofs of Theorems 2 and 4.
Proof. By our assumption (O) there are elements t A S and y A X such that
. Using these facts we compute
where the fifth equality follows from formula (3), because we have
Our first aim is to show that y A P X 2 . To prove this assertion we use our separation argument (see e.g. [S5] , Sections 5.1 and 5.2).
Assume to the contrary that y is not in P X 2 . As noted above, condition (AB) implies that the unit element 1 of X is an algebraic inner point of the wedge P X 2 of the real vector space X h . Therefore Eidelheit's separation theorem (see e.g. [J] , 0.2.4) applies, so there exists an R-linear functional F E 0 on X h such that F ðyÞ e 0 and F ð P X 2 Þ f 0. There is no loss of generality to assume that F ð1Þ ¼ 1. By a standard application of the Krein-Milman theorem (see e.g. [J] , 0.3.6 and 1.8.3) it follows that this functional F can be choosen to be extremal (that is, if G is another R-linear functional on X h such that GðyÞ e 0, Gð1Þ ¼ 1 and F ðxÞ f GðxÞ f 0 for all x A P X 2 , then G ¼ F ). We extend F to a C-linear functional, denoted also by F , on X. Then F is an extremal state of the Ã-algebra X. Let r F be the Ã-representation of X which is associated with F by the GNS-construction. As noted above, since X is algebraically bounded, all operators r F ðxÞ, x A X, are bounded, so we can assume that Dðr F Þ ¼ Hðr F Þ. Since the state F of X is extremal, r F is irreducible (see e.g. [S1], 8.6.8) . Therefore, by the decomposition of r F discussed in Section 2, r F is either an S À1 -torsion or an S À1 -torsionfree Ã-representation.
The crucial step of this proof is to show that r F ðyÞ > 0. If r F is torsion, then we have r F ðyÞ > 0 by assumption (ii). Now we suppose that r :¼ r F is torsionfree. Combining equation (5) in Lemma 6, applied with c ¼ b, r ¼ t, x ¼ y, and the assumption p r ðcÞ f T r , we obtain
for j A Dðp r Þ. Because rðyÞ, T r and r À ðt Ã Þ À1 Á are bounded operators and Dðp r Þ is dense in HðrÞ by Lemma 5, it follows that equation (6) holds for arbitrary vectors j A HðrÞ. Since T r > 0 and ker
Thus we have r F ðyÞ > 0 as just shown and F ðyÞ e 0 by construction. Since F E 0, this is the desired contraction. Therefore, y A P X 2 .
We write y as a finite sum P 
Assuming the stronger condition (IA) instead of (O) we have the following stronger result.
Theorem 3. Asumme that conditions (IA) and (AB) are satisfied. Let c A A h . Suppose there is an element t A S such that t À1 cðt Ã Þ À1 A X and the following assumptions are fulfilled:
(i) For each irreducible S À1 -torsionfree Ã-representation r of X on a Hilbert space HðrÞ ¼ DðrÞ there exists a bounded self-adjoint operator T r > 0 on HðrÞ such that p r ðcÞ f T r .
(ii) r s À t À1 cðt Ã Þ À1 Á > 0 for each irreducible Ã-representation r s of the Ã-algebra X s and s A S G .
Then there exists an element s
Proof. Since condition (IA) holds by assumption, (O) is satisfied by Lemma 3 and each torsion Ã-representation r tor is a direct sum of representations r s of X such that r s ðs À1 Þ ¼ 0 for s A S G by Lemma 4. Therefore, assumption (ii) above implies assumption (ii) of Theorem 2, so the assertion follows from Theorem 2. r Remark 3. Let c be an element of A satisfiying assumption (i) of Theorems 2 or 3. Since A L XS by (1) 
Hence it is crucial in both theorems to find an element t for which assumption (ii) holds as well.
Remark 4. Let us consider the trivial case when S ¼ f1g. Then we have A ¼ X and (O) trivially holds. Hence Theorem 2 gives the following asssertion (see e.g. [S5] , Proposition 15) for an algebraically bounded Ã-algebra X: Let c A X h . If for each irreducible Ã-representation r of X there is a positive number e such that rðcÞ f e, then c A P X 2 .
The next theorem works only with representations p r of A. It can be considered as a non-commutative version of M. Marshall's extension of the Archimedean Positivstellensatz to noncompact semi-algebraic sets [M2] . (ii) If for any e > 0 there is an element s e A S such that s e ðc þ ett Ã Þs Ã e A P A 2 , then p r ðcÞ f 0 for all S À1 -torsionfree Ã-representations r of X.
Proof. (i) Suppose that e > 0. Since p r ðcÞ f 0, we conclude from equation (5), applied with b ¼ c, r ¼ t, that rðyÞ f 0 on Dðp r Þ and by the density of Dðp r Þ on HðrÞ. Thus y þ e satisfies the assumption of the Positivstellensatz in Remark 4. Therefore, y þ e A X 2 , that is, y þ e ¼ P e for all i and we get s e tðy þ eÞðs e tÞ Ã ¼ s
(ii) Assume that s e A S and a :¼ s e tðy þ eÞðs e tÞ Ã ¼ s e ðc þ ett Ã Þs Ã e A P A 2 . Therefore, since p r is Ã-representation of A, p r ðaÞ f 0. Equation (5), applied with b ¼ a, r ¼ s e t, x ¼ y þ e, yields that rðy þ eÞ f 0 on Dðp r Þ and so on HðrÞ. Since e > 0 was arbitrary, we have rðyÞ f 0. Combining the latter with identity (5), now applied with b ¼ c, r ¼ s e , x ¼ y, it follows that p r ðcÞ f 0. r
Multi-graded * -algebras
In this section we assume that the Ã-algebra A has a multi-degree map d : Anf0g ! N k 0 satisfying the following conditions for arbitrary non-zero a; b A A and l A C:
(d1) dðlaÞ ¼ dðaÞ and dða þ bÞ e dðaÞ4dðbÞ; (d2) dðabÞ ¼ dðaÞ þ dðbÞ;
where a þ b 3 0 in (d1) and we use the following notations for multi-indices n ¼ ðn 1 ; . . . ; n k Þ;
n e m if n 1 e m 1 ; . . . ; n k e m k ; n < m if n 1 < m 1 ; . . . ; n k < m k :
We extend the map d to a multi-degree map d of AS Further, we suppose that the following conditions are valid:
(A3) dð½a; sÞ e dðaÞ for all s A S G and a A A G .
(A4) as
À1 A X for all s A S G and a A A such that dðaÞ e dðsÞ.
(A5) For a A A and n; k A N k 0 such that dðaÞ e n þ k there exist finitely many elements b i ; c i A A satisfying dðb i Þ e n, dðc i Þ e k for all i and a ¼ P
Lemma 7. (i) dð½a; sÞ e dðaÞ for s A S G and a A A.
(ii) s À1 at À1 A X for s; t A S and a A A such that dðaÞ e dðstÞ.
(iii) aðtsÞ À1 b A X for s; t A S G and a; b A A such that dðabÞ e dðtsÞ, dðsÞ ¼ dðtÞ and dðaÞ e dðsÞ.
(iv) If S ¼ S O , then as À1 b A X for s A S and a; b A A such that dðabÞ e dðsÞ.
Proof. (i) Let B denote the set of all a A A for which the assertion of (i) is true. By conditions (d1) and (d3), B is a Ã-invariant linear subspace of A. Suppose that b 1 ; b 2 A B and s A S G . Using conditions (d1) and (d2) and the fact that dð½b l ; sÞ e dðb l Þ, l ¼ 1; 2, we obtain
so B is a Ã-algebra. Since it contains all generators of A by assumption (A3), we have B ¼ A.
(ii) We first treat the case s ¼ 1. Suppose that the assertion is valid for some t A S and all a A A. By induction it su‰ces to show that it holds then for the element ts j of S, where s j A S G . Let a be an element of A such that dðaÞ e dðts j Þ. By assumption (A5) we can assume without loss of generality that a ¼ bc, where dðbÞ e dðs j Þ and dðcÞ e dðtÞ. Note that bs À1 j A X by (A4). Since dðcÞ e dðtÞ, we have dð½c; s j Þ e dðtÞ e dðts j Þ by (i) and hence ½c; s j ðts j Þ À1 A X and ct À1 by the induction hypothesis. Therefore, it follows from the identity
This completes the proof of (ii) in the case s ¼ 1.
Suppose now that dðaÞ e dðstÞ. Again by (A5) we can asumme that a ¼ bc, where dðbÞ e dðsÞ and dðcÞ e dðtÞ. Then dðb Ã Þ e dðs Ã Þ by (d3). By the preceding paragraph we have
(iii) It su‰ces to check that all three summands on the right-hand side of the identity
belong to X. Indeed, the first one is in X by (ii). Since dð½a; sÞ e dðaÞ by (i) and dðaÞ e dðsÞ by assumption, the elements s À1 a and s À1 ½a; s are in X by (ii). Since d½b; t e dðbÞ e dðt 2 Þ ¼ 2dðtÞ ¼ dðtsÞ by (i) and by the assumption dðsÞ ¼ dðtÞ, we have t À1 ½b; tt À1 A X and ðtsÞ À1 b A X once again by (ii). Hence the second and the third summands are also in X. Proof. First note that cs À1 A X by Lemma 7(ii), since dðcÞ e dðsÞ by assumption.
We define a sequence of multi-indices n j ¼ ðn j1 ; . . . ; n jk Þ, j ¼ 1; . . . ; m. If m ¼ 1, put n ¼ 2dðcÞ. Now let m f 2. Fix l A f1; . . . ; kg. If dðsÞ l f 2dðcÞ l , we set n jl ¼ 2dðcÞ l for j ¼ 1; . . . ; m. Suppose that dðsÞ l e 2sðcÞ l . Then there exists a number m l A f2; . . . ; mg such that ð2m l À 3Þ À dðsÞ l À dðcÞ l Á e dðcÞ l e ð2m l À 1Þ À dðsÞ l À dðcÞ l Á :
Define n 1l ¼ dðsÞ l , n jl ¼ 2dðcÞ l if m l e j e m and n jl ¼ 2ð j À 1Þ À dðsÞ l À dðcÞ l Á þ dðsÞ l if 2 e j e m l À 1:
Using the preceding definitions we verify that dðcÞ e n j e 2dðcÞ for j ¼ 1; . . . ; m; ð8Þ 2dðcÞ À n jÀ1 þ n j e 2dðsÞ for j ¼ 2; . . . ; m: ð9Þ Indeed, for j ¼ 1, we have dðcÞ l e n 1l ¼ dðsÞ l e 2dðcÞ l . If 2 e j e m l À 1, using the first inequality of (7) we derive n jl e 2ðm l À 2Þ À dðsÞ l À dðcÞ l Á þ dðsÞ l ¼ ð2m l À 3Þ À dðsÞ l À dðcÞ l Á þ dðcÞ l e 2dðcÞ l and from the definition of n jl we obtain
This proves (8). If 2 e j e m l À 1, we have 2dðcÞ l À n jÀ1; l þ n jl ¼ 2dðsÞ l by the above definitions. If j ¼ m l , then the corresponding definitions and the second inequality of (7) yield Now suppose that m f 2. For j ¼ 1; . . . ; m À 1, set k j :¼ 2dðcÞ À n j . By the second inequality of (8), we have k j A N k 0 . By definition, n j þ k j ¼ 2dðcÞ ¼ dðA j Þ. Therefore, by condition (A5) we can write the element A j of A as a finite sum A j ¼ P i b ji c ji of elements b ji ; c ji A A such that dðb ji Þ e n j and dðc ji Þ e k j . Since n 1 ¼ dðtÞ by definition, t À1 b 1i A X by Lemma 7(ii). If j ¼ 2; . . . ; m À 1, then we have k jÀ1 þ n j ¼ 2dðcÞ À n jÀ1 þ n j e 2dðsÞ ¼ dðtsÞ by (9) and k j ¼ 2dðcÞ À n j e dðcÞ e dðsÞ by the first inequality of (8). Therefore, Lemma 7(iii) applies and yields that c jÀ1; i ðtsÞ À1 b j; i 0 A X. Finally, we have ðtsÞ À1 A m A X, since n m ¼ 2dðcÞ ¼ dðA m Þ by construction.
In the preceding two paragraphs we have shown that r Remark 5. The preceding proof shows that the assertion of Lemma 9 is valid for s A S (rather than s A S G ) provided that aðs Ã sÞ À1 b A X for all a; c A A satisfying dðaÞ e dðsÞ and dðabÞ e 2dðsÞ.
The next three propositions contain results about elements which are annihilated by the representations r s of the quotient Ã-algebras X s . Proposition 1. Let s; t A S G and a A A be such that dðaÞ < dðstÞ. Then
Proof. The assumption dðaÞ < dðstÞ implies that dðaÞ l < dðsÞ l þ dðtÞ l for l ¼ 1; . . . ; k:
We choose n; k A N k 0 such that n l þ k l ¼ a l , n l e dðtÞ l and k l < dðsÞ l for l ¼ 1; . . . ; k. Since dðaÞ ¼ n þ k, by condition (A5) we can write a ¼ P 
Proof. Let us carry out the proof of r s l ðt À1 as À1 Þ ¼ 0 for l ¼ 1; . . . ; p. The other assertions are derived in a similar manner. We argue as in the preceding proof of Proposition 1 and retain the notation used therein. Since S ¼ S O , it follows from Lemma 7(iv) and Remark 5 that the assertion of Lemma 9 is valid for s and c i , that is, we have
For the next proposition we need one more notation. Let s A S, r A S G and a A A. We say that r is a factor of s if there are elements s 1 ; . . . ; s p A S G and i A f1; . . . ; pg such that s ¼ s 1 . . . s p and r ¼ s i . We shall write a < r s if r is a factor of s and there are multiindices r; n A N k 0 such that dðaÞ ¼ r þ n, r < dðrÞ and n e dðsÞ À dðrÞ.
Proposition 3. Suppose that S ¼ S O . Let s; t A S, r A S G and a A A. Assume that r is a factor of s or a factor of t. If a < r st, then r r ðs À1 at À1 Þ ¼ r r ðt À1 as À1 Þ ¼ 0 for each Ã-representation r r of X r ¼ X=J r .
Proof. The proof follows by some modifications in the proofs of Lemma 9 and Proposition 1. We explain this for the proof of r r ðt À1 as À1 Þ ¼ 0 and in the case where r is a factor of s, say s ¼ s 1 . . . s p and r ¼ s i .
First we modify the proof of Lemma 9. Let c be an element of A such that c < r s. We write dðcÞ ¼ r þ n with r < dðrÞ and n e dðsÞ À dðrÞ. Since r < dðrÞ, there exists an m A N such that r e ð2m À 1Þ À dðrÞ À r Á . We construct a sequence of multi-indices n j as in the proof of Lemma 9 with dðcÞ replaced by r and dðsÞ replaced by dðrÞ therein. Then equations (8) and (9) yield n j e 2r and 2r À n jÀ1 þ n j e 2dðrÞ. Put k j :¼ 2r À n j . We now decompose A j ¼ c Ã c as a finite sum A j ¼ P i b ji c ji with dðb ji Þ e n j þ dðcÞ À dðrÞ and dðc ji Þ e k j þ dðcÞ À dðrÞ. Then we obtain dðc jÀ1; i b ji 0 Þ e k jÀ1 þ n j þ 2dðcÞ À 2dðrÞ ¼ 2r À n jÀ1 þ n j þ 2dðcÞ À 2dðrÞ e 2dðcÞ e dðstÞ:
Since we assumed that S ¼ S O , Lemma 7(iv) applies and yields that c jÀ1; i ðtsÞ À1 b ji 0 A X. In a similar manner we obtain that t À1 b 1i A X. Recall that n m ¼ 2r and k m ¼ 0 by construction. Therefore we have dðc mi Þ e dðcÞ À dðrÞ and so dðrc mi Þ e dðcÞ e dðsÞ. Employing again Lemma 7(iv) we get rc mi s À1 A X and so c mi s À1 ¼ r À1 ðrc mi s À1 Þ A J r . Combining the latter with (10) it follows that
Hence we obtain r r ðcs À1 Þ ¼ 0 by Lemma 8.
Since a < r dðstÞ, as in the proof of Proposition 1 we decompose dðaÞ ¼ n þ k, where n e dðtÞ, r < k e dðsÞ, and r < dðrÞ. By (A5) we can write a ¼ P b l c l with dðb l Þ e n and dðc l Þ e k. Since r is a factor of s, we have c i < r s and hence r r ðc l s À1 Þ ¼ 0 as shown in the preceding paragraph. Because of t À1 b l A X by Lemma 7(ii), we conclude that r r ðt À1 as À1 Þ ¼ 0. r
Application: A strict Positivstellensatz for the Weyl algebra
Throughout this section A denotes the Weyl algebra Wð1Þ, that is, A is the unital Ã-algebra with hermitian generators p and q and defining relation
It is well-known that this commutation relation is satisfied by the self-adjoint operators 
We fix two non-zero reals a and b and put
From the relation (11) it follows immediately that the Ã-monoid S generated by S G is an Ore set, that is, we can assume that S ¼ S O . The unital Ã-subalgebra X of AS
À1
O is generated by x :¼ s (11) we easily derive the following relations in the Ã-algebra X:
Lemma 10. With the preceding definitions, conditions (O), (IA) and (AB) are fulfilled.
Proof. Let us prove (AB). Using relations (12) it follows that
are in P X 2 , so we conclude that X ¼ X b . This means that X is algebraically bounded, so (AB) is satisfied.
Condition (IA) is easily derived from relations (12)- (14) and condition (O) follows from (IA) according to Lemma 3. r Lemma 11. Let g A R and let z be a bounded normal operator on a Hilbert H such that z À z Ã ¼ 2giz Ã z and ker z ¼ f0g. Then A :¼ z À1 þ igI is a self-adjoint operator on H.
Proof. First we note that ker
Using the latter identity we derive
The assertion of the next proposition describes Schrö dinger pairs in terms of resolvents. Another characterization of this kind has been first obtained in [B] .
Proposition 4. Suppose that x and y are closed linear operators on a Hilbert space H with trivial kernels (that is, ker x ¼ ker y ¼ f0g) satisfying equations (12)-(14). Then
are self-adjoint operators on H and the pair ðP; QÞ is unitarily equivalent to a direct sum of Schrödinger pairs ðP 0 ; Q 0 Þ on L 2 ðRÞ.
Proof. The self-adjointness of operators P and Q follows from Lemma 11.
From the first equations of (14) we conclude that xyH ¼ yxH. Let us denote this vector space by D. Since DðPÞ ¼ xH and DðQÞ ¼ yH by (16), we have D L DðPQÞ X DðQPÞ.
We show that PQj À QPj ¼ Àij for j A D. Indeed, if j ¼ yxc, then by the first equations of (14) we derive
Moreover, from the definitions (16) we obtain
By the preceding we have shown that P and Q satisfy the assumptions of a theorem by T. Kato [K2] . The assertion of this theorem states that
for nonnegative reals l and m. That (17) holds for nonnegative reals obviously implies that (17) is fulfilled for arbitrary reals l and m. Thus, P and Q are self-adjoint operators satisfying the Weyl relation. By the Stone-von Neumann uniqueness theorem (see e.g. [Pu] , Theorem 4.3.1), the pair ðP; QÞ is unitarily equivalent to a direct sum of Schrö dinger pairs ðP 0 ; Q 0 Þ. r Proposition 5. Suppose r is an S À1 -torsionfree Ã-representation of the Ã-algebra X. Then the Ã-representation p r of A is unitarily equivalent to a direct sum of Schrödinger representations.
Proof. Since the Ã-algebra X is algebraically bounded by Lemma 10, all operators of rðXÞ are bounded. The operators rðxÞ and rðyÞ satisfy the relations (12)- (14) and have trivial kernels because r is torsionfree. Therefore, by Proposition 4 the pair ðP; QÞ defined by (16) (with x and y replaced by rðxÞ and rðyÞ, respectively) is unitarily equivalent to a direct sum of Schrö dinger pairs. The map r ! p r according to Theorem 1 respects unitary equivalences and direct sums, so it su‰ces to prove the assertion in the case when P ¼ P 0 and Q ¼ Q 0 on the Hilbert space L 2 ðRÞ. By (2) the domain D r ¼ Dðp r Þ is the intersection of ranges of all finite products of operators
and their adjoints. Hence D r ¼ Dðp r Þ is the Schwartz space SðRÞ and for j A Dðp r Þ we have
That is, p r is the Schrö dinger representation. r Now let c be an arbitrary nonzero element of the Weyl algebra A. Because fp n q k : k; n A N 0 g and fq n p k : k; n A N 0 g are vector space bases of A, we can write c as (II) g 2m 1 ; 2m 2 3 0 and both polynomials f 2m 2 and g 2m 1 are positive on the real line.
Then there exists an element s A S such that s
Proof. Recall that S ¼ S O and all results from Sections 4 and 5 apply, because the corresponding assumptions are fulfilled. Set t :¼ s
The assertion will follow from Theorem 3 once assumptions (i) and (ii) therein are established. Assumption (i) is a consequence of assumption (I), since the only irreducible Ã-representation p r is the Schrö dinger representation p 0 by Proposition 5.
We prove that r s 1 ðzÞ > 0 for each Ã-representation r s 1 of X s 1 . (By Theorem 3 we could assume that r s is irreducible, but this does not simplify our reasoning.) If
< 2m 1 and so
again by Proposition 3. Therefore, by (18) we have
Since xy ¼ yxð1 À ixyÞ by (14) 
From the relation xp ¼ 1 þ aix it follows that x m 1 p m 1 À 1 and p m 1 ðx Ã Þ m 1 À 1 are linear combinations of x j ¼ s Àj 1 , where 1 e j e m 1 . Therefore, we have
by Proposition 3. (All facts derived above from Proposition 3 can be also verified directly by using the commutation rules between p; q; x; and y.) Combining equations (19)- (21) is a polynomial, say h À r s 1 ðyÞ Á , of the normal operator r s 1 ðyÞ and its adjoint. Hence the spectrum of r s 1 ðzÞ is the set of numbers hðyÞ, where y is in the spectrum of r s 1 ðyÞ. Since y À y Ã ¼ 2biy Ã y by (12), y belongs to the circle y À y ¼ biyy of the complex plane. If y ¼ 0, then hð0Þ ¼ g 2m 2 ¼ g 2m 1 ; 2m 2 > 0 by assumption (II). If y is a nonzero number of this circle, then y is of the form ðq À biÞ À1 with q A R. Inserting this into (22), we compute hðyÞ ¼ ðyyÞ m 2 g 2m 1 ðqÞ. Since g 2m 1 ðqÞ > 0 by assumption (II), we get hðyÞ > 0. Thus we have shown that the spectrum of the normal operator r s 1 ðzÞ is contained in ð0; þyÞ, so that r s 1 ðzÞ > 0.
A similar reasoning using the positivity of f 2m 2 instead of that of g 2m 1 yields r s 2 ðzÞ > 0. Hence assumption (ii) of Theorem 3 is satisfied. r We need a few notions on Lie group representations (see e.g. [S1] , Chapter 10, or [W] , Chapter 4, for more details). By a unitary representation of G we mean a strongly continuous homomorphism U of G into the unitary group of a Hilbert space HðUÞ and by dU we denote the associated Ã-representation of the enveloping algebra EðgÞ of the Lie algebra g on the dense vector space D y ðUÞ of C y -vectors of U. If c A g, then qUðcÞ denotes the infinitesimal generator of the unitary group Uðe gc Þ, that is, e gqUðcÞ ¼ Uðe gc Þ, g A R, and we have dUðcÞj ¼ qUðcÞj for j A D y ðUÞ. Note that the operator iqUðcÞ is self-adjoint.
The next proposition and its subsequent theorem characterize integrable representations of the Lie algebra g in terms of resolvents of the two generators.
Proposition 6. Suppose that U is a unitary reresentation of G. Let a and b be real numbers such that jaj > 1, b 3 0, and set x 0 ¼ ðA À aiÞ
y ¼ ðB À biÞ À1 , where A :¼ iqUðaÞ and B :¼ iqUðbÞ. Then we have the relations
Proof. Equations (23) and (24) follow easily from the definitions of x 0 , x 1 and y.
We prove the commutation relation (25) Multiplying (26) by e bl and integrating on ½0; þyÞ by using the preceding formula we get
Applying the involution to (27) and multiplying then by e
Àg it follows that formula (27) holds in the case b > 0 as well. We now apply both sides of (27) to a vector j A DðAÞ and di¤erentiate at g ¼ 0. Then we obtain
Since y ¼ ðB À biÞ À1 , the latter yields ðA À aiÞyj À by
Multiplying by x 0 from the left we derive
so that x 0 y ¼ ðI À bx 0 yÞyx 1 . From the definitions of x 0 and y it follows immediately that kbx 0 yk e jaj À1 < 1. Therefore, we have ðI À bx 0 yÞ À1 ¼ P y n¼0 b n ðx 0 yÞ n and hence
The latter implies that ðx 0 yÞyx 1 ¼ yx 1 ðx 0 yÞ. Inserting this into (29) we obtain (25). r Proof. The basic pattern of the proof is similar to that of Kato's theorem [K2] , but the technical details are more complicated. The self-adjointness of A and B follows from Lemma 11.
First we prove by induction on n A N that
If n ¼ 1, then (31) holds by combining (25) and the first equality of (24). Suppose that (31) is valid for n A N. Note that x 0 x 1 ¼ x 1 x 0 by (24). Using first the induction hypothesis, then equation (31) in the case n ¼ 1 and finally once more the induction hypothesis, we compute
which completes the induction proof of equation (31).
Let F 1 denote the set of all complex l for which l and l þ i are not real and the identity
ðl À l 0 Þ nÀk and sum over n ¼ k; k þ 1; . . . : Using the identities
we conclude that (32) is satisfied for l and k. Therefore, l A F 1 which proves that F 1 is open. Recall that ðA À aiÞ À1 ¼ x 0 by (30). Combining this fact with (24) we derive
and similarly x 1 ðA À ai À iÞ ¼ I , so that ðA À ai À iÞ À1 ¼ x 1 . Inserting these formulas for x 0 and x 1 into (31) we obtain equation (32) for l ¼ i þ ai. That is, i þ ai A F 1 . Because F 1 is open as just shown, the connected component of i þ ai in the complement of R W ðR þ iÞ is contained in F 1 . Since a < À1 by assumption, (32) holds for all l of the lower half-plane.
Multiplying (32) by ðÀlÞ n and setting l ¼ Àng À1 i with g > 0 and n A N, we obtain
We now need the following fact (see e.g. [HPh] 
for all n A N and g > 0.
Now we fix g > 0 and consider the set F 2 of all l A CnR for which
is satisfied for all n A N. Arguing as in the paragraph before last, with A and A þ i replaced by B and e g B, we conclude that F 2 is open. Since bi A F 2 by (35), F 2 contains the lower half-plane when b < 0 resp. the upper half-plane when b > 0. Let us first assume that b < 0. Then (36) is valid for all m such that Im m < 0.
Proceeding as above, we multiply equation (36) As a byproduct of the preceding considerations the next theorem gives an integrability criterion for Hilbert space representations of the Lie algebra g. Here the density condition (39) is the crucial assumption for the integrability of the representation. Note that it is not su‰cent that A and B are selfadjoint operators satisfying relation (38) on a common core. 
Then there exists a unitary representation U of G such that A ¼ iqUðaÞ and B ¼ iqUðbÞ.
Proof. We retain the notations
(i) Recall that equation (25) is satisfied by Proposition 6 and (30) holds by definition. Obviously, kerðx 0 yÞ Ã ¼ f0g, so D ¼ x 0 yH is dense in HðUÞ.
From (25) and (30) it follows that D L DðABÞ X DðBAÞ. If c A H, then j :¼ x 0 yc ¼ yx 1 ðI À bx 0 yÞc A D by (25). To prove that equation (38) is valid we compute (25) holds. Since equations (23) and (24) follow at once from the definitions of x 0 , x 1 and y, Theorem 6 applies and gives the assertion. r 8. Application: A strict Positivstellensatz for the enveloping algebra of the ax B b-group
In this section A is the complex universal enveloping algebra EðgÞ of the Lie algebra g of the a‰ne group of the real line. Setting a :¼ ia and b :¼ ib, A becomes the unital Ã-algebra with two hermitian generators a and b and defining relation
Let us fix two reals a and b such that a < À1, b 3 0 and a is not an integer and set
Using (40) we obtain s nþ1 b ¼ bs n , s
From these formulas it follows that the unital monoid S generated by the set S G is a Ã-invariant left Ore set, so we can assume that S ¼ S O .
The Ã-subalgebra X of AS
À1
O is the unital algebra generated by the elements y :¼ s À1 and x n :¼ s À1 n , where n A Z, and their adjoints. In the Ã-algebra X we have the following relations:
x n y À yx nþ1 ¼ Àbyx nþ1 x n y ¼ Àbx n y 2 x nþ1 ; ð43Þ x n y Ã À y Ã x nþ1 ¼ by Ã x nþ1 x n y Ã ¼ bx n ðy Ã Þ 2 x nþ1 :
Lemma 12. Conditions (O), (IA) and (AB) are satisfied.
Proof. The proof is similar to that of Lemma 10. As a sample, we verify (IA). Combining relations (42) and (43) we obtain x n x k ¼ x k x n , x n x Ã k ¼ x Ã k x n , x n y ¼ yx nþ1 ð1 À bx n yÞ ¼ ð1 À bx n yÞyð1 þ ix nþ1 Þx n ;
x n y Ã ¼ y Ã x nþ1 ð1 þ bx n y Ã Þ ¼ ð1 þ bx n y Ã Þy Ã ð1 þ ix nþ1 Þx n ; y ðUÞ, we conclude that p r ¼ dU.
As stated in Theorem 1, r is irreducible if and only if p r is so. But dU ¼ p r is known to be irreducible if and only if the unitary representation U is irreducible ([S1], 10.2.18). r
From Proposition 6 it follows easily the converse of Proposition 7 is also true (that is, any Ã-representation dU of A is equal to p r for some torsionfree Ã-representation r of X), but we will not need this result in what follows.
Because fa n b k : k; n A N 0 g and fb n a k : k; n A N 0 g are bases of the vector space A by the Poincaré-Birkho¤-Witt theorem, each nonzero element c A A can be written as
Here g jl A C and f n ðaÞ and g k ðbÞ are complex polynomials uniquely determined by c. We define dðcÞ ¼ ðd 1 ; d 2 Þ if there are numbers j 0 ; l 0 A N 0 such that g d 1 ; l 0 3 0 and g j 0 ; d 2 3 0. Then d is a multi-degree map on the Ã-algebra A. It is easily checked that conditions (A3)-(A5) are valid.
Theorem 8. Supoose that c ¼ c
Ã is a nonzero element of the enveloping algebra A ¼ EðgÞ with multi-degree dðcÞ ¼ ð2m 1 ; 2m 2 Þ, where m 1 ; m 2 A N 0 , satisfying the following assumptions:
(I) For each irreducible unitary representation U of G there exists a bounded selfadjoint operator T U > 0 on HðUÞ such that dUðcÞ f T U .
(II) g 2m 1 ; 2m 2 3 0 and the polynomials f 2m 2 ðÁ þ m 2 iÞ and g 2m 1 are positive on the real line.
Then there exists an element s A S such that s Ã cs A P A 2 .
Proof. Since the proof follows a similar pattern as the proof of Theorem 5, we sketch only the necessary modifications. belongs to X by Lemma 7(ii).
The assertion follows from Theorem 3. It remains to prove that assumptions (i) and (ii) therein are satisfied. Assumption (i) is a consequence of assumption (I) combined with Proposition 7. To verify assumption (ii) we first note that all ideals J s n coincide by relation (42), so it su‰ces to show that assumption (II) implies that r s ðzÞ > 0 and r s 0 ðzÞ > 0. 
Having (45) and (46) a similar reasoning as in the last part of the proof of Theorem 5 shows that assumption (II) implies that r s ðzÞ > 0 and r s 0 ðzÞ > 0. r Remark 6. According to a classical result due to Gelfand and Naimark [GN] , the set of equivalence classes of irreducible unitary representations of the group G consists of two infinite-dimensional representations U G and of a family U g , g A R, of one-dimensional representations. The associated infinitesimal representations dU G act on the domain 
