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Abstract
Motivated by Barron (1986, Ann. Probab. 14, 336{342), Brown (1982, Statistics and Proba-
bility: Essays in Honour of C.R. Rao, pp. 141{148) and Carlen and Soer (1991, Comm. Math.
Phys. 140, 339{371), we prove a version of the Lindeberg{Feller Theorem, showing normal
convergence of the normalised sum of independent, not necessarily identically distributed ran-
dom variables, under standard conditions. We give a sucient condition for convergence in the
relative entropy sense of Kullback{Leibler, which is strictly stronger than L1. In the IID case
we recover the main result of Barron [1]. c© 2000 Elsevier Science B.V. All rights reserved.
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1. Introduction and results
Consider a series of independent real-valued random variables X (1); X (2); : : : ; with
densities, zero mean and nite variances v1; v2; : : : : It will be necessary to consider
various normalised sums, so we introduce a notation whereby sums are indexed by
sets of integers. For a non-empty set of positive integers S, dene X (S) =
P
i2S X
(i)
with variance vS = Var(X (S)) =
P
i2S vi, and the normalised sum U
(S) = X (S)=
p
vS =
(
P
i2S X
(i))=
p
vS , with density g(S). Further, dene Y
(S)
 =U (S)+Z, where Z is N(0; )
and independent of U (S).
In general, we use Zu and Z
()
u to represent normal N(0; u) random variables with
mean zero and variance u; ;2 and ;2 stand for the N(; 2) distribution function
and probability density, respectively. If  = 0 or 2 = 1, we omit the subscript  or
2 from this notation. Let D(fjjg) be Kullback{Leibler distance between probability
densities f and g, and J (X ) be the Fisher Information of a random variable X (see
Section 2 for details).
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Condition 1. There exists a decreasing function  ; such that  (R) ! 0 as R ! 1
so that for all i and R:
E(X (i))2I(jX (i)j>pviR)6vi (R):
Condition 1 is a uniform version of the Lindeberg Condition.
Condition 2 (Bounded variance). There exists V0 such that vi6V0<1 for all i.
Denition 1.1. For > 0, dene (W; ) = supS: vS >W J (Y
(S)
 )− 1=(1 + ).
By the Cramer{Rao lower bound, and by results of Lemma 2.5, we know that
1=(1+)6J (U +Z)61=. Hence (V; ) is always non-negative, and zero if and only
if U (S) is N(0; 1) for all S such that VS>V .
Condition 3. There exists V1 such that
R1
0 (V1; ) d is nite.
Since J (Y (S) )61=, Condition 3 will hold if there exists > 0 such that
R 
0 J (Y
(S)
 ) d
is nite. This holds for example if there exists J 0 such that J (X (i))6J 0<1 for all i.
We prove the following two principal theorems:
Theorem 1. Under Conditions 1 and 2; the Fisher information tends to its minimum.
That is; for all > 0: limW!1 (W; ) = 0.
Theorem 2. Under Conditions 1{3
lim
W!1

sup
S: vS>W
D(g(S)jj)

= 0:
Theorem 1 implies weak convergence limW!1 supS: vS >W jP(U (S)6x) − (x)j = 0
and Theorem 2 implies L1 convergence limW!1supS: vS>W jjg(S)−jjL1(d x)=0. For weak
convergence, the classical Lindeberg condition is known to be necessary and sucient
(see for example Gnedenko and Kolmogorov, 1954, Chapter 4, Theorem 4). An in-
teresting open problem is to nd necessary and sucient conditions for convergence
in L1, or in Kullback{Leibler distance.
Notice that both Theorems 1 and 2 are trivially true if the sum of variances
P1
i=1 vi
converges, hence we assume that
P1
i=1 vi =1. An example of a ‘nearly IID’ case
where Conditions 1{3 hold is where X (i) is the sum of independent variables W (i)+Z (i)
for some > 0. In that case Condition 1 holds by Lemma 5.3, Condition 2 has an
obvious interpretation in requiring a uniform bound on Var(W (i)), and Condition 3
holds because J (Y (S) )6J (Z+) = 1=(+ ), so that
R
(V; ) d6log .
The paper is organised as follows. In Section 2, we discuss useful properties of
Kullback{Leibler distance, Fisher Information and Hermite polynomials. Section 3 con-
tains two main propositions, from which we deduce Theorems 1 and 2. Their proof is
deferred to Section 4, in which we establish technical facts that help us use a char-
acterisation of the normal density and Section 5, in which we show that the lowest
moments converge.
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Theorems 1 and 2 extend earlier results in Barron (1986) and Brown (1982) to the
case of non-identically distributed random variables. More precisely, our proof can be
easily adapted to recover the main result of Barron (1986): if X (1); X (2); : : : are IID
with densities and D(gmjj) is nite for some m then limm!1D(gmjj) = 0. Here gm
is the density of (
Pm
i=1 X
(i))=
p
mv.
Entropy-related methods of proving convergence to a Gaussian distribution originate
from a paper of Linnik (1959). For the history of the question see Barron (1986). The
techniques used in this paper are similar to those of Barron (1986), Brown (1982) and
Carlen and Soer (1991); in particular, Section 3 is motivated by Barron (1986) and
Carlen and Soer (1991) and Sections 4 and 5 by Brown (1986). Theorem 2 bears a
close similarity to Theorem 2:2 of Carlen and Soer (1991), except that we remove
the condition that the variances be uniformly bounded away from zero. Furthermore,
Proposition 3.2 and Theorem 1 give bounds more explicit than the continuity argument
in Theorem 1:2 of Carlen and Soer (1991). In particular, our Theorem 1 requires only
Conditions 1 and 2 to obtain weak convergence.
2. Notation and denitions
Denition 2.1. Given probability densities f; g, we dene the Kullback{Leibler dis-
tance (or ‘relative entropy’) D(fjjg) to be
D(fjjg) =
Z
f(x)log

f(x)
g(x)

dx:
In the case where f has mean zero and variance 2, and g = 2 , D(fjjg) =
1
2 log 2
2 − H (f), where H represents the dierential entropy. In other words, we
can view entropy in terms of the distance from the normal. The Kullback{Leibler dis-
tance is shift and scale invariant. D(fjjg) is not a metric; it is asymmetric and does
not satisfy the triangle inequality. However, D(fjjg)>0 with equality i f(x) = g(x)
for almost all x 2 R. Furthermore (see Kullback, 1967 for details),
jjf − gjjL1(d x)6
p
2D(fjjg):
The normal distribution maximises entropy amongst random variables of given variance,
so the Central Limit Theorem corresponds to the entropy tending to its maximum.
Fisher Information is used to prove that the maximum is achieved.
Denition 2.2. If U is a random variable with dierentiable density g(u), we de-
ne the score function U (u) = @=@u(log g(u)) = I(g(u)> 0)g0(u)=g(u) and the Fisher
Information
J (U ) = E2U (U ):
Lemma 2.3. If U is a random variable with density f and variance 1; and Zu is
independent of U; then
D(fjj) = 1
2
Z 1
0

J (U + Zu)− 11 + u

du:
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Proof. This is a rescaling of Lemma 1 of Barron (1986), which is an integral form
of de Bruijn’s identity (see Blachman (1965) or Stam (1959) for more details of de
Bruijn’s result).
Lemma 2.4. If U (1); U (2) are independent and U (3) =U (1) +U (2) with score functions
(1); (2) and (3) then with probability one; for any  2 [0; 1]
(3) = E[(1)(U (1)) + (1− )(2)(U (2))jU (3)]:
Here and below E[  jU (3)] stands for the conditional expectation with respect to the
-algebra generated by U (3).
Proof. If U (1) and U (2) have densities p and q then U (1) + U (2) has density r(w) =R
p(x)q(w − x) dx and so
(3)(w) =
r0(w)
r(w)
=
Z
p0(x)q(w − x)
r(w)
dx =
Z
p0(x)
p(x)
p(x)q(w − x)
r(w)
dx
which equals, almost surely, the expected value E[(1)(U (1))jU (3)](w): Similarly, we
can produce an expression in terms of the score function V (y) = q0(y)=q(y). We can
add  times the rst expression to 1−  times the second one.
Lemma 2.5. If U (1); U (2) are independent then for any  2 [0; 1]
J (U (1) + U (2))62J (U (1)) + (1− )2J (U (2));
and hence
J (
p
U (1) +
p
1− U (2))6J (U (1)) + (1− )J (U (2)):
Proof. Using Lemma 2.4 and Jensen’s Inequality,
J (U (3)) = E(3)(U (3))2 = E[E((1)(U (1)) + (1− )(2)(U (2))jU (3))2]
6 E[E(((1)(U (1)) + (1− )(2)(U (2)))2jU (3))]
= 2E(1)(U (1))2 + (1− )2E(2)(U (2))2:
Substituting
p
U (1) and
p
1− U (2) for U (1) and U (2); respectively, we recover the
second result.
However, we require a stronger result. We will use the Hermite polynomials Hn(x)
(see Szeg}o, 1958 for more details), which form an orthogonal basis in L2((x) dx).
Denition 2.6. The generating function of the Hermite polynomials with respect to
normal weight =2 is
G(x; t) =
X
r
tr
r!
Hr(x) = exp

−t
2
4
+ t x

:
Using this, H0(x)=1, H1(x)= x, H2(x)= x2− =2 and the normalisation is given byZ
Hn(x)Hm(x)=2(x) dx = mn(=2)nn!:
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3. Convergence of densities
Denition 3.1. Given a function f(x) =
P1
r=0 arHr(x) 2 L2(=2(x) dx), dene the
projection map f 7! f by
(f)(x) =
1X
r=2
arHr(x) = f(x)−
Z
f(y)

1 +
2xy


=2(y) dy
and a seminorm jj  jj using
jjfjj2 =
Z
(f)(x)2=2(x) dx =
1X
r=2
a2r r!(=2)
r :
This measures ‘how far from being linear f is’, which is useful since if  is the score
function of a normal then  is linear and hence jjjj = 0.
Proposition 3.2. Let U (1) and U (2) be independent random variables with mean zero
and variance one. Given > 0 dene Y (i) = U (i) + Z
(i)
 ; i = 1; 2 and Y
(3)
; =
p
Y (1) +p
1− Y (2) with densities f(1); f(2); f(3) and score functions (1); (2); (3). Here Z (1)
and Z (2) are independent of U (1), U (2) and of each other. There exists a constant 
such that
J (Y (1) ) + (1− )J (Y (2) )− J (Y (3); )>(jj(1)jj2 + jj(2)jj2)

2(1− )
2

:
The normal perturbation considered in Proposition 3.2 guarantees the dierentiability
of the densities f(i) and hence the existence and boundedness of Fisher Information.
The proof of Proposition 3.2 is presented in Section 4, where we use the natural
generalisations of results of Brown (1982).
Denition 3.3. Given a positive function  where  (R) ! 0 as R ! 1, dene the
set of random variables C by
C = fX : EX = 0; vX = EX 2<1; EX 2I(jX j>pvX R)6vX  (R) for all Rg:
The last inequality has the form E(X=pvX )2I(jX=pvX j>R)6 (R), which implies
that the class C is scale invariant, and is a uniform integrability condition on X=
p
vX ,
Note that Condition 1 guarantees that each X (i) 2 C . Lemma 3.5 below ensures that
any sum X (S) 2 C	, for some positive function 	 with 	(R)! 0 as R !1.
Proposition 3.4. Given > 0 and a random variable X 2 C ; dene Y =X=pvX +Z;
with score function (Y ); where Z is independent of X . There exists a function ()
(depending only on  and ); with ()! 0 monotonically as  ! 0; such that
J (Y )− 1
1 + 
6(jj(Y )jj):
The proof of Proposition 3.4 is given in Section 5. In the rest of this section we
derive Theorems 1 and 2 from Propositions 3.2 and 3.4.
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Lemma 3.5. If for all i; X (i) 2 C ; then there exists a function 	 such that for all S;
X (S) 2 C	.
Proof. First we prove the assertion under the additional assumption that the X (i) have
even densities. Set V (i) = X (i)I(jX (i)j<pvit), then E(
P
i2S V
(i))46
P
i2S E(V (i))4 +
3(
P
i2S E(V (i))2)26
P
i2S t
2viE(V (i))2+3(
P
i2S E(V (i))2)26(t2+3)(
P
i2S vi)
2. Further-
more, by Cauchy{Schwarz, for any t;
E(X (S))2I(jX (S)j>pvSR)
=E
2
4 X
i2S
X (i)(I(jX (i)j>pvit) + I(jX (i)j<pvit))
!2
I(jX (S)j>pvSR)
3
5
62
X
i2S
E(X (i))2I(jX (i)j>pvit)
+2
0
@E
 X
i2S
X (i)I(jX (i)j<pvit)
!41A
1=2
P(jX (S)j>pvSR)1=2
62vS (t) + 2(t2 + 3)1=2vS=R:
Taking t =
p
R, we can use 	(R) = 2 (R1=2) + 2(R+ 3)1=2=R, which as required tends
to zero as R !1.
To establish the assertion in the general case we pass from X (i) to random variables
X (i)−X (i)0 , where X (i)0 is an independent copy of X (i). By using inequalities we have
control over the tails of X (i) − X (i)0 :
E(X (i) − X (i)0)2I(jX (i) − X (i)0 j>R
p
2v)
62E(X (i)2 + X (i)
02)(I(jX (i)j>R
p
v=2) + I(jX (i)0 j>R
p
v=2))
64vi(	(R=
p
2) + 2=R2):
Conversely, if we have control over the tails of X (S) − X (S)0; we control the tail of
X (S), since Carlen and Soer (1991, p. 354) shows
EX (S)2I(jX (S)j>2R
p
2vS)6E(X (S) − X (S)0)2I(jX (S) − X (S)0 j>R
p
2vS):
Proof of Theorem 1. By Condition 2 the variances are bounded by V0. Given a set S
with vS>3V0, we can write S=S1[S2, with S1\S2=; and if =vS1 =vS , 1366 23 . For
example, dening r = minfl: vS\(−1; l]>vS=3g, let S1 = S \ (−1; r), then vS1>vS=3,
and vS16vS=3 + V062vS=3).
According to Propositions 3.2 and 3.4, given > 0, there are two possibilities:
1. J (Y (S1) ) + (1− )J (Y (S2) )− J (Y (S) )>.
2. J (Y (S1) )+(1−)J (Y (S2) )−J (Y (S) )<. In this case, since (1−)> 29 , by Propo-
sition 3.2, both jj(S1)jj and jj(S2)jj are less than 31=2=. Hence by Proposition
3.4, J (Y (S1) )− 1=(1 + ) and J (Y (S2) )− 1=(1 + ) are both less than (31=2=).
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If vS>V , then for i=1; 2, vSi>V=3, so J (Y
(Si)
 )−1=(1+ )6(V=3; ). Hence in the
rst case, J (Y (S) )− 1=(1 + )6(V=3; )− , and in the second, J (Y (S) )− 1=(1 + )6
(31=2=). We conclude that
(V; ) = sup
S: vS>V

J (Y (S) )−
1
1 + 

6max

(V=3; )− ; 

31=2


:
Hence assuming (V; )> for all V , we have that (V; )6(V=3; )− (−1()=3)2
for all V. This provides a contradiction, since 06(V; )61=(1 + ). Therefore
lim inf V!1 (V; )=0. But (V; ) decreases monotonically in V so limV!1 (V; )=0
for all .
Proof of Theorem 2. By Lemma 2.3, supS: vS>V D(g
(S)jj)=supS: vS>V (
R
J (U (S)+Z)−
1=(1+ ) d)=26(
R
(V; ) d)=2. Now (V; ) is monotone decreasing in V, converges
to zero and
R
(V1; ) d is nite. By the Monotone Convergence Theorem,
supS: vS>V D(g
(S)jj)! 0.
In the case of IID variables, we recover the main result of Barron (1986). If
X (1); X (2); : : : are IID with densities and D(gmjj) is nite for some m then
limm!1D(gmjj)=0. Here gm is the density of
Pm
i=1 X
(i)=
p
mv and v=Var X (i). This
follows since if we dene k for the score function of W (k) =
P2k
i=1 X
(i)=
p
2kv + Z,
Proposition 3.2 becomes
J (W (k))− J (W (k+1))> const: jjk jj2:
As in Barron (1986), we deduce that J (W (k)) converges monotonically to its minimum,
and this monotone convergence means that we only require the condition that D(gmjj)
is ever nite to ensure its convergence to zero.
4. Proof of Proposition 3.2
Throughout this section, the notation of Proposition 3.2 is in place. Given > 0,
dene random variables Y (i) = U (i) + Z
(i)
 , i = 1; 2, and Y
(3)
; =
p
Y (1) +
p
1− Y (2)
with densities f(1); f(2); f(3) and score functions (1); (2); (3). Here and below Z (1)
and Z (2) are independent of U (1), U (2) and of each other. In addition, we consider
independent variables Z (i)=2, i = 1; 2 and set Z
(3)
=2 =
p
Z (1)=2 +
p
1− Z (2)=2 . Finally, fHrg
will represent the Hermite polynomials with respect to =2.
Lemma 4.1 (Brown [3]). There exists a constant  > 0 such that for any random
variable U with variance 1; the sum Y = U + Z; where Z is independent of U; has
density f bounded below by =2.
Proof. Since U has variance 1, by Chebyshev, P(jU j< 2)> 34 . Hence, if FU is the
distribution function of U , for any s 2 R
f(s) =
Z 1
−1
(s− t) dFU (t)
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>
Z 2
−2
(s− t) dFU (t)
> (3=4)minf(s− t): jtj< 2g= (3=4)(jsj+ 2)
> (3=4
p
2)exp(−4=)=2(s) = =2(s):
Lemma 4.2.
J (Y (1) ) + (1− )J (Y (2) )− J (Y (3); )
= E(
p
(1)(Y (1) ) +
p
1− (2)(Y (2) )− (3)(Y (3); ))2
>2E(
p
(1)(Z (1)=2 ) +
p
1− (2)(Z (2)=2 )− (3)(Z (3)=2 ))2:
Proof. Writing R=
p
(1)(Y (1) )+
p
1− (2)(Y (2) ) and T=(3)(Y (3); ), by Lemma 2.4,
T=E[RjY (3); ]. Hence by standard orthogonality arguments, E(R−T )2=ER2−ET 2. Since
U (1) and U (2) are independent, so are Y (1) and Y
(2)
 and hence E[(1)(Y (1) )(2)(Y (2) )]=
E(1)(Y (1) )E(2)(Y (2) ) = 0. Thus ER2 = E((1)(Y (1) ))2 + (1 − )E((2)(Y (2) ))2, which
by Denition 2.2, equals J (Y (1) ) + (1− )J (Y (2) ). This gives the rst equation.
The second inequality follows as Lemma 4.1 givesZ Z
h2(s; t)f(1)(s)f(2)(t) ds dt>2
Z Z
h2(s; t)=2(s)=2(t) ds dt
for any real h(s; t).
Lemma 4.3.
E[(
p
(1)(Z (1)=2 ) +
p
1− (2)(Z (2)=2 )− (3)(Z (3)=2 ))2]
>E[(
p
(1)(Z (1)=2 ) +
p
1− (2)(Z (2)=2 )− w(Z (3)=2 ))2];
where
w(x) =
p

Z
(1)(
p
x +
p
1− v)=2(v) dv
+
p
1− 
Z
(2)(
p
1− x −pv)=2(v) dv:
Proof. Note that E [(
p
(1)(Z (1)=2 ) +
p
1− (2)(Z (2)=2 ) − w(Z (3)=2 ))2] is minimised over
w by taking w(x) = E [
p
(1)(Z (1)=2 ) +
p
1− (2)(Z (2)=2 )jZ (3)=2 = x] (as the L2 distance is
minimised by taking projections).
Now (omitting the subscripts =2), fZ (1)jZ (3) (sjx) = fZ (1) ;Z (2) (s; u)=fZ (3) (x) =
()−1=2exp(−(s2 + u2 − x2)=), where ps + p1− u = x. Rearranging, we obtain
fZ (1)jZ (3) (sjx)==2(v), where v = (s−
p
x)=
p
1− . Similarly fZ (2)jZ (3) (rjx) = =2(v),
where v = (r −p1− x)=p. Substituting for r; s, the result follows.
Lemma 4.4. The linear map  dened by
f(x) =
Z 1
−1
f(
p
x +
p
1− v)=2(v) dv
maps Hr(x) into (
p
)rHr(x).
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Proof. The action of  on the generating function is
1X
r=0
tr
r!
Hr(x) =
Z
1p

exp
 
− (v− t
p
1− =2)2

− t
2
4
+
p
xt
!
dv
= exp

−t
2
4
+
p
xt

=
1X
r=0
(t
p
)r
r!
Hr(x):
This is the natural generalisation of Eq. (3:6) from Brown (1982), though our proof
is dierent.
Lemma 4.5. If (i)(x) 2 L2(=2(x) dx) with (i)(x) =
P
a(i)r Hr(x); and w is the func-
tion identied in Lemma 4:3; there exist functions Ar(x) such that
E(
p
(1)(Z (1)=2 ) +
p
1− (2)(Z (2)=2 )− w(Z (3)=2 ))2
>(1− )=2
 1X
r=2
(a(1)r )
2(=2)rr! +
1X
r=2
(a(2)r )
2(=2)rr!
!
= (1− )=2(jj(1)jj2 + jj(2)jj2):
Proof. By Lemma 4.4
w(x) =
1X
r=0
((
p
)r+1a(1)r + (
p
1− )r+1a(2)r )Hr(x):
Expanding, and using the normalisation of Hr we know that
E(
p
(1)(Z (1)=2 ) +
p
1− (2)(Z (2)=2 ))2 − Ew2(Z (3)=2 )
=
1X
r=1
((a(1)r )
2(− r+1) + (a(2)r )2((1− )− (1− )r+1)
−2a(1)r a(2)r (
p
(1− ))r+1)(=2)rr!
>
1X
r=1
(Ar()(a(1)r )
2 + Ar(1− )(a(2)r )2)(=2)rr!;
where Ar(x)=x−xr+1−x(r+1)=2(1−x)(r+1)=2. As A1(x)  0, these terms may be removed.
For xed x 2 [0; 1], Ar(x) is increasing in r, so we may replace Ar(); Ar(1 − ) by
the (positive) values A2(); A2(1− ). Now, note that A2(x) = x− x3− x3=2(1− x)3=2 =
x(1− x)(1 + x − x1=2(1− x)1=2)>x(1− x)=2.
5. Proof of Proposition 3.4
The notation of Proposition 3.4 holds throughout this section. That is, given > 0
and a random variable X 2 C , we dene Y = X=pvX + Z, with score function
(Y ), where Z is independent of X . As in the previous section fHrg are the Hermite
polynomials with respect to =2.
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Lemma 5.1. Given a dierentiable positive probability density f with score func-
tion  =
P
r arHr 2 L2(=2(x) dx); there exists a function (x) of the form (x) =
f(0) exp(a0x + 1=2a1x2); such that for any z> 0;
sup
x2(−z; z)
f(x)(x) − 1
6exp((2z==2(z))1=2jjjj)− 1:
Hence there exists z= z(jjjj; ); which for all > 0, tends to innity as jjjj ! 0
slowly enough that the right-hand side of the inequality vanishes as jjjj ! 0. Thus
given ; z> 0 if jjjj is small enough then supx2(−z; z) jf(x)=(x)− 1j6.
Proof. For any z> 0; x 2 [− z; z], and function h :R! RZ x
0
h(y) dy6
Z x
0
1 dy
1=2Z x
0
h2(y) dy
1=2
6 z1=2
Z z
−z
h2(y) dy
1=2
6

z
=2(z)
1=2Z z
−z
h2(y)=2(y) dy
1=2
6

z
=2(z)
1=2Z
h2(y)=2(y) dy
1=2
:
We use the expansion  =
P
i aiHi. Taking h(y) = ()(y) = (y) − a0 − a1y, we
know that as jjjj ! 0, we have control uniformly in t 2 (−z; z) over
[logf(y)− a0y − 1=2a1y2]x0 =
Z x
0
h(y) dy6

2z
=2(z)
1=2
jjjj:
To complete the proof, observe that jg(x) − g(0)j<c implies jexp(g(x) − g(0)) − 1j
6exp c − 1, so we take  as suggested.
Lemma 5.2. The score function (Y ) 2 L2(=2(x) dx) and hence we write (Y ) =P
m amHm. Furthermore; there exists a constant z (depending only on ) such that if
the function (x) = k exp(b0 x + b1=2 x2) for some k; b0; b1; x 2 R; satises
supy2[−z; z] jf(y)=(y) − 1j61=2 then we can write (x) = c(x); where  = ;2
is a N(; 2) density. Finally; there exist constants c1; c2 (depending only on ) such
that for jxj>2z
(x) = c(x)6c1 exp(−c2x2):
Proof. These score functions belong to L2(=2(x) dx). By an argument using
Lemma 4.1, 
R
g
02(x)=g2(x)=2 dx6
R
g
02(x)=g(x) dx6J (U + Z)61=.
Observe that
f(y) =
1
(2)1=2 EX

exp

− (y − X=
p
vX )2
2

;
so that f(y)6(2)−1=2. In fact better bounds are possible, since (y−x)2 is minimised
as a function of x on fjxj6jyj=2g at x= y=2, and the minimal value is y2=4. For any
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other x, (y− x)2 is non-negative. Breaking up the region of integration into jxj6jyj=2
and jxj>jyj=2, we deduce by Chebyshev that
f(y)6
1
(2)1=2

exp

−y
2
8

+
4
y2

6
1
(2)1=2

8+ 4
y2

:
By Lemma 4.1, f(0)>=2(0) = (2)−1=2(
p
2):
Now for jxj6z
(x)
(0)
6
f(x)
f(0)=3
6
3(8+ 4)
x2
p
2
:
Thus, taking the positive square root z =
q
4(8+ 4)=
p
2, we know that both
(z)=(0)63=4 and (−z)=(0)63=4. This means that both b0z + 1=2b1z26log 3=4
and −b0z + 1=2b1z26log 3=4. Choosing whichever of fz;−zg makes b0z positive,
we deduce that 1=2b16z−2 log(3=4)< 0. Since this implies that b1< 0, we can write
 = c;2 , where 2 =−b−11 ,  = 2b0 and c = k
p
22 exp(2=22).
Now since (z)<(0) and (−z)<(0), it must be the case that jj6z,
since otherwise the triple (z); (0); (−z) would be monotonic. Since jj6z,
jf()=c()− 1j61=2, and so c()62f()62=(2)1=2.
Combining these estimates, we deduce that for jxj>2z, jj6z6jxj=2, so that
(x − )2  x2=4, and hence
c(x) = c() exp(b1(x − )2=2)6 2(2)1=2 exp

−

log(4=3)
4z2

x2

:
Lemma 5.3. Given > 0 and a function  with  (R) ! 0 as R ! 1; there exists
 0 with the same property such that if X 2 C then Y = X=pvX + Z 2 C 0 .
Proof. Writing Z for a standard N(0; 1) normal, for all c> 0,
E[(X + ZvX )2I(jX + ZvX j>c)]
=E[(X + ZvX )2I(jX + ZvX j>c)(I(jZvX j6c=2) + I(jZvX j>c=2))]
6E[(X + ZvX )2I(jX j>c=2>jZvX j)] + 2E[(X 2 + Z2vX )I(jZvX j>c=2)]
6E[(2X )2I(jX j>c=2)] + 2vE[(1 + Z2)I(jZ j>c=2pvX )]:
Now, using standard tail estimates
2
Z 1
x
(1 + y2)e−y
2=2 dy6 2=x
Z 1
x
y(1 + y2)e−y
2=2 dy
= 2((2+ 1)=x + x)e−x
2=26(8+ 2)=x for x> 0:
So substituting c =
p
vX (1 + )t, we deduce that for any R>0, we can take
 0(R) = 4 (R
p
vX (1 + )=2) + (8+ 4)
r

1 + 
1
R
;
so  0 ! 0 as R !1, as required.
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Lemma 5.4. Fix a function  with limR!1  (R)= 0; given a random variable; there
exist functions ri(; z); i = 0; 1; 2; for 61=2 and z>z such that
(a) lim!0; z!1 ri(; z) = 0 for each i.
(b) If supy2(−z; z) jf(y)=c(y) − 1j6; where  is a N(; 2) density then jc − 1j
<r0(; z); jj<r1(; z); j2 − (1 + )j<r2(; z).
Proof. Since for jyj6z, jf(y)− c(y)j<f(y)=(1− ), for any function h we can
use the triangle inequality to break the integral into three parts:
Z
h(x)(f(x)− c(x)) dx

6

Z z
−z
h(x)(f(x)− c(x)) dx
+

Z
h(x)f(x)I(jxj>z) dx

+
c
Z
h(x)(x)I(jxj>z) dx

6

1− 
Z z
−z
jh(x)jf(x) dx +

Z
h(x)f(x)I(jxj>z) dx

+
c
Z
h(x)(x)I(jxj>z) dx

6

1− 
Z 1
−1
jh(x)jf(x) dx + 1− 2
1− 

Z
h(x)f(x)I(jxj>z) dx

+
c
Z
h(x)(x)I(jxj>z) dx
 :
Now, since EY 2 = 1 + , for t = 0; 1,
R
f(y)jyjt I(jyj>z) dy6 R f(y)y2zt−2 dy =
(1 + )zt−2:
Thus for example, taking h(x) = 1, we know that
j1− cj6 
1− 
Z
f(x) dx +
1
1− 
Z
f(x)I(jxj>z) dx + c
Z
(x)I(jxj>z) dx;
the rst term is =(1−), the second is less than (1+)=z2(1−). Since supy2(−z; z) jf(y)=
c(y)−1j6 for 61=2 and z>z, Lemma 5.2 implies that c(x)6c1 exp(−c2x2), for
c1 and c2 depending only on . So, the third term is less than c1
R
exp(−c2x2)I(jxj>z)
dx6c1(exp(−c2z2))=(c2z). Hence, we have the control we require.
The case h(x)=x proceeds similarly, as does h(x)=x2, though instead of Chebyshev’s
inequality, we use Lemma 5.3 which implies that
R
x2I(jxj>z)f(x) dx6	(z), where
	(z)! 0 as z !1.
Proof of Proposition 3.4. We follow an argument from Barron (1986). By Lemma 5.1,
for f, c and  as in Lemma 5.2, jf(y)=c(y)− 1j6 for y 2 (−z; z), where z;  are
dependent only on jj(Y )jj and , and z !1,  ! 0 as jj(Y )jj ! 0. Hence,Z 1
−1
jf(y)− 1+(y)j dy
6
Z z
−z
jf(y)− 1+(y)j dy +
Z
jyj>z
(f(y) + 1+(y)) dy
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6

1− 
Z z
−z
f(y) dy + 2z sup
y2(−z; z)
jc(y)− 1+(y)j+ 2(1 + )=z2:
By Lemma 5.4, we deduce that f tends in L1(dx) to 1+, the N(0; 1+ ) density, as
jj(Y )jj ! 0, uniformly in random variables X 2 C :
lim
!0+
sup
X2C :jj(Y )jj6
jjf − 1+jjL1(d x) = 0:
Note. The last fact gives uniform convergence of perturbed distribution functions:
supx jP(Y6x) − 1+(x)j ! 0 as jj(Y )jj ! 0. If  ! 0, we get, using Eq. (4:2) of
Brown (1982): supx jP(X6x)−(x)j ! 0 as jj(Y )jj ! 0. Here, and below, 1+ is
the N(0; 1 + ) and  the N(0; 1) distribution function.
Furthermore, this implies that f=1+ ! 1 in N(0; 1+) probability. Here, we regard
convergence in probability of densities as convergence in probability of the random
variable f(Z)=1+(Z). In fact, by Lemmas 5.1 and 5.4, we know that
R
((Y )(x) +
x=(1 + ))2=2(x) dx ! 0. But convergence in L2(=2(x) dx) implies convergence in
N(0; =2) probability. As N(0; =2) and N(0; 1+ ) are equivalent measures, we deduce
that (Y ) ! −x=(1 + ) in N(0; 1 + ) probability.
The product of sequences convergent in N(0; 1 + ) probability also converges. We
deduce that as jj(Y )jj ! 0, the ratio (Y )2f=1+ ! x2=(1 + )2 in N(0; 1 + )
probability, uniformly in C , that is for all > 0,
lim
!0+
sup
X2C :jj(Y )jj6
Z
I
(Y )2(x)f(x)1+(x) −
x2
(1 + )2
>

1+(x) dx = 0:
For a random variable X with zero mean and nite variance, write f and  for the
density and score function of X=
p
vX + Z. We will show that f2f=1+g form a
uniformly 1+-integrable family. We can use Lemma 3 from Barron (1986) which
states that
2(x)f(x) = f
02
 (x)=f(x)6cf2(x):
So we need only prove that fhg= ff2=1+g is a uniformly 1+-integrable family.
Since entropy increases on convolution:
R
hlog h d1+=−H (f2)+
R
f2 log1+6
− H (2) +
R
f2 log1+ = L(). But for all K > 0,
R jhjI(jhj>K) d1+
6
R
h(log h=logK)I(jhj>K) d1+6L=logK , so the uniform 1+-integrability of
the density ratios follows. We therefore deduce that
lim
!0+
sup
X2C :jj(Y )jj6
Z
(x)2f(x)
1+(x)
d1+(x) =
Z
x2
(1 + )2
1+(x) dx
=
1
1 + 
:
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