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ABSTRACT 
Obtaining an accurate model has always been a challenging objective in 
implementation of Model Predictive Control, especially for nonlinear processes. Part 
of this work here proposed a model building methodology for a complex block-
oriented process, namely a Hammerstein-Wiener system in order to meet such a 
demand. It is a general system of the more simple structures which are known as 
Hammerstein and Wiener. This methodology uses sequential step test training data 
determined from an optimal experimental design and simultaneously estimates all 
the model coefficients under nonlinear least squares objective function. It is 
evaluated using four process examples and is compared with a recently proposed 
method in three of them. Even with less frequent sampling, the proposed method is 
demonstrated to have advantages in simplicity, the ability to model non-invertible 
systems, the ability to model multiple input and non-minimum phase processes, and 
accuracy.  
This class of modeling method is also being applied to model normal 
operation plant data. The common problem seen in this type of dataset including 
high multi-collinearities of the inputs and low signal to noise ratios for the outputs 
inhibit modelers to acquire cause and effect relationship. The second part of the 
work here is to introduced this modeling approach that is capable of developing 
accurate cause and effect models. It is a special application of the Wiener block-
oriented system and the unique and powerful attributes of this approach over 
 vi 
existing techniques are demonstrated in a mathematically simulated processes and 
real processes. 
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CHAPTER 1. INTRODUCTION 
 
1. GENERAL BACKGROUND AND ORGANIZATION 
With the growing demand for higher quality product, more efficient 
processes and tighter safety constraints, chemical processes have become more 
complicated to operate. As a result, process automation and control has become 
more crucial in the process industry. Although simple controllers like PID control 
and others are still useful in certain areas, greater emphasis is being placed on 
advanced control techniques like Model Predictive Control (MPC). There are several 
reasons why MPC is becoming more popular such as its flexibility, its wide-variety 
of methodologies, its ability to address highly nonlinear and/or multivariable 
processes and its ability to handle constraints explicitly1. However, there are also 
limitations with MPC, which include greater effort to develop the process model 
and lack of theoretical results on the effects of model accuracy on the stability and 
robustness of MPC to the unmeasured disturbances1. Despite its drawbacks, MPC 
has shown that it offers more strengths than weakness compared to the conventional 
controllers. It has been widely used in industries such as food processing, 
pharmaceutical, metals and oil refineries2, which were reported to take up 67% of all 
classified MPC applications3. Recently, it has seen a significantly increased use in the 
chemical, pulp and paper, food processing, aerospace and automotive industries3.  
The effectiveness or control quality of MPC depends highly on the accuracy 
of the model developed for the process. One of the challenges faced by its users that 
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limits its performance and applicability, is in the difficulties pertaining to the model 
development, which can use up to 90% of the cost and time4. Therefore, it is vital 
that the predicted model is able to accurately approximate the process behavior. 
Thus, a part of this work has focused on developing an accurate process 
identification methodology. The focus here is on a specific type of ‘block-oriented’ 
model using a ‘semi-empirical’ modeling method. To understand the contribution of 
the work and the approach used, some basic understanding of the different 
modeling approaches within the class of empirical and theoretical methods and the 
available techniques currently used in modeling nonlinear processes will be 
presented. Then, a general definition of block-oriented models will be given along 
with some of its popular examples. Because the development of the work here is an 
extension of the methodology introduced by Dr. Rollins’ research group5-8, a review 
of our work will be presented. 
 Obtaining an accurate model is as important as the data used to generate the 
model. Our research group has done a great deal of work in studying a specific 
classification of input sequences or designs use in identifying block-oriented models. 
We were able to shown that by using statistical design of experiment (SDOE) is the 
best choice compared to using a more traditional method commonly used in 
dynamic modeling which is known as Pseudo Random Sequences because SDOE 
has high and rich information content9,10. However, the research attention lately has 
been in designing input sequences that are more cost and plant friendly. Some of 
these current available techniques do not seem to provide users practical option 
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because of their limitations, which will be discussed more in the later chapter. It is 
believed that the most cost saving design would be to use normal operation plant 
data without the need to run additional plant tests. But there are certain unattractive 
attributes towards using plant data in model identification. The second part of the 
work here will illustrate how our methodology is able to overcome these negative 
qualities and still able to obtain models that have cause and effect relationship. 
 
 
2. REFERENCES 
 
[1] Camacho, E. F. and Bordons, C. (1995). Model Predictive Control in the Process  
Industry. Springer, pp. 2. 
 
[2] Sandoz, D. J. (1998). Perspectives on the Industrial Exploitation of Model 
Predictive Control. Measurement and Control, 31, pp. 113-117. 
 
[3]  Qin, S. J. and Badgwell, T. (2003). A survey of industrial model predictive 
control technology. Control Engineering Practice, 11, pp. 733-764.  
 
[4]  Morari, M. and Lee, J. H. (1999). Model Predictive Control: past, present and 
future. Computers and Chemical Engineering, 23, pp. 667-682.  
 
[5] Rollins, D. K.; Liang, J. M. and Smith, P. (1998). Accurate Simplistic Predictive 
Modeling of Nonlinear Dynamic Processes. ISA Transactions, The Science and 
Engineering of Measurement and Automation, 36(4), pp. 293. 
 
[6] Rollins, D. K.; Bhandari, N.; Bassily, A. M.; Colver, G. M. and Chin, S. (2003). 
A continuous-time nonlinear dynamic predictive modeling method for 
Hammerstein processes. Ind. & Eng. Chem. Rsch., 42(4), pp. 860-872. 
 
[7]  Bhandari, N. and Rollins, D. K. (2003). A continuous-time MIMO Wiener 
modeling method. Ind. & Eng. Chem. Rsch., 42, pp. 5583. 
 
[8] Chin, S.; Bhandari, N.; and Rollins, D. K. (2005). An Unrestricted Algorithm 
for Accurate Prediction of MIMO Wiener Processes. Ind. & Eng. Chem. Rsch., 
43, pp. 7065-7074. 
 
  
4 
 [6]  Rollins, D. K.; Pacheco, L.; Bhandari, N. and Nguyen, J. (2006). A Quantitative 
Measure to Evaluate Competing Designs for Non-linear Dynamic Process 
Identification. The Canadian Journal of Chemical Engineering, 84(4), pp. 459-468. 
 
[7] Hardjasamudra, A.; Rollins, D. K.; Bhandari, N. and Chin, S. (2007). A study 
of Experimental Design Optimality of Wiener Systems. Chemical Engineering 
Communication, 194, pp. 656-666.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
5 
CHAPTER 2. LITERATURE REVIEW 
 
 
1. MODELING APPROACHES 
There are several different modeling approaches that can be implemented 
within MPC. These include theoretical, empirical, semi-theoretical and semi-
empirical modeling. The effectiveness of MPC can depend on the accuracy of the 
selected model.  Theoretical modeling relies on the derivation of the process model 
based solely on the fundamental principles of physical sciences. Thus, it usually 
requires a great deal of theoretical understanding of the system and results in 
complicated, high order models. On the other hand, in empirical modeling, no 
theoretical understanding is needed and experimental data are used to determine 
the process model and its parameters. The limitation of this approach is that the 
parameters in an empirical model have no physical meaning and extrapolation is not 
allowed because parameters estimation is only based on the experimentation data 
and not physical understanding. One can also derive the model based on 
fundamentals of physics and chemistry and use the data to estimate these 
parameters. This approach is known as semi-theoretical modeling and has similar 
limitations as theoretical modeling. Finally, semi-empirical modeling uses a model 
form with phenomenological interpretation and uses data to estimate unknown 
parameters. This not only reduces the rigorous effort needed in theoretical modeling 
but is also able to make use of the experimental data for parameter estimation. This 
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method is also known as “gray-box” modeling and examples can be found in 
Bohlin1 and Tullenken2.  
 
2. MODELING NONLINEAR PROCESSES 
While implementation of MPC for linear systems has been well established, 
significant progress in application of MPC for nonlinear processes is still underway. 
In practical applications, nonlinear behavior has been modeled using empirical or 
semi-empirical modeling methods. Some of the more popular methods include 
Autoregressive Moving Average with Exogenous Input (ARMAX) models3, 
NARMAX (i.e. the nonlinear version of ARMAX)4, Artificial Neural Networks5, 
Radial Basis Functions6, and block-oriented models7. Surveys done by Billings8 and 
Haber and Unbehauen9 provide details on the various methods available for 
identification of nonlinear systems. Lee10 gives an overview of modeling approaches 
for nonlinear MPC specifically. 
The models mentioned above are mostly discrete-time models. While 
continuous-time modeling (CTM) is based on fundamental concepts of dynamic 
processes, discrete-time modeling (DTM) is more easily applied because, in reality, 
process measurements, control and corrective action are often done in discrete time 
instants7. However, discrete-time models have drawbacks such as the coefficients 
obtained from DTM do not always have physical meaning relative to CTM11 and 
DTM can also be affected by the numerical conditioning in estimating the 
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parameters12. Furthermore, discrete-time models are adversely affected when 
sampling is infrequent or nonconstant13. 
 
3. BLOCK-ORIENTED MODELING  
Block-oriented modeling, one of the popular nonlinear modeling methods, 
uses mathematical blocks to represent physical systems. The two most common 
structures are the Hammerstein and Wiener systems7. Both of these systems consist 
of two blocks: a nonlinear static inputs block and a linear dynamic block. The order 
is different for each system. For the Hammerstein system, as shown in Figure 1, the 
input vector enters the first block, which is a static nonlinear function of the inputs 
and passes its output to a linear dynamic block which gives the output, yi (i = 1, …, 
p). There is one set of blocks for each of the p outputs. The order of the blocks is 
opposite for Wiener systems as shown in Figure 2. In Wiener structure, each output 
has its own set of dynamic and static gain blocks. In each set, each input passes 
through a separate linear dynamic block, produces an intermediate variable, and the 
vector of intermediate variables enters the nonlinear static gain function, which 
ultimately generates the output. These two systems fall under the general block-
oriented modeling class of “sandwich” systems and one that has received a 
considerable amount of attention is the Hammerstein-Wiener system14-21 as shown 
in Figure 3 for a single input, single output (SISO) system. This type of system can 
occur in practice when a measured input, before entering a Wiener system, passes 
through equipment that behaves as a nonlinear static process, e.g., pressure drop 
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through an orifice plate sensor used for flow rate. A number of approaches have 
been proposed for the identification of this sandwich system. Bai14 proposed a two-
stage identification approach using a DTM by first making assumptions of the 
model structure, then estimating an oversized parameter vector and then using 
singular value decomposition to reduce its dimensions. He later improved his 
method by using a general structure of the nonlinearities instead and calling this a 
blind approach15 but his works are only limited to single input, single output (SISO) 
process. Other methods include the work of Bloemen et al.16, Zhu17, Crama and 
Schoukens18, Lee et al.20 and Park et al.21 All of these methods require the output 
nonlinear static function to be invertible and only Lee et al.20 considered the multiple 
input, single output (MISO) case. In addition, Bolkvadze19 applied a two-stage 
recursive identification method in the context of stochastic systems under DTM. 
Hence, the current work done in this area has been limited to SISO systems, 
invertibility requirements on (either one or both of) the nonlinear static functions 
and mostly in discrete-time framework. 
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Figure 1.  A description of the general “MIMO Hammerstein model” structure. The 
input vector u passes through a static map, which can be nonlinear and produces the 
gain vector fi(u), which then passes through the linear dynamic map, Gi(s), and 
produces the output vector, yi.22 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2. A description of the general MIMO Wiener model structure with i = 1, …, q  
outputs and j = 1, …, p inputs. There is one set of blocks for each of the q outputs.       
For each set of blocks, each of the p inputs (uj) pass through a separate linear 
dynamic block (Gij) and produces an intermediate variable vij that are elements of 
the vector vi. Each vi passes through nonlinear static function fi(vi) and generates the 
output, yi.23 
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Figure 3. The block diagram for the SISO Hammerstein-Wiener process.  
 
4. THE BLOCK-ORIENTED EXACT SOLUTION TECHNIQUE (BEST) 
 As stated earlier, semi-empirical modeling offers advantages over both 
empirical and theoretical modeling. To avoid the issues of constant sampling and 
lack of physical meaning in parameters, CTM is preferred over DTM. For all these 
reasons mentioned earlier, using block-oriented modeling, a semi-empirical 
technique in the form of CTM is the most optimum combination. Rollins et al.22, 24 
introduced a CTM approach to the Hammerstein system that they called H-BEST for 
Hammerstein Block-oriented Exact Solution Technique. The same methodology has 
also been developed for the Wiener system, which is known as W-BEST for Wiener 
Block-oriented Exact Solution Technique23.  
When W-BEST was introduced, there were two algorithms available to 
predict the output response. One algorithm uses only the most recent input change 
but is restricted to step inputs and the requirement of approximate steady state 
between input changes; hence it is called the “restricted solution.” The other 
algorithm has no restricted conditions but is dependent on all past input changes 
and it is called the “classical solution.” So when there is no steady-state condition 
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between input changes, instead of using the classical solution, Chin et al.25 proposed 
another algorithm to predict output responses using only two past input values but 
it is limited to step inputs. It is called the “unrestricted solution.” A complete proof 
of all of these solutions can be found in Chin26.  In real engineering applications, it is 
difficult to achieve step inputs especially if the sampling time is slow and periodic 
inputs can better represent such condition. Therefore Zhai et al.27, 28 extended H- and 
W-BEST and successfully predicted process responses with sinusoidal input 
sequences. Further, Rollins et al. 29 address serially correlated noise, which is 
commonly found in chemical processes. In terms of application, our research group 
has successfully modeled physical processes such as household clothes dryer22, 
distillation column30, continuous-stirred tank reactor23, 25, plant data31 and the  
human thermoregulatory system32 using the BEST approach.  
 
5. APPLICATION OF EXPERMENTAL DESIGN IN DYNAMIC MODELING  
As stated earlier, semi-empirical modeling is one of most commonly used 
methods for nonlinear processes. Because of its structure, one needs to have 
dependable and good quality data in order to produce high accuracy model. We 
believe that the best available tool to determine the design points in sequential step 
testing is the classic statistical designs of experiments (SDOE). Historically, the lack 
of closed-form solutions for continuous-time modeling did not allow one to fully 
utilize SDOE in modeling dynamic systems. However, the closed form solution 
proposed by Rollins et al.22, 24 overcomes this limitation. Since the parameter 
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estimation is done in two stages, conventional SDOE can be used to collect data and 
obtain parameter estimates.  In comparison, the traditional design used in this area, 
the Pseudo Random Sequence (PRS) is not as effective as SDOE in terms of 
providing maximum information to estimate the parameters. This conclusion has 
been supported in the work of Bhandari and Rollins23, Rollins et al.33 and 
Hardjasamudra et al.34 in the context of block-oriented modeling.  
 However, in recent years, the motivation for experimental design research for 
dynamic modeling has been shifted from promoting informative designs to 
emphasizing on more cost friendly designs. To minimize the cost of experimental 
designs, modelers have focused on the development of input designs that require 
minimal disruption of normal plant operations. This not only reduce the number of 
off spec products but also minimizes the safety risk of running plant tests. Therefore 
the concept has been centered on running the process within operating limits using 
ideas such as rotated input designs35 and “plant-friendly” designs36 to name a few. 
Rotated input designs focus on increasing the excitation levels of low gain inputs 
and decreasing those of strong gain inputs to keep process outputs close to 
operating limits. However, in addition to disruption, another critical limitation of 
this approach is accurate à priori knowledge of process gains over the operation 
space. Since this is often not known, especially in the presence of significant 
interactions, this approach is limited in typical plant modeling situations where the 
number of inputs and outputs are quite large. The “plant-friendly” design approach 
seeks to minimize the input range while using a minimum crest factor for multi 
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periodic signals. Thus, this approach also require process disruption to run plant 
tests even though the risks are lessen by restriction on the range of input changes36. 
 
 
6. MOTIVATIONS AND THESIS ORGANIZATION 
The effectiveness or control quality of MPC depends highly on the accuracy 
of the approximated model of the process. Therefore if one is dealing with a system 
with highly nonlinear behavior, a nonlinear model should be used. Although 
Hammerstein or Wiener systems have shown high degree of success in modeling 
nonlinear behavior, the sandwich system, namely Hammerstein-Wiener model can 
approximate this kind of characteristic better because of its intricate structure. By 
using the foundation of the method proposed by Rollins et al.22, 24 (for Hammerstein 
system) and by Bhandari and Rollins (for Wiener system)23, I will extend this 
approach by introducing a Hammerstein-Wiener identification method. As 
mentioned above, the current work in this area has been limited to SISO systems, 
invertibility requirements on (either one or both) the nonlinear static functions and 
mostly in the discrete-time framework. Therefore, part of the scope of this 
dissertation is to propose a process identification method for CTM, multiple input 
Hammerstein-Wiener models under non-invertible, nonlinear static functions. The 
proposed method will be evaluated using process examples developed by other 
researchers21 including their test data sets as well as a MISO example. In Chapter 3, 
the proposed method and the work done will be described in detail. 
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In the goal of obtaining high accuracy model in process identification, it is 
important to use information-rich data. On the other hand, it is also essential to use 
data that are generated from a low cost and risk free design.  Therefore, in process 
modeling, from a cost and safety standpoint, many researchers have contributed 
their work in designing experiments that will minimize the disruption of a normal 
plant operation. But the ideal situation here in terms of low cost, would be to use 
data that are generated from normal operations without additional testing 
requirements. There are, however, two critical attributes of plant data that challenge 
its use for cause and effect modeling which has discouraged researchers from using 
plant data for model identification. First, the inputs in plant data are usually highly 
correlated. Secondly, the signal-to-noise ratios are usually, relatively, small. Hence, 
for an approach to be successful it must be able to separate the individual 
contributions of inputs that are linearly (often highly) associated and hidden by 
weak signals in a noisy environment. In the second part of this dissertation, an 
approach is proposed that has this capability. It is based on the Wiener block-
oriented structure but is applied in a special way to achieve cause and effect 
modeling, even under high input correlation and high noise. A comparison study 
will be performed against a well-known method to illustrate the strength of the 
proposed method. The evaluation study will be performed on a mathematical 
Wiener process and a simulated continuous stirred tank reactor process. The details 
of this study will be presented in Chapter 4 of this dissertation.  
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Therefore, to this end, this thesis is organized as follows: Chapter 3 presents a 
new process identification method for CTM, multiple input Hammerstein-Wiener 
models under non-invertible nonlinear static function as a means to advance the 
scope of application of Block-oriented Exact Solution Technique (BEST). In Chapter 
4, it will be shown that BEST is not limited by the use of SDOE; it can also be used in 
modeling from plant data and is still able to give cause and effect for several case 
studies. Lastly, Chapter 5 includes general conclusions about the work presented 
here and proposed directions for future research.   
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ABSTRACT 
Block-oriented modeling (BOM) has seen success in modeling dynamic chemical 
processes but has been mostly limited to simple systems of two blocks, either a 
Wiener system where a linear dynamic block is followed by a static nonlinear block, 
or a Hammerstein system which reverses the order. However, to model more 
complex processes, sandwich systems, consisting of more than two blocks, are 
needed. This added complexity makes the model building process more challenging. 
Hence, this work proposes a model building methodology for Hammerstein-Wiener 
sandwich systems which is a nonlinear static block followed by a linear dynamic 
block and then a nonlinear static block. This methodology uses sequential step test 
training data determined from an optimal experimental design and simultaneously 
estimates all the model coefficients under nonlinear least squares objective function. 
This method is evaluated using four process examples and is compared with a 
recently proposed method in three of them. Even with less frequent sampling, the 
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proposed method is demonstrated to have advantages in simplicity, the ability to 
model non-invertible systems, the ability to model multiple input and non-
minimum phase processes, and accuracy.  
Keywords: Hammerstein-Wiener processes, nonlinear system identification, block-
oriented nonlinear models, continuous-time, predictive modeling, dynamic 
modeling 
1. INTRODUCTION 
Dynamic modeling of chemical processes from measured inputs, an area that 
has been termed “process identification,” is a very active area of research1-7. These 
models are useful in controlling and optimizing the performance of existing 
processes. For many processes, these models must be able to capture accurately 
nonlinear static and nonlinear dynamic behavior over a relatively wide input space 
or operating region. This requirement eliminates linear approaches although piece-
wise linear approaches have had some degree of success8-11. Nonlinear modeling 
approaches that rely strongly on high parameterization such as impulse response 
and step response models12 as well as artificial neural networks13 will do well in 
matching the patterns of training data but can suffer from poor accuracy over 
regions of the input space not adequately captured in model building. Modeling 
approaches that can overcome these limitations will have high structure and a small 
number of adjustable parameters (i.e., modeling coefficients). Theoretical or semi-
theoretical modeling satisfies this requirement but often fall short in obtaining 
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adequate knowledge to accurately model real processes. Thus, we prefer semi-
empirical modeling, which is capable of high model structure (i.e., 
phenomenologically interpretable) under low parameterization, especially 
continuous-time (CT) forms. 
A semi-empirical modeling approach that has seen a high degree of success in 
process identification is block-oriented modeling14-16 (BOM). In BOM, nonlinear (N) 
static and linear (L) dynamic functions are connected in parallel or series or both, in 
an arrangement that can be described in a block diagram. When an N block is 
followed by an L block, the NL system is called a Hammerstein system. Conversely, 
when an L block is followed by an N block, the LN system is called a Wiener system. 
These two systems are the most popular and fall under the general BOM class of 
“sandwiched” systems. A sandwiched system that has seen considerable attention is 
the Hammerstein-Wiener system6, 7, 17-22 which is NLN as shown in Fig. 1 for a single 
input, single output (SISO) system. This type of system can occur in practice when a 
measured input, before entering a Wiener (LN) system, passes through equipment 
that behaves as a nonlinear static process, e.g., pressure drop through an orifice plate 
sensor used for flow rate. A number of approaches have been proposed for NLN 
process identification. Bai17 proposed a two-stage identification approach using 
discrete-time model by first making assumptions of the model structure, then 
estimating an oversized parameter vector and then using singular value 
decomposition to reduce its dimensions. He later improved his method by using a 
general structure of the nonlinearities instead and calling this a blind approach.18 
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Other methods include the work of Bloemen et al.19, Zhu20, Crama and Schoukens21, 
Lee et al.6 and Park et al.7 All of these methods require the output nonlinear static 
function to be invertible and only Lee et al.6 considered the multiple input, single 
output (MISO) case. In addition, Bolkvadze22 applied a two stage recursive 
identification method in the context of stochastic systems under discrete-time (DT) 
modeling. Hence, the current work done in this area has been limited to SISO 
systems, invertibility requirements on (either one or both) the nonlinear static 
functions and mostly in discrete-time framework.  
 
 
Figure 1. The block diagram for the SISO Hammerstein-Wiener (NLN) process.  
 
 
Therefore, this article proposes a process identification method for CT 
multiple input Hammerstein-Wiener models under non-invertible nonlinear static 
functions. For practicality sake, it is our goal that the proposed method should also 
meet the following conditions: applicable to discrete-time modeling, not restricted to 
a minimum-phase system, data efficient that is, it should require minimum plant 
test time and capable of accurately identify the two static functions and the one 
dynamic function (in this context of two intermediate unobservable variables).  
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In order to overcome these challenges, the following method is proposed 
which contains two main keys. The first one is the use of sequential step tests to 
produce steady state data over the operation (i.e., input) space. The information 
content is maximized through the use of statistical design of experiments (SDOE) to 
determine input levels. (For work on the effectiveness of SDOE in BOM see 
Bhandari and Rollins21, Rollins et al.22 and Hardjasamudra et al.23) The second one is 
the use of a least squares objective function where all the parameters are estimated 
simultaneously. Therefore, the strength of this optimization approach for 
determining parameter estimates is that it forces optimal fits for the ultimate and 
dynamic responses simultaneously. It is our hypothesis that this “forced” objective 
function would be sufficient to find the unique and best set of parameters that 
would give the most accurate fit over the specified input space. This hypothesis is 
tested using process examples developed by other researchers7 including their test 
data sets. In the next section we described the proposed method in detail. This is 
followed by four process modeling examples to evaluate the proposed method. 
Three of the SISO cases are from Park et al.7 and we directly compare the accuracy of 
our method to their method to verify the ability of our method to find the best set of 
parameters. In order to make a fair comparison, not only we will try to use the same 
process examples but we will also use their fitted model structures. So the final 
chosen model structure shown in these three examples are selected based on their 
final chosen model structure. The fourth case demonstrates the ability of our method 
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to address multiple inputs under nonlinear, non-minimum phase, non-invertible, 
static models. 
 
 
2. THE PROPOSED METHOD 
 The foundation of our proposed method is the work by Rollins et al.5 for 
Hammerstein systems and by Bhandari and Rollins21 for Wiener systems. Under 
certain conditions for input changes, this approach exploit exact solutions to 
accurately estimate the static and dynamic functions in stages using statistically 
designed data. Later Chin et al.24  introduced an extended solution under the context 
of a Wiener system, in order to fully address the different types of dynamic process 
and under the different conditions of input change.  As we extend this approach in 
modeling this sandwich system, we maintain these attributes except that the 
proposed method is improved to estimate all blocks simultaneously. Figure 2 shows 
a block diagram for the multiple inputs, single output (MISO) Hammerstein-Wiener 
System under added measurement error which defines the scope of this work. The 
mathematical model corresponding to Figure 2 is 
( ) ( ) ( )y t t t= +! "                                                                  (1) 
where η(t) is the true output at time t and ε(t) is the term for independent 
measurement error at time t. For step input changes occurring at t = t1, t2, . . ., (note 
that the tj’s do not have to be equally spaced) an exact solution to the Hammerstein-
Wiener System shown in Figure 2 is 
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( ) ( )( )v t f u t i pj i j= =, , ,1K                                                        (2) 
 
( ) ( ) ( ) ( ) ( )( ) ( )z t v t g t t v t v t g t t= ! + ! ! +1 1 2 1 2 L                            (3) 
and 
( ) ( )( )! t h z t=                                                                        (4) 
 
where z = [z1 z2 . . . zp]T,  fi and h are unrestricted static functions for the input and 
output blocks, respectively, and 
( )g t t G s e
sj
t sj
! =
"
#
$
%
&
'
!
!
L
1
( )
                                                         (5) 
 
and L-1 is the inverse Laplace operator. Note that by definition of Eq. 5, g(t – tj) is 0 
for t < tj. Furthermore, if one assumes that each sampling time is an input change, if 
sampling is fast enough, the solution given by Eqs. 2-5 is appropriate for any input 
sequence (i.e., when the piece-wise step input assumption is adequate). We call the 
solution under sequential input changes the classical algorithm24 (CA).  
 
 
 
Figure 2. MISO Hammerstein-Wiener System. 
Using the above solution, our proposed method estimates the static and 
dynamic functions in Figure 2 using the following procedure. First, SDOE is applied 
to select the input design points for the sequential step tests used to generate the 
training data. After collecting the training data, functional forms are chosen for each 
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block. All the model parameters are estimated simultaneously under nonlinear 
regression by finding the set that minimizes 
( ) ( )[ ]Q y t y tj j
all data
= !" $
2
                                                             (6) 
 
where )(ˆ jty is the estimated value of the output at tj. Note that 
( ) ( ) ( )( )$ $ $y t t h t= =! z                                                                       (7) 
As an example, suppose t1 = 0, u(t1) = u1, u(t2) = u2, ( )$ $ ,
$
f u ej
u j=
!
"
#  ( )$ ,$g t e
t
= !
!
1 "  and 
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by Eq. 7 with 
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Note that in this example, for j = 1, 2, 
( ) ( ) ( )$ ( ) $ $ $ $ $$ $y u t e ess j u uj j= + +! ! " ! "# #1 2 3
2
                                     (11) 
 At steady state, g(t-tj) = 1, and thus, v = z, and Eq. 7 and the estimation form 
of Eq. 3 combine to give 
( ) ( )$ $ $ $( )y h h fss ss ss ss= = =! v u                                              (12) 
Thus, one could reason that the forms for the static structure could be found from 
Eq. 12 using the steady state data which is in fact the first attempt in our modeling 
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approach. When we attempted to do this using the process in Example 1 (more will 
be explained in the next section), we found multiple sets of static model parameters 
giving excellent fit to the steady state response data. However, when using these 
sets of parameters and estimating the linear dynamic function, we were not able to 
get good fits for the dynamic training data or for the test data sets. Therefore in 
order to obtain an accurate modeling of the full system, it is required to find the 
unique (best) static functions that provide an excellent fit for all the data. This is 
especially important because the Hammerstein-Wiener system contains 2 nonlinear 
static blocks so it plays a much bigger role than the dynamic function. Hence, under 
the condition of non-invertibility, obtaining these functions required one stage 
identification. By using Eq. 6, this problem is overcome because excellent fit had to 
be obtained for the steady state data and the dynamic data simultaneously, which 
caused the optimization algorithm to adjust the parameters until this condition was 
satisfied. Also, because we use SDOE in our input design where we allow the output 
reach steady state before making the next input changed, the design is able to 
generate both the steady state data and dynamic data and with the least square 
objective function (Eq. 6), we are able to obtain an accurate estimates for both the 
steady state and dynamic parameters. In comparison to the traditional design used 
in this area, the Pseudo Random Sequence (PRS) do not provide enough information 
in estimating the steady state parameters accurately because its input do not run 
long enough to reach steady state. We will illustrate this point in Example 2 where 
on can clearly see that SDOE gives a more accurate model compare to PRS design. 
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For detail work on the effectiveness of SDOE in BOM in comparison to PRS design, 
please refer to Bhandari and Rollins21, Rollins et al.22 and Hardjasamudra et al.23 We 
now illustrate this ability in four modeling problems. 
 
3. PROCESS EXAMPLES 
  
 The evaluation of our proposed Hammerstein-Wiener identification method 
consisted of four identification problems or examples. Three of the examples come 
from Park et al.7 and we make comparison to their approach. All three of these are 
SISO cases. The first one was the only one without measurement error (i.e., ε(t) in 
Eq. 1 is 0 for all t). The second one had input multiplicity where different input 
values can produce the same output value7 and the third one was a mathematically 
physical process. The fourth example was defined in this work and consists of two 
inputs.  
 The method of Park et al.7 represented an important advancement in 
Hammerstein-Wiener process identification. To address the challenges of 
convergence in multidimensional optimization and high computational time, Park et 
al.7 proposed an identification approach using three special input tests signals that 
converted the optimization process to multiple-step, one-dimensional processes. 
Two of the three test signals were random binary sequences with varying switching 
time and the third one was a uniform distribution sequence. In this study, their 
method will be identified as PSL, for simplicity. 
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It is important to note that the objective of this paper here is not to compare 
the two parameters solving techniques but rather the identification method for a 
Hammerstein-Wiener system as a whole. The PSL method used their special input to 
simplify the parameters solving technique and we incorporate SDOE as our “special 
input” design and with the nonlinear least square objective function, we are able to 
arrive with accurate estimates for the parameters.  
 
3.1. EXAMPLE 1 
The first process, from Park et al.7, is a fourth order dynamic Hammerstein-
Wiener process with exponential input and output nonlinear functions as shown by 
Eqs. 13-15 below. 
( )( ) ( ) ( )( ) e.tz.tzh)t(y tz. 150180 12 !+==                                           (13) 
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)t(ue)t(v 31 !!=                                                               (15) 
A numerical solution to Eqs 13-15 is shown in Figure 4 for the input sequence shown 
in Figure 3(a). In applying Eq. 5 for CA to Eq. 14 we get 
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where τ = θ = 1 minute. CA for this example determines v(t) first from Eq. 15 using 
input u(t), then z(t) using Eq. 16 in Eq. 3, and then y(t) from Eq. 13. As stated above 
CA gives an exact solution under the true static and dynamic models and this 
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property is illustrated in Figure 4 (refer to as true CA) as this solution is shown to 
agree exactly with the true process (refer to as true numerical).  
 The PSL model used a true third order, over damped, plus dead time 
(TOODPDT) form for the linear dynamic function and 5th order polynomial models 
from both nonlinear static functions. From their training data they obtained R2, 
which is the proportion of explained variation, equal to 0.9992 for a portion of their 
training data where 
 
( )
R
SSE
SST
SSE
y yi
2
2
1 1= ! = !
!"
                                              (17) 
with y equal to the sample mean of observed outputs, and 
( ) ( )[ ]SSE y t y tj j
all data
= !" $
2
                                                     (18) 
For evaluating the testing performance of the models, integral square error (ISE) is 
used which is defined by  
( ) ( )( ) dt ˆ 2! "= tytyISE                                                                   (19) 
and in discrete form as  
( ) ( )( )! "#$
N
1=i
2
 ˆ ttytyISE ii                                                                (20) 
where Δt is the width of the N time intervals. ISE for the PSL model, as reported, 
was 0.2945 and we used the same input test sequence so that we can make a direct 
comparison.  
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 Before we arrived with the final model using the proposed method, we fitted 
the process using what we called a two-stage approach. In the first stage, the 
nonlinear static function is obtained first from Eq. 12 using steady state data which 
was mentioned earlier. Then the dynamic function can been obtained using all of the 
data by fitting Eqs. 2, 3, and 4. In this example, after fitting the nonlinear static 
functions in the first stage, an R2 value of 100% is obtained. Then, the dynamic 
function is estimated using all of the data with (see Figure 4(a)) with an overall R2 
value of 85%. However, the fitted model had poor fit when it is applied on the test 
data set as shown in Figure 5(a). The problem of this approach as mentioned 
previously, is that the solution found to the static model parameters is not unique 
therefore the overall fitted model had a low accuracy in prediction. To overcome this 
problem, we employ a one-stage identification instead, where the static and 
dynamic model parameters are estimated simultaneously using Eq. 6. Also with the 
right input design, SDOE in this case, the proposed method is able to produce 
accurate model as shown in Figure 4(b) for model training with R2 value of 100% 
and validated in the test sequence as shown in Figure 5(b) for ISE value of 0.0096. 
Besides, for all four example problems we found Eq. 6 to be very effective in 
reaching the optimum even under poor starting values. For this particular case, the 
starting values that reached this solution gave an R2 = -5.23. (Actually, we just 
arbitrarily set the ten static parameter values to 0.01, !ˆ to 1, and !ˆ to 2. The Solver 
routine in Excel was used to determine the optimum.) This model is given by Eqs. 
21-23 as:  
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where z(t) is given by Eq. 3 with 
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and  
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where 
1
!ˆ  = 3.2837, 
2
!ˆ  = -4.0732, 
3
!ˆ  2.693, 
! 
ˆ " 
4
 = -0.919, 
5
!ˆ  = 0.1267, !ˆ  = 1, !ˆ  = 
1.0014, 
1
!ˆ  = 1.058, 
2
!ˆ = 0.9827, 
3
!ˆ  = 0.0139, 
4
!ˆ  = 0.7958 and 
5
!ˆ = -0.1251. Note that 
the form of Eq. 22 is a 4th order, critically damped, plus dead time (FOCDPDT) linear 
dynamic function. In order to make a fair comparison to the PSL model, we also 
fitted the same model structure (i.e a TOODPDT with a 5th order polynomial for 
both the nonlinear static functions) and with a R2 value of 99.99% and ISE value 
0.0504 which is 5.8 times smaller than the PSL model. Therefore, we fairly conclude 
that the proposed method gives better performance than the PSL model for this 
example, even with a shorter training time and slower sampling time. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3. (a) Step input changes used for identification for Example1. (b) Input test 
sequence for Example 1.  
Training Testing 
  
33 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4. (a) The results of the fitted model using the two stages approach (i.e. two-
stage, fitted). The true CA (using the true nonlinear static and dynamic models) 
model is also shown here and its agreement to the true numerical process is exact. 
(b) The results of the fitted model using the one stage approach (i.e. one-stage, 
fitted). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5. (a) Comparison of the true numerical process with the two-stage, fitted 
model on the test data set which shows a poor fit. (b) Comparison of the true 
numerical process with the one-stage, fitted model given by the Eqs. 21-23.  
 
 
 
 
 
R2 = 85.0% R2 = 100.0% Training 
ISE = 54.50 ISE = 0.0096 Testing 
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3.2 EXAMPLE 2 
The second process is the same fourth order dynamic function used in 
Example 1, with polynomial input and output nonlinear functions and added 
measurement error as follows: 
                                                                              
( ) ( ) ( ) ( )tztztztzht 32 8651.0448.2)(501.2)( +!=="                                   (24) 
                                                                
( ) ( ) ( )tutututv 32 12.075.032.1)( +!=                                                  (25) 
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w
                                                                (27) 
with σ2 = 7.59x10-4.  This process was taken from [7] with a slightly different h(z(t)). It 
is slightly different because [7] wrote z(t) in terms of y(t) and we were not able to 
obtain the exact inversion of the equation given by the authors. Nonetheless the 
resulting process has very similar characteristic. For this example, the PSL method 
resulted in third order polynomial nonlinear static functions and a TOODPDT 
dynamic function with an R2 = 0.9855 for the fit of the training data and ISE = 0.0856 
for the test data.  
 Using the same order models for the static and dynamic functions and the 
objective function given by Eq. 6, CA with the OS approach, obtained R2 = 0.9981 
(see Figure 7(b)). The selected starting values gave an R2 = -8.25.  This model is given 
by Eqs. 28-30 as:  
( ) ( ) ( ) ( )tztztzty 3
3
2
21
ˆˆˆˆˆˆˆ !!! ++=                                              (28) 
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where z(t) is given by Eq. 3 with 
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and 
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where 
1
!ˆ = 4.8471, 
2
!ˆ = -2.7441, 
3
!ˆ = 0.4383, !ˆ  = 1.5, 
1ˆ
! = 1.1752, 
2
!ˆ = 1.1764, 
3ˆ
! = 
1.1819, 
1
!ˆ = 0.6557, 
2
!ˆ = -0.1635, and 
3
!ˆ = 0.0143. Note that the form of Eq. 29 is a 
TOODPDT linear dynamic function. ISE for the PSL model, as reported, was 0.0856 
and ISE for the model given by Eqs. 28-30 is 0.0035 or 24.5 times smaller. Therefore 
this supports the effectiveness of the proposed method. 
 Also, in order to show that SDOE is a better input design for the one-stage 
approach with least square objective function, we also fitted the model using PRS 
input training sequence as shown in Figure 6(a). It is the same one used by [7] under 
the Example 2 and instead of applying the first and second test signal 
simultaneously, we run it sequentially. After fitting the same model structures as the 
one given by Eqs. 28-30, the R2 value for the estimated model is 97.8% and the ISE 
value is 0.3822 which is about 109.2 times higher than the fitted model obtained by 
using SDOE training input sequences. Hence, one can conclude that SDOE is a more 
effective design than PRS especially in producing accurate model. 
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Figure 6. (a) PRS input training sequences for Example 2. (b) Comparison of the 
observed process with one-stage (OS), fitted model using estimated third order 
polynomial nonlinear static functions and an estimated TOODPDT dynamic 
function. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7. (a) SDOE input training sequences for Example 2. (b) Comparison of the 
observed process with one-stage (OS), fitted model given by the Eqs. 28-30.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
R2 = 97.8% 
R2 = 99.8% SDOE Training 
PRS Training 
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Figure 8. Model validation results of the two one-stage (OS), fitted model trained 
using the (a) PRS input training sequences (OS-PRS) and (b) SDOE input training 
sequences (OS-SDOE). It is clearly shown that the OS-SDOE performs better.  
 
 
 
3.3 EXAMPLE 3 
The process for the next example is a simulated pH neutralization process7 
undergoing titration. A simplified flow diagram of the process is shown in Figure 9. 
The neutralization is occurring in the continuous stirred tank reactor between the 
acetic acid and sodium hydroxide. The sodium hydroxide feed is divided into two 
streams: a constant flow rate stream, vm(t), and an adjusted flow rate stream, vT(t), 
that is manipulated by the voltage signal u(t) from the computer. The fast acid-base 
reaction assumption is valid here. The mathematical description of this process is 
given as follows with added measurement noise to the output. 
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with σ2 = 7.324x10-4. This process is similar to the one appearing in [7] but we had to 
make modification because the initial steady state conditions in [7] did not produce 
a balanced model. The parameters we used for this process are given in Table 1. 
Thus, we are not able to make a direct comparison between their results and ours 
since these changes resulted in a process with a very different residence time. 
Nonetheless, keep in mind that the PSL model had an R2 = 0.91 for their training 
data.  
 
Figure 9. Schematic of the pH neutralization process. 
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Table 1. Nominal values for process conditions for the pH neutralization process . 
Variable Symbol Nominal 
value 
(units) 
Dissociation constant of water Kw 1.0 x 10-14 
Dissociation constant of CH3COOH Ka 1.8 x 10-5 
Total ion concentration of the acetic acid in the influent 
stream 
Cf,a 0.02 
(mol/L) 
Total ion concentration of the sodium hydroxide in the 
titrating stream 
Cc,b 0.5 
(mol/L) 
Total ion concentration of the acetic acid in the effluent 
stream 
Ca,0 0.0193 
(mol/L) 
Total ion concentration of the sodium hydroxide in the 
effluent stream 
Cb,0 0.0175 
(mol/L) 
Flow rate of influent stream  F 1 (L/min) 
Flow rate of the first titrating stream vT(t) 0 (L/min) 
Flow rate of the second titrating stream vm 0.0363 
(L/min) 
Control signal for the first titrating stream  uc(t) 0 - 5 (V) 
Reactor volume V 5 (L) 
Hydrogen ion concentration ZH(t)  
 
 The OS model was developed from the SDOE training sequence shown in 
Figure 10 and a sampling time of 3 seconds. The initial R2 = -5.5 from the starting 
values and the final R2 = 0.95 for the model given below. 
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where z(t) is given by Eq. 3 with 
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where 
1
!ˆ = 0.8827, 
2
!ˆ = 0.8449, 
3
!ˆ = -0.2414, !ˆ = 5.9483, 
1
!ˆ = -2.4729, 
2
!ˆ = 9.2189, 
3
!ˆ = 
-5.5335, 
4
!ˆ = 1.306 and 
5
!ˆ = -0.1096. This model, which has the same nonlinear static 
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and linear dynamic functional forms as the PSL model, produced a training R2 value 
of 0.9509. It gave SSPE = 301.9013 (ISE = 15.0951) for the test sequence shown in 
Figure 11. Thus, the proposed method performed well on this physical example as 
well.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 10. (a) Step input changes used for identification of the one-stage (OS), fitted 
model for Example 3. (b) Comparison of the observed process with OS for the fitted 
model given by Eqs. 37-39 for the sequence of step input changes on the left. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 11. (a) Input test sequence for Example 3. (b) Comparison of the true process 
with one-stage (OS), fitted model given by the Eqs. 37-39 for the sequence of step 
input changes of the left. 
 
 
 
 
R2 = 95.1% 
ISE = 15.0951 
Training 
Testing 
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3.4 EXAMPLE 4 
This last example is a two input process to illustrate the ability of the 
proposed approach to accurately identify models for multiple input, non-minimum 
phase, non-invertible, processes. The static nonlinear functions for this 
Hammerstein-Wiener process are given by Eqs. 40-43 below. 
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with σ2 = 7.59x10-4 and the dynamic function is the same FOCDPDT function used in 
the first two examples. Below we give details of the best fitted model with the true 
static input form, a 5th order polynomial function and FOCDPDT function. 
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where z(t) is given by Eq. 3 with 
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where 
1
!ˆ  = 1.4448, 
2
!ˆ  = 0.8514, 
3
!ˆ  = 0.3468, 
4
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!ˆ  = 0.1265, 
7
!ˆ  = 0.3675, !ˆ  =1, !ˆ  = 0.9973, 
1
!ˆ  = 0.5946, 
2
!ˆ  = 0.0487, 
3
!ˆ  = 0.0304, 
4
!ˆ  = -0.0185 
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and 
5
!ˆ  = -0.0038. The sampling rate was 1 min.  This model trained to an R2 =  
0.9943 and tested with an ISE of 0.0001. The testing input sequence is shown in 
Figure 11 with the fit of this model. As shown, as in the other examples, the fit of the 
proposed method is excellent. 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 11. (a) Input test sequence for Example 4. (b) Comparison of the true process 
with one-stage (OS), fitted model given by Eqs. 44-46. 
 
4. CLOSING REMARKS   
The thrust of this work is the development of a robust, accurate identification 
methodology for Hammerstein-Wiener block-oriented sandwich process modeling. 
The method that we have proposed is based on an exact continuous-time solution to 
a true Hammerstein-Wiener system which is the foundation of its high accuracy.  
This article demonstrates the ability of this approach to obtain accurate models 
under relatively slow sampling, efficient training, non-minimum phase system, 
multiple input and non-invertible nonlinear static models. Another critical feature of 
this approach is the ability to obtain the optimal set of parameters even from poor 
ISE = 1 x 10-4 Testing 
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starting values by using the least square objective function that forces optimal fits 
for the ultimate and dynamic responses simultaneously. This feature is exploited by 
using statistical design of experiments (SDOE) to optimally select a small number of 
design points (which meet our goal of being data efficient) that are run as sequential 
step tests that provide the ultimate response data as confirmed in our study in 
Example 2 when compared to the PRS design. Also, the proposed method can be 
easily applied in the discrete-time framework base on the work our research group 
had done earlier and for more detail information of discrete-time modeling, please 
refer to the work of Rollins and Bhandari25. In conclusion, not only the proposed 
method overcomes the limitations of the current work but also able to meet the all 
the challenges we set at the beginning of this article. These strengths of the proposed 
method were demonstrated on four process examples and showed excellent 
accuracy in each case and compared well to a recently proposed identification 
method. Like any other nonlinear optimization problem, the proposed method can 
easily run into local optimums instead of global optimum. Therefore in each of the 
examples, cross validation is applied on all of the fitted models in order to ensure 
that we have the best estimates for all of the chosen model structures and base on 
the results on both the model training and model validation, the proposed method 
shows to produce accurate models.   
 In Rollins et al.5 for Hammerstein modeling and Bhandari and Rollins21 for 
Wiener modeling, two stage identification approaches were introduced that 
identified the static nonlinear functions and then the linear dynamic functions. 
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However, the objective function that we introduced in this work also advances these 
methods to simultaneous identification which supported by the study done in 
Example 1 and thus, to one stage modeling approaches.    
 
5. NOMENCLATURE 
 
Ca,0  = total ion concentration of the acetic acid in the effluent stream 
Cb,0  = total ion concentration of the sodium hydroxide in the effluent stream  
Cc,b   = total ion concentration of the sodium hydroxide in the titrating stream 
Cf,a   = total ion concentration of the acetic acid in the influent stream 
F  = flow rate of influent stream  
f(u(t))  = input nonlinear static function for the Hammerstein-Wiener system 
g(t)  = linear dynamic function  
G(s)  = linear dynamic in the Laplace domain 
h(z(t))  = output nonlinear static function for the Hammerstein-Wiener system 
Ka  = dissociation constant of CH3COOH 
Kw  = dissociation constant of water  
u(t)  = input variable 
u(t)  = vector of input variables 
U(s)  = input variable in Laplace domain 
uc(t)  = control signal for the first titrating stream 
v(t)  = first intermediate variable for the Hammerstein-Wiener system 
vT(t)  = flow rate of the first titrating stream  
vm   = flow rate of the second titrating stream   
V  = Reactor volume 
y(t)  = measurement of output value 
z(t)  = second intermediate variable for the Hammerstein-Wiener system 
zH(t)  = Hydrogen ion concentration  
 
Greek Letters 
ε  = error term   
η  = output variable  
Η   = vector of output variables 
θ  = dead time 
σ2  = variance  
 
Subscripts  
^  = estimated value 
j  = input 
i  = output 
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 Abbreviations 
CA   = classical algorithm 
FOCDPDT  = fourth order, critically damped, plus dead time  
ISE   = integral of the square error 
MIMO  = multiple input, multiple output 
PRSD   = pseudo random sequence design 
PSL   = the Park et al. model 
RBS   = random binary sequence 
SDOE  = statistical design of experiments  
SISO   = single input, single output 
SOCDPDT  = second order, critically damped, plus dead time 
SOODPDT  = second order, over damped, plus dead time 
SSE   = sum of square error 
SSPE   = sum of square prediction error 
TOCDPDT  = third order, critically damped, plus dead time 
TOODPDT  = third order, over damped, plus dead time 
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ABSTRACT 
 
 Plant data bases are filled with information on the relationships of state 
(output) and input variables. However, due to natural high multi-collinearities of 
the inputs and low signal to noise ratios for the outputs, modelers are challenged in 
developing cause and effect relationships using plant data. As a result, dynamic 
models are commonly developed from plant tests which incur costs and risks to the 
operation. Thus, the purpose of this work is to introduce a modeling approach that 
is capable of developing accurate cause and effect models from plant data. The 
proposed method is a special application of the Wiener block-oriented system and 
the unique and powerful attributes of this approach over existing techniques are 
demonstrated using both mathematically simulated processes and real processes.      
 
Keywords: Block-oriented modeling, Wiener systems, plant test, dynamic modeling, 
input sequences 
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1. INTRODUCTION 
 Cause and effect modeling is crucial in understanding the specific effects of 
an input change on an output response. Not only is this knowledge useful in 
understanding physical and biological behavior, but also in the manipulation of 
process variables for control and optimization. To develop cause and effect 
relationships, modelers have relied on plant tests where experimentally designed 
input changes are made to the process to generate records of data with the 
properties that facilitate cause and effect relationships to be developed. However, 
plant tests often require disruption of normal plant operations, have risks of safety 
and off spec products that can cause lost revenue and increased waste. To minimize 
loss, modelers have focused on the development of input designs for minimal 
disruption by running process within the operating limits using ideas such as 
rotated input designs1 and “plant-friendly” designs2 to name a few. Rotated input 
designs focus on increasing the excitation levels of low gain inputs and decreasing 
those of strong gain inputs to keep process outputs close to operating limits. 
However, in addition to disruption, another critical limitation of this approach is 
accurate à priori knowledge of the process gains over the operation space. Since this 
is often not known, especially in the presence of significant interactions, this 
approach is limited in typical plant modeling situations where the number of inputs 
and outputs are quite large. The “plant-friendly” design approach seeks to minimize 
the input range while using a minimum crest factor for multi periodic signals. Thus, 
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this approach also requires process disruption to run plant tests even though the 
risks are lessened by restriction on the range of input changes2. 
 In process modeling, from a cost and safety standpoint, the ideal situation 
would be to use data that are generated from normal operations. However, the 
natures of plant data prohibit modelers to gain accurate cause and effect model 
mainly for two reasons. First, the inputs in plant data are usually highly correlated. 
Secondly, the signal-to-noise ratios are usually, relatively, small. Hence, for an 
approach to be successful it must be able to separate the individual contributions of 
inputs that are linearly (often highly) associated and hidden by weak signals in a 
noisy environment. In this work we propose an approach that has this capability. It 
is based on the Wiener block-oriented structure3 but is applied in a special way to 
achieve the cause and effect modeling goal under high input correlation and high 
noise. This structure has each input (ui) entering its own linear dynamic block, and 
thereby providing a dynamic output (vi) associated individually with each input. 
Since the vi represent dynamic behavior they will not likely be strongly correlated in 
real processes. If these dynamic relationships are developed using lagged variables 
(which are inherently discrete), since the lags are highly correlated, the presence of 
input correlation can impede cause and effect modeling, especially in the case of 
significant input interactions. Our approach overcomes this potential limitation by 
using nonlinear functions of the parameters we estimate. We obtain these functions 
by deriving them from the differential equations using a difference (in this work a 
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backwards difference) approximation. After obtaining the vi’s are obtained, they 
enter the nonlinear static equation and produce the output.  
Except for perhaps, artificial neural networks (ANN), the more popular 
dynamic modeling methods can be put in the general class of nonlinear 
autoregressive moving average models with exogenous inputs (NARMAX) 
modeling, which also includes Wiener modeling. However, the general NARMAX 
structure, which consists of lag variables that are linear in the parameters, precludes 
it from cause and effect modeling under correlated inputs, particularly when input 
interactions are significant. This is because when the inputs are highly correlated, 
the correlation structure will control the allocation of input contribution which in 
essence controls the values of the parameter estimates, i.e., the values will be 
dependent on the correlation structure and not unique. In addition, since lags for the 
same type of (or combination of) variables are highly correlated even under 
orthogonal input changes, parameter estimation uniqueness will be challenged as 
well as ill conditioning leading to variance inflation for parameter estimates. As we 
have stated above, we overcome these problems in Wiener modeling by separately 
modeling the dynamics for each input and using a function that is nonlinear in 
parameters for the dynamic model. Note that, although the parameters in an ANN 
model are nonlinear, their lack of physical meaning and functionality precludes 
their success as demonstrated in Rollins et al.4 
The modeling method that we are proposing is an extension of the method 
developed by Bhandari and Rollins5 for continuous-time modeling (CTM) and 
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Rollins and Bhandari6 for discrete-time modeling (DTM) under plant testing. This 
method will be described in detail in the next section. To illustrate the unique 
strengths of this methodology a mathematical Wiener process study will be given in 
the section following the method description. A simulated continuous stirred tank 
reactor (CSTR) case study is then presented in Section 4 to further demonstrate the 
methodology on a physical process. These studies will include a comparative 
evaluation with NARMAX modeling to illustrate the limitations we described 
above.   
 
2. BACKGROUND ON WIENER MODELING 
 Wiener modeling is a type of a block-oriented model that is used commonly 
to address nonlinear dynamic processes. This block-oriented structure mainly 
consists of two blocks; linear dynamic followed by a nonlinear static. In this system, 
as shown in Figure 1, each input passes through a separate linear dynamic block and 
produces an intermediate variable vi; the vector of intermediate variables V then 
enters the nonlinear static gain function, which ultimately generates the output. 
Thus, each input can have a different dynamic affect on the output. In contrast, in 
the Hammerstein system, the order of the blocks is reversed; therefore each output 
has only one dynamic block.  
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Figure 1. Schematic description of the general multiple-input, multiple-output 
Wiener model structure (decomposed to q multiple-input, single output blocks) with 
i = 1, ..., q outputs and j = 1, ..., p inputs.7 
 
 Due to the arrangement of the blocks in the Wiener system, the presence of 
highly correlated inputs will not affect the output, ηi much because each input has a 
separate linear dynamic block and they do not share a common block as they would 
in the Hammerstein system in the nonlinear static function block. Therefore, the 
output of this block, vk (from input k) will have minimal correlation with any vj (k ≠ 
j).  
This work will be using the DTM form of the Wiener model which is given in 
the following equations. 
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or  
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yil,t  is the  
! 
lth  measurement of output i taken at time t and 
  
! 
"
il,t
 is the corresponding 
error term,   
! 
l  = 1,…, N and we assume 
  
! 
"
il,t
’s are independent. 
! 
u j,t  is the input of 
variable j at time t; m and n are the number of zeros and poles, respectively (refer to 
Eq. A2.1). Depending on the number of zeros in the dynamic equation, the user has 
the option to use either Eq. 4 or 5. For the derivations of the discrete-time Wiener 
model, please refer to Appendix 2, section 1.  
 
3. MATHEMATICAL WIENER PROCESS EVALUATION 
 In this case study, we will model a mathematical Wiener process with two 
inputs (u1 and u2) and one output, η by using the Wiener and NARMAX modeling 
methods. With only one output, the subscript i have been dropped for simplicity. 
Case 1 is a process without any interaction between the two inputs whereas in Case 
2, there is interaction behavior. In Case 1 and 2, the correlation coefficient of these 
inputs will be 0 or 0.9, respectively. The noise term will be 0 or have a standard 
deviation of 4. The true Wiener process can be described by the following equations. 
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j = 1, 2 for the two inputs. The true parameters are β1 = -3; β2 = 2; β3 = 1 and  
! 
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                                                   (11) 
τ1 = 2.24; τ2 = 0.87; ζ1 = 1.34; ζ2 = 1.15 τ1a = -3; τ2a = 10; and ωj2 = 1 – δj1 - δj2 – ωj1 (see 
Appendix 2, section 1 or Rollins et al.6) where Δt = 0.5 is the sampling time. In Eq. 1, 
! 
v
1,t
 represents the unobservable response of a linear second order dynamic process 
in discrete form for input ui and Eqs. 9-11 give their parameters in terms of the 
dynamic parameters from a second-order continuous-time process (see Appendix 2, 
section 2 or Rollins et al.8 for the derivation) using backward difference 
approximations for the derivative.  
 The purpose of these case studies is to test our hypothesis, that NARMAX is 
unable to give unique estimates because of its correlated inputs (the lag terms). 
Hence, it will fail to give an effective cause and effect relationship, especially when 
there is interaction presence. It is our belief that the proposed Wiener modeling 
method can meet this objective because of its intricate structure which is not 
significantly affected by highly correlated inputs. To fairly compare these 
approaches, the Wiener and NARMAX models are the exact representations of the 
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true process. We derive the NARMAX model from the true model by substituting 
Eq. 6 into Eq. 7 for the additive case (i.e. Case 1)  
! 
"
t
= a
1
"
t#1 + a2"t#2 + a3"t#3 + a4"t#4 + b1u1,t#1 + b2u1,t#2 + b3u1,t#3 + b4u1,t#4
+c
1
u
2,t#1 + c2u2,t#2 + c3u2,t#3 + c4u2,t#4
               (12)                    
and by substituting Eq. 5 into Eq. 7 for non-additive case (i.e. Case 2). 
! 
"
t
= a
1
"
t#1 + a2"t#2 + a3"t#3 + a4"t#4 + b1u1,t#1 + b2u1,t#2 + b3u1,t#3 + b4u1,t#4
+c
1
u
2,t#1 + c2u2,t#2 + c3u2,t#3 + c4u2,t#4
+d
1
u
1,t#1u2,t#1 + d2u1,t#1u2,t#2 + d3u1,t#2u2,t#1 + d4u1,t#2u2,t#2
               (13) 
As shown here, the parameters are linear and the coefficients are estimated directly. 
The resulted terms in Eq. 12 are correlated with their family of lag variables, that is 
all the terms with the same letter for the coefficients will be correlated. In addition to 
that, the correlation is extended to the terms with common inputs (e.g., 
! 
b
1
u
1,t"1 and 
! 
d
1
u
1,t"1u2,t"1) due to the presence of interaction as shown in Eq. 13.  
 Eqs. 6-11 are the form used to fit Wiener model. The estimates of the 
parameter here are not affected by the multi-collinearity problem because of the two 
main reasons. One is because the Wiener structure itself can “break” the correlation 
between the two inputs by each having a separate linear dynamic function so v1,t 
and v2,t has a very minimal correlation. With this, it will not influence the parameter 
estimation in Eq. 7 or 8. Second, in dealing with the correlation within the family of 
lag variables in Eq. 6, the parameters (i.e. τj , τaj and ζj) are not linear in the model 
(like NARMAX does in Eq. 12 or 13) but nonlinear as shown in Eq. 9-11. Therefore it 
does not suffer the same problem as the linear equation would. Hence, we believe 
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that the proposed Wiener modeling method can produce unique estimates. As a 
result it has the ability to give a cause and effect predictability.  
 In order to evaluate the cause and effect capability of a model, sequences of 
data are used to test the model, one with the same and the other with different input 
correlation structure. Since the data are trained based on two different levels of 
correlation coefficient (0 and 0.9), the test data are independent. This will show how 
well the model has captured the independent input behavior. In the next sub-
section, the results of these case studies will be presented to compare the proposed 
Wiener approach and the NARMAX approach.  
 
3.1 RESULTS AND DISCUSSION 
 An example of the input sequence used for training the models is given in 
Figure 2(a) which has the correlation coefficient of 0.9. The zero correlation 
coefficient input test sequence for model validation is given in Figure 2(b). R2 or the 
proportion of explained variation and the sum of squared prediction (SSPE) are 
used to measure the accuracy of the model on the training data and test data, 
respectively. Their definitions are given in the following equations: 
! 
R
2 = 1"
SSE
SST
# 
$ 
% 
& 
' 
( )100% = 1"
SSE
yi " y ( )*
# 
$ 
% 
% 
& 
' 
( 
( 
)100%                               (13) 
! 
SSPE = yi " y i( )
2
i=1
N
#                                                       (14) 
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where N is the total number of equally spaced sampling points used over the testing 
interval. For this study N = 60. The closer R2 is to 100% and the smaller is the SSPE 
value, the higher the accuracy of the model. The summary results of the estimated 
models are given in Table 1 and 2 for the two different case studies. 
 From the results, one can conclude that the proposed method gives a higher 
R2 in all the cases and a lower SSPE compared to the NARMAX model. This 
confirms that Wiener modeling can overcome highly correlated inputs even in the 
presence of high noise. NARMAX on the other hand, is strongly influenced by the 
inputs correlation structure. Although its models have a very high R2 values, the 
high SSPE values indicates that the models fail to predict the test sequence because 
the estimate values are not unique. Its performance worsens when there is 
interaction behavior because it is unable to independently distinguish the effect of 
the inputs when there is dependency among the inputs in the data. Also, even under 
no input correlation, the NARMAX models did not do as well as the Wiener models 
because there is still some correlation among the lag variables. These results can be 
seen in the models that are trained under zero correlation and have higher SSPE 
values. One can also refer to Figure 3.  
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Figure 2. (a) Training and (b) testing input sequences for u1 and u2 for the 
mathematical Wiener example. Their correlation coefficient for training is 0.9 and 
zero for testing. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3. The training (Corr (u1,t;u2,t) = 0) and testing model performance (Corr 
(u1,t;u2,t) = 0) for Case 2 (with interaction between the inputs) under high noise data. 
The proposed Wiener method fits the data better under high correlation between the 
inputs but the NARMAX model fails to predict accurately. 
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Figure 4. The training (Corr (u1,t;u2,t) = 0.9) and testing model performance (Corr 
(u1,t;u2,t) = 0) for Case 2 (with interaction between the inputs) under high noise data. 
The proposed Wiener method fits the data better under high correlation between the 
inputs but the NARMAX model fails to predict accurately. 
 
 
 
Table 1. R2(%) and SSPE values for the identified proposed model and NARMAX 
models in Case 1 where there is no interaction between the inputs. 
 
 
 
 
 
 
 
 
 
 
No With No With 
noise noise noise noise
Proposed 
method
NARMAX 100 98.01 100 98.71
Proposed 
method
NARMAX 6.24x10
-5
8.28x10
3
1.30x10
-4
5.86x10
4
8.79x10
-17 382.13
Corr (u1,t;u2,t) = 0 Corr (u1,t;u2,t) = 0.9
100 98.02
R
2
(%)
SSPE
100 97.64
1.75x10
-17 110.72
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Table 2. R2(%) and SSPE values for the identified proposed model and NARMAX 
models in Case 2 where is there interaction between the inputs. 
 
 
 
4. SIMULATED CSTR PROCESS 
In this section, we will evaluate the proposed methodology and make 
comparison study with NARMAX model on a physical process. In this case a 
simulated CSTR process is used which had originally been modeled by Bhandari 
and Rollins5. The second-order, exothermic reaction that occurs in the CSTR results 
in nonlinear and interactive effects of the inputs on the outputs. The reactants A and 
B independently flow into the CSTR and form product C. The process model 
consists of the overall mass balance, component (A and B) mole balances, and 
energy balances on the tank and jacket contents. Conditions of this process include 
the following: (i) the contents of the reactor and the jacket are perfectly mixed; (ii) 
there are no heat losses; and (iii) all the streams have the same density and heat 
capacity, which do not change with stream composition or temperature. For more 
details of the model and the nominal steady-state values please refer to Appendix 4, 
section 1. A schematic of the CSTR is shown in Figure 5.  
No With No With 
noise noise noise noise
Proposed 
method
NARMAX 99.59 97.43 97.94 95.87
Proposed 
method
NARMAX 4.73x10
5
9.12x10
4
4.00x10
4
2.42x10
5
7.98x10
-16 399.72
Corr (u1,t;u2,t) = 0 Corr (u1,t;u2,t) = 0.9
R
2
(%)
SSPE
100 97.50 100 97.17
1.69x10
-17 162.57
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Figure 5. Schematic of the CSTR 
 Instead of modeling a five inputs and seven outputs process which was done 
originally on this CSTR, only two inputs and one output was chosen for this 
particular study for the sake of simplicity. The inputs are feed temperature of A (TAf) 
and feed concentration of A (CAf) and the output variable is the concentration of 
species A in the reactor (CA). As shown by Bhandari and Rollins5, TAf and CAf have a 
significant interaction behavior on CA. The models will also be trained under noisy 
condition where a Gaussian error term, with a mean of zero and a standard 
deviation of 0.0015, is added to the true output CA at each sampling time.  
 
4.1 RESULTS AND DISCUSSION 
The input sequence used for training the models and test sequence used for 
model validations are shown in Figure 6 and they have correlation coefficient of 0.9 
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and 0, respectively. As stated previously, the reason a different correlation input 
structure is used in the training and test sequences is to determine how well the 
models can give cause and effect predictability. Also, the time of input changes in 
the training sequence are randomly chosen in order to imitate the characteristic of a 
plant data set. 
 
 
 
 
 
 
Figure 6. (a) Training and (b) testing input sequences for u1 and u2 for the simulated 
CSTR process. Their correlation coefficient for training is 0.9 and zero for testing. 
 
For the proposed method, the estimated dynamic function is  
! 
ˆ v j,t =
ˆ " j1ˆ v j ,t#1 +
ˆ " j 2 ˆ v j ,t#2 + ˆ $ j1u j ,t#1 + ˆ $ j 2u j ,t#2                                     (15) 
where j = 1 and 2 for the two inputs. It has the form of a linear second order 
dynamics and Eqs. 9-11 give their parameters in terms of the dynamic parameters 
from a second-order continuous-time process (see Appendix 2, section 2 for the 
derivation) using backward difference approximations for the derivative.  Therefore 
both the inputs, CAf and TAf have the same dynamic structure but have different 
parameter estimates as shown in Table 3. The estimated nonlinear static function is 
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! 
ˆ " 
t
= ˆ # 
1
ˆ v 
1,t
+ ˆ # 
2
ˆ v 
2,t
+ ˆ # 
3
ˆ v 
1,t
2
+ ˆ # 
4
ˆ v 
2,t
2
+ ˆ # 
5
ˆ v 
1,t
ˆ v 
2,t
                                  (16) 
which accounts for the nonlinear and interactive effect of the inputs on the output. 
The sampling time used in this example is 0.2 minute.  
In order to make a fair comparison study, the NARMAX model has the same 
structures and is given as following equation, which was obtained by substituting 
Eq. 15 into 16. 
  
! 
ˆ " t = ˆ a 1 ˆ " t#1 + ˆ a 2 ˆ " t#2 +K+ ˆ a 7 ˆ " t#7 + ˆ a 8 ˆ " t#8 +
ˆ b 
1
u
1,t#1 +K+
ˆ b 
8
u
1,t#8 + ˆ c 1u2,t#1 +K+ ˆ c 8u2,t#8
+ ˆ d 
1
u
1,t#1
2
+ ˆ d 
2
u
1,t#2
2
+K+ ˆ d 
4
u
1,t#4
2
+ ˆ d 
5
u
1,t#1u1,t#2 +
ˆ d 
6
u
1,t#1u1,t#3 +K+
ˆ d 
9
u
1,t#2u1,t#3 +
ˆ d 
10
u
1,t#3u1,t#4
+ ˆ e 
1
u
2,t#1
2
+ ˆ e 
2
u
2,t#2
2
+K+ ˆ e 
4
u
2,t#4
2
+ ˆ e 
5
u
2,t#1u2,t#2 + ˆ e 6u2,t#1u2,t#3 +K+ ˆ e 9u2,t#2u2,t#3 + ˆ e 10u2,t#3u2,t#4
+ ˆ f 
1
u
1,t#1u2,t#1 +
ˆ f 
2
u
1,t#1u2,t#2 +K+
ˆ f 
12
u
1,t#3u2,t#4 +K+
ˆ f 
15
u
1,t#4u2,t#3 +
ˆ f 
16
u
1,t#4u2,t#4
(17) 
Similar to Eq. 13, all the 60 linear coefficients here are also estimated directly. As a 
result, not only there is correlation within each family of lag variables (that is all the 
terms with the same letter for the coefficients will be correlated), there is also 
correlation between terms with common inputs due to the presence of interaction. 
Therefore, it is expected that this approach will not able to give unique estimates to 
its parameters.  
Table 3. Estimated dynamic parameters for the proposed method. 
 
 
 
 
* The models in Model 1 use only input information 
**The models in Model 2 use both the input and measured output information 
Variable ij !i "i !ai !i "i !ai
No CAf 1 1.51 0.85 1.60 0.94 0.86 0.31
noise TAf 2 0.40 0.99 -0.31 0.45 0.95 -0.31
With CAf 1 1.67 0.84 2.16 0.85 0.84 0.19
noise TAf 2 0.40 0.96 -0.31 0.45 0.89 -0.32
Model 1 Model 2
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 In Eqs. 16 and 17, the models are strictly dependent on the inputs information 
and we will refer to it as Model 1 in this work here. However, in the situations 
where the output values are measured and available, one can use this information to 
improve the model prediction. By using the bias correction9, the following algorithm 
is derived  
! 
ˆ y t =
0                                   t = 0
ˆ " t + yt#1 # ˆ " t#1( )            t > 0
$ 
% 
& 
                                                        (18) 
where the difference between the previous measured and predicted output values, 
also known as the bias, is used to correct the current predicted value. An example of 
this work can also be found in Zhai et al.10 Using the measured output value from 
this CSTR process, this approach is applied on these two methods here. The 
parameters for the proposed method are estimated base from Eqs. 16 and 18 and the 
parameters for the NARMAX model are estimated using Eqs. 17 and 18. The 
estimated values are given in Table 3. We will refer to the model that uses measured 
output values as Model 2.   
The R2 and SSPE values are summarized in Table 4 for Model 1 and Model 2. 
Even though the proposed method has slightly lower R2 values, its model give a 
better prediction performances in the test sequence as compared to the NARMAX 
model for both the cases: no noise and high noise cases (refer to Figures 7 and 8) and 
the result is the same whether measured output value is used or not. It is believed 
that because all these models are trained using highly correlated inputs, therefore 
the NARMAX model do not predict as well as the proposed method in an 
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uncorrelated input test sequence. In conclusion, one can confirm that the proposed 
method is robust to the correlation structure of inputs and is able to capture cause 
and effect relationship. Also, one can clearly see that the proposed method and 
NARMAX models using the bias correction method do improve its accuracy. 
However it does not eliminate the underlying problem faced by NARMAX model 
where its structure depends heavily on the correlation structure of the inputs.   
 
 
 
 
 
 
Figure 7. CA responses of the CSTR for the input test sequence given in Figure 6(b) 
for the proposed method and NARMAX where there is no noise in the data. By 
using only inputs information, the output predictions are shown in (a) (i.e. Model 1) 
and by applying the bias correction method, the prediction bias is significantly 
reduced as seen in (b) (i.e. Model 2). Overall, the proposed method fits the data 
better than the NARMAX model.  
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Figure 8. CA responses of the CSTR for the input test sequence given in Figure 6(b) 
for the proposed method and NARMAX under high noise data. By using only 
inputs information, the output predictions are shown in (a) (i.e. Model 1) and by 
applying the bias correction method, the prediction bias is significantly reduced as 
seen in (b) (i.e. Model 2). Overall, the proposed method fits the data better than the 
NARMAX model.  
 
 
Table 4. R2(%) and SSPE values for the identified proposed model and NARMAX for 
Model 1 and Model 2. 
* The models in Model 1 use only input information 
**The models in Model 2 use both the input and measured output information 
 
5. CONCLUDING REMARKS 
The objective of the work here is to show that Wiener approach is able to 
produce model that can give cause and effect relationships even under highly 
correlated inputs, high noise and nonlinear behavior, which are common problems 
No With No With 
noise noise noise noise
Proposed 
method
NARMAX 99.99 99.75 100 99.53
Proposed 
method
NARMAX 1.17 4.89 1.05x10
-2
0.20
R
2
(%)
SSPE
99.48 99.23
1.45x10
-2
1.31x10
-2
2.31x10
-3
3.87x10
-3
Model 1 Model 2
99.90 99.29
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seen in the plant data. Because of its unique structure and the method used, it is 
necessary to use specially designed uncorrelated data (which might be costly and 
risky to obtain) to build accurate dynamic models. The strengths of the proposed 
method were demonstrated on a mathematical Wiener process and a simulated 
CSTR process. It showed good accuracy in each case where as a commonly used 
linear method (NARMAX) failed to give good prediction because of the correlated 
input structure. Therefore, it is our conclusion that the proposed Wiener modeling 
method can achieve this goal with a small number of parameters with physical 
meaning by using only normal operation plant data.  
 
6. NOMENCLATURE 
CA   = concentration of A in the reactor 
CAf  = stream A inlet concentration 
CB   = concentration of B in the reactor 
CBf   = stream B inlet concentration 
CC   = concentration of C in the reactor 
f   = nonlinear static gain function 
G   = linear dynamic function 
H  = heat of reaction  
m   = number of zeros 
n   = number of poles 
N   = number of equally spaced times over the testing interval 
p   = number of inputs 
q   = number of outputs 
qAf   = feed A flowrate 
qBf   = feed B flowrate 
qc   = coolant flowrate 
T   = temperature in the reactor 
TAf   = stream A inlet temperature 
TBf   = stream B inlet temperature 
Tc  = jacket coolant temperature 
Tci  = inlet jacket coolant temperature 
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u   = input variables 
V   = vector of intermediate variables 
y   = measured value of the output 
 
Greek symbols 
b   = parameters for static gain function 
ε   = error term 
d, ω   = dynamic parameters for discrete-time models 
η  = predicted output value using only inputs information 
t   = time constants  
z  = damping coefficient 
 
Subscripts 
i   = output 
j   = input 
t   = sampling instant 
 
Superscripts 
^   = estimate 
 
Abbreviations 
ANN  = artificial neural network 
Corr  = correlation coefficient 
CSTR  = continuous stirred tank reactor 
CTM   = continuous-time modeling 
DTM  = discrete-time modeling 
NARMAX  = nonlinear autoregressive moving average with exogenous inputs 
R2  = proportion of explained variation  
SSPE  = sum of square prediction  
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CHAPTER 5. CONCLUSIONS AND 
RECOMMENDATIONS 
 
 
1. CONCLUSIONS 
Obtaining an accurate model has always been a challenging objective in 
implementation of Model Predictive Control (MPC), especially for nonlinear 
processes. The ability to obtain an accurate model allows engineers and scientists to 
better understand and increase the control quality of the process. There is a range of 
modeling methods that address nonlinear behavior and block-oriented modeling is 
one of the popular “gray-box” or semi-empirical methods. Because semi-empirical 
modeling uses model forms with phenomenological interpretation and uses data to 
estimate unknown parameters, it offers an attractive alternative to the empirical 
modeling or also known as “black-box” modeling. Hammerstein and Wiener 
systems are the two common structures used in block-oriented models and they 
mainly consist of 2 blocks: a nonlinear (N) static and linear (L) dynamic. These 
models fall under the general class of “sandwich” systems and one specific example 
that has seen considerable attention is the Hammerstein-Wiener system. Because of 
its intricate structure, it can better approximate nonlinear behavior than the 
Hammerstein or Wiener system by itself. Currently the work done in modeling 
Hammerstein-Wiener system has been limited to single input, single output (SISO) 
systems, invertibility requirements on (either one or both) the nonlinear static 
functions and mostly in discrete-time framework.  
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The other important issues in obtaining accurate model is the issue related to 
design of input sequences used to produce such model. Even though, there are 
many available techniques that can meet such demand, but there is no available 
modeling method (to the author’s knowledge), which can effectively model data that 
from a normal operating plant data (i.e. undesigned data) and is able to give cause 
and effect relationship.  
Therefore, the objective of the work here has been divided into two parts. The 
first part focused on overcoming the limitations of the current methods in modeling 
Hammerstein-Wiener system and the work is fully described in Chapter 3. Because 
Rollins, Bhandari, Chin and their coworkers have successfully demonstrated their 
methodology in modeling Hammerstein and Wiener system1-4 (known as the 
“BEST” method), the author here had developed an extension of their work in 
modeling the Hammerstein-Wiener system. For evaluation of this methodology, 
four different examples have been used, of which three of the SISO cases are taken 
from a recently published work for comparison purposes. The results, including the 
fourth, which is multiple inputs, single output case, have clearly showed that the 
proposed method performed better that the compared method.  Not only is the 
proposed method is able to overcome the shortcomings of the current work, but it is 
also able to accurately model process with relatively slow sampling, with non-
minimum phase and produce optimal set of parameters even from poor starting 
values.  
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The second part of this work is given in Chapter 4 which introduces a 
methodology that is capable of developing accurate cause and effect models from 
plant data. Plant data bases which are filled with information on the relationships of 
state (output) and input variables, usually suffer from high multi-collinearities of the 
inputs and low signal to noise ratios for the outputs. Hence, modelers are challenged 
in developing cause and effect relationships using plant data. However, the 
proposed method given in Chapter 4, which is a special application of the Wiener 
block-oriented system introduced by Bhandari and Rollins3 can overcome these 
challenges. The unique and powerful attributes of this approach give a more 
accurate model over a popular technique, known as nonlinear autoregressive 
moving average with exogenous inputs (NARMAX) and are demonstrated on a 
mathematical Wiener and a simulated continuous stirred tank reactor (CSTR).  
Because NARMAX inherently contain lag variables, its performance deteriorates 
when there is high collinearity and high interaction between the inputs, as shown in 
the case studies. However, the proposed method is not affected by these problems 
because of two reasons. First is because each input has a different dynamic function, 
most likely the resulted dynamic responses will have minimal correlations (unless 
all of the dynamic responses are similar which is not likely in real processes) before 
entering the nonlinear block. The other reason is that the model is nonlinear in the 
dynamic parameters in the proposed method.  Another advantageous attribute of 
the proposed method over the compared method does not have is that it has a 
smaller number of parameters with physical interpretation. It is useful for engineers 
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and scientist to have phenomenological understanding towards the modeling 
process, in this case the plant data. This will enhance their understanding towards 
the process so that process optimization can be done effectively. 
 
2. RECOMMENDATION FOR FUTURE WORK 
 
 The core of the work here has been to develop an extension of the semi-
empirical modeling method known as BEST for modeling a process that has 
Hammerstein-Wiener structure and also, to establish its ability to model normal 
operating plant data. As explained earlier, BEST models based on the Hammerstein 
and Wiener structure that mainly consist of the two main blocks: N and L. With the 
combination of these elements (e.g. NLN, NLNL, LNL, etc.), a variety of sandwich 
system can be generated which open up the possibility of applying BEST to model 
these different types of sandwich systems. Currently, the research in progress is 
focusing on applying BEST for modeling the LNL or Wiener-Hammerstein system. 
Such a system is important when the inputs also have dynamic responses say to 
controller set point changes, which can be described by the linear (L) block. When 
these inputs enter a process that has a Hammerstein structure (NL), the overall 
process structure becomes LNL. This is a common seen phenomenon seen in 
automated controlled chemical processes.  
 Meanwhile, a physical example of a process that has the Hammerstein-
Wiener (NLN) structure occurs when a measured input, before entering a Wiener 
(LN) system, passes through equipment that behaves as a nonlinear static process, 
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e.g., pressure drop through an orifice plate sensor used to measure flow rate. 
Therefore the proposed method is found to be useful in terms of its application in 
Model Predictive Control for such processes, which is another recommendation for 
this project.  
 The ability of the extension of Wiener method to accurately model high 
correlated and high interaction between inputs data is shown in the work here. Since 
this approach is based on the Wiener structure, one can easily extended it to the 
Wiener-Hammerstein system for modeling processes where the inputs have 
dynamic responses with high correlation. With this structure (i.e. LNL form), the 
inputs also have a separate linear dynamic function, so the intermediate variables 
are minimally correlated which will not inhibit the process of obtaining an unique 
solution to the parameter estimates.   
 Also, there are situations where the researcher has no control over the 
experimental data which can easily resulted in the inputs being correlated. An 
example will be data collected from human body where applying experimental 
conditions might be too harsh and not ethical. So this approach, can easily lend its 
application in modeling such condition.  
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APPENDIX 1. ADDITIONAL GRAPHS FOR THE 
MATHEMATICAL MISO HAMMERSTEIN-WIENER  
PROCESS 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure A1.1. (a) Step input changes used for identification of the one-stage (OS), 
fitted model for Example 4 desribed in Chapter 3. (b) Comparison of the observed 
process with OS, fitted model given by the Eqs. 44-46.  
 
R2 = 99.43% Training 
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APPENDIX 2. THE DERIVATION OF THE DISCRETE-
TIME WIENER MODEL WITH CONTINUOUS-TIME 
PARAMETERS 
 
 
1. THE DERIVATION OF THE MIMO DISCRETE-TIME WIENER MODEL 
  
This sub-section shows the derivation of the discrete-time Wiener model 
which is originally developed by Rollins and Bhandari1. The MIMO Wiener system 
is given in Figure 1 in Chapter 4 and its mathematical description of q outputs and p 
inputs can be given as following. 
  
! 
aij,n
d
n
vij t( )
dt
n
+ aij,n"1
d
n"1
vij t( )
dt
n"1
+K+ aij,1
dvij t( )
dt
+ vij t( )
     = bij,m
d
m
u j t( )
dt
m
+ bij,m"1
d
m"1
u j t( )
dt
m"1
+K+ bij,1
du j t( )
dt
+ u j t( )
                     (A2.1) 
! 
ni t( ) = f i vi t( )( )                                                          (A2.2) 
where i refers to the output with i = 1,…, q; j refers to the input with j = 1,…, p and 
  
! 
vi t( ) = vi1,vi2,K,vip[ ]
T
. Converting Eq. A2.1 to an approximate discrete form, the 
following equation can be obtained. 
  
! 
vij,t = "ij,1vij,t#1 + "ij,2vij,t#2 +K+ "ij,nvij,t#n
+$ ij,1u j ,t#1 +$ ij,2u j,t#2 +K+$ ij,mu j ,t#m +$ ij,m+1u j,t# m+1( )
                  (A2.3) 
When the number of zeros in Eq. A2.1 is zero or m = 0, Eq. A2.3 can be written as  
 
! 
vij,t = "ij,kvij,t#k
k=1
n
$ +% ij,1u j ,t#1                                                  (A2.4) 
and when m > 0, Eq. A2.3 can be written as 
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! 
vij,t = "ij,kvij,t#k
k=1
n
$ + % ij,lu j ,t#l
l=1
m
$ +% ij,m+1u j,t# m+1( )                                (A2.5) 
Equation A2.4 and A2.5 are not the final form and can be simplified further by 
applying the steady state and unity gain conditions. That is, at steady state, 
  
! 
vij,t = vij,t"1 = vij,t"2 =K and   
! 
u j,t = u j ,t"1 = u j,t"2 =K  so Eq. A2.3 becomes 
  
! 
vij,t = "ij,1vij,t + "ij,2vij,t +K+ "ij,nvij,t
+# ij,1u j ,t +# ij,2u j,t +K+# ij,mu j ,t +# ij,m+1u j,t
                     (A2.6) 
Solving for vij,t gives 
  
! 
vij,t =
" ij,1 +" ij,2 +K+" ij,m +" ij,m+1
1#$ij,1 #$ij,2 #K#$ij,n
%u j ,t= K % u j,t                         (A2.7) 
Since the gain,  
  
! 
K =
" ij,1 +" ij,2 +K+" ij,m +" ij,m+1
1#$ij,1 #$ij,2 #K#$ij,n
=1                               (A2.8)  
solving for wij,m+1 from Eq. A2.8 gives 
  
! 
" ij,m+1 =1# $ij,k
k=1
n
% # " ij,l
l=1
m
%                                            (A2.9) 
When m = 0, Eq. A2.9 reduces  
! 
" ij,1 =1# $ij,k
k=1
n
%                                                      (A2.10) 
Therefore, in order to obtain the reduced MIMO form of vij,t when m = 0, substitute 
Eq. A2.10 into Eq. A2.4 to give 
! 
vij,t = "ij,kvij,t#k
k=1
n
$ + 1# "ij,k
k=1
n
$
% 
& 
' 
( 
) 
* u j,t#1                                          (A2.11) 
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Similarly, substitute Eq. A2.9 into Eq. A2.5 gives the reduced MIMO form of vij,t 
when m > 0.    
  
! 
vij,t = "ij,kvij,t#k
k=1
n
$ + % ij,lu j ,t#l
l=1
m
$ + 1# "ij,k
k=1
n
$ # % ij,l
l=1
m
$
& 
' 
( 
) 
* 
+ u j ,t# m+1( )                 (A2.12) 
 
2. THE DERIVATION OF THE CONTINUOUS-TIME PARAMETER FOR DISCRETE-
TIME WIENER MODEL GIVEN IN EQS. 9–11.2 
 
Eqs. 9-11 are written for a dynamic structure of a second order plus lead 
which can be described by the following transfer function for the jth input. 
! 
Gj =
V j s( )
U j s( )
=
" j,as+1
" j
2
s
2 + 2" j# j s+1
                                          (A2.13) 
Applying cross multiplication to the numerator and denominator to the above 
equation gives  
! 
" j
2
s
2 + 2" j# j s+1( )V j s( ) = " jas+1( )U j s( )                                 (A2.14) 
Then, transforming Eq. A2.14 into a differential equation gives   
! 
" j
2
d
2
v j t( )
dt
2
+ 2" j# j
dv j t( )
dt
+ v j t( ) = " ja
du j t( )
dt
+ u j t( )                            (A2.15) 
In order to obtain a discrete-time equation in terms of the continuous-time 
parameters (i.e. τj, ζj, τja), backward difference approximation is applied on Eq. A2.15 
which results in the following equation:  
! 
" j
2
v j,t # 2v j,t#1 + v j ,t#2
$t 2
% 
& 
' 
( 
) 
* + 2" j+ j
v j ,t # v j,t#1
$t
% 
& 
' 
( 
) 
* + v j,t = " j ,a
u j,t#1 # u j ,t#2
$t
% 
& 
' 
( 
) 
* + u j ,t#1   (A2.16) 
where Δt is the sampling time. Separating and collecting terms produces 
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Solving for vj,t gives the relationship of the dynamic discrete-time parameters to the 
continuous-time parameters. 
! 
v j,t =
2" j
2 + 2" j# j$t
" j
2 + 2" j# j$t + $t
2
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* * v j,t+1 +
" j
2
" j
2 + 2" j# j$t + $t
2
% 
& 
' ' 
( 
) 
* * v j ,t+2
+
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" j ,a$t
" j
2 + 2" j# j$t + $t
2
% 
& 
' ' 
( 
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* * u j,t+2
= , j,1v j ,t+1 + , j,2v j ,t+2 +- j,1u j ,t+1 +- j,2u j ,t+2
                      (A2.18) 
Therefore, their relationships are as shown in Eqs. 9-11. ω j,2 can also be obtained by 
the Eq. A2.19 which conform with the discrete-time equation given in Eq. A2.12 by 
setting m = 1 and n = 2 (refer to Eq. A2.15). 
! 
" j2 =1#$ j1 #$ j 2 #" j1                                             (A2.19) 
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APPENDIX 3. ADDITIONAL GRAPHS FOR THE 
MATHEMATICAL MISO WIENER PROCESS 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure A3.1. The training (Corr (u1,t;u2,t) = 0) and testing model performance (Corr 
(u1,t;u2,t) = 0) for Case 1 (with no interaction between the inputs) under no noise data. 
The proposed Wiener method fits the data equally well compared to the NARMAX 
model but its SSPE value is much lower than those of NARMAX.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure A3.2. The training (Corr (u1,t;u2,t) = 0) and testing model performance (Corr 
(u1,t;u2,t) = 0) for Case 1 (with no interaction between the inputs) under high noise 
data. The proposed Wiener method fits the data better under this noisy data but the 
NARMAX model fails to predict accurately. 
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Figure A3.3. The training (Corr (u1,t;u2,t) = 0.9) and testing model performance (Corr 
(u1,t;u2,t) = 0) for Case 1 (with no interaction between the inputs) under no noise data. 
The proposed Wiener method fits the data equally well compared to the NARMAX 
model but its SSPE value is much lower than those of NARMAX. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure A3.4. The training (Corr (u1,t;u2,t) = 0.9) and testing model performance (Corr 
(u1,t;u2,t) = 0) for Case 1 (with no interaction between the inputs) under high noise 
data. The proposed Wiener method fits the data better under this noisy data but the 
NARMAX model fails to predict accurately. 
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Figure A3.5. The training (Corr (u1,t;u2,t) = 0.0) and testing model performance (Corr 
(u1,t;u2,t) = 0) for Case 2 (with interaction between the inputs) under no noise data. 
The proposed Wiener method fits the data better under high correlation between the 
inputs but the NARMAX model fails to predict accurately because of the presence of 
interaction.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure A3.6. The training (Corr (u1,t;u2,t) = 0.9) and testing model performance (Corr 
(u1,t;u2,t) = 0) for Case 2 (with interaction between the inputs) under high noise data. 
The proposed Wiener method fits the data better under high correlation between the 
inputs but the NARMAX model fails to predict accurately because of the presence of 
interaction. 
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APPENDIX 4. ADDITIONAL INFORMATION AND 
RESULTS OF THE CSTR PROCESS 
 
 
 
1. THE MATHEMATICAL DESCRIPTION OF THE SIMULATED CSTR PROCESS 
 
          This simulated continuous stirred tank reactor (CSTR) process is used in part 
of Chapter 4 as one of the case studies and it was originally modeled by Bhandari 
and Rollins1. The reaction occurs in the CSTR is a second-order, exothermic which 
results in nonlinear and interactive effects of the inputs on the outputs. The reactants 
A and B independently flow into the CSTR and form product C. The process model 
consists of the overall mass balance (Eq. A4.2), component (A and B) mole balances 
(Eqs. A4.3-A4.5), and energy balances on the tank (Eq. A4.6) and jacket contents (Eq. 
A4.7). Conditions of this process include the following: (i) the contents of the reactor 
and the jacket are perfectly mixed; (ii) there are no heat losses; and (iii) all the 
streams have the same density and heat capacity, which do not change with stream 
composition or temperature. The nominal steady-state values are given in Table 
A4.1. 
! 
"r
A( ) = "rB( ) = kCACB = k0e
"
E
RTC
A
C
B
                                          (A4.1) 
  
! 
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dt
=
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! 
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1
V
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Table A4.1 Nomenclature and nominal values for process conditions for the CSTR 
Variable Symbol Value (unit) 
Steady state values:   
Concentration of A CA 0.4670 (mol/L) 
Concentration of B CB 0.1593 (mol/L) 
Concentration of C CC 0.5587 (mol/L) 
Coolant temperature Tc 372.11 (K) 
Liquid level h 0.5704 (m) 
Tank temperature T 394.44 (K) 
 
Initial conditions: 
  
Coolant inlet temperature Tcf 350.0 (K) 
Coolant flowrate qc 150.0 (L/min) 
Reactant A feed flowrate qAf 125.0 (L/min) 
Reactant B feed flowrate qBf 70.0 (L/min) 
Reactant A inlet concentration CAf 1.6 (mol/L) 
Reactant B inlet concentration CBf 2.0 (mol/L) 
Reactant A inlet temperature TAf 350.0 (K) 
Reactant B inlet temperature TBf 350.0 (K) 
 
Parameter values:   
Coolant volume Vc 50.0 (L) 
Density of tank content and coolant ρ and ρc 1.0 x 103 (cal/L) 
Exponential factor E/R 9.98 x 103 (K) 
Heat of reaction  -ΔH 1.1 x 105 (cal/mol) 
Heat transfer characteristics h’A’ 7.0 x 105 (cal/min K) 
Pre-exponential factor k0 7.5 x 1011 (1/min) 
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Variable Symbol Value (unit) 
Tank area A 0.33 (m2) 
Tank volume V 200.0 (L) 
 
2. ADDITIONAL GRAPHS OF THE RESULTS 
 
 
 
 
 
 
 
 
 
 
 
Figure A4.1. CA responses of the CSTR for the input step sequence given in Figure 
6(b) (in Chapter 4) for the proposed method and NARMAX where there is no noise 
in the data. By using only inputs information, the output predictions are shown in 
(a) (i.e. Model 1) and by applying the bias correction method, the prediction bias is 
significantly reduced as seen in (b) (i.e. Model 2). For these training sequences, 
NARMAX gives a slightly higher R2 value than the proposed method. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure A4.2. CA responses of the CSTR for the input step sequence given in Figure 
6(b) (in Chapter 4) for the proposed method and NARMAX where there is high 
noise in the data. By using only inputs information, the output predictions are 
shown in (a) (i.e. Model 1) and by applying the bias correction method, the 
prediction bias is significantly reduced as seen in (b) (i.e. Model 2). For these training 
sequences, NARMAX gives a slightly higher R2 value than the proposed method. 
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