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Abstract
Reaction-diffusion systems have been widely to study spatio-temporal phenomena in cell biology, such as cell polar-
ization. Coupled bulk-surface models naturally include compartmentalization of cytosolic and membrane-bound polarity
molecules. Here we study the distribution of the polarity protein Cdc42 in a mass-conserved membrane-bulk model, and
explore the effects of diffusion and spatial dimensionality on spatio-temporal pattern formation. We first analyze a one-
dimensional (1-D) model for Cdc42 oscillations in fission yeast, consisting of two diffusion equations in the bulk domain
coupled to nonlinear ODEs for binding kinetics at each end of the cell. In 1-D, our analysis reveals the existence of
symmetric and asymmetric steady states, as well as anti-phase relaxation oscillations typical of slow-fast systems. We then
extend our analysis to a two-dimensional (2-D) model, for which species can either diffuse inside the cell or become bound
to the membrane and undergo a nonlinear reaction-diffusion process. We also consider a nonlocal system of PDEs approx-
imating the dynamics of the 2-D membrane-bulk model in the limit of fast bulk diffusion. In all three model variants we
find that mass conservation selects perturbations of spatial modes that simply redistribute mass. In 1-D, only anti-phase
oscillations between the two ends of the cell can occur, and in-phase oscillations are excluded. In higher dimensions, no
radially symmetric oscillations are observed. Instead, the only instabilities are symmetry-breaking, either corresponding to
stationary Turing instabilities, leading to the formation of stationary patterns, or to oscillatory Turing instabilities, leading
to traveling and standing waves. Codimension-two Bogdanov-Takens bifurcations occur when the two distinct instabilities
coincide, causing traveling waves to slow down and to eventually become stationary patterns.
Keywords: reaction-diffusion models, pattern formation, bifurcations, cell polarization, oscillations
1 Introduction
Cell growth and division require long-distance communication and coordination between two ends of the cell. To polarize, cells
require the ability to form distinct cellular domains with different molecular components. Establishment of cell polarity relies
on local accumulation of signaling molecules on the membrane and has attracted considerable attention from mathematicians
and physicists [22, 38, 19]. Positive and negative feedback loops can result in spontaneous symmetry-breaking of an initially
homogeneous distribution of polarity regulators to form one or multiple clusters, as well as dispersal and reformation of
these clusters in an oscillatory manner [24]. Thus, polarization involves spatial diffusion processes coupled with biochemical
reactions occurring within localized signaling compartments.
The master regulator of cell polarity in a variety of organisms, from yeast to humans, is the protein Cdc42 [8, 31]. Previous
mathematical modeling of Cdc42 in cell polarization has focused primarily on symmetry-breaking and establishment of active
Cdc42 cortical zones in budding yeast, often via a Turing mechanism (reviewed in [13]). Models of cell polarization have
focused on the effects of single or multiple positive feedback loops and mass conservation on the formation of a unique polarity
zone [35, 14, 34, 23, 9, 2]. In some circumstances, two or more active Cdc42 domains can coexist for some time, and the
basis for the switch from a single to multiple polarity zones is not yet fully understood [46, 2]. Here we focus on a model
of spatio-temporal oscillations of Cdc42 from pole-to-pole that have been observed in fission yeast [5], a model organism
for understanding how cells integrate polarity and spatial coordination of growth. Several models for these spatio-temporal
oscillations have been proposed, involving both positive and negative feedback loops, as well as time delays [5, 47].
The mathematical modeling of polarization typically leads to a system of reaction-diffusion equations for the concentra-
tions of membrane-bound active Cdc42 molecules and cytosolic inactive Cdc42 molecules with no-flux or periodic boundary
conditions [14, 33, 34, 27]. This approach does not take into effect the spatial segregation of polarity molecules in the cell.
For Cdc42 and many other polarity molecules, most biochemical reactions of interest happen at the interface between cy-
tosol and membrane. Because the active form of the protein is found on the membrane, while the inactive form is in the
cytosol [8], a more appropriate formulation would be a membrane bulk-cytosol model with diffusion in the interior of the
cell, and boundary conditions modeling the exchange between membrane and cytosol. Pattern formation in membrane-bulk
models with applications to cell polarity have previously been analyzed in [40, 41, 30] through linear stability analysis and
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PDE numerical simulations. Standing wave solutions corresponding to a polarized cell were demonstrated to exist in both
reaction-diffusion [34] and membrane-bulk versions [3] of the wave-pinning model of cell polarization. When considered on a
1-D bulk domain, membrane-bulk reaction-diffusion systems become coupled PDE–ODE systems. Recent studies of coupled
PDE-ODE models [12, 15, 16, 48] showed the possible collective synchronization of localized active units (or membranes)
coupled through a linear bulk diffusion field, even if each unit is at rest when isolated from the group.
In our previous work [49], we constructed a one-dimensional membrane-bulk PDE–ODE model to explain the formation
of two polarity zones of Cdc42 in fission yeast. The model included the active and inactive forms of Cdc42 and its regulator
GEF. For each chemical species, the model includes a partial differential equation for diffusion of inactive species in the
bulk and a pair of ordinary differential equations for binding kinetics near the membrane. We previously considered the
well-mixed limit of this model that reduces this spatial model to an ODE system [49]. As in other applications [12, 15, 16] we
observed that spatio-temporal oscillations can emerge in this PDE–ODE model when the diffusion coefficient is large. In a
subsequent work we explored the effect of intrinsic noise on oscillations of Cdc42 in the fast diffusion limit and compared the
dynamics of the reduced ODE model with its stochastic counterpart [50]. In this work, we relax the assumption of infinitely
fast diffusion and compare the behaviour of the PDE–ODE system to its well-mixed ODE limit. We focus on the effect of
bulk diffusion on the stability of the symmetric steady state of the system (one where both ends of the cell have the same
amount of Cdc42). We use linear stability analysis, time–dependent simulations and numerical bifurcation analysis to study
the dynamical behavior of the one-dimensional PDE–ODE model. In agreement with the dynamics of the model in the fast
bulk diffusion limit, we find that oscillations emerge via Hopf bifurcations. We analyze how the diffusion rates of Cdc42 and
GEF affect the onset and criticality of the Hopf bifurcations. In addition, we consider spatio-temporal patterning of inactive
Cdc42 in the bulk in the low diffusion limit. We also explore the role of the biochemical reaction rates on oscillations, focusing
on how the membrane residence time (1/koff) of the GEF affects oscillations.
It is unclear whether oscillations observed in the PDE–ODE model will persist in higher spatial dimensions, and what
other spatio-temporal patterns may emerge. In the second part of the paper, we extend the 1D bulk-cytosol model to a
two-dimensional domain, with pure diffusion in the interior and surface diffusion with reactions on the cell membrane. We
also consider a reduced two-dimensional nonlocal reaction-diffusion model, with a well-mixed cell interior. We are interested
in whether both a Turing diffusion-driven instability and oscillations can co-exist in the 2D model, and what effect changing
the geometry of the cell from 1D to 2D has on spatio-temporal patterning. We perform Turing and Hopf stability analysis on
a circular geometry for the full 2D model and its nonlocal reduction. We present numerical results, confirming our analysis
and showing a wealth of spatio-temporal patterns on a disk.
2 Mathematical models
2.1 One-dimensional PDE–ODE model
Our model is based on the competition of two growth zones of active Cdc42 localized at the cell tips for a common substrate,
corresponding to inactive Cdc42, that diffuses in the cytosol and can become active at the two tips in the presence of GEF
[49]. We also consider the localization of GEF, found at each cell tip in its active form or in the bulk domain in its inactive
form.
Suppose we model the cytosol as a one dimensional domain of length L. Let C(x, t) and G(x, t) be the inactive Cdc42
and GEF densities, assumed to satisfy the following diffusion equations:
∂C
∂t
= Dc
∂2C
∂x2
,
∂G
∂t
= Dg
∂2G
∂x2
, 0 < x < L , (1)
where Dc and Dg are diffusion coefficients. At the left and right tips, the boundary conditions for equations (1) are given
respectively by
Dc
∂C
∂x
∣∣∣∣
x=0
= F (C(0, t), c1(t), g1(t)) , Dg ∂G
∂x
∣∣∣∣
x=0
= G (G(0, t), c1(t), g1(t)) , (2)
and by
Dc
∂C
∂x
∣∣∣∣
x=L
= −F (C(L, t), c2(t), g2(t)) , Dg ∂G
∂x
∣∣∣∣
x=L
= −G (G(L, t), c2(t), g2(t)) , (3)
where ci(t) and gi(t) are the Cdc42 and GEF densities in their active form at the tip i = 1, 2. In equations (2) and (3), the
nonlinear functions F and G model the binding dynamics through a combination of positive and negative feedbacks. They
are defined by
F (C, c, g) = (k0 + kcatc2)gC − k−c , G (G, c, g) = k
on
1 + κc2
G− koffg , (4)
with the relevant reaction kinetics shown in Fig. 1 and parameters explained in Table 1. We further assume the active species
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Figure 1: (a) A one-dimensional PDE–ODE model with bulk diffusion in the interior given by equation (1) and binding
kinetics at two well-mixed ends given by the ODE system (5). (b) A two-dimensional model given by equation (8) and
equation (9) with diffusion along the membrane. Filled circle: membrane-bound molecule. Open circle: cytosolic molecule.
Blue: Cdc42. Green: GEF.
dynamics to be governed by the following system of nonlinear ODEs:
dc1
dt
= F (C(0, t), c1(t), g1(t)) , dg1
dt
= G (G(0, t), c1(t), g1(t)) ,
dc2
dt
= F (C(L, t), c2(t), g2(t)) , dg2
dt
= G (G(L, t), c2(t), g2(t)) .
(5)
Mass conservation is a key consequence of this last assumption, therefore yielding two constraints given by
c1(t) + c2(t) +
∫ L
0
C(x, t)dx = Ctot , g1(t) + g2(t) +
∫ L
0
G(x, t)dx = Gtot , (6)
where Ctot and Gtot are the total masses of Cdc42 and GEF.
In the well-mixed regime, defined as the fast bulk diffusion limit Dc, Dg  1, the bulk variables become spatially
homogeneous. If C0(t) and G0(t) are leading-order solutions of C(t), G(t) in such a regime, then mass conservation yields
C0(t) =
Ctot − c1(t)− c2(t)
L
, G0(t) =
Gtot − g1(t)− g2(t)
L
. (7)
The substitution of C0(t) and G0(t) within equation (5) yields a reduced ODE system approximating the dynamics in the
the well-mixed regime that was studied in [49].
2.2 Two-dimensional membrane-bulk model
Suppose now that we model the fission yeast cell on a two-dimensional domain Ω ∈ R2 and let ∂Ω be the boundary of
this domain, corresponding to the cell membrane. We assume that inactive Cdc42 in the cytosol only diffuses, with all
the nonlinear binding kinetics taking place at the boundary. We also consider the lateral diffusion of active Cdc42 on the
boundary, with a diffusion coefficient Dmc . Let C(x, t) denote the concentration of Cdc42 in the bulk, and c(x, t) denote
the concentration of active Cdc42 on the membrane. These concentrations evolve according to a system of reaction-diffusion
equations defined by
Ct(x, t) = Dc∇2C(x, t), x ∈ Ω, (8a)
ct(x, t) = D
m
c ∇2sc(x, t) + F [C(x, t), c(x, t), g(x, t)], x ∈ ∂Ω, (8b)
−Dc∇C · n = F [C(x, t), c(x, t), g(x, t)], x ∈ ∂Ω. (8c)
Here, ∇2sc(x, t) is the Laplace-Beltrami operator. The vector n within the boundary condition (8c) represents the outward
normal vector. We remark that Fickian diffusion occurs in the bulk domain, with surface diffusion on its boundary. Also,
since c(t) and C(t) represent different chemical species, they do not have to match at the boundary. Similar reaction-diffusion
equations are defined for GEF, the second species; see below.
Gt(x, t) = Dg∇2G(x, t), x ∈ Ω, (9a)
gt(x, t) = D
m
g ∇2sg(x, t) + G[G(x, t), c(x, t), g(x, t)], x ∈ ∂Ω, (9b)
−Dg∇G · n = G[G(x, t), c(x, t), g(x, t)], x ∈ ∂Ω. (9c)
Similarly to the one-dimensional model, the total mass of species must be conserved:∫
Ω
C(x, t)dx +
∫
∂Ω
c(x, t)dx = Ctot,
∫
Ω
G(x, t)dx +
∫
∂Ω
g(x, t)dx = Gtot. (10)
3
2.3 Nonlocal membrane-bulk model
We conclude this section with the introduction of a reduced nonlocal reaction-diffusion model governing the dynamics of
membrane-bound species in the limit of fast bulk diffusion. In this context, we can reduce the full membrane-bulk model (9)
on a disk to a reaction-diffusion model on a circle. Using the conservation laws, we obtain a nonlocal PDE system for c(θ, t)
and g(θ, t) given by
∂c(θ, t)
∂t
=
Dmc
R2
∂2c(θ, t)
∂θ2
+ F(C(t), c(θ, t), g(θ, t)), 0 ≤ θ < 2pi, (11a)
∂g(θ, t)
∂t
=
Dmg
R2
∂2g(θ, t)
∂θ2
+ G(G(t), c(θ, t), g(θ, t)), 0 ≤ θ < 2pi, (11b)
where C(t) and G(t) are each defined by
C(t) =
Ctot
|Ω| −
1
|Ω|
∫
∂Ω
c(x, t)dx, G(t) =
Gtot
|Ω| −
1
|Ω|
∫
∂Ω
g(x, t)dx.
3 Results
3.1 One-dimensional PDE–ODE model
3.1.1 Steady States
We first consider the steady states of the coupled PDE–ODE system (1)–(6). In the bulk domain, the Cdc42 and GEF steady
state profiles must satisfy the following boundary value problems:
C ′′(x) = 0 , G′′(x) = 0 , C ′(0) = C ′(L) = G′(0) = G′(L) = 0 , 0 < x < L . (12)
Hence, C(x) ≡ Ca and G(x) ≡ Ga are spatially homogeneous. Next, the conservation laws in equation (6) yield
Ca =
Ctot − c1a − c2a
L
, Ga =
Gtot − g1a − g2a
L
, (13)
with the subscript a referring to potential asymmetry c1a 6= c2a and g1a 6= g2a between both tips. Next, the active species
steady state solutions satisfy the following system of nonlinear algebraic equations:
F(Ca, c1a, g1a) = 0 , F(Ca, c2a, g2a) = 0 , G(Ga, c1a, g1a) = 0 , G(Ga, c2a, g2a) = 0 , (14)
from which g1a and g2a are readily expressed as,
g1a =
Lk−c1a
(k0 + kcatc21a)(Ctot − c1a − c2a)
, g2a =
Lk−c2a
(k0 + kcatc22a)(Ctot − c1a − c2a)
, (15)
with the corresponding Cdc42 values satisfying a system of two polynomial equations given by
H(c1a, c2a) = 0 , H(c2a, c1a) = 0 , (16)
where H(c1, c2) is defined by
H(c1, c2) ≡ k
onGtot
L
(Ctot − c1 − c2)(k0 + kcatc21)(k0 + kcatc22)− k−konc1(k0 + kcatc22)− k−konc2(k0 + kcatc21)
− Lkoffk−c1(1 + κc21)(k0 + kcatc22) .
(17)
We remark that assuming the same binding kinetics at both left and right tips induces equivariance in the steady state
structure of the problems: interchanging (c1a, g1a) with (c2a, g2a) also satisfies the equations in (14).
The steady state is symmetric when both tips possess equal solution values (cs, gs), with gs defined by
gs =
Lk−cs
(k0 + kcatc2s)(Ctot − 2cs)
, (18)
while cs satisfies a third degree polynomial equation given by(
L2k−koffκ+ 2konkcatGtot
)
c3s − konkcatGtotCtotc2s +
(
2Lk−kon + L2k−koff + 2k0konGtot
)
cs − konk0GtotCtot = 0. (19)
By Descartes’ rule of signs, it can be shown that equation (19) possesses either one or three positive real roots, and therefore
there always exists a symmetric steady state. As a final remark, we mention that the existence of the steady states does
not depend on the diffusivity levels, and that the structure of solutions is the same as for the well-mixed regime ODE
approximation.
4
3.1.2 Linear stability analysis
We now proceed to a linear stability analysis of the symmetric steady state, leaving the linear stability of a general asymmetric
steady state to be addressed via numerical bifurcation analysis. Let us consider a perturbation near a symmetric steady state
given by
W (x, t) = Ws +W(x)eλt , with W (x, t) =

C(x, t)
G(x, t)
c1(t)
g1(t)
c2(t)
g2(t)
 , Ws =

Cs
Gs
cs
gs
cs
gs
 , W(x) =

ϕ(x)
ψ(x)
u1
v1
u2
v2
 , (20)
where the vectors W (x, t), Ws and W(x) respectively correspond to the perturbed solution, the symmetric steady state and
the eigenfunction. Then, applying the conservation laws yields
u1 + u2 +
∫ L
0
ϕ(x)dx = 0, v1 + v2 +
∫ L
0
ψ(x)dx = 0 , (21)
which means that mass cannot be created or destroyed, but must simply be redistributed. Next, upon inserting (20) within
equations (1)–(6) and after linearization, we obtain the following eigenvalue problem:
0 = Dcϕxx − λϕ , 0 = Dgψxx − λψ , 0 < x < L , (22)
subject to boundary conditions in x = 0 given by
Dcϕx(0) =
∂F
∂C
ϕ(0) +
∂F
∂c
u1 +
∂F
∂g
v1 , Dgψx(0) =
∂G
∂G
ψ(0) +
∂G
∂c
u1 +
∂G
∂g
v1 , (23)
while in x = L the boundary conditions are
Dcϕx(L) = −∂F
∂C
ϕ(L)− ∂F
∂c
u2 − ∂F
∂g
v2 , Dgψx(L) = − ∂G
∂G
ψ(L)− ∂G
∂c
u2 − ∂G
∂g
v2 . (24)
Finally, the eigenvalue problem arising from the linearized ODE dynamics yields
λu1 =
∂F
∂C
ϕ(0) +
∂F
∂c
u1 +
∂F
∂g
v1 , λv1 =
∂G
∂G
ψ(0) +
∂G
∂c
u1 +
∂G
∂g
v1 ,
λu2 =
∂F
∂C
ϕ(L) +
∂F
∂c
u2 +
∂F
∂g
v2 , λv2 =
∂G
∂G
ψ(L) +
∂G
∂c
u2 +
∂G
∂g
v2.
(25)
All the partial derivatives in equations (23)–(25) are evaluated at the symmetric steady state.
3.1.3 Hopf bifurcation
We first suppose that λ 6= 0. Hence, the only possible bifurcating eigenvalues are purely imaginary and lead to a Hopf
bifurcation. Then, upon solving equation (22), we find that the eigenfunctions may be written as the sum of an even (+)
and an odd (−) parts,
ϕ(x) = ϕ0+
cosh
(
ωc
(
L
2 − x
))
cosh
(
ωc
L
2
) + ϕ0− sinh (ωc (L2 − x))
sinh
(
ωc
L
2
) , ψ(x) = ψ0+ cosh (ωg (L2 − x))
cosh
(
ωg
L
2
) + ψ0− sinh (ωg (L2 − x))
sinh
(
ωg
L
2
) , (26)
where ωc =
√
λ/Dc and ωg =
√
λ/Dg. Next, the application of the boundary conditions (23) and (24) yields the following
expressions for the even coefficients ϕ0+ and ψ
0
+:
ϕ0+ = −
1
2
∂F
∂c (u1 + u2) +
∂F
∂g (v1 + v2)
Dcωc tanh
(
ωc
L
2
)
+ ∂F∂C
, ψ0+ = −
1
2
∂G
∂c (u1 + u2) +
∂G
∂g (v1 + v2)
Dgωg tanh
(
ωg
L
2
)
+ ∂G∂G
, (27)
while the odd coefficients ϕ0− and ψ
0
− are given by
ϕ0− = −
1
2
∂F
∂c (u1 − u2) + ∂F∂g (v1 − v2)
Dcωc coth
(
ωc
L
2
)
+ ∂F∂C
, ψ0− = −
1
2
∂G
∂c (u1 − u2) + ∂G∂g (v1 − v2)
Dgωg coth
(
ωg
L
2
)
+ ∂G∂G
. (28)
Since any solutions of the linearized system can be decomposed into an odd and an even parts, we treat the two different
modes separately.
5
Odd mode (−). The odd mode requires that u2 = −u1 and v2 = −v1, which yields
ϕ(x) = −
(
∂F
∂c u1 +
∂F
∂g v1
)
sinh
(
ωc
(
L
2 − x
))(
Dcωc coth
(
ωc
L
2
)
+ ∂F∂C
)
sinh
(
ωc
L
2
) , ψ(x) = −
(
∂G
∂c u1 +
∂G
∂g v1
)
sinh
(
ωg
(
L
2 − x
))(
Dgωg coth
(
ωc
L
2
)
+ ∂G∂G
)
sinh
(
ωg
L
2
) , (29)
and as a result, the conservation laws in equation (21) are always satisfied. Next, upon substituting (29) within equation
(25), we obtain the following matrix eigenvalue problem:
Φ−(λ)
(
u1
v1
)
=
(
0
0
)
, Φ−(λ) =

λ−
∂F
∂c Dcωc coth
(
ωc
L
2
)
Dcωc coth
(
ωc
L
2
)
+ ∂F∂C
−
∂F
∂g Dcωc coth
(
ωc
L
2
)
Dcωc coth
(
ωc
L
2
)
+ ∂F∂C
−
∂G
∂cDgωg coth
(
ωg
L
2
)
Dgωg coth
(
ωg
L
2
)
+ ∂G∂G
λ−
∂G
∂gDgωg coth
(
ωg
L
2
)
Dgωg coth
(
ωc
L
2
)
+ ∂G∂G
 , (30)
that admits a non-trivial solution when its determinant vanishes. The eigenvalue parameter λ must therefore be a root of
the following characteristic equation:
F−(λ) ≡ det[Φ−(λ)] = 0 . (31)
In Section 3.1.5, we will numerically solve equation (31) for a Hopf bifurcation, i.e. for a pair of roots λ = ±iλI with λI > 0.
This task is simplified in the well-mixed regime, when considering the limit of fast bulk diffusion. Upon taking the limit
Dc, g →∞ in equation (31), we obtain a quadratic equation given by
lim
Dc, g→∞
F−(λ) = |λI − J−| = 0 , (32)
where I ∈ R2 is the identity matrix and J− is a Jacobian matrix defined by
J− =
(
∂F
∂c
∂F
∂g
∂G
∂c
∂G
∂g
)
. (33)
In computing the limit, we have employed the following approximation of the hyperbolic cotangent function for small argu-
ment:
coth
(
ωc, g
L
2
)
≈ 2
Lωc, g
.
In the well-mixed regime, necessary conditions for the symmetric steady state to undergo a Hopf bifurcation are given by
tr(J−) =
∂F
∂c
+
∂G
∂g
= 0 , det(J−) =
∂F
∂c
∂G
∂g
− ∂G
∂c
∂F
∂g
> 0 . (34)
Even mode (+). The even mode requires u1 = u2 and v1 = v2, which yields
ϕ(x) = −
(
∂F
∂c u1 +
∂F
∂g v1
)
cosh
(
ωc
(
L
2 − x
))(
Dcωc tanh
(
ωc
L
2
)
+ ∂F∂C
)
cosh
(
ωc
L
2
) , ψ(x) = −
(
∂G
∂c u1 +
∂G
∂g v1
)
cosh
(
ωg
(
L
2 − x
))(
Dgωg tanh
(
ωc
L
2
)
+ ∂G∂G
)
cosh
(
ωg
L
2
) , (35)
and after inserting (35) in equation (25), we obtain the following homogeneous linear system:
λ−
∂F
∂c Dcωc tanh
(
ωc
L
2
)
Dcωc tanh
(
ωc
L
2
)
+ ∂F∂C
−
∂F
∂g Dcωc tanh
(
ωc
L
2
)
Dcωc tanh
(
ωc
L
2
)
+ ∂F∂C
−
∂G
∂cDgωg tanh
(
ωg
L
2
)
Dgωg tanh
(
ωg
L
2
)
+ ∂G∂G
λ−
∂G
∂gDgωg tanh
(
ωg
L
2
)
Dgωg tanh
(
ωg
L
2
)
+ ∂G∂G

(
u1
v1
)
=
(
0
0
)
. (36)
Since λ 6= 0, we can divide through λ in equation (36) to obtain, after rearrangement of terms, a matrix eigenvalue problem
given by
Φ+(λ)
(
u1
v1
)
=
(
0
0
)
, Φ+(λ) =
λ+ ωctanh(ωc L2 ) ∂F∂C − ∂F∂c −∂F∂g−∂G∂c λ+ ωgtanh(ωg L2 ) ∂G∂G − ∂G∂g
 . (37)
We remark that this is precisely the linear system obtained from the application of the conservation laws onto the even
eigenfunctions. For the even mode, λ therefore needs to satisfy the following characteristic equation:
F+(λ) ≡ det[Φ+(λ)] = 0 . (38)
6
Once again, in the limit of fast bulk diffusion, the conditions for a Hopf bifurcation associated with the even mode is easily
derived. Upon taking the limit Dc, g →∞ in equation (38) and using the following approximation of the hyperbolic tangent
function for small argument:
tanh
(
ωc, g
L
2
)
≈ ωc, gL
2
,
we obtain a quadratic equation given by
lim
Dc, g→∞
F+(λ) = |λI − J+| = 0 , (39)
where the Jacobian matrix J+ is defined by
J+ =
(
− 2L ∂F∂C + ∂F∂c ∂F∂g
∂G
∂c − 2L ∂G∂G + ∂G∂g
)
. (40)
Finally, in the well-mixed regime, necessary conditions for a Hopf bifurcation associated with the even mode are given by
tr(J+) = 0 and det(J+) > 0. However, we will see that no Hopf bifurcation of the even mode occurs for the nonlinear
functions and the parameter values employed in our study. As a consequence, only anti-phase oscillations are observed. This
was seen in both the well-mixed and finite diffusion regimes. The absence of Hopf bifurcations associated with the even
mode seems typical of systems with mass conservation, although a more rigorous investigation of this statement is beyond
the scope of this article and remains an open problem.
3.1.4 Zero-crossing eigenvalues
We now investigate the occurrence of zero-crossing eigenvalues leading to either pitchfork or saddle-node bifurcations. Before,
we remark that a rigorous treatment of the eigenvalue problem defined in equations (21)–(25) would have required the
introduction of a branch cut in the complex λ-plane along ∞ < <(λ) ≤ 0 and =(λ) = 0. Fortunately, the limit of λ going
to zero, with λ real, has the same effect than the infinite bulk diffusion limit: all the square roots from the characteristic
equations (31) and (38) cancel, and no continuous spectrum is introduced. Therefore, the solution in λ = 0 is readily obtained
by taking the well-defined limit λ→ 0. Once again, we treat the odd and even modes separately.
Odd mode (−). After taking the limit λ→ 0 in equation (31), we obtain the following condition for the linearized system
to have a zero-crossing eigenvalue associated with the odd mode:
lim
λ→0
F−(λ) = det(J−) =
∂F
∂c
∂G
∂g
− ∂G
∂c
∂F
∂g
= 0. (41)
When this condition is satisfied, the system undergoes a pitchfork bifurcation with two branches of asymmetric steady states
emerging from the symmetric steady state.
Even mode (+). We proceed similarly for the even mode. The symmetric steady state undergoes a saddle-node bifurcation
when the following condition is satisfied:
lim
λ→0
F+(λ) = det(J+) =
4
L2
∂F
∂C
∂G
∂G
− 2
L
(
∂F
∂c
∂G
∂G
+
∂G
∂g
∂F
∂C
)
+
(
∂F
∂c
∂G
∂g
− ∂G
∂c
∂F
∂g
)
= 0 . (42)
We remark that bulk diffusion has no effect on the existence of steady states and on bifurcations resulting from zero-
crossing eigenvalues. However, as will be seen in the next section, diffusion does influence the stability of symmetric steady
states and possible oscillatory dynamics.
3.1.5 Numerical bifurcation analysis
In this section, we numerically investigate the effect of bulk diffusion and membrane residence time of GEF proteins on the
stability of the symmetric steady state Ws (c1 = c2, g1 = g2). Hence, we select the bulk diffusion coefficients and k
off as
bifurcation parameters while choosing the other parameters to have fixed values given in Table 1. Details of the numerical
bifurcation analysis are given in Appendix C.1.
We consider first the dynamics in the well-mixed regime. The intricate succession of bifurcations that results when
increasing koff is presented in Fig. 2. The symmetric steady state is unstable for low koff values, with linear stability
gained through a supercritical Hopf bifurcation when koff ≈ 0.99. Further beyond this threshold, two fold bifurcations
in koff ≈ 6.23 and koff ≈ 9.17 cause hysteresis and coexistence of up to three symmetric steady states. We remark that
bistability of symmetric steady states occurs in the range (6.24, 7.86), with such thresholds corresponding to subcritical
pitchfork bifurcations connecting branches of asymmetric and symmetric steady states. Finally, stable and unstable branches
of asymmetric steady states are connected via fold bifurcations in koff ≈ 0.56 and koff ≈ 11.22.
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(b) Active GEF levels.
Figure 2: Symmetric steady state (red), asymmetric steady state (black) and periodic solution branches (green) for the
reduced ODE model in the well-mixed regime, as a function of koff . Other parameter values are given in Table 1. A full line
indicates linear stability, while unstable branches are dashed.
For the parameter regime considered, stable anti-phase oscillations are observed in the limit of fast bulk diffusion when
koff is small (koff < 1). A closer view of this regime is shown in panel (a) of Fig. 3, where we clearly remark that oscillations
emerge either via supercritical Hopf or homoclinic bifurcations. Numerical simulations exhibiting the role of the asymmetric
equilibrium on the shape of the oscillations are shown in the panel (c) of the same figure. From koff = 0.9 to koff = 0.5, we
observe a transition from weakly to highly nonlinear oscillations. The intermediate range koff ∈ (0.56, 0.79) is characterized
by the absence of stable oscillations, with all the trajectories being attracted to the asymmetric steady state.
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(c) g1(t) for k
off = 0.9, 0.7, 0.5.
Figure 3: Oscillatory dynamics for the reduced ODE model in the well-mixed regime. Highly nonlinear relaxation oscillations
exist for values of koff in the range (0, 0.56). In panel (b) we remark that the period of those oscillations has a minimum near
koff ≈ 0.3 and rapidly increases near both koff = 0 and koff ≈ 0.56, suggesting the occurrence of homoclinic bifurcations as
limit cycles collide with asymmetric equilibria (such an asymmetric equilibrium also exists in koff = 0 (details not shown)).
Finally, weakly nonlinear anti-phase oscillations emerge from a third suspected homoclinic bifurcation near koff ≈ 0.79 and
terminates at a supercritical Hopf bifurcation at koff ≈ 0.99.
We consider next the effect of finite bulk diffusion on the emergence of oscillatory dynamics, focusing on the parameter
regime where there is a unique symmetric steady state. We numerically solve the eigenvalue relation (31) for a Hopf
bifurcation associated with the anti-phase mode, i.e. for a pair of roots λ = ±iλI with λI > 0. The corresponding Hopf
stability boundaries in the Dc versus Dg parameter plane are given in panel (a) of Fig. 4, where the region of linear stability
of the symmetric steady state is located below the curves. We remark that fast cytosolic diffusion is sufficient to achieve
oscillations and that decreasing koff shrinks the linear stability region. Since 1/koff is the membrane dwell time for the GEF,
we conclude that increasing this quantity pushes the system into oscillatory dynamics even for relatively modest diffusion
coefficients. Numerical simulations exhibiting anti-phase oscillations with qualitatively different shape are shown in panel (b)
of the same figure.
8
5 10 15 20 25 30 35 40
5
10
15
20
25
(a) (Dg, Dc) with k
off = 0.5, 0.9.
0 50 100 150 200 250 300
0
0.5
1
1.5
0 50 100 150 200 250 300
0
0.5
1
1.5
(b) Dg = 1, Dc = 20.
Figure 4: Panel (a): Hopf stability boundaries in the Dc versus Dg plane in the full PDE–ODE model for k
off = 0.9 (black)
and koff = 0.5 (red). Other parameter values are given in Table 1. Linear stability regions are located below each curve.
Panel (b): for Dc = 20 and Dg = 1, increasing the membrane residence time results in a transition from from weakly to
highly nonlinear oscillations, a finding consistent with the dynamics in the well-mixed regime. The phase shift of half a
period between c1(t) (blue) and c2(t) (red) is a clear indication of anti-phase oscillations.
Shown next in Fig. 5 are stability diagrams for the symmetric steady state that directly include koff as a bifurcation
parameter. We remark that in panel (a), the bulk diffusion coefficients are supposed to be equal, while in panels (b) and (c)
only Dc or Dg are allowed to vary. The branching behavior of the Hopf bifurcation, i.e. whether it is super- or subcritical, was
resolved numerically with the software AUTO (cf. [7]) and a nonlocal formulation of the PDE–ODE model (see Appendix C.1).
Letting D ≡ Dc = Dg or letting Dc free with Dg fixed yield qualitatively similar stability boundaries, with the second case
seemingly converging to the first one as Dg increases. In both cases, the bifurcation is supercritical when the diffusivity level
is above some threshold and it is subcritical in the low diffusion regime. However, stability boundaries in the Dg versus k
off
parameter plane have a qualitatively different shape, with the critical diffusivity threshold being inversely proportional to
koff . Here, increasing Dc tenfold pushes the system further into instability and near the onset of oscillations. Hence, we
conclude that Dc has a stronger effect on the oscillatory dynamics than Dg.
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Figure 5: Hopf stability boundaries for the symmetric steady state in the full PDE–ODE model in the D versus koff (panel
(a)), Dc versus k
off (panel (b)) and Dg versus k
off (panel (c)) parameter planes. Full and dashed curves indicate respectively
super- and subcritical Hopf bifurcations, while triangular points indicate a criticality change (generalized Hopf point). Other
parameter values are given in Table 1.
Next, we compute global bifurcation diagrams along two horizontal slices from panel (a) of Fig. 5. The results are shown
in Fig. 6 below for D = 10 (upper panels (a)-(c)) and D = 1 (lower panels (d)-(f)). When D = 10, the symmetric steady
state loses stability through a supercritical Hopf bifurcation in koff ≈ 0.81. Further below this threshold, the stable weakly
nonlinear anti-phase oscillations are annihilated by the asymmetric steady state in koff ≈ 0.71, with the oscillatory period
undergoing a sharp increase to infinity. As in the well-mixed regime, relaxation oscillations exist in the range koff ∈ (0, 0.56).
As predicted by panel (a) of Fig. 5, we find that the symmetric steady state undergoes a subcritical Hopf bifurcation on
the horizontal slice D = 1, near koff ≈ 0.17. Furthermore, the branch of limit cycles emerging from the Hopf bifurcation
gains stability at a fold point near koff ≈ 0.27. Finally, panel (f) of Fig. 6 illustrates a typical hard loss of stability near
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a subcritical Hopf bifurcation. Notice the absence of weakly nonlinear oscillations and the direct transition to relaxation
oscillations.
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(c) D = 10 and koff = 0.75, 0.6, 0.5.
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(f) D = 1 and koff = 0.3, 0.2, 0.1.
Figure 6: Oscillatory dynamics in the full PDE–ODE model for Dc = Dg = 10 (panels (a)-(c)) and for Dc = Dg = 1 (panels
(d)-(f)). Other parameter values are given in Table 1. The case D = 10 yields qualitatively similar dynamics than in the
well-mixed regime, with the Hopf bifurcation being supercritical. However, when D = 1 the bifurcation is subcritical and a
hard loss of stability of the symmetric steady state is observed; see panel (f).
For the parameter regime considered and given any diffusivity level, a long GEF membrane residence time is a sufficient
condition for the emergence of oscillatory dynamics. We conclude this section by showing in Fig. 7 the corresponding bulk
spatio-temporal dynamics when Dc = Dg = 1 and k
off = 0.1.
(a) Inactive Cdc42 levels, C(x, t). (b) Inactive GEF levels, G(x, t).
Figure 7: Spatio-temporal oscillations in the bulk for the full PDE–ODE model when Dc = Dg = 1 and k
off = 0.1. Other
parameter values are given in Table 1. Remark the large oscillatory period (≈ 143) and the long period of rest followed by
sudden sharp variations, typical of relaxation oscillations (see Supplemental Movie S1).
3.2 One-dimensional nonlocal reaction-diffusion model
In this section, we consider a two-dimensional membrane-bulk model with circular geometry and well-mixed bulk dynamics.
This results in the reduced nonlocal PDE model given by system (11). Our approach combines linear stability analysis and
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numerical simulations to predict and explore the formation of spatio-temporal patterns near stability thresholds and away
from them, in the highly nonlinear regime.
We first define the spatially uniform (or trivial) steady state as C(r, θ) ≡ C∗, G(r, θ) ≡ G∗, c(θ) ≡ c∗ and g(θ) ≡ g∗.
Similarly to the one-dimensional PDE–ODE model, C∗, G∗ and g∗ satisfy
C∗ = Cavg − γc∗ , G∗ = Gavg − γg∗ , g∗ = k
−c∗
[k0 + kcat(c∗)2](Cavg − γc∗) ,
where Gavg = Gtot/|Ω|, Cavg = Ctot/|Ω| and γ = |∂Ω|/|Ω| are respectively the average masses and the ratio of the perimeter
over the area. The steady state concentration of active Cdc42 is then found to satisfy the following cubic equation:
[koffκk− + γkonkcatGavg](c∗)3 − konkcatGavgCavg(c∗)2 + [koffk− + konγ(k− + k0Gavg)]c∗ − konk0GavgCavg = 0, (43)
where γ = 2/R for a circle of radius R. In the one-dimensional case, the average masses are defined as Cavg = Ctot/L and
Gavg = Gtot/L, and equation (43) reduces to equation (19) derived for the symmetric steady state of the PDE–ODE model.
3.2.1 Linear stability analysis
We first consider the following spatially periodic perturbations of the trivial steady state:
c(θ, t) = c∗ + uneλt+inθ, g(θ, t) = g∗ + vneλt+inθ, (44)
where λ ∈ C is the usual eigenvalue parameter and einθ is a nonuniform eigenfunction (n 6= 0). After substitution of (44)
within the system of nonlocal PDEs (11) and upon linearizing around the trivial steady state, we find that the eigenvector
(un, vn)
T must satisfy
[λI − Jn]
(
un
vn
)
=
(
0
0
)
, (45)
where the Jacobian matrix Jn is defined by
Jn =
(
−Dmc n
2
R2 +
∂F
∂c
∂F
∂g
∂G
∂c −Dmg n
2
R2 +
∂G
∂g
)
=
(−Dmc n2/R2 + 2kcatc∗g∗C∗ − k− C∗[k0 + kcat(c∗)2]
−2κkonc∗G∗/[1 + κ(c∗)2]2 −Dmg n2/R2 − koff
)
. (46)
For each mode n, the corresponding pair of eigenvalues is given by
λ±(n) =
trJn ±
√
tr2Jn − 4 detJn
2
,
where the trace and the determinant are
trJn = −n2Dmc /R2−n2Dmg /R2 +2kcatc∗g∗C∗− (k−+koff) , det Jn = [n2Dmc /R2−2kcatc∗g∗C∗+k−][n2Dmg /R2 +koff ]+η ,
with η defined as
η = 2κkonc∗[k0 + kcat(c∗)2]C∗G∗/[1 + κ(c∗)2]2. (47)
As usual, linear stability requires a negative trace and a positive determinant of the Jacobian matrix for each n, therefore
yielding the following inequality to be satisfied by Dmc :
Dmc > max
{
−Dmg +
R2
n2
(2kcatc
∗g∗C∗ − k− − koff) ,− ηR
2/n2
Dmg n
2/R2 + koff
+
R2
n2
(2kcatc
∗g∗C∗ − k−)
}
. (48)
This inequality places a bound on the minimal diffusion coefficient of Cdc42 for the linear stability of the trivial steady state
with respect to non-spatially homogeneous perturbations. This boundary is plotted in Fig. 8 and verified numerically.
Notice that because of the integral terms within the nonlocal PDE system (11), we cannot simply set n = 0 in (46)
to recover the Jacobian matrix associated with spatially uniform perturbations. A similar observation was made by Ra¨tz
and Ro¨ger in their stability analysis of a coupled membrane-bulk reaction-diffusion model for polarity of small GTPases
[40]. We further remark that stability with respect to spatially uniform perturbations, or equivalently, in the absence of
membrane diffusion, is required for Turing diffusion-driven instability (cf. [44]). For this special case, the Jacobian matrix of
the linearized system satisfies
J0 =
(
−∂F∂C γ + ∂F∂c ∂F∂g
∂G
∂c − ∂G∂Gγ + ∂G∂g
)
(49)
and necessary conditions for diffusion-driven instability are given by
trJ0 =
∂F
∂c
+
∂G
∂g
− γ
(
∂F
∂C
+
∂G
∂G
)
< 0, det J0 = γ
2 ∂F
∂C
∂G
∂G
− γ
(
∂F
∂c
∂G
∂G
+
∂G
∂g
∂F
∂C
)
+
∂F
∂c
∂G
∂g
− ∂F
∂g
∂G
∂c
> 0. (50)
which have been verified numerically for the parameter values employed in our study (see Appendix B). Restoring membrane
diffusion, two different symmetry-breaking mechanisms may cause loss of stability of the trivial steady state: the stationary
or the oscillatory Turing instabilities, which we describe below.
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• The stationary Turing instability, which happens when the Jacobian matrix possesses an eigenvalue at the origin:
det Jn = 0, with n 6= 0. We remark that because of circular symmetry (or O(2) symmetry), the unstable modes always
come in pairs ±n, and thus the stationary Turing instability corresponds to a pitchfork bifurcation.
• The oscillatory Turing instability, which happens when the Jacobian matrix possesses a pair of critical eigenvalues
on the imaginary axis: trJn = 0 and det Jn > 0, with n 6= 0. This instability therefore corresponds to a Hopf bifurcation
with O(2) symmetry (cf.[45]), and traveling waves as opposed to stationary patterns are expected to form near the
threshold.
More intricate bifurcations resulting from the interaction of two spatial modes may also be detected when performing linear
stability analysis. One example is the Bogdanov–Takens bifurcation (cf. [4]), which occurs when the stationary and oscillatory
Turing instabilities coincide for the same (nonzero) spatial mode. At such a bifurcation point, we have trJn = 0 and det Jn = 0,
and thus the linearized system possesses a zero-eigenvalue of multiplicity two.
3.2.2 Spatio-temporal pattern formation in nonlocal model
We now compare our linear stability analysis against numerical simulations of the nonlocal system of PDEs (11). Simple
finite differences and trapezoidal integration are employed to spatially discretize the diffusion term along with the nonlocal
integral terms.
In Fig. 8, we show three stability diagrams in the (Dmg , D
m
c ) parameter plane for different k
off values. As expected, the
trivial steady state is linearly stable when Cdc42 diffuses fast. Fig. 8 also confirms the destabilizing effect of long GEF
membrane residence times, since the linear stability region shrinks as koff decreases. In each diagram, the different spatio-
temporal patterns observed via numerical simulations are labeled with a variety of symbols. For instance, the star and
the filled circle respectively indicate a traveling wave and a stationary pattern, while the empty circle shows the absence of
patterns. This non-exhaustive parameter exploration reveals that the spatio-temporal dynamics thresholds clearly correspond
to the stability boundaries shown in Fig. 8, suggesting that in the limit of fast bulk diffusion, all the identified bifurcations
are supercritical.
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Figure 8: Stability boundaries for the nonlocal model in the (Dmg , D
m
c ) parameter plane with k
off = 1 (panel (a)), koff = 0.5
(panel (b)) and koff = 0.1 (panel (c)) and other parameters the same as in Table 1. For illustrative purposes, parameter
values where we observe a stationary pattern with a single peak, a stationary pattern with two peaks, a traveling and a
standing waves are labeled by a filled circle, a square, a star and a polygon. A stationary pattern that evolves into a traveling
wave is indicated by a star superposed on a square. Some secondary stability boundaries associated to higher spatial modes
have been omitted from this Figure.
Some numerically computed spatio-temporal patterns obtained when koff = 1 are shown in Fig. 9. For this case, the
trivial steady state is expected to lose stability via pitchfork bifurcations associated with the modes n = 1, 2 and 3 (indicated
by the blue, red and golden curves). Nevertheless, our simulations revealed that some patterns that are initially stationary
can evolve into traveling waves, and this phenomenon occurs in the absence of any oscillatory Turing instabilities (see panels
(b), (d) and (e)). One potential explanation comes from the vicinity of multiple stability curves, which cause two or more
spatial modes to interact and ultimately leads to a stationary pattern undergoing secondary Hopf bifurcations. We also
observed “quasi-stationary” patterns with multiple peaks. For instance in Fig. 9(c), two peaks are seen to collapse and split
again immediately after, resulting in a different pattern configuration. Finally, when the ratio Dmc /D
m
g is very small, a large
number of modes become unstable and linear stability analysis cannot be employed to predict the final number of peaks of
a stationary pattern. This phenomenon precisely corresponds to what happens in panel (f), where for Dmc /D
m
g = 0.1, an
initial pattern with three peaks rapidly evolves into a highly localized pattern with a single peak.
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Figure 9: A gallery of numerical simulations of the nonlocal model with koff = 1 and membrane diffusion coefficients taken
from Fig. 8(a). Shown above are kymographs of membrane-bound active Cdc42, with time on the horizontal axis and space
on the vertical axis. Panel (a): weakly nonlinear stationary pattern near a mode n = 1 pitchfork stability boundary (see
Supplemental Movie S2). Panel (b): for a slightly lower Dmc value, the same pattern evolves into a traveling wave. Panel (c):
quasi-stationary pattern with two peaks near a mode n = 2 pitchfork stability boundary. Panel (d): transition to a traveling
wave from an initial pattern with two peaks. Panel (e): transition to a traveling wave from an initial pattern with three
peaks. Panel (f): transition to a localized stationary pattern with a single peak from an initial pattern with three peaks.
For smaller koff values and as indicated by the black curve in panels (b-c) of Fig.8, the loss of stability of the trivial steady
state can happen via a Hopf bifurcation (see Appendix B). This is similar to what is seen in the one-dimensional PDE–ODE
model from Section 3.1, where oscillatory dynamics also require a small GEF dissociation rate. Near those oscillatory Turing
instabilities, the formation of traveling waves is expected. We distinguish between rotating and standing waves, with the
latter type often referred to as pole-to-pole oscillations. As shown in Fig. 10, our numerical experiments revealed that the two
types coexist near the Hopf stability boundaries, while away from them in the highly nonlinear regime the standing waves
are only transient.
(a) Dmg = 0.2, D
m
c = 0.28 (b) D
m
g = 0.2, D
m
c = 0.28 (c) D
m
g = 0.2, D
m
c = 0.2
Figure 10: Numerically computed traveling waves with koff = 0.5 and membrane diffusion coefficients taken from Fig. 8(b).
In panels (a-b), there is coexistence of rotating and standing waves near the mode n = 1 Hopf stability boundary. Further
below this threshold, in Dmc = 0.2, standing waves are only transient and evolve into rotating waves. Each solution is shown
in Supplemental Movies S3, S4 and S5.
Finally, for both koff = 0.5 and koff = 0.1, we notice in Fig. 8 the presence of Bogdanov-Takens bifurcation points
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associated with the n = 1 spatial mode and indicated by the branching of the black from the blue curves. Traveling waves
are expected to interact with stationary patterns in the neighborhood of such a bifurcation point, and further details about
its effect on the dynamics will be given in Section 3.3 in the context of finite bulk diffusion.
3.3 Two-dimensional membrane-bulk reaction-diffusion model
In this section, we restore finite bulk diffusion and consider the full two-dimensional membrane-bulk reaction-diffusion model
with circular geometry. Our aim is to investigate what are the effects of a finite bulk diffusion field onto the spatio-temporal
dynamics from section 3.2. Once again, we first perform linear stability analysis, followed by numerical simulations.
3.3.1 Linear stability analysis
We consider a perturbation of the spatially uniform steady state given by
C(r, θ, t) = C∗ + eλtΦ(r, θ) , G(r, θ, t) = G∗ + eλtΨ(r, θ) , c(θ, t) = c∗ + eλtφ(θ) , g(θ, t) = g∗ + eλtψ(θ) (51)
where Φ(r, θ), Ψ(r, θ) and φ(θ), ψ(θ) are respectively the bulk and membrane eigenfunctions, while (C∗, G∗, c∗, g∗) is such as
introduced in Section 3.2. Next, upon inserting (51) within equations (8)–(9) and after linearization, we obtain the following
eigenvalue problem in the bulk:
Dc
[
Φrr(r, θ) +
1
r
Φr(r, θ) +
1
r2
Φθθ(r, θ)
]
− λΦ(r, θ) = 0, 0 < r < R, 0 < θ < 2pi, (52a)
Dg
[
Ψrr(r, θ) +
1
r
Ψr(r, θ) +
1
r2
Ψθθ(r, θ)
]
− λΨ(r, θ) = 0, 0 < r < R, 0 < θ < 2pi, (52b)
and on the membrane:
Dmc
R2
φθθ(θ) +
∂F
∂C
Φ(R, θ) +
(
∂F
∂c
− λ
)
φ(θ) +
∂F
∂g
ψ(θ) = 0 , 0 < θ < 2pi , (52c)
Dmg
R2
ψθθ(θ) +
∂G
∂G
Ψ(R, θ) +
∂G
∂c
φ(θ) +
(
∂G
∂g
− λ
)
ψ(θ) = 0 , 0 < θ < 2pi , (52d)
with boundary conditions given by
−DcΦr(R, θ) = ∂F
∂C
Φ(R, θ) +
∂F
∂c
φ(θ) +
∂F
∂g
ψ(θ), −DgΨr(R, θ) = ∂G
∂G
Ψ(R, θ) +
∂G
∂c
φ(θ) +
∂G
∂g
ψ(θ). (52e)
Here each of the partial derivatives is evaluated at the spatially uniform steady state. Also, the conservation laws (10) yield∫ 2pi
0
∫ R
0
Φ(r, θ)rdrdθ +
∫ 2pi
0
φ(θ)Rdθ = 0 ,
∫ 2pi
0
∫ R
0
Ψ(r, θ)rdrdθ +
∫ 2pi
0
ψ(θ)Rdθ = 0. (52f)
Our aim is to derive, for each spatial mode, the characteristic equations satisfied by the eigenvalue parameter. We consider
first the general case where λ is nonzero, followed then by the zero-crossing eigenvalue case.
Nonzero eigenvalue. When λ 6= 0, separation of angular and radial variables yields the following expressions for the
eigenfunctions:
Φn(r, θ) = An
In(ωcr)
In(ωcR)
einθ , Ψn(r, θ) = Bn
In(ωgr)
In(ωgR)
einθ , φn(θ) = une
inθ , ψn(θ) = vne
inθ , (53)
where ωc =
√
λ/Dc, ωg =
√
λ/Dg and In(z) for n ∈ Z are the usual modified Bessel functions. Next, from the linearized
boundary conditions (52e), An and Bn are readily found to satisfy
An = −
∂F
∂c un +
∂F
∂g vn
Dcωc
I′n(ωcR)
In(ωcR)
+ ∂F∂C
, Bn = −
∂G
∂c un +
∂G
∂g vn
Dgωg
I′n(ωgR)
In(ωgR)
+ ∂G∂G
.
Then upon substituting (53) within the linearized membrane reaction-diffusion system, we derive the following linear system
to be satisfied by the eigenvector (un, vn)
T :(
λ+
n2Dmc
R2 − pn(λ)∂F∂c −pn(λ)∂F∂g
−qn(λ)∂G∂c λ+
n2Dmg
R2 − qn(λ)∂G∂g
)(
un
vn
)
=
(
0
0
)
, (54)
14
where pn(λ) and qn(λ) are defined by
pn(λ) =
DcωcI
′
n(ωcR)
DcωcI ′n(ωcR) +
∂F
∂C In(ωcR)
, qn(λ) =
DgωgI
′
n(ωgR)
DgωgI ′n(ωgR) +
∂G
∂GIn(ωgR)
.
Finally, setting the determinant of the matrix in (54) to zero yields the following characteristic equation:
Fn(λ) ≡
[
λ+
n2Dmc
R2
− pn(λ)∂F
∂c
][
λ+
n2Dmg
R2
− qn(λ)∂G
∂g
]
− pn(λ)qn(λ)∂F
∂g
∂G
∂c
= 0, (55)
and recall that purely imaginary roots of Fn(λ) for n 6= 0 are necessary for the oscillatory Turing instability. Fortunately
when treating the spatially uniform mode, the integral constraints (52f) and the linear system (54) with n = 0 lead to an
equivalent solvability condition. A rigorous Turing stability analysis would require us to prove the absence of roots λ with
<(λ) ≥ 0 for the characteristic equation F0(λ) = 0, which cannot simply be verified numerically with the argument principle
from complex analysis because of the singularity at the origin. This challenging task is therefore left for further study. Similar
issues were encountered when treating the in-phase mode in the PDE-ODE model.
Zero-crossing eigenvalue. For this special case, a suitable ansatz for the eigenfunctions is given by
Φn(r, θ) = An
( r
R
)n
einθ , Ψn(r, θ) = Bn
( r
R
)n
einθ , φn(θ) = une
inθ , ψn(θ) = vne
inθ , (56)
where from the linearized boundary conditions (52e), An and Bn are found to satisfy
An = −
∂F
∂c un +
∂F
∂g vn
Dc
n
R +
∂F
∂C
, Bn = −
∂G
∂c un +
∂G
∂g vn
Dg
n
R +
∂G
∂G
.
The homogeneous linear system satisfied by the eigenvector (un, vn)
T is then given by(
n2Dmc
R2 − pn(0)∂F∂c −pn(0)∂F∂g
−qn(0)∂G∂c
n2Dmg
R2 − qn(0)∂G∂g
)(
un
vn
)
=
(
0
0
)
, (57)
where pn(0) and qn(0) are defined by
pn(0) =
Dcn
Dcn+R
∂F
∂C
, qn(0) =
Dgn
Dgn+R
∂G
∂G
.
After setting the determinant of the matrix in (57) to zero, we obtain the following necessary condition for a zero-crossing
eigenvalue:
Fn(0) ≡
[
n2Dmc
R2
− pn(0)∂F
∂c
] [
n2Dmc
R2
− qn(0)∂G
∂g
]
− pn(0)qn(0)∂F
∂g
∂G
∂c
= 0. (58)
We remark that when n 6= 0, this is precisely the condition for the stationary Turing instability, at which the trivial steady
state undergoes a pitchfork bifurcation.
3.3.2 Spatio-temporal pattern formation in two dimensional model
We now explore the effect of diffusion and membrane residence time on the formation of spatio-temporal patterns on a circular
bulk domain when the inactive species diffuse at finite rates. As bifurcation parameters, we therefore select the bulk and
membrane diffusion coefficients, as well as koff , the GEF dissociation rate. Our numerical method combines finite elements
to finite differences in order to spatially discretize bulk and membrane diffusion (see Appendix C.2 for further details). We
also numerically solve the eigenvalue relations (58) and (55) to let us predict the stability of the spatially homogeneous (or
trivial) steady state with respect to small perturbations.
We first present in panel (a) of Fig. 11 a stability diagram in the (koff , D) parameter plane, where we assume that both
inactive Cdc42 and GEF diffuse at the same rate D ≡ Dc = Dg. We remark similarities with the stability boundaries in
the one-dimensional PDE–ODE model as shown in panel (a) of Fig. 5. In both cases, the simultaneous increase of Dc and
Dg has a destabilizing effect and results in a reduction of the region of linear stability of the trivial steady state. However,
a key difference between both diagrams consists of the curve of primary instabilities. In 2-D circular geometry, this curve is
composed of a pitchfork (blue) and a Hopf (black) bifurcation segments, both associated with the n = 1 spatial mode, that
connect in a Bogdanov-Takens bifurcation point in (koff , D) ≈ (0.06, 4.83). Hence, decreasing koff when the bulk diffusion
level is above this threshold leads to a loss of stability of the trivial steady state through a Hopf bifurcation and traveling (or
rotating) waves are expected to form. Below the Bogdanov-Takens bifurcation point, our linear stability analysis predicts a
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loss of stability through a pitchfork bifurcation, leading to the formation of stationary patterns with accumulation of proteins
in a single location.
As the Hopf curve approaches the pitchfork stability boundary, the pair of critical eigenvalues tends to zero and a slowing
down of phase velocity of the traveling wave is expected. As shown in panels (b-c) of Fig. 11), this phenomena is observed in
our numerical simulations. Eventually, the wave stops and becomes a stationary pattern (see Fig. 12). Furthermore, in the
vicinity of the Bogdanov-Takens bifurcation point, it is possible to derive a four-dimensional system of ODEs approximating
the dynamics of the full bulk-membrane reaction-diffusion system. Although, such a dimensionality reduction process is
beyond the scope of this study, we remark that the analysis of the resulting normal form could reveal the precise boundary
delimiting the regions of existence of the traveling wave and the stationary pattern.
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(a) (koff , D) with Dmc = D
m
g = 0.1.
(b) koff = 0.6, D = 30. (c) koff = 0.1, D = 6.
Figure 11: Panel (a): stability boundaries in the D versus koff parameter plane. Panels (b-c): numerically computed traveling
wave solutions of active Cdc42 along the circular membrane. The blue stars in panel (a) indicate where each simulation is
performed. As the Bogdanov-Takens bifurcation point is approached, we remark a slowing down of the phase velocity of the
traveling wave. Membrane diffusion coefficients are equal to Dmc = D
m
g = 0.1, while other parameter values are given in
Table 1.
For the stationary pattern in Fig. 12, we notice a small GEF dissociation rate (koff = 0.05), which causes the proteins
to mostly accumulate on the membrane. Also, in contrast with coupled bulk-membrane reaction-diffusion systems without
mass conservation (cf. [26, 11, 37]), we remark that high (low) concentrations on the membrane match with low (high)
concentrations in the bulk.
(a) Kymograph of active Cdc42 level. (b) Active and inactive Cdc42 levels. (c) Active and inactive GEF levels.
Figure 12: Stable polarized state with koff = 0.05 and D = 4 (other parameters are the same as in the caption of Fig. 11).
In panels (b-c), the level of membrane-bound (active) proteins is given by the blue curve. The black dot in the same panels
indicates the position on the disk with zero azimuthal coordinate. Because of circular symmetry, any rotations and reflections
of this pattern is also a solution. See Supplemental Movie S6.
Our numerical simulations also revealed the possible subcritical branching of the Hopf bifurcation associated with the
n = 1 spatial mode. In Fig. 13, we show the result of two simulations performed near the Hopf stability boundary, where
the trivial steady state is expected to be linearly stable, and observe that a traveling wave can form given a large enough
perturbation of the trivial steady state. We remark that such a bistable behavior was not observed in Section 3.2, when
considering the nonlocal PDE system governing the dynamics in the well-mixed regime. This would be consistent with our
findings in the one-dimensional PDE–ODE model, that the Hopf bifurcation is subcritical for low level of bulk diffusion, while
it is supercritical in the well-mixed regime. The precise determination, through a normal form computation, of the diffusion
level at which the criticality transition occurs, is left for further study.
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(a) koff = 0.2, D = 6 (b) Trivial steady state. (c) Traveling waves.
Figure 13: Bistability between the trivial steady state and traveling wave solutions. The blue star just below the stability
boundary in panel (a) indicates where the simulation is performed. In panel (b), we observe a small perturbation of the
trivial steady state that slowly vanishes. However, as shown in panel (c), applying a bigger perturbation leads to a traveling
wave. This suggests a loss of stability through a subcritical Hopf bifurcation with respect to the n = 1 spatial mode. Other
parameters are the same as in the caption of Fig. 11.
We now address the existence of standing waves (or pole-to-pole oscillations) in the full coupled membrane-bulk reaction-
diffusion model, and recall that such oscillatory behavior is essential during the process of cell division. Numerical simulations
from Fig. 14 suggest the coexistence of pole-to-pole oscillations and traveling waves near the Hopf stability boundary.
Parameter values employed here are the same as for panel (c) of Fig. 11, although we remark that similar simulation results
were obtained for different sets of parameters near the stability threshold. As shown in Fig. 15, clear transitions between
standing and traveling waves are observed away from the Hopf stability boundary. Overall, those findings are consistent with
the dynamics in the limit of fast bulk diffusion (see Section 3.2).
(a) Clockwise rotating waves. (b) Anticlockwise rotating waves. (c) Standing waves.
Figure 14: Coexistence of rotating and standing waves when koff = 0.1 and D = 6 (other parameters are the same as in
the caption of Fig. 11). In the vicinity of a Hopf stability boundary, different initial conditions can either lead to clockwise
rotating waves (panel (a)), anticlockwise rotating waves (panel (b)) or standing waves (pole-to-pole oscillations, see panel
(c)). The traveling waves in each panel are shown in Supplemental Movies S7, S8 and S9.
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Figure 15: Transition from standing to rotating waves in the highly nonlinear regime, far from any stability boundaries.
The blue star in the left panel indicates where the simulation is performed (other parameters are the same as in the caption
of Fig. 11).
Next, we investigate the formation of patterns with multiple protein accumulation sites, which happen when higher spatial
modes become unstable. For the purpose of avoiding any oscillatory instabilities, we set koff = 1, D = 10, and select the
membrane diffusion coefficients as bifurcation parameters. Shown in panel (a) of Fig. 16 are four stability curves in the
Dmc versus D
m
g parameter plane. Each of these curves is associated with a distinct mode and computed directly from the
zero-crossing eigenvalue relation (58). The resulting diagram is qualitatively similar to its counterpart in the limit of fast bulk
diffusion (see panel (a) of Fig. 8). Here also, we remark the stabilizing effect of simultaneously decreasing the bulk diffusion
coefficients. Finally, in panels (b-c) of Fig. 16 are shown Cdc42 stationary distributions in the bulk and on the membrane
when multiple accumulation sites form.
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(a) (Dmg , D
m
c ) with k
off = 1, D = 10. (b) Stationary pattern with two peaks. (c) Stationary pattern with three peaks.
Figure 16: Panel (a): pitchfork stability boundaries in the Dmc versus D
m
g parameter plane with k
off = 1, D = 10 and other
parameters taken from Table 1. Panel (b): the stationary pattern is computed near a mode n = 2 stability boundary, as
indicated by the square in panel (a) (see Supplemental Movie S10). Panel (c): the stationary pattern is computed near a
mode n = 3 stability boundary, as indicated by the triangle in panel (a) (see Supplemental Movie S11).
We conclude this section with simulation results showing how the number of peaks of a stationary pattern can be reduced
as the GEF membrane diffusion coefficient increases and as the mode n = 1 pitchfork stability boundary is approached. More
precisely, in panels (a-c) of Fig. 17 we consider the horizontal slice Dmc = 0.1 and observe a transition from a two-peak to a
single peak pattern, while in panels (d-f) a transition between a three-peak and a single peak pattern is observed on the slice
Dmc = 0.04. During those transition processes, we remark the existence of intermediate patterned states involving circular
motions and peak switching. Note that this occurs in the absence of any Hopf bifurcations. We believe this phenomena to
result from nonlinear interactions between two or more steady state modes. This was also observed in the nonlocal version
of this model, although here the relatively low level of bulk diffusion allows for smoother switching.
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c = 0.1 (b) D
m
g = 0.8, D
m
c = 0.1 (c) D
m
g = 1, D
m
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Figure 17: Effect of reducing the membrane diffusivity ratio Dmc /D
m
g on pattern formation. In panels (a-c), we observe a
transition from a pattern with two peaks to a localized pattern with a single peak. The same transition is observed in panel
(d-f) for an initial weakly nonlinear pattern with three peaks. Other parameters are the same as in the caption of Fig. 16.
4 Conclusions and Discussion
In conclusion, we have analyzed three spatial model variants of a cell polarization model in order to explore the effect of
spatial dimension on pattern formation. We focused on a membrane-bulk model for the Cdc42-GEF system in fission yeast,
where the same reaction kinetics are considered for three, consecutively more complicated, geometries: a one-dimensional
PDE–ODE model, a nonlocal PDE model obtained when the diffusion coefficients of the cytosolic forms D → ∞ (which is
often considered in models for polarization [14, 27]), and a full two-dimensional membrane-bulk model. For these models,
we analyze how bulk diffusion and lateral diffusion along the membrane affect the linear stability of a homogeneous steady
state. Interestingly, fast membrane diffusion of Cdc42 is a sufficient condition for linear stability of the homogeneous steady
state, while fast bulk diffusion of Cdc42 has a destabilizing effect. Decreasing the GEF dissociation constant koff shrinks the
linear stability region.
Note that there are two different limits that can result in a one-dimensional model. If the reactive compartments at the
two ends of the cell are assumed to be well-mixed, while finite diffusion is assumed in the bulk, we obtain a one-dimensional
PDE–ODE model. In this PDE-ODE model, we find that Hopf bifurcations exist when GEF dissociation is slow, with bulk
diffusion significantly affecting the amplitude of the oscillations. For low level of bulk diffusion, highly nonlinear oscillations
with large amplitude emerge from a subcritical Hopf bifurcation. For faster bulk diffusion, weakly nonlinear oscillations
emerge from a supercritical Hopf bifurcation. If we assume the bulk to be well-mixed while lateral diffusion is allowed, we
obtain a nonlocal PDE model on a circular domain. When membrane-bound Cdc42 diffuses slowly, stationary or oscillatory
Turing instabilities, either corresponding to a pitchfork or a Hopf bifurcations, can occur. In particular, Hopf bifurcation
requires slow GEF dissociation rate and slow GEF membrane diffusion. No temporal oscillations with a uniform spatial
profile are observed in the nonlocal model. Instead, the dominant patterns are traveling waves and stationary patterns. With
the same reaction kinetics, these lower dimensional models give good approximations for the shape of the stability boundaries
in corresponding bifurcation parameter planes for the full 2D model.
The role that spatial segregation between components plays in giving rise to spatio-temporal patterning in cell biology
is beginning to be appreciated. By taking into account spatial segregation between nucleus and cytoplasm, oscillations
can emerge in the Hes1 and p53 pathways [42]. A rigorous analysis showing that diffusion can give rise to oscillations
(i.e., treating the diffusion coefficient as a bifurcation parameter) was presented in [1]. Pole-to-pole protein oscillations of
the Min protein in E. coli have typically been studied using standard reaction-diffusion equations (reviewed in [25, 28]).
However, bulk-surface models for Min oscillations have also been proposed [20, 18] and are considered more realistic. One
often overlooked problem in mathematical modeling of signaling networks is the effect of geometry on the findings of the
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model. Initial models of spatio-temporal phenomena are often studied in an idealized 1D setting [22]. If a model gains
acceptance, extensions of the model may be done on 2D and 3D domains, often with some corrections of parameter values or
reaction terms. However, a systematic analysis of the effect of dimensionality on spatio-temporal behavior of models of cell
polarization as dimensionality increases from 1D to 2D is not usually performed. (One notable exception is the 1D reaction-
diffusion [34] and in 2D membrane-bulk versions [3] of the wave-pinning model of cell polarization.) In our work, we find
that the spatio-temporal patterns obtained depend strongly on how we model the domain where the reactions occur. In our
PDE–ODE model with two well-mixed end compartments, asynchronous temporal oscillations are observed while stationary
patterns, traveling waves and standing waves are observed in our coupled bulk-membrane models with circular geometry.
Transitions from a stationary pattern to a traveling wave are also likely to occur, even in the absence of Hopf bifurcations.
Pattern formation resulting from coupling a diffusion process in a bounded 2D domain to a nonlinear reaction-diffusion
process on the domain boundary has been studied in [26, 40, 39, 37]. It was first shown in [26] that the formation of
membrane-bound stationary patterns is possible even when the two species diffuse in the bulk at the same rate (membrane
diffusion was neglected). Ra¨tz and Ro¨gers [40, 41] analyzed a coupled membrane-bulk model and its nonlocal reduction for
small GTPase. Their model includes a diffusion equation for inactive Cdc42 in the bulk and a pair of reaction-diffusion
equations for active and inactive Cdc42 in the membrane. Using a linear stability analysis, Ra¨tz and Ro¨gers [41] suggested
that differences between bulk and lateral diffusion rates can trigger Turing instability. For our model, fast bulk diffusion
and slow membrane diffusion of Cdc42 can also lead to pattern formation. The major difference between our model and
their model lies in the role that GEF plays in Cdc42 activation. In [40, 41], GEF is assumed to be at quasi-steady state
and is expressed in terms of the concentration of active Cdc42, whereas our model includes a separate variable for GEF.
Furthermore, in [40, 41] it is assumed that the GEF only activates Cdc42, while our model has positive and negative feedback
loops that involve GEF. Thus, Hopf bifurcations and oscillatory patterns can occur in our model, but are not seen in the
model of Ra¨tz and Ro¨gers [40, 41].
Finally, we mention the limitations and possible extensions of our work. From a biological perspective, our model predicts
that spatio-temporal patterning is more likely to emerge when the GEF dissociation rate koff is small. In the one-dimensional
PDE-ODE model Cdc42 and GEF oscillate out of phase, while the spatial model predicts that Cdc42 and GEF spatially
segregate along the membrane. Experimental studies in fission yeast suggest [5, 6] that the GEF Scd1 oscillates from pole to
pole during cell growth while no obvious oscillation of another GEF, Gef1, has been reported. (A recent study suggests that
Gef1 is distributed in the cytosol [43].) To limit active GEF localization to the cell tips in our full two-dimensional model a
space-dependent binding rate kon should be assumed. It may also be necessary to include GAP dependent feedback to fully
model the fission yeast system [13, 43]. Note, however, that traveling waves of Cdc42 have been observed in budding yeast
under some experimental conditions [36]. For the convenience of mathematical analysis, we studied the 2D model on a disk
domain, though fission yeast cells are rod-shaped. The effect of domain geometry and growth on the full two-dimensional
membrane-bulk model is left for a future publication. From a dynamical systems perspective, a weakly nonlinear analysis
could be performed to determine the criticality of the bifurcations in each of the three model variants, and to understand the
interaction of stationary patterns and traveling waves near the Bogdanov–Takens bifurcation points (see [37] for a systematic
derivation of normal forms in a similar class of models). Our numerical results also revealed the formation of localized patterns
when the ratio of membrane diffusion coefficients is very small. A different type of stability analysis can be performed in this
parameter regime, which combines asymptotic matching techniques and linearizing around a nonuniform spatial profile [11].
Another potential extension is to take into account spatial heterogeneities, such as anisotropic diffusion and space-dependent
diffusion in the cytosol. Our work demonstrates that despite similar stability boundaries, the observed spatio-temporal
patterns will depend on the spatial geometry where reactions occur. Our analytical framework can be used to study the
spatio-temporal dynamics of signaling proteins in other cell biology contexts.
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A Supplementary movies
Coupled PDE-ODE model:
• Supplemental movie S1 shows the spatio-temporal oscillations from Fig. 7.
Reduced nonlocal PDE model:
• Supplemental movie S2 shows the formation of a stationary pattern and refers to panel (a) of Fig. 9.
• Supplemental movies S3, S4 and S5 show traveling waves and refer to panels (a-b-c) of Fig. 10.
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Full 2D coupled membrane-bulk reaction-diffusion model:
• Supplemental movie S6 shows the formation of a stationary pattern in Fig. 12.
• Supplemental movies S7, S8 and S9 show the coexistence of clockwise rotating waves, anti-clockwise rotating waves and
standing waves, and refer to panels (a-b-c) of Fig. 14.
• Supplemental movies S10 and S11 show the formation of stationary patterns with multiple peaks and refer to panels
(b-c) of Fig. 16.
B Further analysis of the nonlocal PDE model
We consider here the nonlocal reaction-diffusion from Section 3.2. First, we verify numerically in Fig. 18 the stability condition
stated in equation (50) for a range of koff values employed in our simulations. This implies linear stability with respect to
spatially uniform perturbations.
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Figure 18: Trace and determinant of the Jacobian matrix of the linearized system in the absence of surface diffusion (as
defined in equation (49)). Remark the negative trace and positive determinant. Parameter values are given in Table 1.
We then show that koff needs to be small for the oscillatory Turing instability to be possible. Let Jn be the Jacobian
matrix defined in (46), and suppose that it possesses a pair of purely imaginary eigenvalues. It therefore follows that
trJn = −(dc(n) + dg(n)) + 2kcatc∗g∗C∗ − (k− + koff) = 0, (59a)
det Jn = [dc(n)− 2kcatc∗g∗C∗ + k−][dg(n) + koff ] + η > 0, (59b)
where dc(n) = n
2Dmc /R
2 and dg(n) = n
2Dmg /R
2, with η ≥ 0 as defined in (47). Equation (59a) implies that
dc(n) = 2kcatc
∗g∗C∗ − (k− + koff)− dg(n). (60)
Since dc(n) is positive, we must have
dg(n) < 2kcatc
∗g∗C∗ − (k− + koff), (61)
and upon substituting equation (60) within (59b), we obtain that
− (dg(n) + koff)2 + η > 0, ⇒ dg(n) < √η − koff . (62)
Both conditions (61) and (62) implies that dg(n) has to be sufficiently small for a Hopf bifurcation to occur. In particular,
we require
dg(n) < min
{√
η − koff , 2kcatc∗g∗C∗ − k− − koff
}
. (63)
The upper bound in (63) needs to be positive to make sure that dg(n) > 0, yielding the following inequality:
koff < min
{√
η, 2kcatc
∗g∗C∗ − k−} , (64)
which is satisfied when the GEF dissociation rate koff is sufficiently small. This is consistent with the stability diagrams as
shown in Fig. 8.
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C Numerical methods
C.1 Numerical bifurcation analysis of the coupled PDE–ODE model
Because of mass conservation, simple finite differences of the coupled PDE–ODE model will lead to an ill-posed system.
In order to perform numerical continuation with AUTO (cf. [7]), we must spatially discretize a nonlocal formulation of the
coupled PDE–ODE model. Let U(x, t) and V (x, t) be intermediate variables defined as
U(x, t) = c1(t) + c2(t) +
∫ x
0
C(s, t)ds, V (x, t) = g1(t) + g2(t) +
∫ x
0
G(s, t)ds, (65)
that satisfy the following boundary conditions:
U(0, t) = c1(t) + c2(t), U(L, t) = Ctot, V (0, t) = g1(t) + g2(t), V (L, t) = Gtot. (66)
Differentiating U(x, t) with respect to time yields
∂U
∂t
=
dc1(t)
dt
+
dc2(t)
dt
+
∫ x
0
∂C(s, t)
∂t
ds = F(C(0, t), c1(t), g1(t)) + F(C(L, t), c2(t), g2(t)) +
∫ x
0
Dc
∂2C(s, t)
∂s2
ds,
= F(C(0, t), c1(t), g1(t)) + F(C(L, t), c2(t), g2(t)) + Dc ∂C(s, t)
∂s
∣∣∣∣
s=x
− Dc ∂C(s, t)
∂s
∣∣∣∣
s=0
,
= F(Ux(L, t), c2(t), g2(t)) +DcUxx,
and upon applying the same procedure to V (x, t), we obtain the following system of nonlocal reaction-diffusion equations:
Ut = DcUxx + F(Ux(L, t), c2(t), g2(t)), Vt = DgVxx + G(Vx(L, t), c2(t), g2(t)), 0 < x < L, (67)
that is coupled to the ODEs governing the dynamics of the local compartments, reformulated as
dci
dt
= F (Ux(L(i− 1), t), ci(t), gi(t)) , dgi
dt
= G (Vx(L(i− 1), t), ci(t), gi(t)) , (68)
where i = 1, 2. Next, spatial discretization of this nonlocal PDE system yields
W˙ = AW + F (W ), W =

U
V
c1
g1
c2
g2
 , U(t) =

U2(t)
...
Uj(t)
...
UN−1(t)
 , V (t) =

V2(t)
...
Vj(t)
...
VN−1(t)
 (69)
where Uj(t) ≈ U((j − 1)h, t) and Vj(t) ≈ V ((j − 1)h, t), with h = L
N − 1 and N the number of mesh points. The matrix
A ∈ R2N×2N and the nonlinear function F are each defined by
A =
DcL 0 00 DgL 0
0 0 0
 , F (W ) =

Dc((c1+c2)e1+CtoteN−2)
h2 + F
(
Ctot−UN−1
h , c2, g2
)
Dg((g1+g2)e1+GtoteN−2)
h2 + G
(
Gtot−VN−1
h , c2, g2
)
F (U2−c1−c2h , c1, g1)
G
(
V2−g1−g2
h , c1, g1
)
F
(
Ctot−UN−1
h , c2, g2
)
G
(
Gtot−VN−1
h , c2, g2
)

, (70)
where the vectors ej ∈ RN−2 form the standard orthonormal basis and L is the discrete Laplacian:
L =
1
h2

−2 1 0 . . . 0
1 −2 1 . . . 0
...
. . .
. . .
. . .
...
0 . . . 1 −2 1
0 . . . 0 1 −2
 . (71)
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C.2 Numerical solution of the two-dimensional bulk-surface model
In this section we describe the numerical method used to solve the coupled bulk-surface reaction-diffusion system (8-9).
We have Fickian diffusion in the interior Ω and surface diffusion of membrane-bound components on ∂Ω. The bulk-surface
problem takes the general form
∂C(x, t)
∂t
= D∇2C(x, t), x ∈ Ω (72a)
∂c(x, t)
∂t
= d∇2sc(x, t) + f(C, c), x ∈ ∂Ω (72b)
−D∂C(x, t)
∂n
= f(C, c), x ∈ ∂Ω. (72c)
with the following definitions:
C =
(
C
G
)
, D =
(
Dc 0
0 Dg
)
, c =
(
cs
gs
)
, d =
(
Dmc 0
0 Dmg
)
. f =
(F
G
)
. (73)
To numerically approximate this system, we discretize the bulk terms C using a P1 finite element method [10]. The
surface terms c are discretized using a finite difference approximation for the Laplace-Beltrami operator ∇2sc(x, t) [21] based
on a modification to the more commonly used cotangent schemes [32]. The discretization of (72) leads to a large system of
ODEs with general form
MW˙ = AW + F (W ), (74a)
where
M =

K 0 0 0
0 K 0 0
0 0 I 0
0 0 0 I
 , W =

C
G
cs
gs
 , A =

DcL 0 0 0
0 DgL 0 0
0 0 Dmc Ls 0
0 0 0 Dmg Ls
 , F =

G1
G2
F
G
 , (74b)
where L,K are the stiffness and mass matrices from the finite element discretization, I is the identity matrix, and Ls is
the discretized Laplace-Beltrami operator. The load vectors G1,G2 arise from the finite element approximations of the
Neumann boundary condition (72c) evaluated using a midpoint quadrature rule. The temporal integration of (74) has been
performed by two independent methods with good agreement observed between them. The first method is the implicit second
order Crank-Nicolson algorithm. The second is Radau IIA, a 3-stage implicit Runge-Kutta method of fifth order [17]. The
nonlinear systems arising at each timestep are solved by Newton iterations.
In the case of Crank-Nicholson time integration, we demonstrate the expected second order convergence (in space and
time) by using the following example ([29]) on the unit disk:
∂C
∂t
= ∇2C, x ∈ Ω, (75a)
∂cs
∂t
= ∇2scs + C − cs, x ∈ ∂Ω, (75b)
−∂C
∂n
= C − cs, x ∈ ∂Ω. (75c)
The discretized form of (75) is
MW˙ = AW + F (W ), (76a)
where
M =
(
K 0
0 I
)
, W =
(
Ch
cs,h
)
, A =
(
L 0
0 Ls
)
, F =
(
G
Cs − cs,h
)
, (76b)
where G is the Neumann boundary integral (75c) evaluated using a midpoint quadrature rule. In polar coordinates (r, θ),
the example problem (75) has the exact solution
C(r, θ, t) = J1(rk)e
−k2t cos θ, (77a)
cs(θ, t) =
J1(k)
2− k2 e
−k2t cos θ, (77b)
where J1(z) is a Bessel function of the first kind and k ≈ 1.1777. To show the accuracy of the surface approximation, we plot
the surface solution and the exact solution for various time points in Figure 19 (for hmax = 0.1,∆t = 10
−3). To test spatial
convergence, we fix ∆t = 10−4 and solve (75) for varying levels of spatial refinement. Figure 19b shows the expected second
order convergence results for the bulk and surface error. Similarly, we test temporal convergence by fixing hmax = 0.005 and
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integrating (75) to the final time t = 0.12 using a sequence of decreasing timesteps. Figure 19c shows the expected second
order time convergence for the bulk and surface error.
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Figure 19: Convergence study of the numerical method for the exactly solvable problem (75). Dotted red lines of slope 2
added for comparison.
C.3 Parameter values
Table 1: Parameter definitions and values used for simulations.
Description Parameter 2D Model 1D Model
Cell size
radius (2D) R 1 -
length (1D) L - 1
Cdc42
total amount Ctot 1.5piR
2 1.5L
diffusion coefficient Dc [1,∞] [1,∞]
lateral diffusion Dmc ≈ 0.01×Dc -
autocatalysis k0 0.1 0.1
kcat 40 40
dissociation rate k− 1 1
GEF
total amount Gtot 1.5piR
2 1.5L
diffusion coefficient Dg [1,∞] [1,∞]
lateral diffusion Dmg ≈ 0.01×Dg -
association rate kon 1 1
strength of -ve feedback κ 8 8
dissociation rate koff varied varied
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