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事者は 852万人（13%）と推計されている (総務省統計局, 2016)．また，米国においては




平均で 10%，一部の企業では 40%に上るとされる (Zoltners et al., 2008)．その背景には，
人的販売が売上に対して顕著なプラスの影響を与えると多くの業界で考えられていること
がある．人的販売の効果に関する最新のメタアナリシス (Albers et al., 2010)は，売上に対
する人的販売の平均弾力性を 0.34と報告しており，広告に関する代表的なメタアナリシ




















薬企業）はファイザー社であり，2016 年度の売上高は 528 億ドル（5.9 兆円）という規
模である．日本の医薬品市場は 10.6兆円と世界の約 1割を占め，米国に次ぐ主要市場と
なっている．(IMS Health, 2015, 2016b; QuintilesIMS, 2017)．国内の代表的な製薬企業は




売上のうち大半を占め（例えば日本では約 9割 (厚生労働省, 2015)），産業の主軸となって
いる．本研究が対象とするのは医療用医薬品市場であり，以降とくに断りなく医薬品と言
う場合は，医療用医薬品を指す．
医薬品産業の特色は次の 4 点にまとめられる．1 点目は，研究開発志向が強い知識集
約型の産業ということである．米国の業界団体による統計によると，産業全体の研究開
2
発費は 588 億ドル（6.5 兆円）にのぼり，売上高に対する比率は 19.8% と非常に大きい
(PhRMA, 2016)．新薬の創出には化学，薬学，医学など複数の領域にまたがる基礎科学研
究の成果が不可欠であり，開発には平均 10 年から 15 年の歳月を要する．臨床試験まで
至ったとしても成功率は低く，規制当局によって承認され無事販売にたどり着けるのは全










































































































































ティング研究自体の乏しさがある．Zoltners et al. (2008)は，マーケティング研究に関す
る主要 3誌（Journal of Marketing，Journal of Marketing Research，Marketing Science）に

























分析の事例は，Manchanda and Chintagunta (2004)，Manchanda et al. (2004)，Dong et al.
(2009)と限定的であり，すべて医師別の処方箋データが入手可能な米国市場に関する研究
である．











て階層モデルに組み込んだManchanda and Chintagunta (2004)などに限定される．とくに
人的販売において重要となる長期的な顧客関係構築の要素，すなわち CRMとしての効果
を詳しく検証したものは見当たらない．


















































































































































































第 3章 zt = λzt−1 + (1 − λ)xt−1 含まない
第 4章 zt = λzt−1 + λxt−1 含まない
第 5章 zt = λt zt−1 + xt 含む
なお，第 3章，第 4章，第 5章で提案する市場反応モデルでは，反応係数に β，過去の
ディテールの繰越率に λ という共通の記号を用いる．β や λ に付随する添字は各モデル
によって異なる．また，それぞれのモデルにはディテールのストック構造が導入され，t
期のディテール・ストック変数を表す共通の記号として zt を用いる．ただし，各モデルの
構造上，第 3章と第 4章の提案モデルにおけるディテール・ストック変数 zt は前期まで
のディテール量 {x1, . . . , xt−1} が蓄積されたもの，第 5章の提案モデルにおけるディテー























































人的販売に関する総合的な文献レビューである Vandenbosch and Weinberg (1993)で指
摘されているように，マーケティング研究における人的販売や営業組織の取り扱いは他の
分野と比較して非常に少ない．Zoltners et al. (2008)は，マーケティング研究の主要な学


























































する代表的なメタアナリシスは，広告の平均弾力性を 0.22 (Assmus et al., 1984)，あるい
は，0.12 (Sethuraman et al., 2011) と報告しており，人的販売の平均弾力性がそれらを上




































(2008) は，ディテールの弾力性に関する 58 文献を用いたメタアナリシスの研究である．
階層線形モデルによって各文献の手法の違いを考慮した上で推定されたディテールの平
均弾力性を，0.326 と報告している．一方，前述の Albers et al. (2010) は，Kremer et al.
(2008) が推定した平均弾力性は，ディテール以外のプロモーション効果の混在，製品カ
テゴリレベルとブランドレベルの混在，短期効果と長期効果の混在などの問題があること
































類似の定式化をした市場反応モデリングの例として，Berndt et al. (1995)，Rizzo (1999)，










摘しておく．Berndt et al. (1995)では，製品ライフサイクルを競合状況の変化をもとに 4
つのステージに分け，ステージ別のディテール・ストックを推定している．Rizzo (1999)
では，当期のディテール量とストック量を別の変数としてモデルに投入し，当期効果とス














Narayanan et al. (2004)と Chintagunta and Desiraju (2005)では，ロジットモデルを用い
て，同一カテゴリ内の各製品のマーケットシェアを，ディテールを含むマーケティング・
ミックスを説明変数としてモデル化している．いずれもディテール効果の検討に焦点を
絞った研究ではないが，Narayanan et al. (2004)ではディテールが DTCよりもマーケット
シェアに与える効果が高いこと，また，Chintagunta and Desiraju (2005)では国際間でディ
テール効果の大きさに違いがあることが示唆されている．
21
ディテール効果の連続的な変化を集計レベルで検討した研究に，Osinga et al. (2010)と
Inoue and Sato (2012) がある．Osinga et al. (2010) では，ディテールを含む医師向けプ






































































































































































































































































































































































































































































































































































































































































































































































































































う方法を採用している．推定結果には，当期のディテールのみならず 1 期前から 6 期前
のディテールについてもその多くが有意な正の効果を持つことが示されているが，それぞ
れ独立に推定されているため，そこに繰越や残存に関するメカニズムを見いだすことはで





に，Manchanda and Chintagunta (2004)，Manchanda et al. (2004)，Dong et al. (2009)があ
































Dong et al. (2009)は，医師 330人における四半期ごとの競合ブランドを含む処方回数と
ディテール回数のデータ（24四半期分）を利用した市場反応モデリングを提示している．
























































































































































































































































































































































































































































































































































て簡単に推定できるため，Palda (1965)，Bass and Clarke (1972)など広告効果に関する初
期の研究をはじめとし，現在に至るまで幅広い市場反応モデリングで活用されている．し
























ニズムが評価されている．Dubé et al. (2005) は，広告ストックが閾値を超えるか否かに
よって，広告の有効・無効レジームが切り替わる集計レベルのモデルを提案し，partial
maximum likelihood 法によって推定している．Terui and Ban (2008) では，非集計デー
タを利用して，世帯別に広告ストックが閾値を超えるか否かによって広告の有効・無効
レジームが切り替わる構造を階層ベイズモデルによって定式化し，世帯別パラメータを
MCMCによって推定している．Terui et al. (2011)では，広告ストックに加えて，商品陳
列ストック，ブランド・ロイヤルティ変数にも閾値モデルを導入し，レジームに依存して
世帯ごとのブランド考慮集合が変化する構造を検討している．



















広告効果の時間的変化に着目した Naik et al. (1998) と Bass et al. (2007) では，線形
ガウス型の状態空間モデルを応用している．線形ガウス型の状態空間モデルは DLM




る．Kondo and Kitagawa (2000) や山口他 (2004) は，日次の小売データをもとに，時変
のトレンド成分や，曜日効果，プロモーションやイベントの効果を抽出している．また，
Terui et al. (2010) では，カウントデータに基づく競争市場をポアソン-多項分布によって










































ゴリズムとして，Gibb サンプラー (Geman and Geman, 1984) や Metropolis-Hastings 法
(Metropolis et al., 1953; Hastings, 1970)がある．MCMCの技術的な詳細については，Chib












る．とくに線形ガウス型状態空間モデルは DLM（Dynamic Linear Model）とも呼ばれ，
カルマンフィルタによる効率的な推定が可能であることから，多くの分野で利用されるよ
うになっている．線形ガウス型状態空間モデルの具体的なモデリング方法やその周辺技術
については，は Kitagawa and Gersch (1996)やWest and Harrison (1997)などに詳しい．
非線形性や非ガウス分布を内包可能な一般状態空間モデルについても近年研究が進み，
逐次モンテカルロ法の一種である粒子フィルタのアルゴリズムが与えられている．粒子




の分布を近似する．なお，粒子フィルタは Gordon et al. (1993) ではブートストラップ・
フィルタと，Kitagawa (1996)ではモンテカルロ・フィルタと呼ばれていた．両者のフィ
ルタリングのアルゴリズムは同一であるが，Gordon et al. (1993)では平滑化のアルゴリズ
ムは与えられていない．一般状態空間モデルと粒子フィルタなど推定技術の詳細について



























































































































































































は，ディテールについて正の効果が得られているものが多い (Neslin, 2001; Wittink, 2002;











るという構造をモデル化している．また，Mizik and Jacobson (2004)では，固定効果モデ
ルによって切片が医師ごとに異なるという仮定でモデル化している．いずれの研究におい
ても，ディテールは医師の処方に対して正の効果を持つという結果が示されている．さら







研究としては，Manchanda and Chintagunta (2004) と Manchanda et al. (2004) がある．











とにより，全体として 9% - 11%の処方増が予測されたというシミュレーション結果が報
告されている．



































2008年 12月までの 36ヵ月分の月次売上データと，2005年 1月から 2008年 12月まで






















































































時点 t − 3 t − 2 t − 1 t
ディテール・ストック zi,t−3 zi,t−2 zi,t−1 zi,t
ディテール xi,t−3 xi,t−2 xi,t−1
λi λi λi




Blattberg and George (1991)において用いられている片対数型の線形回帰モデルを採用す
る．目的変数 yi,t は医師 i の月 t における対数化された売上である．同月のディテール回
44
数 xi,t とディテール・ストック zi,t，およびその他の説明変数からなるベクトル ui,t による






メータ σ2i は医師ごとに異なると仮定し，βi は 3.4.5項のモデルによって階層化される．
yi,t = u
′
i,tβi + ϵi,t, ϵi,t ∼ N(0, σ2i ) (3.1)
ui,t = (1, xi,t, zi,t, . . . )′








果としての売上効果が期待されている．先行研究Manchanda et al. (2004)においても，広
告効果などの分析で一般的な Koyck変換による幾何分布ラグモデル (Palda, 1965)によっ
て，長期効果を考慮している．本研究ではディテール・ストックの構造として，Guadagni
and Little (1983)のブランド・ロイヤルティ変数などにみられる指数平滑型の式 (3.2)によ
る定式化をおこなった．
zi,t = λizi,t−1 + (1 − λi)xi,t−1, 0 < λi < 1 (3.2)
すなわち，ある時点のディテール・ストック zi,t が，前期のディテール・ストック zi,t−1




ることを意味する．また，同定式化では zi,t が xi,t の平均周りで動く値となるため，ディ








タ開始月の 1年前にあたる 2005年 1月から利用可能であったため，医師ごとの 2005年
12月のディテール回数を xi,0 として，また，2005年 1月から 12月までの 12ヵ月間の平
均ディテール回数を zi,0 として，それぞれ与えた．
3.4.5 階層モデルと事前分布
反応係数ベクトル βi とディテール・ストック構造における調整パラメータ λi が医師ご
とに異なり，それらのパラメータについて階層構造をモデル化する．具体的には，βi に
ついては式 (3.3)の多変量回帰モデルにて，また λi についてはロジット変換後の λ∗i を式




















i ∼ N(0, ω2λ∗ ) (3.4)









布には，それぞれ式 (3.5)～式 (3.9) の共役事前分布を設定する．IG は逆ガンマ分
布，IW は逆ウィシャート分布を示し，vec は m × n 行列の要素を mn 次元の列ベ
クトルに配置する作用素，⊗ はクロネッカー積を示す．式 (3.5)～式 (3.9) に含まれる

















vec(Fβ), Ωβ ⊗ Q−1β
)
(3.6)
Ωβ ∼ IW(gβ, Hβ) (3.7)


































記号 変数名 変数の詳細 平均 標準偏差
yi,t 売上 固定薬価重み付け売上数量の対数 11.40 1.12
ui,t 定数項（観測） 観測モデルの定数項 1.00 0.00
(xi,t ) ディテール回数 MRによる対象製品のプロモーション回数 1.65 1.29
(zi,t ) ディテール・ストック 過去のディテールの蓄積（潜在変数） – –
価格 仕入価格の掛け率の対数 -0.12 0.10
期初月 期初月以外の月 = 0, 期初月 = 1 0.08 0.28
期末月 期末月以外の月 = 0, 期末月 = 1 0.08 0.28
wi 定数項（階層） 階層モデルの定数項 1.00 0.00
専門医 非専門医 = 0, 専門医 = 1 0.22 0.41
院外処方 院内処方 = 0, 院外処方 = 1 0.64 0.48
女性 男性 = 0, 女性 = 1 0.04 0.21
50代 年齢: 50代以外 = 0, 50代 = 1 0.45 0.50
60代 年齢: 60代以外 = 0, 60代 = 1 0.27 0.45





















40代以下 50代 60代 70代以上
20% 45% 27% 8%
で，正則かつ散漫な事前分布を表現した．なお，式 (3.10)中の varは分散を意味する．
a0 = 3, b0i = 3 × var(yi) (3.10)
Fβ = O, Qβ = 0.01I (3.11)
gβ = 9, Hβ = 9 × 0.1I (3.12)





































MAPEは yˆi,t をモデルからの予測値としたとき， 1ni
∑ni
t=1
(yi,t − yˆi,t )/yi,t によって計算さ
れる．MAPE は提案モデルの方が全体的に低い値となり，現データに対するモデルのあ
てはまりがディテール・ストックの考慮によって改善していることが分かる．
また，対数周辺尤度と DIC による比較結果を表 3.4 に示す．対数周辺尤度は Newton
and Raftery (1994)による推定値を利用している．対数周辺尤度はモデルが与えられたと
きのデータが出現する確率に相当し，より高い値となるモデルを選択することが好まし
い．また，DICは Spiegelhalter et al. (2002)によって提案された階層ベイズモデルにおい
50
表 3.3 平均絶対誤差率（MAPE）の分布
モデル名 2.5% 25% 50% 75% 97.5%
基本モデル 0.96% 1.98% 2.68% 3.36% 5.02%
提案モデル 0.91% 1.83% 2.47% 3.16% 4.62%
表 3.4 対数周辺尤度と DIC
モデル名 対数周辺尤度 pD DIC
基本モデル -25142 4335 54235





















表 3.5 βi の推定値の符号の分布（基本モデル）
(−)∗ (−) (+) (+)∗
定数項 0 0 0 1547
ディテール回数 24 639 844 40
仕入価格 0 26 1498 23
期初月 331 1175 41 0
期末月 0 18 1158 371
* 5%有意
表 3.6 βi の推定値の符号の分布（提案モデル）
(−)∗ (−) (+) (+)∗
定数項 0 0 0 1547
ディテール回数 13 635 882 17
ディテール・ストック 95 459 752 241
仕入価格 0 17 1508 22
期初月 299 1206 42 0














表 3.7 βi，σ2i ，λi の事後平均の分布
平均 標準偏差 2.5% 25% 50% 75% 97.5%
βi 定数項 11.094 1.215 9.027 10.265 10.959 11.863 13.794
ディテール回数 0.005 0.034 -0.065 -0.017 0.005 0.027 0.073
ディテール・ストック 0.207 0.640 -1.098 -0.190 0.224 0.611 1.443
仕入価格 0.243 0.106 0.036 0.175 0.240 0.305 0.455
期初月 -0.158 0.092 -0.374 -0.210 -0.154 -0.094 0.002
期末月 0.145 0.064 0.022 0.103 0.147 0.186 0.269
σ2i 0.169 0.125 0.027 0.088 0.142 0.215 0.485
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医師 #126  (λi=0.905)
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有意に正の符号となり，非専門医に比べて [exp(0.125) − 1 =] 13%ストックに対する反応
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表 3.8 Θβ の推定結果 (事後平均と事後標準偏差)
β定数項 β(x) β(z) β仕入価格 β期初月 β期末月
定数項 10.690 ∗ 0.010 0.189 ∗ 0.281 ∗ −0.123 ∗ 0.149 ∗
( 0.114) ( 0.007) ( 0.074) ( 0.074) ( 0.018) ( 0.016)
専門医 1.298 ∗ 0.006 0.125 ∗ 0.003 −0.068 ∗ 0.011
( 0.104) ( 0.006) ( 0.063) ( 0.054) ( 0.015) ( 0.014)
院外処方 0.181 ∗ 0.002 0.006 −0.081 −0.027 ∗ 0.021
( 0.088) ( 0.005) ( 0.057) ( 0.058) ( 0.014) ( 0.012)
女性 0.280 0.000 −0.116 0.193 −0.014 0.035
( 0.197) ( 0.014) ( 0.127) ( 0.165) ( 0.035) ( 0.033)
50代 0.024 −0.011 0.003 −0.020 −0.016 −0.020
( 0.113) ( 0.007) ( 0.074) ( 0.061) ( 0.019) ( 0.017)
60代 −0.015 −0.006 −0.026 0.024 0.016 −0.036
( 0.122) ( 0.008) ( 0.079) ( 0.068) ( 0.020) ( 0.018)
70代以上 −0.137 −0.009 −0.024 0.076 0.008 −0.037












表 3.9 θλ∗ の推定結果
事後平均 事後標準偏差
定数項 3.439 ∗ 0.138

























A - Dの各グループ別に医師ごとの 36ヵ月の平均売上と平均ディテール回数の分布を
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図 3.7 ディテール回数の係数（β(x)）とディテール・ストックの係数（β(z)）の関係










加に寄与していたかを予測する．具体的には，グループ Dの医師 274人に 36ヵ月でかけ






































































が生じている場合，前述の状況が生じうる．これについては，Manchanda et al. (2004)や








































直近の統計を見ても，2015 年の全世界の製薬企業の販促費 692 億ドル（7.7 兆円）のう
ち，61.2%に当たる 423億ドル（4.7兆円）がMRによる営業活動に割かれ，その額は前














































and Abeele (1981) であり，両対数型の線形回帰モデルによって営業の当期効果を推定
している．また，同様に集計レベルのデータを解析した Rizzo (1999) では，過去のディ
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テール投入量が指数減衰をともなってストックされるという，広告効果分析で汎用さ
れる Nerlove-Arrow 型 (Nerlove and Arrow, 1962) のプロモーションの繰越構造を取り入
れ，長期的な営業効果を検証している．一方，非集計データに基づく最近の研究として，
Mizik and Jacobson (2004) では回帰モデルの切片が医師によって異質であるという仮定
を導入し，有限のラグ項を含めたディテールの市場反応モデルを提案している．また，
Manchanda and Chintagunta (2004) や Manchanda et al. (2004) では，パラメータの異質
性を医師の属性変数で評価する階層ベイズモデルを用いた方法を提案している．とくに




















同アプローチの初期の代表的な研究としては，Ferreira (1975)，Geweke and Terui (1993)，
Chen and Lee (1995)があげられる．マーケティング分野での応用研究として，Terui and
Dahana (2006)では，潜在的な参照価格と実際の小売価格の差が 2段階の閾値パラメータ
66
を伴って 3つのレジームを決定するという構造をモデル化している．また，Terui and Ban
(2008)では，過去の広告量の繰り越しによって形成される潜在的な広告ストックと閾値パ
ラメータによる，広告の有効レジームと無効レジームの存在が議論されている．同じく広




















閾値によるレジーム定義について詳細を示す．今，医師 i (= 1, . . . ,m) に対する時点
t (= 1, . . . , ni)の，ある製品に関する製品訴求の量を xPi,t とする．一方，特定の製品に限定
されないが，顧客関係の構築に寄与する総活動量を xCi,t とする．このとき，種類の異なる










xPi,t−h, 0 < λ
P






xCi,t−h, 0 < λ
C
i < 1 (4.2)
ここで採用しているのは投入量の指数減衰型の繰り越しを仮定する蓄積関数であり，広
告効果の研究において広告ストックを定義する際に広く用いられている幾何分布ラグモデ
ルの構造である (Bass and Clarke, 1972; Clarke, 1976)．残存率 λPi ，λ
C
i は医師ごとに異質
























する閾値パラメータ γPi と γ
C
i をそれぞれ上回るか否かにより，顧客 i の時点 t における
市場反応性レジーム si,t が決定される．すなわち，式 (4.5)によって医師・時点ごとのレ
ジームの振り分けを行う．図 4.1 は式 (4.5) の構造を模式的に示したものである．xPi,t と








に該当する時点の集合を，R(j)i = {t ∈ {1, . . . , ni}|si,t = j}, j = 1, . . . , 4と定義しておく．
si,t =

1 zPi,t ≥ γPi かつ zCi,t ≥ γCi のとき




i,t ≥ γCi のとき







4 zPi,t ≥ γPi かつ zCi,t < γCi のとき
(4.5)














図 4.1 2つのディテール・ストックと閾値による 4つのレジーム
4.3.2 個体内モデル
前項に示したレジーム構造に基づく個体内の観測モデル，式 (4.6)，式 (4.7)が，本章で
提案する市場反応モデルである．yi,t，ui,t は，医師 i の時点 t における売上と説明変数ベ










i + ϵi,t, ϵi,t ∼ N(0, σ2i ) (4.6)
ui,t = (1, xPi,t, . . . )
′
69
{βi, σ2i } =

{β(1)i , σ2i
(1)} si,t = 1のとき
{β(2)i , σ2i
(2)} si,t = 2のとき
{β(3)i , σ2i
(3)} si,t = 3のとき
{β(4)i , σ2i
(4)} si,t = 4のとき
(4.7)
ここで，yi ≡ {yi,1, · · · , yi,ni }, ui ≡ {ui,1, · · · , ui,ni }, xCi ≡ {xCi,1, · · · , xCi,ni } とし，個体
内の時点間の独立性を仮定すると，式 (4.8)が個体内観測モデルの尤度となる．
p(yi |β(1)i · · · β(4)i , σ2i
(1) · · ·σ2i
(4)





























ものであり，本解析では式 (4.9)～式 (4.11)で定式化する．まず，顧客別の 4レジームの反
応係数セットは 4k 次元のベクトル β†i としてまとめ，その生起メカニズムは医師の属性









記述する．以上のモデルは，β(1)i , · · · , β(4)i ,
(



























i ∼MVN(0, Ωβ† ) (4.9)
(
log (γPi ), log (γCi )
) ′























i ∼MVN(0, Ωλ∗ ) (4.11)
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その他のパラメータの事前分布は，式 (4.12)～式 (4.18) で設定する．いずれも共役事
前分布となり，IG，MVN，IW は，逆ガンマ分布，多変量正規分布，逆ウィシャー
ト分布をそれぞれ示す．また，vec は m × n 行列の要素を mn 次元の列ベクトルに
配置する作用素であり，⊗ はクロネッカー積を示す．式 (4.12)～式 (4.18) に含まれる



















vec(Θβ† )|Ωβ† ∼ MVN(vec(Fβ† ), Ωβ† ⊗ Q−1β† ) (4.13)
vec(Θγ∗ )|Ωγ∗ ∼ MVN(vec(Fγ∗ ), Ωγ∗ ⊗ Q−1γ∗ ) (4.14)
vec(Θλ∗ )|Ωλ∗ ∼ MVN(vec(Fλ∗ ), Ωλ∗ ⊗ Q−1λ∗ ) (4.15)
Ωβ† ∼ IW(gβ†, Hβ† ) (4.16)
Ωγ∗ ∼ IW(gγ∗, Hγ∗ ) (4.17)
Ωλ∗ ∼ IW(gλ∗, Hλ∗ ) (4.18)
式 (4.19)には全パラメータの同時事後分布を示した．その導出にはベイズの定理を用い




†}, {γ∗i }, {λ∗i },Θβ†,Ωβ†,Θγ∗,Ωγ∗,Θλ∗,Ωλ∗ |{yi}, {ui}, {xCi }, {wi}) (4.19a)




p(β†i |Θβ†,Ωβ†, wi)p(γ∗i |Θγ∗,Ωγ∗, wi)p(λ∗i |Θλ∗,Ωλ∗, wi)p(σ2i
†) × (4.19c)
p(yi |β†i , σ2i
†
, γ∗i , λ
∗





































（以降，M-H法）を利用する．これは，Metropolis within Gibbs (Besag et al., 1995)あるい

















































































は，ディテールによる医師レベルの市場反応に関する先行研究 (Manchanda et al., 2004;




モデルのハイパーパラメータには，正則かつ散漫な事前分布を仮定し，Rossi et al. (2005)
を参考とし，以下の式 (4.20)～式 (4.24)のように設定した．なお，式 (4.20)中の varは分
75
表 4.1 変数表
記号 変数名 変数の詳細 平均 標準偏差
yi,t 売上 (固定薬価重み付け売上数量 + 1)の対数 10.986 2.211
ui,t 定数項（観測） 観測モデルの定数項 1.000 0.000
(xPi,t ) ディテール回数 MRによる対象製品のプロモーション回数 2.413 1.504
価格 仕入価格の掛け率の対数 -0.156 0.120
期初月 期初月以外の月 = 0, 期初月 = 1 0.083 0.276
期末月 期末月以外の月 = 0, 期末月 = 1 0.083 0.276
xC
i,t
訪問日数 MRの訪問日数 3.134 1.799
wi 定数項（階層） 階層モデルの定数項 1.000 0.000
専門医 非専門医 = 0, 専門医 = 1 0.005 0.071
院外処方 院内処方 = 0, 院外処方 = 1 0.675 0.469
女性 男性 = 0, 女性 = 1 0.028 0.165
50代 年齢: 50代以外 = 0, 50代 = 1 0.410 0.492
60代 年齢: 60代以外 = 0, 60代 = 1 0.376 0.485








40代以下 50代 60代 70代以上
10.9% 41.0% 37.6% 10.5%
散を意味する．
a0 = 3, b0 = 3 × var({yi,t }) (4.20)
Fβ† = Fγ∗ = Fλ∗ = O (4.21)
Qβ† = Qγ∗ = Qλ∗ = 0.01I (4.22)
gβ† = 4k + 3, gγ∗ = gλ∗ = 5 (4.23)

















メータ (ψβ†, ψγ∗, ψλ∗ )については，目標分布が d 次元のとき，その分散の (2.38
√
d)2 倍に






提案モデルの評価のため，次にあげる 2 つのモデルと DIC（Deviance Information









レジーム 1 レジーム 2 レジーム 3 レジーム 4
医師 ×時点 72.3% 19.2% 7.1% 1.3%
医師別最頻レジーム (N = 1000) 789 175 31 5

































































































































































表 4.5 医師別パラメータの事後平均（平均値と 95%区間）
レジーム 1 レジーム 2 レジーム 3 レジーム 4
βi 定数項 11.371 10.627 9.391 3.301
(10.067 – 12.738) (8.733 – 12.318) (2.899 – 12.033) (-0.463 – 6.210)
ディテール回数 0.022 0.040 0.102 1.145
(-0.076 – 0.134) (-0.090 – 0.190) (-0.054 – 0.340) (-0.264 – 1.925)
価格 0.025 -0.177 -0.257 -1.002
(-0.262 – 0.259) (-0.991 – 0.664) (-0.855 – 0.476) (-3.479 – 0.849)
期初月 -0.087 -0.091 -0.131 0.194
(-0.176 – -0.008) (-0.227 – 0.038) (-0.514 – 0.188) (-0.785 – 1.215)
期末月 0.041 0.045 0.099 -0.549
(-0.100 – 0.139) (-0.143 – 0.210) (-0.228 – 0.400) (-1.944 – 2.932)
σ2i 1.883 5.480 7.566 21.198
































































表 4.6 階層パラメータ Θβ†,Θγ∗,Θλ∗ の事後平均
βi 定数項 専門医 院外 女性 50代 60代 70代
レジーム 処方 以上
1 定数項 11.217 0.198 0.207 -0.074 -0.065 -0.076 -0.149
ディテール回数 0.014 0.003 0.002 -0.000 0.005 -0.001 0.013
価格 -0.096 -0.571 0.162 -0.363 0.068 -0.018 0.039
期初月 -0.073 -0.156 0.006 0.079 -0.012 -0.038 -0.005
期末月 0.062 -0.146 -0.038 0.001 0.012 0.006 0.004
2 定数項 10.820 -0.333 0.012 -0.619 -0.484 -0.274 -0.927
ディテール回数 0.047 -0.691 0.010 -0.040 -0.015 -0.017 -0.005
価格 0.297 1.437 0.166 -0.493 -0.576 -0.856 -1.234
期初月 -0.106 -0.684 -0.014 0.046 0.057 0.001 -0.021
期末月 -0.036 0.657 0.095 0.259 0.037 0.026 -0.039
3 定数項 8.521 -2.095 -0.311 -0.735 -1.341 -0.749 0.405
ディテール回数 0.125 1.793 0.053 -0.078 0.050 -0.012 -0.049
価格 0.202 -4.653 0.170 0.208 -0.774 -0.726 -0.746
期初月 -0.359 1.368 -0.056 0.583 0.327 0.383 0.246
期末月 0.401 2.626 -0.099 -0.085 -0.211 -0.360 -0.350
4 定数項 1.524 -1.330 -0.141 -0.889 0.122 1.099 0.919
ディテール回数 1.527 1.349 0.009 2.325 -0.553 -0.379 -1.679
価格 -3.558 -2.661 1.827 2.428 1.553 2.080 0.347
期初月 0.380 2.961 0.829 -0.206 -1.048 -0.715 -0.220
期末月 -0.501 -2.036 0.250 2.664 -0.629 -0.561 1.752
γPi
∗ 1.245 -19.852 -0.437 -0.938 0.558 0.293 0.316
γCi
∗ 0.732 -18.350 -0.282 0.125 0.144 0.199 0.241
λPi
∗ 2.609 12.695 0.411 -1.122 0.833 0.594 0.578
λCi
∗ 5.474 10.565 1.106 0.276 -1.980 -2.096 -2.203
*太字は 95%最高事後密度 (HPD)区間が 0を含まないもの．
• クラスター A　ほぼレジーム 1が占める医師
• クラスター B　レジーム 1が大半だが，レジーム 2やレジーム 3も少しある医師
• クラスターC　レジーム 1とレジーム 2が多くを占め，レジーム 3も少しある医師
• クラスター D　レジーム 2 >レジーム 1 >レジーム 3の順で多い医師
• クラスター E　レジーム 1 >レジーム 3 >レジーム 2の順で多い医師















































































































































































N 447 178 144 113 77 41
レジーム 1占有率 0.979 0.802 0.502 0.180 0.584 0.119
レジーム 2占有率 0.013 0.113 0.433 0.757 0.106 0.257
レジーム 3占有率 0.004 0.055 0.059 0.060 0.279 0.568
レジーム 4占有率 0.004 0.030 0.006 0.004 0.031 0.056
βディテール回数i
(1)
0.026 0.028 0.002 -0.002 0.018 0.001
βディテール回数i
(2)
0.043 0.037 0.039 0.044 0.024 0.026
βディテール回数i
(3)
0.187 0.128 0.119 0.120 0.095 0.082
βディテール回数i
(4)
1.050 1.099 1.070 1.636 1.155 1.267
γPi 3.132 14.643 32.143 49.127 26.758 75.149
γCi 2.667 13.545 9.946 7.457 29.378 43.351
λPi 0.927 0.889 0.793 0.736 0.831 0.618
λPi 0.937 0.915 0.907 0.899 0.849 0.674
月平均売上 11.498 10.956 10.231 10.624 10.509 10.083
月平均ディテール回数 2.558 2.266 2.310 2.395 2.251 2.183
月平均訪問日数 3.325 2.966 3.049 3.191 2.794 2.560
専門医 0.011 0.000 0.000 0.000 0.000 0.000
院外処方 0.792 0.590 0.562 0.637 0.584 0.439
女性 0.031 0.022 0.035 0.027 0.000 0.049
50代 0.409 0.466 0.417 0.398 0.416 0.171
60代 0.383 0.326 0.361 0.389 0.390 0.512

































































(Wittink, 2002)，直近の統計においても，世界の製薬企業は 2015年の全販促費 692億ド
ル（7.7兆円）のうち，61.2%の 423億ドル（4.7兆円）をMRの営業活動に費やし，前
89


































































ルとして注目されている．Naik et al. (1998)と Bass et al. (2007)では，DLMとも呼ばれ
る線形ガウス型状態空間モデルが活用されている．いずれの研究も，指数減衰を仮定す
る Nerlove-Arrow 型 (Nerlove and Arrow, 1962) の広告ストック変数によって効果が残存
する構造を取り入れた上で，反応係数が時変となるモデルを提案している．モデルの推定
には，Naik et al. (1998)ではカルマンフィルタが，Bass et al. (2007)ではマルコフ連鎖モ
ンテカルロ法（MCMC）が採用されている．．なお，状態空間モデルや DLMに関しては
Kitagawa and Gersch (1996) やWest and Harrison (1997) に，その理論と応用事例が詳細
に記載されている．
モデルに非線形性や非ガウス型分布を許容する一般状態空間モデルによる研究事例も最
近では見られる．Bruce (2008)は，前述の Bass et al. (2007)を拡張し，広告の繰越率（市
場の忘却率）もまた時変であるというモデルを提案している．モデルの非線形性に対応
するため，一般状態空間モデルによって定式化され，粒子フィルタとMCMCによって推






取り上げたものが多く見られる．Albers et al. (2010) による，人的販売に関する 75 文献
のメタアナリシスでは，ディテールの弾力性の平均値は 0.245と報告されている．また，












トックと同様に，指数減衰する Nerlove-Arrow 型 Nerlove and Arrow (1962) のディテー
























t(= 1, . . . ,T)時点の目的変数 yt と説明変数 xt があったとき，分布ラグモデルの最も一
般な形は式 (5.1)のように表現される．
yt = α + β0xt + β1xt−1 + β2xt−2 + · · · + ϵt, (5.1)









何分布ラグモデルであり (Hanssens et al., 2001)，式 (5.2)に表現されるように，繰越率パ
ラメータ λが導入され，市場反応が時間を通して指数減衰しながら無限に残存する構造が
仮定される．
yt = α +
∞∑
i=0
λiβxt−i + ϵt, 0 < λ < 1 (5.2)
市場反応分析の文脈において通常，yt は t 期の売上や市場シェア，xt は長期効果が仮定

















Koyck (1954) によって提案された，式 (5.2) の変換式 (5.4) は，Koyck 変換あるいは
Koyckモデルと称され，Palda (1965)，Bass and Clarke (1972)，Clarke (1976)など初期の
広告効果研究以来，長期効果を前提とする市場反応モデルに幅広く利用されている形式で
ある．
yt = (1 − λ)α + βxt + λyt−1 + ϵt − λϵt−1 (5.4)
Koyckモデルは，変換によって生じる誤差項の系列相関を無視し，独立な正規分布を仮
定すれば，前期売上を説明変数に加えた線形回帰モデルとみなすことで最小二乗法により





クを潜在変数 zt と表した，式 (5.5)，式 (5.6)の漸化式による定式化である．
yt = α + βzt + ϵt (5.5)






て時変係数幾何分布ラグモデルを提案する．式 (5.7) ，式 (5.8)が 切片，反応係数，繰越
率のすべてを時変とした提案モデルである．
yt = αt + βt zt + ϵt (5.7)
zt = λt zt−1 + xt, 0 < λt < 1 (5.8)
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市場反応分析モデルの場合，αt は売上ベースラインのトレンド，βt はプロモーションに
よる時変反応係数，λt はプロモーションの時変繰越率を表す．zt は t 時点のプロモーショ
ン・ストックと定義され，展開すると式 (5.9)となる．
zt = xt + λt xt−1 + λtλt−1xt−2 + λtλt−1λt−2xt−3 + · · · (5.9)
また，βt が時変の当期効果と解釈される一方，式 (5.10)が時変の長期効果になる．静
的モデルの場合のように，閉じた形式では表現できない．













λt+j = 1 である．
次に，式 (5.7)，式 (5.8)による提案モデルを，一般状態空間モデルの枠組みで定式化す
る．前述のように，λt は理論上 (0, 1)区間上に存在するという区間制約を要求される．同
制約を満たすために，ロジット変換をした λ∗t = log(λt/(1 − λt ))を状態変数の一つとし，
θt = (αt, βt, λ∗t )′ を状態ベクトルと定義する．式 (5.11)，式 (5.12) が，提案モデルの一般
状態空間表現となる．
θt ∼ p(θt |θt−1,Φ) (5.11)
yt ∼ p(yt |θt, xt, zt−1, σ2) (5.12)
一般状態空間モデルにおいて，式 (5.11)は状態ベクトルの時間発展を記述するシステム
モデルを，式 (5.12)は当期の状態ベクトルで条件付けられるデータ生成メカニズムを記述










θt = θt−1 + vθt , v
θ
t ∼ MVN(0, Φ) (5.13)
他にも，式 (5.14)の 2階差分のトレンドモデルや，
θt = 2θt−1 − θt−2 + vθt , vθt ∼ MVN(0, Φ) (5.14)
式 (5.15)，式 (5.16) で表される，局所成長 (local growth) モデルあるいは局所線形 (local
linear)トレンドモデルと呼ばれるモデルが，システムモデルの候補となる．
θt = θt−1 + µt−1 + vθt , v
θ
t ∼ MVN(0, Φθ) (5.15)




t ∼ MVN(0, Φµ) (5.16)
各種のシステムモデルとその特性については，Kitagawa and Gersch (1996) や West and
Harrison (1997)が参考となる．
一方，式 (5.12)の観測モデルは，式 (5.7)，式 (5.8)で表現した市場反応モデルであり，
状態ベクトル θt の関数として，式 (5.17)のように表現できる．λt の変換による非線形性
が存在することが改めて確認できる．
yt = αt + βt
(
1























p(θt |{y1, . . . , ys})について 3つの異なる条件付き分布，すなわち，予測分布 (s < t)，フィ
ルタ分布 (s = t)，平滑化分布 (s > t) をそれぞれ評価する必要がある．1990 年代以降に
開発されたシミュレーションに基づくフィルタリング手法は，一般状態空間モデルに対す
る汎用性の高い解法を与えている．Gordon et al. (1993)と Kitagawa (1996)によって提案




る．粒子フィルタに代表される逐次モンテカルロ法全般については，Doucet et al. (2001)
に詳しい．
提案モデルにおける状態ベクトル θt の分布は，モデルのパラメータである Φ，σ2 と，
初期分布 θ0 が与えられれば，粒子フィルタにより推定できる．ここで，zt も同時に粒子
として分布表現が可能であり，初期分布 z0 を与えた後，λ∗t のフィルタ粒子を使って逐次
更新ができる．なお，zt の更新には，固定ラグの平滑化粒子を利用して z0 から毎時点で
再計算し直すことも可能である．図 5.1には，提案モデルの粒子フィルタによる推定アル
ゴリズムの具体的な手順を示し，詳細については付録 C.1に記す．通常の粒子フィルタと
の違いは，図 5.1のステップ 2-5.にある．提案モデルの式 (5.8)では，zt を構成するため







s 時点までのデータ {y0, . . . , ys} で条件付けされた t 時点の状態を表す分布を θt |s
と表し，M 個の粒子 {θ(m)
t |s }Mm=1 で近似する．
1. 初期分布 {α(m)0 |0 , β(m)0 |0 , λ∗(m)0 |0 }Mm=1 と {z(m)0 |0 }Mm=1 を生成する．
2. t = 1, . . . ,T について，以下のステップを実行する．












2-2. m = 1, . . . ,M について，
尤度 w(m)t = p(yt |α(m)t |t−1, β(m)t |t−1, λ∗(m)t |t−1, xt, zt−1 |t−1, σ2) を算出する．





t |t−1}Mm=1 を尤度 w(m)t の重みでリサンプ
リングし，t 期のフィルタ粒子 {α(m)
t |t , β
(m)
t |t , λ
∗(m)
t |t }Mm=1 を得る．
2-4. t − 1 期の平滑化粒子を尤度 w(m)t の重みでリサンプリン
















t−1 |t−1 + xt を計算し，
t + 1期の尤度計算で使用する {z(m)




い状況が生じる．そういった状況の最尤法では，Nelder-Mead法 (Nelder and Mead, 1965)
































記号 変数名 変数の詳細 平均 標準偏
差
yt 売上 固定薬価重み付け売上数量の対数 8.558 0.449


















状態ベクトル θt = (αt, βt, λ∗t )′の時間的な変化を表現するシステムモデルには，式 (5.18)
～式 (5.20)のように，各変数に独立のランダムウォークモデルを仮定した．なお，式中の
101



















図 5.2 売上 yt とディテール回数 xt の時系列プロット
N は正規分布を示す．また，観測モデル（式 (5.17)）の誤差項にも正規分布を仮定した．
αt = αt−1 + vαt , v
α
t ∼ N(0, τ2α) (5.18)











t ∼ N(0, τ2λ∗ ) (5.20)
5.3.3項に示した粒子フィルタのアルゴリズムにより，提案モデルを推定した．粒子数
は 100,000とし，同時にラグ数 L = 25の固定ラグ平滑化を行った．状態変数とディテー
ル・ストックの初期分布には，何回かの試行の結果をもとにチューニングをした上で最適












モデル名 観測モデル 最大対数尤度 AIC
非時変係数モデル
yt = α + βzt + ϵt
zt = λzt−1 + xt
-182.954 373.908
切片時変モデル
yt = αt + βzt + ϵt
zt = λzt−1 + xt
-50.646 109.291
切片・反応係数時変モデル
yt = αt + βt zt + ϵt
zt = λzt−1 + xt
-49.209 106.418
提案モデル（全時変モデル）
yt = αt + βt zt + ϵt













図 5.3には，切片 αt，反応係数 βt，繰越率 λt の平滑化推定量（事後平均）と，ディテー
ル・ストック zt の分布の推移をデータとともに示す．推定結果の中央の太い線が平均値，
その上下の実線が 70%区間，点線が 90%区間をそれぞれ表す．
図 5.3中段の左側に示したように，時変の切片 αt が売上データ yt の季節性を吸収して
いる．また，図 5.3中段の右側に示したように，反応係数 βt は 0に近い値から 0.7前後

























βt が時変当期効果と解釈される一方で，当期のディテール回数 xt が将来に渡って売上
に及ぼす影響の総量である t 期の時変長期効果は，5.3.2項で示した式 (5.10)により定義
される．ただし，前述のとおり閉じた形にはならないため，以下の式 (5.21)のように近似
計算をする．このとき，0 < λt < 1であるため，ある程度大きな k を与えれば式 (5.21)は
十分な精度で近似できる．とくに本実証での λt の推定結果は，前段で述べたとおり全期















































































70%区間，点線が 90%区間をそれぞれ表す．前述のとおり，時変当期効果は βt であるた




た．いま，t 期の売上を y∗t とし，式 (5.17) に示した観測モデルを xt で微分すると，式
(5.22)が導出される．よって，今回の定式化では βt xt がディテールの時変弾力性となる．
dy∗t /y∗t




リシスの結果，0.245 (Albers et al., 2010)，0.326 (Kremer et al., 2008)に近い推定結果と
105





































(5.7) での定式化から，モデルは t 期の売上を，ディテールに依存しないベースライン売
上 αt と，ディテールが寄与した売上 βt zt に振り分けていると捉えることができる．した
106



























































































































































































■ 2. 医師の異質性に関する追加的検証 本研究では，Manchanda and Chintagunta (2004)，
Manchanda et al. (2004)，Dong et al. (2009)で提案されたディテールの市場反応分析にお






















■ 3. ディテール効果の時間的異質性に関する検証 本研究ではディテール効果の時間的
異質性に着目し，ディテール・ストックの反応係数や繰越率の連続的な時間変化を評価す





■ 4. ディテールの質的異質性に関する検証 本研究では，ディテールの製品訴求と顧客
関係構築という 2 つの異なる質的側面を研究テーマ 2 で評価した．既存研究では，MR







■ 5. ディテール効果研究の国際化 本研究では，テーマ 1からテーマ 3まですべての実
証において日本市場の実データを使用した．表 2.1と表 2.2に示した通り，既存研究の多
くは米国の事例であり，日本市場におけるディテール効果の実証研究は本研究の関連以外






■ 1. 競合状況のモデル化 本研究では，市場における競合状況がモデル化されていない．


























■ 3. 内生性のモデル化 本研究では，MRのディテールが売上に影響を与える一方向の
因果関係のみを前提としたモデル化を行った．しかしながら，Manchanda et al. (2004)，
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1. (1-1)～(1-3) を i = 1, . . . ,m について繰り返し，顧客別パラメータをサンプリング












































i + ξ, ξ ∼ N(0, ψ2) (A.2)
（本解析では，候補採択率が Gelman et al. (2004) などで推奨されている







































ただし，|J | は変数変換に伴うヤコビアンであり，Jλ∗i→λi  =  dλ∗idλi  =  d log(λi/(1−λi ))dλi  = 1λi (1−λi ) (A.4)





















































ただし， e¯i = (yi − uiβi)′(yi − uiβi) (A.8)
2. vec(Θβ)を以下の多変量正規分布からサンプリングする．
vec(Θβ)|Ωβ, {βi}mi=1, {wi}mi=1 ∼ MVN
(
vec(Θ¯β),Ωβ ⊗ (W ′W + Qβ)−1
)
(A.9)





















Ωβ |Θβ, {βi}mi=1, {wi}mi=1 ∼ IW(gβ + m, Hβ + H¯β) (A.12)
ただし， H¯β = (B −WΘβ)′(B −WΘβ) (A.13)
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4. θλ∗ を以下の多変量正規分布からサンプリングする．








































2 # MCMC for hierarchical Bayes regression with stock variable (hbrsto)
3 # ------------------------------------------------------------------------------
4 mcmc.hbrsto <- function (y, U, W, z.0, x.0, x.idx,
5 n.iter, prior.param, init.value, psi) {
6
7 # Variable transformation
8 logit <- function (x) { log(x / (1 - x)) }
9 invlogit <- function (x) { exp(x) / (1 + exp(x)) }
10 Jacob <- function (x) { 1 / (x * (1 - x)) }
11
12 # Indices
13 m <- length(y)
14 k <- ncol(U[[1]]) + 1
15 l <- ncol(W)
16
17 # Store list
18 mcmc.out <- list()
19 mcmc.out$n.iter <- n.iter
20 mcmc.out$psi <- psi
21 mcmc.out$index <- t(matrix(c(length(unlist(y)), m, k, l),
22 dimnames = list(c("N", "m", "k", "l"), NULL)))
23 mcmc.out$U.varnames <- colnames(U[[1]])
24 mcmc.out$W.varnames <- colnames(W)
25
26 # Hyperparameters for priors
27 mcmc.out$prior.param$a.0 <- a.0 <- prior.param$a.0
28 mcmc.out$prior.param$b.0 <- b.0 <- prior.param$b.0
29 mcmc.out$prior.param$F.bet <- F.bet <- prior.param$F.bet
30 mcmc.out$prior.param$Q.bet <- Q.bet <- prior.param$Q.bet
31 mcmc.out$prior.param$g.bet <- g.bet <- prior.param$g.bet
32 mcmc.out$prior.param$H.bet <- H.bet <- prior.param$H.bet
33 mcmc.out$prior.param$f.lamA <- f.lamA <- prior.param$f.lamA
34 mcmc.out$prior.param$Q.lamA <- Q.lamA <- prior.param$Q.lamA
35 mcmc.out$prior.param$a.lamA <- a.lamA <- prior.param$a.lamA
36 mcmc.out$prior.param$b.lamA <- b.lamA <- prior.param$b.lamA
37
38 # Initial values
39 mcmc.out$init.value$Bet <- Bet <- init.value$Bet
40 mcmc.out$init.value$sig2 <- sig2 <- init.value$sig2
41 mcmc.out$init.value$The.bet <- The.bet <- init.value$The.bet
42 mcmc.out$init.value$Ome.bet <- Ome.bet <- init.value$Ome.bet
43 mcmc.out$init.value$lam <- lam <- init.value$lam
44 mcmc.out$init.value$the.lamA <- the.lamA <- init.value$the.lamA
45 mcmc.out$init.value$ome2.lamA <- ome2.lamA <- init.value$ome2.lamA
46
47 # Drawn values
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48 mcmc.out$Bet.draw <- array(NA, c(n.iter, m, k))
49 mcmc.out$sig2.draw <- array(NA, c(n.iter, m))
50 mcmc.out$The.bet.draw <- array(NA, c(n.iter, l, k))
51 mcmc.out$Ome.bet.draw <- array(NA, c(n.iter, k, k))
52 mcmc.out$lam.draw <- array(NA, c(n.iter, m))
53 mcmc.out$the.lamA.draw <- array(NA, c(n.iter, l))
54 mcmc.out$ome2.lamA.draw <- array(NA, n.iter)
55 mcmc.out$log.likelihood <- array(NA, n.iter)
56 mcmc.out$deviance <- array(NA, n.iter)
57 mcmc.out$lamA.MH <- array(NA, c(n.iter, m, 4))
58
59 # Set initial U & z
60 for (i in 1:m) {
61 n.i <- length(y[[i]])
62 z.vec <- NULL
63 z <- z.0[i]
64 x <- x.0[i]
65 for (t in 1:n.i) {
66 z <- lam[i] * z + (1 - lam[i]) * x
67 z.vec <- c(z.vec, z)
68 x <- U[[i]][t, x.idx]
69 }
70 U[[i]] <- cbind(U[[i]], z.vec)
71 }
72
73 # Time stamp
74 start.time <- proc.time()[3]
75
76 # -- MCMC loop -------------------------------------------------------------
77 for (r in 1:n.iter) {
78
79 lamA <- rep(NA, m)
80 loglik <- rep(NA, m)
81 Ome.bet.inv <- chol2inv(chol(Ome.bet))
82
83 # -- Individual loop ---------------------------------------------------
84 for (i in 1:m) {
85 n.i <- length(y[[i]])
86
87 # Draw[1]: lam
88 ### Draw candidate
89 lamA[i] <- logit(lam[i])
90 lamA.c <- lamA[i] + rnorm(1, 0, psi)
91 lam.c <- invlogit(lamA.c)
92
93 ### Compute U.c
94 U.c <- U[[i]]
95 z.vec <- NULL
96 z <- z.0[i]
97 x <- x.0[i]
98 for (t in 1:n.i) {
99 z <- lam.c * z + (1 - lam.c) * x
100 z.vec <- c(z.vec, z)
101 x <- U.c[t, x.idx]
102 }
103 U.c[, k] <- z.vec
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104
105 ### Compare log-likelihood
106 logpost.c <- sum(dnorm(y[[i]], U.c %*% Bet[i, ],
107 sqrt(sig2[i]), log = TRUE)) +
108 dnorm(lamA.c, W[i, ] %*% the.lamA, sqrt(ome2.lamA), log = TRUE) +
109 log(Jacob(lam.c))
110 logpost.o <- sum(dnorm(y[[i]], U[[i]] %*% Bet[i, ],
111 sqrt(sig2[i]), log = TRUE)) +
112 dnorm(lamA[i], W[i, ] %*% the.lamA, sqrt(ome2.lamA), log = TRUE) +
113 log(Jacob(lam[i]))
114 alpha <- min(exp(logpost.c - logpost.o), 1)
115
116 ### Accept/Reject
117 if (alpha > runif(1)) {
118 lam[i] <- lam.c
119 lamA[i] <- lamA.c
120 U[[i]] <- U.c
121 accept <- 1
122 }
123 else {
124 accept <- 0
125 }
126 mcmc.out$lamA.MH[r, i, ] <- c(logpost.o, logpost.c, alpha, accept)
127
128 # Draw[2]: bet
129 S.bet.i <- chol2inv(chol(crossprod(U[[i]]) / sig2[i] + Ome.bet.inv))
130 bet.bar.i <- S.bet.i %*% (crossprod(U[[i]], y[[i]]) / sig2[i] +
131 Ome.bet.inv %*% bet.bar.i[i, ])
132 Bet[i, ] <- rmvnorm(bet.bar.i, S.bet.i)
133
134 # Draw[3]: sig2
135 e.bar.i <- crossprod(y[[i]] - U[[i]] %*% Bet[i, ])
136 sig2[i] <- rinvgamma(1, (a.0 + n.i) / 2, (b.0[i] + e.bar.i) / 2)
137
138 # Compute log-likelihood
139 loglik[i] <- sum(dnorm(y[[i]], U[[i]] %*% Bet[i, ],




144 # Draw[4]: The.bet
145 S.The.bet <- chol2inv(chol(crossprod(W) + Q.bet))
146 The.bet.bar <- S.The.bet %*% (crossprod(W, Bet) + Q.bet %*% F.bet)
147 S.The.bet <- Ome.bet %x% S.The.bet
148 The.bet <- array(rmvnorm(as.vector(The.bet.bar), S.The.bet), c(l, k))
149
150 # Draw[5]: Ome.bet
151 H.bet.bar <- crossprod(Bet - W %*% The.bet)
152 Ome.bet <- rinvwish(g.bet + m, H.bet + H.bet.bar)
153 Ome.bet.inv <- chol2inv(chol(Ome.bet))
154
155 # Draw[6]: the.lamA
156 Q.lamA.inv <- chol2inv(chol(Q.lamA))
157 S.the.lamA <- chol2inv(chol(crossprod(W) / as.numeric(ome2.lamA) +
158 Q.lamA.inv))
159 the.lamA.bar <- S.the.lamA %*% (crossprod(W, lamA) / as.numeric(ome2.lamA)
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+
160 Q.lamA.inv %*% f.lamA)
161 the.lamA <- rmvnorm(the.lamA.bar, S.the.lamA)
162
163 # Draw[7]: ome2.lamA
164 s.bar <- crossprod(lamA - W %*% the.lamA)
165 ome2.lamA <- rinvgamma(1, (a.lamA + m) / 2, (b.lamA + s.bar) / 2)
166
167 # Store draws
168 mcmc.out$Bet.draw[r, , ] <- Bet
169 mcmc.out$sig2.draw[r, ] <- sig2
170 mcmc.out$The.bet.draw[r, ] <- as.vector(The.bet)
171 mcmc.out$Ome.bet.draw[r, ] <- as.vector(Ome.bet)
172 mcmc.out$lam.draw[r, ] <- lam
173 mcmc.out$the.lamA.draw[r, ] <- the.lamA
174 mcmc.out$ome2.lamA.draw[r, ] <- ome2.lamA
175 mcmc.out$log.likelihood[r, ] <- sum(loglik)
176 mcmc.out$deviance[r, ] <- -2 * sum(loglik)
177
178 # Time counter
179 if (r %% 100 == 0) {
180 current.time <- proc.time()[3]
181 elapsed.time <- round(current.time - start.time)
182 remaining.time <- round(elapsed.time * ((n.iter - r) / r))
183 cat("Iteration:␣", r, ",␣Elapsed:␣", elapsed.time, "␣sec",
184 ",␣Est.Remain:␣", remaining.time, "␣sec␣\n", sep = "")











1. (1-1)～(1-4) を i = 1, . . . ,m について繰り返し，医師別パラメータをサンプリング
する．
(1-1) β†i をM-H法にて以下の完全条件付き事後分布からサンプリングする．




i , wi) (B.1)









































































i , wi) (B.7)





































• M-H 法の詳細は (1-a) と同様．ただし，尤度の計算時に R(j)i を再構成
する．
(1-3) λ∗i をM-H法にて以下の完全条件付き事後分布からサンプリングする．




i , wi) (B.11)













































(j) |yi, ui, β(j)i , γ∗i , λ∗i ∼ IG
(












(yi,t − ui,tβ(j)i )2, j = 1, . . . , 4 (B.16)
なお， |R(j)i | は，R(j)i の要素数を表す．
2. vec(Θβ† )を以下の多変量正規分布からサンプリングする．
vec(Θβ† )|Ωβ†, {β†i }mi=1, {wi}mi=1 ∼ MVN(vec(Θ¯β† ), Ωβ† ⊗ (W ′W + Qβ† )−1)
(B.17)
ただし， Θ¯β† = (W ′W + Qβ† )−1(W
′





















Ωβ† |Θβ†, {β†i }mi=1, {wi}mi=1 ∼ IW(gβ† + m, Hβ† + H¯β† ) (B.20)
ただし， H¯β† = (B† −WΘβ† )
′(B† −WΘβ† ) (B.21)
4. vec(Θγ∗ )を以下の多変量正規分布からサンプリングする．
vec(Θγ∗ )|Ωγ∗, {γ∗i }mi=1, {wi}mi=1 ∼ MVN(vec(Θ¯γ∗ ), Ωγ∗ ⊗ (W ′W + Qγ∗ )−1) (B.22)








Ωγ∗ |Θγ∗, {γ∗i }mi=1, {wi}mi=1 ∼ IW(gγ∗ + m, Hγ∗ + H¯γ∗ ) (B.25)
ただし， H¯γ∗ = (Γ∗ −WΘγ∗ )′(Γ∗ −WΘγ∗ ) (B.26)
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6. vec(Θλ∗ )を以下の多変量正規分布からサンプリングする．
vec(Θλ∗ )|Ωλ∗, {λ∗i }mi=1, {wi}mi=1 ∼ MVN(vec(Θ¯λ∗ ), Ωλ∗ ⊗ (W ′W + Qλ∗ )−1)
(B.27)








Ωλ∗ |Θλ∗, {λ∗i }mi=1, {wi}mi=1 ∼ IW(gλ∗ + m, Hλ∗ + H¯λ∗ ) (B.30)
ただし， H¯λ∗ = (Λ∗ −WΘλ∗ )′(Λ∗ −WΘλ∗ ) (B.31)
B.2 推定結果に関するその他の図
































































































































図 B.3 レジーム 1における βディテール回数
i





提案モデルの推定に用いた Fortran プログラムを以下に示す．サブルーチンとして R
から呼び出し実行した．本プログラムは，擬似乱数の生成にはメルセンヌ・ツイスタ
(Matsumoto and Nishimura, 1998)の Fortran実装である mt19937.f90*1を，また，コレス
キー分解など行列の分解には LAPACKライブラリ*2を利用している．
1 ! ------------------------------------------------------------------------------
2 ! MCMC for hierachical Bayes 2-dimensional threshold regression model (hb2dtrm)
3 !
4 ! Depends: BLAS/LAPACK, mt19937.f90
5 ! ------------------------------------------------------------------------------
6 subroutine mcmc_hb2dtrm(seed, np, m, n, k, k4, l, psi_betD, psi_gamA, psi_lamA, &
7 y, x, vis, w, det_0, vis_0, z_0, a0, b0, F_betD, F_gamA, F_lamA, &
8 Q_betD, Q_gamA, Q_lamA, g_betD, g_gamA, g_lamA, H_betD, H_gamA, H_lamA, &
9 betD_0, gamA_0, lamA_0, sig2D_0, the_betD_0, the_gamA_0, the_lamA_0, &
10 ome_betD_0, ome_gamA_0, ome_lamA_0, &
11 o_betD, o_gamA, o_lamA, o_sig2D, o_the_betD, o_the_gamA, o_the_lamA, &
12 o_ome_betD, o_ome_gamA, o_ome_lamA, o_loglik, o_accept, errcum)
13 implicit none
14 integer, intent(in) :: seed, np, m, n, k, k4, l
15 double precision, intent(in) :: psi_betD(m, k4), psi_gamA(m, 2), psi_lamA(m, 2)
16 double precision, intent(in) :: y(m, n), x(m, n, k), vis(m, n), w(m, l)
17 double precision, intent(in) :: det_0(m), vis_0(m), z_0(m, 2)
18 double precision, intent(in) :: a0, b0
19 double precision, intent(in) :: F_betD(l, k4), F_gamA(l, 2), F_lamA(l, 2)
20 double precision, intent(in) :: Q_betD(l, l), Q_gamA(l, l), Q_lamA(l, l)
21 double precision, intent(in) :: g_betD, g_gamA, g_lamA
22 double precision, intent(in) :: H_betD(k4, k4), H_gamA(2, 2), H_lamA(2, 2)
23 double precision, intent(in) :: betD_0(m, k4), gamA_0(m, 2), lamA_0(m, 2)
24 double precision, intent(in) :: sig2D_0(m, 4)
25 double precision, intent(in) :: the_betD_0(l, k4), the_gamA_0(l, 2)
26 double precision, intent(in) :: the_lamA_0(l, 2), ome_betD_0(k4, k4)
27 double precision, intent(in) :: ome_gamA_0(2, 2), ome_lamA_0(2, 2)
28 integer, intent(out) :: errcum
29 double precision, intent(out) :: o_betD(np, m, k4), o_gamA(np, m, 2)
30 double precision, intent(out) :: o_lamA(np, m, 2), o_sig2D(np, m, 4)
31 double precision, intent(out) :: o_the_betD(np, l, k4), o_the_gamA(np, l, 2)
32 double precision, intent(out) :: o_the_lamA(np, l, 2), o_ome_betD(np, k4, k4)
33 double precision, intent(out) :: o_ome_gamA(np, 2, 2), o_ome_lamA(np, 2, 2)
34 double precision, intent(out) :: o_loglik(np), o_accept(np, m, 3)
35 integer :: r, i, t, err, j, n_i_j
36 integer :: s_i(n), s_i_o(n), s_i_c(n)




38 double precision :: uu(np * m * 3), u(np, m, 3)
39 double precision :: m_xi_betD(k4), m_xi_gamA(2), m_xi_lamA(2)
40 double precision :: S_xi_betD(k4, k4), S_xi_gamA(2, 2), S_xi_lamA(2, 2)
41 double precision :: xi_betD(np, m, k4), xi_gamA(np, m, 2), xi_lamA(np, m, 2)
42 double precision :: betD(m, k4), gamA(m, 2), lamA(m, 2)
43 double precision :: sig2D(m, 4)
44 double precision :: the_betD(l, k4), the_gamA(l, 2)
45 double precision :: the_lamA(l, 2), ome_betD(k4, k4)
46 double precision :: ome_gamA(2, 2), ome_lamA(2, 2)
47 double precision :: the_betD_t1(l, l), the_betD_t2(l, k4)
48 double precision :: the_betD_t3(l * k4, l * k4), the_betD_t4(l * k4)
49 double precision :: ome_betD_t1(m, k4), ome_betD_t2(k4, k4)
50 double precision :: the_gamA_t1(l, l), the_gamA_t2(l, 2)
51 double precision :: the_gamA_t3(l * 2, l * 2), the_gamA_t4(l * 2)
52 double precision :: ome_gamA_t1(m, 2), ome_gamA_t2(2, 2)
53 double precision :: the_lamA_t1(l, l), the_lamA_t2(l, 2)
54 double precision :: the_lamA_t3(l * 2, l * 2), the_lamA_t4(l * 2)
55 double precision :: ome_lamA_t1(m, 2), ome_lamA_t2(2, 2)
56 double precision :: y_i(n), x_i(n, k), dv_i(0:n, 2), w_i(l, 1)
57 double precision :: betD_i_o(k4), betD_i_c(k4), betD_i_mu(k4, 1)
58 double precision :: bet_i_0(k, 4), bet_i_o0(k, 4), bet_i_c0(k, 4)
59 double precision :: bet_i(k, n), bet_i_o(k, n), bet_i_c(k, n)
60 double precision :: sig2_i(n), sig2_i_o(n), sig2_i_c(n)
61 double precision :: gamA_i_o(2), gamA_i_c(2), gamA_i_mu(2, 1)
62 double precision :: gam_i(2), gam_i_o(2), gam_i_c(2)
63 double precision :: lamA_i_o(2), lamA_i_c(2), lamA_i_mu(2, 1)
64 double precision :: lam_i(2), lam_i_o(2), lam_i_c(2)
65 double precision :: z_i(0:n, 2), z_i_o(0:n, 2), z_i_c(0:n, 2)
66 double precision :: rss_i(n), rss_i_j
67 double precision :: logpost_o, logpost_c, ld, alpha
68 double precision :: loglik, accept(m, 3)
69 double precision :: logit, ilogit
70
71 ! RNG seed




76 ! Data preparation
77 det = x(:, :, 2)
78 w_t = transpose(w)
79
80 ! Random numbers for M-H
81 m_xi_betD = 0.0d0
82 m_xi_gamA = 0.0d0
83 m_xi_lamA = 0.0d0
84 do i = 1, m
85 S_xi_betD = 0.0d0
86 S_xi_gamA = 0.0d0
87 S_xi_lamA = 0.0d0
88 do j = 1, k4
89 S_xi_betD(j, j) = psi_betD(i, j)
90 enddo
91 do j = 1, 2
92 S_xi_gamA(j, j) = psi_gamA(i, j)
93 S_xi_lamA(j, j) = psi_lamA(i, j)
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94 enddo
95 do r = 1, np
96 call rmnorm(1, m_xi_betD, S_xi_betD, k4, xi_betD(r, i, :), err)
97 errcum = errcum + err
98 call rmnorm(1, m_xi_gamA, S_xi_gamA, 2, xi_gamA(r, i, :), err)
99 errcum = errcum + err
100 call rmnorm(1, m_xi_lamA, S_xi_lamA, 2, xi_lamA(r, i, :), err)




105 call runif(np * m * 3, 0.0d0, 1.0d0, uu)
106 u = reshape(uu, (/ np, m, 3 /))
107
108 ! Initialize
109 betD = betD_0
110 gamA = gamA_0
111 lamA = lamA_0
112 sig2D = sig2D_0
113 the_betD = the_betD_0
114 ome_betD = ome_betD_0
115 the_gamA = the_gamA_0
116 ome_gamA = ome_gamA_0
117 the_lamA = the_lamA_0
118 ome_lamA = ome_lamA_0
119
120 ! -- MCMC loop ---------------------------------------------------------------
121 do r = 1, np
122
123 loglik = 0.0d0
124
125 ! Draw 1: the_betD(l, k4)
126 call matinv(matmul(w_t, w) + Q_betD, l, the_betD_t1, err) !(l, l)
127 errcum = errcum + err
128 the_betD_t2 = matmul(the_betD_t1, &
129 matmul(w_t, betD) + matmul(Q_betD, F_betD)) !(l, k4)
130 call matkron(ome_betD, the_betD_t1, k4, k4, l, l, &
131 the_betD_t3) !(l * k4, l * k4)
132 call rmnorm(1, reshape(the_betD_t2, (/ l * k4 /)), the_betD_t3, l * k4, &
133 the_betD_t4, err) !(l * k4)
134 errcum = errcum + err
135 the_betD = reshape(the_betD_t4, (/ l, k4 /))
136
137 ! Draw 2: ome_betD(k4, k4)
138 ome_betD_t1 = betD - matmul(w, the_betD) !(m, k4)
139 ome_betD_t2 = matmul(transpose(ome_betD_t1), ome_betD_t1) !(k4, k4)
140 call riwish(g_betD + m, H_betD + ome_betD_t2, k4, ome_betD, err)
141 errcum = errcum + err
142
143 ! Draw 3: the_gamA(l, 2)
144 call matinv(matmul(w_t, w) + Q_gamA, l, the_gamA_t1, err) !(l, l)
145 errcum = errcum + err
146 the_gamA_t2 = matmul(the_gamA_t1, &
147 matmul(w_t, gamA) + matmul(Q_gamA, F_gamA)) !(l, 2)
148 call matkron(ome_gamA, the_gamA_t1, 2, 2, l, l, &
149 the_gamA_t3) !(l * 2, l * 2)
141
150 call rmnorm(1, reshape(the_gamA_t2, (/ l * 2 /)), the_gamA_t3, l * 2, &
151 the_gamA_t4, err) !(l * 2)
152 errcum = errcum + err
153 the_gamA = reshape(the_gamA_t4, (/ l, 2 /))
154
155 ! Draw 4: ome_gamA(2, 2)
156 ome_gamA_t1 = gamA - matmul(w, the_gamA) !(m, 2)
157 ome_gamA_t2 = matmul(transpose(ome_gamA_t1), ome_gamA_t1) !(2, 2)
158 call riwish(g_gamA + m, H_gamA + ome_gamA_t2, 2, ome_gamA, err)
159 errcum = errcum + err
160
161 ! Draw 5: the_lamA(l, 2)
162 call matinv(matmul(w_t, w) + Q_lamA, l, the_lamA_t1, err) !(l, l)
163 errcum = errcum + err
164 the_lamA_t2 = matmul(the_lamA_t1, &
165 matmul(w_t, lamA) + matmul(Q_lamA, F_lamA)) !(l, 2)
166 call matkron(ome_lamA, the_lamA_t1, 2, 2, l, l, &
167 the_lamA_t3) !(l * 2, l * 2)
168 call rmnorm(1, reshape(the_lamA_t2, (/ l * 2 /)), the_lamA_t3, l * 2, &
169 the_lamA_t4, err) !(l * 2)
170 errcum = errcum + err
171 the_lamA = reshape(the_lamA_t4, (/ l, 2 /))
172
173 ! Draw 6: ome_lamA(2, 2)
174 ome_lamA_t1 = lamA - matmul(w, the_lamA) !(m, 2)
175 ome_lamA_t2 = matmul(transpose(ome_lamA_t1), ome_lamA_t1) !(2, 2)
176 call riwish(g_lamA + m, H_lamA + ome_lamA_t2, 2, ome_lamA, err)
177 errcum = errcum + err
178
179 ! -- Individual loop ------------------------------------------------------
180 do i = 1, m
181
182 y_i = y(i, :)
183 x_i = x(i, :, :)
184 z_i(0, :) = z_0(i, :)
185 dv_i(0, 1) = det_0(i)
186 dv_i(1:n, 1) = det(i, :)
187 dv_i(0, 2) = vis_0(i)
188 dv_i(1:n, 2) = vis(i, :)
189 w_i = reshape(w(i, :), (/ l, 1 /))
190
191 ! Draw 7-1: betD_i(k4)
192 gam_i = (/ exp(gamA(i, 1)), exp(gamA(i, 2)) /)
193 lam_i = (/ ilogit(lamA(i, 1)), ilogit(lamA(i, 2)) /)
194
195 do t = 1, n
196 z_i(t, :) = lam_i * (z_i(t - 1, :) + dv_i(t - 1, :))
197 if (z_i(t, 1) >= gam_i(1) .and. z_i(t, 2) >= gam_i(2)) then
198 s_i(t) = 1
199 else if (z_i(t, 2) >= gam_i(2)) then
200 s_i(t) = 2
201 else if (z_i(t, 1) < gam_i(1)) then
202 s_i(t) = 3
203 else





208 betD_i_o = betD(i, :)
209 betD_i_c = betD_i_o + xi_betD(r, i, :)
210 bet_i_o0 = reshape(betD_i_o, (/ k, 4 /))
211 bet_i_c0 = reshape(betD_i_c, (/ k, 4 /))
212 bet_i_o = bet_i_o0(:, s_i)
213 bet_i_c = bet_i_c0(:, s_i)
214 sig2_i = sig2D(i, s_i)
215 betD_i_mu = matmul(transpose(the_betD), w_i)
216
217 call dmnorml(betD_i_o, betD_i_mu(:, 1), ome_betD, k4, logpost_o, err)
218 errcum = errcum + err
219 do t = 1, n
220 call dnorml(y_i(t), sum(bet_i_o(:, t) * x_i(t, :)), sig2_i(t), ld)
221 logpost_o = logpost_o + ld
222 enddo
223
224 call dmnorml(betD_i_c, betD_i_mu(:, 1), ome_betD, k4, logpost_c, err)
225 errcum = errcum + err
226 do t = 1, n
227 call dnorml(y_i(t), sum(bet_i_c(:, t) * x_i(t, :)), sig2_i(t), ld)
228 logpost_c = logpost_c + ld
229 enddo
230
231 alpha = min(exp(logpost_c - logpost_o), 1.0d0)
232 if (alpha > u(r, i, 1)) then
233 betD(i, :) = betD_i_c
234 accept(i, 1) = 1
235 else
236 accept(i, 1) = 0
237 endif
238
239 ! Draw 7-2: gamA_i(2)
240 gamA_i_o = gamA(i, :)
241 gamA_i_c = gamA_i_o + xi_gamA(r, i, :)
242 gam_i_o = (/ exp(gamA_i_o(1)), exp(gamA_i_o(2)) /)
243 gam_i_c = (/ exp(gamA_i_c(1)), exp(gamA_i_c(2)) /)
244
245 do t = 1, n
246 if (z_i(t, 1) >= gam_i_o(1) .and. z_i(t, 2) >= gam_i_o(2)) then
247 s_i_o(t) = 1
248 else if (z_i(t, 2) >= gam_i_o(2)) then
249 s_i_o(t) = 2
250 else if (z_i(t, 1) < gam_i_o(1)) then
251 s_i_o(t) = 3
252 else
253 s_i_o(t) = 4
254 endif
255 if (z_i(t, 1) >= gam_i_c(1) .and. z_i(t, 2) >= gam_i_c(2)) then
256 s_i_c(t) = 1
257 else if (z_i(t, 2) >= gam_i_c(2)) then
258 s_i_c(t) = 2
259 else if (z_i(t, 1) < gam_i_c(1)) then
260 s_i_c(t) = 3
261 else
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266 bet_i_0 = reshape(betD(i, :), (/ k, 4 /))
267 bet_i_o = bet_i_0(:, s_i_o)
268 bet_i_c = bet_i_0(:, s_i_c)
269 sig2_i_o = sig2D(i, s_i_o)
270 sig2_i_c = sig2D(i, s_i_c)
271 gamA_i_mu = matmul(transpose(the_gamA), w_i)
272
273 call dmnorml(gamA_i_o, gamA_i_mu(:, 1), ome_gamA, 2, logpost_o, err)
274 errcum = errcum + err
275 do t = 1, n
276 call dnorml(y_i(t), sum(bet_i_o(:, t) * x_i(t, :)), sig2_i_o(t), ld)
277 logpost_o = logpost_o + ld
278 enddo
279
280 call dmnorml(gamA_i_c, gamA_i_mu(:, 1), ome_gamA, 2, logpost_c, err)
281 errcum = errcum + err
282 do t = 1, n
283 call dnorml(y_i(t), sum(bet_i_c(:, t) * x_i(t, :)), sig2_i_c(t), ld)
284 logpost_c = logpost_c + ld
285 enddo
286
287 alpha = min(exp(logpost_c - logpost_o), 1.0d0)
288 if (alpha > u(r, i, 2)) then
289 gamA(i, :) = gamA_i_c
290 accept(i, 2) = 1
291 else
292 accept(i, 2) = 0
293 endif
294
295 ! Draw 7-3: lamA_i(2)
296 gam_i = (/ exp(gamA(i, 1)), exp(gamA(i, 2)) /)
297 lamA_i_o = lamA(i, :)
298 lamA_i_c = lamA_i_o + xi_lamA(r, i, :)
299 lam_i_o = (/ ilogit(lamA_i_o(1)), ilogit(lamA_i_o(2)) /)
300 lam_i_c = (/ ilogit(lamA_i_c(1)), ilogit(lamA_i_c(2)) /)
301 z_i_o(0, :) = z_0(i, :)
302 z_i_c(0, :) = z_0(i, :)
303
304 do t = 1, n
305 z_i_o(t, :) = lam_i_o * (z_i_o(t - 1, :) + dv_i(t - 1, :))
306 if (z_i_o(t, 1) >= gam_i(1) .and. z_i_o(t, 2) >= gam_i(2)) then
307 s_i_o(t) = 1
308 else if (z_i_o(t, 2) >= gam_i(2)) then
309 s_i_o(t) = 2
310 else if (z_i_o(t, 1) < gam_i(1)) then
311 s_i_o(t) = 3
312 else
313 s_i_o(t) = 4
314 endif
315 z_i_c(t, :) = lam_i_c * (z_i_c(t - 1, :) + dv_i(t - 1, :))
316 if (z_i_c(t, 1) >= gam_i(1) .and. z_i_c(t, 2) >= gam_i(2)) then
317 s_i_c(t) = 1
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318 else if (z_i_c(t, 2) >= gam_i(2)) then
319 s_i_c(t) = 2
320 else if (z_i_c(t, 1) < gam_i(1)) then
321 s_i_c(t) = 3
322 else




327 bet_i_0 = reshape(betD(i, :), (/ k, 4 /))
328 bet_i_o = bet_i_0(:, s_i_o)
329 bet_i_c = bet_i_0(:, s_i_c)
330 sig2_i_o = sig2D(i, s_i_o)
331 sig2_i_c = sig2D(i, s_i_c)
332 lamA_i_mu = matmul(transpose(the_lamA), w_i)
333
334 call dmnorml(lamA_i_o, lamA_i_mu(:, 1), ome_lamA, 2, logpost_o, err)
335 errcum = errcum + err
336 do t = 1, n
337 call dnorml(y_i(t), sum(bet_i_o(:, t) * x_i(t, :)), sig2_i_o(t), ld)
338 logpost_o = logpost_o + ld
339 enddo
340
341 call dmnorml(lamA_i_c, lamA_i_mu(:, 1), ome_lamA, 2, logpost_c, err)
342 errcum = errcum + err
343 do t = 1, n
344 call dnorml(y_i(t), sum(bet_i_c(:, t) * x_i(t, :)), sig2_i_c(t), ld)
345 logpost_c = logpost_c + ld
346 enddo
347
348 alpha = min(exp(logpost_c - logpost_o), 1.0d0)
349 if (alpha > u(r, i, 3)) then
350 lamA(i, :) = lamA_i_c
351 accept(i, 3) = 1
352 else
353 accept(i, 3) = 0
354 endif
355
356 ! Draw 7-4: sig2D_i(4)
357 lam_i = (/ ilogit(lamA(i, 1)), ilogit(lamA(i, 2)) /)
358
359 do t = 1, n
360 z_i(t, :) = lam_i * (z_i(t - 1, :) + dv_i(t - 1, :))
361 if (z_i(t, 1) >= gam_i(1) .and. z_i(t, 2) >= gam_i(2)) then
362 s_i(t) = 1
363 else if (z_i(t, 2) >= gam_i(2)) then
364 s_i(t) = 2
365 else if (z_i(t, 1) < gam_i(1)) then
366 s_i(t) = 3
367 else




372 bet_i_0 = reshape(betD(i, :), (/ k, 4 /))
373 bet_i = bet_i_0(:, s_i)
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374
375 do t = 1, n
376 rss_i(t) = (y_i(t) - sum(bet_i(:, t) * x_i(t, :)))**2
377 enddo
378 do j = 1, 4
379 n_i_j = 0
380 rss_i_j = 0.0d0
381 do t = 1, n
382 if (s_i(t) == j) then
383 n_i_j = n_i_j + 1
384 rss_i_j = rss_i_j + rss_i(t)
385 endif
386 enddo




391 sig2_i = sig2D(i, s_i)
392
393 ! Log-likelihood
394 do t = 1, n
395 call dnorml(y_i(t), sum(bet_i(:, t) * x_i(t, :)), sig2_i(t), ld)






402 ! Store draws
403 o_betD(r, :, :) = betD
404 o_gamA(r, :, :) = gamA
405 o_lamA(r, :, :) = lamA
406 o_sig2D(r, :, :) = sig2D
407 o_the_betD(r, :, :) = the_betD
408 o_the_gamA(r, :, :) = the_gamA
409 o_the_lamA(r, :, :) = the_lamA
410 o_ome_betD(r, :, :) = ome_betD
411 o_ome_gamA(r, :, :) = ome_gamA
412 o_ome_lamA(r, :, :) = ome_lamA
413 o_loglik(r) = loglik










424 function logit(x) result(y)
425 implicit none
426 double precision, intent(in) :: x
427 double precision :: y
428
429 y = log(x / (1.0d0 - x))
146
430
431 end function logit
432
433 ! ----------------------------------------------------------------------------
434 ! Inverse logit
435 ! ----------------------------------------------------------------------------
436 function ilogit(x) result(y)
437 implicit none
438 double precision, intent(in) :: x
439 double precision :: y
440
441 y = 1.0d0 / (1.0d0 + exp(-x))
442
443 end function ilogit
444
445 ! ----------------------------------------------------------------------------
446 ! Inverse of a matrix by Cholesky factorization
447 ! ----------------------------------------------------------------------------
448 subroutine matinv(A, n, Ai, err)
449 implicit none
450 integer, intent(in) :: n
451 double precision, intent(in) :: A(n, n)
452 integer, intent(out) :: err
453 double precision, intent(out) :: Ai(n, n)
454 integer :: info1, info2, i
455
456 Ai(:, :) = A(:, :)
457
458 ! Cholesky factorization (LL’) of a positive-definite symmetric matrix
459 call dpotrf("L", n, Ai(:, :), n, info1)
460
461 ! Inverse of a matrix using dpotrf
462 call dpotri("L", n, Ai(:, :), n, info2)
463
464 ! Lower triangle matrix to symmetric matrix (i.e. mirroring)
465 do i = 1, n - 1
466 Ai(i, (i + 1):n) = Ai((i + 1):n, i)
467 enddo
468
469 ! Error flag
470 if (abs(info1) + abs(info2) > 0) then
471 err = 1
472 else
473 err = 0
474 endif
475
476 end subroutine matinv
477
478 ! ----------------------------------------------------------------------------
479 ! Determinant of a matrix by LU factorization
480 ! ----------------------------------------------------------------------------
481 subroutine matdet(A, n, det, err)
482 implicit none
483 integer, intent(in) :: n
484 double precision, intent(in) :: A(n, n)
485 integer, intent(out) :: err
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486 double precision, intent(out) :: det
487 integer :: ipiv(n), info, i
488 double precision :: B(n, n)
489
490 B(:, :) = A(:, :)
491
492 ! LU factorization of a general matrix
493 call dgetrf(n, n, B(:, :), n, ipiv(:), info)
494
495 ! Caluculate determinant using dgetrf
496 det = 1.0d0
497 do i = 1, n
498 if(ipiv(i) /= i) then
499 det = -det * B(i, i)
500 else




505 ! Error flag
506 if (abs(info) > 0) then
507 err = 1
508 else
509 err = 0
510 endif
511
512 end subroutine matdet
513
514 ! ----------------------------------------------------------------------------
515 ! Kronecker product of two matrices
516 ! ----------------------------------------------------------------------------
517 subroutine matkron(A, B, m, n, p, q, X)
518 implicit none
519 integer, intent(in) :: m, n, p, q
520 double precision, intent(in) :: A(m, n), B(p, q)
521 double precision, intent(out) :: X(m * p, n * q)
522 integer :: i, j, k, l
523
524 do j = 0, (n - 1)
525 do l = 1, q
526 do i = 0, (m - 1)
527 do k = 1, p






534 end subroutine matkron
535
536 ! ----------------------------------------------------------------------------
537 ! Log-density of normal distribution
538 ! ----------------------------------------------------------------------------
539 subroutine dnorml(x, mu, sigma2, d)
540 implicit none
541 double precision, intent(in) :: x, mu, sigma2
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542 double precision, intent(out) :: d
543 double precision, parameter :: pi = 3.141592653589793238d0
544
545 d = -0.5d0 * (log(2.0d0 * pi * sigma2) + (x - mu) * (x - mu) / sigma2)
546
547 end subroutine dnorml
548
549 ! ----------------------------------------------------------------------------
550 ! Log-density of multivariate normal distribution
551 ! ----------------------------------------------------------------------------
552 subroutine dmnorml(x, mu, Sigma, k, d, err)
553 implicit none
554 integer, intent(in) :: k
555 double precision, intent(in) :: x(k), mu(k), Sigma(k, k)
556 integer, intent(out) :: err
557 double precision, intent(out) :: d
558 double precision :: r(1, 1)
559 integer :: info1, info2
560 double precision :: e(k, 1), Sigma_det, Sigma_inv(k, k)
561 double precision, parameter :: pi = 3.141592653589793238d0
562
563 e(:, 1) = x(:) - mu(:)
564 call matdet(Sigma, k, Sigma_det, info1)
565 call matinv(Sigma, k, Sigma_inv, info2)
566 r(:, :) = matmul(matmul(transpose(e), Sigma_inv), e)
567 d = -0.5d0 * (dble(k) * log(2.0d0 * pi) + log(Sigma_det) + r(1, 1))
568
569 ! Error flag
570 if (abs(info1) + abs(info2) > 0) then
571 err = 1
572 else
573 err = 0
574 endif
575
576 end subroutine dmnorml
577
578 ! ----------------------------------------------------------------------------









588 end subroutine set_seed
589
590 ! ----------------------------------------------------------------------------
591 ! Standard uniform distribution: x ~ U(0, 1)
592 ! by Mersenne-Twister (mt19937.f90)
593 ! ----------------------------------------------------------------------------
594 subroutine runif(n, a, b, x)
595 use mt19937
596 implicit none
597 integer, intent(in) :: n
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598 double precision, intent(in) :: a, b
599 double precision, intent(out) :: x(n)
600 integer :: i
601
602 do i = 1, n
603 x(i) = grnd()
604 enddo
605 x(:) = a + (b - a) * x(:)
606
607 end subroutine runif
608
609 ! ----------------------------------------------------------------------------
610 ! Normal distribution: x ~ N(mu, sigma2)
611 ! by Box-Muller method
612 ! ----------------------------------------------------------------------------
613 subroutine rnorm(n, mu, sigma2, x)
614 implicit none
615 integer, intent(in) :: n
616 double precision, intent(in) :: mu, sigma2
617 double precision, intent(out) :: x(n)
618 double precision :: u1(n), u2(n)
619 double precision, parameter :: pi = 3.141592653589793238d0
620
621 call runif(n, 0.0d0, 1.0d0, u1(:))
622 call runif(n, 0.0d0, 1.0d0, u2(:))
623
624 x(:) = (sqrt(-2.0d0 * log(u1(:))) * cos(2.0d0 * pi * u2(:))) &
625 * sqrt(sigma2) + mu
626
627 end subroutine rnorm
628
629 ! ----------------------------------------------------------------------------
630 ! Multivariate normal distribution: X ~ MVN(mu, Sigma)
631 ! ----------------------------------------------------------------------------
632 subroutine rmnorm(n, mu, Sigma, k, X, err)
633 implicit none
634 integer, intent(in) :: n, k
635 double precision, intent(in) :: mu(k), Sigma(k, k)
636 integer, intent(out) :: err
637 double precision, intent(out) :: X(n, k)
638 integer :: info, i
639 double precision :: SigmaL(k, k), g(k, n), z(k)
640
641 SigmaL(:, :) = Sigma(:, :)
642
643 ! Cholesky factorization (LL’)
644 call dpotrf("L", k, SigmaL(:, :), k, info)
645 if (k >= 2) then
646 do i = 1, k - 1




651 ! Generate standard normal random number
652 call rnorm(k * n, 0.0d0, 1.0d0, g(:, :))
653
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654 do i = 1, n
655 z = matmul(SigmaL(:, :), g(:, i))
656 X(i, :) = mu(:) + z(:)
657 enddo
658
659 ! Error flag
660 if (abs(info) > 0) then
661 err = 1
662 else
663 err = 0
664 endif
665
666 end subroutine rmnorm
667
668 ! ----------------------------------------------------------------------------
669 ! Exponential distribution: x ~ Expon(lambda)
670 ! by inverse method
671 ! ----------------------------------------------------------------------------
672 subroutine rexp(n, lambda, x)
673 implicit none
674 integer, intent(in) :: n
675 double precision, intent(in) :: lambda
676 double precision, intent(out) :: x(n)
677 double precision :: u(n)
678
679 call runif(n, 0.0d0, 1.0d0, u(:))
680
681 x(:) = -log(u(:)) / lambda
682
683 end subroutine rexp
684
685 ! ----------------------------------------------------------------------------
686 ! Gamma distribution: x ~ Gamma(alpha, beta)
687 ! by Marsaglia & Tsang (2000)
688 ! ----------------------------------------------------------------------------
689 recursive subroutine rgamma(n, alpha, beta, x)
690 implicit none
691 integer, intent(in) :: n
692 double precision, intent(in) :: alpha, beta
693 double precision, intent(out) :: x(n)
694 integer :: i
695 double precision :: d, c, u1(1), z1(1), v, y, u(n)
696
697 if (alpha == 1.0d0) then
698 call rexp(n, beta, x(:))
699 else if (alpha > 1.0d0) then
700 do i = 1, n
701 d = alpha - 1.0d0 / 3.0d0
702 c = 1.0d0 / sqrt(9.0d0 * d)
703 do
704 call runif(1, 0.0d0, 1.0d0, u1(:))
705 call rnorm(1, 0.0d0, 1.0d0, z1(:))
706 v = (1.0d0 + c * z1(1))**3




710 y = 0.5d0 * z1(1) * z1(1) + d - d * v + d * log(v)




715 x(i) = d * v / beta
716 enddo
717 else
718 call rgamma(n, alpha + 1.0d0, beta, x(:))
719 call runif(n, 0.0d0, 1.0d0, u(:))
720 x(:) = x(:) * u(:)**(1.0d0 / alpha)
721 endif
722
723 end subroutine rgamma
724
725 ! ----------------------------------------------------------------------------
726 ! Chi-squared distribution: x ~ Chisq(nu)
727 ! ----------------------------------------------------------------------------
728 subroutine rchisq(n, nu, x)
729 implicit none
730 integer, intent(in) :: n
731 double precision, intent(in) :: nu
732 double precision, intent(out) :: x(n)
733 double precision :: g(n)
734
735 call rgamma(n, 0.5d0 * nu, 1.0d0, g(:))
736
737 x(:) = 2.0d0 * g(:)
738
739 end subroutine rchisq
740
741 ! ----------------------------------------------------------------------------
742 ! Inverse gamma distribution: x ~ Inv-gamma(alpha, beta)
743 ! ----------------------------------------------------------------------------
744 subroutine rigamma(n, alpha, beta, x)
745 implicit none
746 integer, intent(in) :: n
747 double precision, intent(in) :: alpha, beta
748 double precision, intent(out) :: x(n)
749 double precision :: g(n)
750
751 call rgamma(n, alpha, beta, g(:))
752
753 x(:) = 1.0d0 / g(:)
754
755 end subroutine rigamma
756
757 ! ----------------------------------------------------------------------------
758 ! Inverse Wishart distribution: X ~ Inv-Wishart(nu, V)
759 ! ----------------------------------------------------------------------------
760 subroutine riwish(nu, V, k, X, err)
761 implicit none
762 integer, intent(in) :: k
763 double precision, intent(in) :: nu, V(k, k)
764 integer, intent(out) :: err
765 double precision, intent(out) :: X(k, k)
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766 integer :: i, j, info1, info2, info3
767 double precision :: y(1), z(1), R(k, k), U(k, k), D(k, k)
768
769 R(:, :) = 0.0d0
770 do i = 1, k
771 call rchisq(1, nu - dble(i) + 1.0d0, y(1))
772 R(i, i) = sqrt(y(1))
773 enddo
774 if (k >= 2) then
775 do i = 2, k
776 do j = 1, i - 1
777 call rnorm(1, 0.0d0, 1.0d0, z(1))





783 call matinv(V(:, :), k, U(:, :), info1)
784
785 ! Cholesky factorization (U’U)
786 call dpotrf("U", k, U(:, :), k, info2)
787 if (k >= 2) then
788 do i = 2, k




793 D(:, :) = matmul(matmul( &
794 transpose(U(:, :)), &
795 matmul(R(:, :), transpose(R(:, :)))), &
796 U(:, :))
797 call matinv(D(:, :), k, X(:, :), info3)
798
799 ! Error flag
800 if (abs(info1) + abs(info2) + abs(info3) > 0) then
801 err = 1
802 else
803 err = 0
804 endif
805
















までの利用可能なデータを用いた状態推定を行う．s 時点までのデータ {y0, . . . , ys} で条




(2-5a)と，その時点で利用できる平滑化粒子を使って z0 |0 から毎回計算し直す手法 (2-5b)
の 2種類がある．
1. 初期分布を生成する．
{α(m)0 |0 }Mm=1 ∼ p(α0), {β(m)0 |0 }Mm=1 ∼ p(β0), {λ∗(m)0 |0 }Mm=1 ∼ p(λ∗0), {z(m)0 |0 }Mm=1 ∼
p(z0)
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2. t = 1, . . . ,T について，以下のステップを実行する．

















©­« 11 + exp(−λ∗(m)t |t−1) z(m)t−1 |t−1 + xtª®¬を






t |t−1}Mm=1 を尤度 w(m)t の重みでリサンプリング
し，t 期のフィルタ粒子 {α(m)
t |t , β
(m)
t |t , λ
∗(m)








t−L |t−1}, · · · , {α(m)t−1 |t−1, β(m)t−1 |t−1, λ∗(m)t−1 |t−1}
}M
m=1


















t−1 |t−1 + xt を計算し，t + 1期
の尤度計算で使用する {z(m)
t |t }Mm=1 を得る．
(2-5b) m = 1, . . . ,M について，






i−1 |min(i−1+L,t) + xi
を再計算し，t + 1期の尤度計算で使用する {z(m)
t |t }Mm=1 を得る．
C.2 状態変数の推定結果
図 C.1に，データ，推定されたフィルタ分布と平滑化分布，残差系列，ディテール・ス
トック zt，eﬀective sample sizeの系列を示す．粒子ごとの時点尤度 w(m)t を用いて計算で
きる eﬀective sample sizeは式 (C.1)に示され，全体の粒子数 M のうち，t 時点の状態推


































































































































提案モデルの推定に用いた Fortran プログラムを以下に示す．サブルーチンとして R
から呼び出し実行した．本プログラムは，擬似乱数の生成にはメルセンヌ・ツイスタ
(Matsumoto and Nishimura, 1998)の Fortran実装である mt19937.f90*1を利用している．
1 ! ------------------------------------------------------------------------------
2 ! Particle Filter & Smoother for Time-varying Distributed Lag Model (tvdlag)
3 !
4 ! Depends: mt19937.f90
5 ! ------------------------------------------------------------------------------
6 subroutine pf_tvdlag(seed, np, y, y_na, u, u_na, &
7 tau2_alp, tau2_bet, tau2_lamA, sig2, &
8 alp_0, bet_0, lamA_0, z_0, &
9 nlag, n, x_p, x_f, x_s, z_s, wl, loglik)
10 implicit none
11 integer, intent(in) :: seed, np, y_na(n), u_na(n), nlag, n
12 double precision, intent(in) :: y(n), u(n)
13 double precision, intent(in) :: tau2_alp, tau2_bet, tau2_lamA, sig2
14 double precision, intent(in) :: alp_0(np), bet_0(np), lamA_0(np), z_0(np)
15 double precision, intent(out) :: x_p(np, 3, n), x_f(np, 3, n), x_s(np, 3, n)
16 double precision, intent(out) :: z_s(np, n)
17 double precision, intent(out) :: wl(np, n)
18 double precision, intent(out) :: loglik
19 integer :: h, i, j, k, ix(np), info
20 double precision :: x(np, 3), z(np), v(np, 3, n)
21 double precision :: x_ss(np, 3, nlag)
22 double precision :: y_hat, wl_max, w_s(np), w_s_sum, w_cdf, ru1, ru
23 double precision :: ilogit
24
25 ! RNG seed




30 ! Initial state
31 x(:, 1) = alp_0
32 x(:, 2) = bet_0
33 x(:, 3) = lamA_0
34 z = z_0
35
36 ! Initialize
37 loglik = 0.0d0
38
39 ! System noise
40 call rnorm(np * n, 0.0d0, tau2_alp, v(:, 1, :))
*1 http://www.math.sci.hiroshima-u.ac.jp/~m-mat/MT/VERSIONS/FORTRAN/fortran.html
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41 call rnorm(np * n, 0.0d0, tau2_bet, v(:, 2, :))
42 call rnorm(np * n, 0.0d0, tau2_lamA, v(:, 3, :))
43
44 do i = 1, n
45 ! Prediction
46 x(:, 1) = x(:, 1) + v(:, 1, i)
47 x(:, 2) = x(:, 2) + v(:, 2, i)
48 x(:, 3) = x(:, 3) + v(:, 3, i)
49
50 ! Store prediction particles
51 x_p(:, :, i) = x
52
53 if (y_na(i) == 0 .and. u_na(i) == 0) then
54 ! Calculate likelihood (weight)
55 !$omp parallel
56 !$omp do
57 do j = 1, np
58 y_hat = x(j, 1) + x(j, 2) * (u(i) + ilogit(x(j, 3)) * z(j))
59 call dnorml(y(i), y_hat, sig2, wl(j, i))
60 enddo
61 !$omp end do
62 !$omp end parallel
63 wl_max = maxval(wl(:, i))
64 w_s = exp(wl(:, i) - wl_max)
65 w_s_sum = sum(w_s)
66 loglik = loglik - log(dble(np)) + log(w_s_sum) + wl_max
67
68 ! Filtering (Stratified resampling)
69 call runif(1, 0.0d0, 1.0d0, ru1)
70 w_cdf = 0.0d0
71 h = 1
72 do j = 1, np
73 w_cdf = w_cdf + (w_s(j) / w_s_sum)
74 do
75 ru = (dble(h) - ru1) / dble(np)
76 if (ru <= w_cdf) then
77 ix(h) = j






84 x = x(ix, :)
85
86 ! Smoothing
87 x_ss = x_ss(ix, :, :)
88 endif
89
90 ! Store filtering particles
91 x_f(:, :, i) = x
92
93 ! Store smoothing particles
94 if (i > nlag) then
95 x_s(:, :, i - nlag) = x_ss(:, :, 1)
96 endif
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97 x_ss = eoshift(x_ss, 1, x, 3)
98
99 ! Update z using filtering particles
100 if (u_na(k) == 0) then
101 !$omp parallel
102 !$omp do
103 do j = 1, np
104 z(j) = u(i) + ilogit(x(j, 3)) * z(j)
105 enddo
106 !$omp end do




111 do j = 1, np
112 z(j) = ilogit(x(j, 3)) * z(j)
113 enddo
114 !$omp end do
115 !$omp end parallel
116 endif
117
118 ! ! Recalculate z using smoothing particles
119 ! z = z_0
120 ! do k = 1, i
121 ! if (u_na(k) == 0) then
122 ! if (k <= i - nlag) then
123 ! !$omp parallel
124 ! !$omp do
125 ! do j = 1, np
126 ! z(j) = u(k) + ilogit(x_s(j, 3, k)) * z(j)
127 ! enddo
128 ! !$omp end do
129 ! !$omp end parallel
130 ! else
131 ! !$omp parallel
132 ! !$omp do
133 ! do j = 1, np
134 ! z(j) = u(k) + ilogit(x_ss(j, 3, k - i + nlag)) * z(j)
135 ! enddo
136 ! !$omp end do
137 ! !$omp end parallel
138 ! endif
139 ! else
140 ! if (k <= i - nlag) then
141 ! !$omp parallel
142 ! !$omp do
143 ! do j = 1, np
144 ! z(j) = ilogit(x_s(j, 3, k)) * z(j)
145 ! enddo
146 ! !$omp end do
147 ! !$omp end parallel
148 ! else
149 ! !$omp parallel
150 ! !$omp do
151 ! do j = 1, np
152 ! z(j) = ilogit(x_ss(j, 3, k - i + nlag)) * z(j)
159
153 ! enddo
154 ! !$omp end do





160 ! Store z particles
161 z_s(:, i) = z
162 enddo
163
164 ! Store last smoothing particles







172 ! Inverse logit
173 ! ----------------------------------------------------------------------------
174 function ilogit(x) result(y)
175 implicit none
176 double precision, intent(in) :: x
177 double precision :: y
178
179 y = 1.0d0 / (1.0d0 + exp(-x))
180
181 end function ilogit
182
183 ! ----------------------------------------------------------------------------
184 ! Log-density of normal distribution
185 ! ----------------------------------------------------------------------------
186 subroutine dnorml(x, mu, sigma2, d)
187 implicit none
188 double precision, intent(in) :: x, mu, sigma2
189 double precision, intent(out) :: d
190 double precision, parameter :: pi = 3.141592653589793238d0
191
192 d = -0.5d0 * (log(2.0d0 * pi * sigma2) + (x - mu) * (x - mu) / sigma2)
193
194 end subroutine dnorml
195
196 ! ----------------------------------------------------------------------------













209 ! Standard uniform distribution: x ~ U(0, 1)
210 ! by Mersenne-Twister (mt19937.f90)
211 ! ----------------------------------------------------------------------------
212 subroutine runif(n, a, b, x)
213 use mt19937
214 implicit none
215 integer, intent(in) :: n
216 double precision, intent(in) :: a, b
217 double precision, intent(out) :: x(n)
218 integer :: i
219
220 do i = 1, n
221 x(i) = grnd()
222 enddo
223 x(:) = a + (b - a) * x(:)
224
225 end subroutine runif
226
227 ! ----------------------------------------------------------------------------
228 ! Normal distribution: x ~ N(mu, sigma2)
229 ! by Box-Muller method
230 ! ----------------------------------------------------------------------------
231 subroutine rnorm(n, mu, sigma2, x)
232 implicit none
233 integer, intent(in) :: n
234 double precision, intent(in) :: mu, sigma2
235 double precision, intent(out) :: x(n)
236 double precision :: u1(n), u2(n)
237 double precision, parameter :: pi = 3.141592653589793238d0
238
239 call runif(n, 0.0d0, 1.0d0, u1(:))
240 call runif(n, 0.0d0, 1.0d0, u2(:))
241
242 x(:) = (sqrt(-2.0d0 * log(u1(:))) * cos(2.0d0 * pi * u2(:))) &
243 * sqrt(sigma2) + mu
244




249 end subroutine pf_tvdlag
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