Real World Testing of a Method for “Modularising” Large Data Models:
An Action Research Programme
Daniel L. Moody
School of Business Systems,
Monash University
Melbourne, Australia 3800
e-mail: dmoody@infotech.monash.edu.au
Department of Cybernetics
Czech Technical University
Prague, Czech Republic
e-mail: dmoody@labe.felk.cvut

Abstract
One of the most serious theoretical and practical limitations of the Entity Relationship (ER) Model is its
inability to cope with complexity. Once data models exceed a certain threshold size, they become difficult to
understand, document and maintain. A number of approaches have been proposed in the literature to address
this problem, but so far there has been little or no empirical validation of these methods in practice. This paper
describes an action research programme in which a method for representing large data models was tested in
eight different organizations over a seven year period. Action research was chosen as it provides a way of
validating the method in a real world context using real practitioners. The method evolved significantly as a
result of experience in practice, and is now a stable and mature method, as evidenced by the lack of change to
the method in the last three action research studies.
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INTRODUCTION
The Problem of Complexity in Data Models
The Entity Relationship (ER) Model (Chen, 1976) is recognised world wide as the standard technique for data
modelling in practice, and has been used to design database schemas for over two decades (Thalheim, 2000).
One of the most serious practical and theoretical limitations of the ER Model is its inability to cope with
complexity (Feldman and Miller, 1986; Gilberg, 1986; Simsion, 1989; Teory et al, 1989; Wand and Weber,
1993; Gandhi et al, 1994; Akoka and Comyn-Wattiau, 1996; Allworth, 1996; Weber, 1997; Allworth, 1999).
The two major practical problems with large data models are:
•

Understanding (end user’s perspective): when data models exceed a certain size, they become difficult
for end users to understand. This reason for this is that the human mind has a strictly limited capacity
for processing information(Miller, 1956; Newell and Simon, 1972; Baddeley, 1994). Once this is
exceeded, a state of information overload ensues and comprehension degrades rapidly(Lipowski,
1975).

•

Documentation and maintenance (analyst’s perspective): when data models exceed a certain size, they
become difficult to document and maintain. This is due to the network structure of data models and the
physical limitations of media used to represent them.

A number of methods have been proposed in the literature to address this issue (e.g. Martin and McClure, 1985;
Feldman and Miller, 1986; Gilberg, 1986; Simsion, 1989; Teory et al, 1989; Gandhi et al, 1994; Allworth, 1996;
1999), but so far, there has been no systematic empirical research into their effectiveness in practice. The
authors of these methods argue that their approaches are effective, but these claims are largely unsubstantiated.
In most cases, no empirical evidence is provided, and where it is, it is based on a single case or single
organisation. Most evidence of successful use of these methods is anecdotal and in many cases reports the direct
experience of the author(Shanks, 1996).

Moody (Paper #267)

14th Australasian Conference on Information Systems
26-28 November 2003, Perth, Western Australia

Page 1

Levelled Data Models
A previous paper (Moody, 1991) defined a method for representing large data models based on the organisation
of a street directory. The method is briefly summarised here to provide context for discussion of empirical
results. As shown in Figure 1, a Levelled Data Model (LDM) consists of the following components:
•

A high level diagram, called the Context Data Model, provides an overview of the model and how it is
divided into subsystems (called subject areas). This corresponds to the key map in a street directory.
Each subject area is shown as an entity, with boundary relationships (relationships which cross subject
area boundaries) shown as relationships between them. Boundary relationships are labelled by the
entities involved.

•

A set of named Subject Area Data Models show defined subsets of the data model in full detail. These
correspond to detail maps in a street directory. Foreign entities are used to show cross-references
between subject areas, and correspond to inter-map references in a street directory. These are shown as
shaded rectangles, with their primary subject area in brackets.

•

A range of indexes are used to help locate individual objects (entities, relationships and attributes)
within each subject area.
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Figure 1. Levelled Data Model (LDM) Architecture
The model may be organised into any number of levels, depending on the size of the underlying data model,
resulting in a hierarchy of models at increasing levels of detail. At each level, the diagrams are shown in ER
form. Effectively, the method defines a systematic approach to modularising data models – for decomposing
them into subsystems of manageable size. In the programming field, modularisation techniques are taught in
introductory courses and have become standard practice in industry. However in over 25 years of data
modelling practice, no equivalent discipline of “modularisation” has emerged, despite the fact that complexity
management mechanisms are similarly needed.
Method Objectives
The effectiveness of any method can only be sensibly evaluated in the context of its objectives (Rescher, 1977).
Thus it is important to explicitly define method objectives. The objectives of the Levelled Data Modelling
method are to address the practical problems with large data models identified earlier:
•

To improve end user understanding (end user’s perspective): to improve end users’ ability to
understand data models and to verify their accuracy (O1).

•

To simplify documentation and maintenance (analyst’s perspective): to reduce the effort required to
document and maintain large data models (O2).

These objectives form the basis for the evaluation of the method’s effectiveness (pragmatic success).
Research Questions Addressed
The objective of this research is to empirically test the LDM method. The broad research questions addressed
are:
•

Research Question 1: Is the method effective in achieving its objectives (O1, O2)?
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•

Research Question 2: How can the method be improved? That is, how can O1 and O2 be more
effectively achieved?

Because of its open-ended nature, the second research question cannot be easily answered using traditional
research methods.

RESEARCH METHODOLOGY
Validation of IS Design Methods
The question of how to validate IS design methods has been a longstanding issue in the IS field. There are
inherent problems evaluating any methodology or design technique since there is typically no theory, no
hypotheses, no experimental design and no data analysis to which traditional evaluation criteria can be applied
(Weber, 1997). As a result, IS design research tends to emphasise the development of new design methods and
frameworks, while addressing the use and evaluation of methods in practice in only a limited fashion (Bubenko,
1986; Curtis, 1986; Fitzgerald, 1991; Westrup, 1993; Wynekoop and Russo, 1997; Moody and Shanks, 1998).
Wynekoop and Russo (1997) conducted a review of IS design research published in the leading IS journals over
the past three decades. The results of the analysis showed a heavy reliance on normative research, largely
focusing on the development of new methods or modifications to existing methods. They concluded that there
was a “lack of serious empirical research into the efficacy of methods in practice” and a “need for validation of
methods in organisational contexts using real practitioners”.
Action Research
A major barrier to the empirical validation of IS design methods is that it is very difficult to get new approaches,
especially those developed in academic environments, accepted and used in practice. Practitioners who have
developed familiarity and expertise with existing techniques are reluctant to adopt academic approaches that are
theoretically sound but unproven in practice(Bubenko, 1986; Wynekoop and Russo, 1997; Avison et al, 1999).
Action research provides a method for testing and refining research ideas by applying them in practice
(McCutcheon and Jurg, 1990; Jönsson, 1991; Baskerville and Wood-Harper, 1996; Hatten et al, 1997). One of
its major advantages is that it can help to overcome the problem of persuading practitioners to adopt new
techniques, and overcome the cultural divide that exists between information systems academics and
practitioners(Checkland, 1991; Moody and Shanks, 1998; Avison et al, 1999).
Action research is usually carried out in a number of discrete cycles, which function as “mini-experiments”
carried out in practice. Each action research cycle consists of the following steps:
y Plan: Develop a plan of action to improve current practice.
y Act: The participants act together to implement the plan.
y Observe: The action is observed to collect evidence which allows thorough evaluation of outcomes. A
variety of data collection methods may be used to evaluate the results of the intervention(Holter and
Schwartz-Barcott, 1993; Stringer, 1996).
y Reflect: Participants reflect on what went wrong, what went right and how to improve the idea in the next
cycle. Each cycle may lead to improvement of the original idea (M1), resulting in a sequence of
successively refined and improved ideas M2, M3...
Theoretical Framework
Checkland (Checkland, 1991; Checkland and Holwell, 1998) argues that a critical component of any action
research study is an explicit theoretical framework, declared in advance, in terms of which learning will be
defined. Without such a framework, action research can quickly become indistinguishable from action. Figure
2defines the a priori theoretical framework used in the action research programme. This defines the nature of
the intervention and the expected outcomes, and therefore defines a causal model of the action research
situation.
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Figure 2. Theoretical Framework
At a high level, the framework is similar in structure to theoretical models used in experimental research. The
LDM method corresponds to the “independent variable” (the intervention that is applied) and the objectives
correspond to the “dependent variables” (the desired outcomes of the intervention). The differences between the
framework and models used in experimental research are:
•

The objectives are evaluated qualitatively, in consultation with different stakeholders, whereas in
experimental research, dependent variables are generally evaluated using quantitative measures.

•

There is only a single level of the “independent variable”, whereas in experimental research, the
independent variable generally has multiple levels to allow comparison of the treatment to a control
group and possibly alternative treatments. In action research, the effect of the treatment is evaluated,
but no explicit comparison takes place, except to previous practices.

•

Each action research cycle may result in changes to the theoretical framework(Checkland, 1991). In
positivist research, the theoretical model is defined in advance and cannot be changed during the course
of the research.

The theoretical framework provides the basis for evaluation of outcomes (data collection and analysis) and
reflection (modification to the research idea). In each action research cycle, learning is reflected in changes to
the theoretical framework. Each cycle may result in changes to the method or the theoretical framework itself –
this represents learning about the problem situation. However most of the learning which occurs in action
research takes place at the level of the method itself(Checkland and Holwell, 1998).
Overview of the Action Research Programme
A weakness of action research studies is that the results are often not generalisable beyond the organisation and
situation being studied. For this reason, it is important to conduct a range of studies in different
environments(Dick, 1999). As part of an ongoing action research programme, the method was applied in eight
organisations in eight different industries over a seven year period (1992-1999). Four of the studies were
conducted in the public sector and four in the private sector; two at the application level and six at the enterprise
level. The findings are only reported in summary form in this paper. The results of the individual studies are
described in detail in(Moody, 2001).

RESULTS
One of the unique characteristics of action research is that it results in both action (practical) outcomes and
research (theoretical) outcomes. Action outcomes are benefits for the organisation as a result of the
intervention, while research outcomes are refinements to the research idea. Action outcomes correspond to
Research Question 1 (evaluation of effectiveness), while research outcomes correspond to Research Question 2
(method improvement).
Action (Practical) Outcomes
Improved End User Understanding.
All of the end users involved in the studies felt that data models represented using the LDM method were easier
to understand than those represented in standard ER form (which all the organisations involved were using prior
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to the intervention). Presumably this was because the method reduced large and complex models to “chunks” of
cognitively manageable size, thus reducing the problem of information overload. The use of graphical images in
the Context Data Model, introduced in the second action research study, was found to have a surprising effect
on the ability to communicate data models to end users. This change was motivated by one of the user
participants in a data modelling session drawing a cartoon representation of the model on the whiteboard. One
explanation for why this was so successful is that it encourages use of concepts and terminology that are easily
visualised and understood (Moriarty, 1993; Moody, 1996; Shanks, 1996; Shanks and Darke, 1998). Another
explanation may be that it made models “look” less technical, which reduced end users’ resistance to being
involved in the data modelling process. The top level model may act as a “graphical front end” to a complex
data model, analogous to a graphical user interface (GUI) for an information system.
Improved Verification of Models.
Subject areas were found to be a convenient unit for verifying data models. By scheduling separate reviews for
each subject area, review sessions could be limited to an hour or so and business representatives could be
selected based on their specialist expertise in that area. This resulted in more comprehensive and in-depth
verification of models, and a wider pool of users being involved. It was also much more cost-effective in terms
of users’ time.
Reduced Documentation Effort.
Overall, analysts felt that using the LDM method simplified documentation of data models. They reported
spending far less time battling with drawing tools trying to get models to fit on a single page, avoiding crossed
lines and making diagrams readable. Using the levelling approach, data models could be easily and legibly
drawn on standard sized (A4) sheets of paper, with the problem of crossed lines virtually non-existent.
Simplified Maintenance.
The method simplified maintenance of models by dividing them into relatively independent “modules”, which
could be separately maintained. This was found to be particularly useful in large application development
projects, where multiple analysts and project teams were involved. Duplication between subject areas was
minimised, so that changes (except to boundary relationships) could be made in a single place.
Management of Analysis Work.
An unexpected benefit of the method was discovered in managing the analysis process itself. This was not one
of the original objectives of the method, and project managers were not even considered as stakeholders in the
original theoretical framework (Figure 2). However subject areas proved to be a convenient unit for dividing up
and managing the analysis work, particularly in large application development projects. Different analysts
and/or project teams could be assigned to work on different subject areas, with interdependencies clearly defined
by foreign entities. The fact that each entity was assigned to one and only one subject area meant that
responsibilities were unambiguously defined. Subject areas also provided a useful unit of analysis for
estimation and planning.
Top Down Development.
As well as providing a way of presenting and verifying a data model once it is complete, the method was also
found to be useful in guiding the development of data models from the beginning. Subject areas could be
mapped out in a top down manner and can be used to provide a structure or “scaffolding” for planning more
detailed analysis work.
This is similar to the process of modular decomposition in structured
programming(Wirth, 1973).
Translation to Database Design.
The LDM method received a mixed reaction from database designers. This was not surprising, as they had not
been explicitly considered in the original formulation of the method and were not included as stakeholders in the
theoretical framework. However they emerged as important stakeholders, as they are responsible for
implementing the model and thus have a major impact on the success or failure of the data modelling process. A
number of modifications were made to the method to facilitate translation to design.
Innovative Solutions.
Another unexpected benefit of the method was that in many cases, it seemed to lead to simpler and more
innovative models. One explanation for this was that the process of classifying entities into subject areas led to
recognition of cross-functional similarities, and helped to make connections between seemingly unrelated
requirements. According to De Bono (1992), the process of classifying concepts in different ways is a lateral
thinking technique that can be used to develop innovative solutions. Another possible explanation is that subject
areas form appropriately sized “chunks” for pattern matching by the human mind.
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Research (Theoretical) Outcomes
A great deal was learned about the method as a result of the action research studies and it was improved
significantly as a result. The theoretical framework also evolved during the action research programme – this
represents learning about the problem situation. An important insight that emerged from the action research
studies was that different stakeholders and objectives are relevant at the application and enterprise levels. For
this reason, changes to the theoretical framework are discussed for each level separately. However changes to
the method are discussed together to avoid repetition: while some of the changes emerged at the application
level and others emerged at the enterprise level, most are applicable at both levels.
Changes to Theoretical Framework (Application Level).
Figure 3 summarises the changes to the theoretical framework resulting from the studies conducted at the
application development level. As shown in the diagram, two new stakeholders and associated objectives were
identified: project managers (management of analysis) and database designers (translation to database design).
Three method components were modified, and three new ones added.
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Figure 3. Revised Theoretical Framework (Application Level)
Changes to Theoretical Framework (Enterprise Level).
Figure 4 summarises the changes to the framework as a result of the studies conducted at the enterprise level.
Database designers and project managers are not relevant stakeholders at this level, but data managers are.
Also, analysts become indirect users of the method (they use the outputs of the method rather than the method
itself) while data managers become direct users. Four components of the method were modified and one new
component was added.
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Summary of Changes to the Method.
The final method which emerged at the end of the process is suitable for use at either the application or
enterprise level, although some method components are only applicable at one of these levels. All stakeholders
agreed that it was preferable for the same notation to be used at both levels to avoid confusion in interpretation.
All of the original components of the method were modified and four new components were added as a result of
the action research programme. The changes to the method are summarised below:
•

Context Data Model (modified): The representation of the Context Data Model changed completely
as a result of the action research programme. The major change was that graphical images were used to
represent subject areas instead of rectangles as in the original method (a pictorial representation). In
the original formulation of the method, the standard ER representation was used at all levels. This was
originally seen as a strength of the method, and was claimed as an advantage by most of the methods
previously proposed in the literature. However in practice, it was found to lead to confusion in
interpretation in practice.

•

Foreign Entities (modified): The symbol used for foreign entities was changed from shaded boxes to
dotted boxes. Shading was found to draw attention to foreign entities (i.e. bring them to the
“foreground”), which was the opposite effect to what was intended. Single-directional foreign entity
links were experimented with during the action research programme, but bi-directional links were
found to provide the “optimal” level of redundancy. While single-directional links (similar to foreign
keys in the relational database model) reduced documentation and maintenance effort (O2), this was
outweighed by decreases in end user understanding (O1) and ease of translation (database designer’s
viewpoint).

•

Intermediate Level Diagrams (new): The conventions for representing data models at more than two
levels of abstraction were defined as a result of the action research programme. While in theory, the
LDM method was designed to represent models using any number of levels, all the examples it had
been applied to prior to empirical testing had only required two levels. Intermediate level diagrams
were represented using the same conventions as the Context Data Model, but without cross-references
between diagrams at the same level. “Foreign subject areas” were experimented with, but were found
to make the diagrams much more complex, and did not improve understanding or navigation.

•

Subject Area Matrix (new). In the first action research study, a Context Data Model was developed
using the conventions of the original method, but was quickly abandoned as it was not found to be
useful. Instead, a simple matrix was produced, listing each of the subject areas, project team
responsible analyst responsible and completion status. This was an ad hoc extension to the method to
meet the needs of the situation, but proved to be a useful tool for project management purposes, and
was therefore retained as a permanent component of the method. Unlike the Context Data Model, this
is a tabular rather than a graphical representation. However empirical studies have shown that some
people are more comfortable with tabular than graphical representations and that more useful
information can be conveyed more effectively using a combination of the two than by using either form
alone(Powers et al, 1984; Vessey, 1991). This construct is only applicable at the application
development level.
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•

External Entities (new). External entities were introduced to show references to entities in external
projects or systems, or at the enterprise level, to external organisations.

•

Decomposition Procedure (modified): Compared to many approaches previously proposed in the
literature, the LDM method was far less prescriptive in how to decompose a data model into subject
areas. As a result, a great deal of variation was found in the size and composition of subject areas,
which reduced the conceptual integrity of the model. The decomposition procedure was therefore
refined to increase consistency between different analysts using the method. The decomposition rules
were subsequently used as the basis for automatic clustering of models(Moody and Flitman, 1999).

•

Indexes (modified): only the entity index was retained from the original set of indexes, as the other
indexes were not found to be useful.

•

Data Decomposition Diagram (new): this was a new element introduced, which provided a one page
overview of the structure of the model in the form of a hierarchy chart. This construct is only required
when more than two levels of decomposition are used.

Stabilisation of the Method
Most of the changes to the method occurred in the first two action research studies. One reason for this is that
these projects provided such comprehensive tests of the method. The first action research study was conducted
over an 18 month period in one of the largest application development projects ever conducted in Australia. The
second study, which was an enterprise data modelling project, was conducted over a 9 month period as part of
an enterprise data warehouse project. After these initial studies, the number of changes made to the method
steadily reduced, and the last three studies resulted in virtually no change at all. While something is learned
about a method almost every time it is applied, there comes a point of diminishing returns, where the effort
required to conduct a further study outweighs the potential knowledge gained – this is where action research
becomes pure action. While all of the studies resulted in practical outcomes for the organisations involved,
there was little in the way of learning about the method (research outcomes) after the first five studies. However
the later studies were important to show that the method had stabilised.
Internal Validity
Action research has features that make it possible to achieve high levels of rigour – higher sometimes than
quasi-experimental methods can achieve in the same setting(Dick, 1997). The following strategies were used to
improve the internal validity of the results:
•

Active seeking of disconfirming evidence: the fact that the method changed so much as a result of the
studies provides evidence that disconfirming evidence was sought and acted upon.

•

Use of multiple informants: the views of all relevant stakeholders were sought regarding the
effectiveness of the intervention, even those who were not originally included in the theoretical
framework: end users, analysts, database designers, project managers and data managers..

•

Involvement of participants: in all of the studies, a subset of stakeholders were involved as participants
in the research, in the evaluation of outcomes and reflection. This helps to counter potential researcher
bias.

•

Use of multiple cycles and case studies: the method was applied in eight different organisations in eight
different industries, with multiple cycles used in each.

In each study, the method was initially applied on a single project, but in seven out of eight cases, it was
subsequently adopted as a corporate standard. In these cases, change of practice was not confined to the project
in which it was applied, but to the organisation as a whole. This provides strong evidence that it was an
improvement on previous practices. The client’s willingness to act on conclusions is an indication of the
validity of the results of the study (Argyris et al, 1985).
External Validity
Like case study research, action research is concerned with single situations, from which it is difficult to
generalise. All of the action research studies were strategic level projects carried out in large and complex
organisations, so have high face validity. Two of the studies were conducted at the application development
level and six at the enterprise level. Half of the organisations studied were in the private sector and half were in
the public sector. All studies were conducted in different industries. The range of project environments and
organisational contexts in which the method was applied suggests that the results are generalisable to other
settings.
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CONCLUSION
Summary of Findings
This paper has described the results of an action research programme which was used to validate and refine a
method for representing large data models. By the end of the programme, the method was found to achieve both
of its objectives: to improve end user understanding (O1) and simplify documentation and maintenance (O2). A
number of unexpected benefits were also found, including management of analysis work, top-down
development of models and facilitation of innovative solutions. The method changed substantially as a result of
the action research programme. Every component of the method changed to at least some extent, and four new
components were added. This is hardly surprising: it would be highly unlikely for a new method to work
perfectly first time. In many ways, an action research study is more of a failure if there is no change to the
research idea – that is, if the results merely confirm the researchers’ expectations. In this case, one would have
to question whether it was a genuine “real world test” of the method, and if the researchers were being totally
objective in their evaluation. The degree of change to the method provides a measure of the learning which
takes place.
Limitations and Further Research
While action research is useful in exploratory research, it is seldom seen as an appropriate approach to test the
general applicability of theories(Oosthuizen, 2000). The limitations of the action research studies described in
this paper are:
•

Lack of comparative analysis: They do not provide any information about the comparative
effectiveness of the method compared to the standard ER model or methods previously proposed.

•

Subjectivity of results: The interpretation of the results of the evaluation is by nature qualitative and
subjective. Evaluation of methods should at some stage involve data about the effectiveness of the
method obtained from objective participants(Rescher, 1977).

•

Researcher involvement: Because the researcher is involved as an active participant in action research,
the effect of their involvement is difficult to separate from the outcomes. This represents a potential
threat to internal validity: were the results due to the use of the method or the involvement of the
researcher?

•

Lack of control: Action research studies are characterised by a low level of researcher
control(Checkland, 1991). According to Rescher (1977), it is important to establish that the attainment
of the objectives was attributable to the use of the method and not some other cause. This can only be
done as part of controlled experiments which factor out all other variables.

For these reasons, the action research programme was only the first step in the validation of the method. Once
the method had become stable (as evidenced by the lack of change from one action research study to the next), it
was appropriate to use more traditional research methods. Following completion of the action research
programme, the method was tested using three experiments:
•

Laboratory Experiment 1: this evaluated the effectiveness of the method for end user understanding
(O1) compared to the standard ER model and methods previously proposed in the literature(Moody,
2002b).

•

Laboratory Experiment 2: this evaluated the effectiveness of the method for documentation and
maintenance (O2) compared to the standard ER model and methods previously proposed(Moody,
2002a).

•

Field Experiment: this evaluated the likelihood of the method being adopted in practice using
experienced practitioners as subjects (Moody, 2001).

The results of the experiments largely confirmed the results of the action research studies. The first experiment
showed higher levels of comprehension and verification accuracy for the LDM method compared to the
standard ER model and the other methods evaluated. The second experiment showed that the LDM method
took less time to apply, was easier to use and produced more consistent results than the other methods evaluated.
Finally, the field experiment showed a high likelihood of the method being adopted in practice. This shows how
qualitative and quantitative methods can be used in combination to validate a method – this is called
triangulation of method(Neuman, 2000). Qualitative methods are more appropriate in the early stages of method
development while quantitative methods are more appropriate when the method is stable.
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