, we obtain a miniversal deformation of a pair belonging to an open dense subset of M. It generalizes the known results when S is a supplementary subspace of the unobservable one.
I. Introduction
This paper contributes to the study of versal deformations when square matrices or pairs of matrices are considered, together with invariant subspaces. More specifically, we consider perturbations of a pair keeping a certain subspace invariant. Versal deformations were introduced by Arnold in [1] to study the variations of the invariants of a square matrix when its entries are perturbed. Thanks to a natural generalization contained in [16] , the same technique has been applied to other cases, such as perturbations of pairs of matrices representing linear systems ( [9] , [10] ).
Invariant subspaces play a key role both in matrix theory (see [14] ) and linear control systems (see [17] ), where they are often called "conditioned" invariant subspaces. For instance, in [17] invariant subspaces are used in control problems such as Disturbance Decoupling or Output Regulation. From a theoretical point of view, the differentiable structure of the set of invariant subspaces of a square * Manuscript received July 12, 2010 . This work was partially supported by DGICYT DGICYT MTM2007-67812-C02-02.
matrix has been studied in [15] and that of conditioned invariant subspaces of a pair in [12] and [13] .
In the context of versal deformations, it seems natural to consider the situation when both a matrix and an invariant subspace are involved and both or one of the elements of this couple is perturbed. So, in [7] one studies the perturbation of a square matrix preserving an invariant subspace. In particular, this perturbation gives all the solutions of the Carlson problem, and hence explicit realizations can be obtained (see [5] ).
Here we generalize [7] to linear systems. That is to say, we consider the perturbation of a pair of matrices preserving a given conditioned invariant subspace: we obtain the equations of a miniversal deformation (i.e., minimal dimensional versal deformation).
More specifically, we let M p,q (C) denote the set of complex matrices having p rows and q columns. If p = q, we simply write M p (C), and Gl(p) denotes the group of nonsingular p × p matrices. If p ≤ q,
that is, the vectors having q − p zero trailing entries. We consider the set M ⊂ M n+m,n (C) of Section 3 is devoted to study the differentiable structure of M, which is the starting point to apply Arnold's techniques (see [1] ). If we fix a basis
we prove that the elements of M are those of the form
Notice that for the particular case of square matrices in [7] , one obtains simply
Hence the generalization to pairs of matrices is non-trivial. In fact, we prove that M can be differentially stratified by rank C 1 (Theorem 0.7) and the above equivalence classes are the orbits under the action on each stratum of a suitable group (Definition 0.8).
In Section 4 we obtain the equation of a miniversal deformation of a pair belonging to the maximal stratum M * , which is an open dense set in M. Then the equations of a miniversal deformation are obtained in Theorem 0.14.
As an example, we see that they generalize the ones obtained in [9] when C d is a supplementary subspace of the unobservable of A.
II. Preliminaries
We will deal with matrices of the form A C ∈ M n+m,n (C), which we will identify with the pairs of matrices (C, A), and which will be simply denoted as A if no confusion is possible.
We are interested in pairs (C, A) having a fixed subspace S ∈ C n as "invariant", in the sense of [2] .
When conditioned invariant subspaces are involved, the usual block similarity between pairs of matrices is restricted in a natural way:
Definition 0.2 Given two pairs of matrices
(C, A), (C , A ) ∈ M n+m,n (C) having S ⊂ C n
as a conditioned invariant subspace, we say that they are S-equivalent (or simply equivalent if no confusion is possible) if (i) the pairs are block-similar, that is,
(ii) and the change of basis P preserves S.
III. Pairs of matrices having a (C, A)-invariant fixed subspace
In this section, we characterize the elements of the set M formed by the pairs of matrices having the subspace S ⊂ C n as a conditioned invariant. Moreover, we show that these elements form a stratified manifold and finally we describe a Lie group that acts on M in such a way that the orbits are just the equivalence classes in Definition 0.2.
The subspace S may be identified with C d by considering "adapted basis":
vectors form a basis of S is called an adapted basis to the subspace.
In the above conditions, we will assume that the matrices A and C are block-partitioned into
where
Now we define and characterize the set M:
(
1) (C, A) ∈ M if and only if there is a basis adapted to S such that the pair becomes
Ā C = ⎛ ⎝Ā 1Ā3 0Ā 2 C 1C2 ⎞ ⎠ , withĀ 1 ∈ M d (C),C 1 ∈ M m,d (C), d = dim S.
(2) Equivalently, if the pair (C, A) has the form (in any adapted basis)
Proof.
(1) See, for example, [4] .
(2) The elements of C d ∩ Ker C have the form
In order to study the differentiable structure of M, let us consider the set
In general, N is not a manifold. For example, 
Proof.
Let M Then, for any D ∈ U D0 and each column g j of G, 1 ≤ j ≤ l, Dg j is parameterized by the top r coefficients of g j . Therefore, a coordinate chart of the matrices (DG, D) = (Dg 1 , . . . , Dg l , D) 
Therefore, M is a stratified differentiable manifold:
(1) M r is a manifold of dimension
The stratum
As a first consequence, the equivalence classes in Definition 0.2 are the orbits in M under the action of a suitable Lie group. In a natural way, we consider change of bases in M n+m,n (C) which preserve the chain of subspaces
Definition 0.8 Let G ⊂ Gl(n + m) be defined by
It is a straightforward computation that G is a subgroup of Gl(n + m) and that the following result holds.
Proposition 0.9 The natural action of the subgroup G ⊂ Gl(N + n) on the differentiable manifold M n+m,n (C) can be restricted to M r . That is, if P ∈ G and A ∈ M r , then
P * A = ⎛ ⎝ P 1 P 3 R 1 0 P 2 R 2 0 0 Q ⎞ ⎠ ⎛ ⎝ A 1 A 3 F C 1 A 2 C 1 C 2 ⎞ ⎠ P 1 P 3 0 P 2 −1 ∈ M r .
If we denote by O A the orbit of A ∈ M r under the action of G, then O A is the equivalence class of A with respect to the equivalence relation in Definition 0.2. Hence, it is a locally closed submanifold of M r , with the boundary consisting of the union of orbits of strictly smaller dimension.

IV. Miniversal deformation preserving a (C,A)-invariant subspace
In order to study the perturbations of a pair (C, A) preserving a conditioned invariant subspace, we will use Arnold's techniques of the so-called versal deformations (that is, canonical forms of local differentiable families of perturbations). The starting point is the fact that the equivalence classes are orbits under the action of a Lie group, and hence they are submanifolds. Then versal/miniversal deformations can be obtained as submanifolds which are transverse/minitransverse to the orbit. We recall some general definitions and results which we will apply to N = M * . 
Definition 0.10 Let N be a manifold. An ldimensional deformation of A ∈ N is a differentiable map
ψ(τ ) = δ(τ ) * ϕ(ρ(τ )) , ∀τ ∈ Γ .
It is called miniversal if it has the minimal dimension among the versal deformations.
Remark 0.12 It is enough to compute a miniversal deformation of a point of the orbit; then, a miniversal deformation of any other point of the same orbit is induced from it by means of the group action.
We now recall the key relation between "versality " and "transversality ", proved in [1] for square matrices, and which can be generalized (for example [16] ) to the cases like the above one, where the equivalence classes are submanifolds given as orbits under the action of a Lie group.
Proposition 0.13 Let N be a manifold, with a Lie group G acting on it. Let A ∈ N, O A be its Gorbit and L ⊂ N be a submanifold minitransverse to O A at A, that is to say:
Thus, we have our main result for a generic pair A ∈ M * ⊂ M:
m). Then the following statements hold. (i) If m ≤ d, a miniversal deformation of A preserving S as conditioned invariant subspace is given by the linear submanifold L ⊂ M formed by the matrices:
A + ⎛ ⎝ X 1 X 3 Z(C 1 + Y 1 ) X 2 Y 1 Y 2 ⎞ ⎠ satisfying the conditions (1) X 2 C * 2 + Z = 0, (2) Y 1 C * 1 + Y 2 C * 2 = 0, (3) X 1 C * 1 + X 3 C * 2 = 0, (4) X 3 A * 2 − A * 1 X 3 − C * 1 Y 2 = 0, (5) X 1 A * 1 + X 3 A * 3 − A * 1 X 1 − C * 1 Y 1 = 0, (6) X 2 A * 2 − A * 3 X 3 − A * 2 X 2 − C * 2 Y 2 = 0. (ii) If d < m, without loss of generality we can assume C t 1 = (I d , 0). Then,
a miniversal deformation of A in M is given by the set of matrices
ing (2)- (6) 
* is a sufficiently small neighborhood of A, it is sufficient to prove that
. In fact, we will prove that the first one is just the normal variety to the second one at A with respect to the natural scalar product:
It is a straightforward computation that the matrices in γ −1 (V ∩ O A ) can be seen as the orbit ofÃ under the action of G induced in a natural way from Proposition 0.9 as P * Ã = γ −1 (P * A). Then,
Clearly, its tangent space atÃ is Im dα I , where dα I is the derivative at the identity I ∈ G of the map
Differentiating this map we have:
for anyṖ belonging to 
is a local parametrization. Then, the proof works as above.
Example 0.15 Let us consider the particular case when S is a supplementary subspace of the unobservable one. Clearly, the pair can be taken in the usual Brunovsky-Kronecker form
where N is block-diagonal of nilpotent blocks, J is a Jordan matrix, and E a full rank block diagonal, with blocks having the form (0, . . . , 0, 1). Hence, the equations in Theorem 0.14 become:
