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EDGE-PROMOTING RECONSTRUCTION OF ABSORPTION AND
DIFFUSIVITY IN OPTICAL TOMOGRAPHY
A. HANNUKAINEN† , L. HARHANEN‡ , N. HYVO¨NEN† , AND H. MAJANDER§
Abstract. In optical tomography a physical body is illuminated with near-infrared light and
the resulting outward photon flux is measured at the object boundary. The goal is to reconstruct
internal optical properties of the body, such as absorption and diffusivity. In this work, it is assumed
that the imaged object is composed of an approximately homogeneous background with clearly
distinguishable embedded inhomogeneities. An algorithm for finding the maximum a posteriori
estimate for the absorption and diffusion coefficients is introduced assuming an edge-preferring prior
and an additive Gaussian measurement noise model. The method is based on iteratively combining
a lagged diffusivity step and a linearization of the measurement model of diffuse optical tomography
with priorconditioned LSQR. The performance of the reconstruction technique is tested via three-
dimensional numerical experiments with simulated measurement data.
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1. Introduction. The objective of optical tomography (OT) is to deduce useful
information about the internal structure of a physical body by illuminating it with
near-infrared light and measuring the corresponding outward photon flux at a finite
number of sensors on the surface of the body. To be more precise, the standard aim is
to reconstruct the absorption and (reduced) scattering coefficients inside the imaged
object. The potential applications of OT include screening for breast cancer and
mapping the structure and function in a neonatal brain. For medical and instrumental
details of OT, we refer to the review articles [2, 3, 5, 12, 17, 22] and the references
therein.
We model the light propagation in (strongly scattering) tissue by the diffusion
approximation (DA) of the radiative transfer equation (RTE), which can be consid-
ered one of the standard choices in medical imaging [2]. See, e.g., [30] for employing
the RTE directly as the forward model for OT. In the frequency domain, the forward
problem associated to the DA consists of an (elliptic, steady state) diffusion equation
accompanied by a Robin boundary condition that corresponds to the inward photon
flux at the object boundary. The two coefficients in the diffusion equation, i.e. the
diffusivity and the (complexified) absorption, can be represented as simple functions
of the absorption, the scatter and the harmonic modulation frequency of the input
boundary flux. For simplicity, we choose the diffusion and absorption coefficients as
the to-be-reconstructed parameters, but it would be straightforward to adapt our al-
gorithm so that the scatter was directly included as one of the two primary unknowns.
In this work, we assume it is a priori known that the material parameters of
the imaged object are approximately constant apart from a few clearly distinguish-
able inclusions. Such a setting could be encountered, e.g., when detecting cancerous
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anomalies within healthy tissue. We quantify this auxiliary information by introduc-
ing Perona–Malik [25] prior probability densities for the logarithms of the discretized
diffusion and absorption coefficients. Under the additional assumption of additive
Gaussian measurement noise, we deduce the posterior density, i.e., the joint condi-
tional probability density of the parameters given the noisy measurements. Then the
computation of the maximum a posteriori (MAP) estimate for the unknown coeffi-
cients corresponds to finding the minimizer of a certain Tikhonov functional that is
nonquadratic in both the discrepancy and the penalty term. The method for recon-
structing the internal conductivity of a physical body by electrical impedance tomog-
raphy (EIT) considered in [15] is based on iteratively minimizing such a Tikhonov
functional; the main goal of this work is to generalize the ideas of [15] in order to
introduce an algorithm that is capable of simultaneously reconstructing the diffusion
and absorption coefficients in realistic three-dimensional OT.
Our algorithm is composed of two nested iterations. The outer loop corresponds
to introducing a standard quadratic Tikhonov functional that (heuristically) approx-
imates the original nonquadratic one around the current iterate. The approximation
is based on linearizing the measurement map corresponding to the DA and apply-
ing a single lagged diffusivity step [31] to get rid of the nonlinearity in the penalty
term. The interior loop tackles a given quadratic Tikhonov functional by resorting
to LSQR [23, 24] with priorconditioning: The positive definite matrix defining the
penalty term is interpreted as the inverse covariance matrix of a ‘linearized prior’
in the spirit of priorconditioning [6, 7, 8, 9], and it is then employed as a (symmet-
ric) preconditioner for the corresponding normal equation. Subsequently, the penalty
term is dropped and the LSQR algorithm from [1] is applied to the resulting reduced
normal equation. The leading idea of the preconditioning trick is to implicitly in-
clude the prior information about the inclusion boundaries from the previous iterate
of the outer loop in the Krylov subspace structure of the LSQR phase. (Notice that
priorconditioning is related to the transformation of a quadratic Tikhonov functional
into the standard form [11, 14, 19].) See [28] for a related work where the linearized
problem has been directly tackled by a Krylov method.
If it is a priori known that the inclusions only affect one of the two coefficients in
the diffusion equation, the proposed algorithm produces good quality reconstructions
from simulated noisy data independently of whether the inward photon flux at the
object boundary is harmonically modulated or not. However, if there are anomalies
in both the diffusion and the absorption coefficient, the performance of the algorithm
is considerably better when the input is time-harmonic: For static inward boundary
flux, the reconstructions exhibit a severe ‘cross-talk’ between the two coefficients.
This observation, made also in the context of time-resolved measurements [29], is in
line with the conclusion of [4]; see [16] for a twist, though. A special feature of our
method is that it produces three-dimensional reconstructions with about 105 degrees
of freedom in only about ten minutes on a standard laptop. In addition, the algorithm
does not require the knowledge of the background parameter levels.
This manuscript is organized as follows. Section 2 recalls the DA of the RTE
and discusses an efficient way of sampling the derivatives of the associated measure-
ment map with respect to the diffusion and absorption coefficients. Our preferred
(finite-dimensional) Bayesian framework as well as the prior probability densities for
the coefficients of the diffusion equation are introduced in Section 3. The actual re-
construction algorithm and its implementation are considered in Section 4. Finally,
Section 5 presents the three-dimensional numerical examples.
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2. Measurement model. In this work, we consider the forward model corre-
sponding to the DA of the RTE. We assume the measurements are modulated with a
fixed harmonic frequency ω ∈ R and model the examined physical body as a bounded
domain Ω ⊂ R3 with a connected complement and a Lipschitz boundary. The photon
sources on the object boundary are represented by the connected, mutually disjoint,
open subsets sk ⊂ ∂Ω, k = 1, . . . ,K. The amplitude of the input flux Φk : ∂Ω → R
through each source is modelled by the corresponding characteristic function, i.e.,
Φk(x) =
�
1 if x ∈ sk,
0 otherwise.
(2.1)
We assume Ω is isotropic and denote the associated diffusion and absorption coeffi-
cients by κ, µ ∈ L∞+ (Ω,R), respectively, with the physically reasonable definition
L∞+ (Ω,R) = {v ∈ L∞(Ω,R) | ess inf v > 0} .
Take note that apart from L∞(Ω,R) and L∞+ (Ω,R) all other function spaces consid-
ered in this work have C as the associated multiplier field.
According to the DA [2, 18], the photon density ϕk ∈ H1(Ω) corresponding to
photon flux through the kth source is the unique solution [13] of the elliptic boundary
value problem 
−∇ · (κ∇ϕk) +
�
µ+
ω
c
i
�
ϕk = 0 in Ω,
γϕk +
1
2
ν · κ∇ϕk = Φk on ∂Ω,
(2.2)
where ν : ∂Ω → Rn is the exterior unit normal of ∂Ω, c is the speed of light that
is assumed to be constant in Ω, and the dimension-dependent constant γ takes the
value γ = 1/4 in our three-dimensional setting. Notice that if ∂Ω is of the Ho¨lder
class C 1,1 and the boundaries of the sources ∂sk, k = 1, . . . ,K, are of the class C 1,
then for any � > 0 the photon flux Φk belongs to H
1/2−�(∂Ω) by the properties of
zero continuation for Sobolev spaces (cf., e.g., [32]) and ϕk ∈ H2−�(Ω) due to the
standard regularity theory for elliptic boundary value problems [13].
Corresponding to the input flux through each source, we measure the net flux
coming out of the object at the (open and connected) measurement sensors mj ⊂ ∂Ω,
j = 1, . . . , J . It is assumed that the sensors do not overlap with the sources nor with
each other. We model the ‘device function’ of the jth sensor by its characteristic
function
Ψj(x) =
�
1 if x ∈ mj ,
0 otherwise.
(2.3)
With this convention, the boundary measurement at the sensor mj corresponding to
input flux through the source sk can be written as (cf. [18])
Mjk =
�
∂Ω
Ψj
�
γϕk − 1
2
ν · κ∇ϕk
�
dS = 2γ
�
∂Ω
Ψjϕk dS. (2.4)
Here the latter equality follows from the boundary condition in (2.2) together with
the assumption that the supports of Ψj and Φk are disjoint. For simplicity, we have
ignored reflections at sk and mj in (2.2) and (2.4), respectively. Moreover, there
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certainly exist more case-specific models for the input amplitudes Φk and the device
functions Ψj , but we have decided to model them as characteristic functions as this is
arguably the most generic choice. Be that as it may, we include Φk and Ψj explicitly
in the following analysis in order to demonstrate that one could as easily resort to
more complicated models.
The inverse problem we are interested in is to reconstruct useful information
about both the diffusivity κ and the absorption µ inside Ω based on noisy versions of
the measurements Mjk(κ, µ) ∈ C, where j = 1, . . . , J and k = 1, . . . ,K.
We complete this section by recalling (cf., e.g., [2, Section 5.2]) an efficient way
of sampling the Fre´chet derivative of the map (κ, µ) �→ Mjk(κ, µ). To this end, we
need to introduce the ‘dual problem’ of (2.2), that is,
−∇ · (κ∇ψj) +
�
µ+
ω
c
i
�
ψj = 0 in Ω,
γψj +
1
2
ν · κ∇ψj = Ψj on ∂Ω,
(2.5)
which has a unique solution ψj ∈ H1(Ω) [13].
Theorem 2.1. The Fre´chet derivative of the map�
L∞+ (Ω)
�2 � (κ, µ) �→Mjk(κ, µ) ∈ C (2.6)
at (κ, µ) ∈ [L∞+ (Ω)]2 in the direction (ϑ, θ) ∈ [L∞(Ω)]2 can be evaluated via�
M �jk(κ, µ)
�
(ϑ, θ) = −γ
�
Ω
ϑ∇ψj · ∇ϕk dx− γ
�
Ω
θ ψjϕk dx, (2.7)
where ϕk, ψj ∈ H1(Ω) are the solutions of (2.2) and (2.5), respectively.
Proof. It is well known that the variational formulation of (2.5) is to find ψj ∈
H1(Ω) such that (cf., e.g., [2, 13])�
Ω
�
κ∇ψj · ∇v +
�
µ+
ω
c
i
�
ψjv
�
dx+ 2γ
�
∂Ω
ψjv dS = 2
�
∂Ω
Ψjv dS (2.8)
for all v ∈ H1(Ω).1 It is also common knowledge that the map�
L∞+ (Ω)
�2 � (κ, µ) �→ ϕk ∈ H1(Ω),
where ϕk = ϕk(κ, µ) is the solution of (2.2), is Fre´chet differentiable. The corre-
sponding derivative at (κ, µ) ∈ [L∞+ (Ω)]2 in the direction (ϑ, θ) ∈ [L∞(Ω)]2 is given
as the unique solution of the following ‘Born approximation -like’ variational problem
(cf., e.g., [10]): Find ϕ�k = (ϕ
�
k(κ, µ))(ϑ, θ) ∈ H1(Ω) satisfying�
Ω
�
κ∇ϕ�k · ∇v +
�
µ+
ω
c
i
�
ϕ�kv
�
dx+ 2γ
�
∂Ω
ϕ�kv dS
= −
�
Ω
ϑ∇ϕk · ∇v dS −
�
Ω
θ ϕkv dS (2.9)
for all v ∈ H1(Ω).
1We have left out the ‘standard complex conjugation’ of the test function as this makes the
argumentation more straightforward.
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Due to the trace theorem [13] and since the right-hand side of (2.4) is linear with
respect to ϕk, it is straightforward to deduce that the Fre´chet derivative of (2.6) can
be evaluated through �
M �jk(κ, µ)
�
(ϑ, θ) = 2γ
�
Ω
Ψjϕ
�
k dS,
where ϕ�k ∈ H1(Ω) is the solution of (2.9). In consequence, choosing v = ϕ�k in (2.8),
we may write
1
γ
�
M �jk(κ, µ)
�
(ϑ, θ) =
�
Ω
�
κ∇ψj · ∇ϕ�k +
�
µ+
ω
c
i
�
ψjϕ
�
k
�
dx+ 2γ
�
∂Ω
ψjϕ
�
k dS
= −
�
Ω
ϑ∇ψj · ∇ϕk dS −
�
Ω
θ ψjϕk dS,
where the second step follows from (2.9) with v = ψj . This completes the proof.
In particular, observe that we do no need to solve (2.9) at any stage when com-
puting derivatives of the measurements with respect to the to-be-reconstructed pa-
rameters κ and µ, but it is enough to substitute the (approximate) solutions of (2.2)
and (2.5) together with the considered perturbation directions in (2.7).
3. Bayesian framework and the choice of prior. We now consider the dis-
cretized version of (2.2), modelling the diffusivity κ and the absorption µ as exponen-
tial quantities,
κ(ς) = κ0 exp(ς) and µ(υ) = µ0 exp(υ), (3.1)
where
ς =
N�
n=1
ςnφn and υ =
N�
n=1
υnφn . (3.2)
Here ςn, υn ∈ R, n = 1, . . . , N , are real coefficients and φn ∈ H1(Ω), n = 1, . . . , N , are
the piecewise linear finite element basis functions corresponding to a chosen meshing
of Ω, excluding the nodes on a nonempty subset S of ∂Ω, which corresponds to
assuming that κ = κ0 and µ = µ0 at those nodes. We denote by ς and υ both the
corresponding vectors of coefficients, ς, υ ∈ RN+ and the functions defined in (3.2); the
exact meaning should be clear from the context. The positive real numbers κ0, µ0 > 0
in (3.1) are the constant diffusivity and absorption levels that are the most compatible
with the measurements; the determination of these constants as well as the selection of
S ⊂ ∂Ω is explained in Section 4.3. According to our experience, reconstructing ς and
υ produces significantly better results than directly considering the actual physical
quantities κ and µ; this observation is in line with, e.g., the material in [28, 30]. The
transformation also ensures the positivity of κ and µ.
We vectorize the measurements as functions of ς and υ, i.e., set
M(ς, υ) =
�
Mjk
�
κ(ς), µ(υ)
�� ∈ CJK ,
and introduce the real-valued measurement vector
M(ς, υ) =
�
ReM(ς, υ)
ImM(ς, υ)
�
∈ R2JK . (3.3)
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For M, we assume the additive Gaussian noise model
V = M(ς, υ) + η, (3.4)
where η ∈ R2JK is a realization of a normally distributed random variable with zero
mean and a known, symmetric and positive definite covariance matrix Γ ∈ R2JK×2JK .
It easily follows that the likelihood function, i.e. the probability density of the mea-
surements given the parameters, is the same Gaussian but with a shifted mean,
p(V | ς, υ) ∝ exp
�
− 1
2
�V −M(ς, υ)�TΓ−1�V −M(ς, υ)��,
where the constant of proportionality is independent of ς and υ.
We assume that the (discretized) logarithms of the diffusivity and absorption are
a priori distributed according to the densities
p(ς) ∝ exp�− aR(ς)� and p(υ) ∝ exp�− bR(υ)� (3.5)
where a, b > 0 are free parameters and R is of the form
R(u) =
�
Ω
r
�|∇u(x)|� dx, (3.6)
with r : Ω→ R+ being a suitable, continuously differentiable, monotonically increas-
ing function that prefers edges over slow changes in the function u. In this work we
resort exclusively to
r(t) =
1
2
T 2 log
�
1 + (t/T )2
�
, (3.7)
which corresponds to Perona–Malik prior/regularization [25], with T > 0 being a
small parameter that gives a threshold for detectable edges. Employing the standard
TV prior [26] would lead to slightly more blurred reconstructions, whereas using the
so-called TVq prior (cf., e.g., [20]) with, say, q = 1/2 would produce results that
are qualitatively the same as the ones presented in Section 5. Since (3.5) gives the
probability densities for the logarithms ς and υ of the physical quantities interest, the
prior imposed on κ and µ could be dubbed ‘log-Perona–Malik’, imitating the relation
between normal and log-normal distributions.
Assuming ς and υ are independent, the Bayes’ formula gives the posterior density
p(ς, υ | V) ∝ p(V | ς, υ) p(ς)p(υ)
∝ exp
�
− 1
2
�V −M(ς, υ)�TΓ−1�V −M(ς, υ)�− aR(ς)− bR(υ)�,
where the constants of proportionality do not depend on ς and υ. Our aim now is to
find the MAP estimate corresponding to this posterior, which is equivalent to finding
the minimizer of the Tikhonov functional
F (ς, υ) :=
1
2
�V −M(ς, υ)�TΓ−1�V −M(ς, υ)�+ aR(ς) + bR(υ). (3.8)
In what follows, we denote β = [ςT, υT]T ∈ R2N and, instead of M(ς, υ) and F (ς, υ),
we usually write M(β) and F (β) for short.
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4. The algorithm. The iterative method for minimizing (3.8) starts from the
initial guess β(0) = 0 ∈ R2N , which corresponds to the constant values κ0 and µ0 for
the diffusivity and the absorption, respectively (cf. (3.1)). We linearizeM(β) around
the current iterate β(l), write the necessary condition for minimizing the resulting
Tikhonov functional, and take one lagged diffusivity step [31]. Altogether, this corre-
sponds to finding the minimizer of a certain standard quadratic Tikhonov functional.
The minimization problem is tackled by means of LSQR-aided priorconditioning, and
the resulting parameter vector is taken to be the next iterate β(l+1).
In the following, we first briefly deduce the linear problem corresponding to the
lagged diffusivity step and subsequently explain how we employ priorconditioning to
approximately solve it. Finally, we summarize the whole reconstruction method as
a complete algorithm in Section 4.3. For more information on the basic building
blocks of the algorithm we refer to [15], where its variant was applied to EIT. Notice,
however, that [15] considered the reconstruction of only one coefficient in an elliptic
PDE, namely the conductivity, whereas here we are interested in both the diffusivity
and the absorption. In particular, [15] did not employ an exponential model of the
form (3.1) for the conductivity.
4.1. Linearization and lagged diffusivity step. Linearizing M(β) around
β(l) in (3.8) leads to a new Tikhonov functional with a quadratic residual but non-
quadratic penalty terms,
F (l)(β) :=
1
2
�
y(l) − J (l)β)TΓ−1�y(l) − J (l)β�+ aR(ς) + bR(υ), (4.1)
where β = [ςT, υT]T, the matrix J (l) ∈ R2JK×2N is the Jacobian of the map β �→
M(β) evaluated at β(l) and
y(l) = V −M(β(l)) + J (l)β(l) ∈ R2JK .
Let us briefly explain how to numerically compute M(β(l)) and J (l) needed in the
above formulae: M(β(l)) is approximated by solving (2.2) with the coefficients (3.1)
for the input fluxes Φk, k = 1, . . . ,K, by a FEM, substituting the obtained solutions
in (2.4) for all j = 1, . . . , J and separating the real and imaginary parts. On the
other hand, the approximate elements of J (l) are obtained by plugging the afore-
mentioned FEM solutions of (2.2) together with those of (2.5) in (2.7) and letting
the perturbations ϑ and θ run in turns through the piecewise linear basis functions
φn, n = 1, . . . , N , appearing in the representations (3.2). To be quite precise, this
process only gives the elements in the Jacobian of the complex-valued measurements
M(β) ∈ CJK at β(l) with respect to the vector [exp(β(l))] ∈ R2N (cf. (3.1)), but J (l)
is subsequently obtained with the help of the chain rule and by stacking the real and
imaginary parts of a complex-valued Jacobian on top of each other. The details about
the employed FEM discretizations can be found in Section 5.
The necessary condition for minimizing (4.1) reads
(J (l))TΓ−1J (l)β + a
�
(∇R)(ς)
0
�
+ b
�
0
(∇R)(υ)
�
= (J (l))TΓ−1y(l), (4.2)
where 0 ∈ RN . The gradient of R : RN → R+ has the representation [15]
(∇R)(u) = H(u)u,
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where u = ς or u = υ and
Hm,l(u) :=
�
Ω
r�(|∇u(x)|)
|∇u(x)| ∇φm(x) · ∇φl(x) dx, m, l = 1, . . . , N. (4.3)
This matrix can be interpreted as the FEM system matrix for the elliptic partial
differential operator
−∇ · cu∇ (4.4)
with the positive-valued diffusion coefficient
cu : x �→ r
�(|∇u(x)|)
|∇u(x)| , Ω→ R+.
Since the nodes on S ⊂ ∂Ω were excluded in (3.2), the stiffness matrix H(u) cor-
responds to a natural boundary condition on ∂Ω \ S and a homogeneous Dirichlet
condition on S for (4.4). In particular, both H(ς) and H(υ) ∈ RN×N are positive
definite under the reasonable assumption that there is a positive number FEM nodes
on S.
The equation (4.2) can now be rewritten in the form�
(J (l))TΓ−1J (l) +
�
aH(ς) 0
0 bH(υ)
��
β = (J (l))TΓ−1y(l), (4.5)
which remains nonlinear since the matrices H(ς) and H(υ) depend on β = [ςT, υT]T.
We deal with this nonlinearity by, instead of solving (4.5) exactly, settling with taking
a single step of lagged diffusivity iteration as in [15]: The H-matrices appearing in
(4.5) are evaluated at the current iterate β(l) = [(ς(l))T, (υ(l))T]T and the resulting
linear equation is (approximately) solved for the next one β(l+1). More precisely,
denoting a Cholesky factor of Γ−1 by Γ−1/2 and setting
A = Γ−1/2J (l), H =
�
H(ς(l)) 0
0 ba H(υ
(l))
�
, y˜ = Γ−1/2y(l), (4.6)
we obtain the normal equation�
ATA+ aH
�
β = ATy˜, a > 0, (4.7)
to which we apply LSQR-aided priorconditioning accompanied by the Morozov dis-
crepancy principle, as explained in the following subsection.
4.2. Priorconditioning. Since H ∈ R2N×2N is positive definite, the unique
solution of (4.7) is also the minimizer of the standard, quadratic Tikhonov functional
|Aβ − y˜|2 + a βTHβ .
From the Bayesian standpoint, this can be interpreted as having small H-norm of the
parameter vector β as prior information: Assigning to H the role of a (scaled) inverse
covariance matrix of a zero-mean Gaussian prior and assuming a suitable additive
Gaussian measurement noise model, the solution of (4.7) is the conditional mean or
maximum a posteriori estimate for the the linear model
Aβ = y˜. (4.8)
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We aim at preconditioning (4.7) so that the prior information in H is included directly
in the Krylov subspace structure produced by our preferred iterative solver, LSQR.
The ‘regularization parameter’ a > 0 becomes superfluous in the process; however,
the ratio b/a of the free parameters appearing in the priors (3.5) is included in the
definition of H and must thus be chosen by the operator of the algorithm.
Since H is positive definite, it allows a Cholesky decomposition H = LTL; in
fact, any symmetric factorization of H is adequate for our purposes and, even more
importantly, it need not be formed explicitly in the reconstruction algorithm as we
resort to the modified LSQR algorithm introduced in [1]. However, one needs to be
able to apply H−1 on a given vector. Multiplying (4.7) from the left by (L−1)T and
setting a to zero yields
(L−1)TATAL−1β˜ = (L−1)TATy˜ (4.9)
where β˜ = Lβ. Although choosing a = 0 obviously makes the matrix equation (4.9)
severely illconditioned, the prior information in H is still included via the symmetric
preconditioning by L.
We solve (4.9) by combining LSQR iteration [1] with an early stopping rule based
on the Morozov discrepancy principle. Starting the iteration from β˜ = 0, this means
that after m ∈ N iterations the estimate for the logarithmic parameter vector β
belongs to the Krylov subspace
Km = span{H−1ATy˜, (H−1ATA)H−1ATy˜, . . . , (H−1ATA)m−1H−1ATy˜}
which clearly takes into account the prior information in H, that is, the approximate
solution is in the range of H−1 regardless of the number of iterations m. The LSQR
iteration is terminated and the corresponding iterate dubbed β(l+1) when the residual
corresponding to (4.8) reaches the (whitened) noise level
ε =
�
E
�|Γ−1/2η|2� = √2KJ
scaled by a suitable ‘fudge factor’ to account for unavoidable numerical noise.
4.3. Implementation. Collecting the material in the preceding two subsections,
we have altogether introduced the following algorithm for simultaneous reconstruction
of κ and µ.
Algorithm 1. Select T > 0 in (3.7), the ratio b/a for (3.5), a ‘fudge factor’
τ ≥ 1, and S ⊂ ∂Ω to support a homogeneous Dirichlet boundary condition for ς and
υ (cf. (3.2), (4.3) and (4.4)). Let 1 = [1, . . . , 1]T ∈ RN and determine (κ0, µ0) as the
minimizing pair for ��Γ−1/2�V −M(log(κ)1, log(µ)1)���
over (κ, µ) ∈ R2+. Set l = 0, � =
√
2KJ , β(0) = 0 ∈ R2N and M =M(β(0)).
1. Evaluate the Jacobian of the map β �→ M(β) at β(l) and denote it by J .
2. Set A = Γ−1/2J and y˜ = Γ−1/2
�V −M+ Jβ(l)�.
3. Build H(ς(l)) and H(υ(l)) according to (4.3) and form H = LTL as in (4.6).
(Recall that β(l) = [(ς(l))T, (υ(l))T]T and the factor L is introduced only for
notational convenience.)
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4. Apply the LSQR algorithm of [1] to
(L−1)TATAL−1β˜ = (L−1)TATy˜, β = L−1β˜,
starting from β˜ = 0. Denoting the LSQR sequence as {β(l)m }m∈N0 , terminate
the iteration as soon as �Aβ(l)m − y˜� ≤ τ�. Denote the corresponding solution
as β(l+1).
5. Compute M =M(β(l+1)). If��Γ−1/2�V −M(β(l+1))��� ≤ τ�
substitute β(l+1) = [(ς(l+1))T, (υ(l+1))T]T in (3.1) and declare the resulting κ
and µ the reconstruction. Otherwise, set l← l + 1 and return to step 1.
The choice of the free parameter τ in Algorithm 1 is case-dependent, but through-
out our numerical experiments we use S = {∪ksk}∪{∪jmj} and the values T = 5·10−3
and b/a = 1/3 are fixed. The algorithm is insensitive to the choice of S and T > 0, but
selecting b/a is a more delicate issue: According to our experience, sharp boundaries
more easily appear in reconstructions of κ compared to those of µ, and we compensate
for this phenomenon by assuming a looser prior, or less regularization for µ, that is,
we set b/a < 1 (cf. (3.5)).
5. Numerical experiments. To demonstrate the performance of Algorithm 1,
we present four three-dimensional numerical experiments based on simulated data.
In Case 1 we consider the situation, where we have only one unknown parameter to
reconstruct (in turns, either κ or µ) as opposed to Case 2, where we reconstruct the
two unknowns simultaneously. In these first two experiments we use unmodulated
data, i.e. set ω = 0 in (2.2). As a result, the imaginary parts of the measurements
Mjk remain zero, and hence the length of the (real-valued) measurement vector M
effectively decreases to JK (cf. (3.3)), making the computations less expensive. For
comparison, Case 3 presents the corresponding results for frequency modulated data.
The first three test cases consider a cylindrical body with the sources and sensors
attached to its side. To conclude, we evaluate the functionality of the algorithm in a
ball-shaped domain with nonconvex target inclusions in Case 4.
In all tests the data is generated, as explained in the beginning of Section 4.1, with
FEM using piecewise linear basis functions on a dense finite element mesh (102562
nodes and 558244 tetrahedrons in Cases 1–3, 116520 nodes and 607553 tetrahedrons
in Case 4). Subsequently, the simulated exact measurements are corrupted by 1% of
normally distributed additive noise: we choose ηi ∼ N (0, σ2i ) and σi = 0.01|Mi| for all
i = 1, . . . , 2JK in (3.4), which, in particular, makes the noise covariance matrix Γ ∈
R2JK×2JK diagonal. In the reconstruction algorithm, we ignore the measurements
on the sensors closest to the active photon source. The reason for this is two-fold:
according to our experience, the numerical noise is the highest on these sensors, and
the diffusion approximation is arguably the least accurate close to the photon source;
see, e.g., [21] and the references therein.
Case 1: Separate reconstructions from unmodulated data. The domain
in Cases 1–3 is a cylinder Ω = D(0, 1) × (0, 1) ⊂ R3, where D(x, r) ⊂ R2 denotes an
open disk of radius r > 0 centered at x ∈ R2. There are K = 24 circular photon
sources and J = 24 measurement sensors of the same size and shape attached evenly
and alternatingly in three rings to the side of Ω (see the top row in Figure 5.1).
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Fig. 5.1: Case 1. The separate reconstructions of absorption and diffusivity from
unmodulated data when the value of the other parameter is a known constant. Top
row: the target absorption (left) and diffusivity (right). The photon sources are
plotted in light gray color and the measurement sensors in dark gray. Bottom row:
the reconstructed absorption (left) and diffusivity (right). The values between µ0±0.1
and κ0 ± 0.01, respectively, are transparent.
Corresponding to each source, we simulate the measurements on all sensors, expect
for the ones closest to the source in question, which amounts to three or four passive
sensors depending on the position of the active source. For unmodulated data, this
leads to a real-valued measurement vector of length 496.
We begin by considering the situation, where either the diffusivity or the ab-
sorption is homogeneous with a known constant value, and hence we only need to
reconstruct the other material parameter. We first fix the diffusivity to the (known)
constant value κ(x) = 0.05 for all x ∈ Ω. The corresponding target absorption is
illustrated in the top left image of Figure 5.1; the absorption equals 0.5 apart from
a cylindrical inclusion of radius 0.2 and height 0.6 touching the bottom of Ω and
having a higher absorption level µ = 2.5. In the second part of this first test case, the
absorption is in turn fixed to the (known) constant value µ(x) = 0.5 for all x ∈ Ω.
The associated target diffusivity is shown in the top right image of Figure 5.1; the
diffusion coefficient takes the constant value κ = 0.05 except for a cylindrical inclusion
of radius 0.2 and height 0.6 touching the top of Ω and exhibiting a higher level of
diffusivity κ = 0.25. (The background parameter levels of µ = 0.5 and κ = 0.05 in
the ‘unit cylinder’ Ω could model, e.g., a real-world cylinder of radius 1 cm and height
1 cm with constant absorption 0.5 cm−1 and reduced scattering coefficient 6.17 cm−1,
cf. [2, 27].)
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Fig. 5.2: Case 2. The simultaneous reconstruction of absorption and diffusivity
from unmodulated data. Top row: the reconstructed absorption (left) and diffusivity
(right). The values between µ0 ± 0.1 and κ0 ± 0.01, respectively, are transparent.
Bottom row: horizontal slices of the reconstruction at heights 0.9, 0.6, 0.4 and 0.1.
The separate reconstructions of the absorption and the diffusivity are presented
in the bottom left and bottom right images of Figure 5.1, respectively. To enhance the
visualizations, the values close to the reconstructed background parameter levels µ0 =
0.55 and κ0 = 0.052 are transparent in the respective images; see the initialization
phase of Algorithm 1. Neither of the reconstructed inclusions is quite of the correct
shape; the algorithm (or the prior) clearly prefers oval objects over cylindrical ones.
Furthermore, the parameter levels within the reconstructed inclusions are slightly too
low, though the maximal reconstructed values almost reach the target levels: µmax =
2.12 and κmax = 0.227. In both reconstructions, the respective inclusion appears
roughly in the correct position, it is well localized and the background is approximately
constant, which are the features the algorithm was designed to promote. All in all,
the separate reconstructions are comparable to those presented in [15] for EIT.
To compensate for numerical errors, the fudge factor was set to τ = 1.3 in both
subcases. The homogeneous estimates for the background parameter levels were com-
puted on a coarse finite element mesh with 32 130 nodes and 161 539 tetrahedrons.
Subsequently, the actual reconstructions were formed on a mesh with 56 021 nodes
and 296 276 tetrahedrons. The running time of Algorithm 1 was approximately 5.5
minutes for reconstructing the absorption (convergence after four linearizations) and
about 3 minutes for the diffusivity (convergence after two linearizations) with a MAT-
LAB (2014a) implementation run on a laptop with 16 GB RAM and an Intel Core
i7-4600U CPU having clock speed 2.10 GHz.
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Fig. 5.3: Case 2. The convergence of the algorithm for the simultaneous recon-
struction of absorption and diffusivity from unmodulated data. Left: The residuals
|Γ−1/2(V −M(β(l)))| after each linearization. Right: The residuals |Aβ(l)m − y˜| after
each LSQR step (on a logarithmic scale). The dashed lines indicate the target residual
level τ�.
Case 2: Simultaneous reconstruction from unmodulated data. In the
second experiment, we combine the two separate parts of Case 1 and aim at recon-
structing the absorption and diffusivity simultaneously. The domain and the target
coefficients are the same as in Case 1, that is, the to-be-reconstructed absorption and
diffusivity are as shown in the top row of Figure 5.1. We still consider unmodulated
measurements, i.e. set ω = 0.
The results produced by Algorithm 1 are presented in Figure 5.2. The top row
illustrates the three-dimensional reconstructions with transparency applied to param-
eter values close to the estimated background levels µ0 = 0.51 and κ0 = 0.049, and
the bottom row shows horizontal slices of the reconstructions. As in Case 1, the
inclusions do not have correct shapes, but the background is almost constant and
the localization of the inhomogeneities is good. However, when reconstructing the
absorption and diffusivity simultaneously, the parameter levels within the inclusions
are not as accurate as in Case 1, and we also observe some ‘cross-talk’ between the
two parameters. More precisely, the algorithm seems to partially explain the increase
in the absorption by decreasing the diffusivity, and there is also a small drop in the
absorption at the location of the target inclusion with high diffusivity. The ratio
parameter b/a controls to a certain extent which of the two unknowns the algorithm
is more prone to change in order to explain the measurements. Nevertheless, tuning
this ratio does not generally remove the observed cross-talk effect.
Figure 5.3 illustrates the convergence of the algorithm. The left-hand image
depicts the residuals after each linearization of the forward model, which corresponds
to the overall stopping criterion in step 5 of Algorithm 1. The right-hand image
shows the residual for the linear model (4.8) after each LSQR step, which in turn
monitors the termination of the inner loop in step 4 of Algorithm 1. As indicated by
Figure 5.3, the algorithm converges after three rounds of LSQR iterations, requiring
fewer LSQR steps each round. We conclude that the algorithm functions stably and
produces results that are compatible with the priors. This suggests that the cross-talk
between the absorption and the diffusivity in the reconstructions of Figure 5.2 may
be an unavoidable consequence of the fundamental nonuniqueness in diffuse optical
tomography [4]. This phenomenon was also encountered, e.g., in [29].
The computations in Case 2 were performed on the same finite element meshes
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Fig. 5.4: Case 3. The simultaneous reconstruction of absorption and diffusivity from
frequency modulated data. Top row: the reconstructed absorption (left) and diffusiv-
ity (right). The values between µ0 ± 0.1 and κ0 ± 0.01, respectively, are transparent.
Bottom row: horizontal slices of the reconstruction at heights 0.9, 0.6, 0.4 and 0.1.
and with the same hardware as in Case 1. We also used the same fudge factor τ = 1.3.
The running time of the algorithm was approximately 5 minutes.
Case 3: Simultaneous reconstruction from frequency modulated data.
In order to reduce the cross-talk between the absorption and diffusivity, we next
resort to frequency modulated data. We still consider the domain and target material
parameters shown in the top row of Figure 5.1, but now the inward photon flux at the
boundary sources is harmonically modulated so that ω/c ≈ 0.021. This corresponds
approximately to the frequency of 100MHz if the unit of length in Ω is cm. Since
the imaginary parts of the measurements Mjk are now nonzero, the length of the
real-valued measurement vector M increases to 992 (cf. (3.3)).
The reconstruction is visualized in Figure 5.4. Once again, we observe that Algo-
rithm 1 produces results that are consistent with the prior: the reconstructions of the
absorption and diffusivity in Figure 5.4 are composed of a homogeneous background
with well localized, yet somewhat incorrectly shaped, inclusions at approximately cor-
rect locations. Even more importantly, the employment of frequency modulated data
indeed helped us to get rid of the unwanted cross-talk between the absorption and
diffusivity. The parameter levels in the inclusions are still slightly off, but they mimic
the target considerably better than in Case 2. The convergence of the algorithm is
reported in Figure 5.5 which is organized in the same way as Figure 5.3. This time
the algorithm converges after four LSQR rounds and, as in Case 2, the number of the
needed LSQR steps decreases round by round.
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Fig. 5.5: Case 3. The convergence of the algorithm for the simultaneous reconstruc-
tion of absorption and diffusivity from frequency modulated data. Left: The residuals
|Γ−1/2(V −M(β(l)))| after each linearization. Right: The residuals |Aβ(l)m − y˜| after
each LSQR step (on a logarithmic scale). The dashed lines indicate the target residual
level τ�.
The employed finite element meshes were again the same as previously and, as
before, we used the fudge factor τ = 1.3. In this case the measurement vectorM was
twice as long as in Cases 1 and 2, which slowed down the algorithm. The running time
was approximately 11 minutes with the same hardware as before. The homogeneous
approximation for the absorption was µ0 = 0.55 and for the diffusion coefficient
κ0 = 0.051.
Case 4: Ball-shaped domain. In the final experiment, the domain Ω is a ball
of radius 10 with K = 32 circular photon sources and J = 60 circular measurement
sensors distributed evenly on its surface (see the top row of Figure 5.6). For each
source, we simulate the measurements on all sensors apart from the five or six ones
lying the closest to the source in question. This results in a real-valued measurement
vector of length 3480.
The target material parameters are illustrated in the top row of Figure 5.6. The
absorption level of Ω is µ ≡ 0.025 except for an inclusion where the absorption in-
creases to µ = 0.125. On the other hand, the diffusivity satisfies κ ≡ 0.15 apart from
an inhomogeneity where, in contrast to Cases 1–3, it decreases to κ = 0.075. (The
background levels of µ = 0.025 and κ = 0.15 in the ball Ω could model, e.g., a real-
world ball of radius 1 cm with constant absorption 0.25 cm−1 and reduced scattering
coefficient 22.0 cm−1, cf. [2, 27].) Both aforementioned inclusions are nonconvex: they
have three-dimensionally twisted z-shapes such that the three sections are parallel to
x, y and z-axis, respectively. In particular, the middle sections of the inclusions (lying
at height z = 2) coincide, meaning that there is a jump in both material parameters
at the same location. The measurements are modulated so that ω/c ≈ 0.0126, which
corresponds approximately to the frequency of 600MHz if the unit of length in Ω
is mm.
A three-dimensional visualization of the reconstruction is presented in the middle
row of Figure 5.6, while the bottom row shows corresponding horizontal cross sections.
The properties of the reconstruction are similar to the previous case: the positions
and localization of the inclusions are good, the background is approximately constant
and, in particular, the nonconvexity of the inclusions is captured reasonably well.
In addition, even though the inclusions coincide in their middle sections, the cross-
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Fig. 5.6: Case 4. The simultaneous reconstruction of absorption and diffusivity
from frequency modulated data. Top row: the target absorption (left) and diffusivity
(right). The photon sources are plotted in light gray color and the measurement
sensors in dark gray. Middle row: the reconstructed absorption (left) and diffusivity
(right). The values between µ0 ± 0.01 and κ0 ± 0.01, respectively, are transparent.
Bottom row: horizontal slices of the reconstructions at heights 5, 2, −2 and −5.
talk between them is minimal. However, it should be noted that it is necessary
to use a fairly high angular frequency ω to achieve this. As before, the parameter
values within the reconstructed inclusions do not quite reach the target levels. Some
instability is also observed near the boundary of Ω, which causes small jumps in the
reconstructed diffusivity. Although these jumps occur close to the photon sources and
the measurement sensors, according to our experiments, neither changing the choice
of S ⊂ ∂Ω (cf. (3.2)) nor using a natural boundary condition for (4.4) everywhere on
∂Ω removes the artefacts.
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To ensure convergence, we used a somewhat higher fudge factor τ = 1.6 in this
final test case. The homogeneous estimates for the parameters µ0 = 0.0282 and
κ0 = 0.149 were computed on a coarse finite element mesh with 23648 nodes and
101305 tetrahedrons, whereas the actual reconstruction was formed on a mesh with
49072 nodes and 232750 tetrahedrons. The hardware was as described in Case 1. Even
though both of the aforementioned meshes were slightly coarser than the correspond-
ing ones in Cases 1–3, the more than three times higher number of measurements
resulted in a slightly longer run time of 13.5 minutes compared to Case 3. The algo-
rithm converged after four linearizations of the measurement model.
6. Concluding remarks. We have introduced an edge-enhancing technique for
reconstructing the absorption and diffusion coefficients in diffuse OT. The method
is a variant of the algorithm introduced in [15] for EIT; see also [1]. By means of
three-dimensional numerical experiments with simulated data, we have demonstrated
that the algorithm is capable of simultaneously locating inclusions in both the ab-
sorption and the diffusivity, if the inward photon flux through the boundary sources
is modulated with a high enough harmonic frequency and if the to-be-reconstructed
inhomogeneities in the material parameters exhibit sufficient contrasts compared to
the background. The running time of the algorithm on a standard laptop computer
is around ten minutes for 1000 photon flux measurement at the boundary and a
parametrization of the unknowns with 105 degrees of freedom.
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