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We study the spatio-temporal evolution of the nonlinear electrostatic oscillations in a cold mag-
netized electron-positron (e-p) plasma using both analytics and simulations. Using a perturbative
method we demonstrate that the nonlinear solutions change significantly when a pure electrostatic
mode is excited at the linear level instead of a mixed upper-hybrid and zero-frequency mode that is
considered in a recent study. The pure electrostatic oscillations undergo phase mixing nonlinearly.
However, the presence of the magnetic field significantly delays the phase-mixing compared to that
observed in the corresponding unmagnetized plasma. Using 1D PIC simulations we then analyze
the damping of the primary modes of the pure oscillations in detail and infer the dependence of the
phase-mixing time on the magnetic field and the amplitude of the oscillations. The results are re-
markably different from those found for the mixed upper-hybrid mode mentioned above. Exploiting
the symmetry of the e-p plasma we then explain a generalized symmetry of our non-linear solutions.
The symmetry allows us to construct a unique nonlinear solution up to the second order which does
not show any signature of phase mixing but results in a nonlinear wave traveling at upper-hybrid
frequency. Our investigations have relevance for laboratory/astrophysical e-p plasmas.
PACS numbers: 52.35.Mw, 52.27.Ny, 52.65.Rr
I. INTRODUCTION
The study of nonlinear electrostatic oscillations in a
cold plasma is an interesting area of research from both
theoretical and application point of view [1–7]. One of
the major application of such studies is in the laser (or
particle beam) induced wake-field acceleration techniques
where electrostatic oscillations in plasmas are used to ac-
celerate charged particles to high-energies in short dis-
tances [8–10]. However, in the above acceleration tech-
nique, maximum acceleration can only be achieved when
the amplitude of the electrostatic oscillations is kept be-
low a critical value known as the wave-breaking ampli-
tude [1, 3, 11]. Beyond the critical amplitude coherent
oscillations break and the amplitude of the accelerating
field diminishes dramatically by converting a part of the
coherent energy into random kinetic energy of the parti-
cles [12]. As a result wave is no more able to accelerate
particles to the desired energy. Physically, beyond the
critical amplitude trajectories of neighboring oscillators
taking part in the wave cross each other, and as a conse-
quence the oscillators loose their coherent motion [1].
There is another physical process however slower but
can lead to wave-breaking of arbitrarily small amplitude
oscillations. This process is known as phase mixing which
occurs when the frequency of the oscillations due to any
physical reason (for example – inhomogeneity in the ion
background [1, 13–15], relativistic mass variation effects
[16–18], inhomogeneous magnetic field [19] etc.) acquires
a spatial dependence. Because of the space-dependent
frequency neighbouring oscillators slowly go out of phase
which leads to the trajectory crossing and hence wave-
breaking after certain time. Phase mixing is responsible
for the flow of energy irreversibly into higher harmonics
and leads to damping of the primary mode [13, 17, 20].
Thus, phase mixing is an undesirable physical process as
it can significantly affect the maximum energy gain in
the wake-field acceleration experiments as suggested in
Ref. 18.
There is considerable understanding about the phase
mixing and nonlinear evolution of electrostatic oscilla-
tions in the electron-ion (e-i), and other plasmas where
charged species have unequal masses [14, 15, 20, 21]. Re-
cent developments suggest electron-positron (e-p) plasma
as an alternative interesting system for plasma experi-
ments [22–25]. It is possible to produce e-p plasmas in
the laboratory by laser matter interaction [26], and they
also exist naturally in various astrophysical environments
[27–29]. The dynamics of the electrostatic oscillations
in an e-p plasma differ significantly from that in the e-
i, and other plasmas referred to above, because of the
equal mass of the two charged species involved. Besides,
the presence of a magnetic field offers further richness to
the oscillations in an e-p plasma. An external magnetic
field is suggested to play a crucial role in the evolution
of the upper-hybrid mode [19, 30, 31], which is a mode
of electrostatic oscillations in a magnetized plasma. Al-
though, upper-hybrid oscillations mixed with a zero fre-
quency mode in a magnetized e-p plasma have received
recent attentions [32], how a pure upper-hybrid oscilla-
tion – which lacks any other mode and therefore is easier
to excite in experiments – evolves nonlinearly in space
and time in a magnetized e-p plasma is still not known.
In this paper we investigate the dynamics of a pure
upper-hybrid oscillation in a cold e-p plasma. Although,
electrostatic oscillations in a magnetized e-p plasma has
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2been studied in Ref. 32, only a mixed mode consisting
of the upper-hybrid oscillations and a space-dependent
zero frequency DC mode has been examined. For such
mixed oscillations, the spatial dependence of the DC
mode present from the beginning is directly responsible
for the wave-breaking through a mechanism mentioned
above. In contrast, here we choose our initial conditions
such that pure upper-hybrid oscillations are set up at the
linear level so that there is no cause of wave-breaking at
that order. We then use a perturbative method to probe
how higher order perturbations affect the pure upper-
hybrid mode.
We find that pure upper-hybrid oscillations in a cold e-
p plasma phase-mix and break at an arbitrarily small am-
plitudes. However, we demonstrate that, due to the pres-
ence of the magnetic field, the perturbations to the pure
upper-hybrid oscillations preserve their oscillatory nature
until the second order solution and hence do not grow in
time. Nevertheless, higher harmonics and mixed modes
are developed as the plasma acquires inhomogeneity due
to the imbalance of ponderomotive forces and nonlinear
Lorentz forces. We obtained the analytical solutions of
all the relevant physical quantities up to the third or-
der in a perturbative analysis. Furthermore, we explain
a mathematical symmetry in the nonlinear upper-hybrid
oscillations and demonstrate it up to the third order.
Our analysis of the above results imply that the pres-
ence of the magnetic field significantly suppresses the
phase-mixing of the pure electrostatic mode in compar-
ison to the fate of the electrostatic oscillations in an
unmagnetized e-p plasma. For an unmagnetized e-p
plasma, the use of a similar perturbative approach has
established that density fluctuations in both the charged
species grow in time as ∼ t2 already in the second or-
der solution, indicating a rapid bunching of particles and
hence much rapid phase mixing [20, 21, 33–35]. Our re-
sults also reveal significant differences between the evo-
lutions of a pure upper-hybrid oscillation and a mixed
upper-hybrid mode accompanied by a space dependent
DC term. In the latter case, the second order solutions
grow in time and the sum of the density fluctuations ac-
quires fast secular terms ∼ t already in the third order
solutions. In contrast, for a pure upper-hybrid mode sec-
ond order solutions do not grow in time, and although
the third order solutions grow as t cosωht where ωh is
the frequency of the upper-hybrid mode, the sum of den-
sity fluctuations vanishes.
We then proceeded to perform a one dimensional
particle-in-cell (1D PIC) simulation [36], first confirm-
ing a good agreement with our analytical results. Later,
we estimate the phase-mixing time and its dependence on
the amplitude of the oscillations and the magnetic field
from our simulations. Furthermore, using the confirmed
symmetry of the oscillations mentioned above, we iden-
tify an unique nonlinear solution in a cold magnetized
e-p plasma which does not show any signature of phase
mixing but results in a nonlinear wave propagating at the
upper-hybrid frequency.
Now we proceed to present our analysis. The flow of
the paper is as follows. Section II deals with the linear
and nonlinear solutions of upper-hybrid oscillations in a
cold e-p plasma. In section III a comparison between
numerical experiment and analytical results is provided
and the scalings of the phase-mixing time are estimated.
Section IV describes the construction of the nonlinear
solution, up to the second order, which does not show
any signature of phase mixing. Section V contains the
summary of the results obtained in this work.
II. GOVERNING EQUATIONS AND
PERTURBATION ANALYSIS
The basic equations describing the dynamics of a cold
magnetized e-p plasma are the continuity equations,
∂tne +∇(neve) = 0, (1)
∂tnp +∇(npvp) = 0, (2)
the momentum equations,
(∂t + ve.∇)ve = − e
m
[E+ (1/c)ve ×B], (3)
(∂t + vp.∇)vp = e
m
[E+ (1/c)vp ×B], (4)
and the Poisson’s equation,
∇.E = 4pie(np − ne). (5)
Here the subscript ‘p’, stands for the positron and ‘e’,
stands for the electron. The densities and velocities of
both the species are denoted by nα and vα respectively,
where α is the corresponding subscript. The quantity
c is the speed of light in vacuum, e is the charge of a
positron (not to be confused with the subscript ‘e’), E the
electric field and B is a homogeneous external magnetic
field applied along the z-direction i.e. B = B0zˆ. CGS
unit is used throughout.
Since we are interested only in the electrostatic mode,
spatial variations are restricted to one direction, which
we consider to be along the x-axis, without any loss of
generality. Thus, the set of equations (1)-(5) reduces to
the following equations,
∂tne + ∂x(nevex) = 0, (6)
∂tnp + ∂x(npvpx) = 0, (7)
∂tvex + vex∂xvex = − e
m
Ex − ωcvey, (8)
∂tvpx + vpx∂xvpx =
e
m
Ex + ωcvpy, (9)
3∂tvey + vex∂xvey = ωcvex, (10)
∂tvpy + vpx∂xvpy = −ωcvpx, (11)
∂xEx = 4pie(np − ne), (12)
where ωc = eB0/mc is the cyclotron frequency, with m
the common mass of both an electron and a positron.
Now we proceed to adopt the perturbative analysis in
order to obtain nonlinear solutions for the set of equation
(6)-(12). In such analysis the general solutions can be
expressed as,
ne(x, t) = n0+n
(1)
e (x, t)+n
(2)
e (x, t)+n
(3)
e (x, t)+ ... (13)
np(x, t) = n0+n
(1)
p (x, t)+n
(2)
p (x, t)+n
(3)
p (x, t)+ ... (14)
Here n0 is the equilibrium density of both the species
and the superscripts (β) denote the order of the solu-
tions. Different orders of the solutions are understood to
be proportional to the corresponding powers of a small
parameter, δ, which is introduced below. Solutions for
other physical quantities can similarly be written down.
We now introduce the variable nd, which is proportional
to the net charge density, such that,
nd(x, t) = np(x, t)− ne(x, t).
Since this variable will later be used in the analysis we
explicitly write down its general solution as,
nd(x, t) = n
(1)
d (x, t) + n
(2)
d (x, t) + n
(3)
d (x, t) + ... (15)
A. First order solution
The set of equations (6)-(12) in the first order approx-
imation can be expressed as,
∂tn
(1)
e + n0∂xv
(1)
ex = 0, (16)
∂tn
(1)
p + n0∂xv
(1)
px = 0, (17)
∂tv
(1)
ex = −
e
m
E(1)x − ωcv(1)ey , (18)
∂tv
(1)
px =
e
m
E(1)x + ωcv
(1)
py , (19)
∂tv
(1)
ey = ωcv
(1)
ex , (20)
∂tv
(1)
py = −ωcv(1)px , (21)
∂xE
(1)
x = 4pie(n
(1)
p − n(1)e ) = 4pien(1)d . (22)
Equations (16)-(19) and (22) are combined to get,
∂2t δn
(1)
d + 2ω
2
pδn
(1)
d + ωcn0∂x(v
(1)
ey + v
(1)
py ) = 0, (23)
where, ωp =
√
4pin0e2/m is the plasma frequency of ei-
ther of the species. Now equations (20)-(21) and equa-
tions (16)-(17) give,
∂t(n0∂x(v
(1)
ey + v
(1)
py ) = ∂t(ωcn
(1)
d ), (24)
Integrating equation (24) w.r.t. t we get,
n0∂x(v
(1)
ey + v
(1)
py ) = ωcn
(1)
d + C1. (25)
Here the constant C1 has to be determined from the ini-
tial conditions. In order to see pure upper-hybrid oscilla-
tions in the linear solution, initial conditions need to be
chosen such that C1 becomes zero. Otherwise, a mixed
mode results in DC terms which can trigger phase mix-
ing nonlinearly [32]. Therefore, we choose to perturb the
system as follows,
ne(x, 0) = n0, vex(x, 0) =
δ
2
ωh
k
sin(kx), vey(x, 0) = 0,
np(x, 0) = n0, vpx(x, 0) = −δ
2
ωh
k
sin(kx), vpy(x, 0) = 0,
where ωh =
√
(2ω2p + ω
2
c ) and δ is a small parameter
controlling the amplitudes of the perturbations. For the
chosen initial conditions equation (25) reduces to,
n0∂x(v
(1)
ey + v
(1)
py ) = ωcn
(1)
d . (26)
From equations (27) and (26) we get,
∂2t n
(1)
d + ω
2
hn
(1)
d = 0. (27)
Thus, the quantity ωh, defined earlier, is the upper-
hybrid frequency. Now the solution in the first order
becomes,
n(1)e = −
n0δ
2
cos(kx) sin(ωht), (28)
n(1)p =
n0δ
2
cos(kx) sin(ωht), (29)
v(1)ex =
δ
2
ωh
k
sin(kx) cos(ωht), (30)
v(1)px = −
δ
2
ωh
k
sin(kx) cos(ωht), (31)
v(1)ey =
δ
2
ωc
k
sin(kx) sin(ωht), (32)
v(1)py =
δ
2
ωc
k
sin(kx) sin(ωht), (33)
E(1)x =
4pien0δ
k
sin(kx) sin(ωht). (34)
From the linear solution we see that all the physical
quantities oscillate coherently with the upper-hybrid fre-
quency and there is no cause of phase mixing at the linear
level. In the next subsection second order solution is ob-
tained.
4B. Second order solution
The set of equations (6)-(12) in the second order ap-
proximation can be expressed as,
∂tn
(2)
e + n0∂xv
(2)
ex + ∂x(n
(1)
e v
(1)
ex ) = 0, (35)
∂tn
(2)
p + n0∂xv
(2)
px + ∂x(n
(1)
p v
(1)
px ) = 0, (36)
∂tv
(2)
ex + v
(1)
ex ∂xv
(1)
ex = −
e
m
E(2)x − ωcv(2)ey , (37)
∂tv
(2)
px + v
(1)
px ∂xv
(1)
px =
e
m
E(2)x + ωcv
(2)
py , (38)
∂tv
(2)
ey + v
(1)
ex ∂xv
(1)
ey = ωcv
(2)
ex , (39)
∂tv
(2)
py + v
(1)
px ∂xv
(1)
py = −ωcv(2)px , (40)
∂xE
(2)
x = 4pie(n
(2)
p − n(2)e ) = 4pien(2)d , (41)
From the above equations one can easily deduce that,
n
(2)
d = 0, i.e. n
(2)
p = n
(2)
e . (42)
Similar results have also been observed in the absence
of a magnetic field, for example by substituting ∆ = 1
in Ref. 21. Now using equation (42) back in equations
(35)-(41) we obtain,
E(2)x = 0, v
(2)
ex = v
(2)
px , v
(2)
ey = −v(2)py . (43)
So, we observe a symmetry in the nonlinear solution
for the pure upper-hybrid oscillations set up in the first
order solution. Moreover, since the nonlinear electric
field E
(2)
x , which is responsible for the plasma frequency
contribution in the second order solution, vanishes self-
consistently , upper-hybrid mode reduces to cyclotron
mode in the dynamical equation. Now from equations
(35)-(43) we write down the second order solution as fol-
lows,
n(2)e =
n0δ
2ω2h
ω2c − 4ω2h
cos(2kx)
[
ω2p
ω2c
cos(ωct)
+
3
8
cos(2ωht)
]
+
n0δ
2ω2h
8ω2c
cos(2kx), (44)
v(2)ex =
δ2ω2hω
2
p
2kωc(ω2c − 4ω2h)
sin(2kx) sin(ωct)
+
δ2ωh(ω
2
c + 2ω
2
h)
16k(ω2c − 4ω2h)
sin(2kx) sin(2ωht), (45)
v(2)ey = −
δ2ωcω
2
h
2k(ω2c − 4ω2h)
sin(2kx)
[
ω2p
ω2c
cos(ωct)
+
3
8
cos(2ωht)
]
− δ
2ω2h
16kωc
sin(2kx). (46)
Eqs. (42)-(46) provide the second order solution for all
the physical quantities.
We observe that the pure upper-hybrid oscillations in
the linear level develops into a mixed mode due to the
presence of the slow DC terms and the cyclotron mode ωc.
We also observe the generation of the second harmonics
in space and in the upper-hybrid frequency ωh. Remark-
ably, however, there is no time dependent amplitudes in
the second order solutions and hence the perturbations
to the pure upper-hybrid oscillations are oscillatory in
nature and do not grow in time up to the second or-
der. This is in contrast to the non-linear evolution of
the mixed upper-hybrid oscillations studied in Ref. 32.
In the mixed mode study, the zero frequency mode in-
teracts nonlinearly with upper-hybrid mode and leads to
the generation of terms growing in time ∼ t sin(ωht) and
∼ t cos(ωht) in the second order solutions.
We note that the nonlinear generation of a DC term
in the second order solution can also be seen in the case
of upper-hybrid oscillations in a cold electron-ion plasma
when ions are considered to be infinitely massive and
external magnetic field is homogeneous. This can be
seen from a Taylor expansion of the exact nonlinear so-
lution considering initial amplitude to be small [2]. How-
ever, the DC term gets canceled self-consistently after
one complete period, therefore frequency of the system
does not acquire any spatial dependence. As a result,
coherent oscillations are maintained indefinitely at the
upper-hybrid frequency in such plasmas. On the con-
trary, in the present study the nonlinear generation of
the cyclotron mode ωc which is not a harmonic of upper-
hybrid mode ωh allows the plasma to acquire space de-
pendent frequency due to the presence of two incommen-
surate time scales. Therefore, nonlinear generation of the
cyclotron mode in the second order solution is responsi-
ble for the two simultaneous effects. It is opposing the
generation of secular terms (∼ t), (∼ t2), as explained
below, but making the frequency of the system space-
dependent. Thus, though we initiate pure upper-hybrid
oscillations in a cold homogeneous e-p plasma, it non-
linearly acquires inhomogeneity in space which in turn
introduces a spatial dependency in the frequency. This
suggests that upper-hybrid oscillations in an e-p plasma
will always phase mix and break at arbitrarily small am-
plitude.
The absence of the time dependent amplitudes and the
nonlinear generation of the DC terms in the second order
solutions can be understood as follows. Since, E
(2)
x = 0,
when the magnetic field also zero there is nothing on the
r.h.s. of (37) to balance the effect of the ponderomo-
tive forces, represented by v
(1)
px ∂xv
(1)
px . As a result v
(2)
ex
acquires a secular term ∼ t which in turn introduces
faster terms ∼ t2 in the electron density in equation (35)
[21, 35]. However, in the presence of a magnetic field Eq.
(37) is coupled to the Eq. (46) through v
(2)
py . In that
case, the slow component of the Lorentz force [see equa-
tion (46)] balances the ponderomotive forces and the fast
5component allows the plasma species to oscillate at cy-
clotron frequency ωc. As a result a mixture of cyclotron
and upper-hybrid modes appears in equation (45) but
no term that grows in time is generated. Next, the DC
term in (46) is originated through an indirect effect of
the ponderomotive forces which becomes clear when one
writes down a second order dynamical equation for v
(2)
ey .
The DC term in v
(2)
ey in turn makes the density inhomo-
geneous nonlinearly as can be seen from the following
relation obtained from combining Eqs. (44) and (46):
∂xv
(2)
ey = −ωcn(2)e . (47)
Thus, the indirect effect of the ponderomotive forces
and self-consistently generated cyclotron mode make the
plasma inhomogeneous nonlinearly in the second order
solution. Physically, ponderomotive force is trying to
accelerate the charged particles so as to increase their
bunching in time, however the Lorentz force opposes the
acceleration by changing the trajectory of the charged
particles. As a result particle bunching gets slower in the
magnetized plasma.
We note that by taking the limit ωc → 0 in Eqs. (45)
and (44) we can recover the secular terms (∼ t and ∼ t2
respectively) in both the equations. Thus, our results
are consistent with the previous studies [21, 35]. In the
next subsection we proceed to obtain the third order solu-
tion and provide an explanation deciphering the observed
symmetry in the solutions.
C. Third order solution
The set of equations (6)-(12) in the third order approx-
imation can be expressed as,
∂tn
(3)
e + n0∂xv
(3)
ex + ∂x(n
(1)
e v
(2)
ex + n
(2)
e v
(1)
ex ) = 0, (48)
∂tn
(3)
p + n0∂xv
(3)
px + ∂x(n
(1)
p v
(2)
px + n
(2)
p v
(1)
px ) = 0, (49)
∂tv
(2)
ex + ∂x(v
(1)
ex v
(2)
ex ) = −
e
m
E(3)x − ωcv(3)ey , (50)
∂tv
(2)
px + ∂x(v
(1)
px v
(2)
px ) =
e
m
E(3)x + ωcv
(3)
py , (51)
∂tv
(3)
ey + v
(1)
ex ∂xv
(2)
ey + v
(2)
ex ∂xv
(1)
ey = ωcv
(3)
ex , (52)
∂tv
(3)
py + v
(1)
px ∂xv
(2)
py + v
(2)
px ∂xv
(1)
py = −ωcv(3)px , (53)
∂xE
(3)
x = 4pie(n
(3)
p − n(3)e ) = 4pien(3)d , (54)
From the above equations we obtain the following sym-
metry in the third order solutions:
v(3)ex = −v(3)px , v(3)ey = v(3)py , n(3)e = −n(3)p . (55)
The above symmetry is observed to be complementary to
that of the second order solutions [Eqs. (42) and (43)].
The symmetry can be extended to any order as:
n(r)e = (−1)rn(r)p , v(r)ex = (−1)rv(r)px ,
v(r)ey = (−1)r+1v(r)py , (56)
where ‘r’ is the order of the solution. The symmetry
in the solutions results from the underlying symmetry
of the dynamical Eqs. (6)-(12). The symmetry of the
dynamical equations in turn is related to the similarity
of an electron and a positron which differ only in the
sign of their charges. Thus, at any instant if we replace
each electron with a positron and vice versa, ne → nfp
and np → nfe , where the subscript ‘f ’ refers to the values
obtained after the operation. But in this case the form
of the equations are preserved only if vex → vfpx, vpx →
vfex, vey → −vfpy, vpy → −vfey. Thus the quantities,
(np+ne), (vpx+vex) and (vpy−vey) preserve their values
under the operation,
np + ne = n
f
p + n
f
e ,
vpx + vex = v
f
px + v
f
ex, (57)
vpy − vey = vfpy − vfey,
whereas the quantities, (np−ne), (vpx− vex) and (vpy +
vey) change their signs,
np − ne = −(nfp − nfe ),
vpx − vex = −(vfpx − vfex), (58)
vpy + vey = −(vfpy + vfey).
From the initial conditions used, we see that δ → −δ un-
der the exchanged operation performed above. Thus, in
an expansion in powers of δ the quantities (np+ne), (vpx+
vex) and (vpy − vey) should have only even powers of δ
and the quantities, (np − ne), (vpx − vex) and (vpy + vey)
possess only odd powers. The symmetries in Eq. (56)
then follow immediately from the perturbation expan-
sion used for each quantity (see, for example, Eqs. (13)
and (14)), which are expansions in powers of the small
parameter δ of our problem.
Notably, an immediate consequence of the above sym-
metry is that the sum of the density fluctuations (n
(3)
e +
n
(3)
p ) in the third order vanishes self-consistently. This is
in contrast to the situation of the mixed mode studied in
Ref. 32 where (n
(3)
e +n
(3)
p ) is found to be ∝ t. The third
order solutions obtained by us have rather cumbersome
forms. To facilitate our discussion below we provide the
expressions for n
(3)
d and E
(3)
x in the Appendix. Note that
although the third order solutions contains terms propor-
tional to t cosωht growing in time, there is no fast secular
term(s) proportional to ∼ t or t2 until the third order.
This makes a proper estimation [20], of the phase mix-
ing time analytically difficult. Therefore, we choose to
estimate the scaling of phase mixing numerically using
1D PIC simulation. In the next section, we first make a
6FIG. 1. Comparison between the numerical and analytical
results. The normalized electric field keE/(mω2p) plotted as
a function of the normalized position kx where k is the wave
number of the longest (fundamental) mode. Solid lines are
obtained from the simulation and the empty circles represent
the analytical results. Different plots correspond to various
time t which are integral multiple of the upper-hybrid period.
comparison between the analytical results and our PIC
simulation. We then proceed to investigate the evolution
of the pure upper-hybrid oscillations and estimate the
phase mixing time from our simulations.
III. 1D PIC SIMULATION
In order to provide a comparison with our analytical
results we carry out 1-D particle-in-cell (PIC) simulation
[36] with periodic boundary conditions. We start our
simulations with the same initial conditions that we used
for our analysis above. Our simulation parameters are
as follows: total number of both kind of particles N ∼
4×104, number of grid points NG ∼ 4×103, time step ∆t
∼ pi/50. Normalization is as follows. x → kx, t → ωpt,
ne → ne/n0, ve → ve/(ωpk−1) and E → keE/(mω2p),
where ωp is the plasma frequency of either of the species
and k is the wave number of the longest (fundamental)
mode.
In the first numerical experiment maximum amplitude
of the electric field keE/(mω2p) = δ and amplitude of the
external magnetic field eB0/(mcωp) = ωc/ωp are cho-
sen to be 0.04 and 1, respectively. In Fig. 1 we show
the space-time evolution of the electric field over sev-
eral upper-hybrid periods where solid lines are the re-
sults from the PIC simulation and circles are the results
from the nonlinear perturbative analysis up to the third
order. Here, we choose to compare the results at times
which are integral multiple of the upper-hybrid period Th
such that the contribution of the first order electric-field
vanishes. On the other hand, the second order electric
field is always zero as we have shown in the second order
solutions. Thus, it is the third order electric field E
(3)
x
which is playing the main role in Fig. 1. We find that the
amplitude of the electric field, which should remain zero
in the case of the pure oscillations, instead increases with
time. Furthermore, we clearly see that there is a good
agreement between the analytical and numerical results
up to 80 upper-hybrid periods. However, the results start
to deviate from 160 upper-hybrid periods, indicating that
the effect of the higher order solutions begin to be signif-
icant at this point and beyond.
The above observation also indicates that the energy is
flowing irreversibly into higher harmonics thereby damp-
ing the primary mode – a signature of phase mixing [13].
Since it is difficult to follow the trajectory crossing [1], we
define the phase mixing time as the time when the ampli-
tude of the primary mode in any physical quantity drops
below 1/e of its initial value. To investigate the damping
and phase-mixing for varying δ and eB0/(mcωp), we ob-
serve the time evolution of the primary mode (k = 1) of
the electrostatic potential, φ, which is measured in our
simulations as a primary quantity from which the elec-
tric field is derived. In Fig. 2 we present four typical
time evolution of the primary mode of φ corresponding
to eB0/(mcωp) = 0, 0.3, 0.55 and 0.75 respectively, for a
fixed δ = 0.001. The plots show clear evidence of the
damping of the primary mode after a certain time that
varies for each of these cases.
We can understand the physical reason for the damp-
ing of the primary mode triggered by the phase-mixing
as follows. In the absence of an external magnetic field
ponderomotive forces create bunching of the charged par-
ticles leading to inhomogeneity and hence phase-mixing
very quickly [see Fig2 (a)]. However, when we increase
B0 while keeping the maximum amplitude of the elec-
tric field δ constant, we actually increase the Lorentz
force but keep the ponderomotive force ∼ δ2 same. The
Lorentz force opposes the ponderomotive force. There-
fore, as we increase B0 the bunching of the particles is
increasingly weakened and hence the process of phase-
mixing gets progressively delayed. We can infer the re-
sultant increase in the phase-mixing time as a function of
B0 from Fig. 2 where the damping of the primary mode
of φ is observed to be progressively delayed from panels
(a) to (d).
The inspection of the damped modes provides an es-
timation of the phase-mixing time, tmix, according to
the definition mentioned above. In Fig. 3 (a) we show
the logarithmic plots of ωptmix as a function of δ for
the two fixed values of eB0/(mcωp) = 0.45 and 0.1 (de-
noted by the red and blue points) respectively. A linear
least square fit to these plots (solid lines) reveals that
ωptmix ∝ δ−0.86 for eB0/(mcωp) = 0.45 and ∝ δ−0.81 for
eB0/(mcωp) = 0.1. So, the scaling of the phase-mixing
time as a function of δ suggested by our simulations is
approximately δ−0.83. We note that the scaling is dif-
ferent from that estimated for the mixed upper-hybrid
mode for which ωptmix ∝ δ−3 [32].
7FIG. 2. Time evolution of the primary mode (k = 1) of the normalized electrostatic potential k2eφ/mω2p with the normalized
external magnetic field eB0/(mcωp) set equal to (a) 0.0, (b) 0.3, (c) 0.55 and (d) 0.75. In all the plots δ = 0.001.
The dependence of the phase-mixing time on B0 is
found to be more complex. Fig. 3 (b) shows the linear
plot of ωptmix as a function of eB0/(mcωp) for the fixed
value δ = 0.001. We find that when eB0/(mcωp) = 0,
which is the case of unmagnetized e-p plasma, phase-
mixing time is ∼ 200. For non-zero eB0/(mcωp) in the
range of 0-0.2, the phase-mixing time does not change sig-
nificantly. Upon further increase of B0 a steep increase
of the phase-mixing time is noticed, so that ωptmix ∼
2500 at eB0/(mcωp) = 0.75. For the chosen range of
eB0/(mcωp) in Fig. 3 (b), ωptmix is not found to follow a
single power law. This again is in contrast to the analysis
provided for the mixed-upper hybrid mode [32].
In the next section we demonstrate the existence of
an unique nonlinear solution which does not show any
signature of phase mixing in a magnetized e-p plasma.
IV. NONLINEAR UPPER-HYBRID WAVES
In this section, we construct a nonlinear solution for a
magnetized e-p plasma which does not exhibit any phase
mixing. In order to do that we choose the following initial
conditions,
n(1)e (x, 0) = n0
δ
2
cos(kx), n(1)p (x, 0) = −n0
δ
2
cos(kx),
v(1)ey (x, 0) =
δ
2
ωc
k
sin(kx), v(1)py (x, 0) =
δ
2
ωc
k
sin(kx),
v(1)ex (x, 0) = −
δ
2
ωh
k
sin(kx), v(1)px (x, 0) =
δ
2
ωh
k
sin(kx).
(59)
These initial conditions lead to the following first order
solutions,
n(1)e = −
n0δ
2
cos(kx− ωht), (60)
n(1)p =
n0δ
2
cos(kx− ωht), (61)
v(1)ex = −
δ
2
ωh
k
cos(kx− ωht), (62)
v(1)px =
δ
2
ωh
k
cos(kx− ωht), (63)
v(1)ey =
δ
2
ωc
k
sin(kx− ωht), (64)
v(1)py =
δ
2
ωc
k
sin(kx− ωht), (65)
E(1)x = δ
mω2p
ke
sin(kx− ωht). (66)
8FIG. 3. (a) Logarithmic plots of the phase-mixing time ver-
sus the maximum amplitude of the electric field δ. The red
(‘o’) and blue (‘*’) points represent the phase mixing time
estimated for eB0/(mcωp) = 0.45 and 0.1, respectively. The
solid lines are the linear least square fits to the respective plots
corresponding to the scaling δ−0.81 (for eB0/(mcωp) = 0.45)
and δ−0.86 (for eB0/(mcωp) = 0.1) respectively. (b) Linear
plots of phase-mixing time versus eB0/(mcωp) estimated for
δ = 0.001.
The above equations correspond to a pure traveling wave
solution in the first order. Now in the second order we
choose our initial conditions such that n
(2)
d becomes zero.
As a result we obtain the following relations,
n(2)e = n
(2)
p , E
(2)
x = 0, v
(2)
ex = v
(2)
px , v
(2)
ey = −v(2)py . (67)
Thus, the symmetry recognized in Sects. II B and II C
[see Eq. (56)] is also valid for the present mode. The
symmetry observation for the present mode can also be
inferred from the arguments similar to those presented in
Sect. II C. Using the relations in Eq. (67) we obtain all
the second order quantities from the following solutions,
n(2)e = −
3n0δ
2ω2h
4(ω2c − 4ω2h)
cos(2kx− 2ωht), (68)
v(2)ex = −
δ2
8
ωh
k
(ω2c + 2ω
2
h)
(ω2c − 4ω2h)
cos(2kx− 2ωht), (69)
v(2)ey =
3δ2ω2hωc
8k(ω2c − 4ω2h)
sin(2kx− 2ωht), (70)
As in the first order, the second order solution too ex-
hibit a traveling wave solution without any sign of phase-
mixing. We thus expect that the full nonlinear solution
of the mode will also be oscillatory in space and time be-
cause the ponderomotive force, a responsible candidate
for phase-mixing, is zero for wave-like solutions. Thus
we demonstrate that it is possible to have a oscillatory
upper-hybrid mode in the e-p plasma.
V. SUMMARY AND DISCUSSION
We have combined analytical approach and simula-
tions to investigate the nonlinear evolution of pure upper-
hybrid oscillations in a cold magnetized e-p plasma. In
our analytical approach we have used a perturbative
analysis where the relevant physical quantities are ex-
panded in terms of the powers of the small parameter
δ which corresponds to the maximum amplitude of the
electric field in the system. Different terms in the series
are referred to as the solution of the corresponding order.
We have presented analytical solutions of the relevant
quantities up to the third order. Through our solutions
we have demonstrated that in the presence of the mag-
netic field the pure upper-hybrid mode does not grow in
time until the second order solutions. Our analysis also
show that the slow component of the Lorentz force bal-
ances the direct effect of the ponderomotive forces, there-
fore we do not see any fast secular terms (∼ t or ∼ t2)
in the second order solution. However, self-consistently
generated cyclotron mode along with indirect effect of
the ponderomotive forces introduce spatial dependency
in the frequency of the system which triggers the phase
mixing nonlinearly.
Using the similarities between an electron and a
positron we also made a connection between the symme-
try of the dynamical equations to that found in the non-
linear upper-hybrid mode. An interesting consequence
of the symmetry is that the sum of the density fluctu-
ations vanish in the third order, although third order
solutions in general grow with time as t cosωht where ωh
is the upper-hybrid frequency. Through a 1D PIC simu-
lation we have then confirmed our analytical results and
have analyzed the evolution of the primary mode of os-
cillations in detail. We have estimated the phase-mixing
time, after which the primary mode decays to “1/e” of
initial amplitude, using our simulations. Our analysis
show that the phase-mixing time ∝ δ−0.83 whereas its de-
pendence on the magnetic field does not follow a simple
power law. However, our analysis clearly demonstrate
that the phase mixing of electrostatic oscillations in a
magnetized e-p plasma is significantly delayed compared
to that in an unmagnetized e-p plasma. In addition, our
above findings illustrate striking contrasts between the
pure upper-hybrid oscillations studied in this paper and
the mixed upper-hybrid mode studied in the Ref. 32.
Furthermore, we have presented a generalization of the
above mentioned symmetry identified in the nonlinear
solution of the pure upper-hybrid mode to a traveling
wave propagating at the upper-hybrid frequency. With
9the help of this symmetry we have constructed an unique
nonlinear solution in a magnetized e-p plasma which does
not show any signature of phase mixing. As a result
the wave continues to propagate at the upper-hybrid fre-
quency without damping.
In our analysis we have neglected the thermal effects.
These effects are negligible in many situations of inter-
ests where the frequency ω >> kvth [3], here vth stands
for the thermal velocity and k is the wavenumber. How-
ever, for more general situations the thermal and vis-
cous effects should be considered. Investigations along
these directions are in progress and would be reported
else where. Examining the role of the relativistic effects
on the upper-hybrid oscillations in an e-p plasma, which
has direct applications in the wake-field acceleration ex-
periments, could also be a possible future direction of our
work. We conclude by noting that our results are relevant
for experiments as in real situations it is natural to excite
a single frequency coherent mode that is not accompa-
nied by any specific zero-frequency mode and hence the
results are important to understand and design probable
controlled experiments.
Appendix: Third order solutions
From the set of Eqs. (48)-(54) we construct a second
order partial differential equation for n
(3)
d similar to the
one in Sect. II A for n
(1)
d and obtain the solution as,
n
(3)
d =
δ3n0 cos kx
64ω3c [ω
2
c − 4ω2h)2
{
64ω4cω
3
h [2− 3 cos (2kx)] cos (ωht) sin (ωct)− 128ω2cω5h [2− 3 cos (2kx)] cos (ωht) sin (ωct)
+64ω7h [2− 3 cos (2kx)] cos (ωht) sin (ωct) + 4ω3cω4h
[
34 sin (ωct− ωht)− 93 sin (ωht) + 138 cos (2kx) sin (ωht)
+132 cos (2kx) cos (ωct) sin (ωht)− 45 cos (2kx) cos (2ωht) sin (ωht) + 13 sin (3ωht)− 34 sin (ωct+ ωht)
+18ωh [2− 3 cos (2kx)] t cos (ωht)
]
− 32ωcω6h
[
4 [3− 2 cos (ωht)] sin (ωht) + 3 [7 + 5 cos (ωht)] sin (ωht) cos (2kx)
+2ωh [2− 3 cos (2kx)] t cos (ωht)
]
+ ω7c
[
− [4− 9 cos (2kx)] [2 + cos (2ωht)] sin (ωht)
−2ωh [2− 3 cos (2kx)] t cos (ωht)
]
+ ω5cω
2
h
[
− 8 sin (ωct− ωht) + 129 sin (ωht)− 222 cos (2kx) sin (ωht)
−48 cos (2kx) cos (ωht) sin (ωht) + 9 cos (2kx) cos (2ωht) sin (ωht)− 5 sin (3ωht) + 8 sin (ωct+ ωht)
−6ωh [2− 3 cos (2kx)] t cos (ωht)
]}
(A.1)
E(3)x =
δ3(mω2p/e) sin kx
128kω3c [ω
2
c − 4ω2h)2
{
ω7c
[
3 [2 + 3 cos (2kx)] sin (ωht) + [2 + 3 cos (2kx)] sin (3ωht)
]
+ω7cωh4 cos (2kx) cos (2ωht) + 2ω
5
cω
2
h
[
8 sin (ωct− ωht)− 22 sin (ωht)− 74 cos (2kx) sin (ωht)
−16 cos (ωct) sin (ωht) + 3 cos (3ωht) sin (ωht)− 2 sin (3ωht)− 8 sin (ωct+ ωht)
]
+4ω4cω
3
h
[
− 32 cos (2kx) cos (ωht) sin (ωht) + 3ωc cos (2kx)t cos (ωht)
]
+ 8ω3cω
4
h
[
− 10 sin (ωct− ωht)
+14 sin (ωht) + 46 cos (2kx) sin (ωht) + 44 cos (2kx) cos (ωht) sin (ωht)− 15 cos (2kx) cos (2ωht) sin (ωht)
−2 sin (3ωht) + 10 sin (ωct+ ωht)
]
+ 16ω2cω
5
h
[
16 cos (2kx) cos (ωht) sin (ωct)− 9ωc cos (2kx)t cos (ωht)
]
−64ωcω6h
[
2 sin (ωht) + 7 cos (2kx) sin (ωht) + 2 cos (ωct) sin (ωht) + 5 cos (2kx) cos (ωct) sin (ωht)
]
−128ω7h
[
cos (2kx) cos (ωht) sin (ωct)− ωc cos (2kx)t cos (ωht)
]}
(A.2)
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