Abstract. We study convergence of ergodic averages along squares with polynomial weights. For a given polynomial P ∈ Z[·], consider the set of all θ ∈ [0, 1) such that for every aperiodic system (X, µ, T ) there is a function f ∈ L 1 (X, µ) such that the weighted averages along squares
e(P (n)θ)T n 2 f diverge on a set with positive measure. We show that this set is residual and includes the rational numbers as well as a dense set of Liouville numbers. This on one hand extends the divergence result for squares in L 1 of the first author and Mauldin and on the other hand shows that the convergence result for linear weights for squares due to the second author and Krause in L p , p > 1 does not hold for p = 1.
Introduction
Weighted ergodic theorems go back to Wiener and Wintner [39] who proved a (uniform version of) pointwise convergence of ergodic averages 1 N N n=1 e(nθ)T n f with θ ∈ [0, 1), where we use the number theoretic notation e(x) := e 2πix . Many years later, Lesigne [30, 31] extended their result to polynomial weights of the form (e(P (n)))
On the other hand, answering a question of Bellow and Furstenberg, pointwise convergence of (unweighted) square averages 1 N N n=1 T n 2 f was proved by Bourgain [11, 12, 13] for L p , p > 1, see also Krause [29] , whereas divergence in L 1 was shown by Buczolich, Mauldin [16] , extended by LaVictoire [37] to all monomials. For more results on subsequential ergodic theorems see, e.g., Bourgain [13] , Wierdl [38] , Nair [33] , Bellow [7] , Bellow, Losert [6] , Baxter, Olsen [4] , Rosenblatt, Wierdl [34] , Akcoglu, Bellow, Jones, Losert, Reinhold-Larsson, Wierdl [1] , Berend, Lin, Rosenblatt, Tempelman [9] , Boshernitzan, Kolesnik, Quas, Wierdl [10] , ZorinKranich [41] , Eisner [20] , Frantzikinakis, Host, Kra [25] , Wooley, Ziegler [40] . Pointwise convergence of the simplest combination of the weighted and the subsequential ergodic averages, namely
holds in L p , p > 1, for every θ ∈ [0, 1), see Eisner, Krause [21] . In this paper we show (universal) divergence of more general ergodic averages of the form
, extending the above results from [16] and [21] .
In the following we consider invertible transformations on nonatomic standard probability spaces only. Definition 1.1. Let (a n ) ⊂ C and (k n ) be a subsequence of N. We say that the pair ((a n ), (k n )) is L 1 -universally bad if for every aperiodic/ergodic system (X, µ, T ) there is f ∈ L 1 (X, µ) such that the weighted averages along (k n )
diverge on a set of positive measure.
Thus, Buczolich and Mauldin [16] showed that ((1), n 2 ) is L 1 -universally bad.
Our main result is the following.
be a polynomial and let M be the set of all θ ∈ [0, 1) such that the pair (e(θP (n)), (n 2 )) is L 1 -universally bad. Then the following assertions hold. 
Main tool
With slight change of notation we recall Theorem 8 from [16] . The definition of M − 0.99 distributed random variables is given in [16] , and the details are not needed here.
.., K which are pairwise independent M −0.99-distributed random variables defined on [0, 1) equipped with the Lebesgue measure, λ, such that λ(E δ ) < δ, for all x ∈ [0, 1)\E δ there exists N x satisfying
,
Our main tool will be the following corollary of this theorem. Here and later, we denote by Z d the cyclic group {0, . . . , d − 1}.
Corollary 2.2. For every N 1 ∈ N and every ε, C > 0 there exist an arbitrarily large τ ∈ N, a set E ⊂ Z τ with proportion less than ε in Z τ , a positive bounded function f on Z τ with f dµ < ε (µ being the normalised counting measure), and
Verification of Corollary 2.2 based on results of [16] . First one can observe that on p. 1527 of [16] at the beginning of the proof of Theorem 8 one can choose A = N 1 instead of A = 1 and this implies that N x ≥ N 1 holds in (2.1). By using a slightly larger exceptional set E ⊃ E still satisfying λ( E) < δ we can select N 2 such that N 1 ≤ N x ≤ N 2 holds for any x ∈ E. Now we can turn to the proof of Theorem 1 on p. 1528 of [16] . We select p such that
The probability part of the argument of the proof of Theorem 1 of [16] selects a constant K. For us it is sufficient that such a constant can be selected. We can let M p = 4 p and the argument of that proof yields a function (here we denote the function by g, while it is f in [16] ) g : [0, 1) → [0, +∞), a number τ 0 ∈ N, and a periodic transformation
Observe that any integer multiple of τ 0 could also be used, so τ 0 can be arbitrary large. In the sequel for ease of notation we will use the notation τ instead of τ 0 .
The argument on p. 1529 of [16] and the above choice of N 1 and N 2 provide
The argument on p. 1529 of [16] yields
3) and the above inequality imply that f 1 dλ < ε/2. We also put
Next we need a sort of a transference argument to move the above results onto the integers.
Given
where λ| [0,1/τ ) is the restriction of the Lebesgue measure onto [0, 1/τ ). By this notation we have
.
This implies that
Using (2.5) with ϕ(x) = f 1 (x) ≥ 0 we obtain similarly
and this implies that
Since λ τ ([0, 1/τ )) = 1 by (2.6) and (2.7) we can select an
where {.} denotes fractional part, this also defines a function on Z τ which, for ease of notation is also denoted by f .
To define the exceptional set E we say that l ∈ Z belongs to E iff x * +{l/τ } ∈ E 1 . Then f and E are both periodic by τ , f dµ < ε, µ(E) < ε, the definition of f 1 and (2.4) imply (2.2).
Weighted Conze Principle
Definition 3.1. Let (X, µ) be a probability space and let (T N ) be a sequence of bounded linear operators on L 1 (X, µ). Define the corresponding maximal operator
We say that (T N ) satisfies a weak (1, 1) maximal inequality if there exists a constant C > 0 such that for every f ∈ L 1 (X, µ) and every λ > 0
The following is a corollary of Sawyer's variation of Stein's principle, see [36, Corollary 1.1].
Lemma 3.2 (Sawyer). Let (X, µ, T) be an ergodic measure-preserving dynamical system and let (T N ) be a sequence of bounded linear operators on L 1 (X, µ) commuting with the Koopman operator T. Assume that (T N ) does not satisfy a weak (1, 1) maximal inequality. Then there exists a function f ∈ L 1 (X, µ) such that T * f = ∞ a.e., and, in particular, (T N f ) diverges a.e.. (Moreover, the set of such functions is residual in the Baire category sense.)
We will need the following variation of Conze's principle.
Theorem 3.3 (Weighted Conze principle).
Let (a n ) ⊂ C be bounded and (k n ) be a subsequence of N. Let C ≤ ∞ be minimal such that for every system (X, µ, T ) and every f ∈ L 1 (X, µ)
holds. Then C < ∞ if and only if there exists an aperiodic/ergodic system (X, µ, T ) such that for every f ∈ L 1 (X, µ), the weighted averages (1.1) converge a.e.. Equivalently, C = ∞ if and only if ((a n ),
The proof is an adaptation of the argument in Rosenblatt, Wierdl [34, Proof of Theorem 5.9].
Proof. The "only if" part is trivial. To show the "if" part, assume that for an aperiodic/ergodic system (X, µ, T ) and every f ∈ L 1 (X, µ), the weighted averages (1.1) converge a.e.. By Lemma 3.2, there is C > 0 such that (3.2) holds for every f ∈ L 1 (X, µ). Since all non-atomic standard probability spaces are isomorphic, it suffices to show that for every (invertible) transformationT on (X, µ), (3.2) holds for the same constant C and every f ∈ L 1 (X, µ). Take suchT . By the Halmos conjugacy lemma, there exists a sequence (S l ) of invertible transformations such that lim l→∞ S l T S −1 l =T in the weak topology. Then by a standard approximation argument, the Koopman operators on L 1 (X, µ) (which we denote by the same letter) satisfy lim l→∞ S l T S −1 l =T in the strong operator topology. Thus lim l→∞ S l T n S −1 l =T n in the strong operator topology for every n ∈ N. Let now f ∈ L 1 (X, µ), λ > 0 and M ∈ N. By monotonicity it suffices to show that
Since (a n ) is bounded,
for every N ∈ N, and the same of course holds for sup 1≤N ≤M of the absolute value. Since for every sequence (g n ) ⊂ L 1 (X, µ) converging in norm to
or equivalently, by the measure-preserving property of S l ,
l f . But this holds by the definition of the constant C and monotonicity.
Proof of the G δ property
We first prove that M is a G δ set. The denseness follows from Theorem 1.2 a) or b) and will be proven in the following sections.
Proof of Theorem 1.2 c) assuming Theorem 1.2 a) or b). Observe that by Theorem 3.3, θ ∈ M if and only if for every C ∈ Q there exists a system (X, µ, T ), a function f ∈ L 1 (X, µ) with f 1 = 1 and λ > 0 such that
By monotonicity of the sets
Thus we obtain
where under the union sign (X, µ, T ) denotes an arbitrary measure-preserving system, f ∈ L 1 (X, µ) an arbitrary function with f 1 = 1, λ > 0 an arbitrary real number and k an arbitrary natural number. It remains to show that each of the sets on the right is open, and for that it suffices to show that for given (X, µ, T ), f , λ and k, the 1-periodic function
we obtain for every j ∈ N µ max
Since T is µ-preserving and f 1 = 1, the last summand on the right hand side equals µ sup
Therefore we have for every ε > 0 µ max
implying, by letting ε → 0,
Analogously one shows g(θ) ≥ lim sup j→∞ g(θ j ), implying the continuity of g and completing the proof.
Reduction
We first reduce Theorem 1.2 a) and b) to the following.
Theorem 5.1. Let P ∈ Z[·] be a polynomial with P (0) = 0. For every rational number p q ∈ [0, 1) and every k ∈ N there exist r > 0, a system (X, µ, T ) and a positive function f ∈ L ∞ (X, µ) satisfying q1 + r 1 ). The claim for k := 2 implies the existence of an arbitrarily small r 2 , a system (X 2 , µ 2 , T 2 ) and a positive function f 2 ∈ L ∞ (X 2 , µ 2 ) such that
. Repeating the procedure we get a sequence of rapidly decreasing intervals [
satisfies the following property: For every k ∈ N there exist a system (X, µ, T ) and a positive function f ∈ L ∞ (X, µ) with property (5.1). By the weighted Conze principle (Theorem 3.3), ((e(θP (n))), (n 2 )) is L 1 -univerally bad. Note that we have some freedom in the above construction of θ by choosing each
and by taking r k as small as we wish.
To show (a), by taking in the above construction p k := p 1 and q k := q 1 for every k ∈ N, we have θ := p1 q1 which was arbitrary, and (a) follows. To show (b), take in the above construction
q2 , . . .} and θ is Liouville, therefore irrational.
Thus Theorem 1.2 follows.
Proof of Theorem 5.1
Proof of Theorem 5.1. Let P ∈ Z[·] satisfy P (0) = 0, let p q ∈ [0, 1) be arbitrary and k ∈ N. We will define bounded positive functions f 1 , . . . , f q and then f := q l=1 f l on Z τ q 2 for some large τ ∈ N with the normalised counting measure and the right shift. Denote N 0 := 1.
Construction of N 1 , τ 1 and f 1 on Z τ1q 2 . Let ε 1 ≤ 1 and C 1 to be chosen later. By Corollary 2.2, used with N 1 := 1, there exist τ 1 ∈ N with τ 1 ≫ q, the right shift transformation T modulo τ 1 on Z τ1 with the normalised counting measure, a setẼ 1 ⊂ Z τ1 with proportion less than ε 1 in Z τ1 , a functionf 1 on Z τ1 withf 1 ≥ 0 and Zτ 1f 1 ≤ ε 1 , and N 1 := N 2 > 1 = N 1 such that the inequality (6.1) max
holds for every l ∈ Z τ1 \Ẽ 1 .
Consider Z τ1q 2 together with the normalised counting measure and the right translation which we denote by T again. Consider further the function f 1 on Z τ1q 2 given by
The support of this function is contained in
Moreover, for every n ≤ qN 1 and every θ ∈ [
Define E 1 := {mq 2 : m ∈Ẽ 1 } and consider now l = mq 2 ∈ U 1 \ E 1 . The inequalities (6.1), (6.2) and (6.3) imply
Construction of N 2 and f 2 on Z τ2q 2 . Let ε 2 ≤ ε 1 and C 2 ≥ C 1 to be chosen later. By Corollary 2.2, there exist τ 2 ∈ N with τ 2 ≫ q, the right shift transformation T modulo τ 2 on Z τ2 with the normalised counting measure, a setẼ 2 ⊂ Z τ2 with proportion less than ε 2 in Z τ2 , a functioñ f 2 on Z τ2 withf 2 ≥ 0 and Zτ 2f 2 ≤ ε 2 , and N 2 = N 2 > N 1 = N 1 such that the inequality (6.4) max
holds for every l ∈ Z τ2 \Ẽ 2 . Stretchf 2 to Z q 2 τ2 as follows. Define the function f 2 on Z τ2q 2 given by
and Z τ 2 q 2 f 2 ≤ ε2 q 2 holds. Observe (6.5) (T n 2 f 2 )(l) = f 2 l + n 2 = 0 whenever q ∤ n and l ∈ U 2 .
Moreover, for every n ≤ qN 2 and every θ ∈ [
|P |.
Define now E 2 := {mq 2 + 1 : m ∈Ẽ 2 } and consider l = mq 2 + 1 ∈ U 2 \ E 2 . The inequalities (6.4), (6.5) and (6.6) imply
Now, choosing C 2 > c f 1 ∞ with c > 0 to be chosen later, we see that
Construction of τ and f
In such a fashion we construct for every j ∈ {1, . . . , q 2 } and for ε j ≤ ε j−1 , C j > 0 to be chosen later (where ε 0 := 1) an integer τ j ≫ q, a set E j ⊂ Z τj q 2 with proportion less than ε j in Z τj q 2 , a natural number N j > N j−1 and positive bounded functions f j on Z τj q 2 with f j ≤ ε j and supported on
such that for every l ∈ U j \ E j and every θ ∈ [ 
Moreover, we choose C j large enough to satisfy
We now consider τ := τ 1 · . . . · τ q 2 and extend the functions f j and the sets E j periodically to Z τ q 2 . (We use the same notation for these extensions.) These sets and functions have the unchanged proportion in Z τ q 2 and unchanged integrals, respectively. Moreover, (6.7) holds for every l ∈ Z τ q 2 \ E j and (6.8) is still true. We denote by µ the normalised counting measure on Z τ q 2 .
Define now f := f 1 + . . . + f q 2 . We have by the monotonicity of ε j
Note that the proportion of E in Z τ q 2 is less than Observe that by (6.7), since l ∈ U j \ E j , sup qNj−1≤N ≤qNj
Moreover, by (6.8), (6.10 ) sup
if we choose c ≥ 8q . Thus if we assume in addition that l / ∈ F , the triangle inequality (6.9), (6.10) and (6.11) lead to
if we choose C j ≥ 4kq + q 2 . Therefore, for every l ∈ Z τ q 2 \ (E ∪ F )
e(θP (n))(T n 2 f )(l) > k.
Since µ(E ∪ F ) ≤ 2 1 2k = 1 k , the proof is complete.
Further questions
There are many open questions related to our results. We just mention two here. 1) Is every Liouville number universally L 1 -bad? 2) Is there an L 1 -good number?
