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RESUMO: O objetivo deste trabalho foi realizar um estudo para obtenção de uma solução adequada das equações
normais de experimentos em parcelas subdivididas com tratamentos primários dispostos segundo uma estrutura de
blocos incompletos parcialmente balanceados.
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SPLIT-PLOT EXPERIMENTS WITH MAIN TREATMENTS IN
PARTIALLY BALANCED INCOMPLETE BLOCKS I: A SOLUTION
OF THE NORMAL EQUATIONS
ABSTRACT: The objective of this study was to develop a suitable methodology for the solution of normal equations in
split-plot experiments involving two-way treatment structures when the design for the whole plot experimental units is a
partially balanced incomplete block design.
Key Words: Experimental design, normal equations, Incomplete blocks, split- plot
INTRODUÇÃO
Um dos problemas fundamentais no plane-
jamento de experimentos, está na escolha correta do
tipo de delineamento que melhor se adapte às con-
dições experimentais específicas do problema em
estudo. Na experimentação, quando se têm dois ou
mais fatores para serem estudados simultaneamen-
te, uma das opções é a utilização do experimento
em parcelas subdivididas.
O experimento em parcelas subdivididas,
segundo MILLIKEN & JOHNSON (1984), envolve
uma estrutura de tratamentos com dois ou mais fato-
res e uma estrutura de delineamento em blocos in-
completos, apresentando, pelo menos, dois tama-
nhos diferentes de unidades experimentais: as uni-
dades experimentais grandes, chamadas de parcelas
primárias ou parcelas e as unidades menores, cha-
madas de subparcelas. Nas parcelas são casualizados
os tratamentos primários e nas subparcelas os trata-
mentos secundários.
Esse tipo de experimento largamente utili-
zado nas pesquisas agrícolas, industrial e biológica,
é útil em situações, tais como: a) quando os níveis
de um ou mais fatores exigem grandes quantidades
do material experimental (por exemplo, métodos de
preparo do solo); b) quando informações prévias as-
seguram que as diferenças entre os níveis de um dos
fatores são maiores do que às do outro fator, c) quan-
do se deseja maior precisão para comparações entre
níveis de um dos fatores; d) quando existe um fator
de maior importância e outro de importância secun-
dária, sendo que este é incluído para aumentar a
extensão dos resultados e e) nas situações práticas
onde é difícil a instalação do experimento no esque-
ma fatorial. Uma farta bibliografia sobre o assunto,
sua aplicação e a metodologia de análise está ressal-
tada em diversos livros textos, tais como, LEONARD
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& CLARK (1939), KEMPTHORNE (1952),
COCHRAN & COX (1957), STEEL & TORRIE
(1960), HICKS (1973) e PIMENTEL GOMES
(1985), dentre outros.
O caso de experimentos em parcelas sub-
divididas quando os tratamentos primários estão dis-
postos na estrutura de delineamento em blocos in-
completos balanceados (BIB) foi abordado por
IEMMA (1981), que ressaltou existir uma lacuna
quanto a esses experimentos em blocos incomple-
tos. Entretanto, existem situações em que o delinea-
mento em BIB, nem sempre é viável, pois pode exi-
gir um número elevado de repetições, tornando-se
praticamente impossível sua utilização. Segundo
BOSE & NAIR (1939), um delineamento em blocos
incompletos é parcialmente balanceado se: v trata-
mentos são arranjados em b blocos de k unidades
com diferentes tratamentos; cada tratamento ocorre
em r blocos: tomando-se um tratamento qualquer os
demais podem ser divididos em m grupos de tama-
nhos n1 ,..., nm de tal forma que os tratamentos do i-
ésimo grupo ocorram juntos com o dado tratamento
em l1 blocos; se o tratamento A é i-ésimo associado
de B, então o tratamento B é i-ésimo associado de
A. Se A e B são i-ésimos associados, então o núme-
ro de tratamentos que são comuns aos j-ésimos as-
sociados de A e aos k-ésimos associados de B é pijk e
eles são independentes do par de tratamentos consi-
derado.
O presente trabalho tem como objetivo
apresentar um estudo para experimentos em parce-
las subdivididas quando os tratamentos primários
estão dispostos segundo uma estrutura de delinea-
mento em blocos incompletos parcialmente balan-
ceados, no que se refere a obtenção de soluções para
os efeitos de tratamentos.
METODOLOGIA
Para o desenvolvimento da metodologia,
adotou-se o seguinte modelo linear:
onde com: i = 1,2, ..., v tratamentos primários; j =
1,2,... b blocos; l = l,2,..., u tratamentos secundári-
os; yijl é o valor observado na subparcela correspon-
dente ao l-ésimo tratamento secundário, dentro do i-
ésimo tratamento primário, no j-ésimo bloco; u é uma
constante que representa a média geral; b é o efeito
do j-ésimo bloco; t1 é o efeito do i-ésimo tratamento
primário; t*1 é o efeito do 1-ésimo tratamento secun-
dário; dil é o efeito de interação entre o i-ésimo tra-
tamento primário e o 1-ésimo tratamento secundá-
rio; eijl é o erro aleatório atribuído a observação yijl ,
considerado como o componente do resíduo.
Na forma matricial, o modelo linear é dado
por:
onde: y é um vetor de realizações de variáveis alea-
tórias, com dimensões (vru) x (1); X é uma matriz
dos coeficientes dos parâmetros do modelo (matriz
do delineamento), com dimensões (vru) x
(1+v+b+u+vu); q é um vetor de parâmetros desco-
nhecidos do modelo, com dimensões (1+v+b+u+vu)
x (1); e é um vetor de variáveis aleatórias não
observáveis, com dimensões (vru) x (1), as quais são
assumidas serem independentes e normalmente dis-
tribuídas com eON(0, £), cuja estrutura de erros
é dada por:
Conforme PIMENTEL GOMES (1968) e
IEMMA (1981), efetuou-se a partição da matriz X,
da seguinte maneira:
onde: X1 é o vetor dos coeficientes associa-
dos à constante m de dimensões (vru) x (1); X2 é a
matriz dos coeficientes associados aos blocos, de
dimensões (vru) x (b); X3 é a matriz dos coeficien-
tes associados aos tratamentos primários, de dimen-
sões (vru) x (v); X4 é a matriz dos coeficientes asso-
ciados aos tratamentos secundários, de dimensões
(vru) x (u); X5 é a matriz dos coeficientes associados
às interações dil de dimensões (vru) x (vu).
A partição do vetor dos parâmetros q cor-
respondente à partição da matriz X é dada por:
onde,
Sistema de equações normais
Aplicando o método de mínimos quadrados,
determinou-se o sistema de equações normais (SEN):
X'Xq = X'y, o qual resultou em
onde as submatrizes são designadas por: X'1 X1 é
uma submatriz, de dimensões (1) x (1), constituída
por bku - vru = n que é o número total de unidades
experimentais ou de subparcelas; X'1X2 é uma
submatriz, de dimensões (1) x (b), representada por
ku
 1Eb, correspondente ao vetor associado ao núme-
ro de subparcelas em cada bloco, onde E é um vetor
de uns; X'1 X3 é uma submatriz, de dimensões (1) x
(v), representada por ru
 1Ev, correspondente ao vetor
associado ao número de repetições dos tratamentos
primários, onde E é um vetor de uns; X'1 X4 é uma
submatriz, de dimensões (1) x (u), representada por
vr
 1 Eu, correspondente ao vetor associado ao núme-
ro de repetições dos tratamentos secundários, onde
E é um vetor de uns; X'1 X5 é uma submatriz de di-
mensões (1) x (vu), representada por r
 1Evu corres-
pondente ao vetor associado ao número de repeti-
ções das interações, onde E é um vetor de uns; X'2
X2 é uma submatriz diagonal {ku, ku, ..., ku}, de
dimensões (b) x (b), representada por K, correspon-
dente a matriz do número de subparcelas em cada
bloco; X'2 X4 é uma submatriz, de dimensões (b) x
(u), representada por A = k
 b Eu , correspondente a
matriz do número de tratamentos primários por blo-
co, onde E é uma submatriz de uns; X'2X5 é uma
submatriz, de dimensões (b) x (vu), representada por
V, correspondente a matriz de incidência da interação
dil no bloco j, constituida por vj,il, onde:
X'3 X2 é uma submatriz, de dimensões (v) x (b), cor-
respondente a matriz de incidência do i-ésimo trata-
mento primário no j-ésimo bloco, denominada N,
cujos elementos nij que a compõem, são:
X'3X3 é uma submatriz diagonal {ru, ru,..., ru}, de
dimensões (v) x (v), representada por R, correspon-
dente ao número de repetições de cada tratamento
primário; X'3 X4 é uma submatriz, de dimensões (v)
x (u), correspondente ao número de repetições de
cada par dil da interação representada por P = r VEU ,
onde E é uma submatriz de uns, X3'X5 é uma
submatriz, de dimensões (v) x (vu), representada por
S, correspondente a matriz de incidência dos trata-
mentos primários nos, pares dil onde:
X4 'X4 é uma submatriz diagonal {vr, vr, ...vr}, de
dimensões (u) x (u), correspondente ao número de
repetições dos tratamentos secundários, representa-
da por U; X4 'X5 é uma submatriz, de dimensões (u)
x (vu), representada por H = [ r I(u) : r I(u) : ... : r I(u)
] e correspondente a matriz de incidência dos trata-
mentos secundários nos pares (tt')il onde I é uma
matriz identidade de dimensões (u) x (u); X5 'X5 é
uma submatriz diagonal {r, r, ..., r} de dimensões
(vu) x (vu), associada ao número de repetições dos
pares dil da interação, representada por L; X1'y é
um vetor referente ao total geral observado, de di-
mensões (1) x (1), representado por G; X2 'y é um
vetor com os totais de blocos, de dimensões (b) x
(1), representado por B sendo B' = [ B1, B2, ..., Bb ];
X'3y é um vetor com os totais de tratamentos primá-
rios, de dimensões (v) x (1), representado por T, sen-
do T' = [ T1, T2, ... , Tv ]; X'4 y é um vetor com os
totais de tratamentos secundários, de dimensões (u)
x (1), representado por T*, sendo T* = [ T*, , T*
 2 ,
... , T*u]; X'5y é um vetor com os totais de interação,
de dimensões (vu) x (1), representado por D, sendo
D-p l l....,D,.,...,D^,....Dw].
Desse modo, as partições efetuadas em
(a.5), estão escritas na seguinte forma:
Solução do sistema de equações normais
O número de equações do sistema de equa-
ções normais em (a.6) é 1+b+v+u+vu; mas, verifi-
ca-se que a soma das equações b, a soma das equa-
ções t soma das equações t* são idênticas à equa-
ção de m, implicando em três relações linearmente
dependentes entre as linhas de X'X. Nas equações
d, as somas em relação a l, são iguais ás equações t
para i = l, ..., v representando outras v relações li-
neares entre as linhas de X'X. Do mesmo modo, as
somas em relação a i, são iguais às equações t* para
1-1, ..., u; entretanto, dessas u relações lineares
representadas agora, somente u-1 delas são linear-
mente independentes daquelas já descritas. Portan-
to, o número de relações lineares dependentes é
3+v+u-l=v+u+2.
Assim, o posto de X'X é r[X] = vu+b-1 <
min{n,p}, sendo p o número de parâmetros, então
as equações normais de (a.5) não tem solução única.
Pois, X'X é singular, e portanto não existe (X'X) e o
SEN é indeterminado, mas é sempre consistente
(IEMMA, 1988).
Uma solução de mínimos quadrados é q° =
(X'X)° X' y, para qualquer inversa generalizada de
X'X. Uma alternativa é a estratégia de "completar"o
posto da matriz X. Isto tem sido feito de vários mo-
dos; dentre eles, cita-se a restrição nas soluções. A
restrição tem como objetivo completar o posto da
matriz X'X, tornando-a invertível, e assim determi-
nando um q único.
Então, completando-se o posto da matriz X,
com p - r[x] = v+u+2 linhas linearmente indepen-
dentes das linhas da matriz X, que constituem um
conjunto de funções paramétricas conjuntamente não
estimáveis e independentes entre si.
Um conjunto de restrições paramétricas,
pode ser formado pelas seguintes funções lineares
não estimáveis:
Ressalta-se que, se outro conjunto de restri-
ções é adotado, obtém-se outra solução, mas xq° c
invariante para qualquer q° solução de (a.6), segun-
do IEMMA (1988).
PBIB com m classes de associados
De acordo com as restrições impostas em
(a.7) e face às estruturas das matrizes envolvidas, o
SEN de (a.6) resultou em:
onde (a.9) e (a. 10) portaram-se de modo análogo ao
SEN para experimentos em blocos incompletos. De
(a.8) resultou = G/n.
Estimação dos efeitos de tratamentos principais
Da teoria geral de blocos incompletos, dis-
cutida por PIMENTEL GOMES (1968), JOHN
(1980), dentre outros, pode-se escrever o sistema de
equações normais reduzido (SENR) ou sistema de
equações normais para efeitos ajustados de trata-
mentos primários, a partir de (a.9) e (a.10), na for-
ma: C t = Q, onde C = R - NK-1 N' é uma matriz de
dimensões (v) x (v), com característica v-1, e com
os seguintes elementos:
sendo lii, o número de vezes que os tratamentos
primários i e i' ocorrem juntos no mesmo bloco;
Q = T -NK-1B é o vetor de totais ajustados de trata-
mentos primários, e é composto pelos seguintes ele-
mentos: Qi = Ti - Ai /k, sendo Ai a soma dos totais
dos blocos que contêm o tratamento primário i.
Dado que a matriz C é singular, o SENR pos-
sui infinitas soluções. Uma solução de mínimos qua-
drados, pode ser obtida com a utilização de inversas
generalizadas (RAO, 1973; JOHN, 1980; IEMMA,
1988), ou introduzindo-se restrições (PIMENTEL
GOMES, 1968; IEMMA, 1981; OLIVEIRA, 1985;
DAS & GIRI, 1986).
De acordo com o SENR, Ct = Q, e confor-
me a caracterização da matriz C, dada em (a.13),
para um dado tratamento primário s (i = l, ..., s, ...,
v) tem-se a seguinte equação normal reduzida para
ts:
sendo s = l,2,...,v tratamentos primários; que resul-
ta em:
onde S1(ts) corresponde a soma dos efeitos dos tra-
tamentos primários que são os i-ésimos associados
do tratamento s, e li é um dos parâmetros do pri-
meiro tipo, definido por BOSE & NAIR (1939), com
i = l,2,...,m associados.
Verifica-se que em (a.14), o efeito do trata-
mento primário ts na forma como é colocado, está
posto em função de seus associados, que também
não são conhecidos. Mas, segundo CHAKRABARTI
(1962) e MORAIS (1992), sabe-se que
onde Sj. (Qs) é a soma dos Q's dos j-ésimos associa-
dos do s-ésimo tratamento primário; e fij são cons-
tantes que satisfazem a:
Assim, de (a. 15) uma solução para ts é:
que é a expressão que permite obter os efeitos ajus-
tados de tratamentos primarios para um PBIB(m).
Pode-se fazer, a partir de (a. 16), uma gene-
ralização para a forma matricial = M Q, sendo
os elementos da matriz M-1 = {mil,} iguais a:
Estimação dos efeitos de tratamentos
secundarios
Reportando-se ao sistema de equações nor-
mais, e resolvendo-se (a. 12), tem-se que as soluções
de mínimos quadrados para os efeitos dos tratamen-
tos secundários são determinados a partir de:
Portanto,
que é uma solução semelhante àquelas obtidas para
tratamentos secundários nos experimentos instala-
dos no delineamento em blocos casualizados com
parcelas subdivididas, e idêntica àquela encontrada
pro IEMMA (1981), para os experimentos em BIB.
Estimação dos efeitos de interação
Para a determinação das soluções dos efei-
tos estimados das interações ou pares de dil substi-
tuem-se em (a.12) as experessões de
b = K-1B - K-1N'1 -
 bE1 ü obtida de (a.9), de
encontrada em (a. 18), e
originada de (a. 10).
Fazendo as substituições, tem-se que:
Assim, uma solução para o efeito estimado
de um elemento qualquer da interação, é dada por:
que é um resultado idêntico aqueles obtidos em en-
saios com parcelas subdivididas, envolvendo deli-
neamentos em blocos casualizados. Assim, verifica-
se que os efeitos de interação não são ajustados para
blocos.
PBIB com duas classes de associados
Os delineamentos em bloco incompletos par-
cialmente balanceados com duas classes de associa-
dos, ou simplesmente PBIB(2), são os delineamen-
tos de particular importância, pelo fato de serem os
mais utilizados na prática, por isso merecem uma
maior atenção.
Para m = 2, de (a.15) tem-se que:
Assim, os elementos fij (i,j = 1,2), obtidos
a partir da matriz A, são:
Caso especial: Experimentos em blocos incomple-
tos balanceados
As soluções para os efeitos de tratamen-
tos primários (ajustados) podem ser obtidas, nesse
caso, a partir de um delineamento PBIB, conside-
rando-se l1, = l2 = ... = lm = l Por exemplo, to-
mando-se um PBIB com duas classes de associados,
tem-se que:
Portanto,
mas, lembrando-se que em BIB, tem-se que
l(v - 1) = r(k -1), segue-se que:
que é a expressão da solução encontrada por IEMMA
(1981).
CONCLUSÕES
1) A solução para os efeitos de tratamentos primári-
os ajustados, foi obtida de modo análogo aquela en-
contrada para os experimentos em parcelas subdi-
vididas instalados em blocos incompletos balancea-
dos.
2) As soluções para os efeitos referentes aos trata-
mentos secundários e a interação foram obtidas como
nos experimentos com parcelas subdivididas em blo-
cos casualizados.
3) Somente os efeitos de tratamentos primários é que
são ajustados para blocos.
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