ABSTRACT: A survey of studies examining crab and lobster predation on hard-shelled molluscs indicated that most predators prefer small-sized prey when offered a range of sizes. I suggest that this pattern of preference for small-sized prey can be explained by considering the mechanical cost of predation. If predation costs are assumed to be non-renewable, then the probability of exhausting them can be included as an additional parameter in the classical diet breadth model. The importance of predation costs in determining prey size selection can be extended to other predators that use mechanical means to attack their prey.
INTRODUCTION
Prey size selection is an important component in the process by which communities are structured by predation (Paine 1974 , 1976 , Virnsteln 1977 , Summerson & Peterson 1984 , Sih et al. 1985 , Hines et al. 1990 ). Foraging theory (Stephens & Krebs 1986 ) has provided relatively simple models that can predict prey size (and type) preferences for generalized predator-prey combinations. The currency used to predict prey value (and thus relative prey rankings) in the classical version of the diet breadth model is the net rate of energy intake. A basic assumption of the diet breadth model is that energetic costs of predation do not vary with prey type or size (Krebs & McCleery 1984) . This assumption is probably true when energetic expenditures due to predation, which are usually very small when compared to energetic intake, are compensated by energy gained through foraging. However, for those animals where energy expenditure is allocated from a fixed total budget, energy maximization may not be the appropriate currency with which to calculate prey rankings (Kacelnik & Houston 1984 , Cheverton et al. 1985 , Stephens & Krebs 1986 ). In these cases, predation costs represent mechanical or physiological con-straints such that energy spent is essentially a nonrenewable loss of foraging capacity. The first example of a non-replenishable mechanical constraint was the breakdown of the flight apparatus in honey bees (Schmid-Hempel et al. 1985 , Kacelnik et al. 1986 , Schmid-Hempel 1987 . Schmid-Hempel and his colleagues used energetic efficiency (the ratio of energy gained to energy lost) as the currency that could accurately predict crop-filling behavior in honey bees. Juanes & Hartwick (1990) showed that energetic efficiency was a better currency (as compared to energy maximization rate) with which to predict prey size selection by a decapod crustacean feeding on a hardshelled molluscan prey. Claw damage, defined as chela breakage and claw tooth wear, as a consequence of fatigue failure, was proposed as the limiting mechanical cost.
Field and laboratory experiments examining decapod crustacean predation on molluscs have produced many empirical observations of prey size preferences and the resulting impact on the community structure of con~mercially (usually) exploited populations (Ebling et al. 1964 , MacKenzie 1977 , Seed 1980 , Jamieson et al. 1982 , Peterson 1982 ; but see Hall et al. 1990 for an example where crab predation had trivial effects on benthic assemblages). Several of these studies have compared their observations with theoretical predictions of diet breadths based on energy maxinlization.
In this study, I determine how patterns in prey size preference may be a consequence of predator mechanical constraints when feeding on hard-shelled prey by reviewing those papers from the crustaceanmollusc predation literature in which quantitative measures of prey size rankings were collected. I then compare predictions of optimal prey sizes based on energy maximization to the observed preferred prey sizes, and suggest a way in whlch the risk of mechanical damage can be incorporated into the classic diet breadth model to produce more accurate predictions. Table 1 presents a summary of the 41 studies from the crustacean-mollusc predation literature which contained quantitative .measures of prey size preference, defined as the rank order of choices. From each of these studies I extracted the range of predator sizes used, the range of prey sizes offered, the range of prey sizes selected when given a choice, and if available, the range of optimal prey sizes (as predicted using energy maximization models). In 21 of the studies, authors determined prey size preferences from the observed number of individuals eaten in each size category without testing the results statistically. In the other 20 studies, size preferences were tested statistically by either testing whether the observed numbers consumed per size category differed from random expectation (e.g. Chisquared test) or whether the mean number of prey consumed differed among prey size categories (e.g. t-test). In 36 of these studies bivalves were used as prey (Fig. l) , and in 8 snails were used (Fig. 2) . Three (Studies 19, 29, 36) used both bivalve and gastropod prey. One of the snail studies, Study 38 (Lawton & Hughes 1985) , used 2 prey species which are considered separately (as Studies 38 and 38.1). In 15 studies (with 17 prey species) there were predictions of optimal sizes based on the maximization of energy intake rate (Fig. 3) . Eight studies were conducted in the field whereas the remainder were laboratory based.
METHODS
Potential trends in the location of preferred prey size ranges relative to offered prey size ranges and pre- Navarrete & Castilla (1988) ( dicted optimal size ranges (as listed in Table 1) were tested by comparing their midpoints. Thus, the midpoint of the preferred size range could be either 'smaller', 'equal' or 'larger' than the midpoint of the offered or the optimal size range. The optimal vs preferred ranges were further analyzed by subdividing the data by prey type (e.g snails or bivalves). Bivalves were further subdivided into mussels (Geukensia demissa, Myfilus edulis, Aulacomya ater and Brachidontes domingensis), clams (Cerastoderma eduli and Protothaca staminea), and oysters (Crassostrea vjrginica). The overrall counts were analyzed using a chisquared test to detect differences from a random choice.
RESULTS
The data depicting those studies using bivalve molluscs as prey are shown in Fig. l . It is clear that the trend of prey size preference is towards the lower part of the range offered. In all these studies the con~plete set of prey sizes was available to the predator. That is, they were capable of ingesting individuals over the whole range and frequently took prey from the upper part of the range offered. Nevertheless, it was the lower part of the range that was ingested preferentially (Table 2) .
Study number various predators. These studies all found that the intermediate sizes of prey were preferred, although all sizes of prey could be ingested.
Those studies using snails as prey also show a pattern of preference for small-sized prey (Fig. 2, 1985) . Fig. 3 compares the range of sizes preferred to the range of sizes predicted in those studies using optimal diet models. The more accurate predictions tended to occur in those studies using mussels as prey (e.g. Studies 14, 15, 20, 22, 26) . Nine studies (7, 11, 18, 21, 36, 36.1, 37, 39, 41) showed preferences for prey sizes smaller than those predicted to be optimal. The other 3 studies either showed preferences for prey larger than the predicted size (Studies 24, 38) or for sizes both Jis as the prey item to examine prey size selection by Study number Fig. 2 Prey slzes offered and selected for those studies using snails as prey Each histogram represents the range of prey sizes offered (i.e. solid plus hatched). The hatched region represents the range of prey sizes that were preferentially ingested by the predator larger and smaller than the predicted optimal size range (Study 38.1). The statistical analyses suggest that predators generally select smaller prey than those predicted to be optimal (Table 2) . This pattern appears to be consistent for all prey types except mussels (although the test is non-significant for snails, the few data available suggest a trend of preference for smaller than predicted snail sizes).
DISCUSSION
The results of the studies surveyed here show that there is an overall preference for smaller-sized prey by a wide variety of different-sized predators even though the predators are able to consume prey over the whole size range offered (Tables 1 & 2 , Figs. 1 & 2) . The exceptions to this pattern tend to include relatively soft-shelled bivalves such as Mya (where no sizepreference was observed) and Mytilus (where intermediate prey sizes were often preferentially ingested).
A similar trend is apparent in the accuracy of the optimal prey size predictions using energy maximization rates. Thus for example, when relatively soft-shelled bivalves such as mussels (see Blundon & Kennedy 1982 , Du Preez 1984 , Currey 1988 ) are used as prey ( Fig. 3; Studies 14 , 15, 20, 21, 22, 37) fairly accurate predictions can be made from the classical optimal diet model, but when more robust molluscan prey such as snails, clams or oysters (see Boulding 1984 , Pennington & Currey 1984 , Currey 1988 ) are used, predicted prey sizes tend to be larger than those preferred by each predator ( Fig. 3; Studies 7 , 11, 18, 37, 38, 39; Table 2 ). Although smaller prey will have relatively smaller handling times they do not always have the highest ratios of prey caloric content to handling time (or profitability; Fig. 3 ), implying that there are features of the prey which constrain predators from maximizing energy intake rates and restrict their diet breadth. Such 'adaptive' features of the mollusc shell have beer? described as: length (overall size), thickness, strength, and shape among others (Vermeij 1978 , Boulding 1984 , Palmer 1985 , Lowell 1986 , Currey 1988 , Stanley 1988 . Some of these features have been observed to change due to the presence of decapod crustacean predators over short time periods (10 to 11 wk; Appleton & Palmer 1988), ecological time (decades; Vermeij 1982b , Seeley 1986 , and over evolutionary time (Vermeij 1978 , West et al. 1991 . Various authors have thus suggested that predation type and intensity can be a driving force in the selection of molluscan prey morphology (Vermeij 1978 , Palmer 1979 , Bertness & Cunningham 1981 , Signor 1985 , West et al. 1991 . The observed latitudinal increase in predator claw massiveness with increases in molluscan prey armature has been proposed as further evidence of predator-prey coevolution (Vermei] 1977 , 1978 , Zipser & Vermeij 1978 , Vermeij & Currey 1980 ; but see Abele et al. 1981 for an alternative view). Although it is clear that strong selection pressures exist on molluscan prey such that they might evolve more robust shells in response to predatory pressure (so as to increase relative survival probabilities), it is less clear how these prey adaptations can in turn affect predator morphologies. I suggest that predator morphology may be constrained by the risk of incurring damage when attempting to capture and ingest a prey item. Thus increases in anti-predator adaptations increase the probability of predator injury, leading to selection for more massive claws. Non-lethal injury is generally assumed to be a consequence of predation by others and/or intra-specific aggression (Vermeij 1982a , Harris 1989 ). Juanes & Hartwick (1990) first noted the risk of claw damage (defined as chela breakage and claw-tooth wear) by Dungeness crabs when feeding on hard-shelled molluscan prey and suggested that this risk led to the preference for small-sized prey even though the largest prey had the highest profitabilities. Claw damage has been shown to have significant effects on feeding behaviour, growth, molting ability, regeneration load, mortality rates and reproductive success (Davis et al. 1978 , Savage & Sullivan 1978 , Sekkelsten 1988 , Juanes & Hartwick 1990 , Norman & Jones 1991 , Smith & Hines 1991 . There are various other reports of claw damage prevalence in natural populations of decapod crustaceans (Butler 1956 , Durkin et al. 1984 , Carvacho 1988 , Shirley & Shirley 1988 , Spivak & Politis 1989 , Smith 1990 ), although for the most part, the effects of claw damage on foraging efficiency have remained largely undocumented because 'healthy-looking' predators are most often selected for experiments and damaged individuals are discarded without note.
The pattern of preference for small prey sizes observed here can be seen as reflecting the effect of molluscan morphological features constraining predator diet breadths. Shell strength, measured as the force required to achieve fracture, could be such a feature. Thus large shells, although breakable, require more energetic expense and increase the probability of claw damage by the predator. Molluscan shell strength has been shown to be exponentially related to shell thickness (Boulding 1984) , mass (Currey 1988 ), length (Griffiths & Seiderer 1980 , Kent 1981 , Blundon & Kennedy 1982 and shape (Pennington & Currey 1984) . Hence smaller-sized prey are relatively weaker and 'easier' to open, and require exponentially less strain and force to achieve breakage. Similarly, shell volume, which increases to the cube power of length, acts as a deterrent against crab predation by reducing the mechanical leverage of crab claws (Boulding 1984 , Lin 1990 ). The number of pulses required to achieve breakage of a clam shell also seems to be an accelerating function of clam size (Boulding & LaBarbera 1986) . Interestingly, crusher chela force in the American lobster increases linearly with body size (Elner & Campbell 1981) suggesting that as body size increases, prey strength may increase more rapidly than predator strength. This inability to 'keep up' with shell shape and strength is demonstrated by the many studies that show a change in predator tactics as prey size increases beyond a critical size. Generally, crabs and lobsters are able to directly crush small molluscan prey. As prey size increases however, predators adopt a chipping technique in which the chela slips ventrally on the shell until the edge is chipped (Elner & Jamieson 1979 , Seed 1980 , Hughes & Seed 1981 , Elner & Lavoie 1983 , Boulding 1984 , Davidson 1986 , Juanes & Hartwick 1990 . Shell breakage occurs as the crab inserts a dactyl or cheliped in the prey. This chipping technique increases shear stress on the shell surface (Boulding & LaBarbera 1986) suggesting that the probability of fatigue damage on the chelae teeth and the claw tips also increases.
Recent studies testing predictions of efficiency vs net energy maximization models have shown that observed foraging behaviors fell between the predictions of both models, although efficiency maximization tended to give more accurate predictions (SchmidHempel et al. 1985 , Schrnid-Hempel 1987 , Welham & Ydenberg 1988 , Tamm 1989 , Juanes & Hartwick 1990 . This result suggests that if these 2 currencies were incorporated into a composite currency more precise matches of predictions and observations could result. The main difference between the 2 currencies is whether or not energetic expenditures are allocated from a fixed budget and thus represent non-renewable losses which cannot be compensated for by future energy gains. The effects of energy costs on the optimal diet have been explored theoretically (Charnov 1973 , Kacelnik & Houston 1984 and empirically (Fewell 1988 , Lifjeld & Slagsvold 1988 , Tamrn 1989 although in most cases, these costs have been considered locomotory and renewable. Because energetic costs are generally small (and difficult to measure realistically) when compared to caloric benefits, net and gross intake rate models predict similar prey rankings (Kacelnik & Houston 1984 , Juanes & Hartwick 1990 .
If predation costs are considered a limited resource allocated from a fixed budget, the probability of incurring physiological or mechanical failure could be incorporated as a n additional cost parameter into the classic diet breadth model in the form of a probability function (see Stephens & Krebs 1986) . A resulting change in prey rankings would indicate a strong influence of the probability function (and thus predation costs) in determining diet breadth. The shape of this function and its relative importance would vary with prey characteristics (e.g. 'hard' vs 'soft' prey) and the physiological state of the predator (e.g. age, proximity to molting; see Abby-Kalio & Warner 1984 , Kaiser et al. 1990 ).
Since the probability of incurring damage is also likely to be handling time-dependent, the proximal effects of energy costs on diet breadth will be confounded by time constraints (i.e. 'easier' prey will always incur lower handling times, although small prey will not always be the most profitable; see Fig. 3 ).
Cost limitation may be a significant determinant of diet breadth for a variety of predators that use mechanical means to attack their prey. For example, oystercatchers Haematopus ostralegus feeding on the common mussel either hammer a hole through the shell or stab between the intact valves to gain access to the soft tissues. The mean ventral thickness of mussels opened by oystercatchers is less than that of mussels present in a bed (Cayford & Goss-Custard 1990) . Moreover, as mussel size increases, the difference in shell thickness between the mussels selected and those present increases (Meire & Ervynck 1986). Beak damage is known to occur in oystercatchers, and birds with such damage seem to be most at risk of dying in severe winter weather (Swennen & Duiven 1983 , J. D. Goss-Custard pers. comm.). Perhaps it is the risk of damage that explains why oystercatchers do not exclude small clams Donax serra from their diet, while kelp gulls Larus dominicanus, which open their prey by dropping them from a height of 6 to 10 m, take only large clams (Ward 1991) . Many other studies have considered the role of predation costs and/or potential damage to the predator in determining its diet: energetic and time costs of foraging in harvester ants (Fewell 1988) ; tooth wear in wild reindeer (Skogland 1988) ; wear a.nd tear of mouthparts in stream animals feeding on epilithic algae (Arens 1990) ; tooth breakage among large predatory mammals (Van Valkenburgh 1988) ; prey selection by molluscivorous fishes (Stein et al. 1984 , Slootweg 1987 ; risk of injury ('the dangerous prey hypothesis') in birds feeding on spiny catfish (Forbes 1989) ; and, prey selection in 2 neotropical hover-gleaning bi.rds (Sherry & McDade 1982) .
In conclusion, when examining prey slze preferences for different predator-prey combinations a pattern showing selection of smaller prey sizes emerges. This pattern suggests that decapod crustacean predators may be constrained from maximizing net energy intake rates when feeding on hard-shelled prey due to the probability of incurring damage as prey strength (and size) increases. This may be a general mechanism for foraging animals that are constrained by the allocation of a mechanical or a physiological cost from a fixed total budget. Future studies of prey size selection should thus consider the dynamic effects of predator and prey morphologies by incorporating empirical observations of predation costs and their ecological effects in more long-term analyses (Houston et al. 1988 , Mange1 & Clark 1988 .
