Abstract. We give various equivalent formulations to the (partially) open problem about L p -boundedness of Bergman projections in tubes over cones. Namely, we show that such boundedness is equivalent to the duality identity between Bergman spaces, A p 0 ¼ ðA p Þ Ã , and also to a Hardy type inequality related to the wave operator. We introduce analytic Besov spaces in tubes over cones, for which such Hardy inequalities play an important role. For p f 2 we identify as a Besov space the range of the Bergman projection acting on L p , and also the dual of A p 0 . For the Bloch space B y we give in addition new necessary conditions on the number of derivatives required in its definition.
Introduction
Let T W be a symmetric domain of tube type in C n , that is T W ¼ R n þ iW where W is an irreducible symmetric cone in R n . These domains can be seen as multidimensional analogs of the upper half plane in C. A typical example arises when W is the forward light-cone of R n , n f 3, L n ¼ fy A R n : y Other examples correspond to the cones Sym þ ðr; RÞ of positive definite symmetric r Â rmatrices. We refer to the text [14] for a general description of symmetric cones. Following the notation in [14] we write r for the rank of W and DðxÞ for the associated determinant function. In the above examples, light-cones have rank 2 and determinant equal to the Lorentz form DðyÞ ¼ y A major open question in these domains concerns the L p boundedness of Bergman projections, which can only hold for values of p su‰ciently close to 2 (see [6] , [11] , [10] ). More precisely, consider the (weighted) spaces 
This problem has only been settled in the case of light-cones for su‰ciently large n's [10] . In general, the known results can be described as follows (see [6] , [11] , [8] , [10] ). The fact that boundedness can only hold whenp p 0 n < p <p p n , wherẽ
is trivially given by the L p 0 n -integrability of the Bergman kernel (which only happens when p <p p n ) and duality. The necessity of the condition involving ð1 À nÞ þ was established in [10] , and may only occur in the three dimensional forward light-cone (the only case in which n is allowed to take values below 1). Concerning su‰ciency, it has been proved in [11] , [8] that P n is bounded in L p n at least in the range
ð1:1Þ
In the light-cone setting (i.e. when r ¼ 2), Conjecture 1 is closely related to other deep conjectures for the wave equation. As shown in [10] , this implies slight improvements in the range (1.1) for all n's, and in fact sets completely the conjecture when n is su‰ciently large (see also [18] , [19] for the latest results).
In this paper, we shall not improve these boundedness results, but interest ourselves in equivalent formulations of Conjecture 1 and implications in the theory of holomorphic function spaces in T W . Consider the ''box operator'' of W, denoted j ¼ D 1 ix , as the di¤erential operator of degree r in R n defined by the equality j½e iðx j xÞ ¼ DðxÞe iðx j xÞ ; x; x A R n : ð1:2Þ
In the rank 1 setting (that is, when n ¼ 1 and W ¼ ð0; yÞ) this corresponds to Ài d dx , and in the rank 2 situation (that is, when W is the forward light cone in R n ) we have
Þ=4, which explains why Dx is sometimes called the wave operator. We denote by j z ¼ D 1 iz the corresponding di¤erential operator in C n defined replacing x in (1.2) by z A C n . Observe, however, that j z ¼ j x when acting on holomorphic functions in T W . To simplify notation, we will write j instead of j z . Our first result can then be stated as follows. We will refer to (1.4) as Hardy Inequality ( for the parameters ðp; nÞ), by reference to the one dimensional setting n ¼ r ¼ 1, where it is true for all n > 0 and 1 e p < y. More comments on Hardy inequalities for holomorphic functions in T W have been done in [13] , where a weaker statement was announced (see also [11] ).
We remark that (1.4) is always valid when 1 e p e 2, as can be proved, for instance, from an explicit formula for F in terms of jF involving the fundamental solution of the Box operator (see [13] ). However, in this range (1.4) has no implications in terms of boundedness of Bergman projections. We also remark that the converse inequality,
for F A HðT W Þ, is valid for all 0 < p e y and n A R, and is an easy consequence of the mean value inequality for holomorphic functions (see [11] ). We will prove Theorem 1.3 in Section 3, and add more comments on Hardy inequalities.
The second equivalent formulation of Conjecture 1 concerns duality. Theorem 1.6. Let n > n r À 1 and 1 < p < y: Then P n admits a bounded extension to We prove a bit more, if p >p p 0 n then the inclusion F : A p 0 n ,! ðA p n Þ Ã is injective, and hence boundedness of P n is actually equivalent to surjectivity of F. When p fp p n these two properties fail, and ðA p n Þ Ã is a space strictly larger than A p 0 n which we do not know how to identify. When 1 e p e 2, however, it is always possible to identify ðA p n Þ Ã as a ''Besov space'' of analytic functions modulo equivalence classes, which we do in Section 4. Equivalence classes appear naturally in this setting since the injectivity of F (or equivalently of jj A p 0 n ) fails when p <p p 0 n . We do not know whether in this range F or j may be surjective, a question not considered before to which we will come back later.
In Section 4 we develop the theory of analytic Besov spaces. These arise naturally in an attempt to give a meaning to ðA p n Þ Ã or P n ðL p n Þ for indices p, n for which the operator P n is unbounded (see e.g. the one dimensional theory in [28] ). In addition, their definition is very closely linked with the validity of Hardy inequalities, and for this reason we take up this matter here, leaving to subsequent works the development of further properties. It is remarkable that one can develop most of this theory without making use of the (conceptually more complicated) real variable Besov spaces adapted to the cone, which were introduced in [10] .
To be more precise, for n A R and 1 e p e y, we define
for a large enough integer k f k 0 ðp; nÞ to be given later. This extends the definition in the one dimensional setting [15] , with the role of complex derivative now played by the operator j. The best choice of the value k 0 ðp; nÞ is related to the validity of Hardy Inequality for ðp; n þ pk 0 Þ, since only in this case we can guarantee the equivalence of norms for di¤erent k's. Of course, when k can be taken equal to 0 one has B p n ¼ A p n , but in general one must deal with equivalence classes modulo holomorphic functions annihilated by j k . This is a new (and sometimes disturbing) feature compared to the theory of analytic Besov spaces in bounded symmetric domains developed by K. Zhu [29] . When p ¼ y, the analytic Besov space B y is the usual Bloch space (see e.g. [4] , [5] ).
Among our results we shall prove the following. Here P ðkÞ n ð f Þ denotes the equivalence class
Theorem 1.8. Let n > n r À 1, 2 e p e y and k f k 0 ðp; nÞ. Then:
(1) For every real m e n, the operator P 
These properties are standard in the Bergman space theory of bounded symmetric domains (see e.g. [28] , [29] ), as far as one allows to take k su‰ciently large. The point here is to find the smallest number of derivatives in (1.7) so that these hold. As mentioned above, this is a non trivial question directly related with Conjecture 1.
We will be more precise about this point: if Conjecture 1 holds, then Theorem 1.3 implies that B p n is independent of k (and Theorem 1.8 is true) whenever
Thus, one can conjecture that (1.9) defines the smallest integer for which the above properties hold. With the presently known results (i.e. the boundedness of P n in the range (1.1)) we are constrained to consider larger integers, namely numbers k so that
which is the same condition as (1.9) only when 1 e p e 3 (i.e., when the maximum in (1.10) is attained at the first number, and a bit more than this in the case of light-cones), or when p ¼ y. We also observe that the best integer k satisfying (1.10) is at most one unit above the optimal integer for (1.9).
Related with this question one can also consider a weaker property than Hardy's inequality (but apparently as di‰cult); namely Question. Given 1 e p e y and n A R, find the smallest l ¼ lðp; nÞ A N so that, for all m f 1, Hardy's inequality for ðp; n þ lpÞ easily implies (1.11), which hence holds in the range (1.10) (with k replaced by lÞ. However, we do not know whether the converse may be true. In fact, we do not even know whether (1.9) is a necessary condition for (1.11). Below we shall prove that the integer l must at least satisfy
We remark that these type of necessary conditions had not been considered at all in previous work. For instance, for the Bloch space, one can ask whether there exist functions
where 
=2.
Returning to the complex Besov spaces B p n , in Section 4.4 we present a real variable characterization in terms of ''Littlewood-Paley decompositions'' of the cone, as described in [10] 
for a suitable partition of unity fc j g associated with a lattice set fx j g of W.
Conversely, every such distribution can be extended via Fourier-Laplace transform into a holomorphic function in B p n . This allows in some cases to improve the value of k for which the elements of the Besov space can be identified with equivalence classes modulo holomorphic functions annihilated by j k . In addition, we consider the real version of Bloch spaces (which is new), and use this characterization to prove the necessary conditions for (1.11) alluded above.
Finally, we mention the special family of Besov spaces corresponding to the weight n ¼ Àn=r in (1.7); that is,
r ðyÞ dx dy denotes the invariant measure under conformal transformations of T W . These are the analog for T W of the Besov spaces introduced by Arazy and Yan in bounded symmetric domains [1] , [26] , [27] . Special properties of these spaces, such as Mö bius invariance and characterizations of (small) Hankel operators will be described in subsequent papers [17] , [22] .
The paper is structured as follows: in Section 2 we present some prerequisites about cones and Bergman kernels. In Section 3 we prove Theorems 1.3 and 1.6. In Section 4 we introduce Besov and Bloch spaces and prove Theorem 1.8. The real analysis characterization is in § §4.4 and 4.5 and the necessary conditions related with (1.11) are in §4.6. Finally, Section 5 contains a brief list of open questions which we could not answer in relation with this topic. Besides Conjecture 1, the main problem that we leave open concerns the question in (1.11).
2. Bergman kernels and reproduction formulas 2.1. Some prerequisites. Below we shall use some invariance properties of determinants and Box operators. To introduce them we need to recall some basic facts about symmetric cones (see the text [14] ).
Considering V ¼ R n as a Jordan algebra, we denote its unit element by e (this is the identity matrix in the cone of positive definite symmetric matrices, and the point e ¼ ð1; 0Þ in the forward light cone). Let G be the identity component of the group of invertible linear transformations which leave the cone W invariant. It is well known that G acts transitively on W, which may be identified with the Riemannian symmetric space G=K, where K is the compact subgroup of elements of G which leave e invariant. The determinant function is also preserved by G, in such a way that where bðaÞ vanishes only for the r values 0, a 0 ; . . . ; ðr À 1Þa 0 , where
In particular, where B n ðz;
n , which we shall call Bergman kernel (see [14] ). For simplicity, we have written dV n ðwÞ :¼ D for a suitable constant c n; m , and all m A N. We will need integrability properties of the determinants and Bergman kernels, which are given by the next lemma. 
In this case,
We refer to the literature for the proof [9] . It means in particular, using (2.4), that for p >p p n the function F ðzÞ ¼ D À n r þ1 ðz þ ieÞ A A p n and is annihilated by j; so, there is no Hardy Inequality for such values of p. In this range of p, as mentioned in the introduction, the Bergman projection P n is not bounded in L p n , so we have proved easily Theorem 1.3 for p >p p n . We shall concentrate on the other values of p later on.
Let us now recall the following density properties (see e.g. [11] , [17] ).
Lemma 2.7. Let 1 e p < y and n > n r À 1. Then, for all 1 e q e y and m > n r À 1,
Proof. Let us consider the case p ¼ y, which is the only new part. If 
Lemma 2.10. Let a; n; m A R and 1 e p < y. Then the following conditions are equivalent:
(b) The parameters satisfy n þ a > n r À 1 and the inequalities
In this case, (2.9) holds for all F A L p m ðT W Þ and the integral converges absolutely.
Proof. This result is implicit in [12] . For a complete proof see [21] . r
In particular, when n ¼ m > n r À 1 and when p > m þ n r À 1 =m, the condition is satisfied for a large enough. We remark that, concerning the operators T n; a , the su‰cient conditions for L p m -boundedness contained in the previous lemma are far from necessary. Indeed, we mentioned this in the introduction for the special case of Bergman projections (i.e., a ¼ 0 and m ¼ n), where other methods, which could be generalized to other values of parameters, give additional ranges of boundedness (see Remark 4.37 below).
Lemma 2.11. Let a; n A R, with n > n r À 1. Then the operator T n; a (resp. T þ n; a ) is bounded in L y if and only if a > n r À 1.
Proof. This follows easily from part ð3Þ of Lemma 2.6 (see details in [21] ). Remark that now we can write T instead of T þ , the condition being also necessary for T. r Indeed, the formula holds for p ¼ 2, where it can be obtained by using Plancherel Formula and the Paley-Wiener characterization of A 2 n (see e.g. [14] ). The general case follows by density, using the fact that j m Gðx þ iyÞD m ðyÞ is also in L p 0 n by (1.5). We can now write the following general reproducing formula, where we write c for some constant that depends on the parameters involved. Proposition 2.19. Let m; n; a A R and 1 e p < y satisfying Proof of Theorem 1.3. Let us first assume that P n is bounded, which implies in particular that p <p p n , that is, B n ðz; ÁÞ is in A p 0 n . Then the formula
B n ðz; wÞjF ðwÞDð=m wÞ dV n ðwÞ implies that F is the projection of the function jF ðwÞDð=m wÞ A L p n . The Hardy inequality follows from the continuity of the operator.
Next, consider 2 < p < y and assume that the inequality (1.4) holds. We can restrict to the range 2 < p ep p n , since for larger values p >p p n , as we have seen above, the Box operator is not injective in A p n , and hence Hardy's inequality does not hold.
Our proof uses Hardy's inequality, not only for the Box operator, but for its power j m , with m large enough. We shall use the following lemma. We want to prove the existence of some constant C such that, for f A L p n X L 2 n , we have the inequality . Taking for G the Bergman kernel, we see that F is the projection P n f , so that P n f maps L p n continuously into itself.
Conversely, assume that P n is bounded in L p n (and, by duality, on L p 0 n ). Then we have the identity 4) , the norm of FðF Þ is bounded by the norm of jF in this space. So, if F was an isomorphism, we would have some constant C independent of F such that
This is exactly Hardy Inequality, which is not valid for p 0 ¼p p n , concluding the proof of the theorem. r
The next corollary, which is implicitly contained in the previous proofs, will be used later on. which proves the surjectivity.
For 1 e p e 2, the stated result is even simpler; injectivity follows from Proposition 2.13 (with l ¼ 0) and surjectivity from the explicit formula involving the fundamental solution of j (see [13] , Prop. 3.1). r
Besov spaces of holomorphic functions and duality
Throughout this section, given m A N, we shall denote
and set
For simplicity, we use the following notation for the normalized Box operator: we write 
(ii) If m þ kp > n r À 1 and Hardy's Inequality (1.4) holds for ðp; n ¼ m þ kpÞ, then
Moreover the functionF F is uniquely determined modulo N k . :
Proof. Assertion (i) follows from (1.5). We focus on assertion (ii
A simple arithmetic manipulation shows that k 1 e k 2 e k 1 þ 1, and hence k 0 A fk 1 ; k 1 þ 1g.
Of course, the conjecture should be k 0 ðp; mÞ ¼ k 1 ðp; mÞ, and hence we are at most one unit above the best possible integer in the definition of B p m . Observe also that k 1 ðp; mÞ and k 2 ðp; mÞ can also be written as
Thus, we have k 0 ¼ k 1 ¼ k 2 when 1 e p e 3. In the light-cone setting, the improved results about Conjecture 1 mentioned in the introduction imply k 0 ¼ k 1 for 1 e p < 3 þ e for some e ¼ e m; n > 0.
In all cases, we can summarize part of the discussion above in the following proposition. Finally we define separately the special family
where k is su‰ciently large and dlðzÞ ¼ D 
p is the analog in the upper half plane of the analytic Besov space studied by Arazy-Fisher-Peetre, Zhu and others [2] , [3] , [28] , [20] . These spaces have also been considered in bounded symmetric domains by Yan (for p ¼ 2), Arazy and Zhu [27] , [1] , [29] .
Some special properties of B p , which have been or will be presented elsewhere, are the following:
This follows from trivial embeddings of Bergman spaces.
(ii) If n r A N, then B p is Mö bius invariant, i.e. kF Fk B p ¼ kF k B p , for all conformal bijections F of T W , at least when p > 2 À r n ; see [16] . This property fails to be true when n r B N, and it is unknown whether it may hold for 1 e p e 2 À r n (except in the one dimensional setting; [2] ). The constant c n; m is as in (2.5) Turning to duality one has the following result. 4.14. We observe that the duality of Bergman spaces is still open for values of p for which the Hardy inequality is not valid; that is, we do not know any (non trivial) description of the spaces ðA p n Þ Ã for p f p n .
The Bloch space B T (T W ).
The definition of analytic Besov space and the properties in previous sections extend in an analogous way to the case p ¼ y, for which B y is called Bloch space. In fact, the Bloch space in T W was already introduced in [4] , [5] and shown to be the dual of A 1 ðT W Þ. Here we recall these results, together with some new facts about the required number of equivalence classes.
The following inequality is elementary, and can be obtained from the mean value property of holomorphic functions exactly as in [11] , Prop. 6.1, so we omit the proof here.
For every integer m we define a Bloch type space Proof. We may assume m ¼ k þ 1. By Lemma 4.15
We want to prove the converse inequality, which is the analog of Hardy's Inequality for p ¼ y, that is,
for all k > n r À 1 and all f A HðT W Þ for which the left-hand side is finite. Choosing n > n r À 1, we may use Proposition 2.17 to write This implies the injectivity of the mapping. Let us finally prove that the mapping is onto. Let f A HðT W Þ be such that D kþ1 j kþ1 f is bounded. Then the right-hand side of (4.19) defines a holomorphic function, which may be written as j k g. We prove as before that D k j k g is bounded. Moreover, j kþ1 g ¼ j kþ1 f , which proves the surjectivity of the mapping. r
Remark 4.21. We do not know whether for some k e n r À 1 the correspondence B y; ðkÞ ! B y; ðmÞ may be surjective. This question can also be phrased as follows: Is it possible that every element f of B y possesses a representative g such that
with k e n r À 1? This is the analog of the question in (1.11), which we shall answer partially in Section 4.6. It seems to us that this problem has not been considered before in the literature.
We now turn to the boundedness of Bergman operators in L y . As we did in §4.2, when n > n r À 1 we may extend the definition of the Bergman projection P n to L y functions by letting P 
4.4.
A real analysis characterization of B p m . We briefly recall the real variable theory of Besov spaces adapted to the cone that was developed in [10] .
Following [10] , §3, we consider a lattice fx j g in W and a sequence fc j g of Schwartz functions in R n such thatĉ c j is supported in an invariant ball centered at x j and P jĉ c j ¼ w W .
In particular, the sets Suppĉ c j have the finite intersection property and the norms kc j k L 1 ðR n Þ are uniformly bounded. Below we denote by S 0 qW the space of tempered distributions with Fourier transform supported in qW. Observe that ju ¼ 0 (in S 0 ) implies Suppû u H qW W ðÀqWÞ.
Definition 4.26. Given n A R and 1 e p < y; we define
where the seminorm is given by
It can be shown that B p n is a Banach space and the definition is independent on the choice of fx j ; c j g (see [10] , §3.2). In the 1-dimensional setting B 
In addition, the mappings 
The following properties hold:
n when Hardy's Inequality holds for ðp; nÞ, and in particular when n > n r À 1 and 1 e p < p n (see [10] , p. 351).
n when n > n r À 1 and 1 e p <p p n . The inclusion is strict in the 3-dimensional light-cone when n < 1 and p n e p <p p n .
2) The results in [10] are stated only for n > 0, but remain valid as long as ð p; nÞ A 1.
In either case 1Definition 4.39. For n A R we let
and define the space B y n by
The following result is the analog of Lemma 4.28 for p ¼ y. The result was not stated in [10] , so we sketch the proof for completeness. 
(ii) P 
Consider now F ¼ Ef withf f A C y c ðWÞ, so that kF k B y; ðmÞ e Ck f k B y . Since j k F ðx þ ieÞ is bounded, the same is valid for j k Gðx þ ieÞ. So we can speak of the Fourier transform of j k Gðx þ ieÞ, whose support is in the boundary of W. Let j be a smooth function whose Fourier transform is compactly supported in W, and consider its scalar product, in the x variable, with the function j k F ðx þ ieÞ þ j k Gðx þ ieÞ. By the support condition onĵ j we must have hj k Gðx þ ieÞ; ji ¼ 0. So, the following inequality, valid for all such F , holds: Ð R n j k F ðx þ ieÞjðxÞ dx e Ck f k B y Â kjk 1 :
The last inequality can as well be written as Ð We want to find a contradiction by choosing specific functions j. Assume that j :¼ j t may be written as j t ðxÞ ¼ P j A J r j ðtÞa j e iðx j x j Þ hðxÞ;
where J is a finite set of indices, and h is a smooth function whose Fourier transform is supported in a small ball centered at 0, in such a way that the functions c j can be assumed to be equal to 1 on the support ofĥ hðÁ À x j Þ, for all j A J. Here r k ðtÞ stands for the Rademacher function and the parameter t varies in ð0; 1Þ. Integrating in t and using Khintchine's Inequality, we have which is finite for 2k > n=r À 1.
It remains to prove our claim (4.45), which we do by using group action as in [10] , (3.47). Write x j ¼ g j e with g j ¼ g where in the last equality we have used (2.1) and g Ã j ¼ g j . The L 1 -norm on the right-hand side can be controlled by a Schwartz norm of e ðx j j ÁÞ D Àk w, which leads to (4.46) using the fact that e ðx j j xÞ e e c 2 ðx j j eÞ when x A Supp w (see e.g. [10] , Lemma 2.9). r
We consider now the same problem for B N m ) . We may also assume that k < k 0 ðp; mÞ, since otherwise (4.48) is trivial. In particular, we only need to consider p > 2.
The proof is similar to Proposition 4.42 with some small changes. Under the condition in the statement, the inclusion B 
