In this paper, we study the critical behavior of percolation on a configuration model with degree distribution satisfying an infinite second-moment condition, which includes power-law degrees with exponent τ ∈ (2, 3). It is well known that, in this regime, many canonical random graph models, such as the configuration model, are robust in the sense that the giant component is not destroyed when the percolation probability stays bounded away from zero. Thus, the critical behavior is observed when the percolation probability tends to zero with the network size, despite of the fact that the average degree remains bounded.
Introduction
Bond percolation, or simply percolation, refers to the random graph obtained by independently keeping each edge of a graph with some fixed probability p (and deleting with probability 1 − p). Percolation is a classical and important model in statistical physics and network science, as it serves as a canonical model for assessing robustness of a network when the edges of the underlying network are randomly damaged, and also as a basic model of vaccination for the prevention of an epidemic on networks. A detailed account of many of these applications can be found in [7, 51] . From a theoretical perspective, percolation is one of the most elementary models that exhibits a phase transition, i.e., there exist values p c = p c (n) such that for p > p c (1 + ε) and ε > 0, the proportion of vertices in the largest connected component is bounded away from zero with high probability, whereas for p < p c (1 − ε) this proportion becomes negligible. The critical behavior is observed when p ≈ p c , and fascinating behavior starts to emerge for the percolation process around this critical value.
It turns out that there is a window of values of p where the component functionals show intermediate and unique behavior. For example, rescaled component functionals converge to non-degenerate scaling limits, in contrast to the fact that they always concentrate for other values of p. Also, the large components in this window are structurally intermediate in the sense that neither there is a giant component with a growing number of cycles, nor do the components look like trees. This regime is called the critical window of the percolation phasetransition. Starting with the pioneering work of Aldous [4] , deriving scaling limits for critical component functionals has been the ground for an enormous literature with several interesting scaling-limit results over the past decades [5, 6, 12, 13, 26, 27, 45, 49, 50, 53] . We refer the reader to [25, Chapter 1] and references therein for an elaborate discussion of the nature of this transition, and a literature overview.
In the literature, two fundamentally different types of behavior have been proved for the scaling limits and the critical exponents associated to the critical window and component sizes depending on whether the asymptotic degree distribution satisfies a finite third-moment condition [12, 27] or an infinite third -but a finite second-moment condition [13, 26] . However, the study of critical behavior in the infinite second-moment setting was an open question.
When the degree distribution is asymptotically a power-law with exponent τ ∈ (2, 3), then the finite second-moment condition fails. These networks are popularly known as scale-free networks [7] in the literature. Many real-world networks are observed to be scale-free [2, 29, 36, 51] . One of the well-known features of scale-free networks is that they are robust under random edge-deletion, i.e., for any sequence (p n ) n≥1 satisfying lim inf n→∞ p n > 0, the graph obtained by performing percolation with probability p n is supercritical. This feature has been studied experimentally in [3] , using heuristic arguments in [21, 23, 24, 28] (see also [18, 19, 34] in the context of optimal paths in the strong disorder regime), and mathematically in [16] . Thus, in order to observe the percolation critical behavior, one needs to have p n → 0 with the network size, despite of the fact that the average degree of the network remains bounded.
In this paper, we initiate the study of critical behavior in the scale-free regime. As a canonical random graph model on which percolation acts, we take the multigraph generated by the configuration model. When the degree distribution satisfies a power-law with exponent τ ∈ (2, 3), it was heuristically argued in [23] that the critical value is p c ∼ n −(3−τ )/(τ −1) , so that the critical window is given by the collection of values p c = p c (λ) = λn −(3−τ )/(τ −1) with λ > 0. We discuss asymptotics of component functionals inside the critical window and show that a giant component emerges at the end of the critical window. The main contributions of this paper can be summarized as follows:
Critical window. At criticality, we obtain scaling limits for the largest component sizes and surplus edges in a strong topology. The result displays a completely new universality class of scaling limits of critical components. The scaling limits here are different from the general multiplicative coalescent framework in [5] . We also study the diameter of these components. In both the finite and infinite third-moment regimes, the diameter of the largest component gets maximized in the critical window. This is because the components grow like trees up to the critical window and, as more surplus edges start appearing in the critical window, the distances diminishes. However, that intuition turns out not to be false in the infinite secondmoment regime. We show that the diameters of the largest components are tight, whereas the size of the giant in the supercritical regime is known to diverge in the large network limit [22, 32, 38] .
Near-critical behavior. For p n = λ n n −(3−τ )/(τ −1) with λ n → 0, the graph is subcritical and we show that the largest components sizes, rescaled by n α p n , concentrate. On the other hand, when λ n → ∞, the largest component size, rescaled by np Equip vertex j with d j stubs, or half-edges. Two half-edges create an edge once they are paired. Therefore, initially we have ℓ n = i∈[n] d i half-edges. Pick any half-edge and pair it with a uniformly chosen half-edge from the remaining unpaired half-edges and remove both these half-edges from the set of unpaired half-edges. Keep repeating the above procedure until all half-edges are paired.
Let CM n (d) denote the graph constructed by the above procedure. Note that CM n (d) may contain self-loops and multiple edges. In fact, the probability that CM n (d) is a simple graph tends to zero in our setting with an infinite second-moment condition on the degree distribution [36, Proposition 7.12] . Before stating the main results about the configuration model, we set up some necessary notation.
Notions of convergence and the limiting objects
To describe the main results of this paper, we need some definitions and notations. We use the standard notation of È − →, and d − → to denote convergence in probability and in distribution, respectively. We often use the Bachmann-Landau notation O(·), o(·), Θ(·) for large n asymptotics of real numbers. The topology needed for the convergence in distribution will always be specified unless it is clear from the context. We say that a sequence of events (E n ) n≥1 occurs with high probability (whp) with respect to the probability measures (È n ) n≥1 when È n E n → 1.
Define f n = O È (g n ) when (|f n |/|g n |) n≥1 is tight; f n = o È (g n ) when f n /g n È − → 0; f n = Θ È (g n ) if both f n = O È (g n ) and g n = O È (f n ). Denote
↓ and AE ∞ with AE ∞ denoting the sequences on AE endowed with the product topology.
Define also
x i y i < ∞ and y i = 0 whenever x i = 0 ∀i , (2.2) endowed with the metric
We often use boldface notation X for the stochastic process (X(s)) s≥0 , unless stated otherwise. On the space of càdlàg functions from Ê + to Ê, we always consider the Skorohod J 1 -topology. Consider a decreasing sequence θ = (θ 1 , θ 2 , . . .
where ξ i ∼ Exp(θ i /µ) independently, and Exp(r) denotes the exponential distribution with rate r. Consider the process
for some λ ∈ Ê, µ > 0. Note that [S λ ∞ (t)] < ∞ for all t > 0 since i θ 2 i < ∞, and consequently S λ ∞ (t) < ∞ for all t > 0, almost surely. However, since i θ i = ∞, the process experiences infinitely many jumps in any bounded interval of time. Define the reflected version of S λ
consisting of functions with positive jumps only. Note thatf is continuous when
Excursions of a function f ∈ D + [0, ∞) are defined similarly. We will show that, for any λ > 0, the excursions of the process S λ ∞ = (S λ ∞ (t)) t≥0 can be ordered almost surely as an element of ℓ 2 ↓ . We denote this ordered vector by (γ i (λ)) i≥1 . Also, define the counting process N λ = (N λ (t)) t≥0 to be the Poisson process that has intensity
Formally, N λ is characterized as the counting process for which
is a martingale. We use the notation N (γ) to denote the number of marks in the interval γ. Let
Results for the critical window
Fix τ ∈ (2, 3). Throughout this paper, we denote 10) and assume the following about the degree sequences:
We assume the following about (d n ) n≥1 as n → ∞:
In Section 2.2, we discuss the generality of Assumption 1 and show that power-law degrees satisfy these assumptions. For CM n (d), the criticality parameter ν n is defined as
Molloy and Reed [47] , and Janson and Luczak [42] showed that, under some regularity conditions, CM n (d) has a unique giant component (a component of size Θ(n)) with high probability precisely when
) ≫ n, and CM n (d) always contains a giant component (see the remark below [37, Theorem 4.5] and consider π = 1). We study percolation, which refers to deleting each edge of a graph independently with probability 1 − p. In case of percolation on random graphs, the deletion of edges is also independent from the underlying graph. The percolation probability is allowed to depend on the network size, i.e., p = p n . Let CM n (d, p n ) denote the graph obtained from percolation with probability p n on the graphs CM n (d). Fountoulakis [33] showed that
, where d p is the degree sequence of the percolated graph. Note that the degrees in d p could be correlated, so later Janson [40] gave an explicit construction which is simpler to analyze. This construction was used to identify the percolation phase transition in [40] and to study the critical window in [26, 27] . An interested reader is also referred to [27, Algorithm 4] where a construction of the whole percolation process
retains a giant component with high probability, i.e., CM n (d, p n ) is always supercritical; see the remark below [37, Theorem 4.5] . Thus, in order to see the critical behavior, one must take p n → 0, as n → ∞. For p n → 0, the graph always contains n − o È (n) degree-zero or isolated vertices, which makes Janson's construction inconvenient to work with.
For a sequence of finite graphs, the critical behavior is where we see intermediate behavior in the sense that it inherits some features from the subcritical (such as the absence of the giant component) and the supercritical regimes (the largest component is not a tree). The collection of such values of p is called the critical window. However, due to our lack of knowledge about the subcritical phase and the structural propeties therein, it is not a priori evident here how to define the critical window. One way to define the subcritical regime and the critical window would be to say that inside the critical window, the rescaled vector of ordered component sizes converge to some non-degenerate random vector, whereas the component sizes concentrate in the subcritical regime. This property has been observed quite universally for the percolation critical window. In this paper, we take this as our definition of the critical window. It is worthwhile to mention that there is a substantial literature on how to define the critical value. See [17, 35, 37, 44, 48] for different definitions of the critical probability and related discussions.
We will show that the critical window for percolation on CM n (d) is given by
The case where p ≪ p c will be called the barely subcritical regime and the case p c ≪ p ≪ 1 will be called the barely supercritical regime. We will show that a unique giant component emerges in the barely supercritical regime. We first state the results about the component sizes and the complexity in the critical window, and then discuss the barely sub-/supercritical regimes.
To avoid complicated notation, we will always write C (i) (p) to denote the i-th largest component in the percolated graph. The random graph on which percolation acts will always be clear from the context. A vertex is called isolated if it has degree zero in the graph CM n (d, p c (λ)). We define the component size corresponding to an isolated vertex to be zero (see Remark 2 below). For any component C ⊂ CM n (d, p c (λ)), let SP(C ) denote the number of surplus edges given by #{edges in C } − |C | + 1. Finally, let
14)
The following theorem gives the asymptotics for the critical component sizes and the surplus edges of CM n (d, p c (λ)):
Theorem 1 (Critical component sizes and surplus edges). Under Assumption 1, as n → ∞,
with respect to the U 0 ↓ topology, where Z(λ) is defined in (2.9).
Remark 2 (Ignoring isolated components)
. Note that 2ρ < 1 for τ ∈ (2, 3). When percolation is performed with probability p c , there are of the order n isolated vertices and thus n −2ρ times the number of isolated vertices tends to infinity. This is the reason why we must ignore the contributions due to isolated vertices, when considering the convergence of the component sizes in the ℓ 2 ↓ -topology. Note that an isolated vertex with self-loops does not create an isolated component.
For a connected graph G, let diam(G) denote its diameter. Our next result shows that the diameter of the largest connected components is of constant order:
is a tight sequence of random variables, for any i ≥ 1.
This result again shows a fundamental contrast to the critical behaviors in the τ ∈ (3, 4) and τ > 4 regimes. In the other regimes, the diameter of the largest connected components is always maximized within the critical window. This is because until the critical window the components grow like trees and after the critical window a lot of surplus edges appear which decrease the diameter. Now, it is known that the diameter of the giant component of a certain class of scale-free configuration models lies between constant times log log n and log n [22, 32, 38] , which is strictly larger than the distances in the critical components. Thus, the diameter of the largest component is not maximized in the critical window for τ ∈ (2, 3). However, Theorem 2 does not provide any guarantee for the diameter of smaller components, it might be the case that components of larger diameter have smaller sizes. We leave this question as an interesting future direction to work on (see Open Problem 2).
Behavior in the near-critical regimes
We now discuss asymptotic results for the component sizes in the barely subcritical (p n ≪ p c (λ)) and barely supercritical (p n ≫ p c (λ)) regimes. The following two theorems summarize the behavior outside the critical window:
Remark 3 (Components and hubs). In the barely subcritical regime, we show that the i-th largest component is essentially the component containing the i-th largest degree vertex, or the i-th hub. Since the hubs have degree Θ(n α ), we need the assumption that p n ≫ n −α in Theorem 3, as otherwise the hubs become isolated, in which case components are likely to be extremely small.
For the result about the barely supercritical regime, we need one further mild technical assumption, which is as follows: Let D ⋆ n denote the degree of a vertex chosen in a size-biased manner with the sizes being (d i /ℓ n ) i∈ [n] . Then, there exists a constant κ > 0 such that
Let E(G) denote the number of edges in the graph G.
Theorem 4 (Barely supercritical regime). For CM n (d, p n ), suppose that p n ≫ p c (λ) and that Assumption 1 as well as (2.17) hold. Then, as n → ∞, 18) and for all i ≥ 2,
Remark 4 (Relation to Abel-Tauberian theorem). The identity (2.17) is basically a version of the celebrated Abel-Tauberian theorem [31, Chapter XIII.5] (see also [14, Chapter 1.7] ). However, since both D ⋆ n and p n depend on n, the joint asymptotics needs to be stated as an assumption. In Section 2.2, we discuss how this assumption is satisfied when (i) d i = (1 − F ) i/n (ii) d i is the i-th order statistic of an i.i.d sample, where F is a power-law distribution with τ ∈ (2, 3).
Discussion
Critical window: emergence of hub connectivity. The critical window is the regime in which hubs start getting connected. Hubs are the high-degree vertices, whose asymptotic degree is determined by Assumption 1 (i). To understand the above remark more precisely, let us denote the probability that i and j are in the same component in the p-percolated graph by π(i, j, p). Then, for any fixed i, j ≥ 1, (2.21) are also observed in the τ ∈ (3, 4) case [13] . However, the key distinction between τ ∈ (3, 4) and τ ∈ (2, 3) is that for τ ∈ (3, 4) the paths between the hubs have lengths that grow as n (τ −3)/(τ −1) , whereas they are directly connected in the τ ∈ (2, 3) regime.
Remark 5. The above intuition shows that, at criticality, the connectivity structure between the hubs can be coupled to a random graph with vertex set in + that has Poisson(λθ i θ j /µ) many edges between vertices i and j. The bulk of the vertices in the critical components are in the 1-neighborhood of the hubs. So an inquisitive reader may argue that one can use first moment methods and path-counting techniques to ignore the contribution due to smaller degree vertices that are far from the hubs. Indeed this intuition could possibly be formalized for sufficiently small λ values but not for large λ values, which is why the exploration process approach is required.
The exploration process. Suppose that we explore the critically percolated configuration model sequentially in a breadth-first manner. The reflected version of the stochastic process in (2.5) turns out to be the limit of the process that counts the number of unpaired half-edges incident to the discovered vertices. This limiting process can be intuitively understood as follows. When we explore hubs, the exploration process increases drastically, causing the jumps in the first term in (2.5). The negative linear drift is an accumulation of two effects.
(1) Because we explore two vertices at each time, we get a negative drift −2t. (2) The exploration of the low-degree vertices cumulatively causes a linear positive drift +t. The main contribution in the latter case comes due to the degree-one vertices in the system. Thus in total, we get a drift of −t in the exploration process (2.5).
Assumption on the degrees. Assumption 1 and (2.17) hold for two interesting special cases of power-law degrees that have received special attention in the literature:
Here F is some distribution function supported on non-negative integers and
, for k ≤ x < k + 1, and we recall that the inverse of a bounded non-increasing function f : Ê → Ê is defined as
We ignore the effect due to adding a dummy half-edge to vertex 1 if necessary to make i∈[n] d i even, since this does not change any asymptotics. Also, we write a n ∼ b n to denote that lim n→∞ a n /b n = 1, and write C as a generic notation for a constant whose value can be different between expressions. For Case (I),
where
We now show that, for this special choice of d i in Case (I), and t n = tp 26) and thus (2.17) holds as well. Let us split the last sum in three parts by restricting to the set {k :
and denote them by (I), (II) and (III) respectively. Using the fact that 1 − e −x ≤ x, it follows that 27) and
Now, we compute (II) by
where we have put k = nt τ −1 n z, so that the z values increase by 1/(nt τ −1 n ) in the final sum. Thus, in the iterated limit lim ε→0 lim sup n→∞ ,
which yields (2.17) by combining it with (2.27) and (2.28).
Let us now consider Case (II), i.e., the i.i.d degree setup. We have assumed that the degree sequence is ordered in a non-decreasing manner, i.e., d i is the i-th order statistic of the i.i.d samples. We use the following construction from [20, Section 13.6]. Let (E 1 , E 2 , . . . ) be an i.i.d sequence of unit-rate exponential random variables and let 
− − → 1, and α ∈ (1/2, 1). Next, the first condition in Assumption 1 (ii) follows from the strong law of large numbers. To see the second condition, we note that i Γ −2α i < ∞ almost surely. Now using the fact that Γ n+1 /n a.s.
− − → 1, we can use arguments identical to (2.25) 
Thus, we have shown that the third condition of Assumption 1 (ii) holds almost surely. The verification of (2.17) is also identical to Case-(I) if we do the computations conditionally on the Gamma random variables and use the above asymptotics.
Open Problems. We next state some open problems:
Open Problem 1. Theorem 1 studies convergence of Z n (λ) for each fixed λ. It will be interesting to study the distribution of (Z n (λ)) λ>0 as a stochastic process, when the percolated graphs are coupled through the Harris coupling. This would be similar in spirit to [26, Theorem 5] . However, we do not expect the limit to be the augmented multiplicative coalescent here. This is clear from the fact that the scaling limit in (2.5) is not related to the general description of exploration process that arise in relation to multiplicative coalescent in [5] . Heuristically, one would expect that if i∈C d i ½{i is hub} denotes the mass of a component, then the components would merge at rate proportional to their masses, but additionally, there are immigrating vertices that keep on increasing the component sizes as well. The description of the process, and proving its Feller properties and entrance boundary conditions, are interesting open challenges.
Open problem 2. Theorem 2 proves that the diameters of the largest components are tight. It will be interesting to prove that the diameters converge to some non-degenerate random variables. Further, Theorem 2 does not imply that max C diam(C ) = O È (1) , where the maximization is over all connected components. It may be the case that there is a small component which has paths of diverging lengths. Further, following the remarks after Theorem 2, finding the value of p where diam(C (1) (p)) is maximized is interesting.
Open problem 3. Is it possible to prove that the metric structure of components converges in a suitable topology? This question is motivated by a strong notion of structural convergence of critical components that was first established in [1] (τ > 4) and [11] (τ ∈ (3, 4) ). Since the components have finite diameter, it is natural to consider the local-weak convergence framework. However, the hubs within components have unbounded degrees, which is not covered directly in the local-weak convergence framework.
The critical window
In this section, we prove our results related to critical percolation on CM n (d). We start by proving some properties of the process (2.5) in Section 3.1. In Section 3.2, we describe a way to approximate percolation on a configuration model by a suitable alternative configuration model. In Section 3.3, we analyze the latter graph by setting up an exploration process and obtaining its scaling limit. After this, the proof of Theorem 1 is completed.
Properties of the excursions of the limiting process
In the following proposition, we summarize the properties of the limiting process S λ ∞ that are required in our analysis:
a.s.
− − → −∞. Thus, S λ ∞ does not have an excursion of infinite length almost surely.
(P2) For any δ > 0, S λ ∞ has only finitely many excursions of length at least δ almost surely.
(P3) Let R denote the set of excursion end-points of S λ ∞ . Then R does not have an isolated point.
The conditions in Proposition 5 form the bedrock of using [26, Lemma 14] , which will be crucial in the next section. An inquisitive reader might note that the conditions are related to [5, Proposition 14] , which was used to show that the sum of a Brownian motion with negative parabolic drift and a thinned Lévy process is well behaved. The proof of Proposition 5 requires the analysis of the martingale decomposition for the process S λ ∞ . Consider the sigma-field
, where (ξ i ) i≥1 are the exploration random variables used in the definition of S λ ∞ in (2.5), and for a collection of sets A, σ(A) denotes the minimum sigma algebra containing all the sets in A. Then (F t ) t≥0 is a filtration. All the martingales in this section will be martingales with respect to (F t ) t≥0 , unless stated otherwise. Without loss of generality we assume that µ = 1 and i θ 2 i = 1 in this section to simplify notation. Below we summarize the martingale decomposition for S λ ∞ :
Lemma 6. The process S λ ∞ admits the Doob-Meyer decomposition S λ ∞ (t) = M (t)+ A(t) with the drift term A(t) and the quadratic variation for the martingale term M (t) given by
where the last step follows from the memoryless property of the exponential distributions. Now, using the fact that xe −ax dx = −e −ax (ax + 1)/a 2 , one can verify that
Then (3.2) and (3.4) completes the proof of Lemma 6. A direct computation can be used to show (3.4) which is a bit lengthy. The proof was skipped in [5, Section 2.1]. Let us give a shorter alternative proof of (3.4) which also yields (3.2).
Denote I i (t) = ½ {ξ i ≤t} . Let (N (t)) t≥0 denote a unit jump Poisson process. Then I i (t) can be written in terms of the random time change of (N (t)) t≥0 [30, 52] as
Note that
is the compensator for (I i (t)) t≥0 . For Poisson processes, the compensator and the quadratic variation are the same, which completes the proof of (3.4).
The rest of the section is devoted to proving the properties of S λ ∞ stated in Proposition 5. We give the proofs of different conditions separately below:
Proof of Proposition 5 (P1). We use the martingale decomposition of S λ ∞ from Lemma 6. Fix K ≥ 1 such that λ i>K θ 2 i < 1/2. Such a choice of K is always possible as θ ∈ ℓ 2 ↓ . Further define the stopping time T := inf{t : ξ i ≤ t, ∀i ∈ [K]} = max i≤K ξ i . Thus, T < ∞ almost surely. Note that min{ξ i , t} ≤ t and thus,
Therefore, for any t > T ,
We conclude that, for any r ∈ (0, 1), t −r A(t) 
i , and c = θ 1 . Using Lemma 6, M (t) ≤ b almost surely. Now, ψ(ac/b) ≥ C/(1 + t r−1 ), and thus for any ε > 0, and r ∈ (1/2, 1)
for some constant C > 0, where the bound on the absolute value of M follows from the fact that −M is also a martingale, so Lemma 7 applies to −M as well. Now an application of the Borel-Cantelli lemma proves that t −r |M (t)| a.s.
− − → 0, for any r ∈ (1/2, 1). This fact, together with the asymptotics of the drift term, completes the proof.
Proof of Proposition 5 (P2). Fix δ > 0. Let t k = (k − 1)δ/2 and define the event
Suppose that there is an excursion (l, r) with r − l > δ and l
, and therefore C δ k must occur. Therefore, if S λ ∞ has infinitely many excursions of length at least δ, then C δ k must occur infinitely often. Using the Borel-Cantelli lemma, the proof follows if we can show that
As before, fix K ≥ 1 such that λ i>K θ 2 i < 1, and let T = max i≤k ξ i . Notice that for each 12) and therefore it is enough to show that
(3.14)
On the event {T ≤ t k−1 }, the third term inside the supremum above reduces to
using λ i>K θ 2 i < 1. Thus we only need to estimate
Note that M (t)−M (t k−1 ) is a martingale with respect to the filtration (F t ) t≥t k−1 with quadratic variation given by 18) and the proof now follows.
Proof of Proposition 5 (P3). Let r ∈ R be any excursion end-point of S λ ∞ . It is enough to show that
where (N i (t)) t≥0 is a rate-θ i Poisson process, independently over i. We assume that S λ ∞ and L are coupled by taking I i (s) = ½{N i (s) ≥ 1}, so thatŜ λ ∞ (t) ≤ L(t). Using [9, Chapter VII.1, Theorem 1] and the fact that i θ i = ∞, inf{t > 0 : L(t) < 0} = 0, almost surely, (3.21) and (3.19) follows.
Proof of Proposition 5 (P4). Fix
i ] random variables. This collection is also assumed to be independent to (ξ i ) i≥1 , the exploration random variables in (2.5). Define A i = {U i > t 0 }, and thus È(A i ) = max{0, 1 − θ 2 3.22) where (N i (t)) t≥0 is a rate θ i Poisson process, independent over i ≥ 1. As in the previous proposition, we couple I i (t) = ½ {N i (t)≥1} . Now, Q m is a Lévy process, and thus we can apply 
Now, suppose one can show that
Let us denote the event in (3.24) by A m . Then
(3.25)
Taking limit m → ∞ and using (3.23) and (3.24) completes the proof. It remains to prove (3.24) . Note that if ∀i ≥ m + 1, A i happens and N i (t 0 ) ≤ 1, then the event in (3.24) happens. The latter event occurs with probability
(3.26) 27) as m → ∞. Thus the proof of (3.24) follows.
Sandwiching the percolated configuration model
Following the pioneering work of Aldous [4] , the main tool to prove scaling limits of the component sizes is to set up an appropriate exploration process. The idea is to explore the graph sequentially, and the exploration process keeps track of some functional of vertices that have been discovered but their neighborhoods have not been explored. For percolation on the configuration model, this could be the number of unpaired half-edges of those vertices. Now, for random graphs with independent connection probabilities, the exploration process is usually Markovian, but not for the configuration model. Indeed, one has to keep track of the half-edges associated to vertices outside the explored graph. For d-regular graphs, Nachmias and Peres [49] used the above approach, but this becomes difficult in the unbounded degree case. In earlier papers with Sen [26, 27] , we have used a construction by Janson [40] which says that the percolated configuration model can be viewed as a configuration model, so it is enough to analyze the critical behavior of certain configuration models. However, in the τ ∈ (2, 3) regime, this construction does not work because it gives rise to n − o(n) many degree-one vertices. As a remedy to this problem, we use a result of Fountoulakis [33] to show that the critical configuration model can be sandwiched between two approximately equal configuration models, as stated in Proposition 8 below. We emphasize that Proposition 8 holds for percolation on the configuration model without any specific assumption on the degree distribution, as long as ℓ n p n ≫ log(n), and this will be used in the proofs for the near-critical results as well. We start by describing the approximating configuration model below:
Keep each half-edge with probability p n , independently, and delete the half-edges otherwise. If the total number of retained half-edges is odd, then attach a dummy half-edge to vertex 1.
(S1) Perform a uniform perfect matching among the retained half-edges, i.e., within the retained half-edges, pair unpaired half-edges sequentially with a uniformly chosen unpaired halfedge until all half-edges are paired. The paired half-edges create edges in the graph, and we call the resulting graph G n (p n ).
The following proposition formally states that
Proposition 8. Let p n be such that ℓ n p n ≫ log(n). There exists a sequence (ε n ) n≥1 with ε n → 0, and a coupling such that, with high probability,
Proof. The proof relies on an exact construction of CM n (d, p n ) by Fountoulakis [33] which goes as follows:
Algorithm 2. (S0) Perform a binomial trial X ∼ Bin(ℓ n /2, p n ) and choose 2X half-edges uniformly at random from the set of all half-edges.
(S1) Perform a perfect matching of these 2X chosen half-edges. The resulting graph is distributed as CM n (d, p n ).
Notice the similarity between Algorithm 1 (S1) and Algorithm 2 (S1). In Algorithm 1 (S0), given the number of retained half-edges, the choice of the half-edges can be performed sequentially uniformly at random without replacement. Thus, given the number of half-edges in the two algorithms, we can couple the choice of the half-edges, and their pairing (the restriction of a uniform matching to a subset remains). Let H 1 , H − 2 and H + 2 , respectively, denote the number of half-edges in CM n (d, p n ), G n (p n (1 − ε n )) and G n (p n (1 + ε n )). From the above discussion, the proof is complete if we can show that, as n → ∞,
We ignore the contribution due to the possible addition of only one dummy edge in Algorithm 3 (S0), as it does not affect any asymptotics. Notice that H 1 = 2X, where X ∼ Bin(ℓ n /2, p n ), and H +/− 2 ∼ Bin(ℓ n , p n (1 ± ε n )). Using standard concentration inequalities [43, Corollary 2.3], it follows that
and
If we choose ε n such that ε n ≫ (log(n)/(ℓ n p n )) 1/2 and ε n → 0, then, with high probability,
. Similarly we can conclude that H − 2 ≤ H 1 with high probability, and the proof of Proposition 8 follows.
We conclude this section by stating some properties of the degree sequence of the graph G n (p n ) that will be crucial in the analysis below. Letd = (d 1 , . . . ,d n ) be the degree sequence induced by Algorithm 1 (S1), and letl n = id i be the number of retained half-edges. Then the following result holds ford:
Lemma 9 (Degrees of G n (p n )). Suppose that p n ≫ n −α , and Assumption 1 holds. For each fixed i ≥ 1,
31) for any ε > 0.
Proof. Note thatd
Thus the first fact follows using [43, Theorem 2.1]. Since,l n ∼ Bin(ℓ n , p n ), the second fact also follows using the same bound. To see the asymptotics form 2 :
where the penultimate step uses the fact that m 2 = Θ(n 2α ), d 1 = Θ(n α ), and in the last step we have again used the fact that p n ≫ n −α . Using Chebyshev's inequality, it now follows that m 2 = p 2 n m 2 (1 + o È (1)). Thus,
, the first equality in (3.31) follows using (2.13).
We now prove the second inequality in (3.31), since the other asymptotics are immediate. For any ε > 0, the required probability is at most
where the penultimate step follows from Markov's inequality. The proof now follows using Assumption 1 and p n = Θ(n 1−2α ) for p n = p c (λ).
Scaling limits of critical components 3.3.1 Convergence of the exploration process
Letd = (d 1 , . . . ,d n ) be the degree sequence induced by Algorithm 1 (S1) with p n = p c (λ), and consider G n (p c (λ)). Note that G n (p c (λ)) has the same distribution as CM n (d). We start by describing how the connected components in the graph can be explored while generating the random graph simultaneously:
Algorithm 3 (Exploring the graph). The algorithm carries along vertices that can be alive, active, exploring and killed, and half-edges that can be alive, active or killed. We sequentially explore the graph as follows: (S0) At stage i = 0, all the vertices and the half-edges are alive but none of them are active. Also, there are no exploring vertices.
(S1) At each stage i, if there is no active half-edge at stage i, choose a vertex v proportional to its degree among the alive (not yet killed) vertices and declare all its half-edges to be active and declare v to be exploring. If there is an active vertex but no exploring vertex, then declare the smallest vertex to be exploring.
(S2) At each stage i, take an active half-edge e of an exploring vertex v and pair it uniformly to another alive half-edge f . Kill e, f . If f is incident to a vertex v ′ that has not been discovered before, then declare all the half-edges incident to v ′ active (if any), except f . If degree(v ′ ) = 1 (i.e. the only half-edge incident to v ′ is f ) then kill v ′ . Otherwise, declare v ′ to be active and larger than all other vertices that are alive. After killing e, if v does not have another active half-edge, then kill v also.
(S3) Repeat from (S1) at stage i + 1 if not all half-edges are already killed.
Algorithm 3 gives a breadth-first exploration of the connected components of CM n (d). Define the exploration process by
where J l is the indicator that a new vertex is discovered at time l andd (l) is the degree of the new vertex chosen at time l when J l = 1. Suppose that C k is the k-th connected component explored by the above exploration process and define τ k = inf i : S n (i) = −2k . Then C k is discovered between the times τ k−1 + 1 and τ k , and τ k − τ k−1 − 1 gives the total number of edges in C k . Call a vertex discovered if it is either active or killed. Let V l denote the set of vertices discovered up to time l and I n i (l) := ½ {i∈V l } . Note that
In what follows below, we let A to be the intersection of all the events described in Lemma 9, which are shown there to hold with high probability. Recall that we write F l = σ(I n i (l) : i ∈ [n])∩A. All the martingales and related computations will be done with respect to the filtration (F l ) l≥0 .
Define the re-scaled versionS n of S n byS n (t) = n −ρ S n (⌊tn ρ ⌋). Then,
The following theorem describes the scaling limit of this rescaled process:
Theorem 10. Consider the processS n := (S n (t)) t≥0 defined in (3.37) and recall the definition ofS ∞ in (2.5). Then, under Assumption 1, as n → ∞,
with respect to the Skorohod J 1 -topology.
To prove Theorem 10, we need to obtain asymptotics of the first two terms in (3.37). The first term accounts for the contribution due to the non-degree-one vertices during the exploration. The first term is dominated by the contributions due to hubs, which allows us to use a truncation argument. The convergence of the truncated sum is given by the following lemma: Under Assumption 1, as n → ∞,
The second term in (3.37) describes the proportion of time when a new vertex is found. Since we see a new vertex in most steps of the exploration process, this term is shown to converge to the constant function t, which is proved using martingale arguments. This is summarized in the next lemma:
We first prove Theorem 10 using Lemmas 11 and 12. The lemmas will be proved subsequently. We denotel
Proof of Theorem 10. Note that, I n i (l) = 0 for all l ifd i = 0. Now, ifd i ≥ 1, then for any t ≥ 0, uniformly over l ≤ tn ρ ,
Thus,
where lim K→∞ lim sup n→∞ È(ε n,K > δ) = 0 for any δ > 0, due to Lemma 9. Using (3.31) and Lemma 12, it is now enough to deduce the scaling limit for
and then taking K → ∞. But for any fixed K ≥ 1, Lemma 11 yields the limit of S K n , and the proof of Theorem 10 follows.
Proof of Lemma 11. By noting that (I n i (tn ρ )) t≥0 are indicator processes, it is enough to show thatÈ 43) for any t 1 , . . . , t K ∈ Ê. Now,
Taking logarithms on both sides of (3.44) and using the fact that l ≤ max m i = Θ(n ρ ) we get
(3.45)
Hence (3.45) and (3.46) complete the proof of Lemma 11.
Proof of Lemma 12.
and therefore, (W n (l)) l≥1 is a super-martingale. We will use the super-martingale-inequality [54, Lemma 2.54.5] stating that for any super-martingale (M (t)) t≥0 , with M (0) = 0, 49) and thus, using Lemma 9,
where we have used that ρ < α since τ ∈ (2, 3). Next, note that for any (x 1 , x 2 , . . .
and therefore I n i (l) and I n j (l) are negatively correlated. Using (3.40), it follows that 52) uniformly over l ≤ tn ρ . Therefore, using the negative correlation in (3.51),
Using (3.50) and (3.53), the proof now follows by an application of (3.48).
Large components are explored early
In this section, we prove two key results that allow us to deduce the convergence of the component sizes. Firstly, we show that the rescaled vector of component sizes is tight in ℓ 2 ↓ (see Proposition 13). This result is then used to show that the largest components of G n (p c (λ)) are explored before time Θ(n ρ ) (Proposition 15). Let C (i) denote the i-th largest component for G n (p c (λ)). Recall that our convention is to take |C | = 0, if the component consists of one vertex and no edges. 
Proof. Note that the criticality parameter of the graph G n (p c (λ)) isν n = λ(1 + o È (1)), by Lemma 9. Now, conditionally on the set of removed half-edges andd, G K n is still a configuration model with some degree sequence
Now, by Assumption 1 and Lemma 9, it is possible to choose K 0 large such that for all K ≥ K 0 , with high probability ν
The proof of (3.58) uses path-counting techniques for the configuration model [41] . Since the arguments are adaptations of [26] , we move the proof to Appendix A.1. We now use Lemma 9 to compute the asymptotics of the different terms in (3.58). Note that˜
in the iterated limit lim K→∞ lim n→∞ . Thus the proof of Lemma 14 follows.
Proof of Proposition 13. Denote the sum of of the D(D − 1)-values excluding the components containing vertices 1, 2, . . . , K by S K . Note that
Thus, the proof follows using Lemma 14, and the fact that i∈
The next proposition shows that, in Algorithm 3, the large components are explored before time Θ(n ρ ). Let C ≥T max denote the size of the largest component whose exploration is started by Algorithm 3 after time T n ρ .
Proposition 15. Under
The final term tends to zero in probability in the iterated limit lim K→∞ lim sup n→∞ , as shown in (3.61). Moreover, using the fact thatd j n ρ = Θ(l n ), we get
where C > 0 is a constant that may depend on K, and the final step holds with high probability. Now, by (3.63),È
The proof follows by taking the iterated limit lim K→∞ lim T →∞ lim sup n→∞ .
Counting process that counts surplus
Let N λ n (k) be the number of surplus edges discovered up to time k andN λ n (u) = N λ n (⌊un ρ ⌋). Below, we prove the asymptotics for the processN λ n :
where N λ is defined in (2.8).
Proof. We write N λ n (l) = 
uniformly for i ≤ T n ρ for any T > 0. By Lemma 9,l n = ℓ n p c (λ)(1+o È (1)) = n 2ρ λµ 2 / i θ 2 i (1+ o È (1)). Therefore, the instantaneous rate of change of the re-scaled processN λ at time t, conditional on the past, is
Since the reflection of a process is continuous in Skorohod J 1 -topology (see [56, Lemma 13.5 .1]), we can use Theorem 10 to conclude that refl(S n )
, so that the compensator ofN λ n converges. For Poisson processes, the convergence of the compensators is usually enough but there is a technical issue here. For the configuration model, the surplus edges cannot be added independently after we have observed the whole exploration process, since the surplus edges occur precisely at places with jumps −2. This difficulty was circumvented in [26] for the τ ∈ (3, 4) regime. In Appendix A.2, we adapt the arguments from [26] in the τ ∈ (2, 3) setting, which completes the proof of Lemma 16.
Convergence of the component sizes and the surplus edges
We first show the asymptotics of the component sizes of G n (p c (λ)) in Algorithm 1:
69)
with respect to the ℓ 2 ↓ topology, where (γ i (λ)) i≥1 is defined in Section 2.1.2. Proof. Recall [26, Lemma 14] and notice that the process S λ ∞ satisfies all the nice properties stated therein by Proposition 5 (see [26, Lemma 15] for a similar application in a different context). This observation shows that, for any k ≥ 1, the vector of the k largest excursions is continuous. Now the excursion lengths of the exploration process in Algorithm 3 represent the number of edges in the components, which is o È (n ρ ) close to the component sizes, since there are only O(1) surplus edges by Lemma 16. This shows the finite-dimensional convergence of the largest component size among the components that are explored by time T n ρ . Moreover, Proposition 15 shows that the largest components in the whole graph are with high probability obtained before time T n ρ for some large T . Combining these, we get the finite-dimensional convergence of the component sizes. Finally the tightness in ℓ 2 ↓ follows from Proposition 13, and the proof is now complete.
Next we state a lemma concerning the tightness of the joint vector of component sizes and surplus edges in the U 0 ↓ -topology:
The proof of Lemma 18 is an adaptation of [26, Proposition 19] in this setting. We provide a proof of Lemma 18 in Appendix A.3. We now provide a proof of Theorem 1:
, ordered as an element in U 0 ↓ . Then, using Lemma 16, an identical argument to the proof of Lemma 17 yields that
in finite-dimensional sense. Further, using the tightness in Lemma 18, it follows that the convergence in (3.71) holds in the U 0 ↓ -topology. Finally, Theorem 1 is about CM n (d, p c (λ)), whereas (3.71) is for the graph G n (p c (λ)) in Algorithm 1. Using Proposition 8, CM n (d, p c (λ)) and G n (p c (λ)) have identical scaling limits for the Z n (λ) vector and the proof is now complete.
Analysis of the diameter
In this section, we investigate the asymptotics of the diameter of the components of G n (p c (λ)). As in the proof of Theorem 1, an application of Proposition 8 yields the diameter of the largest components of CM n (d, p c (λ)) and completes the proof. 
Recall from Lemma 9 thatl n = Θ È (np c (λ)) = Θ È (n 2−2α ) = Θ È (n 2ρ ). Observe that, for λ < 1,
if we first take lim n→∞ and then lim K→∞ , where in the fifth step, we have used the fact that if there is a vertex v such that D(v) > δn ρ , |C (v)| > δn ρ , diam(C (v)) > K, then all the vertices u ∈ C (v) also satisfy this condition, and therefore X n (K) ≥ |C (v)| > δn ρ . The proof can be generalized naturally to the case λ > 1. In that case, we delete R high-degree vertices to obtain a new graph G >R , for which the above result holds (see the proof of Lemma 14) . However, after putting back the R deleted vertices, the diameter of G >R can increase by at most R. This implies the tightness of the diameter for the largest connected components of G n (p c (λ)) for all λ > 1. Finally, as remarked in the beginning of this section, the proof of Theorem 2 follows by invoking Proposition 8.
Near-critical behavior
Finally we consider the near-critical behavior for CM n (d, p) in this section. The analysis for the barely subcritical and supercritical regimes are given separately below.
Barely-subcritical regime
In this section, we analyze the barely-subcritical regime (p n ≪ p c ) for percolation and complete the proof of Theorem 3. Recall the exploration process from Algorithm 3 on the graph G n (p n ), starting with vertex j. Let C (j, p n ) denote the connected component in G n (p n ) containing vertex j. We will use the same notation for the quantities defined in Section 3.3.1, but the reader should keep in mind that we now deal with different p n values. We avoid augmenting p n in the notation for the sake of simplicity. Consider exploring the graph using Algorithm 3 but starting from vertex j. The exploration process S j n is given by
Thus the exploration process starts fromd j now. Now, for any u > 0, as n → ∞,
This follows using identical arguments as in Lemma 12, and thus is skipped here. Consider the re-scaled processS
Recall that˜ is the conditional expectation conditionally on (d i ) i∈ [n] . Now, since the vertices are explored in a size-biased manner with the sizes being
where the last-but-one step uses (3.40) , and the final step follows from Lemma 9. Consequently, S j n converges in probability to the deterministic process (θ j −t) t∈[0,θ j ] . Thus # edges in C (j, p n ) converges in probability to θ j .
Next, the proof above shows that max l≤θ j n α pn S j n (l) ≤ 2θ j n α p n with high probability. Thus, the probability of creating a surplus edge at each step is at most 2θ j n α p n /l n . This implies that the probability of creating at least one surplus edge before θ j n α p n is at most 2θ 2 j n 2α p 2 n /l n = O È (n 2α−1 p n ) = o È (1) . Together with the fact that # edges in C (j, p n ) È − → θ j , established in the previous paragraph, this yields
To conclude Theorem 3, we show that the rescaled vector of ordered component sizes is tight in ℓ 2 ↓ . This tightness also yields that, for each fixed j ≥ 1, |C (j, p n )| = |C (j) (p n )|, with high probability. (4.6)
To show ℓ 2 ↓ -tightness, it is enough to show that, for any ε > 0,
This can be concluded using identical arguments as in the proof of Proposition 13 above. The proof of Theorem 3 is now complete.
Barely-supercritical regime
In this section, we provide the proof of Theorem 4. The main tool we use here is a general result [39, Theorem 5.3] , that provides asymptotics of the component sizes, if one can verify certain properties of an associated exploration process. Using Proposition 8, it is enough to prove Theorem 4 for the graph G n (p n ) generated by Algorithm 1. Letd denote the degree sequence obtained after performing Algorithm 1 (S1). Thus, G n (p n ) is distributed as CM n (d). We will verify Assumptions (B1)-(B8) from [39] on the graph G n (p n ), which allows us to conclude Theorem 4 from [39, Theorem 5.3] . Consider the following exploration process on G n (p n ) from [39, Section 5.1]:
Algorithm 4. (S0) Associate an independent Exponential(1) clock ξ e to each half-edge e. Any half-edge can be in one of the states among sleeping, active, and dead. Initially at time 0, all the half-edges are sleeping. Whenever the set of active half-edges is empty, select a sleeping half-edge e uniformly at random among all sleeping half-edges and declare it to be active. If e is incident to v, then declare all the other half-edges of v to be active as well. The process stops when there is no sleeping half-edge left; the remaining sleeping vertices are all isolated and we have explored all other components.
(S1) Pick an active half-edge (which one does not matter) and kill it, i.e., change its status to dead.
(S2) Wait until the next half-edge dies (spontaneously). This half-edge is paired to the one killed in the previous step (S1) to form an edge of the graph. If the vertex it belongs to is sleeping, then we declare this vertex awake and all of its other half-edges active. Repeat from (S1) if there is any active half-edge; otherwise from (S0).
Denote the number of living half-edges upto time t by L n (t). Let V n,k andṼ n,k (t) respectively denote the number of sleeping vertices of degree k such that all the k associated exponential clocks ring after time t. Definẽ
We show that Assumptions (B1)-(B8) from [39] hold with
where we recall the definition of κ from (2.17). The ζ in our notation corresponds to τ in the notation of [39, Theorem 5.3] . We have used ζ instead of τ , since in our paper τ denotes the power-law exponent. We first find the number of vertices in G n (p n ). Letñ := #{i :d i ≥ 1}. Note that
(4.10)
Further, using standard concentration inequalities for sums of Bernoulli random variables [43, (2.9) , Theorem 2.8], it follows that
where the almost sure statement is with respect to n≥1 È n , È n being the distribution of the
In what follows, we will often replaceñ by np n µ using the asymptotics in (4.11).
Conditions (B1)-(B4) [39] are straightforward. (B8) follows using
To verify Conditions (B5)-(B7), we first obtain below the asymptotics of the meancurve and then show that the processesS n ,Ṽ n ,Ã n remain uniformly close to their expected curves. These are summarized in the following two propositions:
Proposition 20. For any fixed t ≥ 0, as n → ∞, all the terms sup u≤t |S n (α n t) − [S n (α n t)]|, sup u≤t |Ṽ n (α n t)− [Ṽ n (α n t)]|, and sup u≤t |Ã n (α n t)− [Ã n (α n t)]| are o È (np n α n ) (and thus o È (np n γ n )).
To prove Propositions 19 and 20, we make crucial use of the following lemma:
Proof. Note that if X ∼ Bin(m, p), then
Putting m = d i , p = p n , and s = tα n , it follows that 19) where D ⋆ n has a size-biased distribution with the sizes being (d i /ℓ n ) i∈ [n] , and D n is the degree of a vertex chosen uniformly at random from [n] . By the convergence of [D n ] in Assumption 1, 20) by noting that 1 − e −x = x(1 + o(1)) as x → 0. Further, by using (2.17),
Thus, (4.12) and (4.13) follows. Moreover, L n (t) is a pure death process, where L n (0) = i∈[n]d i , and the jumps occur at rate L n (t), and at each jump L n (t) decreases by 2. Therefore, [L n (t)] = [L n (0)]e −2t and consequently, by (4.8),
Thus the proof follows.
Proof of Proposition 20. Let us considerS n only; the other inequalities follow using identical arguments. We will show that 
Now, using standard concentration inequalities for tails of binomial distributions [43, Theorem 2.1], for any i ∈ [n], 26) and therefore max i∈[n]di ≤ 2d 1 p n , almost surely. Thus, 27) where the last step follows using (4.19) . The final term in (4.27) appeared in (4.21) which simplified to O(α n ). Thus,
since λ n → ∞, as n → ∞. Thus the proof follows.
Proof of Theorem 4. The proof follows by applying [39, Theorem 5.3] . Proposition 19 verifies conditions (B5)-(B7) in [39] , and the rest of the conditions are straightforward to verify.
Application to Queues. Springer-Verlag, New York.
A Appendix

A.1 Path counting
We use path-counting techniques for configuration models from [41, Lemma 5.1]. Let A(k, l) denote the event that there exists a path of length l from v to k in the graph G K . Notice that
This term is at most
where in the third step, we have used the fact that xi =xj,∀i =j 
A.2 Convergence of process tracking surplus
In this section, we complete the proof of Lemma 16. We first argue that, for any fixed u > 0, N λ n (u) n≥1 is tight in Ê + .
(A.3)
Fix ε > 0. We recall the asymptotics from Lemma 9 which will be used throughout the proof. Also, recall thatÈ and˜ respectively denote the conditional probability and expectation conditionally on (d i ) i∈ [n] . To simplify writing, when we write bounds on the conditionals probabilitiesÈ and˜ , we always implicitly assume that the bounds hold with high probability. Recall that the compensator of N First, let 1 ≤ l 1 < · · · < l K ≤ ⌊T n ρ ⌋ denote the times where the surplus edges have occurred. Also, let A be the good event that l j + 1 < l j+1 for all j ≤ K, i.e., none of the surplus edges occur in consecutive steps. Note thatÈ for l j−1 < l < l j l j + j − 1 for l = l j − 0.5 l j + j for l = l j .
(A.10)
Λ n (t) is obtained by linearly interpolating between the values specified by (A.10). Also, note that the definition of Λ n works well on A, and on A c we define Λ n (t) = t. Using (A.3) and (A.9), it immediately follows that sup l≤T n ρ |Λ n (l) − l| = o È (n ρ ). (A.11)
Moreover, the occurrence of each surplus edge causes |S ′ n (l) − S n (Λ n (l))| to increase by at most 2, so that
Now, (A.8) follows by combining (A.11) and (A.12). We now proceed to complete the proof of Lemma 16. Let set up some notation for the rest of the proof. Fix T > 0, k ≥ 0 and let Surp T = {l 1 , . . . , l k }, where 1 ≤ l 1 < l 2 < · · · < l k ≤ ⌊T n ρ ⌋ + k. Let (z l ) l≤⌊T n ρ ⌋+k be a sequence of integers such that z li = −2 and z l ≥ −1 for l / ∈ {l 1 , . . . , l k }. Thus (z l ) l≤⌊T n ρ ⌋+k represents a sample path of S n which has explored k surplus edges, and Surp T is the set of times when surplus edges are found. Next, (z ′ l ) l≤⌊T n ρ ⌋ denote the sequence obtained from (z l ) l≤⌊T n ρ ⌋+k by deleting the −2's. Thus, (z The proof is now complete for the case λ > 1 by combining (A.27) and (A.29).
Proof of Lemma 22. We use a generic constant C to denote a positive constant independent of n, δ, K. Consider the graph exploration described in Algorithm 3, but now we start by choosing vertex V with high probability for some constant C > 0. Thus, we get the desired bound for (A.34). The proof of Lemma 22 is now complete.
