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Abstract
This work investigates the impact of ranking measures in the analysis of
mobility network. We consider big datasets of GPS trajectories that allowed
us to construct two different kinds of networks: the network of car pooling
between car drivers, and the bipartite graph between drivers and visited
locations. We show how an analysis based on ranking drivers and locations
reveals interesting properties of these networks.
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Riassunto
Questo lavoro indaga l’impatto delle misure di ordinamento nell’analisi della
mobilita´ di rete. Utilizzando grandi insiemi di dati fatti di traiettorie GPS,
abbiamo potuto costruire due diversi tipi di reti: la rete del car pooling
potenziale tra gli automobilisti, e il grafo bipartito tra automobilisti e luoghi
visitati. Nella tesi mostriamo come un’analisi basata sull’ordinamento degli
automobilisti e dei luoghi visitati rivela interessanti proprieta´ di queste reti.
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Chapter 1
Introduction
One of the most fascinating challenges of our time is to understand the
complexity of the global interconnected society, especially, to understand
the human mobility. The analysis of movement data has been recently pro-
moted by the wide diffusion of new techniques and systems for monitoring,
collecting and storing positional data. Traces of human mobility can be
collected with a great number of different techniques such as GPS (Global
Positioning System) or GSM (Global System for Mobile Communications).
The result is a huge quantity of data: about tens of thousand people moving
along millions of trajectories.
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Mobility data can provide a complete description of the places visited
and the routes followed by a single user [1]. There are many potential op-
portunities, and movement data have been recognized by private and public
institutions as a valuable source of information to evaluate the habits of
people in terms of mobility.
The traditional use of mobility data mainly focuses on dealing with sim-
ple measurements, such as density of traffic and car flow on road segments.
Different scientific communities have addressed several aspects of human
mobility using diverse analytical tools and different application domains.
Recent researches in mobility analysis have been extended in order to iden-
tify the behaviors that people constantly follow, such as groups of trajec-
tories with common routes or popular itineraries [2, 3]. This can also be
extended to problems that need to link different geographical areas [4]. In
fact, it is possible to infer information in terms of origin-destination pairs
of areas exchange traffic, as well as the routes along which the exchange
occurs [5].
Nevertheless there are still many fascinating not answered questions such
as: what are the routes and the locations that dominate the movements? How
these trajectories intersects each other? Is it possible to group people accord-
ing to trajectories that they frequently share?
Moreover it is important to point out that people move from one place
to another. Therefore “places” are not only static geographical objects, but
they are also part of people lives [6]. There is a relationship between how the
movements of people are affected by the location of places of interest, and
how the places themselves are characterized and connected by the mobility
of people. The way people move towards these places affects the overall
mobility of the environment. Which is the relationship between two or more
12
places in terms of the mobility that connects them? Which are the locations
around where the mobility of a person gravitates?
In this work, a new approach was used to unveil hidden information
in mobility data: the so called ranking measures. A ranking is a relation-
ship between a set of items such that, for any two items, the first is either
“ranked higher than”, “ranked lower than” or “ranked equal to” the second.
In mathematics, this is known as a total preorder of objects: it is not nec-
essarily a total order of objects because two different objects can have the
same ranking.
Nowadays ranking is widely used everywhere: sports, politics, economy
and so on, and so forth. Anyway, the main tool which everyone uses ev-
eryday to indirectly rank items is the search engine. Search engines rank
web pages according to their expected relevance to a user’s query using a
combination of query-dependent and query-independent methods. Query-
independent methods, based on link analysis, try to measure the importance
of a page independently on how well it matches the specific query; exam-
ples include HITS algorithm and PageRank. Query-dependent methods,
based on heuristics considering the matches of the various query words on
the page itself, attempt to measure the degree to which a page matches a
specific query independently on the importance of the page in the network.
How ranking measure can be used to discover hidden information in mo-
bility data? A starting point could be the query-independent methods used
by search engines. In fact, if mobility data can be mapped to models such
as networks, then link analysis can be applied to these networks in order to
discover useful information. It follows that the three main components of
this thesis are mobility, network analysis and ranking measures.
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Taking into account what exposed until now, we tried to answer the fol-
lowing questions. In a car pooling scenario, is it possible to say if a user is a
good passenger or a good driver? Which are the routes most crowded at the
same time? Considering the places of interest visited by some drivers, is it
possible to say which drivers are most similar in terms of places visited and
which places are most similar in terms of common visitors? Is it possible to
rank them according to how much complex is their mobility? Of course, the
answers are yes and the how and the why are explained in this thesis.
Summing up, this work investigates the impact of ranking measures in
the analysis of mobility network. It were considered big datasets of GPS
trajectories that allowed to construct two different kinds of networks: (i)
the network of car pooling among car drivers and (ii) the bipartite graph
between car drivers and visited locations. We show how an analysis based on
ranking drivers and locations reveal interesting properties of these networks.
For every type of network first of all we analyze the graph built, then we
observe the results obtained by performing a suitable ranking algorithm
and finally we studied the behavior of these ranking measures inside the
communities found in each graph.
1.1 Organization of the Thesis
The organizations of this thesis is consistent with the process of learning
and studying followed to retrieve the results obtained. Thus, this thesis is
organized as follows.
First of all, Section 2 shows an overview of all the related work. In that
section are exposed the problems faced, that is, the analysis about car pool-
ing and the bipartite networks relationship, and it is presented the literature
regarding these arguments.
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After that, the techniques and the tools used to realize this work are
exposed in Section 3. In particular is briefly shown what is M-Atlas, the
mobility data mining system used to cluster trajectories and geographical
points. Furthermore, the link analysis algorithm taken into account are
treated in details and some ranking analysis measures are clarified. In ad-
dition, the employed arguments about graph theory are shortly illustrated
highlighting the special topic of community discovery.
Then, Section 4 analyzes the dataset adopted in this work. It is ex-
plained how it is obtained and how it is temporally and geographically split
and further information about mobility profiles and points of interest are
exposed.
In Section 5 is unrolled all the process of analysis about car pooling from
the building up of the potential carpooling network to the examination of
the group of users that could adopt among them a carpooling service. The
analysis is done starting from what is considered to be a routine and a pro-
file for each user, and terminates comparing the distribution of the ranking
measures among the regions taken into account for the experiments.
Afterward, Section 6 illustrates the behavior of a bipartite network made
by some drivers and their places of interest. On this model is computed the
complexity of the mobility for both drivers and points of interest. In this
section it is also compared the distribution of the ranking measures among
the regions taken into account. Then the groups of related driver and places
are extracted and it is investigated the correlation between the similarity of
the entities and their rank.
Finally, in Section 7, we expose some possible future developments and
conclusions are drawn.
15
1.2 Novel contributions
The novel contributions of this thesis focus mainly on the application of
ranking measures on mobility networks to unveil hidden information. Any-
way, this study has lead to some side analysis and to the refinement of some
algorithms and their parameters. In particular, the major contributions are:
 implementation of the algorithms HITS (Section 3.5.1), Method of
Reflection and MSF (Section 3.5.2) more a deep study of the first two
regarding normalization, convergence and, the proof that Method of
Reflection can be viewed as special case of HITS ;
 introduction of a novel measure called shape rank coefficient to evalu-
ate the shape of the plot of the scores of a ranking (Section 3.6.3);
 refinement of the parameters setting for profiles extraction taking into
account the number of routines, the number of profiles and the profile
stability (Section 4.2);
 introduction of a new procedure for points of interest detection us-
ing the routines as starting points and OPTICS in M-Atlas to group
together close locations (Section 4.3);
 carpooling network definition, construction and analysis, application
of HITS on the carpooling network to evaluate a user how a good
passenger or a good driver and, carpooling communities detection and
study of the relationship with ranking scores (Section 5);
 refinement of the procedure for trajectories inclusion in M-Atlas and
study of suitable parameters setting (Section 5.1.1);
 bipartite network between drivers and visited locations definition, con-
struction and analysis, application of Method of Reflection on the bi-
partite graph to analyze mobility complexity and, drivers and points
of interest communities detection and study of the relationship with
ranking scores (Section 6).
16
Chapter 2
Related Work
In the following are summarized some papers and articles about car pooling
and bipartite network analysis. There are many work about these subjects
but only few of them are tightly related with the features analyzed and
developed in this thesis.
2.1 The Carpooling Problem
The problem of car pooling is quite popular but it is addressed in different
ways. Car pooling is thought to be part of the solution to resolve traffic
congestion in regions where large companies dominate the traffic situation
because coordination and matching between commuters is more likely to be
feasible in cases where most people work for a single employer. Moreover,
car pooling is not very popular for commuting. In order for car pooling to be
successful, an online service for matching commuter profiles is indispensable
due to the large community involved. Such service is necessary but not
sufficient because car pooling requires rerouting and activity rescheduling
along with candidate matching. The users might have many economical
advantages thanks to the sharing of costs which allow individuals retrench
expenses and contribute to the use of green technologies.
The approach carried on in this thesis mainly follows article [2]. The au-
thors in that paper introduce a methodology for extracting mobility profiles
17
of individuals from raw digital traces, and study criteria to match individuals
based on profiles. They instantiate the profile matching problem to a specific
application context, namely proactive car pooling services, and therefore de-
velop a matching criterion that satisfies various basic constraints obtained
from the background knowledge of the application domain. In order to eval-
uate the impact and robustness of the methods introduced, two experiments
are reported, which were performed on a massive dataset containing GPS
traces of private cars: (i) the impact of the car pooling application based on
profile matching is measured, in terms of percentage shareable traffic; (ii)
the approach is adapted to coarser-grained mobility data sources that are
nowadays commonly available from telecom operators.
Trajectories and routines are the main factor in the carpooling problem
but not the only one. In [7] the authors face the problem advising the
introduction of services of this type using a two step process: (i) an agent-
based simulation is used to investigate opportunities and inhibitors and (ii)
online matching is made available. [7] describes the challenges to build the
model and in particular investigates possibilities to derive the data required
for commuter behavior modeling from big data such as GSM, GPS and
Bluetooth.
Other authors try to deal with the carpooling problem by using sim-
ulation techniques. In [8] the authors using the NetLogo traffic simulator
have designed a Dynamic Carpooling System that optimizes the transport
utilization by the ride sharing among people who usually cover the same
route. The information obtained from this simulator are used to study the
functioning of the clearing services and the business models.
Another approach followed to menage the carpooling problem consist in
analyzing employees of the same factory and organize the so called Home-
To-Work-Travel (HTWT) in order to reduce the number of Single Occupant
Vehicle (SOV) users. This is the guide line hold in [9] where the task is to
promote car pooling as a commuting alternative. A Belgian questionnaire is
18
used to examine the factors which explain the share of carpooling employees
at a worksite. The number of observations in the HTWT database make pos-
sible to use advanced statistical models such as multilevel regression models
which incorporate, next to the worksite level, also the company and eco-
nomic sector levels. As a consequence, a more employer-oriented approach
replaces the traditional focus of commuting research on the individual. Sig-
nificant differences in modal split between economic sectors appeared. It
comes out that the most carpool-oriented sectors are construction and man-
ufacturing. Car pooling also tend to be an alternative at locations where
trains are no real alternative.
Finally, sometimes car pooling is used as example to demonstrate the
efficiency of traffic system applications. In [10] the authors have developed
TrafficPulse, a mobile GISystem platform for transportation applications.
For the client front-end, they developed the TrafficPulse mobile application
that collects traffic data. For the server back-end, they developed Geopot
cloud, a cloud-based geo-location data service for mobile applications. In
order to demonstrate the potential benefit of this system, they developed
a carpooling recommendation system to analyze user-shared content and
provide a recommendation service to TrafficPulse users. A negative point
is that TrafficPulse collects GPS data from few volunteers. However, in
addition to this, the other authors who use TrafficPulse, in [11] explain how
they have developed a methodology close but radically different from the one
used in this thesis to find matches between trajectories. Basically, it consists
in finding feature points in trajectories and then organize trajectories in trie
to speed up and refine geographical queries.
Concluding, there are many aspects to take into account. As already
said, our approach was based mainly on [2]. After that, we have mapped the
carpooling matches into a network of drivers. Then a ranking algorithms
was performed to retrieve useful information and finally we observed the
behavior of drivers inside the communities.
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2.2 Bipartite Networks Analysis
A bipartite network is a mathematical tool useful to model and describe
realities made of two different components. In this thesis we have unveiled
the information hidden in the driver-visited locations bipartite network. In
particular, as for the carpooling part, a ranking algorithm was applied and
their distribution was observed over the communities of the projections. In
the following are summarized some work in which is used a similar approach.
In [12] the authors inspect the market basket transactions observed at
microscale - each individual product bought by each individual customer
at each store visit - over a large population for a long time, offer a de-
tailed picture of customers shopping activity. In this paper, they propose
a methodology alternative to the classical approach of data mining. They
want to use the system of all customer-product connections as a whole to
better understand the hidden knowledge governing the interplay between
our desires and needs on one side, and the offered goods and products on
the other side. They create a framework able to exploit the characteristics
of the customer-product matrix and they test it on a unique transaction
database, recording the micropurchases of a million customers observed for
several years at the stores of the top national supermarket retailer.
Other authors used the bipartite network to observe a relationship eco-
nomically most high-level than the previous one. In [13] the authors present
a simple method to infer the relative number of non-tradable inputs avail-
able in a country from trade data connecting countries to the products they
export. They show that countries approaches over the long run a level of
income that is determined by the diversity of inputs available in the country,
as approximated by the measures introduced. The same authors in [14, 15]
develop a method to characterize the structure of bipartite networks, which
they call the Method of Reflections, and apply it to trade data to illustrate
how it can be used to extract relevant information about the availability
20
of capabilities in a country. They interpret the variables produced by the
Method of Reflections as indicators of economic complexity and show that
the complexity of a country’s economy is correlated with income and that
deviations from this relationship are predictive of future growth, suggesting
that countries tend to approach the level of income associated with the capa-
bility set available in them. Finally, they show that the level of complexity
of a country’s economy predicts the types of products that countries will
be able to develop in the future, suggesting that the new products that a
country develops depend substantially on the capabilities already available
in that country.
Finally, also other authors faced the same problem with a slightly dif-
ferent approach. In [16, 17] they analyze the bipartite network of countries
and products from United Nations data on country production. They define
the country-country and product-product projected networks and introduce
a novel method of filtering information based on elements’ similarity. As a
result they find that country clustering reveals unexpected socio-geographic
links among the most competing countries. Furthermore, they mathemati-
cally reformulate the Reflections Method introduced by Hidalgo and Haus-
mann as a fix-point problem; such formulation highlights some conceptual
weaknesses of the approach. To overcome such an issue, they introduce
an alternative methodology that allows to rank countries in a conceptually
consistent way.
Our purpose is to cover all the experiments performed in the articles
described above mapping everything on driver-visited locations bipartite
network.
21
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Chapter 3
Baseline, Concepts and
Methods
In this section are exposed all the technologies and the algorithms used to
achieve the targets of this work. First of all, in Section 3.1, it is explained
what mobility data mining is and there is an overview about the software M-
Atlas. Then, the clustering problem is briefly illustrated in Section 3.2 with
an in-depth analysis regarding OPTICS algorithm. Afterward, Section 3.3
exposes the graph theory notions necessary for the following study. Besides
this, in Section 3.4, is presented a little survey talking about the methods of
community discovery used for the analysis. Furthermore, being link analysis
a central point, Section 3.5 explains the two algorithms adopted: HITS
algorithm and the Method of Reflection. In the end, in Section 3.6, some
useful measures for ranking analysis are reported.
Tools Used
The software, libraries and programming languages used in this work are the
following: M-Altas [18], Postgresql [19], PgAdmin [20], Postgis [21], Eclipse
[22], PyCharm [23], Knime [24], Weka [25], Gnuplot [26], Open Office Calc
[27], Gephi [28], Networkx [29], Infohiermap [30], Java [31] and Python [32].
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3.1 M-Atlas and Mobility Data Mining
In this Section is firstly explained what Mobility Data Mining is. Then there
is an overview about M-Atlas the software used to perform the queries and
the mobility data mining on the mobility dataset.
3.1.1 Mobility Data Mining
Data mining is the process of automatically discovering useful information
in large data repositories. If data regards mobility, then the trajectories of
an object can be queried to retrieve the trajectories that respond to certain
search parameters. However, when billion of information are available, it
is possible to find interesting behavior hidden in data. This is the domain
explored by mobility data mining [33].
Figure 3.1: The mobility knowledge discovery process.
Mobility data mining is emerging as a novel area of research, aimed at
the analysis of mobility data by means of appropriate patterns and models
extracted by efficient algorithms; it also aims at creating a novel knowledge
discovery process explicitly tailored to the analysis of mobility with refer-
ence to geography, at appropriate scales and granularity. In fact, movement
always occurs in a given physical space, whose key semantic features are usu-
ally represented by geographical maps; as a consequence, the geographical
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background knowledge about a territory is always essential in understanding
and analyzing mobility in such territory. Mobility data mining, therefore,
is situated in a Geographic Knowledge Discovery process capable of sus-
taining the entire chain of production from raw mobility data up to usable
knowledge capable of supporting decision making in real applications [34].
3.1.2 M-Atlas
M-Atlas is a mobility querying and data mining system centered onto the
concept of trajectory. Besides the mechanisms for storing and querying tra-
jectory data, M-Atlas has mechanisms for mining trajectory patterns and
models that, in turn, can be stored and queried [18]. M-Atlas is a runnable
Java system realized by KDD-Lab, developed in order to manage every phase
in the process of mobility data mining. The main feature of M-Atlas is that
it combines together data mining, query language and primitive types for
trajectories.
Figure 3.2: M-Atlas system
The basic design choice is compositionality, i.e., querying and mining
of trajectory data, patterns and models may be freely combined, in order
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to provide the expressive power needed to master the complexity of the
mobility knowledge discovery process. The formal compositional framework
underlying M-Atlas has been defined in [35] and is referred to as the Two-
Worlds model. This model views the knowledge discovery process as the
interaction between two worlds: the data world and the model world. The
former is a database of trajectories; the latter is a database of models and
patterns extracted from the data, representing the result of mining tasks.
Two kinds of operators connect the two worlds: the mining operators and the
entailment operators. Mining operators map data into models or patterns,
while entailment operators map models, patterns and data into the data that
satisfy the property expressed in the given models or patterns. This view
supports compositionality, in that data can be mapped onto models and vice
versa, and is coherent with inductive databases. Another design choice in the
Two-Worlds model is that all entities are represented in the object-relational
data model, which is more suitable to tackle the structural complexity of
spatio-temporal data with respect to tabular data. Architecturally, M-Atlas
has three high-level components: (i) a persistent store for trajectory data,
models, and patterns, (ii) a spatio-temporal query language for trajectory
data, models, and patterns, and (iii) a repertoire of constructors of spatio-
temporal models and patterns [3].
3.2 Cluster Analysis
Cluster analysis divides data into groups that are meaningful, useful or both.
The goal is that the objects within a group should be similar to one another
and different from objects in other groups. The great the similarity within a
group and greater the difference between groups, the better or more distinct
the clustering [36]. We performed cluster analysis to extract routines from
users trajectories and to group points of interest that are near each other.
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There are several different notions of a cluster that prove useful in prac-
tice. In this work, was used the density-based definition of a cluster: a cluster
is a dense region of objects that is surrounded by a region of low density.
Density-based definition of a cluster is often employed when the clusters
are irregular or intertwined, and when noise and outliers are present [36].
OPTICS is the density-based algorithm implemented as data mining tool
in M-Atlas, and thus employed to cluster trajectories and places of interest.
3.2.1 OPTICS
Ordering Points To Identify the Clustering Structure - OPTICS - is an
algorithm for finding density-based clusters in spatial data [37]. Its basic
idea is similar to DBSCAN [38] but it addresses one of DBSCAN ’s major
weaknesses: the problem of detecting meaningful clusters in data of varying
density (see Figure 3.3). In order to do so, the points of the database are
linearly ordered such that points which are spatially closer become neigh-
bours in the ordering. Additionally, a special distance is stored for each
point that represents the density that needs to be accepted for a cluster in
order to have both points belong to the same cluster. This is represented as
a dendogram.
Figure 3.3: Clusters with different density parameters.
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Parameters and Distances
The key idea of density-based clustering is that for each object of a cluster
the neighbourhood of a given radius ε has to contain at least a minimum
number of objects MinPts, i.e. the cardinality of the neighbourhood has
to exceed a threshold. The definitions for this notion of a clustering are
introduced in the following.
Definition 3.2.1 (Directly Density-Reachable). Object p is directly density-
reachable from object q w.r.t. ε and MinPts in a set of objects D if
p ∈ Nε(q) and |Nε(q)| ≥MinPts
The condition |Nε(q)| ≥ MinPts is called the core object condition. If this
condition holds for an object p, then p is called core object. Only from core
objects, other objects can be directly density-reachable.
Definition 3.2.2 (Density-Reachable). An object p is density-reachable
from an object q w.r.t. ε and MinPts in the set of objects D if there is
a chain of objects p1, . . . , pn, p1 = q, pn = p such that pi ∈ D and pi+1 is
directly density-reachable from pi w.r.t. ε and MinPts.
This relation is not symmetric in general. Only core objects can be mutually
density-reachable.
Definition 3.2.3 (Density-Connected). Object p is density-connected to ob-
ject q w.r.t. ε and MinPts in the set of objects D if there is an object o ∈ D
such that both p and q are density-reachable from o w.r.t. ε and MinPts in D.
Density-connectivity is a symmetric relation. Figure 3.4 (a) illustrates the
definitions on a sample database of 2-dimensional points from a vector space.
Note that the above definitions only require a distance measure and will
also apply to data from a metric space. A density-based cluster is now
defined as a set of density-connected objects which is maximal w.r.t. density-
reachability and the noise is the set of objects not contained in any cluster.
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Definition 3.2.4 (Cluster and Noise). Let D be a set of objects. A cluster
C w.r.t. ε and MinPts in D is a non-empty subset of D satisfying the
following conditions: (Maximality) ∀p, q ∈ D: if p ∈ C and q is density-
reachable from p w.r.t. ε and MinPts, then also q ∈ C. (Connectivity)
∀p, q ∈ C: p is density-connected to q w.r.t. ε and MinPts in D. Every
object not contained in any cluster is noise.
A cluster contains not only core objects but also objects that do not satisfy
the core object condition. These objects, called border objects of the cluster,
are, however, directly density-reachable from at least one core object of the
cluster, in contrast to noise objects.
(a) Density reachability and connectivity (b) Core-Reachability
Figure 3.4: Distances used in OPTICS.
The algorithm DBSCAN, which discovers the clusters and the noise in
a database according to the above definitions, is based on the fact that
a cluster is equivalent to the set of all objects in D which are density-
reachable from an arbitrary core object in the cluster. The retrieval of
density-reachable objects is performed by iteratively collecting directly den-
sity - reachable objects. DBSCAN checks the ε − neighbourhood of each
point in the database. If the ε−neighbourhood Nε(p) of a point p has more
than MinPts points, a new cluster C containing the objects in Nε(p) is
created. Then, the ε − neighbourhood of all points q ∈ C which have not
yet been processed is checked. If Nε(q) contains more than MinPts points,
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the neighbours of q which are not already contained in C are added to the
cluster and their ε − neighbourhood is checked in the next step. This pro-
cedure is repeated until no new points can be added to the current cluster C.
Algorithm 1: update(p, S, ε,m)
Input : p - point
S - seeds
ε - radius
m - min number of points
for n ∈ neighbours(p) ∧ unprocessed(n) do
rd← max(coreDistanceε,m(p), reachabilityDistanceε,m(p, n));
if rd =∞ then
Rn ← rd; S ← S ∪ n;
else
if rd < Rn then
Rn ← rd;
end
end
end
Like DBSCAN, OPTICS requires two parameters: ε, which describes the
maximum distance (radius) to consider, and MinPts, describing the number
of points required to form a cluster. And also in this case a point p is a core
point if at least MinPts points are found within its ε−neighbourhood Nε(p).
Contrary to DBSCAN, OPTICS also considers points that are part of
a more densely packed cluster, thus each point is assigned a core distance
that basically describes the distance to the MinPts-th closest point:
core-distanceε,MinPts(p) ={
UNDEFINED if |Nε(p)| < MinPts
distance to the MinPts-th closest point otherwise
(3.1)
The core-distance of an object p is simply the smallest distance ε′ between
p and an object in its ε−neighbourhood such that p would be a core object
30
with respect to ε′ if this neighbour is contained in Nε(p). Otherwise, the
core-distance is UNDEFINED. The reachability-distance of a point p from
another point q is the distance between p and q, or the core distance of q:
reachability-distanceε,MinPts(p, q) ={
UNDEFINED if |Nε(q)| < MinPts
max(core-distanceε,MinPts(q),distance(q, p)) otherwise
(3.2)
Intuitively, the reachability-distance of an object p with respect to another
object q is the smallest distance such that p is directly density-reachable
from q if q is a core object. In this case, the reachability-distance cannot be
smaller than the core-distance of q because for smaller distances no object is
directly density-reachable from q. Otherwise, if q is not a core object, even
at the generating distance ε, the reachability-distance of p with respect to
q is UNDEFINED. The reachability-distance of an object p depends on the
core object with respect to which it is calculated. Figure 3.4 (b) illustrates
the notions of core-distance and reachability-distance.
Summing up, if q and p are nearest neighbours, it is assumed their dis-
tance to be less than ε if they belong to the same cluster. Both the core-
distance and the reachability-distance are undefined if no sufficiently dense
cluster (w.r.t. ε) is available. Given a sufficiently large ε, this will never hap-
pen, but then every ε−neighbourhood query will return the entire database,
resulting in O(n2) runtime. Hence, the ε parameter is required to cut off the
density of clusters that is no longer considered to be interesting and to speed
up the algorithm this way. Each object analyzed, as in Algorithm 1, up-
dates the reachability distances and the entities to be processed. Algorithm
2 shows the pseudo-code that builds the reachability plot.
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Algorithm 2: OPTICS(P, ε,m)
Input : P - set of points
ε - radius
m - min number of points
Output: R - list of point ordered by their reachability distance
for p ∈ P ∧ unprocessed(n) do
setAsProcessed(p);
if coreDistance(p)! =∞ then
S ← ∅;
update(p, S);
for s ∈ S do
n← argminu∈SRu;
setAsProcessed(n);
if coreDistanceε,m(n)! =∞ then
update(n, S);
end
end
end
end
return R
Clusters Extraction
Using a reachability-plot, the hierarchical structure of the clusters can be
obtained easily. It is a 2D plot, with the ordering of the points on the x-
axis and the reachability distance on the y-axis. Since points belonging to
a cluster have a low reachability distance to their nearest neighbour, the
clusters show up as valleys in the reachability plot. The deeper the valley,
the denser the cluster. Figure 3.5 illustrates this concept. In its upper half,
an artificial example of a database consisting of two-dimensional, spatial
points is shown. The lower part shows the reachability plot as computed by
OPTICS. The black lines link some clusters to their respective valleys. The
horizontal red line is an example of how to obtain a clustering. Each valley
it crosses made a cluster on its own. If the line was moved down, more
clusters would emerge, especially for the topmost cluster, which features
varying densities. The blue points in this image are considered noise, and no
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Figure 3.5: Reachability Plot
valley is found in their reachability plot. This is subject to the ε parameter,
which bounds the density of clusters. Algorithm 3 illustrates this process of
clusters extraction made by OPTICS.
Complexity
Like DBSCAN, OPTICS processes each point once, and performs one ε −
neighbourhood query during this processing. Given a spatial index that
grants a neighbourhood query in O(log n) runtime, an overall runtime of
O(n · log n) is obtained. The authors of the original OPTICS paper report
an actual constant slowdown factor of 1.6 compared to DBSCAN. Note that
the value of ε might heavily influence the cost of the algorithm, since a value
too large might raise the cost of a neighbourhood query to linear complexity.
In particular, choosing ε > maxx,y d(x, y) larger than the maximum distance
in the data set, it will obviously lead to quadratic complexity, since every
neighbourhood query will return the full data set. Therefore, ε should be
chosen appropriately for the data set.
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Algorithm 3: clusters(R, ε,m)
Input : R - list of point ordered by their reachability distance
ε - radius
m - min number of points
Output: C - list of clusters
C ← ∅;
c← ∅;/* current cluster */
for p ∈ R do
if Rp ≥ ε then
if |c| ≥ m then
C ← C ∪ c;
c← ∅;
end
if coreDistanceε,m(p) < ε then
c← c ∪ {p};
end
else
c← c ∪ {p};
end
end
return C
3.3 Graph Theory
Dealing with big data needs a model to simplify information management.
In this thesis, network models were used to map and to menage information
coming from the mobility data mining process. In this Section, that is
realized summing up and joining [17, 39, 40, 41], are exposed the notions of
graph theory used in carrying out the work. Graph theory is the study of
network structures. All the symbols introduced in this chapter will be used
in the following chapters.
3.3.1 Graph
A graph is a way of specifying relationships among a collection of items.
A graph consists of a set of objects, called nodes connected by links called
edges. Two nodes are neighbours if they are connected by an edge. In Figure
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3.6 (left) that shows an undirected graph, the relationship between two nodes
is symmetric; the edge simply connects them to each other. An undirected
graph is one in which edges have no orientation. The edge (u, v) is identical
to the edge (v, u).
Definition 3.3.1 (Graph). A graph is a couple G = (V,E) where V is the
set of vertices, and E ⊆ V × V is the set of edges.
Figure 3.6: Two graphs: left undirected graph, and right directed graph.
In many settings, however, it is expressed asymmetric relationships for
example, that A points to B but not vice-versa. A directed graph, thus, is
a graph where the edges have a direction associated with them. For this
purpose, a directed graph consists of a set of nodes, as before, together with
a set of directed edges; each directed edge is a link from one node to another,
with the direction being important. Directed graphs are generally drawn as
in Figure 3.6 (right), with edges represented by arrows. The number of nodes
is denoted with N = |V |. The number of links is denoted with L = |E|.
The neighbourhood of a node u is the set of all the nodes that are adjacent
to it, it is generally denoted N(u). An important measure used in graph
analysis is density. The density of a graph express how much the nodes are
connected each other. It is 1 if all the nodes are connected to each other, it
is 0 if they are no connected at all. The density for undirected graphs is
d(G) =
2|E|
|V |(|V | − 1)
and for directed graphs is
d(G) =
|E|
|V |(|V | − 1)
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A traditional way to define the reciprocity r is by using the ratio of the
number of links pointing in both directions |E<−>| to the total number of
links |E|
r =
L<−>
L
With this definition, r = 1 is for a purely bidirectional network while r = 0
for a purely unidirectional one. Real networks have an intermediate value
between 0 and 1. Figure 3.7 show examples of undirected graph and directed
graph summing up the measures for different types of representations.
(a) Undirected Network (b) Directed Network
Figure 3.7: A network whose links do not have a predefined direction and a
network whose links have selected directions.
3.3.2 Degree and Average Degree
A key property of each node is its degree, representing the number of links
it has to other nodes, or, in other words, it is the number of edges incident
to it. The degree of the i-th node in the network is denoted with ki. For
example, for the undirected networks shown in Figure 3.6 (left): kA = 1,
kB = 3, kC = 2, kD = 2.
In an undirected network, the total number of links L can be expressed
as the sum of the node degrees:
L =
1
2
N∑
i=1
ki
Here the 1/2 factor corrects for the fact that in the sum each link is counted
twice. An important property of a network is its average degree, which for
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an undirected network is
〈k〉 = 1
N
N∑
i=1
ki =
2L
N
The minimal degree of a graph G, denoted δ(G) is
δ(G) = min
v∈V (G)
kv
Similarly, the maximal degree of a graph G, denoted ∆(G) is
∆(G) = max
v∈V (G)
kv
In a directed graph, the in-degree and out-degree count the number of
directed edges entering or exiting a vertex respectively. In directed networks
we distinguish between incoming degree, kini , representing the number of
links that point node i, and outgoing degree, kouti , representing the number
of links that point from the node i to other nodes and the total degree, ki
is given by
ki = k
in
i + k
out
i
The total number of links in a directed network is
L =
N∑
i=1
kini =
N∑
i=1
kouti
The average degree of a directed network is
〈
kin
〉
=
1
N
N∑
i=1
kini =
〈
kout
〉
=
1
N
N∑
i=1
kouti =
L
N
3.3.3 Adjacency Matrix
A full description of a network requires to keep track of its links. The
simplest way to achieve this is to provide a complete list of the links. For
mathematical purposes often a network is represented through its adjacency
matrix. If there is an edge that connects two nodes, they are said to be
adjacent. More formally, u, v ∈ V are adjacent if (u, v) ∈ E. The adjacency
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matrix of a network of N nodes has N rows and N columns, its elements
being:
Aij =
{
1 if (vi, vj) ∈ E
0 otherwise
The adjacency matrix of an undirected network has two entries for each
link. Hence the adjacency matrix of an undirected network is symmetric, i.e.
Aij = Aij (see Figure 3.8). The degree ki of node i can be directly obtained
from the elements of the adjacency matrix. For undirected networks a nodes
degree is a sum over either the rows or the columns of the matrix, i.e.
ki =
N∑
j=1
Aij =
N∑
i=1
Aij
For directed networks the sums over the adjacency matrix rows and columns
provide the incoming and outgoing degrees, respectively
kini =
N∑
j=1
Aij k
out
i =
N∑
i=1
Aij
The number of nonzero elements of the adjacency matrix is 2L, or twice
the number of links. Indeed, an undirected link connecting nodes i and j
appears in two entries: Aij = 1, a link pointing from node i to node j,
and Aji = 1, and a link pointing from j to i (Figure 3.8). The sparsity of
real networks implies that the adjacency matrices are also sparse. Indeed, a
complete network has Aij = 1, for all (i, j), i.e. each of its matrix elements
are equal to one. In contrast in real networks like those built for this work,
only a tiny fraction of the matrix elements are nonzero.
3.3.4 Weighted Network
So far were discussed only networks for which all links have the same weight,
i.e. Aij = 1. But a graph can also be a weighted graph where each link
(i, j) has a weight wij . Most networks of scientific interest, like those used
for this thesis, are weighted. Such weights might represent, for example,
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Figure 3.8: The elements of the adjacency matrix. The adjacency matrix
of a directed (left column) and an undirected (right column) network.
costs, lengths or capacities, etc. For weighted networks the elements of the
adjacency matrix carry the weight of the link
Aij = wij
3.3.5 Connectedness and Components
In an undirected network two nodes i and j are connected if there is a path
between them on the graph. They are disconnected if such a path does
not exist. The network shown in Figure 3.10 is disconnected, and its three
sub-networks are called components.
Definition 3.3.2 (Connectedness). If there is a u−v path in G, then u and
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Figure 3.9: Weighted Network: a network whose links have a predefined
weight or strength parameter. The elements of the adjacency matrix are
Aij = 0 if i and j are not connected, or Aij = wij if there is a link with
weight wij between them.
Figure 3.10: A network with three connected components.
v are said connected. If there is a u − v path for every pair of vertices u
and v in G, then G is said connected. Otherwise G is said not connected.
Definition 3.3.3 (Component). A component is a subset of nodes in a
network, so that there is a path between any two nodes that belong to the
component, but one cannot add any more nodes to it that would have the
same property.
In Figure 3.11 (a), is illustrated a network consisting of two disconnected
clusters. While there are paths between the nodes that belong to the same
cluster, there are no paths between nodes that belong to different clusters.
If a network consists of two components, a properly placed single link can
connect them, making the network connected (Figure 3.10 (b)). Such a link
is called a bridge. In general a bridge is any link that, if cut, disconnects
the graph. The component that contains the biggest fraction of the entire
graph’s vertices is called giant component.
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Figure 3.11: The network consists of two disconnected components but
the addition of one link, called a bridge, can turn the disconnected network
into a single connected component. Note that when there are disconnected
components the adjacency matrix can be written in a block diagonal form,
whilst when there are not disconnected components it cannot be written in
a block diagonal form.
3.3.6 Bipartite Network
A bipartite graph (or bi-graph) is a network whose nodes can be divided into
two disjoint sets U and V such that each link connects a U -node to a V -node
(Figure 3.12).
Definition 3.3.4 (Bipartite Graph). A bipartite graph is a triple G =
(U, V,E) where U and V are two disjoint sets of vertices U ∩ V = ∅, and
E ⊆ U × V is the set of edges, i.e. edges exists only between vertices of the
two different sets U and V .
The bipartite graph G can be described by the matrix M |U |×|V | as
Mij =
{
1 if (ui, vj) ∈ E ∧ ui ∈ U ∧ vj ∈ V
0 otherwise
Also in this case the ones can be replaced by the weights wij if the graph
is weighted. In terms of the matrix M defined above, it is also possible to
define the adjacency matrix A|U |+|V |×|U |+|V | of G as
A =
[
0 M
MT 0
]
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Figure 3.12: In a bipartite network we have two sets of nodes, U and
V , so that nodes in the U -set connect directly only to nodes in the V -set.
Hence there are no direct U − U or V − V links. The figure also shows
the two projections we can generate from any bipartite network. Projection
U is obtained by connecting two U -nodes to each other if they link to the
same V -node in the bipartite representation. Projection V is obtained by
connecting two V -nodes to each other if they link to the same U -node in
the bipartite network.
It is also possible to generate two projections for each bipartite network.
The first projection connects two U -nodes to each other by a link if they
are linked to the same V -node in the bipartite representation; the second
projection connects the V -nodes to each other by a link if they connect to
the same U -node.
These projections can be weighted in various ways to enhance similarity
in sense of neighbouring between nodes of the same partition. The simplest
way to do it, is to put as weights between two nodes of the same set, say ui
and uj , the number of nodes of the other set they are linked to.
wuiuj = |N(ui) ∩N(uj)|
A more expressive measures uses the Jaccard Coefficient (Section 3.3.6).
wuiuj =
|N(u) ∩N(uj)|
|N(ui) ∪N(uj)|
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Finally, if the bi-graph is weighted, then the best measure that take the
weights into account is the Cosine Similarity (Section 3.3.6).
wuiuj = cosine− similarity(ui, uj)
It is also useful to define the co-occurrence matrices PU = MM
T and
PV = M
TM that respectively count the number of common neighbours
between two vertices of U or V . P
|U |×|U |
U is the weighted adjacency matrix of
the co-occurrence graph CU with vertices on U and where non-zero element
of PU correspond to an edge among vertices ui and uj with weight PUij . The
same is valid for the co-occurrence matrix P
|V |×|V |
V and the co-occurrence
graph CV .
Jaccard Coefficient
The Jaccard index, also known as the Jaccard similarity coefficient, is a
statistic used for comparing the similarity and diversity of sample sets. The
Jaccard coefficient measures similarity between two sets, and is defined as
the size of the intersection divided by the size of the union of the sample sets:
J(A,B) =
|A ∩B|
|A ∪B|
Cosine Similarity
Cosine similarity is a measure of similarity between two vectors of an inner
product space that measures the cosine of the angle between them. The
cosine of 0 is 1, and it is less than 1 for any other angle. It is thus a judgment
of orientation and not magnitude: two vectors with the same orientation
have a cosine similarity of 1, two vectors at 90 have a similarity of 0, and
two vectors diametrically opposed have a similarity of −1, independent of
their magnitude. Cosine similarity is particularly used in positive space,
where the outcome is neatly bounded in [0, 1] The cosine of two vectors can
be derived by using the dot product formula:
a · b = ‖a‖ ‖b‖ cos θ
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Given two vectors of attributes, A and B, the cosine similarity, cos(θ), is
represented using a dot product and magnitude as
similarity(A,B) = cos(θ) =
A ·B
‖A‖‖B‖ =
n∑
i=1
Ai ×Bi√
n∑
i=1
(Ai)2 ×
√
n∑
i=1
(Bi)2
3.4 Community Discovery
A problem that has been studied in literature since the early analysis of com-
plex network is the identification of communities hidden within the structure
of these networks [42].
Definition 3.4.1 (Community). A community in a complex network is a
set of entities that, in the network sense, are closer with the other entities
of the community than with the entities outside it.
Thus, communities are groups of entities that share some common properties
and/or play similar roles (see Figure 3.13).
Figure 3.13: A graph with three communities.
Community discovery has analogies to the clustering problem (see Sec-
tion 3.2). In data mining, clustering is an unsupervised learning task, which
aims to partition large sets of data into homogeneous groups. In fact, com-
munity discovery can be viewed as a data mining analysis on graphs: an
unsupervised classification of its nodes. The main difference between clus-
tering and community discovery is that in classical data mining there are
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data that are not in relational form. Therefore the fact that the entities
are nodes connected to each other through edges is not taken into account.
Spatial proximity needs to be mapped to network proximity between en-
tities represented as vertices in a graph. The most accepted definition of
proximity in a network is based on the topology of its edges [42].
Communities have a number of interesting features: they can exhibit a
hierarchical or overlapping configuration of the groups inside the network.
The aim of a community discovery algorithm is to identify the communities
in the network. A community discovery algorithm can be classified accord-
ing to the type of communities that it returns and according to the technique
used to detect communities. When clustering algorithms enable the iden-
tification of “cluster-in-a-cluster”, they are defined hierarchical. With this
type of clustering algorithms, we can explore each cluster at several levels
and possibly choose the level which, for example, best optimize some fitness
function. When clustering algorithms return communities which share one
or more common nodes, they are defined overlapping. With this kind of
algorithm a node can belong to different groups relatively to different be-
haviors.
In this section are briefly exposed the community discovery algorithms
used to retrieve useful information from the graph built from the data re-
turned from the mobility data mining process. In Section 3.4.1 is illustrated
DEMON. It could be classified as a diffusion algorithm because it uses the
Label Propagation principle. A diffusion community in a complex network
is a set of nodes that are grouped together by the propagation of the same
property in the network [42]. Then in Section 3.4.2 is shown Infohiermap.
It could be classified as an algorithm based on closeness because community
discovery is driven by the closeness of the nodes in the network. A small
world community in a complex network is a set of nodes that can reach
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every member of its group usually by crossing a very low number of edges,
significantly lower than the average shortest path in the network. Finally,
Section 3.4.3 reports the method Minimum Spanning Forest. This is not
a real community discovery algorithm but an efficient technique that splits
nodes in little communities made by nodes very strictly related each other.
3.4.1 DEMON
DEMON [43] is deterministic, fully incremental and has a limited time com-
plexity. DEMON uses a smart approach based on the extraction of ego
networks. The ego-network for node v is the set of nodes connected with v.
An ego-minus-ego-network is a network in which its ego has been removed,
together with its attached edges. It is easy to identify the communities in
the nodes around the ego. The groups of nodes around the ego, that are
the communities, make sense and some groups can be easily identified. The
ego is part of all these communities and knows that particular subsets of
its neighborhood are part of the same communities too. Probably, different
egos have different perspectives over the same neighbors and it is the union
of these perspectives that creates an optimal partition of the network. In
other words: if node u and v are considered in the same communities by all
the nodes connected to both u and v, then they should be grouped in the
same community as well. This is achieved by a democratic bottom-up min-
ing approach: in turn, each node gives the perspective of the communities
surrounding it and then all the different perspectives are merged together
in an overlapping structure.
A “democratic” approach is used to discover the communities of a com-
plex network. Each node is asked to vote for the communities present in
its local view of the network. Democratic Estimate of the Modular Organi-
zation of a Network (DEMON ). In practice, the ego network of each node
is extracted and the Label Propagation community discovery algorithm is
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applied on this structure ignoring the presence of the ego itself, since it will
be judged by its peer neighbors. Then, with equity, the vote of everyone in
the network is combined. The result of this combination is a set of over-
lapping modules, the guess of the real communities in the global system,
made not by an external observer, but by the actors of the network itself.
This algorithm is incremental, allowing to recompute the communities only
for newly incoming nodes and edges in an evolving network. Nevertheless,
DEMON has also a low theoretical linear time complexity [43].
The Algorithm
The pseudocode of DEMON is specified in Algorithm 4. The following are
some definitions from [43] useful to understand how the algorithm works.
Then are exposed in detail the LabelPropagation and the Merge function.
Definition 3.4.2 (Ego-Network). Given a graph G = (V,E) and a node
v ∈ V , the Ego Network EN(v,G) is the subgraph G′ = (V ′, E′) where V ′
is the set containing v and all its neighbors u such that (v, u) ∈ E, and E′
is the subset of E containing all edges (u, v) where u ∈ V ′ ∧ v ∈ V ′.
Definition 3.4.3 (Graph-Vertex difference). The Graph-Vertex difference
−g : −g(v,G) will result in a copy of G without the vertex v and all edges
attached to v.
The combination of the Ego-Network and Graph-Vertex difference leads to:
Definition 3.4.4 (EgoMinusEgo). EgoMinusEgo(v,G) = -g(v,EN(v,G)).
Given a graph G and a node v, the set of local communities C(v) of node
v is a set of (possibly overlapping) sets of nodes in EgoMinusEgo(v,G),
where each set C ∈ C(v) is a community according to node similarity: each
node is more similar to any node in C than to any other node in C ′ ∈ C(v)
with C 6= C ′. The set of global communities, or simply communities, of a
graph G as:
C = max(
⋃
v∈V
C(v)) (3.3)
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Equation 3.3 generalizes from local to global communities by selecting the
maximal local communities that cover the entire collection of local commu-
nities, each found in the EgoMinusEgo network of each individual node.
Algorithm 4: update(p, S, ε,m)
Input : G - graph
ε - threshold
Output: C - set of overlapping communities
for v ∈ V do
e← EgoMinusEgo(v,G);
C(v)← LabelPropagation(e);
for C ∈ C(v) do
C ← C ∪ v;
e←Merge(C, C, e);
end
end
return C
Label Propagation algorithm
Suppose that a node v has neighbors v1, v2, . . . , vk and each neighbor carries
a label denoting the community that it belong to. Then v determines its
community based on the labels of its neighbors. A three-step example of
this principle is shown in Figure 3.14. As the labels propagate, densely
connected groups of nodes quickly reach a consensus on a unique label. At
the end of the propagation process nodes with the same labels are grouped
together as one community. Clearly, a node with an equal maximum number
of neighbors in two or more communities can belong to both communities,
thus identifying possible overlapping communities [42].
Label Propagation procedure:
1. Initialize the labels at all nodes in the network. For any given node v,
Cv(0) = v.
2. Set t = 1.
48
Figure 3.14: A simple simulation of the Label Propagation process for com-
munity discovery.
3. Arrange the nodes in the network in a random order.
4. For each vi ∈ V , in the specified order, let Cvi(t) = f(Cvi1(t −
1), . . . , Cvik(t−1); where f returns the label occurring with the highest
frequency among neighbors and ties are broken uniformly randomly.
5. If every node has a label that the maximum number of their neighbors
have, or t is greater than a maximum number of iterations tmax, then
stop the algorithm, otherwise set t = t+ 1 and go to (3).
The Merge Function
The Merge operation is defined as follows. Two communities C1 and C2 are
merged if and only if at most the ε% of the smaller one is not included in
the bigger one. In this case, C1 and C2 are removed from C and their union
is added to the result set. The ε factor is used to vary the percentage of
common elements provided from each couple of communities. ε = 0 ensure
that two communities are merged only if one of them is a proper subset of
the other, with ε = 1 even communities that do not share a single node are
merged together.
3.4.2 Infohiermap Algorithm
Among the hierarchical clustering algorithm available in the literature, In-
fohiermap [44] was chosen, being one of the most accurate community dis-
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covery methods and one of the best performing non-overlapping cluster-
ing algorithms. The graph structure is explored with a number of ran-
dom walks of a given length and with a given probability of jumping into
a random node. This approach is equivalent to the random surfer of the
PageRank algorithm [39]. Intuitively the random walkers are trapped in a
community and exit from it very rarely. Each walk is described as a sequence
of steps inside a community followed by a jump. By using unique names for
communities and reusing a short code for nodes inside the community, this
description can be highly compressed, in the same way as re-using street
names (nodes) inside different cities (communities). Figure 3.15 shows this
procedure. The renaming is done by assigning a Huffman coding to the
nodes of the network. The best network partition will result in the shortest
description for all the walks [42].
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Figure 3.15: Detecting communities by compressing the description of in-
formation flows on networks.
The two-level map equation
The Infohiermap algorithm is based on a combination of information theo-
retic techniques and random walks. It uses the probability flow of random
walks on a graph as a proxy for information flows in the real system and
decomposes the network into clusters by compressing a description of the
probability flow. The algorithm looks for a cluster partition M into m clus-
ters so as to minimize the expected description length of a random walk.
The intuition behind the Infohiermap approach for the random walks com-
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pression is the following. The best way to compress the paths is to describe
them with a prefix and a suffix. Each node that is part of the same clus-
ter M of the previous node is described only with its suffix, otherwise with
prefix and suffix. Then the suffixes are reused in all prefixes (just like the
street names are reused in different cities). The optimal division in different
prefixes represent the optimal community partition [44].
The expected description length, given a partition M , is given by:
L(M) = qH(Q) +
m∑
i=1
piH(Pi) (3.4)
L(M) is made up of two terms: the first is the entropy of the movements
between clusters and the second is the entropy of movements within clusters.
Shannon’s source coding theorem says that, when are used n codewords to
describe the n states of a random variable X that occur with frequencies
pi, the average length of a codeword can be no less than the entropy of the
random variable X itself:
H(X) = −
n∑
i=1
pi log2 pi (3.5)
In equation 3.4 entropy is weighted by the probabilities with which they
occur in the particular partitioning. More precisely, q =
∑m
i=1 qi is the
probability that the random walk jumps from a cluster to another one any
given step. The probability pi =
∑
α∈i pα + qi is the fraction of movements
intra-community that occur in community i plus the probability of exiting
a module i where pα is the probability of visiting the node α. Accordingly,
H(Q) is the entropy of the clusters names (or cities names), and H(Pi) the
entropy of movements within cluster i (street names including exit from it).
Since trying any possible partition in order to minimize L(M) is inefficient
and intractable, the algorithm uses a deterministic greedy search and then
refines the results with a simulated annealing approach.
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The network in Figure 3.16 (A) is hierarchically organized with sub-
modules, but the two-level map equation cannot simultaneously capitalize
on both the module and submodule levels of structure. It minimizes code
length by partitioning at the submodule level, revealing nine modules. Ad-
ditional potential for compression from the module level structure goes un-
tapped, and thus additional structure at the module level goes unreported.
The hierarchical map equation
To reveal pattern at multiple levels, the coding structure must be general-
ized upon which the two-level map equation is based. The extra codebook
makes it possible to exploit the fact that the fine-level modules are them-
selves organized into larger modules: once a random walker enters on of the
larger modules, they tend to stay there for a long time. Thus, in the hierar-
chical map equation the constraint of a single index codebook are released
and allow for an arbitrary number of hierarchically nested index codebooks
that specify movements between modules, submodules and so on, down to
the finest modular level.
Formally, for a hierarchical map M of n nodes partitioned into m mod-
ules, for which each module i has a submap M i with mi submodules, for
which each submodule ij has a submap M ij with mij submodules, and so
on, the hierarchical map equation takes the form
L(M) = qH(Q) +
m∑
i=1
L(M i) (3.6)
with the description length of submap M i at intermediate levels given by
L(M i) = qiH(Qi) +
mi∑
j=1
L(M ij) (3.7)
and the the fines modular level by
L(M ij...k) = pij...kH(P ij...k) (3.8)
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Figure 3.16: Minimizing the map equation over all network partitions
gives an optimal clustering of the network with respect to the dynamics on
the network. Optimal two-level clustering is shown in (A) and hierarchical
clustering is shown in (B).
At each submodule level, qi is the rate of codeword use for entering themi
submodules or exiting to a coarser level and H(Qi) is the frequency-weighted
average length of the codewords in the subindex codebook. At the first level,
pij...k is the rate of codeword use for visiting nodes in submodules ij . . . k or
exiting to a coarser level and H(P ij...k) is the frequency weighted average
length of the codewords in the submodule codebook. To find the hierarchical
structure that best represents the structure with respect to flow, we seek the
hierarchical partition of the network that minimizes the hierarchical map
equation over all possible hierarchical partitions of the network. Figure 3.16
(B) illustrates the optimal hierarchical partition and the corresponding code
structure for the example network.
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3.4.3 Minimum Spanning Forest
Given a connected, undirected graph, a spanning tree of that graph is a sub-
graph that is a tree and connects all the vertices together. A single graph
can have many different spanning trees. We can also assign a weight to each
edge, which is a number representing how unfavorable it is, and use this to
assign a weight to a spanning tree by computing the sum of the weights of
the edges in that spanning tree.
A minimum spanning tree (MST ), or minimum weight spanning tree, is
then a spanning tree with weight less than or equal to the weight of every
other spanning tree. More generally, any undirected graph (not necessarily
connected) has a minimum spanning forest (MSF ), which is a union of min-
imum spanning trees for its connected components.
Figure 3.17: A simple simulation of MST.
This method starts by building an ordered list of all the L edges (i, j) ∈ E
according to their increasing weight Aij where A is the adjacency matrix and
for each element Aij expresses the similarity between node i and node j. The
greater is Aij , the less similar are i and j and vice-versa. In order to build
the MST, it is taken as a first edge the couple (i, j) with the lowest Aij (i.e.
the strongest correlation), and the list is sequentially scrolled by keeping all
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the edges with the only condition of forbidding loops. At the end the MST
or, if the graph is not connected, the MSF is obtained (see Figure 3.17).
MST naturally splits the graph into separate subsets: each tree represent
a group of nodes that are close each other. The method can be generalized
(MSF* ) in order to better visualize the presence of communities. This can
be obtained by adding an extra condition of avoiding to add edges between
vertices that are both already drawn. With this extra condition it is obtained
a set of disconnected sub-trees (i.e a forest) embedded in the MST [16].
An example can be observed in Figure 3.18. The link between node
B and node E is not drawn and three trees are generated. This happens
because both B and E have been already drawn when the algorithm tries
to add their edge.
Figure 3.18: A simple simulation of MSF*.
3.5 Link Analysis
In network theory, link analysis is a data-analysis technique used to eval-
uate relationships, i.e. connections, between nodes. Relationships may be
identified among various types of nodes, including organizations, people and
transactions. Link analysis has been used for investigation of criminal activ-
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ity (fraud detection, counter terrorism, and intelligence), computer security
analysis, search engine optimization, market research and medical research.
Link analysis is used for three primary purposes: (i) find matches in
data for known patterns of interest; (ii) find anomalies where known pat-
terns are violated; (iii) discover new patterns of interest (social network
analysis, data mining). The third purpose is the one which has lead to the
use of link analysis with mobility data.
In this Section are exposed two algorithm for link analysis: HITS al-
gorithm and Method of Reflection respectively in Section 3.5.1 and Section
3.5.2. Further information about these algorithms can be found in Appendix
and in literature [14, 16, 17, 39].
3.5.1 HITS - Hubs and Authorities
Hyperlink-Induced Topic Search (HITS ), also known as hubs and author-
ities, is a link analysis algorithm that rates Web pages, developed by Jon
Kleinberg [39]. It was a precursor of the PageRank algorithm. The idea
behind Hubs and Authorities stemmed from a particular insight into the
creation of web pages when the Internet was originally forming: shortly a
good hub represented a page that pointed to many other pages, and a good
authority represented a page that was linked by many different hubs. What
follows in this section is extracted from [39].
The algorithm assigns two scores for each page: its authority score, which
estimates the value of the content of the page, and its hub score, which
estimates the value of its links to other pages. Authority and hub values are
defined in terms of one another in a mutual recursion. An authority value
is computed as the sum of the scaled hub values that point to that page. A
hub value is the sum of the scaled authority values of the pages it points to.
Some implementations also consider the relevance of the linked pages.
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HITS Algorithm
The algorithm performs a series of iterations, each consisting of two steps:
Authority Rule : Update each node’s authority score to be equal to the
sum of the hub scores of each node that points to it.
Hub Rule : Update each node’s hub score to be equal to the sum of the
authority scores of each node that it points to.
Thus a node is given a high authority score by being linked to by nodes
that are recognized as good hubs; and a node is given a high hub score by
linking to nodes that are considered to be good authorities. The hub score
and authority score for a node is calculated with the following algorithm:
1. Initialize the hub and authority scores.
2. Run the Authority Rule.
3. Run the Hub Rule.
4. Normalize the values.
5. Repeat from the second step as necessary.
The pseudocode of HITS is specified in Algorithm 5.
Adjacency Matrices and Hub-Authority Vectors
Let’s consider the adjacency matrix An×n for a given directed graph made of
n nodes. Figure 3.19 shows an example of a directed graph and its adjacency
matrix. Given a large set of nodes, it is expected that most of them will
have very few outlinks relative to the total number of pages, and so this
adjacency matrix will have most entries equal to 0. As a result, the adjacency
matrix is not necessarily a very efficient way to represent a network but it
is conceptually very useful. Since the hub and authority scores are lists of
numbers, one associated with each of the n nodes of the network, they can
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be represented simply as vectors in n dimensions, where the i-th coordinate
gives the hub or authority score of node i. Specifically, h will be the vector
of hub scores, with hi equal to the hub score of node i, and a will be the the
vector of authority scores, with ai equal to the authority score of node i.
Figure 3.19: An example of a directed graph and its adjacency matrix..
Hub and Authority Update Rules
Hub Rule
h
(k)
i =
n∑
j=1
Aija
(k−1)
j ∀i (3.9)
Authority Rule
a
(k)
j =
n∑
i=1
Aijh
(k−1)
i ∀j (3.10)
where k is the iteration index, A is the adjacency matrix An×n such that
Aij = 1 if node i is connected to node j and zero otherwise. Hub and
Authority Update Rules can be viewed as matrix-vector multiplication. The
hub rule in Equation 3.9 corresponds exactly to the definition of matrix-
vector multiplication, so it can be written in the following equivalent way:
h = Aa
Figure 3.20 shows this for the example from Figure 3.19, with the authority
scores (2,6,4,3) producing the hub scores (9,7,2,4) via the hub update rule.
Also the authority rule corresponds to a matrix-vector multiplication, but
using a matrix where the entries have all been “reflected” so that the roles
of rows and columns are interchanged. This can be specified using the
transpose of the matrix A, denoted AT , and defined by the property that
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the (i, j) entry of AT is the (j, i) entry of A: that is, ATij = Aji. Then
Equation 3.10 corresponds to the update rule
a = ATh
Figure 3.20: By representing the link structure using an adjacency matrix,
the hub and authority rules become matrix-vector multiplication.
Unwinding hub-authority computation
What happens when are performed the k-step hub-authority computation
for some large value of k? The starting vectors of authority and hub scores
are denoted with a(0) and h(0). Because we are going towards a fix point
the result does not depend from the staring point. Anyway, hi is generally
initialized with 1 or 1 over the degree of i. Now, let a(k) and h(k) denote
the vectors of authority and hub scores after k iterations of the authority
and hub update rules in order. If are simply followed the formulas above, is
found that
a(1) = ATh(0)
and
h(1) = Aa(1) = AATh(0)
In the second step
a(2) = ATh(1) = ATAATh(0)
and
h(2) = Aa(2) = AATAATh(0) = (AAT )2h(0)
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Proceeding for larger numbers of steps, then, is found that a(k) and h(k) are
products of the terms A and AT in alternating order, where the expression
for a(k) begins with AT and the expression for h(k) begins with A. It can be
rewritten much more compactly as
a(k) = (ATA)(k)ATh0
and
h(k) = (AAT )kh0
So that is a direct picture of what is happening in the k-step hub-authority
computation: the authority and hub vectors are the results of multiplying
an initial vector by larger and larger powers of ATA and AAT respectively.
Normalization
The final hub-authority scores of nodes are determined after infinite repe-
titions of the algorithm. As directly and iteratively applying the hub rule
and authority rule leads to diverging values, it is necessary to normalize the
matrix after every iteration. Thus the values obtained from this process will
eventually converge. They are generally normalized with values between 0
and 1.
Convergence
What happens if the algorithm is repeated for increasing values of k? It
turns out that the normalized values actually converge to limits as k goes to
infinity. In other words, the results stabilize so that continued improvement
leads to smaller and smaller changes in the values we observe. Thinking
about multiplication in terms of eigenvectors, keep in mind that, since the
actual magnitude of the hub and authority values tend to grow with each
update, they will only converge when normalization is taken into account.
in other words, it is the directions of the hub and authority vectors that
are converging. Concretely, what is shown in Appendix B is that there are
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constants c and d so that the sequences of vectors h(k)/ck and a(k)/dk con-
verge to limits as k goes to infinity. Anyway, since HITS is solvable using
the power iteration method it is enough to say that it converges.
A common technique used to get the hub and authority scores is the
power iteration method exposed in Appendix A. In fact, by rewriting the
matrix-vector multiplication form as
h(k) = AATh(k−1)
and
a(k) = ATAa(k−1)
we get the two systems
h(k) = Hh(k−1)
and
a(k) = Aa(k−1)
where H = AAT and A = ATA are related to x(k) = Ax(k−1) that is solvable
by using the power iteration method. It guarantees to converge and the
resulting eigenvectors are the ranks searched. Note that if h∗ and a∗ are the
vectors returned from the algorithm then h∗ is the principal eigenvector of
the matrix H = AAT , while a∗ is the principal eigenvector of the matrix
A = ATA. In addition, AAT and ATA have the same set of eigenvalues.
An eigenpair is the pair of eigenvectors with the same eigenvalue. The
primary eigenpair (largest eigenvalue) is what is returned from the iterative
algorithm. In summary, two techniques are commonly used to stop the
method:
1. Stop the HITS algorithm after a specified number k¯ of iterations:
Repeat from the second step as k < k¯.
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2. Stop the HITS algorithm when the changes in the values we observe
between h(k) and h(k−1) are less than a specified threshold: Repeat
from the second step as |h(k) − h(k−1)| < .
3.5.2 Method of Reflection
The Method of Reflection consists of iteratively calculating the value of the
previous-level properties of a node’s neighbours. Method of Reflection is
presented both by Hidalgo [14] and Caldarelli [16, 17] with slight but signifi-
cant differences. In this work we followed the method proposed by Caldarelli
since it was proven that, under some circumstances, it may not converge [17].
In [17], it is proposed an alternative way of applying the method proposed
by Hidalgo 1et al. [14].
Consider a bipartite network G = (U, V,E) described by the adjacency
matrix M |U |×|V | where Mij = 1 if node i is connected to node j and zero
otherwise. In M the rows represent the U -nodes, whilst the columns repre-
sents the V -nodes, thus Mij = 1 means that ui is adjacent to vj .
PageRank is a link analysis algorithm that assigns a numerical weighting
to each element of a linked set of nodes with the purpose of measuring its
relative importance within the set. For the purpose of this work two rank d
and p can be defined to indicate how much a U -node is linked to the most
linked V -node and how much a V -node is linked to the most linked U -node
respectively.
Thus, it is introduced a vector d where di stands for rank of node ui ∈ U
and a vector p where pj stands for rank of node vj ∈ V . It is expected that
the most linked U -nodes connected to nodes with large pj score have a large
values of di, while the most linked V -nodes connected to nodes with large di
score have a large values of pj . This corresponds to a flow among the nodes
of the bipartite graph where the rank of a U -node enhances the rank of the
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V -node to which is connected and the rank of a V -node enhances the rank
of the U -node to which is connected.
Starting from a U -node ui, the unbiased probability of transition from
it to any of its linked V -nodes is the inverse of its degree 1/ki. Similarly,
the unbiased probability of transition from a V -node to any of its linked V -
nodes is the inverse of its degree 1/kj . The Method of Reflection is defined
as the recursive set of observables:
d
(0)
i = 1/
|V |∑
j=1
Mij = 1/ki
p
(0)
j = 1/
|U |∑
i=1
Mij = 1/kj
The scores are defined as the recursive set of observables:
d
(n)
i =
|V |∑
j=1
Mij
1
kj
p
(n−1)
j
p
(n)
j =
|U |∑
i=1
Mij
1
ki
d
(n−1)
i
It is important to underline that the previous equations must be dis-
tinguished in even and odd iterations. Due to their meaning, odd and
even iterations of the same quantity are expected to be anti-correlated
as verified in [14].
As in Section 3.5.1, these rules can be rewritten in a matrix-vector mul-
tiplication form obtaining
d = M¯p
p = M¯Ta
where
M¯ij =
{
1/kj if Mij = 1
0 otherwise
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and
M¯Tij =
{
1/ki if M
T
ij = 1
0 otherwise
For the sake of simplicity, from now M¯ is indicated as M . So, similarly to
what discussed previously, it is obtained
d(n) = MMTd(n−1)
p(n) = MTMp(n−1)
that results in two systems
d(n) = Dd(n−1)
p(n) = Pp(n−1)
where D(|U |×|U |) = MMT and P(|V |×|V |) = MTM are related to x(n) =
Ax(n−1) that, as HITS does, are solvable by using the power iteration
method (see Appendix A). The fact that the method is solvable using the
power iteration method lead automatically to the proof of convergence.
Method of Reflection as particular case of HITS
It is easy to see that HITS algorithm and Method of Reflection are very
similar. In fact, it is possible to prove that Method of Reflection, under
certain assumption, can be viewed as a particular case of HITS.
Statement 3.5.1. Applying HITS to a bipartite graph G lead to the same
result of applying Method of Reflection to G if the same iteration matrix is
used.
Proof. Let’s apply HITS to a graph G = (N,E) that in reality is a bipartite
network G = (U, V,E). In this case, as previously said in Section 3.3.6, the
adjacency matrix A|N |×|N | = A|U |+|V |×|U |+|V | has the form
A =
[
0 M
MT 0
]
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whereM |U |×|V | is the adjacency matrix of the bipartite graph and (MT )|V |×|U |
is its transposed matrix.
Now it is important to observe that AT = A, in fact
AT =
[
0 (MT )T
(M)T 0
]
=
[
0 M
MT 0
]
= A
Thus AAT = ATA = A¯ that is
A¯ =
[
0 M
MT 0
] [
0 M
MT 0
]
=
[
MMT 0
0 MTM
]
=
[D 0
0 P
]
using the notation of the previous Section.
Applying the power iteration method to A¯, as observed in Section 3.5.1,
we obtain min(|U |, |V |) = k eigenvalues with the following set
λ1, λ1, λ2, λ2 . . . , λk/2, λk/2
and max(|U |, |V |)−min(|U |, |V |) eigenvalues equal to zero. Assuming that
λi > λj for i < j for the convergence, there are
k
2 eigenvalues each one
associated with an eigenpair. Given the eigenpair adi and h
p
i associated with
the eigenvalue λi, it must hold that a
d
i 6= hpi 6= 0. The only possibility is
that adi and h
p
i have the form
adi =
[
d∗i
0
]
hpi =
[
0
p∗i
]
Therefore the result of the power iteration method are ad1 and h
p
1 because
λ1 = ρ(A¯) = ρ(C) = ρ(P)
A¯ad1 = λ1a
d
1
A¯hp1 = λ1h
p
1
removing the useless zeroes it is obtained
Dd1 = λ1d1
Pp1 = λ1p1
that is the results of the Method of Reflection.
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The only difference is that, as explained in the previous section, the
matrix M used by the Method of Reflection is in reality M¯ . Anyway, if
the update rules of HITS are changed by adding the coefficient used by the
Method of Reflection, that is, instead of the adjacency matrix A is used a
weighted adjacency matrix, then the same result is obtained. This statement
proves that the Method of Reflection is a particular case of HITS with a
weighted adjacency matrix applied to a bipartite graph. The statement
does not suggest that HITS can replace the Method of Reflection, indeed it
would be useless since many multiplications per zero would be made.
3.6 Correlation and Rank Analysis
In this Section we expose the measures for correlation and rank analysis
that we found useful for the analysis of the results got from the mobility
data mining process. In Section 3.6.1 it is reported the Pearson Correlation
Coefficient. In statistics, dependence refers to any statistical relationship be-
tween two random variables or two sets of data. Correlation refers to any of
a broad class of statistical relationships involving dependence. Correlations
are useful because they can indicate a predictive relationship that can be
exploited in practice. Formally, dependence refers to any situation in which
random variables do not satisfy a mathematical condition of probabilistic
independence. Then Section 3.6.2 reports the Kendall Tau Rank Correlation
Coefficient. In statistics, a rank correlation is any of several statistics that
measure the relationship between rankings of different variables or different
rankings of the same variable, where a “ranking” is the assignment of the
labels “first”, “second”, “third”, etc. to different observations of a particu-
lar variable. A rank correlation coefficient measures the degree of similarity
between two rankings, and can be used to assess its significance. Finally, in
Section 3.6.3 is explained a new measure called Shape Rank Coefficient that
indicates with a coefficient the shape of a rank.
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3.6.1 Pearson Correlation Coefficient
The Pearson product-moment correlation coefficient is a measure of the lin-
ear correlation between two variables X and Y , yielding a value between +1
and −1 inclusive. In Figure 3.21 there are some correlation examples. It is
widely used in sciences as a measure of the strength of linear dependence
between two variables. It was developed by Karl Pearson from a related
idea introduced by Francis Galton in the 1880s [45]. Pearson’s correlation
coefficient between two variables is defined as the covariance of the two
variables divided by the product of their standard deviations. The Pearson
correlation coefficient is defined as:
ρX,Y =
cov(X,Y )
σXσY
The coefficient is in the range −1 ≤ ρ ≤ 1.
 If the dependence between the two variables is direct it is 1.
 If the dependence between the two variables is indirect it is −1.
 If X and Y are independent, then it is approximately zero.
Figure 3.21: Correlation examples.
3.6.2 Kendall Tau Rank Correlation Coefficient
The Kendall rank correlation coefficient, commonly referred to as Kendall’s
tau τ coefficient, is a statistic used to measure the association between two
measured quantities. A tau test is a non-parametric hypothesis test for sta-
tistical dependence based on the tau coefficient. Specifically, it is a measure
of rank correlation, i.e., the similarity of the orderings of the data when
ranked by each of the quantities. It is named after Maurice Kendall, who
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developed it in 1938 [46]. Let (x1, y1), (x2, y2), . . . , (xn, yn) be a set of ob-
servations of the joint random variables X and Y respectively, such that all
the values of (xi) and (yi) are unique. Any pair of observations (xi, yi) and
(xj , yj) are said to be concordant if the ranks for both elements agree: that
is, if both xi > xj and yi > yj or if both xi < xj and yi < yj . They are said
to be discordant, if xi > xj and yi < yj or if xi < xj and yi > yj . If xi = xj
or yi = yj , the pair is neither concordant nor discordant. The Kendall τ
coefficient is defined as:
τXY =
(number of concordant pairs)− (number of discordant pairs)
1
2n(n− 1)
The denominator is the total number pair combinations, so the coefficient
is in range −1 ≤ τ ≤ 1.
 If the agreement between the two rankings is perfect (i.e., the two
rankings are the same) the coefficient has value 1.
 If the disagreement between the two rankings is perfect (i.e., one rank-
ing is the reverse of the other) the coefficient has value −1.
 If X and Y are independent, then the coefficient is approximately zero.
3.6.3 Shape Rank Coefficient
We introduce here a novel rank coefficient named Shape Rank Coefficient.
The coefficient describes with a number the “shape” of a rank. The plot of
a rank scores in decreasing order appear like the orange in Figure 3.22, the
others are the extreme cases: extremely sharp in the first half, extremely
sharp in the second half and perfectly balanced. The Shape Rank Coefficient
takes into account the difference between the score of every entity. The
differences are also weighted by the position: a score difference is weighted
more if occurs at the beginning or at the end of the rank. The shape rank
coefficient is defined as:
src(x) =
∑
n−1
i=0 (xi − xi+1)
n
2 − i
n
2
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Figure 3.22: Shape rank examples.
The shape rank coefficient is in the range −1 ≤ src ≤ 1.
 src(x) = 1 means that x is sharp in the first half
 src(x) = 0 means that x is completely balanced
 src(x) = −1 means that x is sharp in the second half
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Algorithm 5: HITS(G, I, ε)
Input : G = (V,E) - graph
I - maximum number of iterations in power method
ε - error tolerance
Output: (h, a) : two dictionaries keyed by node containing the hub
and authority values
for u ∈ V do
h
(0)
u = 1/|V |;
end
i = 0;
/* wuv is the weight for edge (u, v) */
while true do
for u ∈ V do
for v ∈ V | (u, v) ∈ E do
a
(i+1)
v +=h
(i)
u ∗ wuv;
end
end
for u ∈ V do
for v ∈ V | (u, v) ∈ E do
h
(i+1)
u +=a
(i+1)
v ∗ wuv;
end
end
i++;
normalize(h(i));
normalize(a(i));
if convergence(h(i), tol) then
return (h(i), a(i));
end
if i > I then
Error: ”HITS: power iteration failed to converge”
end
end
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Chapter 4
Mobility Data
As a proxy of human mobility, it was used a dataset of spatio-temporal
trajectories of private car made of around 9.8 million different car travels
performed by around 159, 000 different vehicles. These GPS tracks were
collected by Octo Telematics S.p.A [47], a private company that manages
on-board GPS devices and data collection for the car insurance industry.
Each vehicle taken into account is provided with an on-board GPS device
that is automatically turned on when the car is started, transmitting points
to a central server and it stops when it is turned off. The log is transmitted
to the server via GPRS connection. Octo Telematics serves around the 2%
of registered vehicles in Italy. The GPS track were collected during a pe-
riod of one month, from 1st May to 31st May 2011, in a geographical area
focused on Tuscany.
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Tuscany is a region in central Italy with an area of about 23, 000 square
kilometers and a population of about 3.8 million inhabitants with a density
of 162.9 inh/km2. The regional capital is Firenze. The others provincial
capital cities are: Arezzo, Grosseto, Livorno, Lucca, Massa, Pisa, Pistoia,
Prato and Siena (see Figure 4.1).
(a) Tuscany Provinces (b) Tuscany in Italy
Figure 4.1: Tuscany maps.
In Section 4.1 is deeply described the dataset used. Then in Section
4.2 is explained what are routines and profiles and why are so important.
Afterward, in Section 4.3 is illustrated how it is possible to extract real
points of interest from the routines.
4.1 Data Understanding
A dataset is a collection of data. In this case, the dataset of raw points is
made of tuples (id, x, y, t), where id is the anonymized car identifier, x and y
are the latitude and longitude coordinates, t is the timestamp of the position.
In the trajectories extraction phase described in Section 4.1.1, it was used a
spatial threshold thstopspatial of 50 meters and a time threshold th
stop
temporal of 20
minutes in order to turn the dataset of tuples into a dataset of trajectories.
In this dataset each trajectory is represented as a time-ordered sequence of
(id, x, y, t). The following part, that shows the trajectories construction, is
extracted from [2].
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4.1.1 Trajectories Extraction
The history of a user is represented by the set of points in space and time
recorded by their mobility device:
Definition 4.1.1 (User history). The user history is defined as an ordered
sequence of spatio-temporal points H = 〈p1...pn〉 where pi = (x, y, t) and x,
y are spatial coordinates and t is an absolute time point.
This continuous stream of information contains different trips made by the
user; thus, to distinguish between them, it must be detected when a user
stops for a while in a place. This point will correspond to the end of a trip
and the beginning of the next one. A clustering based approach was used
to achieve this goal. A spatial threshold thstopspatial is used to remove both the
noise introduced by the imprecision of the device and the small movements
that are of no interest. A time threshold thstoptemporal is used to split the
trajectories: if the time interval between two subsequent observations of the
car is larger than thstoptemporal minutes the first observation is considered as
the end of a trip and the second observation is considered as the start of
another trip.
Definition 4.1.2 (Potential stops). Given the history H of a user and the
thresholds thstopspatial and th
stop
temporal, a potential stop is defined as a maximal
subsequence S of the user’s history H where the points remain within a
spatial area for a certain period of time: S = 〈pm...pk〉 |0 < m ≤ k ≤
n ∧ ∀m≤i≤kDist(pm, pi) ≤ thstopspatial ∧Dur(pm, pk) ≥ thstoptemporal.
Dist is the Euclidean distance function defined between the spatial coordi-
nates of the points, and Dur is the difference in the temporal coordinates of
the points. Potential stops can overlap with each other, therefore, in order
to avoid this, a criterion of early selection is adapted to remove any overlaps:
Definition 4.1.3 (Actual stop). Given s sequence of potential stops Sset =
〈S1, . . . , SN 〉 sorted by starting time (i.e., S ≤ S′ ⇔ S = 〈(x, y, t), . . .〉 ∧
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S′ = 〈(x′, y′, t′), . . .〉 ∧ t ≤ t′), the corresponding sequence of actual stops
ActS is defined as the minimal sequence of potential stops such that:
1. S1 ∈ ActS
2. ifSi ∈ ActS ∧ k = min {j|j > i ∧ Sj ∩ Si = } <∞⇒ Sk ∈ ActS
Once the stops in the users history are found, then it is possible to identify
the trips:
Definition 4.1.4 (Trip). A trip is defined as a subsequence T of the user’s
history H between two consecutive actual stops in the ordered set S¯ or be-
tween an actual stop and the first/last point of H (i.e., p1 or pn):
 T = 〈pm, ..pk〉 |0 < m ≤ k ≤ n ∧ ∃i(Si = 〈.., pm〉 ∧ Si+1 = 〈pk, . . .〉), or
 T = 〈p1, . . . pm〉 |0 < m ≤ n ∧ ∃i(Si = 〈. . . , pm〉), or
 T = 〈pk, . . . pn〉 |0 < k ≤ n ∧ ∃i(Si = 〈. . . pk〉), or
The set of extracted trips T¯ = 〈T1, . . . Tc〉 are the basic steps to create the
user mobility profile. Notice that with thstopspatial and th
stop
temporal it is possible
to mange the result according to specific analytical requirements.
4.1.2 Dataset Splitting
In such a way, using the presented method, the original raw dataset was
turned in a mobility dataset made of about 9.8 million trajectories (see Fig-
ure 4.2). However, this dataset is still too big and various to be analyzed
and to be used to answer the initial questions. So, it was split following
different principles based on time and geography.
In real world, different events may change how people move on the terri-
tory. Such events can be unpredictable or not frequent, like natural disaster,
but most of them are not. The most regular and predictable event is the
transition between working days and non-working days. During Saturday
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Figure 4.2: A sample of 1000 trajectories extracted from the raw GPS
dataset.
and Sunday, people usually leave their working mobility routines for differ-
ent paths. Following this concept [48] the dataset was split in (i) weekday
trajectories: trajectories from Monday to Friday and (ii) weekend trajecto-
ries: trajectories from Saturday to Sunday.
Another basic issue is that the mobility is not the same in every geograph-
ical area. Every area has its own type of mobility with certain characteristics
depending on the surface, the topology and the number of inhabitants. In
order to consider this fact, it was made a geographical filter to split the
dataset in provinces. In particular four provinces that should have a quite
different mobility were chosen to be analyzed: Pisa, Firenze, Grosseto and
Siena. Some information about these provinces are shown in Figure 4.4.
The geographical filter was performed by taking for each selected province
all the trajectories that pass through it.
Thus, summing up, the original trajectory dataset was divided in eight
sub-dataset with the trajectories of Firenze, Pisa, Siena and Grosseto di-
vided into weekday and weekend.
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4.1.3 Mobility Description
The diversity of the trajectories in the selected provinces can be easily read
both from Figure 4.3 and from Table 4.1. As expected, the number of
weekend trajectories is less than the number of weekday trajectories. Firenze
is, of course, the province with more users and trajectories. The number of
users and trajectories are quite correlated w.r.t. the analyzed provinces.
Province Pisa Firenze Grosseto Siena
Users 16,467 34,864 11,285 21,041
Trajectories 357,137 1,040,872 489,362 358,759
Avg traj per user 21.69 29.86 43.36 17.05
Users 13,776 28,654 10,900 16,737
Trajectories 119,130 317,724 171,754 119,665
Avg traj per user 8.65 11.09 15.76 7.15
Table 4.1: Statistics of trajectories for weekday dataset in the first half and
for weekend datasets in the second half.
It is interesting to notice that the number of users is scarcely correlated
with the number of inhabitants (compare Figure 4.3 (a) and Figure 4.4 (a)),
while the number of trajectories is not correlated at all with the surface
Figure 4.4 (b). This is a signal that the mobility of a region and the number
of its driver1 is not dependent by the density of population (see Figure 4.4
(c)).
(a) Users (b) Trajectories
Figure 4.3: Histograms of users and trajectories.
1Driver associated with Octotelematics
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(a) Inhabitants (b) Surface (c) Density
Figure 4.4: Plot of inhabitants, surface and density in Tuscany.
4.2 Mobility Profiles
The daily mobility of each user can be essentially summarized by a set of
single trips that the user performs during the day. When trying to extract
the mobility profile of users, the focus is in the trips that are part of the
habits, discarding occasional variations that divert from their typical behav-
ior. Therefore, in order to identify the individual mobility profiles of users
from their GPS traces, the following steps are performed (see Figure 4.5):
1. divide the whole history of the user into trips (Figure 4.5 (a))
2. group trips that are similar, discarding the outliers (Figure 4.5 (b))
3. from each group, extract a set of representative trips, to be used as
mobility profiles (Figure 4.5 (c))
The following parts, that show the mobility profile construction, is extracted
from [2]. The mobility profile construction was performed independently for
every sub-dataset exposed in the previous section.
4.2.1 Routines Construction
The objective is to use the set of trips of an individual user to find their
routine behavior. This is done by grouping together similar trips based on
concepts of spatial distance and temporal alignment, with corresponding
thresholds for both the spatial and temporal components of the trips. In
order to be defined as a routine, a behavior needs to be supported by a
significant number of similar trips. This idea is formalized as follows:
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Figure 4.5: Mobility profile extraction process: (a) trip identification; (b)
group detection/outlier removal; (c) selection of representative mobility pro-
files.
Definition 4.2.1 (Trip group). Given a set of trips T¯ , spatial and temporal
thresholds thspatialgroup and th
temporal
group , a spatial distance function δ : T¯ → R and
a temporal alignment function α : T¯ 2 × R → B between pairs of trips, and
a minimum support threshold thsupportgroup , a trip group for T¯ is defined as a
subset of trips g ⊆ T¯ such that:
1. ∀t1, t2 ∈ g.δ(t1, t2) ≤ thspatialgroup ∧ α(t1, t2, thtemporalgroup );
2. |g| ≥ thsupportgroup .
Condition 1 requires that the trips in a group are approximately co-located,
both in space and time, while condition 2 requires that a group is sufficiently
large. The thresholds are the knobs that allow to refine the extraction
progress. This phase were realized in practice with the OPTICS algorithm
embedded in M-Atlas.
4.2.2 Profiles Construction
Each group obtained in the previous step represents the typical mobility
habit of a user, i.e., one of their routine movements. The whole group is
summarized by choosing the central element of such a group:
Definition 4.2.2 (Routine). Given a trip group g and the distance function
δ used to compute it, its routine is defined as the medoid of the set, i.e.:
routine(g, δ) = argmint∈g
∑
t′∈g/{t}
δ(t, t′)
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Notice that the temporal alignment is always satisfied over each pair of
trips in a group, therefore the alignment relation α does not appear in the
definition. Finally, the user mobility profile definition is:
Definition 4.2.3 (Mobility profile). Given a set of trip groups G of a user
and the distance function δ used to compute them, the user’s mobility profile
is defined as their corresponding set of routines:
P = profile(G, δ) = {routine(g, δ)|g ∈ G}
Figure 4.6: Trajectories of a user and the corresponding groups and routines
extracted (A and B).
The whole mobility profile extraction, from the initial user history to the
final mobility profiles is summarized in Algorithm 6. The definitions pro-
vided in the previous section were kept generic with respect to the distance
function δ. Hence, the crucial point in Algorithm 6 is the SelectGroup pro-
cedure. As mentioned above, it was used a clustering method to carry out
this task. The similarity function δ used is Route similarity synchronized
relative. It compares the paths followed by trajectories considering a spatial
alignment of thspatialgroup , a time alignment of th
temporal
group and the length of the
two trajectories considered. Shortly, the closer are the points that make up
two trajectories in space and time, the more similar they are. In Figure
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4.6 is explained with an image the process of profile construction, while in
Figure 4.7 and Figure 4.8 there is a real example of profile extraction and
routines respectively.
Algorithm 6: Mobility profile construction
Input : D - user’s observations
δ - spatial distance measure
α - temporal alignment relation
thstopspatial, th
stop
temporal - trip threshold
thspatialgroup , th
temporal
group , th
support
group - routines thresholds
Output: P - mobility profile of the user
H ← OrderByT ime(D);
T¯ ← BuildTrips(H, thstopspatial, thstoptemporal);
C ← SelectGroups(T¯ , δ, α, thspatialgroup , thtemporalgroup , thsupportgroup );
P ← ∅;
for c ∈ C do
if size(c) > thsupportgroup then
P ← P ∪ {routine(c, δ)};
end
end
Figure 4.7: An example of mobility trajectories (blue) of a user with its
routines (red).
4.2.3 Setting Parameters
As illustrated in the previous section, the process of profile extraction needs
many parameters to be evaluated in order to obtain reliable data. Keeping
in mind that the adopted similarity function δ was Route similarity synchro-
nized relative, we explored the other parameters on a subset of 1000 users
taken from the Pisa datasets in order to discover the best setting to extract
good routines.
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Figure 4.8: An example of a profile.
In particular we studied: (i) the variable ε used by OPTICS varying in
range [0.1, 0.3] with step 0.01, (ii) the threshold MinSize used by OPTICS
to cut the reachability plot varying in the range [4, 12] and (iii) the time
threshold α used by δ to decide if two trajectories are synchronized varying
in the set {900, 1800, 2700, 3600}.
A good value for α, the max starting time difference between two tra-
jectories (first row in Figure 4.9), could be set as 1800 (30 minutes). In
fact, the curve grows or decrease less rapidly before 1800 than after it. The
results for MinSize, the minimum number of trajectories that must be in a
cluster to be considered valid, are exposed in the second row in Figure 4.9.
For weekday dataset a good value can be 8 since a routine is a trajectory
repeated a sufficient number of time during 20 working day. For weekend
dataset it was set to 3. Form the last row in Figure 4.9 we can see how ε
behaves. ε is the radius used by OPTICS to calculate the core-distance and
the reachability-distance. The bigger ε is, the more different trajectories are
allowed to be clustered together. In other terms, it expresses the similarity
allowed between trajectories. It was supposed to be equal 0.2 (more or less
it expresses 80% of similarity).
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(a) Time Routines (b) Time Users (c) Time Stability
(d) Size Routines (e) Size Users (f) Size Stability
(g) Eps Routines (h) Eps Users (i) Eps Stability
Figure 4.9: Parameter test results.
For each parameter three factors were taken into account: (i) the number
of routines extracted, (ii) the number of users profiled and (iii) a coefficient
of stability that indicates the variation of the routines extracted when the
parameter considered is less strict. In reality the plots obtained do not lead
to a clear setting. Anyway, in each one can be found that before the proposed
values the curve changes more rapidly than after it. Thus this setting was
used to perform the mobility profile construction on every dataset.
4.2.4 Profiles Description
Differently to what described in Figure 4.3, Figure 4.10 shows that the num-
bers of profiles and routines extracted do not change very much among the
datasets. The number of profiles and the number of trajectories are quite
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correlated. It is interesting to observe in Table 4.2 that the average num-
ber of routines per profile is 2; probably they are the paths home-work and
work-home. Note that, these average values are simply calculated as the
number of routines out of the number of profiles.
(a) Profiles (b) Routines
Figure 4.10: Histograms of profiles and routines.
Province Pisa Firenze Grosseto Siena
Profiles 3,467 4,121 3,751 3,183
Routines 7,383 9,801 7,281 6,458
Avg routine per profile 2.13 2.38 1.94 2.03
Percentage users profiled 21.05 11.82 33.24 15.13
Table 4.2: Statistics of routines for weekday datasets.
Figure 4.11 prove, from a temporal point of view, that the routines
extracted belong to typical time slot of people that go to work or go back
home. Generally they are early morning 5 − 6, midday 11 − 12 and late
afternoon 17 − 18. In fact, in sub figures (b) (d) (f), there are three peaks
corresponding to these time slots. On the other hand, the other three sub
figures regarding all the trajectories show that from 5 − 18 there is not
a particular pattern. Finally, in Figure 4.12 is visualized the distribution
of routines by the users in Pisa with almost every user having one or two
routines, which, as already said, should correspond to the commute to and
from work for the weekday dataset and the path followed to go to an habitual
hobby for the weekend dataset.
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(a) Trajectories (b) Routines
(c) Trajectories weekday (d) Routines weekday
(e) Trajectories weekend (f) Routines weekend
Figure 4.11: Histograms of trajectories and routines time distribution in
Pisa.
(a) weekday (b) weekend
Figure 4.12: The distribution of routines by the users of Pisa.
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4.3 Points of Interest
The daily mobility of each user is obviously characterized by their routines
but these routines begin and end somewhere. These places of origin and
termination for the routines, are somehow important for the users that start
from them and go to them. They will be called Points of Interest (PoI ) in
the following. PoI has the meaning of places frequently visited and not the
meaning of attractions like restaurants, bar, museums etc. Note that the
GPS signal is sent by the device inside the car that with an high probability
is left at the nearest parking from the place visited by the user. As discov-
ered in the previous section the two most visited places for each users are
home and work. Thus, very probably, the PoI of each users correspond with
the nearest parking from the places where they spends most of the time of
their life.
Therefore, in order to identify the mobility PoI of the users get from
their routines, the following steps are performed:
1. extract the start-end points for each routines
2. compute a density-based clustering analysis on those points
3. turn each cluster into a buffered convex shape area
The mobility PoI construction was performed independently for every provin-
cial sub-dataset exposed in Section 4.1 putting together the weekday datasets
with the weekend datasets.
4.3.1 Construction
The objective is to use the set of routines of each user to find their individual
PoI. In order to be defined as a PoI, a location needs to be supported at
least by a routine starting or ending there (see Figure 4.13). This idea is
formalized as follows:
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Figure 4.13: A sample of routines.
Definition 4.3.1 (Individual PoI). Let’s P set of routines of a user, thus
a profile, then the individual PoI of that user is the set
IP = {p|p = start(r) ∨ p = end(r) ∀r ∈ P}
where start(.) takes a trajectory and returns its first point and end(.) takes
a trajectory and returns its last point (see Figure 4.14 (b)). Each group
Figure 4.14: Routines start-end points highlighted
obtained in the previous step represents the typical mobility habit in terms
of locations of a user, i.e. their usual places. Some of these places could be
very close each other so as to be considered the same place (see Figure 4.15).
Hence, every point is put in a set I¯ that will be the input for the clustering
algorithm. I¯P is defined as
I¯P = {p|p ∈ IP s.t. P ∈ P}
where P is the set of all the profiles. Let’s clustering a clustering algorithm
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Figure 4.15: Routines start-end points
that uses a geographical function to calculate the distance between two
geographical points and returning a set of clusters in C, then
C = clustering(I¯P , ε,MinPts)
Note that to our purposes also the noise points taken independently are
important because they are visited very often from at least one user (see
Figure 4.16). In practice the clustering phase was performed by using the
OPTICS algorithm of the M-Atlas system. Now, let’s convex-hull a function
Figure 4.16: Clustering.
that takes sets of points and returns a shape, the following is performed:
s = convex-hull(C) ∀C ∈ C
where s is a shape describing an area. Finally, let’s buffering a function that
buffers a shape with a certain value ε′ then
poi = buffering(s, ε′) ∀s ∈ S
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where S is the set of shapes and poi is a set of buffered shape (see Figure
4.17). Consequently, the set of PoI (see Figure 4.18) is defined as
Figure 4.17: Buffering.
Definition 4.3.2 (Points of Interest). A point of interest PoI is a geograph-
ical area with a certain extension that is visited very often from at least one
user.
Figure 4.18: A sample of Points of Interest.
Note that two different PoI a and b could be a bit overlapped because
of the buffering phase. Anyway, by keeping ε′ < ε ensures that the center
of a is not included in b because otherwise the clustering algorithm would
have put them in the same cluster for the reason that they would have been
distant no more than ε contrary to what assumed. The pseudocode of the
algorithm is summed up in Algorithm 7.
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Algorithm 7: Mobility PoI construction
Input : P - set of users’s profiles
ε - radius
MinPts - min number of points ε′ - buffering radius
Output: POI - mobility points of interest
I¯P ← ∅;
for P ∈ P do
IP ← ∅;
for r ∈ P do
IP ← IP ∪ {start(r), end(r)};
end
I¯P ← IP ;
end
C ← clustering(I¯P , ε,MinPts));
POI ← ∅;
for C ∈ C do
s← convex-hull(C);
poi← buffering(s, ε′);
POI ← POI ∪ {poi};
end
4.3.2 Setting Parameters
As explained in the previous section, only two parameters must be taken into
account in the PoI building process: ε and ε′. In addition, ε′ depends by ε,
thus only the last one has to be studied in order to discover the best value
to build up PoI. Two main issues must be considered in building PoI: (i) a
great number of PoI must be visited by at least two users otherwise they
will remain useless individual information in a global scenario; (ii) the PoI
shape can not degenerate, i.e. they can not be too big nor sausage-shaped.
A test of PoI construction was made using the routines of 1000 users of Pisa
with ε ∈ [20, 100]. This time ε in OPTICS algorithm represents the meters
of distance between two individual points of interest. MinPts was set to 1
because, despite the fact we are searching places visited by more than one
user, every place is important for someone being generated from a routine.
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(a) Number of PoI (b) Average users in a PoI
Figure 4.19: Parameter test results.
In this test was observed the number of PoI built (Figure 4.19 (a)), and
the average number of users in a PoI (Figure 4.19 (b)), the average and
maximum area and the average and maximum diameter of the PoI built
(Figure 4.20). Looking at every plot, a reasonable value of ε could be 50
meters. In fact, using this central value the compromise between the two
issues explained above is quite good. In fact, it leads to a good number of
PoI neither too big nor too small visited on average by at least two users.
Besides these plots, also a visual analysis of the result was made using M-
Atlas.
(a) Avg Area (b) Avg Diameter
(c) Max Area (d) Max Diameter
Figure 4.20: Parameter test results.
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4.3.3 PoI Description
The process of PoI construction was followed for each provincial dataset
without the time filtering. The parameters ε and ε′ were set to 50 and 45
respectively. The results are well exposed in Figure 4.21 (a). The number
of PoI extracted from the routines is not correlated neither with the number
of routines nor with the surface, but it is quite correlated with the number
of inhabitants and users.
Province Pisa Firenze Grosseto Siena
PoI 9,760 12,848 6,567 7,299
Avg users per PoI 2.14 3.25 2.14 3.73
Table 4.3: Statistics of points of interest.
(a) (b)
Figure 4.21: Left: PoI histogram; Right: distribution of PoI by the users.
It is interesting to see in Table 4.3 how the average number of users
per PoI ranges from 2 to 4; meaning that, on the whole, a place is nearly
always visited by at least two people. Note that, these average values are
simply calculated as the number of users out of the number of PoI. Finally,
in Figure 4.21 (b) is visualized the distribution of PoI by the users of Pisa:
a great number of users visit two places, an high number of users visit
only one place and the rest visit more than three places. It confirms that
the rough average value in Table 4.3 is not completely meaningless because
many places, probably home, are visited only by one user.
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Chapter 5
Carpooling Network
The content of this chapter extends what exposed in [2] and defines the basis
for a car pooling application aimed at identifying pairs of users that could
most likely share their vehicle for one or more of their routine trips. Besides
this, using graphs to model the potential carpooling interaction, it is also
searched a way to rank a user as a potential good driver or a potential good
passenger. In addition, it is observed which is the behavior of users that
share the same trajectories with respect to the ranking measures calculated.
An ideal service might be deployed as a system that provides pro-active
suggestions to facilitate the matching process, without the need for the user
to explicitly describe (and update) the trips of interest. The starting point
of this analysis is the set of representative trips which make up the user
mobility profiles. These mobility profiles represent their different typical
behaviors, and by comparing them, it is possible to understand if a user can
be served by another user. One advantage of the system is that users do
not need to manually declare their common trips (indeed, routines are au-
tomatically detected), which is a major flaw of current car pooling systems,
and probably contributes substantially to their failure. The system could
keep reasonably up-to-date routines and profiles by executing the profiling
process once every two weeks (or more), using a temporal sliding window.
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In Section 5.1 is described how we have built the potential carpooling
network, then in Section 5.2 we analyze the graphs obtained and the results
of the application of the HITS algorithm. Section 5.3 illustrates what arise
after applying community discovery algorithms. Finally, in Section 5.4 some
conclusions are drawn and we comment possible future work.
5.1 Network Construction
In the following, first of all are exposed the definitions presented in [2] and
then it is explained how the potential carpooling network is built.
5.1.1 Mobility Profile Matching
Definition 5.1.1 (Routine Containment). Given two mobility routines T1 =〈
p11...p
1
n
〉
and T2 =
〈
p21...p
2
n
〉
, and thresholds thdistancewalking and th
time
wasting, we say
that T1 is contained in T2, denoted contained(T1, T2, th
distance
walking , th
time
wasting) iff:
contained(T1, T2, th
distance
walking , th
time
wasting) ≡ ∃i, j ∈ N |0 < i ≤ j ≤ n ∧
Dist(p11, p
2
i )+Dist(p
1
n, p
2
j ) ≤ thdistancewalking ∧Dur(p11, p2i )+Dur(p1n, p2j ) ≤ thtimewasting
Figure 5.1: Example of routine containment test for Definition 5.1.1: the
start point and end point of T1 are considered and matched against their
corresponding nearest points in T2.
Thresholds thdistancewalking and th
time
walking represent the total spatial and temporal
distances allowed between the two routines in space and time, in other words:
 thdistancewalking : represent the maximum distance the user which is served
could walk to reach the meeting point and then to reach their final
destination at the end of the trip.
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 thtimewasting: represent the maximum delay the user which is served al-
lows, considering the departure and the arrival time.
It is important to note that the contained relation is not reflexive because one
trip can include the other but not vice versa. This is a basic requirement in
the carpooling application because the destinations of the user which serves
the other can be very far from the destination of the one who is served. Fig-
ure 5.1 explain properly the containment, while Figure 5.2 show an example
of inclusion in M-Atlas.
Figure 5.2: Example of routine containment between real trajectories on
M-Atlas.
The definition can be extended to the mobility profiles of the users, thus
the share-ability level can be computed for each pair of users:
Definition 5.1.2 (Mobility Profile Sharability). Given two mobility profiles
P1 and P2, and thresholds th
distance
walking and th
time
wasting, the mobility profile share-
ability measure between P1 and P2 is defined as the fraction of routines in
P1 which are contained in at least one routine in P2:
profileShare(P1, P2, th
distance
walking , th
time
wasting) =
|
{
p ∈ P1|∃q ∈ P2.contained(p, q, thdistancewalking , thtimewasting)
}
|
|P1|
Furthermore a symmetric relation can be computed taking into account
the average distance that the passenger must walk in order to get a lift on
a trajectory which respects the constraints:
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Algorithm 8: matchingMatrices(U, P¯ , thdistancewalking , th
time
wasting)
Input : P - set of users profiled
R - set of profiles’ routines
thdistancewalking - spatial threshold
thtimewasting - time threshold
Output: M - routine containment matrix
S - mobility profile share-ability matrix
A - mobility profile average-distance matrix
for (r1, r2) ∈ R2 do
if getuser(r1) 6= getuser(r2) then
M(r1, r2)← contained(r1, r2, thdistancewalking , thtimewasting);
end
end
for (p, q) ∈ P 2 do
if getuser(p) 6= getuser(q) then
Pp ← {r ∈ R|get user(r) = p};
Pq ← {r ∈ R|get user(r) = q};
S(u, v)← profileShare(Pp, Pq, thdistancewalking , thtimewasting);
A(u, v)← avgDist(Pp, Pq, thdistancewalking , thtimewasting);
end
end
Definition 5.1.3 (Mobility Profile Average Distance). Given two mobility
profiles P1 and P2, and thresholds th
distance
walking and th
time
wasting, the mobility pro-
file average distance measure between P1 and P2 is defined as the average
distance that user 1 has to walk in order to take a lift from user 2. Let flag
be contained(p, q, thdistancewalking , th
time
wasting). Supposing that contained
′(.) returns
Dist(p11, p
2
i ) +Dist(p
1
n, p
2
j ) when flag is true, then:
avgDist(P1, P2, th
distance
walking , th
time
wasting) =
1
| {p ∈ P1|∃q ∈ P2.f lag} |
∑
p∈P1
∑
q∈P2.f lag
contained′(p, q, thdistancewalking , th
time
wasting)
It was used Algorithm 8 to perform the matching process on the dataset
with different parameter settings. The results in Figure 5.3 show how the
matching is affected, in terms of percentage routines and mobility profiles
that have at least one match on a sample of 1000 users. Note that by al-
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lowing a walking distance of 3 km and a wasting time of 30 minutes, about
60% of the profiled users have at least one match, which decreases to 10% if
the walking distance becomes 500 meters. Similarly, by allowing a walking
distance of 1 km and a wasting time of 60 minutes, 30% of profiled users
have at least one match, which decreases to 10% if the wasting time becomes
15 minutes. This also indicates that by enlarging the walking distance we
obtain more matches than by enlarging the wasting time.
Figure 5.3: Matching percentages of users and routines for different settings
of the spatial and temporal thresholds.
In the following it was considered a hypothetical carpooling service built
with the proposed method, using a walking distance of 1 km and a wasting
time of 30 minutes that are quite reliable. We have calculated some statistics
regarding the potential impact of the service. In the first rows in Table 5.1
is shown the percentage of profiled users who receive at least one indication
as passenger or driver for one of their routines (u − ratio). In addition it
is shown the percentage of users who receive at least one indication as a
possible passenger (utl users taking lift) and the percentage of users who
receive at least one indication as a possible driver (ugl users giving lift).
Finally the u − measure (calculated as 21
utl
+ 1
ugl
) expresses with an unique
value the potential carpooling rate.
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Province Pisa Firenze Grosseto Siena
profiles 3,467 4,121 3,751 3,183
sharers 1,944 2,947 2,377 1,940
u− ratio 56% 71% 63% 61%
utl 34% 45% 42% 39%
ugl 41% 59% 52% 48%
u−measure 37% 51% 46% 43%
pp 59% 63% 66% 65%
pd 73% 81% 82% 79%
op 27% 37% 34% 37%
od 40% 19% 18% 22%
pd 33% 44% 48% 42%
Table 5.1: Statistics regarding the potential impact of the carpooling service
for weekday dataset.
Note that the utl values are quite high, this means that if everybody
takes the opportunity of sharing their car using this system, systematic traf-
fic could be decreased significantly. For example in Pisa weekday dataset
there are 7, 383 routines. Supposing that every routine supports ten trajecto-
ries, thus the systematic mobility would made of about 73, 830 trajectories.
Knowing that the routines included in other routines, i.e., suitable to be
served by inclusive trajectories, are about 1, 717, then the systematic mobil-
ity would be decreased of about 23% in terms of trajectories if anyone would
accept the passage for all their trajectories. The whole mobility instead, it
could be decreased of about 14% journeys. Because every systematic user
perform many journeys, then the hypothetical number of car decreased from
the whole mobility in the best case is about 8%. With respect of the whole
mobility this correspond obviously only to a small set of users but, as it will
be shown in the following, these information can lead to identify a set of
users with an high potentiality for the growth of the carpooling service.
In the second set of statistics in Table 5.1 there is the percentage of
possible passengers pp and the percentage of possible drivers pd. For these
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dataset holds pp < pd leading to the hypothesis that there are more routines
inclusive than routines included. Anyway there are some users that are both
passenger and driver. These proportions are illustrated in the third set of
values in Table 5.1: op, od, pd stands for only passenger, only driver and
passenger-driver respectively.
5.1.2 Potential Carpooling Network
The information got from the previous step were used to build a carpooling
network that, following the previous definitions, is defined as:
Definition 5.1.4 (Potential Carpooling Network). A Potential Carpooling
Network is a directed graph G = (N,E) where N is the set of nodes repre-
senting the users u ∈ N , E is the set of edges such that eu,v ∈ E iff u can get
a lift from v and eu,v = (u, v, w) where u ∈ N and v ∈ N are respectively the
passenger and the driver, while w is the effort of u for getting a lift from v.
Figure 5.4: A representation of the direct carpooling graph connecting
drivers who can share rides.
In Figure 5.4 we have a toy representation of a carpooling network. Note
that we assume that the users served, thus the passengers, are supposed to be
willing to walk and change their time schedule, while the users which serve,
thus the drivers, do not change their habits. In Figure 5.5 is illustrated an
example of node with its neighbours. In particular, the blue trajectories
belong to the driver considered, while the other trajectories belong to the
possible passengers. Therefore the non-blue trajectories are contained in the
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blue trajectories. Note that this definition do not take into account the time
and the space, so user u can get a lift both from two different users v and
w at different time and for different trajectories. Anyway at this level of
abstraction this is not important, the only important thing is the fact that
a user can get a lift from another one at a certain time and for a certain
trajectory. What it is guaranteed is that the trajectories considered are in
fact routines and that they are repeated periodically ensuring that a passage
is available or needed on that route.
Figure 5.5: Example of carpooling network on M-Atlas.
As weight on the edges of the carpooling network, we considered both
the mobility profile sharability and the mobility profile average distance.
Anyway, as the second one expresses the effort that the passenger would
make to take a lift from certain users, whilst the first one expresses the
level of routines shared between two users, the results obtained using the
second one are reported in the following despite the fact similar outcomes
are obtained using the other one. The mobility profile average distance were
normalized between zero and one.
Figure 5.6 shows the routiens length distributions of passengers and
drivers pd, only passengers od and only drivers od for the Pisa weekday
dataset. It is possible to observe that users who are only passenger have
mainly routines with a length between 0 and 10 km, while people who are
only driver have longer routines between 5 and 25 km. This information
confirm in part the hypothesis that, on average, users travelling for longer
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(a) pd
(b) op (c) od
Figure 5.6: Pisa routines length distribution.
distances are more likely to offer lifts whilst users travelling shorter dis-
tances are more likely to accept lifts. Anyway, since quite often common
routes match with short routines this can not be said properly. In fact, for
those who are both possible drivers and passengers, the routines length goes
from 0 to 15 km.
5.2 Network Analysis
The focus here is to analyze the carpooling network and to rank a user as
a good passenger or as a good driver. The main idea to reach this second
goal comes from considering the carpooling graph described in the previous
section and the HITS algorithm described in Section 3.5.1. Mapping on the
carpooling graph the definition of hub and authority it is possible to say
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that a user is a good driver if he can give a lift to many good passengers
and a user is a good passenger if he can take a lift from many good drivers.
According to the carpooling graph definition, the auth score for each node
is intended as driverness and the hub score for each node is intended as
passengerness.
5.2.1 Network Topology
In this section, before analyzing the application of the HITS algorithm, is
reported a topological analysis of the networks built in Section 5.1. In Table
5.2 and 5.3 are exposed some statistics about the topology of the carpooling
graphs. From now on take into account that the symbols used for networks
and algorithms are the same defined in Section 3.
Province Pisa Firenze Grosseto Siena
N 1,944 2,947 2,377 1,940
L 3,205 10,701 6,133 4,953
d 0.00085 0.00123 0.00109 0.00132
r 0.11544 0.10765 0.24392 0.12759
c 146 55 97 101
Nmax(c) 1587 2826 2142 1670
Table 5.2: Topological statistics for carpooling networks.
Note from Table 5.2 that the carpooling networks are not big graphs.
This because the constraints used to build them up were quite strict. They
are very sparse and there is few reciprocity: few users can give lift each
others. Every network is made by several components but in any case the
giant component is not less than the 90% of the whole network. The others
component are mainly made by couple of users who are essentially the driver
and the passenger.
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Province Pisa Firenze Grosseto Siena
δin 0 0 0 0
∆in 20 42 25 31
δout 0 0 0 0
∆out 22 68 28 58
〈k〉 1.65 3.63 2.58 2.55
σin 2.01 5.06 2.92 3.92
σout 2.48 6.54 3.57 4.65
Table 5.3: Degree statistics for carpooling networks.
In Figure 5.7 are showed the in-degree and out-degree distributions for
Pisa weekday dataset, while in Table 5.3 there are the statistics about the
degree distribution. An important issue to take into account in the follow-
ing is that many nodes have δin or δout equal to zero. This confirms, as
previously observed, that there are many users who are only drivers or only
passengers. In every dataset there is a user with an high in-degree or out-
degree, meaning that they travel systematically along trajectories followed
by many people. A particular information is that both the standard devia-
tions are larger than the average degree (that takes values around 2 or 3).
It is a sign that the users are quite heterogeneous: it does not happen that
every user share a similar number of trajectories. This is probably due to
the not negligible variety of the systematic mobility among profiled users.
Furthermore, σout is always greater than σin meaning that the variability of
the drivers is larger than the variability of the passengers.
From Figure 5.7 it is also possible to notice that there are more users
who can not take any passage than users who can not offer any passage.
This could be read as a consequence of the fact that there is a great number
of drivers with routines that can not be included in others but which easily
include other trajectories.
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Figure 5.7: Pisa weekday carpooling network degree distribution.
5.2.2 Link Analysis
The HITS algorithm was run on the carpooling networks with a threshold
for tolerance of 1.0e−8. In the first part of Table 5.4 are exposed the statis-
tics for the driverness a and the passengerness h1. According to the degree
exposed in the previous section, some of them have a null minimum value
because they are not driver or not passengers. The standard deviation is al-
ways larger than the average value pointing at a not negligible heterogeneity
among users.
Figure 5.8 shows the semi-log plots2 for the authority score values and
the hub score values. The rank distribution, here not reported but inferable
from the plots, is long tailed, i.e., there are few users with a high score values
and many users with low score values. The second part of Table 5.4 shows
the results of the rank analysis performed with the Kendall’s Tau coefficient
(Section 3.6.2) and with the shape rank coefficient (Section 3.6.3). The
Kendall’s Tau coefficient shows that the rank between drivers and passen-
gers is completely different. In fact, there is not any relation between being
a good driver and being a good passenger. The shape coefficient highlights
with a numeric value the different behavior made explicit by the semi-log
plots in Figure 5.8.
1We adopted the same set of symbols used for the degree: δ is the minimum, ∆ is the
maximum, 〈·〉 is the mean and σ is the standard deviation.
2The score reported were normalized between zero and one in order to be comparable
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Province Pisa Firenze Grosseto Siena
δh 0.00000 0.00000 0.00000 0.00000
∆h 0.06920 0.01326 0.08291 0.05444
δa 0.00000 0.00000 0.00000 0.00000
∆a 0.08446 0.01121 0.09151 0.02043
〈h〉 = 〈a〉 0.00051 0.00034 0.00042 0,00052
σh 0.00348 0.00119 0.00425 0.00257
σa 0.00378 0.00100 0.00413 0.00179
tau(a, h) -0.08123 0.12411 0.10284 0.02185
rc(h) 0.98615 0.94949 0.99069 0.98208
rc(a) 0.98883 0.94014 0.99164 0.95051
Table 5.4: HITS scores statistics and rank analysis indicator for carpooling
weekday datasets.
Some ranks, such as the authority score of Pisa and Grosseto, falls im-
mediately with a steep slope within the first ten users, while other ranks,
such as the authority score of Firenze and Siena, falls with a less steep slope
within the first ten users. Note also that with the steep slope most of the
scores within the first hundred users are close to zero, whilst in the other
case there are many users with a not null authority score. A similar con-
sideration can be carried on looking at the hub scores. The shape rank
coefficient is useful because without looking at the plots reveals the different
nature of these networks. In particular in Pisa and Grosseto there are few
drivers with an high driverness. This is an indicator that only few of them
can serve good passengers. On the other hand in Firenze and Siena there
are a bit more good drivers pointing out that the shared trajectories are
followed by a more relevant number of good passenger. The passengerness
gives a specular indication with respect to the driverness3.
In Figure 5.9 (a) is showed a graph representing the users sharing rou-
tines for the Pisa weekday dataset. Each node is georeferenced according
3See Appendix C for Grosseto and Siena
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(a) Pisa Auth (b) Pisa Hub
(c) Firenze Auth (d) Firenze Hub
Figure 5.8: Plots of carpooling network ranks for Pisa dataset.
to their most common destination. The shape generated recall the Tuscany
road map around Pisa. Using a different layout some patterns arise. In
Figure 5.9 (b), the bigger is a node the greater is its driverness, the more
red is a node the greater is its passengerness. In addition, the wider is an
edge, the easier is for a node to take a lift from its neighbour. Note how
a central area is highlighted by these properties. That set of nodes corre-
sponds to the best drivers and the best passengers. Coming back to Figure
5.9 (a) is possible to see that this area is localized in a zone just outside Pisa.
In fact, in Figure 5.10 are shown the routines of the top ten drivers
and passengers. As it is possible to see, these routines lie between Cascina
and Pontedera two cites close to Pisa. Evidently, that route is followed by
many people, probably commuters that could share their car saving money
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and producing less pollution. Besides a carpooling service, information like
these could be used for example to set up a new bus line covering the most
crowded and shared routes.
Figure 5.9: Pisa weekday network auth-hub rank.
Figure 5.10: Top ten drivers and passengers routines Pisa.
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5.3 Communities
The HITS algorithm returns an indicator of how much a certain user can be
a good driver or a good passenger. Anyway, this ranking observed overall the
network does not lead to a precise clue about which nodes should be chosen
wanting to propose a carpooling service. The questions we tried to answer
are the following. What is a community extracted from a carpooling net-
work? Which are the communities of users who could share more journeys?
How are these communities characterized with respect to the ranking scores?
A community retrieved from a carpooling network is a group of users
who share more routines with the users inside the community rather than
the others outside the community. In this part of the thesis we used both De-
mon and Infohiermap to perform community discovery. Figure 5.11 shows
the communities returned by Infohiermap. The main differences between
the communities discovered is that Infohiermap retrieve clusters containing
every nodes (considering also small disconnected components) with a mod-
ularity4 of 77%, while Demon, being based on ego-networks and triangles,
retrieves only half of the nodes with a modularity of 60%. Anyway commu-
nities returned with these algorithms are very similar, thus in the following
we report the results relative to the communities discovered by Demon. The
main advantage of these communities is that they are overlapped, therefore
they model the fact that a certain user can belong to a community being
a driver for one routine and, at the same time, he can belong to another
community being a passenger for another routine.
Firstly, in Section 5.3.1 are analyzed the statistics of the communities
discovered. Then Section 5.3.2 shows how the ranking values are distributed
among the communities and how this could lead to a possible classification.
4Measure which expresses the goodness of the communities found.
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Figure 5.11: Pisa weekday communities returned by Infohiermap.
5.3.1 Statistics and Topology
The main feature which arises from the communities is that the observa-
tion of their topology recalls the topology of the original network. That is,
every communities, from a topological point of view, behaves as the origi-
nal network. The average size of the communities is 17 nodes, Figure 5.12
(a) shows the communities size distribution. The minimum δin and δout is
zero almost in every community, meaning that in every community there
are several people who are only driver or only passenger. The average 〈k〉 is
around 4 with a low standard deviation. This is a signal that nodes inside
a community can share routines with a significative number of users: they
travel along similar routes included in one another and thus they have a
similar systematic mobility. In fact, these communities hold more than this.
A community is made by users that can offer and take lifts each other. They
could result in an autonomous system in the carpooling scenario.
A particular aspect to take into account in considering the community
retrieved by Demon is the overlapping level. In Figure 5.12 (b) is illustrated
the community per node distributions. It is interesting to note that more
than 150 nodes are shared by 2 communities. This indicates that many nodes
belong to more than a community. This models that a user can belong to a
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Figure 5.12: Pisa weekday size and overlapping distribution.
community for some routines and to another community for other routines
which are different in time or space from the previous. In addition, a user
could be a driver in some communities and a passenger in others.
5.3.2 Ranking Features
Something interesting comes out from observing the values of driverness
and passengerness distributions among the communities. Remind that the
driverness corresponds to the authority and the passengerness correspond
to the hub.
Figure 5.13: Pisa weekday driverness box-plots.
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Figure 5.14: Pisa weekday passengeness box-plots.
Figures 5.13 and 5.14 show the boxplot of the authority scores and hub
scores respectively. The red line in Figure 5.13 highlight the average au-
thority score, while the blue line in Figure 5.14 highlight the average hub
score. It can be seen that some of the boxplots are clearly visible, whilst
others are so little that seem invisible. Indeed, some communities are made
of nodes with high ranking values, while other communities are made of
nodes with low ranking values or values close to zero. In other words these
box plots tell us that some community are made of nodes with “meaningful”
ranking scores, whereas other communities are made of “meaningless” rank-
ing scores. The average value is a good indicator of this feature being far
from the top when the box plot is visible. From the green line representing
the community size we can infer that there is no correlation between the
size of the communities and the ranking values. Another variable that is
not related at all with ranking values is the weight between nodes inside a
community. Therefore we can suppose a distinction between the community
with “meaningless” ranking scores, and the community with “meaningful”
ranking scores. They will be called community type A and B respectively
from now on. Our hypothesis is that community type B could be made of
nodes that are the right seed to propose a carpooling service.
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In Figure 5.15 are plotted the routines of four communities. These rou-
tines are geo-located in a well defined area. They are of course overlapped
but each area of interest can be distinguished very well. In particular, the
green one and the red one are routines of type B while the others are rou-
tines of type A. The routines of the first group of nodes cover a smaller
area with respect to the second one. This could mean that nodes in com-
munity of type B are more close each other than those in community type
A. That is, nodes in community of type B share many routines following
similar routes, while nodes in community of type A share a more diversified
set of routines. This is reasonable with the fact that nodes in community
of type B have on average greater values than nodes in community of type A.
Figure 5.15: Some Pisa weekday communities plotted in M-Atlas.
In Figure 5.16, plotted with a geolayout adopting the same technique
used to plot Figure 5.9, is shown a community of type A and a community
of type B, the yellow one and the red on respectively. According to the
ranking values the size of red nodes are bigger than the size of yellow nodes.
The behavior described above is reflected also in this representation. The
yellow community is made of users who live further away than users in the
red community. Therefore red users have an higher possibility to share more
routines than yellow users.
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Figure 5.16: Pisa weekday communities of type A (yellow) and type B (red).
Until now the ranking scores observed in the communities are those cal-
culated globally in the original network. In the next step we have monitored
the behavior of the communities if the HITS algorithm is performed locally.
From now on will be referred with global the ranking values calculated in
the original network and with local the ranking values calculated for each
community individually. In particular, we studied how varies the ranking
among the nodes in the communities. In Table 5.5 are reported the re-
sults on rank analysis for the two types of communities taken as example.
However comparable effects are returned for every community types. The
first set of values are those returned by the Kendall’s tau coefficient. Sur-
prisingly, for community of type A there is almost no correlation between
the global rank and the local rank. On the other hand, for community of
type B the two ranking are nearly the same. The second set of values, ob-
tained with the shape rank coefficient, enhances the fact that community of
type A have ranking with a slope steeper than those of community of type B.
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A B
tau(hg, hl) 0.35316 0.86148
tau(ag, al) 0.09394 0.83656
src(hg) 0.94164 0.59256
src(hl) 0.88716 0.52350
src(ag) 0.85810 0.72508
src(al) 0.74985 0.82658
Table 5.5: Rank analysis between community type A and B.
(a) A - global (b) A - local
(c) B - global (d) B - local
Figure 5.17: Pisa weekday driverness in community type A and B.
In Figure 5.17 and 5.18 are illustrated the ranking values for the driver-
ness and the passengerness of community A and B calculated globally and
locally. Notice how, in both Figure 5.17 and 5.18, most of the ranking values
for type A are close to zero while for type B most of the values are rela-
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tively great. Also the curves, as indicated by the shape ranking coefficient,
are quite different. This indicates that among the nodes in community of
type A there are only few of them that can be indicated as good drivers
or good passengers. On the other hand, in community of type B there are
many nodes with a considerably high rank score, meaning that in this kind
of community every user can offer/take lifts to/from a not negligible number
of users.
(a) A - global (b) A - local
(c) B - global (d) B - local
Figure 5.18: Pisa weekday passengerness in community type A and B.
As in the previous section, in Figure 5.19, the bigger is a node the higher
is its driverness, the more red is a node the higher is its passengerness. In
addition, the wider is an edge, the easier is for a node to take a lift from
its neighbour. Note how, according to what was exposed until now, almost
115
nothing changes for the community of type B whereas a two completely
different networks are plotted for A. This is an important sign of the fact
that community of type B are independent within the whole network. They
could “survive” if left alone in a carpooling scenario because their nodes are
able to serve each other. On the contrary, community of type A do not have
this properties. Their users are influenced in a not negligible way by users
outside the community despite they are more similar, and so they share
more trajectories, with users inside the community.
(a) A - global (b) A - local
(c) B - global (d) B - local
Figure 5.19: Pisa weekday community network auth-hub rank.
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5.4 Considerations and Next Steps
Summing up, many useful observations comes out from this work. First
of all the values of the parameters used to build up both the profiles and
the potential carpooling network are quite strict. It follows that, despite
the resulting dataset are quite small compared to the initial one, they are
reliable and a carpooling service could be offered to people who really share
very frequently common trajectories. Then we have seen that the ranking
values distributions is not the same for every province. Some of them con-
tains more users sharing the same routes then others. In addition, the most
shared routines could be used to identify new bus lines besides offering an
indication for the carpooling service. Finally, we have found that the com-
munities discovered can be characterized in two different way. Communities
with significant global ranking values: the ranking holds if HITS is com-
puted inside the community and the ranking curve shape is quite smooth.
Communities with less significant global ranking values: the rank score is
completely different if HITS is computed inside the community and the
rank shape is quite sharp. A suggestion from this last point could be that
wanting to propose a car pooling service, maybe it’s better to start from
the communities that have nodes with a strong and significant ranking for
the entire network as well as within the community itself rather than for
communities less stable.
This work about car pooling is obviously just a very little analysis with
respect to the proposal of a real carpooling service and it can be a starting
point. A very hard problem not faced in the thesis is the real assignment
of passengers to drivers for a certain routine at a certain time. This is not
simple because we have to ensure the passenger that there is enough space
in the car of the driver and that will be able to find a lift to go back. A
more interesting match between trajectories could be realized by allowing
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variable parameters in the matching phase. That is, if we took a lift that
replaces a long journey then we are willing to wait or to walk a bit more
than if we took a lift for a short journey. Another interesting aspect is that
in this thesis we have taken into account only routines and profiles. In fact
our purpose was to reduce systematic mobility. Anyway, by retrieving daily
profiles, that is a set of routines made by a certain user for each day of the
week, it would be possible to offer lifts also for not systematic journeys. For
example, suppose that you have to buy something in a shop and you have
to take your car to get there. If you knew that in an area of 500 meters
around where you live, in the next 15 minutes arrived someone that always
follow a route that passes very close from where you are going, and that
there is someone else that is coming back after half an hour from where you
are going passing near your home, then it would be a good idea for you to
ask them a lift instead of using your own car. Indeed, such drivers follow
these trajectories every day at that hour whilst you should take your car
and run along this route just this time. It would be a pity not asking a
lift to them. In this way, these information about systematic routines and
car pooling could help our everyday life in saving money and reducing not
systematic mobility producing less pollution.
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Chapter 6
Mobility Complexity
In this chapter we try to unveil the complexity of the driver1-visited loca-
tions bipartite network. For this section were followed the procedures and
methods adopted in [12, 14, 17] mapped on the driver-points of interest bi-
partite graph. We tried to inspect the mobility observed at microscale - each
points of interest (PoI) visited by each driver - over a large population for
a long time. It offers a detailed picture of the mobility between drivers and
their PoI.
We tried to understand the hidden knowledge governing the interplay
between the most visited places on one side and who are the visitors on the
other side. Using the Method of Reflection we characterize the structure of
bipartite networks. We interpret the variables produced by the Method of
Reflection as indicators of mobility complexity and we show how these val-
ues of complexity are distributed among drivers and PoI. We observe that
they indicates both the drivers that with high probability could be called
explorer and the PoI that attract the most large variety of drivers. More-
over, we show how the level of mobility complexity of a driver could be used
to identify the types of places in terms of complex mobility that they could
1 Note that the word driver in this section has a meaning completely different from
the meaning that it has in the previous one. In fact, in this section it means simply a user
who drive their car.
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visit in the future, and speculatively, the mobility complexity of a place leads
to the types of drivers that could visit that place in the future. In addition,
we define the driver-driver and PoI-PoI projected networks and we perform
community discovery on them. As a result we find that these communities
reveals some interesting features.
In Section 6.1 is described how we have built the driver-PoI bipartite
network, then in Section 6.2 we analyze the driver-PoI structure using a
special matrix, while in Section 6.3 we analyze the graphs obtained and the
results of the application of the Method of Reflection. Section 6.4 illustrates
what arise after applying community discovery algorithms to the projections
of the bipartite network. Finally, in Section 6.5 we comment possible future
work and some conclusions are drawn.
6.1 Bipartite Network Construction
In the following, it is first of all explained how the bipartite drivers-PoI
network is built, then we highlight the fact that despite the PoI are extracted
only from the origins and destinations of the profiled users, they are enough
to cover nearly all the mobility.
6.1.1 Drivers-PoI Network
Taking into account the PoI built in Section 4.3 and the dataset of trajecto-
ries, we built the drivers-PoI bipartite network using the following procedure.
Initially, as shown in Figure 6.1, the trajectories of each dataset of each
province, obtained putting together weekday and weekend trajectories, were
made pass for the PoI corresponding to each province. Afterward it was
checked which trajectories starts or ends in which PoI. Then, grouping the
trajectories by its user it was possible to establish for each user which are
the PoI that they have visited and how many times they have visited each
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PoI. A sample of drivers who visits the PoI used as example is showed in
Figure 6.2. At this stage it is very easy to model the relationship between
drivers and PoI using a bipartite network. In Figure 6.3 we have a possible
representation of the mobility data bipartite network.
Figure 6.1: Trajectories starting or ending in some PoI.
Figure 6.2: A sample of drivers which have visited some PoI.
Definition 6.1.1 (Bipartite Driver-PoI Network). The bipartite Driver-PoI
network is defined as a triple B = (D,P,E) where D is the set of drivers
and P is the set of PoI and D ∩ P = ∅, and E is the set of edges defined
as eij = (di, pj , wij), such that if eij exists then it means that the driver di
visited wij times the PoI pj.
Thus, the weight wij on the edge eij is the number of times that driver
di visited PoI pj . According to Section 3.3.3, we can define the adjacency
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matrix M as
Mij =
{
wij if eij ∈ E
0 otherwise
Following the previous definitions we can define some useful measures. The
total number of visits can be defined as
W =
∑
(di,pj)∈E
wij
Let’s call li the total number of visits done by a certain driver di, defined as
li =
∑
j
Mij
Symmetrically, we can define vj as the total number of visits hosted by a
certain PoI pj , as
vj =
∑
i
Mij
Figure 6.3: A representation of the bipartite graph connecting drivers to the
PoI they visited.
The next step of data preparation is to binarize the matrix, by identi-
fying which journey are significant and which are not. We can not simply
binarize the matrix considering only if a certain driver has visited or not a
certain PoI. A matrix with 1 if the driver di have visited the PoI pj and 0
otherwise will result in a certain amount of noise: it takes only a single visit
to connect a driver to a PoI, even if generally the driver visits many times
some other PoI and the PoI is generally visited many times by other drivers.
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As in [12], it is used a mechanism to evaluate how meaningful is the
mobility for each driver di for each PoI pj . The evaluation is done using the
concept of lift, that is related to association rule mining. Given a driver di
and a PoI pj , let
wij
W be the relative number of visits done by driver di to
PoI pj ,
li
W the relative number of visits done by driver di to all PoI and
vj
W
the relative number of visits received by PoI pj to all drivers. Then the lift
of di and pj is defined as
lift(di, pj) =
wij
W
li
W ∗
vj
W
=
wij ∗W
li ∗ vj
The lift coefficient takes values from 0 (when wij = 0, i.e. driver di has
never visited PoI pj) to +∞. When lift(di, pj) = 1, it means that wijW is
exactly the expected values, i.e. the connection between driver di and PoI
pj has the expected weight. If lift(di, pj) < 1 it means that driver di visited
PoI pj less than expected, and vice versa. Therefore, the value of 1 for the
lift indicator is a reasonable threshold to discern the meaningfulness of the
number of visits: if it is strictly higher, then the mobility is meaningful and
the corresponding cell in the binary matrix is 1; otherwise the mobility is
not meaningful, even if some visits were done, and the corresponding cell in
the binary matrix is 0. The new adjacency matrix is built according to:
Mdp =
{
1 if lift(di, pj) > 1
0 otherwise
The corresponding bipartite graph with meaningful edges will be called B.
6.1.2 Mobility Summary
The process of PoI building has had an interesting side effect. Taking into
account that the process of PoI extraction starts from the routines and not
from all the trajectories, it is interesting to notice that about 80% of the
trajectories start and end from the PoI extracted. Figure 6.4 shows all the
trajectories starting or ending in the two most complex PoI of Pisa. As you
can see the map is almost completely covered by the lines representing the
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trajectories. This is a signal that these two PoI have an high importance in
the overall mobility.
Figure 6.4: Trajectories starting or ending in the two most complex PoI of
Pisa
Thus, this fact advances the hypothesis that the systematic mobility is
a good representation of all the mobility. If this assumption were true, then
it would be a great simplification to use the routines instead of all the tra-
jectories to analyze the human mobility. Another confirmation appear from
the visual inspection of the PoI extracted from the remaining trajectories.
It comes out that these PoI are not really interesting in the overall mobil-
ity because they do not correspond with important locations but they are
probably almost all private houses.
6.2 Mobility Matrix
To analyze the bipartite driver-PoI structure, we decided to deal with the
adjacency matrix M representing its connections. Since we want to analyze
the aggregate behavior of drivers and verify whether some patterns emerge
on the relation between drivers and PoI, we need to arrange the rows and
the columns of the adjacency matrix in a logical way. Hence we sorted the
matrix with the following criterion: fixing the top-left corner of the matrix
M as the origin, we sorted the drivers (rows) on the basis of the sum of the
PoI visited in descending order (the driver who visits most places at the first
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row and so on), and the PoI (columns) with the same criteria from left to
right (the top visited PoI at the first column and so on). In this way, at the
cell (0, 0) we can find the number of visits of top PoI made by the top driver.
Figure 6.5: TheM matrix. For layout purposes, the matrix has been trans-
posed.
Using this criterion, our initial hypothesis was to find a log-normal degree
distributions. We supposed that that the most visited PoI was visited by
all kinds of drivers, while not very popular PoI are visited exclusively by
some drivers. This is only partially true. In fact, the first assumption do
not hold because it is not true that every driver visit popular PoI while the
second assumption is generally true because every driver visit surely PoI
which are important for them. The matrix in Figure 6.5 exploits very well
this statement. Actually in this matrix the nestedness can not be seen as
well as in matrices plotted in [12].
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6.3 Bipartite Network Analysis
The focus here is to analyze the driver-PoI bigraph and to calculate the
mobility complexity of drivers and PoI. The main idea to reach this second
goal comes from considering the bipartite network described in the previous
section and the Method of Reflection described in Section 3.5.2. Mapping on
the driver-PoI bigraph the definition of mobility complexity it is possible to
say how much a driver is complex, that is, if they visit many complex PoI,
and how much a PoI is complex, that is, if it is visited by many complex
driver. According to the bipartite driver-PoI network definition, the d rank
score for each driver is intended as driver mobility complexity and the p rank
score for each PoI is intended as PoI mobility complexity.
6.3.1 Network Topology
In this section, before analyzing the application of the Method of Reflection,
it is reported a topological analysis of the bipartite networks built in Section
6.1. In Table 6.1 and 6.2 are exposed some statistics about the topology of
the bipartite graphs.
Province Pisa Firenze Grosseto Siena
N 23,402 40,613 18,020 20,664
L 148,027 415,447 221,062 157,049
c 5 3 2 17
Nmax(c) 23,385 40,607 18,017 20,611
P 9,760 27,765 6,567 7,299
D 13,642 12,848 11,453 13,365
Table 6.1: Statistics of bipartite graphs.
Table 6.1 shows that the driver-PoI networks are not very big and there
are not many edges between the two components. This happen because
a driver does not visit many places and only few PoI are visited by many
drivers. Every network is made by few components but in any case the giant
component it is done almost by all the nodes in the network.
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Province Pisa Firenze Grosseto Siena
δ(P ) 1 1 1 1
∆(P ) 882 1912 2564 1076
〈k(P )〉 15.1765 32.3870 34.5115 21.5872
σ(P ) 30.9258 67.0828 94.5450 49.1079
δ(D) 1 1 1 1
∆(D) 146 152 191 148
〈k(D)〉 10.8579 14.9868 19.7884 11.7894
σ(D) 14.3716 16.5397 20.3087 15.9331
Table 6.2: Degree statistics for bipartite networks.
In Figure 6.6 are showed the degree distributions for Pisa dataset, while
in Table 6.2 there are the statistics about the degree distribution where D
is the set of drivers and P is the set of PoI2. Obviously every node has at
least an edge, in fact δ(P ) and δ(D) are at least 1. This means that every
driver visit at least one PoI and every PoI is visited at least by one driver.
Moreover, in every dataset there is a driver with an high ∆(P ) and a PoI
with an high ∆(P ), meaning that there are some places visited by many peo-
ple and drivers who visits many PoI. A particular information is that the
standard deviation is larger than the average degree. The average degree
for drivers goes from 10 to 20, whilst the average degree for PoI goes from
15 to 35. It means that, on average, with respect to the high variability of
the degree expressed by the standard deviation, each entity is related with
a considerable number of other entities. Figure 6.6 shows the log-log plots
of the degree distributions for the bigraph of Pisa and separately for each
component. As you can see, the distributions reflect what exposed in Table
6.2 with a great number of nodes having an high degree which decreases
gradually and finally falls just for few nodes that have a quite low degree.
This highlight the good relationship between drivers and PoI: the mobility
of each driver is well represented because a valuable number of PoI are taken
into account and vice-versa.
2We adopted the same set of symbols used for the degree: δ is the minimum, ∆ is the
maximum, 〈·〉 is the mean and σ is the standard deviation.
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(a) Degree
(b) Driver Degree (c) PoI Degree
Figure 6.6: Pisa bigraph degree distribution.
6.3.2 Link Analysis
The Method of Reflection was applied on the four bigraphs with a threshold
for tolerance of 1.0e−8. In Table 6.3 are exposed the statistics of mobility
complexity both for driver d and PoI p3. Basically, the ranking scores returns
an evaluation of how much a driver and a PoI are complex or not. Like for
carpooling, also for these networks the standard deviations are larger than
the average value pointing at a not negligible heterogeneity among users.
3We adopted the same set of symbols used for the degree: δ is the minimum, ∆ is the
maximum, 〈·〉 is the mean and σ is the standard deviation.
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Province Pisa Firenze Grosseto Siena
δp 6.75e-6 2.41e-6 4.52e-6 6.36e-6
∆p 0.005808 0.0045705 0.006884 0.005859
〈p〉 0.000102 7.78e-5 0.000152 0.000137
σp 0.000207 0.0000159 0.000368 0.000308
δd 6.73e-6 2.40e-6 4.51e-6 6.26e-6
∆d 0.000983 0.000873 0.001184 0.002018
〈d〉 7.33e-5 3.60e-5 8.73e-5 7.48e-5
σd 9.72e-5 4.03e-5 8.88e-5 0.000105
Table 6.3: Statistics for bipartite networks.
In Figure 6.7 there are semi-log plots showing: in the first row the mobil-
ity complexity for drivers and PoI, in the second row the number of locations
visited and the number of visitors and, in the third row the number of vis-
its made and received. The mobility complexity distribution, is obviously
long tailed both for drivers and PoI. Thus, there are few complex drivers
who visit many complex places and many common drivers who visit few not
complex places. On the other side, there are few complex PoI visited by
many drivers, some complex other not, and many not complex PoI.
Note that the semi-log plots for driver mobility complexity and visited
locations, and, PoI mobility complexity and number of visitors are quite
similar. In fact, as Figure 6.8 highlights, the correlation between driver
mobility complexity and number of locations visited as the correlation be-
tween PoI mobility complexity and number of visitors is quite high. For
example, the Pearson correlation coefficient for Pisa bipartite network re-
turns pearson(d, k(D)) = 0.99327 and pearson(p, k(P )) = 0.99910. That
is, the mobility complexity is strictly related with the degree of each node.
However, the complexity scores are more meaningful than the degree be-
cause they are returned by an iterative process that takes into account
how and how much each node is linked to the others. The other two scat-
ter plots in Figure 6.8 show the relationship between driver mobility com-
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Figure 6.7: Semi-log plots for Pisa bipartite graph.
plexity and number of visits, and, between PoI mobility complexity and
number of visits. For Pisa dataset we have pearson(d, l) = 0.82718 and
pearson(p, v) = 0.79672 respectively. The mobility complexity ranking plots
for the other dataset are drawn in Appendix D. They are not very different
each other in shape, this shows that the mobility is not completely different
under this point of view.
In the following we show that matrix M exhibits strong dependence
between drivers and PoI, meaning that we could anticipate some of the
properties of a driver’s new PoI visited based on its current visited locations
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Figure 6.8: Scatter plots of mobility complexity against locations, visitors
and visits.
and vice versa. We supposed that drivers who visits more PoI will be able to
expand their radius of gyration with a wide set of PoI, visiting places with
higher complexity than those of drivers with low mobility complexity, which
will be limited by the fact they do not visit complex PoI. On the contrary,
as illustrated in Figure 6.9 (a), where there is a plot of the driver mobility
complexity versus the average PoI mobility complexity, the driver mobility
complexity looks quite independent from the places they visits, in fact, the
type of PoI that a driver could visit in future will maintain a constant av-
erage PoI mobility complexity. As highlighted by the red line, every driver
visits very different PoI in terms of mobility complexity. Anyway, the high-
est concentration of drivers is on the bottom left corner. This means that
the majority of drivers have a low complexity and visit not complex PoI.
They could be categorized as common drivers because or they do not travel
very much, or they frequent both complex and not complex PoI. Only few
of them have a low complexity but visits PoI quite complex. By knowing
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the Caldarelli’s formula used in the Method of Reflection, we can say that
they are probably very systematic and it could be that besides their trajec-
tories as commuters they go only to complex PoI such as shopping centers.
So they could be called systematic drivers. On the other side, a few users
have an high complexity visiting not complex PoI: the only way to achieve
this is that they visits a lot of not complex PoI. This last category could
be called explorers because they visits many places that are not very com-
mon. Thus ranking measures might be helpful in classifying drivers mobility.
(a) (b)
Figure 6.9: Scatter plots of mobility complexity scores against the average
score of entities linked.
A similar reasoning can be done about PoI by observing Figure 6.9 (b),
which plot the PoI mobility complexity versus the average driver mobility
complexity. However, this time it is still more clear that the majority of
the PoI are concentrated in the the bottom left corner, meaning that they
are private houses or not very common workplace. Only few point are very
complex and a PoI to be complex must be visited by many drivers. In fact,
the most complex PoI have a low average driver mobility complexity and
this is a signal that they are visited by drivers of any type. This reason-
ing show how many hidden information that characterize human mobility
can be extracted using the mobility complexity. The same result is drawn
132
visually in Figure 6.10: the bigger is a node the higher is its driver mobil-
ity complexity, and, the more blue is a node the higher is the average PoI
mobility complexity of the PoI that they visits; the bigger is a node the
higher is its PoI mobility complexity, and, the more purple is a node the
higher is the average driver mobility complexity of the drivers visit them.
This image is useful to notice that there are not nodes both big and coloured.
(a) Driver-Avg PoI (b) PoI-Avg Driver
Figure 6.10: Left: driver network Pisa. Right: PoI network Pisa.
Figure 6.11: Pisa PoI top ten.
Is it interesting to notice which are the most complex PoI. They are
very fascinating PoI because they are frequented by all kinds of drivers.
Figure 6.11 shows the ten most complex PoI of Pisa. They are mainly big
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shopping center, hospital and car parks close to “attraction” visited very
often by many people. In Appendix D there are the ten most complex PoI
of Firenze, Siena and Grosseto. Quite surprisingly, for every province there
are some complex PoI out of the main town but always corresponding to
car parks close to big mall. In Figure 6.12 there is a zoom of the top four
PoI in Pisa. As one can easily see the PoI highlight perfectly the car parks
close to the real point of interest.
(a) 1st - IperCoop Shopping Center (b) 2nd - Pisanova Shopping Center
(c) 3rd - Cisanello Hospital (d) 4th - Carrefour Shopping Center
Figure 6.12: Pisa PoI top four.
6.4 Communities
The Method of Reflection returns the mobility complexity of drivers and
PoI. Anyway, like in Section 5, this ranking scores could lead to other in-
formation if observed inside a community. What kind of communities can
be extracted from our mobility bipartite graphs? Which are the communities
of drivers and PoI more similar? How are these communities characterized
with respect to the mobility complexity?
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Instead of extracting communities from the bipartite networks that would
not add many knowledge to what discovered until now, we generated two
projections for each bipartite network B (see Section 3.3). The first pro-
jection connects two drivers (D-nodes) to each other by a link if they have
visited at least a common place; the second projection connects the PoI
(P -nodes) to each other by a link if they were visited at least by a common
driver. These projections are weighted in various ways to enhance similarity
in sense of neighbouring between nodes of the same partition. We have used
both Jaccard (see Section 3.3.6) and the Cosine similarity (see Section 3.3.6).
Figure 6.13: Pisa drivers communities returned by Infohiermap.
We have performed the community discovery process using three differ-
ent approaches: (i) Demon, (ii) Infohiermap and (iii) the Minimum Span-
ning Forest method proposed in [14]. The community returned are quite
interesting because a community of drivers is made of people who visits
more or less the same PoI whilst, a community of PoI is made of places
visited more or less by the same drivers. Anyway, each approach reveal dif-
ferent communities. Those returned by Demon are overlapped, then they
model the fact that a certain driver can belong to a community of drivers
because they work together or they shop in the same places and, at the
same time, they can belong to another community because they live near
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each other and go to the same cinema. Infohiermap try to unveil the hier-
archy among our nodes. Figure 6.13 shows the driver communities returned
by Infohiermap. Unfortunately, there is not a well defined hierarchy in the
subgraphs D and P . Anyway, for each projection it reveals a big community
and some little communities. The big community is made of other several
subcommunities. They model the fact that certain drivers could be in the
same big community because they share for example two PoI. Then, in each
subcommunity, they could share a greater number of places, that is, the sub-
communities are made of drivers more close each other than all the driver
in the big community. Finally, the last approach lead to many little com-
munities. These are very representative on its own because they are made
of entities extremely similar each other, but they are very small and so their
analysis is comparable to the analysis performed on single nodes. Obviously
an analogous reasoning may be done for PoI communities. Because of the
average size and the meaning of the communities returned by Demon, in the
following are taken into account these communities.
Network Pisa Drivers Pisa PoI
N 2,834 9,760
L 12,133 33,142
d 0.00302 0.00069
c 132 842
Nmax(c) 2,488 6,579
δk 1 1
∆k 83 138
〈k〉 8.56 6.79
σk 10.08 6.97
Table 6.4: Statistics for Pisa dataset.
For Pisa dataset we have considered a sample of drivers. In particular we
have taken into account the profiled drivers. In Table 6.4 are exposed statis-
tics about the topology and the degree for the projections used to present
the result of this analysis. Figure 6.14 shows the degree distribution for the
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whole network. As it is possible to see, it is long tailed and the peak is 2.
Every driver should be a commuters and so every driver often visit at least
two PoI: home and work.
Figure 6.14: Pisa dataset degree distribution.
The community of nodes retrieved using this procedure can be useful
for many tasks. For example we can understand which typology of drivers
frequent a certain group of PoI, or we can study drivers who visits similar
set of locations. In the following are analyzed separately the drivers com-
munities and PoI communities for the Pisa dataset.
6.4.1 Statistics and Topology
In this section it is presented the topology of the projections with the over-
lapping level introduced by Demon. Before this we unveil what the commu-
nities represent.
A community of drivers is made of people who visited similar PoI. This
information could be used, for example, to predict a new location that will
be visited in future. In fact, if a group of drivers frequent the same places,
with an high probability they have a similar lifestyle and/or similar inter-
ests. Therefore it is plausible that similar drivers will visit similar PoI.
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Figure 6.15 shows the driver degree distribution for the Pisa dataset.
This time the peak for the degree is 5 meaning that many users visit many
similar PoI. No drivers have a degree lower than 2 and only few of them
visited more than 10 places. On average each community is made of 50
nodes, but there are also some bigger communities made of more than 100
nodes with an average degree of about 5. Besides this every community is
quite dense.
Figure 6.15: Pisa dataset drivers degree distribution.
A community of PoI is made of places visited by similar drivers. This
information could be used, for example, to classify PoI according to a certain
criteria. In fact, if a group of PoI is frequented by the same drivers with
certain characteristics, then it means that these places are suitable for this
kind of people.
Figure 6.16 shows the PoI degree distribution for the Pisa dataset. The
peak for the degree is always around 5 meaning that many PoI are visited
by similar drivers. No PoI has a degree lower than 2 and only few of them
are great hubs. There is a great number of big communities made of more
than 100 nodes, a considerable number of medium communities (50 nodes)
and many little communities. Also these communities are quite dense.
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Figure 6.16: Pisa dataset PoI degree distribution.
The overlapping level, that is the community per node distributions, is
illustrated in Figure 6.17. It is interesting to note that more than 150 nodes
are shared by 2 communities. This indicates that many nodes belong to
more than a community, i.e. many drivers are characterized by two types
of destinations. This indicates that a driver can belong to a community
for some PoI and to another community for other PoI which are different
for their mobility from the previous one. On the other side, for PoI com-
munities, there is a similar behavior with nearly 1800 nodes shared by 2
communities.
(a) Drivers (b) PoI
Figure 6.17: Pisa drivers and PoI overlapping distribution.
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6.4.2 Mobility Complexity Features
In this section we have analyzed the relationship between the mobility com-
plexity and the weights generated in building the projections. In Figure
6.18 (a) is drawn the scatterplot of the average mobility complexity and the
average weight for drivers communities. From this plot is possible to say
that the more complex is a community the less similar are their drivers, the
less complex is a community the more similar are their drivers. Also intu-
itively the statement holds. Drivers who visit common places can not have
an high value of mobility complexity because, according with what exposed
in the previous section, they are quite systematic and do not visit popular
places. On the other side, if a community is made of complex drivers they
can be similar each other but only until a certain level because if all of them
had visited the same complex PoI, then their mobility complex score would
have been lower by definition and so their community would have been less
complex.
(a) (b)
Figure 6.18: Scatterplots of average mobility complexity versus average
weight for Pisa drivers.
Starting from these results, communities with an high average weights
and with a low average mobility complexity could be called homogeneous
communities, while communities with a low average weights and an high av-
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erage mobility complexity could be called heterogeneous communities. Any-
way most of the communities are concentrated in an area between middle
mobility complexity and high mobility complexity. Finally, note that both
the average driver mobility complexity and the average weights are directly
proportional with their standard deviations. That is, the more heteroge-
neous is a community, the more nodes with different values of mobility
complexity are present. In Figure 6.18 (b) are indicated in red the stan-
dard deviations. This signals that the means taken into account are useful
if considered as indicator in relationship with another value and not as value
themselves. In any case also the shape of the standard deviations sends to
a similar reasoning, thus what discussed until now can be supposed plausible.
(a) (b)
Figure 6.19: Scatterplots of average mobility complexity versus average
weight for Pisa PoI.
Speculatively, the same results are exposed in Figure 6.19 about PoI.
The behavior of mobility complexity and weights still leads to homogeneous
communities and heterogeneous communities. However this time most of the
communities are concentrated in an area between low mobility complexity
and middle mobility complexity, that is there are more homogeneous com-
munities. This indicates that these groups of PoI are visited from a set of
drivers quite narrow and not very variable.
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6.5 Considerations and Next Steps
Summarizing, many useful observations comes out from this work. The
driver-PoI network and its projections unveil a part of the social structure
of the mobility. The ranking values distributions is not very different among
the provinces showing that the mobility is not completely different under this
point of view. The ranking score indicating the most complex PoI could be
useful to find places popular among people and organize in the best way the
access roads and/or escape routes.
Furthermore, we have found that the communities discovered can be
characterized in two different way. Driver/PoI communities with high rank-
ing values are made of entities not very similar each other, they could be
called heterogeneous communities. Driver/PoI communities with low rank-
ing values are made of entities quite similar each other, they could be called
homogeneous communities. Given a certain set of PoI it is possible to dis-
cover the group of drivers which attend such places. Moreover, by using the
various ranking scores, it is possible to understand how much these places
are important for these drivers and how much the drivers are affected by
these PoI.
Finally, the communities of drivers could be used to predict the driver’s
new visits. This result is related to the idea that the mobility structure of
drivers evolves by visiting “nearby” PoI in the PoI-PoI space. This last set
of results suggests that the proximity between drivers in the driver space is
related to the similarity of the visits that go into a PoI. Drivers tend to visit
PoI that are similar in mobility complexity to those that they have already
visited. Moreover, this information could be used to identify the types of
PoI that drivers will visit in the future, suggesting that the new PoI that a
driver visits could depend on the set of already visited places. Specularly,
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the mobility complexity of a PoI leads to the types of drivers that will visit
it in the future, suggesting that the new visitors that a place host could
depend on the set of visitors who have already visited it.
A future work about this part refer to the construction of PoI. In fact,
the radius used by the clustering algorithm should vary with respect to the
density of the area in which the PoI are built. In a dense area a small
radius is better than a large one and vice-versa. Finally, another approach
regarding projections could be used. For example the validity and the edge
for a certain edge could be calculated with probabilistic approach based on
the history of the visits instead of just by counting the number of common
visits with the Jaccard coefficient.
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Chapter 7
Conclusions
In conclusion, we have shown how ranking measures and link analysis al-
gorithms used in conjunction with networks that model mobility data can
be used to characterize different aspects of human mobility. In our study
we have modeled two aspect of mobility: the possible car sharing between
systematic users obtained by observing trajectories inclusion, and the rela-
tionship between drivers and the places they frequent. The ranking methods
applied on these networks assign one or more scores to each node. These
scores define in a certain way the type mobility of that node.
In particular, for the car pooling scenario, we have seen that the rank-
ing values distributions is not the same for every province. Some of them
contains more users that are able to share systematic trajectories and of-
fer lift each other. Moreover, we have found that the communities present
in the carpooling network could be classified in two different way. There
are communities with significant ranking values that are quite independent
from the rest of the network and, in theory, could menage car pooling on
their own. On the other hand, there are communities with less significant
ranking values that are less stable for a car sharing service. Thus, wanting
to propose a car pooling service, maybe it would be better to initiate it in
stable communities rather than in unsteady communities.
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In the second part, we have observed the behavior of drivers and their
PoI. The driver-PoI network and its projections unveil a part of the social
structure of the mobility. The networks and the mobility complexity per-
formed on them reveal how these entities are important inside the networks
and how their mobility affect their classification. The ranking scores indi-
cating the drivers mobility complexity could be useful to classify the users
with respect to which and how many places they visits. On the other hand,
the ranking score indicating the most complex PoI could be used to cate-
gorize the most popular places and to discover which car parking are not
frequented and which needed an enlargement. Moreover, by using the mo-
bility complexity scores, it is possible to understand how much each PoI
is important for each driver and how much each driver is affected by each
PoI. Furthermore, the communities discovered can be characterized as het-
erogeneous and homogeneous. The first ones have high ranking values and
are made of entities not very similar each other, whilst the others have low
ranking values and are made of entities quite similar each other. In addition,
driver communities could be used to predict the driver’s new visits. Similar
drivers should tend to visit PoI that are similar in mobility complexity to
those that they have already visited. Therefore, this information could be
used to identify which kind of PoI, with respect to the mobility complexity,
a certain driver will visit in the future. In the same way, the mobility com-
plexity of a PoI tells us which types of drivers could visit it in the future
based on the set of visitors who have already visited it.
Many work and considerations could start from our analysis. The car
pooling study is obviously just a very first proposal with respect to the
proposal of a real car pooling service and it can be a starting point. Talk-
ing about a car pooling service, our analysis could be used to identify the
seeds to whom propose car pooling in our society. Moreover, being them
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systematic users, then they could really decrease their systematic journeys.
Anyway, a very hard problem must be faced in order to propose the service:
the real assignment of passengers to drivers for a certain routine at a cer-
tain time. Besides this, more interesting matches between trajectories could
be found considering also non systematic mobility. A different car pooling
service to reduce the not systematic mobility can be studied by allowing
matches between routines and other trajectories. This would result in of-
fering lifts to users for occasional races using the knowledge of systematic
movements of other users. Other proposal, outside the car pooling scenario
may arise. For example, the most shared routines could be analyzed by local
administrations to identify new bus lines.
A future work about PoI could be certainly the refinement of the PoI
building that takes into account the density of the area in which the PoI are
built. A more detailed work could build the PoI considering every trajec-
tories instead of only the routines. It could also be carried a study based
on the bipartite network to prove how the routines, and thus the systematic
mobility, is enough to represent the overall mobility. Finally, these data
about drivers might be used by car insurance agency to understand with
what type of driver they are dealing with. Moreover, the data about PoI
might be used by local administration to improve the viability at and near
crowded car parks or by private company to enhance their service and at-
tract other types of users.
In the end, all these information about routines, car pooling, PoI etc.
could improve our everyday life by helping us in saving money and in re-
ducing the polluting gas emissions.
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Appendix A
Power Iteration Method
The power iteration method is a simple iterative method for the approximate
calculation of the maximum modulus of a matrix and the corresponding
eigenvector.
The method
Let A ∈ Cn×n diagonalizable with eigenvalues λ1, λ2, . . . , λn such that |λ1| >
|λ2| ≥ . . . ≥ |λn| Fixed an arbitrary vector x(0) ∈ Cn, it generates the se-
quence x(k) = Ax(k−1) for k = 1, 2, . . . It can then be proof that the succes-
sion of xk tends to the eigenvectors related to the eigenvalue of maximum
modulus.
Proof of convergence
SinceA is diagonalizable by hypothesis, exists a base of eigenvectors v1, v2, . . . , vn.
Then the vector x0 can be rewritten as
x(0) =
n∑
i=1
αivi
and therefore, for the definition of eigenvalue of a matrix, the result of the
k-th iteration is
x(k) = Akx(0) =
n∑
i=1
αiA
kvi =
n∑
i=1
αiλ
k
i vi
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Naming x
(k)
r e v
(i)
r the r-th components of the vectors x(k) and v(i), for
indexes j such that x
(k)
j 6= 0 and v(1)j 6= 0 we have:
x
(k+1)
j
x
(k)
j
= λ1
α1v
(1)
j +
∑n
i=2 αi(
λi
λ1
)k+1v
(i)
j
α1v
(1)
j +
∑n
i=2 αi(
λi
λ1
)kv
(i)
j
And because λiλ1 < 1 for i ≥ 2 we have:
lim
k→∞
x
(k+1)
j
x
(k)
j
= λ1
Thus, from a certain index k on the eigenvalue λ1 can be approximated
with the ratio above. In this way, the eigenvector v1 can be approximated.
Indeed we have:
x(k+1)
x
(k)
j
= λ1
α1v
(1) +
∑n
i=2 αi(
λi
λ1
)k+1v(i)
α1v
(1)
j +
∑n
i=2 αi(
λi
λ1
)kv
(i)
j
Passing to the limit we get:
lim
k→∞
x(k+1)
x
(k)
j
=
v(1)
v
(1)
j
That is the eigenvector v(1) properly normalized.
Implementation
The power iteration method is never implemented in the formulation given,
because after a few steps some underflow or overflow errors could occur. To
avoid these problems, it is necessary to normalize the vector obtained after
each step, building a succession xk = Axk−1 for k = 1, 2, . . . defined as{
yk = Axk−1
xk =
yk
βk
Where βk it is a scalar such that ‖xk‖ = 1.
Power Iteration Method Uses
The power method is scarcely used as it allows the calculation of only the
dominant eigenvalues and eigenvectors. Anyway it is useful in specific prob-
lems like for example the method used by Google for the PageRank algorithm
or the HITS used in this thesis.
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Appendix B
HITS - Proof of Convergence
In this section the proof of convergence of the HITS algorithm, taken from
[39] is shown. We will talk first about the sequence of hub vectors, and then
we will consider the authority vectors largely by pursuing a direct analogy to
the analysis of hub vectors. If h(k)/ck = (AAT )kh(k)/ck is going to converge
to a limit h(∗), what properties do we expect h(∗) should have? Since the
direction is converging, we expect that at the limit, the direction of h(∗)
shoul not change when it is multiplied by (AAT ), although its length might
grow by a factor of c. That is, we expect that h(∗) will satisfy the equation
(AAT )h(∗) = ch(∗)
Any vector satisfying this property - that it does not change direction when
multiplied by a given matrix - is called an eigenvector of the matrix, and the
scaling constant c is called the eigenvalue corresponding to the eigenvector.
So we expect that h(∗) should be an eigenvector of the matrix AAT , with
c a corresponding eigenvalue. We now prove that the sequence of vectors
h(k)/ck indeed converges to an eigenvector of AAT . To prove this, we use
the following basic fact about matrices. We say that a square matrix A is
symmetric if it remains the same after transposing it: Aij = Aji for each
choice of i and j, or in other words A = AT . Any symmetric matrix A with
n rows and n columns has a set of n eigenvectors that are all unit vectors
and all mutually orthogonal - that is, they form a basis for the space Rn.
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Since AAT is symmetric, we can apply this fact to it. Let’s write the result-
ing mutually orthogonal eigenvectors as z1, z2, ..., zn, with corresponding
eigenvalues c1, c2, . . . , cn respectively; and let’s order the eigenvalues so that
|c1| > |c2| > . . . > |cn|. Furthermore, to make things simpler in this expla-
nation, let’s suppose that |c1| > |c2|. Now, given any vector x, a good way
to think about the matrix-vector product AATx is to first write x as a linear
combination of the vectors z1, ..., zn. That is, with x = p1z1+p2z2+. . .+pnzn
for coeffcients p1, . . . , pn, we have AA
Tx = (AAT )(p1z1+p2z2+. . .+pnzn) =
p1AA
T z1+p2AA
T z2+ . . .+pnAA
T zn = p1c1z1+p2c2z2+ . . .+pncnzn, where
the third equality follows from the fact that each zi is an eigenvector. What
this says is that z1, z2, . . . , zn is a very useful set of coordinate axes for rep-
resenting x: multiplication by AAT consists simply of replacing each term
pizi in the representation of x by cipizi. We now see how this makes it easy
to analyze multiplication by larger powers of AAT , which will be the last
step we need for showing convergence.
We have seen that when we take any vector x and write it in the form
p1z1 + +pnzn, multiplication by AA
T produces c1p1z1 + . . .+cnpnzn. When
we multiply repeatedly by AAT , each successive multiplication introduces
an additional factor of ci in front of the ith term. Therefore we have
(AAT )kx = ck1p1z1 + c
k
2p2z2 + . . .+ c
k
npnzn
Now let’s think of this in the context of the vectors of hub scores, where
h(k) = (AA)Th(0). Recall that h(0) is just the fixed starting vector in which
each coordinate is equal to 1; it can be represented in terms of the basis
vectors z1, . . . , zn as some linear combination h
(0) = q1z1 + q2z2 . . . + qnzn.
So
h(k) = (AAT )kh(0) = ck1q1z1 + c
k
2q2z2 + . . .+ c
k
nqnzn (B.1)
and if we divide both sides by ck1, then we get
h(k)/ck1 = q1z1 + (c2/c1)
kq2z2 + . . .+ (cn/c1)
kqnzn (B.2)
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Recalling our assumption that |c1| > |c2|, we see that as k goes to infin-
ity, every term on the right-hand side but the first is going to 0. As a result,
the sequence of vectors h(k)/ck1 is converging to the limit q1z1 as k goes to
infinity.
We are essentially done at this point; but to round out the picture of
con- vergence, we will show two important things. First, we need to make
sure that the coefficient q1 in the argument above is not zero, so as to be able
to ensure so that the limit q1z1 is in fact a non-zero vector in the direction
of z1. Second, we will find that in fact a limit in the direction of z1 is
reached essentially regardless of our choice of starting hub scores h(0): it is
in this sense that the limiting hub weights are really a function of the network
structure, not the starting estimates. We will show these two facts in reverse
order, considering the second point first. To begin with, then, let’s suppose
we began the computation of the hub vector from a different starting point:
rather than having h(0) be the vector with all coordinates equal to 1, we
picked some other starting vector x. Let’s suppose only that x has a positive
number in each coordinate well call such a vector a positive vector. As we
noted before, any vector x can be written as x = p1z1 + . . . pnzn, for some
choice of multipliers p1, . . . , pn, and so (AA
T )kx = ck1p1z1+ . . . c
k
npnzn. Then
h(k)/ck1 is converging to p1z1 in other words, still converging to a vector in
the direction of z1 even with this new choice for the starting vector h
(0) = x.
Now, let’s show why q1 and p1 above are not zero (hence showing that the
limits are non-zero vectors). Given any vector x, there is an easy way to
think about the value of p1 in its representation as x = p1z1 + . . . + pnzn:
we just compute the inner product of z1 and x. Indeed, since the vectors
z1, . . . , zn are all mutually orthogonal, we have z1·x = z1 ·(p1z1+. . . pnzn) =
p1(z1 · z1) + p2(z1 · z2) + . . .+ pn(z1 · zn) = p1, since all terms in the last sum
are 0 except for p1(z1 · z1) = p1. Since p1 is just the inner product of x and
z1, we see that our sequence of hub vectors converges to a non-zero vector in
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the direction of z1 provided only that our starting hub vector h
(0) = x is not
orthogonal to z1. We now argue that no positive vector can be orthogonal to
z1, which will conclude the picture of convergence that we’ve been seeking
to establish. The argument works via the following steps:
1. It is not possible for every positive vector to be orthogonal to z1, and
so there is some positive vector x for which (AAT )kx/ck1 converges to
a non-zero vector p1z1.
2. Since the expressions for (AAT )kx/ck1 only involve non-negative num-
bers, and their values converge to p1z1, it must be that p1z1 has only
non-negative coordinates; and p1z1 must have at least one positive
coordinate, since it is not equal to zero.
3. So if we consider the inner product of any positive vector with p1z1,
the result must be positive. Hence we conclude that no positive vector
can be orthogonal to z1. This establishes that in fact the sequence of
hub vectors converges to a vector in the direction of z1 when we start
from any positive vector (including the all-ones vector), which is what
we wanted to show.
This is pretty much the complete story, with the only loose end being
our assumption that |c1| > |c2|. Let’s now relax this assumption. In general,
there may be l > 1 eigenvalues that are tied for the largest absolute value:
that is, we can have |c1| = . . . = |cl|, and then eigenvalues cl+1, . . . , cn are
all smaller in absolute value. While we won’t go through all the details here,
it is not hard to show that all the eigenvalues of AAT are non-negative, so
in fact we have c1 = . . . = cl > cl+1 ≥ . . . ≥ cn ≥ 0. In this case, going back
to Equations (B.1) and (B.2), we have
h(k)/ck1 = c
k
1q1z1 + . . .+ c
k
nqnzn/c
k
1 =
q1z1 + . . .+ qlzl + (cl+1/c1)
kql+1zl+1 + . . .+ (cn/c1)
kqnzn
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Terms l + 1 through n of this sum go to zero, and so the sequence
converges to q1z1 + . . .+qlzl. Thus, when c1 = c2, we still have convergence,
but the limit to which the sequence converges might now depend on the
choice of the initial vector h(0) (and particularly its inner product with each
of z1, . . . , zl). We should emphasize, though, that in practice, with real and
sufficiently large hyperlink structures, one essentially always gets a matrix
A with the property that AAT has |c1| > |c2|.
Finally, we observe that while this whole discussion has been in terms
of the sequence of hub vectors, it can be adapted directly to analyze the
sequence of authority vectors as well. For the authority vectors, we are
looking at powers of (ATA), and so the basic result is that the vector of
authority scores will converge to an eigenvector of the matrix ATA associated
with its largest eigenvalue.
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Appendix C
Carpooling Network
(a) Grosseto Auth (b) Grosseto Hub
(c) Siena Auth (d) Siena Hub
Figure C.1: Plots of carpooling network ranks.
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Figure C.2: Top ten drivers and passengers routines Firenze.
Figure C.3: Top ten drivers and passengers routines Siena.
Figure C.4: Top ten drivers and passengers routines Grosseto.
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Appendix D
Driver-PoI Network
(a) Firenze Driver (b) Firenze PoI
(c) Siena Driver (d) Siena PoI
(e) Grosseto Driver (f) Grosseto PoI
Figure D.1: Plots of Firenze, Siena and Grosseto bipartite network mobility
complexity.
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Figure D.2: Firenze PoI top ten.
Figure D.3: Siena PoI top ten.
Figure D.4: Grosseto PoI top ten.
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