For a finite dimensional simple Lie algebra g, the standard universal solution R(x) ∈ Uq(g) ⊗2 of the Quantum Dynamical Yang-Baxter Equation quantizes the standard trigonometric solution of the Classical Dynamical Yang-Baxter Equation. It can be built from the standard R-matrix and from the solution F (x) ∈ Uq(g)
in which J ∈ Uq(sl(n + 1)) ⊗2 is the universal cocycle associated to the Cremmer-Gervais's solution.
The aim of this article is to prove this conjecture and to study the properties of the solutions of the Quantum Dynamical coBoundary Equation. In particular, by introducing new basic algebraic objects which are the building blocks of the Gauss decomposition of M (x), we construct M (x) in Uq(sl(n + 1)) as an explicit infinite product which converges in every finite dimensional representation. We emphasize the relations between these basic objects and some Non Standard Loop algebras and exhibit relations with the dynamical quantum Weyl group.
Introduction

History of the problem
The theory of dynamical quantum groups is nowadays a well established part of mathematics, see for example the review by P. Etingof [13] . This theory originated from the notion of Dynamical Yang-Baxter equation which arose in the work of Gervais-Neveu on Liouville theory [19] and was formalized first by G. Felder [18] who also understood its relation with IRF statistical models. The work [2] gives some connections between Dynamical Yang-Baxter Equation and various models in mathematical physics.
In 1991, O. Babelon [4] found a universal explicit solution F (x) to the Quantum Dynamical Yang-Baxter equation in the case where g = sl (2) . He obtained this solution F (x) by showing that it is a Quantum Dynamical coBoundary, i.e. F (x) = ∆(M (x))M 2 (x) −1 (M 1 (xq h2 )) −1 . The question whether this work can be generalized to any finite dimensional simple Lie algebra is an important problem which has, until now, received only uncomplete solution.
It has been shown in [3] (see also [22] ) that, in the case of any finite dimensional simple Lie algebra g, the standard solution F (x) of the Dynamical Cocycle Equation of weight zero satisfying an additional condition (of triangularity type) can be obtained as the unique solution of a linear equation now called the ABRR equation. It implies that F (x) can be expressed as an explicit infinite product which converges in any finite dimensional representation. It remained nevertheless to study whether F (x) is a dynamical coboundary and, if it is the case, to construct explicitely M (x) ∈ U q (g).
For g = sl(2), we have shown [11] that M (x) can be written as a simple infinite product which simplifies greatly the solution given in [4] .
Concerning the more general case g = sl(n + 1), the first hint appears in the article [12] on the study of Toda field theory: the authors of [12] proved in particular that, in the fundamental representation of sl(n + 1), the standard solution of the dynamical Yang-Baxter equation (computed first in [9] ) can be dynamically gauged through a matrix M (x) to a constant solution of the Yang-Baxter Equation which is non standard in the case where n ≥ 2 and is now called the "Cremmer-Gervais's" solution. The expression of M (x) −1 is especially simple: it is a Vandermonde matrix.
In the classification of Belavin and Drinfeld [8] , in which all the non-skewsymmetric classical r-matrices for simple Lie algebras are, up to an isomorphism, classified by a combinatorial object called the Belavin-Drinfeld triple, the Cremmer-Gervais's solution is associated to a particular Belavin-Triple of sl(n + 1) known as the shift τ .
Moreover, it was proved in [6] that it is only for g = sl(n + 1) that the standard solution of the dynamical Yang-Baxter equation can be dynamically gauged to a constant solution of Yang-Baxter Equation which, in that case, is a quantization of the r-matrix associated to the shift τ.
Later, O. Schiffman [31] generalized the notion of Belavin-Drinfeld triple and provided a classification of classical dynamical r-matrices up to isomorphism through the use of generalized Belavin-Drinfeld triple. Then, P. Etingof, T. Schedler and O. Schiffmann [15] managed to quantize explicitely all the previous generalized Belavin-Drinfeld triple. In particular, they obtained a universal expression for the twist J ∈ U q (sl(n + 1)) ⊗2 associated to the shift. The universal Cremmer-Gervais's solution is therefore R J = J −1 21 R 12 J 12 . On the basis of all these works a natural problem to address is to construct a universal coboundary element in U q (g) for g = sl(n + 1) , i.e. to solve the equation
where F (x) is the standard solution of the dynamical cocycle equation in U q (sl(n + 1)) ⊗2 and J is the universal twist associated to the shift.
We will solve this problem in the present work.
Description and content of the present work
Section 2 contains results (old and new) on quantum groups. We recall the definition and properties of U q (g) and give emphasis on the quantum Weyl group and the explicit expressions for the standard R-matrix. We then recall the definition of a Belavin-Drinfeld triple and analyze the sl(n+1) case with the special triple known as shift. We give in this case a direct construction of the universal twist as a simple finite product of q-exponentials. Note that this construction is purely combinatorial and does not rely on the result of [15] . In Section 3 we recall some results on dynamical quantum groups. We present the quantum dynamical cocycle equation, the linear equation and give a summary of the results of Etingof, Schedler, Schiffmann [15] . We then formulate precisely the Dynamical coBoundary Equation and recall the known results in the fundamental representation of sl(n + 1).
Section 4 is the core of our work. We introduce the notion of primitive loop which is constructed from any solution of the Dynamical coBoundary Equation. This primitive loop satisfies a reflection equation with the corresponding R-matrix being of Cremmer-Gervais's type. We then study the Gauss decomposition of M (x) and shows that additional properties satisfied by these objects implies the Dynamical coBoundary Equation.
Section 5 is devoted to the explicit construction of M (x) in the U q (sl(n + 1)) case as an infinite product converging in every finite dimensional representation.
In Section 6 we analyze the relations between M (x) and the dynamical quantum Weyl group. Section 7 contains a construction of M (x) through the representation theory of non-standard reflection algebras, and in particular through what we call the primitive representations.
Results on Quantum Universal Envelopping Algebras
Basic Results on Quantized Simple Lie Algebras
Let g be a finite dimensional simple complex Lie algebra. We denote by h a Cartan subalgebra and by r the rank of g. Let Φ be the set of roots, (α i , i = 1, . . . , r) a choice of simple roots and Φ + the corresponding set of positive roots. Let (, ) be a non zero ad-invariant symmetric bilinear form on g. Its restriction on h is non degenerate and therefore induces a non degenerate symmetric bilinear form on h * that we still denote (, ). We denote by Ω the element in S 2 (g) g (the vector space of symmetric elements of g ⊗2 invariant under the adjoint action) associated to (, ), and by Ω h its projection on h ⊗2 .
Let A = (a ij ) be the Cartan matrix of g, with elements a ij = 2 (αi,αj ) (αi,αi) . There exists a unique collection of coprime positive integers d i such that d i a ij = a ji d j . (, ) is then uniquely defined by imposing that (α i , α i ) = 2d i .
If α ∈ h ⋆ , we define the element t α ∈ h such that (t α , h) = α(h), ∀h ∈ h, and denote h α = Ct α . To each root α we associate the coroot α ∨ = 2 (α,α) α and denote h α = t α ∨ , therefore h αi = 1 di t αi . Let λ α1 , . . . , λ αr ∈ h ⋆ be the set of fundamental weights, i.e. λ αi (h αj ) = δ i j . We will also denote by ζ αi = t λ α i ∈ h.
Let us now define the Hopf algebra U q (g). We will assume that q is a complex number with 0 < |q| < 1. We define for each root q α = q (α,α)/2 , as well as q i = q αi , and we denote
[z] q = q z −q −z q−q −1 , z ∈ C. U q (g) is the unital associative algebra generated by e α1 , . . . , e αr , f α1 , . . . , f αr and q h , h ∈ h, with defining relations:
[e αi , f αj ] = δ ij q
U q (g) is a Hopf algebra with coproduct:
Let us now define different notions associated to the polarisation of U q (g). We denote by U q (b + ) (resp. U q (b − )) the algebra generated by q h , h ∈ h, e αi , i = 1, . . . , r (resp. q h , f αi , i = 1, . . . , r), and by U q (n + ) (resp. U q (n − )) the subalgebra of U q (g) generated by e αi , i = 1, . . . , r (resp. f αi , i = 1, . . . , r). We have U q (b + ) = U q (n + ) ⊗ U q (h) as a vector space as well as
. We denote by ι ± : U q (b ± ) → U q (h) the projections on the zeroweight subspaces. ι ± are morphisms of algebra and we define the ideals U ± q (g) = kerι ± . Endly, we denote by C q (h) the centralizer in U q (g) of the subalgebra U q (h), i.e. the subalgebra of zero-weight elements of U q (g).
We now define a completion of U q (g) which enables us to define elements (such as R) which are expressed in U q (g) as an infinite series or infinite product, but which evaluation in each finite dimensional representation is well defined. We denote Rep Uq(g) the category of finite dimensional representations of U q (g), its objects are finite dimensional U q (g)-modules and arrows are interwiners. We define Vect to be the category of vector spaces. There is a forgetful functor U : Rep Uq(g) → Vect. We now define End(U) to be the set of natural transformations from U to U which preserve the addition, i.e. an element a ∈ End(U) is a family of endomorphisms a V ∈ End(V ) such that:
(additivity)
End(U) is naturally endowed with a structure of algebra. We have a canonical homomorphism of algebra U q (g) → End(U) which associates to each element a ∈ U q (g) the natural transformation whose V component is the element π V (a). We denote (U q (g)) c = End(U) this completion. We can extend this construction to define a completion of U q (g) ⊗n as follows. We define U ⊗n to be the functor from the category Rep ×n Uq(g) to Vect which associates to an n-uplet (V 1 , . . . , V n ) the vector space ⊗ n i=1 V i . We define End(U ⊗n ) to be the set of natural transformations from U ⊗n to U ⊗n which are additive in each entry. An element a in End(U ⊗n ) is therefore a family of endomorphisms a V1,...,Vn ∈ End(⊗ n i=1 V i ) satisfying the axioms of naturality and additivity in each entry. End(U ⊗n ) is naturally endowed with a structure of algebra and we denote as well
The coproduct of U q (g) therefore defines a morphism of algebras from (U q (g)) c to (U q (g) ⊗2 )
c which associates to the element a ∈ (U q (g)) c the element ∆(a) where ∆(a) V,W = a V ⊗W . We now define the corresponding completions of U ± q (g), U q (h), C q (h). Let V be a finite dimensional U q (g)-module, it is h semisimple and we have
. If a is zero-weight and such that the restriction of a to V [λ] is proportional to id V [λ] , a is said to be diagonal.
We define (U + q (g)) c as being the subspace of elements a ∈ (U q (g)) c such that a V is strictly upper triangular for all finite dimensional module V. The analog definition holds for strictly lower triangular and this notion defines the subspace (U
are subalgebras (without unit) of (U q (g)) c and that the canonical homomorphisms can be restricted to homomorphisms of algebras U
c as being the subalgebra of elements a ∈ (U q (g)) c such that a V is diagonal for all finite dimensional module V. We also define (C q (h)) c the subalgebra of elements a ∈ (U q (g)) c such that a V is zero-weight for all finite dimensional module V. As a result we define the subalgebras (
c , called the standard R-matrix, which satisfies the following quasitriangularity axioms:
Here we have used the notation
21 . The explicit expression of R in terms of the root system will be recalled further (see Eq. (28)).
Moreover U q (g) is a ribbon Hopf algebra, which means that it exists an invertible element v ∈ (U q (g)) c such that v is a central element,
Here, u is the element
, where S is the antipode and R = i a i ⊗ b i . It satisfies the properties
In this framework, the element µ = uv −1 is a group-like element that we choose as follows:
As a result, in a representation π of highest weight λ, v is constant and takes the value q −(λ,λ+2ρ) . In the case where g = sl(n + 1), the fundamental representation (also called the vector
, where E i,j is the basis of elementary matrices of Mat n+1 (C).
The explicit value of v in the fundamental representation is given by
Let us now review the explicit construction of the R-matrix using the quantum Weyl group. In order to obtain simple formulas we need to introduce the q-exponential function. The q-exponential is the meromorphic function
with the notation (z)
Elementary properties of the q-exponential function, useful to derive combinatorially the properties of R-matrices and the quantum Weyl elements in the spirit of [23] , are now recalled. We have, for any z ∈ C,
and for any elements x, y e x q y e
where [x, y] q 2m = xy − q 2m yx. For any x, y such that xy = q 2 yx, 
In the case where g = sl(2), we have R = KR where
. The quantum Weyl group of U q (sl (2) ) is formed by the elementŵ ∈ (U q (sl(2))) c defined as:
The quantum Weyl group elementŵ satisfies the two identities:
where ξ ∈ (U q (sl(2))) c is a central group element which value in each irreducible finite dimensional representation of dimension k is (−1) k−1 . In the general case, let W be the Weyl group associated to the root system Φ. For each root α, let s α ∈ W be its associated reflection. For any two distinct nodes i, j of the Dynkin diagram we define an integer m ij by m ij = 2, 3, 4, 6 respectively if a ij a ji = 0, 1, 2, 3. The defining relations of W are: s 2 αi = 1, (s αi s αj ) mij = 1. The braid group B associated to W is the group generated by σ 1 , . . . , σ r and satisfying the braid relations
where we have used the following notation: if a, b are two elements of a group we define [ab] n/2
for n ≥ 0 to be the element (ab) n/2 if n is even and (ab) (n−1)/2 a if n is odd.
To each simple root α we associate an elementŵ α as follows: if U q (sl(2)) α is the Hopf subalgebra of U q (g) generated by e α , f α , q h (h ∈ h α ), we have U q (sl(2)) α = U qα (sl(2)) as a Hopf algebra, and therefore we can construct the elementŵ α of (U q (sl(2)) α ) c by the same procedure as (22) . The elementsŵ αi satisfy the braid relations (25) . One therefore obtains a morphism from the braid group B to the group of invertible elements of U q (g) which is called the quantum Weyl group [24, 27] .
Let w = s αi 1 . . . s αi k be a reduced expression of an element w ∈ W , then the element w =ŵ αi 1 . . .ŵ αi k does not depend on the choice of the reduced expression. One can therefore associate to w the automorphism T w of U q (g) defined as T w (a) =ŵaŵ −1 . Let w 0 be the longest element of W and let w 0 = s αi 1 . . . s αi p be a reduced expression. We have p = |Φ + |. The set {α i1 , s αi 1 (α i2 ), . . . , s αi 1 . . . s αi p−1 (α ip )} contains every positive root exactly once and defines therefore an order on the set of positive root by:
This ordering of positive roots is a normal ordering in the sense of V. Tolstoy [23] . Using this ordering, one can now express the standard R-matrix of U q (g) in a similar way as in the U q (sl(2)) case. Indeed, for α ∈ Φ + , there exists a unique k such that α = s αi 1 . . .
which enables us to define e α = T αi 1 . . . (2)). We therefore definê
The standard R-matrix of U q (g) is expressed as:
Its associated classical r-matrix is
An important result states that the value of the standard R-matrix (28) is independent of the choice of the reduced expression of w 0 . Moreover, we have by construction
If we define ω = q
0 , this element satisfies:
Let us finally precise simpler conventions in the case g = sl(n + 1). We will use the shortened notations h (i) = h αi , ζ (i) = ζ αi , e (i) = e αi , f (i) = f αi , as well as w αi = w (i) . We will choose the following reduced expression of w 0 :
which implies the following ordering on roots:
If 1 ≤ i ≤ j ≤ n, we define the positive root α ij = j k=i α k . We can therefore construct a CartanWeyl basis in two different ways. The first one has already been explained, we denote e αij , f αij the corresponding elements. The second one uses the inductive algorithm of [23] . We denote by e (ij) , f (ij) the corresponding elements. We have e αij = (−1)
In the fundamental representation, we have
, and the
of the standard R-matrix is given by
Belavin-Drinfeld Triples and Cremmer-Gervais R-matrices
We recall here the notion of Belavin-Drinfeld triple and study the sl(n + 1) case with a special attention to the shift and to the universal construction of the Cremmer-Gervais's solution. A Belavin-Drinfeld triple [8] for a simple Lie algebra g is a triple (Γ 1 , Γ 2 , T ) where Γ 1 , Γ 2 are subsets of the Dynkin diagram Γ of g and T : Γ 1 → Γ 2 is an isomorphism which preserves the inner product and satisfies the nilpotency condition: if α ∈ Γ 1 then there exists k such that
We extend T to a Lie algebra homomorphism T : n + → n + by setting on simple root elements T (e α ) = e T (α) for α ∈ Γ 1 , and zero otherwise.
Any solution r to the CYBE satisfying r + r 21 = Ω is equivalent, under an automorphism of g, to a solution of the form
where s ∈ 2 h is a solution of the affine equations:
Given a Belavin-Drinfeld triple, the affine space of the s satisfying the previous equations is of dimension k(k − 1)/2 where k = |Γ \ Γ 1 |.
In the present work, we are mainly concerned with the case where g = sl(n + 1), and with the following Belavin-Drinfeld triple, known as the shift:
Since in this case k = 1, this Belavin-Drinfeld triple selects a unique s ∈ 2 h which is
The quantization of the corresponding r-matrix in the fundamental representation is known as the Cremmer-Gervais's solution [12, 9] . A universal construction has been given in [25] in the case g = sl(3), whereas the complete understanding of the explicit expression of the quantization of any solution of Belavin-Drinfeld type has been given in [15] . We will not follow here this last result, and will instead construct directly the quantization of the r-matrix associated to the shift. The expression that we will obtain is simpler than the one obtained by the method of [15] .
Let us first recall the notion of cocycle. An invertible element
is called a cocycle. If J is a cocycle, (U q (g)) c can be endowed with a new quasitriangular Hopf algebra structure with twisted coproduct ∆ J (.) = J −1 12 ∆(.)J 12 , and twisted R-matrix
We will now construct the universal twist associated to the shift triple. We define two morphisms of algebras:
Remark 2.1. In order to simplify expressions we will use the notations
We have the following result:
associated to the shift τ is given by:
where, ∀k ∈ N * ,
This solution will be called Cremmer-Gervais cocycle and
21 RJ 12 will be called CremmerGervais R−matrix.
Remark 2.2. Due to the nilpotency of τ all the products are actually finite. More precisely,
, the resulting expression being independent of m.
Proof: Let us give a direct proof of the cocycle identity for J in this framework. First, let us remark the following elementary results deduced from the properties of the coproduct:
and the properties of the R-matrix using τ :
where we have defined
These elements are well defined because K −1
Using the explicit values of W, J and the properties of τ , one can also prove that: 
In order to check (53) and (54), we use the following notation:
(53) follows immediately from the fact that
and (54) is equivalent to
which is satisfied due to the relation
We can now prove the cocycle identity for J by recursion. Indeed, using properties (46)-(54), we deduce easily the following recursion relation, proved in Appendix 9.2 (Lemma 6):
we conclude the proof of the cocycle identity verified by J.
In the following, we extend the morphisms of algebras τ andτ to
Note that, with this definition, τ andτ are not morphisms of Hopf algebras and are different from the extension of [15] . Indeed, their action on the coproduct is given as
Using this definition, we have
In the fundamental representation, we denote by R J the explicit (n+1) 2 ×(n+1) 2 CremmerGervais's solution of the Quantum Yang-Baxter Equation associated to the previous twist. It is given by
where
with
3 Results on Dynamical Quantum Groups
Quantum Dynamical Yang-Baxter Equation
We first begin with a formulation of the dynamical Yang-Baxter equation which is not sufficiently mathematically precise for our future purposes.
where we have denoted xq
This is sufficient for formal manipulations but it is not enough precise in the sense that the standard universal solution of the dynamical Yang-Baxter equation is such that R(x) is an infinite series in U q (g) with coefficients being rational function of x 1 , . . . , x r with coefficients in U q (h).
As a result we can extend the construction of End(U) and End(U ⊗2 ) as follows. Let A be a unital algebra over the complex field, we define the functor A ⊗ U : Rep Uq(g) → A ⊗ Vect, where A ⊗ Vect is the category which objects are A ⊗ V where V is a vector space and the maps are id A ⊗ φ where φ is a linear map between vector spaces. We can define the functor A ⊗ U which associates to each finite dimensional module V the vector space A ⊗ V and to each interwiner φ the map id A ⊗ φ. We define End(A ⊗ U) to be the set of additive natural transformations between the functors A ⊗ U and A ⊗ U. An element of End(A ⊗ U) is a family a V ∈ A ⊗ End(V ) such that it satisfies the naturality and additivity condition. We can define similarly End(A ⊗ U ⊗n ). End(A ⊗ U ⊗n ) is naturally endowed with a structure of algebra. We will denote (A ⊗
Definition 2: Quantum Dynamical Yang-Baxter Equation (Precise) A universal solution of the Quantum Dynamical Yang-Baxter Equation (QDYBE), also known as
where we have denoted xq h = (x 1 q hα 1 , . . . , x r q hα r ) and where U, V, W are any finite dimensional
We will often study the particular case where g = sl(n + 1).
Definition 3: Let f π be the fundamental representation of g = U q (sl(n + 1)). Once a n-uplet (x 1 , . . . , x n ) of complex numbers is given, we will denote
As a result we have
Therefore, in the sl(n + 1) case, we can define a notion of regularity as follows: Let ν 1 , . . . , ν n be n indeterminates and define ν n+1 by n+1 i=1 ν i = 1 and
⊗n ) c will be called x 2 -rational. Note that obviously an x 2 -rational element is also ν-rational.
This distinction is important because in the U q (sl(n + 1)) case the standard solution of QDYBE is x 2 -rational, whereas the universal solution of the dynamical coboundary equation is (almost) ν-rational.
Quantum Dynamical coCycles
The first to understand universal aspects of the dynamical Yang-Baxter equation was O. Babelon in his work on quantum Liouville on a lattice [4] . There he introduced the notion of Quantum Dynamical coCycle
c and gave an exact formula for F (x) expressed as a series.
More generally, in U q (g) ⊗2 , a universal solution of QDYBE equation can be obtained from a solution of the Quantum Dynamical coCycle Equation (QDCE) (73) in the following sense:
3. F (x) satisfies the Quantum Dynamical coCycle Equation (QDCE),
satisfies the universal QDYBE (70) where (R is the standard universal
c defined by (28) ).
Although simpler than the QDYBE equation, (73) is difficult to solve directly. However, it is possible to determine its general solutions through an auxiliary linear equation, the ArnaudonBuffenoir-Ragoucy-Roche Equation (ABRR) (see [3] , but it was first remarked in [10] ):
c by
being the algebra generated by x α , α ∈ R, with the relations
c satisfies the ABRR Equation if and only if
The importance of the ABRR equation comes from the following theorem [3] : Under the hypothesis
there exists a unique solution of Equation (76). This solution is invertible, h− invariant and satisfies the QDCE (73). It is called the standard solution of the QDCE.
Let V be a finite dimensional U q (g)-module, there exists a positive number c V such that, if x 1 , . . . , x r ∈ C with |x i | < c V , the infinite product
It satisfies moreover the ABRR Equation and belongs to
c . As a result, the standard solution F (x) of the QDCE is given by:
Remark 3.1. B(x) satisfies the following useful relations:
In the fundamental representation f π of U q (sl(n + 1)), let us denote by F(x) the explicit expression of the quantum dynamical cocycle (77). It is given by
The corresponding expression (74) of the standard dynamical R-matrix for sl(n + 1) in the fundamental representation, denoted R(x), is then
The construction of Theorem 3 has been used by P. Etingof, T. Schedler and O. Schiffmann [15] to build the quantization of r-matrices associated to any Belavin-Drinfeld triple. Indeed, for any Belavin-Drinfeld triple T , they have constructed explicitely a twist
c which satisfies
such that (J
is a solution of the Yang-Baxter equation and is a quantization of the classical r T matrix associated to T . The general expression for J T was obtained through a nice use of dynamical quantum groups and of a modification of the ABRR equation.
In general, for any finite dimensional simple Lie algebra g and any Belavin-Drinfeld triple T , J T is expressed as a finite product of explicit invertible elements as
The reader is invited to read [15] for a general construction of S T and J T using the ABRR identity. The result of [15] is completely general. However, for reasons explained below, we will only be interested in the case where g = sl(n + 1), n ∈ N * , and where T = τ is the CremmerGervais triple. The construction of J τ described in the last section is therefore enough for our purpose.
Quantum Dynamical coBoundary Problem
We have seen in the last section that Theorem 3 provides a way to solve the QDCE (73). However in [4] , for the U q (sl(2)) case, O. Babelon used a different approach: he noticed that F (x) is a quantum dynamical coboundary, i.e. that there exists an explicit invertible element
c solution of the following Dynamical coBoundary Equation :
Note that in the U q (sl(2)) this is a particular case of (85) since J is merely equal to 1. More generally, we have the following property which is formal at this stage because we do not precise the analytic property of M (x):
is invertible for any x where it exists, and such that the map F defined by
then F is a solution of the Quantum Dynamical coCycle Equation (73) (see [14] for details). As a result, the corresponding quantum dynamical R-matrix (74) can be obtained in terms of M as
Proof: If F satisfies (85) and (86), we have, using the cocycle equation (42):
and thus F is a solution of (73). (87) follows directly from (74) and (85) using (10) .
Since the article of O. Babelon on the sl(2) case, the theory of dynamical quantum groups has been the subject of numerous works, and is now well understood for U q (g) where g is a KacMoody algebra of affine or finite type. However, quite surprisingly, only little progress has been made concerning the dynamical coboundary equation (see however the articles [5] , [11] , [14] , [33] ).
The first results in this subject concerning higher rank cases have been obtained by BilalGervais in [9] , where they have found the expression for R(x) in the fundamental representation of sl(n + 1). Cremmer-Gervais [12] have then shown that, in the fundamental representation of sl(n + 1), it is possible to absorb the dynamical dependence of R(x) through a dynamical gauge transformation. More precisely, we have the following theorem:
Theorem 5: [12] , [6] , [21] In the fundamental representation of U q (sl(n + 1)), the expression R(x) (81) of the standard dynamical R-matrix is related to the expression R J (65) of the Cremmer-Gervais R-matrix as,
where the (n + 1)
in term of the Vandermonde matrix
and of the following diagonal matrices
Proof: From (81), it is easy to check that
Note that this expression is the one that can be found in [9, 2] Therefore, it remains to show that
which is proved in [12, 6, 21] .
The following theorem [6] shows that it is only in the case where g = sl(n + 1) that the coboundary equation can be eventually solved. Proof: We refer the reader to [6] for the proof of this theorem. For completeness we have given an explanation of this proof in Appendix 9.1. Therefore, quite surprisingly, except for n = 1, R J is not the Drinfeld's solution of the YangBaxter equation and is not of zero weight, but is instead the Cremmer-Gervais R-matrix. We will therefore assume in the rest of this section that g = sl(n + 1).
From the expression of M(x) in the fundamental representation one sees, because of the
The next section and the explicit form of M(x) motivates the following definition:
An element a ∈ (C(ν 1 , . . . ,ν n ) ⊗ U q (g)) c is said to be almost ν-rational if there exists an invertible element b ∈ (C(ν 1 , . . . ,ν n ) ⊗ U q (h)) c such that
where ν i =ν i 2(n+1) , i = 1, . . . , n + 1, andν 1 . . .ν n+1 = 1. For g = sl(n + 1) and for the Cremmer-Gervais cocycle J ∈ (U q (g) ⊗2 ) c , we are now ready to address the following precise problems which will be solved in this paper:
c such that
is a zero-weight solution of the QDCE (73) and such that
satisfies the following linear equation
where B(x) is defined by Eq. (75).
Note that, since M is almost ν-rational and F (x) is h-invariant, F (x) is ν-rational. 
Solving the Quantum Dynamical coBoundary problem
In this section we assume that g = sl(n + 1), and J will denote the Cremmer-Gervais cocycle defined in Theorem 1. F (x) and R(x) will respectively denote the standard solutions of zero weight (77) and (74) of the equations (76,73) and (70) respectively.
We present here some general results concerning the weak and strong QDBP. Our aim is to identify and construct elementary objects obeying simple algebraic rules which will be the building blocks of the solutions of these problems.
We first propose, in Section 4.1, a procedure to solve the WQDBP using the notion of primitive loop. The study of these primitive loops does not however enable us to solve the SQDBP. Therefore, in Section 4.2, we introduce a different approach, based on the Gauss decomposition of M(x), which leads to the solution of the SQDBP.
Primitive loops
In order to study the properties of the solutions of the WQDBP, let us first introduce the notion of primitive loop, defined as follows:
by:
P will be called the primitive loop associated to M(x).
Note that, because M(x) is almost ν-rational, P(x) is ν-rational. A primitive loop satisfies various properties and verifies a reflection equation (see (99) below) which is related to the notion of reflection algebra that will be introduced in Section 7. More precisely, Proposition 1: Properties of the primitive loop Let P(x) be a primitive loop associated to a solution M(x) of the WQDBP. We have the following relations:
is a solution of the WQDBP and if P(x) is the associated primitive loop, then, in the fundamental representation of U q (sl(n + 1)), one has tr(
is a solution of the SQDBP such that its expression (89) in the fundamental representation of U q (sl(n + 1)) is given by M(x), the associated primitive loop P (x) can also be computed in the fundamental representation and its explicit expression is given by
where, for 1 ≤ m ≤ n + 1, S m (x) denotes the symmetric polynomial in ν 1 , . . . , ν n+1 defined as
We now prove a sufficient condition for a given M to be a solution of the WQDBP.
c , and let us define P(x) ∈ (C(ν 1 , . . . , ν n ) ⊗ U q (g)) c as
If P satisfies the property
is of weight zero and is ν-rational.
As a result, F is a solution of the QDCE (73) and
R(x) = F 21 (x) −1 R 12 F 12 (x
) obeys the QDYBE (70). R(x) satisfies the linear equation (95) and therefore M(x) is a solution of the WQDBP.
Proof: The zero-weight property of F (x) is obtained from the following computation, using (101), (102) and the quasitriangularity of (U q (g), ∆
J , R J ):
By representing the third space on the fundamental representation and by tracing on it, we obtain that F commutes with S 1 (xq h1+h2 ). We now prove that this condition implies that F is of zero weight. Let V, W be two finite dimensional U q (g)-modules,
. Let us denote by P λ the projection on (V ⊗W ) [λ] and let F λ,µ = P λ F V W P µ . The previous condition implies that F λ,µ (a λ − a µ ) = 0, where
When λ = µ, a λ − a µ = 0, and therefore, since F λ,µ ∈ C(ν 1 , . . . ,ν n ) ⊗ End(V ⊗ W ), we obtain that F λ,µ = 0 which is equivalent to the zero-weight condition. As a result, F is a solution of the QDCE (73) due to Theorem 4, and thus R(x) satisfies the QDYBE (70) due to Theorem 2. It obviously verifies (87), and the fact that it satisfies (95) follows immediately from (101,102). Remark 4.4. The previous proposition leads naturally to an algorithmic approach to the computation of the universal M (x). Indeed, the explicit value of M(x) being known in the fundamental representation, we can view the system of (n + 1)
with moreover
, as a system of universal equations fixing P(x) up to a central element which can be determined using the relation
The universal expression of P(x) being known, the equation
is then a universal linear relation fixing M(x) up to a left-multiplication by an element of (C(ν 1 , . . . , ν n ) ⊗ C q (h)) c . In order to obtain a generic solution of the WQDBP, it is sufficient to show that this expression verifies universally (102). This is the path that we had initially followed in order to obtain explicit universal expressions for P(x) and M(x) such as those presented in the next section.
However, although the properties of the primitive loop P(x) associated to M(x) are powerful tools to solve very explicitely the WQDBP, these relations are not sufficient to ensure that M(x) is a solution of the SQDBP. More precisely, let M (1) (x) be a solution of (101), (102) and (105), and let u(x) ∈ (C(ν 1 , . .
) (x) the primitive loops corresponding respectively to M (1) (x), M (2) (x). We have P
(1) (x) = P (2) (x), and M (2) (x) is also a solution of (101), (102) and (105). Nevertheless, in general, the corresponding F (1) (x) and F (2) (x) are different. This shows that solutions of the WQDBP are in general not solutions of the SQDBP.
In the next section we will solve this problem and obtain sufficient conditions on M(x) solution of the WQDBP to ensure that it is also a solution to the SQDBP.
Gauss Decomposition of Quantum Dynamical coBoundary
We propose here a new approach to construct the solutions of the SQDBP, based on the study of some fundamental building blocks entering the Gauss decomposition of M (x). We will prove in this section the following theorem:
Because τ is nilpotent, the product defining
The following algebraic relations on M (0) and C [±] are sufficient conditions to ensure that M(x) is a solution of the SQDBP:
12 B 2 (x)
2 (x). (112) Remark 4.5. In the next section we will find explicit solutions to these sufficient algebraic equations.
The proof of this theorem decomposes in three lemmas. The first lemma contains elementary results on M (+) and M (−) :
Lemma 1: The infinite products (107) define elements
c . If Equations (110), (111) and (112) are satisfied, the element
c defined as
can also be written as
and therefore belongs to
Moreover, M (−) satisfies the following relations:
Proof: (114) is shown in Appendix 9.2 (see Lemma 7). (115) can then be derived from (114) using the fact that
. (116) can be proved as follows:
first, acting by τ k−1 on the first space of (112), we obtain
then, using (114), we conclude the proof of (116) 
which directly implies (119).
Lemma 2: Let us suppose that M is defined as in Theorem 7 and assume that the hypothesis of Theorem 7 are satisfied. Then
c and satisfies the ABRR identity (76).
Proof: Since, from Lemma 1,
We can therefore define (id ⊗ ι − )(F (x)). From the relations (115), (119) and the identity (109), we deduce that (id ⊗ ι − )(F (x)) = 1 ⊗ 1, which means that
The fact that F satisfies the ABRR relation can be proved as follows. Using respectively (108), (118), the quasitriangularity property (10), (116) and (117), we have
which ends the proof of the ABRR identity for F (x).
Finally, we have the following uniqueness lemma:
and assume that F (x) is a solution of the ABRR equation, then F (x) is equal to the standard solution F (x) (77) of the QDCE.
Proof: F (x) and F (x) being both in 1
. F (x) and F (x) being both solutions of the ABRR identity, we also have [Y (x), B 2 (x)] = 0.
Let V, W be finite dimensional U q (g)-modules. We can decompose W = ⊕ λ∈h * W [λ], and consider P λ the associated projection on
Since Y V,W is strictly lower triangular on W , the only possible nonzero Y λ,µ are associated to λ < µ. In this case the rational fraction (b(λ) − b(µ)) = 0 and therefore Y λ,µ = 0.
As a result, Y = 0.
Theorem 7 is a direct consequence of Lemma 2 and Lemma 3.
We now give a direct derivation of a weaker result but which proof is interesting in itself, namely that, under the hypothesis of Theorem 7, M(x) is a solution of the WQDBP.
Lemma 4:
If M(x) is defined as in Theorem 7, then F (x) = ∆(M(x)) J M 2 (x) −1 M 1 (xq h2 ) −1
is a ν-rational zero-weight solution of the QDCE. As a result, M(x) is also a solution of the WQDBP.
Proof: Let us consider P(x) = vM(x) −1 B(x) M(x) and show that the hypothesis of Proposition 2 are satisfied.
First, from (108) and (117), we have
In order to show that P satisfies the linear equation (102), we consider the quantity
and observe, using successively (120), the definition of U (x) and Eq. (116) of Lemma 1, that
Note that, from (115),
. Then, using successively (116), (110) and (79), the quasitriangularity property (10), (110) and (79) again, and finally (116), we have
As a consequence, if we denote
we obtain, using (111),
Using the fact that
(which is shown in each finite dimensional U q (g) module), as well as the fact that
− q (g) and the property (115), we obtain
which concludes the proof of (102). M(x) being almost ν-rational, the hypothesis of Proposition 2 are satisfied and F is a ν-rational zero-weight solution of the QDCE. Therefore M is a solution of the WQDBP. It is important to remark that the solutions to the SQDBP and WQDBP we found along the previous construction are by no means unique. Indeed, let M (x) be a solution of the SQDBP associated to the standard solution F (x) of the QDCE and to a given cocycle J. Let u be a dynamical group like element u ∈ (C(ν 1 , . . . ,ν n ) ⊗ U q (h)) c , i.e. verifying ∆(u(x)) = u 1 (xq h2 )u 2 (x), and let y ∈ (U q (g)) c , then the element u(x)M (x)y −1 is a solution of the QDBE associated to the standard solution F (x) of the QDCE and to the cocycle ∆(y)Jy 5 Explicit construction of Quantum Dynamical Coboundaries for U q (sl(n + 1))
In this case the following result holds, which gives a new derivation of the result of [11] .
Theorem 8: In the U q (sl(2)) case , a solution M(x) to the SQDBP is given by (108) and (107) with
Proof: Equations (110,111,112) are obtained from the properties (19, 20) of the q-exponential.
General solution of the SQDBP for U q (sl(n + 1))
Theorem 9: A solution M(x) of the SQDBP for U q (sl(n + 1)) (n ≥ 1) is given by the infinite product
Remark 5.1. One may wonder why the expression of M (0) (x) that one obtains here in the n = 1 case is not equal to 1 as in Theorem 8. Actually, since in this case J = 1, one can also choose the simpler solution M (0) (x) = 1, which gives the result of the previous section.
We first begin by proving a lemma interesting in itself.
Lemma 5: Let C [±] solutions to the equations (110,111) we define
These elements satisfy the relations:
as well as
Proof: This is easy to show using only only (110), (111), the definition of the cocycle in Theorem 1 and the quasitriangularity properties of the R-matrix. We now give the proof of the theorem.
Proof: As M is of the form (108), (107), with C [±] being ν-rational, it is enough to show that the hypothesis of Theorem 7 are verified, i.e. that (109), (110), (111) and (112) are satisfied.
Equations (109) and (111) are trivial to check using the elementary property
Equation (110) can be easily deduced from property (19) and from the following commutation properties, verified for all i, j satisfying 2
Equation (112) is slightly more difficult to show. Although our proof is a bit unsatisfactory, we have chosen a method preventing us to enter too deeply in the combinatorics of q-exponentials. Our proof consists in two steps: first, we show that this relation holds in the fundamental representation, and then that it can be obtained in other representations by fusion from the fundamental representation.
The fact that (112) is satisfied in the fundamental representation, i.e. that
is proved by an explicit computation in Appendix 9.2 (Lemma 8).
Let us now study the fusion properties of this relation. This is the consequence of the previous lemma and from it we obtain: if (
for any submodule
V . From this lemma we obtain that:
V . It is a basic result that any irreducible module of U q (sl(n + 1)) is obtained as a submodule of some tensor power of the fundamental representation. Therefore, ( 
One also has:
Using these results an explicit computation shows that:
with D, V(x), U(x) defined in Theorem 5.
6 Quantum Dynamical coBoundaries and Quantum Weyl Group
Primitive Loops and Quantum Coxeter Element
Let g be a finite dimensional simple Lie algebra, and W its associated Weyl group. We define the shifted action of W on h by w.λ = w(λ + ρ) − ρ. We will denote w.x the corresponding action on the variable x i , i = 1, . . . , r. In the case where g = sl(n + 1), we can identify the Weyl group with the permutation group S n+1 . Its shifted action on ν 1 , . . . , ν n+1 is given by w. (ν 1 , . . . , ν n+1 ) = (ν w(1) , . . . , ν w(n+1) ). We will assume in this subsection that g = sl(n + 1) and that M (x) is the solution to the SQDBP defined in Theorem 9. We will study the behaviour of P (x), M (x) under the shifted action of the Weyl group.
Proposition 3:
The primitive loop is invariant under the shifted action of the Weyl group, i.e. P (w.x) = P (x), ∀w ∈ W.
Proof: Because of the fusion property (98), it is sufficient to prove that P (x) is invariant in the fundamental representation. We have computed P (x) in the fundamental representation using the explicit form of M (x), it is given by (100) and depends on ν i only through the symmetric polynomials. As a result, P (x) is invariant under the shifted action of W.
An interesting question is what is the explicit expression of P (x)? From equation (120,123), P (x) can be expressed as a finite product of q-exponential. However, on this expression, the invariance of P (x) under the shifted action of the Weyl group is not explicit. We can simplify the expression of P (x) by using the quantum Weyl group.
Indeed, in the sl(2) case, we have the property:
Proposition 4: Expression of P (x) for sl(2).
Proof: Formula (126) is deduced from (125) using (22) . This last formula is explicitely symmetric under the exchange of x and x −1 .
This result can be generalized as follows:
Theorem 10:
is invariant under the shifted action of the Weyl group and w C is a quantum analog of the Coxeter elementŵ
Proof: From the expression (120), we obtain that
As a result,
Using Saito's formula (22), we have
We therefore have proven that
and it remains to move all theŵ −1 (k) on the left. Using the fact that s α1 . . . s α k (α k+1 ) is a positive root, we obtain that (
c . This finishes the proof.
Remark 6.1. An interesting question would be to find the simplest exact form of Q(x) expressed as a finite product of q-exponentials when n ≥ 2, exhibiting invariance under the shifted action of the Weyl group.
Dynamical coBoundary and Dynamical Quantum Weyl Group
We show in this section that the shifted action of W on M (x) is controlled via a dynamical quantum Weyl group [16] . Although the notion of dynamical Weyl group can be defined for any simple Lie algebra, we will assume here that g = sl(n + 1). We first recall that the dynamical Weyl group controls the shifted action of W on F (x), where F (x) denotes the standard solution to the QDCE. Etingof and Varchenko have constructed a map A : W → (C(ν 1 , . . . , ν n ) ⊗ U q (g)) c , w → A w (x), satisfying the following properties:
The third property can be reformulated as A w (x) being a one W -cocycle taking values in (C(ν 1 , . . . , ν n ) ⊗ U q (g)) c . We have the following proposition:
Let M denote the solution of the SQDBP defined in Theorem 9. We can define a mapÃ : W → (C(ν 1 , . .
This map satisfies all the properties (128, 129, 130) .
Proof: We first show thatŵÃ w (x) is a zero-weight element. We have:
This shows that (ŵÃ w (x)) 1 commutes with P 2 (xq h1 ). Therefore, using the same argument as in Proposition 2, we obtain thatŵÃ w (x) is a zero-weight element.
We now prove thatÃ w (x) satisfies the property (129). The dynamical coboundary equation implies that
Therefore,
which ends the proof of the proposition.
One can precise the relation between A andÃ.
Proposition 6:
c satisfying the axioms (128, 129, 130), they are related as
c which is a one-cocycle, i.e.
and such that each Y w (x) is a dynamical group like element, i.e.
Proof:
which is zero-weight. We have,
We now apply the Lemma 2.15 of Etingof-Varchenko [17] and we obtain that Y w (x) lies in (C(ν 1 , . . . , ν n ) ⊗ U q (h)) c . This ends the proof.
Remark 6.2. It would be interesting to precise the value Y w (x) relating A w the dynamical quantum Weyl group of Etingof-Varchenko toÃ w (x) defined by (131).
Remark 6.3. The solutions of (128,129,130) exist for all simple Lie algebra g, however we give a solution of these equations as a coboundary of the form (131) only in the sl(n + 1) case. It would be an interesting problem to study if the dynamical Weyl group of Etingof-Varchenko can be written as
with Y w (x) satisfying properties of the previous proposition and M : C r → U q (g). In the negative this would provide an alternative proof of the Balog-Dabrowski-Fehér Theorem.
7 Quantum reflection algebras
Definitions, properties and primitive representations
In this section we define and study the quantum reflection algebra L q (g, J) associated to any cocycle J ∈ (U q (g)) ⊗2 . Although there exists a morphism of algebra L q (g, J) → U q (g), this morphism of algebra is not an isomorphism. In particular, in the case where g = sl(n + 1) and J = J τ , L q (sl(n + 1), J) admits one-dimensional representations which do not extend to U q (sl(n + 1))-representations. We call them primitive representations and study their relation with the primitive loop.
Definition 5: Quantum Reflection Algebra
For any simple Lie algebra g and any cocycle J ∈ (U q (g)) ⊗2 , we define the algebra L q (g, J) as being the associative algebra generated by the components P V for all finite dimensional module
c with the relations:
Let (V, π) be a finite dimensional U q (g)-module, we denote
. These matrices satisfy the following reflection equations for all finite dimensional U q (g) modules
This map is usually thought as being an isomorphism of algebra but this is not true, it is true only if we localize certain elements of L q (g, J). This aspect will be central in the rest of this section.
L q (g, J) is not a Hopf algebra but it is naturally endowed with a structure of left U q (g)-comodule algebra.
is a morphism of algebra and is a left U q (g)-coaction with the coproduct being ∆ J .
Proof: Trivial.
Although this map does not define a structure of Hopf algebra on L q (g, J) we still have the following commutative diagram:
A natural problem is the study of the representation theory of L q (g, J). Because of the two previous propositions we have the following general properties:
2. if (V, π) is a representation of U q (g) and (W, ω) is a representation of L q (g, J), one can define the tensor product π⊗ω = (π ⊗ ω)σ representation of L q (g, J) acting on V ⊗ W.
As an example we first classify the irreducible finite dimensional representations of L q (sl(2)) with J = 1.
We first define a simpler presentation of L q (sl(2)) using the fundamental representation of (2)) is generated by the matrix elements a =
2 with relations (135) which can be explicited respectively as (136) with an additional relation:
The center of L q (sl (2)) is the polynomial algebra generated by z = q −1 a + qd.
We denoteL q (sl(2)) the algebra L q (sl(2)) localized in a and we denote a −1 the inverse of a. L q (sl (2) ) is now isomorphic to U q (sl(2)) through the explicit homomorphism
which satisfies ρ • κ = id |Lq(sl (2)) .
It is easy to classify the irreducible representations of L q (sl (2)).
Proposition 9:
The irreducible representations of L q (sl(2)) consists in: -The representation π • κ where π is an irreducible representation of U q (sl (2)). These representations extends toL q (sl (2)).
-The one-dimensional representations E x,α with x, α ∈ C * , defined as:
Note that E x,α (z) = (x + x −1 ) and (2)) module. z being central is represented by a complex number z ∈ C. If Π(a) is invertible one obtains a representation of L q (sl(2)) ≃ U q (sl (2)) which from the classification of irreducible representations of U q (sl (2)) when q is not a root of unit is of the form Π = π • κ. If not, we define W = ker(Π(a)), it is a submodule and the restriction of a, b, c, d to W satisfies:
This is an abelian algebra and therefore the irreducible finite dimesional representations are of dimension one. Therefore W = V and is one dimensional. The representation is therefore of the type E x,α .
We will call the family of one-dimensional representations of L q (sl (2)) for which a = 0 primitive representations. Remark 7.1. The study of the representation theory of the algebra L q (g, J) is an interesting problem that we will only look at in the case where g = sl(n + 1) and J = J τ .
The primitive representation in the sl(2) case appears first in [26] The classification of all characters, i.e. all one dimensional representations, of L q (sl(n+1), J) for J = 1 has been obtained in [28] .
Remark 7.2. Finite dimensional representations of reflection algebras are not completely reducible. An example is given for L q (sl(2)) by [29] .
In the next section we will study the generalisation of these primitive representations to the case of L q (sl(n+ 1), J τ ). We will study the decomposition of the tensor product of an irreducible representation π of U q (sl(n + 1)) with an irreducible representation ω of L q (sl(n + 1), J τ ). When the irreducible representation ω = π ′ • κ, where π ′ is a representation of U q (sl(n + 1)), the intertwining map is governed by ordinary Clebsch-Gordan map of U q (sl(n + 1)) and there is nothing new, but when ω is a primitive representation the intertwining map is entirely governed by the coboundary element evaluated in the representation π. We can also invert this process and define the coboundary in the representation π as being the intertwining map.
We now assume that g = sl(n + 1) and J = J τ . In the first part of this section we assume that M (x) is the solution of the SQDBP with associated primitive loop P (x).
We will abusively denote E x this representation.
Of course if we fix ν 1 , . . . , ν r to non zero complex numbers, we obtain characters of L q (sl(n + 1), J τ ).
We have the following proposition Proposition 10: Intertwining map and Coboundary Let (V, π) be a finite dimensional representation of U q (g), the following decomposition property holds:
and M (x) V is an intertwining map between these representations.
Proof: E x acts on the module C generated by 1, we will show that if v ∈ V [λ] then the action of
The proposition follows.
A representation framework for weak solution of dynamical coBoundary elements
In this subsection we give hints towards a purely representation theoretical approach of QDBE. Because we already have obtained an explicit universal solution of this problem in its strongest formulation, the aim of this subsection is not to give completely rigorous reconstruction of M (x). We would like to emphasize the puzzling fact that M (x) and F (x) can be constructed solely with interwining operators involving primitive representations of loop algebras and finite dimensional representations of U q (g) whereas in the work of [16] F (x) is built using intertwining operators between Verma modules and finite dimensional representations of U q (g).
L q (sl(n + 1), J τ ) can be presented in term of matrix elements of f U . We use the results of [20] and denoteŘ
is the permutation operator. BecauseŘ satisfies the Hecke symmetry it is also true forŘ J . As a result all the constructions of [20] concerning the T r q and det q can be applied. We denote A (k) the antisymmetrizer associated toŘ acting on V ⊗k f , it is denoted P k − in [20] . Similarly we can define A (k) J the antisymmetrizer associated toŘ J acting on V ⊗k f .Ř andŘ J are both Hecke symmetry of rank
τ ) is isomorphic to the algebra A(sl(n+1), J) generated by the matrix elements of U ∈ End(V f ) ⊗ A(sl(n + 1), J) with relations
where det q (U ) is the central element defined by
, which concludes the proof.
Having defined M V (x) for V simple we straightforwardly define M W (x) for W semi-simple. Let (π, V ), (π ′ , W ) be two representations of U q (sl(n + 1)). Using decomposition property (151) we obtain the property
As a result, F V,W (x) defined by
is of zero weight. The family of intertwing maps M V (x) defines therefore a solution of the WQDBP. The previous framework shows that one can obtain a definition of M V (x) in a purely representation theoretical setting and that M is a solution of the WQDBP. We think that this method can be further pursued to obtain a purely representation theoretical approach to the SQDBP. As an example, we give in Appendix 9.3 some remarks concerning this point in the rank one case, the higher rank case being still unclear for us.
Conclusion
In this work we have given a universal explicit solution of the Quantum Dynamical coBoundary Equation. This was obtained through the use of the primitive loop, which study led us to this solution.
However many points are still unclear to us. The first one concerns the Balog-Dabrowski-Fehér Theorem. Although the result is unquestionable, the proof seems unnatural. The fact that it selects precisely sl(n + 1) and the Cremmer-Gervais 's r-matrix still remains unclear.
The second one comes from the possible various generalizations. We have studied here the QDBE in the case where F (x) is the standard solution and h is the Cartan sub-algebra, but we could imagine considering also the case when F (x) is associated to a generalized BelavinDrinfeld triple of the type considered by O. Schiffmann [31] , or generalizing this equation to the non abelian case. These problems are still completely open.
As a third point, one may also wonder whether one can generalize the straightforward proof of Appendix 9.3, presented here in the U q (sl(2)) case, to higher rank.
Finally, we would like to mention that the coboundary equation originates in the IRF-Vertex transform [7] , and all the tools are now present for the construction of a universal IRF-Vertex transform in the quantum affine case. This universal coboundary element will relate the face type twistors and the vertex type twistors of elliptic quantum algebras of [22] .
Appendix
The Balog-Dabrowski-Fehér Theorem
We give here elements of the proof of Theorem 6 following the arguments of [6] .
For a finite dimensional simple Lie algebra g, let R(x) be the universal standard solution of the QDYBE and assume that there exist M (x), R J such that the equation (87) holds. We fix x and expand each factor of (87) in term of , with q = e 2 . We have R(x) = 1 + r(x) + o( ), where
As a result, R J = 1 + r J + o( ), and the linear term r J is given through (87) in terms of r(x) as
The condition ∂ i r J = 0 can then be expressed only in term of r(x) and of the connection A, and reads:
Balog, Dabrowski and Fehér have shown that the set of flat connections satisfying this equation is empty when g does not belong to the A n series. In order to prove this result, we decompose A on the root subspaces as
The differential equations satisfied by A are the flatness condition D A A = 0 and the equation 159) ), which give respectively, when projected on the root subspaces, 
The general solution of the equation (167) is
where φ i are arbitrary functions. The general solution of the equation (168) is then
in terms of some (so far arbitrary) constants C 2 (α + K α ) for α > 0 and K α ⊥ α. As a result we obtain that
It remains to show that the set of equations (172) rules out all the simple Lie algebras except the A n series.
Proving this property is simplified by the following observation: if (172) admits a solution (C α ) for a Lie algebra associated to the Dynkin diagram D labelling the simple roots α 1 , . . . , α r , and if D ′ is a connected subdiagram of D associated to the roots α j , j ∈ D ′ ⊂ D = {1, . . . , r}, then the orthogonal projection of (C α ) on the vector space generated by α j , j ∈ D ′ , is a solution of (172) for the Lie algebra generated by D ′ . As a result, one obtains that it is sufficient to show that the solution of (172) is empty for D 4 , B 2 and G 2 for ruling out all but the A n series. The next observation comes from the theorem that if α, β are roots such that α + β and α − β are simultaneously non roots, then (α, β) = 0. As a result, in this case, by combining the equations (172) for α + β and α − β, one obtains that K α ⊥ β. As a result, we obtains that K α ⊥ V α where V α = Cα + β∈Φ,α±β / ∈Φ Cβ. We trivially have V wα = wV α where w is any element of the Weyl group. As a result, codim(V α ) only depends on the length of α.
An elementary analysis ot the root system of D 4 and G 2 proves that codim(V α ) = 0 for all roots. Therefore K α = 0, but the corresponding C α is not a solution of (172).
In the case of B 2 one obtains that codim(V α ) = 0 if α is long and codim(V α ) = 1 if α is short. The explicit study of the system (172) shows that once again the set of solutions is empty.
This concludes the proof that the coboundary equation can admit solutions only in the case where g = sl(n + 1).
We will now show that, in the case where g = sl(n + 1), such a solution r J is unique up to an automorphism. As we know that r τ,s , with s defined as (38), is a solution of the coboundary equation in this case (this is a direct consequence of Theorem 5 in the fundamental representation, and of Theorem 9 at the universal level), it means that, for any solution r J of the coboundary equation, there exists an automorphism φ of sl(n + 1) such that r J = (φ ⊗ φ)(r τ,s ).
In order to prove this uniqueness property, let us caracterise completely all the possible solutions for the connection A in the sl(n + 1) case. In this case, positive roots are of the form u i − u j , i < j, where u 1 , . . . , u n+1 are orthonormal vectors. From the previous considerations, K ui−uj should be simultaneously orthogonal to u i −u j and to all u k −u l such that {k, l}∩{i, j} = ∅. It is therefore of the form
and it can be shown, using Eq. (172), that all the constants ǫ ij are equal to some common value ǫ ∈ {+1, −1}. Furthermore, still from Eq.(172), the constants c(α) associated to positive roots have to satisfy c(u i − u j ) c(u j − u k ) = ǫ c(u i − u k ), if i < j < k, which means that there exists some constants c 1 , . . . , c n such that, for all positive roots α, we have c(α) = ǫ exp m c m α(h αm ) . On the other hand, pluging (169) and (170) into (161), we obtain the following conditions on the functions φ i :
where ψ is an arbitrary function. Note at this stage that we may as well fix c(α) = ǫ and absorb the arbitrariness of this constant in ψ.
Let us now prove that a modification of the function ψ does not affect r J . Let us denote by A (ψ) , M (ψ) , (r J ) (ψ) (respectively by A (0) , M (0) , (r J ) (0) ) the connection, the coboundary and the corresponding r-matrix associated to a given ψ (respectively to ψ = 0). We have:
where g ψ = exp( m x m ∂ m ψ h αm ). Note that, due to the specific form of g ψ , only the second term in (174) gives a non-zero contribution to (A (ψ) ) j ∧ h αj , and therefore, and to the automorphism α → −α, ∀α ∈ Φ, corresponding to the change ǫ → −ǫ. Thus, the solution r J is unique up to an automorphism of sl(n + 1), which concludes the proof. 
(τ p ⊗ id)(R) = q 
Using (177), reorganising the factors in the product and using (178), we can rewrite ∆ M (+) (x) as
On the other hand, from (179), J can be expressed as
where we have also used (111) to reexpress the first factor. To reorganise factors in the product, we use recursively the following relation, derived from the quasitriangularity property (10): 
where we have used (180) and the nilpotency of τ . We finally multiply this expression by M
2 (x) −1 , and this concludes the proof. Using these intermediary results, it is then straightforward to check the announced result.
9.3 A shortcut construction of M(x) in the U q (sl(2)) case A simpler alternative construction of M (x) solution of the SQDBP can be done in the rank one case. This suggests a deeper relation between Primitive Representations of reflection algebras and Dynamical coboundaries but we unfortunately have not been able to generalize the present method for U q (sl(n + 1)) with n ≥ 2. The proof is however so simple that we have not resisted to include it here.
Lemma 9: Let us define a map G : C → U q (sl (2)) ⊗2 by G 12 (x) = B 1 (x) 
Moreover G(x) is an element of L q (sl(2)) ⊗2 . As a result we have also F 12 (xq h3 ) ∈ L q (sl(2)) ⊗3 , and (id ⊗ id ⊗ E)(F 12 (xq h3 )) = 1 ⊗ 1 for any primitive representation E of L q (sl(2)). Proof: It is straightforward, using the quasitriangularity property (9) for R, the dynamical cocycle equation (73) and the zero weight property of F (x), to obtain that G(x) satisfies the dynamical quasitriangularity equation. From the explicit expression of R(x) and from the isomorphism between U q (sl(2)) andL q (sl(2)) we have the property G(x) ∈ L q (sl (2)) ⊗2 . (This is the step we are not able to generalize in the higher rank case). The other properties are trivial.
Proposition 11:
Due to the previous lemmas, for any primitive representation E of L q (sl(2)), it makes sense to define the following map from C to L q (sl(2)) by
For any E, M (E) (x) verifies the QDBE. Its explicit expression is given by (121) up to trivial gauge transformations. Proof: Using previous lemmas and the fact that E is a morphism, we have
which concludes the proof of the dynamical coboundary equation. The explicit expression (121) is recovered from (187) by a trivial computation.
