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Introduction {#sec1}
============

Answering many theoretical questions in ecology and conservation frequently requires the identification and monitoring of individual animals ([@bib19]). However, traditional marking methods are often costly and involve considerable risk to the animal, a risk that is typically unacceptable for endangered species ([@bib7]). With the maturity of digital image acquisition and camera traps, it has become relatively easy to repeatedly capture images of animals; however, using these images to address many ecological questions requires accurate individual identification ([@bib27]).

By employing image matching methods ([@bib30]; [@bib31]; [@bib4]; [@bib8]) and machine learning ([@bib18]; [@bib25]; [@bib19]), researchers have accurately identified species from images using animal body surface characteristics, like colors ([@bib30]; [@bib31]; [@bib28]), shape ([@bib4]; [@bib26]; [@bib8]), and texture ([@bib5]). To identify individuals, however, the images of specific body parts are required ([@bib20]; [@bib2]; [@bib17]; [@bib10]; [@bib14]), and this has been done with penguin\'s abdomens ([@bib2]), stripes of zebra ([@bib17]) and tigers ([@bib29]), and the unique spot and scar features on the backs of killer whales ([@bib1]). Although helpful for specific studies, these methods are using species-specific traits and thus they cannot be used across species.

The objective of our study was to determine if animal facial images could be used as a universal part for individual detection and identification. Machine learning for facial recognition has been developed for animals. For example, [@bib3] presented a method based on Haar-like features and AdaBoost algorithm to detect the lion\'s face and [@bib6] extracted the features of the key facial points of chimpanzees for individual identification. Recently, [@bib13] used VGGNet for face recognition on 65,000 face images of 25 pandas and obtained an individual identification accuracy of 95%. [@bib22] presented a deep convolutional neural network (CNN) approach for face detection, tracking, and recognition of wild chimpanzees from long-term video records in a 14-year dataset yielding 10 million face images from 23 individuals, and they obtained an overall accuracy of 92.5% for identity recognition and 96.2% for sex recognition. Such studies suggest that facial images could be a universal feature for individual detection and identification for mammals ([@bib15]).

Past studies have applied machine learning to recognize species; however, these methods use classical image segmentation and artificial features to perform coarse-grained species or individual identification and require high image quality, which results in that the recognition performances of these methods become poor if the image is occluded or the animal changes posture. As a result, this method is not practical for uncontrolled field conditions.

CNNs deal well with nonlinear problems due to their powerful feature extraction capabilities that provide new solutions for occlusion and posture changes of animals faces ([@bib16]). CNNs have become an exciting and active research topic in the field of computer vision, and various derivative network models have been proposed, such as ZFNet ([@bib32]), VGG ([@bib23]), GoogleNet ([@bib24]), ResNet ([@bib11]), and DenseNet ([@bib12]). In the detection and identification of wildlife, the Log-Euclidean framework was used by [@bib9] to improve the identification ability of CNN-based methods to predict the identity, age, and gender of chimpanzees. [@bib20] used a variety of CNN frameworks and demonstrated that deep learning (DL) can automate species identification for 99.3% of 3.2 million wildlife images in the Serengeti and performed slightly better (96.6% accuracy) than teams of volunteers. Species or individual identification based on machine learning has achieved reasonably good results, especially when many images are available.

To accurately identify individuals using the same methods across multi-species, we designed a deep neural network with attention mechanism for individual identification of primates and other species. Subsequently, we developed and tested our system for automatic individual identification that uses DL techniques to identify body parts. We believe that this represents a breakthrough in software engineering to identify individual animals that will be very useful for biological research. We call our system Tri-AI, which is used for automated face detecting, identifying, and tracking. Here we report on our efforts to design the system Tri-AI for individual identification of 41 primate and 4 carnivore species ([Figure 1](#fig1){ref-type="fig"}).Figure 1Application of Deep Learning in Animals and the Individual Identification Accuracy of 21 SpeciesGreen dot, Non-facial (body) biometric character recognition; red stars, facial biometric recognition. Break line box: Tri-AI has successfully performed individual identification in the species in this study (in left green box). N1 is the number of the individuals, and N2 is the number of facial images for the corresponding species in our image dataset (in middle red box). For each species, we give the average, maximum, and minimum values of the accuracy from multiple tests (in right blue box).

Results {#sec2}
=======

Overview of the Experimental Results {#sec2.1}
------------------------------------

We designed Tri-AI (related to [Supplemental Information](#appsec1){ref-type="fn"}) to quickly detect, identify, and track individuals from videos or still-framed images of multiple species (related to [Transparent Methods](#mmc1){ref-type="supplementary-material"}). To accomplish these tasks, the system Tri-AI needed to be fed in a great deal of data. Therefore, we established an Image Acquisition Standard for animals (related to [Transparent Methods](#mmc1){ref-type="supplementary-material"}), and then obtained facial images of known individuals from images or videos to build an image set (related to [Transparent Methods](#mmc1){ref-type="supplementary-material"}). This image set was used for face detection and individual identification separately. We trained and tested Tri-AI with an initial database that contained 102,399 images of 1,040 individuals whose identity was known, across 41 primate species and 6,562 images of 91 individuals across four carnivore species (related to [Figure 1](#fig1){ref-type="fig"} and [Table S1](#mmc1){ref-type="supplementary-material"}). Tri-AI achieved individual identification accuracy of 94.11% (mean ± SE = 94.11% ± 0.0024; [Figure 1](#fig1){ref-type="fig"}, [Table S1](#mmc1){ref-type="supplementary-material"}) with an average detection and recognition time of 31 images per second. The identification accuracy for different species by the proposed Tri-attention network (related to [Transparent Methods](#mmc1){ref-type="supplementary-material"}) in the system Tri-AI was obtained on the test image dataset ([Table S1](#mmc2){ref-type="supplementary-material"}), and the accuracy of individual identification for golden snub-nosed monkey test images was 94.12% (related to [Table S1](#mmc2){ref-type="supplementary-material"}). These images were obtained by mobile phones or single-lens reflex (SLR) cameras and have relatively high resolutions. The facial images are clear with little shielding. The images of most golden snub-nosed monkeys were captured on different days, whereas the images of other species were obtained in one day in zoos. Across the species examined, Tri-AI achieved correct detection accuracy (i.e., detection of the animal from the environment) of 91.1%--97.7%. Thus, our work suggests that the animals\' faces can be used to identify individuals. The dataset and the related testing models have been released publicly at the database AFD (Animal Face Database): <http://dx.doi.org/10.17632/z3x59pv4bz.2>.

The three still-framed images in [Figure 2](#fig2){ref-type="fig"}A depict Tri-AI detection of the animal\'s facial area and subsequently identify the individual. If the individual is included in the existing database, Tri-AI identifies them and provides their identification number or name ([Figures 2](#fig2){ref-type="fig"}A, 2B1, and 2C1). If the individual is not in the database, Tri-AI identifies the animal as a new individual and gives them a new number or name ([Figures 2](#fig2){ref-type="fig"}A, 2B2, and 2C2).Figure 2Face Detection and Identification of the Golden Snub-Nosed Monkeys by Using Deep Learning Methods in Tri-AI(A) An original video has many frames, and the face areas of the monkeys must first be detected using Faster RCNN ([@bib21]) from each frame.(B1 and B2) The detected monkeys\' faces are all marked in each frame by Faster RCNN and then are input to Tri-attention network for individual identification.(C1) Tri-AI identifies and names all monkeys known in the database.(C2) If Tri-AI finds a new monkey face, a new name is then given and automatically added to the database.

For videos, Tri-AI detects animal faces and identifies their identity frame by frame ([Figures 2](#fig2){ref-type="fig"}A--2C), and again if a new individual appeared in the videos, Tri-AI gives the animal a new ID or name ([Figures 2](#fig2){ref-type="fig"}A, 2B2, and 2C2). Meanwhile, all the facial images of the new individual can be collected to update the original image dataset. With video, more facial images of the new individual are collected. When the new individual has more than 60 facial images, the updated dataset is used to retrain Tri-attention network offline. If images of these individuals are collected in the future, the updated Tri-attention network will identify the individuals. Most importantly, this update will occur even if the observer has not been able to distinguish features to know the animal ([Figure 2](#fig2){ref-type="fig"}) and thus will help the researcher to learn new individuals. Our model identifies new individuals and collects the face images of the new individual according to the locations of the detected faces. Then the model is retrained offline on the update dataset with new individuals.

We obtained 98.70% accuracy in facial detection and 92.01% accuracy for individual identification with test videos of golden snub-nosed monkeys. Tri-AI needs to be trained with 60 or more images per individual to obtain stable identification accuracy ([Figure 3](#fig3){ref-type="fig"}). These results demonstrate that this AI software can reliably identify individuals across species using facial images (related to [Tables S1](#mmc2){ref-type="supplementary-material"} and [S2](#mmc1){ref-type="supplementary-material"}). The promising performance of Tri-AI inspires that this approach can be used to automatically identify and track individuals of many wildlife species. Tri-AI can do real-time monitoring in the day or at night.Figure 3The Relationship between the Identification Accuracy and the Training Sample NumbersThe accuracy is improving with increasing in training samples for each individual, and the inflection point number of training images is around 60 for each individual of golden snub-nosed monkey.

Details of Experimental Results {#sec2.2}
-------------------------------

### Face Detection for Images {#sec2.2.1}

Tri-AI can detect faces with a high level of accuracy. We randomly tested Tri-AI with 500 gray scale images of golden snub-nosed monkey and found that it successfully found 632 faces, but failed to detect a face in 56 incidences (48 faces cannot be detected because they were shaded and all the faces that were falsely detected had only a partial face as judged by S.G.). We demonstrated that Faster RCNN ([Figure S1](#mmc1){ref-type="supplementary-material"}) can be used to detect other species as long as it was provided with a sufficiently robust labeling file. We tested 1,500 images of three species: 500 images of golden snub-nosed monkeys, 500 images of Tibetan macaques (*Macaca thibetana*), and 500 images of individually known tigers (*Panthera tigris*). We checked the tested images one by one and obtained a high face detection level for each species: 91.13% for golden snub-nosed monkeys, 97.71% for Tibetan macaques, and 97.70% for tigers. The full precision-recall curve of Faster RCNN for face detection of golden snub-nosed monkeys is shown in [Figure 4](#fig4){ref-type="fig"}. It can be seen that the face detection performance for golden snub-nosed monkeys by Faster RCNN was high due to the upper right convex effect. We also provide samples of false face detection cases ([Figure 5](#fig5){ref-type="fig"}).Figure 4Precision-Recall Curves of Face Detection by Faster RCNN on Golden Snub-Nosed MonkeysFigure 5The Detected Results of Golden Snub-Nosed Monkeys by Faster RCNN

In addition, Faster RCNN can be pre-trained by the labeled images of golden snub-nosed monkey, and then fine-tuned by small-scale labeled images of other species. For example, we pre-trained Faster RCNN with 1,200 labeled images of golden snub-nosed monkey, then fine-tuned the pre-trained model by 500 labeled images of Tibetan macaque, and we can get an average face detection accuracy of 96.00%, compared with 97.7% obtained by Faster RCNN trained on 1,200 labeled images of Tibetan macaque without pre-training.

### Face Recognition for Images {#sec2.2.2}

We determined the identity of detected faces using Tri-AI and tested its ability to correctly assign individual identities. To do this, we used our image dataset of 41 primate species from wild and captive animals in China (102,399 facial images of 1,040 individuals) (related to [Transparent Methods](#mmc1){ref-type="supplementary-material"}). We selected 17 primate species from the dataset that had more than 19 identified individuals and tested Tri-AI\'s accuracy using non-repetitive random sampling for five times. Tri-AI obtained an average identification accuracy of 93.58% (90.14%--96.27%; [Figure 1](#fig1){ref-type="fig"} and [Table S1](#mmc1){ref-type="supplementary-material"}). This accuracy can be achieved rapidly as Tri-attention network ([Figures S2--S6](#mmc1){ref-type="supplementary-material"}) accomplished individual identification of 1,000 facial images in 20 s. There were 24 species (No. 18--41, related to [Table S1](#mmc2){ref-type="supplementary-material"}) in the dataset with fewer than 12 individuals. Despite having few individuals Tri-AI ([Figures S7--S16](#mmc1){ref-type="supplementary-material"}) could identify species with an accuracy of 97.58% (a total of 7,883 facial images).

### Training and Testing Samples {#sec2.2.3}

We randomly selected 60% of the facial images of all species as training samples, 10% of the images as validation samples, and the remaining 30% of the images as the tested samples. We detected the monkeys\' facial images from all the captured images, and removed facial images with high similarities. To determine the samples size needed for training the Tri-AI system, we made a correlation analysis between the number of training samples and the identification accuracy. The identification accuracy was improving with increasing training sample numbers for each individual, whereas the inflection point number of training image was approximately 60 for reliably identifying an individual from its face images (see in [Figure 3](#fig3){ref-type="fig"}).

### Face Detection and Individual Identification in Videos {#sec2.2.4}

We used 10 videos of golden snub-nosed monkeys as the test data with 22 individuals and evaluated the success rates of detection and identification frame by frame. The Tri-AI system obtained 98.70% face detection accuracy, 92.01% individual identification accuracy, and 87.03% identification accuracy for new individuals. For the individual identification accuracy, we used 864 frontal facial images in 10 videos; we found that 795 facial images could be correctly identified, but the remaining 69 facial images were incorrectly identified as wrong individuals.

Discussion {#sec3}
==========

Our objective was to develop a system for identifications of individuals with deep network models (Tri-AI), which could quickly detect, identify, and track individuals from video or still-framed images from multiple species. To accomplish this, our system needed to be fed and learn tremendous prior knowledge. We built a dataset that contained 102,399 images of 1,040 individuals, whose identity was known, across all subfamilies of non-human primates and four carnivore species. Primates were chosen as the main testing species because advanced face identification techniques had been developed in human. Four carnivore species were chosen, as they do not have typical human-like faces.

Tri-AI can deal with color images and gray images (including night vision images \[[Figure S17](#mmc1){ref-type="supplementary-material"}\]). As a result, Tri-AI can do real-time monitoring in the day or at night, meeting research needs of many research programs. The night vision images of golden snub-nosed monkeys and the individual recognition model have been also made publicly available in the database AFD (Animal Face Database): <http://dx.doi.org/10.17632/z3x59pv4bz.2>.

To extend the applications of Tri-AI, we examined Tri-AI on meerkats (*Suricata suricatta*), lions (*Panthera leo*), red panda (*Ailurus fulgens*), and tigers (*P. tigris*) (see in [Figure 1](#fig1){ref-type="fig"}), and Tri-AI had identification accuracy of 90.13%, 93.55%, 92.16%, and 94.38%, respectively. For the night vision images of golden snub-nosed monkeys, Tri-AI achieved an identification accuracy of 92.03% (related to [Transparent Methods](#mmc1){ref-type="supplementary-material"}). This suggests that Tri-AI is generally effective for individual identification of a broad range of mammals.

The key to individual identification is to extract the effective features from the relatively fixed parts of a species, and the face is an effective and discriminating feature. Tri-AI has good performances in terms of face detection and identification for primates with their human-like faces and even for carnivores with their more divergent facial features. However, we have found that Tri-AI cannot obtain high identification accuracy for the animals with non-typical or odd face structure. For instance, the face of elephants with their long trunk is rather different and facial images of each individual have large variations due to their unstable and moving trunks, which leads to lower accuracy in elephant face recognition (Tri-attention network had an accuracy of 0.54 for 7 elephants with 459 images).

It is typically hard to capture the facial images of animals in the wild as they intend to avoid humans and their living environment often makes it very difficult to clearly capture their faces (related to [Transparent Methods](#mmc1){ref-type="supplementary-material"}). Therefore, based on the existing commonly used image acquisition equipment, including cell phones, digital SLR cameras, and camera traps, we have developed basic strategies, parameters, and standards for capturing animal facial images needed to build the facial image dataset that can be widely applicable among species. Interspecific variations in the accuracy and efficiency of Tri-AI are caused by many factors, including the structures of network models, the number and the diversity of samples, and the quality of images.

Research into individual recognition has mainly focused on how to design a robust network model for complex data. The traditional machine learning methods use the artificial features and classifiers to identify individuals, and these methods can deal with the task of individual identification on relatively small datasets. Their ability to improve their performance is limited when the number of images becomes large. In contrast, DL methods can automatically extract the effective features from images and have superior abilities with large image datasets. These methods require large computational resources, and training DL methods is time-consuming. For individual identification, the CNN models are commonly used to extract the features from the whole images, but ignore some distinguishing parts, which may have significant distinguishing features. Therefore, we designed a new DL model with three channels of attention mechanism to improve the performance of individual recognition. Our Tri-attention network in the system Tri-AI achieved the individual identification accuracy of 94.11% at a speed of 50 images per second.

Nevertheless, when the image samples of each individual increase beyond approximately 60 images, the improvements in performance increase only slightly. Therefore, we attempted to develop individual recognition methods with higher recognition performance when the number of individuals is large and keeps increasing.

In general, the promising performance of Tri-AI provides us confidence that this approach can be used to automatically identify and geo-track individuals of many wildlife species. The operational use of this technology will improve wildlife research, conservation, and management.

Limitations of the Study {#sec3.1}
------------------------

Although our database contains 102,399 images across 41 primate species and 6,562 images across 4 carnivore species, there were 24 primate species in the dataset with fewer than 12 individuals. Therefore, we need further to capture the images of more individuals of those species with fewer individuals in our dataset.

Resource Availability {#sec3.2}
---------------------

### Lead Contact {#sec3.2.1}

Songtao Guo (Email: <songtaoguo@nwu.edu.cn>) takes responsibility for the Lead Contact role.

### Materials Availability {#sec3.2.2}

The codes of Tri-AI were written in C++ and Python and compiled using g++ on the operation system Ubuntu 14.04. Tri-AI can run on the workstation with Intel Xeon(R) CUP E5-2650 V4, Graphics: GeForce GTX 1080 8G, RAM: 64GB, and Storage: 1TB; Tri-AI also can run on the computer servers with higher hardware configuration.

### Data and Code Availability {#sec3.2.3}

All the original animal facial images, the night vision images, the test videos, and the related testing models have been released publicly at the database AFD (Animal Face Database): <http://dx.doi.org/10.17632/z3x59pv4bz.2>.

Methods {#appsec3}
=======

All methods can be found in the accompanying [Transparent Methods supplemental file](#mmc1){ref-type="supplementary-material"}.
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Document S1. Transparent Methods, Figures S1--S17, and Table S2Table S1. The Detailed List of 41 Primate Species and 4 Carnivore Species, the Individual Numbers in Each Species, the Total Number of Facial Images of Each Species, and the Identification Accuracy by Tri-Attention Network for Each Species, Related to Figures 1 and 2For each species, 60% of the facial images are used as the training samples, 10% for validation, and 30% as test samples.
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