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The structure and function of plasma membrane are mainly dictated by the nanoscopic 
spatio-temporal organization arising from the complex thermodynamic and kinetic 
interactions among the plethora of biomolecules. Since this organization is beyond the 
optical diffraction limit, one needs to measure the physical properties of the membrane, 
which are solely dependent on the underlying organization. Imaging total internal 
reflection-fluorescence correlation spectroscopy (ITIR-FCS) with TIR illumination and 
EMCCD detection measures the diffusion over a large membrane area with sub-
millisecond time resolution. In this modality of FCS, the autocorrelation functions 
(ACFs) are calculated in each pixel of the image followed by fitting with an appropriate 
mathematical model to obtain diffusion coefficient and concentration maps. 
The first chapter of the thesis reviews the biomolecular diversity of plasma membrane 
and their molecular level interaction to form a three-tier membrane organization. The 
following section of this chapter describes a critical survey on the current methods 
especially the advanced fluorescence fluctuation spectroscopic methods to study 
membrane dynamics and organization. 
The theory of confocal FCS and its extension to ITIR-FCS comprises the majority of the 
second chapter. The instrumentation of confocal and ITIR-FCS and their respective data 
acquisition protocols are discussed subsequently. 
The third chapter discusses the calibration and sampling of ITIR-FCS experiments. 
Quantification of the diffusion coefficient and concentration and how the instrumental 
factors affect their accuracy and precision are investigated systematically.  
The fourth chapter extends the potential of ITIR-FCS to study membrane organization by 
the statistical analysis of CCF distributions and the FCS diffusion law analysis of the 
xii 
 
data. The concept, application and limitations of both the analytical tools are discussed 
followed by the investigation of the dynamics and organization of the plasma membrane 
under raft-disrupting condition is shown.  
The fifth chapter applies ITIR-FCS to investigate the effect of temperature on the 
dynamics and organization of model and live cell membranes. Model lipid bilayers of a 
multitude of compositions are systematically studied to understand the correlation 
between membrane dynamics and lipid phases and its dependence on temperature. 
Moreover, the temperature dependence of the sub-resolution phase organization is also 
explored via FCS diffusion law analysis. 
The sixth chapter probes the interaction of monomeric human islet amyloid polypeptide 
(hIAPP) with model and live cell membranes. Membrane diffusion as measured by ITIR-
FCS is used as a reporter of hIAPP induced modification of membrane integrity. The 
novel concept of time lapse diffusion imaging, so-called FCS videos, and its experimental 
demonstration on live cell are introduced to visualize the time evolution of membrane 
dynamics over a large area with pixel resolution. A model of hIAPP-membrane 
interaction at the monomeric concentration of the peptide is also proposed. 
The thesis ends with the summary and outlook of the current work. I shall discuss the 
future directions in terms of experiments and the methodology. 
ITIR-FCS is a novel bio-imaging technique to simultaneously determine diffusion and 
concentration quantitatively over a large number of contiguous diffraction-limited spots 
on plasma membrane. This provides an unprecedented advantage over conventional FCS 
where only a single spot is measured at a given time. In addition, the integration of the 
FCS diffusion law and CCF with ITIR-FCS allows the investigation of sub-resolution 
membrane organization with the same set of data.  
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The plasma membrane is one of the most important organelles of the cell. It is about 35 
nm thick and defines the boundary that separates the interior of a cell from its exterior 
environment and thus acts as a medium of communication between the cytoplasm and the 
exterior of the cell. It provides a surface for the localization of metabolic enzymes, 
transport proteins, receptors and various substrates. In addition, the cell membrane is a 
selectively permeable barrier regulating trafficking of water, ions and organic molecules 
to provide a suitable internal environment. It faces external perturbations and resists the 
cell by transforming external changes into internal signals to initiate cell immunity. The 
mechanical properties of the membrane are well-balanced so that the cell changes its 
shape as a consequence of immune response or due to motility without changing the 
integrity of the membrane. This large variety of functions ranging from solute selectivity 
to immune response is mainly mediated by the robust composition and dynamic spatio-
temporal organization of the membrane (1; 2). 
1.1 Physico-chemical properties of plasma membranes 
1.1.1 Chemical composition 
The chemical content of the plasma membrane is very diverse. Lipids are the most 
abundant biomolecule in the plasma membrane. Lipids have a small hydrophilic head 
group and long hydrophobic acyl chains. They form a lipid bilayer which is the base of 
the plasma membrane. The propensity of the head groups to be exposed to aqueous 
medium and the acyl chains to repel water while interacting with each other forms the 
thermodynamic basis of bilayer formation. Different plasma membranes contain more 
than 1000 different types of lipids. The major lipids are glycerophospholipids, 
sphingolipids and sterols. The acyl chains are connected by an ester carbonyl bond in 
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glycerophospholipids while it is an amide bond for sphingolipids. Cholesterol has a 
tetracyclic fused ring skeleton (hydrophobic) with a small hydrophilic hydroxyl moiety at 
one end. The diversity of the lipids not only differs across cell types, but also between the 
two monolayers (leaflets) of the bilayer of the same cell (bilayer asymmetry). While the 
zwitterionic lipids (e.g., phosphatidylcholine (PC), sphingomyelin (SM)) and cholesterol 
are more abundant in the outer leaflet (exposed to the extracellular matrix (ECM)), the 
inner leaflet (exposed to the cytoplasm) is enriched with negatively charged lipids (e.g., 
Phosphatidylethanolamine) (3). Various proteins are also embedded in the lipid bilayer. It 
includes integral proteins, peripheral proteins and lipid anchored proteins. The membrane 
bound proteins have a wide spectrum of functions and are involved in various signaling 
pathways. The other main biomolecules found in cell membrane are carbohydrates, 
mainly glycoproteins and glycolipids. Preservation of the chemical content with fine 
adjustment of their concentrations and physical properties is crucial for cell health, 
function and survival (4). For example, high concentration of the inner leaflet lipids in the 
outer leaflet is one of the major reasons for cell death (5). 
Another important organelle, the cytoskeleton, significantly regulates the stability and 
function of the membrane despite not being an integral part of its anatomy (6; 7). The 
cytoskeleton, right under the inner leaflet, anchors transmembrane proteins which 
traverse the membrane. The major biomolecular components of the cytoskeleton are 
filamentous proteins, namely microfilaments, intermediate filaments and microtubules. 
The cytoskeleton-membrane interaction is one of the major driving forces of membrane 
organization (8; 9). 
1.1.2 Lipid phases and related physical properties 
The vast diversity of the lipids in the plasma membrane can be broadly categorized into 
three classes: low melting unsaturated acyl chain lipids, high melting saturated acyl chain 
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lipids and cholesterol (10). The melting temperature (Tm) is defined as the temperature at 
which the hexagonal closed packed solid ordered or gel phase (So) transforms into a 
random array of liquid disordered or fluid phase (Ld) through trans-gauche isomerisation 
of the acyl chain (Figure 1.1A) (11).  Tm depends on the charge of the head group, length 
and degree of unsaturation of the acyl chain of the lipids (12). A ripple phase (P) can 
also exist for some lipids at much lower temperature than Tm (13). In general, saturated 
and unsaturated lipids exhibit So and Ld phases respectively at physiological temperature. 
The existence of different membrane phases gives rise to distinct physical properties of 
the membrane. The So phase is very compact, ordered and almost immobile while the Ld 
phase is less rigid, disordered and laterally mobile (12). The So phase is thus much stiffer 
than the Ld phase [rigidity moduli (C) are 57kBT and 18kBT, respectively (14)]. The cell 
membrane needs to be flexible enough to carry out its functions. Important cellular 
processes, e.g., endocytosis, exocytosis, cell-cell recognition and motility require the 
plasma membrane to bend from its planarity for finite duration of time (15). The plasma 
membrane therefore has to be flexible, in one hand, to allow this curvature modulation 
and on the other hand, it has to be sufficiently rigid to maintain its selective permeability.  
Of special interest among the physical properties of membranes is fluidity. The plasma 
membrane lipids/proteins have three kinds of dynamics: rotational dynamics, lipid flip-
flop and lateral diffusion of lipids and proteins. Membrane diffusion depends on 
biomolecular composition, temperature and lipid packing. The saturated lipids reside in 
the membrane as a tight closed packed structure while the existence of kinks on the point 
of unsaturation in the acyl chain of the unsaturated lipids allow more free area of 
diffusion in the membrane. Thus, unsaturated lipids fluidize the membrane (16). 
Diffusion also increases with temperature. The detailed theory of lipid diffusion and its 
dependence on temperature will be discussed in chapter 5. Lateral diffusion orchestrates 
4 
 
many important membrane processes. Due to this unique fluidic nature, membrane 
proteins transport rapidly and interact with one another. This has important implications 
for cell signaling. Fluidity helps distributing membrane proteins and external receptors to 
their specific working sites. Overall, the cell membrane preserves the dynamical features 
to retain its integrity and thus to maintain cell health. It is also well known that organisms 
change the membrane fluidity to adapt to environmental conditions. For instance, winter 
wheat increases the content of unsaturated lipids to maintain its membrane fluidity at low 
temperature.  
 
Figure 1.1. Lipid bilayer phases. A) Single component bilayer undergoes So (red)  Ld 
(green) phase transition at the melting temperature (Tm). Note that the acyl chains are 
relaxed in Ld phase compared to So phase. B) Two component lipid bilayer: Mixture of 
high melting and low melting lipids at an intermediate temperature gives rise to So-Ld 
phase co-existence. C) Three component lipid bilayer: Mixture of high melting lipid, low 





1.1.2.1 Lipid-lipid and lipid-cholesterol interaction 
The three categories of co-existing lipids (saturated lipid, unsaturated lipid and 
cholesterol) mix with each other at physiological condition. Their mixture, given the 
compositional diversity of the lipids, determines the lateral organization in the plasma 
membrane. Changes of the thermodynamic parameters due to the non-ideal mixing of the 
lipids and how they modify membrane organization remain a major research interest. In 
particular the role of cholesterol, which plays a vital role in dictating membrane 
organization, is still under investigation.  
Interactions among lipids and sterols lead to thermodynamic phase separation in the 
membrane at physiological temperature. Fluid lipids mix with each other almost ideally 
to form a single fluid phase due to the hydrophobic effect. Similarly, gel lipids are also 
mixed to form a single gel phase. However, the mixture of fluid and gel lipids gives rise 
to phase separation at an intermediate temperature (Figure 1.1B). This can be explained 
in thermodynamic terms. Let’s assume the Gibbs free energies of formation for fluid, gel 
and fluid-gel mixture are GFF, GGG and GFG, respectively. The fluid and gel lipids do 
not mix to form a single phase due to the lack of favorable interaction between the rigid 
acyl chain of the gel lipid and the mobile acyl chain of the fluid lipid. This increases the 
positive free energy of mixing and therefore GFF + GGG < 2GFG (17). While this 
simple bimolecular thermodynamic consideration is true for gel-fluid lipid interaction, 
many other factors affect cholesterol-lipid mixtures (18; 19). Cholesterol molecules are 
inserted in the membrane along the normal of the lipid bilayer plane. The small 
hydrophilic hydroxyl moiety of cholesterol is located in close proximity of the 
neighboring lipid head groups and is exposed to the aqueous phase. The poly-nuclear 
steroid ring segment of cholesterol is intercalated within the lipid tails and is in the 
vicinity of the C2-C10 of the acyl chains (16). Cholesterol-lipid interaction also depends 
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on the lipid acyl chain saturation. A single cholesterol molecule can be accommodated by 
the all-trans acyl chain of the saturated lipid. The primary driving forces for this 
association are van der Waals’ force and the hydrophobic force. However, this interaction 
is unfavorable for the unsaturated lipid, which contains a cis-double bond in the acyl 
chain, since the cholesterol molecule cannot be intercalated deep inside the monolayer 
due to the kink at the cis-double bond position. This induces clustering of cholesterol 
molecules having a lifetime of 1100 ns (20). These cholesterol complexes reside in the 
unsaturated lipid bilayer. Moreover, additional interactions can also firmly stabilize the 
sterol-lipid interaction. For instance, hydrogen bonding between the cholesterol hydroxyl 
group and the amide bond of the sphingolipid stabilizes the sphingolipid-cholesterol 
interaction compared to its phospholipid counterpart (21).  
The liquid ordered (Lo) phase does not exist in the thermodynamic phase diagram of 
single component lipids. However, it is induced when cholesterol is mixed to either gel 
lipids or gel-fluid lipid mixtures at certain molar ratios. When cholesterol is mixed with 
gel lipids, it ‘fluidizes’ the system by disrupting the long-range (global) order. It 
eliminates the gel-to-fluid phase transition by preventing the acyl chains coming closer 
(22). Although cholesterol is known to stiffen saturated lipids, it occupies the 
hydrophobic core among the acyl chains. This is sufficient to disrupt the long-range order 
in a gel bilayer. On the other hand, it ‘condenses’ the fluid lipids by inducing short-range 
(local) order (23). This new phase, which has intermediate order and fluidity, is called the 
Lo phase (Figure 1.1C). The formation of the Lo phase depends on temperature and the 
molar ratio of the lipid/cholesterol mixture. The existence of the Lo phase is the heart of 
the ‘lipid raft’ model of plasma membrane organization (24). Other than maintaining the 
fluidity of the plasma membrane, cholesterol is indirectly involved in many other 
membrane processes, for instance, tuning membrane curvature during fusion (25). 
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It has been experimentally observed that the spectroscopic properties (e.g., anisotropy 
and lifetime) of membrane containing cholesterol and phospholipid do not change 
linearly with cholesterol content. These properties show biphasic changes at certain 
cholesterol mole fractions (XChol = 20.0, 22.2, 25.0, 33.3, 40.0, and 50.0 mol%) (26). The 
‘super-lattice model’ (27; 28) is shown to rightly explain these observations. This model 
predicts that cholesterol forms a super-lattice with the phospholipid matrix. Thus the 
structure of the bilayer tends to be more regular at certain cholesterol mole fractions as 
required by the geometry of the lattice. In general, super-lattices take regular hexagonal 
and centered rectangular geometries. Super-lattices are not as rigid as gel lipids due to the 
absence of long-range order although they are quite stiff compared to the lipids in the 
membrane. It was also proposed that the super-lattices do not encompass the entire 
bilayer and random structures exist in the surrounding regions. The major driving forces 
for the formation of super-lattice are electrostatic interactions and rotational symmetry of 
the head groups, complementarity of the lipid shapes, dipolar interaction and 
hydrophobic interaction. Recently it is shown that proteins also can from super-lattices in 
the membrane (29). Super-lattice formation due to hydrophobic interaction is described 
as the ‘Umbrella model’ in literature (30). At small mole fractions, cholesterol resides in 
the hydrophobic core of the lipid bilayers. As cholesterol concentration increases, more 
cholesterol molecules are embedded in the hydrophilic core. To shield cholesterol from 
unfavorable exposure to the aqueous region, the hydrophilic head groups of the lipids are 
spontaneously stretched laterally. This is known as the ‘umbrella effect’ of the lipids to 
protect cholesterol from unfavorable interaction. After the limiting concentration of 
cholesterol as the head groups are not stretchable any more, cholesterol molecules are 
exposed to water and precipitate as cholesterol monohydrate crystals. This model predicts 
the structure of the mixed phospholipid-cholesterol bilayer at XChol > 40 mol%. However, 
it fails to explain the structure of lipid bilayers at smaller cholesterol content (31). One 
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major pitfall of the ‘super-lattice model’ is that the experiments are done in monolayers 
and thus inter-monolayer interactions in the lipid bilayer, which has a very important 
contribution to the lipid bilayer structure, is neglected. The ‘condensed complex model’, 
on the other hand, is based on the hypothesis that cholesterol forms condensed complexes 
with phospholipids of a certain thermodynamically feasible stoichiometry (32; 33). The 
critical concentrations of cholesterol needed to form condensed complexes of favorable 
stoichiometry nearly match with that needed to form super-lattices. Recently, Sugár et al. 
proposed a statistical mechanics model of DPPC-Cholesterol interaction linking the 
existence of both condensed complexes and super-lattices by computer simulation and 
mathematical modeling (34). The authors showed that the molecular origin of the 
formation of super-lattices and condensed complexes is the same and their existence is 
time dependent. First, lipid-sterol forms condensed complexes as rigid clusters. These 
rigid clusters aggregate to form a super-lattice at later time.  Recently, Ivankin et al., 
supported by Grazing incidence X-ray diffraction (GIXD) experiments, proposed that 
cholesterol forms non-stoichiometric, ordered complexes with lipid and the complex 
takes on a distorted geometry with the size of a few molecules (35).   
1.2 Plasma membrane lateral organization 
The structure and organization of the complex plasma membrane was an intense field of 
research over the last century and remains so today. Starting from the simple lipid bilayer 
model, it was soon proposed that the cell membrane is a trilayer of protein-lipid bilayer-
protein (Danielli and Davson, 1935) since significant amount of protein was isolated 
from the red blood cell (RBC) membrane (36). The trilayer model also predicted that the 
membrane faces are distinct and membrane structure depends on its chemical 
composition that varies with cell type. Finally in 1972, Singer and Nicolson introduced 
the ‘fluid mosaic model’ of the plasma membrane (37). According to this model, the 
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plasma membrane is a homogeneous lipid bilayer with embedded proteins. In addition, 
lipids and proteins in the membrane are fluid in a sense that they can diffuse laterally. 
The lateral diffusion of proteins is much slower compared to the lipids. In addition, the 
transverse movement between the monolayers (i.e., lipid flip-flop) can also happen but at 
a very slow rate (4). The model was supported by the seminal work by Fyre and Edidin, 
where fluorescently labeled human and mouse cells were fused by virus and the inter-
mixing of the fluorophores were monitored over time to show that cell surface proteins 
diffuse freely (38). However, a number of contemporary works provided evidence that 
strongly deviate from the perception of lipid bilayer homogeneity. Lee et al. postulated 
the existence of ‘lipid clusters’ from the temperature dependence of probe partitioning 
into the lipid phases by electron spin resonance (ESR) spectroscopy (39). Wunderlich et 
al. also hypothesized discontinuous fluid-to-gel phase co-existence by X-ray diffraction 
(XRD) (40). This was supported by the calorimetry study of sphingomyelin-cholesterol 
mixtures, where the researchers speculated on the co-existence of cholesterol-rich and 
cholesterol-poor phases (41). Hui et al. imaged domains in synthetic bilayers by electron 
microscopy (42). That the membrane is not homogeneous was also shown by evidence 
obtained from other methods, e.g., fluorescence imaging of probe partitioning (43), 
diffusion measurements (44) and spin-label experiments (45). Finally in 1982, Karnovsky 
et al. brought forth the concept of ‘lipid domains’ in plasma membrane (46). In the late 
1980s, it was well accepted that the structure of plasma membrane is more complex than 
the simple fluid mosaic. Due to the advancement of technology, new perspectives were 
found regarding membrane organization over the last decades. Currently, three models 
namely the lipid raft model, picket-fence model and protein island model, which may not 




1.2.1 Lipid raft model 
Simons and van Meer revisited the concept of ‘lipid domains’ by investigating the lipid 
composition of domains in polarized epithelial cell (47). They loosely presented lipid 
domains as functional ‘lipid rafts’ to explain the glycolipid-rich apical membrane 
compared to the baso-lateral membrane. The ‘lipid raft’ hypothesis later matured via a 
large body of experimental evidence (reviewed in (48)) and finally became the most 
accepted model of plasma membrane organization (49).  The ‘lipid raft’ model describes 
the plasma membrane as a highly organized and dynamic bilayer structure in which nano-
sized domains of specific biomolecular composition are phase separated from the 
surrounding fluid lipid matrix (50). The rafts can thus be considered as the obstacles of 
free diffusion in their surroundings. They are enriched with sphingolipid and cholesterol 
while the surrounding fluid matrix in mainly populated with phospholipids (49; 51; 52). 
Although initially it was stated that the rafts exist exclusively in the extracellular leaflet 
of plasma membrane due to the presence of sufficient amount of sphingolipid, equivalent 
domain organization in the cytosolic leaflet was also reported (53). The major driving 
force of the thermodynamic feasibility of raft formation is cholesterol mediated lateral 
phase segregation (natural co-existence of Lo-Ld phases) of lipid mixtures at 
physiological conditions as observed from model membrane studies (54-56). Certain 
proteins, for example glycerophosphoinositol (GPI)-anchored proteins (57) and Ras 
proteins (58),  are also located inside the rafts. In general, about 35% of total membrane 
proteins are dynamically partitioned inside the raft while the remaining 65% move freely 
in the surrounding disordered medium at any given time (59). Rafts are spatio-temporally 
organized by the cell (48). Dynamics of the raft components (lipids and proteins) have a 
wide range of time scales (millisecond to second) and the rafts themselves are also known 
to be dynamic (60).  
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The definition of lipid raft coined in the ‘Keystone symposium of lipid raft and cell 
signaling (2006)’ is as follows: “Membrane rafts are small (10–200 nm), heterogeneous, 
highly dynamic, sterol- and sphingolipid-enriched domains that compartmentalize 
cellular processes. Small rafts can sometimes be stabilized to form larger platforms 
through protein-protein and protein-lipid interactions.” (61). However, the definition has 
been continually revised afterwards as the physical properties of raft remain dubious. For 
example, the actual mechanism of sphingolipid-cholesterol interaction remained 
controversial. Recently, Frisz et al. showed the existence of sphingolipid domains in the 
fibroblast plasma membrane (62). In a follow-up report, the authors also showed that 
cholesterol, in contrary to the conventional hydrogen bonding with sphingolipids, 
interacts with these domains indirectly in a complex manner that involves the actin 
cytoskeleton (63). The size of the raft is still debatable (64; 65). Moreover, the membrane 
scaffold such as the cytoskeleton also helps in stabilizing and enlarging of the lipid rafts 
(66). The lifetime of lipid rafts is still under debate. It is shown, in general, to be ranging 
between milliseconds (67) to seconds (68). It can be even minutes in special cases of raft 
coalescence as in T-cell microclusters (69; 70). This large range of time scales however 
may be due to the sensitivity of different experimental methods used to measure lifetime. 
In addition, cellular processes often dynamically modify raft lifetime, which poses 
another level of difficulty to obtain actual lifetimes.  
Lipid rafts are shown to regulate various cellular processes including endocytosis, signal 
transduction, intracellular trafficking and host-pathogen interactions (53; 71; 72). They 
are also involved in the pathogenesis of neurodegenerative diseases, e.g., Alzheimer’s 
and Prion diseases and in human immune deficiency virus (HIV) entry (73). Although the 
existence and functions of lipid rafts are quite established, recent developments of high 
resolution mass spectroscopic imaging advocates for an alternative sphingolipid-enriched 
domain model of plasma membrane organization (74). 
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1.2.2 Picket-fence model     
The ‘fluid mosaic model’ has two major deviations as advanced techniques were applied 
to look at the membrane organization. First, the fluidity of the plasma membrane is 
significantly smaller (~ 5100 times) than that of the model membrane (8; 75). However, 
this should not be the case if the membrane is a homogeneous lipid bilayer. A simple 
protein crowding model cannot explain this high retardation of membrane diffusion (76). 
Second, membrane proteins and receptor oligomers have markedly smaller diffusion 
coefficient than that expected from their molecular weight (60; 77). The Kusumi group 
addressed these caveats by introducing the ‘picket-fence model’ of plasma membrane 
organization (78; 79). The location of the transmembrane (TM) proteins in the membrane 
and their association to the actin cytoskeleton found the basis of this model. TM proteins 
can extend to the cytosolic face of the membrane and a number of them are aligned to the 
cytoskeleton underneath the membrane. These proteins are immobile due to their direct 
connectivity to the cytoskeleton. Thus they act as a row of steric obstacles (pickets) for 
free diffusion along the cytoskeleton meshwork. The rows of pickets containing 
immobile TM proteins dramatically reduce membrane diffusion. Moreover, the 
immobility of the proteins increases local membrane viscosity, which causes 
hydrodynamic friction-like effect on their immediate neighboring membrane area. Thus 
the picket-induced diffusion obstruction is due to both steric hindrance and friction. In 
addition, the plasma membrane is organized into cholesterol-independent compartments, 
called fences. The compartment sizes vary with cell type, for example, 32 nm and 110 nm 
for CHO-B1 and T24 cells, respectively (8). The dimension of these compartments 
increases upon actin depolymerization demonstrating that the fences are comprised of 
cytoskeleton meshwork. Diffusion inside one mesh is free as described by the ‘fluid 
mosaic model’. However, the fences are separated by physical barriers, which delimit the 
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movement of the diffusants’ and allow movement across the fences only through 
hopping. Hop diffusion occurs at 125 ms for lipids and 31000 ms for TM proteins that 
reside inside the compartment (80). The hop diffusion is additionally slowed down due to 
the restrictions posed by the TM protein fences. Therefore, the plasma membrane 
undergoes two types of diffusion: free, short-range diffusion within a fence, which 
switches to hop diffusion at larger spatial scales containing a number of fences. This 
scale-dependent diffusion explains the disparity between lipid diffusion in artificial 
membranes (which is similar to that inside a single fence) and native plasma membranes. 
The same dependence also explains the highly retarded diffusion of the protein 
oligomers. According to the ‘free area model’, the diffusion of the membrane molecules 
happens via hopping to a free space arising from the thermal density fluctuation in the 
membrane matrix. The principle of the ‘free area model’ will be discussed in chapter 5. 
Since the oligomers are much larger in size than the monomers, they need large and long-
lasting empty space for successful hopping. Secondly, oligomers have a smaller hopping 
frequency due to their size. The combined effect leads to dramatically slower diffusion of 
the oligomers in membrane than expected. 
1.2.3 Protein complex/island model    
The group of Mark Davis describes that heterogeneity of membrane is due to the 
existence of protein islands on the bilayer matrix (81). Formation, structure and function 
of protein islands are partially mediated by the actin cytoskeleton. The existence of 
protein islands was confirmed by their involvement in the T cell receptor and LAT 
protein signaling pathways (82). This model also accounts for the dynamics of the protein 
island formation. The proteins inside an island undergo transient oligomerization and thus 
the protein complexes are less dynamic in nature. However, Williamson et al. claimed 
that the LAT clusters involved in T cell signaling, in contrary to the protein islands, are 
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vesicles close to the plasma membrane surface (83). In another scenario, the Kusumi 
group proposed the model as dynamic protein complex domains comprising dimers, 
oligomers and greater complexes of membrane proteins. Three kinds of protein 
complexes are reported so far: oligomers of membrane anchored proteins, coat protein 
facilitated domains and scaffolding protein induced domains. 
Although the above-mentioned models were developed independently to explain 
membrane heterogeneity, the current belief does not rule out their simultaneous existence 
at a given time. The hierarchical membrane architecture can be observed as ‘three tiers of 
mesoscale spatio-temporal organization’: cytoskeleton induced compartments (40300 
nm), lipid raft domains (220 nm), and dynamic protein islands/complexes (310 nm). 
Mesoscale refers to the dimension larger than 1 nm but much smaller than a micrometer. 
The three tiers of the membrane organization regulate membrane-mediated processes 
synergistically. The size of the structural units is controlled by biomolecular interactions 
and physical limitations. It requires at least three molecules (two lipids and one 
cholesterol) to form a raft domain. Thus the minimum size of the raft is about 2 nm. The 
immobile TM protein ‘pickets’, which are aligned to the underlying cytoskeleton 
meshwork fences, do not associate with membrane cholesterol due to the unfavorable 
structural interactions between the rigid and bulky cholesterol molecule and relatively 
rough TM protein surface. The pickets therefore form an exclusion zone of 1.75 nm 
diameter along the boundary of the meshes. Therefore, the upper limit of the raft size is 
determined by the fence size and the exclusion zone stemming from the interaction of the 
raft components with the TM proteins. The maximum raft size is therefore smaller than 
the compartment size (84) and small rafts cannot coalesce to form very large platforms in 
native membranes even though that would provide a thermodynamic advantage of the 
lipid-cholesterol interaction. The abundance of large rafts in the blebbed membranes 
15 
 
formed after partial disruption of the actin cytoskeleton confirms the role of cytoskeleton 
on raft size (85). Since compartment size has very large distribution across cell types, raft 
sizes and their physical properties also vary widely. Protein oligomerization and complex 
formation is also facilitated by the membrane pickets and fences. The existence of 
compartments largely reduces the mobility and also the communication between the 
compartments remains upheld. This allows proteins to move within one compartment 
enhancing the propensity of successful collision with other diffusing proteins to form 
protein complexes. The formation of protein complex depends on the size and number of 
the compartments, hop frequency of the proteins and the probability of finding 
complexing partner within one mesh. Protein complex formation can be more facile if it 
is raft-associated. The residence of the oligomers/cluster inside one compartment and 
their transient confinement due to either attachment to the compartment boundary or 
localization inside the raft often form the ‘hot-spot’ of signal transduction (64). 
1.3 Biomimetic model membranes 
The complexity of biomembranes (variety in composition, structure etc.) often obscures 
the observation of biological processes. In addition, the local membrane composition 
alters very fast to guide the downstream signaling pathways rendering it very difficult to 
assess the molecular origin of membrane properties. An experimental outcome therefore 
appears to be an ensemble effect of many simultaneous processes. To understand the 
complex association among the processes, researchers had taken a ‘reductionist’s 
approach’ (also known as ‘bottom-up’ approach) that starts with a simple model of a 
biomembrane followed by controlled step-wise elevation of the complexity to approach 
the real system. The read-out of the experiment at a given step directly mirrors the effect 
of the particular parameter added in that step to modify the previous step. This provides 
the hierarchical knowledge of individual steps on the molecular property under 
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investigation. Therefore, the study of the in vitro model biomembranes provides 
significant details of membrane mechanisms at the molecular level (86). 
Lipid monolayers and bilayers are regularly used as membrane models. Monolayers are 
mostly used to study the interfacial behavior of the membranes (87). For instance, the 
phase diagram of surface pressure () and the area per lipid (AL) provides information 
about phase transitions. In addition, one can use the -AL isotherm to study the kinetics of 
protein-membrane interactions. Lipid bilayers are generally used to observe membrane 
dynamics and organization. They can be both planar and non-planar. Planar bilayers are 
closer to the 2-D architecture of real cell membranes. Supported lipid bilayers (SLBs) and 
black lipid membranes (BLMs) are common examples of planar membranes while lipid 
vesicles are closed non-planar bilayers (86). Vesicles can be of difference sizes and are 
named accordingly, for example, small unilamellar vesicles (SUV, diameter = 1020 
nm), large unilamellar vesicles (LUV, diameter = 50100 nm), giant unilamellar vesicles 
(GUV, diameter = 110 m) and super-giant unilamellar vesicles (diameter  20 m). 
GUVs are particularly useful for fluorescence imaging purposes owing to their large size. 
The Schwille group extensively studied the diffusion behavior of thermodynamic phases 
in GUVs comprised of an array of lipid compositions (88-90). Multilamellar vesicles 
(MLVs) are also used as membrane models. Initially, only lipids were used in 
vesicles/planar bilayers composition. With the advancement of technology, proteins 
could also be incorporated into the model membrane systems (91). SLBs and GUVs 
significantly differ in their properties. SLBs retain the lateral dynamics, thanks to the 
aqueous layer between the bilayer and the support. However, this is about two times 
slower compared to that of GUVs implying substantial effects of the support (92). In 
addition, the stability and size of the domains in phase-separated bilayers also differ in 
SLB and GUV. The morphology of the domains differs even across the SLBs prepared 
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on supports having different surface roughness (93). To account for this problem, 
researchers used polymer cushioned SLBs which, in one hand, is planar and, on the other 
hand, is well separated from the support to retain the dynamics and organization similar 
to that of GUVs (94; 95). In another approach, the Schwille group showed a method to 
prepare suspended SLB (or, free-standing SLB) on the micrometer-sized holes of an 
electron microsope (EM) grid (96). Based on the bottom-up approach, the Veatch group 
has prepared a ‘minimal model’ which possesses the entire information about the 
heterogeneity of plasma membrane by coupling cortical actin to the lipid bilayer (97). 
Recently, it was also shown that the diffusion of membrane proteins and lipids strongly 
depends on the cytoskeleton mesh-size in a ‘membrane minimal model’ prepared via 
coupling of actin networks on the both sides of a free-standing SLB, as expected from the 
‘picket-fence’ model of membrane organization (98).  
Different types of vesicles prepared from native plasma membrane and plasma membrane 
sheets are probably the closest matches of the real plasma membrane, which retain the 
entire compositional complexity of native membranes (99). Giant plasma membrane 
vesicles (GPMVs) are prepared by chemically-induced vesiculation of the native 
membrane (100). In a second approach, the Vogel group introduced a method to isolate 
membrane vesicles formed spontaneously by cytochalasin B treatment on the live cells by 
shaking or optical tweezers (101). The vesicles retain the membrane organization (102) 
and were used to assay protein-lipid interactions (59; 102). In a similar approach, 
Lingwood et al. isolated plasma membrane spheres (PMSs) from the cell interior to study 
phase organization. Plasma membrane sheet is prepared by either ripping off the top 
membrane (103) or by sonication (104). In both cases, the bottom membrane of the native 
cell will remain adhered to the substrate and the cytosolic leaflet of the membrane will be 
exposed to the experimental buffer. Wu et al. reconstituted the vesicle fission and 
18 
 
budding in plasma membrane sheets to show the functional link between F-BAR-
dependent tubulation and clathrin-mediated endocytic budding (105).  
1.4 Methods to study membrane dynamics and organization 
The intricate interplay between the structure and function of plasma membranes is one of 
the key research areas in membrane biology. Biochemists explore the structure based on 
the biochemical composition analysis of the membrane via advanced proteomics and 
lipidomics technologies. On the other hand, biophysicists quantify membrane physical 
properties mostly by microscopic methods. The marriage of these two approaches has 
been instrumental for obtaining a detailed description of the mechanical properties of the 
membrane in relation to its chemical diversity (106). This fundamental relationship is the 
main mediator of all membrane processes. In the next subsections, I shall evaluate the 
most relevant biochemical and biophysical methods for membrane studies in terms of 
their advantages, disadvantages and major applications. 
1.4.1 Biochemical methods 
Brown and Rose first experimentally observed the heterogeneity of the plasma membrane 
from the biochemical isolation of detergent resistant membranes (DRMs) (107). In this 
study, a significant fraction of the plasma membrane was shown to be insoluble in mild 
Triton X-100 treatment revealing membrane heterogeneity. It was soon realized that the 
protein composition of the DRMs significantly differs from that of the non-DRM fraction 
of the membrane (108). These observations indicated the existence of lipid rafts as the 
heart of membrane heterogeneity and organization. However, the in vitro detergent 
treatment assay suffers from a number of artifacts. Most of the DRM isolation 
experiments are done at 4 C where membrane phases segregate differently in 
comparison to physiological conditions (109). Second, re-localization of the proteins into 
membrane fractions during the detergent treatment was also reported (110). Third, the 
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thermodynamics of lipid mixture undergoes significant modulation in presence of 
detergent, which may even lead to formation of lipid enriched domains (111). 
Immunostaining is also used to detect specific proteins on the cell surface. However, this 
method needs fixed cells which often lead to protein reorganization and loss of 
functionality (112). 
1.4.2 Biophysical methods 
Although biochemical methods provide indirect information about the membrane 
organization, the above-described artifacts often restrict them from obtaining quantitative 
and conclusive results. This triggers the researchers to develop non-invasive or minimally 
invasive techniques to directly visualize membrane processes. Bio-imaging methods 
turned out to be one of the best candidates for this purpose. 
1.4.2.1 High-resolution imaging 
The optical imaging methods were largely diffraction-limited (spatial resolution ~ 250 
nm) until recently, which limited the direct observation of membrane organization. Cryo-
electron microscopy (cryo-EM) can achieve ~nm spatial resolution and was recently used 
to identify protein complexes in cells (113). However, cryo-EM imaging requires cell 
fixation and is therefore prone to the aforementioned artifacts of immunostaining. Recent 
advances in super-resolution microscopy show great promise in observing nanoscale 
organization. The major techniques in this category are photoactivation localization 
microscopy (PALM) (114; 115), stochastic optical reconstruction microscopy (STORM) 
(116) and their derivatives (117-119). Stochastic activation (in PALM) or switching (in 
STORM) of the fluorophores attached to the biomolecule (protein or lipid) of interest 
allows the detection of sparse fluorescent spots (i.e., the location of the biomolecule) in 
an image of the sample. The precise locations of fluorophores are then computed by 
deconvolution of the fluorescence image. These two steps (image acquisition and 
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deconvolution) are repeated over at least 1,000 images. The localized spots in all images 
are merged to reconstruct the super-resolution image of the sample. Both methods can 
deliver a spatial resolution of about 40 nm. Hess et al. determined the dynamic 
distribution of hemaglutinin on plasma membranes and revisited the raft hypothesis by 
fluorescence PALM (fPLAM) (120). The Zhuang group recently used conventional 
membrane probes to perform STORM imaging on live cell membranes (121). Other 
super-resolution methods used in membrane structure elucidation is stimulated emission 
depletion (STED) microscopy (122), pioneered by the Hell group. In STED, a very small 
laser spot (~ 20 nm) is created by optical means. van den Bogaart et al. used STED 
imaging to study the importance of electrostatic interactions between proteins and lipids 
for the formation of distinct protein microdomains along with the lipid phases in 
equilibrium (123). Other than the above mentioned far-field methods, researchers have 
used near-field optical scanning microscopy (NSOM) to image live cell membrane 
compartmentalization with 10 nm spatial resolution (124). The application of different 
super-resolution methods used to study plasma membrane organization was recently 
published (125; 126).  
Apart from the direct localization of membrane structure, Förster resonance energy 
transfer (FRET) imaging can also detect dynamic organization at the 110 nm spatial 
scale. Non-radiative energy transfer between a pair of fluorophores (FRET pair) occurs 
when the emission spectrum of one (donor) significantly overlaps with the excitation 
spectrum of the other (acceptor) due to dipole-dipole interaction. The energy transfer 
efficiency (FRET efficiency) therefore decays with sixth power of the distance between 
the FRET pairs (Figure 1.2A). FRET is not observed between FRET pairs located more 
than 10 nm apart. Steady-state FRET efficiency is measured by recording the loss of 
donor fluorescence and gain of acceptor fluorescence when donor is excited. The 
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localization of neurokinin-1, a prototypical G-protein coupled receptor (GPCR) in the 
HEK293 cell membrane domains of size less than 10 nm was shown by steady-state 
FRET imaging (127). Alternatively, the emission of the donor can be monitored by the 
acceptor photobleaching (128). The design and data analysis of FRET experiments to 
study the spatial dimension of the membrane heterogeneity was recently demonstrated 
(129; 130). Intensity based FRET often suffers from different expression level, brightness 
and photostability of the FRET pairs. Fluorescence lifetime imaging (FLIM) coupled to 
FRET (FLIM-FRET) uses the decrease of the fluorescence lifetime of the donor as a 
measure of FRET to circumvent artifacts due to differential expression levels and 
photophysics of the FRET pairs. Recently, Ariotti et al. demonstrated the remodeling of 
the nanoscale plasma membrane organization due to epidermal growth factor receptor 
(EGFR) activation by FLIM-FRET (131). In another novel application, Štefl et al. 
measured the dynamics and size of cross-linking-induced domains in GUVs by FLIM-
FRET (132). However, FLIM-FRET data is often affected by pH, temperature and ionic 
strength of the medium since they change the lifetime of the fluorophores. Another 
method of determining FRET efficiency is via monitoring the fluorescence anisotropy of 
the molecules (133). This is also called homo-FRET since both the donor and the 
acceptor are of the same molecular species and their relative orientation probes the 
energy transfer. The baseline high anisotropy is given in the absence of FRET as the 
excited molecules emit. In this case the anisotropy is reduced only by misalignment 
between excitation and emission dipoles and molecular rotation of the fluorophore. 
However in the presence of FRET, an additional reduction of anisotropy is induced by 
the transfer between imperfectly aligned acceptor and donor molecules further 
randomizing the orientation of emission dipoles. The Mayor group extensively studied 





Figure 1.2. Fluorescence methods to study membrane dynamics and organization. A) 
Fluorescence resonance energy transfer (FRET): The colocalization of two biomolecules 
is determined from their energy transfer efficiency. B) Fluorescence recovery after 
photobleaching (FRAP): An ROI is bleached and the recovery of fluorescence in that 
ROI is monitored over time to compute diffusion coefficient. Any incomplete recovery 
renders immobile fraction in the sample. C) Fluorescence loss after photobleaching 
(FLIP): An ROI is constantly bleached while fluorescence loss in a nearby ROI is 
monitored over time to visualize the connectivity between the ROIs. D) Single particle 
tracking (SPT): The time dependence of mean squared displacement (MSD) of mobile 
particles is computed to find diffusion coefficient and to distinguish among free 
diffusion, sub-diffusion and super-diffusion. 
 
Although the super-resolution methods provide excellent spatial resolution down to 
nanometers, they suffer from poor temporal resolution (136). In general, it takes 
second(s) to construct a super-resolution image, although recently video-rate recording 
was reported (137). Therefore, these methods can only provide a ‘static’ picture of the 
plasma membrane organization. However, one also needs functional (dynamical) read-
out to decode the molecular basis of the plasma membrane function and its relationship 
23 
 
with the organization. In effect, the organized architecture of the membrane incessantly 
dictates the diffusion of the membrane components. For example, the diffusion of 
lipids/proteins inside and outside rafts differs about an order of magnitude. Similarly, 
membrane diffusion is also largely restricted by the cytoskeleton fences. Therefore, 
parallel mapping of molecular dynamics and spatial organization is necessary for the 
complete understanding of plasma membrane processes. Other membrane physical 
properties, e.g., order, rigidity, anisotropy, topology, line tension etc., are also related to 
membrane dynamics and organization. 
1.4.2.2 Diffusion-based methods 
Three categories of fluorescence-based biophysical methods, namely photobleaching, 
tracking and correlation analyses, are generally used to study membrane dynamics.  
1.4.2.2.1 Photobleaching analysis 
Fluorescence recovery after photobleaching (FRAP) and fluorescence loss in 
photobleaching (FLIP) are the two main techniques that fall in this category. In FRAP 
(Figure 1.2B), a selected region of interest (ROI) on the plasma membrane is 
photobleached with a very high laser power. The rate of fluorescence recovery in this 
ROI due to the influx of the fluorophores from the surrounding is monitored and fitted 
with theoretical model to compute the diffusion coefficient. In addition, an incomplete 
recovery of fluorescence post-bleaching also reveals the existence of an immobile 
fraction of the sample, which can be quantified from the ratio of the fluorescence pre-
bleaching to that of post-recovery. FRAP is used routinely to measure diffusion in live 
cells and is applicable for both intrinsically (genetic labeling via fluorescent proteins) and 
extrinsically (dye staining) labeled samples. Kenworthy et al. proposed the dynamic 
partitioning of the proteins inside or outside of the rafts by measuring their diffusion 
using FRAP in live COS-7 cell membranes (138). However, analysis and interpretation of 
24 
 
FRAP data is often very cumbersome and dependent on the experimental protocol (139). 
Moreover, reversible photobleaching of fluorophores, diffusion-limited binding, active 
transport and photodamage of the sample are the commonly encountered factors that 
complicate FRAP data (140). FLIP is used to study the connectivity between cellular 
organelles. Here an ROI (bleach ROI) is repeatedly bleached and the fluorescence loss in 
an adjacent region (experimental ROI) is monitored over time (Figure 1.2C). Significant 
fluorescence loss in the experimental ROI is observed only if the fluorophores diffuse to 
the bleached region revealing the spatial continuity between the regions. FLIP was used 
to investigate Golgi apparatus to plasma membrane trafficking of vesicular stomatitis 
virus ts045 G (VSVG) transmembrane protein (141). Other related methods are inverse 
FRAP (iFRAP) (142) and fluorescence localization after photobleaching (FLAP) (143). 
The diffusion coefficient obtained from the bleaching experiments is an ensemble 
average of all the particles diffusing in the bleached region. The ensemble averaging 
potentially masks the sub-population heterogeneity, which might be crucial for 
understanding a physical process at the molecular level.  
1.4.2.2.2 Single particle tracking (SPT) 
SPT essentially solves the problem by analyzing the temporal trajectories of individual 
fluorescently labeled dynamic particles (144). The fluorophores of choice for SPT are 
gold nanoparticles, organic dyes and quantum dots. Precise locations of single particles 
over a series of temporally-separated images are first analysed, which is followed by the 
calculation of mean squared displacement (MSD) at each time (Figure 1.2D). Fitting of 
the time dependence of MSD with suitable mathematical model provides the diffusion 
coefficient of the sample. Barak and Webb first applied SPT to measure diffusion of the 
low density lipoproteins on fibroblast cell membrane blebs (145). However, the lack of 
instrumental set-ups having sufficient signal-to-noise ratio for single molecule 
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localization largely limited the application of SPT. The introduction of video-rate 
cameras enabled SPT to measure fast molecular dynamics within cells. SPT can 
distinguish different modes of diffusion: free diffusion, sub-diffusion and super-diffusion 
(Figure 1.2D). The Kusumi group pioneered the establishment of the ‘picket-fence 
model’ on the hierarchical organization of plasma membrane based on the diffusion of 
the proteins and lipids in membrane measured by video-rate SPT. They observed space 
dependent diffusion by selectively operating the camera at microsecond (s) and 
millisecond (ms) frame rates. In ~s exposure time, the displacement of the mobile 
particles is much smaller compared to the mesh size. However, they can move much 
longer distance if the exposure time is ~ms. Therefore, fast and slow acquisition rates 
provide information about local (microscopic) and global (macroscopic) dynamics, 
respectively. They showed that microscopic diffusion (within a mesh) of lipids in plasma 
membranes is similar to that of model membranes, suggesting free diffusion inside the 
mesh.  In contrary, the macroscopic diffusion is ~ 25 times slower than its microscopic 
counterpart. This is due to the hindered diffusion at the mesh boundaries.  However, the 
results from fast SPT are often criticized for two reasons. First, the fluorescent probe and 
the measured compartment are of similar size (~ 40 nm). Second, multiple valences of the 
gold probe is susceptible to unspecific cross-linking to the membrane molecules, which 
can potentially slow down its diffusion.  In addition, SPT, in general, needs very low 
concentration of the fluorophore in the sample, which is often very difficult to create in a 
physiological environment, e.g., controlling the expression level of a transfected protein.  
1.4.2.2.3 Fluorescence fluctuation spectroscopy (FFS) 
The third technique that measures molecular dynamics is fluorescence correlation 
spectroscopy (FCS), which is a subgroup of fluorescence fluctuation spectroscopy (FFS). 
FCS was first developed to address single point temporal dynamics. Temporal 
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fluorescence fluctuation arising from the mobile particles moving in and out of a 
femtoliter-sized observation volume is recorded with sub-microsecond resolution. The 
information hidden in the fluorescence fluctuation is extracted via a statistical analysis 
method, called autocorrelation. In autocorrelation analysis, one calculates the overlap of a 
fluorescence trace with itself after a series of delay times to generate an autocorrelation 
function (ACF) (Figure 1.3A, left panel). This delay time is called lag time or correlation 
time. The experimental ACF is then fitted with a theoretically derived model. The shape, 
width, and the amplitude at zero correlation time of the ACF give the dynamic process, 
its characteristic time, and the concentration of particles inside the observation volume, 
respectively. FCS, unlike SPT, is not a true single molecule method. However it 
preserves single molecule sensitivity since the fluctuation due to single molecule is taken 
into account. FCS has evolved to be the method of choice for quantitative measurements 
of molecular dynamics due to its compatibility with physiological settings, single 
molecule sensitivity and the availability of robust theoretical models for different modes 
of dynamics for quantitative data treatment. FCS was used to study the photophysics of 
fluorophores, chemical kinetics, binding interactions, conformational fluctuations of the 
biomolecules and membrane dynamics in vitro and in vivo (146-148). A multicolor 
analog of FCS, called fluorescence cross-correlation spectroscopy (FCCS), is realized via 
simultaneous detection of fluorescence fluctuation from two or more spectrally different 
fluorophores in the sample at two or more different channels (Figure 1.3A, left panel) 
(149-151). A temporal cross-correlation between signals at different channels gives 
quantitative information of binding (i.e., dissociation constant (Kd)) of the differently 
labeled partners (152). FCCS was applied to study many biological problems ranging 
from enzyme activity to receptor oligomerization to protein-protein interactions both in 
vitro and in vivo (153-155). Initially developed with dual color laser excitation, FCCS 
was later evolved to many variants depending on the requirements of the biological 
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problem and better quantification. Single wavelength-FCCS (SW-FCCS), which uses a 
single laser to excite both fluorophores having similar excitation spectra under one-
photon excitation, simplifies the instrumental alignment and reduces the problems of the 
aberrations as in dual excitation-FCCS (156). Our group characterized the 
oligomerization state of the epidermal growth factor receptor (EGFR) and its time 
dependent activation upon binding to a cytosolic protein in CHO-K1 cells by SW-FCCS 
(154; 157). Temporal CCF suffers from a number of instrumental and photophysical 
limitations that include spectral cross-talk of the fluorophores (usually from green 
channel to the red channel), incomplete and stochastic labeling, differential brightness 
and photobleaching and blinking dynamics (152). Some of these factors were overcome 
by pulsed interleaved excitation-FCCS (PIE-FCCS) (158). In PIE-FCCS, fluorophores 
are excited by two alternating laser beams at a rate much faster than their diffusion times. 
This mode of excitation significantly reduces the effect of spectral cross-talk in FCCS. 
Triffo et al. recently used PIE-FCCS to study the organization of lipid anchored proteins 
on the membrane of Jurkat and COS-7 cells (159). Rigorous theoretical work was done to 
formulate the exact contributions of these factors and the subsequent corrections to the 
experimental FCCS data (160; 161). 
The wealth of information hidden in the temporal fluctuation data is not restricted to 
dynamics and concentration. A large body of statistical analysis methods of fluctuation 
data was developed based on the photophysical properties of the particles. In 1990, Qian 
and Elson suggested the analysis of moments, i.e. the mean, variance and higher 
moments, of the fluorescence signals as an alternative to FCS (162; 163). This was 
suggested for at least two reasons. Firstly, FCS cannot resolve two particles with 
diffusion coefficients which are closer than about a factor of 1.62 (164). Second, 
particles contribute proportional to the square of their brightness to the ACF, and thus 
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molecular concentrations cannot be unambiguously determined if the brightness of the 
particles is not known (165). Photon counting histogram (PCH) (166; 167) and 
fluorescence intensity distribution analysis (FIDA) (168; 169) exploit the particle 
brightness and concomitant fluorescence intensity distributions to resolve different 
species in multicomponent systems even if they have similar diffusion coefficients, i.e. 
they require on average a similar time (diffusion time, D) to pass through the observation 
volume. In practice, the probability distribution of detecting a certain number of photons 
per sampling time (smaller than the diffusion time) is plotted as a histogram followed by 
fitting with theoretical models to obtain the number and brightness of the particles. 
Perroud et al. applied PCH to monitor the pH dependent conformational change of 
cytochrome c which gives rise to differential brightness (170). Similarly, FIDA was used 
to assay the stoichiometric binding of ligands to various G-protein coupled receptors 
(GPCRs) in live cells (171). These analytical methods are regularly used to study the 
oligomerization states of proteins in organelles (172-174). Müller et al. introduced 
fluorescence cumulant analysis (FCA) which uses the same photon counting data to 
analyse cumulant generating functions instead of probability distribution functions (175). 
Cumulants similar to moments describe the properties of a distribution. They are 
particularly suited to characterize distributions arising from random, independent 
processes as their additive properties simplify the data treatment. The cumulants are also 
shown to vary with the brightness and number of particles and thus provide a 
complementary approach to PCH/FIDA to distinguish particles based on their respective 
brightness. However, PCH, FIDA and FCA determine the number and brightness of the 
particles without any information on dynamics. The binning of the sampling time 
improves these analytical methods by extending their applications to also determine 
temporal characteristics. The time binned modified methods are called photon counting 
multiple histogram analysis (PCMH) (176), fluorescence intensity multiple distribution 
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analysis (FIMDA) (177), and time integrated fluorescence cumulant analysis (TIFCA) 
(178; 179). Related methods are fluorescence intensity and lifetime distribution analysis 
(FILDA) (180), which uses the information of fluorophore lifetime as an additional 
parameter to distinguish particles, and photon arrival time interval distribution (PAID) 
(181), which uses the photon arrival time distributions to measure brightness and 
correlation functions simultaneously.  
In a more generalized approach, called number and brightness (N&B) analysis (182), one 
calculates mean and variance, i.e., the first and second moments, of the intensity 
fluctuation at every pixel from a series of images. Since the mean signal in a pixel is 
proportional to the particle brightness while the variance is proportional to its square, the 
ratio of variance to mean is a measure for the particle brightness itself. The number of 
mobile particles is subsequently obtained by dividing the mean intensity by the particle 
brightness. Although one has to take care to correct for detector noise and background, 
this method is simple to implement. N&B analysis is used to calculate molecular 
aggregation and binding states. This method can be performed with temporal 
fluorescence fluctuation data obtained from both scanning confocal and widefield 
illumination with point (182) or array detectors (183) to study oligomeric states and the 
respective populations of proteins at every pixel of the image and was, e.g., applied to 
investigate different regions in organelles (184-189). N&B analysis was extended to a 
two-colour version (cc-N&B) to study the stoichiometric binding of biomolecular 
complexes with pixel resolution (190).  
While the distribution of the dynamic particle sizes can be studied from the temporal 
fluorescence fluctuation, the same for the static objects can be determined by image 
correlation spectroscopy (ICS), the spatial counterpart of FCS. ICS gives spatial 
correlations over a whole image. Typically spatial ACF is calculated by the Fourier 
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transform of the image using the Wiener-Khinchin theorem which states that the 
autocorrelation of a wide-sense stationary random process is the Fourier transform of the 
power-spectral density of the data. Power-spectral density is calculated as a product of 
Fourier transforms of the process and its complex conjugate. The image from a 
microscope is a convolution of the microscope point spread function (PSF) and the 
emission from a single emitter. The PSF of a fluorescence microscope can be 
approximated to be a Gaussian function (191). The Fourier transform of a Gaussian 
function is another Gaussian function. Thus the spatial ACF in ICS is a 2-D Gaussian 
function, which vanishes at long spatial lag. ICS is used to determine the cluster density 
and aggregation state in an image from the amplitude of the spatial ACF at zero spatial 
lags. Any deviation from the condition of immobile point-like objects, i.e., particle 
movement or particle extension, will broaden the correlation peak. As this broadening 
can be caused by particle extension or movement, the results can be ambiguous and this 
technique has been mainly applied to the determination of number and size of large cell 
surface clusters (192). The extension to time was implemented by Srivastava et al. in 
temporal image correlation spectroscopy (TICS), in which the development of the image 
correlation function is followed in time from frame to frame (193). This was still 
performed with limited time resolution (~ 40 frames per second) and, since a single 
spatial correlation function is calculated per frame, did not provide spatially resolved or 
vectorial information. Higher order moment analysis (194-196) and spatial intensity 
distribution analysis (spIDA) (197) of the entire image was performed to monitor the 
population distribution of monomers and oligomers and to address receptor 
oligomerization on a cell surface during signal transduction  (198; 199).  
Conventional FCS/TICS, when applied to study membrane dynamics, is subject to a 
number of technical and practical complications. First, FCS needs calibration 
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measurements to quantify diffusion coefficient since the exact size of the observation 
volume is not known. Although good calibration standards are available for 3-D 
dynamics, there is no such sample for 2-D dynamics except recently reported DiD labeled 
DOPC GUV (200). Second, the axial focusing of the excitation laser beam on the very 
thin membrane (~ 25 nm) is very tedious given that the axial extension of the beam is 
about 2 m. The beam waist of the excitation beam should exactly be focused on the thin 
membrane. Any deviation from this will lead to larger observation volume and therefore, 
the quantification of dynamics and concentration becomes incorrect. These problems are 
effectively circumvented by calibration-free FCS modalities, namely dual focus FCS, z-
scan FCS and scanning FCS. To be calibration-free, one needs to know the dimension of 
an extrinsic ruler precisely. In dual focus FCS, developed by the Enderlein group, two 
overlapping laser spots are focused on the sample and the distance between them acts as 
the extrinsic ruler (201; 202). Two ACFs from each of the observation volumes and a 
spatial CCF between them are obtained from the fluorescence fluctuations recorded by 
two detectors. Global fitting of all three correlation functions gives accurate 
measurements of diffusion coefficient, number of particles and beam waist of the 
observation volume. Wei et al. recently used dual focus FCS to experimentally validate 
the Saffman-Delbrück model for small protein diffusion in free standing lipid bilayer and 
to measure membrane microviscosity precisely (203). In z-scan FCS, pioneered by the 
Hof group, ACFs from the fluorescence fluctuations at several axial positions (along the 
optical axis) above and under the membrane plane are measured and the step-size 
between successive z-position of the excitation beam is the extrinsic ruler here (204). The 
diffusion time and number of particles on the z-position is fitted with mathematical 
models to obtain the beam waist, absolute diffusion coefficient and number of particles. 
Štefl et al. quantitatively determined the modulation of dynamics and organization of 
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model membrane upon cross-linking between raft associated ganglioside GM1 and its 
ligand cholera toxin B (CTxB) in GUVs (132).  
FCS, in general, needs long acquisition time to accomplish enough statistics for the 
measurement of slow membrane dynamics (~ 100 ms) of live cells. The artifacts due to 
the instabilities of the excitation beam focusing are aggravated with photobleaching due 
to long residence time of fluorophores inside the observation volume. Furthermore, the 
thermodynamic fluctuation of live cell membranes continuously creates focusing artifact 
during acquisition time, which results in significant distortion of the experimental ACF 
(205; 206). Scanning FCS (SFCS), introduced by Petersen et al., significantly reduces the 
effects of photobleaching (207; 208). In SFCS, the focused observation volume is shifted 
along a line parallel to the sample plane (line SFCS or LSFCS) instead of fixing at a 
single spot as in conventional FCS (Figure 1.3A, right panel). This configuration 
circumvents photobleaching artifacts since a membrane spot is exposed to the excitation 
beam only for a fraction of the entire acquisition time. The precise knowledge of 
scanning speed makes SFCS a calibration-free method (209; 210). Repeated scanning 
along a line provides a spatio-temporal correlation function and therefore, one can map 
the diffusion coefficient along a line. In a different modality, SFCS is particularly useful 
where the localization of the excitation beam is difficult and the dynamics is relatively 
slow (210; 211). SFCS is also realized under circular scanning configuration. As 
biological membranes are often dynamic, they move during typical FCS measurement 
times. By scanning the confocal volume perpendicular to the membrane, one can observe 
the membrane at least once at each scan. By selecting the points when the membrane was 
observed and calculating their temporal correlation function one obtains information 
about processes, which are slower than the scan rate. In this case, line scan FCS does not 
calculate any spatial correlations but uses the spatial information to eliminate artifacts of 
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membrane movement (209). The knowledge of the scanning speed does not provide the 
extrinsic ruler here since the membrane spot is observed only once per scan and therefore 
single focus LSFCS perpendicular to the membrane is not calibration-free. However, the 
dual focus mode of LSFCS perpendicular to the membrane is calibration-free. Ries et al. 
applied dual focus LSFCS perpendicular to cell membranes of living zebrafish embryos 
to find absolute diffusion coefficient of two growth factor receptors and their 
corresponding binding affinities to the growth factor (212). Petrášek et al. recently 
reviewed different SFCS modalities in detail (213). 
Raster image correlation spectroscopy (RICS), developed by Digman and colleagues, 
employs a combination of image scanning with spatio-temporal correlation analysis (214; 
215) and was recently reviewed (216). It uses inherent time information of the scanner in 
a laser scanning confocal microscope (LSCM) to access various time scales 
(microseconds: adjacent pixels in an image; millisecond: pixels in successive lines; and 
second: pixels in successive frames) (Figure 1.3B) and thus addresses a range of 
dynamical processes in different cellular environments. In RICS, an averaged 2-D spatial 
ACF from an image series is computed. While the spatial ACF for immobile particles is 
an isotropic Gaussian, it is ‘stretched’ in the direction of fast scanning for diffusive 
particle (Figure 1.3B). Thus the ACF for RICS is a product of the correlation functions 
due to scanning and diffusion. The entire image can be segmented to provide a spatial 
diffusion map over a membrane area (217; 218). In a novel application of RICS, Norris et 
al. studied the binding/unbinding dynamics of labeled substrate molecules to nanofiber 
scaffolds, which act as mimics of the extracellular matrix (219). Because of a very 
limited number of binding sites, only a small fraction of the substrate molecules binds to 
the scaffolds while the rest diffuses freely in solution. By using the accessibility of the 
wide range of timescales, the authors were able to separate the transient binding and free 
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diffusion of the substrate molecules. The recent development of multi-scan RICS allowed 
to derive diffusion maps over a large intracellular region (220). RICS was extended to 
cross-correlation RICS (cc-RICS) which was used to investigate the interaction of 
paxillin and its activator focal adhesion kinase (FAK) at focal adhesions (221). However, 
scanning techniques, by definition, cannot observe all points in a sample simultaneously 
and therefore methods that can potentially perform real-time multiplexing under 
physiological setting were needed. 
Spatio-temporal image correlation spectroscopy (STICS) is the third method other than 
LSFCS and RICS that provides diffusion coefficient map. Wiseman et al. introduced 
STICS as a combination of ICS and TICS where the spatial correlations are calculated as 
a function of time to address spatio-temporal dynamics (222; 223). In this case the 
correlation peaks contain dynamic and vectorial information. For diffusion the peaks will 
broaden over time but for directed movement the peaks will shift in relation to the 
direction of the flow (Figure 1.3C). STICS data treatment can be performed on 
subsections of an image to obtain local information at different parts of a sample and 
velocity maps can be generated. Similar to other fluctuation methods, STICS was 
extended to its two-colour cross-correlation counterpart (STICCS) (224). Based on 
STICCS, the Wiseman group recently differentiated between several possible 
mechanisms of adhesion dynamics in migrating cells (224). Interestingly, not only did 
STICCS reveal the co-transport of α6β1, αLβ2, and α6β2 integrins with paxillin (the 
integrin α5β1 is not involved), it was also able to distinguish different modes of transport 
(e.g., diffusion versus different active transport models) and in a time dependent manner. 
The amount of information available in these measurements makes STICCS an important 




Figure 1.3. Different modalities of fluorescence fluctuation spectroscopy (FFS) methods. 
A) Data acquisition and the respective correlation functions (G()) of single spot FC(C)S 
and different modes of scanning FCCS. B) Data acquisition and shape of correlation 
functions (G()) for fast (DFast) and slow (DSlow) diffusion obtained from RICS. C) 
Temporal evolution of position and size of the correlation functions for dynamic 
processes (diffusion, flow and both) characterized by STICS. D) Data acquisition from a 
sub-region of DiI-stained HeLa cell membrane followed by correlation analysis in every 
pixel of the image and the resulting diffusion coefficient (D) and number of particles (N) 
maps in Imaging FCS. 
 
A new variant of STICS, so-called k-space ICS (kICS), can in addition overcome 
limitations of STICS due to photobleaching and probe photophysics (225). In kICS, the 
images in a stack are transformed into the spatial frequency domain (k-space) by a 2-D 
fast Fourier transformation (FFT) followed by correlation to generate a k-space ACF. In 
the spatial frequency domain, the contributions of molecular dynamics and of 
photophysics can be easily separated. The detailed theory and practical considerations for 
the ICS family of methods were reviewed recently (226). At the moment, ICS and its 
variants have been used mainly with video-rate resolution (~ 30 ms), and thus mainly 
slow movements of large clusters on cell surface and transmembrane proteins have been 
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probed. However, extensions to better time resolution should be achieved with the 
development of faster cameras. 
Most of the methods discussed so far are either limited to single spot measurements 
(confocal FCS, z-scan FCS, ICS and TICS) or sequential multi-spot measurements 
(LSFCS and RICS). They mostly used single point detectors, e.g., avalanche photodiode 
(APD) and photomultiplier tube (PMT). Spatial correlation-based multiplexing methods 
RICS and STICS (and kICS) have anisotropic and slow time resolution, respectively. A 
number of attempts were undertaken to multiplex FCS and also extend it to the spatial 
domain. Spatial multiplexing in FCS is performed by recording fluctuations from 
multiple spots in parallel without compromising time resolution which can be as fast as 
the nanosecond scale in FCS. A number of strategies were adopted to accomplish 
multiplexed FCS over the years. It was achieved by measuring spatial cross correlation 
functions (CCF) between two spatially resolved micron-sized observation volume 
elements (227-229). Four foci parallel FCS measurements were performed with multiple 
individual single-photon avalanche photodiodes (SPAD) or complementary metal oxide 
semiconductor (CMOS) detection elements (230; 231). Ohsugi et al. applied total internal 
reflection (TIR) to illuminate a thin section of a sample close to the surface and multiple 
spots were detected simultaneously by multiple PMTs (232). The advent of fast and 
sensitive cameras simplified multiplexed FCS and provided large number of detection 
elements at moderate costs (233-235). Camera-based detection practically pushed FCS to 
the imaging mode (Imaging FCS). Although this technique is not capable to measure in 
the nanosecond range, time resolution on the order of microseconds to milliseconds is 
possible. Here, electron multiplying charge coupled device (EMCCD) cameras were the 
obvious choice as detectors because of their very high quantum efficiency (> 90%), 100% 
fill factor, single molecule sensitivity (233), and their ability to read sub-regions of the 
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camera chip with resolution down to 20 s (234). Up to 64 confocal volumes were 
measured in parallel with liquid crystal on silicon-spatial light modulators (LCOS-SLM) 
which spatially patterns the laser beam into desired shapes and configurations (236-238). 
In a similar approach, a stationary Nipkow disk was used to create multiple confocal 
volumes (239). However, the confocal volume elements need to be placed sparsely, with 
a distance of 10 or more pixels, to avoid crosstalk. This limitation due to pixel crosstalk 
results in a very restricted usage of the EMCCD chip (238; 240). A partial solution was 
found by using a spinning disk confocal microscope which scans a large number (as large 
as 10,000) of widely separated pinholes over the sample (241). This approach allowed the 
detection of fluorescence fluctuations at every pixel in a temporal image series followed 
by simultaneous computation of ACFs of all pixels. However, it limits the signal-to-noise 
ratio since each pixel is illuminated only a fraction of the time. In addition, all these 
multiplexed confocal based approaches suffer from the same restrictions as spinning disk 
microscopes and are limited to thin samples since in thick samples light far away from 
the focal plane increase pinhole cross-talk and decreases signal-to-noise ratio. 
The disadvantages of the confocal system for Imaging FCS were overcome by using 
either total internal reflection (TIR), which illuminates a ~ 100 nm thick layer close to a 
cover slide (242), or single plane illumination microscopy (SPIM), which uses a 12 m 
thick laser light sheet to illuminate any plane within a 3-D sample (243). The signal is 
then imaged on the chip of an EMCCD camera. Sub-regions of the chip containing up to 
1,000 pixels can be read-out with more than 1,000 frames per second. This allows the fast 
simultaneous recording of contiguous points in a sample (Figure 1.3D), which is not 
possible in confocal modes. Each pixel can then be correlated in time to obtain the 
temporal ACFs at each point in a sample to provide concentration and mobility maps 
(Figure 1.3D), or spatio-temporal CCFs can be calculated to extract vectorial information, 
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e.g., flow velocity profiles in simple lipid bilayers or in complex organisms (244; 245). 
Our group was able to record a million ACFs in parallel (246) or reach a speed of up to 
one million frames per second using the faster CMOS and sCMOS cameras. These 
measurements with sCMOS camera were however only performed with bright beads, as 
these cameras have generally lower quantum efficiencies and signal-to-noise ratio. 
Whether these readout speeds can be extended to the detection of single molecules 
remains to be shown. Furthermore, Imaging FCS measurements can easily be extended to 
two-colour Imaging FCCS to investigate biomolecular interactions in dependence of 
location and time in a biological sample. Recently with TIR illumination and EMCCD 
detection, spatially resolved resonance scattering correlation spectroscopy (SRSCS) was 
introduced to obtain diffusion maps of scattering metal nanoparticles (247). Unlike 
multiplexing confocal techniques, Imaging FCS is not restricted to thin samples, as only 
that plane in the sample is illuminated (in TIR and SPIM), which is observed. This 
provides the additional advantage of reduced photodamage and the possibility to take 
more measurements per sample (245).  
Imaging FCS has the unprecedented advantage to measure pixel-wise diffusion over a 
large membrane area with sufficient temporal resolution. However, the spatial resolution 
is still diffraction limited and therefore cannot directly resolve nanoscale membrane 
heterogeneity. The partial solution of this limitation is to integrate analytical 
chronoscopic methods that could at least provide indirect evidences about the underlying 
structures below resolution limit. The first method, pioneered by the Gratton group, is the 
computation of pair correlation function (pCF) in an image (248). pCF calculates the time 
dependent probability of finding a signal from the same molecule in a pair of spatially 
separated pixels. In the case of free diffusion, the probability of a particle that passes the 
first pixel to also pass the second pixel depends on the size of the pixels, their distance 
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and the diffusion coefficient of the particle. However, if there are structural features that 
hinder or even render the movement between areas impossible, then the pair correlation 
function will peak at longer delays or will even be zero. Therefore, pCF can provide a 
connectivity map between different locations in a sample. The unique advantage of pCF 
is its very fast time resolution as it scans over a limited number of points. Cardarelli and 
colleagues (249) performed pCF analysis of the transport of nuclear localization signal 
(NLS) cargo protein by scanning between the nucleus and cytoplasm at a much faster rate 
compared to the transport rate. This demonstrated that the NLS cargo protein undergoes 
active transport while shuttling from the cytoplasm to nucleus and passive transport in the 
reverse direction. pCF was used to study nuclear and membrane organization (249-251). 
In a similar approach, our group developed difference in spatio-temporal cross correlation 
function (CCF) that can distinguish directional, non-directional and anisotropic 
dynamics (244). The third method, proposed by Wawrezinieck and colleagues, is called 
FCS diffusion law which measures the spatial dependence of diffusion coefficient via 
measuring temporal ACF at variable spot sizes (252). In one of the novel applications of 
the FCS diffusion law, Guia et al. investigated the lateral confinement of stress receptors 
in the plasma membrane as a pivotal step for the natural killer (NK) cell tolerance (253). 
A detailed theoretical description of the CCF and FCS diffusion law will be discussed in 
chapter 4 of this thesis. 
In summary, the commonly used biophysical methods are either having good spatial 
resolution with poor temporal resolution (super-resolution methods) or are limited to 
single spots with superior time resolution. The myriad of spatio-temporal fluorescence 
fluctuation spectroscopic methods bridges the gap and provides multiplexed data to 
explore membrane dynamics and organization with moderate time and spatial resolution 
(Figure 1.4). Line scan FCS, RICS and STICS originates from ICS while Imaging FCS is 
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borne out from single spot FCS. The fluctuation methods are diffraction-limited so far 
and therefore, a number of analytical tools were developed to obtain indirect nanoscale 
structural information. 
 
Figure 1.4. The family of fluorescence fluctuation methods and their derivatives. In the 
inset typical spatial and temporal resolution of the methods are given. 
 
In this thesis, TIR illumination was used for Imaging FCS experiments since it is best 
suited for membranes. This class of Imaging FCS is called Imaging TIR-FCS (ITIR-
FCS). The instrumentation (240) and theory (244) of ITIR-FCS were introduced by our 
group to study membrane processes. ITIR-FCS, in contrary to confocal FCS, provides a 
large number of measurement points and good statistics and thereby reduces the 
measurement time dramatically. 
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The major criticism that is often pointed out about ITIR-FCS is the slow frame rate of the 
camera which restricts the user in terms of time resolution. Therefore, it is necessary to 
address this issue in a systematic manner. The result section of this thesis is divided into 
two parts. The first part is aimed at the characterization of the ITIR-FCS data quality 
(chapter 3) in terms of its reproducibility and error analysis. The calibration, accuracy, 
precision and current limitations in relation to the instrumental parameters such as speed 
of the camera and laser power to quantify the diffusion and concentration of the tracer 
biomolecules are described with experiments on model lipid bilayers. This establishes an 
experimental framework to perform ITIR-FCS. Although membrane dynamics (the 
diffusion coefficient ranging between 0.1 and 10 m2/s) can be measured accurately with 
current EMCCD cameras when operated at a speed of more than 1,000 frames per 
second, provided the instrumental conditions are fine-tuned, the method is still 
diffraction-limited. This does not allow direct observation of nanoscopic membrane 
organization. A partial solution to this limitation is addressed by integrating two 
analytical tools, namely FCS diffusion law and difference in cross-correlation function 
(CCF), which can extract indirect information about the heterogeneity in model and live 
cell membranes below the resolution limit (chapter 4). 
The second part of the thesis discusses the applications of ITIR-FCS in artificial and live 
cell membranes and peptide-membrane interactions. The temperature dependence of 
membrane diffusion is shown to describe the sub-resolution phase separation of the 
model and live cell membranes (chapter 5). Moreover, the FCS diffusion law analysis 
also provides information on the mode of diffusion in model membranes exhibiting 
different phase behavior and its modification with temperature change. In the second 
application, a peptide-lipid interaction was investigated by ITIR-FCS (chapter 6). Human 
islet amyloid polypeptide (hIAPP) is co-secreted with insulin in the cell of the 
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pancreatic islets of Langerhans. It is known to be associated with the pathogenesis of the 
Diabetes mellitus type II. The interaction of hIAPP with the membrane is believed to 
operate via peptide aggregation followed by membrane pore formation. However, very 
few reports are available on the effect of monomeric hIAPP at physiologically relevant 
concentrations on membrane integrity. The membrane diffusion measured by ITIR-FCS 
was used as a reporter to study the effects of hIAPP on the integrity of model and live cell 
membranes. It was observed that monomeric hIAPP interacts with membrane in a 
concentration-dependent two-step mechanism: carpet formation at low concentration and 
membrane destabilization via lipid extraction at high concentration. Therefore, 
monomeric hIAPP itself can be membrane active. This molecular level mechanism 
should shed light on the understanding of hIAPP mediated cell damage and help to its 
therapeutic interventions. Overall, this thesis provides the necessary calibrations of ITIR-
FCS for its implementation as a biophysical tool and demonstrates its application in 









2.1 Fluorescence Correlation Spectroscopy 
The main technique used in this thesis is fluorescence correlation spectroscopy (FCS). 
FCS is a single molecule sensitive technique which extracts dynamical constants of a 
stationary process by correlation analysis of the temporal fluorescence fluctuations of that 
process. Magde et al. introduced FCS in 1972 (254). In that seminal work, the authors 
determined the diffusion coefficient and the thermodynamics of complex formation 
between ethidium bromide (EtBr) and double-stranded DNA by monitoring the 
fluorescence fluctuation of the EtBr-DNA complex and showed that FCS can be used to 
study dynamical processes at equilibrium. Thereafter, a series of papers established the 
theoretical framework (255), instrumental set-up (256) and the statistical analysis (257) 
of FCS. A detailed description of statistical analysis was reviewed here (258). Although 
FCS showed a great promise to investigate stationary dynamic processes, its application 
was limited to a small number of cases because of the lack of an instrumental set-up that 
provides sufficient signal-to-noise ratio (SNR) for FCS measurements. However, the real 
application of FCS was realized when it was implemented in a confocal setup in the late 
1980s (259-261). The confocal pinhole improved the signal-to-noise ratio dramatically by 
removing the out-of-focus background and  provided single molecule sensitivity for the 
technique by recording the fluorescence fluctuation of the particles moving in and out of 
a femtoliter-sized observation volume (262; 263). In general, all equilibrium physical 
processes that cause fluorescence fluctuation can be detected quantitatively by FCS by 
calculating the autocorrelation function (ACF) of the process. 
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2.1.1 Autocorrelation function 
In FCS, the statistical analysis to quantitate the fluorescence fluctuation is performed by 
generating its temporal autocorrelation function (ACF). Autocorrelation is a measure of 
self-similarity of the temporal fluorescence (F(t)) obtained from a small observation 
volume. A measure of self-similarity is calculated as the overlap of a fluorescence 
intensity trace with the same trace separated by a time offset, called lag time or 
correlation time (). Figure 2.1AC demonstrates the principle of autocorrelation 
analysis.  Let’s consider a diffusion process with characteristic diffusion time D. At very 
short  Dthe intensity trace will have significant overlap with itself and thus the 
ACF will have large amplitude. As  increases, the overlap of the intensity trace with 
itself decreases as the dependence of the fluctuations on the initial time point becomes 
weaker.  Finally for very long  Dthe intensity trace will hardly have any overlap 
with itself and thus the amplitude of ACF will be zero. 
Fluorescence fluctuations are a direct consequence of concentration fluctuations of the 
fluorophores in the observation volume. The details of this relationship are given in the 
next section. ACF of a fluctuation data provides a number of information about the 
underlying dynamical process. The shape of the ACF provides the type of dynamics. For 
example, the concentration fluctuations within an observation volume due to the diffusion 
and flow are different and so are their fluorescence fluctuations under otherwise identical 
experimental conditions. Thus their characteristic ACFs have distinct shapes. For 





Figure 2.1. Principle of autocorrelation function. A) Fluorophores are excited and emit 
fluorescence when they travel through the observation volume (green ellipsoid). The 
black particle is outside the observation volume; when entering the observation volume, 
the same particle fluoresces (red). B) The temporal fluorescence recorded for the 
observation volume has fluctuation F(t) around an average of F(t). C) The intensity 
trace (dark green) and the same trace shifted by time (yellow) are shown for three 
different lag times and the area under the overlapping region (light green) is calculated to 
get the autocorrelation amplitudes corresponding to the different lag times. D) The shape 
of autocorrelation curves for diffusion (red) and flow (black) processes. The decays of the 
ACF for diffusion and flow are hyperbolic and exponential respectively.  
 
The second information obtained from the ACF is the dynamical constant of the 
underlying process. For instance, slowly diffusing particles spend long time in a given 
observation volume. This leads to significant overlap of the temporal intensity trace with 
itself for longer correlation times which is observed as a wider ACF (Figure 2.2A). The 






Figure 2.2. Width and amplitude of the ACF. A) The width of the ACF broadens as the 
diffusion becomes slower. The direction of the arrow is towards fast diffusion. Thus the 
width of ACF decreases along the direction of the arrow. B) The amplitude of ACF 
decreases with the average number of particles in the observation volume.  
 
The ACF also gives the average number of particles (N) in the observation volume. If two 
systems differ in the concentration of the fluorescent particles, the effect will be shown in 
their respective temporal fluctuations. For a concentrated sample, the fluorescence 
fluctuations due to the entry and exit of single particles with respect to the average 
fluorescence arising from a large number of particles in the observation volume would be 
difficult to observe. Therefore, the amplitude of the ACF at zero correlation time is 
inversely proportional to the average number of particles. The ACF of a diluted sample 
will have higher amplitude compared to a concentrated sample (Figure 2.2B).  
2.1.2 Theoretical ACF of translational diffusion for confocal FCS 
measurement 
Let’s consider the temporal fluorescence (F(t)) emitted from the fluorophores in an 
observation volume having a fluctuation F(t) around an average fluorescence F(t): 
ߜܨሺݐሻ ൌ ܨሺݐሻ െ 〈ܨሺݐሻ〉 2-1 




ܩሺ߬ሻ ൌ 〈ܨሺݐሻܨሺݐ ൅ ߬ሻ〉〈ܨሺݐሻ〉〈ܨሺݐ ൅ ߬ሻ〉	
ൌ 〈ܨሺݐሻܨሺݐ ൅ ߬ሻ〉〈ܨሺݐሻ〉ଶ 	
ൌ 〈൫〈ܨሺݐሻ〉 ൅ ߜܨሺݐሻ൯൫〈ܨሺݐ ൅ ߬ሻ〉 ൅ ߜܨሺݐ ൅ ߬ሻ൯〉〈ܨሺݐሻ〉ଶ 	
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ൌ 〈ߜܨሺ0ሻߜܨሺ߬ሻ〉〈ܨሺݐሻ〉ଶ ൅ 1	
 
2-2 
The second and the final steps hold true for stationary processes since the average 
fluorescence is invariant over time (i.e., 〈ܨሺݐሻ〉 ൌ 〈ܨሺݐ ൅ ߬ሻ〉 ൌ 〈ܨሺ0ሻ〉). Step 4 to 5 is 
possible since the expectation value of the temporal fluorescence fluctuation F(t) or 
F(t+) for a stationary process is zero.  
Fluorescence (F(t)) and its temporal fluctuation (F(t)) from a given observation volume 
can be written as: 








ܳ is the molecular brightness which depends on the absorption coefficient, quantum yield 
of the fluorophore and the detection efficiency of the instrument. It is defined as photon 
counts per particle and second (cps). ݎԦ is the spatial co-ordinate. ܫሺݎԦሻ is the spatial 
intensity profile of the focused excitation laser beam. ܵሺݎԦሻ describes the extent of the 
sample volume. ܥܧܨሺݎԦሻ is the collection efficiency function which is the convolution of 
the pinhole transfer function and point spread function (PSF) of the microscope. ܥܧܨሺݎԦሻ 
therefore describes the effective fluorescence at position ݎԦ after being spatially filtered by 
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the pinhole. Thus the product of ܫሺݎԦሻ, ܵሺݎԦሻ and ܥܧܨሺݎԦሻ defines the spatial distribution of 
the observation volume (ܹሺݎԦሻሻ.		ܥሺݎԦ, ݐሻ	is the concentration of the fluorophore at 
position ݎԦ and time t.  
ܹሺݎԦሻ ൌ ܫሺݎԦሻܵሺݎԦሻܥܧܨሺݎԦሻ 2-5 
 Now, ܵሺݎԦሻ can be assumed to be 1 since the sample volume is much larger than the 
observation volume and thus Equation 2-5 reduces to: 
ܹሺݎԦሻ ൌ ܫሺݎԦሻܥܧܨሺݎԦሻ 2-6 
For a focused laser beam with Gaussian-Gaussian-Lorentzian (GGL) intensity profile, it 
was shown that the observation volume can be approximated by a Gaussian-Gaussian-







௭బమ  2-7 
0 and z0 are the beam waists in lateral and axial directions where the intensity of the 
light decays to 1/e2 from its maximum (I0) at the focus. The average fluorescence F(t) 
can be obtained by using Equation 2-7 and 2-3 as follows: 

















Similarly, the fluctuation of F(t) can be written as: 
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Replacing the above expressions of F(t) and F() in Equation 2-2, we obtain: 
ܩሺ߬ሻ ൌ 〈ܳ














The function 〈ߜܥሺݎԦ, 0ሻߜܥሺݎԦ′, ߬ሻ〉 is called concentration correlation function. It expresses 
the probability of finding a particle at position ݎԦ at a given time and the same particle at 
position ݎԦ′ after a lag time . This can be measured from Fick’s laws of diffusion from 
position ݎԦ to ݎԦ′ in a time. 
For non-interacting particles undergoing Brownian motion, the diffusion propagator can 
be derived from Fick’s laws of diffusion which states that the flux (J) (mass per unit area 
and time) is proportional to the concentration gradient along the direction (First law) and 
the rate of change of concentration is proportional to the flux gradient (Second law). Note 
that there is no real macroscopic concentration gradient in a homogeneous solution 
exhibiting Brownian motion. However, random local concentration fluctuations are 
created momentarily due to the inherent thermal fluctuations in the system. For diffusion, 






߲ݔଶ  2-11 
D is the diffusion coefficient. Using Equation 2-11, one can derive the expression of the 
concentration correlation function for three-dimension (3-D) diffusion as a product of 
average concentration and a diffusion propagator: 
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〈ߜܥሺݎԦ, 0ሻߜܥሺݎԦ′, ߬ሻ〉 ൌ 〈ܥ〉 ݁
ିሺ௥Ԧି௥Ԧᇱሻమସ஽ఛ
8ሺߨܦ߬ሻଷ ଶൗ  
2-12 
Substituting Equation 2-12 to Equation 2-10 followed by integration over space G() 
takes the following expression:  
	ܩଷ஽ሺ߬ሻ ൌ 1〈ܥ〉ߨଷ ଶൗ ߱଴ଶݖ଴
ቆ1 ൅ 4ܦ߬߱଴ଶ ቇ
ିଵ
ቆ1 ൅ 4ܦ߬ݖ଴ଶ ቇ
ିଵ ଶൗ
൅ 1
ൌ 1〈ܥ〉ߨଷ ଶൗ ߱଴ଶݖ଴
ቆ1 ൅ 4ܦ߬߱଴ଶ ቇ
ିଵ






For non-interacting particles at equilibrium, the concentrations at positions ݎԦ and ݎԦ′ are 
independent at a given time and thus the diffusion propagator can be expressed as a Dirac 
delta function multiplied by the average concentration. That means 〈ߜܥሺݎԦ, 0ሻߜܥሺݎԦ′, 0ሻ〉 is 
equal to 〈ܥ〉ߜሺݎԦ െ ݎԦ′ሻ. Using this, one can calculate the effective observation volume 
(Veff) in confocal FCS which is given by: 
௘ܸ௙௙ ൌ ߨଷ ଶൗ ߱଴ଶݖ଴ 2-14 
Since average number of particle (N) in the effective observation volume equals to N = 
CVeff, Equation 2-13 can be written as 








൅ 1 2-15 
One can calculate ܰ from the amplitude of the ACF which is defined as the value of G() 
at = 0: 
ܩሺ0ሻ ൌ 1ܰ ൅ 1 2-16 
51 
 
Since the amplitude of the ACF is inversely proportional to the average number of 
particles in the observation volume, it is desirable to use low sample concentration. 
Otherwise, the amplitude of the ACF is not larger than noise. Average particles per 
observation volume commonly measured by FCS ranges between 11000. The diffusion 
time (D) is defined as the average time taken by the particle to transit through the 




Therefore, the G() can be expressed in terms of D as 





ିଵ ଶൗ ൅ 1 2-18 
ܭ ൌ ݖ଴߱଴ 2-19 
K is called the structure parameter of the instrumental set-up and it defines the 
observation volume. 
For two-dimensional diffusion which happens, for instance, in plasma membranes, G() 
simplifies to the following form: 




൅ 1 2-20 
If there exist multiple fluorescent particles, then G() is the liner sum of the individual 













i is the ratio of the brightness of ith species to that of species 1 and Di and Fi are the 
diffusion time and mole fraction of the ith species, respectively. 
Dynamical processes other than translational diffusion also contribute to the ACF. For 
example, if the particles undergo triplet state relaxation along with translational diffusion, 
the ACF will be a product of ACFs of the individual processes. The ACF of triplet 
dynamics is given by: 
ܩ்ሺ߬ሻ ൌ 1 ൅ ቆ
ܨ௧௥௜௣
1 െ ܨ௧௥௜௣ቇ ݁
ିఛ ఛ೟ೝ೔೛ൗ  2-23 
where trip and  Ftrip are the relaxation time and fraction of the triplet state, respectively. 
The ACF for diffusing particles having triple state dynamics is: 





ିଵ ଶൗ ቆ1 ൅ ቆ ܨ௧௥௜௣1 െ ܨ௧௥௜௣ቇ ݁
ିఛ ఛ೟ೝ೔೛ൗ ቇ ൅ 1 2-24 
Diffusion coefficient (D) of spherical solute particles at a given temperature is given by 
Stokes-Einstein Equation:  
ܦ ൌ ݇஻ܶ6ߨߟܴ௛௬ௗ 2-25 
kB is the Boltzmann constant, T is absolute temperature,  is the viscosity of the solvent 
and Rhyd is the hydrodynamic radius of the solute particle. If the particles are assumed to 
be spherical, D is proportional to the cubic root of the molecular weight (M): 
߬஽~√ܯయ  2-26 
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2.1.3 Instrumental set-up of confocal FCS 
The basic instrument for confocal FCS was an Olympus FV300 laser scanning confocal 
microscope (LSCM) (Olympus, Tokyo, Japan) which was coupled with an avalanche 
photodiode (APD) (SPCM-AQR-14; Pacer Components, Berkshire, UK) detector and a 
hardware correlator (Flex02-01D; Correlator.com, Bridgewater, NJ, USA), which was 
installed in-house. The schematic of the set-up is shown in Figure 2.3. The green laser 
beam from a 543 nm helium-neon laser (Melles Griot, Singapore) was focused on the 
sample by a water immersion objective (60, NA 1.2; Olympus, Tokyo, Japan) after 
being reflected by an excitation long-pass dichroic mirror (560DCLP; Omega, VT) and a 
scanning unit. The laser power before objective was measured to be 25 W. The 
fluorescence signal from the sample was passed through the same objective, de-scanned 
and finally through a 150 m pinhole in the image plane to block the out-of-focus 
fluorescence. The light was then detected by the APD after passing through a band pass 
emission filter (595AF60; Omega, Brattleboro, VT). The transistor-transistor-logic (TTL) 
output signal over time from the APD was processed online by the hardware correlator to 
generate an autocorrelation function (ACF). The total acquisition time per measurement 




Figure 2.3. Instrumental set-up of confocal FCS.  
 
2.1.4 Confocal FCS data analysis and calibration measurement 
In order to obtain the diffusion time, one has to measure 0 and the structure factor K 
which is defined as the ratio of the 1/e2 radii of the observation volume in the axial and 
lateral directions (z0 and 0 respectively). For this purpose, calibration measurements 
were done with a dye of known diffusion coefficient. In our case, it was Atto565 for 543 
nm excitation. The ACF from this measurement was fitted with the following equation: 
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ିଵ ଶൗ ቆ1 ൅ ቆ ܨ௧௥௜௣1 െ ܨ௧௥௜௣ቇ ݁
ିఛ ఛ೟ೝ೔೛ൗ ቇ ൅ ܩஶ 2-27 
 
The fitted values of K in all measurements in this thesis were between 5 and 7. Note that 
the fitting model (Equation 2-27) differs from the mathematically derived model 
(Equation 2-24). The fitting model contains G∞ in place of the convergence value 1 in the 
theoretical model. Ideally, G∞ should converge to 1. However due to the non-ideal 
experimental conditions such as finite measurement time, photobleaching, sample 
movement and instrument instability, it may not converge to 1. Thus, we did not fix the 
convergence value to 1; rather we left it as a fit parameter. The output value of G∞ 
therefore also serves as a quality check of the data.  For single component sample with 
triplet state, the fit parameters are triplet relaxation time (trip), diffusion time (D), 
number of particles (N) and G∞. K obtained from calibration measurements with the 
standard dye is kept fixed for all the samples under investigation. After obtaining the 
diffusion times of the calibration dye (D, standard) and the sample (D, sample), one can 
calculate the diffusion coefficient of the sample (Dsample) by using the known diffusion 
coefficient of the calibration dye (Dstandard) through the following equation: 
ܦ௦௔௠௣௟௘ ൌ ߬஽,௦௧௔௡ௗ௔௥ௗ ∗ ܦ௦௧௔௡ௗ௔௥ௗ߬஽,௦௔௠௣௟௘  2-28 
2.2 Imaging Fluorescence Correlation Spectroscopy 
Imaging FCS refers to the class of multiplexed FCS modalities where fluorescence from 
a sample is collected by an array detector, e.g., EMCCD/sCMOS camera and SPAD array 
detector in an image format, followed by correlation analysis at every pixel of the image. 
It requires special illumination schemes that allow thin z-sectioning of the sample to 
obtain small observation volume suitable for FCS, along with sufficient signal-to-noise 
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ratio for imaging with inherently noisy camera detectors. In this thesis, total internal 
reflection (TIR) is used to illuminate the sample and therefore it is called imaging total 
internal reflection-FCS (ITIR-FCS). 
2.2.1 Total internal reflection (TIR) illumination 
When light travels from one isotropic medium to another, it undergoes reflection and 
refraction at the boundary of the two media. Refraction is defined as the bending of the 
light path towards or away from the normal of the boundary that separates two media. 
Refraction occurs due to the difference in the velocity of light in these two media. This 
phenomenon is mathematically expressed by Snell’s law of refraction (Equation 2-29): 
݊ଵ sin ߠଵ ൌ ݊ଶ sin ߠଶ 2-29 
where n1 and n2 are the refractive indices of medium 1 and 2 respectively, θ1 and θ2 are 
incident angle and refraction angle respectively. 
According to Snell’s law, if light travels from an optically denser medium to an optically 
rarer medium (i.e., n1 > n2), the light path bends away from the boundary normal (i.e., θ1 < 
θ2). Now if the incident angle is higher than a certain critical angle (θc), the light does not 
refract in the other medium, rather it is internally reflected to the optically denser 
medium. This is called total internal reflection (TIR). θc is defined as the incident angle in 
the optically denser medium such that the refraction angle is 90° and can be calculated 
from the known refractive indices of the media as follows: 
݊ଵ sin ߠ௖ ൌ ݊ଶ sin 90°
ߠ௖ ൌ sinିଵ ൬݊ଶ݊ଵ൰ 
2-30 
Although light under TIR illumination does not propagate into the optically rarer 
medium, it leaves a non-propagating wave along the direction of the boundary normal in 
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that medium. The non-propagating wave originates since the electric and magnetic fields 
of an electromagnetic radiation (e.g., light) are not allowed to be discontinuous at the 
boundary. This wave in the rarer medium is termed as evanescent wave. The evanescent 
field is sufficiently strong to excite the fluorescent probes close to the surface and thus is 
very well suited for plasma membrane measurements. This illumination scheme also 
improves signal-to-noise ratio of the detection since the molecules in the bulk (out-of-
focus) are not excited and thus do not contribute to the signal from the surface. It can be 
shown from the electromagnetic theory that the evanescent field decays exponentially 
from the boundary: 
ܧ௭ ൌ ܧ଴݁ି௭ ௗൗ  2-31 
where Ez is the evanescent field at distance z from the boundary along the direction of the 
boundary normal (z-direction), E0 is the evanescent field at the boundary (z = 0), d is the 
penetration depth of the evanescent field, which can be calculated as: 
݀ ൌ ߣ௘௫4ߨඥ݊ଵଶݏ݅݊ଶߠଵ െ ݊ଶଶ
ൌ ߣ௘௫4ߨඥܰܣଶ െ ݊ଶଶ
 2-32 
where ex is the excitation wavelength and the term n1sinθ1 is referred as numerical 
aperture (NA) of the microscope objective. NA of the objective determines the angle 
under which light is collected or transmitted, which is important to reach the critical 
angle in TIR. Spatial resolution is proportional to the NA of the objective. NA can be 
increased by increasing either n1 or sinθ1 or both. The maximum value of sinθ1 is 1. It is 
practically not feasible to achieve θ1 equal to 90 since the objective must have a non-
zero focal length. Therefore for dry objective (air immersion medium, n1 = 1), maximum 
NA achievable is about 0.95. NA can be further increased by adding an immersion 
medium of high refractive index (e.g., water or mineral oil) on the objective lens. This is 
in particular necessary for TIR illumination. A higher NA reduces the penetration depth to 
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better the z-sectioning and to reduce the illumination volume. This makes TIR 
microscope a potential candidate for single molecule detection (SMD) on surfaces. 
2.2.2 EMCCD camera as detector for ITIR-FCS 
Array detectors are used for Imaging FCS measurements. Of late, a number of array 
detectors are developed with high sensitivity for low light imaging. This includes 
EMCCD and sCMOS cameras and SPAD array. A detailed description of current options 
of the array detectors was recently reviewed (267). Currently, EMCCD gives optimum 
speed, quantum efficiency and multiplexing for Imaging FCS. A detailed comparison on 
the performance of the array detectors for Imaging FCS was recently published (268). In 
this thesis, EMCCD was used to detect fluorescence signals from membranes. 
2.2.2.1 Working principle of EMCCD camera 
The architecture and the working protocol of an EMCCD camera are described in Figure 
2.4. As the name suggests, the basic building block of EMCCD is a CCD and an electron 
multiplication (EM) unit. CCDs work via charge coupling between the neighboring pixels 
and the following three steps are involved: i) Charge generation: Pixels are made of 
photodiodes and they eject photoelectrons (PEs) due the photoelectric effect, when 
photons from the sample fall on them. The charge generated by the ejected PEs is a direct 
measure of light fallen on the chip. ii) Charge coupling and transfer: Each pixel of a 
CCD chip is divided into three vertical strips – each of which is connected to electrodes 
in such a way that their voltages can be controlled independently and each third strip on 
the chip is connected to the same electrode. This means the first strip of each vertical 
pixel of the CCD chip is connected to the same electrode and so do the second and the 
third strips. The PEs are carried to the end of the chip by sequential charging and 
uncharging of the strips in all the pixels along a vertical line. They then fall on to a 
horizontal register which has the same three-strip architecture and are carried pixel-by-
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pixel to the output node of the CCD which is located at the end of the register. iii) Charge 
read-out and digitization: The output charge amplifier converts the charge (number of 
PEs) into equivalent voltage. This is followed by the conversion of voltage to digital 
output by analog-to-digital (ADC) converter.  
Most of the modern CCDs have two regions, namely imaging region and store region, of 
exactly same size and number of pixels. The store region is optically shielded. The 
availability of the store region enhances the speed of the CCD since the camera can 
capture an image while the previous image is being processed in the store region. Three 
different operation modes of CCD are available depending on the availability and 
location of the store region in the CCD chip. In the full frame mode, there is no store 
region and thus photon detection and charge transfer are done sequentially. When the PEs 
are being transferred to the output node, the camera is mechanically shuttered from taking 
any acquisition. In interline transfer mode, each pixel contain both photodiode to capture 
signal and a store region. In frame transfer mode, the entire chip is divided into two parts 
– one for photon collection and the other for photon storage. Interline and frame transfer 
modes are shutterless. Frame transfer CCD cameras have good quantum efficiency (QE) 
and speed. Moreover since pixels are located on the CCD chip without any spacing, CCD 
cameras provide 100% fill factor. However, they are subject to very high noise if the 
pixels are read-out very fast. The read-out noise originates in the output charge amplifier 
during charge to voltage conversion. As a rule of thumb, the amplifier bandwidth should 
be at least three times larger than that of the horizontal shift speed. To read-out the pixels 
very fast (e.g., 10 MHz), the bandwidth of the charge amplifier has to be as wide as 
possible (at least 30 MHz). However, amplifier noise scales with the bandwidth and 
therefore fast read-out in CCD camera comes along with the side effect of high read-out 
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noise. The read-out noise is negligible when the read-out is slow (e.g., 1 MHz). However, 
it is too slow to study molecular dynamics by FCS.  
A number of modifications are made in CCD architecture to increase the signal-to-noise 
ratio (SNR). In intensified CCD (ICCD), signal amplification is done before the charge 
coupling. Here a photocathode is used to generate the PEs which are amplified by an 
array of dynodes in a micro-channel plate (MCP). This amplified signal is transformed 
into the final digital output via charge coupling, transfer and digitization. The quantum 
efficiency of ICCD is very low due to the usage of the photocathode and thus cannot be 
used for single molecule detection. In addition, it suffers from insufficient time resolution 
for membrane dynamics and additional intensifier noise.  
In EMCCD, an electron multiplication gain (EM gain) register is inserted between the 
horizontal register and the output amplifier. The accumulated charge in the horizontal 
register is amplified in the EM register by impact ionization. This allows the EMCCD to 
be operated with 10 MHz speed with relatively negligible read-out noise since the signal 
is amplified dramatically before read-out. The other common source of noise is dark 
current of the camera. Dark current is generated from the ejection of electrons from the 
material with which the photodiode is made of due to its thermal fluctuation. Modern 
EMCCD cameras use thermoelectric cooling to almost eliminate dark current. Moreover, 
the quantum efficiency and sensitivity of EMCCD camera is further increased by anti-
reflecting coating and back illumination. Taken together, EMCCD camera offers single 
molecule sensitivity, about 95% quantum efficiency, 100% fill factor and fast read-out 




Figure 2.4. Working principle of EMCCD camera. A) Generation of photoelectrons 
(charges) due to photoelectric effect. B) Charge coupling in the CCD pixels. C) Vertical 
charge transfer to the horizontal read-out register. D) Pixel-by-pixel charge read-out and 
transfer to the electron multiplication (EM) register. E) Charge amplification by EM 




2.2.3 Theoretical ACF of translational diffusion for ITIR-FCS 
measurement 
The mathematical expression of ACF for ITIR-FCS measurement can be obtained in a 
similar way to that of confocal FCS. The theory of ITIR-FCS was established by Jagadish 
Sankaran in our laboratory (246). We have to take two dimensional (2-D) space into 
account instead of a single point to calculate the diffusion propagator to obtain the 
expression of the correlation function of a given pixel of finite size on the CCD chip. The 
point spread function (PSF) can be approximated to be a Gaussian function centered at x0 
and width 0 (191): 
ܫሺݔ, ݔ଴ሻ ൌ ܫ଴݁
ିଶሺ௫ି௫బሻమఠబమ  2-33 
where 
߱଴ ൌ ߱ߣ௘௠ܰܣ  2-34 
Here em is the emission wavelength, NA is the numerical aperture of the objective and  
is the numerical value that determines the width of the PSF and has to be calculated 
experimentally. PSF in x-y plane can be calculated as a product of two 1-D Gaussian 
functions and thus can be written as: 





Figure 2.5. The CCD chip with two observation areas of interest. The observation areas 
klmn and pqrs are shown in green and red respectively. 
 
Let’s consider two rectangular regions (klmn and pqrs in Figure 2.5) on the CCD chip. 
The temporal fluorescence and its average from these regions can be written as: 
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Inserting Equations 2-36, 2-37, 2-38 and 2-39 into Equation 2-2 we obtain, 
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2-40 
where f(x,x’,y,y’,) is the 2-D concentration correlation function which is the product of 
average surface concentration (C) and 2-D diffusion propagator P(x, yx’, y’, )  as 
follows: 
݂ሺݔ, ݔᇱ, ݕ, ݕᇱ, ߬ሻ ൌ 〈ߜܥሺݔ, ݕ, 0ሻߜܥሺݔᇱ, ݕᇱ, ߬ሻ〉 ൌ 〈ܥ〉 ൈ ܲሺݔ, ݕ|ݔᇱ, ݕᇱ, ߬ሻ  2-41 
The analytical solution for the 2-D diffusion propagator is obtained from Fick’s laws of 
diffusion as: 
ܲሺݔ, ݕ|ݔᇱ, ݕᇱ, ߬ሻ ൌ 14ߨܦ߬ ݁
ିሺ௫ି௫ᇱሻమାሺ௬ି௬ᇱሻమସగ஽ఛ  2-42 
The diffusion propagator can be factorized into x- and y- dimensions similar to the PSF 
and thus 2-D ACF can also be resolved into two dimensions: 
ܲሺݔ, ݕ|ݔᇱ, ݕᇱ, ߬ሻ ൌ ܲሺݔ|ݔᇱ, ߬ሻܲሺݕ|ݕᇱ, ߬ሻ 2-43 
 
ܩሺ߬ሻ ൌ ݃௫ሺ߬ሻ݃௬ሺ߬ሻ ൅ 1 
 
2-44 
and ACF along x-direction will be: 
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2-45 
Using the functional form of the diffusion propagator and converting the limits of the 
integrals (kl and mn) in terms of the pixel side length (a) followed by the integration of 
the above equation simplifies the ACF in x-direction as: 
݃௫ሺ߬ሻ ൌ 1ඥ〈ܥ〉ܽ ቌerf൫݌ሺ߬ሻ൯ ൅
ቀ݁ି൫௣ሺఛሻ൯మ െ 1ቁ
√ߨ݌ሺ߬ሻ ቍ 2-46 
where, 
݌ሺ߬ሻ ൌ ܽඥ4ܦ߬ ൅ ߱଴ଶ
 2-47 
Thus the ACF in 2-D will be: 




൅ 1 2-48 
The observation area (Aeff) in ITIR-FCS is given by the convolution of the detection area 
(A) and the PSF. By detection area, we refer to the actual pixel area in the sample plane. 
This means, if pixel side length is a, then A = a2 for single pixel. On the other hand, 
observation area is the actual area over which the measurement is done (Aeff = a2PSF). 
The analytical solution of Aeff can be expressed as the following: 
ܣ௘௙௙ ൌ ܽ
ଶ








Since N = CAeff , Equation 2-48 can be rewritten to the final form of ACF for 2-D 
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2.2.4 Instrumental set-up of ITIR-FCS 
ITIR-FCS measurements were done using an objective type TIRF microscope (IX-71; 
Olympus, Singapore) with a high NA oil immersion objective (PlanApo, 100, NA 1.45; 
Olympus, Singapore) and an EMCCD camera (Andor iXON 860, 128128 pixels; Andor 
technology, US) installed on the side port of the microscope. The schematic of the set-up 
is shown in Figure 2.6.  Excitation light from a laser source (488 or 514 nm (Sectra-
Physics Lasers, Mountain View, CA, US) or 532 nm laser (Cobolt Samba, Sweden)) was 
introduced to the microscope by a combination of two tilting mirrors. The light was 
focused on the back focal plane of the objective after being reflected by the dichroic 
mirror (DM) and was total internally reflected in the glass-water interface by controlling 
the incident angle of the excitation beam by the same combination of tilting mirrors. The 
following DM sets were used for the experiments done in this thesis − 495LP (Omega) 
for 488 nm, 524LP (Omega) for 514 nm and Z488/532RPC (Semrock) for 532 nm 
excitations, respectively. The immersion medium of the objective was mineral oil 
(Olympus, refractive index 1.516 at 23 °C). The fluorescence from the sample was passed 
through the same objective followed by transmission through the same dichroic mirror. 
Finally it was imaged on the CCD chip of a back-illuminated EMCCD camera after being 
filtered by specific emission filter. The following emission filter sets were used for the 
experiments done in this thesis  495LP (Omega) for 488 nm, 524LP (Omega) for 514 
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nm and Z488/532M (Semrock) for 532 nm excitations, respectively. Andor Solis for 
Imaging (version 4.18.30004.0) was used for image acquisition. 
 
Figure 2.6. Instrumental set-up of ITIR-FCS. 
2.2.5 EMCCD parameter setting and data acquisition of ITIR-FCS 
Camera cooling: Before each measurement, the camera must be cooled down to -80 °C 
to eliminate dark current. In general, air cooling is done by a fan integrated internally to 
the camera. Sometimes, vibration due to the fan destabilizes the system. This can be 
avoided by using external water cooling instead of fan cooling. 
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Mode of acquisition: Two modes, namely kinetic and fast kinetic, are available for the 
acquisition of an image series. Kinetic mode (also known as frame transfer mode) is used 
for ITIR-FCS experiments. The maximum speed attainable for the full frame (128128 
pixels) acquisition is 502 frames per second (fps). However, one can increase the speed 
by acquiring a subregion of the chip. For a 2121 pixels sub-region, a speed of 1,800 fps 
can be achieved. Fast kinetic mode can be used for very high frame rate (~ 25,000 fps). 
Here, only a few lines in the CCD chip are illuminated. This is not a frame transfer mode 
since the illuminated pixels are not transferred to the store region. Rather, they are shifted 
vertically down several lines to be counted further and thereby the frame rate is increased 
significantly. This mode cannot be used for ITIR-FCS measurements as it sacrifices the 
imaging aspect to increase the frame rate. 
Vertical Shift speed: This refers to the time required to shift an entire row to the next 
vertical row on the chip. In the kinetic mode, the vertical shift speed is 0.25 s/row and 
therefore it takes 32 s to transfer 128 rows from the illumination region to the store 
region. The high vertical shift speed helps reducing the clock induced charge (CIC), a 
major source of noise in EMCCD cameras. 
Horizontal shift speed: This is the read-out rate in the horizontal register. This parameter 
mainly determines the frame rate and thus is desirable to be maximal. It was set to the 
highest value of 10 MHz which provides the highest frame rate for all the experiments 
performed in this thesis. 
Minimum exposure time: Exposure time is defined as the time during which CCD 
collects photon. The minimum exposure time is determined by the frame rate. For 
example, the maximum frame rate achievable for 2121 pixels acquisition is 0.56 ms 
(1,800 fps) and the time needed to read-out the pixels with 10 MHz read-out frequency is 
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0.26 ms (1282110-7 s). Thus the minimum exposure time is (0.56-0.26) ms = 0.3 ms. 
Note that 32 s of entire vertical shift time is negligible compared to the frame rate. 
Preamplifier gain: Preamplifier gain determines the conversion factor of the electron to 
digital value. It is performed before ADC (analog-to-digital) digitization. The dynamic 
range (full well capacity) of a pixel is generally higher than the ADC dynamic range. For 
example, the dynamic range of the EMCCD camera used here is 1−160,000 
electrons/pixel while that of ADC for a 16-bit image is 0−65,535 (65,536 grey levels or 
analog-to-digital (ADU) units). Therefore, there will be multiple electrons which are 
assigned to a grey level (i.e., >1 electrons/ADU). This can pose a problem for low light 
imaging and FCS since the photon counts are too low and thus the photoelectrons are 
distributed within very few grey levels. An increase in pre-amplifier gain helps reducing 
the number of electrons per grey level and thus a fewer electrons create an ADU. This 
increases CCD sensitivity. For ITIR-FCS experiments, the highest pre-amplifier gain of 
4.7 was used, which corresponds to 19.6 electrons per image count (Figure 3.9A). 
Electron multiplication gain: The EM gain provides the necessary single molecule 
sensitivity of the detector and is very crucial for FCS measurements. A Camera operating 
without EM gain does not have sufficient SNR to perform FCS. We used an EM gain 
between 200−300 (in a scale of 6−300) in the software setting. A detailed description on 
how the ITIR-FCS results vary with EM gain setting will be described in chapter 3. 
Baseline clamp: The background noise level of the camera often suffers from drifting 
during long and multiple image acquisition. This fluctuation of the background would 
contribute to the fluorescence fluctuation, which may give rise to artifacts in correlation 
functions. Thus, the baseline clamp mode was always used to avoid background 
fluctuation during measurement. If the baseline clamp mode is not available, it is 
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recommended to exclude first few thousands of frames of the image stack where the 
background level is very unstable (for example, first 10 s (10,000 frames) in the 
following figure) in the computation of ACF.  
 
Figure 2.7. Camera background characteristics under ‘baseline clamp mode’. 50,000 
frames of an ROI of 2121 pixels were recorded without any illumination at 1 ms 
acquisition time per frame, preamplifier gain 4.7 and EM gain set at 300. A) Stable 
background fluctuation was observed if the baseline clamp mode is activated. B) 
Unstable background fluctuation was observed if the baseline clamp mode is deactivated. 
 
Data acquisition: With the above hardware setting generally a stack of 50,000 images of 
a 2121 pixels (55 m2 in the sample plane) ROI was taken and saved as a 16-bit .Tiff 
file. A background image stack with the same instrumental configuration was also taken 
either with a sample without fluorophore or with the laser switched off. Although images 
having 2121 pixels were taken in most of the experiments in this thesis, larger images 
can be taken with moderate speed (e.g., 5050 pixels with 500 fps). And we had to limit 
the number of frames to 50,000 frames due to the computer memory. However, it will be 
shown in the result section that 50,000 frames are sufficient to obtain accurate results for 
membrane dynamics studied in this thesis.  
71 
 
2.2.6 ITIR-FCS data analysis 
The image stack obtained from an experiment is loaded in ImFCS, an Igor Pro 
(Wavemetrics, Lake Oswego, OR) based home-written software [available at: 
http://staff.science.nus.edu.sg/~chmwt/ImFCS.html] (269). The ACFs for all pixels in the 
image are calculated using a multi-tau correlation scheme (164; 269; 270) by the same 
software. If the intensity traces show bleaching, the software has an additional option to 
correct for the bleaching. Note that ACF is calculated by a software in Imaging FCS 
unlike confocal FCS where often a hardware correlator is used. A hardware correlator 
calculates correlation function in real-time by an electronic card and does not save the 
raw fluorescence data. Thus post processing of the data is not possible. In contrast, the 
real-time correlation analysis of Imaging FCS data by a hardware correlator is quite 
cumbersome since it is both technically and computationally very demanding to 
simultaneously handle large amount of data. Recently, field programmable gate arrays 
(FPGAs) are implemented into a hardware 3232 correlator architecture which can 
compute 1,024 correlation functions in less than 10 s (271). The performance of the 
hardware correlator is not affected by the host computer memory unlike in software 
correlators. Software correlation is itself a post-processing step of the raw data and thus is 
inherently an offline process. However, the raw data can be used for other statistical 
analyses, e.g., PCH or N&B analyses. 
 Each ACF is individually fitted with the following model using the ‘ImFCS’ software to 



















The fitting parameters are N, D and G∞. The goodness-of-fit is determined by 2 value of 
the fit. The main parameter which defines the effective observation area is 0 which can 
be calculated from the experiments without any extra calibration. The detailed protocol to 
determine 0 is discussed in chapter 3. Since we can determine the observation volume 
exactly, the absolute diffusion coefficient can be obtained from ITIR-FCS and in general, 













3 Calibration of ITIR-FCS to Quantify Diffusion Coefficient 
and Number of Particles 
3.1 Introduction 
ITIR-FCS has matured over the years in terms of theory and data treatment and also 
showed promise to study plasma membrane processes via spatio-temporal cross-
correlation analysis (244; 269). Analytical expression of the observation area (Aeff) for a 
given pixel size and subsequent simulations of the experiments constitute a sound basis to 
realize ITIR-FCS (246). The observation area in ITIR-FCS is defined as the detection 
area (A) convoluted with the point spread function (PSF) of the microscope. That the PSF 
plays a very crucial role in the quantification of ITIR-FCS data was already addressed by 
our group in a previous report (244). Zhang et al. showed by numerical analysis that the 
PSF of a widefield microscope can be approximated to be a Gaussian function and is of 
similar dimension to the EMCCD pixel size (191). Ries et al. used this analytical 
expression of PSF to compute ACF of single spot TIR-FCS (272). However, no 
experimental method to determine PSF for a dynamic sample was established for camera 
based ITIR-FCS measurement. One cannot directly use the model proposed by Zhang et 
al. in ITIR-FCS since particle movement during the exposure time, camera pixelation 
(273) and noise architecture (274) significantly broaden the PSF. Precise localization of 
dynamic particles in SPT is recently demonstrated by taking all the factors affecting PSF 
into the account (275). However, the algorithm cannot be used in FCS since the 
computation of ACF does not rely upon the localization precision of the particles, albeit 
the pixelation and particle movement during exposure may affect the PSF in a similar 
fashion. The lack of method for PSF estimation largely limits the accurate determination 
of diffusion coefficient (D) and number of particles (N) in ITIR-FCS experiments. So far, 
D was determined from a large binned detection area (in general, 33 pixels) since the 
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PSF size is much smaller compared to the area and therefore hardly affects the accuracy 
(240; 244; 276). However, this leads to significant loss of spatial resolution and overall 
multiplexing ability of ITIR-FCS. Therefore, a method of PSF determination is 
indispensable to extract quantitative information from ITIR-FCS with pixel resolution 
and maximum multiplexing. In addition, the precise knowledge of PSF also allows the 
determination of absolute values for D by ITIR-FCS. 
Although the determination of PSF enables absolute D measurement, it does not 
necessarily ensure the accuracy and precision of the ITIR-FCS experiment. FCS in 
general needs certain ‘sampling’ in terms of data acquisition speed relative to sample 
dynamics, sufficient data points to construct correlation function and total acquisition 
time to be met for reliable estimation of the D and N. Therefore, it is imperative to 
perform systematic error analysis of the ITIR-FCS data and its dependence on the 
instrumental parameters. It is recently shown that EMCCD is the best detector among the 
currently available array detectors for Imaging FCS (268). However, the frame rate of the 
EMCCD camera is just in the borderline to study membrane dynamics by Imaging FCS. 
Moreover, one needs to acquire fluorescence for long time to have enough statistics to 
study slow dynamics by FCS (209). On the other hand, fluorophores are subject to 
photobleaching at very long exposure to laser light. Therefore, it is important to perform 
an experiment at an optimal measurement time and thus the number of frames per stack 
with no or minimum photobleaching and sufficient signal-to-noise ratio (SNR). The SNR 
can be improved by increasing either laser power or exposure time or both. However, 
high laser power might have detrimental effects on the sample while a larger exposure 
time reduces the frame rate of imaging. The other possibility to improve SNR is to 
increase electron multiplication (EM) gain of the camera. EM gain, in addition, adds 
single molecule sensitivity to the detection of fluorescence fluctuation due to a single 
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fluorophore. However, high EM gain increases the multiplication noise of the camera. I 
shall address the effect of these parameters on the quantification of ITIR-FCS after 
establishing an experimental protocol for PSF determination. 
3.2 Materials and Methods 
3.2.1 Lipids and dye 
Lipids used in this thesis work were 1,2-dioleoyl-sn-glycero-3-phosphocholine (DOPC), 
1-palmitoyl-2-oleoyl-sn-glycero-3-phosphocholine (POPC), 1,2-dilauroyl-sn-glycero-3-
phosphocholine (DLPC), 1-palmitoyl-2-oleoyl-sn-glycero-3-phospho-(1'-rac-glycerol) 
(POPG), 1,2-dipalmitoyl-sn-glycero-3-phosphocholine (DPPC), 1,2-distearoyl-sn-
glycero-3-phosphocholine (DSPC) and cholesterol (Chol). DOPC, POPC, POPG and 
DLPC are fluid at room temperature while DPPC and DSPC are at gel phase. Head group 
labeled rhodamine dye 1,2-dimyristoyl-sn-glycero-3-phosphoethanolamine-N-(lissamine 
rhodamine B sulfonyl) (ammonium salt) (RhoPE, ex = 557 nm and em = 583 nm) was 
used as fluorophore. All lipids were bought from Avanti Polar Lipids (Alabaster, AL) in 
powder form. They were dissolved in analytical grade chloroform to prepare the stock 
solution and stored at -20 C. 
3.2.2 Preparation of supported lipid bilayer (SLB) 
SLBs were prepared by the vesicle fusion method (277). In brief, calculated amounts of 
lipid(s) and RhoPE dye solutions were first mixed in a cleaned round bottomed flask and 
left in the rotary evaporator (Rotavap R-210, Buchi, Switzerland) to evaporate the solvent 
for at least three hours. The thin lipid film left behind was then resuspended by vortexing 
in 2 mL buffer containing 10 mM HEPES and 150 mM NaCl (pH 7.4) to obtain 
multilamellar vesicles (MLVs). In case of mixed lipids (e.g., DLPC:DSPC), the lipid film 
was resuspended in the same buffer by incubating at 65 C for 30 minutes with frequent 
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vortexing. The milky lipid suspension (MLV suspension) was sonicated in a bath 
sonicator (FB15051 Model, Fisher Scientific, Singapore) until a clear solution was 
obtained, confirming the formation of large unilamellar vesicles (LUVs). The bath 
sonicator was pre-heated to 65 C for the mixed lipids. The vesicle solution was stored at 
4 C if not used immediately. Before measurements were to be taken, the LUV solution 
was first sonicated for 10 minutes and then 200 L of it was placed on a cleaned cover 
glass (2450-1, Fisher Brand Microscope cover glass, Fisher Scientific, Singapore) 
containing 200 L of the resuspension buffer. The deposited vesicles were incubated at 
65 C for 20 minutes followed by cooling at room temperature for another 20 minutes. 
Unfused vesicles were then removed by washing with 200 µL of the buffer for at least 50 
times. The schematics of SLB preparation is given in Figure 3.1. 
  
Figure 3.1. Steps of SLB preparation. A) Resuspension followed by sonication of dried 
lipid film to form LUV. B) Deposition of the LUVs on the cleaned cover glass. C) 
Adhesion of the LUV on the glass. D) Formation of SLB after the rupture of the adhered 
LUVs. 
 
One important step of SLB preparation is the cleaning of cover glass. The cover glasses 
were cleaned as follows. They were first sonicated in a bath sonicator (FB15051 Model, 
Fisher Scientific, Singapore) with 10 diluted detergent (Hellmanex III, Hellma 
Analytics, Singapore) for 30 minutes. This was followed by rigorous washing with 
deionized (DI) water (resistivity 18.2 M.cm). The cover glasses were then subjected to 
another sonication step for 30 minutes with 2 M sulphuric acid followed by extensive 
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rinsing with DI water. Finally, they are sonicated in DI water for 30 minutes. The cleaned 
cover glasses were stored in technical ethanol and used within two days. 
3.3 Results and discussions 
3.3.1 Calibration of Point Spread Function (PSF) 
The unknown parameters in the single component fitting model of ACF (Equation 1-51) 
are diffusion coefficient (D), number of particles (N), standard deviation of the Gaussian 
approximation of the microscope PSF (0), and convergence value of ACF at the very 
long correlation time (G). 0 is given by the ratio of the emission wavelength of the 
fluorophore (em) to the numerical aperture (NA) of the microscope objective multiplied 
by a constant, (Equation 1-34). The numerical value of  is 0.61 according to the 
Rayleigh criteria, although it can take different values for different illumination schemes 
(191). It was shown by ITIR-FCS simulation that the ACF cannot be fitted to obtain D, N 
and 0 simultaneously. The extracted values of D and N, which should not be dependent 
on each other for non-interacting systems, are correlated and also linked to the input 
value of 0 (Figure 3.2). Note that the x-axes of Figure 3.2A and B are  instead of 0. 
Since em and NA are known, one needs to determine the numerical value of  to 
calculate 0. 
Figure 3.2 indicates that N decreases with the input value of  while the reverse is true 
for D. This can be realized from the Taylor series expansion of the theoretical ACF for 2-




Figure 3.2. Dependence of A) Diffusion coefficient (D) and B) Number of particles per 
pixel (N) on the input values of . The sample was RhoPE labeled DOPC lipid bilayer 
imaged with 1 ms acquisition time per frame. 
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Therefore, N is inversely proportional to the square of 0 (Figure 3.2B inset). Similarly, a 
smaller assumed PSF would give rise to smaller Aeff and thus the displacement of the 
particles will be underestimated. This results in an underestimated D. In contrary, for 
larger assumed PSF, D is overestimated. The strong correlation of the three parameters 
(D, N, and ) is known as the identifiability problem in curve fitting where the 2 
(goodness-of-fit parameter of non-linear least squares fitting) surface profile is flat and 
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therefore small changes of the initial guess lead to subtle variation of the outcomes. 
However if one of them is fixed at a certain value, the other two parameters can be 
estimated independently. Hence, one needs to determine 0 precisely so that it can be 
used as a fixed parameter in the fitting of the ACF to obtain D and N accurately. Three 
independent methods to determine 0 will be discussed in the following sub-sections. 
3.3.1.1 Area variation-ACF analysis 
The standard deviation of PSF (0) can be determined from the ACF analysis of variable 
detection area (A). The principle behind this method is based on the following physical 
considerations.  
1) D of a homogenous and freely diffusing sample is an intrinsic property. 
Therefore, D is space-independent, i.e., it does not vary with the size of A. 
2) The extracted value of D depends on the input value of 0. Since the dimension 
of PSF is in the order of single pixel detection area, it contributes significantly to 
the Aeff which is the convolution between A and PSF. However, it plays less of a 
role if the detection area is very large. Therefore, the extracted D values from 
large detection areas are relatively independent of PSF and thus closer to the real 
D of the sample.  
3) D is over- or under- estimated if the assumed PSF size is larger or smaller than 
the actual one respectively. 
Based on the above considerations, it is obvious that if one assumes a larger or smaller 0 
compared to the actual one and computes D over a variety of detection areas, D versus A 
plot will decrease or increase, respectively. However only at the correct PSF value,  D 




Figure 3.3. Dependence of A) Diffusion coefficient (D) and B) Number of particles per 
pixel (N) of a DOPC bilayer as a function of  at variable detection areas. Both D and N 
extracted from small detection areas (11 (red) and 22 (green) binned areas) are 
strongly dependent on the chosen  while they show only very weak dependence at large 
detection areas (44 (purple) and 55 (blue) binned areas). In addition, D vs  plots for 
different binning intersect at  = 0.38 (in this particular example) indicating a unique D 
independent of detection area. 
 
 
Figure 3.4. Determination of PSF by area variation-ACF method. A) D of single-
component homogeneous DOPC bilayer was calculated at different binned detection area 
(A) and iterated over a range of values to find the actual for which D is independent 
of A. B) The same was repeated for phase separated DLPC:DSPC (1:1) bilayer. The PSF 
can still be roughly estimated from inhomogeneous sample (= 0.30 in this case).  
 
Three different single component lipid bilayers, namely RhoPE labeled POPC, DOPC 
and DLPC were measured at room temperature (which is far from their respective 
transition temperature to ensure that they remain entirely fluid and exhibit free diffusion) 
for this purpose. A variety of detection areas were created by pixel binning post-
acquisition. Binning refers to the grouping of single pixels to large detection areas by 
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summing up their intensity counts. The D was computed over a variety of detection areas 
created by mm binning (m = 15) and iterated over a number of assumed PSF sizes by 
varying . Note that the detection area varies as a square function of the extent of 
binning, i.e., the detection area for mm binning, Am = (ma)2 where a is the pixel side 
length. 
Binning areas cannot be made too large since the SNR decreases with larger observation 
areas in FCS due to the increase of number of particles, and with larger binning, 
observation areas per image become progressively fewer, making statistics unreliable. 
Thus the maximum size of observation area was restricted to 55 binning (pixel area = 
1.44 m2) although convergence has not been completely achieved (Blue points in both 
Figure 3.3A and B do not form a completely parallel line to the  axis). To circumvent 
this problem of convergence, we calculated the value of D for 55 binning for a variety 
of  values above and below the expected value and averaged these values to obtain an 
experimental estimate of the true D. This value of D was then fixed in the fits for all 
binned areas from 11 to 55 binning to estimate the true value of . A plot of D versus 
A should then give a straight line. Although this is an iterative process, in all the cases a 
single iteration was sufficient to obtain the value of  for which D is independent of 
binning. For all the bilayers,  = 0.40 ± 0.05 was obtained, which corresponds to 0 of 
160 nm (Figure 3.4A). The reliability of this method was also shown by simulation (246). 
Note that the obtained value significantly differs from the previous report ( = 0.21) by 
Zhang et al. who did numerical analysis to determine PSF of static objects imaged by 
widefield microscope (191; 278). The same method was applied to phase separated 
DLPC:DSPC (1:1) SLB and the was about 0.30 indicating that the PSF can only 
roughly be calculated from heterogeneous sample that exhibits non-Brownian diffusion 
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(Figure 3.4B). Therefore, freely diffusing samples should be used to accurately determine 
the PSF. 
3.3.1.2 Spatial cross-correlation function (CCF) analysis 
Analysis of spatial cross-correlation function (CCF) between the pixels located at various 
distances apart can also be used to determine the PSF. Particles move from one pixel to 
the other to give a peak in the CCF at the transit time. From the known distance between 
the pixels one can estimate the diffusion coefficient. It was earlier shown by simulation 
that the CCF, unlike ACF, can be fitted with D, N and  as free parameters without 
suffering from the identifiability problem (244).  
 
 
Figure 3.5. Alternative methods to determine PSF. A) Spatial CCF method: CCF was 
calculated between the regions which are three pixels apart. Then they are fitted with 
appropriate fit models. The grey curves are the raw data and black curves are the fitted 
data. B) ICS method: A representative spatial ACF (grey) of an image and 2-D Gaussian 
fit (black line) to determine PSF. 
 
PSF, similar to ACF analysis, plays a significant role if the pixels are closer whereas does 
not contribute much if they are far apart. The SNR decreases with square of the distance 
between the pixels since the probablity of particles starting from one pixel to reach the 
second pixel becomes much smaller leading to decrease of the CCF amplitude. For this 
reason, we took 11 binned regions which are three pixels (720 nm) apart to have 
sufficient CCF amplitude and also resolvable PSF contribution. The same samples, for 
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which area variation-ACF analyses were performed, were taken for the spatial CCF 
analysis and the obtained  value was 0.47 ± 11 (Figure 3.5A). 
3.3.1.3 Image Correlation Spectroscopy (ICS) 
The spatial ACF in image correlation spectroscopy (ICS), as described in the first 
chapter, is the PSF of the object. We performed ICS on the same sample data set of the 
previous two methods using the MATLAB program provided by Wiseman and 
colleagues (http://www.cellmigration.org/resource/imaging/icsmatlab/ICSTutorial.html). 
The extracted  value was 0.38 ± 0.05 (Figure 3.5B), in good agreement with the area-
variation ACF method. 
While all three methods, in theory, can be used to determine PSF from a stack of images, 
there are practical advantages and disadvantages of all of them. Area variation-ACF is the 
most accurate, as shown by simulation (246). However, it is an iterative method. The 
fitting of spatial CCF is very tempting to obtain D, N and PSF from a single fit. However, 
the current cameras do not provide sufficient SNR to obtain very smooth CCF so that 
PSF can be measured reliably. The deviation of  values obtained from CCF method 
from that of the area variation-ACF or ICS method may stem from poor SNR. Moreover, 
the CCF curves are noisier compared to the ACF curves. One can obtain PSF from each 
image of the stack using ICS. However, it requires at least 3232 pixels region of interest 
(ROI) to compute PSF accurately (279). EMCCD data acquisition rate decreases with 
increasing ROI size, which eventually hinges the performance of ITIR-FCS to study fast 
dynamics. In addition, the ICS method is slower than the area variation-ACF method. We 
therefore used the area-variation ACF method to determine the PSF accurately. 
Typically, the PSF calibration is stable for years in our lab. Since the area variation-ACF 
method depends on the Brownian diffusion of homogeneous sample, it can be 
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generalized to any Imaging FCS method. Singh et al. recently applied this method in 
SPIM-FCS to find the lateral dimension of the three dimensional (3-D) PSF by using 100 
nm fluorescent beads (268). 
3.3.2 Factors affecting the accuracy and precision of D and N 
It is well established that various instrumental and sample characteristics influence FCS 
data. For example, one needs to have sufficient fluorescence counts from the sample to 
perform FCS. The sample fluorescence can be increased by increasing laser power. 
However, higher laser power is not recommended since it can induce photodamage in the 
sample, especially in live cells. Therefore, the laser power should be optimized in such a 
way that the sample does not photobleach and at the same time emits sufficient 
fluorescence. The second major factor that affects the quality of FCS is the total 
acquisition time, especially for the measurements on membrane. Since the EMCCD 
cameras are much slower than the conventionally used APD or PMT detectors, the 
number of frames that are acquired during a given total acquisition time in much less. 
The limited number of frames often gives rise to noisy ACF. In the subsequent sections, 
the effect of these instrumental factors on the accuracy and precision of the ITIR-FCS 
outcomes will be discussed in detail. 
3.3.2.1 Laser power 
The laser power used in an FCS measurement is very important to quantify D and N. 
While the D does not change with laser power, N is substantially modified (Figure 
3.6AC). This can be attributed to the overall signal-to-noise ratio (SNR) of the 
measurement. In a seminal work, Koppel showed that the SNR of FCS depends on the 
molecular brightness, rather than total fluorescence signal and is also independent of 
concentration (257). Particle brightness is defined as the counts per particle and second 
(cps). With increasing laser power, the particle brightness increases as long as the 
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fluorescence is not saturated (Figure 3.6D). Therefore, one needs to use the optimal laser 
power so that the particle brightness is maximal without fluorescence saturation. In 
addition, higher laser power is not recommended since it can induce photodamage to the 
sample, especially in live specimen. 
 
Figure 3.6. The dependence of D and N on the laser power. A) Representative ACFs at 
different laser power are shown. B) The distribution of D at different laser power. In the 
inset the mean and standard deviation of D are shown. C) N and D) counts per particle 
and second (cps) at different laser power. 
 
3.3.2.2 Acquisition time per frame, total acquisition time and number of 
frames 
The accuracy and precision of D and N obtained from ITIR-FCS with optimum 
brightness depends on the acquisition time per frame (), total acquisition time (Tacq), 
and number of frames (n). Tacq is simply the product of and n (Tacq = n). 
Acquisition time per frame is the sum of the exposure/integration time and the read-out 
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time. The highest read-out speed (10 MHz) was used in all measurements and therefore 
was varied by commanding various exposure times. On the other hand, Tacq was varied 
by taking measurements with varied number of frames. We defined the accuracy and 
precision as follows. If the extracted D and N are within 10% of the simulated values, 
then estimation is taken as accurate. A precise estimation of the data is confirmed if the 
coefficient of variation (CV, given by the ratio of the standard deviation to mean) is less 
than 0.2. The results presented in this sub-section were obtained from both simulations 
and experiments. All simulations for the experiments were performed by Jagadish 
Sankaran in our laboratory. 
The frame rate of the EMCCD camera, as stated earlier, is much slower compared to 
APD or PMT. Thus it should first be figured out how a chosen  affects the accuracy of 
D and N estimation for a given diffusion time (D) of the sample. Simulation results are 
considered accurate if the obtained D and N values are within 10% error limit of the 
simulated values.  Similarly, they are considered precise if the coefficient of variation 
(CV) of the obtained D and N values is of at most 0.2. It was shown by simulation that the 
frame rate of the camera must be at least 10 times faster than the diffusion time to 
measure accurate D (Figure 3.7A). Similar dependence of the accuracy of D on the 
acquisition speed was earlier estimated in intensity correlation spectroscopy (280) and 
number fluctuation spectroscopy (281). Therefore, the first constraint for the accuracy of 
ITIR-FCS measurement is:  
To justify the validity of the above condition in experiments, fast and slow diffusing lipid 
bilayers were measured at various frame rates with a fixed number of frames (n = 10,000) 
and the dependence of the extracted D on the  was observed. RhoPE labeled DOPC 
∆߬
߬஽ ൏ 0.1 3-4 
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and DOPC:DPPC:Cholesterol (5:5:2) lipid bilayers were used as slow and fast bilayers, 
respectively. The D of DOPC bilayer measured with  = 0.564 ms was almost identical 
(~ 2.3 m2/s which corresponds to D = 43 ms). However, it deviated strongly from 
identity as was increased to larger than 5 ms since D > 0.1 (Figure 3.7B). The D of 
DOPC:DPPC:Cholesterol bilayer, on the other hand, can be measured even at   = 10 
ms with good accuracy. The D in this case was ~ 0.6 m2/s which corresponds to the D = 
167 ms and D < 0.1 for = 10 ms. However, the obtained D values are more precise 
at > 4 ms compared to those < 4 ms (Figure 3.7C). The minimum frame rate (i.e., 
maximum (max = 0.1D)) necessary for ITIR-FCS, is in the similar range to those 
evaluated for confocal FCS (282) and TICS (283). It was also shown by simulation that 
the accuracy of D deteriorates at very small D (< 0.001). The accuracy under these 
circumstances can be improved by prolonged acquisition (longer Tacq). It is also 
noteworthy that one may not need to choose the highest possible frame rate of the camera 
since higher frame rate is achieved in expense of smaller exposure time, which decreases 







Figure 3.7. Dynamic range of the acquisition time per frame () in ITIR-FCS. A) The 
error of D and N on  in relation to the sample dynamics derived from simulation. B) D 
obtained from DOPC bilayer imaged at different time resolutions. The coefficient of 
variation (CV) is defined as the ratio between the standard deviation (SD) to the mean. 
Here, Δτ = 1 ms (shown in grey) is in the “n-controlled region”, and an increase in the 
number of frames leads to better precision as shown in the inset. C) D obtained from 
DOPC/DPPC/Chol (5:5:2) at different time resolutions. In this case, the Δτ = 1 ms 
(shown in grey) is in the “Tacq-controlled region”, and hence an increase in Tacq leads to 
estimates with increased precision as shown in the inset. The standard deviation from the 
mean across all the pixels is shown in the error bars. D) Schematic representation of a 
typical ACF with three different region described in the text. Figures A and D are based 
on the simulation results performed by Jagadish Sankaran in our laboratory. 
  
The precision of the mobility depends on n and Tacq. A minimum of 10,000 frames should 
be recorded and the Tacq must be at least 100 times to that of the diffusion time. Since n 
and Tacq are related, the following condition for the optimal Tacq should be met: 
௔ܶ௖௤ 	൒ ݉ܽݔሺ100߬ௗ, 10000߂߬ሻ 3-5 
In general, precision increases with increasing n or Tacq or both as long as one obeys the 
first constraint (Equation 3-4). For DOPC bilayer, increasing n increases the precision if 
the = 1 ms (i.e.,D = 0.02 ). On the other hand for DOPC:DPPC:Cholesterol 
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(5:5:2) bilayer, increasing Tacq increases the precision under the same data acquisition rate 
(D = 0.005). A generalization of these observations was demonstrated by simulation 
as (Figure 3.7D):  
∆߬
߬஽ ൑ 0.01; ௔ܶ௖௤ െ ܿ݋݊ݐݎ݋݈݈݁݀ 
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The existence of these regions in an ACF as a function of D, namely Tacq-controlled 
region, n-controlled region and the grey region, provides an experimental guideline to 
optimize , n and Tacq for accurate and precise determination of D. This is summarized 
in Figure 3.7D. One should estimate the first point of the ACF in Figure 3.7D depending 
on the dynamics of the sample and the available frame rate to predict the performance of 
ITIR-FCS. If it is in the ‘Tacq-controlled region’, Tacq should be increased while for ‘n-
controlled region’, more than 10,000 frames should be collected. However, the camera 
cannot be used reliably to measure dynamics if the first point of the ACF falls in the grey 
region. The dependence of N on the time parameters of the camera is not sensitive to the 
same extent of D. The increase in ‘n’ for DOPC bilayer, which significantly improves the 
precision of D, did not change the extracted N significantly. This is expected since N is 
mainly determined by the shorter correlation times of the ACF. The extrapolation of the 
ACF at  = 0 gives the inverse of N. However, N significantly depends on the SNR of the 
sample as shown in the previous section. 
3.3.2.3 Electron multiplication gain (EM gain) 
FCS is a single molecule sensitive method since the fluctuation due to single molecule 
movement across the observation area can be accessed. Therefore, the detector must also 
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be single molecule sensitive. The electron multiplication step of the EMCCD camera 
necessarily fulfills this criterion by amplifying the signal before being read-out ensuring 
much higher signal counts compared to the background which is majorly contributed by 
the read-out noise. In addition, EMCCD cameras have high quantum efficiency (~ 95%) 
compared to that of the commonly used APD (4070% depending on the emission 
wavelength) or PMT detectors (1525%). However, the EMCCD camera suffers from 
very high degree of read-out noise when it is operated very fast. Although the EM step in 
the EMCCD camera is devised to amplify the signal before it is read-out, it adds two new 
noise sources to the overall camera noise profile.  Multiplication noise originates from the 
small but finite probability of the generation of ad hoc electrons during impact ionization 
in the EM register. Moreover, it also amplifies the clock-induced charge (CIC) noise 
which originates at the CCD chip during charge shift. Although the current CCD 
technology limits the CIC noise well below the read-out noise, its amplification at the 
EM register may significantly increase overall camera noise. Therefore, the background 
of an EMCCD camera must be well-characterized before its application as a detector. 
One needs to know the background since the number of particles, which is one of the two 
major parameters estimated in FCS, depends on the effective separation of the signal 
from the background. Therefore, an optimal EM gain setting has to be characterized to 
accomplish single molecule sensitivity and best SNR to get the most accurate estimation 
of D and N. RhoPE labeled DOPC bilayer was used as test sample to measure the D and 
N at different EM gain setting. All measurements were performed with = 1 ms and n = 




Figure 3.8. Signal and background distribution of RhoPE labeled DOPC bilayer as a 
function of EM gain setting. A) Upper panel: TIRF images of background and signal. 
Images are very similar in terms of intensity. Lower panel: distribution of photon counts 
of background (black) and signal (red) at EM gain setting = 0 averaged over all the pixels 
in the ROI showing very high overlap between the distributions. B) Upper panel: TIRF 
images of background and signal. Lower panel: distribution of photon counts of 
background (black) and signal (red) at EM gain setting = 6 showing moderate overlap 
between the distributions. C) Upper panel: TIRF images of background and signal. 
Images are quite different in terms of intensity. Lower panel: distribution of photon 
counts of background (black) and signal (red) at EM gain setting = 300 showing little 
overlap between the distributions. D) The average signal (red) and background (black) 
counts in relation to the EM gain setting. It is clearly evident that the EM gain 
dramatically amplifies the signal to increase SNR. In the inset, the fluctuation of the 




Figure 3.8 shows the distribution of the background and the sample counts at different 
EM gain levels. It is clearly observed that the signal and background counts have very 
little difference without EM gain (Figure 3.8A) and therefore the ACFs for background 
and signal are identical (Figure 3.10). This also reveals that ITIR-FCS cannot be done at 
the signal obtained from fluorescent lipid doped SLBs with a CCD camera since the read-
out noise buries the signal from the sample. However, the application of a minimum EM 
gain (scale = 6, actual amplification = 3.6) improves the SNR sufficiently to get ACFs 
(Figure 3.10) despite the images of signal and background showing little visible 
difference (Figure 3.8B). The actual gain for a set EM gain was estimated from the mean-
variance characteristics (Figure 3.9) over a number of image stacks (each containing 
50,000 frames of 2121 pixels) which are captured with homogeneous lamp illumination 
at variable intensity (284; 285). At very high EM gain (scale = 300, actual amplification 
= 164), the background and signal images differ significantly (Figure 3.8C). The signal 
and background counts are shown in Figure 3.8D. It clearly illustrates that the difference 
between the signal and background counts become progressively prominent with the EM 
gain. The fluorescence fluctuation of the sample also becomes more distinguishable at 
high EM gain setting (Figure 3.8D, inset). It is noteworthy to observe that the average 
background counts do not change with EM gain (Figure 3.8D, black bars), thanks to the 
baseline clamp, while the fluctuation of background only increases until it nearly 
saturates at a set EM gain = 40. The increased fluctuation of background can also be seen 
from the broadening of the background ACF distribution around 1 from the ROI (Figure 
3.10, middle panel). On the contrary, both the average signal and its fluctuation increase 
monotonically with EM gain revealing an increment of the sensitivity of the camera at 
high gain. This is supported by the progressively narrow distribution of ACFs across the 
pixels in the ROI of a homogenously diffusing DOPC bilayer with EM gain (Figure 3.10, 
right panel). In summary, the signal and background both increases with EM gain, albeit 
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the latter being significantly gradual compared to the former. This has substantial effect 
on the quantification of D and N as will be discussed in the next paragraph. 
 
 
Figure 3.9. Characterization of the real EM gain by mean-variance characteristics of the 
counts with homogeneous illumination of variable intensity. A) The real analog-to-digital 
gain of the camera at 10 MHz read-out rate was first determined from the mean-variance 
characteristics of the counts under homogeneous illumination while the EM gain of 
camera was disabled. B−C) The same is repeated for various set EM gain values to obtain 
real EM gain values based on the knowledge of real analog-to-digital conversion factor of 





Figure 3.10. ACF as a function of EM gain setting of the EMCCD camera. The left panel 
shows the signal (red) and background (black) counts of a representative pixel collected 
over 50 s total acquisition time with = 1 ms and n = 50,000 at various set EM gains 
(0300). The middle panel shows the ACF for background, which is centered around 1 in 
all the cases indicating uncorrelated background noise. The right panel shows raw ACFs 
(grey) and fitted ACFs (red) of signal from the sample. As the EM gain increases, ACFs 
across pixels become more homogeneous reducing the standard deviation of D and N. 
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The D obtained from the ACF at different EM gain levels are given in Figure 3.11A. It 
shows that the average D is very similar (~ 2.5 m2/s) regardless of the EM gain. 
Therefore, accurate D of RhoPE labeled DOPC bilayer can be obtained even at the 
minimum EM gain setting. However, we did not obtain any ACF from the sample when 
EM gain was disabled rendering the importance of usage of the EMCCD camera for 
ITIR-FCS measurements. The coefficient of variation (CV) of D is about 0.2 at the 
lowest EM gain setting of 6. This is improved only to a small extent even at the highest 
set EM gain of 300 (CV = 0.15). The effect of EM gain on the estimated N is more 
noticeable (Figure 3.11B). At very low EM gain (= 6), N was very high (= 27 ± 7). 
However N decreases with EM gain significantly towards the accurate value. The 
expected N in the lipid bilayer can be calculated in the following manner. Assuming the 
cross-sectional area of DOPC lipid to be 72.5 Å (286; 287) and 100% surface coverage, 
the theoretical estimation of the number of lipid molecules per m2 is 2.75106. The dye-
to-lipid ratio used in this study was 0.006% ([dye] = 30 nM and [DOPC] = 500 M). 
Therefore, the theoretical estimation of fluorescent lipid per m2 will be 165 which 
corresponds to the Ntheo = 2.38. Ntheo is the theoretical estimation of number of particle per 
quarter pixel. The fitting model is coded such that the obtained N is per quarter pixel. The 
extracted N at the highest EM gain (scale = 300) was 2.63 ± 0.18. This is in very good 
agreement with Ntheo. Note that we assume 100% mobile fraction of the lipids, which is 
the case for DOPC SLB (288). Slightly higher value of the extracted N compared to the 
theory can be attributed to the effect of background on the ACF. The EMCCD camera is 
an analog detector of which noise distribution does not obey Poisson statistics (Figure 
3.8D, black dots). This is actually a Gaussian function plus that Gaussian function 
convoluted with multi-exponential function. Since the fitting model used in ITIR-FCS 
assumes a Poisson distribution of the noise, the absolute N measurement is not possible. 
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The underestimation of noise reduces amplitude of the ACF leading to an overestimation 
of N. It should be noted that the estimated N from SPIM-FCS, another Imaging FCS 
modality, was about an order of magnitude higher compared to the actual value (268), 
which is in contrast to the estimation of N here. This could be attributed to the loss of 
fluorophores during preparation and thus the actual N is smaller than the Ntheo. 
Nevertheless, one needs to perform a calibration experiment with a series of known 
concentrations of the dye to obtain absolute concentrations of a sample.  
 
Figure 3.11. D and N as a function of EM gain setting. A) The extracted average 
diffusion coefficient remains almost the same with EM gain. B) The extracted number of 
particles decreases monotonically to its true value with EM gain. The inset shows the 
precision of the estimated D and N. The coefficient of variation (CV) of N (black circles) 
decreases monotonically indicating the increase of precision along with the accuracy. The 
CV of D (red circles) decreases from EM gain setting 6 to 20 and remains constant after 
that regardless of EM gain. 
 
In essence, EM gain significantly improves both the accuracy and precision of N. The 
precise determination of N is very useful to compute cross-correlation function (CCF) 
since it depends on the amplitude of ACFs from spectrally-different detection channels. It 
should also be noted that the same EM gain setting of 6 (actual gain = 3.6) may not give 
any ACF for less bright samples, for example GFP-GPI expressed live cells, since the 
parameter of merit for FCS is the brightness of the particles rather than the absolute 
intensity. Since EGFP is less bright compared to organic dyes (RhoPE used here), high 
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EM gain (> 200) is necessary to achieve sufficient SNR for FCS. In this context, 
choromophores with large absorption cross-section (i.e., higher molecular brightness) 
such as quantum dots can significantly improve SNR of FCS (289). 
3.4 Conclusion 
ITIR-FCS is inherently capable of providing real-time multiplexing of dynamics and 
concentration under physiological conditions by recording very fast video of the sample 
dynamics with EMCCD camera followed by pixel-wise autocorrelation analysis. The 
instrumental realization of the method does not need extra add-on to an existing TIRF 
microscope equipped with an EMCCD camera. However, the quantification of the 
outcomes needs a systematic optimization of the instrumental parameters. Therefore, an 
extensive calibration of the technique was done in this work, which is a pre-requisite for 
the investigations in biological systems by ITIR-FCS. The calibration step involves the 
development of a method to determine PSF of the system to quantify the diffusion and 
number of particles accurately. The precise knowledge of PSF allows the determination 
of exact dimension of the observation volume, which renders ITIR-FCS to be calibration-
free. This was followed by a comprehensive investigation on the instrumental 
configurations for the optimal performance of ITIR-FCS. The effects of three most 
important factors, namely laser power, camera time parameters and EM gain, on the 
accuracy and precision of the data are demonstrated. One needs to work in a laser power 
regime which provides optimal molecular brightness without photobleaching. The 
accuracy of the D and N values depends mainly on the speed and pixel size of the camera. 
The frame rate of the camera should be at least 10 times faster than the dynamics under 
question. The precision, on the other hand, depends on the number of frames (n) and total 
measurement time (Tacq). At least 10,000 frames are needed to be captured in an ITIR-
FCS measurement and the ‘precision’ increases with Tacq and n. The application of EM 
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gain is absolutely necessary to carry out lipid bilayer or cell membrane experiments; else 
the SNR is not enough to obtain ACF. The accuracy and precision of D are less sensitive 
to the set EM gain for RhoPE labeled bilayers. In contrast, the higher EM 
gain undoubtedly increases the accuracy and precision of the number of particles 
estimation. Overall, ITIR-FCS is a novel realization of FCS in an imaging mode, which 
has adequate temporal resolution to image membrane dynamics and concentrations with 















4 Investigation of membrane organization by ITIR-FCS 
4.1 Introduction 
The structure and function of biological membranes are continually regulated in space 
and time via intricate interactions among thousands of biomolecules. The spatio-temporal 
membrane heterogeneity remained a major research interest over the past decades. The 
structural heterogeneity of the membrane gives rise to complex space-dependent 
membrane diffusion. Imaging membrane diffusion by ITIR-FCS is quite promising in this 
context. However, the spatially resolved diffusion map is still diffraction-limited while 
the spatial length scale of the membrane organization is well below the resolution limit 
(e.g., the size of domains are assumed to be 220 nm). One can get only partial 
information about the heterogeneity by looking at the variation of the diffusion 
coefficient distribution across the experimental membrane region. For example, the 
diffusion of raft proteins on cell membranes has a much broader distribution compared to 
that of a simple lipid bilayer. However, this is not sufficient to distinguish different 
diffusion modalities in the membrane. Two independent FCS-based analytical tools, 
namely FCS diffusion law and difference in cross-correlation function (CCF), were 
therefore developed to obtain information about nanoscopic membrane organization from 
the diffraction-limited measurements. The FCS diffusion law is based on the computation 
of ACFs at various sizes of observation area to obtain spatial variation of membrane 
diffusivity. Wawrezinieck et al. first implemented this in confocal FCS by varying the 
excitation beam waist (252). In this chapter, FCS diffusion law will be integrated in the 
ITIR-FCS framework and its application in model and live cell membranes will be 
investigated. In a second approach, our lab introduced the concept of CCF and verified 
its applicability in simulated systems and proof-of-principle experiments. In CCF 
analysis, one computes the difference between the forward and backward cross 
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correlation function (CCF) between all pairs of adjacent pixels in an image. Forward CCF 
refers to the CCF along the direction of pixel 1 to pixel 2 while the backward CCF is 
calculated between the same pair of pixel but in opposite direction (pixel 2 to pixel 1). 
The mean, standard deviation and normality of the CCF distribution of the image 
provides information about membrane heterogeneity. The optimization and applications 
of CCF analysis will be shown in model lipid bilayers. Finally, these two methods will 
be used to monitor the organizational features of live cell membranes. 
4.2 Materials and Methods 
4.2.1 Supported lipid bilayer 
All supported lipid bilayers (SLBs) were prepared according to the method described in 
the previous chapter. The substrates needed for the patterned SLBs were a kind gift from 
Dr. Cheng-Han Yu (Laboratory of Prof. Jay T. Groves). The patterned glass substrates 
were thoroughly plasma cleaned before each bilayer preparation.  
4.2.2 Cell culture 
Adherent HeLa cells were cultivated in DMEM (Dulbecco’s Modified Eagle Medium; 
Invitrogen) medium, supplemented with 10% FBS (fetal bovine serum; Invitrogen) and 
1% PS (penicillin and streptomycin) at 37 C in 5% (v/v) CO2 humidified environment. 
For DiI staining, the stock DiI solution (prepared in DMSO) was diluted to a final 
concentration of 50 nM with phenol red free DMEM medium. The culture medium 
(DMEM, 10% FBS and 1% PS) was first removed from the cover dish (Chamber 
mounted on #1.0 borosilicate coverglass with cover, 8 units, Nunc), which was seeded 
with cells beforehand. 50 nM DiI solution was then added into the cover dish and 
incubated at 37 C for 30 minutes. The cover dish was then washed with phenol red free 
medium (DMEM and 10% FBS) twice before adding phenol red free medium into the 
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cover dish for imaging. GFP-GPI plasmid was a kind gift from Dr. John Dangerfield, 
Anovasia Pte Ltd, Singapore. GFP-GPI was transfected using NeonTM Transfection 
System from Invitrogen (Singapore). HeLa cells were plated and transfected in glass 
covered dishes (35 mm petri dish, 14 mm Microwell, No. 1.0 coverglass (0.130.16 mm), 
MatTek Corporation, US). The transfections were performed 2024 hours before 
measurements. After transfection, cells were grown in the cell culture medium (DMEM 
and 10% FBS). Before imaging, the cells were washed twice with phenol red free 
medium (DMEM and 10% FBS) and measured in phenol red free medium (DMEM and 
10% FBS). I thank Darilyn Hui Xin Yap and Shuangru Huang for their help in cell and 
molecular biology. 
4.3 Results and discussions 
4.3.1 Theory of Difference in cross-correlation function (CCF) 
The unprecedented advantage of Imaging FCS to compute spatio-temporal cross-
correlation function (CCF) between selected pixels provides the opportunity to develop a 
heterogeneity ruler called difference in CCF (CCF). Spatio-temporal CCF provides 
vectorial information about the transport of particles from one region of the image to 
another region. This also allows one, in principle, to access the anisotropic dynamics on 
the membrane. Let us consider a flow process where particles are transported from pixel 
A to pixel B with a constant flow rate (Figure 4.1A). The forward CCF between A and B 
(CCFAB) as function of correlation time () will have a peak at the transit time required 
for particles to travel the distance between A and B (Figure 4.1A, blue CCF). In contrast, 
the backward CCF between B and A (CCFBA) will have a flat profile parallel to the 
correlation time () axis (Figure 4.1A, red CCF). The so-called CCF function is 
obtained by subtracting these two functions (CCFAB – CCFBA) followed by calculating 
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area under the curve via integration of the entire function over total correlation time (max) 
(Equation 4-1). 




Since the exemplified flow process has a direction (A→B), the CCF will take a non-
zero value (Figure 4.1A, green shaded area). This computation gives a single CCF value 
between two pixels A and B. If one multiplexes this analysis for all the adjacent pairs of 
pixels of the image, a CCF distribution is obtained. The CCF distribution is generally 
presented as histogram with specific bin width (244). This distribution will be centered at 
a non-zero value for directional transport as in flow (Figure 4.1B, green histogram).  
 
 
Figure 4.1. The principle of CCF distribution. A) For a flow process between regions A 
to B (black arrow), the forward correlation CCFAB (blue) gives a peak at the transit time 
required to travel distance AB. The backward correlation CCFBA (red) does not show any 
peak since that is against the flow direction. The area under the curve of the differences 
between the forward and backward correlations is positive (green area). B) The CCF 
distribution is centered at non-zero and zero values for flow (green) and diffusion 
processes (black and red), respectively. However, width of the distribution is larger for 
anisotropic diffusion (red) compared to free diffusion (black). 
 
The scenario for free diffusion is different. In this case, the movement of particles along 
all directions will be equally probable. Therefore, the CCFAB and CCFBA functions, on an 
average, will overlap with each other, which will lead to the CCF distribution to cluster 
103 
 
around zero (Figure 4.1B, red and black histogram). Thus, the CCF distribution can 
distinguish between vectorial and non-vectorial dynamics on membranes. In addition, 
width of the CCF distribution can also report important membrane organizational 
features. Small local variations due to diffusion obstacles or high viscosity produce an 
increased range of non-zero values while retaining an overall random diffusion. This 
yields a broadened CCF distribution centered at zero (Figure 4.1B, red histogram). 
Therefore, a single phase membrane should have a narrow CCF distribution while a 
broader distribution arises from membrane containing multiple phases. The CCF 
distribution can be represented as a CCF image. This is quite advantageous as any 
border due to heterogeneity of diffusion can be observed. Thus the average of CCF 
distribution (zero vs non-zero) gives the vectorial mode of transport (diffusion vs flow) 
while the width reflects any kind of local anisotropy of an overall random dynamics. 
4.3.1.1 Experimental verification of CCF distribution 
The applicability of CCF distribution as a membrane heterogeneity ruler is 
demonstrated on single and two component supported lipid bilayers (SLBs). RhoPE 
labeled DLPC SLB represents an isotropic diffusive system. In contrary, RhoPE labeled 
phase separated DLPC:DSPC (1:1) SLB exhibits heterogeneous diffusion. Note that the 
phase organization of SLBs depends on the support, on which they are prepared (290). 
For example, the phases of conventional phase-separated mixtures that existed in vesicles 
often collapse when they are deposited on the glass due to surface roughness (291). 
However, the acyl chain length difference between DLPC and DSPC lipids is sufficient 





Figure 4.2. CCF measurements to map homogeneous and heterogeneous bilayers. The 
TIRF images of A) DLPC:DSPC (1:1) bilayer containing micron-sized domains and B) 
DLPC bilayer. C) Representative autocorrelation functions (ACFs) correspond to the 
different phase-separated regions of DLPC:DSPC bilayer. Grey lines are the raw ACFs 
correspond to the pixels depicted in figure A) and the color lines are fits of the ACFs with 
respective color codes. The distribution of D is shown in the inset. D) Representative 
ACF of DLPC bilayers (grey: ACF and red: fit). CCF images of E) DLPC:DSPC (1:1) 
bilayer and F) DLPC bilayer of the same sample. The phase boundaries can be seen 
clearly in the CCF image of DLPC:DSPC (1:1) bilayer. The CCF distribution of the 
DLPC and DLPC:DSPC bilayers shown in figure D) inset clearly indicates broadening of 
the distribution for the latter compared to the former. Measurements were done with 1 ms 




The TIRF image of a DLPC:DSPC bilayer clearly shows micron-sized multiple domains 
while that of a DLPC bilayer is featureless (Figure 4.2A and B, respectively). The 
domains of DLPC:DSPC bilayer were not circular. The non-circular shape of domains in 
a fluid-gel lipid mixture were shown earlier (292). It is noteworthy that RhoPE resides in 
both the phases. The reports available in literature on the partition behavior of RhoPE 
among membrane phases are quite conflicting (293-295). Such contrast may originate 
from the difference in membrane models chosen to observe probe partitioning. Sezgin et 
al. recently demonstrated the differential partitioning behavior of a given probe in 
different membrane models by using a variety of imaging and spectroscopic methods 
(296). The phases in the DLPC:DSPC bilayer show distinct diffusion characteristics. The 
ACF outside the domains (dark region) decays much faster than that inside the domain 
(Figure 4.2C) indicating the domains to be DSPC-enriched solid ordered phase (So) 
whereas the rest of the bilayer is liquid disordered phase (Ld) enriched with DLPC. The 
bimodal distribution of the D for DLPC:DSPC bilayer also supports phase co-existence 
(Figure 4.2C, inset). The D inside and outside of the domain were 0.26  0.15 m2/s 
and 1.32  0.26 m2/s, respectively. The ACF of DLPC bilayer is also similar to that 
of the dark regions of DLPC:DSPC bilayer (Figure 4.2D). The CCF image of 
DLPC:DSPC bilayer is very heterogeneous and the borders along the phase boundary can 
clearly be observed (Figure 4.2E). The diffusion heterogeneity of phase-separated bilayer 
is also confirmed by significant broadening of the CCF distribution compared to that for 
the DLPC bilayer (Figure 4.2D inset and Table 4-2). In contrast, the featureless CCF 
image of DLPC bilayer reveals free diffusion throughout (Figure 4.2F). Therefore, the 
distribution and imaging of CCF could effectively distinguish homogeneous and 
inhomogeneous diffusing systems. In addition, CCF can image any possible border, 
which may be very useful to demarcate local dynamical heterogeneity, for example, in 
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phase-separated giant unilamellar vesicles (GUVs). Our group has shown the defects in 
GUVs by CCF imaging in an earlier report (244). 
4.3.1.2 Effects of experimental parameters on CCF distribution 
4.3.1.2.1 Laser power and acquisition time per frame () 
RhoPE labeled DLPC bilayer was used as the test sample to investigate the effects of 
laser power and acquisition time per frame () on the CCF distribution. The laser 
power was varied between 2991240 W. The results are shown in Figure 4.3A. The 
width of CCF distribution did not change with laser power revealing free diffusion in all 
cases.  
 
Figure 4.3. The dependence of CCF distribution on A) laser power and B) acquisition 
time per frame (). The CCF distribution is independent on the laser power range used 
in this study, while it broadens with . 
 
The same sample was used to monitor the effect of  Figure 4.3B shows significant 
modification of CCF distribution with the frame rate of the camera. The CCF 
distribution broadens with  (Figure 4.3B and Table 4-1). The points on the spatio-
temporal CCF change with  on which the correlation times () depend on. This 
modifies the integral in Equation 4-1 and thus the CCF distribution. Moreover, different 
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areas of the CCF curves are subtracted to compute CCF at different  and therefore 
dissimilar statistical noise would contribute in the calculation of the CCF distribution. 
 [ms] D [m2/s] CCF width (103) kstat (102) 
0.56 2.06 ± 0.76 26.8 ± 0.2 49  20 
1 1.96 ± 0.67 31.8 ± 0.2 46  11 
2 2.17 ± 1.32 40.2 ± 0.4 54  19 
3 1.55 ± 0.74 47.6 ± 0.5 64  23 
4 1.60 ± 0.59 51.0 ± 0.5 69  30 
5 1.52 ± 0.56 54.1 ± 0.5 50  15 
 
Table 4-1. Diffusion coefficient (D), the CCF width and kstat values of DLPC bilayer 
measured at different acquisition time per frame () at room temperature. The CCF 
width and kstat values represent the broadening and normality of the CCF distribution, 
which in turn highlight the effects of local viscosity and obstacles, respectively. 
 
4.3.1.2.2 Membrane fluidity 
TheCCF distribution of diffusion was earlier characterized by its second or fourth 
moment (244). The second and fourth moments of a distribution are called standard 
deviation and kurtosis, respectively. It is often observed that the CCF distribution 
broadens with concomitant reduction in D. For example, it was shown that width of the 
CCF distribution of raft dynamics is significantly broader than that of the  Ld phase 
(244). At the same time, raft dynamics is much slower compared to Ld dynamics. This 
raises the question whether D and CCF are anti-correlated. However, any systematic 
study has not been performed to screen this. 
Two different model systems were prepared to test the relationship between D and CCF 
distribution. The first system is the mixtures of POPC and POPG lipids at different molar 
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ratios. The transition temperatures of both POPC and POPG lipids are smaller than 273 
K. They also have same acyl chain length and cross-sectional area giving rise to very 
similar thickness and global order (297). Therefore, a mixture of POPC and POPG should 
not show any phase separation at room temperature. However, the diffusion of POPC 
bilayer slows down when sufficient amount of POPG lipid is mixed with it due to 
hydrogen bonding effects (298). Figure 4.4A shows the distribution of D of POPC:POPG 
lipid bilayers with increasing amount of POPG. The diffusion coefficient decreases with 
POPG content, as anticipated (Figure 4.4A and Table 4-2). Interestingly, the CCF 
distribution also broadens with POPG content (Figure 4.4B and Table 4-2). This 
intriguing relationship was further supported by the second model system, i.e., 
POPC:Cholesterol bilayer. It was previously shown that the mixture of fluid lipid and 
cholesterol up to a cholesterol content of 50 mol% exhibits an Ld phase (299). However 
due to local ordering effect, cholesterol significantly reduces membrane fluidity (23). 
Figure 4.4C shows a titration of diffusion with cholesterol content. The D monotonically 
decreases with increasing amount of cholesterol in the bilayer. For reference, D drops 
about 6 times when 50 mol% of cholesterol was added to a POPC bilayer (Figure 4.4C 
and Table 4-2). Similar to the POPC:POPG systems, the width of the CCF distribution 
broadens with reduction of D, i.e., increasing cholesterol content (Figure 4.4D and Table 
4-2). Therefore, one can conclude that the D and CCF distribution are anti-correlated 




Figure 4.4. Distribution of A) D and B) CCF of POPC:POPG bilayers. Distribution of 
the C) D and D) CCF of POPC:Cholesterol bilayers. In both the cases, D and width of 
the CCF distribution is inversely correlated. 
 
Since CCF distribution is computed between adjacent pixels, it is sensitive to the local 
heterogeneity. The rationale for the broadening of CCF distribution could be attributed 
to the increase in local viscosity of the membrane due to hydrogen bonding between 
POPC and POPG lipids. Similarly, it is the membrane ordering effect of cholesterol that 
increases membrane viscosity. Therefore, CCF distribution is a metric for local 
heterogeneity. However, the effects of increased viscosity and dynamical heterogeneity 
(e.g., anisotropic diffusion) on the CCF distribution cannot be separated just from its 
standard deviation. Both of them broaden the distribution. To address this problem, 
Sankaran et al. earlier used the fourth moment of the distribution, called kurtosis (244). 
The computation of kurtosis inherently assumes a distribution to be Gaussian, which is 
true only for free diffusion since the movement of particles is isotropic. However, the 
diffusion in membrane is not completely isotropic since membrane heterogeneity plays a 
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crucial role in dictating the movement of the proteins or lipids. In addition, the CCF 
distribution also depends on the frame rate of the camera. This constrains the 
experimenters to use the same  for all measurements for a comparison of the CCF 
distributions. However, , as stated earlier, should be optimized based on sample 
dynamics to obtain accurate results. Therefore, the frame rate to measure raft dynamics 
and non-raft dynamics may not be the same leading to incomparable CCF distributions. 
Therefore, one needs to devise a new parameter which should potentially be independent 
of data acquisition rate and underlying dynamics to characterize the CCF distribution. 
Bilayer D [m2/s] CCF width (103) kstat (102)
DLPC 2.02  0.78 30.6  0.2 29  7 
DLPC:DSPC 0.80  0.74 65.0  1.0 190  30 
POPC 1.67  0.88 33.8 0.3 46  10 
POPC:POPG (3:1) 1.58  0.90 39.2  0.7 55  12 
POPC:POPG (2:1) 1.45  0.74 44.5  0.5 53  13 
POPC:POPG (1:1) 0.98  0.52 58.3  0.8 48  14 
POPC:Chol (2:1) 0.52  0.32 86.0  1.0 55  16 
POPC:Chol (2:1) + 
mβCD 1.37  0.81 46.4   0.6 48  16 
POPC:Chol (1:1) 0.28  0.18 116.7  1.3 47  11 
POPC:Chol (1:1) + 
mβCD 1.20  0.61 46.7  0.4 43  10 
POPC + mβCD 1.30  0.79 48.8  0.6 37  4 
 
Table 4-2. Diffusion coefficient (D), the CCF width and kstat values of a variety of 




The CCF distribution, as stated earlier, is normal (Gaussian) for free diffusion while it is 
non-normal for hindered diffusion. Hence, a statistical test that can differentiate between 
the normal and non-normal distribution would be well-suited to delineate the origin of the 
broadening of CCF distribution. The Lilliefors’ test (300) which is a modified version 
of the Kolmogorov-Smirnov test of normality was applied to the CCF distribution 
obtained from all the bilayers. It was earlier shown that Lilliefors’ test outperforms the 
classical Kolmogorov-Smirnov test for small sample space (301). The test works under 
the following principle. The first step of this test is to construct an empirical Gaussian 
distribution from knowledge of the mean and the standard deviation of the raw data (all 
CCF values). This is followed by the computation of the cumulative distribution 
function (CDF) of both raw CCF distribution (CDFCCF) and synthesized Gaussian 
distribution (CDFGaussian). This is followed by the computation of kstat, which is defined 
as the maximum difference between these two functions. If the difference is statistically 
significant, then the given CCF distribution is designated as non-normal. The limit of 
kstat to be statistically insignificant is 0.040.07 for a sample space comprised of  500 
data points, which is in general the case for most of the measurements since 2121 pixels 




Figure 4.5. Dependence of CCF width on D and Lilliefors’ normality test of CCF 
distribution. A) The anti-correlation of D and width of the CCF distribution based on 
data presented in Table 4-2 except the DLPC:DSPC bilayer. Lilliefors’ test of the CCF 
distribution for B) DLPC bilayer at 0.56 ms and 5 ms, C) POPC and 
POPC:Cholesterol bilayer, and D) DLPC and DLPC:DSPC bilayers.  
 
The Lilliefors’ normality test to the CCF distributions obtained from RhoPE labeled 
DLPC bilayers at different acquisition time per frame () was performed. The results are 
summarized in Table 4-1 (column 4). The representative CDFs (both empirical and raw) 
of the distributions for  = 0.56 ms and 5 ms were shown in Figure 4.5B. The CDF of 
the raw CCF distribution overlaps significantly on the CDF of the empirical Gaussian 
distribution in both cases. This was confirmed by the values of kstat, which were within 
the regime of normal distribution (0.040.07) for all measurements revealing correct 
description of free diffusion in DOPC bilayer by the CCF distribution. Next, the 
performance of the Lilliefors’ method was tested on the CCF distributions of different 
single phase lipid bilayers of variable fluidity (DLPC, POPC:POPG mixtures, and 
POPC:Chol mixtures). The results are summarized in the fourth column of Table 4-2. All 
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kstat values fall within the regime of normality (0.040.07) confirming overall free 
diffusion in all the bilayers. The representative plots for POPC and POPC:cholesterol 
bilayers are shown in Figure 4.5C. The ability of the Lilliefors’ test to apprehend the 
underlying mode of dynamics was finally tested on the phase-separated DLPC:DSPC 
(1:1) bilayer. The raw CDF of the CCF distribution strongly deviates from the empirical 
CDF identifying a hindered diffusion process (Figure 4.5D). The kstat value (0.19 ± 0.03) 
was also much larger than that is expected for normal diffusion. For reference, the test 
plot for the CCF distribution of DLPC bilayer was also shown. Hence, broadening of 
the CCF distribution for DLPC:DSPC bilayer compared to that of DLPC bilayer was 
due to the combined effect of both increase in viscosity (reduction of average D) and 
phase separation (non-normality of the CCF distribution).  The Lilliefors’ normality test 
(and its quantification by kstat) of the CCF distribution therefore successfully resolves 
the ambiguity in interpretation of its broadening. 
4.3.2 Imaging FCS Diffusion law 
The FCS diffusion law, also known as spot-variation FCS (sv-FCS), is a novel 
biophysical tool to probe nanoscopic membrane organization (302; 303). It is calculated 
from the FCS diffusion law plot, which expresses dependence of the transit time (τD) of 
tracer molecules on the observation areas on the membrane plane. For free diffusion 
(Brownian motion), τD scales linearly with size of the observation area revealing a single 
diffusion coefficient (D) (Figure 4.6A). If this linear dependence of transit time on the 
observation area is extrapolated to zero area, the transit time will be zero (0 = 0) as 
expected (Figure 4.6D, red dotted line). Note that the y-axis in Figure 4.6D is Aeff/D 
instead of D. Since we directly obtain D from the fitting of ACFs in ITIR-FCS and D = 
Aeff/4D, the y-axis of the FCS diffusion law, in our case, is expressed as Aeff/D. However, 
a non-zero time at zero area reveals spatial heterogeneity (hindered diffusion) in the 
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membrane under observation. This can be rationalized on the ground of lateral dynamics 
of the tracer molecules in different membrane organizational scenario. Apart from free 
diffusion, there are two other modes of diffusion in the membrane, namely hop diffusion 
due to the cytoskeletal meshwork (Figure 4.6B) and hindered diffusion due to the 
microdomains or lipid rafts (Figure 4.6C). In the first case, adjacent compartments, 
known as cytoskeleton meshes, are located underneath the membrane lipid bilayer. The 
membrane biomolecules diffuse freely within a given mesh. However, these meshes are 
separated by impenetrable physical barriers which allow any possible inter-mesh 
communication only through hop diffusion. The transit times obtained from probe areas 
containing one and many meshes respectively cannot thus be linearly scaled in the FCS 
diffusion law plot as the D inside a single mesh (Figure 4.6B, cyan square) is larger than 
that of the bulk membrane (Figure 4.6B, blue square). In the second scenario, isolated 
microdomains are laterally phase segregated from the rest of the membrane. The tracer 
molecules are either dynamically partitioned into these phases or encounter transient 
confinement inside the domains. This also gives a non-linear FCS diffusion law plot since 
the D inside domain (Figure 4.6C, red square) is smaller than that of the bulk membrane 





Figure 4.6. The principle of FCS diffusion law. Three different modes of diffusion occur 
in the plasma membrane: A) Free diffusion: The diffusion coefficient (D) is not scale 
dependent and thus the D obtained from both small and large observation areas (red 
dotted squares) are the same. B) Hindered diffusion by meshwork: The diffusion inside 
a given mesh is free. However, any possible diffusion among the meshes occurs through 
hopping. Thus the D is scale dependent (faster D inside a given mesh (cyan square) and 
slower D at large observation areas containing more than one mesh (blue square)). C) 
Hindered diffusion due to raft partitioning: The diffusion inside rafts is much slower 
while it is free outside leading to scale dependent diffusivity (slower D inside a given 
domain (red square) and faster D at large observation areas containing free spaces along 
with the domains (green square)). D) The FCS diffusion law plots for different diffusion 
processes: Free diffusion (red dotted line), Meshwork diffusion (cyan and blue solid lines 
for small and large observation areas respectively) and domain partitioning (red and 
green solid lines for small and large observation areas respectively). However, the break 
points for the last two processes cannot be seen by conventional microscopes since the 
domain or mesh size is smaller than the optical diffraction limit (grey region). Thus all 
measured observation areas fall on the white region. However, the sign and magnitude of 
intercepts of the FCS diffusion law plots when they are extrapolated to zero observation 
area provide indirect evidence of the diffusion processes. The intercepts are zero (free 
diffusion, red dotted line), negative (blue dotted line) and positive (green dotted line) for 
free diffusion, meshwork diffusion and raft portioning respectively. 
 
Diffraction limited observation areas created in conventional experimental set up are 
much larger than either of the domain and mesh size, which restricts the observation of 
non-linearity in the diffusion law plot. However, the extrapolation of experimentally 
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obtained diffusion law plots to zero area give negative (0 < 0) and positive intercepts (0 
> 0) for hop diffusion in meshwork and confined diffusion in microdomains, respectively 
(Figure 4.6D, dotted lines). The FCS diffusion law plot can be mathematically expressed 
as: 
߬஽൫ܣ௘௙௙൯ ൌ ߬଴ ൅ ܣ௘௙௙ܦ  4-2 
where, 0 takes zero, positive and negative values for free, raft and meshwork diffusion, 
respectively. Lipid rafts and cytoskeleton meshwork exist simultaneously according to 
the concept of a three-tier organization of the plasma membrane and the dynamics and 
function of the signaling proteins are often related to this organization. FCS diffusion law 
provides evidences of the raft- and/or cytoskeleton-association of the proteins indirectly. 
The FCS diffusion law has been used to shed light on the dependence of organizational 
features on the regulation of signaling proteins. Lenne et al. studied the dynamic change 
of membrane organization in response to an array of pharmacological treatments by 
applying the FCS diffusion law in confocal FCS (304).  Guia et al. established the 
‘pivotal’ role of receptor confinement in natural killer (NK) cell tolerance by FCS 
diffusion law analysis (253). In another application, Lasserre et al. showed the direct 
involvement of lipid rafts in triggering Akt/PKB signalling pathway by recruiting Akt in 
the plasma membrane followed by PIP3-mediated activation (305). The detailed theory 
and applications of the FCS diffusion law were recently reviewed (302).   
The size of observation area in conventional confocal microscope can be varied, as 
required for the FCS diffusion law, by placing a diaphragm between the beam collimator 
and dichroic mirror to tune the underfilling of the objective back aperture, which is 
directly proportional to the PSF size (252). Otherwise, the numerical aperture (NA) of the 
objective can be varied by creating collimated laser beams of various sizes using a 
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motorized variable beam expander in the illumination path (306). FCS diffusion law was 
also adapted to other FCS modalities. The Hof group first implemented FCS diffusion 
law using z-scan FCS in live OLN-93 cells (307). In this modality, the beam waist on the 
membrane varies as the membrane is scanned along the z-direction due to laser beam 
divergence. The plot of diffusion time with the number of particles at different z-
positions provides the FCS diffusion law plot. Ganguly et al. used z-scan FCS diffusion 
law to probe the regulation of serotonin1A receptor organization on the cell surface by the 
actin cytoskeleton and membrane cholesterol in live COS-7 cells (308). Although the 
above-mentioned modalities can successfully reveal the existence of sub-resolution 
heterogeneity of the membrane, the probe areas are still diffraction limited. However, the 
probe area must be of similar dimension as the confinement size to directly resolve the 
spatial dimension of organizational features, e.g., raft/mesh size. In the last years, 
researchers were able to create small probe areas by special illumination schemes such as 
STED microscopy and nanometric apertures. Eggeling and colleagues showed the 
transient (~ 10 ms) confinement zones of size < 20 nm in live PTK2 cells by STED-FCS 
diffusion law (67; 309). Wenger et al. used nanometric apertures to create small probe 
area (310). The authors determined the membrane domain (raft) sizes to be 120 nm in 
live COS-7 cells. They also reported the two-tier compartmentalization of the cell 
membrane by actin cytoskeleton in the same cell. The compartment sizes were 
determined to be 150 nm and 230 nm. These results correspond well with the fast SPT 
measurements on rat kidney fibroblast cell membrane (78). Manzo et al. successfully 
applied near-field optical scanning microscopy (NSOM) to create small observation 
volumes for FCS diffusion law experiments on live cells (311).  
In the current work, this heterogeneity ruler is implemented in Imaging FCS and 
therefore will be called Imaging FCS diffusion law. Calculation of the FCS diffusion law 
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for ITIR-FCS experiments, in particular, is quite simple as it uses pixel binning post-
acquisition to create various observation areas eliminating both the requirements of 
multiple measurements per sample and/or extra instrumental add-on unlike the other 
above mentioned modalities. The smallest observation area (A1,eff) of the Imaging FCS 
diffusion law is simply the single pixel area convoluted with the PSF (i.e., A1,eff = a2  
PSF, where ‘a’ is pixel side length). The variable observation area sizes obtained by 
pixel-binning are Am,eff (= (m×a)2  PSF) for m×m binning. Since 21×21 pixels 
membrane areas are recorded in general to achieve the highest frame rate with sufficient 
multiplexing, we restricted ourselves to 5×5 binning as the largest observation area for 
diffusion law analysis. The number of ACFs obtained at larger bin sizes becomes 
statistically insignificant to be averaged for the diffusion law analysis. Huang and Pralle 
previously applied FCS diffusion law in Imaging FCS format to study the organization of 
a transient receptor vanilloid channel during activation by 2-APB in live PTK2 cells  
(312). They used a single averaged correlation function for each of the observation areas 
to compute the dependence of τD on observation area and named the method as binned-
imaging FCS (bimFCS). However, one does not expect similar ACFs from all pixels of 
the heterogeneous membrane especially for raft dynamics. Therefore, averaging the 
ACFs may lead to errors in the outcome of the FCS diffusion law. Here, we take a 
different tactic to perform Imaging FCS diffusion law analysis. We first determine 
pixelwise D at various observation areas and then use the average value of D for the 
diffusion law plot. All the plots are fitted with straight lines with standard error of the 




4.3.2.1 Experimental verification of the Imaging FCS diffusion law 
The aforementioned organizational scenarios in plasma membrane were emulated by 
preparing three different lipid bilayers. DLPC on glass, phase separated DLPC:DSPC 
(1:1) on glass, and DLPC on PDMS grids were used as model systems of free diffusion, 
hindered diffusion by raft partitioning and hop diffusion by meshwork 
compartmentalization, respectively. All bilayers were labeled with RhoPE. The grids 
potentially act as diffusion barriers. Patterned bilayers were earlier used to study non-
Brownian dynamics (313). Patterned bilayers have adjacent compartments while in 
phase-separated bilayers, the domains are isolated. The FCS diffusion law is used to 
exactly differentiate these two types of obstacles in diffusion. The realization of the FCS 
diffusion law necessitates the probe to partition into both phases for phase-separated 
systems with finite partition co-efficient and hopping among the meshes with certain 
probability in case of meshwork compartmentalization. First, the behavior of RhoPE in 
terms of partitioning or hopping was tested by evaluating the relationship of D and N for 
different bilayers. For DLPC bilayer, D and N maps were not correlated (Figure 4.7AC), 
which was also confirmed by the featureless D vs N plot (Figure 4.7D). RhoPE behaves 
differently in phase separated DLPC:DSPC (1:1) bilayers (Figure 4.7E) as expected. The 
maps clearly show that pixels with slow D have large N and vice versa (Figure 4.7F and 
G) indicating anti-correlation of D and N (Figure 4.7H). This is expected since RhoPE 
partitions into both the DSPC-enriched So and DLPC-enriched Ld phases. The D of So 
phase is about six times slower than that of the Ld phase (Figure 4.2C). Therefore, one 
would observe more particles in So phase than in Ld phase at a given instance. For the 
third category, i.e., patterned DLPC bilayer, diffusion of the boundary is faster than that 
inside the mesh, which can be attributed to differences of the surface effects of glass and 
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PDMS. Therefore, these three model systems are well-suited to test the FCS diffusion 
law in ITIR-FCS. 
 
Figure 4.7. Correlation between D and N and demonstration of FCS diffusion law. AD) 
TIRF image, D map, N map and the D vs N correlation plot of DLPC bilayer, 
respectively. EH) TIRF image, D map, N map and the D vs N correlation plot of 
DLPC:DSPC (1:1) bilayer, respectively. IL) TIRF image, D map, N map and the D vs N 
correlation plot of DLPC bilayer on patterned substrate, respectively. D and N are not 
correlated for DOPC SLB on both glass and patterned substrate. However, D and N are 
anti-correlated for DLPC:DSPC (1:1) since RhoPE partitions into both phases and gel 
phase has slow diffusion with more number of particles. M) The corresponding FCS 
diffusion law plots (Black: DLPC, Blue: DLPC:DSPC, and Red: patterned DLPC). The 
intercepts were -0.02 ± 0.03 s (DLPC), 1.87 ± 0.32 s (DLPC: DSPC) and -1.65 ± 0.54 s 
(patterned DLPC) indicating three modes of diffusion: free, raft partitioning and 
meshwork, respectively. The inflection point for patterned bilayer (mimicking the cyan-




The FCS diffusion law plots for the above-mentioned scenarios were shown in Figure 
4.7M. The intercept (0) for DLPC bilayer was -0.02 ± 0.03 s revealing free diffusion. 
DLPC:DSPC bilayers and patterned DLPC bilayers show strict positive and negative 
intercepts, respectively [0 = 1.87 ± 0.32 s (DLPC: DSPC) and -1.65 ± 0.54 s (patterned 
DLPC)]. In the case of patterned DLPC bilayer, a clear inflection point can be seen in the 
FCS diffusion law plot. This point indicates the switching from intra-mesh free diffusion 
to inter-mesh hindered diffusion. The size of the compartments can be estimated also 
from the slope and intercept of the FCS diffusion law (314). The mesh size (0.83 m) 
obtained from FCS diffusion law was in good agreement with the pattern size (1.1 m) 
used in this study. Similarly, the domain size obtained from the FCS diffusion law of 
DLPC:DSPC bilayer was 0.610 m. This is about half of the size estimated from ICS 
analysis (1.05 m). This discrepancy could be attributed to the assumption of isolated 
circular domain size in the FCS diffusion law model. The domains in the DLPC:DSPC 
bilayers are not completely circular (Figure 4.2A and Figure 4.7E). In addition, more than 
one domain coalesces to form large domain. Overall, FCS diffusion law, integrated in the 
Imaging FCS format, can successfully distinguish three modes of membrane diffusion 
processes and roughly estimate the dimension of the heterogeneity. 
4.3.2.2 Effects of experimental parameters on the Imaging FCS diffusion 
law 
The maximum number of frames that can be acquired in an ITIR-FCS measurement is 
limited due to fluorophore photobleaching and computer memory. In addition, the 
minimum Aeff (i.e., first point on the x-axis of the FCS diffusion law plot) is 0.383 m2 at 
240 nm pixel size on the object plane, which is much larger compared to that used in 
confocal FCS. Therefore, one needs to find the limit of the intercept for free diffusion to 
delimit the baseline for non-zero intercepts.  
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4.3.2.2.1 Data acquisition per frame (), total measurement time (Tacq), and 
pixel size (a) 
RhoPE labeled DOPC and DOPC:DPPC:Chol (5:5:2) bilayers were used to test the 
effects of and Tacq.  The limits of intercept in cases of free diffusion having D = 1 
m2/s and 0.1 m2/s were established as ±100 ms and ±300 ms, respectively by 
simulation (246). Figure 4.8A (DOPC bilayer) and B (DOPC:DPPC:Chol bilayer) show 
that the intercept does not alter much as long as one works within the regime 
(D) required for the accurate determination of D as discussed in the previous 
chapter. The intercept goes up to a very high value (0 ≈ 100 ms) for DOPC bilayer at 
= 10 ms since this acquisition speed is not enough for reliable estimation of dynamics. 
Similarly, one can reduce the 0 value closer to zero for free diffusion by acquiring longer 
(Figure 4.8C and D). This is expected since better statistics is obtained for larger Tacq and 
thus the ACFs become less noisy. From the above measurements, it is obvious that the 0 
values are much closer to zero for fast diffusion than that for slow diffusion even if both 
of them exhibit free diffusion. Therefore, care should be taken in depicting a baseline 
intercept for free diffusion. The large 0 value for DOPC:DPPC:Chol bilayers can be 
reduced by choosing a smaller pixel size. The microscope side port magnification of 1.6 
was used to reduce the pixel size on the object plane to 150 nm (corresponds to A1,eff = 
0.205 m2). This significantly reduces the 0 value of DOPC:DPPC:Cholesterol bilayer 
from -327 ± 136 ms to -13 ± 27 ms (Figure 4.8E). However, photon count also decreases 
with pixel size leading to poor signal-to-noise ratio (SNR), which worsens the FCS 
signal. The reduced SNR may not affect FCS analysis much in case of RhoPE labeled 
bilayers due to high brightness and photostability of the dye. However, this may 




Figure 4.8. Factors affecting Imaging FCS diffusion law intercept. A) and B) are plots of 
diffusion law intercepts across a wide range of acquisition times from bilayers prepared 
with DOPC and DOPC:DPPC:Chol (5:5:2) respectively. C) and D) The intercepts shown 
in A) and B) for an acquisition time per frame of 1 ms decrease with an increase in Tacq. 
E) A reduction in pixel size leads to a reduction in absolute value of the intercept. F) 
Representative FCS diffusion law plots obtained from 150 nm (black) and 240 nm (grey) 




4.3.2.3 Studying live cell membrane heterogeneity by the Imaging FCS 
diffusion law 
Imaging FCS diffusion law was used to monitor the temporal evolution of membrane 
dynamics and heterogeneity under pharmacological stress. The liquid disordered phase 
(Ld) of the HeLa cell membrane was stained with DiI (Figure 4.9AB). The diffusion 
coefficient (D) was 1.32 ± 0.32 m2/s at 310 K. This is quite consistent with the typical D 
obtained in the fluid phase of live cell membranes (88). The lack of any correlation 
between D and N over all pixels across the region of interest (ROI) (Figure 4.9CE) 
reveals the absence of any binding or aggregation or large scale partitioning of the 
reporter dye unlike phase separated bilayers (Figure 4.7FH). Next, GFP-GPI expressed 
HeLa cell was imaged at 310 K (Figure 4.9FG). GPI proteins are known to be 
associated with lipid rafts (49). The diffusion coefficient was 0.21 ± 0.13 m2/s. Note that 
the coefficient of variation (CV) of D is much smaller for DiI dynamics (0.25) compared 
to the GPI dynamics (0.62) revealing high heterogeneity in the latter. That the D of GFP-
GPI was six times slower compared to that of DiI was reported earlier for RBL cells (88). 
However, absence of correlation between D and N in both cases rules out any direct 
evidence of any difference in the mode of diffusion between them (Figure 4.9HJ). 
Moreover, no visual difference was observed in DiI-labeled and GPI-expressed 
membrane images (Figure 4.9A and F, respectively).  
The FCS diffusion law analyses, however, show clear difference in the membrane 
heterogeneity mirrored by DiI and GPI diffusion. The FCS diffusion law intercept (0) of 
DiI was -0.02 ± 0.03 s indicating free diffusion (Figure 4.10A, black line).  In contrast, 0 
of GPI was 0.94 ± 0.19 s reflecting raft partitioning of the protein (Figure 4.10A, blue 
line). Note that the positivity of the 0 is much higher compared to the baseline proposed 
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by simulation (0.3 s) (246). Therefore, the reduced D of GPI is due to raft localization 
while DiI resides in more fluid Ld of the membrane.  
 
Figure 4.9. ITIR-FCS on HeLa cells labeled with phase-specific markers. AB) TIRF 
images of DiI labeled HeLa cell membrane and the ROI, C) D map, D) N map, E) D vs N 
correlation plot of DiI dynamics. F-G) TIRF images of GFP-GPI expressed HeLa cell 
membrane and the ROI, C) D map, D) N map, E) D vs N correlation plot of GPI 
dynamics. No visual difference was observed in the GPI expressed and DiI stained 
membranes. Similarly, the D and N correlation plots show no particular trend in both the 
cases revealing homogeneity above diffraction-limit. 
 
One intriguing feature is observed when the absolute value of 0 is compared to the 
literature. The intercept for raft partitioning of GPI obtained here is about 50400 times 
higher compared to previous reports by sv-FCS (304) and STED-FCS (67). The 
difference in the absolute values is largely due to limitation of the pixel size and the 
frame rate of the camera used in this study. As stated earlier, the intercept can be reduced 
by reducing pixel size. However, the signal-to-noise ratio also decreases with pixel size, 
which makes FCS measurements very noisy. Therefore, the intercept value for GFP-GPI 
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expressed cell obtained here should be taken as the calibration standard of raft dynamics 
studied for Imaging FCS diffusion law performed by the current instrumental set-up in 
our laboratory. 
 
Figure 4.10. Imaging FCS diffusion law on HeLa cell membrane. A) FCS diffusion law 
plots of DiI labeled (black) and GFP-GPI expressed (solid blue) HeLa cell membrane. 
The intercept is zero (-0.02 ± 0.03 s) for the former while it is positive (0.94 ± 0.19 s) for 
the latter. The dotted blue line is for GFP-GPI expressed cell membrane after 35 minutes 
of mCD treatment. The intercept is 0.02 ± 0.06 s revealing free diffusion. B) The time 
dependent change of membrane dynamics (red) and heterogeneity (blue) of GPI 
expressed cells after addition of mCD is shown.  
 
The integrity of the cell membrane was perturbed by methyl beta cyclodextrin (mCD), 
which is regularly used as a cholesterol extracting agent and therefore disrupts lipid rafts 
on the membrane. The heterogeneity of the membrane over time was monitored via 
Imaging FCS diffusion law analysis on GFP-GPI diffusion, which reflects the raft 
organization on the membrane. The GPI expressing cells were incubated with 2.5 mM 
mCD at 310 K and ITIR-FCS measurements were taken over time. The results are 
summarized in Figure 4.10A and B. The D of GPI increases about 75% after 10 minutes 
(from 0.21 ± 0.13 m2/s to 0.36 ± 0.10 m2/s). Then it remains almost unchanged to a 
final value of 0.31 ± 0.10 m2/s after 75 minutes. This is expected since overall 
membrane fluidity increases after raft disruption. However, the temporal evolution of 
membrane heterogeneity post mCD treatment does not follow the same trend of 
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diffusion. One would expect that the heterogeneity would be completely lost as the 
membrane rafts are being destabilized over time. However, the trend shows an initial loss 
of heterogeneity up to 35 minutes. The 0 decreases about 50% (from 0.94 ± 0.19 s to 
0.41 ± 0.04 s) after 10 minutes incubation, which can be directly correlated to the 
increased D due to raft disruption. The 0 value decreases even more to 0.02 ± 0.06 s after 
35 minutes indicating free diffusion of the GPI protein although D remains the same in 
this period. The fluidity of the membrane is therefore not solely related to the membrane 
organization. However, the observation of increased D with concomitant disappearance 
of the intercept is consistent with the previous reports (304; 305). An interesting feature 
is observed after this time point. While the diffusion of GPI remained almost constant, 
the membrane heterogeneity recovers as revealed by gradual elevation of the 0 over time 
(3575 minutes). This non-monotonic reorganizational behavior of the membrane upon 
mCD treatment was earlier shown by our group in live SH-SY5Y cells (244). This 
pertinent observation may be viewed as a response of the cell to external pharmacological 
perturbation. It was earlier speculated that the cell itself may initiate synthesis of more 
lipids to retain the equilibrium (315). In another possible mechanism, it was also reported 
that the actin cytoskeleton may be involved in the reorganization of the membrane (316). 
It would be interesting to see any correlation between the observed temporal modulation 
of heterogeneity to that of the kinetics of the biosynthesis of specific lipids and actin 
dynamics. 
4.4 Conclusion 
The current work demonstrates a novel advantage of ITIR-FCS other than just the 
measurement of diffusion coefficient and number of particles. The same set of data can 
be used to study membrane heterogeneity. Two different methods, namely CCF 
distribution and the FCS diffusion law were discussed in this context. The local 
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heterogeneity parameter CCF distribution was earlier presented as histograms and thus 
its quantification significantly depends on the bin width of the histogram. In addition, the 
CCF distribution significantly depends on the D and . Therefore, a novel statistical 
analysis of the normality test of the histogram was proposed here. This test, 
parameterized by kstat, disperses the ambiguities arising from binning. This reveals that 
the addition of cholesterol increases local viscosity in POPC bilayers, which is reflected 
in the broadening of the CCF distribution. This is also true for POPC:POPG bilayers 
where the CCF distribution broadens due to hydrogen bonding effects. However, 
Gaussian CCF distribution of both the POPC:Chol and POPC:POPG bilayers indicates 
an overall free diffusion. However for DLPC:DSPC bilayer, it is both viscosity and phase 
separation that led to decreased diffusion as revealed by broadened CCF distribution 
which was non-normal in nature. Whereas the application of CCF distribution to study 
live cell membrane organization was shown earlier, the integration of FCS diffusion law 
in ITIR-FCS was done for the first time. The Imaging FCS diffusion law was first 
verified in model systems, where different modes of diffusion in single component glass 
supported lipid bilayer, two-component phase separated bilayer and a single component 
bilayer of grids were characterized and the spatial dimension of the organization was also 
determined. The Imaging FCS diffusion law was then used to probe plasma membrane 
organization in live cell and the time dependent disruption and reorganization of the 
membrane under pharmacological stress. In summary, a single ITIR-FCS measurement 
can provide spatially resolved diffusion coefficient and number of particles (previous 
chapter) along with indirect information about the sub-resolution heterogeneity of a large 
membrane area in real-time. This establishes the potential of ITIR-FCS to investigate 




5 Temperature Dependence of model and live cell membrane 
diffusion studied by ITIR-FCS 
5.1 Introduction 
The fluidity of plasma membrane plays an important role in function and stability of the 
cell (317). For instance, the membrane processes are often regulated via cascade-like 
reactions, which require the transport of certain molecules at the reaction site. This is 
made possible by inherent dynamics of membrane. However, the membrane is very 
crowded due to high abundance of proteins and other biomolecules. Therefore, diffusion 
of membrane components is relatively slow and far from being free in most of the cases. 
A variety of diffusion modes, namely free diffusion, corralled diffusion, confined 
diffusion and directed transport, has been observed in the membrane (60).  All of them 
may not be mutually exclusive. However, it is quite possible that a given protein 
undergoes one type of diffusion depending on its localization and function. For example, 
glycophosphatidylinositol (GPI)-anchored proteins are localized in lipid rafts and 
therefore undergo confined diffusion  (57). On the other hand, transferrin (TfR) receptors 
are subject to corralled diffusion since they are associated with the actin cytoskeleton 
(318). Similarly, phospholipids which are localized mainly in the non-raft regions of the 
membrane exhibit free diffusion in general. However according to the ‘Picket-fence 
model’ of membrane organization, lipids also switch to hindered diffusion mode at 
macroscopic length scale due to the barriers created by transmembrane protein picket and 




Figure 5.1. The ‘Picket-fence model’ of membrane organization. The organization of 
transmembrane protein pickets (grey circles) and cytoskeleton fences (brown cylinders) is 
shown. Transferrin (TfR) protein (blue) undergoes free diffusion inside a given fence 
which is designated as single color of the displacement trajectory. However, it undergoes 
hop diffusion from one fence to the other followed by a free diffusion inside the second 
fence. This is pictorially depicted by a change in color of the trajectory. The figure is 
reproduced from Kusumi et al., FEBS Letters, 584 (2010), 1814-1823 under copyright 
permission. 
 
A large body of techniques was applied to measure the lateral diffusion coefficient (D) of 
membrane. Unfortunately, the obtained diffusion coefficients vary over an order of 
magnitude across the methods. The D obtained from NMR or ESR experiments are 
10100 times larger compared to those obtained from FCS or FRAP. The apparent 
discrepancies can be attributed to the different length scales of  measurements between 
the two categories of techniques. In the first case, diffusion is measured over a length 
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scale comparable to a few (< 10) diameters of lipid molecules. This length is much 
smaller compared to the coherence length () of thermal fluctuations giving rise to the 
overall translational dynamics. The coherence length is a measure of the length scale over 
which fluctuations in a region are related to those in other regions. The measurements at 
length scale <<  provide the local diffusion coefficient. The translational diffusion is a 
statistically averaged property and should be a long-range process (>> ). FCS and FRAP 
measure long-range diffusion and thus describe the true averaged lipid/protein diffusion 
in a membrane over distances longer than 200 nm. The modeling of plasma membrane 
diffusion had remained very complex since a range of factors contribute to the two 
dimensional mode of dynamics. Out of the diffusion models proposed so far, the 
‘Saffman-Delbrück’ theory and the ‘free area’ model are shown to correspond well with 
the experimental observations on protein and lipid diffusion in membranes, respectively. 
5.2 Theory of lateral diffusion in membrane 
5.2.1 Saffman-Delbrück model 
The diffusion of spherical molecules in three dimensions (3-D) is described by the 
Stokes-Einstein equation (Equation 2-25), which states that the diffusion coefficient is 
inversely proportional to the hydrodynamic radius of the diffusing species at a given 
viscosity of the medium and temperature. However, this universal model for 3-D 
diffusion cannot be extrapolated to two dimensional (2-D) systems to describe membrane 
diffusion (Stokes’ Paradox) (319). There were at least three different approaches taken to 
get around this problem (319), out of which the best approximation was proposed by 
Saffman and Delbrück (S-D model) (320). In this model, the lipid bilayer is assumed to 
be a 2-D continuum fluid sheet of high viscosity that is surrounded by three dimensional 
fluids of much lower viscosity on both sides. The inclusion of the surrounding fluid 
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medium allowed treating membrane diffusion as a 3-D model (and thus avoiding the 
Stokes’ Paradox). It should be noted that the finite size of lipid molecules are neglected 
by assuming the bilayer as a continuum fluid, which is explicable only if the diffusant is 
much larger in size compared to the lipids. The S-D equation also assumes diffusive 
molecules as hard cylinders located orthogonally to the membrane surface and both the 
membrane and the surrounding media are incompressible. Assuming that the viscosity of 
the surrounding media on both sides is equal, Fick’s law yields the following expression 
of the lateral diffusion coefficient (D) of membrane molecules: 
ܦௌି஽ ൌ ݇஻ܶ4ߨߟ݄ ൤݈݊ ൬
1






ߟ݄  5-2 
where, and ' are the viscosity of the lipid bilayer and the surrounding medium, 
respectively ('), h and Rhyd are the bilayer thickness and radius of the diffusant, 
respectively, is called Euler’s constant (≈ 0.5772) and T is the absolute temperature. 
Note that the diffusion in membrane is only weakly dependent on the size of the diffusing 
species [Dmembrane  ln (1/Rhyd)] in comparison to that in solution where the diffusion is 
inversely proportional to the hydrodynamic radius of the diffusant [Dsolution  (1/Rhyd)]. 
However, the S-D model has inherent limitations. For example, the diffusion coefficient 
obtained from this model significantly depends on the viscosity of the lipid sheet, which 
is very difficult to measure. In addition, this oversimplified model does not account for 
the differential viscosity sensed by the diffusant depending on its shape, height and the 
tilt angle with respect to the bilayer plane.  
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The S-D model was experimentally validated for protein dynamics in membrane. The 
size of transmembrane proteins reconstituted in lipid bilayer was determined from their 
respective diffusion coefficients (321; 322). However, the S-D model was challenged by 
Gambin and colleagues who proposed that the membrane undergoes Stokes-Einstein-like 
(S-E) diffusion (323) and follows the following expression: 
ܦௌିா ൌ ݇஻ܶߣ4ߨߟ݄ܴ௛௬ௗ 5-3 
where, all notations remain the same as Equations 5-1 and 5-2; and  is a dimensionless 
parameter introduced to account for the dimensionality of the membrane. Equation 5-3 
clearly shows that the diffusion of membrane molecules significantly depends on their 
size in contrast to the S-D model. Naji et al. provided explanations in support of the 
Stokes-Einstein-like model (324). First, the change in bulk hydrodynamics due to height 
mismatch of the protein and surrounding lipids would cause the deviation from 
logarithmic dependence. Second, the protein deforms the membrane by inducing 
dissipative stress via lipid chain stretching, titling and local demixing. This protein 
induced membrane deformation leads to strong dependency of diffusion on the size of the 
diffusing molecule. However, Guigas and Weiss investigated the effect of the height 
mismatch between the transmembrane protein and the surrounding lipids on diffusion by 
coarse-grained simulation to observe the effect to be minimal (325). This was also 
supported by experiments on proteins reconstituted in GUVs (326). Therefore, the S-E 
model cannot be justified by the height mismatch among the membrane molecules. In 
addition, Gambin et al. justified their model by measuring diffusion of proteins with size 
ranging from 0.5 nm to 3 nm. However, Guigas and Weiss showed by simulation that the 
above solution (Equation 5-3) is only valid for 0.1, which corresponds to the radius 
of the diffusant (Rhyd) ≥ 7 nm (327). They showed that the protein diffusion switches from 
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the S-D model to S-E model when the radius of the protein goes beyond 10 nm. Recent 
theoretical and experimental studies however suggested that the observation of strong 
dependence of protein diffusion on radius by Gambin et al. may be a consequence of 
protein-specific properties, e.g., hydrophobicity (326; 328). Ramadurai et al. (329) and 
Wei et al. (203) independently showed that the S-D model outperforms the S-E model 
from experiments on the proteins of variable size reconstituted in model lipid bilayers, 
albeit the reported diffusion coefficients of proteins of similar size differ significantly in 
the two articles. The significant disparity in measured D may originate from the different 
methods used in these studies. While Ramadurai et al. used single focus confocal FCS, 
Wei et al. used dual focus FCS. Dual focus FCS, as stated in the first chapter, is 
calibration-free and provides absolute D. In fact, Wei et al. was even able to find the 
absolute membrane viscosity based on the D of proteins of known radius. In contrast, the 
D of the experimental protein is calculated from the D of the calibration dye in single 
focus FCS. In addition, Ramadurai et al. used incorrect D values of the calibration dye to 
calculate the D of the proteins [(329) vs (330)]. In another application, Cicuta et al. used 
the S-D equation to determine the diffusion of domains in lipid bilayers (331). The 
assumption of a large entity diffusing in a 2-D continuum matrix is still valid in this case 
since the domain size is much larger than individual lipid molecules. The lower limit of 
the diffusant size for which the Saffmann-Delbrück model can be applied is shown to be 
12 nm (332-334) and therefore, it fails to describe lipid diffusion. 
The hydrodynamic model that can describe the diffusion of membrane inclusions 
irrespective of their size (beyond the S-D model) is given by Hughes, Pailthorpe, and 
White (HPW) in 1981 (335). However, the HPW model requires very complicated 
numerical computation and thus is often restricted in practical applications. Recently, 
Petrov and Schwille proposed an analytical solution of the HPW model (336). In the size 
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range of the commonly available proteins, the approximation of the HPW model also 
reproduces the S-D model.  
5.2.2 Free area model 
The assumptions in the S-D model are not valid for lipid diffusion due to the similarity of 
the size of the diffusant to the surroundings (332-334). The ‘free volume theory’, 
introduced by Cohen and Turnbull, was shown to perfectly describe the diffusion of 
particles of similar or smaller size to the surrounding in a gas (337). Galla et al. 
extrapolated the model in 2-D to explain lipid diffusion in membrane (338). The lipid 
molecules are assumed to be hard rods in a cage of the surrounding lipids. Diffusion of 
the lipids occurs in the following three steps: 
1) The thermal density fluctuation in the lipid matrix causes to open up a transient 
void (free area) in the bilayer.  
2) A lipid from the surrounding hops in the void. This ‘hopping’ is only allowed if 
the size of the void exceeds a critical size. 
3) The effective displacement of lipids occurs when another lipid jumps in to the 
void created by the previous lipid. 
Note that this model represents diffusion as a function of free area (void) instead of 
viscosity. Since the model is derived from the kinetic theory of the gas, it has a weak 
dependence on temperature and no activation energy is implied in lipid hopping. 
However, lipid hopping must be a thermally activated process due to the van der Waals’ 
interactions with surrounding lipids. Thus a more generalized model, the so-called 
Macedo-Litovitz hybrid model, was proposed by including an activation energy (EA) 
term (332; 339). The EA accounts for the energy barrier that lipids have to overcome for 
hopping to their new locations assuming both the states before and after hopping are in 
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equilibrium. It also incorporates the viscous drag due to opposite monolayers, the effect 
of the surrounding fluid or surface and the energy required to create a void. Since both 
the hopping frequency and the density fluctuations are temperature dependent, diffusion 
is a thermally activated process. Thermally activated processes in reaction dynamics with 
the initial and final states at equilibrium are described by the Arrhenius equation. The 
effective activation energy (EArr) term in the Arrhenius equation is interpreted in a very 
similar fashion to that of EA in the ‘free area model’. The Arrhenius equation in lipid 
diffusion is therefore written as: 
ܦ ൌ ܦ଴݁ି
ாಲೝೝோ்  5-4 
݈݊ܦ ൌ ݈݊ܦ଴ െ ܧ஺௥௥ܴܶ  5-5 
where D is the diffusion coefficient [m2/s], D0 is the pre-exponential factor [m2/s], T is 
the absolute temperature [K], EArr is the activation energy [J/mol] and R is the molar gas 
constant. 
Computation of EA from EArr has been done with the knowledge of the free area and the 
cross-sectional area of the lipid under question, which shows that the temperature 
dependence of lateral diffusion in membranes can be successfully explained by the ‘free 
area theory’ (299; 340). The degree of lipid packing (van der Waals’ interactions), which 
is one of the major determinants of the membrane phase, is directly related to the 
availability of free area for diffusion. Thus the temperature dependence of diffusion can 
provide a direct evidence of membrane phase behavior.  
5.3 Methods 
The preparation of SLBs and cell samples are described in the previous chapters. ITIR-
FCS was used to determine the diffusion coefficient of SLBs and live cell membranes at 
different temperatures (between 298313 K for SLBs and 298310 K for plasma 
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membranes). An incubator (Live Cell Instrument, CU-109, Zeiss, Singapore) and a 
CO2/Air gas chamber (Live Cell Instrument, FC-5, Zeiss, Singapore) for cell 
measurements, which can be fitted on the stage of the TIRF microscope, were used to 
control the temperature and CO2 (for cell measurements), respectively. The 
measurements at four different temperatures were done and an equilibration time of 1 
hour was allowed between temperature changes before measurements were taken. For 
each temperature, 510 measurements (for SLBs) or 3 measurements (for cells) per 
sample were taken. The experiments were repeated for at least three samples and the 
diffusion coefficients at different temperatures were averaged over the number of repeat 
experiments conducted. The temperature dependence follows the Arrhenius dependence 
as shown in Equation 5-4. The Arrhenius plot is obtained, through the use of Equation 
5-5, by plotting ln(D) against 1/T and EArr is obtained from the slope of the graph.  
5.4 Results and discussions 
The temperature dependence of the RhoPE labeled SLBs containing single and multiple 
lipids, and the plasma membrane of different cells will be discussed in the following sub-
sections. The SLBs are categorized as follows: single component bilayer (F), two 
component bilayer containing fluid lipid and cholesterol (FC), two component bilayer 
containing fluid and gel lipids (FG) and three component bilayer containing fluid lipid, 
gel lipid and cholesterol (FGC). 
5.4.1 Temperature dependence of supported lipid bilayer (SLB) diffusion 
5.4.1.1 Single component bilayers (F) 
DLPC (Tm = 272 K) and DOPC (Tm = 253 K) remain in the Ld phase within the 
experimental temperature regime (298 K313 K). The D of both bilayers labeled with 
RhoPE increases about 50% from 298 K to 313 K revealing a similar temperature 
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dependence (For DLPC: D (298 K) = 2.37 ± 0.78 m2/s and D (313 K) = 3.51 ± 0.98 
m2/s and for DOPC: D (298 K) = 2.46 ± 0.90 m2/s and D (313 K) = 3.40 ± 1.20 m2/s) 
(Figure 5.2A and C, Figure 5.3A; and Table 5-1). The D values reported here are 
obtained from a large number of experimental autocorrelation functions measured over a 
number of independent experiments. The standard deviation (SD) of D provides the 
heterogeneity of the samples across different preparations. The standard error of the mean 
(SEM) of D is less than 1% in all cases showing excellent reproducibility.  The EArr 
values for DLPC and DOPC SLBs are quite similar ranging within 1720 kJ/mol (Table 
5-1). These values fall well within the regime of free energies of commonly observed 
intermolecular interactions in biological systems. For reference, the free energy of 
hydrogen bonding is 1220 kJ/mol at 310 K. The EArr values correspond well with those 
of previous reports (1633 kJ/mol) obtained from fluorescence spectroscopic methods or 
simulation (341; 342). This range is slightly smaller compared to the ones from NMR 
studies (2840 kJ/mol) (299). This can be attributed to the differences in the techniques 
as discussed earlier. However, the ratio of EArr values of different phases obtained here is 
quite comparable to that of NMR studies as will be discussed in the next sections. In fluid 
bilayers, the lipids have to overcome only minimal van der Waals’ interactions impeded 
by the loosely packed neighboring lipid matrix. Thus diffusion of these bilayers shows 













[m2/s] EArr [kJ/mol] Phase 
DLPC 2.37 ± 0.78 3.02 ± 0.91 3.25 ± 0.99 3.51 ± 0.98 19.53 ± 3.33 Ld 
DMPC 1.38 ± 0.45 1.91 ± 0.60 1.99 ± 0.72 2.27 ± 0.89 27.10 ± 6.30 
So at < 
296 K 





2.46 ± 0.90 2.77 ± 0.90 3.07 ± 1.30 3.40 ± 1.20 17.66 ± 3.10 Ld 
DOPC:DPPC 
(1:1) 1.02 ± 0.50 1.88 ± 0.80 2.69 ± 0.90 3.09 ± 1.10 57.75 ± 11.70 So-Ld 
DLPC:DPPC 
(1:1) 0.78 ± 0.43 1.63 ± 0.59 2.05 ± 0.70 2.39 ± 0.67 55.46 ± 12.89 So-Ld 
DOPC:Chol 
(10:2) 1.44 ± 0.59 1.58 ± 0.70 1.79 ± 0.71 2.12 ± 0.81 17.04 ± 1.36 Ld 
DOPC:Chol 
(10:3) 1.15 ± 0.50 1.44 ± 0.60 1.55 ± 0.60 1.66 ± 0.70 18.53 ± 5.90 Ld 
DOPC:Chol 
(2:1) 1.05 ± 0.40 1.26 ± 0.60 1.41 ± 0.70 1.56 ± 0.70 19.12 ± 3.30 Ld 
DOPC:Chol 
(2:1) + mCD 2.95 ± 0.72 3.45 ± 1.08 3.98 ± 0.99 4.19 ± 1.13 18.71 ± 2.52 Ld 
DOPC +  
mCD 2.63 ± 0.74 2.97 ± 0.73 3.39 ± 0.90 3.61 ± 0.94 16.96 ± 1.25 Ld 
DOPC:DPPC:
Chol (5:5:2) 0.88 ± 0.40 1.03 ± 0.40 1.28 ± 0.50 1.50 ± 0.60 27.97 ± 2.10 Lo-Ld 
DOPC:DPPC:
Chol (1:1:1) 0.38 ± 0.10 0.45 ± 0.20 0.56 ± 0.20 0.69 ± 0.20 31.40 ± 3.00 Lo-Ld 
DOPC:DPPC:
Chol (1:1:2) 0.34 ± 0.10 0.45 ± 0.20 0.53 ± 0.20 0.64 ± 0.30 31.70 ± 2.90 Lo-Ld 
DOPC:DPPC:
Chol (1:1:1) + 
mCD 
0.97 ± 0.20 1.24 ± 0.30 2.08 ± 0.50 2.86 ± 0.90 58.25 ± 8.80 So-Ld 
DOPC:DPPC 
(1:1) + mCD 1.01 ± 0.40 1.21 ± 0.62 2.07 ± 0.62 2.66 ± 0.72 53.29 ± 7.45 So-Ld 
 
Table 5-1. The temperature dependence of diffusion coefficient of the supported lipid 
bilayers (SLBs). DT K is the diffusion coefficient at T Kelvin. EArr is the Arrhenius 





Figure 5.2. Temperature dependence of diffusion coefficient and the corresponding 
Arrhenius plots of DLPC and DMPC bilayers. The temperature dependence of the 
diffusion of A) DLPC and B) DMPC bilayers. The Arrhenius plots are shown in C) 
DLPC and D) DMPC. The open circle in D) corresponds to the transition temperature of 
DMPC. In the inset, the fit of the Arrhenius plot consisting of the points above the 
transition temperature is shown.     
 
While DLPC and DOPC lipids are completely fluid in the working temperature regime 
(292313 K), RhoPE labeled DMPC bilayers (Tm = 296 K) show two phases. The data in 
Table 5-1corresponds to temperatures above Tm. The phase transition can be clearly 
observed in Figure 5.2B. The lateral diffusion of DMPC jumps significantly once the Tm 
is crossed. The subtle change in D across Tm is more evident in the Arrhenius plot shown 
in Figure 5.2D. The inflection point (open circle) corresponds to the Tm. The difference in 
slope directly shows strong (right part) and weak (left part) temperature dependences for 
the So and Ld phases, respectively. The EArr of the fluid phase of the DMPC bilayer 
(calculated for the temperatures above Tm) is much higher (27.10 ± 6.30 kJ/mol) than that 
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of DLPC or DOPC (Table 5-1). This is because the measurement temperature range is 
very close to the Tm for DMPC. At this temperature regime the cross-sectional area of 
DMPC is smaller than that of DLPC or DOPC revealing more structural compactness of 
the former (343). This is evident in the diffusion coefficient of DMPC at 298 K, which is 
almost half compared to that of DLPC or DOPC at the same temperature. However as 
temperature rises, the difference in cross-sectional area gradually drops and almost 
vanishes at 333 K (343). The thermal area expansivity of DMPC at a given temperature 
within the working range is also higher than that of DLPC or DOPC (343). For example, 
the thermal area expansivities of DMPC and DLPC are 0.0032 K-1 and 0.0028 K-1, 
respectively, at 303 K. Since the cross-sectional area of DMPC in the fluid phase 
increases much faster with temperature compared to that of DOPC or DLPC, a stronger 
increase of D of the former as a function of temperature is expected. Overall, the 
temperature dependence of the diffusion of pure DOPC, DLPC and DMPC bilayers can 
be rationalized based on their physical properties and thus this method is well-suited to 
further explore mixed bilayers of various compositions. 
5.4.1.2 Two component bilayers containing fluid lipid and cholesterol (FC)  
In this category, cholesterol is added to DOPC bilayers in variable concentrations and the 
temperature dependence of diffusion is measured. Cholesterol is known to induce short 
range order in fluid bilayers, which renders the bilayer more rigid and viscous. This short 
range ordering effect is observed in the diminution of the D when cholesterol is added to 
an otherwise disordered DOPC fluid bilayer (Figure 5.3A and Table 5-1). The drop in D 
is proportional to the cholesterol content in the bilayers, supporting membrane ordering 
(from 2.46 ± 0.90 m2/s to 1.05 ± 0.40 m2/s for 33 mol% of cholesterol at 298 K). This 
monotonic decrease of D agrees with NMR measurements (299) and the calculations 
based on the ‘Free area theory’ (340). However, this ordering is not sufficient to alter the 
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membrane to a liquid ordered phase since EArr (1720 kJ/mol) hardly changes with 
cholesterol (Figure 5.3B and C; Table 5-1). That cholesterol does not induce a new phase 
in a fluid bilayer was also supported by the Gaussian distribution of CCF, shown in the 
previous chapter (Figure 4.5C and Table 4-2). 
 
Figure 5.3. Temperature dependence of D, corresponding Arrhenius plots and the EArr for 
one (fluid lipids) and two component (containing fluid lipid and cholesterol) lipid 
bilayers. A) The variation of the D as a function of temperature. Addition of cholesterol 
monotonically decreases the diffusion coefficient of DOPC bilayers. Cholesterol removal 
by mCD from DOPC:Chol bilayers retrieves the diffusion of DOPC bilayers. B) 
Arrhenius plots show almost similar steepness for all DOPC and DOPC:Chol bilayers. 
DOPC (solid circle), DOPC:chol (10:2) (solid triangle), DOPC:Chol (10:3) (solid 
square), DOPC:Chol (10:5) (solid diamond), DOPC + mCD (open square), DOPC:Chol 
(10:5) + mCD (open circle).  The error bars for all the data points are not shown for 
clarity of the figure. It is only shown for DOPC + mCD data and the errors of all other 
data points are some similar percentage to their respective averages. C) The EArr values 
are almost the same for DOPC and DOPC:Chol bilayers and do not alter on cholesterol 
removal from DOPC:Chol bilayers. 
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5.4.1.3 Two component bilayers containing fluid and gel lipids (FG) 
This group of bilayers contains both gel (DPPC; Tm = 314 K) and fluid (DOPC and 
DLPC; Tm = 272 K and 253 K respectively) lipids. The mixed bilayers show ~ 2.4 times 
lower D compared to the single component fluid ones at 298 K (Table 5-1).  For instance, 
when 50 mol% of DPPC (Tm = 314 K) is added to DOPC (Tm = 253 K) lipids, D changes 
from 2.46 ± 0.90 m2/s to 1.02 ± 0.50 m2/s at 298 K (Table 5-1). This is due to the 
reduced overall acyl chain mobility of the lipid bilayer as expected. The D obtained from 
a membrane spot (pixel) of a mixed bilayer is the sum of characteristic diffusions of each 
phase weighted with the fraction of respective membrane area occupancy, the number 
and size of domains, and the partition coefficient of the probe (344). Fluid lipids occupy 
larger fraction of the membrane area compared to gel lipids in an equimolar gel-fluid 
bilayer due to the substantial differences in their packing. Moreover, the number and size 
of domains in a gel-fluid bilayer depends on the domain boundary strength (line tension) 
originating from the height mismatch between the phases (345). The third factor that 
contributes to the experimental D is probe partitioning. The probe permeability varies 
across the domain boundary and thus the experimental D depends on the physico-
chemical interaction of the probe with different bilayer components and the line tension 
at the boundary (345-347). Preferential interaction with one phase gives rise to stronger 
probe partitioning into that phase which, in turn, contributes stronger to the experimental 
D. Similarly, the higher the line tension, the lower the permeability and thus one expects 
stronger mobility retardation if the probe partitions into both phases. The D of 
DOPC:DPPC (1:1) bilayer is always larger than that of DLPC:DPPC (1:1) bilayer at a 
given temperature (Figure 5.4A and Table 5-1). While DLPC has a saturated 12 carbon 
acyl chain, DOPC has a doubly unsaturated 16 carbon acyl chain. On the other hand, 
DPPC has a saturated 16 carbon acyl chain. This is shown in their respective bilayer 
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thickness values at a given temperature (the reported bilayer thickness of DLPC and 
DPPC bilayers are 3.1 nm and 3.9 nm, respectively at 323 K) (343). This difference in 
chain lengths of the gel and fluid lipids results in a larger line tension for the 
DLPC:DPPC mixture compared to the DOPC:DPPC mixture and thus a larger retardation 
of overall lateral mobility in the former mixture (Figure 5.4A and Table 5-1). Since the D 
values of DOPC:DPPC and DLPC:DPPC can be directly correlated to the height 
mismatch (and thus line tension) at the domain boundary and RhoPE partitions into both 
phases, we infer that line tension plays an important role on the overall fluidity of the 
phase separated membrane.  Note that no visible phase separation was observed in any of 
the studied gel-fluid bilayers. This is expected since the bilayers were formed on glass 
substrate and the chain length difference between the components are not sufficient to 
retain microscopic phase separation on glass (291; 348). However, both mixtures show 
similar temperature dependence (almost same EArr) indicating the same phase (So-Ld) at 
the sub-resolution regime (Figure 5.4B and C; and Table 5-1). EArr for gel-fluid bilayers 
is much higher compared to fluid bilayers. This corresponds to their respective free areas 
in a bilayer plane. Gel lipids reduce the free area due to their very tight packing and gel 
domains hinder free diffusion in the surrounding fluid lipid region. This explains both the 
significant drop in D and rise in EArr of DOPC:DPPC or DLPC:DPPC bilayers compared 
to single component DOPC or DLPC bilayers. Notably, it takes 33 and 50 mol% of 
cholesterol and DPPC lipids, respectively, for an equal reduction of diffusion coefficient 
of DOPC at 298 K (Table 5-1). The mixing of cholesterol with DOPC causes a change in 
global order (DOPC without cholesterol is completely disordered) and membrane 
viscosity while sub-resolution phase segregation happens for the DOPC:DPPC mixture. 
This is supported also by the entirely different temperature dependence of diffusion of the 




Figure 5.4. Temperature dependence of D, corresponding Arrhenius plots and the EArr for 
two (containing gel and fluid lipids) and three component (containing gel and fluid lipids 
and cholesterol) lipid bilayers.  A) The variation of diffusion coefficients as a function of 
temperature. At any given temperature DOPC:DPPC bilayer shows a higher D than that 
of DLPC:DPPC bilayers revealing the stronger mixing of the latter. When cholesterol 
was added to DOPC:DPPC bilayers, D drops drastically at and above 33 mol% of 
cholesterol. However when mCD (a cholesterol removing agent) was added to the 
DOPC:DPPC:Chol bilayer, D increases to  the similar value of DOPC:DPPC bilayers. B) 
The Arrhenius plots for all the bilayers in figure A) are shown. DLPC:DPPC (solid 
circle), DOPC:DPPC (solid square), DOPC:DPPC:Chol (5:5:2) (open circle), 
DOPC:DPPC:Chol (5:5:5) (open square), DOPC:DPPC:Chol (5:5:10) (open triangle), 
DOPC:DPPC:Chol (5:5:5) + mCD  (solid triangle), DOPC:DPPC +  mCD  (solid 
diamond). The error bars for all the data points are not shown for clarity of the figure. It 
is only shown for DOPC:DPPC:Chol (5:5:2) data and the errors of all other data points 
are some similar percentage to their respective averages. C) The EArr of the bilayers 




5.4.1.4 Three component bilayers containing fluid lipid, gel lipid, and 
cholesterol (FGC)  
This set of RhoPE labeled bilayers contains DOPC, DPPC and Cholesterol. The 
temperature dependence of diffusion is performed as a function of cholesterol content in 
a fixed molar ratio of DOPC:DPPC (1:1). The diffusion coefficient of DOPC:DPPC at 
298 K does not change abruptly when 17 mol% of cholesterol was added (1.02 ± 0.50 
m2/s and 0.88 ± 0.40 m2/s respectively) (Figure 5.4A and Table 5-1). In contrast, D 
drops about 40% when the same amount of cholesterol was added to the disordered 
DOPC bilayer at the same temperature (2.46 ± 0.90 m2/s and 1.44 ± 0.59 m2/s 
respectively) (Figure 5.3A and Table 5-1). This implies a stronger intermolecular 
interaction of DPPC/Cholesterol compared to DOPC/Cholesterol. Cholesterol has a flat 
structure with a small hydrophilic hydroxyl group at one end. DPPC having saturated, flat 
and rigid acyl chains shows more favorable van der Waals’ interactions with cholesterol 
compared to that of DOPC (84). Since the major contribution of fluidity arises from the 
Ld phase in a Lo-Ld co-existing bilayer, which is not populated by cholesterol at this 
concentration, D does not alter significantly. Recently, both coarse-grained and united-
atom simulations, and X-ray scattering experiments suggest the preference of cholesterol 
to gel lipids over fluid lipids (349; 350). Interestingly, this association of cholesterol and 
DPPC lipids is sufficient to destroy the long range order of the latter as shown in the 
temperature dependence of the system. The EArr decreases dramatically as 17 mol% of 
cholesterol was added to DOPC:DPPC bilayers (27.97 ± 2.10 kJ/mol and 57.75 ± 11.70 
kJ/mol, respectively) (Figure 5.4B and C; and Table 5-1). The disruption of the long 
range order induces a liquid ordered phase (DPPC+Chol) in the bilayer. Now the system 
has two liquid phases (DPPC+chol and DOPC) (Figure 5.7C). The boundary tension of 
these two phases is smaller compared to pure DOPC:DPPC bilayers. The induction of an 
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Lo phase by 17 mol% of cholesterol in an So-Ld co-existent phase has also been 
previously reported by confocal imaging on giant unilamellar vesicles (GUVs) (351). 
When the concentration of cholesterol increases, D decreases drastically (Figure 5.4A 
and Table 5-1). D drops about 56% when changing cholesterol from 17 to 33 mol% (from 
0.88 ± 0.40 m2/s to 0.38 ± 0.10 m2/s) at 298 K. This is quite similar to what was 
observed when 33 mol% of cholesterol was added to DOPC bilayers at 298 K. As 
cholesterol content increases, it starts populating the liquid disordered phase modifying 
its molecular composition to DOPC+Chol (Figure 5.7C). However, the activation energy 
hardly changes since the system still exhibits Lo-Ld phase co-existence with a more 
viscous Ld phase.  
 
Figure 5.5. Concentration dependent localization of cholesterol in DOPC:DPPC:Chol 
bilayers at 298 K. Cholesterol preferentially co-localizes with DPPC lipids (grey head 
group) at low concentrations (17 mol%) while it is also distributed into DOPC (black 
head group) phases at high concentration (> 33 mol%). Notably, cholesterol is able to 
induce liquid ordered phase by disrupting the long range order in DPPC lipids even at 
low concentration while being partitioned preferentially in the DPPC phase. 
 
Even higher cholesterol content (50 mol%) alters neither the dynamics nor its 
temperature dependence showing the saturation in the structural properties of the phases 
as expected (Figure 5.4AC and Table 5-1) (350; 352). The co-localization of cholesterol 
with different lipid species at 298 K is shown in Figure 5.5. It is noteworthy that the EArr 
order is FG > FGC > FC ~ F. In summary, the same amount of cholesterol causes 
densification without any phase transition when added to DOPC bilayers (by inducing 
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trans conformation in the acyl chains rendering it more ordered) and phase transition 
when added to DOPC:DPPC bilayers (by diminishing the line tension at the phase 
boundary). 
5.4.1.5 Membrane reorganization upon cholesterol extraction 
Removal of cholesterol from the DOPC:Chol bilayers (FC) by mCD restores the 
mobility without changing EArr (Figure 5.3AC and Table 5-1). The D of the cholesterol 
depleted DOPC:Chol bilayer however was slightly higher than that of the native DOPC 
bilayer (2.95 ± 0.72 m2/s and 2.46 ± 0.90 m2/s, respectively at 298 K). This might be 
an effect of the complex interaction of mCD with bilayers other than just cholesterol 
extraction (for instance, phospholipid extraction etc.) (353; 354). Nonetheless, an 
unaltered EArr supports the inference that all these bilayer remain in the same Ld phase 
regardless of cholesterol content. This observation matches with the NMR results (299). 
The unaltered EArr also rules out any phase reorganization as anticipated. However when 
cholesterol is extracted from DOPC:DPPC:Chol bilayer (FGC), the diffusion coefficient 
increases with concomitant increase in activation energy (Figure 5.4AC and Table 5-1). 
Both D at a given temperature and EArr after cholesterol removal are quite similar to those 
of DOPC:DPPC bilayers (Table 5-1). This implies complete phase reorganization. The 
mCD treatment was also performed on the DOPC and DOPC:DPPC bilayers as negative 
controls. They did not show any significant difference in either D at a given temperature 
or EArr of the respective systems (Table 5-1). Therefore, the change in EArr of FGC 
bilayers upon cholesterol removal is truly because of phase reorganization. It was 
previously reported that mCD preferentially extracts cholesterol from the Ld phase in 
giant unilamellar vesicles (GUVs) (354). In contrast, this sort of preference was not seen 
in our case. Had cholesterol been extracted only from the Ld phase, we would not have 
observed the spontaneous phase change (implicated by an elevated EArr and D) since the 
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three component SLBs with cholesterol-poor (DOPC:DPPC:Chol = 5:5:2) and 
cholesterol-rich (DOPC:DPPC:Chol = 1:1:1) Ld phases have same EArr but different D. 
This apparent ambiguity seems to originate from the size of the domains in the GUV and 
SLB as the authors from the earlier study also speculated (354). The domains in GUVs 
are large and optically visible while those on the currently studied bilayers are smaller 
than the optical resolution limit. Small domains are more relevant to the biological 
systems and mCD extracts cholesterol from the entire plasma membrane. However, the 
extent of cholesterol removal depends on the concentration of mCD and the incubation 
time (353; 355).  
5.4.2 Temperature dependence of live cell membrane diffusion 
The temperature dependence of the plasma membrane diffusion of three commonly used 
cell lines, namely HeLa, SH-SY5Y neuroblastoma and WI-38 fibroblast cells, were 
investigated. DiI was used as Ld phase marker. The diffusion of SH-SY5Y membrane is 
much faster compared to the other two cell lines under identical experimental conditions 
(Figure 5.6A and Table 5-2). For example, diffusion coefficient of DiI in SH-SY5Y is 
2.88 ± 0.61 m2/s while those in HeLa and WI-38 are 1.33 ± 0.34 m2/s and 1.30 ± 0.34 
m2/s, respectively at 310 K. Moreover, the temperature dependence of DiI diffusion in 
SH-SY5Y cell is quite different from either HeLa or WI-38 cells (Figure 5.6B and C, 
Table 5-2). The EArr values for the Ld phase are: SH-SY5Y (17.76 ± 1.61 kJ/mol), WI-38 
(29.52 ± 4.18 kJ/mol), and HeLa (27.80 ± 4.58 kJ/mol). This shows that the membrane 
composition of the cells induces quite different dynamical behavior even within the Ld 
phase. Recently the heterogeneity in lateral dynamics across the eukaryotic cell 
membranes were shown by confocal FCS based diffusion time distribution analysis 
(356). It is indeed known that HeLa cells have very high protein content in the plasma 
membrane while WI-38 cells have large raft fractions (357). However, proteomics and 
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lipidomics analyses of these membranes would provide a clear picture about the 
differences in D and EArr. In addition, one cannot rule out differential partitioning 
behavior of DiI-C18 across cell lines, which may as well give rise to differences in EArr. 
The temperature dependence of GFP-GPI diffusion in HeLa cells were measured 
thereafter. GFP-GPI is a Lo marker. Here a very strong temperature dependence (EArr = 
52.68 ± 3.79 kJ/mol) is observed as anticipated. Interestingly, the ratio of EArr for Lo and 
Ld in HeLa cells is similar to that obtained from bilayer measurements (Table 5-1 and 
Table 5-2). 
 
Figure 5.6. Temperature dependence of D, corresponding Arrhenius plots and the EArr for 
different live cells membranes. Both the Lo and Ld phases are probed by specific markers 
GFP-GPI and DiI-C18, respectively. A) Temperature dependence shows that the fluidity 
of the Ld phase at a given temperature is much higher for SHSY-5Y cells compared to 
HeLa or Fibroblast cells. B) The Arrhenius plots clearly show difference in the slopes for 
Ld phases between SH-SY5Y and HeLa/Fibroblast cells. The Lo phase, on the other hand, 
shows much stronger temperature dependence compared to the Ld phase as expected. C) 
151 
 
The activation energy for lipid diffusion in the more compact Lo phase is higher than that 














SH-SY5Y 2.21±0.71 2.32±0.51 2.61±0.79 2.88±0.61 17.76±1.61 Ld (DiI) 
HeLa 0.85±0.23 1.07±0.26 1.17±0.31 1.33±0.34 27.80±4.58 Ld (DiI) 
Fibroblast 0.81±0.28 0.96±0.29 1.07±0.26 1.30±0.34 29.52±4.18 Ld (DiI) 
HeLa 0.17±0.08 0.23±0.08 0.32±0.11 0.38±0.18 52.68±3.79 Lo (GPI) 
 
Table 5-2. The temperature dependence of diffusion coefficient of the live cell 
membranes. DT K is the diffusion coefficient at T Kelvin. EArr is the Arrhenius activation 
energy barrier calculated from the temperature dependence of diffusion. 
5.4.3 Characterization of phase organization by Imaging FCS diffusion law 
Imaging FCS diffusion law analysis, as stated in the previous chapter, is a novel tool to 
extract the information about membrane heterogeneity below diffraction limit. In this 
analysis, the diffusion time (D  Aeff/D) across membrane area is plotted as a function of 
the membrane area (Aeff). The zero, positive and negative intercept (0) of the diffusion 
law plot delineate the free, raft and meshwork diffusion, respectively.  
FCS Diffusion law analyses give zero intercepts for all single component (F) and two 
component bilayers containing fluid lipid and cholesterol (FC) at all temperatures. This is 
in accordance with the temperature dependence studies in the previous section which 
show that all these bilayers are in the Ld phase. For two component bilayers containing 
gel and fluid lipids (FG), a strictly positive intercept (0.245  0.086 s) is observed at 298 
K revealing the existence of domains while it is less positive (0.147  0.067 s) at 313 K 
(Figure 5.7A and B). This is expected since RhoPE partitions into both So and Ld phases 
which differ in fluidity. The positive intercept obtained from a So-Ld bilayer is in good 
agreement with the recent z-scan FCS study on RhoPE labeled SLBs (358). Note that the 
theoretical limit of Imaging FCS diffusion law intercept for free diffusion is ±100 ms 
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under the current imaging condition. On the contrary to our results, Favard et al. obtained 
negative intercept for So-Ld bilayer (359). The ambiguity between these results seems to 
arise from different membrane models and fluorescent probes used in their experiments. 
Favard et al. used multilamellar vesicles (MLVs) labeled with either C5 Bodipy PC 
which is known to partition into the Ld phase, or Atto647 head labeled PE.  The size and 
other physical properties of membrane phases and dye partitioning differ among different 
membranes (296; 347). The decrease of magnitude of the intercept is also reasonable 
since domains melt on temperature rise and the phases become more similar. The melting 
of domains relaxes the compactness of the So phase along with the usual high density 
fluctuations at high temperature. This amalgamated effect leads to a strong temperature 
dependence of the FG bilayers as shown earlier (Figure 5.4B and C; and Table 5-1). The 
existence of very small domains (< 100 nm) in a DOPC:DPPC bilayer at ambient 
temperature was earlier observed by super-resolution imaging (360). For three 
component bilayers (FGC), an interesting feature was observed in the FCS diffusion law 
analysis. At low cholesterol content (17 mol%), the intercept is slightly negative with 
very high standard deviation (-0.135  0.102 s) at 298 K and zero (-0.028  0.036) at 313 
K (Figure 5.7B). Given that the D of DOPC:DPPC:Chol (5:5:2) and DOPC:DPPC(1:1) 
are almost the same at 298 K, the intercepts are quite different. This suggests a difference 
in the membrane phases between the two bilayers, which was also inferred from the 
Arrhenius plots of these two systems. It is also noteworthy that the diffusion and 
heterogeneity of the membrane may be necessarily be correlated. As the cholesterol 
content increases (33 mol%), a strict negative intercept (-0.492  0.223 s) was observed 
at 298 K, which increases towards less negative values (-0.206    0.118 s) at 313 K 
(Figure 5.7A and B). The different organizational features in FG and FGC bilayers, as 
reflected in the sign of diffusion law intercepts, can be explained from the physical 
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properties of membranes. The observed negative intercept for the Lo-Ld phase co-
existence is a sharp contrast to the usually observed positive intercept for the raft 
partitioning in the plasma membranes (252; 304). This apparent discrepancy can be 
addressed by looking at the principle of FCS diffusion law more closely. The phase 
separation is stabilized by the line tension at the domain boundary arising from 
significant height differences between different phases in FG bilayers (345). Note that the 
domains in FG bilayers studied here are smaller than the diffraction limit unlike 
DLPC:DSPC bilayers (Chapter 4). This is because of very high line tension domains in 
DLPC:DSPC bilayers arising from the large difference in the phase heights. When 17 
mol% cholesterol is added to the DOPC:DPPC bilayer, the height difference decreases 
due to the interaction of cholesterol with DPPC (Figure 5.5 and Figure 5.7C). The loss in 
height difference decreases the line tension which makes diffusion more free even at 298 
K. Similar effects are observed in cholesterol-free DOPC:DPPC bilayers when the 
temperature increases as discussed earlier. At higher concentration, cholesterol becomes 
sufficiently abundant in the Ld phase at 298 K (Table 5-1). This diminishes the line 
tension making the phases more similar (Figure 5.7C). However, the persisting height 
difference maintains the Lo-Ld phase co-existence. Under this scenario, one would expect 
the diffusion to be random and thus 0 to be zero. However, this intriguing deviation can 
be addressed by considering the fact that the decrement in line tension causes the 
domains shrunk in size, irregular in shape, and larger in population (345; 361). These 
very small domains are themselves mobile and their irregular shape and high abundance 
could possibly form dynamic physical obstacles for the diffusion of the probe molecule 
unlike static and isolated domains in the FG bilayers (Figure 5.7D and E). These dynamic 
domains would then be responsible for the negative values as any organizational scenario 
that gives rise to a meshwork-like structure would have a negative intercept in the FCS 
diffusion law (359). As temperature increases diffusion becomes more normal. Overall, 
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the FCS diffusion law analyses indicate that the line tension in the domain boundary 
plays a crucial role in membrane organization.  
 
Figure 5.7. FCS diffusion law analysis of the membrane dynamics of supported lipid 
bilayers at different temperatures. A) Representative FCS diffusion law plots for the FG 
and FGC bilayers at 298 K and 313 K are shown. The positive intercept of DOPC:DPPC 
bilayer at 298 K diminishes towards zero at 313 K. The negative intercept of 
DOPC:DPPC:Cholesterol bilayer at 298 K also increases towards zero at 313 K. B) The 
distribution of intercepts for different FG and FGC bilayers are shown. C) The schematic 
of change in the height difference between the phases in DOPC:DPPC bilayer is shown 
as a function of added cholesterol concentration. The schematics of D) large and static 
domains in DOPC:DPPC bilayers, and E) small, dynamic domains in 
DOPC:DPPC:Cholesterol bilayers. 
 
Live cell membrane organization as a function of temperature was also studied by the 
Imaging FCS diffusion law analysis. Zero intercepts obtained for DiI in HeLa cell 
membranes at all temperatures infer free diffusion throughout the Ld phase. In fact, DiI 
diffusion always provides zero intercepts for all other cell membranes (SH-SY5Y and 
WI-38 cells) at all temperatures. Therefore, the distribution of EArr and D observed across 
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cell lines is due to the complex biomolecular interactions which are far from the simple 
cholesterol-induced membrane ordering and thus viscosity increase in model membranes. 
These complicated interactions give rise to altered hopping frequency and/or free area of 
the lipids despite allowing them to diffuse freely. For GPI as the temperature increases 
the intercept becomes less positive (intercept = 3.96  0.17 s and 1.19  0.11 s 
respectively at 298 K and 310 K) (Figure 5.8A and B). This monotonic drop is due to 
domain melting at high temperature as expected.  
 
Figure 5.8. FCS diffusion law analysis of the membrane dynamics of HeLa cells at 
different temperatures. A) Representative FCS diffusion law plots for DiI (Ld marker) 
and GFP-GPI (Lo marker) at 298 K and 313 K are shown. GPI always show positive 
intercepts while the intercepts for DiI are always zero. This reveals the free and hindered 
diffusion modes, respectively, in the Ld and Lo phases. B) The temperature dependence of 
the FCS diffusion law intercepts is shown. The intercept gradually decreases at the 
temperature increase. However, a strict positive value even at 310 K reveals the existence 
of a significant amount under domains at physiological conditions. 
 
5.5 Conclusion 
In this work, the temperature dependence of diffusion of supported lipid bilayers 
exhibiting the three most relevant phases as well as of live cell membranes was studied. 
The Arrhenius activation energy of diffusion (EArr) obtained from the temperature 
dependence study is a useful tool to explore plasma membrane phase behavior. It is 
shown that membrane phases can be correctly distinguished from the temperature 
dependence of their respective lateral dynamics. Compact membrane phases show 
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stronger temperature dependence and thus have a higher EArr. The EArr for So-Ld and Lo-Ld 
phases are about 2.5 and 1.7 times higher, respectively, than that of the Ld phase. The 
significant differences in the EArr values across the phases thus provide a way to study 
membrane organization which cannot be imaged by conventional optical microscopy. 
Therefore, EArr can be used as a determinant for sub-resolution phase organization. 
Organization of the membrane is balanced by the circumstantial co-clustering of 
cholesterol with available lipids in a given membrane composition. Furthermore, 17 
mol% cholesterol is sufficient to introduce a Lo phase in a mixed So-Ld phase. The novel 
integration of the FCS diffusion law in ITIR-FCS allows one to observe detailed 
structural organization in the membrane. It was observed that the decrease in line tension 
causes the formation of small and mobile domains which eventually act as physical 
barriers for diffusion. On the other hand, temperature induced domain melting can be 
tracked by the modulation of the FCS diffusion law intercept in both model and plasma 
membranes. The scenario in live cell membranes is not as simple as the model membrane 
exhibiting similar phases. Not only cholesterol-induced membrane ordering but also 
complex biomolecular interactions lead to distinct diffusion features across different cell 
lines. Thus the study of temperature dependence of membrane diffusion by ITIR-FCS in 
conjunction with the FCS diffusion law is an elegant method to decipher dynamic 








6 Interaction of monomeric hIAPP with lipid membranes 
studied by ITIR-FCS 
6.1 Introduction 
Having established that ITIR-FCS has the potential to apprehend any modification in 
membrane integrity via the measurements of diffusion and heterogeneity, its application 
was extended to the action of membrane active peptides on lipid membranes. Human islet 
amyloid peptide (hIAPP) was chosen as the peptide of choice. hIAPP is a 37-residue 
peptide hormone that is synthesized and co-secreted with insulin by pancreatic  cells. 
Although the exact biological activity of this hormone is not known, it has been found to 
play a vital role in glycemic control in the peripheral organs via regulation of gastric 
emptying, para- and autocrine signaling of insulin and glucagon secretion in normal 
physiology (362). In patients suffering from Diabetes mellitus type II (DM2) and 
transgenic mice over-expressing hIAPP, varying amounts of the aggregated hIAPP have 
been observed in the pancreatic extracellular matrix (362). hIAPP also shows a 
remarkable ability to form amyloids in vitro that can induce destabilization of model 
membranes and lead to cytotoxicity (363).  
The interaction of amyloid peptides with membranes is the basis of numerous 
degenerative diseases and has been a major focus of research interests. The term 
'Amyloids' refers to extracellular deposits of proteins having characteristic unbranched 
fibrillar structures of 612 nm diameter and variable length (364). The misfolding and 
aggregation of the peptides and proteins into amyloids were shown to be associated with 
diseases like Alzheimer's, Parkinson's, Huntington's, Creutzfeldt-Jacob, prions, amyloid 
lateral sclerosis (ALS) and DM2 (365; 366). The complex aggregation process is known 
to depend on many factors including sequence, length, and environmental conditions 
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such as temperature, pH, ions, concentration, agitation and suspended air bubbles (367). 
The observation of polymorphic fibrillar structures formed by the same polypeptide 
under different physico-chemical conditions adds a further layer of complexity to the 
process. Although other types of amyloid peptides, for example A, prion and -
synuclein, were extensively investigated, few studies were performed to evaluate hIAPP-
membrane interactions and its possible role in DM2 (368; 369). The effect of hIAPP on 
cell fate is primarily mediated by its deleterious interactions with the membrane. 
Membrane induced hIAPP aggregation (370) or fibril formation (368; 371; 372) followed 
by membrane damage is the most widely accepted model of hIAPP cytotoxicity. 
Following the aggregation or fibril formation, hIAPP affects the membrane integrity 
through pore (373-375) or channel formation (376; 377) or membrane thinning (378; 
379) and thereby disrupting the osmolytic balance, which eventually causes cell death. 
However, there are few concerns about the foregoing mechanisms. The majority of these 
in vitro results are obtained from ensemble measurements. For example, the kinetics of 
hIAPP induced dye leakage from the dye entrapping vesicles was correlated with the 
hIAPP fibril growth kinetics monitored via thioflavin T (ThT) fluorescence (371). It was 
shown that the membrane disruption by hIAPP is indeed mediated by fibril growth from 
similar kinetics of the above two assays. However, the time scale of the dye leakage has a 
very wide range of distribution in literature and seemingly depends on the size of the 
encapsulated dye inside the vesicles (371; 380; 381). In contrast, the interaction of hIAPP 
at different pre-formed states (monomer, aggregate, and fibril) shows the aggregates to be 
the most membrane active species (369; 372). Secondly, the experimental conditions 
used in most of these studies significantly deviate from physiological settings in terms of 
peptide concentration and peptide to lipid (P/L) ratio. The concentration of hIAPP used in 
most studies was 10–40 M at which hIAPP is aggregated; while physiologically 
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secreted hIAPP exists as a monomer at a concentration of 5–100 pM (362; 382). 
Moreover, the P/L ratio rather than the absolute peptide concentration is shown to be the 
major determinant in the peptide-lipid interaction (375). Although few studies involving 
monomeric hIAPP were reported, the accurate mechanism of its interaction with 
membrane still remains elusive. Recently, fluorescence imaging of giant unilamellar 
vesicle (GUV) upon titration with monomeric hIAPP provided clear evidence of 
structural changes of the peptide above a threshold P/L ratio followed by membrane 
damage (375). However, the dynamic range of experimental conditions did not allow 
accurate determination of the threshold P/L ratio at which hIAPP becomes membrane 
active. Moreover, the mode of action (pore/channel formation or any other mechanism) 
by monomeric hIAPP is unclear. Thus, it is imperative to investigate the mode of 
interaction between monomeric hIAPP and membranes at the single molecule level to 
discover the identity of the toxic entity in the case of pancreatic degeneration. 
Structural changes in the membrane, which happen often in peptide-membrane 
interactions, generally alter membrane diffusion (383). In this study, the effect of 
monomeric hIAPP on the diffusion of SLBs and plasma membrane is systematically 
explored by ITIR-FCS. Based on the results, a plausible mechanism of the interaction has 
been established. 
6.2 Materials and methods 
6.2.1 Preparation of hIAPP stock solution 
hIAPP was synthesized by Dr. Aseem Mishra (ICGEB, India). hIAPP (dry powder) was 
weighed accurately into a glass vial or polypropylene microfuge tube. Desired amount of 
1,1,1,3,3,3-Hexafluoro-2-propanol (HFIP) was added. The peptide does not readily 
dissolve. Therefore, the solution was heated at 45 °C for 30 min (Caution: Boiling Point 
of HFIP is 55 °C. Vapors cause build-up of pressure inside the tube that can explode.) 
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Immediately after cooling, the solution was filtered by a 0.45  Teflon filter very slowly. 
Other filter materials (nylon, cellulose) are not compatible with HFIP. The clear solution 
can be stored at RT/4 ºC for more than a week without loss of reproducibility. The upper 
limit of stock concentration is 4 mM.  
6.2.2 Aggregation of hIAPP 
hIAPP readily aggregates in aqueous medium. Aggregation was initiated by adding the 
desired amount of stock solution to buffer (10 mM HEPES, 150 mM NaCl; pH 7.4). The 
preparation is aged at 37 °C for the duration required. 
6.2.3 Preparation of supported lipid bilayer (SLB) 
SLBs were prepared using the protocol described in chapter 3. 
6.2.4 Preparation of rhodamine labeled vesicles (RLV) 
RLVs are RhoPE labeled large unilamellar vesicles (LUVs) and are prepared as described 
in chapter 3. 
6.2.5 Preparation of rhodamine entrapping vesicles (REV) 
The protocol of preparation of REV is similar to that of RLV. The lipids (without the 
dye) were resuspended in the same buffer as above containing 1 M rhodamine 6G after 
evaporation of chloroform. This solution is sonicated similarly to get rhodamine 
entrapping large unilamellar vesicles. Then the whole solution is gel filtrated using 
MicroSpin™ S-200 HR Columns (GE healthcare, Singapore) to remove the non-




6.2.6 Transmission Electron Microscopy (TEM) 
The samples were spotted by placing a 20 L drop of the aggregate preparation on a 
carbon-coated 300 mesh copper grid with formvar support. Excess fluid was drained off 
after 5 min. Negative staining was achieved with 0.2% Uranyl Acetate (aq) for 10 s. The 
grid was washed once to remove excess stain and imaged immediately on a 120KV 
Tecnai G2 (FEI, Netherlands). The TEM imaging was done by Dr. Aseem Mishra. 
6.2.7 UV-Vis spectroscopy 
pFTAA was used at a concentration of 1 M in 1 PBS. hIAPP was added to a final 
concentration of 1 M. Peptide was incubated for 15 min before acquiring spectra. Data 
was acquired on a Perkin Elmer Lambda 35 UV-Vis spectrophotometer with a scan speed 
of 100 nm/min and slit width of 1 nm. The measurements were done by Dr. Aseem 
Mishra. 
6.2.8 Fluorescence spectroscopy 
pFTAA was used at a concentration of 1 M in 1 PBS. hIAPP was added to a final 
concentration of 1 M. Pepitde was incubated for 15 min before acquiring spectra. Data 
was acquired on a Horiba Fluorolog 3 spectrophotometer with a scan speed of 50 nm/min 
and excitation and emission slit width of 1 nm. Average of 2 acquisitions is presented. 
The measurements were done by Dr. Aseem Mishra. 
6.2.9 Circular Dichroism (CD) 
All CD experiments were carried out at room temperature in a 10 mM Phosphate buffer 
(pH 7.0) and spectra (average of five scans) were collected using a Jasco-810 
spectropolarimeter and quartz cuvette with a path length of 3 mm. CD spectra were 
collected between 195 to 300 nm at 0.2 nm intervals with a response time of 8 seconds. 
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CD spectra (mean residue ellipticities) were presented after subtracting the spectra of 
buffer alone. The measurements were done by Dr. Aseem Mishra. 
6.2.10 Confocal FCS and ITIR-FCS 
The instrumental set-up of confocal FCS and ITIR-FCS were described in chapter 2. 
6.2.11 Determination of the mode of interaction of peptide with membrane 
by diffusion time measurements of REV and RLV 
This principle of the REV and RLV experiment is illustrated in Figure 6.1. In brief, the 
diffusion time of rhodamine entrapping vesicles (REVs) and rhodamine labeled vesicles 
(RLVs) in presence of peptide has shown to be a very important tool to determine the 
mode of peptide-membrane interaction. It can distinguish between peptide induced pore 
formation on the membrane and detergent-like membrane rupture. If peptide induces pore 
formation on the vesicles, diffusion time of the fluorescent entities in the sample will be 
similar to that of the RLV (DVesicles) and does not change since the probe molecules 
(labeled with red) still remain on the vesicles. However for REV, the entrapped probe 
molecules are released out in the solution when there are pores on the vesicles. Since the 
probe molecules diffuse much faster than the vesicles, one would observe very small 
diffusion time of the fluorescent particles in the sample (DVesicles). The scenario is 
different for peptide induced membrane rupture. Here for RLVs, the vesicle bound probe 
molecules will be released and thus the diffusion time of the sample will be much smaller 
than the vesicles (DVesicles). Similar phenomenon in terms of diffusion time of the 




Figure 6.1. A schematic representation to discriminate ‘pore formation’ and ‘membrane 
rupture’ mechanism from the A) rhodamine labeled vesicles (RLV) and B) rhodamine 
entrapping vesicles (REV) experiments. 
  
6.3 Results 
6.3.1 Monomeric nature of hIAPP at concentrations below 1 M 
The concentration regime within which hIAPP remained as monomers was first 
established by a variety of methods. Absorbance and fluorescence of a novel penta-
thiophene dye, pFTAA, was shown to increase dramatically upon binding to the 
amyloidogenic oligomers (384). Both the UV-Vis (Figure 6.2A) and fluorescence (Figure 
6.2B) spectra of pFTAA remained unaltered upon addition of 1 M unlabeled hIAPP 
suggesting that hIAPP did not form oligomers. However when 40 M hIAPP was added, 
a very large increase in fluorescence of pFTAA was observed (Figure 6.2B, black 
triangle). The conventional thioflavin T assay also did not show any fibril formation at 1 
M hIAPP concentration (Figure 6.2C). However, the fibrils were formed at higher 
concentration of hIAPP (20−40 M) (Figure 6.2D). No oligomer or fibre was visible in 
electron micrographs (Figure 6.2E, top left). Circular Dichroism spectra of hIAPP at 1 
M concentration (Figure 6.2F, red) exhibited a dominant helical component with no -
sheet features suggesting the absence of fibrils. It was reported earlier that hIAPP 
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monomers are partially structured in solution. They adopt a putative helical conformation 
along with a high population of random coils (385-387). The aggregated peptide, on the 
other hand, was shown to adopt a -sheet structure (381; 388; 389). hIAPP, as expected, 
at 40 M concentration aggregated into amyloid fibres showing -sheet conformation 
(Figure 6.2F, black). 
 
Figure 6.2. Aggregation state of hIAPP studied by steady-state spectroscopy and TEM 
imaging. A) UV-Vis absorption and B) fluorescence spectra of the aggregation sensitive 
dye pFTAA in the absence and presence of hIAPP. C) The fibril sensing thioflavin-T 
(ThT) assay does not show any aggregation (red: ThT alone and black: ThT in presence 
of 1 M hIAPP). D) The time dependent increase of ThT fluorescence of different hIAPP 
concentrations. There is a concentration dependent increase in the relative amount of 
fibrils formed. At these peptide concentrations (20−40 M) hIAPP is known to aggregate 
into fibres. E) TEM images of monomeric hIAPP (1 M) (top left), and the oligomers 
(top right), protofibrils (bottom left) and fibrils (bottom right) of hIAPP. F) The circular 
dichroism (CD) spectra of 1 M (red) and 40 M (black) hIAPP. 
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The aggregation state of hIAPP was finally confirmed by measuring its diffusion 
coefficient by confocal FCS that differentiate fluorescent particles based on their size 
(146). For this purpose, Atto-R6G labeled hIAPP (AR6G-hIAPP) in solution at different 
concentrations was used. The ACFs for 40 nM and 1 M hIAPP had an identical 
diffusion time (D) (Figure 6.3A). The D obtained for AR6G-hIAPP was 66  0.6 s 
which corresponds to a diffusion coefficient of (D) = 311  5 m2/s. This matches very 
well with the previously reported D values of monomeric hIAPP obtained from confocal 
FCS (310 m2/s) and diffusion-NMR experiments (360 m2/s) (390; 391). Moreover, 
none of the temporal intensity traces of 10 independent measurements on AR6G-hIAPP 
at each of these concentrations showed any intensity spikes supporting the absence of 
aggregates. Figure 6.3B shows representative intensity traces of 40 nM (blue) and 1 M 
(green) AR6G-hIAPP. In contrast, the temporal intensity trace of 40 M hIAPP shows a 
number of spikes (Figure 6.3C). The existence of aggregates was also confirmed by right 
shift of the ACF as aggregates diffuse much slower than the monomeric species (Figure 
6.3A, red). These results clearly suggested that the peptide did not form aggregates at 1 
M concentration on the time scales of the experiment. It is well known that monomer-
oligomer kinetics for hIAPP is typically an all-or-none process unlike other 
amyloidogenic proteins (372; 391). This means the peptide remains in solution either as 
all monomers or as all large oligomers while a mixture of monomer and oliogomers is 
less probable to be observed at a given time. Together, these observations suggest that 
hIAPP remains monomeric in the range of concentrations (40 nM1 M) and therefore 





Figure 6.3. Aggregation state of hIAPP determined by confocal FCS. A) ACFs of 
AR6G-hIAPP at different concentrations. B) Intensity traces of 40 nM (blue) and 1 M 
(green) AR6G-hIAPP show no spike indicating the absence of aggregates. C) Intensity 
trace of 40 M (red) AR6G-hIAPP shows a number of spikes indicating the presence of 
aggregates (the inset shows the same trace with a magnified y-axis showing a wide range 
of different intensity peaks). 
 
6.3.2 Interaction of monomeric hIAPP with SLBs  
The interaction of monomeric unlabeled hIAPP with model membranes at physiological 
temperature was first investigated. The diffusion coefficient (D) of RhoPE labeled SLBs 
with strategically chosen lipid compositions covering all membrane phases was measured 
over time at a fixed peptide to lipid ratio (P/L ratio = 1:500, 1 M peptide and 500 M 
lipid). 
The first tested bilayer was made of DOPC lipids exhibiting a liquid disordered phase 
(Ld). The addition of 1 M of hIAPP to this bilayer did not change the fluidity 
significantly (Figure 6.5A, black inverted triangle). This suggested that monomeric 
hIAPP did not affect the integrity of the DOPC bilayer and hence was non-damaging. 
However, one could see structures being formed almost immediately on the DOPC SLB 
on addition of hIAPP (Figure 6.4). These structures did not come out into the layering 
solution; they rather remained close to the membrane since they can be seen under TIRF 
even after one hour of their formation. It is possible that these structures arising from 
extracted lipids of the bilayer are in complex with the peptide, although the extent of 
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extraction is insufficient to increase its fluidity in case of a DOPC bilayer. Note that the 
bilayers are labeled in these experiments and therefore any bright structures must contain 
lipids from the membrane. Interestingly, addition of monomeric hIAPP to 
DOPC:Cholesterol (5:1) bilayers led to a transient increase in D (about 40%) within 5 
min. At a longer incubation time, the value of D stabilized at a 20% higher value 
compared to that of the native membrane indicating increased fluidity of the SLB 
[D(native) = 2.22  0.37 m2/s, D(5 min) = 3.08  0.68 m2/s, and D(45 min) = 2.60  
0.43 m2/s] (Figure 6.5A, blue squares). Since cholesterol is known to lower the 
membrane free area for diffusion (thereby slowing down membrane lateral dynamics as 
shown in chapter 5), extraction of lipids by hIAPP would lead to an increase in free area 
and therefore an overall increase in membrane fluidity.  
 
Figure 6.4. Lipid extraction by 1 M hIAPP from the RhoPE labeled DOPC bilayer. 
TIRF images of the DOPC bilayer A) before and B) after hIAPP addition. 
 
The increase in membrane diffusion upon hIAPP treatment was even more significant for 
DOPC:DPPC:Chol (1:1:1) membranes that exhibit Lo-Ld phases (Figure 6.5A, red 
triangles). Such a membrane composition still has a lower free area than DOPC or 
DOPC:cholesterol bilayers and hence their enhancement in membrane fluidity on hIAPP 
addition was higher (D(native) = 0.61  0.28 m2/s, D(10 min) = 1.20  0.30 m2/s, and 
D(45 min) = 0.95  0.24 m2/s; Figure 6.5A, red triangles). hIAPP had more profound 
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effect on DOPC:DPPC (1:1) bilayers that represent a So-Ld phase co-existence (Figure 
6.5A, green circles). D increased by 120% after 5 min and stabilized to a value which is 
twice to that of the native membrane after 45 min [D(0 min) = 3.01  0.45 m2/s, D(5 
min) = 6.61  1.26 m2/s, and D(45 min) = 5.80  1.20 m2/s] (Figure 6.5A, green 
circles). 
 
Figure 6.5. Interaction of monomeric hIAPP with model lipid bilayers. A) Percentage 
increase in diffusion coefficient (D) of different SLBs upon treatment with monomeric 
hIAPP (1 M). Lipid extraction from more compact bilayers (e.g., DOPC:DPPC) 
produces a significant increase in the dynamics compared to less compact bilayers 
(DOPC). B) hIAPP concentration dependent increase in D of DOPC:DPPC bilayer. At 
very low concentration (50 nM), hIAPP does not alter the membrane diffusion while at 
concentrations 200 nM onwards, it significantly increases membrane dynamics. 
 
6.3.3 Interaction of monomeric hIAPP with SLB is concentration 
dependent 
The P/L ratios used in the above experiments were significantly higher than physiological 
levels even though the peptide remains monomeric. To reach even closer to physiological 
settings, RhoPE labeled DOPC:DPPC bilayers were incubated with lower doses of 
monomeric unlabeled  hIAPP and the diffusion coefficient (D) of the bilayer was used as 
a read-out of membrane damage. A fixed lipid concentration of 500 M was maintained 
with P/L ratio varied between 1/10000 to 1/500. Very low concentrations of hIAPP (50 
nM) (P/L = 1:10000) did not cause any change in D of DOPC:DPPC (1:1) bilayers (3.00 
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± 0.40 m2/s at 310 K) (Figure 6.5B) suggesting that physiological levels of hIAPP 
would be non-damaging to cellular membranes. However at moderately higher 
monomeric concentrations (200–1000 nM, i.e., P/L ratio of 1/2500 and 1/500, 
respectively), the peptide increased fluidity of the bilayer in a dose-dependent manner 
(Figure 6.5B).  
6.3.4 Formation of ‘dynamic carpet’ over SLB at non-damaging 
concentrations of monomeric hIAPP 
Intuitively, to be able to extract lipids from membranes, hIAPP would need to interact 
with the membrane. Therefore, to probe the association of peptide with the SLB, 50 nM 
(non-damaging concentration) of Atto-R6G labeled hIAPP (AR6G-hIAPP) was added to 
the unlabeled DOPC SLB. TIRF videography showed that the peptide formed a diffusing 
carpet-like structure over the membrane (Figure 6.6A, top image). Dark areas in the 
image are membrane defects where the peptide did not form a carpet. The apparent 
diffusion coefficient of the carpeting entities was computed to be 9.03 ± 5.92 m2/s that 
was roughly 3 times higher than freely diffusing lipid probe (RhoPE) in the membrane 
suggesting that hIAPP did not insert into the membrane (Figure 6.6A, bottom). A much 
slower D is expected if the membrane promoted hIAPP aggregation or if pre-formed 
oligomers inserted into the membrane (392). This reveals that these dynamic structures 
were diffusing neither in the membrane nor in the solution far away from the membrane. 
Nevertheless, this dynamic carpeting resulted from peptide-lipid interactions since it 
exists only over intact membrane areas but not above defects. Support for the above 
described observation also comes from a recent sp-FRET study that suggests rIAPP (rat 
analog) to be positioned as an anti-parallel dimer parallel to the plane of the membrane 
but not as transmembrane helices (393). Therefore, to probe the position of hIAPP with 
respect to a membrane, we used MCPep server that employs Monte Carlo simulations to 
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predict the probable membrane conformation of a peptide (394). The results seem to 
suggest that hIAPP insertion into the bilayers is not energetically favourable; it rather 




Figure 6.6. Carpeting on the bilayer by monomeric AR6G-hIAPP and insertion into the 
bilayer by aggregated AR6G-hIAPP. A) In the top panel, an image of the carpet 
formation is shown (scale bar = 2 m). The AR6G-hIAPP carpets only form on the 
unlabeled bilayer top (bright), not on the non-membrane region (dark). Autocorrelation 
functions (ACFs) of the diffusing ‘carpet’ of momomeric AR6G-hIAPP (blue, 
corresponds to the bright region) and background (black, corresponds to the dark region). 
Inset shows the comparison of the normalized ACFs of hIAPP on the membrane (blue) 
with RhoPE doped SLB (red). B) The most energetically stable orientation of hIAPP 
(red) over a membrane lipid bilayer (grey) by MCPep simulation is shown. Monomeric 
hIAPP prefers to reside about 30 Å above the membrane surface. This thereby rules out 
any insertion of the monomeric peptide into the bilayer. C) At very high aggregating 
concentrations, hIAPP inserts into the unlabeled DOPC:DPPC bilayers which is shown in 
its diffusion comparable to that of lipid probe diffusion inside the membrane. In the inset, 





Next, hIAPP at aggregating concentration was also added to the SLBs to characterize any 
difference in membrane activity of the peptide. Peptide insertion at very high aggregating 
concentrations was indeed observed. When 50 M AR6G-hIAPP was incubated with 
unlabeled DOPC:DPPC bilayers (P/L = 1:10), the observed D was 3.00  1.89 m2/s 
after washing out excess peptide (Figure 6.6C). This mobility is quite similar to typical 
membrane diffusion coefficients implying insertion into the membrane (Table 5-1). This 
observation is also consistent with previous reports which describe that monomers are 
more prone to move towards the surface while aggregates insert into the membrane (395).  
These results clearly show that the behaviour of monomeric and aggregated hIAPP 
towards model membrane is completely different. 
6.3.5 hIAPP monomers do not form pores in liposome 
The effect of hIAPP monomers on liposome integrity was also explored. It is believed 
that hIAPP induced membrane damage is improvised via a ‘pore/channel forming 
mechanism’ (373-377). Diffusion time measurements of rhodamine entrapping vesicles 
(REVs) and rhodamine labeled vesicles (RLVs) are very useful in understanding peptide 
induced membrane disruption (Figure 6.1). Upon treatment with 1 M hIAPP, neither 
REV nor RLV showed any dye leakage. Rather, aggregation of the vesicles was observed 
upon treatment (Figure 6.7A and B, respectively). Liposome deformation without any 
loss of integrity by monomeric hIAPP was reported earlier (375). No dye leakage or 
vesicle rupture was observed implying that monomeric hIAPP did not damage the 
liposomes. However, dye leakage was observed at aggregating concentration of hIAPP 
(40 M) (Figure 6.8A), which is consistent with previous studies (373). Furthermore, 
TEM images also support aggregation of the LUVs (Figure 6.8B and C). These findings 




Figure 6.7. Liposome aggregation on addition of 1 M hIAPP. ACFs of A) Rhodamine 
entrapping vesicles (REV) and B) Rhodamine labeled vesicles (RLV) upon treatment 
with monomeric hIAPP (1 M). The diffusion time increases in both cases revealing 
aggregation of the liposomes instead of rupture.  
 
 
Figure 6.8. Interaction of 40 M (aggregating concentration) hIAPP with rhodamine 
entrapping vesicles (REV). A) The change in diffusion time of rhodamine entrapping 
vesicles (REV) over time on addition of 40 M hIAPP. hIAPP remains as mostly 
aggregated at this concentration. It shows that REVs first aggregate (green) and then 
rupture (red) as indicated by the release of entrapped dyes.  To corroborate the results 
obtained from FCS measurements, TEM micrographs are also shown: LUVs before (B) 
and 12 hours after (C) addition of 40 M hIAPP. 
 
6.3.6 Interaction of monomeric hIAPP with live cell membranes 
Having established that the monomeric hIAPP is membrane-active by model membrane 
studies, it is intriguing to characterize its effects on live cell membranes. Diffusion in the 
plasma membrane of SH-SY5Y cells was measured using DiI-C18 as a fluid phase probe. 
1 M monomeric hIAPP was added to the cells, as this concentration was sufficient to 
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increase the fluidity for a SLB with similar area as cells in culture. Similar to the SLB 
studies, brightly fluorescent plasma membrane derived structures were visible after 20 
minutes incubation with unlabeled hIAPP (Figure 6.9A). The fluidity inside and outside 
of the bright structures is clearly distinguishable (Figure 6.9B). The native plasma 
membrane showed a D of 2.4 ± 0.4 m2/s at 310 K (Figure 6.9C). The temporal evolution 
of the membrane diffusion was somewhat different from that of the SLBs post hIAPP 
treatment. First, a time dependent increase in membrane fluidity (D = 4.1 ± 1.2 m2/s) in 
the initial 20 min was observed (Figure 6.9C). Thereafter, the diffusion coefficient 
decreased as the bright structures (domains) enlarge over time. The observation of bright 
membrane extracts and the temporal evolution of the D were correlated well. The 
domains act as sites of slow diffusion and thereby the average diffusion of the entire 
membrane ROI decreases.  The number and size of the domain increased with time and 
eventually encompassed the whole membrane. The temporal evolution of membrane 
dynamics arising from the nucleation and propagation of domains on the membrane is 
shown as time lapse diffusion images (Figure 6.9D). The diffusion imaging helps one to 
directly observe molecular dynamics in real-time over large membrane area with pixel 
resolution. In that sense, it is the dynamic counterpart of the time lapse fluorescence 
imaging. The access to spatial information over macroscopic time scales (minutes) with 
microscopic time resolution (millisecond) is a unique feature of ITIR-FCS (and Imaging 
FCS in general) yielding results not accessible with point FCS measurements. Although 
difficult to ascertain, these structures might resemble vacuole like structures formed in β 





Figure 6.9. Interaction of monomeric hIAPP (1 M) with SH-SY5Y plasma membranes. 
A) TIRF images of lower membrane of hIAPP treated cells (at measured ROI) at 
different time points. The scale bar is 1 m. B) Representative ACFs inside and outside 
hIAPP-induced domains. C) A time dependent increase and subsequent decrease in D of 
DiI labeled plasma membrane on treatment with unlabeled hIAPP. D) The time lapse 
diffusion images of the membrane after hIAPP treatment. 
 
To understand the diffusion behaviour of the above-described structures, the Imaging 
FCS diffusion law analysis was performed. This analysis enables the identification of 
confined diffusion from a plot of diffusion time versus the observation area (Figure 4.6). 
It was interesting to observe that the diffusion law intercept (0) remained close to zero 
until 1520 min while fluidity of the membrane increases (Figure 6.10A and B). Beyond 
this time, an increase in the intercept is associated with an overall decrease in D. This 
corresponds well with the appearance of bright clusters in the image sequence. In 
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summary, diffusion-restricted domains are appeared on addition of the monomeric hIAPP 
to live cell membranes and these domains cover the entire membrane after prolonged 
exposure. 
 
Figure 6.10. FCS diffusion law analysis of the plasma membrane organization after 
hIAPP treatment. A) FCS diffusion law analysis plots at selected time points, B) Time 
dependent increase in FCS diffusion law intercept (0). 
 
6.4 Discussions and conclusion 
A variety of mechanisms of the hIAPP-membrane interaction was hypothesized over the 
last years. A common step of these mechanisms is membrane mediated peptide 
aggregation. Aggregated hIAPP is shown to be cytotoxic and thus could potentially 
damage the membrane via either pore/channel formation or membrane thinning or 
detergent-like membrane collapse. However, the behavior of hIAPP monomer towards 
membrane is very necessary to understand DM2 pathogenesis since hIAPP remains at 
monomeric concentrations in the human body. In this study, the mechanism of 
monomeric hIAPP induced membrane perturbation and its dependence on peptide 
concentration (and peptide to lipid (P/L) ratio) and lipid composition of the membrane 
are investigated. 
It was first shown that hIAPP remains as monomers at concentrations 1 M or below by 
a number of biophysical methods. Addition of 1 M hIAPP significantly modifies 
membrane integrity since the lipid extraction from model membranes of different 
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membrane composition was observed. This is consistent with the previous observations 
(397; 398). The perturbation of membrane integrity is shown to modify the lateral 
diffusion of model membranes. Moreover, the change of membrane lateral diffusion by 
monomeric hIAPP is also observed to be dependent on lipid composition. The diffusion 
change for DOPC fluid bilayer is very little. This is consistent with previous report which 
predicts that monomeric hIAPP is incapable of damaging membrane (395). The authors 
showed that monomeric hIAPP does not alter rigidity, order and diffusion of fluid POPG 
lipid bilayer. However when we increased complexity of the bilayer, lateral diffusion 
changes dramatically. These observations can be explained from the ‘free area model’ of 
lipid diffusion. The order of free area for diffusion in the native membrane decreases as 
DOPC > DOPC:Chol > DOPC:DPPC:Chol > DOPC:DPPC. This sequence was inversely 
correlated with the relative increase in D upon incubation with 1 M hIAPP. The lipid 
extraction from DOPC bilayer does not significantly increase the free area compared to 
that of the native membrane. However for rigid membranes (For example, DOPC:DPPC), 
lipid extraction causes dramatic increase in free area since the gel lipids are also 
extracted. Therefore, model membranes composed of two/three lipid components with 
differing phase behaviors (Lo-Ld/So-Ld) appear to be destabilized significantly by 
monomeric hIAPP. These findings are thus of great relevance because cellular 
membranes are complex (composed of many lipids with different physical properties) 
and are known to phase segregate at physiological conditions (399; 400). However, it 
cannot be persuaded any preference of the hIAPP for a particular lipid. Two-color FCS 
and imaging of phase-separated GUVs upon addition of monomeric hIAPPP may affirm 
this aspect. The interaction of monomeric hIAPP with membrane is also concentration 
dependent. At very low concentration (50 nM), hIAPP does not damage membrane 
integrity. However, it forms a ‘dynamic carpet’ on top of the bilayer revealing a 
detectable interaction between hIAPP and membrane. Numerous structural studies have 
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indicated that hIAPP assumes an amphiphilic helical structure with two short stretches of 
hydrophobicity alternating with polar patches (401). Intuitively, such a conformation may 
not favour its penetration into the membrane due to the absence of hydrophobic amino-
acids in a stretch long enough to span the thickness of the membrane. But the 
polar/hydrophobic forces may still facilitate a surface orientation (as predicted) favoured 
by local electrostatics as in ALPS/ class A2 domains (402). On the other hand, REV and 
RLV experiments did not show any ‘pore formation’ or ‘detergent-like membrane 
collapse’ in the membrane by monomeric hIAPP. However, lipid extraction from the 
SLBs was observed at higher hIAPP concentration, which eventually increased 
membrane diffusion.  
 
Figure 6.11. Model of hIAPP-membrane interaction. Step 1: hIAPP forms dynamic 
carpet on the membrane before a threshold concentration (Cthreshold). Step 2: After the 
threshold concentration is reached, it starts extracting lipids from the membrane which 
eventually encompass the entire membrane. 
 
In the study of peptide/lipid interaction, the major determining parameter is peptide/lipid 
(P/L) ratio rather than the absolute concentration of the peptide. Recently, Lee et al. 
reported that the P/L threshold for monomeric hIAPP to cause membrane damage is 
smaller than 1/100 (375). The highest P/L ratio used in the current study is at least 5 
times smaller than 1/100 and we propose the threshold for membrane damage would not 
be higher than 1/2500 based on our diffusion measurements. However, the peptide shows 
the membrane-induced effect (carpet formation) even at a P/L ratio 1/10000. Similar 
phenomenon was also observed in live cell membranes. Moreover, time dependent 
change in the fluidity, the nucleation and growth of the extract clusters on the plasma 
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membrane by hIAPP induces a quantifiable biological response in the form of membrane 
reorganization that is not observed in artificial bilayers.  
Overall, the results can be summarized to establish a logical mechanism of monomeric 
hIAPP-membrane interaction. Monomeric hIAPP interacts with membrane via a 
concentration dependent two-step mechanism (Figure 6.11). At non-damaging 
conditions, it associates with the membrane following the ‘carpet model’ instead of the 
widely speculated ‘pore formation model’ (403). At even larger P/L ratio, lipid extraction 
and clustering on membrane leads to changes in membrane fluidity as shown in Figure 
6.9. Brender et al. also suggested a similar mechanism of hIAPP induced membrane lipid 
extraction by NMR experiments (404). However, they did not observe the dynamic 
carpeting at non-damaging hIAPP concentration. Due to the single molecule sensitivity 
and robustness of ITIR-FCS, the ‘dynamic’ nature of the peptide carpet on top of the 
bilayer surface can be discovered quantitatively. In fact, -synuclein has also been shown 
to form a static carpet over the membrane (405). The dynamics, however, did not allow 
us to estimate the aggregation state of hIAPP at the membrane surface even though the 
layering solution showed no evidence of hIAPP oligomerization. Overall, the fact that 
hIAPP in monomeric form can destabilize membranes is a novel finding. The possible 
outcomes of the time dependent fluidity modulation of biological membranes could play 
a crucial role in disease etiology. Speculatively, alterations in native membrane fluidity 
can disturb signalling homeostasis of the cell by affecting the structure and distribution of 
integral and anchored membrane proteins (406). Based on these findings, it might be 
inferred that monomeric hIAPP can present itself as a cytotoxic entity beyond a critical 
concentration; aggregation per se may not be essential. Nonetheless, amyloid plaques are 
well documented in degenerating the pancreas of Diabetes mellitus type II patients. This 
encourages a systematic enquiry towards the cellular basis of amyloid formation as well 
as their interaction with the plasma membrane.  
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7 Conclusion and outlook 
The organization of cell membranes at the micro- and nanometer scale has been of 
special interest in biology since the plethora of biomolecular species within a membrane 
have to be effectively manipulated in space and time to allow control of biological 
processes required for the functioning of a cell (399). Fluorescence spectroscopy methods 
were used previously to study membrane organization which is known to happen on the 
millisecond time scale (407). However, real-time observation of the dynamic spatio-
temporal organization is largely unavailable in literature mainly due to the lack of 
techniques with sufficient spatial and temporal resolution, which can be readily used 
under physiological conditions (408). In addition, the technique should preferentially 
have single molecule sensitivity since cellular processes are often regulated by single or 
very few biomolecule(s) and ensemble averaging of the processes may mask sub-
population molecular level heterogeneity. The spatial and temporal resolution of 
currently available methods are often mutually exclusive and therefore provide either 
structural or dynamical features of the membrane but not both (409). For example, super-
resolution microscopic methods have very high spatial resolution (~ 20 nm) while 
conventional fluorescence fluctuation spectroscopy (FFS) methods have high time 
resolution (sms). The new Imaging FFS approaches are particularly well suited for the 
investigation of biological membranes due to their multiplexing capabilities. Several 
approaches were implemented depending on the FFS technology. Of particular 
importance is Imaging Fluorescence Correlation Spectroscopy (Imaging FCS) due to its 
easy implementation, data evaluation and most importantly, dramatic reduction of the 
experiment time. Imaging FCS was developed as imaging total internal reflection-FCS 
(ITIR-FCS) which measures thousands of contiguous spots simultaneously to provide 
maps of diffusion and concentration of whole live cell membranes with pixel resolution 
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(240). Our group has subsequently established the theory and algorithm of ITIR-FCS data 
analysis (244; 269). However, the method was not widely used by membrane 
biophysicists even after 5 years of its development. This probably stemmed from sparsely 
reported technical details of the method and the lack of its biological applications. This 
thesis was focused to establish ITIR-FCS as a readily-adaptable high throughput imaging 
tool to extract the maximum output from an experiment under the limitations posed by 
currently available detectors and microscopes followed by its applications to the model 
and live cell membranes. 
The present work is divided into two segments. The first part of the thesis dealt with the 
technical aspects of ITIR-FCS, which is a pre-requisite for its applications in biology. 
The system was calibrated to quantify the diffusion and concentration with lipid bilayer 
experiments. A method to determine point spread function (PSF) of the microscope for a 
dynamic sample was developed based on ITIR-FCS experiments. The same protocol can 
be applied to other Imaging FCS modalities. Precise knowledge of PSF size ensures 
absolute quantification of diffusion coefficient (D) by ITIR-FCS. However, absolute 
number of particles (N) cannot be determined by ITIR-FCS since the EMCCD camera is 
not a true photon detector and the noise profile should be well characterized to determine 
absolute N. This was followed by error analysis of the extracted D and N in relation to the 
instrumental parameters (e.g., laser power, frame rate of the camera, measurement time 
etc.). It was observed that the camera should run at least 10 times faster than the sample 
dynamics for accurate estimation of diffusion coefficient. In addition, one should record 
sufficiently long (more than 100 times to that of sample dynamics) to achieve legitimate 
precision. The above-mentioned calibration steps enabled us to obtain diffusion and 
concentration maps at the best of 0.56 ms temporal resolution for 2121 pixels region of 
interest (ROI) that corresponds to 55 m2 in the sample plane. However, the spatial 
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dimension of membrane heterogeneity is still smaller than the spatial resolution (defined 
by the diffraction-limit) of ITIR-FCS and therefore cannot be imaged directly. A partial 
solution of this limitation was provided by integrating the heterogeneity rulers, namely 
CCF distribution and FCS diffusion law into the ITIR-FCS format. While CCF 
distribution and imaging provide local information of membrane heterogeneity, FCS 
diffusion law reports the global organization in the membrane. It was shown that 
membrane dynamics becomes faster as the lipid rafts are disrupted by drugs. In contrast, 
membrane heterogeneity gradually vanishes in the initial time period and then recovers 
back after prolonged incubation. With these tools in hand, the method is now established 
to study membrane-mediated processes involving an alternation in membrane dynamics 
and organization.  
Two different topics were chosen to elucidate the range of membrane processes that can 
be investigated by ITIR-FCS. It was shown that the response of nanoscale heterogeneity 
to temperature changes is dependent on the composition of model and live cell 
membranes. Most importantly, distinct ranges of diffusion activation energy were tagged 
to each of the commonly available membrane phases (liquid ordered phase, liquid 
disordered phase and solid ordered phase). It was also shown that the diffusion and 
activation energy of live cell membranes differ across cell type. This work has two 
important implications in the area of membrane physical chemistry. First, the temperature 
dependence of membrane diffusion is an easy way to distinguish membrane phases below 
resolution. Membrane phases (domains) are generally imaged directly by atomic force 
microscopy (AFM) on SLBs or confocal imaging in giant unilamellar vesicles (GUVs). 
However, AFM requires the bilayer to be prepared on very smooth surfaces (for example, 
mica). In addition, AFM also suffers from poor time resolution. The domains in GUVs 
are much larger compared to the plasma membrane and thus their emulation as plasma 
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membrane mimic is often questioned. Since membrane diffusion is a thermally activated 
process, any temperature dependent microscopic change in the membrane heterogeneity 
would be shown in the diffusion versus temperature characteristics of the system. 
Therefore, the temperature dependence of diffusion in planar membrane provides an easy 
alternative to the investigation of sub-resolution membrane phases. Second, different cell 
lines behave differently to the temperature changes revealing that the membrane 
dynamics of different cells differ. Therefore, care should be taken for the comparison of 
experimental results to literature reports since the differences in cell lines used in the 
reports are often overlooked during data comparison.  
ITIR-FCS was next applied to the field of peptide-lipid interaction. Human islet amyloid 
polypeptide (hIAPP), an amyloid peptide co-secreted with insulin, is known to be 
associated with Diabetes mellitus type II. The most established mechanism of hIAPP-
membrane interaction is the aggregation of the peptide followed by pore formation on the 
membrane. One major concern in most of the previous reports is very high concentration 
of the peptide, in general a few orders of magnitude higher than that observed 
physiologically. Moreover, hIAPP aggregates at this high concentration. This aspect is 
generally neglected mainly due to the unavailability of sensitive methods that can capture 
the effects of hIAPP at low concentration where it remains as monomers on the integrity 
of the membrane. Here, membrane diffusion, measured by ITIR-FCS, was used as a 
reporter of membrane integrity in both model and live cell membranes. It was found that 
monomeric hIAPP itself is membrane active. hIAPP interacts with the membrane in a 
two-step mechanism where it first forms dynamic carpet on the membrane followed by 
the formation of diffusion-restricted domain in a concentration dependent manner. The 
nucleation and propagation of the domains were shown as time dependent diffusion 
images, a novel way to directly observe the temporal evolution of membrane dynamics. 
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These novel findings could rejuvenate pathogenesis of the Diabetes mellitus type II and 
consecutive research in drug discovery. 
There is a number of future directions that can be explored based on the two applications 
of ITIR-FCS shown above. The immediate extension to the investigation of membrane 
physical chemistry would be to perform temperature dependence experiments on plasma 
membrane sheets. Plasma membrane sheets retain the exact composition of lipids and 
proteins with no active biological processes and are highly compatible to ITIR-FCS 
experiments due their 2-D architecture. Since the biomolecular composition differs across 
cell membranes, the thermodynamic phase behavior would also change. This study would 
therefore provide insights on how the membrane dynamics and organization are modified 
in the presence of proteins under purely thermodynamic ground since biological 
processes are disabled. This would essentially be a pivotal step in the ‘bottom up’ 
approach to decipher membrane physical chemistry. The final step would surely be the 
study of temperature dependence of the dynamics of phase-specific markers in live cell 
membranes. This approach therefore mirrors step-by-step effects of the biomolecular 
association to phase behavior of the membrane. These results can be corroborated with 
quantitative protein and lipid content of the cells obtained from advanced proteomics and 
lipidomics studies. 
In another aspect, one can look at the effects of membrane reorganizing agents, e.g., 
benzyl alcohol, sphingomyelinase etc., on the phase behavior of the membrane from 
modulation of the temperature dependence of their dynamics. 
The third aspect could be the observation of inter-monolayer interaction in model lipid 
membranes. Asymmetric lipid bilayers (i.e., different lipid composition of the two 
leaflets) can be prepared via coupling two monolayers by Langmuir-Blodgett (LB) 
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method. The composition and label of the monolayers can be varied independently since 
they are prepared separately. One can then determine the effect of composition of one 
leaflet on the diffusion of the other leaflet. Moreover, the effect of substrate roughness 
can also be monitored by following the membrane activation energy of the two leaflets of 
lipid bilayers of exactly same composition. 
The mode of interaction between monomeric hIAPP and plasma membrane had been 
determined by ITIR-FCS. The results presented here could indicate new directions to 
study the mechanism in detail. The first step would be detailed exploration of the driving 
forces for the ‘carpet formation’. In the present study, we only observed the existence of 
the ‘dynamic carpet’ on the membrane. However, the thermodynamic and kinetic driving 
force to adopt this unique mechanism is still to be investigated. Therefore, it would be 
interesting to look at the time scale and stability of the ‘dynamic carpet’ formation and 
factors affecting the carpeting. Once that is known, we move one step further towards the 
design of possible inhibitors of hIAPP carpeting, which can potentially stop hIAPP-
induced cell damage. Second, it was recently shown that proline mutation causes 
significant conformational change in hIAPP monomer (410). Therefore, an important 
investigation would be to observe whether the carpeting could be stopped by proline 
mutation. In that case, one could drag a direct relationship between the membrane 
activities of monomeric hIAPP with its conformation. Since it is established that ITIR-
FCS can probe the effects of membrane active peptides on membrane, it should be 
readily introduced to the field of antimicrobial peptides (AMPs) to investigate their 
effects on membrane. 
Although ITIR-FCS meets the criteria to qualify as a potential candidate to study 
membrane processes in real-time several milestones have still to be reached in future. 
Whereas ITIR-FCS provides extremely good temporal resolution it is still limited by the 
185 
 
optical diffraction limit. The spatial resolution of FCS was improved beyond the 
resolution limit by using STED excitation (67). However, it is still limited to single spot 
measurements. Therefore, a combination of  ITIR-FCS with nanoscopy is desirable. The 
recent demonstration of raster image correlation spectroscopy (RICS) experiments on 
lipid bilayers and live cell membranes using STED excitation is a welcome extension 
along this direction of combinatorial multiplexed fluctuation method (411). It should be 
noted that fast dynamics reduce spatial accuracy and precision achievable by nanoscopy 
due to the probe movement during acquisition, while FFS techniques mostly require non-
static probes. However, the simultaneous application of ITIR-FCS and nanoscopy to 
mobile and immobile probes at the same or preferably different wavelength would be 
able to circumvent these problems. The acquisition mode in ITIR-FCS is quite similar to 
many of the cutting-edge nanoscopy techniques. PALM/STORM but also SOFI and 3B 
microscopy acquire data in similar ways, namely they record image stacks with high time 
resolution, which are then evaluated post-acquisition. While PALM/STORM is based on 
precise localization of single emitters, SOFI (412) and 3B Microscopy (413) use the 
independent stochastic blinking of static sub-diffraction size emitters to obtain spatial 
details beyond the diffraction limit.  
The moment analysis of fluctuation data can potentially be integrated into the ITIR-FCS 
modality. Recently, Oh et al. introduced time integrated moment analysis (TIMMA) of 
fluorescence fluctuation, which unites the concepts of camera based N&B and TIFCA 
analyses (414). Here the average and variance in each pixel of an image is analyzed in 
dependence on different exposure times and thus provide the same information as ITIR-
FCS. An advantage of ITIR-FCS is its easy setup since it requires just the streaming of 
data to memory at the fastest rate sustained by the camera. TIMMA requires 
synchronization of laser illumination and camera to record fluorescence data at different 
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exposure times, with care to be taken not to saturate the detector. However, this leads to 
important differences in the constraints of FCS and TIMMA. While the best time 
resolution of FCS is restricted by the fastest camera read-out time, TIMMA is only 
restricted by the shortest camera exposure time, which can be more than one order of 
magnitude better, and gives TIMMA a better time resolution. Although all the 
experiments by Oh et al. were done with a stationary spinning disk confocal microscope, 
the analytical method can be integrated into TIRF or SPIM systems. With the integration 
of TIMMA, ITIR-FCS can be served as a complete package which provides maps of 
dynamics (both fast and slow), concentration, brightness with pixel resolution and also 
membrane heterogeneity via FCS diffusion law analysis. 
A third problem to solve is the effective data treatment of the huge amount of data 
acquired in Imaging FCS techniques. Especially in FCS-based techniques, manual data 
evaluation is not possible anymore when thousands of correlation functions need to be 
fitted accurately. First steps have been made to accelerate data evaluation and automate 
data fitting with unsupervised fit parameter estimation and Bayes hypothesis testing (415; 
416).  
An additional area of improvement includes the array detectors. At the time of writing, 
many array detectors possess sufficient time resolution and sensitivity for Imaging FFS 
applications. However, even faster detectors with high sensitivity to rival the 
performance of confocal single spot FFS applications would be desirable. In addition, the 
detectors are typically not true photon counters and thus limit quantitative capabilities. It 
has been shown that in the temporal domain, accurate measurements can be performed 
(268). However, concentration measurements are often only possible with a calibration 
standard which can be difficult to obtain when working in complex 3-D environments, as, 
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for instance, in biological organisms (183). SPAD arrays which are developed at the 
moment in several places might provide a solution for this problem (271). 
Plasma membrane dynamics and organization is one of the most prolific reporters of 
membrane integrity. Newly developed ITIR-FCS is a single molecule sensitive technique 
that has adequate spatial and temporal resolution to study membrane dynamics and 
organization quantitatively in both model and live cell membranes. The current work 
technically consolidated the method with robust calibration and showed how imaging 
dynamics provide useful insights about the membrane physical chemistry and peptide-
lipid interaction. In addition, the protocol of the PSF calibration developed here is 
compatible with any camera-based Imaging FCS method. One such method is SPIM-
FCS, which can image thick tissue in three dimensions. This will extend the application 
domain of Imaging FCS to image 3-D dynamics of an entire cell or even in organism. 
Although the current cameras are not fast enough to catch the fastest cellular processes, 
for example diffusion of free dyes in the cytosol, with sufficient signal-to-noise ratio, the 
rapid progress in detector technology should solve the problem in the near future. 
Overall, Imaging FCS is a step towards quantitative bio-imaging in which image contrast 
is provided by quantitative molecular properties and not by simple fluorescence 
intensities.  Imaging FCS therefore holds great promise to study live cell processes with 
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