Among di erent proofs of the CLR-estimate, Lieb's one, using the path integration formalism, gives the best known constant C(d). Our goal here is to show that Typeset by A M S-T E X 1
is correct under the same assumption V 2 L d=2 . So, within the constant factor, N ? (? ? V ) is estimated through its own asymptotics.
The above inequality is usually called Cwikel-Lieb-Rozenblum estimate (shortly, CLR-estimate), after the names of the authors of three earliest proofs, see Cw, L1, Roz] . Two more proofs, in LiY, C], appeared later. The proofs give di erent values of the constant C(d) and the speci cs of Euclidean space is used in them to a di erent extent. A closer analysis shows that two of the existing proofs, namely the ones of L1] and LiY], can be adapted to a much more general situation. In particular, in LevS], by making abstract the approach of LiY], a generalization of the CLR-estimate was obtained, with R d replaced by an arbitrary space equipped with a -nite measure. The role of ? in LevS] is played by any positive operator B, generating a Markov semigroup. The exponent in the estimate is determined by the exponent in the Sobolev-type embedding theorem for the domain of B 1 2 . Among di erent proofs of the CLR-estimate, Lieb's one, using the path integration formalism, gives the best known constant C(d). Our goal here is to show that this approach can also be translated into the pure operator-theoretic language, so that no mentioning of path integration remains. Like in LevS], instead of R d one can take any space with -nite measure. The role of ? can be played by any operator A, generating a semigroup e ?At which is dominated by some positivity preserving semigroup, bounded as an operator from L 2 to L 1 . This class is much wider than the one covered by LevS], so the results obtained contain the main theorem of LevS] as a particular case. Such a generality enables one to treat, in a uniform way, various operators of Mathematical Physics (while earlier each new problem required a di erent version of path integration theory), and, in particular, to reproduce the best-known constant for the Schr odinger operator.
This investigation was motivated by discussions with E.Lieb, L.Salo -Coste and H.Siedentop. We use this opportunity to express them our gratitude.
1. Let 
The following statement is a generalized version of the CLR-estimate. Theorem 1. Let B 2 P be such that M B (t) satis es (1) and M B (t) = O(t ? ) at zero, with some > 0. Fix a nonnegative convex function G, polynomially growing at in nity and such that G(z) = 0 near z = 0. Put g = L(G). Then
as long as the expression on the right-hand side is nite. REMARKS. 1. The niteness of the last expression guarantees that the quadratic form of the operator B ? V is well de ned as a form-sum, so the quantity N ? (B ? V ) is also well de ned.
2. It follows from convexity that G(z) grows at in nity at least as az; a > 0. Therefore, the condition (1) is necessary in order that the estimate (3) be meaningful.
3. Function G is involved in the estimate (3) as a parameter. The idea of a \parametric" estimate (for the case of Laplacian) is due to Lieb L1] . An appropriate choice of G allows one to optimize the estimate. To make it clear, suppose that M B (t) = ct ? , 0 < t < 1, with some > 1; the last assumption is implied by (1).
After the change of variables s = tV (x), the inequality (3) turns into
This shows that the choice of G a ects only the value of the constant factor in the estimate.
3. For certain applications the assumption of positivity of e ?tB , required in Theorem 1, is too restrictive. A more general class of semigroups is singled out by the positive domination property.
We say that a semigroup P(t) = e ?tA of selfadjoint contractions in L 2 is dominated by a positive semigroup Q(t) = e ?tB , if jP(t)uj Q(t)juj a.e. on ; any u 2 L 2 :
We also say that A is dominated by B and write A 2 PD(B). In cases when B need not to be speci ed, we simply say that A generates a positively dominated semigroup.
If Q(t) is (2; 1)-bounded, (5) implies that P(t) is (2; 1)-bounded too. Such semigroup P(t) consists, therefore, of integral operators. Denote the corresponding kernel by P(t; x; y). The inequality (5), de ning domination, is equivalent to jP(t; x; y)j Q(t; x; y) a.e. on R + : The next statement extends Theorem 1 to the case of positively dominated semigroups.
Theorem 2. Let B 2 P and A 2 PD(B). Suppose that M B (t) satis es (1) and M B (t) = O(t ? ) at zero, with some > 0. Let G and g be the same functions as in Theorem 1. Then
as long as the expression on the right-hand side is nite. Like in Theorem 1, the niteness of the integral on the right-hand side of (6) guarantees that the operator A ? V is well de ned as a form-sum.
Let us stress that the expression on the RHS of (6) involves information on the behaviour of the integral kernel of e ?tB , rather than of the one of e ?tA .
4. Here we present some applications of Theorems 1 and 2. 1 . Schr odinger operator. Let ( ; ) be R d with Lebesgue measure, and B = ? . Then M B (t) = (2 ) ?d=2 t ?d=2 and after the change of variables (cf. (4)) the inequality (3) turns into the original CLR-estimate, in the form given by Lieb:
The condition d 3 in (7) is implied by (1). The optimal choice of G, which leads to the best known value of the constant in the CLR-estimate for d = 3, was pointed out by Lieb L1] 
We do not attempt to optimize C 0 here. 
The operator ? generates a positivity preserving semigroup Q(t) in l 2 (Z d 
thus (Au)(k) = 1 4 X j (e i( j (k+2`j)? j (k)) u(k + 2`j)
Now, according to the representation (10), the Trotter formula gives domination of the magnetic discrete Schr odinger semigroup by the nonmagnetic one. Therefore, the estimate (9) carries over to the magnetic case.
5. Evidently, Theorem 1 is a particular case of Theorem 2. A complete proof of the latter is given in the preprint RozS]. In this paper we outline the proof of a statement, close to Theorem 2 but giving a bit weaker estimate. This happens because the function G will be speci ed, so the estimate we obtain is no more \parametric". Besides, the chosen G does not meet all the assumptions of Theorems 1 and 2. Remind that in the case of \pure powerlike" behaviour of M B (t) the choice of G a ects only the value of the constant factor in the estimate, cf. (4). 
Our approach is an adaptation of Lieb's proof of the estimate (7). The original Lieb's approach is based upon the path integrals technique. We do not use this formalism, though our main technical tool, the \suspended Trotter formula" (see Lemma 6 below), imitates path integrals. However, we make no use of any probabilistic technique. It is the decisive point: exactly this allows us to prove the results in such a general setting. A simple trace class analysis replaces convergence properties in in nite-dimensional integration and the only structure we need for our approach is the one of measure space.
We start with some necessary technical statements. In what follows, S 2 denotes the Hilbert-Schmidt class of compact operators in a Hilbert space, S 1 denotes the trace class.
Lemma 4. Let B 2 P, A 2 PD(B), and V 0 be a measurable function on . Lemma 5. 1 . Let T 2 S 1 , and fR 1;n g; fR 2;n g be two sequences of bounded operators, converging to I strongly. Then R 1;n TR 2;n ! T in S 1 .
2 . Let T n be a sequence of bounded operators in a Hilbert space, converging weakly to an operator T. If R 1 ; R 2 2 S 2 , then R 1 T n R 2 ! R 1 TR 2 in S 1 . 6 Lemma 6. Let A be a nonnegative selfadjoint operator in L 2 and 0 V 2 L 1 \L 1 . The following equality will be used when deriving (13) (13) The integrand on the right-hand side of (13) 
The next important relation is 
In (16) p is an integer, p > 2. We would like to stress that the equality (15)- (16) is valid just for traces, the similar equality for the operators fails. Let us comment the equality (15) Denoting by P r (t; x; y) and Q r (t; x; y) the kernels of the semigroups e ?tA r and e ?tB r , write down the trace in the last expression as a multiple integral:
c N;j n?m X l=m+1 Z Q r ( " 2 ; y; x 0 )P r ( t n ; x 0 ; x 1 )e t n jV (x 1 ) : : : P r ( t n ; x l?1 ; x l ) e t n jV (x l ) V (x l ) : : : P r ( t n ; x n?1 ; x n )e ? t n jV (x n ) Q r ( " 2 ; x n ; y) " (y)dydx 0 : : : dx n :
Rearranging the terms, we come to 1 n Z " (y)Q r ( " 2 ; y; V (x l ) Q r ( " 2 ; x n ; y)dydx 0 : : : dx n : (18) The sum over j is equal to F N ( t n P n =1 V (x )) and therefore nonnegative. Thus we can majorize the last integral by replacing P r by Q r . After this, all the terms in (18) become nonnegative; we make them even bigger by replacing " by 1 and extending summation over l to all l; 1 l n. Then Finally, for n; " and t xed, consider the multiple integral in (19). Replacing G N by its convex majorant H N and using Jensen's inequality, we majorize this integral by 1 n n X =1 Z Q r ("; x n ; x 0 ) n Y k=1 Q r ( t n ; x k?1 ; x k )H N (tV (x ))dx 0 : : : dx n : (20) Here, for xed, we integrate over all x k with k 6 = , using the semigroup property.
All the resulting integrals are identical and thus (20) is equal to Z Q r (t + "; x; x)H N (tV (x))dx; which does not depend on n. Taking into account that Q r (t + "; x; x) e ?rt M B (t + ") M B (t); we see that this integral does not exceed M B (t) R H N (tV (x))dx. In view of (14), integration in t gives (11).
