In this paper, an approximated proximal alternating method (APAM) is proposed for solving non-convex and non-smooth problems. Our APAM approximately solves the subproblems to certain inexactness so that it requires neither computing/estimating the Lipschitz constants nor calculating exact solutions. With a special designed error condition, APAM is proved to globally converge to a critical point of the problem, which as far as we know, is so far the best convergence result in non-convex optimization. Moreover, two practical strategies for checking the inexactness criterion are theoretically analyzed, which are more valid than the commonly used criteria in practice. Our algorithm APAM is applied to non-convex dictionary learning problem on both synthetic and real-world data. The experimental results with detailed analyses and discussions are given to help verify the efficiency of APAM.
Very recently, (Attouch et al. 2010; Bolte, Sabach, and Teboulle 2014) propose proximal alternating method (PAM) and proximal alternating linearized method (PALM) for solving problem (1). These two algorithms are rigidly established with global convergence property: the whole iterative sequence converges to a critical point of the problem. This property, as far as we know, is the best convergence result for general non-convex optimization problems.
By linearizing the function H, PALM ensures explicit solution for each subproblem, so it attracts much more attentions in applications. However, the easy-to-solve subproblems require computing Lipschitz constants during iterations, which is not an easy work in practice. An alternative way is to estimate as small upper bound (Bao et al. 2016) as possible to speed up the convergence (Xu and Yin 2013). However, estimating a tight upper bound is sometimes extremely hard and time-consuming. Even worse, an improper upper bound slows down the convergence and then affects the efficiency of the algorithm (see examples in Sec. 4.2).
Instead of using PALM which solves "prox-linear" subproblems, PAM exactly solves "proximal" subproblems during iterations so that it avoids the computations of Lipschitz constants. However, whether in numerical implementations or practical applications, it is either impossible or extremely expensive to obtain exact solutions of these subproblems.
The above insufficiencies urge the development on an approximated version of PAM, which allows the subproblems to be solved approximately. We in this paper design an approximated proximal alternating method (APAM) for solving non-convex and non-smooth optimization problem (1). Potentially neither computing/estimating Lipschitz constants nor requiring exact solutions, APAM inexactly solves subproblems to certain inexactness criteria.Though approximated skills are nothing new in practical applications (Bresson 2009; Wang et al. 2014; Guo, Cao, and Ma 2014) , we are the first to give rigorous convergence analyses for nonconvex optimization problems. Moreover, we give detailed discussions on applying APAM to practical applications and the experimental results verify the efficiency of APAM. Here we list the contributions of this paper as follows:
1. We propose an algorithm named APAM for solving nonconvex and non-smooth optimization problem. Our algorithm solves each subproblem to certain error conditions so that it avoids computing/estimating Lipschitz constants to ensure the global convergence property. Different from the "prox-linear" subproblems of PALM, the "proximal" subproblems of PAM help avoid computing or estimating the Lipschitz constants during iterations. However, solving the "proximal" subproblems require numerical methods to get exact solutions. That is, x t+1 † and y t+1 † should satisfy
where
3 Approximated Proximal Alternating Method PALM and PAM, being as two efficient methods for solving non-convex problems, each has its own strong and weak points. PALM linearizes H to pursuit explicit solutions of subproblems. But, it requires computing/estimating the Lipschitz constants during iterations, which is not an easy work in practice. Different from PALM, PAM obtains the solutions of "proximal" subproblems so that it avoids computing the Lipschitz constants. However, the convergence analyses are built on computing exact solutions of subproblems, which is sometimes impossible or extremely expensive. In consideration of the pros and cons of these methods, we propose APAM for solving non-convex and non-smooth optimization problems. Specifically, it solves the "proximal" subproblems (5) inexactly. That is, the sequences x t+1 and y t+1 generated by APAM satisfy:
This inexactness breaks down (7). Instead, it brings "errors", e t+1 x and e t+1 y , in first-order optimality conditions:
where g t+1 x ∈ ∂f (x t+1 ) and g t+1 y ∈ ∂g(y t+1 ). In the literature, there are a few papers on designing and analyzing approximated algorithms (?; ?) for convex optimization problems. However, as far as we know, no one has shown analyses on using approximated skills for non-convex problems. On the other hand, many numerical methods have been reported for inexactly solving subproblems in practice. However, the stopping criteria used in practice always lack theoretical support. For example, the authors in (Wang et al. 2014 ) solve a linear subproblem by a 2-step inner loop under the suggestion of (Bresson 2009). Guo et al. (Guo, Cao, and Ma 2014) stop the inner iteration when a constraint is nearly satisfied.
Being as the first approximated method for the nonconvex problem (1), our APAM is practicable, converged and efficient. We in the next two sub-sections present the practicability and convergence with detailed discussions. The efficiency of APAM is confirmed by experimental results in Sec. 4.
Practicability: Algorithm Implementation
Firstly, we would like to discuss the inexactness of APAM during iterations. The stopping criterion below gives suggestions on the approximated accuracies of APAM.
Criterion 1
The "errors" e t x and e t y must satisfy
where parameters C x and C y are two positive integers defined before the iteration starts. 
where 
or the following way (II):
Therefore, the second way (II) can be used for checking the stopping criterion (10). Furthermore, one should re-assign x t to x t once the (II) is satisfied.
The implementing method (I) is relatively less rigid than (II). But we can see from the experimental results that using (I) as the criterion is applicable and acceptable in practice. For clarity, we give the main steps of APAM with the two implementable ways in Alg. 1.
Algorithm 1 APAM for solving problem (2). 
Inexactly compute x t by some numerical methods. 
Convergence: Theoretical Guarantee
The strategic point on analyzing the convergence properties of APAM is regarding x t+1 and y t+1 as the exact solutions on solving the following subproblems:
This equivalent conversion is rigid since the first-order optimality conditions of (12) are exactly the same with Eq. (9). However, it should be emphasized that x t+1 and y t+1 are not computed by directly minimizing (12); this equivalent conversion is nothing but assisting in theoretical analyses. Before proposing the key lemma for the main theorem, we give the requirements on {η t 1 } t∈N and {η t Assumption 3 To ensure convergence, the proximal parameters {η t 1 } t∈N and {η
Then with help of the above Assumption 3 we can obtain the key lemma as follows. The two assertions proposed in the following key lemma is the cornerstone for proving the main convergence theorem 6 .
Lemma 4 Suppose that the sequence {x t , y t } t∈N generated by APAM is bounded. Then the following two assertions hold under the Assumption 3:
where constants a = min t∈N {
The objective function Ψ is sufficiently descent (first assertion in Lemma 4) during iterations. This non-increasing property is the key for proving the main theorem. Moreover, the main theorem can be proved in exactly the same way as (Bolte, Sabach, and Teboulle 2014) . Thus we only present the main theorem as follows without proving it.
Theorem 5 (Bolte, Sabach, and Teboulle 2014) Suppose the sequence {x t , y t } t∈N generated by APAM is bounded. Then {x t , y t } t∈N is a Cauchy sequence that converges to a critical point (x * , y * )of Ψ.
For the convergence rate, our APAM shares the same result with PALM and PAM when the desingularising function 7 φ(s) = C θ s θ : [0, µ) → R + of Ψ is satisfied with positive constant C and θ ∈ [0, 1). Specifically, APAM converges in a finite number of steps when θ = 1. For θ ∈ [0, 1 2 ) and θ ∈ ( 1 2 , 1), APAM converges with a sublinear rate and a linear rate respectively 8 . From the previous work (Frankel, Garrigos, and Peypouquet 2015) we can tell that the convergence rate is not affected by the algorithm but the objective function Ψ. Though the convergence rate of APAM is the same with PALM and PAM in theory, the experimental results in Sec. 4 verify the efficiency of our algorithm.
Experiments
We consider the dictionary learning model with 0 penalty:
where I is the input data and · 0 denotes the 0 norm that counts the number of non-zero elements of W. The indicator function X acts on the set
set W is empty for synthetic data whereas 6 Due to space limit, proofs of Lemma 4 will be detailedly given in the supplemental material.
7 See the definition of KL function in supplemental material. 8 Since the convergence rate can be proved in a similar way of (Attouch and Bolte 2009), so we only present the conclusions here.
∀i} is defined for real-world data to enhance the stability of the model (Bao et al. 2014) . Moreover, we denote S(W) = λ W 0 + X W (W) to simplify the deduction.
It is observed that problem (16) is a special case of problem (2). Thus, PALM can be applied to solve (16) by computing Lipschitz constants at every iteration. However, it is extremely hard to get exact solutions of the subproblems so that PAM is not suitable for (16). Our APAM obtain D t+1 and W t+1 by inexactly solving the following problems:
As far as we know, few numerical methods are designed for solving the subproblem (17). We apply a proximal iterative hard-thresholding (PITH) algorithm (Bach et al. 2011; Herrity, Gilbert, and Tropp 2006) to solve this subproblem. On the other hand, for subproblem (18), we apply ADMM (Boyd et al. 2011 ) for solving it. Furthermore, implementation (I) in Lemma 2 is used in all the experiments in this paper. All the algorithms are implemented by Matlab R2013b and are tested on a PC with 8 GB of RAM and Intel Core i5-4200M CPU.
Synthetic Data
We generate synthetic data with different sizes to help analyze the property of APAM (see Table 1 ). All the algorithms for the synthetic data stop when satisfying:
where Ψ t is the objective value at step t.
Efficiency of Approximated Strategy
To show respective effects of using approximated strategies on different subproblems, we propose APAM-PITH which obtains W t+1 by PITH but keeps D-subproblem the same as PALM 9 . We also design APAM-ADMM that computes D t+1 by ADMM but remains W-subproblem the same as PALM.
The comparisons in Tab. 1 among PALM, APAM-PITH and APAM-ADMM show that approximated strategies help reduce the iteration steps. Therefore, both APAM-PITH and APAM-ADMM converges with less steps than PALM. However, the performances of APAM-PITH and APAM-ADMM are quite different in inner iterations. We can see from Fig.  1(d) that APAM-ADMM uses few inner steps during iterations. However, APAM-PITH reaches the maximum inner steps (set as 20) at almost every iteration. This from one side shows that ADMM is suitable for solving (18) but PITH is less efficient for solving (16). On the other side it is caused by the problems themselves: (18) has unique solution 10 but problem (17) is a challenging NP hard problem and only sub-optimal solution can be found in polynomial time. Since Iteration Number Iteration Number Iteration Number Iteration Number Iteration Number Iteration Number PALM PITH converges with unexpected time, thus we only test it on the data with relatively low dimension. We also apply approximated strategies to both subproblems of D and W. Since PITH is time-consuming for solving (17), thus we reduce the maximum inner step to 2 for PITH. We name this algorithm as APAM-P2A. Then we can see from the Fig. 1 and Tab. 1 that APAM-P2A uses less iteration steps and sometimes converges faster to an optimal solution.
Remark 6 Though Theorem 5 is proved for applying approximated strategy to both subproblems, these two hybrid forms of APAM, i.e. APAM-PITH and APAM-ADMM, are also converged. Furthermore, a hybrid APAM which optionally combines PALM, PAM and APAM can be proved to be converged for solving problem (2) and (1) 11 .
Remark 7 It should be mentioned that APAM-P2A can not be seen as a special case of the hybrid APAM since it contains one approximated strategy for D and two-steps proxlinear iterations for W. But fortunately, the experimental re-11 See the proof in supplemental material.
sults verify the convergence of APAM-P2A and we can prove that APAM-P2A is converged from theoretical analyses 12 .
By comparing the algorithms, all the approximated strategies of APAM performs better than PALM and are verified to be practicable, converged and efficient. However, less efficient numerical methods for solving subproblems will reduce the efficiency of the whole algorithm. Thus one should carefully choose effective numerical methods for subproblems.
Other Comparisons At last, we compare INV that solves W t+1 in the same way as PALM but treats D t+1 as the solution of a linear system first and then project the solution on set D. Though this strategy seems to be efficient in practice (Bao et al. 2016) , it lacks theoretical guarantee. Firstly, D t+1 calculated by INV is not an exact solution of (18) 13 . Secondly, it is computed without measure the inexactness. So applying INV sometimes creates oscillations during iterations ( Fig. 1(f) ) and the performances of INV are unsta-12 See supplemental material for detailed proof. 13 See supplemental material for detailed analyses. ble especially in applications (see the experimental results in Sec. 4.2). Thus we do not recommend using it in practice.
In the end, we compare the computational cost of PALM, APAM-ADMM and INV at every iteration. Since these three algorithms share the same updates of W t+1 , the only difference of the computational cost lies in the update of D t+1 . We list the computational cost of updating D t+1 for only once. The number of the dominant operations of PALM is O(m 3 + mnp + mn). Calculating D t+1 by APAM-ADMM will cost O(m 3 n + m 2 p + mnp + mn). The last algorithm, INV has O(m 3 n + m 2 p + mnp + mn) calculations. Though INV seems to take more operations than PALM, the experimental results in Tab. 1 do not match this expectation: INV converges with more steps but uses less time. We should mention that the calculations O(m 3 n) comes from using Gauss-Elimination to obtain an inverse of matrix. However, the inversion process in Matlab may employ more efficient methods that we do not know. This may be the reason for the contradiction between theory and practice.
Real-world Data
We apply APAM to real-world data on image denoising problem (Elad and Aharon 2006; Chen and Selesnick 2013 to 7 images and select some experimental results 14 in Fig.  2-4 .
As shown in Tab. 2, PALM seems to converge quickly but get bad recovered results. However, the truth is: the large up-
2 of the Lipschitz constant emphasizes the function of the proximal term so that it causes tiny differences between D t+1 and D t . Thus, PALM does not converge when reaching the stopping criterion; on the contrary, it converges quite slow.
For the failure of using PALM, we adopt the strategy used in (Bao et al. 2014) , which regards the problem (16) as a m+1-block problem: solving {d i } m i=1 separately by PALM. We name this algorithm as mPALM and show the results in Tab. 2. This time, PALM do converges when reaching the stopping criterion. However, mPALM seems to use more time for one iteration (see Tab. 2). We must emphasize that all the algorithms are implemented by Matlab without optimization. We code mPALM in a normal way but the iteration time seems to be inconsistent to (Bao et al. 2014) . Since the detailed code for (Bao et al. 2014) is not provided so that we cannot tell the reasons causing this inconsistency. But we admit that the computational time of all the compared algorithms may be reduced by optimizing them carefully.
Though the iterative time of mPALM do not match with the results in (Bao et al. 2014) , we can see from the Tab. 2 that our approximated algorithm APAM-ADMM uses comparative time with the results posted in (Bao et al. 2014; Bao et al. 2016) . On the other hand, the vibration of INV causes more iteration steps than APAM-ADMM for converging. Thus our carefully designed algorithm, APAM performs more stable than the commonly used INV and is efficient for the real-world application.
Conclusion
We in this paper propose an algorithm named APAM for non-convex and non-smooth optimization problems. To avoid computing/estimating the Lipschitz constants as well as calculating exact solutions, APAM approximately solves subproblems to certain inexactness. With a special designed error condition, APAM is proved to globally converges to a critical point of the problem. Furthermore, we propose two practical ways for checking the inexactness criterion. These two ways are theoretically analyzed and are more valid than the criteria used in practice. We apply APAM to non-convex dictionary learning problem and the experimental results verify the efficiency of APAM.
