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Abstract
Questo contributo si propone di fornire uno spunto
di riflessione, e una breve panoramica storica, sul
ruolo che le scienze cognitive hanno giocato, e pos-
sono ancora giocare, nello sviluppo dei sistemi in-
telligenti di nuova generazione. Illustra, inoltre, le
attività recenti che l’AISC (Associazione Italiana di
Scienze Cognitive, di cui gli autori sono attualmen-
te Vice-Presidente e Presidente) sta portando avanti
per lo sviluppo di linee di ricerca nell’ambito dei
sistemi artificiali di inspirazione cognitiva.
1 Introduzione
La ricerca nell’ambito dell’Intelligenza Artificiale (IA) si è
storicamente basata, soprattutto agli albori della disciplina,
su una forte collaborazione tra informatici, ingegneri, biolo-
gi, filosofi e psicologi impegnati a lavorare in quel campo di
ricerca interdisciplinare che oggi prende il nome di "Scienze
Cognitive".
Tale collaborazione, favorita soprattutto dalla forte influen-
za esercitata dell’approccio cibernetico allo studio di sistemi
naturali e artificiali [Cordeschi, 2002], ha prodotto, nel corso
degli anni, lo sviluppo di fruttuose linee di ricerca in bionica,
robotica, sistemi biologicamente inspirati e, più in generale,
nell’ambito dei sistemi artificiali di inspirazione cognitiva e
della scienza dei sistemi (o teoria dei sistemi).
Dopo decenni di mutua e pioneristica collaborazione, tut-
tavia, a partire dalla metà degli anni ’80 del secolo scorso,
l’Intelligenza Artificiale e le Scienze Cognitive hanno inizia-
to a produrre diverse sottodiscipline, ciascuna caratterizza-
ta da obiettivi propri e da propri metodologie di ricerca e di
valuazione [Langley, 2012].
Questa frammentazione, se da un lato ha facilitato lo svi-
luppo di sistemi di IA in grado di riprodurre (e in alcuni casi
di superare) le competenze umane in ambiti ristretti (ad es.
negli scacchi, nella dimostrazione di teoremi, in giochi come
Jeopardy [Ferrucci, 2012] o Go [Silver et al., 2016]), d’altra
parte si è focalizzata su un approccio divide et impera di ti-
po verticale che ha inibito in modo significativo la collabora-
zione orizzontale tra diverse discipline (cross-field collabora-
tion) e lo sforzo scientifico finalizzato ad investigare obiettivi
più generali quali, ad esempio: i) cosa si intende per compor-
tamento intelligente (in sistemi autonomi naturali e artificiali)
e ii) come, e fino a che punto, è possibile progettare e co-
struire artefatti intelligenti prendendo spunto dalle euristiche
esibite da umani - o da altri animali - nel mondo "naturale".
In anni recenti, tuttavia, l’area dei sistemi artificiali di ispi-
razione cognitiva ha attratto un rinnovato interesse sia in am-
bito accademico che industriale [Lieto e Radicioni, 2016].
La rinnovata presa di coscienza della necessità di realizza-
re sistemi in grado di operare, con le stesse "primitive", in
contesti diversi è infatti alla base della constatazione che il
gap tra sistemi naturali e artificiali è, ancora oggi, enorme
(specialmente se si considerano domini realistici).
2 Il ruolo dell’approccio cognitivo in IA
Il successo recente dei sistemi di IA si deve principalmen-
te al paradigma dell’apprendimento automatico basato su reti
neurali profonde (Deep Learning) e all’utilizzo integrato di
diversi modelli probalistici (si pensi, ad esempio, al sistema
Watson di IBM). Le perfomance super-umane, e domanin-
specific, di alcuni sistemi basati su tali approcci, tuttavia, so-
no principalmente dovute alla aumentata potenza di calcolo
dei computer odierni e all’enorme disponibilità attuale di da-
ti (i cosiddetti big data) piuttosto che all’invenzione di mo-
delli di calcolo nuovi o innovativi rispetto a quelli già noti e
sviluppati nell’ultimo trentennio.
Allo stesso tempo, i sistemi basati sugli approcci di IA at-
tualmente più in voga, si sono resi protagonisti - oltre che dei
già menzionati successi - di altrettanto eclatanti errori che ne
hanno messo in luce alcuni punti deboli. Ad esempio, il si-
stema Watson ha mostrato notevoli limiti nel rispondere a do-
mande apparentemente semplici (almeno per gli esseri uma-
ni) ma che implicano la capacità di utilizzare forme di ragio-
namento di senso comune [Davis e Marcus, 2015]. Anche il
sistema di deep learning alla base di Alpha Go (inizialmente
utilizzato per compiti di categorizzazione automatica di im-
magini) è salito alla ribalta della cronaca per aver classificato
una coppia di afro-americani come dei gorilla (provocando,
come si può immaginare, un dibattito molto acceso circa i
problemi etici dell’IA scaturiti dall’utilizzo di dataset "con
bias")1. Ancora, i sistemi attuali di deep learning si sono mo-
strati poco robusti ad attacchi generati dalle cosiddette Ad-
1https://www.forbes.com/sites/mzhang/2015/07/01/google-
photos-tags-two-african-americans-as-gorillas-
through-facial-recognition-software/
versarial Networks (reti neurali addestrate per imparare quali
elementi dell’input modificare per determinare output diver-
si). In alcuni casi, infatti, i sistemi deep sono stati "inganna-
ti" da manipolazioni riguardanti un pugno di pixel (da 1 a 5)
all’interno di una immagine [Su et al., 2019].
Tutti questi errori (che ovviamente non hanno alcuna pre-
tesa di rappresentatività o esaustività) hanno un elemento in
comune: non sarebbero mai stati commessi da alcun essere
umano. Nello specifico: tutti i compiti che sembrano par-
ticolarmente "semplici" da eseguire per gli esseri umani (e,
in alcuni casi, per altre specie animali) rappresentano degli
ostacoli molto difficili da superare per gli attuali approcci di
IA. A nostro avviso sono proprio questi i tipi di problemi
in cui si evidenzia il rinnovato bisogno di una integrazione
dell’ approccio euristico di ispirazione cognitiva nell’ambi-
to delle fasi di progettazione e implementazione di sistemi
intelligenti.
Tali problemi riguardano, a nostro avviso, almeno le
seguenti aree (la lista non è esaustiva):
• Ragionamento di senso comune in compiti spaziali,
action-oriented, in ambienti dinamici [Chella et al.,
2000] e in task di categorizzazione [Bara et al., 2001],
[Lieto et al., 2017]
• Ragionamento analogico [Bianchini, 2016] e metaforico
[Lieto e Pozzato, 2019]
• Apprendimento da pochi esempi o da singoli esempi
(few shot learning e one shot learning) [Gagliardi, 2008]
• Trasferimento dell’apprendimento in contesti multi-
dominio [Mantovani e Castelnuovo, 2003]
• Creatività computazionale [Augello et al., 2016], [Lieto
e Pozzato, 2019]
• Elaborazione del linguaggio naturale e comprensione
narrativa [Airenti et al., 1993; Lenci, 2008; Cangelosi
e Parisi, 2012; Lieto et al., 2015]
• Integrazione euristica di percezioni multimodali [Pezzu-
lo et al., 2013]
• Integrazione robusta di meccanismi che riguardano le at-
tività di pianificazione, monitoraggio, azione e ragiona-
mento guidato da obiettivi (goal-reasoning) [Castelfran-
chi, 1998], [Falcone e Castelfranchi, 2001], [Conte et
al., 2016] [Lieto et al., 2018b]
• Modellazione di emozioni [Plebe, 2016] e di meccani-
smi di cognizione sociale e multi-agente [Castelfranchi
e Falcone, 1998], [Paglieri et al., 2014] [Lieto et al.,
2018a]
• Robotica cognitiva e sociale, [Miglino et al., 1995; ?],
• Generazione di spiegazioni comprensibili ad utenti uma-
ni di decisioni algoritmiche (Explainable AI) [Colla et
al., 2018]
Come evidenzia questa lista, i problemi menzionati in cia-
scuna area coinvolgono sia capacità eminentemente percet-
tive che capacità cognitive di alto livello (modellate, tipica-
mente, con approcci connessionisti, nel primo caso, e sim-
bolici o ibridi nel secondo). Come ha dimostrato la storia
delle Scienze Cognitive negli ultimi decenni, dunque, l’a-
genda cognitiva è compatibile con attività di modellazione
computazionale sia di tipo neurale che di tipo simbolico.
3 L’Associazione Italiana di Scienze Cognitive
L’AISC (Associazione Italiana di Scienze Cognitive) è da
sempre impegnata in attività di ricerca nell’ambito dell’IA di
inspirazione cognitiva. In tutti gli ambiti precedentemente in-
dicati, e in molti altri, la comunità nazionale di scienziati co-
gnitivi computazionali è, infatti, fortemente impegnata e inse-
rita nei principali contesti internazionali. Per favorire ulterior-
mente l’integrazione e il dialogo tra IA e Scienze Cognitive,
l’associazione ha di recente avviato una attività di collabora-
zione e dialogo con l’AI*IA (Associazione Italiana di Intel-
ligenza Artificiale) tramite l’organizzazione del primo panel
congiunto tra le due associazioni svoltosi presso la conferenza
internazionale AI*IA 2017 a Bari. Ha, inoltre, sponsorizzato
iniziative come la Advanced School in AI ( https://as-ai.org/)
e la serie di workshop internazionali AIC (su "Artificial Intel-
ligence and Cognition", https://dblp.org/db/conf/aic/index).
L’ultimo convegno dell’associazione (AISC 2018), infine, è
stato focalizzato sul tema "The new era of Artificial Intel-
ligence: a cognitive perspective". Ciò, a testimonianza del
fatto che il forte interesse dell’AISC per il tema dell’IA non
riguarda solo il passato ma anche gli sviluppi futuri del set-
tore. Tale base, scientifica e culturale, può rappresentare, a
nostro avviso, il punto di partenza per lo sviluppo di future
collaborazioni con il CINI AIIS Lab.
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