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Abstract
This PhD thesis evaluates the practical construction and use of a Fre-
quency Stepped Pulse Train modulated coherent Doppler wind lidar
(FSPT lidar) for wind speed measurement.
The concept of Doppler lidar is introduced as a means to measure
line of sight wind speed by the Doppler shift of reflected light from
aerosols. Central concepts are introduced and developed, i.a. hetero-
dyne detection, carrier-to-noise ratio, probe length, measuring distance,
and velocity precision. On this basis the concepts of a FSPT lidar are
introduced and its general setup explained.
The Lightwave Synthesized Frequency Sweeper (LSFS) is introduced
and analyzed as a light source for the FSPT lidar. The setup of the LSFS
is discussed, and the necessary concepts for modeling and analyzing
LSFS noise are developed. The model and measurements are then used
to discuss the growth of optical noise in the LSFS and the impact on its
use in the FSPT lidar.
A complex ABCD model is developed and described as a method for
calculating spatial and frequency dependency of a lidar’s signal strength.
The model includes both spatial and temporal components of the lidar
system, enabling a model capable of describing both CW, pulsed and
FSPT lidars.
Measurements of the range dependency of a FSPT lidar are shown,
along with the mapping of range gates into frequency slots. The mea-
sured range dependencies are shown to correlate with the dependencies
predicted by the complex ABCD model, thus corroborating the model.
Finally, proof of concept wind speed measurements obtained with the
FSPT lidar are shown. This is followed by a discussion of the advantages
and disadvantages of a FSPT lidar compared to a CW and a pulsed lidar
system, and further avenues for evolving the concepts.
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Resume´
Denne PhD-afhandling vurderer den praktiske opbygning og brug af en
koherent Doppler lidar, som moduleres med Frequency Stepped Pulse
Trains (dvs en FSPT lidar) til at m˚ale vindhastigheder.
Vindhastigheden m˚ales ved Doppler-effektens farve-forskydning af
laser-lys, som reflekteres af de aerosoler, der med vinden bevæger sig hen
imod eller væk fra lidaren. Hovedbegreber som fx heterodyn detektion,
signal/støj-ratio, probe længde, m˚aleafstand og fart-præcision udvikles.
P˚a basis heraf introduceres FSPT lidaren og den generelle opstilling
forklares.
En Lightwave Synthesized Frequency Sweeper (LSFS) introduceres
og analyseres som modulationskilde for en FSPT lidar. LSFS’ens op-
bygning diskuteres og nødvendige begreber for at modellere og analysere
støjkilderne i en LSFS udvikles. Modellen og konkrete m˚alinger bruges
til at diskutere udviklingen af støj i en LSFS og den virkning det har p˚a
en FSPT lidar.
En kompleks ABCD-model beskrives og udvikles som en ma˚de at
beregne lidar-signalets afhængighed af rum- og frekvensforhold. Mod-
ellen dækker b˚ade rum- og tidsmæssige aspekter af lidarsystemet og man
kan derfor modellere b˚ade CW-, puls- og FSPT-modulerede lidarer.
Der vises m˚alinger af en FSPT-lidars afstands-afhængigheder og en
oversættelse af afstands-intervaller til frekvens-udsnit. Det vises, at
de m˚alte afstands-afhængigheder korrelerer med den komplekse ABCD-
models forudsigelser, hvilket støtter modellen.
Endelig vises faktiske proof-of-concept-m˚alinger af vindhastighed,
foretaget med en FSPT lidar. Dennes fordele og ulemper i forhold til
CW- og puls-modulerede lidarer diskuteres, sammen med udviklings- og
forbedringsmuligheder.
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This thesis is submitted for the degree of Doctor of Philosophy of the
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Citations are indicated by number and the full list of citations is
placed in the last section of the thesis. All figures are made by the au-
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Chapter 1
Introduction
Coherent Doppler wind lidars have been around for numerous years
and have recently started to make an impact especially within the wind
energy industry with several commercial manufactures targeting that
market. Lidars are primarily being used for wind resource assessment
i.e. for measuring long term wind conditions at a specific site, but are
also used for other applications.
Remote sensing of wind using coherent detection dates back to the
late 1960’s where it was pioneered by R.M. Huffaker [1, 2]. During the
past decade it has become a widespread technique for wind measurement
within the wind energy research and development sector worldwide.
Prior to the turn of the millennium, wind sensing coherent Doppler
lidar systems were mainly based on free space optic systems, dedicated
for atmospheric boundary-layer research and environmental investiga-
tions. Examples hereof are the pulsed long-range lidar system ”HRDL”
developed and still operated at NOAA, Boulder CO, USA [3], and the
pulsed CO2 lidar system, built for boundary-layer meteorology research
in the UK [4]. Around the turn of the millennium, however, new optical
fiber-based coherent detection technology emerged from the telecom rev-
olution, and with fiber-based components wind remote sensing became
available to meet the growing wind energy industry’s need for research
and global wind resource assessment measurements.
For the wind energy industry, it is important to sense wind in the first
few hundred meters of the atmosphere. Current applications include
site evaluation and turbine verification. Fiber based coherent lidars
are promising candidates to replace estimations extrapolated from mast
mounted cup anemometer measurements. Turbine mounted lidars could
also open up for future applications such as active optimization of the
blade pitch and load for increased output.
1
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In general, the speed of wind is determined by sensing the Doppler
shift of the collected scatter generated by a laser pulse reflecting off
aerosols traveling with the wind. The Doppler shift is proportional to
the velocity of these small particles and thus to the wind speed in the
line of sight direction. The first all-fiber coherent Doppler wind lidar was
demonstrated in 1999 [5], and today Continuous-Wave (CW) as well as
pulsed lidars have been fully commercialized with more than 500 units
in use world-wide.
Currently, fiber-based wind lidars are primarily deployed for resource
assessment and for wind condition measurements (gusts and turbulence)
from ground based installations, and they provide reliable long-term
vertical profile of the mean wind and turbulence profiles aloft within the
entire planetary atmospheric boundary layer. Wind lidars are also being
investigated as new and interesting tools for power curve measurements
[6,7] as well as for active wind turbine control [8,9]. Further applications
again include run-way and flight path surveillance at airports [10] and
for boundary-layer research [11].
When wind lidars are used for wind energy assessment, in which case
the assessed wind energy is proportional with wind speed to the third
power, the accuracy of the measured wind speed distribution, spatial
resolution, and range gates position is of highest importance. CW and
pulsed wind lidar systems apply different methodologies for ranging.
The CW lidar systems use high-intensity focused-beams to target
their measurement range. This has the benefit of the CW lidar be-
ing able to operate at 100% duty cycle while emitting CW radiation
and hence sustain a very fast wind measurement repetition rate (of the
order of 50 measurements per second) [12]. However, since the CW li-
dar’s focal depth increases with the square of its measurement distance,
prohibitively long probe lengths limit its application to a few hundred
meters. A focused CW lidar may in some cases in addition also suffer
from range ambiguities in case of strong variance in the atmospheric
scattering conditions such as fog and clouds [13].
The pulsed fiber-based wind lidar on the other hand, operates at
much longer ranges (up to 5-10 km), but it has relatively low wind
measurement repetition rates, due to the echo clearance time - the time,
it takes for a transmitted pulse to probe and clear the range. In the
commonly applied case of a time-matched 200 ns long sample and pulse
transmission time, resulting in an approximately 30 m range resolution,
the maximum achievable duty cycle for measurements at 3 km range is
1:50; hence utilizing only 2% of the pulsed wind lidar’s full capacity. A
comparison of the probe volumes of pulsed vs CW wind lidars has been
presented in [14].
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An alternative range resolved wind velocity sensing lidar has been
proposed, wherein a Frequency Stepped Pulse Train (FSPT) laser source
is used. This method encompasses the continuous measuring of the CW
lidar and the discrete range gating of pulsed lidar. Thus, range ambi-
guities can be avoided while maintaining a high duty cycle. The FSPT
laser source enables the system to continuously emit pulses, which due
to the frequency stepping maps the range gates into separate frequency
slots in the resulting power spectrum [15,16].
This thesis concerns itself with the realization of this proposal and an
appraisal of its feasibility. Noise issues have been studied and modeled -
as have signal strength, and the key aspects of a practically useful FSPT
lidar.
In the course of the project, a prototype has been developed and
as part of the project, the first proof-of-concept wind measurements
have been obtained. Methods for optimizing the setup are proposed,
discussed, and - where practical - implemented.
1.1 Thesis Structure
The Thesis consists of seven chapters organized as follows:
Chapter 2 - Introduction to the FSPT Lidar - introduces the coher-
ent Doppler lidar as a means to measure wind speed. Central concepts
are introduced and developed. On this basis, the concepts of a Fre-
quency Stepped Pulse Train (FSPT) modulated lidar is introduced and
its general practical setup explained.
Chapter 3 - Lightwave Synthesized Frequency Sweeper - describes
and analyzes the source of a frequency stepped pulse train. A Light Syn-
thesized Frequency Sweeper (LSFS) is introduced and discussed, along
with methods for practical setups. Furthermore, the necessary concepts
for modeling and analyzing the noise in the LSFS are developed.
Chapter 4 - Complex ABCD Model for Lidar Range Dependency
- describes the complex ABCD model for calculating the sensitivity of
lidar systems. The model includes both the spatial and temporal com-
ponents of the lidar system. It enables the description of both the range
dependency of the sensitivity as well as the effects on the frequency
spectrum.
Chapter 5 - Measurements of Spatial Resolution - shows measure-
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ments of the range dependency of a FSPT modulated lidar, along with
the mapping of range gates into frequency slots. The measured range
dependencies are correlated with the dependencies predicted by the com-
plex ABCD model developed in Chapter 4, thus evaluating the model.
Chapter 6 - FSPT Lidar Wind Speed Measurements and Dis-
cussion - shows the first proof of concept measurements of wind speed
using the FSPT modulated lidar. A discussion of the performance of
the FSPT lidar compared to CW and pulsed lidars is given, using the
combined knowledge from measurements and theory described in the
previous chapters. Finally further avenues for evolving the concepts are
discussed with pros and cons for each path.
Finally the thesis is summed up in a conclusion in Chapter 7.
Chapter 2
Introduction to the FSPT
Lidar
In this chapter a short introduction to the general term ”lidar” will
be given, followed by a description of the principles behind the Doppler
wind lidar, and lastly the Frequency Stepped Pulse Train (FSPT) modu-
lated lidar will be introduced. In this thesis the term lidar will generally
refer to Doppler wind lidar except for the following short introduction
and where it is otherwise stated.
Lidar (light detection and ranging), an acronym first introduced by
Middleton and Spilhaus in 1953 [17], is an umbrella term that covers a
wide range of applications. Common for the applications is the use of
an electromagnetic field in the optical range of ∼ 250 nm to ∼ 11 µm
for remote sensing [18]. The applications ranges from measurements of
car speeds, glacier growth, land elevation, concentration of atmospheric
gasses, particle concentration, temperature, to wind speed, etc [18–20].
The first attempts to use the lidar principle dates back to the 1930s
where powerful flashlights were used in attempts to determine the air
density profiles of the atmosphere and cloud base heights [21–26]. But
it was only after the invention of the laser in 1960 [27] that research into
lidar took off with the first publication of atmospheric observations with
a ruby laser by Fiocco and Smullin in 1963 [28]. Since then, many dif-
ferent types of lidar systems have been developed, ranging from simple
pulsed systems using time-of-flight measurements for detecting distance
or - if sufficient high pulse repetition rate is used - to determine the
Line-Of-Sight (LOS) speed of a moving object and on to more compli-
cated systems that measure properties such as power, frequency and
polarization of the backscattered light [29].
Since its discovery, lidar technology has been crucial to atmospheric
5
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research, from measuring global long term phenomena to local phenom-
ena on a timescale of seconds. Some of the different lidar systems used
to investigate the atmosphere are [18]:
 Elastic backscatter lidar, also known as Rayleigh-Mie lidar, where
presence and location of particles are measured by eleastic scat-
tering.
 Raman lidar which is used for measuring vibrational-rotational en-
ergy levels of molecules and thereby temperature and water vapor
concentrations.
 Differential-absorption lidar, also known as DIAL. Used for mea-
suring gas concentrations by comparing absorption of two laser
sources, one at an absorption line of the gas and one near the
absorption line.
 Resonance fluorescence lidar where absorption and re-emission of
light at the energy levels of atoms can be used to determine ex-
tremely low concentrations of ions in the upper atmosphere.
 Doppler lidar used for measuring wind speeds by measuring the
Doppler induced frequency shift generated by the relative LOS
speed of the scattering particles.
In recent years, especially the Doppler lidar technology has evolved
from being purely research based to now being integrated into the wind
industry where standards for power curve measurements and wind tur-
bine site assessments have been developed and where commercial com-
panies producing lidar anemometers exists [12,30,31].
2.1 Doppler Lidar
The Doppler lidar utilizes the optical field frequency shift induced by the
relative movement between emitter and receiver, the so called Doppler
effect, to measure the velocity of scattering objects. The Doppler effect
was first described by the Austrian physicist Christian Doppler (1803-
1853) for acoustic waves and relates the observed frequency shift of an
emitted wave to the relative velocity of the emitter and the receiver. For
light the frequency at the receiver ν is related to the emitted frequency
ν0 by
ν = ν0 − vlos/λ0, (2.1)
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where vlos is the LOS velocity of the object relative to the receiver and
the wavelength is λ0 = c/ν0, c being the speed of light. Positive vlos is
here defined as object moving away from receiver leading to a negative
shift in frequency, the so-called red shift.
The focus of this thesis is Doppler wind lidar systems for measuring
wind speeds in the atmosphere. The atmosphere in itself is not emitting
light and a source of illumination is therefore needed. The frequency of
the light at the scattering particles is therefore given by Eq. (2.1) and,
for elastic scattering, re-emitted at the same frequency. The frequency
at the receiver is thus shifted twice and given by
ν = ν0 + ∆ν = ν0 − 2vlos/λ0. (2.2)
Frequency
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Figure 2.1: Conceptual aerosol and molecular backscatter spectral dis-
tributions. Figure reproduced from [19].
When measuring wind speeds in the atmosphere it is important to
know what is being measured. The atmosphere is a collection of gasses
and particles and the wind speeds is a superposition of all the individ-
ual movements. The gas molecule movements are strongly dependent on
the temperature and move at random speeds and directions but with a
mean speed and direction which we define as the wind speed. Aerosols,
which here is used as a term for the collection of particles in the atmo-
sphere such as pollen, water droplets and dust, are much heavier than
the gas molecules but light enough to be moving with the average wind
speed. For Brownian motions the LOS velocity is Gaussian distributed
with a standard deviation of δvLOS =
√
kBT/m, kB = 1.380610
−23 J/K
is Boltzmann’s constant, T [K] is temperature, and m [kg] is mass [19].
From the conceptual spectral distribution of molecules and aerosols seen
in Figure 2.1 is can be seen that for precise measurements of the average
wind speed aerosol scattering is preferred. The velocity standard devia-
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tion for N2 is 298 m/s at T = 300 K whereas the deviation for aerosols
is of the order 1 mm/s.
2.1.1 Concept
Laser
v
Transmitter
Detector
Processing 
unit
Receiver
Figure 2.2: Schematic of basic components in a Doppler lidar setup.
In essence, a Doppler wind lidar consists of the five parts shown
in Figure 2.2. A laser, a transmitter telescope, a receiver telescope,
a detector, and a processing unit. Systems with separate transmitter
and receiver telescopes are referred to as bistatic whereas systems with
a single telescope, a so called transceiver, is called monostatic. The
advantage of the bistatic system is that the system only collects light
from the overlapping field of view volume of the transmitter and receiver.
Therefore highly spatially confined measurements can be achieved [32].
The disadvantages of the bistatic system is the difficulty of setting up
the telescopes to get good spatial overlap, which makes the bistatic
systems more cumbersome for practical use and sensitive to vibrations
[33]. Besides the practical disadvantages, the signal strength of the
bistatic system is less than that of a monostatic system [32], and most
Doppler wind lidar systems are therefore monostatic.
Laser
The first lasers used for research in relation to Doppler lidar were the
first available lasers HeNe and ruby lasers but by the mid-60s, with the
invention of the CO2 laser, this became the laser of choice [19]. The
advantages of the CO2 over other lasers at the time was its energy ef-
ficiency, ability to produce light with a stable single frequency, its high
atmosphere transmission, the relative eye safety at the high wavelength,
and the ability to operate both in the CW and pulsed mode. The ad-
vantages and disadvantages of pulsed and CW systems will be discussed
in 2.1.4. By the 80s, solid state diode pumped lasers were introduced,
which brought a significant improvement in efficiency, size, and oper-
ational lifetime compared to CO2 lasers [19]. The solid state diode
pumped lasers opened a wider range of available wavelengths and made
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measurements with higher atmosphere transmission and better range
resolution possible.
In resent years fiber lasers have been dominating the Doppler li-
dar field, especially for commercial systems [34–37]. The main drive
behind this has been price and compact robust designs that can work
without supervision for longer periods of time. The development of
fiber lasers have been driven by the telecommunications industry and
a wide variety of components are therefore now off-the-shelf products
which greatly reduces the price. The low fiber loss at wavelengths of
1.55 µm [38] and the availability of Erbium Dopped Fiber Amplifiers
(EDFA) makes this wavelength a good choice. Furthermore, for the
short to mid range lidars measuring up to a few hundred meters, it has
been shown to be a good compromise between aerosol scattering and at-
mosphere transmission while remaining in the high eye safety range [39].
The atmosphere transmission generally increases with wavelength with
the exception of absorption bands, e.g. at 1400 nm and 1900 nm [39],
whereas the scattering strength of aerosols depends on the wavelength as
λx for x between −2 and 1 [18]. Another important factor is the aerosol-
to-molecular backscatter relation as illustrated in Figure 2.1. For precise
wind speed measurements the backscattering needs to be dominated by
areosols. Molecules scatter in the Rayleigh regime, which has a wave-
length dependency of λ−4, which means that long wavelengths favors
aerosols [18].
Semiconductor lasers have been demonstrated as a source in lidar
systems [40] and a commercial system using semiconductor lasers are in
developed [41]. Again the drive for changing to this type of laser has
been price. The main challenges for the semiconductor lasers are the
coherence length of the light. For a laser with a wavelength of 1.55 µm
the corresponding frequency is 193 THz. The frequency change ∆ν
from wind speeds, as seen from Eq. (2.2), will be in the MHz range,
corresponding to changes between 0.1 to 0.2 ppm. So far, the fiber lasers
are superior: commercial lasers with a linewidth in the Hz range are
available [42], whereas semiconductor lasers have only recently achieved
KHz linewidth.
Detection methods
Two types of detection are used for Doppler wind lidar: direct detec-
tion and coherent detection. As the name implies, direct detection is a
direct measurement of the frequency shift. This can be achieved by dif-
ferent methods such as multichannel spectrometer making least-squares
Gaussian fit to Rayleigh spectrum and estimating Doppler shift [18],
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Fabry-Perot interferometers measuring difference in edge power on each
side of Rayleigh spectrum [43–46] or scanning Fabry-Perot interferom-
eters [47]. Most of the direct detection methods rely on the Rayleigh
spectrum of the molecular scattering. This makes them favorable for
measurements in the far regions of the atmosphere such as the tropo-
sphere and stratosphere where very low or no concentration of aerosols
are found [18].
Coherent detection utilizes heterodyne detection which is the non-
linear mixing of an optical signal carrying field with a reference field or
so called ”Local Oscillator” (LO). The outcome of this mixing is an os-
cillating current with the frequency of the frequency difference between
the two fields. By using a LO field with frequencies close to that of the
signal field, small variations in the signal carrying field frequency can
then be observed. Different types of detection schemes exists, e.g. sim-
ple mixing on a single detector, balanced detectors, and in-phase and
quadrature detection [48,49], but all of these build on the same principle.
One advantage of the coherent detection method is that signal process-
ing equipment can measure the small frequency changes in the range
of MHz without having to cover the optical range of hundreds of THz,
making precise wind speed measurements possible. Another advantage
is the amplification of the signal by the LO field strength, which makes
detection of very weak signal fields possible [18,19]. The disadvantage of
the coherent detection is the narrow bandwidth of photodetectors which
limits the lidar to aerosol detection and thereby inhibits it from use in
the far regions of the atmosphere. In the lower atmosphere though, the
coherent detection is superior in wind speed precision and detection ef-
ficiency. In this thesis, the focus is primarily on wind measurement for
the wind industry and the focus is therefore on the coherent detection
Doppler wind lidar.
2.1.2 Heterodyne Detection
IPC
D
e
te
c
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r
Figure 2.3: Schematic drawing of heterodyne detection. The incoming
signal carrying field US and LO field ULO are mixed onto a detector
generating the photocurrent IPC
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A schematic drawing of heterodyne detection is seen in Figure 2.3.
The signal carrying field US(r, t) is mixed with the LO filled ULO(r, t)
onto the detector such that the total field is given by
U(r, t) = ULO(r, t) + US(r, t). (2.3)
The photocurrent IPC [A] from the detector, generated by the total field
U(r, t), is [50, 51]
IPC(t) = GDeη
∫
D
dr |U(r, t)|2 , (2.4)
where it has been assumed that the detector has uniform quantum ef-
ficiency η [electrons/photon] over the detector area D. GD is the di-
mensionless amplifier gain of the detector, e = 1.602 × 10−19 C and
the optical field intensity |U(r, t)|2 is defined by the number of photons
per s×m2. By substitution Eq. (2.3) into (2.4) three current terms are
generated
IPC(t) = ILO(t) + IS(t) + iS(t). (2.5)
The current generated from the mixing of the LO field with itself is given
by
ILO(t) = GDeη
∫
D
dr |ULO(r, t)|2 , (2.6)
which will be a Direct Current (DC) in the case of no optical noise
i.e. no Relative Intensity Noise (RIN) and no Amplifier Spontaneous
Emission (ASE). The mixing of the LO field is here including mixing of
the LO field with delayed reflections of itself which has been shown to
be a problem in some lidar designs [52]. The current generated from the
mixing of the signal field with itself is likewise given by
IS(t) = GDeη
∫
D
dr |US(r, t)|2 , (2.7)
which for most systems will be small compared to the LO mixing com-
ponent ILO(t) and the signal current iS(t) and can therefore be ignored.
The final term is the signal current in which the signal carrying field
and the LO field is mixed to produce
iS(t) = 2GDeη<
{∫
D
drUs(r, t)U
∗
LO(r, t)
}
. (2.8)
For signal carrying field and LO field - each with a carrier component of
exp(−j2piνSt− jθS) and exp(−j2piνLOt− jθLO) respectively - the signal
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current will be oscillating with the frequency difference of ∆ν = νS−νLO
and phase of ∆θ = θS−θLO, which means that iS(t) ∝ cos(2pi∆νt+∆θ).
The frequency difference ∆ν can therefore be measured and then related
to the LOS wind speed by Eq. (2.2).
Carrier-to-Noise Ratio
For atmospheric wind measurement iS is weak and it is therefore of inter-
est to look at the variance of the total current of the system
〈
Itot(t)
2
〉−
〈Itot(t)〉2. 〈〉 denotes the ensemble average (or time average for an er-
godic process). The square of the mean 〈Itot(t)〉2 is the DC level of the
current, which for the signal power is zero 〈iS(t)〉2 = 0. The DC level
of the other terms are usually filtered out by a high pass filter and is
therefore neglected. The averaged squared current is proportional to
the power and it is the relation between the signal power and the noise
power that is relevant for determining the quality of a lidar system. A
figure of merit often used in the lidar terminology is the Carrier-to-Noise
Ratio (CNR) where the variance of the signal current is compared to the
variance of the noise elements [19]
CNR =
〈
iS(t)
2
〉
〈IN (t)2〉 . (2.9)
Here
〈
IN (t)
2
〉
is the combined noise variance of all the noise components.
The velocity estimation accuracy is directly related to the CNR, and
CNR values of different system can therefore be used to evaluate the
quality of the system [19]. Two types of CNR is often referred to as the
broad band CNR and the narrow band or match-filter CNR. The broad
band CNR is defined as the total signal power in the detected frequency
range divided by the total noise power in the same frequency range.
The frequency range is here often limited by a band pass filter removing
DC values and high frequency components. The narrow band CNR is
defined as the total signal power divided by the power of the noise in
the same frequency range covered by the signal. The frequency band of
the signal, which can be described by the inverse of the signal coherence
time, is determined by multiple factors. It is affected by measuring time,
laser pulse duration, movements of the laser beam, and turbulent wind
conditions. For most CW systems the frequency broadening of the signal
is dominated by turbulent wind conditions, whereas for pulsed systems
using short pulses it will be dominated by the pulse duration [53].
The CNR value does not include information of the frequency shift
[51] as can be seen from inserting the complex fields:
US(r, t) = uS(r, t) exp (−j2piνSt− jθS)
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and
ULO(r, t) = uLO(r, t) exp (−j2piνLOt− jθLO) ,
here uS(r, t) and uLO(r, t) are the slowly varying envelope functions,
into Eq. (2.8)
iS(t) = GDeη
∫
D
dr
× [uS(r, t)u∗LO(r, t) exp (−j2pi∆νt− j∆θ)
+u∗S(r, t)uLO(r, t) exp (j2pi∆νt+ j∆θ)] , (2.10)
here using the complex representation. ∆ν and ∆θ are the frequency
and phase difference between the LO and signal field. The ensemble
averaged power is then given by
〈
iS(t)
2
〉
= G2De
2η2
∫
D
dr1
∫
D
dr2
×〈[uS(r1, t)u∗LO(r1, t)u∗S(r2, t)uLO(r2, t)
+uS(r2, t)u
∗
LO(r2, t)u
∗
S(r1, t)uLO(r1, t)
+uS(r1, t)u
∗
LO(r1, t)uS(r2, t)u
∗
LO(r2, t)
× exp (−j4pi∆νt− j2∆θ) + u∗S(r1, t)uLO(r1, t)
× u∗S(r2, t)uLO(r2, t) exp (j4pi∆νt+ j2∆θ)]〉 . (2.11)
The first two terms are equal and due to ensemble averaging the last
two terms are zero. The ensemble averaged power is therefore
〈
iS(t)
2
〉
= 2G2De
2η2
∫
D
dr1
∫
D
dr2
×〈uS(r1, t)u∗S(r2, t)u∗LO(r1, t)uLO(r2, t)〉 , (2.12)
which has no dependency on the frequency difference and therefore no
information on the LOS wind speed.
In order to measure the frequency difference, it is necessary to per-
form a spectral analysis of the detector current. This is typically done
by calculating the Power Spectral Density (PSD) of the current and
identifying the signal frequency component. In practice this is done by
taking the absolute square of the Fourier transform of the current and
averaging it over a number of measurements [54]. The averaged PSD
can be related to CNR by integrating the signal PSD and dividing by
the integration of the noise PSD. For broad band CNR the integration is
over all detected frequencies and for narrow band CNR the integration
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is limited to the signal width.
CNR =
∫
B dν
〈
|F(iS(t))|2
〉
∫
B dν
〈
|F(IN (t))|2
〉 , (2.13)
where F is the Fourier transform with respect to time.
Noise
The noise current, IN (t), used in the CNR calculations includes multiple
contributions. The total detector current, Itot(t), includes dark noise
(electrical noise) IDN (t), and quantum mechanical Shot-Noise ISN (t)
besides the photocurrent. The total current from a photodetector is
therefore given by
Itot(t) = IPC(t) + IDN (t) + ISN (t). (2.14)
It is here assumed that noise elements are additive white noise and are
uncorrelated to the signal and each other. The noise power is therefore
given by〈|IN (t)|2〉 = 〈|ILO(t)|2〉+ 〈|IDN (t)|2〉+ 〈|ISN (t)|2〉 , (2.15)
here ignoring the small noise contribution from the signal carrying field〈|IS(t)|2〉 .
The shot-noise is proportional to the optical power on the detector
[55,56]
〈|ISN (t)|2〉 = 2G2De2ηBPLO(t)hν , (2.16)
where B is the frequency bandwidth, the optical LO power is defined
as PLO(t) = hν
∫
D dr |ULO(r, t)|2, h being Planck’s constant, and the
signal carrying field power is neglected. The dark noise is noise originat-
ing from the electronics in the detector and amplifier and is therefore
independent of the optical power. For convenience of comparison the
dark noise power can be given in terms of noise equivalent power PNEP
as [53]
〈|IDN (t)|2〉 = 2G2De2ηBPNEPhν . (2.17)
Ideally the LO power term,
〈|ILO(t)|2〉, is a DC term and can there-
fore be removed by high pass filters, but in the case of RIN, ASE noise,
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or other optical noise elements this is no longer true. The optical noise
is complex and is in some cases, such as the RIN, not white noise, but
a simplified representation can be written as
〈|ILO(t)|2〉 = 2G2De2η2BP 2LOαh2ν2 , (2.18)
where αPLO is the optical noise power spectral density.
When comparing the noise terms shown in Eq. (2.16), (2.17), and
(2.18) with the signal term of Eq. (2.12), it is seen that the optimum
CNR is obtained when the dominant noise factor is the shot-noise. Sys-
tems where this is achieved are referred to as shot-noise limited. To
obtain a shot-noise limited system, the optical LO power should be as
close to the detector saturation limit as possible so that PLO(t) PNEP
- and at the same time the optical noise should be minimized.
2.1.3 Wind Speed Precision
The CNR as a system parameter is of interest, since it is one of the
limiting factors in wind speed precision of a lidar system. From [57,58]
it has been shown that the best possible wind speed precision of a lidar
system is given by the Carmer-Rao Lower Bound (CRLB)
σcrlb =
√
2
λ
2τ
√
1 + CNR√
NCNR
, (2.19)
N being the number of averages used for the measurement and the
correlation time defined by the bandwidth of CNR, τ = 1/B. This limit
is the best case scenario limit assuming infinite correlation time of the
signal. In actual lidars, the wind speed precision is also limited by the
atmospheric correlation time, τc, and this lower limit is given by [59,60]
σsat =
λ
8piτc
√
N
. (2.20)
The atmospheric correlation time has been measured in the lower at-
mosphere to be in the order of 1 µs but this highly depends on the at-
mospheric conditions at the time of measurement [61]. The wind speed
precision limit of a lidar system is therefore
σv =
√
σ2crlb + σ
2
sat . (2.21)
The wind speed precision improves with the inverse of the square root of
the number of averages used in a measurement, but as shown in Figure
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2.4 it has three different regimes in which it improves with CNR: In the
low CNR regime, the wind speed precision improves with 1/CNR, in
the medium CNR range it improves with the 1/
√
CNR and in the high
CNR range it is independent of CNR.
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Figure 2.4: Wind speed precision as a function of CNR for 100 averaged
spectra (blue) and 10000 averaged spectra (green). The dashed lines
represents the three regimes of the wind speed precision with respect to
CNR. Figure reproduced from [59].
Pulsed lidar systems usually operate in the low CNR regime and
therefore need a higher number of averaging than the CW lidar sys-
tems, which operate in the medium to high CNR regimes, in order to
achieve the same wind speed precision. In addition to this, the CW
system is continuously measuring which enables a high number of in-
dividual spectra to be generated per second compared with the pulsed
system where the number of individual spectra are limited by the pulse
repetition rate. The pulse repetition rate together with the increased
number of averages for the pulsed lidar generally means that the CW
lidar has a much faster measuring time than the pulsed lidar.
2.1.4 Wind Speed Measurement
Doppler wind lidars as presented so far only measure LOS wind speed:
for the full wind vector, multiple measurements must be performed. Two
of the schemes for obtaining the full wind vector are conical scan, where
a velocity azimuth display is generated, and the orthogonal frame, where
the LOS are measured in four directions to generate the full wind speed
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vector [53, 54]. A schematic drawing of the two types of scans is shown
in Figure 2.5.
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Figure 2.5: Schematic drawing of three types of wind vector scans.
Conical scan (left), orthogonal frame (center), and multiple lidar setup
(right).
A common trait of both types of scans is that it is assumed that
the wind speed is homogeneous over the points in space being probed
and varies slowly, compared to the measuring time. This assumption
might break down if the air flow is turbulent [53]. In the case of com-
plex terrain, where this assumption is not valid, precise measurements
can still be achieved, provided that proper knowledge and model of the
terrain is available. Alternatively multiple lidars can be used to mea-
sure in the same area from multiple angles, as shown in Figure 2.5, and
thereby achieving the full wind vector, but at the cost of complexity of
the system [62].
Measuring Speed, Distance, and Probe Length
The two different systems described so far, CW and pulsed lidar, both
have advantages and disadvantages with regard to wind speed mea-
surements, depending on the requirement of the measurement. For the
purpose of comparison, three parameters of importance are measuring
speed, measuring distance, and the probe length. The measuring speed
is the speed at which a single wind speed measurement can be obtained,
the measuring distance is the distance at which the maximal signal is
reflected assuming homogeneously reflecting atmosphere, and the probe
length is the Full Width at Half Maximum (FWHM) distance range
from which most of the reflected signal power is originating.
The CW systems are continuously measuring and the measuring
speed is therefore only limited by the number of averages, needed for
sufficient velocity precision, multiplied by the integration time of the
Fourier transform. The measuring distance of CW systems is defined
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by the focus of the telescope and changing of this therefore needs me-
chanical movement. The mechanical movement is relative slow and can
therefore limit the measuring speed if multiple distances are required.
The probe length of the CW lidars is limited by how tight a focus the
telescope produces and will change with the measuring distance as illus-
trated in Figure 2.6a. As can be seen from the figure, the probe length
increases with measuring distance which normally is undesirable. It can
also be seen that the signal originates from all distances no matter the
focus, though only weakly at distances far from the measuring distance.
This can lead to range ambiguity if the case of strong variance in the
atmospheric scattering conditions such as fog, smog, and clouds, where
the reflection from a cloud far from the measuring distance might be
stronger than that at the measuring distance [13].
The measuring speed of the pulsed systems are limited by the pulse
repetition rate, which in turn is limited by the maximum reflection dis-
tance, and the number of averages, needed for sufficient velocity preci-
sion. If the pulse repetition rate is to high, signal returns from multiple
distances may occur resulting in range ambiguity and faulty measure-
ments. The measuring distance of the pulsed systems is defined by the
time delay between emission of the optical pulse and the measurement.
This allows for multiple measuring distances per pulse without any me-
chanical changes and thus improving the overall measuring speed at
multiple distances. The probe length for the pulsed system is defined
by the pulse duration and integration time of the Fourier transform
and is therefore constant regardless of measuring distance as illustrated
in Figure 2.6b. Even so, the minimum probe length is limited by the
Fourier transform integration time, which is limited by spectral broad-
ening of the signal. As seen from Eq. (2.19) spectral broadening leads
to inaccuracy in determining the wind speed.
To summarize, CW systems are generally faster than pulsed systems
and can produce shorter probe lengths at short measuring distances,
whereas pulsed systems generally are without range ambiguity, have
constant probe lengths regardless of measuring distance, and are able to
make measurements at multiple distances simultaneously.
2.2 Frequency stepped pulse train modulated
lidar
The FSPT modulated lidar system is a coherent Doppler wind lidar
system that combines the high measuring rate of the CW lidar systems
with the limiting probe length of a pulsed lidar system. The FSPT
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Figure 2.6: Illustration of the signal strength dependency on distance
with the measuring distance indicated by asterisks and probe length
indicated with lines above. (a) For a CW lidar system. (b) For a pulsed
lidar system.
lidar originates from Petter Lindelo¨ws work on frequency modulated
systems for minimizing range ambiguity of CW lidar systems. In this
work it is concluded that continuous frequency sweeping systems, such
as those known from radar systems, can not be used on diffuse targets,
such as the atmosphere, since irresolvable range-Doppler ambiguities
will arise [29]. To circumvent the range-Doppler ambiguities of the con-
tinuous frequency swiping the frequency stepping of the FSPT lidar was
invented. The concept was first presented in [15] and the first proof-
of-concept was presented in [16] for hard target measurements. Further
work on a prototype has been presented in [63] and first proof-of-concept
measurements in the atmosphere were presented in [64] with improved
measurements presented in [65].
In Lindelo¨w’s thesis [29], an analysis of the expected properties of
the system has been given. The FSPT lidar was shown as potentially
having the same high measuring speed as the CW lidar but without
the range ambiguity and varying probe length. The probe length would
be limited by the pulse duration in the same manner as a pulsed lidar
but without the limitations to the measuring speed due to slow pulse
repetition rate.
In this section, an overall description of the principle and setup of the
FSPT lidar will be given as an introduction. The means for generating
the FSPT will be discussed in Chapter 3 and a thorough analysis and
discussion of signal strength and probe length will be given in Chapter
4.
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2.2.1 Frequency stepped pulse train
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Figure 2.7: Diagram of the FSPT. The FSPT consists of consecutive
single frequency laser pulses with a discrete frequency step ∆ν between
each pulse. Tpulse is the pulse duration and Tinter is the inter-pulse
duration.
The FSPT refers to the light source used in the lidar. The FSPT
is a pulsed light source where each pulse is shifted in frequency by a
fixed amount ∆ν as shown in Figure 2.7. The pulse train consists of
Npulse pulses of time duration Tpulse with a inter-pulse duration of Tinter.
Ideally, Tinter and the time delay between pulse trains Tinter,train are
0 s, such that a continuous emission is achieved, thereby gaining the
desired properties of the CW lidar. Even when continuous emission is
used, pulses are separated by the frequency stepping and the system
thereby achieves the probe length limitation of the pulsed lidar. It is
here noted that the frequency shift is in the MHz range and even pulse
trains of thousand pulses change less than 1 nm in wavelength between
first and last pulse for fiber lasers with wavelength at the 1.5 µm rage.
For all practical purposes, when designing the optical components of a
FSPT modulated lidar, the wavelength can therefore be seen as constant
throughout the pulse train.
2.2.2 Working principles
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Figure 2.8: Schematic drawing of the FSPT modulated lidar setup.
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The working principle of the FSPT lidar system is similar to that of
the CW and pulsed lidar systems in that it uses heterodyne detection.
As seen from Figure 2.8, the FSPT source is used both as the emitted
field and LO field. The emitted FSPT field is reflected from multiple
distances in the atmosphere and is, as such, delayed corresponding to the
time of flight of the light from the telescope to the reflection point and
back to the telescope in the same manner as a pulsed lidar system. The
difference from a pulsed lidar originates from the frequency stepping. If
the time delay between LO field and reflected field is more than a pulse,
this will result in a frequency shift in addition to the Doppler shift. By
knowing the pulse duration and frequency shift this enables a mapping
of different frequencies into measurements at different distances, from
here on out referred to as mapping from frequency slots to range gates.
2.2.3 Range gates and frequency slots
The mapping of measuring distance into frequencies is illustrated in
Figure 2.9. This mapping is discrete and is therefore named as range
gates and frequency slots. The limits of the frequency slots are defined
by the frequency shift ∆ν of the FSPT and given by
νn =
(
n− 3
2
)
∆ν
ν ′n =
(
n− 1
2
)
∆ν = νn + ∆ν , (2.22)
where νn and ν
′
n are the lower and upper frequency limits of the fre-
quency slot, respectively. The corresponding range gates are defined by
the pulse duration Tpulse and inter-pulse duration Tinter and are in this
simplified description extending from zn to z
′
n described by [16]
zn = [Tdelay + (n− 2)Tpulse + (n− 1)Tinter] c
2
z′n = [Tdelay + nTpulse + (n− 1)Tinter]
c
2
= zn + cTpulse . (2.23)
Tdelay is here the time delay of the LO as illustrated in Figure 2.8. A
time delay of the LO field results in a shift in the range gate position
as seen from Eq. (2.23), whereas a change in pulse duration results in
change in the range gate length. Changes in inter-pulse duration will
result in change in the range gate overlaps.
When analyzing the measured spectrum, the frequency shift in the
nth frequency slot is found by
νwind,n = νD(zn : z
′
n) + (n− 1) ∆ν , (2.24)
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Figure 2.9: Top panel: Time-space representation of the reflected field
received by a FSPT modulated lidar. Range gates are defined by the
interaction time between pulses of the LO and reflected pulses, both
governed by the pulse duration Tpulse and inter-pulse seperation Tinter,
and the speed of light. Middle panel: Representation of LO in the
same time frame as the time-space representation. Bottom panel: Time-
frequency representation of the heterodyne signal generated by a photo
detector. The frequency slot n contains Doppler shifted frequencies from
range gate i plus a frequency shift (n− 1)∆ν.
where νD(zn : z
′
n) is the Doppler shift from the n
th range gate. The
LOS speed in range gate i is therefore given by
VLOS,n =
λ
2
(νwind,n − (n− 1) ∆ν) . (2.25)
For this to be true, ∆ν needs to be large enough to cover the wind speed
frequency range so that no wind speeds result in Doppler shift larger
than ∆ν/2. It is also a requirement that the number of pulses in a pulse
train is large enough to avoid reflections from last pulse in the previous
train to create signal in the next train; similar to the requirement to
the pulse repetition rate of a pulsed lidar system. As can be seen from
Eq. (2.24), an added feature of the FSTP lidar setup is the directionality
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measurement of the LOS speed since both positive and negative Doppler
shifts can be measured in the positive frequency range for all range gates
except for the first.
2.2.4 Lidar setup
For practical uses of the FSPT modulated lidar, as in the case of com-
mercialization, it is necessary for the system to be eye safe, robust,
relatively cheap, and accurate. As described in Section 2.1.1, the obvi-
ous choice was therefore an optical fiber based monostatic system with
light emission in the 1.5 µm wavelength range.
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Figure 2.10: Schematic drawing of the FSPT modulated lidar setup.
The FSPT is amplified by an EDFA. The amplified FSPT is sent into a
telescope through a circulator and transmitted onto the target. A weak
reflection at the circulators fiber end-facet simultaneously generates the
LO field. The backscattered light is received by the telescope and trans-
mitted together with the LO to a photo detector through the circulator.
The heterodyne signal from the photo detector is filtered by a band pass
filter, to avoid aliasing and remove DC components, before it is sam-
pled by a digitizer and processed by cutting the time series into short
sequences that each is Fourier transformed by a DFT and then averaged
and divided by the averaged noise spectrum for signal processing.
Figure 2.10 shows a schematic drawing of the experimental setup
used in this project. The FSPT lidar consists of three main parts, an
optical part, an analog electrical part, and a digital electrical part.
The optical part consists of a FSPT source, an EDFA for amplifying
the outgoing field, a circulator, and a telescope for transmission and
reception. The telescope consists of a lens with a focal length of 0.20 m
and a circular hard aperture with a diameter of 3′′ and has a variable
focus length controlled by the position of the fiber end with respect to
the lens. The LO field is generated as a reflection at the fiber end-facet
of the circulator and is sent back through the circulator and onto the
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detector together with the collected light in a self-heterodyne detection
scheme. LO field is therefore a copy of the signal carrying field with-
out a time delay. A good spatial overlap between the LO field and the
received field are thus achieved. The Fresnel reflection from the end-
facet also ensures that the polarization is maintained, assuming that
the reflection from the atmosphere is polarization maintaining. This is
a reasonable assumption since little or no change to polarization occurs
from homogeneous spherical particles such as aerosols [18]. Spatial over-
lap between fields is included in Eq. (2.8), but polarization states are
not. Polarization states reduce signal strenght by a factor of cos(θ) [66].
θ is the angular difference between LO and signal field polarization.
The electrical part consists of an Alternating Current (AC) cou-
pled detector that generates the self heterodyne electrical signal, a elec-
trical Band-Pass Filter (BPF) for removing DC components and high
frequency components and thereby avoiding aliasing, and an 8 bit dig-
itizer that converts the analog signal to digital with a sampling rate of
400 MS/s.
The digital part processes the time signal into an averaged power
spectrum where each individual power spectrum is calculated using a
Discrete Fourier Transform (DFT). The averaged signal power spectrum
is compensated for the noise in the system by dividing the averaged
signal power spectrum by a similarly calculated noise spectrum. The
noise spectrum is measured in the same way as the signal spectrum but
with a shutter in front of the telescope such that no back reflected light
is collected.
2.3 Summary
In this chapter a short introduction to the general term lidar has been
given followed by a description of the principles behind the Doppler
wind lidar. In Section 2.1.1 the working principle of the Doppler wind
lidar as well as a short discussion of the choice of laser and detection
method is given. In Section 2.1.2 heterodyne detection is described
along with CNR and lidar noise terms. The implications of CNR on the
wind speed precision is discussed in Section 2.1.3, followed by an intro-
duction to measuring methods and the definition of measuring speed,
measuring distance and probe length. Lastly the FSPT modulated co-
herent Doppler wind lidar is introduced in Section 2.2 together with the
definition of range gates and frequency slots.
Chapter 3
Lightwave Synthesized
Frequency Sweeper
In this chapter, the FSPT source of the FSPT modulated lidar will
be introduced and analyzed. Different types of FSPT sources exists
but for a reliable, fiber based, and stable source, with narrow band
frequencies, the Lightwave Synthesized Frequency Sweeper (LSFS) is
the best choise [29]. An introduction to the LFSF, used in this thesis,
will be given together with a discussion of the pros and cons of using a
LSFS as a source. A model of the LSFS will be described and compared
to measurements with a special focus on the noise generation in the
LSFS.
3.1 Intoduction
The concept behind the LSFS system was first explained by P. Cop-
pin and T. G. Hodgkinson [67, 68] in 1990. Since then a number of
publications have been written investigating the potential applications
of the LSFS, this including Wavelength-Division Multiplexing (WDM)
systems [69], Optical Coherence Tomography [70], chromatic dispersion
measurements [71], and, of course, for use in remote sensing [15]. The
main focus of the publications has been on the WDM and the use in the
telecommunication industry where stable FSPT sources sweeping over
a broad spectrum is sought for.
A block diagram of the LSFS setup described by P. Coppin and T.
G. Hodgkinson [68] can be seen in Figure 3.1. It shows the fundamental
principles of the setup that all later LSFS experiments have used. The
initial pulse is generated by the amplitude modulator and is then coupled
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into a ring through a coupler. The pulse then circulates through the ring,
shifting frequency, and generating a pulse in the pulse train for each
circulation. The time between each pulse is governed by the circulation
time of the ring, set by the delay. The amplifier in the ring balances out
the inherent loss in the ring. Polarization Controllers (PC) are used for
optimizing the polarization states.
Figure 3.1: Schematic illustration of the LSFS setup as described by P.
Coppin and T. G. Hodgkinson [68]. Top insets illustrate initial pulse
(left) and generated pulse train (right).
In this configuration the limitation on the pulse train length is the
growth of noise in the ring. The noise power will eventually surpass the
pulse power and result in a wavelength-swept fiber laser as described
in [72]. Methods for minimizing the noise, maximizing the frequency
sweep range and, optimizing the output power stability have therefore
been investigated. Limiting the amplifier noise by introducing a BPF
into the ring has been investigated by [73]. Since the frequency of the
pulse eventually is shifted out of the filter range this is then the limiting
factor of the maximum pulse-number in the pulse-train. A solution
to this limitation was proposed by H. Takesue et al. [74]. By using a
sweeping BPF and letting this sweep along the signal pulse frequency
this drastically enhanced the maximum length of the pulse-train. In
addition to these efforts to achieve longer pulse-trains, investigations
into gaining broader frequency span of the pulse-train and long term
stability have been made. Pulse-trains with a frequency span of more
than 1 THz have been achieved by using acousto-optic frequency shifter
with a frequency shift of up to 1 GHz [75], and stability of the FSPT
over several hours have been reported.
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Most investigations on the LSFS have been done with an EDFA
as the ring amplifier and at wavelengths in the 1.55µm range. But
also investigations into the use of different types of amplifiers such as
semiconductor optical amplifiers and Ytterbium doped fibre amplifiers
and their influence in the behavior of the FSPT have been published
[76,77]. An investigation into the use of a Raman amplifier in the LSFS
in collaboration with Anders Tegtmeier Pedersen lead to the publication
[63] and additional information on the subject can be found in the thesis
[52].
3.2 LSFS Setup
As mentioned in Section 2.2.4 the FSPT source in the FSPT modulated
lidar should be fiber based and operation in the wavelength range of
1.5 µm where high quality optical components, including fibres, lasers,
and amplifiers, at these wavelengths are readily available owing to their
use within the optical communication industry. Most LSFSs reported in
the literature operate at telecom wavelengths, i.e. around 1550 nm, and
rely on an Acousto-Optic Modulator (AOM) as both frequency transla-
tor and amplitude modulator. The reason for this is that AOMs have
a high extinction ratio, typically exceeding 50 dB and provide a high-
precision frequency shift. The frequency shift induced by an AOM, is
often of the order of tens to a few hundreds of megahertz which is very
small compared to the approximately 193 THz carrier frequency of a
C-band laser but fits well with the FSPT lidar system.
Figure 3.2 shows a schematic drawing of the LSFS setup used in
this thesis. A narrow line-width fiber laser emitting at a wavelength of
1548 nm seeds the fiber loop with a square pulse modulated through an
AOM. In the fiber loop the pulse is amplified sufficiently by the EDFA to
exactly compensate for the losses in the loop. The optical BPF limits the
amplified spontaneous emission generated in the amplifier. The AOM,
in the loop, induces the frequency shift ∆ν of 40 MHz to the pulse each
time it passes. The loop AOM is also used to control the total duration
of the FSPT. A single-mode transmission fiber is used to control the
length of the LSFS loop. It is the length of the loop that determines
the pulse repetition rate in the FSPT. In this setup a loop length of
∼ 250 m is used, which gives a pulse to pulse time of 1.234 µs. The seed
pulse duration, controlled by the seed AOM, is 1.23 µs, which generates
a quasi continuous signal with a minimum of down time between the
pulses. The polarization controllers and the polarizer is used to ensure a
constant polarization of the signal and minimize polarization dependent
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Figure 3.2: Schematic of the LSFS setup. A seed pulse is generated by
modulation of the CW laser light by the seed AOM. Half of the seed
pulse is coupled into the loop by a 50/50 coupler and half is coupled out
of the LSFS through the polarizer as the first pulse in the FSPT. The
pulse then circulates the ring and each time generates the next pulse
in the FSPT delayed by the translation time of the loop compared to
the previous pulse and frequency shifted ∆f . The loop AOM induces
the frequency shift as well as controls the total FSPT duration. The
EDFA compensates for losses in the loop and the BPF minimizes noise
growth. The pulse repetition rate is governed by the loop length ad-
justable by the length of the Single-Mode (SM) transmission fiber. The
Polarization Controller (PC) is used to compensate for the polarization
change through the ring and the polarizer is ensuring a constant output
polarization for all pulses.
loss in the loop.
A measurement in time of a FSPT of 20 pulses generated by the
LSFS can be seen in Figure 3.3. The pulse repetition rate and length
was chosen for convenience of testing the system. From Eq. (2.23) this
pulse duration generates range gates of 369 m which is longer than de-
sired for wind speed measurements but practical for testing purposes.
The variation in power is small and it is possible to repeatably gener-
ate identically pulse-trains. The small variation in power from the first
pulse to the second pulse originates from the use of a not ideal 3 dB
splitter whereas the power variations between every other pulse origi-
nates from polarization dependent loss and is minimized by adjusting
the polarization controllers.
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Figure 3.3: A Measurement in time of a FSPT of 20 pulses generated
by the LSFS.
3.2.1 Frequency Shift
The frequency stability and line-width of the LSFS was investigated by
A. T. Pedersen and published in [78]. In this investigation heterodyne
measurements were conducted using a balanced photo detector, a Elec-
trical Spectrum Analyzer (ESA) and an 11 km single-mode fiber as delay
line. This setup made it possible to measure the spectral components
of the individual pulses in the FSPT. Figure 3.4 shows the spectrum
of the eleventh pulse in the pulse train measured from 10 MHz to 640
MHz with a resolution bandwidth of 390 kHz. The main peak is readily
seen at 440.0 MHz, in excellent agreement with eleven frequency shifts
of 40 MHz. The line width of the main frequency at 440.0 MHz is very
narrow with a 3 dB width less than the resolution bandwidth of the
measurement, and simmilar to the line width of the seed laser used in
the LSFS. This shows that the AOM does not induce any significant
frequency broadening to the line-width.
Besides the main peak at 440.0 MHz, the measurements shows ad-
ditional narrow peaks at multiples of 40 MHz indicated by asterisks
and weaker broad peaks indicated by circles. The weak broad peaks
are well described by the interaction between the propagating light and
shear mode of the Brillouin scattering in the 11 km long single mode
fiber [78]. Since the LSFS used in the FSPT lidar uses a much shorter
delay-line, this weak interaction is negligible. The narrow peaks at mul-
tiples of 40 MHz originates from leakages of non-shifted and doubles
shifted light through the AOM.
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Figure 3.4: Spectrum of the eleventh pulse. The main peak at 440 MHz
is clearly visible, but so are a number of other peaks due to non- or
double shifted light a integer multiples of 40 MHz. Figure reproduced
from [78]
Acousto-optic modulator
In order to understand this leakages of non-shifted and doubles shifted
light through the AOM, a short introduction of the AOM will be given
here. The AOM, as the name implies, induces the frequency shift in the
LSFS via the use of acoustic waves that modulates the refractive index
of a transparent medium [79, 80]. Figure 3.5 illustrates the underlying
principle of the AOM functionality.
A piezo-electric transducer generates high frequency acoustic plane
waves inside an optically transparent medium. An absorber on the op-
posing side of the piezo-electric transducer dampens the acoustic waves
and thereby removes the risk of standing waves arising. The acoustic
waves generates a Bragg grating upon which light injected from the
side of the crystal is diffracted. Ideally the AOM operates in the Bragg
regime where the light only diffracts into the first order as illustrated
in Figure 3.5b. The diffraction can be seen as an elastic scattering
of the incoming photon (wave vector klin) with the acoustic phonon
(wave vector ka) in which the out-going photon wavevector is given by
kl,out = ka + klin. The diffraction angle, or Bragg angle, is then given
by
αB = sin
−1
(
ka
2kl
)
= sin−1
(
λ
2Λ
)
. (3.1)
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Figure 3.5: (a) Schematic drawing of an AOM. The incoming light is
diffracted by the Bragg grating generated by the acoustic waves moving
from the transducer toward the absorber. (b) Wavevector diagram for
Bragg diffraction. Note than in reality ka is much shorter than kl,in and
kl,out.
By only collecting light emitted from the AOM at the Bragg angle the
transmission of light can be modulated by turning the acoustic wave on
and off. Extinction ratios higher than 50 dB between transmitted light
in the on and off states can be achieved using this method [81].
Since the collision between the photon and the phonon is an elas-
tic collision there is a conservation of energy and the outgoing photon
wherefore experience a frequency shift given by
hνl,out = h (νl,in + νa) , (3.2)
where h is Planck’s constant and νa, νl,in, and νl,out are the frequencies of
the acoustic wave, the in-going light and the out-going light, respectively.
This very well controlled frequency shift makes the AOM ideal for the
use as frequency shifter in the LFSF. The high extinction ratio also
makes it a good candidate as the amplitude generator though, with a
switching rate in the orders of 100 ns, the switching process is a bit
slow [81].
In real AOMs non-ideal conditions results in higher order diffrac-
tion as well as diffraction from non-ideal plane acoustic waves and non-
diffracted light [82, 83]. The majority of these phenomena are filtered
by a spatial filter that only collects light diffracted in the correct angle,
but even so, a small amount of non-shifted and double shifted light is
still transmitted as seen from Figure 3.4.
Characterizing the acousto-optic modulator
The amount of non-shifted and double shifted light transmitted by the
AOMs were measured by A. T. Pedersen [52]. For the measurement the
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setup illustrated in Figure 3.6 was used. In the case of ideal AOMs this
setup should measure a single frequency shift of 80 MHz. In the case
of a small amount of non-shifted light being transmitted through the
AOMs a peak at 40 MHz should also be seen.
SeedLaser
AOM BPD3 dBAOM
ESA
3 dB
Figure 3.6: Setup for measuring the non-frequency shifted fraction. Fig-
ure reproduced from [52]
The averaged power spectrum from the ESA is found from Eq. (2.12)
and, assuming that the detector area is large compared to the optical
fields and using CW light, it can be written as〈
iν(t)
2
〉
= 2G2De
2η2PνPLO, (3.3)
where Pν is the optical power at the relative frequency ν compared to the
LO frequency and PLO is the reference power. The reference power and
optical power expected at a single frequency shift and double frequency
shift is given by
PLO =
1
4
PSeed
P∆ν =
1
4
κβPSeed
P2∆ν =
1
4
κ2PSeed. (3.4)
PSeed is the power of the seed laser, κ is the transmission coefficient
of the frequency shifted light and β is the transmission coefficient of
the non-shifted light assuming identically AOMs. The transmission of
frequency shifted light, κ, was measured to be -1.32 dB and -1.36 dB for
the two AOMs supporting the assumption that the AOMs are identical.
Assuming that only single shifted and non-shifted light is transmitted
through the AOMs the β coefficient can be found by by measuring the
relative power difference between the single shifted and double shifted
light
β =
〈
i∆ν(t)
2
〉
〈i2∆ν(t)2〉κ. (3.5)
The power spectrum measured using the setup is seen in Figure 3.7.
There are frequency components at both 40 MHz, 80 MHz, 120 MHz,
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and 160 MHz, with 80 MHz being the main component corresponding to
double shifted light, as expected. The 160 MHz component is the first
harmonic of the main component generated in the detector and is there-
fore ignored, however some four time shifted light might contribute to
this component. A small frequency component seen at 107.5 MHz is part
of the background noise of the detector and is likewise ignored. The rel-
ative difference in power between the main component and the 40 MHz
is -56.9 dBm and between the main component and the 120 MHz is -
67.9 dBm. The difference between non-shifted transmission and double
shifted transmission is therefore an order of magnitude, thus assuming
only non-shifted transmission is therefore a reasonable simplification.
Using Eq. (3.5) the β coefficient is found to be -58.3 dBm.
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Figure 3.7: The electrical beat spectrum used for determining the leak-
age coefficient β. Figure reproduced from [52]
Besides the non-shifted light, leakage light from the seed AOM in
the LSFS is also present, adding non-shifted light to each pulse in the
LSFS. The off transmission of the AOMs are measured to -52.5 dB and
-47.5 dB for the two AOMs, and is therefore a significant part of the
frequency components different from the main frequencies in the LSFS.
3.2.2 Heterodyne Spectrum
As explained in Section 2.1.2 the optical noise generated by the LSFS is
of interest. The narrow peaks, described in the previous section, equidis-
tantly distributed with 40 MHz in between, have RIN like properties and
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will be an issue at low wind speeds. At medium to high wind speeds
however, other noise factors might be more significant. A comparison
between the use of a CW and the initial LSFS source build for the FSPT
lidar are shown in Figure 3.8. The relative noise growth with increas-
ing LO power is seen in Figure 3.8c and 3.8d. The noise power is here
relative to dark noise from the electronics and detector without light.
Measurements of the dark noise, effects of BPF, and effects of window
functions are shown in Appendix A. As is seen from the Appendix, other
effects than the optical noise does contribute to the total noise level, but
these effects are sought minimized here via the use of a electrical BPF,
window function, and by only evaluating the noise level in the center
between two noise peaks.
The CW source used in the measurements is the narrow band seed
laser used in the LSFS. At LO powers, close to the saturation limit of
the detector, it is expected that the noise is shot-noise limited, which,
as described in Section 2.1.2, is the optimum conditions for high CNR.
The relative noise power of the LSFS should therefore be similar to that
of CW if optimum conditions for high CNR is to be reached. As can
be seen from the 55-65 MHz band of the CW and LSFS relative noise
power the CW relative noise power is at its peak 1.6 dB whereas the
LSFS relative noise power is 8.1 dB at its peak, 6.5 dB higher than that
of the CW source.
From Eq. (2.18) it is seen that the optical noise is proportional
to the square of the LO power
〈|ILO(t)|2〉 ∝ P 2LOα. According to the
measurements this is a reasonable assumption for the LSFS source noise.
In order for the FSPT modulated lidar to operate at an optimum the
optical noise power
〈|ILO(t)|2〉 needs to be minimized. This means that
the relative optical noise level α of the FSPT needs to be reduced.
3.3 Modeling the LSFS
In order to investigate and reduce the ASE noise growth in the LSFS
a model is needed. When modeling the LSFS it can be simplified as
consisting of three base components; loss components, a frequency shift
component, and an amplifier component. All non-linear effects such
as Raman and Brillouin scattering is neglected in this simplification,
which is a reasonable assumption at low optical power and non-doped
fiber components [66]. The loss components may be frequency depen-
dent but are otherwise linear and time-independent. The frequency-
shifter is likewise time-independent and will, in the simplest case, shift
all frequency components a set frequency ∆ν. This could be expanded
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Figure 3.8: (a) Heterodyne spectrum of the LSFS LO (full line) and the
dark spectra (dashed line). (b) Heterodyne spectrum of the CW LO
(full line) and the dark spectra (dashed line). (c) Relative noise power
growth with increasing LO power for the LSFS LO in the frequency
bands indicated on (a). (d) Relative noise power growth with increasing
LO power for the CW LO in the frequency bands indicated on (b).
to include non-shifted and double shifted light, as explained in Section
3.2.1, without adding significantly to the complication of a model.
The amplifier is the only complex component and is therefore the
dominating factor in deciding how to model the system. The most fun-
damental model of the EDFA is the rate equation model that is both
dependent on time and location in the fiber [84]. The model is based
on the three level energy system description shown in Figure 3.9. In
this model the populations of each energy level will be influenced by the
presence of light. The rate at which population density of the ground
state is excited into the first and second energy levels are marked by R12
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and R13, respectively, and the stimulated emission rate between the first
and second excited states and ground level is marked by R21 and R31,
respectively. From the excited states to the ground level there are two
possibilities for decay besides stimulated emission. There are radiative
decay, i.e. spontaneous and stimulated emission, marked by AR and
non-radiative decay marked by ANR. The stimulated emission and ra-
diative decay from the second excitation level to the first excitation level
and the ground level R31, A
R
31, and A
R
32 are all negligible compared to
the non-radiative decay rate ANR32 from the second excitation level to the
first excitation level, and are therefore neglected
{
R31, A
R
31, A
R
32
}
= 0.
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Figure 3.9: EDFA three level energy levels with excitation, emission,
and non-radiative decay rates
The spontaneous emission from the first excitation level to the ground
state is also referred to as ASE and is responsible for the growth in opti-
cal noise. It is the ASE that needs to be minimized for shot-noise limited
operation of the FSPT modulated lidar to be possible. The minimum
achievable ASE is obtained when complete population inversion in the
amplifier medium is achieved, i.e. all atoms are in the excited state [84].
The three level energy model is a simplified description of the energy
levels in the Erbium fiber. In reality the energy levels consist of broad
bands of energy levels. This enables pumping and emission at a multi-
tude of wavelengths and enables pumping the first excited state directly
and thereby omitting the second energy level. For a minimum of ASE
noise, pumping into the second excitation level is preferred since this
leads to the best possible conditions for population inversion [84].
For the three-level system the population densities, Ni, dependent
on pump, signal, and ASE power, Pp,s,a, and can be described by the
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rate equations [85]
dN1(z, t)
dt
= −
[
σsaΓs
hνsA
(
Ps(z, t) + P
±
a (z, t)
)
(3.6)
+
σpaΓp
hνpA
P±p (z, t)
]
N1(z, t)
+
[
σseΓs
hνsA
(
Ps(z, t) + P
±
a (z, t)
)
+A21
]
N2(z, t),
dN2(z, t)
dt
=
σsaΓs
hνsA
(
Ps(z, t) + P
±
a (z, t)
)
N1(z, t) (3.7)
−
[
σseΓs
hνsA
(
Ps(z, t) + P
±
a (z, t)
)
+A21
]
N2(z, t)
+A32N3(z, t),
dN3(z, t)
dt
= −dN1(z, t)
dt
− dN2(z, t)
dt
, (3.8)
where A is the fiber core area and h is Planck’s constant. N1 is the
population density of the ground level, N2 is the population density of
the metastable first excitation level, and N3 is the population density
of the second excitation level. They are all dependent on time t and
position along the fiber z. The non-radiative transition rate A21 from 2
to 1 is relative slow with a rate of ∼ 100 s−1 whereas the non-radiative
transition rateA32 from 3 to 2 is much faster with a rate of∼ 109 s−1 [85].
The emission and absorption cross sections σse, σpe, σsa, σpa, the overlap
integral between the optical mode and the erbium ions Γs, Γp, and the
losses αs, αp are generally dependent on the optical frequencies ν.
The corresponding rate equations governing the pump Pp, signal Ps,
and ASE power Pa are
dP±p (z, t)
dz
= ± [−ΓpσpaN1(z)− αp]P±p (z, t), (3.9)
dPs(z, t)
dz
= [Γs(σseN2(z)− σsaN1(z))− αs]Ps(z, t), (3.10)
dP±a (z, t)
dz
= ± [Γs(σseN2(z)− σsaN1(z))− αs]P±a (z, t)
±mσseN2(z)Γshνs∆ν, (3.11)
where m is the number of modes that the ASE are emitted into. m is
normally set to two in a single mode fiber due to the two polarization
states [86].
These equations can be solved numerical, which was done in previ-
ous work together with A. T. Pedersen and is described in [52]. The
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time-dependent model was initially developed in order to model the
time-dependency of a Raman amplified LSFS using the corresponding
Raman rate equations. The time dependency were of interest due to the
long LSFS ring length originating from the use of the Raman fiber and
consequently the long pulse duration leading to pulse shape distortion.
This work resulted in the publication [63]. although the model is able
to produce accurate simulations of the time-development of the FSPT
in the LSFS, it is a very computational heavy model with few uses as
an analytical tool.
3.3.1 Concatenated EDFA model
An alternative method modeling the noise growth in a LSFS uses a
simplified amplifier model where the amplifier is described only by the
gain G and the spontaneous emission noise factor nsp. This method for
calculating the noise growth in a LSFS was first described in [87] and the
method uses the model for concatenated EDFAs described in [85]. The
model was developed for LSFS used in the telecommunication industry
with an aim of maximizing the achievable frequency shift of the LSFS.
In this method the LSFS is modeled as a concatenated string of
identically EDFAs where the input power is determined by the output
power of the previous EDFA subtracted the LSFS loss and shifted in
frequency, as shown in Figure 3.10.
G Δυ L(υ)
1
Ps + Pa
    0          0 G Δυ L(υ)
2
Ps + Pa
    1          1
Ps + Pa
    2          2 Ps + Pa
    n          n
Figure 3.10: A schematic drawing of the power propagation through the
concatenated EDFA model.
The model assumes that the FSPT has neglectable time-independence
i.e. constant power or slow variations, and no inter-pulse time. It also
assumes that the total frequency shift of the FSPT is neglectable with
respect to gain and spontaneous emission noise factor such that only the
loss is frequency dependent due to the narrow band BPF. The amplifier
is further assumed to be operating in the gain saturation regime which
is the optimal regime for minimizing noise growth in the EDFA [84].
The advantages of this model, over the rate equations, is the simplic-
ity at which effects of loss, seed power, and spontaneous emission can
be analyzed. When the gain and seed power are optimized for a given
system, a more comprehensive model can be used to design a EDFA
that will perform in the gain saturated regime under these conditions.
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In the concatenated EDFA model the signal and noise powers, Ps
and Pa, of the n
th pulse at the input of the EDFA is given by
Pns = L(ν − n∆ν)GnPn−1s , (3.12)
ρna(ν) = L(ν − n∆ν)Gnρn−1a (ν) + L(ν − n∆ν)
Sn
B
, (3.13)
Sn = 2nsp(G
n − 1)hνB , (3.14)
Pna =
∫
B
dν ρna(ν) . (3.15)
L(ν) is the frequency dependent transmission in the LSFS. For simplicity
the frequency has been substituted by the relative frequency ν, relative
to the signal frequency, such that the frequency shift is applied to the
transmission. ρa is the noise power density, and S is the additional ASE
noise power generated in the EDFA in the frequency bandwidth B.
The power out of the LSFS is not the same as the input power of the
EDFA, but, as can be seen from Figure 3.2, this difference is a constant
and can be calculated by the relative factor κ between the power at the
EDFA input and the LSFS output.
Pns,out = κP
n
s , (3.16)
Pna,out = κP
n
a . (3.17)
The loss due to coupling power out of the LSFS is included in the pa-
rameter L.
One of the constraints for achieving long FSPT is that the total
power is constant meaning that
Pns + P
n
a = P
n−1
s + P
n−1
a = Pconst . (3.18)
The criteria for the gain can therefore be found by combining this con-
straint with Eq. (3.12)-(3.15). Combining the equations it can be shown
that the gain is given by
Gn =
Pconst +
∫
B dν L(ν − n∆ν)2nsphν
L(νi − n∆ν)Pn−1s +
∫
B dν L(ν − n∆ν)(ρn−1a (ν) + 2nsphν)
.(3.19)
In the original paper the noise power relative to signal power was
treated. The number of pulses in the FSPT is in this regime limited
to be in the order of hundreds of pulses. When using the LSFS in the
FSPT modulated lidar, the noise power needs to be limited relative
to shot-noise, limiting the FSPT to tens of pulses instead, see Section
3.2.2. For short pulse trains it is not strictly necessary to have constant
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power in the LSFS. A constant gain can be used combined with a BPF
with the appropriate settings such that the initial and final pulses of a
FSPT are equal in power without the pulses in between being constant
in power. The effects on the relative noise power, however, are small
since the gain changes slowly with pulse number for the constant power
constraint. For simplicity the constant power model is therefore used.
3.4 Noise Analysis
From the concatenated EDFA model described in Section 3.3.1 it can be
seen that three parameters determine noise development in the LSFS;
loss, seed laser power, and spontaneous emission noise factor. The gain
is here implicitly defined by the loss and is as such not a parameter in
it self. In the following section the concatenated EDFA model will be
used to investigate the effects of loss, seed laser power, and spontaneous
emission noise factor.
The best possible CNR is achieved when the lidar system is shot-
noise limited, as described in Section 2.1.2. The ASE noise should there-
fore be compared to the short-noise limit when analyzing its effect on
the lidar system. For a optimal system
〈
|ILO|2
〉

〈
|ISN |2
〉
and thus
from Eq. (2.16) and (2.18) it is seen that the relative noise level, α, is
limited by
α hν
ηPLO
. (3.20)
From Eq. (3.16) it is seen that PnLO = κP
n
s and α
nPnLO = κρ
n
a(ν
n
LO),
where νLO is the LO frequency. The relative noise level α is therefore
defined by
αn =
ρna(ν
n
LO)
Pns
. (3.21)
PLO and η are defined by the detector, as explained in Section 2.1.2.
η is the quantum efficiency of the detector, and for optimal CNR PLO
needs to be as close to the saturation of the detector as possible. In
the following, PLO is set to 0.5 mW and η to 0.5 and a wavelength
of 1548 nm is used. The frequency dependence of the transmission is
defined by
L(ν) =
L(νc)
1 +
(
ν−nuc
BL/2
)2 , (3.22)
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Figure 3.11: Example of the noise growth as a function of pulse number
calculated using P 0s = 5 mW, P
0
a = 0 mW, nsp = 1.5, L(νc) = 0.18
(7.5 dB loss), BL = 1 nm, νc = ν
0
LO, and ∆ν = 40 MHz. (a) Plot of Ps,
Pa, and Ps + Pa as a function of pulse number. (b) Plot of the relative
noise level α and relative shot-noise limit hνηPLO
where νc is the maximum transmission center frequency, and BL is the
3 dB bandwidth of the BPF.
In Figure 3.11 an example of the noise growth as a function of pulse
number is shown. From Figure 3.11a it is seen that a FSPT with over
400 pulses is possible before the total power is dominated by the noise.
It is this limit that has been of interest in previous studies of the LSFS
since it is the relation between Ps and Pa that determines how useful
the FSPT is in a telecommunication system.
When the FSPT is used in a lidar system this relation between Ps
and Pa is not the limit. From Figure 3.11b it is seen that the relative
noise level is above the shot-noise limit at the 10th pulse, limiting the
FSPT length to less than 10 pulses instead of 400. The shot-noise limit
is seen to increase for pulse numbers above 400. This increase occurs
due to a decrease in Ps and thereby PLO which reduces the shot-noise
and thereby potentially makes the system dark noise limited instead. A
FSPT where the total noise power is high enough to influence the LO
power is therefore not useful for a FSPT lidar system.
In the following the limited number of pulses in the FSPT will be
analyzed for the three parameters; spontaneous emission noise factor,
loss, and seed power. The limited number of pulses is here defined as
the maximum number of pulses in the FSPT before the relative noise
level increases above the limit.
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3.4.1 Spontaneous Emission Noise Factor
The added ASE noise for each circulation of the LSFS ring is propor-
tional to the spontaneous emission noise factor, as is seen from Eq.
(3.14). The effects on the maximum number of pulses before α exceeds
the shot-noise limit, hνηPLO , is seen in Figure 3.12 along with exceeding
the limit with 3 dB and 6 dB.
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Figure 3.12: Maximum number of pulses before α exceeds the shot-noise
limit along with exceeding the limit by 3 dB and 6 dB, as a function of
spontaneous emission noise factor. The parameters used are the same
as in Figure 3.11.
As is seen from the example and Eq. (3.14) it is important that
the spontaneous emission noise factor is as low as possible. But with
a theoretical lower limit of 1 it is impossible to completely remove the
spontaneous emission.
3.4.2 Loss
Three parameters influences the loss in the LSFS; minimum loss, center
frequency, and 3 dB bandwidth. Previous analysis of the LSFS have
focused on the center frequency and bandwidth of the BPF and their
effects on the the total noise growth [87].
In the FSPT lidar system, the bandwidth and center frequency have
less importance. The reason behind this is that the bandwidth primarily
affects the total noise power and not the relative noise level. In the
FSPT lidar system the bandwidth needs to be wide enough that the
signal power is not reduces significantly within the number of pulses
before reaching the shot-noise limit. Conversely, the bandwidth needs
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to be narrow enough that the total noise power does not dominate before
the relative noise level reaches the shot-noise limit.
The center frequency greatly effects the maximum number of pulses
when the total noise power is the limiting factor. But when the system
is shot-noise limited the center frequency does not effect the maximum
number of pulses significantly as long as it is close to the LO frequency,
νLO.
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Figure 3.13: Maximum number of pulses before α exceeds the shot-noise
limit along with exceeding the limit by 3 dB and 6 dB, as a function of
center frequency loss. The parameters used are the same as in Figure
3.11.
The minimum loss in the LSFS, found at the center frequency of
the BPF, is for system, that are limited by the total noise relative to
the signal power, not of great importance [87]. But as seen in Figure
3.13 the minimum loss does affect the maximum number of pulses be-
fore exceeding the shot-noise limit. This is especially evident at very
low losses. For a shot-noise limited lidar system the loss in the LFSF
therefore needs to be reduced to a minimum.
3.4.3 Seed Laser Power
From Eq. (3.21) it is seen that the relative noise level α is inversely
proportional to the seed laser power, Ps, and proportional to the noise
power density, ρa. From Eq. (3.13) it is seen that the noise power
density, ρa, does not depend on seed power, and in pulses where the
total power is dominated by Ps the relative noise level will therefore
decrease linearly with seed power, as can be seen in Figure 3.14.
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Figure 3.14: Maximum number of pulses before α exceeds the shot-noise
limit along with exceeding the limit by 3 dB and 6 dB, as a function of
seed laser power. The parameters used are the same as in Figure 3.11.
This decrease in relative noise level is of course based on the assump-
tion that the amplifier is capable of operating at the gain saturation
and with the same spontaneous emission noise factor regardless of seed
power. If the spontaneous emission noise factor is not kept at the same
low level the decrease in relative noise level with seed power could be
neglected. If an increase in seed power from 5 mW to 20 mW results
in an increase of spontaneous emission noise factor from 1.5 to 5.5 the
improvement in maximum number of pulses is negated.
Another effect the model does not take into account is the non-linear
effects that may occur if a high seed power is used. The non-linear effects
such as Brillouin and Raman scattering may negate any improvements
gained by increasing the seed power, but a more complex model is need
in order to investigate this.
3.5 LSFS Optimization
In the first iteration of the LSFS a commercial EDFA was used as ampli-
fier. See Appendix B for measurements of gain, noise, and spontaneous
emission noise factor. The loss in the ring was measured to 8.6 dB, the
seed laser power at the EDFA was 4 dBm, and the spontaneous emission
noise factor was 2.6. The relative optical noise level growth per pulse
was measured, and is seen in Figure 3.15
The noise was measured while using a electrical low pass filter for
removing aliasing. Each LO pulse segment was cut into a separate time
segment and subtracted the mean value of that segment, thereby reduc-
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Figure 3.15: Measurements of noise as a function of pulse position in
the FSPT for the first LSFS used. The different colors show how noise
and signal components are distributed in different frequency slots.
ing the DC level. A DFT of each segment was then calculated, using a
square window function, and squared before the average spectrum for
each pulse position in the FSPT was calculated.
A decrease with pulse position is seen for all the frequency slots.
This is contrary the the theory of the ASE growth and indicates that the
system is not limited by the ASE noise. In order to explain this change
in noise, the first four spectra are displayed in Figure 3.16. The noise
is seen to be dominated by low frequency components, and this noise
component is seen to change with the changing pulse shape through the
FSPT. It is also notet that the frequency shifted noise peaks are growing
as expected and are strong enough to exceed the pulse shape generated
noise.
In Appendix A, an investigation of the different measurement pa-
rameters are shown. The digitizer noise, detector noise, effects of pulse
shape, use of electrical BPF, and effects of window functions are investi-
gated. An improved LSFS system measurement using a electrical BPF,
and cosine window function is seen in Figure 3.17, where the loss in the
LSFS ring has been reduced to 7.5 dB and a EDFA build specific for the
LSFS is used. The new EDFA has an improved spontaneous emission
noise factor of ≈ 2.
Theoretically the improvements in EDFA and loss should have re-
duced the noise growth due to ASE by approximately 1.4 dB. As is seen
from the measurement the the noise level is improved with between 10 -
28 dB compared to the measurement shown in Figure 3.15. In the new
LSFS setup the noise level for the first pulse in the FSPT is close to
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Figure 3.16: Spectral plots of the first four pulses (a)-(d), respectively,
used in calculating the noise shown in Figure 3.15.
that of the a CW source and should therefore be close to the shot-noise
limit. The ASE noise, however, is not removed and is seen to increase
the noise level with up to 5 dB from the first pulse to the twentieth
pulse.
The first four spectra, used in calculating the noise shown in Figure
3.17, are seen in Figure 3.18. Again the frequency shifted noise peaks
are seen to grow as expected, but the low frequency components are
removed. The frequency shifted noise peaks are a dominant noise factor
and at low wind speeds where the Doppler shift is small the noise level
will be dominated by these. The noise in Figure 3.17 is therefore a best
case noise level in the frequency slots for Doppler shift of more than
15 MHz.
It was not possible to test the possibility of reducing the ASE noise
growth with increasing seed power laser in the setup used in this project.
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Figure 3.17: Measurements of noise as a function of pulse position in
the FSPT for the improved LSFS. The varying colors show how noise
and signal components are distributed in different frequency slots.
For further improvements, higher seed power should be investigated. It
might also be of interest to investigate the possibility of lowering the loss
in the LSFS ring by reducing the power coupled out of the ring. As is
seen from the model of the ASE noise, limiting the noise to be shot-noise
limit might not be possible in a practical setup. This is especially true
when adding the effects of the frequency shifted noise peaks.
3.6 Summary
In this Chapter the concept of the LSFS has been introduced and a de-
scription of the LSFS used in this thesis has been given. A discussion
of the frequency shifted noise peaks showing RIN noise characteristics
responsible for a significant portion of the noise in the LSFS system has
been given. A noise model for growth of ASE in the LSFS was given and
used to minimize the noise growth in the LSFS. It was shown that the
relative noise level is dependent on the loss of the system, spontaneous
emission noise factor and the seed laser power. The knowledge of ASE
growth was used to improve the noise level in the LSFS, but in practi-
cal experiments it was not possible to remove the noise growth, and a
shot-noise limited FSPT modulated lidar was therefore not a practical
possibility.
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Figure 3.18: Spectral plots of the first four pulses (a)-(d), respectively,
used in calculating the noise shown in Figure 3.17.
Chapter 4
Complex ABCD Model for
Lidar Range Dependency
The performance of coherent Doppler lidars in terms of measuring dis-
tance, sensitivity and probe length is a complex combination of several
factors including optical components such as aperture and lens param-
eters, and optical field parameters such as laser wavelength and pulse
duration. All these factors must be taken into account when designing
the lidar system, and it is therefore desirable to have a model capable
of predicting the lidar performance.
Multiple models have over the years been presented for both continuous-
wave and pulsed lidar systems [51, 88–90]. However, these have mostly
been focused on the propagation of the optical field outside of the beam
forming optics and its interaction with the scattering particles. Much
less attention has been given to the actual optical components of the
lidar system such as aperture and focusing lens.
In this chapter an analytic model for analyzing the range and fre-
quency dependency of a monostatic coherent lidar measuring velocities
of a diffuse target is presented. The work on this model resulted in the
article ”Analytic Model Utilizing the Complex ABCD Method for Range
Dependency of a Monostatic Coherent Lidar” published in Applied Op-
tics [91]. The model of the signal power spectrum includes both the
contribution from the optical system as well as the contribution from
the time dependencies of the optical field.
In Section 4.1 and 4.2 a short introduction to the ray-transfer matrix
and complex ABCD optics is given. In Section 4.3 model for a mono-
static coherent Doppler lidar using the complex ABCD method [92] is
presented. This model has the advantage of describing the system an-
alytically using the simplicity of the ray transfer matrices while still
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allowing the incorporation of apertures. The result of the analysis is an
analytical model describing the spatial and temporal dependencies of the
signal power spectrum upon the telescope design and the optical fields.
In Section 4.3.1 the model is simplified by assuming Gaussian shaped
optical fields to get tangible results. In Section 4.3.2 a further simpli-
fication of the model is performed using a simple rotational symmetric
lidar system, which is used in Section 4.4 as a practical example for a
coherent Doppler wind lidar. The practical example is used to analyze
the total signal power, measuring distance, probe length, and influence
of integration time and pulse duration. The measuring distance and
probe length are defined in Section 2.1.4 as the distance from which the
largest contribution to the signal power is obtained, and the FWHM
length of contribution to the signal power, respectively. The integra-
tion time refers to the integration time of the Fourier transform when
calculating the signal power spectrum, and the pulse duration refers to
the FWHM duration of the temporal function of the optical fields. The
example illustrates how the model is a tool capable of giving a first
estimate of telescope and field parameters for the design of a coherent
Doppler wind lidar given some specific measuring criteria.
4.1 Paraxial Ray Optics and the Matrix
Method
Ray optics [93,94] is an approximate method for describing location and
direction and is useful in describing image formation. The method as-
sumes infinitesimally small wavelength, but is useful for systems where
the optical elements are large compared to the wavelength and the wave
properties are not of interest. Ray optics build on the assumption that
light can be described by rays that obeys Fermat’s principle wich postu-
lates that light will travel between two point via the path of least time
also formulated
δ
∫ B
A
ds n(s) = 0 (4.1)
where δ is the variation of and the integral from point A to point B
over the refractive index n(s) of the optical path is the path length. As
can be seen from the equation it is not only the path of least travel
time that can be a solution to the path between two points. Any path
where variations are zero, be it maximum, minimum or inflections, are
solutions to the path between two point.
When rays only deviates with small angles with regards to an optical
axis the so called paraxial approximation (sin(θ) ≈ θ) and the optical
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Figure 4.1: Illustration of a ray at y, θy at the input plane of an optical
system and the corresponding ray at y′, θ′y at the output plane of the
optical system.
system can be described with planar geometry a method called Matrix
optics can be applied. In this method rays described at an input plane
by a position r and angle θx,y can be related to a position r
′ and angle
θ′x,y at an output plane, as shown in Figure 4.1, by two linear algebraic
equations. The optical system can thus be described by a 2× 2 matrix
such that [
r′
θ′x,y
]
=
[
A B
C D
] [
r
θx,y
]
, (4.2)
where the ray-transfer matrix M of elements A, B, C, and D character-
izes the optical system. For a system of multiple optical components the
total ray-transfer matrix MT of the total system is given by the product
of all the individual components ray-transfer matrix Mn such that
MT = MN . . .M2M1, (4.3)
where M1 characterizes the first component the ray translates and MN
characterizes the last component the ray translates.
The matrix elements for some simple optical elements can be seen in
Table 4.1. It can easily be shown that the determinant of ray-transfer
matrix for any system using the elements shown in Tab. 4.1 is equal
to the refractive index at input plain divided by the refractive index
at the output plane det[MT] = AD − BC = n1/n2 which is equal to
1 for systems where the input and output plain is the same material
e.g. air. It can likewise be shown that the ray-transfer matrix for a
mirrored system (propagating backwards through the optical system)
can be found by interchanging the A and D elements of the forwards
matrix if the input and output plain has the same refractive index.
4.1.1 Simple Example
An example of a simple system consisting of a free space distance of z1
a lens of focal length f and a free space distance of z2 can be seen in
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Element Matrix Remarks
Free space
propagation
z
[
1 z
0 1
] z is the transition dis-
tance through homogenous
medium of constant refrac-
tive index.
Reflection
from a flat
interface
[
1 0
0 1
] The convention that the z
axis always point in the
direction of propagation is
here adopted
Reflection
from a curved
interface R
[
1 0
− 2
R
1
]
R is the radius of curvature,
R > 0 for concave.
Refraction at
a flat interface
n1 n2
[
1 0
0 n1
n2
] n1 is the initial refractive in-
dex and n2 is the final refrac-
tive index.
Refraction at
a curved in-
terface n1 n2
R
[
1 0
n1−n2
Rn2
n1
n2
] n1 is the initial refractive in-
dex, n2 is the final refractive
index and R is the radius of
curvature, R > 0 for convex.
Thin lens f
[
1 0
−1
f
1
]
f is the focal length of the
lens.
Table 4.1: Matrix elements of simple optical components.
Figure 4.2. The total ray-transfer matrix MT of this system will then
be given by
MT =
[
1 z2
0 1
] [
1 0
− 1f 1
] [
1 z1
0 1
]
=
[
1− z2f z1 + z2 − z1z2f
− 1f 1− z1f
]
. (4.4)
In the special case where 1/z1 + 1/z2 = 1/f it can be seen that the
position of the outgoing ray is independent of the angle of incident of the
ingoing ray and that the system magnifies the image by f/(f − z1). On
the other hand if z2 = f the position of the outgoing ray only depends
on the angle of incident i.e. all parallel incident rays will arrive at the
same point in the outgoing plane y′ = 0.
4.2 Complex ABCD Optics
Ray optics is useful in many applications but it has limits. One of
the limits is its inability to account for the wave nature of light and
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Figure 4.2: Illustration of a ray at y, θy at the input plane of an optical
system consisting of a free space distance of z1 a lens of focal length f
and a free space distance of z2 and the corresponding ray at y
′, θ′y at the
output plane of the optical system.
thereby the phase. When phase and intensity is of interest the scalar
wave optics can be used where the optical field is described by the scalar
function U(r, z, t) and the intensity is given by I(r, z, t) =
〈
|U(r, z, t)|2
〉
[95,96]. This is a scalar approximation of the electromagnetic field where
polarization is ignored . Scalar optical fields obeys the wave equation
∇2U(r, z, t)− 1
c2
∂2U(r, z, t)
∂t2
= 0, (4.5)
but for fields that can be written in the form U(r, z, t) = u˜(t)u(r, z) exp(−j2piνt)
where u˜(t) is slowly varying with time the Helmholtz equation can be
used
∇2U(r, z, t) + k2U(r, z, t) = 0, (4.6)
for fields where the spatial part can be written in the form u(r, z) =
u(r) exp(−jkz) where u(r) is slowly varying with z the paraxial Helmholtz
equation can be used
∇2Tu(r)− j2k
∂u(r)
∂z
= 0, (4.7)
For paraxial systems it is possible to couple the Matrix method of
the ray optics to wave optics. This is done by the Huygens-Fresnel
diffraction integral where the field at an optical input plane is coupled
to the field at the output plane. the Huygens-Fresnel diffraction integral
is given by [97,98]
U2(r2, t) =
∫ ∞
−∞
dr1 U1(r1, t− z
c
)G(r1, r2), (4.8)
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where the kernel (greens function) is defined by the transfer matrix
elements A B and D as
G(r1, r2) = − jk
2piB
exp [jkz]
× exp
[
− jk
2B
(
Ar21 − 2r1r2 +Dr22
)]
, (4.9)
here assuming that the refractive index at start and end is the same.
The transfer matrix elements described so far are all real elements
and therefore unable to describe optical components that induce diffrac-
tion. In order to describe diffraction elements complex transfer matrix
elements are introduced in the complex ABCD method [92, 99]. The
complex transfer matrix for Gaussian apertures are defined in Table
4.2.
Element Matrix Remarks
Gaussian
aperture
σ
[
1 0
−2j
kσ2x,y
1
] k is the wavevector and σ is
the Gaussian aperture inten-
sity e−2 transmission width
Table 4.2: Matrix elements of complex optical components.
4.2.1 Gaussian Field Solution
A specific solution to complex ABCD method problems are useful to
know for analytic solutions. By assuming Gaussian fields the integral of
Eq. (4.8) is of the type∫ ∞
−∞
dxK exp
[− (ax2 + bx+ c)] = K√pi
a
exp
[
b2
4a
− c
]
, (4.10)
and therefore has analytic solutions. If the initial field U1(r1, t − zc ) is
of the form
U1(r1, t) = U˜(t) exp
(
− r
2
1
2w20
)
, (4.11)
where w0 is the Gauss width, the solution to the Huygens-Fresnel diffrac-
tion integral of Eq. (4.8) is
U2(r2, t) = −U˜(t− z
c
)
jkw20
jkAw20 +B
exp (jkz)
× exp
[
−w
2
0k
2(1−DA) + jkDB
2B(jkAw20 +B)
r22
]
, (4.12)
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here assumed rotational symmetric system. As can be seen from the
solution the field U2(r2, t) is here again a Gaussian field.
4.3 Model Description
Coherent lidar systems utilize a heterodyne detection scheme where the
backscattered field is mixed with a LO field on a square law detector.
For a detector with a quantum efficiency η and a gain equal to GD, the
heterodyne current equals [100]
is(t) = 2ηGDe<
{∫ ∞
−∞
drUs(r, t)U
∗
LO(r, t)
}
, (4.13)
where Us(r, t) and ULO(r, t) is the signal and LO field at the detector
respectively, both depending on position r and time t, in units of s−1/2,
and normalized to the photon flux for
∫∞
−∞ dr |U(r, t)|2. e is the elemen-
tary charge, and < is the real part. It is here assumed that the detector
can be viewed as infinite compared to the mode area of the combined
LO and signal field.
In coherent lidar systems where the velocity-induced Doppler shift
is measured using the average signal power spectrum, the spectral char-
acteristic of the random process is according to the Wiener-Khintchine
theorem obtained by computing the Fourier transform of the autocorre-
lation function [101],
Is(ν) =
∫ ∞
−∞
dτ e−j2piντC(τ), (4.14)
where the autocorrelation function is given by
C(τ) =
〈∫ ∞
−∞
dt ξ(t)is(t)ξ(t+ τ)i
∗
s(t+ τ)
〉
. (4.15)
Here 〈〉 represents the ensemble average and ξ(t) is the real-valued inte-
gration window function limited by the integration time and shaped by
the choice of window function e.g. rectangle, Gaussian, etc. The power
spectrum is here in units of A2 which by Ohm’s law is proportional to
W.
The signal field Us(r, t) is in this paper described using the complex
ABCD method [92] where the propagation of the field is found using the
Green’s function. As illustrated in Figure 4.3, the initial field U0 from
the laser is propagated through the optical system to the scattering event
at a distance z and then propagated back through the same system to
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Figure 4.3: Illustration of field propagation in the monostatic lidar sys-
tem. The initial field U0(r1) at the laser plane (x1, y1) is propagated
through the optical system to the object plane (x2, y2). The field is
then scattered by the object and propagate back through the system
to the detector plane (x3, y3) where it is heterodyned with the LO field
ULO(r1).
the detector. The media on both sides of the optical system is here
assumed to have the same refractive index e.g. both media being air.
The signal field is thus given by
Us(r3, t) =
∫ ∞
0
dz
∫ ∞
−∞
dr2G
−(r2, r3)Ψ(r2, z, t− z
c
)
×
∫ ∞
−∞
dr1U0(r1, t− 2z
c
)G+(r1, r2), (4.16)
where G± is the Green’s function and ± indicates the forward and back-
wards propagation, respectively. Ψ(r2, z, t − zc ) is the scattering phase
function describing the scattering events in the r2 plane at the distance
z. The fraction z/c represents the time of flight from the laser to the
scattering plane, where c is the speed of light through the optical system.
The Green’s functions are defined using the ABCD elements from the
ray-transfer matrix of the optical system [92,97,98]. Since the backwards
propagation field passes the same optical system, the backwards ray-
transfer matrix is equal to the forwards ray-transfer matrix with the A
and D elements interchanged. The Green’s functions are therefore given
by
G+(r1, r2) = − jk
2piB
exp [jkz] (4.17)
× exp
[
jk
2B
(
Ar21 − 2r1r2 +Dr22
)]
and
G−(r2, r3) = − jk
2piB
exp [jkz] (4.18)
× exp
[
jk
2B
(
Dr22 − 2r2r3 +Ar23
)]
.
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where the A, B and D elements are the elements from the forwards ray-
transfer matrix. The Green’s functions presented here do not take into
account the turbulent inhomogeneity of the air refractive index described
in [102,103]. If the effects of inhomogeneous refractive index are needed,
in the case of weak turbulence or short measurement distance, the ABCD
formalism for random inhomogeneous media described in [104] can be
used. Inserting Eq. (4.13) and (4.16) into Eq. (4.15) and utilizing that
only the scattering phase function is a stochastically variable we get
C(τ) = 2η2G2De
2
∫ ∞
−∞
dt ξ(t)ξ(t+ τ)<
{∫ ∞
−∞
dr31
×
∫ ∞
−∞
dr32U
∗
LO(r31, t)ULO(r32, t+ τ)
×
∫ ∞
0
dz1
∫ ∞
0
dz2
∫ ∞
−∞
dr21
∫ ∞
−∞
dr22
×
〈
Ψ(r21, z1, t− z1
c
)Ψ∗(r22, z2, t+ τ − z2
c
)
〉
×G−(r21, r31)G−∗(r22, r32)
×
∫ ∞
−∞
dr11
∫ ∞
−∞
dr12
×U0(r11, t− 2z1
c
)U∗0 (r12, t+ τ −
2z2
c
)
×G+(r11, r21)G+∗(r12, r22)
}
. (4.19)
This function is valid for any monostatic coherent lidar system within
the paraxial approximation. In order to get some tangible results, some
assumptions about the system must be made. For coherent lidar systems
measuring wind speeds in the lower atmosphere, the main contribution
to the signal originates from reflection off large particles such as aerosols
with large spacings compared to the laser wavelength. As described
in [89] diffuse targets as these are to a good approximation described by
individual scattering events that are uncorrelated in all directions. The
correlation length is then only governed by the velocity of the individual
scatters. It is here assumed that all scattering events are occurring in
the far field from spherical particles at which the scattering amplitude
ϕ reduces to a scalar value [89] with the units of meter. Under the
assumption of a frozen velocity over the measurement duration, the
ensemble average of the scattering phase function is thus described by〈
Ψ(r, z, t)Ψ∗(r′, z′, t+ τ)
〉
=
ϕδ(r− r′ − vrτ)δ(z − z′ − vzτ), (4.20)
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where vz is the longitudinal velocity and vr is the transverse velocity.
Assuming that the optical field can be split into a real-valued tempo-
ral envelope component u˜(t), a real-valued spatial component u(r) and
a temporal carrier component U(r, t) = u˜(t)u(r)e−j2piνt, and inserting
Eq. (4.20) into Eq. (4.19) results in the following autocorrelation func-
tion
C(τ) =
∫ ∞
0
dz T (z, τ)S(z, τ). (4.21)
The temporal envelope dependent function T (z, τ) is given by
T (z, τ) =
∫ ∞
−∞
dt ξ(t)ξ(t+ τ)u˜LO(t)u˜LO(t+ τ)
×u˜0(t− 2z
c
)u˜0(t+ τ − 2z
c
), (4.22)
and the spatial dependent function S(z, τ) is given by
S(z, τ) = 2η2G2De
2ϕ<
{
e−j(2pi∆ν−2kvz)τ
×
∫ ∞
−∞
dr31
∫ ∞
−∞
dr32u
∗
LO(r31)uLO(r32)
×
∫ ∞
−∞
dr22G
−(r22 + vrτ, r31)G−∗(r22, r32)
×
∫ ∞
−∞
dr11
∫ ∞
−∞
dr12u0(r11)u
∗
0(r12)
×G+(r11, r22 + vrτ)G+∗(r12, r22)
}
. (4.23)
Here ∆ν = νLO−ν0 is the frequency difference between the LO field and
the emitted field and 2kvz is the induced Doppler frequency shift due
to the longitudinal velocity. Using the convolution theorem, the power
spectrum given in Eq. (4.14) can thus be written as the longitudinal
integral over the convolution of the Fourier transform of T (z, τ) and
S(z, τ)
Is(ν) =
∫ ∞
0
dz
∫ ∞
−∞
dν ′Tˆ (z, ν ′)Sˆ(z, ν ′ − ν), (4.24)
whereˆhere denotes the Fourier transform.
From Eq. (4.22) and (4.23) Tˆ (z, ν) is seen to only depend on the
temporal envelope component u˜(t) of the fields and integration window
function h(t), whereas Sˆ(z, ν) is independent of the temporal envelope
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components and only depends on the optical components in the system,
the spatial field distribution and frequency shift. The contribution from
the temporal envelopes and the contribution from the spatial compo-
nents to the signal can therefore be analyzed separately.
The function Tˆ (z, ν) describes the spectral width due to finite inte-
gration and illumination time as well as giving rise to a longitudinal en-
velope function confining the measuring volume depending on pulse du-
ration. From Eq. (4.22) and by using the convolution theorem, Tˆ (z, ν)
is given by
Tˆ (z, ν) =
∣∣∣∣F (ξ(t)u˜LO(t)u˜0(t− 2zc )
)∣∣∣∣2 , (4.25)
where F is the Fourier transform. Sˆ(z, ν), on the other hand, is inde-
pendent of the time variations of the signal and LO field but describes
the longitudinal dependency of the signal strength depending on the op-
tical system as well as including the signal frequency arising due to the
Doppler shift.
4.3.1 Gaussian Fields
The result, so far, applies to any monostatic coherent lidar system that
can be described by a complex ABCD matrix. In this section we assume
that the spatial envelope function u(r) of the LO and signal field can
be approximated by a Gaussian function with equal e−1 intensity radius
w0 and a photon flux equal to P/(hν) such that
u0(r0) =
√
P0
piw20hν0
e
− r
2
0
2w20
uLO(r3) =
√
PLO
piw20hνLO
e
− r
2
3
2w20 , (4.26)
where P0 and PLO is the emitted and LO field power respectively, and h
is Planck’s constant. Inserting Eq. (4.26) into Eq. (4.23) and evaluating
the integrations results in
S(z, τ) =
2η2G2De
2ϕP0PLO
h2ν0νLO
√
ΓxΓy
e−(vxτ)
2Φxe−(vyτ)
2Φy
× cos ((2pi∆ν − 2kvz)τ), (4.27)
where the full real-valued sensitivity terms Γx,y and the real-valued
decorrelation terms Φx,y are given in Appendix C. The sensitivity terms
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and decorrelation terms are called so because the signal power scales
with the sensitivity terms, and the decorrelation terms describe the spec-
tral width of the power spectrum due to the phase change induced by
the transverse-moving object. In the special case where the optical sys-
tem is described only with real-valued matrices (i.e. the apertures of
the optical system is assumed to be infinite), the real-valued sensitivity
terms and decorrelation terms reduce to
Γx,y =
2piB2x,y
k2w20
+ 2piw20A
2
x,y, (4.28)
and
Φx,y =
D2x,y + k
2w40C
2
x,y
2w20
, (4.29)
where one or more of the matrix elements A, B, C and D depends on
the scattering distance z.
The contribution to the signal power spectrum from the function
S(z, t) is found as the Fourier transform of Eq. (4.27) and is given by
Sˆ(z, ν) =
η2G2De
2ϕP0PLO
h2ν0νLO
√
ΓxΓy
√
pi√
v2xΦx + v
2
yΦy
×
(
e
− (2pi∆ν−2kvz−2piν)2
4(v2xΦx+v2yΦy) + e
− (2pi∆ν−2kvz+2piν)2
4(v2xΦx+v2yΦy)
)
. (4.30)
The signal power spectrum is proportional to (ΓxΓy)
− 1
2 and the lidar
systems sensitivity with regard to the scattering distance is therefore
governed by the sensitivity terms. It is also seen that the extend of
the spectral width due to the phase change induced by the transverse-
moving object is determined by the decorrelation terms Φx and Φy.
The spectral width originating from the transverse velocities are in most
cases negligible compared to other broadening effects such as integration
time and varying longitudinal velocities over the measuring range. It is
therefore assumed that Φxv
2
x and Φyv
2
y → 0 which reduces Eq. (4.30) to
Sˆ(z, ν) =
η2G2De
2ϕP0PLO
h2ν0νLO
√
ΓxΓy
· (δ (νD − ν) + δ (νD + ν)) , (4.31)
where νD = ∆ν − 2vz/λ.
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Figure 4.4: Illustration of the rotational symmetric lidar system consist-
ing of laser, detector, free space, lens, aperture, free space and scattering
object.
4.3.2 Simple Rotational Symmetric Lidar System
In this section we further assume that the optical lidar system is rota-
tional symmetric such that (Γ = Γx = Γy) and consists of free space,
lens, aperture and free space as illustrated in Figure 4.4. The forward
ray-transfer matrix is then given by [99][
A, B
C, D
]
= (4.32)[
1− z(kσ2+j2f)
fkσ2
, z + ∆z + f − z(∆z+f)(kσ2+j2f)
fkσ2
−1
f − 2jkσ2 , 1− (∆z+f)(kσ
2+j2f)
fkσ2
]
,
where ∆z+f is the distance from the laser with regards to the lens with
focal length f , σ is the Gaussian aperture radius and z is the distance
from the lens to the scattering point. For a large aperture Eq. (4.28)
can be used, and by inserting the A, B and D elements, the sensitivity
term reduces to
Γ(z) = 2pi
(
f2 + f∆z − z∆z)2 + (f − z)2k2w40
f2k2w20
. (4.33)
The limit for large aperture is, assuming f >> ∆z and f >> kw20, given
by
σ >>
√
2f
kw0
. (4.34)
The full sensitivity term are given in Eq. (C.3) in Appendix C.
4.4 Practical example
When designing a lidar system, the key parameters are measuring dis-
tance zdist, probe length ∆L, total signal power I and spectral width.
zdist is here defined as the distance from which the largest contribution
to the signal power spectrum at the Doppler frequency νD is obtained.
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∆L is defined as the FWHM length of contribution to the signal power
at the Doppler frequency. I is defined as the integral of Eq. (4.24) over
all frequencies. The spectral width, for uniform velocity over the mea-
suring volume, where Φxv
2
x and Φyv
2
y → 0, only depends on the temporal
envelope dependent function Tˆ (z, ν) and is calculated using Eq. (4.25).
As seen from Eq. (4.24), the effects of the Tˆ (z, ν) and Sˆ(z, ν) func-
tions can be analyzed separately, which is advantageous when designing
a lidar system. For CW systems with infinite integration time the system
is fully described by the function Sˆ(z, ν). The Sˆ(z, ν) function does not
(for uniform velocity over the measuring volume and when transverse
speed are neglected) affect the spectral width. For the Sˆ(z, ν) function
the measuring distance for an infinite aperture is given by
zdist = f +
∆zf2
∆z2 + k2w40
, (4.35)
and probe length is given by
∆L =
2f2kw20
∆z2 + k2w40
. (4.36)
The normalized total signal power of the Sˆ(z, ν) function for an infinite
aperture is
I¯ =
1
2
+
1
pi
arctan
(
∆z(f + ∆z) + k2w40
fkw20
)
, (4.37)
here normalized to the maximum signal power η2g2e2ϕP0PLOk/2. From
Eq. (4.31), it is seen that Sˆ(z, νD) is proportional to Γ
−1, and examples
of the signal strength’s dependence on distance are shown in Figure 4.5a
for five different values of ∆z with infinite aperture. As seen, changing
∆z moves the measuring distance zdist, but also affects the probe length
and the signal power. The dependencies of zdist, ∆L, and I¯ on ∆z for the
system with infinite aperture are seen in Figure 4.5b. In accordance with
the results shown by [89], an unfocused beam results in a signal power
of half that of a beam optimally focused. From Figure 4.5b it is also
seen that there is a maximum distance of zdist at which the system can
be focused to. This appears for ∆z = kw20 and is equal to f+f
2/(2kw20)
with a probe length of ∆L = f2/(kw20).
The effects of the aperture size are seen in Figure 4.6a where Γ−1
as a function of distance is plotted for five different values of aperture
radius σ. The signal strength and the measurement distance is here seen
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Figure 4.5: (a) Plot of Γ(z)−1 for five different values of ∆z using the
parameters f = 0.2 m, k = 2piλ , λ = 1550 nm, w0 = 3.8µm and σ = ∞.
(b) Plot of measuring distance zdist, probe length ∆L and normalized
total signal power I¯ plotted in blue(–), red(- -) and green(- · -), respec-
tively. The measuring distance and probe length are normalized to the
measuring distance at ∆z = kw20, which is equal to f +
f2
2kw20
.
to decrease with decreasing aperture. From Figure 4.6b it is seen that
the limit given in Eq. 4.34 is the limit where both the measurement dis-
tance and the probe length are strongly influenced by the aperture size.
For systems with small apertures, σ close to or smaller than
√
2f/(kw0),
the aperture size must therefore be included when determining the mea-
surement distance and probe lengths. For larger apertures it is mostly
the signal power that is affected, and it should therefore be the design
criteria for the signal power that governs the aperture size choice in a
lidar design.
For CW lidar systems Tˆ (z, ν) only depends on the integration win-
dow function ξ(t) and therefore only influences the spectral width and
not the range dependency. In a pulsed lidar system Tˆ (z, ν) influences
both the spectral width and the range dependency due to the the tem-
poral envelope of the optical fields, as seen from Eq. (4.25). Figure 4.7
shows examples of a pulsed lidar system where the integration window
function ξ(t), LO temporal envelope u˜LO(t), and the initial temporal
envelope u˜0(t) function are all rectangular pulses with a width of W .
Figure 4.7a shows how the normalized distance dependent signal power
I¯(z) changes from being dominated by the spatial dependent function
Sˆ(z, ν) for long pulse duration to being dominated by the temporal
dependent function Tˆ (z, ν) for short pulse duration. Here I¯(z) is nor-
malized to the CW signal power (Tˆ (z, ν) = 1) at zdist and is defined
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Figure 4.6: (a) Plot of Γ(z)−1 for five different values of σ where σLim =√
2f
kw0
using the parameters f = 0.2 m, k = 2piλ , λ = 1550 nm, w0 = 3.8µm
and ∆z = 5kw20. (b) Plot of measuring distance zdist, probe length
∆L and normalized total signal power I¯ plotted in blue(–), red(- -
) and green(- · -), respectively. The measuring distance and probe
length are normalized to measuring distance at σ → ∞ which is equal
to f + ∆zf
2
∆z2+k2w40
.
from Eq. (4.24) as
I¯(z) =∫∞
−∞ dν
∫∞
−∞ dν
′Tˆ (z, ν ′)Sˆ(z, ν ′ − ν)∫∞
−∞ dν Sˆ(zdist, ν)
. (4.38)
Figure 4.7b shows how the time delay ∆t between the LO temporal
envelope u˜LO(t), and the initial temporal envelope u˜0(t) can be used
to change the measuring distance without changing the optical system.
The parameters used for the results shown in Figure 4.7 are chosen
for illustrative purposes. For practical pulsed lidar systems, an optical
system with weak focus at the maximum measuring distance of interest
is preferred since this would make the lidar almost entirely dependent
on the temporal function.
The strength of the presented model is that it enables the possibility
to estimate the key values such as focal length of the lens and minimum
aperture given some performance criteria for the system. An example
could be a CW optical fiber based system where the beam width w0
and wavelength λ is known e.g. w0 = 3.8µm and λ = 1550 nm. If the
performance criteria is that the system should be able to measure at a
minimum distance of 200 m with a probe length of 50 m and at a signal
power efficiency of 99% of a system with infinite aperture, it can from
4.5. Summary 65
0 50 100 150 200 250 300
0.0
0.2
0.4
0.6
0.8
1.0
z @mD
IH
zL
W= 0.05µs
W= 0.25µs
W= 0.5µs
W= 1µs
W= ¥
(a)
0 50 100 150 200 250 300
0.0
0.2
0.4
0.6
0.8
1.0
z @mD
IH
zL
Dt= 200m 2c
Dt= 150m 2c
Dt= 100m 2c
Dt= 50m 2c
W= ¥
(b)
Figure 4.7: (a) Plot of I¯(z) for five different values of W using the
parameters ∆t = 150 m 2/c, f = 0.2 m, k = 2piλ , λ = 1550 nm, w0 =
3.8µm, σ = ∞ and ∆z = 4.32kw20. (b) Plot of I¯(z) for four different
values of ∆t using the parameters W = 0.1 µs, f = 0.2 m, k = 2piλ , λ =
1550 nm, w0 = 3.8 µm, σ =∞ and ∆z = 4.32kw20 and the corresponding
CW case, with W =∞, in black for comparison.
Eq. (4.35) and (4.36) be seen that the focal length of the lens needs to
be f ≥ 0.3 m. Comparing the signal power for the system with finite
aperture to that of infinite aperture then gives σ ≥ 0.4 m. If we set
the intensity throughput through the Gaussian aperture equal to that
of an circular hard aperture with radius R the limit for the radius is
then R ≥ 46 mm. This is calculated for an ideal system, but even for
non ideal systems this can be used as a first estimate before practical
testing.
4.5 Summary
An analytical model using the complex ABCD method has been pre-
sented and used to analyze a monostatic coherent lidar system. The
general model is presented in Section 4.3 for an arbitrary monostatic
lidar system. For more tangible results the model is simplified in Sec-
tion 4.3.1 by assuming Gaussian beam profiles and further in Section
4.3.2 by using a simple rotational symmetric system. In Section 4.4 the
total signal power, measuring distance, probe length, and influence of
pulse duration is analyzed for the simple rotational symmetric system.
The example illustrates how the model is a practical tool useful for es-
timating the effects of the component and field parameters for a given
system.
The advantage of the model is the simplicity at which different sys-
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tems can be analyzed simply by inserting the A, B, C, and D elements of
the given system, and the ability to analyze effects of temporal elements
such as pulse time and integration time.
The model presented assumes fully developed speckles with homoge-
nous laminar movement, but can be expanded to more complex systems
and to take into account turbulence or not fully developed speckle.
Chapter 5
Measurements of Spatial
Resolution
In this Chapter the range resolution of a FSPT modulated coherent
Doppler wind lidar is investigated and measurements of this lidar’s range
gates and the mapping of range gates into separate frequency slots are
shown for the first time. Measurements of the range dependency are
compared to an analytic model based on the complex ABCD method
and it is shown that the model and measurements are in good agreement.
The work shown in this Chapter resulted in the article ”Measure-
ments of the Spatial Resolution of a Frequency Stepped Pulse Train
Modulated Coherent Doppler Wind Lidar” submitted to Applied Op-
tics.
5.1 Complex ABCD Model
The mapping of range gates into frequency slots can be described by the
model presented in Chapter 4 where the signal power spectrum, Is(ν),
is given as the longitudinal integral over the convolution of the temporal
envelope dependent power function Tˆ (z, ν) and the spatially dependent
function Sˆ(z, ν)
Is(ν) =
∫ ∞
0
dz
∫ ∞
−∞
dν ′Tˆ (z, ν ′)Sˆ(z, ν ′ − ν). (5.1)
The temporal envelope dependent power function Tˆ (z, τ) is given by
Tˆ (z, ν) =
∣∣∣∣F (ξ(t)u˜LO(t)u˜0(t− 2zc )
)∣∣∣∣2 , (5.2)
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where F is the Fourier transform, u˜LO(t) and u˜0(t− 2zc ) are the temporal
envelope components of the LO and emitted fields respectively, and ξ(t)
is the real-valued integration window function limited by the integration
time and shaped by the choice of window function e.g. rectangular,
Gaussian, etc. The 2z/c is the time delay between the LO and the
emitted pulse due to the time of flight from emission to receiving the
signal light. z is the distance from the telescope to the reflecting object
and c is the speed of light.
The spatially dependent function Sˆ(z, ν) depends on the specific
optical design. However, for a simple rotational symmetric lidar system
with a telescope consisting of a lens with focal length f , free space of
length (∆z + f), an aperture with Gaussian aperture radius σ, and a
free space distance to a reflecting object z, Sˆ(z, ν) are given in Chapter
4 as
Sˆ(z, ν) =
η2G2De
2ϕP0PLO
h2ν0νLOΓ(z)
× (δ (νs − ν) + δ (νs + ν)) , (5.3)
assuming Gaussian fields and that the spectral decorrelation broadening
due to transverse velocities can be ignored. η is here the detector quan-
tum efficiency, GD is the detector gain, e is the elementary charge, ϕ is
the scattering amplitude, h is Planck’s constant, and PLO and P0 are the
LO and emitted field powers, respectively. The signal frequency is given
by νs = ∆ν − 2vz/λ where vz is the velocity of the reflecting object in
the longitudinal direction, λ the emitted field wavelength, and ∆ν is the
frequency difference between the LO pulse frequency νLO and the emit-
ted pulse frequency ν0. Assuming a large aperture (σ >>
√
(2)f/kω0)
the distance dependent sensitivity term Γ(z) is given by
Γ(z) =
2pi
(
f2 + f∆z − z∆z)2 + (f − z)2k2w40
f2k2w20
, (5.4)
where k is the wavenumber, and w0 is the e
−1 intensity radius of the
Gaussian shaped LO and emitted fields, here assuming identical spatial
distribution.
5.2 Experimental setup
The FSPT modulated lidar system used is a fiber based system with
a LSFS as FSPT source. Figure 5.1 shows a schematic drawing of the
5.2. Experimental setup 69
Laser
EDF
AOM
50/50
Coupler
PC
Isolator
WDM
BPF
SM Fiber
AOM
Polarizer
PC
Pump Laser
Pulse 
Generator
Driver
Driver
t
υ
t
υ
t
υa b c
a b c
Figure 5.1: Schematic drawing of the LSFS setup. The inserts at the
top indicates the frequency of the light source as a function of time; at
the seed laser (a), after the seed AOM (b), and at the LSFS output (c).
The LSFS ring consists of a 50/50 coupler, an amplifier (isolator, WDM,
Pump laser, and Erbium Doped Fiber (EDF)), a BPF, a loop AOM, a
single-mode (SM) fiber, and a Polarization Controller (PC).The LSFS is
seeded from a seed laser through the seed AOM, a PC and the coupler.
The generated FSPT at the output of the coupler is transmitted through
a polarizer and into the lidar system.
LSFS setup, the operation of the LSFS configuration has been described
in [63, 67] and the primary points of LSFS operation are here shortly
reviewed. A narrow line width fiber laser emitting at a wavelength of
1548 nm seeds the fiber loop with a square pulse modulated through an
AOM. In the fiber loop the pulse is amplified by the EDFA enough to
exactly compensate for the losses in the loop. The EDFA consists of
an isolator, a WDM, a 978 nm pump laser and an Erbium doped fiber.
The optical BPF limits the amplified spontaneous emission generated
in the amplifier. The AOM in the loop induces the frequency shift,
∆ν, of 40 MHz to the pulse each time it passes the AOM. The loop
AOM is also used to control the total duration of the FSPT. A single-
mode transmission fiber is used to control the length of the LSFS loop,
which governs the pulse repetition rate in the FSPT. In our setup a loop
length of ∼ 250 m is used which gives a pulse-to-pulse time of 1.234 µs.
The seed pulse duration controlled by the seed AOM is 1.23 µs which
generates a quasi-continuous signal with a minimum of time between the
pulses. The polarization controllers and the polarizer are used to ensure
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a constant output polarization of the signal and minimize polarization
dependent loss in the loop.
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Figure 5.2: Schematic drawing of the hard target measurement with the
FSPT modulated lidar.
Figure 5.2 shows a schematic drawing of the experimental setup. The
FSPT modulated lidar consists of three main parts, an optical part, an
analog electrical part, and a digital part.
The optical part consists of a LSFS source for generating the square
pulsed FSPT, an EDFA for amplifying the outgoing field, a circulator,
and a telescope for transmission and reception. The telescope consists of
a lens with a focal length of 0.20 m and a circular hard aperture with a
diameter of 3′′ and has a variable focus length controlled by the position
of the fiber end with respect to the lens. The beam waist radius of the
field from the fiber end is, when approximated by a Gaussian beam,
equal to 3.6 µm and the average transmitted power is 0.5 W. From the
telescope the light is directed onto a moving hard target from which the
light is back reflected and collected by the telescope. In our experiment
the hard target is a belt sander set at a fixed speed v and placed at a
distance z from the telescope. The LO field is generated as a reflection
at the fiber-end-facet of the circulator and is sent back through the
circulator and onto the detector together with the collected light in a
self-heterodyne detection scheme. The LO field is therefore a copy of the
signal carrying field but with a time delay corresponding to the traveling
time to and from the target.
The analog electrical part consists of an AC coupled detector that
generates the self-heterodyne electrical signal, a low pass filter for re-
moving high frequency components and thereby avoiding aliasing, and
an 8 bit digitizer converting the analog signal to digital with a sampling
rate of 400 MS/s.
The digital part processes the time signal into an Averaged Power
Spectrum (APS) where each individual power spectrum is calculated
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using a DFT on the 0.7075 µs center segment of each LO pulse starting
0.11 µs from the pulse edge and averaging 4140 spectra. An average
noise spectrum is calculated in the same manner but with a shutter in
front of the telescope to exclude any back reflected light.
Diffuse hard targets such as sandpaper have been shown as good
analogs for measuring the longitudinal lidar weighting function since
the individual scatters are uncorrelated in the same way as aerosols in
the atmosphere [105]. A belt sander was therefore used as calibration
target for the measurement of the FSPT lidars range dependence. Mea-
surements were performed by moving the belt sander in increments of
5 m starting 10 m from the lidar telescope and at each distance measur-
ing four APS each with a focus distance of 46, 88.5, 168 and 230 m set
for the telescope respectively.
5.3 Results
The complex ABCD model described in Section 5.1 predicts a mapping
of range gates into frequency slots and also the range dependency of
the range gates. The experimental setup described above is used for
measuring this coupling between range gates and frequency slots and
range dependency for the first time.
Samples of three signal APS, one for each range gate/frequency slot,
and an noise APS are shown in Figure 5.3. As seen from the spectra,
the reflected light from a certain distance only generates signal in the
corresponding frequency slot. Figure 5.3a is an average noise power
spectrum measured with no reflected light. The peaks seen at 40, 80,
120, and 160 MHz are the leakage power of the AOM [78] and indicates
the center of each frequency slot. The frequency slots are in the range
of 0− 20 MHz, 20− 60 MHZ, 60− 100 MHz, 100− 140 MHz, and 140−
180 MHz for the 1st, 2nd, 3rd, 4th, and 5th slot. Figure 5.3b is the average
signal power spectrum measured with the hard target at a distance of
50 m and a telescope focus length of 46 m. As seen this generates a
signal peak at 4.7 MHz in the 1st frequency slot, corresponding to a
line of sight speed vz = 3.6 m/s in the 1
st range gate. Figure 5.3c is
the average signal power spectrum measured with the hard target at a
distance of 175 m and a telescope focus length of 168 m. The signal
peak at 44.7 MHz is here in the 2nd frequency slot since the hard target
is moved to the 2nd range gate. It is also seen that the frequency shift
is equal to that of Figure 5.3b plus the 40 MHz of the AOM induced
frequency shift, which is as expected when measuring the same speed
in different range gates. The same is true for the 3rd range gate as seen
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Figure 5.3: Samples of three signal APS, one for each range gate/ fre-
quency slot, and a noise APS. (a) A noise APS. (b) Signal APS measured
with the hard target at a distance of 50 m and a telescope focus length
of 46 m. (c) Signal APS measured with the hard target at a distance of
175 m and a telescope focus length of 168 m. (d) Signal APS measured
with the hard target at a distance of 310 m and a telescope focus length
of 230 m.
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from the average signal power spectrum in Figure 5.3d though less clear
due to the week signal at the distance of 310 m.
In this paper we use the narrowband CNR [19] to map out the range
dependency of the FSPT lidar. CNR values are calculated for each
distance of the hard target and focus length of the telescope. The CNR
values are calculated as
CNR =
∫
B dν|is(ν)|2∫
B dν|in(ν)|2
− 1, (5.5)
where |is(ν)|2 and |in(ν)|2 are the signal APS and noise APS respec-
tively, and the B is the signal bandwidth centered on the peak signal
frequency, and here set to 3.9 MHz. The minus one originates from the
inherently included noise in the measured signal spectrum.
For comparison the CNR predicted by the model is calculated in the
same manner
CNRm =
∫
B dνIs(ν)∫
B dν|in(ν)|2
, (5.6)
using the modeled power spectrum Is(ν), the measured noise power
spectra, and the parameters f = 0.2 m, k = 2pi/1548 nm−1, and
w0 = 3.6 µm, for focus = 46, 88.5, 168, and 230 m where ∆z =
f2+
√
f4−4(focus−f)2k2w40
2(focus−f) . An infinite aperture size is assumed since the
3” hard aperture used in the setup corresponds to approximately 74
times the limiting factor
√
2f/kw0, given in Eq. (4.34). The temporal
envelope of the emitted and LO field is modeled as square pulses of du-
ration 1.23 µs. The integration window function is a square window of
duration 0.708 µs and the time delay between LO and emitted pulses
is 0.125 µs, 1.359 µs, and 1.484 µs for the 1st, 2nd, and 3rd range gate,
respectively.
Figure 5.4 shows a comparison between the measured and modeled
range dependency of the CNR. Figure 5.4a shows CNR measurements
performed with a CW lidar setup for comparison to the FSPT lidar
setup. The CW lidar measurements are made using the same parameters
as described above but with a CW source instead of the LSFS source.
This system does not have any range gates and as is seen from the
plot, some amount of signal will be returned from all distances. This
will result in range ambiguity in the case of range dependent scattering
coefficients e.g. fog, or clouds passing the measuring volume. It is also
seen that there is a high agreement between the model and the measured
range dependency of the CNR.
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Figure 5.4: Comparison between measured CNR (markers) and modeled
CNR (lines). (a) CW lidar system. (b) FSPT lidar system 1st range
gate. (c) FSPT lidar system 2nd range gate. (d) FSPT lidar system 3rd
range gate.
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In Figure 5.4b, 5.4c, and 5.4d the comparison between the measured
CNR and the modeled CNR is seen for the first three range gates. Again
a high degree of agreement between measured and modeled CNR range
dependency is seen. The possibility for range ambiguity seen in the
CW measurement is clearly limited by the FSPT lidar where the probe
length is limited by the pulse length and no signal is returned from
outside the range gates. From Figure 5.4b it is seen that both model
and measurements are without any signal from distances beyond 162 m.
From Figure 5.4c it is again seen that both model and measurements
show no signal from distances less than 56 m from the telescope. It is also
seen that there is a good agreement between the measurement and model
when it comes to the shape of the range gate. This is especially visible
on the 230 m focus in Figure 5.4c where a distinct kink on the curve is
visible at 162 m and 241 m. These kinks are described by the model via
Eq. (5.2) where the use of a unequal duration of the window function
and emitted pulse results in a flattened triangle function. Similar to the
1st and 2nd range gates the 3rd range gate seen in Figure 5.4d shows good
agreement between measurements and the model and a clear extinction
of any signal from within 241 m is seen, as predicted by the model.
5.4 Summary
In this chapter the first measurements of the range dependency of the
FSPT modulated coherent wind lidar as well as the mapping of range
gates into frequency slots has been shown. The measured range de-
pendency is seen to be in good agreement with the range dependency
predicted by the complex ABCD model and it is shown that the FSPT
modulated coherent wind lidar is able to measure the same line of sight
speed in all the range gates.

Chapter 6
FSPT Lidar Wind Speed
Measurements and Discussion
In this chapter the first measurements of wind speeds using the FSPT
modulated lidar are presented followed by a discussion of the feasibility
of the FSPT modulated lidar. Using the complex ABCD model devel-
oped in Chapter 4 and the noise measurements presented in Chapter 3
the performance of the FSPT modulated lidar is compared to that of a
CW and pulsed lidar. This chapter is concluded by a short discussion
of the possible changes to the FSPT modulated lidar concept that could
improve the performance of the system.
The measurements presented in Section 6.1 resulted in the conference
paper ”Simultaneous measurements of wind speed at multiple distances
without range ambiguity” presented at the CLRC 16th Coherent Laser
Radar Conference. The measurements presented in Section 6.2 resulted
in the conference paper ”Frequency stepped pulse train modulated wind
sensing lidar” presented at the conference Lidar Remote Sensing for
Environmental Monitoring - SPIE.
6.1 Wind Speed Measurments
The first atmospheric wind speed measurements performed with the
FSPT modulated coherent wind lidar were presented at the CLRV XVI
conference in Long Beach, CA, USA [64]. The measurements were ob-
tained with the following parameters for the FSPT: Tpulse = 0.55 µs,
Tinter = 0.03 µs, Npulse = 25, Tinter,train = 1 µs and a frequency shift
∆ν of 40 MHz. With these parameters the duty cycle was 89% and
wind speeds up to 15 m/s were measurable without range ambiguity.
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For wind speeds above 15 m/s the signal would appear in the neighbor-
ing frequency slot and, hence, appear to be measured in the neighboring
range gate and with an opposite direction. An external measurement of
the wind direction would increase the maximum measurable wind speed
by a factor of two before range and speed ambiguity would occur.
Each range gate extended over 165 m and due to the low inter-
pulse duration compared to the pulse duration, a large overlap between
consecutive range gates occurred. The range gates span from 0 - 82.5 m,
4.5 - 169.5 m, 91.5 - 256.5 m and 178.5 - 343.5 m for the first, second,
third and fourth range gate, respectively. The corresponding frequency
slots extended from 0 - 20 MHz, 20 - 60 MHz, 60 - 100 MHz and 100 -
140 MHz, respectively.
Measurements taken at a focus length of 84 m, 168 m and 261 m,
which nearly corresponds to the centers of the second, third and fourth
range gates, are shown in Figure 6.1. These measurements were achieved
in high-scattering conditions and wind speeds between 5 m/s and 6 m/s
were measured. The results in Figure 6.1b show wind speeds that dif-
fer by 1 m/s in two consecutive range gates. This illustrates that the
FSPT modulated lidar removes the range ambiguity and is capable of
measuring wind speeds at multiple distances.
From Figure 6.1a and 6.1b the noise floor is seen to have a dip at
40 MHz. This originates from the frequency noise generated by leak-
age of the AOM in the LSFS [106]. This effect is also seen at higher
orders of frequency shifts i.e. 80 MHz and 120 MHz although much less
pronounced. This leakage noise influences measurements at low wind
speeds since signal and noise would not be distinguishable. The AOM
leakage in the LSFS should therefore be reduced to a minimum.
6.2 FSPT and CW lidar Wind Speed
Comparison
Measurements showing the FSPT lidars ability to measure directional
dependency of the wind speed as well as a comparative measurement of
wind speed between CW lidar and FSPT modulated lidar was presented
at ”SPIE Optics + Photonics” conference in San Diego, Ca, USA [65].
In these measurements each range gate extends over 300 m and, due
to the low inter-pulse duration compared to the pulse duration, a large
overlap between consecutive range gates occurs. The range gates span
from 0 - 150 m, 39 - 339 m, 228 - 528 m and 417 - 717 m for the first,
second, third and fourth range gate respectively. The corresponding
frequency slots extends from 0 - 20 MHz, 20 - 60 MHz, 60 - 100 MHz and
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Figure 6.1: Spectral measurements of atmospheric wind speed by the
FSPT modulated lidar at a telescope focus length of 84 m, 168 m and
261 m plotted in figure (a), (b) and (c), respectively. CNR is here the
single frequency slot CNR value.
100 - 140 MHz, respectively. To illustrate the directional dependence
of the wind speed, the two measurements shown were taken in different
directions, one in the general wind direction and the other up against
the wind direction. Both of them were taken with a focus distance
set to 350 m and show measurements of wind speeds in both second
and third range gate. The measurements in Figure 6.2 were achieved in
high-scattering conditions where the aerosol density was high. The peak
frequencies are 50.2 MHz and 90.2 Mhz for the measurement in the wind
direction and 31.37 MHz and 71.37 MHz for the measurement against
the wind direction. According to Eq. (2.25) this corresponds to a LOS
wind speed of 7.9 m/s in the wind direction and 6.7 m/s against the wind
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direction. With a focus at 350 m the return signal is manly expected
to originate from the overlapping sections of the second and third range
gate and identical LOS wind speed in the two range gates are therefore
as expected. The difference in line of sight wind speeds between the two
measurements originates from changing wind conditions and that they
are not measuring the wind speed in the exact opposite directions of
each other.
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Figure 6.2: Spectral measurements of atmospheric wind speed by the
FSPT modulated lidar at a telescope focus length of 350 m with and
against the wind direction, left and right respectively. Measurements
are performed with the FSPT settings: Tpulse = 1 µs, Tinter = 0.26 µs,
Npulse = 35, Tinter,train = 0.6 µs, ∆ν of 40 MHz, and average power of
29 dBm. Each spectrum is an average of 3894 signal spectra, divided by
an averaged noise spectrum. The dashed lines indicates the separation
between the frequency slots.
For comparison a measurement using a CW source instead of the
FSPT source is shown in Figure 6.3. The CW lidar in this case uses the
same setup as the FSPT lidar and transmits the same average power,
only the FSPT source was changed to a CW laser source. The CW laser
source in this case was the CW laser source used in the LSFS setup. By
using the same laser source in the CW lidar as in the FSPT lidar the
measurements only differs in the method used and a qualitative com-
parison of the methods can be made. The measurement was performed
under the same high-scattering conditions as the FSPT lidar measure-
ments. The line of sight wind speed measured by the CW lidar is 4.5 m/s
which is a lower than the FSPT lidar measurement but this would be
expected due to changing wind conditions between the measurements.
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Figure 6.3: Spectral measurements of atmospheric wind speed by a CW
lidar at a telescope focus length of 350 m. Measurements performed
with an average power of 29 dBm. The spectrum is an average over
2047 individual spectra divided by an equally averaged noise spectrum.
When comparing the CW lidar measurement and the FSPT lidar
measurement it is seen that the CNR of the CW lidar is approximately
a factor of ∼ 14 times higher than the FSPT lidar. For the FSPT lidar
to be able to measure under all atmospheric conditions, it needs to have
a CNR nearly as high as the CW lidar and noise differences between the
two systems is therefore discussed in the following. The measurements
were performed in a non homogeneous atmosphere and it is therefore
not possible to directly compare the measurements. A more rigorous
study should be made under more steady conditions.
The highest possible CNR is achieved when the noise in the system
is dominated by the shot-noise. Figure 6.4 shows a measurement of the
noise level of the FSPT lidar and the CW lidar relative to the dark noise
of the systems. The three largest contributions to noise in the CW lidar
are dark noise from detector and electronics, RIN from fluctuations in
laser power, and shot-noise. When dark noise is dominant the noise level
is independent of the optical power at the detector, whereas when RIN
is dominant the noise level increases with the square of the power. Only
when the noise is dominated by shot-noise does it have linear dependence
of power [66]. Since the carrier strength also increases linear with power
no further increase in CNR is achieved by increasing the power when
operating the lidar in the shot-noise limited regime [89]. The noise level
of the CW lidar shown in Figure 6.4 is growing linearly to at maximum
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of 3.5 dB higher than the dark noise level before saturating the detector.
The dominant noise term in the CW lidar measurements was therefore
the shot-noise and an optimal CNR was achieved.
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Figure 6.4: Noise level relative to dark noise of the system depending on
the LO power on the detector for FSPT and CW lidar. The difference
between the LO optical power at the detector and the output power of
the EDFA is 32.56 dB. The saturation power of the photodetector is -2.1
dBm.
The noise level of the FSPT lidar would follow that of the CW lidar
if no additional noise had been growing in the LSFS and only the center
of the square pulses were used for the spectrum calculations. This is not
the case for the measurements shown here since these were preformed
before the LSFS improvements discussed in Chapter 3. The noise level
of the FSPT lidar is 7-12 dB higher than that of the CW lidar and
does not grow linearly. This indicates that other noise terms contribute
more than the shot-noise and a lower CNR, as seen when comparing
Figure 6.2 and 6.3, is therefore to be expected. One of the main sources
to this increased noise has been seen to be the square pulse shapes,
which after filtering generates ringing at the front and back of each
pulse contributing to the noise level, see Appendix A.
The noise level, however, is not the only reason for the difference in
CNR between the CW lidar and the FSPT lidar. In order to investigate
this, more controlled conditions are needed and the measurements of
Chapter 5 ate therefore used. By using the modeled signal power of the
CW and the FSPT systems and the noise power of the CW system, a
CNR that is independent of the noise difference can be calculated. The
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CNR is calculated by integration of the signal power over all distances
and dividing by the noise power level. The CNR values for the CW
and FSPT system are shown in Table 6.1 for the four different focus
distances and the three range gates of the FSPT lidar.
Focus CW FSPT 1. FSPT 2. FSPT 3.
46 m 9152 4517 53 7
88.5 m 8958 2899 1019 33
168 m 8521 587 3100 248
230 m 8078 367 2357 810
Table 6.1: Noise compensated CNR comparison between the CW lidar
and the first, second and third range gate of the FSPT lidar setup from
Chapter 5.
As seen from the table even if it is possible to remove the ASE noise
from the LSFS the CNR is limited by the splitting of signal power into
different frequency slots. It is also evident that for the FSPT system, the
CNR with this setup strongly depends on the focus distance compared to
the center of the range gates and the probe length of the corresponding
focus beam compared to the range gate length.
6.3 LSFS Modulated Lidar Discussion
With the model of the signal signal power described in Chapter 4 and
the noise model described in Chapter 3 a theoretical comparison of the
limits of the FSPT modulated lidar with a CW and a pulsed lidar is
possible. In the comparison the following will be discussed:
 Probe length
 CNR
 Velocity precision
 Number of averaging
 Measuring time
 Range ambiguity
 Maximum measuring distance
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6.3.1 CW lidar comparison
The comparison between a CW lidar and FSPT modulated lidar is done
under the assumption that the average transmitted power from the tele-
scope is limited by e.g. eye safety conditions or power limit of optical
components. The systems in this comparison uses the same telescope
with the parameters shown in Table 6.2.
λ = 1548 nm w0 = 3.8 µs f = 0.2 m
η = 0.5 g = 1 φ = 2 · 10−14 m
P0 = 1 W PLO = 1 mW Tint = 5 µs
Tpulse = 0.13 µs RFSPT = 7.49 MHz
Table 6.2: Parameters used for the FSPT lidar comparison with CW
lidar. The pulse duration of the FSPT is defined, by a 20 m range
gate interval, as Tpulse =
2·20 m
c and the inter-pulse time is set to zero,
Tinter = 0. The FSPT pulse repetition rate is found by RFSPT =
1
Tpulse+Tinter
.
The signal power for both systems are given by Eq. (4.24) as〈
i2s
〉
=
∫
B
dν
∫ ∞
0
dz
∫ ∞
−∞
dν ′Tˆ (z, ν ′)Sˆ(z, ν ′ − ν), (6.1)
where B is the frequency bandwidth defined by the FWHM frequency
width of the signal, either limited by integration time, pulse duration, or
atmospheric correlation time. The telescope is assumed to be a simple
rotational symmetric with large aperture and using Gaussian fields. The
spatial dependent function Sˆ(z, ν) is therefore, from Eq. (4.31) and
(4.33), given by
Sˆ(z, ν) =
η2G2De
2ϕP0PLO
h2ν0νLOΓ
· (δ (νD − ν) + δ (νD + ν)) , (6.2)
where
Γ(z) = 2pi
(
f2 + f∆z − z∆z)2 + (f − z)2k2w40
f2k2w20
. (6.3)
From Eq. (4.25) the temporal envelope dependent function Tˆ (z, ν ′)
is given by
Tˆ (z, ν) =
∣∣∣∣F (ξ(t)u˜LO(t)u˜0(t− 2zc )
)∣∣∣∣2 , (6.4)
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where u˜LO(t) and u˜0(t) are the temporal envelope of the LO and trans-
mitted fields respectively and ξ(t) is the window function limited by
the integration time, Tint. In the CW lidar case u˜LO(t), and u˜0(t) are
constant and equal to 1, and a square window function is used
ξ(t) =
{
1, if |t| ≤ Tint/2
0, else
. (6.5)
The temporal envelope dependent function is therefore
Tˆ (z, ν) = T 2intsinc
2 (Tintν) . (6.6)
In the case of the FSPT modulated lidar the temporal envelope func-
tions are, for ease of comparison, assumed to be square functions
u˜LO(t) =
{
1, if |t−∆t| ≤ Tpulse/2
0, else
, (6.7)
u˜0(t) =
{
1√
TpulseRFSPT
, if |t| ≤ Tpulse/2
0, else
, (6.8)
where the amplitude of the transmitted field is limited such that the
total average power is independent of pulse duration and repetition rate.
The peak power of the LO field on the other hand is kept constant
since the limit for the LO power is the saturation of the detector. The
time delay, ∆t, of the LO fields defines the center position of the range
gate. The window function is assumed to be a square window function
with longer duration than the temporal envelope of the LO field and
therefore treated as ξ(t) = 1. The full temporal functions for the LO
and transmitted fields are a sum of squares each with a carrier frequency
shifted ∆ν with respect to the previous pulse. But when calculating
the signal strength from one frequency slot only one LO pulse and one
transmitted pulse interacts at any given time. For a frequency slot, and
thereby at a given range gate, the temporal envelope dependent function
is therefore
Tˆ (z, ν) =
1
TpulseRFSPT
[
Tpulse −
∣∣ 2z
nc −∆t
∣∣]2
·sinc2 ([Tpulse − ∣∣2zc −∆t∣∣] ν) , if
∣∣2z
c −∆t
∣∣ ≤ Tpulse
0, else
(6.9)
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Figure 6.5: Example of distance dependency of the signal power for
the CW lidar and FSPT lidar (a) and (b), respectivly. Plots generated
using the parameters of Table 6.2 for focus at 20 m intervals and with
the range gates of the FSPT lidar centered at the focus distances
The distance dependency of the signal power for the CW lidar and
FSPT lidar are seen in Figure. 6.5. The examples shown here are with
the focus set to increase with 20 m intervals and with the range gates
of the FSPT lidar centered at the focus distances. The corresponding
probe lengths and CNR as a function of measurement distance are seen
in Figure 6.6. For focus below 50 m the probe lengths of the CW lidar
and the FSPT lidar are both limited by the spatial dependent function
and therefore equal. At focus above 50 m the temporal defined range
gates of the FSPT lidar starts to dominate and limits the probe length to
a maximum of 14 m, whereas the probe length of the CW lidar increases
to several hundreds of meters. The advantage of the FSPT lidar over
the CW lidar with regards to probe length is here evident especially at
long measuring distances. The limit on maximum range for CW lidars
due to probe length and the risk of range ambiguity due to clouds and
fog is therefore removed.
The CNR shown in Figure 6.6b is here calculated with Eq. (2.13) and
(2.16) using shot-noise limited systems. Creating a shot-noise limited
FSPT lidar is, as discussed in Chapter 3, not feasable. The comparison
between CW and FSPT lidar CNR is therefore the best case scenario,
since including the ASE noise would further degrade the CNR of the
FSPT lidar. But even without the disadvantage of the ASE noise the
CNR of the FSPT lidar is seen to be lower by 32 dB at best and 46 dB
at worst in this example.
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Figure 6.6: (a) Probe length dependency of measuring distance for the
CW lidar and FSPT lidar example. (b) CNR as a function of measuring
distance for the CW lidar and FSPT lidar example.
When comparing the temporal envelope dependent functions (6.6)
and (6.9) it is seen that two effects cause this difference in CNR. One
issue is that the range gate limit decreases the range from which signal
is received and thereby decreases the CNR. This effect increases as the
difference between CW lidar probe length and range gate grows, as is
seen from Figure 6.6.
The other issue is the pulse duration compared to integration time
of the CW lidar. As is seen from Eq. (6.6) and (6.9), the temporal
envelope dependent functions scales with the square of the pulse dura-
tion/integration time. It is also seen that the spectral broadening scales
with the pulse duration/integration time. This does not change the sig-
nal strength, but increases the noise, since the noise scales proportional
with the spectral width, as seen from Eq. (2.16). It is the difference
in pulse duration and integration time of the two systems that are the
cause of the 32 dB difference in CNR at a measuring distance of 20 m
where the probe length is dominated by the spatial dependent function.
The CNR of the FSPT can be increased by increasing the pulse
duration, but at the cost of the range gate length. If the pulse duration
is increased enough to achieve the same CNR as the CW lidar the effects
of the range gates in the first hundreds of meters is negligible. The
CNR difference between the two system in actual measurements may be
better due to atmospheric correlation time. The bandwidth of the CW
lidar is in this example 0.15 MHz whereas the FSPT lidar bandwidth
is 6.93 MHz. A short correlation time in the atmosphere will therefore
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effect the CW lidar more than the FSPT lidar. If the bandwidth of
the CW lidar is increased to 1 MHz, the CNR difference between the
systems will be reduced by 6 dB.
The CNR is, as described in Section 2.1.3, a parameter in calculating
the velocity precision of a lidar system. The velocity precision of the
systems are defined by Eq. (2.21). Using this, the number of averages for
the CW lidar and FSPT system can be calculated for a given wind speed
precision. For a precision of 0.1 m/s and using a atmospheric correlation
time of 1 µs the number of averages for the CW system at a distance of
20 m needs to be more than 1173. With a integration time of 5 µs the
CW lidar is therefore able to make up to 170 measurements per second.
The number of averages for the same wind speed precision increases up
to 2400 when the measuring distance is 300 m, reducing the number of
measurement per second to 83. For the FSPT lidar to achieve the same
wind speed precision the number of averages needs to be 9.3 · 109 at a
distance of 20 m making the FSPT able to measure 0.0008 measurements
per second, or 2.9 measurements pr hour. At a distance of 300 m this
reduces to 0.05 measurements per day. If the wind speed precision is
reduced to 1 m/s this changes to 4.8 measurements per minute and 5.2
measurement per day at 20 m and 300 m respectively. It is therefore
evident that the FSPT lidar using the parameters in the shown example
is not a practical system for measuring wind speeds. As explained in
Section 2.1.3 a reduction in CNR needs to be compensated with the
square in number of averages. The measurements shown in Section 6.1
and 6.2 were therefore only possible due to the high scattering conditions
of the atmosphere and the relative long pulse duration.
To summarize:
 The advantages of the FSPT lidar over the CW lidar is its range
gates, limiting the probe length, removing range ambiguity and
increasing the maximum measuring distance.
 The disadvantages of the FSPT lidar compared to the CW lidar is
its reduction in CNR when average transmission power is a limiting
factor. This reduction in CNR then either reduces the velocity
precision or increases the measuring time significantly compared
to the CW lidar.
6.3.2 Pulsed lidar comparison
Using the FSPT lidar with a focused telescope where the focus changes
to the center of each range gate removes the advantage of simultaneous
measurements of multiple range gates. Using an unfocused telescope in
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a setup similar to that of a pulsed lidar is therefore more appropriate.
In this section the FSPT lidar is therefore compared to a pulsed lidar.
The comparison between pulsed lidar and FSPT modulated lidar
is similar to the CW comparison done under the assumption that the
average transmitted power from the telescope is limited by e.g. eye
safety conditions or power limit of optical components. This might not
be the case for all pulsed lidar systems and a discussion of effects for the
FSPT lidar if it is limited by peak pulse power instead of average power
will be given in Section 6.3.3. Both system in this comparison uses the
same telescope with a weak focus at 200 m, ∆z = 20 µm, and with the
parameters shown in Table 6.3.
λ = 1548 nm w0 = 3.8 µs f = 0.2 m
η = 0.5 g = 1 φ = 2 · 10−14 m
P0 = 1 W PLO = 1 mW Tpulse = 200 µs
Wpulse = Tpulse/2 ∗
√
2 ln(2) Rpulse = 2 kHz RFSPT = 7.49 MHz
Table 6.3: Parameters used for the FSPT lidar comparison with pulsed
lidar. The FSPT pulse repetition rate is defined by measuring intervals
of 20 m, as RFSPT =
c
2·20 m.
The spatial dependent function Sˆ(z, ν) is therefore the same as in
the CW lidar comparison and given by Eq. (6.2) and (6.3). The pulse
shape of both systems are assumed to be Gaussian and the temporal
functions are therefore
u˜LO(t) = e
− (t−∆t)2
2W2
pulse (6.10)
u˜0(t) =
1√√
piWpulseR
e
− t2
2W2
pulse (6.11)
where the amplitude of the transmitted field is limited such that the
total average power is independent of pulse width Wpulse and repetition
rate, R = Rpulse and R = RFSPT for the pulsed lidar and FSPT lidar
respectively. The peak power of the LO field is kept constant since
the limit for the LO power is the saturation of the detector. The time
delay, ∆t, of the LO fields defines the center position of the range gate.
The window function is assumed to be a square window function with
longer duration compared to the temporal envelope of the LO field and
therefore treated as ξ(t) = 1. In the pulsed lidar a constant LO field
is used with a Gaussian window function, which results in the same
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temporal envelope dependent function since ξ(t) and u˜LO(t) here are
interchangeable functions. The temporal envelope dependent function
is therefore for both the pulsed lidar and FSPT lidar given by
Tˆ (z, ν) =
√
piWpulse
R
exp
[−2pi2ν2W 2pulse] exp
[
−
(
∆t− 2zc
)2
2W 2pulse
]
(6.12)
The distance dependence of the signal power for the pulsed lidar is
seen in Figure 6.7, using 20 m interval. The distance dependency of the
FSPT lidar is the same as the pulsed lidar, but lower by 35.7 dB.
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Figure 6.7: Example of distance dependency of the signal power for the
pulsed lidar. The plot is generated using the parameters of Table 6.3
for a weak focus at 200 m and with the range gates centered at 20 m
intervals.
The probe lengths are independent of measuring distance and con-
stant at 30 m. The probe lengths of the pulsed lidar and the FSPT are
identical and defined by the pulse duration. Non of the two systems are
therefore limited in measuring distance by the probe length, but instead
by the transparency and reflectivity of the atmosphere. The pulsed li-
dar avoids range ambiguity with a low pulse repetition rate whereas the
FSPT lidar avoids the range ambiguity by the frequency stepping. This
difference in approach is what makes the FSPT lidar capable of con-
tinuous measurements at all distances simultanious, whereas the pulsed
lidar only measures at a given distance in the fraction TpulseRpulse of the
time.
The CNR as a function of measuring distance is seen in Figure 6.8.
The CNR of both lidars only changes slowly with the measuring dis-
tance due to weak focus defining the spatial dependent function. The
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Figure 6.8: CNR as a function of measuring distance for the pulsed lidar
and FSPT lidar example.
difference in CNR of the two systems is in this example 35.7 dB this
corresponds to the difference in pulse repetition rate. the CNR is pro-
portional to the transmitted pulse power, which in turn is inversely pro-
portional with the pulse repetition rate due to the limit in average power.
The CNR of the FSPT is therefore reduces by a factor of Rpulse/RFSPT
compared to the CNR of the pulsed lidar. The CNR discused here is
calculated using shot-noise limited systems. As discussed in Chapter
3, a shot-noise limited FSPT lidar is not feasible and the CNR of the
FSPT lidar example is therefore a best case CNR.
From Section 2.1.3 the wind speed precision is known to be inversely
proportional with the CNR and inversely proportional with the square-
root of the number of averages, N . The number of measurements per
second for a given wind speed precision is given by the number of aver-
ages times the pulse repetition rate, N · R. With N ∝ CNR2 ∝ 1/R2
the measuring rate decreases linear with the pulse repetition rate, or if
measuring rate is kept constant the wind speed precision decreases with
R3/2.
To summarize:
 The advantages of the FSPT lidar over the pulsed lidar is high
pulse repetition rate enabling continuous measuring of the wind
speed compared to only a fraction of the time for a pulsed lidar.
 The disadvantages of the FSPT lidar compared to the pulsed lidar
is its reduction in CNR when average transmission power is a limit-
ing factor. This reduction in CNR then either reduces the velocity
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precision or increases the measuring time significantly compared
to the pulsed lidar.
6.3.3 Pulse power limited lidar
If the limit in pulse repetition rate is the range ambiguity and the limit in
pulse power is the pulse peak power due to non-linear optical effects, then
two systems are able to improve the wind speed precision or measuring
rate.
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Figure 6.9: (a) Schematic drawing of the transmitted and LO field of a
FSPT lidar with a reduced FSPT repetition rate. (b) Schematic drawing
of the transmitted and LO field of a pulsed lidar using a FSPT with
reduced pulse repetition rate as the transmission field and a CW lidar
as LO.
A schematic drawing of the transmitted and LO field of the two sys-
tems are seen in Figure 6.9. The system shown to the left is a FSPT
modulated lidar where the FSPT repetition rate is limited such that
the individual transmitted peak pulse powers are not limited by the av-
erage transmission power. The number of pulses and thereby overall
pulse repetition rate is in this system able to be increased up to a limit
where the average transmission power is limited by optical components
or eye-safety regulations. The advantages of this system is that it maps
the range gates directly into frequency slots as well as increases the
measuring rate compared to a single frequency pulsed lidar. The disad-
vantage is that the optical noise of the LSFS is present in the LO field
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and thereby decreasing the CNR with a factor that might be significant
compared to the gain in pulse repetition rate.
The system shown to the right is a pulsed lidar system using a CW
source as LO field and a FSPT with reduced pulse repetition rate as
transmission field. In this configuration the pulse repetition rate is able
to be increased up to a limit where the average transmission power
is limited by optical components or eye-safety regulations and thereby
increase the measuring rate compared to a single frequency pulsed sys-
tem. The advantages of this system is the increase in the measuring rate
compared to a single frequency pulsed lidar as well as the possibility of
making a shot-noise limited system. The disadvantage is that the sys-
tem does not directly map range gates into frequency slots and a more
complicated signal processing is therefore needed.
6.4 Summary
In this chapter the first wind speed measurements using the FSPT mod-
ulated lidar has been presented. The measurements were performed un-
der favorable conditions with high reflectivity of the atmosphere and
showed a significant difference in CNR compared to a CW lidar system.
A theoretical discussion based on the model developed in Chapter
4 describes this difference in CNR and highlights both the advantages
and disadvantages of the FSPT lidar compared to CW and pulsed lidars.
This discussion leads to the conclusion that a practical use of a FSPT
lidar is not feasible as long as the peak transmitted pulse power is limited
by the average transmitted power.
Finally a discussion of two possible FSPT based lidar system in
which the peak transmitted pulse power is not limited by the average
transmitted power is given. Both of these systems have the potential of
improving the measuring rate of a pulsed lidar system by a factor of the
repetition rate improvement.

Chapter 7
Conclusion
Knowledge of the atmosphere is important to various fields both in re-
search, meteorology, and the commercial industry. Especially the at-
mospheric wind speed is important in the fields of aerospace and wind
energy. In the last decade, due to commercialization, coherent Doppler
wind lidars has played an increasingly important role in measuring and
studying the atmospheric wind speed. The current lidar systems avail-
able are in general grouped into two types; CW and pulsed lidar systems.
Each of these systems has advantages and disadvantages. The focus of
this thesis has been the study of an alternative lidar system - a fre-
quency stepped pulse train modulated coherent Doppler wind lidar -
that combines the advantages of both CW and pulsed lidars.
A brief introduction to the general term lidar has been given along
with a description of the principles behind the Doppler wind lidar. This
included a discussion of the choice of laser and detection method. The
heterodyne detection used in coherent Doppler wind lidars has been
described along with CNR and lidar noise terms. The implications of
CNR on the wind speed precision as discussed and an introduction to
measuring methods and the definition of measuring speed, measuring
distance and probe length was given. On this basis the FSPT modulated
coherent Doppler wind lidar was introduced as an alternative to CW and
pulsed lidars.
The concept of the LSFS as a source for the FSPT has been intro-
duced and a description of the LSFS used in this thesis has been given.
This was followed by a discussion of the two optical noise elements gener-
ated in the LSFS; The frequency shifted noise peaks showing RIN noise
characteristics and ASE noise. It was shown that the frequency shifted
noise peaks are responsible for a significant portion of the noise in the
LSFS system and is a limiting factor for the CNR especially at low wind
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speeds. A noise model for growth of ASE in the LSFS was given and
used to minimize the noise growth in the LSFS. It was shown that the
relative noise level is dependent on the loss of the system, spontaneous
emission noise factor and the seed laser power. The knowledge of ASE
growth was used to improve the noise level in the LSFS, but in practi-
cal experiments it was not possible to remove the noise growth, and a
shot-noise limited FSPT modulated lidar was therefore not a practical
possibility.
An analytical model using the complex ABCD method has been
presented and used to analyze a monostatic coherent lidar system. The
general model is presented for an arbitrary monostatic lidar system. For
more tangible results the model is simplified by assuming Gaussian beam
profiles and further by using a simple rotational symmetric system. The
total signal power, measuring distance, probe length, and influence of
pulse duration is analyzed for the simple rotational symmetric system.
The example illustrates how the model is a practical tool useful for
estimating the effects of the component and field parameters for a given
system.
The advantage of the model is the simplicity at which different sys-
tems can be analyzed simply by inserting the A, B, C, and D elements of
the given system, and the ability to analyze effects of temporal elements
such as pulse time and integration time.
The first measurements of the range dependency of the FSPT mod-
ulated coherent wind lidar as well as the mapping of range gates into
frequency slots has been shown. The measured range dependency is
seen to be in good agreement with the range dependency predicted by
the complex ABCD model and it is shown that the FSPT modulated
coherent wind lidar is able to measure the same line of sight speed in all
the range gates.
As a proof-of-concept the first wind speed measurements using the
FSPT modulated lidar has been presented. The measurements were
performed under favorable conditions with high reflectivity of the atmo-
sphere and showed a significant difference in CNR compared to a CW
lidar system.
A theoretical discussion based on the ABCD model describes this
difference in CNR and highlights both the advantages and disadvan-
tages of the FSPT lidar compared to both CW and pulsed lidars. This
discussion leads to the conclusion that a practical use of a FSPT lidar
is not feasible as long as the peak transmitted pulse power is limited by
the average transmitted power.
With the knowledge of the optical noise originating from the LSFS
and the limit in signal strength due to limited average transmitted power
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it can be concluded that a FSPT modulated coherent Doppler wind lidar
is not feasible. There are, however, two alternative FSPT based lidar
system in which the peak transmitted pulse power is not limited by the
average transmitted power. One system increase the time between trans-
mitted FSPT and thereby increase the transmitted pulse power. The
other system increase the inter pulse time in the FSPT and uses a CW
LO field, thereby increasing the transmitted pulse power and removing
the optical noise generated in the LSFS. Both of these systems have
the potential of improving the measuring rate of a pulsed lidar system.
The improvement is proportional to the increase in pulse repetition rate
limited by the maximum average transmitted power. Further studies of
theses lidar systems are necessary in order to conclude if such systems
are feasible in practice.

Appendix A
Noise Analysis
This Appendix addresses the noise problems in the FSPT lidar and the
process of eliminating them. For the lidar to work at optimum CNR it
should be shot-noise limited. In a CW lidar there are three main terms
of noise, Dark noise - electrical and detector noise independent on opti-
cal power -, RIN - random intensity noise which has cubic dependency
of the optical power -, and shot-noise - which is a quantum mechani-
cal effect that has a linear dependence of optical power. In the lidar
setup the optical power at the detector is dominated by the LO which is
many times stronger than the signal power. The RIN and shot-noise is
therefore governed by the LO power and an optimal LO power is found
when the noise is dominated by shot-noise - going to higher powers will
increase noise as much as signal and nothing is therefore gained. In this
appendix the dark noise of the system is therefore first investigated in
order to identify other noise terms later one.
Notes: In general power spectral density is used since it allows com-
parisons of spectra made with different frequency bins.
A.1 Dark Noise
The dark noise consists of contribution from all the electrical parts of
the lidar detection setup. These are the digitizer, the detector and the
electrical bandpass filter if such is used. The detector has a constant
dark noise contribution and for a minimum noise this should be the
limiting factor of the total dark noise.
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A.1.1 Digitizer Noise
The digitizer used in the lidar setup is an: ”Agilent U1067A. Acqiris
High-Speed PCI Digitizers. DP110: 8-bit, 1 ch, 250 MHz, 1 GS/s, 2 M
points”. It has an adjustable voltage scale (50 mV, 100 mV, 200 mV,
500 mV, 1 V, 2 V and 5 V) but a fixed bit size of 8. This leads to
an increase in bit error and digitizer noise with an increase in voltage
scale [101], as seen in Figure A.1. The digitizers time increment is for all
measurements in this chapter set to 2.5 ns corresponding to a sampling
frequency of 400 MHz. The coupling set to DC, 50 Ohm and the number
of samples to 2 MS.
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Figure A.1: Digitizer noise level measurements.(a) shows the PSD spec-
tra of the digitizer at a voltage scale set to 50 mV, 100 mV, 200 mV,
500 mV, 1 V, 2 V and 5 V. (b) shows the average power at 12.5 MHz, 25
MHz, 60 MHz, 100 MHz, 140 MHz and 180 MHz for later comparison.
A.1.2 Detector Noise
The detector used in the lidar setup is an: ”Analog Modules. Model
713A-8”. In Figure A.2 the detector noise (in addition to digitizer noise,
also known as dark noise) with and without bandpass filter (3 dB cut-
off at 25 MHz and 190 MHz) can be seen. As seen from Figure A.2d
the digitizer voltage scale should be 500 mV or below for the detector
noise to be dominant and thereby obtaining the minimum dark noise.
The digitizer voltage scale setting for all measurements hence forth in
this chapter is therefore set to 500 mV. It can also be seen from these
measurements that the bandpass filter only has a minimal effect at the
A.2. Pulse Shape 101
transmission frequencies between 25 MHz and 200 MHz but attenuates
the signal below 25 MHZ as expected.
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Figure A.2: Detector noise level measurements. (a) and (b) shows PSD
spectra for the detector at the same digitizer settings as in Figure A.1
without and with the electrical BPF respectively. (c) shows the average
power at 12.5 MHz, 25 MHz, 60 MHz, 100 MHz, 140 MHz and 180 MHz
for later comparison and (d) shows the relative noise level compared to
the digitizer noise level at the same frequencies with and without the
BPF.
A.2 Pulse Shape
The pulse shape of the FSPT will affect the ability to use the low voltage
scale setting on the digitizer. Figure A.3 shows the pulses of a FSPT
generated with a 230 m and 3 km delay fiber measured small variations
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in pulse power results in large variations in voltage from the AC de-
tector. This is especially a problem for longer pulses as seen from the
3 km measurements. Besides the variations shown in the figure a slow
variation change from pulse train to pulse train often results in pulse
voltage outside of the measured range when choosing low voltage scale
on the digitizer.
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Figure A.3: (a)LSFS 230m, DC detector. (b) LSFS 3km, DC detector.
(c) LSFS 230m, AC detector. (d) LSFS 230m, AC detector.
A.3 Electrical Bandpass filter
A solution to the pulse variations is to use a electrical bandpass filter.
By removing the low frequency components of the pulse shape a low
voltage scale on the digitizer can be used, as seen from the resulting
time measurements in Figure A.4. The band pass filter used is limited
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from 25 MHz to 210 MHz. The low pass filter insures that no aliasing
is occurring.
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Figure A.4: (a)LSFS 230m, AC detector and electrical bandpass filter.
(b) LSFS 3km, AC detector and electrical bandpass filter.
The drawback of using the bandpass filter is the removal of mea-
surements in the first range gate since this wind speeds in this range
gate generates frequencies in the 0 - 20 MHz range. Besides this limita-
tion, using the bandpass filter also shortens the integration time for each
pulse. This is shown in Figure A.5 where the ”ringing” from filtering the
sharp pulse edge is seen in (a) and (b) and the effects of this, dependent
on the starting point of the integration time, is seen in (c)-(f). As seen
from Figure (e) and (f) a part of the pulse duration is not usable due to
this ringing effect which especially is a problem for short pulses where
this can be a significant part of the measuring time that is lost.
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Figure A.5: (a) LSFS 230m, illustration of time cut for spectra calcu-
lations. (b) LSFS 3km, illustration of time cut for spectra calculations.
(c) LSFS 230m, PSD depending on delay time. (d) LSFS 3km, PSD
depending on delay time. (e) LSFS 230m, Relative noise level as a func-
tion of delay time. (f) LSFS 3km, Relative noise level as a function of
delay time.
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A.4 Window function
Investigation into the effects on noise of the window functions is seen
in Figure A.6. As seen from the measurements the choice of window
function is especially important when using shorter pulses since the con-
volution of the ”delta” shaped peaks with the spectral function of the
window function influences the noise level between the peaks.
The 40 MHz shifted noise peaks shows similar properties to that of
the signal peak and a window function that limites the noise in between
the noise peaks without limiting the peak power is therefore ideal for
optimizing the CNR. All window functions tested shows good reduction
between noise peaks, but the Cosine window function is the function
that reduces the peak power the least compared to rectangle function.
In Figure A.7 measurements of the noise growth as a function of pulse
number after using cosine window function is compared to the noise
growth as a function of pulse number after using rectangular window
function. As seen, the use of cosine window function greatly reduces the
noise growth compared to the rectangular window function.
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Figure A.6: (a) PSD Spectra for different window functions, LSFS
230 m. (b) PSD Spectra for different window functions, LSFS 3 km.
(c) Relative Noise Level for different window functions, LSFS 230 m.
(d) Relative Noise Level for different window functions, LSFS 3 km. (e)
Relative Peak power for different window functions, LSFS 230 m. (f)
Relative Peak power for different window functions, LSFS 3 km.
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Figure A.7: (a) Relative Noise Level as a function of pulse no. rectan-
gular and cosine window. (b) Peak Power Relative to Dark Noise as a
function of pulse no. rectangular and cosine window.
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A.5 Narrow Band 40 MHz filter
The frequency shifted peaks at 40 MHz intervals are a significant con-
tribution to the overall noise in the FSPT system, and an investigation
in the possibility of filtering these peak out using electrical narrow band
filters are shown in Figure A.8. As seen from the measurements the
narrow band filter is not a solution to the peak noise. Reduction of the
noise peaks needs to be achieved in the optical system in order to get
the best possible reduction of the noise.
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Figure A.8: (a) PSD Spectra, without 40 MHZ filter. (b) PSD Spectra,
with 40 MHZ filter. (c) Comparison of Relative Noise Level with and
without 40 MHz filter. (d) Comparison of Relative peak Level with and
without 40 MHz filter.
Appendix B
EDFA Measurements
The gain, noise figure, and Spontaneous emission factor measurements
of the Keopsys amplifier and the are presented in this appendix
The method used for measuring gain and noise figure is the optical
measuring method using the source subtraction technique described in
[107].
The noise factor F is found by
F =
2ρtotal
Ghν
+
1
G
− 2ρsse
Ghν
, (B.1)
where h is Planck’s constant, ν is the optical frequency, and G is the
amplifier gain. ρtotal is the total ASE density from the amplifier includ-
ing the amplified source spontaneous emission. ρsse is the source spon-
taneous emission and the term 2ρsseGhν is correcting the measured noise
factor for influences of the noise origionating from the source used in
the measurement. Noise figure is defined as the noise factor in units of
dB.
The Spontaneous emission factor nsp is calculated from the measured
noise factor and gain via
nsp =
FG− 1
2(G− 1) . (B.2)
B.1 Keopsys Amplifier
Using the source subtraction technique for measuring gain and noise fig-
ure the results shown in Figure B.1 were obtained for the Keopsys ampli-
fier: C-Band Benchtop Fiber Amplifier Model: KPS-BT-C-24-MonoL-
FA.
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Figure B.1: Measurements of (a) Gain, (b) Noise, and (c) spontaneous
emission factor as a function of input power and pump current.
Appendix C
Full Sensitivity and
Decorrelation Terms
In this appendix the full Sensitivity and decorrelation terms described
in Chapter 4 are given. These equations are usefull if systems more
complex than the one described in Chapter 4 needs to be investigated.
The full real-valued sensitivity terms Γx,y of Eq. (4.27) is
Γx,y ≡
[=Bx,y2 + <Bx,y2 + 2kw20 (<Ax,y=Bx,y −=Ax,y<Bx,y)
+k2w40
(=Ax,y2 + <Ax,y2)]
· [(=Bx,y2 + <Bx,y2) (=Bx,y<Dx,y −<Bx,y=Dx,y)
+kw20<Bx,y2(1 + 2=Ax,y=Dx,y)
−2kw20=Bx,y<Bx,y(<Ax,y=Dx,y + =Ax,y<Dx,y)
+kw20=Bx,y2(2<Ax,y<Dx,y − 1)
−k2w40=Ax,y<Bx,y(1 + =Ax,y=Dx,y)
−k2w40<Ax,y(=Bx,y + <Ax,y<Bx,y=Dx,y)
+k2w40
(=Ax,y2 + <Ax,y2)=Bx,y<Dx,y]
· 2pi(=Bx,y2 + <Bx,y2) k3w40 , (C.1)
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and the full real-valued decorrelation terms Φx,y of Eq. (4.27) is
Φx,y ≡
[
k
(=Bx,y2 + <Bx,y2) (=Dx,y2 + <Dx,y2)
−2k2w20<Bx,y
(=Dx,y + =Ax,y=Dx,y2 + =Ax,y<Dx,y2)
−2k2w20=Bx,y
(<Dx,y −<Ax,y (=Dx,y2 + <Dx,y2))
+k3w40
(
1 + 2=Ax,y=Dx,y + =Ax,y2
(=Dx,y2 + <Dx,y2))
+k3w40<Ax,y
(<Ax,y (=Dx,y2 + <Dx,y2)− 2<Dx,y)]
/
[
2
(=Bx,y2 + <Bx,y2) (=Bx,y<Dx,y −<Bx,y=Dx,y)
+kw20
(<Bx,y2(1 + 2=Ax,y=Dx,y)
−2=Bx,y<Bx,y(<Ax,y=Dx,y + =Ax,y<Dx,y))
+kw20=Bx,y2(2<Ax,y<Dx,y − 1)
−k2w40=Ax,y<Bx,y(1 + =Ax,y=Dx,y)
+k2w40
((=Ax,y2 + <Ax,y2)=Bx,y<Dx,y
−<Ax,y(=Bx,y + <Ax,y<Bx,y=Dx,y))] ,
(C.2)
where one or more of the matrix elements A, B and D depend on the
scattering distance z and < and = are the real and imaginary part,
respectively.
Inserting the A, B and D elements of Eq. (4.32) into Eq. (C.1) gives
Γ(z) = z2Γa + zΓb + Γc, (C.3)
where
Γa = 2pi
∆z2 + k2w40
f2k2w20
+4pi
k2w40
(
3f2 + 2f∆z + 2∆z2
)
+ ∆z2(f + ∆z)2 + k4w80
f2k4w40σ
2
+24pi
(f + ∆z)2 + k2w40
k4w20σ
4
+ 16pi
(
(f + ∆z)2 + k2w40
)2
k6w40σ
6
Γb = −4pi∆z(f + ∆z) + k
2w40
fk2w20
−8pi
(
∆z(f + ∆z) + k2w40
) (
(f + ∆z)2 + k2w40
)
fk4w40σ
2
Γc = 2pi
(f + ∆z)2 + k2w40
k2w20
+ 4pi
(
(f + ∆z)2 + k2w40
)2
k4w40σ
2
. (C.4)
List of Abbreviations
AC Alternating Current
AOM Acousto-Optic Modulator
APS Averaged Power Spectrum
ASE Amplified Spontaneous Emission
BPF Band-Pass Filter
CNR Carrier-to-Noise Ratio
CW Continuous Wave
DC Direct Current
DFT Discrete Fourier Transform
EDF Erbium Doped Fiber
EDFA Erbium Doped Fiber Amplifier
ESA Electrical Spectrum Analyzer
FSPT Frequency Stepped Pulse Train
FWHM Full Width at Half Maximum
LO Local Oscillator
LOS Line Of Sight
LSFS Lightwave Synthesized Frequency Sweeper
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PC Polarization Controller
PSD Power Spectral Density
RIN Relative Intensity Noise
SM Single-Mode
WDM Wavelength-division multiplexing
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