The low-Reynolds number flow around two square cylinders placed side-by-side is investigated using the lattice Boltzmann method (LBM). The effects of the gap ratio s/d (s is the separation between the cylinders and d is the characteristic dimension) on the flow are studied. These simulations reveal the existence of regimes with either synchronized or non-synchronized vortex-shedding, with transition occurring at s/d % 2, which is larger than for circular cylinders. Detailed results are presented at Re = 73 for s/d = 2.5 and 0.7 corresponding to the synchronized and flip-flop regimes, respectively. Vortex-shedding from the cylinder occurs either in-phase or in-antiphase in the synchronized regime. However, linear stochastic estimate (LSE) calculations show that inphase locking is the predominant mode. LSE is also employed to educe the underlying modes in the flip-flop regime, where evidence for both in-phase and anti-phase locked vortices is found, indicating that this regime is in a quasi-stable state between these two modes. The merging of the wakes, which is gradual for the synchronized regime, occurs rapidly in the flip-flop regime. The mean pressure on the upstream surface is symmetric and asymmetric for the synchronized and flip-flop regimes, respectively. Differences in results between the two regimes are interpreted in terms of the interaction of the jet formed between the cylinders with the adjoining wakes, the strength of this interaction depending on the spacing.
Introduction
The flow through an array of cylinders is of practical interest e.g. the flow around buildings, chimneystacks, wind turbine farms, electrical poles. Not surprisingly, considerable attention has been paid to the study of cylinder arrays of different geometries [1, 2] . The configurations previously investigated include cylinders placed side-by-side with the line joining their centers normal to the flow, as well as in-line and staggered arrangements. A comprehensive review of these different flow conditions is provided in Zdravkovich [1] . The two non-dimensional parameters governing the flow behavior are the Reynolds number, Re (=U 0 d/m where U 0 is the free-stream velocity, d is the characteristic dimension of the cylinder, and m is the kinematic viscosity of the fluid) and the ratio of the distance between the cylinders, s to d (where s is the separation between the cylinders). In this paper, we carry out a numerical study of a twodimensional flow around a pair of square cylinders placed side-by-side at low Re and different values of s/d.
The flow around a square cylinder has been studied numerically [3] [4] [5] , and experimentally by Saha et al. [6] amongst others. These studies document the dependence of the Strouhal number (St) and drag coefficient (C D ) on the Reynolds number and blockage ratio. The wake of a square cylinder is qualitatively similar to that of a circular cylinder, the Karman street first appearing at Re % 60 [4] . The numerical simulation of Suzuki et al. [5] shows a weak dependence of St on the incoming velocity profile.
Not surprisingly, the flow around two cylinders is more complex than the wake from a single cylinder. When s/d < 5, the two wakes interact in a rather complicated manner resulting in a variety of flow patterns [7, 8] . When s/d > 5, no interaction between the wakes is observed. The interaction results in two different flow regimes, which are observed at both low and high Re. For 1 < s/d < 5, synchronization of vortex-shedding has been reported. Shedding from the cylinders occurs either in-phase or anti-phase [8] [9] [10] but there is as yet no consensus as to the predominant mode. This regime is referred to as ÔsynchronizedÕ in the present paper.
The flow in the other regime however does not show orderly patterns and is therefore referred to as the Ôflip-flopÕ regime. The changeover between synchronized and flip-flop for circular cylinders occurs at s/d = 1 and is accompanied by a drastic change in flow properties [11] . Spivak [12] found that the shedding frequencies behind one cylinder were greater than the other in this state. Similarly, Bearman and Wadcock [13] , and Guillaume and LaRue [14] showed that the two cylinders experience different drags and base pressures. The former authors verified that this behavior was a property of the flow and does not dependent on the apparatus. They also showed that a mean repulsive force acts between the cylinders. Kim and Durbin [11] later confirmed these results and further showed that the time scale for transition from one regime to the other was several orders of magnitude bigger than the vortex-shedding period. The duration between transitions follows a Poisson distribution and is therefore random. In addition, the flopping can be suppressed by introducing a short splitter plate between the cylinders [11] . Guillaume and LaRue [14] observed the presence of multiple peaks in the power spectra corresponding to different values of St. The flow is generally regarded as bistable in the flipflop regime (Zdravkovich [1] ; see also Sumner et al. [15] for a summary of the flow parameters employed in these investigations). In general, Re in the above studies was substantially greater than 1000, and only Le Gal et al. [7] and Williamson [8] investigated the low Re regime of the flow (Re between 50 and 200).
Most of these studies involved either flow visualizations or measurements of a few parameters like St and base pressure. Further quantification has been provided by Sumner et al. [15] and Zhou et al. [16, 17] . The former used particle image velocimetry to examine the vorticity field behind the cylinders. The latter presented a detailed phase-average based analysis of hot-wire data in an effort to educe the vortices in the flow. They have also systematically analyzed the two regimes of the flow. Zhou et al. [17] determined whether the resulting flow can be regarded as a superposition of shear layers formed from each cylinder. They concluded that even when the mean velocities can be reasonably well predicted, the non-linear interaction between the wakes is appreciable in terms of second and higher-order velocity moments. Several numerical studies have also been carried out for circular cylinders [18] [19] [20] [21] . Most of these studies which present the lift and drag coefficients as a function of time, were undertaken either to verify the various numerical schemes that were used or extend experimental results. In particular, Ravoux et al. [21] report the presence of two additional quasi-periodic regimes from a phase portrait analysis of the lift and drag coefficients, in agreement with the stability analysis of Peschard and Le Gal [22] .
All of the above studies pertain to the flow around a pair of circular cylinders. Comparatively fewer studies have been undertaken for square cylinders. Some differences between the two geometries can be expected because unlike the circular cylinder, the square cylinder tends to fix the separation point causing differences in the critical regimes. Kolar et al. [2] performed measurements on a pair of square cylinders using two-component laser Doppler velocimetry at Re = 23,100 and s/d = 2. The focus of the study was the synchronized regime. They also performed phase-averaging and examined the strengths of the vortices both near the gap and in the outer shear layers. These measurements were performed close to the cylinders (1 < x/d < 9, where x denotes the stream-wise coordinate) and pertain to only one regime of the flow. The low-Re regime for a pair of square cylinders has not received much attention and needs to be studied. Also, existence of both synchronized and flip-flop regimes for side-by-side square cylinders needs to be investigated. Further, the differences in the flow properties between the two regimes must be documented and understood. The present paper attempts to fill these gaps by examining the velocity field around a pair of square cylinders.
Numerical methods are ideal for studying low-Re flow around square cylinders because they permit a systematic parametrical study of the controlling variables of the flow. Although the square geometry of the obstacle is relatively easy to simulate on a cartesian grid and the low-Re requires only modest computing resources, very few numerical studies have been carried out to date [23, 24] . In the present numerical study (conducted using the lattice Boltzmann method, LBM) of the flow behind two square cylinders, a comprehensive analysis of both the synchronized and flip-flop regimes is carried out. Such a flow analysis complements the experimental works [2, 16] performed at higher Reynolds number for circular cylinders. An important goal of this study is to probe for any underlying organization in the flip-flop regime. This is achieved using the linear stochastic estimate (LSE) calculations. LSE also educes the dominant mode in the synchronized regime. Some interesting differences between the two regimes are also noted. Due to the paucity of results on interacting wakes from a pair of square cylinders, we will often compare our results with those for a pair of circular cylinders.
Computational details

Lattice Boltzmann method
A two-dimensional LBM code was developed for the purpose of this study. The assumption of two-dimensionality is justified because of the low Reynolds number of the flow. LBM is a relatively new numerical scheme. The method was developed by Frisch et al. [25] , the basic principle involving movement of a large number of particles on a lattice. The particles collide at each time step and a change in their velocity occurs; however, the net mass and momentum are conserved during collision. Therefore, the two basic steps of this scheme are the propagation of particles, and their collisions. McNarama and Zanetti [26] suggested that the particles be replaced by the probabilities of their presence. The replacement of binary states with real numbers results in a significant reduction in the numerical jitter. LBM has found several interesting applications in complicated situations like two-phase flows and flows through porous media, see Chen and Doolen [27] for a review of the technique and its applications. The primary advantages of the method include an ease of introducing obstacles in the flow and easy parallelization, both of these are a matter of great importance for the present flow (parallel simulations were employed for some cases). Therefore LBM is ideally suited for this study.
A brief overview of the method is presented here. A D2Q9 scheme (where D refers to space dimensions, and Q to the number of particles at a computational node) is adopted for the purpose of this work. Here, each node comprises eight moving particles and a rest particle (Fig. 1a) . The density evolution equation is given by
where f i is the instantaneous particle density at a link, f eq i is the corresponding equilibrium density, e i are the direction vectors (Fig. 1a) , and s is the relaxation time. The equilibrium density function is computed as
where, u is the instantaneous velocity at the node, q is the fluid density, and w i are the corresponding weights (w i = 4/9 for particle 0, 1/9 for particles 1-4, and 1/36 for particles [5] [6] [7] [8] . The relaxation time is related to the kinematic viscosity of the fluid via the relation
Eq. (1) is solved through the two steps of collision (which uses a BGK collision operator [27, 28] ) and propagation (Eqs. (2) and (3)). During the collision step, the particles readjust their states while the overall mass and momentum at the computational node is conserved. In the subsequent step (propagation), the particles move to the nearest neighbors along their respective velocity directions. Mathematically, these steps can be expressed as (collision)
where f new i
is an intermediate particle density function, and (propagation)
The boundary conditions are applied after the propagation step (Eq. (3)), and the entire process is solved iteratively. The density and velocity at a node are calculated from the following equations:
The pressure is calculated as p ¼ qc It has been shown mathematically that the solution of Eq. (1) using the above two steps is equivalent to solving the Navier-Stokes equations provided that the underlying lattice has a sufficient amount of symmetry [25] . Also, LBM has a second-order numerical accuracy [27] . Breuer et al. [4] calibrated LBM for the flow around a single square cylinder in a channel against the conventional computational method and found satisfactory agreement between the two techniques.
In the present computations, the square cylinders are represented by 22 · 22 points and the computational grid consists of 1000 · 399 points. The computational domain is therefore about 45 and 18d in the longitudinal and transverse directions, respectively. The cylinders are located 140 grid units (6.4d) from the inflow boundary, and are at equal distances from the centerline of the computational domain (Fig. 1b) . It was verified that the results are not dependent on the x-location of the cylinders. It is important to realise that two cylinders are actually present in the computational domain, unlike some previous studies where the flow around a single cylinder was computed, and by employing either symmetric or periodic boundary condition the results were extended to the other cylinder [24] . The blockage ratio is 11%, which is comparable to 11% and 7% employed by Kolar et al. [2] and Sumner et al. [15] in their experiments. Most of the results presented in this paper are at Re about 73.
Boundary and initial conditions
Walls are placed on the lateral sides of the computational domain (Fig. 1b) and a bounce-back scheme (of second-order accuracy) is applied at the obstacle nodes. A uniform velocity (U 0 ) with negligible compressibility effects (magnitude of 0.05 times the speed of sound) was prescribed at the inflow boundary. Boundary layers develop on the lateral walls; however, preliminary computations showed that, due to the large lateral dimension of the computational domain these boundary layers do not affect the flow in the vicinity of the cylinders (especially the physics of the cylinder interaction) which is our primary interest. A parabolic inlet velocity profile can also be prescribed; however, results from this condition will not be examined in detail here. A uniform velocity is used to match experimental conditions (although for most experimental studies the inlet velocity profile is not specified, we assume it is uniform due to the short upstream length and high Re of the flow).
A convective boundary condition (BC) [29] is routinely used at the outlet with conventional numerical schemes. This allows an unconstrained movement of the fluid away from the computational domain. However, probably because of problems with numerical stability, this condition has not been employed with LBM. For example, Succi [28] discusses several other outflow conditions like periodic, zero-gradient, and porous-plug. Similarly, Breuer et al. [4] and Guo et al. [30] employed a constant pressure condition and zero-gradient at the outlet, respectively. We have implemented a convective BC in our code, and compared the results against zero-gradient at the outlet. To avoid the problem of numerical stability, the convective BC was applied after assigning the incoming nodes at the outlet to the outgoing nodes at the inlet. This does not seem to distort the outgoing vortices unlike zero-gradient BC but results in a rapid increase in the mean velocity in a short region near the outlet, which is spurious; because our primary interest is regions closer to the cylinders we do not believe that it represents a serious shortcoming of the paper.
The simulation starts with the flow initially at rest. A uniform velocity distribution is prescribed at the inlet. The first few computational steps constitute the transitory part of the flow and is not included in the computed statistics.
Validation of the code and adequacy of the grid
Validation of the code was done by comparing results for a single cylinder against published data. Variation of St with different values of Re using a parabolic inlet velocity profiles is plotted in Fig. 2 . (A parabolic inlet velocity is prescribed for validation of the code because results for a parabolic inlet velocity are more easily available in the literature than a uniform velocity profile.) The Strouhal number (=fd/U 0 where f is the shedding frequency of the vortices) was computed from the instantaneous velocity signal at 1 and 2d from the cylin- der in the longitudinal and transverse directions, respectively. These results are in good agreement with previous work [4, 5, 30] lending credence to our code and the employed spatial and temporal resolutions.
The spatial adequacy was further tested by varying the number of grid points (11, 22 and 44 points) representing a cylinder and comparing values of St for different Re (see Table 1 ). For the 11-point grid in this test, the computational domain comprises 300 · 80 points along the longitudinal and transverse directions, respectively, yielding a blockage ratio of 0.14. The cylinder is placed 6.4d from the inlet. It is apparent that the variation in St between the three resolutions over a sufficiently large range of Re is small (<2%). Further tests (see Table 2 ) for the coefficients of drag and base pressure indicate a variation of 2.4% and 0.5%, respectively, between 22-and 44-points grid. The results imply that the computations on the 22-points grid have converged with respect to the chosen parameters. Earlier studies [3, 21] indicated that satisfactory results had been achieved with a comparable spatial resolution. The results of Breuer et al. [4] indicate that a higher resolution is needed only at larger Reynolds numbers.
Subsequent tests with two cylinders in the flow confirm this. First of all, it was realized that the difference in results between the 11-and 22-points grid is small suggesting that the 22-points grid might be sufficient. For example, the maximum value of normalized u 0 and v 0 (here u and v denote the longitudinal and transverse velocity components, respectively, and prime denotes rms) in the flip-flop regime is 26% and 34% for the 11-points grid, and 27% and 36% for the 22-points grid, and identical LSE results are obtained for both the synchronized and flip-flop regimes. Further tests on lift and drag coefficients show that both have converged within 1% (Table 3 ) and therefore no additional benefit will be obtained on refining the mesh further. Indeed upon increasing the resolution to 44-points grid all the phenomena (e.g. flip-flopping) mentioned in this paper could be identified and an excellent agreement in the value of St was obtained.
The above tests show that adequately resolved results can be obtained on a 22-point grid, and all subsequent computations employed this resolution. The situation looks somewhat better with two cylinders in the flow as compared to a single cylinder. With the 22-point grid the spatial resolution is small enough to allow reasonable computational times, and, as seen previously, good enough to provide accurate data.
Linear stochastic estimation
A brief overview of LSE is provided here because this technique will be utilized later in the paper. Linear stochastic estimation is a useful tool to reconstruct a velocity field conditional upon one or more events from a set of whole-field velocity data [31, 32] . A large data-set of instantaneous vector fields collected under identical conditions, and one (or more) event vector(s) are the inputs to this technique. The output (estimated field) is obtained by minimizing the root-mean-square error between the estimated and the input fields. The technique has been successfully employed to educe both the dominant and the underlying structures in stationary turbulent flows. Stochastic estimation is somewhat equivalent to conditional averaging of point-wise data. For both these techniques, an event vector is specified and a vector field surrounding the event vector is obtained. The primary difference is that the former uses the entire data-set, whereas the latter uses only that subset of the data which contains the specified event vector. Mathematical details of this technique presented here are adapted from Agrawal and Prasad [33] , and Adrian [31] . Let u i (x 0 ) represent all of the available data. If the specified event vector is u j (x), and the vector field predicted by stochastic estimation isû i ðx 0 Þ, then we may write:
where A ij (x 0 , x) is the coefficient matrix. Note that x 0 and x denote the moving and fixed points, respectively. The mean square difference between the estimated field and the data needs to be minimized, i.e.,
Upon applying the orthogonality principle for minimization which states that the errors
are statistically orthogonal to the data, we obtain the following necessary condition:
A ij is then determined by using the two point correlations according to:
Finally,
The estimated fieldû i ðx 0 Þ is such that its mean square error with respect to the measured data has been minimized. It is the best mean square estimate.
If the specified event is a single point event,
where u 1 = U and U 2 = V in our case. Terms like hu 1 u 2 i denote two point correlations, which were computed using the entire database according to:
where (x, y) and (x 0 , y 0 ) represent the first and second point in the two-point correlation respectively, and I is the total number of realizations in the ensemble.
Variation with Re
Starting from a very small value of Re, a creeping flow is obtained for each cylinder, and the flow around a cylinder is unaffected by the presence of the neighboring cylinder. The vortices begin to appear behind each
The spacing between the cylinders was varied systematically in view to investigate the eventual locking of vortices. It was found that this locking did not occur for s/d < 2, i.e., the flow exhibits flopping for s/d < 2 and synchronized vortex-shedding for s/d > 2. The corresponding value for the changeover for circular cylinders is 1 [11, 13] . Measurements by Sumner et al. [15] indicate a value greater than unity for circular cylinders. The difference in s/d appears to be primarily related to the difference in the cylinder geometries. Based on this information, we chose s/d = 2.5 and 0.7 as representative of the synchronized and flip-flop regimes for the presentation of the results.
The synchronized regime (s/d = 2.5)
We will first present the synchronized regime in detail. For this, we examine the modes, instantaneous and mean velocity fields, mean and rms pressure, and velocity correlations. We will then comment on the dominant mode in the flow. Fig. 3 shows two examples of the flow in this regime: vortex-shedding locked in-phase (Fig. 3a) and in-antiphase (Fig. 3b) . These results are in excellent qualitative agreement with the LIF images for circular cylinders at Re = 100 and s/d = 3 of Williamson [8] , and the computations of Slaouti and Stansby [18] , Farrant et al. [19] and Meneghini et al. [20] . Anti-phase locking of vortices is seen at the beginning of the simulation primarily because the flow starts from rest. There is almost no crossing over of the centerline by the fluid in this mode. Comparing the relative distance between the vortices, it appears that the inner vortices interact more strongly with the outer vortices and less with the other inner vortices. Similarly, the outer vortices interact primarily with the corresponding inner vortices, in agreement with the results of Zhou et al. [16] . It is interesting to note that, as compared to the anti-phase locked regime, the spread rate of the wake is smaller when the vortices lock inphase. Anti-phase shedding of vortices occurs for some time after the flow is established; subsequently, in-phase shedding of vortices occurs. It appears that the vortices shed from the two cylinders form a pair during the process of transition between the two regimes. Pairing is first fully established nearest the cylinder, and the process continues slowly downstream (Fig. 4) .
Instantaneous fields
Examination of the instantaneous velocity field reveals interesting patterns of slow and fast moving blobs, with the velocity being nearly uniform within the blob itself (Fig. 5) . For the anti-phase locked mode, the blobs are very distinct and clearly apparent (Fig. 5a) . However for the in-phase locked mode, some of the blobs have merged to form Ôbinary-vorticesÕ (Fig. 5b) . (The term binary vortex was introduced by Williamson [8] to denote a pair of like-signed vortices which rotate around one another.) Note that these binary vortices tend to develop a convex curvature with downstream distance. Williamson [8] argues that in the in-phase shedding regime, four regions can be identified as one traverses downstream from the cylinder. In the region closest to the cylinders, two parallel in-phase streets are formed. A transitory region follows this, before the two separate wakes develop into a combined binary street. Finally, the binary vortices coalesce into a single vortex. Our simulations indeed support the existence of all these regions.
The centers of the shed vortices were also followed for an interval of time in order to document the movement of vortical structures in the flow. Vortices were identified as regions of closed streamlines (see Agrawal and Prasad [34] for details of the detection procedure). The results shown in Fig. 6 reveal the presence of opposite sign vortices (marked by different symbols) on the sides of each cylinder as expected. The trajectory of the vortices is quite regular further downstream. This result can be contrasted with that in the flip-flop regime (presented later) with a bifurcation in their trajectories. Contour plots for u 0 /U 0 reveal that u 0 /U 0 is rather large immediately behind the cylinders, and the maximum rms occurs near the cylinder vertices (Fig. 8a) . (Note that due to the low flow Re, the fluctuating component comprises mostly a (quasi-)periodic component.) On the other hand, v 0 /U 0 is maximum at the centerline of the cylinders for all x/d (Fig. 8b) . Further, a substantially smaller value is seen at the flow centerline for x/d > 11. It is interesting to note the large magnitudes of normalized u 0 and v 0 even for this low Re flow (approximately 28% and 37%, respectively), and that v 0 is larger than u 0 before the merging of the wakes begin, and smaller after it. Also note that the lateral As was pointed out, the flow between two cylinders has jet-like characteristics. However a detailed investigation has not been performed and therefore a few comments may be in order here. From the stream-wise variation of the velocity at the centerline, U c /U 0 , one can identify three regions (Fig. 9) . The first, with a large decay in U c /U 0 (0 < x/d < 10), indicates a jet-like behavior. In the second (10 < x/d < 16), U c /U 0 is nearly constant suggesting a merging of the wakes. In the third (x/d > 16), U c /U 0 increases slowly, suggesting that merging has been completed and a wake-like behavior is recovered. (As commented earlier, the rapid increase in U c at the last few x/d locations is spurious and is related to the outflow boundary condition.) There are differences in the profile for V (not shown) in the three regions. There is a region of negative V (corresponding to outflow) near the centerline in the first region. However, V is zero and positive near the centerline for the second and third regions. The difference in behaviors for V can be attributed to a corresponding change in behavior for U c [35] . It appears that the flow is stable primarily because the change from one region to the other is rather gradual. In the synchronized regime, this gradual change provides sufficient time to the flow to adjust to its new environment, unlike the flip-flop regime where, as shown below, the changeover is rather sharp.
Mean and rms velocity and pressure
The mean pressure on the four sides of the lower cylinder is given in Fig. 10a . The mean pressure on the surface facing the flow (left) is symmetric, indicating that the forward stagnation point is at the center of the cylinder. The pressure difference is positive and negative on the upstream (left) and downstream (right) surfaces of the cylinder indicating a drag force on the cylinder as expected. Further, the pressure on the inner (upper) surface of the cylinder is somewhat larger than the lower surface indicating a net repulsive force between the cylinders. A similar conclusion about the net drag and lift force was obtained earlier for circular cylinders by Bearman and Wadcock [13] . There is a slight drop in pressure on the lower and upper surfaces at x/d = À0.7 indicating reattachment of the flow at this point. Although, the mean curves for the upper and lower surfaces of the cylinder are quite parallel, their rms behaviors are substantially different (Fig. 10b) . A larger rms in pressure on the upper surface is expected because of temporal variations in the gap flow. Similarly as compared to the downstream side, the rms is smaller on the upstream surface. Fig. 10b also indicates that rms of pressure is low near the center of all surfaces, and increases appreciably at the vertices.
Investigation of the dominant mode
Both in-phase and anti-phase modes were revealed in the instantaneous realizations (Fig. 3) . To deduce the more frequent of these two modes, a linear stochastic estimate (LSE) computation is carried out. An important step in LSE is the computation of correlations which are described next. One-point LSE result (with the event (1, 0.7) specified at (x/d = 1.3, y/d = À0.45)) shows that the in-phase mode can be easily reconstructed (Fig. 12) . (Values of the specified events u event and v event is hereby specified as (u event , v event ).) Several other events at different locations were also tried; however, we were not able to educe an anti-phase locked mode. Presence of the in-phase is not surprising given that this mode can be discerned in a large number of our instantaneous realizations (e.g. Fig. 3b) . The different phases of the mode can also be reconstructed using LSE. Williamson [8] and Kim and Durbin [11] also reported predominance of a single mode. Although anti-phase locking was reported to be dominant in their studies, Landweber [10] and Bearman and Wadcock [13] found that vortex-shedding was mainly in-phase, while Thomas and Kraus [9] observed either in-phase or in-antiphase vortex-shedding. Bearman and Wadcock [13] suggest that a strong perturbation like starting or stopping the tunnel can trigger a transition. We investigated this numerically by two methods. Firstly, by superposing (large) random num- bers on the inlet velocity. Secondly, by inputting regular velocity spikes. However, these attempts failed to break the in-phase locking of vortices revealing the strong inphase locking of the vortices. The probable difference between our studies as compared to these previous investigations is the much lower Re employed here, making the flow less susceptible to perturbations.
The flip-flop regime (s/d = 0.7)
We will now describe the other regime of the flow by examining the same flow quantities as before in almost the same sequence.
Instantaneous fields
As mentioned earlier, this regime is characterized by a narrow wake behind one cylinder, and a wide wake behind the other cylinder. The present LBM calculations reproduce this feature faithfully, revealing the bistable nature of the flow. It was also found that for certain times, the vortices behind one cylinder can be much larger-up to three times in stream-wise extent, as compared to their counterparts behind the other cylinder [8] (Fig. 13) . It was also interesting to see that for low resolution simulations (a coarser grid than employed here), the flow became unstable only after a few time steps of starting the computations, i.e., even before the vortices could reach the outlet, revealing the strongly unstable character of this regime. The instability appears to be caused by the strong interaction of the jet between the cylinders with the two adjoining wakes. On one hand, the lateral spread of a normal jet tends to bring high momentum fluid to a region, while, on the other hand, the wake imposes a velocity defect in the same region. A shear layer is created which is unstable and susceptible to small perturbations, leading to vigorous flapping of the flow.
Examination of regions close to the cylinders revealed that vortices in the narrower wake may amalgamate and form a dominant structure. Some evidence of the phenomena is present in Fig. 13 where the two vortices on the inner side of the lower cylinder of Fig. 13a combine to form a larger eddy in Fig. 13b . However, this amalgamation occurs only intermittently in time. It was also observed that, for certain time steps, two adjacent eddies of like sign would form a pair leading to formation of a binary vortex. These vortices are not as regular or well defined as for s/d = 2.5. The binary vortices also did not occur uniformly throughout the computational domain, i.e., the binary vortices form intermittently in space and time. Whereas Sumner et al. [15] reported that anti-phase synchronization of vortex-shedding is the sole organization in the region near the cylinders, our simulations support this organization only at the start of the simulations.
Vortices are less frequently observed between the cylinders as compared to the outer shear layers (Fig. 14) . However, the outer vortices can be followed for a longer distance than in the previous case. As shown above, the vortices from the inner layers eventually combine among themselves or with the outer vortices. The strength of the outer vortices should therefore increase while those of the inner vortices should diminish. The simulations also suggest that the effects of the adjoining cylinder are felt mainly by the inner structures. The smaller frequency and strength of the inner vortices may explain the difficulty in observing these structures by previous researchers. Zhou et al. [16] associate the bistable nature of the flow on the existence of these inner vortices. Interestingly, the trajectory of the vortices shows multiple paths at x/d = 4, 8 and other locations. This implies that a given vortex will follow different paths at different times and reinforces the view that the flow is not easily predictable for this set of parameters.
Mean and rms velocity and pressure
The mean velocity vector field reveals the presence of attached vortices behind the cylinders. The averaging time is approximately 200 shedding cycles. Even after averaging over such a long time, the mean flow is not fully symmetric about the centerline (Fig. 15) . This is because of the extremely long time interval for the flow to switch from one side to the other at low Reynolds numbers [11] . The flow did switch twice in this time but this is insufficient to obtain fully converged statistics. Interestingly, the mean streamlines between the cylinders diverge over a short distance (x/d % 3) downstream of the cylinders. This divergence is followed by a region (3 < x/d < 0.9) where the stream-wise velocity is quite small (see also Fig. 9 ). Relative to the synchronized regime, the merging of the wakes appears to be completed over a shorter distance from the cylinders, and the change from a decelerating to an accelerating flow is much more sudden (Fig. 9) . This is further supported by comparing the rms of the velocities for the two regimes. The difference in jet behavior behind the cylinders between the synchronized and flip-flop regimes is attributed to the difference in the strength of interaction between the jet and the wakes for the two cases. This can be confirmed by examining the behavior of the streamlines for the two regimes (compare Fig. 7 with Fig. 15) ; it is however difficult to quantify this effect further. Fig. 9 also reveals that the flow between the cylinders is accelerated more with a wider (s/d = 2.5) than a narrower (s/d = 0.7) separation. This reflects the enhanced blockage effect for the narrower separation. Fig. 16a reveals a maxima of u 0 immediately downstream of the cylinder vertices, as for an isolated cylinder [3] and also for the synchronized regime. The two inner maxima do not merge and two distinct off-centered maxima appear at large x/d. Relative to the synchronized regime, a larger lateral spread of u 0 suggests a larger meandering of the flow. Immediately behind the cylinders, there is a maximum of v 0 on the centerline of each cylinder (Fig. 16b) , as for an isolated cylinder [3] and the synchronized regime. Further downstream, the two maxima merge and the maximum value shifts midway between the cylinders. The large values of u 0 (and v 0 ) just behind the gap indicate a large variability in the magnitude and direction of the flow in this region. The maximum values of u 0 /U 0 and v 0 /U 0 are 27% and 36%, respectively, and v 0 is larger than u 0 for all x. The pseudo-Reynolds shear stress is large behind the vertices of the cylinders, as for the synchronized regime (Fig. 16c) . The large value further downstream indicates that merging of the wakes has been completed for x/d > 10. However, the numerical value for the maximum of u 0 v 0 =U 2 0 is rather small (less than 3%). The pressure distribution on the lower cylinder is shown in Fig. 17 . (Note that because of symmetry of the mean flow, similar results apply to the upper cylinder also.) Also observed for the other mode, net drag and repulsive forces act on the cylinder. Compared to the synchronized regime, the drag is of comparable magnitude, but the repulsive force is bigger. Interestingly, the pressure on the upstream surface is no longer sym- metric, the stagnation point having shifted towards the gap (Fig. 17a) . Note that this behaviour is in contrast to that for circular cylinders. Bearman and Wadcock [13] reported that the pressure distribution is symmetric about the stagnation point for circular cylinders. For square cylinders, a shift is expected because, in the limiting case of zero separation, the stagnation point is at the front inner edge, and as the gap increases, the stagnation point should move away from the gap. The pressure difference between the lower and upper surfaces is largest towards the upstream side. As in the other regime, the presence of a reattachment point can be noted by a drop in the mean value and an increase in the rms value (Fig. 17b) on both upper and lower surfaces is noted at x/d = À0.7. The rms is almost the same on all four surfaces with the value being larger near the vertices as compared to the centers (Fig. 17b) .
Investigation of the underlying modes
It was found that the integral length along the stream-wise direction is smaller than the previous regime indicating a weakening of correlation of events in the flow as the flip-flop regime sets in. A LSE analysis is especially useful for the flip-flop regime because no clear mode can be detected in the individual realizations. LSE should help determine if there is any underlying organization of the vortical structures. Several events at different locations were tried, and two representative results are being presented. In the first example, (1, 0.6) was specified at (0.45, À1.6). This event led to the emergence of binary vortices, providing evidence for in-phase locked vortices in the flow (Fig. 18) . As mentioned earlier, these structures are however not very regular. Another pattern comprising staggered vortices emerges after specifying (1, 0.4) at (2.3, À1.8) (Fig. 18) . This indicates that the other mode comprising anti-phase locked vortices is also present in the present regime. In other words, the flip-flop regime is characterized by the presence of both modes which seem to occur with equal probabilities. This regime can therefore be regarded in dynamic equilibrium, flipping randomly between these two quasi-stable states. However, these results do not necessarily imply that the shedding is synchronized between the flips.
Concluding remarks
A detailed numerical study of the flow through a pair of square cylinders placed side-by-side has been carried out. A two-dimensional lattice Boltzmann method (LBM) was developed for the study and satisfactory agreement with previous results is obtained. The ease with which obstacles can be introduced in the flow, when LBM is used, can be exploited further. We found that vortices develop behind the cylinders for Re % 10 and the flow starts to oscillate at Re % 30 with two cylinders in the flow at s/d = 2.5.
The simulations prove the existence of both synchronized and flip-flop regimes with square cylinders, in agreement with the well known results for circular cylinders. However, by comparison to circular cylinders, the transition between these regimes occurs for a much larger spacing between the cylinders. The transitory flow has also been studied in some detail and reveals that the formation of binary vortices begins near the cylinders and slowly proceeds downstream. As for circular cylinders, the vortices can be locked either in-phase or in-antiphase in the synchronized regime, indicating a synchronization of vortex-shedding from the two cylinders. In-phase locked shedding was however found to be the predominant mode for the parameters of the study. It was also observed that the vortex streets develop a convex curvature some distance downstream of the cylinders.
The simulations suggest that, in the flip-flop regime, the wake behind one cylinder is wider than the other and the vortices behind one cylinder may be much longer than for the other cylinder. The inner vortices near the cylinder in this regime interact more strongly than the synchronized regime and may amalgate intermittently in time. The flow can be regarded as bistable because the direction of the gap flow changes continuously. The underlying structure reveals that both inphase and anti-phase locked patterns occur with almost equal probabilities, and the flow transits rapidly between the two modes.
Drag and repulsive forces act on the cylinders for both regimes. However, the mean pressure distribution is symmetric and asymmetric for the synchronized and flip-flop regimes, respectively. Also the nature of the mean streamlines and trajectory of the vortices are substantially different in the two regimes leading to differences in the strengths of interaction of the jet in the gap between the cylinders with the adjoining wakes. Examination of the mean and rms velocities reveals that the merging of the wakes is gradual for the synchronized regime and rapid for the flip-flop regime. In the latter case, the merging of the wakes is completed a relatively short distance downstream of the cylinders. The different strengths of interaction can explain the difference in flow behavior between the two regimes.
Although this study has provided useful insight into the flow associated with each of the two regimes, several questions remain. In particular, it is not clear whether the transition from the synchronized to the flip-flop regime resembles a bifurcation or a smooth transition. According to Mizushima and Akinaga [24] and Mizushima and Kawaguchi [36] , the confluence of the wakes above the critical Reynolds number yields a steady asymmetric flow with respect to the centerline between adjacent bars, and the transition from a steady to an asymmetric or oscillatory flow occurs due to pitchfork and Hopf bifurcations, respectively. A phase portrait analysis similar to Ravoux et al. [21] is planned for the future to investigate this issue further. This analysis is also expected to provide evidence for the existence of a quasi-periodic regime, as suggested by Peschard and Le Gal [22] .
