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ABSTRACT 
A real symmetric n X n matrix Q is A-conditionally positive semidefinite, where A 
is a given m X n matrix, if r’Qx20 whenever AraO, wd is A-conditionally positive 
definite if strict inequality holds except when x=0. When A is the identity matrix 
these notions reduce to the well-studied notions of copositivity and strict copositivity 
respectively. This paper presents finite criteria, involving only the solution of sets of 
linear equations constructed from the matrices Q, A, for testing both types of 
conditional definiteness. These criteria generalize known facts about copositive matrices 
and, when Q is invertible and ail row submatrices of A have maximal rank, can be 
very elegantly stated in terms of Schur complements of the matrix AQ -‘A’. 
1. INTRODUCTION AND STATEMENT OF RESULTS 
Let (Q, A) be a given pair of real matrices, with Q symmetric and n X n 
say, while A is m X n. We shall say that Q is A-conditionally positive definite 
(abbreviated to A-cpd) if for all x E R ” 
x’Qx>O whenever Ax>0 and r#O. 
Similarly, Q is A-conditionally positive semidefinite ( A-cps) if 
X’QeO whenever Ax > 0. 
The problem of checking such conditions arises, for example, in second-order 
optimality conditions for local extrema in general nonlinear programming. 
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This paper presents criteria of a finite nature for both types of conditional 
definiteness, under the assumption, in the case of conditional semidefinite- 
ness, that Slater’s well-known constraint qualification holds (see, for example 
Ill): 
there exists WEBB” such that AZ>O. (1.1) 
The criteria are of theoretical interest for at least two reasons. First, they 
generalize certain characterizations of copositive and strictly copositive 
matrices given by Cottle, Habetler, and Lemke in [2]; and second, in the 
regular case, defined below, the criteria can be elegantly stated in terms of 
Schur complements of the matrix AQ -lA’ (see [3]). In addition, for actual 
problems with not too many constraints, the criteria should be of computa- 
tional value. 
An immediate necessary condition for Q to be A-cpd is that X’QX is 
positive on the kernel of A, i.e. 
x’Qx>O whenever Ax=0 and x#O, 0.2) 
which we shall refer to as the strong kernel condition. Conditions of a 
determinantal nature are given in [4] which are necessary and sufficient for 
(1.2). 
By the weak kernel condition, we shall mean the condition 
x’Qx>O whenever Ax=0 and Qx#O. (1.3) 
As shown in Sec. 2, this is a necessary condition for Q to be A-cps, provided 
Slater’s condition (1.1) holds. In Sec. 2 a simple procedure is outlined 
whereby both (1.2) and (1.3) can be tested. Note that the strong kernel 
condition holds trivially if ker A = {O}. 
The criteria we present involve the execution of a certain finite procedure, 
which is to be repeated for each possible choice of a row submatrix B of 
A-by this term is meant a submatrix whose rows are complete rows of A. 
For any (nonvacuous) row submatrix B of A, let B denote the complementary 
row submatrix of B in A. When B =A, B is vacuous, and terms in the 
equations below involving B simply fall away. Let e=(l, 1,. . . , l)‘, the dimen- 
sion of this vector being determined by the context in which it is used. 
For any nonvacuous row submatrix B of A, consider the linear equations 
[ $ $I=[ -rel* (1.4) 
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We shall say that B fails Test 1 iff (1.4) has a unique solution for x, and this 
solution satisfies Bx>O. We shall say that B fails Test 2 iff the homogeneous 
system associated with (1.4) has a ldimensional solution space for x, and one 
ray of it satisfies Bx> 0. 
Note that if ker B= {0}, then any solution [x, U] of (1.4), or of the 
associated homogeneous system, has x=0, and both tests are trivially passed 
in this case. Also, any row submatrix B which contains a zero row trivially 
passes both tests. 
Our main results are simple to state, and are proved in Sec. 3. 
THEOREM 1.1. Suppose Sk&r’s condition (1.1) holds. Then for a matrix 
Q to be A-cps, it is necessary and sufficient that the weak kernel condition 
holds, and that every nonuacuous TOW submatrix of A passes Test 1. 
THEOREM 1.2. For a matrix Q to be A-&, it is necessary and sufficient 
that the strong kernel condition holds, and that every nonvacuous TOW- 
submutrix of A passes both Test 1 and Test 2. 
Both tests can be elegantly stated in terms of the matrix AQ-‘A’ in the 
regular case, by which we mean that Q is invertible, and that every set of n or 
fewer rows of A is linearly independent. We require the notion of the Schur 
complement of a principal submatrix of a symmetric matrix. 
Let M be a given symmetric matrix, and R#M a (possibly vacuous) 
principal submatrix of M, with (nonvacuous) complementary principal sub- 
matrix R’. Then there is a unique permutation matrix under which M is 
congruent to a matrix of the form 
(In fact, S, is obviously composed of those reduced columns which remain 
after deletion of the row containing R, and are not part of g. If R is vacuous, 
so is S,.) 
DEFINITION (see, for example, [3]). For R nonvacuous, the Schur com- 
plement (M/R) of R in M exists iff R is invertible, and is the matrix 
(M/R)=&SS,R-IS;,. 
For R vacuous, we define (M/ 0 ) = M. 
12 D. H. MARTIN 
In the regular case we can form the matrix 
M=AQ-‘A’, (1.5) 
and for any (possibly vacuous) principal minor R of M, we can check Test 
lreg and Test 2reg, defined as follows. We shall say that the principal 
submatrix R of M fails Test Zreg iff the Schur complement (M/R) exists and 
(M/R)e<O. (1.6) 
We shall say that R fails Test 2reg iff R has unit rank deficiency, and a 
generator u of one ray of ker R satisfies 
s,u>o. 
The relation 
R=fiQ-‘& (1.7) 
sets up a l-l correspondence between principal submatrices R #M of M and 
nonvacuous row submatrices B of A. We have then 
S, =BQ-%’ 
and, if R is invertible, 
Using these relations it is not difficult to prove the following result-details 
are given in Sec. 4. 
THEOREM 1.3. Zf the pair (Q, A) is regular, a row submatrix B of A 
passes Test 1 or Test 2 iff the corresponding principal submatrix R of M 
passes Test lreg or Test 2reg respectively. Thus, in the regular case, the latter 
tests may replace the former in the statements of Theorem 1.1 and Theorem 
1.2. 
When A = I,, the notions of A-conditional definiteness are simply those of 
copositivity and strict copositivity (see [2], [5]-[8]), and it is of interest to 
note the corresponding copositivity criteria. If B is any row submatrix of I,, 
then kerB=range B’ and ker B=range Z?‘. Using these facts it is easy to see 
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that the equations (1.4) are equivalent to 
x=B’y, BQB’y= -e, 
and that Bx= y. Hence Tests 1 and Tests 2 for this case become the following: 
A principal submatrix Q of Q fails Test lcop iff Q is invertible and the 
unique solution of the equations 
Qy= -e 
satisfies y > 0. 
A principal submatrix Q of Q fails Test 2cop iff the rank deficiency of 
Q is unity, and one ray of ker Q satisfies y > 0. 
Noting that when A =I, the strong kernel condition is automatically 
satisfied, the following criteria follow immediately from Theorem 1.1 and 
Theorem 1.2. 
THEOREM 1.4. A matrix Q is copositive (strictly copositive) iff every 
principal submatrix Q of Q, including Q itself, passes Test 1 cop (Test 1 cop 
and Test 2cop). 
This theorem is contained in Theorems 3.1 and 3.2 of [2], which also give 
characterizations of copositivity and strict copositivity involving eigenvalues 
of each principal submatrix. A criterion of a completely different character for 
A-conditional positive definiteness is given in [9]-it is necessary and suffi- 
cient that Q admit a decomposition of the form 
Q=A’CA+S, 
with C strictly copositive and S positive definite. Finally we mention the 
recent papers [lo], [ll], which present finite procedures for deciding whether 
or not a general inhomogeneous quadratic function is bounded below subject 
to inhomogeneous inequality constraints. For the homogeneous problem 
considered here, boundedness below of the quadratic form is equivalent to its 
nonnegativity, and so these procedures also provide finite tests for conditional 
positive semidefiniteness. 
2. FURTHER REMARKS ON THE KERNEL CONDITIONS 
In this section we show the necessity of the weak kernel condition when 
Slater’s condition holds, and briefly discuss finite tests for the kernel condi- 
tions. 
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Suppose Q is A-cps, and let f be such that Af>O. Then for any xEkerA 
and any real X we have 
A(f+hx)>O 
and hence 
Since this holds for all real h, it follows that either x’Qx>O, or f’Qx=x’Qx=O. 
Because f may be selected as any element of the nonempty open set 
{+x>O}, 
the latter option here holds only if Qr=O. This establishes the necessity of the 
weak kernel condition. 
A finite procedure for testing the kernel conditions consists of first 
determining a basis for kerA, and hence an invertible transformation of 
variables 
such that AT= [A j 01, with kerA={O}. Then 
Ax20 iff d.y>O 
and 
Ax=0 iff y=O. 
Let the corresponding quadratic form in y, z have coefficient matrix 
Then the strong kernel condition is equivalent to the positive definiteness of 
Q,,_while the weak kernel condition holds iff Qzz is positive semidefinite and 
ker Qzz C ker Qr2. 
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The question of the positivity of quadratic forms subject to linear equality 
constraints goes back at least to Hancock’s Theory of Maxima and Minima 
[12], Mann [13], and Samuelson [14], in which determinantal-type conditions 
were developed. See [4] for a recent treatment, giving necessary and sufficient 
criteria which may be used to test the strong kernel condition. 
3. PROOF OF THEOREMS 1.1 AND 1.2 
The necessity of the relevant kernel condition has been dealt with above, 
and the necessity of the two tests is easily shown. For example, if for some 
row submatrix B of A, there is a solution of (1.4) satisfying Bx>O, we should 
have 
Qx+&u= -B’e and Bx=O, 
whence Ax> 0 and X’QX = - (Bx)‘e (0, showing that Q is not A-cps. Simi- 
larly, if the homogeneous system associated with (1.4) has a solution satisfying 
Bx>O, we should have 
Ax>O, x#O, and x’Qx=O, 
showing that Q is not A-cpd. 
We lead up to the sufficiency statements of both theorems via some 
preliminary assertions. The set 
is a possibly unbounded polyhedron, which is empty only if 
Ax>0 implies Ax=O, 
in which case the relevant kernel condition alone suffices to guarantee that Q 
is Acpd or A-cps, as the case may be. Consequently we assume henceforth 
that S is not empty. 
ASSERTION 1. Suppose the weak kernel condition hold-s. Then the 
quadratic form X’QX is bounded below on S and achieves its lower bound. 
Proof. The well-known Frank-Wolfe theorem of quadratic programming 
ensures that the conclusion of this assertion can be false only if there is a half 
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line 
{?+XzJh>O} CS (3.1) 
on which X’QX is unbounded below, so that 
(~+Az)‘Q(~+Xz)=X’Q~+2XX’Qz+A2z’Qz+ - 00 (3.2) 
as A + 00. However, for (3.1) to hold we must have 
Az>O and e’Az=O, 
which, since e >O, can hold only if AI;= 0. Hence by the weak kernel 
condition, either z’Qz>O or 0~x0, neither of which possibilities is consistent 
with (3.2). This proves the assertion. n 
We introduce the notation 
m=inf{x’QxJxES}. 
ASSERTION 2. Suppose the weak kernel condition holds, and that m#O. 
Then there is a rwnvacw)us submatrix B of A such that the system 
Qx-mB’eErangel?, (3.3a) 
Bx=o, (3.3b) 
Bx>O (3.3c) 
is consistent, and the solution of the inhomogeneous system (3.3a,b) is 
unique. 
Proof. By Assertion 1, there is a minimizer A for X’QX on S. Since 
e’Af = 1, the row submatrix B of A for which 
B&>O and &=O (3.4) 
is nonvacuous. It follows that 9 is a local minimizer for X’QX subject to the 
constraints 
Bx=O and e’Bx=l. 
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These constraints being linear, the Kuhn-Tucker conditions must hold, so that 
there exist multipliers A, p such that 
f’Q-A’B-pe’B=O. 
On multiplying by 3i on the right we find that 
which shows that 2 satisfies (3.3a). In view of (3.4), this establishes the 
existence of a nonvacuous row submatrix B of A for which (3.3) is consistent. 
For this choice of B, let r be any solution of (3.3), and suppose that the 
homogeneous system 
QzErange fi’, Bz=o (3.5) 
associated with (3.3a, b) has a nonzero solution z. Then for all real 0 we have 
Q(x+Bz)-mB’eErangeB’ (3.6a) 
B(x+f?z)=o, (3.6b) 
and, by increasing or decreasing 0 from zero, we can find a value of 0 and a 
nonvacuous row submatrix B, of B such that 
B,(x+&)=O and B,(x+&)>O, (3.7) 
where B, is the complementary row submatrix to B, in B. Since 
B’e= B;e+ Bie, 
it follows from (3.6) and (3.7) that 
Q(x+&)-mBieErangeZ?+rangeB;=range i-- ‘=range&, 
[ -1 1 
i 1 _!!_ cx+ez)=o, Bl 
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Provided B, is not vacuous, this shows that another system of the form (3.3) is 
also consistent, in which B is replaced by the strictly smaller row submatrix 
B,. If B, were vacuous, then (3.6b) together with (3.7) would mean simply 
that A(x+Bz)=O, and hence, by (3.6), that also 
(x+ez)‘Q(x+ez)=O. (3.8) 
By the weak kernel condition, this would imply that 
Q(x+&)=O, 
and hence by (3.5), that Qx Erange I?. But then (3.3a) reduces to 
mB’eErangeB’. 
Using (3.3b) it would follow that m(e’Bx) =m( B’e)‘x=O, which is impossi- 
ble, since m#O and e’Bx>O by (3.3~). Thus B, cannot be vacuous. 
This process of reduction of the number of rows of the nonvacuous row 
submatrix B appearing in (3.3) can be repeated, if necessary, and must 
terminate with a row submatrix B for which (3.3) is consistent with (3.3a, b) 
being uniquely solvable. n 
ASSERTION 3. Suppose that the strong kernel condition holds, and that 
m =O. Then there is a nonvacuous row s&mu&ix B of A such that the 
homogeneous system 
QxErangeB’, (3.9a) 
l&=0, (3.9b) 
Bx>O. (3.9c) 
is consistent, and (3.9a, b) has a onedimensional solution space. 
Pmof. This proof differs from that of Assertion 2 only in the reason why 
the smaller row matrix B,, constructed in the proof, cannot be vacuous. If B, 
were vacuous, then from (3.8), the strong kernel condition would imply that 
x+ez=o, (3.10) 
where x is the assumed solution of (3.9), and z is any solution of (3.9a, b). If 
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(3.9a, b) has a solution space of dimension greater than 1, we may choose z 
linearly independent of X, and thereby preclude (3.10), so that B, will not be 
vacuous. Thus the reduction process in this case can be repeated, and must 
terminate with a row submatrix B of A for which (3.9) is consistent and (3.9a, 
b) has a one-dimensional solution space. n 
We can now prove the sufficiency claims of Theorems 1.1 and 1.2. For the 
former, suppose the weak kernel condition holds, but that Q is not Acps-i.e., 
there is some x ER n for which Ax>0 but x’Qx<O. Because of the weak 
kernel condition, we cannot have Ax = 0, and hence some positive multiple of 
x lies in S. It follows that m<O, and we may apply Assertion 2. Since x, m 
appear homogeneously in (3.3) it follows that for some nonvacuous row 
submatrix B of A, the system 
Qx+B’eErangeB’, (3.11a) 
Bx=o, (3.11b) 
Bx>O (3.11c) 
is consistent, with (3.11a, b) being uniquely solvable. This means precisely 
that this row submatrix B fails Test 1. 
Similarly, if the strong kernel condition holds, and Q is A-cps but not 
Acpd, there must be some x such that Ax20 and x’Qx=O. Once again, we 
cannot have Ax = 0 here, because of the strong kernel condition, and it follows 
that m=O. Assertion 3 then shows that some row submatrix B of A fails Test 
2. This completes the sufficiency proofs. 
4. THE REGULAR CASE 
In this section we prove Theorem 1.3, pertaining to the regular case, in 
which Q -’ exists and each set of n or fewer rows of the matrix A is linearly 
independent. 
Suppose a row submatrix B of A fails Test 1. This means that there is a 
unique XE R” satisfying (1.4) (for some U) and this x satisfies Br>O. With 
Q -’ available, we may write (1.4) in the triangular form 
-x=Qel(l?u+B’e), O=L?Q-‘l?‘u+BQ-‘B’e. (4.1) 
The uniqueness of the solution for x then implies that if BQ-‘B’u=O for 
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some u, then we must have Q - ‘B’u = 0, which is equivalent to B’u = 0. But B 
must have fewer than n rows, for if not, the equation &=O would imply 
X= 0, contrary to Bx>O. Hence B’u = 0 implies u = 0, which proves that 
BQ -‘g’ is invertible. Hence from (4.1) 
=(M/R)e, (4.2) 
where the matrix M and its principal submatrix R are given by (1.5) and (1.7). 
Thus the row submatrix B fails Test 1 only if the Schur complement (M/R) 
exists and (M/R)e<O. 
Conversely suppose (M/R) exists, and (M/R)e<O. Then (4.1) uniquely 
define u and x satisfying (1.4) and (4.2), so that B fails Test 1. Thus, with B 
and R related by (1.7), Test 1 and Test lreg are equivalent. The equivalence 
of Test 2 and Test 2reg follows similarly from the defining conditions of 
regularity. 
1 am indebted to D. H. Jacobson for many interesting discussions on 
copositivity and conditional definiteness. 
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