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The dynamical analysis of vibrational systems of masses interconnected by restitution elements
each with a single degree of freedom, and different configurations between masses and spring con-
stants, is presented. Finite circular and linear arrays are studied using classical arguments, and
their proper solution is given using methods often found in quantum optical systems. We further
study some more complicated arrays where the solutions are given by using Lie algebras.
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I. INTRODUCTION
The dynamical description of systems with coupled
subelements is a well known subject in classical mechan-
ics literature [1–3]. It is a typical task to take the stated
system of dynamical coupled equations, that emerge
from the equilibrium analysis, and solve them with some
differential equations or eigenvalue techniques. A sim-
ple model that describes a chain of classical particles
(atoms) harmonically coupled with their nearest neigh-
bors and subjected to a periodic on-site (substrate) po-
tential has become in recent years one of the fundamen-
tal and universal models of low dimensional nonlinear
physics. In spite of the fact that a link with the classi-
cal model is not often stated explicitly in many appli-
cations, many kind of nonlinear problems involving the
dynamics of discrete nonlinear chains are in fact based
on the classical formulation introduced in the papers by
Ya. Frenkel and T. Kontorova [4–8], who suggested to
use this kind of nonlinear chain to describe, in the sim-
plest way, the structural dynamics of a crystal lattice in
the vicinity of the dislocation core [7, 8].
Furthermore, the study of these particular systems, that
are intrinsically classical due to their macroscopic me-
chanical nature, can be linked to the study of a propa-
gated light field under a waveguide array, which in turn
can also be described by classical means. Some work
has been made on photonic lattices to study the analogy
between quantum systems and classical light propaga-
tion [9–11]. Under this scheme, the system of equations
that describes the time evolution of the oscillation am-
plitude can be written in terms of operators that ful-
fill certain known commutation relations from quantum
mechanics. In this sense, the system of equations of
a tight- binding model to first neighbors and periodic
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boundary conditions can be written using the discrete
Fourier transform [12]. On the other hand, linear finite
arrays in both paradigms, light or mechanical, exhibit a
similitude when the same methods to obtain solutions
and insights are applied. The emulation of quantum
mechanical properties with classical propagated light is
well known [9, 13], following here that the nearest neigh-
bor interaction of mechanical systems mimics some of
the features encountered in the classical light counter-
part.
The goal of this manuscript is to take a few well-known
classical physical systems and fully solve them with
techniques found often in the description and solution of
quantum mechanical problems. In Section II, we start
with the analysis of a finite set of masses connected to
each other by springs with constants of harmonic resti-
tution following Hook’s law, constrained to move with
a single degree of freedom in a circle. The set of dif-
ferential equations that describe the system has a peri-
odic boundary condition, which allows the first and last
element to be coupled. In Section III, we restate the
problem removing the boundary condition of the circu-
lar array and keeping only a finite chain fixed at both
or one of the edges. In this class of arrays we distin-
guish when all the restitution coefficients and masses are
equal IIIA, which leads to an analytical solution given
by Chebyshev polynomials of the second kind. The rise
of traveling normal waves is observed. If the restitution
coefficients follows some other law in function of the po-
sition of the masses, then other phenomena are present.
We engineer an interaction matrix III B where his diag-
onalization is given in terms of Kravchuk functions that,
in turn, are solutions of the discrete and finite harmonic
oscillator of su(2) [14, 15]. Here, the solution is also
oscillatory but with persistence of the poles and nodes
presented by the Kravchuk functions that are in the
core hypergeometrical functions. We observe bouncing
of amplitudes that become rapidly a complete interfer-
ence patterns when the propagation time is sufficiently
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2large, giving no recombination nor recovering of initial
conditions. We conclude with the approach and solu-
tion of a problem that relates to the masses and springs
through binomial coefficients III C. Here, although the
analytical solution exists and belongs too to the realm
of the well-known algebra su(2), but it is somewhat not
easy to calculate explicitly, and instead numerical re-
sults are presented.
II. CIRCULAR FINITE ARRAY
Let us consider the interaction between a finite set
of masses labeled by mj , j = 0, 1, 2, ..., N , where the
dimension of the set is dN = N + 1. Geometrically
arranged in a circle, the interaction of mj ’s is medi-
ated by springs with equal restitution constants k, as it
is shown schematically in Fig. 1. The position of ev-
ery single mass is labeled by the canonical coordinate
qj(t), j = 0, 1, 2, ..., N . Taking mj = 1 for every j in
the set, the coupled equations of motion of this system
is given by [1]
q¨0 + k(2q0 − qN − q1) = 0,
q¨j + k(2qj − qj+1 − qj−1) = 0, (1)
q¨N + k(2qN − q0 − qN−1) = 0,
where for the sake of simplicity, we drop the time de-
pendence of the space coordinates, qj(t) ≡ qj .
Figure 1. Scheme of the finite circular array of masses in
clockwise order. Because of the arrangement, the system has
circular symmetry and it maps onto itself when a rotation
by an arbitrary angle is made. Furthermore, the label of
the masses obeys a modular count when qN+s = qs−1 for
s = 1, 2, · · · .
It is straightforward to cast the set of differential equa-
tions (1) onto the matrix form
Q¨ = MQ, (2)
where M is the tridiagonal real matrix plus bounded
corners, with dimensions d2N , explicitly given by
Mc = k

−2 1 0 0 · · · 1
1 −2 1 0 · · · 0
0 1 −2 1 · · · 0
0 0 1 −2 . . . ...
...
...
...
. . . . . . 1
1 0 0 · · · 1 −2

, (3)
being Q the dN column vector of canonical coordinates
qj ’s
Q =
(
q0 q1 q2 · · · qN
)T
, (4)
where clearly qj is time dependent, so Q ≡ Q(t).
Because we are dealing with a set of second order dif-
ferential equations in (1), we need to establish initial
conditions, one set in the positions Q(0), and other set
in the velocities Q˙(0). A careful looking onto the matrix
form (3) suggest an ansatz for the initial value problem
(2); mainly, it needs to be a continuous differentiable
real function with no parity associated, thus we propose
it to be
Q (t) = cosh(t
√
Mc)Q(0), (5)
which can be verified as a legal solution by direct sub-
stitution in Eq. (2).
Now is time to restructure the problem (2) in order to
use some of the methods encountered in quantum op-
tics. First, we notice that the coefficient matrix (3) has
a tridiagonal form and the corners occupied with ones,
which suggests to use the well known London opera-
tors {V,V†}, whose matricial representation is given by
[12, 16]
V =

0 1 0 0 · · · 0
0 0 1 0 · · · 0
0 0 0 1 · · · 0
0 0 0 0
. . .
...
...
...
...
. . . . . . 1
1 0 0 · · · 0 0

. (6)
It can be shown that the matrix V obeys the spectral
decomposition V = FΛF† [17], where F is the discrete
Fourier transform given by the Vandermonde confluent
matrix [12, 18]
F =
1√
N + 1

1 1 1 · · · 1
λ0 λ1 λ2 · · · λN
λ20 λ
2
1 λ
2
2 · · · λ2N
λ30 λ
3
1 λ
3
2 · · · λ3N
...
...
...
. . .
...
λN0 λ
N
1 λ
N
2 · · · λNN
 (7)
with
λj = exp
(
i
2pi
N + 1
j
)
, j = 0, 1, 2, ..., N (8)
3the jth root of the unity, and
Λ =

λ0 0 0 · · · 0
0 λ1 0 · · · 0
0 0 λ2 · · · 0
...
...
...
. . .
...
0 0 0 · · · λN
 (9)
as the eigenvalue diagonal matrix.
Using the former equations (6), (7) and (8), we can sub-
stitute in (5) and simplify the proposed solution as
Q (t) = cosh
[
t
√
k(V+ V†)− 2kI
]
Q(0)
= F cosh
[
t
√
k(Λ + Λ∗)− 2kI
]
F†Q(0), (10)
where it is worth to notice that the terms inside the
square root of (10) are a sum of pure diagonal matrices.
Taking the basis vectors to be a Kronecker basis of di-
mension dN of the form |j〉 := δn,j for n = 0, 1, 2, . . . , N ;
that is, defined j, the ket |j〉 is a vector that has zeros
everywhere, except when n = j; when the Hilbert space
dimension is infinite, these states are known as a Fock
states in the quantum mechanical realm. These kets can
be used to define the Fourier kernel (7) as an operator F
in terms of the outer product of their elements as [12],
F :=
1√
N + 1
N∑
n,m=0
exp
[
i
2pimn
N + 1
]
|m〉 〈n| , (11)
for which can be easily verified the inverse property F† =
F−1. Also the hyperbolic cosine in (9) can be expressed,
with the help of Eqs. (8) and (7), as
cosh
[
t
√
k(Λ + Λ∗)− 2kI
]
=
=
N∑
m=0
cos
[
2t
√
k sin
(
pim
N + 1
)]
|m〉 〈m| . (12)
With this restructured problem, we need only to es-
tablish the initial conditions on the positions and leave
the initial velocities unknown. The initial conditions
read Q(0) = w |l〉 in terms of the orthonormal basis
|l〉 , l ∈ {0, 1, 2, · · · , N}, and it is a vector in a finite
Hilbert space of dimension N+1. This means that the l-
th mass in the circle is excited with an excitation weight
w; in other words, an amplitude of initial perturbation.
We are now in place to forward the proposed solution
(5) onto a closed analytical form, with the help of (10),
(11), (12) and the initial condition. Remembering that
〈r|s〉 = δr,s, we arrive to
Q(t) =
w
N + 1
N∑
n,m=0
cos
[
2pim(n− l)
N + 1
]
× cos
[
2t
√
k sin
(
pim
N + 1
)]
|n〉 , (13)
which means that for every single solution in the vector
Q(t), we obtain the solely dynamic dictated for every
mass in the array by
qn(t) =
w
N + 1
N∑
m=0
cos
[
2pim(n− l)
N + 1
]
× cos
[
2t
√
k sin
(
pim
N + 1
)]
. (14)
In Figure 2, we plot the time evolution (14) for N = 30
and an initial condition Q(0) = |1〉. As can be seen, the
general mechanical behavior is oscillatory. It is impor-
tant to notice, that because of the periodic boundaries
in the array, part of the initial amplitude is transmitted
from the qj mass to the neighbor qj+N ; in this case some
of the initial amplitude in q0 at time t0 is transmitted
to q30 at a time t + ∆t, explaining that the coupled
evolution plot have interference at some time ti. It is
equivalent to say, because the circular arrange of the
masses, that the initial condition on |0〉 when the sys-
tem evolves, looks like two initial conditions, one at t0
and the other, retarded, at time t+ ∆t.
Figure 2. Temporal evolution of the position of each mass
in the circular array. The initial condition has unitary am-
plitude at Q(0) = |0〉. We set N = 30. It is worth to notice
the similar behavior with the one in waveguide systems of
classic light.
III. LINEAR FINITE ARRAY OF N +1 MASSES
We now consider the task to determine the dy-
namic evolution of a linear finite array of masses
mj , j = 0, 1, 2, ..., N , with restitution elements kj , j =
0, 1, 2, 3, ..., N , as seen above in Section II, and which
schematic representation is shown in Fig. 3. In this
case, the system of ordinary differential equations that
governs the evolution is given by [1]
m0q¨0 + (k0 + k1) q0 − k1q1 = 0,
mj q¨j + (kj + kj+1) qj − kj+1qj+1 − kjqj−1 = 0, (15)
mN q¨N + (kN + kN+1) qN − kNqN−1 = 0.
This system can be packed into the matrix representa-
tion
Q¨(t) = MLQ(t), (16)
4where ML is represented in the finite basis |l〉 as
ML = −
N∑
j=0
kj + kj+1
mj
|j〉 〈j|
+
N−1∑
j=0
kj+1
mj+1
|j + 1〉 〈j|+
N−1∑
j=0
kj+1
mj
|j〉 〈j + 1| (17)
and
Q(t) =
N∑
j=0
qj (t) |j〉 . (18)
Using the ansatz previously given, the proper solution
of (16) can be stated as
Q(t) = cosh
(
t
√
ML
)
Q (0) . (19)
It is clear that the real difficulty lies on two facts of the
matrix function cosh
(
t
√
ML
)
; first, we need to evaluate
the matrix ML at time t; second, this evaluation need
to operate onto the initial condition on the right. The
last issue can be simple tackle in the case when ML
can be diagonalized, this lets us obtain a simple form
of the solution. The task now is to examine some cases
where the matrix could be diagonalized in function of
the nature of mj and kj .
Figure 3. Scheme of the linear finite array. There are N
masses and N+1 restitution elements, giving 2N+1 entities
in the array. The boundary conditions are not strictly of
physical or material type, just mathematical constraints to
keep the problem well defined.
A. mj and kj equal to one for all j’s
It is straightforward to take all masses and restitution
elements as one; that is mj = 1 and kj = 1 for all
j ∈ 0, 1, 2, · · ·N as they exhibit no dependence across
the array positions nor the time parameter. Rewriting
(17) with the new conditions, we obtain
ML = −2
N∑
j=0
|j〉 〈j|+
N−1∑
j=0
(|j + 1〉 〈j|+ |j〉 〈j + 1|), (20)
where, in contrast with the matrix in (3), the matrix
in (20) lacks of the ones at the corners, which maintain
joined the array into a circle. The linear finite array im-
plies that the chain of masses could have not material or
physical constrictions on the borders; that is, just con-
tour conditions to keep the system well defined. The set
of coupled differential equations governing the evolution
of this system is [1]
q¨0 + k(2q0 − q1) = 0,
q¨j + k(2qj − qj+1 − qj−1) = 0, (21)
q¨N + k(2qN − qN−1) = 0.
To solve this problem, we follow the presentation in [19]
proposing the spectral decomposition of the interaction
matrix as
ML = SDS−1, (22)
where the matrix operator S is defined as
S =
N∑
i,j=0
Ui(yj+1)√∑N
s=0[Us(yj+1)]
2
|i〉 〈j| , (23)
being Ui(x) the Chebyshev polynomials of second kind
[20, 21]; yj = cos(φj) with φj = jpiN+2 , j = 0, 1, 2, ..., N
as the N + 1 roots of the polynomials. The matrix D is
diagonal with their elements given by [20, 21]
D = 2k
N∑
j=0
[cos(φj+1)− 1] |j〉 〈j| . (24)
Then, in analogy with Sec. II, the solution of the matrix
equation Q¨ (t) = ML is find in the factorization
Q(t) = S cosh(t
√
D)S−1Q(0). (25)
Given the specific initial condition Q(0) = w |l〉, with l
the number of the mass that is displaced with an ampli-
tude w respect to the equilibrium position, we arrive to
the explicit form of the solution for every single mass n
qn(t) = w
N∑
j=0
Un(yj+1)Ul(yj+1)∑N
s=0[Us(yj+1)]
2
cos
[
2t
√
k sin
(
φj+1
2
)]
,
(26)
where it is worth to notice that the denominator is a sum
of N + 1 squared Chebyshev polynomials, that can be
identified as a normalization dependence on the position
of every single mass.
Figure 4. Temporal evolution of the position of each mass
in the linear finite array. The initial condition has unitary
amplitude at Q(0) = |15〉. We set N = 30.
5In Figure 4, we plot the temporal evolution (26) for an
initial conditionQ(0) = |15〉 with N = 30; that is, N+1
elements in the array. A centralized initial condition is
elected, because in the former system of equations (15)
the boundary conditions forbids the interaction between
the first and final elements of the array, so no amplitude
is transmitted from q0 to qN . Setting the initial condi-
tion in the center of the array permits us observe that
the propagation follows a symmetric evolution until it
arrives to the edges, rebounds and recombine with the
amplitudes coming from the center of the array, giv-
ing place to interference at times t > 20. Of course,
the points where the propagation meets the edges is a
function of the pair values {mj , kj}, because of our unit
value election, the presented behavior follows.
B. Kravchuk interaction
We can do a step forward and engineer an iteration
matrix ML which diagonalization is given in terms of
hypergeometrical functions, more specific, discrete or-
thogonal polynomials. Following Regniers [22], we can
propose the interaction matrix to be of the form
ML =

−α0 β1 0 · · · 0
β1 −α1 β2 · · · 0
0 β2 −α2 . . .
...
...
...
. . . . . . βN
0 0 0 βN −αN
 , (27)
where the coefficients follow the laws
αi =Np+ (1− 2p)n,
βi =
√
p(1− p)
√
i(N − i+ 1). (28)
It can be proved that p = 1/2 gives the diagonalization
ML = UDUT , (29)
where D = −diag(0, 1, · · · , N) and the matrix elements
of U are defined by
(U)i,j = Ki(j) :=
√
w(j)
hi
ki(j), (30)
with w(j) =
(
N
j
)
pj(1 − p)N−j , and hi =
(
1−p
p
)i
/
(
N
i
)
.
The functions ki(j) are the symmetric Kravchuk poly-
nomials, whose use is extensive in the description of the
discrete and finite harmonic oscillator [15, 23]. These
polynomial are defined in terms of the Gaussian hyper-
geometric function as
ki(j) := 2F1(−j,−i,−N ; 2); (31)
thus, the election of p = 1/2 is justified for the obtain-
ment of the symmetric functions that fulfill the require-
ments dictated by the spectral theorem (29).
In order to solve the problem
Q(t) = cosh
(
t
√
UDUT
)
Q(0), (32)
we can write the matrices U and D, in the discrete basis
|l〉, as
U =
N∑
i,j=0
Ki(j) |i〉 〈j| , D = −
N∑
i=0
i |i〉 〈i| . (33)
As D is diagonal, we can obtain the proper factorization
of Q(t) as in the previous cases in the form
Q(t) = U cosh(t
√
D)UTQ(0), (34)
and then, with the definitions of the matrices (33) and
the initial condition Q(0) = w |l〉, we obtain the vector
solution as
Q(t) = w
N∑
m,n=0
Km(n) cos(r
√
n)Kl(n) |m〉 . (35)
Finally projecting over the mth element in the array, we
obtain the single dynamical function for the position
qm = w
N∑
n=0
Km(n) cos(r
√
n)Kl(n), (36)
for m ∈ {0, 1, · · · , N} and l the index of the initial con-
dition, that is, which mass is excited at time t = 0.
This last exercise was somehow easy because we can di-
agonalize ML in terms of a pure diagonal matrix D and
the Kravchuk matrices U. It is important to remark that
the functions (30) are the solutions of the discretization
of the quantum harmonic oscillator embedded in the
compact algebra su(2). This functions are a feasible
approximation of the Hermite-Gauss functions in the
discrete and finite space of the algebra.
Figure 5. Temporal evolution of the linear finite array when
the interaction matrix is given by (27). Here, we set N = 16
and the initial condition with unit amplitude at Q(0) = |0〉.
In Figure 5, we plot the temporal evolution of (36),
here we set a dimension N = 16 and an initial condition
with unit amplitude at |0〉. We see that the slope of
6the propagation is nearly acute, giving that the initial
excitation transmitted to the adjacent masses reach the
edge at qN very rapidly, where a bouncing is observed;
after that, the propagation follows another acute slope
but with some recombination of amplitudes occurring.
After the second bounce we observe not a regular pat-
tern, just recombination and interference of amplitudes.
This last behavior let us assume that the nearest neigh-
bor interaction (27) presents some complex features af-
ter some time in the evolution (36).
C. Case mj =
(
N
N−j
)
, kj = jmj
In this section, the masses mj and the restitution el-
ements kj will be defined in terms of the binomial coef-
ficients. We propose to use
mj =
(
N
N − j
)
, kj = jmj , j ∈ {0, 1, · · · , N},
(37)
in such way that both quantities follow some sort of bi-
nomial distribution. It is important to notice that mj
is well defined for all the values of j, but that the resti-
tution elements has a null value when j = 0. This last
issue is not a problem nor a slip in the statements, it just
says that the first restitution element is present with a
intrinsic value of restitution equal to zero, following that
the mathematical constraint is well defined. Physically
this is the same picture of Figure 3, but the left and
right material attachments are leave free.
Doing the calculations for the coefficients in (17), we
arrive to the definition of ML as
ML =−N
N∑
j=0
|j〉 〈j|+
N−1∑
j=0
(N − j) |j〉 〈j + 1|
+
N−1∑
j=0
(j + 1) |j + 1〉 〈j| . (38)
The diagonal is constant with value −N and the off-
diagonals has up and downward values, from 1 to N
and vice versa, respectively.
The coefficients previously showed can be cast to the
operational representation as
K0 =
N∑
j=0
(
N
2
− j
)
|j〉 〈j| , (39)
K+ =
N−1∑
j=0
(j + 1) |j〉 〈j + 1| , (40)
K− =
N−1∑
j=0
(N − j) |j + 1〉 〈j| , (41)
in such way that (38) can be rewritten as
ML = −NI+K+ +K−. (42)
The operator given in (38) obeys the commutation re-
lations
[K0,K−] = −K−, [K0,K+] = K+,
[K+,K−] = 2K0; (43)
thus, they are a representation of the Lie algebra su(2).
Using the commutation relations, we transforms the op-
erators (38) in such way that ML is diagonal. It is long,
but straightforward, to arrive to the set of transforma-
tions
exp (αK−)K+ exp (−αK−) = K+ − 2αK0 − α2K−,
(44a)
exp (αK+)K− exp (−αK+) = K− + 2αK0 − α2K+,
(44b)
exp (αK+)K0 exp (−αK+) = K0 − αK+, (44c)
exp (αK−)K0 exp (−αK−) = K0 + αK−. (44d)
Hence, the interactions matrix can be written as
eβK+eαK−MLe−αK−e−βK+ =
= −NI+ 2 (−α2β − α+ β)K0
+
(
α2β2 + 2αβ − β2 + 1)K+ + (1− α2)K−.
(45)
This last equation can be carry to a full diagonal form
if we choose the parameters to be α = −1 and β = 1/2,
eβK+eαK−MLe−αK−e−βK+ = −2Λ, (46)
where Λ =
∑N
j=0 j |j〉 〈j|. Inverting (46), we finally ob-
tain that
ML = −2eK−e−K+/2ΛeK+/2e−K− . (47)
The diagonal representation of ML given above, let us
now look for the solution of the initial value problem
(19) as
Q(t) = eK−e−K+/2 cos
(
t
√
2Λ
)
eK+/2e−K−Q(0). (48)
Figure 6. Temporal evolution of the linear finite array when
the interaction matrix is modeled by (38). We set the di-
mension N = 30 and the initial condition as the coherent
superposition Q(0) = 1/2(|10〉+ |20〉).
7Expression (48) is an analytic closed expression; how-
ever, their explicit calculation is cumbersome. There-
fore, instead of giving the long-complete expression, we
accelerate the process using the matrix representation
(39) for a fixed N and make a numeric evaluation for
the initial condition Q(0) = w |l〉. Also due to the defi-
nition of the masses and restitution elements, when we
excite masses near j = 0 the dynamics is not interest-
ing, because around this specific place the restitution
constant vanish. So, to obtain relevant results in the
dynamics, we propose to use initial conditions around
the middle mass. Figure 6 shows a numerical evalu-
ation of (48) when the initial condition is a coherent
state around the center of the array.
IV. CONCLUSIONS
In this work we present a set of mechanical systems
that are solved using mathematical methods and ar-
guments often encountered in the analysis and solu-
tion of quantum optical phenomena. We found that
the time evolution of the position amplitude of a chain
of masses has some resemblance with light propagation
in graded indexed waveguide arrays; we may conclude
that in some particular cases (specific values of spring
constants and masses) there is an isomorphism between
both systems. This conclusion may be relevant because
it motivates the search of relations between mechanical
systems of coupled oscillators and systems that obey
Schrödinger and Helmholtz-like equations [24]. Finally,
we may say that the use of these quantum optical meth-
ods are fully equivalent to those that follow Hamilto-
nian or Lagrangian developments for many-body inter-
actions. The simplicity of the solution arise from the
fact that the interaction matrix is fully diagonalizable.
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