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Abstract
The resource-constrained project-scheduling problem (RCPSP) and some of its generaliza-
tions are de0ned. Furthermore, constraint propagation techniques for these problems and related
machine scheduling problems are introduced and possible applications of these techniques in con-
nection with lower bound calculations, branch-and-bound methods, and heuristics are discussed.
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1. Introduction
Scheduling is concerned with the optimal allocation of scarce resources to activities
over time. It has been the subject of extensive research since the early 1950s. Much
of the early work on scheduling was concerned with the analysis of single-machine
systems, parallel-machines systems, and shop problems. Later more complex machine
scheduling situations were investigated. General references on sequencing and schedul-
ing are survey papers by Anderson et al. [3], Lawler et al. [30], Lee et al. [32], and
the books by Blazewicz et al. [8], Brucker [9], Pinedo [41].
More recently the resource-constrained project scheduling problem (RCPSP) has been
investigated. The RCPSP and its generalizations are very general scheduling models
which contain almost all complex machine scheduling problems as special cases (cf.
[11] for a survey on the RCPSP).
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Constraint propagation is a powerful tool which is used in connection with various
solution methods for scheduling problems. The purpose of this tutorial is to describe ap-
plications of constraint propagation techniques to the RCPSP and to machine scheduling
problems.
Accordingly, this tutorial has two parts. In the 0rst part we introduce the RCPSP
and some of its generalizations. We also describe the relations to machine schedul-
ing problems. The second part describes constraint propagation techniques and shows
how they can be used in connection with branch-and-bound algorithms, lower bound
calculations, and heuristics.
All scheduling problems considered in this paper are assumed to be deterministic,
i.e. the data that de0ne a scheduling problem instance are known with certainty in
advance.
In Section 2.1 the RCPSP and its generalizations are de0ned. Section 2.2 introduces
machine scheduling models as special cases of RCPSP-models. In Section 3 constraint
propagation techniques are described. They are used to calculate lower bounds for the
RCPSP (Section 4.1) and are combined with linear programming to improve these
bounds (Sections 4.2–4.4). In Section 5 it is shown how constraint propagation can
be used to enhance branch-and-bound algorithms for scheduling problems. A short dis-
cussion of some heuristics for the RCPSP which use constraint propagation follows in
Section 6. Section 7 contains conclusions and gives an overview on implementations of
solution procedures for scheduling problems in which constraint propagation techniques
are applied.
2. Scheduling models
The resource-constrained project scheduling problem (RCPSP) is one of the basic
scheduling problems. In Section 2.1 we introduce this problem and some of its gen-
eralizations. Machine scheduling problems which may be considered as special cases
are introduced in Section 2.2.
2.1. The RCPSP and generalizations
The resource-constrained project scheduling problem (RCPSP) may be formulated
as follows. Given are n activities i = 1; : : : ; n are r (renewable) resources k = 1; : : : ; r.
A constant amount of Rk units of resource k is available at any time. Activity i must
be processed for pi time units. During this time period a constant amount of rik units
of resource k is occupied. Furthermore, precedence constraints are de0ned between
activities. These are given by relations i → j, where i → j means that activity j cannot
start before activity i is completed. The objective is to determine starting times Si for
the activities i = 1; : : : ; n in such a way that
• at each time t the total resource demand is less than or equal to the resource
availability for each resource type; (2.1)
• the given precedence constraints are ful0lled; and (2.2)
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Fig. 1. Project with 4 activities and 2 resources.
• the makespan Cmax = maxni=1 Ci is minimized, where Ci:=Si + pi is assumed to be
the completion time of activity i.
The fact that an activity which starts at time Si 0nishes at time Si + pi implies
that activities are not preempted. We may relax this condition by allowing preemp-
tion (activity splitting). In this case the processing of any activity may be interrupted
and resumed at a later date. It will be stated explicitly if we consider models with
preemptions.
It is sometimes useful to add a unique dummy beginning activity 0 and a unique
dummy termination activity n+ 1, each with processing time zero. Naturally, we must
have 0 → i and i → n + 1 for all other activities i = 1; : : : ; n. The dummy activities
require no resources. Furthermore, S0 is the starting time and Sn+1 may be interpreted
as the makespan of the project.
If preemption is not allowed the vector S = (Si) de0nes a schedule of the project.
S is feasible if conditions (2:1) and (2:2) are ful0lled. Schedules may be graphically
represented by Gantt charts, as illustrated in Fig. 2.
We may represent the structure of the RCPSP by a so-called activity-on-node graph
G=(V; E) where V is the set of all activities and E={(i; j) | i; j∈V ; i → j} represents
the precedence constraints. For some activity i we de0ne
Pred(i):={j | (j; i)∈E} and Succ(i):={j | (i; j)∈E}:
Pred(i) (Succ(i)) is the set of direct predecessors (successors) of activity i.
Fig. 1 illustrates a small project with four activities (plus the dummy activities 0
and 5) and two resource types. A corresponding feasible schedule is shown in Fig. 2.
Next we will discuss some generalizations of the RCPSP-model.
2.1.1. Generalized precedence constraints
Start–start relations of the form
Si + lij6 Sj; (2.3)
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Fig. 2. A feasible schedule.
Fig. 3. Positive and negative time-lags.
where lij is an arbitrary integer number, may be introduced. The interpretation of
relation (2.3) depends on the sign of lij.
If lij¿ 0, then activity j cannot start before lij time units after the start of activity
i. This means that activity j does not start before the starting time of activity i, and
lij is a minimal distance between both starting times (Fig. 3(a)).
If lij ¡ 0, then the earliest start of activity j is −lij time units before the start of
activity i, i.e. activity i cannot start more than −lij time units later than the starting
time of activity j. If Sj6 Si, this means that −lij is a maximal distance between both
starting times (Fig. 3(b)).
lij is called positive (negative) time-lag if (2.3) holds and lij ¿ 0 (lij ¡ 0).
Relations (2.3) are very general timing relations between activities. For example,
(2.3) with lij = pi is equivalent to the precedence relation i → j. More generally,
if there should be a minimal time distance of dij units between the completion of
activity i and the start of activity j then we write Si + pi + dij6 Sj. If for numbers
dij; uij with 06dij6 uij the inequalities Si + pi + dij6 Sj and Sj − uij − pi6 Si
hold, then the time between the 0nishing time of activity i and the starting time of
activity j must be at least dij, but no more than uij. This includes the special case
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06dij = uij, where activity j must start exactly dij time units after the completion of
activity i.
Also release times ri and deadlines di of activities i can be modeled by the relation
(2.3). A release time ri is an earliest starting time, while a deadline di is a latest
0nishing time of activity i. To model release times we add the restrictions S0 + ri6 Si.
To model deadlines we add the restrictions Si−(di−pi)6 S0. If ri6di, ri is a release
time and di is a deadline, then the interval [ri; di] is called a time window for activity
i. Activity i must be processed completely within its time window.
2.1.2. Nonconstant resource pro9les
So far we assumed that each resource k is available in each time period with con-
stant amount Rk . However, we may also consider nonconstant resource pro0les Rk(t)
where the resource level is time dependent. This allows to model the nonavailability
of resources in certain time periods.
2.1.3. Setup times
In a scheduling model with sequence-dependent setup times the set of all activities is
partitioned into disjoint sets G1; : : : ; Gq, called groups. Associated with each pair (r; t)
of group indices is a setup time srt . If i is directly processed before j for any i∈Gr
and j∈Gt , then the restriction
Ci + srt6 Sj (2.4)
must be satis0ed. Usually, one assumes that srr = 0, i.e. there is no setup if the group
Gr does not change, and that the setup times satisfy the triangle inequality
srt + stv¿ srv for all r; t; v∈{1; : : : ; q}:
2.1.4. Other objective functions
Besides the objective of minimizing the makespan Cmax:=maxni=1 Ci one may con-
sider other objective functions f(C1; : : : ; Cn) depending on the 0nishing time of the
activities. Examples are
∑n
i=1 wiCi (weighted Kow time), max
n
i=1 Li (maximum late-
ness), and
∑n
i=1 wiTi (weighted tardiness) where the lateness Li and tardiness Ti are
de0ned by Li:=Ci − di and Ti = max{0; Li}, respectively. Here di is a given due date.
However, no constraint propagation results are known for these other objective func-
tions. Thus, we consider only the makespan objective function.
The RCPSP may be used to model various discrete optimization problems like cutting
stock problems [21], high school timetabling problems [43] and audit staL scheduling
problems [15].
Machine scheduling problems are important special cases of resource-constrained
project scheduling problems. These will be discussed in more detail in the next section.
232 P. Brucker /Discrete Applied Mathematics 123 (2002) 227–256
Fig. 4. Single machine schedule.
Fig. 5. Identical parallel machines schedule.
2.2. Machine scheduling problems
In this section we will introduce important classes of machine scheduling problems
as special cases of the RCPSP. In machine scheduling the activities are usually called
jobs or (in the case of shop scheduling problems) operations.
2.2.1. Single-machine scheduling problems
If n jobs j=1; : : : ; n with processing times pj and precedences are to be processed on
a single machine then we can model this by an RCPSP with one renewable resource,
i.e. r = 1, where R1 = 1 and rj1 = 1 for j = 1; : : : ; n. A schedule for such a problem
with 5 jobs is shown in Fig. 4.
2.2.2. Identical parallel machines
Instead of a single machine there are m machines M1; : : : ; Mm on which the jobs are
to be processed. The processing time pj of job j does not depend on the machine
on which j is processed. A corresponding schedule is shown in Fig. 5. Precedences
between jobs are given next to the Gantt chart.
This problem corresponds to an RCPSP with r=1, R1 =m and rj1 =1 for j=1; : : : ; n.
2.2.3. General shop scheduling problems
We have jobs j = 1; : : : ; n and m machines M1; : : : ; Mm. Job j consists of nj op-
erations O1j; : : : ; Onj; j. Two operations of the same job cannot be processed at the
same time. Operation Oij must be processed for pij time units on a dedicated machine
#ij ∈{M1; : : : ; Mm}. Precedence constraints are given between arbitrary operations. Such
a general shop scheduling problem can be modeled by an RCPSP with r=m+n renew-
able resources with Rk = 1 for k = 1; : : : ; m+n and
∑n
j=1 nj activities Oij. Furthermore,
operation Oij uses rijk units of resource type k, where
rijk =
{
1 if #ij = Mk or k = m + j;
0 otherwise:
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Fig. 6. Schedule for a Kow shop problem.
The resources k = 1; : : : ; m correspond with the machines while resource m + j (j =
1; : : : ; n) is needed to model the fact that diLerent operations of job j cannot be pro-
cessed at the same time.
Job shop, Kow shop, and open shop problems are important special cases of the
general shop scheduling problem. These will be discussed next.
Job shop problems: A job shop problem is a general shop scheduling problem with
precedences of the form
O1j → O2j → · · · → Onj;j
for j = 1; : : : ; n, i.e. there are no precedences between operations of diLerent jobs and
the precedences between operations of the same job build a chain.
Flow shop problems: A Kow shop problem is a special job shop problem with nj=m
for j = 1; : : : ; n and #ij = Mi for i = 1; : : : ; m, j = 1; : : : ; n, i.e. Oij must be processed
on Mi. In Fig. 6 a schedule for a Kow shop problem with 4 jobs and 3 machines is
shown.
Open shop problems: An open shop problem is like a Kow shop problem but without
precedences between the operations.
2.2.4. Multi-processor task scheduling problems
Again we have n jobs j = 1; : : : ; n and m machines M1; : : : ; Mm. Associated with
each job j there is a processing time pj and a subset of machines #j ⊆ {M1; : : : ; Mm}.
During the time in which job j is processed it occupies each of the machines in #j.
Finally, there are precedence constraints.
This problem can be formulated as an RCPSP with r =m renewable resources with
Rk = 1 for k = 1; : : : ; r. Furthermore,
rjk =
{
1 if Mk ∈ #j;
0 otherwise:
3. Constraint propagation
With constraint propagation timing restrictions are derived from given ones. These
methods are used to tighten the search space in connection with branch-and-bound
methods and local search heuristics. Also inconsistency may be derived, which possibly
leads to lower bounds for the makespan minimization problem.
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Constraint propagation techniques have mainly been developed in connection with
machine scheduling problems [7,12,13,18,25]. In Brucker et al. [16] constraint propa-
gation is applied to the RCPSP.
3.1. Basic relations
Given a schedule S = (Si)n+1i=0 , for each pair (i; j) of activities i 
= j exactly one of
the three relations i → j; j → i, or i || j holds.
The meaning of i → j is that activity j does not start before i is 0nished, i.e. that
Si + pi6 Sj (3.1)
holds. i → j is called a conjunction. A set of conjunctions is denoted by C. The
meaning of i || j is that activities i and j are processed in parallel for at least one time
unit. This is the case if and only if neither i → j nor j → i holds, i.e.
Si + pi ¿Sj and Sj + pj ¿Si (3.2)
hold. i || j is called a parallelity relations. N is a set of parallelity relations.
The negation of i || j is a relation called disjunction and is denoted by i − j. i − j
means that either i → j or j → i holds. D denotes a set of disjunctions.
We are interested in sets C, N which describe a schedule minimizing the makespan.
To derive such sets we may start with sets C0; D0; N0 of conjunctions, disjunctions,
parallel relations, respectively, which are satis0ed by any optimal schedule, and try to
derive further relations.
The following relations may be derived immediately from the data of an RCPSP.
An initial set C0 of conjunctions is given by the set of all precedence relations i → j.
An initial set D0 of disjunctions may be induced by resource constraints for pairs of
activities by setting i− j∈D0 if and only if rik + rjk ¿Rk for some renewable resource
k (k = 1; : : : ; r).
An initial set N0 of parallelity relations may be derived by a procedure which is
more complicated. We assume that S0 = 0, i.e. that no activity can start earlier than
time t = 0. Furthermore, we assume that an upper bound UB for the Cmax-value is
given, i.e. we have Sn+16UB. For activity i we de0ne a
• head ri by a lower bound for the earliest starting time of i, and a.
• tail qi by a lower bound for the length of the time period between the 0nishing time
of i and the optimal makespan.
Heads and tails may be calculated as follows. Let G = (V; E) be the activity-on-node
graph of the RCPSP. The length of a (directed) path p from activity i to j is the sum
of processing times of all activities in p excluding the processing time of j. A valid
head ri is the length of a longest path from the dummy activity 0 to i. Symmetrically,
a valid tail qi is the length of a longest path from i to the dummy vertex n+ 1 minus
the processing time pi of i. Given an upper bound UB one may de0ne di = UB− qi,
where di is the latest 0nishing time of activity i in any schedule with Cmax6UB. Thus,
activity i must be processed within its time window [ri; di] in any feasible schedule
with Cmax6UB.
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Fig. 7. Overlapping activities.
Let i and j be two activities with time windows [ri; di] and [rj; dj]. If
pi + pj ¿max{di; dj} −min{ri; rj} (3.3)
then i and j overlap in any feasible schedule with Cmax6UB (cf. Fig. 7).
We de0ne N0 as the set of all parallelity relations induced in this way, i.e.
N0 = {i || j | i and j satisfy (3:3)}:
3.2. Start–start distance matrix
Let S = (Sj)n+1j=0 be a feasible schedule with S0 = 0 and Sn+16UB. Then we have
i → j if and only if (3.1), i.e. Sj − Si¿pi holds. Furthermore, we have i || j if and
only if (3.2) holds, which is equivalent to
Sj − Si¿− (pj − 1) and Si − Sj¿− (pi − 1) (3.4)
because all data are integers. Additionally, for arbitrary activities i; j we have
Si + pi6 Sn+16UB6UB + Sj or Sj − Si¿pi − UB
because Sj¿ 0 and Sn+16UB.
If we de0ne
dij =


0 if i = j;
pi if i → j;
−(pj − 1) if i || j;
pi − UB otherwise
(3.5)
then the entries of dij (i; j = 0; : : : ; n+ 1) of the (n+ 2)× (n+ 2)-matrix D= (dij) are
lower bounds of the diLerences Sj − Si, i.e.
Sj − Si¿dij for all i; j = 0; : : : ; n + 1: (3.6)
We call D a start–start distance (SSD-)matrix.
If additionally generalized precedence constraints (2.3) hold which are equivalent to
Sj − Si¿ lij then we may incorporate these constraints by replacing dij by
dij:=max{dij; lij}: (3.7)
In this case all results derived are also valid for the RCPSP with generalized precedence
constraints.
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Fig. 8. Symmetric triple.
The relation Sj − Si¿dij has the transitivity property:
Sj − Si¿dij and Sk − Sj¿djk imply Sk − Si¿dij + djk (3.8)
(we obtain the third relation by adding the 0rst and second).
Due to (3.8) the matrix D=(dij) may be replaced by its transitive closure MD=( Mdij),
which can be derived from D in time O(n3) by applying the Floyd–Warshall algorithm
(cf. [1]).
The 0rst row of an SSD-matrix represents heads because Si = Si − S0¿d0i for each
activity. Similarly, the last column of an SSD-matrix contains information on the tails
of the activities. More precisely, di;n+1 − pi is a tail of activity i because we have
Sn+1 − (Si + pi) = (Sn+1 − Si)− pi¿di;n+1 − pi:
From (3.1) and (3.4) we derive:
• i → j if and only if dij¿pi holds; (3.9)
• i || j if and only if both dij¿− (pj − 1) and dji¿− (pi − 1) hold: (3.10)
If dii ¿ 0 for some activity i then no feasible schedule with Cmax6UB exists because
dii ¿ 0 implies the contradiction 0 = Si − Si¿dii ¿ 0.
Calculating the transitive closure of the SSD-matrix is the simplest form of constraint
propagation. One may start with an SSD-matrix containing basic information about
the RCPSP like the relations in C0; D0; N0, heads, tails, and generalized precedence
constraints.
Other methods of constraint propagation will be discussed in the next sections. The
results of these propagation techniques are increasing entries of D. In this case a further
increase may be possible by applying the Floyd–Warshall algorithm.
3.3. Symmetric triples and extensions
A triple (i; j; k) of activities is called a symmetric triple if
• k || i and k || j, and
• i; j; k cannot be processed simultaneously due to resource constraints.
For a symmetric triple (i; j; k) we can add i − j to D (see Fig. 8). This can be seen
as follows.
P. Brucker /Discrete Applied Mathematics 123 (2002) 227–256 237
Fig. 9. Extension of a symmetric triple—Condition 1.
Assume that i || j, i.e. i and j are processed jointly at some period t.
k must be processed jointly with i(j) at some period s(s′), where s¡ t¡s′ or
s′¡t¡s. This implies that at time t all three activities must be processed jointly,
which is a contradiction.
All symmetric triples can be found in O(n|N |r) time.
Further relations can be deduced in connection with symmetric triples (i; j; k):
(1) If l || i and j; k; l cannot be processed simultaneously, then l− j can be added to
D (see Fig. 9). If, additionally, i → j (j → i) then l→ j∈C (j → l∈C).
It is not diOcult to prove the 0rst part of statement (1): If l || j then we have
Thus, at time t activities j; k; l must be processed jointly, which is a contradiction.
Similarly, the other two claims are true.
(2) Assume that pk − 16pi; pk − 16pj; pk − 16pl; i; k; l cannot be processed
jointly, and j; k; l cannot be processed jointly, then k − l∈D (see Fig. 10).
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Fig. 10. Extension of a symmetric triple—Condition 2.
Fig. 11. Extension of a symmetric triple—Condition 3.
That statement (2) is correct can be seen as follows. Because pk − 16pl, it is
not possible that l is processed after i(j) and before j(i). Thus, if k || l then we
have
(the role of i and j may be interchanged) which contradicts pk − 16pj (i and
l occupy at least 2 time units of k).
Other propagation conditions are listed below. The proofs are similar to the proofs
for (1) and (2). All the checks can be done in O(rn2|N |) time.
(3) Suppose that the conditions pk − 16pi and pk − 16pl hold. Furthermore,
assume that the precedence relations l → j and i → j are given and i; k and l
cannot be processed in parallel. Then the additional conjunction l → k ∈C can
be 0xed (see Fig. 11).
(4) Suppose that the conditions pk − 16pj and pk − 16pl hold. Furthermore,
assume that the precedence relations i → j and i → l are given and j; k and l
cannot be processed in parallel. Then the additional conjunction k → l∈C can
be 0xed (see Fig. 12).
(5) Suppose that the conditions pk − 16pi and pk − 16pj hold. Furthermore,
assume that the precedence relations l → i and l → j (i → l and j → l) are
given. Then we may 0x the conjunction l→ k ∈C (k → l∈C) (see Fig. 13).
(6) Let the parallelity relations l || i and l || j be given. Then the additional parallelity
relation l || k can be 0xed (see Fig. 14).
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Fig. 12. Extension of a symmetric triple—Condition 4.
Fig. 13. Extension of a symmetric triple—Condition 5.
Fig. 14. Extension of a symmetric triple—Condition 6.
3.4. Disjunctive sets
A subset I ⊆ {1; : : : ; n} of all (non-dummy) activities is called a disjunctive set (or
clique) if i−j or i → j or j → i for all i; j∈ I; i 
= j. Disjunctive sets are cliques in the
undirected graph de0ned by all disjunctions and conjunctions. Examples of disjunctive
sets are
• the set of all jobs of a single-machine scheduling problem,
• the set of all operations belonging to the same job of a general shop problem,
• the set of operations to be processed by the same machine of a general shop problem,
• the set of tasks j with Mi ∈ #j for a 0xed machine Mi, i.e., which occupy a machine
Mi during processing.
We de0ne P(I):=
∑
i∈I pi. Let [ri; di] be a time window for each activity i. Then
conjunctions i → j between jobs of a disjunctive set I may be derived from the
following general result.
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Theorem 3.1 (Dorndorf et al. [25]). Let I be a disjunctive set and let J ′; J ′′ ⊆ J ⊆ I .
If
max
i∈J\J ′
j∈J\J ′′
i =j
(dj − ri)¡P(J ) (3.11)
then an activity in J ′ must start 9rst or an activity in J ′′ must end last in J in each
feasible schedule.
Proof. If no activity in J ′ starts 0rst and no activity in J ′′ ends last in each feasible
schedule; then all activities in J must be processed in a time interval of length
max
i∈J\J ′
j∈J\J ′′
i =j
(dj − ri);
which is not possible if (3.11) holds.
By choosing diLerent subsets J ′ and J ′′, diLerent tests may be derived. The following
tests of this type can be found in the literature.
Input test: If condition (3.11) holds for J ′ = {i} with i∈ J and J ′′ = ∅, then activity
i must start 0rst in J , i.e. we conclude that
i → j for all j∈ J \ {i}
(or short i → J \ {i}). In this case i is called input of J .
Output test: If condition (3.11) holds for J ′=∅ and J ′′={i} with i∈ J , then activity
i must end last in J , i.e. we conclude that
j → i for all j∈ J \ {i}
(or for short J \ {i} → i). In this case i is called the output of J .
Carlier and Pinson [19] developed an O(|I |2) algorithm to 0nd all inputs and outputs
for all sets J ⊆ I . The complexity of such an algorithm was improved to O(|I | log |I |)
[12,20].
Input-or-output test: If condition (3.11) holds for J ′={i} and J ′′={j} with i; j∈ J ,
then activity i must start 0rst in J or activity j must end last in J , i.e. i is the input
for J or j is output for J .
Dorndorf et al. [25] have designed an O(|I |3)-algorithm for testing the input-or-output
conditions.
Input=output negation test: If condition (3.11) holds for J ′ = J \ {i} and J ′′ = {i}
with i∈ J , then i must not start 0rst in J \ {i} (input negation).
If condition (3.11) holds for J ′ = {i} and J ′′ = J \ {i} with i∈ J , then i must not
end last in J \ {i} (output negation).
Baptiste and Le Pape [6] developed an algorithm that tests all interesting J and i
with eLort O(|I |2).
The diLerent tests are summarized in Table 1. Notice that for i 
= j the input-or-output
test is stronger than the output negation test or the input negation test, and that the
input test or the output test is stronger than the input-or-output test.
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Table 1
Summary of disjunctive interval consistency tests
Test J \ J ′ J \ J ′′ Conclusion
Input J \ {i} J i → J \ {i}
Output J J \ {i} J \ {i} → i
Input-or-output J \ {i} J \ {j} i → J \ {i} ∨ J \ {j} → j
Input negation {i} J \ {i} i 9 J \ {i}
Output negation J \ {i} {i} J \ {i} 9 {i}
The input-or-output test may be combined with the input negation test or with the
output negation test leading to the conclusion J \ {j} → j or i → J \ {i}. Additional
conjunctions i → j may be derived by these tests, which generally leads to smaller
time windows.
3-set conditions: Another method to deduce conjunctions i → j for activities i; j
belonging to a disjunctive set I is based on the concept of 3-set conditions.
Consider three activities i; j; k ∈ I . If each of the following conditions:
dk − rj ¡pi + pj + pk; (3.12)
di − rk ¡pi + pj + pk; (3.13)
di − rj ¡pi + pj + pk (3.14)
holds, then there exists no feasible schedule in which j is processed before i. Other-
wise the possible processing orders of i; j; k are j; i; k or k; j; i of j; k; i. However, none
of these processing orders is feasible. Thus, the conjunction i → j must hold. (3.13)
–(3.14) are called 3-set-conditions. Brucker et al. [12] developed an O(n2)-algorithm
which calculates all conjunctions that can be derived by 3-set conditions for a dis-
junctive set with n activities. These concepts have been generalized to general shop
scheduling problems with sequence-dependent setup times in Brucker and
Thiele [17].
3.5. Cumulative resources
If Rk = 1 then the set of all activities i which occupy resource k (i.e. with rik = 1)
de0ne a disjunctive set. This is not the case if Rk ¿ 1. Resources k for which Rk ¿ 1
are called cumulative resources. For these resources the tests of the previous section are
not valid. However, some concepts may be generalized introducing the term “work”.
For this purpose we consider a 0xed resource k. Then wi:=rikpi is the work needed
to process activity i. Let Ik be the set of activities i with rik ¿ 0. For J ⊆ Ik we
de0ne W (J ) =
∑
i∈J wi. Rk(t2 − t1) is the work available during the interval [t1; t2]
(t1 ¡t2).
Similarly to Theorem 3.1 we can prove
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Theorem 3.2 (Dorndorf et al. [25]). Let J ′; J ′′ ⊆ J ⊆ Ik . If
Rk · max
i∈J\J ′
j∈J\J ′′
(dj − ri)¡W (J ) (3.15)
then an activity in J ′ must start 9rst or an activity in J ′′ must end last.
In contrast to (3.11), in (3.15) we can no longer assume that i 
= j because an activity
that starts 0rst may now also end last.
Theorem 3.2 can be used to derive tests similar to those listed in Table 1. The
meaning of conclusions such as J \ {i} → i or i → J \ {i} is that i must end after
(start before) activities in J \{i}; in contrast to the disjunctive case this, however, does
not imply that it must also start after (end before) J \ {i}.
3.6. Shaving
Let i=[ri; ti] with ri ¡ ti be the (current) domain of activity i, i.e. for any schedule
S = (Sj)n+1j=0 improving some upper bound UB condition Si ∈ [ri; ti] must be satis0ed.
If for some integer t with ri6 t ¡ ti we can show that no feasible schedule with
Si ∈ [ri; t] exists then i may be replaced by [t + 1; ti]. This process is called shaving,
which was introduced by Martin and Shmoys [35].
3.7. Constraint propagation procedures
There are diLerent ways to combine the constraint propagation techniques in a con-
straint propagation procedure. For the RCPSP the following procedure, which is applied
to an SSD-matrix D = (dij) and a set of disjunctions, provides good results.
Procedure constraint propagation
1. Calculate transitive distances;
2. Symmetric triples;
3. Fix direct conjunction;
4. Process cliques
Constraint propagation calls the procedures calculate transitive distances, symmetric
triples, 0x direct conjunctions, and process cliques which may be described as follows.
Calculate transitive distances applies the Floyd–Warshall algorithm to the current
SSD-matrix and possibly 0xes conjunctions and parallelity relations according to (3.9)
and (3.10), respectively. If a diagonal element of the SSD-matrix becomes positive,
then we return by indicating that no feasible solution exists.
The procedure Symmetric triples derives conjunctions, disjunctions or parallelity
relations by systematically applying the checks of Section 3.3. The results are used to
update the SSD-matrix.
The procedure Fix direct conjunctions is based on the following observation. Assume
that for activities i; j, with i − j∈D the inequality dij¿− (pj − 1) holds. Then
Sj − Si¿dij¿− (pj − 1); i:e: Cj = Sj + pj¿ Si + 1¿Si;
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which implies i → j. In this case we call i → j a direct conjunction. Fix direct
conjunctions 0xes all direct conjunctions.
The procedure process cliques calculates maximal disjunctive sets (cliques) and ap-
plies the input tests and output tests of Section 3.4 to these maximal cliques. The
number of all possible maximal cliques may be quite large. Therefore we calculate
maximal cliques I1; : : : ; Iq with I1 ∪ I2 ∪ · · · ∪ Iq = {1; : : : ; n} as follows.
To build I1 we start with some activity i1 and add an activity i2 with i2 − i1. Then
we add some activity i3 with i3 − i1 and i3 − i2, etc. I1 is completed if no activity j
exists with j − i for all i∈ I1. To build I2 we start with some activity not belonging
to I1 and apply the same procedure. Note that i∈ I1 may be added to I2. If I1; : : : ; Ik
are built and there is some activity i 
∈ I1 ∪ I2 ∪ · · · ∪ Ik then we start Ik+1 with i. The
procedure stops if all activities are covered by the constructed cliques. Only I+ with
|I+|¿ 2 are used for the tests.
Starting with the set D0 of disjunctions and with an initial SSD-matrix de0ned by
S0; N0 and given heads and tails, we repeat the procedure constrained propagation
until we detect infeasibility or the SSD-matrix no longer changes.
4. Lower bounds
In this section we will discuss methods for calculating lower bounds for the RCPSP.
If LB is a lower bound for some instance of the RCPSP and UB is the solution value
given by some heuristic, then UB − LB is an upper bound for the distance between
the optimal solution value and UB. Thus, good lower bounds may be used to estimate
the quality of heuristic solutions. Lower bounds are also needed for the construction
of branch-and-bound algorithms.
4.1. Constructive and destructive lower bounds
A constructive lower bound for the RCPSP may be derived by solving a relaxation
of the RCPSP, which is less complex than the original problem. In a relaxation of an
optimization problem certain restrictions which make the problem hard are eliminated.
For example, if we eliminate the resource constraints of the RCPSP, then the optimal
makespan of the resulting problem is equal to the length of a longest path in the
activity-on-node network, which can be calculated eOciently. Stronger constructive
lower bounds based on a linear programming formulation have been developed by
Mingozzi et al. [36] and MRohring et al. [38].
Destructive lower bounds are based on a diLerent idea. Assume that UB is a 0ctitious
upper bound, i.e. a guess value, for the RCPSP. If we can prove that no feasible
schedule with Cmax6UB exists, then UB + 1 is a valid lower bound for the RCPSP.
We may apply constraint propagation to prove infeasibility. If we do not succeed we
may try with a smaller UB value. If we succeed, we may repeat this process with
a larger UB value. Such a repetition can be organized by incremental steps or by
binary search. An incremental step increases UB by an appropriate value ,¿ 1. When
applying binary search we start with a valid upper bound UB and a valid lower bound
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LB. If for the 0ctitious upper bound UB′:=(UB + LB)=2 we can prove infeasibility,
then we replace LB by UB′ + 1. Otherwise UB is replaced by UB′. Destructive lower
bounds have been considered by Klein and Scholl [28].
In the next sections we discuss methods for calculating constructive and non-
constructive lower bounds which use linear programming and column generation [5,14].
4.2. An LP-based constructive lower bound
A set X of activities is called feasible if all i∈X can be processed simultaneously,
i.e.
• there are no conjunctions and disjunctions between pairs i; j∈X , and
• ∑i∈X rik6Rk for k = 1; : : : ; r.
A feasible set is non-dominated if it is not a proper subset of some feasible set.
Let X1; X2; : : : ; Xq be the one-element sets {i} (i = 1; : : : ; n) and all nondominated
feasible sets for an RCPSP and aj ∈{0; 1}n the incidence vectors of Xj (j = 1; : : : ; q),
i.e.
aij =
{
1 if i∈Xj;
0 otherwise:
We assume that Xi = {i} for i = 1; : : : ; n.
Denote by xj the number of time units in which all activities in Xj are processed
jointly. Then the following linear program provides a lower bound for the RCPSP. It
relaxes conjunctions by treating them as disjunctions and allows preemption.
min
q∑
j=1
xj (4.1)
s:t:
q∑
j=1
aijxj¿pi (i = 1; : : : ; n) (4.2)
xj¿ 0 (j = 1; : : : ; q): (4.3)
Clearly, (4.1)–(4.3) provides a lower bound because an optimal solution for the RCPSP
with objective value C∗max provides a solution x
∗ for (4.1)–(4.3) such that
∑q
j=1 x
∗
j =
C∗max.
Unfortunately, the number q of all nondominated feasible sets grows exponentially
with the number n of activities. For n = 60 (n = 90) we have approximately q =
300 000 (q = 8 000 000).
Mingozzi et al. [36] considered a restriction of the dual of (4.1)–(4.3) which they
solved heuristically. We solve (4.1)–(4.3) directly by column generation techniques.
4.3. Column generation procedure for the RCPSP
Column generation techniques are based on the fact that when applying the re-
vised simplex method it is suOcient to store the current basis B and to have a pro-
cedure at hand which calculates an entering column a, or which proves that such
P. Brucker /Discrete Applied Mathematics 123 (2002) 227–256 245
a column does not exist. Such a procedure is called a pricing procedure. Usually,
the pricing procedure calculates a set of columns which may enter the basis during
the next iterations. These columns are added to a so-called working set of columns.
Some other nonbasic columns may also be deleted from the working
set.
A generic column generation algorithm may be formulated as follows.
Algorithm Column Generation
1.INITIALIZE;
2.WHILE CALCULATE COLUMNS produces new columns DO
BEGIN
3. INSERT DELETE COLUMNS;
4. OPTIMIZE
END
INITIALIZE: provides a basic solution and working set to start with.
CALCULATE COLUMNS: is the pricing procedure.
INSERT DELETE COLUMNS: organizes insertion and deletion of columns.
OPTIMIZE: solves the linear program restricted to the working set of columns.
Several INSERT DELETE COLUMNS procedures may be provided, OPTIMIZE can
be done by an LP-solver like CPLEX.
Thus, only INITIALIZE and CALCULATE COLUMNS must be implemented
problem-dependently.
Next we apply column generation to (4.1)–(4.3). In this case we have the following
procedures.
INITIALIZE
As a starting basic for the 0rst phase we use ei ∈Rn (i = 1; : : : ; n) and set xi:=pi.
These variables correspond to the one-element sets {i}. We add the columns corre-
sponding with the slack variables for the constraints in (4.2) to the working set.
INSERT DELETE COLUMNS
We use a DELETE-strategy which never deletes the slack variables from the working
set, i.e. −ei is always in B or in the working set.
CALCULATE COLUMNS
After applying OPTIMIZE for the values of the dual variables we always have
yi¿ 0 (i = 1; : : : ; n) because
• −yi =−yei = ci = 0 if −ei is in the basis, or
• −yi =−yei6 ci = 0, i.e. yi¿ 0 if −ei is in the working set.
We sort the activities such that
y1¿y2¿ · · ·¿yn0 ¿ 0; yn0+1 = · · ·= yn = 0:
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Thus, it is suOcient to generate nondominated vectors (a1; : : : ; an0 ). These can be ex-
tended to a nondominated vector (a1; : : : ; an) by adding ai = 1 for all i = n0 + 1; : : : ; n
which maintain feasibility.
We calculate incidence vectors of relevant nondominated sets by the following enu-
meration.
Nodes of the enumeration tree are partial strings (a1; : : : ; al) with 16 l6 n0.
(a1; : : : ; al) has at most two sons. (a1; : : : ; al; 0) is the right son, the left son
(a1; : : : ; al; 1) exists if and only if (a1; : : : ; al; 1; 0; : : : ; 0) corresponds to a feasible set.
Sets are generated in lexicographic order by depth 0rst search. They must satisfy
n∑
i=1
yi · ai ¿ 1 (4.4)
n∑
i=1
rik · ai6Rk (k = 1; : : : ; r) (4.5)
ai · aj = 0 (i − j∈D; i → j∈C or j → i∈C) (4.6)
ai ∈{0; 1} (i = 1; : : : ; n): (4.7)
Each time a partial column a∗ = (a∗1 ; : : : ; a
∗
n0 ) satisfying (4.4)–(4.7) has been found,
we search only for further columns a with
n0∑
i=1
yiai ¿
n0∑
i=1
yia∗i : (4.8)
This ensures that only nondominated columns a∈{0; 1}n0 are calculated.
Proof. Assume that a column a satisfying (4.8) is dominated. Then at least one com-
ponent ak of a can be changed from 0 to 1 without violating feasibility. But then a
dominating column a′ with a′k =1 has already been considered due to the lexicographic
scan.
Let a∗ be the best column found so far when we consider a. Since a′ has been
considered before, we have
n0∑
i=1
yia∗i ¿
n0∑
i=1
yia′i¿
n0∑
i=1
yiai + yk ¿
n0∑
i=1
yiai;
which contradicts (4.8).
Note that if we search the enumeration tree completely, then a nondominated column
a which maximizes
∑n
i=1 yiai is found.
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We may apply the following dominance rule: If we set ak = 0 and
k−1∑
+=1
y+a+ +
n0∑
+=k+1
y+6
n0∑
i=1
yia∗i holds;
then we can backtrack.
We stop the search process if one of the following conditions holds:
• we have found a given number of columns, or
• we have found at least one column and the ratio between the number l of generated
leaves and the number lu of leaves satisfying (4.8) exceeds a certain limit s (i.e.
l¿ lu · s).
The generated columns are added to the working set. If the number of columns in the
working set exceeds a given size, some arbitrary nonbasic columns are deleted.
4.4. An LP-based destructive method
A method which provides very good lower bounds for the RCPSP is a destructive
method which combines constraint propagation with linear programming techniques. In
most cases these lower bounds are close to a corresponding upper bound achieved by
a heuristic (see [14] for computational results).
Given a 0ctitious upper bound UB, one 0rst tries to prove infeasibility by con-
straint propagation. The constraint propagation procedure also provides us with time
windows [ri; di] for the activities i = 1; : : : ; n. If we cannot prove infeasibility, we use
the time windows in an LP-formulation of the feasibility problem and then try to prove
infeasibility by solving the linear program.
For the LP-formulation let z0 ¡z1 ¡ · · ·¡z2 be the ordered sequence of all diLerent
ri- and di-values. We de0ne
It :=[zt−1; zt] for t = 1; : : : ; 2
and let Ft be the set of all activities i which can be scheduled in interval It (i.e.
satisfying ri6 zt−1 ¡zt6di). Finally, denote the feasible subsets of Ft by Xjt (j =
1; : : : ; ft), and the incidence vector corresponding with Xjt by ajt .
We consider a preemptive relaxation of the feasibility problem where xjt denotes the
number of time units in which all activities in Xjt are processed simultaneously.
2∑
t=1
ft∑
j=1
ajti xjt¿pi (i = 1; : : : ; n) (4.9)
ft∑
j=1
xjt6 zt − zt−1 (t = 1; : : : ; 2) (4.10)
xjt¿ 0 (t = 1; : : : ; 2; j = 1; : : : ; ft): (4.11)
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If (4.9)–(4.11) has no feasible solution, then UB+ 1 is a lower bound for the RCPSP.
For the infeasibility check we introduce arti0cial variables ut (t = 1; : : : ; 2) and solve
min
2∑
t=1
ut (4.12)
s:t:
2∑
t=1
ft∑
j=1
ajti xjt¿pi (i = 1; : : : ; n) (4.13)
−
ft∑
j=1
xjt + ut¿− zt + zt−1 (t = 1; : : : ; 2) (4.14)
xjt¿ 0 (t = 1; : : : ; 2; j = 1; : : : ; ft) (4.15)
ut¿ 0 (t = 1; : : : ; 2): (4.16)
System (4.9)–(4.11) is infeasible if and only if the optimal solution value of (4.12)–
(4.16) is positive.
(4.12)–(4.16) will be solved by column generation techniques.
4.4.1. Initialization
For each activity i∈{1; : : : ; n} let It(i) be the 0rst interval in which i can be pro-
cessed. Then the starting working set consists of the columns corresponding with the
one-element sets {i} (i = 1; : : : ; n) in the interval It(i), the arti0cial variables ut (t =
1; : : : ; 2) and the slack variables according to (4.14).
4.4.2. Calculate columns
The dual constraints for (4.12)–(4.16) are of the form
n∑
i=1
ajti yi − wt6 0 (t = 1; : : : ; 2; j = 1; : : : ; ft) (4.17)
wt6 1 (t = 1; : : : ; 2) (4.18)
yi¿ 0 (i = 1; : : : ; n) (4.19)
wt¿ 0 (t = 1; : : : ; 2): (4.20)
Thus, we have to 0nd a column ajt ∈{0; 1}n violating (4.17), i.e. satisfying
n∑
i=1
ajti yi − wt ¿ 0
for an index t ∈{1; : : : ; 2}. This can be done by an enumeration procedure similarly to
that in Section 4.3.
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5. A branch-and-bound procedure
In this section we present a branch-and-bound procedure based on the constraint
propagation techniques introduced in Section 3. The nodes of the corresponding enu-
meration tree represent sets of feasible solutions which are de0ned by conjunctions,
disjunctions, and parallelity relations. We branch at such a node by splitting the set
into disjoint subsets. This is accomplished by adding either the parallelity relations i || j
or the disjunction i − j for some activities i; j.
First we will introduce schedule schemes which are used to represent the vertices of
the enumeration tree mathematically.
Let C, D, N ⊆ V × V be disjoint relations, where C is a set of conjunctions, D is
a set of disjunctions, and N is a set of parallelity relations. D and N are symmetric,
i.e. with i− j∈D (i || j∈N ) also j− i∈D (j || i∈N ), while C is antisymmetric, i.e. if
i → j∈C then j → i 
∈ C. If i− j∈D then it is not speci0ed whether i → j or j → i.
Based on C, D, N we de0ne
F = {(i; j) | i; j∈V ; i 
= j; i → j 
∈ C; j → i 
∈ C; i − j 
∈ D; i || j 
∈ N}:
The relations in F are called Aexibility relations. These relations are denoted by i ∼ j.
Note that F is symmetric. The tuple (C;D; N; F) with the property that the sets C, D,
N , F are disjoint and for any i; j∈V with i 
= j exactly one of the relations i → j,
j → i, i − j, i || j, or i ∼ j holds is called a scheduling scheme. A scheduling scheme
(C;D; N; F) de0nes a (possible empty) set S(C;D; N; F) of schedules. More precisely,
S(C;D; N; F) is the set of all schedules with the following properties:
• i is 0nished when j starts if i → j∈C,
• i and j are processed in parallel for at least one time unit if i || j∈N , and
• i and j are not processed in parallel if i − j∈D.
Sf(C;D; N; F) denotes the corresponding set of feasible schedules, i.e. all schedules
in S(C;D; N; F) which additionally satisfy the resource constraints.
If C0, D0, N0 are de0ned as in Section 3.1 and F0 are the corresponding Kexibility
relations, then Sf(C0; D0; N0; F0) is the set of all feasible schedules.
Now we consider a scheduling scheme (C;D; N; ∅) with no Kexibility relations. Then
the scheduling scheme (C′; ∅; N; ∅) is called a transitive orientation of (C;D; N; ∅) if
• (C′; ∅; N; ∅) is derived from (C;D; N; ∅) by changing each disjunction i − j∈D into
either i → j or j → i,
• C′ is transitive, i.e. i → j and j → k imply i → k.
If (C′; ∅; N; ∅) is a transitive orientation then the directed graph (V; C′) is acyclic.
Let (C′; ∅; N; ∅) be a transitive orientation of a scheduling scheme. Then we may
calculate a corresponding (not necessarily feasible) schedule as follows.
Consider the acyclic directed graph (V; C′). For each activity i∈V we calculate the
length ri of a longest path from 0 to i. The length of such a path p from 0 to i is the
sum of all processing times of activities on p except i. The schedule in which each
activity i starts at time ri is called the earliest start schedule (ES-schedule). We denote
this schedule, which depends on C′ only, by SES(C′). SES(C′) need not be feasible
for the RCPSP because the capacity constraints may be violated. MRohring [37] has
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shown that all ES-schedules SES(C′) for arbitrary transitive orientations (C′; ∅; N; ∅)
of a schedule scheme (C;D; N; ∅) have the same Cmax-value. Furthermore, the following
theorem holds.
Theorem 5.1. Let (C′; ∅; N; ∅) be a transitive orientation of a scheduling scheme
(C;D; N; ∅) and let SES(C′) be the corresponding ES-schedule. If SES(C′) is feasi-
ble then SES(C′) dominates all schedules in Sf(C;D; N; ∅). Otherwise Sf(C;D; N; ∅)
is empty.
Proof. Assume that SES(C′) is infeasible; i.e. there is a time period t such that activ-
ities of a set H are processed in parallel during t and for some resource type k we
have
∑
i∈H rik ¿Rk . If a feasible schedule S ∈Sf(C;D; N; ∅) exists then for at least
two activities i; j∈H one of the relations i → j∈C or j → i∈C or i − j∈D; i.e.
i || j 
∈ N holds. This implies i → j∈C′ or j → i∈C′; which contradicts the de0nition
of H .
Now consider an arbitrary feasible schedule S ∈Sf(C;D; N; ∅). S de0nes a transitive
orientation (C′′; ∅; N; ∅) of (C;D; N; ∅). The corresponding ES-schedule SES(C′′) domi-
nates S. Due to the result of MRohring SES(C′) and SES(C′′) have the same Cmax-value.
Thus, SES(C′) dominates S as well.
The following branch-and-bound algorithm for solving the RCPSP calls a recursive
procedure Branch-and-Bound (C;D; N; F) which is formulated afterwards.
Branch-and-bound RCPSP
1.UB:=
∑n
i=1 pi;
2. Branch-and-bound (C0; D0; N0; F0).
Branch-and-bound (C,D,N,F)
1. Constraint Propagation (C;D; N; F);
2. IF F = ∅ THEN
BEGIN
3. Calculate a transitive orientation (C′; ∅; N; ∅) corresponding with
(C;D; N; ∅);
4. Calculate the earliest start schedule SES(C′);
5. IF SES(C′) is feasible and the makespan Cmax(C′) of
6. SES(C′) satis0es Cmax(C′)¡UB THEN UB:=Cmax(C′)
7. ELSE RETURN
END
ELSE
BEGIN
8. Calculate a lower bound LB(C;D; N; F) for Sf(C;D; N; F);
9. IF LB(C;D; N; F)¡UB THEN
BEGIN
10. Choose i ∼ j∈F ;
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11. Branch-and-bound (C;D ∪ {i − j}; N; F \ {i ∼ j});
12. Branch-and-bound (C;D; N ∪ {i || j}; F \ {i ∼ j})
END
END
The procedure Constraint Propagation (C;D; N; F) applies the constraint propaga-
tion algorithm described in Section 3.7 to C;D; N and returns the new schedule
scheme.
In a diLerent branch-and-bound approach a feasible schedule is constructed from
left to right by adding an activity in each step. More precisely, each vertex of the
enumeration tree corresponds with a partial schedule and the branching process con-
sists of extending the partial schedule in diLerent ways by adding an eligible activity.
In general, depth-0rst-search is used in order to keep the memory requirements low.
DiLerent methods using diLerent branching schemes and pruning methods have been
developed: Patterson et al. [40] and Sprecher [44] use the concept of a precedence
tree, the methods of Christo0des et al. [22] and Demeulemeester and Herroelen [24]
are based on delay alternatives, while Stinson et al. [45] use extension alternatives.
Mingozzi et al. [36] use a slightly diLerent approach.
Another branching scheme for the RCPSP is based on domains. Each node of the
enumeration tree is de0ned by the domains i of all activities i. For branching, an
activity i is chosen and its domain i = [ri; ti] is replaced either by li = [ri; t] (left
branch) or by ri = [t + 1; ti] (right branch) where ri6 t ¡ ti. In a branch-and-bound
algorithm which solves the RCPSP with generalized precedence constraints, Dorndorf
et al. [26] use this branching scheme with t = ri. Thus, by branching to the left, the
starting time of activity i will be 0xed. By the application of constraint propagation
techniques they reduced the search space considerably.
Shop scheduling problems and multi-processor task scheduling problems can be pre-
sented by mixed graphs G = (V; C; D) where C is a set of directed arcs (de0ning
the precedence relations) and D is a set of (undirected) edges (which correspond to
all disjunctions). The vertices i∈V correspond to the operations or tasks. A feasible
schedule corresponds to an orientation of all edges such that the resulting directed
graph has no cycles. The corresponding makespan of such an schedule is the length of
the longest path in this graph. The length of a path p is the sum of processing times
of all activities in p. A common branching scheme for this type of problems consists
of choosing an undecided disjunction i − j and replacing it by either the conjunction
i → j or j → i. Furthermore, the constraint propagation methods for disjunctive sets
apply.
6. Heuristics for the RCPSP
To solve an RCPSP of medium to large size in reasonable time one has to
apply heuristic methods. The following types of heuristics have been applied: pri-
ority based heuristics [2,23,29,31,46], local search heuristics [5,33,34,42,47,48], and
genetic algorithms [39]. The most important heuristics are based on a list scheduling
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procedure which constructs a feasible schedule for a given permutation or list of all
activities.
6.1. A list-scheduling algorithm
Let L be a list of all activities 0; 1; : : : ; n; n+ 1. For two activities i; j we write i ≺ j
if in L activity i is listed before j. All lists considered are assumed to be compatible
with the precedences i → j∈C, i.e. we always have i ≺ j if i → j∈C.
The following Algorithm List-Schedule calculates a feasible schedule S = H (L)
using the list L. In this algorithm PS is the set of 0nishing times of scheduled
activities.
Algorithm List-Schedule (L)
1. PS:={0};
2. WHILE L 
= ∅ DO
BEGIN
3. Eliminate the next activity j from L;
4. rj:=max{Si + pi | i → j∈C};
5. Calculate the earliest starting time t ∈PS; t¿ rj such that activity j
can be scheduled without violating the resource constraints;
6. Schedule j at time Sj:=t;
7. PS:=PS ∪ {Sj + pj}
END.
During the algorithm for all t ∈PS we keep track of the amounts rk(t) of resource
Rk used by all activities being processed or starting at time t. Using these rk(t)-values
it can be checked whether a new activity can be started at time t ∈PS without violating
the resource constraints. The complexity of this algorithm is O(n2r).
It is not diOcult to show that a list L∗ always exists such that S∗ = H (L∗) is
optimal.
6.2. List-scheduling heuristics
The simplest list-scheduling heuristics are based on priority rules. For our cases a
list is constructed by some rule.
A local search for the RCPSP may be organized on the set of all compatible lists.
For constructing a neighbor of some list L we may apply operators depending on
S = H (L), which provide the next list in the search. Several methods exist to de0ne
such operators. For example, the following operators have been used in Baar et al. [5]
in connection with a tabu-search heuristic. They generalize operators de0ned for the
job shop problem, which are based on critical paths.
Let L be a list and S be the corresponding list-schedule. Consider the directed graph
GS = (V; AS), where V is the set of all activities and
(i; j)∈AS if and only if Si + pi = Sj:
A critical path with respect to S is a path in GS from 0 to n+ 1. At least one critical
path always exists. An arc (i; j) belonging to a critical path is called a critical arc if
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(i; j) does not belong to C. To improve the schedule S at least one critical arc must
become noncritical. Therefore, we construct neighbor lists of the list L in such a way
that critical arcs in S may become noncritical. Next, we describe how to construct such
a neighborhood.
First, we calculate a critical path CP(S) with a minimal number of critical arcs.
Then the neighborhood is de0ned by three types of operators. Each depends on the
critical path CP(S). The idea of these operators is to cancel a critical arc (i; j).
1. shiftij is a shift-operator which is de0ned for a critical arc (i; j)∈CP(S), with
i ≺ j in L. It moves activity i together with all activities t satisfying
i → t ∈C and i ≺ t ≺ j
immediately after j. This can be illustrated by
L = : : : i : : : t : : : j : : :⇒ L′ = : : : jit : : :
2. bshiftij is a backshift-operator which is de0ned for a critical arc (i; j)∈CP(S)
with j ≺ i in L. It moves the 0rst activity u which satis0es the conditions
i ≺ u and (i; u) 
∈ C:
immediately before i. Such a backshift is illustrated by
L = : : : j : : : i : : : l : : : u : : :⇒ L′ = : : : j : : : ui : : : l : : :
Note that there is no l with i ≺ l and l→ u.
3. The frontshift-operator fshiftij is de0ned symmetrically. It can be illustrated by
L = : : : u : : : l : : : j : : : i : : :⇒ L′ = : : : l : : : ju : : : i : : :
Constraint propagation techniques may be used to reduce the set of compatible lists
and the set of neighbors. Another type of heuristics which apply constraint propagation
techniques are truncated branch-and-bound methods. A truncated enumeration tree is
constructed to produce many feasible solutions from which the best is chosen. During
the search process constraint propagation is applied using the best actual solution value
to further truncate the enumeration tree.
7. Concluding remarks
We have discussed the use of constraint propagation techniques in combination with
solution methods for the resource constrained project scheduling problem and some of
the most important machine scheduling problems. Rather than presenting algorithmic
details and computational results we tried to survey some of the main concepts. Readers
interested in the speci0c algorithms are referred to Tables 2–4 in which algorithmic
details and computational results are documented. Tables 2–4 contain besides references
a description of the problems and the speci0c constraint propagation techniques used
in these papers.
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Table 2
Branch-and-bound algorithms
Job shop problem
Carlier and Pinson [19] Input–output tests,
Applegate and Cook [4] Branching by 0xing disjunctions
Brucker et al. [13]
Martin and Shmoys [35] Input–output tests, shaving, time-oriented
branching
Open shop problem
Dorndorf et al. [27] Input–output tests, input–output negation
tests, shaving, branching by 0xing disjunctions
RCPSP
Brucker et al. [16] Transitive closure, symmetric triples, input–output
tests, branching by adding disjunctions or parallelity relations
Dorndorf et al. [26] Input–output tests, shaving time-oriented
branching
General shop problems with sequence-dependent setup times
Brucker and Thiele [17] Input–output tests, 3-set conditions, branching
by 0xing disjunctions
Table 3
Lower bound calculations
Job shop problem
Martin and Shmoys [35] Shaving
RCPSP
Klein and Scholl [28] Simple constraint propagation methods
Brucker and Knust [14] Transitive closure, symmetric triples, input–output tests
Table 4
Heuristics
Job shop problem
Brucker and Brinkkoetter [10] Input–output tests, shaving, truncated
branch-and-bound
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