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Abstract
This paper considers a distributed reinforcement learning problem in which a network of
multiple agents aim to cooperatively maximize the globally averaged return through com-
munication with only local neighbors. A randomized communication-efficient multi-agent
actor-critic algorithm is proposed for possibly unidirectional communication relationships
depicted by a directed graph. It is shown that the algorithm can solve the problem for
strongly connected graphs by allowing each agent to transmit only two scalar-valued vari-
ables at one time.
I. Introduction
Recently, there has been increasing interest in developing distributed machine learning algo-
rithms. Notable examples include distributed linear regression [1], multi-arm bandit [2], rein-
forcement learning (RL) [3], and deep learning [4]. Such algorithms have promising applications
in large-scale networks, such as social platforms, online economic networks, cyber-physical sys-
tems, and Internet of Things, primarily because in such a complex network, it is impossible to
collect all the information at the same point and each component of the network may not be
willing to share its private information due to privacy issues.
Multi-agent reinforcement learning (MARL) problems have recently received increasing at-
tention. In general, MARL problems are investigated in settings that are either collaborative,
competitive, or a mixture of the two. For collaborative MARL, the most rudimentary framework
is the canonical multi-agent Markov decision process [5, 6], where the agents share a common
reward function that is determined by the joint actions of all agents. Another notable framework
for collaborative MARL is the team Markov game model, also with a shared reward function
among agents [7, 8]. These two frameworks were then extended to the setting where agents are
allowed to have heterogeneous reward functions [3,9–12], collaborating with the goal of maximiz-
ing the long-term return corresponding to the team averaged reward. In particular, these works
focused on a fully-decentralized/distributed setting, where there exists no central controller to
coordinate the agents to achieve the overall team goal. Instead, the agents are connected via a
communication network and are only able to exchange information with the neighbors on the
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network. There is also an ever-growing number of works on MARL in competitive and mixed
settings [13–16], where most of the recent ones are empirical works without theoretical con-
vergence guarantees. In this work, we focus on the decentralized/distributed and collaborative
MARL setting with networked agents as in [3, 9, 17].
Within this setting, the work of [3] proposed the first fully distributed actor-critic algorithm.
The algorithm allows the agents to exchange information over a communication network with
possibly sparse connectivity at each agent, which improves the scalability of the multi-agent
model with a high population of agents and thus tackles one of the long-standing challenges in
general MARL problems [18]. A detailed comparison of the problem setting to the other existing
ones on multi-agent and collaborative MARL is provided in [3].
A possible communication issue of the algorithms proposed in [3] is that they require each
agent to transmit the entire vector of its estimate of ω to its neighbors at each time. Such
communication-costly algorithms may not be possible to secure in some learning applications,
for example, when the size of ω is very large but each agent has limited communication capacity.
In this paper, we propose an approach in which each agent broadcasts only one (scaled) entry
of its estimate of ω, thus significantly reducing communication costs at each iteration. The
algorithms in [3] more or less rely on doubly stochastic matrices, which implicitly requires
bidirectional communication between each pair of neighboring agents. This requirement restricts
the applications of the algorithm in scenarios with possibly uni-directional communication. To
get around this limitation, we propose a variant using the idea of push-sum [19] with which each
agent only needs to transmit two scalar-valued variables at each time, and in particular, each
agent can independently determine which entry of the estimate of ω to transmit. For simplicity,
we take a randomized way and show that with this very cheap communication scheme, the
algorithm can solve the distributed reinforcement learning problem for any strongly connected
graph that depicts the communication relationships among the agents. Note that in parallel
with this work, [20] appeared to be the first one that considers the communication efficiency
in MARL and distributed RL in general. However, the setting in [20] assumes the existence
of a central controller. In contrast, to the best of our knowledge, our work proposes the first
communication-efficient MARL/distributed RL algorithm for networked agents.
The remaining part of this paper is organized as follows. Section II introduces the MARL
problem and presents a communication-efficient variant of the algorithm in [3], which essen-
tially requires bi-directional communication and transmission coordination between neighbor-
ing agents. Motivated by the restrictive requirements, Section III proposes a multi-agent actor-
critic algorithm for uni-directional communication, based on which, a modification is proposed
in Section IV, yielding a communication-efficient algorithm over directed graphs without any
transmission coordination among the agents. The paper ends with some concluding remarks in
Section V, followed by an appendix.
II. Problem Formulation
In this section, we introduce the background and formulation of the MARL problem with
networked agents.
A. Networked Multi-Agent MDP
Consider a team of N agents, denoted by N = {1, 2, . . . , N}, operating in a common envi-
ronment. It is assumed that no central controller that can either collect rewards or make the
decisions for the agents exists. In contrast, the agents are connected by a possibly time-varying
communication network depicted by an undirected graph Gt = (N , Et), where the set of commu-
nication links at time t ∈ N is denoted by Et. Then, a networked multi-agent MDP model can
be defined by a tuple (S, {Ai}i∈N , P, {R
i}i∈N , {Gt}t≥0), where S is the state space shared by
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all the agents in N , Ai is the action space of agent i, and {Gt}t≥0 is a sequence of time-varying
communication networks. For each agent i, Ri : S ×A → R is the local reward function, where
A =
∏N
i=1A
i is the joint action space. P : S ×A×S → [0, 1] denotes the state transition prob-
ability of the MDP. It is assumed throughout the paper that the states are globally observable
and but the rewards are observed only locally.
The networked multi-agent MDP evolves as follows. Each agent i chooses its own action
ait given state st at time t, according to a local policy, i.e., the probability of choosing action
ai at state s, πi : S × Ai → [0, 1]. Note that the joint policy of all agents, π : S × A → [0, 1],
satisfies π(s, a) =
∏
i∈N π
i(s, ai). Also, a reward rit+1 is received by agent i after executing
the action. To make the search of the optimal joint policy tractable, we assume that the local
policy is parameterized by πi
θi
, where θi ∈ Θi is the parameter, and Θi ⊆ Rmi is a compact
set. The parameters are concatenated as θ = [(θ1)⊤, · · · , (θN )⊤]⊤ ∈ Θ, where Θ =
∏N
i=1Θ
i.
The joint policy is thus given by πθ(s, a) =
∏
i∈N π
i
θi
(s, ai). We first make a standard regularity
assumption on the model and the policy parameterization.
Assumption 1. For any i ∈ N , s ∈ S, and ai ∈ Ai, the policy function πi
θi
(s, ai) > 0 for any
θi ∈ Θi. Also, πi
θi
(s, ai) is continuously differentiable with respect to the parameter θi over Θi.
In addition, for any θ ∈ Θ, let P θ be the transition matrix of the Markov chain {st}t≥0 induced
by policy πθ, that is, for any s, s
′ ∈ S
P θ(s′ | s) =
∑
a∈A
πθ(s, a) · P (s
′ | s, a). (1)
We assume that the Markov chain {st}t≥0 is irreducible and aperiodic under any πθ, with the
stationary distribution denoted by dθ.
Assumption 1 has been made in the existing work on actor-critic (AC) algorithms with func-
tion approximation [21,22]. It implies that the Markov chain of the state-action pair {(st, at)}t≥0
has a stationary distribution dθ(s) · πθ(s, a) for any s ∈ S and a ∈ A.
The objective of the agents is to collaboratively find a policy πθ that maximizes the globally
averaged long-term return over the network based solely on local information, namely,
max
θ
J(θ) = lim
T
1
T
E
( T−1∑
t=0
1
N
∑
i∈N
rit+1
)
=
∑
s∈S,a∈A
dθ(s)πθ(s, a) ·R(s, a), (2)
where R(s, a) = N−1 ·
∑
i∈N R
i(s, a) is the globally averaged reward function. Let rt = N
−1 ·∑
i∈N r
i
t; then, we have R(s, a) = E[rt+1 | st = s, at = a]. Thus, the global relative action-value
function under policy πθ can be defined accordingly as
Qθ(s, a) =
∑
t
E
[
rt+1 − J(θ) | s0 = s, a0 = a, πθ
]
,
and the global relative state-value function Vθ(s) is defined as Vθ(s) =
∑
a∈A πθ(s, a)Qθ(s, a). For
simplicity, hereafter we will refer to Vθ and Qθ as state-value function and action-value function
only. Furthermore, the advantage function can be defined as Aθ(s, a) = Qθ(s, a)− Vθ(s).
As the basis for developing multi-agent actor-critic algorithms, the following policy gradient
theorem was established in [3] for MARL.
Policy Gradient Theorem for MARL: [Theorem 3.1 in [3]] For any θ ∈ Θ and any agent
i ∈ N , we define the local advantage function Aiθ : S × A → R as
Aiθ(s, a) = Qθ(s, a)− V˜
i
θ (s, a
−i), (3)
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where V˜ iθ (s, a
−i) =
∑
ai∈Ai π
i
θi
(s, ai) · Qθ(s, a
i, a−i). We use a−i to denote the actions of all
agents except for i. Then, the gradient of J(θ) with respect to θi is given by
∇θiJ(θ) = Es∼dθ,a∼piθ
[
∇θi log π
i
θi(s, a
i) ·Aθ(s, a)
]
= Es∼dθ,a∼piθ
[
∇θi log π
i
θi(s, a
i) ·Aiθ(s, a)
]
. (4)
B. A Motivating Algorithm
As mentioned earlier, the distributed actor-critic algorithms proposed in [3] require each agent
to transmit its estimate of ω to all its neighbors at each time, which can be communication-
expensive when the size of ω is very large. A natural idea to reduce the communication cost at
each time step is to allow each agent to transmit only partial entries of its estimate vector to
its neighbors at one time. Such an idea has been explored in distributed algorithms for solving
linear algebraic equations [23] and finding a common fixed point among a family of nonlinear
maps [24].
We first propose a communication-efficient algorithm based on the algorithm in [3] and then
show its limitation in implementation, which serves as a motivating algorithm for our main
contribution in the next sections.
The algorithm is based on the local advantage function Aiθ defined in (3), which requires
estimating the action-value function Qθ of policy πθ. Consider Q(·, ·;ω) : S × A → R, a family
of functions parametrized by ω ∈ RK , where K ≪ |S| · |A|. It is assumed that each agent i
maintains its own parameter ωi and uses Q(·, ·;ωi) as a local estimate of Qθ.
The algorithm consists of two steps, the actor step and the critic step. In the critic step,
an update based on temporal difference (TD) learning is performed at each agent to estimate
Q(·, ·;ωi), followed by a linear combination of its neighbors’ parameter estimates. Different from
Algorithm 1 in [3] in which the parameter sharing step is the consensus update for all N agents’
entire vectors of their estimates of ω, the algorithm here allows each agent to randomly transmit
some entries of its estimate vector. For simplicity, suppose that each agent randomly picks one
entry of its estimate vector at each time and then transmits the entry to its neighbors. Then,
the critic step involves a consensus update for each entry k of the estimate vector, depending
on which agents transmit the corresponding entry at time t, which involves a weight matrix
Ckt = [c
k
t (i, j)]N×N , where c
k
t (i, j) is the weight on the k-th entry transmitted from agent j to
agent i at time t. Specifically, the critic step iterates as follows:

µit+1 = (1− βω,t) · µ
i
t + βω,t · r
i
t+1,
ω˜it = ω
i
t + βω,t · δ
i
t · ∇ωQt(ω
i
t),
ωikt+1 =
∑
j∈N
ckt (i, j) · ω˜
jk
t , k ∈ {1, 2, . . . ,K},
(5)
where ωikt and ω˜
ik
t denote the k-th entry of ω
i
t and ω˜
i
t, respectively, µ
i
t tracks the long-term return
of agent i, βω,t > 0 is the stepsize, Qt(ω) = Q(st, at;ω) for any ω, and the local action-value
TD-error δit in (5) is defined as
δit = r
i
t+1 − µ
i
t +Qt+1(ω
i
t)−Qt(ω
i
t). (6)
The actor step is motivated by (4) and is the same as that of Algorithm 1 in [3].
In the special case when all weight matrices Ckt = [c
k
t (i, j)]N×N are the same, i.e., C
k
t =
Ct = [ct(i, j)]N×N , k ∈ {1, . . . ,K}, the algorithm simplifies to Algorithm 1 in [3], i.e., all agents’
estimate vectors are transmitted simultaneously at each time. For this case, it has been shown
in [3] that the algorithm will guarantee the convergence upon the following assumption on the
weight matrix Ct.
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Assumption 2. The sequence of random matrices {Ct}t≥0 satisfies the following conditions:
1. Ct is row stochastic and E(Ct) is column stochastic.
1 There exists a constant η > 0 such
that ct(i, j) ≥ η for any ct(i, j) > 0.
2. Ct respects the communication graph Gt, i.e., ct(i, j) = 0, if (j, i) 6∈ Et.
3. The spectral norm of E[C⊤t · (I − 11
⊤/N)·Ct] is strictly less than one.
4. Given the σ-algebra generated by the random variable before time t, Ct is conditionally
independent of rit+1 for any i ∈ N .
Here 1N denotes the N -dimensional column vector whose entries are all equal to one.
We now consider the heterogeneous Ckt case proposed in our algorithm. Let ω = [(ω
1)⊤, . . . , (ωN )⊤]⊤
and ω˜ = [(ω˜1)⊤, . . . , (ω˜N )⊤]⊤. Then, from (5), it can be verified that
ωt+1 = C¯t· ω˜t,
where C¯t =
∑K
k=1C
k
t ⊗ (eke
⊤
k ) ∈ R
NK×NK and ek is k-th unit vector. More can be said.
Proposition 1. If Ckt satisfies Assumption 2 for all k ∈ {1, . . . ,K}, then C¯t does as well.
The proof of this proposition can be found in the appendix.
The above proposition implies that the proposed communication-efficient algorithm can
also guarantee the convergence if each entry’s weight matrix Ckt satisfies Assumption 2.
2 How-
ever, satisfying the assumption leads to restriction in implementation. Specifically, there only
exist three distributed approaches to implement a weight matrix satisfying the assumption –
the Metropolis algorithm [25], pairwise gossiping [26], and broadcast gossip [27]. However, the
broadcast gossip cannot always guarantee average consensus and thus cannot be applied to
the distributed RL problem considered here, and both the Metropolis algorithm and pairwise
gossiping require bi-directional communication between each pair of neighboring agents. Thus,
the implementation of the above communication-efficient algorithm requires bi-directional com-
munication, i.e., the communication graph Gt must be undirected. Moreover, when an agent i
receives the k-th entry from its neighbor j’s estimate, agent i must send its k-th entry to agent
j as well. Since each agent randomly picks one of its entries, in the worst scenario when each
agent picks a distinct entry, the above requirement may lead all the agents to transmit N entries
at one time. To get around this limitation, we will propose a multi-agent actor-critic algorithm
for directed graphs in the next section, and then modify it to be communication-efficient in
Section IV.
III. Multi-Agent Actor-Critic over Directed Graphs
In this section, we propose a multi-agent actor-critic algorithm for directed communication
graphs by exploiting the idea of the push-sum protocol [28]. For simplicity, we focus on fixed
graphs which are assumed to be strongly connected. The algorithms and their convergence
results can be extended to time-varying directed graphs with a certain mild condition on joint
strong connectivity.
1 A nonnegative matrix is called row (or column) stochastic if all its row (or column) sums equal to one.
2 The proof is essentially the same as that in [3].
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Let each agent i have control over a scalar-valued variable yit whose initial value y
i
0 = 1. The
critic step of the algorithm iterates as follows:

µit+1 = (1− βω,t) · µ
i
t + βω,t · r
i
t+1,
ω˜it = ω
i
t + βω,t · δ˜
i
t · ∇zQt(z
i
t),
ωit+1 =
∑
j∈N
b(i, j) · ω˜jt ,
yit+1 =
∑
j∈N
b(i, j) · yjt ,
zit+1 =
ωit+1
yit+1
,
(7)
where µit tracks the long-term average return of agent i, βω,t > 0 is the stepsize, Qt(z) denotes
Q(st, at; z) for any z, and b(i, j) will be specified shortly. The local action-value TD-error δ˜
i
t in
(7) is given by
δ˜it = r
i
t+1 − µ
i
t +Qt+1(z
i
t)−Qt(z
i
t). (8)
As for the actor step, each agent i improves its policy via
θit+1 = θ
i
t + βθ,t ·A
i
t · ψ
i
t, (9)
where βθ,t > 0 is the stepsize, and A
i
t and ψ
i
t are defined as
Ait = Qt(z
i
t)−
∑
ai∈Ai
πi
θit
(st, a
i) ·Q(st, a
i, a−it ; z
i
t),
ψit = ∇θi log π
i
θit
(st, a
i
t). (10)
Let G = (N , E) be the underlying communication graph. Then, b(i, j) is given as follows: For
all i, j ∈ N ,
b(i, j) = (1 + dj)
−1, if (j, i) ∈ E ,
b(i, j) = 0, if (j, i) 6∈ E ,
where dj is the number of out-going neighbors
3 of agent j, or equivalently, the out-degree of
vertex j in G. Let B be the matrix whose ij-th entry is b(i, j). Then, it is easy to see that
1. B is column stochastic, and there exists a constant η > 0 such that b(i, j) ≥ η for any
b(i, j) > 0;
2. B respects the communication graph G;
3. Given the σ-algebra generated by the random variable before time t, B is conditionally
independent of rit+1 for any i ∈ N .
We impose the following assumptions for the actor-critic algorithm which are either mild or
standard; see [3] for detailed discussions on these assumptions.
Assumption 3. The instantaneous reward rit is uniformly bounded for any i ∈ N and t ≥ 0.
3 Suppose that (i, j) is a directed edge in graph G. We say that agent i is an in-neighbor of agent j, and that
agent j is an out-neighbor of agent i.
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Assumption 4. The stepsizes βω,t and βθ,t satisfy∑
t
βω,t =
∑
t
βθ,t =∞,
∑
t
β2ω,t + β
2
θ,t <∞.
In addition, βθ,t = o(βω,t), and limt βω,t+1 · β
−1
ω,t = 1.
Assumption 5. For each agent i, the function Q(s, a; z) is parametrized as Q(s, a; z) = z⊤φ(s, a),
where φ(s, a) = [φ1(s, a), · · · , φK(s, a)]
⊤ ∈ RK is the feature associated with (s, a). The feature
vector φ(s, a) is uniformly bounded for any s ∈ S, a ∈ A. Furthermore, the feature matrix
Φ ∈ R|S|·|A|×K has full column rank, where the k-th column of Φ is [φk(s, a), s ∈ S, a ∈ A]
⊤ for
any k ∈ [K]. Also, for any u ∈ RK , Φu 6= 1K .
Assumption 6. The update of the policy parameter θit includes a local projection operator,
Γi : Rmi → Θi ⊂ Rmi, that projects any θit onto the compact set Θ
i. Also, we assume that
Θ =
∏N
i=1Θ
i is large enough to include at least one local minimum of J(θ).
For simplicity, we define P θ(s′, a′ | s, a) = P (s′ | s, a)πθ(s
′, a′)4, Ds,aθ = diag[dθ(s)·πθ(s, a), s ∈
S, a ∈ A], and R = [R(s, a), s ∈ S, a ∈ A]⊤ ∈ R|S|·|A|. We then define the operator TQθ :
R
|S|·|A| → R|S|·|A| for any action-value vector Q ∈ R|S|·|A| as
TQθ (Q) = R− J(θ) · 1|S|·|A| + P
θQ. (11)
We also define the vector Γˆi(·) as
Γˆi[g(θ)] = lim
0<η→0
{Γi[θi + η· g(θ)] − θi}/η (12)
for any θ ∈ Θ and g : Θ → R
∑
i∈N mi a continuous function. In case the limit above is not
unique, Γˆi[g(θ)] is defined as the set of all possible limit points of (12).
With the above notation, we have the convergence of the critic step (7) – (8) and actor step
(9) – (10) given policy πθ as follows.
Theorem 1. Suppose that Assumptions 1 and 3-5 hold, and that communication graph G is
strongly connected. Then, for any given policy πθ, with the sequences {µ
i
t} and {z
i
t} generated
from (7) and (8), we have limt
∑
i∈N µ
i
t · N
−1 = J(θ) and limt z
i
t = ωθ almost surely for any
i ∈ N , where J(θ) is the globally averaged return as defined in (2), and ωθ is the unique solution
to
Φ⊤Ds,aθ
[
TQθ (Φωθ)− Φωθ
]
= 0.
Suppose further that Assumption 6 holds. Then, the sequence {θit} obtained from (9) converges
almost surely to a point in the set of the asymptotically stable equilibria of
θ˙i = Γˆi
[
Est∼dθ,at∼piθ
(
Ait,θ · ψ
i
t,θ
)]
, ∀ i ∈ N .
The algorithm in this section works for directed communication graphs, but still requires each
agent to transmit its entire estimate vector. In the next section, we will modify the algorithm to
significantly reduce the communication cost at each time. The theorem just stated is a special
case of the theorem in the next section.
4With slight abuse of notation, the expression P θ has the same form as the transition probability matrix of the
Markov chain {st}t≥0 under policy piθ (see the definition in (1)). These two matrices can be easily differentiated
by the context.
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IV. A Communication-Efficient Algorithm over Directed Graphs
In this section, we present a communication-efficient distributed actor-critic algorithm, modified
from the algorithm in the last section, in which each agent can independently transmit one scaled
entry of its state vector, and in total only transmit two scalars at each iteration.
In our communication-efficient algorithm, each agent i randomly picks one of its entries, k,
of its estimate vector at time t with probability pikt , and then transmit its scaled value to its out-
neighbors. For simplicity, we assume that pikt = p
ik for all t, and that pik > 0 and
∑K
k=1 p
ik = 1.
For each entry k, each agent i has control over a scalar-valued variable yikt whose initial value
is yik0 = 1.
The critic step iterates as follows:

µit+1 = (1− βω,t) · µ
i
t + βω,t · r
i
t+1,
ω˜it = ω
i
t + βω,t · δ˜
i
t · ∇zQt(z
i
t),
ωikt+1 =
∑
j∈N
bkt (i, j) · ω˜
jk
t , k ∈ {1, 2, . . . ,K},
yikt+1 =
∑
j∈N
bkt (i, j) · y
jk
t , k ∈ {1, 2, . . . ,K},
zikt+1 =
ωikt+1
yikt+1
,
(13)
where ωikt and ω˜
ik
t denote the k-th entry of ω
i
t and ω˜
i
t, respectively, µ
i
t tracks the long-term
return of agent i, βω,t > 0 is the stepsize, Qt(z) = Q(st, at; z) for any z, and b
k
t (i, j) will be
specified shortly. The local action-value TD-error δ˜it in (13) is given by
δ˜it = r
i
t+1 − µ
i
t +Qt+1(z
i
t)−Qt(z
i
t). (14)
As for the actor step, each agent i improves its policy via
θit+1 = θ
i
t + βθ,t ·A
i
t · ψ
i
t, (15)
where βθ,t > 0 is the stepsize. Moreover, A
i
t and ψ
i
t are defined as
Ait = Qt(z
i
t)−
∑
ai∈Ai
πi
θit
(st, a
i) ·Q(st, a
i, a−it ; z
i
t),
ψit = ∇θi log π
i
θit
(st, a
i
t).
Let G = (N , E) be the underlying communication graph. Then, bkt (i, j) is given as follows. For
all i, j ∈ N , bkt (i, j) = (1 + dj)
−1 if (j, i) ∈ E and agent i picks k-th entry at time t; otherwise,
bkt (i, j) = 0, where dj is the number of out-going neighbors of agent j, or equivalently, the
out-degree of vertex j in G. Let Bkt be the matrix whose ij-th entry is b
k
t (i, j). Then, it is easy
to see that
1. Each Bkt is column stochastic, and there exists a constant η > 0 such that b
k
t (i, j) ≥ η for
any bkt (i, j) > 0;
2. Each Bkt respects the communication relationship, i.e., b
k
t (i, j) = 0 if agent i does not
receive information from agent j at time t;
3. Given the σ-algebra generated by the random variable before time t, each Bkt is condi-
tionally independent of rit+1 for any i ∈ N .
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It is worth emphasizing that in our communication-efficient algorithm, each agent j only
needs to transmit two scalars,
ω˜
jk
t
1+dj
and
y
jk
t
1+dj
, at each iteration, and all the computations are in
a fully distributed manner.
Theorem 2. Suppose that Assumptions 1 and 3-5 hold, and that communication graph G is
strongly connected. Then, for any given policy πθ, with the sequences {z
i
t} and {µ
i
t} generated
from (13) and (14), we have limt
∑
i∈N µ
i
t ·N
−1 = J(θ) and limt z
i
t = ωθ almost surely for any
i ∈ N , where J(θ) is the globally averaged return as defined in (2), and ωθ is the unique solution
to
Φ⊤Ds,aθ
[
TQθ (Φωθ)− Φωθ
]
= 0.
Suppose further that Assumption 6 holds. Then, the sequence {θit} obtained from (15) converges
almost surely to a point in the set of the asymptotically stable equilibria of
θ˙i = Γˆi
[
Est∼dθ ,at∼piθ
(
Ait,θ · ψ
i
t,θ
)]
, ∀ i ∈ N .
To prove the above theorem, we need the following concepts and results.
Define the operator 〈·〉 : RKN → RK as
〈x〉 =
1
N
(1⊤N ⊗ IK)x =
1
N
∑
i∈N
xi
for any x = [(x1)⊤, . . . , (xN )⊤]⊤ ∈ RKN with xi ∈ RK for all i ∈ N .
Lemma 1. For all i ∈ N , limt→∞ z
i
t = limt→∞〈ωt〉 = limt→∞〈zt〉.
Proof: From the update of each agent i in (13),
zikt+1 =
ωikt+1
yikt+1
=
∑
j∈N b
k
t (i, j)·ω
jk
t + b
k
t (i, j)·βω,t· u˜
jk
t+1∑
j∈N b
k
t (i, j)· y
jk
t
=
∑
j∈N
bkt (i, j)·ω
jk
t + b
k
t (i, j)·βω,t· u˜
jk
t+1∑
l∈N b
k
t (i, l)· y
lk
t
=
∑
j∈N
(bkt (i, j)·ω
jk
t + b
k
t (i, j)·βω,t· u˜
jk
t+1)/(b
k
t (i, j)· y
jk
t )
1 +
∑
l∈N ,l 6=j b
k
t (i, l)· y
lk
t /(bt(i, j)· y
jk
t )
=
∑
j∈N
zjkt + βω,t· u˜
jk
t+1/y
jk
t
1 +
∑
l∈N ,l 6=j b
k
t (i, l)· y
lk
t /(b
k
t (i, j)· y
jk
t )
=
∑
j∈N
skt (i, j)· (z
jk
t + βω,t· ǫ
jk
t ),
where
skt (i, j) =
(
1 +
∑
l∈N ,l 6=j
bkt (i, l)· y
lk
t /(b
k
t (i, j)· y
jk
t )
)−1
,
u˜it+1 = δ˜
i
t·∇zQ(z
i
t), and ǫ
ik
t = u˜
ik
t+1/y
ik
t . Let St =
∑K
k=1 S
k
t ⊗ (eke
⊤
k ), zt = [(z
1
t )
⊤, . . . , (zNt )
⊤]⊤,
and ǫt = [(ǫ
1
t )
⊤, . . . , (ǫNt )
⊤]⊤, where Skt = [s
k
t (i, j)]N×N , z
i
t = [z
i1
t , . . . , z
ik
t ]
⊤, and ǫit = [ǫ
i1
t , . . . , ǫ
iK
t ]
⊤.
Then, we have St·1 = 1, and
zt+1 = St· (zt + βω,t· ǫt). (16)
From Lemma 1 (b) in [29], we know that limt→∞ z
i
t = limt→∞〈ω˜t〉. Since limt→∞ βω,t· δ
i
t·∇zQ(z
i
t) =
limt→∞ βω,t· δ
i
t ·φ(st, at) = 0, we have limt→∞ ω˜
i
t = limt→∞ ω
i
t. Thus, limt→∞ z
i
t = limt→∞〈ω˜t〉 =
limt→∞〈ωt〉, and limt→∞(〈zt〉 − 〈ωt〉) = 0.
Let yt = [(y
1
t )
⊤, . . . , (yNt )
⊤]⊤, where yit = [y
i1
t , . . . , y
iK
t ]
⊤. Then, we have yt+1 = Btyt.
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Lemma 2. Suppose that communication graph G is strongly connected. There exists a constant
α > 0 such that α ≤ yikt ≤ N for any i, k, t almost surely.
Proof: The existence of a uniform lower bound of yikt is a consequence of Lemma 3 in [30].
Since yik0 = 1 for all i, k and each B
k
t is column stochastic,
∑N
i=1 y
ik
t =
∑N
i=1 y
ik
0 = N for all t.
It follows that α ≤ yikt ≤ N for any i, k, t.
Lemma 3. Under Assumptions 1 and 3, the sequence {µit} generated as in (13) is bounded
almost surely.
Proof: The proof of the lemma is the same as that of Lemma 5.2 in [3].
Lemma 4. Under Assumptions 1 and 3-5, the sequence {zit} is bounded almost surely, i.e.,
supt ‖z
i
t‖ <∞.
Proof: Recall that the update of z is zt+1 = St· (zt+βω,t· ǫt) given in (16). Let h
i(zit , µ
i
t, y
i
t, st, at) =
E(ǫit|Ft,1),M
i
t+1 = ǫ
i
t−E(ǫ
i
t|Ft,1). Since the Markov chain {(st, at)}t≥0 is irreducible and aperidic
given policy πθ, we have h¯
i(ωit, µ
i
t, y
i
t) = Est∼dθ ,at∼piθ [h
i(zit , µ
i
t, y
i
t, st, at)] = Φ
⊤Ds,aθ [R˜
i − 1N ⊗
µ˜it+(P
θΦ−Φ)z˜it], where R˜
i = [R
i1
yi1t
, . . . , R
iK
yiKt
, . . . , R
i((N−1)K+1)
yi1t
, . . . , R
i(NK)
yiKt
]⊤, µ˜it = [
µit
yi1t
, . . . ,
µit
yiKt
]⊤
and z˜it = [
zi1t
yi1t
, . . . ,
ziKt
yiKt
]⊤.
From Assumptions 3 and 5, and Lemmas 2 and 3, we know that ∃K1,K2 > 0, s.t. ‖
φkt
yikt
‖∞ ≤
K1 and ‖r
i
t+1−µ
i
t‖ ≤ K2,∀k, i. Thus, ∃K3 > 0 such that ‖h¯
i(ωit, µ
i
t, y
i
t)−h
i(zit, µ
i
t, y
i
t, st, at)‖
2 ≤
K3· (1+‖ωt‖
2). Moreover, we know hi(zit, µ
i
t, y
i
t, st, at) is Lipschitz continuous in z
i
t, and M
i
t+1 is
martingale difference sequence. Since each Bkt is column stochastic, it has bounded norm. Thus,
by Theorem A.2 in [3], it follows that zit is bounded almost surely.
Lemma 5. Under Assumptions 1 and 3-5, the sequence {ωit} is bounded almost surely, i.e.,
supt ‖ω
i
t‖ <∞.
Proof: From (13), we know that for each entry k in ωt, ω
k
t = z
k
t · y
k
t , k ∈ {1, . . . , NK}.
Moreover, from Lemmas 2 and 4, zt and yt are bounded almost surely. Therefore, it is easy to
show that ωt is also bounded almost surely.
We are now in a position to prove Theorem 2.
Proof of Theorem 2: Let {Ft,1} be the filtration with Ft,1 = σ(rτ , µτ , ωτ , zτ , yτ , sτ , aτ , Bτ−1, τ <
t). Let vit = [µ
i
t, (ω
i
t)
⊤]⊤ and vt = [(v
1
t )
⊤, . . . , (vNt )
⊤]⊤. Then, the iteration of 〈ωt〉 has the fol-
lowing form:
〈ωt+1〉 =
1
N
(1⊤N ⊗ IK)Bt(ωt + βω,tu˜t+1)
=
1
N
(1⊤N ⊗ IK)(ωt + βω,tu˜t+1)
= 〈ωt + βω,tu˜t+1〉
= 〈ωt〉+ βω,t〈u˜t+1〉
= 〈ωt〉+ βω,t〈δ˜t〉·φt.
Hence, the updates for 〈ωt〉 and 〈µt〉 are
〈µt+1〉 = 〈µt〉+ βω,t·E(r¯t+1 − 〈µt〉|Ft,1) + βω,t· ξt+1,1, (17)
〈ωt+1〉 = 〈ωt〉+ βω,t·E(〈δt〉φt|Ft,1) + βω,t· ξt+1,2 + βω,t· γt+1, (18)
where ξt+1,1 = r¯t+1 − E(r¯t+1 − 〈µt〉|Ft,1), ξt+1,2 = 〈δt〉φt − E(〈δt〉φt|Ft,1), and γt+1 = 〈δ˜t〉φt −
〈δt〉φt.
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Note that E(r¯t+1 − 〈µt〉|Ft,1) is Lipschitz continuous in 〈µt〉, and that E(〈δt〉φt|Ft,1) is Lip-
schitz continuous in both 〈ωt〉 and 〈µt〉. Moreover, ξt+1,1 and ξt+1,2 are martingale differences
sequences. From Lemmas 2 and 5, {γt} is a bounded random sequence with γt → 0 as t → ∞
almost surely.
From Theorem B.2 in [3], the following ODE captures the asymptotic behavior of (17) and
(18):
〈v˙〉 =
[
〈µ˙〉
〈ω˙〉
]
=
[
−1 0
−Φ⊤Ds,aθ 1NK Φ
⊤Ds,aθ (P
θ − INK)Φ
] [
〈µ〉
〈ω〉
]
+
[
J(θ)
Φ⊤Ds,aθ R¯
]
(19)
where Ds,aθ = diag[dθ(s)·πθ(s, a), s ∈ S, a ∈ A]. From the proof of Theorem 4.6 in [3], the ODE
(19) is globally asymptotically stable and has its equilibrium satisfying{
〈µ〉 = J(θ)
Φ⊤Ds,aθ [R¯− 〈µ〉1NK + P
θΦ〈ω〉 − Φ〈ω〉] = 0.
(20)
Note that the solution for 〈µ〉 at equilibrium is J(θ), and that the solution for 〈ω〉 has the form
ωθ+lv with any l ∈ R and v ∈ R
K such that φv = 1K , where ωθ follows that Φ
⊤Ds,aθ
[
TQθ (Φωθ)−
Φωθ
]
= 0. Moreover, φv 6= 1K by Assumption 5, so ωθ is the unique solution, which implies
that limt〈ωt〉 = ωθ. Combining the above facts with Lemma 1, we conclude that limt z
i
t = ωθ.
As for the actor step convergence, the proof is the same as that of Theorem 4.7 in [3].
V. Conclusions
This paper has proposed a communication-efficient distributed reinforcement learning algo-
rithm. We have shown that the algorithm allows each agent to only transmit two scalar-valued
variables, one of which is an independently selected entry of the agent’s estimate vector, at each
time, and works for any strongly connected graph, which significantly reduces communication
cost at one time compared with the algorithms in [3]. It is fairly straightforward to extend the
algorithm and its convergence result to the case where each agent transmits more than one
entry of its estimate vector. It is also fairly straightforward to extend the proposed algorithm to
an asynchronous case without communication delays as was done in [31]. In the case when com-
munication delays are taken into account, a modified version of the algorithm here is expected
to solve the problem using the idea in [32]. Future directions of this work include comparison of
total communication cost with the algorithms in [3], extension to time-varying communication
graphs, and development of asynchronous versions of the algorithm.
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VI. Appendix
Proof of Proposition 1: (1) Since all Ckt (t) satisfy condition 1) in Assumption 2, it follows that
C¯t·1NK =
K∑
k=1
(Ckt ⊗ (eke
⊤
k ))· (1N ⊗ 1K)
=
K∑
k=1
(Ckt ·1N )⊗ (eke
⊤
k ·1K) = 1NK ,
1⊤NKE[C¯t] =
K∑
k=1
(1⊤N ⊗ 1
⊤
K)(E[C
k
t ]⊗ (eke
⊤
k ))
=
K∑
k=1
(1⊤N ·E[C
k
t ])⊗ (1
⊤
K · (eke
⊤
k )) = 1
⊤
NK .
From the definition of C¯t, for any entry (i, j) of C
k
t , c¯t((i − 1)K + k, (j − 1)K + k) = c
k
t (i, j).
Since for any ckt (i, j) > 0, c
k
t (i, j) ≥ η,∀k ∈ {1, . . . ,K}, i, j ∈ {1, . . . , N}, each entry of C¯t also
satisfies condition 1).
(2) From the definition of C¯t, since all C
k
t satisfy condition 2) in Assumption 2, so does C¯t.
(3) First note that
E[C¯⊤t · (IN − 1N1
⊤
N/N)⊗ IK · C¯t]
= E[(
K∑
k=1
Ckt ⊗ (eke
⊤
k ))
⊤· (IN − 1N1
⊤
N/N)⊗ (
K∑
k=1
eke
⊤
k )· (
K∑
k=1
Ckt ⊗ (eke
⊤
k ))]
= E[(
K∑
k=1
(Ckt )
⊤ ⊗ (eke
⊤
k ))· (
K∑
k=1
(IN − 1N1
⊤
N/N)⊗ (eke
⊤
k ))· (
K∑
k=1
Ckt ⊗ (eke
⊤
k ))]
= E[(
K∑
k=1
((Ckt )
⊤· (IN − 1N1
⊤
N/N)·C
k
t )⊗ (eke
⊤
k ))].
There exists a permutation matrix D such that
D⊤·E[(
K∑
k=1
((Ckt )
⊤· (IN − 1N1
⊤
N/N)·C
k
t )⊗ (eke
⊤
k ))]·D
= E[diag{((C1t )
⊤(IN − 1N1
⊤
N/N)C
1
t ), . . . , ((C
K
t )
⊤(IN − 1N1
⊤
N/N)C
K
t )}].
Thus, the spectral norm of E[(
∑K
k=1((C
k
t )
⊤· (IN−1N1
⊤
N/N)·C
k
t )⊗(eke
⊤
k ))] is the same as that of
E[diag{((C1t )
⊤(IN − 1N1
⊤
N/N)C
1
t ), . . . , ((C
K
t )
⊤(IN − 1N1
⊤
N/N)C
K
t )}]. Since the spectral norm
of
E[(Ckt )
⊤(IN − 1N1
⊤
N/N)C
k
t )] is strictly less than one for all k, so is the spectral norm of
E[diag{((C1t )
⊤(IN − 1N1
⊤
N/N)C
1
t ), . . . , ((C
K
t )
⊤(IN − 1N1
⊤
N/N)C
K
t )}].
Thus, the spectral norm of E[C¯⊤t · (IN − 1N1
⊤
N/N)⊗ IK · C¯t] is strictly less than one.
(4) From the definition of C¯t, it is easy to see that C¯t is conditionally independent of r
i
t+1
for any i as all Ckt (t) are. This completes the proof.
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