The relevance feedback approach to image retrieval is a powerful technique and has been an active research direction for the past few years. Various ad hoe parameter estimation techniques have been proposed for relevance feedback. In addition, methods that perform optimization on multi-level image content model have been formulated. However, these methods only perform relevance feedback on the low-level image features and fail to address the images' semantic content. In this paper, we propose a relevance feedback technique, iFind, to take advantage of the semantic contents of the images in addition to the low-level features. By forming a semantic network on top of the keyword association on the images, we are able to accurately deduce and utilize the images' semantic contents for retrieval purposes. The accuracy and effectiveness of our method is demonstrated with experimental results on real-world image collections.
INTRODUCTION
With the increasing availability of digital images, automatic image retrieval tools provide an efficient means for users to navigate through them. Even though traditional methods allow the user to post queries and obtain results, the retrieval accuracy is severely limited because of the inherent complexity of the images for users' to describe exactly. The more recent relevance feedback approach, on the other hand, reduces the needs for a user to provide accurate initial queries by estimating the user's ideal query using the positive and negative examples given by the user.
The current relevance feedback based systems estimate the ideal query parameters on only the low-level image features Permission to make digital or hard copies of all or part of this work for personal or classroom use is gxanted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. ACM Multimedia 2000 1 x3s Angeles CA USA Copyright ACM 2000 1-58113-198-4/00/10...$5.00 such as color, texture, and shape. These systems work well if the feature vectors can capture the essence of the query. For example, if the user is searching for an image with complex textures having a particular combination of colors, this query would be extremely difficult to describe but can be reasonably represented by a combination of color and texture features. Therefore, with a few positive and negative examples, the relevance feedback system will be able to return reasonably accurate results. On the other hand, if the user is searching for a specific object that cannot be sufficiently represented by combinations of available feature vectors, these relevance feedback systems will not return many relevant results even with a large number of user feedbacks.
To address the limitations of the current relevance feedback systems, we propose a framework that performs relevance feedback on both the images' semantic contents represented by keywords and the low-level feature vectors such as color, texture, and shape. The contribution of our work is twofold. First, it introduces a method to construct a semantic network on top of an image database and uses a simple machine learning technique to learn from user queries and feedbacks to further improve this semantic network. In addition, we propose a framework in which semantic and low-level feature based relevance feedback can be seamlessly integrated. This paper is organized as follows. In Section 2, we will provide an overview of the current state of the art relevance feedback systems. In Section 3, we will present the details of our work. Section 4 will describe the iFind image retrieval system that we have implemented based on the proposed method and provide experimental evaluations showing its effectiveness in image retrieval. Concluding remarks will be given in Section 5.
RELATED WORK
One of the most popular models used in information retrieval is the vector model [ 1, 8, 9] . Various effective retrieval techniques have been developed for this model and among them is the method of relevance feedback. Most of the previous relevance feedback research can be classified into two approaches: query point movement and re-weighting [3] .
The query point movement method essentially tries to improve the estimate of the "ideal query point" by moving it towards good examples point and away from bad example points. The frequently used technique to iteratively improve this estimation is the Rocchio's formula given below for sets of This work was performed at Microsoft Research China. relevant documents D ~ and non-relevant documents D'~ given by the user.
where a~ ,8, and 7 are suitable constants; Ne, and N~v, are the number of documents in D 'e and D'N respectively. This technique is implemented in the MARS system [6] . Experiments show that the retrieval performance can be improved considerably by using relevance feedback [1, 8, 9] .
The central idea behind the re-weighting method is very simple and intuitive. The MARS system mentioned above implements a slight refinement to the re-weighting method call the standard deviation method [6] . Since each image is represented by an N dimensional feature vector, we can view it as a point in an N dimensional space. Therefore, if the variance of the good examples is high along a principle axis~ then we can deduce that the values on this axis is net very relevant to the input query so that we assign a low weight wj on it. Therefore, the inverse of the standard deviation ofthej 4h feature values in the feature matrix is used as the basic idea to update the weight w~.
Recently, more computationally robust methods that perform global optimization have been proposed. The MindReader retrieval system designed by lshikawa et al. [3] formulates a minimization problem on the parameter estimating process. Unlike traditional retrieval systems whose distance function can be represented by ellipses aligned with the coordinate axis, the Mind_Reader system proposed a distance function that is not necessarily aligned with the coordinate axis. Therefore, it allows for correlations between attributes in addition to different weights on each component. A further improvement over this approach is given by Rui and Huang [7] . In their CBIR system, it not only formulates the optimization problem but also takes into account the multi-level image model.
All the approaches described above perform relevance feedback at the low-level feature vector level, but failed to take into account the actual semantics for the images themselves. The inherent problem with these approaches is that the low-level features are often not as powerful in representing complete semantic content of images as keywords in representing text documents. In other words, applying the relevance feedback approaches used in text information retrieval technologies to lowlevel feature based image retrieval will not be as successful as in text document retrieval. In viewing this, there have been efforts on incorporating semantics in relevance feedback for image retrieval. The framework proposed in [4] attempted to embed semantic information into a low-level feature based image retrieval process using a correlation matrix. In this effective framework, semantic relevance between image clusters is learnt from user's feedback and used to improve the retrieval performance. As we shall show later, our proposed method integrates both semantics and low-level features into the relevance feedback process in a new way. Only when the semantic information is not available, our method is reduced to one of the previously described low-level feedback approaches as a special CSSC.
THE PROPOSED METHOD
There are two different modes of user interactions involved in typical retrieval systems. In one case, the user types in a list of keywords representing the semantic contents of the desired images. In the other case, the user provides a set of examples images as the input and the retrieval system will try to retrieve other similar images. In most image retrieval systems, these two modes of interaction are mutually exclusive. We argue that combining these two approaches and allow them to benefit from each other yields a great deal of advantage in terms of both retrieval accuracy and ease of use of the system.
In this section, we describe a method to construct a semantic network from an image database and present a simple machine learning algorithm to iteratively improve the system's performance over time. In addition, we describe a framework in which the previously constructed semantic network can be seamlessly integrated with low-level feature vector based relevance feedback.
Semantic Network
The semantic network is represented by a set of keywords having links to the images in the database. Weights are assigned to each individual link. This representation is shown pictorially as follows.
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Figure 1: Semantic network
The links between the keywords and images provide structure for the network. The degree of relevance of the kcywords to the associated images' semantic content is represented as the weight on each link. it is clear that an image can be associated with multiple keywords, each of which with a ditibrent degree of relevance. Keyword associations may not be available at the beginning.
There arc several ways to obtain keyword associations. The first method is to simply manually label imagcs. This method may be expensive and time consuming. To reduce the cost of manual labeling, we utilize the Internet and its countless number of users. One possible way to do that may be to implement a crawler to go to different websites to download images. We store the information such as the file name and the ALT tag string within the IMAGE tags of the HTML files as keywords associated with the downloaded image. Also, the link string and the title of the page may be somewhat related to the image. We assign weights to these keyword links according to their relevance. Heuristically, we list this information in the order of descending relevance: the link string, the ALT tag string, the file name, and the title of the page. Another approach to incorporate additional keywords into the system would be to utilize the user's input queries. Whenever the user feeds back a set of image being relevant to the current query, we add the input keywords into the system and link them with these images. In addition, since the user tells us that these images are relevant, we can confidently assign a large weight on each of the newly created links. This effectively suggests a very simple voting scheme for updating the semantic network in which the keywords with a majority of user consensus will emerge as the dominant representation of the semantic content of their associated images.
Semantic Based Relevance Feedback
Semantic based relevance feedback can be performed relatively easily compared to its low-level feature counterpart. The basic idea behind it is a simple voting scheme to update the weights w e associated with each link shown in Figure 1 without any user intervention. The weight updating process is described below.
1. Initialize all weight w~j to 1. That is, every keyword has the same importance.
2. Collect the user query and the positive and negative feedback examples.
3. For each keyword in the input query, check to see if any of them is not in the keyword database. If so, add them into the database without creating any links. It can be easily seen that as more queries are inputted into the system, the system is able to expand its vocabulary. Also, through this voting process, the keywords that represent the actual semantic content of each image will receive a large weight.
The weight w~ associated on each link of a keyword represents the degree of relevance in which this keyword describes the linked image's semantic content. For retrieval purposes, we need to consider another aspect. The importance of keywords that have links spreading over a large number of images in the database should be penaiized. Therefore, we suggest the relevance factor rk of the k ~ keyword association be computed as follows. rk = wk (log 2 M + 1)
a,
where M is the total number of images in the database, wk = wren if m = i and 0 otherwise, and d~ is the number of links :h keyword has.
Integration with Low-Level Feature Based Relevance Feedback
Since [7] summarized a general framework in which all the other low-level feature based relevance feedback methods discussed in Section 2 can be viewed as its special cases, in this section, we show how the semantic relevance feedback method can be seamlessly integrated with it.
To expand the framework summarized in [7] to include semantic feedback, notice that the inputs to it are a query vector q~ associated with the ith feature, an N element vector :t=[~r:,... ~r#] that represents the degree of relevance for each of the N input 
n=l
We can see from the above equations that the critical inputs into the system are xnt and ~ Initially, the user inputs these data to the system. However, we can eliminate this first step by automatically providing the system with this initial data. This is done by searching the semantic network for keywords that appear in the input query. From these keywords, we can follow the links to obtain the set of training images (duplicate images are removed). The vectors xnj can be computed easily from the training set. To compute the degree of relevance vector n; we can use the following formula. where M is the number of query keywords linked to the training image i, r/k is the relevance factor of the jth keyword associated with image 4 and a > 1 is a suitable constant. We can see that the degree of relevance of the : image increases exponentially with the number of query keywords linked to it. In the current implementation of our system, we have experimentally determined that setting ~zto 2.5 gives the best result. To incorporate the low-level feature based feedback and ranking results into high-level semantic feedback and ranking, we define a unified distance metric function (7/ to measure the relevance of any image j within the image database in terms of both semantic and low-level feature content. The function Gj is defined using a modified form of the Rocchio's formula as follows.
where D: is the distance score computed by the low-level feedback in [7] , NR and N:~ are the number of positive and negative feedbacks respectively,/i is the number of distinct keywords in common between the image j and all the positive feedback images, 12 is the number of distinct keywords in common between the imagej and all the negative feedback images, .41 and ,42 are the total number of distinct keywords associated with all the positive and negative feedback images respectively, and finally S¢ is simply the Euclidean distance of the low-level features between the images i and j. We have replaced the first parameter a in Rocchio's formula with the logarithm of the degree of relevance of thej th image. The other two parameters/7 and 7are assigned a value of 1.0 in our current implementation of the system for the sack of simplicity. However, other values can be given to emphasize the weighting difference between the last two terms.
Using the method described above, we can perform the combined relevance feedback as follows.
1. Collect the user query keywords 2. Use the above method to compute x,i and ~r and input them into the low-level feature relevance feedback component to obtain the initial query results.
3. Collect positive and negative feedbacks from the user 4. Update the semantic network with the method given in section 3.2 5. Update the weights of the low-level feature based component using the methods discussed in [7] 6. Compute the new x,i and/r and input into the low-level feedback component 7. Compute the ranking score for each image using equation 7 and sort the results.
Show new results and go to step 3
Usually the values of x,~ are computed beforehand in a preprocessing step. We can see that using this approach, our system learns from the user's feedback both semantically and in a feature based manner. In addition, it can be easily seen that our method degenerates into the method of Rui and Huang [7] when no semantic information is available. We will show in the next section how our system deals with input queries that have no associated images from the semantic network. Also, next section will present some experimental results to confirm the effectiveness of this approach.
New Image Registration
Adding new images into the database is a very common operation under many circumstances. For retrieval systems that entirely rely on low-level image features, adding new images simply involves extracting various feature vectors for the set of new images. However, since our system utilizes keywords to represent the images' semantic contents, the semantic contents of the new images have to be labeled either manually or automatically. In this section, we present a technique to perform automatic labeling of new images.
In paper [5] , a method was presented which automatically classify images into only two categories, indoor and outdoor, based on both text information and low-level feature. There is currently no algorithm available to automatically determine the semantic content of arbitrary images accurately. We implemented a scheme to automatically label the new images by guessing their semantic contents using low-level features. The following is a simple algorithm to achieve this goal.
1. For each category in the database, compute the representative feature vectors by determining the centroid of all images within this category.
2. For each category in the database, find the set of representative keywords by examining the keyword association of each image in this category. The top N keywords with largest weight whose combined weight does not exceed a previously determined threshold rare selected and added into the list the representative keywords. The value of the threshold ris set of 40% of the total weight as discussed in section 4. Because the low-level features are not enough to present the images' semantics, some or even all of the automatically labeled keywords will inevitably be inaccurate. However, through user queries and feedbacks, semantically accurate keywords labels will emerge.
Anther problem related to automatic labeling of new images is the automatic classification of these images into predefined categories. We solve this problem with the following algorithm.
1. Put the automatically labeled new images into a special "unknown" category.
2. At regular intervals, check every image in this category to see if any keyword association has received a weight greater than a threshold ~ If so, extract the top N keywords whose combined weight does not exceed the threshold r.
3. For each image with extracted keywords, compare the extracted keywords with the list of representative keywords from each category. Assigned each image to the closest matching category. If none of the available categories result in a meaningful match, leave this image in the "unknown" category.
The keyword list comparison function used in step 3 of the above algorithm can take several forms. The ideal function would take into account the semantic relationship ofkeywords in one list with those of the other list. However, for the sake of simplicity, our system only checks for the existence of keywords from the extracted keyword list in the list of representative keywords.
EXPERIMENTAL RESULTS
We have presented a framework in which semantic and low-level feature based feedback can work together to achieve greater retrieval accuracy. In this section, we will describe the image retrieval system iFind that we have implemented using this framework and show some experimental results.
The iFind Retrieval System
The iFind image retrieval system implements the framework discussed in this paper. It is a web based retrieval system in which multiple users can perform retrieval tasks simultaneously at any given time.
The iFind system supports three modes of interaction: keyword based search, search by example images, as well as browsing the entire image database using a pre-defined category hierarchy. The main user interface is shown in Figure 2 .
When the user enters a keyword-based query, the system invokes the combined relevance feedback mechanism discussed in Section 3.3. The result page is shown in Figure 3 . The user is able to select multiple images from this page and click on the 'Teedback" button to give positive and negative feedback to our system. The images with blue background indicate a positive feedback while images with a red background indicate a negative feedback. Images with gradient background are not considered in the relevance feedback process. The system presents 240 images for each query. The first 100 images are actually retrieved using the algorithm outlined in Section 3. The next 120 images are randomly selected from each category. The final 20 images are randomly selected regardless of categories. The purpose of presenting the randomly selected images would be to give the user a new starting point if none of the images actually retrieved by our system can be considered relevant. New search results will be presented to the user as soon as the "Feedback" button is pressed. At any point during the retrieval process, the user can click on the "View" link to view a particular image in its original size, or click on the "Similar" link to perform an example based query. One point of detail to note is that if the user enters a set of query keywords that cannot be found in the semantic network, the system will simply output the images in the database one page at a time to let the user browse through and select the relevant images to feedback into the system.
Results
Here are some experimental results that we have gathered from our system to validate some simple assumptions and demonstrate its effectiveness. Because we are interested in examining how the semantic network evolves with an increasing number of user feedbacks, we select a very clean but roughly labeled image set as our starting point. The dataset that we have chosen is from the Corel Image Gallery. We have selected 12,000 images and manually classified them into 60 categories.
One assumption we have made in the design of the system is that a significant portion of the total weight of all the keyword associations with an image is concentrated on a subset of keywords that are relevant to the semantic content of the image. This relationship is shown in Figure 4 with the x axis being the number of keywords associated with the image and the y axis being the average percentage of the total weight that are assigned to relevant kcywords. To obtain the graph shown in Figure 4 , we have asked human subjects to examine the keyword association on the images having 2 to 7 keywords associated and pick out the relevant keywords. These keyword associations are obtained from the user query using the method described in Section 3. We have also verified that the keywords with large weights are indeed the relevant keywords selected by the users. From the plot of Figure 4 , we can see that as the number of keyword associations increase, the percentage of the weight contributed by the relevant keywords levels off to approximately 40%. We therefore conjecture that if we rank the keywords in descending order of their associated weight and select the top few that contribute no more than 40% of the total weight, the selected keywords will be an accurate representation of the semantic meaning of the image. The verification of this conjecture is currently on the list of our future works. Figure 5 shows the performance of our system in terms of precision and recall. We performed eight random queries on our system. We ensured that none of the query keywords are labeled on any of the images and that there are exactly 100 images with the correct semantic content in our image database. Since we have used exactly 100 images as our ground truth for each query and that we only actually retrieve 100 images, the value of precision and recall is the same. Therefore, we have used the term "Accuracy" to refer to both in our plot. As we can see from the results, our system achieves on average 80% retrieval accuracy after just 4 user feedback iterations and over 95% after 8 iterations for any given query. In addition, we can clearly see that more relevant images are being retrieved as the number of user feedbacks increase. Unlike some earlier methods where more user feedback may even lead to lower retrieval accuracy, our method proves to be more stable.
in addition to verifying the effectiveness of our system through the performance measure shown in Figure 5 , we have also compared it against other state of the art image retrieval systems.
We have chosen to compare our method with the retrieval technique used in the CBIR system [7] . The comparison is made through 8 sets of random queries with 10 feedback iterations for each set of query and the number of correctly retrieved images is counted after each user feedback. The average accuracy is then plotted against the number of user feedbacks. The result is shown in Figure 6 . It is easily seen from the above result that by combining semantic level feedback with low-level feature feedback, the retrieval accuracy is improved substantially.
CONCLUSION
In this paper, we have presented a new framework in which semantics and low-level feature based relevance feedbacks are combined to help each other in achieving higher retrieval accuracy with lesser number of feedback iterations required from the user. The novel feature that distinguished the proposed framework from the existing feedback approaches in image database is twofold. First, it introduces a method to construct a semantic network on top of an image database and uses a simple machine learning technique to learn from user queries and feedbacks to further improve this semantic network. In addition, a scheme is introduced in which semantic and low-level feature based relevance feedback is seamlessly integrated. Experimental evaluations of the proposed framework have shown that it is effective and robust and improves the retrieval performance of CBIR systems significantly.
We have chosen to use the approach summarized in [7] as our low-level feature based feedback component. However, it can be easily demonstrated that this framework is general enough to allow any low-level feedback method to be incorporated. As a future work, we will study the possibility to incorporate the approaches proposed in [2, 4] to further improve the performance of the iFind system.
