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Abstract
We study the well-posedness and approximation of mathematical models for small deformations
of biological membranes where the deformations are due to point constraints. The differentiability
of of the membrane energy with respect to the movement of the point constraints is studied. We
begin by reviewing mathematical theory related to the shape of biomembranes and embedded
proteins. We show that modifications of established theory hold and introduce notation which
allows us to easily discuss the movement of many proteins embedded into the surface.
We then discuss the well-posedness of an abstract second order splitting method with
linear constraints, which we will apply to the energy minimising biomembrane with embedded
proteins. We also consider a penalty method to weakly enforce the constraints. It is shown
that the solution of this penalty method converges strongly to the solution of the constrained
problem. We consider the abstract numerical analysis of these problems. Numerical experiments
are given, demonstrating the convergence theory presented.
After this, we consider the differentiability of the energy of the optimal membrane with
point constraints with respect to a tangential movement of the points. We demonstrate that the
energy is differentiable and give a convenient characterisation of the derivative which is efficient
to evaluate. This numerically accessible derivative is employed in some numerical experiments.
We conclude by discussing some directions to extend the theory presented, or ideas which
are highly related to the studied theory. In particular, we discuss the extension to consider small





Biomembranes are thin lipid bilayers which surround nearly all living cells. The bilayer forms a
barrier between the cell and its surroundings and is typically composed of lipid molecules whose
tails are hydrophobic and heads hydrophilic. Due to this hydrophobic/philic composition, a
collection of lipid molecules immersed in an aqueous solution will often form a bilayer, a diagram
of a portion of such a structure is depicted in Figure 1.1. The bilayer also contains many proteins.
Figure 1.1: Lipid bilayer
Membrane proteins have a variety of forms and purposes. Proteins may be attached to a surface
of, embedded into or span the entire bilayer. Diagrams demonstrating a protein spanning and
attached to a surface of the bilayer may be found in Figure 1.2. This thesis will focus on the
case of proteins attached to the membrane, rather than embedded within. It is important to
note that this is not an extensive list of how a membrane may be deformed. An overview of the
mechanisms of membrane deformation may be found in [67].
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(a) Protein spanning the bilayer
(b) Protein attached to bilayer
Figure 1.2: Protein induced membrane deformation
The bilayer sheet has both elastic and fluid properties, these are annotated in Figure 1.1.
The elastic properties relate to the energy required to bend the membrane and the fluid properties
are meant in the sense that the lipids are able to rearrange themselves within the bilayer. Both
of these properties are important, the elastic properties give the shape of the membrane and
the fluid properties allow the proteins which are attached to the membrane to move to a desired
position, for example, through membrane mediated interactions and protein-protein interactions.
1.2 Mathematical model
Established continuum models treat the biomembrane as a deformable surface of negligible thick-
ness whose deformation is described by an energy functional depending on the curvature of the










is a classical energy, describing the equilibrium and near-equilibrium properties of biological
membranes. Here M is a two dimensional hypersurface in R3 modelling the biomembrane. The
quantities H and K are the mean and Gauss curvatures respectively, with κ > 0 and κG ∈ R the
bending rigidities associated to the mean and Gauss curvature respectively. The surface tension
is given by σ ≥ 0 and finally c0 is the bending rigidity, the preferred curvature of the membrane.
We note that σ does not typically appear in the Canham-Helfrich energy, however σ may arise
as a Lagrange multiplier enforcing a surface area constraint and κG arise in enforcing certain
boundary conditions, should a boundary exist. It is worth mentioning the special case in which








It is common to minimise the Canham-Helfrich energy with constraints. We mention two of
the most common constraints considered. For a closed membrane (∂M = ∅), one may consider
the membrane to have fixed enclosed volume, which corresponds to the semi-permeability of
the membrane and assuming an isotonic environment. A fixed area constraint is frequently
considered, corresponding to the incompressibility of the lipid bilayer.
In recent years, the minimisation of this energy, with volume and area constraints, has at-
tracted a lot of attention from the geometric analysis community. The article [75] finds minimisers
of the Willmore energy for surfaces with Dirichlet boundary and [29] for the Canham-Helfrich
energy with Dirichlet boundary. In [30], the author demonstrates lower-semicontinuity of the
Canahm-Helfich energy for closed oriented varifolds. The article [68] shows existence and regu-
larity for minimisers with the topology of a sphere. A variation of this problem, considering a
multi-phase membrane energy problem has appeared in [12]; the gradient flow of this multi-phase
energy has also been studied using phase fields [40, 39, 41].
1.2.2 Approximation of minimisers
A common method to approximate minimisers of energies is to consider a gradient flow of the
energy. This leads to geometric evolution equations for geometric energies. Many of the studies
of the flows of higher order surface energy are restricted to the case of the Willmore flow. In
the simple case of the Willmore energy, it is known that, for initial data sufficiently close to the
sphere, solutions converge to the sphere itself [62].
Numerical approximation of these geometric minimisation problems has flourished in
recent years. A number of studies assume axi-symmetry of a surface in order to reduce the
complexity, for example [6, 7, 5, 45]. A graph based method in a flat domain appears in [23],
which considers a C1 finite element method for the Willmore flow of 2-dimensional graphs. The
recent article [61] gives an evolving surface finite element semi-discretisation of Willmore flow
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utilising mixed finite elements to approximate the normal to the surface and the mean curvature
of the surface. This discretisation is shown to be stable and under appropriate assumptions on
the underlying continuous problem, shown to converge.
There also have been advances in the approximation of minimisers of this energy by the
use of phase fields. In the same way that the Allen–Cahn equation is known to approximate
mean curvature flow, see [22, Section 7] and the references therein, many articles have used a
phase field methodology to approximate Willmore flow [73, 43] with the reference [13] giving an
overview of different choices of phase field energies approximating the Willmore energy.
1.2.3 Simplifications
Often, we are interested in surfacesM which have the same topology as the sphere. The following
Gauss-Bonnet Theorem is well-known and useful for simplifying our energy.
Theorem 1.2.1. Let M be a sufficiently smooth compact two-dimensional surface, with suf-
ficiently smooth boundary ∂M. Let K be the Gauss curvature of M and κg be the geodesic






where χ(M) is the Euler characteristic of M.
The result may be found in [26], for example. In light of the Gauss-Bonnet Theorem,
when κG is constant and our surface has no boundary, it is permissible to neglect the Gauss
curvature term. We also choose to take c0 = 0. The case where c0 6= 0 is considered in [36, 35],
where (1.1) is coupled to a phase field and c0 is a function of the phase. These works derive a
small deformations energy for the coupled energy and analyse its gradient flow.
1.2.4 Immersions
A typical approach is to introduce a reference surface Γ. Having a reference surface allows us
to write the minimisation problem to be finding an injective function X : Γ →M ⊂ R3, rather
than finding a surface. The topology of M is preserved by the assumption that the map X will
be continuous. We write M to be
M = {X(p) : p ∈ Γ}.
We will be interested in the case that
X = idΓ + ρuν (1.3)
for ρ  1 and some function u : Γ → R, where ν is the unit normal to Γ. We will refer to this











where dµ denotes the surface area element of M associated with the map X.
1.3 Point constraint models
As previously discussed, we are interested in the case where proteins are attached to the mem-
brane. We say that this corresponds to requiring that the charged ends of the protein {zi}Li=1 ⊂
R3 are contained in the image of Γ under X, this could however be relaxed to require that
{zi}Li=1 are ’close’ to the image under X. This corresponds to a hard constraint problem and
soft constraint problem respectively.
We now write down two problems which motivate our studies in the case of a closed
surface. Let Z = {zj}Lj=1 be a collection of disjoint points in R3, V(X(Γ)) the volume of the
domain enclosed by the image of Γ under X, V0 > 0 and δ ∈ RL with δj > 0 for j = 1, ..., L.
Problem 1.3.1. Find X∗δ ∈ K(Γ) := {X ∈ C2(Γ) : X is a diffeomorphism, V(X(Γ)) = V0}
such that X∗δ minimises








where d(X(Γ), y) := infx∈Γ |y −X(x)|.
The values δj > 0 might represent the reciprocal of an elastic spring constant associated
to the particle attachment. If δj = 0, we obtain point Dirichlet constraints.




The point constraints in Problem 1.3.2 are said to be hard constraints, the penalisation
which appears in Problem 1.3.1 may be called soft constraints, where δj is interpreted as a
penalisation parameter.
Problems 1.3.1 and 1.3.2 are explored in Section 2.1 through the small deformations
methodology around a sphere.
1.3.1 Minimising particle configurations
Once these problems are solved for a given Z, one may consider a map Z 7→ XZ , where XZ is a
solution to Problem 1.3.2. It is then of interest to pose the following problem:
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Problem 1.3.3. Given a reference particle configuration Z = {Zi}Mi=1, where Zi = {zij}
Li
j=1 ⊂
R3. Let Q : R6 × R3 → R3 be given by
Q(q;x) = (q1, q2, q3)
T +R1(q4)R2(q5)R3(q6)x,
where Ri(α) is the rotation map about the xi axis. Finally, for p = (q1, ..., qM ) ∈ R6×M ,
write Z(p) := {Q(qi;Zi)}Mi=1, where Q(qi;Zi) := {Q(qi; zij)}
Li
j=1. Find p
∗ ∈ R6×M such that p∗
minimises the map
p 7→ E(XZ(p)).
This problem is the minimisation problem to find an energy minimising membrane-
particle configuration. We note that this problem is only for minimising the membrane mediated
energy, it would be natural to include pairwise particle interactions.
The above problem is given in a parameterised formulation, this parameterisation does
not allow for non-rigid movements of the groups {Zi}Mi=1. It is certainly of interest to consider a
relaxation where the groups are not constrained to move in a rigid manner, reflecting the fact that
the proteins the groups represent need not be rigid bodies. We do not consider this relaxation,
but we suggest that replacing the map XZ with Xδ,Z , the minimiser of Problem 1.3.1, and the
energy E with Eδ,Z in Problem 1.3.3 could be considered to model an elastic-like protein.
Problem 1.3.3 is explored in Chapter 4, where the gradient of the small deformations
energy with respect to ’tangential changes’ in particle location is calculated. The calculation of
the gradient allows a gradient flow or gradient descent, which may be considered in the future.
1.4 Related literature
1.4.1 Monge-Gauge









where Ω ⊂ R2 is an open bounded domain, with sufficiently smooth boundary and u : Ω → R
is the height function of the membrane. The problem of minimising EMG(v) subject to the
constraints
v|γ = h, ∂νv|γ = s
is given, where γ is a closed, sufficiently smooth curve, ∂ν = ν · ∇ is the normal derivative on
γ and h ∈ H3/2(γ), s ∈ H1/2(γ) given functions. In addition, the problem where the above
constraints are penalised rather than enforced is considered. Well-posedness over spaces where
EMG is coercive are presented. The article [51] considers the numerical approximation of these
minimisation problems with the C1-conforming Bogner-Fox-Schmidt finite elements.
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The work [34] gives the derivative of the constrained minimum of the membrane energy
EMG with respect to the curves moving by use of shape calculus and in [50] is developed with
the use of a pull back method.
1.4.2 Spherical Monge-Gauge
In the article [32], the authors derive a Monge-Gauge-like quadratic energy for the Lagrangian
approximating the Canham-Helfrich energy with fixed enclosed volume for a near spherical mem-
brane. This is done by considering the Taylor expansion of the Lagrangian in orders of ρ, for ρ
















and must be accompanied by the constraint that
∫
Γ
u = 0. It is clear that this energy need not be
positive definite, however on the subspace considered, mean-value free functions, it is shown to
be positive semi-definite. On the subspace with the additional constraint
∫
Γ
uνi = 0 for i = 1, 2, 3
it is shown that it is indeed coercive. With this energy, the minimisation problem is considered
with point forcing and point value constraints. In the work, the authors also present a numerical
approximation for the minimisation problem, the approximation is based on considering the
problem as coupled second order equations. This leads to the work of [33], where the numerical
method is generalised, with a particular application of the spherical Monge-Gauge with point
penalties.
1.5 Surface calculus and finite elements
We recall some definitions and results from surface PDE and surface finite element methods
which are necessary throughout this thesis. For full details, the reader is referred to [28].
1.5.1 Surface calculus
Let Γ be a closed Ck-hypersurface in R3, i.e. a surface, where k is as large as needed but at most
4 and at least 2. There is a bounded domain U ⊂ R3 such that ∂U = Γ. The unit normal ν to Γ
that points out of this domain U is called the outwards unit normal. We write PΓ := I−ν⊗ν on
Γ to be, at each point on Γ, the projection onto the tangent space of Γ at that particular point,
where we are writing I to be the 3 × 3 identity matrix. For a differentiable function f : Γ → R
we define the surface gradient by
∇Γf := PΓ∇f,
where f is a differentiable extension of f to an open neighbourhood of Γ. Here ∇ denotes the
standard gradient in R3. This given definition of the surface gradient depends only on the values
of f on Γ, this is shown in [28, Lemma 2.4]. We write Dif := (∇Γf)i to be the i-th component of
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the surface derivative, for i = 1, 2, 3. The map H := ∇Γν is called the extended Weingarten map
and is symmetric with zero eigenvalue in the normal direction. The eigenvalues κ1, κ2 associated
to the tangential eigenvectors of H are the principal curvatures of Γ. The product κ1κ2 =: K
gives the Gauss curvature and the sum κ1 + κ2 =: H gives the mean curvature. The following
Stokes-like theorem may be found in [28, Theorem 2.10] and has application for integration by
parts formulae.









where µ is the unit conormal vector to ∂Γ.
For a twice differentiable function, the Laplace-Beltrami operator is defined by




We write D2Γf to be the surface Hessian and Lemma 2.6 in [28] shows that the surface Hessian
is, in general, not symmetric with the relation
DiDjf −DjDif = (H∇Γf)jνi − (H∇Γf)iνj . (1.8)
It is well-known [28, Lemma 2.8] that for Γ a C2 surface, there is a small neighbourhood,
Nδ, around Γ of width δ > 0 and maps d : Nδ → R, π : Nδ → Γ such that for any X̃ ∈ Nδ the
decomposition
X̃ = π(X̃) + d(X̃)ν(π(X̃)) (1.9)
is unique. We call d the oriented distance function and π the closest point projection.
1.5.1.1 Surface Sobolev spaces
The Lebesgue spaces Lp(Γ), p ∈ [1,∞) are defined on Γ by
Lp(Γ) :=
{






For p =∞ this has the usual extension where we replace the integral with the essential supremum.







with ‖f‖L∞(Γ) := ess supx∈Γ|f(x)|.
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For k ∈ N, k ≥ 1, p ∈ [1,∞), we define
W k,p(Γ) =
{
f ∈W k−1,p(Γ) : DiDk−1Γ f ∈ L
p(Γ), i = 1, 2, 3
}
,
where W 0,p(Γ) := Lp(Γ), Dk−1Γ denotes all surface derivatives of order (k − 1) of f and these
















We have the following embedding theorems for Γ sufficiently smooth.
Theorem 1.5.2 (Surface Sobolev embeddings). Let k, l ∈ N0, with k > l, let p ∈ [1,∞), then











it holds that the embedding
W k,p(Γ) ⊂W l,q(Γ)
is continuous, furthermore, there is C > 0 such that for any u ∈W k,p(Γ)
‖u‖W l,q(Γ) ≤ C‖u‖Wk,p(Γ).









W k,p(Γ) ⊂ Cr,α(Γ)
is continuous, furthermore, there is C > 0 such that for any u ∈W k,p(Γ)
‖u‖Cr,α(Γ) ≤ C‖u‖Wk,p(Γ).
Proof. The proof follows by locally applying the Sobolev embedding theorems [1] on the flat
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domain with charts.
The standard compactness results for these embeddings also hold.












W k,p(Γ) ⊂W l,q(Γ)
is compact.
1.5.2 Surface finite elements





where Th is a set of two-dimensional simplices in R3 which form an admissible triangulation. For
K ∈ Th the diameter of K is h(K) and the radius of the largest (2-dimensional) ball contained
in T is ρ(K). Set h := maxK∈Th h(K) and assume the ratio between h and ρ(K) is bounded
independently of h. We assume that Γh is contained within the narrow strip Nδ. We assume that
the restriction π|Γh of π to the polyhedral surface is a bijection between Γh and Γ. In addition
the vertices of K ∈ Th should lie on Γ.
The piecewise affine Lagrange finite element space on Γh is
Sh := {χ ∈ C(Γh) : χ|K ∈ P 1(K)∀K ∈ Th},
where P 1(K) is the set of polynomials of degree 1 or less on K. The Lagrange basis functions φi
of this space are uniquely determined by their values at the so-called Lagrange nodes qj , that is






We now introduce the lifted discrete spaces. We use the standard lift operator as constructed in
[28, Section 4.1]. The lift f l of a continuous function f : Γh → R onto Γ is defined by
f l(x) := (f ◦ π|−1Γh )(x)
for all x ∈ Γ. The inverse map g−l for a continuous function g : Γ → R onto Γh is given by
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g−l := g ◦ π. The lifted finite element space is
Slh := {χl |χ ∈ Sh}.
With the lifted Lagrange interpolation I lh : C(Γ)→ Slh given by I lh(f) := (Ihf−l)l.
1.6 Structure of the thesis
We begin in Chapter 2 by introducing theory related to the minimisation of a spherical membrane
problem with point constraints. Well-posedness over a larger space is given and regularity of the
solution is also shown. We establish notation which allows for groups point of constraints,
which will be particularly useful in Chapter 4. In Chapter 3 we consider the well-posedness
and approximation of an abstract saddle point problem, which we apply to the minimisation of
the spherical Monge-Gauge (1.6) with point constraints and point penalties. The case of the
classical Monge-Gauge (1.5) is also considered. Numerical examples are presented, verifying the
approximation results. In Chapter 4, we construct a formula for the derivative of the minimum
of the membrane energy with point constraints, where the derivative is taken with respect to a
parameterised position of the point constraints on the reference sphere. Numerical experiments
are presented, making use of the numerical methods of the previous chapter. The experiments
give a brief experimental convergence analysis of the functional and also compare the formula we
construct to appropriate difference quotients. We conclude in Chapter 5 by suggesting directions
in which the work presented in this thesis could be extended, with a particular emphasis on
extending the derivation of [32] to include a membrane tube.
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Chapter 2
A spherical membrane problem
with point constraints
We start by showing well-posedness and regularity for a spherical membrane problem. We begin
with the deformation model for the membrane along with a model for the particles and their
attachment to the membrane.
2.1 A near-spherical biomembrane with point constraints
We now set Γ = S2(R), the sphere of radius R centred at the origin, for some fixed R > 0.
The model is based on the deformations of the membrane due to small external forcing. A full
derivation may be found in [32], see also [36].
For the moment, we fix K ∈ N and distinct Xi ∈ Γ for i = 1, ...,K. We set κ > 0 and
σ ≥ 0. First we define the energies and then give the hard constraint (Lagrange) problem and a
soft constraint (penalty) problem.

















and for any ε > 0, aε : H
2(Γ)×H2(Γ)→ R by










We notice that T is well defined by Sobolev embeddings, Theorem 1.5.2. Over H2(Γ),
neither aε nor a are necessarily coercive, however, in [32] it is seen that they are coercive over
{1, ν1, ν2, ν3}⊥, where ν = xR is the unit normal to Γ and ⊥ is meant in the sense of H
2(Γ). This is
a consequence of the fact that 1, ν1, ν2, ν3 are eigenfunctions of −∆Γ. Furthermore, under suitable
conditions on the location of the points {Xi}Ki=1 we show in the following proposition that both




and U0 := {v ∈ U : Tv = 0}.
Proposition 2.1.2. Suppose K ≥ 4 and {Xi}Ki=1 do not lie in the same plane. Then there is
ε0 > 0 and C > 0 such that for any ε < ε0
aε(η, η) ≥C‖η‖22,2 ∀η ∈ U,
a(η, η) ≥C‖η‖22,2 ∀η ∈ U0.
Proof. We notice that for u ∈ U0, it holds that aε(u, u) = a(u, u), thus we need only show the
first result. In [56, Proposition 4.4.2], it is shown that aε is coercive over
(
Sp{1, ν1, ν2, ν3} ∩
Ker(T )
)⊥ ∩ U . Thus it is sufficient to show that (Sp{1, ν1, ν2, ν3} ∩Ker(T )) = {0}. Let v ∈
Sp{1, ν1, ν2, ν3} ∩Ker(T ), one has that




By making note that νj(x) =
xj
R we see that v is an affine function. The condition v ∈ Ker(T )
gives that the Xi are in the zero level set of the affine function v. Thus the points must lie in
the same plane or v ≡ 0.
For the moment, we assume that C = {Xi}Ki=1 do not lie in the same plane. Notice that
for f = 0, the following problems are the membrane problems in [32, 36].
Problem 2.1.3. Given f ∈ (H2(Γ))∗, find u ∈ U minimising J(u)−〈f, u〉 subject to u(Xi) = Zi
for i = 1, ...,K. This has the variational formulation of finding u ∈ U such that u(Xi) = Zi for
i = 1, ...,K and
a(u, η) = 〈f, η〉 ∀η ∈ U0.
Problem 2.1.4. Given f ∈ (H2(Γ))∗, find uε ∈ U minimising J(uε) + 12ε |Tu
ε − Z|2 − 〈f, uε〉.





(Z, Tη)RK + 〈f, η〉 ∀η ∈ U.
Theorem 2.1.5. There are unique solutions to both Problems 2.1.3 and 2.1.4.
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Proof. This is an application of Lax-Milgram with the coercivity of the bilinear forms shown in
Proposition 2.1.2.
In order to write down the PDE associated to these problems we need to extend the
variational formulation to be posed over the whole of H2(Γ). Standard arguments yield that the
solution of Problem 2.1.3 solves
a(u, η) + (λ, Tη)RK + p
∫
Γ
η = 〈f, η〉 ∀η ∈ H2(Γ).
and
a(u, η) + (λ, Tη)RK = 〈f, η〉 ∀η ∈ U.












λiδXi =f in Γ,∫
Γ
u = 0, u(Xi) =Zi for i = 1, ...,K.
Remark 2.1.6. For the variational problem with penalty, the variational formulation over the























It is useful to note the following.
Proposition 2.1.7. The unique solution of Problem 2.1.3, u, satisfies u ∈ W 3,p(Γ), p ∈ (1, 2)
and is given by





• For k = 1, ...,K, the unique φk ∈ U φk(Xj) = δjk for j = 1, ...,K and
a(φk, η) = 0 ∀η ∈ U0
and the unique uf ∈ U0 such that
a(uf , η) = 〈f, η〉 ∀η ∈ U0.
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• For each k = 1, ...,K,













a(φ0, η) = 0 ∀η ∈ U0.
Proof. The formulae for the solution are easily verified. Since p, λ are bounded in terms of the
data, regularity for this fourth order equation on the sphere yields −∆Γu ∈ W 1,p(Γ), p ∈ (1, 2),
following the arguments for a flat domain [17, 56], a full proof of the regularity result may be
found in Appendix C.
Remark 2.1.8.
• We note that uε, the solution of the penalty problem, Problem 2.1.4, also has this regularity,
that is uε ∈W 3,p(Γ) for p < 2, which follows by an almost identical argument.
• In Chapter 3, we will show that uε → u as ε→ 0 in W 3,p(Γ), for any p < 2.
• When we construct the derivative in Chapter 4, the fact the solution of Problem 2.1.3 has
three weak derivatives will be used to give a more convenient representation.
• A related problem has been considered in [32], where the authors consider the minimisation
over a smaller space which enforces a fixed centre of mass for the membrane.
• The works [34, 50, 51] consider a larger solution space whereby the particles may, in some
sense, tilt. The problem for this tilting on a sphere, or general domain, is of interest and
may be studied in future work.
• An example of non-uniqueness for K > 4 point constraints would be to consider the location
of the constraints to be contained in a plane through the axis, for example C ⊂ {x ∈ Γ :
x1 = 0}. Then for u a solution of Problem 2.1.3 with f = 0, we see that u+ αν1 ∈ U and
J(u+ αν1) = J(u) for any α ∈ R.
2.1.1 A single particle model
Now we have established the well-posedness for the problem with point constraints, we wish to
introduce notation to make it possible to describe multiple groups of point constraints. We wish
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to model the attachment of proteins to a biomembrane. A protein is considered to be a rigid
discrete structure which is attached to the membrane at a finite number of fixed points. An
example would be a protein such as FCHo2 F-BAR domains, where it is understood that a small
number of atoms are more likely to attach to the membrane [54, 55]. The protein-biomembrane
interaction is modelled by attachment at these points. This is in contrast to the case mainly
considered in [51, 50], where the protein is modelled as being embedded in the membrane and
attached along a curved boundary.
To begin, we restrict ourselves to a single protein in order to establish notation. We
describe the protein by a finite set of distinct points G := {X̃i ∈ R3, i = 1, ...,M}. The points
of G correspond to charged ends of the protein which attach to the membrane. The attachment
constraint is the requirement that G is contained inM(u), the graph of u over Γ, which we write
as
G ⊂M(u) (2.2)
and M(u) := {p + ν(p)u(p) : p ∈ Γ}. It follows that any X̃ ∈ G may be uniquely decomposed
into








and the condition (2.2) becomes
u(π(X̃)) = d(X̃) ∀X̃ ∈ G. (2.3)
For ease of notation, we write X := π(X̃), z := d(X̃) and index the points of G so that {X̃i}Mi=1 =
G, hence we may write (2.3) as
u(Xi) = zi ∀i = 1, ...,M. (2.4)
Definition 2.1.9. We write C := {π(X̃) : X̃ ∈ G} = {Xi}Mi=1 to be the sites of attachment.
Furthermore, we write
u|C = Z
to be shorthand for (2.4).
2.1.2 Parametrisation of a single particle
We now parameterise the movement of a single particle. We attempt to keep our notation as
similar as possible to that of [50] which deals with the rigid movement of curves in a flat domain,
in contrast to our points which move on a sphere.
The assumption that the protein is rigid is meant in the sense that any movement of G
should preserve the orientation and the distance between points. There are 6 degrees of freedom
by which G can be moved, this is translation and rotation. We further restrict to lateral (i.e.
tangential) movement of G over the membrane. This means that the height of attachment above
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Γ, the values Z, will be independent of any movement. In the flat setting these lateral movements
correspond to rotation perpendicular to the plane and translation within the plane. Although
this is a strong restriction to make to the full model, it is important in this setting to avoid the
particle moving out of the graph-like description.
The configuration of a single particle G is defined by a rigid transformation from a fixed
position. We associate one point XG ∈ Γ with G. We call XG the centre of G. The configuration
of the particle is defined by a rotation about the axis defined by ν(XG) together with a tangential
translation of XG along the surface of Γ. A rotation around ν(XG) is characterised by an angle,
α ∈ R. A tangential translation is characterised by a tangent vector τ ∈ TXGΓ ∼= R2. For this
tangent vector, the idea is to consider the transport of XG along the geodesic defined by τ and
that the other points should follow with a rigid transformation. In the setting of a sphere, this
corresponds to rotating the points by angle |τ | in the axis perpendicular to both ν(XG) and τ .
Thus for a particle with centre XG we write G(p), p = (α, τ) to be as described above, leading
to the following definition of particle configuration.
Definition 2.1.10. Given particle G ⊂ R3 with centre XG and p = (α, τ) ∈ R× TXGΓ, we write
G(p) := {φ(p, X̃) : X̃ ∈ G},
with
φ(p, x) := RT (τ)Rn(α)x ∀x ∈ R3, (2.5)
where Rn(α) is given by
Rn(α)x := (ν(XG)⊗ ν(XG))x+ cos(α)(ν(XG)× x)× ν(XG) + sin(α)(ν(XG)× x),
and for τ 6= 0, define τ̃ := ν(XG)× τ|τ | , RT (τ) is given by
RT (τ)x := (τ̃ ⊗ τ̃)x+ cos(|τ |)(τ̃ × x)× τ̃ + sin(|τ |)(τ̃ × x),
and RT (0)x = x. A diagram showing the transformations Rn and RT may be found in Figure
2.1. Furthermore, write
C(p) := {φ(p,X) : X ∈ C},
this coincides with the projection of G(p) onto Γ.
Remark 2.1.11. The choice that φ(p, x) := RT (τ)Rn(α)x rather than Rn(α)RT (τ)x is arbi-
trary. It is clear that they will both generate the same family of configurations.
We notice G = G(0) and similarly C = C(0). We further note that p is periodic in the
following sense. For p = (α, τ), p = (α+ 2π, τ) and p̃ = (α, τ + 2π τ|τ | ) it holds,
φ(p, ·) ≡ φ(p, ·) ≡ φ(p̃, ·).
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(a) Diagram for Rn. (b) Diagram for RT .
Figure 2.1: Diagrams demonstrating the transformations Rn and RT , both with ν(XG) coming
out of the page.
Further note that if G contains only one point, X̃1, and one sets XG = X1, it is seen that α
becomes a redundant parameter.
2.1.3 Configuration of particles
We now make the extension to multiple groups of particles.
Definition 2.1.12. Given discrete sets with finite number of points,
G1, ...,GN ⊂ Nδ ⊂ R3,
we write
Ci := {π(X̃) : X̃ ∈ Gi} for i = 1, ..., N,
the projection of Gi onto Γ. Let the G1, ...,GN have centres XG1 , ..., XGN and let p = (p1, ..., pN ) ∈∏N
i=1(R× TXGiΓ) where pi = (αi, τi) ∈ R× TXGiΓ we define
φi(p, x) := RTi(τi)Rni(αi)x ∀x ∈ R3,




Gi(p) := {φi(p, X̃) : X̃ ∈ Gi} for i = 1, ..., N,
and
Ci(p) := {φi(p,X) : X ∈ Ci} for i = 1, ..., N,
the projection of Gi(p) onto Γ. Observe that
Gi(0) = Gi and Ci(0) = Ci, i = 1, ..., N
where the operators RTi(τi), Rni(αi) are defined relative to the centres XGi , as in Definition
2.1.10.






(R× TXGiΓ) : ∀i, j = 1, ..., N, i 6= j, Ci(p) ∩ Cj(p) = ∅
}
.
We define the closure of the set of feasible particle configuration by Λ := Λ◦. Furthermore, for
p ∈ Λ we define




We first note that 0 ∈
∏N
i=1(R × TXGi ) is not a distinguished configuration. Given any
non-overlapping initial configuration of particles {Ci}Ni=1, it is clear that Λ◦ is the set of all
possible configurations of particles which have been moved by the rigid motions parameterised
by p described at the start of Section 2.1.2.
Remark 2.1.14. Notice that for p ∈ Λ◦, it may hold that the ’interiors’ of particles overlap.
As such one might want to consider a subset of Λ◦ whereby one defines an appropriate interior
of particles and assumes that the intersection of these is empty, or perhaps one may also assign
a ’radius’ to each particle and consider the set where there are no points from another particle
which lie inside this radius. Two ideas of these exclusion areas are shown in Figure 2.2. In
this diagram, the clear dot is the centre of a particle and the black dots are the points of the
particle and the exclusion area is signified by the hatched lines. The choice of this subset is not
of importance when constructing the derivative, but is important when considering which particle
configurations are admissible. Requiring that the particles do not overlap could be included as
part of a Lennard-Jones potential, see (4.18) in [34], where it could be seen that this discussion
pertains to a choice of the distance function in their formula.
For each p ∈ Λ◦ we have a set of point constraints on elements of H2(Γ). This motivates
the following parameterised trace operators.
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Figure 2.2: Diagram indicating the different areas which might be excluded from having part of
another particle in for two idential particles. The left is the radius approach, on the right the
area is given by the interior of a curve passing through all the points.
Definition 2.1.15. Given p ∈ Λ◦:-
• For i = 1, ..., N , define the maps Ti(p) : H2(Γ)→ R|Ci| by
Ti(p) : v 7→ (v ◦ φi(p, ·)) |Ci ,
where φi(p, ·)|Ci is meant as in Definition 2.1.9.
• For v ∈ H2(Γ), Z ∈
∏N
i=1 R|Ci|, we say T (p)v = Z when
Ti(p)v = Zi ∈ R|Ci| for i = 1, ..., N
where Z is given by the particles G1, ...,GN .
• Define the following subsets of H2(Γ)
U(p) := {v ∈ U : T (p)v = Z} ,
U0(p) := {v ∈ U : T (p)v = 0} .
Assumption 2.1.16. Henceforth, we assume that there is l, 1 ≤ l ≤ N , such that Cl is not
coplanar.





and we define the membrane configurational energy E : Λ◦ → R by
E(p) := J(u(p)).
It is clear that, by a trivial extension to Theorem 2.1.5 and Proposition 2.1.7, u(p) exists,
is unique and satisfies u(p) ∈ W 3,2−δ(Γ) for any δ ∈ (0, 1). For p ∈ ∂Λ◦ we do not necessarily
have that a u(p) exists, this is due to U(p) possibly being empty.
Remark 2.1.18. Notice that E may not be the total energy associated to the particle-membrane
configuration. For example, E may be augmented with a pairwise interaction between particles
modelling the electrostatic forces between different particles.
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Chapter 3
Second order splitting for the
membrane problem
3.1 Introduction
We study the well-posedness and approximation of a saddle point problem posed in reflexive
Banach spaces with a constraint in a Hilbert space. Let X, Y be reflexive Banach spaces,
X0 ⊂ X be a linear subspace and S a Hilbert space with T : X → S being a given linear map.
The problem we are interested in is:-
Given (f, g, s) ∈ X∗ × Y ∗ × S find (u,w) ∈ X × Y such that
c(u, η) + b(η, w) = 〈f, η〉 ∀η ∈ X0,
b(u, ξ)−m(w, ξ) = 〈g, ξ〉 ∀ξ ∈ Y,
(Tu, z)S = (s, z)S ∀z ∈ S,
(3.1)
where c(·, ·), b(·, ·) and m(·, ·) are bilinear forms and precise assumptions will be given in Section
3.2.
We approximate (3.1) by penalising the condition (Tu−s, z)S = 0, rather than imposing
it. This results in the problem:-




(Tuε, Tη)S + b(η, w
ε) = 〈f, η〉+ 1
ε
(s, Tη)S ∀η ∈ X,
b(uε, ξ)−m(wε, ξ) = 〈g, ξ〉 ∀ξ ∈ Y.
Our abstract formulation is motivated by applications of this theory to fourth order
boundary value problems arising in the modelling of biomembranes posed on a flat domain,
sphere or torus, with a specific example focusing on the sphere for ease of exposition. The
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problems are derived in [34, 32, 51, 36] as approximations of minimisers of the Helfrich energy
[53] with point constraints. In this context these arise as Dirichlet constraints on the membrane
deformation modelling the attachment of point particles to the membrane at fixed locations. In
the work of [14], the authors consider an optimisation problem associated with bilaplace equation
with point Dirichlet conditions on a flat domain, Ω.
We have in mind the following setting. Let Γ be a curved or flat C2 two dimensional
hypersurface with or without a boundary, for ∞ > q > 2 > p > 1, set
X =
{












, L = L2(Γ)
and S = RN , with bilinear forms, c : W 1,q(Γ) ×W 1,q(Γ) → R, b : W 1,q(Γ) ×W 1,p(Γ) → R and




(c0∇Γu · ∇Γη + c1uη) , b(η, ξ) =
∫
Γ




where c0, c1 are bounded but c(·, ·) is not coercive and a linear map T : W 1,q(Γ)→ RN defined
by (Tη)j := η(Xj), j = 1, ..., N with Xj ∈ Γ, j = 1, ..., N .
3.1.1 Background
The study of saddle point problems is well documented, [10, 42], with many applications, for
example in fluid mechanics, [47], or in linear elasticity, [3]. Note that in many of the cases in
which m 6= 0, the authors require some strong assumptions on c, at least positive semi definite,
see [10, 20, 57]. The system (3.1) is an extension to that considered in [33]. The extended system
is posed over an affine subspace of X × Y , rather than over the whole space. If in (3.1), we were
to seach for a solution in X0 × Y , the first equation were to be considered with test functions
in X0 and the third equation to be dropped, this recovers the abstract system studied in [33].
We will use the assumptions made in [33] together with an additional assumption to handle the
constraint. The assumptions will be given in Section 3.2.
In [16], the authors consider the approximation of Stokes flow by penalising the incom-
pressibility condition. In particular, they show that the penalty terms approximate the pressure.
We also consider an abstract problem with penalty and show that, in our setting, the penalty
terms converge to the Lagrange multiplier associated to the constraints. Further to this, we
show estimates between the solution to the problem with penalised constraint and the solution
to the problem with enforced constraint. An abstract finite element theory with error bounds is
presented. The results of this chapter extend those of [33] where for example, in [33, Section 6
and 7] it is shown that the well posedness theory in that paper may be applied to a problem with
penalised point constraints without consideration of the convergence with respect to the penalty
parameter.
The motivation for the abstract setting is to handle second order splitting for a class of
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fourth order surface PDEs with point Dirichlet constraints arising in the modelling of biomem-
branes, [32]. The setting of [33] may be directly applied to the penalty approximation for fixed
penalty parameter but does not handle the hard constraint case. Here we show that the abstract
setting is applicable and that the results apply to a surface finite element approximation using
H1 conforming surface finite elements. We also provide numerical experiments for this point
constraint problem, considering both the grid refinements and refinements in penalty.
3.1.2 Outline of chapter
In Section 3.2 we define the abstract saddle point system with constraint and with penalty,
consisting of the bilinear forms c, b, m and the inner product on the space of constraints. Well-
posedness for the penalty problem trivially follows from the results of [33]. Well-posedness for
the constrained problem requires additional conditions, which are natural to the standard saddle
point formulation. We then show that under a set of assumptions which guarantee the problems
are well posed, one obtains strong convergence with error estimates depending on the penalty
parameter in the natural spaces. Two explicit examples are given in Section 3.3, the examples
relate to biomembrane problems with point constraints. An abstract finite element method is
then discussed in Section 3.4, which is then applied in Section 3.5 to the examples given in
Section 3.3.
We conclude in Section 3.6 with some experimental examples which verify the proved
convergence rates both in terms of the grid size and penalty parameter.
3.2 Abstract problem
3.2.1 Setting and problem formulation
We first define the spaces and functionals used along with the required assumptions. Throughout
X, Y are reflexive Banach spaces, L is a Hilbert space with Y ⊂ L continuously embedded and
S is a separable Hilbert space with inner product (·, ·)S .
Definition 3.2.1. Define the following
c : X ×X → R, bounded and bilinear,
b : X × Y → R, bounded and bilinear,
m : L× L→ R, bounded, bilinear, symmetric and coercive,
T : X → S, bounded, surjective and linear.
Let s ∈ S, define,
Xs := {x ∈ X : Tx = s}.
24
It is clear that Xs is non-empty by surjectivity of T . With this general setting in mind,
we formulate a Lagrange multiplier problem and associated approximating penalised problem
that we wish to consider.
Problem 3.2.2. Given f ∈ X∗, g ∈ Y ∗ and s ∈ S, find (u,w, λ) ∈ X × Y × S such that
c(u, η) + b(η, w) + (Tη, λ)S = 〈f, η〉 ∀η ∈ X,
b(u, ξ)−m(w, ξ) = 〈g, ξ〉 ∀ξ ∈ Y,
(Tu, z)S = (s, z)S ∀z ∈ S.




(Tuε, Tη)S + b(η, w
ε) = 〈f, η〉+ 1
ε
(s, Tη)S ∀η ∈ X,
b(uε, ξ)−m(wε, ξ) = 〈g, ξ〉 ∀ξ ∈ Y.
Remark 3.2.4. Observe that Problem 3.2.2 is equivalent to:- Given f ∈ X∗, g ∈ Y ∗ and s ∈ S,
find (u,w) ∈ Xs × Y such that
c(u, η) + b(η, w) = 〈f, η〉 ∀η ∈ X0,
b(u, ξ)−m(w, ξ) = 〈g, ξ〉 ∀ξ ∈ Y.
We note that the assumptions we will make for the well-posedness of these two abstract
problems differ. The following assumption is required for both the Lagrange multiplier problem
and the problem with penalty.
Assumption 3.2.5. There is C > 0 and ε0 > 0 such that for all (u,w) ∈ X × Y
b(u, ξ) = m(w, ξ) ∀ξ ∈ Y =⇒ C‖w‖2L ≤ c(u, u) +
1
ε0
(Tu, Tu)S +m(w,w). (3.2)
3.2.2 Well posedness of Lagrange multiplier problem
Assumption 3.2.6. There is ζ > 0 such that for any (u,w) ∈ X0 × Y ,
ζ(‖u‖X + ‖w‖Y ) ≤ sup
(η,ξ)∈X0×Y




∀(η, ξ) ∈ X0 × Y, (∀(u, v) ∈ X0 × Y, c(u, η) + b(η, w) + b(u, ξ)−m(w, ξ) = 0) =⇒ (η, ξ) = 0.
The following lemma is useful for our abstract well-posedness and may be found as a
reformulation of conditions (i) and (iv) in [42, Lemma A.40], while using that S is Hilbert.
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Lemma 3.2.7. The condition that T : X → S is surjective is equivalent to the fact that there is






When combined with the surjectivity of T , Assumption 3.2.6 is seen to be a sufficient
condition for well-posedness of the standard saddle point problem:-
Find x ∈ X × Y and p ∈ S such that
a(x, y) + d(y, p) = 〈f̃ , y〉 ∀y ∈ X × Y
d(x, z) = (s, z)S ∀z ∈ S,
where x = (x1, x2) with x1 ∈ X, x2 ∈ Y , a(x, y) := c(x1, y1) + b(y1, x2) + b(x1, y2) −m(x2, y2),
〈f̃ , y〉 = 〈f, y1〉+ 〈g, y2〉 and d(x, z) := (Tx1, z)S , which is an equivalent formulation of Problem
3.2.2.
Theorem 3.2.8. Given Assumptions 3.2.5 and 3.2.6 hold, there is a unique solution to Problem
3.2.2. Furthermore, it holds that there is C > 0 such that,
‖u‖X + ‖w‖Y + ‖λ‖S ≤ C(‖f‖X∗ + ‖g‖Y ∗ + ‖s‖S).
Proof. The existence and uniqueness of Problem 3.2.2 is a simple consequence of Assumption
3.2.6 and surjectivity of T , using a standard theorem on saddle point problems, see [42, Theorem
2.34] for example.
3.2.3 Well posedness of penalty approximation
We will require the following assumptions on b, X and Y , as in [32].









∀ξ ∈ Y. (3.4)
In addition to the above, we also require there to be sufficiently well behaved approxi-
mating spaces. This allows for a Galerkin approximation. We will see that we may pick finite
element spaces satisfying the conditions.
Assumption 3.2.10. There are finite dimensional approximating spaces Xn ⊂ X and Yn ⊂ Y ,
that is, ∀(η, ξ) ∈ X × Y there are (ηn, ξn) ∈ Xn × Yn with ‖η − ηn‖X + ‖ξ − ξn‖Y → 0. We










∀ξn ∈ Yn. (3.5)
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We also assume that there is an interpolation map In : Y → Yn for each n such that





→ 0 as n→∞.
We now quote two results which will be useful to refer to throughout the work, they may
be found in [33, Lemma 2.1 and 2.2].
Lemma 3.2.11. Let Assumptions 3.2.5 and 3.2.10 hold. There is a linear map Gn : Y
∗ → Xn
such that for any θ ∈ Y ∗
b(Gnθ, ξn) = 〈θ, ξh〉 ∀ξn ∈ Yn.
Lemma 3.2.12. Let Assumptions 3.2.5 and 3.2.10 hold. There is C,N > 0 such that for all
n ≥ N and any vn ∈ Yn,
C‖vn‖2L ≤ c(Gn(m(vn, ·)), Gn(m(vn, ·))) +
1
ε0
(T (Gn(m(vn, ·))), T (Gn(m(vn, ·))))S +m(vn, vn).
(3.6)
Now we have the required assumptions, we assert the well-posedness of Problem 3.2.3.
Theorem 3.2.13. Given Assumptions 3.2.5, 3.2.9 and 3.2.10, there is a unique solution to
Problem 3.2.3. Furthermore it holds that








‖g‖Y ∗ + ε−1‖s‖S
)
Proof. The existence and uniqueness follows from [33, Theorem 2.2], with the estimate following
from carrying through the ε terms.
Recall that we are interested in the case ε→ 0, clearly in the above estimate, the bound
diverges. For numerics, one might like to take ε to be a function of the grid size, as such, the
bounds diverging in ε means one must be restrictive in the relationship between grid size and ε.
To show uniform bounds, we make use of the solution to Problem 3.2.2.
3.2.4 Convergence of penalty approximation
In this subsection we assume Assumptions 3.2.5, 3.2.6, 3.2.9, and 3.2.10 to hold.
Proposition 3.2.14. Let (u,w, λ) solve Problem 3.2.2 and (uε, wε) solve Problem 3.2.3. Then
it holds that there is C > 0, independent of ε such that
‖w − wε‖Y + ‖u− uε‖X +






Proof. From (3.4), it holds,






m(w − wε, ξ)
‖ξ‖Y
≤ C‖w − wε‖L,
where we have used the second equations of the systems. Now by taking differences of the first
equations of the systems,
c(uε − u, η) + b(η, wε − w) + 1
ε
(T (uε − u), Tη)S = (λ, Tη)S ∀η ∈ X.
By letting η = uε − u in the above and from (3.2), one has,











(T (u− uε), T (u− uε))S






‖T (uε − u)‖2S ,
this has shown
‖w − wε‖L + ‖u− uε‖X +
1√
ε
‖T (u− uε)‖S ≤ C
√
ε‖λ‖S , (3.7)
which shows the result for the ‖u− uε‖X .
Due to Assumption 3.2.6, one has,
κ‖w − wε‖Y ≤ sup
(η,ξ)∈X0×Y




c(uε − u, η) + b(η, wε − w) = 0 ∀η ∈ X0,
hence
κ‖w − wε‖Y ≤ sup
(η,ξ)∈X0×Y
c(uε − u, η)−m(w − wε, ξ)
‖η‖X + ‖ξ‖Y
≤ C(‖uε − u‖X + ‖w − wε‖L)
this proves the result for ‖w − wε‖Y when making use of (3.7). Finally, from surjectivity of T
and Lemma 3.2.7, one has
α




(λ− ε−1T (uε − u), Tη)S
‖η‖X
,
where again one calculates









Indeed, in the case that the dual problem is well-posed, it is possible to use an Aubin-
Nitsche type argument to give a higher rate of convergence for ‖u− uε‖X and ‖w − wε‖L.
Proposition 3.2.15. Let (u,w, λ) solve Problem 3.2.2, let (uε, wε) solve Problem 3.2.3. Suppose
that there is (ψ, φ, χ) ∈ X × Y × S such that
c(η, ψ) + b(η, φ) + (χ, Tη)S = 0
b(ψ, ξ)−m(φ, ξ) = (w − wε, ξ)L





and it holds that there is some C > 0 with
‖ψ‖X + ‖φ‖Y + ‖χ‖S ≤ C‖w − wε‖L.
Then there is a C > 0 independent of ε such that
‖u− uε‖X + ‖w − wε‖Y ≤ Cε.
Proof. In the proof of Proposition 3.2.14, it is shown that
κ‖w − wε‖Y ≤ C(‖u− uε‖X + ‖w − wε‖L),
therefore it is sufficient to control ‖u − uε‖X + ‖w − wε‖L. By testing the system (3.8) with
(u− uε, w − wε, T (u− uε)) and summing the first two equations,
‖w − wε‖2L =c(u− uε, ψ) + b(u− uε, φ) + (χ, T (u− uε))S + b(ψ,w − wε)−m(w − wε, φ)
=(χ, T (u− uε))S .
Where one has b(u − uε, φ) = m(w − wε, φ) and c(u − uε, ψ) = −b(ψ,w − wε) with the second
following from (Tψ, λ)S = ε
−1(T (uε − u), Tψ)S = 0. Hence from the estimate for ‖T (u− uε)‖S
shown in Proposition 3.2.14 along with ‖u− uε‖X ≤ C‖w−wε‖L and ‖χ‖S ≤ C‖w−wε‖L, the
result is complete.
Remark 3.2.16. For the dual system (3.8) to be well-posed, one requires the dual to Assumption
3.2.6 to hold. A sufficient condition for this is that the bilinear form c is symmetric.
We may now use Proposition 3.2.14 to give uniform bounds on uε and wε.
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Corollary 3.2.17. Given ε > 0 sufficiently small, let (uε, wε) ∈ X × Y solve Problem 3.2.3.
Then there is C > 0 with
‖uε‖X + ‖wε‖Y +
1
ε
‖T (uε − u)‖S ≤ C(‖f‖X∗ + ‖g‖Y ∗ + ‖s‖S).
3.3 PDE example problems
In this section, we demonstrate the well-posedness of a split system to the energy discussed in
Section 2.1. In addition, we demonstrate the well-posedness for the flat Monge-Gauge, both in
the natural fourth order setting and a second order splitting system.
3.3.1 Second order splitting for the spherical Monge-Gauge
We will again use Γ = S2(R), the sphere of radius R > 0 with N point constraints. For certain
boundary value problems, splitting a fourth order equation into two second order equations is
a natural approach, c.f. [31]. Here it is convenient to use an auxiliary variable w = −∆Γu + u
leading to the following coupled system holding on Γ


















f − p+ ΣNi=1λiδXi
)
,
−∆Γu+ u = w.
(3.9)
Taking u ∈ W 3,p(Γ) as the solution of Problem 2.1.3, as in Proposition 2.1.7, we pose the first
equation weakly in the dual of W 1,q(Γ) with q ∈ (2,∞) and u ∈ W 1,q(Γ) with 1p +
1
q = 1. The
second equation is posed in the dual of W 1,p(Γ). It is clear by testing (3.9) by η ∈ X and ξ ∈ Y
that the PDE system may be posed as in (3.1) using Definition 3.3.1.
Definition 3.3.1. Let ∞ > q > 2 > p > 1, then we define the spaces
X =
{














L = L2(Γ) and S = RN , with the bilinear forms,
c : W 1,q(Γ)×W 1,q(Γ)→ R,
b : W 1,q(Γ)×W 1,p(Γ)→ R,



























and the linear operator T : X → S by
Tη := (η(X1), η(X2), ...η(XN )), η ∈ X.
3.3.1.1 Verification of Assumptions 3.2.5, 3.2.9, 3.2.10 and 3.2.6
We let Xn and Yn be the lifted discrete space Slh, as defined in Section 1.5.2. More specifically, for
a sequence of triangulated surfaces (Γhn)n∈N with hn → 0 as n→∞ we have Xn := X lhn = S
l
hn
and Yn := Y
l
hn
= Slhn . We begin with the following three results which are shown in [33, Section
5].










Lemma 3.3.3. Let 1 < r ≤ ∞. Then there is a bounded (independently of h) linear map
Πh : W
1,r(Γ)→ Slh given by
b(Πhφ, v
l
h) = b(φ, v
l
h) ∀vlh ∈ Slh.





→ 0 as h→ 0.


















In order to prove well-posedness of the problem with penalty, we are left to show As-
sumptions 3.2.9, 3.2.10 and 3.2.5 in the appropriate spaces. We make use of Fortin’s criteria
with the projection to mean-value-free functions and Lemmas 3.3.2 and 3.3.4. The following
Proposition gives Assumptions 3.2.9 and 3.2.10.
Proposition 3.3.5. Assumptions 3.2.9 and 3.2.10 hold true.
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Proof. This follows from an application of Fortin’s criterion [42, Lemma 4.19] to Lemmas 3.3.2




The final condition we need to check is the coercivity like condition, Assumption 3.2.5.
Lemma 3.3.6. Let ε > 0 sufficiently small and assume (u,w) ∈ X × Y satisfy
b(u, ξ) = m(w, ξ) ∀ξ ∈ Y.
Then there is C > 0 such that




Proof. The condition b(u, ξ) = m(w, ξ) ∀ξ ∈ Y with (u,w) ∈ X × Y implies that b(u, ξ) =
m(w, ξ) ∀ξ ∈ W 1,p(Γ). Elliptic regularity gives −∆Γu ∈ W 1,p(Γ) and −∆Γu+ u = w. Making


























which is bounded below by C‖u‖22,2, as shown in Proposition 2.1.2. Elliptic regularity applied to
the condition b(u, ξ) = m(w, ξ) ∀ξ ∈W 1,p(Γ) gives ‖w‖0,2 ≤ C‖u‖2,2 to complete the proof.
Lemma 3.3.7. There is α > 0 such that for any (u,w) ∈ X0 × Y it holds that
α(‖u‖1,q + ‖w‖1,p) ≤ sup
(η,ξ)∈X0×Y
c(u, η) + b(η, w) + b(u, ξ)−m(w, ξ)
‖η‖1,q + ‖ξ‖1,p
.
Proof. It is sufficient [42, Theorem 2.34] to show for any (α, β, Z̃, f̃ , g̃) ∈ R×R×RN×W 1,q(Γ)∗×
W 1,p(Γ)∗, the following system has a unique solution
c(u, η) + b(η, w) + (λ, Tη)RN = 〈f̃ , η〉 ∀η ∈ X,







Let G : (W 1,p(Γ))∗ → W 1,q(Γ) be the inverse-Laplace operator such that b(Gg̃, ξ) = 〈g̃, ξ〉 ∀ξ ∈
W 1,p(Γ). We are able to find unique u1 ∈ H2(Γ) with Tu1 = Z̃ − TGg,
∫
Γ




and a(u1, v) = 〈f̃ , v〉 − c(Gg, v) for all v ∈ H2(Γ) with
∫
Γ
v = 0 and Tv = 0. In particular, as
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discussed in Subsection 2.1,
a(u1, v) + (λ1, T v)Rn + p1
∫
Γ
v = 〈f̃ , v〉 − c(Gg, v) ∀v ∈ H2(Γ).
From this formulation, it then follows that −∆Γu1 ∈ W 1,p(Γ) as in Proposition 2.1.7. Defining






1,p(Γ), we see that we have a solution to the problem
c(u1, η) + b(η, w1) + (λ1, Tη)RN = 〈f̃ , η〉 − c(Gg, η) ∀η ∈ X,
b(u1, ξ)−m(w1, ξ) = 0 ∀ξ ∈ Y,









By defining ũ := u1 +Gg̃ we have (ũ, w1, λ) is a solution to (3.10). In order to show uniqueness
of the constructed solution, one may reverse the above process and appeal to the well-posedness
of the fourth order equation. To do so, one uses the regularising properties of the inverse
Laplacian. From the fourth order equation, one has the uniqueness of the u variable, from which
the uniqueness of the other variables follows.
3.3.1.2 Well posedness
We are now able to prove well-posedness of the following problems which represent a general-
isation of Problems 2.1.3 and 2.1.4 by the inclusion of g in the right hand side of the second
equation.
Problem 3.3.8. Given f ∈ (W 1,q(Γ))∗ and g ∈ (W 1,p(Γ))∗, find (u,w, λ) ∈ X × Y × RN such
that
c(u, η) + b(η, w) + (Tη, λ)RN = 〈f, η〉 ∀η ∈ X,
b(u, ξ)−m(w, ξ) = 〈g, ξ〉 ∀ξ ∈ Y,
Tu = Z.
Problem 3.3.9. Given f ∈ (W 1,q(Γ))∗, g ∈ (W 1,p(Γ))∗ and ε > 0, find (uε, wε) ∈ X × Y such
that
c(uε, η) + b(η, wε) +
1
ε
(Tuε, Tη)RN = 〈f, η〉+
1
ε
(Z, Tη)RN ∀η ∈ X,
b(uε, ξ)−m(wε, ξ) = 〈g, ξ〉 ∀ξ ∈ Y.






, where F = f −∆Γg+ g. Then, formally, the splitting w := −∆Γu+u− g
gives rise to Problems 3.3.8 and 3.3.9. This may be interpreted as a decomposition of the data
F into ”smooth” and ”singular” components.
Theorem 3.3.11. There is a unique solution to Problem 3.3.9.
Proof. The proof is an application of Theorem 3.2.13 as we have shown Assumptions 3.2.5, 3.2.9
and 3.2.10 in Propositions 2.1.2 and 3.3.5.
We now wish to show the appropriate assumptions for the well-posedness of the following
problem.
Theorem 3.3.12. There a is unique solution to Problem 3.3.8.
Proof. This follows directly from Lemma 3.3.7 as this proves that Assumption 3.2.6 holds true.
From Propositions 3.2.14 and 3.2.15, we have the following result.
Corollary 3.3.13. Let (u,w, λ) solve Problem 3.3.8 and (uε, wε) solve Problem 3.3.9. Then
there is C > 0 such that
‖u− uε‖X + ‖w − wε‖L +
√
ε‖w − wε‖Y +
√
ε‖ε−1(Tuε − Z)− λ‖RN ≤ Cε‖λ‖RN .
3.3.2 A near flat biomembrane
We give a flavour of how this same theory may be applied to the case of the Monge-Gauge.
The Monge-Gauge is studied in [34] and it is noted that it is a geometric linearisation of the
Canham-Helfrich energy or indeed, formally, the limit as R → ∞ in the a given in Definition
2.1.1. Let Ω be a smooth bounded domain in R2, and fix κ > 0 and σ ≥ 0. Fix N ∈ N and
distinct Xi ∈ Ω for i = 1, ..., N so that S = RN and T is the evaluation map at these N points.
For this flat problem, we consider the Monge-Gauge energy [34]. The numerical analysis
for this has been considered in [51] for finite size particles with constraints on closed curves using
a penalty method. The authors make use of higher order H2 conforming finite elements so do
not need to split the equation.
3.3.2.1 Fourth order formulation




κ∆u∆v + σ∇u · ∇v,





and for any ε > 0, aε : H
2(Ω)×H2(Ω)→ R by




It may be seen [34] that a is coercive over V := H2(Ω) ∩H10 (Ω), which corresponds to
so called Navier boundary conditions, which we consider here.
Problem 3.3.15. Given f ∈ (H2(Ω))∗, find u ∈ V minimising 12a(u, u) − 〈f, u〉 subject to
u(Xi) = Zi for i = 1, ..., N . This has variational formulation to find u ∈ V such that u(Xi) = Zi
for i = 1, ..., N and
a(u, η) = 〈f, η〉 ∀η ∈ V : Tη = 0.
Problem 3.3.16. Given f ∈ (H2(Ω))∗, find uε ∈ V minimising 12a(u
ε, uε)+ 12ε |Tu
ε−Z|2−〈f, uε〉.





(Z, Tη)RN + 〈f, η〉 ∀η ∈ V.
Theorem 3.3.17. There are unique solutions to both Problems 3.3.15 and 3.3.16.
Proof. This is shown in [34] by making use of the Lax-Milgram theorem with the coercivity of a
over V .
For f = 0, these are the membrane problem studied in [34, 51]. In very much the same
way as the preceding subsection, one may see that the point constraint problem can be written




λiδXi = f in Ω,
u(Xi) = Zi for i = 1, ..., N,
u|∂Ω = ∆u|∂Ω = 0.
With the penalty problem having the distributional PDE,










u|∂Ω = ∆u|∂Ω = 0.
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3.3.2.2 Second order splitting applied to this fourth order problem
Definition 3.3.18. Let ∞ > q > 2 > p > 1, then we define X = W 1,q0 (Ω), Y = W
1,p
0 (Ω),
L = L2(Ω) and S = RN , with the operators
c : X ×X → R,
b : X × Y → R,


















This definition allows us to pose the problems for this flat case. Note the generalisation
of Problems 3.3.15 and 3.3.16 by the inclusion of g in the right hand side of the second equations.
Problem 3.3.19. Given f ∈ (W 1,q(Ω))∗, g ∈ (W 1,p(Ω))∗, find (u,w, λ) ∈ X × Y × RN such
that
c(u, η) + b(η, w) + (Tη, λ)RN = 〈f, η〉 ∀η ∈ X,
b(u, ξ)−m(w, ξ) = 〈g, ξ〉 ∀ξ ∈ Y,
Tu = Z.
Problem 3.3.20. Given f ∈ (W 1,q(Ω))∗, g ∈ (W 1,p(Ω))∗, find (uε, wε) ∈ X × Y such that
c(uε, η) + b(η, wε) +
1
ε
(Tuε, Tη)RN = 〈f, η〉+
1
ε
(Z, Tη)RN ∀η ∈ X,
b(uε, ξ)−m(wε, ξ) = 〈g, ξ〉 ∀ξ ∈ Y.
Checking the required assumptions, Asssumptions 3.2.5, 3.2.9, 3.2.10 and 3.2.6 hold
almost identically as in Subsection 2.1 and gives the following theorem and corollary.
Theorem 3.3.21. There are unique solutions to Problems 3.3.20 and 3.3.19.
Corollary 3.3.22. Let (u,w, λ) solve Problem 3.3.19 and (uε, wε) solve Problem 3.3.20. Then
there is C > 0 such that
‖u− uε‖X + ‖w − wε‖L +
√
ε‖w − wε‖Y +
√
ε‖ε−1(Tuε − Z)− λ‖RN ≤ Cε‖λ‖RN .
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3.4 Abstract finite element method
We now formulate and analyse an abstract finite element method to approximate the solutions to
Problems 3.2.2 and 3.2.3. We formulate the method in the sense of an external approximation.
This is motivated by our wish to apply the formulation to surface finite elements.
Definition 3.4.1. For h > 0, let Xh, Yh and Sh be finite dimensional normed vector spaces with
lift operators
lXh : Xh → X, lYh : Yh → Y, lSh : Sh → S,











Let ch, bh, mh denote bilinear forms such that
ch : Xh ×Xh → R, bh : Xh × Yh → R, mh : Yh × Yh → R,
with mh symmetric and let (·, ·)Sh be an inner product on Sh. Furthermore, let Th : Xh → Sh be
linear and surjective with the compatibility condition that T ◦ lXh = lSh ◦ Th. Finally, let fh ∈ X∗h,
gh ∈ Y ∗h and sh ∈ Sh.




h may be identified as the spaces Xn, Yn and Sn in Section 3.2.
We will write (·)l to be the lift of (·) with the appropriate lift map. For this section, we assume
that the following approximations hold.
Assumption 3.4.2. We assume that there is C > 0 and k ∈ N such that
|c(ηlh, ξlh)− ch(ηh, ξh)| ≤Chk‖ηlh‖X‖ξlh‖X ∀(ηh, ξh) ∈ Xh ×Xh,
|b(ηlh, ξlh)− bh(ηh, ξh)| ≤Chk‖ηlh‖X‖ξlh‖Y ∀(ηh, ξh) ∈ Xh × Yh,
|m(ηlh, ξlh)−mh(ηh, ξh)| ≤Chk‖ηlh‖L‖ξlh‖L ∀(ηh, ξh) ∈ Yh × Yh,
|(zlh, χlh)S − (zh, χh)Sh | ≤Chk‖zlh‖X‖χlh‖S ∀(zh, χh) ∈ Sh × Sh,
|〈f, ηlh〉 − 〈fh, ηh〉| ≤Chk‖f‖X∗‖ηlh‖X ∀ηh ∈ Xh,
|〈g, ξlh〉 − 〈gh, ξh〉| ≤Chk‖g‖Y ∗‖ξlh‖Y ∀ξh ∈ Yh,
|(s, zlh)S − (sh, zh)Sh | ≤Chk‖s‖S‖zlh‖S ∀zh ∈ Sh.
The finite element approximations can now be formulated.
3.4.1 Finite element method for the Lagrange multiplier problem
For this subsection, we suppose Assumptions 3.2.5, 3.2.6, 3.2.10 and the following Assumption
3.4.3 hold true.
Assumption 3.4.3. There is ζ̃ > 0 independent of h such that for any (wh, χh) ∈ Yh × Sh,
















Problem 3.4.4. Find (uh, wh, λh) ∈ Xh × Yh × Sh such that
ch(uh, ηh) + bh(ηh, wh) + (λh, Thηh)Sh = 〈fh, ηh〉 ∀ηh ∈ Xh,
bh(uh, ξh)−mh(wh, ξh) = 〈gh, ξh〉 ∀ξh ∈ Yh
(Thuh, zh)Sh = (sh, zh)Sh ∀zh ∈ Sh.
Theorem 3.4.5. For sufficiently small h, there exists a solution to Problem 3.4.4. Furthermore
there is C > 0 independent of h such that




‖u− ηlh‖X + ‖w − ξlh‖Y + ‖λ− χlh‖S
)
+ Chk (‖f‖X∗ + ‖g‖Y ∗ + ‖s‖S) .
Proof. The argument follows along the lines of [33, Theorem 3.1]. For existence and uniqueness,
it is sufficient to show uniqueness for the homogeneous case, fh = gh = sh = 0, as the system is
linear and finite dimensional. In this case, we see that
ch(uh, uh) +mh(wh, wh) = 0 and (Thuh, Thuh)Sh = 0. (3.12)
We write Glh : Y
∗ → X lh to be, for each y ∈ Y ∗, Glhy is the unique element such that
b(Glhy, ξ
l
h) = 〈y, ξlh〉 ∀ξlh ∈ Y lh,
as considered in Lemma 3.2.11. Now notice that in this homogeneous case,
β̃‖ulh −Glhm(wlh, ·)‖X ≤ sup
ξh∈Yh






h)− bh(uh, ξh) +mh(wh, ξh)−m(wlh, ξh)
‖ξlh‖Y
≤Chk‖wlh‖L,
where the final line follows from Assumption 3.4.2 and that ‖ulh‖X ≤ C‖wlh‖L, which is a
consequence of the second equation of the system with the discrete inf-sup (3.5).It follows from
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(3.6),

















h)S − ch(uh, uh)−mh(wh, wh)
− 1
ε0

















where we have made use of the above bound, ‖ulh −Glhm(wlh, ·)‖X ≤ Chk‖wlh‖L, along with the
approximation assumptions on the discrete bilinear forms, Assumption 3.4.2. Thus for sufficiently
small h, wlh = 0, it follows that λh = wh = uh = 0, where uh = 0 comes from the second equation
and λh = 0 follows from the first equation and Assumption 3.4.3.
We have for any ηh ∈ Xh and ξh ∈ Yh,
β̃‖ulh − ηlh‖X ≤ sup
vh∈Yh








‖ulh‖X + ‖g‖Y ∗ + ‖wlh‖L
)
,
where we have made use of
b(ulh − ηlh, vlh) =b(u− ηlh, vlh) + b(ulh, vlh)− bh(uh, vh) + 〈gh, vh〉 − 〈g, vlh〉
+mh(wh, vh)−m(wlh, vlh) +m(wlh − ξlh, vlh)−m(w − ξlh, vlh).
In a similar fashion, for any χh ∈ Sh, one obtains from Assumption 3.4.3,













‖ulh‖X + ‖wlh‖Y + ‖f‖X∗ + ‖λlh‖S
)
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where we have made use of
b(xlh, w
l
h − ξlh) + (λlh − χlh, Txlh)S =b(xlh, w − ξlh) + (λ− χlh, Txlh)S + b(xlh, wlh)− 〈f, xlh〉




h)S + 〈fh, xh〉 − (λh, Thxh)Sh
− bh(xh, wh)− ch(uh, xh)
≤C‖xlh‖X
(




‖wlh‖Y + ‖f‖X∗ + ‖g‖Y ∗ + ‖λlh‖S
)
+ c(u− ηlh, xlh)− c(ulh − ηlh, xlh) + c(ulh, xlh)− ch(uh, xh),
and also
m(wlh − ξlh, vlh) =m(w − ξlh, vlh) +m(wlh, vlh)− b(u, vlh)
+ 〈g, vlh〉 −mh(wh, vh) + bh(uh, vh)− 〈gh, vh〉.
Combining these two inequalities gives
‖ulh − ηlh‖X+‖wlh − ξlh‖Y + ‖λlh − χlh‖S
≤C
(








All that is remaining, is to bound the L-norm which appears on the right hand side. We again
use Lemma 3.2.12 to obtain,
C‖wlh − ξlh‖2L ≤[c(ulh − ηlh, ulh − ηlh) +m(wlh − ξlh, wlh − ξlh)
− ch(uh − ηh, uh − ηh)−mh(wh − ξh, wh − ξh)]
+ [ch(uh − ηh, uh − ηh) +mh(wh − ξh, wh − ξh)]
+ [c(Glhm(w
l






h − ξlh, ·)), T (Glhm(wlh − ξlh, ·)))S .
(3.14)
The first and third terms are dealt with in [33] (the first term is dealt with in their (3.5) and the
third term immediately following), giving
|c(ulh − ηlh, ulh − ηlh) +m(wlh − ξlh, wlh − ξlh)−ch(uh − ηh, uh − ηh)−mh(wh − ξh, wh − ξh)|
≤ Chk(B2 + B‖wlh − ξlh‖L + ‖wlh − ξlh‖2L),
this is a consequence of Assumption 3.4.2, and
|c(Glhm(wlh − ξlh, ·), Glhm(wlh − ξlh, ·))− c(ulh − ηlh, ulh − ηlh)| ≤ C(B2 + B‖wlh − ξlh‖L),
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which follows from the discrete inf-sup, Assumption 3.2.10 and the definition of Glh. Where
B :=‖u− ηlh‖X + ‖w − ξlh‖Y + ‖λ− χlh‖S
+ hk
(
‖g‖Y ∗ + ‖f‖X∗ + ‖s‖S + ‖ulh‖X + ‖wlh‖Y + ‖λlh‖S + ‖ηlh‖X + ‖ξlh‖Y + ‖χlh‖S
)
.
The fourth term of (3.14) may be dealt with in the same way as the third and first part of the
same equation. For the remaining term of (3.14), we calculate,
ch(uh − ηh, uh − ηh)+mh(wh − ξh, wh − ξh)
=[ch(uh − ηh, uh − ηh) + bh(uh − ηh, wh − ξh) + (λh − χh, Th(uh − ηh))Sh ]
− [bh(uh − ηh, wh − ξh)−mh(wh − ξh, wh − ξh)]
− (λh − χh, Th(uh − ηh))Sh .
(3.15)
We now split up the calculation of (3.15). For the second term of (3.15),
bh(uh − ηh, wh − ξh)−mh(wh − ξh, wh − ξh)
=b(u− ηlh, wlh − ξlh)−m(w − ξlh, w − ξlh)− 〈g, wlh − ξlh〉+ 〈gh, wh − ξh〉
+ b(ηlh, w
l
h − ξlh)−m(ξlh, wlh − ξlh)− bh(ηh, wh − ξh) +mh(ξh, wh − ξh)
≤C‖wlh − ξlh‖Y
(
‖u− ηlh‖X + ‖w − ξlh‖Y + hk
(
‖g‖Y ∗ + ‖ηlh‖X + ‖ξlh‖Y
))
≤C(B2 + B‖wlh − ξlh‖L).
With the first term of (3.15) resulting in,
ch(uh − ηh, uh − ηh) + bh(uh − ηh, wh − ξh) + (λh − χh, Th(uh − ηh))Sh
=c(u− ηlh, ulh − ηlh) + b(ulh − ηlh, w − ξlh) + (λ− χlh, T (ulh − ηlh))S
− 〈f, ulh − ηlh〉+ 〈fh, uh − ηh〉+ c(ηlh, ulh − ηlh) + b(ulh − ηlh, ξlh)
+ (χlh, T (u
l
h − ηlh))S − ch(ηh, uh − ηh)− bh(uh − ηh, ξh)
− (χh, Th(uh − ηh))Sh
≤C‖ulh − ηlh‖X
(
‖u− ηlh‖X + ‖w − ξlh‖Y + ‖λ− χlh‖S
)
+ Chk‖ulh − ηlh‖X
(
‖ηlh‖X + ‖ξlh‖Y + ‖χlh‖S + ‖f‖X∗
)
≤C(B2 + B‖wlh − ξlh‖L).
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Finally, from the third term of (3.15), one has
(Th(uh − ηh), λh − χh)Sh =(T (u− ηlh), λlh − χlh)S + (Tηlh, λlh − χlh)S − (s, λlh − χlh)S
− (Thηh, λh − χh)Sh + (sh, λh − χh)Sh
≤C‖λlh − χlh‖S(‖u− ηlh‖X + hk(‖s‖S + ‖ηlh‖X))
≤C(B2 + B‖wlh − ξlh‖L).
Thus for sufficiently small h, we have
‖wlh − ξlh‖2L ≤ C(B2 + B‖wlh − ξlh‖L),
which after an application of Young’s inequality, gives us the desired control on ‖wlh − ξlh‖L.
When putting this into (3.13) gives,
‖ulh − ηlh‖X + ‖wlh − ξlh‖Y + ‖λlh − χlh‖S ≤ CB. (3.16)
By choice of ηh = ξh = χh = 0, one has
‖ulh‖X + ‖wlh‖Y + ‖λlh‖S ≤C (‖u‖X + ‖w‖Y + ‖λ‖S)
+ Chk
(
‖f‖X∗ + ‖g‖Y ∗ + ‖s‖S + ‖ulh‖X + ‖wlh‖Y + ‖λlh‖S
)
,
which for sufficiently small h, and the estimates shown in Theorem 3.2.8, gives
‖ulh‖X + ‖wlh‖Y + ‖λlh‖S ≤ C (‖f‖X∗ + ‖g‖Y ∗ + ‖s‖S) .
Using this and the triangle inequality gives
‖u− ulh‖X+‖w − wlh‖Y + ‖λ− λlh‖S
≤C
(




‖g‖Y ∗ + ‖f‖X∗ + ‖s‖S + ‖ηlh‖X + ‖ξlh‖Y + ‖χlh‖S
)
.




h terms on the right hand side, this can be done
by
‖ηlh‖X + ‖ξlh‖Y + ‖χlh‖S ≤ ‖u− ηlh‖X + ‖w − ξlh‖Y + ‖λ− χlh‖S + ‖u‖X + ‖w‖Y + ‖λ‖S .
Thus for sufficiently small h, it holds
‖u− ulh‖X + ‖w − wlh‖Y + ‖λ− λlh‖S ≤ C
[
‖u− ηlh‖X + ‖w − ξlh‖Y + ‖λ− χlh‖S




Taking the infimum over (ηh, ξh, χh) ∈ Xh × Yh × Sh gives the result.
In applications one may have interpolation operators which allow an error bound of the
form of Chα for some 0 ≤ α ≤ k. The magnitude of α will depend on the regularity of the
solution.
Corollary 3.4.6. Suppose there are Banach spaces X, Y , S continuously embedded in X, Y , S





‖u− ηlh‖X + ‖w − ξlh‖Y + ‖λ− χlh‖S
)
≤ Chα(‖u‖X + ‖w‖Y + ‖λ‖S).
Then for sufficiently small h, there is C > 0 such that
‖u−ulh‖X +‖w−wlh‖Y +‖λ−λlh‖S ≤ Chmin(α,k)(‖u‖X +‖w‖Y +‖λ‖S +‖f‖X∗+‖g‖Y ∗+‖s‖S).
Proposition 3.4.7. Under the assumptions of the above, further suppose there are Hilbert spaces
H, J , K with X, Y , S continuously embedded into H, J , K respectively. Suppose there is a
unique (ψ, φ, ω) ∈ X × Y × S solving
c(η, ψ) + b(η, φ) + (Tη, ω)S = (u− ulh, η)H ∀η ∈ X,
b(ψ, ξ)−m(φ, ξ) = (w − wlh, ξ)J ∀ξ ∈ Y,
(Tψ, z)S = (λ− λlh, z)K ∀z ∈ S.
Assume there are Banach spaces X̂, Ŷ , Ŝ continuously embedded in X, Y , S respectively, with




‖ψ − ηlh‖X + ‖φ− ξlh‖Y + ‖ω − χlh‖S
)
≤ Ĉhβ(‖ψ‖X̂ + ‖φ‖Ŷ + ‖ω‖Ŝ).
Finally assume the regularity result of
‖ψ‖X̂ + ‖φ‖Ŷ + ‖ω‖Ŝ ≤ C̃(‖u− u
l
h‖H + ‖w − wlh‖J + ‖λ− λlh‖K).
Then for sufficiently small h, there is C > 0 independent of h such that
‖u−ulh‖H+‖w−wlh‖J+‖λ−λlh‖K ≤ Chmin(α+β,k)(‖u‖X+‖w‖Y +‖λ‖S+‖f‖X∗+‖g‖Y ∗+‖s‖S).
Proof. Let (ψ, φ, ω) be as above, then by testing the system with (u − ulh, w − wlh, λ − λlh) and
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adding together, one has,
(u− ulh,u− ulh)H + (w − wlh, w − wlh)J + (λ− λl, λ− λl)K
= c(u− ulh, ψ − ηlh) + b(u− ulh, φ− ξlh) + (T (u− ulh), ω − χlh)S
+ b(ψ − ηlh, w − wlh)−m(φ− ξlh, w − wlh) + (T (ψ − ηlh), λ− λlh)S
+ 〈f, ηlh〉+ 〈g, ξlh〉+ (s, χlh)S
− c(ulh, ηlh)− b(ulh, ξlh)− (Tulh, χlh)S − b(ηlh, wlh) +m(ξlh, wlh)− (Tηlh, λlh)S
− 〈fh, ηh〉 − 〈gh, ξh〉 − (sh, χh)Sh
+ ch(uh, ηh) + bh(uh, ξh) + (Thuh, χh)Sh + bh(ηh, wh)−mh(ξh, wh) + (Thηh, λh)Sh .
we see that the first two lines may be bounded by
(‖ψ − ηlh‖X + ‖φ− ξlh‖Y + ‖ω − χlh‖S)(‖u− ulh‖X + ‖w − wlh‖Y + ‖λ− λlh‖S),
and the final four lines may be bounded by the approximation properties of the discrete operators.
One then obtains
(u−ulh, u− ulh)H + (w − wlh, w − wlh)J + (λ− λl, λ− λl)K
≤C
[(
‖ψ − ηlh‖X + ‖φ− ξlh‖Y + ‖ω − χlh‖S
) (
‖u− ulh‖X + ‖w − wlh‖Y + ‖λ− λlh‖S
)
+ hk (‖f‖X∗ + ‖g‖Y ∗ + ‖s‖S)
(
‖ψ − ηlh‖X + ‖φ− ξlh‖Y + ‖ω − χlh‖S
)
+ hk (‖f‖X∗ + ‖g‖Y ∗ + ‖s‖S) (‖ψ‖X + ‖φ‖Y + ‖ω‖S)
]
.
By taking infimum over (ηh, ξh, χh) ∈ Xh × Yh × Sh, one has the result by use of Young’s
inequality.
3.4.2 Finite element method for the penalty problem
Problem 3.4.8. Given ε > 0, find (uεh, w
ε
h) ∈ Xh × Yh solving the problem
ch(u
ε







h, Thηh)Sh = 〈fh, ηh〉+
1
ε
(sh, Thηh)Sh ∀ηh ∈ Xh,
bh(u
ε
h, ξh)−mh(wεh, ξh) = 〈gh, ξh〉 ∀ξh ∈ Yh.
We now prove well-posedness of this problem and give error estimates. For the error esti-
mates, there are two obvious ways to proceed, first of all, one might wish to consider proceeding
as though this is a problem independent of the hard constraint problem. An alternate approach
is to use that the hard constraint problem is well approximated by the penalty problem and show
a similar bound for the discrete problems, then use the error estimates for the hard constraint
problem. Both of these approaches will be considered, starting with the approach estimating the
difference to the hard constraint problem.
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We first show the existence and uniqueness of a solution to Problem 3.4.8. We sup-
pose that Assumptions 3.2.5, 3.2.6, 3.2.9, 3.2.10 and 3.4.3 hold true for the remainder of this
subsection.
Theorem 3.4.9. For sufficiently small h and sufficiently small ε, there exists a unique solution
to Problem 3.4.8.
Proof. Existence and uniqueness follows from the homogeneous case fh = gh = sh = 0 as the
system is linear and finite dimensional. In this homogeneous case we have that, by testing the



















h) = 0. (3.17)
It follows from Lemma 3.2.12 that







l, ·)), T (Glhm((wεh)l, ·)))S +m((wεh)l, (wεh)l)





































Hence for sufficiently small h, it holds that wlh = u
l
h = 0. Thus there is a unique solution.
We now wish to show a discrete version of Proposition 3.2.14 so that we may use the
approximation theory from Theorem 3.4.5 to obtain uniform estimates on the solution to Problem
3.4.8.
Lemma 3.4.10. Let (uεh, w
ε
h) solve Problem 3.4.8 and let (uh, wh, λh) solve Problem 3.4.4. Then
for sufficiently small ε > 0, there is C > 0 independent of ε and h such that,
‖ulh − (uεh)l‖X + ‖wlh − (wεh)l‖Y +
∥∥λlh − ε−1T ((uεh)l − ulh)∥∥S ≤ C‖λlh‖S√ε.
Proof. As previously shown in the proof of Theorem 3.4.5,





‖X ≤ Chk(‖ulh − (uεh)l‖X + ‖wlh − (wεh)l‖L),
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where we also know for h sufficiently small,
‖ulh − (uεh)l‖X ≤ C‖wlh − (wεh)l‖L.
Adding (ε−1 − ε−10 )‖T ((uεh)l − ulh)‖2S , to the statement of Lemma 3.2.12, with the above, yields,
C‖wlh − (wεh)l‖2L+(ε−1 − ε−10 )‖T ((uεh)l − ulh)‖2S
≤c(Glhm((wεh)l − wlh, ·), Glhm((wεh)l − wlh, ·)) +m((wεh)l − wlh, (wεh)l − wlh)
+ ε−1(T ((uεh)
l − ulh), T ((uεh)l − ulh))S
≤c((uεh)l − ulh, (uεh)l − ulh) +m((wεh)l − wlh, (wεh)l − wlh)
+ ε−1(T ((uεh)
l − ulh), T ((uεh)l − ulh))S + Chk‖(wεh)l − wlh‖2L.
For sufficiently small h, we may hide the hk terms in the left hand side, giving,
C‖wlh−(wεh)l‖2L + (ε−1 − ε−10 )‖T ((uεh)l − ulh)‖2S
≤c((uεh)l − ulh, (uεh)l − ulh) +m((wεh)l − wlh, (wεh)l − wlh)
+ ε−1(T ((uεh)
l − ulh), T ((uεh)l − ulh))S
≤ch(uεh − uh, uεh − uh) +mh(wεh − wh, wεh − wh) + ε−1(Th(uεh − uh), Th(uεh − uh))Sh
+ c((uεh)
l − ulh, (uεh)l − ulh)− ch(uεh − uh, uεh − uh)
+m((wεh)
l − wlh, (wεh)l − wlh)−mh(wεh − wh, wεh − wh)
+ ε−1(T ((uεh)
l − ulh), T ((uεh)l − ulh))S − ε−1(Th(uεh − uh), Th(uεh − uh))Sh ,
where the final three lines may be bounded by Chk
(
‖wlh − (wεh)l‖2L + ε−1‖T ((uεh)l − ulh)‖2S
)
,
which follows from the approximations in Assumption 3.4.2 and using the compatibility condition









‖wlh − (wεh)l‖2L + (ε−1 − ε−10 )‖T ((uεh)l − ulh)‖2S
)
≤ch(uεh − uh, uεh − uh) +mh(wεh − wh, wεh − wh)
+ ε−1(Th(u
ε
h − uh), Th(uεh − uh))Sh
=(λh, Th(u
ε




‖T ((uεh)l − ulh)‖2S ,
where the equality follows from the discrete equations, the inequality on the penultimate line
again follows from the approximation property for the inner products on S and Sh in Assumption
3.4.2 along with the compatibility condition T ◦lXh = lSh◦Th and the final line is Young’s inequality.
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Thus choosing ρ sufficiently big (independent of ε) gives
‖wlh − (wεh)l‖2L + ε−1‖T ((uεh)l − ulh)‖2S ≤ Cε‖λlh‖2S .
We now make use of Assumption 3.4.3,





h − (wεh)l) + (Tηlh, λlh − ε−1T ((uεh)l − ulh))S +m(wlh − (wεh)l, ξlh)
‖ηlh‖X + ‖ξlh‖Y
.
It is clear in the above that the m term is bounded as we would like. We then have
b(ηlh, w
l
h−(wεh)l) + (Tηlh, λlh − ε−1T ((uεh)l − ulh))S
=bh(ηh, w
ε
h − wh) + (Thηh, λh − ε−1Th(uεh − uh))Sh + b(ηlh, wlh − (wεh)l)
− bh(ηh, wεh − wh) + (Tηlh, λlh − ε−1T ((uεh)l − ulh))S − (Thηh, λh − ε−1Th(uεh − uh))Sh
=ch(uh − uεh, ηh) + b(ηlh, wlh − (wεh)l)− bh(ηh, wεh − wh)
+ (Tηlh, λ
l
h − ε−1T ((uεh)l − ulh))S − (Thηh, λh − ε−1Th(uεh − uh))Sh
≤ch(uh − uεh, ηh) + Chk‖ηlh‖X
(
‖wlh − (wεh)l‖Y + ‖λlh − ε−1T ((uεh)l − ulh)‖S
)
.
Thus, for h sufficiently small
‖wlh − (wεh)l‖Y + ‖λlh − ε−1T ((uεh)l − ulh)‖S ≤ C‖ulh − (uεh)l‖X ,
which completes the result.
This results in the following Theorem.
Theorem 3.4.11. Let (uεh, w
ε
h) be the solution to Problem 3.4.8, let (u
ε, wε) be the solution to
Problem 3.2.3 and let (u,w, λ) be the solution to problem 3.2.2. Then there is C > 0 independent
of h and ε such that
‖uε − (uεh)l‖X + ‖wε − (wεh)l‖Y ≤ C inf
(ηh,ξh,χh)∈Xh×Yh×Sh
(




ε) (‖f‖X∗ + ‖g‖Y ∗ + ‖s‖S) .
Proof. We start by considering uε − (uεh)l = (uε − u) + (u− ulh) + (ulh − (uεh)l) and similarly for
w terms. From Proposition 3.2.14 and Lemma 3.4.10, it holds
‖uε − (uεh)l‖X + ‖wε − (wεh)l‖Y ≤ C
√
ε(‖λ‖S + ‖λlh‖S) + ‖u− ulh‖X + ‖w − wlh‖Y ,
which combined with Theorem 3.4.5 gives the result.
If (uε, wε) were to be sufficiently more regular than (u,w, λ), one may wish to use this
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extra regularity to pay for the ε cost and obtain higher order convergence than would be attained
from Proposition 3.4.7.
3.4.3 Estimates based only on penalty formulation
Theorem 3.4.12. Let (uεh, w
ε
h) be the solution to Problem 3.4.8, let (u
ε, wε) be the solution to
Problem 3.2.3. Then there is C > 0 independent of h and ε such that for hk/ε sufficiently small











(‖f‖X∗ + ‖g‖Y ∗ + ‖s‖S) .
Proof. This argument follows as in [33, Theorem 3.1] where we keep track of the ε terms. For
the required error estimate, we have for any ηh ∈ Xh and ξh ∈ Yh,
β̃‖(uεh)l − ηlh‖X ≤ sup
vh∈Yh
b((uεh)








‖(uεh)l‖X + ‖g‖Y ∗ + ‖(wεh)l‖L
)
,
where we have made use of
b((uεh)
l − ηlh, vlh) =b(uε − ηlh, vlh) + b((uεh)l, vlh)− bh(uεh, vh) + 〈gh, vh〉 − 〈g, vlh〉
+mh(w
ε
h, vh)−m((wεh)l, vlh) +m((wεh)l, vlh)−m(wε, vlh).




l − ξlh) =b(xlh, wε − ξlh) + b(xlh, (wεh)l) + c(uε, xlh) +
1
ε
(Tuε − s, Txlh)S − 〈f, xlh〉





h − sh, Thxh)Sh − ch(uεh, xh)− bh(xh, wεh)
≤C‖xlh‖X
(
‖wε − ξlh‖Y + ‖uε − ηlh‖X + ‖(uεh)l − ηlh‖X
+ hk
(
‖f‖X∗ + ‖(uεh)l‖X + ‖(wεh)l‖Y
))





l − ξlh) ≤ C‖xlh‖X
(
‖wε − ξlh‖Y + ‖uε − ηlh‖X + ‖(uεh)l − ηlh‖X
+ ε−1
(













‖(uεh)l − ηlh‖X + ‖(wεh)l − ξlh‖Y




(‖uε − ηlh‖X + ‖(wεh)l − ξlh‖L)




‖g‖Y ∗ + ‖(uεh)l‖X + ‖(wεh)l‖L
)
+ ‖(wεh)l‖Y ].
We are now left to control ‖(wεh)l− ξlh‖L, this is done as in the proof of Theorem 3.4.5, by using
the discrete coercivity relation, Lemma 3.2.12, and splitting it up into three parts. The first and
third terms are identical to before, thus we are left to bound
ch(u
ε
h − ηh, uεh − ηh) +mh(wεh − ξh, wεh − ξh) =ch(uεh − ηh, uεh − ηh) + bh(uεh − ηh, wεh − ξh)
− bh(uεh − ηh, wεh − ξh) +mh(wεh − ξh, wεh − ξh).
(3.18)
For the second term of this, we see that it is bounded by




‖uε − ηlh‖X + hk
(






‖g‖Y ∗ + ‖(uεh)l‖X + ‖(wεh)l‖L + ‖ηlh‖X
)
For the first term of (3.18),
ch(u
ε
h − ηh,uεh − ηh) + bh(uεh − ηh, wεh − ξh)
≤ch(uεh − ηh, uεh − ηh) + bh(uεh − ηh, wεh − ξh) + ε−1(Th(uεh − ηh), Th(uεh − ηh))Sh
=ε−1(sh, Th(u
ε
h − ηh))Sh + 〈fh, uεh − ηh〉 − ch(ηh, uεh − ηh)− bh(uεh − ηh, ξh)




l − ηlh) + b((uεh)l − ηlh, ξlh) + ε−1(Tηlh, T ((uεh)l − ηlh))S
+ c(uε − ηlh, (uεh)l − ηlh) + b((uεh)l − ηlh, wε − ξlh) + ε−1(T (uε − ηlh), T ((uεh)l − ηlh))S
≤C‖(uεh)l − ηlh‖X
(
‖uε − ηlh‖X + ‖wε − ξlh‖Y + ε−1‖T (uε − ηlh)‖S
+ hk(ε−1‖s‖S + ‖f‖X∗ + ‖ηlh‖X + ε−1‖Tηlh‖S) + ‖ξlh‖Y
)
≤CBε(Bε + ‖(wεh)l − ξlh‖L).
Together, this yields,
‖(uεh)l − ηlh‖X+‖(wεh)l − ξlh‖Y ≤ CBε
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A choice of ηh = ξh = 0 gives
































(‖s‖S + ‖g‖Y ∗)
))
.
The triangle inequality then yields,
‖uε − (uεh)l‖X+‖wε − (wεh)l‖Y
≤‖uε − ηlh‖X + ‖wε − ξlh‖Y + ‖(uεh)l − ηlh‖X + ‖(wεh)l − ξlh‖Y
≤C
[




‖uε − ηlh‖X + hk
(























+ hk(1 + ε−1)2 (‖g‖Y ∗ + ‖s‖S)
]
Further applications of the triangle inequality yield
‖ηlh‖X ≤‖uε − ηlh‖X + ‖uε‖X ≤ ‖uε − ηlh‖X + C
(
‖f‖X∗ + (1 + ε−1)‖g‖Y ∗ + ε−1‖s‖S
)
,
‖ξlh‖Y ≤‖wε − ξlh‖Y + ‖wε‖Y ≤ ‖wε − ξlh‖Y + C(1 + ε−1)(‖f‖X∗ + (1 + ε−1)‖g‖Y ∗ + ε−1‖s‖S).
Thus
‖uε − (uεh)l‖X + ‖wε − (wεh)l‖Y ≤ C
[









(‖g‖Y ∗ + ‖s‖S)
]
.
Taking infimum over (ηh, ξh) ∈ X × Y gives the result.
Corollary 3.4.13. Suppose there are Banach spaces X and Y continuously embedded in X and





‖uε − ηlh‖X + ‖wε − ξlh‖Y
)
≤ Chα (‖uε‖X + ‖w
ε‖Y ) .
Then for sufficiently small h, there is C > 0 such that





hmin(α,k) (‖uε‖X + ‖w
ε‖Y + ‖f‖X∗ + ‖g‖Y ∗ + ‖s‖S) .
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Proposition 3.4.14. Under the assumptions of the above, further suppose there are Hilbert
spaces H and J such that X and Y are continuously embedded into H and J respectively. Let
(ψ, φ) ∈ X × Y be the unique solution to
c(η, ψ) + b(η, φ) +
1
ε
(Tη, Tψ)S = (u
ε − (uεh)l, η)H ∀η ∈ X
b(ψ, ξ)−m(φ, ξ) = (wε − (wεh)l, ξ)J ∀ξ ∈ Y.
Assume there are Banach spaces X̂, Ŷ continuously embedded in X, Y respectively, with (ψ, φ) ∈











Finally assume the regularity result of
‖ψ‖X̂ + ‖φ‖Ŷ ≤ C̃(‖u
ε − (uεh)l‖H + ‖wε − (wεh)l‖J).
Then for sufficiently small h, there is C > 0 independent of h such that






ε‖Y + ‖f‖X∗ + ‖g‖Y ∗ + ‖s‖S) .
Proof. Let (ψ, φ) be as above, then by testing with (uε − (uεh)l, wε − (wεh)l) and summing, one
has
(uε − (uεh)l,uε − (uεh)l)H + (wε − (wε)l, wε − (wεh)l)J
= c(uε − (uεh)l, ψ − ηlh) + b(uε − (uεh)l, φ− ξlh) + ε−1(T (uε − (uεh)l), T (ψ − ηlh))S
+ b(ψ − ηlh, wε − (wεh)l)−m(φ− ξlh, wε − (wεh)l)
+ 〈f, ηlh〉+ ε−1(s, Tηlh)S + 〈g, ξlh〉
− c((uεh)l, ηlh)− b((uεh)l, ξlh)− ε−1(T (uεh)l, Tηlh)S − b(ηlh, (wεh)l) +m(ξlh, (wεh)l)
− 〈fh, ηh〉 − ε−1(sh, Thηh)Sh − 〈gh, ξh〉
+ ch(u
ε
h, ηh) + bh(u
ε
h, ξh) + ε
−1(Thu
ε
h, ηh)Sh + bh(ηh, w
ε
h)−mh(ξh, wεh),
we see the first two lines may be bounded by
((1 + ε−1)‖ψ − ηlh‖X + ‖φ− ξlh‖Y )(‖uε − (uεh)l‖X + ‖wε − (wεh)l‖Y ),
with the final four lines being bounded by the approximating properties of the discrete bilinear
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forms and linear functionals. It follows,





‖ψ − ηlh‖X + ‖φ− ξlh‖Y
) (






(‖f‖X∗ + ‖g‖Y ∗ + ‖s‖S)
(
‖ψ − ηlh‖X + ‖φ− ξlh‖Y + ‖ψ‖X + ‖φ‖Y
)]
.
Taking infimum over (ηh, ξh) ∈ Xh×Yh and applying Young’s inequality completes the result.
3.5 Finite element approximation for PDE example prob-
lems
3.5.1 A near spherical biomembrane

























with Thηh := Tη
l
h. We take fh, gh ∈ (Slh)∗ to satisfy 〈fh, ηh〉 = 〈f, ηlh〉, 〈gh, ξh〉 = 〈g, ξlh〉.
We now verify Assumption 3.4.3.
Proposition 3.5.2. There is C > 0 such that


















Proof. Well-posedness of Problem 3.3.8 gives that for any (u,w, λ) ∈ X×Y ×RN , there is C > 0
such that
C(‖u‖1,q+‖w‖1,p + ‖λ‖RN )
≤ sup
(η,ξ,χ)∈X×Y×RN
c(u, η) + b(η, w) + (Tη, λ) + b(u, ξ)−m(w, ξ) + (Tu, χ)RN
‖η‖1,q + ‖ξ‖1,p + ‖χ‖RN
.
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+ C ′h1−2/q| log(h)|‖χh‖RN .
Where Ph is the L
2(Γ) projection, the log term appears from ‖η − Πhη‖0,∞ ≤ C| log(h)|‖η −
I lhη‖0,∞ [74], the h1−2/q follows from interpolation inequalities and Ph is a bounded operator
from W 1,p(Γ) to itself [11]. Thus for sufficiently small h, this completes the proof.
Problem 3.5.3. Find (uh, wh, λh) ∈ Sh × Sh × RN such that
∫
Γh
uh = 0 and




bh(uh, ξh)−mh(wh, ηh) = 〈gh, ξh〉 ∀ξh ∈ Sh,
Thuh = Z.
Theorem 3.5.4. There is a unique solution to Problem 3.5.3. Moreover, for g ∈ L2(Γ) it holds
that
‖u− ulh‖1,2 + ‖w − wlh‖0,2 + ‖λ− λlh‖RN ≤ Ch2/q(‖f‖−1,p + ‖g‖0,2 + ‖Z‖RN ).
One might hope that the estimate follows from Theorem 3.4.5, Corollary 3.4.6 and Propo-
sition 3.4.7. However, it is possible to see that due to our choice of T the maximum regularity
one might expect is X = H2(Γ), X̂ = W 3,p(Γ), Y = Ŷ = W 1,p(Γ), and S = Ŝ = S, which would
give α = β = 0 in the context of Proposition 3.4.7. As such we require a different method, the
idea is to, in the proof of Proposition 3.4.7, pick ξh to be Πhw which gives that the term which
would depend on ‖φ− ξlh‖Y vanishes. We also address the fact that the typical lift map from the
discrete surface to the continuous surface will not, in general, preserve the integral of functions.
Proof. The existence follows from Theorem 3.4.5. For the estimate, consider (ψ, φ, χ) ∈ X ×
W 1,p(Γ)× RN such that
c(η, ψ) + b(η, φ) + (Tη, χ) = (u− ulh, η)H1(Γ) ∀η ∈ X,
b(ψ, ξ)−m(φ, ξ) = (w − wlh, ξ)L2(Γ) ∀ξ ∈W 1,p(Γ),
Tψ = λ− λh.
This has a unique solution with ‖ψ‖2,2 + ‖φ‖1,p + ‖χ‖RN ≤ C(‖u− ulh‖1,2 + ‖w−wlh‖0,2 + ‖λ−
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average value of v, gives
‖u− ulh‖21,2 + (u− ulh, [ulh])H1(Γ)+‖w − wlh‖20,2 + ‖λ− λh‖2RN
=c(u− ulh + [ulh], ψ) + b(ψ,w − wlh) + (Tψ, λ− λh)RN
+ b(u− ulh + [ulh], φ)−m(w − wlh, φ) + (T (u− ulh), χ)RN .
The final term here is 0 when h is sufficiently small that Thuh = Tu
l
h = Tu = Z, and it holds











b(u− ulh, φ)−m(w − wlh, φ) =〈g, φ−Πhφ〉+ 〈g,Πhφ〉 − 〈gh,Πhφ−l〉
















+h2(‖g‖0,2 + ‖ulh‖1,q + ‖wlh‖0,2)
]
‖φ‖1,p.
For the remaining terms,
c(u− ulh, ψ) + b(ψ,w − wlh) + (Tψ, λ− λh)RN
=〈f, ψ〉 − c(ulh, ψ − I lhψ)− b(ψ − I lhψ,wlh)− (T (ψ − I lhψ), λh)RN
− c(ulh, I lhψ)− b(I lhψ,wlh)− (TI lhψ, λh)RN − 〈fh, Ihψ − [Ihψ]〉
+ ch(uh, Ihψ − [Ihψ]) + bh(Ihψ − [Ihψ], wh) + (Th(Ihψ − [Ihψ]), λh)RN
≤C
[
(‖f‖−1,p + ‖ulh‖1,q + ‖wlh‖1,p + ‖λh‖RN )‖ψ − I lhψ‖1,q
+ h2‖I lhψ‖1,q(‖ulh‖1,q + ‖wlh‖1,p + ‖λh‖RN + ‖f‖−1,p)




h2/q(‖f‖−1,p + ‖ulh‖1,q + ‖wlh‖1,p + ‖λh‖RN )‖ψ‖2,2
+ h2‖I lhψ‖1,q(‖ulh‖1,q + ‖wlh‖1,p + ‖λh‖RN + ‖f‖−1,p)




where we may see that [Ihψ] ≤ Ch2‖ψ‖2,2, and we have used
〈f, I lhψ〉 − 〈fh, Ihψ〉 ≤ Ch2‖f‖−1,p‖I lhψ‖1,q,
which follows from the estimates on m and mh and using density. Hence we have, after using
Young’s inequality on the additional left hand side term,
‖u− ulh‖21,2+‖w − wlh‖20,2 + ‖λ− λh‖2RN
≤Ch2/q(‖g‖0,2 + ‖f‖−1,p + ‖ulh‖1,q + ‖wlh‖1,p + ‖λh‖RN )(‖ψ‖2,2 + ‖φ‖1,p),
which after using ‖ulh‖1,q +‖wlh‖1,p+‖λh‖RN ≤ C(‖g‖0,2 +‖f‖−1,p+‖Z‖RN ), and the regularity
estimates assumed for ‖ψ‖2,2 + ‖φ‖1,p, gives the result.
We now wish to improve this estimates to the spaces which are natural to the problem.
Corollary 3.5.5. Under the assumptions of the above theorem, it holds that
‖u− ulh‖1,q ≤ Ch2/q(‖g‖0,2 + ‖f‖−1,p + ‖Z‖RN ).
Proof. The inf-sup condition in Lemma 3.3.2 gives,






b(u− ulh, ξ) =m(w, ξ −Πhξ) + 〈g, ξ −Πhξ〉+m(w − wlh,Πhξ)
+m(wlh,Πhξ)− b(ulh,Πhξ) + 〈g,Πhξ〉
−mh(wh, (Πhξ)−l) + bh(uh, (Πhξ)−l)− 〈gh, (Πhξ)−l〉
≤Ch2/q(‖w‖0,2 + ‖g‖0,2)‖ξ‖1,p + C‖w − wlh‖0,2‖ξ‖1,p.
The estimate shown for ‖w − wlh‖0,2 in Theorem 3.5.4 completes the result.
Corollary 3.5.6. In addition to the assumptions of the above, assume f ∈ C(Γ)∗, it then holds,
‖w − wlh‖1,p ≤ Chmin(2/p−1,2/q)| log(h)|(‖f‖C(Γ)∗ + ‖g‖0,2 + ‖Z‖RN ).
Proof. The inf-sup condition from Proposition 3.3.5 gives,
γ‖w − wlh − [w] + [wlh]‖1,p ≤ sup
η∈X









b(η, w − wlh) =〈f, η −Πhη〉 − c(u, η −Πhη)− (λ, T (η −Πhη))RN
+ 〈f,Πhη〉+ c(ulh − u,Πhη) + (λh − λ, TΠhη)RN − (λh, TΠhη)RN
− c(ulh,Πhη)− b(Πhη, wlh)
+ ch(uh,Π
−l
h η) + bh(Π
−l
h η, wh) + (λh, ThΠ
−l
h η)RN − 〈fh,Π
−l
h η〉.
For our particular choice of c, it holds that c(u, η) ≤ C‖u‖2,2‖η‖0,2. For f ∈ C(Γ)∗ it holds
〈f, η〉 ≤ ‖f‖C(Γ)∗‖η‖0,∞. Furthermore, we have that ThΠ−lh η = TΠhη by definition. From [74]
‖η −Πhη‖0,∞ ≤ C| log(h)|‖η − I lhη‖0,∞. Together, this gives
b(η, w − wlh) ≤ C‖η‖1,q
[
h‖u‖2,2 + | log(h)|h1−2/q(‖λ‖RN + ‖f‖C(Γ)∗)
+ ‖u− ulh‖1,2 + ‖λ− λh‖RN + h2(‖f‖C(Γ)∗ + ‖ulh‖1,q + ‖wlh‖1,p)
]
.
Using the estimate in Theorem 3.5.4 for ‖u− ulh‖1,2 + ‖λ− λh‖RN completes the proof.
Notice that for p = 4/3, this results in almost h
1
2 convergence. We now look at the
problem with penalty, which follows as in Theorem 3.4.11.
Problem 3.5.7. Find (uεh, w
ε
h) ∈ Slh × Slh such that
∫
Γh
uεh = 0 and
ch(u
ε







h, Tηh)RN = 〈fh, ηh〉+
1
ε






h, ξh)−m(wεh, ξh) = 〈gh, ξh〉 ∀ξh ∈ Sh.
Theorem 3.5.8. There is a unique solution to Problem 3.5.7. Moreover, for g ∈ L2(Γ), it holds
for f ∈W 1,q(Γ)∗,
‖uε − (uεh)l‖1,2 + ‖wε − (wεh)l‖0,2 ≤ C(h2/q +
√
ε)(‖f‖−1,p + ‖g‖0,2 + ‖Z‖RN )
In particular,
‖uε − (uεh)l‖1,q ≤ C(h2/q +
√
ε)(‖f‖−1,p + ‖g‖0,2 + ‖Z‖RN )
and if f ∈ C(Γ)∗, then for any 1 < p < 2 < q <∞ with p, q conjugate
‖wε − (wεh)l‖1,p ≤ C(hmin(2/p−1,2/q)| log(h)|+
√
ε)(‖f‖C(Γ)∗ + ‖g‖0,2 + ‖Z‖RN ).
Proof. The results follow from the same argument as Theorem 3.4.11, where we have the results
of Theorem 3.5.4 and Corollaries 3.5.5 and 3.5.6 to give the h estimates and we may see from
Corollary 3.2.17 and Lemma 3.4.10 the ε approximation.
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3.5.2 A flat biomembrane
We here outline the existence results and estimates as in the preceding subsection for the case
of the nearly flat membrane problem discussed in Subsection 3.5.2. We make the simplifying
assumption that Ω is convex and polygonal.
Definition 3.5.9. Let Th be a triangulation of Ω with Ω =
⋃
K∈Th K and K
◦ ∩ (K ′)◦ = ∅
∀K,K ′ ∈ Th for K 6= K ′. Define
Sh := {χ ∈ C(Ω) : χ|K ∈ P 1(K) ∀K ∈ Th}.
Where P 1(K) is the polynomials of degree 1 or less on K. The Lagrange basis functions φi of this
space are uniquely determined by their values at the so-called Lagrange nodes qj. The associated
Lagrange interpolation Ih : C(Ω) → Sh is given by Ihf :=
∑
i f(qi)φi. We again take the linear
functionals as in Definition 3.3.18 and assume that Th is a regular triangulation.
Problem 3.5.10. Find (uh, wh, λh) ∈ Sh × Sh × RN such that
c(uh, ηh) + b(ηh, wh) + (Tηh, λh)RN =〈fh, ηh〉 ∀ηh ∈ Sh
b(uh, ξh)−m(wh, ξh) =〈gh, ξh〉 ∀ξh ∈ Sh
Tuh =Z.
Problem 3.5.11. Find (uεh, w
ε
h) ∈ Sh × Sh such that





(Tuεh, Tηh)RN =〈f, ηh〉+
1
ε
(Z, Tηh)RN ∀ηh ∈ Sh
b(uh, ξh)−m(wh, ξh) =〈g, ξh〉 ∀ξh ∈ Sh
Theorem 3.5.12. There is a unique solution to Problem 3.5.10. Moreover for g ∈ L2(Ω) and
any q > 2, it holds for f ∈ (W 1,q(Ω))∗
‖u− uh‖1,q + ‖w − wh‖0,2 ≤ C(h2/q(‖f‖−1,p + ‖g‖0,2 + ‖Z‖RN )
Furthermore, if f ∈ (C(Ω))∗, with 1p +
1
q = 1,
‖w − wh‖1,p ≤ C(hmin(2/p−1,2/q)| log(h)|)(‖f‖C(Ω)∗ + ‖g‖0,2 + ‖Z‖RN ).
Theorem 3.5.13. There is a unique solution to Problem 3.5.11. Moreover for g ∈ L2(Ω) and
any q > 2, it holds for f ∈ (W 1,q(Ω))∗
‖uε − uεh‖1,q + ‖wε − wεh‖0,2 ≤ C(h2/q +
√
ε)(‖f‖−1,p + ‖g‖0,2 + ‖Z‖RN )
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Furthermore, if f ∈ (C(Ω))∗, with 1p +
1
q = 1,
‖wε − wεh‖1,p ≤ C(hmin(2/p−1,2/q)| log(h)|+
√
ε)(‖f‖C(Ω)∗ + ‖g‖0,2 + ‖Z‖RN ).
These results follow from a slight variation of the arguments presented in Subsection
3.5.1.
3.6 Numerical experiments
We conclude with some numerical examples. All of the numerical examples are done for the
biomembrane problem as outlined in Section 3.3. When we discuss the error at level h, we will
be referring to the relative error, where we define the relative error between u and ulh in norm
‖·‖W to be given by EW (h) := ‖u−ulh‖W /‖u‖W . The EOC (experimental order of convergence)
between levels h1 and h2 is given by EOCW (h1, h2) := log(EW (h1)/EW (h2))/ log(h1/h2). In
the experiments, we will take the EOC to be at the current level and the previous refinement.
All the experiments have been implemented under the Distributed and Unified Numerics
Environment (DUNE) [2, 9].
3.6.1 Flat case experiment
The first example is for a flat domain. Let Ω be the unit disc in R2 centred at the origin and
P := {(0, 0), (0.5, 0), (−0.5, 0), (0, 0.5), (0,−0.5)} be 5 distinct points in Ω. The PDE boundary
value problem is
∆2u = 0 in Ω \ P
such that
u(Xj) = g(Xj) ∀Xj ∈ P, u|∂Ω = ∆u|∂Ω = 0,
where g(x) := 1− |x|2 + |x|
2
2 log(|x|
2). It has the solution




This can be viewed as a flat biomembrane problem with κ = 1 and σ = 0. The coupled
second order system is
2∆u− u−∆w + w = 0 in Ω \ P,
−∆u+ u− w = 0 in Ω,
u|∂Ω = w|∂Ω = 0,
u(Xj) = g(Xj) ∀Xj ∈ P.
As in Subsection 3.3.2, we see that for the first equation, this is not posed on the domain Ω, but
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away from the points being constrained.




−2∇u · ∇η − uη, b(u, η) =
∫
Ω




Since the problem is posed with homogeneous Navier boundary conditions on the unit disc, we
may pose the discrete problem on a polygonal domain Ωh which approximates the unit disc from
within and extend the finite element spaces to be 0 in the skin Ω\Ωh. We only calculate the error
on the discrete domain, it is clear that the error due to the skin will be sufficiently small that it
should not interfere with the calculated interior error. Errors are displayed in the Tables 3.1, 3.2
and 3.3. The errors of ‖w − wh‖0,2, ‖w − wh‖1, 43 and ‖u − uh‖1,2 behave as expected from the
theory provided in Section 3.3, converging at rate almost h, h1/2 and h respectively. Whereas
the errors ‖u− uh‖0,2 and ‖λ− λh‖R5 appear to converge at a higher rate. The theory provided
in Section 3.3 suggests that ‖u−uh‖0,2 and ‖λ−λh‖R5 would converge at order arbitrarily close
to h.
One might hope to use a duality argument to demonstrate the convergence observed,
that is to say, let (ψ, φ, χ) ∈W 1,q(Ω)×W 1,p(Ω)× R5 satisfy
c(η, ψ) + b(η, φ) + (Tη, χ)RN = (u− uh, η)L2(Ω) ∀η ∈W
1,q(Ω),
b(ψ, ξ)−m(φ, ξ) = 0 ∀ξ ∈W 1,p(Ω),
Tψ = 0,
which has the estimate ‖ψ‖2,2 +‖φ‖1,p+‖χ‖R5 ≤ C‖u−uh‖0,2. By testing the dual system with
(u− uh, w − wh, λ− λh) and summing, one obtains
‖u− uh‖20,2 = c(u− uh, ψ) + b(u− uh, φ) + b(ψ,w − wh)−m(φ,w − wh),
where we have made use of T (u−uh) = 0. It is useful to recall that c(u−uh, ψh)+b(u−uh, φh)+
b(ψh, w − wh)−m(φ,w − wh) = 0 for any (ψh, φh) ∈ Sh × Sh with Thψh = 0, which leads to
‖u− uh‖20,2 =c(u− uh, ψ − ψh) + b(u− uh, φ− φh) + b(ψ − ψh, w − wh)−m(φ− φh, w − wh)
≤C (‖u− uh‖1,q + ‖w − wh‖1,p) (‖ψ − ψh‖1,q + ‖φ− φh‖1,p) .
By choosing ψh and φh to solve the discrete dual equation, one obtains the following estimate
‖u− uh‖20,2 ≤C‖u− uh‖0,2
(
h2/q + | log(h)|hmin(2/q,1−2/q)
)(
h2/q + | log(h)|hmin(2/q,1−2/q)
)
≤C| log(h)|2hmin(4/q,1,2−4/q).
One may see that for q = 4, the above has an evaluation of | log(h)|2h. This is estimate is not
significantly different to the estimate inherited from the bound on ‖u− uh‖1,2.
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h EL2 EH1 EOCL2 EOCH1
0.420334 0.0347383 0.132332 – –
0.221925 0.010496 0.0724977 1.87385 0.943152
0.113732 0.00293398 0.0377392 1.90671 0.976601
0.0575358 0.000787479 0.0191858 1.93016 0.992797
0.0289325 0.000206736 0.00965453 1.94547 0.998988
Table 3.1: Errors and experimental orders of convergence for u− uh in the flat case experiment,
Subsection 3.6.1.






0.420334 0.0242845 0.435937 – –
0.221925 0.0114147 0.316908 1.18197 0.499267
0.113732 0.0057894 0.228215 1.01552 0.491137
0.0575358 0.00292883 0.162944 0.99999 0.494371
0.0289325 0.00147189 0.115812 1.0009 0.496675
Table 3.2: Errors and experimental orders of convergence for w−wh in the flat case experiment,
Subsection 3.6.1.
3.6.2 Surface numerical experiment
The second numerical example is for the surface of the unit sphere, Γ := S(0, 1). The point
constraints are fixed at the six distinct points P := {(±1, 0, 0), (0,±1, 0), (0, 0,±1)}. We consider
the problem of κ = σ = R = 1 in the forms defined in Definition 3.5.1 corresponding to, is to
the PDE boundary value problem, find (u, p) such that
∆2Γu+ ∆Γu− 2u+ p = f −∆Γg + g in Γ \ P,




f = 9x3 log(1− x3) + 9x3 − 2 log(1− x3) +
1
2
(5 + 3 log(4)), Zj = U(Xj) j = 1, 2, ..., 6,









We recall that p arises as the Lagrange multiplier associated to the constraint
∫
Γ
u = 0, as in








Table 3.3: Errors and experimental order of convergence for λ− λh in the flat case experiment,
Subsection 3.6.1.
is taken to be
3∆Γu− 3u−∆Γw + w + p = f in Γ \ P,
−∆Γu+ u− w + q = g in Γ,






where q is the Lagrange multiplier due to the constraint on the mean value of w.








The well-posedness of the problem follows from Section 3.3 and has solution u = U , w =
log(1− x3).
In these numerical computations, implementation of the point constraints is achieved via
penalty with ε = 10−8, a value chosen sufficiently small as to play no role in the investigation of
the order of convergence with respect to h. The errors are displayed in Tables 3.4 and 3.5. They
behave similarly to that of the flat case experiment and are consistent with the theory provided
in Section 3.3.
h EL2 EH1 EOCL2 EOCH1
0.311152 0.012565 0.0841661 – –
0.156914 0.00356525 0.042819 1.84007 0.987187
0.0786276 0.000990194 0.0215476 1.85403 0.993838
0.0393352 0.000276744 0.0107968 1.84061 0.997706
0.0196703 7.88541e-05 0.00540193 1.81165 0.999252
Table 3.4: Errors and experimental orders of convergence for u − ulh in the surface numerical
experiment, Subsection 3.6.2.
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0.311152 0.0486308 0.236187 – –
0.156914 0.0212111 0.165895 1.21203 0.516039
0.0786276 0.0098867 0.118446 1.10472 0.487569
0.0393352 0.00478169 0.0845555 1.04879 0.486638
0.0196703 0.00235552 0.0602071 1.02167 0.49006
Table 3.5: Errors and experimental orders of convergence for w − wlh in the surface numerical
experiment, Subsection 3.6.2.
3.6.3 Penalty experiment
We now fix h to be sufficiently small that it should contribute little error and take a sequence
of ε which will tend to 0. For simplicity, we consider the same experiment as in Subsection
3.6.2. Where previously the quantities E and EOC have been functions of h, they will now be
functions of ε in the expected way. The grid is fixed to be the smallest grid used in the previous
experiment with h = 0.0196703. In Tables 3.6, 3.7 and 3.8 we see that the errors are consistent
with the results of Corollary 3.3.13, Theorem 3.5.4 and Theorem 3.5.8.
ε EL2 EH1 EOCL2 EOCH1
0.2 0.178146 0.173119 – –
0.1 0.09091 0.0910002 0.970551 0.970551
0.05 0.0462214 0.0477307 0.975878 0.930951
0.025 0.0233842 0.025107 0.983028 0.926831
0.0125 0.0117769 0.013647 0.989572 0.879506
Table 3.6: Errors and experimental orders of convergence for u− (uεh)l in the numerical experi-
ment, Subsection 3.6.3.






0.2 0.337878 0.441999 – –
0.1 0.191338 0.29658 0.820381 0.575622
0.05 0.107691 0.19941 0.829231 0.572684
0.025 0.0592661 0.134285 0.861611 0.570441
0.0125 0.0316392 0.0952299 0.905497 0.495808
Table 3.7: Errors and experimental orders of convergence for w− (wεh)l in the numerical experi-
ment, Subsection 3.6.3.
3.6.4 Surface numerical and penalty experiment
We now couple ε and h, we take ε ≈ Ch2. The same experiment as in Subsections 3.6.2 and








Table 3.8: Errors and experimental order of convergence for λ − Thu
ε
h−Tu
ε in the numerical
experiment, Subsection 3.6.3.
we see that the errors are consistent with the results of of Corollary 3.3.13, Theorem 3.5.4 and
Theorem 3.5.8.
h ε EL2 EH1 EOCL2 EOCH1
0.311152 0.2 0.182674 0.193639 – –
0.156914 0.05 0.0471203 0.063719 1.97931 1.62364
0.0786276 0.0125 0.0118776 0.0248031 1.99435 1.36548
0.0393352 0.003125 0.00296094 0.0112296 2.00569 1.14411
0.0196703 0.00078125 0.000776274 0.00546128 1.9318 1.0402
Table 3.9: Errors and experimental orders of convergence for u− (uεh)l in the numerical experi-
ment, Subsection 3.6.4.
h ε EL2 EH1 EOCL2 EOCW 1,
4
3
0.311152 0.2 0.337009 0.488743 – –
0.156914 0.05 0.104921 0.253073 1.70455 0.961402
0.0786276 0.0125 0.0310131 0.140968 1.76387 0.846845
0.0393352 0.003125 0.00893405 0.0271549 1.79691 0.667151
0.0196703 0.00078125 0.00300472 0.00677873 1.57239 0.54459
Table 3.10: Errors and experimental orders of convergence for w− (wεh)l in the numerical exper-
iment, Subsection 3.6.4.
3.7 Conclusion
In this chapter, we have demonstrated the well-posedness of a generalised saddle point problem
with either linear constraints or penalising linear constraints. With this we have given an abstract
numerical analysis. We have shown how we may apply this abstract theory to a flat biomembrane
problem and a near-spherical biomembrane problem with point constraints. We have given




Differentiability of the membrane
energy
4.1 Introduction
We recall that the lipid bilayer which forms a biomembrane is believed to act like a fluid in
the lateral direction and elastically in the normal direction. This means that in principle, any
proteins which may be embedded into or attached to the surface of the membrane may move
freely. This means that not only can the proteins influence the shape of the membrane, but also
the protein interaction will be membrane mediated.
Indeed, although direct protein-protein interactions are important, [48] demonstrated
that the long range interactions are predominantly membrane mediated. An overview of mem-
brane mediated interactions is given in [8]. An assumption of symmetry of the protein inclusion
allows for either analytic representation or approximation by an asymptotic expansion of the
interactions [59, 79, 27, 81, 44]. Frequently the studies of these interactions were restricted to a
nearly flat membrane with circular or single point inclusions. It is known that the shape of the
inclusion has a significant impact on the interaction [60]. In the recent work of [76], they consider
a near spherical membrane which is deformed by particles which attach along segments of an
ellipsoid or hyperbolid and in [50], they consider arbitrary, sufficiently regular, particle inclusions
on a flat membrane. Recent work has looked at shape formation of multiple smaller particles into
larger structures [78, 49]. The article [25] considers generic elastic energies on a manifold with
embedded point particles which have a given interaction potential. A variational formulation
for equilibria of the surface and particle system is presented, along a discretisation. Numerical
validations are given, in particular, a Helfrich problem is presented. We further note the work
of [14] which considers point constraints in a Kirchoff plate. This bears a striking similarity to
the biological problems of optimising the locations of constraints with respect to the an elastic
membrane energy.
64
We assume that the attached proteins are rigid, that is to say they do not bend and
can only move by translations or rotations. It is of clear interest to consider the force that the
membrane exerts on these attached proteins. This is relevant to, say, calculate locally minimising
configuration of multiple proteins via a gradient flow, to estimate statistical quantities using
over-damped Langevin Dynamics [66, Section 2.2.2] or as a step for a full model for the problem
of particles in membranes. For further details on estimation of the free energy of a particle
membrane, see [58].
The derivative of the energy with respect to particle location is calculated as a shape
derivative in [34], and appears by use of a pull back method in [50], both in the case of large
particles on a nearly flat membrane. We will follow many of the ideas of this second work, making
use of methods from [18] to deal with the fact we are on a surface rather than a flat domain.
One motivation for constructing a formula for the membrane mediated particle interac-
tions may be seen from the following example. For E(p) the total energy of the particle system
(the membrane energy with electrostatic interaction) in configuration p, one might be interested
in finding p∗ such that E(p∗) is minimal. One may choose to do this with a gradient descent
algorithm in which an update step might be:
pn+1 = pn − αn∇pE(pn),
for some αn > 0 which may depend on n. Clearly one may approximate the derivative ∇pE(pn)
by taking a difference quotient. However this will be expensive, as one would require solving
3N + 1 linear systems - the system associated to the state pn and the 3N directions that ∇p
corresponds to. With the explicit formula we find, the algorithm to construct the gradient would
require solving 1 linear system and evaluating 3N functionals, where these functionals relatively
cheap to evaluate compared to a linear solve for a fourth order PDE.
4.1.1 Outline
The formula for the derivative of the minimising energy with respect to the location of the
particles is derived in Section 4.2. Some numerical examples are presented in Section 4.3. In a
finite element setting we calculate and compare derivatives using the formula and a difference
quotient of the energies for comparison.
4.2 Gradient of the energy with respect to configuration
changes
In this section we find a formula for the derivative of E(p) with with respect to changes in the
configuration p.
Definition 4.2.1 (Derivative of the configurational energy). The configurational energy is dif-
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ferentiable at p ∈ Λ◦ in the direction e ∈
∏N




exists and we denote this by ∂eE(p).
The difficulty lies in the implicit definition of the energy E(p) in terms of the minimisation




which involves the minimisation of J(·) over U(p+te). In order to achieve this we fix p and employ
suitable local isomorphisms on the vector spaces U(p) via appropriate diffeomorphisms of the
domain Γ(p). This is applied locally to transform the energy (2.1) and the related minimisation
problems over a reference function space.
We make the following assumption:






containing 0 and a family of Ck-diffeomorphisms χ : B × Γ→ Γ such that
χ(0, ·) is the identity on Γ
and for all q ∈ B, p+ q ∈ Λ◦ and
v ◦ χ(q, ·)−1 ∈ U(p+ q) ⇐⇒ v ∈ U(p). (4.1)
This assumption is verified by construction in Appendix D. We now define what we mean
by the derivative of χ with respect to e.






, for each x ∈ Γ, the derivative of




χ(q + te, x)|t=0.
Remark 4.2.4. Notice that:
• The dependence on p of B and χ has been suppressed.
• For our purposes we will not require full knowledge of the diffeomorphism χ, only the
derivative ∂eχ(0, ·).
• The fact that Λ may be identified as a subset of the finite dimensional space R3×N will be
exploited to reduce the problem of differentiability of E to be an application of the Implicit
Function Theorem applied to a reformulated interaction energy.
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v ◦ χ−1 =
∫
Γ
v for all v ∈ H2(Γ) and v ∈ H2(Γ) ⇐⇒ v ◦ χ−1 ∈ H2(Γ).
• The condition on χ that
∫
Γ
v ◦ χ(q, ·)−1 =
∫
Γ
v for all v ∈ H2(Γ) is equivalent to requir-
ing that det (∇Γχ(q, ·) + ν(·) ◦ χ(q, ·)⊗ ν(·)) = 1 on Γ. As such, it is sufficient to have






. We will later
see that, for q = 0, this is the same as requiring divΓ∂eχ(0, ·) vanishes.
4.2.1 The transformed functional and its derivative
Using the χ satisfying Assumption 4.2.2, we have the following functional.
Definition 4.2.5. Let J∗ : B × U(p)→ R be given by
J∗ : (q, v) 7→ J(v ◦ χ−1(q, ·)), J∗(0, v) = J(v) ∀v ∈ U(p).






, if, for any




exists, we denote it ∂eJ
∗(0, v).
We now define some terms which appear in [18] which are useful to give an explicit
representation of J∗.
Definition 4.2.6. Given q ∈ B, we define on Γ the matrices and determinant
B =B(q, ·) := ∇Γχ(q, ·) + ν(·) ◦ χ(q, ·)⊗ ν(·),
G =G(q, ·) := B(q, ·)TB(q, ·),
b =b(q) := det(B(q, ·)).
The following, convenient representation of J∗ is immediate from the results Lemmas
A.0.1 and A.0.2 in the appendix.

























Note that we wish to differentiate J∗ with respect to q and that the q dependence is
located in the coefficients B(q).
Lemma 4.2.8. Suppose B ⊂
∏N
i=1(R× TXGiΓ) is sufficiently small with 0 ∈ B and χ ∈ C
k(B ×
Γ; Γ), then J∗ ∈ Ck−2(B × U(p);R).
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Proof. It is clear from the expression for J∗ that it depends on B, the derivative of B and
smoothly (in H2(Γ)) on v. Since B(0) = I, the identity matrix, B depends continuously on q and
det is a continuous map, thus for a sufficiently small neighbourhood B 3 0, det(B(q)) > c > 0 it
hold that B is non-singular. Thus by smoothness of the integrand, we may apply the dominated
convergence theorem to obtain J∗ ∈ Ck−2(B × U(p);R).
Theorem 4.2.9. There exists an open neighbourhood B̂ of 0 in
∏N
i=1(R × TXGiΓ) such that
E(p+ ·) ∈ Ck−2(B̂;R). In particular, for k ≥ 3 and u = argminv∈U(p) J(v),
∂eE(p) = ∂eJ∗(0, u).
Proof. In the following we suppress the dependence on p and write u = u(p), U0 = U0(p). Define
J ∈ Ck−2(B × U0;R) by
J (q, v) := J∗(q, u+ v) for (q, v) ∈ B × U0.
For fixed q, J (q, ·) is a quadratic functional and by the definition of u we have that the minimiser
of the functional J (0, v) over U0 is given by v = 0. Define F ∈ Ck−2(B × U0;U∗0 ) by
F (q, v) := DvJ (q, v)
where, for fixed q, DvJ is the first variation of J (q, ·) over U0. For each (q, v), F (q, v) is a linear
functional. Since J(0, v) attains minima at v = 0, it follows that F (0, 0) = DvJ (0, 0) = 0 ∈ U∗0 .
Furthermore, the first variation of F at (0, 0),
DvF (0, 0) : (ξ, η) ∈ U0 × U0 7→ DvF (0, 0)[ξ, η] = DvvJ (0, 0)[ξ, η] =a(ξ, η),
is a strictly coercive bilinear form over U0 × U0. As a consequence, it follows that the map
U0 3 v 7→ DvF (0, v) ∈ U∗0 is invertible.
It therefore holds that we may apply the implicit function theorem, Theorem B.0.1, to
f = F , with (a, b) = (0, 0), X =
∏N
i=1(R × TXGiΓ), Y = U0, Z = Y
∗ and Ω = B × Y. As such,
there is neighbourhood of 0, B̂ = V ⊂ B and a function v̂ ∈ Ck−2(B̂;U0(p)) such that v̂(0) = 0
and F (q, v̂(q)) = 0. That is to say J∗v (q, v̂(q) + u) = 0, so v̂(q) + u is a critical point of J
∗(q, ·).
By coercivity of J∗(q, ·) over U(p), û(q) := v̂(q) + u is the unique minimiser. Hence




J∗(q, η) = J∗(q, û(q)).
Since û ∈ Ck−2(B̂;U(p)), J∗ ∈ Ck−2(B × U(p);R), it follows E(p+ ·) ∈ Ck−2(B̂;R). Taking the










J∗(0, û(te))|t=0 = ∂eJ∗(0, u),
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where ddtJ






∗(0, u) = 0.
Remark 4.2.10. Although J∗ depends on the choice of χ, the derivative ∂eE(p) is independent
of the choice of χ. One may consider a different diffeomorphism, say, χ̃ with energy J̃∗, one
would then have that
min
η∈U(p+q)
J∗(q, η) = min
η̃∈U(p+q)
J̃∗(q, η̃)
and arrive at ∂eE(p) = ∂eJ̃∗(0, u) = ∂eJ∗(0, u).
4.2.2 An explicit formula for the derivative
It is convenient to define the following.






× Γ→ R3 by
V (e, x) := ∂eχ(0, x),













, set A := (divΓV )I − (∇ΓV +∇ΓV T ) then




























Proof. We will make use of the fact that B(0) = I and det(B(0)) = 1. To simplify notation when
taking derivative ∂e, we assume that we are evaluating at q = 0, if there is no argument given.



































∂eB =∇ΓV + (HV )⊗ ν,
∂e det(B) =divΓV,
∂eB
−1 =−∇ΓV − (HV )⊗ ν.
Since G := BTB one has,
d
dt
(det(B(te))G(te)−1)|t=0 =(divΓV ) I−∇ΓV − (HV )⊗ ν −∇ΓV T − ν ⊗ (HV ).














(H∇ΓVk)kν − (H∇ΓVk)νk −Dk(ν(HV )k).








HlkDlVk = H : ∇ΓV,

































DkνHklVl + νDkHklVl + νHklDkVl
=H2V + (H : ∇ΓV + (∇Γ · H) · V )ν.
Together this gives,
divΓ(∂e(det(B)G
−1)) = −∆ΓV − ν(∇Γ · H) · V −HHV,
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where the middle term will vanish when multiplied against a tangential vector field. We are left
with
∂e(det(B(q))G
−1) : D2Γη = A : D2Γη − (HV )⊗ ν : D2Γη
− ν ⊗ (HV ) : D2Γη,
where one may recall that for b, c vectors and matrix A, A : (b⊗ c) = bTAc. Thus
∂e(det(B)G
−1) : D2Γη = A : D2Γη +H2∇Γη · V,
which completes the result when evaluating H and H for a sphere.
By Theorem 4.2.9, when evaluating this at the energy minimising membrane, we will
obtain the derivative we seek. We notice that it might be convenient to integrate by parts to
remove the surface Hessian. This will give an alternate formula which is better suited for the
numerical methods considered in [33, 38].
Corollary 4.2.13. Under the assumptions of Proposition 4.2.12 it may be seen that, for η ∈
W 3,p(Γ), p < 2,
∂eJ
























Proof. This follows from integration by parts in (4.3) and following through with the proof above.
The integration by parts is admissible by the regularity of η.
By the additional regularity shown in Proposition 2.1.7, we see that we may pick η =
argminv∈U(p) J(v) in the above. This gives the main result of the work which follows from the
previous results.

























Proof. This is an application of Theorem 4.2.9 and Corollary 4.2.13.
Corollary 4.2.15. Let N = 1, then ∂eE(p) = 0 for all p ∈ Λ◦ and directions e ∈ R× TXGΓ.




We are now equipped to present some simulations, but first we discuss the approximation errors
which arise in numerical simulations.
Proposition 4.3.1. Let ũ ∈ W 1,∞(Γ) with −∆Γũ ∈ W 1,2−δ(Γ) for any δ > 0. Then for any
ε ∈ (0, 1), p ∈ (1, 2) and q = p∗, there is C > 0 such that
|∂eJ∗(0, ũ)− ∂eE(p)| ≤ C‖∇ΓV ‖0,∞
(
‖∆Γ(u− ũ)‖1,p‖∇Γu‖1,q
+ ‖∆Γ(u− ũ)‖0,2 (‖∆Γũ‖0,2 + ‖∆Γu‖0,2)
+ ‖∇Γ(u− ũ)‖0, 2−ε1−ε ‖∆Γũ‖1,2−ε
+ ‖∇Γ(u− ũ)‖1,2 (‖∇Γu‖1,2 + ‖∇Γũ)‖1,2)
)
.
Proof. This follows from the form ∂eJ
∗ takes in (4.5) and making use of Hölder inequalities.
The particular form for the estimate above is chosen so that one may apply the error
estimates of [38] making use of a split formulation to approximate u and −∆Γu+ u with linear
finite elements. There may be different estimates one wishes to show which relate to the formula
of Proposition 4.2.12, for example, if one were to use a higher order discretisation of the membrane
problem such as the method of [63] which deals with a biharmonic problem on surfaces.
4.3.1 Experiments
We now conduct a selection of numerical experiments. These illustrate the formula and that a
method of difference quotients may be unreliable. It is clear that the difference quotient will
be slower - one would have to solve (at least) two algebraic systems, whereas when using the
formula, a single algebraic system is solved and a functional evaluated.
For all of the experiments we fix κ = σ = R = 1. For the optimal membrane shape,
u(p), we approximate it by solving a penalised finite element problem, we call this uh(p). The
penalisation weakly enforces the point constraints and is done in order to ease the linear algebra.
We solve a split system for this fourth order problem, the well-posedness and analysis of the
system is given in Chapter 3 where the error due to using a penalty formulation is shown to be
well controlled. All the experiments have been implemented under the Distributed and Unified
Numerics Environment (DUNE) [2, 9].
We begin with an experiment to demonstrate the convergence of the numerical calculation
of the formula. This is done by fixing a particle configuration and refining the computational
mesh. This experiment is then followed by some experiments where we fix the grid and vary
the configuration to verify that the derivative we calculate matches the a difference quotient of
the energy. In these experiments we also see that the formula is a better method than using
difference quotients.
We now define the quantities which we will calculate in the numerical experiments.
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Definition 4.3.2. Let Γh be a connected, polygonal surface approximating Γ and Sh be the space
of linear finite element functions on Γh. Given vh ∈ Sh a finite element function, let wh ∈ Sh
satisfy ∫
Γh



















the discrete analogue of (2.1). Define
Eh(p) := Jh(uh(p)),
the discrete analogue of Definition 2.1.17, where uh(p) is the minimiser of Jh over Sh such that∫
Γh
uh(p) = 0 and T (p)(u
l
h(p)) = Z.
Let Vh = IhV , where V is as in Definition 4.2.11 and Ih : C(Γ)→ Sh is the interpolation
























the discrete analogue of (4.4).
Note that (∂eJ
∗)h is not necessarily the derivative of Eh. It is clear that the difference
quotients we calculate will be approximations of the derivative of Eh, should it exist, but not
necessarily close to (∂eJ
∗)h.
For the first three experiments we use V (·, ·) = V(0, ·, ·) as in the construction in Defini-
tion D.0.2. We take δ to be roughly h so that the interpolation of V has support on a small, fixed
number of vertices. This makes the evaluation of the functional very quick. For the remaining
experiments, V is constructed as in Section D.0.0.1, where the r and ε we use for the cut off
function are taken to be r = 0.75 and ε = 0.15.
For the presented convergence experiment, we do not know the exact values of the quan-
tities we estimate. We take the error at level h to be given by the difference between the value
at level h and the value on the most refined grid. That is for quantity Fh and smallest grid size
h∗, we say the error Eh is given by |Fh − Fh∗ |. For two grids with size h1 and h2, we say the
EOC of Fh is given by log(Eh1/Eh2)/ log(h1/h2), we will take h1 and h2 to be from successively
refined grids.
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h δh Eh(−θ(δh)) Eh(0) Eh(θ(δh)) (∂eJ∗)h(uh) DQh
0.301511 0.25 16.7958 17.199 16.3577 -1.2195 -1.5438
0.152499 0.125 15.524 15.5781 15.3318 -1.33257 -1.4439
0.0764719 0.0625 15.0356 15.0309 14.945 -1.37356 -1.40516
0.0382639 0.03125 14.8615 14.8509 14.8174 -1.38244 -1.39168
0.0191355 0.0078125 14.8006 14.7929 14.7788 -1.38464 -1.3872
Table 4.1: Calculated quantities for experiment in Subsection 4.3.1.1
4.3.1.1 Convergence experiment
We begin by checking the formula and the finite element approximation. We consider 6 particles
each consisting of a single point. The points and constraints are given by
X1 =(0, 0, 1)
T , Z1 = 1;
X3 =(0, 1, 0)
T , Z3 = 0;
X5 =(1, 0, 0)
T , Z5 = 0.1;
X2 =(0, 0,−1)T , Z2 = 0;
X4 =(0,−1, 0)T , Z4 = 0;
X6 =(−1, 0, 0)T , Z6 = 0.
Approximate evaluations of the derivative in the direction e = (1, 0, 0)T ∈ TX1Γ are computed
together with approximations of the energy. For each finite element mesh size h, we calculate
Eh(0), Eh(θ(δh)), Eh(−θ(δh)), (∂eJ∗)h(uh).
Here Eh(θ(δ)) denotes the energy where the point X1 is replaced by the point
X1(θ(δ)) := (sin(θ(δ)), 0, cos(θ(δ)))
T with θ(δ) := arcsin
(
δ√
δ2 + (δ − 1)2
)
.




of the energies. The function θ and the values of δh are chosen so that X1(±θ(δh)) lie on a vertex
of the grid. The results are tabulated in Table 4.1. Observe that the energy Eh(0), the difference
quotient DQh and the derivative (∂eJ
∗)h(uh) appear to converge as h → 0. The experimental
order of convergence of the derivative quantities are displayed in Table 4.2.
4.3.1.2 Experiment for simple particles lying on vertices
For this experiment, we compute approximations of the energy and the derivative on a sequence
of configurations parametrised by the location of one point X1(t). The configuration is defined
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h E∂eJ∗h EDQh EOC∂eJ∗h EOCDQh
0.301511 0.165134 0.156597 – –
0.152499 0.0520672 0.0567013 1.69327 1.49032
0.0764719 0.0110707 0.0179647 2.24306 1.66523
0.0382639 0.00219195 0.00448579 2.33893 2.00384
0.0191355 – – – –
Table 4.2: Derived quantities for experiment in Subsection 4.3.1.1
Figure 4.1: Energy Eh(t) for experiment in Subsection 4.3.1.2
for each t by
X1(t) = (sin(θ(t)), 0, cos(θ(t)))
T , Z1 = 0.1;
X2 = (0, 0,−1)T , Z2 = 0;
X4 = (0,−1, 0)T , Z4 = 0;
X3 =(0, 1, 0)
T , Z3 = 0;
X5 =(−1, 0, 0)T , Z5 = 0,





. With this choice of θ we have that
the points X1, ..., X5 lie on vertices of our chosen grid for each evaluation of t. We calculate
Eh(t) and (∂eJ∗)h(uh(t)) for t ∈
{
m
25 : m ∈ N0,m ≤ 2
5
}
. In Figure 4.1, we plot Eh(t). The values
(∂eJ
∗)h(uh(t)) with the difference quotient of Eh(t) and also the difference between them are
given in Figure 4.2. One may calculate that the relative error has a maximum of 2% at the
boundary and is below 1% for the interior.
4.3.1.3 Experiment for simple particles not lying on vertices of the grid
We now provide a perturbation of the above experiment. This experiment is to demonstrate that
when the constraint points do not lie on the vertices of the grid, the difference quotient becomes
a less reliable method. For this experiment we choose t ∈ { m100 : m ∈ N0,m ≤ 100}. We plot the
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(a) (∂eJ∗)h and DQh (b) |(∂eJ∗)h −DQh|
Figure 4.2: Graphs of quantities from experiment in Subsection 4.3.1.2
Figure 4.3: Energy Eh(t) for experiment in Subsection 4.3.1.3
same quantities as in the previous experiment. In Figure 4.3, we plot Eh(t), we notice it has the
same characteristic shape as the previous experiment. For Figure 4.4, we plot (∂eJ
∗)h(uh(t))
with the difference quotient of Eh(t) and also the difference between them. We notice that here,
the difference quotient does not match the formula as well as in the previous experiment.
4.3.1.4 Experiment for non-trivial particles
This experiment now deals with two non-trivial particles whereby there is little chance of the
points lying on vertices unless one is tailoring the grid to the points. We will see that the
difference quotients become highly unreliable. We describe the base of the particle C1 with
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(a) (∂eJ∗)h and DQh (b) |(∂eJ∗)h −DQh|
Figure 4.4: Graphs of quantities from experiment in Subsection 4.3.1.3
centre XG1 = (0, 0, 1)






1− 0.252 − 0.252)T ,
X5 =(0.25,−0.25,
√









1− 0.252 − 0.252)T ,
X6 =(−0.25,−0.25,
√




and (Z1)i = 1− 15 (Xi)
2
1 for i = 1, ..., 8. We let
C2 := {x = (x1, x2, x3)T ∈ Γ : (x1, x3,−x2)T ∈ C1},
with (Z2)i = 1− 15 (Xi)
2
1 for i = 1, ..., 8.
We consider the rotation of C1 about the north pole, we write C1(t) := C(0, π2 t). We
calculate the quantities Eh(t) and (∂eJ∗)h(uh(t)) for t ∈ {m24 : m ∈ N0,m ≤ 2
5}. We plot E(t) in
Figure 4.5. In Figure 4.6 we plot (∂eJ
∗)h(uh(t)) and the central difference quotient for Eh(t).
4.3.1.5 Experiment to observe the numerical error of a trivial system
We notice that the difference quotient in the previous experiment is extremely noisy, in this
experiment, we consider a perturbation of the above experiment, where we remove C2 so that,
in light of Corollary 4.2.15, we are approximating zero. The quantities from this experiment are
plotted in Figure 4.7 where it is seen that there are moderately large perturbations from the
average of the energy and the derivative is quite small, as expected.
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Figure 4.5: Energy Eh(t) for experiment in Subsection 4.3.1.4
(a) (∂eJ∗)h and DQh (b) |(∂eJ∗)h −DQh|
Figure 4.6: Graphs of quantities from experiment in Subsection 4.3.1.4
(a) Deviation from average of Eh(t) (b) (∂eJ∗)h
Figure 4.7: Graphs for experiment in Subsection 4.3.1.5
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4.3.1.6 Application of formula
We now give the results of a numerical experiment which shows that for a perturbation of our
non-trivial particles, they demonstrate a preferential orientation. The idea of our experiment is
to consider a particle based at a pole and a particle based at the equator. We then calculate the
derivative of the energy as the particle at the pole is moved towards the particle at the equator.
This experiment is then redone after rotating the particle at the pole by π2 . We define the particle






1− 0.152 − 0.152)T ,
X5 =(0.15,−0.15,
√









1− 0.152 − 0.152)T ,
X6 =(−0.15,−0.15,
√




and (Z1)i = 1− 0.9(Xi)21 for i = 1, ..., 8. We give this centre XG1 := (0, 0, 1)T . We define C2 by
C2 := {x = (x1, x2, x3)T ∈ Γ : (x1, x3,−x2)T ∈ C1},
with (Z2)i = 1− 10(Xi)21 for i = 1, ..., 8 and centre .
We calculate the derivative at 0 ∈
∏2
i=1(R × TXGiΓ) in direction e = (0, τ, 0, 0), where
τ = (0, 1, 0)T ∈ TXG1 represents the translation of C1 in the direction τ .
We then calculate the derivative at p := (π2 , 0, 0, 0) in the same direction e.
We find that
(∂eJ
∗)h(0) ≈ −10.6729 and (∂eJ∗)h(p) ≈ 18.5636.
This shows that the orientation affects whether the particles are attracted to each other, with
one orientation being repulsive and the other attractive. In Figure 4.8 we give the numerical
approximations for membranes u(0) and u(p).
4.4 Conclusion
In this chapter we have shown the differentiability of E(p), the membrane mediated interaction
energy for a near spherical membrane with particles attached at points which depend smoothly
on p. Further to showing the differentiability, we have given an explicit formula to calculate the
derivative and give numerical examples which demonstrate that this formula would appear to be
more robust than a difference quotient approach.
It would be of interest to extend this analysis for particles which are able to move more
generally, tilting and moving out from the surface. Furthermore it is desirable to consider the
problem for inequality constraints on the ’interior’ of a particle. Finally, one could analyse higher
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Figure 4.8: The rescaled graphs of the membranes from experiment in Subsection 4.3.1.6, left
0.1u(0), right 0.1u(p), both with (0, 1, 0)T coming out of the page and (0, 0, 1)T pointing up.
The colours represent the magnitude of the deformation.




In this thesis, we have worked to extend the work of [33] to include a more general problem with
constraints, the work of [50] to the energy constructed in [32].
There are many interesting questions related to this thesis worth studying for which we
did not have time. We now briefly discuss a few of them.
5.1 Dynamics of a membrane particle system
In Chapter 4 we constructed the derivative of the energy of a membrane particle system. We also
gave a construction so that the derivative is easy to calculate. It would be natural to consider a
gradient flow or gradient descent using the derivative. That is to say, consider the solution of
∂tpt = −∇pE(pt), p0 = P0,
or
pn+1 = pn − αn∇pE(pn), p0 = P0,
where E is sum of a protein-protein interaction energy and the energy of the membrane E and
P0 ∈ Λ◦ is a given initial configuration. It is interesting to consider if such dynamics would
mirror that of the natural systems and if it demonstrates the formation of structures similar to
those shown in [58, Figure 5.3.1].
It is also worthwhile considering the stochastic variants of the above dynamics. With
appropriate noise, the dynamics may be used to estimate statistical quantities of the system,
or as a method to help find global minimisers with so-called simulated annealing. Studying the
dynamics of the membrane-particle system ties in with the following topic.
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5.2 Comparison to real data
We have proposed a method which is meant to model a biomembrane with point constraints,
and dynamics to study. An obvious question to ask is, with appropriate tuning of parameters,
do these dynamics mirror those of the physical system it is meant to model? A recent article
considers this for a different biological problem. In [82], the authors compare a surface phase
field model for lipid domain formation to biological lipid domain formation.
5.3 Willmore flow with point constraints
In light of the very recent article [61] which gives a convergent finite element algorithm for the
Willmore flow of closed surfaces, a natural question is: how can one extend the developed theory
to deal with the point constraints we wish to consider? If a flow were to become near-stationary,
it would be interesting to compare how different the almost stationary solution is to the solution
produced by small deformation models.
5.4 Differentiability with inequality constraints
As mentioned in the conclusion of Chapter 4, it would be interesting to consider if one could show
differentiability of the membrane-particle energy if one were to add in inequality constraints to the
model. The inequality constraint would relate to the fact that a protein should stay completely
on one side of the membrane. It is clear that there are many different mathematical challenges
related to this problem.
5.5 Small deformations of a near-tube membrane
A near-tube membrane model appears in [58] as a membrane energy which is considered for the
differentiability with respect to curve constraints. It would be interesting to consider a more
rigorous derivation than that which is given, along the lines of [32].
Membrane tubes, also known as membrane tubules, are common structures in many
cellular organelles and have many diverse roles within a cell. Tubular structures have been
identified as early as the 1950s under examination by electron microscopy [70], where they are
seen to be part of the endoplasmic reticulum, a network of interconnected tubules and cisternae.
Membrane tubes can be generated by in-vitro tether-pulling experiments [21, 64, 77, 24]. It has
been demonstrated that cells exchange enclosed material via the formation of similar narrow
fluid membrane tubes known as tunnelling nanotubes [65, 46]. These membrane tubes typically
have a diameter of 50 nm to 200 nm and may extend over tens of microns. For further details
on the physics of membrane tubes, we refer the reader to [72]. The article [78] discusses how
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proteins on the membrane are important for tubulation to occur on a membrane and [4] explores
the formation and stability of tubes.
Unlike in [32], it is not necessarily reasonable to assume a constraint on the ”enclosed
volume” as the tube is not a closed surface. In addition, one need not expect that the first
variation of a Lagrangian associated to the Canham-Helfrich energy (1.1) would vanish without
an extra constraint. As such, we suggest that one should constrain the boundary, the surface





T ∈ R3 : x21 + x22 = R2, x3 ∈ (−L/2, L/2)
}
,
the tube of length L > 0 and radius R > 0, one arrives at the following small deformations
Lagrangian
















where τ(x1, x2, x3) :=
(x2,−x1,0)T





is an external forcing term. The development of this small deformations
Lagrangian requires the calculation of the second variation of the geometric terms for surfaces
with boundary. This differs from the calculations of [32] as the fact that the first variation of
the first variation coincides with the second variation for closed surfaces is exploited.
It is possible to verify that the bilinear form of this Lagrangian is coercive over H2(Γ)∩





2 + |∇Γu|2 + u2
)1/2
,
where the coercivity constant depends on the aspect ratio of the tube. It is important to verify
that this norm is equivalent to the standard norm on H2(Γ) ∩H10 (Γ).
It is interesting to consider the derivative of this membrane energy with respect to point
constraints, as done in Chapter 4. One would expect that the theory and calculations should
follow almost identically.
It is also important to note that one may not simply apply the abstract theory presented
in Chapter 3 for existence and uniqueness or the approximation error of a split problem. This is
because there is a constraint on ∆Γu. It is possible to show well-posedness to a split problem,
where one sets w := −∆Γu+ µ2, where µ2 is the Lagrange multiplier associated to constraining
the integral of ∆Γu. It is also possible to show that the appropriate discrete problem is well-posed.
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5.5.1 Numerical experiments for a membrane tube problem
We now provide some numerical experiments related to the critical points of LTube with non-
homogeneous boundary terms and a non-trivial forcing f . For simplicity, we set R = 1 and L = 2
and κ = 1.
5.5.1.1 Experiment for the approximation of an axi-symmetric membrane with
inhomogeneous boundary
We begin by considering an axi-symmetric example. The problem we consider is to find (u, µ1, µ2)
such that:








−∆Γw + 2divΓ (τ ⊗ τ∇Γu) + u = −µ1 in Γ,





(w − µ2) = 0,
u|∂Γ = 1,
w|∂Γ = 0.














































along with a correction to constrain the mean value.
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We see that u, w, µ1 and µ2, the continuous solutions, are given by



































where β ≈ (7.4792, 0, 0, 44.55442)T is determined by solving an appropriate (4-dimensional)





































We also calculate a numerical approximation of the solution of this problem by surface finite
elements. We compare this to the interpolation of the solution in (5.1). We choose to estimate
the w error in the H1 norm because, by smoothness of our data, we might expect it to converge
with order h.
The errors calculated with quadrature are displayed in Tables 5.1, 5.2 and 5.3.
h EL2 EH1 EOCL2 EOCH1
0.287404 0.122095 1.66157 -1 -1
0.144767 0.0315451 0.854108 1.97355 0.970399
0.0727011 0.00795161 0.429965 2.00073 0.996489
0.0364239 0.00199388 0.215347 2.00149 1.00047
0.0182314 0.00049819 0.107719 2.00244 1.00093
Table 5.1: Errors and experimental order of convergence for u− ulh in the axi-symmetric exper-
iment, Section 5.5.1.1.
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h EL2 EH1 EOCL2 EOCH1
0.287404 0.199395 11.7842 -1 -1
0.144767 0.0499988 5.89657 2.01716 1.00966
0.0727011 0.0125108 2.94883 2.01142 1.00608
0.0364239 0.00314142 1.47449 2.0055 1.00285
0.0182314 0.000782015 0.737251 2.00325 1.00152
Table 5.2: Errors and experimental order of convergence for w−wlh in the axi-symmetric exper-
iment, Section 5.5.1.1.
h Eµ1 Eµ2 EOCµ1 EOCµ2
0.287404 0.0729122 0.248456 -1 -1
0.144767 0.0210297 0.0630323 1.81305 2.00014
0.0727011 0.00545994 0.0158357 1.95783 2.00557
0.0364239 0.00140207 0.00398226 1.96705 1.99733
0.0182314 0.000373319 0.00101422 1.91202 1.97626
Table 5.3: Errors and experimental orders of convergence for µ1 − µh1 and µ2 − µh2 in the axi-
symmetric experiment, Section 5.5.1.1.
5.5.1.2 Experiment for the approximation of a membrane with point contraints
For this example, we consider the problem with point constraints to find (u, µ1, µ2, λ) such that:
−∆Γw + 2divΓ (τ ⊗ τ∇Γu) + u =f − µ1 in Γ \ {X1, X2, X3, X4},






w − µ2 =β,
u(Xi) =Zi for i = 1, 2, 3, 4,
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where






+ 2(1 + x2) log(2− 2x2 + x23),
f =
2x83












2− 2x2 + x23
+ (2 + x23)(−1 + log(2− 2x2 + x23)),
X1 =(0, 1, 0)
T , X2 = (0,−1, 0)T , X3 = (1, 0, 0)T , X4 = (−1, 0, 0)T ,






W, Zi = U(Xi) for i = 1, 2, 3, 4.
We see that (u,w, µ1, µ2, λ) which solves the above system weakly is given by
u = U, w = W, µ1 = 0, µ2 = 0, λ = (−4π, 0, 0, 0)T .
The errors calculated with quadrature between the interpolated exact solution and the surface
finite element solution are displayed in Tables 5.4, 5.5 and 5.6. We see that in Table 5.5, the
error in W 1,4/3 is rather large. Using the finest grid, we calculate ‖w‖1,4/3 to be approximately
155.205, as such, the relative error on the finest grid is roughly 2.23%.
h EL2 EH1 EOCL2 EOCH1
0.287404 0.0230088 0.686905 – –
0.144767 0.00547454 0.349979 2.09369 0.983318
0.0727011 0.00131694 0.175994 2.0686 0.998042
0.0364239 0.000322465 0.0881458 2.0359 1.00047
0.0182314 0.0000806517 0.0440943 2.00245 1.00084
Table 5.4: Errors and experimental order of convergence for u − ulh in the point constraint
experiment, Subsection 5.5.1.2.
h EL2 EW 1,4/3 EOCL2 EOCW 1,4/3
0.287404 1.66166 13.6087 – –
0.144767 0.660204 9.51081 1.34598 0.522455
0.0727011 0.270766 6.78274 1.29404 0.490799
0.0364239 0.120391 4.84791 1.17273 0.485918
0.0182314 0.0571026 3.45644 1.07776 0.488829
Table 5.5: Errors and experimental order of convergence for w − wlh in the point constraint
experiment, Subsection 5.5.1.2.
Theory related to this membrane tube energy will be addressed in a work in preparation.
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h Eλ Eµ1 Eµ2 EOCλ EOCµ1 EOCµ2
0.287404 0.242688 0.188594 0.193561 – – –
0.144767 0.133595 0.0661003 0.030098 0.870513 1.52884 2.71397
0.0727011 0.0501027 0.0210878 0.00615303 1.42389 1.65872 2.30485
0.0364239 0.0165791 0.00639441 0.00204711 1.60018 1.72655 1.59234
0.0182314 0.0051533 0.00187797 0.000722672 1.68839 1.77036 1.50449
Table 5.6: Errors and experimental orders of convergence for λ−λh, µ1−µh1 and µ2−µh2 in the
point constraint experiment, Subsection 5.5.1.2.
5.6 Weaker assumptions in Chapter 3
In Chapter 3 we required some strong assumptions. Two assumptions in particular are obvious
places to relax, that S is a Hilbert space and that the map T : X → S is surjective. These two
restrictions are the main barrier to the choices of problems one can easily study. We give the
following example: consider c, b and m as in Section 3.3.1 with a line constraint on some curve





for q > 2 so that we should still set X to be functions in W 1,q(Γ) with vanishing
integral. With this choice of X, if we were to require T to be surjective, this means we would
need S to be W 1−
1
q ,q(γ). Penalising the square of the W 1−
1
q ,q(γ) norm could be troublesome
from the perspective of numerical implementation, both from the non-integer derivative and the
non-linearity. As such, it would be convenient if one did not require that T was surjective.
Studying a non-linear second order splitting would also be of interest, particularly with
respect to the penalty formulation. This penalty formulation may have non-linearities intro-
duced by penalising non-Hilbert norms as mentioned above, or potentially by considering the
penalisation of convex conditions e.g. for a penalty formulation of obstacle-type problems.
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Appendix A
The pullback to a reference
domain
We give some general results on the calculation of the composition of pullbacks and derivatives,
where we consider that the image and domain of the diffeomorphism need not be the same. As
we are working with different surfaces, we will need to make clear to which surface geometric
quantities belong to, this is done with a superscript of the surface, e.g. HΓ1 is the mean curvature
of Γ1 and H
Γ0 the mean curvature of Γ0. Consider the case of Γ0 and Γ1 being C
k, compact
surfaces, with X: Γ0 → Γ1 a Ck-diffeomorphism, where we require k ≥ 2.
Given some function u : Γ1 → R we wish to obtain expressions for (∇Γ1u) ◦ X and
(D2Γ1u) ◦ X. The first part of this is developed in [18], where also the trace of the second
quantity, the Laplace-Beltrami, is calculated. Although for the model we consider in this work,
the surface Hessian is not required, we compute it for completion as it may arise in other elastic
type models, where the Hessian regularly arises. We choose to do this in an method which avoids
integration by parts so that surfaces with boundary may be considered.
Lemma A.0.1. Let u ∈ H1(Γ1), then u ◦X ∈ H1(Γ0) and
(∇Γ1u) ◦X =
(
∇Γ0X + νΓ1 ◦X⊗ νΓ0
)−T ∇Γ0(u ◦X) = ∇Γ0XG−1Γ0∇Γ0(u ◦X),
where GΓ0 := ∇Γ0XT∇Γ0X + νΓ0 ⊗ νΓ0 .
The proof is shown in Lemma 3.2 of [18]. We write B := ∇Γ0X + νΓ1 ◦ X ⊗ νΓ0 , which
satisfies
BTB = GΓ0 .
This gives a simpler form of the above lemma,
(∇Γ1u) ◦X = B−T∇Γ0(u ◦X).
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Lemma A.0.2. Let u ∈ H2(Γ1), then u ◦X ∈ H2(Γ0) and for i, j = 1, ..., n+ 1
(DΓ1i D
Γ1








+ (HΓ1 ◦X−HΓ0)(νΓ1i ◦X)(B
−T∇Γ0 û)j ,







Proof. We write û := u ◦X and where indices are repeated in a product, summation is assumed.
We now make use of the preceding lemma to obtain,
DΓ1i D
Γ1






We now put this into something similar to a divergence form,
DΓ1i D
Γ1

















In [18], it is calculated
DΓ0l b




DΓ0l b = b
fmDΓ0l bmf ,
inserting these into the above gives,
DΓ1i D
Γ1











Since we are summing over f, k, l and m in the above, it is possible to swap the indices, in








































We now use this to simplify (A.1). We will make use of the relation bkiνΓ0k = ν
Γ1























































= ((HΓ1 ◦X)−HΓ0)(νΓ1i ◦X)(B
−T∇Γ0 û)j ,
which completes the result.











We give the version of the implicit function theorem we use in Theorem 4.2.9. The result is taken
from [19, Theorem 7.13-1].
Theorem B.0.1. Let X be a normed vector space, Y and Z Banach spaces with Ω ⊂ X × Y
open with (a, b) ∈ Ω. Let f ∈ C(Ω;Z) with f(a, b) = 0, ∂f∂y (x, y) ∈ L(Y;Z) exists at all points
(x, y) ∈ Ω and ∂f∂y ∈ C(Ω;L(Y;Z)),
∂f






1. Then there is an open neighbourhood V of a in X , a neighbourhood W of b in Y and
g ∈ C(V ;W ) such that V ×W ⊂ Ω and {(x, y) ∈ V ×W : f(x, y) = 0} = {(x, y) ∈ V ×W :
y = g(x)}.









(a, b) ∈ L(X ;Y).
3. Assume in addition that f ∈ Ck(Ω;Z) for some k ≥ 1. Then there is an open neighbourhood
Ṽ ⊂ V of a in X and neighbourhood W̃ ⊂ W of b in Y such that ∂f∂y (x, y) ∈ L(Y;Z) is
















We first show, for arbitrary surfaces, that ∆Γu ∈W 1,p(Γ) for p ≤ 2 gives u ∈W 3,p(Γ).
Proposition C.0.1. Suppose u ∈ H1(Γ) with ∆Γu ∈ W 1,p(Γ) for some p ∈ (1, 2] and Γ is C3,
then there is a C > 0 independent of u such that for each i, j = 1, 2, 3,
‖DiDju‖1,p ≤ C
(
‖Dj∆Γu‖0,p + ‖∆Γu‖0,2 + ‖∇Γu‖0,2
)
.
Proof. We make use of the following inf-sup condition, shown in [33]:




∇Γη · ∇Γξ + ηξ
‖η‖1,q
∀ξ ∈W 1,p(Γ).
By the fact that Γ has finite measure, it holds that ‖DiDju‖0,p ≤ C‖DiDju‖0,2 which we know
is controlled by ‖∆Γu‖0,2 +
√
‖HH − 2H2‖0,∞‖∇Γu‖0,2, [28]. It is then sufficient to show that∫
Γ
∇ΓDiDju · ∇Γη is bounded appropriately. One may calculate∫
Γ






(H∇ΓDku)j νk − (H∇ΓDku)k νi −Dk [(H∇Γu)k νj ]
)
Diη






This follows from repeatedly applying integration by parts and swapping the order of derivatives.
Applying Hölder’s inequality, the result immediately follows.
Proposition C.0.2. Let u ∈ H2(Γ) be the unique solution of Problem 2.1.3, then it holds that
for any p < 2, u ∈W 3,p(Γ).
Proof. By [42, Theorem 2.34] and the arguments presented in [38, Section 5], it is clear that
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there is p ∈ R and λ ∈ RK such that
a(u, v) + p
∫
Γ
v + λ · v|C = 0 ∀v ∈ H2(Γ).
Let η := −∆Γu− 2R2u ∈ L








Let φ ∈ C∞(Γ) and consider the inverse Laplace type map G : L2(Γ)→ H2(Γ) such that G : φ 7→













≤ ‖λ‖RM ‖v‖0,∞ + |p|‖v‖0,1
≤ C‖φ‖−1,q.
Thus we have shown that η represents a bounded linear operator on W−1,q(Γ), thus we have
shown that −∆Γu − 2R2u ∈ W
1,q∗(Γ). In particular, by Proposition C.0.1, it holds that u ∈
W 3,q
∗





Here, we verify Assumption 4.2.2 by constructing χ.
D.0.0.1 Rotation of a single particle
This example pertains to a simple rotation. The example we consider is rotating a single particle
whose centre XG is taken to be the North pole N := (0, 0, R)
T , without loss of generality. The
points of the particle are contained in the set Br(N) := {x : x3 > R− r} around the north pole
and all other points are contained in the set Br+ε(N)
C := {x : x3 < R− r − ε}.
Since this is a 1-parameter family of transformations, we write, with an abuse of notation
χ(α, ·) = χ(q, ·) for the diffeomorphism.



















where η : Γ → R is a Ck-smooth cut off function such that η = 1 on Br(N) and η = 0 on
Br+ε(N)
C and depends only on x3. It is clear that this χ is smooth with χ(α, ·) having inverse
χ(−α, ·) and that it moves the points of the particle based at the north pole as required, while
others remain stationary. Furthermore, for each fixed x3 it ,essentially, is a 2-dimensional rotation
about (0, 0, x3) so the volume element induced by χ is constantly equal to 1.
It is convenient to calculate, for e = (1, 0), ∂eχ(0, x),












(∇Γη(x) · (N × x) + η(x)divΓ(N × x)) ,
by the fact that η depends only on x3, one sees that the first term is some scalar function
multiplied by PΓ(x)N ·(N × x), which vanishes. For the second term, one calculates, by extending
to a small neighbourhood of the surface (as in the definition of surface derivatives),
divΓ (N × x) =
3∑
i=1








∂j (N × x)i .










∂j (xi(N × x)i) = 0
for any j = 1, 2, 3.
D.0.0.2 A general χ
Since the set
⋃N
i=1 Ci(p) is a finite union of points, we know there is a strictly positive distance
separating each pair of points. It follows that we may assume that the family of sets
⋃N
i=1 Ci(p+tq)
for (t, q) ∈ [0, 1]×B also satisfy this condition, and set ε > 0 to be the smallest separation between
the points of
⋃N












Definition D.0.1 (Equation (2.6) [71]). We define the vector surface curl of a C1 function
ψ : Γ→ R by
curlΓψ := ν ×∇Γψ.
Definition D.0.2. Given δ ∈ (0, ε), define V : [0, 1]× B × Γ→ R3 by
V := curlΓψ
where for each (t, q) ∈ [0, 1]×B, x ∈
⋃N
i=1 Ci(p+ tq), the function ψ : [0, 1]×B×Γ→ R is given
by
ψ(t, q, y) = η(|x− y|)y · (∂s
(
φi(p+ sq, ·) ◦ φi(p+ tq, ·)−1(y)
)
|s=t × ν(x))
for y ∈ Γ ∩ Bε/2(x), otherwise ψ = 0, where η : R → R is a Ck+1-smooth cut off function such
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that η(s) = 1 |s| ≤ δ/4,η(s) = 0 |s| ≥ δ/2.
Example D.0.3. We now give a calculation of ∂s
(
φi(p+ sq, ·) ◦ φi(p+ tq, ·)−1(y)
)
|s=t. For
simplicity, we set p = 0 and t = 0 and neglect any i subscripts.
Let q = (α, τ) ∈ R× TXG . We then have
φ(sq, x) = RT (sτ)Rn(sα)x,
therefore
∂s (φ(sq, x)) |s=0 = (ν(XG)× τ)× x+ α (ν(XG)× x) .
It is clear that the first term corresponds to the translation and the second term the rotation.
Without loss of generality we may keep t = 0 (by changing p to be p + tq) then we calculate,
writing p = (p1, p2) ∈ R× TXG ,
φ(p+ sq, ·) ◦ φ(p, ·)−1(x) = RT (p2 + sτ)Rn(p1 + sα)Rn(p1)−1RT (p2)−1x.
One then finds that
∂s
(
φ(p+ sq, ·) ◦ φ(p, ·)−1(x)
)

























































cos(|p2|) (τ̃(0)× y) ,




|p2|3 p2 = 0 and
∂s (RT (p2 + sτ)) |s=0y = β|p2| sin(|p2|)(τ̃(0)× y)× τ̃(0)− β|p2| cos(|p2|)(τ̃(0)× y),
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whereas, if τ · p2 = 0,



























Lemma D.0.4. The function V given in Definition D.0.2 satisfies:
• V ∈ Ck,
• divΓV = 0,
• V(t, 0, x) = 0 for all (t, x) ∈ [0, 1]× Γ,
• for each i = 1, ..., N , V(t, q, ·) = ∂s
(
φi(p+ tq, ·) ◦ φi(p+ sq, ·)−1
)
|s=t on Ci(p + tq), for
each (t, q) ∈ [0, 1]× B,






and x ∈ Γ.
Proof. Smoothness and that V(·, 0, ·) vanishes is clear by construction, divergence free follows
from V being the curl of another function [71, Lemma 2.1]. For the point conditions we evaluate
at y ∈ Γ such that |x− y| < δ4 for some x ∈ Ci(p+ tq),


















for each (t, q) ∈ [0, 1] × B, i = 1, ..., N . Which upon evaluation of at any x ∈ Ci(p + tq),
(t, q) ∈ [0, 1]× B, i = 1, ..., N , leaves us with
curlΓψ(t, q, x) = ∂s
(
φi(p+ sq, ·) ◦ φi(p+ tq, ·)−1
)
|s=t(x).
The final condition takes a little bit of work. We show the condition near the ’special
points’ of
⋃N
i=1 Ci(p). Given i = 1, ..., N , for x ∈ Ci(p) and y near x, we see that
∂eV(t, 0, y) =∂sV(t, se, y)|s=0
=∂s
(



















This first term we may see is equal to V(0, e, x), for the remaining terms,
∂s
(





∇ΓV(t, se, y) ·
(





which we see vanishes due to the fact that ∇ΓV(·, se, ·) → 0 as s → 0 on [0, 1] × Γ and also
φi(p+ se, ·) ◦ φ(p, ·)−1(y)− y → 0 as s→ 0.
We will construct χ in the following way.
Definition D.0.5.
1. Let η : [0, 1]× B × Γ→ Γ be the solution of the family of ODEs
∂tη(t, q, x) = V(t, q, η(t, q, x)), η(0, q, x) = x
for all (q, x) ∈ B × Γ.
2. Let χ : B × Γ→ Γ by χ(q, x) = η(1, q, x) for all (q, x) ∈ B × Γ.
It is clear by standard ODE theory [52] that η exists and is smooth, furthermore, it is
clear that η(1, q, ·) is a diffeomorphism.






, the following formula holds
∂eχ(0, ·) = V(0, e, ·) on Γ.
Proof. This follows from the properties of V in Lemma D.0.4. The smoothness of χ follows from
the smoothness of V and standard ODE theory [52], as does the existence and smoothness of an
inverse. The condition that V(·, 0, ·) = 0 gives that χ(0, ·) is the identity.
The condition v ◦ χ(q, ·)−1 ∈ U(p+ q) ⇐⇒ v ∈ U(p) has three parts:







v ◦ χ(q, ·) for all v ∈ H2(Γ),




= T (p)v for all v ∈ H2(Γ).
The first condition follows from two applications of Lemma A.0.2 with X = χ(q, ·) and X =
χ(q, ·)−1 and the smoothness of these maps. The second condition follows from the fact that
divΓV = 0. The final condition follows from the point conditions on V. By considering the ODE
that η solves, we see that χ satisfies for each i = 1, ..., N ,
χ(q, ·) = φi(p+ q, ·) ◦ φi(p, ·)−1 on Ci(p),
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which gives, recalling the definition of T in Definition 2.1.15,
T (p+ q)iv = v ◦ φi(p+ q, ·)|Ci
= v ◦ φi(p+ q, ·) ◦ φi(p, ·)−1 ◦ φi(p, ·)|Ci
= T (p)i(v ◦ χ(q, ·)).
We now wish to calculate ∂eχ(0, ·) on Γ.






, ∂eχ(0, ·) = V(0, e, ·) on Γ.
Proof. It is clear that ∂eχ(0, ·) = ∂eη(1, 0, ·). From the ODE η solves, one may see that ηe(t, x) :=
∂eη(t, 0, x) for (t, x) ∈ [0, 1]× Γ satisfies
∂tηe(t, x) = ∂eV(t, 0, η(t, 0, x)) +∇ΓV(t, 0, η(t, 0, x))ηe(t, x),
for all (t, x) ∈ [0, 1] × Γ. Recall that V(t, 0, x) = 0 for all (t, x) ∈ [0, 1] × Γ, so the second term
in the above ODE vanishes and one has that η(t, 0, x) = x for all (t, x) ∈ [0, 1]× Γ. By applying
the final condition of Lemma D.0.4, one has that
∂tηe(t, x) = V(0, e, x),
hence ∂eχ(0, ·) = ηe(1, ·) = V(0, e, ·) on Γ.
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