In this paper we obtain some new estimates for the number of large values of Dirichlet polynomials. Our results imply new zero density estimates for the Riemann zeta function which give a small improvement on results of Bourgain and Jutila.
Introduction
In this paper we consider estimating the number of times a Dirichlet polynomial can take large values. Let a n be a sequence of complex numbers satisfying |a n | 1 and A ⊂ [0, T ] a set of real numbers which is 1-spaced and satisfies N n 2N a n n it V, t ∈ A.
The problem of obtaining an upper bound for the cardinality |A| is motivated by estimating the number of zeros of the Riemann zeta function in a rectangle to the right of the critical line. The main conjecture for this problem is known as Montgomery's conjecture and states t∈A N n 2N a n n it
Assuming N T o(1) this implies |A| ≪ N 2+o(1) V 2 , provided V N 1/2+o (1) .
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The best known general result towards (1) is obtained via Fourier completion t∈A N n 2N a n n it 2 ≪ (NT ) o (1) 
The advantage of (1) over (3) is the lack of dependence on the parameter T . Results of this type are very rare and we mention an important estimate over convolutions due to Heath-Brown [5] . Theorem 1. Let A ⊆ [0, T ] be a well spaced set, N an integer and a n a sequence of complex numbers satisfying |a n | 1. We have t 1 ,t 2 ∈A 1 n N a n n −1/2+i(t 1 −t 2 ) 2 ≪ (|A| 2 + N|A| + T 1/2 |A| 5/4 )(NT ) o (1) .
This bound was first used by Heath-Brown to estimate the additive energy E(A) of large values E(A) = |{t 1 , . . . , t 4 ∈ A : |t 1 + t 2 − t 3 − t 4 | 1}, and applied to zero density estimates [6] by combining with ideas of Jutila [12] and primes in short intervals [7] . Bourgain [2] refined the use of Theorem 1 in applications to zero density estimates and obtained the widest known parameters for which the density conjecture holds. The use of energy estimates in classical arguments for bounding |A| interact badly with Huxley's subdivision and Bourgain was able to refine this aspect of Heath-Brown's argument by exploiting the fact that if |A| is large then the points t ∈ A also correlate with large values of the Riemann zeta function.
Bourgain's argument can be considered a Balog-Szemeredi-Gower's type theorem applied to A. One way to see how ideas from additive combinatorics are useful is as follows. Using some Fourier analysis, we may assume A ⊆ Z. Suppose we are in an extreme case where |A − A| ≪ |A|.
Then E(A) ∼ |A| 3 , and hence most points t ∈ A have ≫ |A| representations t = t ′ − t ′′ , t ′ ∈ A, t ′′ ∈ A − A, which implies t∈A N n 2N a n n it 2 ≪ 1 |A| t ′ ∈A,t ′′ ∈A−A N n 2N a n n i(t ′ −t ′′ ) 2 .
By (4) we can cover A − A by O(1) translates of A, so that t∈A N n 2N a n n it
for some sequence a ′ n satisfying |a ′ n | = |a n |. Applying Theorem 1 gives t∈A N n 2N a n n it 2 ≪ N o(1) (N|A| + N 2 + T 1/2 |A| 5/4 ), which establishes (1) for certain ranges of parameters. One would then give a complementary approach to deal with the case E(A) is small and a final bound for |A| may be obtained by decomposing A into pieces with either small energy or small sumset. The most straightforward way to deal with small energy is to apply duality to create more variables of summation in A. Directly applying dualtiy to (1) for ℓ 2 norms sets a limit of the argument at t∈A N n 2N a n n it 2 ≪ (NT ) o(1) N 3/2 |A| + N 2 ,
and would give the estimate (2) in the range V N 3/4+o (1) .
Establishing (5) would be significant and there have been a number of improvements to (3) for V N 3/4+o (1) . We refer the reader to [10] for an overview of techniques and results prior to Bourgain's work [1, 2, 3] . An important problem which has seen no progress is to improve on (3) for V N 3/4+o (1) . One may consider applying duality with fractional exponents although this approach lacks a geometric way to interpret the resulting mean values as in the ℓ 2 case. Attempting to deal with this issue by decomposing into level sets, one is lead to sums of the form
where D ⊆ [N, 2N] ∩ Z may be sparse. This would require a variant of Theorem 1 which is sensitive to the size of D. It is not clear what to expect for the sums (6) since one may construct variations which give the trivial bound. If q is prime and H ⊆ F q is some multiplicative subgroup, there exists a set A of multiplicative characters mod q such that |H||A| ∼ q, and χ 1 ,χ 2 ∈A h∈H
If D is not small it does not seem possible to construct similar examples directly for the sums (6) since for any set of integers D ⊆ [N, 2N] satisfying |D| N ε we have |DD| |D| 2−o (1) .
In this paper we obtain some new large values estimates in the range V N 3/4+o (1) . Our arguments build on techniques of Bourgain, Heath-Brown, Huxley, Jutila and Ivić and are also motivated by the sumproduct problem. Current approaches to the sum-product problem establish relations between various energies using geometric incidences. To estimate the number of large values of exponential sums, one may proceed in analogy to sum-product estimates given a suitable replacement for geometric incidences. In the case of Dirichlet polynomials, this role is played by Heath-Brown's convolution estimate.
We will use a more general version of Theorem 1 and in particular we consider the sums
The parameter δ corresponds to Huxley's subdivision and in applications, estimates for the sums (8) give a better dependence on δ than directly using Theorem 1. We note that one may use the sums (8) in Heath-Brown's original argument [6] to recover Bourgain's result [2] . We record the bound obtained by this method. Theorem 2. Suppose N, T, V are positive real numbers and a n a sequence of complex numbers satisfying |a n | 1. Let A ⊂ [0, T ] be a 1-spaced set satisfying N n 2N a n n it V, t ∈ A.
For any 0 < δ 1 we have
The γ in (8) may be arbitrary positive weights and allow estimation of more general energies such as
which are relevant to other problems involving the distribution of primes although will not be considered in this paper.
We also introduce another technical refinement into the Bourgain-Heath-Brown approach which is based on an idea of Ivić. The Halász-Montgomery method to estimate the number of large values reduces to bounding sums of the form
Using Mellin inversion one may complete these sums on to ζ(1/2 + it) to get
An estimate for S may be obtained by combining Hölder's inequality with moment estimates for ζ and energy estimates for A. By the approximate functional equation, if N T 1/2−δ is small then the completion step is wasteful and we may obtain sharper results by retaining some information about N. For example, after rescaling we get
which may be completed on to ζ(1/2 + δ + it) where higher moment estimates are available.
Large values of Dirichlet polynomials
In what follows we refer to 1-spaced sets as well spaced. Theorem 3. Suppose N, T, V are positive real numbers and a n a sequence of complex numbers satisfying |a n | 1. Let A ⊂ [0, T ] a well spaced set satisfying
Let k 2 be a positive integer and δ a real number satisfying
We have
Suppose N, T, V are positive real numbers and a n a sequence of complex numbers satisfying |a n | 1. Let A ⊂ [0, T ] be a well spaced set satisfying N n 2N a n n it V, t ∈ A.
Suppose T, V, N, A satisfy |A| min N,
For any 0 < δ 1 satisfying
we have
Our next result may be used to recover a zero density estimate of Ivić [10, Theorem 11.5] with a slightly smaller range of parameters. Theorem 5. Suppose N, T, V are positive real numbers and a n a sequence of complex numbers satisfying |a n | 1. Let A ⊂ [0, T ] be a well spaced set satisfying N n 2N a n n it V, t ∈ A.
Suppose T, N, A satisfy N T 2/3 , |A| N.
In applications to zero density estimates, one may use results of Huxley [8] or Jutila [12] to verify the conditions on A hold in the above results. By combining the results from Section 2 with the method of zero detection polynomials we give some new bounds for N(σ, T ). 
Zero density estimates for the Riemann zeta function
Theorem 7 provides an improvement on this bound in the range
.
Arguments of Jutila [12] , see also [10, Section 11.7] imply the estimate
for any integer k 2 valid in the range of parameters given by [10, Equation 11 .76]. Considering the discussion on [10, pp. 289] , in order to use (18) for σ 13/17 we need to take k 5. Comparing (17) with k 5 of (18), we obtain an improvement provided 409 534 σ 23 30 = 409 534 + 1 1335 .
Preliminary results
In what follows we assume T o(1) N T O(1) . This implies terms N o(1) and T o(1) have the same meaning.
Given ∆ > 0 define
follows from the observation that if t 1 , t 2 ∈ A k then |t 1 − t 2 | ∆. If t 1 , t 2 satisfy |t 1 − t 2 | ∆, then there exists k 1 , k 2 satisfying
Combining Lemma 8 with the Cauchy-Schwarz inequality gives the following result. Corollary 9. Let A ⊆ [0, T ] be a well spaced set and 0 < δ 1. We have
For a proof of the following, see [11, Theorem 9.4] Lemma 10. For any set A ⊆ [0, T ] of well spaced points, integer N and sequence of complex numbers a n we have t∈A 1 n N a n n it 2 ≪ (T + N) a 2 2 (log N).
As a consequence of the above, we have.
Lemma 11. For any set A ⊆ [0, T ] of well spaced points, integers N, k and sequence of complex numbers a n satisfying |a n | 1 we have
For a proof of the following, see [10, Theorem 8.4] .
For a proof of the following, see [2, Lemma 4.48 ].
Lemma 13. For any N 1, t ∈ R and sequence of complex numbers a n satisfying |a n | 1 we have N n 2N a n n it ≪ log N |τ | log N N n 2N a n n i(t+τ ) dτ.
The following is essentially due to Heath-Brown [7] . Since our statement is more general we provide details of the proof. Lemma 14. Let N, T be positive real numbers and a n a sequence of complex numbers satisfying |a n |
and for integer ℓ define
then for any set B we have
and for integer j ≪ log T define
By the pigeonhole principle, there exists some j 0 such that defining
Consider the sum S = |τ | 2 log N ℓ∈D,t∈A N n 2N a n n −i(ℓ+t+τ ) 2 dτ.
Define the set B 0 by
If (ℓ, t) ∈ B 0 then there exists some t ′ ∈ A and some |θ| 2 such that
which gives
Since |θ| 2 we have
Applying Lemma 13 |τ | 2 log N N n 2N a n n i(ℓ+t+τ )
Recalling (21) and the definition of
Taking a maximum over τ in S, there exists some sequence of complex numbers b(n) satisfying |b(n)| 1 such that
By the Cauchy-Schwarz inequality
where
Interchanging summation, we have
and hence by Theorem 1 and (20)
By a similar argument and the assumption |A| N S 2 ≪ N 1+o(1) |A|. The following is due to Huxley [8] .
The above estimates combine to give
Lemma 15. Suppose N, T, V are positive real numbers and a n a sequence of complex numbers satisfying |a n | 1. Let A ⊂ [0, T ] be a well spaced set satisfying
Large values over additive convolutions
Given real numbers N, ∆, a well spaced sequence t 1 , . . . , t R and a positive real numbers γ(t) we define
and when γ is the indicator function of some set A let I(∆, A) be as in (19) . If each t i T then we simplify S(N, T, γ) = S(N, γ).
Theorem 16. Let T and N be real numbers, 1 t 1 , . . . , t R T a well spaced sequence, a n a sequence of complex numbers satisfying |a n | 1, and γ a sequence of positive real numbers. If N ∆ 2/3 then we have
. As a consequence of Theorem 16 we have.
Theorem 17. Let N, T 1 be real numbers, A ⊆ [0, T ] a well spaced set and a n a sequence of complex numbers satisfying |a n | 1.
In particular, if either
then we have
The following preliminary results are required for the proof of Theorem 16.
Lemma 18. Let t r a sequence of real numbers, a n a sequence of complex numbers, b n a sequence of positive real numbers satisfying
and γ a sequence of positive real numbers. For any positive ∆, N, K and ε satisfying
and note that
where F denotes the Fourier transform. Since
Expanding the square, interchanging summation and using Fourier inversion, we get R r,s=1
and hence by (29) R r,s=1
Since F (y) = 0 if |y| 1 and F (y) 1 otherwise,
and
Expanding the square, interchanging summation and using Fourier inversion, we get
which after rearranging gives R r,s=1
and the result follows from (33) and (34).
Lemma 19. Let N be an integer, t r a sequence of real numbers, a n a sequence of complex numbers satisfying
and γ a sequence of positive real numbers. Let c 1 < c 2 be constants and for each pair of integers r, s let N r,s and M r,s be integers satisfying
Nr,s n Mr,s a n n i(tr −ts)
2
For each pair r, s we have Nr,s n Mr,s a n n i(tr −ts) = 
a n e(αn)n i(tr −ts) 2 dα.
Applying Lemma 18 with ε = 1/4 gives Proof. Let P be a prime number satisfying
and for each multiplicative character χ mod P let 
hence by (35) and orthogonality of characters Proof.
and apply Lemma 20 to get
By Lemma 18
and the result follows from (37).
The following is our variant of [5, Lemma 4] .
Lemma 22. For any M 8N 2 we have
Proof. By the Cauchy-Schwarz inequality and Lemma 18
, and the result follows from the above and Corollary 21.
The following is a variant of Hilbert's inequality.
Lemma 23. For any well spaced sequence t 1 , . . . , t R and positive real numbers γ(t r ) we have r =s
Proof. Let
and the result follows since the assumption t r is well spaced implies for any fixed r s =r
Lemma 24. Let N 2 be an integer, ∆ ≫ 1 a real number, 1 t 1 , . . . , t R T a well spaced sequence and γ(t) a sequence of positive real numbers. We have
We estimate the summation in S 1 trivially. Using the assumption the points t r are well spaced, we have
For S 2 we use the estimate
valid for any N, t 1, see for example [11, Equation 9 .21]. This gives
which by Lemma 23 implies and completes the proof.
The following forms the basis of the van der Corput method of exponential sums, for a proof see [11, Theorem 8.16 ].
Lemma 25. For any real valued function f defined on an interval [a, b] with derivatives satisfying
. The following is a consequence of Lemma 25 and partial summation.
Lemma 26. Let N be an integer and t 1 a real number. We have
Lemma 27. Let T be a real number, 1 t 1 , . . . , t R T a well spaced sequence. For integer N and a real number ∆ we define 
We have Corollary 28. Let T be a real number, 1 t 1 , . . . , t R T a well spaced sequence and γ(t) a sequence of positive real numbers. We have
Proof. We may suppose ∆ ≫ N since otherwise the result follows from Lemma 24. With notation as in Lemma 27, we have
and by Corollary 21 and Lemma 27
from which the desired result follows after combining with Lemma 18 and (41).
Proof of Theorem 16
First consider when
and by Lemma 22
By (42) 
Substituting into (45) 
Proof of Theorem 17
Let
For each integer |ℓ| ≪ T we define
which combined with Lemma 13 gives
Taking a maximum over τ this implies that
for some τ 0 2 log N. If N T 2/3 then by Theorem 16 (1) .
and the result follows noting that the conditions (28) imply
Large values of Dirichlet Polynomials
In this section we state some reductions from large values of Dirichlet polynomials to various mean values which are slight modifications of well known results. We first recall [ The following is a consequence of Mellin inversion, see for example [2, Equation 4 .17]. For any t satisfying
Lemma 31. Let N, T 1 and a n a sequence of complex numbers satisfying |a n | 1. Let A ⊆ [0, T ] be a well spaced set satisfying N n 2N a n n it V, t ∈ A.
Let 0 < δ < 1 and suppose N, T, V are positive numbers with N and V satisfying
for some sequence of complex numbers θ satisfying |θ(t)| = 1. By the Cauchy-Schwarz inequality
with b(n) is as in Lemma 29. The assumption A k is well spaced implies
and for t 1 , t 2 ∈ A k satisfying |t 1 − t 2 | (log T ) 2 we have |t 1 − t 2 | δT , hence by Lemma 29
n δT /N n −1/2+i(t 1 −t 2 +τ ) dτ + 1.
Substituting the above into (54) and taking a maximum over τ , we get
for some sequence of complex numbers a n satisfying |a n | = 1. By (53), the above simplifies to
Summing over |k| ≪ δ −1 and using Lemma 8 to estimate
we get
≪ N 2+o(1) |A| + N 3/2+o(1) t 1 ,t 2 ∈A |t 1 −t 2 | δT n δT /N a n n −1/2+i(t 1 −t 2 ) , after noting that if t 1 , t 2 ∈ A k then |t 1 − t 2 | δT .
Zero density estimates
We next collect some preliminaries from the method of zero detection polynomials, we refer the reader to [10, Chapter 11] There exists two well spaced sets A 1 , A 2 ⊂ C such that
If ρ = β + iγ ∈ A 1 then β σ, γ T, and X n Y 2 a n n −ρ e −n/Y ≫ 1. (55)
where C is some absolute constant.
Using some Fourier analysis one may remove the dependence of the coefficients in (58) on the real part of the zeros ρ.
Lemma 33. Let σ 1/2 + o(1). With notation as in Lemma 32, let X, Y be parameters satisfying 2 X Y T A . There exists some N satisfying
a sequence of complex numbers b n satisfying |b n | 1 and two well spaced sets A 1 ,
We refer the reader to either [2, Section 1] or [10, Chapter 11] for details of the following reduction from Lemma 33 which makes use of Heath-Brown's twelfth power moment estimate [4] .
Lemma 34. Let Y T A be some parameter. There exists some N satisfying
and some sequence of complex numbers a n satisfying |a n | 1 such that for some well spaced set A ⊆ [0, T ] with
Proof of Theorem 3
By Lemma 31 we have
For integer ℓ, define
For integers i, j 0 define the set
where the factor I(δT, A) comes from values of ℓ satisfying max 0 θ 1 n δT /N n −1/2+i(ℓ+θ) 1, and W 0 is defined by
Note that for each 0 i, j ≪ log N we have
and hence by the pigeonhole principle applied to the set
there exists some pair i, j satisfying
We consider two cases depending on and hence by (11) and Lemma 11
By (65) this implies
From (64) and the bound
By (61), (62) and (63)
and hence from (11)
Suppose next (66) and consider S = |τ | 2 log N ℓ∈D,t∈A N n 2N a n n −i(ℓ+t+τ ) 2 dτ.
Define the set B by
If (ℓ, t) ∈ B then there exists some t ′ ∈ A and some |θ| 2 such that
and hence |τ | 2 log N N n 2N a n n i(ℓ+t+τ ) 2 dτ = |τ | 2 log N N n 2N a n n i(t ′ +θ+τ ) 2 dτ.
Since Applying Lemma 13 gives |τ | 2 log N N n 2N a n n i(ℓ+t+τ ) 2 dτ ≫ V 2 log N , and hence by (70)
Recalling the definition of D, ∆, we have
By the Cauchy-Schwarz inequality .
and hence by Theorem 1 and (66)
By a similar argument
From the above, (71) and (72)
The above, (67) and (68) imply
By (61) and (62)
. From (69) the above bound holds provided either (65) or (66). An application of Lemma 9 implies
which completes the proof.
Proof of Theorem 4
By Lemma 31
and Hölder's inequality
for some c n = N o(1) . By Lemma 18 and Corollary 28
which by (73) implies that
This implies either
We may suppose (75) since otherwise the result follows. Considering W 0 , partitioning summation over n into dyadic intervals and applying Corollary 21 gives
and hence by Lemma 18
Bounding the contribution from points t 1 , t 2 satisfying |t 1 − t 2 | N o(1) trivially and applying Lemma 30 to the remaining sum, we get
and we have used a second application of Lemma 18 to the sum (76) in order to smooth the coefficients. Performing a dyadic partition as in the proof of Theorem 3, there exists ∆, H ≫ 1, and a set D ⊆ Z defined by
where r(ℓ) = |{(t 1 , t 2 ) ∈ A × A : 0 t 1 − t 2 − ℓ < 1}|.
Note by Lemma 12
Either
If (80), then arguing as in the proof of Lemma 14,
for some sequence of complex numbers c n satisfying |c n | 1. Expanding the square, interchanging summation, applying the Cauchy-Schwarz inequality and rescaling we get
(82) By Theorem 1
where we have used (12) and (80) to simplify the above bounds. Combining with (82)
From the above and (79) 
which completes the proof of case (80). Suppose next (81). From (79) we have either
which implies
By (83)
and hence by (75) and (77)
By (12) and (13) we may drop the last three terms to arrive at
and the result follows combining the estimates from cases (80) and (81).
Proof of Theorem 5
Let 0 < δ 1 be some parameter satisfying
and apply Lemma 31 and the Cauchy-Schwarz inequality to get
This implies that either The result follows combining the above with (87).
Proof of Theorem 6
We apply Lemma 34 with
where the set A is a well spaced set A ⊆ [0, T ] satisfying N o(1) N n 2N a n n it N σ t ∈ A, for some sequence of complex numbers a n with |a n | 1 and N satisfying
For N satisfying (90) and σ satisfying (14) 
We also note by Lemma 15 |A| ≪ N 2(1−σ)+o(1) + T N 4−6σ+o (1) . (1) , and the result follows from (89).
Proof of Theorem 7
Let Y be some parameter to be determined later satisfying
and apply Lemma (34) to get
where the set A is a well spaced set A ⊆ [0, T ] satisfying N o(1) N n 2N a n n it N σ t ∈ A, for some sequence of complex numbers a n satisfying |a n | 1 and N satisfying 
