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Abstract In this paper, the context dependence multilevel pattern matching(in short CDMPM) 
grammar transform is proposed; based on this grammar transform, the universal lossless data 
compression algorithm, CDMPM code is then developed. Moreover, it is proved that this algorithms’ 
worst case redundancy among all individual sequences of length n from a finite alphabet is upper 
bounded by )log/1( nC  where C is a constant. 
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A grammar transform is a transformation that converts any data sequence to be compressed 
into a grammar from which the original data sequence can be fully reconstructed. 
In grammar based-code, a data sequence is first converted into a grammar by a grammar 
transform and then losslessly encoded. 
In paper [1], multilevel pattern matching grammar transform was proposed, based on this 
grammar transform, the lossless data compression code, MPM code were then developed. It is 
also proved that their worst case redundancies among all individual sequences of length n are 
upper bounded by )log/1( nO . In paper [2],CMPM grammar transform that MPM grammar 
transform were extended to taken the side information was proposed, based on this grammar 
transform, CMPM code were developed and also proved that its worst case redundancy is upper 
bounded by )log/1( nC  where C is constant. 
In this paper, CDMPM grammar transform which is an extension of MPM grammar transform 
under the consideration of context, is proposed and based on this grammar transform, CDMPM 
code is then developed. It is also proved its worst case redundancies among all individual sequences 
of length n against the k-refinement context empirical entropy are upper bounded by )log/1( nC  
where C is a constant. 
 
1. CDMPM Grammar Transform 
Let },,,{ ||21 AaaaA L=  be the input data sequence alphabet. 
For any positive integer n, nA  denotes the set of all sequences of length n from A.  
A sequence from A is sometimes called an A-sequence. 
The input data sequence nnn Axxxx ∈= L21  is transformed into a context dependence 
grammar ))(|( nn xCxG  or its equivalent form by CDMPM grammar transform. 
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Let 1≥I  and 2≥r  be two positive integers and their corresponding grammar transform 
is called the CDMPM ),( Ir  grammar transform. 
To get the transformed grammar ))(|( nn xCxG  or its equivalent form given by the 
CDMPM ),( Ir  grammar transform, we perform multilevel pattern matching. 
First, we partition the string nxxx L21  from left to right into non overlapping substrings 
of length )0,,1,( L−= IIini , where the lengths are obtained from the r-ary expansion of the 
integer n. we denote these substrings by )()()( 01 ,,, nnn xxx II L− . 
Let ⎣ ⎦ rIr hhnh )log( 0LL  be the r-ary expansion of n.  
Then ⎣ ⎦ rIrI hnhn )00log( LL= , rII hn )00( 11 L−− = ,…, rhn )( 00 = . 
The CDMPM ),( Ir  grammar transform generates multilevel representation of nx  according 
to the following steps. 
Initially, for level I, we partition the substring )( Inx  from left to right into non overlapping 
sub-block sequence of length Ir  and denote these sub-block sequences )(
/
)(
2
)(
1
)( ~~~~ I
rn
III
I
I
XXXX L=  
and performs the following steps 3-5. 
Step 1 For each j such that sX ij =+ )1( , partition the A-block sequence )1(~ +ijX  into r sub block 
sequence of length ir . 
Step 2 Partition the sub string )( inx  into A-bock sequences of length ir  and concatenate 
these A-block sequences to the A-block sequences of length ir  constructed at step 1 above and 
denote these this new concatenated sequence of A-blocks at the level i by ( ))( |~|
)(
2
)(
1
)( ~~~~ i
X
iii
iXXXX L= . 
Step 3 Construct the context sequence )(
|~|
)(
2
)(
1
)(
)(
~~~~ i
X
iii
iCCCC L=  of sequence 
( ))( |~|
)(
2
)(
1
)( ~~~~ i
X
iii
iXXXX L=  as follows. The initial context )(1~ iC  of )(1~ iX  is fixed some A-sequence 
of length ir  and context )(~ ijC ( ) |)~|,,2( iXj L=  correspond A-sequence representing by )(~ ijX . 
Step 4 Visit every A-block in the sequence )(~ iC  from left to right, and label all identical 
A-blocks with the same integers and all distinct A-blocks with distinct integers in increasing order, 
starting with 1. Denote each label corresponding to an A-block ijC
~  by ijC .  
Let icA  be the set all distinct labels in ( ))( |~|
)(
2
)(
1
)( i
X
iii
iCCCC L= .  
For every distinct label )(iCA∈γ , let }:~{|~ )()()( γγ == ijiji CXX . We call this sub sequence 
the context dependence subsequence corresponding to γ .  
All context dependence subsequences of )(~ iX  are processed independently from each other 
at step 5 below. 
Step 5 For each distinct label )(iCA∈γ , visit every A-block in the context dependence 
subsequences γ|~ )(iX  from left to right and denote the first appearance of each distinct A-block 
in this subsequence by a special symbol ‘s’.  
If the same A-block appears in γ|~ )(iX  again, label it by an integer so that all identical A-block 
in γ|~ )(iX , except for the most left one will be labeled by the same integer, which is just 
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the number of distinct A-blocks in γ|~ )(iX  up to the first appearance of the A-block inclusively. 
For each A-block )(~ ijX  in )(
~ iX , denote its label by )(ijX  and )( )( ||)(2)(1 iTiii iXXXT L= .  
For level 1, we perform only step 1,2 and 3 described above, and instead of performing 
step 4 and 5, let ,~ )0(0 XT = )0()0( ~CC = .  
 
2. Arithmetic encoder 
Input data sequence nn Ax ∈  is indirectly encoded by compressing the multilevel 
representation )( )( ||)(2)(1 iTiii iXXXT L=  )0,,( LIi =  of nX . 
Here the special symbol “s” assigned to the first A- block sequence in context )(iCA∈γ  
dependence sequence is does not encoding. Before performing arithmetic coding, perform the 
following steps.  
Step 1 let Ii =  and II TL =)( . 
Step 2 let ( ))( ||
)(
2
)(
1
)( i
L
iii
illlL L= .  
Assume that sll ijij iLS ===
)()(
))(|(1 η
L  where  )|(1 )(1 iLsjj η<<≤ L  and )|( )(iLsη  is the total 
number of appearance of ‘s’ in )(iL . Replace each ))|(,,1( )()( iij Lskl k ηL=  with the string 
)1()1(
1ˆ
−−
+−
i
kr
i
rkr XXs L  and denote the resulting sequence by )1( −iL . 
Step 3 Repeat step 2 for 1,,2,1 L−−= IIi . 
In the sequence )0(L  obtained from step 3 above, replace each appearance of the symbol 
sˆ  with s, and remove all ‘s’ corresponding to the first block in γ|~ )(iX , )(iCA∈γ , 
1,,2,1 L−−= IIi and denote the resulting sequence L. 
Let iT ′  be the result sequence by removing the symbol “s” corresponding the first block 
of context dependence subsequence of )(iCA∈γ  in )1,,( LIiTi = . Here 00 TT =′ . 
All symbols in sequence L is encoded independently according to which iT ′  it belong and 
what its context is. 
Let )(βγiC  be the counter for β  with context )(iCA∈γ  in iT ′ . 
Initially for 1,,LIi =  )(βγiC = ⎩⎨
⎧
∉
∈
}1,{,0
}1,{,1
s
s
β
β
, and for 0=i , 1)(0 =βγC  A∈βγ , . 
All symbols in )1,,( LIiTi =′  is encoded as follows. 
Step 1 encode )(ikX  by using the probability ∑β γγ β )()( )( iiki CXC  where the summation 
∑ β  is taken over },,1{}1,{ js LU , and j is the number of times that s occurs before the position 
of this ‘s’ in γ|~ )(iX . 
Step 2 Increase the counter )( )(iki XCγ  by 1. 
Step 3 If sX ik =)(  then increase the counter )1( +jCγ  from 0 to 1. 
To encode 0T ′ , we use the following steps. 
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Step 1 encode )0(kX  by probability ∑ ∈Ak CXC β γγ β )()( 000  . 
Step 2 increase the counter )( 00 kXCγ  by 1. 
 
3. Compression rate related to the empirical entropy of the CDMPM grammar 
Let sif  be the number of symbol ‘s’ in iT  and || ii Tl ′= . 
Let };{}{ )()( sXXTT ijijiki ≠=′′=′′ . Here =′′0T 0T , =′′0C 0C . 
Definition 1 we define the conditional empirical entropy of the CDMPM grammar 
))(|( nn xCxG  as follows.  
)|(
0
)(|( i
I
i
ixCxG CTHH nn ′′′′=∑= , where )|( ii CTH ′′′′  is the unnormalized conditional empirical 
entropy of the sequence iT ′′  given iC ′′ . 
That is )|( ii CTH ′′′′ ∑∑
∈∈
′′=
}|,,2,1{ )(
|log)(
)( γβγ β
γβ
s
i
i
Ci f
i
A n
ln
L
. 
Here )(βn  is the number of occurrence of β  with context γ  in iT ′′ .  
Lemma ∑
=
I
i
iB
1
 be the size of the output binary codeword for the input sequence nx . Then  
∑
=
I
i
iB
1
2
0
1
))(|( ||2 AllH
i
i
ixCxG nn +−+≤ ∑= . 
 
4. Redundancy of the CDMPM code  
We now compare compression performance of the CDMPM algorithm with that of the best 
arithmetic coding algorithm with −k refinement context. Let Z be a finite set consisting of k elements; 
each Zz∈  is regarded as an abstract refinement context in addition to the contexts in C. 
Let ]1,0[)()(: →××× ZAZCP  be a transition probability function, satisfying  
∑
∈∈
=′
ZzAa
zczaP
,
1),|,( , ZzCc ∈′∈ , . 
Then for any sequence nnn Axxxx ∈= L21  the compression rate in bits per letter resulting 
from using the arithmetic coding algorithm with the transition probability P to encode nx  is given 
by ∑ ∏
∈ =
−−
Zzz
n
i
iiii
n
zczxP
n L1 1
1),|,(
1 , where Zz ∈0  is the initial refinement context. 
Let ⎟⎟⎠
⎞
⎜⎜⎝
⎛−= ∑ ∏
∈ =
−∈ Zzz
n
i
iiii
ZzP
nn
k
n
zczxP
n
xCxH
L10 1
1),|,(maxmaxlog
1))(|(  and call the k-refinement- 
context empirical entropy of nx . Where the maximization P varies over all probability function  
]1,0[)()(: →××× ZAZCP . 
Definition 2 we define the worst case redundancy of algorithm against the k-refinement 
empirical entropy ))(|( nnk xCxH  as ⎥⎦
⎤⎢⎣
⎡ −= ∑
=∈
))(|(1max
0
,
nn
kk
I
i
i
Ax
kn xCxHHBn
R
nn
. 
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Theorem knR , < nC log/ . Where )12||||loglog(||log20 2 +++⋅+⋅⋅⋅= rAArkrArC . 
Proof fix nnn Axxxx ∈= L21  and P be an transitional probability function which maximizes  
))(|( nnk xCxH . 
For any qq xxxx L21= , let 
Zz
qq xCxr
∈
=
0
max))(|( ⎟⎟⎠
⎞
⎜⎜⎝
⎛ ∑ ∏
∈ =
−
Zzz
n
i
iiii
n
zczxP
L1 1
1),|,( . 
Then from definition of ))(|( qq xCxr , it is fold ∑
∈
⋅≤≤
qq Ax
qq AkxCxr ||))(|(1 . 
Also jXXX ,,, 21 L  be a nonoverlapping partition of qx , it is hold that  
))(|( qq xCxr ))(|())(|())(|( 2211 jj XCXrXCXrXCXr L⋅≤ . 
For any qx qA∈ , we normalize ))(|( qq xCxr  over qA  so that  
))(|(
||
))(|(* qqkqq xCxr
Ak
QxCxP ⋅⋅=  
qx qA∈  is a probability distribution satisfying ∑
∈
=
qq Ax
qq xCxP 1))(|(* . Then ||1 AkQk ⋅≤≤ . 
Hence ))(|( nnk xCxH ≥−= ))(|(log1 nn xCxrn n
1− ∑∑ ′′′′ )|(log )(ijj CXr  and  
∑∑ ′′
=
′′
=
≥⎥⎦
⎤⎢⎣
⎡ ′′′′⋅⋅−=′′′′−
||
1
)(*
||
1
)( )|(||log)|(log
ii T
j
i
jj
k
T
j
i
jj CXPQ
AkCXr ∑′′
=
′′′′−
||
1
)(* )|(log
iT
j
i
jj CXP |)|log(log|| AkTi +′′− . 
From information theory ≤′′′′−=′′′′ ∑′′
=
||
1
)(
~ )|(
~logmin)|(
iT
j
i
jj
P
jj CXPCTH ∑′′
=
′′′′−
||
1
)(* )|(log
iT
j
i
jj CXP  
where the minimum is over all probability distributions )|(~ ⋅⋅P  on qA  
))(|( nnk xCxHn ⋅ ≥ ≥+′′−′′′′∑
=
I
i
ijj AkTCTH
0
|)]|log(log||)|([ −))(|( nnG xCxH |)|log(log Ak + ∑
=
⋅
I
i
il
0
 
That is nB
I
i
i −∑
=1
))(|( nnk xCxH ++≤ ∑∑
==
I
i
s
i
I
i
i fl
10
2 |)|log(log Ak + ∑
=
⋅
I
i
il
0
2
0 || Al +− . 
Meanwhile for large n, ∑
=
I
i
il
0
)log/(||log20 2 nnAr ⋅⋅≤  and then  
))(|(1
0
nn
k
I
i
i xCxHBn
−∑
=
≤+⋅⋅⋅+++≤
n
A
n
ArrAk
2
2 ||
log
1||log20)/12||log(log  
nrAArkrAr log/)12||||loglog(||log20 2 +++⋅+⋅⋅⋅≤ . 
That is <knR , nC log/ , where )12||||loglog(||log20 2 +++⋅+⋅⋅⋅= rAArkrArC .□ 
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