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Abstract
In this paper we obtain the following sharp (p, q) inequalities for moduli of smoothness of fractional
order:
ωk( f, δ)Lq (X) 6 C
(∫ δ
0
(
t−θωk+θ ( f, t)L p(X)
)q dt
t
) 1
q
, 1 < p < q <∞, θ = d(1/p − 1/q),
and X = Td or Rd . Corresponding estimates for K -functionals and corresponding embedding theorems
for the Lipschitz spaces Lip(α, k, p) = {ωk( f, δ)p 6 Cδα} are investigated.
c© 2010 Elsevier Inc. All rights reserved.
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1. Introduction
Hardy and Littlewood [11] proved that{
f ∈ L p[0, 2pi ] : ‖ f (x + h)− f (x)‖p = O(hα)
} ≡ Lip(α, p) ↪→ Lip(α − θ, q), (1.1)
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where
1 6 p < q <∞, θ = 1/p − 1/q, θ < α 6 1.
Later on a more general weak-type inequality was proved by Ul’yanov [30]:
ω( f, δ)q 6 C
(∫ δ
0
(
t−θω( f, t)p
)q1 dt
t
) 1
q1
, (1.2)
where
1 6 p < q 6∞, θ = 1
p
− 1
q
, q1 =
{
q, q <∞;
1, q = ∞.
Here ω( f, δ)p ≡ ω1( f, δ)p and the modulus of smoothness of order k ∈ N is given by
ωk ( f, δ)p = sup|h|6δ
∥∥∥4kh f (x)∥∥∥L p[0,2pi ] ,
4kh f (x) = 4k−1h (4h f (x)) and 4h f (x) = f (x + h)− f (x).
(1.3)
The following (p, q) estimate for such a modulus of smoothness (of an integer order) is due to
DeVore, Riemenschneider, and Sharpley [5] (see also [1, 5.4], [4, 6.3]):
ωk( f, δ)q 6 C
∫ δ
0
(
t−θωk( f, t)p
)dt
t
. (1.4)
For the case of 1 < p < q <∞ inequality (1.2) was improved by Kolyada [12] as follows:
δ1−θ
(∫ 1
δ
(
tθ−1ω( f, t)q
)p dt
t
) 1
p
6 C
(∫ δ
0
(
t−θω( f, t)p
)q dt
t
) 1
q
. (1.5)
This estimate is sharp over the classes
Lip (ω(·), 1, p) =
{
f ∈ L p : ω( f, δ)p = O
(
ω(δ)
)}
,
that is, for any ω ∈ {ω(0) = 0, ω ↑, ω(δ1 + δ2) 6 ω(δ1)+ ω(δ2)} there exists a function
f ∈ Lip (ω(·), 1, p) such that for any δ > 0
δ1−θ
(∫ 1
δ
(
tθ−1ω( f, t)q
)p dt
t
) 1
p
> C
(∫ δ
0
(
t−θω(t)
)q dt
t
) 1
q
.
Note that (1.5) does not hold for p = 1 (e.g., take f (x) = sign sin x).
We are going to consider another improvement of (1.2). First we note that by comparing
the Ul’yanov-type inequality (1.2) for the modulus of smoothness of order k ∈ N and for
0 < p < q 6∞ ([7]; see also [10])
ωk( f, δ)q 6 C
(∫ δ
0
(
t−θωk( f, t)p
)q1 dt
t
) 1
q1
, (1.6)
with the following estimate [8] for the r -th derivative of f , r ∈ N:
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ωk( f
(r), δ)p 6 C
(∫ δ
0
(
t−rωk+r ( f, t)p
)s dt
t
) 1
s
, s = min(2, p),
one has [8, (3.13)] (using Hardy’s inequality) for any 0 < p < q 6∞,
ωk( f
(r), δ)q 6 C
(∫ δ
0
(
t−r−θωk+r ( f, t)p
)q1 dt
t
) 1
q1
. (1.7)
The main topic of this paper is Ul’yanov-type inequalities in their sharp form. The key concept
in the sharp Ul’yanov inequality is the use of the modulus of smoothness of fractional order. For
a function f ∈ L p, 1 6 p 6∞, the modulus of smoothness ωα( f, δ)p of fractional order α > 0
is given by [3,32]
ωα( f, δ)p = sup
|h|6δ
∥∥4αh f (x)∥∥p , (1.8)
where
4αh f (x) =
∞∑
ν=0
(−1)ν
(α
ν
)
f (x − νh), α > 0 (1.9)
is the α-th difference of a function f with step h at the point x . Here, as usual,(α
ν
)
= α(α − 1) · · · (α − ν + 1)
ν! for ν > 1,
(α
ν
)
= α for ν = 1, and(α
ν
)
= 1 for ν = 0.
It is clear that for α ∈ N this definition coincides with (1.3).
Our main goal is to show that each inequality (1.2), (1.4), (1.6), and (1.7) can be improved for
the range p and q ∈ (1,∞) in the following weak-type estimate:
ωk( f
(r), δ)q 6 C
(∫ δ
0
(
t−r−θωk+r+θ ( f, t)p
)q dt
t
) 1
q
, (1.10)
where k > 0, 1 < p < q < ∞ and f (r) is a fractional derivative of the order r > 0
( f (0) = f [35, XII]). We remark that in general k and k + r + θ (or just k + θ ) are not integers
simultaneously; therefore the fractional moduli are needed.
We will show that estimate (1.10) is sharp over the class
Lip (ω(·), k + r + θ, p) = { f ∈ L p : ωk+r+θ ( f, δ)p 6 Cω(δ)} .
Inequality (1.10) is equivalent to the following inequality for K -functionals:
K ( f (r), δk, Lq ,W
k
q ) 6 C
(∫ δ
0
(
t−r−θK ( f, tk+r+θ , L p,W k+r+θp )
)q dt
t
) 1
q
,
θ = 1
p
− 1
q
, (1.11)
where the K -functional is defined by
K ( f, t, L p,W
α
p ) := infg∈Wαp
(
‖ f − g‖p + t |g|Wαp
)
.
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The Riesz potential space Wαp , α > 0, is given by
Wαp =
{
f ∈ L p : |k|α f̂ (k) = ĝ(k), k ∈ Zd for some g =: Dα f ∈ L p
}
, (1.12)
equipped with the norm
‖ f ‖Wαp := ‖ f ‖L p + | f |Wαp , | f |Wαp := ‖Dα f ‖p.
The outline of the paper is as follows. In Sections 2–5 we discuss a model case of periodic
functions on T = [0, 2pi ]. In Section 2 we study auxiliary inequalities of Hardy–Littlewood–
Nikol’ski type and equivalence results for the moduli of smoothness, K -functionals, and the re-
alizations. Our main observation here is that for any trigonometric polynomial Tn of order n, one
has
‖T (α)n ‖q 6 C(p, q) nα+θωα+θ
(
Tn,
1
n
)
p
, 1 < p < q <∞, θ = 1
p
− 1
q
, α > 0.
(1.13)
Note that this immediately implies the classical Bernstein–Nikol’ski inequality ‖T (α)n ‖q 6
C nα+θ‖Tn‖p. Moreover, we show that (1.13) is not true for the limit value parameters: p = 1
or q = ∞.
Further, in Section 3, we prove inequality (1.10) and its sharpness. Section 4 shows that (1.10)
is indeed stronger than (1.7), and that (1.10) does not hold either for the case 1 < p < q = ∞ or
for the case 1 = p < q <∞. Section 5 contains the embedding results for the Lipschitz spaces
and their relation with inequalities (1.5), (1.6) and (1.10).
Finally, Section 6 consists of the general weak-type inequalities for the cases L p(Td) and
L p(Rd). We find that in these cases there holds
ωα( f, δ)q 6 C
(∫ δ
0
(
t−θωα+θ ( f, t)p
)q dt
t
) 1
q
, θ = d
(
1
p
− 1
q
)
, (1.14)
and similar weak-type inequalities for the corresponding K -functionals1.
Some useful properties of moduli of smoothness of fractional order are presented in Ap-
pendix A. In Appendix B, we prove one useful lemma for monotone numerical sequences, which
we use to show the sharpness of inequality (1.10).
By C,Ci , c we will denote positive constants that may be different on different occasions. We
write F  G if F 6 C1G and G 6 C2 F for some positive constants C1 and C2 independent of
the appropriate quantities involved in the expressions F and G.
2. Preliminary results
2.1. Hardy–Littlewood–Nikol’ski-type inequalities
Trigonometric polynomials. Let us start with the well-known Nikol’ski inequality for a trigono-
metric polynomial
Tn(x) =
∑
|k|6n
ck eikx , ck ∈ C,
1 In November 2008, W. Trebels pointed out that estimate (1.14) for L p(Rd ) can also be obtained using a different
method (Holmstedt’s equivalence for the K -functionals). This proof can be found in [29].
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that is,
‖Tn‖q 6 Cn1/p−1/q‖Tn‖p,
where 0 < p 6 q 6∞ and the constant C can be chosen as 3.
To prove the Ul’yanov-type inequality, we are going to use the sharper version of this estimate
with p, q in the range (1,∞).
Lemma 1. For any trigonometric polynomial
T ∗n (x) =
∑
|k|6n
′
ck eikx , ck ∈ C,
where
∑
k
′ means that c0 = 0, the following inequalities hold:
‖T ∗n ‖q 6 C1(p, q)‖(T ∗n )(θ)‖p 6 C2(p, q)
(
n
2 sin(nh/2)
)θ
‖∆θh T ∗n ‖p for 0 < h <
2pi
n
6 C3(p, q) nθ‖T ∗n ‖p for h =
pi
n
, (2.1)
where 1 < p < q <∞ and θ = 1p − 1q .
The proof is the combination of the Hardy–Littlewood theorem on the L p → Lq boundedness
of the fractional integral fθ ([21, V], [35, XII,8]):
‖ fθ‖q 6 C(p, q)‖ f ‖p (2.2)
and the Riesz–Nikol’ski inequality [22,34]
‖(Tn)(θ)‖q 6
(
n
2 sin(nh/2)
)θ
‖∆θh Tn‖q , 0 < h <
2pi
n
, (2.3)
which is the second inequality in (2.1). The last inequality in (2.1) follows from
‖4αh f ‖p 6 ‖ f ‖p
∞∑
ν=0
∣∣∣(α
ν
)∣∣∣ 6 ‖ f ‖p · {2α, α ∈ N,2[α]+1, α 6∈ N (2.4)
and h = pi/n.
We recall the classical Bernstein inequality
‖T (θ)n ‖p 6 C(θ)nθ‖Tn‖p, (2.5)
where the constant C(θ) can be chosen as 2
1−θ
Γ (2− θ) , 0 < θ < 1,
1, θ > 1,
(2.6)
(see [14], [19, 19.10]). Note that combining (2.3) and (2.4) we get Bernstein’s inequality
(2.5) with the constant C = 21−θ for 0 < θ < 1 giving a stronger constraint than (2.6).
More facts about the constant for the case 0 < θ < 1 can be found in [15]. The constants
C1(p, q) = C2(p, q) in (2.1) are the same and coincide with the constant C(p, q) in (2.2). Also,
C3(p, q) = 21−θC(p, q).
Inequalities (2.1) are sharp in the following sense:
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Remark 1. There exists a trigonometric polynomial T ∗n such that
‖T ∗n ‖q  ‖(T ∗n )(θ)‖p  nθωθ
(
T ∗n ,
1
n
)
p
, 1 < p < q <∞, θ = 1
p
− 1
q
.
Indeed, we take
T ∗n (x) =
n∑
k=1
1
kε
sin kx, 0 < ε < 1− 1
q
.
and, using the Hardy–Littlewood theorem on monotone Fourier coefficients [35, XII, (6.6)] (see
also Lemma 4 (B) below), we find
‖T ∗n ‖q 
(
n∑
k=1
kq−2
kεq
) 1
q
 n1−1/q−ε 
(
n∑
k=1
kθp+p−2
kεp
) 1
p
 ‖(T ∗n )(θ)‖p.
Let us now discuss the limit value parameters: p = 1 and q = ∞. It is well known that (2.2)
does not hold for p = 1 (see [35, XII,9]); the counterexample is f (x) = ∑n(ln n)θ−1 cos nx .
However, we note that for this function, ‖ f − Sn‖1 9 0 as n→∞ [35, V, (1.12)].
Remark 2. The inequality ‖T ∗n ‖q 6 C‖(T ∗n )(θ)‖p is no longer true for q = ∞ or p = 1 (not
simultaneously).
Proof. Let first q = ∞. We consider Tn = T (θ)n ∗ kθ , where [35, XII]
kθ (x) =
∑′ eiνx
(iν)θ
,
where (iν)θ = |ν|θ exp{ 12pi iθ sgn ν}. Then the inequality
‖Tn‖∞ 6 C‖T (1/p)n ‖p, 1 < p <∞ (2.7)
yields
|Tn(0)| =
∣∣∣∣∣
∫ 2pi
0
T (θ)n (t)kθ (t) dt
∣∣∣∣∣ 6 C‖T (θ)n ‖p.
Therefore, from the density of trigonometrical polynomials, for any function f such that∫
f = 0, we have∣∣∣∣∣
∫ 2pi
0
f (t)kθ (t) dt
∣∣∣∣∣ 6 C‖ f ‖p.
Since ‖ f − f̂ (0)‖p 6 C‖ f ‖p, then the restriction
∫
f = 0 can be dropped. But then we have
‖kθ (t)‖p′ 6 C.
This contradicts kθ (t) ∼ t−1/p′ . 
Now we construct a specific trigonometrical polynomial such that (2.7) does not hold. Put
θ := 1/p. We consider
Tn(x) =
n∑
k=1
cos kx
k lnθ (k + 1) .
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For this function we have
‖Tn‖∞ > |Tn(0)| >
n∑
k=1
1
k lnθ (k + 1) > C ln
1−1/p n.
On the other hand, for 1 < p <∞,
‖T (θ)n ‖p 
∥∥∥∥∥ n∑
k=1
kθ
cos kx
k lnθ (k + 1)
∥∥∥∥∥
p
.
Then, by the Hardy–Littlewood theorem on monotone Fourier coefficients, we get
‖T (θ)n ‖p 
(
n∑
k=1
k(θ−1)p
lnθ p(k + 1)k
p−2
) 1
p

(
n∑
k=1
1
k ln(k + 1)
) 1
p
 (ln ln n) 1p .
This contradicts (2.7).
Let now p = 1 and θ = 1− 1/q . Denote by Fn the Feje´r kernel
Fn(x) = 1n + 1
n∑
k=0
Dk(x) = 12 +
1
n + 1
n∑
ν=1
(n + 1− ν) cos νx .
It is well known that Fn(x) > 0 and
∫ pi
−pi Fn(x) dx = pi . Define T ∗n such that (T ∗n )(θ)(x) =
Fn(x)− 12 , that is,
T ∗n (x) = cos
piθ
2
n∑
ν=1
1
νθ
(
1− ν
n + 1
)
cos νx + sin piθ
2
n∑
ν=1
1
νθ
(
1− ν
n + 1
)
sin νx .
Then we have ‖(T ∗n )(θ)‖1 6 ‖Fn‖1 + C 6 C. On the other hand, we have
‖T ∗n ‖q 
∥∥∥∥∥ n∑
ν=1
1
νθ
(
1− ν
n + 1
)
cos νx
∥∥∥∥∥
q
.
Since {ν−θ (1− νn+1 )} is non-decreasing then, using again the Hardy–Littlewood theorem,
‖T ∗n ‖q 
(
n∑
ν=1
1
νθq
(
1− ν
n + 1
)q
νq−2
) 1
q
> 1
2
([n/2]∑
ν=1
1
ν
) 1
q
 (ln n) 1q .
This contradicts
‖Tn‖q 6 C‖T (θ)n ‖1, 1 < q <∞.
Exponential-type functions. Now we show that an extension similar to that in (2.1) is also true
for any function of exponential type σ , that is
G(x) = 1√
2pi
∫ σ
−σ
g(t)eixt dt, g ∈ L2.
First, we recall the definition of the Riesz–Liouville fractional integration and differentiation,
i.e.,
Iθ f := F−1
(F( f )(ξ)/|ξ |θ )
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and
Dθ f := I−θ f.
We note that since g ∈ L2, G ∈ L2, and F(ξ)|ξ |θ ∈ L2, the Hardy–Littlewood theorem
‖Iθ‖L p→Lq 6 C for 1 < p < q <∞, θ =
1
p
− 1
q
yields
‖G‖Lq (R) 6 C‖DθG‖L p(R).
Let us now write an analogue of (2.1) for the functions of exponential type σ > 0:
‖G‖Lq (R) 6 C1(p, q)‖DθG‖L p(R) 6 C2(p, q)
(
σ
2 sin(σh/2)
)θ
‖∆θhG‖L p(R)
for 0 < h <
2pi
n
6 C3(p, q)σ θ ‖G‖L p(R) for h =
pi
n
. (2.8)
The second inequality was proved in [33] (see also [23]) and the third one follows from (2.4).
We note that (2.8) generalizes both the Bernstein inequality ‖G(θ)‖L p(R) 6 Cσ θ‖G‖L p(R) and
the Nikol’ski inequality ‖G‖Lq (R) 6 Cσ θ‖G‖L p(R) ([17]; see also [7] for the case 0 < p < q 6
∞). The constants in (2.8) again depend only on C in (2.2) and C(θ) =∑∞ν=0 ∣∣∣( θν )∣∣∣.
2.2. Realization, modulus of smoothness, and K -functional
Since the realization results are of great importance for our investigations, we collect some
needed results in this section. The realization concept for f ∈ L p[0, 2pi ], 1 6 p 6 ∞, is given
by [6]
Rα( f, t)p := R( f, t, L p[0, 2pi ],Tαn ) := inf
(
‖ f − T ‖p + t
∥∥∥T (α)∥∥∥
p
)
,
where the infimum is taken over all trigonometric polynomials T of order n = [1/t]. Then it is
known [6, p.71] that
ωα( f, t)p  Rα( f, tα)p, α ∈ N. (2.9)
It is also known [3, p.788] that the modulus of smoothness is equivalent to the corresponding
K -functional, that is,
ωα( f, t)p  K ( f, tα, L p,Wαp ), α > 0, (2.10)
where
K ( f, t, L p[0, 2pi ],Wαp ([0, 2pi ])) := infDαg∈L p
(
‖ f − g‖p + t
∥∥Dαg∥∥p) .
To defineWαp , we need here the following definition: If for f ∈ L p there exists g ∈ L p such that
lim
h→0+
∥∥h−α4αh f (·)− g(·)∥∥p = 0,
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and then g is called the Liouville–Gru¨nwald–Letnikov derivative of order α > 0 of a function f
in the L p-norm, denoted by g = Dα f (see [3], [19, Section 20]). Set
Wαp :=
{
f ∈ L p : Dα f exists as element in L p
}
.
We note that ‖T (α)n ‖p = ‖DαTn‖p, 1 < p <∞, for any Tn ∈ Tn .
Lemma 2. We have
ωα( f, t)p  Rα( f, tα)p  R∗α( f, tα)p, α > 0, (2.11)
where
R∗α( f, tα)p :=
∥∥ f − T ∗∥∥p + tα ∥∥∥(T ∗)(α)∥∥∥p , n = [1/t],
and T ∗ is the best (near best) n-th approximant, that is ‖ f − T ∗‖p = En( f )p(or ‖ f − T ∗‖p 6
C En( f )p).
Proof. Indeed, by (2.10), it is clear that
ωα( f, t)p 6 C K ( f, tα, L p,Wαp ) 6 C Rα( f, tα)p 6 C R∗α( f, tα)p.
Further, by the Jackson inequality (see [4, p.205]),∥∥ f − T ∗∥∥p 6 Cω[α]+1( f, t)p 6 Cωα( f, t)p
and by (2.3),
n−α
∥∥∥(T ∗)(α)∥∥∥
p
6 Cωα(T ∗, t)p 6 Cωα( f, t)p.
Thus, (2.11) is proved. 
Hence, since ‖ f − Sn( f )‖p 6 C En( f )p for 1 < p < ∞, where Sn( f ) is the n-th partial
sum of the Fourier series of f , we obtain
Lemma 3. We have
ωα( f, t)p  ‖ f − Sn‖p + n−α‖S(α)n ( f )‖p, α > 0. (2.12)
Finally we remark that in the case of 1 < p <∞,
K ( f, t, L p,W
α
p )  K ( f, t, L p,Wαp ), α > 0,
where Wαp is the Riesz potential spaces, defined by (1.12). Therefore, inequality (1.10) is
equivalent to the following inequality for K -functionals:
K ( f (r), δk, Lq ,Wkq) 6 C
(∫ δ
0
(
t−r−θK ( f, tk+r+θ , L p,Wk+r+θp )
)q dt
t
) 1
q
,
k > 0, r > 0,
whereW denotes either W or W .
3. Ul’yanov-type inequality for periodic functions
Let Ωα(α > 0) be the collection of functions ω(·) on [0, 1] such that
1. ω(δ)→ 0 as δ→ 0,
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2. ω(δ) is non-decreasing,
3. δ−αω(δ) is non-increasing.
It was proved in [27] that Ωα (α > 0) describes the class of all majorants of the α-th modulus of
smoothness (see Appendix A).
Our main result for the periodic functions on T is the following:
Theorem 1. (A) Let f ∈ L p[0, 2pi ], 1 < p < q <∞, θ = 1p − 1q , α > 0, and r > 0. Then for
any δ ∈ (0, 1] we have
ωα( f
(r), δ)q 6 C
(∫ δ
0
(
t−(r+θ)ωα+r+θ ( f, t)p
)q dt
t
) 1
q
, (3.1)
where C is independent of f and δ.
(B) This inequality is sharp over the function class Lip (ω(·), α + r + θ, p). That is, for any
function ω ∈ Ωα+r+θ , there exists a function
f0(x) = f0(x, p, ω) ∈ Lip (ω(·), α + r + θ, p)
such that for any q ∈ (p,∞) and for any δ > 0
ωα( f
(r)
0 , δ)q > C
(∫ δ
0
(
t−(r+θ)ω(t)
)q dt
t
) 1
q
, (3.2)
where a constant C is independent of δ.
Proof of part (A). Since this case is a model case for many results (see Section 6), we write out
this proof in detail.
Step 1. First, we use the realization result (Lemma 3)
ωα( f
(r),
1
2n
)q 6 C
(
2−nα ‖ S(α+r)2n ( f ) ‖q +E2n ( f (r))q
)
.
Step 2. Further, we write the (p, q)-inequalities for the best approximations of the derivative:
E2n ( f
(r))q 6 C
( ∞∑
m=n
2mq(r+
1
p− 1q )Eq2m ( f )p
) 1
q
(3.3)
(see [24, Ch.1, Section 1] for the multidimensional case). It is easy to verify (3.3), combining
E2n ( f )q 6 C
( ∞∑
m=n
2mq(
1
p− 1q )Eq2m ( f )p
) 1
q
(3.4)
and
E2n ( f
(r))p 6 C
( ∞∑
m=n
2m p˜r E p˜2m ( f )p
)1/ p˜
, p˜ = min(2, p), r > 0, (3.5)
and using Hardy’s inequality. Estimate (3.4) was shown in [31] and (3.5) in [20].
Step 3. By Lemma 1, one gets
‖ S(α+r)2n ( f ) ‖q 6 C ‖ S
(α+r+ 1p− 1q )
2n ( f ) ‖p 6 C2n(α+r+
1
p− 1q )ω
α+r+ 1p− 1q
(
S2n ,
1
2n
)
p
.
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Step 4. Then, by Jackson’s theorem [4, p.205],
‖ f − S2n‖p 6 C E2n ( f )p 6 Cωα+r+ 1p− 1q
(
f,
1
2n
)
p
,
we have
2−nα ‖ S(α+r)2n ( f ) ‖q 6 C2n(r+
1
p− 1q )ω
α+r+ 1p− 1q
(
f + (S2n − f ), 12n
)
p
6 C2n(r+
1
p− 1q )ω
α+r+ 1p− 1q
(
f,
1
2n
)
p
.
Combining these estimates, we write
ωα
(
f (r),
1
2n
)
q
6 C
(
2n(r+
1
p− 1q )ω
α+r+ 1p− 1q
(
f,
1
2n
)
p
+
( ∞∑
m=n+1
2mq(r+
1
p− 1q )Eq2m ( f )p
) 1
q

6 C
( ∞∑
m=n
2mq(r+
1
p− 1q )ωq
α+r+ 1p− 1q
(
f,
1
2m
)
p
) 1
q
.
Using the properties of the modulus of smoothness, this implies the required inequality (3.1).
Proof of part (B). Let us first suppose that∫ 1
0
(
t−(r+
1
p− 1q )ω(t)
)q dt
t
<∞. (3.6)
Let β = r + 1/p − 1/q and l = α + β. Then l > β > 0 and for a given ω(δ) ∈ Ωl , using
Lemma 5 (see Appendix B), we construct {ξn} satisfying conditions (1)–(5).
Let us consider the following function:
f0(x) =
∞∑
n=1
an cos nx,
where
an =
( ∞∑
ν=n
(ν − n + 1)(ν + 1)−p(ξ pν − ξ pν+1)
)1/p
. (3.7)
We will use the following properties of this function.
(P.1) 0 < an ↓ 0 as n ↑ ∞.
(P.2) n p−1a pn 6 ξ pn .
Indeed,
n p−1a pn = n p−1
∞∑
ν=n
(
1
(ν + 1)p−1 −
n
(ν + 1)p
)
(ξ pν − ξ pν+1)
6 n p−1(n + 1)1−p
∞∑
ν=n
(ξ pν − ξ pν+1) 6 ξ pn .
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(P.3) n p∆a pn 6 ξ pn and ∆ξ pn 6 (n + 1)p∆a pn , where ∆a pn := a pn − a pn+1.
This follows from
∆a pn =
∞∑
ν=n
(ν + 1)−p(ξ pν − ξ pν+1).
(P.4) ∆2a pn := ∆a pn −∆a pn+1 = (n + 1)−p∆ξ pn ,
(P.5) a pn + n∆a pn =∑∞ν=n(ν + 1)−(p−1)∆ξ pν 6 (n + 1)1−pξ pn .
The proof of P.4 and P.5 is straightforward.
(P.6)
ξ
p
n 6 c(p)
( ∞∑
ν=n
a pν ν
p−2 + n p−1a pn + n p(a pn − a pn+1)
)
.
Indeed, using Abel’s transform twice, we get
∞∑
ν=n
a pν+2(ν
p − 2(ν + 1)p + (ν + 2)p)
= − ((n + 1)p − n p) a pn+2 − (n + 1)p (a pn+2 − a pn+3)
+
∞∑
ν=n
(
(a pν+2 − a pν+3)− (a pν+3 − a pν+4)
)
(ν + 2)p,
and using property P.4,
= − ((n + 1)p − n p) a pn+2 − (n + 1)p (a pn+2 − a pn+3)+ ∞∑
ν=n
(ξ
p
ν+2 − ξ pν+3)
(
ν + 2
ν + 3
)p
> − ((n + 1)p − n p) a pn+2 − (n + 1)p (a pn+2 − a pn+3)+ (ξn+22
)p
.
This implies the required inequality for n > 3. If n = 1, 2, we use condition P.3: e.g.,
ξ
p
2 = (ξ p2 − ξ p3 )+ ξ p3 6 3p(a p2 − a p3 )+ ξ p3 6 3p(a p2 + ξ p3 ).
(P.7) For any r > 0 one has (using P.6)
∞∑
n=1
n pr+p−2a pn 6
∞∑
n=1
n pr−1ξ pn 6 c(p, r)
∞∑
n=1
n pr+p−2a pn ;
∞∑
n=m
n pr+p−2a pn 6
∞∑
n=m
n pr−1ξ pn 6 c(p, r)
( ∞∑
n=m
n pr+p−2a pn + m pr+p−1a pm
)
.
(P.8) For any k > 0 and r > 0 one has (using P.6)
n−kp
n∑
ν=1
ν p(k+r)−1ξ pν
6 c(k, p, r)
(
n pr
∞∑
ν=n+1
ν p−2a pν + n−kp
n∑
ν=1
ν p(k+r)+p−2a pν
)
.
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(P.9) For any r > 0 one has
∞∑
n=1
nq(r+
1
p− 1q )−1ξqn 
∞∑
n=1
nqr+q−2aqn .
Indeed, using P.2, we get
∞∑
n=1
nqr+q−2aqn 6
∞∑
n=1
nqr+q−2(ξnn
1
p−1)q =
∞∑
n=1
nqr+
q
p−2ξqn .
On the other hand, by the monotonicity of {ξn} and property P.6, we get
∞∑
n=1
nqr+
q
p−2ξqn =
∞∑
n=1
n−2(n pr+1ξ pn )q/p 6 (pr + 1)q/p
∞∑
n=1
n−2
(
n∑
ν=1
ν pr ξ
p
n
)q/p
6 C(p, r, q)
∞∑
n=1
n−2
(
n∑
ν=1
ν pr
∞∑
i=ν
a pi i
p−2 +
n∑
ν=1
ν pr+p−1a pν +
n∑
ν=1
ν pr+p∆a pν
) q
p
.
We estimate this as follows:
n∑
ν=1
ν pr
∞∑
i=ν
a pi i
p−2 +
n∑
ν=1
ν pr+p−1a pν +
n∑
ν=1
ν pr+p∆a pν
6
n∑
ν=1
ν pr
n∑
i=ν
a pi i
p−2 +
n∑
ν=1
ν pr
∞∑
i=n+1
a pi i
p−2
+
n∑
ν=1
ν pr+p−1a pν + (pr + p + 1)
n∑
ν=1
∆a pν
ν∑
i=1
i pr+p−1
6 C(p, r)
(
n∑
i=1
a pi i
p−2
i∑
ν=1
ν pr + n pr+1
∞∑
i=n+1
a pi i
p−2 +
n∑
ν=1
ν pr+p−1a pν
+
n∑
i=1
i pr+p−1
n∑
ν=i
∆a pν
)
6 C(p, r)
(
n pr+1
∞∑
i=n+1
a pi i
p−2 +
n∑
ν=1
ν pr+p−1a pν
)
.
Therefore,
∞∑
n=1
nqr+q−2ξqn 6 C(p, q, r)
 ∞∑
n=1
n−2
(
n∑
ν=1
ν pr+p−1a pν
)q/p
+
∞∑
n=1
n−2
(
n pr+1
∞∑
i=n+1
a pi i
p−2
)q/p
and using Hardy’s inequality, we get
∞∑
n=1
nq(r+
1
p− 1q )−1ξqn 6 C(p, q, r)
∞∑
n=1
nqr+q−2aqn .
Thus, P.9 is proved.
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We continue the proof of the theorem. In order to verify that f0 ∈ L p we will use the follow-
ing:
Lemma 4 ([9]). Let 1 < p <∞ and let
∞∑
ν=1
aν cos νx
be the Fourier series of f (x) ∈ L1.
(A) If the sequences {an} and {βn} are such that
∞∑
k=ν
|∆ak | 6 Cβν, ν ∈ N, (3.8)
then
‖ f ‖pp 6 C
∞∑
ν=1
ν p−2β pν . (3.9)
(B) If the positive sequence {an} is such that
∞∑
k=ν
|∆ak | 6 C
∞∑
k=[ν/d]
ak
k
, ν ∈ N, d > 1, (3.10)
then
‖ f ‖pp 
∞∑
ν=1
ν p−2a pν . (3.11)
Let us apply this lemma to the function f0 with coefficients {an} defined by (3.7). Since {an}
satisfies (3.8) with βn = an , (3.9) implies f0 ∈ L p, provided∑∞n=1 a pn n p−2 <∞. The latter can
be derived as follows:
∞∑
n=1
a pn n
p−2 =
∞∑
n=1
n p−2
∞∑
ν=n
(ν − n + 1)(ν + 1)−p(ξ pν − ξ pν+1)
6
∞∑
n=1
n p−2
∞∑
ν=n
(ν + 1)(ν + 1)−p(ξ pν − ξ pν+1)
=
∞∑
ν=1
(ν + 1)1−p(ξ pν − ξ pν+1)
ν∑
n=1
n p−2
6 C(p)
∞∑
ν=1
(ξ pν − ξ pν+1) 6 C(p)ξ p1 <∞.
We also note that a¯ := {0, . . . , 0, an+1, an+2, . . .} satisfies (3.8) with
βν =
{
aν, if ν > n + 1;
an+1, if ν < n + 1;
and then again using (3.9) and P.2, we write
En( f0)p 6 ‖ f0 − Sn( f0)‖p 6 c(p)
(
a pn+1(n + 1)p−1 +
∞∑
ν=n+1
a pν ν
p−2
)1/p
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= c(p)
(
a pn+1(n + 1)p−1 +
∞∑
ν=n+1
ν p−2
∞∑
m=ν
(m − ν + 1)(m + 1)−p(ξ pm − ξ pm+1)
)1/p
6 c(p)
(
a pn+1(n + 1)p−1 +
∞∑
ν=n+1
ν p−2
∞∑
m=ν
(m + 1)(m + 1)−p(ξ pm − ξ pm+1)
)1/p
6 c(p)ξn+1.
By the inverse-type inequality [4, p. 210] and Lemma 5, we obtain ( p˜ = min(2, p))
ωl( f0; n−1)p 6 C n−l
(
n∑
ν=1
ν p˜l−1 E p˜ν−1( f0)
)1/ p˜
6 C n−l
(
n∑
ν=1
ν p˜l−1ξ p˜ν
)1/ p˜
6 Cωn,
i.e., f0 ∈ Lip (ω(·), l, p).
Let us now show that f (r)0 ∈ Lq . First, we write
∞∑
n=1
aqn n
qr nq−2 =
∞∑
m=0
2m+1−1∑
n=2m
aqn n
qr nq−2 6 C(q)
∞∑
m=0
aq2m 2
mqr 2m(q−1)
= C(q)
∞∑
m=0
2mqr 2m(q−1)
( ∞∑
ν=2m
(ν − 2m + 1)(ν + 1)−p(ξ pν − ξ pν+1)
)q/p
6 C(q)
∞∑
m=0
2mqr 2m(q−1)
( ∞∑
ν=2m
(ν + 1)(ν + 1)−p(ξ pν − ξ pν+1)
)q/p
= C(q)
∞∑
m=0
2mqr 2m(q−1)
 ∞∑
k=m
2k+1−1∑
ν=2k
(ν + 1)(ν + 1)−p (ξ pν − ξ pν+1)
q/p
6 C(q)
∞∑
m=0
2mqr 2m(q−1)
( ∞∑
k=m
2k(1−p)(ξ p
2k
− ξ p
2k+1)
)q/p
.
Using now the following Hardy inequality:
∞∑
k=1
ak
( ∞∑
ν=k
bν
)p
6 p p
∞∑
ν=1
aνb
p
ν

ν∑
k=1
ak
aν

p
, an > 0, bn > 0, 1 6 p <∞,
we get
∞∑
n=1
aqn n
qr nq−2 6 C(q, p)
∞∑
m=0
2mqr 2m(q−1)2m(1−p)q/p
(
ξ
p
2m − ξ p2m+1
)q/p
6 C(q, p)
∞∑
m=0
2mqr 2m(q/p−1)ξq2m 6 C(q, p)
∞∑
m=0
2mqr 2m(q/p−1)ω(2−m)q
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6 C(q, p)
∞∑
n=1
nqr nq/p−2ω
(
1
n
)q
.
Hence, by (3.6), we derive that
∑∞
n=1 a
q
n nqr nq−2 <∞. Noting that the sequence {kr ak} satisfies
(3.10), we apply Lemma 4 and obtain that f (r)0 ∈ Lq .
Let us finally verify (3.2). Using Lemma 5 (5),( ∞∑
k=n+1
kq(r+
1
p− 1q )−1ω(1/k)q
)1/q
6 C(r, p, q)
( ∞∑
k=n+1
kq(r+
1
p− 1q )−1ξqk
)1/q
+ nr+ 1p− 1q ω(1/n)

=: C(r, p, q)(J1 + J2) (3.12)
We are now going to prove that
J1 + J2 6 Cωα( f (r)0 ; n−1)q ,
which would imply the required inequality (3.2).
First we shall estimate J1. Since, by Lemma 5 (2), k pr+1ξ pk 6 (pr + 1)
∑k
ν=n+1 ν prξ
p
ν +
n pr+1ξ pk , we get
J q1 =
∞∑
k=n+1
kq(r+
1
p− 1q )−1ξqk =
∞∑
k=n+1
k−2(k pr+1ξ pk )
q/p
6 2q/p
(pr + 1)q/p ∞∑
k=n+1
k−2
(
k∑
ν=n+1
ν prξ pν
)q/p
+ nqr+q/p
∞∑
k=n+1
k−2ξqk
 .
We estimate the second sum as follows:
nqr+q/p
∞∑
k=n+1
k−2ξqk 6 n
qr+q/pξqn+1
∞∑
k=n+1
k−2 6 (nr+
1
p− 1q ξn+1)q .
To estimate the first term, we use P.6:
∞∑
k=n+1
k−2
(
k∑
ν=n+1
ν prξ pν
)q/p
6 C(p)
∞∑
k=n+1
k−2
(
k∑
ν=n+1
ν pr
( ∞∑
s=ν
a ps s
p−2 + ν p−1a pν + ν p(a pν − a pν+1)
))q/p
6 C(p, r)
∞∑
k=n+1
k−2
(
k∑
ν=n+1
ν pr+p−1a pν + k pr+1
∞∑
ν=k+1
ν p−2a pν
+
k∑
ν=n+1
(a pν − a pν+1)
ν∑
i=n+1
i pr+p−1 + n pr+p
k∑
ν=n+1
(a pν − a pν+1)
)q/p
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6 C(q, p, r)
 ∞∑
k=n+1
k−2
(
k∑
ν=n+1
ν pr+p−1a pν
)q/p
+
∞∑
k=n+1
kqr+q/p−2
( ∞∑
ν=k+1
ν p−2a pν
)q/p
+ nqr+q−1aqn+1
 .
By Hardy’s inequalities and the estimate
an+1 6 (n + 1)1/p−1ξn+1 6 C n1/p−1ω
(
1
n
)
(see P.2), we get
∞∑
k=n+1
k−2
(
k∑
ν=n+1
ν prξ pν
)q/p
6 C(p, q, r)
( ∞∑
k=n+1
kqr+q−2aqk +
(
nr+
1
p− 1q ω
(
1
n
))q)
.
Collecting the inequalities obtained,
J1 =
( ∞∑
k=n+1
kq(r+
1
p− 1q )−1ξqk
)1/q
6 C(r, p, q)
( ∞∑
k=n+1
kqr+q−2aqk
)1/q
+ J2
 .
Let us now estimate J2. By Lemma 5,
J q2 = nqr+
q
p−1ωq(1/n) 6 Cn−αq
n∑
ν=1
νq(α+r+1/p−1/q)−1ξqn ,
and then from P.6,
J q2 6 Cn
−αq
n∑
ν=1
νq(α+r+1/p−1/q)−1
( n∑
k=ν
a pk k
p−2
) q
p
+
( ∞∑
k=n+1
a pk k
p−2
) q
p
+ aqν νq−q/p + νq(∆a pν )
q
p

=: I1 + I2 + I3 + I4.
We shall give the estimates for each Ii , i = 1, 2, 3, 4. By Hardy’s inequality,
I1 6 Cn−αq
n∑
ν=1
aqν ν
q(α+r)+q−2 = C I3.
It is also clear that
I2 6 Cnq(r+1/p−1/q)
[ ∞∑
k=n+1
a pk k
p−2
] q
p
.
Then by Ho¨lder’s inequality with the parameters α = q/p and α′ = q/(q − p), we write
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I2 6 Cnq(r+1/p−1/q)
( ∞∑
k=n+1
(a pk k
r p+p−2p/q)α
)( ∞∑
k=n+1
(k−r p+2p/q−2)α′
) q
pα′
6 C
( ∞∑
k=n+1
aqk k
rq+q−2
)
.
We also remark that (~ := α + r + 1)
νq(~+1/p)(∆a pν )
q
p =
(
ν p~+1[∆a pν ]
) q
p 6 C
(
ν∑
s=1
s p~ [∆a pν ]
) q
p
.
Using the monotonicity of {∆aν} (see P.4),
νq(~+1/p)(∆a pν )
q
p 6 C
(
ν∑
s=1
s p~ [∆a ps ]
) q
p
6 C
(
ν∑
s=1
[∆a ps ]
(
s∑
t=1
t p~−1
)) q
p
= C
(
ν∑
t=1
t p~−1
(
ν∑
s=t
[a ps − a ps+1]
)) q
p
6 C
(
ν∑
t=1
t p~−1a pt
) q
p
.
Again, by Hardy’s inequality, we get
I4 6 Cn−αq
n∑
ν=1
ν−2
(
ν∑
t=1
t p~−1a pt
) q
p
6 Cn−αq
n∑
ν=1
νq~−2aqν .
Collecting the estimates above, we finally obtain
J1 + J2 6 C
( ∞∑
ν=n+1
aqν ν
rq+q−2 + n−αq
n∑
ν=1
aqν ν
q(α+r)+q−2
) 1
q
. (3.13)
The last step in the proof is to verify that the right hand side of (3.13) is dominated by
ωα( f
(r)
0 ; n−1)q . We note that, by Lemma 3,
ωα( f
(r)
0 ; n−1)qq > C
(
n−αq
∥∥∥Sn( f (α+r)0 )∥∥∥qq + ∥∥∥ f (r)0 − Sn( f (r)0 )∥∥∥qq
)
. (3.14)
Then we can apply Lemma 4 (B):
n−αq
n∑
ν=1
aqν ν
q(α+r)+q−2 6 n−αq
∥∥∥∥∥ n∑
ν=1
(να+r aν) cos νx
∥∥∥∥∥
q
q
6 n−αq
∥∥∥S(α+r)n ( f0)∥∥∥qq .
We also have∥∥∥ f (r)0 − Sn( f (r)0 )∥∥∥qq > C
∥∥∥∥∥ ∞∑
ν=n+1
νr aν cos νx
∥∥∥∥∥
q
q
.
To estimate this from below, we use Paley’s theorem [35, V.2, p.121] on the Fourier coefficients
for 1 < q < 2:
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ν=n+1
νr aν cos νx
∥∥∥∥∥
q
q
> C
∞∑
ν=n+1
aqν ν
rq+q−2.
In the case of q > 2, we apply the Littlewood–Paley theorem:∥∥∥∥∥ ∞∑
ν=n+1
νr aν cos νx
∥∥∥∥∥
q
q
> C
∥∥∥∥∥∥
( ∞∑
s=N
|Is(x)|2
) 1
2
∥∥∥∥∥∥
q
q
> C
∞∑
s=N+1
‖Is(x)‖qq ,
where 2N 6 n < 2N+1 (N ∈ N), Is(x) = ∑2s+1−1k=2s kr ak cos kx , and IN (x) =∑2N+1−1
k=n+1 kr ak cos kx .
Use now the Riesz inequality and the monotonicity of {an} (see P.1):
‖Is(x)‖qq > C
∥∥∥ I˜s(x)∥∥∥q
q
> C
∫ pi/2s+3
0
2s+1−1∑
k=2s
kr ak sin kx
q dx
> Caq
2s+1−1
2s+1−1∑
k=2s
kr+1
q ∫ pi/2s+3
0
xqdx > Caq
2s+1−12
s(rq+q−1).
Hence for any q we obtain∥∥∥∥∥ ∞∑
ν=n+1
νr aν cos νx
∥∥∥∥∥
q
q
> C
∞∑
ν=4n+1
aqν ν
rq+q−2.
Collecting (3.12)–(3.14), we finally get( ∞∑
ν=n+1
ν
q(r+ 1p− 1q )−1ω(1/ν)q
)1/q
6 C
( ∞∑
ν=n+1
aqν ν
rq+q−2 + n−αq
n∑
ν=1
aqν ν
q(α+r)+q−2
) 1
q
6 C
( ∞∑
ν=4n+1
aqν ν
rq+q−2 + n−αq
n∑
ν=1
aqν ν
q(α+r)+q−2
) 1
q
6 C ωα( f (r)0 ; n−1)qq .
The proof is now complete. 
4. Examples
In this section we give four examples. The first and the second are counterexamples showing
that the inequality
ωα( f
(r), δ)q 6 C
(∫ δ
0
(
t−(r+θ)ωα+r+θ ( f, t)p
)q1 dt
t
) 1
q1
, q1 =
{
q, q <∞,
1, q = ∞ (4.1)
does not hold any longer for the limiting cases 1 < p < q = ∞ and 1 = p < q <∞.
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The third example shows that estimate (4.1) is stronger than the known estimate
ωα( f
(r), δ)q 6 C
(∫ δ
0
(
t−(r+θ)ωα+r ( f, t)p
)q1 dt
t
) 1
q1
. (4.2)
The last example is a counterexample showing that inequality (4.1) cannot be sharpened by
writing ωα+r+θ+ε( f, t)p in the right hand side (instead of ωα+r+θ ( f, t)p) for any positive ε.
1. The case of 1 < p < q = ∞. In this case inequality (4.1) can be written as
ωα( f
(r), 1/n)q 6 C
∞∑
ν=n
ν(r+1/p)−1ω
α+r+ 1p ( f, 1/ν)p. (4.3)
For the case α 6= 2l − 1, l ∈ N, we consider
f (r)(x) =
∞∑
k=1
cos kx
k1+α ln1/p(k + 1) .
By the realization result (see Lemma 3), for this function we have
ω
α+r+ 1p ( f, 1/ν)p  ν
−(α+r+ 1p )‖S(α+r+
1
p )
ν ( f )‖p + ‖ f − Sν‖p
 ν−(α+r+ 1p )
∥∥∥∥∥ ν∑
k=1
kα+r+1/p cos kx
kr+α+1 ln1/p(k + 1)
∥∥∥∥∥
p
+
∥∥∥∥∥ ∞∑
k=ν+1
cos kx
kr+α+1 ln1/p(k + 1)
∥∥∥∥∥
p
.
Using now the Hardy–Littlewood theorem on monotone Fourier coefficients [35, XII, (6.6)], we
get
ω
α+r+ 1p ( f, 1/ν)p  ν
−(α+r+ 1p )
(
ν∑
k=1
k(1/p−1)p+p−2 1
ln(k + 1)
)1/p
+
( ∞∑
k=ν+1
k(−r−α−1)p+p−2 1
ln(k + 1)
)1/p
,
which is equivalent to
ν
−(α+r+ 1p ) (ln ln ν)1/p + ν−(α+r+ 1p )
(
1
ln ν
)1/p
 ν−(α+r+ 1p ) (ln ln ν)1/p .
Hence, this yields
∞∑
ν=n
ν(r+1/p)−1ω
α+r+ 1p ( f, 1/ν)p 
∞∑
ν=n
ν−α−1 (ln ln ν)1/p  n−α (ln ln n)1/p . (4.4)
On the other hand, using [26, Lemma 4.8] (see also [25]), we have
ωα( f
(r), 1/n)q > Cn−α
n∑
k=1
kα
1
k1+α ln1/p(k + 1)  n
−α (ln n)1−1/p .
This contradicts the accuracy of (4.3).
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For the case α = 2l − 1, l ∈ N we consider
f (r)(x) =
∞∑
k=1
sin kx
k1+α ln1/p(k + 1) .
Then similarly to above,
∞∑
ν=n
ν(r+1/p)−1ω
α+r+ 1p ( f, 1/ν)p  n
−α (ln ln n)1/p
and by [26, Lemma 4.9] (see also [25]), we have
ωα( f
(r), 1/n)q > Cn−α
n∑
k=1
kα
1
k1+α ln1/p(k + 1)  n
−α (ln ν)1−1/p .
2. The case of 1 = p < q <∞. Let us show that there exists f ∈ L1 such that for any δ > 0,
C ωα( f (r), δ)q(∫ δ
0
(
t−(r+1−
1
q )ω
α+r+1− 1q ( f, t)1
)q dt
t
) 1
q
> (ln ln [1/δ]) 1q →∞ as δ→ 0. (4.5)
Indeed, we define f such that
f (α+r+1−1/q)(x) =
∑
ν
cos νx
(ln ν)1/q
.
Then, by [35, V, (1.5)], f (α+r+1−1/q) ∈ L1. Hence we can apply [3]
ω
α+r+1− 1q ( f, t)1 6 C t
α+r+1− 1q
∥∥∥ f (α+r+1− 1q )∥∥∥
1
,
which yields(∫ δ
0
(
t−(r+1−
1
q )ω
α+r+1− 1q ( f, t)1
)q dt
t
) 1
q
6 C δα.
We also note that by the Hardy–Littlewood theorem on the Fourier coefficients,
‖ f (r)‖q 
∥∥∥∥∥∑
ν
cos νx
να+1−1/q (ln ν)1/q
∥∥∥∥∥
q
<∞, 1 < q <∞.
Further, Lemma 3 implies
ωα( f
(r), δ)q > Cδα
∥∥∥S[1/δ]( f (α+r))∥∥∥
q
,
and therefore,
ωα( f
(r), δ)q > Cδα
∥∥∥∥∥
[1/δ]∑
ν=2
cos νx
ν1−1/q (ln ν)1/q
∥∥∥∥∥
q
> Cδα
([1/δ]∑
ν=2
νq−2
νq−1 ln ν
) 1
q
> Cδα (ln ln [1/δ]) 1q .
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From this we derive (4.5).
3. Comparison between (4.1) and (4.2). Let us show that inequality (4.1) does indeed improve
inequality (4.2). Consider f ∈ L p such that
f (r)(x) =
∞∑
ν=1
cos νx
ν1−1/q+α−θ/2
, r > 0, α > θ = 1
p
− 1
q
.
Hence, f (r) ∈ Lq . Then using the Jackson inequality and the Hardy–Littlewood theorem, we get
ωα
(
f (r),
1
n
)
q
> C En( f (r))q > C‖ f (r) − Sn( f (r))‖q
> C
( ∞∑
ν=n+1
νq−2
νq−1+αq−θq/2
) 1
q
> C
nα−θ/2
.
By the realization result, for this function we have
ωα+r+θ ( f, 1/ν)p  ν−(α+r+θ)‖S(α+r+θ)ν ( f )‖p + ‖ f − Sν‖p
 ν−(α+r+θ)
(
ν∑
k=1
k(α+r+θ)p+p−2
k(1−1/q+α+r−θ/2)p
) 1
p
+
( ∞∑
k=ν+1
k p−2
k(1−1/q+α+r−θ/2)p
) 1
p
 ν−(α+r+θ/2).
Similarly,
ωα+r ( f, 1/ν)p  ν−(α+r)‖S(α+r)ν ( f )‖p + ‖ f − Sν‖p
 ν−(α+r)
(
ν∑
k=1
k(α+r)p+p−2
k(1−1/q+α+r−θ/2)p
) 1
p
+
( ∞∑
k=ν+1
k p−2
k(1−1/q+α+r−θ/2)p
) 1
p
 ν−(α+r).
Collecting these estimates and Theorem 1, we get
ωα( f
(r), δ)q 
(∫ δ
0
(
t−r−θωα+r+θ ( f, t)p
)q dt
t
) 1
q
 δα−θ/2,
but (∫ δ
0
(
t−r−θωα+r ( f, t)p
)q dt
t
) 1
q
 δα−θ .
Thus, (4.1) is indeed sharper than (4.2).
4. The order α + r + θ of modulus of smoothness in (4.1) is sharp. We take a function f ∈ L p
such that En( f )p = e−n . Then we have ωα+r+θ+ε( f, t)p  tα+r+θ+ε and therefore(∫ δ
0
(
t−r−θωα+r+θ+ε( f, t)p
)q dt
t
) 1
q
 δα+ε.
This contradicts ωα( f (r), δ)q > Cδα .
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5. Embedding theorems for the Lipschitz spaces
In this section, we study embedding results for the Lipschitz spaces
Lip(α, k, p) := { f ∈ L p : ωk( f, δ)p = O(δα)}
and their connection to inequalities for moduli of smoothness.
First, we note that for the important limit case α = k, we have
Lip(α, α, p) = Wαp , 1 < p <∞
(see, e.g., [19, Section 20, Th. 20.3], [3] for fractional α). Then the Hardy–Littlewood inequality
(2.2) implies
Lip(α, k, p) ↪→ Lip(α − θ, k − θ, q), (5.1)
where 1 < p < q < ∞, 0 < θ = 1p − 1q < α = k. The same embedding for α < k can be
proved using the Hardy–Littlewood-type result Lip(α, k, p) ↪→ Lip(α − θ, k, q) (see (1.1) and
(1.6)) and the following Marchaud-type inequality for the fractional moduli of smoothness [22,
Ths. 9,10]:
ωk−θ ( f, δ)q 6 C δk−θ
∫ 1
δ
t−(k−θ)ωk( f, t)q
dt
t
.
Of course, embedding (5.1) also follows from the sharp Ul’yanov inequality (1.10). On the
other hand, the (sharp) Kolyada inequality (1.5) corresponds to the embedding
Wαp ↪→ Bα−θq p , 1 < p < q <∞, (5.2)
where
Bα−θq p =
 f ∈ Lq : | f |Bα−θq p :=
(∫ 1
0
(
t−(α−θ)ωα( f, t)q
)p dt
t
) 1
p
<∞
 .
For the fractional α, embedding (5.2) was verified in [13] (see also [2, Th. 18.12] for an integer
α). Note that (5.2) does not hold any longer for p = 1 [12].
To compare (5.1) and (5.2), we use the well-known interrelation between the fractional Riesz
and Besov spaces W rq and B
r
qp (see e.g. [21, p. 155]). Then we have
Lip(α, α, p) ↪→
{
Bα−θq p ↪→ Lip(α − θ, α − θ, q), if 1 < p 6 min(2, q);
Lip(α − θ, α − θ, q) ∩ Bα−θq p , if min(2, q) < p < q.
(5.3)
Considering the functions
f1(x) =
∑
ν
aν cos νx, aν = 1
ν1−1/q+α−θ (ln (ν + 1))1/p
and
f2(x) =
∑
ν
a2ν cos 2νx, a2ν = 1
2ν(α−θ)ν1/2
,
one can verify (using the realization result) that the corresponding embeddings in (5.3) are sharp:
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(a) f1 ∈ Lip(α − θ, α − θ, q) \ Bα−θq p for p 6 min(2, q);
(b) f1 ∈ Lip(α − θ, α − θ, q) \ Bα−θq p , f2 ∈ Bα−θq p \ Lip(α − θ, α − θ, q) for p > min(2, q).
Similar examples of non-periodic functions are given, e.g., in [21, p. 161].
Finally, let us remark that combining (1.10) and2 (1.5), we get
ωα−θ ( f, δ)q + δα−θ
(∫ 1
δ
t−p(α−θ)ωpα ( f, t)q
dt
t
) 1
p
6 C
(∫ δ
0
(
t−θωα( f, t)p
)q dt
t
) 1
q
,
which also implies (5.3).
6. General weak-type inequalities
1. The case of L p(Td), d > 1. Let x = (x1, . . . , xd), y = (y1, . . . , yd) ∈ Rd , d ∈ N, and let
xy = x1 y1 + · · · + xd yd , |x | = √xx . Let L p = L p(Td) be the space of measurable functions,
2pi -periodic in each variable, such that
‖ f ‖L p(Td ) =
(
1
(2pi)d
∫
[0,2pi ]d
| f |p dx
)1/p
<∞.
As usual, the n-th Fourier coefficient of f ∈ L1 is defined by f̂ (n) = 1(2pi)d
∫
[0,2pi ]d f (x)e
inx dx .
Then the Riesz potential space Wαp , α > 0, is given by
Wαp =
{
f ∈ L p : |k|α f̂ (k) = ĝ(k), k ∈ Zd for some g =: Dα f ∈ L p
}
,
equipped with the norm
‖ f ‖Wαp := ‖ f ‖L p + | f |Wαp , | f |Wαp := ‖Dα f ‖p.
Then the K -functional between L p and Wαp is written as follows:
K ( f, t, L p(Td),Wαp (T
d)) := inf
g∈Wαp
(
‖ f − g‖p + t |g|Wαp
)
. (6.1)
Finally, we recall that the modulus of smoothness of order α > 0 is given by (1.8) and (1.9),
where L p = L p(Td) and x, h ∈ Rd .
One has the following weak-type inequality.
Theorem 2. Let X = Td . Suppose f ∈ L p(X), 1 < p < q < ∞, α > 0. Then for any δ > 0
we have
ωα( f, δ)Lq (X) 6 C
(∫ δ
0
(
t−θωα+θ ( f, t)L p(X)
)q dt
t
) 1
q
, θ = d
(
1
p
− 1
q
)
, (6.2)
or, equivalently,
K ( f, δα, Lq(X),W
α
q (X)) 6 C
(∫ δ
0
(
t−θK ( f, tα+θ , L p(X),Wα+θp (X))
)q dt
t
) 1
q
,
2 Inequality (1.5) was extended in [16, Sect. 4] to the moduli of smoothness of higher order. We thank V.I. Kolyada
for pointing this out.
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θ = d
(
1
p
− 1
q
)
, (6.3)
where C is independent of f and δ.
To prove this theorem, we can essentially repeat the proof of Theorem 1. Indeed, we need the
following ingredients:
(1) We start with the equivalence between the modulus of smoothness ωα( f, δ)L p(Td ) and the
corresponding K -functional:
C1ωα( f, δ)L p(Td ) 6 K ( f, δ
α, L p(Td),Wαp (T
d)) 6 C2ωα( f, δ)L p(Td ), 1 < p <∞.
This was shown in [33]–[34] and [28].
(2) The L p → Lq estimates for the best approximations, i.e.,
E2n ( f )q 6 C
( ∞∑
ν=n
2νqθ Eq2ν ( f )p
) 1
q
, θ = d
(
1
p
− 1
q
)
, (6.4)
where
En( f )p = min
(‖ f − T ‖p, T ∈ Tn) , Tn = span { eikx , |k| 6 n } .
Note that (6.4) is true for any 0 < p < q 6∞ [7].
(3) The Riesz–Nikol’ski–Stechkin inequality is given by [34]∥∥Dα,ξTn(x)∥∥L p , ∥∥∥Dα,ξTn(x)∥∥∥L p 6 C
(
n
2 sin(hn/2)
)α
‖∆αhξTn‖p,
1 < p <∞, 0 < h < 2pi
n
,
where
Tn(x) =
∑
|k|6n
ckeikx , Dα,ξTn(x) =
∑
|k|6n
(ikξ)αckeikx , α > 0,
(ikξ)α = |kξ |α exp
(
i
αpi
2
sgn kξ
)
,
and
D
α,ξ
Tn(x) =
∑
|k|6n
|kξ |αckeikx , α > 0.
Here ξ = (ξ1, . . . , ξd) is an element of Sd−1, the unit sphere in Rd .
(4) The Jackson theorem
En( f )p 6 C ω[α]+1
(
f,
1
n
)
p
, 1 < p <∞,
is known (see, e.g., [17, 5.3]) and since ω[α]+1( f, δ)p 6 Cωα( f, δ)p, we obtain Jackson’s
estimate for any α > 0.
2. The case of L p(Rd), d > 1. Let again x, y ∈ Rd , d ∈ N, xy = x1 y1+· · ·+ xd yd , |x | = √xx ,
and Sd−1 = {ξ ∈ Rd : |ξ | = 1}. We shall consider the L p space on Rd , where 1 6 p 6∞. The
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Fourier transform on L1 is defined by
F f (y) =
∫
Rd
f (x)eixy dx .
Let as usual, S and S′ be the Schwartz space and the space of tempered distributions. The
(distributional) Fourier transform of f ∈ S′ is given by F f (u) := f (F(u)), u ∈ S. By F−1 one
denotes the corresponding inverse Fourier transform.
Define the Riesz differentiation Dα via the Fourier transform,
Dα f (x) = F−1 (|x |αF f (x)) .
We also define the Riesz potential space Wαp as follows:
Wαp (R
d) =
{
f ∈ L p : | f |Wαp (Rd ) = ‖Dα f ‖p
}
, ‖ f ‖Wαp := ‖ f ‖L p + | f |Wαp .
Then the K -functional and the modulus of smoothness are defined by (6.1) and (1.8), (1.9) with
L p = L p(Rd) and Wαp = Wαp (Rd).
Theorem 3. Under the conditions of Theorem 2 with X = Rd , inequalities (6.2) and (6.3) hold.
We shall again list all required results.
(1) In [34] it was proved that
C1 ωα( f, δ)L p(Rd ) 6 K ( f, δ
α, L p(Rd),Wαp (R
d)) 6 C2 ωα( f, δ)L p(Rd ), 1 < p <∞.
(2) For the best approximation of a function f ∈ L p(Rd) by the exponential functions of type
σ , that is,
Eσ ( f )p = min
(
‖ f − Gσ‖L p(Rd ) : Gσ ∈ Aσ
)
,
Aσ =
{
Gσ (x) =
(
1√
2pi
)d ∫ σ
−σ
· · ·
∫ σ
−σ
g(y)eixy dy1 · · · dyd , x, y ∈ Rd ,
g ∈ L2(Rd)
}
,
one has [7, Th. 7.2]
Eσ ( f )q 6 C
(∫ ∞
σ
(
tθ Et ( f )p
)q dt
t
) 1
q
, θ = d
(
1
p
− 1
q
)
.
(3) For any entire function Gσ of exponential type σ , i.e., Gσ ∈ Aσ , one has [34]∥∥Dα,ξGσ∥∥L p , ∥∥∥Dα,ξGσ∥∥∥L p 6 C
(
σ
2 sin(σh/2)
)α
‖∆αhξGσ‖p,
1 < p <∞, 0 < h < 2pi
σ
,
where
Dα,ξ f (x) = F−1 ((ixξ)αF f (x)) , ξ ∈ Sd−1
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and
D
α,ξ
f (x) = F−1 (|xξ |αF f (x)) , ξ ∈ Sd−1.
(4) The Jackson theorem is well known (see e.g. [17, 5.2])
Eσ ( f )L p(Rd ) 6 Cω[α]+1
(
f,
1
σ
)
L p(Rd )
6 Cωα
(
f,
1
σ
)
L p(Rd )
,
1 < p <∞, α > 0.
Remark 3. Note that Theorems 2 and 3 generalize known weak-type inequalities for moduli
of smoothness and K -functionals ([1, Ch.5], [4, Ch.6, Section 3], [5,7]). We also remark that
similarly to (5.3) we have the embedding theorems for the Lipschitz spaces defined for functions
on Td or Rd (with θ = d( 1p − 1q )).
3. The general case. Finally, the general Ul’yanov-type result [7, Theorem 4.4] can be generalized
in the same way:
Ωγ ( f, δ)q 6 C
(∫ 2δ
0
(
t−θΩγ+θ ( f, t)p
)q dt
t
) 1
q
, γ > 0
(see all needed notation in [7]). The only difference is that instead of (4.12) and (4.13) in [7,
Theorem 4.4] we assume
Φγ (ϕσ )q 6 CΦγ+θ (ϕσ )p 6 Cσ γ+θΩγ+θ
(
f,
1
σ
)
p
.
Here the parameter θ comes from the Hardy–Littlewood–Sobolev-type theorem.
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Appendix A. Moduli of smoothness of fractional order
For f, f1, f2 ∈ L p[0, 2pi ], 1 6 p 6 ∞, and α, β > 0, we have ([3], [19, Section 20], [22],
[27])
(a) ωβ( f, δ)p is a non-negative non-decreasing function of δ such that limδ→0+ ωβ( f, δ)p = 0;
(b) ωβ( f1 + f2, δ)p 6 ωβ( f1, δ)p + ωβ( f2, δ)p;
(c) ωα+β( f, δ)p 6 C(α)ωβ( f, δ)p,C(α) =∑∞ν=0 ∣∣(αν )∣∣;
(d) ωα+β( f, δ)p 6 c(α)δαωβ(Dα f, δ)p;
(e) for λ > 1, ωβ( f, λδ)p 6 c(β)λβωβ( f, δ)p;
(f) for 0 < t 6 δ,
ωβ( f, δ)p
δβ
6 c(β)ωβ( f, t)p
tβ
;
(g) for any f ∈ L p there exists ω ∈ Ωα such that
ω(t)  ωα( f, t)p (0 < t <∞);
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(h) for any ω ∈ Ωα there exists f ∈ L p and t1 > 0 such that
ω(t)  ωα( f, t)p (0 < t < t1).
Recall that Ωα (α > 0) is the collection of non-decreasing functions ω(·) on [0, 1] such that
ω(δ)→ 0 as δ→ 0, and δ−αω(δ) is non-increasing.
Appendix B. A lemma on numerical sequences
Lemma 5. Let 0 < β < l. For any function ω(·) ∈ Ωl we define ωn := ω(1/n). Then there
exists a sequence ξ = {ξn} such that ξ = ξ(ω, l) and
(1) 0 < ξn 6 ω(1/n) ≡ ωn for n = 1, 2, . . . ;
(2) ξn ↓ 0 as n ↑ ∞;
(3) for a fixed γ > 0,
n−l
(
n∑
ν=1
νγ l−1ξγν
)1/γ
 ωn;
(4) for a fixed γ > 0,( ∞∑
ν=1
νγβ−1ξγν
)1/γ

( ∞∑
ν=1
νγβ−1ωγν
)1/γ
;
(5) if
∑
ν ν
γβ−1ωγν <∞ for a fixed γ > 0, then( ∞∑
ν=n+1
νγβ−1ωγν
)1/γ

( ∞∑
ν=n+1
νγβ−1ξγν
)1/γ
+ nβωn;
where constants in equivalence (3) depend on l and γ , and constants in equivalences (4)
and (5) depend on β, l, and γ .
Proof. We mention that such a construction was considered before (see e.g. [12,18]).
Let us start with properties (1), (2), and (3). Since ω ∈ Ωl , then δ−lω(δ) ↓ as δ ↑ and
therefore nlω(1/n) ↑ as n ↑ ∞. If nlω(1/n) 6 C < ∞ for any n, then nlω(1/n) ↑ implies
ω(1/n)  n−l . Thus, it is easy to see that ξn = n−1ω(1/n) satisfy (1)–(3).
Now assume nlω(1/n) ↑ ∞ as n ↑ ∞. By definition, put n0 = 0, n1 = 1 and nk+1 is
the smallest of integers N > nk such that N lω(1/N ) > 2lnlkω(1/nk). Hence, n
lω(1/n) 6
2lnlkω(1/nk) for nk 6 n < nk+1 and nlk+1ω(1/nk+1) > 2lnlkω(1/nk).
We note that since nlω(1/n) ↑ ∞, the number nk+1 exists and moreover, nk+1 > 2nk, k =
1, 2, . . .. Indeed, ω(δ) ↓ 0 as δ ↓ 0 yields
nlk+1ω(1/nk+1) > 2
lnlkω(1/nk) > 2lnlkω(1/nk+1)
and hence nk+1 > 2nk .
Let us now define the sequence ξ = {ξn} as follows:
ξ1 = ω(1), ξn = ω(1/nk+1), nk < n 6 nk+1 (k = 1, 2, . . .).
Since ω(1/n) ↓ 0, the properties (1) and (2) follow immediately.
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We shall now prove (3). Let an integer N be such that nk 6 N < nk+1. We write
N∑
ν=1
νγ l−1ξγν =
k∑
i=1
ωγ (1/ni )
ni∑
ν=ni−1+1
νγ l−1 + ωγ (1/nk+1)
N∑
ν=nk+1
νγ l−1 = s1 + s2.
By definition of the sequence {nk}, we get (1 6 i 6 k − 1)
nliω(1/ni ) < 2
−lnli+1ω(1/ni+1) < · · · < 2−l(k−i)nlkω(1/nk),
and therefore,
s1 =
k∑
i=1
ωγ (1/ni )
ni∑
ν=ni−1+1
νγ l−1 6 C
k∑
i=1
nγ li ω
γ (1/ni )
6 C
k∑
i=1
(2−(k−i)lnlkω(1/nk))
γ 6 Cnγ lk ω
γ (1/nk)
k∑
i=1
2−l(k−i)γ
6 C(nlkω(1/nk))γ 6 C2γ l(N lω(1/N ))γ .
Further, since ω(1/nk+1) 6 ω(1/N ) for N < nk+1, we derive
s2 = ωγ (1/nk+1)
N∑
nk+1
νγ l−1 6 Cωγ (1/nk+1)N γ l 6 C(N lω(1/N ))γ .
Therefore, we get
N∑
ν=1
νγ l−1ξγν 6 C(N lω(1/N ))γ .
On the other hand, since ω(1/n) ↓ as n ↑, then
N∑
ν=1
νγ l−1ξγν > s1 =
k∑
i=1
ωγ (1/ni )
ni∑
ν=ni−1+1
νγ l−1 > ωγ (1/nk)
k∑
i=1
ni∑
ν=ni−1+1
νγ l−1
= ωγ (1/nk)
nk∑
ν=1
νγ l−1 > Cnγ lk ω
γ (1/nk).
Using N lω(1/N ) 6 2lnlkω(1/nk) for N < nk+1, we finally get
∑N
ν=1 νγ l−1ξ
γ
ν >
C(N lω(1/N ))γ , i.e., (2) is derived.
To prove (4), we use (1) and (3):( ∞∑
ν=1
νγβ−1ξγν
)1/γ
6
( ∞∑
ν=1
νγβ−1ωγν
)1/γ

( ∞∑
n=1
n−γ (l−β)−1
n∑
ν=1
νγ l−1ξγν
)1/γ

( ∞∑
ν=1
νγ l−1ξγν
∞∑
n=ν
n−γ (l−β)−1
)1/γ

( ∞∑
ν=1
νγβ−1ξγν
)1/γ
,
and we proved (4).
Let us verify (5). We again use (1) and (3) and write( ∞∑
ν=n+1
νγβωγν
)1/γ

( ∞∑
ν=n+1
ν−γ (l−β)−1
n∑
k=1
kγ l−1ξγk
)1/γ
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
(
n−γ (l−β)
n∑
k=1
kγ l−1ξγk +
∞∑
k=n+1
kγ l−1ξγk
∞∑
ν=k
ν−γ (l−β)−1
)1/γ
 nβωn +
( ∞∑
k=n+1
kγβ−1ξγk
)1/γ
.
The proof is now complete. 
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