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Abstract
For the Hermitian inexact Rayleigh quotient iteration (RQI), we present a new
general theory, independent of iterative solvers for shifted inner linear systems. The
theory shows that the method converges at least quadratically under a new condition,
called the uniform positiveness condition, that may allow inner tolerance ξk ≥ 1 at
outer iteration k and can be considerably weaker than the condition ξk ≤ ξ < 1 with ξ
a constant not near one commonly used in literature. We consider the convergence of
the inexact RQI with the unpreconditioned and tuned preconditioned MINRES method
for the linear systems. Some attractive properties are derived for the residuals obtained
by MINRES. Based on them and the new general theory, we make a more refined
analysis and establish a number of new convergence results. Let ‖rk‖ be the residual
norm of approximating eigenpair at outer iteration k. Then all the available cubic and
quadratic convergence results require ξk = O(‖rk‖) and ξk ≤ ξ with a fixed ξ not near
one, respectively. Fundamentally different from these, we prove that the inexact RQI
with MINRES generally converges cubically, quadratically and linearly provided that
ξk ≤ ξ with a constant ξ < 1 not near one, ξk = 1 − O(‖rk‖) and ξk = 1 − O(‖rk‖2),
respectively. Therefore, the new convergence conditions are much more relaxed than
ever before. The theory can be used to design practical stopping criteria to implement
the method more effectively. Numerical experiments confirm our results.
Keywords. Hermitian, inexact RQI, uniform positiveness condition, convergence,
cubic, quadratic, inner iteration, outer iteration, unprecondtioned MINRES, tuned pre-
conditioned MINRES
AMS subject classifications. 65F15, 65F10, 15A18
1 Introduction
We consider the problem of computing an eigenvalue λ and the associated eigenvector x of
a large and possibly sparse Hermitian matrix A ∈ Cn×n, i.e.,
Ax = λx. (1)
Throughout the paper, we are interested in the eigenvalue λ1 closest to a target σ and its
corresponding eigenvector x1 in the sense that
|λ1 − σ| < |λ2 − σ| ≤ · · · ≤ |λn − σ|. (2)
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Suppose that σ is between λ1 and λ2. Then we have
|λ1 − σ| < 1
2
|λ1 − λ2|. (3)
We denote by x1, x2, . . . , xn are the unit length eigenvectors associated with λ1, λ2, . . . , λn.
For brevity we denote (λ1, x1) by (λ, x). There are a number of methods for computing
(λ, x), such as the inverse iteration [15], the Rayleigh quotient iteration (RQI) [15], the
Lanczos method and its shift-invert variant [15], the Davidson method and the Jacobi–
Davidson method [19, 21]. However, except the standard Lanczos method, these methods
and shift-invert Lanczos require the exact solution of a possibly ill-conditioned linear system
at each iteration. This is generally very difficult and even impractical by a direct solver since
a factorization of a shifted A may be too expensive. So one generally resorts to iterative
methods to solve the linear systems involved, called inner iterations. We call updates of
approximate eigenpairs outer iterations. A combination of inner and outer iterations yields
an inner-outer iterative eigensolver, also called an inexact eigensolver.
Among the inexact eigensolvers available, the inexact inverse iteration and the inexact
RQI are the simplest and most basic ones. They not only have their own rights but also are
key ingredients of other more sophisticated and practical inexact solvers, such as inverse
subspace iteration [14] and the Jacobi–Davidson method. So one must first analyze their
convergence. This is generally the first step towards better understanding and analyzing
other more practical inexact solvers.
For A Hermitian or non-Hermitian, the inexact inverse iteration and the inexact RQI
have been considered, and numerous convergence results have been established in many
papers, e.g., [1, 2, 4, 7, 8, 11, 12, 17, 18, 20, 22] and the references therein. For the
Hermitian eigenproblem, general theory for the inexact RQI can be found in Berns-Mu¨ller
and Spence [1], Smit and Paadekooper [18] and van den Eshof [20]. They prove that the
inexact RQI achieves cubic and quadratic convergence with decreasing inner tolerance ξk =
O(‖rk‖) and ξk ≤ ξ < 1 with a constant ξ not near one. Supposing that the shifted linear
systems are solved by the minimal residual method (MINRES) [13, 16], mathematically
equivalent to the conjugate residual method [16], Simoncini and Elde´n [17] prove the cubic
and quadratic convergence of the inexact RQI with MINRES and present a number of
important results under the same assumption on ξk. Simoncini and Elde´n first observed
that the convergence of the inexact RQI may allow ξk to almost stagnate, that is, i.e., ξk
near one. Xue and Elman [22] have refined and extended some results due to Simoncini and
Elde´n. They have proved that MINRES typically exhibits a very slow residual decreasing
property (i.e., stagnation in their terminology) during initial steps but the inexact RQI
may still converge; it is the smallest harmonic Ritz value that determines the convergence
of MINRES for the shifted linear systems. Furthermore, although Xue and Elman’s results
have indicated that very slow MINRES residual decreasing may not prevent the convergence
of inexact RQI, too slow residual decreasing does matter and will make it fail to converge.
Besides, for the inexact RQI, to the author’s best knowledge, there is no result available on
linear convergence and its conditions.
In this paper we first study the convergence of the inexact RQI, independent of iterative
solvers for inner linear systems. We present new general convergence results under a certain
uniform positiveness condition, which takes into account the residual directions obtained
by iterative solvers for the inner linear systems. Unlike the common condition ξk ≤ ξ < 1
with ξ a constant, it appears that the uniform positiveness condition critically depends on
iterative solvers for inner iterations and may allow ξk ≈ 1 and even ξk > 1, much weaker
than the common condition in existing literatures.
We then focus on the inexact RQI with the unpreconditioned MINRES used for solving
inner shifted linear systems. Our key observation is that one usually treats the residuals
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obtained by MINRES as general ones, simply takes their norms but ignores their directions.
As will be clear from our general convergence results, residual directions of the linear systems
play a crucial role in refining convergence analysis of the inexact RQI with MINRES.We first
establish a few attractive properties of the residuals obtained by MINRES for the shifted
linear systems. By combining them with the new general convergence theory, we derive a
number of new insightful results that are not only stronger than but also fundamentally
different from the known ones in the literature. We show how the inexact RQI with MINRES
meets the uniform positiveness condition and how it behaves if the condition fails to hold.
As will be clear, we trivially have ξk ≤ 1 for MINRES at any inner iteration step.
We prove that the inexact RQI with MINRES generally converges cubically if the uniform
positiveness condition holds. This condition is shown to be equivalent to ξk ≤ ξ with a
fixed ξ not near one, but the inexact RQI with MINRES now has cubic convergence other
than the familiar quadratic convergence. Cubic convergence does not require decreasing
inner tolerance ξk = O(‖rk‖) any more. We will see that ξ = 0.1, 0.5 work are enough,
ξ = 0.8 works well and a smaller ξ is not necessary. We prove that quadratic convergence
only requires ξk = 1− O(‖rk‖), which tends to one as ‖rk‖ → 0 and is much weaker than
the familiar condition ξk ≤ ξ with a constant ξ not near one. Besides, we show that a linear
convergence condition is ξk = 1 − O(‖rk‖2), closer to one than 1 − O(‖rk‖). Therefore,
if stagnation occurs during inner iterations, the inexact RQI may converge quadratically
or linearly; if stagnation is too serious, that is, if ξk is closer to one than 1 − O(‖rk‖2),
the method may fail to converge. Note that, for the inner linear systems, the smaller ξk
is, the more costly it is to solve them using MINRES. As a result, in order to achieve
cubic and quadratic convergence, our new conditions are more relaxed and easier to meet
than the corresponding known ones. Therefore, our results not only give new insights
into the method but also have impacts on its effective implementations. They allow us to
design practical criteria to best control inner tolerance to achieve a desired convergence rate
and to implement the method more effectively than ever before. Numerical experiments
demonstrate that, in order to achieve cubic convergence, our new implementation is about
twice as fast as the original one with ξk = O(‖rk‖).
Besides, we establish a lower bound on the norms of approximate solutions wk+1’s of the
linear systems obtained by MINRES. We show that they are of O( 1
‖rk‖2
), O( 1‖rk‖) and O(1)
when the inexact MINRES converges cubically, quadratically and linearly, respectively. So
‖wk+1‖ can reflect how fast the inexact RQI converges and can be used to control inner
iteration, similar to those done in, e.g., [17, 22]. Making use of the bound, as a by-product,
we present a simpler but weaker convergence result on the inexact RQI with MINRES. It
and the bound for ‖wk+1‖ are simpler and interpreted more clearly and easily than those
obtained by Simoncini and Elde´n [17]. However, we will see that our by-product and their
result are weaker than our main results described above. An obvious drawback is that
the cubic convergence of the exact RQI and of the inexact RQI with MINRES cannot be
recovered when ξk = 0 and ξk = O(‖rk‖), respectively.
It appears [4, 5, 22] that it is often beneficial to precondition each shifted inner linear sys-
tem with a tuned preconditioner, which can be much more effective than the corresponding
usual preconditioner. How to extend the main results on the inexact RQI with the unpre-
conditioned MINRES case to the inexact RQI with a tuned preconditioned MINRES turns
out to be nontrivial. We will carry out this task in the paper.
The paper is organized as follows. In Section 2, we review the inexact RQI and present
new general convergence results, independent of iterative solvers for the linear systems. In
Section 3, we present cubic, quadratic and linear convergence results on the inexact RQI
with the unpreconditioned MINRES. In Section 4, we show that the theory can be extended
to the tuned preconditioned MINRES case. We perform numerical experiments to confirm
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our results in Section 5. Finally, we end up with some concluding remarks in Section 6.
Throughout the paper, denote by the superscript * the conjugate transpose of a matrix
or vector, by I the identity matrix of order n, by ‖ · ‖ the vector 2-norm and the matrix
spectral norm, and by λmin, λmax the smallest and largest eigenvalues of A, respectively.
2 The inexact RQI and general convergence theory
RQI is a famous iterative algorithm and its locally cubic convergence for Hermitian problems
is very attractive [15]. It plays a crucial role in some practical effective algorithms, e.g.,
the QR algorithm, [6, 15]. Assume that the unit length uk is already a reasonably good
approximation to x. Then the Rayleigh quotient θk = u
∗
kAuk is a good approximation to
λ too. RQI computes a new approximation uk+1 to x by solving the shifted inner linear
system
(A− θkI)w = uk (4)
for wk+1 and updating uk+1 = wk+1/‖wk+1‖ and iterates until convergence. It is known
[1, 12, 15] that if
|λ− θ0| < 1
2
min
j=2,3,...,n
|λ− λj |
then RQI (asymptotically) converges to λ and x cubically. So we can assume that the
eigenvalues of A are ordered as
|λ− θk| < |λ2 − θk| ≤ · · · ≤ |λn − θk|. (5)
With this ordering and λmin ≤ θk ≤ λmax, we have
|λ− θk| < 1
2
|λ− λ2|. (6)
An obvious drawback of RQI is that at each iteration k we need the exact solution wk+1
of (A − θkI)w = uk. For a large A, it is generally very expensive and even impractical to
solve it by a direct solver due to excessive memory and/or computational cost. So we must
resort to iterative solvers to get an approximate solution of it. This leads to the inexact
RQI. (4) is solved by an iterative solver and an approximate solution wk+1 satisfies
(A− θkI)wk+1 = uk + ξkdk, uk+1 = wk+1/‖wk+1‖ (7)
with 0 < ξk ≤ ξ, where ξkdk with ‖dk‖ = 1 is the residual of (A − θkI)w = uk, dk is the
residual direction vector and ξk is the relative residual norm (inner tolerance) as ‖uk‖ = 1
and may change at every outer iteration k. This process is summarized as Algorithm 1. If
ξk = 0 for all k, Algorithm 1 becomes the exact RQI.
It is always assumed in the literature that ξ < 1 when making a convergence analysis.
This requirement seems very natural as heuristically (4) should be solved with some accu-
racy. Van den Eshof [20] presents a quadratic convergence bound that requires ξ not near
one, improving a result of [18] by a factor two. Similar quadratic convergence results on the
inexact RQI have also been proved in some other papers, e.g., [1, 17, 18], under the same
condition on ξ. To see a fundamental difference between the existing results and ours (cf.
Theorem 2), we take the result of [20] as an example and restate it. Before proceeding, we
define
β =
λmax − λmin
|λ2 − λ|
throughout the paper. We comment that λmax − λmin is the spectrum spread of A and
|λ2 − λ| is the gap or separation of λ and the other eigenvalues of A.
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Algorithm 1 The inexact RQI
1: Choose a unit length u0, an approximation to x.
2: for k=0,1, . . . do
3: θk = u
∗
kAuk.
4: Solve (A− θkI)w = uk for wk+1 by an iterative solver with
‖(A− θkI)wk+1 − uk‖ = ξk ≤ ξ.
5: uk+1 = wk+1/‖wk+1‖.
6: If convergence occurs, stop.
7: end for
Theorem 1. [20] Define φk = ∠(uk, x) to be the acute angle between uk and x, and assume
that wk+1 is such that
‖(A− θkI)wk+1 − uk‖ = ξk ≤ ξ < 1. (8)
Then letting φk+1 = ∠(uk+1, x) be the acute between uk+1 and x, the inexact RQI converges
quadratically:
tanφk+1 ≤ βξ√
1− ξ2
sin2 φk +O(sin
3 φk). (9)
However, we will see soon that the condition ξ < 1 not near one can be stringent and
unnecessary for quadratic convergence. To see this, let us decompose uk and dk into the
orthogonal direct sums
uk = x cosφk + ek sinφk, ek ⊥ x, (10)
dk = x cosψk + fk sinψk, fk ⊥ x (11)
with ‖ek‖ = ‖fk‖ = 1 and ψk = ∠(dk, x). Then (7) can be written as
(A− θkI)wk+1 = (cos φk + ξk cosψk)x+ (ek sinφk + ξk fk sinψk). (12)
Inverting A− θkI gives
wk+1 = (λ− θk)−1(cosφk + ξk cosψk)x+ (A− θkI)−1(ek sinφk + ξk fk sinψk). (13)
We now revisit the convergence of the inexact RQI and prove that it is the size of
| cosφk + ξk cosψk| other than ξk ≤ ξ < 1 that is critical in affecting convergence.
Theorem 2. If the uniform positiveness condition
| cos φk + ξk cosψk| ≥ c (14)
is satisfied with a constant c > 0 uniformly independent of k, then
tan φk+1 ≤ 2β sinφk + ξk sinψk| cosφk + ξk cosψk| sin
2 φk (15)
≤ 2βξk
c
sin2 φk +O(sin
3 φk), (16)
that is, the inexact RQI converges quadratically at least for uniformly bounded ξk ≤ ξ with
ξ some moderate constant.
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Proof. Note that (13) is an orthogonal direct sum decomposition of wk+1 since for a Her-
mitian A the second term is orthogonal to x. We then have
tanφk+1 = |λ− θk|‖(A− θkI)
−1(ek sinφk + ξkfk sinψk)‖
| cosφk + ξk cosψk|
.
As A is Hermitian and ek ⊥ x, it is easy to verify (cf. [15, p. 77]) that
λ− θk = (λ− e∗kAek) sin2 φk,
|λ2 − λ| ≤ |λ− e∗kAek| ≤ λmax − λmin,
|λ2 − λ| sin2 φk ≤ |λ− θk| ≤ (λmax − λmin) sin2 φk. (17)
Since
‖(A− θkI)−1(ek sinφk + ξkfk sinψk)‖ ≤ ‖(A− θkI)−1ek‖ sinφk + ξk‖(A− θkI)−1fk‖ sinψk
≤ |λ2 − θk|−1(sinφk + ξk sinψk)
≤ 2|λ2 − λ|−1(sinφk + ξk sinψk)
with the last inequality holding because of (5), we get
tan φk+1 ≤ |λ− e∗kAek| sin2 φk
2(sin φk + ξk sinψk)
|λ2 − λ|| cos φk + ξk cosψk|
≤ 2|λn − λ||λ2 − λ|
sinφk + ξk sinψk
| cosφk + ξk cosψk|
sin2 φk
≤ ξk 2(λmax − λmin)
c|λ2 − λ| sin
2 φk +O(sin
3 φk).
Define ‖rk‖ = ‖(A − θkI)uk‖. Then by (6) we get |λ2 − θk| > |λ2−λ|2 . So it is known
from [15, Theorem 11.7.1] that
‖rk‖
λmax − λmin ≤ sinφk ≤
2‖rk‖
|λ2 − λ| . (18)
We can present an alternative of (16) when ‖rk‖ is concerned.
Theorem 3. If the uniform positiveness condition (14) holds, then
‖rk+1‖ ≤ 8β
2ξk
c|λ2 − λ| ‖rk‖
2 +O(‖rk‖3). (19)
Proof. Note from (18) that
‖rk+1‖
λmax − λmin ≤ sinφk+1 ≤ tanφk+1.
Substituting it and the upper bound of (18) into (16) establishes (19).
For the special case that the algebraically smallest eigenvalue is of interest, Jia and
Wang [10] proved a slightly different result from Theorem 2. Similar to the literature,
however, they still assumed that ξk ≤ ξ < 1 and did not analyze the theorem further,
though their proof did not use this assumption. A striking insight from the theorem is that
the condition ξk ≤ ξ < 1 may be considerably relaxed. If cosψk is positive, the uniform
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positiveness condition holds for any uniformly bounded ξk ≤ ξ. So we can have ξ ≥ 1
considerably. If cosψk is negative, then | cos φk + ξk cosψk| ≥ c means that
ξk ≤ c− cosφk
cosψk
if cosφk + ξk cosψk ≥ c with c < 1 is required or
ξk ≥ c+ cosφk− cosψk
if − cosφk − ξk cosψk ≥ c is required. Keep in mind that cosφk ≈ 1. So the size of ξk
critically depends on that of cosψk, and for a given c we may have ξk ≈ 1 and even ξk > 1.
Obviously, without the information on cosψk, it would be impossible to access or estimate
ξk. As a general convergence result, however, its significance and importance consist in
that it reveals a new remarkable fact: It appears first time that (13) may allow ξk to be
relaxed (much) more than that used in all known literatures and meanwhile preserves the
same convergence rate of outer iteration. As a result, the condition ξk ≤ ξ < 1 with
constant ξ not near one may be stringent and unnecessary for the quadratic convergence of
the inexact RQI, independent of iterative solvers for the linear systems. The new condition
has a strong impact on practical implementations as we must use a certain iterative solver,
e.g., the very popular MINRES method and the Lanczos method (SYMMLQ) for solving
(A − θkI)w = uk. We will see that cosψk is critically iterative solver dependent. For
MINRES, cosψk has some very attractive properties, by which we can precisely determine
bounds for ξk in Section 3, which are much more relaxed than those in the literature. For
the Lanczos method, we refer to [9] for cosψk and ξk, where cosψk and ξk are fundamentally
different from those obtained by MINRES and ξk ≥ 1 considerably is allowed.
Remark 1. If ξk = 0 for all k, the inexact RQI reduces to the exact RQI and The-
orems 2–3 show (asymptotically) cubic convergence: tanφk+1 = O(sin
3 φk) and ‖rk+1‖ =
O(‖rk‖3).
Remark 2. If the linear systems are solved with decreasing tolerance ξk = O(sinφk) =
O(‖rk‖), then tan φk+1 = O(sin3 φk) and ‖rk+1‖ = O(‖rk‖3). Such (asymptotically) cubic
convergence also appears in several papers, e.g., [1, 18, 20], either explicitly or implicitly.
3 Convergence of the inexact RQI with MINRES
The previous results and discussions are for general purpose, independent of iterative solvers
for (A − θkI)w = uk. Since we have λmin ≤ θk ≤ λmax, the matrix A − θkI is Hermitian
indefinite. One of the most popular iterative solvers for (A − θkI)w = uk is the MINRES
method as it has a very attractive residual monotonic decreasing property [13, 16]. This
leads to the inexact RQI with MINRES.
We briefly review MINRES for solving (4). At outer iteration k, taking the starting
vector v1 to be uk, the m-step Lanczos process on A− θkI can be written as
(A− θkI)Vm = VmTm + tm+1mvm+1e∗m = Vm+1Tˆm, (20)
where the columns of Vm = (v1, . . . , vm) form an orthonormal basis of the Krylov subspace
Km(A − θkI, uk) = Km(A, uk), Vm+1 = (Vm, vm+1), Tm = (tij) = V ∗m(A − θkI)Vm and
Tˆm = V
∗
m+1(A− θkI)Vm [15, 16]. Taking the zero vector as an initial guess to the solution
of (A − θkI)w = uk, MINRES [6, 13, 16] extracts the approximate solution wk+1 = Vmyˆ
to (A − θkI)w = uk from Km(A, uk), where yˆ is the solution of the least squares problem
min ‖e1 − Tˆmy‖ with e1 being the first coordinate vector of dimension m+ 1.
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By the residual monotonic decreasing property of MINRES, we trivially have ξk ≤
‖uk‖ = 1 for all k and any inner iteration steps m. Here we must take m > 1; for
m = 1, it is easily verified that yˆ = 0 and thus wk+1 = 0 and ξk = 1 by noting that
t11 = u
∗
k(A− θkI)uk = 0. So uk+1 is undefined and the inexact RQI with MINRES breaks
down if m = 1.
The residual direction vectors dk obtained by MINRES have some attractive features
and we can precisely get subtle bounds for sinψk and cosψk, as the following results show.
Theorem 4. For MINRES, let the unit length vectors ek and fk be as in (10) and (11),
define the angle ϕk = ∠(fk, (A− θkI)ek) and assume that
| cosϕk| ≥ | cosϕ| > 0 (21)
holds uniformly for an angle ϕ away from pi2 independent of k, i.e.,
|f∗k (A− θI)ek| = ‖(A − θkI)ek‖| cosϕk| ≥ ‖(A− θkI)ek‖| cosϕ|. (22)
Then we have
sinψk ≤ 2β| cosϕ| sinφk, (23)
cosψk = ±(1−O(sin2 φk)). (24)
Furthermore, provided ξk > sinφk, then
cosψk = −1 +O(sin2 φk), (25)
dk = −x+O(sinφk). (26)
Proof. Note that for MINRES its residual ξkdk satisfies ξkdk ⊥ (A−θkI)Km(A, uk). There-
fore, we specially have ξkdk ⊥ (A− θkI)uk, i.e., dk ⊥ (A− θkI)uk. Then from (10) and (11)
we obtain
(λ− θk) cosφk cosψk + f∗k (A− θkI)ek sinφk sinψk = 0.
So
tanψk =
(θk − λ) cosφk
f∗k (A− θkI)ek sinφk
. (27)
By |λ− θk| < |λ−λ2|2 , we get
|f∗k (A− θkI)ek| = ‖(A− θkI)ek‖| cosϕk|
≥ ‖(A− θkI)ek‖| cosϕ|
≥ |λ2 − θk|| cosϕ|
>
|λ2 − λ|
2
| cosϕ|.
Using (17), we obtain from (27)
| tanψk| ≤ (λmax − λmin) sinφk cosφk|f∗k (A− θkI)ek|
≤ 2(λmax − λmin)|λ2 − λ|| cosϕ| sinφk cosφk
≤ 2β| cosϕ| sinφk.
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Therefore, (23) holds. Note that (23) means sinψk = O(sinφk). So we get
cosψk = ±
√
1− sin2 ψk = ±(1− 1
2
sin2 ψk) +O(sin
4 ψk) = ±(1−O(sin2 φk))
by dropping the higher order term O(sin4 φk).
Now we prove that cosψk and cosφk must have opposite signs if ξk > sinφk. Since the
MINRES residual
ξkdk = (A− θkI)wk+1 − uk,
by its residual minimization property we know that (A − θkI)wk+1 is just the orthogo-
nal projection of uk onto (A − θkI)Km(A, uk) and ξkdk is orthogonal to (A − θkI)wk+1.
Therefore, we get
ξ2k + ‖(A− θkI)wk+1‖2 = ‖uk‖2 = 1. (28)
Note that
(A− θkI)wk+1 = uk + ξkdk = (cosφk + ξk cosψk)x+ (ek sinφk + ξkfk sinψk)
is an orthogonal direct sum decomposition of (A− θkI)wk+1. Therefore, we have
‖(A− θkI)wk+1‖2 = (cosφk + ξk cosψk)2 + ‖ek sinφk + ξkfk sinψk‖2,
which, together with (28), gives
(cosφk + ξk cosψk)
2 + ξ2k ≤ 1.
Solving it for ξk cosψk, we have
− cosφk −
√
1− ξ2k ≤ ξk cosψk ≤ − cosφk +
√
1− ξ2k,
in which the upper bound is negative provided that − cosφk +
√
1− ξ2k < 0, which means
ξk > sinφk. So cosψk and cosφk must have opposite signs if ξk > sinφk. Hence, it follows
from (24) that (25) holds if ξk > sinφk. Combining (24) with (11) and (23) gives (26).
Since uk is assumed to be a reasonably good approximation to x, sinφk is small. As a
result, the condition ξk > sinφk is easily satisfied unless the linear system is solved with
very high accuracy.
Clearly, how general this theorem depends on how general assumption (21) is. Next
we give a qualitative analysis to show that this assumption is very reasonable and holds
generally, indicating that the theorem is of rationale and generality.
Note that by definition we have
ek and fk ∈ span{x2, x3, . . . , xn},
so does
(A− θkI)ek ∈ span{x2, x3, . . . , xn}.
We now justify the generality of ek and fk. In the proof of cubic convergence of RQI, which
is the inexact RQI with ξk = 0, Parlett [15, p. 78-79] proves that ek will start to converge
to x2 only after uk has converged to x and ek → x2 holds for large enough k. In other
words, ek is a general combination of x2, x3, . . . , xn and does not start to converge before uk
has converged. Following his proof path, we have only two possibilities on ek in the inexact
RQI with MINRES: One is that ek, at best, can possibly start to approach x2 only if uk has
converged to x; the other is that ek is nothing but just still a general linear combination of
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x2, x3, . . . , xn and does not converge to any specific vector for any ξk. In either case, ek is
indeed a general linear combination of x2, x3, . . . , xn before uk has converged.
Expand the unit length ek as
ek =
n∑
j=2
αjxj
with
∑n
j=2 α
2
j = 1. Then, based on the above arguments, no αj is small before uk has
converged. Note that
(A− θkI)ek =
n∑
j=2
αj(λj − θk)xj .
Since θk supposed to be a reasonably good approximation to λ, for j = 2, 3, . . . , n, λj − θk
are not small, so that (A− θkI)ek is a general linear combination of x2, x3, . . . , xn.
Let pm(z) be the residual polynomial of MINRES applied to (4). Then it is known [13]
that pm(0) = 1, its m roots are the harmonic values of A− θkI with respect to Km(A, uk).
From (10) and (11) we can write the residual ξkdk as
ξkdk = pm(A− θkI)uk = pm(A− θkI)(x cosφk + ek sinφk)
= cosφkpm(λ− θk)x+ sinφk
n∑
j=2
αjpm(λj − θk)xj
= ξk(x cosψk + fk sinψk).
Noting that ‖fk‖ = 1, we get
fk =
pm(A− θkI)ek
‖pm(A− θkI)ek‖ =
∑n
j=2 αjpm(λj − θk)xj
(
∑n
j=2 α
2
jp
2
m(λj − θk))1/2
.
Since uk is rich in x and has small components in x2, x3, . . . , xn, Km(A, uk) contains not
much information on x2, x3, . . . , xn unless m is large enough. Therefore, as approximations
to the eigenvalues λ2−θk, λ3−θk, . . . , λn−θk of the matrix A−θkI, the harmonic Ritz values
are generally of poor quality unless m is large enough. By continuity, pm(λj − θk), j =
2, 3, . . . , n are generally not near zero. This means that usually fk is a general linear
combination of x2, x3, . . . , xn, which is the case for ξk not very small. We point out that
pm(λj − θk), j = 2, 3, ..., n can be possibly near zero only if ξk is small enough, but in this
case the cubic convergence of the outer iteration can be established trivially, according to
Theorem 2. For other discussions on ξk and harmonic Ritz values, we refer to [22].
In view of the above, it is very unlikely for fk and (A− θkI)ek to be nearly orthogonal,
that is, ϕk is rarely near
pi
2 . So, | cosϕk| should be uniformly away from zero in general,
and assumption (21) is very general and reasonable.
Obviously, | cosϕk| is a-priori and cannot be computed in practice. For test purposes,
for each matrix in Section 5 and some others, supposing the x’s are known, we have com-
puted | cosϕk| for ξk = O(‖rk‖), ξk ≤ ξ < 1 with ξ a fixed constant, ξk = 1 − (‖rk‖)
and ξk = 1 − O(‖rk‖2), respectively. As will be seen, the latter three requirements on ξk
are our new cubic, quadratic and linear convergence conditions for the inexact RQI with
MINRES that will be derived by combining this theorem with Theorems 2–3 and are crit-
ically need the assumption that | cosϕk| is uniformly away from zero, independent of k.
Among thousands | cosϕk|’s, we have found that most of the | cosϕk|’s are considerably
away from zero and very few smallest ones are around 10−4. Furthermore, we have found
that their arithmetic mean is basically 0.016 ∼ 0.020 for each matrix and a given choice
of ξk above. To highlight these results and to be more illustrative, we have extensively
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computed | cos∠(w, v)| = |w∗v|‖w‖‖v‖ with many vector pairs (w, v) of numerous dimensions no
less than 1000 that were generated randomly in a normal distribution. We have observed
that the values of our | cosϕk|’s and their arithmetic mean for each matrix and a given
choice of ξk above have very similar behavior to those of thousands | cos∠(w, v)|’s and
the arithmetic mean for a given dimension. As a consequence, this demonstrates that as-
sumption (21) are very like requiring the uniform non-orthogonality of two normal random
vectors and thus should hold generally. In other words, fk, ek and (A − θkI)ek are usually
indeed general linear combinations of x2, . . . , xn and have the nature as vectors generated
in a normal distribution, so assumption (21) should hold generally. On the other hand, our
later numerical experiments also confirm the cubic, quadratic and linear convergence under
our corresponding new conditions This means that the numerical experiments also justify
the rationale and generality of the assumption a-posteriori.
Based on Theorem 4 and Theorems 2–3, we now present new convergence results on the
inexact RQI with MINRES.
Theorem 5. With cosϕ defined as in Theorem 4, assuming that | cosϕ| is uniformly away
from zero, the inexact RQI with MINRES asymptotically converges cubically:
tan φk+1 ≤ 2β(| cosϕ|+ 2ξkβ)
(1− ξk)| cosϕ|
sin3 φk (29)
if ξk ≤ ξ with a fixed ξ not near one; it converges quadratically:
tanφk+1 ≤ η sin2 φk (30)
if ξk is near one and bounded by
ξk ≤ 1− 6β
2 sinφk
η| cosϕ| (31)
with η a moderate constant; it converges linearly at least:
tanφk+1 ≤ ζ sinφk (32)
with a constant ζ < 1 independent of k if ξk is bounded by
1− 6β
2 sinφk
η| cosϕ| < ξk ≤ 1−
6β2 sin2 φk
ζ| cosϕ| . (33)
Proof. Based on Theorem 4, we have
cosφk + ξk cosψk = 1− 1
2
sin2 φk ± ξk(1−O(sin2 φk))
= 1± ξk +O(sin2 φk)
= 1± ξk ≥ 1− ξk (34)
by dropping the higher order term O(sin2 φk). Therefore, the uniform positiveness condition
holds provided that ξk ≤ ξ with a fixed ξ not near one. Combining (15) with (23) and (24),
we get
tan φk+1 ≤ 2β
1 + ξk
2β
| cosϕ|
1− ξk sin
3 φk,
which is just (29) and shows the cubic convergence of the inexact RQI with MINRES if
ξk ≤ ξ with a fixed ξ not near one.
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Next we prove the quadratic convergence result. Since ξk < 1 and β ≥ 1, it follows from
(23) and (34) that asymptotically
2β
sinφk + ξk sinψk
| cosφk + ξk cosψk|
< 2β
(1 + 2β/| cos ϕ|) sin φk
cosφk + ξk cosψk
≤ 6β
2 sinφk
(cosφk + ξk cosψk)| cosϕ|
≤ 6β
2 sinφk
(1− ξk)| cosϕ| .
So from (15) the inexact RQI with MINRES converges quadratically and (30) holds if
6β2 sinφk
(1− ξk)| cosϕ|
≤ η
for a moderate constant η independent of k. Solving this inequality for ξk gives (31).
Finally, we prove the linear convergence result. Analogously, we have
2β
sinφk + ξk sinψk
| cosφk + ξk cosψk| sinφk <
6β2 sin2 φk
(1− ξk)| cosϕ| .
So it follows from (15) that the inexact RQI with MINRES converges linearly at least and
(32) holds when
6β2 sin2 φk
(1− ξk)| cosϕ| ≤ ζ < 1
with a constant ζ independent of k. Solving the above inequality for ξk gives (33).
Theorem 5 presents the convergence results in terms of the a priori uncomputable sinφk.
We next derive their counterparts in terms of the a posteriori computable ‖rk‖, so that
they are of practical value as much as possible and can be used to best control inner-outer
accuracy to achieve a desired convergence rate.
Theorem 6. With cosϕ defined as in Theorem 4, assuming that | cosϕ| is uniformly away
from zero, the inexact RQI with MINRES asymptotically converges cubically:
‖rk+1‖ ≤ 16β
2(| cosϕ|+ 2ξkβ)
(1− ξk)(λ2 − λ)2| cosϕ|
‖rk‖3 (35)
if ξk ≤ ξ with a fixed ξ not near one; it converges quadratically:
‖rk+1‖ ≤ 4βη|λ2 − λ|‖rk‖
2 (36)
if ξk is near one and bounded by
ξk ≤ 1− 6β‖rk‖
η|λ2 − λ|| cosϕ| (37)
with η a moderate constant; it converges at linear factor ζ at least:
‖rk+1‖ ≤ ζ‖rk‖ (38)
if ξk is bounded by
1− 6β‖rk‖
η|λ2 − λ|| cosϕ| < ξk ≤ 1−
48β3‖rk‖2
ζ(λ2 − λ)2| cosϕ| (39)
with a constant ζ < 1 independent of k.
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Proof. From (18) we have
‖rk+1‖
λmax − λmin ≤ sinφk+1 ≤ tanφk+1, sinφk ≤
2‖rk‖
|λ2 − λ| .
So (35) is direct from (29) by a simple manipulation. Next we use (18) to denote sinφk =
‖rk‖
C with
|λ2−λ|
2 ≤ C ≤ λmax − λmin. Note that
2β
sinφk + ξk sinψk
| cosφk + ξk cosψk| <
6β2 sinφk
(1− ξk)| cosϕ| =
6β2‖rk‖
C(1− ξk)| cosϕ|
Therefore, similarly to the proof of Theorem 5, if
6β2‖rk‖
C(1− ξk)| cosϕ| ≤ η,
the inexact RQI with MINRES converges quadratically. Solving this inequality for ξk gives
ξk ≤ 1− 6β
2‖rk‖
Cη| cosϕ| . (40)
Note that
1− 6β
2‖rk‖
Cη| cosϕ| ≥ 1−
6β2‖rk‖
η(λmax − λmin)| cosϕ|
= 1− 6β‖rk‖
η|λ2 − λ|| cosϕ| .
So, if ξk satisfies (37), then it satisfies (40) too. Therefore, the inexact RQI with MIN-
RES converges quadratically if (37) holds. Furthermore, from (18) we have
‖rk+1‖
λmax−λmin
≤
sinφk+1 ≤ tanφk+1. As a result, from (30) we obtain
‖rk+1‖ ≤ (λmax − λmin)η‖rk‖
2
C2
≤ 4βη|λ2 − λ|‖rk‖
2,
proving (36).
In order to make ‖rk‖ monotonically converge to zero linearly, by (35) we simply set
16β2(| cosϕ|+ 2ξkβ)‖rk‖2
(1− ξk)(λ2 − λ)2| cosϕ|
≤ 48β
3‖rk‖2
(1− ξk)(λ2 − λ)2| cosϕ|
≤ ζ < 1
with ζ independent of k. Solving it for ξk gives
ξk ≤ 1− 48β
3‖rk‖2
ζ(λ2 − λ)2| cosϕ| .
Combining it with (37) proves (38) and (39).
First of all, we make a comment on Theorems 5–6. As justified previously, assump-
tion (21) is of wide generality. Note that Theorems 2–3 hold as we always have cosφk +
ξk cosψk ≥ 1− ξk asymptotically, independent of ϕk. Therefore, in case | cosϕ| is occasion-
ally near and even zero, the inexact RQI with MINRES converges quadratically at least
provided that ξk ≤ ξ with a fixed ξ not near one.
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In order to judge cubic convergence quantitatively, we should rely on Theorem 2 and
Theorem 5 (equivalently, Theorem 3 and Theorem 6), in which cubic convergence precisely
means that the asymptotic convergence factor
sinφk+1
sin3 φk
≤ 2β (41)
for RQI and the asymptotic convergence factor
sinφk+1
sin3 φk
≤ 2β(| cos φ|+ 2ξkβ)
(1− ξk)| cosϕ| =
2β
1− ξk +
4ξkβ
2
(1− ξk)| cosϕ| (42)
for the inexact RQI with MINRES. The asymptotic factors in (41)–(42) do not affect the
cubic convergence rate itself but a bigger asymptotic factor affects reduction amount at
each outer iteration and more outer iterations may be needed.
Some other comments are in order. First, the bigger β is, the bigger the asymptotic
convergence factors are and meanwhile the considerably bigger the factor in (42) is than
that in (41) if ξk is not near zero. In this case, the cubic convergence of both RQI and the
inexact RQI may not be very visible; furthermore, RQI may need more outer iterations,
and the inexact RQI may need more outer iterations than RQI. Second, if the factor in (41)
is not big, the factor in (42) differs not much with it provided ξk ≤ ξ < 1 with a fixed ξ not
near one, so that the inexact RQI and RQI use (almost) the same outer iterations. Third,
it is worth reminding that the factor in (42) is an estimate in the worst case, so it may
often be conservative. Fourth, as commented previously, the inexact RQI with MINRES
may behave more like quadratic in case | cosϕ| is occasionally very small or even zero.
Theorem 6 shows that ‖rk‖ can be used to control ξk in order to achieve a desired
convergence rate. For cubic convergence, at outer iteration k we only need to solve the
linear system (4) by MINRES with low accuracy ξk ≤ ξ. It is safe to do so with ξ = 0.1, 0.5
and even with ξ = 0.8. A smaller ξ is not necessary and may cause much waste at each outer
iteration. Thus, we may save much computational cost, compared with the inexact RQI with
MINRES with decreasing tolerance ξk = O(sinφk) = O(‖rk‖). Compared with Theorem 1,
another fundamental distinction is that the new quadratic convergence results only require
to solve the linear system with very little accuracy ξk = 1 − O(sinφk) = 1 − O(‖rk‖) ≈ 1
rather than with ξk ≤ ξ not near one. They indicate that the inexact RQI with MINRES
converges quadratically provided that cosφk + ξk cosψk ≈ 1 − ξk = O(sinφk) = O(‖rk‖).
The results also illustrate that the method converges linearly provided that ξk = 1 −
O(sin2 φk) = 1−O(‖rk‖2). In this case, we have cosφk + ξk cosψk ≈ 1− ξk = O(sin2 φk) =
O(‖rk‖2). So ξk can be increasingly closer to one as the method converges when quadratic
and linear convergence is required, and ξk can be closer to one for linear convergence than
for quadratic convergence. These results make it possible to design effective criteria on
how to best control inner tolerance ξk in terms of the outer iteration accuracy ‖rk‖ to
achieve a desired convergence rate. In addition, interestingly, we comment that, instead
of quadratic convergence as the authors of [1] claimed, Table 1 in [1] actually showed the
same asymptotic cubic convergence of the inexact RQI with MINRES for a fixed ξ = 0.1
as that for decreasing tolerance ξk = O(‖rk‖) in the sense of (41) and (42).
Below we estimate ‖wk+1‖ in (7) obtained by MINRES and establish a lower bound for
it. As a byproduct, we also present a simpler but weaker quadratic convergence result. Note
that the exact solution of (A− θkI)w = uk is wk+1 = (A− θkI)−1uk, which corresponds to
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ξk = 0 in (13). Therefore, with a reasonably good uk, from (13), (17) and (18) we have
‖wk+1‖ = cosφk|θk − λ| +O(sinφk)
≈ 1|θk − λ| = ‖(A− θkI)
−1‖
= O
(
1
sin2 φk
)
= O
(
1
‖rk‖2
)
.
Theorem 7. Asymptotically we have
‖wk+1‖ ≥ (1− ξk)|λ2 − λ|
4β‖rk‖2 , (43)
‖rk+1‖ ≤
√
1 + ξk
1− ξk
4β
|λ2 − λ| ‖rk‖
2. (44)
Thus, the inexact RQI with MINRES converges quadratically at least once ξk is not near
one.
Proof. By using (13), (17), (18) and (34) in turn, we obtain
‖wk+1‖ ≥ | cosφk + ξk cosψk||θk − λ|
≥ | cos φk + ξk cosψk|
(λmax − λmin) sin2 φk
≥ | cosφk + ξk cosψk||λ2 − λ|
4β‖rk‖2
≥ (1− ξk)|λ2 − λ|+O(sin
2 φk)
4β‖rk‖2
=
(1− ξk)|λ2 − λ|
4β‖rk‖2
with the last equality holding asymptotically by ignoring O(1). This proves (43).
It follows from (28) and uk+1 = wk+1/‖wk+1‖ that
‖(A− θkI)uk+1‖ =
√
1− ξ2k
‖wk+1‖
.
So from the optimality of Rayleigh quotient we obtain
‖rk+1‖ = ‖(A − θk+1I)uk+1‖ ≤ ‖(A− θkI)uk+1‖ =
√
1− ξ2k
‖wk+1‖ . (45)
Substituting (43) into it establishes (44).
Simoncini and Elde´n [17] present an important estimate on ‖wk+1‖:
‖wk+1‖ ≥ |1− εm| cos
3 φk
sinφk
1
‖rk‖
, (46)
where εm = pm(λ− θk) with pm the residual polynomial of MINRES satisfying pm(0) = 1;
see Proposition 5.3 there. This relation involves εm and is less easily interpreted than
15
(43). When εm is not near one, ‖wk+1‖ is bounded by O( 1‖rk‖2 ) from below. Based on this
estimate, Simoncini and Elde´n have designed a stopping criterion for inner iterations.
From (43) and Theorems 5–6, it is instructive to observe the remarkable facts: ‖wk+1‖
increases as rapidly as O( 1
‖rk‖2
) and O( 1‖rk‖), respectively, if the inexact RQI with MINRES
converges cubically and quadratically; but it is O(1) if the method converges linearly. As
(43) is sharp, the size of ‖wk+1‖ can reveal both cubic and quadratic convergence. We can
control ‖wk+1‖ to make the method converge cubically or quadratically, as done in [17].
However, it is unlikely to do so for linear convergence as the method may converge linearly
or disconverges when ‖wk+1‖ remains O(1).
Another main result of Simoncini and Elde´n [17] is Proposition 5.3 there:
‖rk+1‖ ≤ sinφk
cos3 φk
√
1− ξ2k
|1− εm| ‖rk‖. (47)
Note sinφk = O(‖rk‖). The above result means quadratic convergence if
√
1−ξ2
k
|1−εm|
is moderate,
which is the case if ξk and εm are not near one. We refer to [13, 22] for discussions on εm.
Since how ξk and εm affect each other is complicated, (44) is simpler and more easily
understandable than (47). However, both (44) and (47) are weaker than Theorems 5–6
since quadratic convergence requires ξk < 1 not near one and the cubic convergence of RQI
and of the inexact RQI cannot be recovered when ξk = 0 and ξk = O(‖rk‖), respectively.
4 The inexact RQI with a tuned preconditioned MINRES
We have found that even for ξk near one we may still need quite many inner iteration
steps at each outer iteration. This is especially the case for difficult problems, i.e., big β’s,
or for computing an interior eigenvalue λ since it leads to a highly Hermitian indefinite
matrix (A− θkI) at each outer iteration. So, in order to improve the overall performance,
preconditioning may be necessary to speed up MINRES. Some preconditioning techniques
have been proposed in, e.g., [1, 17]. In the unpreconditioned case, the right-hand side uk of
(4) is rich in the direction of the desired x. MINRES can benefit much from this property
when solving the linear system. Actually, if the right-hand side is an eigenvector of the
coefficient matrix, Krylov subspace type methods will find the exact solution in one step.
However, a usual preconditioner loses this important property, so that inner iteration steps
may not be reduced [1, 4, 5]. A preconditioner with tuning can recover this property and
meanwhile attempts to improve the conditioning of the preconditioned linear system, so
that considerable improvement over a usual preconditioner is possible [4, 5, 22]. In this
section we show how to extend our theory to the inexact RQI with a tuned preconditioned
MINRES.
Let Q = LL∗ be a Cholesky factorization of some Hermitian positive definite matrix
which is an approximation to A − θkI in some sense [1, 5, 22]. A tuned preconditioner
Q = LL∗ can be constructed by adding a rank-1 or rank-2 modification to Q, so that
Quk = Auk; (48)
see [4, 5, 22] for details. Using the tuned preconditioner Q, the shifted inner linear system
(4) is equivalently transformed to the preconditioned one
Bwˆ = L−1(A− θkI)L−∗wˆ = L−1uk (49)
with the original w = L−∗wˆ. Once MINRES is used to solve it, we are led to the inexact RQI
with a tuned preconditioned MINRES. A power of the tuned preconditioner Q is that the
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right-hand side L−1uk is rich in the eigenvector of B associated with its smallest eigenvalue
and has the same quality as uk as an approximation to the eigenvector x of A, while for
the usual preconditioner Q the right-hand side L−1uk does not possess this property.
Take the zero vector as an initial guess to the solution of (49) and let wˆk+1 be the
approximate solution obtained by the m-step MINRES applied to it. Then we have
L−1(A− θkI)L−∗wˆk+1 = L−1uk + ξˆkdˆk, (50)
where wˆk+1 ∈ Km(B,L−1uk), ξˆkdˆk with ‖dˆk‖ = 1 is the residual and dˆk is the residual
direction vector. Trivially, for any m, we have ξˆk ≤ ‖L−1uk‖. Keep in mind that wk+1 =
L−∗wˆk+1. We then get
(A− θkI)wk+1 = uk + ξˆkLdˆk = uk + ξˆk‖Ldˆk‖ Ldˆk‖Ldˆk‖
. (51)
So ξk and dk in (7) are ξˆk‖Ldˆk‖ and Ldˆk‖Ldˆk‖ , respectively, and our general Theorems 2–3
apply and is not repeated. In practice, we require that the tuned preconditioned MINRES
solves the inner linear system with ξˆk < 1/‖Ldˆk‖ such that ξk < 1.
How to extend Theorem 4 to the preconditioned case is nontrivial and needs some work.
Let (µi, yi), i = 1, 2, . . . , n be the eigenpairs of B with
| µ1 |<| µ2 |≤ · · · ≤| µn | .
Define uˆk = L−1uk/‖L−1uk‖. Similar to (10) and (11), let
uˆk = y1 cos φˆk + eˆk sin φˆk, eˆk ⊥ y1, ‖eˆk‖ = 1, (52)
dˆk = y1 cos ψˆk + fˆk sin ψˆk, fˆk ⊥ y1, ‖fˆk‖ = 1 (53)
be the orthogonal direct sum decompositions of uˆk and dˆk. Then it is known [5] that
|µ1| = O(sinφk), (54)
sin φˆk ≤ c1 sinφk (55)
with c1 a constant.
Based on the proof line of Theorem 4 and combining (55), the following results can be
proved directly.
Lemma 1. For the tuned preconditioned MINRES, let the unit length vectors eˆk and fˆk be
as in (52) and (53), define the angle ϕˆk = ∠(fˆk, Beˆk) and assume that
| cos ϕˆk| ≥ | cos ϕˆ| > 0 (56)
holds uniformly for an angle ϕˆ away from pi2 independent of k. Then we have
sin ψˆk ≤ c1|µn||µ2|| cos ϕˆ| sinφk, (57)
cos ψˆk = ±(1−O(sin2 φk)), (58)
dˆk = ±y1 +O(sinφk). (59)
We can make a qualitative analysis, similar to that done for Theorem 4 in the unpre-
conditioned case, and justify the assumption on ϕˆk. With this theorem, we now estimate
sinψk and cosψk.
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Theorem 8. For the tuned preconditioned MINRES, under the assumptions of Theorem 6,
it holds that
sinψk = O(sinφk), (60)
cosψk = ±(1−O(sin2 φk)) (61)
dk = = ±x+O(sinφk). (62)
Proof. By definition, we have
L−1(A− θkI)L−∗y1 = µ1y1,
from which it follows that
(A− θkI)u˜k = µ1 Ly1‖L−∗y1‖
with u˜k = L−∗y1/‖L−∗y1‖. Therefore, by standard perturbation theory and (54), we get
sin∠(u˜k, x) = O(µ1
‖Ly1‖
‖L−∗y1‖) = O(|µ1|) = O(sinφk).
Since
∠(u˜k, uk) ≤ ∠(u˜k, x) + ∠(uk, x),
we get
sin∠(u˜k, uk) = O(sinφk),
i.e.,
u˜k = uk +O(sinφk).
As a result, from Auk = Quk and u˜k = L−∗y1/‖L−∗y1‖ we have
Ly1 = ‖L−∗y1‖LL∗u˜k = ‖L−∗y1‖Qu˜k
= ‖L−∗y1‖Q(uk +O(sinφk))
= ‖L−∗y1‖Auk +O(sinφk)
= ‖L−∗y1‖(θkuk + rk) +O(sinφk)
= θk‖L−∗y1‖uk + ‖L−∗y1‖rk +O(sinφk),
from which we obtain
sin∠(Ly1, uk) = O(‖rk‖) +O(sinφk) = O(sinφk).
Therefore, we have
sin∠(Ly1, x) ≤ sin∠(Ly1, uk) + sin∠(uk, x) = O(sinφk), (63)
that is, the (unnormalized) Ly1 has the same quality as uk as an approximation to x. We
have the orthogonal direct sum decomposition
Ly1 = ‖Ly1‖ (x cos∠(Ly1, x) + gk sin∠(Ly1, x)) (64)
with ‖gk‖ = 1 and gk ⊥ x. Also, make the orthogonal direct orthogonal sum decomposition
Lfˆk = ‖Lfˆk‖
(
x cos∠(Lfˆk, x) + hk sin∠(Lfˆk, x)
)
(65)
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with ‖hk‖ = 1 and hk ⊥ x. Making use of (57) and (58), we get from (53) that
‖Lkdˆk‖2 = ‖Ly1‖2 cos2 ψˆk + ‖Lfˆk‖2 sin2 ψˆk + 2Re(Ly1,Lfˆk) sin ψˆk cos ψˆk
= ‖Ly1‖2 +O(sin2 φk) +O(sinφk)
= ‖Ly1‖2 +O(sinφk).
Hence we have
‖Ly1‖ = ‖Ldˆk‖+O(sinφk). (66)
Now, from (53), we obtain
dk =
Ldˆk
‖Ldˆk‖
=
1
‖Ldˆk‖
(Ly1 cos ψˆk + Lfˆk sin ψˆk).
Substituting (64) and (65) into the above relation yields
dk =
1
‖Ldˆk‖
((‖Ly1‖ cos∠(Ly1, x) cos ψˆk + ‖Lfˆk‖ cos∠(Lfˆk, x) sin ψˆk)x
+(‖Ly1‖gk sin∠(Ly1, x) cos ψˆk + ‖Lfˆk‖hk sin∠(Lfˆk, x) sin ψˆk)).
This is the orthogonal direct sum decomposition of dk. Making use of sin∠(Ly1, x) =
O(sinφk), sin ψˆk = O(sinφk) and (66) and comparing with dk = x cosψk+ ek sinψk, we get
sinψk = O(sinφk).
Thus, it holds that cosψk = ±(1−O(sin2 φk)) and dk = ±x+O(sinφk).
Compared with Theorem 4, this theorem indicates that the directions of residuals ob-
tained by the unpreconditioned MINRES and the tuned preconditioned MINRES have the
same properties. With the theorem, we can write sinψk ≤ c2 sinφk with c2 a constant.
Then, based on Theorems 2–3, it is direct to extend Theorems 5–6 to the inexact RQI with
the tuned preconditioned MINRES, respectively. We have made preliminary experiments
and confirmed the theory. Since our main concerns in this paper are the convergence theory
and a pursue of effective tuned preconditioners are beyond the scope of the current paper,
we will only report numerical experiments on the inexact RQI with the unpreconditioned
MINRES in the next section.
5 Numerical experiments
Throughout the paper, we perform numerical experiments on an Intel (R) Core (TM)2
Quad CPU Q9400 2.66GHz with main memory 2 GB using Matlab 7.8.0 with the machine
precision ǫmach = 2.22 × 10−16 under the Microsoft Windows XP operating system.
We report numerical experiments on four symmetric (Hermitian) matrices: BCSPWR08
of order 1624, CAN1054 of order 1054, DWT2680 of order 3025 and LSHP3466 of order
3466 [3]. Note that the bigger β = λmax−λmin|λ2−λ| is, the worse conditioned x is. For a bigger
β, Theorem 2 and Theorems 5–6 show that RQI and the inexact RQI with MINRES may
converge more slowly and use more outer iterations though they can still converge cubically.
If an interior eigenpair is required, the shifted linear systems can be highly indefinite (i.e.,
many positive and negative eigenvalues) and may be hard to solve. As a reference, we use
the Matlab function eig.m to compute β. To better illustrate the theory, we compute both
exterior and interior eigenpairs. We compute the smallest eigenpair of BCSPWR08, the
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tenth smallest eigenpair of CAN1054, the largest eigenpair of DWT2680 and the twentieth
smallest eigenpair of LSHP3466, respectively.
Remembering that the (asymptotic) cubic convergence of the inexact RQI for ξk =
O(‖rk‖) is independent of iterative solvers, in the experiments we take
ξk = min{0.1, ‖rk‖‖A‖1 }. (67)
We first test the inexact RQI with MINRES for ξk ≤ ξ < 1 with a few constants
ξ not near one and illustrate its cubic convergence. We construct the same initial u0
for each matrix that is x plus a reasonably small perturbation generated randomly in a
uniform distribution, such that |λ − θ0| < |λ−λ2|2 . The algorithm stops whenever ‖rk‖ =
‖(A− θkI)uk‖ ≤ ‖A‖1tol, and we take tol = 10−14 unless stated otherwise. In experiments,
we use the Matlab function minres.m to solve the inner linear systems. Tables 1–4 list
the computed results, where iters denotes the number of total inner iteration steps and
iter(k−1) is the number of inner iteration steps when computing (θk, uk), the ”-” indicates
that MINRES stagnates and stops at the iter(k−1)-th step, and res(k−1) is the actual relative
residual norm of the inner linear system when computing (θk, uk). Clearly, iters is a
reasonable measure of the overall efficiency of the inexact RQI with MINRES. We comment
that in minres.m the output iter(k−1) = m− 1, where m is the steps of the Lanczos process.
ξk−1 ≤ ξ k ‖rk‖ sinφk res(k−1) iter(k−1) iters
0 (RQI) 1 0.0092 0.0025
2 4.4e − 8 5.0e − 8
3 1.0e− 15 2.2e− 15
‖rk−1‖
‖A‖1
1 0.0096 0.0036 0.0423 6 126
2 8.4e − 8 1.3e − 7 5.5e − 4 37
3 9.4e− 15 3.2e− 15 - 83
0.1 1 0.0105 0.0049 0.0707 5 68
2 2.9e − 6 2.4e − 6 0.0784 21
3 1.3e− 13 2.7e− 13 0.0863 42
0.5 1 0.0218 0.0111 0.2503 3 88
2 8.7e − 5 1.9e − 4 0.4190 11
3 6.3e − 9 2.1e − 8 0.4280 31
4 1.1e− 14 3.3e− 15 - 43
1− c1‖rk−1‖‖A‖1 1 0.1409 0.0363 0.8824 1 75
tol = 10−13 2 0.0068 0.2274 0.9227 3
3 1.3e − 4 5.4e − 4 0.9284 11
4 3.5e − 7 1.1e − 6 0.9845 19
5 3.4e− 11 1.6e− 11 1− 3.7 × 10−5 30
6 1.3e− 13 4.6e− 13 1− 2.2 × 10−8 11
ξk−1 k (iter
(k−1)) iters
1−
(
c2‖rk−1‖
‖A‖1
)2
tol = 10−10 1 (1); 2 (3); 3 (9); 4 (13); 5 (15); 6 (16) 62
Table 1: BCSPWR08, β = 40.19, sinφ0 = 0.1134, c1 = c2 = 1000. k (iter
(k−1)) denotes
the number of inner iteration steps used by MINRES when computing (θk, uk).
Before explaining our experiments, we should remind that in finite precision arithmetic
‖rk‖/‖A‖1 cannot decrease further whenever it reaches a moderate multiple of ǫmach =
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ξk−1 ≤ ξ k ‖rk‖ sinφk res(k−1) iter(k−1) iters
0 (RQI) 1 0.0139 0.038
2 6.1e − 6 5.0e − 5
3 1.4e− 14 3.6e− 13
‖rk−1‖
‖A‖1
1 0.0196 0.0110 0.0387 12 606
2 6.7e − 7 1.5e − 5 3.5e − 4 184
3 8.7e− 14 4.7e− 13 - 410
0.1 1 0.0231 0.0155 0.0943 6 394
2 2.8e − 7 8.4e − 7 0.0816 178
3 7.6e− 14 4.7e− 13 - 210
0.5 1 0.0646 0.0253 0.3715 3 408
2 6.0e − 4 0.0071 0.4757 37
3 1.2e − 7 1.6e − 7 0.4636 165
4 4.5e− 14 4.8e− 13 - 203
1− c1‖rk−1‖‖A‖1 1 0.2331 0.0541 0.8325 1 536
tol = 10−12 2 0.0202 0.0161 0.90551 4
3 2.5e − 4 0.0044 0.9469 64
4 2.1e − 6 3.2e − 5 0.9913 149
5 3.1e − 9 1.8e − 8 0.9999 155
6 2.5e− 12 2.8e− 11 1− 1.6 × 10−7 163
ξk−1 k (iter
(k−1)) iters
1−
(
c2‖rk−1‖
‖A‖1
)2
tol = 10−10 1 (1); 2 (3); 3 (16); 4 (172); 5 (143) 335
Table 2: CAN1054, β = 88.28, sinφ0 = 0.1137, c1 = c2 = 1000. k (iter
(k−1)) denotes the
number of inner iteration steps used by MINRES when computing (θk, uk).
2.2 × 10−16. Therefore, assuming that the algorithm stops at outer iteration k, if sinφk−1
or ‖rk−1‖ is at the level of 10−6 or 10−9, then the algorithm may not continue converging
cubically or quadratically at the final outer iteration k.
To judge cubic convergence, we again stress that we should rely on (41) and (42) for
RQI and the inexact RQI with MINRES, respectively. We observe from the tables that the
inexact RQI with MINRES for ξk ≤ ξ < 1 with ξ fixed not near one converges cubically and
behaves like RQI and the inexact RQI with MINRES with decreasing tolerance ξk = (‖rk‖);
it uses (almost) the same outer iterations as the latter two do. The results clearly indicate
that cubic convergence is generally insensitive to ξ provided ξ is not near one. Furthermore,
we see that the algorithm with a fixed ξ not near one is much more efficient than the
algorithm with ξk = O(‖rk‖) and is generally about one and a half to twice as fast as the
latter. Since (A− θkI)w = uk becomes increasingly ill conditioned as k increases, we need
more inner iteration steps to solve the inner linear system with the same accuracy ξ, though
the right-hand side uk is richer in the direction of x as k increases. For ξk = O(‖rk‖), inner
iteration steps needed can be much more than those for a fixed ξ not near one at each outer
iteration as k increases. We refer to [1] for a descriptive analysis.
For the above numerical tests, we pay special attention to the ill conditioned DWT2680
and LSHP3466. Intuitively, RQI and the inexact RQI with MINRES seems to exhibit
quadratic convergence. However, it indeed converges cubically in the sense of (41) and
(42). With ξ = 0.5, sinφk and ‖rk‖ decrease more slowly than those obtained with ξ = 0.1
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ξk−1 ≤ ξ k ‖rk‖ sinφk res(k−1) iter(k−1) iters
0 (RQI) 1 0.0084 0.1493
2 1.6e − 4 0.0047
3 3.2e − 9 1.1e− 7
4 2.0e− 15 1.1e − 13
‖rk−1‖
‖A‖1
1 0.0048 0.0409 0.0755 13 595
2 3.1e − 6 1.1e− 4 6.0e − 4 115
3 7.6e− 14 1.3e − 12 - 192
4 1.1e− 14 2.1e − 13 - 275
0.1 1 0.0054 0.0492 0.0966 10 313
2 1.3e − 5 2.9e− 4 0.0959 50
3 2.7e− 10 6.8e− 9 0.0967 114
4 7.0ee − 13 2.2e − 13 - 139
0.5 1 0.0228 0.0705 0.4717 3 297
2 3.9e − 4 0.0136 0.4918 28
3 2.6e − 6 1.3e− 4 0.4681 42
4 1.2e− 10 2.9e− 9 0.4579 109
5 6.2e− 14 3.3e − 13 - 115
1− c1‖rk−1‖‖A‖1 1 0.1031 0.0800 0.9309 1 244
2 0.0081 0.0617 0.9369 5
3 8.0e − 4 0.0025 0.9470 17
4 3.7e − 6 5.1e− 4 0.9878 31
5 3.6e − 8 7.5e− 7 1− 5.6× 10−4 77
6 1.4e− 12 4.5e − 11 1− 5.9× 10−5 113
ξk−1 k (iter
(k−1)) iters
1−
(
c2‖rk−1‖
‖A‖1
)2
1 (1); 2 (3); 3 (9); 4 (18);5 (22)
tol = 10−9 6 (31); 7 (34); 8 (25); 9 (26); 10 (26) 195
Table 3: DWT2680, tol = 10−12, β = 2295.6, sinφ0 = 0.1133, c1 = 10000, c2 = 1000.
k (iter(k−1)) denotes the number of inner iteration steps used by MINRES when computing
(θk, uk).
and the exact RQI as well as the inexact RQI with decreasing tolerance, and the algorithm
uses one more outer iteration. This is because the convergence factors in both (41) and
(42) are big and the factor with ξ = 0.5 is considerably bigger than those with the others.
However, the method with ξ = 0.5 uses comparable iters.
Our experiments show that the inexact RQI with MINRES is not sensitive to ξ < 1 not
near one. So it is advantageous to implement the inexact RQI with MINRES with a fixed
ξ not near one so as to achieve the cubic convergence. We can benefit much from such a
new implementation and use possibly much fewer iters, compared with the method with
ξk = O(‖rk‖).
Next we confirm Theorems 5–6 and verify quadratic convergence and linear convergence
when conditions (37) and (39) are satisfied, respectively. Note that β and | cosϕ| in the
upper bounds for ξk are uncomputable a priori during the process. However, by their forms
we can take
ξk = 1− c1‖rk‖‖A‖1 (68)
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ξk−1 ≤ ξ k ‖rk‖ sinφk res(k−1) iter(k−1) iters
0 (RQI) 1 0.0111 0.1096
2 1.0e − 4 0.0016
3 2.3e− 10 9.0e − 8
4 2.0e− 15 6.5e− 13
‖rk−1‖
‖A‖1
1 0.0100 0.0123 0.0998 5 2692
2 8.2e − 7 8.9e − 5 1.4e − 3 697
3 1.3e− 13 9.1e− 13 - 1110
4 4.2e− 14 6.5e− 13 - 880
0.1 1 0.0100 0.0077 0.09898 5 1902
2 6.3e − 6 0.0018 0.0996 223
3 3.6e− 10 2.9e − 8 0.0975 790
4 1.9e− 13 6.5e− 13 - 862
0.5 1 0.0353 0.0270 0.4302 2 1710
2 3.8e − 4 0.0064 0.4838 14
3 3.6e − 7 2.5e − 4 0.4938 119
4 3.1e− 11 1.8e − 9 0.4794 767
5 1.5e− 13 6.5e− 13 - 808
1− c1‖rk−1‖‖A‖1 1 0.0795 0.0369 0.7382 1 1967
tol = 10−12 2 0.0045 0.0117 0.9037 5
3 9.2e − 5 0.0039 0.9454 35
4 3.3e − 7 0.0002 0.9863 611
5 4.9e − 9 2.1e − 6 1− 4.9 × 10−5 627
6 5.6e− 12 1.0e − 9 1− 7.8 × 10−7 688
ξk−1 k (iter
(k−1)) iters
1−
(
c2‖rk−1‖
‖A‖1
)2
1 (1); 2 (3); 3 (8); 4 (84);5 (631)
tol = 10−10 6 (655); 7 (203); 8 (496) 2081
Table 4: LSHP3466, tol = 10−13, β = 2613.1, sinφ0 = 0.1011, c1 = c2 = 1000. k (iter
(k−1))
denotes the number of inner iteration steps used by MINRES when computing (θk, uk).
and
ξk = 1−
(
c2‖rk‖
‖A‖1
)2
(69)
for reasonable c1 and c2, respectively, and use them to test if the inexact RQI with MINRES
converges quadratically and linearly. It is seen from (37) and (39) that we should take c1
and c2 bigger than one as β ≥ 1, | cosϕ| ≤ 1 and ζ < 1. The bigger β is, the bigger c1
and c2 should be. Note that ξk defined so may be negative in the very beginning of outer
iterations if u0 is not good enough. In our implementations, we take
ξk = max{0.95, 1 − c1‖rk‖‖A1|| } (70)
and
ξk = max{0.95, 1 −
(
c2‖rk‖
‖A1‖
)2
} (71)
with 100 ≤ c1, c2 ≤ 10000 for quadratic and linear convergence, respectively. As remarked
previously, the inexact RQI with MINRES for ξ = 0.8 generally converges cubically though
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it may reduce ‖rk‖ and sinφk not as much as that for ξ smaller at each outer iteration. We
take it as a reference for cubic convergence. We implement the method using (68) and (69),
respectively, after very few outer iterations as long as the algorithm starts converging. They
must approach one as outer iterations proceed. Again, we test the above four matrices. In
the experiments, we have taken several c1, c2’s ranging from 100 to 10000. The bigger c1
and c2 are, the safer are bounds (70) and (71) for quadratic and linear convergence, and
the faster the algorithm converges. We report the numerical results for c1 = c2 = 1000 in
Tables 1–4 except c1 = 10000 for DWT2680. Figure 1 draws the convergence curves of the
inexact RQI with MINRES for the four matrices for the fixed ξk = 0.8 and c1 = c2 = 1000
except c1 = 10000 for DWT2680.
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Figure 1: Quadratic and linear convergence of the inexact RQI with MINRES for BC-
SPWR08, CAN1054, DWT2680 and LSHP3466 in order, in which the solid line denotes
the convergence curve of ξk = ξ = 0.8, the dotted dash line the quadratic convergence curve
and the dashed line the linear convergence curve.
Figure 1 clearly exhibits the typical behavior of quadratic and linear convergence of
the inexact RQI with MINRES. Precise data details can be found in Tables 1–4. As outer
iterations proceed, ξk is increasingly closer to one but the algorithm steadily converges
quadratically and linearly; see the tables for quadratic convergence. The tables and figure
indicate that our conditions (70) and (71) indicate the inexact RQI works very well for
chosen c1 and c2. For quadratic convergence, ξk becomes increasingly closer to one, but on
the one hand iter(k−1) still increases as outer iterations proceed and on the other hand it is
considerably smaller than that with a fixed ξ. In contrast, for linear convergence, iter(k−1)
varies not much with increasing k except for the first two outer iterations, where iter(k−1)
is no more than five.
For other c1 and c2, we have made experiments in the same way. We have observed
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similar phenomena for quadratic convergence and found that the algorithm is not sensitive
to c1 in general, but this is not the case for c2. For different c2, the method still converges
linearly but the number of outer iterations may vary quite a lot. This should be expected
as c2 critically affects the linear convergence factor ζ that uniquely determines convergence
speed, while c1 does not affect quadratic convergence rate and only changes the factor η
in the quadratic convergence bounds (30) and (36). Also, we should be careful when using
(71) in finite precision arithmetic. If (
c2‖rk‖
‖A‖1
)2
is at the level of ǫ or smaller for some k, then (71) gives ξk = 1 in finite precision arithmetic.
The inexact RQI with MINRES will break down and cannot continue the (k + 1)-th outer
iteration. A adaptive strategy is to fix ξk to be a constant smaller than one once ‖rk‖ is so
small that ξk = 1 in finite precision arithmetic. We found that ξk = 1−10−8 is a reasonable
choice. We have tested this strategy for the four matrices and found that it works well.
6 Concluding remarks
We have considered the convergence of the inexact RQI without and with MINRES in
detail and have established a number of results on cubic, quadratic and linear convergence.
These results clearly show how inner tolerance affects the convergence of outer iterations
and provide practical criteria on how to best control inner tolerance to achieve a desired
convergence rate. It is the first time to appear surprisingly that the inexact RQI with
MINRES generally converges cubically for ξk ≤ ξ < 1 with ξ a constant not near one and
quadratically for ξk increasingly near one, respectively. They are fundamentally different
from the existing results and have a strong impact on effectively implementing the algorithm
so as to reduce the total computational cost very considerably.
Using the same analysis approach in this paper, we have considered the convergence of
the inexact RQI with the unpreconditioned and preconditioned Lanczos methods for solving
inner linear systems [9], where quadratic and linear convergence remarkably allows ξk ≥ 1
considerably, that is, approximate solutions of the inner linear systems have no accuracy
at all in the sense of solving linear systems. By comparisons, we find that the inexact RQI
with MINRES is preferable in robustness and efficiency.
Although we have restricted to the Hermitian case, the analysis approach could be
used to study the convergence on the inexact RQI with Arnoldi and GMRES for the non-
Hermitian eigenvalue problem.
We have only considered the standard Hermitian eigenvalue problem Ax = λx in this
paper. For the Hermitian definite generalized eigenvalue problem Ax = λMx with A
Hermitian and M Hermitian positive definite, if the M -inner product, the M -norm and the
M−1-norm, the angle induced from theM -inner product are properly placed in positions of
the usual Euclidean inner product, the Euclidean norm and the usual angle, then based on
the underlyingM -orthogonality of eigenvectors of the matrix pair (A,M), we should be able
to extend our theory developed in the paper to the inexact RQI with the unpreconditioned
and tuned preconditioned MINRES for the generalized eigenproblem. This work is in
progress.
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