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1. INTRODUCTION 
One major problem in image processing is the handling of the huge 
amount of data needed to record, store, or transmit a given (digital) im- 
age. Therefore one theme in image processing is to look for methods to 
reduce the amount of data needed to record an image up to a given 
accuracy, i.e., to look for methods of data compression. During the last 
decade Barnsley and his co-workers developed a scheme for data com- 
pression using fractal geometry. Here I outline the basic .idea behind 
Bamsley’s method. None of the results in this paper is new (see, for 
instance, Bamsley, 1988; Bamsley and Sloan, 1988). The paper is rather 
meant to draw the attention of people working on information-based com- 
plexity to this promising application of fractal geometry. 
2. DETERMINISTIC ITERATED FUNCTION SYSTEMS 
The basic mathematical notion in Barnsley’s approach to data compres- 
sion of images is that of an iterated function system. An iteratedfunction 
system (IFS) is an N-tuple (~1, . . . , WN) of maps from a metric space 
(X, d) into itself. A map w: X + X is called a contraction iff there exists a 
constant c E R with 0 5 c < 1 and 
4ww, W(Y)) 5 c&x, Y) 
for all x, y E X. The smallest c with this property is called the Lipschitz 
cons~anj of w and is denoted by Lip(w). An iterated function system 
consisting of contractions WI, . . . , wN is called hyperbolic. In the present 
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paper I consider only hyperbolic iterated function systems and, therefore, 
often omit the attribute “hyperbolic.” 
By x(X) we denote the set of all nonempty compact subsets of X. For 
x E X and K E YQX) let 
d(x, K) = min{d(x, y) : y E K) 
be the distance from x to K. If K, L E X(X) are given then 
h(K, L) = max(max{d(x, K) : x E L}, max{d(y, L) : y E K}) 
is called the Huusdorff distance of K and L. h defines a metric on x(X) 
and the metric space (SC(X), h) is complete if and only if (X, d) is com- 
plete . 
The following result is the cornerstone in the theory of iterated function 
systems. 
2.1. Existence of Attractors (Hutchinson, 1981) 
Let (w,, . . . , wN) be a (hyperbolic) iterated function system on a com- 
plete metric space (X, d). Then W: Y{(X) --* x(X) defined by 
W(K) = w,(K) u - * * u W&L) 
is a contraction with respect to h with Lip(W) 5 max(Lip(wr), . . . , 
Lip(w,)) and has a unique fixed point A in X(X). 
The fixed point A of W is called the attractor of the IFS (w, , . . . , wN). 
The name originates from the fact that due to Banach’s fixed point theo- 
rem, for an arbitrary K E x(X), the iterates W”(K) converge to A. 
For the considerations below we also need the following description of 
the attractor: 
2.2. A Cantorlike Construction of the Attractor 
IfX= R”and(w,, . . . , wN) is an IFS on X then there exists a compact 
nonempty subset J of R” with cl(int(J)) = J and w;(J) C J for i = 1, . . . , 
N. For (i,, . . . , i,) E (1, . . . , N)” set 
Ji, ,.._, in = Wi,o* * .oWi,(J) 
and 




A= n A,. 
IIEN 
As a consequence there exists a unique continuous map rr: (1, . . . , 
N}N + X with {T(V)} = nnEN J,, ,,..,, ?.. Here (1, . . . , N}N carries the 
product topology (where (1, . . . , N} has the discrete topology). An 
alternative useful way to define 7r even if X is not equal to Rm is the 
following: Let x E X be arbitrary. Then for every 71 E (1, , . . , N}N the 
limit 
lim ws, 0 * . . o w,,,(x) 
n-x 
exists and equals ?r($. For a detailed account of the results mentioned 
above as well as for standard examples the reader is referred to 
Barnsley’s (1988) book. 
3. THE ENCODINGOF BINARY(= BLACK AND WHITE)~MAGES 
A binary image can be represented by a compact subset L of R2. Given 
such an image L and a 6 > 0 the problem is to find “nice” contractions WI , 
. . . , WN of R2 such that the attractor A of the IFS (w, , . . . , W,V) satisfies 
h(A, L) < 6. In this paper “nice” contractions are always affine contrac- 
tions. An affine map from R2 into itself can be described by a matrix 
alI a12 
i 1 a21 a22 
and a translation vector 
h 
0 62 ,
i.e., by six real numbers. Thus, if the attractor A of the IFS (w, , . . . , WN) 
satisfies h(A) L) < F then the image L can be encoded by 6N real numbers 
up to accuracy 6. For every 6 > 0 such an IFS can be found but N may be 
very large. A problem related to complexity is to find upper and lower 
bounds for the smallest N with the above property and to construct appli- 
cable algorithms to obtain an IFS (WI, . . , , WN) whose attractor approxi- 
mates the given binary image up to accuracy 6 > 0. 
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A heuristic tool for finding a coding of a given binary image L is pro- 
vided by the following theorem 
3.1. Collage Theorem (Barnsley, 1988) 
Let(w,, . . . , wN) be a (hyperbolic) IFS on a complete metric space (X, 
d) with attractor A. Let L C X be compact, s = max{Lip(wl), . . . , 
Lip(wN>}, and W: Y{(X) + Y{(X) be defined by W(K) = w,(K) U * . * U 
wN(K). If h(W(L), L) < E then 
MA, L) < j+. 
This result can be used in the following way. Given a binary image L one 
draws a rough outline of L and covers it by a number of smaller affine 
copies of itself. For each one of the smaller copies needed in the covering 
there is a (unique) affine map from the rough outline onto it. The affine 
maps determined by this procedure form the IFS one is looking for. (For a 
more detailed description of this method see Barnsley (1988).) 
4. RANDOMITERATEDFUNCTION SYSTEMSANDTHEENCODINGOF 
GRAY SCALEANDCOLORIMAGES 
An IFS can only encode a black and white image. It is the purpose of 
this section to generalize the notion of an IFS in such a way that it allows 
the encoding of gray scale and color images. 
A random iterated function system on a metric space X is an 
IFS (w,, . . . , wN) together with a probability vector (p, , . . . , pN). Each 
random IFS (w,, . , . , wN;pI, . . . , pN) induces a Markov operator M on 
the space P(X) of all Bore1 probability measures on X by the following 
identity: 
M@)(B) = f, Pi/-dwT’(B)). 
i= I 
(Here B runs through all Bore1 subsets of X). 
If X is compact, if P(X) is endowed with the Hutchinson metric 
d&, v) = SUP {j&G 1.C X-, R s.t. Vx, Y EXlftx) -f(y)\ 5 4x, Y,], 
andif(wi,. . . , WN) is hyperbolic then M is a contraction of the complete 
metric space (P(X), dH) (see Hutchinson, 1981). 
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The unique fixed point /.L of M is called the invariant measure of the 
random IFS (wi, . . . , wN; pI, . . . , PN). If X C R” then this measure can 
also be obtained in the following way: Let 7r be the map from { 1, . . . , N}N 
onto the attractor A of (wi , , . . , wv) as constructed in 2.2. Let fi be the 
product probability on {I, . . . , N}N obtained from the probability (pi, 
. . . , PN) on (1, . . . , N}. Then p is the image of fi with respect to rr. If 
one wants the measure p equally spread out on the attractor A (i.e., if p is 
an “equidistribution” on A), one should choose the probability pi approx- 
imately equal to the quotient “area of wi(A)” divided by “area of A.” Of 
course this works only if A has positive area. A gray scale image can be 
represented by a Bore1 probability on a compact subset of R2. Color 
images can be represented by three such probabilities each one standing 
for another primary color. A binary image is represented by an “equidis- 
tribution” on a compact subset of R2. 
Given a gray scale image, i.e., a compactly supported probability v on 
R2, the problem is to find a random IFS (w, , . . . , wN; pi, . . . , TV) such 
that the corresponding invariant measure p is close to v with respect to 
the Hutchinson metric. As in the case of binary images the question arises 
of how big the random IFS must be to approximate y up to a given 
accuracy. As in the case of sets one can prove a collage theorem for 
measures (see Barnsley, 1988, p. 365). 
5. REPRODUCTION OF IMAGES 
Let p be a Bore1 probability on R2 with compact support. We think of Al. 
as representing an image. If we want to obtain a digitized version of p we 
consider the following model: The screen of our computer is represented 
by a rectangle in the plane. This rectangle is divided into an array of 
smaller rectangles, the pixels. Each pixel Bli is assigned the gray value 
p(B$. If our image is coded by a random IFS (wi , . . . , wN; pl , . . . , pN) 
and we want to reproduce the digitized version of the image we have to 
find an algorithm to compute the values ,u(B& approximately from the 
parameters of (wl , . . . , WN; ~1, . . . , pi). One possibile way to do this is 
provided by the following theorem. 
5.1. Theorem (Elton, 1987) 
If (WI, . . . ) wN;pI) . . . , pN) is a random IFS on a compact subset X of 
Rm, fi the product measure on { 1, . . . , N}N (see Section 4), p the corre- 
sponding invariant measure, and B a Bore1 set in X, then for fi a.e. q E (1, 
. . . ) NY and every x E X, 
lim i card{j E (1, . . . , nlP, 0 - - * 0 S,,(x) E B} = ,u(B). 
It-+- 
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To reproduce a digitized image from its representation as a random 
IFS (w,, . . . , wN; pl, . . . , pN) one, therefore, can proceed as follows 
(see Bamsley, 1988): 
Let A be the attractor of (WI, . . . , WN). Choose a point x0 E R2 close to 
A (for instance, a fixed point of one of the Wi which automatically lies in 
A). Then choose a random index i, from (1, . . . , N} according to the 
distribution (pr , . . . , PN). Let XI = Wi,(Xo). Then choose a random index i2 
from {I, . . . , N} with respect to (p I , . . . , pi) independently of i, . Let 
x2 = WiZ(XI). Continue this process until you have obtained a large number 
II of points. 
If you want to reproduce a binary image color each pixel By black for 
which there is an xy E B, . If you want to reconstruct a gray scale picture 
count the number of points from {XI, . . . , x,} which lie in Bij and assign a 
corresponding gray value to Bij. 
The method for image reproduction described above is not very well 
suited for parallel implementation. A different algorithm connected with 
the theory of neural networks and suited for parallel implementation can 
be found in Bressloff and Stark (1991). 
6. COMMENTS 
(a) The method described here should be illustrated by pictures. To 
avoid costly reproductions we refer the reader to Barnsley’s (1988) book 
which contains numerous interesting pictures obtained from IFS repre- 
sentations .
(b) Of course the scheme for image encoding described above yields 
only a rough idea of what has to be done to encode “real” images by 
iterated function systems. To make the method applicable for practical 
purposes it has to be worked out to quite an extent. In particular the 
notion of an iterated function system has be generalized. Such generalized 
notions are, for instance, the place-dependent iterated function systems 
of Bamsley et al. (1988), the graph-directed constructions of Mauldin and 
Williams (1988) (see also Edgar, 1990), the sofic systems of Bandt (1989), 
and the recurrent sets of Dekking (1982) and Bamsley et al. (1989). 
(c) A good survey on fractal geometry is Falconer’s (1990) book. 
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