Abstract -In the paper, a new flexible modification of neofuzzy neuron, neuro-fuzzy network based on these neurons and adaptive learning algorithms for the tuning of their all parameters are proposed. The algorithms are of interest because they ensure the on-line tuning of not only the synaptic weights and membership function parameters but also forms of these functions that provide improving approximation properties and allow avoiding the occurrence of "gaps" in the space of inputs.
I. INTRODUCTION
Artificial neural networks (ANN), fuzzy inference systems (FIS) and wavelet systems (WS) have been widely used in recent years to solve a wide range of problems, such as Dynamic Data Mining [1] , [2] and processing of nonlinear non-stationary signals of different nature under a priori and current uncertainty.
Hybrid wavelet-neuro-fuzzy systems [3] , [4] , [5] , [6] emerged as the synergism of these three directions in computational intelligence. The wavelet-neuro-fuzzy systems possess the learning capabilities similar to those of neural networks, provide the interpretability and transparency of results inherent to the fuzzy approach and similarly effective wavelet systems for non-stationary signal processing with local features.
The main disadvantages of wavelet-neuro-fuzzy systems especially when using in an on-line mode are related to the slow convergence of the conventional gradient-based learning procedures and computational complexity of second-order procedures when using in sequential adaptive variants. Furthermore, significant problems may arise in the processing of non-stationary signals, since the second-order procedures, for example, exponentially weighted recurrent least squares method can be numerically instable.
II. NEO-FUZZY NEURON AND ITS ARCHITECTURE
To overcome these difficulties, a hybrid neuro-fuzzy system called "neo-fuzzy-neuron" (Fig. 1 ) was proposed in [7] , [8] , [9] . As it can be seen, the architecture of neo-fuzzy neuron is quite close to the conventional n -inputs artificial neuron; however, instead of usual synaptic weights ji w it contains the so-called nonlinear synapses , 1, 2, ,
K is a current discrete time) is fed to the input of the neo-fuzzy neuron, its output is defined by both the membership functions ( 
Using the learning criterion in the form of standard quadratic error function
minimized via the usual gradient descent procedure, it is easy to write weights update algorithm in the form
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The authors of neo-fuzzy neuron note [9] that among its most important advantages there are the rate of learning, high approximation properties, computational simplicity, the possibility of finding the global minimum of the learning criterion in real time.
At the same time, the efficiency of this system is reduced when processing non-stationary signals disturbed by noises of unknown nature. To increase the learning rate in [10] , an adaptive optimal learning algorithm was proposed in the form
which is a variety of the known optimal Kaczmarz-WidrowHoff procedure. Here
, ,
To provide both tracking (in non-stationary situation) and filtering (when stochastic disturbances corrupt the processed signal) properties for the neo-fuzzy neuron, a modified adaptive procedure was used
(here b is the forgetting factor), based on the GoodwinRamadge-Caines stochastic approximation procedure [11] for adaptive identification tasks.
Further modifications of neo-fuzzy neuron were connected to improve its approximation properties. Thus, in [10] instead of the triangular membership functions the second-degree polynomials were proposed, and in [12] the fourth-degree polynomials were recommended. In [13] , [14] cubic and Bsplines functions were proposed to be used, and in [4] , [5] , [15] , [16] different types of odd wavelets were suggested.
III. FLEXIBLE NEO-FUZZY NEURON WITH TUNABLE FORM OF MEMBERSHIP FUNCTIONS
Let us introduce an activation-membership function that is described by the expression ( ) (Fig. 2b) , 0, 100, 3 s as = = = -the trapezoidal-like function (Fig. 2d) , 0, 1, 8 s as = = = -the triangular-like function (Fig. 2e) etc. (Fig. 2c, Fig. 2f) . Figure 2 shows the forms of such a function for different parameter values.
Fig. 2. Flexible membership function for different parameter values
As it is obvious, this is either bell-shape functions or wavelet-like ones. The centres and widths of such functions are determined by parameters c and s , and the shape of these functions is determined by parameters a and s .
Minimizing learning criterion (2) on the all parameters leads to the learning algorithm ( 1) ( ) ( 1) ( 1) ( 1), ( 1) ( 1), 
When optimizing procedure (7) on its rate of convergence and introducing tracking and filtering properties we get a final expression:
( )
( The neuro-fuzzy network proposed by Wang and Mendel [17] , which possesses universal approximating capabilities, has a sufficiently close architecture to the neo-fuzzy neuron. Figure 3 shows the architecture of such a network without a normalization layer.
This neuro-fuzzy network implements scatter input space partition [18] and consists of h tunable weights (in n time less than that for the neo-fuzzy-neuron). The normalization layer is needed for that space partition to avoid the emergence of "gaps" in the input space.
Of course, the emergence of "gaps" can be avoided using the grid input space partition, but at the same time the number of tuning synaptic weights sharply increases and achieves value n h .
Fig. 3. Neuro-fuzzy network
The use of the flexible membership functions (6) allows shifting their centres at any domains of input space during the learning process, and the variation of width and the shape of membership functions provide required approximation properties.
As it can be seen, such a network implements mapping in the form
and for its tuning the common learning criterion (2) can be used.
If we introduce derivatives of this criterion on all tuning parameters of network, we can rewrite (8) 
To tune all parameters of neuro-fuzzy network, we can use a learning algorithm like (9) Jk. When the necessary normalization layer can be introduced in the neuro-fuzzy network that does not have tuning parameters, it insignificantly complicates the learning algorithm.
V. EXPERIMENTAL RESULTS
The efficiency of the proposed flexible neo-fuzzy network and all-parameters learning algorithm are illustrated by using a forecasting task of chaotic time series. Forecasting of the Mackey-Glass chaotic time series is a standard benchmark for testing neural networks. Figure 4 shows the prediction results of chaotic time series. As it can be seen, the real signal (dot line) and forecast signal (solid line) are almost indistinguishable. Table I shows the comparative analysis of chaotic time series prediction based on different approaches. Thus, as it can be seen from experimental results, the proposed approach provides the best quality of prediction in comparison with conventional approaches due to the tuning of all parameters of a flexible neo-fuzzy network. 
