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HYPERBOLIC METRIC, PUNCTURED RIEMANN SPHERE
AND MODULAR FUNCTIONS
JUNQING QIAN
Abstract. We derive a precise asymptotic expansion of the complete Ka¨hler-
Einstein metric on the punctured Riemann sphere with three or more omitting
points. By using Schwarzian derivative, we prove that the coefficients of the
expansion are polynomials on the two parameters which are uniquely deter-
mined by the omitting points. Futhermore, we use the modular form and
Schwarzian derivative to explicitly determine the coefficients in the expansion
of the complete Ka¨hler-Einstein metric for punctured Riemann sphere with
3, 4, 6 or 12 omitting points.
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2 JUNQING QIAN
1. Introduction
The main object in this paper is the punctured Riemann sphereCP1\{a1, . . . , an},
where CP1 is the projective space over C of dimension one, and {a1, . . . , an} are n
different points that are omitting from CP1. It is well-Knwon that there exists a
unique complete Ka¨hler-Einstein metric on CP1 \{a1, . . . , an}, n ≥ 3, with negative
constant Gauss curvature. However an explicit asymptotic expansion of the metric
near aj , j = 1, . . . , n, remains unknown. More precisely, the coefficients in the
expansion are difficult to determine. In this article, we derive a precise asymptotic
formula for the Ka¨hler-Einstein metric whose coefficients are polynomials on the
first two parameters, which are determined by the punctures {a1, . . . , an}. Furhter-
more, all coefficient polynomials can be explicitly written down when n = 3, 4, 6, 12.
The asymptotic expansion of the complete Ka¨hler-Einstein metric on the quasi-
projective manifold M = M \ D was proposed by Yau [26, p. 377], where D is a
normal crossing divisor in the project manifold M such that KM + D > 0. The
leading order term has been known to him since the late 1970s (see [27]). Several
people have worked on the asymptotic expansion, see for example [15,23,14], using
techniques from partial differential equations. Another important class of the quasi-
projective manifolds is thatM is the quotient of Siegel space Sg/Γ by an arithmetic
subgroup Γ, g ≥ 2, and M is Mumford’s toroidal compactification. In this case
KM +D is big and nef. The complete Ka¨hler-Einstein volume form on M has been
written down in [22, 28].
The open Riemann surface CP1 \ {a1, . . . , an}, n ≥ 3, is only a one-dimensional
example of M \ D with KM + [D] > 0. It is nevertheless the building block of
a general complete quasi-projective manifold with negative holomorphic sectional
curvature. Indeed, given a projective manifold X , for any point x ∈ X , there exists
a Zariski neighborhood U = X \ Z (where Z is an algebraic subvariety of X) of x
such that U can be embedded into the product
S1 × · · · × SN
as a closed algebraic submanifold, in which N is some positive integer, and each Sj
is of the form CP1 \ {a1, . . . , an} for n ≥ 3 (see [7, p. 25, Lemma 2.3]). Take the
complete Ka¨hler-Einstein metric on each Sj . Then, the product metric restricted
to U gives a complete Ka¨hler metric ω on U of finite volume and negatively pinched
holomorphic sectional curvature. Furthermore, by a recent result [25, Theorem 3],
the quasi-projective manifold U possesses a complete Ka¨hler-Einstein metric which
is uniformly equivalent to the metric ω; see also [24, Example 5.4].
To derive the expansion of Ka¨hler-Einstein metric on CP1\{a1, . . . , an}, we make
use of the modular forms in number theory. This technique enables us to obtain
the precise expansion with explicit coefficients, which were obscure in the literature
by the abstract series expansion or the kernel of local linear operators. Recall the
well-known uniformization theorem (see [8]) which indicates that the punctured
Riemann sphere has the unit disk D as its universal covering space, or equivalently,
the upper half plane H. The idea is to find this covering map, then induce the
Poincare´ metric from H to our object.
F. Klein and R. Fricke had included classic theories regard automorphic function
in their lecture notes (see [6]). Later the Teichmu¨ller space was introduced by O.
Teichmu¨ller and developed by L. Ahlfors and L. Bers (see [4, 3, 2]). One of the
methods that turns out very useful is the application of Schwarzian derivative. Let
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f be a covering map for the universal covering space H→ CP1 \ {a1, . . . , an}, then
f uniquely determines its Schwarzian derivative
{f, τ} = 2(fττ/fτ)τ − (fττ/fτ )2, where f = f(τ), τ ∈ H.
On the other hand, the Schwarzian derivative of the inverse of f is well-defined and
uniquely determined by the following equation
(1.1) {τ, f} =
n∑
j=1
(
1
(f − aj)2 +
2βj
αj
1
f − aj
)
,
where aj are the omitting points from the punctured Riemann sphere, and βj , αj
are some constants, j = 1, . . . , n, which will be discussed in section 4. By an argu-
ment from its geometric property, there are (n−3) ratios from the set { β1
α1
, . . . , βn
αn
}
that are independent to each other, these constants are often called the accessory
parameters. Determining the accessory parameters is a way to figure out the auto-
morphic function. This approach has been studied by I. Kra in [9] and A. B. Venkov
in [21]. However, despite the results from automorphic function and Teichmu¨ller
theory, such covering map f : H→ CP1 \ {a1, . . . , an} is still quite difficult to write
out.
On the other hand, the congruence subgroup in SL2(Z) is a great collection of
Fuchsian groups with nice properties. J. McKay and A. Sebbar discovered a con-
nection between modular forms and Schwarzian derivative of automorphic functions
in [10], which will be mentioned in section 7. Furthermore, there are several inter-
esting connections between modular curve, Schwarzian derivative and graph theory
that are mentioned by A. Sebbar in [16, 17].
The main result of this article is given by the following theorem.
Theorem 1. A universal covering map f : H → CP1 \ {a1 = 0, a2, . . . , an} which
vanishes at infinity can be given by the following expansion
f = f(τ) = A
(
q
k
+
B
A
q2
k
+ c3(A,
B
A
)q3
k
+
∞∑
m=4
cm(A,
B
A
)qm
k
)
in q
k
= exp{ 2pii
k
τ}, τ ∈ H, for some real number k, where A,B are constants de-
pending only on a2, . . . , an, and the coefficient term cm(A,
B
A
) is a polynomial on A
and B
A
for m ≥ 3. In particular, c3(A, BA ) = 116
[
19B
2
A2
−A2∑nj=2 ( 1a2j − 1aj 2βjαj )],
where αj , βj are the constants in equation (1.1). Consequently, the complete Ka¨hler-
Einstein metric can be given by the following asymptotic expansion
|ds| = 1|f | log | f
A
|
∣∣∣∣∣1−
(
B
A
f
A
− Re(
B
A
f
A
)
log | f
A
|
)
+
∞∑
m=2
Rm(A,
B
A
,
f
A
,
f sfm−s
AsAm−s logj | f
A
| )
∣∣∣∣∣
(1.2)
at the cusp 0, where f ∈ CP1\{a1 = 0, a2, . . . , an} and Rm(A, BA , fA , f
sfm−s
AsAm−s logj | f
A
| )
is a polynomial in A, B
A
, f
A
, f
sfm−s
AsAm−s logj | f
A
| , s, j = 0, 1, . . . ,m, with constant coeffi-
cients for m ≥ 2.
To illustrate the second result, we define the following values for n(N),
(1.3) n(2) = 3, n(3) = 4, n(4) = 6, n(5) = 12.
The second result is given by the following theorem and corollary.
4 JUNQING QIAN
Theorem 2. Let n(N) be the values in equation (1.3), and let fN : H → CP1 \
{a1 = 0, a2, . . . , an(N)} be a universal covering space with deck transformation group
Aut(fN ) = Γ(N)-the principal congruence subgroup-which vanishes at infinity, N =
2, 3, 4, 5. Then the map fN can be given as the following expansion
(1.4) fN = fN (τ) = A
(
q
N
+
B
A
q2
N
+
∞∑
m=3
cm(
B
A
)qm
N
)
in q
N
= exp{ 2pi
N
iτ}, τ ∈ H, where the constants A,B ∈ C are uniquely determined by
the set of values of the punctured points {a1 = 0, a2, . . . , an(N)}, and the coefficient
term cm(
B
A
) is a polynomial in B
A
with constant coefficients for m ≥ 3.
In particular, when n = 2, n(2) = 3, it is a triple punctured Riemann sphere,
the covering map H → CP1 \ {a1 = 0, a2, a3} for arbitrary a2, a3 is given in the
following example.
Example 1.1. The covering map f2 : H → CP1 \ {a1 = 0, a2, a3} which vanishes
at infinity has the following expansion
f2(τ) =
16a2a3
a3 − a2
[
q2 −
(
8 +
16a2a3
a3 − a2
)
q2
2
+
∞∑
m=3
cm
(
8 +
16a2a3
a3 − a2
)
qm
2
]
,
in q
2
= exp{piiτ}, τ ∈ H, where cm
(
−8− 16a2a3
a3−a2
)
is a polynomial in the term(
−8− 16a2a3
a3−a2
)
for m ≥ 3. In particular, c3 =
(
−8− 16a2a3
a3−a2
)2
− 20. In this case,
the constants A,B in Theorem 2 are given by the following
A =
16a2a3
a3 − a2 , B =
(
16a2a3
a3 − a2
)
·
[
−
(
8 +
16a2a3
a3 − a2
)]
.
Corollary 3. As a consequence of Theorem 2, the complete Ka¨hler-Einstein metric
on CP1 \ {a1 = 0, a2, . . . , an(N)} has the following asymptotic expansion
(1.5)
|ds| = 1|f | log | f
A
|
∣∣∣∣∣1−
(
B
A
f
A
− Re(
B
A
f
A
)
log | f
A
|
)
+
∞∑
m=2
Rm(
B
A
,
f
A
,
f sfm−s
AsAm−s logj | f
A
| )
∣∣∣∣∣
at the cusp a10, where Rm(
B
A
, f
A
, f
sfm−s
AsAm−s logj | f
A
| ) is a polynomial in
B
A
, f
A
, f
sfm−s
AsAm−s logj | f
A
| ,
s, j = 0, 1, . . . ,m, with constant coefficients for m ≥ 2.
As an application of our result, several examples are given in the section 8.2.
For example, we give the complete Ka¨hler-Einstein metric of CP1 \ {0, 1,∞} in the
following example.
Example 1.2. The covering map f2 : H → CP1 \ {0, 1,∞} has the following
expansion
(1.6) f = f2(τ) = 16q2 − 128q22 + 704q32 − 3072q42 + 11488q52 +O(q62 )
in q
2
= exp{piiτ}, τ ∈ H, and we write f = f2 for convenience. In this case,
the constants A,B in Theorem 2 take values A = 16, B = −128. Therefore the
coefficients of f = f2 in equation (1.4) are givien by B/A =
−128
16 = −8, c3 =
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(B/A)2 − 20 = (−8)2 − 20 = 44. From Corollary 3, the complete Ka¨hler-Einstein
metric has the following explicit expansion
|ds| = 1|f | log |f/16|
∣∣∣∣1 + 12
(
f − Re f
log |f/16|
)
−
[
51
32
f2 − 1
4
f Re f
log |f/16| +
51
64
Re(f2)
log |f/16| +
1
4
(Re f)2
log2 |f/16|
]
+O(f3)
∣∣∣∣
at the cusp 0, where f ∈ CP1 \ {0, 1,∞}.
Remark 1. For the general case of a1, a2, a3, please see Corollary 8.8 and 8.9.
In this article, we start with studying the fundamental group pi1 of the punc-
tured Riemann sphere, its topology indicates that every element from pi1(CP
1 \
{a1, . . . , an}) corresponds to an automorphism of its universal cover, more pre-
cisely an element in SL2(R). Two similar arguments from its monodromy action
imply Theorem 3.9, which indicates that each generator is of parabolic type. This
fact allows us to interpret the covering map f as an expansion at the corresponding
cusp, so as the complete Ka¨hler-Einstein metric. In the next section, section 4, we
introduce and discuss the Schwarzian derivative in the analytic sense, and derive
Theorem 4.5 at the end, which plays an importnat role to our main result. In
section 5, we will focus on the action of discrete group on H. Couple propositions
are introduced in section 6 in order to target the congruence subgroups that are of
genus zero without elliptic point. In section 7, we introduce the modular forms and
discuss its relation with the Schwarzian derivative. The main results and couple
examples are provided in the last section.
2. Construction of Universal Covering Space
We will sketch the process of the universal covering from H to CP1 \{a1, . . . , an}
in the graphic way. The general procedure of constructing the universal covering
space is mentioned in [13, p. 8-12, section 2]. I will describe the most straightfor-
ward case in this article, which will be sufficient and helpful for readers to under-
stand the topic. To cover the punctured Riemann sphere CP1 \ {a1, . . . , an} from
the unit disk D, or equivalently, the upper half plane H, we first connect the the
n punctures such that it is a polygon without self-crossing, rename the vertexes as
a1, a2, . . . , an counter-clockwisely. Then let us pick n points randomly on the unit
circle, and name them c1, . . . , cn counter-clockwisely which correspond to a1, . . . , an
respectively, and let c1 = 1, cn = −1. The collection of the n points all lie on the
upper half unit circle. Connecting the two points that are right next to each other
by arcs. In particular, c1 and cn are connected by the diameter, and we denote
this circular polygon as P1. Reflect P1 with respect to the side c1cn, it will result
in (n − 2) points from the reflections of {c2, . . . , cn−1} on the lower half circle, we
mark those points counter-clockwisely by cn+1, . . . , c2n−2, and mark the reflected
polygon by P2. Then we call the combined polygon P = P1 + P2 a fundamental
polygon of this covering (see Figure 1).
Next we construct the reproduction of the covering process. Let V be the set of
vertexes with either only odd index or even index. For a vertex cm ∈ V , reflect P
with respect to an adjacent side cm−1cm, it results in a new polygon P˜ = P˜1 + P˜2,
where P˜i is the reflecting image of Pi, i = 1, 2. Notice that P˜1 is the image of P1
from reflections of odd times. P˜2 is the image of P1 from reflections of even times
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cn
cn−1
cn+1
cn−2
cn+2
c2
c2n−2
c1
· · ·
· · ·
P1
P2
Figure 1. Polygon on Disk
since P˜2 is the reflection of P2 and P2 is the reflection of P1. Next we reflect P
with respect to cmcm+1, which is the other adjacent side of cm. We replicate such
reflections on both sides of each vertex in the set V , it will result in a new polygon
P (1) on D, where P (1) is composed by 2× (n− 1) + 1 = 2n− 1 copies of P (0) = P ,
and it has 2 × (2n − 3) × (n − 1) sides and vertexes. Keep repeating this process
on every P (i), it will cover the unit disk D as i approaches ∞.
If we change the universal covering space to the upper half plane H, the con-
struction will be the same through the Cayley transformation,
(2.1) t : H→ D, z 7→ t(z) = z − i
z + i
.
For example, Figure 2 shows the corresponding fundamental polygon on H.
3. Deck Transformation Group and Expansion in q
k
3.1. Deck Transformation Group and Generators. Let x ∈ CP1\{a1, . . . , an}
be a base point and γ : [0, 1] → CP1 \ {a1, . . . , an} be a non-trivial loop with
γ(0) = γ(1) = x. Assume f : H → CP1 \ {a1, . . . , an} is a universal covering map.
For an arbitrary pre-image τ1 ∈ f−1(x) ⊆ H, the end point τ2 of the lift γ˜ with
initial point τ1 is uniquely determined by γ and the choice of τ1. The uniqueness
implies that the non-trivial loop γ induces a permutation on points of f−1(x), and
such permutation induces an isomorphism of its covering space H.
Definition 3.1. We use Aut(f) to denote the deck transformation group of the
universal covering f : H→ CP1\{a1, . . . , an}. Equivalently, we have f ◦γ(τ) = f(τ)
for every element γ ∈ Aut(f) ⊆ Aut(H) and every point τ ∈ H.
There is a one-to-one correspondence between the deck transformation group
Aut(f) and its fundamental group:
Aut(f) ↔ pi1(CP1 \ {a1, . . . , an}), h ↔ loop.
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x
y
t−1(c1) =∞
t−1(cn) t−1(cn−1)t−1(cn+1) · · · t−1(c2)· · ·t−1(c2n−2)
· · ·
t−1(P1)t−1(P2)
Figure 2. Polygon on H
Notice that the fundamental group pi1(CP
1 \{a1, . . . , an}) is a free group generated
by the (n−1) loops which circles around only one punctured point a ∈ {a1, · · · , an}.
Therefore the corresponding relation implies that Aut(f) is generated by (n − 1)
elements from Aut(H). We state the conclusion as the following statement.
Theorem 3.2. The deck transformation group Aut(f) of the universal covering
f : H → CP1 \ {a1, . . . , an} is a free group generated by (n − 1) elements from
Aut(H), where each generator corresponds to a single loop in pi1(CP
1\{a1, . . . , an}).
Next we will discuss the properties of Aut(f). Let us recal some elementary
definitions.
Definition 3.3. An element γ =
(
a b
c d
)
∈ GL2(C) acts on [z0 : z1] ∈ CP1 in
the following sense
γ([z0 : z1]) =
(
a b
c d
)(
z0
z1
)
=
(
az0 + b
cz1 + d
)
= [az0 + b : cz1 + d].
Remark 2. Let γ, γ1, γ2 ∈ GL2(C), and [z0 : z1] ∈ CP1,
(1) γ2(γ1([z0 : z1])) = (γ2 · γ1)([z0 : z1]) because of the associativity of matrix
multiplication.
(2) If we consider z = z0
z1
when z1 6= 0, and z =∞ when z1 = 0, then we have
γ(z) = az+b
cz+d and γ(∞) = ac .
Definition 3.4. Let z ∈ CP1 and an element γ ∈ GL2(C) such that γ(z) = z, we
say that z is fixed under the action of γ, or, equivalently, z is invariant under γ.
Elements in Aut(H) are the ones that we are interested in. On one side we
know that Aut(CP1) ⊆ SL2(C), therefore we have Aut(H) ⊆ SL2(C). On the
other side, the isomorphism of H keeps its boundary R invariant, this implies that
Aut(H) = SL2(R). We will focus on the group SL2(R) from now on.
Proposition 3.5. Let ω be a linear transformation in SL2(R), and τ ∈ H.
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(1) If 0,∞ are invariant under the action of ω, i.e., ω(0) = 0 and ω(∞) =∞,
then ω(τ) = λτ for some 0 < λ ∈ R.
(2) If ω has only one invariant point ∞, i.e., ω(∞) = ∞, then ω(τ) = τ + k
for some k ∈ R.
(3) If ω has only one invariant point i =
√−1, i.e., ω(i) = i, then ω(τ)−i
ω(τ)+i =
eiθ τ−i
τ+i for some θ ∈ R.
Proof. Assume ω =
(
a b
c d
)
∈ SL2(R). The condition ω(∞) = ∞ implies that
a
c
=∞, so we get c = 0 and a 6= 0 since ad− bc = 1. And ω(0) = 0 implies b
d
= 0,
so b = 0 and d 6= 0.
(1) If both of 0 and ∞ are invariant under ω, we have ω =
(
a 0
0 d
)
and
ω(z) = a
d
z, specially λ = a
d
> 0 since ad = 1 > 0.
(2) If ∞ is the only invariant point under the action of ω, we have ω =(
a b
0 d
)
where b 6= 0. Any point other than ∞ are not invariant means
that the equation ω(z) = a
d
z + b
d
= z has no solution, so a
d
= 1. Let b
d
= k,
we conclude ω(z) = z + k.
(3) For the last case, the composition t◦ω ◦ t−1 is an automorphism of the unit
disk D with 0 being fixed, where t denotes the Cayley transformation (2.1).
Therefore we have relation t ◦ω ◦ t−1(z˜) = eiθ z˜ for z˜ ∈ D. Let z˜ = t(z), the
following equation
t ◦ ω ◦ t−1(z˜) = t ◦ ω ◦ t−1 ◦ t(z) = t ◦ ω(z) = etθt(z)
holds, where the last equality implies ω(τ)−i
ω(τ)+i = e
iθ τ−i
τ+i .

Proposition 3.6. For an element ω ∈ SL2(C), it fits in one of the following three
situations.
(1) If ω has two different invariant points on the boundary R∪{∞}, it is called
of hyperbolic type. Furthermore, if r1 < r2 ∈ R are the two invariant points,
then the transformation has expression
ω(z)− r2
ω(z)− r1 = λ
z − r2
z − r1 , for some 0 < λ ∈ R.
(2) If ω has only one invariant point on the boundary R ∪ {∞}, it is called
of parabolic type. Furthermore, when the invariant point r 6= ∞, it has
expression
− 1
ω(z)− r = −
1
z − r + k, for some k ∈ R.
(3) If ω has only one invariant point r ∈ H in the interior of H, it is called of
elliptic type. It has expression
ω(z)− r
ω(z)− r = e
iθ z − r
z − r , for some r ∈ H and θ ∈ R.
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Proof. The proof is elementary. It follows directly from Proposition 3.5. Also see
[19, p. 7, Proposition 1.13] and [13, p. 8, section 1.6]. 
Next we will show that each generator in Theorem 3.2 has to be of parabolic
type. For a universal covering space f : H → CP1 \ {a1, . . . , an}, it is equivalent
to say that f is biholomorphic. Suppose an element γ ∈ Aut(f) corresponds to a
generating loop l in pi1(CP
1 \{a1, . . . , an}), where l : [0, 1]→ CP1 \{a1, . . . , an} and
l isolates only one puncture a ∈ {a1, . . . , an}. Fix a point τ0 in the fiber f−1(l(0)),
the lift l˜(t) of l(t) with initial point τ0 is uniquely determined and so as its terminal
point l˜(1) = τ1. Similarly, the lift l˜n of l
n = l ∗ · · · ∗ l, is uniquely determined by the
fixed initial point τ0, where ∗ means (l ∗ l)(t) =
{
l(2t), 0 ≤ t < 12 ,
l(2t− 1), 12 ≤ t ≤ 1.
Denote
the terminal point τn = l˜n(1), meanwhile τn ∈ f−1(l(0)). By the corresponding
relation between l and γ, we have τn = (l ∗ · · · ∗ l)∼(1) = γ ◦ · · · ◦ γ(τ0) = γn(τ0).
We will prove that this γ can not be of hyperbolic type by analyzing its monodormy
behavior. Similarly we can conclude that γ can not be of elliptic type either. The
proofs of the following propositions are elementary, but it is helpful to understand
the uniformizing function at singularities. For this purpose, I will include one of
the proofs.
Proposition 3.7. The generator is not of hyperbolic type.
Proof. Suppose l is a loop in CP1 \ {a1, . . . , an} which isolates a puncture a ∈
{a1, . . . , an}. γ is the corresponding element in Aut(f), where f is the universal
covering map. If γ is of hyperbolic type, then there exists r1 < r2 ∈ R which are
the two invariant points of γ, and let λ ∈ R+ be the constant in Proposition 3.6
such that the relation
γ(τ)− r2
γ(τ)− r1 = λ
τ − r2
τ − r1 , τ ∈ H
is satisfied. Therefore the following equality
τn+1 − r2
τn+1 − r1 =
γ(τn)− r2
γ(τn)− r1 = λ
τn − r2
τn − r1
implies relation
l˜n+1(1)− r2
l˜n+1(1)− r1
= λ
l˜n(1)− r2
l˜n(1)− r1
= λn
l˜(1)− r2
l˜(1)− r1
,
which leads to the following equation
(3.1)
τn − r2
τn − r1 = λ
n τ0 − r2
τ0 − r1 .
On the branch 0 < arg
(
τ−r2
τ−r1
)
< pi, the following calculation
exp{ 2pii
logλ
· log τn − r2
τn − r1 } = exp{
2pii
logλ
· log
(
λn · τ0 − r2
τ0 − r1
)
},
= exp{ 2pii
logλ
· n logλ} · exp{ 2pii
logλ
· log τ0 − r2
τ0 − r1 },
= exp{ 2pii
logλ
· log τ0 − r2
τ0 − r1 }(3.2)
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holds since λ ∈ R+. Define a function
Φ(x) = exp
{
2pii
logλ
· log
(
f−1(x)− r2
f−1(x)− r1
)}
, Ul − {a} → C,
where Ul is the open set bounded by l with a inside. Notice that the value defined
by the expression exp
{
2pii
log λ · log
(
f−1◦l(0)−r2
f−1◦l(0)−r1
)}
is single valued over the fiber of
l(0) due to equation (3.2). Apply the same argument on every point x ∈ Ul − {a},
we conclude that Φ(x) is a well-defined single valued function on Ul −{a} over the
branch 0 < arg f
−1(x)−r2
f−1(x)−r1 < pi. We estimate |Φ(x)| in Ul − {a} as the following,
|Φ(x)| =
∣∣∣∣exp{ 2piilogλ · log
(
f−1(x)− r2
f−1(x)− r1
)}∣∣∣∣ ,
=
∣∣∣∣exp{ 2piilogλ
}
· log
∣∣∣∣f−1(x)− r2f−1(x)− r2
∣∣∣∣∣∣∣∣ · exp{− 2pilogλ · arg f−1(x) − r2f−1(x) − r1
}
,
= exp
{
− 2pi
logλ
· arg f
−1(x) − r2
f−1(x) − r1
}
.(3.3)
Over the branch 0 < arg f
−1(x)−r2
f−1(x)−r1 < pi, equation (3.3) implies that |Φ(x)| is
bounded between two positive values exp
{
− 2pi2log λ
}
and 1 = exp{− 2pilog λ · 0}. By
Cauchy-Riemann theorem, a is a removable singularity and Φ(a) 6= 0, thus the
exponential of Φ(x) will be regular at x = a, as well as f−1(x). This contradicts
with the fact that a is an essential singularity. 
Proposition 3.8. The generator is not of elliptic type.
Proof. It is similar to the proof of Proposition 3.7 (see [13, p. 16-17, section 3.2]).

From Proposition 3.7 and 3.8, we have the following conclusion.
Theorem 3.9. The deck transformation group Aut(f) of a universal covering space
f : H→ CP1 \ {a1, . . . , an} is generated by (n− 1) parabolic elements in SL2(R).
3.2. The Expansion and Metric Formula. Suppose γ1, . . . , γn−1 are the (n−1)
parabolic generators corresponding to the (n − 1) generating loops of pi1(CP1 \
{a1, . . . , an}). Theorem 3.9 shows that each of them satisfies the following relation
− 1
γj(τ) − rj = −
1
τ − rj + kj , when rj 6=∞,
or
γj(τ) = τ + kj , when rj =∞,
where rj and kj are the constants corresponding to γj , j = 1, . . . , n− 1, in Propo-
sition 3.6. Let aj be the singularity that corresponds to γj , the function
Φj(x) =
{
e
− 2pii
kj
1
f−1(x)−rj , when rj 6=∞,
e
2pii
kj
f−1(x)
, when rj =∞,
Ul − {aj} → CP1 \ {a1, . . . , an}
is biholomorphic, where Ul − {aj} is a punctured neighborhood that is defined
similar to the one in Proposition 3.7. Such function Φj(x) is single valued on
the neighborhood Ul − {aj} around the singularity aj . We call this function a
uniformizing function at aj .
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Without loss of generality, we will focus on the situation ∞ ∈ {r1, . . . , rn−1} for
convenience. Let f : H → CP1 \ {a1, . . . , an} be a universal covering map, assume
r1 = ∞, and let γ1 be the corresponding generator and a1 be the corresponding
singularity. The uniformizing function Φ1(x) is defined as the following
Φ1(x) = e
2pii
k1
f−1(x), Ul − {a1} → CP1 \ {a1, . . . , an}.
If γ1 ∈ SL2(R) is a generator of Aut(f) that corresponds to r1, so γ1 fixes ∞, we
have the following periodic property,
f(x) = f ◦ γ1(x) = f(x+ k1).
Fundamental Fourier analysis implies the following proposition.
Proposition 3.10. Let f be a covering map f : H→ CP1 \ {a1, . . . , an} such that
a generator of Aut(f) fixes ∞. Then the map f has the following global expansion
(3.4) f(τ) = f(q
k
) = c0 +Aqk +Bq
2
k
+
∞∑
m=3
cmq
m
k
in q
k
= q
k
(τ) = exp{ 2pii
k
τ} for any τ ∈ H, where k ∈ R is the constant that
corresponds to the generator in Proposition 3.6, and the constant A 6= 0.
Proof. If ∞ is invariant under a generator γ ∈ Aut(f), then there is a constant
k ∈ R such that γ(τ) = τ + k, which implies that f has the following periodic
property
f(τ + k) = f(τ), for any τ ∈ H.
Consider f(τ) = f(x+ iy) = fy(x) as a function of x on R. Its Fourier series
(3.5) f(x+ iy) = fy(x) =
∞∑
n=−∞
cn(y)e
2pi
k
inx,
converges uniformly on x due to Corollary 2.3 and 2.4 in [20, p. 41-42], where the
coefficients are given by the following equation
cn(y) =
1
k
∫ k
0
fy(x)e
− 2pi
k
inxdx.
Cauchy-Riemann equation implies the following equation
(3.6) i
∂f
∂x
=
∂f
∂y
holds since f(τ) is holomorphic. Calculating the left hand side, due to the uniform
convergence on x, we have equation
i
∂f
∂x
= i
∂
∂x
( ∞∑
n=−∞
cn(y)e
2pi
k
inx
)
= i
( ∞∑
n=−∞
cn(y)e
2pi
k1
inx · 2pi
k
in
)
,
=
∞∑
n=−∞
−2npi
k
cn(y)e
2pi
k
inx.
Also calculating the right hand side, we have equation
∂f
∂y
=
∞∑
n=−∞
c′n(y)e
2pi
k
inx
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Matching the coefficients, the differential equation
2npi
k
cn(y) + c
′
n(y) = 0
holds, which has solution
cn(y) = Cne
− 2pi
k
ny, for some constant Cn ∈ C.
Substituting the solution set in equation (3.5), we have equation
f(τ) = f(x+ iy) =
+∞∑
n=−∞
Cne
− 2pi
k
nye
2pi
k
inx =
+∞∑
n=−∞
Cne
2pi
k
inτ ,
the last equality holds because inx − ny = in(x + iy) = inτ . On the other hand,
the uniformizing functionq
k
= e
2pii
k
τ is a local coordinate on a neighborhood of the
corresponding singularity a ∈ {a1, . . . , an} on CP1 \ {a1, . . . , an}, so f has a Taylor
expansion
(3.7) f(τ) = c0 + c1qk + c2q
2
k
+
∞∑
m=3
cmq
m
k
in q
k
on a neighborhood of a, which will coincide with its Fourier series, thus
equation (3.7) holds globally. For convenience in later sections, we write A =
c1, B = c2,
f(τ) = c0 +Aqk +Bq
2
k
+
∞∑
j=3
cjq
j
k
.
To see A 6= 0, remember that f(τ) is a covering map without ramification point,
this implies that fq
k
|q
k
=0 6= 0, so A 6= 0. 
The condition A 6= 0 in equation (3.4) allows us to find an inversion series q
k
(f)
in f such that q
k
(f(q
k
)) = q
k
. We assume the inversion series q
k
(f) has expression
(3.8) q
k
(f) = c˜0 + A˜f + B˜f
2 +
∞∑
j=3
c˜jf
j .
Theorem 3.11. Let f : H→ CP1\{a1, . . . , an} is a covering map for the universal
covering space, and Aut(f) has a generator γ which fixes infinity, then there exists
a positive constant k ∈ R such that f can be given as the following expansion
f(τ) = f(q
k
) = c0 +Aqk +Bq
2
k
+ c3q
3
k
+
∞∑
m=4
cmq
m
k
in q
k
= exp{ 2pii
k
τ}, τ ∈ H and A 6= 0. Furthermore, such covering map induces a
complete Ka¨hler-Einstein metric on CP1 \ {a1, . . . , an} from H, it can be given by
the following equation
(3.9) ds2 =
|q′
k
(f)|2
|q
k
(f)|2 log2 |q
k
(f)| |df |
2, f ∈ CP1 \ {a1, . . . , an},
where q
k
(f) is the inversion series (3.8).
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Proof. The first statement is directly from Proposition 3.10, we only need to show
the second part. For any point x0 ∈ CP1 \ {a1, . . . , an}, there is an evenly covered
neighborhood U of x0 that is simply connected. Let U˜ and U˜
′ are two different
pre-images of U , i.e., U˜ 6= U˜ ′ ∈ f−1(U). Notice that U˜ and U˜ ′ are both in H,
we can define logarithms of exp{ 2pii
k
τ} = q
k
= q
k
(f) on different branches as the
following
τ = τ(f) =
k
2pii
log q
k
(f), on U˜ ,
τ ′ = τ ′(f) =
k
2pii
log q
k
(f), on U˜ ′.
Recall that U˜ and U˜ ′ are homeomorphic through a cover transformation h ∈
Aut(f) ⊆ SL2(R), i.e., h ◦ τ(f) = τ ′(f). Since the Poincare´ metric is invariant
under actions of GL2(R), therefore we have equality
(3.10) ds2 =
−4
(τ − τ)2 |dτ |
2 =
−4
(τ ′ − τ ′)2 |dτ
′|2,
Thus the general logarithm property
d
df
(log q
k
(f)) = q′
k
(f)/q
k
(f)df
holds since log q
k
(f) is biholomorphic on the branch U˜ , . The metric can be induced
on U˜ by the following calculation
ds2 =
−4
(τ − τ )2 |dτ |
2,
=
−4
(( k2pii log qk(f)− k2pii log qk(f))2
|d( k
2pii
log q
k
(f))|2,
=
−4 · (2pii)2
k2(log q
k
(f) + log q
k
(f))2
(
k
2pi
)2
∣∣∣∣q′k(f)q
k
(f)
df
∣∣∣∣2 ,
=
|q′
k
(f)|2
|q
k
(f)|2 log2 |q
k
(f)| |df |
2.(3.11)
Furthermore, the invariant property in equation (3.10) implies that the expression
(3.11) is independent of the choice of branches. Therefore the complete Ka¨hler-
Einstein metric ds2 can be defined globally by equation (3.11) on CP1\{a1, . . . , an}.

One thing that is worth to mention is that Theorem 3.11 and 4.5, which will be
included in the later section, together imply the main result Theorem 1.
4. Schwarzian Derivative
4.1. Introduction. The Schwarzian derivative is invariant under linear transfor-
mations, let τ = τ(f) = f−1 be the inverse of the covering map f : H →
CP
1 \ {a1, . . . , an}, the Schwarzian derivative {τ, f} is actually well-defined due
to the invariance. This fact builds a connection between {f, τ} and {τ, f}, which
will lead to the main result of this article.
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Definition 4.1. If a function f is locally biholomorphically defined on the complex
z−plane, the Schwarzian derivative of f with respect to z is defined as the following:
{f, z} = 2
(
fzz
fz
)
z
−
(
fzz
fz
)2
,
where we write fz = df/dz for convenience.
In Definition 4.1, we require f being locally biholomorphic so that we are able
to talk about the Schwarzian derivative of its inverse function z = f−1. We simply
write {z, f} to denote the Schwarzian derivative of z = z(f) with respect to f . If
w is also a locally biholomorphic function defined on the complex plane, then it
allows us to consider the Schwarzian derivative of the composition f ◦ w(z). Since
the functions f, w are biholomorphic, we will simply write the inverse f−1 as z(f)
and the inverse w−1 = z(w).
Proposition 4.2. Assume f, w are two locally biholomorphic functions defined on
the complex complex plane, then we have the following properties:
(1) {af+b
cf+d , z} = {f, z} for any
(
a b
c d
)
∈ SL2(C),
(2) {f, z} = {f, w}w2z + {w, z} if f = f ◦ w(z). In particular, {z, f} =
−{f, z}z2f .
Proof. The proof is obvious. 
Recall Theorem 3.11 in section 3.2, the covering map f can be expressed as
an expansion in q
k
, let us denote this expansion as f(q
k
). Notice that the three
functions f(τ) and f(q
k
) and q
k
(τ) are all locally biholomorphic, it makes sense to
consider the relation of the Schwarzian derivatives among the three of them.
Proposition 4.3. Let f : H → CP1 \ {a1, . . . , an}, τ 7→ f(τ) be a covering map
and q
k
(τ) = exp{ 2pii
k
τ}, then we have the following relation
(4.1) {f, τ} = 4pi
2
k2
(1− q2
k
{f, q
k
}).
Proof. Assume w = q
k
= e
2pi
k
iτ in Proposition 4.2, we have equalities
(q
k
)τ =
2pii
k
q
k
, (q
k
)ττ = −(2pi
k
)2q
k
, (q
k
)2τ = −(
2pi
k
)2q2
k
,
and
{q
k
, τ} = 0− (2pii
k
)2 =
4pi2
k2
.
Direct calculation leads to the conclusion of this proposition,
{f, τ} = −(2pi
k
)2q2
k
{f, q
k
}+ (2pi
k
)2 =
4pi2
k2
(1− q2
k
{f, q
k
}).

It is beneficial to have a closer look at the expansion of {f, q
k
} in q
k
.
Proposition 4.4. If a covering map f : H→ CP1 \ {a1, . . . , an} has the following
expansion
(4.2) f(τ) = f(q
k
) = Aq
k
+Bq2
k
+ c3q
3
k
+ c4q
4
k
+
∞∑
m=5
cmq
m
k
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in q
k
= exp{ 2pii
k
τ}, where τ ∈ H. Then the Schwarzian derivative of f(q
k
) with
respect to q
k
has the following expansion
(4.3) {f, q
k
} = P0(B, c3) +
∞∑
m=1
Pm(B, c3, . . . , cm+3)q
m
k
in q
k
, where B = B
A
, cm+3 =
cm+3
A
and the coefficient term Pm(B, c3, . . . , cm+3)
is a polynomial in B, c3, . . . , cm+3 with degree 1 in cm+3, and degree m + 2 in B,
m ≥ 0. Specially P0(B, c3) = 12(c3 −B2).
Proof. We will write f ′(q
k
) =
d f(q
k
)
d q
k
and f ′′(q
k
) = dd q
k
(
d f
d q
k
)
for convenience.
Direct calculation gives the following equations
f ′(q
k
) = A+ 2Bq
k
+ 3c3q
2
k
+
∞∑
m=4
mcmq
m−1
k
= A+A ·
(
2Bq
k
+
∞∑
m=2
Q(1)m (cm+1)q
m
k
)
,
f ′′(q
k
) = 2B + 6c3qk +
∞∑
m=4
m(m− 1)cmqm−2k = A
(
2B+
∞∑
m=1
Q(2)m (cm+2)q
m
k
)
,
where Q
(1)
m (cm+1) is a polynomial in cm+1 with degree 1, and Q
(2)
m (cm+2) is a
polynomial in cm+2 with degree 1 as well. We have the following calculation
1/f ′(q
k
) =
1
A
· 1
1 +
(
2Bq
k
+
∑∞
m=2Q
(1)
m (cm+1)qmk
) ,
=
1
A
·
[
1− 2Bq
k
+
(
4B2 − 3c3
)
q2
k
+
∞∑
m=3
Q(3)m (B, c3, . . . , cm+1)q
m
k
]
,(4.4)
where the coefficients Q
(3)
m (B, c3, . . . , cm+1) are polynomials in B, c3, . . . , cm+1,
which has degree 1 in cm+1 with constant coefficient. We applied the expansion
1
1−z = 1 + z + z
2 +
∑∞
m=3 z
m in the above calculation. The series (4.4) converges
since that f ′(q
k
) is still analytic on the unit disk D (see [1, p. 179-182]). Then we
have the following equation
f ′′(q
k
)/f ′(q
k
) = 2B+ (6c3 − 4B2)qk +
∞∑
m=2
Q(4)m (B, c3, . . . , cm+2)q
2
k
,
where Q
(4)
m are polynomials in B, c3, . . . , cm+2 with degree 1 in cm+2 with constant
coefficient. Continue computing the terms in {f, q
k
} = 2
(
f ′′(q
k
)
f ′(q
k
)
)′
−
(
f ′′(q
k
)
f ′(q
k
)
)2
, the
Schwarzian derivative can be given by the following expansion
{f, q
k
} =
∞∑
m=0
Q(5)m (B, c3, . . . , cm+3)q
m
k
−
∞∑
m=0
Q(6)m (B, c3, . . . , cm+2)q
m
k
,
= 12(c3 −B2) +
∞∑
m=1
Pm(B, c3, . . . , cm+3)q
m
k
in q
k
, where Q
(5)
m is a polynomial in B, c3, . . . , cm+3 which has degree 1 in cm+3
with constant coefficient; Q
(6)
m is a polynomial in B, c3, . . . , cm+2 that has degree 1
in cm+2 but with coefficient in B. Therefore the coefficient Pm(B, c3, . . . , cm+2) =
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Q
(5)
m −Q(6)m of qmk is a polynomial in B, c3, . . . , cm+2, which has degree 1 in cm+3
with constant coefficient. 
4.2. Differential Equation. Recall section 3.1, the branches of the inverse τ(f)
are related by linear transformations, Proposition 4.2 implies that {τ(f), f} =
{τ, f} is well-defined. In order to discuss its analytic property, we consider the
following uniformizing function near each singularity a ∈ {a1, . . . , an},
(4.5) Φ(f) = exp{−2pii
k
1
τ(f)− r }, when r 6=∞,
or
(4.6) Φ(f) = exp{2pii
k
τ(f)}, when r =∞,
where r and k are the constants with respect to the parabolic transformation γ in
Proposition 3.5 and 3.6, and γ is the generator corresponding to the singularity a.
On the other side, from section 3.1, the uniformizing functions are single valued in
a neighborhood of a. So the uniformizing function Φ(f) has the following expansion
near a,
(4.7) Φ(f) = αa(f − a) + βa(f − a)2 + (f − a)2φ(f), a 6=∞, αa 6= 0,
(4.8) Φ(f) = α∞f + β∞ + ϕ(
1
f
), a =∞, α∞ 6= 0,
where φ(f) and ϕ( 1
f
) are regular at a and satisfying
φ(a) = 0, when a 6=∞,
ϕ(
1
a
) = ϕ(0) = 0, when a =∞.
Assume one of the singularities is 0, and the parabolic transformation γ that asso-
ciates to this singularity a = 0 fixes r =∞, and k is the constnat in Proposition 3.6,
then we have the following analytic expansion of the uniformizing function Φ(f):
(4.9) exp{2pii
k
τ(f)} = α(a=0)f + β(a=0)f2 + f2φ(f).
We use equation (4.9) to calculate its Schwarzian derivative {τ, f}. Notice that
differentiation will make the branch problem no longer an issue anymore if we take
the derivative of its logarithm, we writte α = α(a=0) and β = β(a=0) for convenience,
2pii
k
τ(f) = logα+ log f + log(1 +
β
α
f +
1
α
fφ(f)),
2pii
k
τf =
1
f
+
β
α
+ 1
α
(φ(f) + fφ′(f))
1 + β
α
f + 1
α
fφ(f)
=
1
f
+
β
α
+ φ1(f),
log
2pii
k
+ log τf = log
1
f
+ log
(
1 +
β
α
f + fφ1(f)
)
,
τff
τf
= − 1
f
+
β
α
+ φ2(f)
1 + β
α
f + fφ1(f)
= − 1
f
+
β
α
+ φ3(f),
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where each φl(f), l = 1, 2, 3, is regular at a = 0, and φl(0) = 0. Therefore the
Schwarzian derivative has expansion around a = 0 as the following equation
{τ, f} = 2
(
τff
τf
)
f
−
(
τff
τf
)2
,
=
1
f2
+
2β
α
1
f
+ φ4(f),(4.10)
where φ4(f) is regular at a = 0. Recall that {τ, f} is invariant under any linear
transformation on τ , so we have the following equality
{τ(f), f} = { 1
τ(f)− r , f}.
For the special case a = ∞, equation (4.8) implies that {τ, f} does not have a
singularity at a =∞. Therefore, due to Liouville’s theorem, we have the following
conclusion from equation (4.10) (see [12, p. 201]),
(4.11) {τ, f} =

n∑
j=1
1
(f − aj)2 +
2βj
f − aj , if ∞ /∈ {a1, . . . , an},
n−1∑
j=1
1
(f − aj)2 +
2βj
f − aj , if an =∞.
From now on, we will fix one of the singularities to be 0. Assume f : H →
CP
1 \ {a1 = 0, a2, . . . , an}, τ 7→ f(τ) is a covering map, then we have the following
equation
(4.12) {τ, f} = 1
f2
+
2β
α
1
f
+
n∑
j=2
[
1
(f − aj)2 +
2βj
αj
1
f − aj
]
,
where α = α(a1=0), β = β(a1=0), and αj = αaj , βj = βaj , j = 2, . . . , n, are the
coefficients of the first and second order leading terms in the analytic expansion
(4.5) of the unifomizing function at the singularity aj . It is worth to mention that
αj , βj are uniquely determined by the given covering map f due to its analytic
property.
Let us recall Proposition 4.2 and 4.3, we have the following equation
{τ, f} = −4pi
2
k2
(1− q2
k
{f, q
k
})τ2f
and equation
(4.13) {τ, f} = 1
f2q
k
(
1
q2
k
− {f, q
k
})
due to τf =
k
2piiq
−1
k
f−1q
k
from chain rule. Therefore we have the following relation
that is connected by {τ, f},
(4.14)
1
f2q
k
(
1
q2
k
− {f, q
k
}) = 1
f2
+
2β
α
1
f
+
n∑
j=2
[
1
(f − aj)2 +
2βj
αj
1
f − aj
]
.
18 JUNQING QIAN
From equation (4.3) and (4.4), we have the following expansion of the left hand
side of equation (4.14),
(4.15)
1
A2
[
1
q2k
− 4B 1
qk
+ (24B2 − 18c3) +
∞∑
m=1
P˜m(B, c3, . . . , cm+3)q
m
k
]
,
where the coefficient term P˜m(B, c3, . . . , cm+3) is a polynomial in B, c3, . . . , cm+3
which has degree 1 in cm+3 for m ≥ 1. For convenience, we denote the constant
term P˜0(B, c3) = (24B
2 − 18c3).
On the punctured sphere CP1 \{a1 = 0, a2, . . . , an}, the singularities are discrete
since it is a set of finite points. Take a neighborhood U which contains the one and
only singularity a1 = 0, then we have the following expansion in U ,
(4.16)
1
f
=
1
A
1
q
k
[1 −Bq
k
+
∞∑
m=2
Q(7)m (B, c3, . . . , cm+1)q
m
k
],
where Q
(7)
m is a polynomial in B, c3, . . . , cm+1 which has degree 1 in cm+1 with
constant coefficient. And for other terms 1
f−aj , j = 2, . . . , n, it has expansion
1
f − aj = −
1
aj
·
[
1 +
A
aj
q
k
+
∞∑
m=2
Q(8)m (
A
aj
,
c2
aj
, . . . ,
cm
aj
)qm
k
]
,(4.17)
where c2 = B, Q
(8)
m is a polynomial in
A
aj
, c2
aj
, . . . , cm
aj
which has degree 1 in cm
aj
with
constant coefficient. Therefore equation (4.12) on the right hand side of equation
(4.14) has expansion in q
k
as the following
(4.18)
1
A2
 1q2
k
− 4B 1
q
k
+
5B2 − 2c3 +A2 n∑
j=2
(
1
a2j
− 1
aj
2βj
αj
)
+
∞∑
m=1
Q(9)m (B, c3, . . . , cm+3) + n∑
j=2
Q
(10)
jm
(
1
aj
, c1, . . . , cm)
 qm
k
 ,
where c1 = A, c2 = B, and Q
(9)
m (B, c3, . . . , cm+3) is a polynomial in B, c3, . . . , cm+3
that has degree 1 in cm+3 with constant coefficient; Q
(10)
jm
( 1
aj
, c1, . . . , cm) is a poly-
nomial in 1
aj
, c1, . . . , cm which has degree 1 in cm with constant coefficient. If
we consider each cm = cm · A for m ≥ 1, then Q(10)jm is a polynomial Q
(10)′
jm
in
A,B, c3, . . . , cm. We identify equation (4.18) with (4.15) to get a set of equations
(4.19)
P˜m(B, c3, . . . , cm+3) = Q
(9)
m (B, c3, . . . , cm+3) +
n∑
j=2
Q
(10)′
jm
(A,B, c3, . . . , cm),
where m ≥ 1. And the constant term gives equation
(4.20) 24B2 − 18c3 = 5B2 − 2c3 +A2
n∑
j=2
(
1
a2j
− 1
aj
2βj
αj
)
,
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thus the solution for c3 is given by the following equation,
(4.21) c3 = c3(A,B) =
1
16
19B2 −A2 n∑
j=2
(
1
a2j
− 1
aj
2βj
αj
) .
Notice that the left hand side of equation (4.19) is a polynomial in B, c3, . . . , cm+3
that has degree 1 in cm+3 with constant coefficient, and the right hand side of
equation (4.19) is a polynomial in A,B, c3, . . . , cm+3 that also has degree 1 in cm+3
with constant coefficient. Let us start with m = 1, equation (4.19) has one and the
only one unknown term c4, we can solve for c4 and the solution is a polynomial in
c3, A and B. The solution c4(c3, A,B) can be expressed as a polynomial c4(A,B)
in A,B with constant coefficients since c3 = c3(A,B). By induction, it is easy to
conclude that cm can be solved as a polynomial cm(A,B) in A,B with constant
coefficients for m ≥ 3, i.e.,
(4.22) cm = cm(A,B, a2, . . . , an) = cm(A,B),
where a2, . . . , an are the singularities. Therefore we can conclude the following
theorem.
Theorem 4.5. Let f : H→ CP1 \ {a1 = 0, a2, . . . , an} be a covering map, and the
parabolic generator corresponding to a1 = 0 fixes infinity, then the map f can be
uniquely determined up to the coefficients A,B of the first two order leading terms
of its expansion (4.2), i.e.,
(4.23) f/A = q
k
+Bq2
k
+ c3(A,B)q
3
k
+
∞∑
m=4
cm(A,B)q
m
k
,
where q
k
= exp{ 2pii
k
τ}, and cm(A,B) are polynomials in A,B with constant coeffi-
cients for m ≥ 3.
Recall Theorem 3.11 in section 3.2 and Theorem 4.5, they together imply our
main result Theorem 1, which will be concluded in the last section.
5. Ramification Point
5.1. Introduction. In section 3.1, we concluded that the deck transformation
group Aut(f) is generated by (n − 1) parabolic transformations from Aut(H). On
the other hand, we will discover properties of such subgroups of GL2(R). Notice
that γ(τ) = ( γdet γ )(τ), so we will only consider SL2(R) from now. Consider SL2(R)
with the normal R4 topology. The general matrix multiplication
SL2(R)× SL2(R)→ SL2(R), (γ1, γ2) 7→ γ1γ2
and inversion
SL2(R)→ SL2(R), γ 7→ γ−1
are continuous maps.
Definition 5.1. We say that SL2(R) acts on H continuously if the following map
SL2(R)×H→ H, (γ, τ) 7→ γ(τ)
is continuous.
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In general, if G is a subgroup of SL2(R). An orbit of a point τ ∈ H is the set of
images of τ under actions in G, i.e.,
OrbitG(τ) = {g(τ) | g ∈ G}.
The stabilizer of a point τ ∈ H are the elements in G that fixes τ , i.e.,
StabG(τ) = {g | g(τ) = τ, g ∈ G}.
We say that two points τ, τ ′ ∈ H are equivalent under the action of G if τ ′ ∈
OrbitG(τ)τ , i.e.,
τ ∼ τ ′ if and only if τ ′ = g(τ), for some g ∈ G.
The set OrbitG(τ) is the set of points that are equivalent to τ under the action of
G.
Definition 5.2. If G is a discrete subgroup of SL2(R), define the quotient space
H/G to be the space of equivalent classes of H under the action of G, i.e.,
H/G = H/ ∼,
equipped the induced topology through the quotient map.
Let SL2(R)/G to be the left cosets of G in SL2(R), i.e.,
SL2(R)/G =
⋃
h∈H
hG,
where H is the left coset representation of G in SL2(R). The topology on SL2(R)/G
is induced from the left group action.
Definition 5.3. A point P ∈ H is elliptic if it is invariant under the action of an
elliptic element in SL2(R).
The goal for this section is to show that a point P ∈ H/G is elliptic if and only
if the point P ∈ H/G is a ramification point.
5.2. Discrete Group, Quotient Space and Ramification Point. All the con-
clusions can be found in [19, p. 2-20, Chapter 1]. For the completion of this article,
I still state them.
Lemma 5.4. SO2(R) is compact in SL2(R). Furthermore, the map
(5.1) α˜ : SL2(R)/SO2(R)→ H, [γ] 7→ α˜([γ]) = γ(i)
is a homeomorphism.
Proof. See [19, p. 2, Theorem 1.1] or [11, p. 25, Proposition 2.1 (d)] 
Lemma 5.5. Assume Γ is a discrete subgroup of SL2(R), if V1, V2 are any compact
subsets in H, then the set {γ ∈ Γ|γ(V1) ∩ V2 6= ∅} is finite.
Proof. See [19, p. 3, Proposition 1.6] or [11, p. 26, Proposition 2.4]. 
Proposition 5.6. If Γ ∈ SL2(R) is a discrete subgroup, then for any τ ∈ H, there
is a neighborhood U of τ such that if γ ∈ Γ and U ∩ γ(U) 6= ∅, then γ(τ) = τ .
Proof. See [19, p. 3, Proposition 1.7] or [11, p. 27, Proposition 2.5 (b)] 
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Next, we are able to show that if Γ is a discrete subgroup of SL2(R), a point
[τ ] = [τ0] ∈ H/Γ is ramified if and only if following condition
(5.2) StabΓ(τ)− {I} 6= ∅
holds, for any τ ∈ [τ0] ⊂ H. Recall Definition 5.3, a point P satisfying condition
(5.2) if and only if P is an elliptic point. The following proposition can be conclued
from [19, p. 8, Proposition 1.8], we will present proof here since it is not obvious.
Proposition 5.7. Let Γ be a discrete subgroup of SL(R). Then on the quotient
space H/Γ, a point τ ∈ H is ramified if and only if it is elliptic.
Proof. If τ ∈ H is not an elliptic point, then by Proposition 5.6, there is a neigh-
borhood U of τ such that γ(U) ∩ U = ∅, for any γ ∈ Γ(1). It implies that τ is
not ramified. If τ ∈ H is an elliptic point, assume there is an element γ ∈ Γ(1)
such that γ(τ) = τ . Let σ ∈ SL2(R) such that σ(i) = τ , then the composition
σ−1 ◦ γ ◦ σ ∈ Stab(i) = SO2(R), so < σ−1 ◦ γ ◦ σ >= σ−1◦ < γ > ◦σ is a subgroup
of the conjugate σ−1Γσ, which is still a discrete subgroup of SL2(R). Also we have
the following correspondence relation
< γ >∼= σ−1 < γ > σ = SO2(R)
⋂
σ−1Γσ,
the right hand side is an intersection of a compact set and a discrete set, so it has
to be finite. Therefore if m = #StabΓ(τ), τ is a ramification point of index m. 
6. Modular Group
6.1. The Full Modular Group Γ(1). In this section, we will start with introduc-
ing the full modular group.
Definition 6.1. The full modular group Γ(1) is defined to be the image of SL2(Z)
by identifying +γ and −γ for any element γ ∈ SL2(R). Equivalently, it is the same
as the following definition:
Γ(1) = PSL2(Z) = SL2(Z)/ ± I.
In this article, we focus on the principal congruence subgroups of Γ(1).
Definition 6.2. The principle congruence subgroup of level N is defined as the
following:
Γ(N) =
{(
a b
c d
)
∈ SL2(Z)
∣∣∣∣( a bc d
)
≡ ±
(
1 0
0 1
)
(modN)
}
/± I.
The goal is to determine all the principal congruence subgroups Γ(N) such that
H/Γ(N) ∼= CP1 \ {a1, . . . , an} for some n ≥ 3. Notice that CP1 \ {a1, . . . , an} does
not have any ramification point, and the compactification of CP1 \ {a1, . . . , an} is
the Riemann sphere, which is of genus zero. We will use these two properties to
determine all suitable Γ(N). We will use the fundamental domain of Γ(1) to locate
all ramification points of H/Γ(1).
Definition 6.3. The fundamental domain for a discrete subgroup Γ ⊆ SL2(R) is a
connected open subset D of H such that every pair of points in D are inequivalent
under Γ, and meanwhile H ⊆ ⋃γ∈Γ[γ(D)].
These conditions are equivalent to D → H/Γ is injective and D → H/Γ is
surjective. Now we recall the fundamental domain of Γ(1) (see [19, p. 16], [18, p.
19, Proposition 1.2.2] or [5, p. 78-79]).
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Theorem 6.4. The fundamental domain of Γ(1) is the set
(6.1) D = {z = x+ yi | |z| > 1, |x| < 1
2
, y > 0}.
Proposition 6.5. Let p be the quotient map
p : H→ H/Γ(1), τ 7→ [p(τ)].
The elliptic points in H/Γ(1) are either [i] or [ρ], i.e.,
{ramification points of H→ H/Γ(1)} = p−1(i)
⋃
p−1(ρ),
where ρ = e
pi
3 i = 1+
√
3i
2 , the root of 1 of order 6.
Proof. See [19, p. 14-15, section 1.4]. 
6.2. Genus Formula for Subgroups of Modular Group. We consider a sub-
group Γ of Γ(1) with finite index, then the quotient space H/Γ is composed by
copies of H/Γ(1). The genus of H/Γ can be computed by applying Riemann-Roch
Theorem and Riemann-Hurwitz Formula.
Proposition 6.6. If Γ is a subgroup of Γ(1) with finite index m, then the genus g
of H/Γ is given by the following formula
(6.2) g = 1 +m/12− ν2/4− ν3/3− ν∞/2,
where ν2 is the number of ramification points of order 2, ν3 is the number of rami-
fication points of order 3, ν∞ is the number of cusps and m = [Γ(1) : Γ].
Proof. See [19, p. 23, Proposition 1.40] or [11, p. 37-38, Theorem 2.22]. 
6.3. Principle Congruence Subgroups. Recall that our subject is the finitely
punctured Riemann sphere, if we consider it as a quotient space H/Γ(N) for some
suitable N ∈ Z, the fact that the punctured Riemann sphere has genus zero implies
g(Γ(N)) = 0 < 1. The following theorem will show that N = 2, 3, 4, 5 are the only
values such that g(Γ(N)) = 0.
Theorem 6.7. The genus of H/Γ(N) is given by the following formula:
(6.3) g(Γ(N)) =
{
0, N = 2,
1 + N−624 ·N2
∏
p|N (1− p−1), N ≥ 3.
Recall that if N > 1, Γ(N) does not have elliptic element, which is equivalent to
the fact that H/Γ(N) does not contain any elliptic point, so it does not have any
ramification point as well. Therefore ν2 = ν3 = 0 in equation (6.2), the genus is
given by the following simplified formula
(6.4) g(Γ(N)) = 1 +m/12− ν∞/2, n ≥ 2.
By the properties of elements in Γ(N), the index m of Γ(N) in Γ(1) is given by
the following proposition.
Proposition 6.8. The index m of principle congruence group in the full modular
group is given by the formula
(6.5) m = (Γ(1) : Γ(N)) =
{
6, N = 2,
1
2#(SL2(Z/NZ)) =
1
2N
3
∏
p|N (1− p−2), N ≥ 3,
where p are the prime divisors of N .
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Proof. See [19, p. 22, Equation (1.62)] (where Γ˜(N) is in our notation Γ(N)). 
Consider the stabilizer of ∞ in Γ(1) and the stabilizer of ∞ in Γ(N), we have
the following proposition.
Proposition 6.9. The number of cusps of Γ(N) is ν∞ = m/N , where N ≥ 2.
Proof. See [19, p. 22-23]. 
Therefore equation (6.4) becomes
(6.6) g(Γ(N)) = 1 +
m
12N
(N − 6),
equation (6.6) and (6.5) imply equation (6.3). Therefore the number of cusps of
Γ(N) is given by the formula:
ν∞(Γ(N)) = m/N =
{
3, N = 2,
1
2N
2Πp|N (1− p−2), N ≥ 3.
We list the number of cusps for each Γ(N), N = 2, 3, 4, 5,
ν∞(Γ(2)) =
m(Γ(2))
2
=
6
2
= 3, ν∞(Γ(3)) =
1
2
· 9 · 8
9
= 4,
ν∞(Γ(4)) =
1
2
· 16 · 3
4
= 6, ν∞(Γ(5)) =
1
2
· 25 · 24
25
= 12.
From now on, we will use n(N) to denote the number of cusps of Γ(N). More
precisely,
(6.7) n(2) = 3, n(3) = 4, n(4) = 6, n(5) = 12.
7. Modular Forms and Modular Functions
Definition 7.1. A function f : H → C is called a modular function of weight k if
f satisfies the following properties:
(1) The function f is meromorphic on H;
(2) The equation f ◦ γ(τ) = (cτ + d)−kf(τ) holds for any τ ∈ H and any
γ =
(
a b
c d
)
∈ Γ(1).
Furthermore, if f is a modular function of weight k and holomorphic at infinity, we
call f a modular form of weight k.
As a matter of fact, the space of weight 4 modular form of Γ(1) is one dimensional
and generated by the Eisenstein series E4(τ). This is a classic result, see [18, p. 88,
Theorem 4 (ii) and p. 93, Examples] (where E2 is in our notation E4).
Theorem 7.2. The weight 4 modular form is a dimension one vector space gener-
ated by the Eisenstein series E4(τ). E4(τ) has the following expansion
(7.1) E4(τ) = 1 + 240
∞∑
m=1
σ3(m)q
m
in q = exp{2piiτ}, τ ∈ H, where σ3(m) =
∑
d|m d
k-the sum of the cubes of all
positive divisors of m.
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7.1. Schwarzian Derivative and Modular Function and Modular Form.
For convenience, we introduce the following definition.
Definition 7.3. We say that a function f : H→ C is an automorphic function for
a group Γ′ ⊆ SL2(R) if f is holomorphic and satisfies property
f ◦ γ(τ) = f(τ), for all τ ∈ H and γ ∈ Γ′.
In the other word, a function f is an automorphic function if and only if f is a
weight 1 modular form. The following lemma is mentioned in [10, Proposition 3.2],
for the completion of this article, I will restate and proof it.
Lemma 7.4. Assume f : H → CP1 \ {a1, . . . , an} is a covering map. For every
γ ∈ Aut(f), there exists a corresponding matrix ξγ =
(
η1 η2
η3 η4
)
∈ SL2(C) such
that the following equation
f ◦ γ(τ) = ξγ ◦ f(τ)
is true for any τ ∈ H.
Proof. Notice that γ ∈ Aut(f) ⊆ SL2(R), γ is an automorphism of H. Therefore
the composition f ◦γ(τ) is also an automorphic function for Aut(f). The compact-
ification of CP1 \ {a1, . . . , an} ∼= H/Aut(f) is the Riemann sphere CP1 which has
genus zero, which implies that H∗/Aut(f) has transcendental degree zero. Thus
f ◦ γ(τ) and f(τ) are related by an automorphism of CP1, i.e., SL2(C). More pre-
cisely, assume γ =
(
a b
c d
)
∈ SL2(R) and ξγ =
(
η1 η2
η3 η4
)
∈ SL2(C), we have
the conclusion
f
(
aτ + b
cτ + d
)
=
η1f(τ) + η2
η3f(τ) + η4
holds for any τ ∈ H. 
The following theorem plays an important role in determining the automorphic
function for Γ(N), N = 2, 3, 4, 5, it is also mentioned in [10, Proposition 3.1], I
restate and proof it here for the completion of this article. We will apply Proposition
4.2 and Lemma 7.4 to prove the following theorem.
Theorem 7.5. If f is an automorphic function for Γ′ ⊆ SL2(R), then {f, τ} is a
weight 4 modular form for Γ′.
Proof. First we show that {f, τ} is holomorphic on H and also holomorphic at infin-
ity. From the assumption that f(τ) is a covering map, f(τ) is locally biholomorphic
at any point τ0 ∈ H with f ′(τ0) 6= 0. The definition of Schwarzian derivate
{f, τ} = 2
(
fττ
fτ
)
τ
−
(
fττ
fτ
)2
shows the analyticity of {f, τ} at τ0. Recall equation (4.1) and (4.3), the following
equation
{f, τ} = 4pi
2
k2
(1− q2
k
{f, q
k
}),
=
4pi2
k2
(1−
∞∑
m=0
Pm(B, c3, . . . , cm+3)q
m+2
k
),
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implies that {f, τ} is analytic at τ =∞. To show {f, τ} is a weight 4 modular form
for Γ′ we only need to show equation
(7.2) {f(γ(τ)), γ(τ)} = (cτ + d)4{f(τ), τ}
holds for every element γ =
(
a b
c d
)
∈ Γ′. On one hand, we know that f ◦ γ(τ)
and f(τ) are related by a linear transformation from Lemma 7.4, and Proposition
4.2 implies equation
{f(τ), τ} = {f(τ), γ(τ)}(γτ )2 + {γ(τ), τ} = {f(τ), γ(τ)}(γτ )2 + {τ, τ},
= {f(τ), γ(τ)} · (cτ + d)4,(7.3)
where {τ, τ} = 0 since τττ = (1)τ = 0. Therefore equation (7.2) holds, i.e., {f, τ}
is a weight 4 modular form for Γ′. 
Next we have the following conclusion as a corollary of Theorem 7.5.
Corollary 7.6. If f is an automorphic function for Γ′ ⊆ SL2(R). Then {f, τ} is
a weight 4 automorphic form for the normalizer of Γ′ in SL2(R).
Proof. Assume µ ∈ SL2(R) normalizes Γ′. By Lemma 7.4, there exists an matrix
η =
(
η1 η2
η3 η4
)
∈ SL2(C) such that f(τ) = η ◦ f(τ). Therefore we have the
following equalities
{f(µ(τ)), µ(τ)} = {η1f(τ) + η2
η3f(τ) + η4
, µ(τ)} = {f(τ), µ(τ)},
= (cτ + d)4{f, τ},
where µ =
(
a b
c d
)
∈ Aut(f), and the last equation comes from direct calcula-
tion. This shows that {f, τ} is a weight 4 modular form for the normalizer of Γ′ in
SL2(R). 
Lemma 7.7. Γ(1) normalizes Γ(N) in SL2(R). Consequently, Γ(N) is normal in
Γ(1).
Proof. The proof is elementary. 
8. Main Result and Examples
8.1. Main Result. In section 3.2, we mentioned the inversion series (3.8). Now
let us consider the situation that one of the singularities is a1 = 0, and the corre-
sponding parabolic generator fixes infinity. It is equivalent to say that a covering
map f : H→ CP1 \ {a1, . . . , an} has expansion
f = Aq
k
+Bq2
k
+ c3q
3
k
+
∞∑
m=4
cmq
m
k
in q
k
= exp{ 2pii
k
τ}, τ ∈ H, for some real constant k with A 6= 0. Let us denote
f = f
A
, f ∈ CP1 \ {a1, . . . , an}, for convenience, recall equation (4.23) in Theorem
4.5,
f = f/A = q
k
+Bq2
k
+ c3(A,B)q
3
k
+
∞∑
m=4
cm(A,B)q
m
k
,
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where B = B
A
, cm =
cm
A
for m ≥ 3. It is not hard to see that q
k
has the following
expansion
(8.1) q
k
(f) = f + B˜(B)f2 + c˜3(B, c3)f
3 +
∞∑
m=4
c˜m(B, c3, . . . , cm)f
m
in f , where B˜(B) = −B and c˜m(B, c3, . . . , cm) are polynomials in B, c3, . . . , cm
which has degree 1 in cm with constant coefficient. Let us restate the main result,
Theorem 1, and proof it here.
Theorem 8.1. Let f : H → CP1 \ {a1 = 0, a2, . . . , an} be a covering map with
expression
f = f(τ) = Aq
k
+Bq2
k
+ c3q
3
k
+
∞∑
m=4
cmq
m
k
.
Then the complete Ka¨hler-Einstein metric has asymptotic expansion
|ds| = 1|A||f | log |f |
∣∣∣∣∣1−
(
Bf − Re(Bf)
log |f |
)
+
∞∑
m=2
Rm(A,B, f ,
fsfm−s
logj |f | )
∣∣∣∣∣(8.2)
at the cusp 0, where f = f
A
for f ∈ CP1 \ {a1 = 0, a2, . . . , an}, B = BA , and
Rm(A,B, f ,
f
s
fm−s
logj |f | ) is a polynomial in A,B, f ,
f
s
fm−s
logj |f | , s, j = 0, 1, . . . ,m, with con-
stant coefficients for m ≥ 2.
Proof. For convenience, we will simply write q = q
k
in this proof. Recall the proof
of Theorem 3.11, we apply the substitution f = f
A
,
ds2 =
−4(
k
2pii log q(f) − k2pii log q(f)
)2 ∣∣∣∣d( k2pii
)
log q(f)
∣∣∣∣2 ,
=
|qf (f)|2
|q(f)|2 log2 |q(f)|
∣∣∣∣dfdf
∣∣∣∣ |df |2,
=
|qf (f)|2
A2|q(f)|2 log2 |q(f)| |df |
2.(8.3)
We calculate the expansion of each terms in equation (8.3) by (8.1),
q
f
(f)
q(f)
= (log |q(f)|)f = (log |f |+ log |1 + B˜f +
∞∑
m=2
c˜m+1f
m|)
f
,
=
1
f
+ B˜ +
∞∑
m=1
Q˜(11)m (B˜, c˜3, . . . , c˜m+2)f
m,(8.4)
where Q˜
(11)
m (B˜, c˜3, . . . , c˜m+2) is a polynomial in B˜, c˜3, . . . , c˜m+2 which has degree 1
in c˜m+2 with constant coefficients for m ≥ 1. Next we calculate the expansion of
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1
log |q(f)| in f and log |f |,
1
log |q(f)| =
1
log |f |
(
1 +
log |1 + B˜f +∑∞m=2 c˜m+1fm|
log |f |
)−1
,
=
1
log |f |
1− log |1 + B˜f +∑∞m=2 c˜m+1fm|
log |f | +
∞∑
l=2
(−1)l
(
log |1 + B˜f +∑∞m=2 c˜m+1fm|
log |f |
)l .
(8.5)
Let us use the expansion log(1 + x) = x − x22 + x
3
3 +
∑
n≥4(−1)n+1 x
n
n
and write
c˜1 = 1 and c˜2 = B˜ for convenience,
log |1 + B˜f +
∞∑
m=2
c˜m+1f
m| = 1
2
log |1 + B˜f + c˜3f2 +
∞∑
m=2
c˜m+1f
m|2,
=
1
2
log
1 + 2Re(B˜f) + ∞∑
m=2
 ∑
s+j=m,s,j≥0
c˜s+1c˜j+1f
sf j
 ,
=
1
2

2Re(B˜f) + ∞∑
m=2
 ∑
s+j=m,s,j≥0
c˜s+1c˜j+1f
sf j

+
∞∑
l=2
(−1)l+1 1
l
2Re(B˜f) + ∞∑
m=2
 ∑
s+j=m,s,j≥0
c˜s+1c˜j+1f
sf j
l
 ,
=
1
2
[
2Re(B˜f) +
∞∑
m=2
R(1)m (f
m, fm−1f , . . . , f fm−1, fm)
]
,
where R
(1)
m (fm, fm−1f , . . . , f fm−1, fm) is a polynomial in fm, fm−1f , . . . , f fm−1, fm
with coefficients in B˜, c˜3, . . . , c˜m+1. Therefore equation (8.5) has expansion
1
log |q(f)| =
1
log |f |
(
1− 1
2
1
log |f |
[
2Re(B˜f) +
∞∑
m=2
R(1)m (f
m, fm−1f , . . . , f fm−1, fm)
]
+
∞∑
l=2
(−1)l
2l logl |f |
[
2Re(B˜f) +
∞∑
m=2
R(1)m (f
m, fm−1f , . . . , f fm−1, fm)
]l ,
=
1
log |f |
[
1− Re(B˜f)
log |f | +
∞∑
m=2
R(2)m (
fsfm−s
logj |f | )
]
,
(8.6)
where R
(2)
m (
f
s
fm−s
logj |f | ) is a polynomial in
f
s
fm−s
logj |f | , s = 0, 1, . . . ,m and j = 1, . . . ,m,
which has coefficients in B˜, c˜3, . . . , c˜m+1 for m ≥ 2. Therefore equation (8.4) and
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(8.6) implies that the metric |ds| defined by equation (8.3) has expression
|ds| = 1|A||f | log |f |
∣∣∣∣∣1 + B˜f +
∞∑
m=1
Q˜(11)(B˜, c˜3, . . . , c˜m+2)f
m+1
∣∣∣∣∣ ·
[
1− Re(B˜f)
log |f | +
∞∑
m=2
R(2)m (
fsfm−s
logj |f | )
]
,
=
1
|A||f | log |f |
∣∣∣∣∣1 +
(
B˜f − Re(B˜f)
log |f |
)
+
∞∑
m=2
R˜m(f ,
fsfm−s
logj |f | )
∣∣∣∣∣ ,
(8.7)
where R˜m(f ,
f
s
fm−s
logj |f | ) is a polynomial in the variable set
f
s
fm−s
logj |f | , s, j = 0, 1, . . . ,m,
with coefficients in B˜, c˜2, . . . , c˜m+1 for m ≥ 2. Due to equation (8.1) and Theorem
4.5, each term B˜, c˜2, . . . , c˜m+1 can be solved as a polynomial in A,B, so the coef-
ficients in R˜m(f ,
f
s
fm−s
logj |f | ) are polynomials in A,B. Let us write R˜m(f ,
f
s
fm−s
logj |f | ) as
Rm(A,B, f ,
f
s
fm−s
logj |f | ), which denotes a polynomial in A,B, f ,
f
s
fm−s
logj |f | with constant
coefficients. Recall that B˜ = −B, we have conclusion that the metric |ds| is given
by the following expression
(8.8) |ds| = 1|A||f | log |f |
∣∣∣∣∣1−
(
Bf − Re(Bf)
log |f |
)
+
∞∑
m=2
Rm(A,B, f ,
fsfm−s
logj |f | )
∣∣∣∣∣ ,
and, consequently, |ds| is uniquely determined up to a choice of A,B. 
Now let us focus on the case that the deck transformation group is Γ(N), N =
2, 3, 4, 5.
Theorem 8.2. Let n(N) be the numbers that is defined by equation (1.3), and
let fN : H → CP1 \ {a1 = 0, a2, . . . , an(N)} be a universal covering with deck
transformation group Aut(fN ) = Γ(N), N = 2, 3, 4, 5, satisfying that fN vanishes
at infinity, i.e., fN (∞) = 0. Then fN can be given by the following expansion
(8.9) fN (τ) = AqN +Bq
2
N
+
∞∑
m=3
A · cm(B)qmN
in q
N
= exp{ 2pi
N
iτ}, τ ∈ H, where the constants A,B ∈ C are uniquely determined
by the set of values of the punctured points {a1 = 0, a2, . . . , an(N)}, and the term
cm(B) in the coefficient is a polynomial in B with constant coefficients for m ≥ 3.
Proof. By Proposition 4.3, the following identity
{fN , τ} = 4pi
2
N2
(1 − q2
N
{fN , qN })
holds. Corollary 7.6 and Lemma 7.7 imply that {fN , τ} is a weight 4 modular form
for Γ(1). Recall Theorem 7.2, there is a constant κ such that the following equation
(8.10) E4(τ) = κ{fN , τ} = κ4pi
2
N2
(1− q2
N
{fN , qN})
holds. Equation (7.1) and (4.3) imply the following identity
(8.11) 1 + 240
∞∑
m=1
σ3(m)q
m =
4pi2
N2
κ[1−
∞∑
m=0
Pm(B, c3, . . . , cm+3)q
m+2
N
].
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Matching the constant terms in equation (8.11),
1 =
4pi2
N2
κ implies κ =
N2
4pi2
.
Therefore we have the following identity
1 + 240
∞∑
m=1
σ3(m)q
m = 1− P0(B, c3)q2N −
∞∑
m=1
Pm(B, c3, . . . , cm+3)q
m+2
N
holds. Notice the identity qN
N
= q by their definitions, we match the coefficient
of qlN
N
in equation (8.11) with the coefficient of ql in equation (7.1), and let other
coefficients in equation (8.11) be 0. We get the following set of equations,
(8.12) Pm(B, c3, . . . , cm+3) =
{
240σ3(l), if m = lN − 2 for l = 1, 2, . . . ,
0, otherwise,
where m ≥ 0. Therefore c3 can be solved in terms of B when m = 0, and notice
that every coefficient Pm(B, c3, . . . , cm+3) is a polynomial of degree 1 in cm+3 with
constant coefficient. By induction, we can conclude that cm can be solved as a
polynomial in B. Equation (8.9) holds since cm = A · cm, m ≥ 3. 
Corollary 8.3. Under the same assumption in Theorem 8.2, the complete Ka¨hler-
Einstein metric has asymptotic expansion
(8.13) |ds| = 1|A||f | log |f |
∣∣∣∣∣1−
(
Bf − Re(Bf)
log |f |
)
+
∞∑
m=2
Rm(B, f ,
fsfm−s
logj |f | )
∣∣∣∣∣
at the cusp 0, where Rm(B, f ,
f
s
fm−s
logj |f | ) is a polynomial in B, f ,
f
s
fm−s
logj |f | , s, j = 0, 1, . . . ,m,
with constant coefficients for m ≥ 2.
Proof. It follows directly from Theorem 8.1 and 8.2. 
8.2. Examples. We will see some examples by applying the main theorems.
Example 8.4 (The covering space CP1 \ {a1 = 0, a2, . . . , a12} ∼= H/Γ(5)). In this
case, N = 5, q5
5
= q, so the coefficients of q2
5
, q3
5
, q4
5
are all 0. We have the following,
12(c3 −B2) = 0,
48(c4 − 2c3B+B3) = 0,
24(5c5 − 10c4B+ 17c3B2 − 6c23 − 6B4) = 0,
. . . ,
implies

c3 = B
2,
c4 = B
3,
c5 = B
4,
. . . .
Therefore the covering map f5 : H → CP1 \ {a1 = 0, a2, . . . , a12} with deck trans-
formation group Γ(5) can be given by the following expansion
(8.14) f5 =
f5(τ)
A
= q
5
+Bq2
5
+B2q3
5
+B3q4
5
+B4q5
5
+
∞∑
m=6
Pm(B)q
m
5
,
where the value of B is up to the collection of punctures {a1 = 0, a2, . . . , a12}.
Therefore the complete Ka¨hler-Einstein metric at the cusp a1 = 0 is given by the
following equation
|ds| = 1|A||f | log |f |
∣∣∣∣∣1−
(
Bf − Re(Bf)
log |f |
)
+
∞∑
m=2
Rm(B, f ,
fsfm−s
logj |f | )
∣∣∣∣∣ ,
where f = f5 =
f5
A
for convenience, f5 ∈ CP1 \ {a1 = 0, a2, . . . , a12}.
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The following example is the case of the triple punctured Riemann sphere, which
was mentioned in Example 1.1.
Example 8.5 (The covering space of H/Γ(2) ∼= CP1 \ {a1 = 0, a2, a3}). In this
example, N = 2, q2
2
= q, we have the following,
12(c3 −B2) = −240,
48(c4 − 2c3B+B3) = 0,
24(5c5 − 10c4B+ 17c3B2 − 6c23 − 6B4) = −2160,
. . . ,
implies

c3 = B
2 − 20,
c4 = B
3 − 40B,
c5 = B
4 − 60B2 + 462,
. . . .
Consequently, the covering map f2 : H → CP1 \ {a1 = 0, a2, a3} with deck trans-
formation group Γ(2) has expression
(8.15) f2 =
f2(τ)
A
= q
2
+Bq2
2
+ (B2 − 20)q3
2
+
∞∑
m=4
Pm(B)q
m
2
.
The metric equation (8.2) have the following expression
|ds| = 1|A||f | log |f |
∣∣∣∣∣1−
(
Bf − Re(Bf)
log |f |
)
+
∞∑
m=2
Rm(B, f ,
fsfm−s
logj |f | )
∣∣∣∣∣ ,
where f = f2 =
f2
A
, f2 ∈ CP1 \ {0, a2, a3}, for convenience, and B = BA is the only
free parameter which is uniquely determined by the two punctures a2 and a3.
Next example is a special case of the triple punctured Riemann sphere, which
was mentioned as Example 1.2 in section 1.
Example 8.6 (The quotient space H/Γ(2) ∼= CP1 \ {0, 1,∞}). When A = 16, B =
−128, equation (8.15) is the covering map given by the modular lambda function
(8.16) f2 = f2(τ) = λ(τ) = 16q2 − 128q22 + 704q32 − 3072q42 +O(q52 ),
where f2 = λ(τ) is the covering map of H → CP1 \ {0,∞, 1} with values at the
cusps as below
∞ 7→ 0, 0 7→ 1, 1 7→ ∞.
In this case, B = −12816 = −8, c3 = 70416 = 44 = (−8)2 − 20, the metric is given by
the following
|ds| = 1|16||f | log |f |
∣∣∣∣1 + 8(f − Re flog |f |
)
−
[
(2 · 44 + 5 · 64)f2 − 64 f Re f
log |f | + (44 +
5
2
· 64)Re(f
2)
log |f | + 64
(Re f)2
log2 |f |
]
+O(f3)
∣∣∣∣ ,
=
1
|f | log |f/16|
∣∣∣∣1 + 12
(
f − Re f
log |f/16|
)
−
[
51
32
f2 − 1
4
f Re f
log |f/16| +
51
64
Re(f2)
log |f/16| +
1
4
(Re f)2
log2 |f/16|
]
+O(f3)
∣∣∣∣ ,
where f = f2 and f = f2 =
f2
16 , f = f2 ∈ CP1 \ {0, 1,∞}.
Example 8.7 (The punctured Riemann sphere CP1 \ {a1, a2, a3} for arbitrary
a1, a2, a3). Assume a1, a2 and a3 are three different points on CP
1, the Mo¨bius
transformation
λ 7→ a1(a2 − a3)− a3(a2 − a1)λ
(a2 − a3)− (a2 − a1)λ = λ˜
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maps {0, 1,∞} to {a2, a3, a1} respectively. Direct calculation indicates the following
conclusion.
Corollary 8.8. A covering map f : H→ CP1 \ {a1, a2, a3} for any three different
points a1, a2, a3 can be uniquely determined by the following equation
(8.17) f(τ) =
a1(a2 − a3)− a3(a2 − a1)λ(τ)
(a2 − a3)− (a2 − a1)λ(τ) .
Furthermore, f(τ) = λ˜(τ) can be given by the following expansion,
f(τ) = a1+16
(a1 − a3)(a2 − a1)
a2 − a3 q2+128(a1−a3)
[
2
(a2 − a1)2
(a2 − a3)2 −
a2 − a1
a2 − a3
]
q2
2
+O(q3
2
).
Therefore the metric expansion at a1 can be given by the following corollary.
Corollary 8.9. The complete Ka¨hler-Einstein metric on CP1 \ {a1, a2, a3} at cusp
a1 has the following asymptotic expansion
|ds| = |a2 − a3|
16|a1 − a3||a2 − a1|
1
f log |f|
{
1− 8
[
(2
a2 − a1
a2 − a3 − 1)f−
Re((2a2−a1
a2−a3 − 1)f)
log |f|
]
+O(f2)
}
in f = (a2−a3)16(a1−a3)(a2−a1) (f − a1), f ∈ CP
1 \ {a1, a2, a3}.
Proof. Direct calculation gives the value of coefficients A,B,
A = 16
(a1 − a3)(a2 − a1)
a2 − a3 , B = 128(a1 − a3)
[
2
(a2 − a1)2
(a2 − a3)2 −
a2 − a1
a2 − a3
]
.
It implies the following value
B =
B
A
= 8
(
2
a2 − a1
a2 − a3 − 1
)
.
Then the result follows directly from Corollary 8.3. 
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