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Abstract
One of the techniques for solving systems of non-linear equations
F1 (x1 , . . . , xn ) = 0, . . . , Fn (x1 , . . . , xn ) = 0 (F⃗ (⃗x) = ⃗0) is a homotopy method, when we start with a solution of a simpliﬁed (and thus
easier-to-solve) approximate system Gi (x1 , . . . , xn ) = 0, and then gradually adjust this solution by solving intermediate systems of equation
⃗ x) =
Hi (x1 , . . . , xn ) = 0 for an appropriate “transition” function H(⃗
⃗ x)). The success of this method depends on the selecf⃗(λ, F⃗ (⃗x), G(⃗
tion of the appropriate combination function f⃗(λ, ⃗u1 , ⃗u2 ). The most
commonly used combination function is the convex homotopy function
f⃗(λ, ⃗u1 , ⃗u2 ) = λ·⃗u1 +(1−λ)·⃗u2 . In this paper, we provide a theoretical
justiﬁcation for this combination function.

1

Formulation of the Problem

Need to solve systems of equations. In many practical situations, it is
diﬃcult (or even impossible) to directly measure the values of the desired
physical quantities x1 , . . . , xn . For example, it is diﬃcult to directly measure
the distance to a faraway star or the temperature inside this star. To measure these quantities, we measure easier-to-measure quantities y1 , . . . , ym
which are related to the desired quantities x1 , . . . , xn by known dependencies yi = di (x1 , . . . , xn ). For example, to measure the distance to a star, we
measure the angles in the direction to this star at two diﬀerent moments of
1

time, when the Earth is at diﬀerent parts of its solar orbit. To ﬁnd the desired values xi , we then need to solve the corresponding system of equations
def
Fi (x1 , . . . , xn ) = 0, where we denoted Fi (x1 , . . . , xn ) = di (x1 , . . . , xn ) − yi .
To ﬁnd the values of n unknowns x1 , . . . , xn , in general, we need n
equations. The corresponding system of n equations Fi (x1 , . . . , xn ) = 0,
1 ≤ i ≤ n, can be also described in the vector form, as F⃗ (⃗x) = ⃗0.
Homotopy method for solving systems of equations: a brief reminder. The dependencies di (x1 , . . . , xn ) are often non-linear; as a result,
the corresponding system of nonlinear equations is diﬃcult to solve.
One of the methods of solving systems of nonlinear equations is the
homotopy method; see, e.g., [1, 2, 3, 5]. The main idea behind this method
is that it is usually easier to solve a system of equations if we know a good
approximation to the solution; in this case, we can, e.g., linearlize the system,
and solve the resulting linear system. One way to get a good approximation
is to take a solution to the approximate system.
⃗ x) = ⃗0,
As a result, we start with a simplified easier-to-solve system G(⃗
⃗
⃗
⃗
⃗ x))
and then form a continuous family of functions H(λ, ⃗x) = f (λ, A(⃗x), B(⃗
with a parameter λ ∈ [0, 1] that starts, for λ = 0, at the simpliﬁed system
⃗
⃗ x) = ⃗0 and ends up, for λ = 1, at the desired system H(1,
⃗
H(0,
⃗x) = G(⃗
⃗x) =
⃗
⃗
F (⃗x) = 0.
Let us select a sequence of real numbers λ0 = 0 < λ1 < . . . < λk = 1 for
which all the diﬀerences λi −λi−1 are small. Since the diﬀerences λi −λi−1 are
small, we have λi ≈ λi−1 for all i. Thus, the system corresponding to λi−1
is a close approximation to the system corresponding to λi – and therefore,
the solution of the system corresponding to λi−1 is a good approximation to
the solution of the system corresponding to λi .
This idea leads to the following algorithm.
• We start by ﬁnding a solution to the easy-to-solve simpliﬁed system
corresponding to λ0 = 0.
• Then, for each i, we use the solution corresponding to λi−1 (which,
as we have mentioned, is a good approximation to the system corresponding to λi ) to solve the system corresponding to λi .
Once we get to the value i = k, we thus have a solution ⃗x to the desired
⃗ k , ⃗x) = H(1,
⃗
system H(λ
⃗x) = F⃗ (⃗x) = ⃗0
Convex homotopy. The success of the homotopy method in solving systems of equations depends on the proper selection of a combination function
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f⃗(λ, ⃗u1 , ⃗u2 ). The most widely used combination function is the function
f⃗(λ, ⃗u1 , ⃗u2 ) = λ · ⃗u1 + (1 − λ) · ⃗u2

(1)

known as the convex homotopy function.
Problem. In many cases, the convex homotopy function leads to a successful solution of the corresponding system of nonlinear equations. However,
there seems to be no convincing theoretical explanation for this empirical
success – and thus, it is not clear whether the convex homotopy function
is indeed the best combination function or there may be other combination
functions which are even better.
What we do in this paper. In this paper, we provide a possible theoretical
justiﬁcation for the empirical success of the convex homotopy function.
Comment. A similar justiﬁcation for a homotopy method for solving optimization problems is described in [4].

2

Analysis of the Problem

We need a family of homotopy functions. As we can see from the
description of the homotopy method, the exact parametrization of diﬀerent
functions f⃗(λ, ⃗u1 , ⃗u2 ) is not that important; what is important is that we
def
have a family of functions ⃗h(⃗u1 , ⃗u2 ) = f⃗(λ, ⃗u1 , ⃗u2 ) corresponding to diﬀerent
values of the parameter λ.
Reasonable properties of functions from the homotopy family must
satisfy. What properties should these functions ⃗h(⃗u1 , ⃗u2 ) satisfy?
First, in the case when the mapping F⃗ (⃗x) corresponding to the original
⃗ x) = F⃗ (⃗x) for all ⃗x, then it
system of equations is already simple, i.e., if G(⃗
is reasonable to require that the above procedure do not force us to perform
any unnecessary job of solving any other system of equations. In other
words, for each of the homotopy functions ⃗h(⃗u1 , ⃗u2 ), the resulting objective
⃗ x) = ⃗h(F⃗ (⃗x), G(⃗
⃗ x)) = ⃗h(F⃗ (⃗x), F⃗ (⃗x)) should coincide with F⃗ (⃗x):
function H(⃗
⃗h(F⃗ (⃗x), F⃗ (⃗x)) = F⃗ (⃗x)).
This property should be satisﬁed for all possible values of F⃗ (⃗x). Thus,
we must have ⃗h(⃗u, ⃗u) = ⃗u for all vectors ⃗u.
Another reasonable property is continuity: if we change the original
⃗ x) = ⃗0 a little bit, this
system F⃗ (⃗x) = ⃗0 and/or the simpliﬁed system G(⃗
⃗ x) = ⃗0. In other words,
should lead to a small change in the new system H(⃗
the combination function ⃗h(⃗u1 , ⃗u2 ) should be continuous.
3

Finally, in many physical situations, while the vector F⃗ has a direct physical sense, the numerical values F1 , . . . depend on what coordinate system we
choose. The simplest are linear coordinate transformations F⃗ → T⃗ (F⃗ ). It
is reasonable to require that the homotopy function does not change under
such transformation.
In other words, if we apply the homotopy function ⃗h(⃗u1 , ⃗u2 ) to the two
systems of equations described in the new coordinates, i.e., to the systems
⃗ x)) = ⃗0, then we should get the same system as when
T⃗ (F⃗ (⃗x)) = ⃗0 and T⃗ (G(⃗
we apply this same homotopy function to the original systems F⃗ (⃗x) = ⃗0
⃗ x) = ⃗0 – except that it is now described in new coordinates as well.
and G(⃗
⃗ x) = ⃗h(F⃗ (⃗x), G(⃗
⃗ x)), then we should have T⃗ (H(⃗
⃗ x)) =
In precise terms, if H(⃗
⃗h(T⃗ (F⃗ (⃗x)), T⃗ (G(⃗
⃗ x))).
This property must be true for all possible values of ⃗u1 = F⃗ (⃗x) and
⃗ x), and for all possible linear transformations. Thus, we conclude
⃗u2 = G(⃗
that for all ⃗u1 , ⃗u2 , and T⃗ , if ⃗u = ⃗h(⃗u1 , ⃗u2 ), then T⃗ (⃗u) = ⃗h(T⃗ (⃗u1 ), T⃗ (⃗u2 )).
Now, we are ready to formulate our main result.

3

Definitions and the Main Result

Definition. Let us call a continuous function ⃗h(⃗u1 , ⃗u2 ) of two vector variables a reasonable homotopy function if it is satisfies the following two properties:
• ⃗h(⃗u, ⃗u) = ⃗u for all vectors ⃗u;
• for each pair of vectors ⃗u1 , ⃗u2 , and for each linear transformation T⃗ ,
if ⃗u = ⃗g (⃗u1 , ⃗u2 ), then T⃗ (⃗u) = ⃗g (T⃗ (⃗u1 ), T⃗ (⃗u2 )).
Comment. One can easily check that for every real number λ, the function
⃗h(⃗u1 , ⃗u2 ) = λ · ⃗u1 + (1 − λ) · ⃗u2 is a reasonable homotopy function (in the
sense of the above Deﬁnition). It turns out that these are the only reasonable
homotopy functions.
Proposition. Every reasonable homotopy function has the form
⃗h(⃗u1 , ⃗u2 ) = λ · ⃗u1 + (1 − λ) · ⃗u2

(2)

for some real number λ.
Discussion. This result provides the desired theoretical justiﬁcation for
the convex homotopy function.

4

Comment. We are analyzing generic homotopy functions, i.e., homotopy
functions which can be applied to all possible systems of non-linear equations. For specific systems of equations, diﬀerent homotopy functions –
which take the speciﬁc character of the corresponding systems into account
– are sometimes better than the convex one; see, e.g., [2, 3].

4

Proof

1◦ . Let us take two unit vectors ⃗e1 = (1, 0, . . . , 0) and ⃗e2 = (0, 1, 0, . . . , 0),
def
and let us denote w
⃗ = ⃗g (⃗e1 , ⃗e2 ). Let us prove that for the vector w
⃗ =
(w1 , w2 , w3 , . . . , wn ), only the ﬁrst two components w1 and w2 may be different from 0, the rest are zeros.
Indeed, the invariance property implies that for any linear transformation T⃗ , we have
T⃗ (w)
⃗ = ⃗g (T⃗ (⃗e1 ), T⃗ (⃗e2 )).
(3)
def

def

In particular, this is true for the following linear transformation
def
T⃗ (x1 , x2 , x3 , . . . , xn ) = (x1 , x2 , −x3 , . . . , −xn ).

By deﬁnition of this transformation T⃗ , we have T⃗ (⃗e1 ) = ⃗e1 and T⃗ (⃗e2 ) = ⃗e2 .
Thus, formula (3) implies that T⃗ (w)
⃗ = ⃗g (⃗e1 , ⃗e2 ). By deﬁnition of w,
⃗ this
means that T⃗ (w)
⃗ = w,
⃗ i.e., that
(w1 , w2 , w3 , . . . , wn ) = (w1 , w2 , −w3 , . . . , −wn ).
So, for every i ≥ 3, we have wi = −wi and therefore, wi = 0.
2◦ . We have just proved that ⃗h(⃗e1 , ⃗e2 ) = (w1 , w2 , 0, . . . , 0). In vector form,
this formula can be represented as
⃗h(⃗e1 , ⃗e2 ) = w1 · ⃗e1 + w2 · ⃗e2 .

(4)

3◦ . Let us now prove that if ⃗u1 ̸∥ ⃗u2 , then
⃗h(⃗u1 , ⃗u2 ) = w1 · ⃗u1 + w2 · ⃗u2 .

(5)

Indeed, from the formula (4), we conclude that for any linear transformation T⃗ , we get ⃗h(T⃗ (⃗e1 ), T⃗ (⃗e2 )) = T⃗ (w1 ·⃗e1 +w2 ·⃗e2 ). Since the transformation
T⃗ is linear, this implies that
⃗h(T⃗ (⃗e1 ), T⃗ (⃗e2 )) = w1 · T⃗ (⃗e1 ) + w2 · T⃗ (⃗e2 ).
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(6)

Since ⃗u1 ̸∥ ⃗u2 , we can extend ⃗u1 , ⃗u2 to a basis ⃗u1 , ⃗u2 , ⃗u3 , . . . , ⃗un . We
can then form the following linear transformation:
T (x1 , x2 , . . . , xn ) = x1 · ⃗u1 + x2 · ⃗u2 + . . . + xn · ⃗un .
For this transformation T⃗ , we have T⃗ (⃗e1 ) = ⃗u1 and T⃗ (⃗e2 ) = ⃗u2 . Thus, the
formula (6) takes the desired form (5).
4◦ . Let us prove that the same formula (4) also holds when ⃗u1 ∥ ⃗u2 .
Indeed, let us take any vector ⃗e ̸∥ ⃗u1 . Then for every ε > 0, we have
def
′
⃗u2 = (⃗u2 +ε·⃗e) ̸∥ ⃗u1 . So, due to Part 3 of our proof, we have ⃗h(⃗u1 , ⃗u2 +ε·⃗e) =
w1 ⃗u1 + w2 · (⃗u2 + ε · ⃗e). Due to continuity, when ε → 0, we get the desired
formula ⃗h(⃗u1 , ⃗u2 ) = w1 · ⃗u1 + w2 · ⃗u2 .
5◦ . From Parts 3 and 4, we conclude that the formula (4) holds for all pairs
of vectors ⃗u1 and ⃗u2 .
In particular, when ⃗u1 = ⃗u2 = ⃗u, we get ⃗h(⃗u, ⃗u) = w1 · ⃗u + w2 · ⃗u =
(w1 + w2 ) · ⃗u. By deﬁnition of a reasonable homotopy function, we must
have ⃗h(⃗u, ⃗u) = ⃗u. Thus, (w1 + w2 ) · ⃗u = ⃗u for all ⃗u, i.e., w1 + w2 = 1. Thus,
w2 = 1 − w1 .
def
So, if we denote λ = w1 , we get w1 = 1 − λ. For these values wi , the
formula (4) becomes the desired formula (2). The proposition is proven.
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