We present second-order molecular cluster perturbation theory (MCPT(2)), a methodology to calculate arbitrarily large systems with explicit calculation of individual wavefunctions in a coupled-cluster framework. This new MCPT(2) framework uses coupled-cluster perturbation theory and an expansion in terms of molecular dimer interactions to obtain molecular wavefunctions that are infinite-order in both the electronic fluctuation operator and all possible dimer (and products of dimers) interactions. The MCPT(2) framework has been implemented in the new SIA/ACES parallel architecture, making use of the advanced dynamic memory control and fine grained parallelism to perform very large explicit molecular cluster calculations. To illustrate the power of this method, we have computed energy shifts and lattice site dipole moments via explicit calculation of the bulk system for the polar and non-polar configurations of solid hydrogen fluoride. The explicit lattice size without periodic boundary conditions was expanded up to 1,000 HF molecules, with 32,000 basis functions and 10,000 electrons. Our obtained HF lattice site dipole moments of 2.51 and 2.49 Debye (for the polar and non-polar configurations, respectively) are in good agreement with the existing literature values of 2.51 and 2.47.
I. INTRODUCTION
There are at least two fundamental challenges in modern quantum chemistry: the efficient calculation of both dynamic and static correlation simultaneously, and the calculation of successively larger systems. Diverse classes of methods exist [1] [2] [3] [4] [5] [6] [7] [8] [9] to describe large systems within a quantum mechanical framework by subdivision into smaller fragments. For an overarching summary of modern fragmentation methods, we refer to the review article of Gordon et al. 10 In general, when presented with a large number of degrees of freedom, one has the choice to represent them implicitly or explicitly. Examples of implicit representation include employing periodic boundary conditions or approximating the surrounding system as a bath with a continuum representation. Explicit representations of high numbers of degrees of freedom typically require sub-partitioning of the system in some manner to reduce the computational cost. Our goal in this work is to create an explicit method of handling large systems with a rigorously defined perturbation expansion.
The choice to focus on an explicit model comes from several serious limitations of implicit models. It is wellknown that existing implicit solvation models predict wildly different structures for the solute/solvent boundary despite producing similar solvation free energies.
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Moreover, the parameterizations of existing implicit solvent models have shown a non-uniqueness to parameters, especially cavitation radii, which undermines the physical generality of the methods. A fundamental limit on implicit representations of variables is that they are unable to handle heterogeneity. An obvious example for which this poses a problem is a solution of fifty percent a) Electronic mail: byrdja@chem.ufl.edu ethanol and fifty percent water. However, even within "one" solvent molecule, differing electrical moments may exist. For example, consider a single solvent molecule composed of a carboxylic acid and a hydrocarbon chain. This moiety is, in fact, one of the most important imaginable, as membranes of all cells and some of their organelles are composed of such molecules. Such a solvent molecule will have drastically different interactions with a solute (and within itself) because of the different electrical moments. The same issues exist in discussing periodic boundary conditions; they lack the ability to model defects or impurities easily.
We present a new infinite-order pairwise-based embedding framework, which we refer to as molecular cluster perturbation theory (MCPT), as a means to calculate large systems efficiently. The MCPT method combines the coupled-cluster perturbation theory 12 (CCPT) choice in zeroth-order Hamiltonian (denoted H 0 ) with the symmetry-adapted perturbation theory 13, 14 (SAPT) approach of products of monomer wavefunctions, but expanded upon in three key ways. Through an appropriate choice of H 0 , all intermolecular interactions are iterated over so that the final monomer wavefunction contains all possible pairwise interactions (and products of pairwise interactions) to infinite-order. We neglect the global antisymmetrization of the total system's wavefunction by approximating the total wavefunction as a product state of individual monomer wavefunctions. By focusing on the total system's perturbations to an individual monomer's wavefunction, shifts of not just energies but of any other quantum mechanical observable become available. The neglect of anti-symmetrization is as old as the field, but more recently the principles behind the Fragment Molecular Orbital (FMO) 4 method take advantage of this approximation to great success. As will be demonstrated, this emphasis on monomer wavefunction shifts allows us to focus on the change in energy directly, in response to an external field, rather than to treat it as a global, absolute property.
The success of coupled-cluster theory 15 as a rapidly converging description of dynamic correlation makes it a natural candidate for molecular cluster interactions. This consistent behavior is the driving force behind many embedding methods. 1, 8, 16, 17 Such molecular clusters are dominated by weaker intermolecular forces, and are therefore the most amenable to a MCPT expansion. By expanding the perturbation series in terms of both the intramolecule (monomer) and intermolecular (dimer) electron fluctuation operators, a formally consistent perturbation theory can be obtained that has significant advantages, as demonstrated by the success of SAPT. Choosing the particle excitation rank 12, 18 H 0 , the single and double excitation cluster (monomer and dimer) operators completely decouple at first-order while remaining infinite order.
Secondly, expanding in terms of pairwise interactions reduces the extremely high computational cost of O(N 6 n 6 ) (n is the system size of an individual monomer while N is the total number of monomers) inherent to the standard coupled-cluster theory with all singles and doubles 19 (CCSD) to O(N 2 n 6 ). Further physical arguments based on intermolecular forces allow the introduction of a cutoff radius (past which all pair interactions are neglected), that bring the computational scaling down even further. Due to the greatly improved computational scaling, the MCPT framework allows for the calculation of large systems cheaply and explicitly without any continuum representation or periodic boundary conditions. In this work, we report the study of 1,000 hydrogen fluoride molecules in two different crystal polymorphs; this is one of the largest explicit quantum calculations on record, and done on merely ∼ 256 processors in less than half a day. Finally, the explicit monomer wavefunction nature of the MCPT formalism allows the further computation of monomer-only properties while retaining the information of the surrounding system. This manuscript is organized as follows: In Sec. II A a brief overview of coupled-cluster perturbation theory and the particle rank partitioning ofĤ 0 is presented. This is followed by Sec. II B where the derivation and use of the effective molecular cluster Hamiltonians in the CCPT framework is summarized. Working MCPT (2) spin-adapted equations, with other supporting equations, are given in Sec. II C. After a brief summary of the electronic structure calculations in Sec. III, we investigate the quality of MCPT(2) energies in Sec. IV A by computing dimer energyes for H 2 O and HF along a potential energy curve. In Sec. IV B we present our large scale calculations on the 10 × 10 × 10 square HF crystal. Sec. V contains our concluding remarks.
II. MOLECULAR CLUSTER PERTURBATION THEORY
If we consider N interacting monomers, where the monomers retain their identity to a large degree in the presence of the interaction, we can always write the wavefunction of the system in terms of a completely antisymmetrized product wavefunction,
where the properly anti-symmetric monomer wavefunction |φ X is defined aŝ
and the system anti-symmetrizerÂ can be written in terms of the permutation operatorP ,Â = 1 +P . The operatorP acting on an electronic wavefunction interchanges electrons between monomers in all possible ways resulting in a completely anti-symmetric wavefunction.
Neglecting the global anti-symmetrizer in Eq. 1 leads to the polarization expansion, whereas the term includingP leads to the exchange expansion. Traditionally, SAPT computes the wavefunction and energy components perturbatively from these two expansions separately in terms of polarization, induction, dispersion, exchange, and "mixed" terms (see Rybak et al. 13 for details). We will return to this energy decomposition in more detail below.
A. Second-order coupled cluster perturbation theory and choice ofĤ 0
The Schrödinger equation for a generic system can be written in terms of the coupled-cluster (CC) expansion as,Ĥ
where the cluster operator,T , acting on the reference |φ 0 creates n-fold excited determinants. The Hamiltonian, H, is given in normal-ordered second-quantized form aŝ
where f is the usual one particle Fock matrix,v are antisymmetric two-electron integrals and {} N denotes normal ordering of the included operators. As always, the Hamiltonian can be partitioned as a sum of operatorsĤ 0 andV , whereĤ
is treated as a perturbation. Writing Eq. 3 and the partitioned Hamiltonian from Eq. 6 we have
From here it is possible to obtain the cluster amplitudes and final energy through projection against the appropriate excitation space. Performing the usual similarity transformation,
the energy is obtained by projection with the reference space
while the cluster amplitudes are defined by projecting with the excited manifold |φ g φ g | giving
where φ g | indicates a g-fold excited determinant. It is customary to chooseĤ 0 to be the one-particle Fock operatorF , commonly referred to as the Møller-Plesset partitioning. This leads to the standard MPn equations.
20
However, other choices are possible, and in this work we will use the particle rank partitioning,
used in our previous work 12, 21 where [0] denotes only particle excitation rank conserving contributions. From this definition ofĤ 0 , the perturbation
will contain all terms that do not preserve particle excitation rank (see Fig. 1 for the diagrammatic forms of thê
The cluster operatorT can be expanded in the perturbationV , leading to the usual CCPT equations for the first-order amplitudes and second-order energy:
At second-order in the energy (Eq. 15), the singles and doubles amplitude equations from Eq. 14 are linear in the cluster operatorT and completely decoupled from each other (as contrasted with the standard CCSD the-
FIG. 1. Diagrammatic form of the one-F
[n] and two-particlê W
[n] operators with particle excitation rank number n listed.
Also shown are the monomert
X and dimerT
ory, which introduces significant coupling between the singles and doubles cluster amplitudes). If we use canonical Hartree-Fock orbitals in our reference wavefunction |φ 0 , with the choice ofĤ 0 defined above, the first-order amplitudes and second-order energy are equivalent to LCCD (linear coupled-cluster theory). However, as will be illustrated below, for non-Hartree-Fock orbitals this LCCD amplitude and energy equivalence to CCPT(2) is no longer valid. When applied brute-force to chemical systems, CCPT (2) is faster than the traditional CCSD due to the removed CPU and I/O cost of computing and storing the quadratic product terms. It is a Hermitian theory, which is theoretically more straight forward in the determination of properties. Its Hermitian nature also allows for the calculation of properties (including analytic gradients) twice as quickly as compared to standard coupled-cluster theory, as computation of the Lambda equations is avoided. It is more accurate in describing geometries, and perhaps energies.
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B. Effective molecular cluster Hamiltonians
The electronic Hamiltonian for the total system, neglecting exchange, can be writen in the direct product space defined by
with |φ X the Hartree-Fock solution to Eq. 2 without approximation as the sum of individual monomer and dimer Hamiltonians,
where N is the total number of monomers. We begin by defining the following monomer specific index domains
where a, b, . . . refer to virtual orbitals and i, j, . . . refer to occupied orbitals while p, q, . . . can range over both virtual or occupied. The monomer Hamiltonian,Ĥ X , is then given in second-quantized form bŷ
while the dimerĤ XY Hamiltonian is given bŷ
Here the monomer and dimer one-(F X ) and two-(Ŵ X andŴ XY ) particle operators are defined appropriately. The one-particle operator wc X = w a iâ †î is defined 13 as
where
which includes the effect of all system nuclei on the wavefunction of X and
are standard two electron integrals. This exact separation of the Hamiltonian into only monomer and dimer spaces arises from the precisely block diagonal nature of the product wavefunction in Eq. 16, due to approximating the global anti-symmetrizer asÂ ≃ 1, the details of which are well documented. 13, 14 Using the approximation of Eq. 16 to define our Hartree-Fock vaccuum we can begin to develop our MCPT embedding method.
The monomer and dimer Hamiltonians can be partitioned in terms of reference and perturbation HamiltoniansĤ
where we again use the particle excitation rank partitioning given byĤ
The system coupled-cluster amplitudes can be expressed asT
where the cluster operator for monomer X,
contains the singles and doubles operators defined aŝ
andT
respectively while the cluster operator for the XY dimer only has a doubles contribution given bŷ
Throughout this work the lower case "t" is reserved for singles amplitudes, with upper case "T " and script "T " are reserved for monomer and dimer doubles amplitudes respectively. Using Eq. 33, 34, and 37 it is possible to transform the system Hamiltonian (Eq. 17) into an effective monomer and dimer Hamiltonian as
andH
where the braces {} X and {} XY denote that only terms operating in the monomer H(X) and dimer H(X)⊗H(Y ) Hilbert spaces remain. Expanding the Baker-CampbellHausdorff (BCH) commutator in Eq. 38 in the same manner as Eqs. 14 and 15 giveŝ
withṼ
Similarly, the dimer effective Hamiltonian in Eq. 39 can be expanded to givê
These effective Hamiltonians have the property that the monomer and dimer Hamiltonians are at this point only members of that specific Hilbert space:H X ∈ H(X) and H XY ∈ {H(X) ⊗ H(Y ) = H(XY )}. Contributions from Y in theH X effective Hamiltonian are completely internally contracted away at this point. By transforming to these effective Hamiltonians, we have introduced monomer and dimer effects from monomer Y into the monomer X Hamiltonian by including the electrostatic, induction and dispersion-like terms
There are also the corresponding monomer corrections into the dimer potential via
These points will be further explored in the below sections. The monomer and dimer polarization components of the Schrödinger equation for the system can now be written, respectively, as
and
These polarization energies are analogous to the SAPT E (20) pol energies with the use of infinite-order amplitudes instead of bare integrals, hence the denotation (2n). The corresponding amplitude equations can be obtained straightforwardly from Eqs. 45 and 46 giving
The inclusion of the induction/dispersion interaction of all other monomers, Y , in the amplitude equation of monomer X through Eq. 41 has several important implications. Firstly, at zeroth-order each monomer wavefunction includes the inductive field of the surrounding system. Secondly, while interactions are limited to pairwise terms only, each monomer feeds back into the inductive field of the system iteratively. This means that each monomer includes not just all pairwise interactions but all products of pairwise interactions to infinite-order. To graphically illustrate this point, Fig. 6c contains an illustration of the pairwise communication topology. Here monomers A, B and C and monomers in the D ′ and E ′ grouping have all combinations of pairwise interactions at zeroth-order. On the second step of the iterative solution monomer A will now contain information from the entire D ′ and E ′ grouping as well as the BC interaction. Continuing this process iteratively it is evident that, for example, monomer A will contain the information of all possible pairwise interactions. An approximation of immediate concern is the use of a cutoff radius (R cut ) when deciding what explicit dimer interactions to include in equations 47 and 48. The introduction of such a cut off greatly reduces the computational cost of the amplitude equations, while introducing what would be a small error due to the infinite-order nature of the pairwise contribution.
C. Working spin-adapted MCPT(2) equations and program flow
Standard second quantization techniques can be used to obtain the cluster and pairwise additive amplitudes as well as the associated monomer and 2-body polarization energy equations. For the sake of brevity, we forgo a detailed derivation and simply present the final spinadapted equations using the spin-restricted Hartree-Fock reference as implemented in our program. With the clus- for the singles energy with the doubles energy is defined as
while the dimer energy is
Using
while the monomer and dimer doubles amplitudes are defined as
respectively. For clarity, the summation over the c, k indices is explicitly written in Eqs. 52 and 53. The energy tensor used above is defined as
where ǫ p is the p'th Hartree-Fock orbital energy, the energy denominator is then
The energy equations 49-51, and amplitude equations 52-54 define the second-order MCPT embedding method. With all the pertinent equations derived we are able now to summarize the overall algorithm. Note that in the following X and Y remain dummy indices over monomers, N is the number of monomers and R cut is the distance cutoff value.
1. For each monomer in the system a Hartree-Fock calculation is performed in the monomer centered basis set neglecting all environment contributions. The resulting monomer specific molecular orbitals (MO) are stored.
2. The two-electron integrals are computed and transformed into the monomer, and dimer centric MO basis. If a cutoff radius is to be used, only dimers that satisfy the distance criteria are included.
3. The one-electron wc operator is formed. As an additional note, in the computation of first-order properties it is convenient to work with the one-particle density matrix (1DM). This monomer 1DM is defined in the AO basis as
where C µj are the monomer Hartree-Fock coefficients, ρ pq is the response density computed from the monomer cluster amplitudesT X and the indices p, q range over both occupied and virtual orbitals. The contribution from exchange between monomers X and Y can be obtained at the Hartree-Fock level by examining
where O is the one-particle property operator, and we define then the Hartree-Fock exchange density as
for all µ, µ
is the overlap matrix between monomers. 13 A first-order property can be evaluated through the expectation value of the wavefunction as Ô = T r(Oρ) + T r(Oρ), (60) where the first term is the monomer only value and the second is the non-local dimer contribution.
D. Post hoc introduction of exchange and the interaction energy
The MCPT(2) method computes the perturbed wavefunction and subsequent energy shift of every monomer in the system of interest due to the polarization interaction with all other monomers in the system. This was formulated using the product wavefunction Eq. 16 with the approximation that the global wavefunction is not anti-symmetrized. As has been done many times in the past when using the polarization expansion, it is possible to add post hoc the effects of electron exchange between monomers to compute interaction energies. Following the usual exchange expansion, we define the total interaction energy as
with the partitioned energy contributions defined as follows. The first-order polarization E (10) pol and exchange E (10) exch energies are standard quantities, for the precise definition we refer to Rybak et al. 13 The next order ǫ
polarization energy is defined in terms of cluster amplitudes as
This ǫ
pol polarization energy can be interpreted as the first iteration contribution to the energy from third-order CCPT. Finally, we combine the various higher-order exchange energies 22 into the variable (2) MCPT (2) for later convenience.
III. ELECTRONIC STRUCTURE CALCULATIONS
All electronic structure calculations were performed on the University of Florida HiPerGator high performance cluster. The MCPT(2) results were obtained using the new Super Instruction Architecture 23 (SIA)/aces 24 program while comparative coupled-cluster and SAPT calculations used the ACES III 25 and PSI4 26,27 ab initio quantum chemistry packages, respectively.
The current implementation of MCPT does not include the ability to freeze the core electrons of the monomers. To guarantee a balanced treatment of the electronic correlation, we use the core-valence version of the Dunning correlation consistent basis sets 28 (cc-pCVnZ) on all heavy atoms with the corresponding standard basis
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(cc-pVnZ) on hydrogen. To aid in the basis set convergence of computed energies and dipole moments, 30 diffuse functions 31 (aug-) were added to each atom's basis set. As the SAPT implementation in PSI4 relies on density fitting, we make use of the Weigend Hartree-Fock 32 and resolution-of-the-identity 33 fitting basis sets as necessary. As the MCPT method is monomer centric, calculations are necessarily performed in a monomer centered basis set (MCBS). Historically, dimer centered basis sets (DCBS) have been used in the SAPT community since it is well-known that in a MCBS dispersion and induction converge more slowly with respect to the number of basis functions as compared to corresponding DCBS.
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Additionally MCBS exchange is ill-defined in the secondquantized approach to exchange.
35 This is not a problem for our formulation as we work strictly within a density based approach for computing exchange. 22 This slow convergence is mitigated for dispersion and induction in our formalism because our implementation uses infinite order amplitudes rather than bare two-electron integrals. It is established that dipole moments are well-described with just the aug-cc-pCVDZ basis set, 30 and direct comparisons between MCBS and DCBS SAPT2 energy decompositions show numerical differences up to a few tenths of a miliHartree.
MCPT (2) interaction energies are computed using Eq. 61, with the higher-order exchange contributions 22 in Eq. 63 obtained from the corresponding monomer centered basis SAPT calculations. Obtaining these terms in this way is clearly an ad hoc approximation, one which we make to illustrate exactly what physics we are missing from the interaction energy computed using Eq. 61. Comparisons between the SAPT and MCPT(2) E (10) exchange terms show microHartree agreement, which suggests that errors due to the SAPT density fitting procedure are negligible.
Immensely instrumental in the practical implementation and use of the MCPT methodology is the recently reimplemented SIA. The extremely large arrays required are automatically partitioned and distributed, and are allocated only as needed. They can be very conveniently manipulated from SIAL, 23 the domain specific programming language used to script calculations. This means that by expanding MCPT in terms of monomers and dimers in a cutoff radius, we introduce a block sparsity in the system that is exploited by the dynamic memory management system.
IV. NUMERICAL RESULTS AND DISCUSSION
A. Dimer interaction energies
The main attribute of the MCPT(2) framework that bears scrutiny is the inclusion of infinite-order dimer effects in the monomer wavefunction itself. We can investigate this aspect by using the monomer wavefunction to compute directly the interaction energy between two molecules with Eq. 61. Comparisons can then be made with other ab initio calculations; we choose here to use the standard CCSD method though other methods are also reasonable choices. 36 Additional CCSD(T) (CCSD with perturbative triples 15,37-39 ) calculations were performed in order to estimate the effects of higher particle excitation contributions. We used HF dimer and water dimer potential energy surfaces as illustrative examples. These dimer energy curves were computed using the triple ζ quality basis set (aug-cc-pCVTZ), which is known to give qualitatively correct and reasonably accurate quantitative results for non-covalently bonded complexes. 40 The geometry of the isolated H 2 O and HF molecules were optimized using the CCPT(2)/aug- Interaction energy curve for HF+HF in the dipole parallel structure where the inter-center-of-mass intermolecular distance is varied. Presented calculations were performed using all electron using the aug-cc-pCVTZ basis set.
cc-pCVTZ level of theory then frozen in subsequent dimer calculations. For the water dimer we orient the two molecules into the known H 2 O-H 2 O equilibrium structure 41 (see Figure 2 inset ). The O-O intermolecular distance is then varied while keeping all other rotational degrees of freedom frozen resulting in a one dimensional interaction energy curve. Because of the further analysis involving HF molecules performed later in this work, we focus our efforts on the HF dimer by computing interaction energy curves for three different dimer configura- Interaction energy curve for HF+HF in the dipole anti-parallel structure where the inter-center-of-mass intermolecular distance is varied. Presented calculations were performed using all electron using the aug-cc-pCVTZ basis set.
tions (illustrated in the insets of Figures 3, 4 and 5 where the F-F, F-F and H-F intermolecular distance is varied respectively).
The computed interaction energy curve for the water dimer is plotted in Figure 2 . As can be seen, the MCPT(2) curve compares well with the comparative ab initio calculations. This agreement holds for the aligned HF dimer interaction curve plotted in Figure 3 . For both of these systems it can be noticed that the MCPT(2) curves over bind somewhat compared to the CCSD reference values. This over binding is greatly accentuated in the the parallel and anti-parallel HF configurations (Figures 4 and 5) where the MCPT(2) has quite poor agreement with the CCSD reference. A close examination of a decomposed SAPT2 interaction energy calculation (an illustration of the true utility of SAPT methods) shows a large, positive contribution coming from higher-order exchange effects (Eq. 63). This higher-order contribution arises from the more complicated hydrogen bonding in the parallel and anti-parallel cases, which is why the much simple water and HF aligned systems have already good agreement between MCPT(2) and CCSD.
Approximating the higher-order exchange effects given by Eq. 63 (denoted MCPT(2)+E (1n) in the figures) by using computed SAPT2+3 values raises the interaction energy in all four examples, as would be expected. For the cases of the water and HF aligned dimers this correction is modest, with no real qualitative change to the interaction curves. However, for the strong hydrogen bonding seen in the HF parallel and anti-parallel dimers the exchange correction provides a large correction, bringing the MCPT(2) interaction energy to a much more satisfactory agreement with the coupled-cluster curves The equi- librium structures are greatly improved as well, which are now in excellent agreement with the ab initio results when higher-order exchange effects are included. What this illustrates is that the main source of error in the direct computation of the interaction energies through Eq. 61 does not arise from any problem within the shifted monomer energy or wavefunction, but simply from the lack of higher-order exchange terms. It should be noted that by studying these potential curves it is clear that the role of higher-order exchange (E (1n) ) drops off rapidly beyond the equilibrium intermolecular distance (∼ 3Å).
B. Hydrogen fluoride crystal
As previously discussed, the tremendous computational scaling reduction obtained by working within an iterative pairwise interaction framework means that scaling quantum systems to the bulk limit is not unreasonable. In this section, we illustrate just how flexible this framework is by examining the HF molecular crystal from a starting seed of eight molecules up through the bulk limit using a thousand molecules. The double ζ quality basis set (aug-cc-pCVDZ) was used here for all calculations, which continues to provide qualitatively accurate energetics and in this case more importantly well converged dipole moments. The total HF crystal structure was generated by building up HF "1-D" polymers into a regular cube. Spacings between HF molecules within and between the polymer chains was chosen as to replicate the experimental lattice constants. 42 The H-F bond length was fixed at 0.92Å so as to agree with this the same experiment. The two basic unit cells, denoted polar and non-polar here, are illustrated in Fig. 6a-b . Also shown in Fig. 6c-d is the HF crystal cube mono-layer and the final 3-D structure. Bulk limit scaling calculations were performed for both the polar (Fig. 6a) and non-polar (Fig. 6b) configurations. The size of the HF cube for both configurations was increased from 2 × 2 × 2 to 10×10×10, systematically. The largest structure considered (the 10 × 10 × 10 lattice) has ∼ 32, 000 basis set functions and 10, 000 electrons. In all crystal calculations a dimer radius cutoff of 12Å was used, which includes fourth-nearest pairs in the calculation.
In Fig. 7 , we show the shift in energy coming from the δE (2n) M1 and δE (2n) M2 contribution for the four HF molecules forming the central unit cell. Because the crystal is explicitly computed with no periodic boundary conditions, each internal HF molecule experiences a different environment (including any surface polarization effects). To obtain true bulk limit quantities it is necessary to increase the crystal size until interactions between the central unit cells become uniform. We use as a metric for convergence the energy shift of the four member HF molecules of the central unit cell. The energy shifts perform well in this role as these quantities are very sensitive to the surrounding environment. Small deviations due to the addition of more HF molecules to the crystal (the invariance to adding more molecules to the system being the definition of bulk limit) become evident on the miliand microHartree scale, well within the numerical convergence of our calculations.
The initial 2 × 2 × 2 cube is a largely artificial construct in this bulk limit scaling analysis. It is included as it illustrates the expected monomer energy shift symmetry between adjacent HF chains. As is clear for the following small cluster sizes (3-4 per side), the energy shift varies greatly within the central unit cell. This is expected; surface effects still drastically affect the central system. Scaling the cluster size past 5 molecules per side demonstrates that the δE M2 energy contributions can be understood from the fact that this term is dominated by dispersion-and induction-type interactions which drop off as 1/R 6 with the intermolecular distance. Thus contributions from anything beyond nearest neighbors are necessarily going to be small. This is contrasted by the δE (2n) M1 contribution which is dominated by longrange dipole type interactions that do not fully converge until at least 7 molecules per side. We find the δE (2n) M1 energy shift converges for both the 10 × 10 × 10 polar and non-polar cube with an energy variance within the unit cell of less than a micro-Hartree.
With the perturbed HF molecular wavefunction on hand, it is straightforward to compute the first-order response properties. In this work, we examine the dipole moment, via using the first term of Eq. 60. Computing the dipole moment for each HF molecule in the lattice produces an imperceptible change from the gas phase dipole moment of 1.90 Debye. This result is expected as the idea of a local monomer density within a polar crystal is merely a theoretical construct. The average HF lattice site dipole moment per unit cell can still be assigned by computing the non-local exchange contribution to the electronic density and then assigning a portion of the density to a specific HF molecule domain. The non-local density is computed using Eq. 59, which uses the SCF exchange density between nearby molecule pairs. Taking all these effects into account, the computed average dipole moments within the central unit cell are found to be 2.51 and 2.49 Debye for the polar and non-polar structures respectively. These are in excellent agreement with the published values 43 of 2.51 and 2.47 Debye using MP2/aug-cc-pVDZ.
Examining convergence to bulk limit is not the only application of monomer energy shifts. Any quantity directly dependent on the monomer energy is of course obtainable this way, with all surrounding environmental effects. Monomer structures, conformational orderings and vibrational spectra are some such quantities. What is not possible with just monomer energy shifts, in this case for lattices, are binding energies or related quantities. Either further monomer analysis or extraction of crystal polymorph preferences through specific unit cell binding energies are beyond the scope of this work as our primary goal is a proof of concept in scaling a molecular system explicitly to the bulk limit. Such further analysis we leave to future work.
V. CONCLUSIONS
In this work we have focussed on two specific goals: the formulation of a new explicit molecular cluster based perturbation theory, and a program implementation of said perturbation theory that is capable of scaling to the bulk limit. Our first goal has led us to develop the second-order molecular cluster perturbation theory. MCPT(2) contains infinite-order contributions to the monomer electronic correlation energy and is infiniteorder in the pairwise dimer interaction (infinite-order by including all pairwise, and all possible products of pairs). We started with coupled-cluster perturbation theory with the particle excitation rank Hamiltonian partitioning, as used by us before, 12, 21 with the reference wavefunction taken to be a product of monomer Hartree-Fock wavefunctions. Limiting the cluster expansion to only monomer and dimer interactions, a similarity transformation is performed to obtain effective Hamiltonians that only operate on the monomer,H X ∈ H(X), and dimer, H XY ∈ H(XY ), Hilbert spaces. These effective Hamiltonians allow us to directly use the CCPT framework, and help elucidate the pairing between cluster operators of the surrounding cluster on that of a given monomer or dimer.
By working with at most explicit pairwise interactions within a cutoff, the prohibitive O(N 6 n 6 ) computational scaling of a full CCSD explicit calculation is reduced to O(Ñ N n 6 ) (Ñ is the maximum number of monomers possible within the given cutoff radius). For the benchmark crystal studied here (the 10 × 10 × 10 HF square crystal), the computation savings of going from the full CCSD to the MCPT(2) framework is a factor of 10 6 , with an additional factor of 10 (including next nearest neighbors gives at most the 5 × 5 × 5 cube) savings through the inclusion of a cutoff. Additional to the initial computational savings due to the methodological development, the implementation in the new SIA also offers some benefits. Despite the reduction due to pairwise interactions, the necessary arrays remain large. The automatic partitioning and inherent block sparsity capability provided by SIA has allowed us to perform our largest HF crystal calculations on just 256 processors within a standard 12 hour queue length.
By using the MCPT(2) framework, we obtain not just monomer energies that include interactions of the surrounding system to infinite-order, but also the specific monomer wavefunction as well. This opens up future investigations not just in monomer energetic such as vibrational energy shifts or monomer conformer orderings, but also direct computation of first and second-order properties of the monomers. 
