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Abstract
In this paper we extend the definition of time conditionalG-expectations
Eˆt[·] to a larger domain on which the dynamical consistency still holds. In
fact we can consistently define, by taking the limit, the time conditional
expectations for each random variable X which is the downward limit
(resp. upward limit) of a monotone sequence {Xi} in L
1
G(Ω). To accom-
plish this procedure, some careful analysis is needed. Moreover, we give
a suitable definition of stopping times and obtain the optional stopping
theorem. We also provide some basic and interesting properties for the
extended conditional G-expectations.
Key words: G-expectation, stopping times, optional stopping theorem for
G-expectation, dynamical risk measure, Knightian uncertainty
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1 Introduction
A typical G-expectation is a sublinear expectation defined on a linear space
of random variables L1G(Ω) which is the completion of the linear space Lip(Ω)
of Lipschitz cylinder functions on some d-dimensional continuous path space
Ω = Cd0 [0,∞). A sublinear expectation Eˆ: Lip(Ω) 7→ R, called G-expectation, is
constructed under which the canonical path Bt(ω) := ωt is a G-Brownian mo-
tion, namely, it has independent and stable increments under the the sublinear
expectation Eˆ. The completion is under the natural Banach norm defined by
‖X‖ := Eˆ[|X |] for X in Lip(Ω). A 1-dimensional G-Brownian motion, for d = 1,
is characterized by a sublinear monotone function G defined by
G(x) :=
1
2
Eˆ[xB21 ] : R 7→ R.
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In general each sublinear and monotone function G corresponds to a unique G-
expectation Eˆ[·] = EˆG[·] under which the canonical process is the corresponding
G-Brownian motion. G ≥ G¯ if and only if EˆG ≥ EˆG¯. A typical situation
is: G dominates G¯(x) := x2 . In this case G¯-Brownian motion is in fact the
classical standard Brownian under a linear expectation EˆG¯ = EP , which the
linear expectation is induced by a classical Wiener measure P on (Ω,B(Ω)). In
this case G ≥ G¯ implies that the Banach norm Eˆ[| · |] is stronger than EP [| · |],
consequently L1G(Ω) becomes a subspace of the classical L
1(Ω) space under the
Wiener measure P .
An important advantage of the G-framework is that the time conditional
expectation is well defined on L1G(Ω) with time consistency, thus the notion of
nonlinear martingales can be naturally introduced. A generalization of stochas-
tic calculus of Itoˆ’s type is also established.
One of main problems of this G-expectation framework is that the space of
random variables LpG(Ω) is still not big enough to contain some interesting ran-
dom variables. For example, given a continuous, or right continuous, stochastic
process (Xt)t≥0 such that Xt ∈ L1G(Ωt), and the exit time τ of X from some
domain, the random variableXτ may fail to be in L
p
G(Ω). Many research papers
are devoted to solve this very attractive problem, see, among others, [5], [8], [9],
[20] and [10], but many things are still to be understood.
In this paper we will attack this problem extend the definition of time con-
ditional G-expectations to a space of random variables larger than L1G(Ω) on
which the dynamical consistency still holds. The main idea is quite simple:
we consistently define, by taking the limit, the time conditional expectations
for each random variable X which is the downward limit (respectively upward
limit) of a monotone sequence {Xn}∞n=1 in L1G(Ω). To accomplish this proce-
dure we need some careful analysis. We also provide some basic and interesting
properties for the extended conditional G-expectation.
This paper is organized as follows: in the next section we recall some basic
results of the G-framework on G-expectation. In Section 3 we take three steps
to extend G-expectation to larger domains. In Section 3.1, we define L1
∗
G (Ω)
space which is the downward extension of L1G(Ω); then, in Section 3.2, define
L
1∗
∗
G (Ω) which is a “upward extension” of L
1∗
G (Ω); and finally in Section 3.3,
we extend furthermore the space L¯
1∗
∗
G (Ω) by taking the completion under the
norm induced by our G-expectation. In Section 3.4 we discuss some important
random elements in our new framework but may not be in the classical G-
expectation space L1G(Ω). Moreover, we give the definition of stopping times
and obtain the optional stopping theorem. Section 4 shows that a more general
nonlinear expectations dominated by a sublinear G-expectation can also have
its extension.
We recall that [9] also extended the conditional G-expectation to a very
general class of functions. We limit ourself to treat the case where the random
variables are still within the class of Borel measurable functions.
2
2 Preliminaries
We review some basic notions and results of G-expectation and the related
spaces of random variables. The readers may refer to [3], [6], [12], [13], [14],
[15], [16] for more details.
2.1 G-expectations
Let Ω be a given set and let H be a vector lattice of real valued functions
defined on Ω, namely c ∈ H for each constant c and |X | ∈ H if X ∈ H. We
further suppose that if X1, . . . , Xn ∈ H, then ϕ(X1, · · · , Xn) ∈ H for each
ϕ ∈ Cb.Lip(Rn), where Cb.Lip(Rn) denotes the space of bounded and Lipschitz
functions. H is considered as the space of random variables.
Definition 1 A sublinear expectation Eˆ on H is a functional Eˆ : H → R satis-
fying the following properties: for all X,Y ∈ H, we have
(a) Monotonicity: If X ≥ Y then Eˆ[X ] ≥ Eˆ[Y ];
(b) Constant preservation: Eˆ[c] = c;
(c) Sub-additivity: Eˆ[X + Y ] ≤ Eˆ[X ] + Eˆ[Y ];
(d) Positive homogeneity: Eˆ[λX ] = λEˆ[X ] for each λ ≥ 0.
The triple (Ω,H, Eˆ) is called a sublinear expectation space.
Remark 2 If the inequality in (c) becomes equality, then Eˆ is called a linear
expectation.
Definition 3 Let X1 and X2 be two n-dimensional random vectors defined re-
spectively in sublinear expectation spaces (Ω1,H1, Eˆ1) and (Ω2,H2, Eˆ2). They
are called identically distributed, denoted by X1
d
= X2, if Eˆ1[ϕ(X1)] = Eˆ2[ϕ(X2)],
for all ϕ ∈ Cb.Lip(Rn).
Definition 4 In a sublinear expectation space (Ω,H, Eˆ), a random vector Y =
(Y1, · · ·, Yn), Yi ∈ H, is said to be independent of another random vector X =
(X1, · · ·, Xm), Xi ∈ H under Eˆ[·], denoted by Y⊥X, if for every test function
ϕ ∈ Cb.Lip(Rm × Rn) we have Eˆ[ϕ(X,Y )] = Eˆ[Eˆ[ϕ(x, Y )]x=X ].
Definition 5 (G-normal distribution) A d-dimensional random vector X =
(X1, · · ·, Xd) in a sublinear expectation space (Ω,H, Eˆ) is called G-normally
distributed if Eˆ[|X |3] <∞ and for each a, b ≥ 0
aX + bX¯
d
=
√
a2 + b2X,
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where X¯ is an independent copy of X, i.e., X¯
d
= X and X¯⊥X. Here the letter
G denotes the function
G(A) :=
1
2
Eˆ[〈AX,X〉] : Sd → R,
where Sd denotes the collection of d× d symmetric matrices.
Peng [15] showed that X = (X1, · · ·, Xd) is G-normally distributed if and
only if for each ϕ ∈ Cb.Lip(Rd), u(t, x) := Eˆ[ϕ(x +
√
tX)], (t, x) ∈ [0,∞)× Rd,
is the solution of the following G-heat equation:
∂tu−G(D2xu) = 0, u(0, x) = ϕ(x).
The function G(·) : Sd → R is a monotonic, sublinear mapping on Sd, which
implies that there exists a bounded, convex and closed subset Σ ⊂ S+d such that
G(A) =
1
2
sup
B∈Σ
tr[AB],
where S+d denotes the collection of nonnegative elements in Sd.
Definition 6 i) Let Ω = Cd0 (R
+) be the space of all Rd-valued continuous paths
(ωt)t∈R+ , with ω0 = 0, equipped with the disance
ρ(ω1, ω2) :=
∞∑
i=1
2−i[( max
t∈[0,i]
|ω1t − ω2t |) ∧ 1].
The canonical process is defined by Bt(ω) = ωt, t ∈ [0,∞), for ω ∈ Ω. Set
Lip(Ω) := {ϕ(Bt1 , ..., Btn) : n ≥ 1, t1, ..., tn ∈ [0,∞), ϕ ∈ Cb.Lip(Rd×n)}.
Let G : Sd → R be a given monotonic and sublinear function. G-expectation is
a sublinear expectation on Lip(Ω) defined by
Eˆ[X ] = E˜[ϕ(
√
t1 − t0ξ1, · · ·,
√
tm − tm−1ξm)],
for all X = ϕ(Bt1 − Bt0 , Bt2 −Bt1 , · · ·, Btm − Btm−1) with 0 ≤ t0 < t1 < · · · <
tm < ∞, where ξ1, · · ·, ξn are identically distributed d-dimensional G-normally
distributed random vectors in a sublinear expectation space (Ω˜, H˜, E˜) such that
ξi+1 is independent of (ξ1, · · ·, ξi) for every i = 1, · · ·,m− 1. The corresponding
canonical process Bt = (B
i
t)
d
i=1 is called a G-Brownian motion.
ii) Set Ωt = {ω·∧t : ω ∈ Ω} for t ≥ 0. For each ξ = ϕ(Bt1 −Bt0 , Bt2−Bt1 , · ·
·, Btm −Btm−1), the conditional G-expectation of ξ under Ωti is defined by
Eˆti [ϕ(Bt1 −Bt0 , Bt2 −Bt1 , · · ·, Btm −Btm−1)]
= ϕ˜(Bt1 −Bt0 , Bt2 −Bt1 , · · ·, Bti − Bti−1),
where
ϕ˜(x1, · · ·, xi) = Eˆ[ϕ(x1, · · ·, xi, Bti+1 −Bti , · · ·, Btm −Btm−1)].
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For each fixed T ≥ 0, we set
Lip(ΩT ) := {ϕ(Bt1 , ..., Btn) : n ≥ 1, t1, ..., tn ∈ [0, T ], ϕ ∈ Cb.Lip(Rd×n)}.
It is clear that Lip(ΩT1) ⊂ Lip(ΩT2) ⊂ Lip(Ω) for T1 < T2. We denote by LpG(Ω)
and LpG(ΩT ), p ≥ 1, the completion of Lip(Ω) and Lip(ΩT ) under the norm
‖ξ‖p = (Eˆ[|ξ|p])1/p. It is easy to verify that Lp1G (Ω) ⊂ Lp2G (Ω) for p1 ≥ p2 ≥ 1.
The G-expectation Eˆ[·] can be continuously extended to a sublinear expec-
tation on (Ω, L1G(Ω)) still denoted by Eˆ[·]. For each given t ≥ 0, the conditional
G-expectation Eˆt[·] : Lip(Ω) → Lip(Ωt) can be also extended as a mapping
Eˆt[·] : L1G(Ω)→ L1G(Ωt) and satisfies the following properties:
(i) If X , Y ∈ L1G(Ω), X ≥ Y , then Eˆt[X ] ≥ Eˆt[Y ];
(ii) If X ∈ L1G(Ωt), Y ∈ L1G(Ω), then Eˆt[X + Y ] = X + Eˆt[Y ];
(iii) If X , Y ∈ L1G(Ω), then Eˆt[X + Y ] ≤ Eˆt[X ] + Eˆt[Y ];
(iv) If X ∈ L1G(Ωt) is bounded, Y ∈ L1G(Ω), then Eˆt[XY ] = X+Eˆt[Y ] +
X−Eˆt[−Y ];
(v) If X ∈ L1G(Ω), then Eˆs[Eˆt[X ]] = Eˆs∧t[X ], in paricular, Eˆ[Eˆt[X ]] = Eˆ[X ].
For each fixed a ∈ Rd, Bat = 〈a, Bt〉 is a 1-dimensional Ga-Brownian motion,
where Ga(α) =
1
2 (σ
2
aaT
α+−σ2−aaTα−), σ2aaT = 2G(aaT ), σ2−aaT = −2G(−aaT ).
Let piNt = {tN0 , · · · , tNN}, N = 1, 2, · · · , be a sequence of partitions of [0, t] such
that µ(piNt ) = max{|tNi+1 − tNi | : i = 0, · · · , N − 1} → 0, the quadratic variation
process of Ba is defined by
〈Ba〉t = L2G − lim
µ(piNt )→0
N−1∑
j=0
(BatN
j+1
−BatN
j
)2.
For each fixed a, a¯ ∈ Rd, the mutual variation process of Ba and Ba¯ is defined
by
〈Ba, Ba¯〉t = 1
4
[〈Ba+a¯〉t − 〈Ba−a¯〉t].
Definition 7 Let M0G(0, T ) be the collection of processes in the following form:
for a given partition {t0, · · ·, tN} = piT of [0, T ],
ηt(ω) =
N−1∑
j=0
ξj(ω)I[tj ,tj+1)(t),
where ξj ∈ Lip(Ωtj ), j = 0, 1, 2, · · ·, N − 1. For p ≥ 1 and η ∈ M0G(0, T ),
let ‖η‖Hp
G
= {Eˆ[(∫ T0 |ηs|2ds)p/2]}1/p, ‖η‖MpG = {Eˆ[
∫ T
0 |ηs|pds]}1/p. We denote
by HpG(0, T ), M
p
G(0, T ) the completions of M
0
G(0, T ) under the norms ‖ · ‖HpG ,‖ · ‖Mp
G
respectively.
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For each ηt =
∑N−1
j=0 ξjI[tj ,tj+1)(t) ∈M0G(0, T ), define
∫ T
0
ηtdt =
∑N−1
j=0 ξj(tj+1−
tj),
∫ T
0 ηtd〈Ba〉t =
∑N−1
j=0 ξj(〈Ba〉tj+1−〈Ba〉tj ) and
∫ T
0 ηtdB
a
t =
∑N−1
j=0 ξj(B
a
tj+1−
Batj ). Under the norm ‖ · ‖M1G ,
∫ T
0 ηtdt and
∫ T
0 ηtd〈Ba〉t can be extended to
η ∈ M1G(0, T ).
∫ T
0
ηtdB
a
t can be extended to η ∈ H1G(0, T ) under the norm
‖ · ‖H1
G
.
For each fixed n ∈ N, we set Lip(Ω;Rn) = {ξ = (ξ1, . . . , ξn) : ξi ∈ Lip(Ω), i ≤
n}. Similarly, we can define Lip(Ωt;Rn), LpG(Ω;Rn), LpG(Ωt;Rn), HpG(0, T ;Rn)
and MpG(0, T ;R
n).
2.2 G-capacities
Let (Ω, Lip(Ω), Eˆ[·]) be the G-expectation space. The filtration is
Ft = σ{Bs : s ≤ t}, t ≥ 0,
F = ∨t≥0Ft = B(Ω).
We denote by M the set of all probability measures on (Ω,B(Ω)).
Theorem 8 ([3, 7]) There exists a weakly compact set P ⊂M such that
Eˆ[X ] = sup
P∈P
EP [X ] for each X ∈ Lip(Ω).
P is called a set that represents Eˆ.
Let P be a weakly compact set that represents Eˆ. For this P , we define the
capacity
c(A) = sup
P∈P
P (A) for each A ∈ B(Ω).
One can verify the following proposition.
Proposition 9 c(·) satisfies the following properties:
(1) A ⊂ B =⇒ c(A) ≤ c(B);
(2) c(∪An) ≤
∑
c(An);
(3) An ↑ A =⇒ c(An) ↑ c(A);
(4) Fn closed set, Fn ↓ F =⇒ c(Fn) ↓ c(F );
(5) For each A ∈ B(Ω), c(A) = sup{c(K) : K compact K ⊂ A}.
A set A ⊂ Ω is polar if c(A) = 0. A property holds “quasi-surely” (q.s. for
short) if it holds outside a polar set.
We set
L0(Ω) := {X : Ω→ [−∞,∞] and X is F -measurable},
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L(Ω) := {X ∈ L0(Ω) : EP [X ] exists for each P ∈ P}.
We extend G-expectation Eˆ to L(Ω) and still denote it by Eˆ. For eachX ∈ L(Ω),
we define
Eˆ[X ] = sup
P∈P
EP [X ].
If X , Y ∈ L(Ω) such that X = Y q.s., then EP [X ] = EP [Y ] for each P ∈ P . In
the following, we do not distinguish two random variables X and Y if X = Y
q.s.. We set
Lp(Ω) := {X ∈ L0(Ω) : Eˆ[|X |p] <∞} for p ≥ 1.
Obviously, Lp(Ω) ⊂ L(Ω). For p ≥ 1, Lp(Ω) is a Banach space under the norm
(Eˆ[| · |p])1/p. Similarly, we can define L0(Ωt), L(Ωt) and Lp(Ωt).
A function X : Ω → [−∞,∞] is called quasi-continuous (q.c.) if for each
ε > 0, there exists a closed set F with c(F c) < ε such that X |F is continuous.
We say that Y : Ω → [−∞,∞] has a quasi-continuous version if there exists a
quasi-continuous function X : Ω→ [−∞,∞] with Y = X q.s..
Theorem 10 ([3, 7]) For each p ≥ 1,
L
p
G(Ω) = {X ∈ Lp(Ω) : X has a q.c. version, limn→∞ Eˆ[|X |
pI{|X|>n}] = 0}.
Theorem 11 ([3, 16]) Eˆ[·] satisfies the following properties:
(a) If Xn ∈ L(Ω) ↑ X ∈ L(Ω) q.s. and −Eˆ[−X1] > −∞, then Eˆ[Xn] ↑ Eˆ[X ];
(b) If Pn ∈ P converges weakly to P ∈ P, then EPn [X ] → EP [X ] for each
X ∈ L1G(Ω);
(c) If Xn ∈ L1G(Ω) ↓ X ∈ L(Ω) q.s., then Eˆ[Xn] ↓ Eˆ[X ].
Theorem 12 ([6]) We have
(1) For fixed A ∈ Ft, if ξ1, ξ2 ∈ L1G(Ω) such that ξ1IA = ξ2IA q.s., then
Eˆt[ξ1]IA = Eˆt[ξ2]IA q.s.;
(2) Let (Ai)
n
i=1 be an Ft-partition of Ω. Then for ξi ∈ L1G(Ω), i ≤ n, we have
Eˆ[
∑n
i=1 ξiIAi ] = Eˆ[
∑n
i=1 Eˆt[ξi]IAi ].
We can define the following convergence.
• quasi sure (q.s.) convergence: Xn q.s.−→ X means c({Xn 6→ X} = 0;
• convergence in capacity c: Xn c−→ X means limn→∞ c({|Xn−X | ≥ ε}) =
0 for each ε > 0;
• Lp-convergence: Let {Xn}∞n=1 ⊂ Lp(Ω), X ∈ Lp(Ω) for p ≥ 1. Xn
Lp→ X
means limn→∞ Eˆ[|Xn −X |p] = 0.
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Theorem 13 We have
(1) If Xn
Lp→ X for p ≥ 1, then Xn c−→ X;
(2) If Xn
c−→ X, then there exists a subsequence {Xnk}∞k=1 such that Xnk
q.s.−→
X.
Proof. We omit the proof which is similar to classical case. 
We set
Pmax = {P ∈M : EP [X ] ≤ Eˆ[X ] for each X ∈ Lip(Ω)}.
It is easy to check that P ⊂ Pmax and Pmax represents Eˆ. Similarly, we define
c˜(A) = sup
P∈Pmax
P (A) for each A ∈ B(Ω).
For each X ∈ L0(Ω) such that EP [X ] exists for each P ∈ Pmax, we define
E˜[X ] = sup
P∈Pmax
EP [X ].
Proposition 14 For each A ∈ B(Ω), we have c(A) = c˜(A).
Proof. It follows from the definition of L1G(Ω) that Eˆ[X ] = E˜[X ] for each
X ∈ L1G(Ω). By Theorem 10, we get Eˆ[X ] = E˜[X ] for each X ∈ Cb(Ω). For
each fixed closed set F ⊂ Ω, we can choose Xn ∈ Cb(Ω) such that Xn ↓ IF .
Thus, by Theorem 11, we obtain Eˆ[IF ] = E˜[IF ], which implies c(F ) = c˜(F ). By
Proposition 9, we get c(A) = c˜(A) for each A ∈ B(Ω). 
Remark 15 Let P1 and P2 be two weakly compact sets that represent Eˆ. From
the above proposition, we can deduce that
sup
P∈P1
P (A) = sup
P∈P2
P (A) for each A ∈ B(Ω).
2.3 The representation of conditional G-expectations
Let (Ω, Lip(Ω), Eˆ[·]) be the G-expectation space. For each given t ≥ 0, we set
Bts = Bs −Bt and
Lip(Ω
t) = {ϕ(Btt1 , ..., Bttn) : n ≥ 1, t1, ..., tn ∈ [t,∞), ϕ ∈ Cb.Lip(Rd×n)}.
In this subsection, we suppose that P = Pmax. For each fixed t ≥ 0 and P ∈ P ,
we define
P(t, P ) = {Q ∈ P : EQ[X ] = EP [X ], ∀X ∈ Lip(Ωt)}.
The following representation of the conditional G-expectation was obtained
in [18].
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Theorem 16 For each X ∈ L1G(Ω), we have, for each P ∈ P,
Eˆt[X ] = ess sup
Q∈P(t,P )
PEQ[X |Ft] P -a.s..
Here we give a new proof which still holds for general case. For this we first
consider the representation of the conditional G-expectation for X ∈ Lip(Ω).
Lemma 17 For each fixed Q ∈ P, we have EQ[X |Ft] ≤ Eˆt[X ], Q-a.s., for each
X ∈ Lip(Ω).
Proof. Step 1. We first assert that EQ[X |Ft] ≤ Eˆ[X ], Q-a.s., for each X ∈
Lip(Ω
t). Otherwise, we can choose a ξ ∈ Lip(Ωt) such that Q(A) > 0, where
A = {EQ[ξ|Ft] > Eˆ[ξ]}. Thus
EQ[IAξ + IAc Eˆ[ξ]] = EQ[IAEQ[ξ|Ft]] +Q(Ac)Eˆ[ξ]
> EQ[IAEˆ[ξ]] +Q(A
c)Eˆ[ξ]
= Eˆ[ξ].
On the other hand, EQ[IAξ + IAc Eˆ[ξ]] ≤ Eˆ[IAξ + IAcEˆ[ξ]]. By Theorem 12, we
have
Eˆ[IAξ + IAc Eˆ[ξ]] = Eˆ[IAEˆt[ξ] + IAc Eˆ[ξ]] = Eˆ[ξ],
which implies a contradiction. Thus EQ[X |Ft] ≤ Eˆ[X ], Q-a.s., for each X ∈
Lip(Ω
t).
Step 2. For each X ∈ Lip(Ω), there exist t1 < t2 < · · · < tn with t = tk and
Φ ∈ Cb.Lip(Rd×n) such that X = Φ(Bt1 , Bt2 −Bt1 , . . . , Btn −Btn−1). Thus
EQ[X |Ft] = Ψ1(Bt1 , · · · , Btk −Btk−1) Q-a.s.,
Eˆt[X ] = Ψ2(Bt1 , · · · , Btk −Btk−1)
where Ψ1(x1, · · · , xk) = EQ[Φ(x1, · · · , xk, Btk+1 − Btk , . . . , Btn − Btn−1)|Ft],
Ψ2(x1, · · · , xk) = Eˆ[Φ(x1, · · · , xk, Btk+1 − Btk , . . . , Btn − Btn−1)]. By Step 1,
we know Ψ1(x1, · · · , xk) ≤ Ψ2(x1, · · · , xk), Q-a.s.. It is easy to verify that
|Ψi(x) − Ψi(x′)| ≤ LΦ|x − x′| for each x, x′ ∈ Rd×k, i = 1, 2, where LΦ is the
Lipschitz constant of Φ. Thus EQ[X |Ft] ≤ Eˆt[X ], Q-a.s.. 
Lemma 18 For each P , Q ∈ P and t ≥ 0, set E[ϕ(ξ, η)] = EP [EQ[ϕ(x, η)]x=ξ ]
for each m, n ∈ N, ξ ∈ Lip(Ωt;Rm), η ∈ Lip(Ωt;Rn) and ϕ ∈ Cb.Lip(Rm+n).
Then there exists a unique Q∗ ∈ P(t, P ) such that E[X ] = EQ∗ [X ] for each
X ∈ Lip(Ω) and EQ∗ [ϕ(ξ, η)|Ft] = EQ[ϕ(x, η)]x=ξ , P -a.s..
Proof. It is easy to check that E[·] is a linear expectation on Lip(Ω) and
E[X ] ≤ Eˆ[X ] for each X ∈ Lip(Ω). By Theorem 11 and the Daniell-Stone
theorem, there exists a unique Q∗ ∈ M such that E[X ] = EQ∗ [X ] for each
X ∈ Lip(Ω). Obviously, Q∗ ∈ P(t, P ). For each ξ′ ∈ Lip(Ωt), we have
EQ∗ [ξ
′ϕ(ξ, η)] = E[ξ′ϕ(ξ, η)] = EP [ξ
′EQ[ϕ(x, η)]x=ξ ] = EQ∗ [ξ
′EQ[ϕ(x, η)]x=ξ ],
which implies EQ∗ [ϕ(ξ, η)|Ft] = EQ[ϕ(x, η)]x=ξ , P -a.s.. 
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Lemma 19 For each fixed m, n ≥ 1, ϕ ∈ Cb.Lip(Rm+n) and η ∈ Lip(Ω;Rn),
we set Λ(ξ) = ess sup
Q∈P(t,P )
PEQ[ϕ(ξ, η)|Ft] for each ξ ∈ L1(Ωt;Rm). Then Λ(ξ) =
Λ(x)|x=ξ, P -a.s..
Proof. For each ξ1, ξ2 ∈ L1(Ωt;Rm), we have
|Λ(ξ1)− Λ(ξ2)| ≤ ess sup
Q∈P(t,P )
PEQ[|ϕ(ξ1, η)− ϕ(ξ2, η)||Ft] ≤ L|ξ1 − ξ2|, P -a.s.,
where L is the Lipschitz constant of ϕ. From this we can deduce that |Λ(x)|x=ξ1−
Λ(x)|x=ξ2 | ≤ L|ξ1 − ξ2|, P -a.s.. Thus we only need to consider bounded ξ ∈
L1(Ωt;R
m). For each ε > 0, we can choose a simple function ηε =
∑n
i=1 xiIAi ,
where (Ai)
n
i=1 is an Ft-partition of Ω and xi ∈ Rm, such that |ηε− ξ| ≤ ε. Then
we get |Λ(ξ)−Λ(ηε)| ≤ Lε, P -a.s., and |Λ(x)|x=ξ−Λ(x)|x=ηε | ≤ Lε, P -a.s.. On
the other hand, we have
Λ(ηε) = ess sup
Q∈P(t,P )
P
n∑
i=1
IAiEQ[ϕ(xi, η)|Ft]
=
n∑
i=1
IAi ess sup
Q∈P(t,P )
PEQ[ϕ(xi, η)|Ft] = Λ(x)|x=ηε , P -a.s..
Thus we get |Λ(ξ) − Λ(x)|x=ξ| ≤ 2Lε, P -a.s.. Letting ε→ 0, we obtain Λ(ξ) =
Λ(x)|x=ξ, P -a.s.. 
Remark 20 It is important to note that
IAj ess sup
Q∈P(t,P )
P
n∑
i=1
IAiEQ[ϕ(xi, η)|Ft] = ess sup
Q∈P(t,P )
P IAjEQ[ϕ(xj , η)|Ft],
which implies
ess sup
Q∈P(t,P )
P
n∑
i=1
IAiEQ[ϕ(xi, η)|Ft] =
n∑
i=1
IAi ess sup
Q∈P(t,P )
PEQ[ϕ(xi, η)|Ft].
Lemma 21 For each X ∈ Lip(Ω), we have, for each P ∈ P,
Eˆt[X ] = ess sup
Q∈P(t,P )
PEQ[X |Ft] P -a.s..
Proof. By Lemma 17, we know that ess sup
Q∈P(t,P )
PEQ[X |Ft] ≤ Eˆt[X ], P -a.s., for
each X ∈ Lip(Ω). We only need to prove that ess sup
Q∈P(t,P )
PEQ[X |Ft] ≥ Eˆt[X ],
P -a.s..
Step 1. For each X ∈ Lip(Ωt), we can choose a Q∗ ∈ P such that EQ∗ [X ] =
Eˆ[X ] = Eˆt[X ]. By Lemma 18, there exists a Q ∈ P(t, P ) such that EQ[X |Ft] =
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EQ∗ [X ], P -a.s.. Thus ess sup
Q∈P(t,P )
PEQ[X |Ft] ≥ Eˆt[X ], P -a.s., for each X ∈
Lip(Ω
t).
Step 2. For each X ∈ Lip(Ω), there exist t1 < t2 < · · · < tn with t = tk
and Φ ∈ Cb.Lip(Rd×n) such that X = Φ(Bt1 , Bt2 − Bt1 , . . . , Btn − Btn−1). By
Lemma 19, we get
ess sup
Q∈P(t,P )
PEQ[X |Ft] = Ψ(Bt1 , · · · , Btk −Btk−1), P -a.s.,
where Ψ(x1, · · · , xk) = ess sup
Q∈P(t,P )
PEQ[Φ(x1, · · · , xk, Btk+1−Btk , . . . , Btn−Btn−1)|Ft].
By Step 1, we have Ψ(x1, · · · , xk) ≥ Eˆ[Φ(x1, · · · , xk, Btk+1 − Btk , . . . , Btn −
Btn−1)], P -a.s.. Thus ess sup
Q∈P(t,P )
PEQ[X |Ft] ≥ Eˆt[X ], P -a.s., for each X ∈ Lip(Ω).

We now consider the representation of the conditional G-expectation for
X ∈ L1G(Ω).
Lemma 22 Let A1, . . . , An be an Ft-partition of Ω. Then for each given {Qi}ni=1 ⊂
P(t, P ), there exists a unique Q ∈ P(t, P ) such that EQ[X |Ft] =
∑n
i=1EQi [X |Ft]IAi
for each X ∈ Lip(Ω).
Proof. For each X ∈ Lip(Ω), we set E[X ] = EP [
∑n
i=1 EQi [X |Ft]IAi ]. It
is easy to check that E[·] is a linear expectation on Lip(Ω). By Lemma 17,
we obtain that E[X ] ≤ Eˆ[X ] for each X ∈ Lip(Ω). By Theorem 11 and the
Daniell-Stone theorem, there exists a unique Q ∈ P such that E[X ] = EQ[X ]
for each X ∈ Lip(Ω). It is easy to verify that Q ∈ P(t, P ) and EQ[X |Ft] =∑n
i=1 EQi [X |Ft]IAi for each X ∈ Lip(Ω). 
Lemma 23 For each fixed t ≥ 0 and P ∈ P, we have
(1) P(t, P ) is weakly compact;
(2) For each ξ ∈ L1(Ω), there exists a sequence Qn ∈ P(t, P ) such that
EQn [ξ|Ft] ↑ ess sup
Q∈P(t,P )
PEQ[ξ|Ft], P − a.s.;
(3) For each ξ ∈ L1(Ω), EP [ ess sup
Q∈P(t,P )
PEQ[ξ|Ft]] = sup
Q∈P(t,P )
EQ[ξ].
Proof. (1) is due to the definition of weak convergence and Lip(Ω) ∈ Cb(Ω).
For each Q, Q′ ∈ P(t, P ), by Lemma 22, it is easy to deduce that there exists
a Q∗ ∈ P(t, P ) such that EQ∗ [ξ|Ft] = EQ[ξ|Ft] ∨ EQ′ [ξ|Ft], which implies (2).
(3) can be easily obtained by (2). 
Proof of Theorem 16. For each X ∈ L1G(Ω), there exists a sequence
Xn ∈ Lip(Ω) such that Xn L
1
→ X . It is easy to verify that Eˆt[Xn] L
1
→ Eˆt[X ]. By
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Theorem 13 and Lemma 21, we can get Eˆt[X ] ≥ ess sup
Q∈P(t,P )
PEQ[X |Ft] P -a.s..
Now we assert P (Eˆt[X ] > ess sup
Q∈P(t,P )
PEQ[X |Ft]) = 0. Otherwise, by Lemma 23,
we obtain
EP [Eˆt[X ]] > EP [ ess sup
Q∈P(t,P )
PEQ[X |Ft]] = sup
Q∈P(t,P )
EQ[X ].
On the other hand, by Lemma 21, we get
EP [Eˆt[X ]] = lim
n→∞
EP [Eˆt[Xn]] = lim
n→∞
sup
Q∈P(t,P )
EQ[Xn].
Noting that | sup
Q∈P(t,P )
EQ[Xn] − sup
Q∈P(t,P )
EQ[X ]| ≤ Eˆ[|Xn − X |], then we get a
contradiction, which implies the result.
3 Extension of conditional G-expectations
3.1 Extension from above
We set
L1
∗
G (Ω) = {X ∈ L1(Ω) : ∃Xn ∈ L1G(Ω) such that Xn ↓ X q.s.},
L1∗G (Ω) = {X ∈ L0(Ω) : ∃Xn ∈ L1G(Ω) such that Xn ↓ X q.s.}.
Similarly,
L1
∗
G (Ωt) = {X ∈ L1(Ωt) : ∃Xn ∈ L1G(Ωt) such that Xn ↓ X q.s.},
L1∗G (Ωt) = {X ∈ L0(Ωt) : ∃Xn ∈ L1G(Ωt) such that Xn ↓ X q.s.}.
Obviously, L1
∗
G (Ω) ⊂ L1
∗
G (Ω). Now we give the extension of the conditional
G-expectation from above.
Definition 24 For each X ∈ L1∗G (Ω), there exists a sequence {Xn}∞n=1 ⊂
L1G(Ω) such that Xn ↓ X q.s., we define
Eˆt[X ] = lim
n→∞
Eˆt[Xn] q.s..
We first prove that the above definition does not depend on a particular
sequence {Xn}∞n=1.
Lemma 25 Let ξn ∈ L1G(Ω), ξn ↓ 0 q.s.. Then Eˆt[ξn] ↓ 0 q.s..
Proof. By Theorem 11, we have Eˆ[ξn] ↓ 0. Let η = limn→∞ Eˆt[ξn], then η ≥ 0
q.s. and Eˆ[η] ≤ Eˆ[ξn] for each n. Thus Eˆ[η] = 0, which implies η = 0 q.s.. 
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Proposition 26 Let X ∈ L1∗G (Ω) and let {Xn}∞n=1, {X˜n}∞n=1 be two sequences
in L1G(Ω) such that Xn ↓ X and X˜n ↓ X q.s.. Then
lim
n→∞
Eˆt[Xn] = lim
n→∞
Eˆt[X˜n], q.s..
Proof. For each fixed m,
Eˆt[Xn] = Eˆt[X˜m+Xn−X˜m] ≤ Eˆt[X˜m]+Eˆt[Xn−X˜m] ≤ Eˆt[X˜m]+Eˆt[(Xn−X˜m)+].
Since Xn ↓ X q.s., we get (Xn−X˜m)+ ↓ (X−X˜m)+ = 0 q.s.. By Lemma 25, we
obtain limn→∞ Eˆt[Xn] ≤ Eˆt[X˜m] q.s.. Thus limn→∞ Eˆt[Xn] ≤ limn→∞ Eˆt[X˜n]
q.s.. Similarly, we can prove that limn→∞ Eˆt[X˜n] ≤ limn→∞ Eˆt[Xn] q.s.. The
proof is complete. 
Remark 27 For each given X ∈ L1∗G (Ω), there exists a sequence {Xn}∞n=1 ⊂
L1G(Ω) such that Xn ↓ X q.s.. We have Eˆt[Xn] ↓ Eˆt[X ] q.s., but we do not have
Eˆ[|Eˆt[Xn]− Eˆt[X ]|]→ 0.
Now we study the properties of the above conditional G-expectation.
Proposition 28 We have
(1) Eˆ0[X ] = Eˆ[X ] for X ∈ L1∗G (Ω);
(2) X,Y ∈ L1∗G (Ω), X ≤ Y q.s.=⇒ Eˆt[X ] ≤ Eˆt[Y ] q.s.;
(3) X ∈ L1∗G (Ωt), Y ∈ L1
∗
G (Ω) =⇒ Eˆt[X + Y ] = X + Eˆt[Y ];
(4) X,Y ∈ L1∗G (Ω) =⇒ Eˆt[X + Y ] ≤ Eˆt[X ] + Eˆt[Y ];
(5) X ∈ L1∗G (Ωt) is bounded, X ≥ 0, Y ∈ L1
∗
G (Ω), Y ≥ 0 =⇒ XY ∈ L1
∗
G (Ω)
and Eˆt[XY ] = XEˆt[Y ];
(6) X ∈ L1∗G (Ω) =⇒ Eˆt[X ] ∈ L1
∗
G (Ωt) and Eˆs[Eˆt[X ]] = Eˆs∧t[X ];
(7) {Xn}∞n=1 ⊂ L1
∗
G (Ω), Xn ↓ X q.s.=⇒ X ∈ L1
∗
G (Ω) and Eˆt[X ] = limn→∞ Eˆt[Xn]
q.s.;
(8) Eˆt[X
+] ≥ (Eˆt[X ])+ for X ∈ L1∗G (Ω);
(9) If {Xn}∞n=1 ⊂ L1G(Ω) such that Xn ↓ X q.s. and X ∈ L0(Ωt), then Eˆt[Xn] ↓
X q.s.; ;
(10) L1∗G (Ωt) = L1
∗
G (Ω) ∩ L0(Ωt).
Proof. (1) This is part (c) in Theorem 11.
(2) Let {Xn}∞n=1, {Yn}∞n=1 ⊂ L1G(Ω) such that Xn ↓ X q.s. and Yn ↓ Y q.s..
We have
Xn ≤ (Xn ∨ Yn) ↓ (X ∨ Y ) = Y, q.s..
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Thus
Eˆt[Y ] = lim
n→∞
Eˆt[Xn ∨ Yn] ≥ lim
n→∞
Eˆt[Xn] = Eˆt[X ], q.s..
(3), (4) and (5) are obvious.
(6) Let {Xn}∞n=1 ⊂ L1G(Ω) be such that Xn ↓ X q.s.. Then Eˆt[Xn] ∈ L1G(Ωt)
and Eˆt[Xn] ↓ Eˆt[X ] q.s.. Thus Eˆt[X ] ∈ L1∗G (Ωt). Moreover, the definition of Eˆs
implies
Eˆs[Eˆt[X ]] = lim
n→∞
Eˆs[Eˆt[Xn]] = lim
n→∞
Eˆs∧t[Xn] = Eˆs∧t[X ].
(7) Let {ξnm}∞m=1 ⊂ L1G(Ω) be such that ξnm ↓ Xn q.s. as m → ∞. We set
ηn = ∧ni=1ξin ∈ L1G(Ω). It is easy to check that ηn ≥ Xn q.s. and ηn ↓ X q.s..
Thus we get X ∈ L1∗G (Ω) and
Eˆt[X ] = lim
n→∞
Eˆt[ηn] ≥ lim
n→∞
Eˆt[Xn], q.s..
By (2) we have Eˆt[X ] ≤ limn→∞ Eˆt[Xn] q.s.. Thus we get Eˆt[X ] = limn→∞ Eˆt[Xn]
q.s..
(8) Obviously X+ ∈ L1∗G (Ω) and X+ ≥ X . By (2) we have Eˆt[X+] ≥ Eˆt[X ],
q.s.. Thus Eˆt[X
+] = (Eˆt[X
+])+ ≥ (Eˆt[X ])+.
(9) For each fixed n, we first prove that Eˆt[Xn] ≥ X q.s.. Otherwise we have
c({X > Eˆt[Xn]}) > 0. Since
{X > Eˆt[Xn] + 1
k
} ↑ {X > Eˆt[Xn]} as k →∞,
by (3) and (5) in Proposition 9, we can choose a constant δ > 0 and a compact
set K ∈ Ft such that K ⊂ {X > Eˆt[Xn] + δ} and c(K) > 0. It is easy to verify
that IK ∈ L1∗G (Ωt). By (1), (5), (6) and (8), we have
Eˆ[(X −Xn)+IK ] ≥ Eˆ[(Eˆt[Xn] + δ −Xn)+IK ]
= Eˆ[Eˆt[(Eˆt[Xn] + δ −Xn)+IK ]]
= Eˆ[Eˆt[(Eˆt[Xn] + δ −Xn)+]IK ]
≥ Eˆ[(Eˆt[Xn] + δ + Eˆt[−Xn])+IK ]
≥ Eˆ[δIK ] = δc(K) > 0,
which contradicts to X ≤ Xn q.s.. Thus Eˆt[Xn] ≥ X q.s. for each n ≥ 1.
Let η = limn→∞ Eˆt[Xn] ≥ X q.s.. Now we show that η = X q.s.. Otherwise
c({η > X}) > 0. Obviously c({X = ∞}) = 0. We divide the proof into two
cases.
Case 1: c({η > X} ∩ {X = −∞}) > 0. Since {η > −M} ∩ {X = −∞} ↑
{η > X} ∩ {X = −∞} as M → ∞, by (3) and (5) in Proposition 9, we can
choose a constant M > 0 and a compact set K ∈ Ft such that K ⊂ {η >
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−M} ∩ {X = −∞} and c(K) > 0. By Theorem 12, we can get
Eˆ[(Xn +M + 1)IK ] = Eˆ[(Xn +M + 1)IK + 0IKc ]
= Eˆ[IK(Eˆt[Xn] +M + 1)]
≥ Eˆ[IK(η +M + 1)]
≥ Eˆ[IK ] = c(K) > 0.
On the other hand, it is easy to check that (Xn +M + 1)
+IK ∈ L1∗G (Ω) and
(Xn +M + 1)
+IK ↓ (X +M + 1)+IK = 0 q.s.. By (1) and (7) we get Eˆ[(Xn +
M +1)+IK ] ↓ 0. But Eˆ[(Xn+M +1)IK ] ≤ Eˆ[(Xn+M +1)+IK ], which implies
a contradiction as n→∞.
Case 2: c({η > X}∩{|X | <∞}) > 0. Since {η > X+ 1k}∩{|X | < k} ↑ {η >
X} ∩ {|X | < ∞} as k → ∞, by (3) and (5) in Proposition 9, we can choose a
constant k > 0 and a compact set K ∈ Ft such that K ⊂ {η > X+ 1k}∩{|X | <
k} and c(K) > 0. It is easy to check that (Xn+k)IK = (Xn+k)+IK ∈ L1∗G (Ω) ↓
(X+k)IK ≥ 0 q.s.. By (1), (3) and (7), we obtain Eˆ[(Xn+k)IK ] ↓ Eˆ[(X+k)IK ]
and
Eˆ[(Xn + k)IK ] = Eˆ[Eˆt[(Xn + k)
+IK ]] = Eˆ[Eˆt[(Xn + k)
+]IK ]
≥ Eˆ[(Eˆt[Xn] + k)+IK ] ≥ Eˆ[(η + k)+IK ]
≥ Eˆ[(X + 1
k
+ k)+IK ] = Eˆ[(X +
1
k
+ k)IK ],
which implies Eˆ[(X + k)IK ] ≥ Eˆ[(X + 1k + k)IK ]. This is a contradiction by the
following Proposition.
(10) can be easily deduced from (9). 
The following Proposition is useful in this paper.
Proposition 29 Let A ∈ B(Ω) with c(A) > 0, X ∈ L1(Ω) be such that 0 ≤
XIA ≤ M , where M > 0 is a constant. Then for each δ > 0, we have Eˆ[(X +
δ)IA] > Eˆ[XIA].
Proof. Otherwise, Eˆ[XIA] = Eˆ[(X + δ)IA] ≥ Eˆ[δIA] = δc(A) > 0. By the
definition of Eˆ[XIA], there exists a sequence Pn ∈ P such that EPn [XIA] ≥
Eˆ[XIA] − 1nδc(A) ≥ n−1n δc(A). On the other hand, EPn [XIA] ≤ MPn(A),
which implies Pn(A) ≥ 12M δc(A) for each n ≥ 2. Thus we get
Eˆ[(X + δ)IA] ≥ sup
n
EPn [(X + δ)IA] = sup
n
{EPn [XIA] + δPn(A)}
≥ sup
n
{EPn [XIA] +
1
2M
δ2c(A)} = 1
2M
δ2c(A) + sup
n
EPn [XIA]
=
1
2M
δ2c(A) + Eˆ[XIA] > Eˆ[XIA],
which implies a contradiction, the proof is complete. 
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3.2 Extension from below
We set
L
1∗
∗
G (Ω) = {X ∈ L1(Ω) : ∃Xn ∈ L1
∗
G (Ω) such that Xn ↑ X q.s.},
L1∗∗G (Ω) = {X ∈ L0(Ω) : ∃Xn ∈ L1
∗
G (Ω) such that Xn ↑ X q.s.}.
Similarly,
L
1∗
∗
G (Ωt) = {X ∈ L1(Ωt) : ∃Xn ∈ L1
∗
G (Ωt) such that Xn ↑ X q.s.},
L1
∗
∗
G (Ωt) = {X ∈ L0(Ωt) : ∃Xn ∈ L1
∗
G (Ωt) such that Xn ↑ X q.s.}.
Obviously, L1
∗
G (Ω) ⊂ L1
∗
∗
G (Ω) ⊂ L1
∗
∗
G (Ω). Now we give the extension of the
conditional G-expectation from below.
Definition 30 For each X ∈ L1∗∗G (Ω), there exists a sequence {Xn}∞n=1 ⊂
L1
∗
G (Ω) such that Xn ↑ X q.s., we define
Eˆt[X ] = lim
n→∞
Eˆt[Xn] q.s..
We first prove that the above definition of Eˆt[X ] does not depend on a
particular choice of Xn ↑ X :
Lemma 31 Let X ∈ L1∗G (Ω) and a closed set K ∈ Ft with X ≥ 0 on K. Then
Eˆt[X
+]IK = Eˆt[X ]IK q.s..
Proof. There exists a sequence {Xn}∞n=1 ⊂ L1G(Ω) such that Xn ↓ X . Noting
that X+n IK = XnIK , then, by Theorem 12, we get Eˆt[X
+
n ]IK = Eˆt[Xn]IK q.s..
By Definition 24, we get Eˆt[X
+]IK = Eˆt[X ]IK q.s. by taking n→∞. 
Lemma 32 Let X ∈ L1∗G (Ω), {Xn}∞n=1 ⊂ L1
∗
G (Ω) be such that Xn ↑ X q.s..
Then Eˆt[X ] = limn→∞ Eˆt[Xn] q.s..
Proof. Frommonotonicity of Eˆt, we only need to prove that η := limn→∞ Eˆt[Xn] ≥
Eˆt[X ] q.s.. Otherwise, c({η < Eˆt[X ]}) > 0. Since |Eˆt[X ]|+ |Eˆt[X1]| < ∞ q.s.,
we have
{η + 1
k
< Eˆt[X ]} ∩ {|η| ≤ k} ∩ {X1 ≥ −k} ↑ {η < Eˆt[X ]} q.s..
Thus by (3) and (5) in Proposition 9, we can choose a constant k > 0 and a
compact set K ∈ Ft such that K ⊂ {η + 1k < Eˆt[X ]} ∩ {|η| ≤ k} ∩ {X1 ≥ −k}
and c(K) > 0. Noting that (Xn + k)IK ↑ (X + k)IK , then, by Lemma 31 and
(3), (5) and (6) in Proposition 28, we get
Eˆ[(X + k)IK ] = lim
n→∞
Eˆ[(Xn + k)IK ] = lim
n→∞
Eˆ[Eˆt[(Xn + k)
+IK ]]
= lim
n→∞
Eˆ[Eˆt[(Xn + k)
+]IK ] = lim
n→∞
Eˆ[Eˆt[Xn + k]IK ]
= lim
n→∞
Eˆ[(Eˆt[Xn] + k)IK ] = Eˆ[(η + k)IK ].
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On the other hand, by η ≤ X we get Eˆ[(X + k)IK ] = Eˆ[(Eˆt[X ] + k)IK ] ≥
Eˆ[(η + 1k + k)IK ]. Thus we get Eˆ[(η + k)IK ] ≥ Eˆ[(η + 1k + k)IK ], which induces
a contradiction by Proposition 29. The proof is complete. 
Proposition 33 For a given X ∈ L1∗∗G (Ω), let {Xn}∞n=1 and {X˜n}∞n=1 be two
sequence in L1
∗
G (Ω) such that Xn ↑ X and X˜n ↑ X q.s.. Then limn→∞ Eˆt[Xn] =
limn→∞ Eˆt[X˜n] q.s..
Proof. Indeed, for each fixed m, we have Xn ∧ X˜m ↑ X˜m q.s. as n → ∞. It
follows from Lemma 32 that
lim
n→∞
Eˆt[Xn] ≥ lim
n→∞
Eˆt[Xn ∧ X˜m] = Eˆt[X˜m] q.s..
Thus limn→∞ Eˆt[Xn] ≥ limn→∞ Eˆt[X˜n]. Similarly we have limn→∞ Eˆt[X˜n] ≥
limn→∞ Eˆt[Xn]. 
We now give the properties of the conditional G-expectation.
Proposition 34 We have
(1) Eˆ0[X ] = Eˆ[X ] for X ∈ L1
∗
∗
G (Ω);
(2) X,Y ∈ L1
∗
∗
G (Ω), X ≤ Y =⇒ Eˆt[X ] ≤ Eˆt[Y ];
(3) X ∈ L1∗∗G (Ωt), Y ∈ L1
∗
∗
G (Ω) =⇒ Eˆt[X + Y ] = X + Eˆt[Y ];
(4) X,Y ∈ L1∗∗G (Ω) =⇒ Eˆt[X + Y ] ≤ Eˆt[X ] + Eˆt[Y ];
(5) X ∈ L1
∗
∗
G (Ωt), X ≥ 0, Y ∈ L1
∗
∗
G (Ω), Y ≥ 0 =⇒ XY ∈ L1
∗
∗
G (Ω) and Eˆt[XY ] =
XEˆt[Y ];
(6) X ∈ L1∗∗G (Ω) =⇒ Eˆt[X ] ∈ L1
∗
∗
G (Ωt) and Eˆs[Eˆt[X ]] = Eˆs∧t[X ];
(7) Xn ∈ L1
∗
∗
G (Ω), Xn ↑ X =⇒ X ∈ L1
∗
∗
G (Ω) and Eˆt[X ] = limn→∞ Eˆt[Xn] q.s.;
(8) Eˆt[X
+] ≥ (Eˆt[X ])+ for X ∈ L1
∗
∗
G (Ω);
(9) If {Xn}∞n=1 ⊂ L1
∗
G (Ω) such that Xn ↑ X q.s. and X ∈ L0(Ωt), then Eˆt[Xn] ↑
X q.s.;
(10) L1∗∗G (Ωt) = L1
∗
∗
G (Ω) ∩ L0(Ωt).
Proof. Similar to the proof of Proposition 28, we can get (1)-(8) and (10). We
only prove (9). For each fixed n, we first prove that Eˆt[Xn] ≤ X q.s.. Otherwise
we have c({X < Eˆt[Xn]}) > 0. Since
{X + 1
k
< Eˆt[Xn]} ↑ {X < Eˆt[Xn]} as k →∞,
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by (3) and (5) in Proposition 9, we can choose a constant δ > 0 and a compact
set K ∈ Ft such that K ⊂ {X + δ < Eˆt[Xn]} and c(K) > 0. It is easy to verify
that IK ∈ L1∗G (Ωt) and −Eˆt[Xn] ∈ L1
∗
∗
G (Ω). By (1), (3), (5), (6) and (8), we
have
Eˆ[(Xn −X)+IK ] ≥ Eˆ[(Xn + δ − Eˆt[Xn])+IK ]
= Eˆ[Eˆt[(Xn + δ − Eˆt[Xn])+]IK ]
≥ Eˆ[(Eˆt[Xn] + δ − Eˆt[Xn])+IK ]
= Eˆ[δIK ] = δc(K) > 0,
which contradicts to X ≥ Xn q.s.. Thus Eˆt[Xn] ≤ X q.s. for each n ≥ 1.
Let η = limn→∞ Eˆt[Xn] ≤ X q.s.. Now we show that η = X q.s.. Otherwise
c({η < X}) > 0. Obviously c({X = −∞}) = 0. It is easy to check that
{η + 1
k
< X} ∩ {|η| < k} ∩ {X1 > −k} ↑ {η < X} as k →∞.
By (3) and (5) in Proposition 9, we can choose a constant k > 0 and a compact
set K ∈ Ft such that K ⊂ {η+ 1k < X}∩{|η| < k}∩{X1 > −k} and c(K) > 0.
Noting that (Xn + k)IK ↑ (X + k)IK q.s., then we have
Eˆ[(Xn + k)IK ] ↑ Eˆ[(X + k)IK ] ≥ Eˆ[(η + 1
k
+ k)IK ].
On the other hand, by Lemma 31,
Eˆ[(Xn + k)IK ] = Eˆ[Eˆt[(Xn + k)
+]IK ] = Eˆ[(Eˆt[Xn] + k)IK ] ↑ Eˆ[(η + k)IK ].
which implies a contradiction by Proposition 29. 
3.3 Extension under the norm L1
We set
L¯
1∗
∗
G (Ω) = {X ∈ L1(Ω) : ∃Xn ∈ L1
∗
∗
G (Ω) such that Eˆ[|Xn −X |]→ 0},
L¯
1∗
∗
G (Ωt) = {X ∈ L1(Ωt) : ∃Xn ∈ L1
∗
∗
G (Ωt) such that Eˆ[|Xn −X |]→ 0}.
In this subsection, we extend the conditional G-expectation to L¯
1∗
∗
G (Ω). For this
we need the following representation theorem. In the following, we suppose that
P = Pmax.
Proposition 35 For each X ∈ L1
∗
∗
G (Ω), we have, for each P ∈ P,
Eˆt[X ] = ess sup
Q∈P(t,P )
PEQ[X |Ft] P -a.s..
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Proof. We divide the proof into two part.
Step 1. For each fixed X ∈ L1∗G (Ω), there exists a sequence {Xn}∞n=1 ⊂
L1G(Ω) such that Xn ↓ X q.s.. Noting that Eˆt[Xn] ↓ Eˆt[X ] q.s. and EQ[Xn|Ft] ↓
EQ[X |Ft] P -a.s., then, by Theorem 16, we obtain
Eˆt[X ] ≥ ess sup
Q∈P(t,P )
PEQ[X |Ft] P -a.s..
Now we prove that Eˆt[X ] = ess sup
Q∈P(t,P )
PEQ[X |Ft] P -a.s.. Otherwise, EP [Eˆt[X ]] >
EP [ ess sup
Q∈P(t,P )
PEQ[X |Ft]]. By Theorem 16 and Lemma 23, we get
EP [Eˆt[X ]] = lim
n→∞
EP [Eˆt[Xn]] = lim
n→∞
EP [ ess sup
Q∈P(t,P )
PEQ[Xn|Ft]]
= lim
n→∞
sup
Q∈P(t,P )
EQ[Xn]
and
EP [ ess sup
Q∈P(t,P )
PEQ[X |Ft]] = sup
Q∈P(t,P )
EQ[X ].
Noting that P(t, P ) is weakly compact, {Xn}∞n=1 ⊂ L1G(Ω) and Xn ↓ X q.s.,
then, by Theorem 11, we can get sup
Q∈P(t,P )
EQ[Xn] ↓ sup
Q∈P(t,P )
EQ[X ], which in-
duces a contradiction.
Step 2. For each fixed X ∈ L1∗∗G (Ω), there exists a sequence {Xn}∞n=1 ⊂
L1
∗
G (Ω) such that Xn ↑ X q.s.. Noting that Eˆt[Xn] ↑ Eˆt[X ] q.s. and EQ[Xn|Ft] ↑
EQ[X |Ft] P -a.s., then, by Step 1, we get Eˆt[X ] ≥ ess sup
Q∈P(t,P )
PEQ[X |Ft] P -a.s..
Now we assert Eˆt[X ] = ess sup
Q∈P(t,P )
PEQ[X |Ft] P -a.s.. Otherwise, EP [Eˆt[X ]] >
EP [ ess sup
Q∈P(t,P )
PEQ[X |Ft]]. Similar to the analysis of Step 1, we can obtain
lim
n→∞
sup
Q∈P(t,P )
EQ[Xn] > sup
Q∈P(t,P )
EQ[X ],
which contradicts to sup
Q∈P(t,P )
EQ[Xn] ≤ sup
Q∈P(t,P )
EQ[X ] for n ≥ 1. The proof is
complete. 
Proposition 36 For each X, Y ∈ L1
∗
∗
G (Ω), we have
Eˆ[|Eˆt[X ]− Eˆt[Y ]|] ≤ Eˆ[|X − Y |].
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Proof. For each P ∈ P , by Proposition 35 and Lemma 23, we get
EP [|Eˆt[X ]− Eˆt[Y ]|] = EP [| ess sup
Q∈P(t,P )
PEQ[X |Ft]− ess sup
Q∈P(t,P )
PEQ[Y |Ft]|]
≤ EP [ ess sup
Q∈P(t,P )
P |EQ[X |Ft]− EQ[Y |Ft]|]
≤ EP [ ess sup
Q∈P(t,P )
PEQ[|X − Y ||Ft]
= sup
Q∈P(t,P )
EQ[|X − Y |] ≤ Eˆ[|X − Y |].

Now we give the extension of the conditional G-expectation to L¯
1∗
∗
G (Ω).
Definition 37 For each X ∈ L¯1∗∗G (Ω), there exists a sequence {Xn}∞n=1 ⊂
L
1∗
∗
G (Ω) such that Eˆ[|Xn −X |]→ 0. We define
Eˆt[X ] = L
1 − lim
n→∞
Eˆt[Xn].
By Proposition 36, it is easy to show that the above definition is meaningful,
Eˆt[·] : L¯1
∗
∗
G (Ω)→ L¯1
∗
∗
G (Ωt) and the following properties.
Proposition 38 We have
(1) X, Y ∈ L¯1∗∗G (Ω), X ≥ Y =⇒ Eˆt[X ] ≥ Eˆt[Y ];
(2) X ∈ L¯1
∗
∗
G (Ωt), Y ∈ L¯1
∗
∗
G (Ω) =⇒ Eˆt[X + Y ] = X + Eˆt[Y ];
(3) X, Y ∈ L¯1
∗
∗
G (Ω) =⇒ Eˆt[X + Y ] ≤ Eˆt[X ] + Eˆt[Y ];
(4) X ∈ L¯1∗∗G (Ωt) is bounded, X ≥ 0, Y ∈ L¯1
∗
∗
G (Ω), Y ≥ 0, limn→∞ Eˆ[Y I{Y≥n}] =
0 =⇒ Eˆt[XY ] = XEˆt[Y ];
(5) X ∈ L¯1
∗
∗
G (Ω) =⇒ Eˆs[Eˆt[X ]] = Eˆs∧t[X ].
Proposition 39 For each X ∈ L¯1∗∗G (Ω), we have, for each P ∈ P,
Eˆt[X ] = ess sup
Q∈P(t,P )
PEQ[X |Ft] P -a.s..
Proof. We omit the proof which is similar to Theorem 16. 
It is important to note that L1
∗
G (Ω), L
1∗
∗
G (Ω) and L¯
1∗
∗
G (Ω) are not linear spaces.
In the following, we consider a linear space in L
1∗
∗
G (Ω). We set
L∗1G (Ω) = {X − Y : X,Y ∈ L1
∗
G (Ω)}.
It is easy to check that L1
∗
G (Ω) ⊂ L∗1G (Ω) ⊂ L1
∗
∗
G (Ω) and L
∗1
G (Ω) is a linear space.
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Proposition 40 If ξ ∈ L∗1G (Ω), then |ξ| ∈ L∗1G (Ω).
Proof. For ξ = X − Y , where X , Y ∈ L1∗G (Ω), it is easy to check that |ξ| =
|X − Y | = X ∨ Y −X ∧ Y , thus |ξ| ∈ L∗1G (Ω). 
We also set
L¯∗1G (Ω) = {X ∈ L1(Ω) : ∃Xn ∈ L∗1G (Ω) such that Eˆ[|Xn −X |]→ 0}.
It is easy to verify that L¯∗1G (Ω) ⊂ L¯1
∗
∗
G (Ω) and L¯
∗1
G (Ω) is a vector lattice.
3.4 Application to optional stopping theorem
In this subsection, we first present some basic properties in the extended spaces
L1
∗
G (Ω), L
∗1
G (Ω) and L
1∗
∗
G (Ω).
Proposition 41 We have
(1) Let X be a bounded upper (resp. lower) semicontinuous function on Ω.
Then X ∈ L1∗G (Ω) (resp. X ∈ L∗1G (Ω));
(2) Let X ∈ L1G(Ω;Rn) and let f be a bounded upper (resp. lower) semicontin-
uous function on Rn. Then f(X) ∈ L1∗G (Ω) (resp. f(X) ∈ L∗1G (Ω));
(3) Let X ∈ L1G(Ω;Rn) and let fi, i ≥ 1, be a sequence of uniformly bounded
upper or lower semicontinuous functions on Rn such that fi ↑ f . Then
f(X) ∈ L1
∗
∗
G (Ω).
Proof. We only prove (2). (1) and (3) can be proved similarly. For bounded
upper semicontinuous function f , there exists a sequence bounded continuous
functions ϕi such that ϕi ↓ f . It is easy to check that ϕi(X) ∈ L1G(Ω) and
ϕi(X) ↓ f(X). Thus f(X) ∈ L1∗G (Ω). Similar analysis for lower semicontinuous
function. 
Remark 42 Let X ∈ L1G(Ω), −∞ < a < b < ∞. Then by the above propo-
sition, I{X≤a}, I{X≥a}, I{a≤X≤b} ∈ L1∗G (Ω), I{X<a}, I{a<X<b}, I{a≤X<b} ∈
L∗1G (Ω).
Proposition 43 Let Xn ∈ L1∗G (Ω) and Xn ≥ Y for n ≥ 1, where Y ∈ L1(Ω).
Then lim infn→∞Xn ∈ L1
∗
∗
G (Ω).
Proof. It is simply due to
lim inf
n→∞
Xn = sup
n
( inf
k≥n
Xk),
and ∧n+mk=n Xk ↓ infk≥nXk ∈ L1
∗
G (Ω) as m→∞. 
We now give the definition for a class of stopping times.
Definition 44 A random time τ : Ω → [0,∞) is called a ∗-stopping time if
I{τ≥t} ∈ L1∗G (Ωt) for each t ≥ 0.
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Definition 45 For a given ∗-stopping time τ and ξ ∈ L¯1
∗
∗
G (Ω), we define Eˆτ [ξ] =
Mτ , where Mt = Eˆt[ξ] for t ≥ 0.
Example 46 Let (Xt)t≤T be an n-dimensional right continuous process such
that Xt ∈ L1G(Ωt;Rn) for t ≤ T . We define a random time for each fixed closed
set F ⊂ Rn as follows:
τ = inf{t ≥ 0 : Xt 6∈ F} ∧ T.
It is easy to check that
{τ ≥ t} =
⋂
s∈[0,t)∩Q
{Xs ∈ F} =
⋂
s∈[0,t)∩Q
{d(Xs, F ) = 0},
and
I{τ≥t} = inf{I{d(Xs,F )=0} : s ∈ [0, t) ∩Q},
where d(x, F ) := inf{y∈F} |x − y|. By Propositions 28 and 41, we know that
I{τ≥t} ∈ L1∗G (Ωt). Thus τ is a ∗-stopping time.
Proposition 47 Let τ be a ∗-stopping time. Then τ ∧ T ∈ L1∗G (Ω) for each
given T > 0 and τ ∈ L1∗∗G (Ω).
Proof. For each n ≥ 1, we define
τn :=
2n∑
i=1
iT 2−nI{(i−1)T2−n≤τ<iT2−n} + TI{τ≥T}
=
2n∑
i=1
T 2−nI{(i−1)T2−n≤τ} ∈ L1
∗
G (Ω).
Since τn ↓ τ ∧ T and τ ∧ m ↑ τ as m → ∞, we have τ ∧ T ∈ L1∗G (Ω) and
τ ∈ L1
∗
∗
G (Ω). 
We now prove the following optional stopping theorem.
Theorem 48 Suppose that there exists some σ2 > 0 such that G(A)−G(B) ≥
σ2tr[A−B] for any A ≥ B. Let Mt = Eˆt[ξ] for t ≤ T , ξ ∈ LpG(ΩT ) with p > 1,
and let σ, τ be two ∗-stopping times with σ ≤ τ ≤ T . Then Mτ , Mσ ∈ L¯∗1G (ΩT )
and
Mσ = Eˆσ[Mτ ] q.s..
Proof. By Definition 45, we only need to prove that Mτ ∈ L¯∗1G (ΩT ) and
Eˆt[Mτ ] =Mt∧τ q.s..
Step 1. Suppose that there exists a L > 0 such that |ξ| ≤ L. For each given
n ≥ 1, we set N = 2n, ti = iT 2−n, i ≤ N , and define
τn :=
N∑
i=1
tiI{ti−1≤τ<ti} + TI{τ=T}.
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It is easy to check that
Mτn =
N∑
i=1
MtiI{ti−1≤τ<ti} +MT I{τ=T} =Mt1 +
N∑
i=2
(Mti −Mti−1)I{τ≥ti−1}
=Mt1 +
N∑
i=2
(Mti −Mti−1)+I{τ≥ti−1} −
N∑
i=2
(Mti −Mti−1)−I{τ≥ti−1}.
Thus Mτn ∈ L∗1G (ΩT ) and
EˆtN−1 [Mτn ] = EˆtN−1 [η + (MtN −MtN−1 + 2L)I{τ≥tN−1} − 2LI{τ≥tN−1}]
= η − 2LI{τ≥tN−1} + EˆtN−1 [MtN −MtN−1 + 2L]I{τ≥tN−1}
= η,
where η =Mt1 +
∑N−1
i=2 (Mti −Mti−1)I{τ≥ti−1}. Repeat this process, we can get
Eˆt[Mτn ] =Mt1∧t +
N∑
i=2
(Mti∧t −Mti−1∧t)I{τ≥ti−1} =Mt∧τn .
By Theorem 4.5 in Song [19] (or Theorem 5.1 in [18]), there exist a Z ∈
H1G(0, T ;R
d) and a decreasing G-martingale K with K0 = 0, KT ∈ L1G(ΩT )
such that
Mt = Eˆ[ξ] +
∫ t
0
ZsdBs +Kt.
Similar to Mτn, we can get
∫ τn
0
ZsdBs ∈ L∗1G (ΩT ) and −Kτn ∈ L1
∗
G (ΩT ). By
the B-D-G inequality, we can get
Eˆ[|
∫ τn
τ
ZsdBs|] ≤ CEˆ[(
∫ τn
τ
|Zs|2ds)1/2]
≤ CEˆ[(
∫ τn
τ
(|Zs| ∧N1)2ds)1/2 + (
∫ τn
τ
|Zs|2I{|Zs|≥N1}ds)1/2]
≤ C(N1
√
T 2−n + Eˆ[(
∫ T
0
|Zs|2I{|Zs|≥N1}ds)1/2]).
Thus we can get lim sup
n→∞
Eˆ[| ∫ τn
τ
ZsdBs|] ≤ CEˆ[(
∫ T
0
|Zs|2I{|Zs|≥N1}ds)1/2] for
each N1 > 0. Since Z ∈ H1G(0, T ;Rd), using the same analysis as in Propo-
sition 18 in [3], we can obtain Eˆ[(
∫ T
0 |Zs|2I{|Zs|≥N1}ds)1/2] → 0 as N1 → ∞,
which implies Eˆ[| ∫ τnτ ZsdBs|] → 0 as n → ∞. Thus
∫ τ
0 ZsdBs ∈ L¯∗1G (ΩT ).
Noting that Kτn ↑ Kτ , then we get −Kτ ∈ L1∗G (ΩT ). Thus Mτ ∈ L¯∗1G (ΩT ) and
Mt∧τn = Eˆt[Mτn ] ≤ Eˆt[Eˆ[ξ] +
∫ τn
0
ZsdBs +Kτ ].
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Noting thatMt∧τn →Mt∧τ q.s. and Eˆt[Mτ ] = L1−limn→∞ Eˆt[Eˆ[ξ]+
∫ τn
0
ZsdBs+
Kτ ], then we obtain Mt∧τ ≤ Eˆt[Mτ ]. On the other hand, by Kτ ≤ Kt∧τ and
−Kt∧τ ∈ L1∗G (Ωt), we obtain
Eˆt[Mτ ] ≤ Eˆt[Eˆ[ξ] +
∫ τ
0
ZsdBs +Kt∧τ ] = Eˆ[ξ] +Kt∧τ + Eˆt[
∫ τ
0
ZsdBs].
Using the above method, we can get Eˆt[
∫ τn
0 ZsdBs] =
∫ t∧τn
0 ZsdBs, and then
Eˆt[
∫ τ
0 ZsdBs] =
∫ t∧τ
0 ZsdBs, which implies Eˆt[Mτ ] ≤ Mt∧τ . Thus Eˆt[Mτ ] =
Mt∧τ .
Step 2. For ξ ∈ LpG(ΩT ) with p > 1, we set ξn = (ξ ∧ n) ∨ (−n) and
Mnt = Eˆt[ξ
n]. By Step 1, we get Eˆt[M
n
τ ] = M
n
t∧τ . By Theorem 3.4 in [19]
and Proposition 3.9 in [6], we can obtain Eˆ[supt≤T |Mnt −Mt|]→ 0 as n→∞.
Thus Eˆ[|Mnτ −Mτ |] → 0, which implies Mτ ∈ L¯∗1G (ΩT ) and Eˆt[Mτ ] = L1 −
limn→∞ Eˆt[M
n
τ ] = L
1 − limn→∞Mnt∧τ =Mt∧τ . The proof is complete. 
4 Extension of nonlinear expectations
Let (Ω, Lip(Ω), Eˆ[·]) be the G-expectation space and let (Ω, Lip(Ω), (E˜t[·])t≥0)
be a consistent nonlinear expectation satisfying the following properties:
(1) E˜t[·] : Lip(Ω)→ Lip(Ωt);
(2) X , Y ∈ Lip(Ω), X ≤ Y =⇒ E˜t[X ] ≤ E˜t[Y ];
(3) X ∈ Lip(Ωt), Y ∈ Lip(Ω) =⇒ E˜t[X + Y ] = X + E˜t[Y ];
(4) X ∈ Lip(Ω) =⇒ E˜s[E˜t[X ]] = E˜s∧t[X ];
(5) X , Y ∈ Lip(Ω) =⇒ E˜t[X ]− E˜t[Y ] ≤ Eˆt[X − Y ].
We have the following proposition.
Proposition 49 ([16]) For each X, Y ∈ Lip(Ω), we have E˜t[X ] ≤ Eˆt[X ] and
|E˜t[X ]− E˜t[Y ]| ≤ Eˆt[|X − Y |].
By this proposition, E˜t[·] can be extended to L1G(Ω). In the following, we
consider the extension of E˜t[·].
Definition 50 For each X ∈ L1∗G (Ω), there exists a sequence {Xn}∞n=1 ⊂
L1G(Ω) such that Xn ↓ X q.s., we define
E˜t[X ] = lim
n→∞
E˜t[Xn] q.s..
The following proposition show that the above definition is meaningful.
24
Proposition 51 Let X ∈ L1∗G (Ω) and let {Xn}∞n=1, {X˜n}∞n=1 be two sequences
in L1G(Ω) such that Xn ↓ X and X˜n ↓ X q.s.. Then
lim
n→∞
E˜t[Xn] = lim
n→∞
E˜t[X˜n], q.s..
Proof. For each fixed m,
E˜t[Xn]− E˜t[X˜m] ≤ Eˆt[Xn − X˜m] ≤ Eˆt[(Xn − X˜m)+].
Since Xn ↓ X q.s., we get (Xn − X˜m)+ ↓ 0 q.s.. By Lemma 25, we obtain
limn→∞ E˜t[Xn] ≤ E˜t[X˜m] q.s.. Thus limn→∞ E˜t[Xn] ≤ limn→∞ E˜t[X˜n] q.s..
Similarly, we can prove that limn→∞ E˜t[Xn] ≥ limn→∞ E˜t[X˜n] q.s.. The proof
is complete. 
Proposition 52 We have
(1) X,Y ∈ L1∗G (Ω), X ≤ Y q.s.=⇒ E˜t[X ] ≤ E˜t[Y ] q.s.;
(2) {Xn}∞n=1 ⊂ L1
∗
G (Ω), Xn ↓ X ∈ L1
∗
G (Ω) q.s.=⇒ E˜t[X ] = limn→∞ E˜t[Xn]
q.s.;
(3) X ∈ L1∗G (Ωt), Y ∈ L1
∗
G (Ω) =⇒ E˜t[X + Y ] = X + E˜t[Y ];
(4) X ∈ L1∗G (Ω) =⇒ E˜t[X ] ∈ L1
∗
G (Ωt) and E˜s[E˜t[X ]] = E˜s∧t[X ];
(5) X ∈ L1∗G (Ω), Y ∈ L1
∗
G (Ω) =⇒ E˜t[X ]− E˜t[Y ] ≤ Eˆt[X − Y ].
Proof. The proof of (1)-(4) is similar to Proposition 28, we only prove (5).
Let {Xn}∞n=1, {Yn}∞n=1 be two sequences in L1G(Ω) such that Xn ↓ X and
Yn ↓ Y q.s.. For each n, m ≥ 1, E˜t[Xn] − E˜t[Ym] ≤ Eˆt[Xn − Ym], then we get
E˜t[X ]− E˜t[Ym] ≤ Eˆt[X − Ym] by taking n→∞. Noting that X − Ym ∈ L1∗G (Ω)
and X − Ym ↑ X − Y ∈ L1
∗
∗
G (Ω), then we obtain E˜t[X ]− E˜t[Y ] ≤ Eˆt[X − Y ] by
taking m→∞. 
Definition 53 For each X ∈ −L1∗G (Ω), there exists a sequence {Xn}∞n=1 ⊂
L1
∗
G (Ω) such that Xn ↑ X q.s., we define
E˜t[X ] = lim
n→∞
E˜t[Xn] q.s..
The following proposition prove that Definition 53 is meaningful.
Proposition 54 Let {Xn}∞n=1, {X˜n}∞n=1 be two sequences in L1G(Ω) such that
Xn ↑ X and X˜n ↑ X q.s.. Then
lim
n→∞
E˜t[Xn] = lim
n→∞
E˜t[X˜n], q.s..
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Proof. For each fixed m,
E˜t[X˜m]− E˜t[Xn] ≤ Eˆt[X˜m −Xn] ≤ Eˆt[(X˜m −Xn)+].
Since Xn ↑ X q.s., we get (X˜m − Xn)+ ↓ 0 q.s.. By Lemma 25, we obtain
limn→∞ E˜t[Xn] ≥ E˜t[X˜m] q.s.. Thus limn→∞ E˜t[Xn] ≥ limn→∞ E˜t[X˜n] q.s..
Similarly, we can prove that limn→∞ E˜t[Xn] ≤ limn→∞ E˜t[X˜n] q.s.. The proof
is complete. 
Proposition 55 We have
(1) X,Y ∈ −L1∗G (Ω), X ≤ Y q.s.=⇒ E˜t[X ] ≤ E˜t[Y ] q.s.;
(2) {Xn}∞n=1 ⊂ −L1
∗
G (Ω), Xn ↑ X ∈ −L1
∗
G (Ω) q.s.=⇒ E˜t[X ] = limn→∞ E˜t[Xn]
q.s.;
(3) X ∈ −L1∗G (Ωt), Y ∈ −L1
∗
G (Ω) =⇒ E˜t[X + Y ] = X + E˜t[Y ];
(4) X ∈ −L1∗G (Ω) =⇒ E˜t[X ] ∈ −L1
∗
G (Ωt) and E˜s[E˜t[X ]] = E˜s∧t[X ];
(5) X ∈ −L1∗G (Ω), Y ∈ −L1
∗
G (Ω) =⇒ E˜t[X ]− E˜t[Y ] ≤ Eˆt[X − Y ].
Proof. The proof is similar to Proposition 52, we omit it. 
The following example shows that the extension to L
1∗
∗
G (Ω) is impossible for
some nonlinear expectations.
Example 56 Define E˜t[X ] = −Eˆt[−X ] for each X ∈ Lip(Ω). It is easy to
check that E˜t[·] satisfies the above properties. We consider
Xn = −I{σ¯2− 1
n
<〈B〉1<σ¯2}, X˜n = 0.
It is easy to verify that Xn, X˜n ∈ L1∗G (Ω) and Xn ↑ 0, X˜n ↑ 0. But E˜[Xn] = −1
and E˜[X˜n] = 0 for n ≥ 1.
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