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Global mobile data traffic has more than doubled in the past four years,
and will only increase throughout the upcoming years. Modern cellular sys-
tems are striving to enable communications at high data rates over wide ge-
ographical areas to meet the surge in data demand. This requires advanced
technologies to mitigate fundamental effects of wireless communications like
path-loss, shadowing, small-scale fading, and interference. Two of such tech-
nologies are: i) deploying multiple antennas at the transmitter and receiver,
and ii) employing an extra radio, called the relay, to forward messages from
the transmitter to the receiver. The advantages of both technologies can be
leveraged by using multiple antennas at the relay, transmitter, and receiver.
Multiple-antenna relay-assisted communication is emerging as one promising
technique for expanding the overall capacity of cellular networks.
vi
Taking full advantage of multiple-antenna relay-assisted cellular sys-
tems requires transmission strategies for jointly configuring the transmitters
and receivers based on knowledge of the wireless propagation medium. This
dissertation proposes such transmission strategies for wireless multiple-antenna
relay-assisted systems. Two popular types of relays are considered: i) amplify-
and-forward relays (the relays simply apply linear signal processing to their
observed signals before retransmitting) and ii) decode-and-forward relays (the
relays decode their observed signals and then re-encode before retransmitting).
The first part of this dissertation considers the three-node multiple-antenna
amplify-and-forward relay channel. Algorithms for adaptively selecting the
number of data streams and subsets of transmit antennas at the transmit-
ter and relay to provide reliable transmission at a guaranteed rate are pro-
posed. Expressions for extracting spatial characteristics of the end-to-end
multiple-antenna relay channel are derived. The second part of the dissertation
presents interference management strategies that are developed specifically for
two models of multiple-antenna relay interference channels where a number of
relays assist multiple transmitters to communicate with multiple receivers.
One model uses amplify-and-forward relays while the other uses decode-and-
forward relays. Based on the idea of interference alignment, these strategies
aim at maximizing the sum of achievable end-to-end rates. Simulation results
show that the proposed transmission strategies with multiple-antenna relays
achieve higher capacity and reliability than both those without relays and
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Mobile devices have become an integral part of our everyday lives due to
the high penetration of mobile phones (especially data-intensive smartphones)
and emerging applications (such as mobile video) [1, 3]. It is predicted that on
average each person on the earth will have a mobile-connected device by the
end of 2012 and 1.4 mobile-connected devices in 2016 [2]. The global mobile
data traffic has more than doubled annually in the past four years and that
rate is expected to keep increasing throughout the upcoming years [3]. The
efficiency of cellular networks must be improved to meet the surge of data
demand.
Achieving high data rates and good coverage in cellular networks is
impeded by fading (small-scale and large-scale) and interference, two funda-
mental characteristics of the wireless propagation medium [67, 211]. Small-
scale fading refers to rapid fluctuations in the strength of radio signals caused
by multi-path and Doppler spread effects. Due to reflections from physical
objects, radio signals may travel through multiple paths from the transmitter
to receiver. The signals on the paths have different time delays, phases and
amplitudes. Doppler spread is caused by the relative mobility of the trans-
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mitter, receiver and surrounding environment, leading to different shifts in
the frequency of radio signals on different paths. Due to small-scale fading,
the receiver sees multiple copies of the same signal sent by the transmitter.
These copies can add constructively or destructively, resulting in severe fluc-
tuations in the received signal strength. Large-scale fading includes path-loss
and shadowing. Path-loss refers to the exponential attenuation of radio signal
power with distance. Shadowing refers to the drop in signal power due to large
obstructions, such as buildings or trees, obscuring the main path between the
transmitter and receiver.
Wireless communication allows multiple users to share common radio
frequency resources, making their transmissions interfere with each other. In
addition to local thermal noise, each receiver sees more than one signal at the
same time, or over the same frequency, making it difficult to decode the desired
signal. Cellular systems permit reusing of operating frequency in multiple cells
to increase overall network capacity. Recent standards like 3GPP LTE/LTE-
Advanced propose the universal frequency reuse, i.e., all cell sites use the same
frequency to obtain the most from scarce spectrum resources. This, however,
makes cellular systems susceptible to interference.
Multiple-input multiple-output (MIMO) communication and relay com-
munication are two promising techniques to mitigate the effects of fading and
interference to support high data rates and reliability. In MIMO communica-
tion systems, also known as multiple-antenna systems, the transmitters and
receivers are equipped with multiple antennas [61, 62, 199, 201, 202]. In relay
2
communication systems, extra intermediate nodes, also called relays, are de-
ployed to forward messages from the transmitters to receivers [50, 113, 114, 180,
181, 213]. These two techniques can be combined by employing multiple an-
tennas at the transmitters, relays, and receivers, resulting in multiple-antenna
relay-assisted systems. In this dissertation, I focus on how to take full advan-
tage of multiple-antenna relay-assisted systems.
This introductory chapter provides background on MIMO communica-
tion in Section 1.1 and background on relay communication in Section 1.2.
Section 1.3 describes wireless multiple-antenna relay-assisted systems. It also
presents the motivations and challenges of my research. Section 1.4 explains
the importance of my research in connection with an overview of methods for
expanding the overall capacity of cellular networks. This chapter concludes
with a thesis statement, a summary of the contributions, notation, and orga-
nization of the remainder of this dissertation.
1.1 Wireless Communication with Multiple Antennas
Employing multiple antennas at the transmitters and receivers enables
high data rates and reliability in wireless systems. Now that multiple-antenna
communication has a relatively mature theoretical foundation (especially for
the point-to-point channel without interference), it has been included in sev-
eral recent standards, including IEEE 802.16e, IEEE 802.11n, and 3GPP
LTE/LTE-Advanced [118]. It is expected that the technology will continue
to find wide application in future wireless networks.
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Multiple antennas can be exploited in many ways in cellular systems
including improving the capacity and reliability of the point-to-point trans-
mission between a transmitter and a receiver. With enough spacing between
antennas, the fading channel coefficients between different transmit antennas
and receive antennas are approximately independent of each other. Thus,
the channel matrix between the transmitter and receiver is full rank with a
high probability, making it possible to decompose this channel into multi-
ple independent paths. High data rates can be achieved by splitting data
into multiple streams and then simultaneously sending the streams over these
paths [61, 62, 199, 201, 202]. The number of data streams that can be transmit-
ted simultaneously is referred to as the multiplexing gain. Multiple antennas
can also be used to increase transmission reliability by sending multiple copies
of a signal through different antennas. There is a high probability that one
of these paths is not in deep fade, allowing the receiver to decode this signal
successfully. The increase in reliability is referred to as the diversity gain.
Knowledge of wireless channels, also known as channel state informa-
tion (CSI), is crucial to realizing the benefits of multiple antennas. CSI at
transmitters enables the design of strategies to adapt transmitted waveforms
to the wireless channel to overcome fading effects to increase received signal
strength. For example, in the transmit antenna selection technique, CSI is
used to select subsets of transmit antennas corresponding to paths with fa-
vorable fading to receive antennas [86, 139, 172]. CSI is also used to design
the beamforming vectors (for single-stream transmissions) or the precoding
4
matrices (for multiple-stream transmissions) to adapt the weights of signals
while mapping them to transmit antennas [111, 130, 171]. While CSI avail-
ability is optional at the transmitters, it is often required at the receivers to
estimate wireless channel distortions for reconstructing the transmitted sig-
nal. When wireless channels vary slowly enough, it is reasonable to assume
that CSI is known instantaneously and perfectly at both the transmitters and
receivers. This full CSI assumption is useful in cellular system design since
it provides insights into upper-bounds on the performance measures, such as
system capacity and reliability.
Interference in cellular systems degrades data rates and increases out-
ages [14, 24, 31, 43], especially when it is not coordinated [8, 75]. Multiple an-
tennas can be used to mitigate interference. Network MIMO is a technique for
mitigating interference in cellular networks by forming a large virtual MIMO
system from multiple pairs of base stations and mobile stations [136, 231]. This
technique is also known in the literature as coordinated multi-point trans-
mission (CoMP) in 3GPP LTE/LTE-Advanced or base station cooperation.
This requires base stations exchange control-level signals, and/or transmit
data, and/or CSI of both desired and interfering channels, using backhaul
communication links [20]. Exploiting the exchanged information, base sta-
tions coordinate their transmissions to increase data rates and reduce out-
ages [9, 21, 22, 56, 101, 116, 173, 191, 192, 227, 229, 230]. Much of the prior work
on base station cooperation assumed backbone links have infinite capacity
and no delay. This allows for simultaneously sending all network data so
5
that interference is precanceled at each receiver. In fact, having base stations
communicate through backbone in realtime is a strict and expensive require-
ment, especially when base stations have to share actual transmitted and/or
received symbols to each other. Thus, base station cooperation may not be
feasible throughout the entire network. This motivates prior work on reducing
the size of cooperation clusters [25, 26, 34, 45, 177, 231]. This also motivates the
need of investigating systems that do not support actual transmitted symbol
sharing.
Recently, the interference channel has attracted much research inter-
est. It models networks with either no wired connections or low-bandwidth
wired connections between the transmitters, thus sharing actual transmitted
symbols is infeasible. Each transmitter has data for only one receiver and
each receiver is served by only one transmitter. The capacity of the inter-
ference channel is not widely known even for the simplest case of two users.
Notably, recent work has shown that a physical layer transmission strategy,
called interference alignment, is optimal in terms of maximizing the multiplex-
ing gain of the interference channel [27, 64, 135]. In principle, this technique
exploits extra time, frequency, or space dimensions in the channel to miti-
gate interference. For example, space dimensions in the MIMO interference
channel, where the transmitters and receivers have multiple antennas, can
be used for aligning interference. Specifically, when there are enough anten-
nas, transmitted signals can be constructed so that interference is constrained
within only a portion of the receive space at each receiver, leaving the re-
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maining portion for interference-free transmissions [166, 225]. Following the
concept of interference alignment, many algorithms have been proposed for
cooperatively designing the precoders and decoders in the MIMO interference
channel [70, 152, 158, 167, 174, 196, 198]. Although there remain many research
challenges, especially practical implementation issues, interference alignment
is a promising interference management strategy for cellular networks.
1.2 Wireless Relay Communication
Relay communication is a technique to overcome the effects of fading
in wireless networks. In the simplest model, it involves the use of an extra
radio, which is wirelessly connected to a transmitter and is called the relay,
to forward the message to a receiver, as first studied in [213] and illustrated
in Fig. 1.1. Thus, in addition to the (single-hop) direct channel between the
transmitter and the receiver, the message travels through the two-hop channel
from the transmitter via relay to receiver. Despite extensive research, the
capacity of the relay channel is not known in general.
Fig. 1.2 illustrates the benefits of relay communication in extending
radio range and combatting shadowing in cellular systems. Two relays RS1
and RS2 assist a base station (BS) to communicate with two mobile stations
MS1 and MS2, respectively. Note that for reliable detection and decoding, the
desired signal received at a mobile station must have a power value sufficiently
above local thermal noise power level. Unfortunately, signals travelling di-






Figure 1.1: The three-node relay channel where a relay assists a transmitter
(Tx) to communicate with a receiver (Rx). The dashed line represents the
(single-hop) direct channel while the solid line represents the two-hop channel.
high path loss (as MS1 is located outside the boundary of BS’s cell area) or
shadowing (as there is a building between BS and MS2). Thanks to better
geographical locations of RS1 and RS2, signals traveling via the relays experi-
ence less power attenuation on BS-relay hop and relay-MS hop, thus improving
the received signal strength at MS1 and MS2. Of course, in terms of coverage
extension, relays are not needed when mobile stations, e.g., MS3, could re-
ceive strong enough signals directly from BS. Thus, relay communication can
be viewed as an enabling, or add-on, technology for cellular systems [149].
Analog repeaters, the simplest form of relays with little signal process-
ing capability, have been used widely in 2G/3G cellular systems for coverage
extension. These relays simply apply a fixed amplifying gain to both the ob-
served signal and local thermal noise before forwarding to mobile stations [55].







Figure 1.2: Relays (RS1 and RS2) are used for extending communication range
and combatting shadowing to aid a base station (BS) to provide services to
two mobile stations (MS1 and MS2).
due to the relays’ fixed-gain amplifier [148]. Smart relaying has yet to see
wide deployment in current cellular systems. Upcoming cellular standards like
3GPP LTE-Advanced and IEEE 802.16m, however, are considering relays with
more signal processing capabilities as a viable solution to coverage extension
and capacity enhancement [5, 98]. This motivates the need for research on
finding and realizing the full benefits of smart relays.
Many different relay transmission strategies have been developed. Re-
lays can be either full-duplex or half-duplex. Full-duplex relays can trans-
mit and receive at the same time while half-duplex relays cannot. Because
full-duplex relays are difficult to implement, half-duplex relays are of more
interest in both academic and industrial research [19, 159]. Relays are also
classified by how they process the received signal. Popular relay types are
decode-and-forward (DF–the relay decodes the signal then re-encodes before
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retransmitting) and amplify-and-forward (AF–the relay simply applies linear
transformation to the signal before forwarding).
DF relays have higher computational complexity due to the requirement
of decoding their received signals. They are only helpful if they can successfully
decode the signals. Transparent to the modulation and coding of the signals,
AF relays can be used flexibly in networks comprising of many nodes of differ-
ent complexity or standards [19]. Also known as non-regenerative relays, AF
relays provide better diversity performance, and in some cases higher end-to-
end throughput (e.g., when the transmitter-relay channel is weak), than DF
relays in single-antenna half-duplex relay systems [29, 114]. AF relays may be
attractive in practice thanks to their lower complexity and faster signal pro-
cessing. DF relays, however, still have a place in upcoming and future cellular
systems. When the channels between base stations and relays are strong, DF
relays can reliably detect the received signals and then provide higher end-
to-end throughput than AF relays. One key limitation of AF relays is the
noise propagation effect, i.e., local noise at relays is amplified and forwarded
to receivers. Moreover, DF relays act as conventional users while receiving
data from base stations. They also act as conventional base stations while
transmitting to users. Thus, DF relays can be integrated into current cellular
systems with less required changes than AF relays. Given their pros and cons,
this dissertation considers both AF and DF relays.
Much prior work on relays, including IEEE 802.16j standard [97, 155],
considered single-antenna relay-aided systems because relays were mainly en-
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visioned to provide coverage extension. Investigating potential gains of relays
in cellular networks has begun. In particular, the gains provided by IEEE
802.16j relays in cellular networks over the direct transmission have been nu-
merically analyzed using system simulators [18, 93, 148, 159, 179, 214, 226], ide-
alized terrain [54], ray-tracing software applied to urban areas [99, 178], and
experiments with an LTE-Advanced testbed [217]. The general conclusion is
that single-antenna relay communication is useful for coverage extension, but
it provides marginal capacity gains. The main reason is that the capacity gains
are limited by interference while many prior strategies for single-antenna relay
systems were designed under interference-free assumptions.
1.3 Multiple-Antenna Relay-Assisted Systems
Relays have yet to be a huge success in cellular systems partly because
much of their potential has not been fully exploited. One advantage of relays
is that they are readily combined with other technologies [114]. For example,
MIMO concepts can be incorporated into relay transmissions by deploying
multiple antennas at relays, along with transmitters and receivers [133]. Com-
mercial wireless systems, such as 3GPP LTE-Advanced and IEEE 802.16m, are
considering multiple-antenna relay communication a viable solution to provide
better coverage for high data rate services [4–6, 98, 127, 223].
Multiple-antenna relay-assisted systems provide the high capacity and
reliability capability of MIMO communication with the coverage extension ca-
pability of relay transmissions [58, 117, 234]. This is useful to provide reliable
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services to cell-edge users, those located near the cell boundary. As discussed
in Section 1.1, there have been many results for realizing the benefits of using
multiple antennas in the MIMO point-to-point channel. Nevertheless, it is
challenging to extend these results to the MIMO relay channel. One reason
is that the presence of the relay increases the number of constituent point-to-
point MIMO channels between a transmitter to its associated receiver. Specif-
ically, the MIMO relay channel consists of the following three MIMO point-
to-point channels: i) the transmitter-receiver channel, ii) the transmitter-relay
channel, and iii) the relay-receiver channel. This makes it difficult to extract
end-to-end spatial characteristics of the MIMO relay channel that are crucial
to the design of its advanced transmission strategies. The first part of this
dissertation focuses on addressing this problem.
Multiple antennas may be used to mitigate the effects of interference in
relay-assisted cellular systems. Much prior work on MIMO relay communica-
tion, however, neglects interference and hence focuses on the basic three-node
MIMO relay channel [42, 78–80, 96, 125, 126, 141, 169, 200, 215, 222]. In addi-
tion to the network topology change, the introduction of relays creates more
sources of interference. Thus, it is challenging to extend single-hop interfer-
ence management strategies to those for the MIMO relay interference channel.
In a trivial approach, the MIMO relay interference channel can be treated like
a cascade of two independent MIMO single-hop interference channels, i.e., the
transmitter-relay channel and relay-receiver channel. Obtaining the most from
the MIMO relay interference channel, however, requires the joint configuration
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of the transmitters, relays, and receivers. This motivates the need for inter-
ference management strategies that are designed specifically for relay-assisted
cellular networks. The second part of this dissertation proposes interference
management strategies for the relay interference channel. These strategies
are able to take into account special features of relay communication, such as
multi-hop transmission and relay signal processing operation, to maximize the
sum of achievable end-to-end rates.
1.4 Overview of Cellular Network Capacity Expansion
This dissertation proposes transmission strategies for obtaining high
data rates and reliability of wireless multiple-antenna relay-assisted systems.
The importance of the contributions can be explained further by looking at
the big picture of how current macro-cell-based cellular networks evolve to
meet the surge of mobile data traffic. Specifically, the following four possible
technological approaches to doing this have been identified [17]:
• Offload to other radio technologies The principle is to offload data traffic
to other-technology radio networks covering the same area. For example,
WiFi offloading is attractive thanks to the wide availability of WiFi (or
IEEE 802.11) access points and WiFi-enabled smartphones. Neverthe-
less, this approach raises technical challenges such as seamless handover
and security [138]. Tools for attacking IEEE 802.11 networks are more
accessible than those for attacking cellular networks.
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• Add spectrum to cellular networks For example, multiple LTE carriers
may be aggregated on the physical layer to provide a higher bandwidth
(up to 100MHz) for an LTE-Advanced user [153]. Unfortunately, spec-
trum is a scarce commodity, especially for the most attractive frequency
bands, thus licenses have become increasingly expensive.
• Advanced radio link transmission and reception techniques Many increas-
ingly complex communication techniques have been proposed for success-
fully sending more bits per second for a given bandwidth over an iso-
lated point-to-point link. Unfortunately, radio link level improvements
like error-correction coding, orthogonal frequency division multiplexing
(OFDM), iterative receivers, and multiple antennas are reaching their
theoretical performance limits [76, 216, 233].
• Increasing cell density This approach aims at improving the area spectral
efficiency of cellular networks, which is defined as the average sum of
data rates per unit bandwidth and per unit area supported by a cell
site [11]. A conventional method for doing this is cell splitting, i.e.,
deploying multiple macro-cells to cover an area where there used to be
only one. The macro-cell deployment, however, has become prohibitively
expensive in many dense urban areas, including important markets like
New York and San Francisco [1, 108, 134]. Network level improvements
like base station cooperation and interference alignment are subject to
this limitation.
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Carriers need to keep cost per bit low while upgrading their cellu-
lar networks. Unfortunately, these approaches are reaching practical limits
in many dense urban areas and do not provide significant capacity enhance-
ment [13, 128]. In addition, without changing the homogeneous topology of
current macro-cell-based cellular networks, such approaches may not work
well due to low signal-to-interference-plus-noise ratio (SINR) conditions. Con-
sequently, carriers are revisiting the conventional cellular system topology and
are considering a new paradigm obtained by installing low-power and less-
expensive nodes into current networks. This new infrastructure is known as
heterogeneous networks [49, 108]. In principle, this brings the infrastructure
closer to users by shortening transmission distance. Thus, it improves radio
link quality and spectrum reuse efficiency, leading to higher area spectral ef-
ficiency. Heterogeneous networks are expected as one of the major network
capacity enhancement techniques for upcoming cellular standards like 3GPP
LTE/LTE-Advanced.
Different types of low-power nodes can be used, including pico-cells,
femto-cells, fixed relays, and distributed antennas. Each type of low-power
node has its own capabilities, constraints, and operational functionalities. No-
tably, they are envisaged to coexist in the same geographical area and share
the same spectrum, forming multi-tier cellular network roll-outs [128]. Thus,
they should be considered complimentary, rather than competing, infrastruc-
ture components of upcoming cellular standards. Moreover, depending on the
corresponding wireless access technologies, each type of low-power node brings
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into play different technical challenges and hence attracts a lot of research in-
terests on its own. For example, Section 1.3 presents the challenges posed by
the introduction of relays into cellular networks.
In this dissertation, I focus only on one type of low-power node, which
is fixed relays. As part of the infrastructure, fixed relays are connected wire-
lessly to base stations. Compared to the cell splitting approach, the use of
relays eliminates the costs of deploying and maintaining backhaul transmis-
sion lines connecting new cell sites and the wired backhaul network. While
a conventional base station requires a transmit power of 46 dBm to serve a
cell of diameter 2-5 km, a relay requires a transmit power of 30 dBm to cover
a region with a diameter 200-500 m [128, 148]. Technically, this low transmit
power requirement allows for economical design of relays in relative comparison
with conventional base stations. Furthermore, serving smaller cell areas, relays
can be installed on lower masts than base stations, thus relatively reducing
operating expenses like tower leasing and maintenance costs.
My contributions in this dissertation aim at realizing the full potential
of fixed relays as a viable solution to increase area spectral efficiency of cellular
networks. They will be enumerated in Section 1.6 and presented in detail
in the following chapters. In the long term, cellular networks may evolve
to heterogenous networks with a mixture of all types of low-power nodes to
meet the surge of mobile data traffic. These contributions provide insights




Transmission strategies for jointly configuring the transmitters and re-
lays based on knowledge of channel state information improve data rates and
reduce outages in multiple-antenna relay-aided communication systems.
1.6 Contributions
In this dissertation, I develop transmission strategies for jointly config-
uring the transmitters and relays in several configurations of wireless multiple-
antenna relay-aided communication systems. These may be applicable for
upcoming and future wireless standards like the ones studied by the IEEE
802.16 and 3GPP LTE-Advanced standard bodies. The contributions in this
dissertation can be summarized as follows:
(1) I propose adaptive transmit antenna selection algorithms for the MIMO
AF relay channel where an AF relay aids the transmission between a
transmitter-receiver pair [205, 206]. The design objective is to improve
the reliability of fixed-rate transmissions. This is relevant for providing
services at a guaranteed rate to users located near or even beyond the
boundary of a base station’s cell area.
• I use tools from matrix analysis to derive expressions that extract
end-to-end spatial characteristics of the MIMO AF relay channel.
Acting as the regular condition number of the MIMO point-to-point
channel [84], these expressions are named the cascade condition
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number when the direct link is ignored and the relay condition
number when the direct link is considered.
• I develop and analyze algorithms for selecting the number of data
streams and subsets of transmit antennas at the transmitter and
relay to improve link reliability.
• I propose and analyze algorithms for switching between spatial mul-
tiplexing and selection diversity in the MIMO AF relay channel.
(2) I develop three cooperative algorithms for jointly configuring the trans-
mitters and relays in the MIMO AF relay interference channel [207, 210].
The relay interference channel models a network where a stage of relays
assist multiple transmitters to communicate with their receivers using
shared radio resources.
• I develop and analyze an algorithm for jointly designing the trans-
mitters and relays so that interference and enhanced noise from the
relays are aligned and canceled. It is inspired by the interference
alignment algorithms for the MIMO single-hop interference channel
in [69, 156].
• I propose and analyze two algorithms for jointly designing the trans-
mitters and relays for solving the end-to-end sum-rate maximiza-
tion problems with either equality or inequality power constraints.
These algorithms are guaranteed to converge to the stationary points
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of the corresponding design problems. They are generalized ver-
sions of the algorithm for the MIMO single-hop interference channel
in [177].
• Simulation results show that AF relays enhance the feasibility of in-
terference alignment in the MIMO relay interference channel, lead-
ing to higher end-to-end multiplexing gains than both DF relays
and direct transmission.
(3) I propose a three-phase algorithm for jointly designing the transmit pre-
coders at the transmitters and relays in the MIMO DF relay interference
broadcast channel [209]. In this model, multiple transmitters communi-
cate with their associated receivers with the aid of a stage of relays. Each
relay simultaneously forwards data from a single transmitter to multiple
receivers. Each transmitter may require the aid of multiple relays at the
same time. Each receiver is served by only one transmitter via a single
relay. In the simplest form, this model is treated like a cascade of two
MIMO single-hop interference broadcast channels.
• I notice that in addition to interference, a mismatch between the
achievable rates on two hops could lead to low end-to-end sum-
rates in DF relay networks [208, 209]. By definition, a two-hop rate
mismatch occurs if there coexist two-hop links with a dominant first
hop and those with a dominant second hop.
• I dvelop and analyze a three-phase algorithm that simultaneously
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mitigates interference and matches the rates on two hops to find
high-quality suboptimal solutions in terms of end-to-end sum-rate
maximization. The proposed algorithm allows for distributed im-
plementation with low overhead and has fast convergence [209].
1.7 Notation
I use the following notation throughout this dissertation. Normal letters
(e.g., a) are used for scalars. Bold lowercase and uppercase letters (e.g., h and
H) represent column vectors and matrices, respectively. R is the set of real
numbers while C is the set of complex numbers. IN and 0N are the identity
matrix and all-zero matrices of size N ×N . The (m,n)th element in a matrix
A is denoted by [A]mn. For a matrix A, A
T is the transpose matrix, ‖A‖2F the
Frobenious norm, A∗ the conjugate transpose, tr(A) the trace, and A† is the
pseudo-inverse. ‖h‖F stands for the Frobenius norm of h, while ‖H‖F is that
of H. vec(A) denotes the vec operator to transform A into a while vec−1(a)
denotes the inverse operator. The complex zero-mean Gaussian distribution is
denoted by CN(0,Y), where Y is the covariance matrix. ⊗ is the Kronecker
product. E[·] is the statistical expectation operator. ()(n) denotes iteration
index. ()T is used for transmitters’ parameters, ()R for receivers’, and ()X
for relays’. , is an equation-by-definition. E[·] is the statistical expectation
operator. Further notation is introduced in the chapters, as the need arises.
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1.8 Organization of Dissertation
The reminder of this dissertation is organized as follows. In Chapter 2, I
propose several algorithms for adaptively selecting the number of data streams
and subsets of transmit antennas at the transmitter and relay in the three-
node multiple-antenna AF relay systems. In Chapter 3, I present cooperative
interference management strategies for jointly designing linear precoders at the
transmitters and relays in the multiple-antenna AF relay interference channel
where each relay is dedicated to assisting a single transmitter-receiver pair. In
Chapter 4, I address the problem of jointly configuring the linear precoders
at the transmitters and relays in the MIMO DF relay interference broadcast
channel where each relay may forward data from a transmitter to multiple
receivers. In Chapter 5, I conclude this dissertation with a summary of the
results and suggestions for future work.
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Chapter 2
Multimode Antenna Selection for MIMO
Amplify-and-Forward Relay Systems
This chapter proposes algorithms for adaptive transmit antenna selec-
tion for multiple-antenna AF relay systems. Section 2.1 presents the moti-
vations, reviews prior work, and introduces contributions. Section 2.2 de-
scribes the system model. Section 2.3 provides general vector symbol error
rate (VSER) analysis and relay filter design for both the two-hop channel and
relay channel. While Section 2.4 presents the detailed analysis and the pro-
posed algorithms for the two-hop channel, Section 2.5 presents those for the
relay channel. Section 2.6 provides Monte Carlo simulations to evaluate the
VSER achieved by the proposed algorithms.
2.1 Introduction
Multiple-input multiple-output relay systems provide the high capac-
ity of MIMO communication with the coverage extension capability of relay
transmission [58, 117, 234]. Upcoming commercial wireless systems, such as
3GPP LTE-Advanced and IEEE 802.16m, are considering MIMO relay com-
munication a viable solution to providing better coverage for high data rate
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services [5, 98]. Taking full advantage of MIMO relay systems requires jointly
configuring the transmitter and relay adaptively to current channel condi-
tions. This chapter presents adaptive algorithms for selecting the number of
data streams and transmit antenna subsets at the transmitter and relay in
half-duplex MIMO AF relay systems to improve the reliability of fixed-rate
transmissions.
Half-duplex MIMO AF relays have been studied in [78, 109, 141, 157,
200]. The authors of [78, 141, 200] considered spatial multiplexing relay sys-
tems where the transmitter simultaneously sends independent data streams
with the same power, i.e., the transmit covariance matrix is a scaled identity
matrix. Linear filters at the relays were designed either to maximize the end-
to-end mutual information [141, 200], or to minimize the mean squared error
(MSE) of vector symbol detection [78]. Single-stream transmission strategies
that could achieve the full diversity order of the MIMO relay channel were pro-
posed in [109] and [157]. Note that point-to-point spatial multiplexing does
not work well at the cell edge [14]. While the point-to-point link may have
more diversity thanks to MIMO, it will not be able to get high data rates from
spatial multiplexing. A MIMO relay extends the multiplexing capability to
users located near the cell edge.
Assuming a fixed number of data streams, the designs in [78, 109, 141,
157, 200], like much prior work on MIMO AF relays, worked well only in cer-
tain channel conditions. This motivates the development of relaying protocols
that can adapt to channel conditions. There have been many adaptive al-
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gorithms for the point-to-point MIMO channel [32, 83, 84]. Their extension
to the MIMO relay channel, however, is not straightforward since the relay
introduces an additional dimension in mode adaptation. Furthermore, the
relay channel includes contributions from three point-to-point matrix chan-
nels. Thus, the simple condition number analysis of the point-to-point MIMO
channel, as in [83], does not apply. Many existing adaptive relay protocols
are applicable only to single-antenna relays [23, 114, 212]. To the best of my
knowledge, the only adaptive algorithm for MIMO AF relay systems so far
was proposed in [154]. Similar to my proposed dual algorithms, it consid-
ered only two modes with the same total number of transmitted bits. One
mode is full spatial multiplexing (i.e., all antennas are used) and another is
full selection diversity (i.e., single-stream transmission using the best antenna
at the transmitter and relay). The principle is based on a sufficient condition
for full spatial multiplexing to have a lower VSER than full selection diver-
sity. The main difference is that the algorithm in [154] considered nonlinear
maximum-likelihood (ML) receive filters at the receiver while mine considers
linear zero-forcing (ZF) receive filters, which are practically attractive due to
their low complexity.
The benefits of MIMO communication are obtained at a price of com-
plexity, size, and cost that scales with the number of active antennas. Trans-
mission of each data stream requires a radio frequency (RF) chain, which is
relatively more expensive than antenna elements and digital signal processing
components. Moreover, in relay-aided cellular networks, due to space and cost
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constraints, it is likely that mobile stations have fewer antennas than relay
stations and base stations. This means that the number of data streams to be
processed at either relay stations or base stations will be less than the num-
ber of available antennas. Antenna selection is a technique that enables the
use of fewer RF chains than antenna elements, where only the best subset of
antennas are selected based on the channel states. Antenna selection for the
point-to-point MIMO channel has been studied extensively, see [139, 172], and
references therein. In many scenarios, antenna selection leads to significant
savings while incurring a (usually small) performance loss compared to the
full-complexity systems (with the same number of antennas but each has its
own RF chain). In addition, in the feedback context, antenna selection reduces
overhead since only the channel information related to the selected antennas
needs to be sent back.
In this chapter, I develop algorithms for adaptive transmit antenna
subset selection at the transmitter and relay in half-duplex MIMO AF relay
systems with linear ZF receive filters. An antenna selection mode of operation,
or a mode for short, is defined by the number of selected transmit antennas at
the transmitter (which is equal to the number of data streams), the stream-to-
antenna mapping at the transmitter, the number of selected transmit antennas
at the relay, and the stream-to-antenna mapping at the relay. Having the
perfect instantaneous information of all the constituent channels [141, 200],
the receiver selects dynamically the mode that minimizes approximations of
the VSER for a given overall data rate. The selected mode index is sent back to
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the transmitter and relay via low-rate feedback channels. The transmitter and
relay configure their parameters according to the feedback. My work is thus a
natural, but not straightforward, generalization of the results in [83, 154]. In
particular, precoding and antenna selection for the MIMO relay channel are
still not developed as extensively as those for the point-to-point case. Part
of the novelty of this chapter is the problem formulation. Another novelty is
the mathematical simplifications (generalizations of the concept of condition
number), which are not straightforward.
My approach of adaptation aims to minimize the VSER at a fixed
overall data rate. This is motivated by the need for reliable transmissions at a
guaranteed rate. For example, this approach is relevant for providing services
like voice and audio or for providing the minimum levels of service to users
located near the boundary of the cells. The system design objective in this
case is often to maximize the transmission range subject to a threshold on
error-rate performance at a fixed rate [117, 234]. The design problems with
the same objective have been investigated for both point-to-point MIMO sys-
tems [107, 111, 171, 176] and MIMO relay systems [154]. This chapter considers
the following two configurations: i) the two-hop channel (when the direct link
is too weak and hence can be neglected at the receiver) and ii) the relay chan-
nel (when the direct link is good and can be utilized by the receiver) [50, 213].
For each configuration, I develop adaptive antenna selection algorithms that
aim at selecting the mode with the lowest VSER. Because the closed-form
expression for the VSER is not available, it is challenging to find the optimal
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solution. Fortunately, since mode selection criteria require only the relative
comparison of VSER values, it is possible to develop suboptimal algorithms
based on VSER approximations that still select good modes. The develop-
ment of the algorithms takes into account computational complexity. Since
the exact values for computational complexity depend on specific implemen-
tation targets (general processor, digital signal processor, FPGA, or ASIC), I
provide a qualitative comparison of the proposed algorithms.
First, I develop dualmode algorithms for systems that support only
two special modes: full spatial multiplexing and full selection diversity. Since
the latter mode achieves the full diversity gain of the corresponding channel
in case of Rayleigh fading channel [157], the optimal dualmode algorithm,
if any, should do too. The simulations show that my dualmode algorithms
obtain the full diversity order. This means, although suboptimal, to a certain
degree, my algorithms can correctly select the better mode. The simulations
also show that two out of the three proposed dualmode algorithms outperform
the limited feedback Grassmannian beamforming design in [109]. The other
algorithm is based on my proposed concepts of the effective condition numbers
of the two-hop channel and relay channel. As fuctions of the singular values
of constituent channels, these concepts provide intuitive quantifications of the
end-to-end channel quality.
Second, I develop adaptive algorithms for systems that support mul-
timode transmission. Note that full spatial multiplexing requires implicitly
that the number of RF chains be equal to the number of transmit antennas,
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somehow blurring the advantage of antenna selection. Multimode systems,
however, allow the use of any number of RF chains less than the number of
antennas. The link-level simulations show that the proposed multimode algo-
rithms achieve the full diversity gain and provide considerable array gains over
the dualmode algorithms and existing strategies. This is because multimode
transmission supports in-between modes to provide a finer control of trans-
mission parameters at the transmitter and relay. It has more choices of spatial
multiplexing constellations, thus leading to better adaptation of transmitted
signals to the channel conditions. Furthermore, the multi-cell simulations,
which adopt the setting in [159], show that the multimode algorithms work
well in an interference-limited cellular network and improve significantly the
VSER performance of downlink transmission to cell-edge users.
For notation convenience, the superscripts (·)(m) and (·)(s) are used to
indicate full spatial multiplexing and full selection diversity.
2.2 System Model
In this chapter, I consider a half-duplex AF MIMO relay system where
the transmitter wishes to send data to the receiver with the aid of the relay,
as illustrated in Fig. 2.1. I assume that the total number of bits carried in a
symbol vector is constant over channel realizations, i.e., fixed-rate transmis-
sions. Since half-duplex relays cannot transmit and receive at the same time
by assumption, relay-aided transmission needs two stages. In the first stage,
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Figure 2.1: Spatial multiplexing amplify-and-forward relay systems with feed-
back. In the first stage, the transmitter broadcasts the message to the relay
and receiver. In the second stage, the relay forwards its observed signal to the
receiver, while the transmitter is silent. Having full channel state information,
the receiver determines the best mode. The transmitter and relay configure
their transmission parameters based on feedback from the receiver.
stage, without decoding its observed signal, the relay applies a linear filter and
forwards to the receiver. By assumption, the transmitter either remain silent
(e.g., to increase battery life) or receive data from another terminal in the net-
work [142]. In the protocol, the transmitter and relay transmit on orthogonal
channels in time or in frequency [109, 114, 141, 200]. In other protocols like
non-orthogonal AF relaying, the transmitter may send an extra message to
increase spectral efficiency in high signal-to-noise ratio (SNR) regimes [142].
The gain, however, is not realized in low SNR regimes [16]. Such protocols are
out of the scope of this chapter.
I assume the transmitter, receiver, and relay have NT, NR, and NX
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antennas, respectively. I consider slowly-varying, frequency-flat, block-fading
channels. Let HTR ∈ CNR×NT denote the transmitter-receiver matrix chan-
nel, HTX ∈ CNX×NT the transmitter-relay channel, and HXR ∈ CNR×NX the
relay-receiver channel. I assume Gaussian signaling for tractable analysis al-
though it might not be optimal for MIMO AF relay systems. The received
signals are corrupted by additive, circularly symmetric complex white Gaus-
sian noise with zero mean and variance σ2. Let nR1 and nR2 be the noise
vectors at the receiver in two stages. Let nX be the noise at the relay. Note
that nR1,nR2 ∼ CN(0NR , σ2INR) and nX ∼ CN(0NX , σ2INX). I assume that un-
coordinated interferers, if any, use independent Gaussian codebooks for their
transmissions. While decoding the desired signal, the receiver treats inter-
ference from the uncoordinated interferers as independent extra sources of
additive Gaussian noise.
This chapter focuses on adaptive transmit antenna subset selection al-
gorithms [139, 172]. Joint antenna selection on both the transmitter and re-
ceiver, which further reduces the number of receive RF chains at a price of
higher complexity, is left for future work. The receiver and relay have NR and
NX receive RF chains. The transmitter and relay have MT and MX transmit
RF chains, where MT ≤ NT and MX ≤ NX. According to antenna selection,
mT out of the MT transmit RF chains at the transmitter and mX out of the
MX transmit RF chains at the relay are active.
The transmitter consists of a spatial demultiplexer that splits R bits
to be transmitted into mT different bit streams (R is assumed to be divisi-
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ble by mT). The bit streams are modulated independently using the same
constellation of size 2R/mT to form a symbol vector xT ∈ CmT×1 such that
E[xTx∗T] = (ET/mT)ImT , where ET is the average transmit energy at the
transmitter [61]. Let MT denote the set of supported numbers of streams.
After going through the transmit RF chains, the mT streams are mapped to






to-antenna mapping matrices formed by mT columns of INT are indexed and






This chapter assumes symbol timing errors and frequency offsets are
negligible and channel estimation is perfect on the receive side. The ef-
fective channels corresponding to the selected antennas at the transmitter
are defined as as HTR,(mT,p) , HTRWT,(mT,p) ∈ CNR×mT and HTX,(mT,p) ,
HTXWT,(mT,p) ∈ CNX×mT . For notational convenience, the subscripts (mT, p)
are suppressed, thus only HTR and HTX are used. The received signals in the
first stage are
yR1 = HTRxT + nR1, (2.1)
yX = HTXxT + nX. (2.2)
In the second stage, the relay applies a linear filter F ∈ CmX×NX to yX
before retransmitting. The design of F depends on the CSI availability at the
relay. In addition to knowledge of HTX via channel estimation, the relay is
assumed to know HXR via feedback, but not the original channel HXR, thus
reducing feedback overhead. For the relay channel, although knowledge of the
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direct channel may help design a better relay filter for VSER minimization,
such a design is unknown and not easy to derive. Even if available, it may lead
to intractable analysis. For simplicity and overhead reduction, the following
assumptions are made on the availability of channel state information. First,
the relay has no information on the direct channel. Second, the receiver has
perfect information of all original channels HTX, HTR, and HXR. Finally, the
transmitter has no channel state information. The design details of F are
provided in Subsection 2.3.2.
The streams are mapped to a subset of mX antennas via a stream-to-
antenna mapping matrix, which is formed by mX columns of INX and denoted





. The effective relay-receiver matrix channel
is defined as HXR,(mX,q) , HXRWX,(mX,q) ∈ CNR×mX . Let EX be the average














In this stage, after sampling, matched-filtering, and synchronization, the re-
ceiver observes
yR2 = HXRFHTXxT + HXRFnX + nR2. (2.4)
This chapter considers the following two configurations: i) the two-hop
channel (TH-no direct link) and ii) the relay channel (RC-with the direct link).
Let (T) ∈ {(TH), (RC)} represent the transmission strategy. The signal used
for detection, denoted as y(T), is obtained from (2.1) and (2.5). In particular,
32
for the two-hop channel
y(TH) = HXRFHTX︸ ︷︷ ︸
H(TH)
xT + HXRFnX + nR2︸ ︷︷ ︸
n(TH)
. (2.5)
















A linear receive filter matrix G(T) is applied to y(T). To support linear
detection, H(T) must have at least as many rows as columns, i.e., mT ≤ NR
(and NT ≤ NR for full spatial multiplexing). There are two popular types of
linear receive filters: minimum mean squared error (MMSE) receive filters and
ZF receive filters. MMSE receive filters slightly outperform ZF receive filters
in terms of VSER performance. On the contrary, ZF receive filters have a
complexity advantage and allow for more tractable analysis [83]. Note, how-
ever, that their diversity orders are the same. In this chapter, for tractability,
this chapter focuses on only ZF receive filters. Because the equalized streams
G(T)y(T) are detected independently, the VSER is a function of post-processing
SNR of each stream, denoted as SNR(T),k for k = 1, 2, · · · ,mT.
Having the relay filter design and all constituent channel information,
the receiver determines the best mode. The selected mode index is sent back to
the transmitter and relay via low-rate feedback channels. I assume the feed-
back channels are error-free (since the feedback channels usually have more
coding) and zero-delay. In practice, however, signal processing and propaga-
tion result in feedback delays. This causes mismatching between the channels
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used for selecting a mode and the channels to which the mode is actually ap-
plied. Section 2.6 presents the simulation results on the impact of delays in
feedback channels on the VSER performance of some of the proposed algo-
rithms. The analysis on the impact of delays and the methods to compensate
for delays are left for future work.
Each mode of operation is identified by the quadruple (mT, p,mX, q),
which I denote as ω ∈ Ω, where Ω is the set of all supported modes. I




γTσk(HTX) and λk(HXR) =
√
γXσk(HXR), where γT = ET/σ
2, γX = EX/σ
2,
σk(H) is the k-th singular value of H, and σmax(H) = σ1(H) ≥ · · · ≥ σk(H) ≥
· · · ≥ σmin(H).
Remark 2.2.1. This remarks summarizes the key assumptions in this chapter
and their justification.
• Assumption 2.1: I assume a multiple-antenna AF relay aids data trans-
mission from the transmitter to the receiver. Multiple antennas are
needed for simultaneously transmitting multiple data streams.
• Assumption 2.2: The relay cannot transmit and receive at the same time.
This means I consider only half-duplex relays since they are more prac-
tical than full-duplex relays.
• Assumption 2.3: The transmitter is silent in the second stage of the
transmission procedure. This requires non-orthogonal transmission pro-
tocols. Although the transmitter may send an extra message in the
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second stage to increase spectral efficiency in high SNR, the gain is not
realized in low SNR.
• Assumption 2.4: Perfect and instantaneous information of all channels
is available at the receiver. The receiver itself measures the channels
from the transmitter and relay. The relay measures the channel from
the transmitter to itself and then feeds forward to the receiver. My
results show significant vector symbol error rate gains can be obtained
under the ideal CSI assumption. They provide a bench mark for the
papers that develop techniques with a more practical CSI assumption.
• Assumption 2.5: The total number of bits transmitted from the trans-
mitter to the receiver in a symbol vector is fixed. This means that the
reliability of transmission is of most interest in this paper.
• Assumption 2.6: The data streams at the transmitter convey the same
number of bits. This corresponds to spatial multiplexing, thus avoiding
the need of complicated bit allocation among data streams.
• Assumption 2.7: The channels are frequency-flat, slowly-varying, and
block-fading. For example, the results can be used for a single carrier of
MIMO OFDM AF relay systems.
• Assumption 2.8: I assume that antenna selection is used at for transmis-
sion at both the transmitter and the receiver. Antenna selection allows
for the use of fewer RF chains than the number of antennas as negligible
performance losses.
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• Assumption 2.9: The receiver uses the linear ZF receive filter. This
assumption is needed for making analysis tractable. Although this type
of linear receive filter may perform worse than the linear MMSE receive
filter in low SNR, there is little difference in their performance at high
SNR.
• Assumption 2.10: Received signals at the relay and receiver are cor-
rupted by additive, circularly symmetric, complex spatially white Gaus-
sian noise. Uncoordinated interference, if any, is treated as additive
Gaussian noise. This means that I assume uncoordinated interferers
use independent random Gaussian codebooks, i.e., Gaussian signaling.
Non-Gaussian interference is out of the scope of this dissertation.
• Assumption 2.11: There exist error-free and zero-delay feedback channels
from the receiver to the transmitter and relay for the receiver sends the
indices of the selected antennas back to the transmitter and relay. This
assumption can be justified when the channels vary slow enough thus
delay has negligible effects and feedback information is sent by using
error-control coding and low-level modulation schemes.
2.3 VSER Analysis and Relay Filter Design
This section provides the VSER analysis of a general mode ω ∈ Ω
for the two-hop channel and relay channel. It also discusses the relay filter’s
design.
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2.3.1 VSER Analysis for a General Mode of Operation
The VSER is a function of SNR(T),k(ω) for k = 1, 2, · · · ,mT. Let R(T)







The minimum post-processing SNR over mT streams is denoted as SNR(T) ,
min1≤k≤mT SNR(T),k(ω). Because closed-form expressions for the exact VSER
are challenging to derive due to their complex mathematical structure, I pro-
pose to use the nearest neighbor upper bound (NNUB) [67, 86] to derive the
closed-form bounds. Just like point-to-point MIMO links [83], the bounds can
be used for the relative comparison of the VSER of supported modes to find
the mode that is most likely to deliver the lowest VSER. In this chapter, the
same method is applied to MIMO relay links. Let dmin(ω) be the minimum
distance and Ne(ω) be the average number of nearest neighbors of the transmit










The minimum stream post-processing SNR for full spatial multiplexing is de-
fined as SNR
(m)
(T) , min1≤k≤mT SNR(T),k(ω). The corresponding NNUB bound
on the VSER, which is denoted as P
(m)
e,(T), is obtained by substituting ω ≡
(NT, 1, NX, 1) into (2.8). For single-stream transmissions, a mode is repre-
sented by ω ≡ (1, p, 1, q), where 1 ≤ p ≤ NT and 1 ≤ q ≤ NX. Note that
WT,(1,p) and WX,(1,q) are simply columns of the relevant identity matrices.
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The post-processing SNR is
SNR(T)(1, p, 1, q) = ET
∥∥h∗(T)(R(s)(T))−1h(T)∥∥, (2.9)
where h(T) is the effective end-to-end column channel. The maximum post-
processing SNR over all single-stream transmission modes is defined as SNR
(s)
(T) ,
max1≤p≤NT,1≤q≤NX SNR(T)(1, p, 1, q). The NNUB bound on the VSER for full
selection diversity, which is denoted as P
(s)




2.3.1.1 Post-Processing Stream SNR for the Two-Hop Channel
The two-hop channel is not a simple cascade of two conventional point-
to-point MIMO links (i.e., the transmitter-relay and relay-receiver channels).
Instead, the carefully designed relay filter creates an intelligent cascade of the
two matrix channels. In addition to nR2, the received signal is corrupted by
nX, which is amplified by F and then forwarded via HXR. The combined noise
n(TH) has the covariance matrix R(TH) = σ
2{H(TH)[H∗TXHTX]−1H∗(TH) + INR}.
The post-processing noise covariance matrix is Rpost(TH) = σ
2{[H∗TXHTX]−1 +
[H∗(TH)H(TH)]
−1}, which is the sum of the local thermal noise at the receiver
σ2[H∗TXHTX]
−1 and the noise from the relay σ2[H∗(TH)H(TH)]
−1. The post-











The minimum post-processing SNR over mT streams in the two-hop channel
is denoted as SNR(TH)(ω) , min1≤k≤mT SNR(TH),k(ω).
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2.3.1.2 Post-Processing Stream SNR for the Relay Channel
To reach the receiver, the transmitter messages propagate via the fol-
lowing two paths: i) cascaded channels as in the two-hop channel and ii)
parallel channels (i.e., the transmitter-receiver and transmitter-relay-receiver
channels). Based on (2.6) and after some manipulation, I compute the post-










In the relay channel, the minimum of the post-processing SNR values of mT
streams is denoted as SNR(RC)(ω) , min1≤k≤mT SNR(RC),k(ω).
2.3.2 Relay Filter Design
This subsection considers a suboptimal VSER minimization relay fil-
ter, which is given in [78] and aims to minimize the MSE of vector symbol
estimation at the receiver. Although not directly minimizing the VSER, this
relay filter design has the best VSER performance among the existing designs,
including the mutual information maximization relay filters [141, 200] and uni-
form power allocation relay filter [154]. Although it is shown in [78] that the
receiver should use the MMSE receive filter, I provide here a minor modifica-
tion of the relay filter design in [78] when the ZF receive filter is used, which
is in line with the system model considered in this chapter. Specifically, the
MSE of vector symbol estimation is given as
J(F) = E[‖x̂T − xT]‖2] = tr{[H∗TXFHTX]−1}, (2.12)
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where x̂T is the estimated symbol vector. The relay filter is found by solving
the MSE minimization problem, where the objective function is given in (2.12),
subject to the power constraint at the relay in (2.3). I perform the singular
value decomposition of HTX and HXR, i.e., HTX = UTXΣTXV
∗
TX and HXR =
UXRΣXRV
∗
XR. Following the same proof as in [78], the relay filter must have the
following form F = VRΛXU
∗
TX, where ΛX = diag(λ1(F), λ2(F), · · · , λmT(F)) is
the power allocation matrix. Let nTXR be the maximum value of k, 1 ≤ k ≤





i (HXR) and bi =
√
λ2i (HTX)/mT + 1 for i = 1, 2, · · · , nTXR.







, if 1 ≤ i ≤ nTXR,
0, if nTXR < i ≤ mT.
(2.13)
2.4 Two-Hop Channel
When the direct link is weak, e.g., due to large path-loss and heavy
shadowing, it can be neglected by the receiver. In this section, I propose a
lower bound on the minimum post-processing SNR in a mode for the two-hop
channel and then develop two-hop mode selection algorithms.
2.4.1 Performance Analysis of a Two-Hop Mode of Operation
A general mode of operation ω is considered in this subsection. A
lower bound on SNR(TH)(ω) as a function of the eigenmodes of HTX and HXR
is proposed in Theorem 2.4.1.
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Proof. For any two matrices A ∈ Cm×n and B ∈ Cn×p such that min{m,n} ≤
min{n, p}, it follows from Ostrowskis theorem [89] that for any 1 ≤ k ≤
min{m,n}, there exists a positive real number θk such that σmin(B∗B) ≤
θk ≤ σmax(B∗B) and σk(B∗A∗AB) = θkσk(A∗A). Note that σk(A∗A) ≥ 0
because A∗A is Hermitian. Thus, the following inequalities hold for any k,
1 ≤ k ≤ min{m,n}
σmin(B
∗B)σk(A
∗A) ≤ σk(B∗A∗AB) ≤ σmax(B∗B)σk(A∗A). (2.16)
The following lower bound on λmin(H(TH)) is obtained by applying (2.16) twice
on H(TH) = H
∗
TXF






Using max{x + y} ≤ maxx + max y and max1≤k≤min{m,n}[H∗H]−1kk ≤ σ
−2
min(H)














Applying the inequality into (2.10), I finish the proof of Theorem 1.
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This bound provides insights into how the spatial characteristics of HTX
and HXR affect SNR performance. Since mT ≤ NR and H(TH) ∈ CNR×mT ,
H(TH) has mT singular values. Temporarily neglecting the relay and treating
H(TH) as a point-to-point MIMO link, I use the results in [83] to show that
λmin(H(TH)) plays the same role as the minimum SNR-scaled singular value of
H(TH) (with the scale factor
√
γT). Therefore, the SNR performance of any
mode is determined by the minimum singular value of H(TH), which is given
in (2.15).
The effective minimum singular value provides insights into the two-hop
channel operation. Here I use the convention that (1/∞) = 0 and (1/0) =∞.
If HTX is not full-rank, i.e., λmin(HTX) = 0, then the first hop channel is not
suited for transmitting simultaneously mT streams since at least one stream
gets lost in the null space. Similarly, if rank(HXR) < mT, i.e., λmT(HXR) = 0,
then the second hop cannot support mT streams. In both cases, substituting
either λmT(HTX) or λmT(HXR) into (2.15), then λmT(H(TH)) = 0, which means
that the mode is also inappropriate to transmit mT independent streams. This
observation is intuitively correct. If any of the two hops cannot support mT
streams, then the cascade of the two hops - despite how intelligent it is - cannot
either. Moreover, mT ≤ mX must hold to support mT streams, i.e., there is
no need to consider the modes with mT > mX.
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2.4.1.1 Full Spatial Multiplexing Analysis
The mode for full spatial multiplexing is represented by (NT, 1, NX, 1).
The effective channel is H
(m)
(TH) = HXRFHTX, where F is the corresponding
relay filter. The minimum scaled singular value of H
(m)



















performance of two-hop full spatial multiplexing systems is determined by the
minimum SNR-scaled singular value of the effective two-hop channel.
Now I assume both hops can support NT stream transmission, i.e.,
nTXR = NT ≤ min{NX, NR} and λi(HTX) > 0 and λi(HXR) > 0 for all
1 ≤ i ≤ NT. It follows from (2.13) that bi/ai increases in both λi(HTX)
and λi(HXR) for all 1 ≤ i ≤ nT. Because the singular values are in the











are obtained by substituting this inequality into (2.18) and using the equalities∑NT
i=1 λ
2



























Note that (2.19) is the minimum SNR-scaled singular value of the effective
two-hop channel when using the uniform power allocation at the relay while
the proposed algorithm uses the optimal one.
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2.4.1.2 Single-Stream Antenna Selection Diversity Analysis
The effective channel is h(TH),(1,p,1,q) = α
(s)





X (γT‖hTX,p‖2 + 1)−1/2 is the amplification factor that satisfies the power
constraint at the relay. From (2.9), the post-processing SNR of the single-
stream transmissions is given by














which depends on p and q. The most common antenna selection algorithm
for this case is to select p and q that maximize the post-processing SNR [12].
From (2.21), SNR(TH),1(1, p, 1, q) is strictly increasing in both ‖hTX,p‖−2 (which
depends only on p) and ‖hXR,p‖−2 (which depends only on q). Thus the min-
imization of SNR(TH),1(1, p, 1, q) can be achieved by maximizing the channel
gains ‖hTX,p‖−2 and ‖hXR,p‖−2 independently. This observation helps reduce
computational complexity significantly. I denote p∗ , arg max1≤p≤NT ‖hTX,p‖,
q∗ , arg max1≤p≤NT ‖hXR,q‖, and SNR
(s)
(TH) , SNR(TH),1(1, p














where (2.22) is obtained by min1≤k≤min{m,n} ‖hk‖ ≤ σmax(H) for any H ∈
Cm×n [89]. The upper bound on the SNR performance of two-hop selection




−2. The result is expected since the upper bound on the SNR
performance of the point-to-point MIMO selection diversity in [83] increases
strictly with the square of its maximum singular value. This bound thus acts
like the maximum SNR-scaled singular value of H
(s)

























2.4.2 Dualmode Two-Hop Transmission: Full Spatial Multiplexing
versus Full Selection Diversity
This section presents a sufficient condition that full spatial multiplexing
causes a lower VSER than full selection diversity. This forms the principle of
dynamic dualmode algorithms for the two-hop channel.
2.4.2.1 VSER-based Selection










tively, using (2.8) as discussed in Subsection 2.3.1. The selection criterion is
simply to choose the mode with the lower NNUB bound.








otherwise, choose selection diversity transmission with the best antennas at
the transmitter and relay.
Given the SNR values, it follows from (2.8) that the main computational
load of the algorithm is involved with the implementation of the Q-function.
Although there exist solutions for this issue, e.g., to use a look-up table or a
polynomial approximation method [81], the computational complexity is still
high. More importantly, the algorithm does not reveal much about the role
of the quality of HTX and HXR in the mode selection. This motivates the
development of lower-complexity algorithms that might provide more insights
into how to select the mode based on knowledge of the constituent channels.
2.4.2.2 Post-Processing SNR-based Selection
The following observations help to avoid the use of the Q-function.
First, 1− (1− x)n ≈ nx for small x and an arbitrary positive integer n. This
is obtained by applying the binomial theorem and by eliminating the terms





e,(TH) into the products of the number of the nearest neighbors and the
Q-function. Next, since the overall rate is fixed, the numbers of points in
the vector constellations are the same, thus the term of the number of nearest
neighbors in the relative comparison of VSERs can be neglected. Finally, since
the Q-function decreases with increasing arguments, I propose the following
selection criterion.
Two-Hop Selection Criterion 2 - Post-Processing SNR-based Selection:
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otherwise, choose selection diversity transmission with the best antennas at
the transmitter and relay.
This algorithm shows how the effective end-to-end channels (through
the post-processing SNR values) and number of data streams (through the
minimum constellation distances) affect dualmode selection. Specifically, while
the VSER performance of full spatial multiplexing depends significantly on
the post-processing SNR of the worst stream, the VSER performance of full
selection diversity is a function of the columns with the largest norm of the
original channels on two hops. Furthermore, the two modes have different
minimum constellation distances. Full spatial multiplexing, which sends only
R/NT bits per stream, uses a constellation with a larger minimum constellation
distance than full selection diversity, which sends all R bits in one stream.
2.4.2.3 Condition Number-based Selection
I now develop a selection criterion that is based directly on the spatial
characteristics of the original constituent channel realizations HTX and HXR.
This follows the idea of a dualmode algorithm that is based on the regular
condition number of conventional MIMO links [83]. In particular, I propose the
concept of the cascade condition number of the two-hop channel as the ratio
of the maximum singular value [given in (2.15)] over the minimum singular
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The cascade condition number is in fact a function of the spatial char-
















where κTX = λmax(HTX)/λmin(HTX) and κXR = λmax(HXR)/λmin(HXR) are
the regular condition numbers of HTX and HXR, respectively. The approx-
imation in (2.25) becomes precise when NT = min{NX, NR} and κTX = 1




i (HTX) = NTλ
2
max(HTX). It
can be shown that κ(TH) has the same characteristics as the regular condition
number of the point-to-point MIMO channel, such as κ(TH) > 1 and has no
upper bound. Indeed, when any of the constituent channels is singular (full
spatial multiplexing cannot be supported by that point-to-point channel), the
cascade condition number is infinite, thus the two-hop channel is not suited
for full spatial multiplexing. Moreover, κ(TH) > κTX, this means that even the
optimal relay transceiver design cannot help improve the channels suitability
to full spatial multiplexing.
Note that (2.18) provides a lower bound on the SNR performance of
two-hop full spatial multiplexing and (2.21) gives an upper bound on the SNR
performance of two-hop full selection diversity. Since these bounds are in oppo-
site directions, they provide a sufficient condition for full spatial multiplexing
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to outperform full selection diversity. In other words, spatial multiplexing is
chosen only if its worst minimum SNR is better than the best maximum SNR
in full selection diversity.
Two-Hop Selection Criterion 3 - Condition Number-based Selection:







otherwise, choose selection diversity transmission with the best antennas at
the transmitter and relay.
First, this selection is biased to full selection diversity and is a counter-
part of Selection Criterion 3 for point-to-point MIMO systems in [83]. Fur-
thermore, this algorithm simplifies the computational load since just singular
value decompositions for HTX and HXR are needed. Lastly, the selection cri-
terion is able to relate the spatial characteristics of the constituent channels,
represented by the cascade condition number, directly to the minimum con-
stellation distances and data rates.
2.4.3 Multimode Two-Hop Transmission
To support dualmode transmission, the numbers of transmit RF chains
at the transmitter and relay must be equal to the numbers of transmit anten-
nas, i.e., MT = NT and MX = NX. In this section, to avoid these constraints
and to allow more freedom for antenna selection, I develop multimode two-hop
algorithms. In particular, multimode transmission allows the approaches that
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are in-between the two extreme modes supported by dualmode transmission.
In other words, they support different combinations of mT antennas at the
transmitter, mT ∈ MT, and mX antennas at the relay, 1 ≤ mX ≤ MX. It is
worth to emphasize that multimode transmission works well for any MT ≤ NT
and MX ≤ NX. As discussed in Subsection 2.4.1, to support mT streams, there
is no need for considering mT > mX in multimode transmission. Finally, the
discussion on dualmode transmission still applies for multimode transmission,
but with a larger pool of mode candidates.
2.4.3.1 VSER-based Multimode Antenna Selection
Since it is almost impossible to determine the exact conditional VSERs,
I propose the first selection criterion based on their closed-form NNUB bounds.













As an extension for Two-hop Selection Criterion 1, the algorithm pro-
vides few insights into how mode selection depends on the quality of the con-
stituent channels. Furthermore, the implementation of this algorithm requires
the determination of the post-processing SNR for each stream in each antenna
selection policy, the computation of the Q-function for each policy, and an
exhaustive search over all possible modes. These are the main sources of high
computational complexity and demand a large storage memory for temporary
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values, making the algorithm less attractive in practice.
2.4.3.2 SNR-based Multimode Antenna Selection
Similar to the derivation of Two-hop Selection Criterion 2 in Section
2.4.2, I use an approximation of the NNUB bound, the assumption of fixed
overall data rate, and a property of the Q-function (which decreases with
increasing arguments). This results in the following selection criterion based
on the post-processing stream SNR and minimum constellation distance.





Intuitively, with appropriate matched-filtering and precoding, the MIMO
two-hop channel can be decomposed into mT parallel subchannels whose gains
are proportional to the singular values of the channel. Increasing mT reduces
the power allocated for each stream and leads to the use of subchannels with
lower gains (which correspond to smaller singular values of channels on two
hops). Nevertheless, for a fixed data rate R, as mT increases, the number of
bits carried on each stream 2R/mT decreases, i.e., the constellation used for
modulating the streams has fewer symbols and hence has a larger minimum
constellation distance. In other words, the algorithm is based on the tradeoff
between the minimum post-processing SNR over all streams and minimum
constellation distance while changing the number of streams.
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By avoiding the implementation of the Q-function, this algorithm has
lower complexity than the VSER-based algorithm; however, it still requires the
calculation of the post-processing SNR of all streams for all possible modes.
Based on (2.10), I notice that the computation of the post-processing SNR for
each mode is involved with the determination of the relay filter corresponding
to each mode and several matrix operations such as matrix multiplication and
matrix inverse. It has been shown in Theorem 2.4.1 that the SNR performance
of any two-hop mode is determined by λmT(H(TH)), leading to a straightfor-
ward simplification of the Two-hop Selection Criterion 5, where SNR(TH)(ω) is
replaced by a function of λmT(H(TH)). The computation of λmT(H(TH)) needs
only the determination of the relay filter, which includes already the compu-
tation of the mT-th singular values of the effective channels on two hops. This
simplified algorithm, however, still requires computing all the singular values
of H(TH) for all modes.
2.4.3.3 Eigenmode-based Multimode Antenna Selection
To simplify further multimode selection and to gain insights into how
the spatial characteristics of HTX and HXR affect multimode transmission,
I relate λ2mT(H(TH)) (using its lower bound in (2.19)) to the eigenmodes of




and λ2mT(HXR) ≥ λ
2
mT
(HXR) for all 1 ≤ mT ≤ MT, where the equalities are
achieved when WT,(mT,p) consists of the mT dominant right singular vectors
of HTX and WX,(mX,q) is a permutation of the mX dominant right singular
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λ2mT(HXR), respectively, in the right-hand side (RHS) of (2.19), I obtain an

















The beauty of the approximation in (2.28) is that it depends only on
the number of streams mT. This makes it possible to separate the choice of
mT from the choice of (p,mX, q). How does the approximation depend on the
other parameters (i.e., p, mX and q)? The dependence is represented indirectly
via the replacements of λ2mT(HTX) and λ
2
mT
(HXR) by their corresponding up-
per bounds λ2mT(HTX) and λ
2
mT
(HXR). This means that given mT, p should be
found so that λmT(HTXWT,(mT,p)) as close to λmT(HTX) as possible to improve
the VSER performance. Similarly, (mX, q) should be chosen jointly to maxi-
mize λmT(HXRWX,(mX,q)). Based on the observations, I propose the following
selection criterion.
Two-Hop Selection Criterion 6 - Eigenmode-based Selection Criterion:
The selection procedure is:
Step 1: Solve for
































Regarding the implementation of the algorithm, step 1 requires only
the singular value decompositions of HTX and HXR to determine the number
of streams m∗T. Next, step 2 involves the computation of the m
∗
T-th singular










step 3, it is necessary to calculate the m∗T-th singular value of the effective





modes. Note that even in the simplified
version of the SNR-based algorithm, which is based on λ2mT(H(TH)), it is still
necessary to compute the relay filter and hence the singular values of the








possible modes. Therefore, the eigenmode-based multimode algorithm has
much lower complexity than the other multimode algorithms.
An intuition about the eigenmode-based selection in case of low-rank
constituent channels can be obtained. Let r(TH) = min{rank(HTX), rank(HXR)}
be the minimum of the ranks of HTX and HXR. There is no need to consider
mT > r(TH). Because when mT > r(TH), the resulting end-to-end channel




When the transmitter-receiver channel is good enough, the receiver can
utilize the observations it receives in two stages for symbol detection. This
section provides VSER performance analysis of the relay channel and then
develops several antenna selection criteria.
2.5.1 Relay Channel Performance Analysis
Theorem 2.5.1 provides a lower bound on λ2mT(H(RC)), which is related
to the eigenmodes of the effective constituent channels.
Theorem 2.5.1. The minimum post-processing SNR over all streams of the
relay channel satisfies
SNR(RC)(ω) ≥ λ2mT(H(RC)), (2.29)


















































































where (2.31) results from max1≤k≤min{m,n}[H
∗H]−1kk ≤ σ
−2
min(H) for any H ∈
Cm×n [89]; (2.32) and (2.33) are obtained by applying the Weyl’s inequal-
ity [89]; and (2.34) follows from (2.17). The result in Theorem 2.5.1 is obtained
by substituting (2.33) into (2.11).






(H(TH)) for any given ω. This
means that with appropriate signal processing at the receiver, the minimum
post-processing SNR of the relay channel may be equal to the sum of the
minimum post-processing SNR values of the direct channel and the two-hop
channel. Thus, an efficient use of the direct channel helps improve the SNR
performance; this is intuitively correct since it has more observations.
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2.5.1.1 Full Spatial Multiplexing Analysis
Denote H
(m)
(RC) = H(RC),(NT,1,NX,1) as the effective full spatial multiplex-














(RC)) acts as the minimum scaled singular value of H
(m)
(RC). Similar





















2.5.1.2 Single Antenna Selection Diversity Analysis
The post-processing SNR for the received data stream is obtained after
some manipulations as
SNR(RC),1(1, p, 1, q) = γT‖hTR,p‖2 +
γTγX‖hTX,p‖2‖hXR,p‖2
γT‖hTX,p‖2 + γX‖hXR,p‖2 + 1
. (2.38)
The expression in (2.38) is equivalent to (14) in [154], which makes it possible
to select the single best antennas at the transmitter and at the relay indepen-
dently. I denote q∗ , arg max1≤q≤NX ‖hXR,p‖, p




(RC) , SNR(RC),1(1, p
∗, 1, q∗). The following upper bound on SNR
(s)
(RC)


















In (2.40), the maximum SNR-scaled singular value of H
(m)
(RC) is defined as the
upper bound in (2.39). The upper bound in (2.39) shows the relationship
between the SNR performance of full selection diversity and the eigenmodes







(TH)). This means that the upper bound on SNR
(s)
(RC) is the sum of the
upper bound on SNR
(s)





is the maximum post-processing SNR of the single-stream antenna selection
diversity on the direct channel. Interestingly, the upper bound given in (2.39)
is the same as the counterpart in [157], where the receiver uses the nonlinear
ML receive filters (the system model in this chapter considers the linear ZF
receive filters).
2.5.2 Switching Between Spatial Multiplexing and Selection Diver-
sity
Note that the relay channel dualmode selection criteria are natural
extensions of the two-hop dualmode selection criteria. In this section, I provide
the list of selection criteria just for the completeness.








otherwise, choose selection diversity transmission with the best antennas at
the transmitter and relay.
Relay Channel Selection Criterion 2 - Post-Processing SNR-based Se-








otherwise, choose selection diversity transmission with the best antennas at
the transmitter and relay.
With the minimum and maximum singular values of the relay channel














It follows from the lower bound of λ2min(H
(m)

















The right-hand side in (2.42) is exactly the aggregate condition number pro-
posed in [154], which is derived for the relay channel with the uniform power
allocation at the relay and the nonlinear ML receive filters at the receiver.
Note that the relay condition number is proposed for the relay channel with
the MSE-minimization power allocation at the relay and the linear ZF receive
filters at the receiver. Although not explicitly defined in [154], the lower bound
of λ2min(H
(m)
(RC)) in (2.37) can be treated as the minimum singular value of the
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specific relay channel considered in [154]. Moreover, the MSE-minimization
relay filter in this chapter can compensate for the effect of noise enhancement
resulted from the use of the ZF receive filters. Thus, it leads to a higher
minimum singular value of the corresponding relay channel and hence a lower
effective condition number. This means that the relay channel considered in
this chapter is more appropriate for spatial multiplexing transmission.
By substituting (2.34), (2.40), and (2.41) into Relay Channel Selection
Criterion 2, I obtain the following relay channel multimode antenna selection
criterion.
Relay Channel Selection Criterion 3 - Condition Number-based Selec-







otherwise, choose selection diversity transmission with the best antennas at
the transmitter and relay.
2.5.3 Multimode Selection with the Direct Link
The first two multimode selection criteria when the direct link is con-
sidered have the same form as those for the two-hop channel, except that the
expression of the post-processing SNR is determined based on (2.11) instead
of (2.10). Therefore, I just list the criteria here for the sake of completeness.



















The main focus in this section is on the eigenmode-based multimode




λ2mT(H(TH)). Second, it follows from Theorem 3 in [83] that λmT(HTR) ≥
λmT(HTR). Lastly, an approximation of λ
2
mT
(H(RC)) is obtained by using the
approximation of λmT(HTR) and the approximation of λmT(H(TH)) in (2.28)



















Note that the approximation of λ2mT(H(RC)) in (2.45) depends only on mT and
the original constituent channels. Thus, the optimal number of streams can
be determined separately from the other parameters. I propose the following
eigenmode-based multimode antenna selection criterion.
Relay Channel Selection Criterion 6 - Eigenmode-based Selection Cri-
terion: The selection procedure consists of three steps:




















































Compared to the other multimode algorithms, the eigenmode-based
algorithm has lower computational complexity, which comes at the price of
accuracy as several approximations are used in the derivation. The simula-
tions in Section 2.6 show that this algorithm still provides a large array gain
over all dualmode algorithms. Therefore, when computational complexity is
important, this multimode selection criterion is the best candidate. More im-
portantly, this algorithm shows how the quality of the original constituent
channels affects multimode transmission.
2.6 Simulations
This section provides Monte Carlo simulations to evaluate the VSER
performance of the proposed antenna selection criteria. Section 2.6.1 describes
and discusses the link-level simulations for the system model considered in the
chapter so far. Section 2.6.2 presents the multi-cell simulations with more
realistic channel models and a hexagonal cellular network.
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2.6.1 Link-Level Simulations
I assume all constituent channels are subject to frequency-flat block
fading with an i.i.d. Rayleigh fading model. Also, SNRTX, SNRXR and SNRTR
denote the mean SNR values of the corresponding channels. Due to space
constraints, this section considers only the systems where each node has four
antennas and the receiver uses a linear ZF receive filter. The overall data rate is
fixed at R = 8 bits and symbols are drawn from QAM constellations with unit
power. The dualmode system supports only two cases: i) mT = mX = 1 with
256-QAM and ii) mT = mX = 4 with 4-QAM. The multimode system can
support mT ∈ {1, 2, 4} with 256-QAM, 16-QAM, and 4-QAM, respectively.
The VSER results of the proposed antenna selection algorithms are compared
with beamforming approaches [109]. Grassmannian codebooks from [129] are
used for limited feedback beamforming. It follows the same proof in [157] that
the single best antenna selection achieves the full diversity order of both the
two-hop channel (which is NX min{NT, NR}) and the relay channel (which is
NTNR +NX min{NT, NR}).
Experiment 1-Antenna Selection for the Two-Hop Channel: Fig. 2.2
shows the results for the two-hop channel with fixed SNRTX (at 20 dB) and
varying SNRXR. There is little difference between the first two dualmode al-
gorithms, which have a gain of about 2.5 dB gain at 10−1 over the third dual
algorithm. The simulation shows that although suboptimal, all dualmode al-
gorithms achieve the full diversity order as the single best antenna selection.
In addition, the dualmode algorithms provide array gains over the single best
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Figure 2.2: VSER performance of dualmode and multimode algorithms for
the two-hop channel. The proposed algorithms achieve full diversity order. In
addition, the proposed multimode algorithms provide considerable array gains
over single-stream transmission strategies.
antenna selection (approximately 3 dB at 10−1 for the first two algorithms with
only one more feedback bit). These results mean that the dualmode algorithms
make a quite exact selection of the better mode. The first two dualmode algo-
rithms also perform better than limited feedback Grassmannian beamforming
(0.5 dB gain at 10−1) and perform very closely to the optimal full channel
knowledge (i.e., unquantized) beamforming in the low SNR regime (since in
this regime full spatial multiplexing provides a lower VSER than full selection
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diversity). Finally, all the two-hop multimode antenna selection criteria give
nearly the same VSER performance. A similar observation has been made in
the plot where SNRXR is fixed and SNRTX is varied. Such observations are im-
portant since they allow the use of the lowest-complexity multimode algorithm,
i.e., the eigenmode-based multimode selection criterion. Notably, the multi-
mode algorithms provide a large array gain (around 8 dB at 10−1) over the
optimal unquantized beamforming, the best single-stream transmission tech-
nique in terms of VSER performance. This is because by supporting a varying
number of data streams, multimode transmission provides better adaptation
of transmitted signals to the channels than single-stream transmissions.
Experiment 2-Antenna Selection for the Relay Channel: To focus on
the impact of the direct link on the VSER performance of relay channel, I fix
SNRTX = 20 dB and SNRXR = 10 dB and produce the curves of VSER values
against SNRTR. With the values of SNRTX and SNRXR, Fig. 2.2 informs that
full spatial-multiplexing is preferred to full selection diversity. Moreover, if
only the direct channel is used, full spatial multiplexing on average performs
better than full selection diversity [83] at low SNRTR. As expected in Fig. 2.3,
in the low SNRTR regime, full spatial multiplexing gives a lower average VSER
than full selection diversity, and even than the limited feedback Grassmannian
beamforming. Notice that the proposed dualmode and multimode algorithms,
which contain full selection diversity as a special mode, can obtain the full
diversity gain of the relay channel. The three multimode algorithms no longer
have the same VSER performance curves. The eigenmode-based multimode
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Figure 2.3: Comparison of VSER performance of several transmission strate-
gies for the relay channel. The proposed multimode algorithms obtain full
diversity order and provide large array gains over single-stream transmission
strategies.
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algorithm has lower computational complexity at the cost of an array loss
of 3.5 dB in relative comparison with the other multimode algorithms. The
eigenmode-based multimode algorithm, however, seems to provide the best
tradeoff between computational complexity and VSER performance among
the proposed antenna selection criteria. In particular, it provides an array
gain of 4.5 dB at 10−2 over the SNR-based dualmode algorithm (at the price
of higher computational complexity).
Experiment 3-Impact of Feedback Delays: In the experiment, I inves-
tigate the impact of feedback delays on the VSER performance of the multi-
mode algorithms in a downlink time-varying relay channel (where I assume the
transmitter-relay channel is stable over time). Specifically, the receiver is as-
sumed to move at the speed of v = 30 km/h, the operating frequency is f = 2
GHz and the sampling period is Ts = 1 ms. For the transmitter-receiver and
relay-receiver channels, the normalized channel at time n is denoted as H[n].
The complex elements of the normalized channels are drawn from an arbitrary
i.i.d. distribution with zero mean and unit variance. Let α be the temporal
correlation computed by the zero-order Bessel function α = J0(2πTsfv/c),
c = 3 × 108 m/s be the speed of light, and Hw be a matrix of the relevant
size with i.i.d. complex Gaussian elements of zero mean and unit variance. I
assume that H[n] is generated based on H[n− 1] according to the first order
autoregression fading model (Gauss-Markov fading model) as [15]
H[n] = αH[n− 1] +
√
1− α2Hw. (2.46)
The feedback delay is characterized by D. This means that a mode, which was
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Figure 2.4: Impact of feedback delays on the VSER performance of the pro-
posed algorithms. The mismatch between the channels based on which a mode
is designed and the channels for which the mode is applied degrades the perfor-
mance. The curves without markers are for the case without feedback delays.
The circle, cross, and triangle markers denote the curves corresponding to the
feedback delays (D) of 10, 20, and 30, respectively.
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designed based on the channels at time n, is actually applied to the channels at
time (n+D). This experiment considers three different values of D, including
10, 20, and 30. Fig. 2.4 shows that VSER performance of the multimode
algorithms degrades with the increase of feedback delay. Note that the losses
at 10−2 are less than 2 dB.
2.6.2 Multi-Cell Simulations
Like much prior work, this chapter so far did not consider interference.
In cellular networks, for example, in addition to path loss and heavy shadow-
ing, the out-of-cell interference degrades significantly the direct link between
a base station and its served mobile station located near the boundary of the
base station’s cell area. In this section, the proposed two-hop multimode algo-
rithms are evaluated under the multi-cell simulations to show that the use of
relays can improve the reliability of downlink transmission to cell-edge users.
I adopt the system model for the simulations from [159], which considers the
realistic channel models and a layer of interfering cells wrapped around the
three main cells. The cells have hexagonal shapes. The differences are that I
consider multiple-antenna nodes, where the parameters for each MIMO link
are the same as in Section 2.6.1, and that the distance from the RS to the
cell corner is one-third of the cell radius. This experiment also investigates
the one-hop algorithm in [83], that sends two different vector symbols in two
stages, each carrying four bits.
Remark 2.6.1. Note that the results work for any topology of base stations, not
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just the hexagonal grid model of base station locations as considered in this
Subsection. In real cellular networks, due to practical deployment constraints,
the actual locations of base stations are more random [220]. Recent results
propose a new model where the base stations are randomly located as a ho-
mogeneous Poisson point process [13]. This approach provides more tractable
analysis of interference and hence insights on cellular network performance.
Future work may use this framework to investigate the impact of interference
on my results.
Fig. 2.5 shows the VSER as a function of the MS distance from the
cell corner for frequency reuse factor of six for various transmission strategies.
As the MS moves far away from the RS, the RS-MS channel degrades due to
increased path loss, thus the VSER values of two-hop transmission strategies
increase. Moreover, the two-hop multimode algorithm provides much lower
VSER than the two-hop full spatial multiplexing and full selection diversity.
This means that to a certain degree the proposed algorithm can adapt well to
the interference-limited environment. The simulation results also show that
the two-hop multimode algorithm outperforms the one-hop multimode trans-
mission when the MS distance from the cell corner is less than two-third of
the cell radius. For example, the two-hop algorithm can obtain an average
VSER of 10−1 when the MS is located at the cell corner; while the one-hop
algorithm requires the MS position at half of the cell radius from the BS to
achieve the same value of VSER. Nevertheless, the one-hop algorithm performs
better when the MS is close to the BS due to decreased path-loss, shadowing,
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Fig. 4. Impact of feedback delays on the VSER performance of the proposed
algorithms. The mismatch between the channels based on which a mode is de-
signed and the channels for which the mode is applied degrades the perfor-
mance. The curves without markers are for the case without feedback delays.
The circle, cross, and triangle markers denote the curves corresponding to the
feedback delays (D) of 10, 20, and 30, respectively.
the relevant size with i.i.d. complex Gaussian elements of zero
mean and unit variance. The feedback delay is characterized by
, i.e., a mode, which was designed based on the channels at
time , is actually applied to the channels at time . We
consider three different values of D, including 10, 20, and 30.
Fig. 4 shows that VSER performance of the multimode algo-
rithms degrades with the increase of feedback delay. Notice that
the losses at are less than 2 dB.
B. System-Level Cellular Network Simulations
Like most prior work, this paper so far did not consider
interference. In cellular networks, for example, in addition to
path loss and heavy shadowing, the out-of-cell interference de-
grades significantly the direct link between a BS and its served
MS located near the cell-edges. In this section, our two-hop
multimode algorithms are tested under the system-level cellular
network simulations to show that the use of RS can improve the
reliability of downlink transmission from BS to cell-edge users.
We adopt the system model for the simulations from [7], which
considers the realistic channel models and a layer of interfering
cells wrapped around the three main cells. The differences are
that we consider multiple-antenna nodes, where the parameters
for each MIMO link are the same as in Section VI-A, and that
the distance from the RS to the cell corner is one-third of the
cell radius. We consider the one-hop algorithm in [18], that
sends two different vector symbols in two phases, each carrying
4 bits.
Fig. 5 shows the VSER as a function of the MS distance
from the cell corner for frequency reuse factor 6 for various
transmission strategies. As the MS moves far away from the RS,
the RS-MS channel degrades due to increased path loss, thus
the VSER values of two-hop transmission strategies increase.
Fig. 5. VSER performance of one-hop and two-hop multimode algorithms in a
cellular network assuming the total number of bits transmitted in two phases is 8
bits. The two-hop algorithm outperforms for cell-edge users while the one-hop
algorithm is better for users located close to the base station.
Moreover, the two-hop multimode algorithm provides much
lower VSER than do the two-hop full spatial multiplexing and
full selection diversity. This means that to a certain degree our
proposed algorithm can adapt well to the interference-limited
environment. The simulation results also show that the two-hop
multimode algorithm outperforms the one-hop multimode
transmission when the MS distance from the cell corner is less
than two-third of the cell radius. For example, the two-hop
algorithm can obtain an average VSER of when the
MS is located at the cell corner; while the one-hop algorithm
requires the MS position at half of the cell radius from the
BS to achieve the same value of VSER. Nevertheless, the
one-hop algorithm performs better when the MS is close to
the BS due to decreased path-loss, shadowing, and out-of-cell
interference. In eigenmode-based multimode algorithms, the
performance metric is characterized by the product of the
square of the minimum constellation distance and the minimum
SNR-scaled singular value of the end-to-end channel. We also
develop a hop-number adaptation algorithm which selects
adaptively the number of hops by comparing comparing the
values for the selected one-hop and two-hop modes. In Fig. 5,
the hop-number adaptation is shown to outperform both the
one-hop and two-hop multimode algorithms in all range of MS
locations.
VII. CONCLUSION
We proposed dualmode and multimode antenna selection
criteria for half-duplex MIMO AF relay systems with linear
receivers for both the two-hop channel and the relay channel.
Although suboptimal, all of the algorithms can achieve the full
diversity gain of the corresponding channel, thus significantly
improve the diversity performance of the plain spatial mul-
tiplexing. The dualmode algorithms also provide array gain
over single-stream transmission strategies like full selection
diversity and limited feedback Grassmannian beamforming.
Figure 2.5: VSER performance of one-hop and two-hop multimode algorithms
in a cellular network. The total number of bits transmitted in two stages is
eight bits. The two-hop algorithm outperforms for cell-edge users while the
one-hop algorithm is better for users located close to the base station.
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and out-of-cell interference. In eigenmode-based multimode algorithms, the
performance metric is characterized by the product of the square of mini-
mum constellation distance and the minimum SNR-scaled singular value of
the end-to-end channel. I also develop a hop-number adaptation algorithm
which selects adaptively the number of hops by comparing comparing the val-
ues for the selected one-hop and two-hop modes. In Fig. 2.5, the hop-number
adaptation is shown to outperform both the one-hop and two-hop multimode
algorithms in all ranges of MS locations.
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Chapter 3
Cooperative Algorithms for MIMO
Amplify-and-Forward Relay Networks
This chapter presents cooperative algorithms for jointly configuring the
transmitters, relays, and receivers in the MIMO AF relay interference channel.
Section 3.1 presents the motivations, reviews prior work, and introduces my
contributions. Section 3.2 describes the system model. Section 3.3 and Sec-
tion 3.4 present the proposed algorithms in detail. Section 3.5 discusses their
properties while Section 3.6 numerically evaluates their achievable end-to-end
sum-rates and multiplexing gains.
3.1 Introduction
The relay interference channel models a network where a stage of in-
termediate nodes, called relays, help multiple transmitters communicate with
their receivers using shared radio frequency resources [30, 190, 203, 204]. Re-
lay communication is considered a viable solution for coverage extension and
capacity enhancement [5, 98]. Recent results show that the single-hop inter-
ference channel (without relays) may not be interference limited under certain
conditions [27, 73, 100, 152, 166, 225]. Although these single-hop results can
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be applied separately for the transmitter-relay hop and for the relay-receiver
hop, higher end-to-end sum-rates can be achieved if the relays are configured
jointly [66, 103]. Obtaining the most from the relay interference channel re-
quires advanced interference management strategies that jointly configure the
transmitters, relays, and receivers.
Multiplexing gain is an important performance metric of interference
networks. The multiplexing gain of a network, also known as the total number
of degrees of freedom, is a first-order approximation of its sum capacity at high
SNR [91]. Interference alignment is a technique that maximizes the multiplex-
ing gain of the single-hop interference channel [100]. The idea is to arrange
the transmitted signals such that interference is constrained within only a por-
tion of the signal space observed by each receiver. This leaves the remaining
portion for interference-free detection of desired signals [27]. The maximum
multiplexing gain achievable through interference alignment, however, depends
on the characteristics of the interference channel. For a symmetric MIMO
single-hop interference channel with constant channel coefficients, the maxi-
mum multiplexing gain is upper-bounded by the total number of antennas at
the transmitter and receiver of each pair, independently of the number of pairs
in the network [166, 225]. Note that the bound is tight in certain cases and
corresponds to the total available space dimensions at each pair. Increasing
the number of space dimensions in the network, using for example relays, is
one way to improve the maximum achievable multiplexing gain.
I consider the half-duplex multiple-antenna AF relay interference chan-
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nel. Several interference management strategies designed specifically for the
one-way AF relay interference channel have been proposed in [7, 28, 33, 38, 41,
70, 74, 103, 120, 140, 145, 147, 163]. In [70], relays were shown to reduce the
number of independent channel extensions needed to align interference at the
receivers, despite their inability to improve the multiplexing gains of the single
antenna fully connected interference channel for time-varying or frequency-
selective channel coefficients [28].
Prior work often considered networks operating in special circumstances.
In [7, 41, 103, 140, 147, 163], it was assumed that there are enough antennas at
the relays to both cancel received interference, and null interference caused to
other users when retransmitting, allowing the achievable multiplexing gain to
scale linearly with the number of users. In [33, 74, 120], a small network with
up to three transmitter-receiver pairs was considered to derive closed-form so-
lutions. In [38], design problems with different objective functions including
sum power minimization and minimum SINR maximization were considered.
In this chapter, I consider a general system model in the sense that I assume
no special constraints on the number of relays or the number of antennas at
a relay. The closest AF relay model to mine was assumed in [145], but it
considered single-antenna transmitters and receivers. Furthermore, the au-
thors in [145] assumed no crosslinks from relays to receivers, resulting in an
oversimplified design problem.
In this chapter, I develop three cooperative interference management
algorithms for the MIMO AF relay interference channel with constant channel
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coefficients. I assume that global CSI is available at a central processing unit
for jointly designing the transmitters, relays, and receivers. The first algorithm
is an extension of the total leakage minimization interference alignment algo-
rithm for the single-hop interference channel in [69, 70, 156, 158]. Note that the
leakage signals in AF relay interference networks consist of interference signals
and enhanced relay noise. The first algorithm is useful for gaining insights
into the interference alignment feasibility of the MIMO AF relay interference
channel. The second algorithm aims at directly finding the stationary points
of the end-to-end sum-rate maximization problem with equality constraints
on the transmit power; while the third algorithm deals specifically with in-
equality constraints on the transmit powers. Similar to the single-hop results
in [165, 187], my second and third algorithms are inspired by a connection
between achievable rates and MSE values. The key observation is that there
exist matrix-weighted sum-MSE minimization problems that have the same
stationary points as the sum-rate maximization problems provided the matrix
weights are chosen appropriately. The formulated matrix-weighted sum-MSE
minimization problems are non-convex and NP-hard; finding their globally
optimal solutions is challenging. I propose to use alternating minimization
where in each iteration, I fix all but one variable and focus on determining
the remaining variable. It can be proved that the proposed MSE-based algo-
rithms always converge to the stationary points of the associated optimization
problems. Note that the power constraints at the relays depend on both the
precoders at the transmitters and the processing matrices at the relays, thereby
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compounding the design problems. It is thus not straightforward to extend
the methods used for the single-hop design problems to solve the two-hop
problems.
I use Monte Carlo simulations to evaluate the average end-to-end sum-
rates and multiplexing gains achievable through the proposed algorithms. I
first verify the convergence of the proposed algorithms. They work as expected
thanks to their ability of finding the global optimum of the corresponding
single-variable optimization problem at each iteration. I then show that as
the number of iterations increases, the effect of interference, which started off
as dominant, decreases, until it is canceled. Enhanced noise from the relays
subsequently becomes the dominant factor. This confirms the importance of
taking into account enhanced relay noise when designing relay-aided interfer-
ence alignment algorithms. I further show that the total leakage minimiza-
tion algorithm achieves lower average end-to-end sum-rates when compared to
the MSE-based algorithms at low to medium SNR values. This results from
neglecting the desired signal and noise powers at the receivers. The MSE-
based algorithms, nevertheless, result in unfairness, i.e., some users have much
smaller rates than the others. Thus, the MSE-based algorithms achieve lower
average end-to-end sum-rates and multiplexing gains than the total leakage
minimization algorithm at high SNR. One reason for this is that the MSE-
based algorithms are not guaranteed to find the global optima of the end-to-
end sum-rate maximization problems. I further show that for a fixed number























Figure 3.1: A relay interference channel where M half-duplex AF relays aid
the one-way communication of K transmitter-receiver pairs.
end-to-end multiplexing gains than DF relays or direct transmission, despite
the half-duplex loss. I finally show that AF relays provide larger average
achievable end-to-end sum-rates than DF relays. The proposed algorithms in
general provide higher achievable end-to-end sum-rates than the baseline AF
relaying strategies that do not align interference at the receivers.
3.2 System Model
In this chapter, I consider a relay interference channel where M half-
duplex AF relays aid the one-way communication between K pairs of trans-
mitters and receivers, as illustrated in Fig. 3.1. Each transmitter has data for
only one receiver and each receiver is served by only one transmitter. Each
pair is assigned a unique index k ∈ K , {1, · · · , K}. Transmitter k has NT,k
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antennas while receiver k has NR,k antennas for k ∈ K. Similarly, each relay
is assigned a unique index m ∈M , {1, · · · ,M}. Relay m has NX,m antennas
for m ∈M. Since half-duplex relays cannot transmit and receive at the same
time by assumption, the transmission procedure consists of two stages. In
the first stage, the transmitters send data to the relays. In the second stage,
the relays apply linear processing to their observed signals and forward them
to the receivers. I assume the direct channels between the transmitters and
receivers are ignored by the second-stage receivers.
I assume the relay interference channel is fully-connected on each hop.
Specifically, each relay receives non-negligible signals from all the transmitters
and each receiver observes non-negligible signals from all the relays. This
assumption is good for modeling certain scenarios in cellular networks. For
example, relays are used to provide indoor coverage for a large building. Due
to penetration loss and shadowing, the direct channels from base stations
to the mobile users located in the building are weak and negligible. Relays
are deployed at good geographical locations, e.g., with high altitudes, around
the building to aid the base stations communicate with the users. Relays
on different sides of the building receive aid different base stations to their
associated users. On the backhaul links from the base stations to the relays,
due to their high altitudes, each relay observes non-negligible signals from the
base stations. Similarly, on the access links from the relays to the users, each
user receives non-negligible signals from the relays.
Let Hm,k ∈ CNX,m×NT,k be the matrix channel from transmitter k to
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relay m and Gk,m ∈ CNR,k×NX,m be the matrix channel from relay m to receiver
k for k ∈ K and m ∈M. I assume that perfect and instantaneous knowledge of
Hm,k and Gk,m for k ∈ K and m ∈M is available at a central processing unit.
Note that methods for obtaining the global CSI in the single-hop interference
channel can be used for the two hops of the relay systems. Specifically, each
relay measures the channels from the transmitters to itself and sends to the
central unit. Similarly, each receiver measures the channels from the relays to
itself and sends to the central unit. Papers that make such assumptions like [28,
41, 92, 143, 161] are valuable because they give a benchmark for developing
algorithms that relax these assumptions.
I assume Gaussian signaling is used in the system although it may
not be optimal. Specifically, the transmitters, including uncoordinated in-
terferers, use independent Gaussian codebooks for transmission. This allows
the receivers to treat interference as additive Gaussian noise while decoding
their desired signals. Let nX,m be the spatially white, additive Gaussian noise
at relay m with covariance E(nX,mn∗X,m) = σ2X,mINX,m for m ∈ M. In real
systems, however, wireless transceivers are also affected by extra sources of
interference, of which the statistical distribution is nonGaussian [46, 47]. For
example, interference may be generated from atmospheric noise and electrical
discharge. Interference may be generated from clocks and buses in the compu-
tational platform where the wireless transceivers are deployed. I assume that
nonGaussian interference and noise are out of the scope of this chapter.
Let sk ∈ Cdk×1 be the transmit symbol vector at transmitter k, where
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dk ≤ min{NT,k, NR,k} is the number of data streams from transmitter k to
receiver k for k ∈ K. The transmit symbols are independent and identically
distributed (i.i.d.) such that E(sks∗k) = Idk . Transmitter k uses a linear trans-
mit precoder Fk ∈ CNT,k×dk to map sk to its antennas. The transmit power at




T,k be the maximum transmit power.






sk + nX,m. (3.1)
Let Um ∈ CNX,m×NX,m be the processing matrix at relay m. The transmit





UmHm,ksk + UmnX,m. (3.2)













There are two possible types of power constraints at the relays: i) a set
of individual power constraints at the relays, and ii) a sum power constraint at
all the relays. Per-relay power constraints are often considered in the cellular
system literature [162, 168]. A sum power constraint is however considered
in the ad hoc network literature to extend the lifetime of battery-powered
relays [57, 102, 121]. Let pmaxX,m be the maximum transmit power at relay m
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and pmaxX be the maximum sum transmit power at all the relays. When power
control is considered, the per-relay power constraints are
pX,m ≤ pmaxX,m,∀m ∈M, (3.4)
whereas the sum power constraint on the relays is
M∑
m=1
pX,m ≤ pmaxX . (3.5)
Without power control, the inequalities in (3.4) and (3.5) are replaced by
equalities. The following sections focus on the sum power constraint at the
relays. The reason for this assumption and the applicability of per-relay power
constraints are discussed in Section 3.5.
Let nR,k be the spatially white, additive Gaussian noise at receiver k
with covariance E(nR,kn∗R,k) = σ2R,kINR,k and Gk,m = Gk,mUm. Receiver k
















where Tk,q is the effective end-to-end channel from transmitter q to receiver k





































For notational convenience in this chapter, I define {F} , {Fk}Kk=1,
{U} , {Um}Mm=1 and {W} , {Wk}Kk=1, which are the main designed vari-
ables. I define F−k , {F1, · · · ,Fk−1,Fk+1, · · · ,FK} for k ∈ K. {F} and
(Fk;F−k) can be used interchangeably. I similarly define U−m for m ∈M and
W−k for k ∈ K. I define Um,k , UmHm,k and Wk,m , W∗kGk,m for k ∈ K
and m ∈M.
Remark 3.2.1. This remarks summarizes the key assumptions in this chapter
and their justification.
• Assumption 3.1: I assume that a stage of multiple-antenna AF relays
aid data transmission from the transmitters to the receivers. The use of
multiple antennas allows for the utilization of spatial dimensions at the
relays as well as at the transmitters for managing interference.
• Assumption 3.2: The relay cannot transmit and receive at the same time.
This means I consider only half-duplex relays since they are more prac-
tical than full-duplex relays.
• Assumption 3.3: Each transmitter has data for only one receiver and
each receiver is served by only one transmitter.
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• Assumption 3.4: The transmissions on each hop start at the same time
and end at the same time. This can be done based on the use of a
common frame structure. This assumption constraints the types of in-
terference at any time, making analysis more tractable.
• Assumption 3.5: The channels are frequency-flat, slowly-varying, and
block-fading. For example, the results can be used for a single carrier of
MIMO OFDM AF relay interference systems.
• Assumption 3.6: Direct channels from the transmitters and receivers are
ignored by the second-stage receivers. This assumption helps simplify the
analysis. Moreover, it is unclear how to take the advantage of the signals
sent directly from the transmitters to the receivers in the relay interfer-
ence channel. This means that without appropriate signal processing at
the receivers, signals received directly from the transmitters may even
degrade the system performance.
• Assumption 3.7: Perfect and instantaneous information of all channels
is available at a central processing unit. Although this is a strict require-
ment, my results are still valuable since they show the substantial gains
that can be achieved through coordination. My results can be used as a
benchmark for future work that makes a more practical CSI assumption.
• Assumption 3.8: Received signals at the relay and receiver are corrupted
by additive, circularly symmetric, complex spatially white Gaussian noise.
The transmitters, including uncoordinated interferers, use independent
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Gaussian codebooks for transmission. This allows the receivers to treat
interference as additive Gaussian noise while decoding their desired sig-
nals. This assumption is crucial to deriving the rate expressions used in
this chapter. NonGaussian interference and noise are not considered in
this chapter.
• Assumption 3.9: Transmitters use linear transmit precoders and receivers
use linear receive filters. The linear processing at the transmitters and
relays are attractive in practice due to its low implementation complexity.
• Assumption 3.10: The relay interference channel is fully-connected on
each hop. For example, this is reasonable for modeling the scenario
where relays are used to provide indoor coverage for a large building.
• Assumption 3.11: The numbers of data streams and the numbers of an-
tennas satisfy the feasibility conditions of end-to-end interference align-
ment. To the best of my knowledge, there have not been any theoretical
results on the feasible conditions of end-to-end interference alignment in
the MIMO AF relay interference channel.
3.3 Total Leakage Minimization Algorithm
This section presents an interference alignment algorithm for the MIMO
AF relay interference channel. It is inspired by the interference alignment
algorithms for the single-hop interference channel in [69, 70, 156, 158]. The
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underlying observation is that when interference alignment is feasible, the sum
power of interference at all receivers, also known as sum leakage power, is zero.
3.3.1 Total Interference Plus Enhanced Noise Power Minimization
Problem Formulation
From (3.6), there are three groups of undesired signals at each receiver:
i) interference, ii) enhanced relay noise, and iii) local noise. Interference de-
pends on {F}, {U}, {W}, and the channels on the two hops. Enhanced re-
lay noise depends only on {U}, {W} and the channels on the second hop.
Note that enhanced relay noise can be treated as the sum of interference sig-
nals at the receivers of a virtual single-hop interference channel with (M + 1)
users. Let I ({F}, {U}, {W}) denote the total interference power of the two-
hop AF relay interference channel. By evaluating the expectation, exploiting
the independence of transmit signals sk for k ∈ K, and using the equality
‖A‖2F = tr(AA∗), I obtain


















Let N({U}, {W}) denote the sum enhanced relay noise power. By evaluating





















The total leakage power at all the receivers is defined as I ({F}, {U}, {W}) +
N({U}, {W}).
It can be argued that the high SNR regime of the relay interference
channel corresponds to high transmit power at both the transmitters and
relays. Thus, in addition to completely eliminating interference, it is nec-
essary to eliminate enhanced relay noise. Otherwise, enhanced relay noise
power scales with the desired signal power, preventing the system from achiev-
ing high multiplexing gains. Down scaling the transmit power at either the
transmitters or relays further decreases the total leakage power. For ex-
ample, if ({(1/a)F}, {U}, {W}) is used instead of ({F}, {U}, {W}) where
{(1/a)F} = {(1/a)F1, · · · , (1/a)FK} and a > 1, then both the actual trans-
mit power at the transmitters and the total leakage power decrease a2 > 1
times. Therefore, equality power constraints at both the transmitters and re-
lays are required to make it a meaningful design problem. Assuming a sum
power constraint at the relays with no power control, I propose to formulate





I ({F}, {U}, {W}) + N({U}, {W})
subject to tr(F∗kFk) = p
max
















Remark 3.3.1. (TL) is nonconvex. In general, finding the globally optimal
solutions to (TL) is NP-hard, i.e., it is impossible to find them with reasonable
computational complexity.











INR,k×dk , k ∈ K,
U0,m =
√
















sible solution to (TL) can be used as an initial solution for my algorithm.
Note that I claim the feasibility of (TL), but not the feasibility of relay-aided
interference alignment.
Remark 3.3.3. The total leakage minimization problem formulated in [145] for
an AF relay network is a simplified version of (TL). It is assumed in [145] that
the transmitters and receivers are equipped with a single antenna. Each pair
is aided by a dedicated multiple-antenna AF relay. The formulation in [145]
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does not consider power constraints at the relays. It also assumes that there
are no crosslinks for the transmissions from relays to receivers, i.e. Gk,q = 0
for all k, q ∈ K and k 6= q. As a result, for fixed {F} and {W}, the algorithm
in [145] can determine each Um independently.
Remark 3.3.4. When perfect end-to-end interference alignment is not possible,
the total leakage minimization approach aims at finding as small interference
power as possible. This means that this approach does not account for the
number of dimensions spanned by interference signals. For the MIMO single-
hop interference channel, prior work in [152] shows that the maximization of
the multiplexing gains of the MIMO single-hop interference channel is equiv-
alent to a rank-constrained rank minimization problem that minimizes the
number of dimensions spanned by interference signals. The idea is to reformu-
late all interference alignment requirements to requirements involving ranks.
Since the rank-constrained rank minimization problem is nonconvex and it is
challenging to find its global optima, the authors of [152] propose an alternat-
ing minimization algorithm to alternatively design the transmit precoders and
the receive filters. Notably, in the transmit precoder design, they have to use
convex approximations of the cost function and the rank constraints to heuris-
tically find suboptimal solutions of the rank-constrained rank minimization
problem. No theoretical results are provided in [152] to show the tightness of
the (heuristic) relaxation. In principle, it is possible to formulate such a rank-
constrained rank minimization problem for the MIMO AF relay channel. It is
not straightforward to extend the results in [152] to find high quality solutions
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to the rank-constrained rank minimization problem for the MIMO AF relay
channel. For example, the relay processing matrices have complicated effects
on desired signal and interference matrices at the receivers, thus it is unclear
about appropriate convex approximations for the cost function and constraints
in the relay processing matrix design problem.
3.3.2 An Alternating Minimization-based Relay Interference Align-
ment Algorithm
I adopt an alternating minimization approach to develop an iterative al-
gorithm to find the stationary points of (TL), which is referred to as Algorithm
1. In each iteration, I alternatively fix (2K +M − 1) variables and determine
the remaining variable by solving a single-variable optimization problem. The
optimization problem in each iteration is always feasible since it has the out-
come of the previous iteration as a feasible solution. There are three classes of
design subproblems in Algorithm 1: i) receiver filter design, ii) relay process-
ing matrix design, and iii) transmit precoder design. The following subsections
present in detail how to solve these subproblems.
3.3.2.1 Receive Filter Design for (TL)
The cost function is rewritten as follows
















k,m. Since Wk for k ∈ K are de-
coupled in (3.7), when {F} and {U} are fixed, I can determine simultaneously
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each Wk for k ∈ K by solving
(TL-Wk) : Wk = arg min
X∈CNR,k×dk
tr(X∗ZkX).




3.3.2.2 Relay Processing Matrix Design for (TL)
Fixing {F}, {W}, and U−m for a given m ∈M, I focus on determining













































































Because of the special form of the first term in the cost function of (TL-Um),
it is not straightforward to use the methods for the single-hop interference
channel like those in [158] to solve (TL-Um).
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I propose a method for transforming (TL-Um) into an equivalent op-
timization problem that is more readily solvable. I define a new variable
um = vec(Um) ∈ CN
2
X,m×1. Um is obtained from um by the vec
−1 operator. I









































⊗ INX,m . (3.8)
Note that with probability one, A3,m is Hermitian and positive definite while
A1,m is Hermitian and positive semidefinite. The equalities tr(ABA
∗C) =
(vec(A))∗(BT⊗C) vec(A), tr(A∗BA) = tr(AIA∗B) = (vec(A))∗(I⊗B) vec(A),
and tr(AB∗) = (vec(B))∗ vec(A) [90] are used to transform both the cost func-
tion and constraint of (TL-Um) into quadratic expressions of um. Let (TL-um)











subject to x∗A3,mx = ηU,m. (3.9)
To guarantee convergence, I need to find a global optimum of (TL-um).
The existence of this global optimum is stated in Proposition 3.3.1.
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Proposition 3.3.1. The problem (TL-um) has a unique globally optimal so-
lution with probability one.
Proof. Let θ be the Lagrange multiplier associated with the constraint (3.9).
The corresponding Lagrangian function is defined as
L1(x, θ) = x




Any optimal solution to (TL-um) must satisfy the following KKT conditions
(A1,m + θA3,m)x + a2,m = 0, (3.10)
x∗A3,mx− ηU,m = 0. (3.11)
Since A1,m + θA3,m 6= 0 with probability one, then it follows from (3.10) that
x = (−1) ∗ (A1,m + θA3,m)−1a2,m. (3.12)
By substituting (3.12) into (3.11), I obtain
a∗2,m(A1,m + θA3,m)
−1A3,m(A1,m + θA3,m)
−1a2,m = ηU,m. (3.13)
I define Z , {z ∈ R : A + zB is a positive definite matrix}. The
left-hand side of (3.13) has the form of g(z) = a∗(A + zB)−1B(A + zB)−1a,
where z ∈ Z, A,B ∈ Cn×n, A is a positive semidefinitive matrix, B is a
positive semidefinite matrix, and a ∈ Cn×1 is a column vector. Note that there
exists a nonsingular matrix S such that A = SCS∗ and B = SDS∗, where
C = diag(c1, · · · , cn) and D = diag(d1, · · · , dn) are the diagonal matrices with








where Sa , (y1, · · · , yn). Thus, g(z) is a monotonically decreasing function
of z ∈ Z, i.e., the left-hand side of (3.13) monotonically decreases in θ. In
addition, Remark 3.3.2 ensures that (3.13) always has a solution. Therefore,
(3.13) has a unique solution of θ, and equivalently, (TL-um) has a unique
global optimum.
Based on the proof of Proposition 3.3.1, I propose a method to compute
Um in three steps. A simple 1-D search is first performed to find the unique
solution θ∗ of (3.13). The global optimum of (TL-um) is then obtained by
substituting θ∗ into (3.12). Um is finally obtained from um by using vec
−1().
3.3.2.3 Transmit Precoder Design for (TL)
This subsection focuses on designing Fk for some k ∈ K assuming that

























Let (TL-Fk) denote the single-variable optimization problem from (TL) to































In general, (TL-Fk) is non-convex and NP-hard. Recall that the counterpart
transmit precoder design problem in [158] has a single equality constraint,
making it possible to find its globally optimal solution by using the Lagrange
multiplier method with simple 1-D search. Nevertheless, (TL-Fk) has two
equality constraints, using the Lagrange multiplier method requires a more
complicated 2-D search. Thus, (TL-Fk) needs to be solved using another
method.
Similarly to Subsection 3.3.2.2, I propose a method for transforming
(TL-Fk) into an equivalent optimization problem. I define a new variable
fk = vec(Fk) ∈ CNT,kdk×1. I also define the following matrices



















Both B1,k and B2,k are Hermitian positive definite matrices, independent of fk
and f∗k . Using tr(A
∗BA) = (vec(A))∗(I⊗B) vec(A) [90], I transform (TL-Fk)
into the following equivalent formulation
(TL-fk) : fk = arg min
x∈CNT,kdk×1
x∗B1,kx
subject to x∗x = pmaxT,k ,
x∗B2,kx = ηF,k.
Note that (TL-fk) is a complex-valued homogeneous QCQP with two equality
quadratic constraints. (TL-fk) is, however, still non-convex and NP-hard [95,
131].
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In solving (TL-fk), I introduce a new variable Y = xx
∗. It follows
that Y is a rank-one Hermitian positive semidefinite matrix. In addition,
since a∗Ba = tr(Baa∗) for any matrix B and any vector a [89], I obtain an
equivalent optimization problem of (TL-fk) as follows
(TL-fkf
∗
k ) : min
Y∈CNT,kdk×NT,kdk
tr(B1,kY)
subject to tr(Y) = pmaxT,k ,
tr(B2,kY) = ηF,k,
Y  0, rank(Y) = 1.
While the cost function and all other constraints are convex, the rank con-
straint is nonconvex. This rank constraint is actually the main difficulty in
solving (TL-fkf
∗
k ). A relaxed version of (TL-fkf
∗
k ) is obtained by dropping this
rank constraint. The resulting problem is convex and also known as a semidef-
inite relaxation (SDR) of (TL-fkf
∗
k ). In particular, the relaxation is exact as
stated in Proposition 3.3.2. This means that the SDR always has a rank-one
global optimum.
Proposition 3.3.2. The SDR obtained from (TL-fkf
∗
k ) by relaxing the rank
constraint is exact, i.e., it always has a rank-one global optimum.
Proof. The proof is immediate based on Theorem 3.2. in [95], which states
that a complex-valued homogeneous QCQP with n constraints is guaranteed to
have a global optimum with rank r ≤
√
n. Therefore, having n = 2 constraints,
(TL-fkf
∗
k ) is guaranteed to have a rank-one global optimum.
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The SDR of (TL-fkf
∗
k ) can be solved, to any arbitrary accuracy, in a
numerically reliable and efficient manner by readily available (and currently
free) software packages, e.g., the convex optimization toolbox CVX [77]. Be-
cause the SDR may have general-rank global optima besides its rank-one global
optima, it is not guaranteed that solving the SDR by the available software
packages provides a desired rank-one global optimum. Fortunately, it is always
possible to construct a rank-one global optimum of the SDR from any of its
general-rank global optimum, e.g., using the rank reduction procedure in [95],
which is an extension of the purification technique in [10]. This procedure
also allows the decomposition of the rank-one global optimum, resulting in an
expression for fk from the resulting rank-one global optimum. Appendix A
presents the detailed steps of the rank-reduction procedure using my notation.
3.4 MSE-based Sum-Rate Maximization Algorithm
The algorithm in Section 3.3 uses the space dimensions for minimizing
the total leakage power, but it does not take into account the desired signal
power. Therefore, it may not perform well in terms of end-to-end sum-rate
maximization. In this section, I formulate end-to-end sum-rate maximization
problems with and without power control. I then develop algorithms to solve
the problems based on a relationship between the end-to-end achievable rates
and the MSE values at the receivers. Note that the algorithms find the station-
ary points of the end-to-end sum-rate maximization problems. The simulation
results in Section 3.6 show that the algorithms developed in this section out-
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perform Algorithm 1 at low to medium SNR regimes at the expense of higher
algorithmic complexity.
3.4.1 End-to-End Sum-Rate Maximization Problem Formulation
3.4.1.1 Mean Squared Error Computation












































k,k) + dk. (3.18)
Note that MSEk depends on {F}, {U}, and Wk, but not on W−k. I denote
the MSE matrix for receiver k as follows
Ek({F}, {U},Wk) = W∗k(Tk,kT
∗
k,k + Rk)Wk −W∗kTk,k − T
∗
k,kWk + Idk .












It follows from (3.16) and (3.19) that Ek is a Hermitian and positive semidef-
inite matrix for k ∈ K.
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k,k + Rk)− Tk,k. (3.20)
By solving ∂MSEk
∂W∗k





Let EMMSEk be the MSE matrix corresponding to the use of W
MMSE
k , which is
a function of ({F}, {U}). By substituting (3.21) into (3.19), and applying the
binomial inverse theorem [89], it follows that


















3.4.1.2 Sum-Rate Maximization Problem Formulation
For tractable analysis, I assume Gaussian signaling is used in the sys-
tem. Thus the maximum achievable rate for the transmission from transmitter


































For consistency with (TL), I consider first the end-to-end sum-rate maximiza-







































Note that (SR-EQ) is nonconvex and NP-hard [124], i.e., its global optima
cannot be found efficiently in terms of computational complexity. Thus, in this
chapter, I develop an algorithm for finding the stationary points of (SR-EQ)
with reasonable computational complexity.
Remark 3.4.1. Replacing the equality constraints of (SR-EQ) by inequality
constraints results in the end-to-end sum-rate maximization problem with
power control. The problem with inequality constraints is referred to as
(SR-NEQ).
Remark 3.4.2. It is challenging, even infeasible with widely available comput-
ing systems, to find the global optima of either (SR-EQ) or (SR-NEQ) using
exhaustive search. Consider a small MIMO AF relay system with two trans-
mitters, two relays, and two receivers. Each node has two antennas. Given that
the receivers always use the linear MMSE receive filters, the sum-rate maxi-
mization problem for this small system requires the determination of twelve
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complex numbers for the transmit precoders and relay processing matrices.
Exhaustive search for this combinatorial optimization problem is challenging
with high precision. Moreover, in Section 3.6, I provide simulation results that
give some hints on the gap between the solutions found by my proposed algo-
rithms and the optimal approach. Based on the results, it is suspected that
the gap is not too large.
3.4.1.3 Linking Sum-Rate Maximization and Weighted Sum-MSE
Minimization Problems
Note thatRsum can be expressed as a function of the MSE matrices at all
the receivers. Similar expressions of sum-rates as functions of MSE matrices
are obtained for other systems such as the MIMO broadcast channel [48],
MIMO interference broadcast channel [165], and two-way relay channel [119,
221]. This relationship makes it possible to formulate a matrix-weighted sum-
MSE minimization problem that has the same optimal solutions as (SR). I
introduce auxiliary weight matrix variables {V} , (V1, · · · ,VK) with Vk ∈
Cdk×dk for k ∈ K. The matrix-weighted sum-MSEs is defined as follows
















































Note that {V} appears only in the objective function of (WMSE-EQ). The key
observation for solving (SR-EQ) via solving (WMSE-EQ) is stated in Propo-
sition 3.4.1.
Proposition 3.4.1. (WMSE-EQ) is equivalent to (SR-EQ) in the sense that
they have the same stationary points.
Proof. In (WMSE-EQ), Wk appears only in tr(VkEk({F}, {U}, {W})) in the
objective function. When the other parameters are fixed, it follows that the
optimal linear receive filter for (WMSE-EQ) is also WMMSEk , which is given
in (3.21). Since (WMSE-EQ) and (SR-EQ) have the same constraints, then
to check their equivalence, it is sufficient to check if the differentials of their





























{F}, {U},WMMSEk ), (3.23)











for k ∈ K, then I have tr(EkdVk) −
tr(V−1k dVk) = 0 for k ∈ K, leading to d(−Rsum) = dWMSEsum.
Proposition 3.4.1 states that any stationary point of (WMSE-EQ) is
also a stationary point of (SR-EQ) and vice versa. Therefore, it is possible to
find the stationary points of (SR) indirectly via solving (WMSE-EQ) rather
than directly solving SR.
Remark 3.4.3. The weighted sum-MSE valueWMSEsum({F}, {U}, {W}, {V})
is convex with respect to Fk for k ∈ K if the matrix weights are always chosen






according to (3.23). Indeed, it follows from
(3.17) that MSEk is convex with respect to Fq for all k, q ∈ K. By construc-






is a Hermitian and positive semidefinite
matrix for k ∈ K. By definition, WMSEsum({F}, {U}, {W}, {V}) is also
convex with respect to Fk for k ∈ K.
3.4.2 An MSE-based Algorithm for End-to-End Sum-Rate Maxi-
mization without Power Control
In this subsection, I propose an algorithm for solving (WMSE-EQ).
Specifically, adopting an alternating minimization approach, I develop an al-
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gorithm for finding the stationary points of (WMSE-EQ) as well as (SR-EQ),
which is referred to as Algorithm 2. The design subproblems in the iterations
of Algorithm 2 belong to one of the following four categories.
3.4.2.1 Matrix Weight Design for (SR-EQ)
Since the matrix weights Voptk for k ∈ K are independent of each other,
they can be updated simultaneously based on (3.19) and (3.23) for a given
{F}, {U}, and {W}.
3.4.2.2 Receive Filter Design for (SR-EQ)
As discussed in the proof of Proposition 3.4.1, the optimal solution of
(WMSE-EQ) requires that the receivers use the linear MMSE receive filters
WMMSEk given in (3.21). Similar to Algorithm 1, the receive filters can be
updated simultaneously for a given {F}, {U}, and {V}.
3.4.2.3 Relay Processing Matrix Design for (SR-EQ)
I need to determine Um for some m ∈ M assuming that {F}, {W},
{V}, and U−m are fixed. The single-variable optimization problem for design-
ing Um from (WMSE-EQ) is denoted as (WMSE-EQ-Um). It is obtained by
performing algebraic manipulations and using ηU,m as defined in (3.8). It can
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Note that (WMSE-EQ-Um) differs from (TL-Um) mainly due to the appear-
ance of Vk in the cost function. Thus, the same steps in Subsection 3.3.2.2
are used to develop the method for finding Um.
In solving (WMSE-EQ-Um), I define a new variable um = vec(Um). I







































Using the same manipulations as in Subsection 3.3.2.2 and denoting C3,m =
A3,m, defined in (3.8), I obtain an equivalent formulation of (WMSE-EQ-Um)
for determining um, which is referred to as (WMSE-EQ-um). It is expressed
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as follows









subject to x∗C3,mx = ηU,m. (3.24)
Note that (WMSE-EQ-um) has the same form as (TL-um), thus its global
optimum can be found using the Lagrange multiplier method. I first find the





I then obtain the global optimum of (WMSE-EQ-um) as um = −(C1,m +
βC3,m)
−1c2,m. I finally use the vec
−1 operator to get Um from um.
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3.4.2.4 Transmit Precoder Design for (SR-EQ)
Assuming {W}, {U}, {V}, and F−k are fixed for some k ∈ K, I focus





























































After some manipulation of (WMSE-EQ) and with ηT,k defined in (3.15), I
need to solve the following optimization problem (WMSE-EQ-Fk) for Fk
Fk = arg min
X∈CNT,k×dk
tr(X∗D1,kX)− tr(D∗2,kX)− tr(D2,kX∗) + tr(D4,k)
subject to tr(X∗X) = pmaxT ,
tr(X∗D3,kX) = ηT,k.














, where fk =
vec(Fk). It follows that Y is a rank-one Hermitian positive semidefinite ma-
trix with the bottom right entry equal to one. Next, (WMSE-EQ-Fk) is trans-



























Y  0, rank(Y) = 1.
Similar to the methodology for solving (TL-fkf
∗
k ), I adopt the SDP
method for finding a global optimum of (WMSE-EQ-fkf
∗
k ). Specifically, an
SDR of (WMSE-EQ-fkf
∗
k ) is obtained by dropping the non convex rank con-
straint. This SDR is a convex optimization problem. More importantly, since
(WMSE-EQ-fkf
∗
k ) has n = 3 constraints (excluding the rank-one constraint),
the relaxation is exact. This means that the SDR of (WMSE-EQ-fkf
∗
k ) always
has a rank-one global optimum. Thus, it is possible to find a general-rank
global optimum of the SDR of (WMSE-EQ-fkf
∗
k ) using readily available soft-
ware packages, e.g., the CVX toolbox. A rank-one global optimum of the SDR
is then constructed from the resulting general-rank global optimum using the
rank-reduction procedure in [95]. Note that the last entry of the column vec-
tor obtained by the decomposition of the rank-one global optimum may be
a complex number with modulus of one. By multiplying the resulting col-
umn vector with the conjugate of its last entry, I obtain a desired column
vector in the form of (fk 1)




k ). Appendix A presents the detailed steps of the
rank-reduction procedure using my notation.
3.4.3 An MSE-based Algorithm for End-to-End Sum-Rate Maxi-
mization with Power Control
In this subsection, I develop an algorithm for solving (SR-NEQ), which
is also based on the relationship between achievable end-to-end rates and MSE
values. Similar to Subsection 3.4.1.3, I formulate the corresponding matrix-
weighted sum-MSE minimization problem that has the same stationary points
as (SR-NEQ). It is referred to as (WMSE-NEQ). The same steps as those
in Subsection 3.4.2 are used to develop an alternating minimization algorithm
for finding the stationary points of (SR-NEQ). This algorithm is referred to
as Algorithm 3. To reduce redundancies, I only compare and contrast the
steps of Algorithm 3 and those of Algorithm 2 in this section. The details of
Algorithm 3 are provided in [207]. First, the matrix weight and receive filter
designs for (SR-NEQ) are exactly the same as those for (SR-EQ). Second,
the relay processing matrix design for (SR-NEQ) can be solved using the La-
grangian multiplier method with the only difference being that the multiplier
must be nonnegative. Finally, the optimization problem for the transmit pre-
coder design for (SR-NEQ) is obtained by replacing the equality constraints
in (WMSE-EQ-Fk) by the corresponding inequality constraints. Fortunately,
the resulting optimization problem is convex with respect to Fk. In particu-
lar, it follows from Remark 3.4.3 that the objective function of the problem
(WMSE-Fk) is convex with respect to Fk. In addition, since D3,k is a Hermi-
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tian and positive semidefinite matrix, then it follows that the constraints of
the resulting problem are also convex with respect to Fk. Thus, any available
software package for convex optimization like the CVX toolbox [77] could be
used to solve for its unique global optimum.
3.5 Discussion
In this section, I discuss the proposed algorithms from the following
aspects: i) their convergence, ii) the quality of the solution, iii) the assumption
on power constraints at the relays, and iv) the impacts of transmitter topology.
In terms of convergence, all the proposed algorithms are guaranteed to
converge to a stationary point of the corresponding multi-variable optimization
problem. Furthermore, they are based on alternating minimization. In each
iteration, the objective is tominimize the cost function of the original multi-
variable optimization problem, which is either the total leakage power in (TL)
or the matrix-weighted sum-MSEs in (WMSE-EQ) and (WMSE-NEQ). Since
a global optimum of the corresponding single-variable minimization problem
can be found at each iteration, the cost function of the original multi-variable
optimization problem is non-increasing after each iteration.
The proposed algorithms are not guaranteed to reach a global optimum
of the corresponding multi-variable optimization problem. Thus, the quality of
their solution depends significantly on the initial solution selected in the first
iteration. One way to improve the proposed algorithms is to run them multiple
times with different initializations and select the solution that provides the best
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objective value. Nevertheless, this comes at the expense of longer running time.
The assumption on power constraints at the relays is mainly because
the method is applied to solve the transmit precoder design problems in Al-
gorithm 1 and Algorithm 2. Specifically, I propose to use the SDP method
to find a global optimum of the transmit precoder design problems, which are
nonconvex complex-valued homogeneous QCQPs with equality constraints.
Prior work in [10, 95] shows that the relaxed SDR of the QCQPs is guaran-
teed to have a rank-one global optimum if there are at most four equality
quadratic constraints. The sum power constraint at the relays in either (TL)
or (SR-EQ), and hence (WMSE-EQ), is crucial since it results in only two
quadratic equality constraints. Note that with per-relay power constraints, the
number of quadratic constraints of the resulting QCQP is (M + 1). Therefore,
when power control is not considered, the similar total leakage minimization
problem and end-to-end sum-rate maximization problem with per-relay power
constraints can be formulated using the same steps if there are at most three
relays, i.e., M ≤ 3. The sum power constraint at the relays, however, is not
crucial to the formulation of (SR-NEQ), and hence that of (WMSE-NEQ),
and Algorithm 3. For the end-to-end sum-rate maximization problem with
power control, regardless of the type of power constraints at the relays, the
single-variable optimization problems for designing the relay processing matri-
ces and the transmit precoders are convex with respect to the corresponding
variable [207]. Thus, the global optimum can be found at each iteration.
In cellular networks, the algorithms work for any fixed topology of
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base stations, not just the hexagonal grid model of base station locations. As
discussed in Remark 2.6.1, the actual deployment of cellular networks leads to
more random base station locations [220] and a more tractable model for base
station topology is proposed [13]. Future work may investigate the impact of
interference, including uncoordinated interference, on my proposed algorithms
by using this framework.
3.6 Simulations
This section presents Monte Carlo simulation results to investigate the
average end-to-end sum-rate performance and to gain insights into the multi-
plexing gains achieved by the proposed algorithms. I consider only symmetric
relay systems, which are denoted as (NR ×NT, d)K +NMX , where NR,k = NR,
NT,k = NT, dk = d and NX,m = NX for k ∈ K,m ∈ M. The power values
are normalized such that σR,k = σX,m = 1, p
max
T,k = PT, and p
max
X,m = PX for
k ∈ K,m ∈ M. The channel realizations are flat in time and frequency. The
channel coefficients on the two hops are generated as i.i.d. zero-mean, unit-
variance, complex Gaussian random variables. Note that there is no path loss
assumed in the simulations, thus all cross-links on the same hop has the same
average power. The plots are produced by averaging the solutions for 100 ran-
dom channel realizations. In each channel realization, the initial transceivers
are chosen randomly subject to the power constraints at the transmitters and
at the relays. In each iteration, either one transmitter or one relay is allowed
to update its precoder, after that all the receivers are allowed to update their
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Sum power of leakage (intf. & relay noise)
Sum power of interference
Sum power of enhanced relay noise
Figure 3.2: The total leakage power at the receivers over iterations of Algo-
rithm 1 for a channel realization of (4× 4, 2)3 + 43.
receive filters. The CVX toolbox [77] is used to solve convex optimization
problems in each iteration.
3.6.1 Convergence
Fig. 3.2 and Fig. 3.3 illustrate the convergence behavior of the pro-
posed algorithms. Fig. 3.2 provides the analysis of the sum power of post-
processed leakage signals of Algorithm 1 for a random channel realization of
the (4 × 4, 2)3 + 43 system. I observe that the total leakage power decreases
monotonically over iterations. Interestingly, interference and enhanced relay
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Figure 3.3: Weighted sum-MSE values over iterations of Algorithm 2 and
Algorithm 3 for a channel realization of (2× 4, 1)4 + 24.
noise change their roles during the process of Algorithm 1. The interference is
the dominant component of the leakage signal at the beginning, however, it is
aligned and then cancelled in a few iterations. After this point, enhanced relay
noise becomes dominant - its sum power is orders of magnitude larger than the
interference sum power. Unfortunately, given that many space dimensions are
devoted to minimizing the sum true interference power, it becomes challenging
for Algorithm 1 to align and cancel enhanced relay noise power. Intuitively,
enhanced relay noise can be thought of as a source of single-hop interfer-
ence from “virtual uncoordinated relays” that directly impacts the receivers.
Thus, it is necessary to take into account both interference and enhanced re-
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Figure 3.4: Average end-to-end sum-rates of (4 × 4, 2)3 + 43 achieved by Al-
gorithm 3. The solid curves are for different values of ∆P . The dashed line is
for PX = 30 dB while the dot-dashed line is for PX = 25 dB.
lay noise in the design of interference alignment strategies for the AF relay
interference channel. Fig. 3.3 provides the values of WMSEsum achieved by
Algorithm 2 and by Algorithm 3 over iterations for a channel realization of the
(2× 4, 1)4 + 24 system. I observe that WMSEsum values for both algorithms
are non-increasing over iterations, i.e., the proposed algorithms are convergent.
Although the convergence rates are fast for these configurations, it should be
noted that the running time increases in both K and d.
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3.6.2 Impact of Transmit Power PT and PX
I use the proposed algorithms to obtain insights into the achievable end-
to-end sum-rates and multiplexing gains of the AF relay interference channel.
The achievable end-to-end multiplexing gains are computed as the slope of the
curves of the achievable end-to-end sum-rates at high transmit power values.
In this experiment, I investigate the impact of PT and PX on the achievable
end-to-end multiplexing gains of Algorithm 3 for a (4 × 4, 2)3 + 43 AF relay
system. I denote ∆P = PT − PX. Fig. 3.4 presents the achievable end-to-end
sum-rates as a function of PT for different values of ∆P , which are represented
by the solid lines. I observe that Algorithm 2 achieves a multiplexing gain of
6 for all the simulated values of ∆P . Thus, it is sufficient to consider ∆P = 0
in the following experiments. In addition, I observe that when PT is fixed,
the average end-to-end sum-rates is still increasing with PX but at a sublinear
rate. A similar observation can be made when PX is fixed while PT is varied.
In other words, Algorithm 2 cannot obtain multiplexing gains higher than one
if either PT or PX is fixed.
3.6.3 End-to-End Sum-Rate Comparison of the Proposed Algo-
rithms
In this experiment, I compare the average achievable end-to-end sum-
rates of the proposed algorithm for the (2×4, 1)4 + 24 system as shown in Fig.
3.5. I consider a sum power constraint at the relays and use the same initial
condition for all the algorithms. Thanks to power control, Algorithm 3 always
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outperforms Algorithm 2 in this experiment. Both Algorithm 2 and Algorithm
3 perform significantly better than Algorithm 1 at low-to-medium SNR values.
This is because Algorithm 1 does not take into account the desired signal power
and the noise power at the receivers, while the others do. Interestingly, at high
SNR values, Algorithm 1 outperforms both Algorithm 2 and Algorithm 3 in
terms of end-to-end sum-rates and multiplexing gain. Considering the achiev-
able end-to-end rates per user for Algorithm 2 and Algorithm 3, some users
have much smaller rates than do the others. Algorithm 3 even turns off the
data streams associated with some users. Thus, the solution does not provide
fairness among users which limits the maximum end-to-end multiplexing gains
achievable by the two algorithms. Thus, Algorithm 1 is more suitable than
the others for investigating the maximum achievable end-to-end multiplexing
gains of MIMO AF relay networks.
3.6.4 Comparison with DF Relaying and Direct Transmission
To obtain insights into relay functionality selection in the presence of
interference, I simulate the dedicated DF relay interference channel where one
DF relay is dedicated to assisting one and only one transmitter-receiver pair,
i.e., K = M . Using equal time-sharing, the end-to-end achievable rate of a pair
is defined as half of the minimum between the achievable rate from the trans-
mitter to the associate DF relay and that from the relay to the receiver. Based
on [166], I derive an upper-bound on the achievable end-to-end multiplexing
gain dDF∑ of the dedicated DF relay interference channel (NR ×NT, d)K +NKX
117


































Figure 3.5: Comparison of the average achievable end-to-end sum-rates of the
proposed algorithms for the (2× 4, 1)4 + 24 system.
as follows











I also assume that both the transmitters and the DF relays are subject to
individual power constraints with the same average maximum transmit power
per node of PT and PX.
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n AF relays, NX = 5
DF relays, NX = 5
AF relays, NX = 3
DF relays, NX = 3
Direct transmission
Figure 3.6: Achievable end-to-end multiplexing gains as functions of K for the
(2× 2, 1)K +NKX systems.
3.6.4.1 Maximum Achievable Multiplexing Gains
In this experiment, Algorithm 1 is used to investigate the maximum
achievable end-to-end multiplexing gains for AF relays, DF relays, and direct
transmission. Fig. 3.6 shows the results as a function of K for d = 1, NR =
NT = 2, and NX = 3 or NX = 5. With these values of NX and when K
is small, due to the half-duplex loss, both AF relays and DF relays achieve
lower end-to-end multiplexing gains than the direct transmission. While DF
relays cannot outperform the direct transmission, AF relays can achieve higher
multiplexing gains when there are more than 6 users. Thus, AF relays help
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increase the achievable end-to-end multiplexing gains of interference channels.
In addition, I observe that there exist upper-bounds on the achievable end-
to-end multiplexing gains for all the simulated cases - AF relays, DF relays,
and direct transmission. Finding closed-form expressions of such bounds in
the MIMO AF relay interference channel is left for future work.
3.6.4.2 Achievable End-to-End Sum-Rates
I compare the end-to-end sum-rate performance of Algorithm 2 with
other existing transceiver design strategies for the relay interference channel.
Specifically, I simulate two strategies for AF relays: i) time division multiple
access (TDMA) distributed beamforming (BF) and ii) dedicated relay BF. In
the AF TDMA distributed BF, all the relays help only one transmitter-receiver
pair at a time (which is an extension of the design in [121] for multiple-antenna
receivers). In the dedicated relay BF, I assume that each AF relay is dedi-
cated to assisting one and only one transmitter-receiver pair. This means that
interference is ignored and I independently apply the joint source-relay design
in [59, 170] for the two-hop channels from the transmitters to their associated
receivers. I also simulate different strategies for the MIMO single-hop interfer-
ence channel on the two hops, including selfish (SF) beamforming (i.e., each
transmitter aims at maximizing the achievable rate to its associated receiver),
interference alignment based on total leakage (TL) minimization [156], and it-
eratively weighted MSE sum-rate (SR) maximization strategy [187]. I assume
the same strategy is used on two hops.
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z] AF, Algorithm 3
AF, TDMA distributed BF
AF, dedicated relay BF
DF, SR & SR
DF, TL & TL
DF, SF & SF
Figure 3.7: Achievable end-to-end sum-rates for the (2× 2, 1)4 + 24 system.
Fig. 3.7 shows the results for the (2 × 2, 1)4 + 24 system. Note that
Algorithm 3 outperforms the other strategies in all regions. It achieves an
end-to-end multiplexing gain of 2 (which is equal to half of the total number
of data streams). Neglecting interference, the dedicated relay strategies un-
der both AF relays and DF relays achieve zero multiplexing gains. While the
end-to-end multiplexing gain achieved by the DF TL & TL strategy is zero,
that achieved by the DF SR & SR strategy is nonzero. Because interference
alignment is infeasible on two hops, interference cannot be completely elim-
inated using the TL algorithm. On the contrary, the SR algorithm is able
to turn off some data streams, one data stream on each hop in this case, to
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Figure 3.8: Achievable end-to-end sum-rates for the (2 × 2, 1)4 + 24 system
with different numbers of initial solutions N = {1, 2, 5, 10, 20}.
make interference alignment feasible. Note, however, that it may turn off data
streams of different pairs on two hops. Thus, on average, the DF SR & SR
strategy achieves an end-to-end multiplexing gain less than 1.5 (half of the
number of remaining data streams when interference alignment is feasible).
Finally, thanks to orthogonalized transmission, the AF TDMA distributed BF
can achieve an end-to-end multiplexing gain of 0.5.
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3.6.4.3 Opportunistic Approach
The end-to-end sum-rate performance of the stationary points found
by Algorithm 2 and Algorithm 3 depend significantly on the initial solutions.
The opportunistic approach proposes to use multiple initial solutions and then
chooses the one with the highest end-to-end sum-rates. With enough initial
solutions, the opportunistic approach should approximate the global solution.
Let N denote the number of random initial solutions. Fig. ?? shows the
average end-to-end sum-rates for several values of N achieved by Algorithm 3
in the (2 × 2, 1)4 + 24 system. For this setting, at a transmit power of 30dB,
the gain provided by the opportunistic approach over the non-opportunistic
approach is 6.4% for N = 2, 13.2% for N = 5, 16.9% for N = 10, and 20.6%
for N = 20. Note that the higher the value of N , the larger the average
achievable end-to-end sum-rates. Also, the additional gains obtained by using
an extra random initial solution decreases in N . Thus we suspect the gap
between our proposed technique and the optimal approach is not too large.
Nevertheless, the benefits of this opportunistic approach come at the expense
of longer running time.
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Chapter 4
Cooperative Transmit Precoding for the
MIMO Relay Interference Broadcast Channel
This chapter proposes an algorithm for designing the linear transmit
precoders at the transmitters and relays of the relay interference broadcast
channel, a generic model for relay-based cellular systems, to maximize the end-
to-end sum-rates. Section 4.1 presents the motivations, reviews prior work,
and introduces the contributions. Section 4.2 describes the system model.
Section 4.3 formulates the design problem and discusses the challenges. Section
4.4 presents the proposed algorithm in detail. Section 4.5 numerically evaluates
the achievable end-to-end sum-rates of the proposed algorithm.
4.1 Introduction
Relay communication, a viable solution for coverage extension and ca-
pacity enhancement in cellular systems [5, 98], is sensitive to interference. This
chapter considers the relay interference broadcast channel where a stage of re-
lays assist multiple transmitters to communicate with multiple receivers. Each
receiver intends to receive data from a single transmitter with the aid of a sin-
gle relay. Multiple relays are dedicated to assisting a single transmitter at the
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same time; each relay simultaneously forwards data from this transmitter to
multiple receivers. Using shared radio resources, the transmissions from the
transmitters to relays interfere with each other. Similarly, the transmissions
from the relays to receiver interfere with each other. If considered separately,
each hop of this model is an instance of the single-hop interference broadcast
channel [165, 187], a generalization of the conventional single-hop interference
channel. Each transmitter in the broadcast channel has data for multiple re-
ceivers while each transmitter in the conventional channel has data for only
one receiver. Although recent results on the single-hop interference broad-
cast channel [165, 187] can be applied separately for the two hops, even higher
end-to-end sum-rates can be achieved if the transmitters and relays are con-
figured jointly. Unfortunately, jointly configuring the transmitters and relays
is challenging, especially with limited information about the interferers.
In this chapter, I focus on half-duplex DF relays that cannot trans-
mit and receive at the same time. By assumption, relays decode only signals
intended to their associated receivers. I assume all two-hop links have a com-
mon timesharing value, i.e., the same fractions of time for transmission on two
hops. The achievable end-to-end rate corresponding to a relay is defined as the
minimum of the achievable normalized rate from its associated transmitter to
itself and the achievable normalized sum-rates from itself to its associated re-
ceivers [36]. A two-hop rate mismatch occurs when some links have a dominant
first hop while others have a dominant second hop, resulting in unused rates
on two hops and hence low end-to-end sum-rates. An efficient system design
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should not cause any two-hop rate mismatch while mitigating interference.
In general, the optimal transmit and receive strategies for sum-rate
maximization in interference channels are not widely known, even for the
single-hop one. Thus, I adopt a pragmatic approach that treats interference
as noise and maximizes end-to-end sum-rates by searching within the class
of linear transmit and receive strategies. Assuming the receivers always use
the optimal linear MMSE receive filters, I focus on designing the transmit
precoders at the transmitters and relays. Unfortunately, the problem is non-
convex and NP-hard. Moreover, it falls into a class of max-min optimization
problems. Thus, finding the stationary points of the problem, including its
globally and locally optimal solutions, is challenging [105, 110, 123].
Transmit precoder design has been studied widely for the multiple-
antenna single-hop interference broadcast channel [165, 187], especially for its
special case of the single-hop interference channel [70, 88, 94, 105, 115, 158, 164,
177, 183, 184, 186, 228]. The methods in [94, 183, 184, 186] were based on the so-
called interference pricing framework where the transmitters configure them-
selves based on interference prices fed back from the receivers. Interference
prices represent the marginal decrease in the sum-utility function per unit
increase in interference power. In [165, 177, 187], based on a relationship be-
tween mutual information and mean squared errors, the authors proposed to
solve sum-utility maximization problems via iterative minimization of weighted
sum-MSEs. Under certain conditions on the utility functions, the algorithms
in [94, 165, 177, 183, 184, 186, 187] are guaranteed to converge to the stationary
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points of the corresponding sum-utility maximization problems. Note that the
existing single-hop results are designed specifically for the single-hop interfer-
ence channel. Thus, it is not straightforward how to extend them to take into
special features of the relay interference channel, like relay signal processing
operation and multi-hop transmission.
To the best of my knowledge, there has been little prior work on trans-
mit precoder design in the relay interference broadcast channel. Much prior
work, however, focused on interference mitigation for special cases of this
model. In [35], the authors proposed a transmit precoder design for the MIMO
relay broadcast channel where a single MIMO DF relay forwards data from
a single transmitter to multiple receivers. This means that there is no inter-
ference on the first hop and there is no inter-relay interference on the second
hop. My prior work in [208] considered the DF relay interference channel
where the receivers are equipped with a single antenna and each relay is ded-
icated to aiding a single transmitter-receiver pair. Based on the interference
pricing framework, the algorithm in [208] used approximations of end-to-end
rates to compute interference prices for designing the second-hop transmit pre-
coders with fixed first-hop transmit precoders. Nevertheless, it is not straight-
forward to extend it to the general relay interference broadcast channel with
multiple-antenna receivers. There have been many other algorithms for design-
ing transmit precoders at the relays and/or transmitters in the relay interfer-
ence channel [7, 38, 40, 60, 72, 106, 122, 144–147, 150, 159, 163, 232]. Neverthe-
less, they considered either AF relays [7, 38, 40, 60, 72, 122, 144–147, 163, 232]
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or other relay architectures, like the shared relays [150, 159] or two-way re-
lays [106]. In addition, in this prior work, each relay simultaneously forwards
data for multiple transmitter-receiver pairs unlike in my approach.
In this chapter, I propose a cooperative algorithm for efficiently finding
suboptimal solutions of the transmit precoder design problem with high end-
to-end sum-rates. The proposed algorithm can be implemented in a distributed
fashion with low communication overhead. The proposed algorithm consists of
three phases in the following order: i) second-hop transmit precoder design, ii)
first-hop transmit precoder design, and iii) first-hop transmit power control.
In the first phase, I propose to ignore the first hop and focus on configuring
the relays to maximize the achievable second-hop sum-rates. Essentially, the
second hop is treated like the conventional single-hop interference broadcast
channel. Thus, existing single-hop algorithms can be applied to find the sta-
tionary points of second-hop sum-rate maximization [70, 88, 94, 105, 115, 158,
164, 165, 177, 183, 184, 186, 187, 228]. Having computed the second-hop trans-
mit precoders, each relay computes the sum of achievable rates from itself to
its associated receivers, which is used as input to the second phase.
The second phase focuses on designing the first-hop transmit precoders.
In the näıve approach, this can be done by applying the prior work in [70,
88, 94, 105, 115, 158, 164, 165, 177, 183, 184, 186, 187, 228] while ignoring the de-
signed second-hop transmit precoders. The näıve approach, however, may
cause a two-hop rate mismatch because it cannot take into account the time-
sharing value and second-hop configuration. To overcome this limitation, I
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propose to formulate and solve a new problem to maximize an approximation
of the achievable end-to-end sum-rates. Such approximations of the achiev-
able end-to-end rates depend not only on the first-hop transmit precoders,
but also on the timesharing value and second-hop configuration. This allows
for second-hop interference mitigation at the same time as rate-mismatch al-
leviation. Some guidelines for selecting such approximations are provided.
Having defined a more comprehensive utility function, I use the technique
in [165, 177, 187] to develop an iterative method that is guaranteed to con-
verge to the stationary points of the new sum-utility maximization problem.
This concludes the second phase of the proposed algorithm.
The output of the second phase, however, may still contain a resid-
ual two-hop rate mismatch since only an approximate solution is proposed.
Consequently, in the final phase, I propose to fix the shapes of the first-hop
transmit precoders and to adjust their norms to eliminate completely two-hop
rate mismatching. Essentially, this is a transmit power control problem. Note
that for a two-hop link with a dominant first hop, excess power is allocated
for the transmissions on the first hop. I propose a method for simultaneously
reducing excess power for the first-hop transmissions so that the achievable
end-to-end rates for all the relays are nondecreasing over iterations, thus po-
tentially improving the achievable end-to-end sum-rates. The method is guar-
antee to converge. At the convergence point, there are no two-hop links with
a dominant first hop, i.e., there is not any two-hop rate mismatch. Although
there have been many power control algorithms for the single-hop interference
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channel [63, 94, 160, 175, 185, 193–195, 197, 224] and for the relay interference
channel [188, 189, 218, 235], they are not designed to eliminate two-hop rate
mismatching. Therefore, even if applicable to the third phase, existing power
control algorithms may worsen the two-hop rate mismatch situation.
I use Monte Carlo simulations to evaluate the average achievable end-to-
end sum-rates of the proposed algorithm for various relay interference broad-
cast channel configurations. The näıve approach of applying existing single-
hop results separately for the two hops is selected as the baseline strategy.
The proposed algorithm and the näıve approach have the same second-hop
transmit precoders. While the timesharing value and second-hop configura-
tion are taken into account in the first-hop transmit precoder design in the last
two phases of the proposed algorithm, they are ignored in that of the näıve
approach. Numerical results show that the first two phases of the proposed al-
gorithm are enough to provide large end-to-end sum-rate gains over the näıve
approach. In addition, the last phase of the proposed algorithm makes con-
siderable improvements in end-to-end sum-rate performance over the output
of the second phase. This highlights the importance of two-hop rate matching
in the DF relay interference (broadcast) channel. Finally, each phase of the
proposed algorithm converges in a few iterations. Note that the proposed algo-
rithm can be implemented in a distributed manner with a little more overhead




Consider a relay interference broadcast channel where KT transmitters
communicate with KR receivers with the aid of KX half-duplex decode-and-
forward relays, as illustrated in Fig. 4.1. Each transmitter is assigned a unique
index from KT , {1, · · · , KT}. Similarly, each relay is assigned a unique index
from KX , {1, · · · , KX} and each receiver is assigned a unique index from
KR , {1, · · · , KR}. Each transmitter may require the aid of multiple relays
to simultaneously send independent data streams to its receivers. Each relay
is dedicated to serving multiple receivers associated with a single transmitter.
Each receiver intends to receive data from only one transmitter with the aid of
a single relay. Let χ(k) ∈ KX denote the index of the relay that aids receiver
k ∈ KR. Let µ(k) ∈ KT denote the index of the transmitter that is aided
by relay k ∈ KX. The transmitters and relays do not share data. I assume
that each relay k does not attempt to decode the signal intended for receiver
m ∈ KR with χ(m) 6= k. Transmitter k ∈ KT has NT,k antennas, relay
m ∈ KX has NX,m antennas, and receiver q ∈ KR has NR,q antennas.
Half-duplex relays cannot transmit and receive at the same time, thus
the transmission procedure requires two stages. Using a common frequency at
the same time, the transmissions in the same stage interfere with each other.
For tractable analysis, I assume Gaussian signaling is used in both stages al-
though it may not be optimal for the relay interference broadcast channel.
Specifically, the transmitters, including uncoordinated interferers, use inde-
















Figure 4.1: A relay interference broadcast channel where a number of half-
duplex decode-and-forward relays aid the data transmission from a number of
transmitters to their associated receivers. The solid lines connect the asso-
ciated nodes and represent communication links. The dashed lines represent
interference links.
receivers to treat interference as additive Gaussian noise while decoding their
desired signals. In the first stage, the transmitters send data to the relays.
Treating unwanted signals as additive Gaussian noise, each relay decodes its
desired signal. Each relay separates its decoded signals for individual asso-
ciated receivers, re-encodes and retransmits to its associated receivers in the
second stage. Each receiver also treats unwanted signals as additive Gaussian
noise when decoding its desired signal. Similar to chapter 3, I assume that
nonGaussian interference and noise are out of the scope of this chapter.
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I assume that the direct channels are neglected by the second-stage re-
ceivers. I also assume the relay interference channel is fully-connected on each
hop. Specifically, each relay receives non-negligible signals from all the trans-
mitters and each receiver observes non-negligible signals from all the relays.
This assumption is good for modeling certain scenarios in cellular networks.
For example, it can model several adjacent cells in a dense cellular network.
Relays are deployed at good geographical locations, e.g., with high altitudes
and clear paths to the base stations, to aid the base stations communicate with
the users. Several relays may be used to aid the communication between one
base station and a number of users located near the edge of its cells. Due to its
high altitude and low-shadowed paths to the base stations, each relay observes
non-negligible unwanted signals from unintended base stations. Similarly, each
user observes non-negligible unwanted signals from unintended relays.
I consider slowly-varying, frequency-flat, block-fading channels. I de-
note Hm,k ∈ CNX,m×NT,k as the matrix channel between transmitter k and
relay m for k ∈ KT and m ∈ KX. Let x1,k ∈ Cd1,k×1 denote the sym-
bol vector that transmitter µ(k) ∈ KT sends to relay k ∈ KX in the first
stage, where d1,k is the number of data streams and E(x1,kx∗1,k) = Id1,k . I
denote FT,k ∈ CNT,µ(k)×d1,k as the linear transmit precoder that transmitter
µ(k) uses to send x1,k to relay k ∈ KX. I define FT , {FT,1, · · · ,FT,KX} ∈
FT , CNT,µ(1)×d1,1 × · · · ×CNT,µ(KX)×d1,KX . Let pT,k be the sum transmit power
at transmitter k ∈ KT. The sum transmit power constraint at transmitter
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T,m),∀k ∈ KT. (4.1)
Let nX,k ∈ CNX,k×1 be the spatially white, additive Gaussian noise at relay
k ∈ KX with E(nX,kn∗X,k) = σ2X,kINX,k . Relay k ∈ KX observes






















Each relay k ∈ KX applies a linear receive filter WX,k ∈ CNX,k×d1,k to yX,k.
I define WX , (WX,1, · · · ,WX,KX) ∈ WX , CNX,1×d1,1 × · · · × CNX,KX×d1,KX .
The maximum achievable rate from transmitter µ(k) ∈ KT to relay k ∈ KX is










Thus, the maximum achievable rate on the first hop at relay k ∈ KX is








= log2(1 + ξ1,k(FT)), (4.6)
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where ξ1,k(FT) is the effective first-hop SINR corresponding to relay k.
Let Gm,k ∈ CNR,m×NX,k denote the matrix channel between relay k ∈
KX and receiver m ∈ KR. Let x2,k ∈ CNX,k×d2,k denote the transmit symbol
vector that relay χ(k) ∈ KX sends to receiver k ∈ KR where d2,k is the number
of data streams and E(x2,kx∗2,k) = Id2,k . I denote FX,k ∈ CNX,χ(k)×d2,k as the
linear transmit precoder that relay χ(k) uses to send x2,k to receiver k ∈ KR.
I define FX , {FX,1, · · · ,FX,KR} ∈ FX , CNX,χ(1)×d2,1 × · · · × C
NX,χ(KR)×d1,KR .
Let pX,k be the sum transmit power at relay k ∈ KX. The sum transmit power









X,m) ≤ pX,k,∀k ∈ KX. (4.7)
Let nR,k ∈ CNR,k×1 be the spatially white, additive Gaussian noise at receiver
k ∈ KR with E(nR,kn∗R,k) = σ2R,kINR,k . Receiver m ∈ KR observes






















Each receiver k ∈ KR applies a linear receive filter WR,k ∈ CNR,k×d2,k to yR,k.
The maximum achievable rate from relay χ(k) ∈ KX to receiver k ∈ KR is











Thus, the maximum achievable rate at receiver k ∈ KR is















= log2(1 + ξ2,k(FX)), (4.13)
where ξ2,k(FX) is the effective second-hop SINR corresponding to relay k.
I assume the transmissions in each stage start and end at the same
time. Let t be the fraction of time for transmission on the first hop, which
is also referred to as the timesharing value. The fraction of time for trans-
mission on the second hop is (1 − t). For example, in 3GPP LTE-Advanced
cellular systems, t depends on the number of subframes for backhaul links
(i.e., between base stations and relays) in a radio frame [5]. For relay k ∈ KX,
the normalized achievable rate on the first hop is tR1,k(FT) while the sum
of achievable second-hop rates for this relay is (1 − t)R2,k,sum(FX). Based
on the relative comparison of the normalized rates on two hops, the two-
hop link corresponding to relay k ∈ KX can be classified into the following
three categories: i) first-hop dominant if tR1,k(FT) > (1 − t)R2,k,sum(FX), ii)
second-hop dominant if tR1,k(FT) < (1− t)R2,k,sum(FX), and iii) equal rate if
tR1,k(FT) = (1− t)R2,k,sum(FX).
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The achievable end-to-end rate for relay k ∈ KX is defined as the mini-
mum of the normalized achievable rates on two hops and hence is given by [36]
Rk(FT,FX) , min{tR1,k(FT), (1− t)R2,k,sum(FX)} (4.14)
= min{t log2(1 + ξ1,k(FT)), (1− t) log2(1 + ξ2,k(FR))}.





Note that the design of FT and FX should take into account t.
Remark 4.2.1. This remarks summarizes the key assumptions in this chapter
and their justification.
• Assumption 4.1: A stage of multiple-antenna DF relays aid the trans-
mission from the transmitters to their associated receivers.
• Assumption 4.2: The relays cannot transmit and receive at the same
time. This means I consider only half-duplex relays since they are more
practical than full-duplex relays.
• Assumption 4.3: Each receiver is served by only one transmitter via the
aid of a single relay. Each relay may forward data from a transmitter
to multiple associated receivers. Each transmitter may require the aid of
multiple relays. For example, for the downlink in cellular networks, there
may be many users (i.e., receivers) in a cell served by a relay (of which
the radius is about 250 meters). Similarly, there may be many relays in
a cell served by a base station (of which the radius is a few kilometers).
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• Assumption 4.4: The transmissions on each hop start at the same time
and end at the same time. This can be done based on the use of a
common frame structure. This assumption constraints the types of in-
terference at any time, making analysis more tractable.
• Assumption 4.5: The channels are frequency-flat, slowly-varying, and
block-fading. For example, the results can be used for a single carrier of
MIMO OFDM AF relay interference systems.
• Assumption 4.6: Direct channels from the transmitters and receivers are
ignored by the second-stage receivers. This assumption helps simplify the
analysis. Moreover, it is unclear how to take the advantage of the signals
sent directly from the transmitters to the receivers in the relay interfer-
ence channel. This means that without appropriate signal processing at
the receivers, signals received directly from the transmitters may even
degrade the system performance.
• Assumption 4.7: Each transmitter has perfect and instantaneous infor-
mation of the channels from itself to all the relays. Each relay has per-
fect and instantaneous information of the channels from itself to all the
receivers. Although this is a strict requirement, my results are still valu-
able since they show the substantial gains that can be achieved through
coordination. My results can be used as a benchmark for future work
that makes a more practical CSI assumption. Note that I do not assume
global CSI in this chapter.
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• Assumption 4.8: Received signals at the relay and receiver are corrupted
by additive, circularly symmetric, complex spatially white Gaussian noise.
The transmitters, including uncoordinated interferers, use independent
Gaussian codebooks for transmission. This allows the receivers to treat
interference as additive Gaussian noise while decoding their desired sig-
nals. This assumption is crucial to deriving the rate expressions used in
this chapter. NonGaussian interference is not considered in this chapter.
• Assumption 4.9: Transmitters use linear transmit precoders and receivers
use linear receive filters. The linear processing at the transmitters and
relays are attractive in practice due to its low implementation complexity.
• Assumption 4.10: The relay interference channel is fully-connected on
each hop. For example, this is reasonable for modeling a number of
adjacent cells in a dense cellular network.
• Assumption 4.11: The numbers of data streams and the numbers of an-
tennas satisfy the feasibility conditions of interference alignment on each
hop. This means that interference alignment is always feasible for the
MIMO interference broadcast channels on two hops.
4.3 Problem Formulation
This section formulates the design problem and discusses the challenges
in finding optimal solutions. The problem for designing the precoders at the


















T,m) ≤ pT,k, ∀k ∈ KT.
The transmit precoder design problem for sum-rate maximization in the single-
hop interference channel is nonconvex and NP-hard [105, 123]. This means
that its globally optimal solutions cannot be found efficiently in terms of com-
putational complexity even in a centralized fashion. The more complicated
problem, (OP) is expected to be NP-hard as well. Moreover, since (OP) is a
complicated max-min problem, it is challenging to find the stationary points of
(OP), including its optimal solutions [110]. In this chapter, my main focus is
to find suboptimal solutions to (OP) with high values of achievable end-to-end
sum-rates.
Two main challenges in solving for high-quality suboptimal solutions
of (OP) are presented in Remark 4.3.1 and Remark 4.3.2.
Remark 4.3.1. Interference mitigation is a key challenge in end-to-end sum-
rate maximization. According to (4.2), each relay observes undesired signals
from unintended transmitters on the first hop. Similarly, according to (4.8),
each receiver observes undesired signals from unintended relays as well as from
its associated relay (but they are intended for other receivers). Due to inter-
ference, there exists coupling among the achievable rates on the same hop.
140
Remark 4.3.2. Two-hop rate matching is another main challenge in maximiz-
ing the end-to-end sum-rates of the DF relay interference broadcast chan-
nel. Specifically, for a given t, FT, and FR, there may exist a mismatch
between the normalized achievable rates on two hops. By definition, a two-
hop rate mismatch occurs when there exist k,m ∈ KX and k 6= m, such that
tR1,k(FT) > (1− t)R2,k,sum(FX) and tR1,m(FT) < (1− t)R2,m,sum(FX). When
this happens, it is always possible to improve the end-to-end sum-rate per-
formance of the system design. For example, I can always fix all the other
transmit precoders and scale down the norm of FT,k to obtain a new set of
transmit precoders (F′T,FX) so that tR1,k(F
′
T) = (1−t)R2,k,sum(FX). Note that
this decreases the interference power from transmitter k to all other relays on
the first hop, improving the achievable rates to all other relays, especially
tR1,m(F
′
T) > tR1,m(FT). This means that Rsum(F
′
T,FX) > Rsum(FT,FX).
Thus, an efficient transmit precoder design in terms of end-to-end sum-rate
maximization should not cause any two-hop rate mismatch.
4.4 Transmit Beamforming Design
In this section, I propose an algorithm for finding high-quality subop-
timal solutions to (OP). Subsection 4.4.1 discusses briefly the design of FX.
The design of FT is presented in Subsection 4.4.2.
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4.4.1 Second-Hop Transmit Beamforming Design
I design FX by treating the transmission on the second hop as the single-
hop interference broadcast channel. The optimization problem for designing












X,m) ≤ pX,k,∀k ∈ KX. (4.16)
Note that (SP) is nonconvex and NP-hard. Nevertheless, its stationary points
can be found by existing algorithms for the single-hop interference broadcast
channel. The principle of many existing algorithms is to formulate a series of
related optimization problems that are readily solvable by available methods
in polynomial time and provide multiple approximations or relaxations of the
original sum-utility problem. In general, the globally optimal solutions of these
related problems converge to the stationary points of the original sum-utility
maximization problem. The key requirement for the applicability of existing
algorithms is that the utility function of the original problem is continuously
differentiable at every point. An example is the algorithm for transmit pre-
coder design via matrix-weighted sum-MSE minimization in [165, 187]. The
details of the algorithm are presented in [165, 187].
Let F̄X denote the resulting second-hop transmit precoders. I denote




R2,k,sum(F̄X) − 1. (4.17)
I assume that each receiver k ∈ KR feeds back the information of R2,k(F̄X) to
its associated relay, i.e., relay χ(k). Then, I assume that each relay k ∈ KX
can compute R2,k,sum(F̄X) and ξ̄2,k.
4.4.2 First-Hop Transmit Beamforming Design
4.4.2.1 Subproblem Formulation and Challenges
This subsection focuses on designing FT given knowledge of t and ξ̄2,k













T,m) ≤ pT,k,∀k ∈ KT. (4.18)
Note that (FP) belongs to the same class of NP-hard sum-utility maximization
problems as (SP) and it is even more complicated than (SP). While the objec-
tive function of (SP) depends only on the corresponding transmit precoders,
i.e., FX, that of (FP) depends not only on FT but also on t and ξ̄k for k ∈ KX.
Moreover, (FP) is a max-min optimization problem.
Remark 4.4.1. It is not possible to apply existing algorithms developed for the
single-hop interference broadcast channel to find the stationary points of (FP).
As discussed in Section 4.4.1, the applicability of existing algorithms requires
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that the utility function of sum-utility maximization problems be continuously
differentiable at every point. Due to the min operation, however, the utility
function of (FP) is not continuously differentiable with respect to ξ1,k(FT) at
the point that makes t log2(1 + ξ1,k(FT)) equal to (1− t) log2(1 + ξ̄2,k).
Remark 4.4.2. In the näıve approach, the timesharing and second-hop con-
figuration are ignored, leading to an approximation of the objective function∑
k∈KX log2(1 + ξ1,k(FT)). The resulting optimization problem has the same
form as (SP). Thus, its stationary points can be found by existing single-hop
algorithms.
For notational convenience, I define ηk as the following function of ξ̄2,k
and t
ηk = (1 + ξ̄2,k)
1−t
t − 1. (4.19)
Note that t log2(1 + ηk) = (1 − t) log2(1 + ξ̄2,k). This means that ξ1,k(FT) is
equal to ηk when the achievable first-hop rate at relay k matches with the sum
of achievable second-hop rates from relay k to its associated receivers. Thus,
ηk is the rate-matching received SINR at relay k.
4.4.2.2 Proposed Approach
It is challenging to find the stationary points of a complicated max-min
optimization problem like (FP). In the subsection, I aim at finding suboptimal
solutions to (FP) with high end-to-end sum-rates. Instead of solving directly
(FP), I propose to formulate and solve a new sum-utility maximization prob-
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lem, which I refer to as (AFP). Having the same constraints as (FP), (AFP)
uses an approximation of min{t log2(1 + ξ1,k(FT)), (1− t) log2(1 + ξ̄2,k)} as the
utility function. Note that such approximations depend on not only FT but
also t and ξ̄2,k for k ∈ KX. Let uk(ξ1,k(FT), t, ξ̄2,k) denote the utility function
of (AFP). In addition, I propose to solve (AFP) via iterative minimization of
weighted sum-MSEs, the well-established technique that has been used widely
in prior work [48, 165, 177, 187].
Some guidelines for selecting uk(ξ1,k(FT), t, ξ̄2,k) are provided. First,
it must be twice continuously differentiable with respect to ξ1,k(FT) at every
point. Second, it must satisfy the following condition
(1 + ξ1,k(FT))u
′′
k(ξ1,k(FT), t, ξ̄2,k) + 2u
′
k(ξ1,k(FT), t, ξ̄2,k) ≥ 0. (4.20)
This condition is required to ensure that the resulting iterative algorithm for
solving (AFP) is convergent as shown in Proposition 1 in [177]. There are
many approximate functions that satisfy the conditions in the guidelines. It
is still unclear, however, what is the best approximation.
According to Remark 4.4.1, the utility function of (FP) is not contin-
uously differentiable with respect to ξ1,k(FT) at the point ξ1,k(FT) = ηk. I
propose an approximation of the utility function of (FP) as follows
uk(ξ1,k(FT), t, ξ̄2,k) ={
t log2(1 + ξ1,k(FT)), if ξ1,k(FT) ≤ ηk,













Note that if ξ1,k(FT) ≤ ηk, then uk(ξ1,k(FT), t, ξ̄2,k) is exactly equal to tR2,k(FT)
and hence equal to Rk(FT, F̄X). If ξ1,k(FT) > ηk, then uk(ξ1,k(FT), t, ξ̄2,k) is
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larger than both tR2,k(FT) and Rk(FT, F̄X). Moreover, when ξ1,k(FT) > ηk,
the gap between uk(ξ1,k(FT), t, ξ̄2,k) and Rk(FT, F̄X) increases with ξ1,k(FT)
and is upper bounded by t/ log 2. Using the approximation uk(ξ1,k(FT), t, ξ̄2,k)












T,m) ≤ pT,k, ∀k ∈ KT. (4.22)
It is expected that the stationary points of (AFP) correspond to high-quality
suboptimal solutions to (FP).
4.4.2.3 Sum-Utility Maximization via Matrix-Weighted Sum-MSE
Minimization
I develop an algorithm for solving (AFP) via an iterative minimization
of weighted sum-MSEs. I denote Ek(FT,WX,k) as the MSE matrix at relay













− tr(W∗X,kHk,µ(k)FT,k)− tr(F∗T,kH∗k,µ(k)WX,k) + d1,k.
The MSE of the estimate of x1,k based on W
∗
X,kyX,k is given by
εk(FT,WX,k) = E(‖x1,k −W∗X,kyX,k‖2F)
= tr(Ek(FT,WX,k)). (4.23)
Fixing FT and solving
∂Ek(FT,WX,k)
∂W∗X,k
= 0, I can check that εk(FT,WX,k) is




X,k ). After some manipulation, I obtain the following
well-known relationship between R2,k(FT) and Ek,0(FT)
R2,k(FT) = − log2(det(Ek,0(FT))). (4.24)
Equivalently, I have
ξ1,k(FT) = 1/ det(Ek,0(FT))− 1. (4.25)
Based on (4.25), I define
gk(Ek,0(FT))









log (det(Ek,0(FT))) , if det(Ek,0(FT)) ≥ (1 + ηk)−1,
− log(1 + ηk)− exp [1− (1 + ηk) det(Ek,0(FT))] + 1, otherwise.
(4.27)
It can be checked that gk(Ek,0(FT)) is twice continuously differentiable with
respect to Ek,0(FT) at any point. Moreover, gk(Ek,0(FT)) is a strictly con-













T,m) ≤ pT,k,∀k ∈ KT. (4.28)
I define the following function
α(x) =
{
1, if x ≥ (1 + ηk)−1
(1 + ηk)x exp [(1 + ηk)x− 1] , otherwise.
(4.29)
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According to Theorem 2 in [187], the inverse mapping of ∇gk(Ek,0(FT)) is
well-defined. I refer to it as γk(·) : Cd1,k×d1,k → Cd1,k×d1,k .
I now use the technique in [165, 187] to solve (AFP) via matrix-weighted
sum-MSE minimization. I introduce auxiliary variables Vk ∈ Cd1,k×d1,k for
k ∈ KX. I define V , (V1, · · · ,VKX) ∈ V , Cd1,1×d1,1 × · · · × Cd1,KX×d1,KX . I
define the following matrix-weighted sum-MSE function
sk(FT,WX,V) = tr(V
∗
kEk(FT,WX,k)) + gk(γk(Vk))− tr(V∗k)γk(Vk).(4.31)












T,m) ≤ pT,k,∀k ∈ KT.
It follows immediately from Theorem 2 in [187] that (MFP) and (GFP) have
the same stationary points if the relays use their corresponding linear MMSE
receive filters and the matrix weights Vk = ∇gk(Ek(FT,WX)) for any FT and
WX. Thus, I can find the stationary points of (AFP) by solving (GFP).
4.4.2.4 Algorithm for Matrix-Weighted Sum-MSE Minimization
I adopt an alternating minimization approach to develop an iterative
algorithm for finding the stationary points of (MFP). In each iteration, I
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focus on determining only one of the sets of parameters FT,WX, and V while
assuming the others are fixed. When FX and V are fixed, the optimal linear
receive filter at relay k ∈ KX is exactly WMMSEX,k given in (4.4). In addition,
as discussed in Subsection 4.4.2.3, when FT and WX are fixed, the optimal
matrix weights are as follows
Voptk = ∇gk(Ek,0(FT)),∀k ∈ KX. (4.32)
It follows from (4.23) that Ek(FT,WX,k) is a Hermitian and positive semidef-
inite matrix for any FT and WX. Combined with (4.30), I have ∇gk(Ek,0(FT)
is a Hermitian and positive semidefinite matrix. This means that if I always
choose Vk = V
opt
k according to (4.32), then Vk is a Hermitian and positive
semidefinite matrix for k ∈ KX.
What remains is the design of FT when WX and VX are fixed. When













T,m) ≤ pT,k,∀k ∈ KT. (4.33)
Note that (MFP-FT) is convex with respect to FT,k for k ∈ KX. Let λk ≥ 0 be
the Lagrangian multiplier associated with the sum transmit power constraint
at transmitter k ∈ KT. Based on the optimality condition of (MFP-FT), the
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m,µ(k) is also Hermitian and positive semidefi-






is strictly decreasing with λk
in [0,+∞). The optimal Lagrangian multiplier λ∗k ≥ 0 is chosen such that the
complementary slackness condition of the sum power constraint at transmitter







T,k = FT,k(0). Otherwise, λ
∗












This equation can be solved by using one-dimensional search techniques, e.g.,
the bisection method.
Note that in the proposed alternating minimization algorithm for solv-
ing (MFP), I am able to find the globally optimal solutions to the correspond-
ing optimization problem in each iteration. Therefore, the algorithm is guar-
anteed to converge to a stationary point of (MFP), which is also a stationary
point of (AFP). Let F̄T denote the transmit precoders corresponding to the
resulting stationary point. It is worth to emphasize that it is not guaranteed
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that I can find a stationary point of (FP). Thus, a two-hop rate mismatch
may still happen for the resulting suboptimal solution (F̄T, F̄X) of the orig-
inal transmit precoder design problem (OP). This leaves room for potential
improvements in terms of maximizing Rsum(FT, F̄X).
4.4.2.5 Rate-Matching Transmit Power Control
I propose an iterative power control method for eliminating any resid-
ual two-hop rate mismatch corresponding to (F̄T, F̄X). Let F
(n)
T,k denote the
transmit precoder for the transmission to relay k ∈ KX in iteration n of this
method. Note that F
(0)
T,k = F̄T,k for k ∈ KX. Let θ
(n)
k ∈ R be the norm of F
(n)
T,k,
i.e., the power allocated for the transmission from transmitter µ(k) ∈ KT to re-
lay k ∈ KX in iteration n. I propose to fix the shapes of the transmit precoders





for all n ≥ 0 where F̄T,k‖F̄T,k‖F has unit norm and represents the shape of F̄T,k.
I define the following notation θ(n) = (θ
(n)
1 , · · · , θ
(n)
KX









k+1 · · · , θ
(n)
KX




−k) are used interchange-
ably in the subsection. Also, I denote Hm,µ(k) = Hm,µ(k)
F̄T,k
‖F̄T,k‖F
for k,m ∈ KX.













The maximum achievable rate at relay k ∈ KX is rewritten as follows
R1,k(θ

































The end-to-end achievable rate corresponding to relay k ∈ KX is written as
Rk(θ




−1Hk,µk is independent of θ
(n)
k . It is also a Hermi-
tian and positive semidefinite matrix. Since det(I + xA) is strictly increasing
in x for x ≥ 0 when A is a positive semidefinite matrix, both R1,k(θ(n)) and
ξ1,k(θ





Let A(n) , {k ∈ KX : tR1,k(θ(n)) > (1 − t) log2(1 + ξ̄2,k)} be the
index set of the relays with a dominant first hop in iteration n. If k ∈ A(n),
then excess power is allocated for the transmission to relay k. Similarly, let
B(n) , {k ∈ KX : tR1,k(θ(n)) < (1 − t) log2(1 + ξ̄2,k)} be the index set
of the relays with a dominant second hop in iteration n. A two-hop rate
mismatch happens if and only if A(n) 6≡ ∅ and B(n) 6≡ ∅. When a two-hop rate
mismatch happens, I consider an arbitrary kA ∈ A(n) and kB ∈ B(n). It follows
A(n) ∩ B(n) ≡ ∅ that kA 6= kB. When θ(n)m is fixed for m ∈ KX and m 6= kA,









−kA)) = (1− t) log2(1 + ξ̄2,kA). (4.40)














− 1 = ηkA . (4.41)
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equation has a unique solution, which can be found by using one dimensional




matching power for the transmission to relay kA in iteration n.
The key observation for the proposed power control algorithm is that
if a two-hop rate mismatch happens at the end of iteration n, excess power
can be reduced by setting θ
(n+1)
kA




−kA for an arbitrary
kA ∈ A(n). Note that RkA(θ
(n+1)) = (1 − t) log2(1 + ξ̄2,kA) = RkA(θ
(n)), Also,
this excess power reduction decreases the power of interference observed by all
relay m 6= kA, leading to R1,m(θ(n+1)) ≥ R1,m(θ(n)) and hence Rm(θ(n+1)) ≥
Rm(θ












(n+1)). Thus, when a two-hop
rate mismatch happens, reducing excess power in a controlled manner strictly
increases the sum of achievable end-to-end rates.
Based on the observation, I propose an iterative algorithm for updat-
ing the power allocated for the transmission from the transmitters to the re-
lays. Specifically, at the end of each iteration n ≥ 0, each relay k ∈ KR
computes ξ1,k(θ
(n)) to check if the transmission to itself is allocated excess
power. If ξ1,k(θ
(n)) ≤ ηk, then the power allocated for the transmission to




k . Otherwise, relay k
determines the corresponding rate-matching power φ
(n)
k and feeds back the






k ∈ (0, θ
(n)
k ). In other words, the power update rule for k ∈ KX












This process is repeated until the algorithm converges or the maximum number





for k ∈ KX and n ≥ 0. Several properties of the proposed algorithm are stated
and proved in Proposition 4.4.1, Proposition 4.4.2, and Proposition 4.4.3.
Proposition 4.4.1. The proposed power control algorithm is guaranteed to
converge.




k for k ∈ KX and n ≥ 1. Since θ
(n)
k is nonnegative,
it is lower bounded by 0. Thus, it is guaranteed that the proposed power
control algorithm converge as the number of iterations goes to infinity.
Proposition 4.4.2. The resulting solution of the proposed power control al-
gorithm does not causes a two-hop rate mismatch.





k for k ∈ KX. This means that ξ1,k(θ
(n0)) ≤ ηk
for all k ∈ KX or A(n0) ≡ ∅. Recall that a two-hop rate mismatch happens in
iteration n if and only if A(n) 6≡ ∅ and B(n) 6≡ ∅. Thus there is not any two-hop
rate mismatch in iteration n0.
Proposition 4.4.3. The proposed algorithm does not decrease Rk(θ
(n)) over
iterations for n ≥ 0.
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Proof. It can be showed that if A is positive semidefinite, then det(I+B∗(I+











































ηk + 1, if k ∈ A(n)
ξ1,k(θ
(n)) + 1, otherwise,
(4.44)




k for k ∈ KX and (4.44)




(n+1)) ≥ Rk(θ(n)) for k ∈ KX.
Note that the proposed power control algorithm does not help find any
stationary points of (OP). Essentially, it helps eliminate the residual two-hop
rate mismatch in (F̄T, F̄X) to find a potentially better suboptimal solution to
(OP).
4.4.3 Distributed Implementation
The proposed transmit precoding algorithm for the relay interference
broadcast channel allows for distributed implementation. Similar to [165, 184,
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Figure 4.2: Flow diagram of the proposed algorithm for the relay interference
broadcast channel.
corresponding local channel state information (CSI). Specifically, on the first
hop, transmitter k ∈ KT has the CSI of Hm,k for all m ∈ KX; on the second
hop, relay m ∈ KX has the CSI of Gq,m for all q ∈ KR. Second, there is
a feedback channel to send information from a receiving node to its serving
node, i.e., from receiver q ∈ KR to relay ξ(q) ∈ KX and from relay m ∈ KX
to transmitter µ(m) ∈ KT. The flow diagram of the proposed algorithm is
presented in Fig. 4.2, where the notation of main parameters is provided in
Table 4.1. Note that Phase 1 is a counterpart of Table I in [187].
Recall that it is not guaranteed that the proposed algorithm can find
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Table 4.1: Notation of the main parameters
Notation Parameters
χ(k) index of the relay aiding receiver k ∈ KR
µ(k) index of the transmitter aided by relay k ∈ KX
FX,q precoder at relay χ(q) ∈ KX for
transmission to receiver q ∈ KR
F̄X,q resulting transmit precoder at relay χ(q) ∈ KX for
transmission to receiver q ∈ KR
WR,q receive filter at receiver q ∈ KR
Uq matrix weight for MSE at receiver q ∈ KR in the second-hop
weighted sum-MSEs
ξ̄2,k effective SINR corresponding to second-hop sum-rates
from relay k ∈ KX
ηk rate-matching SINR at relay k ∈ KX on the first hop
FT,k precoder at transmitter µ(k) ∈ KT for transmission to
relay k ∈ KX
F̄T,k resulting precoder at transmitter µ(k) ∈ KT for transmission
to relay k ∈ KX in the second phase
WX,k receive filter at relay k ∈ KX
Vk matrix weight for MSE at relay k ∈ KX in the first-hop
weighted sum-MSEs
θk Frobenius norm of FT,k in the third phase, i.e., the power
for transmission from transmitter µ(k) ∈ KT to relay k ∈ KX
ξ1,k effective received SINR at relay k ∈ KX
optimal solutions to (OP). In fact, the end-to-end sum-rate performance of
the resulting solution (FT,FX) depends on the initial solutions in the first two
phases. One method for improving the end-to-end sum-rate performance of
the algorithm is to use multiple random transmit precoders as initial solutions
in the first two phases and then to select the best one in terms of end-to-
end sum-rate maximization. Such an opportunistic approach, however, may




This section presents Monte Carlo simulations to investigate the end-
to-end sum-rate performance of the proposed algorithm. I consider only sym-
metric relay systems with NT,k = NT and pT,k = pT for k ∈ KT; NX,m = NX,
d1,m = d1, and pX,m = pX form ∈ KX; andNR,q = NR and d2,q = d2 for q ∈ KR.
Except when it is stated explicitly, I use equal timesharing, i.e., t = 0.5, and
assume pT = pX. Also, I consider the case in which each transmitter is aided
by the same number of relays, i.e., KX/KT. Each relay forwards data from its
associated transmitter to the same number of receivers, i.e., KR/KX. I denote




R , d1× d2). The power values are normalized
such that σX,m = 1 for m ∈ KX and σR,q = 1 for q ∈ KR. The channels are flat
both in time and in frequency. The channel coefficients on two hops are gen-
erated as i.i.d. zero-mean unit-variance complex Gaussian random variables.
Path loss is not considered in the simulations, thus the average power values
of all cross-links on the same hop are equal to each other.
Remark 4.5.1. Similar to the algorithms proposed in Chapter 3, the proposed
algorithm works for any fixed topology of base stations and relays in cellular
networks. As discussed in 2.6.1, the actual deployment of cellular networks
leads to more random locations of base stations and relays [220]. Future
work may use the more tractable model for the topologies of base station
locations and relay locations is proposed [13, 65] for investigating the impact of
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interference, including uncoordinated interference, on my proposed algorithm.
The plots are produced by averaging over 1000 random channel realiza-
tions. In each channel realization, the initial transceivers are chosen randomly.
The maximum number of iterations in the first two phases is 2000 while that
of the last phase is 30. I use the näıve approach as the baseline for com-
parison. The proposed algorithm and the baseline have the same output at
the end of the first phase and use the same initial solution in the second
phase. In addition, I adopt an opportunistic approach to improve the end-
to-end sum-rate performance. Let N be the number of random initializations
in the opportunistic approach. The proposed algorithm is repeated N times
with the random initializations and choose the one with the highest achievable
end-to-end sum-rates.
4.5.1 First-Hop Transmit Beamforming Design based on Approxi-
mate End-to-End Rates
This subsection investigates the benefits of the second phase of the
proposed algorithm. Recall that the proposed first-hop transmit beamforming
design on the second phase is guaranteed to converge to a stationary point of
the optimization problem of maximizing an approximation of achievable end-
to-end sum-rates. Fig.4.3 provides the simulation results of the average end-
to-end sum-rates achieved after the second phase, i.e., before rate-matching
power control, in relative comparison with the baseline for the following three
systems: (23× 26× 112, 1× 1), (24× 24× 24, 1× 1), and (44× 48× 216, 2× 2). I
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(44 x 48 x 216, 2 x 2)
(24 x 24 x 24, 1 x 1)
(23 x 26 x 112, 1 x 1)
Figure 4.3: Average end-to-end sum-rates of the proposed algorithm after the
second phase, i.e., before rate-matching power control, in relative comparison
with the baseline.
observe that even before rate-matching power control, the proposed algorithm
always outperforms the baseline. At pT = pX = 30 dB, the gain is 60% for
the system (23 × 26 × 112, 1 × 1), 22% for the system (24 × 24 × 24, 1 × 1)
and 40% for the system (44 × 48 × 216, 2× 2). This means that thanks to the
consideration of t and ξ2,k for k ∈ KX in the design of FT, the second phase of
the proposed algorithm is able to alleviate a two-hop rate mismatch to obtain
higher end-to-end sum-rates.
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Figure 4.4: Convergence behavior of the rate-matching power control algo-
rithm for (23 × 26 × 212, 1× 1).
4.5.2 Rate-Matching Transmit Power Control
Fig. 4.4 shows the convergence behavior of the proposed rate-matching
transmit power control method for a channel realization of the system (23 ×
26 × 212, 1 × 1). I observe that this method converges in few iterations and
it does so monotonically. In addition, as discussed in Subsection 4.4.2.5, the
proposed rate-matching power control method can be applied to any (FT,FX).
Fig. 4.5 presents the average achievable end-to-end sum-rates before
and after applying the power control method for various strategies. At pT =
pX = 30 dB, the power control method provides a gain of 28% over the output
of the baseline. It also provides a gain of 10% over the output of the second
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with N = 10
Figure 4.5: Investigating the benefits of the third phase of the proposed algo-
rithm, i.e., rate-matching power control, for (23 × 26 × 212, 1 × 1). N is the
number of random initializations used in the opportunistic approach.
phase of the proposed three-phase algorithm. If I consider the opportunistic
solution of the second phase with N = 10, however, the gain provided by
the power control method is negligible. Thus, as expected, this power control
method is more beneficial when there is a large two-hop rate mismatch in its
initial solution.
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Figure 4.6: Average end-to-end sum-rates of opportunistic solutions of the
proposed three-phase algorithm for N ∈ {1, 2, 5, 25} for (23 × 26 × 212, 1× 1).
4.5.3 Opportunistic Solutions
I now investigate the benefits of opportunistic solutions. Fig.4.6 pro-
vides the average achievable end-to-end sum-rates of the opportunistic solu-
tions of the proposed three-phase algorithm with the number of initializations
N ∈ {1, 2, 5, 25} for the system (23×26×212, 1×1). To provide a benchmark,
I also show the results for the fixed average normalized second-hop sum-rates,
which provides an upper-bound for the solutions. As expected, increasing N
improves the end-to-end sum-rates achieved by the proposed algorithm with
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Figure 4.7: Average end-to-end achievable rates as a function of timesharing
t for (24 × 28 × 216, 1× 1).
opportunistic implementation. At pT = pR = 30 dB, the opportunistic solu-
tion with N = 5 nearly doubles the end-to-end sum-rates when compared to
the baseline. Nevertheless, the additional gains obtained by using an addi-
tional random initialization in the opportunistic solutions decreases in N . At
pT = pR = 30 dB, the opportunistic solution with N = 25 achieves nearly 75%
the value of the upper-bound. Nevertheless, note that the opportunistic solu-
tions improve the end-to-end sum-rate performance at the cost of overhead,
running time and coordination requirements.
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4.5.4 Varying Timesharing Values
Fig. 4.7 presents the average achievable end-to-end sum-rates as func-
tions of the timesharing values for the system (24 × 28 × 216, 1 × 1) for the
following two cases: i) Case 1 with pT = pX = 30 dB and ii) Case 2 with
pT = 30 dB and pX = 20 dB. I notice that for the proposed algorithm and
the baseline in each case has the same optimal timesharing value, t1 = 0.5
for Case 1 and t2 = 0.425 for Case 2. These optimal timesharing values ap-
proximately equalize the average normalized sum-rates on two hops. This
emphasizes the importance of matching the rates on two hops. In addition, I
observe that thanks to the explicit consideration of t for matching the rates
on two hops, the proposed algorithm has large gains, between 50% and 70%,




I summarize the main results and conclusions of this dissertation in
Section 5.1 and discuss possible future research directions in Section 5.2.
5.1 Summary
In this dissertation, I developed transmission strategies for wireless
multiple-antenna relay-aided systems. MIMO relay communication is emerg-
ing as a viable solution for improving area spectral efficiency in cellular net-
works. Transmission strategies for jointly configuring the transmitter(s) and
relay(s) based on current channel state information are needed to take full
advantage of relays to obtain higher data rates and better reliability. Table
5.1 provides a brief comparison of the configuration of multiple-antenna relay
systems considered in this dissertation.
In Chapter 2, I proposed dualmode and multimode antenna selection
criteria for three-node MIMO AF relay systems with linear ZF receive filters for
both the two-hop channel and relay channel to provide reliable transmissions
at a guaranteed rate. Although suboptimal, the proposed algorithms could
achieve the full diversity gain of the corresponding channel, thus improving
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Table 5.1: A summary of the configurations of multiple-antenna relay-assisted
systems considered in the previous chapters
Contribution Relay Presence of Multiple Design
type interference users objective
per relay
Contribution 1 AF no no VSER minimization
Contribution 2 AF yes no sum-rate maximization
Contribution 3 DF yes yes sum-rate maximization
the diversity performance of plain spatial multiplexing. The dualmode algo-
rithms also provided array gains over single-stream transmission strategies like
full selection diversity and limited feedback Grassmannian beamforming. By
allowing more options for the number of data streams and stream-to-antenna
mappings, the proposed multimode algorithms adapted transmitted signals
to current channel conditions better than the other transmission strategies
including dualmode algorithms. Thus, the proposed multimode algorithms
provided large array gains over the other strategies. In addition, using tools
from matrix analysis, I derived closed-form expressions that act like condition
numbers of the MIMO AF relay channel. These expressions revealed how the
quality of the constituent channels (through their eigenmodes) would affect
mode selection. Simulations showed that the eigenmode-based two-hop mul-
timode algorithm works well in an interference-limited multi-cell network and
improves the reliability of transmission to cell-edge users.
Chapter 3 focused on interference mitigation strategies for the MIMO
AF relay interference channel. I developed three cooperative algorithms for
joint configuring the transmitters, relays, and receivers. The first algorithm
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aimed at minimizing the sum power of interference and enhanced relay noise.
Based on a relationship between mutual information and mean square errors,
the other two algorithms were able to find stationary points of the end-to-
end sum-rate maximization problems with equality (or inequality) power con-
straints. Simulation results showed that the last two algorithms outperformed
the first algorithm at low-to-medium SNR in terms of average end-to-end sum-
rates and multiplexing gains. One reason was that the last two algorithms took
into account the desired signals as well as noise at the receivers while the first
algorithm did not. Nevertheless, they performed worse than the first algorithm
at high SNR due to unfairness in achievable rates among users. The multi-
plexing gains achieved by the proposed algorithms provided lower bounds on
the total number of degrees of freedom in MIMO AF relay networks, which
remains unknown. Simulations also showed that AF relays enhanced the feasi-
bility of interference alignment at the receivers, leading to higher multiplexing
gains than both DF relays and direct transmission.
In Chapter 4, I considered the MIMO DF relay interference broadcast
channel. By definition, the end-to-end achievable rate corresponding to a DF
relay was equal to the minimum of the achievable (sum) rates on two hops
of this relay. Thus, the optimal solutions to the end-to-end sum-rate maxi-
mization problem of this system should cause no mismatch between the rates
on two hops. The näıve approach of applying existing single-hop interference
management strategies separately for two hops of the system caused a two-hop
rate mismatch, leading to low end-to-end sum-rates. I developed a three-phase
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cooperative algorithm for designing the transmit precoders at the transmitters
and relays of the MIMO DF relay interference broadcast channel to maximize
the achievable end-to-end sum-rates. The timesharing value and second-hop
configuration were considered in the design of first-hop transmit precoders.
The proposed algorithm could be implemented in a distributed manner and
had fast convergence behavior, making it suitable for practical systems. Simu-
lations showed that the proposed algorithm obtained much higher end-to-end
sum-rates than the näıve approach.
5.2 Future Work
Link adaptation and interference management for multiple-antenna relay-
assisted networks are relatively new areas. In this section, I enumerate several
possible directions for future research.
Relay functionality selection The signal processing capabilities at
relays play an important role in relay-assisted systems. This dissertation con-
sidered only AF and DF relays (see Assumption 2.1, Assumption 3.1, and
Assumption 4.1). In the literature, many other signal processing operations
at relays have been proposed. For example, the seminal paper [50] proposed
a compress-and-forward (CF) relaying technique. Without fully decoding the
received signals, CF relays use source coding to compress the signals before
retransmitting. This compressed version of the transmitted message provides
“side information” for detection at receivers. Another relaying technique,
named estimate-and-forward (EF), was introduced in [71]. In principle, EF
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relays compute and retransmit an estimate of transmitted signals to provide
receivers with soft information on the signals. The choice of a specific relaying
technique for a given system is somewhat subjective. Such a choice depends on
system parameters (e.g., quality of constituent channels, etc.), system design
objectives (e.g., sum-rate maximization, error-rate minimization, etc.) and
system design constraints (e.g., computational complexity). Different relay
techniques may be optimal in different scenarios. For example, in a three-
node relay channel, if the SNR of the relay-to-receiver channel is high enough
so that the receiver can perfectly obtain the compressed signals from the relay,
then CF can be capacity-optimal [112]. As another example, EF is optimal
in terms of minimizing bit error rate or maximizing SNR at the receiver in
the case of discrete input (such as binary phase-shift keying). As discussed in
Section 1.2, the choice between only AF and DF relays is complicated. The
presence of interference makes such choices more challenging. Thus, future
work should investigate various relaying techniques in different scenarios to
obtain insights into relay functionality selection, especially in the presence of
interference.
Link adaptation Chapter 2 presented adaptive antenna selection al-
gorithms for improving the reliability of fixed-rate transmission (see Assump-
tion 2.9 and Assumption 2.5). Future work can develop adaptive algorithms for
maximizing end-to-end sum-rate, which is arguably a more important design
objective in cellular systems, or other objectives. The impact of out-of-cell
interference should also be accounted for in the development of link adap-
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tation strategies for multiple-antenna relay-assisted cellular systems. Future
work should extend the results to develop adaptive precoding algorithms for
the MIMO relay channel. In linear precoded spatial multiplexing systems,
the transmitted data vector is premultiplied by a precoding matrix that is
designed based on some form of channel information. Antenna selection is a
special type of linear precoding where the precoding matrices are constrained
to columns of the relevant identity matrices. The use of more general linear
precoding matrices by relaxing the constraints improves reliability and data
rates at the cost of higher complexity.
Another possible research direction is to develop online supervised learn-
ing link adaption algorithms for relay networks. Applying tools from statis-
tical machine learning, prior work in [51, 52] develops an online supervised
learning framework for link adaptation in the wireless point-to-point chan-
nel. The key is that by defining appropriate feature space, any changes in the
wireless system operation and wireless propagation medium can be captured
in the related data observations. Therefore, the proposed algorithm allows
these wireless systems to select adaptively a plurality of parameters at differ-
ent layers to optimize network throughput while satisfying certain reliability
constraints. With the framework, what remains is to find appropriate feature
space for extracting information on wireless system parameters. Future work
can extend the prior algorithms to those for the MIMO relay channel. Note
that the concepts of condition numbers proposed in Chapter 2 can be used
as feature space for extracting information on the spatial characteristics of
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the corresponding MIMO relay channel. Nevertheless, future work could find
better feature space.
Robust algorithms in the presence of CSI uncertainty Previ-
ous chapters of this dissertation assumed perfect CSI, i.e., all the coefficients of
constituent point-to-point channels, both desired and interfering, were known
instantaneously and perfectly where needed (see Assumption 2.4, Assumption
3.8, and Assumption 4.7). Nevertheless, obtaining this perfect CSI condi-
tion may be difficult due to the cost of channel coefficient estimation (e.g.,
when network size is large) and the impairments of feedback channels used
to convey CSI. Recall that simulations in Chapter 2 showed that the VSER
performance of the proposed multimode algorithms for the MIMO AF relay
channel degrades with the increase of feedback delay. Thus, future work should
investigate and quantify the impact of various levels of CSI uncertainly on the
proposed algorithms. Future work can also focus on developing algorithms
that provide robustness against CSI uncertainty. Such algorithms can be eval-
uated in relative comparison with the benchmarks provided by the counterpart
algorithms proposed in this dissertation. Due to its importance in practical
scenarios, robust signal processing for wireless communications has been an
important research area, e.g., see [53] and references therein. Many robust
algorithms have been proposed for designing transceivers in the three-node
AF relay systems [37, 219], in the MIMO interference channel [44, 182], and
the MIMO AF relay interference channel [38]. Note that prior work in [38]
aims at either minimizing sum power while fulfilling the SINR requirements or
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maximizing the minimum of the SINRs subject to transmit power constraints,
but not at maximizing end-to-end sum-rates.
Theoretical investigation of multiple-antenna relay-aided in-
terference alignment Interference alignment is not always feasible. The
prior work in [166, 225] considers the symmetric MIMO single-hopinterference
channel with constant channel coefficients. The maximum total number of in-
dependent data streams that can be sent over this MIMO interference channel
using linear transceivers is upper-bounded by the total number of antennas
at each transmitter-receiver pair. Such theoretical results provide important
insights into the feasibility of interference alignment in the MIMO single-
hop interference channel. Thus, similar theoretical results for the multiple-
antenna relay interference channel are desired. Nevertheless, there has been
little theoretical investigation of general MIMO relay-aided interference align-
ment. Many of the existing results are only for the extreme (either very small
or very large) systems [74, 140] or simplified systems [145]. In Chapter 3, I
assume that the considered configurations make the end-to-end interference
alignment feasible (see Assumption 3.14). Future work could investigate and
derive the feasibility conditions and achievable total degrees of freedom for
multiple-antenna relay-assisted interference alignment for both AF and DF
relay networks. A possible approach is to extend the results for the MIMO
single-hop interference channel in [166, 225] to account for special features of
relay communication such as multi-hop transmission and relay signal process-
ing operation. Such extensions are not straightforward.
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Mixed heterogeneous networks : Note that this dissertation fo-
cused only on one type of low-power node in heterogeneous networks, i.e.,
relays. Much prior work also considers only one type of low-power nodes,
e.g., [85, 87, 137] for distributed antenna systems and [39, 104, 151] for fem-
tocell networks. Also, I assume that there is no uncoordinated interference
(see Assumption 2.12, Assumption 3.10, and Assumption 4.11). As discussed
in Section 1.4, however, future heterogeneous networks will have a multi-tier
architecture with a mixture of relays, femtocells, pico-cells and distributed
antenna systems. All these low-power nodes may cover the same geograph-
ical area using the same radio resources as macro-cells. Their transmissions
are likely to interfere with each other, leading to multi-tier interference. This
motivates the need for understanding the interactions among various wireless
access technologies in future heterogeneous networks. This is challenging be-
cause each technology operates under different deployment assumptions and
creates a different interference environment. Future work can analyze the per-
formance of such mixed heterogeneous networks. A recent result [82] provides
a simplified interference model for such mixed heterogenous networks. The key
idea is to analyze the performance of a typical cell assuming the interferers out-
side the cell of interest are distributed according to a superposition of marked
Poisson point processes. Each marked Poisson point process represents a set
of low-power nodes of the same type. This framework may allow for analyzing
and evaluating various complex multi-tier interference scenarios. Future work
can also develop interference management strategies for such mixed hetero-
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geneous networks. For example, the interference management strategies for
relay-only networks proposed in Chapter 3 and Chapter 4 can be extended to
those for mixed networks that take into account the cross-tier interference due






For completeness, this appendix summarizes the rank-reduction pro-
cedure to construct a rank-one global optimum of a separable semidefinite
programming (SDP) from its general-rank global optimum. The formulation




s.t. tr(BmX) = bm,m = 1, · · · ,M
X  0, (A.1)
where M ≤ 3. Since (P0) is convex, its general-rank global optimum can
be found efficiently and to any arbitrary accuracy by using available software
packages for convex optimization like CVX [77]. Let X0 denote the resulting
general-rank global optimum of (P0). A rank-one global optimum of (P0) can
be constructed from X0 via the following rank-reduction procedure, which is
a version of Algorithm 1 in [95] with my notation. The rank-one procedure is
as follows
• Initialization Y = X0
• Evaluate r = rank(Y)
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• While r >
√
M
– Decompose Y = VV∗
– Find a nonzero solution Z of the system of linear equations
tr(V∗BmVZ) = 0,m = 1, · · · ,M, (A.2)
where Z ∈ Cr×r is a Hermitian matrix
– Evaluate the eigenvalues δ1, · · · , δr of Z
– Determine k0 such that
δk0 = max{|δk| : 1 ≤ k ≤ r} (A.3)
– Compute Y = V(Ir − (1/δk0)Z)V∗
– Evaluate r = rank(Y)
• End while
The output of the rank-reduction procedure is Y, which is a global optimum
of (P0). The rank of Y satisfies the following condition rank(Y) ≤
√
M < 2
since M ≤ 3. Thus, Y is a rank-one global optimum of (P0).
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