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Abstract
Bayesian deep learning offers a principled way to address many issues concerning safety of
artificial intelligence (AI), such as model uncertainty,model interpretability, and prediction
bias. However, due to the lack of efficient Monte Carlo algorithms for sampling from the
posterior of deep neural networks (DNNs), Bayesian deep learning has not yet powered our
AI system. We propose a class of adaptive stochastic gradient Markov chain Monte Carlo
(SGMCMC) algorithms, where the drift function is biased to enhance escape from saddle
points and the bias is adaptively adjusted according to the gradient of past samples. We
establish the convergence of the proposed algorithms under mild conditions, and demonstrate
via numerical examples that the proposed algorithms can significantly outperform the existing
SGMCMC algorithms, such as stochastic gradient Langevin dynamics (SGLD), stochastic
gradient Hamiltonian Monte Carlo (SGHMC) and preconditioned SGLD, in both simulation
and optimization tasks.
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1 Introduction
During the past decade, deep learning has been the engine powering many successes of artificial
intelligence (AI). However, the deep neural network (DNN), as the basic model of deep learning,
still suffers from some fundamental issues, such as model uncertainty, model interpretability, and
prediction bias, which pose a high risk on the safety of AI. In particular, the standard optimiza-
tion algorithms such as stochastic gradient descent (SGD) produce only a point estimate for the
DNN, where model uncertainty is completely ignored. The machine prediction/decision is blindly
taken as accurate and precise, with which the automated system might become life-threatening
to humans if used in real-life settings. The universal approximation ability of the DNN enables
it to learn powerful representations that map high-dimensional features to an array of outputs.
However, the representation is less interpretable, from which important features that govern the
function of the system are hard to be identified, causing serious issues in human-machine trust.
In addition, the DNN often contains an excessively large number of parameters. As a result, the
training data tend to be over-fitted and the prediction tends to be biased.
As advocated by many researchers, see e.g. Kendall and Gal (2017) and Chen (2018), Bayesian
deep learning offers a principled way to address above issues. Under the Bayesian framework,
a sparse DNN can be learned by sampling from the posterior distribution formulated with an
appropriate prior distribution, see e.g. Liang et al. (2018) and Polson and Rockova (2018). For the
sparse DNN, interpretability of the structure and consistency of the prediction can be established
under mild conditions, and model uncertainty can be quantified based on the posterior samples, see
e.g. Liang et al. (2018). However, due to the lack of efficient Monte Carlo algorithms for sampling
from the posterior of DNNs, Bayesian deep learning has not yet powered our AI systems.
Toward the goal of efficient Bayesian deep learning, a variety of stochastic gradient Markov
chain Monte Carlo (SGMCMC) algorithms have been proposed in the literature, including stochas-
tic gradient Langevin dynamics (SGLD) (Welling and Teh, 2011), stochastic gradient Hamiltonian
Monte Carlo (SGHMC) (Chen et al., 2014), and their variants. One merit of the SGMCMC al-
gorithms is that they are scalable, requiring at each iteration only the gradient on a mini-batch
of data as in the SGD algorithm. Unfortunately, as pointed out in Dauphin et al. (2014), DNNs
often exhibit pathological curvature and saddle points, rendering the first-order gradient based
algorithms, such as SGLD, inefficient. To accelerate convergence, the second-order gradient algo-
rithms, such as stochastic gradient Riemannian Langevin dynamics (SGRLD)(Ahn et al., 2012;
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Girolami and Calderhead, 2011; Patterson and Teh, 2013) and stochastic gradient Riemannian
Hamiltonian Monte Carlo (SGRHMC) (Ma et al., 2015), have been developed. With the use of
the Fisher information matrix of the target distribution, these algorithms rescale the stochastic
gradient noise to be isotropic near stationary points, which helps escape saddle points faster.
However, calculation of the Fisher information matrix can be time consuming, which makes these
algorithms lack scalability necessary for learning large DNNs. Instead of using the exact Fisher
information matrix, preconditioned SGLD (pSGLD) (Li et al., 2016) approximates it by a diagonal
matrix adaptively updated with the current gradient information.
Ma et al. (2015) provides a general framework for the existing SGMCMC algorithms (see
Section 2), where the stochastic gradient of the energy function (i.e., the negative log-target
distribution) is restricted to be unbiased. However, this restriction is unnecessary. As shown
in the recent work, see e.g., Dalalyan and Karagulyan (2017), Song et al. (2020), and Bhatia
et al. (2019), the stochastic gradient of the energy function can be biased as long as its mean
squared error can be upper bounded by an appropriate function of θt, the current sample of the
stochastic gradient Markov chain. On the other hand, a variety of adaptive SGD algorithms,
such as momentum (Qian, 1999), Adagrad (Duchi et al., 2011), RMSprop (Tieleman and Hinton,
2012), and Adam (Kingma and Ba, 2014), have been proposed in the recent literature for dealing
with the saddle point issue encountered in deep learning. These algorithms adjust the moving
direction at each iteration according to the current gradient as well as the past ones. It was shown
in Staib et al. (2019) that, compared to SGD, these algorithms escape saddle points faster and
can converge faster overall to the second-order stationary points.
Motivated by the two observations above, we propose a class of adaptive SGLD algorithms,
where a bias term is included in the drift function to enhance escape from saddle points and
accelerate the convergence in the presence of pathological curvatures. The bias term can be
adaptively adjusted based on the path of the sampler. In particular, we propose to adjust the
bias term based on the past gradients in the flavor of adaptive SGD algorithms (Ruder, 2016).
We establish the convergence of the proposed adaptive SGLD algorithms under mild conditions,
and demonstrate via numerical examples that the adaptive SGLD algorithms can significantly
outperform the existing SGMCMC algorithms, such as SGLD, SGHMC and pSGLD.
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2 A Brief Review of Existing SGMCMC Algorithms
Let XN = (X1, X2, . . . , XN) denote a set of N independent and identically distributed samples
drawn from the distribution f(x|θ), where N is the sample size and θ is the vector of parameters.
Let p(XN |θ) =
∏N
i=1 f(Xi|θ) denote the likelihood function, let pi(θ) denote the prior distribution of
θ, and let U(θ) = − log p(XN |θ)− log pi(θ) denote the energy function of the posterior distribution.
If θ has a fixed dimension and U(θ) is differentiable with respect to θ, then the SGLD algorithm
can be used to simulate from the posterior, which iterates by
θt+1 = θt − t+1∇θU˜(θt) +
√
2t+1τηt+1, ηt+1 ∼ N(0, Id),
where d is the dimension of θ, Id is an d×d-identity matrix, t+1 is the learning rate, τ is the tem-
perature, and ∇θU˜(θ) denotes an estimate of ∇θU(θ) based on a mini-batch of data. The learning
rate can be kept as a constant or decreasing with iterations. For the former, the convergence of
the algorithm was studied in Sato and Nakagawa (2014) and Dalalyan and Karagulyan (2017).
For the latter, the convergence of the algorithm was studied in Teh et al. (2016).
The SGLD algorithm has been extended in different ways. As mentioned previously, each of its
existing variants can be formulated as a special case of a general SGMCMC algorithm given in Ma
et al. (2015). Let ξ denote an augmented state, which may include some auxiliary components. For
example, SGHMC augments the state to ξ = (θ, v) by including an auxiliary velocity component
denoted by v. Then the general SGMCMC algorithm is given by
θt+1 = θt − t+1[D(ξ) +Q(ξ)]∇ξH˜(ξ) + Γ(ξ) +
√
2t+1τZt+1,
where Zt+1 ∼ N(0, D(ξt)), H(ξ) is the energy function of the augmented system, ∇ξH˜(ξ) de-
notes an unbiased estimate of ∇ξH(ξ), D(ξ) is a positive semi-definite diffusion matrix, Q(ξ) is a
skew-symmetric curl matrix, and Γi(ξ) =
∑d
j=1
∂
∂ξj
(Dij(ξ) +Qij(ξ)). The diffusion D(ξ) and curl
Q(ξ) matrices can take various forms and the choice of the matrices will affect the rate of con-
vergence of the sampler. For example, for the SGHMC algorithm, we have H(ξ) = U(θ) + 1
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vTv,
D(ξ) =
0 0
0 C
 for some positive semi-definite matrix C, and Q(ξ) =
0 −I
I 0
. For the
SGRLD algorithm, we have ξ = θ, H(ξ) = U(θ), D(ξ) = G(θ)−1, Q(ξ) = 0, where G(θ) is the
Fisher information matrix of the posterior distribution. By rescaling the parameter updates ac-
cording to geometry information of the manifold, SGRLD generally converges faster than SGLD.
However, calculating the Fisher information matrix and its inverse can be time consuming when
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the dimension of θ is high and the total sample size N is large. To address this issue, pSGLD
approximates G(θ) using a diagonal matrix and sequentially updates the approximator using the
current gradient information. To be more precise, it is given by
G(θt+1) = diag(1 (λ1 +
√
V(θt+1))),
V (θt+1) = βV (θt) + (1− β)∇θU˜(θt)∇θU˜(θt),
where λ denotes a small constant,  and  represent element-wise vector product and division,
respectively.
3 Stochastic Gradient Langevin Dynamics with Adaptive
Drifts
Motivated by the observations that the stochastic gradient∇θU˜(θ) used in SGLD is not necessarily
unbiased and that the past gradients can be used to enhance escape from saddle points for SGD,
we propose a class of adaptive SGLD algorithms, where the past gradients are used to accelerate
the convergence of the sampler by forming a bias to the drift at each iteration. A general form of
the adaptive SGLD algorithm is given by
θt+1 = θt − t+1(∇θU˜(θt) + aAt) +
√
2t+1τηt+1, (1)
where At is the adaptive bias term, a is called the bias factor, and ηt+1 ∼ N(0, Id). Two adaptive
SGLD algorithms are given in what follows. In the first algorithm, the bias term is constructed
based on the momentum algorithm (Qian, 1999); and in the second algorithm, the bias term is
constructed based on the Adam algorithm (Kingma and Ba, 2014).
3.1 Momentum SGLD
It is known that SGD has trouble in navigating ravines, i.e., the regions where the energy surface
curves much more steep in one dimension than in another, which are common around local energy
minima (Ruder, 2016; Sutton, 1986). In this scenario, SGD oscillates across the slopes of the
ravine while making hesitant progress towards the local energy minima. To accelerate SGD in
the relevant direction and dampen oscillations, the momentum algorithm (Qian, 1999) updates
the moving direction at each iteration by adding a fraction of the moving direction of the past
iteration, the so-called momentum term, to the current gradient. By accumulation, the momentum
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term increases updates for the dimensions whose gradients pointing in the same directions and
reduces updates for the dimensions whose gradients change directions. As a result, the oscillation
is reduced and the convergence is accelerated.
Algorithm 1 MSGLD
Input: Data {xi}Ni=1, subsample size n, smoothing factor 0 < β1 < 1, bias factor a, temperature
τ , and learning rate ;
Initialization: θ0 from an appropriate distribution, and m0 = 0.
for i = 1, 2, . . . , do
Draw a mini-batch of data {x∗j}nj=1, and calculate
θt+1 = θt − (∇U˜(θt) + amt) + et+1,
mt = β1mt−1 + (1− β1)∇U˜(θt−1),
where et+1 ∼ N(0, 2τId), and d is the dimension of θ.
end for
As an analogy of the momentum algorithm in stochastic optimization, we propose the so-called
momentum SGLD (MSGLD) algorithm, where the momentum is calculated as an exponentially
decaying average of past stochastic gradients and added as a bias term to the drift of SGLD. The
resulting algorithm is depicted in Algorithm 1, where a constant learning rate  is considered for
simplicity. However, as mentioned in the Appendix, the algorithm also works for the case that the
learning rate decays with iterations. The convergence of the algorithm is established in Theorem
3.1, whose proof is given in the Appendix.
Theorem 3.1 (Ergodicity of MSGLD) Suppose the conditions (A.1)-(A.5) hold (given in Ap-
pendix), β1 ∈ (0, 1] is a constant, and the learning rate  is sufficiently small. Then for any smooth
function φ(θ),
1
L
L∑
k=1
φ(θk)−
∫
Θ
φ(θ)pi∗(θ)dθ
p→ 0, as L→∞,
where pi∗ denotes the posterior distribution of θ, and
p→ denotes convergence in probability.
Algorithm 1 contains a few parameters, including the subsample size n, smoothing factor β1,
bias factor a, temperature τ , and learning rate . Among these parameters, n, τ and  are shared
with SGLD and can be set as in SGLD. Refer to Nagapetyan et al. (2017) and Nemeth and
Fearnhead (2019) for more discussions on their settings. The smoothing factor β1 is a constant,
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which is typically set to 0.9. The bias factor a is also a constant, which is typically set to 1 or a
slightly large value.
3.2 Adam SGLD
The Adam algorithm (Kingma and Ba, 2014) has been widely used in deep learning, which typically
converges much faster than SGD. Recently, Staib et al. (2019) showed that Adam can be viewed
as a preconditioned SGD algorithm, where the preconditioner is estimated in an on-line manner
and it helps escape saddle points by rescaling the stochastic gradient noise to be isotropic near
stationary points.
Algorithm 2 ASGLD
Input: Data {xi}Ni=1, subsample size n, smoothing factors β1 and β2, bias factor a, temperature
τ , and learning rate ;
Initialization: θ0 from appropriate distribution, m0 = 0 and V0 = 0;
for i = 1, 2, . . . , do
Draw a mini-batch of data {x∗j}nj=1, and calculate
θt+1 = θt − (∇U˜(θt) + amt 
√
Vt + λ1) + et+1,
mt = β1mt−1 + (1− β1)∇U˜(θt−1),
Vt = β2Vt−1 + (1− β2)∇U˜(θt−1)∇U˜(θt−1),
where λ is a small constant added to avoid zero-divisors, et+1 ∼ N(0, 2τId), and d is the
dimension of θ.
end for
Motivated by this result, we propose the so-called Adam SGLD (ASGLD) algorithm. Ideally,
we would construct the adaptive bias term as follows:
mt = β1mt−1 + (1− β1)∇U˜(θt−1),
V˜t = β2V˜t−1 + (1− β2)U˜(θt−1)U˜(θt−1)T ,
A˜t = V˜
−1/2
t mt,
(2)
where β1 and β2 are smoothing factors for the first and second moments of stochastic gradients,
respectively. Since V˜t can be viewed as an approximator of the true second moment matrix
E(∇θU˜(θt−1)∇θU˜(θt−1)T ) at iteration t − 1, A˜t can viewed as the rescaled momentum which is
isotropic near stationary points. If the bias factor a is chosen appropriately, ASGLD is expected
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to converge very fast. In particular, the bias term may guide the sampler to converge to a global
optimal region quickly, similar to Adam in optimization. However, when the dimension of θ is high,
calculation of V˜t and V˜
−1/2
t can be time consuming. To accelerate computation, we propose to
approximate V˜t using a diagonal matrix as in pSGLD. This leads to Algorithm 2. The convergence
of the algorithm is established in Theorem 3.2, whose proof is given in the Appendix.
Theorem 3.2 (Ergodicity of ASGLD) Suppose the conditions (A.1)-(A.5) hold (given in Ap-
pendix), β21 < β2 are two constants between 0 and 1, and the learning rate  is sufficiently small.
Then for any smooth function φ(θ),
1
L
L∑
k=1
φ(θk)−
∫
Θ
φ(θ)pi∗(θ)dθ
p→ 0, as L→∞,
where pi∗ denotes the posterior distribution of θ, and
p→ denotes convergence in probability.
Compared to Algorithm 1, ASGLD contains one more parameter, β2, which works as the
smoothing factor for the second moment term and is suggested to take a value of 0.999 in this
paper.
3.3 Other Adaptive SGLD Algorithms
In addition to the Momentum and Adam algorithms, other optimization algorithms, such as
AdaMax (Kingma and Ba, 2014) and Adadelta (Zeiler, 2012), can also be incorporated into SGLD
to accelerate its convergence. Other than the bias term, the past gradients can also be used to
construct an adaptive preconditioner matrix in a similar way to pSGLD. Moreover, the adaptive
bias and adaptive preconditioner matrix can be used together to accelerate the convergence of
SGLD.
4 Illustrative Examples
Before applying the adaptive SGLD algorithms to DNN models, we first illustrate their perfor-
mance on three low-dimensional examples. The first example is a multivariate Gaussian distri-
bution with high correlation values. The second example is a multi-modal distribution, which
mimics the scenario with multiple local energy minima. The third example is more complicated,
which mimics the scenario with long narrow ravines.
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4.1 A Gaussian distribution with high correlation values
Suppose that we are interested in drawing samples from pi(θ), a Gaussian distribution with the
mean zero and the covariance matrix Σ =
 1 0.9
0.9 1
. For this example, we have∇θU(θ) = Σ−1θ,
and set ∇U˜(θ) = ∇U(θ) + e in simulations, where θ = (θ1, θ2)T ∈ R2 and e ∼ N(0, I2). For
ASGLD, we set τ = 1, a = 0.1,  = 0.1, β1 = 0.9 and β2 = 0.999. For MSGLD, we set τ = 1,
a = 0.01, β1 = 0.9 and  = 0.1. For comparison, SGLD was also run for this example with the
same learning rate  = 0.1. Figure 1 shows that both ASGLD and MSGLD work well for this
example, where the left panel shows that they can produce the same accurate estimate as SGLD
for the covariance matrix as the number of iterations becomes large.
Figure 1: Performance of adaptive SGLD algorithms: (left) average absolute errors of the sample
covariance matrix produced by SGLD, ASGLD and MSGLD along with iterations, and (right)
scatter plots of the samples generated by ASGLD and MSGLD during their first 1000 iterations.
4.2 A multi-modal distribution
The target distribution is a 2-dimensional 5-component mixture Gaussian distribution, whose
density function is given by pi(θ) =
∑5
i=1
1
10pi
exp(−‖θ − µi‖2), where µ1 = (−3,−3)T , µ2 =
(−3, 0)T , µ3 = (0, 0)T , µ4 = (3, 0)T , µ5 = (3, 3)T . For this example, we considered the natural
gradient variational inference (NGVI) algorithm (Lin et al., 2019), which is known to converge
very fast in the variational inference field, as the baseline algorithm for comparison.
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For adaptive SGLD method, both ASGLD and MSGLD were applied to this example. We set
∇θU˜(θ) = ∇U(θ) + e, where e ∼ N(0, I2) and U(θ) = − log pi(θ). For a fair comparison, each
algorithm was run in 6.0 CPU minutes. The numerical results were summarized in Figure 2, which
shows the contour of the energy function and its estimates by NGVI, MSGLD and ASGLD. The
plots indicate that MSGLD and ASGLD are better at exploring the multi-modal distributions
than NGVI.
Figure 2: Contour plots of the true energy function (left) and its estimates by NGVI (middle left),
MSGLD (middle right), and ASGLD (right).
4.3 A distribution with long narrow energy ravines
Consider a nonlinear regression
y = fθ(x) + ,  ∼ N(0, 1),
where x ∼ Unif [−2, 4], θ = (θ1, θ2)T ∈ R2, and fθ(x) = (x−1)2 +2 sin(θ1x)+ 130θ1 +cos(θ2x−1)−
1
20
θ2. As θ increases, the function fθ(x) fluctuates more severely. Figure 3a depicts the regression,
where we set θ1 = 20 and θ2 = 10. Since the random error  is relatively large compared to the
local fluctuation of fθ(x), i.e., 2 sin(θ1x) +
1
30
θ1 + cos(θ2x − 1) − 120θ2, identification of the exact
values of (θ1, θ2) can be very hard, especially when the subsample size n is small.
From this regression, we simulated 5 datasets with (θ1, θ2) = (20, 10) independently. Each
dataset consists of 10,000 samples. To conduct Bayesian analysis for the problem, we set the
prior distribution: θ1 ∼ N(0, 1) and θ2 ∼ N(0, 1), which are a priori independent. This choice of
the prior distribution makes the problem even harder, which discourages the convergence of the
10
(a) (b)
Figure 3: (a) The dashed line is for the global pattern (x−1)2 and the solid line is for the regression
function fθ(x), where θ1 = 20 and θ2 = 10. The points represent 100 random samples from the
regression. (b) Contour plot of the energy function for one dataset and the sample paths produced
by SGLD, SGHMC, pSGLD, ASGLD and MSGLD in a run, where the sample paths have been
thinned by a factor of 50 for readability of the plot.
posterior simulation to the true value of θ. Instead, it encourages to estimate fθ(x) by the global
pattern (x− 1)2.
Both ASGLD and MSGLD were run for each of the 5 datasets. Each run consisted of 30,000
iterations, where the first 10,000 iterations were discarded for the burn-in process and the samples
generated from the remaining 20,000 iterations were averaged as the Bayesian estimate of θ. In
the simulations, we set the subsample size n = 100. The settings of other parameters are given
in the Appendix. Table 1 shows the Bayesian estimates of θ produced by the two algorithms in
each of the five runs. The MSGLD estimate converged to the true value in all five runs, while
the ASGLD estimates converged to the true value in four of five runs. For comparison, SGLD,
SGHMC and pSGLD were also applied to this example with the settings given in the Appendix.
As implied by Table 1, all the three algorithms essentially failed for this example: none of their
estimates converged to the true value!
For a further exploration, Figure 3b shows the contour plot of the energy function for one
dataset as well as the sample paths produced by SGLD, SGHMC, pSGLD, ASGLD and MSGLD
for the dataset. As shown by the contour plot, the energy landscape contains multiple long narrow
ravines, which make the existing SGMCMC algorithms essentially fail. However, due to the use of
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Table 1: Bayesian estimates of θ produced by different algorithms for the long narrow energy
ravines example in five independent runs, where the true value of θ is (20,10).
Method θ 1 2 3 4 5
θ1 -5.79 -6.59 17.43 0.99 -3.01
SGLD
θ2 -2.42 -1.76 9.02 -1.36 -4.74
θ1 9.22 14.73 23.19 11.39 -4.22
SGHMC
θ2 1.27 6.23 11.03 2.65 -2.25
θ1 1.27 -19.77 16.52 5.14 -9.08
pSGLD
θ2 -2.22 -15.44 8.17 0.65 3.75
θ1 19.75 15.34 19.99 19.01 19.98
ASGLD
θ2 9.99 9.29 9.92 9.66 9.99
θ1 20.01 20.07 19.99 20.00 19.99
MSGLD
θ2 9.99 10.00 9.99 9.99 9.99
momentum information, ASGLD and MSGLD work extremely well for this example. As indicated
by their sample paths, they can move along narrow ravines, and converge to the true value of
θ very quickly. It is interesting to point out that pSGLD does not work well for this example,
although it has used the past gradients in constructing the preconditioned matrix. A possible
reason for this failure is that it only approximates the preconditioned matrix by a diagonal matrix
and missed the correlation between different components of θ.
5 DNN Applications
5.1 Landsat Data
The dataset is available at the UCI Machine Learning Repository, which consists of 4435 training
instances and 2000 testing instances. Each instance consists of 36 attributes which represent
features of the earth surface images taken from a satellite. The training instances consist of 6
classes, and the goal of this study is to learn a classifier for the earth surface images.
We modeled this dataset by a fully connected DNN with structure 36-30-30-6 and Relu as the
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activation function. Let θ denote the vector of all parameters (i.e., connection weights) of the
DNN. We let θ be subject to a Gaussian prior distribution: θ ∼ N(0, Id), where d is the dimension
of θ. The SGLD, SGHMC, pSGLD, ASGLD and MSGLD algorithms were all applied to simulate
from the posterior of the DNN. Each algorithm was run for 3,000 epochs with the subsample size
n = 50 and a decaying learning rate
k = 0γ
bk/Lc, (3)
where k indexes epochs, the initial learning rate 0 = 0.1, γ = 0.5, the step size L = 300, and
bzc denotes the maximum integer less than z. For the purpose of optimization, the temperature
was set to τ = 0.01. The settings for the specific parameters of each algorithm were given in the
Appendix.
Each algorithm was run for five times for the example. In each run, the training and test
classification accuracy were calculated by averaging over the last 200 samples, which were collected
from the last 100,000 iterations with a thinning factor of 500. For each algorithm, Table 2 reports
the mean classification accuracy, for both training and test, averaged over five runs and its standard
deviation. The results indicate that MSGLD has significantly outperforms other algorithms in both
training and test for this example. While ASGLD performs similarly to pSGLD for this example.
Table 2: Training and test classification accuracy produced by different SGMCMC algorithms
for the Landsat data, where the accuracy and its standard error were calculated based on 5
independent runs.
Method Training Accuracy Test Accuracy
SGLD 93.163±0.085 90.225±0.153
pSGLD 93.857± 0.125 90.712±0.090
SGHMC 94.015±0.117 90.848±0.089
ASGLD 93.827±0.087 90.794±0.087
MSGLD 94.910 ±0.105 91.247 ±0.141
Finally, we note that for this example, the SGMCMC algorithms have been run excessively long.
Figure 4a and Figure 4b show, respectively, the training and test classification errors produced
by SGLD, pSGLD, SGHMC, ASGLD and MSGLD along with iterations. It indicates again that
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(a) (b)
Figure 4: (a) Training classification errors produced by different SGMCMC algorithms for the
Landsat data example. (b) Test classification errors produced by different SGMCMC algorithms
for the Landsat data example.
MSGLD significantly outperforms other algorithms in both training and test.
5.2 MNIST data
The MNIST is a benchmark dataset of computer vision, which consists of 60,000 training instances
and 10,000 test instances. Each instance is an image consisting of 28 × 28 attributes and repre-
senting a hand-written number of 0 to 9. For this data set, we tested whether ASGLD or MSGLD
can be used to train sparse DNNs. For this purpose, we considered a mixture Gaussian prior for
each of the connection weights:
pi(θk) ∼ λkN(0, σ21,k) + (1− λk)N(0, σ20,k), (4)
where k is the index of hidden layers, and σ0,k is a relatively very small value compared to σ1,k.
In this paper, we set λk = 10
−7, σ21,k = 0.02, σ
2
0,k = 1× 10−5 for all k.
We trained a DNN with structure 784-800-800-10 using ASGLD and MSGLD for 250 epochs
with subsample size 100. For the first 100 epochs, the DNN was trained as usual, i.e., with a
Gaussian prior N(0, Id) imposed on each connection weight. Then the DNN was trained for 150
epochs with the prior (4). The settings for the other parameters of the algorithms were given
in the Appendix. Each algorithm was run for 3 times. In each run, the training and prediction
accuracy were calculated by averaging, respectively, the fitting and prediction results over the
iterations of the last 5 epochs. The numerical results were summarized in Table 3, where “Sparse
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ratio” is calculated as the percentage of the learned connection weights satisfying the inequality
|θk| ≥
√
log(1−λk
λk
σ1k
σ0k
)
2σ20kσ
2
1k
σ21k−σ20k
. The threshold is determined by solving the probability inequality
P{θk ∼ N(0, σ20,k)|θk} ≤ P{θk ∼ N(0, σ21,k)|θk}.
Table 3: Comparison of different algorithms for training sparse DNNs for the MNIST data, where
the reported results for each algorithm were averaged based on three independent runs.
Method Training Accuracy Test Accuracy Sparsity Ratio
ASGLD 99.542± 0.026 98.417±0.044 3.176±0.155
MSGLD 99.494± 0.002 98.319 ±0.019 3.369±0.063
ADAM 99.383±0.072 98.332±0.003 2.169±0.013
Adam is a well known DNN optimization method for MNIST data. For comparison, it was
also applied to train the sparse DNN. Interestingly, ASGLD outperforms Adam in both training
and prediction accuracy, although its resulting network is a little more dense than that by Adam.
5.3 CIFAR 10 and CIFAR 100
The CIFAR-10 and CIFAR-100 are also benchmark datasets of computer vision. CIFAR-10 con-
sists of 50,000 training images and 10,000 test images, and the images were classified into 10 classes.
The CIFAR-100 dataset consists of 50,000 training images and 10,000 test images, but the images
were classified into 100 classes. We modeled both datasets using a ResNet-18He et al. (2015), and
trained the model for 250 epochs using various optimization and SGMCMC algorithms, including
SGD, Adam, SGLD, SGHMC, pSGLD, ASGLD and MSGLD with data augmentation techniques.
The temperature τ was set to 1.0e−5 for all SGMCMC methods. The subsample sample size was
set to 100. For CIFAR-10, the learning rate was set as in (3) with L = 40 and γ = 0.5; and the
weight prior was set to N(0, 1
25
Id) for all SGMCMC algorithms. For CIFAR-100, the learning rate
was set as in (3) with L = 90 and γ = 0.1; and the weight prior was set to N(0, 1
25
Id) for SGLD,
pSGLD, and SGHMC, and N(0, 1
75
Id) for ASGLD and MSGLD. For SGD and Adam, we set the
objective function as
− 1
n
n∑
i=1
log f(xi|θ) + 1
2
λ‖θ‖2, (5)
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where f(xi|θ) denotes the likelihood function of observation i, and λ is the regularization param-
eter. For SGD we set λ = 5.0e− 4; and for Adam we set λ = 0. For Adam, we have also tried the
case λ 6= 0, but the results were inferior to those reported below.
For each dataset, each algorithm was run for 5 times. In each run, the training and test
classification errors were calculated by averaging over the iterations of the last 5 epochs. Table 4
reported the mean training and test classification accuracy (averaged over 5 runs) of the Bayesian
ResNet-18 for CIFAR-10 and CIFAR-100. The comparison indicates that MSGLD outperforms all
other algorithms in test accuracy for the two datasets. In terms of training accuracy, ASGLD and
MSGLD work more like the existing momentum-based algorithms such as ADAM and SGHMC,
but tend to generalize better than them. This result has been very remarkable, as all algorithms
were run with a small number of epochs; that is, the Monte Carlo algorithms are not necessarily
slower than the stochastic optimization algorithms in deep learning.
Table 4: Mean training and test classification accuracy (averaged over 5 runs) of the Bayesian
ResNet-18 for CIFAR-10 and CIFAR-100 data
CIFAR-10 CIFAR-100
Method Training Test Training Test
SGD 99.721±0.058 92.896±0.141 98.211±0.208 72.274±0.145
ADAM 99.515±0.087 92.144±0.154 96.744±0.390 67.564±0.501
SGLD 99.713±0.034 92.908±0.114 97.650±0.131 71.908±0.149
pSGLD 97.209±0.465 89.398±0.379 99.034±0.101 69.234±0.162
SGHMC 99.152±0.060 93.470±0.073 96.92±0.091 73.112±0.139
ASGLD 99.738±0.052 93.018±0.187 96.938±0.268 73.252±0.681
MSGLD 99.702±0.066 93.512±0.081 96.801±0.150 73.670±0.144
6 Conclusion
This paper has proposed a class of adaptive SGMCMC algorithms by including a bias term to the
drift of SGLD, where the bias term is allowed to be adaptively adjusted with past samples, past
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gradients, etc. The proposed algorithms have extended the framework of the existing SGMCMC
algorithms to an adaptive one in a flavor of extending the Metropolis algorithm Metropolis et al.
(1953) to the adaptive Metropolis algorithm (Haaro et al., 2001) in the history of MCMC. The
numerical results indicate that the proposed algorithms have inherited many attractive properties,
such as quick convergence in the scenarios with long narrow ravines or saddle points, from their
counterpart optimization algorithms, while ensuring more extensive exploration of the sample
space than the optimization algorithms due to their simulation nature. As a result, the proposed
algorithms can significantly perform the existing optimization and SGMCMC algorithms in both
simulation and optimization.
For the adaptive SGMCMC algorithms, different bias terms represent different strengths in
escaping from local traps, saddle points, or long narrow ravines. In the future, we will consider to
develop an adaptive SGMCMC algorithm with a complex bias term which has incorporated all the
strengths in escaping from local traps, saddle points, long narrow ravines, etc. We will also consider
to incorporate other advanced SGMCMC techniques into adaptive SGMCMC algorithms to further
improve their performance. For example, cyclical SGMCMC (Zhang et al., 2019) proposed a
cyclical step size schedule, where larger steps discover new modes, and smaller steps characterize
each mode. This technique can be easily incorporated into adaptive SGLD algorithms to improve
their convergence to the stationary distribution.
Appendix
A Proofs of Theorems 3.1 and 3.2
Considered a generalized SGLD algorithm with a biased drift term for simulating from the target
distribution pi∗(θ) ∝ exp{−U(θ)}. Let θk+1 and θk be two random vectors in Θ satisfying
θk+1 = θk − [∇U(θk) + ζk+1] +
√
2ek+1, (6)
where ek+1 ∼ N(0, Ip), and ζk+1 = ∇Û(θk)−∇U(θk) denotes deviation between the drift ∇Û(θk)
used in simulations and the ideal drift ∇U(θk) = −∇ log pi∗(θk). For example, in equation (1), we
have ∇Û(θk) = ∇θU˜(θk) + aAk.
For the generalized SGLD algorithm (6), we aim to analyze the deviation of the averaging
estimate φˆ = 1
L
∑L
k=1 φ(θk) from the posterior mean φ¯ =
∫
Θ
φ(θ)pi∗(dθ) for a bounded smooth
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function φ(θ) of interest. The key tool we employed in the analysis is the Poisson equation which
is used to characterize the fluctuation between φ and φ¯:
Lg(θ) = φ(θ)− φ¯, (7)
where g(θ) is the solution to the Poisson equation, and L is the infinitesimal generator of the
Langevin diffusion
Lg := 〈∇g,∇U(·)〉+ τ∆g.
By imposing the following regularity conditions on the function g(θ), we can control the fluctuation
of 1
L
∑L
k=1 φ(θk)− φ¯, which enables convergence of the sample average.
(A.1) Given a sufficiently smooth function g(θ) as defined in (7) and a function V(θ) such that
the derivatives satisfy the inequality ‖Djg‖ . Vpj(θ) for some constant pj > 0, where
j ∈ {0, 1, 2, 3}. In addition, Vp has a bounded expectation, i.e., supk E[Vp(θk)] <∞; and Vp
is smooth, i.e. sups∈(0,1) Vp(sθ+(1−s)ϑ) . Vp(θ)+Vp(ϑ) for all θ, ϑ ∈ Θ and p ≤ 2 maxj{pj}.
For a stronger but verifiable version of the condition, we refer readers to Vollmer et al. (2016).
In what follows, we present a lemma which is adapted from Theorem 3 of Chen et al. (2015) with
a fixed learning rate . Note that Chen et al. (2015) requires {ζk : k = 1, 2, . . .} to be a zero mean
sequence, while in our case {ζk : k = 1, 2, . . .} forms an auto-regressive sequence which makes the
proof of Chen et al. (2015) still go through. A similar lemma can also be established for a decaying
learning rate sequence. Refer to Theorem 5 of Chen et al. (2015) for the detail.
Lemma A.1 Assume the condition (A.1) hold. For a smooth function φ, the mean square error
(MSE) of the generalized SGLD algorithm (6) at time T = L is bounded as
E‖φˆ− φ¯‖2 . 1
L2
L∑
k=1
E‖ζk‖2 + 1
L
+ 2. (8)
To prove Theorems 3.1 and 3.2, we further make the following assumptions:
(A.2) (smoothness) U(θ) is M -smooth; that is, there exists a constant M > 0 such that for any
θ, θ′ ∈ Θ,
‖∇U(θ)−∇U(θ′)‖ ≤M‖θ − θ′‖. (9)
The smoothness of ∇U(θ) is a standard assumption in studying the convergence of SGLD, and
it has been used in a few work, see e.g. Raginsky et al. (2017) and Xu et al. (2018).
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(A.3) (Dissipativity) There exist constants m > 0 and b ≥ 0 such that for any θ ∈ Θ,
〈∇U(θ), θ〉 ≥ m‖θ‖2 − b. (10)
This assumption has been widely used in proving the geometric ergodicity of dynamical systems
(Mattingly et al., 2002; Raginsky et al., 2017; Xu et al., 2018). It ensures the sampler to move
towards the origin regardless the position of the current point.
(A.4) (Gradient noise) The stochastic gradient ξ(θ) = ∇U˜(θ) − ∇U(θ) is unbiased; that is, for
any θ ∈ Θ, E[ξ(θ)] = 0. In addition, there exists some constant B > 0 such that the
second moment of the stochastic gradient is bounded by E‖ξ(θ)‖2 ≤ M2‖θ‖2 + B2, where
the expectation is taken with respect to the distribution of the gradient noise.
Lemma A.2 (Uniform L2 bound) Assume the conditions (A.2)-(A.4) hold. For any 0 <  <
Re(
m−
√
m2−4M2(M2+1)
4M2(M2+1)
), there exists a constant G > 0 such that E‖θk‖2 ≤ G, where G = ‖θ0‖2 +
1
m
(b + 2B2(M2 + 1) + p), p denotes the dimension of θ, and Re(·) denotes the real part of a
complex number.
Proof: The proof follows that of Lemma 1 in Deng et al. (2019). To make use of that proof, we
can rewrite equation (6) as
θk+1 = θk − ∇θL(θk, ζk+1) +
√
2ek+1,
where ∇θL(θk, ζk+1) = [∇θU(θk) + ζk+1] by viewing ζk+1 as an argument of the function L(·, ·).
Then it is easy to verify that the conditions (A.2)-(A.4) imply the conditions of Lemma 1 of Deng
et al. (2019), and thus the uniform L2 bound holds. Note that given the condition (A.3), the
inequality E〈∇θL(θk, ζk+1), θk〉 ≥ mE‖θk‖2 − b, required by Deng et al. (2019) in its proof, will
hold as long as  is sufficiently small or β1 is not very close to 1. 
Let θ∗ denote the minimizer of U(θ). Therefore, ∇U(θ∗) = 0. Then, by Lemma A.2 and
condition (A.2), there exists a constant C1 such that
E‖∇U(θk)‖2 ≤ 2M2(G+ ‖θ∗‖2) := C1 <∞. (11)
Let ξk+1 := ∇U˜(θk)−∇U(θk) be the gradient estimation error. By Lemma A.2 and condition
(A.4), there exists a constant C2 such that
E(‖ξk‖2) ≤M2G+B2 := C2 <∞. (12)
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A.1 Proof of Theorem 3.1
Proof: The update of the MSGLD algorithm can be rewritten as θk+1 = θk− [∇U(θk) + ζk+1] +√
2ek+1, where ζk+1 = amk + ξk+1 and m0 = 0.
First, we study the bias of ζk. According to the recursive update rule of mi, we have
E(ζk+1|Fk)/a = E(mk|Fk) = (1− β1)∇U(θk−1) + β1E(mk−1|Fk)
=(1− β1)∇U(θk−1) + (1− β1)β1∇U(θk−2) + β21E(mk−2|Fk) = · · ·
=
k∑
i=1
(1− β1)βi−11 ∇U(θk−i) + βk1E(m0|Fk) =
k∑
i=1
(1− β1)βi−11 ∇U(θk−i).
Hence, by Jensen’s inequality
‖E(ζk+1|Fk)‖ ≤ a
k∑
i=1
(1− β1)βi−11 ‖∇U(θk−i)‖ ≤ a
√√√√ k∑
i=1
(1− β1)βi−11 ‖∇U(θk−i)‖2.
By (11), the bias is further bounded by
E‖E(ζk+1|Fk)‖2 ≤ a2
k∑
i=1
(1− β1)βi−11 E‖∇U(θk−i)‖2 ≤ a2C1. (13)
For the variance of ζk+1, we have
E‖ζk+1 − E(ζk+1|Fk)‖2 = E‖ξk+1 + amk − E(amk|Fk)‖2
=E‖ξk+1 + a(1− β1)∇˜U(θk−1) + aβ1mk−1 − a(1− β1)∇U(θk−1)− aβ1E(mk−1|Fk)‖2
=E‖ξk+1 + a(1− β1)ξk + aβ1mk−1 − aβ1E(mk−1|Fk)‖2 = · · ·
=E‖ξk+1 +
k∑
i=1
a(1− β1)βi−11 ξk−i+1‖2.
Due to the independence among ξk’s, we have
E‖ζk+1 − E(ζk+1|Fk)‖2 ≤ E‖ξk+1‖2 +
k∑
i=1
a2(1− β1)2β2i−21 E‖ξk−i+1‖2
≤ C2[1 + a2(1− β1)/(1 + β1)],
(14)
where the last inequality follows from (12).
Combining (13) and (14), we have
E‖ζk+1‖2 ≤ a2C1 + C2[1 + a2(1− β1)/(1 + β1)] <∞,
which conclude the proof by applying Lemma A.1 and Chebyshev’s inequality. 
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A.2 Proof of Theorem 3.2
Proof: The update of the ASGLD algorithm can be rewritten as θk+1 = θk− [∇U(θk) + ζk+1] +√
2ek+1, where ζk+1 = amk 
√
vk + λ1 + ξk+1.
According to the recursive update rule of mi and vi, we have
mi =(1− β1)U˜(θi−1) + (1− β1)β1U˜(θi−2) + (1− β1)β21U˜(θi−3) + · · ·
vi =(1− β2)U˜(θi−1) U˜(θi−1) + (1− β2)β2U˜(θi−2) U˜(θi−2) + (1− β2)β22U˜(θi−3) U˜(θi−3) + · · ·
Therefore, by Cauchy-Schwarz inequality, when β21 < β2 , we have
‖mi−1 √vi−1‖∞ ≤
√√√√ i−1∑
j=1
(1− β1)2β2j−21
(1− β2)βj−12
≤
√
(1− β1)2
1− β2
1
1− β21/β2
:= C.
It implies that ‖mi−1 
√
vi−1 + λ1‖ ≤ √pC almost surely, and in consequence,
E‖E(ζk+1|Fk)‖2 ≤ a2C2p, (15)
and, by (12),
E‖ζk+1 − E(ζk+1|Fk)‖2 ≤ E‖ζk+1‖2 ≤ E‖ξk+1‖2 + a2E‖mk 
√
vk + λ1‖2
≤ a2C2p+ C2.
(16)
Combining (15) and (16), we have
E‖ζk+1‖2 ≤ 2a2C2p+ C2 <∞,
which concludes the proof by applying Lemma A.1 and Chebyshev’s inequality. 
B Experimental Setup
All numerical experiments on deep learning were done with pytorch. For all SGMCMC algorithms,
the initial learning rates were set at the order of O(1/N) in all experiments except for in MNIST
training. For the optimization methods such as SGD and Adam, the objective function was set
to (5), where f(xi|θ) denotes the likelihood function of observation i, and λ is the regularization
parameter whose value varies for different datasets.
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Multi-modal distribution For NGVI method, we chose a 5-component mixture Gaussian dis-
tribution, and set the initial parameters as pii =
1
5
, µi ∼ N(02, 1.5I2), Σi = I2 for i = 1, . . . , 5, and
the learning rate  = 0.005. For MSGLD, we set (a, β1) = (10, 0.9) and the learning rate  = 0.05.
For Adam SGLD, we set (a, β1, β2) = (1, 0.9, 0.999) and the learning rate  = 0.05. The CPU time
limit was set to 6 minutes.
Distribution with long narrow ravines Each algorithm was run for 30, 000 iterations with
the settings of specific parameters given in Table 5.
Table 5: Parameter setting for the distribution with long narrow ravines
Method Initial value β1 β2 a λ
SGLD 1e− 4
SGHMC 1e− 5 0.9
pSGLD 1e− 4 0.9 1e− 6
ASGLD 1e− 4 0.9 0.999 1000 1e− 5
MSGLD 1e− 4 0.99 10
Landsat Each algorithm was run for 3000 epochs with the settings of specific parameters given
in Table 6.
Table 6: Parameter setting for the Landsat data example
Method Initial value β1 β2 a λ
SGLD 0.1/4435
SGHMC 0.1/4435 0.9
pSGLD 0.1/4435 0.9 1e− 5
ASGLD 0.1/4435 0.9 0.999 10 1e− 5
MSGLD 0.1/4435 0.9 5
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MNIST Each algorithm was run for 250 epochs, where the first 100 epochs were run with
the conventional Gaussian prior N(0, 1), and the followed 150 epochs were run with the mixture
Gaussian prior given in the paper. For Adam, the objective function was set as (5) with λ = 0 for
all 250 epochs. The settings of the specific parameters were given in Table 7.
Table 7: Parameter settings for MNIST before (stage I) and after (stage II) sparse learning
Stage I Stage II
Method Initial β1 β2 a λ τ Initial β1 β2 a λ τ
ADAM 0.001 0.9 0.999 1e− 8 0.0001 0.9 0.999 1e− 8
ASGLD 0.5 0.9 0.999 10 1e− 6 1e− 2 0.5/10 0.9 0.999 1 1e− 8 1e− 5
MSGLD 0.5 0.99 1 1e− 3 0.5/10 0.99 1 1e− 5
Cifar-10 and Cifar-100 For SGD, the objective function was set as (5) with λ = 5.0e− 4. For
Adam, the objective function was set as (5) with λ = 0. The settings of specific parameters are
given in Table 8.
Table 8: Parameter settings for CIFAR-10 and CIFAR-100
CIFAR-10 CIFAR-100
Method Initial β1 β2 a λ Initial β1 β2 a λ
SGD 0.1 0.1
ADAM 0.001 0.9 0.999 1e− 8 0.001 0.9 0.999 1e− 8
SGLD 0.1/50000 0.1/50000
SGHMC 0.1/50000 0.9 0.1/50000 0.9
pSGLD 0.001/50000 0.99 1e− 6 0.0001/50000 0.99 1e− 6
ASGLD 0.1/50000 0.9 0.999 20 1e− 6 0.1/50000 0.9 0.999 20 1e− 8
MSGLD 0.1/50000 0.9 1 0.1/50000 0.9 1
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