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Abstract
We show here that the Witt ring of the ring of regular functions is a direct summand of the Witt ring of
a formally real algebraic function field over a real closed field. Next, we use this result to show that the
Knebusch–Milnor exact sequence of these Witt rings fulfills a certain analogy of splitting.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
The notion of a Witt ring of symmetric bilinear forms is central to the algebraic theory of
quadratic forms. It is well known that the Witt ring of a Dedekind domain can be embedded into
the Witt ring of its fraction field (see [7, Corollary IV.3.3]). Unfortunately, in general, such an
injection does not split. In only very few cases we can, in fact, show that the image of the Witt
ring of a Dedekind domain under above-mentioned embedding is a direct summand of the Witt
group (i.e. additive group of the Witt ring) of its field of fractions. A remarkable paper here is [8],
where the author finds a criterion for such a splitting for rings of algebraic integers.
In this paper we discuss this question in a more geometric context. Namely, we show that the
Witt ring of the ring of regular functions on a real algebraic curve is a direct summand of the
Witt group of its fraction field, i.e. the algebraic function field of the curve (see Theorem 3.9). As
a consequence of this theorem we show that, in our case, the Knebusch–Milnor exact sequence
slices into and is patched by two split exact sequences (see Corollary 5.2). This in fact is the
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than three non-zero terms.
This paper is organized as follows: in Section 2 we introduce all the terminology and notation
used in this paper. Next, in Section 3 we present some preliminary results that eventually lead us
to the formulation of our first main result (Theorem 3.9). The following section (i.e. Section 4)
is completely devoted to the proof of this theorem. Finally in the last section we summarize our
results. In particular we develop an analog for splitting the Knebusch–Milnor exact sequence
(see Theorem 5.1).
2. Notation
Throughout this paper, k denotes a real closed field of constants of an algebraic function
field K . The field k is fixed once and for all. Moreover, we are interested here only in the case
when K is formally real, hence in order to simplify wording, the phrase function field shall
actually mean ‘formally real algebraic function field of one variable with real closed field of
constants k.’ The symbol Ω(K) denotes the set of all points of K trivial on its field of constants.
For a given point p ∈ Ω(K) its residue field is denoted by K(p) while the completion of K with
respect to p is denoted by Kp.
Among all the points of Ω(K), we consider those that have residue field equal to k, following
[3] we call a point of this kind real. The set of all real points is denoted by γ = γ (K). This set
may be viewed as a real algebraic curve. It is well known that such a curve is a disjoint union
of finitely many semi-algebraically connected components (see [3] for the proof and [1] for a
general notion of semi-algebraic connectedness). In what follows N is always the number of the
components while the components themselves are denoted by γ1, . . . , γN .
Consider the subring of K consisting of regular functions on γ , we denote it R = R(K). It is
given by
R = {f ∈ K: ordp f  0 for every p ∈ γ }.
Here, as usual, ordp is the valuation of K associated with the point p. Observe that R is a holo-
morphy ring, hence the strong approximation theorem implies that R is a Dedekind domain (see
[9, §III.2]).
In addition we use the standard notation and terminology for quadratic forms as in [6]. We
also use the notion of: a topology on γ , an orientation and open intervals of a component as
they were introduced in [3,4]. We assume that an orientation of γ is arbitrarily chosen and fixed
throughout this paper.
Moreover, to simplify the notation, we use the same symbol f to denote both an element of a
field and a square class containing this element. Analogously, 〈f1, . . . , fn〉 is (depending on the
context) either a quadratic form or its class in the Witt’s ring.
3. Preliminary results
Observe that for any real point p of K , we have K(p) = k, hence WK(p) ∼= Z. There-
fore, there is a natural isomorphism
⊕
p∈γ WK(p) ∼= Z(γ ), where Z(γ ) denotes a coproduct of
card(γ ) copies of Z. In what follows we identify these two groups. We have natural mappings
between WK,
⊕
p∈γ WK(p) and ZN . Namely, the second residue homomorphism ∂ : WK →⊕
p∈γ WK(p) defined by the condition that pth coordinate of ∂(〈f1, . . . , fn,pfn+1, . . . , pfm〉) =
sgnfn+1(p) + · · · + sgnfm(p), where p is the uniformizer of p and all fi are units. Secondly,
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⊕
p∈γ WK(p) ∼= Z(γ ) → ZN assigns to the sequence (np)p∈γ ∈ Z(γ ) the N -tuple (n1, . . . , nN)
where ni =∑p∈γi np (cf. [4]).
Lemma 3.1. The following sequence is exact
0 → WR i−→ WK ∂−→
⊕
p∈γ
WK(p) λ−→ ZN → 0. (3.2)
Proof. The head of the sequence (3.2):
0 → WR i−→ WK ∂−→
⊕
p∈γ
WK(p)
is exact by [7, Corollary IV.3.3]. On the other hand, the tail
WK ∂−→
⊕
p∈γ
WK(p) λ−→ ZN → 0
is exact by [4, Theorem 11.2]. 
From now on, we identify the ring WR with its image i(WR) = ker ∂ under the canonical
injection i : WR ↪→ WK.
Let E < K˙/K˙2 be the subgroup of the group of square classes of K given by
E := {f ∈ K˙/K˙2: ordp f ≡ 0 (mod 2) for all p ∈ γ }.
We have the following consequence of the exactness of (3.2) (see also [2, Proposition 3.1]).
A unary form 〈f 〉 lies in WR if and only if it is in the kernel of ∂ if and only if f is the local unit
for every p ∈ γ if and only if the square class of f lies in E. This shows:
Corollary 3.3. Let f ∈ K˙/K˙2 be a square class, then f ∈ E if and only if the unary form 〈f 〉
belongs to WR, i.e.
f ∈ E ⇔ 〈f 〉 ∈ WR.
Let H < Z(γ ) ∼=⊕p∈γ WK(p) be the kernel of λ, i.e.
H =
{
(np)p∈γ ∈ Z(γ ):
∑
p∈γi
np = 0 for all 1 i N
}
. (3.4)
The exactness of (3.2) implies that H = im ∂ .
Proposition 3.5. Let points p1,p2, . . . ,pN ∈ γ be chosen in such a way that in every component
γi of γ lies exactly one point pi ∈ γi . Further, let Hˆ < Z(γ ) denote the subgroup
Hˆ = {(np)p∈γ ∈ Z(γ ): np = 0 for p /∈ {p1, . . . ,pN }}. (3.6)
Then Z(γ ) is the direct sum H ⊕ Hˆ = Z(γ ).
P. Koprowski / Journal of Algebra 301 (2006) 616–626 619Proof. Take an element (np)p∈γ ∈ H ∩ Hˆ . For every 1 i N we have
0 =
∑
p∈γi
np = npi ,
here the first equality is due to (3.4), while the latter one follows from (3.6). Hence (np)p∈γ = 0
and so H ∩ Hˆ = {0}.
Now, we show that Z(γ ) = H + Hˆ . Take an element (np)p∈γ ∈ Z(γ ) and let mi :=∑p∈γi np.
We define two elements hˆ ∈ Hˆ and h ∈ H . The former being given by the condition
hˆ := (mp)p∈γ ∈ Hˆ , mp =
{
mi, for p = pi ,
0, for p /∈ {p1, . . . ,pN },
while the latter is given by
h := (sp)p∈γ , sp =
{
np −mi, for p = pi ,
np, for p /∈ {p1, . . . ,pN }.
Observe that
∑
p∈γi sp = (
∑
p∈γi np) − mi = 0, hence indeed h ∈ H . Clearly h + hˆ = (np)p∈γ .
Consequently Z(γ ) = H ⊕ Hˆ . 
From now on we assume that the points p1 ∈ γ1,p2 ∈ γ2, . . . ,pN ∈ γN are chosen and fixed
once and for all. We denote P := {p1, . . . ,pN } the set of these points and we take Hˆ to be defined
as in the above proposition. We have a natural injection l :ZN → Z(γ ) defined
l(n1, . . . , nN) := (np)p∈γ , where np =
{
ni, for p = pi ,
0, for p /∈ P.
The following observation is trivial.
Observation 3.7. Hˆ = im l and λ ◦ l = idZN .
Recall (cf. [3, §6]) that for every two distinct points p,q belonging to the same component
γi there exists an element χ = χ(p,q) of K such that χ is definite on γ \ {p,q}, positive definite
on γ \ γi and fulfills ∂pχ = −1, ∂qχ = 1. Following [3] we call χ an interval function for the
pair (p,q). An interval function is unique only upto multiplication by a totally positive element
(see [3, §6]). Hence, in the following construction (as well as in the rest of this paper), for every
p ∈ γi \ {pi}, we assume that χ(pi ,p) is an arbitrarily chosen and fixed interval function associated
with the pair (pi ,p). Later, in Corollary 4.4, we show that this choice is not essential.
For any q ∈ γ , let δq denote “Kronecker’s delta,” that is δq = (np)p∈γ with np = 0 for p = q
and nq = 1. The set {δq: q ∈ γ } is a base of the Z-module Z(γ ) ∼=⊕p∈γ WK(p). We define a
group homomorphism d :
⊕
p∈γ WK(p) → WK by fixing its values on these generators as fol-
lows:
d(δp) :=
{ 〈χ(pi ,p)〉, for p ∈ γi \ {pi},
0, for p ∈ P. (3.8)
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result.
Theorem 3.9. The Witt group WK of the formally real algebraic function field K over the real
closed field k is a direct sum of the Witt ring WR of the ring R of regular functions on γ and the
group D.
The proof of this theorem occupies the entirety of the next section.
4. Proof of Theorem 3.9
Lemma 4.1. Let f,g ∈ K˙/K˙2 be two square classes of K . If a binary form 〈f,g〉 represents 1
over K and both forms 〈f 〉, 〈g〉 belong to the sum WR + D, then also 〈fg〉 ∈ WR +D.
Proof. Since the form 〈f,g〉 represents 1, so the forms 〈f,g〉 and 〈1, fg〉 are isometric. There-
fore, in the Witt ring WK we have:
〈fg〉 = 〈f 〉 + 〈g〉 + 〈−1〉 ∈ (WR +D)+ (WR +D)+ WR = WR +D. 
For a given point p ∈ γ , let θp : K˙/K˙2 → K˙p/K˙p2 denote the group homomorphism induced
by the canonical injection K ↪→ Kp of K into its completion Kp.
Lemma 4.2. Let f,g ∈ K˙/K˙2 be two square classes of K such that for almost every point p ∈ γ
either θpf or θpg is the unit element of K˙p/K˙p2. Then the binary form 〈f,g〉 represents 1
over K .
Proof. This follows immediately form Witt theorem (see [4, Theorem 9.4] or [5, Lem-
ma 2.7]). 
As simple as the above two lemmas are, they have some consequences. Recall (cf. [3, §2]),
that for a given point p ∈ γ and a quadratic form ϕ = 〈f1, . . . , fn〉 over K we denote τpϕ :=
sgnf1(p) + · · · + sgnfn(p) the local signature of ϕ at p.
Corollary 4.3. Let f,g ∈ K˙/K˙2 be two square classes of K such that for almost every point
p ∈ γ either τpf = 1 or τpg = 1. If 〈f 〉, 〈g〉 ∈ WR + D, then also 〈fg〉 ∈ WR +D.
Observe that the above corollary implies that the square class of a totally positive element
belongs to WR. Thus, we have:
Corollary 4.4. Let f,g ∈ K˙/K˙2 be two square classes of K such that the form 〈f 〉 belongs to
WR +D and g is totally positive. Then 〈fg〉 ∈ WR + D.
Corollary 4.5. Let f,g ∈ K˙/K˙2 be two square classes of K such that for every point p ∈ γ one
has τpf = τpg. Then
〈f 〉 ∈ WR + D ⇔ 〈g〉 ∈ WR + D.
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Then 〈fg〉 ∈ WR + D.
Proof. The Witt class of the form 〈g〉 may be expressed as 〈g〉 = ϕ + ψ for some ϕ ∈ WR and
ψ ∈ D. Therefore, in the Witt ring WK one has:
〈fg〉 = 〈f 〉(ϕ + ψ) = 〈f 〉 · ϕ + 〈f 〉 · ψ.
The Witt ring WR of R is a subring of WK (recall that we identify here WR with its image under
the canonical injection WR ↪→ WK) and so Corollary 3.3 implies that 〈f 〉 · ϕ ∈ WR ⊂ WR + D.
Hence, all we need to show is that also 〈f 〉 · ψ ∈ WR +D.
Recall that Z(γ ) is generated by the set {δp: p ∈ γ }. Consequently, D = d(Z(γ )) is spanned by
dδp for p ∈ γ . In addition, dδpi = 0 for all 1 i N and so D is spanned by {dδp: p ∈ γ \ P}.
Thus, all we need to show is that 〈f 〉 · dδp = 〈f · χ(pi ,p)〉 ∈ WR + D for every p ∈ γ \ P. Fix
p ∈ γ and let 1  i  N be such that p ∈ γi . Since f ∈ E, so we see that τ(·)f does not vanish
anywhere on γ . Consequently it is constant on every component of γ . We must consider two
cases. First, suppose that f is positive definite on γi (i.e. τ |γi (f ) ≡ 1). Take any point q ∈ γ .
If q ∈ γi then τqf = 1; otherwise if q ∈ γ \ γi then τqχ(pi ,p) = 1. Hence, Corollary 4.3 shows
that 〈f · χ(pi ,p)〉 ∈ WR + D. Now consider the second case, when f is negative definite on γi .
Then (−f ) is positive definite on γi and the former case implies that 〈−f · χ(pi ,p)〉 ∈ WR + D.
Consequently also 〈f · χ(pi ,p)〉 ∈ WR +D. 
Take p ∈ γi , by the very definition of d , the Witt class 〈χ(pi ,p)〉 of the interval function χ(pi ,p)
of the pair (pi ,p) belongs to D ⊂ WR + D. Hence, Corollary 4.5 implies that the Witt class of
any interval function associated with the pair (pi ,p) belongs to WR + D. Now, letχ(p,pi ) be an
interval function associated with the pair (p,pi ). There exists (see [3, Theorem 2.10]) f ∈ K˙/K˙2
such that f is negative definite on γi and positive definite on γ \ γi . Clearly, f ∈ E and so in the
group K˙/K˙2 we can write
χ(p,pi ) = χ(pi ,p) · f · g
for some totally positive g. The previous lemma, together with Corollary 4.4 imply that the form
〈χ(p,pi )〉 belongs to WR +D. Thus we have just proved:
Corollary 4.7. For any p ∈ γi (1  i  N ) the Witt class of the form 〈χ(p,pi )〉 of an interval
function of the pair (p,pi ) belongs to WR + D.
So far we have dealt with just single intervals. Now we turn our attention to the case when we
have a few intervals, each in a different component.
Lemma 4.8. Let ∅ = I ⊆ {1, . . . ,N} be some non-empty set of indices. For every i ∈ I let qi ∈
γi \ {pi} be a fixed point and let gi denote the square class of either χ(qi ,pi ) or χ(pi ,qi ). Then the
form 〈g〉 of the square class g :=∏i∈I gi belongs to WR +D.
Proof. We proceed by induction on the number of elements in I . The previous corollary proves
the case card I = 1. Hence, assume that we have proved the assertion for all n < card I and let
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g = gk · gˆ, with gˆ :=
∏
i∈I
i =k
gi .
Now, both gk and gˆ belong to WR + D by the induction, hence Corollary 4.3 implies that also
〈g〉 ∈ WR +D. 
Recall that for every point p ∈ γ there are exactly two orderings P+(p) and P−(p) of the field
K compatible with p. They may be characterized (see [5, §2]), by the formulas:
f ∈ P+(p) ⇔
∨
q∈γ
∧
r∈]p,q[
τrf = 1,
f ∈ P−(p) ⇔
∨
q∈γ
∧
r∈]q,p[
τrf = 1.
Lemma 4.9. Let f ∈ K˙/K˙2 be a square class of K , then 〈f 〉 ∈ WR +D.
Proof. We proceed by induction on s = card{p ∈ γ : τpf = 0}. It is well known (see [3, The-
orem 3.4]) that s is even. If s = 0 then f ∈ E and so Corollary 3.3 implies that 〈f 〉 ∈ WR ⊂
WR +D. Assume that we have proved the result for all even integers less than s.
By means of [3, Theorem 2.10] we can find square classes e1, . . . , eN ∈ E such that ei is
positive definite on γ \ γi and negative definite on γi , i.e.
τ |γi ej ≡
{−1, for i = j ,
1, for i = j .
Take J ⊆ {1, . . . ,N} to be the set of all those indices 1  i  N such that f is negative with
respect to P−(pi ). In other words
J := {1 i N : f /∈ P−(pi )}.
Take f ′ := f ·∏i∈J ei . Lemma 4.6 implies that 〈f 〉 ∈ WR + D if and only if 〈f ′〉 ∈ WR + D.
On the other hand, one has
τpf = 0 ⇔ τpf ′ = 0.
Moreover f ′ is positive with respect to every P−(pi ) for 1  i  N . Therefore, for the rest of
this proof, we can substitute f by f ′. Thus, from now on, we assume that f ∈ P−(pi ) for all
1 i N .
A priori, it is possible that τpi f = 0 for some pi ∈ P. Let I be the set of all such i’s, i.e.
I := {1 i N : τpi f = 0}. For every i ∈ I let qi ∈ γi \ {pi} be a point such that τqi f = 0 and
τrf = 0 for all r ∈ ]pi ,qi[ (in a common language: qi is the first zero of τ(·)f right to pi ). Let fi
be either χ(pi ,qi ) if i ∈ I or fi := 1 if i /∈ I (1 i N ). Again, χ(pi ,qi ) is an interval function for
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for all 1 i N . Moreover
{p ∈ γ : τpf˜ = 0} = {p ∈ γ : τpf = 0}
∖ ⋃
i∈I
{pi ,qi}.
Thus, if I = ∅, then 〈f˜ 〉 ∈ WR + D by the induction hypothesis. Lemma 4.8 implies that
also 〈fˆ 〉 ∈ WR + D. Finally, for a given point p ∈ γ either p ∈⋃i∈I ]pi ,qi[, then τpf˜ = 1 or
p /∈⋃i∈I [pi ,qi], and then τpfˆ = 1. All in all, Corollary 4.3 shows that 〈f 〉 ∈ WR +D.
Therefore, assume I = ∅, this means that τpi f = 1 for all 1 i N . Let
q11, . . . ,q
1
s1,q
2
1, . . . ,q
2
s2, . . . ,q
N
1 , . . . ,q
N
sN
be all points of γ where τ(·)f vanishes. We assume here that qij ∈ γi and so s1 + · · · + sN = s,
si ∈ 2Z, si  0. For every 1  i  N we renumber points qij (1  j  si ) in such a way (see
Fig. 1), that
pi ∈
]
qi1,q
i
2
[

]
qi3,q
i
4
[
 · · ·  ]qisi−1,qisi [ .
Since τpi f = 1, so we have
∂qi1
f = 1, ∂qi2f = −1, ∂qi3f = −1, . . . , ∂qij f = (−1)
j/2, . . .
for every 1 i N and 1 j  si . Let χij be the interval function for either (qij ,pi ) if j /∈ 2Z
or (pi ,q
i
j ) if j ∈ 2Z. Define square classes gi , hi for 1 i N by
gi :=
{∏
1jsi−1
j /∈2Z
χij for si = 0,
1 for si = 0,
hi :=
{∏
2jsi
j∈2Z
χij for si = 0,
1 for si = 0.
Fig. 1. Numbering of qi
j
on γi .
624 P. Koprowski / Journal of Algebra 301 (2006) 616–626Take g := g1 · · ·gN and h := h1 · · ·hN . In the square class group K˙/K˙2 we have the equality
f = g ·h · e, for some totally positive e ∈ K˙/K˙2. By means of Corollary 4.4 it is enough to show
that 〈g · h〉 ∈ WR + D.
If si  2 for all 1  i  N , then Lemma 4.8 implies that 〈g〉, 〈h〉 ∈ WR + D. Otherwise, if
si > 2 for some i, then
card{p ∈ γ : τpg = 0} = card{p ∈ γ : τph = 0} =
∑
1iN
2 ·
⌈
si
4
⌉
<
∑
1iN
si = s,
and so 〈g〉, 〈h〉 ∈ WR+D by our inductive hypothesis. As we see, in both cases the forms 〈g〉, 〈h〉
belong to WR + D, hence Corollary 4.3 proves that also 〈g · h〉 ∈ WR +D. 
The Witt group WK of the field K is generated by classes of forms of dimension one. Hence,
we conclude:
Corollary 4.10. WK = WR +D.
All we need to finish our proof of Theorem 3.9 is to show that WR ∩ D = {0}. To accomplish
this we need the following lemma.
Lemma 4.11. The composition (∂ ◦ d)|H is the identity on H .
Proof. Notice that H is spanned by sequences of the form δp − δpi for p ∈ γi \ {pi} and 1 
i N . Hence, we restrict ourselves to such elements. Now, however, we have
δp − δpi d−→ 〈χ(pi ,p)〉 ∂−→ δp − δpi . 
Recall that the group Hˆ was defined in (3.6).
Corollary 4.12. The kernel kerd of d equals Hˆ .
Proof. The inclusion Hˆ ⊆ kerd is trivial. We show the other one. Take any ϕ ∈ kerd . The
Proposition 3.5 states that
⊕
p∈γ WK(p) = H ⊕ Hˆ , so we can (uniquely) express ϕ as a sum
ϕ = h+ hˆ, with h ∈ H and hˆ ∈ Hˆ . Since Hˆ ⊆ kerd , we have dϕ = dh+ dhˆ = dh. The previous
lemma implies that (∂ ◦ d)(h) = h. Now, ϕ was taken from the kernel of d , thus
0 = ∂(0) = (∂ ◦ d)(ϕ) = (∂ ◦ d)(h) = h.
All in all, ϕ = hˆ ∈ Hˆ and so kerd = Hˆ , as desired. 
We are now ready to complete the proof of Theorem 3.9.
Corollary 4.13. WR ∩D = {0}.
Proof. Take any ψ ∈ WR ∩ D. Since ψ ∈ D, so there is ϕ ∈⊕p∈γ WK(p) such that ψ = dϕ.
By means of the above corollary we may assume that ϕ ∈ H . Now Lemma 4.11 implies that
ϕ = (∂ ◦d)(ϕ) = ∂ψ . But WR = ker ∂ (see Lemma 3.1) and so ϕ = 0. Thus also ψ = dϕ = 0. 
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5. Main result
Let π : WK = WR ⊕ D → WR be the projection of WK onto WR.
Theorem 5.1. The following two sequences are exact
0WR
i
←−−−−→
π
WK
∂
←−−−−→
d
⊕
p∈γ
WK(p)
λ
←−−−−→
l
ZN  0.
Moreover:
(a) WK = im i ⊕ imd = ker ∂ ⊕ kerπ ;
(b) ⊕p∈γ WK(p) = im ∂ ⊕ im l = kerλ⊕ kerd ;
(c) λ ◦ l = idZN ;
(d) π ◦ i = idWR;
(e) (∂ ◦ d)|H = idH ;
(f) (d ◦ ∂)|D = idD .
Proof. The exactness of the upper sequence was shown in Lemma 3.1. The exactness of the
lower sequence at
⊕
p∈γ WK(p) follows from Observation 3.7 together with Corollary 4.12.
Next, Theorem 3.9 implies the exactness at WK. As to the “moreover” part: point (a) follows
from Theorem 3.9; point (b) from Proposition 3.5; point (c) from Observation 3.7; (d) is trivial;
(e) was proved in Lemma 4.11. All in all, we need only show (f). Take ψ ∈ D, there is ϕ ∈ H
such that dϕ = ψ . Hence, ∂ψ = (∂ ◦ d)(ϕ) = ϕ and so (d ◦ ∂)(ψ) = dϕ = ψ . 
Notice that the above theorem provides the full analogy for splitting of the Knebusch–Milnor
exact sequence, that is normally defined for sequences having only three non-zero terms. We
can rephrase the above result, with a more homological flavor, using the language of slicing and
patching, as follows:
Corollary 5.2. The exact sequence
0 → WR i−→ WK ∂−→
⊕
p∈γ
WK(p) λ−→ ZN → 0
slices into and is patched by the following two split exact sequences:
0 → WR → WK → H → 0 and 0 → D →
⊕
p∈γ
WK(p) → ZN → 0.
References
[1] J. Bochnak, M. Coste, M.-F. Roy, Real Algebraic Geometry, Ergeb. Math. Grenzgeb. (3) (Results in Mathematics
and Related Areas (3)), vol. 36, Springer-Verlag, Berlin, 1998.
[2] A. Czogała, Witt rings of Hasse domains of global fields, J. Algebra 244 (2) (2001) 604–630.
[3] M. Knebusch, On algebraic curves over real closed fields. I, Math. Z. 150 (1) (1976) 49–70.
626 P. Koprowski / Journal of Algebra 301 (2006) 616–626[4] M. Knebusch, On algebraic curves over real closed fields. II, Math. Z. 151 (2) (1976) 189–205.
[5] P. Koprowski, Witt equivalence of algebraic function fields over real closed fields, Math. Z. 242 (2) (2002) 323–345.
[6] T.Y. Lam, The Algebraic Theory of Quadratic Forms, Benjamin, Reading, MA, 1973.
[7] J. Milnor, D. Husemoller, Symmetric Bilinear Forms, Springer-Verlag, New York, 1973.
[8] P. Shastri, Witt groups of algebraic integers, J. Number Theory 30 (3) (1988) 243–266.
[9] H. Stichtenoth, Algebraic Function Fields and Codes, Universitext, Springer-Verlag, Berlin, 1993.
