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In classical computing, analog approaches have sometimes appeared to be more powerful than
they really are. This occurs when resources, particularly precision, are not appropriately taken
into account. While the same should also hold for analog quantum computing, precision issues
are often neglected from the analysis. In this work we present a classical analog algorithm for
unstructured search that can be viewed as analogous to the quantum adiabatic unstructured search
algorithm devised by Roland and Cerf [Phys. Rev. A 65, 042308 (2002)]. We show that similarly
to its quantum counterpart, the classical construction may also provide a quadratic speedup over
standard digital unstructured search. We discuss the meaning and the possible implications of this
result in the context of adiabatic quantum computing.
I. INTRODUCTION
Along with Shor’s polynomial-time algorithm for inte-
ger factorization [1], Grover’s unstructured search algo-
rithm [2] is considered a tour de force of quantum com-
puting, exhibiting one of only a few examples to date
of the superiority of quantum computers over classical.
Classically, the number of queries required for finding a
marked item in an unsorted database scales linearly with
the number of elements N , while Grover’s quantum cir-
cuit requires only O(
√
N) calls.
A different quantum algorithm for unstructured search
yielding the same quadratic speedup has been proposed
in the framework of adiabatic quantum computing [3–
7]—a paradigm of computation that is viewed by many
as a simpler way of carrying out quantum-assisted cal-
culations and is easier and perhaps more natural to im-
plement experimentally [8–19]. Adiabatic quantum com-
puting is a gate-free method in which a time-evolving
Hamiltonian that uses continuously decreasing quantum
fluctuations is employed to find the global optima of dis-
crete optimization problems in an analog, rather than
digital, manner [20–24].
The quantum adiabatic search algorithm, originally de-
vised by Roland and Cerf [25] (but see also Refs. [26, 27]
for earlier variants), consists of encoding the search space
in a ‘problem Hamiltonian,’ Hp, that is constant across
the entire search space except for one ‘marked’ configu-
ration |m〉 = |m1m2 . . .mn〉 whose cost is lower than the
rest. Here, mi ∈ {0, 1} are the bits of the n-bit solution
|m〉 (the number of elements in the search space is thus
N = 2n).
In terms of distinct k-body interactions, the unstruc-
tured search problem Hamiltonian, which is a one-
dimensional projection onto the marked state, decom-
∗ itayhen@isi.edu
poses to a sum of 2n terms, namely,
Hp = −|m〉〈m| (1)
= − 1
2n
1 +∑
i
(−1)miσzi +
∑
i<j
(−1)mi+mjσzi σzj
+
∑
i<j<k
(−1)mi+mj+mkσzi σzjσzk + . . .+
∏
i
(−1)miσzi
 .
To achieve the quadratic speedup, a carefully tailored
variable-rate annealing schedule is selected which evolves
the Hamiltonian in time between a ‘beginning’ Hamilto-
nian Hb whose purpose is to provide the quantum fluc-
tuations, and Hp, such that the state of the system re-
mains close to the instantaneous ground state throughout
the evolution, varying slowly in the vicinity of the min-
imum gap and allowed to evolve more rapidly in places
where the gap is large [25, 28–30]. Here, the beginning
Hamiltonian Hb is a one-dimensional projection onto the
equal superposition of all computational basis states, i.e.,
Hb = −|+〉〈+| and the total Hamiltonian is given by
H(s) = (1− s)Hb + sHp , (2)
where s(t) is the annealing schedule which varies
smoothly with time t from s(0) = 0 initially to s(T ) = 1
at the end of the evolution.
The quantum adiabatic search algorithm is nonstan-
dard in several ways. First, the one-dimensional pro-
jection Hamiltonian that it uses for an oracle may be
viewed as physically unrealizable. Unlike its circuit-
based counterpart [2], any implementation of the oracle
must contain highly non-local interactions, requiring up
to n-body terms, and exponentially, many more [31–33].
The same holds for the beginning Hamiltonian. More-
over, the quantum adiabatic algorithm is purely ana-
log in nature, requiring continuously varying coupling
strengths throughout the evolution [25, 31, 32, 34]. Ex-
plicitly, the quantum adiabatic gap can be computed to
be g(s) =
√
1− 4s(1− s)(1− 1/N) with a minimum gap
on the order of 1/
√
N that is centered around s = 1/2 to
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2within a region of width 1/
√
N [33, 35]—implying that
in order to maintain the quadratic speedup as the prob-
lem scales up, an exponentially precise annealing sched-
ule s(t) is required. To wit, the ‘digitization’ of the algo-
rithm, as prescribed by the polynomial equivalence be-
tween adiabatic quantum computing and the quantum
circuit model [27, 36, 37], does not in fact preserve the
quadratic speedup, but instead yields a classical O(N)
scaling.
Given the above arguments, it is important to ask
whether the quadratic speedup produced by the quantum
adiabatic Grover algorithm originates from its ‘quantum-
ness’ or is simply a consequence of its analog nature. It
is useful to recall that analog computation (be it classi-
cal or quantum), in which finite precision is not properly
taken into account, may be misleadingly construed as
more powerful than it actually is [38–41].
Here, we do not answer this question directly. However
we address it by considering the possibility that there ex-
ists a classical variant of the quantum adiabatic search al-
gorithm that provides a similar quadratic speedup with-
out utilizing quantum fluctuations. The classical model
we propose may in fact be viewed as a direct analog
of Roland and Cerf’s algorithm, wherein qubits have
been replaced with rotors and the Pauli operators in the
Hamiltonians are replaced with expectation values.
II. CLASSICAL ANALOG UNSTRUCTURED
SEARCH
Let us consider a system of n two-dimensional ro-
tors, with angular degrees of freedom denoted by θi with
i = 1 . . . n. Taking our cue from the quantum adiabatic
search algorithm [25], we allow the rotors to interact via
a similar black-box potential. Starting with the poten-
tial given in Eq. (1) we demote the Pauli operators σzi
to their single-qubit expectation values cos θi, ending up
with
V (θi) = − 1
2n
(
1 +
∑
i
(−1)mi cos θi (3)
+
∑
i<j
(−1)mi+mj cos θi cos θj
+
∑
i<j<k
(−1)mi+mj+mk cos θi cos θj cos θk + . . .

The above potential attains its minimum value of −1 at
θ
(min)
i = mipi (that is, the angle is zero if mi = 0, and pi
if mi = 1) and vanishes for any other angle combination
in {0, pi}n. The potential V is plotted in Fig. 1 for the
simple case of n = 2 with a solution at (pi, pi).
Next, the kinetic energy of the rotors is given by
T = 12I
∑
i θ˙
2 where I is a rotor’s moment of inertia
(we will choose I = 1 in the appropriate units). Treating
T as a source of fluctuations, we consider the following
FIG. 1. The classical analog potential V (θ1, θ2) in the two-
rotor case. The potential is zero at (0, 0), (0, pi) and (pi, 0),
denoted by red spheres, and attains its minimum of −1 at
(pi, pi), denoted by a blue sphere.
Lagrangian, which interpolates between the kinetic and
potential terms:
L = [1− s(t)]T − s(t)V (4)
where s(t) is the classical annealing parameter obeying
s(0) = 0 and s(T ) = 1 [42].
We now ask: how long would it take for the rotors to
align into a configuration that minimizes the potential?
To answer the question, we set up the initial conditions
for the angles and their derivatives such that at t = 0,
the state of the system minimizes the kinetic energy T ,
namely, θ˙i = 0 and θi = pi/2 for all i (while the latter
condition is not strictly necessary for the minimization
of the energy, it is chosen so that the angles favor neither
zero nor pi in the beginning [43]).
The Euler-Lagrange equations of motion for the system
are
d
dt
∂L
∂θ˙i
− ∂L
∂θi
= 0 . (5)
The transformation θi → pi − θi for all i for which mi =
0 simplifies matters, sending the marked state into the
all-pi solution, and along the way transforming all the
equations of motion to the set:
(1− s)θ¨i − s˙θ˙i − 1
2
s sin θi
∏
j 6=i
sin2
θj
2
= 0 ∀i . (6)
Since the transformed angles θi all evolve in time in an
identical manner, the above set of equations may be re-
duced to a single one by switching to a single variable
θi → θ, yielding:
(1− s)θ¨ − s˙θ˙ − s sin2n−1 θ
2
cos
θ
2
= 0 (7)
Equation (7) describes the evolution of a single rotor in-
terpolating between a kinetic term and an effective po-
tential term of the form
Vn(θ) = − 1
n
sin2n
θ
2
. (8)
3This effective potential is plotted in Fig. 2 for various
values of n. An interesting property of the potential is
that it contains no barriers, nor does it have plateaus.
It points directly at the correct solution θ = pi despite
becoming more and more shallow with increasing n. We
n=1
n=2
n=4
n=10
0 π2 π-1
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0
θ
V
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FIG. 2. Effective potential Vn(θ) for the classical analog un-
structured search algorithm as a function of rotor angle θ for
several system sizes n.
thus find that the oracular implementation of the poten-
tial provides the search space with an important struc-
ture.
The equation of motion, Eq. (7), unfortunately has
no closed-form solution, making it difficult to find the
optimal schedule s(t) that would minimize the time to
reach θ(T ) = pi from the initial θ(0) = pi/2. Nonetheless,
a hint as to the performance of the analog algorithm may
be gained by studying the special case s(t) = 1/2 [44].
In this case, energy is conserved:
E =
1
2
θ˙2 − 1
n
sin2n
θ
2
= − 1
n
sin2n
pi
4
= − 1
n2n
(9)
and its equation can be integrated to give:
T =
∫ T
0
dt =
∫ pi
pi/2
dθ
√
n2n
2n+1 sin2n θ2 − 2
(10)
≈
∫ pi
pi/2
dθ
√
n2n
2n+1 sin2n θ2
=
√
n 2F1(
1
2
,
n+ 1
2
;
3
2
;
1
2
) ,
where 2F1 is the ordinary hypergeometric function. In
the large n limit, the above expression simplifies to
T ≈
√
2n+1
n
=
√
2
log2N
√
N , (11)
yielding, asymptotically, a square root scaling with the
size of the search space (up to logarithmic corrections).
A similar runtime scaling is obtained numerically for
two other ‘standard’ schedules, namely, s(t) = t/T and
for s(t) = sin pit2T . Here, the runtimes are defined as
the minimal annealing runtime T for which θ(T ) = pi,
equivalently, cos θ(T ) = −1 [an example is given in
Fig. 3 (top) for a linear schedule]. The minimal run-
times for the above schedules, as a function of size, are
depicted in Fig. 3 (bottom), all producing a scaling of
O(2n/2) = O(
√
N) (with perhaps additional logarithmic
corrections).
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FIG. 3. Top: Final rotor angle as a function of runtime T
for different system sizes for a linear schedule s(t) = t/T .
The optimal runtime is the first occurrence of θ(T ) = pi,
or cos θ(T ) = −1. These occurrences are marked with dots
in the figure. Bottom: Optimal runtime T as a function of
problem size n for three different annealing schedules s(t).
All schedules show a quadratic speedup, i.e., a scaling of
∼ O(2n/2).
It would be instructive to note at this point that the
potential governing of the evolution of the rotors does not
only have structure, but is also devoid of local minima, a
property that in turn leads to a seemingly super-classical
performance. Explicitly, the torque it exerts on the rotors
always points them towards its minimum. The torque on
the r-th rotor is given by
τr = − ∂V
∂θr
= − (−1)
mr sin θr
2n
1 +∑
j 6=r
(−1)mj cos θj
+
∑
i 6=r<j 6=r
(−1)mi+mj cos θi cos θj (12)
+
∑
i6=r<j 6=r<k 6=r
(−1)mi+mj+mk cos θi cos θj cos θk + . . .
 .
Since the term in parenthesis is always negative [it is in
fact the potential term for a system of (n−1) rotors] the
directionality, or sign, of the torque is directly propor-
tional to (−1)mr , the bit that sets its minimizing angle.
4Determining the minimizing configuration of the poten-
tial thus requires only determining the direction in which
each of the rotors rotates. Interestingly, the ability to do
so hinges on the sensitivity, or resolving power, of the
observing device (be it the eye or some type of device).
Since the angular resolution of any such device cannot be
assumed to scale with system size, the time required to
discern the direction in which the rotors move is linearly
proportional to the time it takes the rotors to rotate a
full quadrant to hit the marked state.
III. EFFECTS OF FINITE PRECISION
So far, the role that precision requirements play in the
performance of the proposed algorithm has not been dis-
cussed explicitly. One may ask whether it is indeed the
hidden infinite precision that characterizes analog com-
putation that allows for the speedup over digital search.
To that aim, we next study the effect of having limited
precision on performance by examining the probability
of success to find the marked state at the end of the run
in the presence small perturbations, or errors, in the ini-
tial conditions. Specifically, we consider a deviation 
in the angles of the rotors at the beginning of the run,
namely θi(0)→ pi/2 + , where  is a small constant. For
simplicity, we assume the same error  for all angles and
consider the schedule s(t) = 1/2. We note though that
the effects on performance are expected to be similar, if
not more pronounced, for time-varying schedules or in
the presence of uncorrelated errors.
The results are summarized in Fig. 4 which depicts
the probability of success of the algorithm, Psuccess, as
a function of the initial angle misspecification  for dif-
ferent system sizes. As is evident from the figure, the
performance of the algorithm is more adversely affected
by the perturbation  as system size grows. We can quan-
tify this effect by recording the value of  for which the
probability of success drops by some fixed amount, e.g.,
Psuccess = 0.9 as a function of system size. This is shown
in the inset of Fig. 4. We find that the allowed error de-
cays exponentially with system size, requiring increasing
precision if the quadratic speedup over digital search is
to be maintained.
IV. CONCLUSIONS AND DISCUSSION
In this study we provided an example of a classical
analog construction, inspired by the quantum adiabatic
unstructured search algorithm devised by Roland and
Cerf [25], for searching an unstructured database. We
showed that the required runtime for finding the marked
item scales as the square root of the number of elements
in the search space, similar to the analogous quantum
construction. Since the classical algorithm presented here
does not possess any uniquely quantum properties such
as entanglement or massive parallelism, the possibility
n=2 n=4 n=8 n=16
0.00 0.02 0.04 0.06 0.08 0.10
0.0
0.2
0.4
0.6
0.8
1.0
ϵ
P s
uc
ce
ss ◦ ◦ ◦ ◦
◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦
2 4 8 16
10-3
10-2
10-1
100
n
ϵ α≈0.36
FIG. 4. Probability of success Psuccess as a function of mis-
specification in the initial angle  for different system sizes n.
As n grows, the performance of the algorithm becomes more
and more sensitive to perturbations in the initial conditions.
Inset: The value of the error  at which Psuccess = 0.9 (dashed
line in main panel) as a function of n (log-linear scale). A fit
to e−αn is also shown.
arises that the speedup of the quantum adiabatic search
algorithm is a result of it being analog rather than quan-
tum.
We also demonstrated that the classical algorithm is in-
deed sensitive to small perturbations in the setup, specif-
ically, in initial conditions, as analog algorithms typically
are [38–41]. We found that the algorithm’s precision re-
quirements increase with problem size if its quadratic
speedup is to be maintained. In this context, it is also
useful to note again that obtaining the quantum speedup
for the Roland and Cerf algorithm requires an ‘exponen-
tially precise’ annealing schedule, as the minimum gap
is exponentially localized [33, 35, 45], and that further
digitization of the algorithm into a circuit by Trotteriza-
tion [27, 36, 37] does not preserve the quadratic quantum
speedup [46]. Nonetheless, it should be noted that newer
algorithms for simulating Hamiltonian evolutions using
quantum circuits offer more efficient digitization tech-
niques [47–50]. These, however, primarily apply to sparse
Hamiltonians. It would be interesting to see whether and
how much of the quantum advantage of the Roland and
Cerf algorithm is sustained if one employs these advanced
techniques.
The classical analog construction proposed in this work
shares several other key similarities with its quantum
adiabatic counterpart. First, in the present algorithm
one takes advantage of the symmetries of the problem
in order to show that the evolution takes place in a
sub-manifold of an exponentially reduced dimensional-
ity, while in the quantum case, one could write down
an effective two-by-two Hamiltonian to describe the evo-
lution of the spins in the system. In the classical case
the evolution of the two-dimensional rotors is described
using an equivalent second-order differential equation.
Second, the oracular potential in the present algorithm
interpolates between the originally discretized search
space states, accepting as input superpositions of digi-
5tal queries. This property in turn provides the potential
for an all-important structure. As we have demonstrated,
the added structure to an otherwise unstructured search
space is eventually translated to a runtime speedup over
the digital unstructured case. One may therefore won-
der whether the oracles in both the adiabatic quantum
and the analog classical cases are somehow more powerful
than intended—especially given their physical infeasibil-
ity which may be playing an unintentionally important
role.
It should be explicitly noted perhaps that the classical
construction proposed here is not meant to be experi-
mentally realizable but was conceived to highlight the
potential pitfalls of analog — in this case quantum — al-
gorithms. In light of the results presented here, it would
be of interest to therefore rigorously determine whether
the quantum adiabatic quadratic speedup for unstruc-
tured search is not indeed a consequence of the infinite
precision possessed by ideal analog computation (or a too
powerful oracle). Of course, similar arguments may also
be posed for other quantum analog algorithms. We leave
this for future work [46].
Finally, it is also worth noting that the issues raised in
this study, namely, the need for infinite precision and the
infeasibility of the oracle, do not arise in the context of
Grover’s original gate-based algorithm as the latter is not
only digital but the unitary operations required to ‘mark’
the sought state can be efficiently carried out [51].
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