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Аннотация. Одной из актуальных задач современной философии 
информатики, попытка решения которой предпринята в настоящей статье, 
является классификация и систематизация основных подходов к опреде-
лению такого многозначного феномена, как информация. Предлагается 
разграничить обыденное понимание информации, а также философские 
и общенаучные подходы к ее исследованию. В работе отмечается, что с 
философских позиций информация рассматривалась преимущественно 
в советской философии. В качестве основных философских концепций 
информации выделяются субстанциональная, атрибутивная и функцио-
нальная, распространенные и в настоящее время. Первой из научных те-
орий информации стала математическая, или вероятностно-статистиче-
ская, концепция, уделяющая особое внимание количественным аспектам 
информации и отождествляющая термины «информация» и «количество 
информации». С 1950-х годов исследовательский интерес смещается к 
изучению качественных и ценностных аспектов информации, что нахо-
дит выражение в формировании семантической и витальной теорий ин-
формации. В 1980–90-е годы начинают складываться синергетические 
концепции информации, синтезирующие количественные и качествен-
ные подходы. В настоящее время категория «информация» активно раз-
рабатывается представителями естественных, технических и социаль-
но-гуманитарных наук, что требует ее философского переосмысления и 
выявления ее сущностных свойств.
Ключевые слова: информация; субстанциональный подход к ин-
формации; атрибутивный подход к информации; функциональная кон-
цепция информации; вероятностно-статистическая теория информации; 
семантическая концепция информации; синергетическая концепция ин-
формации.
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Abstract. One of the main goals of the contemporary philosophy 
of information science and the focus for this article is the classification 
and systematization of basic approaches on how to define such a richly 
detailed concept as «information». It is proposed to draw a line between the 
commonplace understanding of information on the one hand side and the 
philosophical and general academic approaches to its study on the other. As 
noted in the article, information was considered from a philosophical standpoint 
most predominantly in Soviet philosophy. The basic philosophical concepts 
of information as substantial, attributive, and functional were distinguished 
and continue to hold meaning today. Mathematics (as a probability/statistical 
concept) became the basis of the first scientific theories of information that 
attached special meaning to the quantitative aspects of information and 
identified the concepts of both information and «the amount of information». 
Since 1950, research interest has shifted to the study of information’s 
qualitative and axiological aspects, which are expressed in the formation of the 
semantic and vital theory of information. In the 1980–90s, synergetic concepts 
of information that synthesized the quantitative and qualitative approaches 
began to emerge. Currently, information as a category is being actively 
developed by researchers from the natural, technical, and social sciences, 
along with those from the humanities, which in turn calls for its philosophical 
reconceptualization and for the identification of its essential properties.
Keywords: information; substantial approach to information; attributive 
approach to information; functional concept of information; probabilistic-
statistical theory оf information semantic concept of information; synergetic 
concept of information.




Термин «информация» относится, с одной стороны, к часто 
употребляемым, с другой – к одним из самых многозначных и 
трудноопределимых терминов. Слово «информация» интуитив-
но понятно каждому, однако подавляющее большинство людей 
испытывают серьезные затруднения в том случае, если им пред-
лагается пояснить, что они понимают под информацией. При-
чем это затруднение испытывают как те, кто мало разбираются 
в современных информационных технологиях, так и специали-
сты, профессионально работающие с информацией. Количество 
определений информации в научных исследованиях исчисляется 
сотнями. Этот термин считают «своим» информатики и юристы, 
физики и математики, генетики и радиотехники, лингвисты и ме-
дики, однако обилие семантических конструкций не упрощает, а 
лишь усложняет его понимание. В настоящее время отмечается 
лавинообразный рост научных публикаций, затрагивающих про-
блематику сущности информации. Однако многие из них пред-
ставляют собой компиляцию различных, порой противоречащих 
друг другу подходов к ее определению. Представляется, что ра-
зобраться в огромном массиве существующих определений ин-
формации, подробный обзор которых приводится, в частности, в 
работах И.В. Мелик-Гайказян [1; 2: 86–92], возможно лишь четко 
разграничив обыденные, общенаучные и философские трактовки 
исследуемого понятия.
Цель работы состоит в систематизации, классификации и 
критическом анализе базовых подходов к определению понятия 
«информация» в философии, информатике, семиотике, биологии, 
синергетике, а также в выявлении базовых свойств информации.
Материалы и методы исследования
Исследование строилось на основе компаративного мето-
да, логико-диалектического анализа, принципа объективности и 
всесторонности рассмотрения проблемы. Теоретический базис 
исследования составили: концепция информации К. Шеннона, 
заложившего основы статистического подхода к ее изучению, се-
мантический подход к определению информации Ю.А. Шрейдера, 
витальная концепция информации В.И. Корогодина, рассматри-
вавшего ее как свойство всего живого, а также синергетическая 
теория информации Д.С. Чернавского и И.В. Мелик-Гайказян. 
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Критическому осмыслению подверглись философские подходы к 
информации, сложившиеся в советской философии и получившие 
развитие в работах современных российских философов, к како-
вым относятся субстанциональный, атрибутивный и функцио-
нальный.
Результаты исследования и их обсуждение
Анализ понятия информация требует четкого разграничения 
обыденных, философских и общенаучных подходов к его рассмо-
трению.
Обыденное понимание информации нашло отражение в 
словарях русского языка. Само слово «информация» восходит к 
латинскому «informatio» и означает буквально «разъяснение, из-
ложение, сообщение, осведомление о чем-либо». В русский язык 
это слово пришло во времена Петра I, будучи заимствованным из 
польского, однако в речевой практике оно практически не исполь-
зовалось вплоть до XX в. В качестве синонимов к слову «инфор-
мация» в словаре синонимов называются «сведения», «данные», 
«материал» [3: 164, 444]. В «Словаре русского языка» С.И. Ожего-
ва информация определяется как «сведения об окружающем мире 
и протекающих в нем процессах, воспринимаемые человеком или 
специальным устройством» [4: 248]. В «Большом толковом слова-
ре русского языка» С.А. Кузнецова под информацией понимается 
«сообщение о положении дел где-либо, о каких-либо событиях» 
или «сведения об окружающем мире и протекающих в нем про-
цессах, воспринимаемые человеком или специальными устрой-
ствами» [5: 397].
Информация как философская категория стала объек-
том пристального изучения в советской философии. Многие из 
подходов к информации, сформировавшиеся в 60-70-е гг. XX в., 
не утратили своей актуальности и в настоящее время активно ис-
пользуются в научных публикациях. С философских позиций все 
существующие подходы к информации можно разделить на суб-
станциональные, атрибутивные и функциональные.
Согласно субстанциональным подходам информация есть 
субстанция (лат. substantia – сущность; то, что лежит в основе), 
т.е. самостоятельная сущность. Сторонники данного подхода ис-
ходят из представления об информации основоположника кибер-
нетики, американского математика и философа Н. Винера, счи-
№ 2 (10), декабрь 2015
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тавшего, что помимо материи и энергии в мире существует нечто 
«третье» – информация. Все представители субстанционального 
подхода цитируют известную фразу Н. Винера: «Информация – 
это не материя и не энергия» [6]. Следует отметить, что в работах 
самого Н. Винера эта мысль не получила дальнейшего развития, 
однако она дала толчок к осмыслению информации как фунда-
ментальной философской категории. Основатель системного 
подхода Л. Берталанфи понимал информацию как физическую 
величину, которая сравнима по значению с понятием энергии в 
физике [7: 31]. Американский ученый Т. Стониер подчеркивал са-
мостоятельный статус информации, ее независимость от субъекта 
и приписываемых ей ценностно-смысловых нагрузок. Он писал: 
«Информация существует. Чтобы существовать, она не нужда-
ется в том, чтобы ее воспринимали. Чтобы существовать, она не 
нуждается в том, чтобы ее понимали. Она не требует умственных 
усилий для своей интерпретации. Чтобы существовать, ей не тре-
буется иметь смысл. Она существует» [8: 21]. Субстанционального 
подхода придерживаются и российские исследователи Р.Ф. Абде-
ев [9], В.А. Гадасин [10], Б.Б. Кадомцев [11] и др. Так, В.А. Гадасин 
отмечет, что информация не может быть сведена ни к материи, ни 
к идее: «Собственно информация нематериальна, подобно другим 
невещественным явлениям – слову, идее, мысли, праву, чувству. 
Воспроизведение информации должно быть предъявлено в виде 
материального изделия: явления – тело, вещество, предмет; или 
события – энергия, движение, процесс» [10: 191]. В.А. Гадасин пи-
шет о существовании трех равнозначных субстанций: материи, 
информации и сознания. Автор предлагает определять информа-
цию следующим образом: «Информация есть порядок (изомор-
физм) – маркированное детерминированным способом конечное 
множество физически измеримых параметров изделия-носителя: 
предмета, зафиксированного в пространстве, или процесса, за-
фиксированного во времени» [10: 191].
В соответствии с атрибутивным подходом информация 
есть всеобщее свойство материи, ее атрибут, т.е. существенное, 
неотъемлемое свойство. Этого подхода придерживались преи-
мущественно советские ученые, исходящие при его разработ-
ке из ленинской теории отражения. Сторонники этого подхода 
(И.Б. Новик, А.Д. Урсул и др.) полагают, что информация присуща 
всем физическим процессам и системам.
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Одним из первых на взаимосвязь информации и отражения 
указал в 1959 г. советский философ И.Б. Новик, пытавшийся опре-
делить информацию в терминах диалектического материализма 
[12: 165–181]. Будучи приверженцем кибернетики, И.Б. Новик пы-
тался рассматривать ее идеи с позиции просвещенного марксиз-
ма, считал, что «информация представляет собой качественную и 
количественную характеристику организованности, упорядочен-
ности отражения» [13: 22]. Он утверждал, что количество инфор-
мации есть мера порядка отражения материи, призывал к созда-
нию «физики отражения» и, основываясь на законе сохранения 
энергии, предложил закон сохранения информации [14: 58]. Один 
из основателей теоретического и системного программирования 
в СССР, академик А.П. Ершов писал, что информация во второй 
половине ХХ в. стала фундаментальной философской категори-
ей, которую «рассматривают как один из важнейших атрибутов 
материи, отражающий ее структуру. Понимание единой природы 
информации вслед за установлением единой природы вещества и 
энергии стало важным шагом к осознанию материального един-
ства мира» [15: 113].
Сторонники атрибутивного подхода связывают или даже 
отождествляют информацию с разнообразием, различием или не-
однородностью. Так, известный философ А.Д. Урсул раскрывает 
сущность информации исходя из категорий различия и отражения 
[16]. Он обосновывает мысль, что информация есть только там, где 
существует различие, и отсутствует там, где его нет. С позиций 
теории отражения информация «может быть представлена как 
отраженное разнообразие, а именно разнообразие, которое один 
объект содержит о другом объекте» [17: 177]. По мнению А.Д. Ур-
сула, информация «присуща как материальному, так и идеально-
му. Она применима и к характеристике материи, и к характери-
стике сознания. Если объективная (и потенциальная для субъекта) 
информация может считаться свойством материи, то идеальная, 
субъективная информация есть отражение объективной, матери-
альной информации» [17: 229]. Академик В.М. Глушков определял 
информацию как «меру неоднородности распределения материи и 
энергии в пространстве и времени, меру изменений, которыми со-
провождаются все протекающие в мире процессы» [18].
Итак, с позиций атрибутивного подхода информация суще-
ствует не только в сознании человека, но и независимо от него, в 
№ 2 (10), декабрь 2015
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живой и неживой природе. Сторонники функциональной кон-
цепции информации (П.В. Копнин, Д.И. Дубровский, Б.С. Укра-
инцев и др.), напротив, полагают, что информация есть свойство 
лишь самоорганизующихся систем, связанное с их функциониро-
ванием. Так, П.В. Копнин утверждает, что информация «не явля-
ется атрибутом материи, она принадлежит не всем ее формам и 
видам… Информация … касается отдельных сторон, моментов, 
видов отражения. Если рефлекс связан с мозгом, то информа-
ция – со сложнодинамической системой управления, способной 
приспосабливаться к изменению условий. <…> Информация в от-
личие от отражения вообще возникает на определенном уровне 
организации материи» [19: 116]. Развивая эти идеи, Б.С. Украин-
цев отстаивает идею о том, что информация возникает лишь в 
высокоорганизованной материи и связана с процессом управле-
ния. Он писал, что «без процессов управления … не может быть 
информации» [20: 36]. По мнению сторонников функционального 
подхода, информация обладает тремя параметрами: синтаксиче-
ским, семантическим и прагматическим. Семантические и праг-
матические компоненты не присущи физическим объектам самим 
по себе, они связаны с процессами управления и возникают толь-
ко в управляемых или самоорганизующихся системах.
Информация как общенаучная категория
Первой из научных теорий информации стала математиче-
ская, или вероятностно-статистическая. Основы математиче-
ской теории информации был заложены американским ученым 
Р. Хартли, а затем получили развитие в трудах К. Шеннона.
В 1928 г. Р. Хартли ввел в научный оборот понятие информа-
ции, содержащейся в сообщении [21]. Он рассматривал информа-
цию как математическую переменную и предложил логарифми-
ческую меру информации, названную хартлиевским количеством 
информации. Следует отметить, что в математической теории ин-
формации между понятиями «информация» и «количество инфор-
мации» не усматривалось принципиальной разницы. Идеи Р. Харт-
ли были развиты американским исследователем К. Шенноном в 
работе «Математическая теория связи» [22] и «Связь при наличии 
шума» [23]. Понятие «информация» К. Шеннон использовал для 
решения практических задач, с которыми сталкиваются инжене-
ры-связисты. К ним относятся оптимизация кодирования сообще-
ний, повышение помехоустойчивости, распознавание сигналов на 
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фоне шумов, расчет пропускной способности каналов связи и т.п. 
Разрабатывая свою теорию информации, К. Шеннон стремился 
перейти от нечеткого представления об информации как переда-
че сведений к точному понятию количества информации. Понятие 
количества информации определялось им на основе понятия веро-
ятности, которое применяется для описания ситуации с неопре-
деленностью. Информация, по К. Шеннону, – это мера, снимаю-
щая неопределенность в приемнике информации. Таким образом, 
статистическая теория информации оперирует понятием энтропии 
как меры неопределенности, учитывающей вероятность появле-
ния, а следовательно и информативность тех или иных сообщений.
Математическая теория информации К. Шеннона позволя-
ла определять количество информации, передаваемой по кана-
лам связи, абстрагируясь от ее семантики, смысла. Для уясне-
ния специфики такого понимания информации А.Д. Иванников, 
А.Н. Тихонов и В.Я. Цветков приводят три фразы: 1) «казнить 
нельзя, помиловать»; 2) «казнить, нельзя помиловать»; 3) «нить, 
ватьнепомльзя казило». Из этих трех фраз первая и вторая про-
тивоположны по смыслу, третья бессмысленна, но с позиции те-
ории информации К. Шеннона они несут одинаковое количество 
информации, имеют равное количество бит [24]. Таким образом, 
теория информации К. Шеннона полностью игнорирует содер-
жание информации. Вопрос о ее ценности в этой теории вообще 
не ставится. Как пишет И.В. Мелик-Гайказян, «рассчитывая про-
пускную способность канала связи, бессмысленно принимать во 
внимание содержание телеграмм» [2: 96].
Подход к пониманию информации как снятой неопределен-
ности, аналогичной энтропии физической системы, привел к по-
явлению термина «негэнтропия». Уже сам факт наличия у слова 
энтропия отрицательной приставки нег- (от лат. negativus – отри-
цательный) свидетельствует о том, что за понятием негэнтропия 
стоит нечто противоположное энтропии и отрицающее ее, некая 
отрицательная энтропия.
Понятие «отрицательная энтропия» ввел в научный оборот 
известный физик Э. Шредингер. В 1943 г. в работе «Что такое 
жизнь?» [25] он развивает идею Н. Бора о глубокой связи зако-
нов физики и философских законов, согласно которой принцип 
дополнительности может стать основой синтеза накопленного че-
ловечеством знания и способствовать осознанию единства мира. 
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Э. Шредингер показал, что любая живая система экспортирует 
энтропию, чтобы поддерживать собственную энтропию на низ-
ком уровне. Иными словами, живая система импортирует отрица-
тельную энтропию для самосохранения, т.е. отрицательная энтро-
пия способствует упорядочиванию и самосохранению системы. 
В 1956 г. американский физик Л. Бриллюэн в работе «Научная 
неопределенность и информация» сократил термин «отрицатель-
ная энтропия» до слова негэнтропия и ввел его в таком виде в 
теорию информации [26: 25]. Он обосновал утверждение, что про-
цесс получения информации в физических опытах сопровожда-
ется уменьшением негэнтропии, и сделал вывод, что «негэнтро-
пия эквивалентна информации» [26: 31]. Сравнивая информацию 
и энтропию, Л. Бриллюэн ввел в теорию информации негэнтро-
пийный принцип, согласно которому «информация представляет 
собой отрицательный вклад в энтропию» [26: 34]. С этого време-
ни термин «негэнтропия» стал употребляться в двух основных 
значениях: для обозначения количества информации, равного 
разности между начальной (до получения сообщения) и конечной 
(после получения сообщения) энтропий, и для характеристики ве-
личины, обратной энтропии, выражающей упорядоченность ма-
териальных объектов [27].
Итак, первые из детально разработанных в науке концепций 
информации носили вероятностно-статистический характер и 
уделяли внимание количественным параметрам информации. 
Однако уже в 1950-е гг. исследователи начинают осознавать ак-
туальность изучения качественных и ценностных аспектов ин-
формации. Проблемы ценности и смысла информации заняли 
центральное место в семиотике (от греч. sema – знак), которая в 
начале 1950-х гг. выделилась из общей лингвистики. Семиоти-
ка как наука о знаковых системах исследует знаки как особый 
вид носителей информации и анализирует возможности есте-
ственных и искусственных языков как знаковых систем. На ос-
нове семиотики возникла семантическая теория информации, 
сторонники которой обратили внимание на то, что важнейшим 
свойством информации является ее неотделимость от носителей, 
каковыми и являются знаки, слова, языки. Таким образом, рас-
сматривать количество, содержание и ценность информации сле-
дует исходя из анализа знаковых систем. Поскольку содержание 
информации неразрывно связано с формой ее представления, из-
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мерять его возможно также через форму, т.е. семантические свой-
ства информации можно выразить через синтаксические, изучая 
закономерности сочетания знаков в сообщении. Первыми семан-
тическую теорию информации попытались построить Р. Карнап и 
И. Бар-Хиллел, применив идеи и методы символической логики и 
логической семантики к анализу информационного содержания 
языка науки. Они предложили определять величину семантиче-
ской информации на основе логической вероятности.
Семантический подход к определению информации разраба-
тывался российским исследователем Ю.А. Шрейдером. Он пола-
гал, что при анализе процесса передачи информации от источника 
к приемнику особое внимание следует уделять именно свойствам 
приемника, воспринимающего и накапливающего информацию, 
а не свойствам канала передачи. По мнению Ю.А. Шрейдера, се-
мантическую информацию, воспринимаемую системой, можно 
оценивать по степени изменения содержащейся в системе соб-
ственной смысловой информации за счет накопления информа-
ции внешней [28]. Чтобы воспринимать информацию, система 
должна иметь некую начальную, пороговую информацию, ко-
торую Ю.А. Шрейдер обозначил термином «тезаурус». Если по-
роговая информация позволяет, система будет расширять свой 
тезаурус, получая извне новую информацию, т.е. тезаурус необ-
ходим для восприятия информации, ее понимания. По мнению 
Ю.А. Шрейдера, «…одно и то же сообщение может по-разному 
восприниматься различными приемниками информации», при-
чем от состояния тезауруса зависит, какие из поступающих сведе-
ний будут восприняты, а какие – нет [29: 118].
Таким образом, в отличие от К. Шеннона и его последовате-
лей, уделяющих основное внимание самому процессу передачи 
информации, пропускной способности канала связи, представите-
ли семантической теории информации в первую очередь обраща-
ют внимание на процессы восприятия информации, на свойства 
приемника, полагая, что именно от него зависит передача смысла 
сообщения.
Во второй половине ХХ в. проблема информации вызывает 
исследовательский интерес не только специалистов в области свя-
зи, математиков, кибернетиков, но и биологов, анализирующих 
генетическую информацию. Именно в биологии вопрос о ценно-
сти информации приобретает особое значение, а, по мнению био-
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физика А.С. Пресмана, такое качество информации, как ценность, 
возникает только в живых системах [30: 93]. Действительно, для 
биологических систем важно не количество, а качество инфор-
мации. Естественный отбор – один из базовых факторов эволю-
ции – основан на повышении ценности генетической информа-
ции. Причем ценностью обладает информация, способствующая 
самовоспроизведению живых организмов.
Информацию как необходимый компонент живых систем 
рассматривал российский биолог В.И. Корогодин, заложивший 
основы витальной теории информации (от лат. vita – жизнь). 
Анализируя информацию в биологических системах, он выделил 
три ее типа: генетическую, которая содержится в наборе генов, 
контролирующих синтез соединений, обеспечивающих удвоение 
молекул ДНК; поведенческую, которая лежит в основе врожден-
ных поведенческих реакций, генетически запрограммированных 
в нервной системе; логическую, присущую только человеку, свя-
занную с возникновением вербальных и визуальных языков и 
обеспечивающую преемственность и развитие культур [31].
В качестве основных свойств информации В.И. Корогодин 
называл фиксируемость и действенность. Он показал, что инфор-
мация может существовать, только фиксируясь на материальном 
носителе. Действенность информации, по В.И. Корогодину, за-
ключается в том, что она позволяет совершать целенаправленные 
действия. Для этого информация воплощается в так называемые 
«операторы» – технологии достижения цели – алгоритмы, про-
граммы, инструкции [31]. Примерами операторов в генетической 
информации, по мнению В.И. Корогодина, могут быть соматиче-
ские элементы, в поведенческой – условные и безусловные реф-
лексы, в логической – социальные институты.
Концепция информации В.И. Корогодина вызвала серьезные 
научные споры и одновременно привела к возникновению новых 
научных концепций, в частности синергетической, которая будет 
изложена ниже.
Синергетическая теория информации базируется на иде-
ях Г. Хакена о связи самоорганизации и информации, И.Р. При-
гожина о необратимости времени и конструктивности хаоса, 
Е.Н. Князевой и С.П. Курдюмова о роли структур-аттракторов, 
притягивающих из будущего тенденции развития настоящего. 
В информатике и теории информации идеи синергетики разви-
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вают российские исследователи Д.С. Чернавский и И.В. Мелик- 
Гайказян. Синергетические концепции информации уделяют осо-
бое внимание ее роли в технических и биологических системах, 
изучают количественные и качественные аспекты информации, 
анализируют взаимосвязь энтропии и информации, рассматрива-
ют проблему ценности информации. Информация в синергетике 
понимается как случайный и запомненный выбор одного вариан-
та из нескольких возможных и равноправных.
Синергетическая концепция информации, разработанная из-
вестным биофизиком Д.С. Чернавским, получила также название 
динамической. Он изучал информационные процессы в живой 
природе, исследовал механизмы хранения и использования гене-
тической информации. В 1975 г. Д.С. Чернавский предложил мо-
дель возникновения ценной биологической информации на при-
мере единого биологического кода.
Синергетические идеи о конструктивности хаоса позволили 
Д.С. Чернавскому по-новому трактовать определение информа-
ции, предложенное американским биохимиком Г. Кастлером, со-
гласно которому «информация есть случайный и запомненный 
выбор варианта из многих возможных и равноправных» [32]. 
Иными словами, информация проявляется в виде случайного со-
бытия, результат которого системе удается запомнить. При этом 
способность системы генерировать случайные события (флукту-
ации) и запоминать их следствия, а также связанная с этим спо-
собность к самовоспроизведению зависят от сложности системы. 
Чем проще система, тем выше ее склонность к вырождению, чем 
она сложнее, тем выше вероятность ее динамической стабильно-
сти и саморазвития. Анализируя определение Г. Кастлера, Д. Чер-
навский выделил два ключевых слова, характеризующих выбор: 
«случайный» и «запомненный». Слово «случайный» в этом опре-
делении относится к способу выбора, другими словами – характе-
ризует сам процесс выбора. Д.С. Чернавский справедливо отмеча-
ет, что выбор может быть и не случайным, его могут подсказать, 
навязать, потому он считает, что это слово следует исключить из 
определения. Слово «запомненный» относится к фиксации ин-
формации. Следует учесть, что выбор может и не запоминаться, 
т.е. сразу же забываться. Подобный незапоминаемый выбор пред-
лагается называть микроинформацией. Примером микроинфор-
мации может служить выбор определенного набора координат и 
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скоростей молекул идеального газа. Такой выбор в силу неустой-
чивости движения молекул мгновенно «забывается». За доли пи-
косекунды невозможно ни обработать информацию, ни сделать 
прогноз на ее основе. Именно микроинформация связана с физи-
ческой энтропией.
Запомненный выбор одного варианта из нескольких возмож-
ных Д.С. Чернавский предлагает называть макроинформацией. 
Запоминание означает, что сделанный выбор сохраняется в тече-
ние времени, которое больше, чем время использования данной 
информации. Макроинформация с физической энтропией не свя-
зана. Более того, изменение макроинформации всегда сопрово-
ждается увеличением физической энтропии, которое существен-
но больше изменения макроинформации [33: 169]. При анализе 
всех реальных информационных процессов речь идет именно о 
макроинформации.
Усовершенствованное Д.С. Чернавским приведенное выше 
определение информации Г. Кастлера звучит следующим обра-
зом: «Информация есть запомненный выбор одного варианта из 
нескольких возможных и равноправных» [34: 13]. Это опреде-
ление, с одной стороны, не противоречит базовым трактовкам 
информации в естествознании и позволяет применять матема-
тический аппарат для вычисления количественных параметров 
информации, с другой стороны, оно позволяет обратить внима-
ние на процесс возникновения информации и ее ценность. При-
чем ценность информации зависит от цели, которую преследует 
воспринимающая ее система. Д.С. Чернавским были разработа-
ны методы количественного определения ценности информации. 
Если цель достижима несколькими путями, ценность информа-
ции определяется по уменьшению материальных или временных 
затрат, благодаря ее использованию. Если достижение цели не 
обязательно, но вероятно, то для измерения ценности необходим 
анализ вероятности достижения цели до получения информации 
и после ее получения. Д.С. Чернавский доказывает, что ценность 
информации субъективна. Ценность одного и того же количества 
информации в одном случае может быть высокой, а в другом – 
равной нулю. Причем, по его мнению, актуальной является зада-
ча выяснения того, как информация эволюционирует: неценная 
информация становится ценной, бессмысленная – осмысленной, 
и наоборот [34: 19].
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Развивая идеи Д.С. Чернавского и В.И. Корогодина, 
И.В. Мелик- Гайказян предлагает рассматривать информацию как 
процесс [2: 91]. Информационный процесс, по И.В. Мелик-Гай-
казян, включает стадии генерации и кодирования информации. На 
стадии генерации система осуществляет случайный выбор одно-
го из многих возможных вариантов. Этот выбор запоминаем, т.е. 
он фиксируется на материальном носителе. Стадия кодирования 
заключается в подготовке сигнала к дальнейшей передаче, кото-
рая соответствует формату канала трансляции. И.В. Мелик-Гай-
казян выступает против отождествления информации и негэнтро-
пии [2: 123]. Обосновывая эту идею, она отмечает, что генерация 
новой информации происходит в самоорганизующейся системе в 
моменты бифуркаций (позднелат. bifurcatio – раздвоение, развет-
вление, от лат. bis – дважды, furca – вилы), т.е. в моменты хаотиче-
ского состояния системы, которое преодолевается благодаря вы-
бору одного из сценариев дальнейшего развития. Можно сказать, 
что информация генерируется как выход из хаоса [35: 9–33].
Синергетика позволяет по-новому взглянуть на процесс ре-
цепции (от лат. receptio – прием, принятие) информации. Как 
отмечает И.В. Мелик-Гайказян, неправомерно заменять термин 
«рецепция» термином «восприятие», это допустимо лишь при 
анализе систем органического мира. Она трактует рецепцию ин-
формации как необратимый, неравновесный процесс, а рецептор-
ную систему рассматривает как диссипативную систему, способ-
ную самопроизвольно повышать степень своей упорядоченности. 
На этапе рецепции «созданная информация воспринимается не-
равновесной средой, способной создавать асимметричные струк-
туры, отбираемые с помощью соответствующих правил (законы 
сохранения, термодинамики), естественного отбора, поведенче-
ских реакций, видов перцепций» [36: 105]. И.В. Мелик-Гайказян 
предлагает определять информацию следующим образом: «Фе-
номен информации есть многостадийный, необратимый процесс 
становления структуры в открытой неравновесной системе, на-
чинающийся со случайного запоминаемого выбора, который эта 
система делает, переходя от хаоса к порядку, и завершающийся 
целенаправленным действием согласно алгоритму или програм-
ме, отвечающим семантике выбора» [2: 121]. В качестве основных 
этапов информационного процесса И.В. Мелик-Гайказян выделя-
ет следующие: генерация информации – выбор одного из возмож-
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ных путей дальнейшего развития; фиксация информации, ее объ-
ективация; кодирование информации; трансляция информации, 
включающая процесс передачи информации с одних носителей на 
другие, декодирование и рецепцию информации; создание опера-
тора для совершения целенаправленных действий; редупликация 
(воспроизведение) информации [36: 105–109].
Заключение
Таким образом, до начала ХХ в. господствовало обыденное 
понимание информации, в науке этот термин практически не при-
менялся. В 40-60-е гг. ХХ в. получают распространение научные 
и философские трактовки этого понятия. Причем статус философ-
ского термина «информация» ранее всего получает в советской 
философии, представители которой рассматривают информацию 
с позиций теории отражения. В 1940-60-е гг. преобладали мате-
матические, вероятностно-статистические, количественные под-
ходы к информации, что обусловлено их формированием в рамках 
технических наук. Позднее наряду с количественными развива-
ются качественные, семантические, витальные подходы к инфор-
мации, на первый план выходит понятие ценности информации. 
Этому способствует внимание к информационным процессам со 
стороны представителей естественных наук – физиков и биоло-
гов. В 1980-90-е гг. складываются синергетические концепции ин-
формации, синтезирующие количественные и качественные под-
ходы. Начало XXI в. характеризуется переосмыслением природы 
информации, попытками объединить статистические и семанти-
ческие принципы ее исследования.
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