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Least-square problemAbstract Matrix and matrix differential equations play an important role in system theory, control
theory, stability theory of differential equations, communication systems and many other ﬁelds. In
this paper, we present the solutions of non-homogeneous matrix differential equations, convolution
matrix differential equations and matrix equations which include the renewal matrix equation by
using convolution and Kronecker products of matrices. Furthermore, the existence and uniqueness
of the solution of some important and interesting special cases of these equations are also considered
with some illustrated examples in order to show our new approaches.
 2014 Production and hosting by Elsevier B.V. on behalf of Ain Shams University.1. Introduction and preliminary results
In addition to the matrix usual multiplication; there has been
renewed interest in two kinds of matrix multiplication. These
multiplications are the convolution and Kronecker products
which are playing very important roles in many applications
and the technique has successfully applied in various ﬁelds of
pure and applied mathematics, for example, in the solution
of matrix and matrix differential equations [1–15]. The
notations: Mm,n, A
T, A1, A+, rank(A), eA, ||A||, r(A) arestand to the set of all m · n matrices (when m= n, we
write Mn instead of Mn,n), transpose, inverse, Moore–Penrose
inverse, rank, exponential, norm, and the set of all eigenvalues
of a matrix A, respectively. Now, we recall the main deﬁnitions
and some important properties of the Kronecker and
convolution products of matrices that will be very useful in
our investigation in the solution of matrix equations and
matrix differential equations.
The Kronecker and convolution products used in many
ﬁelds are almost as important as the usual product. One of
the principle reasons is that these products afﬁrming
their capability of solving a wide range of problems and
playing important tools in many ﬁelds such as control theory,
system theory, statistics, physics, communication systems,
optimization, economics and engineering. These include signal
processing, image processing, semi deﬁnite programming,
matrix equations, matrix differential equations and many
other applications [1–21]. The following four matrix
operations are studied by many researchers [1–4,7–14,20,21]
and deﬁned as follow:
Z.A.A. Al-Zhour(i) Kronecker product:348A B ¼ ðaijBÞij 2Mmp;nq; ð1-1Þ
where A= (aij) 2Mm,n and B= (bkl) 2Mp,q.
(ii) Kronecker sum:
A B ¼ ðA I Þ þ ðI  BÞ 2M ; ð1-2Þn m mn
where A= (aij) 2Mm and B= (bkl) 2Mn.
(iii) Vector operator:
T
VecA ¼ ða11a21 . . . am1a12a22 . . . am2 . . . a1na2n . . . amnÞ
2Mmn;1; ð1-3Þ
where A= (aij) 2Mm,n.
(iv) Convolution product:A  BðtÞ ¼ ðhirðtÞÞ with hirðtÞ
¼
Xn
k¼1
Z t
0
fikðt xÞgkrðxÞdx ¼
Xn
k¼1
fik  gkrðtÞ;
ð1-4Þ
where A(t) = (fij(t)) 2Mm,n and B(t) = (gjr(t)) 2Mn,p are
integrable matrices for all tP 0, such that fij(t) and gjr(t) are
well-deﬁned functions for all positive integer values i, j, r.
The following three deﬁnitions are also very useful in our
investigation in the solutions of renewal matrix equations and
matrix differential convolution equations. If A(t) = (fij(t)) 2Mn
is an integrable matrix, then [5–6,20]
(i) The m-power matrix convolution product of A(t) is
deﬁned by
AfmgðtÞ ¼ A  A      AðtÞ ¼ ðffmgij ðtÞÞ2Mn with ffmgij ðtÞ ¼
Xn
k¼1
f
fm1g
ik  fkjðtÞ; ð1-5Þwhere m is positive integer number, and A{1}(t) = A(t).
(ii) The determinant of A(t) is deﬁned by
detAðtÞ ¼
Xn
ð1Þjþ1f D ; ð1-6Þ
j¼1
1j 1jwhere Dij is the determinant of the (n  1) · (n  1)
matrix function obtained from A(t) by deleting row i
and column j of A(t). We call Dij the minor of A(t) cor-
responding to the entry fij(t) of A(t).
(iii) If det (A(t)) „ 0, the inversion of A(t) is deﬁned by
f1gA ðtÞ ¼ ðhijðtÞÞ with hijðtÞ
¼ ½detðAðtÞÞf1g  adjAðtÞ: ð1-7ÞFor any compatibly matrices A, B, C and D, we shall make fre-
quent use of the following properties of the Kronecker prod-
ucts [1–4,7–14].
ðiÞ ðA BÞT ¼ AT  BT ð1-8Þ
ðiiÞ ðA BÞþ ¼ Aþ  Bþ ð1-9Þ
ðiiÞ rankðA BÞ ¼ rankðAÞrankðBÞ ð1-10Þ
ðiiiÞ eðABÞ ¼ eA  eB ð1-11Þ
ðivÞ ðA BÞðCDÞ ¼ AC BD ð1-12Þ
ðvÞ Im  In ¼ In  Im ¼ Imn; where Im is the identity
matrix of order mm: ð1-13Þ(vi) If rðAÞ ¼ fki : i ¼ 1; 2; . . . ;mg and r(B) = {lj:j= 1,
2, . . ., n} are the set of eigenvalues of A 2Mm and
B 2Mn, respectively. Then
ðiÞ rðA BÞ ¼ fkilj : i ¼ 1; 2; . . . ;m; j ¼ 1; 2; . . . ; ng: ð1-14Þ
ðiiÞ rðA BÞ ¼ fki þ lj : i ¼ 1; 2; . . . ;m; j ¼ 1; 2; . . . ; ng: ð1-15Þ
ðviiÞ fðA InÞ ¼ fðAÞ  In; fðIn  AÞ ¼ In  fðAÞ; ð1-16Þ
where f is analytic function on the region containing the
eigenvalues of A 2Mm such that f(A) exist.
Some special cases include (1-16):
ðiÞ eAI ¼ eA  I and eIA ¼ I eA ð1-17Þ
ðiiÞ sinhðA IÞ ¼ sinhðAÞ  I and sinhðI AÞ
¼ I sinhðAÞ ð1-18Þ
ðiiiÞ coshðA IÞ ¼ coshðAÞ  I and coshðI AÞ
¼ I coshðAÞ: ð1-19Þ
For any matrix A 2Mm, the spectral representation of eA and
eAt assures that:
eA ¼
Xn
i¼0
xiy
T
i e
ki ; eAt ¼
Xn
i¼0
xiy
T
i e
ki t; ð1-20Þ
where fk1;    ; kng are the eigenvalues of A, {x1, . . ., xn} and
{y1, . . ., yn} are the set of all eigenvectors of A and A
T,
respectively, corresponding to the eigenvalues fk1;    ; kng.
The nice relationship between the Kronecker product and
vector-operator is given by [1–4,7–14]
VecðAXBÞ ¼ ðBT  AÞVecX; ð1-21Þ
where A 2Mm,n, B 2Mp,q and X 2Mn,p.
For any compatibly integrable matrices A(t) = (fij(t)) and
B(t) = (gij(t)), we shall make frequent use of the following
properties of the convolution product [18,20,21]:
ðiÞ £ ðA  BÞ ¼ £ððAÞÞðsÞ£ððBÞÞðsÞ ð1-22Þ
ðiiÞ ðA  BðtÞÞði; rÞ 6 ðAðtÞBðtÞÞði; rÞ ðt fixedÞ ð1-23Þ
ðiiiÞ kA  BðtÞk 6 kAðtÞk:kBðtÞk ð1-24Þ
ðivÞ kAfmgðtÞk 6 kAðtÞkm ðm is positive integerÞ ð1-25Þ
Finally, the Moore–Penrose inverse is widely used in
perturbation theory, singular systems, neural network
problems, least-squares problems, optimization problems and
many other subjects. The Moore–Penrose inverse of an
arbitrary matrix A 2Mm,n is deﬁned to be the unique solution
of the following four matrix equations [4,11,14]:
AXA ¼ A; XAX ¼ X; ðAXÞT ¼ AX; ðXAÞT ¼ XA; ð1-26Þ
and is often denoted by X= A+ 2Mn,m. Note that if
A 2Mm,n, then we have the following special cases:
ðiÞ If rankðAÞ ¼ m ¼ n; thenAþ ¼ A1 ð1-27Þ
ðiiÞ If rankðAÞ ¼ n;Aþ ¼ ðATAÞ1AT and AþA ¼ In ð1-28Þ
ðiiiÞ If rankðAÞ ¼ m;Aþ ¼ ATðAATÞ1 and AAþ ¼ Im: ð1-29Þ
In the present paper, based on the vector-operator,
Kronecker products and convolution products of matrices,
we present the general solutions of some matrix and matrix
differential equations. These equations involve the renewal
matrix equation, general matrix equation and non-homoge-
neous matrix differential equations, then we show that the
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lution or Kronecker forms. Finally, the existence and unique-
ness of the solution of some important and interesting special
cases with some illustrated examples are discussed and given.
2. Renewal matrix equation
In this section, we present the solutions of renewal matrix by
using the convolution product of matrices.
We will use our knowledge of the Markov renewal
process and semi-Markov kernel as follows [16–21]: Let
E= {1, 2, . . ., N} be a set representing the states of a system
and probability space with probability function P on which
we deﬁne a bivariate time-homogeneous Markov chain
ðX;TÞ ¼ fðXn;TnÞg1n¼1; Xn takes values on E and Tn on the
half-real line R+ = [0,1) with 0 ¼ T0 6 T1 6    6
Tn 6 Tnþ1 6   . Now the chain, Un = Tn  Tn  1, " nP 1
is called a Markov renewal process with transition function
and the semi-Markov kernel:
QijðtÞ ¼ PfXnþ1 ¼ j;Un 6 t;Xn ¼ ig; ð2-1Þ
where i, j 2 E, i „ j, tP 0 and Qii(t) = 0 (i 2 E, tP 0).
The ﬁrst component X is representing to the Markov chain
with the transition function P(i, j) = Qij(1) and Tn = U1 +
U2 +   + Un is the time of the n-th renewal
with Nt ¼ supfn : Tn 6 tg a counter process of the number
of renewal in [0, t]. We deﬁne the semi-Markov process
Z= {Zt:t 2 R+}, associated with the MRP deﬁned above,
by Zt ¼ XNt (and Xn ¼ ZTn ).
Deﬁne now the transition probability that system occupied
state j 2 E at time tP 0 given that it started at state i at time
t= 0, Pij(t) = P{Zt = j, Z0 = i} ¼ PfXNt ¼ j;X0 ¼ ig.
Now, the transition probabilities verify the following
renewal matrix equation:
PijðtÞ ¼ hiðtÞ1fi¼jg þ
X
k
Z t
0
QikðxÞPkjðt xÞdx; ð2-2Þ
where hi(t) = 1 
P
kQik, tP 0.
Now, we can rewrite the renewal Eq. (2-2) in matrix
convolution form as follows:
PðtÞ ¼ hðtÞ þ P QðtÞ; ð2-2Þ
where P(t) = [Pij(t)] is a square matrix function,
h(t) = diag(hi(t)) is a diagonal matrix function and Q(t) is
the semi-Markov matrix.
Theorem 2.1. If ||.|| is matrix norm and ||Q|| < 1. Then the
solution of renewal matrix equation in (2-2) is given by:
PðtÞ ¼ hðtÞ  ðIQðtÞÞf1g; ð2-3Þ
where I = I(t) = diag(1(t)) diagonal matrix, 1(t) is the step
function.
Proof. By applying the Laplace transforms of renewal matrix
equation in (2-2), we have
£fPðtÞg ¼ £fhðtÞg þ £fPðtÞ QðtÞg: ð2-4Þ
Set Y(s) = £{P(t)}, H(s) = £{h(t)} and CðsÞ ¼ £{Q(t)}, then
the Eq. (2-4) can be written as:
YðsÞ ¼ HðsÞ þ YðsÞCðsÞ: ð2-5ÞHence,
YðsÞ ¼ HðsÞðI CðsÞÞf1g: ð2-6Þ
By taking £1 of both sides in Eq. (2-6) gives the result in (2-3)
and the proof of Theorem 2.1 is completed. h
Note that the matrix (I  Q(t)){1} can be obtained by two
ways, either by truncated series development or by explicit
inversion within the above described convolution algebra. In
the ﬁrst case, we have
ðIQðtÞÞf1g ¼ Iþ
Xn
k¼1
QfkgðtÞ þ RnðtÞ; ð2-7Þ
where Q
fnþ1g
ij ðtÞ ¼
P
k2E
R t
0
QikðuÞ Qfngkj ðt uÞdu, n= 1,2, . . .,
Q{1}(t) = Q(t),
RnðtÞ ¼
X1
k¼nþ1
QfkgðtÞ
¼ Qfnþ1gðtÞ  ðIþQðtÞÞ þQf2g þ   
¼ Qfnþ1gðtÞ  ðIQðtÞÞf1g; ð2-8Þ
where Rn(t) is the total error of P(t).
By using Lemma 1.3, we have for any matrix norm ||.||
kQfngðtÞk ¼ kQfn1gðtÞ:QðtÞk 6 kQfn1gðtÞk:kQðtÞk 6   
6 kQðtÞkn: ð2-9Þ
Thus the total error on P(t) due to the above truncation is also
bounded by (2-9), and if ||Q(t)|| < 1, then kRnðtÞk 6 kQðtÞk
nþ1
1kQðtÞk.
Thus for given maximum error, e say, we have
nþ 1 	 lnfeð1 kQðtÞkÞg
ln kQðtÞk : ð2-10Þ
In the direct inversion method, we shall calculate (I  Q(t)){1}
directly:
ðIQðtÞÞf1g ¼ ðdetðIQðtÞÞÞf1g  adjðIQðtÞÞ: ð2-11Þ
Example 2.2. Alternating renewal process as a Markov
renewal process. Consider an alternating renewal process:
(Xn, Yn), n= 1, 2,   , with distribution functions F and G on
R1 = [0,1). Then the semi Markov matrix is: Q ¼ 0 FG 0
 
,
and consequently,
ðIQðtÞÞf1g ¼ ð1 F  GÞf1g  1 F
G 1
" #
;
I diagðQvÞ ¼ 1 F 0
0 1 G
" #
where v= [1, 1,   , 1]T is the unit vector with appropriate
dimension. The renewal function L for tP 0 is given by:
LðtÞ ¼ 1ðtÞ þHðtÞ þHf2gðtÞ þ    þHfngðtÞ þ   
¼ ð1 F  GÞf1g ðH ¼ F  GÞ:
The transition function is given by:
PðtÞ ¼ L  1 F
G 1
 
 1 F 0
0 1 G
 
¼ L  1 F G  ð1 GÞ
G  ð1 FÞ 1 G
 
;
350 Z.A.A. Al-Zhouror P11(t) = L * (1  F)(t), P12(t) = L * F * (1  G)(t), P21-
(t) = L * G * (1  F)(t), P22(t) = L * (1  G)(t).
These results represent the availability formula depending
on the initial conditions in the standard alternating renewal
process.
3. Some matrix differential equations
In this section, we present the solutions of some important
matrix differential equations by using the Kronecker and
convolution products of matrices.
The simplest homogeneous linear matrix differential
equation:
X0ðtÞ ¼ AXðtÞ; Xðt0Þ ¼ C; ð3-1Þ
where A 2Mn and C 2Mn,m are given scalar matrices, and
X(t) 2Mn,m is the unknown matrix to be solved. In fact, the
general solution of (3-1) is given by [1–4]:
XcðtÞ ¼ eAðtt0ÞC: ð3-2Þ
Now we show that the solutions of the following matrix
differential equations can be written in convolution forms as
in next results.
Theorem 3.1. The general solution of the following non-
homogeneous matrix differential equation:
X0ðtÞ ¼ AXðtÞ þUðtÞ; Xðt0Þ ¼ C; ð3-3Þ
is given by:
XðtÞ ¼ eAðttoÞCþ
Z t
t0
eAðtsÞUðsÞds
¼ eAðtt0ÞCþ eAt UðtÞ; ð3-4Þ
where A 2Mn and C 2Mn,m are given scalar matrices,
U(t) 2Mn,m is a given matrix function and X(t) 2Mn,m is
the unknown matrices to be solved.
Proof. Suppose that Xp(t) = e
AtG(t) is the particular solution
of the Eq. (3-3). Then the derivative of Xp(t) is given by:
X0pðtÞ ¼ eAtG0ðtÞ þ AeAtGðtÞ: ð3-5Þ
Substituting (3-5) in (3-3), we obtain
eAtG0ðtÞ þ AeAtGðtÞ ¼ AeAtGðtÞ þUðtÞ: ð3-6Þ
Thus,
G0ðtÞ ¼ eAtUðtÞ: ð3-7Þ
Integrating both sides of (3-7) between t0 and t gives:
GðtÞ ¼
Z t
t0
eAsUðsÞ:ds ð3-8Þ
Hence, by assumption, we conclude that the particular solu-
tion of Eq. (3-3) is
XpðtÞ ¼ eAtGðtÞ ¼ eAt
Z t
t0
eAsUðsÞ:ds
¼
Z t
t0
eAððtsÞUðsÞds ¼ eAt UðtÞ: ð3-9ÞHence, from (3-2) and (3-9) we get the solution as in (3-4). h
Theorem 3.2. Consider the following matrix differential
equation:
X0ðtÞ ¼ AXðtÞ þ XðtÞBþUðtÞ; Xðt0Þ ¼ C; ð3-10Þ
where A 2Mn, B 2Mm and C 2Mn,m are given scalar matrices,
U(t) 2Mn,m is a given matrix function and X(t) 2Mn,m is
unknown matrix to be solved. Then the general solution of
(3-10) is given by:
XðtÞ ¼ eAtCeBt þ ðeAtUðtÞÞ  eBt: ð3-11Þ
Proof. If we use the Vec(.) notation of (3-10), then by using
(1-21), we get the following equivalent equation:
VecðX0ðtÞÞ ¼ ðIm  Aþ BT  InÞVecXðtÞ þ VecUðtÞ
¼ ðBT  AÞVecXðtÞ þ VecUðtÞ: ð3-12Þ
Note that the Eq. (3-12) can be rewritten as follows:
x0ðtÞ ¼ HxðtÞ þ uðtÞ; xð0Þ ¼ c; ð3-13Þ
where x0(t) = VecX0(t), H= BT ¯ A, x(t) = VecX(t), c=
VecC and u(t) = VecU(t).
Now by Theorem 3.1, we haveVecXðtÞ ¼ xðtÞ ¼ eHtcþ eHt  uðtÞ ¼ eðBTAÞtcþ eðBTAÞt  uðtÞ
¼ ðeBTt  eAtÞVecCþ ðeBTt  eAtÞ  VecUðtÞ
¼ VecðeAtCeBtÞ þ VecððeAtUðtÞÞ  eBtÞ
¼ VecðeAtCeBt þ eAt UðtÞ  eBðtÞÞ
Hence, XðtÞ ¼ eAtCeB þ ðeAtUðtÞÞ  eBt: h
Theorem 3.3. Let A 2Mn be a given scalar positive semi deﬁnite
matrix, C 2Mn,m and D 2Mn,m be given scalar matrices,
U(t) 2Mn,m be a given matrix function, and X(t) 2Mn,m be
the unknown matrix to be solved. Then(i) The general solution of the following matrix convolu-
tion differential equation:X0ðtÞ ¼ A  XðtÞ þUðtÞ; Xð0Þ ¼ C ð3-14Þ
is given by:XðtÞ ¼ coshðBtÞ UðtÞ þ ðcoshBtÞC: ð3-15Þ
(ii) The general vector solution of the following matrix
convolution differential equation:X0ðtÞ ¼ A  XðtÞ  BþUðtÞ; Xð0Þ ¼ C ð3-16Þ
is given by:VecXðtÞ ¼ ðcoshððBTÞ1=2  A1=2ÞtÞ  VecUðtÞ
þ ðcoshððBTÞ1=2  A1=2ÞtÞVecC: ð3-17Þ
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transforms.
(ii) By using the Vec(.)-notation of (3-16), then by using
(1-21), we get the following equivalent equation:
VecðX0ðtÞÞ ¼ Vec½A  XðtÞ  BþUðtÞ
¼ ðBT  AÞ  VecXðtÞ þ VecUðtÞ: ð3-18Þ
Note that the Eq. (3-18) can be rewritten as follows:
x0ðtÞ ¼ H  xðtÞ þ uðtÞ; xð0Þ ¼ c; ð3-19Þ
where x0(t) = VecX0(t), H= BT  A, x(t) = VecX(t),
u(t) = VecU(t) and c= Vec(C).
Now by part (i) of Theorem 3.3, then the solution of (3-19)
is given by:
xðtÞ ¼ ðcoshH1=2tÞ  uðtÞ þ ðcoshH1=2tÞc: ð3-20Þ
Now the Eq. (3-20) gives the vector solution as in (3-17). h
Corollary 3.4. Let A, B, C 2Mn be given scalar positive deﬁnite
matrices, U(t) 2Mn be a given matrix function, and X(t) 2Mn
be the unknown matrix function to be solved. Then(i) The general solution of the following matrix convolu-
tion differential equation:X0ðtÞ ¼ I  XðtÞ  B; Xð0Þ ¼ C ð3-21Þ
is given by:XðtÞ ¼ Cðcosh ðB1=2ÞTtÞT: ð3-22Þ
(ii) The general solution of the following matrix convolu-
tion differential equation:X0ðtÞ ¼ A  XðtÞ  I; Xð0Þ ¼ C ð3-23Þ
is given by:XðtÞ ¼ ðcoshA1=2tÞC: ð3-24Þ
Proof. (i) Set A= I and U(t) = 0 in (3-16) and (3-17), we have
VecXðtÞ ¼ ðcoshððBTÞ1=2  IÞtÞVecC
¼ fðcosh ðBTÞ1=2tÞ  IgVecC
¼ VecfICðcosh ðBTÞ1=2tÞTg:
Hence, X(t) = C( cosh (B1/2)Tt)T.
(ii) Set B= I and U(t) = 0 in (3-16) and (3-17), we have
VecXðtÞ ¼ ðcoshðI AÞtÞVecC¼ ðI coshA1=2tÞVecC¼ VecfðcoshA1=2tÞCIg
Hence, X(t) = ( cosh A1/2t)C. h4. Some matrix equations
The general linear matrix equation is given by:Xp
i¼1
AiXBi ¼ C; ð4-1Þ
If we use theVec-notation of (4-1), then by using (1-21) we have
the following equivalent equation:
Xp
i¼1
ðBTi  AiÞVecX ¼ VecC: ð4-2Þ
Note that the unique solution of (4-2) is obtained if and only ifPp
i¼1ðBTi  AiÞ is invertible, but if
Pp
i¼1ðBTi  AiÞ is not-invert-
ible, then we consider the rank of the following augmented
matrix:
Xn
i¼1
ðBTi  AiÞ : VecC
" #
: ð4-3Þ
Now, if rank½Pni¼1ðBTi  AiÞ : VecC ¼ rank½Ppi¼1ðBTi  AiÞ;
then the matrix equation as in (4-2) has a solution; otherwise
there is no solution.
Deﬁnition 4.1. If A 2Mm,n and B 2Mp,q (mP n, pP q), then
the least-square problem of the Kronecker equation:
(A  B)x = c is deﬁned as the following form:
min
x
kc ðA BÞk22 
 min
X
kC BXATk22; ð4-4Þ
where x= VecX 2Mnq,1, c= VecC 2Mmp,1 and kAk2 ¼ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃPn;m
i;j¼1jaijj2
q
¼ ftrðATAg1=2.
Note that the relationship between X 2Mq,n and x 2Mnq,1
in Deﬁnition 4.1 is given by:
X ¼ ½xð1Þ; xð2Þ; . . . ; xðnÞ ¼
x1 xqþ1    xðn1Þqþ1
: : :
: : :
xq x2q    xnq
2
6664
3
7775
qn
:
ð4-5Þ
Also the relationship between C 2Mp,m and c 2Mmp,1 in
Deﬁnition 4.1 is given by:
C ¼ ½cð1Þ; cð2Þ; . . . ; cðmÞ ¼
x1 xpþ1    xðm1Þpþ1
: : :
: : :
xp x2p    xmp
2
66664
3
77775
pm
:
ð4-6Þ
Theorem 4.2. Let A 2Mm,n (mP n) with rank(A) = n and
B 2Mp,q (pP q) with rank(B) = q. Then the solution of the
least-square problem as in (4-4) is given by:
X ¼ BþCðAþÞT; ð4-7Þ
where A+ = (ATA)1AT and B+ = (BTB)1BT.
Proof. Since rank(A) = n and rank(B) = q, then
rank(A  B) = nq and the normal equation which is related
to the least-square problem is given by:
ðA BÞTðA BÞx ¼ ðA BÞTc: ð4-8Þ
The unique solution of the normal equation as in (4-8) is
x= (A  B)+c or equivalently:
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Since X and {B+C(A+)T} are the same order, then
X= B+C(A+)T. h
Now we study some important special cases of (4-1) which
are:
Case 1. The Sylvester matrix equation:
AXþ XB ¼ C; ð4-10Þ
where A 2Mn, B 2Mm and C 2Mn,m are given matrices.
Now, if we use the Vec-notation of (4-10), then by using
(1-21) we have the following equivalent equation:
ðBT  AÞVecX ¼ VecC: ð4-11Þ
Note that this system has a unique solution if and only if
(BT ¯ A) is invertible, that is if and only if none of the eigen-
values of (BT ¯ A) is zero. Now, If rðAÞ ¼
fki : i ¼ 1; 2; . . . ; ng and r(B) = {lj:j= 1, 2, . . ., m}, then
rðBT  AÞ ¼ fki þ lj : i ¼ 1; 2; . . . ; n; j ¼ 1; 2; . . . ;mg. So that
the Sylvester matrix equation as in (4-10) has a unique solution
if and only if A and (B) have no common eigenvalue if and
only if r(A) \ r(B) = /. If on the other hand A and (B)
have an eigenvalue in common, then the existence of the
solution depends on the rank of the augmented matrix
[BT ¯ A:VecC]. Note that if rank[BT ¯ A:VecC] = rank
(BT ¯ A), then the solutions exist, otherwise they do not.
Example 4.3. Consider matrices: A ¼ 1 1
0 2
 
,
B ¼ 3 4
1 0
 
and C ¼ 1 32 2
 
. Then r(A) \ r(B) = /
and the Sylvester matrix equation as in (4-10) has a unique
solution which is X ¼ 0 2
1 1
 
.
Example 4.4. Consider matrices: A ¼ 1 1
0 2
 
,
B ¼ 3 4
0 1
 
and C ¼ 0 5
2 9
 
. Then r(A) \ r(B) „ /,
rank[BT ¯ A:VecC] = rank(BT ¯ A) = 3. Thus the Sylvester
matrix equation as in (4-10) has at least one solution which is:
X1 ¼
1 1
2 1
 
;X2 ¼
1 0
2 1
 
;
and any solution can be written a linear combination of X1
and X2.
Theorem 4.5. Let A 2Mn, B 2Mm and C 2Mn,m, and let the
all eigenvalues of A and (B) be negatives. Then the unique
solution of the Sylvester matrix equation as in (4-10) is given by:
X ¼ 
Z 1
0
eAtCeBtdt: ð4-12ÞProof. The proof of this Theorem can be found in [14] and we
give the proof for the sake of convenience. Since
r(A) \ r(B) = /, then the Sylvester matrix equation as in
(4-10) has a unique solution. Now by letting U(t) = 0 in (3-10)
in Theorem 3.2 and integrating both sides of (3-10), we have:
Xð1Þ  Xð0Þ ¼ A
Z 1
0
XðtÞdt
 
þ
Z 1
0
XðtÞdt
 
B: ð4-13ÞSince the all eigenvalues of A and (B) are negatives, then we
have
Xð1Þ ¼ lim
t!1
eAtCeBt ¼ 0 and Xð0Þ ¼ C: ð4-14Þ
Now,
C ¼ ½AXþ XB
¼ A
Z 1
0
XðtÞdt
 
þ
Z 1
0
XðtÞdt
 
B: ð4-15Þ
Thus by comparing between both sides of Eq. (4-15), we get
the result as in (4-12). h
If we set B= A and C= 0 in the Sylvester equation as in
(4-10), then the matrix equation: AX= XA has an inﬁnity
solutions and these solutions are the all matrices which
commute with A. For example, X= Ak:k= 1, 2, . . . are
solutions of AX= XA.
Case 2. The matrix equation:
AX XA ¼ aX; ð4-16Þ
where A 2Mn and B 2Mm. This equation has a non-trivial
solution if and only if a is an eigenvalue of (AT ¯ A). Since
rðAT  AÞ ¼ fki  kj : ki 2 rðAÞg. Hence (4-16) has a non-
trivial solution if and only if a ¼ ki  kj for some i, j.
Case 3. The matrix equation:
AXB ¼ C; ð4-17Þ
where A 2Mm,n, B 2Mp,q and C 2Mm,q are given matrices. If
we use the Vec(.)-notation of (4-17) and by using (1-21), then
we obtain the following equivalent equation:
Hx ¼ c; ð4-18Þ
where H= (BT  A) 2Mmq,np, x= VecX 2Mnp,1, and
c= VecC 2Mmq,1. In particular, if A 2Mn, B 2Mm and
C 2Mn,m, then the system Hx= c has a unique solution if
and only if (BT  A) is invertible if and only if A and B are
invertible. Otherwise we consider a rank argument.
Theorem 4.6. The matrix equation as in (4-17) has a solution if
and only if rank(A) = m and rank(B) = q, and the general
solution of (4-17) is given by:
X ¼ AþCBþ þQ AþAQBBþ; ð4-19Þ
for any arbitrary matrix Q 2Mn,p.
Proof. By using the fact [8] that is if there exists a solution
of Hx= c, then the general solution is given by x=
H+c+ (I  H+H)q, for any arbitrary vector q=
VecQ 2Mnp,1. Now,
VecX¼ðBTAÞþVecCþ½IðBTAÞþðBTAÞVecQ
¼ ðBþÞTAþ
n o
VecCþ I½ðBþÞTAþ½BTA
n o
VecQ
¼ VecðAþCBþÞ þ VecQ VecðAþAQBBþÞ
¼ VecðAþCBþ þQ AþAQBBþÞ:
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matrix Q 2Mn,p. h
Corollary 4.7. If the matrix equation as in (4-17) has a solution,
then the solution is unique (X = A+CB+) if and only if
rank(A) = n and rank(B) = p.
Corollary 4.8. If A, X, B, C 2Mn, rðAÞ ¼ fki : i ¼ 1; 2; . . . ; ng
and r(B) = {lj: j = 1, 2, . . ., m}. Then matrix equation as in
(4-17) has a unique solution (X = A1CB1) if and only if
ki–0 and lj „ 0:i, j = 1, 2, . . ., n.
Theorem 4.9. If rank(A) = n, mP n and rank(B) = p, qP p
in matrix equation as in (4-17). Then the solution of (4-17) is
given by:
X ¼ AþCBþ: ð4-20ÞProof. The least-square problem of (BT  A)x= c: x= VecX
and c= VecC is given by:
min
x
kc ðBT  AÞk22 
 min
X
kC AXBk22: ð4-21Þ
By applying Theorem 4.2, then we get the solution as in
(4-20). h
Example 4.10. Consider matrices:
A ¼
1 1
0 2
3 3
2
64
3
75;B ¼ 1 1 1
0 1 0
 
;C ¼
0 0 0
0 1 0
0 0 0
2
64
3
75:
Since rank(A) = 2 = rank(B), then we have
Aþ ¼ ðATAÞ1AT ¼ 0:5 0 0:50:5 1 0:5
 
Bþ ¼ ðBTBÞ1BT ¼
0:5 0:5
0 1
0:5 0:5
2
64
3
75:
Then the solution of the matrix equation: AXB= C is
given by:
X ¼ AþCBþ ¼ 0:5 0 0:50:5 1 0:5
  0 0 0
0 1 0
0 0 0
2
64
3
75
0:5 0:5
0 1
0:5 0:5
2
64
3
75
¼ 0 0:5
0 0:5
 
;
and the residual vector is r ¼ ðBT  AÞx c ¼
0 0 0 0 0 0 0 0 0½ T:
5. Conclusion
The solutions of non-homogeneous matrix differential equa-
tions, convolution matrix differential equations and matrix
equations which include the renewal matrix equation are pre-
sented by using convolution and Kronecker products of matri-
ces. Some important and interesting special cases of these
equations are also considered with some illustrated examples.How to extend these methods to ﬁnd the vector solutions of
more general system of non-homogeneous linear matrix and
matrix (fractional) differential equations require further
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