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Abstract
In our previous paper [J.Y. Shi, Formula for the reflection length of elements in the group G(m,p,n),
J. Algebra 316 (1) (2007) 284–296], we get a closed formula for the reflection length functions on the
reflection group G(m,p,n) with p ∈ [n] and p | m. In the present paper, we introduce a partial ordering,
called reflection ordering, on the elements of G(m,p,n). By applying this formula, we give an explicit
description for the reflection ordering on the groups Sn and G(m,1, n), m > 1.
© 2008 Elsevier Inc. All rights reserved.
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0. Introduction
0.1. Let P (respectively, N, Z) denote the set of positive integers (respectively, non-negative inte-
gers, integers). For any k < n in N, let [k,n] := {k, k+1, . . . , n} and [n] := [1, n]. Fix m,p,n ∈ P
with p | m (reading “p divides m”), let G(m,p,n) be the imprimitive complex reflection group
consisting of all n × n monomial matrices w such that all the non-zero entries, say θ1, . . . , θn,
of w are mth roots of unity with (
∏n
i=1 θi)m/p = 1. Any w ∈ G(m,p,n) can be expressed in the
form w = [a1, . . . , an | σ ] with σ ∈ Sn, where Sn is the symmetric group on the set [n], and the
entry in the (k, (k)σ )-position of w is exp( 2πak
√−1
m
) for k ∈ [n]. By the condition on w, we have
p |∑nk=1 ak .
We assume p | m throughout the paper whenever G(m,p,n) is mentioned.
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finite order, whose fixed point subspace has codimension 1 in V . Sometimes a reflection defined
here is called a pseudo-reflection in the literature to distinguish it from the concept of a reflection
in a euclidean space. A group G generated by reflections is called a reflection group. The group
G(m,p,n) is a reflection group under its natural action on the space V = Cn.
0.3. Let T be the set of all reflections in a reflection group G. Any w ∈ G can be expressed
in the form w = s1s2 · · · sr with si ∈ T . In [3], we defined the reflection length lT (w) of w to
be the smallest possible number r of factors among all such expressions, and also gave some
closed formulae for lT (w) when G = G(m,p,n) (see Theorem 1.8 in the case of p = 1). For
any w ∈ G, let V w := {v ∈ V | (v)w = v}. Then the inequality lT (w) codimV V w is known to
hold in general.
0.4. For any y,w ∈ G(m,p,n), we say that w covers y (or y is covered by w), written y mp w,
if yw−1 is a reflection in G(m,p,n) with lT (w) = lT (y) + 1. Let mp be the partial ordering,
called reflection ordering, on G(m,p,n), which is the transitive closure of the covering relations.
The aim of the present paper is to describe the reflection ordering on G(m,1, n). An ex-
plicit description will be given in terms of circle non-intersecting partitions of an integer set
(see 2.4) for the reflection ordering on the groups Sn ∼= G(1,1, n) and G(m,1, n), m > 1. Let
G ∈ {Sn,G(m,1, n)}. For any w ∈ G, set B(w) := {y ∈ G | y  w}, where  is the reflection
ordering 11 or m1 according to G being Sn or G(m,1, n). Then the relation y ∈ B(w) implies
V w ⊆ V y but not the converse (see Proposition 3.3). We enumerate the set B(w) and describe
all the elements of B(w) explicitly (see Theorems 2.5, 3.9 and Section 3.18). We also provide a
process for finding all the elements of B(w) for any w ∈ G(m,1, n) in 3.19.
0.5. It can be expected that the reflection ordering would play an important role in the theory
of the groups G(m,p,n), just as the Bruhat–Chevalley ordering in the theory of Coxeter groups
(see [2, Subsection 5.9]).
0.6. The contents of the paper are organized as follows. Section 1 contains preliminaries: some
concepts and results are collected for later use. Then we give an explicit description of the reflec-
tion orderings for Sn in Section 2, and for G(m,1, n), m > 1, in Section 3.
1. Preliminaries
We collect some concepts and results in this section for later use.
1.1. An element w = [a1, . . . , an | σ ] of G(m,p,n) is a reflection if and only if one of the
following conditions holds:
(1) σ = (i, j) is a transposition of i and j for some i < j in [n], aj ≡ −ai (mod m), and
ak ≡ 0 (mod m) for k = i, j . Denote w by t (i, j ;ai) or t (j, i;−ai), and call it a reflection
of type I.
(2) w = 1 is diagonal with n − 1 diagonal entries being 1 (such kind of reflections exist only
when p < m). Denote w by s(k;ak) and call it a reflection of type II if ak ≡ (mod m).
4648 J.-y. Shi / Journal of Algebra 319 (2008) 4646–4661Lemma 1.2. Let w = [a1, . . . , an | (i1, i2, . . . , ir )σ ] ∈ G(m,p,n) and s = t (i1, ij ;a) for some
r ∈ [n] and j ∈ [2, r] and ai, a ∈ Z and a permutation σ of [n] − {i1, . . . , ir }. Then




ai − a if i = ij−1,
ai + a if i = ir ,
ai otherwise,
and the notation (h1, h2, . . . , hk) stands for the cyclic permutation on [n]: hj 	→ hj+1 for j ∈
[k − 1] and hk 	→ h1 and h′ 	→ h′ for h′ ∈ [n] − {hj | j ∈ [k]}.
Proof. This can be shown by a direct calculation. 
Lemma 1.3. Let w′ = [a′1, . . . , a′n | σ ′τ ] ∈ G(m,p,n) be with σ ′ the cyclic permutation
(i1, i2, . . . , ir ) and τ a permutation on the set {ir+1, ir+2, . . . , in} for some r ∈ [n], where
i1, i2, . . . , in is a permutation of 1,2, . . . , n. Given r1 < r2 < · · · < rk = r in [n] and b1, b2, . . . ,
bk−1 in [m], let w = w′ · t (i1, ir1+1;b1)t (ir1+1, ir2+1;b2) · · · t (irk−2+1, irk−1+1;bk−1). Then w =





a′p, if p /∈ {ir1, . . . , irk },
a′p − bj , if p = irj for some j ∈ [k − 1],
a′p +
∑
j∈[k−1] bj , if p = irk .
(1.3.1)
Proof. This follows by repeatedly applying Lemma 1.2. 
Lemma 1.4. Let σ,σ ′, τ ∈ Sn be as in Lemma 1.3.
(1) Suppose that w′ ∈ G(m,p,n) in Lemma 1.3 is given. Then for any I ⊂ [k] with |I | = k − 1
and for any I -tuple (cj )j∈I over [m], there exists a unique sequence b1, b2, . . . , bk−1 in [m]
such that the element w = w′ · t (i1, ir1+1;b1)t (ir1+1, ir2+1;b2) · · · t (irk−2+1, irk−1+1;bk−1) =
[a1, . . . , an | στ ] satisfies that airj = cj for any j ∈ I .
(2) Suppose that the element w ∈ G(m,p,n) in Lemma 1.3 is given. Then for any I ⊂ [k]
with |I | = k − 1 and for any I -tuple (cj )j∈I over [m], there exists a unique sequence
b1, b2, . . . , bk−1 in [m] such that w′ = w · t (i1, ir1+1;b1)t (i1, ir2+1;b2) · · · t (i1, irk−1+1;
bk−1) = [a′1, . . . , a′n | σ ′τ ] satisfies a′irj = cj for any j ∈ I .
Proof. By Lemma 1.3, the proof is an easy exercise in linear algebra, and is left to the read-
ers. 
1.5. By a partition E = {E1, . . . ,El} (respectively, E = E1, . . . ,El) of a set (respectively,
a multi-set) X, we mean that X =⋃i∈[l] Ei is a disjoint union of non-empty subsets (respectively,
sub-multi-sets) E1, . . . ,El . We call Ei a block of E.
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p | ∑i∈Pj ai for any j ∈ [t], and each Pj is σ -stable (i.e., Pj is a union of some σ -orbits).
Define wk = [ak1, . . . , akn | σk] ∈ G(m,p,n), k ∈ [t], by setting
akj =
{
aj , if j ∈ Pk ,
0, otherwise, (h)σk =
{
(h)σ, if h ∈ Pk ,
h, otherwise.
Then wjwk = wkwj for any h, k ∈ [t] and w = w1w2 · · ·wt . For any k ∈ [t], let nk = |Pk|. Then
there exists a unique bijective map φk :Pk → [nk] such that i < j in Pk implies φk(i) < φk(j).
φk determines a unique injective group homomorphism ψk :G(m,p,nk) → G(m,p,n) such that




bφk(j), if j ∈ Pk ,
0, otherwise, (h)τ =
{
φ−1k ((φk(h))τk), if h ∈ Pk ,
h, otherwise.
We see that ψk sends reflections of G(m,p,nk) to reflections of G(m,p,n).
1.6. From now on, we concentrate our attention on the group G(m,1, n). For any w = [a1,
. . . , an | σ ] ∈ G(m,1, n), write σ as a product of disjoint cyclic permutations:
σ = σ1σ2 · · ·σr, (1.6.1)
where σk = (ik1, ik2, . . . , ikmk ) for k ∈ [r] with
∑
j∈[r] mj = n. Set r(w) = r and |σk| = mk . Let
Ij = {ij1, ij2, . . . , ijmj } for j ∈ [r]. Then I (w) = {I1, . . . , Ir} is a partition of [n] determined
by w. Let cj =∑k∈Ij ak and let C(w) = c1, c2, . . . , cr.
Let t0(w) = #{j ∈ [r] | cj ≡ 0 (mod m)}. Then t0(w) = dimV w (see 0.3).
Corollary 1.7. In the setup of 1.6 with w = [a1, . . . , an | σ ] ∈ G(m,1, n), let s = t (i, j ;a) and
s′ = s(i;a) for some i, j ∈ Ik and k ∈ [r]. Then C(ws) = c1, . . . , ck−1, ck+1, . . . , cr , c, d and
C(ws′) = c1, . . . , ck−1, ck + a, ck+1, . . . , cr for some c, d ∈ Z with c + d = ck .
Proof. This follows by Lemma 1.2. 
The following result is concerned with the formula for the reflection length of an element
in G(m,1, n).
Theorem 1.8. (See [3, Theorem 2.1].) lT (w) = n − t0(w) for any w ∈ G(m,1, n).
2. The reflection ordering on Sn
In the present section, we give an explicit description for the reflection ordering on the sym-
metric group Sn (∼= G(1,1, n)).
2.1. Each element σ of Sn can be written in the form σ = σ1σ2 · · ·σr , where σ1, . . . , σr are
pairwise disjoint cyclic permutations with the sum of their lengths equal to n (unique up to
the order of the factors). We call such an expression a standard decomposition of σ into cyclic
permutations (or an s.d.c.p. of σ in short).
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and τ = τ1τ2 · · · τt such that
(i) t = r + 1;
(ii) σi = τi for i ∈ [r − 1];
(iii) σ−1r τrτr+1 is a transposition (h, k) for some h = k in [n], or equivalently, there ex-
ist some expressions τr = (α1, α2, . . . , αi) and τr+1 = (β1, β2, . . . , βj ) such that σr =
(α1, α2, . . . , αi, β1, β2, . . . , βj ).
Proof. Note that r(w) = t0(w) for any w ∈ Sn. So τ 11 σ if and only if σ = τ · t (i, j ;0)
for some i = j in [n] with r(σ ) = r(τ ) − 1 by Theorem 1.8. Hence the result follows by
Lemma 1.2. 
The above criterion for the relation 11 in Sn implies the one for 11 as follows.
Lemma 2.3. For any σ, τ ∈ Sn, we have τ 11 σ if and only if there exist some s.d.c.p. σ =
σ1σ2 · · ·σr and τ = τ1τ2 · · · τt and 0 = l0 < l1 < · · · < lr = t in [t] such that τli−1+1τli−1+2 · · ·
τli 11 σi for i ∈ [r].
2.4. Fix k ∈ [n] and a sequence of k distinct numbers ξk: i1, i2, . . . , ik in [n]. Put the k nodes
i1, i2, . . . , ik on a circle clockwise and call the circle a k-circle. Partition the k nodes into h
blocks X1, . . . ,Xh with Xj = ∅, j ∈ [h], such that for any i = j in [h], the convex hulls Xj ,
j ∈ [h], of the blocks Xj on the k-circle are pairwise disjoint (combinatorially, this amounts to
saying that there do not exist ia, ic ∈ Xi and ib, id ∈ Xj satisfying a < b < c < d). The partition
X = {X1, . . . ,Xh} is called a circle non-intersecting partition of ξk . Let P(ξk) be the set of all
circle non-intersecting partitions of ξk . Define a covering relation X  Y in P(ξk), where X is
obtained from Y by splitting one block into two. Let  be the partial ordering in the set P(ξk)
which is the transitive closure of the covering relation . In particular, the partition consisting of a
single block (i.e., Xξk := {{i1, i2, . . . , ik}}) is the unique maximal element in the poset (P (ξk),).
To any X = {X1, . . . ,Xh} ∈ P(ξk), we associate an element τ(X) in Sn as follows. Reading
the nodes clockwise along the boundary of Xj , we get a cyclic permutation τj . Then set τ(X) =
τ1τ2 · · · τh. This defines a map τ :P(ξk) → Sn, which is injective.
For example, let n 11. For ξ11: 1,2, . . . ,11, we take a partition X of ξ11 as in Fig. 1. Then
the corresponding element τ(X) ∈ Sn is (1,2,9,10)(4,5,8)(6,7)(3)(11).
Theorem 2.5. Let σ = (i1, i2, . . . , ik) ∈ Sn be a cyclic permutation and let ξk: i1, i2, . . . , ik . Let
Im τ be the image of the map τ :P(ξk) → Sn defined above. Then
(1) Im τ = B(σ) (see 0.4). The map τ : (P (ξk)) → (B(σ ),11) is a poset isomorphism.
(2) lT (τ (X)) = k − c(X) for X ∈ P(ξk), where c(X) is the number of blocks in X.
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Proof. Clearly, the map τ is order-preserving: Y  X in P(ξk) implies τ(Y ) 11 τ(X) in Sn by
Theorem 1.8. Hence Y  X in P(ξk) implies τ(Y )11 τ(X) in Sn by the transitivity of partial
orderings.
Conversely, let λ,μ ∈ Sn be with λ ∈ Im τ (say λ = τ(X) for some X ∈ P(ξk)) and
μ 11 λ. Then by Lemma 2.2, we see that μ can be obtained from λ by replacing a factor
of the form (α1, . . . , αi, β1, . . . , βj ) by (α1, . . . , αi)(β1, . . . , βj ). Hence X contains the block
Xh = {α1, . . . , αi, β1, . . . , βj }. Let Y be obtained from X by splitting Xh into two blocks
Yh1 = {α1, . . . , αi} and Yh2 = {β1, . . . , βj }. Then Y ∈ P(ξk), Y  X and τ(Y ) = μ. By the tran-
sitivity of the relation 11, this implies that the set Im τ is closed under the relation 11: The
relations μ11 λ and λ ∈ Im τ imply μ ∈ Im τ . So (1) follows by the fact τ(Xξk ) = σ (see 2.4).
For any σ ∈ Sn, we have r(σ ) = t0(σ ) and hence lT (σ ) = n− r(σ ) (see 1.6) by Theorem 1.8.
So (2) follows by the fact r(τ (X)) = (n − k) + c(X).
By a result stated by Stanley in [4, p. 227, Exercise 19 (qq)], we have P(ξk) = Ck . So (3)
follows by (1). 
Here I would like to thank the referee who pointed out to me a recent paper [1, p. 8] of
Armstrong which contains the same result as that in Theorem 2.5(1).
2.6. There exists a process for finding, for any σ ∈ Sn, all the elements in B(σ). By Lemma 2.3,
we need only to deal with the case where σ = (i1, i2, . . . , ik) is a cyclic permutation. Then by
Theorem 2.5, the process consists of two steps: first find the set P(ξk) and then apply the bijective
map τ : P(ξk) → B(σ) to find the set B(σ).
3. The reflection ordering on G(m,1,n), m > 1
In the present section, we shall describe the reflection ordering on the group G(m,1, n),
m > 1. By Lemmas 3.4 and 3.8, we need only to describe the set B(w) with w ∈ G(m,1, n)
satisfying π(w) = (1,2, . . . , r) for some r ∈ [n], where π :G(m,1, n) → Sn is the natural map
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further provide a process for finding all elements of B(w) in 3.19.
3.1. Keep the notation in 1.6 for w = [a1, . . . , an | σ ] ∈ G(m,1, n), in particular, let (1.6.1) be




aj , if j ∈ Ik,
0, otherwise, σk = (ik1, ik2, . . . , ikmk ).
Then by 1.5, we have wjwk = wkwj for any j, k ∈ [r] and
w = w1w2 · · ·wr. (3.1.1)
Call (3.1.1) a standard decomposition of w into cyclic components (or an s.d.c.c. of w in
short). We say that wi is perfect if
∑n
j=1 aij ≡ 0 (mod m) (i.e., wi ∈ G(m,m,n)) and that
{wi,wj } with i = j is perfect-in-pair, if neither wi nor wj is perfect, and ∑nh=1(aih + ajh) ≡
0 (mod m). We have
t0(w) = #
{
j ∈ [r] ∣∣wj perfect} (see 1.6). (3.1.2)
Let V = Cn be the n-dimensional complex space on which G(m,1, n) acts naturally. Let ei
be the vector in V whose components are all zero except the ith one which is 1. Then e1, . . . , en
form a basis of V . Let Vk be the subspace of V spanned by {ej | j ∈ Ik} for k ∈ [r]. Then each Vk
is w-stable: the action of w on Vk is the same as that of wk .
Recall the notation V w given in 0.3. We have dimV wk  1. The element wk is perfect if and
only if dimV wk = 1. Hence
t0(w) = dimV w. (3.1.3)
3.2. By Theorem 1.8 and Corollary 1.7, we have y m1 w in G(m,1, n) (see 0.4) if and only
if there exist some s.d.c.c. w = w1w2 · · ·wr and y = y1y2 · · ·yt such that one of the following
conditions holds:
(i) t = r+1 and wi = yi for all i ∈ [r−1], and w−1r yryr+1 is a reflection of the form t (h, k;a)
for some h = k in [n] and a ∈ Z, where the number of perfect elements in {yr , yr+1} is greater
than that in {wr}, i.e., either both yr , yr+1 are perfect, or wr is not perfect but one of yr, yr+1 is
perfect.
(ii) t = r and wi = yi for all i ∈ [r −1], and w−1r yr is a reflection of the form s(h;a) for some
h ∈ [n] and a ∈ Z with a ≡ 0 (mod m), where yr is perfect but wr is not.
(iii) t = r −1 and wi = yi for i ∈ [r −2], and y−1r−1wr−1wr is a reflection of the form t (h, k;a)
for some h = k in [n] and a ∈ Z with a ≡ 0 (mod m), where yr−1 is perfect, and {wr−1,wr} is
perfect-in-pair.
Proposition 3.3. In the setup of 3.1, the relation y m1 w in G(m,1, n) implies V w ⊆ V y . But
the converse is not true in general.
Proof. Keep the notation in 3.1 for w = [a1, . . . , an | σ ] ∈ G(m,1, n), in particular, the sub-
spaces Vk’s of V are defined according to w. We see from 3.1–3.2 that the relation y m1 w
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for any k ∈ [r(w)], not all the equalities hold. Hence V w ⊆ V y by (3.1.2)–(3.1.3) and the facts
V =⊕r(w)k=1 Vk and V w =⊕r(w)k=1 V wk . So our first assertion follows since the reflection ordering
m1 is the transitive closure of the relation m1.
A counter-example for the converse is as follows. All the elements w in the set {[a1, . . . , an |
(1,2, . . . , n)] ∈ G(m,1, n) |∑ni=1 ai ≡ 0 (mod m)} satisfy V w = 0 and hence lT (w) = n by 3.1
and Theorem 1.8, which are pairwise incomparable under the reflection ordering m1. 
Lemma 3.4.
(1) We have y m1 w in G(m,1, n) if and only if there exist some s.d.c.c. w = w1w2 · · ·wr and
y = y1y2 · · ·yt such that the following conditions hold:
(a) There are some u ∈ [0, r] with r − u even such that all the {wj ,wj+1} are perfect-
in-pair for u < j < r with j − u odd and that no pair {wh,wk} with h = k in [u] is
perfect-in-pair.
(b) There are some 1 p1 < p2 < · · · < p(r+u)/2 = t such that ypi−1+1ypi−1+2 . . . ypi m1
wi for i ∈ [u] and ypj+1ypj+2 . . . ypj+1 m1 w2j−u+1w2j−u+2 for u  j < (r + u)/2,
where we stipulate p0 = 0.
(2) If y m1 w in G(m,1, n), then r(y) − t0(y) r(w) − t0(w).
Proof. (1) is an easy consequence of 3.2 and Theorem 1.8. For any y m1 w with k = lT (w) −
lT (y), we have t0(y) − t0(w) = k by Theorem 1.8. By the description of the covering relation
on G(m,1, n) in 3.2, we see that r(y) − r(w) k. (2) follows. 
Remark 3.5. Let w ∈ G(m,1, n). By 3.2(iii), we cannot always expect to have the inclusion
π(B(w)) ⊆ B(π(w)). However, π(B(w)) ⊆ B(π(w)) holds if r(w) − t0(w)  1: for, in this
case, by Lemma 3.4(2), no pair y′ m1 w′ in B(w) is in the case of 3.2(iii) with y′,w′ in the
places of y,w, respectively.
Lemma 3.6. Let w = [a1, . . . , an | σ ] ∈ G(m,1, n) be with σ = (1,2, . . . , r) and ai = 0 for
i > r . Then any y ∈ B(w) satisfies the inequalities t0(y)  r(y)  t0(y) + 1. In particular, if
r(w) = t0(w) in addition, then r(y) = t0(y) for any y ∈ B(w).
Proof. The inequality t0(y) r(y) is obvious. Then the inequality r(y) t0(y) + 1 follows by
Lemma 3.4(2) and the fact r(w) − t0(w) 1. 
3.7. Let w ∈ G(m,1, n) be as in Lemma 3.6. Define B0(w) (respectively, B1(w)) to be the set
of all elements y of B(w) with r(y) = t0(y) (respectively, r(y) = t0(y) + 1). Then B(w) is a
disjoint union of B0(w) and B1(w) by Lemma 3.6.
Lemma 3.8. Let w = [a1, . . . , an | σ ] and y = [b1, . . . , bn | τ ] be in G(m,1, n) with σ =
(1,2, . . . , r) and τ = (r + 1, r + 2, . . . , u) for some r < u in [n] such that ai = 0 = bj for any
i > r and any j ∈ [r] ∪ [u + 1, n] and that a :=∑ri=1 ai ≡ −∑uj=r+1 bj ≡ 0 (mod m) (hence{w,y} is perfect-in-pair). Then the set B(wy) can be decomposed into a disjoint union of four
subsets:
B(wy) = (B1(w) · B1(y))∪ (B1(w) · B0(y))∪ (B0(w) · B1(y))∪ B0, (3.8.1)
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and E · F := {e · f | e ∈ E,f ∈ F } for any subsets E,F in G(m,1, n). We have B0 =
{z ∈ B(wy) | r(z) = t0(z)}.
Proof. By the assumption that {w,y} is perfect-in-pair, we have the (not necessarily disjoint)
decomposition
B(wy) = (B(w) · B(y))∪ B0
= (B1(w) · B1(y))∪ (B1(w) · B0(y))∪ (B0(w) · B1(y))∪ (B0(w) · B0(y))∪ B0.
Since any x = wy · t (i, j ; c) with (i, j, c) ∈ [r] × [r + 1, u] × [m] satisfies r(x) = t0(x) and
x ∈ B(wy), so do all elements of B0 by Lemma 3.6. Let B := (B0(w) · B0(y)) ∪ B0. Then the
decomposition
B(wy) = (B1(w) · B1(y))∪ (B1(w) · B0(y))∪ (B0(w) · B1(y))∪ B
is disjoint. Our proof will be completed by showing: B0(w) · B0(y) ⊆ B0. Indeed,







So the inclusion B0(w) · B0(y) ⊆ B0 follows by the fact
ws(h;−a)ys(k;a) = wys(h;−a)s(k;a) = wyt(h, k;0)t (h, k;a)11 wyt(h, k;0) ∈ B0
for any h ∈ [r] and k ∈ [r + 1, u]. 
Hence by Lemmas 3.4 and 3.8, to describe the set B(w) for any w = [a1, . . . , an | σ ] ∈
G(m,1, n), it is enough to deal with the case where σ is a single cyclic permutation.
Denote Bτ (w) := B(w) ∩ π−1(τ ) for any τ ∈ B(σ).
Theorem 3.9. Let w = [a1, . . . , an | σ ] ∈ G(m,1, n) be with σ = (1,2, . . . , r) a cyclic permuta-
tion and aj = 0 for j > r .
(1) If ∑j∈[r] aj ≡ 0 (mod m), then |Bτ (w)| = 1 for any τ ∈ B(σ). Hence |B(w)| = Cr
(see (2.5.1)).
(2) If ∑j∈[r] aj ≡ 0 (mod m), then |B0(w)| = |B1(w)| and |Bτ (w)| = r + 1 for any τ ∈ B(σ).
Hence |B(w)| = (r + 1) · Cr .
Before proving Theorem 3.9, we need some preparation.
In 3.10–3.15, we always assume that w = [a1, . . . , an | σ ] ∈ G(m,1, n) is given as in Theo-
rem 3.9 with a :=∑j∈[r] aj ≡ 0 (mod m) unless otherwise specified.
3.10. Arrange the nodes 1,2, . . . , r on a circle O clockwise (called the circle an r-circle, as
in 2.4). For any τ ∈ B(σ), let O(τ ) be the corresponding partition of [r] (in particular O(σ ) =
{[r]}. We identify O(τ ) with the circle non-intersecting partition of the sequence ξr : 1,2, . . . , r ,
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of O(τ ) (here and later when we talk about nodes in O(τ ), we always mean that they are mod-
ulo r , hence the node r + 1 is 1). For any τ ∈ B(σ) with τ = σ , define a sequence of nodes
ξ : z0, z1, . . . , zt in O(τ ) with some t > 0 as follows.
(i) z0 is a τ -special node of a τ -block, say B0, in O(τ ). Let z1 = z0 + 1, and let z1, z2, . . . , zt1
be all the nodes in the τ -block B1 of O(τ ) containing z1 in the clockwise order along the bound-
ary of the convex hull spanned by these nodes (hence zt1 is a τ -special node of O(τ ) in B1);
(ii) Let zt1+1 = zt1 + 1. The sequence zt1+1, zt1+2, . . . , zt2 are all the nodes in the τ -block B2
of O(τ ) containing zt1+1 in the clockwise order along the boundary of the convex hull spanned
by these nodes;
(iii) If zt2 = z0, set t = t2 − 1, then the process stops;
(iv) If we are not in the case (iii), then let zt2+1 = zt2 + 1 and the same process as in (ii)–(iii)
can be carried on with zt2+1 in the place of zt1+1.
Such a process must stop after a finite number of steps since the nodes in the sequence ξ
arranges on the circle O clockwise and reaches the node z0 after completing one circle.
Call the set of nodes in ξ a τ -circle, and denote it by O(τ ; ξ).
3.11. When τ 11 σ , we see that the partition O(τ ) contains at least one τ -circle and that any
τ -circle is a union of more than one τ -blocks of O(τ ). Set C := O(τ ; ξ). A node z ∈ C is
called C-special, if z = zj for some j ∈ [0, t], and zj , zj+1 are not in the same τ -block of O(τ ),
where we stipulate that zt+1 = z0. In particular, z0 is a C-special node. The τ -circle C is entirely
determined by the starting node z0 of the sequence ξ . Any C-special node is τ -special. But not
all the τ -special nodes in C are C-special. If we use any other C-special node as a starting node
of the process to produce a τ -circle, then we still get C though the sequence ξ may be changed
by a cyclic permutation. However, if we use a non-C τ -special node (i.e., a τ -special node which
is not C-special) instead to start our process, then we get a different τ -circle. In general, any
τ -special node is D-special for some (unique) τ -circle D.
The convex hull D of the nodes in a τ -circle D does not intersect the convex hull B of the
nodes in any τ -block B of O(τ ) not contained in D. So there exists a unique element, say τ ′,
in B(σ) such that the partition O(τ ′) is obtained from O(τ ) by combining all the τ -blocks in D
into a single τ ′-block BD . Thus BD consists of all nodes in D. In this case, we have that τ ≺11 τ ′
and that the set of τ ′-special nodes consists of all non-D τ -special nodes in [r] (see Fig. 2).
More generally, let w = [a1, . . . , an | σ ] ∈ G(m,1, n) be as in Theorem 3.9 with a :=∑
j∈[n] aj ≡ 0 (mod m), and let x ∈ B(w) be with π(x) 11 σ . Denote O(π(x)) simply by O(x)
and call π(x)-special by x-special. Let d1, d2, . . . , du be all the D-special nodes in an x-circle
D, clockwise arranged on the circle with di in the x-block Bi . By Lemma 1.4 and Theorem 1.8,
we have lT (x′) = lT (x)+ u− 1 for x′ = x · t (du + 1, d1 + 1;0)t (du + 1, d2 + 1;0) · · · t (du + 1,
du−1 + 1;0). Take any y′ = [b′1, . . . , b′n | π(x′)] ∈ B(w).
Lemma 3.12. Keep the setup in 3.11.
(1) If ∑j∈D b′j ≡ 0 (mod m), then there exists a unique element y in Bπ(x)(w) with y ≺m1 y′
and lT (y′) = lT (y) + u − 1.
(2) If ∑j∈D b′j ≡ a (mod m), then for any k ∈ [u], there exists a unique element yk =
[b1, . . . , bn | π(x)] in B(w) with yk ≺m1 y′ and lT (y′) = lT (yk) + u − 1 and ∑j∈Bi bj ≡
0 (mod m) for every i ∈ [u] \ {k} and ∑j∈Bk bj ≡ a (mod m).
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Proof. (1) By Lemma 1.4(2), we see that there exists a unique sequence α1, . . . , αu−1 in [m] such
that y = y′ · t (du+1, du−1 +1;αu−1) · · · t (du+1, d2 +1;α2)t (du+1, d1 +1;α1) = [b1, . . . , bn |
π(x)] ≺m1 y′ satisfies ∑j∈Bi bj ≡ 0 (mod m) for every i ∈ [u].(2) By Lemma 1.4(2), we see that for any k ∈ [u], there exists a unique sequence
αk1, . . . , αk,u−1 in [m] such that yk = y′ · t (du + 1, du−1 + 1;αk,u−1) · · · t (du + 1, d2 + 1;
αk2)t (du + 1, d1 + 1;αk1) ≺m1 y′ satisfies ∑j∈Bi bj ≡ 0 (mod m) for every i ∈ [u] \ {k} and∑
j∈Bk bj ≡ a (mod m).
We have lT (y′) = lT (y′′) + u − 1 for y′′ ∈ {y, yk} by Theorem 1.8. 
3.13. For x ∈ B(w), define a graph Γx as follows. Its vertex set V (x) consists of all x-circles
in O(x), and its edge set E(x) consists of all pairs {C1,C2} in V (x) such that C1 and C2 share
a (unique) common x-block of O(x), or equivalently, there exist some Ci -special nodes vi , i =
1,2, such that v1 and v2 belong to the same x-block of O(x).
Let τ ′ ∈ B(σ) be obtained from τ ∈ B(σ) by combining a τ -circle D into a τ ′-block BD as
in 3.11. Then the graph Γτ ′ can be obtained from Γτ by removing the vertex D and all the edges
incident to D and by adding all the edges {C1,C2} if C1 = C2 are two neighboring vertices of D
in Γτ .
Example 3.14. Assume that O(τ ) is as in Fig. 2(a). Then there are 11 τ -blocks D1 =
{1,2,5,13,19,20,22} and D2 = {3,4} and D3 = {6} and D4 = {7,8,11,12} and D5 = {9,10}
and D6 = {14,15,18} and D7 = {16,17} and D8 = {21} and D9 = {23,26,27} and D10 =
{24,25} and D11 = {28}. We have 8 τ -circles C1 = D1 ∪D9 ∪D11 and C2 = D1 ∪D8 and C3 =
D1 ∪D2 and C4 = D1 ∪D3 ∪D4 and C5 = D1 ∪D6 and C6 = D6 ∪D7 and C7 = D4 ∪D5 and
C8 = D9 ∪ D10. We also have 18 τ -special nodes 2,4,5,6,8,10,12,13,15,17,18,20,21,22,
23,25,27,28, where 22,27,28 are C1-special; 20,21 C2-special; 2,4 C3-special; 5,6,12 C4-
special; 13,18 C5-special; 15,17 C6-special; 8,10 C7-special; 23,25 C8-special. Now suppose
x ∈ B(w) and π(x) = τ . Then the graph Γx is as in Fig. 3(a).
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Let x′ ∈ B(w) be with τ ′ = π(x′) such that the partition O(τ ′) is obtained from O(τ ) by
combining all the τ -blocks in C1 (i.e., D1,D9,D11) into a single τ ′-block D′1 (see Fig. 2(b)).
Then the graph Γx′ is as in Fig. 3(b). So C′8 = D′1 ∪ D10 is a τ ′-circle with 23,25 being C′8-
special, while neither of 22,27,28 is τ ′-special.
Lemma 3.15. Let x ∈ B(w).
(1) Two x-circles cannot have more than one block in common.
(2) The graph Γx is connected.
(3) If π(x) = π(w), then the graph Γx contains at least one vertex C such that all the non-C
x-special nodes in C (there must be some) belong to the same x-block of O(x).
(4) For C ∈ V (x), the number of x-circles incident to C in Γx is equal to the number of non-C
x-special nodes in C.
(5) Let n(x) (respectively, b(x); c(x)) be the number of x-special nodes (respectively, of x-
blocks; of x-circles) in O(x). Then n(x) = b(x) + c(x) − 1.
Proof. (1) Suppose that two x-circles C,D have a common x-block B . Then all the x-blocks
of C other than B are located at one connected part of O − B (recall that O is an r-circle and
B is the convex hull of the nodes of O in B , see 3.10), while all the x-blocks of D other than B
are located at one other connected part of O − B (note that O − B have at least two connected
parts). So B is unique as a common x-block of C,D.
(2) Given any block, the vertices corresponding to the circles containing that block are all
connected to each other, and in particular all lie in the same connected component of Γx . So if
Γx is disconnected, say V (x) is a disjoint union of non-empty vertex sets V1(x) and V2(x) with
no edges between them, then there is a partition of the set of x-blocks into two non-empty sets
X1 and X2 such that if B ∈ Xi , then all the circles containing B correspond to vertices in Vi(x),
for i = 1,2. But the circle O is connected, so there must be a node z such that z lies in a block
in X1, and z+ 1 lies in a block in X2. Now there must be a circle containing z and z+ 1 and this
gives a contradiction.
(3) By the assumption that π(x) = π(w), we see that O(x) contains at least one x-circle,
say C0. If O(x) contains only one x-circle, then there is no any non-C0 x-special node in C0
and hence the result is obviously true. Now assume that there is some non-C0 x-special node,
say b1, in C0. Let B1 be the x-block of O(x) containing b1. Then there exists an arc C1 of O(x)
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nodes on C1 but no node in C0 other than b1, c1 lies on C1. There must exist some x-circle, say
C1, which consists of the x-block B1 and some x-blocks lying on the arc C1. Clearly, C0,C1 are
incident in Γx . If all the non-C1 x-special nodes in C1 are in B1, then we are done by taking
C = C1. Otherwise, let b2 be a non-C1 x-special node in C1 which lies in an x-block B2 of O(x)
with B2 = B1. Then there exists an arc C2 of O(x) with b2 and some other node c2 ∈ B2 as its
two terminals such that there exist more than two nodes on C2 but no node in C0 ∪C1 other than
b2, c2 lies on C2. There must exist some x-circle, say C2, which consists of the x-block B2 and
some x-blocks lying on the arc C2. Then C1,C2 are incident in Γx . If all the non-C2 x-special
nodes in C2 lie in B2, then we are done. Otherwise, the same process can be carried on with C2
in the place of C1. By the same argument as that in (1), our process will stop after a finite number
of steps and we can eventually get an x-circle C with all the non-C x-special nodes lying in the
same x-block of O(x).
(4) This is because that any non-C x-special node z in C can produce a non-C x-circle in-
cident to C by the process described in 3.10 with z the starting node and that different non-C
x-special nodes in C produce different non-C x-circles of O(x) by such a process.
(5) It is no harm to work on Sn instead on G(m,1, n). So we may assume w,x ∈ Sn with
x ∈ B(w). Apply induction on b(x)  1. If b(x) = 1, then x = w and c(x) = 0 and n(x) = 0;
if b(x) = 2, then n(x) = 2 and c(x) = 1. The result is true in either case. Now assume that
b(x) = k > 2 and that the result is true in the case of b(x) = k′ for any 1 k′ < k. By (3), there
is an x-circle C such that all the non-C x-special nodes in C belong to the same x-block (say B)
of O(x). Then C contains at least two x-blocks. Let B1 be any x-block in C other than B . Then
B1 belongs to exact one x-circle (i.e., C) ofO(x). Let B2 be an x-block ofO(x) in C neighboring
to B1. Let y ∈ Sn be such that O(y) is obtained from O(x) by combining two x-blocks B1,B2
into a single y-block B . Then n(y) = b(y) + c(y) − 1 by inductive hypothesis. If there exists
exact one node (say a) in B2 with {a ± 1} ∩ B1 = ∅, then the x-circle C is changed to a y-circle
by combining two x-blocks B1, B2 into a single y-block. Hence n(x) = n(y)+1 and c(x) = c(y)
and b(x) = b(y)+1. If there exist two nodes (say a1, a2) in B2 with {ai ±1}∩B1 = ∅ for i = 1,2,
then the x-circle C consists of two x-blocks B1, B2, which are combined into a single y-block
(see O(τ ), O(τ ′) in Example 3.14 for comprehension). So n(x) = n(y)+ 2 and c(x) = c(y)+ 1
and b(x) = b(y)+1. In either case, we get n(x) = b(x)+ c(x)−1 from n(y) = b(y)+ c(y)−1.
The result follows by induction. 
Lemma 3.16. Let σ = (1,2, . . . , p) and τ = (1,2, . . . , p1)(p1 +1,p1 +2, . . . , p2) · · · (pk−1 +1,
pk−1 + 2, . . . , pk) be in Sn with p1 < p2 < · · · < pk = p in [n]. Given w = [a1, . . . , an | σ ] ∈
G(m,1, n), let a :=∑j∈[p] aj and let n(w, τ) := |Bτ (w)|.
(1) Assume a ≡ 0 (mod m). For any h ∈ [p], let wh = w · s(h;−a). Then wh ∈ B(w) and
there exists a unique sequence αh1, αh2, . . . , αh,k−1 in [m] such that yh = wh · t (1,p1 + 1;
αh1)t (1,p2 + 1;αh2) · · · t (1,pk−1 + 1;αh,k−1) is in Bτ (wh). For any h = h′ in [p], we have
yh = yh′ if and only if {h,h′} = {pl,pl + 1} for some l ∈ [k − 1].
(2) n(w, τ) = 1 if a ≡ 0 (mod m) and n(w, τ) = p + 1 if a ≡ 0 (mod m).
Proof. (1) This follows by Theorem 1.8 and Lemma 1.4(2).
(2) If a ≡ 0 (mod m), then we have n(w, τ) = 1 by Theorem 1.8 and Lemma 1.4. Now assume
a ≡ 0 (mod m). Then any x = [b1, . . . , bn | τ ] ∈ Bτ (w) has the form either
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[m] and l ∈ [k] with ∑pij=pi−1+1 bj ≡ 0 (mod m) for all i ∈ [k] \ {l} and ∑plj=pl−1+1 bj ≡
a (mod m), with the convention that p0 = 0. Denote such an element x by xl ; or
(ii) x = w · t (1,p1 + 1;α1)t (1,p2 + 1;α2) · · · t (1,pk−1 + 1;αk−1)s(h;−a) for some h ∈
[p] and α1, . . . , αk−1 ∈ [m] with ∑pij=pi−1+1 bj ≡ 0 (mod m) for all i ∈ [k]. We see that such
elements are just the yh’s, h ∈ [p], in (1).
By Lemma 1.4, we see that there are k elements {xl | l ∈ [k]} in Bτ (w) with the form (i). We
also see by (1) that there are p + 1 − k elements {yh | h ∈ [p] \ {p1, . . . , pk−1}} in Bτ (w) with
the form (ii). So we get n(w, τ) = k + (p + 1 − k) = p + 1. 
Note that for the element τ in Lemma 3.16, the partition O(τ ) on the p-circle (i.e., a circle
with the nodes 1,2, . . . , p on it in clockwise order) contains just a single τ -circle.
3.17. Proof of Theorem 3.9. (1) We have r(y) = t0(y) for any y ∈ B(w) by Lemma 3.6. By 3.2,
induction on lT (w) − lT (y)  0 and Theorem 1.8, this implies that if x m1 y are in B(w),
then there exist s.d.c.c. y = y1y2 · · ·yt and x = x1x2 · · ·xt+1 with some t ∈ N, where yi = xi for
i ∈ [t − 1], and y−1t xt xt+1 is a reflection of the form t (h, k;b) for some h = k in [r] and b ∈ Z.
Hence the canonical map π :G(m,1, n) → Sn induces a map π ′ :B(w) → B(σ), the latter is
bijective by Lemma 1.4. This proves (1) by Theorem 2.5.
(2) For any y ∈ B(w), there is a sequence y0 = y, y1, . . . , yr = w in B(w) with r =
lT (w) − lT (y) such that y−1i yi−1 is a reflection in G(m,1, n) and lT (yi) = lT (yi−1) + 1 for
every i ∈ [r]. This implies that y−1w ∈ B(w) and lT (w) = lT (y)+ lT (y−1w) for any y ∈ B(w).
By Theorem 1.8 and the description of the covering relation on G(m,1, n) in 3.2, we see that
for any w ∈ G(m,1, n) satisfying the assumptions in Theorem 3.9(2) (i.e., π(w) is a cyclic per-
mutation and a :=∑j∈[r] aj ≡ 0 (mod m)), any expression of the form w = s1s2 · · · sr contains
a unique factor which is a reflection of type II (see 1.1), where r = lT (w) and the si ’s are all
reflections. This implies that y ∈ B0(w) (respectively, y ∈ B1(w)) if and only if y−1w ∈ B1(w)
(respectively, y−1w ∈ B0(w)). So y 	→ y−1w is an order-reversing permutation in B(w), which
interchanges the subsets B0(w) and B1(w). So we get the equation |B0(w)| = |B1(w)|.
By Theorem 2.5, it remains to show the equation∣∣Bτ (w)∣∣= r + 1 for any τ ∈ B(σ). (3.17.1)
By Lemma 3.15(3), we know that for any τ ∈ B(σ), there exists a sequence of elements
τ0 = τ, τ1, . . . , τu = σ such that for every i ∈ [u], the partition O(τi) is obtained from O(τi−1)
by combining a τi−1-circle Di into a τi -block, where Di has all its non-Di τi−1-special nodes in
one τi−1-block of O(τi−1).
Let n(τ) be the number of τ -circles in O(τ ). We show Eq. (3.17.1) by applying induction on
n(τ) 0.
When n(τ) = 0, i.e., τ = σ , we have Bσ (w) = {w,w · s(h;−a) | h ∈ [r]}. When n(τ) = 1,
(3.17.1) is just the result in Lemma 3.16. So (3.17.1) is true in the case of n(τ) 1. Now assume
n(τ) > 1. Let τ ′ ∈ B(σ) be such that O(τ ′) is obtained from O(τ ) by combining a τ -circle D
into a τ ′-block. By inductive hypothesis, we have |Bτ ′(w)| = r + 1. Let z = [c1, . . . , cn | τ ′]
be the unique element in the set Bτ ′(w) with
∑
j∈D cj = a. Define the sets Bτ ′,1(w) = {z, z ·
s(h;−a) | h ∈ D} and Bτ ′,2(w) = Bτ ′(w) \Bτ ′,1(w). Let B1, . . . ,Bv be the τ -blocks of O(τ ) in
the τ -circle D which are arranged clockwise along the boundary of convex hull D of D. There
is a unique element, say zi = [ci1, . . . , cin | τ ], i ∈ [v], in the set Bτ (w) with ∑ cij = a byj∈Bi
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and Bτ,2(w) = Bτ (w) \ Bτ,1(w). Let ei be the D-special node of O(τ ) in Bi for i ∈ [v]. Then
by Lemma 1.4, for any y′ ∈ Bτ ′,2(w), there exists a unique sequence d1, . . . , dv−1 in [m] such
that the element y = y′ · t (e1 + 1, e2 + 1;d1)t (e1 + 1, e3 + 1;d2) · · · t (e1 + 1, ev + 1;dv−1) is
in Bτ,2(w). The map y′ 	→ y gives rise to a bijection from Bτ ′,2(w) to Bτ,2(w). On the other
hand, we see by Lemma 3.16 that |Bτ,1(w)| = |Bτ ′,1(w)| = |D|+1. This implies that |Bτ (w)| =
|Bτ ′(w)| = r + 1. So (3.17.1) is proved by induction. 
3.18. In the remaining part of the paper, we shall introduce a process for finding the set B(w)
practically for any w ∈ G(m,1, n).
Let w = [a1, . . . , an | σ ] ∈ G(m,1, n) with σ = (i1, . . . , ir ) a cyclic permutation. Let a :=∑
i∈[n] ai . Fix τ ∈ B(σ). Let S(C) be the set of all C-special nodes for any τ -circle C on an
r-circle with the nodes i1, i2, . . . , ir in clockwise order.
(1) If a ≡ 0 (mod m), then the unique element y = [b1, . . . , bn | τ ] in Bτ (w) is determined by
the following conditions:
(a) bi = ai if i is not τ -special.
(b) ∑i∈S(C) ai ≡∑i∈S(C) bi (mod m) for any τ -circle C.
(c1) ∑i∈B bi ≡ 0 (mod m) for any τ -block B of O(τ ).
(2) Next assume a ≡ 0 (mod m). Then for any τ ∈ B(σ), let Bk,τ (w) := Bk(w) ∩ Bτ (w) for
k = 0,1 (see 3.7). Then by Theorem 3.9 together with its proof, we see that y = [b1, . . . , bn | τ ] ∈
G(m,1, n) is in B1,τ (w) if and only if the conditions (a)–(b) above, together with (c2) below,
hold:
(c2) Let bB := ∑i∈B bi for any τ -block B of O(τ ). Then there exists a unique τ -block,
written B(y), of O(τ ) such that bB ≡ 0 (mod m) if B = B(y), and bB(y) ≡ a (mod m).
On the other hand, z = [b1, . . . , bn | τ ] ∈ G(m,1, n) is in B0,τ (w) if and only if there exists
some k ∈ {i1, . . . , ir} such that [b1, . . . , bk−1, bk + a, bk+1, . . . , bn | τ ] ∈ B1,τ (w).
3.19. By 3.18, we can describe a process for finding all the elements in B(w) for any w =
[a1, . . . , an | σ ] ∈ G(m,1, n). Let a :=∑ni=1 ai . By Lemmas 3.4 and 3.8, we need only to deal
with the case where σ is a cyclic permutation of the form (1,2, . . . , r) for some r ∈ [n]. Keep
the notation in 3.18.
All the τ -circles can be arranged into a sequence C1, . . . ,Ct such that all Cj -special (j > h)
nodes in Ch belong to the same τ -block ofO(τ ) for h ∈ [t] (the existence of such an arrangement
is guaranteed by Lemma 3.15(3)).
If a ≡ 0 (mod m), then the element y = [b1, . . . , bn | τ ] ∈ Bτ (w) can be constructed by the
following process: By condition 3.18(a), we need only to determine all the values bi with i
τ -special. We do it one step for a τ -circle. Start with the τ -circle C1. We may write C1 as a
union of τ -blocks: C1 = B11 ∪ · · · ∪B1,k(C1), where each τ -block B1j , j ∈ [k(C1)− 1], contains
a C1-special element (say hj ) which is also the unique τ -special element in B1j . The values bhj ,
j ∈ [k(C1) − 1], can be determined by condition 3.18(c1). Then bhk(C1) is determined by con-
dition 3.18(b). In general, let q ∈ [2, t]. Suppose that we have determined the values bh for all
the Ci -special elements h with i < q . We want to determine the values bh for all Cq -special
elements h. We may write Cq as a union of τ -blocks: Cq = Bq1 ∪ · · · ∪ Bq,k(Cq) such that each
τ -block Bqj , j ∈ [k(Cq) − 1], contains a Cq -special element (say qj ) which is also the unique
τ -special element in Bqj having not yet been determined. The values bqj , j ∈ [k(Cq) − 1], can
be determined by condition 3.18(c1). Then bq is determined by condition 3.18(b).k(Cq )
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(b), (c2) instead of conditions 3.18(a), (b), (c1) in the way similar to that for the element y in
the previous paragraph. Since there exists a bijection between B1.τ (w) and the set of τ -blocks
in O(τ ), we need to indicate a τ -block B(y) of O(τ ) before carrying the process of constructing
an element y of B1,τ (w).
Then any z ∈ B0,τ (w) can be obtained from some y = [b1, . . . , bn | τ ] ∈ B1,τ (w) by subtract-
ing a from just one entry bj for some j ∈ B(y).
Example 3.20. Let m = 10 and n 11 and σ = (1,2, . . . ,11) ∈ Sn. Then τ = (1,2,9,10)(4,5,
8)(6,7)(3)(11) is in B(σ) (see Fig. 1). There are 5 τ -blocks B1 = {1,2,9,10} and B2 = {4,5,8}
and B3 = {6,7} and B4 = {3} and B5 = {11}. Also, there are 3 τ -circles C1 = B1 ∪ B5 and
C2 = B1 ∪B2 ∪B4 and C3 = B2 ∪B3. We have C1-special nodes 10, 11 and C2-special nodes 2,
3, 8 and C3-special nodes 5, 7. By Process 3.19, we shall find all the elements [b1, . . . , bn | τ ]
of Bτ (w) by determining the entries b11, b10, b2, b3, b8, b5, b7 in turn.
(1) If w = [6,3,8,5,4,2,3,5,7,3,4,0, . . . ,0 | σ ] ∈ G(m,1, n), then Bτ (w) = {[6,0,0,5,9,
2,8,6,7,7,0,0, . . . ,0 | τ ]}.
(2) If w = [6,3,8,5,4,2,3,5,7,3,8,0, . . . ,0 | σ ] ∈ G(m,1, n), then B1,τ (w) consists of 5
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