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ON MONTEL’S THEOREM IN SEVERAL VARIABLES
J. M. ALMIRA∗, KH. F. ABU-HELAIEL
Abstract. Recently, the first author of this paper, used the structure of finite dimensional translation
invariant subspaces of C(R,C) to give a new proof of classical Montel’s theorem, about continuous
solutions of Fre´chet’s functional equation ∆mh f = 0, for real functions (and complex functions) of one
real variable. In this paper we use similar ideas to prove a Montel’s type theorem for the case of complex
valued functions defined over the discrete group Zd. Furthermore, we also state and demonstrate an
improved version of Montel’s Theorem for complex functions of several real variables and complex
functions of several complex variables.
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1. Motivation
A famous result proved by Jacobi in 1834 claims that if f : C → Ĉ is a non constant meromorphic
function defined on the complex numbers, then P0(f) = {w ∈ C : f(z + w) = f(z) for all z ∈ C},
the set of periods of f , is a discrete subgroup of (C,+). This reduces the possibilities to the following
three cases: P0(f) = {0}, or P0(f) = {nw1 : n ∈ Z} for a certain complex number w1 6= 0, or
P0(f) = {n1w1 + n2w2 : (n1, n2) ∈ Z2} for certain complex numbers w1, w2 satisfying w1w2 6= 0
and w1/w2 6∈ R. In particular, these functions cannot have three independent periods and there exist
meromorphic functions f : C → Ĉ with two independent periods w1, w2 as soon as w1/w2 6∈ R. These
functions are called doubly periodic (or elliptic) and have an important role in complex function theory
[9]. Analogously, if the function f : R → R is continuous and non constant, it does not admit two
Q-linearly independent periods.
Obviously, Jacobi’s theorem can be formulated as a result which characterizes the constant functions
as those meromorphic functions f : C→ Ĉ which solve a system of functional equations of the form
(1) ∆h1f(z) = ∆h2f(z) = ∆h3f(z) = 0 (z ∈ C)
for three independent periods {h1, h2, h3} (i.e., h1Z+h2Z+h3Z is a dense subset of C). For the real case,
the result states that, if h1, h2 ∈ R \ {0} are two nonzero real numbers and h1/h2 6∈ Q, the continuous
function f : R→ R is a constant function if and only if it solves the system of functional equations
(2) ∆h1f(x) = ∆h2f(x) = 0 (x ∈ R).
In 1937 Montel [15] proved an interesting nontrivial generalization of Jacobi’s theorem. Concretely,
he substituted in the equations (1), (2) above the first difference operator ∆h by the higher differences
operator ∆m+1h (which is inductively defined by ∆
n+1
h f(x) = ∆h(∆
n
hf)(x), n = 1, 2, · · · ) and proved that
these equations are appropriate for the characterization of ordinary polynomials. In particular, he proved
the following result:
Theorem 1.1 (Montel). Assume that f : C → C is an analytic function which solves a system of
functional equations of the form
(3) ∆m+1h1 f(z) = ∆
m+1
h2
f(z) = ∆m+1h3 f(z) = 0 (z ∈ C)
for three independent periods {h1, h2, h3}. Then f(z) = a0 + a1z+ · · ·+ amzm is an ordinary polynomial
with complex coefficients and degree ≤ m. Furthermore, if {h1, h2} ⊂ R \ {0} satisfy h1/h2 6∈ Q, the
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continuous function f : R → R is an ordinary polynomial with real coefficients and degree ≤ m if and
only if it solves the system of functional equations
(4) ∆m+1h1 f(x) = ∆
m+1
h2
f(x) = 0 (x ∈ R).
The functional equation ∆m+1h f(x) = 0 had already been introduced in the literature by M. Fre´chet
in 1909 as a particular case of the functional equation
(5) ∆h1h2···hm+1f(x) = 0 (x, h1, h2, . . . , hm+1 ∈ R),
where f : R → R and ∆h1h2···hsf(x) = ∆h1 (∆h2···hsf) (x), s = 2, 3, · · · . In particular, after Fre´chet’s
seminal paper [6], the solutions of (5) are named “polynomials” by the Functional Equations community,
since it is known that, under very mild regularity conditions on f , if f : R → R satisfies (5), then
f(x) = a0 + a1x + · · · amxm for all x ∈ R and certain constants ai ∈ R. For example, in order to have
this property, it is enough for f being locally bounded [6], [2], but there are stronger results [7], [10], [14],
[16]. The equation (5) can be studied for functions f : X → Y whenever X,Y are two Q-vector spaces
and the variables x, h1, · · · , hm+1 are assumed to be elements of X:
(6) ∆h1h2···hm+1f(x) = 0 (x, h1, h2, . . . , hm+1 ∈ X).
In this context, the general solutions of (6) are characterized as functions of the form f(x) = A0 +
A1(x) + · · · + Am(x), where A0 is a constant and Ak(x) = Ak(x, x, · · · , x) for a certain k-additive
symmetric function Ak : Xk → Y (we say that Ak is the diagonalization of Ak). In particular, if x ∈ X
and r ∈ Q, then f(rx) = A0 + rA1(x) + · · · + rmAm(x). Furthermore, it is known that f : X → Y
satisfies (6) if and only if it satisfies
(7) ∆m+1h f(x) :=
m+1∑
k=0
(
m+ 1
k
)
(−1)m+1−kf(x+ kh) = 0 (x, h ∈ X).
A proof of this fact follows directly from Djokovic´’s Theorem [5] (see also [8, Theorem 7.5, page 160], [11,
Theorem 15.1.2., page 418]), which states that the operators ∆h1h2···hs satisfy the equation
(8) ∆h1···hsf(x) =
1∑
1,...,s=0
(−1)1+···+s∆sα(1,...,s)(h1,··· ,hs)f(x+ β(1,...,s)(h1, · · · , hs)),
where
α(1,...,s)(h1, · · · , hs) = (−1)
s∑
r=1
rhr
r
and
β(1,...,s)(h1, · · · , hs) =
s∑
r=1
rhr.
In his seminal paper [15], Montel also studied the equation (7) for X = Rd, with d > 1, and f : Rd → C
continuous, and for X = Cd and f : Cd → C analytic. Concretely, he stated (and gave a proof for d = 2)
the following result.
Theorem 1.2 (Montel’s Theorem in several variables). Let {h1, · · · , h`} ⊂ Rd be such that
(9) h1Z+ h2Z+ · · ·+ h`Z is a dense subset of Rd,
and let f ∈ C(Rd,C) be such that ∆mhk(f) = 0, k = 1, · · · , `. Then f(x) =
∑
|α|<N aαx
α for some N ∈ N,
some complex numbers aα, and all x ∈ Rd. Thus, f is an ordinary complex valued polynomial in d real
variables.
Consequently, if d = 2k, {hi}`i=1 satisfies (9), the function f : Ck → C is holomorphic and ∆mhk(f) = 0,
k = 1, · · · , `, then f(z) = ∑|α|<N aαzα is an ordinary complex valued polynomial in k complex variables.
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Remark 1.3. The finitely generated subgroups of (Rd,+) which are dense in Rd have been deeply
studied, and many characterizations of them are known [20, Proposition 4.3]. For example, a theorem by
Kronecker guarantees that, given θ1, θ2, · · · , θd ∈ R, the group Zd + (θ1, θ2, · · · , θd)Z (which is generated
by d+ 1 elements) is dense in Rd if and only if,
n0 + n1θ1 + · · ·+ ndθd 6= 0, for every (n0, n1, · · · , nd) ∈ Zd+1
(see, e.g., [20, Theorem 4.1], for the proof of this result).
In [1] the author used the structure of finite dimensional translation invariant subspaces of C(R,C) to
give a new proof of Theorem 1.1. In this paper we use similar ideas to prove a Montel’s type theorem for
the case of complex valued functions defined over the discrete group Zd. Furthermore, we also state and
demonstrate an improved version of Theorem 1.2.
In all the paper we use the following standard notation: If α = (α1, · · · , αd) ∈ Nd, x = (x1, · · · , xd) ∈
Cd, λ = (λ1, · · · , λd) ∈ (C \ {0})d, and n = (n1, · · · , nd) ∈ Zd, then nα = nα11 nα22 · · ·nαdd , xα =
xα11 x
α2
2 · · ·xαdd , λn = λn11 · · ·λndd , |α| =
∑d
k=1 αk. Π
d
m denotes the set of complex polynomials in d vari-
ables with total degree ≤ m (when d = 1 we write Πm instead of Π1m). Finally, f ∈ C(Zd,C) is named an
“exponential monomial” if there exists a polynomial in the variables n1, · · · , nd ∈ Z, p(n) =
∑
|α|≤N aαn
α,
and a vector λ ∈ (C \ {0})d, such that f(n) = p(n)λn, for all n ∈ Zd.
2. Main resuts
For the discrete case, we will need to use the following well known result by M. Lefranc, whose proof
is based on algebraic geometry arguments (see, e.g., [4], [12], [18]).
Theorem 2.1 (Lefranc, 1958). Assume that V is a closed vector subspace of C(Zd,C) which is invariant
by translations, and let ΓV denote the set of exponential monomials which belong to V . Then V =
span(ΓV ).
An immediate consequence of Lefranc’s Theorem is the following
Corollary 2.2. If V is a finite dimensional vector subspace of C(Zd,C) which is invariant by translations,
then V ⊆ W = span(⋃sk=0{nαλnk : |α| ≤ mk − 1}) for certain s ∈ N, {λk}sk=0 ⊆ (C \ {0})d and
{mk}sk=0 ⊆ N.
Remark 2.3. Here and, in all what follows, we assume that λ0 = (1, · · · , 1) and that m0 = 0 means
that there are no elements of the form nα in the basis. We always assume that mk ≥ 1 for k = 1, · · · , s.
Let us now state two technical results, which are extremely important for our arguments in this section.
Lemma 2.4. Let E be a vector space and L : E → E be a linear operator defined on E. If V ⊂ E is an
Lm-invariant subspace of E, then the space
2mL (V ) = V + L(V ) + L
2(V ) + · · ·+ Lm(V )
is L-invariant. Furthermore, 2mL (V ) is the smallest L-invariant subspace of E containing V .
Proof. The linearity of L implies that
L(2mL (V )) = L(V ) + L
2(V ) + L3(V ) + · · ·+ Lm(V ) + Lm+1(V ).
Now, Lm+1(V ) = L(Lm(V )) ⊆ L(V ) and L(V ) + L(V ) = L(V ), so that L(2mL (V )) ⊆ 2mL (V ).
On the other hand, let us assume that V ⊆ F ⊆ E and F is an L-invariant subspace of E. If
{vk}mk=0 ⊆ V , then Lk(vk) ∈ F for all k ∈ {0, 1, · · · ,m}, so that v0 + L(v1) + · · · + Lm(vm) ∈ F . This
proves that 2mL (V ) ⊆ F . 
Lemma 2.5. Let E be a vector space and L1, L2, · · · , Lt : E → E be linear operators defined on E.
Assume that LiLj = LjLi for all i 6= j. If V ⊂ E is a vector subspace of E which satisfies
⋃t
i=1 L
m
i (V ) ⊆
V , then
mL1,L2,··· ,Lt(V ) = 2mLt(2mLt−1(· · · (2mL1(V )) · · · ))
is Li-invariant for i = 1, 2, · · · , t, and contains V .
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Proof. We proceed by induction on t. For t = 1 the result follows from Lemma 2.4. Assume the result
holds true for t− 1. Obviously,
mL1,L2,··· ,Lt(V ) = 2mLt(mL1,L2,··· ,Lt−1(V )).
By definition,
Lmt (mL1,L2,··· ,Lt−1(V ))
= Lmt (2
m
Lt−1(mL1,L2,··· ,Lt−2(V )))
= Lmt (mL1,L2,··· ,Lt−2(V ) + Lt−1(mL1,L2,··· ,Lt−2(V )) + · · ·+ Lmt−1(mL1,L2,··· ,Lt−2(V )))
= Lmt (mL1,L2,··· ,Lt−2(V )) + Lmt (Lt−1(mL1,L2,··· ,Lt−2(V )))
+ · · ·+ Lmt (Lmt−1(mL1,L2,··· ,Lt−2(V )))
= Lmt (mL1,L2,··· ,Lt−2(V )) + Lt−1(Lmt (mL1,L2,··· ,Lt−2(V )))
+ · · ·+ Lmt−1(Lmt (mL1,L2,··· ,Lt−2(V )))
= 2mLt−1(L
m
t (mL1,L2,··· ,Lt−2(V ))),
since Lt, Lt−1 commute. Repeating this process, we get
Lmt (mL1,L2,··· ,Lt−1(V ))
= 2mLt−1(L
m
t (mL1,L2,··· ,Lt−2(V )))
= 2mLt−1(2
m
Lt−2(L
m
t (mL1,L2,··· ,Lt−3(V ))))
...
= 2mLt−1(2
m
Lt−2(· · · (2mL1(Lmt (V ))) · · · ))
⊆ 2mLt−1(2mLt−2(· · · (2mL1(V )) · · · ))
= mL1,L2,··· ,Lt−1(V ),
since LtLi = LiLt for all i < t and L
m
t (V ) ⊆ V . This proves that mL1,L2,··· ,Lt−1(V ) is Lmt -invariant, and
Lemma 2.4 implies that mL1,L2,··· ,Lt(V ) = 2mLt(mL1,L2,··· ,Lt−1(V )) is Lt-invariant.
On the other hand, given i < t, the identity LtLi = LiLt, and the fact that
Li(mL1,L2,··· ,Lt−1(V )) ⊆ mL1,L2,··· ,Lt−1(V )
(which follows from the hypothesis of induction) imply that
Li(mL1,L2,··· ,Lt(V ))
= Li(2
m
Lt(mL1,L2,··· ,Lt−1(V )))
= Li(mL1,L2,··· ,Lt−1(V ) + Lt(mL1,L2,··· ,Lt−1(V )) + · · ·+ Lmt (mL1,L2,··· ,Lt−1(V )))
= Li(mL1,L2,··· ,Lt−1(V )) + Lt(Li(mL1,L2,··· ,Lt−1(V ))) + · · ·+ Lmt (Li(mL1,L2,··· ,Lt−1(V )))
⊆ mL1,L2,··· ,Lt−1(V ) + Lt(mL1,L2,··· ,Lt−1(V )) + · · ·+ Lmt (mL1,L2,··· ,Lt−1(V ))
= 2mLt(mL1,L2,··· ,Lt−1(V ))
= mL1,L2,··· ,Lt(V ),
so that mL1,L2,··· ,Lt(V ) is Li-invariant for all i ≤ t. Finally, it is clear that V ⊆ 2mL1(V ) ⊆ · · · ⊆
mL1,L2,··· ,Lt(V ). 
It is important to note that there are many examples of linear transformations T : E → E such that
T and Tm have different sets of invariant subspaces. For example, if T is not of the form T = λI for any
scalar λ and satisfies Tm = I or Tm = 0, then all subspaces of E are invariant subspaces of Tm and, on
the other hand, there exists v ∈ E such that Tv 6∈ span{v}, so that span{v} is not an invariant subspace
of T . On the other hand, as the following lemma proves, sometimes it is possible to show that T and Tm
share the same set of invariant subspaces.
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Lemma 2.6. Let K be a field and E be a K-vector space with basis β = {vk}nk=1 and let m ∈ N, m ≥ 1.
Assume that T : E → E is such that A = Mβ(T ) is of the form A = λI + B, where λ ∈ C and B is
strictly upper triangular with nonzero entries in the first superdiagonal. Then the full list of T -invariant
subspaces of E is given by V0 = {0} and Vk = span{v1, · · · , vk}, k = 1, 2, · · · , n. Furthermore, if λ 6= 0,
then Tm has the same invariant subspaces as T .
Proof. Assume that A = Mβ(T ) is of the form A = λI + B, where λ 6= 0 and B is strictly upper
triangular with nonzero entries in the first superdiagonal, and let V 6= {0} be a T -invariant subspace.
Let v ∈ V , v = a1v1 + · · · + asvs, as 6= 0. Then w = Tv − λv ∈ V and a simple computation shows
that w = α1v1 + · · · + αs−1vs−1 with αs−1 = bs−1,sas 6= 0, where B = (bij)ni,j=1. It follows that, if
V is T -invariant and v = a1v1 + · · · + asvs ∈ V with as 6= 0, then span{v1, v2, · · · , vs} ⊆ V . Take
k0 = max{k : exists v ∈ V, v = a1v1 + · · ·+ asvs and as 6= 0}. Then V = span{v1, · · · , vk0}. Finally, it
is clear that all the spaces Vk = span{v1, · · · , vk}, k = 1, 2, · · · , n are T -invariant.
Let us now assume that λ 6= 0. To compute the invariant subspaces of Tm we take into account that
Am = Mβ(T
m) and
Am = (λI +B)m
=
m∑
k=0
(
m
k
)
(−1)m−kBk
= λmI +mλm−1B +
m∑
k=2
(
m
k
)
(−1)m−kBk.
This shows that Am = λmI +C, with C strictly upper triangular with nonzero entries in the first super-
diagonal, since the only contribution to the first superdiagonal of C = mλm−1B +
∑m
k=2
(
m
k
)
(−1)m−kBk
is got from mλm−1B, and λ 6= 0 . It follows that we can apply the first part of the lemma to the linear
transformation Tm, which concludes the proof. 
Proposition 2.7. Assume that V is a finite dimensional subspace of C(Zd,C), {h1, · · · , ht} ⊂ Zd and
h1Z+h2Z+ · · ·+htZ = Zd. If ∆mhk(V ) ⊆ V , k = 1, · · · , t, then there exists a finite dimensional subspace
W of C(Zd,C) which is invariant by translations and contains V . Consequently, all elements of V are
exponential polynomials, f(n) =
∑s
k=0(
∑
|α|≤mk ak,αn
α)λnk
Proof. We apply Lemma 2.5 with E = C(Zd,C), Li = ∆hi , i = 1, · · · , t, to conclude that V ⊆ W =
m∆h1 ,∆h2 ,··· ,∆ht (V ) and W is a finite dimensional subspace of C(Z
d) satisfying ∆hi(W ) ⊆ W , i =
1, 2, · · · , t. Hence W is invariant by translations, since h1Z+ h2Z+ · · ·+ htZ = Zd. Applying Corollary
2.2, we conclude that all elements of W (hence, also all elements of V ) are exponential polynomials. 
Theorem 2.8 (Discrete Montel’s Theorem). Let {h1, · · · , ht} ⊂ Zd be such that h1Z+h2Z+ · · ·+htZ =
Zd, and let f ∈ C(Zd,C). If ∆mhk(f) = 0, k = 1, · · · , t, then f(n) =
∑
|α|<N aαn
α for some N ∈ N, some
complex numbers aα, and all n ∈ Zd. In other words: f is an ordinary polynomial on Zd. Furthermore,
if d = 1, then f(n) = a0 + a1n+ · · ·+ am−1nm−1 is an ordinary polynomial on Z, of degree ≤ m− 1.
Proof. Assume that ∆mhk(f) = 0, k = 1, · · · , t. Then V = span{f} is a one dimensional subspace of
C(Zd,C) which satisfies the hypotheses of Proposition 2.7. Hence all elements of V are exponential
polynomials. In particular, f is an exponential polynomial,
(10) f(n) =
s∑
k=0
(
∑
|α|≤mk
ak,αn
α)λnk
and we can assume, with no loss of generality, that λ0 = (1, 1, · · · , 1), m0 ≥ m − 1, and λi 6= λj for all
i 6= j.
Let
(11) β = {nαλnk , 0 ≤ |α| ≤ mk and k = 0, 1, 2, · · · , s}
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and E = span{β} be an space with a basis of the form (11) which contains V . Let us consider the linear
map ∆h : S → S induced by the operator ∆h when restricted to E . Obviously, E = P⊕E1⊕E2⊕· · ·⊕Es,
where
P = span{nα}0≤|α|≤m0 and Ek = span{nαλnk}0≤|α|≤mk , k = 1, 2, · · · , s.
Furthermore, ∆h(P ) ⊆ P and ∆h(Ek) ⊆ Ek for k = 1, 2, · · · , s, since
qα(n) = ∆hn
α = (n+ h)α − nα
is a polynomial of degree ≤ |α| − 1 and
∆h(n
αλnk ) = ((n+ h)
αλhk − nα)λnk = (nα(λhk − 1) + qα(n))λnk .
It follows that, for any h ∈ Zd, the operator ∆mh also satisfies ∆h(P ) ⊆ P and ∆h(Ek) ⊆ Ek for
k = 1, 2, · · · , s, so that, if g ∈ E , then ∆mh g = 0 if and only if ∆mh p = 0, ∆mh bk = 0, k = 1, · · · , s, where
g = p+ b1 + · · ·+ bs, p ∈ P , bk ∈ Ek, k = 1, · · · , s.
Let us fix k ∈ {1, · · · , s} and let us consider the operator (∆h)|Ek : Ek → Ek. The matrix Ak
associated to this operator with respect to the basis βk = {nαλnk}0≤|α|≤mk , which we consider ordered
by the graduated lexicographic order,
nαλnk ≤grlex nγλnk ⇔ (|α| ≤ |γ| or (|α| = |γ| and α ≤lex γ)) ,
is upper triangular and the terms in the diagonal are all equal to dk(h) = λ
h
k − 1 (Recall that α ≤lex γ if
and only if αk0 − γk0 < 0, where k0 = max{k ∈ {1, 2, · · · , d} : αk 6= γk}). Obviously, these computations
imply that, if dk(h) 6= 0, then (∆h)|Ek is invertible and, in particular, ∆hbk = 0 and bk ∈ Ek imply
bk = 0.
Let us now study the equations dk(hj) = 0, with hj = (hj,1, · · · , hj,d), j = 1, · · · , t, being the vectors
fixed by the hypotheses of the theorem. We know that
λk = (ρk,1e
2piiθk,1 , ρ2,ke
2piiθ2,k , · · · , ρk,de2piiθk,d) ∈ (C \ {0})d
with ρk,d 6= 1 for at least one of the values k, since λk 6= (1, 1, · · · , 1). Hence dk(hj) = 0 if and only if
(ρk,1e
2piiθk,1)hj,1(ρk,2e
2piiθk,2)hj,2 · · · (ρk,de2piiθk,d)hj,d = 1,
which is equivalent to the system of relations{
hj,1 log ρk,1 + hj,2 log ρk,2 + · · ·+ hj,d log ρk,d = 0
θk,1hj,1 + θk,2hj,2 + · · ·+ θk,dhj,d ∈ Z .
Now, h1Z + h2Z + · · · + htZ = Zd, so that {h1, h2, · · · , ht} contains a basis of Rd. Furthermore, wk =
(log ρk,1, log ρk,2, · · · , log ρk,d) ∈ Rd \ {(0, 0, · · · , 0)}. This implies that there exists jk ∈ {1, · · · , t} such
that hjk is not orthogonal to wk. In particular, dk(hjk) 6= 0 and (∆hjk )|Ek is invertible.
Consider the function f given by (10). Then f = p0 +b1 + · · ·+bs ∈ E (with p0 =
∑
|α|≤m0 a0,αn
α ∈ P
and bk = (
∑
|α|≤mk ak,αn
α)λnk ∈ Ek, k = 1, · · · , s) and ∆mhjf = 0 for all j. For every k ∈ 1, · · · , s we
have that ∆mhjk
bk = 0, which implies bk = 0, since (∆hjk )|Ek is invertible. Hence f = p0, which proves
the first part of the theorem.
Let us now assume that d = 1. We know that f(n) = a0 +a1n+· · ·+am0nm0 is an ordinary polynomial
(with m0 ≥ m− 1) and we want to demonstrate that deg(f) ≤ m− 1. To prove this assertion we fix our
attention on the matrix A associated to ∆h : Πm0 → Πm0 with respect to the basis β0 = {nk}m0k=0. A
simple computation shows that
(12) A =

0 h h2 · · · hm0
0 0 2h · · · (m01 )hm0−1
...
...
. . . · · · ...
0 0 0 · · · ( m0m0−1)h
0 0 0 · · · 0
 ,
so that the matrix associated to (∆mh )|Πm0 with respect to the basis β0 is given by A
m. Now,
ker(Am) = span{(0, 0, · · · , 0, 1(i-th position), 0, · · · , 0) : i = 1, 2, · · · ,m}.
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Hence rank(Am) = m0 + 1−m = dimC(Πm0)−m and dimC ker(Am) = m. On the other hand, another
simple computation shows that the space of ordinary polynomials of degree ≤ m− 1, Πm−1, is contained
into ker(∆mh ). Hence ker(∆
m
h ) = Πm−1, since both spaces have the same dimension. This, in conjunction
with f ∈ ker(∆mh ), ends the proof.

Corollary 2.9. Let us assume that h1, h2 ∈ Z are coprime numbers. If f ∈ C(Z,C) satisfies ∆mhk(f) = 0,
k = 1, 2, then f(n) = a0 + a1n+ · · ·+ am−1nm−1 is an ordinary polynomial of degree ≤ m− 1.
Proof. If h1, h2 are coprime then, by Be´zout’s identity, there exists a, b ∈ Z such that 1 = ah1 + bh2.
Hence h1Z+ h2Z = Z and the result follows from Theorem 2.8. 
The estimation of the degree of f in Theorem 2.8 when d > 1 can be achieved in certain special cases.
To prove a result of this type, we introduce the following technical result.
Lemma 2.10. Let p(x) =
∑
|α|≤N aαx
α ∈ C[x1, x2, · · · , xd] be a complex polynomial of d complex vari-
ables with total degree ≤ N . Assume that, for all a = (a1, · · · , ai−1, ai+1, · · · , ad) ∈ Cd−1 and all
i ∈ {1, · · · , d}, the polynomial ga,i(t) = p(a1, · · · , ai−1, t, ai+1, · · · , ad) satisfies ga,i ∈ Πm. Then N ≤ md.
Furthermore, the extremal case is attained for p(x) = xm1 x
m
2 · · ·xmd .
Proof. Let i ∈ {1, · · · , d} be fixed and let us assume that α = (α1, · · · , αd) satisfies aα 6= 0 and αi ≥ m+1.
Then
p(x) =
N∑
k=0
bk(x1, x2, · · · , xi−1, xi+1, · · · , xd)xki ; and bαi(x1, · · · , xi−1, xi+1, · · · , xd) 6= 0.
In particular, there exists a = (a1, · · · , ai−1, ai+1, · · · , ad) ∈ Cd−1 such that bαi(a) 6= 0 since bαi is a
nonzero polynomial. It follows that
ga,i(t) = p(a1, · · · , ai−1, t, ai+1, · · · , ad) =
N∑
k=0
bk(a1, a2, · · · , ai−1, ai+1, · · · , ad)tk
is a polynomial of degree bigger than m, which contradicts our hypotheses. Hence aα 6= 0 implies
max{α1, α2, · · · , αd} ≤ m and N ≤ md. 
Corollary 2.11. Let ei = (0, · · · , 0, 1i−th position, 0, · · · , 0) ∈ Zd, i = 1, · · · , d and let us assume that
f ∈ C(Zd,C) satisfies ∆meif = 0 for i = 1, · · · , d. Then f(n) =
∑
|α|≤(m−1)d aαn
α for all n ∈ Zd and
certain complex values aα. Furthermore, the extremal case is attained for f(n) = n
m−1
1 n
m−1
2 · · ·nm−1d .
Proof. It follows from e1Z+ · · ·+ edZ = Zd and Theorem 2.8 that f(n) =
∑
|α|<N aαn
α for some N ∈ N,
some complex numbers aα, and all n ∈ Zd. Let us introduce the polynomial p(x) =
∑
|α|<N aαx
α ∈
C[x1, x2, · · · , xd], and let us take i ∈ {1, · · · , d} and a = (a1, · · · , ai−1, ai+1, · · · , ad) ∈ Cd−1. Then
qa,i(t) = p(a1, · · · , ai−1, t, ai+1, · · · , ad) is a polynomial in the complex variable t and φa,i(x) = ∆meiqa,i(t) ∈
C[t] satisfies (φa,i)|Z = 0, so that φa,i = 0 and qa,i is a polynomial of degree ≤ m − 1. The result fol-
lows by applying Lemma 2.10 to p. To prove the last claim of the corollary it is enough to check that
f(n) = nm−11 n
m−1
2 · · ·nm−1d satisfies ∆meif = 0 for i = 1, · · · , d, which is an easy exercise. 
In [11, Lemma 15.9.4.] it is proved that, if f : Rd → R is an ordinary polynomial separately in each
one of its variables, and the partial degrees of f are uniformly bounded by a certain natural number
m, independently of the concrete variable and independently of the values of the other variables, then
f is itself an ordinary polynomial. Corollary 2.11 proves that an analogous result holds for functions
f : Zd → C and gives a concrete upper bound for the total degree of f . In [17, Theorem 14] the authors
proved that, if K is a field and f : Kd → K is an ordinary polynomial separately in each variable (but
without any other assumption about the degrees of the polynomials appearing in this way), then f is an
ordinary polynomial jointly in all its variables, provided that K is finite or uncountable. Furthermore,
for the case of K with infinite countable cardinal, they constructed a function χ : Kd → K which is
not a polynomial function on Kd, but it is an ordinary polynomial separately in each variable. This
8 J. M. Almira, Kh. F. Abu-Helaiel
construction can be translated to the case of functions Zd → K. Indeed, if K has characteristic zero, the
result follows just by considering the function χ|Zd . An interesting open question is if these functions can
also be constructed from Zd into Z.
Let Xd denote either C(Rd,C) or the space of complex valued distributions defined on Rd. The same
kind of arguments we have used for the proof of Theorem 2.8, with small variations, jointly with Anselone-
Korevaar’s characterization of translation invariant finite dimensional subspaces of Xd [3] as the spaces
admitting a basis of the form
(13) β = {x(αk,1,··· ,αk,d)e<x,λk>, 0 ≤ αk,i ≤ mk,i − 1 for i = 1, · · · , d and k = 0, 1, 2, · · · , s},
(where λ0 = 1 and mk,i = 0 means that the variable xi does not appear in the polynomial part of
the exponential monomials of the form xαe<x,λk>) lead to a proof of the following result, which is an
improvement of classical Montel’s theorem in several variables, since it is formulated for distributions:
Theorem 2.12 (Montel’s Theorem for distributions). Let {h1, · · · , h`} ⊂ Rd be such that h1Z+ · · ·+h`Z
is a dense subset of Rd, and let f ∈ Xd. If ∆mhk(f) = 0, k = 1, · · · , `, then f(x) =
∑
|α|<N aαx
α for some
N ∈ N, some complex numbers aα, and all x ∈ Rd. Thus, f is an ordinary complex valued polynomial in
d real variables. Furthermore, if d = 1, then f(x) = a1 +a1x+ · · ·+am−1xm−1 is an ordinary polynomial
of degree ≤ m− 1.
Proof. A repetition of the proof of Proposition 2.7, but considering the operators ∆hi defined for distri-
butions f ∈ Xd, shows that every finite dimensional subspace V of Xd which satisfies
(14) ∆mhi(V ) ⊆ V for i = 1, · · · , `,
is included into an space W which admits a basis of the form (13), since we can obtain a subspace
W ⊆ Xd which contains V and it is invariant under the translations τhi : Xd → Xd, i = 1, · · · , `, and,
which implies that W is invariant under all translations τh with h ∈ h1Z + · · · + h`Z, which is a dense
subset of Rd. Hence W is translation invariant and, thanks to Anselone-Korevaar’s theorem, admits a
basis of the form (13). Now we include the space W into another space which admits a basis of the form
(15) β = {xα}0≤|α|≤m0 ∪ {xαe<x,λk>, 0 ≤ |α| ≤ mk and k = 1, 2, · · · , s},
since these bases are better suited for our computations. The proof ends taking V = span{f} with
∆mhk(f) = 0, k = 1, · · · , ` and repeating the arguments of Theorem 2.8 with small modifications. 
Remark 2.13. In [19, Page 78, Theorem 10.2], Anselone-Korevaar’s theorem was generalized to the
context of measurable complex valued functions defined on locally compact abelian groups. This produces
the expectative of proving a new version of Theorem 2.12, by changing the condition f ∈ Xd by the
hypothesis that f : Rd → C is a measurable function. In other words, the question if Montel’s theorem
holds true for measurable functions arises in a natural way. Unfortunately, the answer is negative:
Montel’s theorem fails for measurable functions, for all d ≥ 1. Indeed, let us assume that f is measurable,
∆mhk(f) = 0, k = 1, · · · , `, with {h1, · · · , h`} ⊂ Rd such that h1Z+· · ·+h`Z is a dense subset of Rd, and let
us apply the arguments in Lemma 2.5 to V = span{f} with Li = ∆hi . Then V is contained into a finite
dimensional space W which is invariant under all translations of the form τh with h ∈ h1Z+ · · ·+hd+1Z.
But this does not imply that W is translation invariant! Obviously, this explains why our argument
fails. To prove that Montel’s theorem fails for measurable functions we give a counterexample. Assume
d = 1 and h1, h2 ∈ R \ {0}, h1/h2 6∈ Q. Define f(ph1 + qh2) = pq for all p, q ∈ Z, and f(x) = 0 for all
x 6∈ h1Z + h2Z. Then f is measurable and a simple computation shows that ∆nh1f = ∆nh2f = 0 for all
n ≥ 2. On the other hand, f is not a polynomial. In fact f is also not a solution of Fre´chet’s functional
equation. Similar examples can be constructed for all d > 1.
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