In this paper, we find the invariant for n-qubits and propose the residual entanglement for n-qubits by means of the invariant. Thus, we establish a relation between SLOCC entanglement and the residual entanglement. The invariant and the residual entanglement can be used for SLOCC entanglement classification for n-qubits.
of four-qubits under SLOCC and concluded that there exist nine families of states corresponding to nine different ways of entanglement.
Coffman et al. presented the concurrence and the residual entanglement for 2 and 3-qubits [16] . It was proven that the residual entanglement for 3-qubits or 3-tangle is an entanglement monotone [4] . The general residual entanglement was discussed in [17] . Wong and Nelson presented n-tangle for even n-qubits [18] . For odd n-qubits, they did not define n-tangle. Osterloh and Siewert constructed N -qubit entanglement monotone from antilinear operators [19] [20] .
In this paper, we find the SLOCC invariant for n-qubits and extend Coffman et al. 's residual entanglement or 3-tangle for 3-qubits to n-qubits in terms of the invariant. The necessary D-criteria and F -criteria for SLOCC classification are also given in this paper. Using the invariant, the residual entanglement and the criteria, it can be determined that if two states belong to different SLOCC entanglement classes. The invariant, the residual entanglement and the criteria only require simple arithmetic operations: multiplication, addition and subtraction.
The paper is organized as follows. In section 2, we present the invariant for n-qubits and prove the invariant by induction in Appendix D. In section 3, we propose the residual entanglement for n-qubits and investigate properties of the residual entanglement. In section 4, we exploit SLOCC entanglement classification for n-qubits.
The SLOCC invariant for n-qubits
Let |ψ and |ψ ′ be any states of n-qubits. Then we can write where the local operators α, β, γ, ...., can be expressed as 2 × 2 invertible matrices as follows.
We reported the invariants for 2-qubits, 3-qubits and 4-qubits in [14] . When n is small, by solving the corresponding matrix equations in (2.1), we can obtain the amplitudes a i . Then, it is easy to verify the invariants for 2-qubits, 3-qubits and 4-qubits. However, when n is large, it is hard to solve the matrix equations in (2.1).
We define function sign(n, i) = ±1 to describe the invariant below. Always sign(2, 0) = sign(3, 0) = 1. For n ≥ 4 and 0 ≤ i ≤ 2 n−3 − 1, we define sign(n, i) as follows. When 0 ≤ i ≤ 2 n−4 − 1, sign(n, i) = sign(n − 1, i). When 2 n−4 − 1 < i ≤ 2 n−3 − 1, sign(n, i) = sign(n, 2 n−3 − 1 − i) provided that n is odd; when n is even, sign(n, i) = −sign(n, 2 n−3 − 1 − i).
2.1
The SLOCC invariant for even n-qubits
For 2-qubits
If |ψ and |ψ ′ are equivalent under SLOCC, then they satisfy the following equation, 
For 4-qubits
|ψ and |ψ ′ are equivalent under SLOCC if and only if there exist invertible local operators α, β, γ and δ such that
3)
and
Then, if |ψ and |ψ ′ are equivalent under SLOCC, then we have the following equation:
In Appendix A of this paper, we give a formal derivation of (2.4). The ideas for the proof will be used to by induction derive the following Theorem 1.
By (2.4), IV (b, 4) does not vary when det(α) det(β) det(γ) det(δ) = 1 or vanish under SLOCC operators.
The definition and proof of the invariant for even n-qubits
Let |ψ and |ψ ′ be any pure states of n-qubits. Version 1 of the invariant When n ≥ 4, let
(2.5) Theorem 1. For n(≥ 4)-qubits, assume that |ψ and |ψ ′ are equivalent under SLOCC. Then the amplitudes of the two states satisfy the following equation, 6) where IV (b, n) is obtained from IV (a, n) by replacing a in IV (a, n) by b.
An inductive proof of Theorem 1 is put in Part 1 of Appendix D. By (2.6), clearly IV (b, n) does not vary when det(α) det(β) det(γ)... = 1 or vanish under SLOCC operators. So, here, IV (b, n) is called as an invariant of even n-qubits.
So far, no one has reported the invariant for 6-qubits. Therefore, it is valuable to verify that (2.6) holds when n = 6.
For 6-qubits, |ψ and |ψ ′ are equivalent under SLOCC if and only if there exist invertible local operators α, β, γ, δ, σ and τ such that By solving the complicated matrix equation in (2.7) by using MATHEMATICA, we obtain the amplitudes a i . Each a i is an algebraic sum of 64 terms being of the form b j α k β l γ m δ s σ t τ h . Then, by substituting a i into IV (a, 6), we obtain the following.
(2.8)
Clearly, when n ≥ 4, IV (a, n) = IV * (a, n). Thus, Theorem 1 can be rephrased as follows. For n(≥ 2)-qubits,
where IV * (b, n) is obtained from IV * (a, n) by replacing a in IV * (a, n) by b. When n = 2, 4 and 6, (2.10) is reduced to (2.2), (2.4) and (2.8), respectively. IV * (b, n) is another version of the invariant for even n-qubits.
2.2
The SLOCC invariant for odd n-qubits
For 3-qubits
If |ψ and |ψ ′ are equivalent under SLOCC, then they satisfy the following equation,
The above equation can be equivalently replaced by one of the following two equations.
Let IV (a, 3) = (a 0 a 7 − a 1 a 6 ) − (a 2 a 5 − a 3 a 4 ), IV * (a, 2) = a 0 a 3 − a 1 a 2 and IV * +4 (a, 2) = (a 4 a 7 − a 5 a 6 ). Then, (2.11) can be rewritten as 12) where IV (b, 3), IV * (b, 2) and IV * +4 (b, 2) are obtained from IV (a, 3), IV * (a, 2) and IV * +4 (a, 2) by replacing a by b, respectively.
In Appendix B of this paper, we give a formal proof of (2.12). The ideas for the proof will be used to by induction show the following Theorem 2.
For 5-qubits
So far, no one has reported the invariant for 5-qubits. Therefore, it is worth listing the explicit expression of the invariant for 5-qubits to understand the complicated expression of the invariant for odd n-qubits which is manifested below.
|ψ and |ψ ′ are equivalent under SLOCC if and only if there exist invertible local operators α, β, γ, δ and σ such that 
We have verified (2.14) by using MATHEMATICA. That is, by solving the complicated matrix equation in (2.13), we obtain the amplitudes a i . Each a i is an algebraic sum of 32 terms being of the form b j α k β l γ m δ s σ t . Then, by substituting a i into A * , we obtain (2.14). However, this verification is helpless to finding a formal proof of the following Theorem 2. Hence, it is necessary to give a formal argument of (2.14) for readers to readily follow the complicated deduction in Appendix D of the following Theorem 2. The formal argument of (2.14) is put in Appendix C and gives hints which are used to by induction prove the following Theorem 2.
By (2.14), B * does not vary when det
The definition and proof of SLOCC invariant for odd n-qubits
Let |ψ and |ψ ′ be any pure states of n(≥ 3)-qubits. Let
Let IV * +2 n−1 (a, n − 1) be obtained from IV * (a, n − 1) by adding 2 n−1 to the subscripts in IV * (a, n − 1) as follows.
Assume that |ψ and |ψ ′ are equivalent under SLOCC. Then the amplitudes of the two states satisfy the following equation,
where
An inductive proof of Theorem 2 is put in Part 2 of Appendix D. When n = 3 and 5, (2.16) becomes (2.12) and (2.14), respectively.
is called as an invariant of odd n-qubits.
The residual entanglement for n-qubits
Coffman et al. [16] defined the residual entanglement for 3-qubits. We propose the residual entanglement for n-qubits as follows.
The residual entanglement for even n-qubits
Wong and Nelson's n-tangle for even n-qubits is listed as follows. See (2) in [18] .
The n-tangle requires 3 * 2 4n multiplications. When n is even, by means of (2.9), i.e., the invariant for even n-qubits, we define that for any state |ψ , the residual entanglement
This residual entanglement requires 2 n−1 multiplications. When n = 2, the residual entanglement 2 |IV * (a, 2)| just is Coffman et al. 's concurrence 2 det ρ A [16] . From Theorem 1, we have the following corollary. Corollary 1. If |ψ and |ψ ′ are equivalent under SLOCC, then from (2.10),
It is straightforward to verify the following properties. Lemma 1.
If a state of even n-qubits is a tensor product of a state of 1-qubit and a state of (n − 1)-qubits, then τ = 0.
In particular, if a state of even n-qubits is full separable, then τ = 0. Lemma 2. For 4-qubits, if |ψ is a tensor product of state |φ of 2-qubits and state |ω of 2-qubits, then τ (ψ) = τ (φ)τ (ω).
For 6-qubits, there are two cases. Case 1. If |ψ is a tensor product of state |φ of 2-qubits and state |ω of 4-qubits, then τ (ψ) = τ (φ)τ (ω). Case 2. If |ψ is a tensor product of state |φ of 3-qubits and state |ω of 3-qubits, then τ (ψ) = 0. Conjecture: (1) . If |ψ is a tensor product of state |φ of even-qubits and state |ω of even-qubits, then τ (ψ) = τ (φ)τ (ω).
(2). If |ψ is a tensor product of state |φ of odd-qubits and state |ω of odd-qubits, then τ (ψ) = 0.
The residual entanglement for odd n-qubits
Wong and Nelson did not discuss odd n-tangle [18] . When n is odd, by means of the invariant for odd n-qubits, we define that for any state |ψ , the residual entanglement
When n = 3, this residual entanglement τ just is Coffman et al. 's residual entanglement or 3-tangle τ ABC = 4 |d 1 − 2d 2 + 4d 3 | [16] .
From Theorem 2, we have the following corollary. Corollary 2.
If |ψ and |ψ ′ are equivalent under SLOCC, then by Theorem 2, we obtain
The following results follow the definition of the residual entanglement immediately. Lemma 3. If a state of odd n-qubits is a tensor product of a state of 1-qubit and a state of (n − 1)-qubits, then τ = 0.
In particular, if a state of odd n-qubits is full separable, then τ = 0.
The fact can be shown by computing the extremes. See Appendix E for the details. When τ = 1, a j | = |a (2 n −1)−j , where j = 0, 1, .., 2 n−1 − 1.
The invariant residual entanglement
Corollaries 1 and 2 imply that the residual entanglement does not vary when |det(α) det(β) det(γ)..| = 1 or vanish under SLOCC operators. Also, from Corollaries 1 and 2, it is easy to see that if |ψ and |ψ ′ are equivalent under SLOCC, then either τ (ψ) = τ (ψ ′ ) = 0 or τ (ψ)τ (ψ ′ ) = 0. Otherwise, the two states belong to different SLOCC classes.
States with the maximal residual entanglement
(1). Let state |GHZ of n-qubits be (| 0...0
Then, no matter how n is even or odd, it is easy to see that τ = 1 for state |GHZ of n-qubits. We have shown that τ ≤ 1. Therefore, state |GHZ has the maximal residual entanglement, i.e., τ = 1. Also, τ = 1 for any state of n-qubits which is equivalent to |GHZ under determinant one SLOCC operations. (2) . There are many true entangled states with the maximal residual entanglement. For example, when n = 4, |C = (|3 + |5 + |6 + |9 + |10 + |12)/ √ 6 [13] . τ (C) = 1. As well, τ = 1 for any state of 4-qubits which is equivalent to |C under determinant one SLOCC operations.
(3) There are many product states with the maximal residual entanglement. When n = 4, τ = 1 for any state which is equivalent to |GHZ 12 ⊗ |GHZ 34 , |GHZ 13 ⊗ |GHZ 24 or |GHZ 14 ⊗ |GHZ 23 under determinant one SLOCC operations.
When n = 6, |GHZ 12 ⊗ |GHZ 3456 and |GHZ 12 ⊗ |GHZ 34 ⊗ |GHZ 56 have the maximal residual entanglement τ = 1.
The examples above illustrate that the residual entanglement is not the n-way entanglement.
3.5 The true entanglement classes with the minimal residual entanglement 
SLOCC classification
We used the invariant, D-criteria and F -criteria for SLOCC classification of 4-qubits [14] . The invariant and residual entanglement for n-qubits and the following D-criteria and F -criteria for n-qubits can be used for SLOCC classification of n-qubits. In this section, we also show that the dual states are SLOCC equivalent.
D− criteria for n ≥ 4-qubits
D (i) 1 = (a 1+8i a 4+8i − a 0+8i a 5+8i )(a 2 n −8i−5 a 2 n −8i−2 − a 2 n −8i−6 a 2 n −8i−1 ) −(a 3+8i a 6+8i − a 2+8i a 7+8i )(a 2 n −8i−7 a 2 n −8i−4 − a 2 n −8i−8 a 2 n −8i−3 ), D (i) 2 = (a 4+8i a 7+8i − a 5+8i a 6+8i )(a 2 n −8i−8 a 2 n −8i−5 − a 2 n −8i−7 a 2 n −8i−6 ) −(a 0+8i a 3+8i − a 1+8i a 2+8i )(a 2 n −8i−4 a 2 n −8i−1 − a 2 n −8i−3 a 2 n −8i−2 ), D (i) 3 = (a 3+8i a 5+8i − a 1+8i a 7+8i )(a 2 n −8i−6 a 2 n −8i−4 − a 2 n −8i−8 a 2 n −8i−2 ) −(a 2+8i a 4+8i − a 0+8i a 6+8i )(a 2 n −8i−5 a 2 n −8i−3 − a 2 n −8i−7 a 2 n −8i−1 ) i = 0, 1, ..., 2 n−4 − 1.
F −criteria
). The subscripts above satisfy the following conditions. i < j, k < l, p < q, r < s, i < k < p < r 
The dual states are SLOCC equivalent
Let1 (0 ) be the complement of a bit 1 (0). Then0 = 1 and1 = 0. Letz =z 1z2 ...z n denote the complement of a binary string z = z 1 z 2 ....z n . Also, the set of the basis states B = {|0 , |1 , ..., |2 n − 1 }. Let |ϕ be any state of n-qubits. Then we can write |ϕ = c 0 |0 +c 1 |1 +.... + c 2 n −1 |(2 n − 1) . Let |ϕ = c 0 |0 +c 1 |1 +.... + c 2 n −1 |(2 n − 1) . We call |ϕ the complement of |ϕ .
i=0 c i |ī = |ϕ . Consequently, if two states of n-qubits are dual then they are SLOCC equivalent.
Summary
In this paper, we report the invariant for n-qubits. The invariant is only related to the amplitudes of the related two states and the determinants of the related operators. It reveals the inherent properties of SLOCC equivalence. By means of the invariant we propose the residual entanglement for n-qubits. When n = 2, it becomes Coffman et al.'s concurrence for 2-qubits and when n = 3, it is 3-tangle. For even n-qubits, it is much simpler than Wong and Nelson's even n-tangle [18] . For odd n-qubits, it requires 2 n multiplications. Wong and Nelson did not define the odd n-tangle. The properties of the residual entanglement are discussed in this paper. Wong and Nelson indicated out that when n is even, n-qubit |GHZ state has the maximal n-tangle and n-qubit |W state has the minimal n-tangle [18] . The present paper gives many true entangled states with the maximal residual entanglement: τ = 1 and many true SLOCC entanglement classes with the minimal residual entanglement: τ = 0. Wong and Nelson indicated out that their even n-tangle is not the n-way entanglement [18] . In the present paper, the properties of the residual entanglement claim that no matter how n is even or odd, the residual entanglement is not the n-way entanglement. The invariant and the residual entanglement can be used for SLOCC entanglement classification for n-qubits.
Appendix A: The proof of the invariant for 4-qubits
Let us prove (2.4). We can rewrite
Notice that from (A2) and (A3) it happens that 
So the proof of Step 1 is done.
Step 2. Prove that
We can rewrite (A2) as
Similarly, (A3) can be rewritten as
By substituting (A7) and (A10) into IV (d, 4),
where IV (h, 4) is obtained from IV (a, 4) by replacing a by h. From (A5) and (A6),
From (A8) and (A9),
From (A12) and (A13),
Similarly, from (A14) we can derive
From (A11) and (A15), the proof of Step 2 is done.
Appendix B: The proof of the invariant for 3-qubits
We can rewrite
Notice that from (B2) and (B3) it happens that
i=0 b i |i , where I is an identity. (2.12) can be obtained from the following Steps 1 and 2.
Step 1. Prove that
where From (B1), by computing,
Then the proof of Step 1 follows (B4), (B5) and (B6) straightforwardly.
and from (B3),
Let us compute IV (d, 3). From (B2) and (B3) we obtain
By (2.2), from (B9) it is easy to see
Expanding (B10), we have
From (B7), (B8) and (B11), we get
The proof of Step 2 follows (B7), (B8) and (B12) immediately.
Appendix C: The proof of the invariant for 5-qubits |ψ ′ can be rewritten as
Thus,
By (C1) and (C2), we can rewrite
From (C3), we have
From (C4), we can obtain the amplitudes
where 0 ≤ i ≤ 15. By substituting (C5) into A * , we obtain
Next let us show that
From (C1) and by (2.4), we obtain
From (C2) and by (2.4), we obtain
From (C1) and (C2), we have
By (2.4), from (C9) we obtain
By expanding (C10) and using (C7) and (C8), we obtain
Then (C6) follows (C7), (C8) and (C11). Finally, (2.14) follows (??) and (C6).
Appendix D: The proofs of the invariant for n-qubits
From (D2) and (D3), it happens that
Proof. By (D1),
By (D1),
So, by (D7),
So, by (D6) and (D8),
Lemma 2. When 0 ≤ i ≤ 2 n−3 − 1, sign * (n − 1, i) = sign(n, i). Proof. There are two cases. Case 1. 0 ≤ i ≤ 2 n−4 − 1. By the definitions, sign * (n − 1, i) = sign(n − 1, i) and sign(n, i) = sign(n − 1, i). Therefore for the case, sign
) for the case. Consequently, the argument is done by Cases 1 and 2. Part 1. The proof of Theorem 1 (for even n-qubits) For the proof of the invariant for 4-qubits, see Appendix A. The proof of Theorem 1 follows the following Steps 1 and 2.
Step 1. Prove IV (a, n) = IV (d, n) det(α), where IV (d, n) is obtained from IV (a, n) by replacing a by d. By lemma 1 above, clearly Step 1 holds.
Step 2. Prove
Step 2.1.
is obtained from IV (a, n) by replacing a by h. Notice that in Step 2.1 we will present the idea which will be used in the proof of Step 2.2 (for general case).
Proof. From (D2),
Then (D9) can be rewritten as follows.
As well, from (D3) we obtain
From (D12), we obtain
where 0 ≤ i ≤ 2 n−2 − 1. Note that from (D10) and (D13), clearly
Let us compute T (i) by using (D11) and (D14). Then we obtain the coefficients of β 1 β 4 , β 2 β 3 , β 1 β 3 and β 2 β 4 in T (i) as follows.
(1). The coefficients of
Then it is easy to see that the coefficient of β 1 β 4 in IV (d, n) is IV (h, n).
(2). The coefficient of β 2 β 3 in T (i) is sign(n, i)[(h 2 n−2 +2i h 3 * 2 n−2 −1−2i −h 2i+1+2 n−2 h 3 * 2 n−2 −2−2i )+(h (2 n−2 −2)−2i h 3 * 2 n−2 +1+2i −h (2 n−2 −1)−2i h 3 * 2 n−2 +2i )].
Then, the coefficient of β 2 β 3 in IV (d, n) is
sign(n, i)[(h 2 n−2 +2i h 3 * 2 n−2 −1−2i −h 2i+1+2 n−2 h 3 * 2 n−2 −2−2i )+(h (2 n−2 −2)−2i h 3 * 2 n−2 +1+2i −h (2 n−2 −1)−2i h 3 * 2 n−2 +2i )].
Let j = 2 n−3 − 1 − i. Note that sign(n, 2 n−3 − 1 − j) = −sign(n, j) by the definition. It is not hard to see that the coefficient of β 2 β 3 in IV (d, n) happens to be −IV (h, n).
(3). The coefficient of β 1 β 3 in T (i) is sign(n, i)[(h 2i h (3 * 2 n−2 −1)−2i − h 2i+1 h (3 * 2 n−2 −2)−2i ) + (h (2 n−2 −2)−2i h (2 n−1 +1)+2i − h (2 n−2 −1)−2i h 2 n−1 +2i )].
Note that the coefficient of β 1 β 3 in T (2 n−3 − 1 − i) is the opposite number of the one of β 1 β 3 in T (i) because sign(n, 2 n−3 − 1 − i) = −sign(n, i). Therefore the coefficient of β 1 β 3 in IV (d, n) vanishes. (4). The coefficient of β 2 β 4 in T (i) is sign(n, i)[(h 2 n−2 +2i h (2 n −1)−2i −h 2 n−2 +2i+1 h (2 n −2)−2i )+(h (2 n−1 −2)−2i h (3 * 2 n−2 +1)+2i −h (2 n−1 −1)−2i h 3 * 2 n−2 +2i )].
Note that the coefficient of β 2 β 4 in T (2 n−3 − 1 − i) is the opposite number of the one of β 2 β 4 in T (i). As well, the coefficient of β 2 β 4 in IV (d, n) vanishes.
From the above discussion, it is straightforward that IV (d, n) = IV (h, n) det(β).
Step 2.2. For general case Let Then IV (p, n) = IV (r, n) det(τ ), where Note that IV (p, n) and IV (r, n) are obtained from IV (a, n) by replacing a by p and r, respectively. Proof. We rewrite b k * 2 n−l +i |i n−l , where 0 ≤ k ≤ 2 l − 1.
By the above discussion, 
where 0 ≤ k ≤ 2 l − 1.
From (D16) and (D17), it is not hard to see that By substituting (D20) into IV * (a, n − 1), IV * (a, n − 1) =
