We focus on tandem queues with subexponential service time distributions. We assume that number of customers in front of the first station is infinite and there is infinite room for finished customers after the last station but the size of the buffer between two consecutive stations is finite. Using (max,+) linear recursions, we investigate the tail asymptotics of transient response times and waiting times under both communication blocking and manufacturing blocking schemes. We also discuss under which conditions these results can be generalized to the tail asymptotics of stationary response times and waiting times. Finally, we provide numerical examples to investigate the convergence of the tail probabilities of transient response times and waiting times to their asymptotic counter parts.
objective is to derive the tail asymptotics of transient and stationary response times and waiting times in these networks.
Let N k+1 be the size of the buffer between station k and k + 1 for k = 1, . . . , K − 1 including the customer being served at station k + 1. As mentioned above we assume that 0 < N k+1 < ∞ for k = 1, . . . , K − 1 and for notational convenience we set N 1 = 1 to denote the buffer capacity of the first station. Moreover, let M k be the initial number of customers at station k ∈ {1, . . . , K} (including those waiting in the buffer). Clearly, 0 ≤ M k ≤ N k . Since there are infinite number of customers in front of station 1 and N 1 = 1, without loss of generality we set M 1 = 0. We assume that all stations are idle at time 0 and if there is a customer at a station, the service on that customer has not started before time 0. Finally, H k = N k − M k denotes the number of empty spaces in the buffer of station k ∈ {1, . . . , K} at time 0. Clearly, 0 ≤ H k ≤ N k for all k ∈ {2, . . . , K} and H 1 = 1.
The service discipline at all stations is assumed to be First Come First Served (FCFS). Service times at station k ∈ {1, . . . , K} are independent and identically distributed random variables {B k n } with distribution function B k (·). The sequence of service times at each station is independent of the service times at the other stations. Furthermore, we assume that there exists a subexponential distribution F (·) (F ∈ S) and there exist constants c k ∈ [0, ∞) with 
There has been a growing interest in queueing networks with subexponential service time distributions since these distributions are prevalent in many computer and telecommunication systems.
In the single-queue case, a vast body of literature has been devoted to asymptotic results on a variety of models; see for example Pakes [22] , Embrechts and Veraverbeke [16] , Willekens and Teugels [26] , Asmussen, Klüppelberg and Sigman [4] , Jelenković and Lazar [20] , Asmussen, Henriksen and Klüppelberg [3] , Asmussen [2] , Asmussen and Møller [5] , Whitt [25] , Takine [24] , Borst, Boxma and Jelenković [13] , Xia, Liu, Squillante and Zhang [27] , Miyoshi [21] , Foss and Korshunov [18] and Foss, Konstantopoulos, and Zachary [17] .
As far as the open networks with subexponential service times are concerned, Baccelli, Schlegel and Schmidt [12] consider the tail behavior of stationary response times in open (max,+) linear systems. In a similar paper, Huang and Sigman [19] focus on the asymptotics of sojourn times and queue lengths in tandem queues and split-match queues. In [9] , Baccelli and Foss extend these results to monotone-separable stochastic networks (which are networks whose state variables are homogeneous and monotone functions of the epochs of the arrival process. Some examples of this models are generalized Jackson networks, (max,+) linear networks, polling systems, multi-server queues, and various classes of stochastic Petri nets). They provide upper and lower bounds for the tail asymptotics of the stationary maximal dater (which is the time to empty the network while stopping further arrivals. For instance, in a G/G/1 queue, this can be workload and in a FIFO tandem queue this can be end-to-end delay) in any network of this class. Furthermore, they ob-tain exact asymptotics for various special cases of these networks. Baccelli, Foss and Lelarge [10] provide the exact asymptotics of the tail of the stationary maximal dater in generalized Jackson networks of arbitrary topology with subexponential service times. Baccelli, Lelarge, and Foss [11] compute the exact tail asymptotics of stationary response times for both irreducible and reducible open stochastic event graphs under the assumptions of renewal input and independent identically distributed subexponential service times. In a recent paper, Dieker and Lelarge [15] study the tail asymptotics for functionals of the stationary solution of (max,+) linear recursions under subexponentiality assumptions in more complex networks; for example, the networks which have a FIFO event graph instead of a single server in each subnetwork. In addition, they apply the results to analyze the tail asymptotics of the resequencing delay. More specifically, packets have to be delivered to the destination in the order of transmission at the sender. However, due to the multi-path routing, packets may be misordered. Thus, networks need resequencing buffers for reordering. As a result, some of the packets have to wait in the buffers and they refer to this waiting time as resequencing delay. Unlike the network that we consider in this paper, all these papers assume stochastic input streams that are independent of the service process whereas we have an infinite supply of customers in front of the first station.
Ayhan, Palmowski and Schlegel [7] analyze the tail distribution of transient and stationary cycle times and waiting times in closed tandem queueing networks with subexponential processing times. Ayhan and Kim [6] generalize the results of [7] to closed fork and join networks. 
Communication Blocking
In this section, we consider the tandem network of Section 1 when it is operating under communication blocking and derive the tail asymptotics for transient response times and waiting times.
Preliminaries
We first derive a recursive expression for the departure times. For notational convenience, define
with the convention that summation over an empty set is zero. Note that M k,u is the total number of initial customers from station k to station u for u ≥ k and
with the convention that summation over an empty set is zero. Hence, H k,u is the total number of initial empty spaces in the buffers of the stations from station k to station u for u ≥ k and H k,k = H k . We use X k n to denote the departure time of the n th customer from station k ∈ {1, . . . , K}. Then, we have the following expression.
with the convention that X 0 n = 0, X K+1 n = 0 for all n and X k n = 0 for all n ≤ 0 and all k ∈ {1, . . . , K}.
Proof follows immediately from the observation that the n th customer joins the server at station k at time max{X k n−1 , X
In the proof of our main results, we will make use of the following upper and lower bounds on X k n for all k ∈ {1, . . . , K}.
Proposition 2.2 For all
with the convention that the summation over an empty set is zero.
Proof follows from summing up all the service times that appear in (2).
Proposition 2.3 For all
with the convention that the summation over an empty set is equal to zero and the maximization over an empty set is equal to −∞.
Proof We obtain lower bounds on all three terms that appear in the maximization operation of (2). It follows from equation (2) that X u n ≥ X u n−1 + B u n for all u ∈ {1, ..., K} and for all n ≥ 1. Then by recursive substitution, we have
From (2), we have
n−Mu } for all u ∈ {1, ..., K} and n ≥ 1. Using these inequalities recursively, we obtain
where the last inequality follows from (3). Similarly, from (2),
}. Then we have
Putting (3), (4), and (5) together, for all k ∈ {1, . . . , K}, we have
Response Times and Waiting Times
Let R k n denote the response time of the n th customer at station k which is the time from his acceptance to station 1 to his departure from station k. Thus, the response time of the n th customer at station k ∈ {1, . . . , K} is computed as
Note that X 1 n−M 2,k −1 is the time that the (n − M 2,k ) th customer joins the server at station 1. For notational convenience, define
with the convention that summation over an empty set is zero. Note that N k,u is the total buffer capacity from station k to station u for u ≥ k and N k,k = N k . Let N denote the total capacity of the system. Thus, N = N 1,K . The next proposition provides the tail asymptotics of R k n for all n ≥ N 1,k + H k+1,K .
Proposition 2.4 For all k ∈ {1, . . . , K} and all
where the convergence is uniform in n.
Proof Note that R k n will attain its largest value if all the stations (except station K) are blocked at the time that (n − M 2,k ) th service starts at station 1. That is the (n − M 2,k − H 2,K ) th customer is still at station K when the (n−M 2,k ) th service starts at station 1. Since M 2,k +H 2,j = N 2,k +H k+1,j for all j ∈ {k + 1, . . . , K}, we immediately obtain the following upper bound on R k n .
Hence, from Corollary A.1 of Ayhan, Palmowski and Schlegel [7] , for all n
We now provide a lower bound on R k n . From Propositions 2.2 and 2.3, we have
Therefore, from Lemmas A.3 and A.4 of Ayhan, Palmowski and Schlegel [7] , for all n
This together with (7) completes the proof .
Note that R K n is the sojourn time of the n th customer. Then, we have the following simple expression for tail asymptotics of sojourn times. For all n ≥ N 1,K ,
Let W k n denote the time that the n th customer spends at station k, for k = 1, 2, . . . , K. Thus, W k n is the time from the arrival of the n th customer at the k th station till its departure from the k th station. Then,
Since there are infinite number of customers in front of station 1, we have
The next proposition provides the tail asymptotics of the n th waiting time at station k ∈ {1, . . . , K}.
Proposition 2.5 For all k ∈ {1, . . . , K} and all
Proof We first obtain an upper bound on W k n . Clearly, W 1 n will attain its largest value if all the stations (except station K) are blocked at the time that n th service starts at station 1. Similarly, for k ∈ {2, . . . , K}, if there are N k − 1 customers waiting in front of station k at the time that the n th customer joins station k (i.e., the (n − N k + 1) th customer is still in service at station k) and the (n − N k + 1) th customer and all the customers behind him (at station k) get blocked (which will only happen if k = K), W k n will attain its largest value. This argument immediately gives the following upper bound on W k n for k ∈ {1, . . . , K}:
We now provide a lower bound on W k n for k ∈ {1, . . . , K}. From Propositions 2.2 and 2.3 and equations (8) and (9), we have
Therefore, from Lemmas A.3 and A.4 of Ayhan, Palmowski and Schlegel [7] , for all
which together with (10) completes the proof.
Note that the tail asymptotics of W k n only depends on the service times at stations k to K.
Remark 2.1 One can easily see that
. . , K}. However, we would like to point out that the following counter intuitive equality also holds
.
Manufacturing Blocking
In this section, we study the tandem queue discussed in Section 1 when it operates under the manufacturing blocking scheme. Under this control strategy, at the completion of a service at station k, the customer moves into the buffer of station k + 1, if that buffer is not full. Otherwise, it has to wait with server k until the downstream buffer has a free space. Hence, unlike communication blocking a customer gets blocked after service.
As is done in Section 2, we first obtain a recursive relationship for the departure time of the n th customer from station k, namely X k n for all k ∈ {1, . . . , K}.
Proposition 3.1 For all
Proof At the time of the n th service completion at station k ∈ {1, . . . , K}, if buffer k + 1 is not full, the n th departure time is the maximum of
If buffer k + 1 is full, the n th customer is blocked and needs to wait for the blocking to be cleared.
One can obtain the following upper bound on X k n by summing up all the service times that appear in (11).
Proposition 3.2 For all
Similarly, employing the techniques used in the proof of Proposition 2.3, we obtain the following lower bound on departure times.
Proposition 3.3 For all
k ∈ {1, . . . , K}, X k n ≥ max{ max u=1,...,k n−M u+1,k r=1 B u r , max u=k+1,...,K n−H k+1,u r=1 B u r }
with the convention that the summation over an empty set is equal to zero and the maximization over an empty set is equal to −∞.
Note that X k n can be bounded above and below by the same expressions under both blocking strategies which is not surprising since the recursive expression for X k n under both blocking schemes is similar. Propositions 3.4 and 3.5 provide the tail asymptotics of transient response times and waiting times, respectively for tandem lines with manufacturing blocking. As the results illustrate tail asymptotics for both performance measures are the same under both blocking schemes. Proofs of Propositions 3.4 and 3.5 are omitted since they are similar to the proofs of Propositions 2.4 and 2.5, respectively.
Proposition 3.4 For all k ∈ {1, . . . , K} and all
Proposition 3.5 For all k ∈ {1, . . . , K} and all
Stationary Response times and Waiting times
The tandem queue of this paper under both blocking strategies is an example of a (max,+) linear system (see Baccelli, Cohen, Olsder and Quadrat [8] for details of (max,+) linear systems). Moreover, even though the network that we study is open, since there are infinite number of customers in front of station 1, we have an autonomous (max,+) linear system (i.e., the evolution equations are the same as the one in equation 7.92 on page 353 of [8] ). Then using the analysis in Section 7.5 of [8] , we can derive sufficient conditions under which the stationary characteristics exist. In particular, Theorem 7.94 of [8] states that if there exists a station k ∈ {1, . . . , K} that can start processing a customer at time 0 and has a service time distribution with infinite support then the sequence of
. . , K}} n≥1 admits a unique stationary regime which is integrable, directly reachable, independent of the initial condition and {(X i n − X j n−1 ) : i, j ∈ {1, . . . , K}} couples with it in finite time. Note that both the response times and the waiting times can be expressed in terms of these differences of departure times. In particular, for all k ∈ {1, . . . , K}
and by definition W 1 n = X k n − X 1 n−1 . Let R k and W k denote the stationary response time and waiting time at station k ∈ {1, . . . , K}, respectively. Since the convergence in Propositions 2.4, 2.5, 3.4, and 3.5 is uniform in n, putting this together with Theorem 7.94 of [8] , we immediately have the following results on stationary response times and waiting times. 
Numerical Results
The System 1) the tail asymptotics could provide a good approximation for the tail probabilities of sojourn times even when x is moderately large. However, the convergence of the tail asymptotics to the actual tail probability is slower for System 2 which is expected since the tail asymptotics of the sojourn time depend on the number of stations. Figures 3 to 5 present the tail probabilities of waiting times of the 50 th customer at the first station, the middle station, and the last station for Systems 1 and 2. As the figures demonstrate, in all these cases the tail asymptotics could be used to approximate the tail probabilities of waiting times even when x is moderately large. Note that the convergence of the tail asymptotics to the tail probabilities is especially fast for the waiting times at the last station.
We next focus on Systems 1 and 3 which have the same number of stations but different system capacities. For both systems we again compute the tail probabilities of sojourn time and waiting times at stations 1, 3 (middle station), and 5 (end station) of the 50 th customer. Figures 6 through 9 illustrate how these tail probabilities vary with respect to x. As Figure 6 demonstrates the tail asymptotics could provide a good approximation for the tail probabilities of sojourn times for both systems even when x is moderately large but the approximation is especially good for the system with smaller capacity (i.e., System 1). Figures 7 to 9 present the tail probabilities of waiting times of the 50 th customer at station 1, station 3, and station 5 for Systems 1 and 3. Note that in Figure 7 tail asymptotics of the waiting times at the first station in both systems are the same since both systems have the same number of stations and the capacity of station 1 is 1. As we have observed above, in all these cases the tail asymptotics could provide a good approximation for the tail probability of the waiting times as x increases from medium to large values and the convergence is again especially fast for the waiting times at the last station. 
