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Re´sume´ :
On conside`re les e´quations de la couche limite 2D stationnaire d’un fluide en loi puissance quand
l’e´coulement exte´rieur est acce´le´re´ le long de l’obstacle. On montre l’existence et l’unicite´ de la solution
auto-similaire positive et on donne des encadrements du taux de cisaillement a` l’origine. Pour les
fluides rhe´o-e´paississants on de´montre rigoureusement que le raccordement avec l’e´coulement exte´rieur
se fait ”a` distance finie”, dont on donne un majorant, et pour les fluides rhe´o-fluidifiants on donne
des e´quivalents a` l’infini.
Abstract :
We prove the existence and uniqueness of the positive self similar solution of the 2D boundary layer
equations of a power law fluid when the external flow is accelerated and give bounds of the wall shear
rate. For dilatant fluids we rigorously prove that the matching with the external flow arises at a ”finite
distance” and, for pseudo-plastic fluids, give the asymptotic behavior at infinity.
Mots clefs : Couche-limite ; E´quation de Falkner-Skan ; Fluide en loi puissance
1 Introduction
On s’inte´resse aux solutions stationnaires et auto-similaires de´finies dans le domaine x > 0, y > 0, des e´quations
de la couche limite bidimensionelle laminaire, e´crites dans un re´fe´rentiel lie´ a` l’obstacle, d’un fluide en loi
puissance d’indice de structure n, et de consistance K, quand la vitesse tangentielle exte´rieure le long de
l’obstacle est U(x) = U∞(x/L)
β/(2−β) et est acce´le´re´e (0 < β < 2). Une analyse dimensionnelle montre que si
les e´quations de la couche limite posse`de une solution autosimilaire, sa fonction de courant ψ est donne´e sur
(R+∗)2 par1 :





ou` la fonction sans dimension u est solution sur R+ du proble`me (voir par exemple [1], [6], [8] ou [9]) :
τ(u′′)′ + αuu′′ + β(1− u′2) = 0 u ∈ C2(R+), τ(u′′) ∈ C1(R+) u(0) = u′(0) = 0, lim
+∞
u′ = 1 (2)
avec :
∀x ∈ R : τ(x) = x|x|n−1 α = 2(1 + (n− 1)β)/(n + 1) (3)
Pour n = 1, l’e´quation diffe´rentielle dans (2) est l’e´quation de Falkner-Skan ”habituelle” qui se re´duit, pour
β = 0, a` l’e´quation de Blasius. Physiquement, les seules solutions pertinentes (i.e. au regard des hypothe`ses de
couche limite) sont celles pour lesquelles la vitesse tangentielle dans la couche limite est strictement positive,
c’est a` dire (vu (1)) qui sont telles que u′(η) > 0 pour η > 0. On adoptera alors les de´finitions suivantes :
1On peut changer la fonction inconnue η 7→ u(η) en η 7→ u(λη)/λ, ou` λ > 0 est arbitraire, ce qui revient dans (2)
a` multiplier α et β par λn+1 sans changer les conditions limites. On pourra donc trouver dans la litte´rature d’autres
coefficients pour l’e´quation diffe´rentielle de (2). Le point important est que quand l’e´coulement exte´rieur est acce´le´re´ le
coefficient de (1− u′
2
) est positif. Pour α 6= 0 on peut ainsi se ramener a` α = ±1, en prenant λ = |α|−1/(n+1).
1
De´finition 1 Soit u une solution du proble`me (2). On dira que u est une solution positive si u′ > 0 sur ]0,+∞[,
que c’est une solution normale si u′′ > 0 sur ]0,+∞[ et pseudo-normale si u′′ ≥ 0 sur ]0,+∞[.
Une solution normale est une solution pour laquelle la vitesse tangentielle est strictement croissante a` l’inte´rieur
de la couche limite et le taux de cisaillement ne s’y annule donc pas. Le re´sultat principal de ce travail est que,
pour tous β > 0, n > 0 il y a existence et unicite´ de la solution positive de (2) et ce pour tout re´el α. Pour
n ≤ 1, cette solution est normale et, si n > 1, elle est normale si α < 0 mais pseudo-normale et non normale
si α ≥ 0 (cas physique). Pour le cas newtonien (n = 1, α > 0, β > 0), la premie`re preuve de l’existence d’une
solution telle que u′ > 0, u′′ > 0, u′′′ < 0 avait e´te´ donne´e par Weyl en 1946. Pour le meˆme proble`me, une preuve
beaucoup plus simple, et constructive, de l’existence d’une solution sous les seules conditions u′ > 0, u′′ > 0 (i.e.
d’une solution normale) a e´te´ ensuite propose´e en 1960 par Coppel[2], qui a e´galement montre´ l’unicite´ de cette
solution normale (voir aussi [5] et [6]). Par contre, toujours pour n = 1, α > 0, β > 0, a` ma connaissance le fait
que cette solution soit e´galement la seule solution positive n’avait pas encore e´tait e´tabli, ni donc a` fortiori pour
0 < n ≤ 1, β > 0 et α quelconques. De manie`re ge´ne´rale, pour les fluides non-newtoniens je n’ai trouve´ dans
la litte´rature que des e´tudes nume´riques, voire analytiques mais peu rigoureuses. En particulier, dans le cas
rhe´o-e´paississant (n > 1) pour α > 0, comme l’unique solution positive est pseudo-normale mais non normale,
il existe η∗ > 0 tel que on ait u′ < 1, u′′ > 0 sur ]0, η∗[, puis u′ = 1, u′′ = 0 pour η ≥ η∗. La couche limite auto-
similaire est donc d’e´paisseur rigoureusement finie, c’est a` dire que la perturbation de l’e´coulement exte´rieur
due a` la pre´sence de l’obstacle ne s’e´tend qu’a` une distance finie de ce dernier. Ce comportement particulier
des fluides rhe´o-e´paisissants avait de´ja` e´te´ signale´ dans [1] et par de nombreux autres auteurs depuis (voir, par
exemple, [3], [4], [7]). Toutefois, les me´thodes utilise´es dans toutes ces e´tudes sont essentiellement nume´riques
avec, a` ma connaissance, un seul re´sultat partiel rigoureux disponible dans la litte´rature. Ce dernier se trouve
dans [6] ou` les auteurs, dans le cadre un peu plus ge´ne´ral des e´quations de la MHD, montrent que si le proble`me
(2), avec α > 0, β > 0, n ∈]1, 2[, posse`de une solution telle que u′ > 0, u′′ ≥ 0, u′′′ ≤ 0 sur R+∗, alors on a
l’existence du η∗ indique´ plus haut. Mais l’existence elle meˆme d’une telle solution u n’est pas prouve´e, ce qui
est le point le plus de´licat, ni le fait que ce soit la seule positive.
Dans ce qui suit, on va indiquer les re´sultats sous forme de the´ore`mes. Les de´monstrations sont mathe´matiquement
e´le´mentaires mais tre`s techniques et le plus souvent trop longues pour eˆtre expose´es exhaustivement ici. On don-
nera toutefois des indications, soit sous forme de lemmes soit par des commentaires dans le texte. En comple´ment,
on exhibera des encadrements de u′′(0) ainsi que le comportement asymptotique des solutions pour n < 1, α ≥ 0.








−1(y3) + β(1− y2
2))







y(0) = (0, 0, τ(γ))
(4)
ou` τ−1 est l’inverse de τ . Il est clair qu’une fonction u est une solution de (2) si, et seulement si, il existe un re´el
γ = u′′(0) tel que y = (u, u′, τ(u′′)) soit une solution de (4) sur R+ telle que y2 tende vers 1 en +∞. Il y a lieu
de noter que pour n ≤ 1 (cas rhe´o-fluidifiant ou newtonien), le second membre f est C1 et le th. de Cauchy-
Lipschitz s’aplique. Par contre, pour n > 1 (cas rhe´o-e´paississant) le second membre n’est pas lipschitzien au
voisinage de tout point ou` y3 = 0, ce qui complique les analyses. A noter e´galement le :
Lemme 1 Soit (α, β) ∈ R2, n > 0. Soit u ∈ C2(R+), avec τ(u′′) ∈ C1(R+), ve´rifiant l’e´quation diffe´rentielle
τ(u′′)′ + αuu′′ + β(1 − u′2) = 0. On suppose que u′ posse`de une limite finie L en +∞. Si β 6= 0 alors L2 = 1.
Si L 6= 0 alors lim+∞ u
′′ = 0.
Pour L2 = 1 si β 6= 0 : On inte`gre (2) de 0 a` η > 0, on divise par η et on passe a` la limite η → +∞. Pour
lim+∞ u
′′ = 0 si L 6= 0 : On multiplie (2) par u′′, on inte`gre de η0 a` η, ou` u
′ est de signe constant au dela` de η0,
puis on discute le passage a` la limite η → +∞.
2 Quelques proprie´te´s des solutions pseudo-normales.
Lemme 2 Soit α ∈ R, β > 0 et n > 0. Soit u une solution de (2). On a les implications suivantes :
{u normale} ⇒ {u pseudo-normale} ⇒ {u positive} (5)
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Si n ≤ 1 on l’e´quivalence :
{u pseudo-normale} ⇔ {u normale} (n ≤ 1) (6)
Si n > 1 et si u est pseudo-normale mais pas normale, alors il existe η∗ > 0 tel que :
1. Sur ]0, η∗[, on a u′′ > 0 et 0 < u′ < 1.
2. Sur [η∗,+∞[ on a u′′ = 0, u′ = 1.
Soit u pseudo-normale. On pose η∗ = +∞ si u est normale et sinon on de´finit η∗ comme ci-dessus. Alors u est
C∞ sur [0, η∗[ et on a u′′′ < 0 sur [0, η∗[.
Comme une solution pseudo-normale est positive, pour β > 0 on a u′′(0) > 0 et on a alors le :
Lemme 3 (Changement de variable de Crocco.) Soit α ∈ R, β > 0, n > 0 et u une solution pseudo-
normale de (2). On pose η∗ = +∞ si u est normale et sinon on de´finit η∗ comme dans le lemme 2. Soit γ =
u′′(0) > 0 et y = (u, u′, τ(u′′)). Alors, y2 est un home´omorphisme de [0, η
∗[ sur [0, 1[ et un C∞-diffe´omorphisme
de ]0, η∗[ sur ]0, 1[. La fonction z = y3 ◦ y
−1
2 - ou` y2 est restreinte a` [0, η
∗[ - prolonge´e par z(1) = 0, est continue
sur [0, 1], strictement positive et de classe C∞ sur [0, 1[, et est solution du proble`me de Cauchy :









z(0) = γn z′(0) = −β/γ (7)
et on a :









Les proprie´te´s de y2 et de z sont e´le´mentaires et (2) implique alors (7), qui implique (8) en inte´grant de 0 a` t.
3 Existence et unicite´ de la solution positive.
Soit α ∈ R, β > 0 et n > 0 donne´s et soit f le second membre de (4). On pose :
E = {(y1, y2, y3) ∈ R
3, (y2, y3) 6∈ {(1, 0), (−1, 0)}}
Lemme 4 1. Pour chaque y0 ∈ E, le proble`me de Cauchy (y
′ = f(y), y(0) = y0) posse`de une unique solution
maximale dans E.
2. Pour chaque γ ∈ R, soit alors (J(γ), y) la solution maximale de (4) dans E, ou` J(γ) est son intervalle ou-
vert de de´finition. On note η 7→ y(γ, α, β, n; η) cette solution. Alors, l’ensemble
⋃
(γ,α,β,n)∈R2×(R∗)2{γ, α, β, n}×
J(γ) est un ouvert de R5 et, sur cet ouvert, l’application (γ, α, β, n, η) 7−→ y(γ, α, β, n; η) est continue.
Le point 2 re´sulte directement du point 1 d’apre`s les proprie´te´s usuelles des EDO en dimension finie dont le
second membre est continu (voir p. ex. [5]). Pour le point 1, comme f est continue on a toujours l’existence d’une
solution maximale et la difficulte´ est de montrer son unicite´. Le cas n ≤ 1 est standard par Cauchy-Lipschitz.
Reste le cas n > 1 ou` on est ramene´ a` prouver l’unicite´ locale quand y0 = (a, b, 0) avec |b| 6= 1. La de´monstration
est alors assez technique et fastidieuse.
Pour prouver l’existence d’une solution positive, on s’appuie alors sur le lemme pre´ce´dent et on utilise l’argument
de connexite´ de Coppel[2]. Le raisonnement est le suivant. Soit Ω = {(y1, y2, y3) ∈ R
3, y2 < 1, y3 > 0} et γ > 0.
Sur Ω, le second membre f de (4) est C1 et il y a donc unicite´ de la solution maximale dans Ω. Soit (I(γ), y)
cette solution et soit (J(γ), y) la solution maximale dans E du meˆme proble`me. Par unicite´, on a I(γ) ⊂ J(γ)
et y = y sur I(γ). Posons η+ = sup I(γ). Si η+ < +∞, alors y est borne´e en η+ (par (η+, 1, τ(γ)) et atteint
ne´cessairement le bord de Ω (sinon η+ ne serait pas borne sup de I(γ)). On peut donc diviser l’ensemble des
γ > 0, c’est a` dire R+∗, en la re´union de quatre parties deux a` deux disjointes : R+∗ = J1 ∪ J2 ∪ J3 ∪ J4 ou` :
1. J1 est forme´ des γ > 0 tels que la solution maximale (J(γ), y) de (4) dans E reste dans Ω pour tout
η ∈ R+.
2. J2 est forme´ des γ > 0 tels que la solution maximale (J(γ), y) de (4) dans E atteint ∂Ω a` un ”instant”
fini η+ et en un point ou` y2 = 1, y3 > 0.
3. J3 est forme´ des γ > 0 tels que la solution maximale (J(γ), y) de (4) dans E atteint ∂Ω a` un ”instant”
fini η+ et en un point ou` 0 < y2 < 1, y3 = 0.
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4. J4 est forme´ des γ > 0 tels que la solution maximale (J(γ), y) de (4) dans E atteint ∂Ω a` un ”instant”
fini η+ et en un point ou` y2 = 1, y3 = 0.
Dans les cas 2) ou 3) la solution (J(γ), y) dans E se prolonge au dela` de η+. Sa continuite´ par rapport a` γ (lemme
4) implique alors que J2 et J3 sont ouverts. D’autre part, pour γ = 0, on a y(0) = (0, 0, 0) et y
′
3(0) = −β < 0,
donc par continuite´ tout γ > 0 assez petit est dans J3 qui n’est donc pas vide. On montre de meˆme, par le
changement de variable η/γ et par continuite´ (car le lemme 4 s’applique encore), que tout γ > 0 assez grand
est dans J2 qui n’est donc pas vide non plus. Or R
+∗ est connexe et n’est donc pas la re´union de J2 et J3. Ce
qui implique ne´cessairement que J1 ∪ J4 6= ∅. De plus pour tout γ ∈ J2, au dela` de η
+ la solution maximale y
rentre dans le domaine y3 > 0, y2 > 1. On montre alors (mais c’est moins e´vident) qu’elle y reste et donc que
limsup J(γ) y2 = +∞ (par l’absurde, vu le lemme 1 si supJ(γ) = +∞). Donc, aucun point de J2 ne peut eˆtre la
condition initiale u′′(0) d’une solution de (2). De meˆme, pour tout γ ∈ J3, la solution y au dela` de η
+ rentre
ne´cessairement dans le domaine y3 < 0, y2 < 1 et on montre alors (ce n’est pas non plus si e´vident) qu’il existe
ne´cessairement η > η+ tel que y2(η) < 0. Donc, aucun point de J3 ne peut eˆtre la condition initiale u
′′(0) d’une
solution positive de (2). D’autre part, pour tout γ ∈ J1, la solution maximale (J(γ), y) est de´finie sur R
+ avec
y2 strictement croissante sur ]0,+∞[, donc strictement positive (car y2(0) = 0), et borne´e (par 1). Donc, y2
posse`de une limite finie L > 0 en +∞ et, par le lemme 1 on a L = 1. Donc, tout γ ∈ J1, est la condition initiale
u′′(0) d’une solution positive et normale de (2).
Pour n ≤ 1, J4 est vide car pour γ ∈ J4 (par C.L.) on aurait y2 = 1 sur tout J(γ), et donc en particulier
y2(0) = 1, ce qui serait absurde. Donc, pour n ≤ 1, J1 n’est pas vide et J4 est vide. Ce qui prouve que pour
tout n ≤ 1 1) (2) posse`de au moins une solution positive et 2) toute solution positive est normale.
Pour n > 1, c’est un peu plus de´licat. On montre d’abord que si α < 0, J4 est vide (et donc J1 6= ∅) alors
que si α ≥ 0, J1 est vide (et donc J4 6= ∅). Donc, comme dans le cas n ≤ 1, pour α < 0 1) (2) posse`de au
moins une solution positive et 2) toute solution positive est normale. Inversement, si α ≥ 0, alors tout γ ∈ J4
est la condition initiale u′′(0) d’une solution positive et pseudo-normale, mais non-normale de (2) (il suffit de
prolonger y2 par 1 au dela` η
+). De plus, on montre (ce n’est pas si e´vident) qu’il n’est pas possible de prolonger
autrement y au dela` de η+ (attention le lemme 4 tombe en de´faut) en une solution positive de (2). Donc, pour
α ≥ 0 1) (2) posse`de au moins une solution positive et 2) toute solution positive est pseudo-normale mais non
normale.
Enfin, pour l’unicite´, on montre assez facilement par l’absurde que J1∪J4 est toujours re´duit a` un unique point
γ0. Pour cela on suppose qu’il existe γ1 > γ2 dans J1 ∪ J4. Pour α ≤ 0, on utilise l’e´quation (2) pour montrer
que u′′1 > u
′′
2 sur tout R
+ ce qui implique, en inte´grant de 0 a` +∞, que 1 = lim+∞ u
′
1 > lim+∞ u
′
2 = 1, ce qui est
absurde. Pour α > 0, on utilise l’e´quation (8) pour montrer que z′2 > z
′
1 sur [0, 1[ ce qui implique, en inte´grant
de 0 a` 1, que γn1 < γ
n
2 , ce qui est absurde. D’ou`, en combinant avec les lemmes 1 et 2 :
The´oreme 1 (Existence et unicite´.) Soit α ∈ R, β > 0 et n > 0. Alors :
1. Le proble`me de Falkner-Skan ge´ne´ralise´ (2) a une unique solution positive u. Soit γ0(α, β, n) = u
′′(0).
Alors γ0 > 0 et l’application (α, β, n) 7−→ γ0(α, β, n) est continue.
2. L’intervalle ]0, γ0[ est forme´ des γ > 0 tels que la solution maximale dans E de (4) quitte, en un certain
η+ > 0, le domaine (y3 > 0, y2 < 1) en un point y(η
+) avec {y3(η
+) = 0, y2(η
+) < 1}. Pour η > η+, cette
solution ”entre” dans le domaine (y3 < 0, y2 < 1) et y prend, pour des η > η
+ des valeurs y2(η) < 0.
3. L’intervalle ]γ0,+∞[ est forme´ des γ > 0 tels que la solution maximale dans E de (4) quitte, en un certain
η+ > 0, le domaine (y3 > 0, y2 < 1) en un point y(η
+) avec {y3(η
+) > 0, y2(η
+) = 1}. Pour η > η+, elle
entre dans le domaine (y3 > 0, y2 > 1) et ne le quitte plus et y2 tend vers +∞. Un tel γ n’est la valeur
initiale u′′(0) d’aucune solution (positive ou non) de (2).
4. Si n ≤ 1, ou si n > 1 et α < 0, cette unique solution positive u est normale et on a :
u ∈ C∞(R+); ∀η > 0 : 1 > u′(η) > 0, γ0 > u
′′(η) > 0, u′′′(η) < 0 , lim
+∞
u′′ = 0
De plus, si n ≤ 1 alors lim+∞ u
′′′ = 0.
5. Si n > 1 et α ≥ 0, cette unique solution positive est pseudo-normale mais pas normale. Il existe η∗ > 0
tel que :
(a) Sur [0, η∗[, u est C∞, avec sur ]0, η∗[ : 1 > u′ > 0, γ0 > u
′′ > 0, u′′′ < 0.
(b) Sur [η∗,+∞[ on a u′′ = 0, u′ = 1.
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De plus2, si n < 2 alors u est C3(R+), si n = 2 limη∗ u
′′′ = −αu(η∗) et si n > 2, α > 0 alors limη∗ u
′′′ =
−∞.
De plus, en proce´dant quasiment comme pour l’unicite´, on ve´rifie facilement qu’a` n fixe´ γ0 est une fonction
strictement croissante de α et β. Il est a` noter que le the´ore`me induit directement une me´thode tre`s simple
(par dichotomie) pour la de´termination nume´rique de γ0 = u
′′(0), et donc de la solution. On donnera quelques
illustrations nume´riques lors de l’expose´ oral. On a de plus les encadrements, qui entre autres facilitent la mise
en oeuvre de la dichotonmie :
(n + 1)(α + 4β)
6n

























n+1 (α ≥ 0, n > 1)
(9)
La majoration de η∗ sera justifie´e au paragraphe suivant (elle est aussi donne´e dans [6], par une autre me´thode).
Pour les encadrements de γ0, on peut proce´der comme suit. On multiplie l’e´quation de (2) par u














Le membre de gauche est du signe de α. On fait tendre η vers +∞, ou η∗, u′′ tend vers 0 et on obtient la
majoration pour α < 0 et une partie de la minoration pour α ≥ 0 (et pour α = 0, on obtient la valeur exacte).
On utilise ensuite (8). Pour t ∈ [0, 1[ et α < 0, comme z de´croˆıt, on a z′(t)z1/n(t) ≤ −β(1 − t2) − αt2/2, on
inte`gre de 0 a` t et il vient nγn+10 /(n + 1) ≥ t(β − (2β − α)t
2/6). On prend t = 1 et t =
√
2β/(2β − α) et on
obtient les minorants voulus. Pour α ≥ 0 la premie`re ine´galite´ s’inverse, on l’inte`gre de 0 a` 1 et on obtient la
majoration. On a aussi −z′(t)γ0 ≥ β(1− t
2)+αt2/2, on inte`gre de 0 a` 1 et on obtient la minoration manquante.
4 Equivalents en l’infini pour n < 1, β > 0 et α ≥ 0.
Soit u la solution positive de (2) et z de´finie comme dans le lemme 3. On a l’ine´galite´ :
∀η ≥ 0 : u′′ ≥ (1− u′)2/n+1(2β/3)1/n+1 (β > 0, n < 1, α ≥ 0) (11)
Pour le voir, on multiplie l’e´quation diffe´rentielle de (2) par u′′ et on inte`gre de η > 0 a` +∞. On en de´duit
l’identite´ inte´grale :






[β(1− s2) + αs(1− s)]z−1/n(s) ds (12)
En effet, comme z1/n(s) ≥ (1 − s)2/n+1(2β/3)1/n+1, les deux membres de l’e´galite´ sont bien de´finis et leurs
de´rive´es sont e´gales. D’autre part, dans le membre de droite, le premier terme tend vers 0 quand t → 1. D’ou`
l’identite´. On introduit alors l’ope´rateur L de domaine D de´fini par :






(β(1− s2) + αs(1− s))f−1/n(s) ds
ou` D = {f :]0, 1[7→ R/f > 0 p.p., f−1/n ∈ L1([0, 1], 1 − s)}. Comme α ≥ 0, on a la relation de monotonie
f1 ≤ f2 ⇒ L(f1) ≥ L(f2). Il est clair que z est un point fixe de L et que l’on a l’ine´galite´ z ≥ Cz0 avec :
C = [2β/3]
n
n+1 z0(t) = (1− t)
2n
n+1 (t ∈ [0, 1])
La fonction z0 est dans D et, en calculant L(z0), on ve´rifie l’existence de constantes M,m telles que Mz0 ≥
L(z0) ≥ mz0. Donc, les ite´re´s successifs L
k(z0) sont bien de´finis et on a la relation :
∀p ∈ N : L2p+1(Cz0) ≥ z ≥ L
2p(Cz0)
2Les cas n ≥ 2 sont acade´miques, car en particulier le Reynolds non newtonien ne tend pas vers +∞ avec la vitesse
exte´rieure et les hypothe`ses de couche limite tombent en de´faut.
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On pose alors :
K = (1 + n)[α(1 + n) + 2β(1− n)]/(2n(1− n))
et on de´finit la suite (up) par :
u0 = C up+1 = Ku
−1/n
p
Elle converge vers K
n
n+1 et on ve´rifie, par re´currence sur p, que :


























En revenant a` la variable η on a donc les e´quivalents :
The´oreme 2 (Comportement asymptotique.) Soit n < 1, β > 0 et α ≥ 0. Soit u l’unique solution positive



























A noter que dans le proble`me originel (c.f. (3)) on a α(1 + n) + 2β(1− n) = 2. Signalons alors que le the´ore`me
2 s’applique si α < 0 avec α(1 + n) + 2β(1− n) > 0 : pour la de´monstration on peut encore utiliser l’ope´rateur
L mais c’est plus de´licat. A noter e´galement que (12) reste vraie pour une solution pseudo-normale avec α ≥ 0,
car on a η∗ =
∫ 1
0
z−1/n(s) ds, d’ou` l’on de´duit la majoration de η∗ indique´e plus haut, vu la de´croissance de z.
5 Conclusions
Pour re´sumer, on a montre´ l’existence et l’unicite´ d’une solution auto-similaire positive pour tout β > 0, n > 0,
donne´ des encadrements du taux de cisaillement a` l’origine (i.e. de u′′(0)), de´montre´ le comportement ”patho-
logique” des fluides rhe´o-e´paississants et donner des e´quivalents de la solution auto-similaire au voisinage de
l’infini pour n < 1, α ≥ 0. Signalons que les encadrements et les e´quivalents a` l’infini sont e´galement valables
pour la solution de Blasius (β = 0, α = 1) dont on indiquera un the´ore`me d’existence et d’unicite´ lors de l’expose´
oral.
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