the availability of other static visual features, such as colour, can dramatically decrease viewpoint effects even for structurally similar objects.
In contrast to shape, the manner in which motion information interacts with viewpoint has not been systematically investigated. Given that many objects in our environment can move and are often encountered from different perspective viewpoints, our main goal in the present study was to examine whether and how motion influences the recognition of objects encountered from disparate viewpoints. The evidence to date suggests that motion plays an important role in recognition (eg Knappmeyer et al 2003; Lander and Bruce 2000; Liu and Cooper 2003; Newell et al 2004; O'Toole et al 2002; Stone 1998 Stone , 1999 Tarr 2004, 2006; Watson et al 2005) . For example, some types of motion (eg rigid rotation in depth) may help observers estimate an object's 3-D structure which, in principle, is viewpoint-invariant (Todd 2004; Ullman 1979) . Thus, rigid rotation in depth may diminish the recognition deficit caused by presenting objects at larger viewpoint disparities because it facilitates this estimation. Alternatively, motion may bias certain viewpoints by allowing observers to predict upcoming views (eg Friedman et al 2009; Stone 1998 Stone , 1999 Vuong and Tarr 2004) or by reducing observers' attention to certain views (eg Harman and Humphrey 1999) . This view bias may potentially modulate viewpoint effects because some views may be more efficiently processed than others.
Our recent work further suggested that coherent rigid rotation of objects in depth, in which changes occur in a temporally smooth fashion, facilitated mechanisms that allowed both human and pigeon observers to generalise from learned viewpoints to new viewpoints (Friedman et al 2009) . In that study, we trained observers to recognise a moving target object from two different training viewpoints. We then tested how quickly and accurately they recognised the target from novel viewpoints that were either between the two training viewpoints (interpolated views) or beyond the range of the two training viewpoints (extrapolated views; see also Bu« lthoff and Edelman 1992) . Importantly, the key role of motion was underscored by the finding that extrapolated views that followed the learned rotation direction of the objects during training were recognised more accurately than extrapolated views that preceded the training views, although both extrapolated views were the same angular distance to a trained view.
An important difference between the present study and our previous work (Friedman et al 2009) is that the effects of coherent motion on recognising objects from new viewpoints found previously were presumably based on representations of 3-D objects that were acquired during training and stored in long-term visual memory. Here, in contrast, we examined the role of shape and motion in modulating the viewpoint effect during immediate perception. Across three experiments, observers made identity judgments based on the 3-D structures of object pairs presented simultaneously at different viewpoints. In experiment 1, we manipulated the structural similarity of the object pairs. In experiments 2 and 3, we used only pairs with similar 3-D structure. To investigate motion cues, the objects underwent either rigid rotation in depth (experiment 1) or a type of motion called`articulation' (experiments 2 and 3), in which only parts of the objects move rigidly (see Aggarwal et al 1998 , for a formal distinction between these qualitatively different types of motion). This motion is similar to familiar human movements, in which body parts move rigidly at the joints (eg bending the knee). We also varied the similarity between the articulated motions in experiments 2 and 3 by morphing the motions in a manner similar to the way we morphed shapes to vary their perceived structural similarity (Schultz et al 2008) . Finally, in experiment 3, we scrambled the temporal order of the articulation sequence to disrupt coherent motion information while preserving shape information (eg the total number of views seen on a given trialöVuong and Tarr 2004).
As discussed above, motion can both reveal more information about objects and/or bias specific views of objects (eg O'Toole et al 2002) . Thus, we predict that motion conditions should be responded to more efficiently than static conditions in experiments 1 and 2. Furthermore, our previous studies suggested that temporally smooth motion can facilitate recognition (Friedman et al 2009; Vuong and Tarr 2004) . Thus, we also predict that the coherent motion condition should be responded to more efficiently than the scrambled condition in experiment 3. What has not been investigated in previous research is (i) the role of motion in mitigating the effect of structural similarity and viewpoint changes, and (ii) what happens to structure-based recognition performance when objects undergo similar motions. It might be expected that, in experiment 1, because rigid motion can facilitate recognition from long-term memory, this type of motion could also mitigate the effects of structural similarity and viewpoint when objects are available to perception. It might also be expected that, when structurally similar objects undergo similar motions, the overall effect could be to make the objects seem even more similar to each other, and thus more difficult to differentiate, especially at larger angular disparities. This expectation predicts that in experiments 2 and 3 there should be a larger viewpoint effect for motion on trials when the motions are similar. However, motion can also draw attention to particular parts or features; on this account we would expect that motion may generally improve performance relative to static images (eg Harman and Humphrey 1999) . Furthermore, although motion similarity might affect recognition adversely, the coherence and predictability of coherent motion may help reduce viewpoint effect under some conditions (eg Friedman et al 2009; Harman and Humphrey 1999; Lawson et al 1994; Liu 2007; Vuong and Tarr 2004) . Thus, it is not necessarily clear, a priori, what the effect of motion will be when structurally similar objects undergo similar motions: experiments 2 and 3 were designed to examine this issue.
Different models have been proposed to account for the patterns of viewpoint dependence that we and others have observed (eg Biederman and Gerhardstein 1993; Friedman et al 2009; Hayward and Williams 2000) . For instance, in a view-combination approach (Bu« lthoff and Edelman 1992; Edelman 1999; Poggio and Edelman 1990; Ullman 1998) , recognition is construed as a form of generalisation between points in a multidimensional shape space. Notably, these points can represent different views of an object because they are defined by the metric values of the object's features (eg colours, edges, textures, and so on) measured from a given viewpoint. Recognition occurs when an input view, whether familiar or not, activates one or more prototypes stored in visual memory beyond some threshold of activation. Thus, in this model, depending on training and experience, performance can be viewpoint-dependent or viewpoint-independent.
View combination has been contrasted with a structural-description model that posits representations that are much less, if at all, sensitive to viewpoint changes (eg Biederman 1987; Hummel and Biederman 1992; Marr and Nishihara 1978) . This model assumes that recognition relies on the extraction of qualitative features that are available from a wide range of viewpoints (eg non-accidental properties öBiederman 1987) and thus predicts little to no cost of viewpoint changes on recognition performance under most circumstances. Viewpoint effects are attributed to the need to discriminate highly similar stimuli that have only metric rather than qualitative differences between them (eg faces), or to post-recognition artifacts such as retrieving a name label or making a motor response (Biederman and Gerhardstein 1993) .
However, it remains uncertain how observers recognise dynamic objects from unfamiliar viewpoints in either of these models. For example, different studies on either faces or novel objects suggest that different types of motions interact differently with viewpoint effects. With faces, Watson et al (2005) found that non-rigid facial motions were likely to be encoded in a viewpoint-invariant manner whereas rigid head motions (eg nodding or shaking) were likely to be encoded from specific views. With novel objects, Chuang et al (2006) found that non-rigid deformations modulated the viewpoint effect when observers discriminated amoeba-like shapes from different angular disparities. Several researchers have incorporated motion or other dynamic cues into models of object recognition to try to account for some of these findings, but they focused on how the models learn dynamic object representations from specific viewpoints or from a large range of views of an object rather than on the immediate perception of dynamic objects (eg Bu« lthoff et al 2002; Fo« ldia¨k 1991; Giese and Poggio 2003; Stone and Bray 1995; Stone and Harper 1999; Wallis and Bu« lthoff 2001) . By investigating how structural similarity and different types of motion interact with the viewpoint effect during perception, we aim to further support or constrain how object recognition models must deal with the contribution of motion to the recognition process.
Experiment 1
The main goal of experiment 1 was to investigate whether and how structural similarity and rigid motion interact with the viewpoint effect. Lawson and her colleagues have shown that viewpoint changes are more detrimental to performance for both structurally similar novel and familiar objects Bu« lthoff 2006, 2008; Lawson et al 2003) . Similarly, we have shown that changing viewpoint was more detrimental to performance if dynamic objects were structurally similar than when they were distinct (Friedman et al 2009; Vuong and Tarr 2004) . However, we used drastically different types of objects öthe structurally similar objects were amoeba-like shapes with little part-structure, whereas structurally distinct objects were multi-part geometric volumes. Many intrinsic differences between these two sets of objects, rather than similarity per se, may have contributed to the data we observed (Hayward and Williams 2000; Tjan and Legge 1998) . For example, the amoeba-like shapes lacked part-structure that may contribute to viewpoint-invariant performance (Biederman 1987) .
To address this issue, observers in experiment 1 discriminated structurally similar or distinct pairs of multi-part objects from different viewpoints in depth. Importantly, these two types of object pairs were drawn from the same shape space; that is, we selected multi-part objects from a shape parameter space in which the structural similarity among the objects had been parametrically varied and their perceived similarity was known (Schultz et al 2008) . For half of the observers, the pairs rotated in depth in unison. For the other observers, the pairs were presented as static images. Both structural similarity and rigid rotation should affect the viewpoint effect, though perhaps in opposite directions. Furthermore, there is often a bias to process shape information in object recognition (eg Biederman 1987; Spetch et al 2006; Vuong and Tarr 2006) . Thus, we expect that structural similarity should amplify the viewpoint effect (eg Lawson et al 2003) , whereas rigid rotation should modulate it. It is not clear, however, how these factors may interact.
2.1 Method 2.1.1 Participants. Forty volunteers (twenty-five women, fifteen men) were drawn from the University of Alberta undergraduate participant pool, receiving partial credit for a course requirement. Participants were randomly assigned to either the rotation or static condition. Data from one participant in the static condition were removed because of near-chance performance (55% correct).
2.1.2 Stimuli and apparatus. Figure 1 illustrates examples of the structurally similar and distinct object pairs used in experiments 1^3 (dynamic versions can be found on the Perception website at http://dx.doi.org/10.1068/p6430). These objects were drawn from the shape space created by Schultz et al (2008) . Briefly, the objects were multi-part volumetric primitives in which each part was defined by three continuous parameters: shape of the cross-section (from square to circle), curvature of the elongation axis of the cross-section, and amount of tapering along that axis. By varying the values of these parameters for each part, the similarity (in parameter space) can be defined between pairs of objects (Edelman 1999) . Figure 2 illustrates this systematic manipulation of structural similarity.
Three pairs of objects were chosen from the shape space so that objects in each pair were structurally similar; and three pairs were chosen so that objects in each pair were structurally distinct. The structural similarity of each pair was based on the psychometric curve obtained in Schultz et al's (2008) study (see their figure 4). For structurally similar pairs, participants in Schultz et al's study responded``different'' on approximately 60% of the trials (slightly above chance). For structurally distinct pairs, participants would nearly always respond``different'', based on extrapolating the psychometric curve. One similar and one distinct pair were used only in practice trials. These practice pairs were the same for all participants.
To render images of the objects, a virtual camera was placed in front of the geometric centre of each object. An image was rendered by rotating the object 08 (front of the object), AE368, AE728, and AE1088 about the vertical axis for a total of seven static views. These views are shown for the bottom right object in figure 1. The objects were rendered in a matte grey colour against a uniform yellow background. The images were 5006500 pixels, subtending approximately 12.2 deg of visual angle. The object themselves were approximately 9 deg of visual angle, and centred within the image. Figure 1 . Examples of a structurally similar and structurally distinct object pair used in experiments 1^3. The objects are shown at the 08 viewpoint (frontal view). Each object contained two arms and a nose. Different viewpoints of the bottom-right object are also shown.
Figure 2. An example of a morph continuum. The end-point prototype objects are represented by the 0% object and the 100% object. Intermediate morphs are similarly represented by the 30% object and the 60% object. The 30% morph is more similar to the 0% prototype than the 100% prototype. By comparison, the 60% morph is more similar to the 100% prototype than the 0% prototype.
We also rendered 42-frame movies of each object oscillating in depth AE108 about each of the seven viewpoints used to render the static images (ie 08, AE368 AE728, and AE1088). Thus, there were seven rendered movies for each object. The movies began with the object initially rotated 108 counterclockwise of the static viewpoints. The object then rotated clockwise 208, and then counterclockwise 208 to return to its initial position. All movies therefore began and ended on the same view of the object. For example, a movie began with the 268 view of an object; the object then rotated 208 clockwise to the 468 view (passing through the static 368 view); and then counterclockwise back to the initial 268 view. A full oscillation (42 frames) took 1.4 s so that objects oscillated at 308 s À1 . The stimuli were presented in E-Prime (PST Software 2002) on a Samsung SyncMaster 940BF monitor (10246768 pixel resolution; 60 Hz refresh rate; 2 ms grey-to-grey time). The computer for running the experiments had an Intel Core 2 CPU 6300 (2 GB RAM; 1.86 GHz) and an NVidia GeForce 7600GS video card (256 MB of video memory) for accurate timing of the stimuli. Participants sat approximately 68 cm from the monitor.
2.1.3 Design. A mixed design was used with motion type (rotation, static) as a between-subjects factor, and trial type (same, different), structural similarity (similar, distinct), and angular disparity (ie the viewpoint difference between the pair of objects: 08, 368, 728, 1088) as within-subjects factors. In the rotation condition, participants were presented with pairs of movies. In the static condition, participants were presented with pairs of static images from the rendered static views (ie 08, AE368, AE728, and AE1088 views).
In each group, the order of presentation for the 32 different conditions (2 objects 62 same/different trials62 structurally similar/distinct pairs64 angular disparities) was randomised and shown 10 times for a total of 320 trials. Each participant saw one of the two structurally similar pairs and one of the two structurally distinct pairs used on experimental trials (ten participants per experimental pair). The different pairs across participants were counterbalanced for any object-specific idiosyncrasies because we had arbitrarily set the shape parameters (see Schultz et al 2008) . Each object in a pair was presented with itself on same trials and with the other member of the pair on different trials. Each angular disparity was seen 10 times with the constraint that every possible combination of views giving rise to that disparity difference was presented in roughly equal numbers. The side of presentation of the objects was randomly determined on each trial.
2.1.4 Procedure. Participants first learned the same/different task during a short practice session consisting of 32 trials, in which each experimental condition was presented once. The order of these trials was randomised. On each trial, participants saw a black fixation cross for 1000 ms, followed immediately by a stimulus pair presented side-by-side and separated by either 08, 368, 728, or 1088 of rotation in depth. For the participants in the rotation group, both objects started the oscillation from the first frame of the movie and continued to oscillate in synchrony until a response was made. For those in the static group, the objects were displayed as static images until a response was made. Participants were instructed to decide whether the stimuli were the same or different objects, ignoring any viewpoint differences, by pressing one of two buttons on a button-box. The response mapping was counterbalanced across participants. After the participants responded, the stimuli were removed and the feedback``correct'' was displayed for 500 ms or``incorrect'' for 750 ms. Following the feedback, there was a short 500 ms interstimulus interval before the next trial began. Observers were instructed to respond as quickly and as accurately as possible.
Participants were then tested on the 320 experimental trials. The same procedural sequence was used on test trials as on training trials except that no feedback was provided. The test phase consisted of two blocks of 160 trials, between which participants took a self-timed break. The experiment took approximately 20 min to complete.
Results
Correct reaction times (RTs) greater than 2.5 standard deviations from each participant's overall mean correct RTs were trimmed from the data. These trimmed trials were counted as errors in the accuracy analyses to apply a similar exclusion criterion to the accuracy data and to permit comparisons between measures taken on the average of identical trials. This exclusion of trimmed trials from the RT and accuracy analyses was used in all three experiments. For experiment 1, the error rate was 13.6% and the percentage of trimmed error trials was 2.4%, for an overall error rate of 16.0%.
We conducted mixed-design analyses of variance (ANOVAs) on both the accuracy and RT data, with trial type (same, different), structural similarity (similar, distinct), and angular disparity (08, 368, 728, 1088) as repeated measures. Motion type (rotation, static) was a between-subjects factor. In this and subsequent experiments, we adopted p 5 0X05 as our criterion for statistical significance and used Z 2 p as the measure of effect size. Furthermore, there were no indications of speed^accuracy trade-offs in any of the experiments.
Following previous studies, we also regressed RTs onto angular disparity to calculate the slope, which is a measure of the magnitude of the viewpoint effect (eg Cohen and Kubovy 1993; Shepard and Cooper 1982; Tarr 1995) . The RT slope represents the change in response time per degree of rotation. The larger the slope value, the larger the viewpoint effect. Significant modulations of the viewpoint effect are captured by the interaction between a factor and the linear component of angular disparity; thus, where appropriate, we present RT slopes to represent this modulation. The RT slopes for all experiments are presented in table 1.
2.2.1 Accuracy. Figure 3 shows the accuracy data averaged across participants. For the between-subjects factor, there was a main effect of motion type (F 1 37 5X10, MSE 511X24, p 0X03, Z 2 p 0X12). Observers were more accurate with rotating stimuli than with static stimuli (86.0% versus 81.9%).
There were main effects of trial type (F 1 37 5X51, p 0X02, MSE 936X89, Z 2 p 0X13), structural similarity (F 1 37 96X85, p 5 0X001, MSE 369X64, Z 2 p 0X72), and angular disparity (F 3 111 37X26, p 5 0X001, MSE 82X88, Z 2 p 0X50). Importantly, however, these factors interacted: structural similarity interacted with both trial type (F 1 37 78X93, p 5 0X001, MSE 374X80, Z 2 p 0X68) and angular disparity (F 3 111 4X73, p 0X04, MSE 64X49, Z 2 p 0X11). There was also an interaction between trial type and angular disparity (F 3 111 9X59, p 5 0X001, MSE 101X47, Z 2 p 0X20). Observers were more accurate overall on same trials than on different trials (86.8% versus 81.1%). However, they were much more accurate on same trials than on different trials for structurally similar pairs (86.2% versus 66.6%) compared with a reversal of this pattern for structurally distinct pairs (87.5% versus 95.6%). Likewise, the effect of viewpoint differed from structurally similar versus distinct object pairs, and it differed across trial type (see figure 3 ). There was a trend towards a 3-way interaction between motion type, structural similarity, and the linear component of angular disparity (F 1 37 2X16, p 0X14, Z 2 p 0X05). To explore this trend further, we analysed the rotation and static groups separately to reduce between-subject variability. For the rotation group, there was a significant interaction between structural similarity and the linear component of angular disparity (F 1 19 12X52, p 0X002, MSE 62X04, Z 2 p 0X39), indicating a significant difference in slopes between structural similarity conditions. In contrast, for the static group, this interaction was not significant (
We also conducted separate ANOVAs for same and different trials. The main rationale for conducting separate analyses is that it has been noted that different processes may occur to make same versus different judgments (eg Hayward and Williams 2000; Shepard and Cooper 1982) . For example, on different trials, observers may discriminate the object pairs based on a single local difference between the two stimuli. By comparison, on same trials, observers may try to match the percepts of the two stimuli in a holistic manner; certainly they must determine that all the visible parts match. In the present case, for same trials, there was only a significant effect of angular disparity (F 3 111 31X56, p 5 0X001, MSE 101X15, Z 2 p 0X46). By comparison, for different trials, there was a significant effect of structural similarity (F 1 37 106X61, p 5 0X001, MSE 611X87, Z Figure 4 shows RTs averaged across participants for the different experimental conditions. Unlike the accuracy data, there was no main effect of motion type (F 1 37 1X18, p 0X28). Thus, although rotation improved overall accuracy, it did not speed responses. Like the accuracy data, there were main effects of trial type (F 1 37 22X69, p 5 0X001, MSE 707 423X45, Z 2 p 0X38), and angular disparity (F 3 111 38X95, p 5 0X001, MSE 85 430X71, Z 2 p 0X51), and an interaction between these factors (F 3 111 25X73, p 5 0X001, MSE 59 044X34, Z 2 p 0X41). The interaction between trial type and the linear component of angular disparity was also significant (F 1 37 47X34, p 5 0X001, MSE 65 016X03, Z 2 p 0X56). Observers responded more slowly on same trials than on different trials (2002 ms versus 1681 ms) and they were more affected by angular disparity on same trials than on different trials (4.65 ms per degree versus 1.16 ms per degree).
Reaction times.
The effects of structural similarity on RTs showed a similar pattern to its effects on accuracy. There was a main effect of structural similarity (F 1 37 58X80, p 5 0X001, MSE 524 519X40, Z 2 p 0X61) and a significant interaction between trial type and structural similarity (F 1 37 67X48, p 5 0X001, MSE 201 369X01, Z 2 p 0X64). On different trials, structurally similar pairs had much longer reaction times than structurally distinct pairs (2051 ms versus 1311 ms), but on same trials, the difference between similar and distinct pairs was much smaller (2077 ms versus 1927 ms). Again, this is likely because different trials can be responded to on the basis of local features.
For comparability with the accuracy data, we further analysed the rotation and static group separately. For the rotation group, there was a significant interaction between structural similarity and the linear component of angular disparity (F 1 19 6X39, p 0X02, MSE 41 010X02, Z 2 p 0X25). That is, there was a larger viewpoint effect for the structurally similar object pairs than for the structurally distinct pairs (3.37 ms per degree versus 1.95 ms per degree). By comparison, this interaction was not significant for the static group (F 5 1X0, p 0X70) (3.31 ms per degree versus 3.01 ms per degree for structurally similar and distinct pairs, respectively). Indeed, overall, the structurally distinct pairs that were moving had only a very slight viewpoint effect, compared with the other conditions. Finally, we also analysed same and different trials separately. For same trials, there was a 2-way interaction between structural similarity and the linear component of angular disparity (F 1 37 7X54, p 0X009, MSE 21 040X12, Z 2 p 0X16). By comparison, no interactions were significant on different trials (Fs 5 1X14, ps 4 0X43). Thus, consistent with the accuracy data, these findings provide further evidence that rotation and structural similarity reduced the viewpoint effect.
Discussion
In experiment 1, observers in the rotation group were more accurate than those in the static group but both groups responded equally fast. Consistent with previous studies (eg Bu« lthoff and Edelman 1992; Hayward and Williams 2000; Khan and Humphrey 1992; Lawson and Humphreys 1996; Tarr 1995; Tarr et al 1998) , we found a robust viewpoint effect for both groups. Observers' errors and RTs systematically increased as the two objects were shown from increasingly larger differences in viewpoint. We further found that observers were more affected by viewpoint (ie there was a larger slope) for structurally similar pairs than for structurally distinct pairs for both measures (see also Friedman et al 2009; Lawson et al 2003; Bu« lthoff 2006, 2008; Vuong and Tarr 2004) . Importantly, however, rigid rotation modulated the interactions between structural similarity and viewpoint (see also Friedman et al 2009) . In particular, the observed modulation of the viewpoint effect by structural similarity was driven mostly by observers in the rotation group. Observers in the static group showed very little difference in the slope of the RT functions for similar and distinct objects.
Experiment 2
In experiment 1, we found that both structural similarity and rigid rotation modulated the viewpoint effect. To further extend these results, in experiment 2 we used articulatory motion, which is qualitatively different from rotation. Using different articulated motions of the same 3-D structures had the additional advantage of allowing us to examine the role of motion similarity while holding shape similarity constant. For this purpose, we morphed the motion trajectories between the two articulations we used to vary their similarity. In previous work in which some form of motion morphing has also been used (eg Giese and Lappe 2002; Giese et al 2008) , highly degraded pointlight displays of human actors were employed in which only the joints of the actors were visible. In contrast, we used fully shaded objects.
It has been found that observers can use motion cues to recognise individuals from their unique articulations (eg the way they walk öCutting and Kozlowski 1977). In addition, there is some evidence that dynamic articulation cues are used to recognise unfamiliar objects. Newell and Setti (2006) , for example, recently found that articulations primed the recognition of static images of learned objects only when these motions were related to the global body movements (eg if an object translated upwards, then priming occurred if the parts moved downwards in a propelling motion). The results of experiment 1 and previous work made us expect that articulated motion would facilitate performance and reduce the viewpoint effect. We also expected that the similarity between the articulations should affect the size of the viewpoint effect, such that more similar motions should make discrimination more difficult.
3.1 Method 3.1.1 Participants. Forty-eight new volunteers (thirty-one women, seventeen men) were drawn from the same subject pool as experiment 1. They were randomly assigned to either the articulation or static condition.
3.1.2 Stimuli and apparatus. For this and the subsequent experiment, four new structurally similar pairs of objects were used as experimental stimuli. A fifth new structurally , similar pair was used only in practice trials for all participants in experiments 2 and 3. Figure 5 shows how the objects in experiment 2 were animated (example videos can be found on the Perception website at http://dx.doi.org/10.1068/p6430), and figure 6 illustrates this`motion' space. Each object either`waved' its arms by pivoting them upwards in the X^Y plane at the`shoulder joints' (see the left panel of figure 5 ), or`hugged' its arms by pivoting the arms inwards in the X^Z plane from the same joints (see the middle panel of figure 5 ). The arms pivoted 858 in unison at 858 s À1 , starting from the extreme outward position (ie perpendicular to the main body) and then returning to the start position.
New articulations were systematically created by interpolating between the pure wave and pure hug actions. As shown in figure 5c this interpolation was accomplished by rotating the articulation plane through which the arms pivoted. This plane was rotated about the X axis. For instance, an articulation that was half-way (50%) between a wave and hug was created by rotating the articulation plane 458 about the X axis. The diagonal in figure 6 illustrates this interpolated motion. Thus, we were able to parametrically vary motion similarity in a comparable way to structural similarity (see Lappe 2002, and Giese et al 2008, in the domain of biological-motion perception). For similar motion pairs, one object of a pair had a pure articulation (either 100% wave or 100% hug), whereas the other had 67% of the pure articulation. By comparison, for distinct motion pairs, one object had a pure articulation and the other had 33% of the pure articulation. These proportions are similar to what we have used when investigating the effects of structural similarity (eg Schultz et al 2008) .
All of figure 6). The objects were rendered in a matte grey colour against a 5006500 pixel yellow background from the same seven views as in experiment 1.
For movie presentations, both objects performed their actions continuously and in synchrony until participants responded. Both movies were looped, starting from the first frame, going to the 30th, and then reversing from the 30th to the first. This entire animation took 2 s to complete. For static presentations, the particular frame shown in a given trial was randomly selected from frames 2 to 29 without replacement, for each object, on each trial. We excluded frames 1 and 30 because they represent the turning points in the action, and were very similar to frames 2 and 29, respectively. Thus, both static and motion groups received roughly the same structural information by the end of the experiment.
3.1.3 Design and procedure. The design and procedure were similar to those in experiment 1. A mixed design was used with motion type (articulation or static) as a between-subjects factor, and trial type (same or different), motion similarity (as opposed to structural similarity; similar or distinct), and angular disparity as within-subjects factors. As in experiment 1, there were roughly equal numbers of the different-view combinations for each angular disparity tested. In the articulation group, participants were presented with pairs of movies. In the static group, participants were presented with pairs of static images. For both groups, each participant was shown only one of the four possible experimental pairs (six participants per experimental pair). An object in the pair was paired with itself on same trials, and with the other member on different trials. As described above, in each trial one of the objects in a pair always made a pure wave or pure hug action while the other object in the pair made either a similar or distinctive articulated motion relative to the pure action. Each object was shown an equal number of times with a pure wave action or a pure hug action across the other conditions. Thus, there were 64 conditions in total (2 objects62 hug/wave actions62 same/different trials62 similar/distinct articulated motions64 angular disparities). Each of these conditions was repeated 7 times for a total 448 trials. These trials were presented in a random order for each participant. For observers in the static group, a different frame from the movie was selected in each trial (see section 3.1.2). The side of presentation of the objects was randomly determined in each trial.
Participants were run in a practice session consisting of 64 trials with feedback, with the same procedural trial sequence as in the first experiment. Following the practice session, they were tested on the 448 experimental trials. The test phase consisted of two blocks, between which participants took a self-timed break. The experiment took approximately 30 min to complete.
3.2 Results 3.2.1 Accuracy. In experiment 2, the error rate was 6.9% and the percentage of trimmed trials was 2.9%, for an overall error rate of 9.8%. The accuracy data were submitted to a mixed-design ANOVA with motion type (articulation, static) as a between-subjects factor, and trial type (same, different), motion similarity (similar, distinct), and angular disparity (08, 368, 728, 1088) as repeated measures. Figure 7 shows the accuracy across the different conditions. Overall, observers were very accurate on the task (4 84% on average for all conditions). Thus, in this experiment we focus our discussion on RTs and only report the omnibus ANOVA for accuracy. There was a main effect of angular disparity (F 3 138 13X34, p 5 0X001, MSE 43X06, Z 2 p 0X22), and a significant interaction between trial type and angular disparity (F 3 138 8X49, p 5 0X001, MSE 40X08, Z 2 p 0X15). There was a main effect of motion similarity (F 1 46 4X65, p 0X03, MSE 28X16, Z 2 0X09) and a 3-way interaction between motion type, trial type, and motion similarity ( Figure 8 shows the correct trimmed RTs across the different conditions. There was a significant effect of angular disparity (F 3 138 39X35, p 5 0X001, MSE 19 608X25, Z 2 0X46). However, this viewpoint effect was modulated by trial type (F 3 138 16X90, p 5 0X001, MSE 10 543X90, Z 2 p 0X26), and by the linear component of the trial type by angular disparity interaction (F 1 46 32X16, p 5 0X001, MSE 5589X95, Z 2 p 0X41). Thus, observers had a larger magnitude of the viewpoint effect for same trials than for different trials (1.56 ms per degree versus 0.80 ms per degree). 
Reaction times.

Experiment 3
In experiment 2, we found evidence that articulation reduced the magnitude of the viewpoint effect under some conditions. However, as noted earlier, observers in the articulation group may have been more attentive than those in the static group, given the nature of the changing stimuli (Harman and Humphrey 1999) . To address this issue, in experiment 3 we compared coherent articulations with scrambled versions of these articulations. The scrambled versions randomised the frame order of the coherent articulation sequences to control for attention and to equate for the availability of image changes (Friedman et al 2009; Lawson et al 1994; Liu 2007; Vuong and Tarr 2004 ).
4.1 Method 4.1.1 Participants. Forty-eight new volunteers (twenty-nine women, nineteen men) were drawn from the same subject pool as in the previous experiments. They were randomly assigned to either the coherent or scrambled condition. Two participants in each group performed near chance (55%) so their data were not analysed further.
4.1.2 Stimuli and apparatus. The object pairs from experiment 2 were used in experiment 3. The only difference was that we rendered coherent waves and hugs (as in experiment 2) or scrambled these actions. Following previous studies (eg Spetch et al 2006; Vuong and Tarr 2004) , we grouped the frames that comprised the videos into 10 3-frame subsets for both ascending frame order and descending frame order (recall that movies were looped). Thus, there were 20 such subsets, differing only in the direction of the action. We then scrambled the order of these 20 subsets while maintaining the frame order within subsets. This scrambling procedure was carried out on each trial (examples of scrambled versions of these animations can be found on the Perception website at http://dx.doi.org/10.1068/p6430).
4.1.3
Design and procedure. The design and procedure were identical to those in experiment 2, except that the static condition was replaced by the scrambled articulation condition.
4.2 Results 4.2.1 Accuracy. In experiment 3, the error rate was 5.1% and the percentage of trimmed trials was 2.8%, for an overall error rate of 7.9%. The accuracy data were submitted to a mixed design ANOVA with motion type (coherent, scrambled) as a between-subjects factor, and trial type, motion similarity, and angular disparity as repeated measures. Figure 9 shows the accuracy across the conditions. As in experiment 2, observers were very accurate overall (4 87% on average for all conditions) so we also focused on RTs in this experiment and only report the omnibus ANOVA for accuracy. Consistent with experiments 1 and 2, there was a significant main effect of angular disparity (F 3 126 15X33, p 5 0X001, MSE 35X14, Z 2 p 0X26), and a significant interaction between trial type and angular disparity (F 3 126 6X96, p 5 0X001, MSE 39X61, Z 2 p 0X14). Importantly, there was a significant main effect of motion type (F 1 42 4X53, p 0X03, MSE 268X0, Z 2 p 0X09). Observers in the coherent-articulation group were more accurate than those in the scrambled-articulation group (93.5% versus 90.8%). There was no main effect of motion similarity (F 5 1X0, p 0X52), but there was again a significant interaction between trial type and motion similarity (F 1 42 3X99, p 0X052, MSE 17X86, Z 2 p 0X08). Figure 10 shows the correct trimmed RTs across the different conditions. It is notable that all of the motion conditions were responded to relatively fast (compare figures 8 and 10). In addition to the main effect of angular disparity (F 3 126 34X30, p 5 0X001, MSE 8921X99, Z 2 p 0X45), there was a significant interaction between trial type and angular disparity (F 3 26 20X25, p 5 0X001, MSE 4240X60, There was no main effect of motion type (F 5 1X0, p 0X64). However, as we anticipated on the basis of the results of experiment 2, the linear component of the 4-way interaction among the factors was significant (F 1 42 7X17, p 0X01, MSE 2715X08, Z 2 p 0X14; none of the higher-order polynomial trends was significant, Fs 5 1X0, ps 4 0X37). We also conducted separate ANOVAs for same and different trials as in the previous experiments. There was no main effect of motion type in either ANOVA, nor did motion type interact with any other factors (Fs 5 1X78). There was no main effect of motion similarity, although the effect approached significance on different trials (F 1 42 2X11, p 0X15, MSE 4019X53, Z 2 p 0X04). In contrast to experiment 2, we found a significant 3-way interaction between motion type, motion similarity, and angular disparity on different trials (F 3 126 4X01, p 0X009, MSE 3574X98, Z 2 p 0X08), rather than on same trials. We further found a significant 3-way interaction between motion type, motion similarity, and the linear component of angular disparity on different trials (F 1 42 7X24, p 0X01, MSE 2588X50, Z 2 p 0X14). For similar articulation on different trials, the viewpoint effect was smaller for the coherent-articulation group than for the scrambled-articulation group (0.20 ms per degree versus 0.90 ms per degree). In contrast, for distinct motion, the magnitude of the viewpoint effect was no different between the coherent-articulation and scrambled-articulation groups (0.38 ms per degree versus 0.35 ms per degree). None of these interactions was significant on same trials (Fs 5 1X13, ps 4 0X29). Overall, these results suggest that similar and distinctive motions had different influences on the viewpoint effect, depending on whether the articulation was coherent or scrambled, and that coherent articulation modulated the viewpoint effect as well as the effect of structural similarity, particularly on different trials.
Reaction times.
Discussion
As in experiments 1 and 2, observers showed a clear viewpoint effect for both accuracy and reaction times. Observers in experiment 3 also responded more accurately and more quickly than those in experiment 1 but their level of performance was comparable to that of observers in experiment 2. Those in the coherent-articulation group responded more accurately than those in the scrambled-articulation group; this difference in performance was small but replicates the results of Friedman et al (2009) . Importantly, coherent articulation reduced the magnitude of the viewpoint effect for some conditions (as in experiments 1 and 2).
As argued in section 1, coherent articulations lead to smooth and predictable motion, and we believe that this temporal smoothness may be what facilitated discrimination for some of the conditions in both experiments 2 and 3 (Friedman et al 2009; Vuong and Tarr 2004) . Indeed, Stone and his colleagues (Stone and Bray 1995; Stone and Harper 1999) showed how the visual system may exploit temporal smoothness for visual perception. The results of experiment 3 are particularly important because coherent articulation modulated the complex interactions between the other factors, relative to scrambled articulation of the very same images. This finding thus helps rule out the possibility that the modulation effects observed across all three experiments are due only to differences in attention between dynamic versus static stimuli and it also helps rule out the possibility that the effects were due to differences in the availability of views (Harman and Humphrey 1999; Vuong and Tarr 2004) . That is, the coherent-articulation and scrambled-articulation conditions were equated on the available dynamic cues that may draw attention and on the number of views on any single trial.
We note that the viewpoint effect was larger in experiment 1 than in experiments 2 and 3. This difference may reflect the fact that the task was more difficult in the first experiment than in experiments 2 and 3, judging from the accuracy data. However, we also note that task difficulty cannot be the only factor driving the modulation of the viewpoint effect by motion cues. For example, both coherent and scrambled articulation in experiment 3 reduced the viewpoint effect for distinct motions, relative to performance on the static views in experiment 2, even though accuracy was approximately equivalent across the two experiments (see table 1 and figures 7 and 9). 
General discussion
In the present study, we examined the extent to which shape and motion cues modulated the viewpoint effect in the context of dynamic object recognition. For shape cues, we focused on the perceived similarity of 3-D structure. For motion cues, we focused on the type of motion cues available. Importantly, across the three experiments, we found that the viewpoint effect was modulated by structural similarity (experiment 1) as well as, though less so, by different types of motion cues, such as rigid rotation (experiment 1), articulation of parts (experiments 2 and 3), and scrambled articulation (experiment 3). In combination with our previous work (Friedman et al 2009; Vuong and Tarr 2004) , these findings reinforce the view that motion is used not only to extract more features from a sequence of static images or to recover 3-D shape from that sequence but contributes, in itself, independent information to an object's representation.
The viewpoint effect has been central in the debate between different theoretical positions about how 3-D objects are represented and about the mechanisms that operate on these representations (see Biederman and Gerhardstein 1995; Tarr and Bu« lthoff 1995; and also Biederman and Bar 1999; Hayward and Tarr 2000) . Our interpretation of the viewpoint effect found in all three experiments is that dynamic objects are encoded in a view-specific manner (eg Bu« lthoff and Edelman 1992; Hayward and Williams 2000; Khan and Humphrey 1992; Lawson and Humphreys 1996; Tarr et al 1998) but their`view tuning' can be broadened by dynamic cues. That dynamic objects are encoded in a view-specific manner is interesting in light of experiment 1 because rotations in depth provide strong cues for an object-recognition system to extract view-invariant 3-D structure (Todd 2004; Ullman 1979) or other view-invariant visual features (Biederman 1987) . Furthermore, we found a reliable overall viewpoint effect even though we used a relatively small number of objects over many trials, and we presented object pairs simultaneously.
The present results are generally consistent with a view-combination model (eg Edelman 1999). For instance, there were reliable viewpoint effects even for structurally distinctive multi-part object pairs. Such a finding is not consistent with a structuraldescription model of object recognition (eg Biederman 1987) . More importantly, the pattern of results across the three experiments allows us to specify some additional constraints to a view-combination model, particularly in the context of dynamic objects. In conjunction with our previous results (Friedman et al 2009) , it appears that coherent articulation helps observers generalise across view differences, thereby reducing viewpoint effects (at least in some conditions). However, it also appears that there is a limit to view generalisation even with dynamic stimuli. We also found a limit on generalisation for birds with static real objects (Friedman et al 2005) and for humans with static pictures of scenes (Friedman and Waller 2008) . Thus, for instance, although motion may allow observers to predict upcoming views (Friedman et al 2009; Vuong and Tarr 2004 ), it appears that they are able to do so only within a limited range of angles. Furthermore, our results suggest that the extent of this view generalisation may depend on both the structural similarity and on the type of motion used. In a related work, for example, Wallis (2002) found that the structural similarity of faces can affect how different views of rotating faces are bound into a single representation. Thus, one interesting avenue for future research is to examine the kind of visual information that narrows or broadens the limits of generalisation.
On a final note, our study addresses an interesting issue raised by Hayward and Williams (2000) . They suggested that the intrinsic geometry of objects determines the extent to which recognition may be affected by viewpoint in the absence of any diagnostic cues to the objects' identity (see also Tjan and Legge 1998). For example, objects that have very little part-structure (eg amoebas, stick objects, and even faces) tend to incur the largest viewpoint effects (eg Biederman and Gerhardstein 1993; see Tjan and Legge 1998 , for a computational analysis). Hayward and Williams tested objects that consisted of a main body with smaller parts attached, much like the objects we used. With their objects, they found a similar magnitude of viewpoint effect irrespective of how discriminable the objects were from each other. Their interpretation was that all the objects were qualitatively similar across their discriminability manipulation, leading to the same magnitude of viewpoint effect independently of structural similarity. In contrast to Hayward and Williams (2000) , however, in the present study we found larger viewpoint effects for structurally similar objects compared to structurally distinct objects even though both sets of objects were qualitatively of the same type (ie made of a distinctive part structureösee also Bu« lthoff 2006, 2008; Lawson et al 2003) . Notably, rather than generating our parts randomly, as Hayward and Williams did, we systematically varied the parts along structural dimensions (eg curvature of main axis_). We then selected pairs on the basis of the perceived similarity of the two objects. We therefore argue that structural similarity can contribute to the intrinsic complexity of objects. The differences between our study and that of Hayward and Williams may lie in the fact that perceived similarity may interact with geometry when determining complexity.
The present study further raises the interesting, yet speculative, idea that motion may contribute to the intrinsic complexity of objects and their representations. For example, the articulated motion condition in the present study led to shallower slopes than did rigid rotation, even though the objects were qualitatively similar in structure. Like shape, and following the work on human motion (eg Giese and Lappe 2002; Giese et al 2008) , we parametrically varied the similarity of our articulation by averaging across a prototype hugging action and a prototype waving action (ie motion morphing). We found that, under some conditions, motion similarity modulated the viewpoint effect relative to static images. Thus, it will be interesting in future work to measure the relationship between intrinsic complexity and similarity for both shape and motion cues. In particular, it would be of importance to examine motion similarity psychophysically, as we did structural similarity, so as to have a basis for determining the sensitivity of the similarity manipulation for both dimensions.
Conclusion
Several studies have shown that motion is important for both face and object recognition (eg Chuang et al 2006; Friedman et al 2009; Liu and Cooper 2003; Knappmeyer et al 2003; Lander and Bruce 2000; Newell and Setti 2006; Newell et al 2004; Stone 1998 Stone , 1999 Tarr 2004, 2006; Watson et al 2005) . In line with these studies, our results are consistent with the idea that motion is encoded in the object representation even when it is not diagnostic of object identity. Importantly, the results further show that dynamic objects are likely to be encoded in a view-specific manner. These conclusions may seem surprising at first; however, in line with Hayward and Williams (2000) , we would argue that a single mechanism, such as view combination, may suffice to recognise objects from a combination of static and dynamic cues that may be unpredictably present in the environment.
