Abstract. We present a fully automatic method for segmenting orbital structures (globes, optic nerves, and extraocular muscles) in CT images. Prior anatomical knowledge, such as shape, intensity, and spatial relationships of organs and landmarks, were utilized to define a volume of interest (VOI) that contains the desired structures. Then, VOI was used for fast localization and successful segmentation of each structure using predefined rules. Testing our method with 30 publicly available datasets, the average Dice similarity coefficient for right and left sides of [0.81, 0.79] eye globes, [0.72, 0.79] optic nerves, and [0.73, 0.76] extraocular muscles were achieved. The proposed method is accurate, efficient, does not require training data, and its intuitive pipeline allows the user to modify or extend to other structures.
Introduction
Recent advances in medical imaging have had a positive impact in many medical areas. In skull base surgery, the role of medical imaging is unavoidable due to the numerous vital structures in this region. Critical structures such as the optic nerve, eye globe, and extraocular muscles must be considered in the planning stage and during the surgery. Damage to these structures can cause significant patient harm from disfigurement, diplopia (or double vision) to blindness. Therefore, localization of these structures is essential pre-and intraoperatively. Preoperatively, it is important to incorporate this information into the surgical plan to minimize the disturbance to vital structures. This is critical when the surgical approach is in close proximity to these vital structures due to lesion location. Intraoperatively, identification of these structures will assist the surgeon to avoid the damage from surgical instruments, especially powered instruments such as the Microdebrider.
However, in current skull base surgeries, these structures are not segmented and surgeons use their anatomical knowledge and experiences to locate them on preoperative images or on the patient intraoperatively. This is because the available segmentation tools are limited and manual delineation of these small structures requires expert time. Although there have been many successful skull base surgeries without segmentation, damage to orbital structures is one of the common complications of these surgeries. Therefore, automated segmentation methods are preferable to better aid physicians and, more importantly, to improve the patients' treatments and safety.
In skull base surgery and procedures such as orbital reconstruction, the CT images are the main image modality used (in planning stage and intraoperatively) due to the high intensity of the bone. In the navigated surgery, the bony structures can be used as landmarks to register and calibrate the accuracy of instruments tracking. Particularly, we are interested in the segmentation of the structures inside the orbital bone in CT. Fast delineation of these structures is beneficial in the planning stage to plan and examine different approaches and intraoperatively to avoid the chance of damage.
In CT, structures can be classified into two categories: (i) structures with distinct edges or region characteristics different from surrounding structures: examples include bony structures, (ii) structures with no clear distinct characteristics: examples include soft tissue structures.
Segmentation of the soft tissue structures in CT is challenging, especially for structures with small sizes such as optic nerves (Fig. 1) . Therefore, incorporating prior knowledge becomes essential. On the other hand, structures with distinct characteristics are relatively easy to segment and in cases where the image contains noise or artifacts, additional shape or intensity information can be used to accomplish the segmentation task.
Therefore, structures with distinct characteristics can be used as stable features and prior knowledge to segment soft tissue. For instance, the spatial relationship of desired structures (with no distinct characteristics) to bony landmarks can be used as prior knowledge in the segmentation process of that structure.
Predefined rules that take into account prior information about the locations of the organs and their appearance in CT images can be used for segmentation. This rule-based approach uses anatomical context and prior knowledge, such as structures' location and their extension for enhancing, improving, and automating the segmentation process. Furthermore, anatomical similarity allows exploitation of these rules by detecting predefined landmarks to segment the structures even where there is patient variability.
Different methods exist for the segmentation of eye globes and optic nerves. The method by Dobler et al. 1 built a precise metric model of the eye for proton therapy, using ellipsoid and cylindrical shapes for different parts of the ocular system. The geometric model is adapted to the particular image volume using atlas-based image registration. Parameters for most objects are set via ultrasound measurements, and the rest is set to predetermined fixed values. In their model, the eye globe is an ellipsoid with variable length half axes and the optic nerves are not considered.
Bekes et al. 2 proposed a geometric model-based method for segmentation of the eye globes, lenses, optic nerves, and optic chiasm in CT images. Sphere, cone, and cylinder shapes were used to model the above structures, respectively. To perform the segmentation, the user was required to provide seeds to define the center of eye globes and nerves.
The method by D'Haese et al. 3 segments the organs of sight and some brain structures by applying predefined anatomical models that were deformed to segment the structures in target volume. The method was performed on MR images, where the contrast is better and separation of different tissue types is easier, compared to CT images.
Isambert et al. 4 used single atlas registration method on MRI to segment the brain organs (including optic nerves and globes) at risk in radiation therapy. Although an excellent agreement was achieved for larger organs, for optic nerves the Dice similarity coefficient (DSC) of 0.4 to 0.5 was reported.
Gensheimer et al. 5 showed that utilizing multiatlases where each atlas is registered to the target image separately improved the accuracy of the segmentation of smaller structures such as optic nerves.
Panda et al. 6 used multiatlas registration method; the registration process had two steps: (1) bony structure affine registration and cropping the optic nerve regions in both target and atlases and (2) nonrigid registration of the cropped volumes. The DSC and Hausdorff distance (HD) of [0. 7, 3.7] (optic nerves) and [0.8, 5.2] (for both globes and muscles) were reported.
Noble and Dawant 7 proposed a segmentation method that combined the image registration techniques with structure's shape information. The optic nerves and chiasm were modeled as a union of two tubular structures. Statistical model and image registration were used to incorporate a priori local intensity to complete the segmentation. The mean DSC of 0.8 was achieved when compared to manual segmentations over 10 test cases.
Chen and Dawant 8 used a multiatlas registration method to segment the structures of head and neck. The proposed method had a global level (affine and nonrigid) registration that allowed for initial alignments of the target volume with atlases, followed by local level registration by defining a bounding box for each desired structure. For optic nerves, the average (left and right) DSC and HD of [0.6, 2.8] was reported with processing time of about 90 min.
Albrecht et al. 9 used multiatlas registration followed by an active shape model fitting (for small structures) to refine the segmentation for individual organs. Rigid registration was done by detecting a set of obvious landmarks and then a nonrigid (DEEDS algorithm) for computing the deformable transformation. This transformation was used for initial alignment, then, the aim was to place the boundary points of the shape model at image points that have similar profiles. With this method, the average DSC and HD (left and right) of [0.6, 3.6] were reported and registration of target volume to each atlas took about 1 to 5 min.
With registration approaches, labeled training data are required to create an atlas or multiple atlases for improved results; labeling the data is time consuming and demands expert time. In addition, accurate registration of a test volume with the atlas depends on optimizing the large number of parameters that can be computationally expensive.
In this paper, we will describe an accurate and efficient method for segmenting the orbital structures inside the orbital bone in CT images. The process takes less than 5 min and does not require training data sets. The simple segmentation pipeline and utilizing anatomical features that are intuitive for the users (surgeons) allows them to modify and guide the result of each step in case of failure or abnormal anatomy.
The segmentation is achieved by combining multiple anatomical knowledge (geometric shape, relationship to other structures, and intensity information) with image processing techniques. Our method progressively locates anatomical landmarks to restrict the original volume to a smaller volume, which has a higher probability of containing the desired structure. Then, segmentation is performed in the smaller volume, which that makes the process more efficient and accurate.
Methods
The proposed technique is divided into two main parts: (1) given a patient data, find the smallest volume (which contains all desired structures) by detecting a set of anatomical landmarks and (2) on this volume, segment different structures according to predefined rules. Based on the anatomy, the desired structures (optic nerve, globe, and extraocular muscles) are located and protected by the orbital bone. Therefore, the smallest volume containing these structures would be orbital volume (volume inside the eye socket). Furthermore, within this volume the structures are segmented in the following order: globes, optic nerve, and extraocular muscles.
In the next two sections, we describe the steps to accomplish each part of the segmentation pipeline, as shown in Fig. 2 .
Part 1: Orbital Volume Detection
The goal of this part was to get the smallest volume (orbital volume) that contained all the desired structures. To achieve this goal, a set of landmarks were defined and the original data were updated to a smaller volume progressively. The following table summarizes the landmarks and the resulting updated volumes.
Simple thresholding using Hounsfield unit (HU) for bone and tissue produced reasonable results necessary to detect the initial landmarks. However, threshold values were verified for each data set by analyzing the intensity profile of the horizontal midline in all axial slices [ Fig. 3(a) ].
Intensity profile is the set of intensity values of regularly spaced points along a line segment [ Fig. 3(b) ]. The maximum value of the intensity curve for each slice represents the bone threshold value due to high density of the bone in CT images. In addition, the location of the maximum values on the intensity curve and their Euclidean distance represent the width of the skull in many slices (Fig. 3) . If the calculated distance was not in the range of average skull width (152 to 178 mm), the intensity value of that slice was ignored. For instance, near mandible, the maximum values may be higher due to dental filling; in those slices, the distance check would be necessary to select the correct threshold. The accepted maximum intensity values of all slices was averaged and used as threshold. Verifying the HU number of the bone with the threshold value obtained by midline intensity curve would ensure that the threshold value is robust to different scanners. 10 Next, the four steps of Table 1 are described in detail:
• Step 1: (input volume: original patient data; output volume: skull base volume) The initial landmark (nasal tip) was detected by finding the intersection of an XZ sliding plane and the point cloud representation of the soft tissue thresholded volume [ Fig. 4(a) ]. The skull base volume was obtained by updating the original volume using this nasal tip position.
• Step 2: (input volume: skull base volume; output volume:
subvolume: orbital floor to orbital roof) Similar approach as step 1 was used to detect the nasal tip and frontal bone landmarks, except that the bone thresholded volume was used [ Fig. 4(b) ]. The volume between these two landmarks (output volume) was used for further processing [ Fig. 4(c) ].
• Step 3: (input volume: subvolume: orbital floor to orbital roof; output volume: divided left and right subvolumes) The goal of this step was to restrict volume 1 even more and divide it into the left and right sides. The Zygoma bone was detected using the bone thresholded volume 1 and determining the closest bone pixels to the top corners of the image on each two-dimensional (2-D) axial slice [ Fig. 5(a) ]. Therefore, the landmarks (Zygoma, nasal tip, and the center of mass) were used to form a pyramid volume to update the input volume and divide it into the left and right sides [ Fig. 5(b) ].
• Step 4: (input volume: divided left and right subvolumes; output volume: orbital volume) In order to get the orbital volume, the bone boundaries of the region inside the eye socket were detected in 2-D axial slices of the volume 1 (left and right) separately. On each slice, the boundaries were obtained by . Using these points, a binary mask was defined on each slice and the final orbital volume that contained all target structures (eye globe, optic nerve, and extraocular muscles) was constructed from pixels in each slice that overlapped with the binary mask.
Part 2: Extraction of Orbital Structures
The goal of part 2 was to extract each structure using the rules that incorporated the knowledge about intensity, neighborhood relations, and geometric shapes. The structures were segmented in a following order: globes, optic nerve, and extraocular muscles. After detecting each structure, the orbital volume (obtained from part 1) was updated and used to segment the next structure. The segmentation details of each structure are described now:
• Eye globe segmentation: The globe segmentation was achieved in two steps: first, finding the approximate boundaries of the globe in 2-D axial slices. Second, two-dimensional (3-D) shape (sphere) fitting to the voxels (inside the approximated boundaries) for better refinement of the boundaries.
To approximate the globe boundaries: 2-D axial slices of the orbital volume were processed by analyzing the intensity distribution of the pixels along the horizontal and vertical lines parallel to image axis [Figs. 7(a) and 7(b)]. In CT images the boundary of the globe appears brighter than the surrounding tissue, therefore the derivative of each line intensity was used to detect the boundary by finding the pixel positions ½x; y of the first and second peak points (maximum change in derivative). For instance, consider a horizontal intensity line the first two peak points represented the top and bottom of the globe boundary. On each slice, multiple points were obtained (two points for each line), these points were clustered with k-means clustering (four clusters: top, bottom, left, and right sides of globe) [ Fig. 7(c) ].
While any edge detection technique (example: Canny edge detection) can be used to find the boundaries, additional processing was required to identify and separate the globe boundaries from other detected boundaries. Analyzing the intensity along the lines had the benefit of containing the extraposition information. Finally, on each 2-D axial slice, all pixels inside the detected boundaries were labeled as the approximation of the globe.
To improve the segmentation: Additional refinement was done by 3-D shape fitting. The approximated globe segmentation was converted into the point cloud representation. This step was necessary to remove regions that were not part of the globes as shown in Fig. 8(c) . Due to the anatomical shape of the globe, a sphere was used to improve the segmentation [Figs. 8(a) and 8(b)]. The parameters of a sphere were found by minimizing the least square distance between the points on the surface of the sphere and globes' voxels. Finally, the intersection of the axial plane to the sphere was labeled as final globe segmentation.
• Optic nerve: To segment the optic nerve, information such as the spatial relationship to other structures, intensity, and shape was exploited. In addition, the orbital volume was updated by removing the globe segmentation, and the new volume contained the optic nerve and extraocular muscles. Hence, the goal was to detect these structures from the surrounding tissue (background) and then isolate the optic nerve from the extraocular muscles.
Since optic nerve and extraocular muscles had similar intensity distributions in the updated orbital volume, Otsu's method was used to find the intensity threshold for separating the foreground (main structures) from the background (surrounding tissue). Foreground points (optic nerve and extraocular muscles) were converted to a 3-D point cloud for isolating the optic nerve (Fig. 9) .
To isolate the optic nerve, the shape model and relationship with the surrounding muscles were used to define a constrained cost function.
The geometric model was defined as a series of connected cylinders with decreasing radii to emphasize the optic nerve shape (Fig. 10) . The shape was parameterized by two 3-D points (front and back of optic nerve) and with fixed exponential decay function (2e −2d ) as radius.
The cost function was defined as the number of foreground points inside the shape model. Having a fixed radius for the model and boundary constraints, the decision variables (the parameters of the model) would contain the foreground points of the optic nerve by maximizing the cost function. Nelder-Mead optimizer was used, which is a simplex method for multidimensional optimization without derivatives. The algorithm maintains a simplex that are approximations of an optimal point. The vertices are sorted according to the cost function values. Then, the algorithm attempts to replace the worst vertex with a new point, which depends on the worst point and the center of the best vertices.
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Figure 11(b) shows the final cylinder that maximized the cost function and foreground points inside the cylinder that was labeled as optic nerve voxels (Fig. 11 ).
• Extraocular muscles: To extract the extraocular muscles, the optic nerve points obtained from the previous step were removed from the 3-D point cloud foreground points (Fig. 11) . For further segmentation of the muscles into superior, inferior, lateral, and medial rectus muscles, the relative location (above, bellow, right, and left) of remaining voxels (3-D points) relative to segmented optic nerve was considered. To improve the segmentation results, 2-D masks were created by projecting the optic nerve voxels onto the axial and sagittal planes (Fig. 12) . Therefore, voxels that were above or below the optic nerve and their projection overlapped with the 2-D axial mask were labeled as superior and inferior rectus muscles, respectively. Similarly, voxels that were left or right of the optic nerve and their projection overlapped with the 2-D sagital mask were labeled as lateral and medial rectus muscles (Fig. 13 ).
Results

Imaging Data
The imaging data used to test the described method was a subset (30 datasets) of a publicly available data set via the cancer imaging archive. 12 CT images and manual segmentation of structures were in compressed NRRD format. For all datasets, the reconstructed matrix was 512 × 512 pixels. In-plane pixel spacing was isotropic and varied between 0.98 × 0.98 mm and 1.17 × 1.17 mm. The number of slices was in the range of 110 to 190 slices. The spacing in z-direction was between 2 and 3 mm. Manual segmentation of globes and extraocular muscles was done by an otolaryngologist in our team. The segmentation of optic nerve was available with the data; however, it was updated to only contain the part of the optic nerve inside the orbital volume.
Evaluation Metrics
Dice similarity coefficient
The DSC measures the volumetric overlap between the automatic and manual segmentation. 13 It is defined as E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 1 ; 6 3 ; 3 7 4 DSC ¼
where A and B are the labeled regions that are compared. Volumes are represented by the number of voxels. The DSC can have values between 0 (no overlap) and 1 (perfect overlap).
Distance measure
HD measures the maximum distance of a point in a set A to the nearest point in a second set B. The distance measure we used was 95% HD, the calculation of the 95th percentile of the HD. The reason for using this metric is to measure the effect of a very small subset of inaccurate segmentation on the evaluation of the overall segmentation quality. 14 The maximum and average HD were defined as E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 2 ; 6 3 ; 1 9 3 HD 1 ðA; BÞ ¼ max½hðA; BÞ; hðB; AÞ HD 2 ðA; BÞ ¼ average½hðA; BÞ; hðB; AÞ;
where E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 3 ; 6 3 ; 1 3 6 hðA; BÞ ¼ P 95a∈A fmin b∈B ka − bkg:
Numeric Results
The metrics were computed separately for left and right sides for all segmented structures. Tables 2-5 summarize the basic statistics for each metric (right and left). The full result is in Appendix A.
Discussion
There is an increasing interest in the safety of endoscopic orbital and trans-orbital skull base surgery due to its less invasive approach. Navigation guidance is highly important in endoscopic surgery for pathway creation, target manipulation, and reconstruction of normal bone anatomy. A major challenge to orbital navigation is segmentation of orbital structures, such as the globe, optic nerve, and extraocular muscles. To ensure patients' safety, localization of these critical structures would be a key step in preoperative planning and intraoperative operation. Chang et al. 15 reported a case of sinus surgery in a patient with distorted anatomy during which the patient's eye was inadvertently removed by a powered surgical instrument. Computerassisted and automated segmentation of orbital structures provides a method for creating virtual "danger zones." In concert with instruments that are continuously tracked in physical space, the defined danger zones would serve as an off limits boundary to shut off instrument power or deliver a warning signal for example. These cases motivate the need for efficient segmentation to save time and resources and to prevent complications.
Head and neck segmentation methods are often based on statistical models of shape/appearance or atlas-based segmentation. For both methods, large training data sets are required to create the atlas or create the models for different structures. Creating training data is time consuming and requires multiple experts time for high quality data. In addition, some of these methods have a long processing time and parameters that need to be set for acceptable results. On the other hand, for small structures such as optic nerves, results may not be accurate and therefore additional postprocessing must be considered.
Our segmentation approach was to define a set of stable landmarks relevant to desired structures. These landmarks were used to restrict the original volume to the smallest possible volume that contained that structure. Basic geometric shape models were defined and used in an optimization scheme to segment the structure. This rule-based approach was accurate and did not required training data.
Two metrics were used to evaluate the segmentation results. The DSC that measures the overlap between the segmented results and ground truth segmentation and the HD measured the maximum distance of all minimum distances of the segmented voxels to the ground truth voxels. It is generally accepted that DSC value >0.7 represents excellent agreement. 16 Based on this metric, all structures had a good overlap with manual segmentation (Fig. 14) . In terms of accuracy, our approach is close to the work presented in Ref. 17 , where mean DSC of 0.6 was reported with an average HD of 3.1 mm. The obtained results fulfilled the clinical requirements that originally motivated this work; in our case, the key points were the quick computation with minimum computational hardware for processing and training data.
The HD measure for globe and extraocular muscles was less than 5 mm; however, there were cases for optic nerves with large distances (HD > 5 mm). The following figure illustrated the comparison of the manual and automatic segmentation for one of these cases. The segmentation results were overlapping; however, due to low contrast in lower region, the automatic method did not capture the superior section.
The difficulties with optic nerves segmentation were their low contrast with surrounding tissues in CT and also their small size (only present in few slices). Particularly, segmenting the optic nerves from extraocular muscles at the back of the orbit (just before orbital canal) was difficult. In this area, the optic nerves and extraocular muscles are merged. Although constraining the orbital shape with reducing radius improved the optic nerves separation, the same ambiguity was present for segmenting the extraocular muscles into different parts (Fig. 15) . Our automated segmentation process is efficient (less than 5 min with MATLAB, which can be improved) and will save surgeons time from segmenting slice by slice to confirming or editing part of the results, for example, editing the optic nerve segmentation represented in Fig. 16 (data set 20 with HD > 5 mm).
One limitation of our method is that if the patient had different orientations during the imaging, severely destructed or abnormal anatomy, the segmentation may not detect the landmarks successfully. In these cases, the segmentation must be guided by the user, for example, providing the right transformation for reorienting the image or selecting few landmarks. However, for cases where the patient head is deviated from the midsagittal plane, the process can be automated. The angle between the midsagittal plane and the nasal position obtained from the 3-D point cloud representation of the tissue thresholded volume (in step 2 of part 1) can be used to reorient the image (Fig. 17) . Therefore, the nasal position would be aligned with the mid sagittal plane.
For the cases where the angle of deviation from the midsagittal plane is large, methods such as iterative closest point can be used to find the rigid transformation of the target and a reference 3-D point cloud to reorient the target image. To get the transformation efficiently, using only one reference point cloud would be enough and in addition the bone thresholded, point clouds can be used due to its fewer number of points.
This approach can be used for segmenting other structures; however, the rules would be different for a particular structure and must be defined. The future work is to develop a software with an easy interface for surgeons to perform the segmentation by clicking through landmarks, selecting the geometric shapes, and defining simple rules. The system records and learns the landmarks, shapes, and rules to perform the segmentation for new data set. General and easy work flow allows surgeons to "demonstrate" the segmentation to the system while the system learns the process. The goal is to restrict the original volume to smaller volume by detecting the learned landmarks and performing the rules on the smallest volume.
Conclusion
In this paper, we illustrate a method to automatically segment the orbit and orbital structures including the globe, extraocular muscles, and optic nerve using anatomical knowledge. The segmentation process is efficient and does not require training data. Detection of reliable anatomical landmarks to restrict the original volume to smaller volume reduces the computational cost, sensitivity to image artifacts, and improves the precision.
Appendix A: Tables 6 and 7 show the dice similarity coefficient and Hausdorff distance detailed results, respectively. 
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