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ABSTRACT 
We prove that on an arbitrary simple closed noncircular contour there exists a positive 
Hijlder continuous matrix function which does not admit the factorization. 
1. INTRODUCTION 
The problem of factorization of the matrix function A(t) defined on a simple 
closed contour r is well known. It is the problem of representing A(t) in the 
form of a product of two matrix functions which n be continued analytically 
and with nonzero determinant inside and outside k’ respectively. This problem 
is closely connected with the tkk33-y cf systems of singular integral equations, 
Wiener-Hopf equations, etc. (see, for example, [ 1,2J). It is interesting to note that 
some connections of the factorization problem with the theory of solitons were 
discovered recently [6, lo]. 
By efforts of a number of mathematicians it was proved that a nonnegative 
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matrix function defined on a circle and satisfying some very general conditions 
of regularity and nondegeneracy admits factorization (see, for example, [7, pp. 
1244271). These investigations were stimulated by some probability problems 
[S, 111. On the other hand, they are generalizations of the known SzegG factoriza- 
tion theorem for scalar nonnegative functions [9]. The last theorem has analogues 
for noncircular contours under some additional conditions. For example, every 
positive Hiilder continuous function defined on a smooth contour admits factor- 
ization. 
Thus, positivity is a simple sufficient condition for the factorization of a matrix 
function defined on the circle and of a scalar function on the general contour as 
well. The main result of this paper is a proof that the condition of positivity turns 
out to be not sufficient for any nmcircular contour even in the case of matrices 
of the second order. Actually, we prove that on an arbitrary noncircular smooth 
enough simple closed contour there exists a positive Hiilder continuous 2 x 2- 
matrix function which does not admit the factorization. 
2. STATEMENT OF THE RESULT 
Every simple closed contour l-’ divides the extended plane into two domains: a 
bounded omain G+ and an unbounded omain G_. Denote by C(r) the set of all 
continuous functions on I’, and let C+(r) [C-(I’)] be thesubsetof C(r) consisting 
of the functions which admit analytic extensions to G+ [to G_, respectively]. For 
n x n-matrix functions and n-vector functions we use the notation (C*(r)),.. 
and (c*(r)),. 
Ann x n-matrix fimction A(t) continuous on l-’ is said to admit afacton%iotP 
with respect to r if there exist matrix functions A*(r) E (C*(r)),,, such that 
detA+(t) # 0 for all t E G+ U I+, detd-(t) # 0 for all t E G- rl r, A-(m) = I, 
and A(?) = A+(t)A_(t) (t E I’). 
Denote by H,(r) (0 5 p 5 1) the set of Elder continuous functions of order 
p on r. The sets H,f(r) are defined in a natural way. 
We will use the notation w : I) 3 G+ to denote a conformal mapping from 
the open unit disc D to the domain G+. 
We assume that the contour r is rectifiable and the functions o : ro + I’ and 
0 -l : r + ro are Hijlder continuous (here I’0 is the unit circle). Many various 
sufficient conditions for w E H,(ro) and ,-I E H, (I’) are known. We mention 
only the following simple geometric onditial [S 1: the length of every arc on the 
contour r with the ends tl, r2 does not exceed cltl - &I. 
It is well known that any H6lder continuous matrix function positive on ro 
admits the factorization [ 1, p. 791. We show that this property is characteristic for 
the circle. 
*In [I. 31 the term “canonical factor&ion” was used. 
FAILURE OF FAC-IDRIZATION 233 
THEOREM 1. If every matrix function of second order that is positive and 
H&!der continuous on r admits the fuctorization, then I‘ is a circle. 
3. PRELlMJN~ 
Proof of the theorem is based on the following three lemmas. These lemmas are 
similar to Lemmas l-3 from the paper [4 1, in which the analogue of our theorem 
for the class of rational dissipative matrix functions was proved (see [ 1, pp. 82-861 
and 13, pp. M&150] as well). 
Xf a(t) E C(r) and a(t) # 0 (t E r), then the index of u(t) on the contour r 
is defined as the integer 
inda(t) = &%4t~lr. 
LEMMA 2. Let a(t) E H,(r)fir some p E (0, I), a(t) # 0 (t E r), and 
ind a(t) = 0. Then there exist a number v E (0.1) anda@zction b(t) E H:(r) 
such that b(t) # 0 (t E G+) and 
b(r)a(t) > 0 (t E r). 
Proof: With the help of the conformal mapping w the proof can be reduced 
to the case when r is the unit circle Fe. (In this case we prove that v = a) 
Since the increment of the argument of u(t) along r. is equal to zero, its 
argument has a continuous branch. Hence there exists a real-valued function 
.9(t) E H, (ro) such that a(t)e-ie(r) s 0 (t E ro). Let g(z) be the function that is 
harmonic in D and continuous in D U I’0 such that g(r) = O(t) (t E II)). If h(z) 
is the conjugate harmonic function, then h(t) E H,(ro). Denote 
b(r) z c-iIe(r)+ih(f)) [E H,+(ro)]. 
Then b(z) # 0 (z E D) and 
b(r)&) = a(t)eie@)eh@) :, 0 (t E ro). 
For the sake of convenience it will be assumed in the sequel that 0 E G+. We 
assume also that the conformal mapping w satisfies the condition o(O) = 0. 
The function *(z) = [w(P)]-’ is holomorphic for ]zl > 1, is continuous 
for ]z] 2 1, and has a pole of first order at infinity, Therefore, it can be represented 
in the form 
S(z) = az + pl + u(z), 
where u(z) E C-(Fe), u(oo) = 0, and Q, #l are complex constants. 
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LEMMA 3. If&) $0, then there existpolynomials PI(~), pa(t) such that the 
function 
f(t) = PlW + g 
satisfies the conditions 
f(t) # 0 (t E ro), ind f(t) = - 1. 
Proof: We expand u(z) in a series of powers of z-l : 
u(z) = &z-’ (lzl s- 1). 
j-1 
Let bk be the first nonzero coefficient in this series. 
Since the contour I’ is rectifiable, o(t) (It1 = 1) is function of bounded varia- 
tion. Therefore 
u(t) = [a(t)]-1 - art - p (ItI = 1) 
also has bounded variation. 
Let En = {t E Fe : lu(f)i 1 n-l}, and let u,(t) be any nonsingular contin- 
uous function of bounded variation on ru which agrees with u(t) on En. We 
introduce the functions 
qJ(f) = tk bk -Un(l)’ 
u(t) = tk - .!k 
u(t) 
0 E I-0). 
The functions u,#) are of bounded variation. Consequently their ranges 
are closed and nowhere dense. It follows from the Baire category theorem that the 
complement of the set 
W 
Y = w) : t E r0, ~(4 f 01 c U K 
is everywhere dense. Taking wu 4 y, we put 
v(zj = (zk - wo)u(z) - bk. 
Obviously, (p(t) # 0 (t E To). Since I = 0, then s = indq 5 -1. We 
define 
PI@) = -t +‘[bk + (clt + B)(tk - wo)]. pz(t) = t-+-‘(tk - wo), 
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and f(r) = t-s-‘&). It is easy to verify that these functions atisfy the statement 
of the lemma. q 
LEMMA 4. Ifr is not a circte rhen for some p E @,I) there exisrfictions 
hi(r), h&) E H,+(r) such that 
h(t) h(z) 
7 + -F > Q (t E r). 
PRIO$ We note first that u(z) f 0. Indeed, if u(z) = 0, then o(z) = 
z@z+&)-‘,andrisacircle. 
Thus, the assertion of Lemma 2 is valid. Setting 
gj(') = Pj(@-l(t)) !j = 1,2), 2(t) = f(U”‘(t)), 
we get hat gl, g2 E H,+(r) for some y E (0, I), and g(z) = gl(t) + g2(t)p is 
suchthatg(f)#O(tEr)andindg(t)=-1. 
Since ind[g(r)/fl = 0, Lemma 1 guarantees us the existence of a function 
b(t) E H,+(r) [for some u E (0, l)] such that 
b(fMt) - b-0 (t E r), i 
i.e., b(t)gl (r)/T + b(r)gz(t)/T’ > 0 (r E I’). 
Setting hi(r) = b(r)gj (r), we get (If. 
4. PROOF OF THE THEOREM 
Assume that r is not a circle. Then, by Lemma 3, there exist functions 
hi(r), /22(r) E Hz(r) satisfying (1). 
We consider the matrix functions 
B(r) = 
r2[ihl (r) + h2(t)] t?[hlo - i-1 
r2[b I(0 - %dOl A4 > 
9 




U-l(r) = (1 + Jri2)-‘/’ 
( > l-i . 
The matrices U(t) and U-‘(t) are unitary and mutually inverse. Since 
r2Eh~ (r) + MtN = ifI4 
hi::) W) 
T”P > 
> 0 (r E r) 
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by (I), the matrix B(f) (t E r> is Hermitian for any real number M. If M is a 
large enough positive number, then 
B(z) > 0 (t E r). (2) 
Let 
A(r) = (1 + lt12)-‘U-‘(t)B(t)U(t), 
The matrix function A(t) is Hiilder continuous on r, and it is positive by (2). It is 
easy to check that 
A(t)&(t) = f+(r) (r E I’)- (4) 
The identity (4) precludes the possibility of a factorization for A(t). In fact, assume 
that A(t) = A+(t)A-(t) where 
A&) E (C*(r)),,,, det A*(t) # 0 (t E Gk), A_(w) = I. 
We rewrite (4) in the form 
A-jt)f-(t) = A$(t)f+(t) (t E r). (5) 
The vector function A-(t)f-(t) is in C_(r). and the vector function 
A$‘(t)f+(t) is in C+(r). Since A-(ao)f_(co) = 0, (5) is possible only in 
the case when both the vector functions are zero, i.e. f-(t) = f+(t) E 0. This 
contradicts (3). 
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