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Abstract. For distributed systems to properly react to peaks of re-
quests, their adaptation activities would benefit from the estimation of
the amount of requests. This paper proposes a solution to produce a
short-term forecast based on data characterising user behaviour of online
services. We use wavelet analysis, providing compression and denoising
on the observed time series of the amount of past user requests; and a
recurrent neural network trained with observed data and designed so as
to provide well-timed estimations of future requests. The said ensemble
has the ability to predict the amount of future user requests with a root
mean squared error below 0.06%. Thanks to prediction, advance resource
provision can be performed for the duration of a request peak and for
just the right amount of resources, hence avoiding over-provisioning and
associated costs. Moreover, reliable provision lets users enjoy a level of
availability of services unaffected by load variations.
Keywords: Neural networks, wavelet analysis, QoS, adaptive systems
1 Introduction
General public internet usage has become an essential everyday matter, e.g.
widespread use of social–networks and mass communication media, public ad-
ministration, home banking, etc. Moreover, the request for stable and continuous
internet services has reached a pressing priority. Generally, the solutions em-
ployed by service providers to adapt server-side resources on-the-fly have been
based on content adaptation and differentiated service strategies [1,9,3,12,13].
However, such strategies could over-deteriorate the service during load peaks.
Moreover, for ensuring a minimum level of quality (QoS), even when sudden
variations on the number of requests arise, a large number of (over-provisioned)
resources is often used, hence incurring into relevant costs and wasted resources
for a considerable time interval. Some approaches guarantee a minimum QoS
level once the connection has been established (i.e. non-adaptive multimedia
services) [11,24], or by using bandwidth adaption algorithms (i.e. adaptive wire-
less services) [18]. However, such solutions are still liable to an effective loss
of QoS for end users, when we consider content quality or availability, and, in
the worst case, even denial of services (DoS). As an alternative to determinis-
tic scheduling [17] or genetic algorithms [28], neural networks have been used
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within the area of a multi-objective optimisation problems. In [2] authors pro-
vide dynamic admission control while preserving QoS by using hardware-based
Hopefield neural networks [33].
When autoregressive moving average models (ARMA), and related gener-
alisations, are used, the underlying assumption, even for the study forecasting
host load [10], makes them inappropriate for predictions in non-linear systems
exhibiting high levels of variations. Artificial neural networks have been used in
several ways to provide an accurate model of the QoS evolution over time. Linear
regression models have been applied with the support of neural networks in [16],
however without some proper mechanisms, such as time delays or feedback, it is
still not possible to dynamically follow the evolution of the extended time series.
Machine learning approaches have also been used [25], however such approaches
were not designed for on-the-fly adaptation, and are unable to give advantages
with respect to user perceived responsiveness [27]. For the above approaches in
which the amount of connection requests is unknown, to avoid overloading the
server-side, only load balancing and admission control policies have been used.
Still when the amount of requests overcomes the available resources, service us-
ability worsening or denial of service cannot be avoided. On the other hand,
when more resources can be dynamically allocated, since the amount of the re-
quired resources is unknown in advance, it often results in over-provisioning,
with negative effects on management and related cost.
This paper investigates the use of Second Generation Wavelet Analysis and
Recurrent Neural Network (RNN) to predict over time the amount of connec-
tion requests for a service, by using a hybrid wavelet recurrent neural network
(WRNN). Recurrent neural networks have been proven powerful enough to gain
advantages from the statistical properties of time series. In our experiments,
the proposed WRNN has been used to analyse data for the Page view statistics
Wikimedia(TM) project, produced by Domas Mituzas and released under Cre-
ative Common License1. Wavelet analysis has been used in order to reduce data
redundancies so as to obtain a representation that can express their intrinsic
structure, while the neural networks have been used to have the complexity of
non-linear data correlational perform data prediction. Thereby, a relatively ac-
curate forecast of the connection request time series can be achieved even when
load peaks arise. The estimated result is fundamental for a management service
that performs resource preallocation on demand. The precision of our estimates
allows just the right amount of resources to be used.
The rest of this paper is structured as follows. In section 2 the background
on wavelet theory is given. Section 3 describes second generation wavelets and
how their properties are useful for the proposed forecast. Section 4 provides
the proposed neural network configuration. Section 5 reports on the performed
experiments and results. Finally, Section 6 draws our conclusions.
1 See dumps.wikimedia.org/other/pagecounts-raw
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2 The basis of Wavelet Theory
This work builds on wavelets and neural networks to model the main characteris-
tics of user behaviour for an online service. Wavelet decomposition is a powerful
analysis tool for physical and dynamic phenomena that reduces the data redun-
dancies and yields a compact representation expressing the intrinsic structure of
a phenomenon. In fact, the main advantage when using wavelet decomposition is
the ability to pack the energy signature of a signal or a time series, and then to
express relevant data as a few non-zero coefficients. This characteristic has been
proven very useful to optimise the performances of neural networks [14]. Like
sine and cosine for Fourier transforms, a wavelet decomposition uses functions,
i.e. wavelets, to express a function as a particular expansion of coefficients in
the wavelet domain. Once a mother wavelet has been chosen, it is possible, as
explained in the following, to create new wavelets by dilates and shifts of the
mother wavelet. Such novel generated wavelets, if chosen with certain criteria,
eventually form a Riesz basis of the Hilbert space L2(R) of square integrable
functions. Such criteria are at the basis of wavelet theory and come from the
concept of multiresolution analysis of a signal, also called multiscale approxima-
tion. When a dynamic model can be expressed as a time-dependent signal, i.e.
described by a function in L2(R), then it is possible to obtain a multiresolution
analysis of such a signal. For the space L2(R) such an approximation consists
in an increasing sequence of closed subspaces which approximate, with a greater
amount of details, the space L2(R), eventually reaching a complete representa-
tion of L2(R) itself. A complete description of multiresolution analysis and the
relation with wavelet theory can be found in [20].
One-dimensional decomposition wavelets of order n for a signal s(t) give
a new representation of the signal itself in an n-dimensional multiresolution
domain of coefficients plus a certain residual coarse representation of the signal
in time. For any discrete time step τ then, the corresponding M order wavelet
decomposition Ws(τ) of the signal s(τ) will be given by the vector
Ws(τ) = [d1(τ), d2(τ), . . . , dM (τ), aM (τ)] ∀ τ ∈ {τ1, τ2, . . . , τN} (1)
where d1 is the most detailed multiresolution approximation of the series, and
dM the least detailed, and aM is the residual signal. Such coefficients express
some intrinsic time-energy feature of a signal, i.e. features of a time series, while
removing redundancies, and offering a well suited representation, which, as de-
scribed in Section 3, we give as inputs for a neural network.
It is now possible to give a more rigorous definition of a wavelet. Let us take
into account a multiresolution decomposition of L2(R)
∅ ⊂ V0 ⊂ . . . ⊂ Vj ⊂ Vj+1 ⊂ . . . ⊂ L2(R)
If we call Wj the orthogonal complement Vj , then it is possible to define a
wavelet as a function ψ(x) if the set of {ψ(x − l)|l ∈ Z} is a Riesz basis of W0
and also meets the following two constraints:∫ +∞
−∞
ψ(x)dx = 0 (2)
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and
||ψ(x)||2 =
∫ +∞
−∞
ψ(x)ψ∗(x)dx = 1
If the wavelet is also an element of V0 then it exists a sequence {gk} such that
ψ(x) = 2
∑
k∈Z
gkψ(2x− l)
then the set of functions {ψj,l|j, l ∈ Z} is now a Riesz basis of L2(R). It follows
that a wavelet function can be used to define an Hilbert basis, that is a complete
system, for the Hilbert space L2(R). In this case, the Hilbert basis is constructed
as the family of functions {ψj,l|j, l ∈ Z} by means of dilation and translation
of a mother wavelet function ψ so that ψj,l =
√
2jψ(2jx − l). Hence, given a
function f ∈ L2(R) it is possible to obtain the following decomposition
f(x) =
∑
j,l∈Z
〈f |ψj,l〉 =
∑
j,l∈Z
dj,lψj,l(x) (3)
where dj,l are called wavelet coefficients of the given function f in the wavelet
basis given by the inner product of ψj,l. Likewise, a projection on the space Vj
is given by
Pjf(x) =
∑
i
〈f |ϕi,j〉ϕi,j(x)
where ϕi,j are called dual scaling functions. When the basis wavelet functions
coincide with their duals the basis is orthogonal. Choosing a wavelet basis for
the multiresolution analysis corresponds to selecting the dilation and shift co-
efficients. In this way, by performing the decomposition we obtain the {di|aM}
coefficients sets of (1). From now on we will refer to the described schema as
first generation wavelets, whilst Section 3 describes second generation wavelets.
For the present work, we adopted Biorthogonal wavelet decomposition (this
wavelet family is described in [20]), for which symmetrical decomposition and
exact reconstruction are possible with finite impulse response (FIR) filters [26].
3 Second generation Wavelets with RNNs
A multiresolution analysis like the one described in Section 2 can be realised
by conjugate wavelet filter banks that decompose the signal, and act similarly
to a low/high pass filter couple [29]. An advanced solution has been devised
to obtain the same decomposition using a lifting and updating procedure. This
procedure, named second generation wavelet, takes advantage of the properties of
multiresolution wavelet analysis starting from a very simple set-up and gradually
building up a more complex multiresolution decomposition to have some specific
properties. The lifting procedure is made of a space-domain superposition of
biorthogonal wavelets developed in [30].
The construction is performed by an iterative procedure called lifting and
prediction. Lifting consists of splitting the whole time series x[τ ] into two disjoint
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subsets xe[τ ] and xo[τ ], for the even and odd positions, respectively; whereas
prediction consists of generating a set of coefficients d[τ ] representing the error
of extrapolation of time series xo[τ ] from series xe[τ ]. Then, an update operation
combines the subsets xe[τ ] and d[τ ] in a subset a[τ ] so that{
d[τ ] = xo[τ ]−Pxe[τ ]
a[τ ] = xe[τ ] +Ud[τ ]
(4)
where P is the prediction operator, and U is the update operator. Eventually,
one cycle for the above procedure creates a complete set of discrete wavelet
transforms (DWT) and the relative coefficients d[τ ] and a[τ ]. It follows that{
xe[τ ] = a[τ ]−Ud[τ ]
xo[τ ] = d[τ ] +Pxe[τ ]
(5)
The said construction yields discrete wavelet filters that preserve only a cer-
tain number N of low order polynomials in the time series. Having such low-order
polynomials, in turn, makes it possible to apply non-linear predictors without
affecting the a[τ ] coefficients, which provide a coarse approximation of the time
series itself.
A neural network can be build to perform such a construction, i.e. a neural
network would act as an inverse second generation wavelet transform. In [6],
a neural network with a rich representation of past outputs like a fully con-
nected recurrent neural network (RNN), known as the Williams-Zipser network
or Nonlinear Autoregressive network with eXogenous inputs (NARX) [31], has
been proven able to generalise and reproduce the behaviour of P and U op-
erators, and to structure itself to behave as an optimal discrete wavelet filter.
Moreover, for such a kind of RNNs, when applied to the prediction and mod-
elling of stochastic phenomena, like the considered behaviour of users, which
lead to a variable number of access requests in time, real time recurrent learning
(RTRL) has been proven to be very effective. A complete description of RTRL
algorithm, NARX and RNNs can be found in [32,15].
RTRL has been used to train the RNN and such a trained RNN achieves the
ability to perform lifting stages, hence the matching of the time series dynamics
at the corresponding wavelet scale. This construction brings the possibility to
match non-polynomial and nonlinear signal structures in an optimised straight-
forward N-dimension means square problem [21]. NARX networks have been
proven able to use the intrinsic features of time series in order to predict the
following values of the series [23]. One of a class of transfer functions for the
RNN has to be chosen to approximate the input-output behaviour in the most
appropriate manner. For phenomena having a deterministic dynamic behaviour,
the relative time series at a given time point can be modelled as a functional of
a certain amount of previous time steps. In such cases, the used model should
have some internal memory to store and update context information [19]. This
is achieved by feeding the RNN with a delayed version of past data, commonly
referred as time delayed inputs [8].
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4 Proposed setup for WRNN predictor
As stated in Section 3, it would be desired to have a neural network able to
perform the wavelet transform as in a recursive lifting procedure. For this, we
could use a mother wavelet as transfer function, however mother wavelets lack
of some elementary properties needed by a proper transfer function, such as
e.g. the absence of local minima and a sufficient graded and scaled response [14].
This leads us to look for a close enough substitute to approximate the properties
of a mother wavelet without affecting the functionalities of the network itself.
The function classes that more closely approximate a mother waveform have to
be found among the Radial Basis Functions (RBFs) that are good enough as
transfer functions and partially approximate half of a mother waveform. It is
indeed possible to properly scale and shift a couple of RBFs to obtain a mother
wavelet. If we define an RBF function as an f : [−1, 1]→ R then we could dilate
and scale it to obtain a new function
f˜(x+ 2l) =
{
+f(2x+ 1) x ∈ [−1, 0)
−f(2x− 1) x ∈ (0,+1] ∀ l ∈ Z (6)
With such a definition, starting from the properties of the RBF, it is then possible
to verify the following∫ 2k+1
2h+1
f˜(x)dx = 0 ∀ (h, k) ∈ Z2 : h < k (7)
Starting from (6) and (7) it is possible to verify the equations (2) to (3)
for the chosen f˜ which we can now call a mother wavelet. The chosen mother
wavelet is a composition of two RBF transfer functions that are realised by the
proposed neural network to obtain the properties of a wavelet transform. The
proposed WRNN has two hidden layers with RBF transfer function.
For this work, the initial dataset was a time series representing access requests
coming from users. We call this series x(τ), where τ is the discrete time step of the
data, sampled with intervals of one hour. A biorthogonal wavelet decomposition
of the time series has been computed to obtain the correct input set for the
WRNN as required by the devised architecture. This decomposition has been
achieved by applying the wavelet transform as a recursive couple of conjugate
filters (Figure 1) in such a way that the i-esime recursion Wˆi produces, for any
time step of the series, a set of coefficients di and residuals ai, and so that
Wˆi[ai−1(τ)] = [di(τ), ai(τ)] ∀ i ∈ [1,M ] ∩ N (8)
where we intend a0(τ) = x(τ). The input set can then be represented as an N ×
(M+1) matrix of N time steps of a M level wavelet decomposition (see Figure 2),
where the τ -esime row represents the τ -esime time step as the decomposition
u(τ) = [d1(τ), d2(τ), . . . , dM (τ), aM (τ)] (9)
Each row of this dataset is given as input value to the M input neurons of the
proposed WRNN. The properties of this network make it possible, starting from
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Fig. 1. Filter logic
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Fig. 2. 5-level biorthogonal 3.7 wavelet decomposition
an input at a time step τn, to predict the effective number of access requests at
a time step τn+r. In this way the WRNN acts like a functional
Nˆ [u(τn)] = x(τn+r) (10)
where r is the number of time steps of forecast in the future.
5 Experimental setup
For this work, a 4-level wavelet decomposition has been selected that properly
characterises data under analysis. Therefore, the devised WRNN (Figure 3) uses
a 5 neuron input layer (one for each level detail coefficient di and one for the
residual a5). This WRNN architecture presents two hidden layers with sixteen
neurons each and realises a radial basis function as explained in Section 4.
Inputs are given to the WRNN in the following form:
– The wavelet decomposition of the time series u(τn) for time step τn
– The previous delayed decompositions u(τn−1) and u(τn−2)
– The last four delayed outputs x(τn+r) predicted by the WRNN
Delays and feedback are obtained by using the relative delay lines and oper-
ators (D). These feedback lines provide the WRNN with internal memory, hence
the modelling abilities for dynamic phenomena.
A hybrid neuro–wavelet predictor for QoS control and stability 9
Fig. 3. Devised neural netwok
An accurate study has shown that the biorthogonal wavelet decomposition
optimally approximates and denoises the time series under analysis. Such a
wavelet family is in good agreement with previous optimal results, obtained by
the authors, for the decomposition of other physical phenomena. In fact, such
a decomposition splits a phenomenon in a superposition of mutual and con-
current predominant processes with a characteristic time-energy signature. For
stochastically-driven processes, such as stellar oscillations [7], renewable energy
and systems load [5,4], and for a large category of complex systems [22], wavelet
decomposition gives a unique and compact representation of the leading features
for a time-variant phenomenon.
For the case study proposed in this paper we have used the raw data of
connection requests over time to predict the behaviour of the users of a widely
used an internet service, i.e. the one provided by Wikimedia(TM). Raw data
were taken from the page-view statistics Wikimedia(TM) project and released
by Domas Mituzas under Creative Common License2. Original data report the
amount of accesses and bytes for the replies that were sampled in time-steps of
one hour for each web page accessible in the project. Data were collected for the
whole services offered by Wikimedia projects including Wikipedia(r), Wikidic-
tionary(r), Wikibooks(r) and others. Data were gathered and composed by an
automatic procedure, obtaining the total requests made to the wikimedia servers
for each hour. Therefore, a 2-years long dataset of hourly sampled access requests
has been reconstructed. Then, this dataset was decomposed by using a wavelet
biorthogonal decomposition identified by the couple of numbers 3.7, which means
that are implemented by using FIR filters with 7th order polynomials degree for
the decomposition (see also Figure 4 and 5) and 3rd order for the reconstruction.
2 See dumps.wikimedia.org/other/pagecounts-raw
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Decomposed data, as shown in Figure 2, were then given as inputs for the neural
network as described in Section 4. The network was trained by using a gradient
descent back-propagation algorithm with momentum led adaptive learning rate
as presented in [15].
For a prediction 6 hours in advance of the time series of the amount of
requests, the root mean squared error of prediction for the access requests over
time was of 1.3156 · 1004 requests, which means a relative error of less than 0.6
per thousands (less than six requests over ten thousands). Figure 6 shows the
shape of the mean square error while training is being performed. Figure 7 shows
the actual time series of the incoming requests in black, and the predicted values
for the incoming requests in red for a time period of 500 hours. The actual values
for the shown time period had not been given as input to the neural network
for training, however have then been used to compare with the predicted values
and to compute the error (see the bottom part of Figure 7). A smaller period
of time has been shown in Figure 8 to highlight the differences of actual and
predicted values. As can be seen, the neural network manages to closely predict
even relatively small variations of the trends. The output of the neural network
was then given to a resource management service to perform allocation requests
in terms of needed bandwidth and virtual machines [12].
6 Conclusions
This paper has provided an ad-hoc architecture for a neural network that is able
to predict the amount of incoming requests performed by users when accessing
a website. Firstly, the past time series of accesses has been analysed by means
of wavelets, which appropriately retain only the fundamental properties of the
series. Then, the neural network embeds both the ability to perform wavelet
analysis and prediction of future amount of requests. The performed experi-
ments have proven that the provided ensemble is very effective for the desired
prediction, since the computed error can be considered negligible.
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Estimates can be fundamental for a resource management component, on a
server side of an internet based system, since they make it possible to acquire
just the right amount of resource (e.g. from a cloud). Then, in turn it is possible
to avoid an unnecessary cost and waste of resources, whilst keeping the level of
QoS as desired and unaffected by variations of requests.
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