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We present a gauged twistor model of a free massive spinning particle in four-dimensional
Minkowski space. This model is governed by an action, referred to here as the gauged general-
ized Shirafuji (GGS) action, that consists of twistor variables, auxiliary variables, and U(1) and
SU(2) gauge fields on the one-dimensional parameter space of a particle’s worldline. The GGS ac-
tion remains invariant under reparametrization and the local U(1) and SU(2) transformations of the
relevant variables, although the SU(2) symmetry is nonlinearly realized. We consider the canonical
Hamiltonian formalism based on the GGS action in the unitary gauge by following Dirac’s recipe for
constrained Hamiltonian systems. It is shown that just sufficient constraints for the twistor variables
are consistently derived by virtue of the gauge symmetries of the GGS action. In the subsequent
quantization procedure, these constraints turn into simultaneous differential equations for a twistor
function. We perform the Penrose transform of this twistor function to define a massive spinor
field of arbitrary rank, demonstrating that the spinor field satisfies generalized Dirac-Fierz-Pauli
equations with SU(2) indices. We also investigate the rank-one spinor fields in detail to clarify the
physical meanings of the U(1) and SU(2) symmetries.
PACS numbers: 03.65.Pm, 11.10.Ef, 11.15.-q, 11.30.Cp
I. INTRODUCTION
Twistor theory is basically appropriate for describing
massless systems with conformal symmetry [1–3]. Never-
theless, there have been some approaches to formulating
massive particle systems in terms of twistors [4–17]. For
describing a massive particle, it is common to use two
or more independent twistors. In fact, introducing two
twistors has been considered until recently [9–17], and in-
troducing more than two twistors was considered in some
earlier studies [4–8]. By virtue of using two or more
independent twistors, an extra symmetry between the
twistors occurs naturally in the system. Penrose, Perje´s,
and Hughston proposed the idea of identifying this sym-
metry with an internal symmetry in particle physics, such
as weak isospin or flavor, toward explaining internal sym-
metries of elementary particles on the basis of twistor
theory [4–8]. Although this idea is quite interesting, it
seems that its detailed investigations have been made
from neither a mechanical point of view nor a dynamical
point of view. Therefore we would have to say that the
idea is still poorly understood.
Lagrangian mechanics of a massive spinning particle
formulated in terms of two twistors has been studied in
Refs. [9–17]. Most of these papers begin with generaliza-
tion of the Shirafuji action that describes a free massless
spinning particle in four dimensions in terms of a twistor
[18]. In fact, various generalizations of the Shirafuji ac-
tion have been presented to specify twistorial models of
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massive spinning particles. The generalized Shirafuji ac-
tions are constructed by incorporating a mass-shell con-
dition of a particle and certain other conditions for the
twistor variables. The canonical formalism based on each
generalized Shirafuji action and its subsequent quantiza-
tion were also studied in Refs. [9, 11, 12, 14–17]. It was
shown that the canonical quantization of each twistorial
model leads to generalized Dirac equations or the Dirac-
Fierz-Pauli (DFP) equations for massive spinor fields of
arbitrary rank [19–21]. (The supersymmetric Shirafuji
action [18] that is written in terms of a supertwistor and
describes a massless superparticle in four dimensions has
been generalized to the twistorial actions for massive su-
perparticles in four dimensions [13, 14, 17]. In this paper,
however, we are not concerned with the supersymmetric
cases.)
In this paper, we consider an alternative generaliza-
tion of the Shirafuji action to define a new twistor model
of a free massive spinning particle in four dimensions by
using two twistors. Our formulation is precisely a non-
Abelian extension of the gauged twistor formulation of a
free massless spinning particle in four dimensions [22–24].
In the gauged twistor formulation, the Shirafuji action is
modified in accordance with the gauge principle so that it
can become invariant under the local U(1) (phase) trans-
formation of twistor variables. Here “local” means that
the transformation parameter depends on a worldline pa-
rameter along the particle’s worldline. This modification
is accomplished by gauging the Shirafuji action with the
aid of a U(1) gauge field on the one-dimensional (1D)
parameter space of the worldline and by adding the 1D
Chern-Simons term consisting of the U(1) gauge field.
The modified action, named the gauged Shirafuju action,
2includes a helicity constraint term due to the modifica-
tion. Hence it follows that this action describes a free
massless spinning particle with a fixed value of helicity.
Remarkably, the gauged Shirafuji action is equivalent to
the action for a massless particle with rigidity, at least
at the classical mechanical level [25]. The Shirafuji ac-
tion can furthermore be modified so as to be invariant
under the local scale transformation of twistor variables
with the aid of another gauge field on the 1D parame-
ter space. From the point of view of twistor theory, it
is desirable that the modified action remains invariant
under the combination of the local U(1) and local scale
transformations, which is referred to in Refs. [23, 24] as
the complexified local scale transformation. In actuality,
the gauge field for the local scale transformation can be
gauged away by a scaling of the twistor variables. There-
fore it turns out that only the local U(1) transformation
is essential and one does not need to consider the local
scale transformation in practice.
In the next section, we begin with setting up a gener-
alized Shirafuji action that consists of two twistors and
involves a mass-shell condition. Here, for convenience, we
exploit the mass-shell condition with a complexified mass
parameter introduced in Refs. [15, 16]. The generalized
Shirafuji action remains invariant under the global U(1)
transformation of twistor variables supplemented with
that of auxiliary fields on the 1D parameter space. In
addition, the generalized Shirafuji action remains invari-
ant under the global SU(2) transformation defined for a
doublet of twistors. In accordance with the gauge prin-
ciple, we modify the generalized Shirafuji action in such
a way that the modified action remains invariant under
the local U(1) and SU(2) transformations of twistor vari-
ables. The modification is performed by gauging the gen-
eralized Shirafuji action with the aid of U(1) and SU(2)
gauge fields on the 1D parameter space and by adding
the 1D U(1) and SU(2) Chern-Simons terms. The 1D
SU(2) Chern-Simons term, however, vanishes owing to
the traceless property of the SU(2) gauge field. For this
reason, the variation of the modified action with respect
to the SU(2) gauge field yields too strong constraints
that, after quantizing the model, permit us to have only
massive spinless fields in four dimensions. A similar con-
sequence has been found by Fedoruk and Lukierski in
their twistorial model of a massive particle [15]. To over-
come such an undesirable situation, they modified the
model by incorporating the Souriau-Wess-Zumino term,
following the successful argument for a twistorial model
of a massive spinning particle in three dimensions [14]. In
the present paper, we consider an alternative approach
based on a nonlinear realization of SU(2) to eventually
obtain massive spinor fields of arbitrary rank. This ap-
proach makes it possible to define the 1D U(1) Chern-
Simons term consisting of the third (or diagonal) compo-
nent of the SU(2) gauge field in a particular gauge. In ad-
dition, this approach can provide a novel gauge-invariant
term consisting of the first and second (or off-diagonal)
components of the same SU(2) gauge field. With the
new terms, we furthermore modify the generalized Shi-
rafuji action by adding these terms to the modified action
mentioned above. The completely modified action is thus
the sum of the gauged twistorial part, the two 1D U(1)
Chern-Simons terms, and the novel term. This action,
hereafter referred to as the gauged generalized Shirafuji
(GGS) action, remains invariant under reparametrization
of the worldline parameter and under the local U(1) and
SU(2) transformations. The GGS action yields just suffi-
cient constraints for the twistor variables in a systematic
and consistent manner. All the constraints except for
the mass-shell condition are derived on the basis of the
gauge symmetry. This is an advantage of our gauged
twistor model.
Having obtained the GGS action, we study the canoni-
cal Hamiltonian formalism based on it by completely fol-
lowing the Dirac algorithm for Hamiltonian systems with
constraints [31–33]. We see that most of the Dirac brack-
ets between the twistor variables take on complicated
forms. Fortunately, these Dirac brackets can be reduced
to simple Dirac brackets for new twistor variables that are
in one-to-one correspondence with the old ones. Also, all
the constraints for the (old) twistor variables can be writ-
ten completely in terms of the new twistor variables. The
canonical quantization of the twistor model governed by
the GGS action is performed with the commutation rela-
tions between the operators that correspond to the new
twistor variables or the other canonical variables. Some
of the first-class constraints eventually turn into simul-
taneous differential equations for a holomorphic function
of half the new twistor variables. Each solution of the
simultaneous differential equations, referred to here as a
twistor function, is characterized by the three quantum
numbers that originate from the U(1) and SU(2) sym-
metries inherent in the GGS action.
We also consider the Penrose transform of the twistor
function to define a four-dimensional spinor field of ar-
bitrary rank. The spinor field defined in this manner
has extra upper and lower SU(2) indices in addition
to dotted and undotted spinor indices. Because of the
structure of the Penrose transform, the number of upper
(lower) SU(2) indices is equal to the number of undot-
ted (dotted) spinor indices. We demonstrate that the
present spinor field satisfies generalized DFP equations
with SU(2) indices. In the simplest case, the generalized
DFP equations reduce to the ordinary Dirac equations for
particle and antiparticle spinor fields. Investigating prop-
erties of these fields, we clarify the physical meanings of
the U(1) and SU(2) symmetries; ultimately, we see that
the U(1) symmetry is a gauge symmetry concerning the
chiralities of the particle and antiparticle spinor fields,
while the SU(2) symmetry is a gauge symmetry realized
in a doublet consisting of the particle and antiparticle
spinor fields. Therefore it turns out that the idea pro-
posed by Penrose, Perje´s, and Hughston, in which the
SU(2) symmetry is identified with the weak isospin sym-
metry, is not valid in our gauged twistor formulation.
This paper is organized as follows. In Sec. II, we elab-
3orate the GGS action, after making some preliminary ar-
rangements. The canonical Hamiltonian formalism based
on the GGS action is studied in Sec. III, and the sub-
sequent canonical quantization is performed in Sec. IV.
In Sec. V, we define a massive spinor field of arbitrary
rank by the Penrose transform of a twistor function and
demonstrate that this spinor field satisfies the generalized
DFP equations. In Sec. VI, we particularly investigate
the rank-one spinor fields to clarify the physical meanings
of the U(1) and SU(2) symmetries. Section VII is de-
voted to a summary and discussion. In the Appendix, we
treat the Pauli-Lubanski pseudovector written in terms
of the twistor variables.
II. CONSTRUCTION OF THE GGS ACTION
In this section, we construct the GGS action for a free
massive spinning particle in four-dimensional Minkowski
space.
In order to describe a massive particle in terms of
twistors, we introduce two twistors ZAi = (ω
α
i , πiα˙) (A =
0, 1, 2, 3 ; α = 0, 1; α˙ = 0˙, 1˙) distinguished by the extra
index i (i = 1, 2) and their dual twistors Z¯iA = (π¯
i
α, ω¯
iα˙).
Here, π¯iα and ω¯
iα˙ denote the complex conjugates of πiα˙
and ωαi , respectively: π¯
i
α := πiα˙ , ω¯
iα˙ := ωαi . It is
assumed that ZA1 and Z
A
2 are not proportional to each
other: ZA1 6= cZA2 (c ∈ C), so that Z¯1A 6= c¯ Z¯2A. The
2-component spinors ωαi and πiα˙ are related by
ωαi = iz
αα˙πiα˙ , (2.1)
where zαα˙ are coordinates of a point in complexified
Minkowski space, CM, with the metric tensor ηµν =
diag(1,−1,−1,−1). As can be seen in the literature on
twistor theory [4–16], the four-momentum of a massive
particle is expressed as pαα˙ = π¯
1
απ1α˙ + π¯
2
απ2α˙ ≡ π¯iαπiα˙.
(For this reason, πiα˙ and π¯
i
α are named as momentum
spinors.) The squared norm of pαα˙ remains nonvanish-
ing even after using the formula πiα˙π
α˙
i = ǫ
α˙β˙πiα˙πiβ˙ = 0
(no sum with respect to i) and its complex conjugate,1
because the cross terms provided from different twistors
still survive: pαα˙p
αα˙ = π¯iαπiα˙π¯
jαπα˙j = 2
∣∣π1α˙πα˙2 ∣∣2. Thus
the mass-shell condition pαα˙p
αα˙ = m2 with a mass pa-
rameter m can be written as
π¯iαπiα˙π¯
jαπα˙j = m
2. (2.2)
1 The two-dimensional Levi-Civita symbols ǫαβ , ǫαβ , ǫ
α˙β˙ , ǫα˙β˙ ,
ǫij , and ǫij are defined as ǫ01 = ǫ01 = ǫ0˙1˙ = ǫ0˙1˙ = ǫ
12 = ǫ12 = 1
and conform to the rules ǫαβ = ǫα˙β˙ , ǫαβ = ǫα˙β˙ , ǫ
ij = ǫij , and
ǫij = ǫij . The contravariant spinors πα˙i and π¯
iα are defined by
πα˙i = ǫ
α˙β˙πiβ˙ and π¯
iα = ǫαβ π¯iβ , respectively. These relations
can be expressed as πiα˙ = π
β˙
i ǫβ˙α˙ and π¯
i
α = π¯
iβǫβα.
It is easy to see that this condition is equivalent to
ǫijπiα˙π
α˙
j −
√
2meiϕ = 0 , (2.3a)
ǫij π¯
i
απ¯
jα −
√
2me−iϕ = 0 , (2.3b)
where ϕ is a real parameter. These equations have been
incorporated in twistorial models of massive spinning
particles [15, 16], in which meiϕ/
√
2 is called a complex-
ified mass parameter. In this paper, we also adopt the
equation pair Eqs. (2.3a) and (2.3b) as the mass-shell
condition because of the convenience for our formulation.
The Shirafuji action of a free massless spinning parti-
cle2 can be generalized to describe a free spinning parti-
cle of massm propagating in four-dimensional Minkowski
space M. A generalized Shirafuji action is indeed given
by
Sm =
∫ τ1
τ0
dτ
[
i
2
(
Z¯iAZ˙
A
i − ZAi ˙¯ZiA
)
+ h
(
ǫijπiα˙π
α˙
j −
√
2meiϕ
)
+ h¯
(
ǫij π¯
i
απ¯
jα −
√
2me−iϕ
)]
, (2.4)
where ZAi = Z
A
i (τ) and Z¯
i
A = Z¯
i
A(τ) are understood as
complex scalar fields on the one-dimensional parameter
space T := {τ | τ0 ≤ τ ≤ τ1} of a particle’s worldline,
and h = h(τ) is treated as a complex scalar-density field
of weight 1 on T . [That is, h transforms as h(τ) →
h′(τ ′) = (dτ/dτ ′)h(τ) under the proper reparametriza-
tion τ → τ ′ = τ ′(τ) (dτ ′/dτ > 0).] The exponent ϕ
is now considered a real scalar field on T and hence is
treated as a real function ϕ = ϕ(τ). This setting is differ-
ent from that in Refs. [15, 16], in which the complexified
mass parameter is regarded as a constant. A dot over
a variable denotes its derivative with respect to τ . The
variation of Sm with respect to h and h¯ yields the mass-
shell condition (2.3).3
The generalized Shirafuji action Sm remains invariant
under the reparametrization τ → τ ′ = τ ′(τ). In addition,
Sm remains invariant under the global U(1) transforma-
2 With a twistor ZA and its dual twistor Z¯A, the Shirafuji action
is defined by [18]
S0 =
∫ τ1
τ0
dτ
i
2
(
Z¯AZ˙
A − ZA ˙¯ZA
)
.
3 Instead of the action Sm, we can consider an alternative action
S′m =
∫ τ1
τ0
dτ
[
i
2
(
Z¯iAZ˙
A
i − ZAi ˙¯ZiA
)
+
1
2
f
(
π¯iαπiα˙π¯
jαπα˙j −m2
)]
,
where f = f(τ) is a real scalar-density field of weight 1 on T . The
variation of S′m with respect to f yields the mass-shell condition
(2.2).
4tion
ZAi → Z ′Ai = eiθZAi , Z¯iA → Z¯ ′iA = e−iθZ¯iA , (2.5a)
h→ h′ = e−2iθh , h¯→ h¯′ = e2iθh¯ , (2.5b)
ϕ→ ϕ′ = ϕ+ 2θ , (2.5c)
with a real constant parameter θ and under the global
SU(2) transformation
ZAi → Z ′Ai = UijZAj , Z¯iA → Z¯′iA = Z¯jAU †ji , (2.6a)
h→ h′ = h , h¯→ h¯′ = h¯ , (2.6b)
ϕ→ ϕ′ = ϕ , (2.6c)
with a constant matrix U belonging to SU(2). The
SU(2) invariance of Sm can be verified using ǫ
ijUi
kUj
l =
ǫkl and ǫijU
†
k
iU †l
j = ǫkl together with the unitarity
property of U . We thus see that Sm possesses two global
internal symmetries specified by U(1) and SU(2). We
also see that the two terms Z¯iAZ˙
A
i and Z
A
i
˙¯ZiA in Eq. (2.4)
are invariant under the global SU(2, 2) transformation
(or more simply, the global conformal transformation)
ZAi → Z ′Ai = UABZBi , Z¯iA → Z¯ ′iA = Z¯iBU†BA , with a
constant matrix U belonging to SU(2, 2). In contrast,
the two terms ǫijπiα˙π
α˙
j and ǫij π¯
i
απ¯
jα in Eq. (2.4) are
invariant only under the global SL(2,C)⋉R1,3 transfor-
mation (or more simply, the global Poincare´ transforma-
tion). Hence it turns out that the symmetry reduction
from SU(2, 2) to SL(2,C) ⋉ R1,3 occurs in Sm as a re-
sult of adding the term proportional to h and its complex
conjugate term.
Now, we perform a gauging of the global U(1) and
SU(2) symmetries in such a way that the gauged action
remains invariant under the local U(1) and SU(2) trans-
formations that depend on τ . That is, we consider a
U(1) × SU(2) gauge theory on the parameter space T .
To this end, in accordance with the gauge principle, we
introduce a U(1) gauge field, a = a(τ), and an SU(2)
gauge field, b = b(τ). The field a is assumed to be a real
scalar-density field of weight 1 on T , while b is assumed
to be a 2 × 2 traceless Hermitian matrix that behaves
as a scalar-density field of weight 1 on T . The field b
can be represented as (bi
j) with its matrix elements bi
j
and can be expanded in terms of the Pauli matrices σr
(r = 1, 2, 3), satisfying [σr, σs] = 2iǫrstσt, as b = b
rσr.
Here, br = br(τ) are real scalar-density fields of weight
1 on T . The (primitive) gauged action, Smg, can be ob-
tained by replacing d/dτ in Sm with a covariant deriva-
tive operator as follows:
Smg =
∫ τ1
τ0
dτ
[
i
2
(
Z¯iADZ
A
i − ZAi D¯Z¯iA
)
+ h
(
ǫijπiα˙π
α˙
j −
√
2meiϕ
)
+ h¯
(
ǫij π¯
i
απ¯
jα −
√
2me−iϕ
)]
, (2.7)
where
DZAi := Z˙
A
i − iaZAi − ibijZAj , (2.8a)
D¯Z¯iA :=
˙¯ZiA + iaZ¯
i
A + iZ¯
j
Abj
i . (2.8b)
We see that the action Smg is reparametrization invari-
ant. It can easily be verified that Smg remains invariant
under the local U(1) transformation
ZAi → Z ′Ai = eiθ(τ)ZAi , (2.9a)
Z¯iA → Z¯ ′iA = e−iθ(τ)Z¯iA , (2.9b)
h→ h′ = e−2iθ(τ)h , (2.9c)
h¯→ h¯′ = e2iθ(τ)h¯ , (2.9d)
ϕ→ ϕ′ = ϕ+ 2θ(τ) , (2.9e)
a→ a′ = a+ θ˙ , (2.9f)
b→ b′ = b , (2.9g)
with a real gauge function θ = θ(τ) and under the local
SU(2) transformation
ZAi → Z ′Ai = Uij(τ)ZAj , (2.10a)
Z¯iA → Z¯′iA = Z¯jAU †ji(τ) , (2.10b)
h→ h′ = h , (2.10c)
h¯→ h¯′ = h¯ , (2.10d)
ϕ→ ϕ′ = ϕ , (2.10e)
a→ a′ = a , (2.10f)
b→ b′ = UbU † − iU˙U †, (2.10g)
with a gauge function U = U(τ) taking its value in
SU(2). Because each of a and br is a single-component
gauge field associated with d/dτ , we cannot define their
field strengths. For this reason, there exists neither the
Maxwell action for a nor the Yang-Mills action for b. As
for a, it is possible to define the (nonvanishing) 1D U(1)
Chern-Simons term
Sa = −2s
∫ τ1
τ0
dτa , (2.11)
where s is a real constant. The 1D SU(2) Chern-Simons
term for b, i.e., Sb = −2t
∫ τ1
τ0
dτTrb vanishes by the
reason of Trb = 0. Since a is a scalar-density field of
weight 1, Sa is reparametrization invariant. Also, Sa re-
mains invariant under the gauge transformation (2.9f),
provided that θ satisfies an appropriate boundary condi-
tion such as θ(τ1) = θ(τ0). The SU(2) invariance of Sa
is evident from Eq. (2.10f). Therefore we can consider
the reparametrization-invariant and gauge-invariant ac-
tion S˜mg := Smg + Sa.
4 However, S˜mg eventually turns
4 The action S˜mg is a simple and natural generalization of the
gauged Shirafuji action (without invariance under the local scale
5out to govern only massive spinless fields in four dimen-
sions owing to the too strong constraints Z¯iAσri
jZAj = 0
(r = 1, 2, 3) that are derived by varying S˜mg with re-
spect to br.5 [Here, σrj
k denotes the (j, k) entry of the
Pauli matrix σr.] To avoid such an undesirable situation,
next we perform a modification of S˜mg with the aid of a
nonlinear realization of SU(2).
Let us now consider the coset space SU(2)/U(1)( ∼=
CP1) and representative elements, V (ξ, ξ¯ ) (V ∈ SU(2),
ξ ∈ C), that are chosen one by one from each left coset
of U(1) in SU(2). Here, ξ labels the cosets in a way of
one-to-one correspondence and can be regarded as an in-
homogeneous coordinate of a point on SU(2)/U(1). [To
completely coordinatize SU(2)/U(1), it is necessary to
use ξ−1 in addition to ξ.] The representative elements
V (ξ, ξ¯ ) are assumed to constitute a smooth function of ξ
and ξ¯ so that we can simply treat V (ξ, ξ¯ ) as an SU(2)-
valued smooth function. We consider ξ to be a complex
scalar field ξ = ξ(τ) on T . The left action of U on V (ξ, ξ¯ )
generates a nonlinear transformation ξ → ξ′ = ξ′(ξ) in
accordance with
V (ξ, ξ¯ )→ V (ξ′, ξ¯′) = U(τ)V (ξ, ξ¯ )Θ−1(τ) , (2.12)
where Θ(τ) := exp{iϑ(τ)σ3}, and ϑ = ϑ(τ) is a real
gauge function [26–28]. Note here that ϑ is determined
depending on (ξ, ξ¯ ) as well as U . Using V = V (ξ, ξ¯ ), we
define the following new fields on T :
Z
A
i := V
†
i
jZAj , Z¯
i
A := Z¯
j
AVj
i , (2.13a)
b := V †bV − iV˙ †V . (2.13b)
The field b can be expanded as b = brσr, where b
r =
b
r(τ) are real fields. Clearly, br behave as scalar-density
fields of weight 1 on T . With the new fields, the local
transformation of ZA and Z¯A)
S˜0g =
∫ τ1
τ0
dτ
[
i
2
(
Z¯ADZ
A − ZAD¯Z¯A
)− 2sa
]
,
where D := d/dτ − ia. This action describes a free massless
spinning particle of helicity s [22–24] and is equivalent to the
action for a massless particle with rigidity at least at the classical
mechanical level [25].
5 From the action S˜mg, the Pauli-Lubanski spin vector Wαα˙ is
found to be
Wαα˙ = Trσri
j π¯iαπα˙j , Tr :=
1
2
Z¯iAσri
jZAj
(see Appendix). Using the mass-shell condition (2.3), we can
show that Wαα˙W
αα˙ = −m2TrTr . Obviously, Tr = 0 (r =
1, 2, 3) leads to Wαα˙W
αα˙ = 0. Hence, it follows that only mas-
sive spinless particles are admissible in the model defined by
S˜mg. Accordingly, it turns out that only massive spinless fields
are provided after quantizing the model.
U(1) transformation (2.9) reads
Z
A
i → Z′Ai = eiθ(τ)ZAi , (2.14a)
Z¯
i
A → Z¯′iA = e−iθ(τ)Z¯iA , (2.14b)
h→ h′ = e−2iθ(τ)h , (2.14c)
h¯→ h¯′ = e2iθ(τ)h¯ , (2.14d)
ϕ→ ϕ′ = ϕ+ 2θ(τ) , (2.14e)
a→ a′ = a+ θ˙ , (2.14f)
b→ b′ = b . (2.14g)
On the other hand, from Eqs. (2.10) and (2.12), we have
Z
A
i → Z′Ai = Θij(τ)ZAj , (2.15a)
Z¯
i
A → Z¯′iA = Z¯jAΘ†ji(τ) , (2.15b)
h→ h′ = h , (2.15c)
h¯→ h¯′ = h¯ , (2.15d)
ϕ→ ϕ′ = ϕ , (2.15e)
a→ a′ = a , (2.15f)
b→ b′ = ΘbΘ† + ϑ˙σ3 . (2.15g)
Equation (2.15) is precisely a local U(1) transformation.
Hereafter, we refer to the local U(1) transformation spec-
ified by Eq. (2.9), or Eq. (2.14), as the U(1)a transfor-
mation and refer to that specified by Eq. (2.15) as the
U(1)b transformation. Their corresponding gauge groups
are simply denoted as U(1)a and U(1)b. The local SU(2)
transformation is not manifestly seen in Eq. (2.15); in-
stead, it is realized as a nonlinear transformation of ξ.
We may say that the function V converts the local SU(2)
transformation into the U(1)b transformation while ξ un-
dergoes a nonlinear transformation. Equation (2.15g) de-
fines the transformation rules of the fields br,
b
1 → b′1 = b1 cos 2ϑ+ b2 sin 2ϑ , (2.16a)
b
2 → b′2 = −b1 sin 2ϑ+ b2 cos 2ϑ , (2.16b)
b
3 → b′3 = b3 + ϑ˙ . (2.16c)
We see that bıˆ (ˆı = 1, 2) transform homogeneously, obey-
ing together an SO(2) rotation, while b3 transforms in-
homogeneously as a U(1) gauge field.
Now, we can provide the following two terms:
Sb12 = −k
∫ τ1
τ0
dτ
√
bıˆbıˆ , (2.17)
with bıˆbıˆ := (b1)2 + (b2)2, and
Sb3 = −2t
∫ τ1
τ0
dτ b3 . (2.18)
Here, k is a positive constant and t is a real constant.
Since br are scalar-density fields of weight 1 on T , both
Sb12 and Sb3 are reparametrization invariant. It is ob-
vious that Sb12 remains invariant under the SO(2) ro-
tation defined by Eqs. (2.16a) and (2.16b). Also, Sb3,
6which is the 1D Chern-Simons term for b3, remains in-
variant under the gauge transformation (2.16c), provided
that ϑ satisfies an appropriate boundary condition such
as ϑ(τ1) = ϑ(τ0). We thus see that both Sb12 and Sb3
possess the U(1)b symmetry. The U(1)a invariance of
Sb12 and Sb3 is evident from Eq. (2.14g). For our inves-
tigation, it is convenient to express Sb12 as
Sbe = −
∫ τ1
τ0
dτ
(
1
2e
b
ıˆ
b
ıˆ +
k2
2
e
)
(2.19)
with the aid of e = e(τ) being a positive scalar-density
field of weight 1 on T . It is assumed that e does not
change under the U(1)a and U(1)b transformations. (At
this stage, we should include the transformation rule e→
e
′ = e in each of Eqs. (2.14) and (2.15).) The action Smg
can be rewritten in terms of ZAi , Z¯
i
A, h, h¯, ϕ, a, and
b. The resulting rewritten expression of Smg is precisely
what is obtained by replacing ZAi , Z¯
i
A, and b in Eq. (2.7)
with ZAi , Z¯
i
A, and b, respectively. With this expression,
we modify S˜mg = Smg + Sa by adding Sbe and Sb3 to it.
That is, we consider the modified action S := Smg+Sa+
Sbe + Sb3, or more precisely,
S =
∫ τ1
τ0
dτ
[
i
2
(
Z¯
i
ADZ
A
i − ZAi D¯Z¯iA
)− 2sa− 2tb3
− 1
2e
b
ıˆ
b
ıˆ − k
2
2
e+ h
(
ǫij̟iα˙̟
α˙
j −
√
2meiϕ
)
+ h¯
(
ǫij ¯̟
i
α ¯̟
jα −
√
2me−iϕ
)]
, (2.20)
with
DZ
A
i := Z˙
A
i − iaZAi − ibijZAj , (2.21a)
D¯Z¯
i
A :=
˙¯
Z
i
A + iaZ¯
i
A + iZ¯
j
Abj
i . (2.21b)
Here, ̟iα˙ and ¯̟
i
α are momentum-spinor components of
the twistors ZAi = (̺
α
i , ̟iα˙) and Z¯
i
A = ( ¯̟
i
α, ¯̺
iα˙), re-
spectively. We refer to S as the GGS action. From Eq.
(2.13a), it follows that ̟iα˙ = V
†
i
jπjα˙ and ¯̟
i
α = π¯
j
αVj
i.
The other components are given by ̺αi = V
†
i
jωαj and
¯̺iα˙ = ω¯jα˙Vj
i. It is now obvious that ̟iα˙ = ¯̟
i
α and
̺αi = ¯̺
iα˙. In terms of ZAi , Eq. (2.1) can be written as
̺αi = iz
αα˙̟iα˙ . (2.22)
It is clear from (2.20) that the GGS action S remains in-
variant under the reparametrization and the U(1)a and
U(1)b transformations. However, in actuality, S remains
invariant under the reparametrization and the U(1)a and
local SU(2) transformations, because the U(1)b transfor-
mation is induced by the local SU(2) transformation in
accordance with Eq. (2.12). In fact, we can express S in
a manifestly SU(2) invariant form as follows:
S =
∫ τ1
τ0
dτ
[
i
2
(
Z¯iADZ
A
i − ZAi D¯Z¯iA
)
− 2sa− 2t
(
brVr3 − ξ˙eξ3 − ˙¯ξeξ¯3
)
− 1
e
gξξ¯DξDξ¯ −
k2
2
e+ h
(
ǫijπiα˙π
α˙
j −
√
2meiϕ
)
+ h¯
(
ǫij π¯
i
απ¯
jα −
√
2me−iϕ
)]
, (2.23)
with gξξ¯ := eξ
ıˆeξ¯
ıˆ, Dξ := ξ˙−brKrξ, and Dξ¯ := ˙¯ξ−brKrξ¯.
Here, gξξ¯ is a metric on SU(2)/U(1), (Kr
ξ,Kr
ξ¯ ) (r =
1, 2, 3) are the SU(2) Killing vectors on this coset space,
and eξ
r and eξ¯
r (r = ıˆ, 3) are defined by eξ
rσr =
−iV †(∂V/∂ξ) and eξ¯rσr = −iV †(∂V/∂ξ¯ ), respectively.
Also, Vr3 is defined according to V †σrV = Vrıˆσıˆ+Vr3σ3.
Using the transformation rule (2.12), we can show that
Vrıˆ = Krξeξıˆ + Krξ¯eξ¯ ıˆ. In addition, it can be verified
that Kr := Kr
ξ∂/∂ξ +Kr
ξ¯∂/∂ξ¯ satisfy the SU(2) com-
mutation relations. In the expression (2.20), we should
understand that the local SU(2) symmetry of S is hid-
den rather than is broken, because no symmetry breaking
mechanisms are incorporated in the model. The action
(2.20) can be regarded as the action (2.23) in a partic-
ular gauge ξ(τ) = ξ0, where ξ0 is a constant such that
V (ξ0, ξ¯0) = 1. We term this gauge the unitary gauge,
because it corresponds to the so-called unitary gauge in
massive Yang-Mills theory [29, 30]. Then b can be said
to be the SU(2) gauge field in the unitary gauge. The
action (2.20) can be written as
S =
∫ τ1
τ0
dτ
[
i
2
(
Z¯
i
AZ˙
A
i − ZAi ˙¯ZiA
)
+ a
(
Z¯
i
AZ
A
i − 2s
)
+ b3
(
Z¯
j
Aσ3j
k
Z
A
k − 2t
)
+ bıˆZ¯jAσıˆj
k
Z
A
k
− 1
2e
b
ıˆ
b
ıˆ − k
2
2
e+ h
(
ǫij̟iα˙̟
α˙
j −
√
2meiϕ
)
+ h¯
(
ǫij ¯̟
i
α ¯̟
jα −
√
2me−iϕ
)]
. (2.24)
III. CANONICAL FORMALISM
In this section, we study the canonical Hamiltonian
formalism of the model governed by the GGS action in
the unitary gauge.
Let L be the Lagrangian defined in Eq. (2.24) as the
integrand of the GGS action S. We treat the variables(
Z
A
i , Z¯
i
A, a, b
r, e, h, h¯, ϕ
)
as canonical coordinates. Their
7canonical conjugate momenta are found to be
P iA :=
∂L
∂Z˙Ai
=
i
2
Z¯
i
A , (3.1a)
P¯Ai :=
∂L
∂ ˙¯ZiA
= − i
2
Z
A
i , (3.1b)
P (a) :=
∂L
∂a˙
= 0 , (3.1c)
P (b)r :=
∂L
∂b˙r
= 0 , (3.1d)
P (e) :=
∂L
∂e˙
= 0 , (3.1e)
P (h) :=
∂L
∂h˙
= 0 , (3.1f)
P (h¯) :=
∂L
∂ ˙¯h
= 0 , (3.1g)
P (ϕ) :=
∂L
∂ϕ˙
= 0 . (3.1h)
The canonical Hamiltonian corresponding to L is defined
by the Legendre transform of L,
HC := Z˙
A
i P
i
A +
˙¯
Z
i
AP¯
A
i + a˙P
(a) + b˙rP (b)r
+ e˙P (e) + h˙P (h) + ˙¯hP (h¯) + ϕ˙P (ϕ) − L
= −a(Z¯iAZAi − 2s)− b3(Z¯jAσ3jkZAk − 2t)
− bıˆZ¯jAσıˆjkZAk +
1
2e
b
ıˆ
b
ıˆ +
k2
2
e
− h
(
ǫij̟iα˙̟
α˙
j −
√
2meiϕ
)
− h¯
(
ǫij ¯̟
i
α ¯̟
jα −
√
2me−iϕ
)
. (3.2)
The equal-time Poisson brackets between the canonical
variables are given by
{
Z
A
i , P
j
B
}
= δji δ
A
B ,
{
Z¯
i
A, P¯
B
j
}
= δijδ
B
A ,{
a, P (a)
}
= 1 ,
{
b
r, P (b)s
}
= δrs ,{
e, P (e)
}
= 1 ,
{
h, P (h)
}
= 1 ,{
h¯, P (h¯)
}
= 1 ,
{
ϕ, P (ϕ)
}
= 1 ,
all others = 0 , (3.3)
which can be used for calculating the Poisson bracket
between two arbitrary analytic functions of the canonical
variables.
Equations (3.1a)–(3.1h) are read as the primary con-
straints
φiA := P
i
A −
i
2
Z¯
i
A ≈ 0 , (3.4a)
φ¯Ai := P¯
A
i +
i
2
Z
A
i ≈ 0 , (3.4b)
φ(a) := P (a) ≈ 0 , (3.4c)
φ(b)r := P
(b)
r ≈ 0 , (3.4d)
φ(e) := P (e) ≈ 0 , (3.4e)
φ(h) := P (h) ≈ 0 , (3.4f)
φ(h¯) := P (h¯) ≈ 0 , (3.4g)
φ(ϕ) := P (ϕ) ≈ 0 , (3.4h)
where the symbol “≈” denotes the weak equality. Now,
we follow the Dirac algorithm for constrained Hamilto-
nian systems [31–33] to establish the canonical formalism
of the present model. We see that the Poisson brackets
between the primary constraint functions φ’s are summa-
rized in{
φiA, φ¯
B
j
}
= −iδijδBA , all others = 0 . (3.5)
The Poisson brackets between HC and the primary con-
straint functions are found to be{
φiA, HC
}
= aZ¯iA + b
rσrj
i
Z¯
j
A + 2hǫ
ijIABZ
B
j , (3.6a){
φ¯Ai , HC
}
= aZAi + b
rσri
j
Z
A
j + 2h¯ǫijI
AB
Z¯
j
B , (3.6b){
φ(a), HC
}
= Z¯iAZ
A
i − 2s , (3.6c){
φ
(b)
ıˆ , HC
}
= Z¯jAσıˆj
k
Z
A
k −
1
e
bıˆ , (3.6d){
φ
(b)
3 , HC
}
= Z¯jAσ3j
k
Z
A
k − 2t , (3.6e){
φ(e), HC
}
=
1
2e2
(
b
ıˆ
b
ıˆ − k2e2) , (3.6f){
φ(h), HC
}
= ǫij̟iα˙̟
α˙
j −
√
2meiϕ, (3.6g){
φ(h¯), HC
}
= ǫij ¯̟
i
α ¯̟
jα −
√
2me−iϕ, (3.6h){
φ(ϕ), HC
}
= −i
√
2m
(
heiϕ − h¯e−iϕ) , (3.6i)
where IAB and I
AB are the so-called infinity twistors
[1, 2, 8], defined by
IAB :=
(
0 0
0 ǫα˙β˙
)
, IAB :=
(
ǫαβ 0
0 0
)
.
With HC and the primary constraint functions, we define
the total Hamiltonian
HT := HC + u
A
i φ
i
A + u¯
i
Aφ¯
A
i + u(a)φ
(a) + ur(b)φ
(b)
r
+ u(e)φ
(e) + u(h)φ
(h) + u(h¯)φ
(h¯) + u(ϕ)φ
(ϕ),
(3.7)
where uAi , u¯
i
A, u(a), u
r
(b), u(e), u(h), u(h¯), and u(ϕ) are
Lagrange multipliers. The time evolution of a function
8f of the canonical variables is governed by the canonical
equation
f˙ = {f,HT} . (3.8)
Using this equation together with Eqs. (3.4)–(3.7), we
can evaluate the time evolution of the primary constraint
functions. Because the primary constraints (3.4a)–(3.4h)
are valid at any time, they must be preserved in time.
This fact leads to the consistency conditions
φ˙iA =
{
φiA, HT
}
≈ aZ¯iA + brσrjiZ¯jA + 2hǫijIABZBj − iu¯iA ≈ 0 ,
(3.9a)
˙¯φAi =
{
φ¯Ai , HT
}
≈ aZAi + brσrijZAj + 2h¯ǫijIABZ¯jB + iuAi ≈ 0 ,
(3.9b)
φ˙(a) =
{
φ(a), HT
}
≈ Z¯iAZAi − 2s ≈ 0 , (3.9c)
φ˙
(b)
ıˆ =
{
φ
(b)
ıˆ , HT
}
≈ Z¯jAσıˆjkZAk −
1
e
bıˆ ≈ 0 , (3.9d)
φ˙
(b)
3 =
{
φ
(b)
3 , HT
}
≈ Z¯jAσ3jkZAk − 2t ≈ 0 , (3.9e)
φ˙(e) =
{
φ(e), HT
}
≈ 1
2e2
(
b
ıˆ
b
ıˆ − k2e2) ≈ 0 , (3.9f)
φ˙(h) =
{
φ(h), HT
}
≈ ǫij̟iα˙̟α˙j −
√
2meiϕ ≈ 0 , (3.9g)
φ˙(h¯) =
{
φ(h¯), HT
}
≈ ǫij ¯̟ iα ¯̟ jα −
√
2me−iϕ ≈ 0 ,
(3.9h)
φ˙(ϕ) =
{
φ(ϕ), HT
}
≈ −i
√
2m
(
heiϕ − h¯e−iϕ) ≈ 0 .
(3.9i)
Equations (3.9a) and (3.9b) determine u¯iA and u
A
i , re-
spectively, as follows:
u¯iA = −iaZ¯iA − ibrσrjiZ¯jA − 2ihǫijIABZBj , (3.10a)
uAi = iaZ
A
i + ib
rσri
j
Z
A
j + 2ih¯ǫijI
AB
Z¯
j
B . (3.10b)
In contrast, Eqs. (3.9c)–(3.9i) give rise to the secondary
constraints
χ(a) := Z¯iAZ
A
i − 2s ≈ 0 , (3.11a)
χ
(b)
ıˆ := Z¯
j
Aσıˆj
k
Z
A
k −
1
e
bıˆ ≈ 0 , (3.11b)
χ
(b)
3 := Z¯
j
Aσ3j
k
Z
A
k − 2t ≈ 0 , (3.11c)
χ(e) :=
1
2
(
b
ıˆ
b
ıˆ − k2e2) ≈ 0 , (3.11d)
χ(h) := ǫij̟iα˙̟
α˙
j −
√
2meiϕ ≈ 0 , (3.11e)
χ(h¯) := ǫij ¯̟
i
α ¯̟
jα −
√
2me−iϕ ≈ 0 , (3.11f)
χ(ϕ) := i
(
heiϕ − h¯e−iϕ) ≈ 0 . (3.11g)
All the Poisson brackets between HC and the secondary
constraint functions χ’s vanish. The Poisson brackets
between the primary and secondary constraint functions
are found to be{
χ(a), φiA
}
= Z¯iA ,
{
χ(a), φ¯Ai
}
= ZAi ,{
χ(b)r , φ
i
A
}
= σrj
i
Z¯
j
A ,
{
χ(b)r , φ¯
A
i
}
= σri
j
Z
A
j ,{
χ
(b)
ıˆ , φ
(b)
ˆ
}
= −1
e
δıˆˆ ,
{
χ
(b)
ıˆ , φ
(e)
}
=
1
e2
bıˆ ,{
χ(e), φ
(b)
ˆ
}
= bˆ ,
{
χ(e), φ(e)
}
= −k2e ,{
χ(h), φiα˙
}
= 2ǫij̟α˙j ,
{
χ(h), φ(ϕ)
}
= −i
√
2meiϕ,{
χ(h¯), φ¯αi
}
= 2ǫij ¯̟
jα,
{
χ(h¯), φ(ϕ)
}
= i
√
2me−iϕ,{
χ(ϕ), φ(h)
}
= ieiϕ,
{
χ(ϕ), φ(h¯)
}
= −ie−iϕ,{
χ(ϕ), φ(ϕ)
}
= −(heiϕ + h¯e−iϕ) ,
all others = 0 , (3.12)
where φiα˙ and φ¯αi are spinor components of φ
i
A =(
φiα, φ
iα˙
)
and φ¯Ai =
(
φ¯αi , φ¯iα˙
)
, respectively. All the Pois-
son brackets between the secondary constraint functions
vanish.
Next we investigate the time evolution of the secondary
constraint functions using Eqs. (3.8) and (3.12). The
time evolution of χ(a) is evaluated as
χ˙(a) =
{
χ(a), HT
}
≈ uAi Z¯iA + u¯iAZAi . (3.13)
The condition χ˙(a) ≈ 0 is identically fulfilled with the
aid of Eqs. (3.10a), (3.10b), (3.11e), (3.11f), and (3.11g),
and hence no new constraints are obtained from χ˙(a) ≈ 0.
The time evolution of χ
(b)
r is evaluated as
χ˙(b)r =
{
χ(b)r , HT
}
≈ uAi σrjiZ¯jA + u¯iAσrijZAj
+ us(b)
{
χ(b)r , φ
(b)
s
}
+ u(e)
{
χ(b)r , φ
(e)
}
= −2ǫrstbsZ¯jAσtjkZAk
+ us(b)
{
χ(b)r , φ
(b)
s
}
+ u(e)
{
χ(b)r , φ
(e)
}
≈ −2
e
ǫrsˆb
s
b
ˆ − 4tǫrs3bs
+ us(b)
{
χ(b)r , φ
(b)
s
}
+ u(e)
{
χ(b)r , φ
(e)
}
(3.14)
by using Eqs. (3.10a), (3.10b), (3.11b), and (3.11c), to-
gether with the formulas σrk
iǫkj = σrk
jǫki and σri
kǫkj =
σrj
kǫki. Then we see that the condition χ˙
(b)
ıˆ ≈ 0 deter-
mines uıˆ(b) as follows:
uıˆ(b) = 2ǫ
ıˆˆ
bˆ
(
b
3 − 2te)+ 1
e
b
ıˆu(e) , (3.15)
while χ˙
(b)
3 ≈ 0 is identically satisfied. The time evolution
9of χ(e) is calculated as
χ˙(e) =
{
χ(e), HT
}
≈ bıˆuıˆ(b) − k2eu(e) =
2
e
χ(e)u(e) ≈ 0 (3.16)
by using Eqs. (3.15) and (3.11d). Hence χ˙(e) ≈ 0 is iden-
tically satisfied. The time evolution of χ(h) is evaluated
as
χ˙(h) =
{
χ(h), HT
}
≈ 2ǫijuiα˙̟α˙j − i
√
2meiϕu(ϕ)
= 2iaǫij̟iα˙̟
α˙
j − i
√
2meiϕu(ϕ)
≈ i
√
2meiϕ(2a− u(ϕ)) (3.17)
by using Eqs. (3.10b), (3.11e) and the formula σrk
iǫkj =
σrk
jǫki. From the condition χ˙(h) ≈ 0, the Lagrange mul-
tiplier u(ϕ) is determined to be u(ϕ) = 2a. Similarly,
χ˙(h¯) ≈ −i√2me−iϕ(2a − u(ϕ)) ≈ 0 leads to u(ϕ) = 2a.
The time evolution of χ(ϕ) is found to be
χ˙(ϕ) =
{
χ(ϕ), HT
}
≈ i(u(h) − u(h¯))− 2a(heiϕ + h¯e−iϕ) , (3.18)
so that the condition χ˙(ϕ) ≈ 0 gives u(h) − u(h¯) =
−2ia(heiϕ + h¯e−iϕ). From the above analysis, we see
that no further constraints can be derived; thus, the pro-
cedure for deriving constraints is now completed. We
also see that uAi , u¯
i
A, u
ıˆ
(b), u(h)−u(h¯), and u(ϕ) are deter-
mined to be what are written in terms of other variables
such as the canonical coordinates, while u(a), u
3
(b), u(e),
and u(h) + u(h¯) still remain as arbitrary functions of τ .
We have obtained all the Poisson brackets between the
constraint functions, as in Eqs. (3.5) and (3.12). How-
ever, it is difficult to classify the constraints in Eqs. (3.4)
and (3.11) into first and second classes on the basis of
Eqs. (3.5) and (3.12) together with the vanishing Pois-
son brackets between the secondary constraint functions.
To find simpler forms of the relevant Poisson brackets,
we first define
φ˜(e) := φ(e) +
1
e
b
ıˆφ
(b)
ıˆ , (3.19a)
φ˜(ϕ) := φ(ϕ) − ihφ(h) + ih¯φ(h¯), (3.19b)
χ˜(a) := χ(a) + iZ¯jAφ¯
A
j − iφjAZAj , (3.19c)
χ˜
(b)
ıˆ := χ
(b)
ıˆ + iZ¯
j
Aσıˆj
kφ¯Ak − iφjAσıˆjkZAk
− 2teǫıˆˆφ(b)ˆ , (3.19d)
χ˜
(b)
3 := χ
(b)
3 + iZ¯
j
Aσ3j
kφ¯Ak − iφjAσ3jkZAk
+ 2ǫıˆˆb
ıˆφ
(b)
ˆ , (3.19e)
χ˜(e) := χ(e) + ebıˆ
(
χ˜
(b)
ıˆ − 2teǫıˆˆφ(b)ˆ
)
, (3.19f)
χ˜(h) := χ(h) + 2iǫjkφ¯jα˙̟
α˙
k , (3.19g)
χ˜(h¯) := χ(h¯) − 2iǫjkφjα ¯̟ kα, (3.19h)
where φ¯iα˙ and φ
i
α are spinor components of φ¯
A
i and φ
i
A,
respectively. Furthermore, it is convenient to define
υ(±) :=
1
2
√
2m
(
φ˜(ϕ) ± 1
2
χ˜(a)
)
, (3.20a)
φ(+) :=
1
2
(
e−iϕφ(h) + eiϕφ(h¯)
)
, (3.20b)
φ(−) :=
1
2i
(
e−iϕφ(h) − eiϕφ(h¯)
)
, (3.20c)
χ˜(+) :=
1
2
(
e−iϕχ˜(h) + eiϕχ˜(h¯)
)
, (3.20d)
χ˜(−) :=
1
2i
(
e−iϕχ˜(h) − eiϕχ˜(h¯)
)
. (3.20e)
It can readily be seen that the set of all the constraints
given in Eqs. (3.4) and (3.11), i.e.,
(
φiA, φ¯
A
i , φ
(a), φ(b)r , φ
(e), φ(h), φ(h¯), φ(ϕ), χ(a), χ
(b)
ıˆ , χ
(b)
3 , χ
(e), χ(h), χ(h¯), χ(ϕ)
)
≈ 0 , (3.21)
is equivalent to the new set of constraints(
φiA, φ¯
A
i , φ
(a), φ(b)r , φ˜
(e), φ(+), φ(−), υ(+), υ(−), χ˜
(b)
ıˆ , χ˜
(b)
3 , χ˜
(e), χ˜(+), χ˜(−), χ(ϕ)
)
≈ 0 . (3.22)
We can show that except for{
φiA, φ¯
B
j
}
= −iδijδBA ,
{
φ
(b)
ıˆ , χ˜
(b)
ˆ
}
=
1
e
δıˆˆ ,{
υ(+), χ˜(−)
}
= 1 ,
{
χ(ϕ), φ(−)
}
= 1 , (3.23)
all other Poisson brackets between the constraint func-
tions in Eq. (3.22) vanish. In this way, the relevant
Poisson brackets are simplified with the aid of the new
constraint functions. The Poisson brackets between the
constraint functions are summarized in a matrix form as
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

φjB φ¯
B
j φ
(a) φ
(b)
ˆ φ
(b)
3 φ˜
(e) φ(+) φ(−) υ(+) υ(−) χ˜
(b)
ˆ χ˜
(b)
3 χ˜
(e) χ˜(+) χ˜(−) χ(ϕ)
φiA 0 −iδijδBA 0 0 0 0 0 0 0 0 0 0 0 0 0 0
φ¯Ai iδ
j
i δ
A
B 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
φ(a) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
φ
(b)
ıˆ 0 0 0 0 0 0 0 0 0 0
1
e
δıˆˆ 0 0 0 0 0
φ
(b)
3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
φ˜(e) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
φ(+) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
φ(−) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 −1
υ(+) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0
υ(−) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
χ˜
(b)
ıˆ 0 0 0 −
1
e
δıˆˆ 0 0 0 0 0 0 0 0 0 0 0 0
χ˜
(b)
3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
χ˜(e) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
χ˜(+) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
χ˜(−) 0 0 0 0 0 0 0 0 −1 0 0 0 0 0 0 0
χ(ϕ) 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0


.
(3.24)
We can immediately see from this matrix that φ(a) ≈
0, φ
(b)
3 ≈ 0, φ˜(e) ≈ 0, φ(+) ≈ 0, υ(−) ≈ 0, χ˜(b)3 ≈ 0,
χ˜(e) ≈ 0, and χ˜(+) ≈ 0 are first-class constraints, while
φiA ≈ 0, φ¯Ai ≈ 0, φ(b)ıˆ ≈ 0, φ(−) ≈ 0, υ(+) ≈ 0, χ˜(b)ıˆ ≈
0, χ˜(−) ≈ 0, and χ(ϕ) ≈ 0 are second-class constraints.
Following Dirac’s approach to second-class constraints,
we define the Dirac bracket by using the largest invertible
submatrix of the matrix (3.24). For arbitrary smooth
functions f and g of the canonical variables, the Dirac
bracket is defined by
{f, g}D
:= {f, g}+ i{f, φiA}{φ¯Ai , g}− i{f, φ¯Ai }{φiA, g}
− e
{
f, χ˜
(b)
ıˆ
}{
φ
(b)
ıˆ , g
}
+ e
{
f, φ
(b)
ıˆ
}{
χ˜
(b)
ıˆ , g
}
+
{
f, χ(ϕ)
}{
φ(−), g
}
−
{
f, φ(−)
}{
χ(ϕ), g
}
+
{
f, υ(+)
}{
χ˜(−), g
}
−
{
f, χ˜(−)
}{
υ(+), g
}
.
(3.25)
The Dirac bracket between f and each of the constraint
functions φiA, φ¯
A
i , φ
(b)
ıˆ , φ
(−), υ(+), χ˜
(b)
ıˆ , χ˜
(−), and χ(ϕ)
vanishes identically. For this reason, the second-class
constraints can be set strongly equal to zero and may
be expressed as φiA = 0, φ¯
A
i = 0, φ
(b)
ıˆ = 0, φ
(−) = 0,
υ(+) = 0, χ˜
(b)
ıˆ = 0, χ˜
(−) = 0, and χ(ϕ) = 0, as long as
the Dirac bracket {f, g}D is adopted. We see that the
second-class constraints lead to
P iA =
i
2
Z¯
i
A , P¯
A
i = −
i
2
Z
A
i , (3.26a)
bıˆ = eZ¯
j
Aσıˆj
k
Z
A
k , P
(b)
ıˆ = 0 (3.26b)
h = he−iϕ , P (h) = eiϕP (h) , (3.26c)
h¯ = heiϕ , P (h¯) = e−iϕP (h) , (3.26d)
ϕ = − i
2
ln
(
ǫij̟iα˙̟
α˙
j
ǫij ¯̟ iα ¯̟
jα
)
, P (ϕ) = −1
2
χ(a) , (3.26e)
where h = h(τ) is a real scalar-density field of weight 1
on T , and P (h) its associated momentum variable. At
this stage, P iA, P¯
A
i , b
ıˆ, P
(b)
ıˆ , h, P
(h), h¯, P (h¯), ϕ, and
P (ϕ) are treated as dependent variables specified by Eq.
(3.26), while the other canonical variables ZAi , Z¯
i
A, a,
P (a), b3, P
(b)
3 , e, P
(e), h, and P (h) are treated as inde-
pendent variables. By virtue of the strong equalities of
the second-class constraints, the set of all the first-class
constraints, i.e,
(
φ(a), φ
(b)
3 , φ˜
(e), φ(+), υ(−), χ˜
(b)
3 , χ˜
(e), χ˜(+)
)
≈ 0 , (3.27)
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turns out to be equivalent to the set consisting of
φ(a) ≈ 0 , (3.28a)
φ
(b)
3 ≈ 0 , (3.28b)
φ(e) ≈ 0 , (3.28c)
φ(h) := P (h) ≈ 0 , (3.28d)
χ(a) ≈ 0 , (3.28e)
χ
(b)
3 ≈ 0 , (3.28f)
χ(e) ≈ 0 , (3.28g)
χ(h) ≈ 0 , (3.28h)
χ(h¯) ≈ 0 . (3.28i)
Here we have taken into account both Eqs. (3.28h) and
(3.28i) for later convenience, although it is sufficient to
consider one of them in actuality.
The Dirac brackets between the spinor components of
Z
A
i and Z¯
i
A are found from Eq. (3.25) to be{
̺αi , ̺
β
j
}
D
=
i
4
√
2m
eiϕ
(
̺αi ǫjk ¯̟
kβ − ̺βj ǫik ¯̟ kα
)
,
{
̺αi , ̟jβ˙
}
D
= − i
4
√
2m
eiϕǫik ¯̟
kα̟jβ˙ ,{
̟iα˙, ̟jβ˙
}
D
= 0 ,{
̺αi , ¯̺
jβ˙
}
D
=
i
4
√
2m
(
eiϕǫik ¯̟
kα ¯̺jβ˙ + e−iϕ̺αi ǫ
jk̟β˙k
)
,
{
̺αi , ¯̟
j
β
}
D
= −iδji δαβ +
i
4
√
2m
eiϕǫik ¯̟
kα ¯̟ jβ ,{
̟iα˙, ¯̺
jβ˙
}
D
= −iδji δβ˙α˙ +
i
4
√
2m
e−iϕ̟iα˙ǫ
jk̟β˙k ,{
̟iα˙, ¯̟
j
β
}
D
= 0 ,{
¯̺iα˙, ¯̺jβ˙
}
D
= − i
4
√
2m
e−iϕ
(
¯̺iα˙ǫjk̟β˙k − ¯̺jβ˙ǫik̟α˙k
)
,
{
¯̺iα˙, ¯̟ jβ
}
D
=
i
4
√
2m
e−iϕǫik̟α˙k ¯̟
j
β ,{
¯̟ iα, ¯̟
j
β
}
D
= 0 . (3.29)
Using Eq. (3.29) and taking into account Eqs. (3.28h)
and (3.28i), we can show that{
χ(a), ̺αi
}
D
=
i
2
̺αi ,
{
χ(a), ̟iα˙
}
D
=
i
2
̟iα˙ ,{
χ(a), ¯̟ iα
}
D
= − i
2
¯̟ iα ,
{
χ(a), ¯̺iα˙
}
D
= − i
2
¯̺iα˙ .
(3.30)
Many of the Dirac brackets in Eq. (3.29) are rather com-
plicated. Fortunately, however, Eq. (3.29) can be ex-
pressed in the form of simple canonical brackets as{
ραi , ¯̟
j
β
}
D
= −iδji δαβ ,
{
̟iα˙, ρ¯
jβ˙
}
D
= −iδji δβ˙α˙ ,
all others = 0 , (3.31)
in terms of ̟iα˙, ¯̟
i
α, and
ραi := ̺
α
i +
1
2
√
2m
eiϕǫij ¯̟
jαχ(a), (3.32a)
ρ¯iα˙ := ¯̺iα˙ +
1
2
√
2m
e−iϕǫij̟α˙j χ
(a). (3.32b)
In showing this fact, it is convenient to use Eqs. (3.28e)
and (3.30). Note here that the weak equalities ραi ≈ ̺αi ,
ρ¯iα˙ ≈ ¯̺iα˙ hold owing to Eq. (3.28e). Now we define
the new twistors WAi := (ρ
α
i , ̟iα˙) and W¯
i
A := ( ¯̟
i
α, ρ¯
iα˙),
with which Eq. (3.31) can concisely be written as{
W
A
i , W¯
j
B
}
D
= −iδji δAB ,{
W
A
i ,W
B
j
}
D
= 0 ,
{
W¯
i
A, W¯
j
B
}
D
= 0 . (3.33)
Using Eqs. (3.28h), (3.28i), and the formulas given
under Eq. (3.17), we can show for
χ˘(a) := W¯iAW
A
i − 2s , (3.34a)
χ˘
(b)
3 := W¯
j
Aσ3j
k
W
A
k − 2t (3.34b)
that
χ˘(a) = 2χ(a), (3.35a)
χ˘
(b)
3 = χ
(b)
3 . (3.35b)
Accordingly, the first-class constraints (3.28e) and (3.28f)
read
χ˘(a) ≈ 0 , (3.36a)
χ˘
(b)
3 ≈ 0 . (3.36b)
With Eq. (3.35a), Eqs. (3.32a) and (3.32b) can be solved
inversely as
̺αi = ρ
α
i −
1
4
√
2m
eiϕǫij ¯̟
jαχ˘(a), (3.37a)
¯̺iα˙ = ρ¯iα˙ − 1
4
√
2m
e−iϕǫij̟α˙j χ˘
(a). (3.37b)
Hence it follows that there is a one-to-one correspondence
between (ZAi , Z¯
i
A) and (W
A
i , W¯
i
A). Taking into account
this fact, we hereafter adopt WAi and W¯
i
A as canonical
variables instead of ZAi and Z¯
i
A. The first equation in Eq.
(3.26b) can be written as bıˆ = eW¯
j
Aσıˆj
k
W
A
k . Substituting
this into Eq. (3.11d), we see that the first-class constraint
χ(e) ≈ 0 can be expressed as
χ˘(e) := TıˆTıˆ − 1
4
k2 ≈ 0 , (3.38)
where Tıˆ (ˆı = 1, 2) are defined in
T0 :=
1
2
W¯
i
AW
A
i , Tr :=
1
2
W¯
j
Aσrj
k
W
A
k . (3.39)
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Using Eq. (3.33), we can readily verify that T0 and Tr
constitute a bases of the U(1)a × SU(2) Lie algebra in
the following sense:
{T0,Tr}D = 0 , {Tr,Ts}D = ǫrstTt . (3.40)
The canonical variables that we need to consider at the
present stage are WAi , W¯
i
A, a, P
(a), b3, P
(b)
3 , e, P
(e), h,
and P (h). All the Dirac brackets between these variables
are given in Eq. (3.33) and
{
a, P (a)
}
D
= 1 ,
{
b
3, P
(b)
3
}
D
= 1 ,{
e, P (e)
}
D
= 1 ,
{
h, P (h)
}
D
=
1
2
,
all others = 0 . (3.41)
We also need to consider the first class constraints
(3.28a)–(3.28d), (3.36a), (3.36b), (3.38), (3.28h), and
(3.28i).
IV. CANONICAL QUANTIZATION
In this section, we perform the canonical quantization
of the Hamiltonian system studied in Sec. III. To this
end, in accordance with Dirac’s method of quantization,
we introduce the operators fˆ and gˆ corresponding to the
functions f and g, respectively, and set the commutation
relation [
fˆ , gˆ
]
= i {̂f, g}D (4.1)
in units such that ~ = 1. Here, {̂f, g}D denotes the op-
erator corresponding to the Dirac bracket {f, g}D. From
Eqs. (3.33), (3.41), and (4.1), we have the canonical com-
mutation relations[
Wˆ
A
i ,
ˆ¯
W
j
B
]
= δji δ
A
B , (4.2a)[
Wˆ
A
i , Wˆ
B
j
]
= 0 ,
[
ˆ¯
W
i
A,
ˆ¯
W
j
B
]
= 0 , (4.2b)[
aˆ, Pˆ (a)
]
= i ,
[
bˆ
3, Pˆ
(b)
3
]
= i , (4.2c)[
eˆ, Pˆ (e)
]
= i ,
[
hˆ, Pˆ (h)
]
=
i
2
, (4.2d)
all others = 0 . (4.2e)
The commutation relations (4.2a) and (4.2b) govern to-
gether so-called twistor quantization [1, 2].
In the procedure of canonical quantization, the first-
class constraints are treated as conditions imposed on
the physical states, after the replacement of the first-
class constraint functions by the corresponding opera-
tors. In the present model, the physical state conditions
are found from Eqs. (3.28a)–(3.28d), (3.36a), (3.36b),
(3.38), (3.28h), and (3.28i) to be
φˆ(a)|F 〉 = Pˆ (a)|F 〉 = 0 , (4.3a)
φˆ
(b)
3 |F 〉 = Pˆ (b)3 |F 〉 = 0 , (4.3b)
φˆ(e)|F 〉 = Pˆ (e)|F 〉 = 0 , (4.3c)
φˆ(h)|F 〉 = Pˆ (h)|F 〉 = 0 , (4.3d)
ˆ˘χ(a)|F 〉 =
[
1
2
(
ˆ¯
W
i
AWˆ
A
i + Wˆ
A
i
ˆ¯
W
i
A
)
− 2s
]
|F 〉
= 2
(
Tˆ0 − s− 2
)
|F 〉 = 0 , (4.3e)
ˆ˘χ
(b)
3 |F 〉 =
[
1
2
(
ˆ¯
W
j
Aσ3j
k
Wˆ
A
k + Wˆ
A
k σ3j
k ˆ¯
W
j
A
)
− 2t
]
|F 〉
= 2
(
Tˆ3 − t
)
|F 〉 = 0 , (4.3f)
ˆ˘χ(e)|F 〉 =
(
TˆıˆTˆıˆ − 1
4
k2
)
|F 〉 = 0 , (4.3g)
χˆ(h)|F 〉 =
(
ǫij ˆ̟ iα˙ ˆ̟
α˙
j −
√
2meiϕˆ
)
|F 〉 = 0 , (4.3h)
χˆ(h¯)|F 〉 =
(
ǫij ˆ̟¯
i
α
ˆ̟¯ jα −
√
2me−iϕˆ
)
|F 〉 = 0 . (4.3i)
Here, |F 〉 denotes a physical state, Tˆ0 and Tˆr (r = ıˆ, 3)
are defined by
Tˆ0 :=
1
2
Wˆ
A
i
ˆ¯
W
i
A , Tˆr :=
1
2
σrj
k
Wˆ
A
k
ˆ¯
W
j
A , (4.4)
and ϕˆ is defined according to the first equation in Eq.
(3.26e) as
ϕˆ := − i
2
[
ln
(
ǫij ˆ̟ iα˙ ˆ̟
α˙
j
)− ln(ǫij ˆ̟¯ iα ˆ̟¯ jα)] . (4.5)
In defining the operators ˆ˘χ(a), ˆ˘χ
(b)
3 , and
ˆ˘χ(e), we have
obeyed the Weyl ordering rule and have used the com-
mutation relation (4.2a) to simplify the Weyl ordered op-
erators. Using Eqs. (4.2a) and (4.2b), we can easily show
that [
Tˆ0, Tˆr
]
= 0 ,
[
Tˆr, Tˆs
]
= iǫrstTˆt , (4.6)
which is precisely the quantum mechanical counterpart
of Eq. (3.40). It is evident that Tˆ0 is the generator of
U(1)a and Tˆr (r = 1, 2, 3) are the generators of SU(2).
In particular, Tˆ3 is the generator of U(1)b.
Now we introduce the bra-vector
〈W, a, b3, e, h | := 〈0| exp
(
−WAi ˆ¯WiA + iaPˆ (a) + ib3Pˆ (b)3
+ iePˆ (e) + 2ihPˆ (h)
)
(4.7)
with a reference bra-vector 〈0| satisfying
〈0|WˆAi = 〈0|aˆ = 〈0|bˆ3 = 〈0|eˆ = 〈0|hˆ = 0 . (4.8)
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Using the commutation relations (4.2a)–(4.2e), we can
show that
〈W, a, b3, e, h |WˆAi = WAi 〈W, a, b3, e, h | , (4.9a)
〈W, a, b3, e, h |aˆ = a〈W, a, b3, e, h | , (4.9b)
〈W, a, b3, e, h |bˆ3 = b3〈W, a, b3, e, h | , (4.9c)
〈W, a, b3, e, h |eˆ = e〈W, a, b3, e, h | , (4.9d)
〈W, a, b3, e, h |hˆ = h〈W, a, b3, e, h | . (4.9e)
Equation (4.9a) can be decomposed into two parts,
〈W, a, b3, e, h |ρˆαi = ραi 〈W, a, b3, e, h | , (4.10a)
〈W, a, b3, e, h | ˆ̟ iα˙ = ̟iα˙〈W, a, b3, e, h | . (4.10b)
Also, it is easy to see that
〈W, a, b3, e, h | ˆ¯WiA = −
∂
∂WAi
〈W, a, b3, e, h | , (4.11a)
〈W, a, b3, e, h |Pˆ (a) = −i ∂
∂a
〈W, a, b3, e, h | , (4.11b)
〈W, a, b3, e, h |Pˆ (b)3 = −i
∂
∂b3
〈W, a, b3, e, h | , (4.11c)
〈W, a, b3, e, h |Pˆ (e) = −i ∂
∂e
〈W, a, b3, e, h | , (4.11d)
〈W, a, b3, e, h |Pˆ (h) = − i
2
∂
∂h
〈W, a, b3, e, h | . (4.11e)
Equation (4.11a) can be decomposed into two parts,
〈W, a, b3, e, h | ˆ̟¯ iα = −
∂
∂ραi
〈W, a, b3, e, h | , (4.12a)
〈W, a, b3, e, h | ˆ¯ρiα˙ = − ∂
∂̟iα˙
〈W, a, b3, e, h | . (4.12b)
Multiplying each of Eqs. (4.3a)–(4.3i) by 〈W, a, b3, e, h |
on the left and using Eqs. (4.9)–(4.12), we ob-
tain a set of simultaneous differential equations for
F (W, a, b3, e, h) := 〈W, a, b3, e, h |F 〉 as follows:
∂
∂a
F = 0 , (4.13a)
∂
∂b3
F = 0 , (4.13b)
∂
∂e
F = 0 , (4.13c)
∂
∂h
F = 0 , (4.13d)
Tˇ0F = (s+ 2)F , (4.13e)
Tˇ3F = tF , (4.13f)
TˇıˆTˇıˆF =
1
4
k2F , (4.13g)
ǫij̟iα˙̟
α˙
j F =
√
2meiϕˇF , (4.13h)
ǫijǫ
αβ ∂
∂ραi
∂
∂ρβj
F =
√
2me−iϕˇF . (4.13i)
Here, Tˇ0 and Tˇr (r = ıˆ, 3) are defined by
Tˇ0 := −1
2
W
A
i
∂
∂WAi
, Tˇr := −1
2
σrj
k
W
A
k
∂
∂WAj
, (4.14)
and ϕˇ is defined by
ϕˇ := − i
2
[
ln
(
ǫij̟iα˙̟
α˙
j
)− ln
(
ǫijǫ
αβ ∂
∂ραi
∂
∂ρβj
)]
.
(4.15)
Equations (4.13a)–(4.13d) imply that F is actually inde-
pendent of a, b3, e, and h. Hence it follows that F is a
function of the twistors WAi only. The holomorphic func-
tions ofWAi , such as F , are often referred to as the twistor
functions. As can be seen immediately, Eqs. (4.13h) and
(4.13i) are respectively equivalent to
̟iα˙̟
α˙
j F =
m√
2
ǫije
iϕˇF , (4.16a)
ǫαβ
∂
∂ραi
∂
∂ρβj
F =
m√
2
ǫije−iϕˇF . (4.16b)
Combining Eqs. (4.13e) and (4.13f), we have
W
A
1
∂
∂WA1
F = −2(s1 + 1)F , (4.17a)
W
A
2
∂
∂WA2
F = −2(s2 + 1)F , (4.17b)
where
s1 :=
1
2
(s+ t) , s2 :=
1
2
(s− t) . (4.18)
The pair of Eqs. (4.13e) and (4.13f) is equivalent to the
pair of Eqs. (4.17a) and (4.17b). Obviously, Eqs. (4.17a)
and (4.17b) are simultaneously satisfied by a homoge-
neous twistor function of degree −2s1−2 with respect to
W
A
1 and degree −2s2 − 2 with respect to WA2 . These de-
grees must be integers so that F can be a single-valued
function of WAi . In this way, the allowed values of s1
and s2 are restricted to arbitrary integer or half-integer
values, and accordingly s and t are also restricted to ar-
bitrary integer or half-integer values. We thus see that
the Chern-Simons coefficients 2s and 2t, which are co-
efficients of the one-dimensional Chern-Simons terms Sa
and Sb3, respectively, are quantized to be arbitrary inte-
ger values.
The operators Tˇr fulfill the SU(2) commutation rela-
tion [
Tˇr, Tˇs
]
= iǫrstTˇt . (4.19)
Following the general method for solving the eigenvalue
problem in the SU(2) Lie algebra [34], we can simul-
taneously solve the eigenvalue equation for the Casimir
operator TˇrTˇr = TˇıˆTˇıˆ + Tˇ3Tˇ3, i.e.,
TˇrTˇrF = ΛF , (4.20)
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and Eq. (4.13f) to obtain
Λ = I(I + 1) , I = 0,
1
2
, 1,
3
2
, . . . , (4.21a)
t = −I,−I + 1, . . . , I − 1, I . (4.21b)
In deriving Eqs. (4.21a) and (4.21b), we assume the ex-
istence of a positive-definite inner product in the func-
tion space consisting of twistor functions. (As for the
twistor formulation of a massless system, a twistor-
function space with a positive-definite inner product has
been established [35].) Since t takes integer or half-
integer values as explained above, I also takes integer
or half-integer values accordingly. From Eqs. (4.13f),
(4.13g), (4.20), and (4.21a), the allowed values of the
positive constant k are determined to be
k = 2
√
I(I + 1)− t2 . (4.22)
In this way, the coefficient of Sb12 is also quantized in
addition to the Chern-Simons coefficients. It is now clear
that the twistor function F is characterized by the set
of three quantum numbers (s, I, t), or equivalently, by
(I, s1, s2); for this reason, it is convenient to label F as
Fs,I,t or FI,s1,s2 .
V. PENROSE TRANSFORM AND A MASSIVE
SPINOR FIELD OF ARBITRARY RANK
In this section, we define a spinor field of arbitrary rank
by the Penrose transform of FI,s1,s2 . We also demon-
strate that this spinor field satisfies generalized DFP
equations with SU(2) indices.
Let us consider the Penrose transform of FI,s1,s2 spec-
ified by
Ψ
i1...ip
α1...αp;j1...jq,α˙1...α˙q
(z)
=
1
(2πi)4
∮
Σ
eipϕˇ̟j1α˙1 · · ·̟jqα˙q
× ∂
∂ρα1i1
· · · ∂
∂ρ
αp
ip
FI,s1,s2(W)d
4̟ (5.1)
with
d4̟ := d̟10˙ ∧ d̟11˙ ∧ d̟20˙ ∧ d̟21˙ (5.2)
to define the rank-(p+q) spinor field Ψ
i1...ip
α1...αp;j1...jq ,α˙1...α˙q
(occasionally abbreviated as Ψ) on complexified
Minkowski space CM. Here, Σ denotes a suitable
four-dimensional contour. Equation (5.1) is identified as
a nonprojective form of the Penrose transform in the
massive case [2].6 It should be noted that Ψ has the
upper and lower SU(2) indices in addition to the dotted
6 The two-dimensional projective form of the Penrose transform
and undotted spinor indices. Because of the structure of
Eq. (5.1), the number of upper (lower) SU(2) indices is
equal to the number of undotted (dotted) spinor indices.
It is obvious that Ψ has the symmetric properties
Ψ
i1...im...in...ip
α1...αm...αn...αp;j1...jq,α˙1...α˙q
= Ψ
i1...in...im...ip
α1...αn...αm...αp;j1...jq ,α˙1...α˙q
, (5.3a)
Ψ
i1...ip
α1...αp;j1...ja...jb...jq ,α˙1...α˙a...α˙b...α˙q
= Ψ
i1...ip
α1...αp;j1...jb...ja...jq,α˙1...α˙b...α˙a...α˙q
. (5.3b)
Suppose that among i1, . . . , ip, the number of 1’s is p1
and the number of 2’s is p2(= p−p1). Similarly, suppose
that among j1, . . . , jq, the number of 1’s is q1 and the
number of 2’s is q2(= q − q1). The integral in Eq. (5.1)
can remain nonvanishing if
s1 =
1
2
(q1 − p1) , s2 = 1
2
(q2 − p2) . (5.4)
Combining Eqs. (4.18) and (5.4), we have
s =
1
2
(q1 − p1 + q2 − p2) , (5.5a)
t =
1
2
(q1 − p1 − q2 + p2) . (5.5b)
Now we can show that
∂
∂zββ˙
F (W) =
∂ργk
∂zββ˙
∂
∂ργk
F (W) =
∂̺γk
∂zββ˙
∂
∂ργk
F (W)
=
∂
(
izγγ˙̟kγ˙
)
∂zββ˙
∂
∂ργk
F (W) = i̟β˙k ǫ
βγ ∂
∂ργk
F (W) . (5.6)
Here the weak equality ργj ≈ ̺γj , Eq. (2.22), and the
formula ∂/∂zββ˙ = ǫ
βαǫβ˙α˙∂/∂zαα˙ have been used. The
derivative of Ψ with respect to zββ˙ can be calculated by
(5.1) is given by
Ψ
i1...ip
α1...αp;j1...jq ,α˙1...α˙q
(z)
=
1
(2πi)2
∮
Γ
eipϕˇ̟j1α˙1 · · ·̟jqα˙q
× ∂
∂ρα1i1
· · · ∂
∂ρ
αp
ip
FI,s1,s2(W)̟1β˙d̟
β˙
1 ∧̟2γ˙d̟γ˙2 ,
where Γ denotes a suitable two-dimensional contour [3]. We can
also find the three-dimensional projective form of the Penrose
transform (5.1) [8].
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using Eq. (5.6) as follows:
∂
∂zββ˙
Ψ
i1...ip
α1...αp;j1...jq,α˙1...α˙q
(z)
=
1
(2πi)4
∮
Σ
eipϕˇ̟j1α˙1 · · ·̟jqα˙q
× ∂
∂ρα1i1
· · · ∂
∂ρ
αp
ip
∂
∂zββ˙
FI,s1,s2(W)d
4̟
=
i
(2πi)4
∮
Σ
eipϕˇ̟j1α˙1̟
β˙
k̟j2α˙2 · · ·̟jqα˙q
× ∂
∂ρα2i2
· · · ∂
∂ρ
αp
ip
ǫβγ
∂
∂ρα1i1
∂
∂ργk
FI,s1,s2(W)d
4̟ . (5.7)
Contracting over the indices β˙ and α˙1 in Eq. (5.7) and
using Eq. (4.16a), we obtain
∂
∂zββ˙
Ψ
i1...ip
α1...αp;j1...jq,β˙α˙2...α˙q
(z)
=
m√
2
ǫβγǫj1k
i
(2πi)4
∮
Σ
ei(p+1)ϕˇ̟j2α˙2 · · ·̟jqα˙q
× ∂
∂ργk
∂
∂ρα1i1
· · · ∂
∂ρ
αp
ip
FI,s1,s2(W)d
4̟
=
im√
2
ǫβγǫj1kΨ
ki1...ip
γα1...αp;j2...jq ,α˙2...α˙q
(z) . (5.8)
Similarly, contracting over the indices β and α1 in Eq.
(5.7) and using Eq. (4.16b), we obtain
∂
∂zββ˙
Ψ
i1...ip
βα2...αp;j1...jq,α˙1...α˙q
(z)
=
m√
2
ǫβ˙γ˙ǫi1k
i
(2πi)4
∮
Σ
ei(p−1)ϕˇ̟kγ˙̟j1α˙1 · · ·̟jqα˙q
× ∂
∂ρα2i2
· · · ∂
∂ρ
αp
ip
FI,s1,s2(W)d
4̟
=
im√
2
ǫβ˙γ˙ǫi1kΨ
i2...ip
α2...αp;kj1...jq,γ˙α˙1...α˙q
(z) . (5.9)
In this way, it has been shown that the spinor field Ψ sat-
isfies the generalized DFP equations with SU(2) indices
i
√
2
∂
∂zββ˙
Ψ
i1...ip
α1...αp;j1...jq , β˙α˙2...α˙q
+mǫβγǫj1kΨ
ki1...ip
γα1...αp;j2...jq , α˙2...α˙q
= 0 , (5.10a)
i
√
2
∂
∂zββ˙
Ψ
i1...ip
βα2...αp;j1...jq ,α˙1...α˙q
+mǫβ˙γ˙ǫi1kΨ
i2...ip
α2...αp;kj1...jq ,γ˙α˙1...α˙q
= 0 . (5.10b)
Using Eqs. (5.10a) and (5.10b) and noting
∂
∂zαβ˙
∂
∂zββ˙
=
1
2
δβα
∂
∂zγγ˙
∂
∂zγγ˙
, (5.11)
we can derive the Klein-Gordon equation(
∂
∂zββ˙
∂
∂zββ˙
+m2
)
Ψ
i1...ip
α1...αp;j1...jq ,α˙1...α˙q
= 0 . (5.12)
This makes it clear that Ψ is a field of mass m. Thus, we
obtain a spinor field of arbitrary rank with mass m by
means of the Penrose transform (5.1).
VI. RANK-ONE SPINOR FIELDS AND
PHYSICAL MEANINGS OF THE GAUGE
SYMMETRIES
In this section, we investigate the rank-one spinor fields
in detail to clarify the physical meanings of the U(1)a,
U(1)b, and SU(2) symmetries as well as those of the con-
stants s and t.
Now we particularly consider Eq. (5.10a) in the case
(p, q) = (0, 1) and Eq. (5.10b) in the case (p, q) = (1, 0),
which respectively read
i
√
2
∂
∂zαβ˙
Ψ β˙i (z)−mǫijΨ jα(z) = 0 , (6.1a)
i
√
2
∂
∂zβα˙
Ψ iβ(z) +mǫ
ijΨ α˙j (z) = 0 , (6.1b)
with Ψ β˙i := ǫ
β˙γ˙Ψiγ˙ . Equation (6.1a) with i = 1 and Eq.
(6.1b) with i = 2 can be combined in the form of the
ordinary Dirac equation
Dψ1(z) = 0 , ψ1(z) :=
(
Ψ2β(z)
Ψ β˙1 (z)
)
, (6.2)
while Eq. (6.1a) with i = 2 and Eq. (6.1b) with i = 1
can be combined, after replacing zαα˙ by −zαα˙, as
Dψ2(z) = 0 , ψ2(z) :=
(
Ψ1β(−z)
Ψ β˙2 (−z)
)
. (6.3)
In Eqs. (6.2) and (6.3), D denotes the Dirac operator
D :=

 −mδ
β
α i
√
2
∂
∂zαβ˙
i
√
2
∂
∂zβα˙
−mδα˙
β˙

 . (6.4)
The charge conjugate of ψ1(z) is found to be
ψc1(z) :=
(
0 −ǫβγ
ǫβ˙γ˙ 0
)
ψ1(z¯)
=
(
0 −ǫβγ
ǫβ˙γ˙ 0
)(
Ψ¯2γ˙(z)
Ψ¯1γ(z)
)
=
(
Ψ¯1β(z)
Ψ¯ β˙2 (z)
)
,
(6.5)
where the arguments of ψ1, namely z
αα˙, have been re-
placed by their complex conjugates z¯αα˙ := zαα˙ so that ψc1
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TABLE I. A classification of the rank-one spinor fields.
Particle Antiparticle
Left-handed Ψ2α Ψ
1
α
Right-handed Ψ α˙1 Ψ
α˙
2
TABLE II. The values of s and t of the rank-one spinor fields.
s t s t
Ψ
2
α −
1
2
1
2
Ψ
1
α −
1
2
−
1
2
Ψ
α˙
1
1
2
1
2
Ψ
α˙
2
1
2
−
1
2
can be a holomorphic function of zαα˙. Using the complex
conjugates of Eqs. (6.1a) and (6.1b), we can show that
Dψc1(z) = 0. Since ψ2 and ψ
c
1 satisfy the same Dirac
equation and have the same spinor and SU(2) indices,
they can be identified with each other up to an overall
constant.7 (This identification may be confirmed by the
CPT symmetry.) If ψ1(z) is a spinor field of a parti-
cle with four-momentum (E,p), then ψc1(z)
( ≃ ψ2(z))
is regarded as a spinor field of a corresponding an-
tiparticle with four-momentum (−E,−p). Accordingly,
ψ2(−z) =
(
Ψ1α(z), Ψ
α˙
2 (z)
)
T is considered a spinor field of
the antiparticle with four-momentum (E,p). In the light
of this fact, it is clear that Ψ2α(z) and Ψ
1
α(z) represent a
left-handed particle and a corresponding left-handed an-
tiparticle, respectively, while Ψ α˙1 (z) and Ψ
α˙
2 (z) represent
a right-handed particle and a corresponding right-handed
antiparticle, respectively, as summarized in Table I. We
thus see that the index i of Ψ iα(z) and Ψ
α˙
i (z) distinguishes
between a particle and its antiparticle.
Using Eq. (5.5), we can obtain the possible values
of s and t for each of the rank-one spinor fields as in
7 The plane wave solution of Eq. (6.1) given by
Ψ iα(z) = −Ceiϕ/2 ¯̟ iα exp
(
−izγγ˙ ¯̟ kγ̟kγ˙
)
,
Ψ α˙i (z) = Ce
−iϕ/2̟α˙i exp
(
−izγγ˙ ¯̟ kγ̟kγ˙
)
fulfills the conditions Ψ iα(−z) = −
(
C/C¯
)
Ψ¯ iα(z) and Ψ
α˙
i (−z) =
−(C/C¯)Ψ¯ α˙i (z). Here, C is a complex constant and ϕ is given in
Eq. (3.26e). These conditions lead to ψ2(z) = −
(
C/C¯
)
ψc1(z),
and hence, in this case, ψ2 and ψc1 can indeed be identified with
each other. For verifying that the plane wave solution satisfies
Eq. (6.1), it is convenient to use the classical counterparts of
Eqs. (4.16a) and (4.16b):
̟iα˙̟
α˙
j =
m√
2
ǫije
iϕ, ¯̟ iα ¯̟
jα =
m√
2
ǫije−iϕ.
Table II. We observe that the left-handed spinor fields
Ψ iα(z) (i = 1, 2) have s = −1/2, while the right-handed
spinor fields Ψ α˙i (z) (i = 1, 2) have s = 1/2. Hence, s
turns out to be a quantum number specifying the chiral-
ity of a spinor field. Since s is an eigenvalue of Tˇ0 up to
the additive constant 2, as can be seen from (4.13e), Tˇ0
can be interpreted as the operator of chirality. Accord-
ingly, U(1)a can be identified as the gauge group of chi-
rality, and the U(1)a symmetry is physically understood
as a gauge symmetry leading to chirality conservation.
We also observe that the particle spinor fields Ψ2α(z) and
Ψ α˙1 (z) have t = 1/2, while the antiparticle spinor fields
Ψ1α(z) and Ψ
α˙
2 (z) have t = −1/2. Hence, t turns out to
be a quantum number distinguishing between a particle
and its antiparticle. Then it follows that t is proportional
to the electric charge of the particle/antiparticle. Since
t is an eigenvalue of Tˇ3 as can be seen from (4.13f), Tˇ3
can be interpreted as the operator of electric charge up
to a constant of proportionality. Accordingly, U(1)b can
be identified with the gauge group of electric charge, and
the U(1)b symmetry is physically understood as a gauge
symmetry leading to electric charge conservation.
Now we recall that our study has been performed in the
unitary gauge in which the GGS action takes the form
of Eq. (2.20) or Eq. (2.24). In the unitary gauge, the
local SU(2) symmetry is hidden and the U(1)b symmetry
is linearly realized in accordance with Eq. (2.12). The
manifestly SU(2) covariant formulation can be developed
on the basis of the action (2.23). The rank-one spinor
fields found in this formulation, denoted by Ω α˙i and Ω
i
α,
are related to Ψ α˙i and Ψ
i
α by
8
Ω α˙i (z) = Vi
jΨ α˙j (z) , Ω
i
α(z) = Ψ
j
α(z)V
†
j
i . (6.6)
Because V is independent of zαα˙, we can readily verify
by using Eqs. (6.1a) and (6.1b) that
i
√
2
∂
∂zαβ˙
Ω β˙i (z)−mǫijΩjα(z) = 0 , (6.7a)
i
√
2
∂
∂zβα˙
Ω iβ(z) +mǫ
ijΩ α˙j (z) = 0 . (6.7b)
Following the above consideration for Ψ α˙i (z) and Ψ
i
α(z),
we see that Ω2α(z) and Ω
1
α(z) constitute a doublet of
left-handed particle and antiparticle spinor fields, while
Ω α˙1 (z) and Ω
α˙
2 (z) constitute a doublet of right-handed
8 The rank-(p + q) spinor field in the manifestly SU(2) covariant
formulation is given by
Ω
i1...ip
α1...αp;j1...jq ,α˙1...α˙q
(z)
=
1
(2πi)4
∮
Σ
eipϕˇπj1α˙1 · · · πjqα˙q
× ∂
∂µα1i1
· · · ∂
∂µ
αp
ip
FI,s1,s2 (µ, π)d
4π ,
where µαi is a spinor related to ω
α
i by the weak equality µ
α
i ≈ ωαi .
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particle and antiparticle spinor fields. Under the SU(2)
transformation, Ω α˙i and Ω
i
α transform linearly as
Ω α˙i → Ω′α˙i = UijΩ α˙j , Ω iα → Ω′iα = ΩjαU †ji , (6.8)
whereas Ψ α˙i and Ψ
i
α transform according to the U(1)b
transformation
Ψ α˙i → Ψ ′α˙i = ΘijΨ α˙j , Ψ iα → Ψ ′iα = Ψ jαΘ†ji . (6.9)
As seen from Eq. (6.8), the SU(2) transformation causes
a continuous transformation between the particle spinor
field Ω2α
(
Ω α˙1
)
and the antiparticle spinor field Ω1α
(
Ω α˙2
)
.
The SU(2) symmetry therefore turns out to be a gauge
symmetry realized in the particle-antiparticle doublets(
Ω2α, Ω
1
α
)
and
(
Ω α˙1 , Ω
α˙
2
)
. Such a symmetry, however,
is not observed in nature; hence, it should be consid-
ered that the SU(2) symmetry is hidden or broken. The
formulation in the unitary gauge is appropriate for this
situation, because, in the unitary gauge, the SU(2) sym-
metry is hidden and the U(1)b symmetry is manifestly
exhibited instead.
VII. SUMMARY AND DISCUSSION
We have presented a gauged twistor model of a free
massive spinning particle in four dimensions. This model
is a non-Abelian extension of the gauged twistor model
of a free massless spinning particle in four dimensions,
presented in Refs. [22–24]. The extended model is gov-
erned by the GGS action that was elaborated by adding
the 1D Chen-Simons terms Sa and Sb3 and the novel
term Sbe to the gauged twistorial action Smg [see Eq.
(2.20)]. The GGS action remains invariant under the
reparametrization and the U(1)a and local SU(2) trans-
formations, although the SU(2) symmetry is nonlinearly
realized in the action. In the unitary gauge, the U(1)b
symmetry is manifestly exhibited, while the SU(2) sym-
metry is hidden.
We have studied the canonical Hamiltonian formalism
based on the GGS action in the unitary gauge by follow-
ing Dirac’s recipe for constrained Hamiltonian systems.
The classification of the constraints into first and second
classes was carried out strictly, and the Dirac brackets be-
tween the canonical variables were obtained concretely.
It was demonstrated that just sufficient constraints for
the twistor variables are consistently derived as the sec-
ondary first-class constraints [see Eqs. (3.28e)–(3.28i)].
The subsequent canonical quantization of the system
was performed in terms of the new twistor variables WAi
and W¯iA, because they satisfy the simple Dirac brackets
given in Eq. (3.33). We have shown that the Chern-
Simons coefficients 2s and 2t are quantized to be arbi-
trary integer values as a result of the canonical quanti-
zation based on the commutation relations (4.2a)–(4.2e).
In general, the quantization of Chern-Simons coefficient
is a common consequence in certain theories in which the
Chern-Simons terms play crucial roles (see e.g. Refs. [36–
39]). Our gauged twistor model can be regarded as a spe-
cific example of such theories. Intriguingly, the coefficient
k of Sb12 is also quantized via solving the eigenvalue prob-
lem of the SU(2) Lie algebra. We found that the twistor
functions in our model are eigenfunctions of the relevant
differential operators governed by the U(1)a×SU(2) Lie
algebra [see Eqs. (4.13e)–(4.13g)]. Each twistor function
F is then labeled by a set of three quantum numbers
associated with the U(1)a × SU(2) Lie algebra.
We have carried out the Penrose transform of the
twistor function F to obtain a massive spinor field of
arbitrary rank defined on complexified Minkowski space
[see Eq. (5.1)]. As emphasized earlier, this spinor field
has the upper and lower SU(2) indices in addition to the
dotted and undotted spinor indices. In fact, we observed
that the number of upper (lower) SU(2) indices is equal
to the number of undotted (dotted) spinor indices. We
also demonstrated that the spinor field satisfies the gen-
eralized DFP equations with SU(2) indices, given in Eq.
(5.10).
We have investigated the rank-one spinor fields in de-
tail to clarify the physical meanings of the gauge sym-
metries as well as those of the constants s and t. It
turned out that s is a quantum number specifying the
chirality of a spinor field and that the U(1)a symmetry
is a gauge symmetry leading to chirality conservation.
It also turned out that t is a quantum number propor-
tional to the electric charge of a spinor field and that the
U(1)b symmetry is a gauge symmetry leading to electric
charge conservation. The SU(2) symmetry was shown to
be a gauge symmetry realized in the particle-antiparticle
doublets. Such a symmetry, however, is not observed in
nature, so that it should be considered to be hidden or
broken. Fortunately our twistor formulation in the uni-
tary gauge is appropriate for describing this situation.
Since the SU(2) symmetry is a symmetry realized in the
particle-antiparticle doublets, it cannot be identified with
the weak isospin symmetry. We thus conclude that the
idea proposed by Penrose, Perje´s, and Hughston [4–8] is
not valid in our gauged twistor model.
The observation that s is a quantum number specifying
the chirality of a spinor field is supported for the following
reason: The gauged Shirafuji action for a massless spin-
ning particle enjoys the U(1)a symmetry and contains
its associated constant s [22–24]. This constant is indeed
shown to be the helicity of a massless spinning particle.
As is well known, the chirality is an analog of the helicity,
while the chirality is a Lorentz invariant quantity valid
for massive particles as well as massless particles. (For
massless particles, chirality is the same as helicity.) For
this reason, in the present twistor model, it is quite nat-
ural to identify the Lorentz invariant quantity s as the
chirality quantum number.
We have seen that each eigenstate of Tˇ3 corresponds
(via the Penrose transform) to a particle or antiparti-
cle state represented by its own spinor field. Remark-
ably, we encounter a similar situation in studying the
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rigid body model [40, 41]. In this model, the rigid body
rotation leads to an intrinsic SU(2) symmetry in addi-
tion to the spin SU(2) symmetry. Hara et al. showed
that the eigenstates of the third generator of the intrin-
sic SU(2) group are assigned to particle and antiparticle
spinor fields. They also pointed out that this genera-
tor cannot be identified with the third component of the
isospin generators. (Accordingly, it turns out that the in-
trinsic SU(2) symmetry cannot be regarded as the isospin
symmetry. This result contradicts the earlier idea con-
cerning isospin proposed in Refs. [42, 43].) We thus see
that the gauged twistor model and the rigid body model
share common aspects.
Now we recall that the secondary first-class constraints
(3.28e)–(3.28g), or equivalently, Eqs. (3.36a), (3.36b),
and (3.38), have been derived systematically on the basis
of the U(1)a, U(1)b, and reparametrization symmetries
of the GGS action. By contrast, the remaining secondary
first-class constraints (3.28h) and (3.28i) have been de-
rived as a result of incorporating the mass-shell condi-
tion (2.3) into the GGS action by hand. Considering this
fact, we can never say that the present approach for con-
structing the GGS action is satisfactory from the gauge-
theoretical point of view. To make our gauged twistor
formulation complete, we need to establish an approach
in which the mass-shell condition (2.3) is supplied as an
inevitable outcome of an extra gauge symmetry.
In this paper, we have not presented precise defini-
tions of the chirality and charge conjugation for a massive
spinor field of arbitrary rank. The chirality may be de-
fined on the basis of the type of spinor indices of the field.
For clarifying the definition of charge conjugation and its
associated concept of particle-antiparticle, it is necessary
to examine coupling of a massive spinor field of arbitrary
rank to the electromagnetic field. The precise definitions
of chirality and charge conjugation should confirm our
observation on the physical meanings of the constants s
and t. We hope to address the aforementioned issues in
the near future.
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Appendix: POINCARE´ SYMMETRY AND
PAULI-LUBANSKI PSEUDOVECTOR
In this appendix, we consider the Poincare´ symmetry
and the Pauli-Lubanski pseudovector within the frame-
work of the gauged twistor formulation.
We can easily show that the GGS action (2.20) remains
invariant under the infinitesimal Poincare´ transformation
[or more accurately, the infinitesimal SL(2,C) ⋉ R1,3
transformation],
̺αi → ̺′αi = ̺αi − εαβ̺βi − iεαβ˙̟iβ˙ , (A.1a)
¯̺iα˙ → ¯̺′iα˙ = ¯̺iα˙ − ε¯α˙β˙ ¯̺iβ˙ + iεβα˙ ¯̟ iβ , (A.1b)
̟iα˙ → ̟′iα˙ = ̟iα˙ + ε¯α˙β˙̟iβ˙ , (A.1c)
¯̟ iα → ¯̟ ′iα = ¯̟ iα + εαβ ¯̟ iβ . (A.1d)
Here, εαβ and ε¯α˙β˙
(
:= εαβ
)
are parameters of the in-
finitesimal Lorentz transformation [or more accurately,
the infinitesimal SL(2,C) transformation], satisfying the
symmetric properties εαβ = εβα and ε¯α˙β˙ = ε¯β˙α˙, while
εαβ˙ is a parameter of the infinitesimal translation, sat-
isfying the Hermiticity εαβ˙ = εβα˙. The fields h, h¯, a,
and br are assumed to be Poincare´ invariant. Since the
GGS action is Poincare´ invariant, we can derive con-
served quantities by applying Noether’s theorem. The
conserved quantities corresponding to εαβ , ε¯α˙β˙ , and εαβ˙
are found to be
µαβ :=
i
2
(
̺iα ¯̟
i
β + ̺iβ ¯̟
i
α
)
, (A.2a)
µ¯α˙β˙ := −
i
2
(
¯̺iα˙̟iβ˙ + ¯̺
i
β˙
̟iα˙
)
, (A.2b)
pαβ˙ := ¯̟
i
α̟iβ˙ . (A.2c)
Substituting Eqs. (3.37a) and (3.37b) into Eqs. (A.2a)
and (A.2b), respectively, we can rewrite µαβ and µ¯α˙β˙ as
µαβ =
i
2
(
ρiα ¯̟
i
β + ρiβ ¯̟
i
α
)
, (A.3a)
µ¯α˙β˙ = −
i
2
(
ρ¯iα˙̟iβ˙ + ρ¯
i
β˙
̟iα˙
)
. (A.3b)
The angular momentum tensor is given by
Mαα˙ββ˙ := µαβǫα˙β˙ + µ¯α˙β˙ǫαβ , (A.4)
and the four-momentum vector is given by Eq. (A.2c).
The Pauli-Lubanski pseudovector is defined by [2, 44,
45]
Wαα˙ :=
1
2
ǫαα˙ββ˙γγ˙δδ˙pββ˙Mγγ˙δδ˙ , (A.5)
which can be written as
Wαα˙ = −iµαβpβα˙ + iµ¯α˙β˙pαβ˙ (A.6)
by using the formula
ǫαα˙ββ˙γγ˙δδ˙ = i
(
ǫαγǫβδǫα˙δ˙ǫβ˙γ˙ − ǫαδǫβγǫα˙γ˙ǫβ˙δ˙
)
. (A.7)
Using the identity
ǫαβργi + ǫ
βγραi + ǫ
γαρβi = 0 (A.8)
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and its complex conjugate, we can express Eq. (A.6) as
Wαα˙ =
(
ρβi ¯̟
j
β +̟iβ˙ ρ¯
jβ˙
)
¯̟ iα̟α˙j
− 1
2
(
ρβi ¯̟
i
β +̟iβ˙ ρ¯
iβ˙
)
¯̟ jα̟α˙j , (A.9)
or more concisely,
Wαα˙ =
(
δliδ
j
k −
1
2
δji δ
l
k
)
W¯
k
BW
B
l ¯̟
iα̟α˙j . (A.10)
Here, WBk and W¯
k
B are the twistors defined by W
B
k :=(
ρβk , ̟kβ˙
)
and W¯kB :=
(
¯̟ kβ, ρ¯
kβ˙
)
[see the text above Eq.
(3.33)]. Applying the formula
1
2
σri
jσrk
l = δliδ
j
k −
1
2
δji δ
l
k (A.11)
valid for the Pauli matrices σr to Eq. (A.10), we obtain
Wαα˙ = Trσri
j ¯̟ iα̟α˙j , (A.12)
with
Tr :=
1
2
W¯
k
Bσrk
l
W
B
l (A.13)
[see Eq. (3.39)]. Equation (A.12) can be written in terms
of the (original) twistors ZBk and Z¯
k
B as
Wαα˙ = Trσri
j π¯iαπα˙j , (A.14)
with
Tr :=
1
2
Z¯kBσrk
lZBl . (A.15)
Using the mass-shell constraints
̟iα˙̟
α˙
j ≈
m√
2
ǫije
iϕ, (A.16a)
¯̟ iα ¯̟
jα ≈ m√
2
ǫije−iϕ (A.16b)
equivalent, respectively, to Eqs. (3.11e) and (3.11f), and
utilizing the formula σ2σrσ2 = −σTr , we can show for Eq.
(A.12) that
Wαα˙W
αα˙ ≈ −m2TrTr . (A.17)
In our model, twistor quantization is performed with
the commutation relations (4.2a) and (4.2b), or equiva-
lently, [
ρˆiα, ˆ̟¯
j
β
]
= −δji ǫαβ ,
[
ˆ¯ρiα˙, ˆ̟ jβ˙
]
= δijǫα˙β˙ ,
all others = 0 . (A.18)
The operators corresponding to µαβ and µ¯α˙β˙ are defined
by replacing the twistor variables in Eq. (A.3) with their
corresponding operators and by obeying the Weyl order-
ing rule. After using the commutation relations in Eq.
(A.18), we have
µˆαβ =
i
2
(
ρˆiα ˆ̟¯
i
β + ρˆiβ ˆ̟¯
i
α
)
, (A.19a)
ˆ¯µα˙β˙ = −
i
2
(
ˆ¯ρiα˙ ˆ̟ iβ˙ + ˆ¯ρ
i
β˙
ˆ̟ iα˙
)
. (A.19b)
The operator corresponding to pαβ˙ is found immediately
from Eq. (A.2c) to be
pˆαβ˙ = ˆ̟¯
i
α ˆ̟ iβ˙ . (A.20)
Using Eq. (A.18), we can calculate the commutation
relations between µˆαβ , ˆ¯µα˙β˙, and pˆαβ˙ to obtain[
µˆαβ , µˆγδ
]
= − i
2
(
ǫαγ µˆβδ + ǫαδµˆβγ + ǫβγµˆαδ + ǫβδµˆαγ
)
,[
ˆ¯µα˙β˙ , ˆ¯µγ˙δ˙
]
= − i
2
(
ǫα˙γ˙ ˆ¯µβ˙δ˙ + ǫα˙δ˙ ˆ¯µβ˙γ˙ + ǫβ˙γ˙ ˆ¯µα˙δ˙ + ǫβ˙δ˙ ˆ¯µα˙γ˙
)
,[
µˆαβ , pˆγδ˙
]
= − i
2
(
ǫαγ pˆβδ˙ + ǫβγ pˆαδ˙
)
,[
ˆ¯µα˙β˙, pˆγδ˙
]
= − i
2
(
ǫα˙δ˙pˆγβ˙ + ǫβ˙δ˙ pˆγα˙
)
,
all others = 0 . (A.21)
These commutation relations specify together a spinor
representation of the Poincare´ algebra. The operators
µˆαβ , ˆ¯µα˙β˙ , and pˆαβ˙ are thus established as the generators
of SL(2,C)⋉R1,3. We can verify that µˆαβ , ˆ¯µα˙β˙ , and pˆαβ˙
commute with the generators Tˆ0 and Tˆr defined in Eq.
(4.4). This implies that the Poincare´ symmetry and the
U(1)a × SU(2) internal symmetry are not combined, so
that the result is consistent with the Coleman-Mandula
theorem [46, 47].
The Weyl ordered operator corresponding to the Pauli-
Lubanski pseudovector Wαα˙ can be simplified as
Wˆαα˙ = Tˆrσri
j ˆ̟¯ iα ˆ̟ α˙j (A.22)
by using the commutation relation[
Tˆr, σsi
j ˆ̟¯ iα ˆ̟ α˙j
]
= iǫrstσti
j ˆ̟¯ iα ˆ̟ α˙j . (A.23)
Then, using the physical state conditions
ˆ̟ iα˙ ˆ̟
α˙
j |F 〉 =
m√
2
ǫije
iϕˆ|F 〉, (A.24a)
ˆ̟¯ i
α
ˆ̟¯ jα|F 〉 = m√
2
ǫije−iϕˆ|F 〉 (A.24b)
equivalent, respectively, to Eqs. (4.3h) and (4.3i), we can
show that
Wˆαα˙Wˆ
αα˙|F 〉 = −m2TˆrTˆr|F 〉 . (A.25)
This is precisely a quantum mechanical counterpart of
Eq. (A.17). The Casimir operators of the Poincare´ alge-
bra are given by pˆαβ˙ pˆ
αβ˙ and Wˆαα˙Wˆ
αα˙. From Eq. (A.24),
it follows that
pˆαβ˙ pˆ
αβ˙ |F 〉 = m2|F 〉 . (A.26)
20
Then it can be shown that [44, 45]
Wˆαα˙Wˆ
αα˙|F 〉 = −m2J(J + 1)|F 〉 , (A.27)
where J denotes the spin quantum number taking the
values
J = 0,
1
2
, 1,
3
2
, . . . . (A.28)
Here, |F 〉 is assumed to be a simultaneous eigenvector of
Wˆαα˙Wˆ
αα˙ and the other relevant operators Tˆ0, Tˆ3, TˆıˆTˆıˆ,
and pˆαβ˙ pˆ
αβ˙ [see Eqs. (4.3e), (4.3f), (4.3g), and (A.26)].
This assumption holds true, because the generators of
SL(2,C) ⋉ R1,3 commute with those of U(1)a × SU(2).
The vector |F 〉 turns out to be characterized by the set
of quantum numbers (s, I, t ;m,J). In terms of |F 〉, Eq.
(4.20) reads
TˆrTˆr|F 〉 = Λ|F 〉 , (A.29)
where Λ is determined to be
Λ = I(I + 1) , I = 0,
1
2
, 1,
3
2
, . . . . (A.30)
Applying Eqs. (A.27) and (A.29) to Eq. (A.25), we
eventually have
I = J . (A.31)
This result is consistent with the fact that the number of
SU(2) indices of the spinor field Ψ given in Eq. (5.1) is
equal to the number of its spinor indices.
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