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PARAMETERIZED AFFINE CODES
HIRAM H. LO´PEZ, ELISEO SARMIENTO, MARIA VAZ PINTO, AND RAFAEL H. VILLARREAL
Abstract. Let K be a finite field and let X∗ be an affine algebraic toric set parameterized
by monomials. We give an algebraic method, using Gro¨bner bases, to compute the length and
the dimension of CX∗(d), the parameterized affine code of degree d on the set X
∗. If Y is the
projective closure of X∗, it is shown that CX∗(d) has the same basic parameters that CY (d),
the parameterized projective code on the set Y . If X∗ is an affine torus, we compute the basic
parameters of CX∗(d). We show how to compute the vanishing ideals of X
∗ and Y .
1. Introduction
Let K = Fq be a finite field with q elements and let y
v1 , . . . , yvs be a finite set of monomials.
As usual if vi = (vi1, . . . , vin) ∈ N
n, then we set
yvi = yvi11 · · · y
vin
n , i = 1, . . . , s,
where y1, . . . , yn are the indeterminates of a ring of polynomials with coefficients in K. Consider
the following set parameterized by these monomials
X∗ := {(xv111 · · · x
v1n
n , . . . , x
vs1
1 · · · x
vsn
n ) ∈ A
s|xi ∈ K
∗ for all i},
where K∗ = K \ {0} and As = Ks is an affine space over the field K. We call X∗ an affine
algebraic toric set parameterized by yv1 , . . . , yvs . The set X∗ is a multiplicative group under
componentwise multiplication.
Let S = K[t1, . . . , ts] = ⊕
∞
d=0Sd be a polynomial ring over the field K with the standard
grading, let P1, . . . , Pm be the points of X
∗, and let S≤d be the set of polynomials of S of degree
at most d. The evaluation map
(1.1) evd : S≤d −→ K
|X∗|, f 7→ (f(P1), . . . , f(Pm)) ,
defines a linear map of K-vector spaces. The image of evd, denoted by CX∗(d), defines a linear
code. We call CX∗(d) a parameterized affine code of degree d on the set X
∗. As usual by a linear
code we mean a linear subspace of K |X
∗|. Parameterized affine codes are special types of affine
Reed-Muller codes in the sense of [24, p. 37]. If s = n = 1 and v1 = 1, then X
∗ = F∗q and we
obtain the classical Reed-Solomon code of degree d [21, p. 42].
The dimension and the length of CX∗(d) are given by dimK CX∗(d) and |X
∗| respectively.
The dimension and the length are two of the basic parameters of a linear code. A third basic
parameter is the minimum distance which is given by
δX∗(d) = min{‖v‖ : 0 6= v ∈ CX∗(d)},
where ‖v‖ is the number of non-zero entries of v.
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The basic parameters of CX∗(d) are related by the Singleton bound for the minimum distance
(1.2) δX∗(d) ≤ |X
∗| − dimK CX∗(d) + 1.
The contents of this paper are as follows. Let Ps be the projective space over the field K. In
Theorem 2.4, it is shown that CX∗(d) has the same parameters that CY (d), the parameterized
projective code of degree d on Y (see Definition 2.1), where Y is the image of X∗ under the map
A
s → Ps, x 7→ [(x, 1)]. It is also shown that the dimension and the length of a parameterized
affine code can be expressed in terms of the Hilbert function and the degree of the vanishing
ideal I(Y ) of Y .
As an application, if T is an affine torus we compute the basic parameters of CT (d) (see
Corollaries 2.7 and 2.9). The basic parameters of other types of Reed-Muller codes (or evaluation
codes) over finite fields have been computed in a number of cases. If X = Ps, the parameters
of CX(d) are described in [19, Theorem 1]. If X is the image of A
s under the map As → Ps,
x 7→ [(x, 1)], the parameters of CX(d) are described in [3, Theorem 2.6.2]. If X ⊂ P
s is a set
parameterized by monomials arising from the edges of a clutter and the vanishing ideal of X is
a complete intersection, the parameters of CX(d) are described in [18].
In Theorem 3.4, we show how to compute the vanishing ideal of X∗. Then, we show how to
compute the vanishing ideal of Y using Gro¨bner bases (see Lemma 3.7). We obtain a method to
compute the dimension and the length of CX∗(d) using the computer algebra system Macaulay2
[12] (see Corollary 3.8 and Procedure 3.9).
For all unexplained terminology and additional information we refer to [2, 20, 22] (for the
theory of Gro¨bner bases, Hilbert functions, and toric ideals), [15, 21, 24] (for the theory of linear
codes), and [8, 9, 10, 11, 17] for the theory of Reed-Muller codes and evaluation codes.
2. Computing the length and dimension of an affine parameterized code
We continue to use the notation and definitions used in the introduction. In this section we
study parameterized affine codes and show how to express its dimension and length in terms of
the Hilbert function and the degree of a certain standard graded algebra.
Let Ps be a projective space over the field K. Consider the algebraic toric set
Y := {[(xv111 · · · x
v1n
n , . . . , x
vs1
1 · · · x
vsn
n , 1)] |xi ∈ K
∗ for all i} ⊂ Ps,
where K∗ = K \ {0}. Notice that Y is parameterized by yv1 , . . . , yvs , yvs+1 , where vs+1 = 0.
Also notice that Y is the projective closure of X∗ because K is a finite field (see Section 3). The
sets X∗ and Y have the same cardinality because the map ρ : X∗ → Y , x 7→ [(x, 1)], is bijective.
The vanishing ideal of Y , denoted by I(Y ), is the ideal of S[u] generated by the homogeneous
polynomials that vanish on Y , where u = ts+1 is a new variable and S[u] = ⊕d≥0S[u]d is
a polynomial ring, with the standard grading, over the field K. Let Q1, . . . , Qm be a set of
representatives for the points of Y and let f0(t1, . . . , ts+1) = t
d
1. The evaluation map
ev′d : S[u]d −→ K
|Y |, f 7→
(
f(Q1)
f0(Q1)
, . . . ,
f(Qm)
f0(Qm)
)
,
defines a linear map of K-vector spaces. If Q′1, . . . , Q
′
m is another set of representatives, then
there are λ1, . . . , λm in K
∗ such that Q′i = λiQi for all i. Thus, f(Q
′
i)/f0(Q
′
i) = f(Qi)/f0(Qi)
for f ∈ S[u]d and 1 ≤ i ≤ m. This means that the map ev
′
d is independent of the set of
representatives that we choose for the points of Y . In what follows we choose (P1, 1), . . . , (Pm, 1)
as a set of representatives for the points of Y .
3Definition 2.1. The image of ev′d, denoted by CY (d), defines a linear code that we call a
parameterized projective code of degree d.
Definition 2.2. The Hilbert function of S[u]/I(Y ) is given by
HY (d) := dimK(S[u]d/I(Y ) ∩ S[u]d),
and the Krull-dimension of S[u]/I(Y ) is denoted by dim(S[u]/I(Y )).
The unique polynomial hY (t) =
∑k−1
i=0 cit
i ∈ Z[t] of degree k − 1 = dim(S[u]/I(Y )) − 1 such
that hY (d) = HY (d) for d≫ 0 is called the Hilbert polynomial of S[u]/I(Y ), see [20]. The integer
ck−1(k − 1)!, denoted by deg(S[u]/I(Y )), is called the degree or multiplicity of S[u]/I(Y ).
Proposition 2.3. ([14, Lecture 13], [7]) hY (d) = |Y | for d ≥ |Y | − 1.
Recall that the vanishing ideal of X∗, denoted by I(X∗), consists of all polynomials f of S
that vanish on the set X∗. Given f ∈ S≤d, we set
f h(t1, . . . , ts, u) := u
df(t1/u, . . . , ts/u).
The polynomial f h is homogeneous of degree d. The polynomial f h is called the homogenization
of f with respect to u and d.
Theorem 2.4. (a) There is an isomorphism of K-vector spaces ϕ : CX∗(d)→ CY (d),
(f(P1), . . . , f(Pm))
ϕ
7−→
(
f h(P1, 1)
f0(P1, 1)
, . . . ,
f h(Pm, 1)
f0(Pm, 1)
)
=
(
f(P1)
f0(P1)
, . . . ,
f(Pm)
f0(Pm)
)
.
(b) The parameterized codes CX∗(d) and CY (d) have the same parameters.
(c) The dimension and the length of CX∗(d) are HY (d) and deg(S[u]/I(Y )) respectively.
Proof. (a) We set I(X∗)≤d = I(X
∗)∩S≤d. The kernel of evd is precisely I(X
∗)≤d. Hence, there
is an isomorphism of K-vector spaces
(2.1) S≤d/I(X
∗)≤d ≃ Cd(X
∗) = {(f(P1), . . . , f(Pm)) | f ∈ S≤d}.
The kernel of ev′d is the homogeneous part I(Y )d of degree d of I(Y ). Notice that I(Y )d is
equal to I(Y ) ∩ S[u]d. Therefore, there is an isomorphism of K-vector spaces
(2.2) S[u]d/I(Y )d ≃ CY (d).
The homogenization map ψ : S≤d→S[u]d, f 7→ f
h, is an isomorphism of K-vector spaces (see
[13, p. 330]) such that ψ(I(X∗)≤d) = I(Y )d. Hence, the induced map
(2.3) Φ: S≤d → S[u]d/I(Y )d, f 7−→ f
h + I(Y )d,
is a surjection. Thus, by Eqs. (2.1) and (2.2), it suffices to observe that ker(Φ) = I(X∗)≤d.
(b) From part (a) it is clear that CX∗(d) and CY (d) have the same dimension and length. To
show that they have the same minimum distance it suffices to notice that the isomorphism ϕ
between CX∗(d) and CY (d) preserves the norm, i.e., ‖v‖ = ‖ϕ(v)‖ for v ∈ CX∗(d).
(c) The ring S[u]/I(Y ) has Krull-dimension 1 (see [16, Theorem 2.1(c), p. 85]), thus its
Hilbert polynomial hY (t) = c0 is a non-zero constant and its degree is equal to c0. Then, by
Proposition 2.3, we get
|Y | = hY (d) = c0 = deg(S[u]/I(Y ))
for d ≥ |Y | − 1. Thus, |Y | is the degree of S[u]/I(Y ). Hence, from part (b), we get that the
length of CX∗(d) is equal to the degree of S[u]/I(Y ) and the dimension of CX∗(d) is equal to
HY (d). 
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From this result it follows at once that the codes CX∗(d) and CY (d) are equivalent in the
sense of [21, p. 48].
Remark 2.5. If HX∗(d) is the affine Hilbert function of the affine K-algebra S/I(X
∗), given
by
HX∗(d) := dimK S≤d/I(X
∗)≤d,
then, by Eq. (2.3), HY (d) = HX∗(d) for d ≥ 1 (see [13, Remark 5.3.16]).
Corollary 2.6. (a) The dimension of CX∗(d) is increasing, as a function of d, until it reaches a
constant value equal to |X∗|. (b) The minimum distance of CX∗(d) is decreasing, as a function
of d, until it reaches a constant value equal to 1.
Proof. The dimension of CY (d) is increasing, as a function of d, until it reaches a constant value
equal to |Y | (see [7, Remark 1.1, p. 166] or [4, p. 456]). The minimum distance of CY (d) is
decreasing, as a function of d, until it reaches a constant value equal to 1. This was shown
in [16, Proposition 5.1, p. 99] and [23, Proposition 2.1]. Therefore the result follows from
Theorem 2.4. 
Next, we give an application by computing the basic parameters of a certain family of pa-
rameterized affine codes. Let X∗ be an affine algebraic toric set parameterized by y1, . . . , ys. In
this case we denote X∗ by T and Y by T. We call T (resp. T) an affine (resp. projective) torus.
Recall that T and T are given by
T = {(x1, . . . , xs) | xi ∈ K
∗} ⊂ As and T = {[(x1, . . . , xs, 1)] | xi ∈ K
∗} ⊂ Ps,
respectively.
Corollary 2.7. The minimum distance of CT (d) is given by
δT (d) =
{
(q − 1)s−k−1(q − 1− ℓ) if d ≤ (q − 2)s− 1,
1 if d ≥ (q − 2)s,
where k and ℓ are the unique integers such that k ≥ 0, 1 ≤ ℓ ≤ q − 2 and d = k(q − 2) + ℓ.
Proof. It was shown in [18] that the minimum distance of CT(d) is given by the formula above.
Thus, by Theorem 2.4, the result follows. 
A linear code is called maximum distance separable (MDS for short) if equality holds in the
Singleton bound (see Eq. (1.2)). As a consequence of this result we obtain the well-known
formula for the minimum distance of a Reed-Solomon code [21, p. 42].
Corollary 2.8. (Reed-Solomon codes) Let T be an affine torus in A1. Then the minimum
distance δT (d) of CT (d) is given by
δT (d) =
{
q − 1− d if 1 ≤ d ≤ q − 3,
1 if d ≥ q − 2,
and CT (d) is an MDS code.
Proof. In this situation s = 1. If d ≤ q−3, we can write d = k(q−2)+ ℓ, where k = 0 and ℓ = d.
Then, by Corollary 2.7, we get δT (d) = q − 1− d for d ≤ q − 3 and δT (d) = 1 for d ≥ q − 2. 
5Corollary 2.9. The length of CT (d) is (q − 1)
s and its dimension is
dimK CT (d) =
⌊
d
q−1
⌋
∑
j=0
(−1)j
(
s
j
)(
s+ d− j(q − 1)
s
)
.
Proof. The length of CT (d) is clearly equal to (q − 1)
s because T = (K∗)s. It was shown in [4]
that the dimension of CT(d) is given by the formula above. Thus, by Theorem 2.4, the result
follows. 
Example 2.10. Let T be an affine torus in A2 and let CT (d) be its parameterized affine code
of degree d over the field K = F11. Using Corollaries 2.7 and 2.9, we obtain:
d 1 2 3 4 5 6 7 8 9 10 11 12 13
|T | 100 100 100 100 100 100 100 100 100 100 100 100 100
dimCT (d) 3 6 10 15 21 28 36 45 55 64 72 79 85
δT (d) 90 80 70 60 50 40 30 20 10 9 8 7 6
3. Computing the dimension and length of CX∗(d)
We continue to use the notation and definitions used in Sections 1 and 2. In this section we
give expressions for I(X∗) and I(Y )—valid over any finite field K with q elements—that allow
to compute some of the basic parameters of a parameterized affine code using Gro¨bner bases.
Theorem 3.1. (Combinatorial Nullstellensatz [1, Theorem 1.2]) Let R = K[y1, . . . , yn] be a
polynomial ring over a field K, let f ∈ R, and let a = (ai) ∈ N
n. Suppose that the coefficient of
ya in f is non-zero and deg (f) = a1 + · · · + an. If S1, . . . , Sn are subsets of K, with |Si| > ai
for all i, then there are s1 ∈ S1, . . . , sn ∈ Sn such that f (s1, . . . , sn) 6= 0.
Lemma 3.2. Let K = Fq and let G be a polynomial in K[y1, . . . , yn]. If G vanishes on (K
∗)n
and degyi (G) < q − 1 for i = 1, . . . , n, then G = 0.
Proof. We proceed by contradiction. Assume that G is non-zero. Then, there is a monomial ya
that occurs in G with deg(G) = a1 + · · · + an, where a = (a1, . . . , an) and ai > 0 for some i.
We set Si = K
∗ for all i. As degyi(G) < q − 1 for all i, then ai < |Si| = q − 1 for all i. Thus,
by Lemma 3.1, there are x1, . . . , xn ∈ K
∗ so that G (x1, . . . , xn) 6= 0, a contradiction to the fact
that G vanishes on (K∗)n. 
A polynomial of the form ta− tb, with a, b ∈ Ns, is called a binomial of S. An ideal generated
by binomials is called a binomial ideal .
Lemma 3.3. Let B = K[t1, . . . , ts, y1, . . . , yn] be a polynomial ring over an arbitrary field K. If
I ′ is a binomial ideal of B, then I ′ ∩K[t1, . . . , ts] is a binomial ideal.
Proof. Let S = K[t1, . . . , ts] and let G be a Gro¨bner basis of I
′ with respect to the lexicographic
order y1 ≻ · · · ≻ yn ≻ t1 ≻ · · · ≻ ts. By Buchberger algorithm [2, Theorem 2, p. 89] the set G
consists of binomials and by elimination theory [2, Theorem 2, p. 114] the set G∩S is a Gro¨bner
basis of I ′ ∩ S. Hence I ′ ∩ S is a binomial ideal. See the proof of [22, Corollary 4.4, p. 32] for
additional details. 
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Theorem 3.4. Let B = K[t1, . . . , ts, y1, . . . , yn] be a polynomial ring over a finite field K with
q elements. Then
I (X∗) =
(
t1 − y
v1 , . . . , ts − y
vs , yq−11 − 1, . . . , y
q−1
n − 1
)
∩ S
and I(X∗) is a binomial ideal.
Proof. We set I ′ =
(
t1 − y
v1 , . . . , ts − y
vs , yq−11 − 1, . . . , y
q−1
n − 1
)
⊂ B. First we show the
inclusion I(X∗) ⊂ I ′ ∩ S. Take a polynomial F = F (t1, . . . , ts) that vanishes on X
∗. We can
write
(3.1) F = λ1t
m1 + · · · + λrt
mr (λi ∈ K
∗; mi ∈ N
s) .
Write mi = (mi1, . . . ,mis) for 1 ≤ i ≤ r. Applying the binomial theorem to expand the right
hand side of the equality
t
mij
j = [(tj − y
vj ) + yvj ]mij , 1 ≤ i ≤ r, 1 ≤ j ≤ s,
we get the equality
t
mij
j =

mij−1∑
k=0
(
mij
k
)(
tj − y
vj )mij−k(yvj )k
)+ (yvj )mij .
As a result, we obtain that tmi can be written as:
tmi = tmi11 · · · t
mis
s = pi + (y
v1)mi1 · · · (yvs)mis ,
where pi is a polynomial in the ideal (t1 − y
v1 , . . . , ts − y
vs). Thus, substituting tm1 , . . . , tmr in
Eq. (3.1), we obtain that F can be written as:
(3.2) F =
s∑
i=1
gi(ti − y
vi) + F (yv1 , . . . , yvs)
for some g1, . . . , gs in B. By the division algorithm in K[y1, . . . , yn] (see [2, Theorem 3, p. 63])
we can write
(3.3) F (yv1 , . . . , yvs) =
n∑
i=1
hi(y
q−1
i − 1) +G(y1, . . . , yn)
for some h1, . . . , hn in K[y1, . . . , yn], where the monomials that occur in G = G(y1, . . . , yn) are
not divisible by any of the monomials yq−11 , . . . , y
q−1
n , i.e., degyi(G) < q − 1 for i = 1, . . . , n.
Therefore, using Eqs. (3.2) and (3.3), we obtain the equality
(3.4) F =
s∑
i=1
gi(ti − y
vi) +
n∑
i=1
hi(y
q−1
i − 1) +G(y1, . . . , yn).
Thus to show that F ∈ I ′ ∩ S we need only show that G = 0. We claim that G vanishes on
(K∗)n. Take an arbitrary sequence x1, . . . , xn of elements of K
∗. Making ti = x
vi for all i in
Eq. (3.4) and using that F vanishes on X∗, we obtain
(3.5) 0 = F (xv1 , . . . , xvs) =
s∑
i=1
g′i(x
vi − yvi) +
n∑
i=1
hi(y
q−1
i − 1) +G(y1, . . . , yn),
where g′i = gi(x
v1 , . . . , xvs , y1, . . . , yn). Since (K
∗, · ) is a group of order q− 1, we can then make
yi = xi for all i in Eq. (3.5) to get that G vanishes on (x1, . . . , xn). This completes the proof
7of the claim. Therefore G vanishes on (K∗)n and degyi(G) < q − 1 for all i. Hence G = 0 by
Lemma 3.2.
Next we show the inclusion I(X∗) ⊃ I ′∩S. Take a polynomial f in I ′∩S. Then we can write
(3.6) f =
s∑
i=1
gi(ti − y
vi) +
n∑
i=1
hi(y
q−1
i − 1)
for some polynomials g1, . . . , gs, h1, . . . , hn in B. Take a point P = (x
v1 , . . . , xvs) in X∗. Making
ti = x
vi in Eq. (3.6), we get
f(xv1 , . . . , xvs) =
s∑
i=1
g′i(x
vi − yvi) +
n∑
i=1
h′i(y
q−1
i − 1),
where g′i = gi(x
v1 , . . . , xvs , y1, . . . , yn) and h
′
i = hi(x
v1 , . . . , xvs , y1, . . . , yn). Hence making yi = xi
for all i, we get that f(P ) = 0. Thus f vanishes on X∗. 
In this paper we are always working over a finite field K. If K = C is the field of complex
numbers and X is an affine toric variety, i.e.,
X = V (p) = {P ∈ Kn| f(P ) = 0 for all f ∈ p}
is the zero set of a toric ideal p, then by the Nullstellensatz [5, Theorem 1.6] we have that
I(X) = p. This means that I(X) is a binomial ideal. For infinite fields, we can use the
Combinatorial Nullstellensatz (see Theorem 3.1) to show the following description of I(X∗). We
refer to [22] for the theory of toric ideals.
Proposition 3.5. Let B = K[t1, . . . , ts, y1, . . . , yn] be a polynomial ring over an infinite field
K. Then
I(X∗) = (t1 − y
v1 , . . . , ts − y
vs) ∩ S
and I(X∗) is the toric ideal of K[yv1 , . . . , yvs ].
Our next aim is to show how to compute I(Y ). For f ∈ S of degree e define
fh = uef (t1/u, . . . , ts/u) ,
that is, fh is the homogenization of the polynomial f with respect to u. The homogenization of
I(X∗) ⊂ S is the ideal I(X∗)h of S[u] given by
I(X∗)h = ({fh| f ∈ I(X∗)}).
Let ≻ be the elimination order on the monomials of S[u] with respect to t1, . . . , ts, ts+1, where
u = ts+1. Recall that this order is defined as t
b ≻ ta if and only if the total degree of tb in the
variables t1, . . . , ts+1 is greater than that of t
a, or both degrees are equal, and the last nonzero
component of b− a is negative.
Definition 3.6. The projective closure of X∗, denoted by X∗, is given by X∗ := Y , where Y is
the closure of Y in the Zariski topology of Ps.
Lemma 3.7. If f1, . . . , fr is a Gro¨bner basis of I(X
∗), then fh1 , . . . , f
h
r form a Gro¨bner basis
and the following equalities hold:
I(Y ) = I(X∗)h = (fh1 , . . . , f
h
r ).
Proof. In our situation X∗ = Y = Y because K is a finite field. Thus, the result follows readily
from [25, Propositions 2.4.26 and 2.4.30]. 
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Corollary 3.8. The dimension and the length of CX∗(d) can be computed using Gro¨bner basis.
Proof. By Lemma 3.7 we can find a generating set of I(Y ) using Gro¨bner basis. Thus, using
the computer algebra system Macaulay2 [6, 12], we can compute the Hilbert function and the
degree of S[u]/I(Y ), i.e., we can compute the dimension and the length of CY (d). Consequently,
Theorem 2.4 allows to compute the dimension and the length of CX∗(d) using Gro¨bner basis. 
Putting the results of this section together we obtain the following procedure.
Procedure 3.9. The following simple procedure for Macaulay2 computes the dimension and
the length of a parameterized affine code CX∗(d) of degree d.
R=GF(q)[y1,...,yn,t1,...,ts,u,MonomialOrder=>Eliminate n]
I’=ideal(t1-y1^{v_1},...,t_s-y^{s},y1^{q-1}-1,...,yn^{q-1}-1)
I(X^*)=ideal selectInSubring(1,gens gb I’)
I(Y)’=homogenize(I(X^*),u)
S=GF(q)[t1,...,ts,u]
I(Y)=substitute(I(Y)’,S)
degree I(Y)
hilbertFunction(d,I(Y))
Example 3.10. Let X∗ be the affine algebraic toric set parameterized by y1y2, y2y3, y1y3 and
let CX∗(d) be its parameterized affine code of order d over the field K = F5. Using Macaulay2,
together with Procedure 3.9, we obtain:
I(X∗) = (t43 − 1, t
2
2t
2
3 − t
2
1, t
2
1t
2
3 − t
2
2, t
4
2 − 1, t
2
1t
2
2 − t
2
3, t
4
1 − 1),
I(Y ) = (t43 − t
4
4, t
2
2t
2
3 − t
2
1t
2
4, t
2
1t
2
3 − t
2
2t
2
4, t
4
2 − t
4
4, t
2
1t
2
2 − t
2
3t
2
4, t
4
1 − t
4
4),
d 1 2 3 4 5
|X∗| 32 32 32 32 32
dimCX∗(d) 4 10 20 29 32
δX∗(d) 23 8 1
The minimum distance was also computed with Macaulay2.
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