INTRODUCTION
It was proven in [1] that for every associative PI-algebra A over a field F of characteristic p there exists a number m such that the algebra A satisfies all multilinear polynomial identities of the matrix algebra M m F . A minimal m with such a property is said to be the matrix type of the algebra A.
Denote by t n the matrix type of the algebra M n G , where G is the Grassmann algebra of infinite rank over a field F of characteristic p = 2. It is quite easy to prove that the algebra M n G satisfies all multilinear polynomial identities of the algebra M np F (Lemma 7). It is also easy to see that the matrix type of the Grassmann algebra is greater than p−1 2 because this algebra does not satisfy the standard identity of degree p − 1. Thus we have the trivial estimations for t n p − 1 2 n < t n ≤ pn
The main result of the paper (Theorem 2) gives a precise formula for t n . It follows from Theorem 1, which gives a good estimation for the minimal degree of the standard identity of the algebra M n G . Let X be a countable set and let F X be the free associative algebra over F generated by the set X. We denote by T A the ideal of identities of the algebra A. This ideal is a T -ideal of the algebra F X . Theorem 2 is equivalent to the statement: There exists a multilinear polynomial f ∈ T M np−1 F such that f ∈ T M n G .
The problem of calculating such polynomials is very difficult even for n = 1. This problem is similar to the problem which has arisen in [2] . In [3] some calculations of such types were made with the help of a computer.
TECHNICAL STATEMENTS
In this section we assume that char F = p > 2. Let F X be the free associative algebra with a unit generated by the countable set X.
We denote by S n the symmetric group of permutations acting on the set 1 n . The polynomials
are called the standard polynomial and the symmetric standard polynomial of degree n, respectively. By the well-known theorem of Kaplansky the matrix algebra M k F satisfies the standard identity of degree 2k. The first statement is well known.
Lemma 1.
The algebra M k F satisfies identity S + pk = 0. Proof. Let C be the commutative algebra generated by X satisfying relations x 2 = 0 for every x ∈ X. Evidently the algebra C satisfies identity x p = 0. Take an arbitrary element x ∈ M k C . By the Cayley-Hamilton theorem we have the equality in M k C Thus the algebra M k C satisfies identity x pk = 0. Linearizing this identity we obtain the identity S + pk = 0. It follows from this that the algebra M k F satisfies identity S + pk = 0 because the algebra C is commutative and nonnilpotent. The lemma is proved.
The algebra M k F does not satisfy the identity S + p k−1 = 0 and even more, the following statement is valid.
To prove this lemma, which is the main statement of this section, we need prove a few technical lemmas.
Later we fix the number k > 1. Denote by e i j the matrix units of the algebra M k F . Let e = 1 − e k k .
Lemma 3. Let m t s l be the nonnegative integers, m ≥ t + s + l; x i ∈ eM k F e y i = e k k z i = e k−1 k u i = e k k−1 w i = e k−1 k−1 . Let
Proof. The first and the second equalities are trivial, so we will prove the third equality. Let R be the set of all integer rows r = r 1 r s of length s satisfying the properties r i = t r i ≥ 0. The number of the elements of the set R is equal to C s+t−1 t . Since z i e = eu i = 0 the left side of equality (2) We denote by F X * M k F the free product with amalgamated 1 of the free algebra with unit F X and M k F . The elements of this algebra are called the generalized polynomials on the variables from the set X. Let f = f x 1 x n be a generalized polynomial. We say that the algebra M k F satisfies a generalized identity f = 0 iff for every a i ∈ M k F the equality f a 1 a n = 0 holds in the algebra M k F . Let µ = where
Using these formulas and the definition of the polynomials f s m n we obtain that the left side of formula (3) 
It is easy to see that α r = 0 if r = r 1 ,
Remark. Later we will often use the following well-known identities in Proof. Assume that the algebra M 2 F satisfies identity (4). Applying Lemma 1 and the remark this identity can be written in the form
where γ = α − β = 0. Substitute into the left side of this identity
, and x 2p−2 = x 2p−1 = e 1 1 − e 2 2 and denote by d the result of the substitution.
To calculate the element d we need a few relations. First, the elements x i • x j = x i x j + x j x i are central for every i j, because Tr x i = 0. It can be verified that
Using these relations and the evident equality
we have the equalities in
We obtain the contradiction because γ = 0.
2. Assume that the algebra M 2 F satisfies identity (5). This identity can be written in the form This identity implies the identity (we recall that m + s < p)
This contradicts what has been proven. The lemma is proved. 
Proof. Assume the contrary. Let k > 3 be a minimal number such that the algebra M k F satisfies identity (7) whose coefficients satisfy property (6). Substituting into (7) and γ 1 = C µ−1 p−1 = 0 (mod p). Thus we have proved that the algebra M k−1 F satisfies some general identity of form (7) k = k − 1 whose coefficients satisfy property (6) α t = α t . It follows from this by the minimality of k that k − 1 = 3 and the algebra M 3 F satisfies some nontrivial generalized identity of the form where e = e 1 1 + e 2 2 e k k = e 3 3 . Substituting into this identity v = e 3 3 x 3p−µ = e 2 3 x 3p−µ−1 = e 3 2 x i ∈ eM 3 F e, i = 1 3p − µ − 2, we obtain the generalized identity of the algebra 
This contradicts Lemma 5. The lemma is proved.
Proof of Lemma 2. Assume that the algebra M k F satisfies identity (1). Since the algebra M k F is antiisomorphic to itself then this algebra also satisfies identity . Substituting into this identity v x i ∈ eM k e, Let k = 4. Substituting into (1) k = 4 v = e 4 3 , x 4p = e 3 4 , x i = e, i > 3p; x j ∈ eM 4 F e, j ≤ 3 p and using Lemma 1 we obtain the generalized identity of the algebra
Substituting into this identity x 3p = e 2 3 , x 3p−1 = e 3 2 , x i ∈ eM 3 F e, i ≤ 3p − 2 e = 1 − e 3 3 we obtain the generalized identity of the algebra
By Lemma 1 this identity can be written in the form
Substituting into the last identity x i = 1, p + 1 ≤ i ≤ 2p − 1 we obtain the identity of form (4). This contradicts Lemma 5, because α 1 = α 2 . Consider the last case: k = 3. Substituting into (1) k = 3 v = e 3 2 , x 2p = e 2 3 , x i = e, p < i < 2p; x j ∈ eM 4 F e, j ≤ p, we obtain the generalized identity of the algebra
This identity is a nontrivial identity of form (4). We again obtain the contradiction. The lemma is proved.
THE MAIN RESULTS
Denote by t k the matrix type of the algebra M k G , where G is the Grassmann algebra of infinite rank.
Proof. Let A be the algebra M k G with a unit adjoined. It is well known that the algebras A and M k G have the same multilinear identities. Define the trace in A trivially: Tr a = 0 for every a ∈ A. Then by Lemma 1 the algebra A satisfies every multilinear trace identity of degree kp whose nontrace part is equal to S + kp . In particular the algebra A satisfies the multilinear Cayley-Hamilton identity of degree kp. Hence by the main theorem of [1] the algebra A satisfies every multilinear identity of the algebra M kp . The lemma is proved.
Let d k be a minimal number m such that the algebra M k G satisfies the standard identity of degree m. By Lemma 7 and the theorem of Kaplansky we have the inequality: d k ≤ 2kp. The following theorem gives a low estimation for d k .
Proof. Denote by g 1 g 2 the generators of the algebra G satisfying the relations g i g j = −g j g i .
In the case of k = 2 the conclusion of the theorem is trivial because the algebra G does not satisfy the standard identity of degree < p + 1. Let k > 2. If d k ≤ 2k − 3 p − 1 then the algebra M k G satisfies the standard identity
It follows from this that the algebra M k F satisfies identity h = 0. This identity and identity S + 2k−3 p−1 = 0, which holds in M k G by Lemma 1, imply the identity σ∈S 2k−3 p−2 0≤2m≤ 2k−3 p−2
The last identity can be written in the form σ∈S 2k−3 p−2 0≤2sp≤ 2k−5 p−1
Then by the remark we have the identity σ∈S 2k−3 p−2 0≤2sp≤ 2k−5 p−1
Substituting into this identity
This identity implies σ∈S 2k−4 p 0≤2sp≤ 2k−5 p−1
By the remark and Lemma 1 the last identity can be written in the form
It is easy to see that this identity is an identity of form (1), where α 1 = 1, α 2 = −1, and α 3 = 1 if the number k is odd and α 1 = −1, α 2 = 1, and α 3 = −1 if the number k is even. Since α 1 = α 2 , by Lemma 2 we obtain the contradiction. The theorem is proved.
The problem of calculating the number d k is very interesting. We formulate the following conjecture.
Now we can prove the main theorem. Theorem 2. t n = pn.
Proof. If t n = pn for some n ≥ 1 then the algebra M n G satisfies every multilinear identity of the matrix algebra M pn−1 F . It follows from this that for every s the algebra M sn G = M s F ⊗ M n G satisfies every multilinear identity of the algebra M s pn−1 F . In particular, by the theorem of Kaplansky the algebra M sn G must satisfy the standard identity of degree 2s pn − 1 . On the other hand, by Theorem 1 this algebra does not satisfy the standard identity of degree 2sn − 3 p − 1. Hence we have the inequality 2s pn − 1 > 2sn − 3 p − 1, which is not true for s ≥ . The theorem is proved.
Let Z be the ring of integers, Q be the field of rational numbers, Q p be the subring of Q consisting of all fractions whose denominators are not divisible by p, and F p be the simple field of characteristic p. Denote by φ the natural homomorphism
The following statement looks like the lemma in [3] .
modulo the T -ideal T M p−1 ∩ T G , where m = n if n be even, and m = n − 1 if n be odd.
. Consider the algebra M s Q p X . Take the elements
We have the equality
for some h i j ∈ Z X . Since the algebra M s p−1 Q satisfies the standard identity of degree 2s p − 1 then the algebra M p−1 Q satisfies identities h i j = 0 for all i j. By Theorem 1 for some i j the Grassmann algebra G over field F p does not satisfy identity φ h i j = 0 because 2s − 3 p − 1 = 2s p − 1 . It follows from this that there exists a multilinear polynomial h = h x 1 x l ∈ Z X , l ≤ 2s p − 1 , satisfying the properties: (1) The algebra M p−1 Q satisfies identity h = 0 but the Grassmann algebra over F p does not satisfy identity φ h = 0; (2) The polynomial h is unitary; i.e., the polynomial h is a linear combination of the products of long commutators. It is well known that if the polynomial h is unitary and h / ∈ T G then l = 2k and h = α x 1 x 2 · · · x 2k−1 x 2k + g for some integer α and polynomial g ∈ T G with integer coefficients. Since the Grassmann algebra over F p does not satisfy identity φ h = 0 then α = 0 modulo p. It follows from this that for every q ≤ s p − 1 the algebra M p−1 Q satisfies identity of the form x 1 x 2 · · · x 2q−1 x 2q + g q = 0
for some g q ∈ T G ∪ Q p X . Denote the left side of this identity by h q .
Let n ≥ 3p + 1 p − 1 . Let f = 2 −q h q if n = 2q, and
if n = 2q + 1. We will prove identity (8). Evidently the algebra M p−1 Q satisfies this identity. It remains to show that the algebra G satisfies identity (8). Indeed, using the identity x y z t = x t z y which holds in G, we have the identities modulo T G 1 2q ! S 2q = 1 2 q 2q ! σ∈S 2q −1 σ x σ 1 x σ 2 · · · x σ 2q−1 x σ 2q
The theorem is proved.
