KP integrability of triple Hodge integrals. I. From Givental group to
  hierarchy symmetries by Alexandrov, Alexander
ar
X
iv
:2
00
9.
01
61
5v
1 
 [m
ath
-p
h]
  3
 Se
p 2
02
0
KP integrability of triple Hodge integrals. I.
From Givental group to hierarchy symmetries
A. Alexandrova
Center for Geometry and Physics, Institute for Basic Science (IBS), Pohang 37673, Korea
September 4, 2020
In this paper we investigate a relation between the Givental group of rank one and
Heisenberg-Virasoro symmetry group of the KP hierarchy. We prove, that only a two-
parameter subgroup of the Givental group can be identified with a subgroup of the Heisenberg-
Virasoro symmetry group. This subgroup describes triple Hodge integrals with the Calabi-
Yau condition. Using identification of the elements of two groups we prove that the generating
function of triple Hodge integrals with the Calabi-Yau condition and its Θ-version are tau-
functions of the KP hierarchy. This generalizes the result of Kazarian on KP integrability
in case of linear Hodge integrals.
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1 Introduction
Since the works of ’t Hooft [35] and Bre´zin, Itzykson, Parisi, and Zuber [12], it is known that
the matrix models provide an efficient tool for investigation of enumerative geometry problems.
Recent remarkable progress in enumerative geometry/matrix model theory is, in particular,
related to the Chekhov-Eynard-Orantin topological recursion [15,25] and Givental decomposition
[31, 32]. Both describe a non-trivial extension of the matrix model theory, which ranges far
beyond the scope of the classical matrix integrals. Both topological recursion and Givental
decomposition are naturally described in terms of summation over graphs, thus formally can be
represented in terms of (infinite-dimensional) Gaussian matrix integrals with integrands made
of Kontsevich-Witten tau-function and its generalizations.
While a relation between these two methods is known [16,21], their relation to other classical
ingredients of the matrix model theory is not always clear. Usually matrix models satisfy two
different families of differential (or differential-difference) equations. One family, the linear
equations, is given by the Virasoro or, more generally, W-constraints. For known examples,
recursive solution of these equations naturally leads to topological recursion and Givental-type
decomposition, see, e.g., [1–5,22]. The other family of equations is given by the bilinear Hirota
equations of the KP/Toda type integrable hierarchies. While the Virasoro constraints constitute
an inherent part of the Givental construction, situation with integrability is much less clear.
Many examples of the enumerative geometry generating functions, which can be described by
topological recursion/Givental decomposition (TR/GD), are certain tau-functions of integrable
hierarchies, however a general relation between TR/GD and integrability is not known (see,
however, [24, 28–30]).
The main goal of this paper is to clarify the role of KP/Toda type integrability in the general
scheme of TR/GD. It is important, in particular, because some elements of the integrable systems
can be naturally identified with the main components of the TR/GD. For example, quantum
spectral curve, playing a critical role in TR/GD construction, can be identified with a specific
Kac-Schwarz operator, while the wave function, annihilated by this operator, is given by the
Baker-Akhiezer function [6–11].
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In this paper we address a question of the relation between the Givental group and the
symmetry groups of the integrable hierarchies. These are different groups, acting on different
spaces. However, sometimes it is possible to identify the elements of two groups up to a linear
change of variables. An example of such identification was constructed in the work of Liu and
Wang [46]. They showed that the Givental operator associated with the generating function of
linear Hodge integrals is equal to an element of the Heisenberg-Virasoro subgroup of GL(∞) up
to a linear change of variables.
So a question arises: are there any other examples, for which elements of the Givental group
can be identified with the elements of the symmetry group of the integrable hierarchy? In
this paper we give a complete answer to this question for the rank one case of the Givental
construction on one side and the KP integrable hierarchy on another. By rank here we mean the
rank of the Frobenius manifold = the number of the KdV tau-functions in the Givental formula.
The first important result of this paper, Theorem 1, states that the infinite-dimensional Givental
group contains only a two-dimensional subgroup of such operators.
On the enumerative geometry side this two-dimensional subgroup of the Givental group is
known to describe a very interesting generating function, namely a generating function of the
triple Hodge integrals satisfying the Calabi-Yau condition. Hence, from the identification of the
Givental and Heisenberg-Virasoro group elements it follows, that after a certain linear change of
variables the generating function of the triple Hodge integrals satisfying the Calabi-Yau condition
is a tau-function of the KP hierarchy. Theorem 2, which describes this KP tau-function, is the
second important result of this paper. It generalizes the result of Kazarian for linear Hodge
integrals [36]. Theorem 4 extends this KP integrability to the case with included Norbery’s
Θ-classes.
We restrict ourself to the simplest rank one case. However, we expect that the results of
this paper can be immediately generalized to the higher rank Givental groups. This should lead
to the new interesting examples of the KP integrable generating functions of the cohomological
field theory.In the companion paper [11] we investigate the family of the tau-functions of the KP
hierarchy, that generalizes the two-parametric family constructed in this paper and conjecturally
describes interesting enumerative geometry invariants in the r-spin case. This family can be
described by a deformation of the generalized Kontsevich model. Current project, in particular,
was motivated by [42], where a question about KP integrability of non-linear Hodge integrals
and their description in terms of generalized Kontsevich model was raised.
It is known that enumerative geometry generating functions give only a small class of tau-
functions of integrable hierarchies. We hope that the identification between the elements of
Givental group and symmetry groups of integrable hierarchies will allow us to classify all such
tau-functions.
The present paper is organized as follows. In Section 2 we consider rank one Givental
operators, which after a linear change of variables can be identified with the elements of the
Heisenberg-Virasoro group of symmetries of the KP hierarchy. In Section 3 we identify this fam-
ily with the generating functions of the triple Hodge integrals, which proves the KP integrability
of the latter.
3
2 Two groups of symmetries
In this section we consider two different infinite-dimensional groups acting on the bosonic Fock
spaces. First of them, the Givental group of the quantized symplectic transformations, is a
group of symmetries of semi-simple cohomological field theory. Second is a Heisenberg-Virasoro
subgroup of the GL(∞) group of the symmetries of the KP hierarchy. We restrict the action of
both groups to the space of functions of odd times. We prove, that on this space only a two-
parametric family of the Givental operators can be identified, up to a linear change of variables,
with the elements of the Heisenberg-Virasoro group.
2.1 Givental group
Let us consider the Givental quantization scheme for the rank one case. We basically follow the
presentation of [19, 32, 40]. However, we consider a different normalization of the variables Tk,
with an additional factor of h¯. This change of normalization corresponds to the transition from
the genus expansion of the generating function
exp
Ñ
∞∑
g=0
∞∑
n=1
h¯2g−2Fg,n
é
(2.1)
to topological expansion
exp
Ñ
∞∑
g=0
∞∑
n=1
h¯2g−2+nFg,n
é
(2.2)
because the latter is more convenient for the KP hierarchy description.
Let H = C[[z, z−1]] be the space of formal Laurent series in an indeterminate z. We introduce
the symplectic form on this space
Ω(f, g) =
1
2pii
∮
f(−z)g(z)dz. (2.3)
For the natural decomposition
H = H+ ⊕H−, (2.4)
whereH+ = span C{1, z, z2, . . . } andH− = span C{z−1, z−2, z−3, . . . }, we introduce the Darboux
coordinate system {pk, qm} with
J (z) :=
∞∑
k=0
Ä
qkz
k + (−z)−k−1pk
ä
. (2.5)
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After Givental, for any infinitesimal symplectic transformation A on H (that is, a transformation
such that Ω(Af, g) + Ω(f,Ag) = 0) we consider
HA :=
1
2
Ω(AJ ,J ). (2.6)
This defines a Lie algebra isomorphism:
H[A,B] = {HA,HB} , (2.7)
where the Poisson bracket is given by
{HA,HB} :=
∞∑
i=0
Å
∂HA
∂pi
∂HB
∂qi
− ∂HB
∂pi
∂HA
∂qi
ã
. (2.8)
Using the standard Weyl quantization we quantize these operators to order ≤ 2 linear dif-
ferential operators
“A = “HA := 1
2
∗
∗Ω(A
“J ,”J ) ∗∗ , (2.9)
where
“J (z) = ∞∑
k=0
Å
T˜kz
k + (−z)−k−1 ∂
∂Tk
ã
(2.10)
and ∗∗ . . .
∗
∗ denotes the standard bosonic normal ordering. This gives us a central extension of
the original algebra, with the commutatorî“A, “Bó = ÷[A,B] + C(HA,HB), (2.11)
where the so-called 2-cocycle term satisfies
C (pipj, qkqm) = −C (qkqm, pipj) = δi,kδj,m + δi,mδj,k (2.12)
and vanishes for all other elements HA. For the finite symplectic transformations we define
êA := eÂ. (2.13)
It is easy to see that for the rank one case only odd monomials give infinitesimal symplectic
transformations. Let us denote
Ŵk :=
÷z2k−1, k ∈ Z (2.14)
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then from (2.9) we have [32,40]
Ŵk = −
∑
m
T˜m
∂
∂Tm+2k−1
+
1
2
−2k∑
m=0
(−1)l+1T˜mT˜−2k−m + 1
2
2k−2∑
m=0
(−1)m ∂
2
∂Tm∂T2k−m−2
. (2.15)
These operators satisfy the commutation relationsî
Ŵk, Ŵm
ó
= −2k − 1
2
δk+m,1. (2.16)
The so-called dilaton shift of the variables is given by T˜k = Tk − h¯−1δk,1.
Below we consider only the symplectic transformations of the form R(z) = 1+R1z+R2z
2+
. . . . If R(z) is a symplectic transformation, then it satisfies the symplectic condition
R(z)R(−z) = 1. (2.17)
After quantization, using (2.15) we obtain the elements of the corresponding upper triangular
subgroup of the rank one Givental group
“R := exp (ÿ logR(z)) . (2.18)
Below we call the group of such operators the Givental group.
The Givental group acts of the space of cohomological field theories (CohFT) with flat
identity. If we relax the flat identity condition, we can include translations of the times, see an
example in Section 3.2. However, translations are natural symmetries of the KP hierarchy, so
this enrichment is trivial from the point of view of the identification of operators of two groups.
Operators “R can be factorized, namely, one can factor out the part, corresponding to the
linear change of variables and the translation of variables. This factorization, except for simple
extraction of the translation operator, is given by Proposition 7.3 in [32]. Here we briefly remind
the reader this relation. Let us introduce a formal series in two variables
V R(z, w) :=
1−R(−w)R(−z)
w + z
. (2.19)
The matrix of its coefficients
V R(z, w) =
∞∑
k,l=0
V Rklw
kzl (2.20)
is symmetric, Vkl = Vlk, and its entries are polynomials in Rk. Let the linear change of the
shifted variables from T to TR be given by
∞∑
k=0
T˜Rk z
k := R(−z)
∞∑
k=0
T˜kz
k. (2.21)
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This transformation generates the change of the dilaton shift
∞∑
k=2
δkz
k := z(1 −R(−z)). (2.22)
Then, for any element of the Givental group (2.18) and any series Z(T) we have
Lemma 2.1 ( [32]).
“R · Z(T) = e 12 ∑∞i,j=0 V Rij ∂2∂Ti∂Tj eh¯−1∑∞k=2 δk ∂∂Tk Z(T)∣∣∣∣
Tk 7→TRk
. (2.23)
2.2 Heisenberg-Virasoro subgroup of GL(∞)
In this section we use a notation of the companion paper [11], see Section 2.6 there. Let us
consider the Heisenberg-Virasoro subgroup of GL(∞) symmetry group of KP hierarchy. We
introduce the bosonic current
Ĵ(z) :=
∑
k∈Z
Ĵk
zk+1
, (2.24)
where
Ĵk =

∂
∂tk
for k > 0,
0 for k = 0,
−kt−k for k < 0.
(2.25)
Using the normal ordering for bosonic operators ∗∗ . . .
∗
∗ , which puts all Ĵk with positive k to the
right of all Ĵk with negative k, we consider the generating function of the Virasoro operators
∗
∗ Ĵ(z)
2 ∗
∗ = 2
∞∑
k∈Z
L̂k
zk+2
. (2.26)
or
L̂m =
1
2
∑
a+b=−m
abtatb +
∞∑
k=1
ktk
∂
∂tk+m
+
1
2
∑
a+b=m
∂2
∂ta∂tb
. (2.27)
These formulas are the KP analogs of (2.10) and (2.9). The Heisenberg-Virasoro group V is
generated by the operators Ĵk, L̂k and a unit. Let us consider a subgroup of V given by the
operators of the form
“V = expÑ∑
Z>0
akL̂k
é
∈ V. (2.28)
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For any set ak consider the series
f(z) := e
∑
Z>0
aklk z e
∑
Z>0
aklk ∈ z + zC[[z]], (2.29)
where
lm = −zm
Å
z
∂
∂z
+
m+ 1
2
ã
. (2.30)
Then
h(z) := e
−∑
Z>0
aklk z e
−∑
Z>0
aklk ∈ z + zC[[z]] (2.31)
is an inverse series, f(h(z)) = h(f(z)) = 1. There is a one-to-one correspondence between series
(2.29) and the subgroup (2.28) of the Virasoro group . From the commutation relations of the
Heisenberg-Virasoro algebra,î
Ĵk, Ĵm
ó
= 0,î
L̂k, Ĵm
ó
= −mĴk+m, (2.32)î
L̂k, L̂m
ó
= (k −m)L̂k+m + 1
12
δk,−m(k3 − k).
it follows that “V “J (z) “V −1 = h′(z) “J (h(z)). (2.33)
Let “V0 be a part of the element of the upper-triangular subgroup (2.28) of the Virasoro group
that describes the linear change of variables
“V0 := exp( ∞∑
k=1
ak
∞∑
m=1
mtm
∂
∂tk+m
)
. (2.34)
With the help of the Campbell-Baker-Hausdorff formula operator “V can be factorized
“V = “V0 expÑ1
2
∞∑
k,m=1
vkm
∂2
∂tk∂tm
é
(2.35)
for some vij ∈ C[[a1, a2, a3, . . . ]]. Below we will describe the space of all vij which can be
obtained in this way.
Using the commutation relations of the Virasoro algebra we can always factor out a term
exp(a1L̂1),
exp
Ñ∑
Z>0
akL̂k
é
= exp(a1L̂1) exp
Ñ∑
Z>1
a˜kL̂k
é
(2.36)
8
for some new a˜k. Operator L̂1 =
∑∞
k=1 ktk
∂
∂tk+1
is a first order differential operator, so exp(a1L̂1)
gives only a linear change of variables. As we are going to identify the Givental operators with
the elements of the Heisenberg-Virasoro group up to the linear change of variables, there is a
certain arbitrariness in the choice of a1.
We call the transformation, given by exp(a1L̂1), the gauge transformation, and the choice of
a1 will be called the choice of gauge. For the series (2.29) the gauge transformation is given by
f(z) 7→ f(z/(1 + az)). (2.37)
2.3 Quadratic part of the Virasoro group operators
To find the matrix vkm in (2.35) it is enough to act by both sides of (2.35) on the function
E := exp
( ∞∑
k=1
ktkqk
)
, (2.38)
where q are auxiliary variables, independent on t. Let us show that the coefficients vnm in (2.35)
are the so-called Grunsky coefficients of function h(z). Consider
v(η1, η2) :=
∞∑
k,m=1
vkmη
k
1η
m
2 . (2.39)
Lemma 2.2.
v(η1, η2) = log
Ç
h(η1)− h(η2)
η1 − η2
å
. (2.40)
Remark 2.1. This formula was known to the experts a long ago, and can be proven via the
Campbell-Baker-Hausdorff formula. Here we provide its proof for completeness.
Proof. On one hand, the action of the right hand side of (2.35) on E yields
“V ·E = “V0 · expÑ ∞∑
k=1
ktkqk +
1
2
∞∑
i,j=1
ijvijqiqj
é
. (2.41)
On the other hand
“V ·E = exp( ∞∑
k=1
k
Ä“V tk“V −1ä qk) · 1
= exp
( ∞∑
k=1
Å
ktk q˜k + q˜−k
∂
∂tk
ã)
· 1,
(2.42)
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where from (2.33) we have
q˜k :=
1
2pii
∮
∞
( ∞∑
m=1
qm
f(z)m
)
dz
zk+1
, k ∈ Z. (2.43)
Hence
“V ·E = exp( ∞∑
k=1
ktk q˜k +
1
2
∞∑
k=1
kq˜kq˜−k
)
= “V0 · exp( ∞∑
k=1
ktkqk +
1
2
∞∑
k=1
kq˜kq˜−k
)
.
(2.44)
Comparing this expression with (2.41) we conclude
∞∑
k,m=1
km vkmqkqm =
∞∑
k=1
kq˜k q˜−k. (2.45)
Therefore
vkm =
1
km
∞∑
l=1
l
(2pii)2
∮
∞
dz
zl+1f(z)k
∮
∞
wl−1dw
f(w)m
= − 1
km
∞∑
l=1
1
l
1
(2pii)2
∮
∞
dz−l
f(z)k
∮
∞
dwl
f(w)m
=
1
(2pii)2
∮
∞
dz
zk+1
∮
∞
dw
wm+1
log
Ç
1− h(w)
h(z)
å
=
1
(2pii)2
∮
∞
dz
zk+1
∮
∞
dw
wm+1
log
Ç
h(z) − h(w)
z − w
å
.
(2.46)
Here in the transition from the second to the third line we use the change of variables from z and
w to f(z) and f(w). To derive the last line we use the positivity of k and m, and the function
there is chosen in such way that its expansion possesses formal Taylor series expansion
log
Ç
h(z) − h(w)
z − w
å
∈ C[[z, w]]. (2.47)
This completes the proof.
2.4 Equivalence of Givental and Virasoro Group elements
Let us compare the action of the subgroup (2.28) of the Virasoro group and Givental group,
given by Lemma 2.1. First, we identify
Tk ≡ (2k + 1)!!t2k+1. (2.48)
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Second, we consider the action of two groups on the Fock space of functions of odd variables
to = {t1, t3, t5, . . . }. On this space the action of two operators will coincide, up to linear change
and translation of variables, if and only if
V Rkm = (2k + 1)!!(2m + 1)!!v2k+12m+1 (2.49)
for all k,m ∈ Z≥0.
Remark 2.2. There is no restriction for the elements vkm when k or m is even. However, we
will see that constraint (2.49) is already very restrictive.
Remark 2.3. Arguments of this section are closely related to the standard manipulations in the
context of TR/GD, often referred to as the Laplace transform, see e.g., [21,23,26].
Let
x(z) :=
f(z)2
2
=
z2
2
+ z3C[[z]], (2.50)
where f(z) describes the Virasoro group element by (2.29) and
N(z) :=
z
x′(z)
= 1 +
∑
k∈Z>1
nkz
k. (2.51)
We fix the gauge by a1 = 0, which immediately leads to n1 = 0. Then we have
Lemma 2.3. From (2.49) it follows that nk = 0 for k > 3.
Proof. From (2.19) and Lemma 2.2 we see that relation (2.49) is equivalent to
1−R(−w)R(−z)
w + z
=
1
2pi
√
zw
∫
γ2
dη1dη2 e
− η
2
1
2z
− η
2
2
2w
∂2
∂η1∂η2
log
Ç
h(η1)− h(η2)
η1 − η2
å
. (2.52)
Here γ is a local steepest descent contour in the vicinity of η1 = η2 = 0, and we consider the
asymptotic expansion of the integral at small values of |z| and |w|. The right hand side of this
equation is equal to
1
2pi
√
zw
∫
γ2
Ç
dh(η1)dh(η2)
(h(η1)− h(η2))2 −
dη1dη2
(η1 − η2)2
å
e−
η2
1
2z
− η
2
2
2w (2.53)
which, after the change of variables of integration ηk 7→ f(ηk) for the first term in the parenthesis,
reduces to
1
2pi
√
zw
∫
γ2
dη1dη2
(η1 − η2)2
Ç
e−
x(η1)
z
−x(η2)
w − e−
η2
1
2z
− η
2
2
2w
å
. (2.54)
11
Now, from the identity
1
z + w
Å
w
∂
∂η2
− z ∂
∂η1
ã
1
η1 − η2 =
1
(η1 − η2)2 (2.55)
we see, that (2.54) equals to
− 1
2pi(z + w)
√
zw
∫
γ2
dη1dη2
η1 − η2
Å
w
∂
∂η2
− z ∂
∂η1
ãÇ
e−
x(η1)
z
−x(η2)
w − e−
η2
1
2z
− η
2
2
2w
å
=
1
2pi(z + w)
√
zw
∫
γ2
dη1dη2
Ç
e−
η21
2z
− η
2
2
2w − dx(η1)dη2 − dη1dx(η2)
η1 − η2 e
−x(η1)
z
−x(η2)
w
å
=
1
z + w
− 1
2pi(z + w)
√
zw
∫
γ2
dx(η1)dη2 − dη1dx(η2)
η1 − η2 e
−x(η1)
z
−x(η2)
w .
(2.56)
Comparing it with (2.52) we see that the latter is equivalent to
R(−w)R(−z) = 1
2pi
√
zw
∫
γ2
dx(η1)dη2 − dη1dx(η2)
η1 − η2 e
−x(η1)
z
−x(η2)
w . (2.57)
The left hand side factorizes, so should the right hand side with
R(−z) = 1√
2piz
∫
γ
dx(η)
η
e−
x(η)
z . (2.58)
Hence x(η) should satisfy the equation
1
2pi
√
zw
∫
γ2
Ç
dx(η1)dη2 − dη1dx(η2)
η1 − η2 −
dx(η1)dx(η2)
η1η2
å
e−
x(η1)
z
−x(η2)
w = 0. (2.59)
Let us solve this equation for x(η). First, we rewrite the left hand side as
1
2pi
√
zw
∫
γ2
dη1dη2
N(η1)N(η2)
Ç
η1N(η2)− η2N(η1)
η1 − η2 − 1
å
e−
x(η1)
z
−x(η2)
w
= − 1
2pi
√
zw
∫
γ2
dη1dη2 η1η2
∞∑
k=2
nk
∑
j+m=k−2
h(η1)
jh(η2)
me−
η2
1
2z
− η
2
2
2w ,
(2.60)
where we apply the change of integration variables ηk 7→ h(ηk) and integrate by parts.
For any g(η) ∈ C[[η]] let
[g(η)]η :=
1
2
(g(η) − g(−η)) (2.61)
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be its odd part, and for a series of two variables g(η1, η2) ∈ C[[η1, η2]]
[g(η1, η2)]η1,η2 :=
1
4
(g(η1, η2)− g(−η1, η2)− g(η1,−η2) + g(−η1,−η2)) . (2.62)
It is easy to find the first terms of the series h(x):
h(η) = η +
n2
4
η3 +
n3
5
η4 +
5n22
96
η5 +O(η6). (2.63)
Then, we need to prove that ∞∑
k=2
nk
∑
j+m=k−2
h(η1)
jh(η2)
m

η1,η2
= 0 (2.64)
implies nk = 0 for k > 3. It is obvious that it implies n4 = 0. Let
Mj :=
[ ∞∑
k=5
nkh(η1)
k−j−2
]
η1
. (2.65)
Then  ∞∑
k=5
nk
∑
j+m=k−2
h(η1)
jh(η2)
m

η1,η2
=M1η
1
2 + (M3 +
n2
4
M1)η
3
2 +O(η
5
2). (2.66)
Hence from (2.64) it follows that
M1 = 0, M3 = 0. (2.67)
Let us prove by induction that these two equations have the only solution nk = 0 for k > 4.
Assume that nk = 0 for all k = 4, 5, . . . ,m. If m is odd, then from the equation M1 = 0 it
follows that nm+1 = 0, so we can assume that m is even, m = 2k0. Assume that n2k0+1 6= 0 for
some k0 ≥ 2. There are two possibilities:
• Let n3 = 0. Then
h(η) + h(−η) = 2 n2k0+1
2k0 + 3
η2k0+2 +O(η2k0+2) (2.68)
and from the equation M1 = 0 it follows that n2k = 0 for all k ∈ {3, . . . , 2k0}. Then
M1 =
Å
2k0 − 2
2k0 + 3
n22k0+1 + n4k0+2
ã
η4k0−11 +O(η
4k0+1
1 ),
M3 =
Å
2k0 − 4
2k0 + 3
n22k0+1 + n4k0+2
ã
η4k0−31 +O(η
4k0−1
1 ).
(2.69)
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Hence from (2.67) we have n2k0+1 = 0, which contradicts the assumption.
• Let n3 6= 0. Then from the first equation in (2.67) we immediately see that n2k0+2 = 0,
and
M1 =
Å
2k0 − 2
5
n3n2k0+1 + n2k0+4
ã
η2k0+11 +O(η
2k0+3
1 ),
M3 =
Å
2k0 − 4
5
n3n2k0+1 + n2k0+4
ã
η2k0−11 +O(η
2k0+2
1 ).
(2.70)
Hence from (2.67) we have n2k0+1 = 0, which contradicts the assumption. This completes the
proof.
Therefore, to identify the rank one Givental operators with the elements of the Heisenberg-
Virasoro group we can restrict ourself to a two-dimensional family of the Virasoro operators
(2.28), the transition part will be considered later. Let us choose a more convenient parametriza-
tion of this family. Namely, we use the gauge transformation (2.37). For this purpose let us
denote by “Vn1,n2,n3 the element of the Virasoro subgroup (2.28) with function f(z) given by
x(z) =
f(z)2
2
=
∫ z
0
ηdη
1 + n1η + n2η2 + n3η3
(2.71)
Lemma 2.4. “Vn1,n2,0 = en13 L̂1“V0,n2−n21/3,−n1n2/3+2n31/27. (2.72)
Proof. Because of the one-to-one correspondence between the group (2.28) and the space of
formal series z + z2C[[z]], the statement of the lemma follows from the identity
∫ z
1+n1z/3
0
ηdη
1 + (n2 − n21/3)η2 + (2n31/27 − n1n2/3)η3
=
∫ z
0
ηdη
1 + n1η + n2η2
(2.73)
and the transformation rule (2.37).
Its easy to see, that for any n˜2 and n˜3 the equations
n˜2 = n2 − n21/3, n˜3 = −n1n2/3 + 2n31/27 (2.74)
have solutions. Hence, we can work with the 2-parameter subspace of the Virasoro group,
described by
f(z)2
2
=
∫ z
0
ηdη
1 + n1η + n2η2
. (2.75)
Let us parametrize it by p and q
1 + n1z + n2z
2 = (1 +
√
p+ qz)(1 + qz/
√
p+ q), (2.76)
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or, equivalently,
q = n2, p =
n21 − 2n2 ±
»
n41 − 4n21n2
2
. (2.77)
We assume that p+ q 6= 0. In this parametrization, if p 6= 0 and q 6= 0 we have
x(z) =
p+ q
pq
log
Ç
1 +
qz√
p+ q
å
− 1
p
log(1 +
√
p+ qz). (2.78)
For q = 0 it degenerates to
x(z) =
z√
p
− 1
p
log(1 +
√
pz) (2.79)
and for p = 0 it degenerates to
x(z) =
1
q
log(1 +
√
qz)− 1√
q
z
1 +
√
qz
. (2.80)
Let us denote
I(z) :=
1√
2piz
∫
γ
dx(η)
η
e−
x(η)
z . (2.81)
It appears that if the factorization constraint (2.57) is satisfied, then corresponding R(z) satisfies
the symplectic condition. Namely, let us consider a two-parametric family of functions satisfying
symplectic condition
Rq,p(z) = exp
(
−
∞∑
k=1
B2k
2k(2k − 1)
Ç
p2k−1 + q2k−1 −
Å
pq
p+ q
ã2k−1å
z2k−1
)
. (2.82)
Here B2k are the Bernoulli numbers
xex
ex − 1 = 1 +
x
2
+
∞∑
k=1
B2kx
2k
(2k)!
. (2.83)
Lemma 2.5.
I(z) = Rq,p(−z). (2.84)
Proof. We need to consider three different cases.
1) Let p 6= 0 and q 6= 0. Then x(z) is given by (2.78). From the integration by parts we have∫
γ
dx(η) e−
x(η)
z = 0, (2.85)
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hence
I(z) =
1√
2piz
∫
γ
dx(η)
Å
1
η
− q√p+ q
ã
e−
x(η)
z =
1√
2piz
∫
γ
dη
1 +
√
p+ qη
e−
x(η)
z . (2.86)
The integrand can be rewritten as
I(z) =
1√
2piz
∫
γ
dη
(1 +
√
p+ qη)1−
1
pz (1 + qη/
√
p+ q)
p+q
pqz
. (2.87)
Let us make a change of integration variable η 7→ p
q
√
p+q
η − 1√
p+q
, then
I(z) =
1»
2piz(p + q)
(p+ q)
1
pz
+ 1
qz
q
1
pz p
1
qz
∫
γ˜
η
1
pz
−1dη
(1 + η)
1
pz
+ 1
qz
. (2.88)
Here γ˜ is the new contour, corresponding to the saddle point at η = q/p. We can deform the
integration contour in such a way that the asymptotic expansion does not change, which allows
us to identify it with the asymptotic expansion of the beta-function
B(a, b) =
∫ ∞
0
ηa−1dx
(1 + η)a+b
(2.89)
for a = 1/pz and b = 1/qz. From Stirling’s expansion
Γ(z−1) =
√
2pie−zzz−1/2e
∑∞
k=1
B2k
2k(2k−1) z
2k−1
(2.90)
one has the asymptotic expansion of the beta-function
B((qz)−1, (pz)−1) =
»
2piz(p + q)q
1
pz p
1
qz
(p + q)
1
pz
+ 1
qz
e
∑∞
k=1
B2k
2k(2k−1)
(
(pz)2k−1+(qz)2k−1−( pq
p+q
z)2k−1
)
. (2.91)
The statement of the lemma follows from the comparison of this expansion with (2.88).
2) Let q = 0. Then x(z) is given by (2.79), and
I(z) =
1√
2pz
∫
γ
dη
(1 +
√
pη)
1− 1
pz
e
− η
z
√
p . (2.92)
After a change of the integration variable, η 7→ z√pη − 1√p , we get
I(z) =
1√
2pz
e
1
zp (zp)
1
zp
∫
γ˜
dηη
1
pz
−1e−η. (2.93)
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The asymptotic expansion of the integral coincides with the asymptotic expansion of the gamma-
function
Γ(z−1) =
∫ ∞
0
dηη
1
z
−1e−η, (2.94)
and the statement of lemma follows from the Stirling expansion (2.90).
3) Let p = 0. This case can be reduced to the previous one. Namely, for p = 0 we have
I(z) =
1√
2pz
∫
γ
dη
(1 +
√
pη)2
e
− 1
z
∫ η
0
η
(1+
√
pη) (2.95)
which reduces to (2.79) after the change of integration variable η 7→ −η/(1 +√pη) and identifi-
cation of q and p. This completes the proof.
Below we assume that coefficients a are fixed by (2.29), where the function f(z) is given by
(2.78). Let us consider the operator
D = −e
∑
Z>0
aklk 1
z
∂
∂z
e
−∑
Z>0
aklk = − ∂
∂x
(2.96)
or, equivalently
D = −(1 +
√
p+ qz)(1 + qz/
√
p+ q)
z
∂
∂z
. (2.97)
Then the functions
φk(z) := D
k · 1
z
(2.98)
define a change of variables from T p,qk to tk if we associate ktk with z
−k and φk(z) with T
p,q
k .
Equivalently, the change of variables can be described by the recursion
T p,q0 (t) = t1,
T p,qk (t) =
Ç
q
Ç
L̂0 − t
2
0
2
å
+
2q + p√
p+ q
L̂1 + L̂2
å
T p,qk−1.
(2.99)
Let us prove that the linear change of variables (2.99) gives a transformation, required for
identification of the Givental and Heisenberg-Virasoro operators.
Lemma 2.6.
TRk (Tp,q(t)) =
“V0 · (2k + 1)!!t2k+1, k ∈ Z≥0. (2.100)
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Proof. Let us prove an equivalent relation
“V −10 · ∞∑
k=0
TRk (Tp,q(t))w
k =
∞∑
k=0
(2k + 1)!!t2k+1w
k. (2.101)
Let us associate ktk with z
−k. Then
∑∞
k=0 T
R
k w
k is associated with
R(−w)
∞∑
k=0
wk
Å
−1
z
∂
∂z
ãk
· 1
z
, (2.102)
and, by (2.96), the sum
∑∞
m=0 T
R
m(Tp,q(t))w
m is associated with
R(−w)
∞∑
m=0
wm
Å
Dm · 1
z
ã
. (2.103)
Let us omit the factor R(−w) for a moment and act on (2.103) by e−
∑
Z>0
aklk :(
e
−∑
Z>0
aklk ·
∞∑
m=0
wm(Dm · 1
z
)
)
−
=
( ∞∑
m=0
wm(−1
z
∂
∂z
)me
−∑
Z>0
aklk · 1
z
)
−
=
( ∞∑
m=0
wm
Å
−1
z
∂
∂z
ãm 1
h(z)
)
−
=
∞∑
k=0
z−2k−1
1
2pii
∮
dη
h(η)
∞∑
m=0
wm
Å
∂
∂η
1
η
ãm
η2k
=
∞∑
k=0
(2k − 1)!! w
k
z2k+1
∮
dη
h(η)
∞∑
m=0
wm
(−1)m(2m− 1)!!
η2m
=
∞∑
k=0
(2k − 1)!! w
k
z2k+1
1√−2piz
∫
γ
dx
x
h(x)
e
x2
2z
= R(w)
∞∑
k=0
(2k − 1)!! w
k
z2k+1
,
(2.104)
where (
∑
k∈Z akz
k)− :=
∑
k∈Z<0 akz
k. Hence,
∞∑
k=0
(2k − 1)!! w
k
z2k+1
=
(
e
−∑
Z>0
aklk ·R(−w)
∞∑
m=0
wm
Å
Dm · 1
z
ã)
−
, (2.105)
and two linear transformations coincide.
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Let us also consider
vk := [z
k]
∫ z
0
(f(η)− y(η))dx(η), (2.106)
where
y(z) =
∫ z dx(η)
η
. (2.107)
For p 6= 0 and q 6= 0
y(z) =
√
p+ q
p
Ç
log
(
1 +
√
p+ qz
)− logÇ1 + qz√
p+ q
åå
. (2.108)
For q = 0 it reduces to
y(z) =
1√
p
log (1 +
√
pz) (2.109)
and for p = 0 it degenerates to
y(z) =
z
1 +
√
qz
. (2.110)
It is easy to see that vk = 0 for k < 4. Then
Theorem 1. Rank one Givental operator coincides up to a linear change of variables with the
element of the Heisenberg-Virasoro group of symmetries of KP hierarchy if and only if R(z)
belongs to a family (2.82). For this family
“Rq,p · Z(to)∣∣∣
T=Tp,q(t)
= e
h¯−1
∑
k=4
vk
∂
∂tk e
∑
k∈Z>0
akL̂k · Z(to) (2.111)
for any Z(to).
Proof. We have already identified the quadratic parts of two operators and linear changes of
time variables in Lemma 2.5 and 2.6. It remains to identify the translations of the variables.
Let us show that
“V −10 ( ∞∑
k=4
vk
∂
∂tk
) “V0 = ∞∑
k=2
δk
∂
∂Tk
, (2.112)
where δk are given by (2.22). By definition
e
−∑
Z>0
aklk
∞∑
k=4
vkz
ke
−∑
Z>0
aklk =
∫ h(z)
0
(f(η)− y(η))dx(η)
=
∫ z
0
(η − y(h(η)))ηdη
(2.113)
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and from integration by parts
1√
2piz
∫
γ
dη(η − y(h(η)))ηe− η
2
2z = z − z√
2piz
∫
γ
dy(η)e−
x(η)
z
= z(1−R(−z))
(2.114)
This completes the proof.
Remark 2.4. The identification of the Givental and Heisenberg-Virasoro operators (2.111) for
p = 0 was established in [46].
It is natural to compare the higher rank Givental group with the symmetry group of the
multicomponent KP hierarchy. However, for higher rank Givental groups (in particular, for rank
two) one can consider other promissing possibilities, and try to identify the Givental operators
with the operators from the symmetry groups of other solitonic integrable hierarchies, including
2D Toda lattice and extended Toda lattice. It would be interesting to find a relation of our
analysis to the vertex operator analysis of the bilinear Hirota equations considered in [29,30] for
the ADE type singularities.
Remark 2.5. For any cohomological field theory one can derive the Virasoro constraints by con-
jugation of the constraints for the KW tau-functions with the Givental group element. However,
for the cases, when the generating function coincides, after a linear change of variables, with
the tau-function, these constraints gain additional properties. Namely, after a linear change
of variables, they belong to the symmetry algebra of the hierarchy. Analysis of the Virasoro
type constrains and their conjugation by the Givental operators can provide alternative way for
analysis of the integrability and other interesting properties.
3 Hodge integrals
3.1 Triple Hodge integrals
Denote by Mg,n the moduli space of all compact Riemann surfaces of genus g with n distinct
marked points. Deligne and Mumford defined a natural compactification Mg,n ⊂ Mg,n via
stable curves (with possible nodal singularities) in [18]. The moduli spaceMg,n is a non-singular
complex orbifold of dimension 3g − 3 + n. It is empty unless the stability condition
2g − 2 + n > 0 (3.1)
is satisfied. We refer the reader to [18,34] for the basic theory.
In his seminal paper [49], E. Witten initiated new directions in the study of Mg,n. For
each marking index i consider the cotangent line bundle Li → Mg,n, whose fiber over a point
[Σ, z1, . . . , zn] ∈ Mg,n is the complex cotangent space T ∗ziΣ of Σ at zi. Let ψi ∈ H2(Mg,n,Q)
20
denote the first Chern class of Li, and write
〈τa1τa2 · · · τan〉g :=
∫
Mg,n
ψa11 ψ
a2
2 · · ·ψann . (3.2)
The integral on the right-hand side of (3.2) is well-defined, when the stability condition (3.1) is
satisfied, all ai are non-negative integers and the dimension constraint 3g − 3 + n = ∑ ai holds
true. In all other cases 〈∏ τai〉g is defined to be zero. The intersection products (3.2) are often
called intersection numbers. Let Ti, i ≥ 0, be formal variables and let
τKW := exp
Ñ
∞∑
g=0
∞∑
n=1
h¯2g−2+nFg,n
é
, (3.3)
where
Fg,n :=
∑
a1,...,an≥0
〈τa1τa2 · · · τan〉g
∏
Tai
n!
. (3.4)
Witten’s conjecture [49], proved by Kontsevich [38], says that the partition function τKW be-
comes a tau-function of the KdV hierarchy after the change of variables Tn = (2n + 1)!!t2n+1.
Integrability immediately follows [37] from Kontsevich’s matrix integral representation, for more
details see the companion paper [11].
There are different interesting deformations of this tau-function. Let us consider the Hodge
bundle E, a rank g vector bundle over Mg,n. Let chk ∈ H2k(Mg,n) be the components of the
Chern character of E. Then we consider¨
e
∑∞
k=1
skch2k−1τa1τa2 · · · τan
∂
g
:=
∫
Mg,n
e
∑∞
k=1
skch2k−1ψa11 ψ
a2
2 · · ·ψann (3.5)
and
Fg,n =
∑
a1,...,an≥0
¨
e
∑∞
k=1
skch2k−1τa1τa2 · · · τan
∂
g
∏
Tai
n!
. (3.6)
We introduce a generating function
Z(T; s) = exp
Ñ
∞∑
g=0
∞∑
n=1
h¯2g−2+nFg,n
é
. (3.7)
Naively, this deformation does not preserve integrability, because it is easy to check that Z(t; s)
is not a tau-function of the KdV hierarchy in the variables tk anymore. Investigation of the
integrable properties of Z(t; s) is one of the main goals of this paper.
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From Mumford’s theorem [47] it follows that
Z(T; s) = “R(s) · τKW (T), (3.8)
where
“R(s) := exp( ∞∑
k=1
B2k
(2k)!
skŴk
)
(3.9)
and operators Wˆk are given by (2.15).
For the Hodge bundle over Mg,n let λi = ci(E). Then
Λg(u) =
g∑
i=0
uiλi = e
∑∞
m=1
(m−1)!chmum (3.10)
satisfies
Λg(u)Λg(−u) = 1. (3.11)
Particular specifications of the parameters s correspond to different families of Hodge in-
tegrals. The generating function of the m-linear Hodge integrals corresponds to the Miwa
parametrization of s variables
sk = −(2k − 2)!
m∑
j=1
u2k−1j , (3.12)
or
Λg(−u1)Λg(−u2) . . .Λg(−um) = e−
∑∞
k=1
(2k−2)!∑m
j=1
u2k−1j ch2k−1 . (3.13)
Therefore the generating function of m-linear Hodge integrals is given by (3.7) parametrized by
(3.12). In particular, the generating function of single Hurwitz numbers corresponds to the case
sm = −(2m− 2)!u2m−1. (3.14)
Remark 3.1. We see that it is natural to consider a Miwa-like parametrization of the s variables.
It might be an indication of the existence of the integrable structure in these variables, at least
for certain values of t variables.
Let us consider the case of cubic Hodge integrals with an additional Calabi-Yau condition
1
u1
+
1
u2
+
1
u3
= 0. (3.15)
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It is convenient to use the parametrization
u1 = p, u2 = q, u3 = − pq
p+ q
. (3.16)
Remark 3.2. Cubic Hodge integrals with Calabi-Yau condition are related to the topological
vertex which plays an important role in the topological string models on 3 dimensional Calabi-
Yau manifolds. In this context the parameters p and q are related to the local framings, for more
detail see, e.g., [26] and references therein.
Consider the generating function
Zq,p(T) = e
∑∞
g=0
∑∞
n=1
h¯2g−2+nFg,n , (3.17)
where
Fg,n =
∑
a1,...,an
∏
Tai
n!
∫
Mg,n
Λg(−q)Λg(−p)Λg( pq
p + q
)ψa11 ψ
a2
2 · · ·ψann . (3.18)
Linear Hodge integrals (3.14) by (3.11) can be considered as a particular case with p = u, q = 0.
From Theorem 1 it immediately follows that
Theorem 2. Generating function of the triple Hodge integrals, satisfying Calabi-Yau condition,
in the variables (2.99) is a tau-function of the KP hierarchy,
τq,p(t) = Zq,p(T
q,p(t)). (3.19)
It is related to the Kontsevich-Witten tau-function by an element of the Heisenberg-Virasoro
group
τq,p(t) = e
h¯−1
∑
k=4
vk
∂
∂tk e
∑
k∈Z>0
akL̂k · τKW (t). (3.20)
For p = 0 KP integrability was proved by Kazarian [36].
Remark 3.3. After announcement of the main results of this project, Kramer [39] found an
independent proof of KP integrability of triple Hodge integrals.
Conjecture 3.1. Theorem 2 has a direct generalization for the r-spin case.
In a companion paper [11] we develop the methods of the KP integrable hierarchy, suitable
for the investigation of the family of the tau-functions, conjecturally describing generalization
for the r-spin case.
Remark 3.4. It would also be interesting to investigate KP type integrability of Hodge integrals
in the context of Gromov-Witten theory [17, 27]. Particularly attracting is the Gromov-Witten
theory of P1, where the GW generating function is given by the tau-function of the extended
Toda hierarchy.
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Hodge integrals, in particular, the representatives of the Calabi-Yau family for the specific
values of the parameters q and p, are related to several other interesting integrable structures,
including the Dubrovin-Zhang, Volterra or Hodge integrable hierarchies [14, 19, 20, 41, 48, 50].
Connection between them and the KP integrability, investigated in this paper, will be discussed
elsewhere.
3.2 Triple Θ-Hodge integrals
From Theorem 1 it follows that the action of Givental operator “Rp,q on any KdV tau-function
leads to the solution of the KP hierarchy after a linear change of variables. The most natural
alternative to the KW tau-function here is the Bre´zin-Gross-Witten (BGW) tau-function. This
tau-function governs the intersection theory with the insertions of the fascinating Norbury’s
Θ-classes. We refer the reader to [16, 44, 45] for a detailed description. The role of the BGW
tau-function as the universal building block of TR/GD was first observed by the author, Mironov
and Morozov [3–5] in the context of matrix models.
Norbury’s Θ-classes are the cohomology classes, Θg,n ∈ H4g−4+2n(Mg,n), described in [44].
Consider the generating function of the intersection numbers of Θ-classes and ψ-classes
FΘ =
∑
a1,...,an≥0
∏
Tai
n!
∫
Mg,n
Θg,nψ
a1
1 ψ
a2
2 · · ·ψann (3.21)
then, we have a direct analog of the Kontsevich-Witten tau-function:
Theorem 3 ( [44]). Generating function
τΘ = exp
Ñ
∞∑
g=0
∞∑
n=1
h¯2g−2+nFΘg,n
é
(3.22)
becomes a tau-function of the KdV hierarchy after the change of variables Tn = (2n+ 1)!!t2n+1.
Norbury also proved, that τΘ is nothing but a tau-function of the BGW model, described
by a unitary matrix integral [13, 33]
τΘ = τBGW . (3.23)
KdV integrability of the BGW model follows from the relation to the generalized Kontsevich
model and was established by Mironov, Morozov and Semenoff [43].
Insertion of the Norbury’s Θ-classes can be naturally absorbed by the Givental formalism.
This allows us to relate integrable properties of generating functions of intersection numbers
with and without Θ-classes. Here we will do it for triple Θ-Hodge integrals. Let
ZΘq,p(T) = exp
Ñ
∞∑
g=0
∞∑
n=1
h¯2g−2+nFΘg,n
é
, (3.24)
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where
FΘg,n =
∑
a1,...,an
∏
Tai
n!
∫
Mg,n
Θg,nΛg(−q)Λg(−p)Λg( pq
p+ q
)ψa11 ψ
a2
2 · · ·ψanl . (3.25)
Let us also consider the change of the dilaton shift, associated to the BGW tau-function
∞∑
k=1
δ0kz
k := 1−R(−z). (3.26)
For any symplectic transformation R(z) consider the corresponding action of the Givental op-
erator with new translation part
“R0 · Z(T) = e 12 ∑∞i,j=0 V Rij ∂2∂Ti∂Tj eh¯−1∑∞k=1 δ0k ∂∂Tk Z(T)∣∣∣∣
Tk 7→TRk
. (3.27)
From Proposition 3.9 of [45] it immediately follows that
Lemma 3.1.
ZΘq,p(T) =
“R0q,p · τΘ. (3.28)
Let us introduce the coefficients
v˜0k = [z
k]
∫ z
0
Ç
dx(η)
η
− dy(η)
å
. (3.29)
They satisfy
“V −10 ( ∞∑
k=4
v˜0k
∂
∂tk
)“V0 = ∞∑
k=2
δ0k
∂
∂Tk
. (3.30)
Indeed
e
−∑
Z>0
aklk
∑
v0kz
ke
−∑
Z>0
aklk =
∫ h(z)
0
Ç
dx(η)
η
− dy(η)
å
=
∫ z
0
(dη − dy(h(η)))
(3.31)
and from integration by parts
1√
2piz
∫
γ
(dη − dy(h(η)))e− η
2
2z = 1− 1√
2piz
∫
γ
dy(η)e−
x(η)
z
= 1−R(−z).
(3.32)
Then we have
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Theorem 4. After the change of variables (2.99) the generating function for the triple Θ-Hodge
integrals is a tau-function of the KP hierarchy
τΘq,p(t) = Z
Θ(Tq,p(t), q, p,− pq
p+ q
). (3.33)
The tau-function τΘq,p is given by the action on the Heisenberg-Virasoro group operator on the
BGW tau-function.
τΘq,p(t) = e
h¯−1
∑
k>0
v˜0k
∂
∂tk e
∑
k∈Z>0
akL̂k · τBGW (t). (3.34)
Virasoro constraints for the generating functions ZΘ(T, q, p,− pqp+q ) can be obtained from the
Virasoro constraints for BGW tau-function by conjugation. The Heisenberg-Virasoro constraints
for τΘq,p(t), which belong to the Heisenberg-Virasoro algebra of GL(∞), also can be easily derived,
for example, from the Kac-Schwarz description of the Sato Grassmannian. These constraints,
matrix integral description of τΘq,p(t) and its generalization for the r-spin case will be described
elsewhere.
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