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Abstract
In a previous paper we gave a new formulation and derived the Euler equations and other necessary
conditions to solve strong, pathwise, stochastic variational problems with trajectories driven by Brown-
ian motion. Thus, unlike current methods which minimize the control over deterministic functionals (the
expected value), we find the control which gives the critical point solution of random functionals of a
Brownian path and then, if we choose, find the expected value.
This increase in information is balanced by the fact that our methods are anticipative while current meth-
ods are not. However, our methods are more directly connected to the theory and meaningful examples of
deterministic variational theory and provide better means of solution for free and constrained problems. In
addition, examples indicate that there are methods to obtain nonanticipative solutions from our equations
although the anticipative optimal cost function has smaller expected value.
In this paper we give new, efficient numerical methods to find the solution of these problems in the
quadratic case. Of interest is that our numerical solution has a maximal, a priori, pointwise error of O(h3/2)
where h is the node size. We believe our results are unique for any theory of stochastic control and that our
methods of proof involve new and sophisticated ideas for strong solutions which extend previous determin-
istic results by the first author where the error was O(h2).
We note that, although our solutions are given in terms of stochastic differential equations, we are not
using the now standard numerical methods for stochastic differential equations. Instead we find an approx-
imation to the critical point solution of the variational problem using relations derived from setting to zero
the directional derivative of the cost functional in the direction of simple test functions.
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problems or constrained calculus of variations problems in the unconstrained, stochastic calculus of vari-
ations formulation of this paper. This will allow us to find efficient and accurate numerical solutions for
general constrained, stochastic optimization problems. This is not yet being done, even in the deterministic
case, except by the first author.
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1. Introduction
In a series of work, the first author has shown how to reformulate general deterministic optimal
control/constrained problems (in extra independent variables) in an unconstrained calculus of
variations setting and, in addition, to efficiently and accurately find the numerical solution of
these problems in the calculus of variations.
Both achievements seem to extend the current deterministic literature. Thus, in [6], opti-
mal control problems are looked at as basic unconstrained calculus of variations problems and
equality and inequality constraints are efficiently handled while in [5,7], numerical solutions
are efficiently and accurately obtained for these unconstrained problems. Of note is that the nu-
merical solutions have an a priori, maximal, pointwise error of O(h2) which follows in two
steps: a local error of O(h3) which checks the consistency of the algorithm and a sophisticated
quadratic form “summation process” obtained by a sequence of inequalities satisfied by the error.
These results have also been partially applied to problems in partial differential equations and
to achieve a “complete” solution for delay problems in the deterministic case [1,2].
The purpose of this paper is to begin to apply this numerical, deterministic program in [5,7]
to stochastic variational problems. In particular, we begin the process of obtaining efficient and
accurate numerical methods by considering a noisy quadratic calculus of variations problem. We
believe that our methods, theory and techniques are new and involve a sophisticated extension of
error analysis for stochastic processes.
Finally, it is necessary to comment on nontechnical aspects of this paper. First, as we have
indicated, there is a well established, current theory of stochastic control along the lines of [3].
However, our ideas are different and have many advantages. We urge the reader to see the exam-
ples in Section 2. Secondly, our numerical results are important and new but not the most general.
Beginning in Section 3, our numerical results are restricted to the case of quadratic functionals.
One could use [6] to get a generalized Bliss Multiplier Rule to include equality and inequality
constraints in the stochastic setting and develop the associated numerical algorithm similar to
(4.8) and (4.9) with fu and fx , respectively, replacing ru+ qx and px + qu in (3.1). We expect
that the local error, similar to L in (4.12), would still satisfy O(h5/2) indicating consistency of
the algorithm. This is a promising avenue of research for the future. The purpose of this paper is
to establish basic methods and results that point towards future generalizations.
The remainder of this paper is as follows. In Section 2 we summarize the basic stochastic
problem and results in [4]. We also give three examples to illustrate that this problem is quite
different from the more classical, stochastic control problems in [3]. In particular, using Theo-
rem 1, our problem yields exact solutions in simple cases or efficient, and accurate numerical
algorithms as we give in this paper.
Section 3 gives the stochastic Taylor expansion for x(t ± h) used for the Euler–Lagrange
equation(s). The key point is that we no longer have an ordinary Taylor series expansion for x(t)
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longer need to assume that the solution x(t) has derivatives as we did before.
In Section 4 we derive our algorithm by setting to zero the directional derivatives of the cost
functional in the direction of spline hat functions. Thus our algorithm derives directly from the
variational problem and not from algorithms for stochastic differential equations, such as those
described in [8]. We show consistency in that we prove that the algorithm has an a priori, local
error of O(h5/2).
Section 5 completes the proof that the pointwise error is O(h3/2). Note that each of the two
types of errors “loses” h1/2 from those of the deterministic case. Finally, in Section 6 we illus-
trate that more general trajectory equations, including constraints, can be transformed into the
innocent looking equation (2.1b).
2. Background
The purpose of this section is to briefly give the stochastic calculus of variations problem in
[4] and the three necessary conditions found in Theorem 1, below, for a critical point solution for
this problem. The major result is the pair of stochastic equations we call the Euler equations.
The second result is a transversality condition while the third is a continuity condition. All
three together are sufficient to determine the solution in closed form when that is possible.
They will all be useful when we consider constrained reformulation problems. From [4] we
have the following. Let Wt be standard Brownian motion and Ft the corresponding filtration
of σ -algebras. We seek extremals for well-defined problems associated with the random cost
functional
J (x,u) =
b∫
a
f (t, x,u) dt + k(x(b)), (2.1a)
where
dxt = udt + σ(t) dWt , (2.1b)
u(t) is piecewise continuous in t , and (x,u) is subject to boundary conditions. Conditions on f
and its derivatives are assumed as needed. Here, the “control” u replaces the derivative of x in
the classical deterministic calculus of variations problem. The σ(t) dWt term adds noise to the
trajectory where σ(t) is the “intensity” of the noise. Actually, (2.1b) is shorthand for
x(t) = x(a)+
t∫
a
u(s) ds +
t∫
a
σ (s) dWs, (2.2)
where the first integral is an ordinary integral and the second is an Itô stochastic integral.
We can also extend our results to the more general trajectory equation
dxt = g(t, x,u) dt + σ(t) dWt , (2.3)
where x(t) and u(t) are n-dimensional and, more generally, to constrained problems where
h(t, x,u) = 0 is satisfied along with (2.1) and (2.3). This is done in Section 6.
Because noise is added to the trajectory, the cost functional, J (x,u), is a random variable.
The usual approach to stochastic control is to find the minimum expected cost, minu E[J (x,u)]
subject to the trajectory equation. On the other hand, we consider pathwise minimization. When
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than or equal to the minimum expected cost,
E
[
min
u
J (x,u)
]
min
u
E
[
J (x,u)
]
, (2.4)
with equality perhaps holding in many cases.
In order to find pathwise minima, we restrict the class of variations to a Cameron–Martin
space, which in turn affects the set of admissible controls. Define Ha,b as follows:
Ha,b =
{
z : [a, b] → R
∣∣∣∣∣ z(t) is absolutely continuous with respect to t
and
b∫
a
(
z′(t)
)2
dt < ∞
}
. (2.5)
We consider the variation of J for z ∈ Ha,b ,
I (x,u, z, ) = J (x + z,u+ z′) (2.6)
and seek critical point solutions to optimize J :
d
d
I (x,u, z, )
∣∣∣∣
=0
=
b∫
a
(
zfx(t, x,u)+ z′fu(t, x,u)
)
dt + k′(x(b))z(b) = 0. (2.7)
The major results in solving (2.1) are the three necessary conditions given in [4]:
Theorem 1. A critical point solution to (2.1) satisfies the stochastic differential equation
d
(
fu(t, x,u)
)
t
= fx(t, x,u) dt, (2.8a)
dxt = udt + σ(t) dWt . (2.8b)
In addition, the critical point solution satisfies the transversality conditions:
x(a) not specified implies fu
(
a, x(a),u(a)
)= 0; (2.9a)
x(b) not specified implies fu
(
b, x(b),u(b)
)+ k′(x(b))= 0. (2.9b)
Finally, the critical point solution satisfies the corner condition,
fu
(
t, x(t), u(t)
)
is continuous on the interval [a, b]. (2.10)
Note that (2.8a) says that fu(t, x,u) is the ordinary integral of fx(t, x,u) as a function of t .
The boundary conditions and/or transversality conditions may lead to anticipating solutions for
x and u, but anticipating integrands only appear in the ordinary integrals.
The restriction of this problem to the quadratic case when f (t, x,u) = 12 [r(t)u2 + 2q(t)xu+
p(t)x2], r > 0, yields the results fu = r(t)u+ q(t)x, fx = p(t)x + q(t)u so that (2.8) becomes
d(ru+ qx)t = (px + qu)dt,
dxt = udt + σ(t) dWt . (2.11)
We note that the results of Theorem 1 and the analysis of error for our numerical algorithms also
follow when p(t), q(t), and r(t) are adapted stochastic processes.
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illustrate that our theory is quite different from the now classical stochastic control theory, espe-
cially as our functionals in (2.1a) are random, whereas the classical theory deals with expected
cost.
Example 1. Consider the following problem:
min
1
2
1∫
0
u2 dt (2.12a)
s.t. dx = udt + σ(t) dWt (2.12b)
and x(0) = 0, x(1) = 1. (2.12c)
In the deterministic case where σ(t) ≡ 0 and u = x′ the solution can be found by the Euler
equation
x′′ = d
dt
fx′ = fx = 0 (2.13)
which implies x(t) = t because of the boundary conditions.
In the stochastic case, if we assume σ(t) ≡ σ = 0 and W(0) = 0, for convenience, the neces-
sary conditions (from Theorem 1) are
du = dfu = fx dt = 0, dx = udt + σ(t) dWt ,
x(0) = 0, x(1) = 1 (2.14)
which implies u(t) ≡ c and hence
x(t) = x(0)+
t∫
0
u(s) ds +
t∫
0
σ(s) dWs = ct + σWt . (2.15)
Now x(1) = 1 = c + σW1 or c = 1 − σW1 and x(t) = (1 − σW1)t + σWt which is a stochastic
process.
The cost functional is minimized at the value
I1 = 12
1∫
0
(1 − σW1)2 dt = 12 (1 − σW1)
2 (2.16)
in the sense that
min
1
2
1∫
0
(
c + η′(t))2 dt = 1
2
1∫
0
c2 dt (2.17)
for deterministic variation η s.t. η(0) = η(1) = 0 and η is absolutely continuous on [0,1]. We
note again a difference between our problem formulation and the classical stochastic control
formulation such as [3] or [9], where the object is the expected value of the functional, and not a
random variable, as I1 is in our example. We have that
E(I1) = 1
[
1 − 2σE(W1)+ σ 2E
(
W 21
)]= 1 + σ 2 (2.18)
2 2 2
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to the solution as a strong solution.
Example 2. In this example, consider the trajectory
dxt = udt + σ dWt, x0 = ξ, (2.19)
where σ and ξ are constants. Consider also the random functional
J (x,u) =
b∫
0
1
2
u2 dt + φ
2
(xb)
2, (2.20)
where φ is a constant.
The Euler–Lagrange equations in this case are
dxt = udt + σ dWt,
dut = 0dt, (2.21)
and the transversality condition
ub + φ xb = 0, (2.22)
along with the initial condition, x0 = ξ , give a system of SDEs. However we must determine how
to interpret the end conditions.
One option is to allow anticipating solutions. In this case, we have u ≡ c, constant with respect
to time, but possibly only measurable with respect to Fb . It follows then that
xt = ξ + c t + σ Wt (2.23)
and using the end condition,
c + φ(ξ + c b + σ Wb) = 0, (2.24)
we have optimal solution
u∗t = c =
−φ(ξ + σ Wb)
1 + φ b ,
x∗t = ξ −
φ(ξ + σ Wb)t
1 + φ b + σWt . (2.25)
The value of the functional is random and given by
J ∗ = φ(ξ + σWb)
2
2(1 + φ b) , (2.26)
which depends on Wb. The processes xt and ut also depend on the end value Wb . Thus our
pathwise solution is anticipating and critical with respect to variation in the specified directions
in the Cameron–Martin space.
A second approach to interpret the end conditions is to treat the system of stochastic differen-
tial equations as a coupled forward–backwards system. In this case we seek the projection onto
the space of adapted solutions by conditioning on Ft while satisfying ub +φxb = 0. In particular,
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tingale. Thus there exists an auxiliary adapted process V such that du˜t = Vt dWt . Replacing u˜
with u, we have the system:
dxt = udt + σ dWt ,
dut = Vt dWt ,
x0 = ξ,
ub = −φxb. (2.27)
Given the form of the last condition, we guess that the process ut may be of the form ut = θ(t)xt ,
where θ(b) = −φ. Then
dut = θ ′(t)xt + θ(t) dxt =
(
θ ′ + θ2)xt dt + σθ dWt . (2.28)
If ut is of this form, then
θ ′ + θ2 = 0, θ(b) = −φ, (2.29)
and
Vt = σθ(t). (2.30)
Solving for θ(t) we have
θ(t) = −φ
1 + φ(b − t) ,
dut = −φ σ1 + φ(b − t) dWt ,
dxt = −φ xt1 + φ(b − t) dt + σ dWt . (2.31)
Substituting,
yt = 1 + φ b
ξ [1 + φ(b − t)]xt , (2.32)
we have
dyt = 1 + φ b
ξ [1 + φ(b − t)]σ dWt,
y0 = 1. (2.33)
Hence the optimal solutions are
y∗t = 1 +
t∫
0
1 + φ b
ξ [1 + φ(b − s)]σ dWs,
x∗t =
ξ(1 + φ(b − t))
1 + φ b +
[
1 + φ(b − t)]
t∫
0
σ
1 + φ(b − s) dWs,
u∗t =
−φξ
1 + φ b − φ
t∫
σ
1 + φ(b − s) dWs. (2.34)
0
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case, the mean of the functional is
E[J ] = φξ
2
2(1 + φ b) +
σ 2
2
ln(1 + φb). (2.35)
We note that here ut is an explicit function of time, t , and xt for all t . We also note that the mean
E[J ] is greater than the mean in the anticipating case,
E
[
φ(ξ + σWb)2
2(1 + φb)
]
= φ ξ
2
2(1 + φb) +
σ 2φ b
2(1 + φb) . (2.36)
There is an extra cost for the adapted case.
Finally, we note that the mean cost obtained in the adapted (FBSDE) case is identical to that
obtained by the HBJ methods for the traditional stochastic control problem [9, pp. 220–222].
Example 3. In this example, consider the trajectory
dxt = udt + σ dWt, x0 = 0, (2.37)
where σ is a constant. Consider also the random functional,
J (x,u) =
b∫
0
1
2
(
x2 + u2)dt. (2.38)
The Euler–Lagrange equations in this case are
dxt = udt + σ dWt,
dut = x dt. (2.39)
This system of stochastic differential equations can be solved explicitly by
xt = c1 cosh t + c2 sinh t +
t∫
0
σ cosh(t − s) dWs,
ut = c1 sinh t + c2 cosh t +
t∫
0
σ sinh(t − s) dWs, (2.40)
where c1 and c2 can be random variables, constant with respect to t . Because the value of x is
undetermined at b, the transversality condition,
ub = 0, (2.41)
must hold along with the initial condition, x0 = 0. Using these boundary conditions we obtain
anticipating solutions with c1 = 0 and
c2 = − 1
coshb
b∫
0
σ sinh(b − s) dWs. (2.42)
At the solution (x∗, u∗), the expected value of the functional is
E
[
J
(
x∗, u∗
)]= σ 2
4
b tanhb, (2.43)
which is smaller than the value for the optimal adapted control, σ 22 ln(coshb).
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The purpose of this section is to obtain a series expansion for x(t + h) and x(t − h) where
r(t) > 0 and x(t) is a solution to the Euler–Lagrange equations:
d(ru+ qx) = (px + qu)dt,
dx = udt + σ dWt . (3.1)
The problem we face is that x(t) is not, in general, differentiable. Thus it does not have an ordi-
nary Taylor series expansion and the theory in [5,7] does not hold. Instead, we use the following
expansion in (3.2) and (3.3), below, multiple times.
Since r > 0, expanding d(ru+ px), we obtain the relations,
x(t) = x(an)+
t∫
an
udt +
t∫
an
σ dWt ,
u(t) = u(an)+
t∫
an
(p˜x + q˜u) dt −
t∫
an
σ˜ dWt , (3.2)
for t > an, and
x(t) = x(an)−
an∫
t
u dt −
an∫
t
σ dWt ,
u(t) = u(an)−
an∫
t
(p˜x + q˜u) dt +
an∫
t
σ˜ dWt , (3.3)
for t < an, where
p˜ ≡ (p − q ′)/r,
q˜ ≡ −r ′/r, and
σ˜ ≡ (qσ )/r. (3.4)
In the deterministic case, where σ(t) = 0 and x(t) has enough derivatives we obtained our
results by using the Taylor series expansions
x(t ± h) = x(t)± hx′(t)+ 1
2
h2x′′(t)± 1
6
h3x′′′(t)+ · · · . (3.5)
We see below that in the stochastic case we need both equations in (3.2) and (3.3) to replace (3.5)
and obtain the next “term” of the series expansion by iterated integrals.
Let O¯(hn) represent a random variable with L2 norm of order O(hn). Thus, for xk = x(ak),
uk = u(ak), and ak+1 = ak + h, we have
xk+1 = xk +
ak+1∫
ak
σ dWt +
ak+1∫
ak
udt
= xk +
ak+1∫
σ dWt + huk +
ak+1∫ t∫
(p˜x + q˜u) ds dt −
ak+1∫ t∫
σ˜ dWs dtak ak ak ak ak
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ak+1∫
ak
σ dWt −
ak+1∫
ak
t∫
ak
σ˜ dWs dt + huk
+
ak+1∫
ak
t∫
ak
[
p˜k + p˜′k(s − ak)
][
xk +
s∫
ak
udz+
s∫
ak
σ dWz
]
ds dt
+
ak+1∫
ak
t∫
ak
[
q˜k + q˜ ′k(s − ak)
][
uk +
s∫
ak
(p˜x + q˜u) dz −
s∫
ak
σ˜ dWz
]
ds dt + O¯(h7/2)
= xk +Σ+k + huk +
h2
2
[p˜kxk + q˜kuk]
+ h
3
6
[
p˜′kxk + q˜ ′kuk + p˜kuk + q˜kp˜kxk + q˜2k uk
]+ O¯(h7/2)
= Σ+k + xk + huk +
h2
2
Ak + h
3
6
Bk + O¯
(
h7/2
)
, (3.6a)
where
Σ+k =
ak+1∫
ak
σ (t) dWt −
ak+1∫
ak
t∫
ak
σ˜ (s) dWs dt
+ p˜(ak)
ak+1∫
ak
t∫
ak
s∫
ak
σ (z) dWz ds dt − q˜(ak)
ak+1∫
ak
t∫
ak
s∫
ak
σ˜ (z) dWz ds dt
and Ak , Bk are defined by the last equality.
For ak−1 = ak − h we have
xk−1 = xk −
ak∫
ak−1
σ dWt −
ak∫
ak−1
udt
= xk −
ak∫
ak−1
σ dWt − huk +
ak∫
ak−1
ak∫
t
(p˜x + q˜u) ds dt −
ak∫
ak−1
ak∫
t
σ˜ dWs dt
= xk −
ak∫
ak−1
σ dWt −
ak∫
ak−1
ak∫
t
σ˜ dWs dt − huk
+
ak∫
ak−1
ak∫
t
[
p˜k + p˜′k(s − ak)
][
xk −
ak∫
s
u dz−
ak∫
s
σ dWz
]
ds dt
+
ak∫
a
ak∫
t
[
q˜k + q˜ ′k(s − ak)
][
uk −
ak∫
s
(p˜x + q˜u) dz +
ak∫
s
σ˜ dWz
]
ds dt + O¯(h7/2)k−1
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h2
2
[p˜kxk + q˜kuk]
− h
3
6
[
p˜′kxk + q˜ ′kuk + p˜kuk + q˜kp˜kxk + q˜2k uk
]+ O¯(h7/2)
= Σ−k + xk − huk +
h2
2
Ak − h
3
6
Bk + O¯
(
h7/2
)
, (3.6b)
where
Σ−k = −
ak∫
ak−1
σ(t) dWt −
ak∫
ak−1
ak∫
t
σ˜ (s) dWs dt
− p˜(ak)
ak∫
ak−1
ak∫
t
ak∫
s
σ (z) dWz ds dt + q˜(ak)
ak∫
ak−1
ak∫
t
ak∫
s
σ˜ (z) dWz ds dt.
4. The algorithm and local error
The purpose of this section is to derive the numerical algorithm for the quadratic case of the
extremal problem given by (2.1) and to show this algorithm has a local error of O¯(h5/2). In
particular, let f (t, x,u) = 12 [r(t)u2 + 2q(t)xu + p(t)x2] and k(x) = 12φx2. Since this error is
obtained using our Euler–Lagrange equations (2.8), we are also able to establish a consistency
condition for the algorithm. In Section 5, we will “sum” up the local errors to get a maximal,
pointwise, global error of O¯(h3/2).
We note that in previous works [5,7], the first author has established a deterministic algorithm
with a local error of O(h3) and a global error of O(h2). In this case our algorithm, when restricted
to the quadratic case (with q(t) = 0 and σ(t) = 0), was obtained by the approximation
J ′(0) =
b∫
a
(
p(t)x(t)z(t)+ r(t)u(t)z′(t))dt ∼= 0 (4.1)
when z(t) is the spline hat function with support on [ak−1, ak+1]. Specifically,
−r∗k
(
yk+1 − yk
h
)
+ h
2
p∗k
(
yk + yk+1
2
)
+ r∗k−1
(
yk − yk−1
h
)
+ h
2
p∗k−1
(
yk + yk−1
2
)
= 0, (4.2)
where r∗k = r(ak + h2 ), etc.
In this case if L(t, h) is (4.2) with x(ak+1) = x(ak + h) replacing the computed value yk+1,
etc., we use the Taylor series expansion about t = ak to obtain
L(t, h) = 0 − h(r ′x′ + rx′′ − px)+ h2 · 0 +O(h3). (4.3)
Since x satisfies the Euler–Lagrange equation
d
(rx′) = px (4.4)dt
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b∫
a
f (t, x,u) dt. (4.5)
To see how this is done in the deterministic, quadratic case, let r = r(ak), r∗k = r(ak + h2 ), and
x = x(ak).
x(ak + h) = x + hx′ + h
2
2
x′′ + h
3
6
x′′′ + · · · , r∗k = r +
h
2
r ′ + h
2
8
r ′′ + h
3
48
r ′′′ + · · · ,
x(ak − h) = x − hx′ + h
2
2
x′′ − h
3
6
x′′′ + · · · , r∗k−1 = r −
h
2
r ′ + h
2
8
r ′′ − h
3
48
r ′′′ + · · · ,
(4.6)
so we have
L(t, h) =
(
−r − h
2
r ′ − h
2
8
r ′′ − h
3
48
r ′′′
)(
x′ + h
2
x′′ + h
2
6
x′′′
)
+
(
r − h
2
r ′ + h
2
8
r ′′ − h
3
48
r ′′
)(
x′ − h
2
x′′ + h
2
6
x′′′
)
+ h
2
(
p + h
2
p′
)(
xk + h2x
′
)
+ h
2
(
p − h
2
p′
)(
xk − h2x
′
)
+O(h3)
= (−rx′ + rx′)− h(rx′′ − r ′x′ − px)+ h2(0)+O(h3)
= 0 − h
[
d
dt
(rx′)− px
]
+O(h3). (4.7)
The symmetry in the terms which multiply h2 is immediate and hence the coefficient of h2
is 0.
As expected, the stochastic situation is even more difficult. Motivated by the deterministic
case and, in particular (4.2), we assume the algorithm is
−r∗k
(
yk+1 − yk
h
)
− q∗k
(
yk + yk+1
2
)
+ r∗k−1
(
yk − yk−1
h
)
+ q∗k−1
(
yk + yk−1
2
)
+ h
2
[
q∗k
(
yk+1 − yk
h
)
+ p∗k
(
yk + yk+1
2
)
+ q∗k−1
(
yk − yk−1
h
)
+ p∗k−1
(
yk + yk−1
2
)]
+Ψk = 0, (4.8)
where
Ψk =
(
r∗k
h
− hp
∗
k
4
)
Σˆ+k +
(
r∗k−1
h
− hp
∗
k−1
4
)
Σˆ−k , (4.9)
Σˆ+ and Σˆ− are approximations for Σ+ and Σ−, respectively,k k k k
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ak+1∫
ak
(
σk + σ ′k(t − ak)+ σ ′′k
(t − ak)2
2
)
dWt
+
ak+1∫
ak
t∫
ak
(
σ˜k + σ˜ ′k(s − ak)
)
dWs dt + (p˜kσk − q˜kσ˜k)
ak+1∫
ak
t∫
ak
s∫
ak
dWz ds dt, (4.10)
Σˆ−k = −
ak∫
ak−1
(
σk − σ ′k(t − ak)+ σ ′′k
(t − ak)2
2
)
dWt
−
ak∫
ak−1
ak∫
t
(
σ˜k − σ˜ ′k(s − ak)
)
dWs dt − (p˜kσk − q˜kσ˜k)
ak∫
ak−1
ak∫
t
ak∫
s
dWz ds dt, (4.11)
and where r∗k = r(ak + h2 ), etc., rk = r(ak), etc., and yk is the numerical computed value. Note
that Ψk does not involve the numerical computed values {yk}.
This time we use (3.6), xk = x(ak), uk = u(ak), etc., to obtain our local error,
L = −r∗k
(
xk+1 − xk
h
)
− q∗k
(
xk + xk+1
2
)
+ r∗k−1
(
xk − xk−1
h
)
+ q∗k−1
(
xk + xk−1
2
)
+ h
2
[
q∗k
(
xk+1 − xk
h
)
+ p∗k
(
xk + xk+1
2
)
+ q∗k−1
(
xk − xk−1
h
)
+ p∗k−1
(
xk + xk−1
2
)]
+Ψk
= −
(
rk + h2 r
′
k +
h2
8
r ′′k
)(
uk + h2Ak +
h2
6
Bk
)
+
(
rk − h2 r
′
k +
h2
8
r ′′k
)(
uk − h2Ak +
h2
6
Bk
)
−
(
qk + h2q
′
k +
h2
8
q ′′k
)(
xk + h2uk +
h2
4
Ak
)
+
(
qk − h2q
′
k +
h2
8
q ′′k
)(
xk − h2uk +
h2
4
Ak
)
+ h
2
(
qk + h2q
′
k
)(
uk + h2Ak
)
+ h
2
(
qk − h2q
′
k
)(
uk − h2Ak
)
+ h
2
(
pk + h2p
′
k
)(
xk + h2uk
)
+ h
2
(
pk − h2p
′
k
)(
xk − h2uk
)
− r
∗
k
h
Σ+k −
r∗k−1
h
Σ−k −
q∗k
2
Σ+k +
q∗k−1
2
Σ−k +
q∗k
2
Σ+k −
q∗k−1
2
Σ−k
+ h
4
p∗kΣ
+
k +
h
4
p∗k−1Σ
−
k +Ψk + O¯
(
h5/2
)
= −rkuk + rkuk
+ h
(
− r A− r A− r
′
u− r
′
u− q u− q u− q
′
x − q
′
x + q u2 2 2 2 2 2 2 2 2
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2
u+ p
2
x + p
2
x
)
k
+ h2
(
− r
6
B + r
6
B − r
′
4
A+ r
′
4
A− r
′′
8
u+ r
′′
8
u− q
4
A+ q
4
A− q
′
4
u+ q
′
4
u
− q
′′
8
x + q
′′
8
x + q
4
A− q
4
A+ q
′
4
u− q
′
4
u+ p
4
u+ p
′
4
x − p
4
u− p
′
4
x
)
k
+ h3Q(r,p, x,u)+ O¯(h5/2)
= O¯(h5/2), (4.12)
since, at ak ,
−rA− r ′u− q ′x + px = −r(p˜x − q˜u)− r ′u− q ′x + px = 0 (4.13)
and −Ψk approximates the terms involving Σ+k and Σ−k within O¯(h5/2).
Finally, we state our result proven above.
Theorem 2. If x(t) and u(t) satisfy (3.1), then the local error given in (4.12) satisfies L =
O¯(h5/2).
We now extend our earlier ideas to the functional
J (x,u) = 1
2
b∫
a
(
ru2 + 2qxu+ px2)dt + 1
2
φx2(b). (4.14)
Thus, the end time t = b is fixed but there is an additional cost.
If we assume a0 = a and b = aN then (4.8) holds for k = 1, . . . ,N − 1, but we need an
additional equation to model the new transversality condition
k′
(
x(b)
)+ fu(b, x(b),u(b))= 0 (4.15)
where, in this case, k(x) = 12φx2, for convenience, and f (t, x,u) = 12 [ru2 + 2qxu + px2], as
before.
Motivated by the numerical transversality condition kx |b + (fx′ + h2fx)|b−h/2 = 0, in the
deterministic case, we assume an algorithm of the form
φyN + r∗N−1
(
yN − yN−1
h
)
+ q∗N−1yN +
h
2
p∗N−1
(
yN + yN−1
2
)
+ΨN = 0, (4.16)
where
ΨN = −
r∗N−1
h
( aN∫
a
(
σN − σ ′N(t − aN)
)
dWt +
aN∫
a
aN∫
t
σ˜N dWs dt
)
. (4.17)N−1 N−1
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in (3.6). Thus
LN(h) = φxN + r∗N−1
(
xN − xN−1
h
)
+ q∗N−1xN +
h
2
p∗N−1
(
xN + xN−1
2
)
+ΨN
= φxN +
(
rN − h2 r
′
N
)(
uN − h2AN
)
+
(
qN − h2q
′
N
)
xN + h2 (pN)(xN)
− r
∗
N−1
h
Σ−N +ΨN + O¯
(
h3/2
)
= φxN + rNuN + qNxN + h2
(−rNAN − r ′NuN − q ′NxN + pNxN )+ O¯(h3/2)
= 0 + h
2
(0)+ O¯(h3/2)= O¯(h3/2) (4.18)
since −ΨN approximates the term involving Σ−N within O¯(h3/2) and, from (4.15), φxN +
rNuN + qNxN = 0.
The critical point is to observe that (4.18) need only be of order O¯(h3/2) as this is only
one term, while for k = 1, . . . ,N − 1 the terms (4.8) must be of order O¯(h5/2) since they are
“summed” in the global error. Hence,
Theorem 3. If x(t) and u(t) satisfy (3.1) and the transversality condition (4.15), then the local
error given in (4.18) satisfies L = O¯(h3/2).
For completeness we note that a similar analysis holds at the left endpoint.
5. The global error
The purpose of this section is to show that the numerical algorithm (4.8) leads to the desired
pointwise, maximal, global error of O¯(h) and under weak additional conditions, O¯(h3/2).
The first result is accomplished by a series of “quadratic” inequalities. The reader may consult
[5] or [7] for the complete details in the general, deterministic case. Since the steps are essentially
the same and immediate from the deterministic case, we will state the main theorem and briefly
sketch the proof.
We begin by defining ek = yk − x(ak) to be the difference between the computed value yk in
(4.8) and the solution of (3.1). For simplicity of exposition, we will assume e0 = e(a) = 0 and
eN = e(b) = 0. Let eh = (e1, . . . , eN−1). Subtracting (4.12) from (4.8), we get the three term
linear relation in the components ek ,
(
Mheh
)
k
.= − r∗k
(
ek+1 − ek
h
)
+ r∗k−1
(
ek − ek−1
h
)
− (q∗k − q∗k−1)ek
+ h
2
[
p∗k
(
ek + ek+1
2
)
+ p∗k−1
(
ek + ek−1
2
)]
= O¯(h5/2). (5.1)
Let |eh| denote the Euclidean norm of eh and ‖eh‖2 = (E|eh|2)1/2 denote the L2(P ) norm.
The main theorem is as follows.
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‖eh‖2  Ch. (5.2)
To prove this theorem we use the following:
Theorem 5. For h > 0 sufficiently small there exist constants Ci > 0 (i = 1,2,3) which depend
on the coefficient functions p, q , and r but are independent of h > 0 and independent of path
such that
C1h|eh|2 = C1 h
2
h
eTh eh  C2eTh
1
h
Jheh = C2
b∫
a
e′Th e′h dt
= C2(eh, eh) C3H0(eh) =Hh(eh) = eThMheh. (5.3)
This follows from sophisticated results about quadratic forms and symmetric matrices as is
fully described in [7]. Here the matrix Jh, the functions eh, and the quadratic forms H0 and
=
Hh
are defined as in [7].
To finish the proof of Theorem 3, multiply (5.1) by eTh to obtain
eThM
heh = eThQh, (5.4)
where each component of Qh is O¯(h5/2). Take expectations and apply the Cauchy–Schwartz
inequality to obtain
C1h‖eh‖22 E
(
eThM
heh
)
 ‖eh‖2‖Qh‖2  C4h2‖eh‖2. (5.5)
The conclusion of Theorem 3 follows.
Note that Theorem 3 implies that each component of eh is O¯(h). Furthermore, if each com-
ponent of eh is of the same order of magnitude, then each component is O¯(h3/2). The following
theorem gives one condition that implies this improved error estimate.
Theorem 6. Suppose that, for h > 0 sufficiently small, the matrix Mh is invertible with each
element of the inverse bounded by C > 0 independent of h. Then
max
k
∥∥(eh)k∥∥2  C′h3/2, (5.6)
for some constant C′ > 0 independent of h.
For example, the hypothesis is satisfied when p − q ′  0. The proof is similar to the deter-
ministic case which is given in [7].
6. More general trajectory equations and constraints
The purpose of this section is to show that more general problems can be reduced to the
problem (2.1) in vector form. Thus, the trajectory equation (2.1b) initially looks innocuous or
simplistic but we can change a variety of complex problems into this form. Specifically, for
convenience of exposition, to the form
J (X,U) =
b∫
F(t,X,U)dt +K(X(b)), (6.1a)a
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dXt = U dt +Σ(t) dWt . (6.1b)
Here X and U are n-dimensional, W is r-dimensional Brownian motion, and Σ is an n × r
matrix. In fact, this reduction and the ideas of this section, hold for general F .
Our first example is where (2.3) replaces (2.1b). This is worked out in [4] but, for complete-
ness, we include the discussion since it shows how strong Theorem 1 can be.
In order to do this we form the extended problem of finding a critical point solution for
b∫
a
f (t, y1, v2) dt + v3
[
g(t, y1, v2)− v1
]
dt + k(y1(b))
=
b∫
a
h(t, Y,V )dt + k(y1(b)), (6.2a)
where
dY =
(
dy1
dy2
dy3
)
=
(
v1 dt + σ(t) dWt
v2 dt
v3 dt
)
= V dt +
(
σ(t)
0
0
)
dWt . (6.2b)
We note, applying our earlier results to multidimensional problems, that a critical point solu-
tion for this latter problem satisfies d(hV ) = hY . Thus, in component form we have
d
( −v3
fv2 + v3gv2
g − v1
)
=
(
fy1 + v3gy1
0
0
)
dt. (6.3)
In addition, since y2(b) and y3(b) are unspecified, the transversality conditions (2.9) imply that
hv2
(
b,Y (b),V (b)
)= 0 and hv3(b,Y (b),V (b))= 0. (6.4)
From Eq. (6.3) and the corner conditions it follows that g − v1 ≡ 0 on [a, b], which yields
dy1 = g(t, y1, v2)+ σ(t) dWt , (6.5)
and fv2 + v3gv2 ≡ 0 on [a, b]. Thus v3 = −fv2/gv2 for gv2 = 0. To specify a particular solution,
we may assume y2(a) = 0 and y3(a) = 0. However, these values do not effect the other variables.
Thus, for gu = 0, the system defined by (6.2b) and (6.3) can be reduced to a system in x = y1
and u = v2 alone.
Theorem 7. A critical point solution to (2.1a), (2.3) satisfies the stochastic differential equation
d
(
fu
gu
)
t
=
(
fx − gxfu
gu
)
dt, (6.6a)
dxt = g(t, x,u) dt + σ(t) dWt . (6.6b)
In addition, the critical point solution satisfies the transversality conditions:
x(a) not specified implies fu
(
a, x(a),u(a)
)= 0; (6.7a)
x(b) not specified implies fu(b, x(b),u(b)) + k′(x(b))= 0. (6.7b)gu(b, x(b),u(b))
J. Gregory, H.R. Hughes / J. Math. Anal. Appl. 328 (2007) 1378–1395 1395Finally, the critical point solution satisfies the corner condition
fu(t, x(t), u(t))
gu(t, x(t), u(t))
is continuous on the interval [a, b]. (6.8)
We note that following the ideas in this last example, the general constrained problem
min
b∫
a
f (t, x,u) dt + k(x(b)) (6.9a)
s.t. dx = udt + σ(t) dWt , (6.9b)
h(t, x,u) = 0 (6.9c)
can be “solved” in the sense that, if it has unique solution we will find a closed form solution in
the simplest cases using Theorem 1 or numerically using the algorithm (4.2) if it has the form
of F = UT R(t)U + 2UTQ(t)X + XT P (t)X. This “solution” will be for general F when we
complete our work on the Bliss Multiplier Rule and a numerical algorithm for general F .
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