The k-nearest neighbor (k-NN) classification is a simple and effective classification approach. However, it suffers from over-sensitivity problem due to irrelevant and noisy features. There are two ways to relax such sensitivity. One is to assign each feature a weight, and the other way is to select a subset of relevant features. Existing researches showed that both approaches can improve generalization accuracy, but it is impossible to predict which one is better for a specific dataset. In this paper, we propose an algorithm to improve the effectiveness of k-NN by combining these two approaches. Specifically, we select all relevant features firstly, and then assign a weight to each relevant feature. Experiments have been conducted on 14 datasets from the UCI Machine Learning Repository, and the results show that our algorithm achieves the highest accuracy or near to the highest accuracy on all test datasets. It increases generalization accuracy 8.68% on the average. It also achieves higher generalization accuracy compared with well-known machine learning algorithm IB1-4 and C4.5.
Introduction
Nearest neighbor (more precisely, k-nearest neighbor, or k-NN) Classifiers have been shown very effective in practice for many problem domains. While the framework of k-NN was originally proposed as a tool for pattern recognition, it is widely used in many applications of intelligent systems such as speech processing, medical diagnosis, molecular biology, and others (e.g., [Salzberg 90, Aha 91, Dasarathy 91, Cost 93] ). It is based on the assumption that if we represent each object as a point in a space, then those points that are close in the space should belong to the same class. Therefore, an unseen point should be classified as the majority class of its k (k≥1) nearest neighbors in the training dataset. However, in its basic form, the k-nearest neighbor algorithm has several weaknesses: 1) large storage is required; 2) selection of k is difficult; 3) it suffers from the over-sensitivity to those irrelevant and noisy features.
Many researchers have developed the extensions to the k-nearest neighbor algorithm to improve its performance. These extensions contain instance-based learning algorithms [Aha 91, Aha 92 [Salzberg 91, Wettscherech 95] , case-based classification [Watson 94, Cardie 00, Bao 01] and so on. These algorithms have focused on one or more of the above weaknesses. This paper proposes a hybrid algorithm to overcome over-sensitivity problem of the basic k-nearest neighbor classifier and to reduce the storage requirements.
The k-NN is quite effective when the features of the dataset are equally important, but it is less effective when many of the features are misleading or irrelevant to the classification. There are two basic ways to improve the k-nearest neighbor method. One is feature selection. It selects a subset of features that are critical to classification task, and removes those irrelevant ones. Aha [Aha 94 ], Skalak [Skalak 94 [Kohavi 97b ] and so on. Aha [Aha 98 ] has surveyed the work on feature weighting. Although both feature selection and feature weighting can improve the classification accuracy, it is still difficult to predict which one is better for a specific dataset [Kohavi 97b ]. In some cases, there is distinct difference between these two algorithms. These two ways reflect two extreme viewpoints for feature relevancy to classification task. The simple k-NN method gives equal weight 1 to all features, as shown in Fig. 1(a) . The disadvantage of using feature selection method is that it treats a feature as completely relevant or irrelevant and set the degree of relevance as 0 or 1 (Fig. 1(b) ). However the degree of relevance may be a value between 0 and 1. Feature weighting method assigns each feature a weight, which is a real number between 0 and 1 ( Fig. 1(c) ).
In this paper, we focus on the combination of the feature selection and feature weighting method, which only weights of the relevant features are considered. Specifically, we use the feature selection algorithm FS-CBC [Bao 00 ] to select a feature subset firstly, and then assign information gain (IG) to each selected feature as its weight and set 0 as unselected features (irrelevant features) weights ( Fig. 1(d) ). Experiments have been conducted on 14 datasets from the UCI Machine Learning Repository. The results show that combining feature selection and feature weighting achieves the highest accuracy or near to the highest accuracy on all test datasets. It is very effective for the k-NN classification algorithm. It relaxes the sensitivity of the algorithm to datasets and also reduces the storage requirements by feature selection.
The remainder of this paper is organized as follows: Section 2 introduces the weighted k-nearest neighbor classification algorithm. In Sections 3 and 4, we discuss how to compute information gain and to select features, respectively. Section 5 shows how to combine feature selection and feature weighting for k-NN. Section 6 presents a group of comparison experiments and the empirical results. Concluding remarks are given in the final section.
The Weighted k-Nearest Neighbor Classification Algorithm
The nearest neighbor classification algorithm (NN) is based on the assumption that, given a dataset of classified examples, an unclassified individual should belong to the same class as its nearest neighbor in the training data. After all the training instances are stored in memory, a new instance is classed with the class of the nearest neighbor among all stored training instances. Although several distance metrics have been proposed for NN algorithm, the most common metric is the Euclidean distance metric. The Euclidean distance between two instances x =< x 1 , x 2 , , x n > and y =< y 1 , y 2 , , y n > in an n dimensional space is defined as:
Note that this metric requires the normalization of all feature values. The k-NN classification algorithm is an extension of the NN algorithm. It looks at its k (k≥1) nearest neighbors of a new individual, and assigns it to the majority of its k nearest neighbors. The weighted k-NN algorithm further improves the k-NN algorithm by introducing a different weight for every feature. These weights reflect relative importance of each feature to classification task. The similarity function of the weighted k-NN algorithm is a slight variant of the Euclidean distance:
where ω i (i = 1, 2, , n) is attribute weight, and the sum of all the weights is 1.
Computation of Information Gain
Information theory answers two fundamental questions in communication theory. One is entropy that is an average measure of uncertainty of a random variable. Based on information theory, Quinlan [Quinlan 86] proposed a well-known classification algorithm called ID3. ID3 uses the information theory that provides the criterion to construct the best decision tree for classifying objects. C4.5 [Quinlan 93 ] is an extension of ID3 that accounts for unavailable values, continuous attribute value ranges, pruning of decision tress, rule derivation etc.. Let X be a discrete random variable with alphabet A and probability mass function p(x) = P r{X = x}, x ∈ .
[Definition 3 . 1](Entropy) The entropy H(X) of a discrete random variable X is defined by
The log function is to the base 2 and entropy is expressed in bits. For example, the entropy of a fair coin toss is 1 bit. We will use the convention that 0 log0 = 0, which is easily justified by continuity since xlogx → 0 as x → 0. Thus adding terms of zero probability does not change the entropy.
We now introduce the concept of mutual information, a measure of the amount of information that one random variable contains about another random variable. It is the reduction in the uncertainty of one random variable due to the knowledge of the other.
[Definition 3 . 3](Mutual Information) Consider two random variable X and Y with a joint probability mass function p(x, y) and marginal and probability mass functions p(x) and p(y). The mutual information I(X, Y ) is the relative entropy between the joint distribution and the product distribution p(x)p(y), i.e.
I(X, Y
From the definition we have
is the measure of the dependence between the two random variables. It is symmetric in X and Y and is always nonnegative.
Let X be a class attribute D, Y be a condition attribute A, we call I(X, Y ) the information gain (IG). ID3 uses IG to select feature to construct the best decision tree. IG will also be used for feature weight in our algorithm
FS-CBC (Feature Selection based on CORE, Binary Mutual Information and Class Mutual Information)
Feature selection has a long history in pattern recognition [e.g., Devijver 82] . It can reduce the task's dimensionality when it eliminates irrelevant features and improve the data quality. Many heuristic methods based on information theory have been proposed for feature selection. For example, the mutual information I(X, Y ) has been used for feature selection in ID3 [Quinlan 86 [Definition 4 . 1](Binary Entropy) Let F be a feature and the domain of F be f 1 , f 2 , , f m , for each f k we can get two classes F = f k and F = f k , for these two classes we can calculate the entropy and denote it by H (F, k) 
We call the minimum of H(F, k)(1 ≤ k ≤ m) binary entropy of feature F denoted by BH(F ), i.e.
BH(F
From the definition 4.1 we have the following property.
Proposition 4 . 1 For a binary feature F, we have
[Definition 4 . 2](Binary Mutual Information)
Binary mutual information is given by the following equation.
BI(X, Y ) = H(X) − BH(X|Y )
For the feature set (S 1 , S 2 , , S m ), we know the values of this set are belong to V S 1 × V S 2 × × V S m , where V S k is the domain of feature S k .
[Definition 4 . 3](Class Entropy) Let S = (S 1 , S 2 , , S m ) be a feature set, we take it as a random variable, its domain is V S 1 × V S 2 × × V S m .We call the entropy of S class entropy and denoted it as CH(S).
From the definition we have the following property. 
CI(X, Y ) = H(X) − CH(X|Y )
Based on rough sets theory [Pawlak 91], CORE is the set of all indispensable features and the most essential part of the information system. The features in CORE must be included whatever in an optimal subset or in an approximate subset. Hence, it is reasonable to select features in CORE at first. FGMIFS selects the first feature that has the largest information gain ratio. But it reduces the tendency too much to choose features with more distinct values. Instead, FS-CBC uses the binary mutual information to balance the effect of many values and information gain. So when CORE is empty, the first feature is selected by using the largest binary mutual information. FS-CBC uses the class mutual information to select the next feature, in order to consider the previously selected features. Now, we describe our feature selection algorithm in detail, it is showed in Fig. 2 . Let C be a set of whole condition features, D be a class feature, S be a subset of the selected features, P be a subset of unselected features, and k 0 be a stop criterion which is always set to 0 or a small number.
Combine Feature Selection with Feature Weighting (SW)
Although existing researches showed that both feature selection (FS) and feature weighting (FW) can improve the generalization classification accuracy, it is still difficult to predict which one is better for a
In the initial state, set S = ∅, P = C, set stop threshold k 0 .
Step 1 Calculate CORE(C,D) and set S=CORE(C,D), P= C -CORE(C,D);
If P <> ∅ then go to Step 2; Otherwise select first feature: For each p in P , calculate BI(D, p), Choose p from P that maximizes BI (D, p) ; Set S = {p} and P = P − {p};
Step 2 Calculate class mutual information k,
Step 4 Choose the feature p with the maximize value V . If there are two features p and q, both of them make the value V maximal, then the one with smaller class number M should be selected. S = S {p}; P = P − {p};
Step 5 Go back to step 2.
Fig. 2 Algorithm FS-CBC
In the initial state, set S = f , set stop threshold k 0 .
Step 1 Feature selection Use algorithm FS-CBC to select a subset S of features based on threshold k 0 .
Step 2 Feature Weighting For each feature s in S, calculate I(D, s) and take it as weight of s.
Step 3 Classification
For an unseen object u, we use the k-nearest neighbor algorithm to classify u just based on features in S and weights are I(D, s).
Fig. 3
Algorithm SW specific dataset. In this paper, we focus on the combination of the feature selection and feature weighting method (SW), which only weights of the relevant features are considered. Specifically, we use the feature selection algorithm FS-CBC to select a feature subset firstly, and then for each selected feature use information gain (IG) as its weight. Then we use the k-nearest neighbor algorithm to classify u just based on selection features and their weights. It can relax the sensitivity of the algorithm to datasets and also reduces the storage requirements by feature selection. Now, we describe how to combine feature selection with feature weighting (SW) for the k-nearest neighbor classifier. It is showed in Fig. 3 . Let D be a class feature, S be a subset of the selected features, and k 0 be a feature selection's stop criterion which is always set to 0 or a small number.
Experiments and Results
For evaluating the effectiveness of our algorithm SW, SW was implemented and test on 14 benchmark datasets from the UCI Machine Learning Repository [Merz 98]. Table 1 shows the basic characteristics of the datasets. The "Train" column shows the size of total dataset. But for Monk1 and Monk3, the "Train" and "Test" column shows the size of training data and test data. The "Class" column shows the number of class. The "Feature" column shows the number of condition features and types (L=Linear, N=Nominal, C=Continuous), and the "noise" column shows the percentage of the noise in the total data. In the simulation, we use k = 3, majority voting, normalized Euclidean distance for linear/continuous attributes and the overlap metric for nominal attributes. For the missing value, we just set it as a new value in process of feature selection and take the possible biggest distance as the distance between object with missing value and other object when computing weight. For continuous attributes, we partition the range of values into a finite number of intervals with equal length, and treat each interval as a distinct value of feature. For each dataset (with no test dataset), we use the 5-fold cross validation. That is, the whole dataset is divided into five subsets. The four of the subsets are used as training test, and the fifth is used as the test set, and this process is repeated five times, once for each subset being the test set. Then, the average of these five runs is taken as classification accuracy. The stop threshold k 0 in feature selection is 0.
1 Comparison of SW with k-NN
In order to see how SW fares compared with the simple k-nearest neighbor algorithm (k-NN), feature selection (FS) and feature weighting (FW). We compare SW with k-NN, FS and FW firstly. k-NN treats all features equally, gives equal weight 1 to all features. FS only considers those features selected by the algorithm FS-CBC, which gives weight 1 to the selected features and sets 0 as unselected features weights. FW assigns the corresponding information gains I(D, c) to each feature c as its weights. Table 2 shows the generalization accuracy of the four algorithms on above datasets. The "k-NN" column shows both average accuracy of classification and standard error using the simple k-NN algorithm. For reference, we give the generalization accuracy after discretizationed, as column "k-NN/D" for some datasets with continuous features. The columns "FW", "FS" and "SW" report average accuracy of classification and standard error on the discretization data using method FS, FW and SW, respectively. The highest accuracy achieved for each dataset is shown in bold type. The average over all datasets is shown at the bottom of the table. The average number of selected condition features in each training data is also shown in last column "SFN" of Table 2 . As can be seen in Table 2 , SW, FS and FW all improve the accuracy of k-NN respectively. Using FS-CBC algorithm to select features increases 6.94
2 Comparison of SW with Other Popular Machine Learning Algorithms
In order to see how SW fares compared with other popular machine learning algorithms, the results of running SW on 14 datasets are compared with the following systems: C4.5 system (release 8) [Quinlan 93] , which is a well-known inductive decision tree algorithm and IB1-4 [Aha 91 ], which are four instancebased learning algorithms. IB1 is a simple nearest neighbor classifier with k = 1. IB2 prunes the training set, and IB3 extends IB2 to be more robust in the presence of noise. IB4 extends IB3 to handle irrelevant attributes, which incorporates a different weighting scheme that assigns weights to features incrementally. All the four algorithms use the Euclidean/overlap metric.
The results of these comparisons are presented in Table 3 . The "IB1", "IB2", "IB3", "IB4", "C4.5" and "C4.5/P" columns show average accuracy of classification and standard error using method IB1, IB2, 3 C 2002 IB3, IB4, C4.5 decision tree and C4.5 pruned decision tree, respectively. The highest accuracy achieved for each dataset is shown in bold type. The average over all datasets is shown at the bottom of the table.
As can be seen in Table 3 , although there is no algorithm that has the highest accuracy on all of the datasets, SW achieves the highest accuracy on 8 datasets among total 14 datasets, and near to the highest accuracy on the other datasets. It also has the highest overall average generalization accuracy. The results presented above are theoretically limited to this set of applications but the results indicate that SW is a robust and effective classifier that can be successfully applied to a variety of real-world problems.
Conclusions
This study shows that combining feature selection and feature weighting is very effective for the k nearest neighbor classification algorithm by a set of empirical experiments. In our algorithm, we use class mutual information for feature selection firstly, starting from the rough sets CORE. If CORE is empty we use binary mutual information for the first feature selection. Then we assign information gain to each selected relevant feature as its weight.
In the experiments on 14 datasets, SW significantly improved the generalization accuracy of k-NN and reduced the storage requirements by feature selection. Compared with popular learning algorithms IB1-4 and C4.5, SW achieved the highest accuracy or near to the highest accuracy on all test datasets. It also achieved higher average generalization accuracy.
The basic k-nearest neighbor algorithm is also sensitive to the noise and the choice of k. SW did not address these shortcomings directly. Many researchers [Zhang 92, Skalak 94, Cardie 00, Wilson 00b, Bao 01] have proposed variant algorithms to relax this sensitivity. We think that using reduction techniques after feature selection will also improve SW. An appropriate choice of k seems to be hard to explore, Okamoto et al. [Okamoto 94, 95, 96, 97] have computed the probability of correct function of k nearest neighbor classifier based on some special assumptions (Boolean attributes, fixed distributes etc.), discussed the size of k: there is an optimal point for the size of k to gain the best performance of the classification. But for the weighted k-NN or natural domains, it has not been clarified. These are interesting further research topics.
