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Abstract
We start by reviewing several results that have been obtained by the author concerning a general model of population growth
in a randomly varying environment of the form dN/dt = (g(N )+ σ(N )ε(t)) N , where N = N (t) is the population size at
time t . In this general model we have assumed that the per capita growth rate (1/N )dN/dt has an “average” value g(N ) and is
perturbed by a white noise σ(N )ε(t) describing the effect of environmental fluctuations, where σ(N ) is the noise intensity and
ε(t) is a standard white noise. This model generalizes the specific models that have been proposed in the literature by several
authors, which consider specific functional forms for the “average” growth rate g(N ) and for the noise intensity σ(N ). Since
little is known about the specific functional forms, by considering general functions g(N ) and σ(N ), subjected only to a few mild
assumptions mostly dictated by biological considerations, we aim at obtaining results that are model robust. We review results on
“mathematical” extinction and existence of stationary densities. By “mathematical” extinction we mean population size reaching
zero or converging to zero as time goes to infinity. Since these models are approximations, it is preferable to talk about “realistic”
extinction, by which we mean population size dropping to some low threshold size. We will review previous results by the author
and a co-author on the probability of that happening and on the first passage time by the threshold. We also study the time to reach
a high threshold size, which may be of importance for the study of pest outbreaks. We give an example of application, including
the issues of parameter estimation and prediction. Finally, we briefly consider the extension of these results to harvesting models.
c© 2008 Elsevier Ltd. All rights reserved.
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1. Introduction
Let N = N (t) be the population size at time t ≥ 0 and assume we know the initial population size N (0) = N0 > 0.
In the absence of food, territorial, and other limitations to growth, the per capita growth rate (1/N )dN/dt (we will call
it simply growth rate) would be constant, but such limitations do exist and make the growth rate depend on population
size. So, we obtain deterministic models of the form
1
N
dN
dt
= g(N ).
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Usually, specific models of g(N ) are considered in the literature, and a great variety of them have been proposed.
The classical examples are the logistic model (g(N ) = r(1− N/K )) and the Gompertz model (g(N ) = r ln(K/N )).
But, in fact, data is scarce and very little is known about the specific functional form of the growth rate g(N ) in natural
populations. Therefore, it is better to consider a general function g(N ), so that the results we obtain are model robust.
We will assume that g(N ) is a continuously differentiable function defined for positive N . We will further assume
that it is a strictly decreasing function, which translates the fact that, as population size gets larger, fewer and fewer
resources become available for an individual to survive and to reproduce. By assuming so, we are explicitly excluding
(as the overwhelming majority of the specific models proposed do) populations with Allee effects. We also assume
that large populations cannot grow, i.e., g(+∞) < 0. Let G(N ) = g(N )N be the total growth rate of the population.
We will consider a close population (no migrations) and so we may assume that G(0+) = 0. Since it is highly unlikely
that g(0+) = 0, we will assume that g(0+) 6= 0.
Consider now that the population lives in an environment subjected to random fluctuations which affect the growth
rate. Thus, the growth rate can be written as an “average” growth rate g(N ) perturbed by a noise term. For short
correlation time, we can approximate the noise by a white noise σ(N )ε(t), where ε(t) is a standard white noise
(formally the generalized function derivative of the non-differentiable standard Wiener process W (t)) and σ(N ) is
the noise intensity. Originally, we have considered the noise intensity to be constant but we later allowed it to be
density-dependent since the effect of environmental fluctuations on the growth rate may depend on population size.
We obtain the stochastic differential equation (SDE) model
1
N
dN
dt
= g(N )+ σ(N )ε(t).
We can also write this in the standard SDE format
dN = g(N )Ndt + σ(N )NdW (t). (1)
Models of this type have appeared in the literature since the pioneer work of Levins [1]. They, however, assume
specific forms for the “average” growth rate (like, for example, the logistic or the Gompertz), and for the noise intensity
σ(N ). A list of the more relevant papers in the literature can be seen in [2].
Typically, the random terms proposed in the literature for the SDE (1) come from two rationales:
(a) The one we have mentioned of environmental fluctuations directly affecting the growth rate (1/N )dN/dt
through an additive noise term, in which case the noise intensity σ(N ) is usually assumed to be constant;
(b) Environmental fluctuations affect some parameter appearing in the specific functional form of g(N ) they are
considering, in which case a noise term σε(t) is added to the “average” value of that parameter. For instance, if
g(N ) = r(1 − N/K ) (logistic), noise may affect the parameter r , which is then replaced by r + σε(t), or affect the
parameter L = 1/K , which is then replaced by L + σε(t).
We will consider a general function σ(N ) defined for positive values of N and subjected only to a few mild
assumptions. We will assume that it is twice continuously differentiable and that V (0+) = 0, where V (N ) = σ(N )N
is the total noise intensity (in fact, in the absence of migrations, there can be no fluctuations in population size when
its size is zero). We will also assume that σ(N ) is a strictly positive function. This assumption may be violated by
some models of the type referred to in (b) above that may have some “privileged” population sizes for which the
noise intensity is zero (i.e., for which the growth rate is “miraculously” unaffected by environmental fluctuations). Of
course, nothing prevents the study of such not so realistic models, but we will not consider them here. We will also
need some extra technical assumptions.
In Section 2, we review some relevant facts concerning the solution of autonomous SDE and briefly discuss the
issue of using Itoˆ or Stratonovich calculus. This is an important issue that has to be resolved if one is to apply and
trust this SDE modeling approach. There are different stochastic calculi depending on the definition of stochastic
integrals. The solution of the SDE apparently depends on the calculus used. Sometimes, the solutions look not only
quantitatively different but also qualitatively different. The two main calculi, Itoˆ and Stratonovich, under certain
circumstances, may predict apparently different outcomes concerning population extinction. This led to a controversy
in the literature concerning which calculus is more appropriate to model population growth in a random environment.
We have resolved the controversy (see [2]) and give here a brief account of that resolution.
The author has been obtaining results on “mathematical” extinction and on existence of a stationary density for the
general model (1) (see [3] for the case of constant noise intensity and [4] for the general case). By “mathematical”
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extinction we mean population size reaching zero or converging to zero as time goes to infinity. We review those
results in Section 3.
However, these models are approximations. Note that these continuous state space models allow population sizes
like 0.5, which is not zero, but is certainly an extinct population. Even if we use biomass instead of number of
individuals to measure population size, there is a minimal biomass for an individual, below which the population
should be considered extinct. So, a more realistic concept of extinction for these models would be for the population
to drop below some extinction threshold. That threshold could be, for instance, the minimal possible value for the
population size. Also, these models exclude Allee effects; if Allee effects are present (showing a negative growth
rate for population sizes below some threshold), one way of taking them into account is to consider the Allee effect
threshold as the extinction threshold. Of course, a population extinct in the “mathematical” sense is also extinct in the
“realistic” sense. However, a population may not get extinct in the “mathematical” sense and still get extinct in the
“realistic” sense. A study of “realistic” extinction can be seen in [5–7] and references therein. We review those results
in Section 4, particularly in what concerns the first passage time through the threshold. We also consider in Section 4
the case of a high (rather than a low) threshold, obtaining results that are relevant for the study of pest outbreaks.
In Section 5, we apply the results to a particular case. In Section 6, using that particular case as an illustration, we
consider the issues of parameter estimation and prediction.
Finally, in Section 7 we will consider the extension to general harvesting models of the form:
1
N
dN
dt
= g(N )+ σ(N )ε(t)− h(N )
or, written in the standard format,
dN = (g(N )− h(N )) Ndt + σ(N )NdW (t), (2)
including some previous results of the author (see [8–10]). Here, h(N ) is the harvesting effort (we assume harvesting
policies in which the effort is adjusted according to population size). We assume that h(N ) is a non-negative
continuously differentiable function defined for positive values of N such that H(0+) = 0, where H(N ) = h(N )N
is the yield from harvesting (total harvesting rate). Models of this type appeared in the literature since the pioneering
work of Beddington and May [11]. They, however, assume specific forms for the “average” growth rate g(N ) (like, for
example, the logistic or the Gompertz), for the harvesting effort h(N ) (typically constant) and for the noise intensity
σ(N ) (typically constant). A list of the more relevant papers in the literature can be seen in [10].
Section 8 contains the concluding remarks.
2. Autonomous stochastic differential equations
The autonomous SDE (1) can be written in the form
dN = G(N )dt + V (N )dW (t), (3)
with given initial condition N (0) = N0 > 0 (we assume) and with G(N ) = g(N )N and V (N ) = σ(N )N , both
continuously differentiable. (3) can also be written as a stochastic integral equation
N (t) = N0 +
∫ t
0
G(N (s))ds +
∫ t
0
V (N (s))dW (s), (4)
the solution of which is, by definition, the solution of the SDE with the initial condition N (0) = N0. Since W (t) is a
stochastic process, so is the solution N (t). For each trajectory ω fixed, the integral
∫ t
0 G(N (s))ds can be defined as an
ordinary Riemann integral, but the stochastic integral
∫ t
0 V (N (s))dW (s) cannot be defined as a Riemann–Stieltjes
integral because the integrator W (t) is almost surely (a.s.) of unbounded variation. In fact, for a sequence of
decompositions 0 = tn,0 < tn,1 < · · · < tn,n−1 < tn,n = t (n = 1, 2, . . .) of the integration interval with diameter
converging to zero, the mean square (m.s.) limit of the Riemann–Stieltjes
∑n
i=1 V (N (τn,i ))
(
W (tn,i )−W (tn,i−1)
)
usually depends on the choice of the intermediate points τn,i ∈ [tn,i−1, tn,i ] (the use of limits in m.s. is irrelevant for
this dependence on the choice of intermediate points).
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We have therefore several possible definitions of the stochastic integrals, according to the choice of intermediate
points. The Itoˆ integral corresponds to the non-anticipative choice τi,n = ti,n−1, which avoids “guessing” into the
future. We can define the Itoˆ integral as
(I)
∫ t
0
V (N (s))dW (s) := l.i.m.
n→+∞
n∑
i=1
V (N (tn,i−1))
(
W (tn,i )−W (tn,i−1)
)
. (5)
The “(I)” is to indicate that we are using the Itoˆ integral, but it is customary in this case to drop the “(I)”; “l.i.m.”
represents the m.s. limit. The Itoˆ integral has nice probabilistic properties (is a martingale, has zero mean, and has
variance
∫ t
0 E[V 2(N (s))]ds), but it does not follow ordinary calculus rules. If h(t, n) is continuously differentiable in
t and twice continuously differentiable in n, the following chain rule (Itoˆ rule) applies to Y (t) = h(t, N (t)) (where
N (t) is the solution of the SDE (3)):
dY (t) =
(
∂h
∂t
+ ∂h
∂n
G(N (t))+ 1
2
∂2h
∂n2
V 2(N (t))
)
dt +
(
∂h
∂n
V (N (t))
)
dW (t). (6)
The term 12
∂2h
∂n2
V 2(N (t)) does not appear in the ordinary calculus chain rule.
The other most common choice is the Stratonovich integral, which does not have so nice mathematical properties
but satisfies ordinary calculus rules. By definition, it is an average of two choices of intermediate points:
(S)
∫ t
0
V (N (s))dW (s) := l.i.m.
n→+∞
n∑
i=1
V (N (tn,i−1))+ V (N (tn,i ))
2
(
W (tn,i )−W (tn,i−1)
)
. (7)
Of course, the solution of the stochastic integral equation (4), and therefore the solution of the SDE (3), usually
depends on the choice of the stochastic calculus.
Whether one uses the Itoˆ or the Stratonovich calculus, the solution of the SDE (3), under the assumptions we have
made, exists and is unique up to an explosion time T∞ (see, for instance, [12]) and is a homogeneous diffusion process
with diffusion coefficient
b(x) := lim
1t↓0
Et,x
[
(N (t +1t)− x)2]
1t
= V 2(x) = σ 2(x)x2 (8)
and drift coefficient
a(x) := lim
1t↓0
Et,x [N (t +1t)− x]
1t
=
{
G(x) Itoˆ
G(x)+ 1
4
db(x)
dx
Stratonovich,
(9)
according to whether one uses Itoˆ or Stratonovich calculus (notice that these coefficients are continuously
differentiable). By Et,x [. . .] we mean the conditional expectation E[. . . |N (t) = x].
The fact of having different solutions according to the stochastic calculus adopted poses important problems in
applications. For example, in the case of constant noise intensity σ(N ) ≡ σ , we will see later that, using Stratonovich
calculus, the population will be (“mathematically”) extinct a.s. if g(0+) < 0 (negative values of the “average” growth
rate when population density is low) and will not be (“mathematically”) extinct if g(0+) > 0. However, if we use Itoˆ
calculus, the criterion for (“mathematical”) extinction or non-extinction is whether g(0+) < σ 2/2 or g(0+) > σ 2/2.
The question is: if the “average” growth rate at low population densities g(0+) is positive but smaller than σ 2/2,
will the population become extinct or not? The answer depends on the calculus used. This qualitatively different
predictions of the two calculi are quite perturbing. Which calculus is more appropriate to model population growth in
a random environment?
That led to a controversy in the literature (see details in [2]). Since the SDE is always an approximation, the advise
(based on some limit theorems) was to use Itoˆ calculus if the growth of the population was intrinsically a discrete-
time process (non-overlapping generations) and to use Stratonovich calculus if it was intrinsically a continuous-time
process (overlapping generations). The reason for the first advise was the fact that, under appropriate conditions, the
stochastic difference equations with discrete white noise have solutions that converge to the Itoˆ calculus solution of
the stochastic differential equation as the time step approaches zero. The reason for the second advise was the belief
C.A. Braumann / Computers and Mathematics with Applications 56 (2008) 631–644 635
that real noises are colored (not white) and, under appropriate conditions, the solution of the stochastic differential
equations with colored noise (which follow ordinary calculus rules because the integral of a colored noise has, contrary
to the Wiener process, bounded variation) would converge to the Stratonovich calculus solution of the white noise
stochastic differential equation. The problem, besides the fact that they missed the main point as we will see, is that
it is not easy to say whether time is intrinsically discrete or continuous for a particular population. Even in the non-
overlapping generations case, the breeding seasons are short but are not instantaneous and deaths can occur at any
time. For overlapping generations, births and deaths can occur at any time but are discrete events.
We will now briefly review how [2] resolved this controversy for the constant noise intensity case σ(N ) ≡ σ .
To make the distinction between the two calculi transparent, we will use gi (N ) for the Itoˆ calculus and gs(N ) for
the Stratonovich calculus (no need to distinguish the noise intensities σ(N ) for they play an identical role).
We will have two different models
(I) dN = gi (N )Ndt + σNdW (t) (10)
or
(S) dN = gs(N )Ndt + σNdW (t) (11)
according to whether one uses Itoˆ calculus (we indicate it with “(I)”) or Stratonovich calculus (we indicate it with
“(S)”).
The key to the resolution of the controversy lies in the following question. Do gi (N ) (of the Itoˆ model (10)) and
gs(N ) (of the Stratonovich model (11)) represent the same “average” growth rate in terms of the observed population
dynamics N (t)? The literature implicitly assumed so. The exception was [13], which had already called the attention
to the meaning of the model parameters as an explanation for the differences between the two calculi, but which has
only partially solved the controversy for a limited class of parametric models and only in the asymptotic regime.
In the deterministic model dN = g(N )Ndt , the growth rate for a population with size x is, by definition,
R(x) := 1
x
(
dN (t)
dt
)
N (t)=x
:= 1
x
lim
1t↓0
N (t +1t)− x
1t
= g(x)
For the stochastic model, N (t + 1t) is a random variable and so R(x) is also random and we need to take some
type of average. [2] shows that the arithmetic average growth rate for a population with size x is
Ra(x) := 1x lim1t↓0
Et,x [N (t +1t)] − x
1t
=
gi (x) Itoˆgs(x)+ σ 22 Stratonovich (12)
and the geometric average growth rate for a population with size x is
Rg(x) := 1x lim1t↓0
exp
(
Et,x [ln N (t +1t)]
)− x
1t
=
gi (x)− σ
2
2
Itoˆ
gs(x) Stratonovich.
(13)
Therefore, the so-called “average” growth rate is not any unspecified average, it is the arithmetic average growth
rate under Itoˆ calculus and the geometric average growth rate under Stratonovich calculus. Taking into account the
difference between the two averages, the two calculi give completely coincidental results. In fact, in terms of a
meaningful concrete average growth rate, say the arithmetic average, they give the same solution for the SDE, namely
a diffusion processes with the diffusion coefficient σ 2N 2 and the drift coefficient Ra(N )N (the drift coefficient can
obviously also be written in terms of the geometric average (Rg(N )+σ 2/2)N ). For both, population (“mathematical”)
extinction occurs or does not occur according to whether the geometric average growth rate at low population densities
Rg(0+) is negative or positive. One has, of course, to be consistent and put in the deterministic part of the SDE the
appropriate average for the calculus one intends to use (the arithmetic average for the Itoˆ calculus and the geometric
average for the Stratonovich calculus).
[10] extends the resolution of the controversy to harvesting models (2) with constant noise intensities. [14] extends
the resolution of the controversy to the case of density-dependent noise intensities σ(N ); in this case, however, g(N )
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still means the arithmetic average growth rate under Itoˆ calculus but it is a “generalized” geometric average for the
Stratonovich calculus (which actually coincides with the geometric average when N ↓ 0).
From now on, unless otherwise stated, we will be using Stratonovich calculus.
Let l ≥ −∞ and r ≤ +∞ be the boundaries of the state space of a regular one-dimensional homogeneous diffusion
process N (t)with drift coefficient a(x) and diffusion coefficient b(x). We will be working (see, for instance [15]) with
two functions defined (up to a multiplicative constant) in the interior of the state space, namely the scale density
s(N ) = exp
(
−
∫ N
y0
2a(θ)
b(θ)
dθ
)
(14)
and the speed density
m(N ) = 1
s(N )b(N )
, (15)
where y0 is an arbitrary (but fixed) point in the interior of the state space. The corresponding “distribution” functions
are the scale function and speed function defined by S(N ) = ∫ Nx0 s(z)dz and M(N ) = ∫ Nx0 m(z)dz, where x0 is an
arbitrary (but fixed) point in the interior of the state space. The associated scale measure and speed measure are
defined, for Borel sets B, by S(B) = ∫B s(z)dz and M(B) = ∫B m(z)dz.
One can see, for instance in [15] or [16], that, for l < a < x < b < r ,
u(x) := P[Tb < Ta |N (0) = x] = S(x)− S(a)S(b)− S(a) . (16)
The boundary l is non-attractive if there is a right neighborhood R =]l, y[ of l such that, for l < x < n ∈ R, we
have P[Tl+ ≤ Tn|N (0) = x] = 0, where Tz = inf{t ≥ 0 : N (t) = z} is the first passage time by z when N (0) = x
and Tl+ = limz↓l Tz . This means that it takes longer to approach the boundary than to deviate from there and one
can see, for instance in [15], that this implies that, with probability one, the boundary l is unattainable in finite or
infinite time. One can deduce (see, for instance, [15] or [16]) from (16) that the boundary l is non-attractive if and
only if S(l+) = −∞. Similarly, one can define the non-attractiveness of r and deduce that a necessary and sufficient
condition is S(r−) = +∞.
If both boundaries are non-attractive, the probability mass cannot accumulate at the boundaries and, when the
process is near the boundaries, it is being pushed to the interior of the state space. Therefore, it might happen that the
distribution of N (t) may stabilize and converge as t → +∞ to a distribution with p.d.f. p(n). If that happens, we
call p(n) the stationary density. A necessary and sufficient condition for the existence of a stationary density (see, for
instance, [15] or [16]) is that the speed measure is finite, i.e. M(l, r) = ∫ rl m(z)dz < +∞. In this case, the process is
also ergodic and the stationary density is given by
p(n) = m(n)∫ r
l m(z)dz
. (17)
3. Properties of the general growth model
We will now review the properties of the general SDE model for the growth of a population in a randomly varying
environment:
(S) dN = g(N )Ndt + σ(N )NdW (t). (18)
We will assume that g(N ) and σ(N ) satisfy the assumptions made in Section 1 and that the initial condition
N (0) = N0 > 0 is given.
We also need additional technical assumptions on σ(N ). One possibility is to assume that σ(N ) is bounded
(which is a reasonable assumption), but that is not necessary. We can replace that assumption by the weaker set
of assumptions:
(A)
∫ x0
0+
1
σ(N )N dN = +∞ for some x0 > 0;
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(B)
∫ +∞
y0
1
σ(N )N dN = +∞ for some y0 > 0;
(C) |σ(N )/g(N )| is bounded in a right neighborhood of 0;
(D) |σ(N )/g(N )| is bounded in a neighborhood of +∞.
We will review the results obtained by the author (see [3] for constant noise intensities and [4] for the generalization
to density-dependent noise intensities) on “mathematical” extinction and on existence of a stationary density for the
population size N (t). Actually, the referred results were obtained with a slightly different set of assumptions, but it is
not difficult to adjust to the situation presented here.
In our case, the solution of the SDE (18) is a homogeneous diffusion process with drift and diffusion coefficients
a(N ) =
(
g(N )+ 1
2
(
σ 2(N )+ σ(N )σ ′(N )N
))
N (19)
b(N ) = σ 2(N )N 2. (20)
The scale and speed functions are (with y0 > 0 arbitrary but fixed) given by
s(N ) = σ(y0)y0
σ(N )N
exp
(
−2
∫ N
y0
g(θ)
σ 2(θ)θ
dθ
)
(21)
m(N ) = 1
σ(y0)y0
1
σ(N )N
exp
(
2
∫ N
y0
g(θ)
σ 2(θ)θ
dθ
)
. (22)
The boundaries of the state space are l = 0 (notice that a(0) = 0 and b(0) = 0) and r = +∞. From the
assumptions, it can be proved that S(+∞) = +∞ and, therefore, the boundary +∞ is non-attractive, which implies
that there is no explosion (T∞ = +∞ a.s.) and therefore the solution of (18) exists and is unique for all times t ≥ 0.
If g(0+) < 0, one can show from our assumptions that S(0+) > −∞ and so the boundary 0 is attractive, which
implies that “mathematical” extinction occurs a.s. (and, of course, “realistic” extinction also occurs a.s.). This is the
same behavior as in the deterministic case (σ(N ) ≡ 0).
If g(0+) > 0, one can show from our assumptions that S(0+) = −∞ and so the boundary 0 is non-attractive,
which implies that a.s. “mathematical” extinction does not occur (but “realistic” extinction may occur). This is also
what happens in the deterministic case. However, in the deterministic model, when g(0+) > 0, there is a unique stable
equilibrium point K > 0 (the unique K > 0 such that g(K ) = 0), usually called carrying capacity of the environment,
towards which the population size N (t) converges as t →+∞. In the stochastic model with g(0+) > 0, that does not
happen because the environmental noise would perturb the population size, but since we are also able to show that the
speed measure is finite, we conclude that the process is ergodic and there is a stationary density given by
p(n) = m(n)∫ +∞
0 m(z)dz
(n ∈ (0,+∞)). (23)
Therefore, although the population size N (t) does not stabilize into an equilibrium point, the probability distribution
of N (t) stabilizes into an equilibrium distribution with p.d.f. p(n). We may say that there is a stochastic equilibrium.
For small slowing varying noise intensities σ(N ), one can show that the mode of the stationary distribution is close to
the deterministic equilibrium K . Since for g(0+) > 0 the process is ergodic, it will a.s. reach any threshold value in
the interior of the state space and so “realistic” extinction will always occur. The question is therefore, how long does
it take for “realistic” extinction to occur? We will answer that question in the next section.
4. “Realistic” extinction and first passage time through thresholds
Let us consider thresholds a and b such that l < a < N0 < b < r . Let us denote the first passage time through one
of the thresholds by Tab = min{Ta, Tb} and its kth order moment by
Vk(x) = E[(Tab)k |N0 = x].
It can be shown (see, for instance [15] or [16]) that Vk(x) satisfies the differential equation
1
2
b(x)
d2Vk(x)
dx2
+ a(x)dVk(x)
dx
+ kVk−1(x) = 0,
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Fig. 1. Extinction time Ta when the initial population size is N0 = x .
which, using the scale and speed functions, is easily seen (see for instance [6] or [7]) to be equivalent to
1
2
d
dM(x)
(
dVk(x)
dS(x)
)
+ kVk−1(x) = 0. (24)
Integrating with respect to M(x) and with respect to S(x), using the conditions Vk(a) = Vk(b) = 0 (k = 1, 2, . . .)
and (16), one obtains, for k = 1, 2, . . ., the solution
Vk(x) = 2u(x)
∫ b
x
(S(b)− S(ξ))kVk−1(ξ)m(ξ)dξ + 2(1− u(x))
∫ x
a
(S(ξ)− S(a))kVk−1(ξ)m(ξ)dξ. (25)
Since obviously V0(x) ≡ 1, once can iteratively obtain the moments of any arbitrary order of Tab.
One can also obtain a differential equation for the Laplace transform U (x) := E[exp(−λTa,b)|N0 = x], namely
1
2b(x)
d2U (x)
dx2
+ a(x) dU (x)dx − λU (x) = 0, with condition U (a) = U (b) = 1. If one can solve this equation, the p.d.f.
of Ta,b can be obtained by inverting the Laplace transform.
We can apply (25) to our general model (18) with the assumptions made and assume also that g(0+) > 0, so that
there is no “mathematical” extinction, there is a stationary density and the process is ergodic. We can use (25) with
S(ξ) = ∫ ξx0 s(z)dz and M(ξ) = ∫ ξx0 m(z)dz, where s(z) and m(z) are given by (21) and (22) and x0 > 0 and y0 > 0
are fixed finite arbitrary points.
Let us consider now that the threshold a ∈ (0, N0) is the extinction threshold (may be 2 individuals for sexual
populations, 1 individual for asexual populations, or the threshold for Allee effects if they occur) and say that the
population is “realistically” extinct if it ever reaches that threshold. Although “mathematical” extinction has zero
probability of occurring, “realistic” extinction occurs with probability one (because the process is ergodic in the state
space (0,+∞)) and it happens at time Ta , the first passage time through the extinction threshold (see Fig. 1). So, we
would like to obtain the distribution of the extinction time Ta .
Since the process is ergodic, we can obtain the distribution (and moments) of Ta as the limiting case of the
distribution (moments) of Tab when b ↑ +∞. Let us denote by U(x) := E[exp(−λTa)|N0 = x] and by
Vk(x) := E[(Ta)k |N0 = x] the Laplace transform and the kth order moments of Ta . To obtain U(x) (and then,
the pd.f. of Ta by inverting the Laplace transform) one needs to solve 12b(x)
d2U(x)
dx2
+ a(x) dU(x)dx − λU(x) = 0, with
condition U(a) = 1 and U(+∞) = 0. To obtain Vk(x) one can take the limit as b ↑ +∞ in (25), obtaining
Vk(x) = 2
∫ +∞
x
(S(x)− S(a))kVk−1(ξ)m(ξ)dξ + 2
∫ x
a
(S(ξ)− S(a))kVk−1(ξ)m(ξ)dξ
= 2
∫ x
a
s(ξ)
(∫ +∞
ξ
kVk−1(θ)m(θ)dθ
)
dξ. (26)
In [6], we considered the mean and standard deviation of Ta for the particular cases of the logistic (g(N ) =
r(1 − N/K )) and the Gompertz (g(N ) = r ln(K/N )) models with constant noise intensity (σ(N ) ≡ σ ). We have
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shown, by analytical considerations or by doing the numerical computations and the corresponding graphs, several
properties:
• The standard deviation is of the same order of magnitude of the mean (which is due to the heavy tails of the
extinction time distribution);
• Both the mean and the standard deviation are increasing functions of N0/a = x/a ≥ 1 approaching quickly a
plateaux as N0/a →+∞;
• Both the mean and the standard deviation are decreasing functions of d = a/K (K is the carrying capacity or
deterministic equilibrium) and of the noise intensity σ .
One can similarly determine the distribution of the first passage time Tb through a high threshold b ∈ (N0,+∞)
by letting a ↓ 0. Let us denote by U¯ (x) := E[exp(−λTb)|N0 = x] and by V¯k(x) := E[(Tb)k |N0 = x] the Laplace
transform and the kth order moments of Tb. To obtain U¯ (x) (and then, the pd.f. of Tb by inverting the Laplace
transform) one needs to solve 12b(x)
d2U¯ (x)
dx2
+ a(x) dU¯ (x)dx − λU¯ (x) = 0, with condition U¯ (0) = 0 and U¯ (b) = 1. To
obtain V¯k(x) one can take the limit as a ↓ 0 in (25), obtaining
V¯k(x) = 2
∫ b
x
s(ξ)
(∫ ξ
0
kV¯k−1(θ)m(θ)dθ
)
dξ. (27)
This can be useful to study the problem of pest outbreaks, where the outbreak size b is the population size above
which control measures should be taken to avoid extensive damage and Tb is the outbreak time.
5. Application
Consider the Gompertz model with constant noise intensity
(S) dN = r
(
ln
K
N
)
Ndt + σNdW (t) (28)
with r > 0, K > N0 > 0 and σ > 0.
In this case, g(N ) = r ln(K/N ) and σ(N ) ≡ σ satisfy all the assumptions we have made before and
g(0+) = +∞ > 0. So, “mathematical” extinction has zero probability of occurring and there is a stationary density
p(n) proportional to the speed density m(n). In our case, the drift and diffusion coefficients are
a(n) =
(
r ln(K/n)+ σ 2/2
)
n
b(n) = σ 2n2
and the scale and speed densities are (choosing x0 = K for convenience)
s(n) = x0
n
exp
(
− 2r
σ 2
∫ n
x0
ln(K/θ)
θ
)
= K
n
exp
(
r
σ 2
(
ln
n
K
)2)
m(n) = 1
σ 2Kn
exp
(
− r
σ 2
(
ln
n
K
)2)
.
(29)
The mode of the stationary distribution is K exp
(−σ 2/(2r)), which, for small σ , approximately coincides with the
deterministic equilibrium K .
If we make the change of variable y = ln nK (the range of n is (0,+∞) and the range of y is the real line),
the stationary density of the stochastic process Y (t) = ln N (t)K is proportional to m(n)dn/dy, which is immediately
recognized as a Gaussian p.d.f. Therefore, the stationary distribution of the process Y (t) is Gaussian with mean 0 and
variance σ 2/(2r).
In this case, however, we can obtain an explicit solution of the SDE (28). In fact, with the change of variable just
referred to and using ordinary calculus rules (since we are using Stratonovich calculus), we obtain the following SDE
for Y (t)
dY = −rYdt + σdW (t).
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Therefore er tdY + rer tYdt = σer tdW (t) and so, with Y0 = ln(N0/K ), we obtain, integrating between 0 and t ,
Y (t)er t = Y0+ (S)
∫ t
0 σe
rsdW (s). Since the integrand in the stochastic integral is deterministic, the Stratonovich and
Itoˆ integrals coincide and they are both Gaussian with mean 0 and variance
∫ t
0 σ
2e2rsds = (e2r t − 1) σ 2/(2r). The
explicit solution in terms of the Y (t) process is therefore
Y (t) = Y0e−r t + σe−r t
∫ t
0
ersdW (s), (30)
and is Gaussian with mean Y0e−r t and variance
(
1− e−2r t) σ 2/(2r). Making t → +∞, we obtain for the stationary
distribution of the Y (t) process the Gaussian distribution with mean 0 and variance σ 2/(2r), as we have already seen
directly.
Although “mathematical” extinction has zero probability of occurring, “realistic” extinction occurs with probability
one. However, depending on the parameters and the initial population size, extinction can take a long time. As for the
extinction time Ta , with 0 < a < N0, [6] has obtained, using (26) and (29), the explicit expressions
V1(x) := E [Ta |N (0) = x] =
2
√
pi
r
∫ γ
α
(
1− Φ(√2t)
)
et
2
dt
V2(x) := E
[
T 2a |N (0) = x
]
= 8
√
pi
r2
∫ γ
α
es
2
∫ +∞
s
∫ t
α
(
1− Φ
(√
2z
))
ez
2
dze−t2dtds,
where Φ(·) is the standard Gaussian distribution function and
α =
√
r
σ
ln
a
K
, γ =
√
r
σ
ln
x
K
.
Graphs for the mean and the standard deviation of rTa , respectively rV1(x) and r
(
V2(x)− (V1(x))2
)1/2
, as functions
of N0/a = x/a ≥ 1, are shown in [6] for several values of R = r/σ 2 and d = a/K . The p.d.f. of Ta could only be
obtained by numerical solution of 12b(x)
d2U(x)
dx2
+a(x) dU(x)dx −λU(x) = 0, with condition U(a) = 1 and U(+∞) = 0,
followed by the numerical inversion of the Laplace transform U(x) of Ta .
One can similarly obtain expressions for the outbreak time Tb with N0 < b < +∞.
6. Parameter estimation and prediction
Should we have a parametric model for g(N ), one important issue is the estimation of the parameters. For field
data, we only have one trajectory of the population. For laboratory populations, we may have several trajectories if we
can repeat the experiment under controlled conditions and assume that the several trials all have the same parameters.
Even when we only have one trajectory, which is the most common situation, we can still proceed to parameter
estimation if the process is ergodic, because time-averages over a single trajectory approximate ensemble averages.
Here, we are going to give an illustration for the particular model considered in the previous section and for data
collected over time on a single trajectory of the population. The situation is particularly simple, since we can obtain
the likelihood function because we have an explicit solution (30) (written, for convenience, in terms of the transformed
variable Y ) of the SDE (28).
Let us assume we have observed a single trajectory at times 0 = t0 < t1 < · · · < tk−1 < tk . Let N (0) = N0,
N1 = N (t1), . . . , Nk−1 = N (tk−1), Nk = N (tk) be the corresponding population sizes and let n0 := N0 (assumed
given), n1, . . . , nk−1, nk be the corresponding observed values on the particular trajectory under observation. In terms
of the Y variable, let Yi = Y (ti ) = ln(Ni/K ) and yi = ln(ni/K ). Let pYi |i−1(y|y∗) be the conditional p.d.f. of Yi given
that Yi−1 = y∗ and, with y = ln(n/K ) and y∗ = ln(n∗/K ), let pi |i−1(n|n∗) = pYi |i−1(y|y∗)e−y/K be the conditional
p.d.f. of Ni given that Ni−1 = n∗.
From the Markov property, the log-likelihood function is
L(r, K , σ |n1, . . . , nk−1, nk) =
k∑
i=1
ln pi |i−1(ni |ni−1). (31)
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Fig. 2. Time evolution of population densities (in individuals per cm3) in a Gause 1934 lab experiment with Paramecia Caudatum. The solid line
connects the observed values (one per day) and the doted line connects the values obtained using model (28) with σ = 0 (deterministic environment)
and r = rˆ , K = Kˆ (maximum likelihood estimates for the same model).
From (30), we obtain
Yi = Yi−1e−r(ti−ti−1) + σe−r ti
∫ ti
ti−1
ersdW (s)
and, consequently, the conditional distribution of Yi given that Yi−1 = y∗ is Gaussian with mean y∗e−r1i and variance
σ 2e−2r ti
∫ ti
ti−1 e
2rsds = σ 22r
(
1− e−2r1i), where 1i = ti − ti−1. Therefore,
pYi |i−1(y|y∗) =
1√
2pi σ
2
2r
(
1− e−2r1i) exp
(
− (y − y
∗e−r1i)2
2σ
2
2r
(
1− e−2r1i)
)
.
From (31), we finally obtain
L(r, K , σ |n1, . . . , nk−1, nk) = k2 (− lnpi + ln r − 2 ln σ − 2 ln K )
−
k∑
i=1
(
yi + 12 ln(1− e
−2r1i)+ r
σ 2
(
yi − yi−1e−r1i
)2
1− e−2r1i
)
. (32)
The maximum likelihood estimators can now be obtained by determining the values of r , K , and σ that maximize
(32). Denote by (θ1, θ2, θ3) = (rˆ , Kˆ , σˆ ) the vector of maximum likelihood estimators, which is asymptotically
(as k → +∞) Gaussian with mean (r, K , σ ) and variance–covariance matrix given by the inverse of the Fisher
information matrix. The Fisher information matrix is the matrix
[
−E[ ∂2L
∂θi ∂θ j
]
]
i, j=1,...,k and can be explicitly obtained;
however, since we do not know the values of the parameters, we can only estimate it by replacing in its expression
the parameters by their maximum likelihood estimators. One can then obtain approximate confidence intervals for the
parameters.
We have applied the model and the estimation techniques to Gause’s 1934 data on the protozoan Paramecia
Caudatum raised in the lab under controlled conditions. The population density (in individuals per cm3) is measured
every day for 16 days (k = 16). We have obtained the 95% approximate confidence intervals:
• for r : 0.49± 0.15 per day
• for σ 2: 0.137± 0.096 per day
• for K (carrying capacity in the deterministic case): 58.2± 23.2 individuals per cm3.
One can notice that the confidence intervals are quite wide, which is not surprising since we have very few
observations. The approximation in the confidence intervals is based on asymptotics and might not be very good
for small sample sizes; one may in such cases use bootstrap methods to obtain better approximations.
Fig. 2 shows the observed data and the deterministic curve (corresponding to σ = 0) obtained by using the
maximum likelihood estimators rˆ = 0.49 per day and Kˆ = 58.2 individuals per cm3.
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If one wants to predict future population sizes N (t) for t > tk , it is better to work with the Gaussian random
variable Y (t). A good predictor is (we can use the Markov property)
Yˆ (t) = Eˆ[Y (t)|Y1, . . . , Yk] = Eˆ[Y (t)|Yk] = Yˆke−rˆ(t−tk ),
where Eˆ means the expectation with the parameters replaced by their maximum likelihood estimators and Yˆk =
ln(Nk/Kˆ ). One can then obtain the predictor Nˆ (t) = Kˆ exp(Yˆ (t)).
One way to see how good the model is by estimating the parameters using only part of the observations and then
use the last observations for the comparison between real data and predictions of population sizes for the same time
instants (one can use as a measure of fit the square root of the mean of the squared deviations between observations
and predictions).
7. Harvesting models
We will now review the properties of the general SDE model for the growth of a population in a randomly varying
environment when the population is subjected to harvesting (with harvesting policies such that the harvesting effort
can be adjusted according to population size):
(S) dN = (g(N )− h(N )) Ndt + σ(N )NdW (t). (33)
We will assume that g(N ), h(N ) and σ(N ) satisfy the assumptions made in Section 1 and that the initial condition
N (0) = N0 > 0 is given. Let q(N ) = g(N ) − h(N ), which plays the role that g(N ) played in the no-harvesting
model (18).
However, now, there is no guaranty that q(0+) exists. So, the cases that correspond to g(0+) < 0 and to g(0+) > 0
are now:
(a) q(N ) is negative in a right neighborhood of 0 (harvesting effort exceeds the growth rate at low population
densities);
(b) q(N ) is positive in a right neighborhood of 0 (growth rate exceeds the harvesting effort at low population
densities);
We also need additional technical assumptions on σ(N ). One possibility is to assume that σ(N ) is bounded
(which is a reasonable assumption), but that is not necessary. We can replace that assumption by the weaker set
of assumptions:
(A)
∫ x0
0+
1
σ(N )N dN = +∞ for some x0 > 0;
(B)
∫ +∞
y0
1
σ(N )N dN = +∞ for some y0 > 0;
(C′) |σ(N )/q(N )| is bounded in a right neighborhood of 0;
(D′) |σ(N )/q(N )| is bounded in a neighborhood of +∞.
We now summarize the results obtained by the author (see [8] for the case of constant noise intensity and [9]
for density-dependent noise intensities) concerning “mathematical” extinction and existence of a stationary density.
Actually, the referred results were obtained with a slightly different set of assumptions, but it is not difficult to adjust
to the situation presented here.
The drift and diffusion coefficients and the scale and speed densities are given by expressions similar to (19)–(22),
with the function g replaced by the function q .
It comes as no surprise that:
• In case (a), the boundary 0 is attractive and “mathematical” extinction occurs a.s.
• In case (b), the boundary 0 is non-attractive and a.s. “mathematical” extinction does not occur. Also, we conclude
that there is a stationary density and the process is ergodic.
With these density-dependent harvesting policies and in the case where there is a stationary density, we can now
do sustainable optimization. The classical optimization of the discounted profit over a time horizon leads (see, for
specific models, [17–19]) to unsuitable (from the social and practical points of view) harvesting policies. In fact, such
optimal policies consist in harvesting at the maximum possible rate when population size is above a certain threshold
and do not harvest at all when it is below that threshold. Since population size randomly fluctuates, the optimal
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policy constantly alternates between the harvesting and the non-harvesting regimes. On the contrary, in a sustainable
optimization we make the harvesting effort depend smoothly on population size in such a way that we optimize profit
or yield at the steady-state equilibrium distribution (see, for specific models, [20]).
8. Concluding remarks
We have considered general SDE models for the growth of a population in a randomly varying environment in
which the “average” growth rate and the noise intensity are general functions. By using arbitrary “average” growth
rates and noise intensities satisfying only, besides some mild technical assumption, biologically dictated assumptions,
the conclusions we reach are model robust (hold for all populations satisfying such assumptions). We have reviewed
our previous results on “mathematical” extinction and on existence of a stationary density. These results have been
proved previously by other authors but only for a few specific functional forms of the “average” growth rate and the
noise intensity.
Because the two main stochastic calculi (Itoˆ or Stratonovich) give apparently different solutions and sometimes
even different qualitative behaviors, there was a controversy in the literature over which one is more appropriate
to model these phenomena. So, before reviewing the main results, we have briefly reviewed the resolution of that
controversy. The key is that the “average” growth rate means different averages under the two calculi and, taking into
account the difference between the two averages, the two calculi give completely coincidental results. For convenience
we have worked with Stratonovich calculus, which follows ordinary calculus rules. Under Stratonovich calculus, the
deterministic term of the SDE should be the geometric average growth rate when noise intensity is constant or a more
general type of average similar to the geometric average (and approaching it for low population sizes) otherwise.
We have concluded, under appropriate mild technical assumptions, that “mathematical” extinction occurs if the
geometric average growth rate at low population densities is negative and that “mathematical” extinction does not
occur when the geometric average growth rate at low population densities is positive. In this last case, there is a
stochastic equilibrium, by which we mean that the population size process is ergodic and the distribution of the
population size at time t converges to a steady-state distribution with a stationary density when t →+∞.
Besides “mathematical” extinction (population size becoming 0 or converging to 0), which is an artificial construct
for models with continuously variable population size, we have also considered “realistic” extinction (population
dropping below a certain low positive threshold) and determined that it will always occur. We have shown methods to
study the extinction time (first passage time through the threshold).
We have applied the results and techniques to a particular growth model (Gompertz growth with constant noise
intensity) and, using that model and Gause’s data on Paramecia Caudatum, we have considered the statistical issues
of parameter estimation and prediction.
We then have considered the extension to models of population growth with harvesting, obtaining similar results.
Namely, “mathematical” extinction occurs if, at low population densities, the harvesting effort exceeds the natural
growth rate. “Mathematical” extinction does not occur and the process is ergodic with a stationary density if, at low
population densities, the natural growth rate exceeds the harvesting effort.
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