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Abstract
In this paper, we present an end-to-end video compres-
sion network for P-frame challenge on CLIC. We focus on
deep neural network (DNN) based video compression, and
improve the current frameworks from three aspects. First,
we notice that pixel space residuals is sensitive to the pre-
diction errors of optical flow based motion compensation.
To suppress the relative influence, we propose to compress
the residuals of image feature rather than the residuals of
image pixels. Furthermore, we combine the advantages
of both pixel-level and feature-level residual compression
methods by model ensembling. Finally, we propose a step-
by-step training strategy to improve the training efficiency
of the whole framework. Experiment results indicate that
our proposed method achieves 0.9968 MS-SSIM on CLIC
validation set and 0.9967 MS-SSIM on test set.
1. Introduction
Video data has occupied more than 80% internet trans-
mission resources [5] in recent years, and the percentage
will be increased even further. As the demand for video
transmission grows, traditional video codec has been stud-
ied for decades as a way to save internet bandwidth. It typi-
cally tackles the compression problem with four basic steps:
prediction, transform, quantization and entropy coding. Al-
though it has been developed for many years, it still updates
a new generation every 8 to 10 years, and each generation
can bring nearly 50% gain on bandwidth saving.
Recently, deep learning technology opens countless pos-
sibilities in further improving the coding performance [4,
12, 9, 4, 7, 6]. Unlike traditional video codec, DNN based
methods can jointly optimize their network components
in an end-to-end manner, which can further improve the
rate-distortion performance of compression [9]. Among
DNN based methods, Chen et al. [3] first propose to pre-
dict block of pixels autoregressively, and the residuals is
∗Corresponding author.
encoded by an autoencoder. Besides, Wu et al. [12] pro-
pose a interpolation-based approach with traditional motion
vectors. They recurrently compress the residuals condi-
tioned on warped reference frames and context. Following
conventional video coding architecture, Lu et al. [9] pro-
pose an end-to-end trainable framework by replacing all
key components in the classical video codec with DNNs.
In their framework, optical flow is used for motion com-
pensation, and two autoencoders are adopted to encode the
corresponding optical flow and residuals, respectively. [6]
perform temporal interpolation by the decoded optical flow
and blending coefficients, and directly quantize the latent
space residuals by reusing the same autoencoder of image
compression. Besides, Habibian et al. [7] propose a rate-
distortion autoencoder which consists of a 3D autoencoder
transform and an autoregressive model for entropy coding
in latent space.
In this paper, we propose an end-to-end video compres-
sion framework based on [9] for CLIC 2020 P-frame task.
We focus on improving the performance of residual coding,
which is not fully explored in previous methods. Our con-
tributions can be summarized as follows:
• We compress the residual information from the per-
spective of feature level instead of pixel level, which
can effectively suppress the influence of motion com-
pensation error.
• We involve both of our pixel-level and feature-level
residual compression methods within an ensemble
model, which further improves the compression per-
formance.
• To reduce the difficulty of training multiple modules
from scratch, we thus design a step-by-step training
strategy to improve the training efficiency.
2. Method
2.1. Overall Framework
In this section, we give a high-level overview of our
framework. Figure 1 shows the overall coding pipeline as
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Figure 1: The overall framework of our proposed method.
well as basic components. Brief summarization on these
components is introduced as follows:
Motion Estimation. We apply PWC-Net [11] as our mo-
tion estimation network to compute optical flow between
two adjacent frames. Specifically, the target frame x1 and
the reference frame x0 are fed into the motion estimation
network to extract motion information f , which will be en-
coded by motion compression module.
Motion Compression. To compress optical flow for
transmission, we propose a VAE based motion compression
network based on the factorized-prior model proposed by
[2]. We replace GDN with residual blocks and further add a
downsampling layer. This is because the spatial redundancy
in optical flow is much higher than that in image. Through
motion compression, we can obtain reconstructed optical
flow fˆ for motion compensation.
Motion Compensation. In motion compensation, we try
to obtain prediction frame x1 through the decoded optical
flow fˆ and the reference frame x0. Detailed structure of the
motion compensation network can be seen in [9].
Residual Compression. We aim to encode the residual
information between the compensation frame x1 and the
original frame x1. There are two variants of our residual
compression networks as shown in 2. For the first vari-
ant, we directly compute the pixel space residuals which
then are compressed as image data. We employ our pixel-
level residual compression network based on the hyper-
prior model in [2]. For the second variant, we calculate
and compress residuals in feature domain. The correspond-
ing feature-level residual compression network will be de-
scribed in section 2.2.
Post-process Inspired by the success of image quality
enhancement networks, we add GRDN [8] as our post-
process network to enhance the quality of reconstructed
frame xˆ1 after residual compression. The final output of
the post-process network is denoted as x′1.
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(a) Residual compression on pixel level.
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(b) Residual compression on feature level.
Figure 2: Two residual compression methods in our frame-
work.
2.2. Feature-level Residuals
Residual compression module plays an important role in
exploring the remaining spatial redundancy conditioned on
motion compensation frame. Traditional approaches typi-
cally calculate and compress the residuals in pixel space.
However, the corresponding residuals are easily affected by
the prediction error from optical flow based motion com-
pensation. Instead of directly computing pixel-level residu-
als, we propose to compress the residuals of image feature.
As shown in Figure 2(b), the compensation frame x1 and
the target frame x1 are transformed into feature space by a
shared feature encoder, and then the residual of their feature
is compressed by a variational autoencoder. Note that dif-
ferent from the work [6] which directly compute and quan-
tize latent space residuals to reuse image compression net-
work, our method calculate residuals in high-dimensional
feature space and further transform the residuals into a dis-
crete latent representation.
The detailed structure of the proposed residual compres-
sion networks is illustrated in Figure 3. Similar to exiting
work [2] for learned image compression, the VAE for resid-
ual compression consists of an autoencoder transform and
a hierarchical entropy model. The autoencoder first trans-
forms the feature-level residual r into a quantized latent
representation mˆ and then maps it back to reconstruction rˆ.
A non-parametric, fully factorized density model proposed
by Balle´ et al. [2] is used for estimating the distribution of
the hyperprior zˆ. Conditioned on zˆ, the distribution of each
latent mˆi is modeled as a Gaussian Mixture convolved with
a unit uniform distribution:
pmˆ|zˆ(mˆ | zˆ) =
∏
i
(
K∑
k=1
pii,kN (µi,k, σ2i,k) ∗ U(−
1
2
,
1
2
))(mˆi)
(1)
where k denotes the index of mixtures. We use K = 3 in
our experiments. The parameters of weight, mean and scale
are predicted by the parameter network. Following the work
of [1], we replace the rounding function Q (quantization)
with additive uniform noise during training.
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Figure 3: Framework of residual compression in feature space. Q represents quantization and AE, AD respectively represent
arithmetic encoder and arithmetic decoder. The parameters of convolution are denoted as numbers of filters, kernel size/down-
or upsampling stride, where ↓ indicates down sampling and ↑ indicates up sampling.
2.3. Model Ensemble
When motion compensation is accurate, feature-level
residuals have no more advantage than pixel-level residuals.
To further improve the compression performance, we train
two individual P-frame frameworks which contain the two
residual compression networks shown in Figure 2, respec-
tively. When encoding the validation dataset, both of the
frameworks are used to compress each sequence and then
an optimal assignment is chosen by a knapsack solver given
the target bitrate. Experimental results show that the ensem-
ble of these two frameworks outperforms any of them.
2.4. Training Strategy
Loss Function. The overall rate-distortion (R-D) loss
function can be fomulated as follows:
L = Rf +Rr + λd(x1,x′1) (2)
where Rf and Rr represent the rate of optical flow and
residual, respectively. The distortion d is measured using
MS-SSIM and the coefficient λ controls the R-D trade-off.
Step-by-step Training. It is hard to train the whole
framework from scratch. Therefore, we divide the training
procedure into pre-training stage and fine-tuning stage. In
the pre-training stage, we first train the motion compression
and motion compensation networks, keeping the parame-
ters of the pre-trained PWC-Net in [11] fixed. Then the
residual compression networks are added for joint training
with a large λ. This is to avoid information loss in pre-
training stage. The post-process network is pre-trained on
our learned image codec. In the second stage, we jointly
fine-tune all of the modules with different λ.
3. Experiments
3.1. Implementation Details
We train our P-frame compression model with two
datasets provided by Vimeo-90K[13] and CLIC, respec-
tively. The Vimeo-90k dataset consists of 89800 clips in an
RGB format and the CLIC dataset contains about 466684
frames of YUV420 format. The YUV420 images in the
CLIC dataset are converted into YUV444. Each pair of
frames are randomly cropped into 256x256 patches during
training. The mini-batch size is set as 8.
In the pre-training stage, we train our model on the
Vimeo-90k dataset using the learing rate of 5 × 10−5. In
the fine-tuning stage, we set learning rate to 1 × 10−5 and
jointly fine-tune the whole framework on the CLIC dataset.
We convert x1 and x′1 back into YUV420 format to calcu-
late distortion when fine-tuning. It takes about 7 days to
complete the training procedure using two GTX 1080 Ti
GPUs.
The total size in P-frame task, which consists of the com-
pressed data size and model size, should be no more than a
target size. Thus, we train our framework with different
λ and select two most promising models to perform bit-
allocation by a knapsack solver.
3.2. Experimental Results
We evaluate several design choices on the CLIC valida-
tion dataset. Specifically, we evaluate the benefits of the
post-process module, the proposed feature-level residuals
and the multi-model ensemble. For a fair comparison, two
models trained by different λ are used to make bit-allocation
for each framework .
Evaluation results are shown in Table 1. It is obvi-
ous that the proposed feature-level residuals consistently
bring performance gain, with or without post-process net-
works. When GRDN is included, significant performance
improvement occurs on the framework of pixel-level resid-
uals. Compared with GRDN, the results in second and
third rows indicate that our feature-level residual compres-
sion module performs better with less model parameters.
The ensemble modeling further improves the performance
as shown in the fifth and sixth rows of the table. Due to
time reason, we only submit the version which achieves
Table 1: Evaluation results on P-frame validation dataset.
Model
#
Pixel-level
residuals
Feature-level
residuals GRDN Ensemble Data size Model size MS-SSIM
# 1 X 38205911 79114205 0.996302
# 2 X X 37788576 120847836 0.996619
# 3 X 38133059 86399558 0.996645
# 4 X X 37716003 128105152 0.996700
# 5 X X X # 1, # 4 37960950 103610323 0.996792
# 6 X X X # 2, # 4 37735411 126164272 0.996866
* The unit of data/model size is Byte. For P-frame challenge in CLIC, we limit the total size to 3,900,000,000 bytes, which is
calculated as follows: model size + 100 × data size.
0.996792 MS-SSIM on validation dataset. Our final ensem-
ble model, which reaches 0.996866 MS-SSIM, is comprised
of the models in the second and fourth rows.
To satisfied the limitation of decoding time, the autore-
gressive entropy model in [10] is not implemented in our
framework. The introduction of autoregressive models can
further boost the performance for both motion compression
and residual compression modules.
4. Conclusion
In this paper, we propose an end-to-end video compres-
sion framework for the P-frame challenge in CLIC 2020.
Firstly, we propose a feature-level residual compression net-
work to reducing the effects of motion compensation er-
ror. Secondly, we combine two different residual compres-
sion frameworks in an ensemble model to further improve
the performance. Lastly, a step-by-step training strategy
is proposed to further improve the training efficiency. As
shown in the leaderboard of P-frame validation, our team
’IMCL MSSSIM’ achieved 0.9968 MS-SSIM score. In the
future, finding an end-to-end structure to jointly exploit both
pixel-level and feature-level residuals would be an interest-
ing direction.
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