Abstract. We prove that the sum of multiple zeta-star values over all indices inserted two 2's into the string 3, 1, . . . , 3, 1 is evaluated to a rational multiple of powers of π 2 . We also establish certain conjectures on evaluations of multiple zeta-star values observed by numerical experiments.
Introduction/Main theorem
We discuss some explicit evaluations of multiple zeta values (MZV's for short) and multiple zetastar values (MZSV's for short), which are defined, for positive integers k 1 , k 2 , . . . , k n with k 1 ≥ 2, by the convergent series ζ(k 1 , k 2 , . . . , k n ) = [7, 3, 15, 20] . For MZV's, the following evaluation was proved by many authors [8, 18, 5, 17 for n > 0 in [18] , which was solved in [4] by using certain property of the iterated integral shuffle product rule. Kontsevich and Zagier gave another proof of the formula in connection with the Gauss hypergeometric function ( [11] ). In [6, 13] , the following more general identity is proved: for any non-negative integers n and m with n + m > 0, we have 
where {2} j stands for the j-tuple of 2. More precise conjecture is introduced in [4, Conjecture 1] . While the special evaluations are well studied in the MZV's case, there are less observations on special evaluations of MZSV's. For m > 0, the property
is proved for example in [8, 19, 1, 17] . In [12] , formulas for n ≥ 0 are proved.
In the present paper, we prove the following result.
Theorem 1.1. For any non-negative integer n, we have j0+j1+···+j2n=2 j0,j1,...,j2n≥0
In section 2, we state a bit more general formula, which yields Theorem 1.1. In section 3, we prove our main theorem (Theorem 1.1). In section 4 we give more precise conjectures on some special evaluations of MZSV's, which are observed by numerical experiments. We give some remarks on our conjectures in section 5.
Key identities
To prove our main theorem, we describe some key identities here. It is suitable for stating our key identities to use the algebraic setup of MZV's and MZSV's introduced by Hoffman [9] as follows.
Let the symbol H be the noncommutative polynomial algebra in two indeterminates x and y, and H 1 , H 0 its subalgebras:
The degree of a word is called its weight. We put z l = x l−1 y for l ≥ 1. The algebra H 1 is the noncommutative polynomial algebra over Q freely generated by {z 1 , z 2 , z 3 , . . .}. We define two Q-linear maps Z, Z : H 0 → R respectively by
and
which are usually called the evaluation maps. The weight of a word is that of the corresponding MZV or MZSV. It is well known that any MZSV can be expressed as a Q-linear combination of MZV's and vice versa. For example, we have
Let γ be the automorphism on H characterized by
We define the Q-linear map d :
for any word w ∈ H. Then the linear transformation between MZV's and MZSV's is expressed as
Let * : H 1 × H 1 → H 1 be the Q-bilinear map defined, for any words w, w ′ ∈ H 1 and any positive integers k 1 , k 2 , by 1 * w = w * 1 = w and the recursive rule
It is known that the product * is commutative and associative ( [9] ). The product * is called the harmonic product on H 1 . We find that H 0 * H 0 ⊂ H 0 and the map Z is a homomorphism with respect to the harmonic product.
As is defined in [13] , we introduce another Q-bilinear map x :
for any words w, w ′ ∈ H 1 and any positive integers k 1 , k 2 . We see that the product x is commutative and associative. However, we notice that each of the evaluation maps Z and Z can not be a homomorphism with respect to the product x.
Under these notations, we have the following formulas.
Theorem 2.1. Let a, b, c be positive integers. For any integer n ≥ 0, we have
Theorem 2.1 is the core property to prove our main theorem (Theorem 1.1). The proofs of theorems are presented in the next section.
Proofs
First we prove Theorem 1.1 by assuming Theorem 2.1, the proof of which is given next.
Proof of Theorem 1.1. By putting a = 3, b = 1 and c = 2 into (α n ) of Theorem 2.1, we have
By the harmonic product rule (3), the third term of the right-hand side of (5) can be written as
Evaluating (5) via the map Z, we obtain j0+j1+···+j2n=2 j0,j1,...,j2n≥0
where {3, 1} l stands for the string 3, 1, . . . , 3, 1 2l
and MZ(S)V of the empty index is regarded as 1.
, the formula (1) for m = 2 and j0+j1+···+j2n=m j0,j1,...,j2n≥0
for m = 0, 1 (see [8, 6, 19, 1, 12] for example). Therefore the right-hand side of (6) is expressed as a rational multiple of π 4n+4 and we conclude the theorem.
Next we prove Theorem 2.1. For integers a, b, c > 0 and i, j, k ≥ 0, we put
. By the definition of the product x, we obtain the following identities:
for n ≥ 0.
Proof of Theorem 2.1. The proof goes by induction on n such as
We find that the identities (α 0 ) and (β 0 ) hold by simple calculation. Assuming that it has been proved up to (β n−1 ), we prove (α n ). The key identity is
where z ki+1 · · · z kn = 1 if i = n. Using this key identity, we obtain
In the same way, we find
These four identities add up to the left-hand side of (α n ) because of (7). Therefore, again using (7), we obtain
So, it is sufficient to show that the right-hand side of the above identity equals to the right-hand side of (α n ). First we have
In the same way, we have
Using the above two identities and (7), we obtain
for n ≥ 0. By this identity and the harmonic product rule (3), we write the first term of the right-hand side of (α n ) (divided by the coefficient 2) as
Note that the key identity (8) shows
for l ≥ 1. By using the x-product rule (4) and the identity (23), the second term of the right-hand side of (α n ) is calculated as
Expanding the first and the second terms of the right-hand side by the harmonic product rule (3), we have
and i+j+k=n−1 k≥1
We see that identities
hold. Therefore we have
By (24) and the harmonic product rule (3), the third term of the right-hand side of (α n ) (divided by the coefficient −4) is calculated as
By (24),
Also we have
Hence we find
we have
By (24) and the harmonic product rule (3), the fourth term of the right-hand side of (α n ) (divided by the coefficient −1) is calculated as
Hence we find (50) + (51) + (53) + (54) =
Following identity is shown by [12, Theorem 7 (5)] (where the map d is denoted by S) and (7):
for n ≥ 0. By induction hypothesis and (59), we have Also we immediately find that
We have already observed that the left(resp. right)-hand sides of these seven equations add up to the left(resp. right)-hand side of the identity (α n ). Therefore we prove (α n ). In the same way, (β n ) can be proved by using the induction hypothesis and (α n ) for n. This completes the proof of Theorem 2.1.
Conjectures
We discover more general formulas when we search relations among MZV's and MZSV's based on numerical experiments. For non-negative integers j 0 , . . . , j 2n , put
We write two operators as
Let us denote by S n the symmetric group of degree n. For a vector S = (j 0 , . . . , j n ) and σ ∈ S n+1 , we define σS = (j σ(0) , . . . , j σ(n) ). 
which is well known. For the vector S = (0, 0, 0), Conjecture 4.3 reads
which is verified in section 5. For the vector S = (1, 0, 0), Conjecture 4.3 reads
We expect that these conjectures are primitive, i.e., partial sums of the left-hand side of our conjectures cannot be rational multiples of powers of π 2 . Conjecture 4.1 reduces to ζ
if m = 0, and Conjecture 4.3 to ζ ⋆ ({2} m ) ∈ Q · π 2m if n = 0. Both have been already proved (for example, see [19, 12] ).
Moreover, we experimentally verify the following formulas. The formulas can be proved algebraically for lower weights by using known relations such as extended double shuffle relation ( [10] ). Some are discussed in the next section. But in general, we have not proved them yet. 
B) For any integer n ≥ 0, we have
C) For any integer n ≥ 1, we have
Remarks
Instead of the assertion A) of Conjecture 4.5, we prove the following weaker identity:
Proposition 5.1. For any non-negative integer n, we have
Proof. Using the cyclic sum formula ( [14] ) for the index (3, 2, . . . , 2 n−2 ), we have
for n ≥ 1. We also find
(see [2, 19] ). Because of the Euler's formula ζ(2n) = (−1)
(where B j denotes the j-th Bernoulli number), it is enough to show
This equality holds since the generating function of the left-hand side coincides with that of the right-hand side, that is,
Lastly, we give a verification of A) and B) of Conjecture 4.5 in the first non-trivial case (in the case of m = n = 1) by using the extended double shuffle relation proved in [10] .
The extended double shuffle relation states as follows (see [10] for details). Let x : H × H → H be the Q-bilinear map defined, for any words w, w ′ ∈ H and u, v ∈ {x, y}, by 1 x w = w x 1 = w and uw x vw ′ = u(w x vw ′ ) + v(uw x w ′ ).
The product x is commutative and associative on H, which is called the shuffle product. We immediately find that H By using Risa/asir, an open source general computer algebra system, we found the following two identities (of weight 6):
= −reg x (xy * yx 2 y − xy x yx 2 y) − reg x (x 2 y * x 2 y − x 2 y x x 2 y)
− reg x (x 2 y * xy 2 − x 2 y x xy 2 ) + 4reg x (x 3 y * y 2 − x 3 y x y 2 )
+ 2reg x (x 4 y * y − x 4 y x y) − 5reg x (x 3 y 2 * y − x 3 y 2 x y)
+ 2reg x (x 2 yxy * y − x 2 yxy x y) + 5reg x (xyx 2 y * y − xyx 2 y x y) and 3d(z 3 z 1 z 2 ) − d(z 3 z 1 ) * d(z 2 ) − d(z 2 z 2 z 2 ) = −reg x (x 2 y * xy 2 − x 2 y x xy 2 ) + reg x (x 2 y 2 * xy − x 2 y 2 x xy)
+ 2reg x (x 3 y * y 2 − x 3 y x y 2 ) + reg x (x 4 y * y − x 4 y x y)
+ 2reg x (x 3 y 2 * y − x 3 y 2 x y) + 2reg x (x 2 yxy * y − x 2 yxy x y)
+ 2reg x (xyx 2 y * y − xyx 2 y x y).
Since the weight is relatively small, these formulas are verified by calculating perseveringly. Applying the evaluation map Z to these identities, we conclude A) and B) of Conjecture 4.5 when m = n = 1, which also give a verification of the second formulas stated in Example 4.2 and 4.4.
