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Abstract
By controlling coefficients and decaying order of time-decaying harmonic potentials,
the velocity of a quantum particle is decelerated by the effect of harmonic potentials
but the particle is non-trapping. In this paper, we consider the quantum system with
controlled harmonic potentials. By defining the wave operators for this system and suit-
able range of these, we can prove the existence and completeness of wave operators with
respect to the short-range potentials V (t, x) satisfying |V (t, x)| = o((1 + |x|)−1/(1−λ))
for some λ, 0 < λ < 1/2.
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1 Introduction
We consider a dynamics of a quantum particle under the influence of time-dependent har-
monic potentials. Define the time-dependent harmonic potentials by k(t)x2/2, where x =
(x1, · · · , xn), n ∈ N is the position of the particle and k ∈ L∞(R). Then the free time-
dependent Hamiltonian under consideration is described by
H0(t) = p
2/(2m) + k(t)x2/2, (1.1)
where p = (p1, · · · , pn) = −i(∂1, · · · , ∂n) and m > 0 are the momentum and the mass of the
particle, respectively. Define U0(t, s) by the propagator for H0(t), that is, a family of unitary
operators {U0(t, s)}(t,s)∈R2 in L2(Rn) and each components satisfying
i∂tU0(t, s) = H0(t)U0(t, s), i∂sU0(t, s) = −U0(t, s)H0(s),
U0(t, θ)U0(θ, s) = U0(t, s), U0(s, s) = Id.
Here let us investigate the asymptotic behavior of the particle governed by the H0(t). Define
the observables
x0(t) := U0(t, 0)
∗xU0(t, 0), p0(t) := U0(t, 0)
∗pU0(t, 0)
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and then commutator calculation shows that
x′0(t) = p0(t)/m, p0(0) = p,
x′′0(t) + (k(t)/m)x0(t) = 0, x0(0) = x, x
′
0(0) = p/m,
where x′0(t) = (∂tx0)(t) and x
′′
0(t) = (∂
2
t x0)(t). Define the fundamental solutions ζ1(t) and
ζ2(t) as solutions to
ζ ′′j (t) +
(
k(t)
m
)
ζj(t) = 0,
{
ζ1(0) = 1,
ζ ′1(0) = 0,
{
ζ2(0) = 0,
ζ ′2(0) = 1,
(1.2)
and then we have x0(t) = ζ1(t)x + ζ2(t)p/m and p0(t) = mζ
′
1(t)x + ζ
′
2(t)p. For the case
where the k(t) is a periodic function in t, the equations (1.2) are called Hill’s equation and
asymptotic behavior of the solutions of (1.2) are well known. By using the results of the study
of Hill’s equation, spectral theory, scattering theory and related issues were considered by
Korotyaev [19], Hagedorn-Loss-Slawny [11], Huang [14], Adachi-Kawamoto [3] and Kawamoto
[16].
As the other study of (1.2), the case where k(t) is decaying on time is also considered. In
the case of k(t) = c0t
−2−c1 for c0 6= 0 and c1 > 0, it is well known that the solution of (1.2)
satisfies ζ1(t)/t ∼ c2 and ζ2(t)/t ∼ c3 for some c2, c3 ∈ R, see e.g. Willett [23] and Naito
[21]. Hence the classical trajectory is very similar to the case of k(t) ≡ 0. Although this
system is very similar to a system considered by Yafaev [24] or Kitada-Yajima [18], (see also
Kato-Yoneyama [17]), the scattering theory for this case has not been considered yet, as far
as we know.
On the other hand, in the case of k(t) = c4t
−2+c5 , c4 6= 0 and c5 > 0, the solution of
(1.2) behaves like ζ1(t) ∼ tc6 cos(θ1(t)) and ζ2(t) ∼ tc6 sin(θ2(t)), asymptotically in t, with
0 < c6 < 1 and some functions θ1(t) and θ2(t) satisfying |θj(t)| → ∞ as t→∞. These facts
can be proven by applying the approach of Hochstadt [15]. In this case, the quantum particle
will move out the any compact regions but it also will come back to the origin infinity times.
This movement makes difficult even to prove the existence of wave operators and hence there
are no works associate with scattering theory for this model.
Above all, the scattering theory for the harmonic potentials with time-decaying coeffi-
cients have not been considered yet. Hence in this paper, we shall deal with a simple model
of time-decaying harmonic oscillators k(t), which satisfies the following assumptions:
Assumption 1.1. Assume that the coefficient k(t) in (1.1) satisfies
k(t) =
{
kC(t), 0 ≤ |t| ≤ r0,
kt−2, |t| > r0,
(1.3)
where kC(t) ∈ L∞([−r0, r0]), r0 > 0 is a given large constant and 0 < k < m/4. Moreover,
assume that both of solutions of (1.2) with respect to (1.3) are included in C1(R) and are
twice differentiable functions.
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Additionally, let us define λ, 0 < λ < 1/2 as the small one of the solution to λ(λ− 1) +
k/m = 0, i.e.,
λ =
1−√1− 4k/m
2
.
Under Assumption 1.1, for ±t > r0, we have that (±t)λ and (±t)1−λ are linearly independent
solutions to f ′′(t)+kt−2f(t)/m = 0, respectively. Hence for t > r0, ζj(t) can be represented as
ζ1(t) = c1t
1−λ+ c2t
λ, ζ2(t) = c3t
1−λ+ c4t
λ, and that gives x(t) = ζ1(t)x+ ζ2(t)p/m = O(t1−λ)
and x′(t)φ = mζ ′1(t)x + ζ
′
2(t)p/m = O(t−λ) holds on S (Rn). Therefore, it seems that the
scattering theory is easier to consider than other cases. On the other hand, noting x(t) =
x + tp/m = O(t) and x′(t) = p/m = O(1) holds for the case k(t) ≡ 0, it can be expected
that the velocity of the classical trajectory of the charged particle is decelerated by the
harmonic potentials k(t)x2/2 but the particle is non-trapping. Such a Physical phenomena
have not been considered as far as we know, and hence the aim of this paper is to consider
the scattering theory for this system. An example of k(t) satisfying the assumption 1.1 can
be seen in Appendix §A, and more general case can be seen in Geluk-Maric´-Tomic´ [8]; they
proved that for k(t) which satisfies limt→∞ t
2k(t) = k with 0 < k < m/4, solutions of (1.2)
satisfy
lim
t→∞
ζj(t)/t
1−λ = c˜j ,
for j ∈ {1, 2}, some constants c˜1 and c˜2, and λ = (1−
√
1− 4k/m)/2.
Next, we define H(t) = H0(t) + V (t), where V (t) satisfies the following Assumption 1.2.
Assumption 1.2. V (t) is a multiplication operator with respect to V (t, x) and V (t, x) ∈
L∞(R;C1(Rn)) satisfies that for some ρS,λ > 1/(1− λ),
|V (t, x)| ≤ CS,0 〈x〉−ρS,λ , |∇V (t, x)| ≤ CS,1 〈x〉−ρS,λ−1 , 〈x〉 =
√
1 + x2
holds, where CS,0 and CS,1 are some positive constants.
Clearly, under Assumption 1.2, the uniqueness and existence of the unitary propagator for
H(t), U(t, s), is guaranteed. By noting the simplified k(t), we notice that we can decompose
the propagators U0(t, 0) and U(t, 0) into the simplified propagators by using the approach of
Korotyaev [19].
Proposition 1.3. Let A be a generator of dilation group that is A = x · p + p · x and let
US,0(t, 0) and US(t, 0) be propagators for
HS,0(t) :=
p2
2mt2λ
, and HS(t) :=
p2
2mt2λ
+ V (t, tλx),
respectively. Then the following factorization of propagators holds;
U0(t, r0) = e
imλx2/(2t)e−iλ(log |t|)A /2US,0(t, r0)
and
U(t, r0) = e
imλx2/(2t)e−iλ(log |t|)A /2US(t, r0). (1.4)
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Here it is obtained that
U0(t, 0) = U0(t, r0)U0(r0, 0), U(t, 0) = U(t, r0)U(r0, 0),
and that gives
U(t, 0)∗U0(t, 0) = U(r0, 0)
∗ (U(t, r0)
∗U0(t, r0))U0(r0, 0)
= U(r0, 0)
∗US(t, r0)
∗US,0(t, r0)U0(r0, 0)
Since the usual wave operators W± can be written as
W± = s− lim
t→±∞
U(t, 0)∗U0(t, 0) (1.5)
= s− lim
t→±∞
U(±r0, 0)∗US(t,±r0)∗US,0(t,±r0)U0(±r0, 0),
the wave operators W±S for this model can be defined as
W±S = s− limt→±∞US(t,±r0)
∗US,0(t,±r0) (1.6)
= s− lim
t→±∞
US(t,±r0)e∓i(±t)1−2λp2/(2m(1−2λ))e±ir0p2/(2m(1−2λ)).
Theorem 1.4. Under Assumption 1.1 and 1.2, W±S exist.
This Theorem guarantees Ran(W±S ) 6= ∅.
By noting this factorization, we characterize the range of wave operators as follows:
Definition 1.5. Let us define ϕ1 ∈ C∞0 ([0,∞)) as follows
ϕ1(τ) =
{
1 2κ1 < τ < R1/2,
0 τ < κ1, R1 < τ,
(1.7)
where 0 < κ1 ≪ 1 and R1 ≫ 1 are some constants. Moreover, we define ϕ2 ∈ C∞([0,∞)) as
follows
ϕ′2(τ) ≥ 0,
{
ϕ2(τ) = 0 τ ∈ [0, κ2],
ϕ2(τ) = 1 τ ∈ (2κ2,∞),
where 0 < κ2 ≪ 1 is some constant.
Definition 1.6. Let
ρλ = λ(1− 2λ), (ρλ < 1− λ).
Define W±1 (λ) and W±2 (λ) as follows;
W±1 (λ) =
{
φ ∈ L2(Rn) ∣∣ lim
t→±∞
∥∥(1− ϕ1(p2))US(t, r0)φ∥∥L2(Rn) = 0, for some 0 < κ1 < R1
}
and
W±2 (λ) =
{
φ ∈ L2(Rn) ∣∣ lim
t→±∞
∥∥(1− ϕ2(x2/t2ρλ))US(t, r0)φ∥∥L2(Rn) = 0, for some 0 < κ2
}
,
and we define W±(λ) :=W±1 (λ) ∩W±2 (λ).
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The result of the asymptotic completeness is the followings.
Theorem 1.7. Under Assumption 1.1 and 1.2, the wave operators are asymptotically com-
plete, i.e.,
Ran(W±S ) =W±(λ)
holds, where W±(λ) is a the closed linear hull of W±(λ).
For some technical reasons, we need to take ρλ as above. In the case λ = 0, the range
W±(λ) is very similar to the one considered by [18] and hence our proof will be another proof
of the result of [18] for short-range potentials.
Before the proof of Theorem 1.7, we give the so-called propagation estimates for US(t, r0)
(Proposition 4.1, 4.2 and 4.3) by using the Mourre type estimates and commutator calcula-
tions. This approach is well used in the proof of asymptotic completeness of wave operators
not only quantum system but also relativistic equations, quantum fields theory and so on,
(see e.g. Adachi [1], Adachi-Ishida [2], Adachi-Tamura[4], Bachelot [5], Daude´ [6] Derezin´ski-
Ge´rard, Ge´rard [9], Graf [10] and Herbst-Møller-Skibsted [12]). In particular, we referred to
the approach of Graf [10]. However, since the Hamiltonian HS(t) never commutes with the
propagator US(t, r0), dealing with the time-dependent energy cut-off such like ϕ1(H(t)) is dif-
ficult. In order to get over this difficulty, we use ϕ(p2) as the energy cut-off instead of ϕ(H(t))
since ϕ(p2) commutes with US,0(t, r0). On the other hand, the commutator i[HS(t), ϕ(p
2)]
will not be 0 and which disturb us to mimic the approach of Graf. Hence, in §2, we shall
prove these disturbing terms are included in L1(t; dt) class on the suitable cut-off function
and on the W±(λ). After, in §3, we shall prove the propagation estimates for US,0(t, r0)
and prove existence of wave operators. In §4 we shall prove the propagation estimates for
US(t, r0) and prove existence of inverse wave operators by using the range of wave operators
W±(λ). At the last of §4, we will show the completeness of wave operators.
2 Auxiliary results
In this section, we introduce some estimations in order to simplify the proofs. From this
section to the end of this paper, we only consider the case of t > s > 0. Other cases can be
also proven by the same approach. Moreover, we also assume that r0 > s > 0.
2.1 Notations
We write C as a constant which satisfies 0 < C <∞ and not depend on any other parameters
under considering. We put state space of a particle as L2(Rn) and ‖·‖ (‖·‖L2(Rn) ) denotes a
norm of L2(Rn) and (·, ·) denotes the inner product on L2(Rn). The set of bounded operators
from L2(Rn) to itself is described by B(L2(Rn)), and components of B(L2(Rn)) are denoted
as (bdd). In addition to this, the operator norm on B(L2(Rn)), ‖·‖
B(L2(Rn)), is also described
by ‖·‖.
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We will often use O(·). If a function f(σ) or a σ-parametrized bounded operator B(σ)
satisfies that for |σ| → ∞,
|f(σ)| ≤ C|σ|α, ‖B(σ)‖ ≤ C|σ|α
for some constants C and α, we write f(σ) = O(σα) or B(σ) = O(σα). The commutator of
two operators A and B is described by [A,B] and it is defined by
(i[A,B]φ, ψ) := i (Bφ,A∗ψ)− i (Aφ,B∗ψ) ,
for φ, ψ ∈ D(A) ∩ D(B). For all ψ0 ∈ D(A0) and for some b > 0, if (A0ψ0, ψ0) ≥ b‖ψ0‖2
holds, we write A0 ≥ b. Especially we call A0 is positive if A0 ≥ 0. At last, we sometimes
use 〈x〉 = √1 + x2.
2.2 Definitions
The cut-off function Fε ∈ C∞(R) is define as
Fε(s ≤ θ) =
{
1, s ≤ θ − ε,
0, s ≥ θ, Fε(s ≥ θ) =
{
1, s ≥ θ + ε,
0, s ≤ θ, (2.1)
where ε > 0 is a sufficiently small constant. For θ1 < θ2, we also define
Fε(θ1 ≤ s ≤ θ2) = Fε(s ≥ θ1)Fε(s ≤ θ2).
Moreover, we define sets C∞0,δ(R) and B
∞
δ (R) as follows:
C∞0,δ(R) =
{
φ ∈ C∞0 (R)
∣∣ supp(φ) = {x ∈ R : |x| > δ}} , (2.2)
B
∞
δ (R) =
{
φ ∈ B∞(R)∣∣ supp(φ) = {x ∈ R : |x| > δ}} . (2.3)
We often use the notation L1(t; dt). A function β(t) or t−parametrized operator β(t) satisfies∫ ∞
r0
|β(t)| dt <∞, or
∫ ∞
r0
‖β(t)‖ dt <∞,
then we write β(t) ∈ L1(t; dt) and call β(t) is integarable in t. For some linear operator A,
we often use a notation
(A+ (h.c.)) := .A+ A∗
For some t−parametrized linear operators A(t) and B(t), we define the Heisenberg derivative
of A(t) associated with B(t) by
DB(t)(A(t)) := i[B(t), A(t)] + i
d
dt
A(t).
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2.3 Proof of Proposition 1.3
In this subsection, we shall prove Proposition 1.3. First, we shall prove that for β 6= 0,
e−iβA x2eiβA = e−4βA x2, e−iβA p2eiβA = e4βp2 (2.4)
holds. Since the term associated to p2 can be calculated by the same way, we only consider
the term associated to x2. By simple calculation, it follows
d
dt
e−iβAx2eiβA = −βe−iβAi[A, x2]eiβA = −4βe−iβAx2eiβA,
where [A0, B0] denotes the commutator of selfadjoint operators A0 and B0. Above equation
with initial condition e−iβ×0x2eiβ×0 = x2 implies left hand side of (2.4) holds. By (2.4) we
notice
e−iλ log |t|A /2HS(t) =
(
e−iλ log |t|A /2HS(t)e
iλ log |t|A /2
)
e−iλ log |t|A /2
=
(
p2
2m
+ V (t, x)
)
e−iλ log |t|A /2.
Now we shall prove (1.4). Let U˜S(t, r0) denotes the right hand side of (1.4). Then the
derivative of iU˜S(t, r0) is
i
d
dt
U˜S(t, r0) =
(
mλ
2t2
x2 + eimλx
2/(2t)
(
λ
2t
A
)
e−imλx
2/(2t)
)
U˜S(t, r0)
+ eimλx
2/(2t)
(
1
2m
p2 + V (t, x)
)
e−imλx
2/(2t)U˜S(t, r0)
=
[
mλ
2t2
x2 +
λ
2t
(
x ·
(
p− mλx
t
)
+
(
p− mλx
t
)
· x
)
+
1
2m
(
p− mλx
t
)2
+ V (t, x)
]
U˜S(t, r0)
=
(
1
2m
p2 +
k(t)
2
x2 + V (t, x)
)
U˜S(t, r0) = H(t)U˜S(t, r0),
where we use m(λ − λ2) = k and t > r0. The uniqueness of propagator gives U˜S(t, r0) =
U(t, r0).
2.4 Commutator estimate (Mourre estimates)
In this subsection, we will consider the commutator estimate which is closely related to the
Mourre estimate (see, e.g. Mourre [20] and Yokoyama [25]). Then by mimicking the approach
of the previous works of scattering theory for Schro¨dinger operator H = p2/(2m) + V , we
define the conjugate operator A as
A := x · p+ p · x.
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Straightforward calculation shows that for t > r0
i[HS(t), t
2λ
A ] = 2p2/m− 2t2λ(tλx) · V (t, tλx) (2.5)
In order to deduce the Mourre type estimates, on the energy cut-off ϕ1(p
2), it needs to deduce
the positiveness of the following operator
ϕ1(p
2)
(
2p2/m− 2t2λ(tλx) · V (t, tλx))ϕ1(p2).
On the other hand, in order to deduce the positiveness it needs that |t3λx · ∇V (t, tλx)| ≤
C|t|−δ1 for some δ1 > 0, and hence we assume the specific assumption in the range of wave
operators (in W±2 (λ)), see (4.13) be such that |t3λV (t, tλx)ϕ2(x2/t2ρλ)| ≤ Ct−δ1 .
2.5 Commutator estimates (potential estimates)
The energy p2 satisfies DHS,0(t)(p
2) = 0 but it satisfies DHS(t)(p
2) 6= 0. In the proof of
asymptotic completeness, the term DHS(t)(p
2) = i[V (t, tλx), p2] appears many times. Hence
we give such a term is included in L1(t; dt) on the suitable cut-off function.
Lemma 2.1. For all h(·) ∈ B∞δ (R), φ ∈ L2(Rn) and ρ > 0,
J(t) := h(|x|/tρ)[V (t, tλx), ϕ1(p2)]
〈
tλx
〉N
φ = O(t−(ρS,λ+1−N)(ρ+λ)+λ) (2.6)
holds, where N ∈ {0, 1}.
Proof. At first, we shall prove the case of N = 0. By the Helffer-Sjo¨strand formula (see,
Helffer-Sjo¨strand [13]), for any fixed t,
ϕ1(p
2) =
1
2pii
∫
C
∂zϕ˜1(z)(z − p2)−1dzdz¯,
holds, where ϕ˜1 is called almost analytic extension of ϕ1. By ϕ1 ∈ C∞0 (R), one can choose
ϕ˜1 be such that ϕ˜1 ∈ C∞0 (C) and
|ϕ˜1(z)| ≤ CM0|Imz|M0 〈z〉−M0−1 , (2.7)
for all M0 ∈ N. Then∥∥h(|x|/tρ)i[V (t, tλx), ϕ1(p2)]∥∥ ≤ C
∫
C
|∂zϕ˜1(z)|
× ∥∥h(|x|/tρ)(z − p2)−1 (tλp · ∇V (t, tλx) + (h.c.)) (z − p2)−1∥∥ dzdz¯
holds. Here, for sufficiently large M1 > (ρ)
−1, we have
h(|x|/tρ)(z − p2)−1
=
M1−1∑
M=0
CMt
−ρM
(
x
|x| · p
)M
(z − p2)−Mh(M)(|x|/tρ) + L1(t; dt).
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On the support of h(M)(|x|/tρ), there exists δ2 > 0 such that |x| ≥ δ2tρ holds, which yields
that ∥∥h(|x|/tρ)i[V (t, tλx), ϕ1(p2)]∥∥
≤ Ct−(ρS,λ+1)(ρ+λ)+λ
∫
C
|∂zϕ˜(z)| 〈z〉(M1+1)/2 |Imz|−M1−1dzdz¯.
This and (2.7) give the proof of (2.6) with N = 0.
Since (z−p2)−1 〈tλx〉 = 〈tλx〉 (z−p2)−1+tλ(z−p2)−1×(bdd) and h(|x|/tρ)|∇V (t, tλx)| 〈tλx〉 =
O(t−(ρ+λ)ρS,λ) hold, we also have (2.6) with N = 1, where we use ρ+ λ > λ.
2.6 Estimation for Remainder terms
In the proof of the asymptotic completeness, the following terms often appear:
Aj(t1, t2) :=
∫ t2
t1
(
Θ(t)h(|x|/t1−2λ)(1− ϕj)u(t), u(t)
) dt
mt
, (2.8)
where j ∈ {1, 2}, h ∈ C∞0,δ(R), u(t) = US(t, r0)ψ, ψ ∈ W+(λ),
Θ(t) :=
x
|x| ·
(
p− m(1− 2λ)x
t1−2λ
)
(2.9)
and
ϕ1 = ϕ1(p
2), ϕ2 = ϕ2(x
2/t2ρλ).
In the following Lemma, we shall prove Aj(r0,∞) exists.
Lemma 2.2. Let Aj(t1, t2) is the same one as in (2.8). Then
lim
t1,t2→∞
|Aj(t1, t2)| = 0
holds.
Proof. Define h(·) ∈ C∞0,δ(R) and hˆ(t) =
∫ t
−∞
h(τ)dτ . Here we note hˆ ∈ B∞δ (R) and define
Bj(t) :=
(
hˆ(|x|/t1−2λ)(1− ϕj)u(t), u(t)
)
.
At first, we shall prove A1(t1, t2)→ 0 as t1, t2 →∞. Noting that
DHS(t)(hˆ(|x|/t1−2λ)) =
Θ(t)
mt
h(|x|/t1−2λ) + L1(t; dt),
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O(t−2+2λ) ∈ L1(t; dt), we have
d
dt
B1(t) =
1
mt
(
Θ(t)h
(|x|/t1−2λ) (1− ϕ1)u(t), u(t))
+
(
hˆ
(|x|/t1−2λ) i [V (t, tλx),−ϕ1]u(t), u(t))+ L1(t, dt).
Consequently, we have
|B1(t1)− B1(t2)| =
∣∣∣∣
∫ t2
t1
B′1(t)dt
∣∣∣∣
≥
∣∣∣∣
∫ t2
t1
(
Θ(t)h
(|x|/t1−2λ) (1− ϕ1)u(t), u(t)) dt
mt
∣∣∣∣−
∫ t2
t1
L1(t; dt)dt,
where we use Lemma 2.1 with ρ = 1 − 2λ and N = 0. By the definition of ϕ1 and W+(λ),
we have |B1(t1)− B1(t2)| → 0, and this yields A1(t1, t2)→ 0.
Next we shall prove |A2(t1, t2)| → 0 as t1, t2 → ∞. By using the same approach in the
proof of A1(t1, t2)→ 0, we notice that it is enough to prove
C2(t) :=
(
hˆ(|x|/t1−2λ)DHS(t)(ϕ2(x2/t2ρλ))u(t), u(t)
)
∈ L1(t; dt). (2.10)
On the other hand,
hˆ(|x|/t1−2λ)DHS(t)(ϕ2) =
hˆ(|x|/t1−2λ)
mt2(ρλ+λ)
(
ϕ′2x ·
(
p− m(1− 2λ)x
t1−2λ
)
+ (h.c.)
)
+
2(1− 2λ− ρλ)hˆ(|x|/t1−2λ)ϕ′2(x2/t2ρλ)x2
t1+2ρλ
holds. Since |x| ≤ 2κ2tρλ holds on the support of ϕ′2 and ρλ = λ(1 − 2λ) < 1 − 2λ, we have
that for enough large t and for all r > 0,
|hˆ(|x|/t1−2λ)ϕ′2| ≤ Ct−r(1−2λ)|x|r|ϕ′2| ≤ Ct−r(1−λ−ρλ).
It implies
hˆ(|x|/t1−λ)
mt2(ρλ+λ)
(
ϕ′2x ·
(
p− m(1− 2λ)x
t1−2λ
)
+ (h.c.)
)
ϕ1 and
2(λ− ρλ)hˆϕ′2(x2/t2ρλ)x2
t1+2ρλ
are in L1(t; dt). Hence C2(t) can be divided into(
Λ(|x|/t1−2λ)Θ(t)(1− ϕ1)u(t), u(t)
) 1
mt
+ L1(t; dt),
for some Λ(τ) ∈ C∞0,δ(Rτ ), we have C2(t) is integrable in t by using (2.8) with j = 1.
Corollary 2.3. For all j, l ∈ {1, 2} with j 6= l and l1, l2 ∈ {0, 1}, define
Aj,l,l1,l2(t1, t2) :=
∫ t2
t1
(
Θ(t)h(|x|/t1−2λ)(1− ϕj)ϕl1l (1− ϕl)l2u(t), u(t)
) dt
mt
,
and then Aj,l,l1,l2(r0,∞) exists.
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3 Existence of wave operators
Now let us prove Theorem 1.4. We firstly prove the following propagation estimate for free
propagator U0,S(t, r0).
Proposition 3.1. Let φ ∈ S (Rn) and φˆ ∈ C∞0 (Rn\{0}) with supp(φˆ) = {ξ ∈ Rn | 2ε0 ≤
|ξ|}. Then for all N ∈ N, N > n,∥∥χ(|x|/t1−2λ ≤ ε/(m(1− 2λ)))US,0(t, r0)φ∥∥ ≤ Ct−N(1−2λ)‖ 〈p2 + x2〉N φ‖ (3.1)
holds.
Let ε˜0 := ε0/(m(1 − 2λ)). Note that US,0(t, r0) = e−it1−2λp2/(2m(1−2λ))eir1−2λ0 p2/(2m(1−2λ)).
Then χ(p2 ≤ (3ε˜0/2)2)US,0(t, r0)φ ≡ 0, we only consider the term
χ(|x|/t1−λ ≤ ε˜0)χ((3ε˜0/2)2 ≤ p2)US,0(t, r0)φ.
For simplicity χ˜(p2) denotes χ((3ε˜0/2)
2 ≤ p2). By the Haigenberg derivative
d
dt
(
US,0(t, r0)
∗
(
x− t
1−2λ
(1− 2λ)mp
)2
US,0(t, r0)
)
= 0
gives
‖(x− t1−2λp/((1− 2λ)m))2NU0,S(t, r0)φ‖ = ‖(x− r1−2λ0 p/((1− 2λ)m))2Nφ‖
≤ C‖ 〈p2 + x2〉N φ‖.
Hence we shall estimate
‖χ(|x|/t1−2λ ≤ ε˜0)χ˜(p2)(x− t1−2λp/((1− 2λ)m))−2N‖. (3.2)
By the Fourier transform, for all φ1 ∈ L2(Rn), square of operator norm in (3.2) is equivalent
to
sup
‖φˆ1‖=1
∫
Rn
∣∣∣∣
∫
Rn
eix·ξχ(|x|/t1−2λ ≤ ε˜0)χ˜(ξ2)(x− t1−2λξ/((1− 2λ)m))−2N φˆ1(ξ)dξ
∣∣∣∣
2
dx. (3.3)
Hence we can obtain
(x− t1−2λξ/((1− 2λ)m))−2N ≤
{
Ct−2N(1−2λ), |x| ≤ 1,
Ct−N(1−2λ)|x|−N , |x| ≥ 1,
on the both supports of χ(|x|/t1−2λ ≤ ε˜0) and χ˜(ξ2) and that gives (3.3) is smaller than
Ct−2N(1−2λ) sup
‖φˆ1‖=1
∫
Rn
(1 + |x|)−Ndx×
∣∣∣∣
∫
Rn
|χ˜(ξ2)φˆ1(ξ)|dξ
∣∣∣∣
2
≤ Ct−2N(1−2λ) sup
‖φ1‖=1
‖φ1‖2.
Hence we have ∥∥χ(|x|/t1−2λ ≤ ε˜0)US,0(t, r0)φ∥∥ ≤ Ct−N(1−2λ)‖ 〈p2 + x2〉N φ‖.
Hence, Proposition 3.1 is proven.
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3.1 Proof of Theorem 1.4
We use Cook-Kuroda method. Take φ ∈ S (Rn) as the same one defined in Proposition 3.1.
By the density argument, it is enough to prove
d
dt
US(t, r0)
∗US,0(t, r0)φ ∈ L1(t; dt).
On the other hand, for t > r0,∥∥∥∥ ddtUS(t, r0)∗US,0(t, r0)φ
∥∥∥∥ = ∥∥US(t, r0)∗V (t, tλx)U0,S(t, r0)φ∥∥
≤ ∥∥V (t, tλx)χ(|x|/t1−2λ ≥ ε0)∥∥ ‖φ‖+ ∥∥V (t, tλx)χ(|x|/t1−2λ ≤ ε0)US,0(t, r0)φ∥∥
holds. Since |V (t, tλx)| ≤ CS,0
〈
tλx
〉−ρS,λ and |x| ≥ Ct1−2λ holds on the support of χ(|x|/t1−2λ ≥
ε0), we notice that the first term of above inequality is integrable in t. Moreover by taking
N ≫ 1 enough large so that N(1 − 2λ) > 1, the second term is also integrable. By the
density argument and Cook-Kuroda method gives proof of Theorem 1.4.
4 Asymptotic completeness
At last, we will prove the asymptotic completeness of wave operators. Key for the proof
is deducing so-called minimal velocity estimates by using Mourre estimate. This approach
was considered by Graf [10] in order to establish the many-body scattering theory. The
approach of Graf for the two-body case can be seen e.g., in Der´ezinski-Ge´rard [7], and hence
we shall prove the similar estimates of Proposition 4.4.3, Proposition 4.4.4 and Proposition
4.4.7 of [7] for the Hamiltonian with time-decaying harmonic potentials. In the proof, we use
commutator calculation and some technical approaches and hence we introduce these in §B.
In the following to the end of this section, for all φ ∈ L2(Rn), we write
v(t) = US(t, r0)φ.
4.1 Propagation estimates
As a first step of deducing minimal velocity estimate, we show the following so-called large
velocity estimate.
Proposition 4.1. Let ϕ1 ∈ C∞0 (R) is the same one as in Definition 1.5, and then for all
η0 > 0 and φ ∈ L2(Rn), there exists C > 0 such that∫ ∞
r0
∥∥Fε(θ ≤ |x|/t1−2λ ≤ θ + η0)ϕ1(p2)v(t)∥∥2 dt
t
< C ‖φ‖2 (4.1)
holds, where θ = 2
√
R1/(m(1− 2λ)).
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Proof. For simplicity, we use the notations
F L = Fε(θ ≤ |x|/t1−2λ ≤ θ + η0), ϕ1(p2) = ϕ1.
Define Gε(t) =
∫ t
−∞
Fε(θ ≤ s ≤ θ + η0)2ds, θ = 2
√
R1/(m(1 − 2λ)). Then, by noting
O(t−2+2λ) ∈ L1(t; dt) and Lemma B.3, straightforward calculation shows that
DHS(t)(ϕ1Gε(|x|/t1−2λ)ϕ1) =
ϕ1F
L
mt
Θ(t)F Lϕ1 + L
1(t; dt) (4.2)
holds, where Θ(t) is the same one defined in (2.9) and we use Gε(·) ∈ B∞δ (R) and Lemma
2.1 with ρ = (1− 2λ) and N = 0. By noting the support of F L and ϕ1, one has
ϕ1F
LΘ(t)F Lϕ1 = −ϕ1F L
(
m(1− 2λ)
t1−2λ
|x|+ x|x|p
)
F Lϕ1.
We see ‖pϕ1‖ ≤
√
R1 holds ( see (1.7)). Then by noting Lemma B.1 and Lemma B.3, we get
that (4.2) is smaller than
−1
t
ϕ1F
L
(
θ(1− 2λ)−m−1
√
R1
)
F Lϕ1 + L
1(t; dt),
which means
d
dt
(
Gε(|x|/t1−2λ)ϕ1v(t), ϕ1v(t)
)
≤ −1
t
((
θ(1− 2λ)−m−1
√
R1
)
F Lϕ1v(t), F
Lϕ1v(t)
)
+ L1(t; dt).
By Lemma B.2, Proposition 4.1 can be proven.
As a second step, we will prove so-called middle velocity estimate.
Proposition 4.2. For all φ ∈ L2(Rn), ε2 > ε and ε3 > 2ε, there exists C > 0 such that∫ ∞
r0
∥∥∥∥
(
p− m(1− 2λ)
t1−2λ
x
)
Fε
(
ε2 ≤ |x|
t1−2λ
≤ θ + ε3
)
ϕ1(p
2)v(t)
∥∥∥∥
2
dt
t
≤ C ‖φ‖2 (4.3)
holds, where θ is the same one as in Proposition 4.1.
Proof. Define R ∈ C∞(Rn) as
R(s) =
{
s2, |s| ≥ ε2,
0, |s| ≤ ε2 − ε,
R′′ ≥ 0, (4.4)
where ε < ε2, R
′′ is the Hessian of (∂jkR), where we have to assume that R(s) = 0 holds near
the origin in order to deduce the commutator i[V (t, tλx), ϕ1(p
2)] includes L1(t; dt). However,
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even if we assume R(s) = 0 near the origin, (4.3) can be proven by the standard argument.
Lets M(t) be
M(t) =
(
m
(
p− m(1− 2λ)
t1−2λ
x
)
· ∇R
( x
t1−2λ
)
+ (h.c.)
)
+ 2m2(1− 2λ)R
( x
t1−2λ
)
.
For ε4 = ε3 + ε, we shall prove
d
dt
(
M(t)Fε
( |x|
t1−2λ
≤ θ + ε4
)
ϕ1v(t), Fε
( |x|
t1−2λ
≤ θ + ε4
)
ϕ1v(t)
)
≥
∥∥∥∥Fε
(
ε2 ≤ |x|
t1−2λ
≤ θ + ε3
)(
p− m(1− 2λ)
t1−2λ
x
)
ϕ1v(t)
∥∥∥∥
2
1
t
− L1(t; dt).
By the definition of M(t), one has
M′(t) = −m(1− 2λ)
t
((
p− m(1− 2λ)
t1−2λ
x
)
R′′
( x
t1−2λ
) x
t1−2λ
+ (h.c.)
)
and
i[p2/(2mt2λ),M(t)] = 1
t
(
p− m(1− 2λ)
t1−2λ
x
)
R′′
( x
t1−2λ
)
p+ (h.c.) + L1(t; dt),
for t > r0. Sum up all results, one also has
DHS(t)(M(t)) =
1
t
(
p− m(1− 2λ)
t1−2λ
x
)
R′′
( x
t1−2λ
)(
p− m(1− 2λ)
t1−2λ
x
)
+ΘV (t; x) + L
2(t; dt), (4.5)
where ΘV (t; x) := i[V (t; x),M(t)] ∈ L1(t; dt). Define L(t) as follows
L(t) = ϕ1Fε
( |x|
t1−2λ
≤ θ + ε4
)
M(t)Fε
( |x|
t1−2λ
≤ θ + ε4
)
ϕ1,
with ε4 = ε3 + ε > 0. For simplicity, we denote
Fε
(|x|/t1−2λ ≤ θ + ε4) = FMS, Fε (ε2 ≤ |x|/t1−2λ ≤ θ + ε3) = FM.
Here we note that, on the support of M(t), |x| > (ε2 − ε)t1−2λ holds and which yields
i[V (t, tλx), ϕ1]F
MSM(t)FMSϕ1 ∈ L1(t; dt) by Lemma 2.1 with ρ = (1 − 2λ) and N = 0. By
the virtue of (4.5), we have
DHS(t) (L(t)) = L1(t; dt) +
(
ϕ1DHS(t)(F
MS)M(t)FMSϕ1 + (h.c.)
)
+
1
t
ϕ1F
MS
(
p− m(1− 2λ)
t1−2λ
x
)
R′′
( x
t1−2λ
)(
p− m(1− 2λ)
t1−2λ
x
)
FMSϕ1
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holds. Here by the definition of R(·) and commutator calculation B.3,
ϕ1F
MS
(
p− m(1− 2λ)
t1−2λ
x
)
R′′
( x
t1−λ
)(
p− m(1 − 2λ)
t1−2λ
x
)
FMSϕ1
≥ ϕ1
(
p− m(1− 2λ)
t1−2λ
x
)
(FM)2
(
p− m(1− 2λ)
t1−2λ
x
)
ϕ1 − L1(t; dt)
holds. If we obtain∣∣(M(t)FMSϕ1v(t), (DHS(t)(FMS))∗ϕ1v(t))∣∣ ∈ L1(t; dt), (4.6)
then we can obtain for all φ ∈ L2(Rn)
d
dt
(L(t)v(t), v(t))
≥
∥∥∥∥Fε
(
ε2 ≤ |x|
t1−2λ
≤ θ + ε3
)(
p− m(1 − 2λ)
t1−2λ
x
)
ϕ1v(t)
∥∥∥∥
2
1
t
− L1(t; dt).
and by the same argument in Proposition 4.1, (4.3) is obtained. Hence we shall prove (4.6).
Here we define FMM = Fε(θ+ ε4− 2ε ≤ |x|t−1+2λ ≤ θ+ ε4+ ε) and suppose that ε4 > 3ε.
Straightforward calculation shows that∥∥(FMS)′(1− F 2MM)∥∥ = 0
holds since t−1+2λ|x| ≤ θ+ ε4− ε or θ+ ε4 ≤ t−1+2λ|x| holds on the support of 1− F 2MM. On
the other hand, we put η1 ≥ θ + ε4 + 2ε. Then by ε4 > 3ε and η1 ≥ θ + ε4 + 2ε, we can see
FMMFε(θ ≤ |x|/t1−2λ ≤ η1) = FMM. Thus, by putting ϕ˜1 = ϕ˜1(p2) as an operator be such
that ϕ˜1ϕ1 = ϕ1 and ϕ˜1 ∈ C∞0 (R), (4.6) is smaller than
Ct−1
∥∥ϕ˜1Θ(t)(FMS)′∥∥ ∥∥M(t)FMSϕ˜1∥∥ ‖FMMϕ1v(t)‖2 + L1(t; dt)
≤ Ct−1 ∥∥Fε(θ ≤ |x|/t1−2λ ≤ η1)ϕ1v(t)∥∥2 + L1(t; dt).
By using the Proposition 4.1, (4.6) is integrable in t.
4.2 Minimal velocity estimate
We define selfadjoint operators A and C (t) as follows
A := x · p+ p · x,
C (t) := ϕ2(x
2/t2ρλ)ϕ1(p
2)A ϕ1(p
2)ϕ2(x
2/t2ρλ) (4.7)
where ϕ2 is the same one as in Definition 1.5 and we also define
M2(t) =
(
m
x
|x| ·
(
p− m(1− 2λ)
t1−2λ
x
)
(F S)′ + (h.c.)
)
+ 2m2(1− 2λ)F S
F S = Fε(|x|/t1−2λ ≤ ε5), (F S)′ = F ′ε(|x|/t1−2λ ≤ ε5)
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and
L2(t) =M2(t)C (t)
t1−2λ
M2(t)
Here we assume that 3ε+ ε2 < ε5 < κ1/(m(1− 2λ)
√
R1). Under Assumption 1.2, we obtain
the following proposition:
Proposition 4.3. For all φ ∈ L2(Rn), there exists C > 0 such that∫ ∞
r0
∥∥Fε(|x|/t1−2λ ≤ ε5)ϕ2(x2/t2ρλ)ϕ1(p2)v(t)∥∥2 dt
t
≤ C ‖φ‖2 (4.8)
holds. Moreover, for all ψ+ ∈ W+(λ; s),
lim
t→∞
∥∥Fε(|x|/t1−2λ ≤ ε5)U(t, r0)ψ+∥∥ = 0 (4.9)
holds.
Proof. In this proof, we denote that
ϕ1(p
2) = ϕ1, ϕ2(x
2/t2ρλ) = ϕ2, Θ(t) = p · x|x| −
m(1− 2λ)
t1−2λ
|x|, (4.10)
moreover define
Q(t) = (L2(t)v(t), v(t)) =
(
M2(t)C (t)
t1−2λ
M2(t)v(t), v(t)
)
for the sake of simplicity. In the following, we will calculate dQ(t)/(dt).
Step I. Prove
t−1+2λ
((
DHS(t)(M2(t))C (t)M2(t) + (h.c.)
)
v(t), v(t)
) ∈ L1(t; dt).
By the same calculation in the proof of Proposition 4.2, one has
DHS(t)(M2(t)) = t−1Θ(t)(F S)′′Θ(t) + θV (t; x) + L1(t; dt),
θV (t; x) = i[V (t, x),M2(t)] ∈ L1(t; dt).
Here we define F SM = Fε(ε5−2ε ≤ |x|/t1−2λ ≤ ε5+ ε) and obtain (F SM)2(F S)′′ = (F S)′′. Then,
by noting ‖A F Sϕ1‖ ≤ Ct1−2λ, we have
t−1+2λ| (DH(t)(M2(t))C (t)M2(t)v(t), v(t)) |
≤ t−2+2λ ∣∣(Θ(t)F SM(F S)′′F SMΘ(t)ϕ2ϕ1A ϕ1ϕ2M2(t)v(t), v(t))∣∣ + L1(t; dt)
≤ Ct−1 ∥∥Θ(t)F SMϕ1v(t)∥∥2 + L1(t; dt), (4.11)
where we use |x| ≤ t1−2λ on the support of F SM and ϕ2F SM = F SM for t ≫ 1. By Proposition
4.2, with ε5 − 2ε > ε2 + ε, (4.11) is in L1(t; dt).
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Step II. Consider the term
DHS(t)(t
−1+2λ
C (t)).
By the straightforward calculation, we have
DHS(t)(t
−1+2λ
C (t)) =
6∑
j=1
Jj(t),
where
J1(t) = −2ρλt−2+2λ−2ρλx2ϕ′2ϕ1A ϕ1ϕ2 + (h.c.),
J2(t) = −(1− 2λ)t−2+2λC (t),
J3(t) = (t−1−2ρλ/m) ((x · pϕ′2 + (h.c.))ϕ1A ϕ1ϕ2 + (h.c.)) ,
J4(t) = (2/(mt))ϕ2ϕ1p2ϕ1ϕ2,
J5(t) = t−1+2λϕ2i[V (t, tλx), ϕ1(p2)]A ϕ1ϕ2 + (h.c.),
J6(t) = −2t−1+2λϕ2ϕ1
(
tλx · ∇V (t, tλx))ϕ1ϕ2.
Step II-1. Prove that
t−1+2λ (M2(t) (J1(t) + J5(t) + J6(t))M2(t)v(t), v(t)) ∈ L1(t; dt)
Since ‖M2(t)ϕ1‖ ≤ C, it is enough to prove ‖Jk(t)‖ ∈ L1(t; dt) with k = 1, 5, 6. By the
definition of ϕ2, we notice that
||x|ϕ′2(x2/t2ρλ)| ≤ Ctρλ ,
holds. Hence, we have
J1(t) = O(t−2+2λ+ρλ) ∈ L1(t; dt), (4.12)
where we use 2λ+ ρλ < 1. Moreover,
|(J6(t)φ, φ)| ≤ Ct−1+2λ
∥∥∥〈tλx〉−ρS ϕ1ϕ2φ∥∥∥ = O(t−1+2λ−ρS(ρλ+λ)) ∈ L1(t; dt) (4.13)
holds for all φ ∈ L2(Rn), on the support of ϕ2(x2/t2κ2). By
‖J5(t)‖ ≤ Ct−1+2λ
∥∥ϕ2[V (t, tλx), ϕ1] 〈tλx〉∥∥ ∥∥∥〈tλx〉−1 A (t)ϕ1∥∥∥
and Lemma 2.1 with ρ = ρλ and N = 1, we have
J5(t) = O(t−1+2λ × t−ρS,λ(ρλ+λ)+λ × t−λ) ∈ L1(t; dt). (4.14)
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Step II-2. Prove that J3(t) ≥ L1(t; dt).
Equation
(x · pϕ′2 + ϕ′2p · x)ϕ1A ϕ1ϕ2
=
√
ϕ′2ϕ2ϕ1(A )
2ϕ1
√
ϕ′2ϕ2 +O(〈x〉2 ϕ′2)×O(t−ρλ) +O(〈x〉ϕ′2)
yields
J3(t) = L1(t; dt) + (mt1+2ρλ)−1
√
ϕ′2ϕ2ϕ1A
2ϕ1
√
ϕ2ϕ′2 ≥ L1(t; dt). (4.15)
Here we remark that it is not easy to prove J3(t) is included in L1(t; dt) or not but we can
prove this term is grater than L1(t; dt) easily.
Step II-3. Prove that there exist δ3 > 0 and δ4 > 0 such that
((J2(t) + J4(t))M2(t)v(t),M2(t)v(t))
≥ δ3
∥∥F Sϕ2ϕ1v(t)∥∥2 1
t
− δ4
∥∥(F S)′Θ(t)ϕ2ϕ1v(t)∥∥2 1
t
− L1(t; dt). (4.16)
Inequalities ∥∥A (t)ϕ1F S∥∥ ≤ 2ε5√R1t1−2λ, J4(t) ≥ (2κ1/(mt))ϕ2ϕ21ϕ2,
yield
((J2(t) + J4(t))M2(t)v(t),M2(t)v(t), )
≥ t−1
(
2κ1/m− 2(1− 2λ)ε5
√
R1
)
‖M2(t)ϕ2ϕ1v(t)‖2 − L1(t; dt).
Here we take ε5 > 0 sufficiently small be such that 2κ1/m − 2(1 − 2λ)ε5
√
R1 > 0, divide
M2(t) = M3(t) + M4(t) with M4(t) = 2m2(1 − 2λ)FS and M3(t) = M2(t) − M4(t)
and define 0 < κ0 ≪ 1 as a sufficiently small constant. Then we can see |M2(t)|2 ≥
(1− κ20)M4(t)2 + (1− 4κ−20 )M3(t)2. By using this, (4.16) can be deduced.
Step III. Prove (4.8).
By (4.12), (4.13), (4.14), (4.15) and (4.16), we obtain((
DHS(t)(C (t)/t
1−2λ)
)M2(t)v(t),M2(t)v(t))
≥ δ3
∥∥F Sϕ2ϕ1v(t)∥∥2 1
t
− δ4
∥∥(F S)′Θ(t)ϕ2ϕ1v(t)∥∥2 1
t
− L1(t; dt) (4.17)
By using (4.11) and (4.17) with Proposition 4.2, we obtain
d
dt
Q(t) ≥ δ3
∥∥F Sϕ2ϕ1v(t)∥∥2 1
t
− L1(t; dt)
holds. Thus, as the same reason in the proof of Proposition 4.1, we obtain∫ ∞
r0
∥∥F Sϕ2ϕ1v(t)∥∥2 dt
t
≤ C ‖φ‖2 . (4.18)
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Step IV. Prove (4.9). Let ψ+ ∈ W+(λ) and u+(t) = US(t, r0)ψ+.∥∥F Su+(t1)∥∥2 − ∥∥F Su+(t2)∥∥2
= 2
∫ t1
t2
Re
(
Θ(t)(F S)′u+(t), F
Su+(t)
) dt
mt
+
∫ t1
t2
L1(t; dt)dt
≤ C(I1)1/2 × (I2)1/2 + C(I3 + I4) +
∫ t1
t2
L1(t; dt)dt,
where
I1 =
∫ t1
t2
∥∥Θ(t)(F S)′ϕ1u+(t)∥∥2 dt
t
, I2 =
∫ t1
t2
∥∥F Sϕ1ϕ2u+(t)∥∥2 dt
t
,
I3 =
∫ t1
t2
(
Θ(t)(F S)′(1− ϕ1)u+(t), F Su+(t)
) dt
mt
,
I4 =
∫ t1
t2
(
Θ(t)(F S)′ϕ1u+(t), F
SΦ1u+(t)
) dt
mt
,
Φ1 = (1− ϕ1)ϕ2 + ϕ1(1− ϕ2) + (1− ϕ1)(1− ϕ2)
Here, by using Proposition 4.2, I1 → 0 holds, and by using (4.18), I2 → 0 holds. Moreover,
by Lemma 2.2 and Corollary 2.3, I3, I4 → 0 holds, and hence the limit limt→∞ F Su+(t)
exists. Here note that
F S(1− ϕ1)u+(t)→ 0, F S(1− ϕ2)u+(t)→ 0, for, t→∞
hold, and then we can see limt→∞ F
Sϕ2ϕ1u+(t) exists. Combining this result and (4.18), we
can also obtain limt→∞ F
Sϕ2ϕ1u+(t) = 0, which implies (4.9) holds.
4.3 Existence of inverse wave operators
In order to prove the asymptotic completeness of wave operators. At first, we let P± is a
projection onto W±(λ) from L2(Rn) and prove that
W±S,In := s− limt→±∞US,0(t,±r0)
∗US(t,±r0)P±
exist.
By the uniformly boundedness of US,0(t,±r0)∗US(t,±r0)P±, it can be proven that
US,0(t,±r0)∗(1− ϕ21)US(t,±r0)P± → 0
holds. By Proposition 4.3, we obtain
s− lim
t→±∞
US,0(t,±r0)∗ϕ21US(t,±r0)P±
= s− lim
t→±∞
US,0(t,±r0)∗ϕ21(1− F S)US(t,±r0)P± + 0.
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Here
∥∥V (t, x)(1− F S)∥∥ ∈ L1(t; dt) holds and hence one can obtain the existence of
lim
t→±∞
US,0(t,±r0)∗US(t,±r0)P±
by proving
US,0(t,±r0)∗ϕ21DHS,0(t)(1− F S)US(t,±r0)P± ∈ L1(t; dt).
On the other hand, by the same calculation in the proof of Proposition 4.2, we obtain∥∥US,0(t,±r0)∗ϕ21DHS,0(t)(1− F S)US(t,±r0)P±u∥∥
≤ C|t|
∣∣∣∣∣ sup‖v‖=1
(
Θ(t)ϕ1(F
S)′US(t,±r0)P±u, ϕ1US,0(t,±r0)v
)∣∣∣∣∣ + L1(t; dt),
where Θ(t) is the same one as in (4.10). Taking F˜S = Fε(ε5−2ε ≤ |x|/t ≤ ε5+ ε) and noting
F˜S(F
S)′ = (F S)′, we obtain
±
∫ ±∞
±r0
∥∥US,0(t,±r0)∗ϕ21DHS,0(t)(1− F S)US(t,±r0)P±u∥∥ dt
≤ C
(
±
∫ ±∞
±r0
∥∥Θ(t)(F S)′ϕ1US(t,±r0)P±u∥∥2 dt
m|t|
)1/2
×
(
± sup
‖v‖=1
∫ ±∞
±r0
∥∥∥F˜Sϕ1ϕ2US,0(t,±r0)v∥∥∥2 dt|t|
)1/2
±
∫ ±∞
±r0
L1(t; dt)dt,
where we use F˜Sϕ1(1−ϕ2) ∈ L1(t; dt). By Proposition 4.3 and (4.18) with V ≡ 0, we can also
prove all terms in the integration of the above inequality are integrable in t. By Cook-Kuroda
method, we can conclude that the inverse wave operators W±S,In exist.
4.4 Asymptotic completeness
At last, we will prove Theorem 1.7. Suppose that φ± ∈ W±(λ) and for any ε0 > 0 take
φ± ∈ W±(λ) be such that
∥∥φ± − φ±∥∥ ≤ ε0 holds. Then one can obtain φ± = P±φ± and
notice that there exists u± ∈ L2(Rn) such that
0 = lim
t→±∞
∥∥u± − US,0(t,±r0)∗US(t,±r0)P±φ±∥∥
=
∥∥W±S u± − φ± + φ± − φ±∥∥ ≥ ∣∣∥∥W±S u± − φ±∥∥− ε0∣∣
holds. It implies φ± ∈ Ran(W±S ), i.e., W±(λ) ⊂ Ran(W±S ). Next we will prove Ran(W±S ) ⊂
W±(λ). For all ψ± ∈ L2(Rn), define φ± ∈ Ran(W±S ) by φ± =W±S ψ±, then
‖(1− ϕj)US(t,±r0)φ±‖
≤ ‖(1− ϕj)(US(t,±r0)φ± − US,0(t,±r0)ψ±)‖+ ‖(1− ϕj)US,0(t,±r0)ψ±‖
≤ C ‖φ± − US(t,±r0)∗US,0(t,±r0)ψ±‖+ ‖(1− ϕj)US,0(t,±r0)ψ±‖ .
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Clearly,
‖φ± − US(t,±r0)∗US,0(t,±r0)ψ±‖ → 0, as |t| → ∞
and hence we shall prove for all εˆ > 0,
‖(1− ϕj)US,0(t,±r0)ψ±‖ ≤ εˆ (4.19)
holds as |t| → ∞. Take 2κ1 < δˆ < 3κ1 and R1/4 < Rˆ < R1/2, where κ1 and R1 are the
same ones as in (1.7). Then by taking ψδˆ,Rˆ± so that ψ
δˆ,Rˆ
± ∈ S (Rn) with supp(F [ψδˆ,Rˆ± ](ξ)) =
{ξ | δˆ ≤ |ξ| ≤ Rˆ}, we have
Fε(|x|/|t|1−2λ ≤ κ1)US,0(t,±r0)ψδˆ,Rˆ± → 0 (≤ εˆ/4). (4.20)
by Proposition 3.1. Since∥∥(1− Fε(|x|/|t|1−λ))(1− ϕ2)∥∥ ≤ C|t|−(1−λ)N ∥∥|x|N(1− ϕ2)∥∥ ≤ C|t|N(ρλ−(1−λ)) (4.21)
≤ εˆ/4, as t→ ±∞
holds, we have
‖(1− ϕ2)US,0(t,±r0)ψ±‖ ≤ C‖ψ± − ψδˆ,Rˆ± ‖+ (l.h.s of (4.20)) + (l.h.s. of (4.21))
≤ 3εˆ/4
holds. Together with (1 − ϕ1)US,0(t,±r0)ψδˆ,Rˆ± ≡ 0, i.e. ‖(1 − ϕ1)US,0(t,±r0)ψ±‖ ≤ εˆ/4,
we have (4.19). Thus we have Ran(W±S ) ⊂ W±(λ) ⊂ W±(λ). Consequently, we have
Ran(W±) =W±(λ).
A Example of k(t)
In this section, we introduce an example of k(t) satisfying the assumption 1.1. Let us define
k(t) =
{
k0 |t| ≤ r0,
kt−2 |t| > r0,
√
k0
m
=: ω0.
Then for |t| ≤ r0, we have
ζ1(t) = cos(ω0t), ζ2(t) = ω
−1
0 sin(ω0t)
and for ±t > r0, we have
ζ1(t) = c1| ± t|1−λ + c2| ± t|λ, ζ2(t, s) =
(
c3|t|1−λ + c4|t|λ
)
sign(t).
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Hence, the condition that ζj(t, s) ∈ C1(R) and be the twice differentiable functions gives
cos(ω0r0) = c1r
1−λ
0 + c2r
λ
0 , ∓ ω0 sin(ω0r0) = ±
(
c1(1− λ)r−λ0 + c2λrλ−10
)
±ω−10 sin(ω0r0) = ±
(
c3r
1−λ
0 + c4r
λ
0
)
, cos(ω0r0) = c3(1− λ)r−λ0 + c4λrλ−10
and which implies
r1−λ0 (1− 2λ)c1 = −λ cos(ω0r0)− r0ω0 sin(ω0r0),
rλ0 (1− 2λ)c2 = (1− λ) cos(ω0r0) + r0ω0 sin(ω0r0),
ω0r
1−λ
0 (1− 2λ)c3 = ω0r0 cos(ω0r0)− λ sin(ω0r0),
ω0r
λ
0 (1− 2λ)c4 = −ω0r0 cos(ω0r0) + (1− λ) sin(ω0r0).
For all given ω0, k0 and k, by taking cj, j = 1, 2, 3, 4, as above, ζj(t), the solution of (1.2)
satisfy Assumption 1.1. Here we remark that one can admit k0 = 0 since ω
−1
0 sin(ω0r0)→ r0
as ω0 → 0.
B Operator calculations
In this paper, we deduce (4.9) by using the operator calculations, and in this process it needs
some technics of operator calculation. Hence, we summarize these technics in this section.
Lemma B.1. For some self-adjoint operator A0, bounded operator B0 and for all ψ0 ∈
D(A0),
(B0A0ψ0, A0ψ0) ≤ ‖B0‖‖A0ψ0‖22
holds.
Now we introduce the following useful Lemmas in order to prove the propagation esti-
mates;
Lemma B.2. Let G0(t) is a uniformly bounded operator for every t and is a self-adjoint
operator for every fixed t and W0(t, s) is a unitary time-evolution propagator. Then for every
ψ0(s) ∈ L2(Rn) if the inequality
d
dt
(G0(t)W0(t, 0)ψ0(s),W0(t, 0)ψ0)
≥ c0 (A0(t)∗A0(t)W0(t, 0)ψ0(s),W0(t, 0)ψ0)− C|t|−1−ε0‖ψ0‖22
holds for some c0 > 0, ε0 > 0 and bounded operator A0(t), then∫ ∞
1
‖A0(t)W0(t, 0)ψ0‖22 dt ≤ C‖ψ0‖22
holds.
22
The proof can be seen in e.g. [7] Lemma B.4.1. When we calculate the commutator be-
tween the self-adjoint operator-valued function and some self-adjoint operator, the following
commutator expansions are well used (see, e.g. [?] or Lemma C.3.1 of [7]);
Lemma B.3 (Commutator expansions). Let f is included in C1(R) and f ′ is bounded on R
and let ρ > 0. Then
[f(|x|/tρ), ϕ1(p2)] = O(t−ρ)
holds.
This lemma can be proven easily by applying the Helffer-Sjo¨strand formula to ϕ1 and
mimicc the same calculation of the proof of Lemme 2.1.
C Time-decaying magnetic field
Let us consider the Hamiltonian
H0,B(t) =
1
2m
(
p1 +
qB(t)
2
x2
)2
+
1
2m
(
p2 − qB(t)
2
x1
)2
, on L2(R2),
where q 6= 0 is the charge of the charged particle and B(t) ∈ L∞(R) is the intense of the
time-dependent magnetic field B(t) = (0, 0, B(t)). We define U0,B(t, s) is the propagators for
H0,B(t). Noting
H0,B(t) =
1
2m
p2(2) +
q2B(t)2
8m
x2(2) −
qB(t)
2m
L(2),
where x(2) = (x1, x2), p(2) = (p1, p2) and L(2) = x1p2 − x2p1; L(2) is called the angular
momentum. Moreover, define HB(t) = H0,B(t)+V (t) and V (t) satisfies Assumption 1.2. Let
us define HOS,0(t) and HOS(t) as
HOS(t) := HOS,0(t) + Vˆ (t) :=
p2(2)
2m
+
q2B(t)2
8m
x2(2) + Vˆ (t),
where Vˆ (t) is a multiplication operator of V (t, xˆ(t)) with
xˆ(t) :=
(
cos(Ω(t)/2) sin(Ω(t)/2)
− sin(Ω(t)/2) cos(Ω(t)/2)
)(
x1
x2
)
, Ω(t) =
∫ t
0
qB(τ)
m
dτ,
see [3]. Let UB(t, s), U0S,0 and UOS(t, s) be propagators for HB(t), HOS,0(t) and HOS(t),
respectively. Then we have
UB(t, 0) = e
iΩ(t)L(2)/2UOS(t, 0).
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Hence wave operators for this system W±B (s) can be defined as
W±B = s− limt→±∞UB(t, 0)
∗U0,B(t, 0) = s− lim
t→±∞
UOS(t, 0)
∗UOS,0(t, 0).
Hence, rewriting
q2B2(t)
4m
= k(t)
and supposing k(t) satisfies Assumption 1.1, we have the existence and completeness of wave
operators for the case of magnetic fields.
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