Abstract-In Part I of this two-part paper, we proposed and investigated a hybrid pulse position modulation/ultrashort light pulse code-division multiple-access (PPM/ULP-CDMA) system for ultrafast optical communication networks. In the proposed scheme, the large bandwidth of an ULP is efficiently utilized by virtue of the very high time resolution of a time-space processor. In this paper, more detailed analysis and discussion on the receiver scheme using the time-space processor is presented; nonideal performance of the time-space processor, including the reference pulse realization problem, as well as amplifier and detector noise, are taken into account. Discussions on physically achievable ranges of the system parameters that determine the performance of the proposed PPM/ULP-CDMA system are also made based upon current, state of the art technology. As remedies to overcome the physical limitations on the system parameters, two modified modulation/demodulation schemes are proposed and investigated to enhance the performance of the hybrid PPM/ULP-CDMA system. Index Terms-Optical code-division multiple access (CDMA), pulse position modulation (PPM), time-space processor, ultrashort light pulse (ULP).
light pulse (ULP) efficiently. In order to successfully detect the ultrafast signal, we proposed a time-space processor with a photodetector array as a receiver scheme. The performance of the hybrid PPM/ULP-CDMA system was analyzed by assuming the time-space processor was ideal and the interuser interference was the dominant source of performance degradation, as usually assumed in optical CDMA systems. However, to perform a solid investigation on the hybrid PPM/ULP-CDMA system, effects such as the nonideal amplitude characteristic of the time-space processor, methods for obtaining the reference pulse for synchronization, amplifier and detector noise, and the nonideal characteristics of fiber transmission, including dispersion and nonlinear distortion, should be taken into account.
In this paper, we study such nonideal effects on the performance of the hybrid PPM/ULP-CDMA system. In Sections II-IV, the receiver of the proposed PPM/ULP-CDMA system using a time-space processor, shown in Fig. 1 , is discussed in detail. An incoming temporal signal is first amplified by an erbium doped fiber amplifier (EDFA) and transformed linearly into a spatial signal by the time-space processor. The spatial signal is then detected by a photodetector array and decision logic. In Section II, the time-to-space conversion process is briefly introduced. The time-space processor considered in this paper was originally proposed in [2] to perform femtosecond pulse imaging using a nonlinear three-wave mixing process. In [3] , more detailed analysis was performed with a focus on the time-to-space conversion characteristic of the ultrafast signal, and showed that the time-space processor converted the incoming temporal signal into an output spatial image linearly with nonuniform energy conversion efficiency when the processor operated in the linear-conversion regime. The energy 0090-6778/03$17.00 © 2003 IEEE conversion efficiency was also formulated and, with reasonable parameters, was typically low (0.1%-1%). 1 To compensate for the low energy conversion efficiency of the time-space processor, an optical amplifier is implemented. In Section III, amplifier and detector noise, as well as some nonideal effects of the time-space processor on the performance of the proposed system, are investigated in terms of input and output signal-to-noise ratios (SNR) of a photodetector. In Section IV, some design issues on the hybrid PPM/ULP-CDMA system are considered. In addition, realization of a reference pulse, which is required for the time-to-space conversion process in the time-space processor, is discussed. In Section V, two modified schemes to enhance the performance of the proposed PPM/ULP-CDMA system are investigated.
II. ULTRAFAST DETECTION WITH THE TIME-SPACE PROCESSOR
Detecting the information-carrying ULPs of the PPM/ULP-CDMA format requires all-optical processing, as the processing is occurring at a rate that exceeds the capabilities of electronics. Since the detection is required to operate in real time and over a large time window, we utilize a new ultrafast waveform imaging technique that efficiently converts the temporal information to a spatial distribution [2] . The spatial information can be detected by an array of slower detectors. The ultrafast waveform imaging technique is based on a nonlinear three-wave mixing process in a spectral processing device (SPD) (see Fig. 2 ). The two input waves are derived from the received signal of the optical network and from a reference pulse that is either locally generated or provided by the network. The wave-mixing process produces a quasi-monochromatic output wave, carrying the information of the signal waveform. The optical signal at the output plane of the SPD is proportional to the complex amplitude of the ultrafast waveform. The detection process occurs after the CDMA despreading filter has recompressed the desired user's pulse back to an ULP, while the other users' signals remain spread. At this point, we assume that the fiber transmission does not introduce any distortion to the transmitted signals. Let and be the baseband equivalent waveforms at the output of the CDMA despreading filter and the reference pulse used as input to the time-space processor, respectively. Then, they may be specified as and , respectively, where is an arbitrary baseband ULP shape with duration , and where the properties of were defined in [1] , and are the peak powers of the received and reference ULP's, respectively, is the baseband equivalent CDMA despreading filter output due to the interuser interference, normalized by , is the separation between the adjacent PPM symbols, represents the data symbol of the desired user, and represents time shift to adjust the center position of the PPM symbols. The two waveforms are incident on the diffraction gratings at the input plane of the SPD, giving rise to the input fields [3] (1) and (2) Although the input fields are actually two-dimensional (2-D), we consider only the direction, since the detection information resides in only the direction. The pupil function, , defines the spatial mode of the beam on the diffraction grating, where is its width, is a constant that depends on the grating spatial frequency, is the speed of light, and , where is the optical carrier frequency. Equations (1) and (2) describe a temporal signal propagating across the pupil at velocity and , respectively, due to the illumination of the input optical signals at opposite angles on the grating. The finite span of the temporal signal due to the spatial mode size serves as the time window of the device. The input fields are spatially Fourier transformed by a lens, and generate a new optical wave by the nonlinear mixing process that is proportional to the product of the two input waves in the spatial frequency domain [4] . The resultant signal is spatially Fourier transformed to the output plane of the processor, giving rise to the output field (3) where denotes the convolution operation. Note that the carrier frequency is doubled. Since 1550 nm-wavelength light is commonly used in fiber-optic communications, the resultant carrier wavelength is near 800 nm, which fortunately coincides with the peak absorption of silicon. Thus, cheap and welldeveloped silicon photodetectors can easily be used in the proposed scheme. In developing (3), we used the approximation that the instantaneous width of the reference pulse in (2) is much smaller than the input pupil functions to simplify the expression. The temporal information of and appears as a stationary spatial signal, and its duration is determined by the pupil function . However, in detecting the signal at the output plane, the sensing device registers the optical intensity and operates at a slow rate. Therefore, the detected signal is given by (4) The convolution integral of the input pupil functions limits the range of the output spatial signal. Subsequently, this limits the observed input temporal signal. Additional insight to the output detected signal is gained if we introduce a Gaussian model for the input beam profiles, i.e., . Using the Gaussian mode model, the integral in (4) can be evaluated, and inserting the definitions for the signal and reference waveforms yields (5) From (5), we see that a data pulse is detected at location , and is attenuated by due to the processor's time window. It is apparent that the detected signal level from each possible pulse position is different. However, the attenuation is known a priori and affects the desired signal and interference in the same manner, and can, therefore, be taken into consideration in the decision logic (that is, normalizing by the attenuation) if detector noise is negligible. More detailed optical analysis of the time-space processor is available in [3] .
III. AMPLIFIER AND DETECTOR NOISE
In Section II, the time-space processor was considered to convert fast temporal signals into spatial images to perform fast signal detection. The energy conversion efficiency of the time-space processor is formulated in [3] , and, with reasonable parameters and reference pulse energy, the energy conversion efficiency is typically low (0.1%-1%). In addition, transmitted power must be sufficiently small to prevent nonlinear distortion during propagation in the fiber. Thus, a large-gain optical amplifier may be required to compensate for the energy conversion loss in the time-space processor. On the other hand, as will be shown later, a small photodetector size is desirable to maximize the signal-to-interuser interference ratio, which, in turn, reduces incident average power to a photodetector. In this case, detector noise may not be negligible. In this section, the effect of the amplifier and detector noise on the input and output SNR of a photodetector is investigated.
The receiver using the time-space processor and an equivalent receiver are illustrated in Figs. 1 and 3 , respectively. The output from the fiber passes through an optical amplifier, a CDMA despreading filter, and the time-space processor. After passing through the time-space processor, a temporal signal, as a function of the time variable, , is converted into a spatial signal, as a function of the spatial variable, . Then, the spatial signal is integrated and dumped over the physical size of a photodetector, , in the spatial domain. On the other hand, temporal variation in the output of the time-space processor is determined by the pupil function, , of the grating, and is integrated over the symbol period at a photodetector. During the time-space conversion process, only a portion of the signal energy is converted to a spatial signal. This effect can be accounted for by considering the energy conversion efficiency, and is dependent on [3] . Thus, we can consider the following equivalent system. By substituting , the time-space processor can be considered as a filter with impulse response , followed by a gain factor corresponding to the energy conversion efficiency. 2 Then, the equivalent input and output signal of the filter, and , respectively, are related by (6) where is the energy conversion efficiency, which depends on reference pulse energy as well as other parameters of the time-space processor, , and is a constant. Note that in the denominator of (6) is introduced in order to make be indeed the energy conversion efficiency, which will be shown explicitly later. Since the width of the pupil function, , is much wider than in cases of interest, we will assume from now on that the conversion efficiency is constant within a photodetector size, that is for , where is the normalized (by ) photodetector size in the domain. 3 Finally, the energy incident to the th photodetector is given by (7) The equivalent input signal, , can be expressed as (8) where , is the energy of a received ULP, is the gain of the optical amplifier, and is the transmitted symbol. According to [1, Prop. 1 and 5, and Lemma 1], the interuser interference is a zero-mean complex Gaussian process with correlation function (9) where , represents the effective number of spectral CDMA chips contained in the pulse bandwidth, is the chip bandwidth defined in [1] , is the number of users, and is the time delay of the th interferer. The approximation follows from the assumptions that and , which are true for most cases of interest. Here we define (10) as the equivalent number of interferers at the th signal location, where the term "equivalent number of interferers" comes from the fact that is the interference power at the th signal location normalized by the peak interference power caused by a single interferer. The amplifier noise can be modeled as white Gaussian noise in the range of frequency of interest [5] . Thus, is modeled as a zero-mean complex white Gaussian process with two-sided spectral density [5] , where is the spontaneous emission factor of the amplifier (ideally 1) and is Planck's constant.
Consider the th photodetector output. From (6), the signal component, , the interuser interference component, , and the amplifier noise component, , of are presented below. The signal component is given by (11) where is the Kronecker delta function and the last approximation is valid when is sufficiently larger than , as shown in [1] . Since the energy contained in is , we get . The interuser interference component (12) is a zero-mean complex Gaussian random process with correlation function (13) where , and the approximation comes from the assumption . Finally, the amplifier noise component (14) is a zero-mean complex Gaussian random process with correlation function (15) Let us define . Since and are independent, is a zero-mean complex Gaussian process with correlation function . Then, the mean and variance of the input energy, , to the th photodetector are given by (see Appendix A) (16) and (17) respectively, where . Additional insight into the statistic of the photodetector input is obtained by using the Gaussian ULP profile, that is, . Then, we get , ,
, and . Thus, we have (18) and 2 (19) where , ,
, , and . Now, define the input SNR of the th photodetector as (21) where is the component of due to the signal. As can be seen in (11), (13), and (15), the input SNR depends on and is almost independent of when is large. When is large, the interuser interference dominates the amplifier noise. However, the peak power of the transmitted signal should be small enough not to introduce nonlinear distortion in the optical fiber. Recently, it was shown in [6] that an ULP with 40 w peak power and 400 fs full-width half-maximum (FWHM) duration can be successfully transmitted over a 2.5 km precompensated fiber link. In ULP-CDMA systems, the CDMA spreading reduces the peak power of the transmitted signal by the factor of , in an average sense. On the other hand, multiple users can be concurrent, and thus increase the peak power. Finally, the peak power requirement for narrower ULPs is more restrictive. For a 100 fs ULP, we assume that it is enough to keep the average peak power, averaged over random time delays and random signature code ensemble, below a tenth of the result in [6] as a rule of thumb. Then, the maximum allowable value of is about 40 pJ. In Fig. 4 , the input SNR is plotted as a function of , when a Gaussian pulse profile is used and is 1 fJ, 0.1 pJ, and 10 pJ, respectively. Here we set the conversion efficiency and the amplifier gain to 0.1% and 30 dB, respectively, and the effective number of interferers is the average number of interferers, , where , fs, and ns. We see clearly that the input SNR decreases as increases. The maximum input SNR is obtained when and is given by . In this case, the input energy follows a noncentral chi-square distribution with two degrees of freedom. The result also shows that the amplifier noise is negligible when pJ, with the given parameters. Now, consider the detector noise. We assume that we use an avalanche photodetector (APD) array. Let , , , , and be the photocurrent at the th detector, the APD gain, the dark current, the APD quantum efficiency, and the excess noise factor, respectively. Using the input power-generated current relation of an APD [7] , the mean and variance of are as follows: (22) and (23) where is the receiver responsivity, is the electron charge, is the electrical bandwidth (equal to ), is the Boltzman constant, is the receiver temperature, and is the load resistance. Then, the output SNR from the th photodetector may be defined as (24) In Fig. 5 , the output SNRs are plotted for 10 pJ, 0.1 PJ, and 1 fJ, respectively, when , , ,
, and , which are typically used parameters for Si APD. We can see that when pJ and , the interference noise dominates both the amplifier noise and detector noise with the given parameters.
From these results, we see that the amplifier and detector noise can be ignored for reasonable parameters and signal en-ergy. In addition, the desired physical size of the photodetectors is typically smaller than the pulse width (that is, ). Since the bandwidth-time (BT) product of the input energy, , is small ( 1), can be modeled as a (noncentral) chi-square random variable with two degrees of freedom, which indicates that the results shown in [1] are still valid over the range of bit-error probabilities of interest (that is, when the number of interferers is not too small) with reasonable parameters and signal energy levels. However, in a very low signal energy regime, amplifier and detector noise are not negligible. In addition, the detector size should be large enough (that is, ) to receive a large amount of signal energy to combat detector noise. In this case, the input SNR is reduced (as shown in Fig. 4 ) and the BT product of becomes comparable to one. When the BT product is large, can be modeled as a (noncentral) chi-square random variable with degrees of freedom [8] , [9] . However, since the BT product is comparable to one, eigenfunction expansion methods [10] , [11] should be adopted to characterize the probability density function (pdf) of . In addition, detector noise becomes significant. Thus, the results shown in [1] will deviate from actual performance measurements.
IV. DESIGN ISSUES FOR SYSTEM PARAMETERS
Due to the broadband nature of ULPs, ULP-CDMA systems are vulnerable to the dispersion of the optical fiber. Dispersion compensation techniques by matching fibers with opposite dispersion signs can be applied to circumvent group velocity dispersion, the primary contributor to dispersion. However, for ULPs, the higher order dispersion terms must be included. These dispersion orders are harder to compensate by optical fiber combinations and will result in a residual dispersion term. A recent example of short pulse propagation in dispersion-managed fiber compensations has demonstrated 400 fs pulse propagation over 60 km fiber with the pulse width increasing to 600 fs [12] . By combining an adaptive spectral filter to the dispersion-managed fiber, higher order dispersion terms can be nearly eliminated, as demonstrated in a 480 fs pulse transmission over 3 km with pulse broadening of only 10 fs [13] , and recently a 400 fs transmission over 10 km with 5 fs broadening [14] .
In the proposed PPM/ULP-CDMA system, the pulse separation in the PPM format, , should be set large enough to prevent a signal component from contributing to the neighboring locations. Thus, a design tradeoff is established in the selection of pulse duration; short pulses yield better performance, in principle, but they are more susceptible to pulse broadening due to dispersion, resulting in an increase of , which reduces the actual performance, since fewer pulse positions are allowed in the receiver's time window. This tradeoff signifies the importance of combating dispersion for achieving high throughput. A dispersion compensation and receiver synchronization technique, by transmitting a reference pulse through the system, is illustrated below.
For time-to-space conversion to occur, a properly-timed reference pulse must be provided. A local reference pulse source, locked to the transmitter laser, is a possible, yet difficult, solution, since the synchronization has to be better than the pulse duration (i.e., in the femtosecond range). We envisage an alternate possibility, where a reference pulse is transmitted through the optical fiber with delay relative to the data pulse. At the receiver, the incoming signal is divided into two branches having unequal delays, such that the reference pulse and the data pulse enter the processor at the same time. Using this scheme, the optical input channel containing the reference pulse carries also an interference component. In addition, there is 3 dB signal energy loss due to the division of the incoming beam. However, with reasonable signal energy and large number of users, we can assume that other users' interference is the main source of performance degradation and the interference is also 3 dB attenuated by the division of incoming beam. We analyze the time-to-space converted signal in the presence of interference with the reference pulse by ignoring the 3 dB attenuation effect.
As before, the detection process occurs after the CDMA despreading filter has recompressed the desired users' data and reference pulses back to an ULP. We assume that the reference pulse is delayed by relative to the center position of the PPM format, such that at the input to the processor (after path-length correction), and remains unchanged. The ultrafast waveforms are incident on the diffraction gratings at the input plane of the SPD, generating and , defined in (1) and (2), respectively. The interaction of the waves will have four components: 1) data pulse and reference pulse; 2) interference concurrent with data pulse and reference pulse; 3) interference concurrent with reference pulse and data pulse; and 4) interference concurrent with data pulse and interference concurrent with reference pulse. Since we are typically operating in the high signal-to-interference ratio regime for low bit-error probability, we can ignore the effect of the mutual interaction of interferences, 4). Following the same derivation for components 1)-3), the output field is given by (25)
The stationary output field components carry the time-to-space converted information. It consists of the signal pulse, the accompanying interference, and the interference accompanying the reference pulse. Note that the latter is reversed in spatial coordinate, relative to the other signals. The temporal dynamics of the fields, due to the spatial pupil modes, are irrelevant in the detection process due to the long integration time of the detectors. Since is a Gaussian process and can be made suf-ficiently large (e.g., several times of ) such that there is no correlation between the interference components, the sum of the two interference components is Gaussian, and its variance is the sum of that of each interference component, resulting in worse performance, while eliminating the synchronization problem. Roughly speaking, the aggregate throughput is one-fourth of that expected by assuming a perfect reference pulse, since both the number of interference pulses and the probability that an interference pulse is concurrent with the desired one are doubled. To reduce the performance degradation, we can transmit the signal and reference pulses with two orthogonal polarization states via a polarization preserving fiber. In this case, only the interfering probability is doubled, and the performance degradation factor is roughly a factor of two. Considering the intensity noise, the situation could be worse. The intensity noise is on the signal pulse as well as on the reference pulse. In addition, the intensity noise on the signal pulse could be correlated or uncorrelated to that on the reference pulse, depending on how one obtains the reference pulse. Interferers' pulses also carry intensity noise. Although an exact analysis including intensity noise is very complex and is beyond the scope of this paper, we can assume that a typical pulse-to-pulse energy variation is about 1%. Thus, although it reduces the actual aggregate throughput, it would not degrade the performance seriously.
An additional advantage of using a pulse that has traveled through the optical fiber for the reference pulse is that the pulse carries information about the fiber channel. The dispersion that will affect the data pulse also affects the reference pulse. When the time-space processor is used in a communication system where both the reference pulse and the signal pulse traverse the same optical channel, all the odd-order dispersion terms are automatically cancelled [15] . On the other hand, the even-order terms are doubled in magnitude. Since the second-order dispersion is the main source of signal distortion in uncompensated fiber propagation, this could have a detrimental effect. However, the time-space processor can compensate for second-order dispersion by displacing the output plane of the processor. Since the second-order dispersion is quadratic in the temporal frequency domain, the converted spatial information contains quadratic phase. By free-space propagation, the spatial quadratic phase is compensated, resulting in a signal that is distorted by the fourth and higher even orders. These orders are very weak and do not contribute significantly to the dispersion.
In [1] , it was shown that the performance of the proposed system depends largely on three parameters: the ULP duration ; the chip bandwidth ; and the number of possible signal positions . In addition, the pulse separation, , should be selected to ensure signal orthogonality. In the remaining portion of this section, practical ranges of the parameters are briefly discussed.
First, consider the minimum pulse separation time, , that ensures that the detected waveforms are sufficiently orthogonal. Here, we assume that the fiber dispersion effect is eliminated by applying a good dispersion compensation technique. Since some pulse shapes, e.g., Gaussian, are not limited in the time domain, we wish to establish the required distance between pulses such that the received signal in adjacent channels is sufficiently small. By using a Gaussian pulse profile, we can calculate the signal component energy at the desired and adjacent locations from (7) and (11) . When , we see that assures the fractional energy spilling to a neighboring detector is less than 1%. Typically, should be less than one in the moderate-to-high signal energy regimes, as shown in Section III. In this case, the fractional energy is typically reduced further.
The advent of erbium-doped, fiber-based ultrashort pulse lasers provide an ideal source for ULP communications, as the oscillation frequency of these lasers coincides with the desired communication band (center wavelength 1550 nm), and the robust fiber laser can be easily and efficiently connected to the optical network. Such lasers, based on additive-pulse mode locking, operating with fs, at 40 MHz repetition ns), 2.25 nJ energy per pulse, and at wavelength 1550 nm, have been demonstrated in [16] . Lasers with higher repetition rates of 10 GHz ns) have also been demonstrated with excellent jitter characteristics in [17] .
The time window of the receiver is required to span the duration of the all possible symbols, . Using the time-tospace mapping, the duration corresponds to a spatial width of . We seek the width of the spatial mode of the beam, , to cover this time window. Assuming that the detected values can be as low as 10% at the window extremes, relative to those at the center of the window, and , then the relationship is established. Theoretically, we can increase to accommodate any . However, increasing decreases the efficiency of the time-space processor, as well as introducing a packaging problem as the system size increases. A reasonable system may accommodate a time window on the order of 5-50 ps, allowing up to the hundreds. Finally, consider the spectral chip bandwidth, . The limiting factor on the possible spectral chip bandwidth that can be employed is the spectral resolution of the CDMA encoding spectral filter. The spectral resolution can be improved by increasing the beam size. However, a larger beam would require larger gratings and lenses, resulting in a bulky system that is more prone to stability problems. A recently demonstrated guided-wave optical implementation, based on arrayed waveguide grating, achieved an impressive resolution of 10 GHz in a small, robust package [18] . Thus, time-spread waveforms will emerge with typical durations on the order of 100 ps. This excellent performance is attributed to the array of 340 waveguide delay lines.
V. TWO MODIFIED SCHEMES
As discussed in [1] , we can improve the performance of the hybrid PPM/ULP-CDMA system by reducing , increasing , and/or increasing . In Section IV, however, it was shown that there are some practical limitations on the system parameters. In this section, two modified schemes are proposed to overcome such difficulties and enhance the performance of the hybrid PPM/ULP-CDMA system.
A. Multiple-Bit Transmission Scheme
The performance of the PPM/ULP-CDMA system depends largely on . As mentioned in Section IV, however, it is difficult to increase beyond a certain degree. Thus, only a small portion of the symbol period is occupied by the transmitted signal, and thus, for a large percentage of the time, no signal is being sent. As a way to use this unexploited resource, a multiple-pulse transmission (MPT) technique is considered. The basic idea of the MPT scheme is to use a repetition code of length (with peak power of each pulse ) in each symbol period to enable diversity reception, as shown in Fig. 6(a) . However, we cannot get a performance gain if we send them periodically, because a pulse of an interferer that is concurrent with any pulse of the desired user implies that all pulses of the desired user are corrupted by that interferer. As a remedy, we use optical orthogonal codes (OOC) [19] to specify the multiple pulse positions. If we assign a different OOC to each user, an interferer (with interfering pulses) can, at most, corrupt one of the pulses of the desired user. However, the number of available OOCs is bounded by [19] , where denotes the greatest integer not exceeding , , and is the duration of a slot in which an -ary PPM symbol can reside. For example, let and . Then, we get about 100 OOCs when , and 10 OOCs when . Since there are not a sufficient number of OOCs for all users, the users are divided into as many groups as available OOCs, and an OOC is assigned to all users in a group. We can also use OOCs with correlation value bounded by two in order to increase the number of OOCs. Note that the number of users in the MPT scheme is not limited by the number of OOCs.
However, for a given number of users, the number of users in a group is inversely proportional to the number of OOCs, and the probability that all pulses of the desired user are corrupted by an interferer decreases as the number of users in a group decreases. Thus, we can reduce the impulsiveness of interference by using well-designed OOCs with correlation value bounded by two. However, the probability distribution of "hit(s)" of an OOC with correlation value bounded by two depends on the code construction of the OOC, and the actual code construction and optimization is beyond the scope of this paper. Therefore, we will focus on the OOC with correlation value bounded by one in the sequel. Now, consider receiver structures for the MPT scheme. First, consider the coherent combining of the received signal at the receiver, as shown in Fig. 6(b) . Here, represents the th repetitive pulse position (in time) of the OOC of the th user. Let and , where and are the effective numbers of interferers at the desired and the -apart PPM signal locations in the th repetitive pulse position, respectively. Then, after coherently combining pulses, the pairwise error probability (PEP) ([1, eq. (18)]), conditioned on , can be modified as (26) The term in the numerator of the exponent of (26) arises as follows. From [1, eq. (16)- (18)], the variance of the interference is given by . Also, the signal power is due to the coherent combining. Thus, the signal-to-interference ratio becomes . On the other hand, the probability should be modified also. Since the crosscorrelations of the OOCs are bounded by one, at most, one encoded pulse of an interferer can be concurrent with the desired user's pulses. Since each user transmits encoded pulses, and the time window of interest of the desired user increases to times that in the conventional hybrid PPM/ULP-CDMA system (that is, pulses of the desired user are combined), the probability that one encoded pulse of an interferer is within the time window of interest of the desired user is times that in the conventional scheme (here, the effect of insufficient OOCs is ignored for simplicity). Then, [1, eq. (20) ] can be modified as (27) Note that the time interval is used instead of for simplicity. This can be justified from the facts that is typically much smaller than and that, as seen in [1, Fig. 5 ], the amount of interference caused by an interferer is relatively small when the time delay of the interferer is within or . Since and , (26) and (27) are equivalent to those of the conventional hybrid PPM/ULP-CDMA system with the spectral chip bandwidth , which means the effective number of chips increased by a factor of . Thus, from [1, eqs. (21)-(25)], it is seen that the performance of the MPT/coherent combining is equivalent to that of the conventional hybrid PPM/ULP-CDMA system with effective number of chips increased by a factor of , which implies the performance of the hybrid PPM/ULP-CDMA system is improved by the MPT/coherent combining scheme. However, the implementation of the coherent combining receiver is quite difficult, due to the very high frequency of the optical carrier.
In Fig. 6(c) , an intensity combining scheme is shown. The intensities detected by the detector arrays are combined and compared. Then, the largest one is selected. Although the intensity combining is inferior to the coherent combining, this scheme may be preferred, since it can be easily implemented. Let and be the intensities detected at the desired and -apart PPM signal locations of the th repetitive pulse position. Then, after combining, we get and . Since the interference, conditioned on the time delays of the interferers, is Gaussian, the pdf of , conditioned on , , is given by [20, p. 802] (28) where . Thus, we have
On the other hand, , conditioned on , is the sum of independent noncentral chi-square random variables, each The pairwise probability is obtained by taking the expectation of (31) over , , or equivalently, over the time delays. In Fig. 7 , the union bounds of bit-error probability of the MPT schemes are plotted for and the limiting case when fs and . To evaluate the PEP, the numerical method used in [1] is employed with modification as shown in Appendix B. From the results, it is seen that we can improve the performance of the hybrid PPM/ULP-CDMA system by employing the MPT scheme when is small and is low. Now, consider the limiting case where is sufficiently large. In this case, interference can be considered as a stationary Gaussian process with variance by invoking the central limit theorem. Then, the PEP is given by [20, p. 686] (32) where . As seen in Fig. 7 , the PEP now increases as increases, which comes from the noncoherent combining loss. Although the limiting performance gets worse as increases, the actual performance (with fixed ) gets closer to the limiting one as increases, because the interference gets closer to a stationary Gaussian process as the number of interfering pulses increases. From Fig. 7 , we can enhance the performance of the hybrid PPM/ULP-CDMA system with fs, , and by using the MPT scheme and increasing up to four at bit-error probability. The additional complexity in a transmitter required for the MPT scheme is an optical divider with delay lines. In a receiver, as many pairs of time-space processors and photodetector arrays as the number of pulses in a symbol may be required. However, we can implement a receiver with one pair of time-space processor and photodetector array with a timing circuit when the symbol rate is much slower than the electrical circuit speed.
B. Selective Transmission Scheme
Another important parameter determining the performance of the hybrid PPM/ULP-CDMA systems is the number of PPM symbols. As discussed in Section IV, however, is determined by the size of the time window of the time-space processor. To overcome the limitation on , a selective transmission (ST) scheme is suggested in Fig. 8 . Here, the symbol period is divided into intervals with , and bits are encoded into a symbol, where bits select one of the clusters in which the -ary PPM symbol is transmitted. Then, the signal location with the largest intensity among the possible locations is selected at the receiver. In addition to the enlarged signal set, the ST scheme shuffles the transmission time according to the bits of the information symbol, which implies the interference profiles during different symbol periods are likely to differ, so that the correlation between the bit-error probabilities in different symbol periods is alleviated. Note that this effect becomes more beneficial when an error-correcting code is employed. Now, consider the performance of the ST scheme. Since each user transmits only one pulse in a symbol period, the PEP among the adjacent symbols is identical to that investigated in [1] . On the other hand, the PEP between symbols in different clusters is obtained as follows. Since the separation of the two signal locations is large, an interferer corrupting one signal position can rarely affect the other one at the same time. Since the conditional PEP given in [1] , and repeated in this paper as (C-1), still holds, we can apply the same numerical techniques as in [1] . Then, the union bound of the symbol-error probability (or biterror probability) is obtained from the PEPs (see Appendix C). In Fig. 9 , the union bounds of symbol-error probability of the ST scheme are plotted for and the limiting case when fs and
. From the result, we see that we can improve the aggregate throughput with the ST scheme. Although it is not clearly seen in Fig. 9 , the aggregate throughput increases nearly proportional to , except for the case. This result is due to the fact that the PEP between symbols in different clusters is much smaller than that between symbols in the same cluster, so that the second term in the right-hand side of (C-4) is negligible when is small. The unequal pairwise error characteristic of the ST scheme may be useful in some applications where information and redundant bits have different significance, such as with a turbo code [21] . In these cases, we may encode bits into a PPM symbol by using more significant bits to select a cluster and less significant bits to select a position in the cluster.
As increases, the symbol-error probability increases. However, we can still get higher aggregate throughput (although less than linear improvement) at a given symbol-error probability (or bit-error probability) by increasing . When and are sufficiently large, the performance of the ST scheme can be obtained from [1, Prop. 7 and Fig. 9] by substituting for , which shows improvement of aggregate throughput by increasing . Similar to the MPT scheme, the additional complexity in a transmitter using the ST scheme is the additional delay lines and a selecting circuit. For the receiver, we may again use as many pairs of time-space processors and photodetector arrays as the number of clusters, resulting in roughly linear increase in the receiver complexity. However, we can also implement the receiver with one pair of time-space processor and photodetector array with a timing circuit when the symbol rate is low. In this case, we can improve the performance of the proposed system with only slight additional complexity for both transmitter and receiver.
VI. CONCLUDING REMARK
In this paper, a receiver for the proposed hybrid PPM/ULP-CDMA system using the time-space processor was proposed and investigated. The high resolution time-to-space conversion by the time-space processor enabled detection of the proposed PPM format with very small symbol separation. Some nonideal effects of the time-space processor, including the reference pulse realization, as well as amplifier noise, detector noise, fiber dispersion, and nonlinear distortion in the fiber, were discussed. Also, the system parameters, such as the ULP duration, the ULP repetition time, the spectral chip bandwidth, the number of PPM symbols, and symbol separation of the PPM format, were discussed relative to the current state-of-the-art technology. The performance analysis on the proposed hybrid PPM/ULP-CDMA system with such nonideal effects showed that the results provided in [1] were still valid (with aggregate throughput modification corresponding to the specific reference pulse realization method as discussed in Section IV), for reasonable values of the system parameters, when used for short distance data networks, such as local area networks, where fiber attenuation was negligible and fiber dispersion could be almost compensated with current state-of-the-art technology.
To enhance the performance of the proposed system beyond the physical limit of the system parameters, the MPT and ST schemes were proposed and investigated. It was shown that we could improve the performance of the hybrid PPM/ULP-CDMA system by employing either the MPT or ST schemes. In effect, the MPT scheme increased the effective number of chips, and the ST scheme increased the number of possible symbols in PPM format, both resulting in improved performances at the cost of additional complexity. In particular, the ST scheme can provide improvement in aggregate throughput, nearly proportional to the logarithm of the number of clusters in the PPM format, as well as an additional advantage of interference randomizing and unequal error protection, which might be useful when a channel-coding scheme is applied. where the last approximation follows from (11) . The autocorrelation function is given by
where the last equality follows from the facts that the expectation of odd-order terms of is zero and that . On the other hand, we have where the last approximation also follows from (11).
APPENDIX B EVALUATION OF THE UNION BOUND ON THE BIT-ERROR PROBABILITY IN THE MPT SCHEME
Since we have OOCs and users, an OOC is assigned to users in a group, where denotes the smallest integer greater than . Then, an interferer from other groups can corrupt one pulse of the desired user with probability [19] . On the other hand, an interferer from the same group can corrupt one pulse and all pulses of the desired user with probability and , respectively. Let , , and be the numbers of -pulse corrupting interferers from the same group, one-pulse corrupting interferers from the same group, and one-pulse corrupting interferers from another group, respectively. Then, the probability of this event is
where . For given values of , , and , we generate with uniform distribution over . We also select equiprobably to locate the th interferer around the th pulse location of the desired user. We then evaluate and . Here, we ignore sidelobes of the function, as we did in [1] . Then, we evaluate (31) and average it over 10 000 trials to obtain . Note that . Finally, the unconditional PEP and the union bound of the bit-error probability are obtained as (B-2) and (B-3) respectively, where is the average number of bit errors per number of bits in a symbol, caused by falsely detecting a symbol that is apart from the desired symbol.
APPENDIX C EVALUATION OF THE UNION BOUND ON THE SYMBOL-ERROR PROBABILITY IN THE ST SCHEME
The conditional PEP is given by [1] (C-1) where and are the transmitted and some other signal locations, respectively, and and are the effective numbers of interferers at the two signal locations, defined in [1] . Here, the subscript is used to emphasize that the other signal location is in a different cluster. When the two signal locations are in the same cluster separated by (subscript is used instead of in this case), the PEP is evaluated as in [1] . When the two signals are in different clusters with , we can assume that an interferer that affects one signal location cannot affect the other signal location. Then, a modified version of the numerical method in [1] is applied to evaluate the PEP as follows. First, we assume that only interferers with time delays within of the two signal locations and are taken into account for and , respectively. Let and be the number of interferers with relative time delays within of and . Then, we have (C-2)
For given values of and , we generate with a uniform distribution over . Next, we evaluate and . Then, we evaluate (C-1) and average it over 10 000 trials to obtain . Again, note that . Finally, the unconditional PEP is obtained as (C-3) Since the PEP is the same for all signal locations that are not in the same cluster of , the symbol-error probability, , is given by (C-4) where the first term is the sum of PEP due to the signal locations in the same cluster, given in [1] . Dr 
