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Abstract-Singular perturbation techniques based upon large conductivity are used to 
analyze model equations for the regeneration of a combustible-particle filter. Analytical 
formulas are derived for two orders of the solution of the nonlinear system of partial 
differential equations with a free boundary. These formulas require ths numerical so- 
lution of just two systems of second order ordinary differential equations, only one of’ 
which is nonlinear. Initial conditions for the linear system require a separate solution 
during the initial time period and asymptotic matching. Results confirm the absence of 
substantial spatial temperature gradients through the particksubstrate system as sug- 
gested by previous zeroth order calculations. The first order terms obtained here can 
be used to estimate the accuracy of the zeroth order terms or, if necessary, to refine 
the results of the zeroth order calculation. 
INTRODUCTION 
A theoretical study of a new and potentially important combustion sy’stem was recently 
reported [l]. Reduced to its bare essentials in Fig. 1, the system consists of a slab of inert 
porous solid designed to filter suspended combustible particles out of a gas stream that 
flows through the slab. To obtain high filtration efficiency, the characteristic pore size of 
the substrate is not much larger than the particle size, so the particles deposit on the 
upstream surface of the porous substrate slab. Since the particles are assumed to be 
unreactive at normal gas conditions, the filtered particles accumulate with time to form 
a combustible deposit of thickness w located just upstream of the inert substrate. As the 
thickness of the deposit increases, it provides an increasing resistance to the gas flow, 
necessitating the regeneration of the filter. This regeneration may be accomplished by 
temporarily changing the gas properties (temperature, flow rate. chemical composition) 
so as to induce combustion of the accumulated particles. This regeneration process is the 
subject in [I] and this work. 
The specific application that motivated these studies involves the combustion of diesel 
soot collected on a ceramic wall-flow monolith located in the exhaust of a diesel engine. 
The author is unaware of other applications at this time. The change in the internal struc- 
ture and size of the deposit layer in time during the regeneration is. in some way, similar 
to the combustion of porous carbonaceous material such as particles of coal. However, 
even this subprocess is substantially different here in that the transport of oxygen to the 
internal reactive surfaces of fuel is by convection rather than diffusion. Nonetheless, some 
attempt has been made here to describe the process in a somewhat general setting so that 
these results may be useful in future applications, and so that the interesting physical and 
mathematical features of the process can be emphasized. For related models focusing on 
the macroscopic description of flow through the wall-flow monolith and non-uniform de- 
posit depletion, see [Z] and [3]. 
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Bissett and Shadman [1] treated the formulation of the model equations, the basic 
solution method, and the results for variations in some of rhe important design variables. 
The focus was on the automotive application mentioned above. In this study, the focus 
is on some of the important mathematical details of the model equations and their solution. 
In particular. the above reference used a singular perturbation procedure to develop 
solutions as expansions in the small dimensionless parameter, E: 
E = C,,,O”W’Jh, * (1) 
Only the zeroth order terms were calculated, although because of the singular nature of 
the perturbation problem, solutions could not be obtained simply by setting E = 0. Ac- 
curacy and validity of these solutions requires that E < I. That is, the thermal conductivity 
of the deposit layer, A,, must be large relative to the typical tlow rates through the system, 
go. and the typical (initial) deposit layer thickness. We. For any specific application, E is 
fixed, so quantitative accuracy of the zeroth order solution cannot be improved by taking 
a smaller E. However, accuracy estimates for the zeroth order terms are available from 
the first order terms of the solution. Therefore, a principal purpose of this study is to 
calculate these first order terms. 
The extension to a higher order of accuracy of a low order calculation that produces 
apparently reasonable results is an exercise not often undertaken. In this case, the effort 
was considered worthwhile for the following reasons: (1) The zeroth order results were 
intended for quantitative prediction as much as for qualitative understanding. The quan- 
titative error estimates for the zeroth order terms available from the first order terms can 
be used to verify that errors produced by truncating the solution expansion are within 
the range expected from the precision of the original model formulation. Moreover, rel- 
atively large errors would not be surprising since the original problem does not have a 
standard structure, and its solution is prone to very rapid changes during the combustion. 
(2) The zeroth order solution possesses temperatures independent of spatial position at 
each time. The first order terms produce the first calculation of spatial temperature gra- 
dients. (3) The first order calculation clarifies the singular character of the perturbation 
problem, which was masked by the fortuitously constant initial conditions for the zeroth 
order calculation. In particular, an initial layer in time must be constructed and asymp- 
totically matched with an outer solution to complete the first order calculation. 
The remainder of this study will include a statement of the model equations along with 
a brief description of their content, the calculation of the outer solution which contains 
the principal solution behavior, the calculation of the inner solution near t = 0 that pro- 
vides the initial conditions for the outer solution, and a discussion of the results for a 
typical set of operating conditions. 
PROBLEM DESCRIPTION 
The system of model equations to be studied is p Diven in dimensionless form below: 
drv 
- = ‘MF[y(lr = 0) - y(u = -I)] 
dt 
(2) 
In Region 1, - 1 < u < 0: 
dT II dtbj aT ----- 
at w dt aLi 
- hHR,(T)y - ENIF g 1 
av 
F- = - \c.R,(T)?: 
all 
(4) 
* Definitions of all terms is provided in the Notation. 
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In Region 2, 0 < 11 < iv,: 
at of = - 1: 
at ii = 0: 
aT - = E\I.F( T - T;) 
a11 
y = ?‘j 
T(u = 0-) = T(u = 0-) 
dT 
z (u = o-) = h2w 5 (u = o-) 
y(u = o-) = )‘(u = o-) 
aT 
-= 0 
au 
(7) 
(8) 
att = 0: 
This notation is largely consistent with that in [l]. The most significant difference is 
the change in the independent spatial variable from .r to u (see Fig. 1). For details on the 
model formulation, nondimensionalization. and results for the automotive application dis- 
cussed in the Introduction, the reader is referred to this reference. Only a brief revie\k 
of the formulation is given here. 
Equation 2 gives the rate at which the thickness of the particle layer, I$‘, shrinks with 
time. The rate is proportional to the total rate of reaction occurring inside the particle 
layer and so is easily related to the total amount of oxygen consumed in the layer. 
Gas Particles Substrate 
Flow 1 (Region 1) 
L’ 
(Region 2) 
b 
I 
x = -w x,u=o x, u = ws 
Ll = -1 
Fig. I. Model geometry, showing the two alternative independent variable schemes. r and 11. 
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The independent variable x was used in [I], but the alternative variable, ~1, is preferred 
for this work. 
11 = 
.r/rtr, Region 1 
-r, Region 2 (13 
The moving boundary at x = -M’ is now fixed at ~1 = - 1. When these model equations 
are expanded in powers of E for solution at each order, this change of variable eliminates 
terms from the boundary conditions at ,Y = - HZ that would arise from necessarily solving 
the problem on the approximately known size of Region 1 using the variable .r. The cost 
of this change is the injection of additional factors of w wherever spatial derivatives occur 
in Region I. It is important to realize that this change is more than a mere convenience. 
The use of the exact boundary of Region 1 rather than an approximation provides superior 
quantitative results when the rapid reaction near this boundary produces large oxygen 
concentration gradients near this boundary. The resulting change in the solution will be 
noted later after the relevant expressions have been derived. Notice that. since x is 
bounded below by --I(‘, II will stay finite as TV approaches zero. 
The four terms in Eq. (3) represent heat conduction, accumulation, production from 
particle reaction, and convection, respectively, in the particle layer. (The entire term 
proportional to C,, represents accumulation after the change of variables of Eq. (15)). 
Because of the very large interphase area, solid and gas phase temperatures are equal 
except at the inlet face of the deposit layer. Equation (5) is similar for Region 2, but the 
absence of particles allows no heat production. Equations (4) and (6) state that the loss 
of oxygen as the gas flows through the system is equal to its consumption by reaction, if 
any. 
The inlet conditions, Eqs. (7) and (S), contain the properties of the incoming gas, T,, 
F, and yi, which are smooth functions of time used to initiate the regeneration. Ti and F 
are normalized to 1 at t = 0. Equation (7) is the balance of conductive and convective 
heat fluxes at the inlet face. 
The remaining boundary, continuity, and initial conditions are straightforward, with 
the possible exception of Eq. (13). Before the reactions of regeneration begin. the porous 
layers are in thermal equilibrium with the gas stream. Therefore, the initial temperature 
distribution of the porous layers is independent of position and equal to Ti(r = 0). The 
reaction rate used here is 
R,(T) = kexp[E(T - l)/irl (16) 
From the mathematical standpoint, two features are most noteworthy in the model 
system. The first is the pervasive presence of the time-dependent particle layer thickness, 
\v, in Eqs. (3), (4), (7). and (lo), resulting from the scaling of the original free boundary 
problem to a problem on a fixed interval. The second feature is the existence of the small 
parameter, E, which will be used in subsequent sections to solve approximately the model 
equations using singular perturbation methods. 
OUTER SOLUTION 
The solution to the above problem will be developed as a perturbation expansion in 
the small parameter, E. 
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The lowest order solution has been previously calculated [I]. The task of this study is to 
extend this solution to first order (m = 1). 
Since the solution relies on E G 1, it is helpful to see typical parameter values at this 
stage of the solution procedure. Table 1 contains the dimensionless parameter values 
obtained from the dimensional parameters describing the base condition in [I]. These will 
also be used for the numerical results presented here. Note the small size of E and that 
the inlet temperature increase, used here to stimulate the regeneration, is slow compared 
to the time scale of the combustion and transport processes in Eqs. (Z)-(6). 
When Eq. (17) is substituted into the model equations, the equations governing the 
zeroth order terms are straightforward [l]. For completeness. their solution will be re- 
peated here: 
To = To(t) 
To(O) = 1 
y. = 
i 
yi exp( -a(lr i 
Y; exp( - a), 
where 
I)). Region 1 
Region 1 
(ISI 
(19) 
CO) 
n = R,(To)wolF (21) 
Note that TO is known to be independent of II, but its dependence on t is unknown at this 
stage in the calculation. Because of this, )L*~~ cannot be explicitly calculated yet. 
Using Eq. (4), the first order terms of Eq. (3) are the following: 
dTo fO0 dt I~O t AH F z , Region 1 
This is immediately integrated, using 
dTI Z (II = - 1) = w,,F(To - TJ 
from Eq. (7). 
aTI 
%I = bv” F(To - Ti) + Cp, z W”(U + 1) 
- AH Fyi[l - exp( - a(u + l))] , Region I 
Table 1. 
1.38 
2.59 
29.7 
1. 
1.02 x 10-J 
,414 
1 + ,361 [l - exp (-3.63 x lo-’ t)] 
19.4 
,052 
20.6 
9.28 x lo-’ 
1.3 
(22) 
(233 
(14) 
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This integration is continued into Region 2 using the appropriate continuity condition from 
Eq. (10) and the first order terms of Eq. (5) 
h_ a’Z-1 - = 
- au’ 
CD2 z . Region 2, 
to obtain the following: 
- AH Fyi[l - exp( - a)] 
+ CP2 % u, Region 2 
When 
2 (ff = rt.,) = 0 
(25) 
(24) 
(27) 
from Eq. (12) is substituted into Eq. (26), the equation for the time dependence of TO 
results. 
(Cp,w 0 f CPZWJ) % = F(Ti - To) + AH Fy;[l - exp( -a)] (28) 
This is combined with the zeroth order terms of Eq. (2). 
da\*0 -= 
dt 
- MFy,[I - exp( - cr)], (29) 
to obtain a system of two coupled ordinary differential equations for To and 11’~. Numerical 
solution is now standard. Initial conditions are Eq. (19) and 
h’o(O) = 1 (30) 
from Eq. (14). 
To and \rO, as well as their first derivatives. can novv be considered known. At any 
time, the known value of To and btlo can be used in Eq. (20) to obtain the spatial variation 
in oxygen concentration. yo. 
To carry the analysis substantially beyond [I], integrate Eq. (2-I) again. Define 
T;(t) = Tl(U = -1, t), (31) 
an unknown function of time at this stage of the calculation. 
T1 = T; + wo F( TO - Ti)(U + 1) + 
dTo c,, - w,(u + I)‘/2 
dt 
- AH Fyi[exp( - U)(U + 1)) - 1 t a(~ + 1)1/a , Region 1 (32) 
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Also integrate Eq. (26) usingthe appropriate continuity condition from Eq. (9): 
T, = T; f F(To - Tj)(WO + UiXz) 
f 2 [C,, W~(W~/?, + U/h:) + Cp&(2h2)] 
- AH Fyi{kvo[exp(-a) - 1 + al/a 
+ [l - exp( - a)]ulh~}, Region 2 
The first order term of Eq. (4) can be written as follows: 
=- 
aT~R;(To)lf?,(To) - ~~r’,/\c.~. Region I 
This is integrated, after noting from Eq. (8) that 
,v,(ll = - I) = 0. 
(33) 
(3-1) 
(35) 
Yl = - ay, exp( - a(u + 1)) (u + I)w,/wO + E(u f l)T;ITo’ 
{ 
F(To - Ti)(U + I)‘/2 -t- c,, % w,(u - 1)3/6 
+ AH Fyi[exp(-n(u + 1)) - 1 + a(~ + 1) - a’(u f l)‘D]/u’ , Region 1 
(36) 
From Eq. (6). yI is constant in Region 2: 
)‘I = ?‘,(U 
where y,(~r = 0) is easily evaluated from 
= 0), Region 2, 
Eq. (36). 
(37) 
This same value for _Y,(LI = 0) can be used in the first order terms of Eq. (2). 
Just as at zeroth order, the calculation of first order terms was started in order to determine 
dTo dt, here the second order terms must be started to determine $. With the help of Eq. 
(4), the second order terms of Eqs. (3) and (5) can be written as follows: 
a’T- 
-_-z = c,, aT1 
art’ 
wo2--- + zw$%v, 
at dt 
- w,u%$~) +AHF (wo%.+ 2~~) 
aTI - FFCV” -alr , Region 1 (39) 
A, azT2 - 
- all’ 
CPz % - F z . Region Z (10) 
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This form is particularly suitable for the integration of Eqs. (39) and (40) over Regions 1 
and 2, respectively. for substitution in the left-hand side of the second order terms of Eq. 
(IO): 
aT1 
; (u = o-) - hzwo z JT* (u = o-) = Al- (u = 0-j WI 
afi 
(41) 
The resulting expression is simplified. using the second order terms of Eqs. (7) and (12): 
The resulting equation is then manipulated to the following form. 
dTo 
(C,lW, + c,,w,, % = -c,, dt Wl - FT; - AH Fy,(u = 0) + F(T,(w,) 
(42) 
(43) 
T;) 
(44) 
The system consisting of Eqs. (35) and (44) provides the means for determining the 
transient behavior of T; and II’, , once the appropriate substitutions from Eqs. (32), (33). 
and (36) are made. The remaining first order quantities are then calculated using the 
expressions given above. Note that the system is nonautonomous, but it is linear since 
yr(~ = 0) is linear in T\ and IL’, and neither T; nor IL’, will appear in the integrals in Eq. 
(44). Analytical evaluation of these integrals is quite tedious but presents no fundamental 
difficulties. 
We are now in a position to note the consequences of changing independent variables 
from .r to u on the form of the solution. Most of the expressions derived above would 
remain correct for the problem posed with .I-, if u is simply replaced by s/N~~, and 
( 
a 
- 
at 
- (II/M-‘~) 2 i 
i 
in Eqs. (3), (39), and (4-l) is replaced by its corresponding operator 
$ . However, the term proportional to CILL’~ in Eq. (34) would not appear, and the boundary 
condition Eq. (35) would instead contain a term proportional to CZNJ,. In changing from x 
to ~1, the movement of this boundary location correction term from the boundary condition 
to the differential equation determining yI causes the coefficient of \L’ 1 inside the brackets 
of Eq. (36) to change from l/rcjo to (II + I)/N,~. That is. yI is forced to vanish at the inlet 
boundary according to Eq. (35), but the value ofg , at the interface (x, ~1 = 0) is unchanged. 
Because the numerical value of clbbfI can be quite large during rapid reaction for the typical 
parameter values listed in Table 1. the expression for _Y, given by Eq. (36) gives a smaller 
correction to y. than would the corresponding expression using X. In fact, without fixing 
the location of the inlet boundary by changing variables to I[. the “correction term”, E_YI, 
would have been substantially larger than y. near x = - w. for the most reactive portion 
of the regeneration. Therefore, the seemingly inconsequential step of changing the in- 
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dependent spatial variable so that the model equations are posed on a fixed interval has 
an important quantitative effect on the calculated solution. The change from .r to II also 
produces the terms proportional to \I*~ in Eqs. (39) and (11) and produces different terms 
proportional to 1~‘~ in Eq. (43). but these changes cancel themselves so that the important 
result, Eq. (44). is unaffected. 
Initial conditions are no\v required for T; and \t’, However. the obvious choice of T,(I 
= 0) = 0 from Eq. (13) is clearly inconsistent w.ith Eqs. (32) and (33). which would be 
used to determine T; (0). The initial layer. Lvhich should normally be expected in a singular 
perturbation problem having the form of Eq. (3). but which did not occur at lowest order 
because of the special initial condition. Eq. (13). must now be addressed. 
INNER SOLUTION 
To resolve the initial conditions for the T; and II’, system. we now study the model 
equations on the time scale 
5 = tie (4% 
Let the dependent variables which are functions of T in the initial layer be labeled M.ith 
overscores. as sh0bk.n belou, corresponding to the appropriate dependent variable of the 
outer solution without overscores. Because of the uniform validity of the zeroth order 
outer solution as I - 0. the zeroth order terms of the inner solution are immediate. 
T = 1 + ET1 + O(2) (46) 
>li exp( -Z(u + I)) A O(e), Region 1 
Yi exp( -a) + O(E)? Region 2 (47) 
si:= 1 + Eli;, + O(C), (48) 
where 
F? = R,(l) (49) 
Fi = y;(O) (50) 
The first order terms of Eq. (2) are the folloLving: 
dr;;, -= 
d7 
- Jfli( 1 - exp( -5)) 
The solution of this equation satisfying the initial condition 
W*(O) = 0 
is 
w, = -1Myi( 1 - exp( -n))T 
The next order terms of Eqs. (3) and (5) are the following: 
(51) 
(52) 
(53) 
(5-I) 
(35) 
- = Ifi3 exp(-Z(ll + I)). Region 1 
- = 0, Region 2. 
IO 
These are solved subject to 
EDWARD J. BISSETT 
aT, 
- 
; (11 = o-) = A2 5 (u = o-), (56) 
- - 
c (II = - 1) = 2 (u = w,) = 0, (57) 
and 
T, (T = 0) = 0 (58) 
This forced linear heat conduction problem is conveniently solved for the purpose at hand 
using the Laplace transform. The complete transform of 7, is given in the Appendix for 
the benefit of the reader interested in the detailed dynamics of the initial layer. The solution 
for 7, is given below. 
T, = Ami{[l - exp(-Zi)][C,i(lc + I)*/2 i T]/(C~, + CP2wJ 
- [exp(-2i(u + 1)) - 1 + Z(u + I)]&} 
+ G + {transient erms}, Region 1 (59) 
T* = Ami{[l - exp(-Z)][C,i/2 + C,*(U’/Z - W,U)/h* + T]/(C,i + C,zW,) 
- [exp( -Z) - 1 + 515) 
+ G + {transient erms}, Region 2 (60) 
where 
G = lHi;i{[exp(-Z) - I + ?i]lZ 
f C,,[(l - exp( -??))/Z - Ii:! - exp(-Wi]/(C,, + CP2\~,,) 
- [I - exp(-I)][Cg,/6 + C,,,CP2rr~,/2 
- C;2W5/(3h2)]/(CP, + C,,W,)‘}. (61) 
and {transient erms} are terms that decay exponentially on the time scale of c. 
Asymptotic matching of the above inner solution to the outer solution calculated earlier 
will produce the desired initial conditions for T; and IV,. In this case, the simplest way 
to match is to first neglect the {transient erms} above, since they are transcendentally 
small outside the initial layer. Then. if the outer solution is written in terms of the inner 
variable. 7, and expanded. it should agree with the remainder of the inner solution cal- 
culated above. For those unfamiliar with this procedure, see [4] for example. 
The terms in this expression are evaluated using Eqs. (19), (28)-(30), and (32) or (33) 
depending upon the Region. After minor simplifications, agreement with the inner solution 
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is obtained for both Regions 1 and 1 (a useful check on the calculation) with 
I I 
T;(O) = G (63) 
Us, = 0 (64) 
For the parameters of Table I, 
G = 3.36 x IO-' (65) 
Since Eqs. (63) and (64) are the principal results of the calculation of the inner solution, 
further details of the inner solution will not be derived. The formulas in the Appendix are 
useful for explicitly calculating the transient terms of 7,. Obtaining -I from Eqs. (4) and 
(6) is no more difficult than obtaining y,. 
RESULTS AND DISCUSSION 
For the purpose of this study, results will only be displayed for the sample parameter 
values listed in Table 1. and only the outer solution will be shown. 
Figure 2a shows the zeroth order terms from [Il. along with the inlet temperature Lvhich 
initiates the regeneration. This figure also displays the four stages discussed in the earlier 
study: (1) the preheating stage. in which reaction is minimal and the inlet gas heats the 
system, (7) the ignition stage. in which significant reaction begins in the deposit, and the 
temperature increases steeply, (3) the transport-controlled stage. in Lvhich the reaction 
rate is limited by the availability of oxygen, and (1) the cooling stage. in which the heat 
accumulated from reaction is gradually dissipated. 
Figure 3b contains the first order terms, T;(= r,(.r = -lt.,I)) and II’, These are to be 
multiplied by E and added to the zeroth order terms to obtain solutions accurate to O(E’). 
The largest magnitude of ET; or elt*, is approximately .005 and occurs for Eli’, in the 
transport-controlled stage. Therefore, an important conclusion is that quantitative errors 
are small in reporting only To and l\‘. for the transient behavior of T and )\‘ with the 
parameters of Table 1. 
X comparison of Figs. ?a and 2b shows that, during the preheating and ignition stages. 
the first order terms respond as rapidly. but in the opposite direction, as their corre- 
sponding zeroth order terms. 
The transition from the ignition stage to the transport-controlled stage occurs when the 
reaction has increased sufficiently that nearly all available oxygen is consumed in the 
deposit layer. Mathematically, this transition is easily recognized when the reaction func- 
tion. CI. which has been increasing throughout the ignition stage. becomes sufficiently 
large that exp( -a) is negligible, since this exponential is proportional to the amount of 
oxygen not consumed in the deposit layer. 7; espzriences a small temporary increase 
during this transition before continuing its downward trend during the transport-controlled 
stage. This behavior of T; during the transition is difficult to attribute to any single effect. 
but is rather the result of subtle shifts in balance between several of the terms in the right- 
hand side of Eq. (44). 
During the transport-controlled stage. the total rate of reaction does not increase sig- 
nificantly, so To and tL*O change at a nearly constant rate, and \t’l stays nearly constant. 
The rapid transition between the transport-controlled and the cooling stages is also 
understood via this same exponential and the oxygen not consumed in the particle layer, 
Y,(H = 0). Because tt’,, approaches 0 at the end of the transport-controlled stage, exp( -0) 
2.0 
1.5 
(a) 1 .o 
0.5 
0 
EDWARD 1. BrssErr 
i-1 St Stage-! : 
, 
(b) 0 
-6 
Fio =. 2. Transient response of (a) principal zcroth order variables. and fb) first order variables. .\lso shown in 
_‘(a) are the four stages of the regeneration and the inlet temperature. T,. that stimulates the regeneradon. 
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Fig. 3. (a) Temperature profiles of the first order terms at representative times of the stages of regeneration. (b) 
Some of these same profiles, restricted to the deposit layer only. 
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rapidly increases to 1, even though R [(To) is still large. This drives Y,(H = 0) to non- 
negligible negative values, producing the rapid change in I\‘, . but only until btaO = IL’, = 
0. which again restores v,(~r = 0) to 0. Although the discussion in this paragraph is 
important in understanding the behavior of the model equations. the reader should keep 
in mind that uniform accuracy of this perturbation procedure should not be expected when 
~0 becomes so small that it compares with EN’, . 
Figure 3a displays the spatial variations of T, at times representative of the regeneration 
stages. Note that these temperature profiles confirm the absence of substantial temper- 
ature gradients suggested by the zeroth order terms: E multiplied by the largest temperature 
difference across the deposit/substrate system is approximately .006. Note the rapid 
change in the spatial gradient of r, in Region 2 as the reaction terminates at the end of 
the transport-controlled stage. and the gas entering Region 3 starts to cool the substrate. 
rather than heat it. The profiles inside the deposit layer are obscure using the scale of 
this figure, so some are repeated in Region 1 alone in Fig. 3b. During the transport- 
controlled stage, note the very weak temperature maximum which moves toward 11 = 
- 1 as the regeneration proceeds and the reaction becomes increasingly confined to the 
inlet zone near II = - 1. Since To is independent of II. this temperature maximum of T, 
represents a maximum of T. with O($) corrections. 
Figure 4a displays the oxygen concentration correction. _v,. in Region 1; for reference, 
y. is shown in Fig. 4b. The concentrations in Region 1 are equal to their value at u = 0. 
As the regeneration proceeds through the ignition and transport-controlled stages, the 
oxygen is depleted closer to the inlet. The time t = 236 marks the approximate transition 
0.5 
Y, O-O 
-0.5 
-1.0 
-1.5 
i = 248 
t = 224 
-0.6 -0.4 -0.2 0.0 
Ll 
Fig. 1. (a) First order correction to the oxygen concentration in the deposit layer at selected times in the 
regeneration. (b) Zeroth order oxygen concentration profiles at the same times used in (a). 
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Fig. 4. (Continued) 
between ignition and transport-control because for later times the oxygen concentration 
is zero at the end of the reactive deposit layer. u = 0. Note that y. somewhat underss- 
timates the oxygen concentration during the ignition and transport-controlled stages, but 
that ~0 overestimates y near the transition to the cooling stage (t = 261). 
CONCLUSIONS 
Based on the typical parameter values used in this study,. the folloiving conclusions 
are made: 
The zeroth order solution can be used confidently for quantitative results within the 
anticipated precision of the model formulated (approximately 55). The most sig- 
nificant correction terms occur in the expansion for the temperature distribution. 
Therefore, in applications that require a larger value of E than the very small value 
estimated for this sample calculation, the two-term expansions generated here are 
most likely to be useful in predicting temperature distributions. 
The spatial temperature gradients through the particle/substrate layers, which are 
predicted to be zero by the zeroth order solution. are also predicted to be very small 
by the first order solution for E < .Ol. 
The perturbation procedure supplies superior results for oxygen concentration pro- 
files if the spatial variable is scaled so the position of the free boundary is fixed. 
16 EDWXRD J. B~SSET-T 
4. The singular perturbation procedure used provides an effective means of efficiently 
solving the model equations. displayin, 0 the solution features with formulas, and 
systematically improving the solution accuracy by calculating additional terms when 
required. 
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Roman: 
n 
C 
Cpj, j = IF’S 
E 
F(t) 
iTo 
G 
AH 
k 
M 
t 
T 
T,(t) 
11 
IL’ 
‘“b 
IV, 
x 
Y 
Yi(t) 
Greek: 
NOTATION* 
reaction function defined in Eq. (11) 
dimensional gas-phase heat capacity 
solid-phase heat capacity in Regionj 
activation energy 
inlet mass flow rate 
dimensional initial inlet mass flux 
initial condition for 7-i (see Eq. (61) 
heat of reaction 
reaction rate constant 
molecular weight ratio 
time 
temperature 
inlet temperature 
scaled position 
particle layer thickness 
dimensional initial particle layer thickness 
substrate thickness 
position 
mole fraction of oxygen 
inlet mole fraction of oxygen 
inverse of conductivity of particle layer 
dimensional conductivity of particle layer 
conductivity ratio, substrate/particle layer 
time in initial layer (see Eq. (45)) 
x Ail parameters are dimensionless unless noted otherwise. 
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APPENDIX 
Ii 
In this Appendix, some details of the derivation of the solution for T,, Eqs. (59) and 
(60). will be given. 
If cl(s) is the Laplace transform of 7,. 
q(s) = T T,(T) exp( --ST) d;. 
then it satisfies the following differential equations. 
a2q 
- - p:q = (AfiJ/xis) exp( -Si(rt i l)), Region 1, 
a2 
a2q -- 
dll’ 
p$q = 0, Region 2, 
where 
and 4 satisfies the same boundary and interface conditions as 7,. The solution for (I. 
obtained using a Green’s function, for example. is as follows: 
cl(s) = A(s){cosh p~w,[si cash p,u - E exp( -5) cash p,(o + 1) 
- pI exp(-??(u + 1); sinhp,] 
- AZPZ sinh p~~t.~[(Eip,) sinh pllr - exp( -5) cash p,(rl + I) 
+ exp(-n(ll + 1)) cash p,]}. Region 1 
-- 
4(S) = A(s) cash P~(bt’~ - ~r){cl - esp( -a)[a cash p, I p, sinh p,]}, Region 1 
where 
A(S) = IfiiZ/[s(Z?’ - pf)(pI sinh pI cash PZ\~‘~ 
+ hzp~ cash p, sinh p2~tls)] 
To recover T,(T), the usual complex integration is performed, 
T,(T) = 142~) Jb::r q(s) exp(s_;) ds. 
Evaluation of this integrand requires knowledge of the singularities of the integrand. 
s = 0 is not a branch point, but is a double pole. The singularity at p: = 77’ is removable. 
The other poles, at the zeros of the denominator of A(s), are located at the points {s,) on 
the nonpositive real axis given by 
, 
s, = - I’;, 
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where bn} are the real solutions of 
The important point here is that each residue from these poles will be proportional to 
exp ( -u~,T) by the inversion formula above. Therefore, for all 11, f 0. these residues will 
produce the {transient erms} while the residue of the double pole at s = 0 will produce 
the remainder of the expressions in Eqs. (39) and (60). 
