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This thesis examines the relationship of robbery arrest
rates to three variables; age, time period, and cohort over a
20 year period, 1965-1984. The study also tests Richard
Easterlin's cohort thesis as applied to robbery arrest-rate
statistics from the U.S. Uniform Crime Reports. Easterlin's
hypothesis suggests that crime rates will fluctuate accord¬
ing to the relative size of cohort, and that cohort is more
closely related to crime rates than age and period. In short,
large cohorts generate higher arrest rates than small cohorts.
We tested this thesis as it is applied to robbery arrest
rates. The findings disclose that both age and cohort, but
not time period, have a significant relationship to robbery
arrest rates. The variable, age, has a stronger relationship
to robbery arrest rates than does cohort. Therefore,
Easterlin's cohort thesis is only partially confirmed. Males
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from 18 to 24 are more likely to commit robbery than any other
age groups. Consequently, this age group should be targeted
for prevention, control, and treatment programs.
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Statement of the Problem
The purpose of this study is to examine the statistical
relationship of three variables: age, time period, and cohort,
to robbery arrest rates as reported in the Uniform Crime
Reports from 1965 to 1984. Specifically, this study tests
Richard Easterlin's cohort hypothesis as it applies to robbery
arrest rates (i.e., large cohorts generate higher arrest rates
for robbery than do small cohorts, and that cohort size is
more significant in relationship to robbery arrest rates than
is age or period).
Researchers have demonstrated that the fluctuations in
the age composition of populations have a significant impact
on crime rates (Wolfgang, et al., 1972; Bonger, 1943; Easter-
lin, 1968; Ryder, 1965; Luckenbill, 1982).
The Uniform Crime Reports and the National Crime Surveys
collect and analyze arrest data based on age. Researchers
have also noted that populations fluctuate in age, time
period, and cohort homicide rates (Maxim, 1985; Pullim, 1977;
Rodgers, 1982; Sagi and Welford, 1968); and robbery rates
(Russell, 1976; Johnson, 1980; Gollin, 1980). There are no
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specific longitudinal studies that examine the relative sta¬
tistical relationship of these three variables to arrest rates
for specific offenses (e.g., robbery, homicide, aggravated
relationships). This thesis examines the relationship of age,
time period, and cohort to robbery arrest rates from 1965-
1984.
The Uniform Crime Reports of 1986 reported that, on the
average, one robbery occurs in the United States every 63
seconds. The total number of robberies estimated for 1985
were 497,874; comprising four percent of all index crimes and
38 percent of the violent crimes (Uniform Crime Report. 1986).
Researchers have known for a long time that some victims are
reluctant to report robbery attacks for several reasons. Rob¬
bery is considered to be a serious crime in the United States,
and it accounts for about 38 percent of all violent crimes
reported. On the other hand, robbery speaks by its very
nature, about crimes against both individual and property.
The end results of robbery, burglary and homicide are at
times similar, and frequently robbery and burglary result in¬
homicide .
Data Source
The primary data source utilized were robbery arrest
rates as reported by the Uniform Crime Reports for 1965-1984,
made available by the United States Department of Justice,
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Washington, D.C. Other sources included findings on rob¬
bery from the National Crime Surveys. Bureau of Justice
Statistics Crime Bulletins and individual researchers studies.
Purpose and Objective of the Study
The purpose of this research is two-fold: first to inves¬
tigate the relationship between age, time period, and cohort
to robbery arrest-rate trends over a 20 year period (1965-
1984); and second, to test Richard Easterlin's cohort hypoth¬
esis as it applies to robbery arrest rates. This study also
attempts to identify the segments of the population with high
robbery arrest rates, and consequently, those groups at
higher risk (i.e., for future robbery arrest). This knowledge
should enable social policy-makers to target specific popula¬
tion groups for prevention, control, and treatment.
Limitation of the Study
Though robbery is a highly personalized crime, this
research does not deal directly with either the personal nor
social characteristics (other than age, period, and cohort)
of the robber or his victim. We reason from past studies
that a young population (i.e., a high proportion of young men
between 18 and 24), large cohorts, and certain turbulent time
periods would generate higher robbery arrest rates than those
found in older populations, smaller cohorts and tranquil time
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periods. Certainly, personality characteristics are signifi¬
cant in the study of robbery and robbery victims; however,
this research does not test for these variables. Secondly, we
do not control for displacement effects (i.e., lack of control
of multicollinearity between two or more charges). For exam¬
ple, a person may be arrested for robbery in the course of
committing robbery and/or homicide. Further, a person could
initially be charged with robbery or attempted robbery and
later charged with homicide, should the victim die. A charge
of robbery could be changed in the course of plea bargaining
to assault or battery. Thirdly, this longitudinal study is
limited to the years 1965-1984. Fourthly, the arrest rate
statistical analysis is limited to the Uniform Crime Reports
data. Finally, many robbery offenses are infrequently re-
>^'^orted to the police.
Definition of Terms
The operational terms are as follows: robbery, age,
period, cohort, displacement effect, longitudinal study,
multiple regression, regression analysis, and Pearsons' cor¬
relation.
The Uniform Crime Report UCR (1985) defines robbery as
"the stealing or taking of anything of value from the care,
custody, or control of a person, in his presence, by force, or
by threat of force. Assault to commit robbery and attempts
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are included. This is a violent crime and frequently results
in injury to the victim.”
Age is measured in terms of completed years by a given
respondent.
Time period is a calendar year during the study period
from 1965-1984.
Cohorts are an aggregate of individual elements, each of
which experiences a significant event in its life history
during the same chronological interval.
Displacement effect is the lack of the multicollinearity
between two or more changes (i.e., any alteration in a crimi¬
nal arrest record subsequent to the initial arrest change). A
person may also be arrested for robbery when in reality he
simultaneously committed other offenses such as aggravated
assault.
Longitudinal analysis is designed to observe the struc¬
ture and change of robbery arrest rates by age over a period
of time (1965-1984). An advantage of a longitudinal analysis
is that the researcher can measure the lag-effect of age, and
time period, and cohort on robbery arrest rates.
Multiple regression uses more than one independent vari¬
able to predict the value of the dependent variable.
Pearson's correlation measures the magnitude and the
direction of association between any two variables: (1)
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independent and dependent variables; (2) independent and
independent variables; and (3) dependent and dependent vari¬
ables .
Regression analysis is used to measure the impact of one
or more independent variables on a single dependent variable.
In regression analysis, one can have a number of independent
variables, but only one variable.
Organization of the Thesis
This thesis consists of five chapters. Chapter 1 covers
the introduction and statement of the problem, data source,
purpose and objectives of the study, study limitations, and
definition of operational terms. Chapter 2 presents a se¬
lected literature review of robbery. Chapter 3 presents the
theoretical framework and the methodology of the study.
Chapter 4 treats the data analysis, and Chapter 5 gives the
findings, summary and implications of the study.
CHAPTER 2
REVIEW OF SELECTED LITERATURE
This chapter reviews studies that have examined age,
period, and cohort effects on crime rates, and on robbery in
particular. Robbery ranks among the most serious and feared
criminal offenses because it involves both threatened, or
actual violence, and loss of property to the victim. It also
occurs much more frequently than either rape or homicide.
Although many robberies do not result in physical harm to the
victim, or extensive loss, fully one in three involve actual
injury, ranging from bruises and black eyes to life-threaten¬
ing gunshot or knife wounds, and one in eight involve thefts
or $250 or more.
The Bureau of Justice Statistics (1987) reported that
from 1973 through 1984, approximately 14,681,100 robbery vic¬
timizations occurred in the United States, an average of about
1,223,400 per year. Two-thirds of the victims of these rob¬
beries had property stolen, one-third were injured, and nearly
a fourth suffered both injury and property loss. About one in
twelve robbery victims experienced serious injuries such as
rape, knife and gunshot wounds, broken bones, or being knocked
unconscious. Offenders displayed weapons in almost half of
7
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robberies, they had guns in about one in five. Offenders
with weapons were more likely to threaten than attack their
victims. In almost nine out of ten robbery victimizations,
robbers were male; in about half, they were black or worked in
groups of two or more. Blacks experienced robberies at 2.5
times the rate for whites; the rate for male victims was twice
the rate for female victims. Over half of all robbery victims
were attacked. Female robbery victims were more likely to be
attacked than were male victims; victims 65 and older were
more likely to be attacked than victims under 65. Victims who
were attacked were more likely to be injured if they were
female, if the incident occurred at night, if there was more
than one offender, or if a weapon was present. Robbery rates
declined by 15 percent from 1973 to 1984, largely because of
the decline in attempted robberies.
The Bureau of Justice Statistics Report also stated that
robbery often occurred in conjunction with other crimes.
From 1976 through 1984, between 9.3 and 10.8 percent of all
homicides were perpetrated with robbery as the circumstance or
motive. Three percent of robbery victims between 1973 and
1984 were also raped; 8 percent suffered a burglary; and 4
percent suffered a motor vehicle theft.
Robberies in general follow a similar pattern (MacDonald,
1975), as do general police assaults (Chapman et al., 1974).
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Mac Meyer et al. (1981, 1982a, 1982b, 1982c) conducted a
three-part study to observe the relationship between assaults
against police officers and robbery. This study found that
police assaults during robbery are heaviest during the last
half of the week, especially Friday and Saturday. The time
of day for robberies and for robbery-related police assaults
is during business hours of most establishments (this is con¬
trary to the National Crime Survey findings that 55 percent
of robberies occur after dark). The hour of day for robbery-
related assaults is a circumstance of robbery itself. Police
assailants in situations growing out of robbery are more fre¬
quently male, nonwhite, young (20-29 years), and other pro¬
perty crime suspects. The presence of firearms, especially
handguns, is the dominant feature of robbery-related police
assaults.
Fortune, Vega and Silverman (1980) studied 33 female
robbers incarcerated at the Florida Correctional Institute
at Lowell. This study found that the majority of the female
robbers were black, under 30, of average intelligence, and
single. The female robber was typically found to operate
with an accomplice, use a firearm, and be motivated by a
desire for financial gain.
The common agreeable finding among many varieties of
statistics, in many jurisdictions, in many different years,
collected by many types of agencies, is that a high incidence
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of crime is committed by young persons (particularly violent
crime). Therefore, we know that there is a statistically
significant relationship between age and rate of crime.
Studies indicate that the age of maximum criminality varies
with the type of crime. Sutherland (1974), for example,
observed that homicides and assaults are committed by persons
who are much older, on the average, than are the persons
committing automobile theft and burglary. Specifically, he
found that persons under the age of 25 constitute 44 percent
of all homicide arrests; 76 percent of the arrests for rob¬
bery; 80 percent of the arrests for burglary; 73 percent of
the arrests for larceny; and 84 percent of the arrests for
motor vehicle theft. In a study of homicides committed in
Philadelphia between 1948 and 1952, Wolfgang (1961) found
that the age group 20-24 predominated with a homicide rate
of 12.6 per 100,000; the median age of the offender was 31.9.
A similar study of homicide in Chicago in 1965 (Voss and
Hepburn, 1968), showed the modal age of homicide offenders to
be 20-24 years.
The type of crimes committed by adult felons in the Cali¬
fornia prisons shows a marked variation by age (Sacramento;
Department of Corrections, 1972). Among the male felons
received in 1969, the highest median age at admission was for
the offense group "lewd act with child" was 39.6 years. Other
high median ages were 36.1 for other sex offenses (excluding
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rape), and 31.9 years for forgery and checks. The lowest
median ages were for robbery (23.9 years) and theft (24.7
years). Among female felons, the highest median age was for
the women convicted of homicide, 32.3 years. Women admitted
for theft were the second oldest group (31.2 years), and
those admitted for burglary were the youngest (28.7 years).
The Bureau of Justice Statistics (1987) showed that 41
percent of all robbers between 1973 and 1984 were under 21
years. Offenders, both alone (93 percent) and in groups (88
percent), were overwhelmingly male. Single offenders were
more likely than multiple offenders to be white; almost 60
percent of single offenders were 21 years of age or older.
Offenders who worked in groups were generally black or under
21.
Using Federal Bureau of Investigation figures for 1977,
Cline (1980) calculated median ages of arrest for different
offenses. The lowest median ages were found for vandalism
(17), and for motor vehicle theft, arson, burglary, larceny-
theft, and liquor law violations (all 18). Cline regarded
these as the offenses of handling stolen property (20),
narcotic law violations (21), violence, disorderly conduct,
and prostitution (all 24), sex offenses, other than forcible
rape and prostitution (26), white-collar offenses such as
forgery and fraud (26), and abuse and neglect of family and
children (28). These were the offenses of young adulthood.
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Finally, there were the crimes of middle-age, drunkenness and
drunk driving (median age 35 in both cases), and gambling (37).
Wilson and Herrnstein (1985) also showed relative changes
in the pattern of offense with age, using FBI figures for
1980. Burglary declined from the third most frequent arrest
under age 18 to the thirteenth most frequent at age 40 or
over. Robbery declined from eleventh to twenty-eighth. These
were the offenses of young adulthood. Finally, there were the
crimes of middle-age, drunkenness and drunk-driving (median
age 35 in both cases), and gambling (37).
The above studies were essentially concerned with the
cross-sectional age crime curves. Another set of studies that
were concerned with studying age-crime relationships were
primarily longitudinal ones (study crime rates of the same
persons at different ages). These are also known as "cohort”
studies. The cohort studies received maximum attention on
the grounds of projected consequences of membership in the so-
called "baby boom" cohorts of the post-World War II era.
Richard Easterlin (1968), in his pioneering attempts to
examine the relationship between crime and cohort size, sug¬
gested that it is unreasonable to expect age-specific rates to
remain constant in the face of fluctuating population distri¬
butions. Specifically, he suggested that many social phe¬
nomena, such as crime rates, will fluctuate according to the
relative size of the age of cohorts considered.
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Easterlin explained that differential population cohorts
have a profound effect on the crime rate. Most research on
cohort size seems to have been motivated by the perceived
relationship between crime and the post-war "baby boom". Few
researchers, however, have focused on the problem of increased
cohort size posed by this boom.
Wilkins (1960) examined the conviction of English males
aged eight to twenty in the years 1946-1957, and compared the
observed crime rates with expected rates. He found that the
cohort of males born in 1935-1942 had higher crime rates than
expected, and concluded that children who had been four or
five during World War II were especially crime prone. Some¬
what similar results were obtained by Christiansen (1964) in
Denmark, and Jasinski (1966) in Poland. Interestingly, the
peak age for crime in both countries was 19, in comparison
with 14 in Wilkins' English data. McKissack (1974) repeated
the analysis in Scotland and concluded that children born in
1947 were a less delinquent cohort than those in previous
cohorts. Perhaps this was because they were part of the post¬
war baby bulge.
Tonry and Morris (1986) studied English criminal statis¬
tics for three cohorts born in 1940, 1950 and 1960. They
found that curves for males and females born in 1960 resembled
the corresponding cross-sectional curves for males and females
of different ages in 1983. However, the curve for males born
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in 1950 had peaked at ages 14 and 19, and the curve for fe¬
males born in 1940 had peaked at age 30 to 39.
Ryder reports that,
a cohort's size relative to the size of
its neighbors is a persistent and compelling
feature of its life-time environment. As the
new cohort reaches each major junction in the
life cycle, the society has the problem of
assimilating it.
Ryder also notes that the cohort entering adulthood in the
late 1960s had the misfortune of being born in a violent
period, being raised in crowded housing, and faced with a bad
labor market because of its large size. In short, he
emphasizes period as well as cohort.
The Problem of Disentangling Aae. Period and Cohort Effects
The basic problem in interpreting the effects of age,
period, and cohort on crime is the potential confusion in
distinguishing one from the other. Period effects refer to
influences specific to a particular time period (e.g., a
period of high unemployment or economic depression may influ¬
ence the crime rates of all ages and all cohorts). Cohort
effects follow from membership in one cohort (e.g., persons
born in a particular year), rather than another. For example,
persons born at the peak of a "baby bulge" might suffer more
intense competition for resources at all ages and all periods.
15
Aging effects refer to changes that occur with age (e.g.,
aging eventually leads to physical deterioration for all
cohorts at all periods).
The basic analytic problem is that the aging period and
cohort effects are always confounded because age, in general,
equals current year (period) minus birth year (cohort).
Several researchers have tried to disentangle the three ef¬
fects assuming that the crime rate is some addictive function
of aging, period, and cohort effects. Feinberg and Mason
(1979) justified this kind of analysis on the grounds that the
age, period, and cohort variables were profound theoretical
constructs. Rodgers (1982) also argued that age, period, and
cohort variables were not of intrinsic interest in themselves,
but were used as indicators of biological or intellectual
development, economic conditions, or the effects of childhood
environments. He proposed that in order to avoid the conflict,
one of the three variables should be replaced by a more valid
measure of the underlying theoretical construct (e.g., period
could be replaced by the unemployment rate if it were felt
that unemployment was the important causal factor that varied
over time). Unfortunately, it is difficult to establish what
the important underlying theoretical constructs are.
However, using essentially additive models Slater, Darwin
and Richie (1966) in New Zealand, and Maxim (1980) in Canada
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decomposed the effects of age, period and cohort. These two
studies claimed that the size of cohort had a larger effect
on crime rates than that of age and period.
CHAPTER 3
THEORETICAL FRAMEWORK, HYPOTHESES AND METHODOLOGY
This chapter formulates a systematic conceptual scheme
of the relationship between the specific independent vari¬
ables of the study, and shows how these variables are cor¬
related with robbery. It also discusses the methods used to
analyze the effects of age, period, and cohort on robbery. In
order to test the hypotheses proposed in this study, the
relevant data were obtained on age, period, and cohort vari¬
ables. Criminologists have long known that age is one of the
most significant variables in predicting the rates of offi¬
cial crime and delinquency (Nettler, 1978).
The following conceptual framework (Fig. 1), shows the
theoretical relationship between age, cohort, time period, and
robbery. Specifically, this study infers a theoretical
relationship between three independent variables: age, cohort,
and time period, and the dependent variable, robbery. This
type of inferred relationship is a linear one.
Hypotheses
^H: There is a significant relationship between age
and robbery as measured by the rates of arrests
for robbery reported in the Uniform Crime Reports
from 1965 to 1984.
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Figure 1. Conceptual model between robbery, age, period and
cohort.
2 .... . .
H; There is a significant relationship between time
period and robbery as measured by the rates of
arrests for robbery reported in the Uniform Crime
Reports from 1965 to 1984.
3 .... . .
H: There is a significant relationship between cohort
groups and robbery as measured by the rates of
arrests for robbery reported in the Uniform Crime
Reports from 1965 to 1984.
Measurement of Variables
The independent and dependent variables used in this
study are measured as follows:
1. Age: The common practice of measuring age
is in terms of completed years by a given
individual. The survey research study
is primarily based on sample responses,
age is computed in single years (Duncan,
1972; Luckenbill, 1984; to cite a few).
Alternately, this study is based on com-
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pleted populations counts such as the
census. Age is measured in terms of con¬
ventional age groups (example: 0-4, 5-9,
10-14, 15-19, etc.). Maxim (1980) adopted
this method to measure the effect in Canada.
The present study utilizes a combination
approach. We examine the robbery rates for
each year and for each age category during
the year 1965-1984. Age data is available
in the UCR (1985). The UCR (1985) provides
the rate of arrestees of various types of
crimes by the following age categories:
less than 10, 12, 13, 15, 16-25, 30, 40,
45, 50, 55, 60, 65+.
2. Cohort - This study utilizes cohort based
on two events; age and time period. The
cohort of a given time at (t) will be one
year older at time (t+1) and two years
older at time (t+2), and so on.
3. Time Period - Maxim (1980) uses specific
time points with an equal interval of five
years to measure the impact of age groups
on the crime rate in Canada. In other words,
Maxim used five year age group intervals.
However, this study uses continuous calen¬
dar years from 1965 to 1984 for statistical
purposes.
4. Robbery - This study considers the arrest
rates for a given age group. Arrest rates
by age and year are taken from the Uniform
Crime Reports (1986).
Figure 2 provides a diagrammatic representation of the
relationship between age, period, and cohort groups across 21
age groups in 20 time periods. This chart reveals two major
processes: (1) there are 20 age cohorts and 20 period cohorts
which total 40 cohorts of the population; (2) the chart
illustrates how the cohort advance in their age as they move
from one time period to another.
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Regarding period cohorts, Figure 2 indicates that as
new cohorts enter the initial age group, old cohorts disap¬
pear at the terminal age group (i.e., in 1984, Cohort 40 (C40)
enters the ages 12 and 19, but disappears at 65+), since they
were already in age groups in the present time period.
Methodology Utilized by the Uniform Crime Reports
Section one explains the methodology that was used by the
UCR to obtain age-specific arrest rates and to compute median
age at arrest. Section two outlines the methodology adopted
for this study, and included here are dummy variables, dummy
years, dummy cohorts, dummy age groups, and multiple regres¬
sion (the statistical tool used to measure the effect of age,
period, and cohort on robbery arrest rates).
Arrest data using the UCR were obtained from the UCR
program covering a 20 year period, 1965-1984. UCR arrest
data as they relate to age-specific arrest rates have under¬
gone the following historical changes:
1. With respect to the classification of age, the cate-'
gories ”10 and under" and "11 and 12" were used
through 1979. Starting in 1980, these categories
were replaced by the age groups "under 10" and "10
through 12."
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Figure 2. Diagrammatic representation of the relationship between robbery.
age, period and cohort
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2. UCR arrest data were gathered annually until 1973.
In 1974, monthly reporting of arrest data was imple¬
mented.
3. In 1980, the "age not known category" was dropped.
The impact of this action was negligible as the
category constituted only a fraction of one percent
of total arrests.
In order to make the classification "age data prior to
1974", comparable with that published in succeeding years, the
two categories involving individuals up to the age of 12 were
combined into a "12 and under" category. No attempt was made
to estimate or include arrest data for agencies reporting
statistics for 11 months or less. The number of agencies
represented in this report and their respective populations
are listed in Table 1.
An age-specific arrest rate refers to the number of ar¬
rests made of 100,000 inhabitants belonging to a prescribed
age group. The size of the population pertaining to a pre¬
scribed age group was computed for each year by distributing
the UCR contributors population through the use of age dis¬
tributions derived from U.S. Census publications. The source
of population data used is from the Current Population Report
series as follows: 1965-1969 Series P-25, No. 519; 1970-1979
Series P-25, No. 917; 1980-1982 Series P-25, No. 929; 1983
Series P-25, No. 949; 1984 Series P-25, No. 946; and 1983
Series P-25, No. 949.
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Table 1. Number of UCR Contributors and Population Coverage
Used for this Report.
NUMBER UCR TOTAL PERCENT OF U.
YEAR OF UCR CONTRIBUTORS U.S. POPULATIONS
CONTRIBUTORS POPULATIONS POPULATIONS COVERED
1965 4,047 126,564,000 193,526,000 65
1966 4,048 132,390,000 195,576,000 68
1967 4,302 138,481,000 197,457,000 70
1968 4,533 136,647,000 199,399,000 69
1969 4,510 138,705,000 201,385,000 69
1970 5,073 145,014,000 203,984,000 71
1971 5,490 149,491,000 206,827,000 72
1972 6,264 160,997,000 209,284,000 77
1973 5,946 156,356,000 211,256,000 74
1974 6,279 145,584,000 213,343,000 68
1975 7,528 156,845,000 215,465,000 73
1976 7,253 164,566,000 217,563,000 76
1977 7,479 163,288,000 219,760,000 74
1978 9,213 187,544,000 222,095,000 84
1979 9,833 183,941,000 224,567,000 82
1980 8,178 169,439,000 227,202,000 75
1981 10,382 183,013,000 229,348,000 80
1982 9,832 187,346,000 231,534,000 81
1983 10,827 200,692,000 223,981,000 86
1984 10,696 199,475,000 236,158,000 84
According to the Uniform Crime Report. the UCR arrest
data can be divided into age groups. Some are single-age
categories (e.g., 20 year old), while others are multiple-age
categories (e.g., 20—24 year olds). Below is the method for
computing the average age of arrestees.
Let (x,x") denote the age interval {xl,x'') . For example,
the UCR age group ”25-29" is expressed as 25,30. Let (xO,
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xl), (xl,x2), (x2,x3), be consecutive age intervals, and f(x)
be a quadratic function of the form f(x) - 3ax2 + 2bx + c.
When D, E, and F represent the number of UCR arrests for
the consecutive age intervals (xO,xl), (xl,x2), and (x2,x3),
the average age is represented by the weighted sum over all
age intervals.
Analytical Procedures
The analytical procedures used in this study are of two
types: firstly, the dummy variable conversion is used to
lay out the data set in a final useable form to conduct mul¬
tiple regression analysis. Secondly, the inferential statis¬
tical procedures, correlation and multiple regression are
used to test the hypothesis proposed earlier.
Dummy Variable Conversion Procedures
Sometimes X variables desired for inclusion in a regres¬
sion model are not continuous. Such variables can either be
ordinal or nominal. Ordinal measurements represent variables
with an underlying scale. An example would be the severity
of a burn. It can be classified as mild, moderate, or severe.
But these burns are commonly called first-, second-, and
third-, degree burns. The X variable representing these cate¬
gories may be coded 1, 2, or 3, respectively. This method
looks at the underlying order of the data. Thus, we assume
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that equal values are placed between intervals. An example
would be that we assume that there is a difference between
first-degree, second-degree and third-degree burns. In this
section, we will use one or more nominal X variables in re¬
gression analysis. An example would be, suppose the depen¬
dent variable Y is yearly income in dollars, and the indepen¬
dent variable X is the sex of the respondent (male or female).
To represent sex, we create a dummy variable D=0, if the re¬
spondent is male, and D=l, if the respondent is female. The
sample regression equation can then be written as Y = A + BD.
The value of Y is Y=A, if D=1 and Y=A+B, if D=l.
Nominal measurements are a level of measurement describ¬
ing a variable whose different attributes are only different.
Sex would be an example of a nominal measure.
The present study involves the conversion of a dummy
variable beyond two categories. The study converts all the
independent variables into dummy variables so that any pos¬
sible effect in the conversion procedures can be controlled.
The following are the specific dummy categories of each
independent variable in the present study.
a. Age; The Uniform Crime Reports are made available
on arrestees for the 21 age groups. In an attempt to set
the database for computer analysis, the dummy categories for
each of these age groups are required. Therefore, the dummy
age categories were created for each age group by using an
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SPSSX logical command. For example, the first dummy age
category utilized the logical command, "If (ZAGE = 1), CAGE
1 = 1." For the second category, it is "If (ZAGE = 2), DAGE
2 = 1." Similar logical commands were used until all 21 age
groups were exhausted. (See Appendix A for more details on
computer programs.)
b. Cohort; The Uniform Crime Reports also made the
data available on arrestees for 40 dummy cohorts. In an
attempt to set the database for computer analysis, the dummy
categories for each of these cohort groups were required.
Therefore, the dummy age categories were created for each
cohort group by using an SPSSX logical command. For example,
the first dummy cohort category utilizes the logical command,
"If (COHORT EQ 1) = DCOHl = 1." For the second category, it
is "If (COHORT EQ 2) = DCOHl = 1." Similar logical commands
were used until all 40 cohort groups were exhausted. (See
Appendix A for more details on computer programs.)
c. Period; The Uniform Crime Reports also made the
data available on arrestees for 20 years. In an attempt to’
set the database for computer analysis, the dummy categories
for each of these years were created for each year by using
an SPSSX logical command. For example, the first dummy
year category utilized the logical command, "IF (ZYR EQ 1)
DYRl = 1." For the second category, it is, "If (ZYR EQ 2)
DYR2 = 1." Similar logical commands were used until all 20
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years were exhausted. (See Appendix A for more details on
computer programs.)
Multiple Regression
The best statistical method known to predict the value
of a dependent variable is regression analysis. This analy¬
sis is founded on the axlon: a dependent variable when
correlated with the independent variable(s) represents a
basic pattern which can be used to predict the range of the
values of the dependent variable that should occur if the
trend continues (e.g., the robbery arrests vary by X units
given Y units of change in age).
There are two types of regression analysis: simple re¬
gression and multiple regression. We are concerned with mul¬
tiple regression. This type of regression can be divided
into either linear or nonlinear regression. Linear multiple
regression has more than one variable and is used to predict
the value of its dependent variable. The data fall along a
straight plane. Nonlinear regression has more than one
variable and is used to predict the dependent variable. The
data fall along a curved plane.
The calculations of the multiple regression are as
follows:
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Dependent Variable = Constant + Beta x Independent
Variable 1 + Beta X Independent Variable 2 +...+ Beta X
Independent Variable N + e ... (EQ 1)
Rob = C + Bl.A + B2.P + B3.Co + e ... (EQ 2)
where:
Rob = Robbery arrest rate
A = Age of arrestees
P = Period or the year of arrestees
Co = Cohort (# of arrestees in a given calendar year)
C = Constant
Bl, B2, B3 = Beta coefficients
Since this study intends to test two different hypothe¬
sis, the above multiple regression equation (EQ 2) is divided
into the following two independent regression equations.
Rob = C + Bi.Aid + Bi.Pid + e ... (EQ 3)
where:
Aid = dummy age variable of i-th age category (i varies
from 2 to 21)
Pid = dummy variable of i-th year (i varies from 2 to
21)
The remaining notations are the same as in (EQ 2):
Rob = C + Bi.Coid + e. ... ... (EQ 4)
where:
Coid = dummy cohort variables of i=th cohort category
(i varies from 2 to 40).
The remaining notations are the same as in (EQ 2). The em¬
pirical results of (EQ 3) and (EQ 4) were obtained from the
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DEC-20 computer at Atlanta University Computer Center, uti¬
lizing the SPSSX package.
This chapter provided an outline of conceptual frame¬
work, measurement of variables, methodology by the Uniform
Crime Report (1985), and analytical procedures using dummy
variable conversion and inferential statistical procedures.
CHAPTER 4
DATA ANALYSIS
The primary purpose of this chapter is to explain
various procedures adopted in analyzing the data and pre¬
senting the results. This analysis discloses the empirical
relationships between robbery rates and age, and the three
hypotheses postulated in Chapter 3. In 1985, 497,874 robberies
were reported to the police (UCR, 1986). Sixty-two percent of
those arrested for robbery were black, 37 percent white, and
1.0 percent others. In 1985, blacks comprised only 12.3
percent of the total United States population.
The analysis of the longitudinal data is organized in the
following three subsections;




Figure 3 illustrates the average age of arrestees for
robbery during the 20 year period, 1965-1984. This figure
clearly shows that the median average age of those arrested
for robbery was 23.18 years in 1965, and has declined at a
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Figure 3. Average age for arrestees of robbery; 1965-1984.
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constant rate between the years 1965-1970. There was a
sharp decline in the average age of those arrested for
robbery during this period, 23.18 in 1965 to 21.80 in 1970.
Between 1970 and 1978, age was fluctuating 21.74 in 1974, and
22.18 in 1977. A rapid rise in the average was seen from
21.90 in 1978 to 23.44 in 1984. Overall trends disclose
that the average age of those arrested for robbery increased
between 1978 and 1984 and continues to rise. These fluctua¬
tions may be attributed to age and time period problems that
faced young men in the 1960s. Many young adults living in
the turbulent 1960s faced high rates of poverty, crowded
housing conditions, racial riots, campus turmoil and the youth
drug culture; all of which might have contributed to high
arrest rates for young men.
Correlation Analysis
Table 2 demonstrates the zero order correlation coeffi¬
cients between arrest rates for robbery and other offenses,
and age. Most arrest for the offenses in Table 2 show a
direct relationship with the arrest rate for robbery (i.e.,
the increase in the arrest rate for robbery may result in a
significant increase in arrests for other offenses). This
increase may result from: (1) additional arrests in conjunc¬
tion with robbery; and (2) a uniform increase for all
offenses including robbery taking place at a given period.
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The aforementioned table further shows that robbery may be
committed in conjunction with other serious or violent crimes.
Table 2. Correlation Between Robbery and Age, Time Period,
Cohort and Other Offenses.











♦Significant at less than or equal to .05 level.
Regression Analysis
The purpose of this analysis is to test the hypotheses
postulated in Chapter 3. The regression analysis is utilized
in two stages. The first stage is to test the relationship
of age and time period to robbery arrest rates. The second
stage is to test whether cohort size has a significant rela¬
tionship to arrest rates. The related information on regres¬
sion coefficients are included in Tables 3 and 4.
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Table 3. Age Effects on Arrested Robbers.
Independent
Variable Beta S.E. T Sign. T
Age
12 .0007011 .001757 .153382 .1428
13 .029036* .001757 .635203 .0000
15 .029553* .001757 .646513 .0000
16 .029686* .001757 .649421 .0000
17 .029743* .001757 .650655 . 0000
18 .029780* .001757 .651468 .0000
19 .029771* .001757 .651287 .0000
20 .029766* .001757 .651168 .0000
21 .029769* .001757 .651245 .0000
22 .029760* .001757 .651031 .0000
23 .029744* .001757 .650694 .0000
24 .029724* .001757 .650252 .0000
25 .029647* .001757 .648571 .0000
30 .029460* .001757 .644469 .0000
35 .029177* .001757 .638282 .0000
40 .028654* .001757 .626837 .0000
45 .027677* .001757 .605462 .0000
50 .026057* .001757 .570040 .0000
55 .22996* .001757 .503063 .0000
60 .013448* .001757 .294190 .0000
65+
♦Significant if less than or equal to .05
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Table 4. Time Period Effects on Arrested Robbers.
Independent
Variable Beta S.E. T Sign. T
1965
1966 001902 .001165 -.097222 .1038
1967 -.001089 .001165 -.055631 .3507
1968 -.002730* .001165 -.139545 .0196
1969 -.001217 .001165 -.062194 .2969
1970 -.001065 .001165 -.054455 .3610
1971 -.001231 .001165 -.062938 .2911
1972 7.57879E-04 .001165 -.038733 .5157
1973 7.12820E-04 .001165 .036431 .5410
1974 3.30874E-04 .001165 .016910 .7765
1975 2.24642E-05 .001165 -.001148 .9845
1976 8.24756E-04 .001165 .042151 .4794
1977 -.003009* .001165 -.153759 . 0102
1978 .001519 .001165 .077609 . 1932
1979 .001666 .001165 .085141 .1535
1980 .001109 .001165 .056703 .3415
1981 .001613 .001165 .082420 .1671
1982 .001695 .001165 .086605 .1466
1983 .002573* .001165 .131507 .0278
1984
*Significant if less than or equal to .05
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All of the age categories had a significant direct rela¬
tionship to robbery arrest rates, except for age 12. All other
age group levels were significant. From the above analysis,
the hypothesis is confirmed that "age has a significant rela¬
tionship to robbery." We found no significant relationship
existing between period and robbery arrest rates, with the
exception of the years 1968, 1977 and 1984.
Dummy variable multiple linear regression was again
implemented to test the relationship of cohort to robbery
arrest rates. The results in Table 5 shows that cohorts of
25 years or over (3, 4, 5, 6, 7 and 8), do not exhibit any
significant relationship to robbery arrest rates. In cohorts
9 through 40, the significance levels remained at least at
the .0078 level. Thus, the above findings confirm hypothesis
3 . . .
H, "the cohorts, especially the younger ones, have a signi¬
ficant impact on the robbery arrest rates." This is as ex¬
pected because the incidence of robberies are more frequently
committed by younger men than their older counterparts.
The relative strengths of Model I (age and period), and
Model II (cohort) were analyzed by testing the R2 values
(i.e., the percent of variance that can be explained by each
of these models in explaining robbery arrest rates), as shown
in Table 6. Model I accounted for 84 percent of variance in
robbery arrest rates, while Model II accounted for only 39
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Table 5. Cohort Effects on Arrested Robbers.
Independent
Variable Beta S.E. T Sign. T
DCOH 2 -.103576 .008620 -2.113 .0352
DCOH 3 -.07549* .008239 -1.050 .2968
DCOH 4 -.009432* .007840 -1.013 .3119
DCOH 5 .006228* .007433 .09221 .9266
DCOH 6 .003640* .004308 .84535 .3987
DCOH 7 .005053* .004059 1.245 .2140
DCOH 8 .007168* .003862 1.856 .0642
DCOH 9 .009905 .003701 2.676 .0078
DCOH 10 .010104 .003568 2.832 .0049
DCOH 11 .010109 .003454 2.926 . 0036
DCOH 12 .011575 .003357 3.448 .0006
DCOH 13 .012917 .003272 3.947 .0001
DCOH 14 .006920 .003198 2.164 .0311
DCOH 15 .013832 .003132 4.416 .0000
DCOH 16 .013867 .003074 4.512 .0000
DCOH 17 .014138 .003021 4.680 .0000
DCOH 18 .014290 .002973 4.806 .0000
DCOH 19 .014868 .002930 5.075 .0000
DCOH 20 .015518 .002930 5.297 .0000
DCOH 21 .01409 .002890 4.875 .0000
DCOH 22 .013771 .002930 4.701 .0000
DCOH 23 .014176 .002973 4.768 .0000
DCOH 24 .014090 .003021 4.664 .0000
DCOH 25 .11774 .003074 4.481 .0000
DCOH 26 .14056 .003132 4.487 .0000
DCOH 27 .014059 .003198 4.396 .0000
DCOH 28 .13967 .003272 4.268 .0000
DCOH 29 .014501 .003357 4.319 .0000
DCOH 30 .014533 .003454 4.207 .0000
DCOH 31 .014256 .003568 3.996 . 0000
DCOH 32 .014432 .003701 3.899 .0001
DCOH 33 .014157 .003862 3.666 . 0003
DCOH 34 .013940 .004059 3.434 .0007
DCOH 35 .013640 .004308 3.166 .0017
DCOH 36 .011953 .004635 2.579 .0103
DCOH 37 .198241 .007840 2.919 .0037
DCOH 38 .169309 .008239 2.387 .0175
DCOH 39 -.395061 .066396 -5.950 . 0000
DCOH 40 -.399175 .066066 -6.042 .0000
*Significant if less than or equal to .05
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Table 6. Model Estimates.
Model # Multiple R2 F Significance F
I .84484 24.23174* .0000
II .39168 2.11422 .0005
percent. Thus, age and period have more significant associa¬
tion with robbery arrest rates than that of cohort.
These findings are consistent with Easterlin's hypothe¬
sis, who proposed that cohort has a more significant impact
on the level of crime than age and/or period.
In this chapter, the researcher looked at patterns of
correlation and regression analysis between robbery arrest
rates and three independent variables: age, time period, and
cohort. The empirical analysis confirmed the significant re¬
lationship of robbery arrest rates with age, and with cohort,
but did not support its relationship with time period.
CHAPTER 5
SUMMARY AND CONCLUSIONS
The purpose of this chapter is to summarize the findings
pertaining to the three hypotheses, to indicate the signifi¬
cance of the findings, and to comment on the implications of
the study.
Hypotheses
^H: There is a significant relationship between age and
robbery as measured by the rates of arrests for
robbery reported in the Uniform Crime Reports from
1965 to 1984.
This hypothesis was confirmed.
2 . ... . .
H: There is a significant relationship between time
period and robbery as measured by the rates of
arrests for robbery reported in the Uniform Crime
Reports from 1965 to 1984.
This hypothesis was not confirmed.
3 .... . .
H; There is a significant relationship between cohort
groups and robbery as measured by the rates of
arrests for robbery reported in the Uniform Crime
Reports from 1965 to 1984.
This relationship between cohort and robbery arrest
rates is stronger than that of age and period. The
first part of this hypothesis was confirmed. The
second part was not confirmed. Age is found to be
more significantly related to robbery arrest rates
than period and cohort.
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This study suggests that future quantitative research
on robbery should highlight the variable age. We need case
studies on robbers and robbery victims to complement and
extend our statistical knowledge of this violent crime.
Because males aged 18-24 are more likely to commit robbery
than any other age group, this group must be targeted for
prevention, control, and treatment measures. The subculture
of violence (Wolfgang and Ferrancuti, 1981) exists among
poor whites as well as poor blacks. Many persons who carry
this subculture are segregated both physically and socially
from mainstream society. Their environment is characterized
by high unemployment, segregation, poor housing, low wage
earnings, and inadequate resources necessary to climb the
"ladder" into mainstream America. There is a constant
struggle to survive from day to day. Many feel that they
are entrapped in their environment surroundings, and entrap-
pment promotes an aggressive demeanor and a readiness for
force at all times. Violence is expected and sometimes de¬
manding in their world (i.e., if they are to maintain respect
and status).
Individuals in our society who are reared under these
conditions usually have little stake in supporting the value
system of middle-class society; therefore, they do not accept
or support its norms and values. Many authors suggest that
this culture's membership accepts or expects violence and
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physical aggression. The researcher thinks that the member¬
ship which carries this subculture is not violent by nature,
and in some way, should be afforded a chance to climb into the
mainstream. Parents, counselors, teachers, community leaders,
educators, the clergy, social workers, and national role
models (including athletes, entertainers, politicians, and
professionals) must teach young men and women that the violent
male (the macho man) is an undesirable role model; that non¬
violence, compromise, verbal skills and harmonious relation¬
ships are desirable; and that earning a livelihood by rational
legal means is more prestigious and rewarding than robbery and
theft. Members of this subculture should be dispersed and
integrated into the legitimate community where non-violent
norms and values are maintained.
APPENDIX A
Age: The following 21 dummy age categories are used for con¬
structing age groups.
Computation of DAGE 1 through DAGE 21 are as follows:
If (ZAGE EQ 1) DAGE 1=1
If (ZAGE EQ 2) DAGE 2=1
If (ZAGE EQ 3) DAGE 3=1
If (ZAGE EQ 4) DAGE 4=1
If (ZAGE EQ 5) DAGE 5=1
If (ZAGE EQ 6) DAGE 6=1
If (ZAGE EQ 7) DAGE 7=1
If (ZAGE EQ 8) DAGE 8=1
If (ZAGE EQ 9) DAGE 9=1
If (ZAGE EQ 10) DAGE 10=1
If (ZAGE EQ 11) DAGE 11=1
If (ZAGE EQ 12) DAGE 12=1
If (ZAGE EQ 13) DAGE 13=1
If (ZAGE EQ 14) DAGE 14=1
If (ZAGE EQ 15) DAGE 15=1
If (ZAGE EQ 16) DAGE 16=1
If (ZAGE EQ 17) DAGE 17=1
If (ZAGE EQ 18) DAGE 18=1
If (ZAGE EQ 19) DAGE 19=1
If (ZAGE EQ 20) DAGE 20=1
If (ZAGE EQ 21) DAGE 21=1
42
Time Period: The following 20 dummy time period groups (YR)
are used for constructing age groups.
Computation of DYR 1 through DYR 20 are as follows:
If (ZYR EQ 1) DYR1=1
If (ZYR EQ 2) DYR2=1
If (ZYR EQ 3) DYR3=1
If (ZYR EQ 4) DYR4=1
If (ZYR EQ 5) DYR5=1
If (ZYR EQ 6) DYR6=1
If (ZYR EQ 7) DYR7=1
If (ZYR EQ 8) DYR8=1
If (ZYR EQ 9) DYR9=1
If (ZYR EQ 10) DYR10=1
If (ZYR EQ 11) DYR11=1
If (ZYR EQ 12) DYR12=1
If (ZYR EQ 13) DYR13=1
If (ZYR EQ 14) DYR14=1
If (ZYR EQ 15) DYR15=1
If (ZYR EQ 16) DYR16=1
If (ZYR EQ 17) DYR17=1
If (ZYR EQ 18) DYR18=1
If (ZYR EQ 19) DYR19=1
If (ZYR EQ 20) DYR20=1
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Cohort: The following 40 dummy cohort groups (DCOH)
to construct the cohort variables.
Computation to DCOH 1 through DCOH 40 are as
If (COHORT EQ 1) DC0H1=1
If (COHORT EQ 2) DCOH2=l
If (COHORT EQ 3) DCOH3=l
If (COHORT EQ 4) DCOH4=l
If (COHORT EQ 5) DCH05=1
If (COHORT EQ 6) DCOH6=l
If (COHORT EQ 7) DCOH7=l
If (COHORT EQ 8) DCOH8=l
If (COHORT EQ 9) DCOH9=l
If (COHORT EQ 10) DCH010=1
If (COHORT EQ 11) DCOH11=1
If (COHORT EQ 12) DCOH12=l
If (COHORT EQ 13) DCOH13=l
If (COHORT EQ 14) DCOH14=l
If (COHORT EQ 15) DCH015=1
If (COHORT EQ 16) DCOH16=l
If (COHORT EQ 17) DCOH17=l
If (COHORT EQ 18) DCOH18=l
If (COHORT EQ 19) DCOH19=l
If (COHORT EQ 20) DCH020=1
If (COHORT EQ 21) DCOH21=l
If (COHORT EQ 22) DCOH22=l
If (COHORT EQ 23) DCOH23=l
If (COHORT EQ 24) DCOH24=l
If (COHORT EQ 25) DCH025=1
If (COHORT EQ 26) DCOH26=l
If (COHORT EQ 27) DCOH27=l
If (COHORT EQ 28) DCOH28=l
If (COHORT EQ 29) DCOH29=l
If (COHORT EQ 30) DCH030=1
If (COHORT EQ 31) DCOH31=1
If (COHORT EQ 32) DCOH32=l
If (COHORT EQ 33) DCOH33=l
If (COHORT EQ 34) DCOH34=l
If (COHORT EQ 35) DCH035=1
If (COHORT EQ 36) DCOH36=l
If (COHORT EQ 37) DCOH37=l
If (COHORT EQ 38) DCOH38=l
If (COHORT EQ 39) DCOH39=l
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