In this paper we deal with the problem of measuring the similarity between training and tests datasets in the context of transfer learning (TL) for image classification. TL tries to transfer knowledge from a source domain, where labelled training samples are abundant but the data may follow a different distribution, to a target domain, where labelled training samples are scarce or even unavailable, assuming that the domains are related. Thus, the requirements w.r.t. the availability of labelled training samples in the target domain are reduced. In particular, if no labelled target data are available, it is inherently difficult to find a robust measure of relatedness between the source and target domains. This is of crucial importance for the performance of TL, because the knowledge transfer between unrelated data may lead to negative transfer, i.e. to a decrease of classification performance after transfer. We address the problem of measuring the relatedness between source and target datasets and investigate three different strategies to predict and, consequently, to avoid negative transfer in this paper. The first strategy is based on circular validation. The second strategy relies on the Maximum Mean Discrepancy (MMD) similarity metric, whereas the third one is an extension of MMD which incorporates the knowledge about the class labels in the source domain. Our method is evaluated using two different benchmark datasets. The experiments highlight the strengths and weaknesses of the investigated methods. We also show that it is possible to reduce the amount of negative transfer using these strategies for a TL method and to generate a consistent performance improvement over the whole dataset.
INTRODUCTION
The key point for successful classification of remote sensing imagery by supervised machine learning is the availability of a sufficient amount of labelled training samples. The underlying assumption is that the training and test data follow the same distribution. If the training samples are taken from a different image than the one to be classified, this assumption may not always hold, e.g. due to different lighting conditions or seasonal effects. This problem can be solved by providing new training samples from the image to be classified, but the collection of the training data is an expensive and time consuming task. An alternative way is to utilize methods of Transfer Learning (TL) (Thrun and Pratt, 1998; Pan and Yang, 2010) . The goal of TL is to adapt the classifier trained on samples from a source domain to a test data set from a target domain. One common setting in TL is Domain Adaptation (DA). DA assumes labelled data to be only available for a source domain dataset and the source and target domains to differ only by the marginal distributions of the features and the posterior class distributions. At the same time the domains need to be related to a certain degree. If the difference of the distributions of the source and target datasets is too high, the results of an adapted classifier can be degraded compared to the performance without adaptation, i.e. the performance by just applying the classifier trained using source domain samples to the target domain without DA (Eaton et al., 2008) . This case is referred to as negative transfer. In this paper we address the problem of the relatedness between source and target datasets and investigate different concepts to predict negative transfer without requiring any labelled data in the target domain. * Corresponding author The aim of this work is to investigate and compare three different strategies for predicting negative transfer for DA. The first strategy is based on circular validation and was introduced to DA based on support vector machines (SVM) in (Bruzzone and Marconcini, 2010) . The second strategy is based on the Maximum Mean Discrepancy (MMD) (Gretton et al., 2012) , and the third strategy is an extension of MMD by incorporation of knowledge about the class labels in the source domain. None of the three methods requires labelled data in the target domain. The DA framework applied in this paper is based on our previous work (Paul et al., 2016) and uses Logistic Regression (LR) as a base classifier to be adapted to the target domain. We use the Vaihingen and Potsdam datasets from the ISPRS 2D semantic labelling challenge (Wegner et al., 2016) consisting of multispectral digital orthophotos (DOP) and digital surface models (DSM). Our scientific contributions can be summarized as follows:
• We propose an extension of the MMD metric for measuring the distances between two distributions so that it can incorporate the knowledge of class posteriors from the source domain.
• We use the MMD, the extended MMD and the circular validation strategy of Bruzzone and Marconcini (2010) to predict negative transfer in DA based on LR (Paul et al., 2016) and compare the performance of these three methods using publicly available benchmark data.
The remainder of this paper is organized as follows. Section 2 discusses related work about negative transfer in the framework of transfer learning. In Section 3, we give a brief overview about our DA approach based on LR (Paul et al., 2016) and the strategies used for predicting negative transfer. Section 4 presents our experimental evaluation on real urban test areas. We conclude the article with a summary and an outlook in Section 5.
RELATED WORK
In this section we introduce important notations and concepts and give a short overview about the related work. Our notation follows Pan and Yang (2010) . A domain D = {X , P (X)} consists of a feature space X and a marginal probability distribution P (X) with X ∈ X . In TL, we consider two domains, the source domain DS and the target domain DT . A task for a given domain is defined as T = {C, h(·)} consisting of a label space C and a predictive function h(·). The predictive function can be learned from the training data {xi, Ci}, where xi ∈ X and Ci ∈ C. In TL we consider a source S, from which some knowledge will be transferred to a target T by learning a predictive function hT (·) under the constraint that either the domains or the tasks, or both, are different but related. There are different settings of TL according to whether labelled training data are available in the target domain or not and according to what is actually transferred. We are interested in the DA setting, where no labelled target data are available. Our DA method is based on instance transfer. That is, we successively replace training data from the source domain by data from the target domain, using semi-labels obtained from the current state of the classifier for re-training (Paul et al., 2016) . For thorough reviews about the different settings of TL we refer the reader to (Pan and Yang, 2010) and (Csurka, 2017) .
The performance of Transfer Learning is highly depended on how closely the source and the target domains are related to each other. An insufficient similarity can have a negative impact on the predictive function (Rosenstein et al., 2005) . The negative impact results in a reduction in accuracy compared to not transferring any knowledge, referred to as negative transfer. Rosenstein et al. (2005) demonstrate that for a hierarchical Naive Bayes classifier the danger of negative transfer decreases with an increasing number of labelled target samples that are available for training. However, it is difficult to find a true measure of relatedness between the source and target domains or to define a robust method for predicting negative transfer if only a few or no labelled samples are available in the target domain. This could be a reason why the area of negative transfer prediction has not been widely researched, in particular in the context of DA, where no such data are available. Eaton et al. (2008) propose a transferability measure between domains that is defined as the difference in performance of a classifier with and without transfer. They use LR as a base classifier, and transfer is achieved by using the parameters of the classifier learned using samples from domain i as a prior for learning the classifier in domain j. Assuming multiple source domains, the authors build a model transfer graph where each domain corresponds to a node and all nodes are connected with each other; the node weights correspond to the transferability measure. In order to transfer knowledge from the source task to a target task, the transfer graph is expanded to include that new task and an optimal transfer function is learned to avoid the use of irrelevant source tasks. The authors state that the underlying assumption of the symmetry between two tasks do not always hold in practice. Furthermore, the method requires labelled target data, which we assume not to be available in our framework.
As it is difficult to measure the relatedness between any particular source and target domains, several methods propose to transfer knowledge from multiple source domains to minimize the effects of negative transfer from a single unrelated source domain. This strategy increases the chance of finding at least one source that is closely related to the target. For example, Yao and Doretto (2010) use the boosting-based TL framework from (Dai et al., 2007) to deal with multiple source domains. In this work, a weak classifier is trained for each source domain and applied to a particular target domain. Finally, the algorithm selects one target-source pair based on the lowest prediction error rate on the target domain for the current iteration. A similar approach was proposed in (Eaton and desJardins, 2011) . The authors use a boosting technique for instance based transfer that selectively chooses the source knowledge to transfer to the target. In the boosting process, higher weights are assigned to source tasks showing positive transferability to the target task by adjusting the weights of individual instances within each source task. Again, the concept of transferability of (Eaton et al., 2008) is used in this context. Ge et al. (2014) also try to consider multiple source domains. For each cluster of features in the target domain, they determine a weight for each source domain to modulate its impact in the transfer process. Experiments are conducted for applications in medicine and spam filtering. However, all methods for using multiple sources cited so far require some amount of labelled target data.
A multi-source selection method for DA based on instance transfer that does not require any labelled data in the target domain was suggested in (Vogt et al., 2018) . The authors propose a similarity measure between the feature distributions of different domains based on the maximum mean discrepancy (Gretton et al., 2012) . This distance is well-suited for finding source domains similar to a target domain, but its potential for predicting cases of negative transfer is not evaluated. Furthermore, whereas the method does not require labelled target samples, the paradigm of source selection assumes a large database of labelled source domain data to be available, which may be prohibitive for real applications. Seah et al. (2013) propose a DA method called predictive distribution matching (PDM) to address the problems that arise from differences in the class posteriors (predictive distributions) of different domains. They propose a transferability criterion to measure the differing predictive distributions of the target domain and the related source domains. In an iterative procedure, the algorithm trains a PDM-regularized classifier that considers the transferability to exclude source samples that are irrelevant for the target domain, and then it uses this classifier to predict pseudo-labels of target samples. Using these pseudo-labels, the transferability criterion is re-evaluated, which leads to an updated set of irrelevant source samples, and the procedure is repeated until convergence. In principle, no labelled target data are required. The framework was tested for SVM and LR as base classifiers on test data sets for text classification, but no results for image classification are given. Persello and Bruzzone (2016) present a kernel-based feature selection method for hyperspectral data based on a measure for the dataset shift that evaluates the invariance of features across different domains. The method tries to select features that are both discriminant and invariant to the dataset shift between the source and target domains. TL is achieved by just using the selected features for classification. However, this approach requires some amount of labelled data in the target domain.
Bruzzone and Marconcini (2010) applied a heuristic strategy for predicting negative transfer in DA based on SVM that is based on circular validation. They first apply DA from the source to the target domain. Then, DA is applied in the reverse direction, so that the source classifier is determined from the adapted target classifier. The authors argue that cases of negative transfer can
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This contribution has been peer-reviewed. https://doi.org/10.5194/isprs-archives-XLII-2-845-2018 | © Authors 2018. CC BY 4.0 License. be identified by measuring the classification performance of the resultant classifier in the source domain, where labelled data are available. The method is shown to mitigate the effects of negative transfer to a certain degree. In this work we investigate the circular validation strategy of Bruzzone and Marconcini (2010) and two variants of the MMD similarity metric (Gretton et al., 2012) for negative transfer detection (cf. Section 3).
METHODOLOGY
We start this section with the definition of the DA setting. As usual in TL, we assume to have a source and a target domain. In the source domain, we have a training dataset DSS = {(xs, Cs)} N S s=1 consisting of NS samples with known feature vectors xs and corresponding class labels Cs. In contrast, the target domain dataset DST = {(xt)} N T t=1 contains NT unlabelled samples xt. We assume that domains to differ only by the marginal distributions of the features and the posterior class distributions, i.e. P (XS) = P (XT ) and P (CS|XS) = P (CT |XT ). From that point of view, DA corresponds to a problem where the source and target domain data are different, e.g. due to different lighting conditions or seasonal effects. We apply the method for DA described in (Paul et al., 2016; Vogt et al., 2018) to transfer a classifier trained using DSS to classify the data DST . In this context, it is our goal to compare different methods for predicting and, consequently, avoiding negative transfer that might occur due to the domains not being sufficiently similar. In Section 3.1, we give a brief summary of the DA approach used in our experiments. After that, we present three concepts for the prediction of negative transfer: circular validation according to Bruzzone and Marconcini (2010) (Section 3.2) and measuring the similarity of two distributions based on the MMD (Gretton et al., 2012; Vogt et al., 2018) (Section 3.3) and our extension of MMD that incorporates knowledge about the class labels in the source domain (Section 3.4). All three strategies are designed for cases where labelled samples are available only for source domain DS.
Domain Adaptation based on Logistic Regression
Our DA approach is based on LR. LR is a discriminative probabilistic classifier that directly models the posterior probability P (C | x) of the class labels C given the data x. In the multiclass case we distinguish K classes, i.e. C ∈ C = {C 1 , . . . , C K }. A feature transformation Φ(x) is applied to achieve non-linear decision boundaries in the original feature space. That is, LR is applied to a higher dimensional vector Φ(x) whose components are functions of x. The first element of Φ(x) is a bias value assumed to be equal to 1 without loss of generality. In the multiclass case, the model of the posterior is based on the softmax function (Bishop, 2006) :
where w k is a vector of weight coefficients for a particular class C k . As these weight vectors are not independent, we set w1 = 0.
The remaining weight parameters w k for k ∈ {2 . . . K} are collected in a weight vector w = (w T 2 , . . . , w T K ) T determined using a training dataset TD.
We start the instance based iterative DA process by using the initial training set TD 0 = DSS to train our initial classifier. In each further iteration i of DA, a predefined number of source samples is removed from and a number of target domain samples is included into the current training data set. Thus, in iteration i, the current training data set TD i consists of a mixture of N i S remaining source samples and N i T included target samples:
where Ct denotes the semi-labels of the target samples, which are determined automatically using knn (k-nearest neighbourhood) analysis. As i is increased, N i S becomes smaller and N i T increases, until finally, only target samples with semi-labels are used for training, thus
For more detailed information about our DA procedure we refer the reader to our previous work (Paul et al., 2016) .
Circular Validation Strategy
The main idea of circular validation relies on the assumption that there exists an intrinsic relationship between solutions that are satisfactory for the two domains. If knowledge transfer performs well, the DA algorithm is expected to be able to move from modeling the source domain problem to modeling the target domain problem and vice versa. On the other hand, if knowledge transfer is impossible, this will be very likely to be true for transfer in both directions, and DA will not yield acceptable results (Bruzzone and Marconcini, 2010) . Based on these considerations, Bruzzone and Marconcini (2010) propose to apply DA first and to use the adapted classifier to classify the data in the target domain. After that, DA is performed again, but in the reverse direction (cf. Figure 1 ). That is, the reverse DA starts by using the results of the classification in the target domain for initial training and then adapts the classifier to the source domain without using the known training labels from that domain. If the source data are classified well after the reverse DA, the distributions of source and target domain are assumed to be related to each other sufficiently well for DA.
We use the overall accuracy OADAR determined from the results of the adapted classifier after reverse DA in the source domain as a feature to predict cases of negative transfer. Given a threshold τOA, the classification accuracy is considered to be acceptable if OADAR ≥ τOA. This means that the reverse classifier moves to the state A1 (cf. Figure 1) . In contrast, if OADAR < τOA, the solution is not acceptable and the reverse classifier corresponds to state A4. Note that, if OADAR is used to predict negative transfer, it is unclear whether the problem occurred in the original or in the reverse DA process. That is, it may lead to the rejection of cases in which DA from the source to the target was actually successful (arrow from state A2 to A4 in Figure 1 ). Bruzzone and Marconcini (2010) claim that the proposed validation technique is effective if starting from state A3 the system never moves back (2010)). The transition from A3 to A1 (red arrow) is prohibited according to Bruzzone and Marconcini (2010) , thus P (A1|A3)
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Maximum Mean Discrepancy
The MMD of Gretton et al. (2012) delivers a generic measure of similarity of the marginal distributions of the source and target domains without applying any knowledge about class labels. It is computed as the distance between the means of the probability distributions in a Reproducing Hilbert Kernel Space (RKHS).
In practice, the MMD is computed empirically using finite number of data samples taken from the investigated distributions. Let us assumeXS to be a subset of source data samplesXS ⊆ XS,
, whereNS andNT are the number of samples in each subset. Then, forXS andXT , drawn independently and identically from XS and XT , respectively, the empirical biased MMD can be computed as follows (Gretton et al., 2012) :
where k(·) is a kernel used for mapping from the original feature space to the RKHS to enhance the accuracy of linear discriminants in this alternate feature space. In our considerations we use the Gaussian kernel:
The bandwidth parameter σ is determined as the average distance of samples to their nearest neighbours in feature space.
The calculated MMD value is used as a measure for the distance between the source and target distributions. A threshold τMMD can be applied to this measure to predict potential cases of negative transfer.
Modified MMD
We extend the MMD distance measure, proposing a strategy to include the knowledge about the class labels in the source domain to improve the discriminative power of that distance. For that purpose, we use the probabilistic output of a classifier trained on source domain data to change both source and target domain distributions. In particular, we shift samples of both domains in the feature space relative to the decision boundaries of the classifier using the gradient of the probability function obtained for the source domain:
where p k and pj are posteriors according to Eq. (1) for classes k and j, respectively, and k is the class of maximum probability, i.e., the class to which a sample x belongs according to the decision boundaries. We then calculate new values for xs and xt according to Eq. (5).
Eq. (5) is applied to all samples independently from the domain. Consequently, we omit the domain index, i.e. a sample x may be from the source domain (xs) or the target domain (xt). The parameter λ modulates the distance by which a sample is shifted, and its sign decides whether the samples are shifted away from (λ > 0) or closer to the decision boundary (λ < 0). Greater absolute values of λ lead to larger shifts. Having shifted the samples from both domains according to the classifier in the source domain, the modified MMD (MMDm) is calculated according to Eq.
(2) using the new values xnew for both domains.
The idea behind this adaptation is following: if the original distributions of the data in the two domains are similar, xs and xt will be changed in a similar way, and the computed distances will hardly change. On the other hand, if the distributions and, thus, the optimal decision boundaries in the two domains are very different, shifting target samples away from the decision boundaries in the source domain will increase the distance. We therefore expect this strategy to amplify the distances between dissimilar distributions. Again, the value of MMDm value (MMD after modifying the distributions) is used as a distance measure between the source and target distributions, to which a threshold τMMD m can be applied for predicting negative transfer.
EXPERIMENTS
The experiments are carried out to evaluate the limits and the effectiveness of the presented strategies for negative transfer detection in DA based on LR classifier. We determine the overall accuracy OADAR in the source domain after the two (forward and reverse) DA processes for the circular validation strategy and the values of MMD and MMDm values for the two strategies based on domain distances. These values are used as measures for the relatedness of the domains; we expect that negative transfer can be avoided by using the DA results in the target domain only if the values are in an acceptable range, i.e. if OADAR is larger than a given threshold for the circular validation strategy (cf. Section 3.2) or if MMD or MMDm are smaller than given thresholds in the other cases (cf. Sections 3.3 and 3.4).
Test data and experimental setup
Our experimental evaluation is based on the Vaihingen and Potsdam datasets from the ISPRS 2D semantic labelling challenge (Wegner et al., 2016) All experiments are based on a pixel-wise classification. We use the same feature space for all datasets. Under this constraint, we select the five most discriminative features using Random Forest based feature selection (Breiman, 2001 ) from a pool of spectral, structural and texture features. We settle on the normalized difference vegetation index (NDVI), normalized digital surface model (nDSM) and the pixelwise red, green & near infrared spectral components.
We test all pairs of patches in each dataset, using one patch as the source domain and the other one as the target domain. We did not mix patches from the Vaihingen and Potsdam datasets due to time restrictions. As the datasets were acquired at different vegetation periods, we expect them to be too different for DA to work, but this still needs to be verified by experiments. Whereas reference labels are available for all patches and, thus, for both the source and the target domains in all tests, the reference labels in the target domain DT are only considered for the performance evaluation and not for DA or the prediction of target and source domains. For each pair of source and target domains, we compute all distance metrics: OADAR, MMD and MMDm and use them to predict negative transfer. To improve the robustness of the computation of MMD and MMDm, we determined it 10 times for each pair of source and target image patch, using different bootstrap datasets, each consisting ofNS andNT randomly chosen samples from the source and target domains respectively withNS =NT = 10000. The values used for the prediction of negative transfer are the averages of the 10 independent bootstrap runs. The value of λ for shifting the samples in both domains for computing MMDm as described in Section 3.4 is set to λ = 1.
In order to evaluate the properties of our DA method, we also generate three classification results for the target domain and compare them to the reference to determine three different values for the overall accuracy (OA). The first value, OAST, is obtained by applying the base classifier (LR) trained on the source domain data directly to the target data without DA. The second one, OATT is the OA of a classifier trained and evaluated on the target set. We consider it to represent the optimal accuracy that can be achieved. Finally, OADA is the OA that is achieved when applying DA from the source to the target domain using the method described in Section 3.1. Thus, the difference ∆OADA = OADA − OAST is the change in OA due to DA; negative transfer is characterised by ∆OADA < 0. The differences ∆OAST = OATT − OAST and ∆OADT = OATT − OADA measure the loss in OA due to the non-availability of training data in the target domain, if the source classifier is applied to the target domain directly (∆OAST) or after DA (∆OADT). The measures reported in this paper are computed on a per-pixel basis for each pair of source and target domains independently from each other; we also compute average values.
In order to evaluate the suitability of the three similarity measures M ∈ {OADAR, MMD, MMDm} for predicting negative transfer, we start with a regression analysis to assess the degree to which the performance of DA as measured by ∆OADT and the measure M are correlated; we expect a measure having a higher correlation to be a better predictor for ∆OADT and, thus, for negative transfer. After that, we test the capabilities of the metrics for predicting negative transfer by applying thresholds to these metrics. After predicting the occurrence of negative transfer using a given threshold, we compare the predictions to the reference (given by the sign of ∆OADT). We present Receiver Operating Characteristic (ROC) curves for all metrics, obtained by varying the corresponding thresholds. The ROC curves show the true positive rates (TPR) of the prediction (sensitivity) as a function of the false positive rates (FPR = 1-specificity) for various threshold values. They help to evaluate the accuracy of the predictions of negative transfer.
Finally, we asses the impact of the prediction of negative transfer on the DA performance. Again, this is done for each metric M ∈ {OADAR, MMD, MMDm}. The corresponding thresholds τM are obtained as the optimal ones according to the ROC curves. We do this to show the potential of that prediction under optimal conditions (because the ROC curves are based on labels in the target domain); the sensitivity of the results to the threshold selection is part of our future work. The optimal threshold value τM for a metric M is determined from the ROC point having the shortest distance to the best possible case, i.e. the point where TPR = 1 and FPR = 0. Comparing M to τM , we predict negative transfer. If the test indicates that negative transfer is to be expected, DA is rejected and the classifier trained using source domain data is applied to the target domain; otherwise, our DA method is applied to obtain and final classifier in the target domain. Consequently, after the comparison of the results with the reference, we can obtain new values ∆OADA showing the improvement of OA due to the prediction of negative transfer. For circular validation strategy, ∆OADA becomes
whereas for M ∈ {MMD, MMDm}. we have
Of course, if negative transfer is predicted, the improvement is 0. The reason for different direction of the inequality signs in Eq. (6) and (7) is that we expect lower OADAR values indicating the negative transfer in case of the circular validation strategy and greater values for one of the MMD metrics indicating the increasing dissimilarity between domains.
Evaluation
4.2.1 Domain adaptation: Figure 2 shows results of DA without applying any strategy for negative transfer prediction. It shows percentile plots of the cumulative distribution over ∆OADA for all patches in the two datasets. We achieve positive transfer using our DA approach in 37% of all cases for Vaihingen and in 28% for Potsdam. These values are the complements to 100% of the intersection points of the curves with the vertical axis. In a similar way, we find that for 89% and 76% of all pairs of Vaihingen and Potsdam patches, respectively, the negative transfer The International Archives of the Photogrammetry, Remote Sensing and Spatial Information Sciences, Volume XLII-2, 2018 ISPRS TC II Mid-term Symposium "Towards Photogrammetry 2020", 4-7 June 2018, Riva del Garda, Italy (loss of classification accuracy in the target domain due to DA) is below 5%. Average values for the loss due to the non-availability of training data in the target domain and the impact of DA are shown in 
Regression analysis:
Here, we evaluate and compare the performance of the OADAR, MMD and the modified MMDm distance metrics by regression analysis. We expect a measure having a higher correlation to be a better predictor for ∆OADA and, thus, for negative transfer. The results for our datasets are presented in Figure 3 . Our experiments show no significant correlation between the performance of DA as measured by ∆OADA and either of the distance metrics. The highest correlation with ∆OADA is achieved using MMD and the modified MMDm, but only with a coefficient R 2 = 0.12, i.e. only 12% of the dispersion can be explained by the regression model. The corresponding empirical correlation coefficient, which is the root of R 2 , is about 35%. However, based on inclination angles of the regression lines (cf. Figure 3) , the probability for positive transfer increases, for larger values of OADAR and smaller values of MMD and the modified MMDm, which is as expected. The reason for the worse result using the circular validation strategy (R 2 = 0.08
for Vaihingen and 0 for Potsdam) can be attributed to the violation of the transition assumption from the state A3 to state A1 (cf. Figure 1 ). Indeed, it was possible using our DA approach move back to the state A1 even if the knowledge transfer was unsuccessful, i.e., we observed P (A1|A3) > 0.
Negative transfer prediction:
The ROC curves generated in the way described in Section 4.1 are shown in Figure 4 . The figure shows that the two MMD-based metrics perform similarly, whereas the circular validation performs slightly worse in Vaihingen and considerably worse in Potsdam. In Vaihingen, the best results are in the order of 60% in TPR at about 45% FPR, which shows that it is difficult to predict negative transfer for that dataset. In Potsdam, the results are somewhat better for the MMD-based metrics, with a sligth advantage of MMDm over MMD. Here, the best results are in the order of 70% in TPR at about 30% FPR.
We selected optimal thresholds for the prediction of negative transfer from the ROC curves and considered that prediction in the DA process in the way described in Section 4.1. Figure 5 shows percentile plots of the cumulative distribution of the effect of DA with negative transfer prediction on the OA of the classification (∆OADA) for the three metrics and also compares them to the results achieved without negative transfer prediction (∆OADA Table 3 presents the average values over the whole datasets along the optimal thresholds used for the prediction of negative transfer. The average values presented in Table 3 show an improvement in OA of 1.4% and 2.8% for Vaihingen and Potsdam, respectively, due to the prediction of negative transfer. Comparing the three metrics, Table 3 indicates a slightly better performance of MMDm compared to MMD and a considerably better one of
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(a) (b) Figure 5 : Percentile plots of ∆OADA after the negative transfer prediction using three metrics for Vaihingen (a) and Potsdam (b) and of the results without that prediction (∆OADA). Figure 6 shows percentile plots of the distribution of ∆OADT for the two datasets and compares them to those of DA without prediction of negative transfer. For 50% of all cases we achieve a decrease of ∆OADT of about 0.6% or larger for Vaihingen and of about 1.9% or larger in OA for Potsdam; the results, thus, are nearer to the optimal case by that margin due to negative transfer prediction. Again, the poorer performance of circular validation on the Potsdam data is confirmed.
CONCLUSIONS AND FUTURE WORK
In this paper, we have presented results of different strategies for negative transfer prediction for domain adaptation based on logistic regression. We made sure that none of the strategies requires labels in the target domain. We proposed a modified MMD metric MMDm to incorporate the knowledge about the class posterior given the data. Our results confirm the suitability of the proposed extension compared to the original MMD metric and to a metric derived from circular validation. While it possible to reduce the amount of negative transfer and the mean loss in ∆OADA over the whole dataset applying this metrics, we did not observe a direct relationship and thus a dependance between one of the metrics and positive or negative transfer. The performance of negative transfer prediction was better for MMD and for MMDm than for circular validation, though in general it was far from perfect. The problems of MMD and MMDm in predicting negative transfer are attributed to different posterior class distributions of the source and target domain. The reason for the poorer performance of circular validation compared to (Bruzzone and Marconcini, 2010) may be related to the use of a weaker classifier which might lead to a violation of some fundamental assumptions of the method.
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In our future work we will evaluate the sensitivity of negative transfer prediction to the selection of threshold and carry out experiments where we mix images from different datasets, which should further highlight the limitations of the methods. Another step is the comparison of our approach to a cluster-based method or to an inductive setting where a small amount of labelled data is available. We expect this will improve the classification accuracy and the predictive ability of negative transfer detection strategies.
