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Abstract
We exhibit minimal bases of the polynomial identities for the matrix algebra M2(K) of
order two over an infinite field K of characteristic p /= 2. We show that when p = 3 the
T -ideal of this algebra is generated by three independent identities, and when p > 3 one
needs only two identities: the standard identity of degree four and the Hall identity. Note that
the same holds when the base field is of characteristic 0. Furthermore, using the exact form
of the basis of the identities for M2(K) we give finite minimal set of generators of the
T -space of the central polynomials for the algebra M2(K). The set of generators depends
on the characteristic of the field as well.
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Introduction
The T -prime algebras play an extremely important role in the PI theory as it
was revealed by Kemer (see for example [9]). They are the “bricks” that build the
ideals of identities (or T -ideals) in the case of base field of characteristic 0. Recall
that one of the consequences of Kemer’s theory was the positive solution of the
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famous Specht Problem. It asked whether every associative algebra over a field of
characteristic 0 admits a finite basis of its polynomial identities. Kemer’s solution
of the Specht problem was not constructive and we doubt whether there exists such
constructive solution. Hence the problem of finding the concrete form of the finite
basis for the identities satisfied by given algebra is rather important. We add that
it is also quite difficult. The bases of identities satisfied by an algebra are known
in very few cases. The principal ones are the following. In order to be brief we
consider only algebras over infinite fields K . The polynomial identities satisfied by
the Grassmann (or exterior) algebra of an infinite dimensional vector space follow
from the identity [x1, x2, x3] where [a, b] = ab − ba is the usual commutator, and
the higher commutators are assumed to be left normed. This was established in [12]
when charK = 0. The same result holds when K is infinite. The identities of E
were described for any field K in [1,17]. (One can find a brief account of the results
of the last two papers in [6].) The identities satisfied by the algebra UTn(K) of
the upper triangular matrices over K are well known as well (see [5, Chapter 5]
for further information). The vast majority of the known results in this direction is
in characteristic 0. This is due to the fact that when charK = 0 one may consider
multilinear polynomial identities only, and for these one uses the well developed
theory of representations of the symmetric and of the general linear group. In 1974,
Razmyslov found finite basis of the identities for the Lie algebra sl2(K) of the 2 × 2
traceless matrices, and as a consequence, for M2(K), charK = 0. Later Drensky
analyzed the multilinear identities of sl2(K) and of M2(K) and obtained a minimal
basis of identities for M2(K) (see [4]) and Filippov in [7] showed that the identities
of sl2(K) follow from single identity. When charK = 0 the identities of M2(K) are
tightly described (see for example the references of [5]). The identities of the algebra
E ⊗ E were described in [14] when charK = 0.
If charK = p /= 2 the known results are sparse. In [16], Vasilovsky proved the
remarkable result that the identities of sl2(K) follow from the identity
v5 = [x1, x2, [x3, x4], x4] + [x1, x4, [x2, x4], x3].
He used the theory of invariants of the classical groups as developed in [2,3]. In
[10] it was shown that the weak identities for the pair (M2(K), sl2(K)) follow from
the weak identity [x21 , x2], the same as in the case of characteristic 0. Note that in
characteristic 0 this result was obtained by Razmyslov (see for example [15]), and it
was crucial in obtaining the finite basis property for the algebra sl2(K). Recall that a
weak identity is an associative polynomial that vanishes when evaluated on traceless
matrices.
Later in [11] it was proved that the identities of the matrix algebra M2(K) over
an infinite field K of characteristic p /= 2 follow from a finite set of them. More
precisely it was shown that when charK = p > 5 the identities for M2(K) follow
from the standard identity
s4 = s4(x1, x2, x3, x4) =
∑
σ∈S4
(−1)σ xσ(1)xσ(2)xσ(3)xσ(4),
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where S4 stands for the symmetric group acting on {1, 2, 3, 4}, and (−1)σ is the sign
of the permutation σ , and from the Hall identity
h5 = h5(x1, x2, x3, x4, x5) = [[x1, x2] ◦ [x3, x4], x5],
where a ◦ b = 1/2(ab + ba).
In the cases charK = 3 and 5, it was shown in [11] that s4, h5 and two more
multilinear identities in six variables, namely
r6 = [x1, x2] ◦ (u ◦ v) − (1/8)([x1, u, v, x2] + [x1, v, u, x2]
− [x2, u, x1, v] − [x2, v, x1, u]),
where u = [x3, x4] and v = [x5, x6], and
v′5 = [x1, x2, [x3, x4]] ◦ [x5, x6] + [x1, x2, [x3, x5]] ◦ [x4, x6]+ [x1, x4, [x2, x5]] ◦ [x3, x6] + [x1, x5, [x2, x4]] ◦ [x3, x6]
form a basis of the T -ideal of M2(K). But the problem of finding minimal systems of
generators for this T -ideal remained open. In [6] it was proved that when charK = 3
the identity r6 does not belong to the T -ideal generated by s4 and h5. Namely it was
shown there that the infinite dimensional Grassmann algebra E in characteristic 3
satisfies the latter identities but does not satisfy the former.
In this paper we resolve completely the problem of finding minimal systems of
generators for the T -ideal of the algebra M2(K) in the remaining cases charK = 3
and 5. Furthermore we describe finite generating set for the T -space of the central
polynomials for this algebra. In the case of characteristic 0, such system was obtained
by Okhitin in [13]. Various and rather detailed descriptions of the homogeneous
structure of these central polynomials were given by Formanek in [8].
Now we fix the notation we shall use. Throughout K is an infinite field of char-
acteristic p > 2 and all associative algebras are unitary, with identity element 1.
Denote as K(X) the free associative algebra with 1 that is freely generated over K
by the (infinite) set X = {x1, x2, . . .}. Sometimes we shall use other letters, with or
without indices, for the free generators of K(X). The elements of K(X) are called
polynomials. If A is a K-algebra then the polynomial f (x1, . . . , xn) is a polyno-
mial identity (or simply an identity) for A if f (a1, . . . , an) = 0 for every a1, . . . ,
an ∈ A. The set of all identities for A forms an ideal T (A) of K(X). Such ideals are
closed under endomorphisms of K(X) and are called T -ideals. The set of polyno-
mials P = {fj | j ∈ J } generates the T -ideal I (or otherwise P is a basis of I ) if I
coincides with the least T -ideal that contains P . This means that I is generated as an
ideal by {fj (g1, . . . , gnj ) | gk ∈ K(X), j ∈ J }. If P generates I and no polynomial
of P belongs to the T -ideal generated by the other polynomials in P then P is said
to be a minimal basis for I .
Let A be an algebra and f ∈ K(X) a polynomial without constant term. Then f
is a central polynomial for A if f (a1, . . . , an) is central for every a1, . . . , an ∈ A.
The set C(A) of all central polynomials for A is a vector subspace of K(X). It is
closed under (algebra) endomorphisms of K(X). A vector subspace of K(X) with
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this property is called T -space; C(A) is the T -space of the central polynomials for
A. According to our definition T (A) ⊆ C(A). One defines a basis and a minimal
basis of a T -space analogously to the case of T -ideals.
Let L(X) be the free Lie algebra freely generated over K by the set X. It is well
known that L(X) is isomorphic to the Lie algebra (with respect to the commutator
operation) in K(X) generated by the set X, so we assume L(X) ⊂ K(X) as vector
spaces. One defines in the standard way an identity for a Lie algebra, Lie T -ideal,
and so on.
Let B(X) be the associative subalgebra of K(X) generated by 1 and all homoge-
neous elements of L(X) of degree  2. In other words B(X) is spanned over K by 1
and the products of commutators u1u2 · · ·uk , ui ∈ L(X), deg ui  2, k  1. Call the
elements of B(X) proper (or commutator) polynomials. It is well known that when K
is an infinite field then every T -ideal in K(X) is generated by its proper polynomials
(see for example [5, pp. 42–43]). We fix an ordered basis for L(X) consisting of the
free generators X and of commutators ui such that the free generators are the least in
the order. Then every f (x1, x2, . . . , xn) ∈ K(X) can be written uniquely in the form
f =
∑
αi,j x
ai1
1 x
ai2
2 · · · xainn uj1uj2 · · ·ujm, (1)
where uj1  uj2  · · ·  ujm are commutators, it  0, and αi,j ∈ K .
1. Minimal basis of identities for M2(K)
The following fact is well known. Let the Lie polynomial f be an identity for
sl2(K). Then f considered as an associative polynomial is an identity for M2(K).
To see this observe that if a ∈ M2(K) then a = b + cI where b ∈ sl2(K), c ∈ K ,
and I is the identity matrix. Since cI is central it vanishes the commutators.
Lemma 1. Let the polynomial f from the free Lie algebra L(X) ⊂ K(X) be an
identity for M2(K). Then f follows from the standard identity s4.
Proof. It is sufficient to show that the polynomial v5 is a consequence of s4 and then
to apply Vasilovsky’s theorem about the basis of the identities of sl2(K). The former
fact is known (see for example [6,11]). 
Lemma 2. Let charK /= 2 and denote u = [x3, x4]. Then the polynomials r6 and
r ′6 = [x1, x2] ◦ u2 − (1/4)([x1, u, u, x2] − [x2, u, x1, u])
are equivalent as polynomial identities modulo the identities s4 and h5. In other
words the T -ideals generated by {s4, h5, r6} and by {s4, h5, r ′6} coincide.
Proof. The linearization of the polynomial [x3, x4]2 equals the multilinear compo-
nent of the polynomial [x3 + x5, x4 + x6]2. It is
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2[x3, x4] ◦ [x5, x6] + 2[x3, x6] ◦ [x5, x4]
and it is equivalent to [x3, x4]2 as an identity in characteristic p /= 2.
Permuting the variables one can get the polynomials
2[x3, x5] ◦ [x4, x6] + 2[x3, x6] ◦ [x5, x4],
2[x3, x6] ◦ [x4, x5] + 2[x3, x5] ◦ [x4, x6].
Now sum up the three linearizations and obtain
2([x3, x4] ◦ [x5, x6] + [x3, x5] ◦ [x4, x6] − [x3, x6] ◦ [x4, x5]).
On the other hand we write the standard polynomial s4(x3, x4, x5, x6) as
2([x3, x4] ◦ [x5, x6] − [x3, x5] ◦ [x4, x6] + [x3, x6] ◦ [x4, x5]).
Taking into account the last polynomial (which is an identity for M2(K)) one gets
that modulo s4 the first summand of r6 is equivalent to [x1, x2] ◦ [x3, x4]2.
Then one applies the three linearizations to the whole polynomial r ′6. The poly-
nomials thus obtained will be identities for M2(K). All but the first summands of
r6 and of r ′6 are commutators. Then using the above equivalence for the first terms
one obtains a Lie polynomial that is an identity for M2(K). Hence by the previous
lemma it follows from s4. Therefore the two polynomials are equivalent as identities
modulo s4. 
The polynomial r ′6 is easier to handle than r6 since it depends on four variables
only.
Lemma 3. In the free associative algebra K(X), the polynomial 24r ′6 equals thefollowing expression
[x1, s4([x3, x4], x2, x3, x4)] + [s4([x3, x4], x1, x3, x4), x2]
+ x3s4([x3, x4], x1, x2, x4) + x4s4([x4, x3], x1, x2, x3)
− 2s4(x2 ◦ [x3, x4], x1, x3, x4) + 2s4(x1 ◦ [x3, x4], x2, x3, x4)
+ s4([x3, x4]x4, x1, x2, x3) + s4([x4, x3]x3, x1, x2, x4)
− s4(x3x1, [x3, x4], x2, x4) + s4(x3x2, [x3, x4], x1, x4)
+ s4(x4x1, [x3, x4], x2, x3) − s4(x4x2, [x3, x4], x1, x3)
+ 2s4(x1, x2, x3, x4)[x3, x4] + 4h5(x3x1, x4, x3, x4, x2)
− 4h5(x3x2, x4, x3, x4, x1) − 4h5(x4x1, x3, x3, x4, x2)
+ 4h5(x4x2, x3, x3, x4, x1) + 4h5([x3, x4], x1, x3, x4, x2)
+ 4h5([x4, x3], x2, x3, x4, x1) − 8x1h5(x3, x4, x3, x4, x2)
+ 8x2h5(x3, x4, x3, x4, x1) − 4x3h5(x1, x2, x3, x4, x4)
+ 4x4h5(x1, x2, x3, x4, x3).
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Proof. The above equality was obtained by using a computer program. It is some-
what difficult (although not impossible) to check the computations by hand. First we
wrote down the possible consequences of the polynomials s4 and h5, and then we
formed a linear system to be resolved. The solution above was produced using the
Mathematica software and the source of the concrete program we used is available
upon request. 
Remark 1. Observe the coefficient 24 = 3 × 23 in the above expression for r ′6.
When charK = 3 this coefficient equals 0, and in [6] it was shown that r6 does
not follow from s4 and h5 when charK = 3.
Now we deal with the polynomial v′5 as defined above. It turned out much more
complicated than r6 due to the lack of “obvious” symmetrizations. We express it as
a sum of consequences of the polynomials s4 and h5.
We consider the polynomials
t1 = + 4x3h5(x1, x2, x5, x6, x4) + 4x4h5(x1, x2, x5, x6, x3)
+ 8x4h5(x1, x2, x3, x5, x6) + 2x5h5(x1, x2, x3, x4, x6)
+ 6x6h5(x1, x2, x3, x5, x4) + 4x6h5(x1, x2, x3, x4, x5)
+
∑
σ∈S2
(−1)σ (−x3h5(xσ(1), x4, xσ(2), x5, x6)
− 2x4h5(xσ(1), x5, x3, x6, xσ(2)) − 2x5h5(xσ(1), x4, x3, x6, xσ(2))
+h5(xσ(1), x3, x4, x5, xσ(2))x6
)
,
t2 = + 3h5(x1, x4, x2, x5, [x3, x6]) − 3h5(x1, x5, x2, x4, [x3, x6])
+ 5h5(x1, x5, x2, x4, x6x3) − 5h5(x1, x4, x2, x5, x6x3)
− 6h5(x1, x2, x5, x6, x3x4) − 6h5(x1, x2, x4, x6, x3x5)
−h5(x1, x2, x5, x6, x4x3) − 5h5(x1, x2, x3, x5, x4x6)
+ 3h5(x1, x2, x4, x6, x5x3) + h5(x1, x2, x3, x4, x5x6)
+
∑
σ∈S2
(−1)σ 4(h5(xσ(2), x4, x3, x6, x5xσ(1))
+h5(xσ(2), x5, x3, x6, x4xσ(1))
)
,
t3 = − 7h5(x4x3, x5, x1, x2, x6) − 5h5(x5x3, x4, x1, x2, x6)
− 6h5(x6x3, x4, x1, x2, x5) + 4h5([x1, x2], x3, x5, x6, x4)
+ 6h5([x1, x2], x4, x3, x5, x6) + 4h5([x1, x2], x5, x3, x4, x6)
+
∑
σ∈S2
(−1)σ (−2h5(x3x4, xσ(1), xσ(2), x5, x6)
+ 4h5(x4xσ(1), xσ(2), x5, x6, x3) + 4h5(x4xσ(1), xσ(2), x3, x5, x6)
+ 4h5(x5xσ(1), xσ(2), x3, x4, x6) + 4h5(x5xσ(1), xσ(2), x4, x6, x3)
− 3h5(x6x3, xσ(1), x4, x5, xσ(2)) + h5(x6x4, xσ(1), xσ(2), x5, x3)
+h5(x6x5, xσ(1), xσ(2), x4, x3)
)
,
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t4 = −[x3, x4]s4(x1, x2, x5, x6) + 2[s4(x3, x4, x5, x6), [x1, x2]]
+ x4x3s4(x1, x2, x5, x6) + 3[x6x3, s4(x1, x2, x4, x5)]
− 2[[x3, x6], s4(x1, x2, x4, x5)] − [x6, x4]s4(x1, x2, x3, x5)
+ 2(s4(x1, x2, x3, x5)) ◦ (x4x6) − [x6, x5]s4(x1, x2, x3, x4)
−[s4(x1, x2, x3, x4), x5]x6 + 2x5(s4(x1, x2, x3, x4) ◦ x6)
−[x3, x5]s4(x1, x2, x4, x6) + 2x5(s4(x1, x2, x4, x6) ◦ x3)
+ x4s4(x1, x2, x5, x6)x3 − 2
∑
σ∈S2
(−1)σ (x5xσ(1)s4(xσ(2), x3, x4, x6)
+ x4xσ(1)s4(xσ(2), x3, x5, x6)
)
,
t5 = + 2x3s4(x6x4, x1, x2, x5) + 2x3s4(x6x5, x1, x2, x4)
− 2x4s4(x3x5, x1, x2, x6) + 2x4s4(x6x5, x1, x2, x3)
− 2x5s4(x3x4, x1, x2, x6) + 2x5s4(x6x4, x1, x2, x3)
+ 2x6s4([x1, x2], x3, x4, x5) − x4s4([x1, x2], x3, x5, x6)
− 3s4([x1, x2], x3, x4, x5)x6 − 3x6s4(x3x4, x1, x2, x5)
− x6s4(x3x5, x1, x2, x4) + s4(x4x3, x1, x2, x5)x6
− s4(x5x3, x1, x2, x4)x6 +
∑
σ∈S2
(−1)σ (+2xσ(1)s4(x4xσ(2), x3, x5, x6)
+ 2xσ(1)s4(x5xσ(2), x3, x4, x6) + 2x4s4(xσ(1)x5, xσ(2), x3, x6)
+ 2x5s4(xσ(1)x4, xσ(2), x3, x6)
)
,
t6 = + 2s4([[x1, x2], x3], x4, x5, x6) − 4s4(x5[x1, x2], x3, x4, x6)
+ 2s4([x1, x2]x5, x3, x4, x6) − 2s4([x1, x2]x4, x3, x5, x6)
+ 3s4(x4x1, [x3, x6], x2, x5) + 3s4([x1, x4], x6x3, x2, x5)
+ s4([x1, x2], x3x4, x5, x6) − s4([x1, x2], x5x3, x4, x6)
− 2s4([x1, x2], x6x5, x3, x4) + 3s4([x1, x2], x4x3, x5, x6)
+ 5s4([x1, x2], x3x5, x4, x6) − 2s4([x1, x2], x4x6, x3, x5)
− 3s4(x4x2, [x3, x6], x1, x5) + 3s4(x6x3, [x2, x4], x1, x5)
+ 2s4(x3x4, x6x5, x1, x2) − 2s4(x6x4, x3x5, x1, x2)
+ 2s4([x1, x2], [x5, x6], x3, x4) − x5s4([x1, x2], x3, x4, x6)
+
∑
σ∈S2
(−1)σ (+3s4(x6x3, xσ(1)x5, xσ(2), x4)
− 3s4(x3x6, x5xσ(1), xσ(2), x4) − s4(x4xσ(1), xσ(2)x5, x3, x6)
− s4(x5xσ(1), xσ(2)x4, x3, x6) − s4(x5[xσ(1), x4], xσ(2), x3, x6)
− 5s4(xσ(1)x4xσ(2), x3, x5, x6) − 5s4(xσ(1)x5xσ(2), x3, x4, x6)
− s4(x4[xσ(1), x5], xσ(2), x3, x6)
)
.
Lemma 4. In the free associative algebra K(X) one has the equality
2v′5 = 2t1 + 2t2 + 2t3 + t4 + t5 + t6.
Proof. The proof is similar to that of the preceding lemma. 
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Combining the above two lemmas we obtain the minimal bases for the identities
of the matrix algebra M2(K) over an infinite field K , charK = p /= 2. Note that
when p > 5 this was done in [11].
Theorem 5. Let K be an infinite field of characteristic p /= 2. A minimal basis of
the identities for M2(K) is given by the following polynomials:
(a) s4 and h5 when p = 0 or p > 3;
(b) s4, h5 and r6 when p = 3.
Thus the above theorem gives an affirmative answer to the Question 1 stated in
[11, p. 433].
2. Central polynomials for M2(K)
Here we apply the results obtained in the previous section in order to describe
generators of the T -space of the central polynomials for M2(K). We fix the infinite
field K , charK = p /= 2, and denote as C(A) the T -space of the central polynomials
for the algebra A.
Proposition 6. Let A be an associative algebra over an infinite field K and let
f ∈ K(X) be a central polynomial for A. Then all (multi)homogeneous components
of f are central polynomials for A as well.
Proof. The proof is absolutely the same as the corresponding one for polynomial
identities and we refer to it (see for example [5, pp. 39, 40]). 
The proposition means that the polynomial f generates the same T -space as its
multihomogeneous components. Hence we shall deal with multihomogeneous poly-
nomials only.
First observe that the polynomial
h(x1, x2, x3, x4) = [x1, x2] ◦ [x3, x4] (2)
is a central polynomial but not an identity of M2(K). On the other hand the standard
polynomial s4 is a (trivial) central polynomial for M2(K), and it follows from h as
such.
Let x0 be a variable (free generator of K(X)), and denote by V the T -space in
K(X) generated by the polynomials h and x0s4(x1, x2, x3, x4).
Lemma 7
(a) If W is the T -space generated by h then W ⊂ V, a proper inclusion when char
K = p > 3.
(b) V ⊆ C(M2(K)).
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Proof. In order to prove (a), it is sufficient to observe that the infinite dimensional
Grassmann algebra over K satisfies the identity [h, x5]. On the other hand it does
not satisfy [x0s4(x1, x2, x3, x4), x5]. The assertion of (b) is obvious since both h and
x0s4 are central polynomials for M2(K). 
Lemma 8 (cf. [13]). There exists a Lie element l ∈ L(X) such that the polynomial
c = x0h + l is central for M2(K). Furthermore c ∈ V .
Proof. The proof is rather similar to that of [13]. First we have the equality
x0[x1, x2] ◦ [x3, x4] + x1[x0, x2] ◦ [x3, x4] = c1 + l1,
where
c1 = [x0x1, x2] ◦ [x3, x4] − [x0, x2, x1] ◦ [x3, x4]
− (1/2)([x3, x4, x0] ◦ [x1, x2] + [x3, x4, x1] ◦ [x0, x2]),
l1 = (1/4)([x1, x2, [x3, x4, x0]] + [x0, x2, [x3, x4, x1]]).
Here c1 is a central polynomial for M2(K) and it is a consequence of h, and
l1 ∈ L(X). Hence we have that
x0[x1, x2] ◦ [x3, x4] + x1[x0, x2] ◦ [x3, x4] ≡ 0 mod (V + L(X)).
Now permuting the variables in the above equality and using the fact that a ◦ b =
b ◦ a we obtain that
−x1[x3, x3] ◦ [x0, x2] − x3[x1, x4] ◦ [x0, x2] ≡ 0 mod (V + L(X))
and furthermore that
x3[x0, x2] ◦ [x1, x4] + x0[x3, x2] ◦ [x1, x4] ≡ 0 mod (V + L(X)).
Summing up the three congruences we have
x0[x1, x2] ◦ [x3, x4] + x0[x2, x3] ◦ [x1, x4] ≡ 0 mod (V + L(X)).
Then using the representation of s4(x1, x2, x3, x4) as
s4 = [x1, x2] ◦ [x3, x4] − [x1, x3] ◦ [x2, x4] + [x1, x4] ◦ [x2, x3]
and once again permuting appropriately the variables we come to the representation
x0h + l = c ∈ V for l ∈ L(X). 
Lemma 9. T (M2(K)) ⊆ V .
Proof. It is sufficient to show that s4, h5, x0s4, x0h5 ∈ V . Obviously s4, x0s4 ∈ V .
One may write
h5 = [[x1, x2] ◦ [x3, x4], x5] = [x1, x2, x5] ◦ [x3, x4] + [x1, x2] ◦ [x3, x4, x5].
Hence h5 ∈ V , and by Lemma 8 x0h5 + l ∈ V for some l ∈ L(X). Now by
Lemma 1 the Lie polynomial L is an identity form M2(K) and it follows from s4.
Therefore x0h5 ∈ V and we are done. 
Now we distinguish two cases.
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2.1. Case 1: charK > 3
Let f be multihomogeneous. According to (1) it can be written in the form
f (x1, x2, . . . , xn) =
∑
i
αix
ai1
1 x
ai2
2 · · · xainn gi, αi ∈ K.
Here gi ∈ B(X) are proper polynomials and ai = (ai1 , ai2 , . . . , ain) is an
n-tuple of non-negative integers. Let bi = ai1 + ai2 + · · · + ain . Using the unique-
ness of such representation of f we define the rank r(f ) of f as the largest of all
bi such that the corresponding αi is non-zero. Obviously f ∈ B(X) if and only if
r(f ) = 0.
Lemma 10. Let f ∈ C(M2(K)) and let r(f ) = 0. Then f = c + g where c =∑
i vi ◦ wi for vi, wi ∈ L(X) of degree  2 and g ∈ T (M2(K)) ∩ L(X).
Proof. This is a standard fact, we give its proof for completeness only. First we
note that f is proper polynomial and as such it is a sum of monomials that are
products of commutators. Let f = u1u2 · · ·un be a product of commutators. Then
u1u2 = (1/2)[u1, u2] + u1 ◦ u2 and we get two polynomials from f . The first is
product of n − 1 commutators; the other is (u1 ◦ u2)u3 · · ·un. Now apply the identity
r6 that holds for M2(K) and write (u1 ◦ u2)u3 as a linear combination of commu-
tators. Hence we obtain several products of n − 2 commutators. Thus an inductive
argument yields the first statement.
In order to prove that g ∈ T (M2(K)) note that f ∈ C(M2(K)) and v ◦ w ∈
C(M2(K)) for v, w being commutators. It follows that the Lie polynomial g is
central for M2(K). Since its evaluations on M2(K) produce traceless matrices only
then g is a polynomial identity for M2(K).
Let m1 = xa11 xa22 · · · xann n1 and m2 = xb11 xb22 · · · xbnn n2 be two polynomials having
the same multidegree where n1 and n2 are products of commutators of lengths 2.
We say that a = (a1, a2, . . . , an) > b = (b1, b2, . . . , bn) if ai > bi for some i while
at = bt for 1  t  i − 1. Hence > is the usual lexicographical order. 
Remark 2. The rank r(f ) of f = f (x1, x2, . . . , xn) equals the largest number of
variables appearing in its monomials that one may substitute for 1 without vanishing
the polynomial. To this end write f1 = f (x1 + 1, x2 + 1, . . . , xn + 1) as a sum of
its multihomogeneous components as in (1). Then any substitution of 1 in a commu-
tator vanishes the summand so r(f ) is determined by the least degree of non-zero
multihomogeneous component fm of f1. Namely r(f ) equals deg f − deg fm.
Theorem 11. If charK = p > 3 then C(M2(K)) = V . In other words the T -space
of the central polynomials for M2(K) is generated by h and x0s4. Furthermore h
and x0s4 are independent as central polynomials.
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Proof. Let f ∈ C(M2(K)) be multihomogeneous; we prove by induction on r(f )
that f ∈ V . When r(f ) = 0, the previous lemma shows that f ∈ V since v ◦ w ∈ V
for any commutators v and w. Furthermore g ∈ T (M2(K)) ⊆ V .
Suppose f is multihomogeneous, r(f ) > 0. Then
f (x1, x2, . . . , xn) = αxr11 xr22 · · · xrnn g +
∑
αax
a1
1 x
a2
2 · · · xann ga,
where g and gi are polynomials from B(X) and the n-tuple (r1, r2, . . . , rn) is the
largest that appears in f with respect to the order defined above. First we shall
prove that g ∈ C(M2(K)). To this end, consider the central polynomial f (x1 + 1,
x2, . . . , xn). Its homogeneous components are central polynomials as well. Take the
homogeneous component with the least degree in x1, it is
f ′(x1, x2, . . . , xn) = αxr22 · · · xrnn g +
∑
a
βax
a2
2 · · · xann ga.
Here the summation runs over all a such that a1 = r1. Observe that if we subsitute
1 for x1 in some commutator the latter vanishes. Now we repeat the same procedure
for f ′(x1, x2 + 1, x3, . . . , xn) and so on, till xn. Finally we get that g ∈ C(M2(K)).
But the polynomial g is proper. Therefore according to the previous lemma,
g =∑i ui ◦ vi + l for some commutators ui and vi , all of degree  2, and l a Lie
polynomial that is an identity for M2(K). Hence l ∈ T (M2(K)) ⊆ V . Obviously∑
ui ◦ vi ∈ V .
Now we have αxr11 x
r2
2 · · · xrnn l ∈ T (M2(K)). Furthermore x(u ◦ v) can be repre-
sented as it was done in Lemma 8 for x = xr11 xr22 · · · xrnn . If we consider x as a new
variable then r(x(u ◦ v)) < r(f ) since according to Lemma 8, x(u ◦ v) = c + l for
c ∈ V , l being a Lie identity for M2(K). Therefore r(l) < r(f ). Note that when we
restore, in l, the new variable x to its initial value namely x = xr11 xr22 · · · xrnn and
putting all these variables equal to 1 we get 0. Hence r(l) < r(f ). Thus we managed
to reduce the rank of f and the proof goes on by induction.
The last statement of the theorem was established earlier. We showed that in E,
the infinite dimensional Grassmann algebra, h is central polynomial but x0s4 is not
when charK /= 3. 
2.2. Case 2: char K = 3
In the case of charK = 3 we apply rather similar arguments; that is why we omit
some of the proofs.
Lemma 12. Let U be the T -space generated by the polynomials h, x0s4, x0r6. Then
T (M2(K)) ⊆ U .
Proof. We need only prove that r6 ∈ U . Since r6 = [x1, x2] ◦ ([x3, x4] ◦ [x5, x6]) +
q where q is Lie polynomial according to Lemma 8 we may write r6 = c + l + q for
c ∈ V and l ∈ T (M2(K)). But r6 is an identity for M2(K) hence l + q ∈ L(X) is
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central for M2(K) and therefore an identity for M2(K). Hence l + q follows from
s4 and thus r6 ∈ U . 
Now we proceed in the same manner as in the case char K > 3 and obtain the
following theorem.
Theorem 13. When charK = 3 the T -space C(M2(K)) is generated by h, x0s4 and
x0r6: C(M2(K)) = U . These three polynomials are independent as central polyno-
mials.
Proof. The only assertion that remains to be proved is that about the independence.
We employ the infinite dimensional Grassmann algebra E once again and conclude
easily that h and x0s4 are central polynomials for E (the latter being an identity since
charK = 3) but x0r6 is not. In order to prove that the central polynomials h and x0s4
are independent we make use of the following lemma.
Lemma 14. The T -space in the free associative algebra K(X) generated by h does
not contain the polynomial x0s4.
Proof. The proof we give holds in any characteristic p /= 2 as long as the field is in-
finite. In fact we need only the case p = 3. Suppose on the contrary that x0s4(x1, x2,
x3, x4) belongs to the T -space generated by the polynomial h = [x1, x2] ◦ [x3, x4].
The degree 5 subspace of the T -space generated by h is spanned by all polynomi-
als of the type [y1, y2] ◦ [y3, y4] where three of the letters yi stand for some dif-
ferent variables among xj , 0  j  4, and the remaining one is the product of the
remaining two variables among xj . Hence write x0s4 as a linear combination of these
polynomials, and assign them coefficients as follows.
First one has, up to a sign, only three possibilities of degree 4 in the T -space in
K(x1, x2, x3, x4) generated by h, namely
[x1, x2] ◦ [x3, x4], [x1, x3] ◦ [x2, x4], [x1, x4] ◦ [x2, x3].
Now substitute consecutively x1 by x1x0, and by x0x1 in these polynomials, and
assign coefficients respectively a1, b1, c1, d1, e1 to the obtained polynomials. Then
substitute x2 by x2x0 and by x0x2 and give the polynomials the respective coefficients
a2, b2, c2, d2, e2. Thus for example, the above polynomials look like
a1[x1x0, x2] ◦ [x3, x4], b1[x0x1, x2] ◦ [x3, x4], c1[x1x0, x3] ◦ [x2, x4],
d1[x0x1, x3] ◦ [x2, x4], e1[x1x0, x4] ◦ [x2, x3], f1[x0x1, x4] ◦ [x2, x3];
a2[x1, x2x0] ◦ [x3, x4], b2[x1, x0x2] ◦ [x3, x4], c2[x1, x3] ◦ [x2x0, x4],
d2[x1, x3] ◦ [x0x2, x4], e2[x1, x4] ◦ [x2x0, x3], f2[x1, x4] ◦ [x0x2, x3].
We continue, in the same manner, writing down the polynomials that are conse-
quences of the central polynomial h:
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a3[x1, x2] ◦ [x3x0, x4], b3[x1, x2] ◦ [x0x3, x4] c3[x1, x3x0] ◦ [x2, x4]
d3[x1, x0x3] ◦ [x2, x4], e3[x1, x4] ◦ [x2, x3x0] f3[x1, x4] ◦ [x2, x0x3];
a4[x1, x2] ◦ [x3, x4x0], b4[x1, x2] ◦ [x3, x0x4], c4[x1, x3] ◦ [x2, x4x0],
d4[x1, x3] ◦ [x2, x0x4], e4[x1, x4x0] ◦ [x2, x3], f4[x1, x0x4] ◦ [x2, x3].
Now consider the polynomials
[x0, x2] ◦ [x3, x4], [x0, x3] ◦ [x2, x4], [x0, x4] ◦ [x2, x3]
and start substituting xi by xix1 and by x1xi , i = 2, 3, 4, and give them coefficients
as follows:
a5[x0, x2x1] ◦ [x3, x4], b5[x0, x1x2] ◦ [x3, x4], c5[x0, x3] ◦ [x2x1, x4],
d5[x0, x3] ◦ [x1x2, x4], e5[x0, x4] ◦ [x2x1, x3], f5[x0, x4] ◦ [x1x2, x3];
a6[x0, x2] ◦ [x3x1, x4], b6[x0, x2] ◦ [x1x3, x4], c6[x0, x3x1] ◦ [x2, x4],
d6[x0, x1x3] ◦ [x2, x4], e6[x0, x4] ◦ [x2, x3x1], f6[x0, x4] ◦ [x2, x1x3];
a7[x0, x2] ◦ [x3, x4x1], b7[x0, x2] ◦ [x3, x1x4], c7[x0, x3] ◦ [x2, x4x1],
d7[x0, x3] ◦ [x2, x1x4], e7[x0, x4x1] ◦ [x2, x3], f7[x0, x1x4] ◦ [x2, x3].
Then we have the polynomials
[x1, x0] ◦ [x3, x4], [x1, x3] ◦ [x0, x4], [x1, x4] ◦ [x0, x3],
which, after substitutions of xi by xix2 and by x2xi , i = 3, 4, give rise to
a8[x1, x0] ◦ [x3x2, x4], b8[x1, x0] ◦ [x2x3, x4], c8[x1, x3x2] ◦ [x0, x4],
d8[x1, x2x3] ◦ [x0, x4], e8[x1, x4] ◦ [x0, x3x2], f8[x1, x4] ◦ [x0, x2x3];
a9[x1, x0] ◦ [x3, x4x2], b9[x1, x0] ◦ [x3, x2x4], c9[x1, x3] ◦ [x0, x4x2],
d9[x1, x3] ◦ [x0, x2x4], e9[x1, x4x2] ◦ [x0, x3], f9[x1, x2x4] ◦ [x0, x3].
Finally from
[x1, x2] ◦ [x0, x4], [x1, x0] ◦ [x2, x4], [x1, x4] ◦ [x2, x0]
by means of substituting x4 by x4x3 and by x3x4, we get
a10[x1, x2] ◦ [x0, x4x3], b10[x1, x2] ◦ [x0, x3x4], c10[x1, x0] ◦ [x2, x4x3],
d10[x1, x0] ◦ [x2, x3x4], e10[x1, x4x3] ◦ [x2, x0], f10[x1, x3x4] ◦ [x2, x0].
The sum of all these 60 polynomials equals (1/2)x0s4(x1, x2, x3, x4), (the co-
efficient (1/2) is for convenience only). We expand all summands and write the
coefficients of the corresponding monomials in the free algebra. One may try and re-
solve (for example by row-reducing) the obtained linear system but it would involve
resolving a system of 120 equations and 60 variables; this seems too much for us.
Instead we use the fact that the system is rather sparse one: every equation contains
only four of the variables. So it is much faster to show that the system is incompatible
than to try and resolve it.
First we observe that a1 + b2 = 0. This may be done as follows. The monomial
x3x1x4x0x2 in the expansion has the coefficient d2 + c4 + a6 + b7 and it must be
0 since this monomial does not appear in x0s4. Now write the zero coefficient of
x2x0x3x1x4 that is e2 + f3 − a6 − b7, and eliminate b7 and a6, in this way obtain
that d2 + e2 + f3 + c4 = 0.
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Furthermore, the monomials x1x4x3x2x0, x4x3x1x0x2, x4x1x0x3x2 have coeffi-
cients respectively
−e2 + b7 − e8 + e10, −a1 − b2 − a6 + e10, e1 + f3 + e7 − e8
and all these are equal to 0. Subtract the second and the third from the first, and get
a1 + b2 − e1 − e2 − f3 + a6 + b7 − e7 = 0.
From this equation we subtract d2 + c4 + a6 + b7 = 0 and obtain
a1 + b2 − e1 − d2 − e2 − f3 − c4 − e7 = 0.
But from the monomials x2x3x4x1x0 and x1x0x2x3x4 we have respectively −e1 −
e7 + b8 + d10 = 0 and a1 + b2 + b8 + d10 = 0; subtracting these two equalities we
have a1 + b2 + e1 + e7 = 0. Now sum up this expression with a1 + b2 − e1 − d2 −
e2 − f3 − c4 − e7 = 0; this yields 2(a1 + b2) − (d2 + e2 + f3 + c4) = 0. We
already established that the second summand is 0 hence a1 + b2 = 0.
Now we compute once again a1 + b2. We get consecutively from the monomials
x0x2x3x4x1, x3x4x1x0x2 and x4x1x0x2x3 that
−f2 + a7 − f8 + f10 = −1, a1 + b2 + a7 + f10 = 0, −e1 − f2 − e7 − f8 = 0
and subtracting the last two from the first monomial we obtain −(a1 + b2) + e1 +
e7 = −1. We already established that (a1 + b2) + e1 + e7 = 0 hence −2(a1 + b2) =
−1. Since charK = p /= 2 this contradicts a1 + b2 = 0 and our lemma, and together
with it, the theorem, is complete. 
It will be interesting to have an example of some “natural” and relatively simple
algebra that satisfies the polynomial identity [[x1, x2] ◦ [x3, x4], x5] but does not sat-
isfy [x5, x6]s4(x1, x2, x3, x4). It is easy to see that in this way one may substitute the
above computations by such an example. In order to show this one observes that the
first identity expresses the fact that h is central. The polynomial x0s4 being central
means that [x0s4, x5] = 0 and since s4 is central one gets readily [x0, x5]s4 = 0. If
charK = p /= 3 then the Grassmann algebra E is such an example but when p = 3
this fails to be an example since E satisfies the identity s4.
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