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A CONNECTING LEMMA FOR RATIONAL MAPS
SATISFYING A NO GROWTH CONDITION.
JUAN RIVERA-LETELIER†
Abstract. We introduce and study a non uniform hyperbolicity condition
for complex rational maps, that does not involve a growth condition. We
call this condition Backward Contraction. We show this condition is weaker
than the Collet-Eckmann condition, and than the summability condition with
exponent 1.
Our main result is a connecting lemma for Backward Contracting rational
maps, roughly saying that we can perturb a rational map to connect each
critical orbit in the Julia set with an orbit that does not accumulate on critical
points. The proof of this result is based on Thurston’s algorithm and some
rigidity properties of quasi-conformal maps. We also prove that the Lebesgue
measure of the Julia set of a Backward Contracting rational map is zero, when
it is not the whole Riemann sphere. The basic tool of this article are sets having
a Markov property for backward iterates, that are holomorphic analogues of
nice intervals in real one-dimensional dynamics.
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1. Introduction.
We consider rational maps R : C→ C of degree at least 2, viewed as dynamical
systems. We introduce and study a non uniform hyperbolicity condition that we
call “Backward Contraction”. This condition is defined in §1.1, and in §1.2 we relate
this condition with some well known conditions of non uniform hyperbolicity, such
as the Collet-Eckmann and summability conditions. Our main results are stated
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in §§1.3, 1.4. After some notes in §1.5, we describe the organization of this article
in §1.6.
1.1. Backward Contraction. Let R be a rational map of degree at least 2. We
denote by Crit(R) the set of critical points of R and by CV(R) = R(Crit(R)) the
set of its critical values. We denote by J(R) the Julia set of R; see [CG, Mil] for
background in holomorphic dynamics. For c ∈ Crit(R)∩J(R) and δ > 0 we denote
by B˜(c, δ) the connected component of R−1(B(R(c), δ)) that contains c.
Given δ′ > δ > 0 we will say that R is (δ,δ′)-Backward Contracting , if for every
c ∈ Crit(R) ∩ J(R), every integer n ≥ 1 and every connected component W of
R−n(B˜(c, δ′)), we have that
dist(W,CV(R)) ≤ δ implies diam(W ) < δ.
Given a constant r > 1 we will say that R is Backward Contracting with constant r,
if for every δ > 0 sufficiently small R is (δ,rδ)-Backward Contracting. Our main
results are for rational maps that are Backward Contracting with some constant
only depending on the rational map.
To better compare the Backward Contraction condition with other conditions
of non-uniform hyperbolicity, we make the following definition. Given δ0 > 0
and a function r : (0, δ0) → (1,+∞), we will say that R is Backward Contracting
with function r, if for every δ ∈ (0, δ0) the rational map R is (δ,δr(δ))-Backward
Contracting.
1.2. Collet-Eckmann and summability conditions. Let R be a rational map
of degree at least 2. We say that a critical value v of R is exposed if its forward
orbit does not contain critical points.
We say that R satisfies the Collet-Eckmann condition if for every exposed critical
value v in J(R), the derivatives |(Rn)′(v)| grow exponentially with n. The Collet-
Eckmann condition was introduced in [CE], in the context of unimodal maps. It
has been extensively studied for complex rational maps, see [Pr1, Pr2, GSm1, Sm,
GSw, PRS, Asp, PR] and references therein.
On the other hand, we say that R satisfies the summability condition with exponent
β > 0, if for every exposed critical value v of R in J(R), we have∑
n≥0
|(Rn)′(v)|−β <∞.
The summability condition was introduced in [NS], in the context of unimodal
maps. In the complex setting it has been studied in [Pr2, GSm2, PU, BS]. See
also [Av, L, Mak].
In the literature the Collet-Eckmann and summability conditions impose the non
existence of parabolic cycles (see however [PU]). We do not impose this restriction
here.
Theorem A. For a rational map R of degree at least 2, the following properties
hold.
1. If R satisfies the summability condition with exponent 1, then for every
r > 1 the rational map R is Backward Contracting with constant r.
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2. If R satisfies the summability condition with exponent β ∈ (0, 1), then there
is δ0 > 0 and a function r : (0, δ0)→ (1,+∞) satisfying,∫ δ0
0
(r(δ))−β/(1−β)
dδ
δ
<∞,
such that R is Backward Contracting with function r.
3. If R satisfies the Collet-Eckmann condition, then there are α ∈ (0, 1], C > 0
and δ0 > 0 such that R is Backward Contracting with function r : (0, δ0)→
(1,+∞), defined by r(δ) := Cδ−α.
4. If the closure of the forward orbit of each critical value of R in J(R) contains
no critical point, then there is a constant C > 0 such that R is Backward
Contracting with function r : (0, δ0)→ (1,+∞), defined by r(δ) := Cδ−1.
In [RS] it is shown that if P is a real polynomial having only real critical points
and such that for every exposed critical value v of P in J(P ) we have |(Pn)′(v)| →
+∞ as n → ∞, then for every r > 1 the polynomial P is Backward Contracting
with constant r.
A rational map satisfying the “Topological Collet-Eckmann condition” is not in
general Backward Contracting. However, it is shown in [PR] that these rational
maps satisfy a strong form of the Backward Contraction property.
1.3. A connecting lemma. Given a rational map R of degree at least 2 we will
denote by Crit′(R) the set of those critical points of R in J(R), whose image by R
is an exposed critical value.
The following is the main result of this article.
Connecting Lemma. Let R be a rational map of degree at least 2 and such that
J(R) 6= C. Then there is a constant r > 1 only depending on R, such that if R is
Backward Contracting with constant r, then for every sufficiently small δ > 0 the
following property holds.
For each c ∈ Crit′(R) let vc ∈ C be such that dist(vc, R(c)) < δ and such that for
every n ≥ 1 we have Rn(vc) 6∈ B˜(Crit
′(R), 2δ). Let ξ : C→ C be a quasi-conformal
homeomorphism that coincides with the identity outside B˜(Crit′(R), δ) and such
that for every c ∈ Crit′(R) we have ξ(R(c)) = vc. Then there is a continuous map
h : C → C and a rational map Q of the same degree as R, such that the map
R˜ := ξ ◦R : C→ C satisfies,
h ◦ R˜ ≡ Q ◦ h on C.
Moreover h is close to the identity and Q is close to R, as δ is close to 0.
We state a strengthened version of this result as Theorem D in §7.1. We show in
particular that there are many choices for the points vc, so that this result is non
vacuous.
To prove this result we show that Thurston’s algorithm converges in a very
specific situation. We recall this algorithm in §5.1, see also [DH2, HS]. In the
proof we use a rigidity property that was originally used by J.C. Yoccoz in his
(unpublished) proof that the Mandelbrot is locally connected at non renormalizable
parameters. Similar results have also been used in [Se, K, Ha¨i, Pil].
1.4. Expansion and Lebesgue measure of Julia sets. Let R be a rational
map of degree at least 2. We show that there is a constant r > 1 only depending
on R, such that if R is Backward Contracting with constant r, then R has no Siegel
4 J. RIVERA-LETELIER
disks nor Herman rings. If moreover J(R) 6= C, then we show that R cannot have
Cremer cycles, see Corollary 8.3.
Moreover we prove the following result about Lebesgue measure of Julia sets.
See the survey article [U] for related results.
Theorem B. Let R be a rational map of degree at least 2. Then there is a constant
r > 1 only depending on R, such that if R is Backward Contracting with constant r,
then the following properties hold.
1. If J(R) 6= C, then J(R) has zero Lebesgue measure.
2. If J(R) = C then there is a set of full Lebesgue measure of points in C
whose forward orbit accumulates on a critical point of R.
In [R] it is also shown that, if R is a polynomial rational map as in the theorem,
then every connected component of the Julia set of R is locally connected.
1.5. Notes and references. This article is part of [R], in revised form. A rational
map satisfies the Decay of Geometry condition in the sense of [R], if for every r > 1
it is Backward Contracting with constant r.
The proof of Theorem A is based on a technique to control distortion along back-
ward trajectories, called shrinking neighborhoods, that was introduced by F. Przy-
tycki in [Pr1].
The converse of part 4 of Theorem A is easily seen to hold.
The proof of the results stated in §1.4 are based on a strengthened version of
the Connecting Lemma, that we state as Theorem D in §7.1. This result is only
used to prove some expansion properties of forward orbits that do not accumulate
on critical points, see §8.1. It would be very desirable to have a more direct proof
of these facts. Furthermore, is not clear to me if a rational map that is Backward
Contracting with constant r, for every r > 1, can have a Cremer periodic point.
1.6. Organization. We briefly describe the organization of this article.
After some preliminaries in §2, we introduce “nice sets” and “nice nests” in §3.
These concepts are basic for the rest of this article. Nice sets are holomorphic
analogues of “nice intervals” in real one dimensional dynamics.
In §§4, 5 we give a sufficient condition under which Thurston’s algorithm con-
verges in a very specific situation.
In §6 we give an equivalent formulation of the Backward Contraction condition
and we show how to construct nice sets and nests for rational maps satisfying this
condition.
In §7 we state and prove a strengthened version of the Connecting Lemma.
The proof is based on some key area estimates and on the results on Thurston’s
algorithm. In §8 we derive some consequences of these results, and in particular we
prove Theorem B.
Appendix A contains the proof of Theorem A and in Appendix B we collect
some basic facts about quasi-conformal maps.
1.7. Acknowledgments. I am grateful to J.C. Yoccoz for stimulating conversa-
tions, various suggestions and for the careful reading of an early version of this
paper. I am also grateful to J. Kiwi for sharing insights and for useful conversa-
tions, suggestions and comments. I would like to express my gratitude to P. Roesh,
for useful conversations and comments, and to Universite´ de Lille 1. Finally, I
would like to thank to W. Shen for a very useful comment.
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2. Preliminaries.
For 2 numbers A and B, A ∼ B and A = O(B) means C−1B < A < CB and
A < CB for some implicit constant C > 0, respectively.
We endow the Riemann sphere C with the spherical metric. Distances, diameters,
balls and derivatives are all taken with respect to the spherical metric. For z ∈ C
and δ > 0 we denote by B(z, δ) the open ball centered at z and of radius δ.
2.1. Critical points. Given a rational map R, we denote by Crit(R) ⊂ C the set
of its critical points and by CV(R) = R(Crit(R)) the set of its critical values. When
there is no danger of confusion we denote Crit(R) and CV(R) just by Crit and CV,
respectively. For a critical point c ∈ Crit(R) we denote by µc the local degree of R
at c and put µmax := max{µc | c ∈ Crit(R) ∩ J(R)}.
To treat the case when a critical point in J(R) is mapped to another critical
point by some iterate of R, we consider a block c1, . . . , ck of critical points, such
that cj mapped to cj+1 by some iterate of R and maximal with these properties,
as a single critical point of multiplicity µc1 · ... · µck . For example the critical value
of this sequence means R(ck). With this convention we assume that no critical
point in J(R) is eventually mapped into some other critical point. In particular we
assume that CV(R) ∩ J(R) is disjoint from Crit(R).
Recall that for a critical point c ∈ J(R) and δ > 0 small, the set B˜(c, δ) is the
connected component of R−1(B(R(c), δ)) that contains c. Thus
R(B˜(c, δ)) = B(R(c), δ) and diam(B˜(c, δ)) ∼ δ
1
µc .
2.2. Pull-backs. Given a subset V of C and a non negative integer n, each con-
nected component of R−n(V ) is called a pull-back of V by Rn. Note that here V is
not assumed to be connected. Moreover a subset W of C is called a pull-back of V
if there is a non negative integer n such that W is a pull-back of V by Rn.
It is easy to see that for every rational map R that is Backward Contracting with
some constant r > 1, the set CV(R) is disjoint from the parabolic periodic points
of R. Hence, by the Fatou-Sullivan classification of connected components of the
Fatou set [CG, Mil], there is a neighborhood of CV(R)∩ J(R) that is disjoint from
the forward orbits of critical points not in J(R). We will implicitly assume that
all neighborhoods of points in CV(R) ∩ J(R) or Crit(R) ∩ J(R) that we consider,
are sufficiently small to be disjoint from the forward orbits of critical points not
in J(R).
2.3. Distortion. The following is a version of Koebe Distortion Theorem in C,
endowed with the spherical metric. It can be easily deduced from the usual Koebe
Distortion Theorem, see for example [Po].
Koebe Distortion Theorem. For each ε ∈ (0, 12 ] there is a constant D > 1 such
that the following property holds. For every r ∈ (0, diam(C)), every z0 ∈ C and
every conformal map ϕ : B(z0, r)→ C such that
diam(C \ ϕ(B(z0, r))) >
1
2 diam(C),
the distortion of ϕ on B(z0, εr) is bounded by D. Moreover D = 1 +O(ε).
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We will use this result in the following situation. From now on, given a rational
map R of degree at least 2 we fix a coordinate on C for which diam(J(R)) >
1
2 diam(C), so that the hypothesis of the lemma below is satisfied. So, if rK > 0 is as
in the lemma below, then for every r ∈ (0, rK), every z0 ∈ C, every positive integer
n and every pull-back W of B(z0, r) by R
n, we have diam(C \W ) > 12 diam(C).
Therefore, if Rn is univalent on W , then we can apply Koebe Distortion Theorem
to ϕ = Rn|−1W : B(z0, r)→W .
Lemma 2.1. Let R be a rational map of degree at least 2 such that diam(J(R)) >
1
2 diam(C). Then there is rK ∈ (0, diam(C)) such that for every r ∈ (0, rK), every
z0 ∈ C and every pull-back W of B(z0, r) by R, we have
diam(C \W ) > 12 diam(C).
Proof. As the repelling periodic points of R are dense in J(R) [CG, Mil], we can
find disjoint forward invariant sets O and O′, consisting of finitely many periodic
points of R and such that
(1) diam(O), diam(O′) > 12 diam(C).
Let rK > 0 be less than the distance between O and O′. Then for every r ∈ (0, rK)
and z0 ∈ C, the ball B(z0, r) is disjoint from either O or O′. As O and O′ are
forward invariant by R, it follows that every pull-backW of B(z0, r) by R is disjoint
from either O or O′. Then the assertion of the lemma follows from (1). 
3. Nice sets and nests.
In this section we introduce “nice sets” and “nice nests”, in §3.2 and §3.3 respec-
tively. We first consider some preliminary remarks in §3.1. We end this section by
describing a general way to construct nice sets and nests in §3.4.
We fix throughout all this section a rational map R of degree at least 2.
3.1. Maximal invariant sets. We will assume that there is at least one critical
point of R in J(R).
Definition 3.1. Let V be a neighborhood of Crit(R) ∩ J(R) such that every con-
nected component of V contains exactly one critical point in J(R). Then we define,
K(V ) := {z ∈ C | for every integer j ≥ 0 we have Rj(z) 6∈ V }.
Let V be as in the definition. Then the set K(V ) is compact, forward invariant
by R and disjoint from V . On the other hand, Montel’s Theorem implies that the
interior of K(V ) is contained in C \ J(R); see [CG, Mil]. If V ′ is a neighborhood
of Crit(R) ∩ J(R) such that each connected component contains a unique element
of Crit(R) ∩ J(R), then V ′ ⊂ V implies K(V ) ⊂ K(V ′).
If W is a connected component of C \ K(V ) not intersecting Crit(R) ∩ J(R),
then R(W ) is also a connected component of C \ K(V ) and the map R : W →
R(W ) proper. When V is disjoint from the forward orbits of critical points not in
Crit(R) ∩ J(R), it follows that W can only contain critical points of R in J(R).
Therefore, for each connected componentW of C\K(V ) there is an integermW ≥ 0
and c(W ) ∈ Crit(R) ∩ J(R) so that RmW maps W biholomorphically onto the
connected component of C \K(V ) containing c(W ).
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3.2. Nice sets.
Definition 3.2. For c ∈ Crit(R) ∩ J(R) consider a simply-connected neighbor-
hood V c of c, disjoint form the forward orbits of critical points not in J(R).
Moreover suppose that the closures of the sets V c are pairwise disjoint and put
V := ∪c∈Crit(R)∩J(R)V
c. Then we say that V is a nice set for R if for every integer
n ≥ 1 and every connected component W of R−n(V ), we have either
W ∩ V = ∅ or W ⊂ V.
By definition of nice sets, each pull-back of a nice V of R is disjoint form the
critical points of R not in J(R). Note moreover that for distinct pull-backs W and
W ′ of a nice set V of R, we have either
W ∩W ′ = ∅, W ⊂W ′ or W ′ ⊂W.
M. Martens introduced the concept of nice interval in [Mar], in the context of
interval maps. An interval is said to be nice if the forward orbit of every point in
its boundary is disjoint from the interval itself. The following lemma shows that
nice sets satisfy an analogous property.
Lemma 3.3. Let V = ∪c∈Crit(R)∩J(R)V
c be a nice set of R. Then for every point
z ∈ ∂V and every integer n ≥ 1 we have Rn(z) 6∈ V . So we have the following
properties.
1. For each critical point c ∈ Crit(R) ∩ J(R), the set V c is equal to the con-
nected component of C \K(V ) that contains c. In particular ∂V c ⊂ K(V ).
2. For every connected component W of C\K(V ) there is an integer mW ≥ 0
and a critical point c(W ) ∈ Crit(R) ∩ J(R) such that
RmW :W → V c(W )
is a biholomorphism. In particular W is simply-connected and therefore
K(V ) is connected.
Proof. Suppose by contradiction that for some z ∈ ∂V , n ≥ 1 and c ∈ Crit(R) ∩
J(R) we have Rn(z) ∈ V c. Then the pull-back W of V c by Rn to z is such that
z ∈W ∩ ∂V . Thus W ∩ V 6= ∅ and W 6⊂ V , which contradicts the hypothesis that
V is a nice set.
As remarked above, if W is a connected component of C \K(V ) different from
V c, for each c ∈ Crit(R) ∩ J(R), then R(W ) is also a connected component of
C \ K(V ) and the map R : W → R(W ) is proper. It follows that R : W →
R(W ) is a biholomorphism. The rest of the assertions are easily deduced from this
property. 
3.3. Nice nests. Given a positive integer ℓ we will say that a sequence (V0, . . . , Vℓ)
of nice sets is a nice nest for R, if Vℓ ⊂ Vℓ−1, . . . , V1 ⊂ V0 and if for every j ∈
{0, . . . , ℓ} and every pull-back W of V0 by R, we have either
(2) W ∩ Vj = ∅ or W ⊂ Vj .
When ℓ = 1 (resp. ℓ = 2), the sequence (V0, V1) (resp. (V0, V1, V2)) is also called
nice couple (resp. nice triple) for R.
If ℓ is a positive integer and (V0, . . . , Vℓ) is a nice nest for R, then for every
j, k ∈ {0, . . . , ℓ} and every pull-back W of Vk we have (2). On the other hand,
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if V is a nice set such that V ⊂ Vℓ and such that (V0, V ) is a nice couple, then
(V0, . . . , Vℓ, V ) is a nice nest.
Let ℓ be a non negative integer and let V0 be a nice set if ℓ = 0, and let (V0, . . . , Vℓ)
be a nice nest if ℓ ≥ 1. Given m > 0, we will say that (V0, . . . , Vℓ) is m-separated
if there is a nice set V̂ containing V0 such that,
min
c∈Crit(R)∩J(R)
mod(V̂ c \ V c0 ) ≥m,
and such that the sequence (V̂ , V0, . . . , Vℓ) is a nice nest. Suppose that (V0, . . . , Vℓ) is
m-separated. Let j ∈ {0, . . . , ℓ}, letW be a connected component of C\R−1(K(Vj))
disjoint from Vℓ and let W0 be the pull-back of V0 by R
mW containing W . Then
RmW is univalent on W0 and there is a constant D(m) > 1 only depending on m
such that the distortion of RmW on W0 is bounded by D(m). We have D(m)→ 1
as m→ +∞.
3.4. A way to construct nice sets and nests. The following lemma will be
used in §6.3 to produce nice sets and nests.
Lemma 3.4. Let V˜0 be a neighborhood of Crit(R)∩J(R) in C so that each connected
component of V˜0 contains precisely one element of Crit(R)∩J(R). Let ℓ be an non
negative integer and for each c ∈ Crit(R)∩J(R) let V c0 , . . . , V
c
ℓ be simply-connected
neighborhoods of c in such a way that
V cℓ ⊂ V
c
ℓ−1, . . . , V
c
1 ⊂ V
c
0 , V
c
0 ⊂ V˜0,
and that V c0 is disjoint from the forward orbits of critical points not in J(R). If for
every j = 0, . . . , ℓ we have R(∂V cj ) ⊂ K(V˜0), then each of the sets
Vj := ∪c∈Crit(R)∩J(R)V
c
j
is a nice set and when ℓ ≥ 1 the sequence (V0, . . . , Vℓ) is a nice nest.
Proof. Fix j ∈ {0, . . . , ℓ}. Given c ∈ Crit(R) ∩ J(R) let W0 = V c0 ,W1, . . . be
successive pull-backs by R and for n ≥ 1 let W˜n be the connected component of
C\K(V˜0) that containsWn. Since ∂Vj ⊂ R−1(K(V˜0)) it follows that for each n ≥ 1
we have either W˜n ⊂ Vj or W˜n ∩ Vj = ∅. So to prove the lemma it is enough to
prove that for each n ≥ 0 we have Wn ⊂ W˜n.
We proceed by induction. For n = 0 just note that V0 is contained in V˜0 by
hypothesis, so W0 ⊂ W˜0. Suppose by induction hypothesis that for some integer
n ≥ 1 we have Wn ⊂ W˜n. If W˜n does not intersect Crit(R) ∩ J(R) then the map
R : W˜n → W˜n−1 is proper, so we have Wn ⊂ W˜n in this case by the induction hy-
pothesis. If W˜n intersects Crit(R)∩J(R) then let W˜ ′n be the connected component
of R−1(W˜n−1) that contains Wn, so that W˜
′
n ⊂ W˜n. By the induction hypothesis,
we have Wn ⊂ W˜ ′n ⊂ W˜n. This completes the induction step and ends the proof of
the lemma. 
4. Rigidity.
After some general definitions and facts in §§4.1, 4.2, we state the main result
of this section in §4.3. The proof of this result in §4.4.
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4.1. Rigid pairs. Let U be an open and connected subset of C whose complement
contains at least 3 points, and let E be a measurable subset of U . Given a constant
K > 1 we will say that the pair (U,E) is K-rigid if there is a constant C > 0 such
that for every qc homeomorphism χ : U → χ(U) ⊂ C that is conformal Lebsgue
a.e. on E there is a K-qc homeomorphism χ̂ : U → χ(U) whose distance to χ is at
most C. We will also say that the pair (U,E) is K-rigid with constant C. Here the
distance is taken with respect to the hyperbolic metric of χ(U). We will say that
a pair (U,E) is rigid if there is K > 1 for which it is K-rigid. Note that if the pair
(U,E) is K-rigid and if ϕ : U → C is a biholomorphism onto its image, then the
pair (ϕ(U), ϕ(E)) is K-rigid with the same constant.
Remark 4.1. The property that the hyperbolic distance between χ and χ̂ is finite,
implies that χ extends continuously to the closure of U if and only if χ̂ does. In
this case the extensions of χ and χ̂ coincide on the boundary of U . This property
will be important to apply the Gluing Lemma (see Appendix B.)
4.2. Rigid nice couples. Fix a rational map R of degree at least 2. Then we will
say that a nice couple (V̂ , V ) for R is K-rigid with constant C (resp. K-rigid , rigid)
if for every c ∈ Crit(R) ∩ J(R) the pair (V̂ c, V̂ c ∩K(V )) is.
Proposition 4.2. Let ℓ ≥ 1 be an integer and let (V0, . . . , Vℓ) be a nice nest. Let
K > 1 and C > 0 be given and suppose that there are j, k ∈ {0, . . . , ℓ} such that
j < k and such that the nice couple (Vk, Vj) is K-rigid with constant C. Then for
each j′ ∈ {0, . . . , j} the following property holds.
1. For every k′ ∈ {k, . . . , ℓ} the nice couple (Vk′ , Vj′ ) is K-rigid with con-
stant C.
2. For every k′ ∈ {0, . . . , ℓ} such that k′ > j′ and every c ∈ Crit(R) ∩ J(R)
the pair (V ck′ \V
c
j′ , V
c
k′ ∩K(Vj′ )) is K-rigid with constant C. Moreover there
is a constant K ′ > 1 only depending on
m = min
c∈Crit(R)∩J(R)
mod(V ck′ \ V
c
j′ )
and a constant C′ > 0 only depending on K and m, such that the nice
couple (Vk′ , Vj′ ) is KK
′-rigid with constant C + C′.
The proof of this proposition is below. It depends on the following lemmas.
Lemma 4.3. Given r ∈ (0, 1) there is K ′(r) > 1 such that for every homeo-
morphism χ : D → D that is conformal on {r < |z| < 1}, there is a K ′(r)-qc
homeomorphism χ˜ : D → D that coincides with χ on {r
1
2 < |z| < 1}. Moreover
K ′(r)→ 1 when r → 0.
Proof. Put h = − 14π ln r and
E : {z ∈ C | ℑz < h} → D \ {0}
z 7→ r
1
2 exp(−2πiz).
Note that E is a 1-periodic universal covering map and that E(R) = {|z| = r
1
2 } .
On the other hand, let E0 : {ℑz < 0} → χ({|z| < r
1
2 }) be a 1-periodic universal
covering map and let χ˜ : {ℑz < 0} → {ℑz < 0} be a lift of χ|
{0<|z|<r
1
2 }
. Since χ is
conformal on {r < |z| < 1}, it follows that χ˜ is conformal on {−h < ℑz < 0}. By
Schwarz reflexion principle it follows that χ˜ extends to a homeomorphism defined
on {ℑz < h}, that is conformal on {|ℑz| < h}.
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Denote by f : R → R the restriction of χ˜ to R, which is a 1-periodic diffeomor-
phism. As f has a conformal extension to {|ℑz| < h}, it follows by Koebe Distortion
Theorem that there is a constant K ′(r) > 1, only depending on r = exp(−4πh),
such that
sup
x∈R
max{f ′(x), (f ′(x))−1} ≤ K ′(r).
Moreover K ′(r)→ 1 as r → 0.
Let χ˜0 : {ℑz < h} → χ˜({ℑz < h}) be the homeomorphism that coincides with
χ˜ on {0 ≤ ℑz < h} and such that χ˜0(x + iy) = f(x) + iy, for x ∈ R and y ≤ 0.
Is easy to see that χ˜0 is of class C
1 on {ℑz < 0} and that the dilatation of χ˜0 at
x+ iy, for y < 0, is equal to max{f ′(x), (f ′(x))−1} ≤ K ′(r).
As χ˜0 is 1-periodic, it is a lift of a homeomorphism χ˜ : D \ {0} → χ(D \ {0})
that coincides with χ on {r
1
2 ≤ |z| < 1} and that is K ′(r)-qc on {0 < |z| < r
1
2 }.
As the set {|z| = r
1
2 }∪ {0} is qc removable, it follows that χ˜ extends to a K ′(r)-qc
homeomorphism from D to χ(D). 
Lemma 4.4. For each m > 0 there is a constant K(m) > 1 such that the following
property holds. Let U ⊂ C be biholomorphic to D and let K ⊂ U be a compact
set such that A := U \ K is an annulus whose modulus is at least m. Then,
for every constant K0 > 1 there is a constant C(K0,m) > 0 such that for every
homeomorphism χ : U → χ(U) ⊂ C that is K0-qc on A, there is a K0K(m)-qc
homeomorphism χ̂ : U → χ(U) whose hyperbolic distance to χ is at most C(K0,m).
Moreover K(m)→ 1 as m→∞ and for a fixed K0 > 1 we have C(K0,m)→ 0 as
m→∞.
Proof. Without loss of generality assume that U = D and that 0 ∈ K. Then there
is r ∈ (0, 1) only depending onm such that {r < |z| < 1} is contained in A. Clearly
r → 0 as m → ∞. Let χ : D → χ(D) be a homeomorphism that is K0-qc on A.
Then note that the hyperbolic diameter of χ({|z| ≤ r
1
2 }) in χ(D) is bounded by a
constant C′(K0, r) only depending on K0 and r. Clearly for a fixed K0 we have
C′(K0, r)→ 0 as r → 0.
Let ψ : χ(U) → D be a K0-qc homeomorphism so that ψ ◦ χ is conformal on
A and let χ˜ : D → D be the K ′(r)-qc homeomorphism given by Lemma 4.3, for χ
replaced by ψ◦χ. Then χ̂ := ψ−1◦χ˜ is aK0K ′(r)-qc homeomorphism that coincides
with χ on {r
1
2 < |z| < 1}. This proves the lemma with constants K(m) := K ′(r)
and C(K0,m) := C
′(K0, r). 
Proof of Proposition 4.2.
1. As the set V ck′ ∩K(V
c
j′) contains V
c
k′ ∩K(V
c
j ), is enough to prove the assertion
when j′ = j and k′ > k. Note that the connected components of V ck′ \K(Vk) cover
V ck′ \ K(Vj). Given such a connected component W denote by φW the inverse of
RmW |
V
c(W )
k
. Then χ◦φW : V
c(w)
k → χ(W ) is a qc homeomorphism that is conformal
Lebsgue a.e. on K(Vj). As the nice couple (Vk, Vj) is K-rigid with constant C,
there is a K-qc homeomorphism ψW : W → χ(W ) whose hyperbolic distance to
χ|W is at most C. Then the assertion follows by the Gluing Lemma.
2. That the pair (V ck′ \V
c
j′ , V
c
k′ ∩K(Vj′ )) is K-rigid with constant C, can be proved
in the same way as in part 1. The second assertion is then a direct consequence of
Lemma 4.4. 
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4.3. Rigidity. For a subset X of C we denote by Area(X) the area of X with
respect to the Euclidean metric of C. Given a subset U of C biholomorphic to D
and a subset E of U , put
(3) ‖E‖U := sup
ϕ
Area(ϕ(E)),
where the supremum is taken over all biholomorphisms ϕ : U → D.
The following is the main result of this section.
Rigidity. Let R be a rational map of degree at least 2 and let K > 1 be given.
Then there are constants m > 0 and ε > 0 such that if (
̂̂
V , V̂ , V ) is a nice triple
for R, satisfying
min
c∈Crit(R)∩J(R)
mod(V̂ c \ V c) ≥m and
∥∥∥∥̂̂V c \K(V̂ )∥∥∥∥ ̂̂
V
c
< ε,
then the nice couple (V̂ , V ) is K-rigid.
The proof of this statement is in §4.4. The following general lemma describes
the way in which (3) is used.
Lemma 4.5. Given constants C0 > 0 and K0, K1 > 1, there is ε > 0 such that
the following property holds. Let U , U ′ ⊂ C be biholomorphic to D and let E ⊂ U
be such that ‖E‖U < ε. Then for every K1-qc homeomorphism χ : U → U ′ that is
conformal Lebsgue a.e. outside E, there is a K0-qc homeomorphism χ̂ : U → U ′
whose hyperbolic distance to χ is bounded by C0.
Proof. Without loss of generality we assume U ′ = U = D. Consider a tiling of D
by regular hyperbolic hexagons (Hj)j≥0 with straight angles, as in figure 1.
Figure 1. The vertices of the hexagons from a uniformly dis-
tributed set in D.
Let H by a hyperbolic hexagon with right angles that is centered at z = 0 and
denote by V the set of its vertices (recall that all such hexagons are isometric). Let
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δ > 0 be small enough so that for every map χ0 : V → D such that max{|χ0(v)−v| |
v ∈ V} ≤ δ, the following properties hold.
• The geodesic segments joining the images by χ0 of consecutive vertex of H ,
form a hexagon Ĥ .
• Consider the extension χ1 : ∂H → Ĥ of χ0, determined by the property that
the distance between points on the same side of ∂H is multiplied by a constant
factor, that only depends on the side of ∂H . Then χ1 extends to a homeomorphism
from H to Ĥ , that is K0-qc on the interior of H and whose hyperbolic distance to
the identity is at most C0/2.
Moreover we assume that δ > 0 is small enough so that for every z ∈ H and
every ẑ ∈ D such that |ẑ − z| ≤ δ, the hyperbolic distance between z and ẑ is at
most C0/2.
Let ε > 0 be such that every K1-qc homeomorphism ϕ : D → D fixing z = 0
that is conformal outside a set of area ε, is at Euclidean distance at most δ form a
map of the form z 7→ λz, with |λ| = 1 (part 2 of Lemma B.1.)
Given i ≥ 0 let ϕi : D→ D be a Mo¨bius map such that ϕi(Hi) = H . As ‖E‖D ≤ ε
by hypothesis, it follows that χ ◦ϕi is conformal outside a set of Lebesgue measure
at most ε. Thus there is a Mo¨bius map ψi : D→ D such that ψi ◦χ ◦ϕi(0) = 0 and
such that the Euclidean distance from ψi ◦ χ ◦ ϕi to the identity is at most δ.
Thus, the hyperbolic distance between χ and (ϕi ◦ψi)
−1 on Hi is at most C0/2.
Moreover, it follows that there is a homeomorphism χi : Hi → χ(Hi) that is K0-qc
on the interior of Hi and whose hyperbolic distance to (ϕi ◦ ψi)
−1|Hi is at most
C0/2. Thus the hyperbolic distance between χi and χ|Hi is at most C0.
Is easy to see that the map χ̂ : D → D that coincides with χi on Hi, for every
i ≥ 0, is well defined and that it is a homeomorphism. Moreover χ̂ is K0-qc
outside ∪i≥0∂Hi. As this set has σ-finite length, it is qc removable, so χ̂ is a K0-qc
homeomorphism whose hyperbolic distance to χ is at most C0. 
4.4. Proof of Rigidity. Let R be a rational map of degree at least 2 and let
K > 1 be given. Let m > 0 be sufficiently large so that the constant K(m) given
by Lemma 4.4 is less than K and put K0 := KK(m)
−1 > 1 and C1 := C(K0,m).
Choose C0 > 0 and let ε > 0 be given by Lemma 4.5 for K1 = K and for this choice
of K0 and C0.
Let (
̂̂
V , V̂ , V ) be a nice triple for R, satisfying the hypothesis of Rigidity. For
each c ∈ Crit(R) ∩ J(R) put
Ac := V̂ c \ V c and A := ∪c∈Crit(R)∩J(R)A
c.
Denote byW the collection of connected components of V̂ \K(V ). Note that for
every c ∈ Crit(R)∩J(R) we have V c ∈ W . For W ∈ W the map RmW in univalent
on W and the inverse of RmW |W extends univalently to
̂̂
V
c(W )
. We denote this
(extended) inverse by φW and put Ŵ := φW (V̂
c(W )). Moreover, we denote by
ℓ(W ) ≥ 0 be the number of integers m = 1, . . . ,m(U) for which Rm(W ) ⊂ V̂ .
Note that ℓ(W ) = 0 if and only if for some c ∈ Crit(R) ∩ J(R) we have W = V c.
Moreover, for every W ∈ W with ℓ(W ) ≥ 1 there is a (unique) W ′ ∈ W such that
ℓ(W ′) = ℓ(W )− 1 and such that W intersects Ŵ ′. In this case Ŵ ⊂ Ŵ ′.
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Lemma 4.6. There is a constant C2 > 0 only depending on
(4) min
c∈Crit(R)∩J(R)
mod
(̂̂
V
c
\ V̂ c
)
and K,
such that for every positive integer ℓ0 and every c ∈ Crit(R) ∩ J(R) the following
property holds. Let χ : V̂ c → χ(V̂ c) be a qc map that is conformal Lebsgue a.e.
on (V̂ c ∩K(V )) \ (∪W∈W,ℓ(W )=ℓ0Ŵ ) and that is K-qc on V̂
c ∩ (∪W∈W,ℓ(W )=ℓ0Ŵ ).
Then there is a K-qc homeomorphism χ̂ : V̂ c → χ(V̂ c) whose hyperbolic distance
to χ is at most C0 + C1 + C2.
Proof. Denote by Ŵ (resp. Ŵ) the collection of connected components of A \
R−1(K(V̂ )) (resp. A \ R−1(K(
̂̂
V ))). For each element W of Ŵ or Ŵ , the map
RmW is univalent on W and the inverse of RmW |W extends univalently to
̂̂
V
c(W )
.
We will denote this (extended) inverse map by φW . Note that for W ∈ W we have
Ŵ ∈ Ŵ if and only if ℓ(W ) = 1.
For c ∈ Crit(R)∩J(R) put Âc :=
̂̂
V
c
\ V̂ c. Note that for each Ŵ ∈ Ŵ contained
in V̂ c, the set φ
Ŵ
(Âc(Ŵ )) is an annulus in Ac that encloses Ŵ and whose modulus
is equal to that of Âc(Ŵ ). It follows that there is a constant C2 > 0, only depending
on (4), such that for every K-qc homeomorphism ψ : Ac → ψ(Ac) the hyperbolic
diameter of ψ(Ŵ ) in ψ(Ac) is at most C2. In particular note that if χ˜ : V̂
c → χ(V̂ c)
is a homeomorphism that coincides with χ on V̂ c\∪
Ŵ∈Ŵ
Ŵ , then for every Ŵ ∈ Ŵ
contained in Ac we have χ˜(Ŵ ) = χ(Ŵ ) and therefore the hyperbolic distance
between χ˜ and χ is at most C2.
1. We will prove the assertion for ℓ0 = 1, with C0 +C1 +C2 replaced by C0 + C1.
So by assumption χ is conformal Lebsgue a.e. on Ac \ ∪
Ŵ∈Ŵ
Ŵ and K-qc on
Ac ∩ (∪
Ŵ∈Ŵ
Ŵ ).
For each Ŵ ∈ Ŵ contained in Ac, the map χ ◦ φ
Ŵ
:
̂̂
V
c(Ŵ )
→ χ(Ŵ ) is a K-qc
homeomorphism onto its image that is conformal Lebsgue a.e. on
̂̂
V
c(Ŵ )
∩K(V̂ ).
Then Lemma 4.5 implies that there is a K0-qc homeomorphism χ
Ŵ
: Ŵ → χ(Ŵ )
whose hyperbolic distance to χ1|
Ŵ
is at most C0. By the Gluing Lemma it follows
that there is a qc homeomorphism χ0 : V̂
c → χ(V̂ c) that coincides with χ on
V̂ c \ ∪
Ŵ∈Ŵ
Ŵ and such that for every Ŵ ∈ Ŵ it coincides with χ
Ŵ
on Ŵ . It
particular χ0 is K0-qc on A
c and the hyperbolic distance between χ0 and χ is
at most C0. So Lemma 4.4 applied to χ = χ0 implies that there is a K0K(m)-
qc homeomorphism χ̂ : V̂ c → χ(V̂ c) whose hyperbolic distance to χ0 is at most
C(K0,m). It follows that the hyperbolic distance between χ and χ̂ is at most
C0 + C(K0,m). As by definition K = K0K(m) and C1 = C(K0,m), this proves
the assertion.
2. Suppose that ℓ0 > 1 and assume by induction hypothesis that the assertion of
the lemma holds for ℓ0 replaced by ℓ0 − 1.
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LetW ∈ W be satisfying ℓ(W ) = 1, so that Ŵ ∈ Ŵ . Then the map χ◦φW |V̂ c(W )
satisfies the hypothesis of the lemma with ℓ0 replaced by ℓ0 − 1. By the induction
hypothesis there is a K-qc map χW : Ŵ → χ(Ŵ ) whose hyperbolic distance to χ|W
is finite. By the Gluing Lemma it follows that there is a qc-map χ˜ that is K-qc on
Ac∩ (∪
Ŵ∈Ŵ
Ŵ ), conformal Lebsgue a.e. on Ac \∪
Ŵ∈Ŵ
Ŵ , and that coincides with
χ on V̂ c \ (∪
Ŵ∈Ŵ
Ŵ ). It follows that the hyperbolic distance between χ and χ˜ is
at most C2.
By part 1 it follows that there is a K-qc homeomorphism χ̂ : V̂ c → χ(V̂ c) whose
hyperbolic distance to χ˜ is at most C0+C1. Thus the hyperbolic distance between
χ and χ̂ is at most C0 + C1 + C2. This completes the proof of the lemma. 
Lemma 4.7. Let c ∈ Crit(R) ∩ J(R) and let χ : V̂ c → χ(V̂ c) be a qc homeomor-
phism that is conformal Lebsgue a.e. on V̂ c ∩ K(V c). Then there is a sequence
(χℓ)ℓ≥0 of qc homeomorphisms from V̂
c to χ(V̂ c), such that χℓ is conformal on a
set of full Lebesgue measure on the complement of ∪W∈W,ℓ(W )≤ℓW , and such that
χℓ converges uniformly on compact sets to χ as ℓ→∞.
Proof. Without loss of generality assume χ(V̂ c) = D and χ(c) = 0. Let µ be the
Beltrami differential of χ and for ℓ ≥ 0 let µℓ be the Beltrami differential that
coincides with µ outside ∪W∈W,ℓ(W )>ℓW and that is equal to 0 on this set. By
the Measurable Riemann Mapping Theorem it follows that there is a qc homeo-
morphism χℓ : V̂
c → D whose Beltrami differential is equal to µℓ and such that
χℓ(c) = 0.
By definition χℓ is conformal on a set of full Lebesgue measure outside ∪W∈W,ℓ(W )≤ℓW .
Moreover the map χℓ◦χ−1 : D→ D is conformal Lebsgue a.e. outside χ(∪W∈W,ℓ(W )>ℓW )
and its dilatation is bounded by that of χ. As the Lebesgue measure of this set
converges to 0 as ℓ→∞ (because the sets ∪W∈W,ℓ(W )=ℓW are pairwise disjoint), it
follows that every convergent subsequence of (χℓ◦χ−1)ℓ≥0 converges to a conformal
homeomorphism of D that fixes 0 (part 1 of Lemma B.1.) But the only conformal
homeomorphisms of D that fix 0 are of the form z 7→ λz, for some λ ∈ C satisfying
|λ| = 1. Since the collection of K-qc homeomorphisms of D that fix 0 is compact,
we can replace each χℓ by a map of the form λℓχℓ, with |λℓ| = 1, such that χℓ ◦χ−1
converges uniformly to the identity as ℓ→∞. 
End of the proof of Rigidity. Let c ∈ Crit(R) ∩ J(R) and let χ : V̂ c → χ(V̂ c) be a
qc homeomorphism that is conformal Lebsgue a.e. on V̂ c ∩K(V ).
Let (χℓ)ℓ≥0 be given by Lemma 4.7. Note that for each ℓ ≥ 0 the qc homeo-
morphism χ = χℓ satisfies the hypothesis of Lemma 4.6 with ℓ0 = ℓ + 1. Thus
there is a K-qc homeomorphism χ̂ℓ : V̂
c → χ(V̂ c) whose hyperbolic distance to χℓ
is bounded by C0 + C1 + C2. As χℓ converges uniformly on compact sets to χ as
ℓ → ∞, it follows that a subsequence of (χ̂ℓ)ℓ≥0 converges uniformly on compact
sets to a K-qc homeomorphism χ̂ : V̂ c → χ(V̂ c) whose hyperbolic distance to χ is
at most C0 + C1 + C2. This proves that the nice couple (V̂ , V ) is K-rigid. 
5. Thurston’s algorithm.
In this section we a sufficient condition for Thurston’s algorithm to converge in
a very specific situation. In §5.1 we recall Thurston’s algorithm and state the main
result of this section. The proof of this result is in §§5.2, 5.3.
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5.1. Thurston’s algorithm. Let B be a set of 3 distinct base points of the sphere
S2 and let R˜ : S2 → S2 be a ramified covering. Each homeomorphism h : S2 → C
defines a unique complex structure on S2, for which h◦ R˜ : S2 → C is holomorphic.
So there is a unique homeomorphism ĥ : S2 → C that is holomorphic with respect
to this complex structure and that coincides with h on B. It follows that Q :=
h ◦ R˜ ◦ ĥ−1 : C → C is a rational map of the same degree as R˜. In this way we
associate to each homeomorphism h : S2 → C a homeomorphism ĥ : S2 → C that
coincides with h on B and a rational map Q of the same degree as R˜, such that
Q ◦ ĥ ≡ h ◦ R˜. By iterating this procedure, to each homeomorphism h0 : S2 → C
we associate a sequence (hk)k≥0 of homeomorphisms from S
2 to C and a sequence
of rational maps (Qk)k≥0 of the same degree as R˜, such that for every k ≥ 0 the
homeomorphism hk coincides with h0 on B and such that we haveQk◦hk+1 = hk◦R˜.
For our purposes we identify S2 with C and we will say that a homeomorphism
of C is normalized if it fixed each element of B. Furthermore, the map R˜ will be
quasi-regular (a rational map post-composed with a qc homeomorphism) and h0
will be the identity map of C. It follows that for every k ≥ 0 the homeomorphism
hk of C is normalized and qc.
Before the statement of the main result of this section, we consider the following
definition.
Definition 5.1. Let R and Q be rational maps of degree at least 2 and let V be a
nice set for R. We say that a qc homeomorphism χ : C→ C is a V pseudo-conjugacy
between R and Q, if χ ◦R ≡ Q ◦ χ on C \ V and if χ is conformal Lebsgue a.e. on
K(V ).
Theorem C (Convergence of Thurston’s algorithm). Let R be a rational map of
degree at least 2 and let (
̂̂
V , V̂ , V ) be a nice triple such that for some K > 1 the
nice couple (V̂ , V ) is K-rigid and such that for every c ∈ Crit(R) ∩ J(R) the set̂̂
V
c
∩ K(V̂ ) has positive Lebesgue measure. Let R˜ be a quasi-regular map of the
same degree as R, that coincides with R outside V , and such that the image by R˜
of every ramification point of R˜ in V is contained in K(
̂̂
V ). Moreover, choose a
set B of 3 base points in K(
̂̂
V ), let h0 be the identity map of C and let (hk)k≥0 and
(Qk)k≥0 be given by Thurston’s algorithm, as above.
Then Qk converges uniformly to a rational map Q and hk converges uniformly
to a continuous map h : C→ C, as k →∞, and we have,
Q ◦ h ≡ h ◦ R˜ on C.
Furthermore, h maps ramification points of R˜ to critical points of Q preserving local
degrees, and there is a K-qc V̂ pseudo-conjugacy between R and Q that coincides
with h on K(V̂ ).
Remark 5.2.
1. In general the map h is not injective. For example, is easy to construct
a quasi-regular perturbation R˜ as in Theorem C, having a saddle periodic
point. As rational maps cannot have saddle periodic points, in this case R˜
cannot be conjugated to Q and the map h cannot be injective.
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2. For c ∈ Crit(R)∩J(R) the quasi-regular map R˜ may have several ramifica-
tion points in V c, but the sum of their multiplicities must be equal to the
multiplicity of c as a critical point of R.
3. The conclusions of Theorem C hold under the weaker assumption that
there is an integer N such that for every ramification point r of R˜ we have
R˜N (r) ∈ K(
̂̂
V ). The proof of this fact is essentially the same as the proof of
Theorem C. With similar arguments is possible to allow R˜ to have recurrent
ramification points, with a Topological Collet-Eckmann dynamics.
5.2. Dynamics of R˜. Let R, (V, V̂ ,
̂̂
V ), K and R˜ by as in the statement of Theo-
rem C. Recall that for a connected component Ŵ of C\K(V̂ ), the integer m
Ŵ
≥ 0
and c(Ŵ ) ∈ Crit(R) ∩ J(R) are such that RmŴ maps Ŵ univalently onto V̂ c(Ŵ ).
For m ≥ 0 put
K˜(m) := R˜−m(K(V̂ )),
which is a compact set that is forward invariant by R˜. Let W˜ be a connected
component of C\K˜(m). Then Ŵ := R˜m(W˜ ) is a connected component of C\K(V̂ ).
We put m
W˜
:= m + mW and c(W˜ ) := c(W ), so that R
m
W˜
−m ◦ R˜m maps W˜
univalently onto V̂ c(W˜ ). In the case when W˜ is also a connected component of
C \K(V̂ ), is easy to see that this definition of m
W˜
and c(W˜ ) is consistent with the
previous definition. Note that W˜ is not a connected component of K˜(m
W˜
+1), but
for every m′ ≤ m
W˜
the set W˜ is a connected component of C \ K˜(m′).
As the image by R˜ of the ramification points of R˜ belong to K(
̂̂
V ) and this set
is forward invariant by R˜, it follows that RmW˜−m ◦ R˜m maps W˜ univalently onto
V̂ c(W˜ ) and its inverse extends to
̂̂
V
c(W˜ )
. We denote by φ
W˜
the inverse of this map
and put
W˜− := φ
W˜
(̂̂
V
c(W˜ )
)
and A
W˜
:= φ
W˜
(̂̂
V
c(W˜ )
\ V̂ c(W˜ )
)
= W˜− \ W˜ .
So A
W˜
is an annulus contained in W˜− which encloses W˜ . In particular A
W˜
is
contained in the complement of K(
̂̂
V ).
Note that for k ≥ m ≥ 0 the rational map Qm ◦ . . . ◦ Qk−1 maps hk(W˜−)
univalently onto hm(W˜
−). Taking m = 0 we conclude that the rational map
RmW˜−m ◦Q0 ◦ . . . ◦Qm−1
maps hm(W˜
−) univalently onto
̂̂
V
c(W˜ )
.
Proposition 5.3.
1. For m ≥ 0 and k ≥ m there is a K-qc homeomorphism hk,m : C → C that
coincides with hk ◦ h−1m on hm(K˜(m)) and that is conformal Lebsgue a.e.
on this set.
2. For each m ≥ 0 there is a normalized K-qc homeomorphism χm : C → C
that is conformal Lebsgue a.e. on hm(K˜(m)) and such that for every k ≥ m
the homeomorphisms χk ◦ hk and χm ◦ hm coincide on K˜(m).
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Proof. 1. As R˜ is a quasi-regular map and h0 is equal to the identity, it follows
that hℓ is qc for all ℓ ≥ 0. Since for every ℓ ≥ 1 we have Q0 ◦ · · · ◦Qℓ−1 ◦ hℓ = R˜ℓ,
for k ≥ m we have
Q0 ◦ · · · ◦Qk−1 ◦ (hk ◦ h
−1
m ) = R˜
k ◦ h−1m = R˜
k−m ◦Q0 ◦ · · · ◦Qm−1.
As R˜ coincides with R on K(V ) it follows that R˜ this set is forward invariant by
R˜ and that R˜ is conformal Lebsgue a.e. on this set. On the other hand we have,
K(V ) = Q0 ◦ · · · ◦Qm−1 ◦ hm ◦ R˜
−m(K(V )),
so hk ◦ h−1m is conformal Lebsgue a.e. on hm(R˜
−m(K(V ))).
Let W˜ be a connected component of C \ K˜(m) and set Ŵ := R˜m(W˜ ), which is
a connected component of C \K(V̂ ). Note that the map
ϕ
W˜
:= RmW ◦Q0 ◦ · · · ◦Qm−1|hm(W˜ )
is a biholomorphism between hm(W˜ ) and V̂
c(W ) that maps points in hm(R˜
−m(K(V )))
to points in K(V ). Thus the map hk ◦ h−1m ◦ ϕ
−1
W˜
is a qc homeomorphism between
V̂ c(W ) and hk(W˜ ) that is conformal Lebsgue a.e. on V̂
c(W ) ∩ K(V ). As the nice
couple (V̂ , V ) is K-rigid, there is a K-qc homeomorphism ψ
W˜
: hm(W˜ ) → hk(W˜ )
at bounded hyperbolic distance from hk ◦ h−1m |hm(W˜ ).
By the Gluing Lemma there is a K-qc homeomorphism hk,m that coincides
with hk ◦ h−1m on hm(K˜(m)) and with ψW˜ on hm(W˜ ), for every connected com-
ponent W˜ of C \ K˜(m). As hk ◦ h−1m is conformal Lebsgue a.e. on hm(K˜(m)) ⊂
hm(R˜
−m(K(V )), it follows that hk,m is also conformal Lebsgue a.e. on this set.
2. As for every m ≥ 0 the homeomorphism hm is normalized, it follows that for
every k ≥ m the homeomorphisms hk ◦ h−1m and hk,m are normalized. Since the
collection of normalized K-qc homeomorphisms of C is compact, it follows by a
diagonal argument that there is a sequence (ℓj)j≥0 such that for every m ≥ 0
the homeomorphisms hℓj ,m converge to a normalized K-qc homeomorphism χm :
C → C, as j → ∞. Note that for ℓ ≥ k ≥ m the maps hk ◦ h−1m and h
−1
k,ℓ ◦ hℓ,m
coincide on hm(K˜(m)). Moreover it follows that hk ◦h−1m and χ
−1
k ◦χm coincide on
hm(K˜(m)). 
5.3. Limit geometry. Form ≥ 0 putK(m) = χm◦hm(K˜(m)). Given a connected
component W of C \ K(m) let W˜ = (χm ◦ hm)−1(W ) and define mW = mW˜ ,
c(W ) = c(W˜ ) and AW = χm ◦ hm(AW˜ ).
For c ∈ Crit(R) ∩ J(R) put Ac :=
̂̂
V
c
\ V̂ c.
Lemma 5.4. For every m ≥ 0 and every connected component W of C \ K(m)
there is a K-qc homeomorphism ψW : A
c(W ) → AW that maps Ac(W ) ∩K(V̂ ) onto
AW ∩ K(m). In particular there is a constant m > 0 independent of m and W ,
such that mod(AW ) ≥m.
Proof. Put W˜ = (χm ◦ hm)−1(W ) and note that the map ϕW = RmW−m ◦ Q0 ◦
. . . ◦Qm−1 is a biholomorphism between hm(W˜−) and
̂̂
V
c(W )
that maps points in
hm(K˜(m)) to points in K(V̂ ). As χm is K-qc and hm(AW˜ ) = ϕ
−1
W (A
c(W )), the
map ψW = χm ◦ ϕ
−1
W |Ac(W ) satisfies the desired properties. 
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Proposition 5.5. For m ≥ 0 put K(m) = χm ◦ hm(K˜(m)).
1. For every ε > 0 there is M ≥ 0 such that for every m ≥ M , the diameter
of each connected component of C \K(m) is at most ε.
2. The set K(m) is increasing with m and ∪m≥0K(m) has full Lebesgue mea-
sure in C.
Proof.
1. Let m ≥ 0 and let W be a connected component of C \ K(m). Thus W˜ =
(χm ◦ hm)
−1(W ) is a connected component of C \ K˜(m).
Let 0 ≤ m1 < . . . < mℓ < mℓ+1 = mW˜ be all the integers j = 0, . . . ,mW˜
such that R˜j(W˜ ) is contained in V̂ . Note that mℓ < m. For i = 1, . . . ℓ + 1 let
ci ∈ Crit(R)∩J(R) be such that R˜mi(W˜ ) ⊂ V̂ ci , so cℓ+1 = c(W˜ ). Moreover denote
by W˜i the connected component of R˜
−mi(V̂ ci) that contains W˜ and set A˜i = AW˜i .
Note that W˜ℓ+1 = W˜ , W˜1 is a connected component of C \K(V̂ ) and m1 = mW˜1 .
Moreover, for i = 1, . . . , ℓ we have W˜−i+1 ⊂ W˜i, so the annuli A˜1, . . . , A˜ℓ+1 are
pairwise disjoint and enclose W˜ℓ+1 = W˜ .
When m is big there are three cases.
Case 1. m1 is big. As U˜ = W˜1 is a connected component of C\K(V̂ ) andm1 = mU˜ ,
it follows that RmU˜ maps U˜ biholomorphically onto V̂ c(U˜). Since the inverse of this
map extends to
̂̂
V
c(U)
, a Fatou type argument shows that the diameter of U˜ is small
when mU˜ is big. Since W˜ ⊂ U˜ , we have W ⊂ χ0 ◦ h0(U˜), so W is small when m1
is big.
Case 2. There is i ∈ {1, . . . , ℓ + 1} such that mi+1 − mi is big. Put U˜ =
R˜mi(W˜i+1) ⊂ V̂ ci and U = χm ◦ hm(U˜). In this case R˜(U˜) is a connected com-
ponent of C \K(V̂ ) and mR(U˜) = mi+1 −mi − 1, so as in the previous case, the
diameter of U˜ is small as mi+1 − mi is big. Thus the modulus of the annulus
A˜ =
̂̂
V
ci
\ U˜ is big as mi+1 −mi is big.
As Q1 ◦ . . . ◦Qm maps hm+1(W˜
−
i ) biholomorphically to h1(
̂̂
V
ci
) and χm+1 is a
K-qc map, we have
mod(χm+1 ◦ hm+1(W˜
−
i \ W˜i+1)) ≥ K
−1mod(h1(A˜)).
Since this annulus is contained in the complement of K(0), it follows that W ⊂
χm+1 ◦ hm+1(W˜i+1) is small as mi+1 −mi is big.
Case 3. ℓ is big. Set U = χm◦hm(W˜
−
1 ). Note that the annuli χm◦hm(A1), . . . , χm◦
hm(Aℓ+1) are pairwise disjoint and encloseW . So, ifm > 0 is the constant given by
Lemma 5.4, Gro¨tzsch inequality implies that mod(U \W ) ≥ ℓm. As U is contained
in the complement of K(0), it follows that the diameter of W is small as ℓ is big.
2. By part 2 of Proposition 5.3, for every k ≥ m the maps χk ◦ hk and χm ◦ hm
coincide on K˜(m). As the set K˜(m) is increasing with m, it follows that K(m) =
χm ◦ hm(K˜(m)) is also increasing with m.
To prove that ∪m≥0K(m) has full Lebesgue measure on C, consider a point p
in the complement of this set. With a reasoning similar to that of part 1 we can
find an infinite sequence of pairwise disjoint annuli A1, A2, . . . that enclose p and
that are contained in the complement of K(0). By Lemma 5.4 each j ≥ 1 there
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are mj ≥ 0, cj ∈ Crit(R) ∩ J(R) and a K-qc homeomorphism ψj : Acj → Aj that
maps Acj ∩K(V̂ ) to Aj ∩K(mj). By hypothesis, for each c ∈ Crit(R) ∩ J(R) the
set Ac ∩K(V̂ ) =
̂̂
V
c
∩K(V̂ ) as positive Lebesgue measure. By the area distortion
property of K-qc maps (see e.g. [A]), it follows that p is not a density point of
the complement of ∪m≥0K(m). As p was an arbitrary point in the complement of
∪m≥0K(m), it follows that this set has full Lebesgue measure. 
Proof of Theorem C.
1. By part 1 of Proposition 5.3, for k ≥ m the homeomorphisms χk ◦ hk and
χm ◦ hm coincide on K˜(m), so for each connected component W˜ of C \ K˜(m) we
have χk ◦ hk(W˜ ) = χm ◦ hm(W˜ ). As the diameter of χm ◦ hm(W˜ ) is small as
m is big (part 1 of Proposition 5.5) it follows that χm ◦ hm converges uniformly
to a continuous function h : C → C. Similarly the we can show that the map
χm ◦Qm ◦ χ
−1
m−1 converges uniformly to some map Q : C→ C.
Recall that χm is a normalized K-qc homeomorphism that is conformal on a
set of full Lebesgue measure in hm(K˜(m)) (part 2 of Proposition 5.3.) So χ
−1
m is
conformal Lebsgue a.e. on K(m) = χm ◦ hm(K˜(m)). Since ∪k≥0K(m) has full
Lebesgue measure in C (part 2 of Proposition 5.5), it follows that every convergent
subsequence of (χ−1m )m≥0 converges uniformly to a normalized conformal map as
m → ∞ (Lemma B.1.) But the only normalized conformal map is the identity,
so every convergent subsequence of (χ−1m )m≥0 converges to the identity. Since the
collection of normalized K-qc homeomorphisms is compact, it follows χ−1m , and
hence χm, converges to the identity as m→∞.
Hence we conclude that hm and Qm converge uniformly to h and Q, respectively,
as m→∞. As the rational maps Qm have the same degree as R, it follows that Q
is a rational map of the same degree as R.
Let us prove now that h maps ramification points of R˜ to critical points of Q,
preserving local degrees. First we will prove that h does not decrease local degrees
of points in K˜(1) = R˜−1(K(V̂ )). Note that h is injective on K˜(1), as it coincides
with the homeomorphism χ1 ◦ h1 there.
Given p˜ ∈ K˜(1) choose q˜ close enough to h(p˜), so that the number of preimages
of q˜ by h near p˜ is equal to the local degree of R˜ at p˜. As h(p˜) ∈ K(V̂ ) and the
set K(V̂ ) is connected (part 2 of Lemma 3.3), we may choose q˜ in K(V̂ ). Thus, all
preimages of q˜ by R˜ belong to K˜(1) = R˜−1(K(V̂ )). As h is injective on K˜(1) and
K(V̂ ) ⊂ K˜(1), it follows that the local degree of Q at h(p˜) is at least as big as the
local degree of R˜ at p˜.
Note that by hypothesis all ramification points of R˜ belong to K˜(1). Since h
is injective on K˜(1), we conclude that the ramification points of R˜ are mapped to
distinct critical points of Q, not decreasing multiplicities. Since R˜ and Q have the
same degree, they have the same number of critical points counted with multiplicity,
so we conclude that h preserves the local degree of each ramification point.
2. By part 2 of Proposition 5.3 the map χ0 is K-qc and it is conformal Lebsgue a.e.
on K(V̂ ). Moreover, as h0 is the identity, χ0 coincides with h on K(V̂ ). It follows
that χ0 conjugates R˜ to Q on K(V̂ ). As R˜ and R coincide on K(V̂ ), it follows that
χ0 conjugates R and Q on K(V̂ ).
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Let W˜ be a connected component of C \K(V̂ ) and set W = χ0(W˜ ). Then RmW˜
maps W˜ univalently to V̂ c(W˜ ) and QmW˜ mapsW univalently to χ0(V̂
c(W˜ )). Denote
by χ
W˜
: W˜ → W the K-qc homeomorphism (QmW˜ |W )−1 ◦χ0 ◦RmW˜ |W˜ . It extends
continuously to the closure of W˜ and it coincides with RmW˜ on the boundary of
W˜ . Thus the Gluing Lemma implies that there is a K-qc homeomorphism χ that
coincides with h on K(V̂ ) and with χ
W˜
on W˜ , for every connected component
W˜ of the complement of K(V̂ ). By construction χ conjugates R to Q outside V̂ .
Moreover χ coincides with χ0 and h on K(V̂ ) and it is conformal Lebsgue a.e. on
K(V̂ ). 
6. Backward Contraction and the Univalent Pull-back Condition.
In this section we construct nice sets and nice nests for Backward Contracting
rational maps. We begin by giving an equivalent formulation of the Backward
Contraction condition in §6.1. After some preliminary lemmas in §6.2, we construct
nice sets and nests in §6.3.
Throughout all this section we fix a rational map R of degree at least 2.
6.1. Univalent Pull-back Condition. Given δ′ > δ > 0 we will say that a
rational map R of degree at least 2 satisfies the (δ,δ′)-Univalent Pull-back Condition,
if for every z ∈ C and every integer n ≥ 1 such that,
1. for j = 1, . . . n− 1, we have Rj(z) 6∈ B˜(Crit(R) ∩ J(R), δ) and;
2. for some c ∈ Crit(R) ∩ J(R) we have Rn(z) ∈ B˜(c, δ′);
the pull-back of B˜(c, δ′) to z by Rn is univalent.
Taking ζ = R(z) and m = n− 1, we have the following equivalent formulation of
the (δ,δ′)-Univalent Pull-back Condition: If for j = 0, . . . ,m− 1 we have Rj(ζ) 6∈
B(CV(R) ∩ J(R), δ) and for some c ∈ Crit(R) ∩ J(R) we have Rm(ζ) ∈ B˜(c, δ′),
then the pull-back of B˜(c, δ′) to ζ by Rm is univalent and disjoint from CV(R).
Note that if δ′ > δ > 0 are such that R satisfies the (δ,δ′)-Univalent Pull-back
Condition, then for every δ0, δ
′
0 ∈ (δ, δ
′) such that δ′0 > δ0, the rational map R
satisfies the (δ0,δ
′
0)-Univalent Pull-back Condition. On the other hand, note that
if for some δ′ > δ > 0 the rational map R is (δ,δ′)-Backward Contracting, then for
every δ′′ ∈ (δ, δ′) the rational map R is (δ,δ′′)-Backward Contracting.
Proposition 6.1. The following assertions hold for a rational map R of degree at
least 2.
1. For each δ′ > δ > 0 the (δ, δ′)-Backward Contraction condition implies the
(δ,δ′)-Univalent Pull-back Condition.
2. There is a constant κ ∈ (0, 1) only depending on R, such that for every δ > 0
and δ′ > κ−1δ small, the (δ,δ′)-Univalent Pull-back Condition implies the
(δ, κδ′)-Backward Contraction condition.
3. If κ ∈ (0, 1) is as in part 2, then for every δ > 0, δ′ > κ−1δ and δ0, δ
′
0 ∈
(δ, κδ′) satisfying δ′0 > δ0, the (δ, δ
′)-Backward Contraction condition im-
plies the (δ0, δ
′
0)-Backward Contraction.
Proof.
1. Let z ∈ C and n ≥ 0 be as in the Univalent Pull-back Condition and consider
successive pull-backs W0, . . . ,Wn = B˜(c, δ
′) by R along the orbit of z, so that z ∈
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W0. If for some j = 0, . . . , n−1 we haveWj∩Crit 6= ∅, then by the (δ, δ′)-Backward
Contraction condition, diam(Wj+1) < δ. Since by hypothesis R
j+1(z) ∈ Wj+1
does not belong to B(CV, δ) we have that Wj+1 ∩ CV = ∅, which contradicts our
assumption. So the for every j = 0, . . . , n− 1 the set Wj is disjoint from Crit and
therefore Rn is univalent on W0.
2. Let κ0, κ1 ∈ (0, 1) to be determined below and assume that δ ≤ κ0κ1δ′. Given
c ∈ Crit(R) ∩ J(R) consider successive pull-backs W0, . . . ,Wm = B˜(c, κ1κ0δ′) by
R, such that for j = 0, . . . ,m − 1 the set Wj is disjoint from B(CV, δ) = ∅ and
such that for some critical value v ∈ CV(R) ∩ J(R) we have W0 ∩B(v, δ) 6= ∅. We
will prove that for appropriated choices of the constants κ0 and κ1, only depending
on R, we have diam(W0) < δ ≤ κ0κ1δ′. This implies by induction that R is
(δ,κ0κ1δ
′)-Backward Contracting and proves the assertion of the proposition with
constant κ = κ0κ1.
For j = 0, . . . ,m let Ŵj (resp. W
′
j) be the connected component of
Rj−m(B˜(c, κ0δ
′)) (resp. Rj−m(B˜(c, δ′)))
that contains Wj , so that Wj ⊂ Ŵj ⊂ W ′j . By the (δ,δ
′)-Univalent Pull-back
Condition Rm is univalent on W ′0.
Case 1. Ŵ0 ⊂ B(v, δ). Since Rm is univalent onW ′0, it follows by Koebe Distortion
Theorem that the distortion of Rm on Ŵ0 can be bounded in terms of κ0 only. Thus
given κ0 > 0 we may choose κ1 ∈ (0,
1
2 ) small enough, such that
diam(W0) <
1
2 diam(Ŵ0) ≤ δ.
Case 2. Ŵ0 6⊂ B(v, δ). By the equivalent formulation of the Univalent Pull-
back Condition it follows that W ′0 ∩ CV = ∅. As R
m is univalent on W ′0, the
modulus of the annulus W ′0 \ Ŵ0 is bounded from below by a function depending
on κ0 ∈ (0, 1) only and it is big as κ0 > 0 is small (note that by Lemma 2.1 we have
diam(C \W ′0) >
1
2 diam(C).) Since Ŵ0 ∩B(v, δ) 6= ∅ and v 6∈W
′
0, we can choose κ0
small enough, only depending on R, such that diam(Ŵ0) < δ.
3. A direct consequence of parts 1 and 2. 
6.2. Lemmas.
Lemma 6.2. Suppose that for some δ˜ > 0 and δ˜′ ≥ 2δ˜ the rational map R is
(δ˜,δ˜′)-Backward Contracting. For c ∈ Crit(R) ∩ J(R) let V˜ c be the connected com-
ponent of C \K(B˜(Crit(R) ∩ J(R), δ˜)) that contains c. Then
B˜(c, δ˜) ⊂ V˜ c ⊂ B˜(c, 2δ˜).
Proof. Given c ∈ Crit(R) ∩ J(R) and an integer n ≥ 0, let V˜ cn be the connected
component of ∪j=0,...,n−1R−j(B˜(Crit(R) ∩ J(R), δ˜)) that contains c. Note that
V˜ c0 = B˜(c, δ˜), that V˜
c
n is increasing with n, and that V˜
c = ∪n≥0V˜ cn . So it is
enough to show that for every c ∈ Crit(R)∩ J(R) and every integer n ≥ 0 we have
V˜ cn ⊂ B˜(c, 2δ˜).
We will proceed by induction in n. For n = 0 the assertion is trivial. Suppose
that the assertion holds for n ≥ 0 and fix c ∈ Crit(R) ∩ J(R). For every point
z ∈ V˜ cn+1 there is an integer m ∈ {0, . . . , n+ 1} and c0 ∈ Crit(R) ∩ J(R) such that
Rm(z) ∈ B˜(c0, δ˜); let m(z) be the least of such integers. Let X be a connected
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component of V˜ cn+1 \ B˜(c, δ˜) and let z ∈ X for which m(z) is minimal among points
in X . Let c0 ∈ Crit(R) ∩ J(R) be such that Rm(z)(z) ∈ B˜(c0, δ˜). Considering that
m(z) > 0, we have by induction hypothesis
Rm(z)(X) ⊂ V˜ c0n ⊂ B˜(c0, 2δ˜).
As R is (δ˜,δ˜′)-Backward Contracting it follows that diam(R(X)) < δ˜. Therefore
R(X) ⊂ B(R(c), 2δ˜) and X ⊂ B˜(c, 2δ˜). This shows that V˜ cn+1 ⊂ B˜(c, 2δ˜) and
completes the proof of the lemma. 
Lemma 6.3. There is a constant C0 > 0 only depending on R such that for each
ε ∈ (0, 12 ] the following property holds. Let δ
′ > δ > 0 be small and suppose that
R is (δ,δ′)-Backward Contracting. Moreover, let z ∈ C and n ≥ 1 be such that
for j = 0, . . . , n− 1 we have Rj(z) 6∈ B˜(Crit(R) ∩ J(R), δ) and such that for some
c ∈ Crit(R) ∩ J(R) we have Rn(z) ∈ B˜(c, εδ′). Then the pull-back W of B(c, εδ′)
by Rn satisfies,
diam(W ) ≤ C0ε
1
µc max {δ, dist(W,CV)} .
Proof. Let rK > 0 be the constant as in §2.3. We assume that δ′ > 0 is small
enough so that diam(B˜(c, δ′)) ≤ rK .
The Univalent Pull-back Condition implies that the pull-back Ŵ of B˜(c, δ′) by
Rn containing z is univalent. There are two cases.
Case 1. dist(W,CV) < δ. As R is (δ,δ′)-Backward Contracting, we have diam(Ŵ ) <
δ. So there is a constant C′0 > 0 only depending on R such that diam(W ) ≤ C
′
0ε
1
µc δ.
Case 2. dist(z,CV) ≥ δ. By the Univalent Pull-back Condition Ŵ ∩ CV = ∅. As
diam(C \W ) > 12 diam(C) by Lemma 2.1, there is a C
′′
0 > 0 only depending on R
such that diam(W ) ≤ C′′0 ε
1
µc dist(W,CV). 
Lemma 6.4. Let R be a rational map of degree at least 2 and let η˜ > 1 be given. Let
V˜0 be a neighborhood of Crit(R) ∩ J(R) disjoint from the forward orbits of critical
points of R not in J(R) and such that every connected component of V˜0 contains
precisely one element of Crit(R)∩J(R). Suppose moreover that there is δ˜ > 0 such
that for each c ∈ Crit(R)∩J(R) the connected component V˜ c of C\K(V˜0) satisfies
B˜(c, δ˜) ⊂ V˜ c ⊂ B˜(c, η˜δ˜).
Let C0 > 0 be the constant given by Lemma 6.3 and put
η = 1 + C0(η˜δ˜/δ
′)
1
µmax .
Suppose that there are δ < δ˜ and δ′ ≥ 2η˜δ˜ small such that is R (δ,δ′)-Backward
Contracting. Then for every δ̂ ≥ δ and every v ∈ CV(R) ∩ J(R) there is a simply-
connected neighborhood Uv of v in C such that ∂Uv ⊂ K(V˜0) and such that
B(v, δ̂) ⊂ Uv ⊂ B(v, ηδ̂).
If moreover δ̂ < δ′ and R is (δ̂,δ′)-Backward Contracting, then we also have Uv ⊂
B(v, 2δ̂).
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Proof. Let W0 be a connected component of C \ K(V˜0) and let m ≥ 0 and c ∈
Crit(R) ∩ J(R) be such that Rm(W0) = V˜ c. The Univalent Pull-back Condi-
tion implies that the inverse of Rm|W0 extends in a univalent way to B(c, δ
′). So
Lemma 6.3 implies that, if W0 intersects B(CV, δ̂), then
diam(W0) ≤ C0(η˜δ˜/δ
′)
1
µmax δ̂ = (η − 1)δ̂.
Given v ∈ CV(R) ∩ J(R) put,
Ûv = B(v, δ̂) ∪
{
connected components of C \K(V˜0)
intersecting B(v, δ̂)
}
,
so that B(v, δ̂) ⊂ Ûv ⊂ B(v, ηδ̂) and ∂Û c ⊂ K(V˜0). Moreover let
Uv = Ûv ∪
{
connected components W0 of C \ Û
v
such that diam(W0) < diam(Û
v)
}
.
As diam(Ûv)≪ diam(C), there is only one connected component of C \ Ûv whose
diameter is not smaller than Ûv. Thus Uv is simply-connected. Moreover B(v, δ̂) ⊂
Uv ⊂ B(v, ηδ̂) and ∂Uv ⊂ ∂Ûv ⊂ K(V˜0).
If δ̂ < δ′ and R is (δ̂,δ′)-Backward Contracting, then every connected component
W0 of C \ K(V˜0) intersecting B(CV(R) ∩ J(R), δ̂) satisfies diam(W0) < δ̂. So in
this case we have Ûv ⊂ B(v, 2δ̂) and hence Uv ⊂ B(v, 2δ̂). 
6.3. Construction of nice sets and nests. We will say that a nice set V =
∪c∈Crit(R)∩J(R)V
c is symmetric if for each v ∈ CV(R) ∩ J(R) there is a simply-
connected neighborhood Uv of v in C such that for every c ∈ Crit(R) ∩ J(R) the
set V c is equal to the connected component of R−1(UR(c)) containing c.
Proposition 6.5. Let R be a rational map of degree at least 2, let κ ∈ (0, 1) be the
constant given by Proposition 6.1 and let C0 be the constant given by Lemma 6.3.
Suppose that for some δ > 0 and δ′ > 8κ−1δ the rational map R is (δ,δ′)-Backward
Contracting and put
η := 1 + min
{
1, C0(4δ/δ
′)
1
µmax
}
.
Then there is a symmetric nice set V = ∪c∈Crit(R)∩J(R)V
c such that for every
c ∈ Crit(R) ∩ J(R) we have
B˜(c, δ) ⊂ V c ⊂ B˜(c, ηδ).
Proof. Choose δ˜ in (2δ,min{4δ, 14κδ
′}). Part 3 of Proposition 6.1 implies that R is
(δ˜,2δ˜)-Backward Contracting. Lemma 6.2 implies that for each c ∈ Crit(R)∩ J(R)
the connected component V˜ c of C \K(B(Crit(R) ∩ J(R), δ˜)) satisfies,
B˜(c, δ˜) ⊂ V˜ c ⊂ B˜(c, 2δ˜).
Lemma 6.4 applied to η˜ = 2 and δ̂ = δ, implies that for each v ∈ CV(R)∩J(R) there
is a simply-connected neighborhood Uv of v in C such that ∂Uv ⊂ K(B(Crit(R) ∩
J(R), δ˜)) and such that B(v, δ) ⊂ Uv ⊂ B(v, ηδ). For each c ∈ Crit(R) ∩ J(R)
we denote by V c the connected component of R−1(V R(c)), so that B˜(c, δ) ⊂ V c ⊂
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B˜(c, ηδ). As ηδ ≤ 2δ < δ˜, Lemma 3.4 implies that V = ∪c∈Crit(R)∩J(R)V
c is a nice
set. 
Proposition 6.6. Let R be a rational map of degree at least 2 and let C0 > 0 be
the constant given by Lemma 6.3. Moreover, let ℓ be a positive integer, τ ∈ (0, 1),
η ∈ (1,min{2, τ−1}) be given, and let r0 > 1 be such that
r0 > 4τ
−(ℓ+1) and C0
(
1
2τ
ℓ+1r0
)− 1
µmax ≤ η − 1.
Then the following properties hold.
1. Let κ ∈ (0, 1) be the constant given by Proposition 6.1. Suppose that for
some δ > 0 the rational map R is (δ,κ−1r0δ)-Backward Contracting and
put δ0 = τ
−ℓδ. Then for each j ∈ {0, . . . , ℓ} there is a symmetric nice set
Vj = ∪c∈Crit(R)∩J(R)V
c
j such that for each c ∈ Crit(R) ∩ J(R) we have,
B˜(c, τ jδ0) ⊂ V
c
j ⊂ B˜(c, ητ
jδ0),
and such that the sequence (V0, . . . , Vℓ) is a nice nest.
2. Suppose that there is δ0 > 0 such that for every δ ∈ (0, δ0] the rational map
R is (δ,r0δ)-Backward Contracting. Then for every positive integer j ≥ 1
there is a symmetric nice set Vj = ∪c∈Crit(R)∩J(R)V
c
j such that for each
c ∈ Crit(R) ∩ J(R) we have,
B˜(c, τ jδ0) ⊂ V
c
j ⊂ B˜(c, ητ
jδ0),
and such that for every positive integer j0 ≥ 1 the sequence (Vj0 , . . . , Vj0+ℓ)
is a nice nest.
Proof.
1. Part 3 of Proposition 6.1 implies that R is (τ−1δ0,2τ
−1δ0)-Backward Con-
tracting. Lemma 6.2 applied to τ−1δ0 instead of δ˜, implies that for each c ∈
Crit(R) ∩ J(R) the connected component V˜ c of C \K(B(Crit(R) ∩ J(R), τ−1δ0))
satisfies,
B˜(c, τ−1δ0) ⊂ V˜
c ⊂ B˜(c, 2τ−1δ0).
Put V˜ := ∪c∈Crit(R)∩J(R)V˜
c. Fix j ∈ {0, . . . , ℓ} and note that Part 3 of Proposi-
tion 6.1 implies that R is (τ jδ0,r0δ)-Backward Contracting. Moreover Lemma 6.4
applied to δ˜ = τ−1δ0, η˜ = 2, δ
′ = r0δ and δ̂ = τ
jδ0, implies that for each
v ∈ CV(R) ∩ J(R) there is a simply-connected neighborhood Uvj of v in C such
that ∂Uvj ⊂ K(B(Crit(R) ∩ J(R), τ
−1δ0)) and such that
B(v, τ jδ0) ⊂ U
v
j ⊂ B(v, ητ
jδ0).
For c ∈ Crit(R) ∩ J(R) let V cj be the connected component of R
−1(U
R(c)
j ) con-
taining c and Vj = ∪c∈Crit(R)∩J(R)V
c
j . Then the assertion follows from Lemma 3.4,
considering that ηδ0 < τ
−1δ0.
2. Lemma 6.2 applied to δ0 instead of δ˜, implies that for each c ∈ Crit(R) ∩ J(R)
the connected component V˜ c of C\K(B(Crit(R)∩J(R), δ0)) containing c satisfies,
B˜(c, δ0) ⊂ V˜
c ⊂ B˜(c, 2δ0).
A CONNECTING LEMMA FOR RATIONAL MAPS. 25
For each j ∈ {1, . . . , ℓ + 1}, Lemma 6.4 applied to δ˜ = δ0, η˜ = 2, δ = τ jδ0, δ′ =
r0τ
ℓ+1δ0 and δ̂ = τ
jδ0, implies that for each v ∈ CV(R) ∩ J(R) there is a simply-
connected neighborhood Uvj of v in C such that ∂U
v
j ⊂ K(B(Crit(R) ∩ J(R), δ0))
and such that
B(v, τ jδ0) ⊂ U
v
j ⊂ B(v, ητ
jδ0).
For c ∈ Crit(R) ∩ J(R) let V cj be the connected component of R
−1(U
R(c)
j ) con-
taining c and put Vj = ∪c∈Crit(R)∩J(R)V
c
j . Lemma 3.4 implies that for each
j = 1, . . . , ℓ+ 1 the set Vj is a nice set and that (V1, . . . , Vℓ+1) is a nice nest.
Put V0 := ∪c∈Crit(R)∩J(R)V˜
c and assume by induction that for an integer j >
ℓ+1, nice sets V1, . . . , Vj−1 satisfying the desired properties have been constructed,
and such that moreover for every k = 1, . . . , j − 1 we have R(∂Vk) ⊂ K(Vk−1). We
will now construct Vj . Lemma 6.4 applied to V˜0 = Vj−ℓ−1, δ˜ = τ
j−ℓ−1δ0, η˜ = η ≤ 2,
δ = τ jδ0, δ
′ = r0τ
jδ0 and δ̂ = τ
jδ0, implies that for each v ∈ CV(R) ∩ J(R) there
is a simply-connected neighborhood Uvj of v in C such that ∂U
v
j ⊂ K(Vj−ℓ−1) and
such that
B(v, τ jδ0) ⊂ U
v
j ⊂ B(v, ητ
jδ0).
For c ∈ Crit(R) ∩ J(R) let V cj be the connected component of R
−1(U
R(c)
j ) con-
taining c and put Vj = ∪c∈Crit(R)∩J(R)V
c
j . By induction hypothesis we have that
R(∂Vj−ℓ) ⊂ K(Vj−ℓ−1) and by construction we have R(∂Vj) ⊂ K(Vj−ℓ−1). So
Lemma 3.4 implies that (Vj−ℓ, Vj) is a nice couple. As by induction by hypothesis
(Vj−ℓ, . . . , Vj−1) is a nice nest, it follows that (Vj−ℓ, . . . , Vj) is a nice nest. Fi-
nally note that K(Vj−ℓ−1) ⊂ K(Vj−1), so R(∂Vj) ⊂ K(Vj−1) and the induction
hypothesis is satisfied. 
7. Connecting Lemma.
In this section we state and prove a strengthened version of the Connecting
Lemma. The statement is in §7.1 and its proof, that depends on some key area
estimates proved in §7.2, is in §7.3.
Throughout all this section we fix a rational map R of degree at least 2.
7.1. Strengthened version of the Connecting Lemma. Recall that for a con-
stant r > 0 we say that R is Backward Contracting with constant r, if for every
δ > 0 small R is (δ,rδ)-Backward Contracting.
For z ∈ C we denote by ω(z) the ω-limit set of z.
Theorem D (Connecting Lemma). There are constants r > 1 and K > 1, only
depending on R, such that if R is Backward Contracting with constant r and the
set
(5) {z ∈ C | ω(z) ∩ (Crit(R) ∩ J(R)) = ∅}
has positive Lebesgue measure, then for every sufficiently small δ > 0 the following
properties hold.
1. For each c ∈ Crit(R) ∩ J(R) there is vc ∈ C such that dist(vc, R(c)) < δ
and such that for every n ≥ 1 we have Rn(vc) 6∈ B˜(Crit(R) ∩ J(R), 2δ).
2. For each c ∈ Crit(R) ∩ J(R) let vc be as in part 1 and let ξ : C → C be
a qc homeomorphism that coincides with the identity outside B˜(Crit(R) ∩
J(R), δ) and such that for every c ∈ Crit(R) ∩ J(R) we have ξ(R(c)) = vc.
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Then there is a rational map Q of the same degree as R and a continuous
map h : C→ C such that the map R˜ := ξ ◦R : C→ C satisfies
h ◦ R˜ ≡ Q ◦ h on C.
3. Let R˜, Q and h be as in part 2. Then there is a nice set V = ∪c∈Crit(R)∩J(R)V
c
such that for every c ∈ Crit(R) ∩ J(R) we have B˜(c, δ) ⊂ V c ⊂ B˜(c, 2δ)
and such that there exists a K-qc V pseudo-conjugacy between R and Q.
By the Fatou-Sullivan classification of connected components of the Fatou set [CG,
Mil], it follows that when J(R) 6= C, the set (5) has non empty interior, and hence
positive Lebesgue measure. See also Corollary 8.2. Thus the Connecting Lemma
stated in the introduction is a direct consequence of Theorem D.
The following corollary is a direct consequence of Theorem D.
Corollary of Theorem D. Let R be as in Theorem D. Then for every δ > 0 there
is a nice set V for R contained in B˜(Crit(R) ∩ J(R), δ), such that R is V pseudo-
conjugated to a rational map for which no critical point in its Julia set accumulates
on a critical point under forward iteration.
7.2. Area estimates. The purpose of this subsection is to prove the following
proposition.
For a subset X of C, we denote by |X | the spherical area of X .
Proposition 7.1. Suppose that the set (5) has positive Lebesgue measure. Then
for every ε ∈ (0, 1) there is m > 0 such that the following property holds. Let
(Vj)j≥1 be a nested sequence of nice sets such that for every j ≥ 1 the sequence
(Vj , Vj+1, Vj+2, Vj+3) is a nice nest and such that for every integer j ≥ 1 and every
c ∈ Crit(R)∩J(R) we have mod(V cj \V
c
j+1) ≥m. Then for every c ∈ Crit(R)∩J(R)
and every sufficiently large j we have
|V cj \K(Vj+1)|
|V cj |
< ε.
The rest of this subsection is dedicated to the proof of this proposition.
Given a nice set V for R and a subset X of C of positive Lebesgue measure, put
ξ(X,V ) =
|X \R−1(K(V ))|
|X |
and ψ(X,V ) = 1− ξ(X,V ).
Moreover, for a nice set V̂ := ∪c∈Crit(R)∩J(R)V̂
c for R, such that (V̂ , V ) is a nice
couple, put
Ξ(V̂ , V ) = max
c∈Crit(R)∩J(R)
|V̂ c \K(V )|
|V̂ c|
and Ψ(V̂ , V ) = 1− Ξ(V̂ , V ).
Finally, given a constant D > 1 put,
Ξ˜(V̂ , V ) := min{D2Ξ(V̂ , V ), 1−D−2Ψ(V̂ , V )}, and Ψ˜(V̂ , V ) = 1− Ξ˜(V̂ , V ).
Note that we have Ξ˜(·, ·), Ψ˜(·, ·) ∈ [0, 1],D−2Ξ˜(·, ·) ≤ Ξ(·, ·) ≤ Ξ˜(·, ·) andD−2Ψ˜(·, ·) ≤
Ψ(·, ·) ≤ Ψ˜(·, ·). Let m be a positive integer and let Ŵ be a connected component
of R−m(V̂ ) such that Rm is univalent on Ŵ and such that the distortion of Rm on
Ŵ is at most D. Then we have
ξ(Ŵ , V ) ≤ Ξ˜(V̂ , V ).
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Lemma 7.2. Let D > 1 and let (V̂ , V ) be a nice couple for R. Moreover, let X
be a subset of C of positive Lebesgue measure satisfying the following property: For
every connected component Ŵ of C \ R−1(K(V̂ )) that intersects X we have that
Ŵ ⊂ X and that RmŴ is univalent on Ŵ with distortion bounded by D. Then,
ξ(X,V ) ≤ ξ(X, V̂ ) · Ξ˜(V̂ , V ).
Proof. Denote by C (resp. Ĉ ) the collection of connected components of C \
R−1(K(V )) (resp. C \R−1(K(V̂ ))). Then∑
W∈C ,W⊂Ŵ
|W | = |Ŵ \K(V )| = |Ŵ |ξ(Ŵ , V ) ≤ |Ŵ | · Ξ˜(V̂ , V ).
Thus
|X |ξ(X,V ) = |X \K(V )| =
∑
W∈C ,W⊂X
|W | =
∑
Ŵ∈Ĉ ,Ŵ⊂X
∑
W∈C ,W⊂Ŵ
|W | ≤
≤
 ∑
Ŵ∈Ĉ ,Ŵ⊂X
|Ŵ |
 Ξ˜(V, V̂ ) ≤ |X |ξ(X, V̂ ) · Ξ˜(V̂ , V ).

Let m > 0 and let D(m) > 1 be the constant defined in §3.3. Then, if (
̂̂
V , V̂ , V )
is a m-separated nice triple for R and W is a connected component of (V̂ \ V ) \
R−1(K(V̂ )) (resp. (V̂ \ V ) \ R−1(K(
̂̂
V ))), then the map RmW is univalent on W
and its distortion on W is at most D(m).
Lemma 7.3. Let m > 0, let (
̂̂
V , V̂ , V ) be a m-separated nice triple and put
D := D(m) and σ := max
c∈Crit(R)∩J(R)
|V̂ c|
|V̂ c \ V c|
.
Then we have
Ψ˜(V̂ , V ) ≥
Ψ˜(
̂̂
V , V̂ )
D2σ − 1 + Ψ˜(
̂̂
V , V̂ )
.
Proof. Given c ∈ Crit(R)∩J(R), Lemma 7.2 applied to the nice couple (V̂ , V ) and
to X = V̂ c \ V c gives,
ξ(V̂ c \ V c, V ) ≤ ξ(V̂ c \ V c, V̂ ) · Ξ˜(V̂ , V ).
Similarly, Lemma 7.2 applied to the nice couple (
̂̂
V , V̂ ) and to X = V̂ c \ V c gives
ξ(V̂ c \ V c, V̂ ) ≤ ξ(V̂ c \ V c,
̂̂
V ) · Ξ˜(
̂̂
V , V̂ ) ≤ Ξ˜(
̂̂
V , V̂ ).
Combining these two inequalities we get
ξ(V̂ c \ V c, V ) ≤ Ξ˜(
̂̂
V , V̂ ) · Ξ˜(V̂ , V ),
and
ψ(V̂ c \ V c, V ) ≥ Ψ˜(
̂̂
V , V̂ ) + Ψ˜(V̂ , V )− Ψ˜(
̂̂
V , V̂ ) · Ψ˜(V̂ , V ).
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As V is disjoint from K(V ) we have,
ψ(V̂ c \ V c, V ) =
|V̂ c ∩K(V )|
|V̂ c \ V c|
=
|V̂ c|
|V̂ c \ V c|
·
|V̂ c ∩K(V )|
|V̂ c|
.
Therefore,
σD2Ψ˜(V̂ , V ) ≥ σΨ(V̂ , V ) ≥ min
c∈Crit(R)∩J(R)
ψ(V̂ c \ V c, V ) ≥
≥ Ψ˜(
̂̂
V , V̂ ) + Ψ˜(V̂ , V )− Ψ˜(
̂̂
V , V̂ ) · Ψ˜(V̂ , V ),
which easily implies the desired inequality. 
Proof of Proposition 7.1. Let m > 0 be sufficiently large so that D(m) < (1 + ε)
1
3
and so that every annulus in C of modulus at least m intersects the Julia set of
R (see [MR]). Taking m larger if necessary we have that, if (Vj)j≥1 is as in the
statement of the proposition, then
σ := sup
j≥1,c∈Crit(R)∩J(R)
|V cj \ V
c
j+1|
|V cj |
< (1 + ε)
1
3 .
Note in particular that D(m)2σ− 1 < ε and that for every j ≥ 1 and c ∈ Crit(R)∩
J(R) the annulus V cj \ V
c
j+1 intersects the Julia set of R.
1. We will prove that for every sufficiently large j and every c ∈ Crit(R) ∩ J(R)
the set V cj \K(Vj+1) has positive Lebesgue measure.
1.1. Let us prove by induction that for every c ∈ Crit(R)∩J(R) and j ≥ 1 there is
c′ ∈ Crit(R) ∩ J(R), an integer n ≥ 0 and a connected component W of R−n(V c1 )
that is contained in V cj \ V
c
j+1 and such that for every m = 1, . . . , n − 1 we have
Rm(W ) ∩ Vj = ∅. When j = 1 just take c
′ = c, n = 0 and W = V c1 . Suppose by
induction that this property holds for some j ≥ 1 and let c ∈ Crit(R)∩J(R). Since
the annulus V cj+1 \ V
c
j+2 intersects the Julia set of R, it follows by the eventually
onto property of Julia sets that the set (V cj+1 \ V
c
j+2) \ R
−1(K(Vj)) is non empty.
Let W ′ be a connected component of this set. Then RmW ′ maps W ′ univalently to
V
c(W ′)
j and for everym = 1, . . . ,mW ′−1 the set R
m(W ′) is disjoint from Vj+1. Let
W be given by the induction hypothesis for j and c = c(W ′), so thatW ⊂ V cj \V
c
j+1.
Then the set RmW ′ |−1W ′(W ) satisfies the desired properties.
1.2. Note that the set (5) is equal to the union of ∪j≥1K(Vj) and of the iterated
preimages of the non recurrent critical points of R. So for sufficiently large j the set
K(Vj) has positive Lebesgue measure. It follows that for every repelling periodic
point p of R there is a positive integer j(p) such that p ∈ K(Vj(p)) and such that
the Lebesgue density of K(Vj(p)) is positive at p. As for each c ∈ Crit(R) ∩ J(R)
the annulus V c1 \V
c
2 intersects the Julia set of R, there is a repelling periodic point
pc of R contained in this set. Put j0 := maxc∈Crit(R)∩J(R) j(pc) and let j ≥ j0 be
given. By part 1.1 it follows that for a given c ∈ Crit(R) ∩ J(R) there is a point
p in V cj \ V
c
j+1, an integer n ≥ 0 and c
′ ∈ Crit(R) ∩ J(R) such that Rn(p) = pc′
and such that for every m = 0, . . . , n − 1 we have Rm(p) 6∈ Vj . As j ≥ j0 and
pc ∈ K(Vj(pc)) ⊂ K(Vj0), it follows that p ∈ K(Vj) and that the Lebesgue density
of K(Vj+1) is positive at p. This proves that the set (V
c
j \ V
c
j+1) ∩ K(Vj+1) has
positive Lebesgue measure.
A CONNECTING LEMMA FOR RATIONAL MAPS. 29
2. For j ≥ 1 put Ψj = Ψ(Vj , Vj+1) and Ψ˜j := Ψ˜(Vj , Vj+1). We need to prove that
lim supj→∞Ψj > 1− ε. As Ψ˜j ≤ Ψj, we just need to prove that lim supj→∞ Ψ˜j >
1− ε.
Note that by hypothesis for each j ≥ 2 the nice triple (Vj+2, Vj+1, Vj) is m-
separated. Thus Lemma 7.3 implies that for every j ≥ 2 we have
(6) Ψ˜j+1 ≥ Ψ˜j(D(m)
2σ − 1 + Ψ˜j)
−1.
By our choice of m we have D(m)2σ − 1 < ε. Since by part 1 for every suffi-
ciently large j we have Ψ˜j ≥ D−2Ψj > 0, the inequality (6) easily implies that
lim infj→∞ Ψ˜j > 1− ε. 
7.3. Proof of Theorem D. Note that the usual Koebe Distortion Theorem im-
plies that for every constant m > 0 there is D˜(m) > 1 such that the follow-
ing property holds. Let U be as subset of C biholomorphic to D and such that
diam(U) < 12 diam(C). Moreover, let K be a compact subset of U such that U \ K
is an annulus of modulus at least m. Then for every map ϕ : U → C that is
univalent on K, the distortion of ϕ on K is bounded by D˜(m).
Lemma 7.4. Let (
̂̂
V , V̂ , V ) be a nice triple for R and put
m := min
c∈Crit(R)∩J(R)
mod(
̂̂
V
c
\ V̂ c).
Then for every c0 ∈ Crit(R) ∩ J(R) we have,∥∥∥∥ ̂̂V c0 \K(V )∥∥∥∥ ̂̂
V
c0
≤ |D|D˜(m)2 max
c∈Crit(R)∩J(R)
|V̂ c \K(V )|
|V̂ c|
.
Proof. Given c0 ∈ Crit(R)∩J(R) consider a biholomorphism ϕ :
̂̂
V
c0
→ D. For each
connected componentW of
̂̂
V
c0
\K(V̂ ) there ismW ≥ 0 and c(W ) ∈ Crit(R)∩J(R)
such that RmW : W → V̂ c(W ) is a biholomorphism whose inverse φW extends
univalently to
̂̂
V
c(W )
. So the distortion of ϕ ◦ φW on
̂̂
V
c0
is bounded by D˜(m).
Therefore,
|ϕ(W \K(V ))|
|ϕ(W )|
≤ D˜(m)2
|V̂ c(W ) \K(V )|
|V̂ c(W )|
.
Since the connected components of
̂̂
V
c0
\K(V̂ ) cover
̂̂
V
c0
\K(V ), the assertion of
the lemma follows. 
Lemma 7.5. Let τ ∈ (0, 1) and η ∈ (1, τ−1) be given. Then there are K > 1 and
a positive integer ℓ, only depending on τ and R, such that the following property
holds. Let δ0 > 0 be small and let (Vj)j≥1 be a nested sequence of nice sets such
that for every j ≥ 1 the sequence (Vj , . . . , Vj+ℓ) is a nice nest, and such that for
every c ∈ Crit(R) ∩ J(R) we have
B˜(c, τ jδ0) ⊂ V
c
j ⊂ B˜(c, ητ
jδ0).
Then for every sufficiently large j the nice couple (Vj , Vj+1) is K-rigid and for each
c ∈ Crit(R) ∩ J(R) the set V cj ∩K(V
c
j+1) has positive Lebesgue measure.
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Proof. Let m0 > 0 and ε0 > 0 be given by Rigidity with K = 2. Moreover let
m1 > 0 be the constant m given by Proposition 7.1 for ε := (|D|D˜(m0)2)−1ε0. Let
N be a positive integer such that if (Vj)j≥1 is as in the statement of the lemma,
then for every integer j ≥ 1 and every c ∈ Crit(R) ∩ J(R) we have
mod(V cj \ V
c
j+N ) ≥ max{m0,m1}.
Put ℓ = 3N and notice that for every j0 ≥ 1 the sequence of nice nests (Vj0+kN )k≥0
satisfies the hypothesis of Proposition 7.1. So for every sufficiently large j and every
c ∈ Crit(R) ∩ J(R) we have
(7) |V cj \K(Vj+N )| < ε|V
c
j |.
In particular, for a given c ∈ Crit(R)∩J(R), Lemma 7.2 applied to the nice couple
(Vj , Vj+N ) and to X = V
c
j \ V
c
j+1 implies that the set V
c
j ∩ K(Vj+1) has positive
Lebesgue measure.
On the other hand, (7) and Lemma 7.4 applied to the nice triple (Vj , Vj+N , Vj+2N )
imply that,
‖V cj \K(Vj+2N )‖V cj < ε0.
So Rigidity applied to the nice triple (Vj , Vj+2N , Vj+3N ) implies that the nice cou-
ple (Vj , Vj+2N ) is 2-rigid. Finally part 2 of Proposition 4.2 implies that for some
constant K ′ > 1 only depending on τ and R, the nice couple (Vj , Vj+1) is 2K
′-
rigid. 
Proof of Theorem D. Put τ = 2
1
4 , choose η ∈ (0, τ−1) and let ℓ0 be the integer ℓ
given by Lemma 7.5 for this choice of τ . Moreover, let r = r0 > 0 be the constant
as in Proposition 6.6, for this choice of τ , η and for ℓ := max{4, ℓ0}.
Suppose that R is Backward Contracting with constant r. Then, by part 2
Proposition 6.6 there is δ0 > 0 and a sequence of nice sets (Vj)j≥0 satisfying the
hypothesis of Lemma 7.5. So for every δ > 0 small there is j ≥ 1 such that for
every c ∈ Crit(R) ∩ J(R) we have
B˜(c, δ) ⊂ V cj+2 ⊂ V
c
j ⊂ B˜(c, 2δ),
and that the nice triple (Vj , Vj+1, Vj+2) verifies the hypothesis of Theorem C.
Parts 2 and 3 are then direct consequences of Theorem C. It reminds to prove
part 1.
To prove part 1, fix c ∈ Crit(R) ∩ J(R). Note that we can choose j such that
in addition we have B˜(Crit(R) ∩ J(R), 2δ) ⊂ Vj−2. It follows that for every point
z ∈ K(Vj−2) and every positive integer n, we have Rn(z) 6∈ B˜(Crit(R) ∩ J(R), 2δ).
Thus we just need to show that there is a point vc in K(Vj−2) whose distance to
R(c) is less than δ. If R(c) ∈ K(Vj−2) then we can take vc = R(c), so we assume
that R(c) 6∈ K(Vj−2). Denote by W the connected component of C \ K(Vj−2)
containing R(c). As ℓ ≥ 4 it follows that (Vj−2, Vj+2) is a nice couple and therefore
that the closure of the connected component of R−1(W ) containing c is contained in
Vj+2. Thus W ⊂ R(V cj+2) ⊂ B(R(c), δ). So each point in ∂W belongs to K(Vj−2)
and its distance to R(c) is less than δ. This completes the proof of part 1 and of
the theorem. 
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8. Expanding properties of Backward Contracting rational maps.
In this section we show that a Backward Contracting rational map has no Siegel
discs nor Herman rings. This and other results are proved in §8.1, using a theorem
of Man˜e´ [Man˜, SL] and the Corollary of Theorem D. Moreover we prove Theorem B
in §8.2.
8.1. Expansion away of critical points. The purpose of this section is to prove
the following result, which is a rather easy consequence of Theorem D.
Proposition 8.1. Let R be a rational map of degree at least 2, let r > 0 be the
constant given by Theorem D and suppose that R is Backward Contracting with con-
stant r. If the set (5) has positive Lebesgue measure, then the following properties
hold.
1. R does not have irrationally indifferent cycles nor Herman rings.
2. The set {z ∈ J(R) | ω(z) ∩ Crit(R) = ∅} has zero Lebesgue measure.
3. If K ⊂ J(R) is a compact and forward invariant set disjoint from Crit(R),
then R is expansive on K. If moreover K contains no parabolic periodic
point of R, then R is uniformly expanding on K.
By the Fatou-Sullivan classification of connected component of the Fatou set [CG,
Mil] it follows that when J(R) 6= C, the set (5) has non empty interior, and hence
positive Lebesgue measure. So the following corollary is a direct consequence of
part 2 of the proposition.
Corollary 8.2. Let r > 0 be given by Theorem D and suppose that R is Backward
Contracting with constant r. Then the set (5) has positive Lebesgue measure if and
only if J(R) 6= C.
The following corollary is a direct consequence of the previous corollary and of
Proposition 8.1.
Corollary 8.3. Let r > 0 be given by Theorem D and suppose that R is Backward
Contracting with constant r. Then the following properties hold.
1. R has no Siegel disks nor Herman Rings. If moreover J(R) 6= C, then R
has no Cremer periodic points.
2. If J(R) 6= C and K ⊂ J(R) is a compact and forward invariant set dis-
joint from Crit(R), then R is expansive on K. If moreover K contains no
parabolic periodic point of R, then R is uniformly expanding on K.
The proof of Proposition 8.1 is at the end of this subsection. It is based on the
following general lemma.
Lemma 8.4. Let R and Q be rational maps of degree at least 2, let V be a nice
set for R and let χ be a V pseudo-conjugacy between R and Q. Then the following
properties hold.
1. If O is a periodic orbit of R that is disjoint from V , then χ(O) is a periodic
orbit of Q of the same nature as O (repelling, attracting, parabolic, Siegel
or Cremer.)
2. A Siegel disk or a Herman ring of R (resp. Q) that intersects K(V ) (resp.
χ(K(V ))), is contained in K(V ) (resp. χ(K(V )).) In particular the image
by χ of a Siegel disk or a Herman ring of R intersecting K(V ), is a Siegel
disk or a Herman ring of Q.
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3. A point in K(V ) belongs to the Fatou set of R if and only if its image by χ
belongs to the Fatou set of Q.
4. Let K ⊂ C be a compact set disjoint from V that is forward invariant by R.
If Q is uniformly expanding on χ(K), then R is uniformly expanding on K.
Proof.
1. As V is a nice set of R, it follows that ∂V does not contain periodic points of R
(cf. Lemma 3.3.) Thus the periodic orbit O is contained in the open set C \ V ,
and χ conjugates R on a neighborhood of O to Q on a neighborhood of χ(O). The
dynamics on a neighborhood of a repelling, attracting, parabolic or Siegel periodic
orbit can be easily characterized in topological terms, so the periodic orbits O and
χ(O) have the same nature.
2. We will prove the assertion for R; the proof of the assertion for Q is analogous.
Note that it is enough to prove that every Siegel disk and every Herman ring of R
is disjoint from ∂V .
Suppose by contradiction that there is a Siegel disk or a Herman ringR of R that
contains a point z0 in ∂V . Let n be the period of R and for z ∈ C denote by ωn(z)
the ω-limit set of z under Rn. Then for each z ∈ R set ωn(z) is an analytic Jordan
curve, or we have Rn(z) = z and ωn(z) = {z}. In both cases Rn(ωn(z)) = ωn(z)
and Rn is transitive on ωn(z). Moreover note that ωn(z) depends continuously with
z in the Hausdorff topology.
As V is a nice set, the forward orbit of each point in ∂V is disjoint from V .
It follows that for every z ∈ R the set ωn(z) is either contained in V or disjoint
from V . Thus ωn(z0) is disjoint from V . As R is open, the set ωn(z0) can be
approximated in the Hausdorff topology by sets of the form ωn(z), with z ∈ R∩V .
As for such z we have ωn(z) ⊂ R ∩ V , we conclude that ωn(z0) ⊂ V . Since ωn(z0)
is disjoint from V , we then have ωn(z0) ⊂ ∂V and we get a contradiction with the
fact that V is a nice set.
3. We will just prove the direct implication; the proof of the reverse implication
being analogous.
Let p ∈ C be in the Fatou set of R. By the Fatou-Sullivan classification of
connected components of the Fatou set, we have the following two cases.
Case 1. For some integer n ≥ 1 the point Rn(p) belongs to a Siegel disk or a
Herman ring of R. Then we have Rn(p) ∈ K(V ) and part 2 implies that χ(Rn(p)) =
Qn(χ(p)) belongs to a Siegel disk or a Herman ring of Q. In particular χ(p) belongs
to the Fatou set of Q.
Case 2. The forward orbit of p is asymptotic to an attracting or parabolic periodic
orbit O of R. Then we have O ⊂ K(V ) and by part 1 it follows that χ(O) is an
attracting or parabolic periodic orbit of Q. As χ is a V pseudo-conjugacy, it follows
that χ(p) is asymptotic to χ(O) and that χ(p) belongs to the Fatou set of Q.
4. As Q is uniformly expanding on χ(K), it follows that Q does not have critical
points in χ(K). As χ conjugates R and Q on C \ V and K ⊂ C \ V , it follows that
R does not have critical points in K. So there is ε0 > 0 such that for all w ∈ K
the distortion of R on B(w, ε0) is bounded by some constant D > 1, close to 1.
Since Q is uniformly expanding on χ(K), there are ε1 > 0, C1 > 0 and λ1 > 1
such that for all z ∈ χ(K) the pull-back W of B(Qn(z), ε1) by Qn to z is univalent
and diam(W ) ≤ C1λ
−n
1 . We assume ε1 > 0 small enough so that diam(χ
−1(W )) <
ε0. By the Ho¨lder property of qc homeomorphisms there are α ∈ (0, 1) and C0 > 0
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be such that for all z0, z1 ∈ C we have
dist(χ−1(z0), χ
−1(z1)) ≤ C0 dist(z0, z1)
α,
see Appendix B. Suppose that ε1 ≪ diam(χ(K(V ))) and fix z ∈ χ(K). SinceK(V )
is connected (Lemma 3.3), for n big there is
wn ∈ ∂B(Q
n(z), ε1/2) ∩ χ(K(V )),
so that dist(χ−1(Qn(z)), χ−1(wn)) ∼ 1.
Consider the preimage yn ofwn byQ
n in the connected component ofQ−n(B(Qn(z), ε1))
that contains z. So dist(z, yn) ≤ C1λ
−n
1 and therefore dist(χ(z), χ(yn)) ≤ C0C
α
1 λ
−αn
1 .
So there is a constant C > 0 such that |(Rn)′(z)| ≥ C(λα1D
−1)n. Taking ε0 smaller
if necessary we may assume that λα1D
−1 > 1. 
Proof of Proposition 8.1.
1. Assume by contradiction that R has an irrationally indifferent periodic point p
or a Herman ring H . In the latter case choose p ∈ H . Let δ > 0 be sufficiently
small, so that B˜(Crit(R) ∩ J(R), δ) is disjoint from the forward orbit of p. By the
Corollary of Theorem D there is a nice set V ⊂ B˜(Crit(R) ∩ J(R), δ), a rational
map Q without recurrent critical points in its Julia set and a V pseudo-conjugacy
χ between R and Q. Parts 1 and 2 of Lemma 8.4 imply that χ(p) is an irrationally
indifferent periodic point of Q or that χ(p) is contained in a Siegel disk or a Herman
ring of Q. Since Q does not have irrationally indifferent periodic points nor Herman
rings, we get a contradiction.
2. Is enough to prove that for every δ > 0 the set
J(R) ∩K(B˜(Crit(R) ∩ J(R), δ))
has zero Lebesgue measure. Let V ⊂ B˜(Crit(R) ∩ J(R), δ), Q and χ be given by
the Corollary of Theorem D. By part 3 of Lemma 8.4 it follows that the image of
J(R)∩K(V ) by χ is contained in the Julia set of Q. As Q has no recurrent critical
points, it follows that the image of this set by χ has zero Lebesgue measure. As qc
homeomorphisms are absolutely continuous with respect to the Lebesgue measure,
it follows that J(R) ∩K(V ) has zero Lebesgue measure.
3. Let δ > 0 be sufficiently small so that the closure of B˜(Crit(R) ∩ J(R), δ) is
disjoint from K. Let V ⊂ B˜(Crit(R)∩ J(R), δ), Q and χ given by the Corollary of
Theorem D. Then K ⊂ K(V ) and the compact set K̂ = χ(K) is forward invariant
by Q and disjoint from the critical points of Q. Moreover, part 3 of Lemma 8.4
implies that K̂ is contained in the Julia set of Q.
As Q is expansive on K̂ (cf. [DU]), it follows that R is expansive on K. If K
does not contain parabolic periodic points of R, then K̂ does not contain parabolic
periodic points of Q (part 1 of Lemma 8.4.) In this case Q is uniformly expanding
on K̂, so part 4 of Lemma 8.4 implies that R is uniformly expanding on K. 
8.2. Proof of Theorem B. Let R be a rational map of degree at least 2. Let
r > 0 be the constant given by Theorem D and let m > 0 be the constant given by
Proposition 7.1 for ε = 14 . Takingm larger if necessary we assume that D(m)
2 < 2.
Let τ ∈ (0, 1) be sufficiently small and η ∈ (1, τ−1) sufficiently close to 1, so that
for every c ∈ Crit(R) ∩ J(R) and every small δ > 0 we have
mod
(
B˜(c, δ) \ B˜(c, ητδ)
)
≥m.
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Let r0 be a constant satisfying the hypothesis of Proposition 6.6 for these choices
of τ and η and for ℓ = 3. Suppose that R is Backward Contracting with constant
max{r, r0}.
Then part 2 of Theorem B is a direct consequence of Corollary 8.2.
To prove part 1 of Theorem B, notice first that by part 2 of Proposition 8.1
the set of points in C that do not accumulate on a critical point under forward
iteration has zero Lebesgue measure. So we just have to prove that the set of
points in J(R) that accumulate on a critical point under forward iteration has zero
Lebesgue measure. Let δ0 > 0 and (Vj)j≥1 be the sequence of nice nests given by
part 2 of Proposition 6.6. Clearly the sets C \ K(Vj) are decreasing with j and
their intersection contains the set of points that accumulates on a critical point
under forward iteration. Thus we just have to prove that the Lebesgue measure of
C \K(Vj) converges to 0 as j →∞.
It follows by Proposition 7.1 that for every c ∈ Crit(R) ∩ J(R) and every suffi-
ciently large j we have,
(8) |V cj \K(Vj+1)| <
1
4 |V
c
j |.
Moreover, an easy distortion estimate yields that for every j ≥ 1 we have,
|C \K(Vj+1)| ≤ D(m)
2
(
max
c
|V cj \K(Vj+1)|
|V cj |
)
|C \K(Vj)|.
Since D(m)2 < 2, inequality (8) implies that for every sufficiently large j we have
|C \K(Vj+1)| <
1
2 |C \K(Vj)|. Thus |C \K(Vj)| → 0 as j → ∞, and the proof of
the theorem is complete.
Appendix A. Summability and Collet-Eckmann conditions.
This appendix is dedicated to the proof of Theorem A. We recall the shrinking
neighborhood technique in §A.1 and, after some preliminary lemmas in §A.2, we
prove Theorem A in §A.3.
We fix throughout this appendix a rational map R of degree at least 2.
A.1. Shrinking neighborhoods. The proof of Theorem A is based on a technique
to control the distortion of backward iterates, that was introduced by F. Przytycki
in [Pr2], see also [GSm1, GSm2, PU, BS]. This technique is called shrinking neigh-
borhoods and it is described below. We will use the shrinking neighborhoods only
in Lemma A.2.
Fix a sequence of numbers (dj)j≥0 in (0, 1), such that
∏
j≥0(1 − dj) =
1
2 . Put
D0 = 1 and for j > 0 put Dj =
∏
0≤i≤j−1(1− di).
Consider a critical point c ∈ Crit(R) ∩ J(R), n ≥ 1 and ξ ∈ R−n(c). Given
r ∈ (0, rK) (where rK > 0 is as in §2.3) and j ∈ {0, . . . , n}, let Uj (resp. U ′j) be the
connected component of R−j(B˜(c,Dj+1r)) (resp. R
−j(B˜(c,Djr))) that contains
Rn−j(ξ). Note that Uj ⊂ U ′j.
If for every j = 1, . . . , n the set U ′j is disjoint from Crit(R), then Lemma A.1
below implies that for every v ∈ Un we have
dist(ξ, v)|(Rn)′(v)| ≤ Kd−1n dist(c, R
n(v)).(9)
Here the constant K only depends on µmax and on the constant rK > 1 as in §2.3.
The following is Lemma 2.1 of [GSm2].
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Lemma A.1. Let U ⊂ C be conformally equivalent to the unit disc D and consider
a biholomorphism f : U → D. Setting ξ = f−1(0) ∈ U , for every v ∈ U we have
|ξ − v| · |f ′(v)| ≤ 2|1− f(v)|−1 · |f(v)|.
Proof. Put ζ = f(v) and notice that M(z) = z+ζ
1+ζz
maps D biholomorphically onto
itself and is such that M(−ζ) = 0 and M(0) = ζ. Applying Theorem 1.3 of [Po] to
f−1 ◦M we have,
|ξ − v| = |f−1 ◦M(−ζ)− f−1 ◦M(0)| ≤ |(f−1 ◦M)′(0)|
|ζ|
(1− |ζ|)2
.
Then the lemma follows considering that |M ′(0)| = 1− |ζ|2 ≤ 2(1− |ζ|). 
A.2. Preliminary lemmas. Let v ∈ CV(R) ∩ J(R) and c ∈ Crit(R) ∩ J(R) be
given. Let k be a positive integer such that dist(Rk(v), c) < rK (where rK > 0 is
as in §2.3) and let r > 0 be such that Rk(c) ∈ ∂B˜(c, r). Then we will say that k
is an univalent time for v and c, if the pull-back of the closure of B˜(c, r) to v by
Rk is univalent. We denote by (ki(v, c))i≥1 the increasing sequence of all of the
univalent times for v and c and for each i ≥ 1 we denote by ξi(v, c) the element of
R−ki(v,c)(c) contained in the corresponding pull-back.
Lemma A.2. Suppose that R satisfies the summability condition with exponent
β ∈ (0, 1]. When β = 1 let (ηj)j≥1 be such that ηj →∞ as j →∞ and such that∑
j≥1
ηj
|(Rj)′(v)|β
<∞, for every v ∈ CV(R) ∩ J(R).
When β < 1 put ηj = 1, for j ≥ 1. Given a constant C > 0 put,
ρ(δ) = C inf
dist(ξi(v,c),v)≥δ
(
dist(ξi(v, c), v)
δ
)
|(Rki(v,c)+1)′(v)|1−βηki(v,c)+1.
If C is small enough, then for every c ∈ Crit(R) ∩ J(R), every n ≥ 1 and every
ξ ∈ R−n(c), such that Ri(ξ) 6∈ B˜(Crit, δ) for i = 0, . . . , n − 1, the pull-back of
B˜(c, δρ(δ)) to ξ by Rn is univalent.
Proof. Let D > 0 be the constant such that the numbers
(10) dj = D · ηj+1 max
v∈CV(R)∩J(R)
|(Rj+1)′(v)|−β ,
satisfy
∏
j≥0(1 − dj) =
1
2 , as in the shrinking neighborhoods, and let K > 0 be
the corresponding distortion constant as in (9). Given δ > 0 and r > 1 such that
2δr < rK , consider the shrinking neighborhoods with r = 2δr; i.e. for j = 0, . . . , n
consider the pull-backs (Uj , U
′
j) that contain R
n−j(ξ), as explained in §A.1.
Let k ∈ {0, . . . , n} be the least integer, if any, so that Uk ∩ CV 6= ∅ and let
v ∈ CV be such that v ∈ Uk. We assume that v ∈ J(R), see §2. So Rk is univalent
on U ′k and then there is i ≥ 1 such that k = ki(v, c) and such that ξ = ξi(v, c) ∈ Uk
is the unique preimage of c by Rk in Uk.
Note that for some C0 > 0 only depending on R we have
dist(ξ, v)
(δr)
1
µc
≤ C0
dist(ξ, v)
dist(c, Rk(v))
.
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Considering (10) and property (9) of shrinking neighborhoods, this last quantity is
at most
C0
(
dist(ξ, v)
dist(c, Rk(v))
) µc−1
µc
|(Rk)′(v)|−
1
µc
(
KD−1η−1k+1|(R
k+1)′(v)|β
) 1
µc .
Since dist(c, Rk(v))µc−1 ∼ |R′(Rk(v))|, for some constant C1 > 0 we obtain
dist(ξ, v)
(δr)
1
µc
≤ C1 (dist(ξ, v))
µc−1
µc |(Rk+1)′(v)|
β−1
µc η
− 1
µc
k+1 .
Thus
δr ≥ C−µc1 dist(ξ, v)|(R
k+1)′(v)|1−βηk+1.
By hypothesis dist(ξ, v) ≥ δ, so letting C = 12C
−µc
1 in the definition of ρ, we have
r > ρ(δ). Hence, if we take r = ρ(δ), the neighborhoods Uk avoid critical values
and therefore the corresponding pull-back of B˜(c, δρ(δ)) is univalent. 
Lemma A.3. Let κ0 ∈ (0, 1) be the constant as in the proof of part 2 of the proof
of Proposition 6.1. Given a constant C0 > 0 set
ρ1(δ) = C0 inf
dist(ξi(v,c),v)<δ
(
δ
dist(ξi(v, c), v)
)µc−1
|(Rki(v,c)+1)′(v)|.
If C0 is small enough, then the rational map R is Backward Contracting with func-
tion r0 := min{
κ0
2 ρ, ρ1}.
Proof. Consider δ > 0 small enough so that r0(δ) ≥ 2. We need to prove that
for every c ∈ Crit(R) ∩ J(R) and every sequence of pull-backs U0 = B˜(c, δr0(δ)),
U1, . . . , Uk such that Uk ∩B(CV, δ) 6= ∅, we have diam(Uk) ≤ δ. We will prove this
assertion in the special case when for every j = 0, . . . , k−1 we have Uj∩B(CV, δ) =
∅. As r0(δ) ≥ 2, the general case follows by induction.
So assume that for every j = 0, . . . , k − 1 we have Uj ∩B(CV, δ) = ∅. Consider
the corresponding pull-backs U ′j and U
′′
j of B(c, κ
−1
0 δr0(δ)) and B(c0, 2κ
−1
0 δr0(δ))
respectively, so that Uj ⊂ U ′j ⊂ U
′′
j . Since r0(δ) ≤
κ0
2 ρ(δ), we have by the previous
lemma that Rk : U ′′k → U
′′
0 is univalent.
Assume that there is v ∈ U ′k∩CV. Hence there is i ≥ 0 such that k = ki(v, c) and
such that ξ = ξi(v, c) ∈ U ′k is the k-th preimage of c in U
′
k. Let c0 ∈ Crit(R)∩J(R)
be so that R(c0) = v and let U
′
k+1 be the connected component of R
−1(U ′k) that
contains c0. Since R
k+1 is not univalent on U ′k+1, the conclusion of Lemma A.2
applied to a preimage z of ξ by R in U ′k+1 and with n = k + 1, is false. Therefore
we must have ξ ∈ B(v, δ). By Koebe Distortion Theorem the distortion of Rk on
U ′k is bounded by some definite constant D > 1, so there is C1 > 0 only depending
on R such that,
δ
(δr0(δ))
1
µc
≤ C1
diam(Uk)
diam(U0)
≤ C1D
dist(ξ, v)
dist(c, Rk(v))
≤
≤ C1D
1+ 1
µc
(
dist(ξ, v)
dist(c, Rk(v))
)µc−1
µc
|(Rk)′(v)|
1
µc .
So there is a constant C2 > 0, only depending on R, such that
r0(δ) ≥ C2
(
δ
dist(ξ, v)
)µc−1
|(Rk+1)′(v)|.
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Since dist(ξ, v) < δ, taking C0 equal to C2/2 we obtain a contradiction. So, U
′
k ∩
CV = ∅ for this choice of C0. Therefore diam(Uk) ≤ δ, by definition of κ0. 
The following lemma is needed for the Collet-Eckmann case.
Lemma A.4. Suppose that there is a constant C0 > 0 such that for every v ∈
CV(R) ∩ J(R) and k ≥ 1 we have,
|(Rk+1)′(v)| ≥ C0.
There there are constants C1 > 0 and θ ∈ (0, 1) such that for every v ∈ CV(R) ∩
J(R), every k ≥ 1 and every ξ ∈ R−k(Crit(R)) we have,
dist(ξ, v) ≥ C1θ
k.
Proof. Let M = sup
C
|R′| and let C > 0 such that for every w ∈ C we have
|R′(w)| ≤ C dist(z,Crit(R)).
From |(Rk+1)′(v)| ≥ C0 it follows that |R′(Rk(v))| ≥ C0M−k so
dist(Rk(v),Crit(R)) ≥ C−1C0M
−k.
Hence the pull-back ofB(Rk(v), C−1C0M
−k) by Rk to v is disjoint fromR−k(Crit(R)).
Since the later set contains B(v, C−1C0M
−2k) the lemma follows with C1 = C
−1C0
and θ =M−2. 
A.3. Proof of Theorem A.
1. Considering that ki(v, c), and hence ηki(v,c) and |(R
ki(v,c)+1)′(v)|, are big when
dist(ξi(v, c), v) is small, we conclude that the function r0 defined in Lemma A.3 is
such that r0(δ)→∞ as δ → 0.
2. Let θ ∈ (0, 1) be given. By part 3 of Proposition 6.1 is enough to prove that the
sum
∑
n≫1 (r(θ
n))−α is finite. But this sum is bounded from above by,
C
∑
i,v,c
 ∑
θn<dist(ξi(v,c),v)
(
dist(ξi(v, c), v)
θn
)−β/(1−β)
|(Rki(v,c)+1)′(v)|−β
+
∑
θn>dist(ξi(v,c),v)
(
θn
dist(xi(v, c), v)
)−(µc−1)β/(1−β)
|(Rki(v,c)+1)′(v)|−β/(1−β)

≤ C˜
∑
i,v,c
|(Rki(v,c)+1)′(v)|−β <∞.
3. Suppose that R satisfies the Collet-Eckmann condition. That is, there are C0 > 0
and λ > 1 such that for every v ∈ CV(R) ∩ J(R) we have |(Rk)′(v)| ≥ C0λk.
In particular, for every β ∈ (0, 1), the rational map R satisfies the summability
condition with exponent β. Fix β ∈ (0, 1) and let ρ and ρ1 be the functions defined
in lemmas A.2 and A.3, respectively.
By Lemma A.4 there is C1 > 0 and θ ∈ (0, 1) such that dist(ξi(v, c), v) ≥
C1θ
ki(v,c). Therefore there is C2 > 0 and γ ∈ (0, 1) such that,
|(Rki(c,v)+1)′(v)| ≥ C0λ
ki(v,c) ≥ C2(dist(ξi(v, c), v))
−γ .
Choose µ ∈ (0, 1). If dist(ξi(v, c), v) ≤ δ1−µ, we have
|(Rki(v,c)+1)′(v)| ≥ C2 dist(ξi(v, c), v)
−γ ≥ C2δ
−γ(1−µ);
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in particular ρ1(δ) ≥ C0C2δ−γ(1−µ).
On the other hand note that
if dist(ξi(v, c), v) > δ
1−µ then dist(ξi(v, c), v)/δ > δ
−µ.
Therefore ρ(δ) ≥ Cmin{C0δ−µ, C2δ−γ(1−µ)(1−β)} in this case. Thus
r0(δ) = min{
κ0
2
ρ(δ), ρ1(δ)} ≥ C4δ
−α,
where α = min{µ, γ(1− µ)(1 − β)} and C4 is some positive constant.
4. If the closure of the forward orbit of each critical value does not contain critical
points, then clearly there is C > 0 such that R satisfies the Univalent Pull-back
Condition with function r(δ) := Cδ−1. So, Part 4 of Theorem A follows from
Proposition 6.1.
Appendix B. Quasi-conformal homeomorphisms.
In this appendix we review some properties of quasi-conformal maps. See [LV]
and [Ah] for references.
B.1. Modulus of annuli. Every annulus A ⊂ C is either conformally equivalent
to C∗ := C\{0} or to {z ∈ C | 1 < |z| < R}, for some constant R ∈ (1,+∞]. In the
latter case, the constant R is uniquely determined by A and then mod(A) := ln(R)
is called the modulus of A. (Some authors call 12π lnR the modulus of A; here we
follow [LV].) The modulus mod(A) can also be defined by,
(11) mod(A) =
(
1
2π
inf
h
∫∫
A
|∇h|2dxdy
)−1
,
where the infimum is taken over all functions h : A→ (0, 1) of class C1, such that
h(z)→ 1 as z approaches an end of A and h(z)→ 0 as z approaches the other end
of A.
Consider the flat metric |dzz | on C
∗, that makes C∗ isometric to S1×R. The flat
metric on an arbitrary annulus is defined by pulling back the flat metric on C∗, by
a conformal representation of the annulus to C∗ or to {z ∈ C | 1 < |z| < R}.
B.2. Quasi-conformal homeomorphisms. Given a constantK ≥ 1, we say that
a homeomorphism χ between open subsets of C is K quasi-conformal or K-qc , if
the following equivalent conditions hold.
1. For every annulus A contained in the domain of χ we have
K−1mod(A) ≤ mod(χ(A)) ≤ Kmod(A).
2. The homeomorphism χ has a distributional derivative that is locally L2
and ‖Dχ‖2 ≤ K Jac(Dχ), on a set of full Lebesgue measure.
The constant K ≥ 1 is called the dilatation of χ. If we do not want to specify the
dilatation, we just say that χ is quasi-conformal or qc . Note that every conformal
homeomorphism is 1-qc. Conversely, every 1-qc homeomorphism is conformal.
Property 1 above implies that the inverse of a K-qc homeomorphism is also a
K-qc homeomorphism. For every qc homeomorphism there is a set of full Lebesgue
measure where it is differentiable (in the usual sense) and where its derivative
coincides with its distributional derivative.
The following lemma can be found in [DH1].
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Gluing Lemma. Let U be a bounded open subset of C and let χ : C→ C be a qc
homeomorphism. Let χ0 : U → χ(U) be a qc homeomorphism such that the map
χ˜ : C→ C that is equal to χ outside U and is equal to χ0 on U is continuous. Then
the following properties hold.
1. χ˜ is a qc homeomorphism of C.
2. The derivatives of χ˜ and χ coincide on a set of full Lebesgue in C \ U .
Qc homeomorphisms preserve sets of Lebesgue measure zero and sets of σ-finite
length qc removable: if χ : U → χ(U) is a homeomorphism that is K-qc outside a
set of σ-finite length, then χ is K-qc.
B.3. Normalized qc maps. Let F be the collection of homeomorphisms of C or
the collection of homeomorphisms of D. We say that an element of F is normalized
if it fixes 3 base points in C (resp, if it fixes 0). In each case, for each element h
of F there exist a Mo¨bius transformation ϕ (fixing D in the latter case) such that
ϕ ◦ h is a normalized element of F .
For each constant K ≥ 1, the collection of normalized K-qc homeomorphisms
in F is compact: Every sequence of normalizedK-qc homeomorphisms in F admits
a subsequence that converges uniformly to a normalizedK-qc homeomorphism in F .
Lemma B.1. Let K ≥ 1 be given and let F be one of the collections described
above. Then the following assertions hold.
1. Let (εk)k≥1 be a sequence of positive numbers converging to 0 and let
(χk)k≥1 be a sequence of normalized K-qc homeomorphisms in F that con-
verges uniformly to a homeomorphism χ and such that χk is conformal
outside a set of Lebesgue measure εk. Then χ is conformal.
2. For every ε > 0 there is δ > 0 such that every normalized K-qc homeomor-
phism of C in F that is conformal outside a set of Lebesgue measure δ, is ε
close to a normalized conformal map.
The proof of this lemma is based on the following one.
Lemma B.2. Let A be an annulus and let χ : A → χ(A) be a K-qc homeomor-
phism. Let N be a subset of A such that χ is conformal on A \ N . Then,
mod(A)
(
1 +
(K − 1)|N |
2πmod(A)
)−1
≤ mod(χ(A)) ≤ mod(A) +
(K − 1)|N |
2π
,
where |N | denotes the area of N with respect to the flat metric of A.
Proof. For the upper bound see [LV] (6.6), p. 221. We will now prove the lower
bound.
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Suppose that A is the straight cylinder S1 × (0,mod(A)) and denote by π the
projection π : A→ (0, 1) given by π(θ, t) = tmod(A) . By (11) we have,
1
mod(χ(A))
≤
1
2π
∫∫
χ(A)
|∇(π ◦ χ−1)|2 dxdy
≤
1
2π
(mod(A))−2
∫∫
χ(A)
‖Dχ−1‖2 dxdy
≤
1
2π
(mod(A))−2
(∫∫
χ(A)
Jac(χ−1) dxdy + (K − 1)
∫∫
χ(N )
Jac(χ−1) dxdy
)
=
2πmod(A) + (K − 1)|N |
2π(mod(A))2
.

Proof of Lemma B.1.
1. For a given annulus A, the previous lemma implies that mod(χk(A))→ mod(A)
as k → ∞. We conclude that mod(χ(A)) = mod(A) and that χ preserves the
modulus of every annulus. So χ is 1-qc, and hence conformal.
2. If this is not true, then there is ε > 0 and a sequence of normalized K-qc
homeomorphisms (χk)k≥1 such that χk is conformal outside a set of measure
1
k and
such that the distance from χk to each normalized conformal map is at least ε.
This contradicts part 1. 
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