Design for intervention studies may combine longitudinal data collected from sampled locations over several survey rounds and cross-sectional data from other locations in the study area. In this case, modeling the impact of the intervention requires an approach that can accommodate both types of data, accounting for the dependence between individuals followed up over time. Inadequate modeling can mask intervention effects, with serious implications for policy making. In this paper we use data from a large-scale larviciding intervention for malaria control implemented in Dar es Salaam, United Republic of Tanzania, collected over a period of almost 5 years. We apply a longitudinal Bayesian spatial model to the Dar es Salaam data, combining follow-up and cross-sectional data, treating the correlation in longitudinal observations separately, and controlling for potential confounders. An innovative feature of this modeling is the use of Ornstein-Uhlenbeck process to model random time effects. We contrast the results with other Bayesian modeling formulations, including cross-sectional approaches that consider individual-level random effects to account for subjects followed up in two or more surveys. The longitudinal modeling approach indicates that the intervention significantly reduced the prevalence of malaria infection in Dar es Salaam by 20% whereas the joint model did not suggest significance within the results. Our results suggest that the longitudinal model is to be preferred when longitudinal information is available at the individual level.
several study rounds and cross-sectional data are also collected from different sample locations, in the same study area, during the same period of time. This design is not uncommon 1 and aims at collecting systematic information from sentinel sites over time (longitudinal data), while assessing the characteristics in other locations in the study area at a fixed moment in time (cross-sectional information). In this case, if one wants to evaluate the impact of an intervention, for example, it is necessary to utilize an approach that can accommodate both types of data and account for the dependence between individuals followed up over time. Thus, choosing the appropriate model strategy is crucial to avoid under or overestimating the impact of the intervention.
In this paper we address this methodological issue utilizing data from a malaria control intervention implemented in Dar es Salaam, United Republic of Tanzania. The intervention was part of the Urban Malaria Control Program (UMCP) coordinated by the Dar es Salaam City Council and made use of microbial larviciding to target larval stages of Anopheles mosquitoes, the malaria vector. 2 We chose the UMCP because the program collected both longitudinal and cross-sectional data, with more than 64,000 observations gathered for more than 4 years. Previous evaluations have shown that the intervention significantly reduced the prevalence of malaria infection in intervention areas, 3, 4 although none comprehensively addressed the methodological challenges of analyzing a complex dataset such as the UMCP.
To model the intervention effects, a joint spatial Bayesian model was applied to the UMCP data, combining follow-up and cross-sectional information, treating the correlation in longitudinal observations separately, and controlling for potential confounders. We contrast the results with other Bayesian modeling formulations, including cross-sectional approaches that consider individual-level random effects to account for subjects followed up in two or more surveys. Typical analyses for the above methods involve coding in WinBUGS or using a newly developed R package, integrated Laplace approximation (INLA). In this paper we explore the use of INLA which does not require iterative Monte Carlo computation but does allow the inclusion of spatial contextual random effects straightforwardly.
Results show that while the longitudinal modeling approach indicates that the intervention significantly reduced the prevalence of malaria infection in intervention areas in Dar es Salaam by 20%, corroborating previous findings, 3 the joint model did not suggest significance within the results.
The paper is developed as follows. First, we describe the dataset and sampling strategy used in the intervention. Second, the proposed modeling development is described in terms of longitudinal and cross-sectional data. Following that, we consider the computational approach adopted, which is based on the INLA implementation in R. Finally, we present results of the different Bayesian modeling formulations.
Materials and methods 2.1 Data
We use data collected by the UMCP. We selected these data because: (i) there is a clear intervention to be evaluated and well-defined control and intervention groups; (ii) the study design is challenging, since it combines longitudinal and cross-sectional data; and (iii) potential confounders area available. The UMCP covered 15 of the 73 wards in Dar es Salaam, five in each of the three municipalities that comprise the city. Administratively, the smallest unit is the ten cell unit (TCU), which has an average of 20 households, although some can be much larger. 5 The TCU was used as the UMCP sampling unit and is the spatial unit of analysis of this study. UMCP data were assembled through household interviews, conducted between May 2004 and December 2008, as described in detail elsewhere. 2, 6 Briefly, each survey round randomly sampled 10 TCUs in each ward (based on a roster of TCU numbers) and interviewed all members of households in the sampled TCUs who agreed to participate, aiming at a sample size of 400-450 individuals. Upon consent, individuals were tested for malaria through microscopy. 6 All data collected were georeferenced.
Starting on the second survey round, all households previously interviewed were followed-up, and a new cross-sectional survey was conducted in different TCUs. A total of six survey rounds were done (Table 1) , gathering information on 64,537 people. Only 99 individuals were followed up in all six survey rounds, and 38,661 individuals were interviewed only once. Refusal during cross-sectional surveys was almost null. There was some refusal in the first follow-up, addressed with sensitization efforts.
The UMCP commenced weekly larvicide application in March 2006 in three out of the 15 wards, scaled-up to nine wards in May 2007, and to all 15 wards in April 2008. Therefore, intervention periods did not exactly match survey round periods (Table 1) . To accommodate that, we created a variable that considered the date of the interview to indicate if the individual was in a location under the larviciding intervention.
The UMCP collected varied information on household and individual characteristics, which facilitates a comprehensive assessment of the potential impact of the larval control intervention, controlling for socioeconomic, environmental, and behavioral aspects. Table 2 summarizes the variables utilized in this study.
Model development
The outcome of interest is whether an individual tested positive for malaria. Since the UMCP design combined cross-section and longitudinal data, we considered distinct ways of utilizing the data in order to evaluate the larval control intervention. First, we considered all observations longitudinally and we denoted these for an individual as y ij , i ¼ 1, . . . , m; j ¼ 1, . . . , n i , where i is the individual index, and j is the survey round. Here the i th individual can appear at different times, and have between one and six observations (in this case, all cross-sectional data appear with one single observation). Second, we considered cross-sectional observations jointly with follow-up observations and we denoted these for an individual as y Ã k , k ¼ 1, . . . , N, where N is the total number of observations in the database. Next we detail the Bayesian modeling formulations utilized in this paper considering the different ways of using the UMCP data described earlier. For both formulations, our choice of models was determined by their relevance to the analysis of malaria and their goodness of fit. We measured goodness of fit via the deviance information criterion (DIC) and marginal likelihood. 8 
Drop-out and missingness
We have adopted a strategy of utilizing complete case for individuals in the study. 9 Therefore, any individual observation with missingness in predictors or in the outcome variable was excluded from the analysis. Using this criterion, 632 observations (0.01% of the total observations) were excluded, resulting in a dataset with 63,905 observations for both formulations. Complete case can lead to bias in estimates when substantial proportions of cases are missing. In our case, a very small number of observations were excluded, and we did not observe any strong correlation between missing observations and patterns in the outcome.
In the case of lost to follow up, we do not have information on the mechanisms which could affect failure to attend over time. We have assumed a missing completely at random situation and so have not anticipated there to be any systematic correlation between outcome or intervention and participation. 
where we assumed for simplicity a logit link for f ð p ij Þ. In this formulation we considered a range of predictors within the fixed design matrix with ij th element x T ij . For the random component we assumed that z T ij j is represented by a sum of terms, with z T ij representing random effects with individual and/or possible time dependence, and j is a binary indicator matrix of dimension m Â max i ðn i Þ. First we considered temporal effects and then spatial contextual effects.
Individuals were sampled over time but the times of sampling differed (as presented in Table 1 ). Hence, denote t ij as the sampled times for the i th individual at the j th survey round. Our temporal model consists of fixed predictors, x T ij (described in Table 2 ), so that a basic form is given by
where gðt ij Þ is a link function and can be formatted in a variety of ways. The length of the time on the study in months and the start date of involvement for an individual are known. Initially, we considered a temporal dependency case
where l ij ðt ij Þ follows an Ornstein-Uhlenbeck (O-U) process 10 in which the time dependence is scaled by the time difference from the last observation. This process is derived from the stochastic differential equation where l ij ðt ij Þ is a function of a zero mean Weiner process, with 4 0. The O-U process can be defined via a differential equation where dl ¼ ðlÞdt þ ðlÞdB. Here, B is the Weiner independent increment process and so l is Markovian. This can be expressed as a difference formulation whereby the mean of l ij ðt ij Þ is a scaled function of the preceding value with a timedependent variance component. In general, this is l t $ Nð f tÀs ðl tÀs Þ, 2 ðt À sÞÞ where f tÀs ðÞ ¼ expðÀðt À sÞÞðÞ. This is the continuous time analog of the first order auto regressive model. 11 In particular, in our model the conditional expectation and precision are
It is important to employ this construction as individuals, when linked in time, have different observation times and gaps between observations. Note that the acts as a scaling effect with respect to the dependence on time. An extension to this could be to consider grouped or individual scaling parameters i , so that dependencies could be allowed to vary across groups or individuals. This approach is beyond the scope of this paper.
A spatial extension to this model using longitudinal data (models L1-L4 in Table 3 ) considered the inclusion of spatial contextual effects. We considered that the UMCP area in Dar es Salaam consists of a number of administrative units: municipalities (3), wards (15) , and TCUs (913 sampled, out of 3243), as well as 6796 unique households. We sought to make allowance for the neighborhood effects that could arise from the nested administrative regions, and thus added spatial effects (fixed and random) to the basic temporal model. For example
where v i2k denotes an effect for the k th contextual neighborhood (ward) as for u i2l with the l th neighborhood (TCU). A number of these effects could be included. For example, uncorrelated heterogeneity in which case the noninformative prior specification v k $ Nð0, À1 v Þ could be assumed (L1 and L2). Alternatively a spatially structured effect could be assumed, allowing for spatial correlation at the contextual level (L3 and L4). In the latter case we made the conventional assumption that the effect has a conditional autoregressive prior distribution, 10 which is specified conditional on effects in neighboring areas as u l jfu p g p6 ¼l $ Nð u l , À1 u =n l Þ. This assumption provides for a Markov dependence on immediate neighboring areas (those that are adjacent) defined for the i th neighborhood as i . In our models we also assumed that ¼ 1, which is the improper conditional auto regressive (CAR) model specification. 12 Our overall O-U spatial model is then specified as
where the collection v i2k þ Á Á Á u i2l consists of a range of random spatial effects (indexed by TCU, ward, municipality, and household). Prior distributions for parameters were derived from considerations of noninformativeness and parsimony. We assumed zero mean Gaussian prior distributions for regression parameters { j }, so that j $ Nð0, À1 j Þ where the precisions are assumed to be fixed. We also assumed a log-normal prior distribution for , logðÞ $ Nð0, 0:2Þ. For the marginal O-U process precision 0 we assumed 0 $ Gað1, 5eÀ05Þ, while for the precisions on the uncorrelated or spatially structured random effects we assumed Ã $ Gað1, 5eÀ05Þ.
The joint cross-sectional model
As an alternative formulation we examined the possibility of simplifying the modeling by determining a temporal grouping for the individuals without addressing repeated observations. In this analysis we examined a joint model for y Ã i . We used a joint model that allows the follow-up correlation to be handled separately. The joint model is defined as follows. We subset y Ã i as
where there are n individuals interviewed in cross-sectional survey rounds and p individuals followed up in each survey round. Thus, the total number of observations N is N ¼ n þ p. The joint model is Bernoulli with separate links for fresh and follow-up rounds: y Ã i $ Bernð p i Þ. Individuals with repeated observations are identified via random effects related to the household they live in. Each survey round was associated with a factor level (roundnum), and each individual was associated and each individual was associated with an amount of time for duration on the study in months and a date for their study inception. A linear dependence or a random walk smoothing of month on study was used to describe the temporal effect in different models. With a logit link, logitðp i Þ was parameterized with the fixed individual effects, effects related to time on study and effects for the nested spatial contextual neighborhood.
One such model can be specified as
and x ij is the ij th element of the fixed design matrix. Here j denotes the spatial contextual area, TCU, and v i2j þ u i2j represents the uncorrelated and correlated spatial random effects. The regression parameters, , have zero-mean Gaussian prior distributions with fixed precisions. Note that fresh and follow-up individuals were assigned possibly different fixed effects within this joint model formulation and different temporal dependencies (see Appendix 1) . The variety of model specifications used for these joint models are described in Table 3 .
Computational considerations
The Bayesian hierarchical models could be implemented using posterior sampling algorithms. The conventional choice for this would be Gibbs or Metropolis-Hastings updating within a Markov chain Monte Carlo algorithm. 13 With a large number of potential models to consider with different predictor/effect combinations and the large number of observations (63,905 after missing observations removed), it was felt that a faster computational alternative would be preferred. In that case, we considered approximate Bayesian solutions and decided to employ an INLA, which is available for posterior approximations. 14 This approximation employs numerical integration and exploits sparse matrix computation to allow relatively complex Bayesian models to be implemented. A range of applications of this approach have been proposed. [15] [16] [17] In our example, we applied this approximation to longitudinal and cross-sectional spatial contextual models. Appendix 1 provides the programming code used for the analyses presented in this paper.
Results
We examined a range of longitudinal and joint models, with specifications summarized in Table 3 . The O-U random effect and the roundINIT variable in the longitudinal models take the place of a month random or fixed effect in the joint models. In the joint model, net_treat and symp5ormore are allowed to have different estimates for those in the cross-sectional and follow-up groups. Also note that FUpos is only present in the joint models. All models controlled for the variables that are described in Table 2 except when noted otherwise in Table 3 . Table 4 shows the goodness of fit of all models based on DIC and marginal likelihood. All models included the variables described in Table 2 ; the differences between the models are the inclusion of random and fixed effects, and how time was modeled ( Table 3 ). While it is not possible to make a direct comparison of DIC between cross-sectional and longitudinal models, within each class a comparison of DIC suggests that models J5 and L2 are the best fit of the models considered. These models are also supported by the marginal likelihood and predictive marginal likelihood, both of which are cross-validated predictive measures of fit. In both the longitudinal and joint cases, these goodness of fit measures show that the model with a spatially structured effect for TCUs does not significantly impact the prediction of the probability of testing positive for a malaria infection, while the model with uncorrelated heterogeneity effect does. The DICs for J3, J4, J5, and J6 are similar, and this suggests that we do not gain much by allowing for different parameter estimates for cross-sectional versus follow-up groups or by adding a correlated spatial effect. Thus, J5 is considered the best model choice within the joint model approach. Table 5 presents the posterior odds ratio estimates and credible intervals for models J5 and L2. This table illustrates that the joint model approach is not able to estimate the effects well while the longitudinal model setting is able to do so. The majority of significant effects show to be preventive with an odds ratio below 1. The covariates that do not appear to be preventative are the effect: of the second municipality (Temeke), the head of the household knows at least five correct symptoms, and head of household considers malaria as a major health problem in L2 as well as the fourth level of the asset index in J5. In the longitudinal model, the variable Intrv, which measures the effect of the intervention, indicates that the larval control program significantly reduced the prevalence of Table 6 displays the posterior mean estimates and 95% credible intervals for the hyperparameters (precisions and temporal dependence parameter). Though they are not directly comparable, the estimates for the J5 show to be much larger than those associated with L2. This is likely a consequence of the joint model failing to capture the full effect of the time dependence.
For the best fitting models, we display in Figures 1 and 2 the posterior mean uncorrelated random effect maps. They suggest some differences in the random spatial effect structure of TCUs for the two models. In the case of J5 the distribution of effects is more uniform, whereas for L2 the effect appears more random with a larger range in values. However, in both of these maps, a large portion of the data is close to zero showing that these effects are not of large variance. Moreover, it should be noted that the addition of a spatial correlation effect did not reduce the DIC in either case, which means that it does not lead to an improved model.
Computationally, the joint models have a much longer run time with J5 taking 19.5 h and L2 taking 5.5 h; the coding is also slightly more complex in the joint setting (programming code is 
Discussion
In this paper we utilized two different Bayesian model formulations (joint and longitudinal) to assess the impact of a large-scale larviciding intervention for malaria control, in the special case when the dataset combined cross-sectional and longitudinal information. A priori we would support the longitudinal model, as it addresses directly the correlation between time periods within individuals. This is particularly important for the UMCP data because there is not a set time between follow-up measures and individuals can appear in nonconsecutive survey rounds. For example, an individual could appear in round 2, not appear in round 3, be surveyed again in rounds 4 and 5, and be absent in round 6.
In the joint formulation, we related time and follow-up status through the month effects (fixed and random) and by sub-setting the modeling of the data, respectively. While these effects do bring us closer to the model identification we are looking for, they still did not bring into play the difference between current survey time and initial survey time (or the time of the individual in the study). That was accounted for in the longitudinal model.
Our results showed that the effect estimates under joint model J5 differed from those under the longitudinal model L2, with the s for the joint approach not well estimated. Furthermore, sensitivity analysis showed that changing the priors for the joint model largely affected how well estimated the posterior results were while this was not an issue in the longitudinal model. A different cross-sectional formulation, accounting for follow-up data, considering time trend modeled as a first-order autoregressive process, and modeling rainfall with a smooth function where the spline penalty follows a second-order random walk process indicated that the odds of individuals living in areas treated with larviciding being infected with malaria were 21% lower than those who lived in areas not treated; the reduction in the odds was 40% in the dry season. 3 We would expect some difference in the results due to different model assumptions. Ignoring the longitudinal correlation structure for individuals could lead to greater variability across subjects. This in turn could lead to masking of effects of the intervention, by the introduction of extra noise. It might be expected that since the intervention is time related, a model formulation that specifically accounts for these temporal effects will be favored. Thus, based on our results, the longitudinal model is still to be preferred when longitudinal information is available at the individual level. random effects were included. In addition, the data as well as the random effect for month were set up such that the data are subset by whether a participant is a follow-up or not.
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