We give the results of a comprehensive simulation study of the power properties of prominent goodness-of-fit tests. For testing the normal N(µ, σ 2 ), we propose a new omnibus goodness-of-fit statistic C which is a combination of the Shapiro-Wilk statistic W and the correlation statistic R. We show that the test of normality based on C is overall more powerful than other prominent goodness-of-fit tests and is effective against both symmetric as well as skew alternatives. We also show that the null distribution of C can be approximated by a four-moment F. For the exponential E(θ, σ), Tiku statistic Z (using sample spacings) and modified Anderson-Darling A are the most powerful. For testing other distributions, the statistics based on generalized sample spacings and the modified Anderson-Darling statistic provide the most powerful tests.
Introduction
A parametric procedure usually hinges on the assumption of a particular distribution. It is, therefore, of utmost importance to assess the validity of the assumed distribution. This is accomplished by doing a goodness-of-fit test. A galaxy of omnibus goodness-of-fit tests are available; see, for example, [1] and the references in [2, . In this paper, we report the simulation results for the tests we found to be overall most powerful: (i) the combined statistic C for testing normal N(µ, σ 2 ), (ii) the statistics Z (using exponential sample spacings) and the modified Anderson-Darling statistic for testing exponential E(θ, σ), (iii) the statistic Z * (using generalized sample spacings) for testing a skew distribution, and for testing a symmetric distribution against skew alternatives, (iv) the modified Anderson-Darling statistic and the correlation statistic R for testing uniform (θ 1 , θ 2 ). A four-moment approximation is available to the null distribution of C. The null distributions of Z * and U are effectively normal for all sample sizes n ≥ 7 and their power functions can also be derived analytically. The tests based on the EDF statistics are generally difficult to implement since they involve parameter estimation.
This work can be good material for software developers because it identifies the most powerful goodness-of-fit statistics and gives their approximate null distributions. The latter can be used for calculating p-values.
Testing for normality
Consider normal density N(µ, σ 2 ), µ and σ being unknown. A large number of statistics are mentioned in [1] and [2] but we will consider only the prominent ones which are convenient from a computational point of view.
Shapiro-Wilk statistic:
Let
be the order statistics of a random sample y 1 , y 2 , . . . , y n . The Shapiro-Wilk statistic is The values of the coefficients a i (1 ≤ i ≤ n), and the percentage points of the null distribution of W, are given in [3, Tables   15 and 16 ]. Shapiro and Wilk [4] give a part-theoretical and part-empirical method of deriving the null distribution of W.
Correlation statistic: The correlation statistic R is due to Filliben [5] and Smith and Bain [6] , and it can be used for testing any assumed density of the type (1/σ)f 0 ((y − µ)/σ). Let
be the quantiles of the density f 0 , F 0 (z) = z −∞ f 0 (z)dz being the cumulative density function. The correlation statistic simply Combined statistic: There is no omnibus test of normality which is the most powerful against all kinds of alternatives. Therefore, linear combinations of directional tests are mostly used instead of omnibus tests to achieve higher power. However, these tests are powerful only against a specific class of alternatives. In this section, we propose a new test statistic C which is a linear combination of two prominent statistics, W and R; W is overall the most powerful against skew and shorttailed symmetric alternatives and R is overall the most powerful against long-tailed symmetric alternatives. In spite of the fact that W and R are correlated with one another, a good improvement from the perspective of power is achieved with the new statistic. The new statistic C is a weighted sum of W and R with positive weights adding to 1: 
(2.6) √ b 1 and b 2 being the sample skewness and kurtosis, respectively. For b 1 less than 0.6 and b 2 not more than 3.5, W automatically receives a dominant weight. The coefficients a 1 and a 2 were determined empirically to achieve the highest power overall. In essence, C is obtained by using the preliminary information inherent in sample skewness and sample kurtosis. The asymptotic null distribution of C can be obtained by a four-moment F approximation. If the (β 1 , β 2 ) values of X lie within the F-region, one can successfully use the four-moment F approximation to the distribution of X as follows [8] . Write
Null distribution of
where F has a central-F distribution with v 1 and v 2 degrees of freedom, and the coefficients f and h are determined by equating the first four moments on both sides of (2.8). That gives
where µ 1 and µ 2 are the mean and the variance of C, respectively. Thus, the distribution of We noticed that the simulated values (β 1 , β 2 ) of C satisfy the condition (2.7). Therefore, the percentage points of C can be obtained from (2.8) and (2.9). Table 1 shows the percentage points of C so obtained and the corresponding type I errors. 
(2.10)
are the sample mean and variance [9] . The asymptotic null distribution ofÂ is known. For small n, the percentage points ofÂ (and other modified EDF statistics) are obtained from equations given in [3, Table 34 ].
For comparison withÂ, we also consider the Kolmogorov-Smirnov statistiĉ
where
The Shapiro-Wilk and the modified EDF statistics are also available for testing the exponential E(θ, σ). We will consider them later.
Jarque-Bera Test:
In some areas of statistics, the Jarque-Bera test is a very popular test of normality [10] . We also conducted a simulation study for the Jarque-Bera test and found that it performed poorly overall compared to those considered in our study; see also [11] . We do not, therefore, reproduce the power values for conciseness.
Testing for non-normal distributions
We consider prominent test statistics which are known to be powerful for testing non-normal densities. The correlation statistic R, which can be used to test any location-scale distribution, has already been mentioned in the above section and we, therefore, do not repeat it.
Tiku statistics: To test that f 0 is the exponential (θ and σ unknown)
Tiku [12] defines the statistic
are the exponential sample spacings. He shows that the null distribution of Z/2 is the same as the distribution of the mean of n − 2 iid uniform (0, 1) variates. Therefore, the distribution tends to normal very quickly.
For n ≥ 7, in fact, the null distribution of Z is closely approximated by normal with
Small and large values of Z lead to the rejection of E(θ, σ).
To test any other location-scale invariant density f 0 , Tiku [12] defines the statistic
obtained by replacing D i by the generalized spacings
µ i:n is the expected value of the ith standardized variate
are the order statistics of a random sample of size n from the assumed distribution (1/σ)f 0 ((y − µ)/σ). For ease in computations, we replace µ i:n by the population quantiles 
.
The null distribution of Z * is asymptotically the same as that of Z, i.e., normal. This follows from an interesting result due to
Pyke [14] . He shows that any chosen set of the spacings G i are asymptotically distributed as exponential spacings. For n ≥ 7, in fact, the normal distribution with mean 1 and variance (3.6) gives a very close approximation to the null distribution of Z * . The computation of (3.6) is not too difficult since For testing the Uniform (θ 1 , θ 2 ) density
against symmetric alternatives, Tiku [15] defines the statistic
[n/2] is the integer value of n/2 and U i = (n + 1)(y (i+1) − y (i) )(1 ≤ i ≤ n − 1) are the uniform spacings. For large n (effectively, n ≥ 7), the null distribution of U is normal (see [15] ) with
Null distribution of Z * : The Z * statistic (reduces to Z for the exponential) can be written as the ratio of two linear functions of order statistics, that is, Since under some very general regularity conditions, linear functions of order statistics are normally distributed (see [16] ), we have 
where Z 1 is a standard normal variate. The cutoff point d α is obtained by equating the expression on the right hand side to the 100(1 − α)% point of a standard normal distribution. That is,
This is a quadratic equation of the type (3.15) and has one positive and one negative root; d α is the positive root.
The power for Z * can similarly be evaluated by using the values of µ i:n and σ ij:n under the alternative distribution in (3.12).
One can also obtain the null distribution of U in the same way.
Power properties
In this section, we consider testing normal N(µ, σ 2 ), exponential E(θ, σ), extreme-value EV(η, δ) and uniform U(θ 1 , θ 2 ) distributions.
Testing normal N(µ, σ 2 ): As alternatives to the normal distribution, we choose a broad range of distributions as in Table 2 .
We give the simulated values based on N = [100,000/n] (integer value) Monte Carlo runs of the power of C, W, R,D,Â and Z * tests. What emerges from the power comparison is the following. There is no single test which is more powerful than others for all the alternatives. However, C is overall more powerful than W. This is particularly important because W has been regarded as the most powerful test of normality. The C test is also considerably more powerful overall than the R test. It may be noted that the C test is the only one which is effective against long-tailed symmetric, skew as well as short-tailed symmetric alternatives and is clearly advantageous. It is also quite effective if the sample contains outliers. The modified EDF (D andÂ) tests, particularlyD, are not quite as powerful as C. The C test is a clear choice for testing normality if nothing is known about the alternative distribution. It must be said, however, that the R test is overall the most powerful against long-tailed symmetric and outlier alternatives. Table 4 Simulated a values of the variances of Z * and the probability P Z * Testing exponential E(θ, σ): Realizing that y (1) is sufficient for θ, to use the modified EDF statistics we write
u (i) are substituted in (2.10) and (2.11) to compute the values ofÂ andD. Since theD test turned out to be considerably less powerful thanÂ, we only reproduce the values for the latter in Table 3 .
The Shapiro-Wilk statistic to test the exponential E(θ, σ) is
Small and large values lead to the rejection of E(θ, σ). Shapiro and Wilk [17] give the simulated percentage points.
For the R test,ρ is the product moment correlation coefficient between y (i) and the population quantiles
The percentage points of R are obtained empirically.
The simulated values of the power of the tests based on the statistics Z, W, R, C e andÂ are given in Table 3 . The Z andÂ tests are overall the most powerful. See also [18,19,20 ( 
Testing extreme-value EV(η, δ): Like the exponential E(θ, σ), the extreme value distribution EV(η, δ) :
is positively skewed and is very important from an application's point of view. It is also important for the fact that if X has the Weibull distribution
then y = ln x has the EV(η, δ) distribution with δ = ln β and η = 1/α. To test that f 0 is EV(η, δ), η and δ not known, we use the Z * statistic with
0.577 22 being the Euler constant; see [22, 23] . We also give the simulated values of the probability P |Z * − 1| ≥ 1.645 V(Z * ) |H 0 based on [100 000/n] (integer value) Monte Carlo runs; see Table 4 . It can be seen that the normal approximation is very accurate. 
The estimateη is obtained from the first equation by iteration and thenδ is obtained from the second equation. The computations, however, are formidable [24] . We, therefore, use the modified maximum likelihood estimation (MMLE) to obtain these estimators [25] .
The likelihood equations for extreme-value distribution are
where z (i) = y (i) − δ /η. They do not have explicit solutions due to the nonlinear function g(z (i) ) = e −z (i) . To obtain an explicit solution, g(z (i) ) is expanded around t (i) = E(z (i) ) by using the first two terms of a Taylor series expansion and we get
Thus, the following estimators are obtained:
(4.12)
Realize that one does not need any iterations to compute the estimators (4.10) and (4.11). Vaughan and Tiku [25] also show that the estimatorsδ andη are unbiased and asymptotically as efficient as ML estimators.
Another prominent statistic for testing EV(η, δ) is the Mann-Scheuer-Fertig statistic proposed in [26] and given by
The simulated values of the power of the tests based on the correlation statistic R and the Mann-Scheuer statistic S are available in the literature for n = 10, 25 and 40, and 5 percent significance level and for the first four distributions in include the last four distributions in Table 5 to give a broader coverage. The Z * andÂ tests turn out to be overall considerably more powerful than R and S.
Testing uniform U(θ 1 , θ 2 ): To test the uniform U(θ 1 , θ 2 ), θ 1 and θ 2 not known, we give the simulated values of the power against numerous symmetric alternatives. The statistic R is calculated from the product moment correlation coefficient between y (i) and t (i) = F −1 0 (i/(n + 1)), 1 ≤ i ≤ n. The statisticsÂ andD are calculated from (2.10) and (2.11) by equatingû (i) to (see [28] ) V (i) = (y (i+1) − y (1) )/(y (n) − y (1) ), 1 ≤ i ≤ n − 2, (4.14) and replacing n by n − 2. It may be noted that V (i) (1 ≤ i ≤ n − 2) are jointly distributed as the n − 2 order statistics of a random sample of size n − 2 from a uniform U(0, 1) distribution. The U statistic is obtained as in (3.8) . The values of the power are given in Table 6 .
It can be seen that theÂ and R tests are the most powerful overall. U is the most powerful against symmetric alternatives whereas Z * andÂ perform better against skew alternatives. As in (2.5), we combined U and Z * to obtain a more powerful test of uniformity. Only a slight improvement in the power was achieved. We do not, therefore, reproduce the details.
Remark. Although we have given values of the power of various competing tests mostly for 10% significance level, their relative power values are essentially the same for 5% and 1% significance levels. We do not reproduce the values for conciseness.
