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Zusammenfassung
Mit der vorliegenden Dissertation wollen wir einen Beitrag zur Theorie der
konvexen Risikomaße und ihrer Dynamik leisten.
Im Kapitel 1 beschäftigen wir uns zunächst mit unbedingten konvexen Ri-
sikomaßen. Wir erläutern die Eigenschaften dieser Funktionale und geben
einen Überblick über die Möglichkeiten ihrer Darstellung. Anschließend dis-
kutieren wir das Problem ihrer Fortsetzbarkeit.
Im Kapitel 2 erklären wir, wie sich die Darstellungssätze auf bedingte kon-
vexe Risikomaße übertragen lassen, und untersuchen, unter welchen Voraus-
setzungen eine reguläre bedingte Darstellung existiert. Auf polnischen Räu-
men beweisen wir die Existenz auf den Klassen der halbstetigen Funktionen.
Für das bedingte Average Value at Risk zeigen wir, dass durch eine zuge-
hörige Familie von unbedingten AVaR-Risikomaßen eine reguläre bedingte
Darstellung sogar auf der Klasse aller beschränkten Auszahlungsprofile ge-
geben ist.
Im Kapitel 3 untersuchen wir die intertemporale Struktur von dynamischen
konvexen Risikomaßen. Zunächst analysieren wir verschiedene Formen der
Akzeptanz- und Ablehnungskonsistenz, welche einem zeitlich rückwärts ge-
richteten Ansatz der Risikobewertung entsprechen und in der Regel zur Kon-
struktion von dynamischen konvexen Risikomaßen zu einer vorgegebenen Fil-
tration verwendet werden. Als Alternative formulieren wir einen vorwärts ge-
richteten Ansatz, bei dem jedes bedingte konvexe Risikomaß als eine Konse-
quenz aus der vorherigen Risikobewertung und der eingehenden Information
konstruiert wird.
Dann diskutieren wir Aktualisierungsvorschriften für konvexe Risikomaße.
Wir überprüfen, inwieweit die vorgestellten Bedingungen der zeitlichen Kon-
sistenz in ihrer starken und schwachen Form oder die Bedingung der Konse-
quenz als Aktualisierungskriterium geeignet sind. In diesem Zusammenhang
diskutieren wir abschließend auch das Problem der Unsicherheitsreduzierung
nach dem Erhalt von Zusatzinformation.
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Abstract
This thesis is a contribution to the theory convex risk measures and their
dynamics.
In chapter 1 we consider unconditional convex risk measures. At first, we
explain the properties of these functionals and present different possibilities
of their representation. Then we discuss the extension problem for convex
risk measures.
In chapter 2 we study conditional convex risk measures and their represen-
tations. We also analyze under which conditions these functionals admit a
regular conditional representation. On polish spaces we prove existence on
the classes of semicontinuous functions. For the conditional Average Value
at Risk, we show that a regular conditional representation is given by a cor-
responding family of unconditional AVaR risk measures on the class of all
bounded payoff functions.
In Chapter 3 we investigate the intertemporal structure of dynamic convex
risk measures. We begin by considering different conditions of acceptance and
rejection consistency which correspond to a backward approach of dynamic
risk evaluation and which are used for the construction of dynamic convex
risk measures with respect to some given filtration. We also introduce an
alternative forward approach where each conditional convex risk measure is
constructed as a consequence of the initial risk evaluation and the incoming
information.
Then we discuss update rules for convex risk measures. We analyze whether
the conditions of strong and weak consistency and the condition of consecu-
tivity are appropriate update criteria. In this context, we finally discuss how
uncertainty may be reduced after receiving some additional information.
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Jede Finanzanlage birgt ein gewisses Verhältnis zwischen Chance und Risiko.
Je höher die mögliche Rendite einer Anlage ist, desto höher ist in der Regel
auch ihr Verlustrisiko. Letzteres gilt es zu bewerten und insbesondere zu be-
messen. Banken und Versicherungsinstitute haben bestimmte Auflagen zur
Bildung von Kapitalrücklagen oder Sicherheitsreserven, die eventuelle Ver-
luste ihrer Finanzanlagen kompensieren sollen. Als Maß für das Verlustrisiko
einer Finanzanlage kann deshalb die Mindesthöhe einer solchen Rückstellung
betrachtet werden, die aus der Sicht der zuständigen Aufsichtsbehörde erfor-
derlich ist. Basierend auf dieser Idee entstand in der Finanzmathematik die
Theorie der kohärenten und konvexen Risikomaße. Artzner, Delbaen, Eber
& Heath [1] erarbeiteten einen axiomatischen Ansatz zur kohärenten Risi-
kobewertung. Föllmer & Schied [18], [19] sowie Frittelli & Rosazza Gianin
[22] entwickelten diesen Ansatz weiter, indem sie die Struktur von konvexen
Risikomaßen untersuchten.
Eine Finanzanlage wird dabei durch ihr zugehöriges Auszahlungsprofil be-
schrieben, also durch eine Zufallsvariable X auf einem messbaren Raum
(Ω,F). Ein konvexes Risikomaß ρ auf einer Klasse von solchen Auszahlungs-
profilen ist definiert als ein reellwertiges, monotones und konvexes Funktio-
nal, das die Eigenschaft der Translationsinvarianz besitzt. Unter geeigneten




Bei der Risikobewertung betrachtet man demnach eine ganze Klasse von
Wahrscheinlichkeitsmaßen auf dem Raum der zukünftigen Szenarien. Das Ri-
siko einer Finanzanlage wird gemäß der robusten Darstellung als der größte
erwartete Verlust berechnet, der innerhalb dieser Klasse auftreten kann, ab-
züglich eines vom jeweiligen Wahrscheinlichkeitsmaß abhängigen Strafterms.
Die Penalty-Funktion α ermöglicht einen differenzierten Vergleich der pro-
babilistischen Modelle. Im ersten Teil von Kapitel 1 setzen wir uns mit den
1
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Eigenschaften von konvexen Risikomaßen auseinander und geben einen um-
fassenden Überblick über die Möglichkeiten ihrer Darstellung.
In diesem ersten axiomatischen Ansatz zur Risikobewertung wird die Rolle
der zur Verfügung stehenden Information nicht berücksichtigt. Deshalb be-
gann man in der finanzmathematischen Literatur, bedingte und dynamische
konvexe Risikomaße zu untersuchen. Zu nennen sind hier u. a. die Arbeiten
von Artzner, Delbaen, Eber, Heath & Ku [2], [3] und Riedel [31] für den
kohärenten Fall sowie Detlefsen & Scandolo [13], Klöppel & Schweizer [26],
Föllmer & Penner [17], Weber [40] und Cheridito, Delbaen & Kupper [7]
für den allgemeinen konvexen Fall. Das Verlustrisiko einer Finanzanlage X
bewertet man nun zu verschiedenen Zeitpunkten t in Abhängigkeit von der
verfügbaren Information, welche durch eine σ-Algebra Ft ⊂ F repräsentiert
wird. Das Risiko ρt(X) ist durch eine Ft-messbare Zufallsvariable gegeben.
Wie sich die Darstellungssätze für konvexe Risikomaße auf die bedingte Si-
tuation übertragen lassen, erklären wir im ersten Teil von Kapitel 2. So erhält
man insbesondere unter geeigneten Voraussetzungen für das jeweilige beding-
te konvexe Risikomaß ρt eine robuste Darstellung der Form
ρt(X) = ess sup
Q∈Qt
{EQ(−X|Ft)− αt(Q)}.
Im Rahmen der vorliegenden Dissertation untersuchen wir Beziehungen zwi-
schen unbedingten und bedingten Risikomaßen und analysieren die Rolle der
zur Verfügung stehenden Information bei der dynamischen Risikobewertung.
Die vier Problemstellungen aus der Theorie der kohärenten und konvexen
Risikomaße, mit denen wir uns beschäftigen, wollen wir im Folgenden kurz
erläutern.
Fortsetzbarkeit von konvexen Risikomaßen
Im zweiten Teil von Kapitel 1 diskutieren wir das Problem der Fortsetzbarkeit
von konvexen Risikomaßen, das sowohl aus ökonomischer als auch aus mathe-
matischer Sicht interessant ist. Wir beantworten damit insbesondere die Fra-
ge, wie das Verlustrisiko einer Finanzanlage, deren Auszahlungsprofil nicht
im Definitionsbereich eines konvexen Risikomaßes ρ liegt, in Vereinbarung
mit den durch ρ vorgegebenen Akzeptanzkriterien bewertet werden kann.
Gleichzeitig dient diese Diskussion als Vorbereitung für die Untersuchungen
zur Existenz einer regulären bedingten Darstellung von bedingten konvexen
Risikomaßen, was der zweite Schwerpunkt unserer Arbeit ist.
Wir stellen zwei allgemeine Methoden der Fortsetzung vor. Ein von oben oder
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unten stetiges Risikomaß ρ : X → R̄ kann durch monotone Approximation
auf die Klasse Xσ bzw. X σ fortgesetzt werden, welche alle Auszahlungsprofile
enthält, die als Grenzwert einer monoton fallenden bzw. wachsenden Folge
in X darstellbar sind. Weiter reicht die Methode der inneren oder äußeren
Approximation, welche eine Fortsetzung auf der Klasse X ? aller Auszahlungs-
profile erzeugt. Wir überprüfen in beiden Fällen, ob Eigenschaften wie Kon-
vexität oder Stetigkeit durch die Bildung der Fortsetzung erhalten bleiben.
Im Allgemeinen ist es selbst unter zusätzlichen Stetigkeitsannahmen nicht
möglich, ein konvexes Risikomaß eindeutig fortzusetzen. Aus diesem Grund
untersuchen wir Regularitätseigenschaften, mit deren Hilfe spezielle Fortset-
zungen charakterisiert werden können. Regularität von innen oder außen ist
eine aus der Maß- und Integrationstheorie bekannte Forderung, vgl. z. B.
Bauer [5] oder König [27], und sie ist eng verwandt mit der Eigenschaft der
Kapazitabilität, welche von Choquet [8] zuerst für Mengenfunktionen und
später für funktionale Kapazitäten untersucht wurde. In der Diskussion von
konvexen Risikomaßen wurden Regularitätseigenschaften unter topologischen
Voraussetzungen erstmals von Krätschmer [28] verwendet, um diejenigen
konvexen Risikomaße zu beschreiben, die auf der Klasse B aller beschränkten
Auszahlungsprofile eine robuste Darstellung durch eine Penalty-Funktion auf
M1 erlauben.
Seine Ergebnisse sowie Charakterisierungen von konvexen Risikomaßen auf
den beschränkten und stetigen Funktionen von Föllmer & Schied [21] be-
nutzen wir, um die Frage zu beantworten, unter welchen Bedingungen ein
konvexes und stetiges Risikomaß ρ : Cb → R in regulärer und stetiger Weise
auf die Klasse B fortgesetzt werden kann. Durch äußere oder innere Appro-
ximation kann ρ zunächst zu einem konvexen Risikomaß auf den Mengen
Lb und Ub der beschränkten unter- bzw. oberhalbstetigen Funktionen fort-
gesetzt werden derart, dass ρ?|Lb stetig von unten und ρ?|Ub stetig von oben
ist. Danach wechselt man die Approximationsrichtung und setzt das jeweilige
Funktional nach B fort. Unter geeigneten Voraussetzungen erhält man so die
konvexen Risikomaße
(ρ?|Lb)? und (ρ?|Ub)?,
wobei (ρ?|Lb)? stetig von oben und von innen Lb-regulär ist und (ρ?|Ub)?
stetig von unten und von außen Ub-regulär. Falls die Voraussetzungen für die
Bildung beider Fortsetzungen erfüllt sind, dann stimmen diese sogar überein.
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Reguläre bedingte Darstellungen von bedingten Risikomaßen
Im zweiten Teil von Kapitel 2 befassen wir uns mit der Frage nach der Exis-
tenz einer regulären bedingten Darstellung von bedingten konvexen Risiko-
maßen ρ0 : L∞(Ω,F , P ) → L∞(Ω,F0, P ). Die Zufallsvariable ρ0(X), die ei-
ner Finanzanlage X durch ein F0-bedingtes konvexes Risikomaß zugeordnet
wird, kann bis auf eine P -Nullmenge als die Mindesthöhe eine erforderlichen
Kapitalrücklage für X in Abhängigkeit von der zum Bewertungszeitpunkt
verfügbaren Information F0 angesehen werden. Wir untersuchen, unter wel-
chen Bedingungen ρ0 eine solche Interpretation auch punktweise erlaubt, d. h.
für jedes eintretende Szenario. Unter einer regulären bedingten Darstellung
verstehen wir eine Familie {ρω} von unbedingten konvexen Risikomaßen auf
einer geeigneten Klasse Y ⊂ L∞(Ω,F , P ) von Auszahlungsprofilen, so dass
die Abbildung ω 7→ ρω(X) für jedes X ∈ Y messbar bezüglich F0 ist und
ρ0(X)(ω) = ρω(X) P -fast sicher.
Im linearen Fall, bei dem ρ0(X) für alle Auszahlungsprofile durch die bedingte
Erwartung EP (−X|F0) definiert ist, existiert auf polnischen Räumen eine
reguläre bedingte Wahrscheinlichkeit (ω,A) 7→ Pω(A). Das bedeutet, dass
durch Pω für jedes Szenario ein Wahrscheinlichkeitsmaß auf (Ω,F) gegeben
ist und dass die Abbildung ω 7→ Pω(A) für alle Ereignisse A ∈ F eine Version
der bedingten Erwartung EP (IA|F0) ist. Durch maßtheoretische Induktion
zeigt man, dass die Familie {ρω} der unbedingten linearen Risikomaße mit
ρω(X) = EPω(−X) auf der Klasse B aller beschränkten Auszahlungsprofile
eine reguläre bedingte Darstellung für ρ0 liefert.
Für den konvexen Fall beweisen wir die Existenz einer regulären bedingten
Darstellung für ρ0 auf polnischen Räumen zunächst auf den Mengen der ober-
bzw. unterhalbstetigen Funktionen. Falls der zugrunde liegende Raum Ω der
zukünftigen Szenarien kompakt ist, dann folgt dies sofort aus der Separabi-
lität der Menge aller stetigen Funktionen und der Lipschitz-Stetigkeit von
bedingten konvexen Risikomaßen bezüglich der Supremumsnorm. Um die
Existenz auf nicht-kompakten Räumen zu zeigen, nehmen wir zusätzlich an,
dass ρ0 stetig von unten ist und sich auf einfachen Auszahlungsprofilen der
Form −KIA positiv subhomogen bzw. subadditiv verhält. Im Beweis verwen-
den wir auch die Resultate aus Kapitel 1 zur Fortsetzbarkeit von konvexen
Risikomaßen. Im Allgemeinen kann man jedoch selbst unter diesen zusätz-
lichen Voraussetzungen nicht davon ausgehen, dass ρ0 eine reguläre bedingte
Darstellung auf der gesamten Klasse B erlaubt.
Anschließend betrachten wir eine spezielle Klasse von bedingten kohären-
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ten Risikomaßen, die starke Zusatzeigenschaften sowie eine reguläre beding-
te Darstellung auf B besitzen. Es handelt sich um bedingte komonotone und
verteilungsinvariante Risikomaße, die durch das Choquet-Integral bezüglich
einer konvexen Verzerrung der regulären bedingten Wahrscheinlichkeit des
Referenzmaßes induziert werden. Das heißt, es gibt eine Familie {fω} von kon-
vexen Verzerrungsfunktionen derart, dass für alle Auszahlungsprofile X ∈ B
gilt:
ρ0(X)(ω) = −Efω◦Pω(X) P -fast sicher.
Ein Beispiel für ein solches bedingtes kohärentes Risikomaß ist das bedingte
Average Value at Risk. Wir zeigen, dass es in Abhängigkeit des eintreten-
den Szenarios als ein unbedingtes Average Value at Risk in Bezug auf das
jeweilige Referenzmaß Pω angesehen werden kann. Dazu beweisen wir, dass
es mit dem Choquet-Integral bezüglich einer einfachen konvexen Verzerrung
der regulären bedingten Wahrscheinlichkeit übereinstimmt.
Konsistenz und Konsequenz von dynamischen Risikomaßen
In der Literatur zu dynamischen konvexen Risikomaßen wird derzeit disku-
tiert, welche Beziehungen und Abhängigkeiten zwischen den einzelnen Zeit-
punkten bei der Bewertung des Risikos zu fordern sind und welche Relatio-
nen sich daraus für die Akzeptanzmengen oder die darstellenden Penalty-
Funktionen ableiten lassen. Dies ist der dritte Schwerpunkt unserer Arbeit.
Grundsätzlich kann das Problem aus zwei verschiedenen Perspektiven be-
trachtet werden.
Bei der Konstruktion eines dynamischen konvexen Risikomaßes {ρt} zu einer
vorgegebenen Informationsstruktur {Ft} verwendet man Bedingungen der
zeitlichen Konsistenz, wonach zu jedem Bewertungszeitpunkt gewisse Maß-
gaben des bedingten konvexen Risikomaßes ρt+1 in Bezug auf die Akzeptanz
oder Ablehnung von Risiken bereits durch das bedingte konvexe Risikomaß
ρt berücksichtigt werden sollen. Dies entspricht einem zeitlich rückwärts ge-
richteten Ansatz der Risikobewertung.
Die starke Form der Zeitkonsistenz, die von Artzner, Delbaen, Eber, Heath
& Ku [2], [3] und Riedel [31] im kohärenten Fall und von Detlefsen & Scan-
dolo [13], Klöppel & Schweizer [26], Föllmer & Penner [17] und Cheridito,
Delbaen & Kupper [7] im konvexen Fall untersucht wurde, ist äquivalent zur
Gültigkeit einer Rekursionsgleichung, nämlich dass ρt(X) = ρt(−ρt+1(X))
für alle Auszahlungsprofile.
Weber [40] betrachtet auch schwächere Konsistenzbedingungen für dynami-
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sche konvexe Risikomaße. Dabei unterscheidet er zwei Formen und benutzt
jeweils eine Bedingung, um Beziehungen in Bezug auf die Akzeptanz bzw.
Ablehnung von Risiken zwischen den einzelnen Bewertungszeitpunkten zu
beschreiben. Die schwache Akzeptanz- und Ablehnungskonsistenz sind not-
wendige Bedingungen für die starke Zeitkonsistenz und äquivalent zur Gül-
tigkeit der Ungleichungen ρt(X + ρt+1(X)) ≤ 0 bzw. ρt(X + ρt+1(X)) ≥ 0.
Roorda & Schumacher [33] untersuchen diese Konsistenzbedingungen im ko-
härenten Fall.
Falls hingegen die Filtration im Voraus nicht genau festgelegt ist oder falls
sie im Laufe der Zeit erweitert wird, dann muss ein bedingtes konvexes Ri-
sikomaß ρt nach dem Erhalt von zusätzlicher Information Ft+1 nach geeig-
neten Kriterien modifiziert bzw. aktualisiert werden. Das bedeutet, dass das
bedingte konvexe Risikomaß ρt+1 so gewählt werden muss, dass die Bewer-
tung des Verlustrisikos der Finanzanlagen sowohl mit den ursprünglichen
Bewertungsmaßgaben durch ρt als auch mit der eingehenden Information
vereinbar ist. Dieses Aktualisierungsproblem verlangt einen zeitlich vorwärts
gerichteten Ansatz der Risikobewertung. Dieser Aspekt wurde in der Lite-
ratur über dynamische konvexe Risikomaße bisher noch nicht systematisch
berücksichtigt.
Wir untersuchen die intertemporale Struktur von dynamischen konvexen
Risikomaßen in diskreter Zeit im ersten Teil von Kapitel 3. Zuerst analy-
sieren wir verschiedene zeitlich rückwärts gerichtete Formen der Akzeptanz-
und Ablehnungskonsistenz bezüglich einer gewissen Testklasse, welche den
Grad der Konsistenz bestimmt. Die starken und schwachen Konsistenzbe-
dingungen der oben genannten Autoren entsprechen den beiden extremen
Testklassen, die alle bzw. nur die konstanten Auszahlungsprofile enthalten.
Als Alternative formulieren wir danach einen zeitlich vorwärts gerichteten
Ansatz, bei dem zu jedem Zeitpunkt das jeweilige bedingte konvexe Risiko-
maß als eine Konsequenz aus der ursprünglichen Risikobewertung und der
eingehenden Information konstruiert wird.
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Im linearen Fall der bedingten Erwartung stimmen der rückwärts und der
vorwärts gerichtete Ansatz stets überein. Im allgemeinen konvexen Fall un-
terscheiden sie sich, was wir anhand der robusten Shortfall-Risikomaße ver-
anschaulichen. Wir zeigen für diese Beispielklasse, wie sich Veränderungen in
Bezug auf Risikoaversion oder Unsicherheit gegenüber dem zugrunde liegen-
den probabilistischen Modell im Laufe der Zeit im Sinne einer konsistenten
oder konsequenten dynamischen Risikobewertung interpretieren lassen.
Aktualisierung von konvexen Risikomaßen
Das Aktualisierungsproblem, das als Motivation für die Formulierung ei-
nes zeitlich vorwärts gerichteten Ansatzes der dynamischen Risikobewertung
diente, ist der vierte Schwerpunkt unserer Arbeit und wird im zweiten Teil
von Kapitel 3 diskutiert. Wir betrachten die Situation, bei der wir das Ver-
lustrisiko von Finanzanlagen zunächst mit Hilfe eines unbedingten konvexen
Risikomaßes ρ : L∞(Ω,F , P ) → R bewerten und dann eine beliebige Zusatz-
information F0 ⊂ F erhalten. Wir untersuchen Aktualisierungsvorschriften
F0 ⊂ F 7→ ρF0 ∈ R0,
also Abbildungen, die in Abhängigkeit vom ursprünglich verwendeten Risi-
komaß ρ jeder in F enthaltenen σ-Algebra ein bedingtes konvexes Risikomaß
ρF0 : L
∞(Ω,F , P ) → L∞(Ω,F0, P ) zuordnen. Die Frage lautet, nach wel-
chen Kriterien wir unsere Risikobewertung aktualisieren sollen, so dass das
zugehörige bedingte konvexe Risikomaß ρF0 sowohl mit den bisherigen Bewer-
tungsmaßgaben als auch mit der nun zur Verfügung stehenden Information
vereinbar ist. Wir überprüfen, inwieweit die vorgestellten Bedingungen der
starken Zeitkonsistenz, der schwachen Akzeptanzkonsistenz oder der Konse-
quenz als Aktualisierungskriterien gewählt werden können.
Die starke Zeitkonsistenz ist im Allgemeinen nicht als Aktualisierungskriteri-
um geeignet. Unter gewissen Stetigkeits- und Monotoniebedingungen zeigen
wir, dass ein konvexes Risikomaß ρ, das bei jeder Zusatzinformation F0 ⊂ F
so aktualisiert werden kann, dass ρ und ρF0 stark zeitkonsistenz sind, nur
von seinen Werten auf einfachen Auszahlungsprofilen der Form xIA abhängt.
Im kohärenten Fall beweisen wir, dass die Existenz einer stark zeitkonsis-
tenten Aktualisierungsvorschrift sogar die Linearität von ρ impliziert. Dieses
Resultat war bisher nur im Spezialfall der Choquet-Integrale bekannt, die im
Kontext der Nutzentheorie auftreten, vgl. Yoo [41].
Im Gegensatz dazu lässt sich ein konvexes Risikomaß nach den beiden an-
deren Kriterien sehr wohl aktualisieren. Sind ρ und ρF0 schwach akzeptanz-
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konsistent, dann bedeutet dies unter Umständen jedoch eine Verschärfung
der Bewertungskriterien. Das ist nicht der Fall, wenn ρF0 als eine Konse-
quenz aus ρ und F0 konstruiert wird. Da diese Aktualisierungskriterien ein
zugehöriges bedingtes konvexes Risikomaß für gewöhnlich nicht eindeutig
charakterisieren, untersuchen wir für beide Fälle die Existenz einer Aktuali-
sierungsvorschrift, die unter dem jeweiligen Kriterium die schwächsten bzw.
die strengsten Akzeptanzbedingungen verwendet.
Bei einer konsequenten Aktualisierung eines konvexen Risikomaßes ρ kann
man nach dem Erhalt von zusätzlicher Information jedes einzelne proba-
bilistische Modell, das bei der ursprünglichen Risikobewertung berücksich-
tigt wurde, daraufhin überprüfen, ob es auch in Zukunft noch berücksichtigt
werden soll. Unter Umständen kann Unsicherheit so reduziert werden. Wir
stellen in einem einfachen Rahmen eine Aktualisierungsmethode vor, nach
der solche Entscheidungen getroffen werden können. Es werden nur solche
Modelle beibehalten, unter denen die Wahrscheinlichkeit des eintretenden
Ereignisses gewissen Restriktionen genügt. Die Idee für diese Methode haben
wir aus der Theorie der nicht-additiven Mengenfunktionen übernommen, wo
man das Problem der Aktualisierung schon seit längerer Zeit diskutiert, vgl.
u. a. die Arbeiten von Dempster [10] und Shafer [36], Walley [37], Fagin &
Halpern [16], Gilboa & Schmeidler [23] oder Denneberg [11].
Abschließend beschäftigen wir uns mit der Aktualisierung im entropischen
Fall. Das entropische Risikomaß erlaubt eine stark zeitkonsistente Aktuali-
sierungsvorschrift. Dennoch kann man sich nach dem Erhalt einer gewissen
Zusatzinformation dafür entscheiden, die Menge der zu berücksichtigenden
probabilistischen Modelle zu verkleinern. Wegen der speziellen Struktur der
minimalen Penalty-Funktion steht dieses Problem der Unsicherheitsreduzie-
rung für jedes Auszahlungsprofil X in direktem Zusammenhang mit einem
Entropie-Minimierungsproblem vom Typ:
Minimiere H0(Q|QX) über Q ∈ Q !
Dabei bezeichnet QX das Wahrscheinlichkeitsmaß mit Dichte dQX/dP =
e−X · const. Wir diskutieren das Problem in der unbedingten Situation und
konzentrieren uns besonders auf den Fall, bei dem Q durch den Kern einer
konvexen Verzerrung des Referenzmaßes P gegeben ist. Unter Verwendung
von Existenzaussagen von Liese & Vajda [30] und Charakterisierungen von
Goll & Rüschendorf [24] zeigen wir, dass unter diesen Bedingungen für eine
einfache Zufallsvariable der eindeutige Minimierer der relativen Entropie im-
mer von der Form Qg(X) ist mit Dichte dQg(X)/dP = e−g(X)· const und einer
streng monoton wachsenden und Lipschitz-stetigen Funktion g.
Kapitel 1
Konvexe Risikomaße
In diesem Kapitel beschäftigen wir uns mit monetären, kohärenten und kon-
vexen Risikomaßen in einem statischen und unbedingten Modell. Die axio-
matische Formulierung dieses Ansatzes zur Bewertung des Verlustrisikos von
Finanzanlagen geht auf Artzner, Delbaen, Eber & Heath [1] für den kohä-
renten Fall sowie auf Föllmer & Schied [20] und Frittelli & Rosazza Gianin
[22] für den allgemeinen konvexen Fall zurück.
Der ersten Teil dient als Einführung in die Theorie der konvexen Risiko-
maße und soll helfen, Bedingungen und Annahmen in den folgenden beiden
Kapiteln zu bedingten und dynamischen konvexen Risikomaßen besser zu
verstehen. Wir diskutieren die Eigenschaften von konvexen Risikomaßen und
ihre Darstellung. Bei der Präsentation der Ergebnisse orientieren wir uns am
Buch von Föllmer & Schied [21]. Im Abschnitt 1.1.1 erklären wir zunächst
in einem allgemeinen Rahmen den Zusammenhang zwischen konvexen Risi-
komaßen und ihren Akzeptanz- und Ablehnungsmengen. In den Abschnitten
1.1.2 und 1.1.3 geben wir einen umfassenden Überblick über die verschiedenen
Möglichkeiten der so genannten robusten Darstellung von konvexen Risiko-
maßen auf dem linearen Raum aller messbaren und beschränkten Funktionen
mittels einer Penalty-Funktion, wobei im Abschnitt 1.1.3 die Existenz eines
Referenzmaßes auf dem Raum der möglichen Szenarien vorausgesetzt wird.
Im zweiten Teil befassen wir uns mit dem Problem der Fortsetzbarkeit von
monetären Risikomaßen, das sowohl aus ökonomischer als auch aus mathe-
matischer Sicht interessant ist. Wir beantworten damit die Frage, wie das
Verlustrisiko einer Finanzanlage, das nicht im Definitionsbereich eines mo-
netären Risikomaßes ρ liegt, in Vereinbarung mit den durch ρ vorgegebenen
Akzeptanzkriterien bewertet werden kann. Wir untersuchen auf Ebene der
9
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Funktionale, ob typische Eigenschaften wie Konvexität oder Stetigkeit durch
die Bildung einer Fortsetzung erhalten bleiben und ob solche Eigenschaften
geeignet sind, um eine Fortsetzung eindeutig zu charakterisieren. Die gewon-
nenen Resultate wenden wir außerdem im Kapitel 2 bei der Diskussion von
regulären bedingten Darstellungen für bedingte konvexe Risikomaße an.
Im Abschnitt 1.2.1 stellen wir allgemeine Methoden der Fortsetzung vor und
prüfen, unter welchen Bedingungen die Eindeutigkeit einer Fortsetzung ga-
rantiert werden kann. Solche Bedingungen sind jedoch häufig zu stark, des-
halb untersuchen wir im Abschnitt 1.2.2 Eigenschaften der Regularität, mit
deren Hilfe spezielle Fortsetzungen eines konvexen Risikomaßes charakteri-
siert werden können. Regularität von innen oder außen ist eine aus der Maß-
und Integrationstheorie bekannte Forderung, vgl. z. B. Bauer [5] oder König
[27]. In der Diskussion von konvexen Risikomaßen werden diese Eigenschaften
erstmals von Krätschmer [28] verwendet. Im Abschnitt 1.2.3. betrachten wir
unter topologischen Voraussetzungen reguläre Fortsetzungen von konvexen
Risikomaßen, die auf der Klasse aller beschränkten und stetigen Auszah-
lungsprofile definiert sind.
1.1 Konvexe Risikomaße und ihre
Darstellung
1.1.1 Darstellung bezüglich der Akzeptanzmenge
Es sei Ω eine beliebige Menge von zukünftigen Szenarien. Ein Auszahlungs-
profil ist eine Abbildung X : Ω → R̄, wobei R̄ die um die beiden Elemen-
te −∞ und +∞ erweiterte reelle Zahlenachse bezeichnet. Der Wert X(ω)
soll als die diskontierte Nettoauszahlung einer Finanzanlage am Ende einer
Handelsperiode bei Eintreten des Szenarios ω ∈ Ω interpretiert werden. Da-
bei seien auch unendliche Gewinne X(ω) = +∞ oder unendliche Verluste
X(ω) = −∞ zugelassen. Wir fixieren eine Klasse X von Auszahlungsprofilen
und bewerten das Verlustrisiko eines jeden Auszahlungsprofils mit Hilfe eines
so genannten monetären Risikomaßes. Dabei nehmen wir an, dass der Raum
X alle reellwertigen konstanten Auszahlungsprofile enthält und stabil bezüg-
lich der Addition von Konstanten ist. Das bedeutet, dass R ⊂ X = X + R.
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Monetäre Risikomaße
Definition 1.1.1. Eine Abbildung ρ : X → R̄ heißt monetäres Risikomaß,
falls sie die folgenden Bedingungen erfüllt:
• Monotonie: ρ(X) ≥ ρ(Y ) für alle X, Y ∈ X mit X ≤ Y ,
• Translations- oder Cashinvarianz: ρ(X+m) = ρ(X)−m für alle X ∈ X
und m ∈ R,
• Normiertheit: ρ(0) = 0.
Der Wert ρ(X), der einem Auszahlungsprofil X ∈ X durch ein monetäres
Risikomaß ρ zugeordnet wird, soll, wie es in der Literatur üblich ist, als
Mindestbetrag einer nötigen Rücklage für X interpretiert werden. Nimmt ein
Investor eine Finanzanlage mit dem Auszahlungsprofil X in sein Portfolio
auf, so können dadurch gewisse Zahlungsverpflichtungen entstehen. Diese
Risiken muss er gemäß den Forderungen einer Aufsichtsbehörde durch eine
zusätzliche risikofreie Anlage der Höhe ρ(X) kompensieren.
Eine Ausnahme bei dieser Interpretation bilden solche Auszahlungsprofile
X, deren Risiko mit ±∞ bemessen wird. Unter unendlich hohem Risiko
ρ(X) = +∞ könnte man vielleicht verstehen, dass das Auszahlungspro-
fil „vollkommen inakzeptabel“ ist, also dass keine noch so hohe Rücklage
das Risiko von X reduzieren könnte. Eine plausible Erklärung für den Fall
ρ(X) = −∞ ist hingegen schwieriger. Dennoch wollen wir an dieser Stelle
unsere Betrachtungen nicht beschränken.
Konvexität und Kohärenz
Um das Risiko seines Portfolios zu verringern, investiert ein Portfoliomanager
in möglichst unterschiedliche Finanzanlagen. In der Theorie der Risikomaße
wird dieses Diversifikationsprinzip durch die Forderung der Konvexität um-
gesetzt. Prüfen wir zunächst, unter welchen Bedingungen konvexe Kombina-
tionen auf Ebene der Auszahlungsprofile und auf Ebene der Funktionswerte
wohldefiniert sind.
Bemerkung 1.1.2. Es sei ρ : X → R̄ ein monetäres Risikomaß.
(i) Ist X eine Menge nach oben beschränkter Auszahlungsprofile, d. h., zu
jedem X ∈ X existiert eine Konstante m ∈ R, so dass X(ω) ≤ m
KAPITEL 1. KONVEXE RISIKOMAßE 12
für alle ω ∈ Ω, dann erhalten wir aus den Eigenschaften von ρ, dass
ρ(X) ≥ ρ(m) = −m. Somit ist der Wertebereich von ρ auf X eine Teil-
menge von R∪{+∞}. Falls X hingegen eine Menge von Auszahlungs-
profilen ist, die nach unten beschränkt sind, so bildet ρ in R∪{−∞} ab.
Wenn beide Voraussetzungen gelten, dann ist das monetäre Risikomaß
reellwertig.
(ii) Falls X sogar ein linearer Raum von beschränkten Funktionen ist, dann
folgt aus Monotonie und Translationsinvarianz, dass ein monetäres Ri-
sikomaß ρ Lipschitz-stetig bezüglich der Supremumsnorm ist, vgl. [21],
Lemma 4.3. Für alle Auszahlungsprofile X, Y ∈ X gilt:
|ρ(X)− ρ(Y )| ≤ ||X − Y ||∞.
Nehmen wir an, dass X eine konvexe Menge nach oben beschränkter Aus-
zahlungsprofile bzw. eine konvexe Menge nach unten beschränkter Auszah-
lungsprofile ist. Nach obiger Bemerkung ist unter diesen Voraussetzungen die
folgende Definition sinnvoll.
Definition 1.1.3. Ein monetäres Risikomaß ρ : X → R̄ heißt konvexes
Risikomaß, falls es die Eigenschaft der
• Konvexität: ρ(λX +(1−λ)Y ) ≤ λρ(X)+(1−λ)ρ(Y ) für alle λ ∈ [0, 1]
besitzt. Falls X sogar ein konvexer Kegel ist, dann nennt man ein konvexes
Risikomaß ρ mit der zusätzlichen Eigenschaft der
• Positiven Homogenität: ρ(λX) = λρ(X) für alle λ ≥ 0
ein kohärentes Risikomaß.
Akzeptanzmengen
Jedem monetären Risikomaß ρ : X → R̄ kann seine Akzeptanzmenge zu-
geordnet werden. Diese enthält alle akzeptablen Positionen, also diejenigen
Auszahlungsprofile, die keine Rücklagenbildung erforderlich machen:
Aρ := {X ∈ X | ρ(X) ≤ 0}.
Die folgenden beiden Sätze zeigen, dass eine eineindeutige Korrespondenz
zwischen monetären Risikomaßen und ihren Akzeptanzmengen besteht. In
KAPITEL 1. KONVEXE RISIKOMAßE 13
[21], Propositionen 4.6 und 4.7, findet man die Beweise für den Fall, dass
X ein linearer Raum von beschränkten Auszahlungsprofilen ist. In der leicht
verallgemeinerten Situation dieses Abschnitts ist die Argumentation ganz
analog und sei deshalb dem Leser überlassen.
Satz 1.1.4. Es sei ρ : X → R̄ ein monetäres Risikomaß.
(i) Die zugehörige Akzeptanzmenge Aρ ist nicht leer und solide, d. h., für
alle X ∈ Aρ und Y ∈ X mit Y ≥ X gilt Y ∈ Aρ. Außerdem ist
0 = infAρ ∩ R.
(ii) Das monetäre Risikomaß ρ erlaubt für alle Auszahlungsprofile X ∈ X
die Darstellung
ρ(X) = inf{m ∈ R | X + m ∈ Aρ}, (1.1)
wobei inf ∅ := +∞.
(iii) Falls X eine konvexe Menge nach oben beschränkter Auszahlungsprofile
bzw. eine konvexe Menge nach unten beschränkter Auszahlungsprofile
ist, so ist das monetäre Risikomaß ρ genau dann konvex, wenn seine
Akzeptanzmenge Aρ konvex ist. Falls X zusätzlich ein Kegel ist, so ist
ρ genau dann kohärent, wenn Aρ ein konvexer Kegel ist.
Die Darstellung eines monetären Risikomaßes ρ bezüglich seiner Akzeptanz-
menge wie in (1.1) unterstützt die Interpretation von ρ(X) als Mindesthöhe
einer erforderlichen Kapitalrücklage für das Auszahlungsprofil X.
Satz 1.1.5. Es sei umgekehrt ∅ 6= A ⊂ X eine Menge von akzeptablen
Auszahlungsprofilen, welche solide ist und die Bedingung 0 = infA∩R erfüllt.
Definiert man
ρA(X) := inf{m ∈ R | X + m ∈ A} ∀ X ∈ X ,
wobei inf ∅ := +∞, dann gilt:
(i) Die Abbildung ρA : X → R̄ ist ein monetäres Risikomaß.
(ii) A ist eine Teilmenge der zugehörigen Akzeptanzmenge AρA.
(iii) Falls sowohl X als auch A konvexe Mengen nach oben bzw. nach unten
beschränkter Auszahlungsprofile sind, so ist ρA ein konvexes Risikomaß
auf X . Wenn X und A sogar konvexe Kegel sind, dann ist ρA ein ko-
härentes Risikomaß.
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Konjugation und Ablehnungsmengen
Betrachten wir nun die zu einem monetären Risikomaß ρ : X → R gehörige
Ablehnungsmenge
Nρ := {X ∈ X | ρ(X) ≥ 0}.
Die Bezeichnung ist im Sinne der ökonomischen Interpretation ein wenig irre-
führend. Die Menge Nρ enthält nicht nur diejenigen Auszahlungsprofile X,
die tatsächlich eine Rücklagenbildung erforderlich machen und deshalb aus
der Perspektive einer Aufsichtsbehörde abzulehnen sind, sondern auch solche
mit ρ(X) = 0. Wie die folgende Bemerkung zeigt, kann die Ablehnungsmenge
von ρ bis auf das Vorzeichen als Akzeptanzmenge eines dualen monetären
Funktionals angesehen werden.
Bemerkung 1.1.6. Es sei ρ : X → R̄ ein monetäres Risikomaß. Wir setzen
nun X̄ := −X und definieren ein konjugiertes Funktional durch
ρ̄(X) := −ρ(−X) ∀ X ∈ X̄ .
Die Abbildung ρ̄ : X̄ → R̄ ist ebenfalls ein monetäres Risikomaß. Es gilt:
(i) Das konjugierte Funktional zu ρ̄ ist durch ρ gegeben, d. h., dass ρ̄ = ρ.
(ii) Für die zugehörigen Akzeptanz- und Ablehnungsmengen gilt Aρ = −Nρ̄
und Nρ = −Aρ̄.
(iii) Falls X eine konvexe Menge nach oben beschränkter Auszahlungsprofile
ist, dann ist X̄ eine konvexe Menge nach unten beschränkter Auszah-
lungsprofile. Ist X ein linearer Raum, so gilt X = X̄ . Außerdem ist
ρ genau dann ein konvexes Risikomaß auf X , wenn ρ̄ ein konkaves
Risikomaß auf X̄ ist. Aufgrund dieser Eigenschaft ist es sinnvoller,
ρ̄(−·) = −ρ als monetäres Nutzenfunktional auf X zu interpretieren.
Indem wir die Sätze 1.1.4 und 1.1.5 auf das konjugierte Funktional ρ̄ an-
wenden, können wir Zusammenhänge zwischen dem monetären Risikomaß ρ
und seiner Ablehnungsmenge Nρ erklären. So erlaubt ρ beispielsweise für alle
Auszahlungsprofile X ∈ X die Darstellung
ρ(X) = sup{m ∈ R | X + m ∈ Nρ},
und die Konvexität der Ablehnungsmenge wäre gleichbedeutend mit der Kon-
kavität von ρ. Die Ablehnungsmenge Nρ ist für die allgemeine Diskussion
von konvexen Risikomaßen weniger geeignet als die Akzeptanzmenge Aρ.
Wir werden sie jedoch gelegentlich zur Beschreibung von zusätzlichen Eigen-
schaften heranziehen. In Zukunft werden wir dort, wo Verwechslungen aus-
geschlossen sind, die Bezeichnungen A und N verwenden.
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1.1.2 Robuste Darstellungen
In diesem Abschnitt geben wir einen Überblick über die verschiedenen Mög-
lichkeiten der Darstellung von konvexen Risikomaßen als ein Supremum von
linearen Funktionalen. Es sei (Ω,F) ein messbarer Raum. Wir wählen den li-
nearen Raum B := B(Ω,F) der beschränkten und messbaren Zufallsvariablen
als Klasse aller zu bewertenden Auszahlungsprofile. Versehen mit der Supre-
mumsnorm ist B ein Banachraum. M1f := M1f (Ω,F) bezeichne die Menge
der monotonen und endlich-additiven Mengenfunktionen Q auf (Ω,F), wel-
che auf Q(∅) = 0 und Q(Ω) = 1 normiert sind.
Robuste Darstellung auf M1f
Wir sagen, ein konvexes Risikomaß ρ : B → R besitzt eine robuste Darstellung




α(Q) = 0, (1.2)
so dass für alle Auszahlungsprofile X ∈ B gilt:
ρ(X) = sup{EQ(−X)− α(Q) | Q ∈M1f}. (1.3)
Jedes Funktional auf B, das mit Hilfe einer Penalty-Funktion wie in (1.2) und
(1.3) über einen robusten Ansatz definiert wird, ist ein konvexes Risikomaß.
Umgekehrt besagt das folgende Theorem, vgl. Theorem 4.15 in [21], dass
tatsächlich jedes konvexe Risikomaß auf B eine solche robuste Darstellung
besitzt. Die Penalty-Funktion ist im Allgemeinen nicht eindeutig.
Theorem 1.1.7. Jedes konvexe Risikomaß ρ : B → R erlaubt eine robuste
Darstellung der Form
ρ(X) = max{EQ(−X)− αmin(Q) | Q ∈M1f} ∀ X ∈ B, (1.4)




Ist ρ ein kohärentes Risikomaß, dann nimmt die Penalty-Funktion αmin nur
die Werte 0 und +∞ an, d. h., es gilt mit Qmax := {Q ∈M1f | αmin(Q) = 0}
ρ(X) = max
Q∈Qmax
EQ(−X) ∀ X ∈ B.
Falls α eine weitere Penalty-Funktion auf M1f ist, die eine robuste Darstel-
lung von ρ wie in (1.2) und (1.3) ermöglicht, dann gilt αmin(Q) ≤ α(Q) für
alle Q ∈M1f .
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Robuste Darstellung auf M1
Von besonderem Interesse sind konvexe Risikomaße, die eine robuste Dar-
stellung durch eine Penalty-Funktion auf der Menge M1 := M1(Ω,F) aller
σ-additiven Wahrscheinlichkeitsmaße auf (Ω,F) erlauben. Die Existenz einer
solchen Darstellung ist eng verbunden mit gewissen Stetigkeitseigenschaften.
Nehmen wir für einen Moment an, dass ρ : X → R̄ ein monetäres Risiko-
maß auf einer beliebigen Klasse von Auszahlungsprofilen ist. Falls für jede
monoton wachsende Folge {Xn} ⊂ X gilt:
X := lim
n→∞
Xn ∈ X ⇒ ρ(X) = lim
n→∞
ρ(Xn), (1.6)
so nennen wir ρ stetig von unten auf X . Ist die Bedingung (1.6) hingegen
für alle monoton fallenden Folgen in X erfüllt, so heißt ρ stetig von oben auf
X . Für ein konvexes Risikomaß ist die Stetigkeit von unten eine wesentlich
stärkere Eigenschaft als die Stetigkeit von oben, vorausgesetzt, dass es auf
einem linearen Raum von beschränkten Auszahlungsprofilen definiert ist.
Lemma 1.1.8. Es sei ρ : X → R ein konvexes Risikomaß auf einem linea-
ren Raum von beschränkten Auszahlungsprofilen. Dann sind die folgenden
Bedingungen äquivalent:
(a) ρ ist stetig von unten und stetig von oben auf X .
(b) ρ ist stetig von unten in 0.
Beweis: Wir müssen zeigen, dass (b) eine hinreichende Bedingung für (a)
ist. Betrachten wir dazu eine monoton wachsende Folge {Xn} ⊂ X so, dass
Xn ↗ X ∈ X . Da ρ monoton und konvex ist, erhalten wir für alle λ ∈ (0, 1)











Nach Voraussetzung konvergiert der erste Summand auf der rechten Seite
der Ungleichnung für n →∞ gegen 0, d. h., es ist
ρ(X) ≤ lim
n→∞






Für λ → 0 konvergiert die rechte Seite wegen der Lipschitz-Stetigkeit bezüg-
lich der Supremumsnorm gegen ρ(X), also ist ρ stetig von unten auf X .
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Der Nachweis der Stetigkeit von oben ist ähnlich. Wir betrachten nun eine
monoton fallende Folge {Xn} ⊂ X mit Xn ↘ X ∈ X . Für alle λ ∈ (0, 1) gilt











und der erste Summand auf der rechten Seite der Ungleichung konvergiert
nach Voraussetzung für n → ∞ gegen 0. Wegen der Lipschitz-Stetigkeit
von ρ bezüglich der Supremumsnorm finden wir außerdem eine Konstante

























Somit ist ρ auch stetig von oben auf X . 2
Wir kehren nun zurück zur eigentlichen Diskussion dieses Abschnitts und
betrachten wieder den linearen Raum B der beschränkten und messbaren
Funktionen als Klasse der zu bewertenden Auszahlungsprofile.
Theorem 1.1.9. Es sei ρ : B → R ein konvexes Risikomaß. Dann sind die
folgenden Bedingungen äquivalent:
(a) ρ ist stetig von unten auf B.
(b) In der robusten Darstellung (1.4) erfüllt die in (1.5) definierte mini-
male Penalty-Funktion αmin die Bedingung:
αmin(Q) < ∞ ⇒ Q ∈M1.
Falls das konvexes Risikomaß ρ stetig von unten ist, dann ist jedes endlich-
additive Maß, das effektiv zur Bildung des Maximums in der robusten Dar-
stellung (1.4) beiträgt, ein σ-additives Wahrscheinlichkeitsmaß. Diese Rich-
tung des Beweises findet man in [21]. In Proposition 4.21 und Lemma 4.22
wird dort gezeigt, dass für ein konvexes Risikomaß ρ, das stetig von un-
ten ist, die Niveaumengen Λc := {αmin ≤ c} der zugehörigen minimalen
Penalty-Funktion für alle Konstanten c > 0 gleichmäßig σ-additiv sind. Die
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Notwendigkeit der Stetigkeit von unten für eine solche robuste Darstellung
von ρ wird in [28] bewiesen, vgl. Proposition 3.
Auf geeigneten topologischen Zustandsräumen folgt aus der Stetigkeit eines
konvexen Risikomaßes von unten sogar die Existenz eines Referenzmaßes
P ∈ M1, so dass jedes endlich-additive Maß Q ∈ M1f mit αmin(Q) < ∞
ein bezüglich P absolutstetiges Wahrscheinlichkeitsmaß ist. Man vergleiche
dazu das Theorem 1.1.16.
Eine zweite Möglichkeit der robusten Darstellung durch Wahrscheinlichkeits-
maße besteht darin, die in (1.5) definierte minimale Penalty-Funktion αmin
in ihrem Definitionsbereich von M1f auf M1 zu beschränken. Unter welchen
Voraussetzungen gilt
ρ(X) = sup{EQ(−X)− αmin(Q) | Q ∈M1} ∀ X ∈ B, (1.7)
d. h., wann bleibt die robuste Darstellung von ρ erhalten? Wie die folgende
Bemerkung zeigt, ist die Stetigkeit von oben eine notwendige Bedingung.
Bemerkung 1.1.10. Besitzt ein konvexes Risikomaß ρ : B → R eine robuste
Darstellung wie in (1.7), dann ist es stetig von oben, vgl. Lemma 4.20 in [21].
Für eine monoton fallende Folge {Xn} ⊂ B mit X := lim Xn ∈ B gilt nämlich
nach dem Satz von der monotonen Konvergenz:
ρ(X) = sup{ lim
n→∞
EQ(−Xn)− αmin(Q) | Q ∈M1}
≤ lim inf
n→∞




Konvexe Risikomaße können verwendet werden, um Unsicherheit gegenüber
dem zugrunde liegenden Wahrscheinlichkeitsmaß auf (Ω,F) zu modellieren.
Eine robuste Darstellung auf M1 wie z. B. in (1.7) macht dies deutlich. Wir
gehen davon aus, dass wir die tatsächliche Verteilung eines Auszahlungspro-
fils X nicht kennen. Deshalb bewerten wir das Verlustrisiko von X genau
dann als akzeptabel, wenn für jedes probabilistische Modell Q ∈ M1 der
mittlere Verlust von X unter Q nicht größer als ein Level α(Q) ist. Die
zugehörige Penalty-Funktion α spiegelt dabei unsere Einschätzung von der
„Korrektheit“ des jeweiligen Wahrscheinlichkeitsmaßes wider.
In diesem allgemeinen Rahmen beenden wir die Diskussion der robusten Dar-
stellung. Unter topologischen Voraussetzungen wird in [28] eine weitere not-
wendige Bedingung bewiesen, die jedes konvexe Risikomaß erfüllen muss, das
bezüglich einer Penalty-Funktion aufM1 darstellbar ist. Es wird gezeigt, dass
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aus der Existenz einer solchen robusten Darstellung die Regulärität von in-
nen bezüglich der unterhalbstetigen Funktionen folgt, vgl. Satz 1.2.26. Mit
dieser Eigenschaft befassen wir uns ausführlich im zweiten Teil des Kapitels.
1.1.3 Konvexe Risikomaße auf L∞
In diesem Abschnitt fixieren wir ein Wahrscheinlichkeitsmaß P auf (Ω,F),
das als Referenzmaß dienen soll. Das heißt, es legt fest, welche Ereignisse als
Nullmengen angesehen werden können. Wir betrachten konvexe Risikomaße
ρ : B → R, die die folgende zusätzliche Eigenschaft besitzen:
X = Y P -f. s. ⇒ ρ(X) = ρ(Y ). (1.8)
In diesem Fall ist ρ also auch als ein konvexes Risikomaß auf dem Raum
L∞ := L∞(Ω,F , P ) aller messbaren und P -fast sicher beschränkten Zufalls-
variablen wohldefiniert.
Robuste Darstellung auf M1(P )
Bemerkung 1.1.11. Es sei ρ : L∞ → R ein konvexes Risikomaß mit einer
robusten Darstellung wie in (1.4). Wir betrachten ein endlich-additives Maß
Q ∈ M1,f und nehmen an, dass es ein Ereignis A ∈ F gibt mit P (A) = 0




Das heißt, sobald αmin(Q) < ∞ ist, muss für alle A ∈ F gelten:
P (A) = 0 ⇒ Q(A) = 0.
Jedoch folgt aus der obigen Bedingung noch nicht, dass Q auch σ-stetig ist.
Nach Bemerkung 1.1.10 wissen wir, dass die Eigenschaft der Stetigkeit von
oben eine notwendige Bedingung für eine robuste Darstellung durch Wahr-
scheinlichkeitsmaße wie in (1.7) ist. Unter der Annahme, dass es ein Refe-
renzmaß P auf (Ω,F) gibt, so dass (1.8) erfüllt ist, folgt auch die umgekehrte
Implikation. Die Bemerkung 1.1.11 besagt weiter, dass ein Wahrscheinlich-
keitsmaß bei der Bildung des Supremums in der robusten Darstellung nur
dann berücksichtigt werden muss, wenn es absolutstetig bezüglich P ist. Wir
bezeichnen mit M1(P ) die Menge aller absolutstetigen Wahrscheinlichkeits-
maße Q  P . Für den Beweis der folgenden äquivalenten Charakterisierun-
gen verweisen wir auf [21], Theorem 4.31.
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Theorem 1.1.12. Es sei ρ : L∞ → R ein konvexes Risikomaß. Dann sind
die folgenden Bedingungen äquivalent:
(a) ρ besitzt eine robuste Darstellung bezüglich einer Penalty-Funktion auf
M1(P ).
(b) ρ erlaubt die robuste Darstellung
ρ(X) = sup{EQ(−X)− αmin(Q) | Q ∈M1(P )} ∀ X ∈ L∞. (1.9)
Dabei sei die minimale Penalty-Funktion αmin für alle absolutstetigen
Wahrscheinlichkeitsmaße Q ∈M1(P ) wie in (1.5) definiert.
(c) ρ ist stetig von oben.
(d) ρ besitzt die „Fatou-Eigenschaft“: Für jede beschränkte Folge {Xn} in
L∞, die P -fast sicher gegen X ∈ L∞ konvergiert, gilt
ρ(X) ≤ lim inf
n→∞
ρ(Xn).
(e) ρ ist unterhalbstetig bezüglich der Schwach*-Topologie σ(L∞, L1).
(f) Die Akzeptanzmenge A von ρ ist schwach* abgeschlossen in L∞.
Robuste Darstellung auf Me(P )
Nun erklären wir, unter welchen Bedingungen ein konvexes und von oben
stetiges Risikomaß eine robuste Darstellung besitzt, bei der die minimale
Penalty-Funktion auf die Menge Me(P ) aller äquivalenten Wahrscheinlich-
keitsmaße Q ∼ P eingeschränkt wird. Eine solche Darstellung fordern wir in
Kapitel 3 bei der Diskussion zur Aktualisierung von konvexen Risikomaßen.
Die folgende Charakterisierung ergibt sich aus Lemma 3.5 bei [17].
Lemma 1.1.13. Es sei ρ : L∞ → R ein konvexes und von oben stetiges
Risikomaß, und αmin sei definiert wie in (1.5). Dann sind die folgenden Be-
dingungen äquivalent:
(a) ρ besitzt eine robuste Darstellung durch die auf Me(P ) eingeschränkte
minimale Penalty-Funktion αmin, d. h., es gilt:
ρ(X) = sup{EQ(−X)− αmin(Q) | Q ∼ P} ∀ X ∈ L∞. (1.10)
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(b) In der robusten Darstellung (1.9) gibt es ein äquivalentes Wahrschein-
lichkeitsmaß Q ∼ P mit αmin(Q) < ∞.
Außerdem wird in Lemma 3.4 in [17] bewiesen, dass eine robuste Darstellung
durch eine Penalty-Funktion auf Me(P ) existiert, falls das konvexe Risiko-
maß stetig von oben und sensitiv im Sinne von (1.11) ist.
Satz 1.1.14. Es sei ρ : L∞ → R ein konvexes und von oben stetiges Risiko-
maß. Falls ρ für alle A ∈ F die Bedingung erfüllt:
P (A) > 0 ⇒ ρ(−εIA) > 0 ∀ ε > 0, (1.11)
dann existiert zu jedem δ > 0 ein Wahrscheinlichkeitsmaß Q ∼ P mit
αmin(Q) < δ. Insbesondere erlaubt ein solches Risikomaß eine robuste Dar-
stellung (1.10).
Bemerkung 1.1.15. Aus einer robusten Darstellung von ρ auf Me(P ) wie




Falls es ein äquivalentes Wahrscheinlichkeitsmaß gibt, das durch die mini-
male Penalty-Funktion nicht bestraft wird, d. h.,
∃ Q? ∼ P mit αmin(Q?) = 0, (1.12)
so gilt ρ(−εIA) ≥ εQ?(A) > 0 für jedes Ereignis A ∈ F mit P (A) > 0 und
alle ε > 0. Das bedeutet, dass ρ dann auch die Bedingung (1.11) erfüllt.
Das folgende Beispiel zeigt, dass eine robuste Darstellung eines konvexen
Risikomaßes ρ durch äquivalente Wahrscheinlichkeitsmaße wie in (1.10) im
Allgemeinen nicht die Sensitivitätsbedingung (1.11) impliziert.
Beispiel: Es sei Q? ∈M1(P ) ein Wahrscheinlichkeitsmaß, das nicht äqui-
valent zu P ist. Für jedes ε ∈ (0, 1] setzen wir Qε := εP + (1 − ε)Q? ∼ P
und definieren eine Penalty-Funktion α auf M1(P ) durch
α(Q) :=
{
ε, falls Q = Qε für ein ε ∈ (0, 1],
+∞, sonst.
Nach Theorem 1.1.12 und Lemma 1.1.13 besitzt das durch α induzierte kon-
vexe Risikomaß ρ eine robuste Darstellung (1.10) bezüglich der minimalen
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Penalty-Funktion αmin ≤ α. Für alle Auszahlungsprofile X ∈ L∞ gilt:
ρ(X) = sup{EQ(−X)− α(Q) | Q ∈M1(P )}
= max {EP (−X)− 1; EQ?(−X)}
= sup{EQ(−X)− αmin(Q) | Q ∼ P}.
Da das Referenzmaß P nicht absolutstetig bezüglich Q? ist, gibt es ein Er-
eignis A ∈ F , so dass Q?(A) = 0 und P (A) > 0. Betrachten wir nun das
Auszahlungsprofil X? = −IA, so ist dieses unter ρ akzeptabel, denn
ρ(X?) = max{P (A)− 1; 0} = 0.
Somit ist die Bedingung (1.11) nicht erfüllt. Ebenso wenig gilt die Bedingung
(1.12), denn für jedes äquivalente Wahrscheinlichkeitsmaß Q ∼ P haben wir
αmin(Q) = sup
X∈A
EQ(−X) ≥ EQ(−X?) = Q(A) > 0.
3
Existenz eines Referenzmaßes
Abschließend wollen wir zeigen, dass die Existenz eines Referenzmaßes unter
den Voraussetzungen eines topologischen Zustandsraums und der Stetigkeit
des konvexen Risikomaßes von unten keine zusätzliche Forderung darstellt. In
ähnlicher Form gibt es ein solches Resultat bereits in der Theorie der nicht-
additiven Mengenfunktionen: Zu jeder konvexen Kapazität c auf (Ω,F), die
stetig von unten ist, existiert ein Wahrscheinlichkeitsmaß P auf (Ω,F), so
dass jedes Wahrscheinlichkeitsmaß im Kern Q(c) dieser Kapazität absolut-
stetig bezüglich P ist.
Wir nehmen an, dass Ω ein separabler, metrischer Raum ist, und F sei gege-
ben durch die zugehörige σ-Algebra der Borelmengen. Wie oben bezeichne B
den linearen Raum aller beschränkten und messbaren Funktionen auf (Ω,F).
Theorem 1.1.16. Es sei ρ : B → R ein konvexes Risikomaß und stetig
von unten. Dann existiert ein Wahrscheinlichkeitsmaß P ∈ M1, so dass
die Bedingung (1.8) erfüllt ist, d. h., dass ρ als ein konvexes Risikomaß auf
L∞(Ω,F , P ) angesehen werden kann.
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Beweis: Ein konvexes Risikomaß ρ auf B ist nach Theorem 1.1.9 genau
dann stetig von unten, wenn die minimale Penalty-Funktion αmin auf M1f
die folgende Bedingung erfüllt:
αmin(Q) < ∞ ⇒ Q ∈M1.
Wir zeigen, dass unter den gegebenen topologischen Voraussetzungen ein
Wahrscheinlichkeitsmaß P ∈ M1 konstruiert werden kann, so dass tatsäch-
lich gilt:
αmin(Q) < ∞ ⇒ Q ∈M1(P ). (1.13)
Aus der robusten Darstellung von ρ folgt dann für alle Auszahlungsprofile
X, Y ∈ B mit X = Y P -fast sicher, dass
ρ(X) = max{EQ(−X)− αmin(Q) | Q ∈M1(P )}
= max{EQ(−Y )− αmin(Q) | Q ∈M1(P )}
= ρ(Y ).
Wir betrachten die Niveaumengen der minimalen Penalty-Funktion, die für
alle n ∈ N definiert seien als
Λn := {Q ∈M1 | αmin(Q) ≤ n}.
Diese Mengen sind beschränkt bezüglich der Totalvariation und auf jedem
Niveau gleichmäßig σ-additiv, d. h., für jede absteigende Folge von Ereignis-





Q(Am) = 0 ∀ n ∈ N.
Ist nämlich ε > 0 fixiert, dann wählen wir in Abhängigkeit des entsprechen-
































KAPITEL 1. KONVEXE RISIKOMAßE 24











Nach Theorem IV.9.1 von [15] ist jede Niveaumenge Λn schwach folgenkom-
pakt im Raum der σ-additiven Maße. Nach Theorem IV.9.2 existiert für alle
n ∈ N ein Wahrscheinlichkeitsmaß Pn ∈ M1, so dass jedes Element Q ∈ Λn






∀ A ∈ F ,
so liefert dies das gewünschte Referenzmaß P ∈M1, denn es gilt:
P (A) = 0 ⇔ Pn(A) = 0 ∀ n ∈ N
⇒ Q(A) = 0 ∀ Q ∈M1 mit αmin(Q) < ∞.
2
1.2 Fortsetzbarkeit konvexer Risikomaße
1.2.1 Methoden der Fortsetzung
In diesem Abschnitt stellen wir in einem allgemeinen Rahmen zwei Methoden
vor, durch die ein vorgegebenes monetäres Risikomaß auf eine größere Klasse
von Auszahlungsprofilen fortgesetzt werden kann. Dazu betrachten wir eine
beliebige Menge Ω von zukünftigen Szenarien und eine Klasse X von Auszah-
lungspofilen X : Ω → R̄. Letztere sei so gewählt, dass R ⊂ X = X + R. Das
bedeutet, dass X alle konstanten reellwertigen Auszahlungsprofile enthält
und stabil bezüglich der Addition von Konstanten ist. Monetäre Risikomaße
ρ : X → R̄ seien wie im ersten Teil dieses Kapitels als monotone, transla-
tionsinvariante und normierte Abbildungen definiert.
Fortsetzung durch monotone Approximation
Zunächst untersuchen wir die Methode der Fortsetzung durch monotone
Approximation. Wir nehmen an, dass die Menge X eine Verbandsstruktur
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besitzt, d. h., dass für zwei Auszahlungsprofile X, Y ∈ X auch das punkt-
weise gebildete Minimum X ∧ Y und das punktweise gebildete Maximum
X ∨ Y zu X gehören. Mit Xσ bezeichnen wir die Menge aller Auszahlungs-
profile X, für die eine monoton fallende Folge {Xn} ⊂ X existiert, so dass
X(ω) = lim Xn(ω) für alle ω ∈ Ω. Analog definieren wir X σ als die Menge
derjenigen Auszahlungsprofile, die als Grenzwert einer monoton wachsenden
Folge in X darstellbar sind. Diese Klassen von Auszahlungsprofilen können
ebenfalls für die Diskussion von monetären oder konvexen Risikomaßen ver-
wendet werden, wie die folgende Bemerkung zeigt.
Bemerkung 1.2.1. Es sei X eine Klasse von Auszahlungsprofilen wie oben.
(i) Für Xσ gilt die Bedingung R ⊂ X ⊂ Xσ = Xσ + R, und die Verbands-
struktur überträgt sich von X auf Xσ. Außerdem ist jede Grenzfunktion
X einer monoton fallenden Folge {Xn} ⊂ Xσ in Xσ enthalten, d. h., es
ist (Xσ)σ = Xσ. Falls X eine konvexe Menge von Auszahlungsprofilen
ist, die nach oben beschränkt sind, dann ist auch Xσ konvex und jedes
zu Xσ gehörige Auszahlungsprofil nach oben beschränkt.
Beweis von (Xσ)σ = Xσ: Zu jedem n ∈ N wählen wir eine monoton
fallende Folge {Y nm} ⊂ X derart, dass limm→∞ Y nm = Xn. Definieren
wir nun die monoton fallende Folge Zm := min(Y 1m, . . . , Y mm ), so gilt
X ≤ lim Zm ≤ Xn für alle n ∈ N, d. h., dass X als Grenzfunktion der
Folge {Zm} ⊂ X darstellbar ist.
(ii) Genauso erfüllt X σ die Bedingung R ⊂ X ⊂ X σ = X σ +R. Die Menge
bildet einen Verband und enthält jede Grenzfunktion einer monoton
wachsenden Folge in X σ, d. h., es ist (X σ)σ = X σ. Falls X konvex ist
und jedes zu X gehörige Auszahlungsprofil nach unten beschränkt, dann
ist X σ eine konvexe Menge nach unten beschränkter Auszahlungsprofile.
Die Methode der Fortsetzung durch monotone Approximation ist für konvexe
Risikomaße geeignet, die stetig von oben oder stetig von unten sind.
Satz 1.2.2. Es sei ρ : X → R̄ ein monetäres Risikomaß.
(i) Falls ρ stetig von oben ist, dann gibt es genau ein monetäres Risikomaß
ρσ : Xσ → R̄, das stetig von oben ist und eine Fortsetzung von ρ,
d. h., ρσ|X = ρ. Ist X eine konvexe Menge nach oben beschränkter
Auszahlungsprofile und ρ konvex, so ist ρσ konvex auf Xσ.
(ii) Falls ρ stetig von unten ist, so gibt es genau ein monetäres Risikomaß
ρσ : X σ → R̄, das stetig von unten ist und eine Fortsetzung von ρ,
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d. h., ρσ|X = ρ. Ist X eine konvexe Menge nach unten beschränkter
Auszahlungsprofile und ρ konvex, dann ist ρσ konvex auf X σ.
Beweis: Wir zeigen die Aussage (i), der Beweis von (ii) ist analog. Dazu be-
trachten wir zunächst zwei Folgen {Xn}, {Yn} ⊂ X , so dass beide punktweise
und monoton fallend gegen ein Auszahlungsprofil X ∈ Xσ konvergieren. Die
zugehörigen Folgen {ρ(Xn)} und {ρ(Yn)} sind monoton wachsend in R̄. Falls
lim ρ(Xn) = lim ρ(Yn), dann ist das Funktional ρσ : Xσ → R̄ mit
ρσ(X) := lim
n→∞
ρ(Xn) ∀ X ∈ Xσ,
wohldefiniert, wobei {Xn} ⊂ X eine beliebige approximierende Folge für
X ∈ Xσ ist. Offenbar ist ρσ die einzige mögliche Fortsetzung von ρ unter der
vorgegebenen Stetigkeitsbedingung.
Wir fixieren m ∈ N und setzen Zn := Xm ∨ Yn ∈ X für alle n ∈ N. Die Folge
{Zn} konvergiert für n → ∞ punktweise und monoton fallend gegen Xm.












Wir wiederholen die obigen Überlegungen, wobei wir die Rollen von Xm und
Yn vertauschen, und erhalten daraus die Eindeutigkeit des Grenzwerts.
Die Eigenschaften Monotonie, Translationsinvarianz und Normiertheit von ρ
übertragen sich auf ρσ, d. h., dass dieses Funktional tatsächlich ein monetäres
Risikomaß auf Xσ ist. Falls X eine konvexe Menge nach oben beschränkter
Auszahlungsprofile ist und ρ ein konvexes Risikomaß, so bleibt auch die Kon-
vexität nach dem Grenzübergang erhalten.
Kommen wir zum Nachweis der Stetigkeit von oben. Es sei {Xn} ⊂ Xσ eine
Folge, die monoton fallend gegen ein Auszahlungsprofil X ∈ Xσ konvergiert.
Für alle n ∈ N wählen wir eine monoton fallende Folge {Y nm} ⊂ X mit
limm→∞ Y
n
m = Xn und definieren
Zn := min(Y
1
n , . . . , Y
n
n ) ∈ X ∀ n ∈ N.
Nach Konstruktion ist die Folge {Zn} ebenfalls monoton fallend und kon-
vergiert punktweise gegen X, d. h., dass ρσ(X) = lim ρ(Zn). Außerdem gilt
Zn ≥ Xn ≥ X für alle n ∈ N. Aus der Monotonie von ρσ folgt die Behaup-
tung, denn ρσ(X) ≥ ρσ(Xn) ≥ ρσ(Zn) = ρ(Zn). 2
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Bemerkung 1.2.3. Es seien ρ : X → R̄ ein monetäres Risikomaß, das
stetig von oben ist, und ρσ seine von oben stetige Fortsetzung auf Xσ. Für
die zugehörigen Akzeptanzmengen gilt die Beziehung Aρσ = (Aρ)σ. Falls ρ
hingegen stetig von unten ist und ρσ seine von unten stetige Fortsetzung auf
X σ, dann gilt diese Beziehung für die zugehörigen Ablehnungsmengen, d. h.,
dass Nρσ = (Nρ)σ.
Fortsetzung durch äußere und innere Approximation
Eine weiterreichende Methode ist die der Fortsetzung durch äußere oder in-
nere Approximation. Es sei ρ : X → R̄ ein monetäres Risikomaß. Mit X ?
bezeichnen wir die Klasse aller Auszahlungsprofile X : Ω → R̄, und wir
definieren für jedes X ∈ X ?
ρ?(X) := inf{ρ(Y ) | Y ∈ X mit Y ≤ X} (1.14)
sowie
ρ?(X) := sup{ρ(Y ) | Y ∈ X mit Y ≥ X}. (1.15)
Dabei verwenden wir die Konventionen inf ∅ := +∞ und sup ∅ := −∞.
Wegen der Monotonie von monetären Risikomaßen setzen beide Abbildungen
ρ fort, das bedeutet, dass ρ?|X = ρ?|X = ρ. Im folgenden Satz zeigen wir,
dass durch (1.14) und (1.15) tatsächlich zwei monetäre Risikomaße auf X ?
definiert werden.
Aus ökonomischer Sicht erscheint der Ansatz von ρ?, also das Verlustrisiko
eines Auszahlungsprofils X ∈ X ?\X von außen durch riskantere Auszah-
lungsprofile abzuschätzen, besser zur Risikobewertung geeignet zu sein. Falls
keine zusätzlichen Eigenschaften für X und ρ angenommen werden, ist die-
ser Ansatz dem anderen auch aus mathematischer Sicht vorzuziehen, weil
sich die Konvexität von ρ stets auf ρ? jedoch im Allgemeinen nicht auf ρ?
überträgt.
Satz 1.2.4. Es sei ρ : X → R̄ ein monetäres Risikomaß.
(i) Beide Fortsetzungen ρ?, ρ? : X ? → R̄ sind monetäre Risikomaße. Für
jedes monetäre Risikomaß ρ̂ : X ? → R̄ mit ρ̂|X = ρ gilt ρ? ≤ ρ̂ ≤ ρ?.
(ii) Falls X eine konvexe Menge nach oben (unten) beschränkter Auszah-
lungsprofile ist und ρ konvex, dann ist ρ? ein konvexes Risikomaß auf
der Menge aller nach oben (unten) beschränkten Auszahlungsprofile.
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Beweis: Wir zeigen die Aussagen in Teil (i) nur für ρ?. Für ρ? ist der Beweis
analog bzw. folgt durch Konjugation, vgl. dazu auch die Bemerkung 1.2.6.
Die Abbildung ρ? ist monoton, denn für zwei Auszahlungsprofile X, Y ∈ X ?
mit X ≤ Y gilt
{Z ∈ X | X ≥ Z} ⊂ {Z ∈ X | Y ≥ Z},
also ist nach Definition ρ?(X) ≥ ρ?(Y ). Die Translationsinvarianz von ρ?
folgt sofort aus der Beziehung
{Z ∈ X | X + m ≥ Z} = {Z ∈ X | X ≥ Z}+ m ∀ m ∈ R.
Außerdem haben wir ρ?(0) = ρ(0) = 0, d. h., dass ρ? ein monetäres Risikomaß
ist. Ist ρ̂ ein weiteres monetäres Risikomaß auf X ? mit ρ̂|X = ρ, dann wird es
durch ρ? dominiert, denn für jedes X ∈ X ? gilt entweder ρ?(X) = +∞ oder
ρ?(X) = inf{ρ̂(Y ) | X ≥ Y ∈ X} ≥ ρ̂(X).
Teil (ii) des Satzes beweisen wir für den Fall, dass X eine konvexe Menge nach
oben beschränkter Auszahlungsprofile ist. Der andere Fall sei wieder dem Le-
ser überlassen. Die Klasse aller nach oben beschränkten Auszahlungsprofile
ist konvex und insbesondere für die Diskussion von Konvexität eines mone-
tären Risikomaßes geeignet. Die Fortsetzung ρ? nimmt auf dieser Klasse nur
Werte in R ∪ {+∞} an.
Wir wählen nach oben beschränkte Auszahlungsprofile X und Y und müssen
zeigen, dass für alle λ ∈ (0, 1) gilt: ρ?(λX+(1−λ)Y ) ≤ λρ?(X)+(1−λ)ρ?(Y ).
Diese Ungleichung ist trivial, falls ρ?(X) = +∞ oder ρ?(Y ) = +∞. Deshalb
nehmen wir an, dass beide Werte endlich sind, und fixieren eine Konstante
ε > 0. Für alle ZX , ZY ∈ X mit X ≥ ZX , Y ≥ ZY und ρ(ZX) ≤ ρ?(X) + ε,
ρ(ZY ) ≤ ρ?(Y ) + ε, erhalten wir aufgrund der Konvexität von ρ, dass
ρ?(λX + (1− λ)Y ) ≤ ρ(λZX + (1− λ)ZY )
≤ λρ(ZX) + (1− λ)ρ(ZY )
≤ λρ?(X) + (1− λ)ρ?(Y ) + ε.
Da ε > 0 beliebig klein gewählt werden kann, impliziert dies die Konvexität
von ρ?. 2
Definition 1.2.5. Die in (1.14) und (1.15) definierten monetären Risiko-
maße ρ? und ρ? auf X ? heißen äußere bzw. innere Fortsetzung von ρ.
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Bemerkung 1.2.6. Wir betrachten ein monetäres Risikomaß ρ : X → R̄ und
das zugehörige konjugierte Funktional ρ̄ : X̄ → R̄ auf der Klasse X̄ := −X ,
das wie in Bemerkung 1.1.6 definiert sei. Dann haben wir
(ρ?) = (ρ̄)? sowie (ρ?) = (ρ̄)?.
Bemerkung 1.2.7. Die Akzeptanzmengen der äußeren und inneren Fort-
setzung von ρ sind gegeben durch Aρ? = {X ∈ X ? | ∃ {Yn} ⊂ X , Yn ≤
X ∀ n ∈ N, limn→∞ ρ(Yn) ≤ 0} bzw. Aρ? = {X ∈ X ? | ∀ Y ∈ X :
X ≤ Y ⇒ Y ∈ Aρ}. Für die Ablehnungsmengen gelten die Beziehungen
Nρ? = {X ∈ X ? | ∀ Y ∈ X : Y ≤ X ⇒ Y ∈ Nρ} und Nρ? = {X ∈
X ? | ∃ {Yn} ⊂ X , X ≤ Yn ∀ n ∈ N, limn→∞ ρ(Yn) ≥ 0}.
Bemerkung 1.2.8. Es seien X ⊂ X̂ zwei Klassen, die alle reellen kon-
stanten Auszahlungsprofile enthalten und stabil bezüglich der Addition von
Konstanten sind. Sind ρ und ρ̂ monetäre Risikomaße auf X bzw. X̂ derart,
dass ρ̂|X = ρ, dann gelten auf X ? die Abschätzungen ρ? ≤ ρ̂? ≤ ρ̂? ≤ ρ?.
Beispiel: Betrachten wir den trivialen Fall X = R. Auf dieser Menge ist
das lineare Funktional ρ = −id das einzige monetäre Risikomaß. Die äußere
Fortsetzung von ρ ist das Worst-Case-Risikomaß
ρ?(X) = ρworst(X) = − inf
ω∈Ω
X(ω).
Die innere Fortsetzung ist gegeben durch das entsprechende „Best-Case-
Risikomaß“
ρ?(X) = ρ
best(X) = − sup
ω∈Ω
X(ω).
Bekanntermaßen sind ρworst und ρbest Schranken für jedes monetäre Risiko-
maß. 3
Im weiteren Verlauf dieses Abschnitts nehmen wir wieder an, dass die Klasse
X bezüglich der beiden Operatoren Minimum und Maximum einen Verband
bildet. Xσ und X σ seien wie oben als Klassen derjenigen Auszahlungsprofile
definiert, die als Limiten von monoton fallenden bzw. monoton wachsenden
Folgen in X darstellbar sind.
Korollar 1.2.9. Es sei ρ : X → R̄ ein monetäres Risikomaß. Falls ρ stetig
von oben ist, dann ist seine innere Fortsetzung ρ? stetig von oben auf Xσ,
d. h., dass ρ?|Xσ = ρσ. Falls ρ stetig von unten ist, dann ist seine äußere
Fortsetzung ρ? stetig von unten auf X σ, d. h., dass ρ?|Xσ = ρσ.
KAPITEL 1. KONVEXE RISIKOMAßE 30
Beweis: Wir zeigen die Behauptung für die äußere Fortsetzung. Nach Be-
merkung 1.2.8 gilt ρσ = (ρσ)? ≤ ρ? auf X σ. Andererseits haben wir für jede
monoton wachsende Folge {Xn} ⊂ X , die punktweise gegen ein Auszahlungs-
profil X ∈ X σ konvergiert, dass




Die Aussage für die innere Fortsetzung folgt durch Konjugation. 2
Gibt es Bedingungen, unter denen die Stetigkeit der inneren oder der äußeren
Fortsetzung in einem gewissen Sinne auf der Klasse aller Auszahlungsprofi-
le garantiert werden kann? Im folgenden Satz fordern wir, dass X bezüglich
Minimum und Maximum die Struktur eines σ-Verbands besitzt, d. h., dass X
ein Verband ist derart, dass für jede abzählbare Familie {Xn} ⊂ X die Aus-
zahlungsprofile inf Xn und sup Xn ebenfalls in X enthalten sind. Natürlich
stellt diese Annahme eine starke Einschränkung dar. Die linearen Räume,
die üblicherweise für die Diskussion von konvexen Risikomaßen verwendet
werden, haben eine solche Struktur nicht. Im nächsten Abschnitt zeigen wir,
wie zu einer vorgegebenen Klasse von Auszahlungsprofilen mit Hilfe des Sus-
linoperators ein zugehöriger σ-Verband konstruiert werden kann.
Satz 1.2.10. Es sei ρ : X → R̄ ein monetäres Risikomaß und X besitze die
Struktur eines σ-Verbands. Falls ρ stetig von oben ist, dann ist die äußere
Fortsetzung ρ? stetig von oben auf X ?. Falls ρ hingegen stetig von unten ist,
dann ist die innere Fortsetzung ρ? stetig von unten auf X ?.
Beweis: Wir weisen die Stetigkeit von oben für die äußere Fortsetzung
nach. Der andere Fall folgt durch Konjugation. Es sei {Xn} ⊂ X ? eine mo-
noton fallende Folge von Auszahlungsprofilen, die punktweise gegen X ∈ X ?
konvergiert. Die Monotonie liefert
ρ?(Xn) ≤ ρ?(Xn+1) ≤ ρ?(X),
und wir müssen zeigen, dass lim ρ?(Xn) = ρ?(X). Wenn ρ?(Xn) = +∞ für
ein n ∈ N oder wenn ρ?(X) = −∞, dann ist die Behauptung trivial.
Es sei nun ρ?(Xn) = −∞ für alle n ∈ N. Zu einem beliebigen Level m ∈ N
wählen wir Auszahlungsprofile Yn ≤ Xn in X , so dass ρ(Yn) ≤ −m. Da X
ein σ-Verband ist, können wir ohne Einschränkung annehmen, dass {Yn} eine
monoton fallende Folge von Auszahlungsprofilen ist. Wenn dies nicht der Fall
ist, betrachten wir stattdessen die Auszahlungsprofile
Y ′n := inf
k≥n
Yk ∈ X
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Wir setzen Y = inf Yn ≤ inf Xn = X. Wegen der σ-Verbandsstruktur ist
Y ∈ X . Aus der Stetigkeit von ρ folgt
ρ?(X) ≤ ρ(Y ) = lim
n→∞
ρ(Yn) ≤ −m.
Da die Abschätzung für alle natürlichen Zahlen gilt, haben wir ρ?(X) = −∞.
Falls ρ?(Xn) ∈ R für alle n ≥ n0, dann wählen wir wieder eine monoton
fallende Folge {Yn} ⊂ X , so dass Yn ≤ Xn und ρ?(Xn) ≤ ρ(Yn) ≤ ρ?(Xn)+ ε
für alle n ≥ n0. Dabei sei die Konstante ε > 0 fixiert aber beliebig klein.
Auch hier definieren wir Y := lim Yn ∈ X . Es gilt Y ≤ X und






Beispiel: Wir fixieren einen Level c ∈ [0, +∞] und definieren X c als die







wobei wir X c auch die Abbildungen mit konstantem Wert +∞ oder −∞
zuordnen. Durch die Wahl von c = 0 bzw. c = +∞ erhalten wir so z. B. die
Räume R̄ und X ?. Alle Klassen X c bilden einen σ-Verband. Ebenso können
diese Beispielklassen unter Messbarkeitsbedingungen definiert werden. 3
1.2.2 Regularität
Im Allgemeinen ist eine Fortsetzung eines konvexen Risikomaßes selbst un-
ter zusätzlichen Stetigkeitsbedingungen nicht eindeutig. Deshalb diskutie-
ren wir in diesem Abschnitt Regularitätseigenschaften, die verwendet wer-
den können, um spezielle Fortsetzungen zu charakterisieren. Es sei X ei-
ne beliebige Klasse von Auszahlungsprofilen, die wie üblich der Bedingung
R ⊂ X = X + R genügen soll. Wir betrachten ein monetäres Risikomaß
ρ : X → R̄ sowie eine weitere Klasse H ⊂ X , die ebenfalls die konstan-
ten Auszahlungsprofile enthalten und stabil bezüglich der Addition reeller
Konstanten sein soll. Nach Satz 1.2.4 liefert die Fortsetzungsmethode durch
innere und äußere Approximation Abschätzungen für ρ auf X . Es gilt
(ρ|H)? ≤ ρ ≤ (ρ|H)?,
und dies motiviert die folgende Definition.
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Definition 1.2.11. Das monetäre Risikomaß ρ heißt von innen H-regulär
in X ∈ X , falls (ρ|H)?(X) = ρ(X). Es heißt von außen H-regulär in X ∈ X ,
falls ρ(X) = (ρ|H)?(X).
Bemerkung 1.2.12. Es seien ρ : X → R̄ ein monetäres Risikomaß und ρ̄
das konjugierte Funktional auf X̄ := −X , definiert wie in Bemerkung 1.1.6.
Wir wissen, dass auch die zugehörigen inneren und äußeren Fortsetzungen
konjugiert zueinander sind. Es gelten die Beziehungen (ρ?) = (ρ̄)? und (ρ?) =
(ρ̄)?. Das bedeutet, dass ρ in X ∈ X genau dann H-regulär von innen (außen)
ist, wenn ρ̄ in −X ∈ X̄ von außen (innen) H̄-regulär ist, wobei H̄ := −H.
Die Eigenschaft der Regularität von monetären Risikomaßen ist eng mit der
Eigenschaft der Kapazitabilität verbunden, welche von Choquet für Mengen-
funktionen untersucht wurde. Seine Ideen können jedoch auch auf Abbildun-
gen auf Funktionen verallgemeinert werden, deshalb werden wir zunächst die
Resultate seines Artikels „Forme abstraite du théorème de capacitabilité“, [8],
in einer Version für funktionale Kapazitäten darstellen. Anschließend über-
tragen wir sie auf monetäre Risikomaße.
Das Kapazitabilitätstheorem
Wir betrachten Klassen H und X von Auszahlungsprofilen mit R ⊂ H ⊂ X .
Außerdem nehmen wir an, dass beide einen Verband bezüglich der Opera-
toren Minimum und Maximum bilden. Es gelte für jede abzählbare Familie
{Hn} ∈ H und alle n0 ∈ N:
max
n≤n0
Hn ∈ H sowie inf
n∈N
Hn ∈ H.
Definition 1.2.13. Eine Abbildung I : X → R̄ heißt H-Kapazität, falls sie
die folgenden Bedingungen erfüllt:
• I(X) ≤ I(Y ) für alle X, Y ∈ X mit X ≤ Y ,
• I(m) < +∞ für alle m ∈ R,
• I ist stetig von unten auf X und stetig von oben auf H.
Ein Auszahlungsprofil X ∈ X heißt kapazitabel bezüglich einer H-Kapazität
I, wenn
I(X) = sup{I(H) | X ≥ H ∈ H}.
KAPITEL 1. KONVEXE RISIKOMAßE 33
Das Kapazitabilitätstheorem besagt, dass für eine H-Kapazität die zugehö-
rigen H-Borelfunktionen und sogar die H-Suslinfunktionen kapazitabel sind.
Klären wir also zuerst, was unter diesen beiden Funktionentypen zu verstehen
ist. Die Klasse BOR(H) aller H-Borelfunktionen ist definiert als der kleinste
σ-Verband von Auszahlungsprofilen, der die Menge H umfasst. Im Allge-
meinen kann BOR(H) nicht ohne weiteres charakterisiert oder konstruiert
werden, jedoch ist diese Klasse in der Klasse aller H-Suslinfunktionen ent-
halten, welche folgendermaßen definiert sind.
Mit Sf bezeichnen wir die Menge aller endlichen natürlichen Folgen s =
{s1, . . . , sn} mit si ∈ N für alle i ≤ n ∈ N. Weiter sei S die Menge aller
natürlichen Folgen σ = {σi} ∈ NN. Nun betrachten wir zwei Relationen.
Wir schreiben s ≺ s̄ oder auch s ≺ σ, wobei s, s̄ ∈ Sf und σ ∈ S, wenn
die ersten n = |s| Eintragungen von s̄ bzw. von σ durch s gegeben sind.
Dabei bezeichne | · | die Länge einer endlichen Sequenz. Wir schreiben s ≤ s̄,
wenn für alle i ≤ n = |s| = |s̄| gilt si ≤ s̄i. In diesem Sinne ist auch
σ ≤ σ̄ gemeint. Schließlich verwenden wir für eine natürliche Folge σ ∈ S
die Notation σ|n ∈ Sf , wenn die Anfangssequenz {σ1, . . . , σn} der Länge n
gemeint ist.
Unter einem H-System 4 : Sf → H verstehen wir eine Abbildung s 7→ Hs,
die im folgenden Sinne monoton ist:
s ≺ s̄ ⇒ Hs ≥ Hs̄.
Jedes H-System 4 kann auf die Menge S der natürlichen Folgen erweitert








Ein so konstruiertes Auszahlungsprofil H(4) nennen wir eine H-Suslinfunk-
tion. Wir bezeichnen mit SUS(H) die Klasse aller auf diese Weise erzeugten
Funktionen.
Lemma 1.2.14. Für die Klasse aller H-Suslinfunktionen gilt die Bedingung
SUS(SUS(H)) = SUS(H). Insbesondere ist SUS(H) ein σ-Verband, d. h.,
dass BOR(H) ⊂ SUS(H).
Einen Beweis dieser Aussagen für Suslinmengen findet man in [32], Theorem
2.3.1. Für Suslinfunktionen in unserem Setting ist der Beweis analog. Man
KAPITEL 1. KONVEXE RISIKOMAßE 34
tauscht lediglich die Operatoren und benutzt ∨ statt ∪ und ∧ statt ∩. Der
Vollständigkeit halber zeigen wir nun noch ein Distributivgesetz, das wir
unten im Beweis des Kapazitabilitätstheorems verwenden werden.







Hσ|n ∀ σ̄ ∈ S.








und auf der linken Seite können wir zum Supremum übergehen, ohne dass
dadurch die Ungleichung verletzt wird.
Die andere Richtung beweisen wir für ein beliebiges aber fixiertes Szenario
ω ∈ Ω. Für alle n ∈ N enthält die Familie {Hσ|n|σ ≤ σ̄} nur endlich viele




Wir werden eine Teilfolge {nk} und ein σ? ≤ σ̄ konstruieren mit σnk |m =





Hσnk |nk(ω) ≤ inf
k≥m







Wir nehmen an, dass für den Index m ∈ N bereits eine Teilfolge {nmk }k ⊂ N
und ein m-Tupel {σ?1, . . . , σ?m} ≤ σ̄|m konstruiert wurden, so dass
σn
m
k |m = {σ?1, . . . , σ?m}
für alle k ∈ N. Es gibt dann eine weitere Teilfolge {nm+1k } ⊂ {nmk } und eine





m+1 ∀ k ∈ N.
Wir setzen σ?m+1 als nächsten Eintrag von σ? und fahren so fort. 2
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Das Kapazitabilitätstheorem besagt, dass für eine H-Kapazität auf der Klas-
se X ? aller Auszahlungsprofile jede H-Suslinfunktion kapazitabel ist. Da wir
funktionale Kapazitäten auch auf Teilklassen von X ? betrachten, gilt die
Aussage in der folgenden Version des Kapazitabilitätstheorems nur unter der
Zusatzbedingung (1.17).





ist kapazitabel bezüglich I, wenn für das zugehörige erzeugende H-System
s ∈ Sf 7→ Hs ∈ H gilt:
sup
s≺σ
Hσ ∈ X ∀ s ∈ Sf . (1.17)
Beweis: Es sei X ∈ X eine H-Suslinfunktion, darstellbar wie oben durch
ein H-System s ∈ Sf 7→ Hs ∈ H, welches der Bedingung (1.17) genügt.
Wir nehmen zunächst an, dass X nach oben durch eine Konstante K > 0
beschränkt ist. Das zugehörige H-System kann dann so gewählt werden, dass
es ebenfalls durch K beschränkt ist. Wegen der Monotonie von I haben wir
I(X) < +∞. Wir müssen zeigen, dass es zu jedem ε > 0 ein H ∈ H gibt mit
H ≤ X und I(H) ≥ I(X)− ε.









Xs̄ ∈ X .
Es sei ε > 0 beliebig klein und fixiert. Wir konstruieren eine natürliche Folge
σ? ∈ S derart, dass für die zugehörigen Anfangssequenzen gilt, dass die Folge
{Yσ?|n} monoton fallend in n ∈ N ist, nach oben durch X beschränkt und
mit
I(Yσ?|n) > I(X)− ε ∀ n ∈ N.
Wir setzen Yσ?|0 := X. Sind die ersten n ∈ N Folgenglieder von σ? bereits
konstruiert, dann betrachten wir




wobei (s, k) ∈ Sf die endliche Folge der Länge |s|+1 bezeichnet, deren Anfang
durch s gegeben ist und die k als letzten Eintrag besitzt. Die Folge von
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Funktionen ist monoton wachsend und konvergiert für m → ∞ punktweise
gegen Y{σ?1 ,...,σ?n}. Wegen der Stetigkeit von unten auf X gibt es einen Index






I(Yσ?|n+1) = I(X) +
n+1∑
k=1
(I(Yσ?|k)− I(Yσ?|k−1)) > I(X)− ε.
Wir fahren so fort und erhalten die gewünschte Folge σ? ∈ S.




















Da H stabil ist bezüglich der Bildung des Infimums über eine abzählbare
Familie, ist auch die Grenzfunktion H := infn∈N Zσ?|n in der Menge H ent-
halten. Aufgrund der Stetigkeit von oben auf H gilt I(H) ≥ I(X)− ε, d. h.,









Ist X ∈ SUS(H) nach oben unbeschränkt, so ist X = limK→∞X ∧ K.
Aus der Stetigkeit von unten auf X folgt I(X) = limK→∞ I(X ∧ K). Gilt
I(X) < +∞, dann finden wir für jedes ε > 0 eine Konstante K > 0 und ein
geeignetes H ∈ H mit H ≤ X ∧K und
I(H) > I(X ∧K)− ε
2
> I(X)− ε.
Der Fall I(X) = +∞ ist analog. Also ist X kapazitabel bezüglich I. 2
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Monetäre Risikomaße als funktionale Kapazitäten
Befassen wir uns wieder mit dem Problem der Regularität von monetären
Risikomaßen. Wie zu Beginn dieses Abschnitts seien H ⊂ X zwei Klassen
von Auszahlungsprofilen, die die konstanten reellwertigen Auszahlungsprofile
enthalten und stabil bezüglich der Addition von Konstanten sind. Des Wei-
teren nehmen wir an, dass beide einen Verband bezüglich der Operatoren
Minimum und Maximum bilden.
Ein monetäres Risikomaß ρ : X → R̄ erzeugt durch I(X) := −ρ(X) und
Ī(X) := ρ(−X), X ∈ X , zwei monotone Abbildungen, die unter geeigneten
Voraussetzungen im Sinne von Definition 1.2.13 als funktionale Kapazitäten
bezüglich H bzw. H̄ := −H aufgefasst werden können.
Korollar 1.2.17. Es sei ρ : X → R̄ ein monetäres Risikomaß, das stetig von
unten auf X und stetig von oben auf H ist. Gilt für jede abzählbare Familie




und ist X ∈ X eine wie (1.16) definierte H-Suslinfunktion, so dass das
erzeugende H-System die Bedingung (1.17) erfüllt, dann ist ρ von außen
H-regulär in X.
Beweis: Unter den gegeben Voraussetzungen des Korollars ist die Abbildung
I : X → R̄ mit
I(X) := −ρ(X) ∀ X ∈ X
eine H-Kapazität. Nach dem Kapazitabilitätstheorem 1.2.16 gilt
I(X) = sup{I(H) | X ≥ H ∈ H}
und somit
ρ(X) = inf{ρ(H) | X ≥ H ∈ H} = (ρ|H)?(X).
2
Nach Bemerkung 1.2.12 ist die Eigenschaft der inneren H-Regularität eines
monetären Risikomaßes ρ auf der Klasse X gleichbedeutend mit äußerer H̄-
Regularität des konjugierten Risikomaßes ρ̄ auf X̄ := −X , wobei H̄ := −H.
Daraus erhalten wir das folgende Resultat.
Korollar 1.2.18. Es sei ρ : X → R̄ ein monetäres Risikomaß, das stetig von
oben auf X und stetig von unten auf H ist. Gilt für jede abzählbare Familie
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und ist X ∈ X derart, dass −X eine wie in (1.16) definierte H̄-Suslinfunk-
tion ist und das erzeugende H̄-System die Bedingung (1.17) erfüllt, dann ist
ρ von innen H-regulär in X.
Regularität und Eindeutigkeit einer Fortsetzung
Bevor wir die Diskussion zur Regularität in diesem allgemeinen Rahmen
beenden, befassen wir uns kurz mit dem Problem der Eindeutigkeit einer
Fortsetzung. Es sei X eine geeignete Klasse von Auszahlungsprofilen und
ρ : X → R̄ ein monetäres Risikomaß. Da ρ auf verschiedene Arten fortgesetzt
werden kann, ist es natürlich von Interesse, auf welcher Klasse eine Fort-
setzung eindeutig ist. Die Methode der inneren und äußeren Approximation
liefert eine untere bzw. eine obere Schranke. Demnach ist eine Fortsetzung
von ρ genau dann eindeutig in X ∈ X ?, wenn
ρ?(X) = ρ
?(X).
In einem solchen Auszahlungsprofil X ist die äußere Fortsetzung ρ? von innen
X -regulär und die innere Fortsetzung ρ? von außen X -regulär. Unter der star-
ken Bedingung aus Satz 1.2.10, dass die Klasse X bezüglich der Operatoren
Minimum und Maximum einen σ-Verband bildet, können wir die Ergebnisse
der beiden vorherigen Korollare kombinieren.
Korollar 1.2.19. Es sei ρ : X → R̄ ein monetäres Risikomaß auf einer
Klasse X von Auszahlungsprofilen, die die Struktur eines σ-Verbands besitzt.
Falls ρ stetig von oben und stetig von unten auf X ist, so existiert eine ein-
deutige Fortsetzung von ρ auf der Menge
SUS(X ) ∩ (−SUS(−X ))






mit Xσ, Yσ ∈ X für alle natürlichen Folgen σ ∈ S.
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Beweis: Nach Satz 1.2.10 ist die innere Fortsetzung ρ? ist stetig von unten
auf der Klasse aller Auszahlungsprofile, und die äußere Fortsetzung ρ? stetig
von oben. Nach Korollar 1.2.17 ist jedes X ∈ SUS(X ) von außen X -regulär
bezüglich ρ?. Nach Korollar 1.2.18 ist jedes X ∈ (−SUS(−X )) von innen
X -regulär bezüglich ρ?. 2
1.2.3 Fortsetzung unter topologischen Voraussetzun-
gen
Wir führen nun die Diskussion der Fortsetzbarkeit von konvexen Risikomaßen
unter der Bedingung fort, dass die zugrunde liegende Menge der zukünfti-
gen Szenarien durch einen topologischen Raum gegeben ist. Genauer gesagt,
nehmen wir an, dass Ω ein separabler, metrisierbarer und lokal kompakter
Raum ist. Mit F bezeichnen wir die zugehörige σ-Algebra der Borelmengen.
Unser Ziel ist es, geeignete Kriterien zu finden, unter denen ein konvexes
Risikomaß auf dem linearen Raum Cb := Cb(Ω) der beschränkten und steti-
gen Auszahlungsprofile unter gewissen Stetigkeitsbedingungen eindeutig auf
den linearen Raum B := B(Ω,F) aller beschränkten und messbaren Auszah-
lungsprofile fortgesetzt werden kann. Solche Kriterien formulieren wir un-
ter der Voraussetzung von Regularitätseigenschaften bezüglich der konvexen
Mengen Ub := Ub(Ω) und Lb := Lb(Ω) aller beschränkten oberhalb- bzw.
unterhalbstetigen reellen Funktionen.
Während unseren Untersuchungen orientieren wir uns an der entsprechenden
Diskussion zur Fortsetzung von funktionalen Kapazitäten auf topologischen
Räumen. Man vergleiche dazu [9]. Wir erinnern daran, dass unter geeigne-
ten Stetigkeitsbedingungen jedes monetäre Risikomaß auf zwei verschiedene
Weisen als eine funktionale Kapazität aufgefasst werden kann.
Außerdem verwenden wir Charakterisierungen von konvexen Risikomaßen
von [28], notwendige und hinreichende Bedingungen für die Existenz ei-
ner robusten Darstellung bezüglich einer Penalty-Funktion auf der Menge
M1 := M1(Ω,F) aller Wahrscheinlichkeitsmaße. In unserer Notation lassen
sich diese als Regularitäts- und Stetigkeitseigenschaften formulieren. Man
vergleiche dazu den Satz 1.2.26.
Bemerkung 1.2.20. Auf einem separablen, metrisierbaren und lokal kom-
pakten Raum Ω ist jede beschränkte oberhalbstetige Funktion als Limes einer
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monoton fallenden Folge von stetigen Funktionen darstellbar, d. h., es gilt
Ub ⊂ Cσ.
Eine Funktion X ist genau dann oberhalbstetig, wenn −X unterhalbstetig ist.
Das bedeutet, dass jede beschränkte unterhalbstetige Funktion als Limes einer
monoton wachsenden Folge von stetigen Funktionen darstellbar ist, d. h., dass
Lb = −Ub ⊂ −Cσ = Cσ.
Beweise dieser Charakterisierungen von Ober- und Unterhalbstetigkeit findet
man z. B. in [14], Satz 12.7.8.
Konvexe Risikomaße auf Cb
Betrachten wir ein konvexes Risikomaß ρ : Cb → R. Der folgende Satz von [21]
besagt, dass ρ eine robuste Darstellung durch eine Penalty-Funktion auf der
Menge M1 aller σ-additiven Wahrscheinlichkeitsmaße besitzt, falls es stetig
von unten ist. Da die Klasse der beschränkten und stetigen Funktionen einen
linearen Raum bildet, genügt es nach Lemma 1.1.8 zu fordern, dass ρ stetig
von unten in 0 ist, und in diesem Fall ist das konvexe Risikomaß auch stetig
von oben auf Cb.
Satz 1.2.21. Es sei ρ : Cb → R ein konvexes Risikomaß. Falls ρ stetig von
unten ist, dann erlaubt es eine robuste Darstellung bezüglich einer Penalty-
Funktion α auf M1, d. h., dass
ρ(X) = max{EQ(−X)− α(Q) | Q ∈M1} ∀ X ∈ Cb. (1.18)
Beweis: Wir können ρ beliebig zu einem konvexen Risikomaß ρ? : B → R
fortsetzen, beispielsweise mit Hilfe der Methode durch äußeren Approxima-
tion. Nach Theorem 1.1.7 erlaubt ρ? eine robuste Darstellung bezüglich seiner
minimalen Penalty-Funktion α?min auf M1f . Außerdem erfüllt es alle Voraus-
setzungen der Proposition 4.25 in [21]. Demzufolge erlaubt ρ?|Cb = ρ auf Cb
eine robuste Darstellung (1.18) durch die Penalty-Funktion mit
α(Q) := inf{α?min(Q′) | Q′ ∈M1f mit EQ(·) = EQ′(·) auf Cb} ∀ Q ∈M1.
2
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Bemerkung 1.2.22. Falls Ω ein kompakter metrischer Raum ist, dann ist
jede stetige Funktion auch beschränkt, d. h., es ist Cb = C. Außerdem ist jedes
monetäre Risikomaß auf diesem Raum stetig von unten und stetig von oben.
Konvergiert nämlich eine monoton wachsende oder monoton fallende Folge
{Xn} ⊂ C punktweise gegen eine stetige Funktion X ∈ C, dann erfolgt die
Konvergenz nach dem Lemma von Dini sogar gleichmäßig. Die Lipschitz-
Stetigkeit von ρ bezüglich der Supremumsnorm liefert
lim
n→∞
|ρ(Xn)− ρ(X)| ≤ lim
n→∞
||Xn −X||∞ = 0.
Insbesondere besitzt jedes konvexe Risikomaß auf C eine robuste Darstellung
(1.18).
Im Folgenden analysieren und vergleichen wir zwei mögliche Fortsetzungen
eines konvexen Risikomaßes ρ : Cb → R, die von innen Lb-regulär bzw. von
außen Ub-regulär sind. Kurz zusammengefasst handelt es sich dabei um die
Funktionale
(ρ?|Lb)? und (ρ?|Ub)?. (1.19)
Links setzen wir ρ zuerst durch äußere Approximation von Cb nach Lb fort
und anschließend durch innere Approximation von Lb nach B. Rechts ist die
Vorgehensweise umgekehrt. Wir setzen ρ durch innere Approximation von
Cb nach Ub fort und dann durch äußere Approximation von Ub nach B. Wir
zeigen, dass beide Methoden in gewissem Sinne kanonische Fortsetzungen von
ρ erzeugen, da Stetigkeitseigenschaften und auch eine robuste Darstellung
unter geeigneten Voraussetzungen erhalten bleiben.
Zunächst betrachten wir jeden Approximationsschritt separat. Wir wissen
bereits aus der allgemeinen Diskussion, dass bei der Fortsetzungsmethode
durch innere Approximation zusätzliche Bedingungen angenommen werden
müssen, die die Konvexität des erzeugten monetären Risikomaßes garantie-
ren. Bei einer Fortsetzung durch äußere Approximation wird die Konvexität
stets übertragen, jedoch kann unter Umständen eine robuste Darstellung
verloren gehen.
Fortsetzung nach Lb durch Cb-äußere Approximation
Satz 1.2.23. Es sei ρ : Cb → R ein konvexes Risikomaß.
(i) Die durch
ρLb(X) := inf{ρ(Y ) | X ≥ Y ∈ Cb} ∀ X ∈ Lb,
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definierte Fortsetzung ρLb : Lb → R ist ein konvexes Risikomaß.
(ii) Falls ρ stetig von unten ist, dann ist auch ρLb stetig von unten, und
mit dieser Eigenschaft ist die Fortsetzung von ρ auf Lb eindeutig.
(iii) Das konvexe Risikomaß ρLb besitzt genau dann eine robuste Darstellung
bezüglich einer Penalty-Funktion α auf M1, d. h.,
ρLb(X) = sup{EQ(−X)− α(Q) | Q ∈M1} ∀ X ∈ Lb, (1.20)
wenn ρ bezüglich α wie in (1.18) robust darstellbar ist, so dass für alle











In diesem Fall ist ρLb stetig von oben auf Lb.
Beweis: Die Aussage (i) folgt direkt aus Satz 1.2.4, da ρLb als äußere Fort-
setzung von ρ definiert ist. Nach Bemerkung 1.2.20 ist Lb enthalten in der
Menge (Cb)σ, welche alle Limiten von monoton wachsenden Folgen in Cb um-
fasst. Nach Korollar 1.2.9 stimmt die durch äußere Approximation erzeugte
Fortsetzung auf dieser Menge mit der durch monotone Approximation er-
zeugten Fortsetzung überein. Das bedeutet, dass ρLb stetig von unten ist und
mit dieser Eigenschaft auch eindeutig auf Lb.
Das konvexe Risikomaß ρLb besitzt genau dann eine robuste Darstellung


















gilt. Das bedeutet, dass die Penalty-Funktion α die Bedingung (1.21) erfül-
len muss. Dabei haben wir für jedes Wahrscheinlichkeitsmaß Q ∈ M1 die
folgende Regularitätseigenschaft des Erwartungswertes verwendet:
EQ(−X) = inf
X≥Y ∈Cb
EQ(−Y ) ∀ X ∈ Lb.
Diese gilt nach Korollar 1.2.9. 2
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Fortsetzung nach Ub durch Cb-innere Approximation
Satz 1.2.24. Es sei ρ : Cb → R ein konvexes Risikomaß.
(i) Die durch
ρUb(X) := sup{ρ(Y ) | X ≤ Y ∈ Cb} ∀ X ∈ Ub,
definierte Fortsetzung ρUb : Ub → R ist ein monetäres Risikomaß.
(ii) Falls ρ stetig von oben ist, dann ist ρUb ein konvexes Risikomaß und
stetig von oben. Außerdem ist die Fortsetzung mit dieser Stetigkeitsei-
genschaft eindeutig auf Ub
(iii) Erlaubt ρ eine robuste Darstellung auf M1 wie in (1.18) bezüglich einer
Penalty-Funktion α, dann ist ρUb ebenfalls bezüglich α robust darstell-
bar, d. h.,
ρUb(X) = sup{EQ(−X)− α(Q) | Q ∈M1} ∀ X ∈ Ub.
Beweis: Nach Satz 1.2.4 ist die durch innere Approximation definierte Fort-
setzung ein monetäres Risikomaß auf Ub. Falls ρ stetig von oben ist, dann
stimmen nach Korollar 1.2.9 und wegen Ub ⊂ (Cb)σ die innere Fortsetzung
und das durch monotone Approximation erzeugte konvexe Risikomaß über-
ein. Das bedeutet, dass ρUb ebenfalls konvex ist und die einzige von oben
stetige Fortsetzung von ρ auf Ub.
Nun nehmen wir an, dass eine Penalty-Funktion α auf M1 existiert, die eine

















denn für jedes Wahrscheinlichkeitsmaß Q ∈M1 gilt nach Korollar 1.2.9
EQ(−X) = sup
X≤Y ∈Cb
EQ(−Y ) ∀ X ∈ Ub.
2
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Fortsetzung nach B durch Lb-innere Approximation
Satz 1.2.25. Es sei ρLb : Lb → R ein konvexes Risikomaß.
(i) Die durch
ρB(X) := sup{ρLb(Y ) | X ≤ Y ∈ Lb} ∀ X ∈ B,
definierte Fortsetzung ρB : B → R ist ein monetäres Risikomaß.
(ii) Falls ρLb eine robuste Darstellung (1.20) bezüglich einer Penalty-Funk-
tion α auf M1 besitzt, dann ist ρB ein konvexes Risikomaß auf B. In
diesem Fall erlaubt auch ρB eine robuste Darstellung bezüglich α, d. h.,
ρB(X) = sup{EQ(−X)− α(Q) | Q ∈M1} ∀ X ∈ B,
und es ist das einzige konvexe Risikomaß auf B, das ρLb auf B fortsetzt
und eine robuste Darstellung bezüglich einer Penalty-Funktion auf M1
besitzt.
(iii) Falls ρLb stetig von unten ist auf Lb, dann ist die Konvexität von ρB
äquivalent zur Existenz einer Penalty-Funktion α auf M1, die ρLb|Cb
robust darstellt und die Bedingung (1.21) erfüllt.
Beweis: Die Aussage (i) folgt wieder aus Satz 1.2.4. Wir zeigen Teil (ii)
und nehmen an, dass ρLb eine robuste Darstellung bezüglich einer Penalty-

















denn für jedes Wahrscheinlichkeitsmaß Q ∈M1 haben wir
EQ(−X) = sup
X≤Y ∈Lb
EQ(−Y ) ∀ X ∈ B.
Diese Gleichheit erhält man zunächst für einfache Funktionen, da
Q(B) = inf{Q(A) | B ⊂ A, A ∈ F offen} ∀ B ∈ F ,
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und weil die Indikatorfunktion einer offenen Menge unterhalbstetig ist. Die
Darstellung überträgt man dann für beliebige beschränkte und messbare
Funktionen durch Approximation von oben durch einfache Funktionen mit
Hilfe der Stetigkeit des Erwartungswertes.
Nach Satz 1.2.26 (i) ist jedes konvexe Risikomaß auf B, das eine robuste Dar-
stellung bezüglich einer Penalty-Funktion auf M1 erlaubt, von innen regulär
bezüglich Lb. Dies impliziert die Eindeutigkeit der Fortsetzung.
Die Behauptung (iii) folgt aus Satz 1.2.26 (ii). Ein konvexes Risikomaß auf
B, das von innen Lb-regulär ist und auf Lb stetig von unten, besitzt eine
robuste Darstellung durch eine Penalty-Funktion auf M1. Diese leistet das
Gewünschte. Die umgekehrte Richtung hatten wir bereits bewiesen. 2
Die Ergebnisse des folgenden Satzes von [28], vgl. dort Proposition 3.4 und
Theorem 3.5, haben wir im Beweis oben verwendet, um die Eindeutigkeit der
Fortsetzung zu zeigen.
Satz 1.2.26. Es sei ρB : B → R ein konvexes Risikomaß. Dann gilt:
(i) Falls ρB eine robuste Darstellung bezüglich einer Penalty-Funktion auf
M1 besitzt, dann ist ρB von innen Lb-regulär, d. h., dass ρB = (ρB|Lb)?.
(ii) Falls ρB von innen Lb-regulär ist und stetig von unten auf Lb, so besitzt
ρB eine robuste Darstellung bezüglich einer Penalty-Funktion auf M1.
Fortsetzung nach B durch Ub-äußere Approximation
Satz 1.2.27. Es sei ρUb : Ub → R ein konvexes Risikomaß.
(i) Die durch
ρB(X) := inf{ρUb(Y ) | X ≥ Y ∈ Ub} ∀ X ∈ B,
definierte Fortsetzung ρB : B → R ist ein konvexes Risikomaß.
(ii) Zusätzlich gelte für alle Konstanten K ≥ 1 und jede absteigende Folge
{An} ⊂ F von offenen Mengen mit ∩An = ∅, dass
lim
n→∞
ρUb(−KIAn) = 0. (1.22)
Dann ist das konvexe Risikomaß ρB stetig von unten auf B. Außerdem
ist es das einzige konvexe Risikomaß, das ρUb auf B fortsetzt und stetig
von unten ist.
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Beweis: Der erste Teil des Satzes folgt direkt aus Satz 1.2.4, da durch
die Methode der äußere Approximation ein Risikomaß erzeugt wird und die
Konvexität des ursprünglichen Risikomaßes erhalten bleibt. Das konvexe Ri-
sikomaß ρB ist genau dann stetig von unten, wenn es von unten stetig in 0
ist. Unter den topologischen Voraussetzungen dieses Abschnitts ist Stetigkeit
von unten sogar äquivalent zur obigen Bedingung (1.22), vgl. [28], Theorem
3.2.
Ein konvexes Risikomaß, das stetig von unten ist, besitzt nach Theorem 1.1.9
eine robuste Darstellung durch eine Penalty-Funktion auf M1. Außerdem ist
es nach Satz 1.2.26 (i) Lb-regulär von innen. Nach Satz 1.2.25 (ii) ist ρB
eindeutig. 2
Vergleich beider Fortsetzungsmethoden
Wir fassen nun die Ergebnisse der obigen Sätze zusammen, um die beiden in
(1.19) beschriebenen Fortsetzungsmethoden unter Regularitätsbedingungen
zu vergleichen.
Korollar 1.2.28. Es sei ρ : Cb → R ein konvexes Risikomaß und stetig von
unten.
(i) Die Fortsetzung (ρ?|Lb)? ist genau dann ein konvexes Risikomaß auf
B, stetig von unten auf Lb und stetig von oben auf B, wenn ρ eine
robuste Darstellung bezüglich einer Penalty-Funktion α erlaubt, die der
Bedingung (1.21) genügt. In diesem Fall gilt:
(ρ?|Lb)?(X) = sup{EQ(−X)− α(Q) | Q ∈M1} ∀ X ∈ B,
und die Fortsetzung (ρ?|Lb)? ist eindeutig im Sinne von Satz 1.2.25 (ii).
(ii) Die Fortsetzung (ρ?|Ub)? ist genau dann ein konvexes Risikomaß auf B
und stetig von unten, wenn ρ?|Ub die Bedingung (1.22) erfüllt. Insbe-
sondere ist diese Fortsetzung von innen Lb-regulär und stetig von unten
auf Lb, d. h., dass
(ρ?|Ub)? = (ρ?|Lb)?.
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Reguläre Fortsetzungen von Cb nach L∞
Die Diskussion der Fortsetzbarkeit von ρ : Cb → R kann vereinfacht werden,
wenn wir annehmen, dass es ein Referenzmaß P ∈ M1 auf (Ω,F) gibt, so
dass das konvexe Risikomaß für alle stetigen Auszahlungsprofile X,Y ∈ Cb
die Bedingung erfüllt:
X = Y P -f. s. ⇒ ρ(X) = ρ(Y ). (1.23)
Unter diesen Voraussetzungen bietet sich eine Fortsetzung von der Klasse Cb
auf den linearen Raum L∞ := L∞(Ω,F , P ) der messbaren und P -fast sicher
beschränkten Zufallsvariablen an. Das heißt, wir behalten das Referenzmaß
bei. Dadurch können wir die Regularitätseigenschaften des Wahrscheinlich-
keitsmaßes P bezüglich der Mengen aller ober- bzw. unterhalbstetigen Funk-
tionen ausnutzen, welche das folgende Lemma beschreibt.
Lemma 1.2.29. Es sei X ∈ L∞ ein beliebiges Auszahlungsprofil.
(i) Es gibt eine monoton fallende Folge {Xn} ⊂ Lb von unterhalbstetigen
Funktionen, so dass X = lim Xn P -fast sicher.
(ii) Es gibt eine monoton wachsende Folge {Xn} ⊂ Ub von oberhalbstetigen
Funktionen, so dass X = lim Xn P -fast sicher.
Beweis: Ein Wahrscheinlichkeitsmaß P auf (Ω,F) ist regulär im folgenden
Sinne. Für jede Borelmenge B ∈ F gilt
P (B) = sup{P (A) | A ⊂ B, A ∈ F abgeschlossen}
= inf{P (A) | B ⊂ A, A ∈ F offen}.
Die Indikatorfunktion IA eines Ereignisses A ∈ F ist genau dann oberhalb-
stetig, wenn A abgeschlossen ist. Umgekehrt ist IA genau dann unterhalb-
stetig, wenn A offen ist. Das bedeutet, dass jede Treppenfunktion im P -
fast sicheren Sinne von oben durch eine fallende Folge von unterhalbstetigen
Funktionen sowie von unten durch eine wachsende Folge von oberhalbstetigen
Funktionen approximiert werden kann. Für allgemeine Auszahlungsprofile
erhalten wir die Aussagen durch Approximation von oben und unten durch
einfache Funktionen. 2
Alle bisher untersuchten Fortsetzungsmethoden besitzen eine Variante in Be-
zug auf eine P -fast sichere Approximation, und die Resultate der Sätze 1.2.2
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und 1.2.4 sowie des Korollars 1.2.9 gelten in entsprechender Weise. Es sei
dem interessierten Leser überlassen, die Beweise zu übertragen. Nach Lemma
1.2.29 kann jede P -fast sichere Approximation von innen durch unterhalb-
stetige Funktionen als eine monoton fallende und P -fast sicher punktweise
Approximation aufgefasst werden. Ebenso kann eine P -fast sichere Approxi-
mation von außen durch oberhalbstetige Funktion als eine monoton wach-
sende und P -fast sicher punktweise Approximation angesehen werden. Damit
erhalten wir folgendes Resultat.
Korollar 1.2.30. Es sei ρ : Cb → R ein konvexes Risikomaß, das stetig von
unten ist und der Bedingung (1.23) genügt.
(i) Die durch
(ρ?,P|Lb)?,P(X) := sup
X≤Y ∈LbP -f. s.
inf
Y≥Z∈CbP -f. s.
ρ(Z) ∀ X ∈ L∞
definierte Fortsetzung von ρ ist ein monetäres Risikomaß auf L∞ und
stetig von unten auf Lb. (ρ?,P|Lb)?,P ist genau dann ein konvexes Risi-
komaß und stetig von oben auf L∞, wenn ρ?,P|Lb auf Lb stetig von oben
ist. In diesem Fall besitzt (ρ?,P|Lb)?,P eine robuste Darstellung durch
eine Penalty-Funktion auf M1(P ).
(ii) Die durch
(ρ?,P|Ub)?,P(X) := inf
X≥Y ∈UbP -f. s.
sup
Y≤Z∈CbP -f. s.
ρ(Z) ∀ X ∈ L∞
definierte Fortsetzung von ρ ist ein konvexes Risikomaß auf L∞ und
stetig von oben auf Ub. (ρ?,P|Ub)?,P ist genau dann stetig von unten auf





Der Übergang zu einem statischen und bedingten Modell stellt die nächste
konzeptionelle Erweiterung der Theorie der konvexen Risikomaße dar. Die
Bewertung des Verlustrisikos von Finanzanlagen erfolgt nun auch in Ab-
hängigkeit von der zum Bewertungszeitpunkt zur Verfügung stehenden In-
formation. Jedem Auszahlungsprofil wird eine Zufallsvariable zugeordnet, die
wie zuvor als Höhe einer aus Sicht der zuständigen Aufsichtsbehörde erfor-
derlichen Rücklage interpretiert werden soll. Erste Untersuchungen zur Dar-
stellung von bedingten konvexen Risikomaßen führten Detlefsen & Scandolo
[13] durch.
Das Kapitel 2 ist wie folgt gegliedert. Im ersten Teil diskutieren wir die
Eigenschaften von bedingten konvexen Risikomaßen und die verschiedenen
Möglichkeiten ihrer Darstellung. Wir gehen dabei analog zur unbedingten
Situation vor. Im Abschnitt 2.1.1 erklären wir den Zusammenhang zwischen
bedingten konvexen Risikomaßen und ihren Akzeptanzmengen. Im Abschnitt
2.1.2 erläutern wir, unter welchen Voraussetzungen ein bedingtes konvexes
Risikomaß eine robuste Darstellung mittels einer Penalty-Funktion besitzt.
Im zweiten Teil untersuchen wir reguläre bedingte Darstellungen von beding-
ten konvexen Risikomaßen. Dies sind szenarioabhängige Familien von unbe-
dingten konvexen Risikomaßen auf geeigneten Klassen von Auszahlungsprofi-
len, die eine punktweise Interpretation eines bedingten konvexen Risikomaßes
als Mindesthöhe einer erforderlichen Kapitalrücklage ermöglichen. Im Ab-
schnitt 2.2.1 definieren wir solche Darstellungen und motivieren sie anhand
einiger Beispiele. Im Abschnitt 2.2.2 beweisen wir die Existenz von regu-
lären bedingten Darstellungen auf polnischen Räumen für die Klassen der
ober- bzw. unterhalbstetigen Funktionen. Auf der Klasse aller beschränkten
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und messbaren Auszahlungsprofile können wir die Existenz nur für Spezial-
fälle nachweisen. So zeigen wir im Abschnitt 2.2.3, dass bedingte kohärente
Risikomaße, die durch das Choquet-Integral bezüglich einer konvexen Ver-
zerrung der zugrunde liegenden regulären bedingten Wahrscheinlichkeit des
Referenzmaßes induziert werden, eine reguläre bedingte Darstellung erlau-
ben. Ein Beispiel dafür ist das bedingte Average Value at Risk, welches in
Abhängigkeit des eintretenden Szenarios als ein unbedingtes Average Value
at Risk angesehen werden kann.
2.1 Bedingte konvexe Risikomaße
und ihre Darstellung
2.1.1 Darstellung bezüglich der Akzeptanzmenge
Die Diskussion der Eigenschaften von bedingten konvexen Risikomaßen und
der Möglichkeiten ihrer Darstellung führen wir nicht unter den allgemeinen
Bedingungen des ersten Kapitels, sondern wir beschränken uns auf den in der
Literatur üblichen Rahmen. Es sei ein Wahrscheinlichkeitsraum (Ω,F , P )
gegeben, wobei Ω eine Menge von zukünftigen Szenarien ist und F eine
σ-Algebra von Ereignissen, die am Ende einer Handelsperiode beobachtbar
sind. Das Wahrscheinlichkeitsmaß P dient hierbei als ein Referenzmaß auf
(Ω,F) zur Festlegung von Nullmengen. Sämtliche Ungleichungen und Glei-
chungen von Zufallsvariablen sind in diesem Abschnitt im P -fast sicheren
Sinne gemeint.
Als Klasse der zu bewertenden Auszahlungsprofile wählen wir den linearen
Raum X := L∞(Ω,F , P ) der F -messbaren und P -fast sicher beschränkten
Zufallsvariablen. Das Risiko eines Auszahlungsprofils X ∈ X soll wie im un-
bedingten Fall durch ein monotones, translationsinvariantes, normiertes und
konvexes Funktional ρ0 bewertet werden, mit der Interpretation von ρ0(X)
als Höhe einer erforderlichen Rücklage für X. Diesmal nehmen wir jedoch
an, dass uns zum Bewertungszeitpunkt eine gewisse Information zur Verfü-
gung steht. Deren Struktur sei dargestellt durch eine Teil-σ-Algebra F0 ⊂ F .
Wir bezeichnen mit X0 := L∞(Ω,F0, P ) die Klasse aller F0-messbaren und
P -fast sicher beschränkten Zufallsvariablen und definieren bedingte konvexe
bzw. kohärente Risikomaße wie in [13].
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Eigenschaften
Definition 2.1.1. Eine Abbildung ρ0 : X → X0 heißt bedingtes konvexes
Risikomaß, falls sie die folgenden Eigenschaften besitzt:
• Monotonie: ρ0(X) ≥ ρ0(Y ) für alle X,Y ∈ X mit X ≤ Y ,
• Bedingte Translationsinvarianz: ρ0(X + X0) = ρ0(X) − X0 für alle
X ∈ X und X0 ∈ X0,
• Normiertheit: ρ0(0) = 0,
• Bedingte Konvexität: ρ0(ΛX + (1−Λ)Y ) ≤ Λρ0(X) + (1−Λ)ρ0(Y ) für
alle X, Y ∈ X und Λ ∈ X0 mit 0 ≤ Λ ≤ 1.
Erfüllt ein bedingtes konvexes Risikomaß ρ0 zusätzlich die Bedingung:
• Bedingte positive Homogenität: ρ0(ΛX) = Λρ0(X) für alle X ∈ X und
0 ≤ Λ ∈ X0,
so nennt man es ein bedingtes kohärentes Risikomaß.
Beispiel: Falls die zum Bewertungszeitpunkt verfügbare Information trivial
ist, d. h. F0 = {∅, Ω}, so stimmt die Definition eines bedingten konvexen Risi-
komaßes ρ0 : X → R mit der früheren Definition eines konvexen Risikomaßes
auf X überein, vgl. Abschnitt 1.1.3.
Ist die Information hingegen vollständig, d. h. F0 = F , dann implizieren die
beiden Eigenschaften Normiertheit und bedingte Translationsinvarianz die
Eindeutigkeit eines bedingten konvexen Risikomaßes ρ0 : X → X . Dieses ist
gegeben durch ρ0 = −id. 3
Wie in der unbedingten Situation unterscheiden wir verschiedene Arten von
Stetigkeit.
Bemerkung 2.1.2. Es sei ρ0 : X → X0 ein bedingtes konvexes Risikomaß.
(i) Aus den Eigenschaften Monotonie und bedingte Translationsinvarianz
folgt, dass ρ0 Lipschitz-stetig bezüglich der Supremumsnorm ist, vgl.
auch [13], Bemerkung 2.4. Für zwei Auszahlungsprofile X, Y ∈ X gilt:
||ρ0(X)− ρ0(Y )||∞ ≤ ||X − Y ||∞.
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Demnach stellt es keine Beschränkung der Allgemeinheit dar, dass be-
dingte konvexe Risikomaße als Abbildungen mit Werten in X0 statt in
L0(Ω,F , P ) definiert sind.
(ii) ρ0 heißt stetig von unten (stetig von oben) in einem Auszahlungsprofil
X ∈ X , falls für jede monoton wachsende (monoton fallende) Folge
{Xn} ⊂ X gilt:
X = lim
n→∞
Xn P -f. s. ⇒ ρ0(X) = lim
n→∞
ρ0(Xn) P -f. s.
Das Lemma 1.1.8 gilt auch in bedingter Form: ρ0 ist genau dann stetig
von unten und stetig von oben auf X , wenn es stetig von unten in 0 ist.
Der Beweis ist analog.
In der folgenden Bemerkung erklären wir, unter welchen Voraussetzungen
sich die drei Eigenschaften der bedingten Translationsinvarianz, der beding-
ten Konvexität und der bedingten positiven Homogenität aus den Eigen-
schaften in unbedingter Form ableiten lassen.
Bemerkung 2.1.3. Es sei ρ0 : X → X0 eine monotone und normierte
Abbildung.
(i) Falls ρ0 ein bedingtes konvexes Risikomaß ist, dann erhalten wir aus
der Normiertheit und der bedingten Konvexität von ρ0 für jedes X ∈ X
und für ein beliebiges Ereignis A0 ∈ F0 die Ungleichungen
ρ0(XIA0) ≤ IA0ρ0(X) = IA0ρ0(IA0IA0X + IAc0X) ≤ IA0ρ0(IA0X)
und
0 = ρ0(IAc0IA0X) ≤ IAc0ρ0(IA0X).
Daraus folgt, dass
ρ0(IA0X) = IA0ρ0(X) ∀ X ∈ X , A0 ∈ F0. (2.1)
Natürlich implizieren die Eigenschaften bedingte Translationsinvarianz,
bedingte Konvexität und bedingte positive Homogenität die entsprechen-
den Eigenschaften in unbedingter Form für Konstanten.
(ii) Unter der Annahme, dass ρ0 stetig von oben oder stetig von unten ist,
gilt auch der Umkehrschluss: Falls ρ0 translationsinvariant und konvex
für Konstanten ist und die Bedingung (2.1) erfüllt, dann handelt es sich
bei dieser Abbildung um ein bedingtes konvexes Risikomaß. Wenn ρ0
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zusätzlich positiv homogen ist, dann ist es auch bedingt positiv homogen,
also ein bedingtes kohärentes Risikomaß. Man beweist die Eigenschaften
in ihrer bedingten Form zunächst für einfache Funktionen und überträgt
sie danach mit Hilfe der Stetigkeit von oben auf beliebige F0-messbare
Funktionen.
Akzeptanz- und Ablehnungsmengen
Auch zwischen bedingten konvexen Risikomaßen ρ0 : X → X0 und ihren
Akzeptanzmengen
Aρ0 := {X ∈ X | ρ0(X) ≤ 0}
besteht eine eineindeutige Korrespondenz. Die Beweise zu den folgenden bei-
den Sätze findet man in [13], Proposition 2.5. Für eine detaillierte Einführung
und Charakterisierung des dort verwendeten Begriffs des essentiellen Supre-
mums einer Familie von Zufallsvariablen verweisen wir auf [21], Anhang A.5.
Satz 2.1.4. Es sei ρ0 :→ X0 ein bedingtes konvexes Risikomaß.
(i) Die zugehörige Akzeptanzmenge Aρ0 ist nicht leer, bedingt konvex und
solide, d. h., dass Y ∈ Aρ0, wenn Y ≥ X und X ∈ Aρ0. Außerdem ist
0 = ess inf Aρ0 ∩ X0.
(ii) Falls ρ0 ein bedingtes kohärentes Risikomaß ist, dann ist seine Akzep-
tanzmenge Aρ0 zusätzlich bedingt positiv homogen.
(iii) Für alle Auszahlungsprofile X ∈ X gilt die Darstellung
ρ0(X) = ess inf {X0 ∈ X0 | X + X0 ∈ Aρ0}.
Umgekehrt lässt sich aus einer geeigneten Klasse von akzeptablen Auszah-
lungsprofilen ein bedingtes konvexes Risikomaß konstruieren.
Satz 2.1.5. Es sei ∅ 6= A0 ⊂ X eine Menge von Auszahlungsprofilen, die
solide und bedingt konvex ist und derart, dass 0 = ess inf A0 ∩ X0. Definiert
man
ρA0(X) = ess inf {X0 ∈ X0 | X + X0 ∈ A0} ∀ X ∈ X ,
dann gilt:
(i) Die Abbildung ρA0 : X → X0 ist ein bedingtes konvexes Risikomaß.
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(ii) A0 ist eine Teilmenge der zugehörigen Akzeptanzmenge AρA0
(iii) Falls A0 zusätzlich bedingt positiv homogen ist, dann ist ρ0 ein bedingtes
kohärentes Risikomaß.
Im weiteren Verlauf dieses Kapitels werden wir dort, wo Verwechslungen
ausgeschlossen sind, die Akzeptanzmenge Aρ0 eines bedingten konvexen Ri-
sikomaßes ρ0 mit A0 bezeichnen. Wie in der unbedingten Situation definieren
wir auch hier eine zugehörige Ablehnungsmenge
N0 := Nρ0 := {X ∈ X | ρ0(X) ≥ 0}.
Wir wollen jedoch darauf verzichten, auf die Eigenschaften dieser Menge ein-
zugehen. Wir verweisen auf den entsprechenden Abschnitt in Kapitel 1 und
überlassen es dem interessierten Leser, die dort durch Konjugation erhaltenen
Resultate zu übertragen. Die Ablehnungsmenge werden wir im Kapitel 3 über
dynamische konvexe Risikomaße neben der Akzeptanzmenge verwenden, um
eine zeitlich „konsistente und konsequente“ Risikobewertung zu beschreiben.
2.1.2 Robuste Darstellungen
In diesem Abschnitt geben wir einen Überblick über die verschiedenen Mög-
lichkeiten der robusten Darstellung von bedingten konvexen Risikomaßen als
ein essentielles Supremum von bedingten linearen Funktionalen.
Robuste Darstellung auf M1(P )
In einer robusten Darstellung für bedingte konvexe Risikomaße verwendet
man bedingte Erwartungen statt Erwartungswerte und eine Penalty-Funk-
tion, die jedem Wahrscheinlichkeitsmaß eine F0-messbare Zufallsvariable zu-
ordnet. Für ein Auszahlungsprofil X ∈ X und ein absolutstetiges Wahr-
scheinlichkeitsmaß Q  P kann es verschiedene Versionen der bedingten
Erwartung EQ(−X|F0) geben. Diese stimmen stets Q-fast sicher überein,
jedoch gilt diese Gleichheit nicht notwendigerweise auch im P -fast sicheren
Sinne. Auf der Menge {EP (dQ/dP |F0) = 0} ∈ F0 ist die bedingte Erwar-
tung EQ(−X|F0) nicht eindeutig, deshalb definiert man bedingte Penalty-
Funktionen auf der Menge aller absolutstetigen Wahrscheinlichkeitsmaße, für
die das Ereignis eine Nullmenge unter dem Referenzmaß ist. Wir bezeichnen
diese mit
P0 := {Q ∈M1(P ) | Q|F0 ∼ P |F0}.
KAPITEL 2. BEDINGTE KONVEXE RISIKOMAßE 55
Wir sagen, dass ein bedingtes konvexes Risikomaß ρ0 eine robuste Darstellung
auf P0 besitzt, falls eine Penalty-Funktion α0 existiert, die jedem Wahrschein-
lichkeitsmaß Q ∈ P0 eine F0-messbare Zufallsvariable α0(Q) mit Werten in
[0, +∞] zuordnet, so dass
ess inf
Q∈P0
α0(Q) = 0 (2.2)
und
ρ0(X) = ess sup {EQ(−X|F0)− α0(Q) | Q ∈ P0} ∀ X ∈ X . (2.3)
Gelegentlich interessiert auch eine robuste Darstellung bezüglich der Teil-
menge von P0 derjenigen Wahrscheinlichkeitsmaße, die auf der σ-Algebra F0
mit dem Referenzmaß identisch sind, also bezüglich
Q0 := {Q ∈M1(P ) | Q|F0 = P |F0} ⊂ P0.
Das folgende Theorem zeigt jedoch, dass für eine solche Darstellung keine
zusätzlichen Eigenschaften des bedingten konvexen Risikomaßes vorauszu-
setzen sind. Wie im unbedingten Fall ist die Existenz einer robusten Darstel-
lung gleichbedeutend mit der Forderung, dass ρ0 für monoton fallende Folgen
von Auszahlungsprofilen stetig ist.
Theorem 2.1.6. Es sei ρ0 : X → X0 ein bedingtes konvexes Risikomaß.
Dann sind die folgenden Bedingungen äquivalent:
(a) ρ0 besitzt eine robuste Darstellung auf P0 wie in (2.2) und (2.3).
(b) ρ0 erlaubt eine robuste Darstellung auf P0 bezüglich der Penalty-Funk-
tion α0min, die definiert ist durch
α0min(Q) := ess sup
X∈A0
EQ(−X|F0) ∀ Q ∈ P0. (2.4)
(c) ρ0 ist stetig von oben.
(d) ρ0 besitzt eine robuste Darstellung auf Q0.
(e) ρ0 erlaubt eine robuste Darstellung auf Q0 bezüglich der in (2.4) defi-
nierten Penalty-Funktion α0min, d. h., dass
ρ0(X) = ess sup {EQ(−X|F0)− αmin0 (Q) | Q ∈ Q0} ∀ X ∈ X .
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Falls die obigen Bedingungen erfüllt sind, dann wird die Penalty-Funktion
α0min von jeder anderen Penalty-Funktion α0 dominiert, d. h., dass für alle
Q ∈ P0 gilt α0min(Q) ≤ α0(Q).
In [13], Theorem 3.2, wird der Nachweis dafür erbracht, dass die Existenz
einer robusten Darstellung auf Q0 äquivalent zur Stetigkeit von oben ist.
In [17] wird das Theorem um die äquivalente Bedingung der Existenz einer
robusten Darstellung auf P0 ergänzt, vgl. dort Theorem 2.3.
Bemerkung 2.1.7. Falls ρ0 : X → X0 ein bedingtes kohärentes Risikomaß
mit einer robusten Darstellung ist, so gilt für alle Auszahlungsprofile X ∈ X
ρ0(X) = ess sup {EQ(−X|F0) | Q ∈ Q0, α0min(Q) = 0 Q-f. s.},
vgl. [17], Korollar 2.5.
Robuste Darstellung auf Me(P )
Wir wollen kurz zusammenfassen, unter welchen zusätzlichen Bedingungen
eine robuste Darstellung durch eine Penalty-Funktion auf der Menge Me(P )
aller äquivalenten Wahrscheinlichkeitsmaße möglich ist. Es gilt die aus der
unbedingten Situation bereits bekannte Charakterisierung, vgl. [17], Lemma
3.5.
Lemma 2.1.8. Es sei ρ0 : X → X0 ein bedingtes konvexes Risikomaß, das
stetig von oben ist. Dann sind die folgenden Bedingungen äquivalent:
(a) ρ0 besitzt eine robuste Darstellung durch die auf Me(P ) eingeschränkte
und wie in (2.4) definierte minimale Penalty-Funktion α0min, d. h., dass
ρ0(X) = ess sup {EQ(−X|F0)− α0min(Q) | Q ∼ P} ∀ X ∈ X .
(b) In der robusten Darstellung von ρ0 bezüglich der minimalen Penalty-
Funktion α0min auf P0 gibt es ein äquivalentes Wahrscheinlichkeitsmaß
Q ∼ P mit α0min(Q) < ∞.
Damit erhält man die folgenden Resultate zur Existenz einer robusten Dar-
stellung durch eine Penalty-Funktion auf den äquivalenten Wahrscheinlich-
keitsmaßen. Für den Beweis der Aussage (i) verweisen wir auf [17], Lemma
3.4, und für den von Aussage (ii) auf [26], Theorem 3.13.
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Satz 2.1.9. Es sei ρ0 : X → X0 ein bedingtes konvexes Risikomaß und stetig
von oben.
(i) Falls ρ0 für alle Ereignisse A ∈ F die Bedingung erfüllt:
P (A) > 0 ⇒ P (ρ0(−εIA) > 0) > 0 ∀ ε > 0,
dann existiert zu jedem δ > 0 ein äquivalentes Wahrscheinlichkeitsmaß
Q ∼ P mit α0min(Q) < δ. Insbesondere besitzt ρ0 eine robuste Darstel-
lung auf Me(P ).
(ii) Falls die σ-Algebra F0 alle P -Nullmengen enthält, dann besitzt ρ0 auch
ohne Zusatzbedingungen eine robuste Darstellung auf Me(P ).
2.2 Reguläre bedingte Darstellungen
2.2.1 Definition
Es sei ρ0 : X → X0 ein bedingtes konvexes Risikomaß und Y ⊂ X eine
konvexe Klasse von Auszahlungsprofilen, die der Bedingung R ⊂ Y = Y + R
genügt, d. h., dass Y alle konstanten Auszahlungsprofile enthält und stabil
bezüglich der Addition von Konstanten ist. In diesem Abschnitt ist die Be-
trachtung von Nullmengen von Bedeutung, deshalb werden wir im Folgenden
stets explizit angeben, ob eine Gleichung oder Ungleichung von Zufallsvaria-
blen im fast sicheren Sinne zu verstehen ist.
Definition 2.2.1. Eine Familie von konvexen Risikomaßen ρω : Y → R,
ω ∈ Ω, heißt reguläre bedingte Darstellung für ρ0 auf Y, falls für alle Aus-
zahlungsprofile X ∈ Y gilt:
• Die Abbildung ω ∈ Ω 7→ ρω(X) ist messbar bezüglich F0,
• ρ0(X)(ω) = ρω(X) P -fast sicher.
Wenn ein bedingtes konvexes Risikomaß ρ0 eine reguläre bedingte Darstel-
lung besitzt, dann können wir für jedes Auszahlungsprofil X ∈ Y den Wert
ρω(X) als Höhe einer bei Eintreten des Szenarios ω ∈ Ω erforderlichen Rück-
lage auffassen. Das bedeutet, dass ρ0 auf der Klasse Y eine punktweise In-
terpretation als konvexes Risikomaß erlaubt.
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Einige Beispiele
Beispiel: Betrachten wir den atomaren Fall, bei dem die σ-Algebra F0
durch eine abzählbare Partition von Ω erzeugt wird, d. h., dass es paarweise
disjunkte Ereignisse Bi ∈ F , i ∈ N, gibt derart, dass F0 = σ(Bi, i ∈ N).
Ohne Einschränkung nehmen wir an, dass P (Bi) > 0 für alle i ∈ N. Es sei
ρ0 : X → X0 ein bedingtes konvexes Risikomaß und X ∈ X ein beliebiges
Auszahlungsprofil. ρ0(X) ist eine F0-messbare Zufallsvariable, das bedeutet,
dass sie P -fast sicher konstant auf jedem Atom der σ-Algebra ist. Wir defi-
nieren
ρi(X) := ρ0(X)(ωi) für ein ωi ∈ Bi,
wobei das entsprechende Szenario so gewählt sei, dass ρi(X)IBi = ρ0(X)IBi
P -fast sicher. Die Abbildungen ρi : X → R sind konvexe Risikomaße. Falls
ρ0 stetig von oben bzw. stetig von unten ist, dann gelten die gleichen Ei-
genschaften auch für die Familie {ρi}. Insbesondere erhalten wir aus einer
robusten Darstellung für ρ0 eine robuste Darstellung für jedes ρi. Es ist
ρ0(X) = ess sup {EQ(−X|F0)− α0(Q) | Q ∈ P0} ∀ X ∈ X ,
und mit einem geeignet gewählten Szenario ωi ∈ Bi haben wir
ρi(X) = ρ0(X)(ωi) = sup{EQ(·|Bi)(−X)− α0(ωi) | Q ∈ P0} ∀ X ∈ X .
Setzen wir schließlich ρω := ρi für alle ω ∈ Bi und i ∈ N, dann sind die
Abbildungen ω 7→ ρω(X) mit X ∈ X messbar bezüglich F0 und es gilt die
Darstellung ρω(X) = ρ0(X)(ω) P -fast sicher. Demzufolge besitzt ρ0 eine
reguläre bedingte Darstellung auf der Klasse Y = X . 3
Beispiel: Jedes bedingte konvexe Risikomaß ρ0 : X → X0 besitzt eine tri-
viale reguläre bedingte Darstellung auf der Klasse Y = B0 aller F0-messbaren
und beschränkten reellen Funktionen. Setzen wir nämlich für alle ω ∈ Ω
ρω(X) := −X(ω) ∀ X ∈ Y ,
dann erfüllt die Familie der konvexen bzw. linearen Risikomaße {ρω} die
Forderungen der Definition 2.2.1. 3
Beispiel: Wir betrachten ein bedingtes lineares Risikomaß ρ0 : X → X0,
das durch ein äquivalentes Wahrscheinlichkeitsmaß Q ∼ P erzeugt wird, d. h.,
ρ0(X) := EQ(−X|F0) ∀ X ∈ X .
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Wir nehmen an, dass es auf (Ω,F , Q) eine reguläre bedingte Wahrscheinlich-
keit bezüglich F0 gibt. Das bedeutet, es existiert eine Abbildung
(ω,A) ∈ Ω×F 7→ Qω(A) ∈ [0, 1],
so dass für jedes Szenario ω ∈ Ω durch A 7→ Qω(A) ein Wahrscheinlich-
keitsmaß auf (Ω,F) gegeben ist und dass für jedes Ereigniss A ∈ F die
Zufallsvariable ω 7→ Qω(A) eine Version der bedingten Erwartung von IA
bezüglich F0 unter Q ist.
Es sei Y = B, also der lineare Raum aller messbaren und beschränkten reellen
Funktionen auf (Ω,F). Natürlich ist für jedes Szenario ω ∈ Ω die Abbildung
ρω(X) := EQω(−X) ∀ X ∈ Y
ein lineares Risikomaß auf Y . Außerdem zeigt man durch maßtheoretische
Induktion, dass für alle Auszahlungsprofile X ∈ Y die Abbildung ω 7→ ρω(X)
messbar bezüglich F0 ist und
ρ0(X)(ω) = ρω(X) P -f. s.
Demnach besitzt ρ0 eine reguläre bedingte Darstellung auf Y . 3





log EQ(e−βX |F0) ∀ X ∈ X .
Dabei ist Q ∼ P ein äquivalentes Wahrscheinlichkeitsmaß und β > 0 ein
konstanter Parameter. Wie oben nehmen wir an, dass es auf (Ω,F , Q) be-
züglich F0 eine reguläre bedingte Wahrscheinlichkeit (ω,A) 7→ Qω(A) gibt,
und wieder setzen wir Y = B.




log EQω(e−βX) ∀ X ∈ Y
mit Wahrscheinlichkeitsmaß Qω und Parameter β > 0 liefert eine reguläre
bedingte Darstellung für ρ0 auf Y , denn für alle X ∈ Y ist die Zufallsvariable
ω 7→ EQω(e−βX) eine Version der bedingten Erwartung EQ(e−βX |F0). Also
ist auch die Abbildung ω 7→ ρω(X) messbar bezüglich F0 und es gilt die
Darstellung ρ0(X)(ω) = ρω(X) P -fast sicher.
Den allgemeinen Fall, bei dem der Parameter β in Abhängigkeit der zur
Verfügung stehenden Information F0 gewählt wird, untersuchen wir in der
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Bemerkung 2.2.3. Auch hier überträgt sich eine reguläre bedingte Darstellung
von Q auf das zugehörige bedingte entropische Risikomaß. 3
Erhalt der regulären bedingten Darstellung
Um diesen ersten Abschnitt zur regulären bedingten Darstellung von be-
dingten konvexen Risikomaßen abzuschließen, wollen wir untersuchen, welche
Verknüpfungsmöglichkeiten eine solche Darstellung erhalten. Wir betrachten
die Bildung von bedingten konvexen Kombinationen, Streckung, Robustifi-
zierung, Komposition und Faltung.
Bemerkung 2.2.2. Es sei Y ⊂ X eine fixierte Klasse von Auszahlungs-
profilen wie oben. Die Menge aller bedingten konvexen Risikomaße, die auf
Y eine reguläre bedingte Darstellung erlauben, ist bedingt konvex. Das heißt,
wenn ρ10 und ρ20 zwei F0-bedingte konvexe Risikomaße auf X mit einer re-
gulären bedingten Darstellung auf Y sind und 0 ≤ Λ ≤ 1 eine F0-messbare
Zufallsvariable, dann erlaubt auch das bedingte konvexe Risikomaß mit
ρ0(X) := Λρ
1
0(X) + (1− Λ)ρ20(X) ∀ X ∈ X ,
eine reguläre bedingte Darstellung auf Y. Sind nämlich {ρ1ω} und {ρ2ω} zwei
reguläre bedingte Darstellungen für ρ10 bzw. ρ20 auf Y, dann definieren wir
eine neue Familie von konvexen Risikomaßen auf Y und setzen
ρω(X) := Λ(ω)ρ
1
ω(X) + (1− Λ(ω))ρ2ω(X) ∀ X ∈ Y .




0(X)(ω) + (1− Λ(ω))ρ20(X)(ω)
= Λ(ω)ρ1ω(X) + (1− Λ(ω))ρ2ω(X)
= ρω(X).
Bemerkung 2.2.3. Es sei ρ0 ein bedingtes konvexes Risikomaß, das eine
reguläre bedingte Darstellung {ρω} auf einer Klasse Y ⊂ X besitzt. Zusätzlich
nehmen wir an, dass mit jedem X ∈ Y auch die Auszahlungsprofile λX mit
λ ≥ 0 in Y enthalten sind.
Betrachten wir zunächst das durch Streckung mit einem konstanten Parame-






∀ X ∈ X .
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ρλ0 besitzt eine reguläre bedingte Darstellung von auf Y. Diese ist gegeben






∀ X ∈ Y .
Nun sei 0 < m ≤ Λ ≤ M < ∞ eine F0-messbare und beschränkte Zu-
fallsvariable, und Y sei bedingt positiv homogen. Diesmal erlaubt das durch
Streckung mit Λ erzeugte bedingte konvexe Risikomaß





∀ X ∈ X
nur unter einer Zusatzbedingung eine reguläre bedingte Darstellung auf Y.
Hier definieren wir für alle ω ∈ Ω





∀ X ∈ Y .
Auch für diese Familie von konvexen Risikomaßen sind die Abbildungen ω 7→
ρ
Λ(ω)
ω (X) mit X ∈ Y messbar bezüglich F0. Wegen






















P -f. s. (2.5)
Die Bedingung (2.5) ist in jedem der folgenden Fälle erfüllt:
(i) Λ ist eine einfache Funktion, d. h., dass es paarweise disjunkte Ereig-
nisse Ai ∈ F0, i ≤ n, und λi > 0 gibt, so dass Λ =
∑
λiIAi . Dann gilt
































KAPITEL 2. BEDINGTE KONVEXE RISIKOMAßE 62
(ii) Die konvexen Risikomaße {ρω} sind stetig von oben auf Y. Die Be-
dingung (2.5) folgt dann aus Teil (i), indem wir Λ von unten durch
einfache F0-messbare Funktionen approximieren.
(iii) Angenommen, auf (Ω,F , P ) existiert bezüglich F0 eine reguläre bedingte
Wahrscheinlichkeit (ω,A) 7→ Pω(A). Nach Lemma 2.2.4 nimmt Λ für
P -fast alle ω ∈ Ω Pω-fast sicher den Wert Λ(ω) an. (2.5) folgt, wenn
für P -fast alle ω ∈ Ω und für alle Auszahlungsprofile X, Y ∈ Y gilt:
X = Y Pω-f. s. ⇒ ρω(X) = ρω(Y ).
Der Vollständigkeit halber beweisen wir noch die in der obigen Bemerkung
2.2.3 (iii) verwendete Behauptung.
Lemma 2.2.4. Es sei Λ : Ω → R eine beschränkte und F0-messbare Zu-
fallsvariable. Falls es auf (Ω,F , P ) eine reguläre bedingte Wahrscheinlichkeit
(ω,A) 7→ Pω(A) bezüglich F0 gibt, dann ist Λ Pω-fast sicher konstant für
P -fast alle ω ∈ Ω, d. h., dass eine P -Nullmenge N ∈ F0 existiert, so dass
Λ ≡ EPω(Λ) = Λ(ω) Pω-f. s. für alle ω ∈ N c.
Beweis: Wir nehmen zunächst an, dass Λ eine Treppenfunktion ist, also
seien Ai ∈ F0, i ≤ n, endlich viele paarweise disjunkte Ereignisse und λi ∈ R,





Da jede Abbildung ω 7→ Pω(Ai) eine Version der bedingten Erwartung
P (Ai|F0) = IAi P -f. s.
ist, haben wir Pω(Ai) = 1 für P -fast jedes ω ∈ Ai und für i ≤ n. Für ω ∈ Ai
nimmt Λ demzufolge Pω-fast überall den konstanten Wert λi = EPω(Λ) an.
Nun sei Λ eine beliebige F0-messbare und beschränkte Zufallsvariable. Es gibt
eine monoton fallende Folge {Λn} von einfachen F0-messbaren Funktionen,
so dass lim Λn(ω) = Λ(ω) für alle ω ∈ Ω. Wir wissen bereits, dass es P -
Nullmengen Nn ∈ F0 gibt, so dass für alle ω ∈ N cn gilt, dass Λn ≡ Λn(ω) =
EPω(Λn) Pω-fast sicher. Setzen wir N := ∪Nn ∈ F0, dann erhalten wir nach





EPω(Λn) = EPω(Λ) Pω-f. s.
Da P (N) = 0, folgt die Behauptung. 2
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Bemerkung 2.2.5. Durch Robustifizierung kann die reguläre bedingte Dar-
stellung verloren gehen. Falls {ρi0}I eine Familie von bedingten konvexen Ri-
sikomaßen ist, die eine reguläre bedingte Darstellung {ρiω} erlauben, so besitzt
das bedingte konvexe Risikomaß mit
ρ0(X) := ess sup
i∈I
ρi0(X) ∀ X ∈ X ,
im Allgemeinen keine reguläre bedingte Darstellung mehr. Ausnahmen bilden
die beiden Fälle einer endlichen Indexfamilie oder einer atomaren Informa-
tionsstruktur.
Bemerkung 2.2.6. Es sei ρ0 : X → X0 ein bedingtes konvexes Risiko-
maß, das eine reguläre bedingte Darstellung {ρω} auf Y ⊂ X erlaubt. Wir
vergrößern die Klasse der Auszahlungsprofile und betrachten einen Raum
X̃ := L∞(Ω, F̃ , P̃ ), wobei F ⊂ F̃ und P̃ |F = P gelten soll. Weiter seien
ρ̃ : X̃ → X ein bedingtes konvexes Risikomaß und ρ̃0 : X̃ → X0 das durch
Komposition erzeugte bedingte konvexe Risikomaß mit
ρ̃0(X) := ρ0(−ρ̃(X)) ∀ X ∈ X̃ .
Falls ρ̃ eine reguläre bedingte Darstellung {ρ̃ω} auf einer Klasse Ỹ ⊂ X̃
besitzt derart, dass
−ρ̃·(X) ∈ Y ∀ X ∈ Ỹ ,
dann wird für jedes ω ∈ Ω durch
ρ̃0ω(X) := ρω(−ρ̃·(X)) ∀ X ∈ Ỹ
ein konvexes Risikomaß auf Ỹ definiert. Für alle X ∈ Ỹ ist die Abbildung
ω 7→ ρ̃0ω(X) messbar bezüglich F0, und es gilt die Darstellung:
ρ̃0(X) = ρ0(−ρ̃(X)) = ρ0(−ρ̃·(X)) = ρω(−ρ̃·(X)) = ρ̃0ω(X) P̃ -f. s.
Somit ist {ρ̃0ω} eine reguläre bedingte Darstellung für ρ̃0 auf Ỹ.
Bemerkung 2.2.7. Falls ρ10 und ρ20 zwei bedingte konvexe Risikomaße sind,
dann ist die Faltung der beiden definiert als
ρ102ρ
2
0(X) := ess sup
Y ∈X
{ρ10(X − Y ) + ρ20(Y )} ∀ X ∈ X .





0(X)− ρ102ρ20(0) ∀ X ∈ X
ein bedingtes konvexes Risikomaß erzeugt, vgl. [4] und [26]. Bei dieser Ver-
knüpfung wird jedoch eine reguläre bedingte Darstellung im Allgemeinen nicht
übertragen.
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2.2.2 Existenz von regulären bedingten Darstellungen
In diesem Abschnitt untersuchen wir die Existenz einer regulären bedingten
Darstellung für bedingte konvexe Risikomaße unter der Voraussetzung, dass
die zugrunde liegende Menge der zukünftigen Szenarien durch einen polni-
schen Raum gegeben ist. Das heißt, Ω ist ein topologischer Raum, vollständig
metrisierbar und separabel. F sei gegeben durch die zugehörige σ-Algebra der
Borelmengen. Wie gewohnt, verwenden wir die Bezeichnungen Cb := Cb(Ω),
Ub := Ub(Ω) und Lb := Lb(Ω) für die Klassen der beschränkten stetigen,
ober- bzw. unterhalbstetigen Funktionen auf Ω.
Die σ-Algebra F0 ⊂ F sei beliebig und fixiert. Wir diskutieren Kriterien,
unter denen ein bedingtes konvexes Risikomaß eine reguläre bedingte Dar-
stellung auf Ub oder Lb besitzt. Eine reguläre bedingte Darstellung auf der
Klasse B := B(Ω,F) aller beschränkten und messbaren Funktionen können
wir hingegen nur für Spezialfälle nachweisen, z. B. bedingte lineare und entro-
pische Risikomaße oder das bedingte Average Value at Risk. Man vergleiche
dazu den Abschnitt 2.2.3.
Bemerkung 2.2.8. Auf polnischen Räumen besitzt jedes Wahrscheinlich-
keitsmaß Q auf (Ω,F) bezüglich F0 eine reguläre bedingte Wahrscheinlichkeit
(ω,A) 7→ Qω(A), vgl. z. B. [5], Satz 44.3.
Lemma 2.2.9. Es sei ∅ 6= S ⊂ B ein abzählbarer Verband bezüglich Mini-
mum und Maximum, so dass die Bedingungen Q ⊂ S = QS + QS erfüllt
sind. Dann besitzt jedes bedingte konvexe Risikomaß ρ0 : X → X0 eine regu-
läre bedingte Darstellung auf Y = S̄, wobei S̄ den Abschluss von S bezüglich
der Supremumsnorm bezeichnet.
Beweis: Wir verzichten auf den Nachweis, dass die oben definierte Menge
Y eine für die Diskussion von regulären bedingten Darstellungen geeignete
Klasse von Auszahlungsprofilen ist. Y ist ein linearer Teilraum von B. Au-
ßerdem gilt R ⊂ Y = Ȳ .
Wir betrachten die Einschränkung von ρ0 auf S und setzen
ρω(X) := ρ(X)(ω) ∀ X ∈ S, ω ∈ Ω.
Da S abzählbar ist, gibt es eine P -Nullmenge N ∈ F0, so dass für je-
des ω ∈ N c die Abbildung ρω : S → R normiert, monoton fallend, Q-
translationsinvariant und Q-konvex ist. Für ω ∈ N definieren wir ρω(X) :=
EPω(−X), wobei (ω,A) 7→ Pω(A) eine reguläre bedingte Wahrscheinlichkeit
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auf (Ω,F , P ) bezüglich F0 ist. Dann gelten die oben genannten Eigenschaften
für alle Szenarien.
Aus Monotonie und Q-Translationsinvarianz erhalten wir gleichmäßige Lip-
schitz-Stetigkeit, d. h., dass
|ρω(X)− ρω(Y )| ≤ ‖X − Y ‖∞ ∀ ω ∈ Ω,
vgl. dazu auch [21], Lemma 4.3. Also existiert für alle ω ∈ Ω eine eindeutige
Lipschitz-stetige Fortsetzung von ρω auf Y , die wir ebenfalls mit ρω bezeich-
nen wollen.
Nun sei X ∈ Y und {Xn} ⊂ S eine beliebige approximierende Folge mit
lim ‖X −Xn‖∞ = 0. Die Abbildung
ω 7→ ρω(X) = lim
n→∞
ρω(Xn)
ist als Grenzwert einer Folge von F0-messbaren Abbildungen ebenfalls F0-





ρω(Xn) = ρω(X) P -f. s.
Demnach ist {ρω} genau dann eine reguläre bedingte Darstellung für ρ0 auf
Y , wenn alle Abbildungen ρω : Y → R konvexe Risikomaße sind.
Natürlich ist jedes ρω normiert, translationsinvariant und konvex. Sind zwei
Auszahlungsprofile X, Y ∈ Y gegeben mit X ≤ Y , dann gilt die Monotonie,
falls aus 0 ≤ Z ∈ Y folgt, dass ρω(Z) ≤ 0 ist. Wegen Konvexität und
Lipschitz-Stetigkeit haben wir nämlich





















Diese Bedingung ist jedoch stets erfüllt, denn falls {Zn} ⊂ S eine approximie-
rende Folge für Z ≥ 0 ist, dann können wir ohne Einschränkung annehmen,
dass auch alle Zn ≥ 0 sind. Sonst betrachten wir stattdessen {Zn ∨ 0} ⊂ S,




und daraus folgt die Behauptung. 2
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Lemma 2.2.10. Es sei ρ0 : X → X0 ein bedingtes konvexes Risikomaß und
Y ⊂ B eine konvexe Menge mit R ⊂ Y = Y + R und einer Verbandsstruktur
bezüglich Minimum und Maximum. Außerdem sei {ρω} eine reguläre bedingte
Darstellung für ρ0 auf Y.
(i) Falls ρ0 und alle konvexen Risikomaße ρω stetig von oben sind, dann
erlaubt ρ0 eine reguläre bedingte Darstellung {(ρω)σ} auf Yσ ∩ B, so
dass jedes konvexe Risikomaß (ρω)σ stetig von oben ist.
(ii) Falls ρ0 und alle konvexen Risikomaße ρω stetig von unten sind, dann
erlaubt ρ0 eine reguläre bedingte Darstellung {(ρω)σ} auf Yσ ∩ B, so
dass jedes konvexe Risikomaß (ρω)σ stetig von unten ist.
Beweis: Wir zeigen Teil (i), der Beweis von (ii) ist analog. Angenommen,
die konvexen Risikomaße sind stetig von oben. Nach Satz 1.2.2 liefert die
Methode der Fortsetzung durch monotone Approximation konvexe und von
oben stetige Risikomaße (ρω)σ : Yσ ∩ B → R.
Sei nun X ∈ Yσ ∩ B ein Auszahlungsprofil und {Xn} ⊂ Y eine beliebige
monoton fallende Folge, die X von oben approximiert, d. h., dass für alle
ω ∈ Ω gilt X(ω) = lim Xn(ω). Weder die F0-Messbarkeit der Abbildung








ρω(Xn) = (ρω)σ(X) P -f. s.
wird aufgrund der Stetigkeit durch den Grenzübergang beeinträchtigt. Dem-
zufolge ist {(ρω)σ} eine reguläre bedingte Darstellung für ρ0 auf Yσ ∩ B. 2
Korollar 2.2.11. Falls Ω kompakt und ρ0 : X → X0 ein bedingtes konvexes
Risikomaß ist, dann gilt:
(i) ρ0 besitzt eine reguläre bedingte Darstellung {ρω} auf der Klasse C aller
stetigen Funktionen derart, dass jedes konvexe Risikomaß ρω stetig von
oben und stetig von unten ist.
(ii) Die reguläre bedingte Darstellung {ρω} aus (i) kann zu einer regulären
bedingten Darstellung {(ρω)σ} auf Ub fortgesetzt werden, so dass jedes
konvexe Risikomaß (ρω)σ stetig von oben ist.
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(iii) Die reguläre bedingte Darstellung {ρω} aus (i) kann zu einer regulären
bedingten Darstellung {(ρω)σ} auf Lb fortgesetzt werden, so dass jedes
konvexe Risikomaß (ρω)σ stetig von unten ist.
Beweis: Auf einem kompakten metrischen Raum ist die Klasse C = Cb aller
stetigen Funktionen ein Banachraum bezüglich der Supremumsnorm, und sie
besitzt eine abzählbare dichte Teilmenge S. Wir können die Menge S ohne
Einschränkung so wählen, dass sie den Bedingungen aus Lemma 2.2.9 genügt.
Daraus folgt die Existenz einer regulären bedingten Darstellung {ρω} für ρ0
auf C.
Da nach dem Lemma von Dini jede monoton wachsende Folge in C, die punkt-
weise gegen eine stetige Funktion konvergiert, auch gleichmäßig konvergiert,
folgt die Stetigkeit von oben und von unten für jedes konvexe Risikomaß
ρω aus der Lipschitz-Stetigkeit bezüglich der Supremumsnorm. Mit Lemma
2.2.10 ergeben sich die Aussagen in (ii) und (iii) sofort aus Teil (i). 2
Falls der Zustandsraum nicht kompakt ist, benutzen wir die folgende techni-
sche Zusatzbedingung, um die Existenz einer regulären Darstellung auf den
Klassen Ub und Lb zu beweisen. Wir fordern entweder, dass das bedingte kon-
vexe Risikomaß auf einfachen Funktionen der Form −KIA in einem gewissen
Sinne positiv subhomogen ist, oder alternativ dazu, dass es sich auf dieser
Klasse subadditiv verhält.
Annahme 2.2.12. Das bedingte konvexe Risikomaß ρ0 : X → X0 genügt
einer der beiden folgenden Bedingungen:
• Zu jedem K ∈ N existiert eine Konstante cK ≥ 1, so dass
ρ0(−nKIA) ≤ n · cKρ0(−KIA) P -f. s. ∀ A ∈ F , n ∈ N.
• Für alle K ∈ N ist
ρ0(−KIA∪B) ≤ ρ0(−KIA) + ρ0(−KIB) P -f. s. ∀ A, B ∈ F .
Theorem 2.2.13. Es sei ρ0 : X → X0 ein bedingtes konvexes Risikomaß,
das stetig von unten ist. Falls die Annahme 2.2.12 erfüllt ist, dann gilt:
(i) ρ0 besitzt eine reguläre bedingte Darstellung {ρω} auf Ub, so dass für
alle ω ∈ Ω das konvexe Risikomaß ρω stetig von oben ist.
(ii) ρ0 besitzt eine reguläre bedingte Darstellung {ρω} auf Lb, so dass für
alle ω ∈ Ω das konvexe Risikomaß ρω stetig von unten ist.
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Beweis: Da Ω ein polnischer Raum ist, können wir eine abzählbare Algebra
G ⊂ F auswählen, die ein Erzeuger von F ist und eine Basis der Topologie
enthält, vgl. dazu auch [5], Beweis von Satz 44.3. Wegen der starken Regula-
rität von Wahrscheinlichkeitsmaßen auf (Ω,F) finden wir zu jedem Ereignis




P (Kij) = P (Ai).
Wir bezeichnen mit G ′ ⊂ F die von G und den Ereignissen {Kij | i, j ∈ N}





qkIAk | n ∈ N, qk ∈ Q, Ak ∈ G ′
}
.
S ist eine abzählbare Teilmenge von B, die die Bedingungen von Lemma
2.2.9 erfüllt. Somit erlaubt ρ0 eine reguläre bedingte Darstellung {ρω} auf
dem Abschluss S̄ von S bezüglich der Supremumsnorm.
Wegen der Abzählbarkeit von S können wir ohne Einschränkung die regu-
läre bedingte Darstellung von ρ0 auf S̄ so wählen, dass sie einer der beiden
folgenden Bedingungen genügt:
• Zu jedem K ∈ N gibt es ein cK ≥ 1, so dass
ρω(−nKIA) ≤ n · cKρω(−KIA) ∀ ω ∈ Ω, A ∈ G ′, n ∈ N.
• Für alle K ∈ N ist
ρω(−KIA∪B) ≤ ρω(−KIA) + ρω(−KIB) ∀ ω ∈ Ω, A, B ∈ G ′.
Wir betrachten ein Ereignis Ai ∈ G und seine zugehörige Folge {Kij} von
kompakten Teilmengen. Da ρ0 stetig von unten ist, folgt für alle K ∈ N





ρω(−KIAi\Kij) P -f. s.
Die Algebra G ist abzählbar, also gibt es eine Menge N ∈ F0 mit P (N) = 0,
so dass für alle K ∈ N, für jedes Ereignis Ai ∈ G, i ∈ N, mit zugehöriger
Folge {Kij} sowie für alle ω ∈ N c gilt:
inf
j∈N
ρω(−KIAi\Kij) = 0. (2.6)
KAPITEL 2. BEDINGTE KONVEXE RISIKOMAßE 69
Auf der Nullmenge N modifizieren wir die reguläre bedingte Darstellung, so
dass (2.6) für alle Szenarien erfüllt ist, z. B. durch ρω(X) = EPω(−X).
Im nächsten Schritt schränken wir die reguläre bedingte Darstellung auf den





ein, wobei n ∈ N, xk ∈ R und Ak ∈ G seien für alle k ≤ n. Wir werden
zeigen, dass jedes konvexe Risikomaß ρω : Y → R stetig von unten und stetig
von oben ist. Nach Lemma 1.1.8 genügt es dabei, die Stetigkeit von unten in
0 nachzuweisen.
Sei X ∈ Y ein nicht-positives Auszahlungsprofil. Es existiert eine Konstante
K ∈ N, so dass für alle ε > 0 gilt
0 ≥ X ≥ −KI{X<−ε} − ε.
Aus Monotonie und Translationsinvarianz folgt für alle ω ∈ Ω
0 ≤ ρω(X) ≤ ρω(−KI{X<−ε}) + ε.
Demnach sind die konvexen Risikomaße ρω genau dann stetig von unten und
stetig von oben, wenn für jede absteigende Folge von Ereignissen {An} ⊂ G




Seien also {An} ⊂ G und K ∈ N wie oben. Wegen Bedingung (2.6) gibt es
kompakte Teilmenge Kn ⊂ An, Kn ∈ G ′, so dass für die konvexen Risikomaße








im zweiten Fall, wobei die Konstante δ > 0 beliebig klein gewählt sei. Der
Durchschnitt der kompakten Mengen ist leer, und es gibt einen Index n0 ∈ N
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Monotonie und Konvexität liefern im ersten Fall











bzw. im zweiten Fall









d. h., dass {ρω} auf Y eine Familie von konvexen Risikomaßen ist, die sowohl
stetig von oben als auch stetig von unten sind.
Es bleibt zu zeigen, dass die reguläre bedingte Darstellung {ρω} von Y nach
Ub oder Lb fortgesetzt werden kann. Dazu wenden wir wieder das Lemma
2.2.10 an. Die Algebra G enthält eine Basis der Topologie, d. h., dass jede
offene Menge in F als eine abzählbare Vereinigung offener Mengen in G und
jede abgeschlossene Menge als ein abzählbarer Durchschnitt von abgeschlos-
senen Mengen in G darstellbar ist. Das bedeutet, dass jede unterhalbstetige
Indikatorfunktion IA – mit A ∈ F offen – in Yσ enthalten ist und jede ober-
halbstetige Indikatorfunktion IA – mit A ∈ F abgeschlossen – in Yσ. Durch
maßtheoretische Induktion zeigt man, dass
Lb ⊂ Yσ und Ub ⊂ Yσ.
Daraus folgt die Behauptung. 2
Bemerkung 2.2.14. Die Frage bleibt offen, unter welchen Bedingungen ei-
ne reguläre bedingte Darstellung {ρω} eines bedingten konvexen Risikoma-
ßes ρ0 : X → X0 von Ub bzw. von Lb auf die Klasse B aller beschränkten
und messbaren Funktionen ausgedehnt werden kann. Wir wissen, dass un-
ter zusätzlichen Stetigkeitsannahmen eindeutige Fortsetzungen von konvexen
Risikomaßen existieren, vgl. dazu die Sätze 1.2.25 und 1.2.27. Nehmen wir
beispielsweise an, dass ρ0 stetig von unten ist und eine reguläre bedingte Dar-
stellung auf Ub erlaubt derart, dass jedes konvexe Risikomaß ρω stetig von
oben und sogar stetig von unten ist. Für alle ω ∈ Ω wird dann durch äußere
Approximation
ρ?ω(X) := inf{ρω(Y ) | X ≥ Y, Y ∈ Ub} ∀ X ∈ B
ein konvexes Risikomaß ρ?ω : B → R definiert, das stetig von unten ist und
eine Fortsetzung von ρω. Diese Fortsetzung ist eindeutig unter den obigen Be-
dingungen. Jedoch ist nicht ohne Weiteres klar, ob die jeweiligen Abbildungen
ω 7→ ρ?ω(X) mit X ∈ B messbar bezüglich F0 sind. Auch die Darstellung von
ρ0 ist im Allgemeinen nicht gesichert.
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2.2.3 Average Value at Risk
Um die Diskussion von regulären bedingten Darstellungen abzuschließen, un-
tersuchen wir das bedingte kohärente Risikomaß Average Value at Risk. Es
sei definiert wie in [13]:
AV aRΛ(X) := ess sup
Q∈QΛ
EQ(−X|F0) ∀ X ∈ X , (2.7)



















∀ X ∈ X
genau dann in der Menge QΛ enthalten, wenn für alle Ereignisse A ∈ F auf
{Λ > 0} gilt:(










Außerdem genügt es zu zeigen, dass eine der beiden Abschätzungen für alle
Ereignisse erfüllt ist. Die andere folgt dann durch Betrachtung des komple-
mentären Ereignisses.
Auch in diesem Abschnitt nehmen wir an, dass die Menge Ω der zukünfti-
gen Szenarien durch einen polnischen Raum gegeben ist und F durch die
zugehörige σ-Algebra der Borelmengen. Wir fixieren für das Referenzmaß P
eine reguläre bedingte Wahrscheinlichkeit (ω,A) 7→ Pω(A) bezüglich F0. In
Abhängigkeit vom eintretenden Szenario ω ∈ Ω wird das Wahrscheinlich-
keitsmaß Pω ebenfalls als Referenzmaß auf (Ω,F) dienen.
Wir zeigen, dass für jede Levelfunktion Λ das bedingte Average Value at Risk
AV aRΛ eine reguläre bedingte Darstellung auf der Klasse B aller beschränk-
ten und messbaren Funktionen besitzt. Die zugehörige Familie von konvexen
– hier sogar kohärenten – Risikomaßen ist durch die unbedingten Versionen
des Average Value at Risk zum Level λω := Λ(ω) unter dem jeweiligen Wahr-
scheinlichkeitsmaß Pω gegeben, für jedes Auszahlungsprofil X ∈ B und für
alle Szenarien ω ∈ Ω also durch
AV aRλω ,Pω(X) := sup
{








KAPITEL 2. BEDINGTE KONVEXE RISIKOMAßE 72
Konvexe Verzerrungen der regulären bedingten Wahrscheinlichkeit
Zur Vorbereitung untersuchen wir eine spezielle Klasse von „bedingten Ka-
pazitäten“ sowie die zugehörigen „bedingten Choquet-Integrale“. Wir fixieren
eine F0-messbare Parameterfunktion Λ : Ω → [0, 1]. Nach Lemma 2.2.4 ist
diese Zufallsvariable Pω-fast sicher konstant P -fast überall, d. h., dass eine
Menge N ∈ F0 existiert mit P (N) = 0, so dass für alle Szenarien ω ∈ N c gilt
Λ ≡ Λ(ω) =: λω Pω-f. s.
Für ω ∈ N setzen wir λω := 1. Die Abbildung ω 7→ λω ist ebenfalls messbar
bezüglich F0, und es gilt Λ(ω) = λω P -fast sicher.
Nun betrachten wir eine mit λ parametrisierte Familie von konvexen Verzer-
rungsfunktionen
f(·, λω) : [0, 1] → [0, 1], ω ∈ Ω,
das bedeutet, dass die Funktion f(·, λω) für jedes ω ∈ Ω monoton wachsend,
konvex sowie auf f(0, λω) = 0 und f(1, λω) = 1 normiert ist. Wir definieren
durch
(ω,A) ∈ Ω×F 7→ cω(A) := f(Pω(A), λω) (2.9)
eine Abbildung auf dem Produktraum Ω × F . Da sowohl ω 7→ Pω(A) als
auch ω 7→ λω messbar bezüglich der σ-Algebra F0 sind, ist für jedes Ereignis
A ∈ F auch die Zufallsvariable ω 7→ cω(A) F0-messbar. Außerdem ist bei
fixiertem Szenario ω ∈ Ω die zugehörige Mengenfunktion cω : F → [0, 1]
eine konvexe Verzerrung des Wahrscheinlichkeitsmaßes Pω, also eine unter
Pω verteilungsinvariante und konvexe Kapazität.
Das Choquet-Integral bezüglich dieser Kapazitäten liefert eine Familie von
kohärenten Risikomaßen ρω : B → R auf der Klasse aller beschränkten und
messbaren Auszahlungsprofile mit
ρω(X) := −Ecω(X) ∀ X ∈ B.
Man vergleiche dazu auch die Abschnitte 4.6 und 4.7 im Buch von [21]. Für
eine detaillierte Einführung des obigen Integralbegriffs verweisen wir auf [12].
Im Kapitel 3.3.2 geben wir in einem anderen Zusammenhang einen kurzen
Überblick über Eigenschaften von Choquet-Integralen und Möglichkeiten der
Darstellung, deshalb wollen wir an dieser Stelle darauf verzichten.
Jedes kohärente Risikomaß ρω bewertet das Verlustrisiko eines Auszahlungs-
profils nur in Abhängigkeit von seiner Verteilung unter dem jeweiligen Refe-
renzmaß Pω. Es ist stetig von oben und sogar stetig von unten, falls f(·, λω)
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stetig ist, also linksstetig in 1. Des Weiteren verhält sich jedes ρω additiv
auf komonotonen Funktionen, d. h., wenn X,Y ∈ B zwei Auszahlungsprofile
sind, so dass (X(ω1)−X(ω2))(Y (ω1)− Y (ω2)) ≥ 0 für alle ω1, ω2 ∈ Ω, dann
haben wir ρω(X + Y ) = ρω(X) + ρω(Y ).




wobei das definierende Auszahlungsprofil X ′ ∈ B so gewählt sei, dass X = X ′
P -fast sicher.
Satz 2.2.16. Die in (2.10) definierte Abbildung ist ein bedingtes kohärentes
Risikomaß ρ0 : X → X0. Außerdem liefert die Familie {ρω} eine reguläre be-
dingte Darstellung für ρ0 auf B. Insbesondere lassen sich daraus die folgenden
Eigenschaften ableiten:
• ρ0 · I{ω∈Ω|f(·,λω) stetig} ist stetig von unten.
• ρ0 verhält sich additive auf komonotonen Funktionen.
• ρ0 ist bedingt verteilungsinvariant:
X ∼Pω Y für P -f. a. ω ∈ Ω ⇒ ρ0(X) = ρ0(Y ) P -f. s.
Beweis: Sind X ′ ∈ B und A0 ∈ F0, dann gilt Pω(A0) = IA0(ω) P -fast sicher.
Damit haben wir
ρω(X
′)IA0(ω) = ρω(X ′IA0) P -f. s.
Das bedeutet, dass für alle Auszahlungsprofile die Bedingung (2.1) erfüllt ist,
nämlich
ρ0(X)IA0 = ρ0(XIA0) P -f. s. ∀ X ∈ X .
Offenbar ist ρ0 eine monotone, normierte und von oben stetige Abbildung,
die konvex und positiv homogen für Konstanten ist. Nach Bemerkung 2.1.3
(ii) ist ρ0 ein bedingtes kohärentes Risikomaß, falls wir die F0-Messbarkeit
der Abbildung ω 7→ ρω(X ′) = ρ0(X ′) für alle X ′ ∈ B nachweisen können.
Die aufgelisteten Eigenschaften folgen aus den Eigenschaften der Familie der
unbedingten kohärenten Risikomaße.
Wir nehmen ohne Einschränkung an, dass X ′ ≥ 0 ist, denn für allgemeine
Funktionen folgt die Aussage durch Addition einer geeigneten Konstanten.
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mit Konstanten xi ≥ 0 und Ereignissen Ai ∈ F , die ohne Einschränkung







Demnach ist die Messbarkeitsbedingung für alle einfachen Auszahlungsprofi-
le erfüllt. Ein beliebiges nicht-negatives Auszahlungsprofil X ′ ∈ B lässt sich
stets punktweise von oben durch eine monoton fallende Folge {Xn} von ein-
fachen Funktionen approximieren. Da die kohärenten Risikomaße ρω stetig




Als Grenzfunktion einer Folge von messbaren Funktionen ist die Abbildung
ω 7→ ρω(X ′) ebenfalls messbar bezüglich F0. 2
Eine reguläre bedingte Darstellung für AV aRΛ
Es sei Λ ∈ X0 eine beliebige F0-messbare Levelfunktion. Wir zeigen in diesem
Abschnitt, dass das bedingte Average Value at Risk als ein solches bedingtes
komonotones Risikomaß bezüglich einer konvexen Verzerrung der zugrunde
liegenden regulären bedingten Wahrscheinlichkeit aufgefasst werden kann.
Da AV aRΛ als ein essentielles Supremum definiert ist, vgl. die Definition in
(2.7) und (2.8), können wir ohne Einschränkung annehmen, dass 0 ≤ Λ(ω) ≤
1 für alle ω ∈ Ω. Nach Lemma 2.2.4 dürfen wir die Levelfunktion außerdem
so modifizieren, dass
Λ ≡ Λ(ω) =: λω Pω-f. s. ∀ ω ∈ Ω. (2.11)
Zunächst betrachten wir die Klasse aller stochastischen Kerne von (Ω,F0)
nach (Ω,F), die im unten definierten Sinne absolutstetig und beschränkt be-
züglich der regulären bedingten Wahrscheinlichkeit des Referenzmaßes sind:
KΛ :=
{





Pω-f. s. für alle ω ∈ Ω
}
.
Wie das folgende Lemma zeigt, kann KΛ mit der Klasse QΛ identifiziert
werden. Damit gilt für alle Auszahlungsprofile X ∈ X
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Lemma 2.2.17. Zu jedem Wahrscheinlichkeitsmaß Q ∈ QΛ gibt es eine zu-
gehörige reguläre bedingte Wahrscheinlichkeit in KΛ, und jeder stochastische
Kern {Qω} ∈ KΛ kann als eine reguläre bedingte Wahrscheinlichkeit eines
Wahrscheinlichkeitsmaßes in QΛ aufgefasst werden.
Beweis: Fixieren wir zuerst ein Wahrscheinlichkeitsmaß Q ∈ QΛ. Für die
Dichte h := dQ/dP ∈ L1(P ) gilt P -fast sicher 0 ≤ h ≤ 1/Λ und
EP (h|F0)(ω) = 1 = EPω(h).
Wir können also eine Modifikation von h wählen, so dass h ∈ L1(Pω) mit
EPω(h) = 1 und 0 ≤ h ≤ 1/Λ ≡ 1/λω Pω-fast sicher für alle Szenarien
ω ∈ Ω. Die durch h induzierten Wahrscheinlichkeitsmaße Qω  Pω bilden
eine reguläre bedingte Wahrscheinlichkeit für Q bezüglich F0, denn für alle
X ∈ B ist die Abbildung
ω 7→ EQω(X) = EPω(Xh)
messbar und eine Version der bedingten Erwartung EQ(X|F0) = EP (Xh|F0).
Nach Konstruktion gilt {Qω} ∈ KΛ.
Nun betrachten wir einen stochastischen Kern {Qω} ∈ KΛ und definieren
Q(A) := EP (Qω(A)) ∀ A ∈ F .
Offenbar ist Q ein Wahrscheinlichkeitsmaß auf (Ω,F). Es gilt für alle A ∈ F
P (A) = 0 ⇒ Pω(A) = 0 P -f. s.
⇒ Qω(A) = 0 P -f. s.
⇒ Q(A) = 0,
somit ist Q auch absolutstetig bezüglich P . Außerdem haben wir
Pω(A0) = Qω(A0) = IA0(ω) P -f. s. ∀ A0 ∈ F0, (2.12)
woraus folgt, dass Q(A0) = P (A0), also ist Q ∈ Q0.
Wir zeigen, dass {Qω} eine reguläre bedingte Wahrscheinlichkeit von Q be-
züglich F0 ist. Für jedes Ereignis A ∈ F ist die Abbildung ω 7→ Qω(A)
F0-messbar. Wegen (2.12) und Q|F0 = P |F0 gilt weiter für alle A0 ∈ F0
Q(A ∩ A0) = EP (Qω(A ∩ A0)) = EP (Qω(A)IA0) = EQ(Qω(A)IA0).
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Es gilt Q ∈ QΛ, falls die zugehörige Dichte h := dQ/dP P -fast sicher nach
oben durch 1/Λ beschränkt ist. Wir setzen A := {h > 1/Λ} und wollen





woraus die Ungleichung folgt
EP (IA|F0)
Λ




Demnach gilt, dass EP (IA|F0) = 0 P -fast sicher. Insbesondere haben wir,
dass P (A) = EP (EP (IA|F0)) = 0. 2
Nun betrachten wir die durch die Parameterfunktion λ induzierte Familie







, falls λω > 0,
δ1(x), sonst.
für alle x ∈ [0, 1] und ω ∈ Ω. Die zugehörige Familie der kohärenten und
komonotonen Risikomaße ρω : B → R ist gegeben durch das unbedingte
Average Value at Risk unter dem Referenzmaß Pω zum Level λω












vgl. dazu die Theoreme 4.47, 4.57 und 4.82 in [21].
Theorem 2.2.18. Die in (2.13) definierte Familie von AV aR-Risikomaßen
ist eine reguläre bedingte Darstellung auf B für das bedingte Average Value
at Risk AV aRΛ mit Levelfunktion Λ. Insbesondere lassen sich daraus die
folgenden Eigenschaften ableiten:
• AV aRΛ · I{Λ>0} ist stetig von unten.
• AV aRΛ verhält sich additive auf komonotonen Funktionen.
• AV aRΛ ist bedingt verteilungsinvariant:
X ∼Pω Y für P -f. a. ω ∈ Ω ⇒ AV aRΛ(X) = AV aRΛ(Y ) P -f. s.
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Beweis: Nach Satz 2.2.16 genügt es zu zeigen, dass das in (2.10) definierte
kohärente Risikomaß ρ0 : X → X0 mit dem bedingten Average Value at Risk
zum Level Λ übereinstimmt, d. h., dass AV aRΛ(X) = ρ0(X) für alle X ∈ X
bzw. für alle X ∈ B.
Es gibt eine bedingt konvexe Menge
K ⊂ K0 := {(ω,A) 7→ Qω(A) | Qω  Pω für alle ω ∈ Ω} ,
so dass für alle X ∈ X die robuste Darstellung gilt:
ρ0(X) = ess sup
{Qω}∈K
EQ·(−X) P -f. s.
Wir fixieren einen beliebigen stochastischen Kern {Qω} ∈ K. Für jedes Er-
eignis A ∈ F haben wir P -fast sicher
Qω(A) ≥ −ρω(IA) = cω(A), (2.14)
wobei die konvexen Kapazitäten cω wie in (2.9) als einfache konvexe Verzer-
rungen des jeweiligen Wahrscheinlichkeitsmaßes Pω definiert sind. Nun wer-
den wir diesen Kern {Qω} auf einer P -Nullmenge N ∈ F0 so modifizieren,
dass die obige Bedingung für alle Szenarien und auf der gesamten σ-Algebra
F erfüllt ist.
Ohne Einschränkung können wir annehmen, dass Λ > 0 ist. Da Ω ein polni-
scher Raum ist, existiert eine abzählbare Basis der Topologie. Diese bezeich-
nen wir mit {Ai} ⊂ F . Dann gibt es eine Menge N ∈ F0 mit P (N) = 0, so
dass (2.14) für alle Ereignisse A = Ai, i ∈ N, und für alle Szenarien ω ∈ N c
gilt.
Wahrscheinlichkeitsmaße sind stetig von unten und regulär, und jede konvexe
Kapazität cω wird durch eine stetige Verzerrungsfunktion erzeugt. Es sei nun
A ∈ F offen. Wir wählen eine aufsteigende Folge {An} ⊂ {Ai} mit A = ∪An
und erhalten
Qω(A) = lim Qω(An) ≥ lim cω(An) = cω(A) ∀ ω ∈ N c.
Jetzt sei B ∈ F beliebig und ω ∈ N c. Es ist
Qω(B) = inf{Qω(A) | B ⊂ A offen} ≥ inf{cω(A) | B ⊂ A offen} = cω(B).
Auf der Nullmenge modifizieren wir den stochastischen Kern, indem wir
Qω := Pω für alle ω ∈ N setzen. Das bedeutet, dass die Bedingung (2.14)
tatsächlich auf der gesamten σ-Algebra F und für alle Szenarien ω ∈ Ω gilt.
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Ein Wahrscheinlichkeitsmaß Qω  Pω mit Qω ≥ cω auf F ist ein Element
des Kerns Q(cω) dieser Kapazität. Aufgrund der speziellen Struktur der Ka-






Man vergleiche dazu die Charakterisierungen in [6], Proposition 1. Das heißt,
dass es zu jedem stochastischen Kern {Qω} ∈ K eine modifizierte Version in
KΛ gibt. Deshalb haben wir für alle X ∈ X
ρ0(X) ≤ AV aRΛ(X) P -f. s.
Andererseits gilt für jeden stochastischen Kern {Qω} ∈ KΛ nach Definition
dieser Klasse, dass Qω ∈ Q(cω) für alle ω ∈ Ω. Darum gilt für alle X ∈ B
EQω(−X) ≤ −Ecω(X) = ρω(X) = ρ0(X).
Der Übergang zum essentiellen Supremum auf der linken Seite verändert die
Relation nicht, also stimmen beide bedingten kohärenten Riskikomaße für
alle Auszahlungsprofile P -fast sicher überein. 2
Bemerkung 2.2.19. Durch die Bildung von bedingten konvexen Kombina-
tionen bedingter kohärenter Risikomaße des Typs AV aRΛ werden weitere be-




∆i · AV aRΛi(X) ∀ X ∈ X ,




∆i(ω) = 1 ∀ ω ∈ Ω.
Nach der Bemerkung 2.2.2 besitzt ein solches bedingtes kohärentes Risiko-
maß ebenfalls eine reguläre bedingte Darstellung {ρω} auf B, welche auch in
diesem Fall als eine konvexe Verzerrung der regulären bedingten Wahrschein-
lichkeit des Referenzmaßes angesehen werden kann, d. h., dass





δiω · fλiω(Pω(A)) ∀ A ∈ F ,
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und δiω = ∆i(ω) sowie λiω = Λi(ω) P -fast sicher. Aus der regulären beding-
ten Darstellung lassen sich die folgenden Eigenschaften ableiten: ρ0 verhält
sich additiv auf komonotonen Funktionen. Es ist bedingt verteilungsinvariant
bezüglich P und stetig von unten auf der Menge{
n∑
i=1






Ein dynamisches konvexes Risikomaß ist eine an eine Filtration adaptierte
Familie von bedingten konvexen Risikomaßen, mit denen man das Verlust-
risiko von Finanzanlagen zu verschiedenen Zeiten unter Berücksichtigung
der jeweils zur Verfügung stehenden Information bewertet. In der finanz-
mathematischen Literatur wird derzeit diskutiert, welche Beziehungen und
Abhängigkeiten zwischen den einzelnen Zeitpunkten bei der Risikobewer-
tung zu fordern sind und welche intertemporalen Strukturen sich daraus
für die Akzeptanz- und Ablehnungsmengen oder die darstellenden Penalty-
Funktionen ableiten lassen. Grundsätzlich kann dieses Problem aus zwei ver-
schiedenen Perspektiven betrachtet werden.
Bei der Konstruktion von dynamischen konvexen Risikomaßen zu einer vorge-
gebenen Informationsstruktur ist darauf zu achten, dass gewisse Formen der
zeitlichen Konsistenz in Bezug auf die Akzeptanz oder Ablehnung von Risiken
erfüllt werden. Vorgeschlagen und analysiert wurde solche Konsistenzbedin-
gungen erstmals von Artzner, Delbaen, Eber, Heath & Ku [2], [3], Riedel
[31] und in einer schwachen Variante von Weber [40]. Es handelt sich dabei
um zeitlich rückwärts gerichtete Bedingungen, die mit Hilfe der Akzeptanz-
oder Ablehnungsmengen charakterisiert werden können. Wir vergleichen die
Konsistenzbedingungen der oben genannten Autoren und verallgemeinern sie
durch Einführung einer gewissen Testklasse, welche den Grad der Konsistenz
bestimmt.
Ist die Filtration im Voraus nicht festgelegt, dann muss nach jedem Erhalt
von zusätzlicher Information die Risikobewertung unter geeigneten Kriterien
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aktualisiert werden. Wir argumentieren, dass dieses Aktualisierungsproblem
einen zeitlich vorwärts gerichteten Ansatz der dynamischen Risikobewertung
verlangt. Wir formulieren ein Kriterium, nach der jedes bedingte konvexe
Risikomaß als eine Konsequenz aus der eingehenden Information und der ur-
sprünglichen Risikobewertung konstruiert wird. Im linearen Fall der beding-
ten Erwartung stimmen beide Ansätze überein, im allgemeinen konvexen Fall
jedoch nicht.
In der Theorie der nicht-additiven Mengenfunktionen, welche in der Form
c(A) = infQQ(A) darstellbar sind, diskutiert man das Problem der Aktua-
lisierung in einem einfachen Rahmen schon seit längerer Zeit, vgl. u. a. die
Arbeiten von Dempster [10] und Shafer [36], Walley [37], Fagin & Halpern
[16] oder Gilboa & Schmeidler [23]. Die dort beschriebenen Aktualisierungs-
ansätze basieren alle auf demselben Prinzip, wonach einige Wahrscheinlich-
keitsmaße nach dem Erhalt von zusätzlicher Information für die Zukunft
aus der Menge Q entfernt und die verbleibenden nach der Regel von Bayes
aktualisiert werden. Wir vereinheitlichen und verallgemeinern diese Aktuali-
sierungsmethoden und wenden sie auf die Klasse der kohärenten Risikomaße
an, um die Reduzierung von Unsicherheit nach dem Erhalt von Zusatzinfor-
mation darzustellen.
Das Kapitel 3 ist wie folgt aufgebaut. Im ersten Teil untersuchen wir auf
axiomatischer Ebene Kriterien, die die intertemporale Struktur von dynami-
schen konvexen Risikomaßen beschreiben. Nach der Definition von dynami-
schen konvexen Risikomaßen im Abschnitt 3.1.1 analysieren wir im Abschnitt
3.1.2 zunächst die zeitlich rückwärts gerichteten Bedingungen der Akzeptanz-
und Ablehnungskonsistenz. Im Abschnitt 3.1.3 formulieren wir danach eine
zeitlich vorwärts gerichtete Bedingung, die wir als Konsequenz bezeichnen
wollen. Zur Veranschaulichung der einzelnen Kriterien betrachten wir im Ab-
schnitt 3.1.4 die Klasse der dynamischen robusten Shortfall-Risikomaße und
als einen Spezialfall das Average Value at Risk.
Im zweiten Teil beschäftigen wir uns mit dem Problem der Aktualisierung
von konvexen Risikomaßen nach dem Erhalt von zusätzlicher Information.
Im Abschnitt 3.2.1 definieren wir so genannte Aktualisierungsvorschriften.
In den Abschnitten 3.2.2, 3.2.3 und 3.2.4 untersuchen wir anschließend, in-
wieweit die Bedingungen der starken Zeitkonsistenz, der schwachen Akzep-
tanzkonsistenz oder der Konsequenz als Aktualisierungskriterium geeignet
sind. Im Abschnitt 3.2.5 stellen wir eine Methode zur Reduzierung von Unsi-
cherheit vor, nach der Entscheidungen darüber getroffen werden können, wel-
che probabilistischen Modelle nach dem Erhalt von neuer Information weiter
berücksichtigt werden sollen. Im Abschnitt 3.2.6 diskutieren wir die Redu-
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zierung der Unsicherheit im Fall der entropischen Risikomaße. Dies führt auf
ein Problem der Entropie-Minimierung, welches wir unter der Annahme un-
tersuchen, dass die Menge der weiter verwendeten Modelle durch den Kern
einer konvexen Verzerrung des Referenzmaßes gegeben ist. Diese spezielle
Struktur erlaubt es, die Dichte des entropieminimierenden Maßes genauer zu
bestimmen.
3.1 Dynamische konvexe Risikomaße
und ihre intertemporale Struktur
3.1.1 Definition
Es sei (Ω,F , P ) ein Wahrscheinlichkeitsraum, wobei Ω eine Menge von zu-
künftigen Szenarien bezeichnet und F eine σ-Algebra von Ereignissen, die
am Ende einer Handelsperiode beobachtbar sind. Wie im vorherigen Kapi-
tel dient P als Referenzmaß. Sämtliche Ungleichungen und Gleichungen von
Zufallsvariablen sind im P -fast sicheren Sinne zu verstehen.
Die Klasse der zu bewertenden Auszahlungsprofile sei gegeben durch den
linearen Raum X := L∞(Ω,F , P ) aller messbaren und P -fast sicher be-
schränkten Funktionen. Das Risiko dieser Auszahlungsprofile bemessen wir
zu verschiedenen Zeiten in Abhängigkeit von der zur Verfügung stehenden
Information. Wir fixieren eine Filtration {Ft}Tt=0 ⊂ F , wobei die σ-Algebra
Ft die Informationsstruktur zum jeweiligen Bewertungszeitpunkt t widerspie-
geln soll. Außerdem setzen wir Xt := L∞(Ω,Ft, P ) für alle 0 ≤ t ≤ T .
Definition 3.1.1. Eine Familie {ρt}Tt=0 heißt dynamisches konvexes Risiko-
maß, falls zu jedem Zeitpunkt 0 ≤ t ≤ T die Abbildung ρt : X → Xt ein
bedingtes konvexes Risikomaß bezüglich Ft ist.
Jedes dynamische konvexe Risikomaß {ρt}Tt=0 kann mit seiner zugehörigen
Folge von Akzeptanzmengen {At}Tt=0 identifiziert werden. Ebenso können
wir ihm seine Folge von Ablehnungsmengen {Nt}Tt=0 zuordnen.
In Kapitel 2 haben wir uns bereits ausführlich mit bedingten konvexen Ri-
sikomaßen und den Möglichkeiten ihrer Darstellung befasst. Jetzt wollen
wir Eigenschaften von dynamischen konvexen Risikomaßen und die dadurch
implizierten Strukturen zwischen den einzelnen Bewertungszeitpunkten un-
tersuchen. Wir diskutieren Kriterien für eine zeitlich „konsistente und kon-
sequente“ Risikobewertung.
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3.1.2 Akzeptanz- und Ablehnungskonsistenz
Zunächst untersuchen wir verschiedenen Formen der zeitlichen Konsistenz
von dynamischen konvexen Risikomaßen. Dabei vergleichen wir für jeweils
zwei aufeinander folgende Bewertungszeitpunkte t und t + 1 die Akzeptanz-
und Ablehnungskriterien der bedingten konvexen Risikomaße ρt und ρt+1.
Fixieren wir also einen Zeitpunkt 0 ≤ t ≤ T − 1. Des Weiteren sei Yt ⊂ X
eine Vergleichs- oder Testklasse von Auszahlungsprofilen, so dass die Be-
dingungen 0 ∈ Yt und Yt+Xt = Yt erfüllt sind. Diese Testklasse bestimmt den
Grad der Konsistenz. Sie kann in Abhängigkeit der zur Verfügung stehenden
Information gewählt werden, z. B. Yt = Xt oder Yt = Xt+1. Sie kann aber
auch allgemein festgesetzt sein, z. B. Yt = X .
Definition 3.1.2. Die bedingten konvexen Risikomaße ρt und ρt+1 heißen
akzeptanzkonsistent (ablehnungskonsistent) bezüglich der Testklasse Yt, falls
für alle X ∈ X und Y ∈ Yt gilt:
ρt+1(X) ≤ (≥) ρt+1(Y ) ⇒ ρt(X) ≤ (≥) ρt(Y ). (3.1)
Diese Konsistenzbedingungen entsprechen einem zeitlich rückwärts gerichte-
ten Ansatz der dynamischen Risikobewertung. In (3.1) wird gefordert, dass
gewisse Maßgaben durch ρt+1 hinsichtlich der Akzeptanz bzw. Ablehnung
von Auszahlungsprofilen – zumindest für die Menge Yt – bereits durch das
bedingte konvexe Risikomaß ρt berücksichtigt werden sollen.
Da für jede Wahl von Yt die konstanten Auszahlungsprofile in der Testklasse
enthalten sind, insbesondere ist 0 ∈ Yt, lassen sich die folgenden Beziehungen
ableiten: Falls die bedingten konvexen Risikomaße ρt und ρt+1 akzeptanzkon-
sistent sind, dann gilt für die zugehörigen Akzeptanzmengen At+1 ⊂ At. Sind
sie hingegen ablehnungskonsistent, dann ist Nt+1 ⊂ Nt.
Bemerkung 3.1.3. Betrachten wir zwei solche Testklassen Yt ⊂ X und
Y ′t ⊂ X derart, dass Yt ⊂ Y ′t. Falls die bedingten konvexen Risikomaße
ρt und ρt+1 akzeptanz- oder ablehnungskonsistent bezüglich Y ′t sind, dann
sind sie nach Definition auch akzeptanz- bzw. ablehnungskonsistent bezüglich
Yt. Deshalb werden wir in Zukunft den Begriff schwache Akzeptanz- bzw.
Ablehnungskonsistenz verwenden, wenn Yt = Xt ist.
Mit der gleichen Begründung sprechen wir von starker Akzeptanz- oder Ab-
lehnungskonsistenz, wenn Yt = X ist. Man beachte, dass Akzeptanz- und
Ablehnungskonsistenz in diesem Fall dieselbe Bedeutung besitzen. In der Li-
teratur zu dynamischen konvexen Risikomaßen wird diese Eigenschaft für
gewöhnlich nur Zeitkonsistenz genannt.
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Charakterisierungen von Akzeptanz- und Ablehnungskonsistenz
Charakterisierungen der starken Zeitkonsistenz, also Beschreibungen der da-
durch implizierten Eigenschaften der zugehörigen Akzeptanzmengen und Pe-
nalty-Funktionen, findet man z. B. in [2], [3] und [31] für den kohärenten Fall
sowie in [13], [26], [17] und [7] für den konvexen Fall. In [40] und [33] wer-
den dynamische konvexe bzw. kohärente Risikomaße hinsichtlich schwacher
Akzeptanz- und Ablehnungskonsistenz untersucht.
Das folgende Theorem liefert eine allgemeine Charakterisierung von dyna-
mischen konvexen Risikomaßen, die akzeptanzkonsistent sind. Im Beweis
verwenden wir nur die Eigenschaften Normiertheit, bedingte Translations-
invarianz und Monotonie. Die Resultate gelten somit auch für dynamische
monetäre Risikomaße. Dabei verwenden wir die Bezeichnungen
At,t+1 := Xt+1 ∩ At und Nt,t+1 := Xt+1 ∩Nt
für die Mengen aller bezüglich Ft+1 messbaren Auszahlungsprofile, die unter
ρt akzeptiert bzw. abgelehnt werden.
Theorem 3.1.4. Es seien ρt : X → Xt und ρt+1 : X → Xt+1 bedingte konvexe
Risikomaße und Yt ⊂ X wie oben. Dann sind die folgenden Bedingungen
äquivalent:
(a) ρt und ρt+1 sind akzeptanzkonsistent bezüglich Yt.
(b) ρt(X) ≤ ess inf {ρt(Y )|Y ∈ Yt, ρt+1(X) ≤ ρt+1(Y )} für alle X ∈ X .
(c) ess sup {ρt(X+ρt+1(X)−ρt+1(Y )+ρt(Y ))|Y ∈ Yt} ≤ 0 für alle X ∈ X .
(d) At+1 − ρt+1(Yt ∩ At) ⊂ At.
Außerdem impliziert die Eigenschaft der Akzeptanzkonsistenz von ρt und ρt+1
bezüglich der Testklasse Yt die folgenden äquivalenten Bedingungen, wobei
X Yt := {X ∈ X | − ρt+1(X) ∈ Yt}:
(e) ρt(X) ≤ ρt(−ρt+1(X)) für alle X ∈ X Yt.
(f) (At+1 + Yt ∩ At,t+1) ∩ X Yt ⊂ At.
(g) Nt ∩ X Yt ⊂ Nt+1 + Yt ∩Nt,t+1.
(h) Für alle X ∈ X Yt und alle Y ∈ Yt ∩Xt+1 gilt die folgende Implikation:
ρt+1(X) ≤ ρt+1(Y ) ⇒ ρt(X) ≤ ρt(Y ).
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Beweis: Die Äquivalenz von (a) und (b) ist offensichtlich. Wir zeigen, dass
aus der Akzeptanzkonsistenz bezüglich Yt die Bedingung (d) folgt. Dazu
wählen wir X ∈ At+1 und Y ∈ Yt ∩ At. Es ist ρt+1(X − ρt+1(Y )) ≤ ρt+1(Y )
und somit ρt(X − ρt+1(Y )) ≤ ρt(Y ) ≤ 0.
Bedingung (d) impliziert (c), denn für X ∈ X und Y ∈ Yt ist
X + ρt+1(X)− ρt+1(Y ) + ρt(Y ) = X + ρt+1(X)− ρt+1(Y + ρt(Y ))
und damit ein Element von At+1 − ρt+1(Yt ∩ At) ⊂ At.
Aus Bedingung (c) folgt (a). Für X ∈ X und Y ∈ Yt mit ρt+1(X) ≤ ρt+1(Y )
ist nämlich wegen der Monotonie ρt(X+ρt(Y )) ≤ ρt(X+ρt+1(X)−ρt+1(Y )+
ρt(Y )) ≤ 0, also ρt(X) ≤ ρt(Y ). Damit haben wir den ersten Teil dieses
Theorems bewiesen.
Jetzt sei angenommen, dass ρt und ρt+1 akzeptanzkonsistent bezüglich Yt
sind. Für ein beliebiges X ∈ X Yt haben wir aufgrund von Monotonie und
Ft+1-Translationsinvarinanz ρt+1(X) = ρt+1(−ρt+1(X)). Die Bedingung (e)
folgt dann wegen −ρt+1(X) ∈ Yt.
Wir beweisen die Äquivalenz von (e) und (f). Wenn (e) erfüllt ist und wenn
X ∈ At+1 und Y ∈ Yt ∩ At,t+1 so gewählt werden, dass X + Y ∈ X Yt , dann
ist ρt(X + Y ) ≤ ρt(−ρt+1(X + Y )) = ρt(−ρt+1(X) + Y ) ≤ ρt(Y ) ≤ 0.
Umgekehrt ist X + ρt(−ρt+1(X)) ∈ X Yt für alle X ∈ X Yt , also gilt ρt(X) ≤
ρt(−ρt+1(X)), denn das Auszahlungsprofil X+ρt(−ρt+1(X)) = X+ρt+1(X)−
ρt+1(X) + ρt(−ρt+1(X)) ist ein Element von At+1 + Yt ∩ At,t+1 ⊂ At.
Der Beweis der Äquivalenz von (e) und (g) ist ähnlich. Ist (e) erfüllt und X ∈
Nt∩X Yt , dann ist −ρt+1(X) ∈ Yt∩Nt,t+1, also X = X+ρt+1(X)−ρt+1(X) ∈
Nt+1 + Yt ∩ Nt,t+1. Gilt umgekehrt (g), und wählen wir X ∈ X Yt , dann ist
X+ρt(X) ∈ Nt∩X Yt . Demnach existiert ein Y ∈ Xt+1, so dass X+Y ∈ Nt+1
und −Y + ρt(X) ∈ Yt ∩ Nt,t+1. Da Y ≤ ρt+1(X) ist, folgt (e) aufgrund der
Monotonie von ρt, weil 0 ≤ ρt(−Y + ρt(X)) ≤ ρt(−ρt+1(X) + ρt(X)).
Schließlich nehmen wir (e) an und betrachten ein X ∈ X Yt sowie ein Y ∈
Yt ∩ Xt+1 mit ρt+1(X) ≤ ρt+1(Y ) = −Y . Aus der Monotonie folgt ρt(X) ≤
ρt(−ρt+1(X)) ≤ ρt(Y ) und somit (h). Umgekehrt impliziert (h) die Bedin-
gung (e), denn für jedes X ∈ X Yt haben wir −ρt+1(X) ∈ Yt ∩ Xt+1 und
ρt+1(X) = ρt+1(−ρt+1(X)). 2
Das folgende Theorem liefert äquivalente Charakterisierungen von Ableh-
nungskonsistenz und Bedingungen, die sich aus dieser Eigenschaft ableiten
lassen. Wir verzichten auf den Beweis, da er analog zum vorherigen ist.
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Theorem 3.1.5. Es seien ρt : X → Xt und ρt+1 : X → Xt+1 bedingte konvexe
Risikomaße und Yt ⊂ X wie oben. Dann sind die folgenden Bedingungen
äquivalent:
(a) ρt und ρt+1 sind ablehnungskonsistent bezüglich Yt.
(b) ρt(X) ≥ ess sup {ρt(Y )|Y ∈ Yt, ρt+1(X) ≥ ρt+1(Y )} für alle X ∈ X .
(c) ess inf {ρt(X +ρt+1(X)−ρt+1(Y )+ρt(Y ))|Y ∈ Yt} ≥ 0 für alle X ∈ X .
(d) Nt+1 − ρt+1(Yt ∩Nt) ⊂ Nt.
Außerdem impliziert die Eigenschaft der Ablehnungskonsistenz von ρt und
ρt+1 bezüglich der Testklasse Yt die folgenden äquivalenten Bedingungen, wo-
bei X Yt := {X ∈ X | − ρt+1(X) ∈ Yt}:
(e) ρt(X) ≥ ρt(−ρt+1(X)) für alle X ∈ X Yt.
(f) At ∩ X Yt ⊂ At+1 + Yt ∩ At,t+1.
(g) (Nt+1 + Yt ∩Nt,t+1) ∩ X Yt ⊂ Nt.
(h) Für alle X ∈ X Yt und alle Y ∈ Yt ∩Xt+1 gilt die folgende Implikation:
ρt+1(X) ≥ ρt+1(Y ) ⇒ ρt(X) ≥ ρt(Y ).
Beispiel: Wir betrachten die Testklasse Yt = Xt+1. In diesem Fall gilt
X = X Yt , weshalb sowohl in Theorem 3.1.4 als auch in Theorem 3.1.5 die
Bedingungen (a)–(d) äquivalent zu den Bedingungen (e)–(h) sind. Die beiden
bedingten konvexen Risikomaße ρt und ρt+1 sind genau dann akzeptanzkon-
sistent bezüglich Xt+1, wennAt+1+At,t+1 ⊂ At oder wennNt ⊂ Nt+1+Nt,t+1.
Äquivalent dazu ist auch die Abschätzung:
ρt(X) ≤ ρt(−ρt+1(X)) ∀ X ∈ X .
Bei Ablehnungskonsistenz bezüglich Xt+1 gelten die umgekehrten Inklusio-
nen und Ungleichungen. Außerdem sind ρt und ρt+1 genau dann akzeptanz-
und ablehnungskonsistent bezüglich Xt+1, wenn sie akzeptanz- oder ableh-
nungskonsistent bezüglich X sind, also stark zeitkonsistent. 3
Wir wollen noch einmal die Resultate dieses Abschnitts für die starke und
schwache Form der Akzeptanzkonsistenz zusammenfassen. Beginnen wir mit
der größten Testklasse Yt = X . Die Forderung von starker Zeitkonsistenz
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bei dynamischen konvexen Risikomaßen impliziert u. a. eine Projektionsei-
genschaft, wie wir sie von der bedingten Erwartung von Wahrscheinlichkeits-
maßen kennen, vgl. dazu die Bedingung (d) des folgenden Korollars.
Korollar 3.1.6. Es seien ρt : X → Xt und ρt+1 : X → Xt+1 bedingte konvexe
Risikomaße. Dann sind die folgenden Bedingungen äquivalent:
(a) ρt und ρt+1 sind stark akzeptanzkonsistent.
(b) ρt und ρt+1 sind stark ablehnungskonsistent.
(c) ρt und ρt+1 sind akzeptanz- und ablehnungskonsistent bezüglich Xt+1.
(d) ρt(X) = ρt(−ρt+1(X)) für alle X ∈ X .
(e) At = At+1 +At,t+1.
(f) Nt = Nt+1 +Nt,t+1.
Bemerkung 3.1.7. Falls ρt und ρt+1 stetig von oben sind, dann erlauben sie
eine robuste Darstellung durch Wahrscheinlichkeitsmaße, vgl. Theorem 2.1.6.
Die zugehörigen minimalen Penalty-Funktionen αmint und αmint+1 stehen in di-
rekter Beziehung zu den Akzeptanzmengen At und At+1, vgl. die Definition
in (2.4). Somit ergeben sich durch die starke Form der Zeitkonsistenz star-
ke Relationen für die minimalen Penalty-Funktionen. Diese werden in [17],
Theorem 4.5, beschrieben. Unter der Voraussetzung, dass ρt eine robuste Dar-
stellung auf Me(P ) besitzt, wird die Äquivalenz der folgenden Bedingungen
gezeigt:
(a) ρt und ρt+1 sind stark zeitkonsistent.
(b) Es gilt
αmint (Q) = α
min
t,t+1(Q) + EQ(αmint+1(Q)|Ft) ∀ Q ∈Me(P ),
wobei αmint,t+1 gegeben ist durch
αmint,t+1(Q) := ess sup
X∈At,t+1
EQ(−X|Ft).
Die schwache Akzeptanzkonsistenz von dynamischen konvexen Risikomaßen
bezüglich der Testklasse Yt = Xt ist eine notwendige Voraussetzung für jede
andere Form der Akzeptanzkonsistenz.
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Korollar 3.1.8. Es seien ρt : X → Xt und ρt+1 : X → Xt+1 bedingte konvexe
Risikomaße. Dann sind die folgenden Bedingungen äquivalent:
(a) ρt und ρt+1 sind schwach akzeptanzkonsistent.
(a’) Für alle X ∈ X gilt ρt(X) ≤ 0, falls ρt+1(X) ≤ 0.
(b) ρt(X) ≤ ess inf {Xt ∈ Xt | ρt+1(X) ≤ Xt} für alle X ∈ X .
(c) ρt(X + ρt+1(X)) ≤ 0 für alle X ∈ X .
(d) At+1 ⊂ At.
(d’) At+1 ⊂ {X ∈ At | XIA ∈ At ∀ A ∈ Ft+1}.
Beweis: Die Äquivalenz von (a)–(d) wurde bereits in Theorem 3.1.4 gezeigt,
und wegen der bedingten Translationsinvarianz genügt es, die Konsistenzbe-
dingung (3.1) nur für Y = 0 nachzuweisen. Das heißt, dass (a) und (a’) äqui-
valent sind. Natürlich imliziert (d’) die Bedingung (d). Umgekehrt gilt für
ein beliebiges Auszahlungsprofil X ∈ At+1 und für alle Ereignisse A ∈ Ft+1,
dass auch XIA ∈ At+1 ⊂ At ist. 2
Bemerkung 3.1.9. Sind die bedingten konvexen Risikomaße ρt und ρt+1 ste-
tig von oben, so erlauben sie eine robuste Darstellung, vgl. Theorem 2.1.6. In
[17], Proposition 4.10, wird gezeigt, dass sich aus der schwachen Akzeptanz-
konsistenz von ρt und ρt+1 für die zugehörigen minimalen Penalty-Funktionen
αmint und αmint+1 die folgende Beziehung ableiten lässt:
EQ(αmint+1(Q)|Ft) ≤ αmint (Q) ∀ Q ∈Me(P ).
Falls ρt und ρt+1 eine robuste Darstellung auf Me(P ) erlauben, dann folgt
umgekehrt auch aus der obigen Ungleichung die schwache Akzeptanzkonsis-
tenz von ρt und ρt+1.
Die im Korollar 3.1.8 (d’) zur Charakterisierung der schwachen Akzeptanz-
konsistenz verwendete Menge
At(Ft+1) := {X ∈ At | XIA ∈ At ∀ A ∈ Ft+1}
bezeichnen wir von nun an als die Akzeptanzmenge von ρt bezüglich Ft+1.
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Bemerkung 3.1.10. Die Akzeptanzmenge At(Ft+1) von ρt bezüglich Ft+1 ist
im Allgemeinen keine Akzeptanzmenge eines Ft+1-bedingten konvexen Risi-
komaßes. At(Ft+1) ⊂ At ist nicht leer und Ft-bedingt konvex, jedoch für
gewöhnlich nicht bezüglich Ft+1. Falls ρt ein bedingtes kohärentes Risiko-
maß ist, dann ist At(Ft+1) ein Ft-bedingter konvexer Kegel. Außerdem ist
At(Ft+1) solide im Sinne, dass jedes Auszahlungsprofil Y ∈ X mit Y ≥ X zu
At(Ft+1) gehört, wenn X ∈ At(Ft+1) ist. Falls ρt für alle Ereignisse A ∈ F
die Bedingung erfüllt:
P (A) > 0 ⇒ P (ρt(−εIA) > 0) > 0 ∀ ε > 0,
dann haben wir ess inf At(Ft+1)∩Xt+1 = 0. Man beachte auch die Darstellung
von At(Ft+1) in Theorem 3.2.11 für den Fall, dass Ft trivial ist.
Bemerkung 3.1.11. Es seien ρt : X → Xt und ρt+1 : X → Xt+1 zwei
bedingte konvexe Risikomaße. Sind diese stark zeitkonsistent, insbesondere
schwach akzeptanzkonsistent, so gilt At+1 ⊂ At(Ft+1). Falls ρt zusätzlich für
alle Ereignisse A ∈ F die Bedingung erfüllt:
P (A) > 0 ⇒ P (ρt(−εIA) > 0) > 0 ∀ ε > 0,
dann haben wir sogar At+1 = At(Ft+1), vgl. [7], Proposition 4.7. Gäbe es ein
X ∈ At(Ft+1) derart, dass die Menge A := {ρt+1(X) > 0} ∈ Ft+1 positive
Wahrscheinlichkeit unter P besitzt, so würde wegen der obigen Implikation
der folgende Widerspruch entstehen:
0 ≥ ρt(XIA) = ρt(−ρt+1(X)IA) > 0.
Bemerkung 3.1.12. Es seien ρt : X → Xt und ρt+1 : X → Xt+1 beding-
te konvexe Risikomaße, die schwach akzeptanzkonsistent sind. Falls ρt sogar
ein bedingtes kohärentes Risikomaß ist, dann sind ρt und ρt+1 auch akzep-
tanzkonsistent bezüglich Yt = Xt+1. Für alle X ∈ X und Y ∈ Xt+1 mit
ρt+1(X) ≤ ρt+1(Y ) = −Y gilt nämlich:
ρt(X) ≤ ρt(X + ρt+1(X)) + ρt(−ρt+1(X)) ≤ ρt(Y ).
Erhalt von Akzeptanz- und Ablehnungskonsistenz
Der Vollständigkeit halber wollen wir verschiedene Verknüpfungsmöglichkei-
ten für dynamische konvexe Risikomaße hinsichtlich der Frage untersuchen,
ob diese in gewissem Sinne Akzeptanz- oder Ablehnungskonsistenz erhalten.
Wir betrachten die Bildung bedingter konvexer Kombinationen, Streckung,
Robustifizierung, Komposition und Faltung.
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Bemerkung 3.1.13. Es sei Yt ⊂ X eine Testklasse wie oben und fixiert.
(i) Die zu einem Ft+1-bedingten konvexen Risikomaß ρt+1 gehörige Klas-
se der Ft-bedingten konvexen Risikomaße ρt, so dass ρt und ρt+1 ak-
zeptanzkonsistent (ablehnungskonsistent) bezüglich Yt sind, ist bedingt
konvex. Für alle X ∈ X und Y ∈ Yt und für jede Ft-messbare Para-
meterfunktion 0 ≤ Λ ≤ 1 gilt nämlich:
ρt+1(X) ≤ (≥) ρt+1(Y )
⇒ ρ1t (X) ≤ (≥) ρ1t (Y ) und ρ2t (X) ≤ (≥) ρ2t (Y )
⇒ Λρ1t (X) + (1− Λ)ρ2t (X) ≤ (≥) Λρ1t (Y ) + (1− Λ)ρ2t (Y ).
(ii) Umgekehrt ist die zu einem Ft-bedingten konvexen Risikomaß ρt gehö-
rige Klasse aller Ft+1-bedingten konvexen Risikomaße ρt+1, so dass ρt
und ρt+1 akzeptanzkonsistent (ablehnungskonsistent) bezüglich Yt sind,
im Allgemeinen nicht bedingt konvex.
Bemerkung 3.1.14. Es seien ρt und ρt+1 bedingte konvexe Risikomaße.
Streckung mit einem Ft-messbaren Parameter 0 < m ≤ Λ ≤ M < ∞ erzeugt
ein Ft-bedingtes konvexes Risikomaß ρΛt und ein Ft+1-bedingtes konvexes Ri-
sikomaß ρΛt+1, und zwar für i = t, t + 1





∀ X ∈ X .
(i) Eine Testklasse Yt induziert die Menge YΛt := ΛYt, und ρt und ρt+1 sind
genau dann akzeptanz- oder ablehnungskonsistent bezüglich Yt, wenn ρΛt
und ρΛt+1 akzeptanz- bzw. ablehnungskonsistent bezüglich YΛt sind.
(ii) Speziell sei Yt = Xt, und Λ′ und Λ seien zwei Ft-messbare Parameter-
funktionen mit 0 < m ≤ Λ′ ≤ 1 ≤ Λ ≤ M < ∞. Wegen der bedingten
Konvexität der Risikomaße gilt für alle X ∈ X und für i = t, t + 1
ρΛi (X) ≤ ρi(X) ≤ ρΛ
′
i (X).
Falls ρt und ρt+1 schwach akzeptanzkonsistent sind, dann sind dem-
nach auch ρΛt und ρt+1 schwach akzeptanzkonsistent für alle Parameter
Λ ≥ 1. Ebenso sind ρt und ρΛ
′
t+1 schwach akzeptanzkonsistent für alle
Parameter Λ′ ≤ 1.
Falls ρt und ρt+1 hingegen schwach ablehnungskonsistent sind, dann
sind ρΛ′t und ρt+1 schwach ablehnungskonsistent für alle Λ′ ≤ 1. Ge-
nauso sind ρt und ρΛt+1 schwach ablehnungskonsistent für alle Λ ≥ 1.
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Bemerkung 3.1.15. Es seien {ρkt }k∈I und {ρkt+1}k∈I Familien von bedingten
konvexen Risikomaßen. Durch Robustifizierung erzeugen diese zwei weitere
bedingte konvexe Risikomaße ρt und ρt+1 mit
ρi(X) := ess sup
k∈I
ρki (X) ∀ X ∈ X , i = t, t + 1.
Wir nehmen an, dass Yt ⊂ Xt+1. Sind ρkt und ρkt+1 akzeptanzkonsistent bezüg-
lich Yt für jeden Index k ∈ I, dann sind auch ρkt und ρt+1 akzeptanzkonsistent
bezüglich Yt für alle k ∈ I. Insbesondere sind ρt und ρt+1 akzeptanzkonsistent
bezüglich Yt. Falls Yt keine Teilmenge von Xt+1 ist, dann bleibt die Akzep-
tanzkonsistenz im Allgemeinen nicht erhalten. Auch Ablehnungskonsistenz
kann bei Robustifizierung verloren gehen.
Bemerkung 3.1.16. Es seien ρt und ρt+1 bedingte konvexe Risikomaße. Wir
vergrößern die Menge aller Auszahlungsprofile und setzen X̃ := L∞(Ω, F̃ , P̃ ),
wobei F ⊂ F̃ sowie P̃ |F = P gelten soll. Jedes bezüglich F bedingte konvexe
Risikomaß ρ̃ : X̃ → X erzeugt durch Komposition bedingte konvexe Risiko-
maß ρ′t : X̃ → Xt und ρ′t+1 : X̃ → Xt+1. Wir definieren für i = t, t + 1
ρ′i(X̃) := ρi(−ρ̃(X̃)) ∀ X̃ ∈ X̃
Falls ρt und ρt+1 akzeptanzkonsistent (ablehnungskonsistent) bezüglich Yt ⊂
X sind, dann sind ρ′t und ρ′t+1 akzeptanzkonsistent (ablehnungskonsistent)
bezüglich der induzierten Testklasse Ỹt := {Ỹt ∈ X̃ | − ρ̃(Ỹ ) ∈ Yt} ⊂ X̃ .
Bemerkung 3.1.17. Es seien ρkt und ρkt+1 mit k = 1, 2 bedingte konvexe
Risikomaße. Die Faltung von ρ1t und ρ2t bzw. von ρ1t+1 und ρ2t+1 ist für alle
X ∈ X definiert als
ρ1i 2ρ
2
i (X) := ess inf
Y ∈X
{ρ1i (X − Y ) + ρ2i (Y )}
= ess inf
Y ∈A2i
ρ1i (X − Y ),
wobei i = t, t + 1. Angenommen, dass ρ1i 2ρ2i (0) ∈ Xi für i = t, t + 1. Durch





i (X)− ρ1i 2ρ2i (0) ∀ X ∈ X ,
erhalten wir bedingte konvexe Risikomaße ρt und ρt+1, vgl. [4]. Wenn ρ1i und
ρ2i für i = t, t+1 stetig von unten sind, dann ist ρi ebenfalls stetig von unten
und die zugehörige Akzeptanzmenge ist gegeben durch
Ai := A1i +A2i − ρ1i 2ρ2i (0),
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wobei der Abschluss bezüglich der Schwach*-Topologie σ(L∞, L1) gemeint ist.
Den Beweis dieser Aussagen findet man in [26], Theorem 4.3. Unter diesen
Voraussetzungen gilt:
(i) Die Faltung beeinträchtigt die starke Form der Zeitkonsistenz nicht.
Falls ρkt und ρkt+1 sowohl für k = 1 als auch für k = 2 stark zeitkonsis-
tent sind, dann sind auch ρt und ρt+1 stark zeitkonsistent, vgl. Theorem
4.3 in [26].
(ii) Unter der Zusatzbedingung −A2i ⊂ N 1i haben wir ρi = ρ1i 2ρ2i für
i = t, t + 1. Dann sind ρt und ρt+1 schwach akzeptanzkonsistent, wenn
ρkt und ρkt+1 sowohl für k = 1 als auch für k = 2 schwach akzeptanz-
konsistent sind.
3.1.3 Konsequenz
Neben der Konstruktion von dynamischen konvexen Risikomaßen zu einer
vorgegebenen Filtration kann das Problem der dynamischen Risikobewer-
tung auch aus einer anderen Perspektive betrachten werden. Bei dieser nimmt
man an, dass zu jedem Zeitpunkt das bedingte konvexe Risikomaß ρt+1 in
Übereinstimmung mit den Bewertungsmaßgaben des ursprünglichen beding-
ten konvexen Risikomaßes ρt und der erhaltenen Information Ft+1 konstruiert
wird. Die Struktur der σ-Algebra ist im Voraus nicht bekannt.
Motiviert durch diese Sichtweise stellen wir in diesem Abschnitt einen zeit-
lich vorwärts gerichteten Ansatz der dynamischen Risikobewertung vor. Wie
im vorherigen Abschnitt sei {ρt}Tt=0 ein dynamisches konvexes Risikomaß auf
X , adaptiert an die Filtration {Ft}Tt=0. Wieder vergleichen wir die Akzep-
tanzkriterien der beiden bedingten konvexen Risikomaße ρt : X → Xt und
ρt+1 : X → Xt+1 zu zwei aufeinander folgenden Bewertungszeitpunkten. Es
sei 0 ≤ t ≤ T − 1 fixiert.
Zunächst wollen wir kurz an die Charakterisierung der schwachen Akzep-
tanzkonsistenz in Korollar 3.1.8 (d’) erinnern. Bei dieser Konsistenzeigen-
schaft wird das Risiko eines unter ρt+1 akzeptablen Auszahlungsprofils unter
ρt ebenfalls als akzeptabel angesehen, d. h., es gilt die Inklusion At+1 ⊂ At.
Wegen der Bedingung ρt+1(X)IA = ρt+1(XIA) für alle X ∈ X und jedes
Ereignis A ∈ Ft+1 wird schwache Akzeptanzkonsistenz auch durch die Bezie-
hung At+1 ⊂ At(Ft+1) äquivalent charakterisiert, wobei
At(Ft+1) := {X ∈ At | XIA ∈ At ∀ A ∈ Ft+1}
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die Akzeptanzmenge von ρt bezüglich Ft+1 bezeichnet.
Die folgende Eigenschaft kann als die zeitlich vorwärts gerichtete Variante
der schwachen Akzeptanzkonsistent angesehen werden. Das bedingte konvexe
Risikomaß ρt+1 wird dabei als eine Aktualisierung von ρt nach dem Erhalt
der Information Ft+1 aufgefasst.
Definition 3.1.18. Das bedingte konvexe Risikomaß ρt+1 heißt Konsequenz
aus ρt und der eingehenden Information Ft+1, falls
At(Ft+1) ⊂ At+1. (3.2)
Die Forderung (3.2) bedeutet, dass das Risiko eines Auszahlungsprofils, das
unter ρt unabhängig davon, welches Ereignis im nächsten Bewertungszeit-
punkt tatsächlich eintritt, als akzeptabel angesehen wird, auch von dem dann
verwendeten bedingten konvexen Risikomaß ρt+1 als akzeptabel eingestuft
werden sollte. Im Vergleich zur Bedingung (3.1) kann auch die folgende Im-
plikation als Definition einer Konsequenz ρt+1 aus ρt und Ft+1 verwendet
werden. Für alle Auszahlungsprofile X ∈ X gilt:
ρt(XIA) ≤ 0 ∀ A ∈ Ft+1 ⇒ ρt+1(X) ≤ 0.
Bemerkung 3.1.19. Falls das bedingte konvexe Risikomaß ρt+1 stetig von
oben ist, dann besitzt es eine robuste Darstellung auf der Menge Pt+1 al-
ler absolutstetigen Wahrscheinlichkeitsmaße, die auf Ft+1 zum Referenzmaß
äquivalent sind, vgl. Theorem 2.1.6. In diesem Fall ist ρt+1 genau dann eine
Konsequenz aus ρt und der Information Ft+1, wenn die minimale Penalty-
Funktion, definiert wie in (2.4), die folgende Ungleichung erfüllt:
ess sup
X∈At(Ft+1)
EQ(−X|Ft+1) ≤ αmint+1(Q) ∀ Q ∈ Pt+1.
Bemerkung 3.1.20. Als zeitlich vorwärts gerichtete Variante der schwa-
chen Ablehnungskonsistenz kann auch die Forderung Nt(Ft+1) ⊂ Nt+1 be-
trachtet werden, um intertemporale Strukturen von dynamischen konvexen
Risikomaßen zu charakterisieren. Mit Hinblick auf die Diskussion des Aktua-
lisierungsproblems im zweiten Teil dieses Kapitels wollen wir uns jedoch mit
diesem Kriterium nicht weiter befassen.
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Erhalt der Konsequenzeigenschaft
Wie im Abschnitt zur Konsistenz wollen wir abschließend Verknüpfungsmög-
lichkeiten für dynamische konvexe Risikomaße hinsichtlich der Frage untersu-
chen, ob sie in gewissem Sinne „konsequenzverträglich“ sind. Wir betrachten
die Bildung bedingter konvexer Kombinationen, Streckung, Robustifizierung,
Komposition und Faltung.
Bemerkung 3.1.21. Die zu einem bedingten konvexen Risikomaß ρt und zur
Information Ft+1 ⊂ F gehörige Klasse aller Konsequenzen ist bedingt konvex.
Definiert man nämlich ρt+1 := Λρ1t+1+(1−Λ)ρ2t+1 für eine Parameterfunktion
Λ ∈ Xt+1 mit 0 ≤ Λ ≤ 1, dann ist
At(Ft+1) ⊂ A1t+1 ∩ A2t+1 ⊂ At+1.
Bemerkung 3.1.22. Es sei ρt+1 eine Konsequenz aus ρt und Ft+1. Die
bedingten konvexen Risikomaße ρΛt und ρΛt+1 bezeichnen die durch Streckung
mit einer Ft-messbaren Parameterfunktion 0 < m ≤ Λ ≤ M < ∞ erzeugten
Risikomaße, d. h., dass





∀ X ∈ X , i = t, t + 1.
Wegen der bedingten Konvexität gelten für alle Parameterfunktionen Λ′ und
Λ, so dass 0 < m ≤ Λ′ ≤ 1 ≤ Λ ≤ M < ∞, die Beziehungen
AΛ′t (Ft+1) ⊂ At(Ft+1) ⊂ AΛt (Ft+1) und AΛ
′
t+1 ⊂ At+1 ⊂ AΛt+1.
Das bedeutet, dass ρt+1 auch eine Konsequenz aus ρΛ
′
t und Ft+1 ist für alle
Λ′ ≤ 1. Ebenso ist ρΛt+1 eine Konsequenz aus ρt und Ft+1 für alle Λ ≥ 1.
Bemerkung 3.1.23. Es seien {ρkt }k∈I und {ρkt+1}k∈I zwei Familien beding-
ter konvexer Risikomaße derart, dass für jeden Index k ∈ I durch ρkt+1 eine
Konsequenz aus ρkt und Ft+1 gegeben ist. Für die durch Robustifizierung er-
zeugten bedingten konvexen Risikomaße ρt und ρt+1 mit
ρi(X) := ess sup
k∈I
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Jedes bedingte konvexe Risikomaß der Form
ρJt+1(X) := ess sup
k∈J
ρkt+1(X) ∀ X ∈ X
mit J ⊂ I ist eine Konsequenz aus ρt und Ft+1.
Bemerkung 3.1.24. Es seien ρt und ρt+1 bedingte konvexe Risikomaße.
Wir vergrößern nun den Raum der Auszahlungsprofile und betrachten X̃ :=
L∞(Ω, F̃ , P̃ ), wobei F ⊂ F̃ und P̃ |F = P gelten soll. Jedes F-bedingte kon-
vexe Risikomaß ρ̃ : X̃ → X erzeugt durch Komposition, also durch
ρ′i(X̃) := ρi(−ρ̃(X̃)) ∀ X̃ ∈ X̃ , i = t, t + 1,
bedingte konvexe Risikomaße ρ′t : X̃ → Xt und ρ′t+1 : X̃ → Xt+1. Falls ρt+1
eine Konsequenz aus ρt und Ft+1 ist, dann ist ρ′t+1 eine Konsequenz aus ρ′t
und Ft+1, denn es gilt:
A′t(Ft+1) = {X̃ ∈ X̃ | − ρ̃t(X̃) ∈ At(Ft+1)}
⊂ {X̃ ∈ X̃ | − ρ̃t(X̃) ∈ At+1} = A′t+1.
Bemerkung 3.1.25. Es sei ρt ein bedingtes konvexes Risikomaß. Wir be-
trachten zwei Konsequenzen ρ1t+1, ρ2t+1 aus ρt und Ft+1. Beide seien stetig von





t+1(X)− ρ1t+12ρ2t+1(0) ∀ X ∈ X ,
wohldefiniert ist, d. h., dass ρ1t+12ρ2t+1(0) ∈ Xt+1 ist, siehe auch Bemerkung
3.1.17. Für die zugehörige Akzeptanzmenge gilt
At+1 := A1t+1 +A2t+1 − ρ1t+12ρ2t+1(0),
wobei der Abschluss bezüglich der Schwach*-Topologie σ(L∞, L1) gemeint ist,
vgl. [26]. Ist nun ρ102ρ20(0) Ft+1-akzeptabel unter ρt, also ein Element von
At(Ft+1), dann folgt aus
At(Ft+1) ⊂ At(Ft+1) +At(Ft+1)− ρ1t+12ρ2t+1(0)
⊂ A1t+1 +A2t+1 − ρ1t+12ρ2t+1(0),
dass ρt+1 ebenfalls eine Konsequenz aus ρt und Ft+1 ist.
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3.1.4 Robustes Shortfall-Risikomaß
Anhand des Beispiels eines robusten Shortfall-Risikomaßes wollen wir die
vorgestellten Kriterien noch einmal veranschaulichen. Wieder vergleichen wir
die bedingten konvexen Risikomaße ρt : X → Xt und ρt+1 : X → Xt+1 zu zwei
beliebigen aufeinander folgenden Bewertungszeitpunkten mit 0 ≤ t ≤ T − 1.
Wir fixieren zwei konvexe und streng monoton wachsende Verlustfunktionen
lt, lt+1 : R → R und setzen xt := lt(0) sowie xt+1 := lt+1(0). Außerdem seien
Qt und Qt+1 konvexe Mengen von äquivalenten Wahrscheinlichkeitsmaßen
Q ∼ P . Die Akzeptanzmengen von ρt und ρt+1 seien gegeben durch
At := {X ∈ X | EQ(lt(−X)|Ft) ≤ xt ∀ Q ∈ Qt} (3.3)
bzw.
At+1 := {X ∈ X | EQ(lt+1(−X)|Ft+1) ≤ xt+1 ∀ Q ∈ Qt+1}. (3.4)
Natürlich kann das bedingte robuste Shortfall-Risikomaß auch in allgemei-
nerer Form mit einer szenarioabhängigen Verlustfunktion definiert werden,
z. B. durch Einführung eines messbaren Parameters. Diesen Aspekt wollen
wir jedoch außer Acht lassen.
Wie müssen nun die Verlustfunktionen und die zugrunde liegenden Mengen
von Wahrscheinlichkeitsmaßen gewählt werden, damit die bedingten robusten
Shortfall-Risikomaße ρt und ρt+1 akzeptanz- oder aber ablehnungskonsistent
sind? Unter welchen Bedingungen kann ρt+1 als eine Konsequenz aus ρt und
der eingehenden Information Ft+1 aufgefasst werden?
Charakterisierung der Akzeptanzmenge von ρt bezüglich Ft+1
Satz 3.1.26. Es sei ρt : X → Xt ein robustes Shortfall-Risikomaß mit einer
Akzeptanzmenge wie in (3.3). Dann ist die zugehörige Akzeptanzmenge von
ρt bezüglich Ft+1 gegeben durch
At(Ft+1) = {X ∈ X | EQ(lt(−X)|Ft+1) ≤ xt ∀ Q ∈ Qt}.
Beweis: Wir betrachten zunächst ein beliebiges Auszahlungsprofil X, das
oben in der rechts definierten Klasse enthalten ist. Für alle Q ∈ Qt gilt
EQ(lt(−X)|Ft+1) ≤ xt, und wir haben für jedes Ereignis A ∈ Ft+1
EQ(lt(−XIA)|Ft) = EQ(EQ(lt(−X)|Ft+1)IA + lt(0)IAc|Ft) ≤ xt,
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Demnach ist XIA ∈ At und X ∈ At(Ft+1).
Um die umgekehrte Inklusion zu zeigen, nehmen wir an, dass es ein Auszah-
lungsprofil X ∈ At(Ft+1) und ein Wahrscheinlichkeitsmaß Q ∈ Qt gibt, so
dass die Ft+1-messbare Menge A := {EQ(lt(−X)|Ft+1) > xt} nicht leer ist
und P (A) > 0. Es ist XIA ∈ At und damit
EQ(lt(−XIA)|Ft) = EQ(EQ(lt(−X)|Ft+1)IA|Ft) + lt(0)EQ(IAc|Ft) ≤ xt.
Wir erhalten einen Widerspruch, denn es folgt, dass
EQ(EQ(lt(−X)|Ft+1)IA|Ft) ≤ xtEQ(IA|Ft).
2
Mit Hilfe dieses Satzes können wir eine „konsistente und konsequente“ dy-
namischen Risikobewertung im Fall der robusten Shortfall-Risikomaße wie
folgt beschreiben.
Korollar 3.1.27. Es seien ρt : X → Xt und ρt+1 : X → Xt+1 robus-
te Shortfall-Risikomaße mit zugehörigen Akzeptanzmengen wie in (3.3) und
(3.4). Falls
lt = lt+1 und Qt = Qt+1,
dann sind ρt und ρt+1 schwach akzeptanzkonsistent. Gleichzeitig ist ρt+1 eine
Konsequenz aus ρt und der Information Ft+1.
Veränderungen in Bezug auf Unsicherheit und Risikoaversion
Die Mengen Qt und Qt+1 können so interpretiert werden, dass sie die Un-
sicherheit gegenüber dem zugrunde liegenden probabilistischen Modell zum
jeweiligen Bewertungszeitpunkt widerspiegeln. Eine im Laufe der Zeit stei-
gende oder sinkende Unsicherheit hat im mathematischen Sinne die folgende
Bedeutung.
Korollar 3.1.28. Es seien ρt : X → Xt und ρt+1 : X → Xt+1 robuste
Shortfall-Risikomaße mit Akzeptanzmengen wie in (3.3) und (3.4). Außerdem
sei angenommen, dass lt = lt+1. Dann gilt:
(i) ρt und ρt+1 sind schwach akzeptanzkonsistent, falls Qt ⊂ Qt+1.
(ii) ρt+1 ist eine Konsequenz aus ρt und Ft+1, falls Qt+1 ⊂ Qt.
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Der Grad der Konvexität der Verlustfunktionen lt und lt+1 spiegelt die Ri-
sikoaversion zum entsprechenden Bewertungszeitpunkt wider. Als Maß da-
für können wir den Arrow-Pratt-Koeffizienten der absoluten Risikoaversion





≥ 0 bzw. αt+1(x) :=
l′′t+1(x)
l′t+1(x)
≥ 0 ∀ x ∈ R.
Korollar 3.1.29. Es seien ρt : X → Xt und ρt+1 : X → Xt+1 robuste
Shortfall-Risikomaße mit Akzeptanzmengen wie in (3.3) und (3.4) und zwei-
mal stetig differenzierbaren Verlustfunktionen. Außerdem sei angenommen,
dass Qt = Qt+1. Dann gilt:
(i) ρt und ρt+1 sind schwach akzeptanzkonsistent, falls αt ≤ αt+1.
(ii) ρt+1 ist eine Konsequenz aus ρt und Ft+1, falls αt+1 ≤ αt.
Beweis: Wir zeigen Teil (i), denn der Beweis von Teil (ii) ist analog. Es
seien lt und lt+1 zweimal stetig differenzierbare Verlustfunktionen derart, dass
für die zugehörigen Arrow-Pratt-Koeffizienten gilt, dass αt(x) ≤ αt+1(x) für
alle x ∈ R. Dann existiert eine streng monoton wachsende und konvexe
Funktion F , so dass lt+1 = F ◦ lt. Man vergleiche dazu das Resultat für
Nutzenfunktionen in [21], Proposition 2.47.
Um zu zeigen, dass schwache Akzeptanzkonsistenz erfüllt ist, müssen wir
nachweisen, dass At+1 ⊂ At(Ft+1). Es sei X ∈ At+1. Nach der Ungleichung
von Jensen gilt für alle Wahrscheinlichkeitsmaße Q ∈ Qt = Qt+1
F (EQ(lt(−X)|Ft+1)) ≤ EQ(lt+1(−X)|Ft+1) ≤ xt+1.
Demzufolge ist
EQ(lt(−X)|Ft+1) ≤ F−1(xt+1) = lt(0) = xt,
für alle Q ∈ Qt, was nach Satz 3.1.26 bedeutet, dass X ∈ At(Ft+1) ist. 2
In [40], Theorem 4.15, werden die nicht-robusten dynamischen Shortfall-
Risikomaße mit einer festen Verlustfunktion unter gewissen technischen Vor-
aussetzungen eindeutig als diejenigen dynamischen konvexen und verteilungs-
invarianten Risikomaße identifiziert, die schwach akzeptanz- und schwach
ablehnungskonsistent sind. Die schwache Ablehnungskonsistenz bleibt auch
erhalten, wenn die Risikoaversion im Laufe der Zeit abnimmt.
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Bemerkung 3.1.30. Es sei Qt = Qt+1 = {Q} mit einem äquivalenten
Wahrscheinlichkeitsmaß Q ∼ P . Falls die Verlustfunktionen lt und lt+1 zwei-
mal stetig differenzierbar sind derart, dass αt+1 ≤ αt, dann sind ρt und ρt+1
schwach ablehnungskonsistent. Der Beweis erfolgt wieder mit Hilfe der Un-
gleichung von Jensen. Man vergleiche auch die Aussage (ii) des vorherigen
Korollars.
Average Value at Risk
Abschließend wollen wir die Ergebnisse dieses Abschnitts auf das kohärente
Average Value at Risk anwenden. Wir beschränken unsere Untersuchungen
dabei auf die folgende einfache Situation. Im Bewertungszeitpunkt t sei die
verfügbare Information Ft trivial, und in t+1 sei die entsprechende σ-Algebra
Ft+1 atomar. Wir fixieren einen konstanten Level 0 ≤ λ ≤ 1 und setzen
Qλ :=
{







Das kohärente Risikomaß ρt : X → R sei für alle Auszahlungsprofile X ∈ X
definiert durch
ρt(X) := AV aRλ(X) := sup
Q∈Qλ
EQ(−X).
Da das Referenzmaß P selbst in Qλ enthalten ist, können wir nach Lemma
1.1.13 bei der Bildung des Supremums auch zu den äquivalenten Wahrschein-
lichkeitsmaßen übergehen, d. h., dass mit Qt := Qλ ∩Me(P ) gilt:
ρt(X) = sup
Q∈Qt
EQ(−X) ∀ X ∈ X .
Demnach kann ρt als ein robustes Shortfall-Risikomaß mit einer linearen
Verlustfunktion aufgefasst werden. Nach Satz 3.1.26 und Korollar 3.1.28 ist
das durch die Akzeptanzmenge
At+1 = At(Ft+1) = {X ∈ X | EQ(−X|Ft+1) ≤ 0 ∀ Q ∈ Qt}
induzierte bedingte kohärente Risikomaß ρt+1 : X → Xt+1 eine Konsequenz
aus ρt und der Information Ft+1. Gleichzeitig sind ρt und ρt+1 schwach ak-
zeptanzkonsistent. Wir zeigen unten, dass ρt+1 ebenfalls vom Typ eines be-
dingten Average Value at Risk ist, nämlich
ρt+1(X) = AV aRΛt+1(X) ∀ X ∈ X , (3.5)
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wobei









Für die Definition des Average Value at Risk in seiner bedingten Form ver-
weisen wir auf (2.7) und (2.8) in Kapitel 2. Offenbar gilt 0 ≤ Λt+1 ≤ λ ≤ 1.
Nach der folgenden Bemerkung nimmt die aktualisierte Levelfunktion sogar
den Wert 0 an, sobald die zusätzliche Information Ft+1 fein genug ist. In
diesem Fall ist ρt+1 also durch das bedingte Worst-Case-Risikomaß gegeben.
Bemerkung 3.1.31. Wir wollen das in (3.6) verwendete essentielle Infi-
mum









bestimmen. Die σ-Algebra Ft+1 ist atomar. Das bedeutet, dass eine Zerle-
gung von Ω in paarweise disjunkte Ereignisse {Bi}i∈I ⊂ F existiert, so dass
Ft+1 = σ(Bi, i ∈ I). Wir nehmen ohne Einschränkung an, dass jedes Parti-
tionselement positive Wahrscheinlichkeit unter P besitzt. Nun unterscheiden
wir zwei Fälle.





∀ A ∈ F
gehört ebenfalls zu Qλ. Außerdem gilt


























∀ A ∈ F , (3.7)
so ist Q ∈ Qλ und Mt+1 wird auf B durch die bedingte Erwartung der Dichte
dQ/dP angenommen.
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Für die festgelegte einfache Informationsstruktur – Ft trivial, Ft+1 atomar –
erhalten wir nun das folgende Resultat. Es zeigt erneut, dass die schwache
Akzeptanzkonsistenz eine Zunahme der Unsicherheit gegenüber dem proba-
bilistischen Modell impliziert. Im Gegensatz dazu bedeutet eine Abnahme
der Unsicherheit, dass das bedingte Average Value at Risk als eine Kon-
sequenz aus dem unbedingten Average Value at Risk und der eingehenden
Information konstruiert wird.
Satz 3.1.32. Es sei 0 ≤ λ ≤ 1 ein fixierter Level, Λt+1 ∈ Xt+1 definiert wie
in (3.6) und Λ ∈ Xt+1 eine weitere bedingte Levelfunktion mit 0 ≤ Λ ≤ 1.
Dann gilt:
(i) AV aRλ und AV aRΛ sind genau dann schwach akzeptanzkonsistent,
wenn Λ ≤ Λt+1.
(ii) AV aRΛ ist genau dann eine Konsequenz aus AV aRλ und Ft+1, wenn
Λt+1 ≤ Λ.
Beweis: Die Aussagen ergeben sich sofort aus der Gleichheit in (3.5). Diese
ist trivial, falls λ = 0 oder λ = 1 ist. Deshalb nehmen wir an, dass 0 < λ < 1.




= EP (−Xh′|Ft+1) = EQ′(−X|Ft+1),
wobei h := dQ/dP und dQ′/dP := h′ := h/EP (h|Ft+1). Außerdem haben
wir EP (h′|Ft+1) ≡ 1 und h′ ≤ 1/Λt+1, d. h., dass Q′ in der Menge
Qt+1 :=
{







enthalten ist. Demzufolge ist ρt+1(X) ≤ AV aRΛt+1(X) für alle X ∈ X .
Nun sei B ∈ Ft+1 ein fixiertes Atom. Wir nehmen zuerst an, dass dieses
Ereignis der Bedingung P (B) > 1 − λ genügt. Für das in (3.7) definierte
Wahrscheinlichkeitsmaß Q ∈ Qt mit zugehöriger Dichte h := dQ/dP gilt
EP (h|Ft+1) IB =
Q(B)
P (B)
IB = Mt+1 IB,




+ Q(A ∩Bc) ∀ A ∈ F (3.8)
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Nach Bemerkung 2.2.15 und nach Definition der Levelfunktion Λt+1 gilt für
alle A ∈ F
Q̂(A) = EQ(EQ′(IA|Ft+1)IB) + Q(A ∩Bc)
≤ EP
(























Das bedeutet, dass auch Q̂ ∈ Qt ist. Damit erhalten wir auf dem Ereignis B
die Gleichheit
ρt+1(X) IB = AV aRΛt+1(X) IB ∀ X ∈ X . (3.9)
Falls P (B) ≤ 1− λ ist, dann wird das essentielle Infimum Mt+1IB ≡ 0 über
Qt nicht angenommen. Wir betrachten einen größeren Level λ′ ≥ λ derart,
dass P (B) > 1− λ′. Nach dem ersten Teil dieses Beweises haben wir für alle
Auszahlungsprofile X ∈ X
ρt+1(X) IB ≥ sup
Q′t
EQ(−X|Ft+1) IB = AV aRΛ′t+1(X) IB,
wobei Q′t := Qλ′ ∩Me(P ) ⊂ Qt. Lassen wir nun λ′ monoton von oben gegen
P (Bc) ∨ λ streben, so konvergiert die bedingte Levelfunktion Λ′t+1 auf B
gegen 0. Das bedeutet, dass die bedingten AV aR-Risikomaße auf der linken
Seite der Ungleichung auf dem Ereignis B gegen das Worst-Case-Risikomaß
konvergieren. Somit gilt (3.9) auch in diesem Fall. 2
Nach Bemerkung 3.1.11 ist die Bedingung At+1 = At(Ft+1) notwendig dafür,
dass ρt und ρt+1 stark zeitkonsistent sind bzw. dass für alle X ∈ X die rekur-
sive Darstellung ρt(X) = ρt(−ρt+1(X)) gilt. Wie das folgende Beispiel zeigt,
lassen sich für das Average Value at Risk leicht Situationen konstruieren, in
denen die Forderung der starken Zeitkonsistenz nicht erfüllt werden kann.
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Beispiel: Wieder betrachten wir ρt = AV aRλ mit einem Level 0 < λ < 1,
und wir nehmen an, dass der zugrunde liegende Wahrscheinlichkeitsraum
(Ω,F , P ) groß genug ist, so dass paarweise disjunkte Teilmengen Bi ∈ F ,
i ≤ n, mit 0 < P (Bi) < 1 − λ ausgewählt werden können. Zusätzlich sei
A ∈ F ein Ereignis mit 0 < P (A∩Bi), P (Ac∩Bi) für alle i ≤ n und P (A) >
1 − λ. Wir setzen Ft+1 := σ(Bi, i ≤ n). Gibt es ein zugehöriges bedingtes
konvexes Risikomaß ρt+1, so dass die starke Form der Zeitkonsistenz erfüllt
ist? Bei dieser Informationsstruktur existiert ein solches ρt+1 nicht. Nach Satz
3.1.32 und nach Bemerkung 3.1.31 wird nämlich durch At(Ft+1) das bedingte
Worst-Case-Risikomaß ρworstt+1 erzeugt. Somit ist ρworstt+1 der einzige Kandidat
für ein bedingtes konvexes Risikomaß, das in Bezug auf ρt stark zeitkonsistent
ist. Jedoch gilt
ρt(X) =
(1− λ)− P (A)
λ
< 0 = ρt(−ρworstt+1 (X)).
für das Auszahlungsprofil X = IA. 3
Bemerkung 3.1.33. In [2], vgl. Abschnitt 6, ist ein weiteres Beispiel kon-
struiert, so dass für das Average Value at Risk kein zugehöriges bedingtes
konvexes Risikomaß existiert, das die starke Zeitkonsistenz erfüllt. Dort wird
nachgewiesen, dass die Menge Qλ im Allgemeinen nicht stabil ist.
3.2 Aktualisierung von konvexen Risikoma-
ßen
3.2.1 Aktualisierungsvorschriften
Wir betrachten einen Wahrscheinlichkeitsraum (Ω,F , P ), wobei P wie ge-
wöhnlich als Referenzmaß dienen soll, d. h., dass auch in diesem Abschnitt
Ungleichungen und Gleichungen angewandt auf Zufallsvariablen im P -fast
sicheren Sinne gemeint sind. Als Klasse aller Auszahlungsprofile wählen wir
den Raum X := L∞(Ω,F , P ). Ein konvexes Risikomaß ρ : X → R soll nach
dem Erhalt von neuer Information angepasst werden. Die Struktur der zu-
sätzlichen Information wird durch eine σ-Algebra F0 ⊂ F repräsentiert. Wir
setzen X0 := L∞(Ω,F0, P ) und bezeichnen mit R0 := RF0 die zugehörige
Klasse aller bezüglich F0 bedingten konvexen Risikomaße ρ0 : X → X0.
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Definition 3.2.1. Es sei ρ : X → R ein konvexes Risikomaß. Eine Aktua-
lisierungsvorschrift für ρ ist eine Abbildung F0 ⊂ F 7→ ρF0 ∈ R0, die jeder
σ-Algebra ein bedingtes konvexes Risikomaß zuordnet, so dass ρ{∅,Ω} = ρ.
Eine Aktualisierungsvorschrift für ein konvexes Risikomaß ordnet jeder σ-
Algebra ein bedingtes konvexes Risikomaß zu. Das bedeutet, dass wir die
Informationsstruktur bzw. die Filtration, von der sie repräsentiert wird, im
Voraus nicht festlegen.
Für jede Aktualisierungsvorschrift gilt ρF = −id, da es bei voller Informa-
tion nur dieses eine bedingte konvexe Risikomaß gibt. Deshalb nehmen wir
an, dass es in F mindestens drei disjunkte Ereignisse mit positiver Wahr-
scheinlichkeit unter P gibt. Ansonsten wäre die Aktualisierung eines jeden
konvexen Risikomaßes trivial. Außerdem werden wir in Zukunft die Bezeich-
nung ρ0 statt ρF0 benutzen.
Bemerkung 3.2.2. In gleicher Weise können wir auch für ein bedingtes
konvexes Risikomaß ρ0 : X → X0 Aktualisierungsvorschriften definieren, wo-
bei F0 ⊂ F die ursprünglich zur Verfügung stehende Information darstellt.
Dies sind Abbildungen F1 7→ ρF1 ∈ R1 auf der Menge aller σ-Algebren mit
F0 ⊂ F1 ⊂ F , so dass ρF0 = ρ0. Wir wollen uns jedoch auf die oben be-
schriebene einfache Situation konzentrieren.
Wir diskutieren die Frage, inwiefern die zeitlich rückwärts gerichteten Be-
dingungen der Akzeptanzkonsistenz, die zur Konstruktion von dynamischen
konvexen Risikomaße verwendet werden, auch als Aktualisierungskriterien
geeignet sind. Dabei beschränken wir unsere Untersuchungen auf die starke
und die schwache Form der Akzeptanzkonsistenz. Alternativ dazu betrach-
ten wir die zeitlich vorwärts gerichtete Bedingung, nach welcher das bedingte
konvexe Risikomaß als eine Konsequenz aus der ursprünglichen Risikobewer-
tung und der eingehenden Information aufgefasst wird.
Im Fall der linearen Risikomaße der Form ρ(X) = EQ(−X) für alle X ∈ X ,
wobei Q ∼ P ein äquivalentes Wahrscheinlichkeitsmaß sei, stimmen die bei-
den Ansätze der rückwärts oder vorwärts gerichteten dynamischen Risikobe-
wertung überein. Die bedingte Erwartung definiert eine Aktualisierungsvor-
schrift F0 7→ ρ0 ∈ R0 mit ρ0(X) := EQ(−X|F0) für alle X ∈ X . Bei jeder
Zusatzinformation sind ρ und ρ0 stark zeitkonsistent, und ρ0 kann als eine
Konsequenz aus ρ und F0 angesehen werden. Im allgemeinen konvexen Fall
sind der rückwärts und der vorwärts gerichtete Ansatz nicht identisch.
Bei vorgegebener Information F0 ⊂ F charakterisiert das jeweilige Aktuali-
sierungskriterium ein zugehöriges bedingtes konvexes Risikomaß ρ0 nicht im-
KAPITEL 3. DYNAMISCHE KONVEXE RISIKOMAßE 105
mer eindeutig, sondern wird unter Umständen von einer ganzen Klasse von
bedingten konvexen Risikomaßen erfüllt. Dann werden wir die Akzeptanz-
kriterien der in Betracht kommenden Risikomaße vergleichen. Wir benutzen
dabei die folgende partielle Ordnung auf R0.
Definition 3.2.3. Es seien ρ0, ρ′0 ∈ R0 bedingte konvexe Risikomaße. Wir
schreiben
ρ0  ρ′0 :⇔ A0 ⊂ A′0. (3.10)
Ein bedingtes konvexes Risikomaß ρ0 ∈ R′0 ist das kleinste Element einer
Klasse R′0 ⊂ R0, falls ρ0  ρ′0 für alle ρ0 ∈ R′0. Es heißt minimales Element,
wenn für alle ρ′0 ∈ R′0 gilt:
ρ′0  ρ0 ⇒ A′0 = A0.
Die Definition des größten bzw. eines maximalen Elements von R′0 ist analog.
Bemerkung 3.2.4. Es sei F0 ⊂ F . Für die Relation (3.10) gilt:
(i) Es ist ρ0  ρ′0 genau dann, wenn ρ0(X) ≥ ρ′0(X) für alle Auszahlungs-
profile X ∈ X . Das bedeutet, dass bei einer Risikobewertung durch ρ0
strengere Akzeptanzkriterien verwendet werden als bei einer Risikobe-
wertung durch ρ′0.
(ii) Das Worst-Case-Risikomaß ρworst0 mit
ρworst0 (X) := ess inf {X0 ∈ X0 | X + X0 ≥ 0} ∀ X ∈ X
ist das kleinste Element der Klasse R0, denn Aworst0 = X+ ist für jedes
ρ0 ∈ R0 eine Teilmenge der zugehörigen Akzeptanzmenge A0.
(iii) Jedes bedingte lineare Risikomaß ρ0 ∈ R0 der Form
ρ0(X) := EQ(−X|F0) ∀ X ∈ X
mit einem Wahrscheinlichkeitsmaß Q ∼ P ist ein maximales Element.
Falls nämlich ρ′0 ∈ R0 ein bedingtes konvexes Risikomaß ist, so dass
ρ0  ρ′0, dann folgt aus der Konvexität von ρ′0
−EQ(X|F0) ≤ −ρ′0(−X) ≤ ρ′0(X) ≤ EQ(−X|F0) ∀ X ∈ X ,
also die Gleichheit von ρ0 und ρ′0.
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(iv) Es sei ρ : X → R ein konvexes Risikomaß und R′0 ⊂ R0. Angenom-
men, ρ0 ∈ R′0 ist das größte (kleinste) Element dieser Klasse. Aus der
Monotonie von ρ folgt für alle ρ′0 ∈ R′0
ρ(X + ρ0(X)) ≥ (≤) ρ(X + ρ′0(X)) ∀ X ∈ X . (3.11)
Falls ρ sogar streng monoton ist im Sinne, dass ρ(X) > ρ(Y ) für alle
X ≤ Y mit P (X < Y ) > 0, dann ist umgekehrt jedes bedingte konvexe
Risikomaß ρ0 das größte (kleinste) Element der zugehörigen Klasse R′0
aller bedingten konvexen Risikomaße ρ′0 ∈ R0, die die Ungleichung
(3.11) erfüllen.
Diese Beziehung charakterisiert z. B. ein bedingtes konvexes Risiko-
maß ρ0 ∈ R0, das in Bezug auf ρ sowohl schwach akzeptanz- als auch
schwach ablehnungskonsistent ist. Es gilt nämlich nach Korollar 3.1.8
und Theorem 3.1.5:
ρ(X + ρ0(X)) = 0 ∀ X ∈ X .
Demnach ist ρ0 das größte Element innerhalb der Klasse der bezüglich
ρ schwach akzeptanzkonsistenten bedingten konvexen Risikomaße und
das kleinste Element der Klasse der schwach ablehnungskonsistenten
bedingten konvexen Risikomaße.
Um Aktualisierungsvorschriften für ein konvexes Risikomaß ρ : X → R zu
beschreiben, werden wir häufig davon ausgehen, dass ρ stetig von oben ist und
eine robuste Darstellung durch äquivalente Wahrscheinlichkeitsmaße besitzt,
d. h., dass
ρ(X) = sup{EQ(−X)− αmin(Q) | Q ∼ P} ∀ X ∈ X , (3.12)
wobei αmin die minimale Penalty-Funktion bezeichnet. Wir verweisen auf das
Kapitel 1, wo wir erläutert haben, unter welchen Bedingungen eine solche




Für unsere Zwecke ist es häufig sehr hilfreich anzunehmen, dass das Infimum
tatsächlich erreicht wird, d. h., dass ein äquivalentes Wahrscheinlichkeitsmaß
existiert, das unter der minimalen Penalty-Funktion nicht bestraft wird:
∃ Q ∼ P mit αmin(Q) = 0. (3.13)
KAPITEL 3. DYNAMISCHE KONVEXE RISIKOMAßE 107
Beispiel: Es sei ρ : X → R ein robustes Shortfall-Risikomaß mit ei-
ner streng monoton wachsenden und konvexen Verlustfunktion l : R → R
und einer Menge Q von äquivalenten Wahrscheinlichkeitsmaßen Q ∼ P . Das
heißt, dass die Akzeptanzmenge von ρ gegeben ist durch
A = {X ∈ X | EQ(l(−X)) ≤ x ∀ Q ∈ Q},
wobei x := l(0). Da ρ stetig von oben ist, besitzt es nach Theorem 1.1.12 eine
robuste Darstellung auf M1(P ). Für weitere Details verweisen wir auf [21],
Abschnitt 4.9. Nach der Ungleichung von Jensen gilt für alle akzeptablen
Auszahlungsprofile X ∈ A
l(EQ(−X)) ≤ EQ(l(−X)) ≤ x ∀ Q ∈ Q.
Demnach haben wir für alle Q ∈ Q
0 ≤ αmin(Q) = sup
X∈A
EQ(−X) ≤ l−1(x) = 0.
Nach Lemma 1.1.14 erlaubt ρ also auch eine robuste Darstellung auf Me(P )
wie in (3.12). Außerdem werden die probabilistischen Modelle der Menge Q
unter der minimalen Penalty-Funktion nicht bestraft. 3
3.2.2 Starke Zeitkonsistenz
als Aktualisierungskriterium
In diesem Abschnitt untersuchen wir, inwiefern die Bedingung der starken
Zeitkonsistenz als Aktualisierungskriterium verwendet werden kann. Wir be-
trachten ein konvexes Risikomaß ρ : X → R. Gibt es eine Aktualisierungs-
vorschrift F0 7→ ρ0 ∈ R0 derart, dass ρ und ρ0 stets stark zeitkonsistent sind
bzw. dass die folgende Rekursionsformel erfüllt ist:
ρ(X) = ρ(−ρ0(X)) ∀ X ∈ X ∀ F0 ⊂ F ?
Für weitere äquivalente Charakterisierungen der starken Zeitkonsistenz ver-
weisen wir auf das Korollar 3.1.6.
Eindeutigkeit einer Aktualisierungsvorschrift und Beispiele
Bemerkung 3.2.5. Es seien ρ : X → R ein konvexes Risikomaß mit einer
robusten Darstellung wie in (3.12) und (3.13), F0 ⊂ F beliebig und ρ0 ∈ R0
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ein bedingtes konvexes Risikomaß, so dass ρ und ρ0 stark zeitkonsistent sind.
Nach Bemerkung 1.1.15 erfüllt ρ die Sensitivitätsbedingung aus Bemerkung
3.1.11, und nach letzterer ist die Akzeptanzmenge von ρ0 gegeben durch
A0 = A(F0).
Diese Gleichheit ist notwendig jedoch nicht hinreichend für die starke Zeit-
konsistenz von ρ und ρ0. Zu jeder σ-Algebra F0 ⊂ F gibt es demnach höchs-
tens ein bedingtes konvexes Risikomaß, das diesem Aktualisierungskriterium
genügt.
Es gibt drei Standardbeispiele für konvexe Risikomaße, die bei jeder zusätzli-
chen Information stark zeitkonsistent aktualisiert werden können, das Worst-
Case-Risikomaß, die linearen und die entropischen Risikomaße.
Beispiel: Das Worst-Case-Risikomaß ist definiert als
ρworst(X) := inf{m ∈ R | X + m ≥ 0} ∀ X ∈ X .
Wir betrachten die Aktualisierungsvorschrift F0 7→ ρworst0 ∈ R0, wobei die
bedingte Version des Worst-Case-Risikomaßes analog gegeben ist durch
ρworst0 (X) := ess inf {X0 ∈ X0 | X + X0 ≥ 0} ∀ X ∈ X .
Für jede σ-Algebra F0 ⊂ F haben wirAworst = Aworst0 = X+. Nach Bedingung
(e) des Korollars 3.1.6 sind ρworst und ρworst0 also stark zeitkonsistent. 3
Beispiel: Es sei ρ : X → R ein lineares Risikomaß, gegeben durch ein
äquivalentes Wahrscheinlichkeitsmaß Q ∼ P , d. h., dass
ρ(X) = EQ(−X) ∀ X ∈ X .
Die bedingte Erwartung definiert eine kanonische Aktualisierungsvorschrift
F0 7→ ρ0 ∈ R0 für ρ mit
ρ0(X) := EQ(−X|F0) ∀ X ∈ X .
Natürlich sind ρ und ρ0 stets stark zeitkonsistent. 3
Beispiel: Wir fixieren einen Parameter β > 0 und ein äquivalentes Wahr-









∀ X ∈ X . (3.14)
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∀ X ∈ X ,
ist wohldefiniert. Die konvexen Risikomaße ρ und ρ0 sind stark zeitkonsistent,
denn es gilt die Bedingung (d) des Korollars 3.1.6. 3
Bemerkung 3.2.6. Die linearen und die entropischen Risikomaße gehören
zur Klasse der Shortfall-Risikomaße, d. h., ihre Akzeptanzmengen sind von
der Form
A = {X ∈ X | EQ(l(−X)) ≤ x}.
Dabei sei l : R → R eine konvexe und monoton wachsende Verlustfunk-
tion, x := l(0) und Q ∼ P ein äquivalentes Wahrscheinlichkeitsmaß. Lineare
Risikomaße entsprechen einer linearen und entropische Risikomaße einer ex-
ponentiellen Verlustfunktion. Für jede σ-Algebra F0 ⊂ F ist das zugehörige
bedingte Shortfall-Risikomaß durch die Akzeptanzmenge
A0 = {X ∈ X | EQ(l(−X)|F0) ≤ x}
gegeben. Die durch A und A0 induzierten Shortfall-Risikomaße ρ und ρ0 sind
schwach akzeptanz- und ablehnungskonsistent, vgl. dazu Korollar 3.1.27 und
Bemerkung 3.1.30.
Die Eigenschaft der starken Zeitkonsistenz gilt jedoch im Allgemeinen nicht,
was durch das Beispiel 3.5 von [34] belegt wird: Wir betrachten die konvexe
Verlustfunktion l(y) = (y + ε)+ für ein 0 < ε < 1/4 sowie zwei Auszahlungs-
profile X1, X2 ∈ X mit Q(Xi = 0) = Q(Xi = 1) = 1/2, i = 1, 2. Weiter
sei angenommen, dass X1 messbar bezüglich F0 ist und X2 unabhängig von
F0. Wir setzen X := −X1 · X2 und erhalten für die durch l induzierten
Shortfall-Risikomaße die Beziehungen ρ(X) = 1 − 3ε, ρ0(X) = (1 − ε)X1
und ρ(−ρ0(X)) = 1− 2ε.
Notwendige Bedingung für die Existenz einer
Aktualisierungsvorschrift
Das folgende Theorem liefert eine weitere notwendige Bedingung für konvexe
Risikomaße, die bei jeder Zusatzinformation stark zeitkonsistent aktualisiert
werden können. Unter gewissen Stetigkeits- und Monotoniebedingungen zei-
gen wir, dass ein konvexes Risikomaß, das eine solche Aktualisierungsvor-
schrift erlaubt, nur von seinen Werten auf einfachen Auszahlungsprofilen der
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Form xIA abhängt. Dies lässt bereits vermuten, dass die starke Zeitkonsistenz
als Aktualisierungskriterium für konvexe Risikomaße ungeeignet ist.
Es sei ρ : X → R ein konvexes Risikomaß, das eine robuste Darstellung wie
in (3.12) und (3.13) erlaubt. Für alle Ereignisse A ∈ F gilt:
P (A) > 0 ⇒ ρ(−εIA) > 0 ∀ ε > 0. (3.15)
Man vergleiche auch die Diskussion zur Existenz einer robusten Darstellung
von konvexen Risikomaßen durch äquivalente Wahrscheinlichkeitsmaße im
Kapitel 1. Im folgenden Theorem fordern wir, dass für alle Ereignisse A ∈ F
die etwas stärkere Monotoniebedingung
P (A) > 0 ⇒ ρ(xIA) > ρ(yIA) ∀ x < y ≤ 0 (3.16)
erfüllt ist. Unter der Annahme von positiver Homogenität sind (3.15) und
(3.16) äquivalent.
Theorem 3.2.7. Es sei ρ : X → R ein konvexes Risikomaß, das eine ro-
buste Darstellung wie in (3.12) und (3.13) erlaubt und der Bedingung (3.16)
genügt. Falls eine Aktualisierungsvorschrift F0 7→ ρ0 ∈ R0 für ρ existiert, so
dass ρ und ρ0 stets stark zeitkonsistent sind, dann gilt:
(i) ρ ist eindeutig durch seine Werte auf der Menge der einfachen Auszah-
lungsprofile {xIA | x ∈ (−∞, 0], A ∈ F} bestimmt.
(ii) Für disjunkte Ereignisse A, B ∈ F mit P (A), P (B), P ((A ∪ B)c) > 0
und für alle Konstanten x, y, s, t ∈ R ist
ρ(xIA + yIAc) = ρ(sIB + tIBc),
falls es Konstanten α, β ≤ 0 gibt, so dass
• ρ(tIBc) = ρ(xIA + αIAc),
• ρ(yIAc) = ρ(sIB + βIBc),
• ρ(αIAc) = ρ(βIBc).
Beweis: Zunächst fixieren wir ein beliebiges Ereignis A ∈ F mit P (A) > 0
und betrachten die Abbildung x 7→ ρ(xIA). Diese ist konvex, Lipschitz-stetig
und wegen der Bedingung (3.16) auch streng monoton fallend auf (−∞, 0].
Außerdem gilt |x|ρ(−IA) ≤ ρ(xIA) für alle x ≤ −1. Demnach konvergiert
ρ(xIA) gegen +∞, wenn x gegen −∞ strebt. Für jedes y ≥ 0 besitzt also die
Gleichung
ρ(xIA) = y (3.17)
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eine eindeutige Lösung x ≤ 0.
Nun sei X ∈ X ein beliebiges Auszahlungsprofil. Wir wählen F0 := σ(A), und
dann liefert die Aktualisierungsvorschrift ein zugehöriges bedingtes konvexes
Risikomaß ρ0. Wir bezeichnen mit ρA(X) den konstanten Wert von ρ0(X)
auf der Menge A. Aufgrund der starken Zeitkonsistenz von ρ und ρ0, löst
ρA(X) die Gleichung
ρ(XIA) = ρ(−xIA), x ∈ R.
Für alle X ≤ 0 ist diese Lösung eindeutig.
Um Teil (i) zu beweisen, zeigen wir, dass für jede Treppenfunktion X das
Risiko ρ(X) durch Lösen von Gleichungen des Typs (3.17) berechnet werden
kann. Da ein relevantes konvexes Risikomaß stetig von oben ist, erhält man
das Risiko beliebiger Auszahlungsprofile danach durch Approximation von





wobei {Ai}i≤n+1 ⊂ F eine endliche Partition von Ω ist und xi ∈ R für
i ≤ n + 1. Wegen der Translationsinvarianz können wir ohne Einschränkung




xiIAi und yk := ρ(Xk) ≥ 0.
Offenbar ist Xn = X und yn = ρ(X). Zu jedem Index k ≤ n gibt es genau
ein x ≤ 0, das die folgende Gleichung löst:
ρ(xIAck+1) = yk.






= ρ((x− xk+1)IAck+1)− xk+1.
Der Startwert y1 ist gegeben. Wir wiederholen diese Berechnungen bis k = n
und haben damit den ersten Teil des Theorems bewiesen.
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Wir zeigen nun Teil (ii) des Theorems. Es seien A, B ∈ F disjunkte Ereig-
nisse, x, y, s, t ∈ R und α, β ≤ 0 Konstanten, so dass die drei aufgelisteten
Bedingungen erfüllt sind. Der Einfachheit halber setzen wir C := (A ∪ B)c.
Nach Voraussetzung hat dieses Ereignis positive Wahrscheinlichkeit unter P .
Es existiert eine Konstante γ ≤ 0 derart, dass
ρ(αIAc) = ρ(βIBc) = ρ(γIC),
das bedeutet, dass
α = −ρAc(γIC) und β = −ρBc(γIC).
Mit der Konstante definieren wir das Auszahlungsprofil X := xIA+sIB+γIC .
Aus der starken Zeitkonsistenz von ρ bezüglich der beiden durch A bzw. B
erzeugten σ-Algebren erhalten wir
ρ(X) = ρ(xIA − ρAc(X)IAc)
= ρ(sIB − ρBc(X)IBc).
Die Behauptung folgt, wenn y = −ρAc(X) und t = −ρBc(X). Tatsächlich
haben wir wegen der starken Zeitkonsistenz bezüglich F0 := σ(B) und nach
Voraussetzung:
ρ(XIAc) = ρ(sIB + γIC)
= ρ(sIB − ρBc(γIC)IBc)
= ρ(sIB + βIBc)
= ρ(yIAc).
Den anderen Fall behandelt man analog. 2
Aus den in Theorem 3.2.7 genannten notwendigen Bedingungen für die Exis-
tenz einer stark zeitkonsistenten Aktualisierungsvorschrift ergeben sich weite-
re Fragen, die wir im Rahmen dieser Arbeit jedoch nicht beantworten können.
So wäre es interessant zu erfahren, ob es ausgehend von einer Risikobewer-
tung auf den einfachen Funktionen vom Typ xIA möglich ist, ein zugehöriges
konvexes Risikomaß auf X zu definieren, das stets stark zeitkonsistent ak-
tualisiert werden kann.
Bemerkung 3.2.8. Wir betrachten eine Abbildung
(x, A) ∈ (−∞, 0]×F 7→ ρ(xIA) ∈ R, (3.18)
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so dass für jedes Ereignis A ∈ F die Funktion x 7→ ρ(xIA) Lipschitz-stetig
mit Lipschitz-Konstante 1 ist, konvex, streng monoton fallend und normiert
auf ρ(0IA) = 0. Außerdem sei lim ρ(xIA) = +∞, falls x → −∞.
Diese Abbildung induziert ein monetäres Risikomaß auf der Klasse aller Aus-




ρ((x− y)IA)− y, falls x ≤ y,
ρ((y − x)IAc)− x, sonst.
Angenommen, der Zustandsraum Ω ist endlich. Zusätzlich fordern wir, dass
ρ die Konsistenzbedingung in Theorem 3.2.7 (ii) erfüllt. Dann können wir ρ
induktiv – wie im Beweis des Theorems beschrieben – zu einem monetären
Risikomaß auf X fortsetzen, so dass es bei jeder Information stark zeitkon-
sistent aktualisiert werden kann. Die Konsistenzbedingung wird benötigt, um
die Wohldefiniertheit des Funktionals zu beweisen.
Bislang konnten wir nicht ermitteln, welchen Bedingungen die Abbildung
(3.18) genügen muss, damit auf diese Weise ein konvexes Risikomaß indu-
ziert wird. Um auf die Annahme eines endlichen Zustandsraums verzichten
zu können, müssen außerdem noch Eigenschaften der Abbildung untersucht
werden, die die Stetigkeit von oben garantieren.
Eine andere Frage, die sich stellt, betrifft die Klasse der Shortfall-Risikomaße.
Gibt es außer den exponentiellen oder linearen Verlustfunktionen noch ande-
re, die ein konvexes Risikomaß induzieren, das stets stark zeitkonsistent ak-
tualisiert werden kann oder zumindest die notwendige Bedingung aus Theo-
rem 3.2.7 (ii) erfüllt? Wir vermuten, dass dies nicht der Fall ist.
Existenz einer Aktualisierungsvorschrift im kohärenten Fall
Im vorherigen Abschnitt hatten wir für das Beispiel des Average Value at Risk
bereits nachgewiesen, dass die Bedingung der starken Zeitkonsistenz bei einer
hinreichend feinen Informationsstruktur nicht erfüllt werden kann. Für die-
ses kohärente Risikomaß existiert demnach im Allgemeinen keine stark zeit-
konsistente Aktualisierungsvorschrift. Um unsere Überlegungen zur starken
Zeitkonsistenz abzuschließen, betrachten wir nun die Klasse der kohärenten
Risikomaße, die der folgenden Zusatzbedingung genügen:
P (A) > 0, A ∈ F ⇒ ρ(IA) < 0. (3.19)
Wir werden zeigen, dass auch hier die starke Zeitkonsistenz kein geeignetes
Aktualisierungskriterium ist. Man beachte, dass für ein kohärentes Risikomaß
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ρ : X → R, das (3.19) erfüllt, auch die Implikationen in (3.15) und (3.16)
gültig sind, denn für alle Ereignisse A ∈ F mit positiver Wahrscheinlichkeit
P (A) > 0 haben wir:
0 < −ρ(IA) ≤ ρ(−IA).
Das folgende Theorem ist eine Verallgemeinerung eines Satzes von [41] im
Kontext der Nutzentheorie, welcher besagt, dass für das Choquet-Integral
bezüglich einer Kapazität c : F → [0, 1] auf einem endlichen Zustandsraum
das „Iterative Gesetz der Erwartung“ nur dann gilt, wenn c ein Wahrschein-
lichkeitsmaß auf (Ω,F) ist:
Ec(Ec(X|F0)) = Ec(X) ∀ X ∈ X , ∀ F0 ⊂ F ⇔ c ∈M1(Ω,F).
Das bedeutet, für ein nicht-lineares komonotones Risikomaß ρ(X) := −Ec(X)
kann keine Aktualisierungsvorschrift F0 7→ ρ0 := −Ec(·|F0) ∈ R0 über die
starke Zeitkonsistenz definiert werden. In unserem Theorem verzichten wir
auf die Forderung der Additivität auf komonotonen Funktionen und auf die
Voraussetzung eines endlichen Zustandsraums.
Theorem 3.2.9. Es sei ρ : X → R ein kohärentes Risikomaß, so dass (3.19)
erfüllt ist, und F0 7→ ρ0 ∈ R0 eine Aktualisierungsvorschrift für ρ. Dann sind
die folgenden Bedingungen äquivalent:
(a) Für jede σ-Algebra F0 ⊂ F sind ρ und ρ0 stark zeitkonsistent.
(b) ρ ist linear, und jede Aktualisierung ρ0 ist durch die bedingte Erwartung
gegeben.
Beweis: Die Implikation von (b) nach (a) ist klar. Es sei umgekehrt F0 7→
ρ0 ∈ R0 eine Aktualisierungsvorschrift, so dass ρ und ρ0 stets stark zeitkonsis-
tent sind. Da ρ ein kohärentes Risikomaß ist, das insbesondere die Bedingung
(3.16) erfüllt, genügt es nach Theorem 3.2.7 zu zeigen, dass durch
Q(A) := ρ(−IA) ∀ A ∈ F
ein Wahrscheinlichkeitsmaß auf (Ω,F) definiert wird, das äquivalent zu P
ist. Q ist eine monotone, subadditive und von unten stetige Mengenfunktion,
die auf Q(∅) = 0 und Q(Ω) = 1 normiert ist. Außerdem gilt Q(A) = 0
genau dann, wenn P (A) = 0. Es reicht demnach aus, die Additivität bzw.
Superadditivität von Q nachzuweisen. Wir zeigen, dass
ρ(−IA) = −ρ(IA) ∀ A ∈ F , (3.20)
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denn dann gilt für zwei disjunkte Mengen A, B ∈ F
Q(A) + Q(B) = −ρ(IA)− ρ(IB) ≤ −ρ(IA∪B) = Q(A ∪B).
Um (3.20) zu beweisen, fixieren wir ein beliebig gewähltes Ereignis A ∈ F
und setzen F0 := σ(A). Wir nehmen an, dass 0 < P (A) < 1, ansonsten wäre
(3.20) offensichtlich. Die Aktualisierungsvorschrift liefert ein zugehöriges be-
dingtes konvexes Risikomaß ρ0. Für X ∈ X bezeichnen wir mit ρA(X) den
konstanten Wert von ρ0(X) auf der Menge A. Aus der starken Zeitkonsistenz
und der positiven Homogenität folgt
ρ(XIA) = ρ(−ρA(X)IA) = ρA(X)ρ(−IA) ∀ X ∈ X , X ≤ 0.





Wegen der Bedingung (3.19) können wir eine Partition Ω = A1 ∪ A2 ∪ A3
wählen, so dass ρ(IAi) < 0 für alle i ≤ 3 und so dass das oben fixierte Ereignis
A in der σ-Algebra G := σ(Ai, i ≤ 3) enthalten ist. Für i 6= j definieren wir
X ijβ := −IAi − βIAj ,
wobei der Parameter β > 1 hinreichend groß sei, damit wir in den beiden
folgenden Berechnungen die positive Homogenität von ρ ausnutzen können.
Aus der starken Zeitkonsistenz bezüglich der σ-Algebra F0 := σ(Ai) und aus
(3.21) erhalten wir
ρ(X ijβ ) = ρ(−ρAi(X
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= −ρ(IAi) + βρ(−IAj).
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Andererseits folgt aus der starken Zeitkonsistenz bezüglich F0 := σ(Aj)
ρ(X ijβ ) = ρ(−ρAj(X
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= K ≥ −1 ∀ B ∈ G\{∅, Ω}. (3.22)
Insbesondere nimmt dieses Verhältnis für das fixierte Ereignis A ∈ F den
Wert K an. Es bleibt zu zeigen, dass K = −1 ist.
Die Einschränkung von ρ auf die Menge aller beschränkten und G-messbaren
Funktionen ist ein kohärentes Risikomaß und streng monoton im Sinne der
Bedingung (3.16). Es besitzt eine robuste Darstellung durch äquivalente
Wahrscheinlichkeitsmaße, d. h., dass eine konvexe Menge




EQ(−X) ∀ X ∈ L∞(Ω,G, P ).
Wegen (3.19) haben wir 0 < a ≤ b und 0 < c ≤ d. Setzen wir e := 1− b− d
und f := 1 − a − c, dann ist 0 < e ≤ f . (3.22) angewandt auf die Mengen
B = Ai, i ≤ 3, liefert a = −Kb, c = −Kd und e = −Kf . Demzufolge ist
(1−K2)(b + d) = 1 + K.
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Mit (3.22) und B = A2 ∪ A3 erhalten wir andererseits
(1−K2)b = 1 + K.
Wäre K > −1, dann müsste gelten, dass b+d = b ist. Dies ist ein Widerspruch
zur Bedingung (3.19), darum folgt K = −1. 2
3.2.3 Schwache Akzeptanzkonsistenz als
Aktualisierungskriterium
In diesem Abschnitt verwenden wir die Akzeptanzkonsistenz in ihrer schwa-
chen Form als Aktualisierungskriterium. Das heißt, für ein konvexes Risiko-
maß ρ : X → R untersuchen wir Aktualisierungsvorschriften F0 7→ ρ0 ∈ R0
derart, dass
A0 ⊂ A(F0) ∀ F0 ⊂ F . (3.23)
Für weitere äquivalente Charakterisierungen der schwachen Akzeptanzkon-
sistenz verweisen wir auf das Korollar 3.1.8.
Existenz und Eindeutigkeit einer Aktualisierungsvorschrift
Jedes konvexe Risikomaß kann auf mindestens eine Weise schwach akzep-
tanzkonsistent aktualisiert werden. Häufig gibt es jedoch mehrere mögliche
Aktualisierungsvorschriften, die der Bedingung (3.23) genügen.
Beispiel: Für ein beliebiges konvexes Risikomaß ρ : X → R betrachten wir
die triviale Worst-Case-Aktualisierungsvorschrift F0 7→ ρworst0 ∈ R0 mit
ρworst0 (X) := ess inf {X0 ∈ X0 | X + X0 ≥ 0} ∀ X ∈ X .
Wählen wir X ∈ X und m ∈ R, so ist ρworst0 (X) ≤ m genau dann, wenn
X ≥ −m. Wegen Monotonie und Translationsinvarianz von ρ folgt ρ(X) ≤
ρ(−m) = m. Demnach sind ρ und ρworst0 schwach akzeptanzkonsistent. 3
Beispiel: Es sei ρ : X → R ein konvexes Risikomaß, das stetig von oben
ist und eine robuste Darstellung durch äquivalente Wahrscheinlichkeitsmaße
erlaubt, d. h., dass
ρ(X) = sup{EQ(−X)− α(Q) | Q ∼ P} ∀ X ∈ X ,
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wobei α eine geeignete Penalty-Funktion auf Me(P ) ist. Wir betrachten nun
die durch α induzierte Aktualisierungsvorschrift F0 7→ ρ0 ∈ R0 mit
ρ0(X) := ess sup {EQ(−X|F0)− α(Q) | Q ∼ P} ∀ X ∈ X .
Falls ρ0(X) ≤ m ∈ R, dann gilt EQ(−X|F0) − α(Q) ≤ m für alle Q ∼ P .
Insbesondere ist EQ(−X) − α(Q) ≤ m, und wir erhalten ρ(X) ≤ m. Das
bedeutet, dass ρ und ρ0 schwach akzeptanzkonsistent sind. 3
Wie diese Beispiele zeigen, charakterisiert die Forderung der schwachen Ak-
zeptanzkonsistenz ein zugehöriges bedingtes konvexes Risikomaß nicht ein-
deutig. Außerdem sind beide vorgestellten Aktualisierungsvorschriften aus
ökonomischer Sicht wenig plausibel. Warum sollten die Kriterien für die Ak-
zeptanz von Risiken wie im Fall der Worst-Case-Aktualisierung durch den
Erhalt zusätzlicher Information grundlegend verschärft werden? Die Aktua-
lisierungsmethode des zweiten Beispiels ist ebenfalls fragwürdig. Zum einen
hängt sie von der Wahl der Penalty-Funktion ab. Außerdem spiegelt die
Penalty-Funktion unsere Unsicherheit gegenüber dem zugrunde liegenden
probabilistischen Modell wider. Da sich diese Unsicherheit in Abhängigkeit
der zur Verfügung stehenden Information verändern kann, erscheint auch
eine Aktualisierung der Penalty-Funktion notwendig.
Notwendige Bedingung für die Existenz einer optimalen
Aktualisierungsvorschrift
Im weiteren Verlauf dieses Abschnitts werden wir bei einer fixierten Informa-
tionsstruktur versuchen, innerhalb der Klasse der schwach akzeptanzkonsis-
tenten Aktualisierungen eines konvexen Risikomaßes diejenige zu bestimmen,
die die mildesten Akzeptanzkriterien verwendet, die maximal im Sinne der
partiellen Ordnung (3.10) ist. Es sei ρ : X → R ein konvexes Risikomaß und
F0 ⊂ F eine beliebige σ-Algebra. Mit
R←0 := {ρ0 ∈ R0 | ρ und ρ0 sind schwach akzeptanzkonsistent}
bezeichnen wir die zugehörige Klasse aller bedingten konvexen Risikomaße,
die nach dem Kriterium der schwachen Akzeptanzkonsistenz als eine Aktua-
lisierung von ρ nach dem Erhalt der Information F0 in Frage kommen. Der
Pfeil soll dabei andeuten, dass es sich bei dieser Konsistenzbedingung um
einen zeitlich rückwärts gerichteten Ansatz der dynamischen Risikobewer-
tung handelt. Im Sinne der partiellen Ordnung (3.10) gilt für zwei bedingte
KAPITEL 3. DYNAMISCHE KONVEXE RISIKOMAßE 119
konvexe Risikomaße:
ρ′0  ρ0 und ρ0 ∈ R←0 ⇒ ρ′0 ∈ R←0 .
Das kleinste Element der Klasse R←0 ist das bedingte Worst-Case-Risikomaß.
Bemerkung 3.2.10. Es sei ρ : X → R ein konvexes Risikomaß und F0 ⊂ F .
(i) Angenommen, ρ ist streng monoton, d. h., dass ρ(X) > ρ(Y ) für alle
X ≤ Y mit P (X > Y ) > 0. Gibt es ein ρ?0 ∈ R←0 , so dass ρ und ρ?0
auch schwach ablehnungskonsistent sind, also ρ(X + ρ?0(X)) = 0 für
alle X ∈ X , dann ist ρ?0 nach Bemerkung 3.2.4 (iv) das größte Element
von R←0 .
(ii) Angenommen, für ein bedingtes konvexes Risikomaß ρ?0 ∈ R0 gilt
A?0 = A(F0).
Nach Korollar 3.1.8 (d’) sind die Risikomaße ρ und ρ?0 schwach akzep-
tanzkonsistent, und ρ?0 ist das größte Element von R←0 .
Nach unserer letzten Bemerkung ist ein bedingtes konvexes Risikomaß, des-
sen Akzeptanzmenge mit der Akzeptanzmenge von ρ bezüglich F0 über-
einstimmt, das von uns gesuchte schwach akzeptanzkonsistente Risikomaß
mit den mildesten Akzeptanzkriterien. Dieser Idee wollen wir weiter nach-
gehen. Wir wissen bereits, dass diese Bedingung auf die robusten Shortfall-
Risikomaße anwendbar ist, vgl. Satz 3.1.26. Wir zeigen jetzt, dass sie im
Fall der konvexen Risikomaße, die eine robuste Darstellung durch äquivalen-
te Wahrscheinlichkeitsmaße besitzen, sogar notwendig für die Existenz eines
größten Elements innerhalb der Klasse R←0 ist.
Theorem 3.2.11. Es seien ρ : X → R ein konvexes Risikomaß mit ei-
ner robusten Darstellung wie in (3.12) und (3.13) und F0 ⊂ F eine fixierte






Insbesondere ist ein bedingtes konvexes Risikomaß ρ?0 ∈ R←0 genau dann das
größte Element der Klasse R←0 , wenn seine Akzeptanzmenge A?0 mit A(F0)
übereinstimmt.
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Beweis: Die Vereinigung aller Akzeptanzmengen A0 von bedingten konve-
xen Risikomaße ρ0 ∈ R←0 ist eine Teilmenge von A(F0). Um die umgekehrte
Inklusion zu zeigen, fixieren wir ein beliebiges Auszahlungsprofil X ∈ A(F0).
Wir werden ein bedingtes konvexes Risikomaß ρX0 konstruieren, so dass ρ und
ρX0 schwach akzeptanzkonsistent sind und dabei ρX0 (X) ≤ 0 gilt.
Da ρ eine robuste Darstellung durch äquivalente Wahrscheinlichkeitsmaße
besitzt,
ρ(Y ) = sup{EQ(−Y )− αmin(Q) | Q ∼ P} ∀ Y ∈ X ,
ist ein Auszahlungsprofil Y genau dann in A(F0) enthalten, wenn es die
folgende Bedingung erfüllt:
EQ(−Y IA) ≤ αmin(Q) ∀ Q ∼ P, A ∈ F0. (3.24)
Nun betrachten wir das Funktional ρX0 mit
ρX0 (Y ) := ess sup
{
EQ(−Y |F0)− αX0 (Q) | Q ∼ P
}
∀ Y ∈ X .
und
αX0 (Q) := EQ(−X|F0)I{EQ(−X|F0)≥0} ∀ Q ∼ P.
Nach Konstruktion ist ρX0 (X) ≤ 0. Außerdem ist ρX0 ein bedingtes konvexes
Risikomaß, wenn wir zeigen können, dass die bedingte Penalty-Funktion αX0
normiert ist. Nach Voraussetzung existiert ein äquivalentes Wahrscheinlich-
keitsmaß Q? ∼ P derart, dass αmin(Q?) = 0. Wir erhalten
0 ≥ EQ?(−XI{EQ? (−X|F0)≥0}) = EQ?(EQ?(−X|F0)I{EQ? (−X|F0)≥0}) ≥ 0.
Daraus folgt, dass EQ?(−X|F0) ≤ 0, also
0 ≤ αX0 (Q?) = EQ?(−X|F0)I{EQ? (−X|F0)≥0} = 0.
Es bleibt zu zeigen, dass ρ und ρX0 schwach akzeptanzkonsistent sind. Wir
weisen die Inklusion AX0 ⊂ A(F0) nach. Dazu nehmen wir ein Auszahlungs-
profil Y ∈ AX0 . Für Q ∼ P haben wir
EQ(−Y |F0) ≤ EQ(−X|F0)I{EQ(−X|F0)≥0},
woraus wir für jedes Ereignis A ∈ F0 die Ungleichung




KAPITEL 3. DYNAMISCHE KONVEXE RISIKOMAßE 121
erhalten. Die Behauptung folgt aus (3.24). 2
Da die Vereinigung von Akzeptanzmengen im Allgemeinen keine Akzeptanz-
menge eines bedingten konvexen Risikomaßes mehr ist, muss ein größtes
Element in der Klasse R←0 nicht existieren. Das Fazit lautet demnach: Die
schwache Akzeptanzkonsistenz ist als Aktualisierungskriterium geeignet. Un-
ter Umständen muss man dabei jedoch eine Verschärfung der Akzeptanzkri-
terien in Kauf nehmen. Für einige σ-Algebren F0 ⊂ F kann es Auszah-
lungsprofile geben, die unter ρ akzeptabel sind unabhängig davon, welches
F0-messbare Ereignis eintritt, jedoch unter dem zugehörigen bedingten kon-
vexen Risikomaß ρ0 nicht mehr als akzeptabel angesehen werden.
3.2.4 Konsequenz als Aktualisierungskriterium
Wir prüfen nun, ob das zeitlich vorwärts gerichtete Kriterium, nach dem das
zugeordnete bedingte konvexe Risikomaß als eine Konsequenz aus der ur-
sprünglichen Risikobewertung und der eingehenden Information konstruiert
werden soll, für die Aktualisierung eines konvexen Risikomaßes ρ : X → R
geeignet ist. Das heißt, wir untersuchen Aktualisierungsvorschriften F0 7→
ρ0 ∈ R0 für ρ, so dass
A(F0) ⊂ A0 ∀ F0 ⊂ F . (3.25)
Die Akzeptanzmenge A(F0) von ρ bezüglich F0 ist im Allgemeinen eine ech-
te Teilmenge der Akzeptanzmenge A. Wir fordern nicht, dass jedes unter ρ
akzeptable Auszahlungsprofil auch unter dem bedingten Risikomaß ρ0 akzep-
tabel sein soll, alsoA ⊂ A0. Als Aktualisierungskriterium ist diese Bedingung
nämlich zu stark. Das zeigt die folgende Bemerkung.
Bemerkung 3.2.12. Es sei ρ : X → R ein konvexes Risikomaß. Angenom-
men, es existiert eine Aktualisierungsvorschrift F0 7→ ρ0 ∈ R0 für ρ, so dass
stets die Bedingung A ⊂ A0 erfüllt ist. Für jede σ-Algebra F0 ⊂ F erhalten
wir dann
ess inf X0 ∩ A ≥ ess inf X0 ∩ A0 = 0.
Daraus folgt, dass A = X+. Die Akzeptanzmenge A entspricht somit der des
Worst-Case-Risikomaßes, d. h., es ist ρ = ρworst.
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Eindeutigkeit einer Aktualisierungsvorschrift
Wie das folgende Beispiel zeigt, existiert zu jedem konvexen Risikomaß min-
destens eine Aktualisierungsvorschrift, die das Kriterium einer konsequenten
Risikobewertung erfüllt, vorausgesetzt, dass ρ eine robuste Darstellung be-
sitzt derart, dass es ein äquivalentes Wahrscheinlichkeitsmaß gibt, welches
unter der minimalen Penalty-Funktion nicht bestraft wird.
Beispiel: Es sei ρ : X → R ein konvexes Risikomaß, das eine robuste
Darstellung der Form
ρ(X) = sup{EQ(−X)− αmin(Q) | Q ∼ P} ∀ X ∈ X
erlaubt, wobei αmin die minimale Penalty-Funktion bezeichnet. Falls es ein
äquivalentes Wahrscheinlichkeitsmaß Q? ∼ P gibt, so dass αmin(Q?) = 0,
dann können wir die folgende Aktualisierungsvorschrift F0 7→ ρ0 ∈ R→0 für ρ
definieren. Wir setzen
ρ0(X) := EQ?(−X|F0) ∀ X ∈ X
für den Fall, dass F0 nicht trivial ist, und ρ{∅,Ω} sei gegeben durch ρ. Das
bedeutet, sobald wir irgendeine Art von Information erhalten, gehen wir von
einem robusten Bewertungsansatz zu einer linearen Risikobewertung unter
dem Modell Q? über.
Tatsächlich ist jedes solche bedingte konvexe Risikomaß ρ0 eine Konsequenz
aus ρ und der jeweiligen Information F0. Für ein Auszahlungsprofil X ∈
A(F0) haben wir nämlich EQ?(−XIA) ≤ 0 für alle A ∈ F0, d. h., dass
EQ?(−X|F0) ≤ 0. Nach Bemerkung 3.2.4 (iii) ist ein bedingtes lineares Risi-
komaß maximal im Sinne der partiellen Ordnung (3.10). 3
Für gewöhnlich charakterisiert die Bedingung (3.25) eine Aktualisierungs-
vorschrift nicht eindeutig und vor allem nicht ausreichend, wie es das obige
Beispiel zeigt. Deshalb bezeichnen wir für jede σ-Algebra F0 ⊂ F mit
R→0 := {ρ0 ∈ R0 | ρ0 ist eine Konsequenz aus ρ und F0}
die Klasse aller bedingten konvexen Risikomaße, die als eine Konsequenz aus
ρ und F0 aufgefasst werden können. Wir wissen bereits, dass diese Klasse
nicht leer ist, falls ρ ein konvexes Risikomaß ist, das eine robuste Darstellung
besitzt derart, dass ein äquivalentes Wahrscheinlichkeitsmaß existiert, wel-
ches unter der minimalen Penalty-Funktion nicht bestraft wird. Die partielle
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Ordnung (3.10) ermöglicht wie im vorherigen Abschnitt einen Vergleich von
Elementen dieser Klasse. Für zwei bedingte konvexe Risikomaße gilt:
ρ′0  ρ0 und ρ0 ∈ R→0 ⇒ ρ′0 ∈ R→0 .
Bemerkung 3.2.13. Es seien ρ : X → R ein konvexes Risikomaß mit einer
robusten Darstellung wie in (3.12) und (3.13) und F0 ⊂ F eine beliebige
σ-Algebra.
(i) Besitzt die Klasse R←0 ein größtes Element, d. h. ein schwach akzeptanz-
konsistentes bedingtes konvexes Risikomaß ρ?0 ∈ R←0 mit den mildesten
Akzeptanzkriterien innerhalb dieser Klasse, dann gilt nach Theorem
3.2.11
A?0 = A(F0).
Das bedeutet, dass ρ?0 gleichzeitig das kleinste Element von R→0 ist, also
diejenige Konsequenz aus ρ und F0 mit den strengsten Akzeptanzkrite-
rien.
(ii) Angenommen, ρ ist sogar linear, d. h., dass ein äquivalentes Wahr-
scheinlichkeitsmaß Q ∼ P existiert mit
ρ(X) = EQ(−X) ∀ X ∈ X .
Nach Satz 3.1.26 ist die Akzeptanzmenge von ρ bezüglich F0 gegeben
durch
A(F0) = {X ∈ X | EQ(−X|F0) ≤ 0},
also durch die Akzeptanzmenge A0 des durch Q induzierten bedingten
linearen Risikomaßes mit
ρ0(X) = EQ(−X|F0) ∀ X ∈ X .
Dieses ρ0 ist das kleinste Element von R→0 . Gleichzeitig ist es auch ma-
ximal, vgl. Bemerkung 3.2.4 (iii). Für äquivalente lineare Risikomaße
gibt es demnach bei jeder Information genau eine mögliche Konsequenz.
Diese ist durch die bedingte Erwartung gegeben.
KAPITEL 3. DYNAMISCHE KONVEXE RISIKOMAßE 124
Existenz einer optimalen Aktualisierungsvorschrift
Ein konvexes Risikomaß, das stetig von oben ist und eine robuste Darstel-
lung besitzt derart, dass ein äquivalentes probabilistisches Modell existiert,
dass unter der minimalen Penalty-Funktion nicht bestraft wird, erlaubt stets
eine konsequente Aktualisierungsvorschrift wie in (3.25), so dass das zuge-
ordnete bedingte konvexe Risikomaß in der jeweiligen Klasse der möglichen
Konsequenzen die strengsten Akzeptanzkriterien verwendet.
Theorem 3.2.14. Es sei ρ : X → R ein konvexes Risikomaß mit einer
robusten Darstellung wie in (3.12) und (3.13). Außerdem sei F0 7→ ρ?0 ∈ R→0
die Aktualisierungsvorschrift für ρ mit
ρ?0(X) := ρA?0(X) := ess inf {X0 ∈ X0 | X + X0 ∈ A
?
0} ∀ X ∈ X ,





Für jede σ-Algebra F0 ⊂ F ist das zugehörige bedingte konvexe Risikomaß
ρ?0 eine Konsequenz aus ρ und F0 und das kleinste Element von R→0 . Ebenso
gilt die Darstellung:
ρ?0(X) = ess inf {X0 ∈ X0 | X + X0 ∈ convF0A(F0)} ∀ X ∈ X ,
wobei
convF0A(F0) := {ΛY1 + (1− Λ)Y2 | Y1, Y2 ∈ A(F0), Λ ∈ X0, 0 ≤ Λ ≤ 1},
die bedingte konvexe Hülle der Akzeptanzmenge von ρ bezüglich F0 bezeichnet.
Beweis: Für jede σ-Algebra F0 ⊂ F wird ρ0 durch Robustifizierung über
die nicht-leere Klasse R→0 gebildet und ist somit ein bedingtes konvexes Ri-
sikomaß. Offenbar ist ρ?0 eine Konsequenz aus ρ und F0, da A(F0) ⊂ A?0.
Außerdem ist es nach Konstruktion das kleinste Element von R→0 .
Um die Darstellung im zweiten Teil des Theorems zu beweisen, zeigen wir,
dass auch durch die bedingte konvexe Hülle vonA(F0) ein bedingtes konvexes
Risikomaß ρ′0 erzeugt wird. Wegen
A(F0) ⊂ convF0A(F0) ⊂ A?0
und der Minimalität von ρ?0 innerhalb der Klasse aller Konsequenzen folgt
dann sofort die Behauptung.
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Die Eigenschaften der Akzeptanzmenge A(F0) von ρ bezüglich F0, vgl. Be-
merkung 3.1.10, übertragen sich auf ihre bedingte konvexe Hülle. Die Men-
ge convF0A(F0) ist solide und nach Konstruktion bedingt konvex. Es gilt
ess inf A(F0)∩X0 = 0 und insbesondere ess inf convF0A(F0)∩X0 = 0. Nach
Satz 2.1.5 erzeugt die konvexe Hülle ein bedingtes konvexes Risikomaß ρ′0
mit A(F0) ⊂ convF0A(F0) ⊂ A′0. Das bedeutet, dass ρ′0 eine Konsequenz aus
ρ und der eingehenden Information F0 ist. 2
Wir haben gezeigt, dass das Kriterium der Konsequenz sehr gut zur Aktua-
lisierung geeignet ist. Für jedes konvexe und von oben stetige Risikomaße
existiert eine Aktualisierungsvorschrift derart, dass das zugeordnete beding-
te konvexe Risikomaß stets mit der ursprünglichen Risikobewertung und der
eingehenden Information vereinbar ist, vorausgesetzt, dass es ein äquivalen-
tes Wahrscheinlichkeitsmaß gibt, das unter der minimalen Penalty-Funktion
nicht bestraft wird. Unter diesem Aktualisierungskriterium ist auch die Re-
duzierung der Unsicherheit gegenüber dem probabilistischen Modell oder der
Risikoaversion möglich, die sich aus dem Erhalt von neuer Information erge-
ben kann.
3.2.5 Reduzierung der Modellunsicherheit
Zusätzliche Information kann dazu beitragen, dass Unsicherheit in Bezug
auf das zugrunde liegende probabilistische Modell verringert wird. In diesem
Abschnitt stellen wir eine Methode vor, nach der Entscheidungen darüber
getroffen werden können, welche probabilistischen Modelle weiterhin bei der
Bewertung des Risikos berücksichtigt werden sollen. Damit wollen wir gleich-
zeitig die Diskussion zum Thema der Aktualisierung von konvexen Kapazitä-
ten aus der Theorie der nicht-additiven Mengenfunktionen zusammenfassen
und ergänzen.
Die Aktualisierungsmethode
Betrachten wir eine Menge Q von Wahrscheinlichkeitsmaßen auf (Ω,F), wel-
che wie beim Shortfall-Risikomaß durch Robustifizierung in die Risikobewer-
tung eingeht. Q sei konvex und jedes Element Q ∈ Q zum Referenzmaß
P äquivalent. Das Problem der Unsicherheitsreduzierung durch den Erhalt
zusätzlicher Information werden wir in einem sehr einfachen Rahmen unter-
suchen. Angenommen, wir erfahren, dass ein gewisses Ereignis B ∈ F mit
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positiver Wahrscheinlichkeit P (B) > 0 eintritt. Die Menge Q erzeugt dann
eine zugehörige Menge von bedingten Wahrscheinlichkeitsmaßen
QB := {Q(·|B) | Q ∈ Q},
die äquivalent zum bedingten Referenzmaß P (·|B) sind. Aus dieser Menge
QB können wir je nachdem, wie stark die Information unsere Annahmen
zum probabilistischen Modell beeinflusst, einige Wahrscheinlichkeitsmaße für
die Zukunft ausschließen. Es bleibt die Frage, nach welchen Kriterien dabei
verfahren werden soll.
In der Literatur zu diesem Thema findet man im Wesentlichen drei Vor-
schläge, die verallgemeinerte Regel von Bayes, die Dempster-Shafer-Regel
und die klassische Regel von Bayes. Sie alle basieren auf demselben Prin-
zip: Der Ausschluss eines bedingten probabilistischen Modells Q(·|B) erfolgt
in Abhängigkeit von der Wahrscheinlichkeit des Ereignisses B unter Q. Wir
wählen ein Intervall






Q[a,b]B := {Q(·|B) | Q ∈ Q und Q(B) ∈ [a, b]}. (3.27)
Die oben erwähnten Regeln entsprechen den Extremvarianten dieser Aus-
wahlmethode.
Beispiel: Das Intervall [infQQ(B), supQQ(B)] definiert die verallgemeiner-
te Regel von Bayes. Das bedeutet, dass die Information über das Eintreten
von B keine Unsicherheitsreduzierung bewirkt. Jedes Wahrscheinlichkeits-
maß Q ∈ Q wird gemäß der Regel von Bayes aktualisiert, und das so erzeugte
bedingte Wahrscheinlichkeitsmaß Q(·|B) verbleibt in Q[a,b]B . Analysiert wird
diese Methode z. B. in [37], [16], [25] oder [11]. 3
Beispiel: Die auf die beiden Randpunkte reduzierten Intervalle mit a =
b = supQQ(B) oder a = b = infQQ(B) definieren die Dempster-Shafer-Regel
bzw. die klassische Regel von Bayes. Den Namen der zweiten Aktualisierungs-
regel erklären wir später mit Hilfe der Darstellung in Theorem 3.2.19. Es
werden nur diejenigen probabilistischen Modelle weiter verwendet, die dem
Ereignis B maximale bzw. minimale Wahrscheinlichkeit zuordnen. Bei diesen
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Methoden müssen zusätzliche Bedingungen formuliert werden, die garantie-
ren, dass die Menge Q[a,b]B nicht leer ist. Untersucht wurden sie von [10] und
[36] sowie z. B. in [23] oder [11]. 3
Anwendung auf konvexe Kapazitäten
Anstatt durch eine Menge Q von Wahrscheinlichkeitsmaßen und Robustifi-
zierung kann Modellunsicherheit auch durch ein nicht-additives Maß c und
das zugehörige Choquet-Integral dargestellt werden. Beide Ansätze stimmen
unter gewissen Annahmen überein, nämlich wenn Q durch den Kern Q(c)
einer konvexen Kapazität gegeben ist. Um die durch (3.26) und (3.27) defi-
nierten Aktualisierungsregeln zu charakterisieren und zu vergleichen, wollen
wir sie nun unter dieser zusätzlichen Voraussetzung untersuchen.
Definition 3.2.15. Eine Mengenfunktion c : F → [0, 1] heißt Kapazität,
wenn sie monoton und auf c(∅) = 0 sowie c(Ω) = 1 normiert ist. Eine
Kapaziät c heißt konvex, falls
c(A) + c(B) ≤ c(A ∪B) + c(A ∩B) ∀ A, B ∈ F .
Eine Kapazität c heißt bezüglich B ∈ F bedingt, wenn c(A) = c(A ∩ B) für
alle A ∈ F .
Das zugehörige Choquet-Integral einer messbaren und beschränkten Funk-






(c(X > x)− 1)dx +
∞∫
0
c(X > x)dx. (3.28)
Wenn c ein Wahrscheinlichkeitsmaß auf (Ω,F) ist, dann stimmt Ec(X) mit
dem üblichen Erwartungswert überein. Das Choquet-Integral ist ein Funk-
tional, das durch vier Eigenschaften charakterisiert werden kann. Für eine
Einführung des Integralbegriffs und den Beweis des folgenden Satzes verwei-
sen wir auf [12], Kapitel 5 und 6.
Satz 3.2.16. Es sei c eine Kapazität und Ec : B → R das durch das Choquet-
Integral induzierte Funktional. Dieses besitzt die folgenden Eigenschaften:
• Normiertheit: Ec(I) = 1.
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• Positive Homogenität: Ec(λX) = λEc(X) für alle λ ≥ 0.
• Monotonie: Ec(X) ≤ Ec(Y ) für X, Y ∈ B mit X ≤ Y .
• Additivität auf komonotonen Funktionen: Ec(X + Y ) = Ec(X) + Ec(Y )
für komonotone X,Y ∈ B, d. h., (X(ω)−X(ω′)) (Y (ω)− Y (ω′)) ≥ 0
für alle ω, ω′ ∈ Ω.
Ist F : B → R ein Funktional mit den obigen Eigenschaften, dann wird durch
c(A) := F (IA) ∀ A ∈ F
eine Kapazität definiert, und das zugehörige Choquet-Integral stimmt mit F
überein, d. h., dass F (X) = Ec(X) für alle X ∈ B.
Kommen wir nun zum bereits angedeuteten Zusammenhang beider Ansätze




eine Kapazität auf F , so dass für alle Ereignisse A ∈ F gilt:
P (A) = 0 ⇒ c(A) = 0. (3.30)
Unter welchen Bedingungen sind das durch Q induzierte Funktional F mit
F (X) := inf
Q∈Q
EQ(X) ∀ X ∈ B
und das Choquet-Integral Ec der durch Q induzierten Kapazität auf der
Menge B der beschränkten und messbaren Funktionen identisch? Die Ant-
wort liefert der folgende Satz von [35].
Satz 3.2.17. Es sei c eine Kapazität. Dann sind die folgenden Aussagen
äquivalent:
(a) c ist konvex.
(b) Das Choquet-Integral Ec : B → R ist superadditiv, d. h., dass für alle
X, Y ∈ B gilt Ec(X) + Ec(Y ) ≤ Ec(X + Y ).
(c) Der Kern Q(c) := {Q ∈M1,f (Ω,F) | c(A) ≤ Q(A) ∀ A ∈ F} ist nicht
leer, und es gilt die Darstellung
Ec(X) = min
Q∈Q(c)
EQ(X) ∀ X ∈ B.
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Bemerkung 3.2.18. Es seien c eine konvexe Kapazität auf (Ω,F) und Q(c)
ihr Kern.
(i) Das Infimum über den Kern in Aussage (c) des vorherigen Satzes wird
stets angenommen, vgl. dazu auch [21], Proposition 2.85., bzw. das
Theorem 1.1.7 in Kapitel 1.
(ii) Ist die Kapazität stetig von unten in Ω, so besteht der Kern nur aus
Wahrscheinlichkeitsmaßen, denn wegen 1 ≥ Q(A) ≥ c(A) überträgt
sich die Stetigkeit von unten auch auf jedes Q ∈ Q(c).
(iii) Für alle Mengen A ⊂ B gibt es ein additives Maß Q? ∈ Q(c), so dass
c(A) = Q?(A) und c(B) = Q?(B). Wegen der Additivität des Choquet-
Integrals auf komonotonen Funktionen gilt nämlich für ein Q? ∈ Q(c),
c(A) + c(B) = Ec(IA + IB) = EQ?(IA + IB) = Q?(A) + Q?(B).
Dieses leistet das Gewünschte, denn
0 ≥ c(B)−Q?(B) = Q?(A)− c(A) ≥ 0.
Nehmen wir im weiteren Verlauf dieses Abschnitts an, dass die in (3.29)
definierte Kapazität c konvex und stetig von unten ist und dass die in die
Risikobewertung eingehende Menge Q mit dem Kern Q(c) dieser Kapazität
übereinstimmt. Des Weiteren bezeichnen wir mit
c̄(A) := max
Q∈Q
Q(A) = 1− c(Ac) ∀ A ∈ F ,
die durch Q induzierte konjugierte Kapazität auf (Ω,F). Für zwei beliebige
Ereignisse A, B ∈ F gilt c̄(A) + c̄(B) ≥ c̄(A ∪ B) + c̄(A ∩ B), d. h., dass c̄
konkav ist.
Das folgende Theorem liefert eine Darstellung und Eigenschaften der beding-
ten Kapazität, die aus der Aktualisierung von Q bzw. c hervorgeht. Damit
verallgemeinert es die Darstellungssätze für die oben erwähnten drei Metho-
den, vgl. z. B. [37], Theorem 7.2, oder die Abschnitte 2 und 3 in [11], .
Theorem 3.2.19. Die aus (3.26) und (3.27) resultierende Menge Q[a,b]B von
bedingten Wahrscheinlichkeitsmaßen erzeugt durch
c[a,b](A|B) := inf
{
Q(A|B) | Q(·|B) ∈ Q[a,b]B
}
∀ A ∈ F ,
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Im Allgemeinen ist Q[a,b]B eine Teilmenge des Kerns Q(c[a,b](·|B)). In den
Spezialfällen a = b = maxQQ(B) bzw. a = b = minQQ(B) > 0 stimmen
beide Mengen stets überein.
Beweis: Wir zeigen zunächst die Darstellungsformel für die bedingte Ka-
pazität c[a,b](·|B). Dazu wählen wir ein beliebiges Wahrscheinlichkeitsmaß











































Um zu beweisen, dass beide Seiten gleich sind, betrachten wir drei Fälle.
Zuerst nehmen wir an, dass c(A∩B)+c̄(Ac∩B) ≤ a, d. h., dass das Maximum
auf der rechten Seite 1− c̄(Ac∩B)/a gegeben ist. Nach Bemerkung 3.2.18 (iii)
existieren Q1, Q2 ∈ Q mit Q1(Ac ∩ B) = Q2(Ac ∩ B) = c̄(Ac ∩ B), Q1(B) =
c̄(B) und Q2(A ∩ B) = c(A ∩ B). Definieren wir nun Q := εQ1 + (1 − ε)Q2
mit Parameter
ε :=
a− (c(A ∩B) + c̄(Ac ∩B))
c̄(B)− (c(A ∩B) + c̄(Ac ∩B))
∈ [0, 1],
dann gilt Q ∈ Q und Q(B) = a. Insbesondere ist die Darstellung (3.31) in
diesem Fall gültig, denn




Jetzt sei c(A ∩ B) + c̄(Ac ∩ B) ∈ [a, b]. Das Maximum auf der rechten Seite
von (3.31) ist durch den mittleren Term gegeben. Wieder finden wir ein
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Wahrscheinlichkeitsmaß Q ∈ Q mit Q(Ac ∩B) = c̄(Ac ∩B) und Q(A∩B) =
c(A ∩B). Damit gilt auch die Darstellung für c[a,b](A|B), denn es ist
Q(A|B) = c(A ∩B)
c(A ∩B) + c̄(Ac ∩B)
.
Wenn c(A∩B)+c̄(Ac∩B) ≥ b ist, dann bildet der Term c(A∩B)/b das Maxi-
mum in (3.31). Nach Bemerkung 3.2.18 (iii) gibt es Wahrscheinlichkeitsmaße
Q1, Q2 ∈ Q, so dass Q1(A ∩ B) = Q2(A ∩ B) = c(A ∩ B), Q1(B) = c(B)
und Q2(Ac∩B) = c̄(A∩B). Wie im ersten Fall definieren wir nun ein Wahr-
scheinlichkeitsmaß Q := εQ1 + (1− ε)Q2 ∈ Q mit Q(B) = b, wobei
ε :=
c(A ∩B) + c̄(Ac ∩B)− b
c(A ∩B) + c̄(Ac ∩B)− c(B)
∈ [0, 1].
Die Darstellung (3.31) gilt erneut, weil
Q(A|B) = c(A ∩B)
b
.
Mit Hilfe von (3.31) zeigt man die Stetigkeit von unten für die bedingte Ka-
pazität c[a,b](·|B). Der Nachweis der Konvexität ist aufwendiger. Wir werden
eine Idee aus [37], wo die Konvexität für die verallgemeinerte Bayes-Regel
bewiesen wird, auf unsere Situation übertragen. Dazu definieren wir zwei
nicht-negative Mengenfunktionen auf F durch
g(A) := max(c(A ∩B), a− c̄(Ac ∩B)) ∀ A ∈ F
und
h(A) := min(b− c(A ∩B), c̄(Ac ∩B)) ∀ A ∈ F .




Wegen der Konvexität von c ist A 7→ c(A ∩ B) + c̄(Ac ∩ B) eine monoton
fallende Abbildung bezüglich der partiellen Ordnung der Mengeninklusion.
Damit zeigt man für die Mengenfunktionen die folgenden Eigenschaften:
• g ist konvex, g(A) + g(A′) ≤ g(A ∩ A′) + g(A ∪ A′) für A, A′ ∈ F ,
• h ist konkav, h(A) + h(A′) ≥ h(A ∩ A′) + h(A ∪ A′) für A, A′ ∈ F ,
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• g + h ist monoton fallend und nach unten beschränkt durch a > 0.
Die Beweise seien dem Leser überlassen. Jetzt betrachten wir zwei Ereignisse
A, A′ ∈ F . Es gibt Konstanten β, γ, γ′ ≥ 0, so dass
g(A) + h(A) = g(A ∪ A′) + h(A ∪ A′) + γ,
g(A′) + h(A′) = g(A ∪ A′) + h(A ∪ A′) + γ′
und
g(A ∩ A′) + g(A ∪ A′) = g(A) + g(A′) + β.
Der Einfachheit halber setzen wir α = g(A∪A′)+h(A∪A′) und haben somit
g(A ∩ A′) + h(A ∩ A′) ≤ α + β + γ + γ′.











α + β + γ + γ′
ist. Durch Multiplikation mit α(α + γ)(α + γ′)(α + β + γ + γ′) und weitere
Umformungen erhalten wir, dass diese Ungleichung äquivalent ist zu
0 ≤ [α3β − α2βg(A ∪ A′)]
+ α2[β(γ + γ′) + (g(A ∪ A′)− g(A))(β + γ′)
+(g(A ∪ A′)− g(A′))(β + γ)]
+ α[(g(A ∪ A′)− g(A))(β + γ′)γ′ + (g(A ∪ A′)− g(A′))(β + γ)γ]
+ g(A ∪ A′)γγ′(2α + β + γ + γ′) + αβγγ′.
Der erste Term in eckigen Klammern auf der rechten Seite der Ungleichung
ist nicht-negativ, weil α ≥ g(A ∪ A′) ≥ 0 ist. g ist monoton wachsend und
alle Konstanten sind nicht-negativ. Damit sind auch alle übrigen Terme nicht-
negativ.
Abschließend betrachten wir den zugehörigen Kern
Q(c[a,b](·|B)) = {Q ∈M1,f (Ω,F) | c[a,b](A|B) ≤ Q(A) ∀ A ∈ F}.
Da die bedingte Kapazität von unten stetig ist, ist ihr Kern eine Menge von
bezüglich B bedingten Wahrscheinlichkeitsmaßen. Natürlich ist Q[a,b]B eine
Teilmenge. Für die Dempster-Shafer-Regel bzw. die klassische Bayes-Regel
stimmen beide Mengen sogar überein. Falls nämlich a = b = maxQQ(B)
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ist, können wir ein beliebiges Q ∈ Q mit Q(B) = a fixieren. Jedes bedingte
Wahrscheinlichkeitsmaß Q′ ∈ Q(c[a,b](·|B)) induziert durch
Q̄(A) := Q′(A) · a + Q(A ∩Bc) ∀ A ∈ F ,
ein Wahrscheinlichkeitsmaß Q̄ mit Q̄(B) = a und Q̄(·|B) = Q. Aufgrund der
Konvexität von c und der Darstellungsformel (3.31) gilt
Q̄(A) ≥ c[a,b](A|B)a + c(A ∩Bc) = c(A ∪Bc)− c(Bc) + c(A ∩Bc) ≥ c(A),
d. h., dass Q̄ ∈ Q. Den Fall a = b = minQQ(B) behandelt man analog. 2
Beispiel: Die zum Intervall [a, b] = [c(B), c̄(B)] gehörige verallgemeinerte
Regel von Bayes liefert die bedingte konvexe Kapazität
cvB(A|B) = c(A ∩B)
c(A ∩B) + c̄(Ac ∩B)
∀ A ∈ F .
Für das Choquet-Integral gilt die Abschätzung:
EcvB(·|B)(X) ≤ inf
Q∈QvBB
EQ(X) ∀ X ∈ B.
3
Beispiel: Aus der Dempster-Shafer-Regel mit a = b = c̄(B) und aus der
klassischen Regel von Bayes mit a = b = c(B) resultieren die bedingten
konvexen Kapazitäten mit
cDS(A|B) = 1− c̄(A
c ∩B)
c̄(B)
∀ A ∈ F ,
und
ckB(A|B) = c(A ∩B)
c(B)
∀ A ∈ F .
Man beachte, dass bei der zweiten Aktualisierungsregel die bedingte Kapazi-
tät eines Ereignisses ganz „klassisch“, d. h. wie für Wahrscheinlichkeitsmaße,
berechnet wird. Die beiden Aktualisierungsmethoden sind eng miteinander
verwandt. Für die Darstellungen der zugehörigen konjugierten Kapazitäten
gelten die Beziehungen:
cDS(A|B) := 1− cDS(Ac|B) = c̄(A ∩B)
c̄(B)
∀ A ∈ F
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und
ckB(A|B) := 1− ckB(Ac|B) = 1− c(A
c ∩B)
c(B)
∀ A ∈ F .
Außerdem erhalten beide Aktualisierungen die Additivität auf komonotonen
Funktionen, denn für die Choquet-Integrale gilt:
Ec[a,b](·|B)(X) = inf
Q∈Q[a,b]B
EQ(X) ∀ X ∈ B
3
Anwendung auf konvexe Verzerrungen eines
Wahrscheinlichkeitsmaßes
Betrachten wir nun eine spezielle Klasse von konvexen Kapazitäten. Bei die-
sen soll die Unsicherheit gegenüber dem probabilistischen Modell durch eine
konvexe Verzerrung des Wahrscheinlichkeitsmaßes P dargestellt werden. Das
heißt, dass Q durch den Kern einer konvexen Kapazität c der Form
c(A) = f(P (A)) ∀ A ∈ F
gegeben ist. Dabei ist f : [0, 1] → [0, 1] eine konvexe Verzerrungsfunktion,
eine konvexe, monoton wachsende Funktion mit f(0) = 0 und f(1) = 1. Neh-
men wir zusätzlich an, dass f stetig ist, so besteht der Kern Q aus absolutste-
tigen Wahrscheinlichkeitsmaßen Q  P , deren Dichten wie folgt beschränkt
sind:
f ′(0+) ≤ dQ
dP
≤ f ′(1−) P -f. s. (3.32)
Man vergleiche auch [6], Proposition 1. Außerdem sei f ′(0+) > 0. In diesem
Fall ist Q sogar eine Menge von äquivalenten Wahrscheinlichkeitsmaßen.
Die aus der Aktualisierung mit dem Intervall [a, b] hervorgehende bedingte
konvexe Kapazität ist ebenfalls eine konvexe Verzerrung eines Wahrschein-
lichkeitsmaßes, nämlich des bedingten Wahrscheinlichkeitsmaßes P (·|B). Es
gilt
c[a,b](A|B) = f [a,b]B (P (A|B)) ∀ A ∈ F ,
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mit u(x) := xP (B) und v(x) := 1 − (1 − x)P (B). Diese Funktion erhalten
wir direkt aus der Darstellung (3.31).
Im Allgemeinen ist der Kern Q(f [a,b] ◦ P (·|B)) der bedingten Kapazität we-
sentlich größer als die MengeQ[a,b]B . Dies wollen wir anhand der Klasse der ein-
fachen konvexen Verzerrungen verdeutlichen. Die zugehörigen Verzerrungs-
funktionen bilden in diesem Fall das Maximum zweier linearer Funktionen.
Wir fixieren konstante Parameter κ, λ ∈ (0, 1] und setzen






∀ x ∈ [0, 1]. (3.34)
Die durch f und das Wahrscheinlichkeitsmaß P erzeugte konvexe und stetige
Kapazität c = f ◦ P besitzt den Kern
Q := Q(c) =
{







Nach den Abschätzungen in (3.32) ist Q in der Menge auf der rechten Seite
enthalten. Beide Mengen sind sogar gleich, weil für jedes Wahrscheinlich-













≥ f(P (A)) ∀ A ∈ F .
Jetzt beobachten wir ein Ereignis B ∈ F mit Wahrscheinlichkeit P (B) > 0
und aktualisieren die Menge Q gemäß der in (3.26) und (3.27) beschriebenen
Methode.
Satz 3.2.20. Es sei c = f ◦ P eine einfache konvexe Verzerrung des Re-
ferenzmaßes P mit einer Verzerrungsfunktion wie in (3.34) und einem zu-




B (X) := inf
Q′∈Q[a,b]B
EQ′(X) ∀ X ∈ B
ein Funktional, das als Infimum von Choquet-Integralen bezüglich einfacher
konvexer Verzerrungen des bedingten Referenzmaßes P (·|B) darstellbar ist:
F
[a,b]
B (X) = inf
y∈[a,b]
Efκyλy (P (·|B))(X) ≥ Ef [a,b]B (P (·|B))(X) ∀ X ∈ B,




P (B) ∈ (0, 1] und λy :=
λy
P (B)
∈ (0, 1]. (3.36)
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Insbesondere ist F [a,b]B nur von der Verteilung unter P (·|B) abhängig. Falls
das Aktualisierungsintervall [a, b] auf einen Punkt reduziert ist, dann verhält
sich F [a,b]B additiv auf komonotonen Funktionen.
Beweis: Zunächst nehmen wir an, dass das die Aktualisierung definierende
Intervall einem einzelnen Punkt entspricht, also 0 < a = b = y ∈ [c(B), c̄(B)].
Die Verzerrungsfunktion in (3.33) reduziert sich auf eine einfache konvexe
Verzerrungsfunktion
f yB(x) = f
κy
λy
(x) ∀ x ∈ [0, 1],
mit neuen Parametern wie in (3.36). Die aktualisierte Menge QyB ist eine
Teilmenge des zugehörigen Kerns. Wir zeigen, dass QyB diesen Kern sogar
vollständig ausschöpft. Sei Q′ ∈ Q(fκyλy ◦ P (·|B)). Jedes Wahrscheinlichkeits-
maß Q ∈ Q mit Q(B) = y induziert durch
Q̄(A) := Q′(A ∩B) · y + Q(A ∩Bc)
ein Wahrscheinlichkeitsmaß Q̄  P mit Q̄(B) = y und Q̄(·|B) = Q′. Dieses

















Wir haben bisher gezeigt: Die aus der Aktualisierung hervorgehende Menge
QyB induziert eine eine einfache Verzerrung des bedingten Wahrscheinlich-
keitsmaßes
cy(A|B) = fκyλy (P (A|B)) ∀ A ∈ F ,
mit den beiden aktualisierten Parametern κy, λy ∈ (0, 1]. Der zugehörige
Kern Q(fκyλy ◦ P (·|B)) stimmt mit der Menge Q
y
B überein. Insbesondere gilt
Efκyλy ◦P (·|B)(X) = minQ′∈QyB
EQ′(X) ∀ X ∈ B.
Wir wenden nun die Ergebnisse auf die allgemeine Aktualisierungsmethode







Q(fκyλy ◦ P (·|B)) ⊂ Q(f
[a,b]
B ◦ P (·|B)).
Wir erhalten daraus die oben beschriebene Darstellung sowie die Eigenschaft
der Verteilungsinvarianz in Bezug auf das bedingte Referenzmaß. 2
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Anwendung auf kohärente Risikomaße
Die in diesem Abschnitt diskutierte Aktualisierungsmethode kann direkt auf
die Klasse der kohärenten Risikomaße angewandt werden. Fassen wir also die
Resultate zusammen. Wir betrachten ein kohärentes Risikomaß ρ : B → R,
das in Bezug auf ein Referenzmaß P für alle X,Y ∈ B die folgende Bedingung
erfüllt:
X = Y P -f. s. ⇒ ρ(X) = ρ(Y ).
In diesem Fall kann ρ auch als ein kohährentes Risikomaß auf der Klasse
X := L∞(Ω,F , P ) aufgefasst werden. Außerdem nehmen wir an, dass ρ stetig
von oben ist und derart, dass ρ(−IA) > 0 für alle Ereignisse A ∈ F mit
P (A) > 0. Nach Theorem 1.1.12 und Satz 1.1.14 erlaubt ρ unter diesen
Voraussetzungen eine robuste Darstellung bezüglich einer konvexen Menge
Q ⊂Me(P ) von äquivalenten Wahrscheinlichkeitsmaßen:
ρ(X) = sup
Q∈Q
EQ(−X) ∀ X ∈ X .
Nach dem Eintreten eines Ereignisses B ∈ F , das unter dem Referenzmaß P
eine positive Wahrscheinlichkeit besitzt, aktualisieren wir die Menge Q und
damit das kohärente Risikomaß ρ gemäß der in (3.26) und (3.27) beschriebe-
nen Methode. Wir wählen ein Intervall




Q(B)] = [−ρ(IB), ρ(−IB)]
und erhalten eine Menge Q[a,b]B von bedingten Wahrscheinlichkeitsmaßen. Je-
des Q ∈ Q[a,b]B ist äquivalent zu P (·|B). Das durch Q
[a,b]
B induzierte kohärente
und bezüglich B bedingte Risikomaß ρ[a,b]B ist gegeben durch
ρ
[a,b]
B (X) := sup
Q∈Q[a,b]B
EQ(−X) ∀ X ∈ X . (3.37)
Korollar 3.2.21. Es sei ρ : X → R ein kohärentes Risikomaß mit einer
robusten Darstellung bezüglich einer Menge Q ⊂ Me(P ) und B ∈ F ein
Ereignis mit P (B) > 0. Die aktualisierte Menge von bedingten Wahrschein-
lichkeitsmaßen Q[a,b]B ⊂ Me(P (·|B)), die durch (3.26) und (3.27) induziert
wurde, erzeugt wie in (3.37) ein kohärentes Risikomaß ρ[a,b]B : X → R, so
dass ρ[a,b]B (X) = ρ
[a,b]
B (XIB) für alle X ∈ X . Außerdem gilt:
ρ(XIB) ≤ 0 ⇒ ρ[a,b]B (X) ≤ 0.
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Die obige Implikation bedeutet, dass die Aktualisierungsmethode ein kohä-
rentes Risikomaß ρ[a,b]B erzeugt, das als eine Konsequenz aus dem ursprüngli-
chen Risikomaß ρ und der Information über das Eintreten von B angesehen
werden kann. Die konservativste Aktualisierungsmethode, bei der dieses Er-
eignisses keine Reduzierung der Unsicherheit gegenüber dem zugrunde liegen-
den probabilistischen Modell bewirkt, entspricht der verallgemeinerten Regel
von Bayes mit [a, b] = [−ρ(IB), ρ(−IB)].
Nehmen wir zusätzlich an, dass sich ρ additiv auf komonotonen Funktionen
verhält, dann ist ρ nach den Sätzen 3.2.16 und 3.2.17 bis auf das Vorzeichen
gegeben durch das Choquet-Integral bezüglich einer konvexen Kapazität c,
d. h., dass
ρ(X) = −Ec(X) ∀ X ∈ X . (3.38)
In diesem Fall liefert das Theorem 3.2.19 eine Abschätzung des bedingten
kohärenten Risikomaßes ρ[a,b]B nach oben.
Korollar 3.2.22. Es sei ρ : X → R ein kohärentes und komonotones Risi-
komaß mit einer robusten Darstellung bezüglich einer Menge Q ⊂ Me(P ).
Dabei sei Q = Q(c) durch den Kern einer konvexen Kapazität c : F → [0, 1]
gegeben und B ∈ F ein Ereignis mit P (B) > 0. Für alle X ∈ X gilt:
ρ
[a,b]
B (X) ≤ −Ec[a,b](·|B)(X),
wobei die bedingte konvexe Kapazität c[a,b](·|B) wie in (3.31) definiert ist.
Für die Dempster-Shafer-Regel und die klassische Regel von Bayes mit a =
b = ρ(−IB) bzw. a = b = −ρ(IB) gilt sogar die Gleichheit. In diesen beiden
Fällen ist ρ[a,b]B stets additiv auf komonotonen Funktionen. Im Allgemeinen
geht diese Eigenschaft durch die Aktualisierung verloren.
Falls die konvexe Kapazität in (3.38) durch eine konvexe Verzerrung des
Referenzmaßes gegeben ist, d. h., dass
c(A) := f(P (A)) ∀ A ∈ F
für eine konvexe Verzerrungsfunktion f , dann ist das komonotone kohären-
te Risikomaß ρ verteilungsinvariant bezüglich P . Wenn f ′(0+) > 0 ist, so
ist die zugehörige bedingte konvexe Kapazität eine konvexe Verzerrung des
bedingten Wahrscheinlichkeitsmaßes P (·|B), nämlich
c[a,b](A|B) = f [a,b]B (P (A|B)) ∀ A ∈ F
mit der konvexen Verzerrungsfunktion aus (3.33). Somit hängt die obere
Schranke für das aktualisierte Risikomaß ρ[a,b]B nur von der Verteilung der
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Zufallsvariablen unter P (·|B) ab. Insbesondere erhalten die Dempster-Shafer
Regel und die klassische Regel von Bayes für komonotone Risikomaße auch
stets die Verteilungsinvarianz.
Abschließend hatten wir die Klasse der einfachen konvexen Verzerrungsfunk-
tionen vom Typ fκλ betrachtet, wobei κ, λ ∈ (0, 1]. Für die Definition und
die Beschreibung des Kerns dieser Kapazitäten verweisen wir auf (3.34) und
(3.35). Für κ = 0 sind diese einfachen Verzerrungsfunktionen fλ := f 0λ eben-
falls definiert und sie induzieren wie in (3.38) das Average Value at Risk
zum Level λ. Den Satz 3.2.19 für konvexe Verzerrungen des Referenzmaßes
können wir jedoch nur unter der Bedingung f ′(0+) > 0 anwenden. Durch ei-
ne geeignete Approximation sind die Ergebnisse der Aktualisierung dennoch
übertragbar.
Wir fixieren einen konstanten Parameter λ ∈ (0, 1] und betrachten das zuge-
hörige Average Value at Risk
AV aRλ(X) := −Efλ◦P (X) = sup
Q∈Qλ











= Q(fλ ◦ P ).
Da das Referenzmaß P selbst in Qλ enthalten ist, können wir nach Lemma
1.1.13 bei der Bildung des Supremums auch zu den äquivalenten Wahrschein-
lichkeitsmaßen übergehen. Mit Q := Qλ ∩Me(P ) haben wir die Darstellung
AV aRλ(X) = sup
Q∈Q
EQ(−X) ∀ X ∈ X .
Nach dem Eintreten eines Ereignisses B ∈ F mit P (B) > 0 wählen wir ein
beliebiges Intervall
[a, b] ⊂ [fλ(P (B)), 1− fλ(P (Bc))],
und aktualisieren die Menge Q nach der in diesem Abschnitt vorgestellten
Methode. Das induzierte bedingte kohärente Risikomaß ist wieder vom Typ
eines Average Value at Risk, jedoch nun in Bezug auf das bezüglich B be-
dingte Referenzmaß und mit einem aktualisierten Levelparameter. Letzterer
hängt vom ursprünglichen Level, der Wahrscheinlichkeit des eintretenden
Ereignisses unter dem Referenzmaß und der unteren Grenze des Aktualisie-
rungsintervalls ab.
Korollar 3.2.23. Es seien B ∈ F ein Ereignis mit P (B) ∈ (0, 1) und [a, b]
ein geeignetes Intervall mit a > 0. Die Aktualisierung des AV aRλ mit Le-
vel λ ∈ (0, 1] gemäß der in (3.26) und (3.27) beschriebenen Methode liefert
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das bedingte kohärente und komonotone Risikomaß AV aRλa,P (·|B), wobei der





Beweis: Offenbar gilt für die bedingte Dichte eines Wahrscheinlichkeitsma-


















B (X) = sup
Q∈Q[a,b]B
EQ(−X) ≤ AV aRλa,P (·|B)(X) ∀ X ∈ X .
Wir zeigen, dass beide Seiten sogar übereinstimmen. Für alle X ∈ X gilt die
Darstellung





das bedeutet, dass das Average Value at Risk auch eine robuste Darstellung




Q(fκλ ◦ P ) ⊂ Q
besitzt. Nach Satz 3.2.20 liefert die Aktualisierung von Q(fκλ ◦ P ) gemäß




λ ◦ P ) =
⋃
y∈[aκ,bκ]
Q(fκyλy ◦ P (·|B))
wobei aκ := a ∨ (κ · P (B)), bκ := b ∧ (1 − κ · P (Bc)) und die aktualisierten
Parameter κy, λy wie in (3.36) gegeben sind. Wir können ohne Einschränkung
annehmen, dass die obere Intervallgrenze b < 1 ist, denn damit verstärken
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wir die folgende Ungleichung nur noch. Wir haben für alle X ∈ X
ρ
[a,b]



























= −Efλa◦P (·|B)(X) = AV aRλa,P (·|B)(X),
wobei wir die Konstante 0 < K := (a/P (B)) ∧ ((1 − b)/P (Bc)) verwendet
haben. Daraus folgt die Behauptung. 2
3.2.6 Reduzierung der Modellunsicherheit für das
entropische Risikomaß
Im letzten Abschnitt des Kapitels über die Aktualisierung von konvexen Ri-
sikomaßen wollen wir das Problem der Reduzierung von Unsicherheit ge-
genüber dem zugrunde liegenden probabilistischen Modell im entropischen
Fall genauer untersuchen. Betrachten wir also auf X := L∞(Ω,F , P ) das
Shortfall-Risikomaß ρ : X → R, das durch eine exponentielle Verlustfunk-
tion l(x) := eβx mit einem Parameter β > 0 induziert wird. Das bedeutet,
dass ρ für alle X ∈ X gegeben ist durch









Das entropische Risikomaß besitzt viele wertvolle Eigenschaften. Es ist stetig
von unten, stetig von oben und robust darstellbar auf der Menge M1(P )
















vgl. [21], Beispiel 4.33. Nach Lemma 1.1.13 erlaubt ρ sogar eine robuste Dar-
stellung auf der Menge Me(P ) aller äquivalenten Wahrscheinlichkeitsmaße.
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Eine Aktualisierungsmethode
Das entropische Risikomaß ist außerdem eines der wenigen konvexen Risi-
komaße, für die eine stark zeitkonsistente Aktualisierungsvorschrift existiert.
Nach dem Erhalt einer beliebigen Zusatzinformation F0 ⊂ F können wir
zum zugehörigen bedingten entropischen Risikomaß übergehen, welches für
X ∈ X definiert ist durch








log EP (e−βX |F0).
In diesem Fall sind ρ und ρ0 stets stark zeitkonsistent. Gleichzeitig ist das be-
dingte konvexe Risikomaß ρ0 : X → X0 eine Konsequenz aus dem ursprüng-
lichen Risikomaß ρ und der eingehenden Information F0, und es verwendet
innerhalb der Klasse aller Konsequenzen die strengsten Akzeptanzkriterien.
Man vergleiche dazu Satz 3.1.26 und Theorem 3.2.14.
Auch das bedingte entropische Risikomaß erlaubt eine robuste Darstellung.
Auf der Menge P0 aller absolutstetigen Wahrscheinlichkeitsmaße Q  P mit
Q|F0 ∼ P |F0 gilt
ρ0(X) = ess sup {EQ(−X|F0)− αmin0 (Q) | Q ∈ P0} ∀ X ∈ X ,
wobei die minimale Penalty-Funktion durch die bedingte relative Entropie
gegeben ist. Für jedes Q ∈ P0 bezeichne h = dQ/dP die Dichte von Q




















Man beachte, dass αmin0 (P ) = 0, d. h., dass ρ sogar eine robuste Darstellung
auf der Menge Me(P ) aller äquivalenten Wahrscheinlichkeitsmaße besitzt.
Für weitere Eigenschaften des bedingten entropischen Risikomaßes und der
bedingten relativen Entropie verweisen wir auf [13], Abschnitt 4, sowie auf
[17], Abschnitt 6.
Wir wählen nun eine konvexe Teilmenge
Q ⊂ P0 mit P ∈ Q. (3.39)
Die Wahrscheinlichkeitsmaße, die nicht in dieser Menge enthalten sind, wer-
den wir bei der Risikobewertung nach dem Eingang der Information F0 ⊂ F
nicht mehr berücksichtigen. Das für X ∈ X durch
ρQ0 (X) := ess sup {EQ(−X|F0)− αmin0 (Q) | Q ∈ Q} (3.40)
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definierte bedingte konvexe Risikomaß ρQ0 ist für jede Wahl vonQ eine Konse-
quenz aus ρ und F0. Durch den Ausschluss gewisser probabilistischer Modelle
für die Zukunft schwächen wir im Vergleich zu ρ0 die Akzeptanzkriterien ab,
d. h., es ist
A0 = A(F0) ⊂ AQ0 .
Satz 3.2.24. Das durch die in (3.39) und (3.40) beschriebene Aktualisie-
rungsmethode erzeugte bedingte konvexe Risikomaß ρQ0 : X → X0 besitzt für










wobei das äquivalente Wahrscheinlichkeitsmaß QβX ∈ Me(P ) durch die fol-







Beweis: Für jedes Wahrscheinlichkeitsmaß Q ∈ P0 kann die bedingte rela-
tive Entropie bezüglich P auf die folgende Weise umgeformt werden:
H0(Q|P ) = H0(Q|QβX)− EQ(βX|F0)− log EP (e−βX |F0).
Damit erhalten wir für alle X ∈ X
















Falls das zugrunde liegende Referenzmaß P bezüglich F0 ⊂ F eine reguläre
bedingte Wahrscheinlichkeit (ω,A) 7→ Pω(A) auf (Ω,F) besitzt, dann liefert




log EPω(e−βX) ∀ X ∈ B
eine reguläre bedingte Darstellung für das bedingte entropische Risikomaß
ρ0 auf dem Raum B aller beschränkten und messbaren Zufallsvariablen. Das
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bedeutet, dass für jedes Auszahlungsprofil X ∈ B die Abbildung ω 7→ ρω(X)
messbar bezüglich F0 ist und
ρ0(X)(ω) = ρω(X) P -f. s.
Unter diesen Bedingungen kann das in der robusten Darstellung von ρ0 ver-
wendete essentielle Supremum als ein punktweise gebildetes Supremum an-
gesehen werden.
Unter geeigneten Voraussetzungen existiert auch für das durch Q induzierte
bedingte konvexe Risikomaß ρQ0 eine reguläre bedingte Darstellung {ρQωω }
mit Qω ⊂M1(Pω) und

















Dies ist beispielsweise der Fall, wenn die σ-Algebra F0 ⊂ F durch eine dis-
junkte Zerlegung von Ω erzeugt wird. Man vergleiche dazu auch die Un-
tersuchungen im zweiten Teil von Kapitel 2. Dann kann das Problem der
Minimierung der bedingten relativen Entropie für jedes Szenario als ein ent-
sprechendes Minimierungsproblem in der unbedingten Situation aufgefasst
werden, welches wir im Folgenden für den Spezialfall mit Pω = P und β = 1
diskutieren.
Das zugehörige unbedingte Minimierungsproblem
Wir fixieren ein beliebiges Auszahlungsprofil X ∈ X und betrachten eine
Menge Q von Wahrscheinlichkeitsmaßen, welche absolutstetig bezüglich P
sind. Es soll das folgende Problem gelöst werden:
Minimiere H(Q|QX) über Q ∈ Q ! (3.41)







Mininierungsprobleme dieser Art sind in der Literatur wohlbekannt. Im fol-
genden Satz fassen wir zunächst Resultate zur Existenz eines minimierenden
Wahrscheinlichkeitsmaßes von [30] und allgemeine Charakterisierungen von
[24] zusammen.
KAPITEL 3. DYNAMISCHE KONVEXE RISIKOMAßE 145
Satz 3.2.25. Unter den obigen Voraussetzungen gelten folgende Aussagen:
(i) Falls Q konvex und abgeschlossen bezüglich der Totalvariation ist, so
existiert genau ein Wahrscheinlichkeitsmaß Q′ ∈ Q, das die relative
Entropie in (3.41) minimiert.


















(iii) Angenommen, es existiert ein Q ∈ Q mit Q ∼ P . Falls ein Wahr-
scheinlichkeitsmaß Q′ ∈ Q die relative Entropie in (3.41) minimiert,
dann gilt Q′ ∼ P .
Beweis: Die Existenz eines Wahrscheinlichkeitsmaßes, das die relative En-
tropie über Q minimiert, wird von [30] in Proposition 8.5 in allgemeinerer
Form für so genannte ϕ-Divergenzen gezeigt. Die relative Entropie entspricht
der ϕ-Divergenz mit ϕ(x) := x log x. Aus der strikten Konvexität des Funk-
tionals H(·|QX) folgt die Eindeutigkeit des Minimierers. Die Charakterisie-
rung in (ii) und den Beweis von (iii) findet man in [24], Theorem 2.2 und
Korollar 2.3. 2
Minimierung der relativen Entropie über einen Kern Q(f ◦ P )
Um weitere qualitative Aussagen über die Lösung des Problems (3.41) tref-
fen zu können, werden wir von nun an unsere Diskussion auf die Situation
beschränken, bei der Q durch den Kern einer konvexen Verzerrung des Refe-
renzmaßes gegeben ist. Diese zusätzliche Struktur wird sich auch in diesem
Abschnitt als sehr hilfreich erweisen. Nehmen wir also an, es ist
Q = Q(f ◦ P ) := {Q ∈M1(P ) | Q(A) ≥ f(P (A)) ∀ A ∈ F}
für eine konvexe Verzerrungsfunktion f : [0, 1] → [0, 1]. Außerdem sei f ste-
tig. Unter diesen Bedingungen ist Q eine konvexe Menge von absolutstetigen
Wahrscheinlichkeitsmaßen, vgl. Bemerkung 3.2.18, und abgeschlossen bezüg-
lich der Totalvariation. Nach Satz 3.2.25 existiert genau ein Wahrscheinlich-
keitsmaß Q′ ∈ Q, das die relative Entropie in (3.41) minimiert. Da auch das
Referenzmaß P inQ enthalten ist, ist der Minimierer Q′ ein zu P äquivalentes
Wahrscheinlichkeitsmaß.
KAPITEL 3. DYNAMISCHE KONVEXE RISIKOMAßE 146
Das Choquet-Integral bezüglich einer konvexen Verzerrung von P ist ein
konkaves Funktional auf dem Raum X , vgl. die Definition in (3.28) und die
Eigenschaften in Satz 3.2.16. Es gilt nach Satz 3.2.17:
Ef◦P (Y ) = min
Q∈Q
EQ(Y ) ∀ Y ∈ X .
Besitzt das minimierende Wahrscheinlichkeitsmaß Q′ ∈ Q eine beschränkte
















gelten. Das bedeutet, der Erwartungswert der Zufallsvariable log(dQ′/dQX)
stimmt unter Q′ mit dem Choquet-Integral bezüglich f ◦ P überein.
Leider gibt es keine allgemein gültige Charakterisierung von Wahrschein-
lichkeitsmaßen, die innerhalb des Kerns der konvexen Verzerrung f ◦ P den
Erwartungswert einer beliebigen Zufallsvariable minimieren. Umgekehrt lässt
sich jedoch zu einem fixierten Wahrscheinlichkeitsmaß Q ∈M1(P ) stets eine
konvexe Verzerrungsfunktion fQ und damit eine konvexe Verzerrung fQ ◦ P
konstruieren, so dass diese Optimalität zumindest für spezielle Zufallsvaria-
blen erfüllt ist.
Lemma 3.2.26. Ein Wahrscheinlichkeitsmaß Q  P mit zugehöriger Dich-




F−1h (t)dt ∀ x ∈ [0, 1], (3.43)
eine absolutstetige, konvexe Verzerrungsfunktion fQ : [0, 1] → [0, 1], wobei
F−1h die rechtsstetige verallgemeinerte Inverse der Verteilungsfunktion von h
bezeichnet, d. h., dass für alle t ∈ [0, 1)
F−1h (t) := inf{x ∈ R | Fh(x) > t} = inf{x ∈ R | P (h ≤ x) > t}.
Außerdem gilt:
(i) EQ(ϕ(h)) = EfQ◦P (ϕ(h)) für jede fallende Funktion ϕ : R → R.
(ii) Es ist Q ∈ Q(f ◦P ) genau dann, wenn fQ ≥ f . Insbesondere gilt, dass
Q ∈ Q(fQ ◦ P ).
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Beweis: In Teil (i) verwendet man den Satz von Fubini und die untere
Hardy-Littlewood-Ungleichung, siehe [21], Theorem A.24. Wir betrachten
eine Zufallsvariable Y ∈ X . Ohne Einschränkung können wir annehmen,
dass Y ≥ 0 ist. Der allgemeine Fall folgt durch die Addition einer geeigneten
Konstanten. Es gilt:
EfQ◦P (Y ) =
∞∫
0













h (t) dt ≤ EP (Y h) = EQ(Y ).
Insbesondere folgt daraus, dass Q ∈ Q(fQ ◦P ). Außerdem stimmen die linke
und die rechte Seite der Ungleichung überein, falls die Zufallsvariable von
der Form Y = ϕ(h) ist mit einer monoton fallenden Funktion ϕ : R → R. In
ausführlicher Form findet man den Beweis in der Diplomarbeit von [29].
Natürlich gilt Q(fQ ◦ P ) ⊂ Q(f ◦ P ), wenn fQ ≥ f ist. In Teil (ii) bleibt
demnach nur zu zeigen, dass fQ jede andere konvexe Verzerrungsfunktion
dominiert, deren zugehöriger Kern das Wahrscheinlichkeitsmaß Q enthält.
Es sei also Q ∈ Q(f ◦P ). Wir betrachten die monoton fallenden Funktionen
vom Typ ϕ(x) = I{x≤c} mit c ≥ 0. Wir erhalten
fQ(P (h ≤ c)) = Q(h ≤ c) ≥ f(P (h ≤ c)).
Für alle x ∈ [0, 1] der Form x = P (h ≤ c) mit c ≥ 0 haben wir damit
fQ(x) ≥ f(x). Besitzt die Verteilungsfunktion von h eine Sprungstelle, so ist
die verallgemeinerte Inverse auf dem zugehörigen Sprungintervall konstant
und fQ wächst linear. Die Funktion f ist konvex. Deshalb gilt die Ungleichung
auf dem gesamten Einheitsintervall. 2
Ausgestattet mit diesem Lemma sind wir nun in der Lage, das „passende
Problem zur Lösung“ zu formulieren.







ein äquivalentes Wahrscheinlichkeitsmaß Qg(X) ∼ P , welches wiederum durch
(3.43) eine absolutstetige und konvexe Verzerrungsfunktion fQg(X) erzeugt.
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(i) Falls die Funktion g (streng) monoton wächst, dann ist die Dichte
dQg(X)/dP eine (streng) monoton fallende Funktion von X.
(ii) Angenommen, g ist streng monoton wachsend und Lipschitz-stetig mit












eine monoton wachsende Funktion von X bzw. eine fallende Funktion


















Nach den Charakterisierungen in Satz 3.2.25 (ii) und (3.42) bedeu-
tet dies, dass das Wahrscheinlichkeitsmaß Qg(X) die relative Entropie













Wegen der Komonotonie von g(X) und X−g(X) erhalten wir außerdem
E
f
Qg(X)◦P (X − g(X)) = EfQg(X)◦P (X)− EfQg(X)◦P (g(X)) .
(iii) Für die rechtsstetige verallgemeinerte Inverse von Verteilungsfunktio-
nen gilt folgende Rechenregel, vgl. [21], Lemma A.23: Ist ϕ eine mo-
noton fallende Funktion, so ist F−1ϕ(X)(t) = ϕ(F
−1
X (1 − t)) für fast alle



















X (1−t)) dt. (3.46)
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Für konvexe Verzerrungsfunktionen f = fQg(X) , die durch eine streng mono-
ton wachsende und Lipschitz-stetige Funktion g induziert werden, haben wir
das Minimierungsproblem gelöst. Jedoch kann nicht jede Verzerrungsfunkti-
on f in dieser Form dargestellt werden. Das folgende Lemma zeigt jedoch,
dass es für die Lösung des Minimierungsproblems nicht notwendig ist, dass f
und fQg(X) identisch sind. Es genügt, dass die zugehörigen Choquet-Integrale
der Zufallsvariable X − g(X) übereinstimmen.
Lemma 3.2.28. Es seien g : R → R ein monoton wachsende Funktion
und fQg(X) die in (3.45) und (3.46) definierte absolutstetige, konvexe Verzer-
rungsfunktion, so dass die folgenden Bedingungen erfüllt sind:
• g ist streng wachsend und Lipschitz-stetig mit Lipschitz-Konstante 1,
• fQg(X) ≥ f ,
• E
f
Qg(X)◦P (X − g(X)) = Ef◦P (X − g(X)).
Dann ist durch das in (3.44) definierte Wahrscheinlichkeitsmaß Qg(X) ∼ P










Beweis: Es ist Qg(X) ∈ Q nach Lemma 3.2.26 (ii), und nach Bemerkung





Funktion der Dichte dQg(X)/dP . Mit dem Lemma 3.2.26 (i) und der dritten
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Nach Satz 3.2.25 (ii) ist Qg(X) der eindeutige Minimierer von (3.41). 2
Lemma 3.2.29. Es sei g : R → R eine monoton wachsende und Lipschitz-
stetige Funktion mit Lipschitz-Konstante 1. Die durch (3.45) und (3.46) de-
finierte absolutstetige, konvexe Verzerrungsfunktion fQg(X) sei derart, dass
fQg(X) ≥ f . Dann sind folgende Bedingungen äquivalent:
(a) E
f
Qg(X)◦P (X − g(X)) = Ef◦P (X − g(X)).
(b) fQg(X) = f µg,X-fast sicher, wobei dµg,X := d(g − id)(F−1X (1− ·)).
Zusätzlich sei f sogar streng konvex. Falls die obigen Bedingungen erfüllt
sind, dann kann ohne Einschränkung angenommen werden, dass g streng
monoton wachsend ist.
Beweis: Wir verwenden die Notation fg := fQg(X) . Nach Theorem 4.64 und
Lemma A.15 bei [21] gilt für die Choquet-Intergale bezüglich absolutstetiger
und konvexer Verzerrungen des Referenzmaßes




F−1X−g(X)(1− t) · (f
′









wobei F (t) := fg(t)− f(t) und G(t) := (id− g)(F−1X (1− t)) für alle t ∈ [0, 1].
In t = 0 haben wir F−1X (1− t) beliebig monoton fortgesetzt. Der Satz von der
partiellen Integration in seiner allgemeinen Form für linksstetige Funktionen
F und G von beschränkter Variation lautet:
F (1) ·G(1)− F (0) ·G(0) =
∫
[0,1]




Die Funktion F ist stetig und normiert auf F (0) = F (1) = 0. Damit erhalten
wir
0 ≤ Efg◦P (X − g(X))− Ef◦P (X − g(X)) =
∫
[0,1]
(fg − f) dµg,X .
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Da fg ≥ f ist, sind die Bedingungen (a) und (b) äquivalent.
Gilt die Bedingung (b) und ist f streng konvex, dann können wir ohne Ein-
schränkung annehmen, dass g streng monoton wachsend ist. Falls nämlich
ein Intervall (a, b] existiert, auf dem g konstant ist, dann haben wir entwe-
der fg(t) = f(t) für alle t ∈ (a, b] oder F−1X (1 − t) ist ebenfalls konstant auf






auf dem Intervall streng monoton wächst und damit auch g. Dies ist ein
Widerspruch. Im zweiten Fall können wir g auch linear zwischen a und b
interpolieren, ohne dass dadurch die obigen Beziehungen beeinträchtigt wer-
den. 2
Für eine einfache Zufallsvariable X ∈ X ist das Wahrscheinlichkeitsmaß
Q′ ∈ Q, das die relative Entropie bezüglich QX in (3.41) minimiert, stets
von der Form Q′ = Qg(X), wobei g eine streng monoton wachsende und
Lipschitz-stetige Funktion ist. Leider lassen sich die Beweismethoden nicht
ohne Weiteres auf den allgemeinen Fall übertragen.
Theorem 3.2.30. Es sei X ∈ X eine einfache Zufallsvariable. Falls die
Verzerrungsfunktion f streng konvex ist und f ′(1−) < ∞, dann existiert
eine streng monoton wachsende und Lipschitz-stetige Funktion g : R → R
mit Lipschitz-Konstante 1 derart, dass durch das in (3.44) definierte Wahr-
scheinlichkeitsmaß Qg(X) ∼ P der eindeutige Minimierer des Problems (3.41)















welche gegeben sei durch eine disjunkte Zerlegung {Ai} ⊂ F mit P (Ai) > 0
für alle i ≤ n und durch die reellen Werte x1 > . . . > xn. Die Vertei-
lungsfunktion von X ist gegeben durch FX(x) = P (An ∪ . . . ∪ Ak+1), falls
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xk+1 ≤ x < xk. Für die rechtsstetige Inverse erhalten wir F−1X (1 − t) = xk,
falls P (Ak−1) < t ≤ P (Ak), wobei Ak := A1 ∪ . . . ∪ Ak.
Nach Lemma 3.2.28 und Lemma 3.2.29 genügt es zu zeigen, dass eine mono-
ton wachsende und Lipschitz-stetige Funktion g : R → R existiert, so dass
für die in (3.45) und (3.46) definierte absolutstetige, konvexe Verzerrungs-
funktion die folgenden Bedingungen gelten:
• fQg(X) ≥ f ,
• fQg(X) = f µg,X-fast sicher.
Für eine monoton wachsende und Lipschitz-stetige Funktion g : R → R
mit Lipschitz-Konstante 1 ist die zugehörige Verzerrungsfunktion fQg(X) eine


















Demnach reicht es aus, die Funktion g auf der Menge {xn, . . . , x1} zu be-
stimmen. Die obigen Eigenschaften sind äquivalent dazu, dass für alle k =
1, . . . , n− 1 die folgenden Bedingungen erfüllt sind:
• fQg(X)(P (Ak)) ≥ f(P (Ak)),
• fQg(X)(P (Ak)) = f(P (Ak)) bzw. g(xk)− g(xk+1) = xk − xk+1.
Wir können ohne Einschränkung annehmen, dass ess inf X = xn = 0, an-
sonsten betrachten wir statt X die Zufallsvariable Y = X − xn. Ist gY die
gesuchte Funktion für Y , dann setzen wir gX(x) := gY (x−xn). Wir erhalten
QgX(X) = QgY (Y ). Wegen F−1X − xn = F−1Y gelten die obigen Bedingungen
genau dann für gY , wenn sie für gX erfüllt ist.
Es sei G(f, X) die Menge aller wachsenden Funktionen g : {xn, . . . , x1} → R
mit g(xn) = 0, welche Lipschitz-stetig sind mit Lipschitz-Konstante 1 und
so, dass die induzierte Verzerrungsfunktion der Bedingung fQg(X)(P (Ak)) ≥
f(P (Ak)) für alle k ≤ n− 1 genügt. Auf dieser Menge von Funktionen defi-
nieren wir eine partielle Ordnung:
g1  g2 :⇔ fQg1(X) ≤ fQg2(X) . (3.47)
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Die konstante Funktion 0 ist das größte Element von G(f, X). Es gilt nämlich
fQ0(x) = x, und für jedes g ∈ G(f, X) ist die Identität auf dem Einheitsin-
tervall größer als fQg(X) , also g  0. Für unsere Zwecke benötigen wir jedoch
ein minimales Element. Das ist eine Funktion g ∈ G(f, X) derart, dass für
jede weitere Funktion g  ḡ in G(f, X) die Beziehung fQg(X) = fQḡ(X) folgt.
Wir zeigen unten, dass für ein solches minimales Element die gewünschten
Eigenschaften gelten.
Zunächst beweisen wir die Existenz eines minimalen Elements mit Hilfe
des Zornschen Lemmas. Dazu müssen wir nachweisen, dass jede Kette C
in G(f, X) eine untere Schranke g? ∈ G(f, X) besitzt. Es sei C ⊂ G(f, X)
eine total geordnete Teilmenge. Wir verwenden der Einfachheit halber die
Notation fg := fQg(X) und setzen
f ?(x) := inf
g∈C
fg(x) ∀ x ∈ [0, 1].
Die Funktion f ? ist wohldefiniert, stückweise linear und dominiert f . Au-
ßerdem gibt es eine Folge {gm} ⊂ C, so dass gm  gm+1 für alle m ∈ N
und
f ?(x) = lim
m→∞
fgm(x) ∀ x ∈ [0, 1].
Die Funktionen fgm konvergieren gleichmäßig gegen f ?, womit die Grenz-
funktion ebenfalls eine konvexe und stetige Verzerrungsfunktion ist.
Es bleibt zu zeigen, dass eine Funktion g? ∈ G(f, X) existiert mit f ? = fg? .
Der einzige Kandidat ist für alle k ≤ n definiert durch
g?(xk) := − log
(













wobei c(g?) eine geeignet gewählte Konstante ist. Wir müssen nachweisen,














Diese fällt monoton und ist nach unten durch eine positive Konstante be-
schränkt. Setzen wir c(g?) := lim c(gm), dann kann demnach g? dargestellt
werden als Grenzwert der Folge {gm}. Es gilt
g?(xk) = lim
m→∞
gm(xk) ∀ k = 1, . . . , n.
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Somit ist g? monoton wachsend und Lipschitz-stetig mit Lipschitz-Konstante
1. Das bedeutet, dass wir mit g? ∈ G(f, X) eine untere Schranke für die Kette
C in Bezug auf die partielle Ordnung (3.47) gefunden haben.
Wir beweisen nun, dass ein minimales Element g ∈ G(f, X) auch die zwei-
te gewünschte Eigenschaft besitzt, d. h., dass für alle k ≤ n − 1 entweder
fg(P (A
k)) = f(P (Ak)) oder g(xk) − g(xk+1) = xk − xk+1 gilt. Wir nehmen
stattdessen an, dass
fg(P (A
k)) > f(P (Ak)) sowie g(xk)− g(xk+1) < xk − xk+1
für ein k ≤ n− 1 und leiten daraus einen Widerspruch ab. Ohne Einschrän-




c(g), falls k < n− 1,
P (An)
1−fg(P (An−1))+ε , falls k = n− 1

























Wählen wir ε > 0 hinreichend klein, dann gilt gε ∈ G(f, X). Der Beweis





k))− ε, falls i = k,
fg(P (A
i)), sonst.
Dies ist ein Widerspruch zur Minimalität von g, und daraus folgt die Be-
hauptung. 2
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Symbolverzeichnis
Zahlen
N Menge der natürlichen Zahlen
Q Menge der rationalen Zahlen
R Menge der reellen Zahlen
R̄ R ∪ {−∞, +∞}
(a, b), [a, b] offenes bzw. abgeschlossenes Intervall
Maße und Kapazitäten
(Ω,F) messbarer Raum
Q endlich- oder σ-additives Maß auf (Ω,F)
M1f , M1f (Ω,F) Menge der endlich-additiven Maße
M1, M1(Ω,F) Menge der Wahrscheinlichkeitsmaße
P Referenzmaß auf (Ω,F)
Q  P Q ist absolutstetig bezüglich P
dQ/dP Dichte von Q bezüglich P
M1(P ) Menge aller Q  P
Q ∼ P Q ist äquivalent zu P
Me(P ) Menge aller Q ∼ P
Q geeignete Teilmenge von M1
F0 ⊂ F Teil-σ-Algebra
P0 Menge aller Q ∈M1(P ) mit Q|F0 ∼ P |F0
Q0 Menge aller Q ∈M1(P ) mit Q|F0 = P |F0
{Ft}Tt=0 Filtration
EQ(X) Erwartungswert von X unter Q
EQ(X|F0), EQ(X|Ft) bedingte Erwartung von X unter Q
(ω,A) 7→ Qω(A), {Qω} reguläre bedingte Wahrscheinlichkeit für Q
(ω,A) 7→ Pω(A), {Pω} reguläre bedingte Referenzwahrscheinlichkeit
K0 Menge aller {Qω} mit Qω  Pω ∀ ω ∈ Ω
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c Kapazität auf (Ω,F)
c̄ konjugierte Kapazität
Ec(X) Choquet-Integral von X bezüglich c
Q(c) Kern von c
Q(A|B) bedingte Wahrscheinlichkeit
QB Menge aller Q(·|B) mit Q ∈ Q
c[a,b](·|B) bedingte Kapazitäten
Funktionen
X, Y , Z, H Auszahlungsprofile, R̄-wertige Funktionen
X ? Menge aller Auszahlungsprofile
X , Y , H geeignete Teilmengen von X ?
X̄ , H̄ −X , −H
X σ, Xσ Menge aller Grenzfunktionen von monoton
wachsenden bzw. fallenden Folgen in X
B, B(Ω,F) Menge der messbaren und beschränkten
Funktionen
L∞, L∞(Ω,F , P ) Menge der messbaren und P -f. s.
beschränkten Funktionen
X0 L∞(Ω,F0, P )
IA Indikatorfunktion eines Ereignisses
C, Cb, Cb(Ω) Menge der stetigen, stetigen und
beschränkten Funktionen
U , Ub, Ub(Ω) Menge der oberhalbstetigen, oberhalb-
stetigen und beschränkten Funktionen
L, Lb, Lb(Ω) Menge der unterhalbstetigen, unterhalb-
stetigen und beschränkten Funktionen
BOR(H) Menge der H-Borelfunktionen
H(4) H-Suslinfunktion
SUS(H) Menge der H-Suslinfunktionen
Risikomaße
ρ monetäres Risikomaß, meist konvex
ρ0, ρt bedingtes konvexes Risikomaß
{ρt}Tt=0 dynamisches konvexes Risikomaß
{ρω} reguläre bedingte Darstellung
ρ̄ konjugiertes Risikomaß zu ρ
ρ|H Einschränkung von ρ auf H
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ρσ, ρσ monotone Fortsetzungen von ρ
ρ?, ρ? äußere, innere Fortsetzung von ρ
ρ?,P, ρ?,P äußere, innere Fortsetzung von ρ, P -f. s.
Aρ, A Akzeptanzmenge
Aρ0 , A0, At bedingte Akzeptanzmenge
A(F0) Akzeptanzmenge von ρ bezüglich F0
At(Ft+1) Akzeptanzmenge von ρt bezüglich Ft+1
Nρ, N Ablehnungsmenge
Nρ0 , N0, Nt bedingte Ablehnungsmenge
αmin, α Penalty-Funktion
α0min, α0 bedingte Penalty-Funktion
R0, RF0 Menge aller F0-bedingten konvexen
Risikomaße
R←0 Menge der schwach akzeptanzkonsistenten
Risikomaße zu ρ
R→0 Menge aller Konsequenzen aus ρ
Sonstige Symbole
|| · ||∞ Supremumsnorm
∨, ∧ Maximum, Minimum
ess sup essentielles Supremum
ess inf essentielles Infimum
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