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ABSTRACT 
This paper investigates the suitability of an ART-based neural network for unsupervised 
segmentation of multi-echo MR images. The ART2A network was used to segment standard 
dual-echo MR images. Two problems were identified with the basic ART2A: one, the network 
was hardly convergent; and two, the categorization depended on the order of presentation 
of the patterns. In order to solve these two problems, a dynamic learning parameter and 
a random pattern presentation method were introduced. Results using a number of actual 
dual-echo MR images with the modified ART2A network show that ART-based networks can 
be used for segmentation of multi-echo MR images. 
1. Introduction 
Multi-echo or multispectral MR images are com- 
monly used in routine diagnosis as they provide 
more distinguishable patterns for a variety of tissues 
and contain more pathological information than 
single echo MR images. The standard MR images 
depict dual-echoes: the proton density weighted 
(PDW) and the spin-spin relaxation time weighted 
(T2W). Since all echo images are registered spa- 
tially over the object space, the information ex- 
tracted by means of image processing from these 
multi-echo images is obviously more valuable and 
reliable than information extracted from singleecho 
image and then simply adding it together. 
The purpose of segmenting human head MR 
images is t o  quantify the brain tissues. This can 
provide radiologists with pathological information, 
and the ability to visualize the shape of tissues and 
their spatial relationships. It also provides surgeons 
and radiation therapists with a method for simu- 
lating or applying treatment. Currently, most of 
the proposed segmentation methods [l, 15, 16, 101 
are based on multi-dimensional data analysis tech- 
niques; some of them are supervised and others are 
unsupervised. 
Supervised segmentation [l, 15, 16, 101 methods 
require intensive user interaction to collect training 
samples for each tissue and to correct the segmen- 
tation results. In contrast, unsupervised segmenta- 
tion [I, 15, 10, 13, 12, 9,  11, 171 provides an auto- 
matic approach for extracting tissues from images 
without any prior information and thus increasing 
productivity. 
Adaptive Resonance Theory (ART) [3] was in- 
troduced by Carpenter and Grossgerg as a theory 
of human cognitive information processing. This 
theory led to  a family of real-time neural networks 
[3, 2, 6, 8, 7, 4, 51 for unsupervised learning and 
pattern recognition. Among them, ART2 [2] and 
ART2A [6] can stably learn to categorize either 
analog or binary input patterns presented in an 
arbitrary order (ART2A is an asymptotic case of 
ART2). 
This paper provided a study of the suitability of 
an ART-based neural network to automatically seg- 
ment multi-echo MR images. An ART2A network 
was used to  segment standard dual-echo MR im- 
ages. Two problems were identified with the basic 
ART2A proposed by Carpenter and Grossberg [6]. 
One was that the network was hardly convergent; 
and the other was that the categorization depended 
on the presentation order of the patterns. In order 
to solve these problems, a dynamic learning pa- 
rameter and a random pattern presentation method 
were introduced. 
Section 2 overviews the proposed method, in- 
cluding the learning and execution cycles of an 
ART2A network and the organization of patterns. 
Section 3 discusses the problems encountered with a 
basic ART2A network and a possible solution. Sec- 
tion 4 presents the segmentation of a pair of actual 
dual,-echo MR images with the proposed improved 
ART2A network together with the conclusions. 
2. Method 
2.1. ART2A neural network 
The principal components of ART neural networks 
[3] a.re an attentional subsystem, which contains an 
input field F1, a category representation field F2, 
and an orienting subsystem, which interacts with 
the izttentional subsystem to carry out an internally 
controlled search process. The two fields are linked 
by both a bottom-up, + Fz ,  adaptive filter and 
a top-down, F2 + Fl ,  adaptive filter. A path from 
the i'th Fl node to j ' th  F2 node contains a Long 
Term Memory (LTM) trace or weight, zij, a path 
from the j ' th  FI node to the i'th F2 node contains a 
LTM weight zji. The states of F1 and F2 are known 
as Short Term Memory (STM). 
[n ART2 or ART2A model, another preprocess- 
ing field FO is added to carry out contrast enhance- 
ment, noise deduction and normalization of input 
signals before the input goes into field F1. From 
software simulation point of view, the major pa- 
rameters characterizing an ART2A network are d ,  
a threshold for signal enhancement on Fo; p ,  a vig- 
ilance parameter, 0 5 p 5 1; and @, a learning 
parameter. Its major operations are 
(1) enhancement and normalization on FO of an 
input pattern Io 
where q is a normalizing operation} q x  E & and 
xi if xi > d 
0 otherwise (F0x)z = 
(2) choice of winning node J on F 2  when TJ = 
ma.xj(Tj) and TJ 2 p; 
(3) updating or learning of bottom-up LTM z; 
I 
if J is an uncommitted node 
if J is a committed node 
denotes the value of z; at the start of 
(2) 
* ( o l d )  wh,ere zJ  
the input presentation. 
* ( o l d )  Ii if zJi > t3 
0 otherwise 
*< =
2.2. MRI Data 
Multi-echo MR images are normally scanned at, 
different echo times (TEs) with a tailored pulse 
sequence of a certain repetition time (TR). Each 
echo image represents the magnetic property of a, 
thin slice, say 5mm, of human body at a same 
position along horizontal (coaxial) or saggital or 
verticofrontal direction A volume element, called 
voxel, in the thin slice corresponds to a pixel in 
each echo image and its magnetic property appears 
as the densities of the pixels in all echoes. 
As all echo images are spatially registered, if 
a voxel is considered as a pattern in a multi- 
dimensional framework the p echoes of MRI, each 
of which is of size M x N ,  can be represented as 
M x N patterns, X = ( x ~ , x ~ , ~ ~ - , x ~ ~ N ) .  Each 
pattern is characterized as a feature vector in W ,  
xi = ( x i l ,  x i z , .  . . , x ip ) ,  where xij represents the 
density of i'th pixel in j ' th echo image. 
Our data set consists of 20 slices of actual 
standard dual-echo head MR images with T R  == 
1800ms. One echo is PDW scanned at TE = 20ms; 
the other is T2W scanned at T E  = 80ms. The size 
of each slice is 256 x 256. The resolution is l m m  in 
intraslices and 5mm in interslices. 
2.3. Pattern transformation 
When a pattern is presented to an ART2A network, 
its magnitude information is lost after normaliza- 
tion by Fo. However, this information is crucial for 
characterization of tissue types in MRI. Hence, the 
pattern should be transformed so as to keep the 
magnitude information before it is used as an input 
to the network. Here, we use z-axis normalization 
~ 4 1 .  
Given a pdimensional pattern vector x := 
(z1 , 22, * * . , xp), where xi is the density of the i'th 
echo of MRI, the transformation consists of two 
steps. The first step is to scale each component zi of 
the pattern vector x in the range [ a l l ]  by dividing 
xi by the maximum density of the i'th echo, Di. 
Then 
The second step is to apply z-Axis normalization 
to the vector x'. Here, an extra dimension is created 
to encode the magnitude information of XI. 
More details are given in [6]. 
I P 
p - xi2 li i=l X p + l  = 
2.4. Segmentation procedures 
For N pattern vectors from p echoes: 
Step 1 Initialize the network parameters 6, p, p ,  
and the maximum number of iterations, IT. 
Step 2 Select one pattern x from the N patterns. 
Step 3 Transform x to x using Eqs.(3)-(7). 
Step 4 Input x to the network. The network en- 
ters its competing and learning cycle as de- 
scribed in Section 2.1 
for intermediate-learning when ,8 was small, for ex- 
ample 0.01, the initial number of categories learned 
by the network did not depend on the vigilance 
parameter p though it should have, as p is one of 
the most important properties of ART networks. 
As the network learned gradually from the input 
patterns iteratively, the number of categories would 
(7) 
Step 5 If all N patterns have been learned by the 
network, go to  next Step 6; Otherwise, go to 
Step 2. 
Step 6 If the categorization by the network is sta- 
ble or the number of iteration is greater than 
I T ,  go to Step 7; Otherwise, increase the 
number of iteration and go to Step 2. 
Step 7 Classify all N patterns with the learned 
network and form a coarse segmentation of 
the MR images. 
Step 8 Refine the coarse segmentation. 
The values of ,fl and p control the network learn- 
ing speed and degree of categorization as discussed 
in [6]. In contrast to [6], we constrain the value of 6 
in the range of (0, &], where Db is the average 
density of background and D is maximum density 
of foreground. 
In Step 7, a stable categorization learned by the 
network means that the categories of all patterns 
keep identical between two successive iterations. 
- 
be expected to depend on the vigilance parameter 
p .  This learning process resulted in a waste of nodes 
on F2. A number of nodes on F2 were only of tem- 
porary use and could not be accessed any more at 
the latter stage of learning. Therefore, the number 
of nodes on F2 had to be very large even though 
the final categories were small. 
The second problem, which was intrinsic to all 
ART networks, was that the final categories of pat- 
terns depended on the order in which the pattern 
were presented to the network. 
3.2. Improvements 
For the first problem, a dynamically decreased 
learning parameter was introduced into the learn- 
ing procedures; and for the second problem, this 
could be solved by the use of random selection of 
input patterns. With these two new approaches, 
the related steps were modified as follows: 
Step 2 Randomly select one pattern from the N 
patterns. 
Step 6 If the categorization by the network is sta- 
ble or the number of iteration is greater than 
IT ,  go to Step 7; Otherwise, increase the 
number of iteration and go to Step 6a. 
Step 6a Modify the learning parameter 
t 
IT (8) Step 8 refines the coarse segmentation so as to 
p e w )  = (1 - -) x p W )  
correct some misclassification of pixels by Step 7 
since only density information is used so far. Nor- 
mally it is a procedure to check the spatial depen- 
dency of a pixel on its neighbours. 
where, t is the current iteration, pinit is the 
initial value of p. 
4. Results and Conclusion 
3. Problems and Improvements 
3.1. Problems 
Implementing the segmentation method by soft- 
ware simulation and applying it to a pair of our 
dual-echo MR images, it was observed that the re- 
sults were not as expected. Tracing through the 
learning process of the network, two problems were 
identified. 
The first one was related to the choice of learn- 
ing parameter p. For fast-learning, when ,8 was 
large, for example 0.85, the network was unstable; 
A number of dual-echo MR images chosen from our 
data set were used for Segmentation. The results 
were satisfactory, one is presented in Figure 1. The 
network parameters used were 6 = 0.05, p = 0.8, 
0 = 0.80,0.85 for (b) and (c )  respectively. 
In this paper, an ART-based network was used 
to solve the problem of automatic segmentation of 
multi-echo MR images. The results of the seg- 
mentation were comparable to the fuzzy C-means 
(FCM) [l, 101 method, and the proposed network 
was able to segment the image from coarse to fine. 
For example, when p = 0.80, the white matter 
(WM) and grey matter (GM) were classified as one 
tissue, as shown in Figure l(b); when p = 0.85, 
these two matters were well separated, as shown 
in Figure l(c).  Finally, the improved network was 
stable. It can be expected that for our 256 x 256 pat- 
terns, the network can reach its stable status within 
several hundred iterations in comparison with over 
2000 iterations of the original ART2A network for 
only 46 patterns [6]. 
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