This paper investigates the co-movement of business cycles between South Africa and the other BRICS countries namely, Brazil, Russia, India, and China, the so-called BRICs. In particular, it identi…es the nature and key features of the co-movement of cycles of South African economy with cycles of the BRICs. It uses the dynamic factor model to a set of 307 macroeconomic series during the period 1995Q2-2009Q4. We …nd signi…cant evidence of synchronization between South Africa and the BRIC countries over the business cycle, although the magnitude of co-movement di¤ers with each country. India portrays strong ties with South Africa over time. Moreover, Brazil, China, and Russia lead South Africa in the long-run, while India is contemporaneous. Further, the …ndings imply that the …rst two factors are BRICS factors while the third one is a US factor. JEL Classi…cation Numbers: C3, E32
Introduction
The ripple caused by the recent global economic crisis has made researches to re-evaluate the role of co-movement of economic forces among countries. The international transmission of business cycles has been extensively examined by many researches ( Antonakakis and Scharler, 2012) . When business cycles of given two countries are synchronized, they portray similar pattern when they are a¤ected by common shocks. In addition, if one cycle leads another, it is more likely that the shock originating from the …rst country be transmitted to the other. It is therefore essential to examine whether or not cycles co-move contemporaneously or one leads the other. Studies have found evidence of co-movement across developed countries. Until now, there are few researches that have been conducted on the business cycle co-movements across developing countries (Imbs, 2010 and Yetman, 2011) , not least, between South Africa (SA) and the BRIC countries.
The aim of this paper is to examine the co-movement of business cycles between SA and the BRICs. Particularly, it assess the extent of co-movement between the cyclical component of real output across SA and the BRICs. To achieve that we use the dynamic factor model and Corbae-Ouliaris (CO) …lter to extract the business cycles and then use the dynamic correlation measure to describe the relation between SA and the BRIC countries and evaluate the structure of the co-movement of cycles over time.
The co-movement of output ‡uctuations across countries can be accounted for by several factors. Firstly, it may arise from country-speci…c shocks that are quickly transmitted to other economies through either current account transactions or capital markets (Goldfajn and Valdes, 1997; Frankel and Schmuckler, 1996 , and Levy-Yeyati and Ubide, 2000). Trade linkages could lead to co-movement in output cycles. If two given countries have strong trade ties and if the exporting country is a¤ected by a negative shock, its exports will su¤er and hence the shock will be transmitted to the importing country via trade channel leading to synchronization of business cycles. Similarly, …nancial linkages result in co-movement of output cycles through capital ‡ows from one country to another. If the speed of transmission in both cases is relatively fast, one would expect to see a contemporaneous co-movement in output between countries rather than a lead and lag relationship. Secondly, the commonality in output ‡uctuations is mainly due to shocks that a¤ect all countries in a similar way (Dellas, 1986 and Fabrizio and Lopez, 1996) . Thirdly, the co-movement in aggregate output arises from shocks that are speci…c to a sector of the economy. For instance, Marimon and Zilibotti (1998) observe that sectoral e¤ects are more important than country-speci…c e¤ects in the long-run except in eleven European countries where they are equally important in the short-run.
The international co-movements in aggregate economic variables have been attempted both from a theoretical and empirical perspective popularized by the seminal contribution of Backus, Kehoe and Kydland (1992) . Since then several theoretical models have suggested the existence of certain relationships between the same economic variables in di¤erent countries (Cantor and Mark, 1988 and Greenwood and Williamson, 1989) . Based on technological spillovers, Henriksen, Kydland and Sustek (2008) have recently suggested a theory of international co-movements in in ‡ation and nominal interest. It is essential for policymakers to understand the degree of integration of the country into the global economy since no country operates in isolation. Positive as well as negative shocks tend to propagate rapidly across countries. The recent …nancial crisis which originated in the US and the turmoil in Europe speak volume.
Di¤erent statistical methods have been used in the literature to assess di¤erences and similarities in the growth rates of output, investment, consumption, and productivity across countries and regions of the world. 1 The existence of positive co-movements in different countries, especially in developed ones, have been observed by Artis, Kontolemis and Osborn (1997) and Canova, Ciccarelli and Ortega (2007). Neely and Rapach (2011) study the international co-movements in in ‡ation rates and the contributions of global in ‡ation to ‡uctuations in national in ‡ation rates. They …nd that common components in international in ‡ation rates can be produced by common shocks, similar policy reactions, international trade, and …nancial links. They also …nd evidence of world factor in ‡uence on in ‡ation for 64 countries. SA has received extensive attention on co-movement and the e¤ects of globalization on output volatility following its re-integration into the international trade and …nancial activities in 1994. Using the structural dynamic factor model, Kabundi (2009) studies the co-movement between SA and the US output over the period 1985 to 2003. His analysis explores various transmission mechanisms and con…rms co-movement of output between the two countries. A similar study by Kabundi and Loots (2010) , examines the co-movement between Germany and SA over the period 1985 to 2006. Although this study con…rms the presence of co-movement of output growth between SA and Germany, the co-movement is negative and weak over the long-run. However over the business cycle period, the co-movement is positive but weak.
Unfortunately, these studies focus on synchronization between SA and advanced economies, but based on our knowledge there is no study this far that considers the relationship between SA cycles and those of the BRIC countries. This paper therefore is the …rst attempt to investigate the co-movement of business cycles between SA and the BRICs. The rationale for assessing the business cycle co-movements across SA and the BRIC countries is based on the perception that movements of cycles of SA economy may be similar with the cycles of the other BRICS countries originating from trade and …nancial linkages. If cycles are highly synchronized, it is more likely that the BRICS bloc is integrated. Positive or negative shocks would propagate from one country to others. But if the bloc is heterogeneous idiosyncratic shocks will be more prominent. We use the dynamic factor model to investigate the nature of synchronization of cycles between SA and the BRICs as well as di¤erent channels underpinning the co-movements.
Our main …ndings are threefold. First, the results show that the degree and the magnitude of synchronization between SA and the BRICs di¤er over time and across countries. For example, the analysis with dynamic correlation shows that SA's commonalities are high with Brazil, China, and India but low with Russia. Brazil, China, and Russia show correlation over the business cycle, but a weak and insigni…cant correlation over the long-and short-run period. However, India portrays a strong and signi…cant correlation over the long-run, the business cycle, and the short-run periods. Second, in terms of the lead and lag relationship, which also vary across countries and over time, Brazil, China, and Russia lead SA over the long run, while there less evidence of significant lead-lag relationship between SA and India. Finally, the …ndings suggest that the …rst two factors are BRICS factors. The common factors explain most of variation in real and …nancial variables for the BRICS countries. The third factor can be considered a US factor as it explains an important variation in the US variables. It suggests that co-movement of BRICS cycles is not only due to interconnection with BRICS, but it is also facilitated by an external shock, the US, which is common to all BRICS. As each country is integrated with the US, they tend to portray synchronous cycles even though they might not be integrated with one another.
The remainder of the paper is organized as follows. Section 2 gives a brief explanation of factor models, the technique used to extract business cycles, and the dynamic correlation analysis. Section 3 discusses the estimation of the model. It also discusses data, their transformation, and the criteria used to determine the number of factors. Section 4 analyses the main empirical results. Section 5 concludes the paper. 4 
Methodology
This section introduces the dynamic factor model 2 and the CO …lter to extract the business cycles. Then, the dynamic correlation measure is applied to describe the relation between SA and the BRIC countries and to evaluate the structure of the co-movement of cycles at di¤erent frequencies.
The Dynamic Factor Model
Factor analysis has been successfully considered in models consisting of large number of variables. Classical factor models were initiated by Sargent and Sims (1977) and Geweke (1977) . 3 The main idea of factor models is that all the information included in a large dataset could be captured by a few key common factors. These factors represent the hidden forces underlying the co-movement of observable series. The co-movement of contemporaneous time series is due to the fact that they are arising largely from a relatively few key economic factors, such as productivity, monetary policy, trade linkages, …nancial linkages, and oil price shock. Various methods have been proposed to construct these common factors, the simplest is the principal component analysis introduced by Stock and Watson (2002a) . Recently, the dynamic factor model has become very popular in economics. 4 Suppose there are N number of di¤erent observable economic variables, each one consisting of T observations. It is assumed that, for each observation in time t, all the N individuals partially depend on a small number, r, of non-observable or latent common factors. Assume that Y t follows an approximate dynamic factor model of Watson (1998, 2002a) , then:
where X t = (x 1t ; x 2t ; :::; x N t ) 0 and t = (" 1t ; " 2t ; :::; " N t ) 0 are N 1 vector of common and idiosyncratic components. The elements of t are assumed to be cross-sectionally and temporarily uncorrelated. is the N r matrix of factor loadings and comprises all non- a common component, X t = F t , and an idiosyncratic component, t . The common component of each series, which is driven by a small number of shocks common to all variables, is the part of the series that depends on the common factors. However, the e¤ects of the common shocks are di¤erent for each variable because of the di¤erent factor loadings. The idiosyncratic component is the part of the series driven by shocks that are speci…c to each variable and it is orthogonal to common factors. The estimation of the parameters of Equation (1) generally lies in the analysis of the variance-covariance matrix of the observable data X. In turn, all components of the variance-covariance matrix of the observable data can be summarized by a N 1 vector of eigenvalues of the matrix Y , each one representing a space dimension. It states that all the N series depend on r factors, meaning that there is a r-dimensional matrix leading the N series. This dimension reduction matrix corresponds to the choice of the largest eigenvalues of the variance-covariance matrix of Y . Therefore, the …rst largest r eigenvalues and eigenvectors are calculated from the variance-covariance matrix cov (Y t ),
where V 0 is the N r matrix of eigenvectors corresponding to the largest r eigenvalues of the correlation matrix of Y t . The common factors, F t , are estimated in a consistent manner using standard principal component analysis to Y t ,
where the factor loadings, , is equal to V , an estimate of the matrix of factor loadings. Hence, the idiosyncratic components are
Then, the number of static factors, r, for the abovementioned dynamic factor model, are determined using Bai and Ng (2002) and Alessi, Barigozzi, and Capasso (2010) information criterion. Lastly, the common factors are estimated by a Vector Autoregressive representation of order 1 as in Forni, Hallin, Lippi and Reichlin (2005) and represented as:
where is a r r matrix and t a r t vector of error terms. Equation 5 characterizes the evolution of common factors. We follow the approach proposed by Chamberlain (1983) and Chamberlain and Rothschild (1983) which allows for a mild serial correlation of the idiosyncratic errors, but the weak correlation vanishes with the law of large numbers. The CO …lter is used to extract the business cycles from real output of the BRICS countries. Like all ideal band-pass …lters, the CO …lter extracts the cyclical component in time series by retaining ‡uctuations of a speci…ed duration and eliminating the rest. Literature shows that only economic cycle with periodic ‡uctuations between 6 and 32 quarters or between 1.5 to 8 years are used. This corresponds to the most popular National Bureau of Economic Research (NBER) cycle and is in line with the original speci…cation and de…nition of business cycle by Burns and Mitchell (1946) . Corbae and Ouliaris (2006) prove, using Monte Carlo simulations, that the CO …lter has superior statistical properties and overcomes the limitations of the HP and BK …lters. Particularly, they indicate that the CO …lter is statistically reliable in the sense that the …ltered series asymptotically converges to the true growth cycle. This …lter does not su¤er from end-points problems.
Let us assume that X t (t = 1; :::; n) is an observable time series produced by:
where z t is p + 1 dimensional deterministic sequence and x t is a zero mean time series. The series X t therefore has both a deterministic component involving the sequence and a stochastic component x t .
The following assumptions are made by Corbae and Ouliaris (2006) about z t and x t in developing their approach to estimate the CO …lter. The …rst assumption is that z t = (1; t; :::; t p ) 0 is an p th order polynomial in time, while the second assumption is that x t is an I(1) process satisfying X t = v t initialized at t = 0 by any O p (1) random variable, such that v t has a Wold representation as:
where t = iid (0; 2 ) with …nite fourth moments and coe¢ cients c j satisfying
Let x t be an I(1) process satisfying the second assumption, then the discrete Fourier transform of x t for t 6 = 0 is given by:
where s = 2 s n ; s = 0; 1; :::; n 1 the discrete Fourier transform, are the fundamental frequencies. The second term in Equation (7) makes it clear that the discrete Fourier transform of an I(1) process are not asymptotically independent across fundamental frequencies, as it is a deterministic trend in the frequency domain with a random coe¢ cient of
n 1=2 . They are essentially frequency-wise dependent by virtue of the component n 1=2 x n , which produces a common leakage into all frequencies t 6 = 0, even in the limit as n ! 1. According to Corbae, Ouliaris and Phillips (2002), the leakage is still obvious when the data series are …rst detrended in the time domain and at any frequency domain the estimate of the cyclical component of a time series, say real GDP, will be badly distorted. Corbae and Ouliaris (2006) suggest a simple frequency domain …x to this problem which is derived from Equation (7) and the second term of that equation
as in Corbae, Ouliaris and Phillips (2002). Therefore, it is clear from the second term in Equation (7) that the leakage from the low frequency can be removed by detrending in the frequency domain, leaving an asymptotically unbiased estimate of the …rst term in Equation (7), 1 1 e i s w v ( s ), over the non-zero frequencies. Overall, the CO …ltering approach has superior statistical properties and much lower mean squared error than the time domain based …lters such as BK and HP …lters. Igan et al. (2011) use the CO …lter to describe characteristics and co-movement of cycles in house prices, residential investment, credit, interest rates, and real activity in advanced economies over 25 years.
Measuring Co-movements
The classical correlation is the most common measure of co-movement between time series. However, it fails to capture any dynamics in the co-movement. Croux, Forni and Reichlin (2001) propose dynamic correlation as a measure of co-movement of time series, which requires the decomposition of all the correlations between the two series into co-movement at di¤erent frequencies. This is a more convenient way than using the traditional indices (Croux et al., 2001 ). Dynamic correlation also measures the degree to which the cyclical components of the two series are synchronized at a given frequency. The coherence charts the strength of correlation between any two economic time series, while the phase charts the lead and lag relationships. Therefore, the measure of dynamic correlation, coherence, and phase angle are used to assess the structure of the co-movements among the cyclical components of SA and the BRIC countries at di¤erent frequencies, including the lead and lag relationships.
Consider x and y to be stationary zero-mean real stochastic processes and S ( ) be the spectral density matrix of the covariance matrices at frequency . The coherence between the two series x and y is de…ned by
where xy ( ) is the coherency, S x ( ) and S y ( ) are the spectrum of x and y, and S xy ( ) is the cross-spectrum between x and y. The Equation (8) measures the correlation between the complex representation of x t and y t at frequency . However, this index is not real since the cross-spectrum has an imaginary part. To obtain more convenient measure of co-movement, the squared coherency 2 xy ( ) is generally preferred in the literature. It can be interpreted as the contribution of the frequency to the squared correlation coe¢ cient and de…ned as
Nevertheless, this index is invariant with respect to a shift in the time process. Croux et al. (2001) suggest taking the real part of the coherency to avoid this limitative feature, which is called the dynamic correlation,
where C xy ( ) = real S xy ( ) is the co-spectrum between x and y. It measures the correlation between the real movements of x t and y t . The dynamic correlation, which lies between -1 and 1, has the advantage of being real and dependent upon a shift in the time process (Croux et al., 2001 ). The phase angle between x and y helps to identify the lead and lag relationship and is de…ned by
where q xy is the quadrature spectrum. The phase angle converges in distribution to a normal random variable only when xy ( ) 6 = 0. It is possible to create con…dence intervals for the lead and lag relations between the two processes once the coherence is signi…cant.
3 Data and Estimation
The discussion covers large dataset which contain 63, 50, 59, 61, 67, and 7 macroeconomic time series for Brazil, China, India, Russia, SA, and the US, respectively. The dataset includes indicators of real, nominal, and …nancial variables, such as real GDP, consumption, investment, consumer prices, interest rates, exchange rates, monetary aggregates, international portfolio and direct investment ‡ows, and international trade. The US variables have been included because of that country's dominance and significance in the global business cycle, given the large size of its economy. The dataset comprises a total of 307 (N = 307) quarterly variables, ranging from 1995Q2 to 2009Q4 which implies 58 time dimension (T = 58). The reason for the choice of this time span is the availability of data. The variables and their transformations are listed in more detail in Table 3 . The data series are obtained from IMF's International Financial Statistics (IFS), the Organization for Economic Cooperation and Development (OECD), and the GVAR Toolbox1.0 databases. The series are subject to the following primary steps. Firstly and where appropriate, series are seasonally adjusted using X12 …lter. Secondly, all series are transformed into logarithms, except those in percentages and those containing negative values. Thirdly, due to power problems of the traditional Augmented Dickey-Fuller (ADF) tests for unit roots, we use more powerful Dickey-Fuller Generalized Least Squares (DF-GLS) test of Elliott, Rothenberg and Stock (1996) to assess the degree of integration of all data series. We also apply stationarity test proposed by Kwiatkowski, Phillips, Schmidt and Shin (1992), hereafter the KPSS, where the uncertainty exists about the unit root. The KPSS test di¤ers from the other unit root tests in that the data series are assumed to be trend-stationary and uses di¤erent null hypothesis of stationarity as opposed to non-stationary. All non-stationary series are made stationary through di¤erencing. All series are standardized to have a mean of zero and a variance of one. We then …rstly use the CO …lter to estimate business cycles, secondly study the co-movement and leadlag relationships between cycles, and …nally use the dynamic factor model to extract common dynamic factors to measure the degree of co-movement of cycles. Bai and Ng, hereafter BN, (2002) suggest six criterion for determining the number factors. All the six criterion seek the number of static factors that minimizes the mean squared distance between observed data and common part as estimated by static principal components. The mean squared distance is computed for all the possible number of static factors r up to r max = min fN; T g. The BN criterion can be used to consistently estimate the number of factors where the cross-section dimension, N , and the length of the observed series, T , both go to in…nity. The traditional Akaike information criterion (AIC) and Bayesian information criterion (BIC), common in time series fail because they rely on the assumption T N . Bai and Ng (2002) generalizes the C p criteria of Mallows (1973) and obtain the Panel C p (P C p ). In addition, they propose another class of criteria similar to the AIC and the BIC, but they use the logarithmic transformation of the error variance and obtained a panel Information Criteria (IC p ). Both principle components (P C p ) and information criteria (IC p ) estimate the number of factors consistently.
Estimating the Number of Factors
However, it has been observed that the BN criterion highly depends on the maximum number of static factors, r max , (Forni, Giannone, Lippi and Reichlin, 2009). Sometimes they do not reach a minimum values and hence making it impossible to to determine number of factors to include. Recently Alessi, Barigozzi, and Capasso, hereafter ABC, (2010) propose a similar approach, based on Hallin and Liska (2007) criterion, which improves the standard BN procedure for determining the number of static factors. The procedure of ABC criterion for selecting the number of static factors mainly focusses on the behavior of the variance, S c , of the estimated number of factors for both N and T for all the values up to in…nity. We …rst implement the BN test and then apply the ABC test to the 307 dataset. Table 1 presents the estimated number of factors and cumulated variance share by 10 principal components based on the BN test. The dimension of r is four according to P C p1 and P C p2 criterion and six based on P C p3 criteria, while the criteria IC p1 , IC p2 , and IC p3 suggest 2, 1, and 3 factors, respectively. We choose 3 factors, r = 3, following the IC p3 criteria. The …rst reason is that IC p criteria are more robust than P C p (Bai and Ng, 2002) . Another reason is that if the numbers of common factors are overestimated, the estimated results are still consistent, unlike when the common factors are underestimated (Stock and Watson, 2002b) . Finally, if we look at the cumulative variance shares of common component, which present the variance share explained by the …rst principal components, the three factors combined explain 25% of the total variance (Table 1) . Thereafter the variance share explained by the additional factor is less than the 5% benchmark. Figures 1 and 2 display the IC 2 and P C 2 tests of ABC approach and show how the IC 2 and P C 2 criterion works. The solid line provides the suggested number of (2002) implicitly consider only the case c = 1. Therefore, the choice of the optimal number of common factors is done based on IC 2 and P C 2 tests of ABC approach. Since there is no formal method to select the upper bound and size of subsamples, we choose c = 3 for the upper bound such that the number of factors is not zero and the subsamples of 230 (3=4 N ). We …nd 4 static factors based on the IC 2 and P C 2 tests. However, we opted for 3 factors here as the results do not change by using 3 or 4 factors.
Empirical Results

Analysis of Co-movements
This section examines the extent of co-movement between the cyclical component of real GDP output across SA and the BRIC countries using the CO …lter. The CO …lter is chosen in preference to others, such as HP and BK …lters, because it overcomes some of the shortcomings of those …lters. All GDP data have been seasonally adjusted and spans the period 1995Q1-2009Q4 for Russia, due to data availability, and 1979Q2-2009Q4 for all the other BRICS countries.
As pair correlations of cyclical components of real output examine the degree of business cycle co-movements, we present the evolution of these co-movements between SA and each of the BRIC countries in Figure 3 . We observe that there are some distinct periods of co-movement between SA and Brazil. For instance, from 1983 to the end of 1987, Brazil experienced an upward trend while SA experienced an only modest upward and downward cycle movement. The major di¤erence between the two cycles is apparent in the 1980s where the Brazil's cycle is more volatile than the SA cycle. The cyclical component between the two countries started co-moving from end of 1980s and became more synchronized over time. A closer inspection reveals that SA is lagging Brazil in the 1980s. But, the two cycles become contemporaneous in the 1990s.
Like Brazil, we also observe di¤erent periods of co-movement between SA and China. Particularly, the major di¤erence between SA's and China's business cycles is the expansion in the late 1981 in SA at a time when the China's cycle was contracting. During the downturn of 1984 to 1988, the SA contraction was deeper. Between 1989 and 1990, the China's cycle contracted much more than the SA's. A similar pattern of co-movement between the two cycles is displayed after 1997. The SA business cycle synchronization with the Chinese shows a declining trend from 1997Q1 to 2003Q4. Afterward, it displays an increasing trend up to the second quarter of 2008 and a downward trend over the 2008Q2-2009Q2 period. Overall, China is leading SA prior to the 1980s and the large part of 1990s. The two cycles become contemporaneous from 1995 onward. Like Brazil, the China's cycle is more volatile than SA's cycle in the 1980s. This …nding is in line with the conventional wisdom, as it is often assumed that the foreign business cycle leads the SA business cycle via an increase in SA exports (Barr and Kantor, 2002) .
To a larger extent SA is contemporaneous with India. The two cycles are contemporaneous since the 1980s and they also exhibit the same volatility, both in the 1980s and in the 1990s. The correlation of cycles between the two countries is strong, albeit with some distinct periods of co-movements. The correlation of SA's and India's business cycles suggests strong co-movement between the two countries'cycle.
The Russia's and SA's cycles are moving together, but Russia is more volatile than SA. For instance, they both increased in 1995, but Russia experienced a rapid expansion than SA. Russia and SA were both in recession during Asian crisis, but Russian recession was deeper than SA. Early in 1998, they started to move beyond the recessionary phase, and after recovering, Russia's cycle reaches a maximum of 2% in 2006, while SA's cycle reaches a maximum of 1% only. The cyclical correlation between the two countries has consistently exhibited some co-movements since 2003Q4. The synchronization of cycles between SA and Russia shows an increasing trend up to 2008Q1, and afterward a declining trend.
In general, the correlation analysis suggests that the synchronization of the SA cycle with the BRIC countries has increased, especially after 1995. Hence, these positive output correlations might be attributed to the integration of SA into the global economy right after the new political dispensation of 1994. In addition, it seems that, in recent times, emerging market economies tend to display similar cycles. These …ndings are in line with the work of Kabundi (2009) , and Kabundi and Loots (2007, 2010 ) who …nd strong evidence of synchronization between SA and the US business cycles, co-movement of the business cycle between SA and the Southern African Development Community (SADC) countries, and co-movement between the SA and the German business cycle, mainly following SA's integration into the global economy. A closer look reveals that volatility in the SA business cycle decreased signi…cantly since 1994. The business cycle volatility in the SA economy is more stable than the BRIC countries, except for India.
Dynamic Correlations
The pair correlation of cyclical components of the real GDP output in SA and the BRIC countries is enough to indicate whether or not they are co-moving. However, it is not possible to explain the strength of such co-movements, lead-lag, and the evolution of relationships. We therefore use the coherence, the phase, and the dynamic correlation. Mostly, countries display the same pattern in the cyclical period where they seem to be concurrently a¤ected by common shocks. If shocks are transmitted from one country to another through, for example, international trade, then the co-movements is observed in di¤erent periods. Hence, in this instance one cycle tends to lead the other since the transmission mechanism takes some time.
Three components of the aggregate correlation between SA and the BRICs are examined. First, the long-run co-movements belong to the low frequency band which corresponds to cycles with a period longer than 8 years or from 32 quarters to in…nity, (0; =16). Second, the traditional business cycles belong to the high frequency band, ( =16, =3), which corresponds to cycles with a period between 1:5 and 8 years or between 6 and 32 quarters. Finally, the short-run co-movements are de…ned by frequencies ( =3, ) or periodicities between the second and sixth quarters.
Firstly, the coherence between the SA's and BRIC's cycles is measured. The coherence is the frequency domain analogous to the correlation of determination, the R-square, which measures the strength of the cyclical components of output and provides valuable information about the importance of the co-movement of the two time series. According to this measure, higher output correlation between countries implies a higher degree of business cycle synchronization. It can be interpreted as the squared linear correlation coe¢ cient for each frequency of the spectra of two series. Its coe¢ cient varies between 0 and 1. The coherence between SA and each of the BRIC countries successfully charts the strength of their correlation. Figure 4 shows that the correlation of cycles between Brazil and SA is insigni…cant over the long-run, but becomes signi…cant and strong over the cyclical period. Its coef…cient reaches a maximum of 98% between eight after six quarters. Over the short-run, the relationship between SA and Brazil is generally weak and insigni…cant. The relationship between China and SA is weak and insigni…cant over the long-run ( Figure  4) . Similar to Brazil, their relationship becomes strong and signi…cant over the cyclical period, reaching a maximum of 97%. Over the short horizon, the relationship between SA and China is signi…cant and strong in periodicities ranging between third and …fth quarters. But it is insigni…cant in frequencies of less than a year. Unlike the previous cases, Figure 4 shows that India and SA has signi…cant and strong correlation over the long-run period, with a maximum of 99%. This pattern is evident in Figure 3 , where the two cycles tend to move contemporaneously and they exhibit the same volatility. The signi…cant and strong relationship that exists between the two countries is consistent over the cyclical period with a maximum of 90%. But, the relationship between SA and India is weak and insigni…cant over the short-run. Like in the case of Brazil and China, SA and Russia depicts a very weak and insigni…cant relationship over the long-run. Nevertheless, the relationship becomes strong and signi…cant over the cyclical period attaining a maximum of 97%. In addition, the two cycles seem to co-move even in the short term, there seems with the highest correlation coe¢ cient of 93%. However, this picture can be misleading in the sense that the Russian cycle is only available after 1992.
Secondly, the phase between the cycles of SA and the BRICs is measured. With respect to phase shift between the co-movement of output cycle across countries, if x is the output cycle of country i, and y of country j, we say that the x series leads the output cycle byuarters if corr (x; y) peak at x t q with q 0 and the x series lags the output cycle byuarters if corr (x; y) peak at x t+q with q 0. The results, presented in Figure 5 , suggest that Brazil, China, and Russia lead SA over the long-run, and not over the cyclical and short-run periods. The phase angle scores the highest value of 90%, 70%, and 60% for Brazil, China, and Russia, respectively. Conversely, the phase angle between India and SA gives evidence of contemporaneous relationship over time. The highest value is only 6%, which is too low compared to the other BRIC countries. These results are in line with the picture depicted in Figure 3 . Overall, the results suggest that the SA's cycle tends to lag cycles of the BRIC countries over the long-run, except for India.
Finally, the dynamic correlation of business cycles between SA and the BRIC countries is measured. According to this measure, depicted in Figure 6 , the relationship between Brazil's and SA's cycles varies over time, attaining highest value at around 84% after 32 quarters. This shows that the two countries are highly correlated over the longrun. Similarly, the two countries are also highly correlated over the cyclical period. By contrast, the dynamic correlation between the two countries takes the smallest values over the short-run. The pattern that emerges in dynamic correlation between China and SA, and Russia and SA shows that these two countries have close relationship with SA over the cyclical period. The dynamic correlation of cycles scores the highest values of 75% and 93% for China and Russia, respectively. However, the relationship is negative and weak over the long-and short-run. Importantly, India portrays di¤erent relationship than the other BRIC countries and has a strong correlation over time. The correlation coe¢ cient takes the highest value (around 98%) over the long-run. This points strong business linkages between India and SA.
In general, the dynamic correlation between SA and the BRIC countries vary across countries and over time. The pattern is remarkably di¤erent for India. India is the only country that has signi…cant and strong correlation with SA cycle over the longand short-run, and the cyclical period. Brazil, China, and Russia are characterized by close relationships with SA over the business cycle period. Relatively strong trade ties between SA and the BRIC countries may explain some of the business cycle correlations over the cyclical period.
The Interdependence between SA and the BRICs
The argument that SA is becoming increasingly more interdependent with the BRICs is supported by the variance share of common component depicted in Table 2 . The results show that 68% of variation of SA GDP is explained by common factors, which suggests a close synchronization between SA and the BRIC countries. The shock from one country can somewhat be transmitted to other countries though international trade and international capital ‡ows, depending on relative size and the degree of openness (Canova and Dellas, 1991) . Strong international trade and …nancial linkages lead to high interdependence among countries. Using three dynamic factors, we obtain variance shares of the common components 63% for imports and 58% for exports. It means that trade linkages contribute more to co-movement of cycles of BRICS. Since most of real variables depict higher variance share of common components (66% for gross …xed capital formation, 60% for private consumption expenditure, and 58% for manufacturing production), we can conclude that trade integration leads to synchronization of real variables across the bloc. Conversely, …nancial variables exhibit lower variance share of common components (33% for real exchange rate and 26% for share prices), which means …nancial markets of BRICS are less integrated. Hence, the co-movement of business cycles is mainly due trade integration instead of …nancial linkages. Moreover, since the common components explains 58% of the variation of short term interest rate, it is possible that their monetary policies tend to be somewhat synchronized. It is therefore possible to examine the response of SA variables to monetary policy shocks from other BRICS countries, but this is beyond the scope of current study. There is more evidence of trade linkages than …nancial linkages. Thus more bilateral trade between SA and the BRICs constitute underlying forces behind co-movement of business cycles. Particularly, the Chinese and Indian demand for SA commodities has increased signi…cantly over the last decade. The theoretical argument behind this is that the countries that have strong trade linkages have somewhat similar business cycles Rose, 1998 and Kouparitsas, 2005) . In addition to Kabundi (2009) , and Kabundi and Loots (2010) who …nd evidence of integration between SA cycle and those of the US and Germany, the current study …nds evidence of integration of SA and the other BRICS countries. This …nding points to the bene…t of the strategy of diversi…cation of trade adopted by SA most recently.
Identi…cation of Common Factors
Given that factors underlying co-movement are latent, they are mainly seen as blackboxes and void of any economic interpretation. The question arises as to whether the common factors have their origins from BRICS or they are external but common to the bloc. To answer to this question, we use marginal regressions of each of the 307 series on the common factors. The marginal R squares are obtained and used as measure of predictability for each series. In addition, given that the factors are orthogonal, it should be relatively easy to identify them. Figures 7, 8, and 9 show the estimated factors with the R squares from di¤erent estimations on the y axis. Figure 7 plots the …rst factor which can be interpreted as a broad measure of real economic activity since it scores high values for real economic indicators. Speci…cally, this factor appears largely in Brazil's industrial production, manufacturing, imports and portfolio investments, SA's services, exports, and imports, Russia's exports, services and current transfers as well as in both India's and China's exports. The largest values are observed on India's imports, Russia's exports and services as well as SA's services, exports, and imports. Thus, this factor can be broadly interpreted as an index of production, exports, and imports for the BRICS economies. Figure 8 presents the second factor which is a combination of real and …nancial variables with correlations of around 60%. Speci…cally, this factor explains the variation of China's exchange rates, Brazil's imports, Russia's production of gas, and SA's consumption of …xed capital.
Factor three in Figure 9 can be broadly interpreted as a US factor as it explains most of the variation in the US nominal (GDP de ‡ator) and …nancial variables (shortterm interest rates). For the BRICS countries, this factor predicts changes in SA's and India's real variables, China's and Brazil's …nancial variables as well as Russia's nominal variables. However, the magnitude of R-squares of this factor on the BRICS variables is less than 50%. In general, the …rst two factors are clearly related to the BRICS variables and can be interpreted as BRICS factors, while factor three is a US factor.
In summary, synchronization of cycles is caused by two main channels. The …rst one is bilateral trade that empirical studies, such as those by Frankel and Rose (1998) 
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Since South Africa re-entry into the global economy, which coincides with the new political dispensation, there is an increasing interest among policymakers and academics examining the extent to which the country is integrated with the rest of the world. This paper presents a descriptive analysis of relationship of South African business cycles and those of other BRICS countries based on quarterly data covering the period from 1995Q2 to 2009Q4. The paper focuses on co-movement and lead-lag relationship of these cycles across countries and over time, pointing to channels underlying these co-movements. The …ndings can be summarized as follows. We …nd signi…cant but di¤erent degrees of co-movement between SA and the BRICs. The analysis with dynamic correlation shows that SA's commonalities are high with Brazil, China, and India but low with Russia. Speci…cally, there is strong and signi…cant relationship between SA and the BRICs over the business cycle period. In addition, Brazil, China, and Russia lead SA only in the long run. It implies that shocks from these countries are more likely to be transmitted to South Africa. The pattern of dynamic correlation between SA and the BRIC countries is remarkably di¤erent for India. Only India moves contemporaneously with SA over the long-run, the cyclical, and the short-run periods.
Furthermore, trade linkages are the main factors underlying co-movement between SA and BRICs. Moreover, the US constitutes an additional source of co-movement of business cycles of SA and those of the other BRICS countries. Although positive correlation largely exists between SA and the BRIC countries, there are di¤erences across countries and over time. On the one hand, nearly all BRIC countries show positive and signi…cant relationship over the business cycle, and on the other in the long-and shortrun periods their relationship are weak and insigni…cant, except for India.
Policymakers should understand the nature of linkages between South Africa and its BRIC partners. Given that South African integration with the BRIC increases over time, it can bene…t from positive shocks from BRIC, but it is at the same vulnerable to negative shocks. A strong reliance on the BRIC as a bloc might be a risky strategy. Instead the country should aim at diversifying to a larger extent the pool of its trading partners. 
