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We apply the method of integral transforms to study stability properties of rather general
linear functional difference equations of Itô-type. This approach called “the W -method” is
based on integral transforms coming from auxiliary equations that already possess the de-
sired asymptotic properties. Some suﬃcient conditions for different kinds of stability are
found in this way. A general framework is offered as well that can be used to study asymp-
totic properties of other classes of stochastic difference equations.
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1. Introduction
Stochastic difference equations were introduced in [5]. Stability of these equations is an important problem which has
not been comprehensively studied yet. Some results can be found in [2,6,13–16]. Stochastic functional difference equations
were introduced in [12] and studied further in [17]. Stability of difference equations with a random delay was studied
in [10]. However, to our knowledge, stability of stochastic functional difference equations has not yet been considered in
the available literature.
When studying stability of stochastic functional differential equations one may exploit a stochastic version of the well-
known Lyapunov–Razumikhin method. This version is mostly due to X. Mao (see e.g. [11]). The basic idea behind this
approach is similar to any application of the second Lyapunov method: a suitable Lyapunov functional on the space of
initial functions guarantees the desired property of stability.
On the other hand, in the theory of linear functional differential equations there is an alternative, highly eﬃcient method
of studying stability and, in fact, any asymptotic property at all. The method is based on ﬁnding a suitable auxiliary differ-
ential equation rather than a Lyapunov functional. This approach is also called “Azbelev’s W -method”, as it was suggested
in the pioneer works of N.V. Azbelev and his students (see e.g. [1,3]). The method has also been adapted for stochastic
functional differential equations in [8,9].
In the recent paper [4] the W -method was used to study stability of linear deterministic difference equations.
In the present paper we will focus on the second approach (Azbelev’s method) rather than on the ﬁrst one (Lya-
punov’s method). Let us therefore explain very brieﬂy how this method works. The ﬁrst step is of general character where
the equivalence between a given asymptotic property of the equation and admissibility of certain pairs of functional spaces
is justiﬁed. Admissibility (also called “input-to-state stability”) means that taking a right-hand side (the non-homogeneous
term deﬁned on the semi-axis) of the equation from one functional space provides a solution from another functional space.
Different pairs of spaces give different kinds of stability.
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W -transform”). Such transforms are generated by auxiliary differential equations that usually are simpler than the given
one and which already possess the desired stability property. The W -transform yields an operator equation which should
be solvable in one of the functional spaces belonging to the chosen pair (therefore there are two versions of the W -method:
“left” and “right”). Solvability implies the desired property of stability. The main challenge of this approach is, like in the
Lyapunov method, an existence of a suitable auxiliary equation combined with a proof of a certain inequality (an estimate
on the norm of some linear integral operator). In many cases this method seems to be quite eﬃcient for both general linear
differential equations and particular classes of those.
The main objective of this paper is to develop the above method of auxiliary equations in connection with stability
analysis for linear functional difference equations of Itô-type, which in particular include delay-difference equations and
“ordinary” difference equations.
The paper is organized as follows. In Section 2 we describe the equation to be studied and give an overview of the
method to be used. Section 3 contains the representation formula for solutions and a preliminary stability analysis (stability
with respect to initial values). In Section 4 we look at the property of admissibility and its connections with stability with
respect to initial functions. Section 5 deals with the W -method itself, while Section 6 contains some stability conditions.
Remark 1.1. Throughout the paper we use several deﬁnitions of stochastic stability. Conceptually, these deﬁnitions are not
new (see e.g. [8,9]). However, they are slightly adapted for the case of stochastic functional difference equations.
Remark 1.2. It is well known that difference equations can be regarded as approximations of differential equations. In this
paper we use the notation that reﬂects this fact.
2. Notation, preliminaries and the main equation
Let (Ω,F , (Ft)t0, P ) be a stochastic basis satisfying usual assumptions (see e.g. [11]). In what follows we assume that
kn is the linear space of all n-dimensional F0-measurable random variables; Bi , i = 2, . . . ,m are independent standard scalar
Wiener processes; E is the expectation; | · | is a ﬁxed norm in Rn; ‖ · ‖ is the norm of an n × n-matrix, which is consistent
with the chosen vector norm in Rn; N is the set of all natural numbers; N+ = {0} ∪ N .
In what follows, the variable s is always assumed to belong to the set N+ , i.e. s = 0,1,2, . . . .
For given 1 p < ∞, h > 0 the number chp is the universal constant for which the following inequalities are satisﬁed:
E
∣∣∣∣∣
t+h∫
t
ϕ(ξ)dB(ξ)
∣∣∣∣∣
2p
 chp E
t+h∫
t
∣∣ϕ(ξ)∣∣2p dξ. (1)
The inequalities should be valid for any t  0, any Ft-adapted stochastic process ϕ and a standard scalar Wiener process B.
In [11, p. 39], these constants are deﬁned (up to a change of the notation) as chp = pp(2p−1)php−1 for p > 1 and c1 = 1 for
p = 1. The Burkholder–Davis–Ghandy inequalities give the estimates which are independent of h (see e.g. [11, p. 40] where
p should be replaced with 2p).
Let us consider the following linear functional difference system of Itô equations:
x(s + 1) = x(s) +
s∑
j=0
[
A1(s, j)x( j) + f1(s)
]
h +
m∑
i=2
s∑
j=0
[
Ai(s, j)x( j) + f i(s)
](Bi((s + 1)h)− Bi(sh)), (2)
where x(s) and f i(s) (i = 1, . . . ,m) are Fs-measurable n-dimensional random variables, h is a positive number, Ai(s, j) is
an n × n-matrix, whose entries are Fs-measurable random variables for any i = 1, . . . ,m, j = 0, . . . , s, s ∈ N+ .
A solution of the system (2) is a sequence of n-dimensional and Fs-measurable random variables x(s), which satisﬁes
the system (2) P -almost everywhere. Note that for any initial value x0 ∈ kn , the solution of (2) always exists, it is unique
(up to the natural P -equivalence) and constitutes an Fs-adapted stochastic process x : N+ × Ω → Rn .
The system (2) is called homogeneous if f i(s) = 0 P -almost everywhere for any s ∈ N+ , i = 1, . . . ,m.
Below we list some particular cases of the system (2).
(a) The linear ordinary difference system of Itô equations:
x(s + 1) = x(s) + [A1(s)x(s) + f 11 (s)]h +
m∑
i=2
[
Ai(s)x( j) + f 1i (s)
](Bi((s + 1)h)− Bi(sh)), (3)
where x(s) and f 1i (s) (i = 1, . . . ,m) are Fs-measurable, n-dimensional random variables for any s ∈ N+ , h is a positive
number, Ai(s) is an n × n-matrix, whose entries are Fs-measurable random variables for any i = 1, . . . ,m, s ∈ N+ .
R. Kadiev, A. Ponosov / J. Math. Anal. Appl. 389 (2012) 1239–1250 1241(b) The linear delay difference system of Itô equations:
x(s + 1) = x(s) +
s∑
j=−∞
[
A21(s, j)x( j) + f 21 (s)
]
h +
m∑
i=2
s∑
j=−∞
[
A2i (s, j)x( j) + f 2i (s)
](Bi((s + 1)h)− Bi(sh)),
x( j) = ϕ( j) ( j < 0), (4)
where x(s) and f 2i (s) (i = 1, . . . ,m) are Fs-measurable, n-dimensional random variables for any s ∈ N+ , h is a positive
number, A2i (s, j) is an n × n-matrix, whose entries are Fs-measurable random variables for any s ∈ N+ , j = −∞, . . . , s,
i = 1, . . . ,m, and ϕ( j) ( j < 0) is a random variable that is independent of the Wiener processes Bi , i = 2, . . . ,m.
In order to represent the system (4) as the system (2) we should put Ai(s, j) = A2i (s, j), f i(s) = f 2i (s)+
∑−1
j=−∞ A2i (s, j)×
ϕ( j) for any s ∈ N+ , j = 0, . . . , s, i = 1, . . . ,m.
Note that the system (4) becomes homogeneous if f 2i (s) = 0 P -almost everywhere for any s ∈ N+ , i = 1, . . . ,m and
ϕ( j) = 0 P -everywhere for any j < 0.
(c) The linear difference system of Itô equations with bounded delays
x(s + 1) = x(s) +
s∑
j=s−d
[
A31(s, j)x( j) + f 31 (s)
]
h +
m∑
i=2
s∑
j=s−d
[
A3i (s, j)x( j) + f 3i (s)
](Bi((s + 1)h)− Bi(sh)),
x( j) = ϕ( j) (−d j < 0), (5)
where d ∈ N , x(s) and f 3i (s) (i = 1, . . . ,m) are Fs-measurable, n-dimensional random variables for any s ∈ N+ , h is a positive
number, A3i (s, j) is an n × n-matrix, whose entries are Fs-measurable random variables for any s ∈ N+ , j = s − d, . . . , s,
i = 1, . . . ,m, ϕ( j) ( j = −d, . . . ,−1) is a random variable that is independent of the Wiener processes Bi , i = 2, . . . ,m.
In order to represent the system (5) as the system (2) we should observe that (5) is simply a particular case of the
system (4). The reason why we introduced (5) is that its stability properties can be speciﬁed further in comparison with the
similar properties of the more general system (4).
Let dn be the linear space of all solutions of the system (2), ln be the linear space of all sequences of m×n-matrices H(s),
where the entries of the matrix H(s) are Fs-measurable random variables for all s ∈ N+ .
Given a sequence γ (s) (s ∈ N+) of positive real numbers, we introduce two linear normed subspaces of the linear spaces
kn and dn , respectively:
knp =
{
α: α ∈ kn, ‖α‖kn def=
(
E|α|p)1/p < ∞};
mγp =
{
x: x ∈ dn, ‖x‖mγp
def= sup
s∈N+
(
E
∣∣γ (s)x(s)∣∣p)1/p < ∞} (m1p =mp);
m0 =
{
x: x ∈ dn, such that for any ε > 0 there exists K > 0 such that P
{
ω ∈ Ω: sup
s∈N+
∣∣x(s)∣∣> K}< ε}.
3. Representation of solutions and stability with respect to initial values
For the system (2) we introduce the following notation: given the column vector f = ( f1, . . . , fm)T , we write x f (s, x0)
(s ∈ N+) for the solution of (2) satisfying the initial condition x f (0, x0) = x0, where x0 ∈ kn . If f = 0, then x(s, x0) will be
the solution of the homogeneous equation corresponding to (2), which satisﬁes x(0, x0) = x0, where x0 ∈ kn . In other words,
x(s, x0) = x0(s, x0).
The canonical representation of solutions of linear functional differential equations is of a great importance in many
applications like stability analysis, boundary value problems, analysis of quasilinear equations (see e.g. [1,3] and references
therein). This representation for general linear stochastic functional differential equations was justiﬁed in [7]. Below we
discuss this representation in the case of the difference system (2).
Let us ﬁrst of all rewrite the system (2) as the following operator equation:
x(s + 1) = x(s) + [(V x)(s) + f (s)]Z(s), (6)
where
(V x)(s) =
(
s∑
j=0
A1(s, j)x( j),
s∑
j=0
A2(s, j)x( j), . . . ,
s∑
j=0
Am(s, j)x( j)
)
,
f (s) = ( f1(s), f2(s), . . . , fm(s)),
Z(s) = (h, (B2((s + 1)h)− B2(sh)), . . . , (Bm((s + 1)h)− Bm(sh))).
It is easy to see that V is a linear operator from dn to ln .
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tion:
x f (s, x0) = X(s)x0 + (C f )(s), (7)
where X(s) is an n×n-matrix, the columns of which are solutions of the homogeneous system corresponding to (6) and which satisﬁes
the initial condition X(0) = E¯ (the so-called “fundamental matrix” of the system (6)), and C : ln → dn is a linear operator such that
(C f )(0) = 0 and (C f )(s) is a solution of (6).
Proof. Evidently, X(s)x0 is a solution of (6) for any x0 ∈ kn .
For the system (6) consider now the initial value problem
x(0) = 0. (8)
This problem has a unique solution for any f ∈ ln . This yields an operator from ln to dn . Denote this operator by C . Clearly
(C f )(0) = 0. Linearity of C follows directly from the uniqueness of solutions (up to P -equivalency). Thus, (7) is a solution
of the system (6). Using again uniqueness we conclude that any solution x f (s, x0) of Eq. (6) can be represented as the
sum (7). 
The representation (7) plays a crucial role in the stability analysis based on the W -method. Due to this representation
asymptotic properties of the operator equation (11), and thus of the system (2), are determined by the fundamental matrix
X and the linear operator C . Below we study this relationship in more detail. But before doing this, let us introduce, for
the sake of the notational completeness, another equation which will be used in the next sections and which constitutes an
important part of our stability analysis. We call this equation “the reference equation”. It has the same shape as Eq. (6) and
it is formally deﬁned as
x(s + 1) = x(s) + [(Q x)(s) + g(s)]Z(s), (9)
where Q : dn → ln is a linear operator and g ∈ ln .
Lemma 3.2. Assume that for any x0 ∈ kn there exists a unique (up to the P -equivalence) solution x of Eq. (9).
Then the solution xg(s, x0) of (9) satisfying xg(0, x0) = x0 ∈ kn has the following canonical representation:
xg(s, x0) = U (s)x0 + (Wg)(s), (10)
where U (s) is the fundamental matrix to (9) and W : ln → dn is a linear operator such that (Wg)(0) = 0 and (Wg)(s) is a solution
of (9).
The representations (7) and (10) will be used in the W -method described in Section 5.
The deﬁnitions and the results listed below are formulated for the system (2), but they are also applicable to the refer-
ence equation (9).
Deﬁnition 3.3. The trivial solution of the homogeneous system corresponding to (2) is called:
• stable in probability if for any ε, δ > 0 there exists η(ε, δ) > 0 such that for any x0 ∈ Rn , |x0| < η it holds that
P {ω ∈ Ω: sups∈N+ |x(s, x0)| > ε} < δ;• stable with probability 1 if for any x0 ∈ Rn , |x0| → 0 it holds that sups∈N+ |x(s, x0)| → 0 with probability 1;• p-stable if for any ε > 0 there exists η(ε) > 0 such that if for any x0 ∈ Rn , |x0| < η it holds that E|x(s, x0)|p  ε for all
s ∈ N+;
• asymptotically p-stable if it is p-stable and for any ε > 0 there exists η(ε) > 0 such that if for any x0 ∈ Rn , |x0| < η it
holds that
lim
s→+∞ E
∣∣x(s, x0)∣∣p = 0;
• exponentially p-stable if there exist numbers c¯ > 0, β > 0 such that
E
∣∣x(s, x0)∣∣p  c¯|x0|p exp{−βs}
for any x0 ∈ Rn , s ∈ N+ .
In a similar manner one can describe stability of any solution of the system (2). However, from the representation (7)
it immediately follows that stability (in any sense) of an arbitrary solution of (2) implies stability (in the same sense) of
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“stability of the equation/system” instead of “stability of the trivial solution of the equation/system”.
Note also that in Deﬁnition 3.3 the initial value x0 is not random. The deﬁnitions remains true in the case of random x0
if we replace |x0| with E|x0|p .
As we remarked in Section 2, the systems (3)–(5) are particular cases of the general system (2). Hence, Deﬁnition 3.3
applies to these systems as well. However, we should also mention that this gives a very special kind of stability for delay
systems, namely stability with respect to the initial value x0, only. Probably, this sounds a little bit strange, because stability
of delay equations conventionally means stability with respect to the entire initial function and not only with respect one
of its values. However, in the W -method it is customary to separate these two types of stability (see [1,3] for the case of
deterministic functional differential equations and [8,9,7] for the case of stochastic functional differential equations). In fact,
in many important cases stability with respect to initial values x0 (which is easier to study) implies stability with respect
to initial functions.
The next result is the ﬁrst step in the W -method. It links stability to solvability in certain spaces.
Theorem 3.4.
(a) Stability in probability of the system (2) is equivalent to the following statement: for any x0 ∈ Rn the solution x(·, x0) of the
homogeneous system to (2) belongs to the space m0 .
(b) The p-stability of the system (2) is equivalent to the following statement: for any x0 ∈ Rn the solution x(·, x0) of the homogeneous
system to (2) belongs to the space mp.
(c) The asymptotic p-stability of the system (2) is equivalent to the following statement: there exists a sequence of numbers γ (s)
satisfying γ (s) δ > 0 for all s ∈ N+ (δ is some number), lims→+∞ γ (s) = +∞ such that for any x0 ∈ Rn the solution x(·, x0)
of the homogeneous system to (2) belongs to the space mγp .
(d) The exponential p-stability of the system (2) is equivalent to the following statement: there exists a number β such that for any
x0 ∈ Rn the solution x(·, x0) of the homogeneous system to (2) belongs to the space mγp , where γ (s) = exp{βs}.
Proof. (a) First we show that stability in probability of the system (2) implies that for any x0 ∈ Rn the solution x(·, x0) of
the homogeneous system to (2) belongs to the space m0.
Assume on the contrary that there exists some x0 ∈ Rn , for which the solution x(·, x0) of the homogeneous system to (2)
does not belong to the space m0, that is for some δ0 > 0 and for any K > 0 we have
P
{
ω ∈ Ω: sup
s∈N+
∣∣x(s, x0)∣∣> K}> δ0.
Then, given ε > 0, 0< δ  δ0 and η > 0 for the solution
x(s) = η′x(s, x0)/|x0|
(
0< η′ < η, s ∈ N+
)
of the homogeneous system to (2) we get
P
{
ω ∈ Ω: sup
s∈N+
∣∣x(s)∣∣> ε}> δ,
while |x(0)| < η. Therefore the system (2) is not stable in probability, so that the above assumption was wrong.
Let us prove the converse statement. Let the solution x(s, x0) of the homogeneous system to (2) belong to the space m0
if x0 ∈ Rn . Hence for any δ > 0 there exists K (δ) > 0 we get P {ω ∈ Ω: sups∈N+ ‖X(s)‖ > K (δ)} < δ. Thus, for any ε > 0,
δ > 0 there exists η = η(ε, δ) = ε/K (δ) such that |x0| < η implies P {ω ∈ Ω: sups∈N+ |X(s)x0| > ε} < δ for all s ∈ N+ . This
gives stability in probability of the system (2).
(b) We again start with verifying that the p-stability of the system (2) implies that for any x0 ∈ Rn the solution x(·, x0)
of the homogeneous system to (2) belongs to the space mp .
Assume that there exists some x0 ∈ Rn , for which the solution x(·, x0) of the homogeneous system to (2) does not belong
to the space mp , that is for any K > 0 there is sk(K ) > 0 such that E|x(sk, x0)|p > K . Then, given ε > 0 and η > 0 for the
solution x(s) = η′x(s, x0)/|x0| (0< η′ < η, s ∈ N+) of the homogeneous system to (2) we can ﬁnd a number sk(K ) where
K = ε|x0|p/η′ p , for which we get that E|x(sk)|p > ε, while |x(0)| < η. Therefore the system (2) is not p-stable, so that our
assumption was wrong.
Conversely, for any solution of the homogeneous system to (2), any s ∈ N+ and any x0 ∈ Rn we have that E|x(s, x0)|p  K
for some K > 0. Hence E‖X(s)‖p  K ′ for any s ∈ N+ and some K ′ > 0. Therefore for any ε > 0 there exists η = η(ε) =
(ε/K ′)1/p such that |x0| < η implies E|x(s, x0)|p  E|X(s)x0|p  ε for all s ∈ N+ . This gives the p-stability of the sys-
tem (2).
(c) Note that from the asymptotic p-stability of the system (2) it follows that lims→+∞ E‖X(s)‖p = 0. Let us take
any sequence of numbers γ¯ (s) satisfying 0 < γ¯ (s) < δ (δ is a positive number) for any s ∈ N+ , lims→+∞ γ¯ (s) = 0 and
lims→+∞ E‖X(s)‖p/(γ¯ (s))p = cˆ, where cˆ is a nonnegative number. Then we can deﬁne γ (s) to be 1/γ¯ (s) (s ∈ N+), so that
the asymptotic p-stability of the system (2) implies that for any x0 ∈ Rn the solution x(·, x0) belongs to mγp .
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lims→+∞ E|y(s)|p = 0.
(d) If the system (2) is p-exponentially stable, then for any x0 ∈ Rn the solution x(·, x0) of the homogeneous system
to (2) belongs to the space mexp{β·}p for some β > 0.
Finally, assume that for any x0 ∈ Rn the solution x(·, x0) of the homogeneous system to (2) belongs to the space mexp{β·}p
for some positive β . Then E‖X(s)‖  cˆ exp{−βs} (s ∈ N+), where cˆ > 0. From this and from the representation (7) of the
solutions of the system (2) it follows that the system (2) is exponentially p-stable.
The proof of the theorem is completed. 
Lemma 3.5. For the system (2) stability in probability is equivalent to stability with probability 1.
Proof. Due to Theorem 3.4 it is suﬃcient to prove that stability with probability 1 is also equivalent to the fact that for
any x0 ∈ Rn the solution x(·, x0) of the homogeneous system to (2) belongs to the space m0. However, the necessity of this
statement is trivial. It remains therefore to prove suﬃciency.
From the fact that x(·, x0) ∈m0 for any x0 ∈ Rn we deduce that sups∈N+ ‖X(s)‖ almost everywhere assumes ﬁnite values
(X(s) is the fundamental matrix of the homogeneous system to (2)). From∣∣x(s, x0)∣∣= ∣∣X(s)x0∣∣ sup
s∈N+
∥∥X(s)∥∥|x0|
we get that |x(s, x0)| → 0 with probability 1 for all s ∈ N+ as |x0| → 0. This gives stability with probability 1. 
Remark 3.1. If we combine Lemma 3.5 with the well-known fact that p-stability implies stability in probability, we imme-
diately arrive at the following important conclusion:
If the system (2) is p-stable for some p (1 p ∞), then it is stable with probability 1.
Theorem 3.4 justiﬁes the equivalence between several important stability properties of the system (2) and the property
of solvability of the initial value problem of the homogeneous system to (2) in certain functional spaces.
Using the results of Theorem 2 we introduce the following convenient property of stability.
Deﬁnition 3.6. The system (1) is said to be mγp -stable if for any x0 ∈ knp we have that Xx0 ∈mγp .
From Theorem 2 we deduce the following properties of the system (2): the mp-stability implies p-stability, the m
γ
p -
stability for some γ (s) = exp{βs}, β > 0 implies the exponential p-stability, and the mγp -stability for some γ (s)  δ > 0
(s ∈ N+), lims→+∞ γ (s) = +∞ implies the asymptotic p-stability.
4. Admissible pairs of spaces and stability with respect to the initial functions
In the previous section we proved that stability of the system (2) with respect to the initial values can be expressed
in terms of solvability in certain functional spaces. In this section we relate stability of the system (2) with respect to the
initial functions to admissibility of certain pairs of functional spaces, i.e. again to the problem of solvability in a certain
functional space provided that forcing terms (“the right-hand sides”) belong to another functional space. This idea is not
new neither in the theory of deterministic functional differential equations (see e.g. [1,3]), nor in the theory of stochastic
functional differential equations (see e.g. [7,9]). Recently, this approach was used for deterministic difference equations [4].
The usage of admissible pairs of functional spaces and their connections to stability of stochastic difference equations is,
however, a novelty which is introduced and studied in this section.
Let b be a linear subspace of the space ln equipped with its own norm ‖ ·‖b . The space bγ = { f : f ∈ b, γ f ∈ b} can then
be endowed with the induced norm ‖ f ‖bγ = ‖γ f ‖b , where γ (s) is a ﬁxed sequence of numbers, as described in Section 2.
We also keep the notation x f (s, x0) for the solution of the system (2) with the forcing term f and the initial condition
x f (0, x0) = x0.
Deﬁnition 4.1. We say that the pair (mγp ,bγ ) is admissible for the system (2) if there exists a number c¯ ∈ R1+ such that for
any x0 ∈ knp , f ∈ bγ we have that x f (·, x0) ∈mγp and∥∥x f (·, x0)∥∥mγp  c¯(‖x0‖knp + ‖ f ‖mγ ). (11)
We need a notation for some special solutions of the systems (4) and (5). Remember, however, that the system (5)
is a particular case of the system (4). Thus, if we formulate a deﬁnition or a statement for the system (4), then it will
automatically be valid for the system (5) as well (but not vice versa, of course).
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• f 2i ≡ 0, i = 1, . . . ,m (resp. f 4i ≡ 0, i = 1, . . . ,m).• ϕ is the initial function.
• x˜ϕ(0, x0) = x0.
We remind that by the homogeneous system to (4) we mean the system where f 2i ≡ 0, i = 1, . . . ,m (resp. f 4i ≡ 0,
i = 1, . . . ,m) and ϕ = 0 (see e.g. [1] or [3]).
Deﬁnition 4.3. The trivial solution of the homogeneous system to (4) is called:
• p-Stable with respect to the initial functions if for any ε > 0 there exists δ(ε) > 0 such that for all ϕ( j), j < 0 and
x0 ∈ knp the inequality E|x0|p + sup j<0 E|ϕ( j)|p< δ implies the estimate E|x˜ϕ(s, x0)|p  ε for all s ∈ N+ .• Asymptotically p-stable with respect to the initial functions if it is p-stable with respect to the initial functions and, in
addition, E|x0|p + sup j<0 E|ϕ( j)|p < ∞ implies
lim
s→+∞ E
∣∣x˜ϕ(s, x0)∣∣p = 0.
• Exponentially p-stable with respect to the initial functions if there exist two positive constants c¯, β such that
E
∣∣x˜ϕ(s, x0)∣∣p  c¯(E|x0|p + sup
j<0
E
∣∣ϕ( j)∣∣p)exp{−βs}
for all s ∈ N+ .
Remark 4.1. Note that the notion of the homogeneous system corresponding to (4) which we used in this paper (requiring
that ϕ = 0) is different from a conventional one where ϕ is not zero. A detailed motivation for our approach can be found
in the papers [1] and [3]. Here we only mention that our deﬁnition of homogeneous equations is convenient technically
and in addition allows for connecting admissibility to stability. Remember also that we assume that x0 
= ϕ(0) in general, so
that homogeneous equations do have non-zero solutions. In the conventional approach the solutions are usually considered
as continuations of the function ϕ , i.e. satisfying x0 = ϕ(0), in which case our deﬁnition would be of no use.
We should also mention that strictly speaking we should have used the expression “stable with respect to the initial
function (i.e. ϕ) and the initial value (i.e. x0)”. This is actually meant in Deﬁnition 4.3, but in what follows we disregard this
small inaccuracy.
It is easy to see that the p-stability, resp. the asymptotic and exponential p-stability of the trivial solution of the systems
(4) with respect to the initial functions, implies the p-stability, resp. the asymptotic and exponential p-stability of these
equations. The converse statement is, in general, not true even for deterministic equations (see e.g. [1]).
Assume that f 2i ≡ 0, i = 1, . . . ,m in the system (4). To be able to rewrite (4) as the general system (2) we consider the
stochastic process
f =
( −1∑
j=−∞
A21(·, j)ϕ( j), . . . ,
−1∑
j=−∞
A2m(·, j)ϕ( j)
)
. (12)
We assume further that the coeﬃcients of the system (4) satisﬁes the following condition:
For any ϕ such that sup j<0 E|ϕ( j)|p < ∞ the stochastic process (12) belongs to a ﬁxed normed subspace b of the space ln, the
norm in b satisfying the estimate
‖ f ‖b  K sup
j<0
(
E
∣∣ϕ( j)∣∣p)1/p
for some positive constant K .
Lemma 4.4. If for the system (2) corresponding to the system (4) the pair (mp,b) is admissible, then the trivial solution of the homo-
geneous system to (5) is p-stable with respect to the initial functions.
Proof. Indeed, in this case we have∥∥x f (·, x0)∥∥mp  cˆ(‖x0‖knp + ‖ f ‖b) cˆ
(
‖x0‖knp + K sup
(
E
∣∣ϕ( j)∣∣p)1/p) c¯(‖x0‖knp + sup(E∣∣ϕ( j)∣∣p)1/p),j<0 j<0
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sup
s0
(
E
∣∣x˜ϕ(s, x0)∣∣p)1/p  c¯(‖x0‖knp + sup
j<0
(
E
∣∣ϕ( j)∣∣p)1/p).
This yields the p-stability of the trivial solution of the homogeneous equation to (4) with respect to the initial functions. 
Remark 4.2. Clearly, the space b in Lemma 4.4 can be replaced with the weighted space bγ . In this case admissibility of the
pair (mγp ,b
γ ) for the system (2) corresponding to the system (4) implies the exponential (resp. asymptotic) p-stability of
the trivial solution of the system (4) with respect to the initial functions if γ (s) = exp{βs}, β > 0 (resp. γ (s) δ (s ∈ N+)
for some δ > 0 and lims→+∞ γ (s) = +∞).
In conclusion we stress it again that all the deﬁnitions and statements that are valid for the system (4) are automatically
valid for its particular case (5).
5. TheW -method
This method goes back to N.V. Azbelev, yet, according to his own comment in [3] the main idea was ﬁrst described by
G. Fubini and F. Trikomi. The method was originally used for regularization of boundary value problems for deterministic
differential equations. Later on it was applied to stability analysis of deterministic [1,3] and stochastic [7–9] functional
differential equations.
The goal of this section is an adaptation of the W -method to the system (2). As in the case of differential equations, using
the W -method in the case of difference equations should help to remove certain diﬃculties which may arise within the
classical stability analysis paradigm (the Lyapunov–Razumikhin framework). For instance, the W -method produces eﬃcient
stability criteria in the situations when the Lyapunov–Razumikhin approach may be diﬃcult to utilize. Equations with
unbounded delays and/or with random coeﬃcients may serve as typical examples [7].
To check admissibility of the pair (mγp ,b
γ ) for the system (2), which, as we have seen, guarantees stability, we need to
prove that the solutions x f (·, x0) of the system (2) belong to the space mγp for all x0 ∈ knp , f ∈ bγ , and in addition, we have
to verify the estimate (11). All this can be done eﬃciently and in one step with the help of special transformations of the
system (2).
Basically, there are two ways of constructing such transformations. We start with what we call “the left W -transform”.
First of all we rewrite the system (2) in the form of the operator equation (6). In addition, we consider an auxiliary
difference equation (“reference equation”), asymptotical properties of which are known and which gives rise to the W -
transform.
Let the reference equation be deﬁned by (9) and satisfy the assumptions of Lemma 3.2. We rewrite Eq. (6) using the
representation (10) for the reference equation (9) as follows
x(s + 1) = x(s) + [(Q x)(s) + ((V − Q )x)(s) + f (s)]Z(s)
or alternatively,
x(s + 1) = x(s) + U (s)x0 +
(
W (V − Q )x)(s) + (W f )(s).
Introducing the notation W (V − Q ) = Θl (where l stands for “left”), we obtain the equation(
(I − Θl)x
)
(s) = U (s)x0 + (W f )(s).
Below invertibility of the operator (I − Θl) : mγp → mγp only means that the operator is bijective in mγp . If the inverse
operator is in addition bounded, we will write “continuous invertibility”.
Theorem 5.1. Let the pair (mγp ,bγ ) be admissible for the reference equation (9) and the operatorΘl act in the spacem
γ
p . If the operator
(I − Θl) :mγp →mγp is continuously invertible, then the pair (mγp ,bγ ) is admissible for the system (2).
Proof. Due to invertibility of the operator (I − Θl) :mγp →mγp the operator equation (I − Θl)x = g has a unique solution in
mγp for any g ∈mγp , i.e. x = (I −Θl)−1g ∈mγp . From this and from the assumptions on the reference equation (9) we deduce
that (I − Θl)−1(Ux0 + W f ) ∈mγp for any x0 ∈ knp , f ∈ bγ .
On the other hand, x f (s, x0) = ((I−Θl)−1(Ux0+ f ))(s). Thus, according to our assumptions x f (·, x0) ∈mγp for any x0 ∈ knp ,
f ∈ bγ .
Finally, the estimate (11) for x f (s, x0) follows from the continuous invertibility of the operator (I − Θl) :mγp →mγp and
from admissibility of the pair (mγp ,b
γ ) for the reference equation (9). This implies admissibility of the pair (mγp ,m
γ ) for
Eq. (2). 
The following corollary from Theorem 5.1 is useful to study mγp -stability.
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γ
p . If the operator (I−Θl) :mγp →mγp
is continuously invertible, then the system (2) is mγp -stable.
Now we want to consider the case of the right W -transform. To do this, we use the reference equation (9) to rearrange
Eq. (6) as follows[
(Q Ux0)(s) + (Q W g)(s)
]
Z(s) = [(V (Ux0 + Wg))(s) + f (s)]Z(s).
Denoting (V − Q )W = Θr (where r stands for “right”) we arrive at the operator equation (I − Θr)g = (V − Q )Ux0.
Theorem 5.3. Let the pair (mγp ,bγ ) be admissible for the reference equation (9) and the operators V , Q act from the space m
γ
p to the
space bγ . If the operator (I − Θr) : bγ → bγ is continuously invertible, then the pair (mγp ,bγ ) is admissible for the system (2).
Proof. Under the assumptions of the theorem we have
x f (s, x0) = U (s)x0 +
(
W (I − Θr)−1(V − Q )Ux0
)
(s) + (W (I − Θr)−1 f )(s)
for all x0 ∈ knp , f ∈ bγ . This yields x f (·, x0) ∈ bγp for any x0 ∈ knp , f ∈ bγ . The estimate (11) for the solutions x f (s, x0) also
follows from the assumptions of the theorem. This implies admissibility of the pair (mγp ,m
γ ) for Eq. (2). 
Remark 5.1. Note that the operator Θl (resp. Θr ) may not act in the space m
γ
p (resp. b
γ ) even if the pair (mγp ,b
γ ) is
admissible for both equations, i.e. for the system (2) and for the reference equation (9). However, if this pair is admissible
for the system (2), then there trivially exists at least one reference equation (9), for instance (2) itself, for which all the
necessary properties hold true: the pair (mγp ,b
γ ) is admissible, the operator Θl (resp. Θr ) acts in the space m
γ
p (resp. b
γ ),
and the operator I − Θl (resp. I − Θr ) is continuously invertible in this space. This means that the W -method, like the
Lyapunov method, provides necessary and suﬃcient stability conditions.
Remark 5.2. In applications of Theorem 5.1 (resp. 5.3) the main challenge is to prove that the operator (I − Θl) :mγp →mγp
(resp. (I − Θr) : bγ → bγ ) is continuously invertible. An eﬃcient way to check invertibility requires an estimate on the
norm of the operator Θl (resp. Θr ) in the space m
γ
p (resp. b
γ ). If this norm is less than 1, then the operator (I − Θl) (resp.
(I − Θr)) has a bounded inverse.
6. Main stability results
In this section we apply the W -method to study 2p-stability of the trivial solution of the homogeneous system to (4)
with respect to the initial function.
Theorem 6.1. Assume that there exist positive numbers ai(s, j), i = 1, . . . ,n, s ∈ N+ , j = −∞, . . . , s such that the coeﬃcients in (4)
satisfy∥∥Ai(s, j)∥∥ ai(s, j) (i = 1, . . . ,m, s ∈ N+, j = −∞, . . . , s)
P-almost everywhere,
∞∑
τ=0
−1∑
j=−∞
ai(τ , j) < ∞ (i = 1, . . . ,m)
and
c¯
def=
∞∑
τ=0
(
τ∑
j=0
a1(τ , j)h + chp
m∑
i=2
τ∑
j=0
ai(τ , j)h
1/2
)
< 1.
Then the trivial solution of the homogeneous system to (4) is 2p-stable with respect to the initial function.
Proof. We will use Theorem 5.1 and Lemma 4.4. Let Hi (i = 1, . . . ,m) stand for the columns of the matrix H ∈ ln . We deﬁne
the subspace b as follows
b =
{
H ∈ ln: ‖H‖b def=
∞∑
τ=0
(
E
∣∣H1(τ )∣∣2p) 12p + m∑
i=2
∞∑
τ=0
(
E
∣∣Hi(τ )∣∣2p) 12p < ∞
}
.
Let us prove that under the assumptions of the theorem the inequality
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j<0
E
∣∣ϕ( j)∣∣2p < ∞
implies that the stochastic process
f
def=
( −1∑
j=−∞
A21(·, j)ϕ( j), . . . ,
−1∑
j=−∞
A2m(·, j)ϕ( j)
)
,
constructed for the system (4), belongs to the space b and
‖ f ‖b  K sup
j<0
(
E
∣∣ϕ( j)∣∣2p)1/2p, (13)
where K is a positive number.
Then we have
‖ f ‖b =
∞∑
τ=0
(
E
∣∣∣∣∣
−1∑
j=−∞
A21(τ , j)ϕ( j)
∣∣∣∣∣
2p) 12p
+
m∑
i=2
∞∑
τ=0
(
E
∣∣∣∣∣
−1∑
j=−∞
A2i (τ , j)ϕ( j)
∣∣∣∣∣
2p) 12p

∞∑
τ=0
−1∑
j=−∞
(
E
(∥∥A21(τ , j)∥∥∣∣ϕ( j)∣∣)2p) 12p +
m∑
i=2
∞∑
τ=0
−1∑
j=−∞
(
E
(∥∥A2i (τ , j)∥∥∣∣ϕ( j)∣∣)2p) 12p

( ∞∑
τ=0
−1∑
j=−∞
a1(τ , j) + chp
m∑
i=2
∞∑
τ=0
−1∑
j=−∞
ai(τ , j)
)
sup
j<0
(
E
∣∣ϕ( j)∣∣2p) 12p .
Using again the assumptions of the theorem we get the estimate (13).
This estimate together with Lemma 4.4 yields the following result: if the pair (m2p,b) is admissible for the system (2)
corresponding to the system (4), then the trivial solution of the homogeneous system to (4) will be 2p-stable with respect
to the initial function.
To verify admissibility of the pair (m2p,b) for the system (2) we apply Theorem 5.1. First of all, we deﬁne the reference
equation (9) by setting
(Q x)(s) = (0,0, . . . ,0) for all s ∈ N+, x ∈ dn. (14)
Clearly, the pair (m2p,b) is admissible for this equation. In addition, we have the following representation of its solutions:
xg(s, x0) = x0 +
s−1∑
τ=0
g(τ )Z(τ ),
where Z(τ ) is deﬁned in (6).
Then
sup
s>0
(
E
∣∣xg(s, x0)∣∣2p) 12p  ‖x0‖kn2p +
∞∑
τ=0
(
E
∣∣g1(τ )∣∣2p) 12p h + m∑
i=2
∞∑
τ=0
(
E
∣∣∣∣∣
(τ+1)h)∫
τh
gi(τ )dBi(ξ)
∣∣∣∣∣
2p) 12p
 ‖x0‖kn2p +
∞∑
τ=0
(
E
∣∣g1(τ )∣∣2p) 12p h + chp
m∑
i=2
∞∑
τ=0
(
E
∣∣gi(τ )∣∣2p) 12p h 12
 ‖x0‖kn2p + K1‖g‖b,
where K1 = max{h, chph
1
2 }.
This proves that the pair (m2p,b) is admissible for the reference equation (9) where Q is deﬁned by (14). In addition,
we have for the chosen reference equation that the operator Θl has the following representation:
(Θlx)(s) =
s−1∑
τ=0
(V x)(τ )Z(τ ),
where (V x)(τ ) is given by
(V x)(τ ) =
(
τ∑
A21(τ , j)x( j), . . . ,
τ∑
A2m(τ , j)x( j)
)
j=0 j=0
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Z(τ ) =
(
h,
(τ+1)h∫
τh
dB2(ξ), . . . ,
(τ+1)h∫
τh
dBm(ξ)
)
.
A straightforward calculation gives the estimate ‖Θlx‖m2p  c¯‖x‖m2p . Indeed,
‖Θlx‖m2p 
∞∑
τ=0
τ∑
j=0
(
E
(∥∥A21(τ , j)∥∥∣∣x( j)∣∣2p)) 12p h + chp
m∑
i=2
∞∑
τ=0
τ∑
j=0
(
E
(∥∥A2i (τ , j)∥∥∣∣x( j)∣∣2p)) 12p h 12

∞∑
τ=0
τ∑
j=0
a1(τ , j)
(
E
∣∣x( j)∣∣2p) 12p h + chp
m∑
i=2
∞∑
τ=0
τ∑
j=0
ai(τ , j)
(
E
∣∣x( j)∣∣2p) 12p h 12p
 c¯‖x‖m2p .
As c¯ < 1, the continuous invertibility of the operator (I − Θl) :m2p →m2p is guaranteed. Therefore, the pair (m2p,b) is
admissible for the system (2) corresponding to the system (4), and the theorem is proved. 
In the next theorem we consider the case of ordinary difference equation, so that only stability with respect to initial
values needs to be studied. On the other hand, we will use a new reference equation which is a bit more sophisticated than
that in the previous theorem.
Theorem 6.2. Assume that the system (2) is scalar, Ai(s, j) = 0 for i = 1, . . . ,m, s ∈ N+ , j < s, and there exist numbers ai , i =
1, . . . ,m such that Ai(s, s) = ai , i = 1, . . . ,m for s ∈ N+ .
If now
−1< a1h < 0, chp
m∑
i=2
|ai| < −a1h1/2,
then the system (2) is m2p-stable.
Proof. In the reference equation (9) we put
(Q x)(s) = ((1+ a1h)x(s),0, . . . ,0)
for any x ∈ dn . Evidently, this equation is m2p-stable. On the other hand,
(Θlx)(s) = λs
s−1∑
τ=0
λ−τ−1(Kx)(τ ),
where λ = 1+ a1h and (Kx)(τ ) =∑mi=2 ai ∫ (τ+1)hτh dBi(ξ).
Let us now check that under the assumptions of the theorem ‖Θlx‖m2p  c˜‖x‖m2p , where
c˜
def= c
h
ph
1/2∑m
i=2 |ai|
1− λ < 1.
We have
‖Θlx‖m2p  sup
s∈N+
(
E
∣∣∣∣∣λs
s−1∑
τ=0
λ−τ−1(Kx)(τ )
∣∣∣∣∣
2p) 12p
 chp sup
s∈N+
λs
s−1∑
τ=0
λ−τ−1
m∑
i=2
|ai|h 12
(
E
∣∣x(τ )∣∣2p) 12p
 chph
1
2
m∑
i=2
|ai|‖x‖m2p sup
s∈N+
λs
s−1∑
τ=0
λ−τ−1
 chph
1
2
m∑
i=2
|ai|‖x‖m2p sup
s∈N+
s−1∑
τ=0
λs−τ−1
 c˜‖x‖m2p .
Therefore the operator (I − Θl) :m2p →m2p has a bounded inverse, and the proof is complete. 
1250 R. Kadiev, A. Ponosov / J. Math. Anal. Appl. 389 (2012) 1239–1250Remark 6.1. Under the assumptions of Theorem 6.2 one also can prove admissibility of certain pairs of spaces. In particular,
if the pair (m2p,b) is admissible for the reference equation from the proof of the theorem, then the same pair is admissible
for the studied equation.
Remark 6.2. In fact, it is not diﬃcult to show that under the assumptions of Theorem 6.2 the system (2) is mγ2p-stable,
where γ (s) = exp{βs} for some β > 0.
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