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Abstract
We consider the Laplacian R subject to Robin boundary conditions ∂u∂ν + βu = 0 on the space C(Ω),
where Ω is a smooth, bounded, open subset of RN . It is known that R generates an analytic contraction
semigroup. We show how this semigroup can be obtained from the Gaussian semigroup on C0(RN) via
a Trotter formula. As the main ingredient, we construct a positive, contractive, linear extension operator
Eβ from C(Ω) to C0(RN) which maps an operator core for R into the domain of the generator of the
Gaussian semigroup.
© 2009 Elsevier Inc. All rights reserved.
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1. Introduction
Let Ω ⊂ RN be a bounded, open set of class C∞ and let β ∈ C∞(∂Ω) be a non-negative
function. We consider the Laplacian R on Ω subject to Robin boundary conditions
∂u
∂ν
+ βu = 0 on ∂Ω. (1.1)
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(TR(t))t0 on the space C(Ω). The aim of this article is to show how TR(t) can be obtained
from the Gaussian semigroup (G0(t))t0 on C0(RN) via a Trotter product formula. More pre-
cisely, we construct a positive, contractive, linear extension operator Eβ : C(Ω) → C0(RN)
which maps an operator core for R into D(0), where 0 denotes the generator of (G0(t))t0.
Let R : C0(RN) → C(Ω) denote the restriction operator Ru = u|Ω . The mentioned properties of
Eβ turn out to be sufficient for
TR(t) = lim
n→∞
(
RG0
(
t
n
)
Eβ
)n
(1.2)
to hold in the strong operator topology of C(Ω) uniformly for t ∈ [0, t0] for every t0 > 0.
Defining the degenerate C0-semigroup SR(t) := EβTR(t)R on C0(RN) and the projection
E˜β := EβR, identity (1.2) can equivalently be stated as
SR(t) = lim
n→∞
(
E˜βG0
(
t
n
))n
= lim
n→∞
(
G0
(
t
n
)
E˜β
)n
, (1.3)
see Proposition 4.3. This slightly changes the point of view. The projection E˜β is a trivial example
of a degenerate semigroup, so (1.3) takes the form of Trotter’s formula, compare [23]. Kato
proved a very general Trotter formula in Hilbert spaces for sectorial forms [15,16] which also
covers the case of degenerate semigroups. Since then, a vast number of research articles on
Trotter formulae in Hilbert spaces have appeared. On the other hand, Trotter formulae in Banach
spaces (as in our article) have seldom been studied, though recently convergence in operator
norm has been examined by Cachia and Zagrebnov [5] and Blunck [4].
A particular special case of Trotter’s formula which has attracted some interest occurs when,
as in (1.3), one of the semigroups is a projection, see for example the articles of Arendt and
Batty [1] or Matolcsi and Shvidkoy [17,18]. The investigation of this situation has also been
strongly motivated by its physical interpretation, compare [10–12,14,19]. However, in these arti-
cles typically the space L2(Ω) and Dirichlet boundary conditions are considered. The important
difference to our setting is that in the case of Dirichlet boundary conditions in L2(Ω) one can
use the natural projection of L2(RN) onto L2(Ω). For Robin boundary conditions, however, it
is more delicate to find a suitable projection E˜β . In particular, we want E˜β to be contractive in
order to keep the Trotter products bounded.
The article is organized as follows. In Section 2 we recall some geometric facts and some
results about the Laplacian. In Section 3 we construct the extension operator Eβ related to the
Robin Laplacian and prove that it has the aforementioned properties. The main result is contained
in Section 4 where we prove formulae (1.2) and (1.3). Section 5 deals with the somewhat different
case of Dirichlet boundary conditions. Finally, Section 6 suggests an application of our result.
2. Notation and preliminary results
Let Ω be a smooth, bounded, open subset of RN . Here and in what follows, smooth always
means of class C∞. It is known that a neighborhood of ∂Ω can be decomposed into tangential
and normal coordinates. But for the sake of completeness and because we use certain features of
this decomposition later on, the following proposition recalls the precise statement of this fact.
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be arbitrary. After rotation Ω can locally at x0 be represented as the subgraph of a smooth
function ϕ : U → R (U ⊂ RN−1). We will apply such a rotation frequently without further notice
whenever we do calculations in local coordinates. Then
∂Ω ∩ V =
{(
z
ϕ(z)
) ∣∣∣ z ∈ U} (2.1)
for an open set V ⊂ RN . Thus z → ( zϕ(z)) is a bijection of an open subset of RN−1 onto a neigh-
borhood of x0 in ∂Ω . Using these mappings as charts we have made ∂Ω into a smooth manifold
whose topology is the one induced by RN . Let f be a map from ∂Ω to Rk . As usual, we say that
f is smooth if the representation f ∗ of f in local coordinates is smooth, i.e., if f ∗ : U → Rk
given by f ∗(z) = f ( zϕ(z)) is smooth for every chart. Similarly, f is called a diffeomorphism if
f ∗ is a diffeomorphism for every chart and if in addition f is injective.
Proposition 2.1. Let δ > 0 and consider
T : ∂Ω × (−δ, δ) → RN, (p, t) → p + tν(p).
If δ > 0 is small enough, then T is a smooth diffeomorphism onto a neighborhood of ∂Ω . Here
ν denotes the outwards pointing unit normal of Ω .
For the proof we need to write ν is local coordinates. It is easily checked that in a given chart
ν
(
z
ϕ(z)
)
=
∣∣∣∣
(−∇ϕ(z)
1
)∣∣∣∣−1
(−∇ϕ(z)
1
)
. (2.2)
Note, moreover, that for x0 ∈ ∂Ω we can always pick a neighborhood of x0 in ∂Ω such that after
a suitable rotation we have x0 =
( z0
ϕ(z0)
)
and ∇ϕ(z0) = 0. Here ϕ is as in (2.1). This means that
we can assume ν(x0) = eN , the N th unit vector in RN , without loss of generality.
Proof. We first check that T is a local diffeomorphism in local coordinates. For this, let x0 ∈ ∂Ω
be arbitrary and fix a chart at x0 such that x0 =
( z0
ϕ(z0)
)
and ∇ϕ(z0) = 0. The representation of T
in local coordinates is
T ∗ : U × (−δ, δ) → RN, (z, t) →
(
z
ϕ(z)
)
+ tν
(
z
ϕ(z)
)
. (2.3)
Using (2.2), we see that T ∗′(z0,0) = I . Now the inverse function theorem asserts that T ∗ and
hence T is a local diffeomorphism.
It remains to show that T is injective for small δ. We have already shown that for every
x ∈ ∂Ω there exist δx > 0 and an open neighborhood Ox of x in ∂Ω such that T is a smooth
diffeomorphism from Ox × (−δx, δx) onto a neighborhood of x in RN . Due to the compactness
of ∂Ω we can choose finitely many Oxi , i = 1, . . . ,m, which already cover ∂Ω . It is easily
proved by contradiction that we can find δ > 0 such that for every x ∈ ∂Ω there exists an index
k(x) ∈ {1, . . . ,m} with the property that B4δ(x) ∩ ∂Ω ⊂ Ox , where Br(a) denotes the openk(x)
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all i = 1, . . . ,m.
For this choice of δ, T is injective. To see this, assume T (y1, t1) = T (y2, t2) where y1, y2 ∈
∂Ω and t1, t2 ∈ (−δ, δ). Then
0 = ∣∣T (y1, t1)− T (y2, t2)∣∣ |y1 − y2| − (∣∣t1ν(y1)∣∣+ ∣∣t2ν(y2)∣∣) |y1 − y2| − 2δ.
This shows |y1 −y2| 2δ and thus y2 ∈ B4δ(y1), hence y1, y2 ∈ Oxk , k = k(y2). By construction,
T is injective on Ok × (−δ, δ), hence y1 = y2 and t1 = t2, proving the claim. 
Next we collect the definitions and some properties of the involved semigroups and their
generators for reference. Let β : ∂Ω → [0,∞) be a smooth function. The operator
D(R) :=
{
u ∈ H 1(Ω)∩ C(Ω)
∣∣∣u ∈ C(Ω),
∫
Ω
∇u∇ϕ +
∫
Ω
uϕ +
∫
∂Ω
uϕβ dσ = 0 for every ϕ ∈ H 1(Ω)
}
,
Ru := u
on C(Ω) is called the Laplacian with Robin boundary conditions (1.1).
A standard elliptic regularity result implies that D(R) ⊂ C1(Ω), see [13, Theorem 2.4.2.6].
However, D(R) is not contained in C2(Ω). In fact, a classical example of Sobolev [20, §22.2]
shows that there exist functions u ∈ H 2(R3) with compact support such that u ∈ C(RN) and
u /∈ C2(RN). But if a function u is in C2(Ω), then it is in D(R) if and only if (1.1) holds.
It is known that under the above assumptions R generates a compact, analytic, contractive
C0-semigroup TR(t) on C(Ω), see the proof of [24, Theorem 3.3].
Lemma 2.2. The set D := D(R) ∩ C∞(Ω) is an operator core for R , i.e., D is dense in
D(R) with respect to the graph norm.
Proof. Since R is the generator of a semigroup, the space
⋂
n∈ND(nR) is a core for R
[8, Proposition II.1.8]. Moreover,
R(1,R)
(
Hm(Ω)∩ C(Ω))⊂ Hm+2(Ω)
for every m ∈ N0 by the regularization properties of elliptic operators [13, Remark 2.5.1.2]. By
a standard Sobolev embedding theorem [9, Section 5.6],
D
(
nR
)= R(1,R)nC(Ω) ⊂ H 2n(Ω) ⊂ C2n−[N2 ]−1(Ω)
for all n > N4 . Letting n → ∞ we obtain the assertion. 
Let G2(t) denote the C0-semigroup on L2(RN) with generator
D(2) :=
{
u ∈ L2(RN ) ∣∣u ∈ L2(RN )},
2u := u.
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continuously to a positive, contractive C0-semigroup on C0(RN), denoted by G0(t). The gener-
ator of this semigroup is
D(0) :=
{
u ∈ C0
(
R
N
) ∣∣u ∈ C0(RN )},
0u := u.
We will refer to both semigroups as the Gaussian semigroup. For more details about the Gaussian
semigroup see for example [2, Chapter 3.7].
3. Extension operator
Let Ω be a smooth, bounded, open subset of RN and let β : ∂Ω → [0,∞) be a smooth
function. In this section we construct a positive, contractive, linear extension operator Eβ such
that EβD ⊂ D(0) where D is an operator core for R . For β = 0, the operator is similar to the
extension operator in [9, Section II.5.4].
For the whole section, let δ and T be as in Proposition 2.1. We start by fixing a “kinking
function” 
. First choose a function 
1 having the following properties.
(a) 
1 ∈ C∞([0,∞)× [0,∞)).
(b) 0 
1(γ, t) 1 for all γ, t  0.
(c) 
1(γ, t) = 0 for all t  δ2 and γ  0.
(d) 
1(γ,0) = 1 for all γ  0.
(e) ∂
∂t

1(γ,0) = −2γ for all γ  0.
(f) ∂2
∂t2

1(γ,0) = 4γ 2 for all γ  0.
Here ∂
∂t

1 denotes the partial derivative of 
1 with respect to the second argument. For example,
we may choose 
1(γ, t) := exp(−2γ t)χ(t) where χ is a smooth cut-off function such that χ = 1
in a neighborhood of 0. Now define 
 : ΩC → R to be

(x) :=
{

1(β(z), t), if x = T (z, t), 0 t < δ,
0, otherwise.
Note that 
 is well defined since T is injective, and it is smooth by construction.
Definition 3.1 (Reflection at the boundary). Let x ∈ T (∂Ω × (−δ, δ)), x = T (z, t). We call
x˜ := T (z,−t) the (orthogonal) reflection of x at the boundary ∂Ω . For a function u : Ω → R
we define the reflected function
u˜ : T (∂Ω × (0, δ))→ R, u˜(x) := u(x˜). (3.1)
We define the extension operator Eβ corresponding to β as
Eβ : C(Ω) → C0
(
R
N
)
, Eβu :=
{
u, on Ω,

u˜, on ΩC.
(3.2)
Here 
u˜ is defined to be 0 outside T (∂Ω × (0, δ)); note that 
 equals 0 in that region.
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erator, i.e., REβ = I , where R : C0(RN) → C(Ω), Ru := u|Ω .
Proof. Let u ∈ C(Ω). By property (d), the function Eβu is continuous on RN . Since it has
compact support, Eβu ∈ C0(RN). Positivity and contractivity follow from property (b). That Eβ
is a linear extension operator is obvious from (3.2). 
We now turn towards a more interesting property of Eβ : we prove that it maps the operator
core D := D(R)∩ C∞(Ω) into D(0). For this, we need several lemmata.
In the following we will adhere to the usual notation for normal derivatives, i.e., ∂g
∂ν
denotes
the directional derivative of g along the outwards pointing unit normal with respect to the domain
of definition of g. Note that for functions defined on ΩC this means that ∂g
∂ν
= −∇g · ν, where as
usual ν denotes the outwards pointing unit normal of Ω .
Lemma 3.3. Let u ∈ D. Then Eβu ∈ D(2) and (2(Eβu))|Ω = Ru.
Proof. The continuous function Eβu has compact support, hence Eβu ∈ L2(RN). Moreover,
Eβu is smooth on (∂Ω)C being the composition of smooth functions. Thus the function
f :=
{
u, on Ω,
(
u˜), on ΩC
is measurable and defined on all of RN aside from a set of measure zero. As u and 
u˜ are smooth
up to ∂Ω , f is bounded. Note that f vanishes outside a bounded set, hence f ∈ L2(RN).
It suffices to show that f = (Eβu) in the sense of distributions. For this we calculate the
(classical) normal derivative of 
u˜ using that u satisfies (1.1). For x ∈ ∂Ω we have
∂u˜
∂ν
(x) = − lim
h→0
u˜(x + hν(x))− u˜(x)
h
= − lim
h→0
u(x − hν(x))− u(x)
h
= −β(x)u(x)
and
∂

∂ν
(x) = − lim
h→0

(x + hν(x))− 
(x)
h
= − lim
h→0

1(β(x),h)− 
1(β(x),0)
h
= 2β(x).
This implies
∂(
u˜)
∂ν
(x) = 
(x)∂u˜
∂ν
(x)+ ∂

∂ν
(x)u˜(x) = ∂u
∂ν
(x)+ ∂

∂ν
(x)u(x) = β(x)u(x).
Now let ϕ ∈ D(RN) be an arbitrary test function. From the above calculations, the classical
Green formula [6, Section II.1.3] and 
u˜|∂Ω = u|∂Ω , we obtain∫
RN
(Eβu)ϕ =
∫
Ω
uϕ +
∫
ΩC

u˜ϕ
=
∫
uϕ +
∫
+
(
u
∂ϕ
∂ν
− ∂u
∂ν
ϕ
)
dσΩ (∂Ω)
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∫
ΩC
(
u˜)ϕ +
∫
(∂Ω)−
(

u˜
∂ϕ
∂ν
− ∂(
u˜)
∂ν
ϕ
)
dσ
=
∫
Ω
uϕ +
∫
ΩC
(
u˜)ϕ =
∫
RN
f ϕ,
where (∂Ω)+ is understood as the (oriented) boundary of Ω , whereas (∂Ω)− denotes the (ori-
ented) boundary of ΩC . This shows (Eβu) = f in the sense of distributions. 
The remaining calculations will be carried out in local coordinates, i.e., locally at a point
x0 = T ∗(z0,0) ∈ ∂Ω . To be precise, we work with the following functions which are defined in
a neighborhood of (z0,0):
u∗(z, t) := u(T ∗(z, t)), u˜∗(z, t) := u˜(T ∗(z, t)),
β∗(z) := β(T ∗(z,0)), 
∗(z, t) := 
(T ∗(z, t))= 
1(β∗(z), t).
Here T ∗ is as in (2.3). It is a very useful feature that the Laplacian is invariant under rotation.
Thus without loss of generality we can assume that ν(x0) = eN . Here and in the following,
en denotes the nth unit vector in RN .
Lemma 3.4. For n ∈ {1, . . . ,N},(
∂
∂xn
(
T ∗−1
))
(x0) = en,
(
∂2
∂x2n
(
T ∗−1
))
(x0) =
⎧⎨
⎩
( 0
− ∂2
∂z2n
ϕ(z0)
)
if n = N,
0 if n = N.
Proof. Due to the assumption ν(z0) = eN we have T ∗′(z0,0) = I as in the proof of Proposi-
tion 2.1. By the inverse function theorem,
(
T ∗−1
)′
(x) = (T ∗′(T ∗−1(x)))−1.
For the partial derivatives at x0 this means(
∂
∂xn
(
T ∗−1
))
(x0) = T ∗′(z0,0)−1en = Ien = en.
To calculate the second derivatives, we employ a differentiation rule for matrices, ddt (A(t)
−1) =
−A−1(t)A′(t)A−1(t):
(
∂2
∂x2n
(
T ∗−1
))
(x) =
(
∂
∂xn
(
T ∗′
(
T ∗−1(x)
))−1)
en
= −(T ∗′(T ∗−1(x)))−1( ∂ (T ∗′(T ∗−1(x))))(T ∗′(T ∗−1(x)))−1en.
∂xn
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∂
∂xn
(
tij
(
T ∗−1(x)
))= ∇tij (T ∗−1(x)) ·
(
∂
∂xn
(
T ∗−1
))
(x).
For x = x0 this yields
∂
∂xn
tij
(
T ∗−1(x0)
)= ∇tij (z0,0)en = ∂
∂zn
tij (z0,0),
where for notational simplicity we use zN as an alias for the variable t . Inserting this expression
into the above identity, we arrive at
(
∂2
∂x2n
(
T ∗−1
))
(x0) = −
(
∂
∂zn
tij (z0,0)
)
i,j=1,...,N
en
= −
(
∂
∂zn
tin(z0,0)
)
i=1,...,N
= − ∂
2
∂z2n
T ∗(z0,0).
In combination with formula (2.3) this finishes the proof. 
Lemma 3.5. Let f ∗ be the representation of a function f in local coordinates, i.e., f ∗(z, t) =
f (T ∗(z, t)). Then
∇f (x0) = ∇f ∗(z0,0),
f (x0) =
N−1∑
n=1
∂2
∂z2n
f ∗(z0,0)+ ∂
2
∂t2
f ∗(z0,0)− ∂
∂t
f ∗(z0,0)
N−1∑
n=1
∂2
∂z2n
ϕ(z0).
In particular,
∇
(x0) = (0 −2β(x0) ) , 
(x0) = 4β(x0)2 + 2β(x0)
N−1∑
n=1
∂2
∂z2n
ϕ(z0).
Proof. Differentiating f (x) = f ∗(T ∗−1(x)) we obtain
∂
∂xn
f (x) = (∇f ∗)(T ∗−1(x))( ∂
∂xn
(
T ∗−1
))
(x),
∂2
∂x2n
f (x) =
(
∂
∂xn
(
T ∗−1
))T
(x)Hf ∗
(
T ∗−1(x)
)( ∂
∂xn
(
T ∗−1
))
(x)
+ (∇f ∗)(T ∗−1(x))( ∂2
∂x2n
(
T ∗−1
))
(x),
where Hf ∗ = ( ∂2∂zi ∂zj f ∗)i,j=1,...,N denotes the Hessian matrix of f ∗. By using Lemma 3.4 and
summing up, we arrive at the desired formulae for x = x0.
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 we remark that 
∗(z,0) = 
(β(z),0) = 1 implies ∂
∂zn

∗(z0,0) = 0 (n =
1, . . . ,N − 1). On the other hand, the derivatives with respect to t equal
∂
∂t

∗(z0,0) = ∂
∂t

1
(
β∗(z0),0
)= −2β∗(z0) = −2β(x0),
∂
∂t2

∗(z0,0) = ∂
∂t2

1
(
β∗(z0),0
)= 4β∗(z0)2 = 4β(x0)2.
With this information, the formulae for 
 follow from the general formulae. 
Finally, it is easy to establish the relation between the derivatives of the function and its
reflection at the boundary in local coordinates. It suffices to observe that
u˜∗(z, t) = u˜(T (z, t))= u(T (z,−t))= u∗(z,−t).
From this we deduce the following formulae:
u˜∗(z, t) = u∗(z,−t),
∂
∂zn
u˜∗(z, t) = ∂
∂zn
u∗(z,−t), ∂
∂t
u˜∗(z, t) = − ∂
∂t
u∗(z,−t),
∂2
∂z2n
u˜∗(z, t) = ∂
2
∂z2n
u∗(z,−t), ∂
2
∂t2
u˜∗(z, t) = ∂
2
∂t2
u∗(z,−t).
Now we are ready to prove the continuity of the function (Eβu) at x0. Note that u as well
as (
u˜) have a continuous extension to ∂Ω .
Lemma 3.6. For every u ∈ D, u(x0) = (
u˜)(x0).
Proof. Note that
∂
∂t
u˜∗(z0,0) = − ∂
∂t
u∗(z0,0) = −∂u
∂ν
(x0) = β(x0)u(x0) = β(x0)u˜(x0).
We use the formulae of this section to obtain
(
u˜)(x0) = 
(x0)u˜(x0)+ 2∇
(x0) · ∇u˜(x0)+ 
(x0)u˜(x0)
= 4β(x0)2u˜(x0)+ 2β(x0)u˜(x0)
N−1∑
n=1
∂2
∂z2n
ϕ(z0)− 4β(x0) ∂
∂t
u˜∗(z0,0)
+
N−1∑
n=1
∂2
∂z2n
u˜∗(z0,0)+ ∂
2
∂t2
u˜∗(z0,0)− ∂
∂t
u˜∗(z0,0)
N−1∑
n=1
∂2
∂z2n
ϕ(z0)
=
N−1∑
n=1
∂2
∂z2n
u∗(z0,0)+ ∂
2
∂t2
u∗(z0, t)− ∂
∂t
u∗(z0,0)
N−1∑
n=1
∂2
∂z2n
ϕ(z0)
= u(x0),
i.e., the desired identity. 
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Theorem 3.7. Let Ω ⊂ RN be a smooth, open, bounded subset of RN and let β be a non-negative,
smooth function on ∂Ω . Then there exists a positive, contractive, linear extension operator
Eβ : C(Ω) → C0(RN) such that Eβ maps D into D(0), where D := D(R) ∩ C∞(Ω) is
the operator core for R as in Lemma 2.2.
Proof. Define Eβ by (3.2). Then Eβ is a positive, contractive, linear extension operator as seen in
Lemma 3.2. Let u ∈ D be arbitrary. It suffices to check that the distributional Laplacian (Eβu)
of Eβu is in C0(RN). It follows from Lemma 3.3 that (Eβu) is a function in L2(RN). The proof
of Lemma 3.3 provides as with an explicit formula for (Eβu). It follows from this formula and
Lemma 3.6 that (Eβu) is a continuous function on RN with compact support, hence a function
in C0(RN). This finishes the proof. 
We mention that the usual extension operator for Lipschitz domains as constructed for exam-
ple in [21, VI.§3, Theorem 5] fails one of the above properties, namely contractivity, and is thus
not suitable for the application in Section 4. In fact, no extension operator from C(Ω) to C0(RN)
having the property that C∞(Ω) is mapped into C∞(RN) can be contractive.
4. Semigroup approximation
In this section we prove that if Eβ : C(Ω) → C0(RN) is a contractive, linear extension op-
erator mapping an operator core D for R into D(0), then identity (1.2) holds true. Such an
operator exists, see Theorem 3.7. The tool we use for the proof is the following approximation
result for semigroups due to Chernoff.
Theorem 4.1. (See [8, Theorem III.5.2].) Let X be a Banach space. Consider a function
V : [0,∞) →L (X) satisfying V (0) = I and ‖V (t)‖ 1 for all t  0. Assume that
Ax := lim
h→0
V (h)x − x
h
(4.1)
exists for all x ∈ D ⊂ X, where D and (I −A)D are dense subspaces in X.
Then (A,D) is closable and A generates a contractive C0-semigroup T (t), which is given by
T (t)x = limn→∞(V ( tn ))nx for all x ∈ X and uniformly for t ∈ [0, t0], t0 > 0.
Theorem 4.2. Let Eβ : C(Ω) → C0(RN) be a contractive, linear extension operator which maps
an operator core D for R into D(0). Then
TR(t) = lim
n→∞
(
RG0
(
t
n
)
Eβ
)n
(4.2)
strongly on C(Ω) and uniformly on t ∈ [0, t0].
Proof. We apply Theorem 4.1 to X := C(Ω), V (t) := RG0(t)Eβ and A := R|D , the restriction
of R to D. It is clear that V (0) = I . Since R, G0(t) and Eβ are contractions, ‖V (t)‖ 1 for
every t  0. As R is the generator of a contraction semigroup on C(Ω) and D is an operator
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be fixed. By assumption we have Eβu ∈ D(0), hence
V (h)u− u
h
= RG(h)(Eβu)−Eβu
h
→ R0Eβu (h → 0)
by the definition of the infinitesimal generator. The function Eβu agrees with u on Ω , hence
R0Eβu equals u in the sense of distributions D(Ω)′. By definition this means Au = Ru =
R0Eβu. Because A = R generates TR(t), the claim follows from Theorem 4.1. 
Now let Eβ : C(Ω) → C0(RN) be any continuous, linear extension operator, let E˜β := EβR
and define SR(t) := EβTR(t)R for t  0. Then (SR(t))t0 is a degenerate C0-semigroup on
C0(RN), i.e., (SR(t))t0 is strongly continuous on [0,∞) and SR(s + t) = SR(s)SR(t) for all
s, t  0. In fact, SR(0) = E˜β , and (SR(t))t0 is a C0-semigroup on the range of Eβ . We show
that (1.2) and (1.3) are equivalent.
Proposition 4.3. The following assertions are equivalent, where every limit is in the strong op-
erator topology and uniformly for t ∈ [0, t0], t0 > 0:
(a) TR(t) = limn→∞(RG0( tn )Eβ)n.
(b) SR(t) = limn→∞(E˜βG0( tn ))n.
(c) SR(t) = limn→∞(G0( tn )E˜β)n.
Proof. Assume that (a) is true. The uniform convergence allows us to replace t on the right-hand
side by the sequence tn := ntn−1 → t , hence
TR(t) = lim
n→∞
(
RG0
(
t
n− 1
)
Eβ
)n−1
RG0
(
t
n− 1
)
Eβ = lim
n→∞
(
RG0
(
t
n− 1
)
Eβ
)n−1
,
where the latter identity follows from the fact that the product of strongly convergent sequences
converges strongly. As a consequence,
(
E˜βG0
(
t
n
))n
= Eβ
(
RG0
(
t
n
)
Eβ
)n−1
RG0
(
t
n
)
→ EβTR(t)RI = SR(t).
The other implications can be proved in an analogous manner. 
5. Dirichlet boundary conditions
Next we treat the Laplacian with Dirichlet boundary conditions D on a smooth, bounded,
open subset Ω of RN . Surprisingly, for proving a Trotter formula there arise new problems
compared to the previously treated case of Robin and Neumann boundary conditions, compare
Remark 5.1. This is the reason why we consider it worthwhile to treat this operator separately.
The Laplacian with Dirichlet boundary conditions defined by
D(D) :=
{
u ∈ C0(Ω)
∣∣u ∈ C0(Ω)}, Du := u
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to find an analogue of (1.2) or (1.3) for TD(t) and thus an appropriate extension operator E∞.
Because the Dirichlet boundary condition u = 0 on ∂Ω can be regarded to be the limit of (1.1)
as β → ∞, it is natural to pass to the limit β → ∞ in (3.2), hence arriving at
E∞ : C0(Ω) → C0
(
R
N
)
, E∞u :=
{
u on Ω,
0 on ΩC.
Note that we had to replace the space C(Ω) by C0(Ω) as we require E∞u to be continuous.
Unfortunately, replacing Eβ by E∞ in formula (1.2) is not suitable because the iteration scheme
does not remain in C0(Ω). However, formula (1.3) is well defined (and true) for L2(Ω). In fact,
L2(Ω) is a closed subspace of L2(RN) if we consider its functions to be extended by zero, and
the orthogonal projection onto this space is 1Ω . Thus, the analogue of formula (1.3) for Dirichlet
boundary conditions reads
TD,2(t)u = lim
n→∞
(
1ΩG2
(
t
n
))n
u in L2(Ω) for every u ∈ L2(Ω), (5.1)
where TD,2 denotes the C0-semigroup on L2(Ω) generated by the Dirichlet Laplacian. In fact,
(5.1) is true under very mild regularity assumptions on the boundary of Ω . A description of the
limit semigroup for arbitrary open domains can be found in [1, Theorem 5.3 and Proposition 7.1],
whereas [3] contains characterizations of domains for which (5.1) holds.
Remark 5.1. It is surprising that even for a smooth domain (5.1) cannot be proved using Cher-
noff’s product formula as in Section 4. In fact, to use the same approach we need that an operator
core D for the Dirichlet Laplacian D,2 on L2(Ω) is contained in D(2). Assume to the
contrary that this were the case. Then E : L2(Ω) → L2(RN) maps D into D(2), where the ex-
tension operator E extends functions by zero. Since ‖Eu‖2 = ‖u‖2 and ‖2(Eu)‖2 = ‖D,2u‖2
for all u ∈ D, we get that E˜ : D → D(2) is bounded, where E˜ is the restriction of E to D and
where both spaces carry the graph norm. Hence E˜ extends to a bounded operator from D(D,2)
into D(2), and it follows that E˜u = Eu for every u ∈ D(D,2). But a function u ∈ D(D,2)
satisfies Eu ∈ D(2) if and only if ∂u∂ν = 0 on ∂Ω . However, there are functions in D(D,2) and
even in C0(Ω)∩ C∞(Ω) with non-vanishing normal derivative. This is a contradiction.
Despite the aforementioned problems, it is possible to obtain a result for Dirichlet boundary
conditions in the spirit of Section 4. For this, we need to replace 1Ω by a sequence of smooth
cut-off functions. But we have to assure that they exhaust Ω sufficiently fast. To give the precise
condition, we need the following lemma.
Lemma 5.2. Let Ω be a smooth, bounded, open subset of RN . Then every natural number m> N2
has the following property. Given t > 0, we can find a neighborhood Ut of ∂Ω such that
∣∣u(x)∣∣ t2∥∥(I −D)mu∥∥∞
for every x ∈ Ω ∩Ut and every u ∈ D(m).D
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kernel kt ∈ C0(Ω×Ω) which is dominated by the Gaussian kernel [7, Sections 3.2, 4.6, and 5.2].
Let m> N2 be fixed. Then also (I − D)−m is a positive kernel operator with the non-negative,
symmetric kernel k ∈ C0(Ω ×Ω)
k(x, y) =
∞∫
0
sm−1
(m− 1)! e
−s ks(x, y)ds,
see [8, Corollary 2.1.11]. Using compactness of Ω and ∂Ω we deduce that for any ε > 0 there
exists a neighborhood Sε of ∂Ω such that x ∈ Ω ∩ Sε implies k(x, y) ε for all y ∈ Ω . Define
Ut := Sε , where ε := t2|Ω| .
Now fix u ∈ D(mD) and define v := (I −D)mu ∈ C0(Ω). For x ∈ Ω ∩Ut , i.e., x ∈ Ω ∩ Sε ,
we obtain
∣∣u(x)∣∣ ∫
Ω
k(x, y)
∣∣v(y)∣∣dy  ε|Ω|‖v‖∞ = t2∥∥(I −D)mu∥∥∞.
This concludes the proof. 
We have already explained why we cannot use E∞ as an extension operator. Instead, we
choose
ED : C0(Ω) → C0
(
R
N
)
, EDu :=
{
u, on Ω,
−
u˜, on ΩC,
which is similar to (3.2). Here 
 denotes a cut-off function that equals 1 near ∂Ω . Using the
same ideas as in Section 3 it can be shown that ED is a contractive extension operator that
maps D(D) ∩ C∞(Ω) into D(0). In fact, the main difference to Section 3 is that we know
u ∈ C0(Ω) for u ∈ D(D) which makes it easy to check the continuity of (EDu).
Now let m > N2 be fixed. Choose a family (Ut )t>0 as in Lemma 5.2. We can assume that Ut
is decreasing and
⋂
t>0 Ut ∩ Ω = ∂Ω . For every t > 0 we fix a cut-off function χt ∈ C0(Ω)
satisfying 0  χt  1 and χt (x) = 1 for x ∈ Ω \ Ut . For convenience, define χ0 := 1Ω . To
simplify notation, we use the multiplication operator χt also as an operator from C0(RN) to
C0(Ω) and χ0 also as the restriction from C0(RN) to C(Ω).
We remark that in view of the kernel of TD(t) (t > 0) being strictly positive in the interior of
Ω due to the strong maximum principle, it can be seen that for every compact set K ⊂ Ω there
exists t0 > 0 such that Ut and K are disjoint whenever t < t0, implying that χt → 1Ω pointwise
as t → 0. In this sense, the next result is another flavor of formula (5.1).
Theorem 5.3. Let m ∈ N and (χt )t0 be as above. Then
TD(t)u = lim
n→∞
(
χ t
n
G0
(
t
n
)
ED
)n
u
for every u ∈ C0(Ω) uniformly on [0, t0] for every t0 > 0.
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V (t) : C0(Ω) → C0(Ω), u → χtG0(t)EDu.
The properties V (0) = I and ‖V (t)‖ 1 for t  0 are obvious. Define D := D(mD)∩ C∞(Ω),
which is a core for D . This choice makes the density conditions automatic once we have shown
that the limit operator is D .
It only remains to check (4.1). For this, let u ∈ D. Then∥∥∥∥V (t)u− ut −Du
∥∥∥∥∞ =
∥∥∥∥χtG0(t)EDu− ut −Du
∥∥∥∥∞

∥∥∥∥χt
(
G0(t)EDu−EDu
t
−Du
)∥∥∥∥∞
+
∥∥∥∥χtEDu− ut
∥∥∥∥∞ + ‖χtDu−Du‖∞.
We estimate the three summands separately as t → 0. Since χt  1, EDu ∈ D(0) and
0(EDu) = Du on Ω , the first expression tends to zero. The third term can be estimated
by supx∈Ut |Du(x)| using that χt = 1 on Ω \ Ut . This expression tends to zero because
Du ∈ C0(Ω). The second summand can be estimated according to the choice of Ut . We obtain∥∥∥∥χtEDu− ut
∥∥∥∥∞ =
1
t
‖χtu− u‖∞  1
t
sup
x∈Ut
∣∣u(x)∣∣ t∥∥(I −D)mu∥∥∞ → 0
as t → 0. Together, these three estimates show that the remaining assumption of Theorem 4.1 is
fulfilled. This completes the proof. 
6. Applications
Let Ω be a smooth, bounded, open subset of RN and let β : ∂Ω → [0,∞) be a smooth
function. We consider the (autonomous, homogeneous) diffusion equation⎧⎪⎨
⎪⎩
ut = u, on (0,∞)×Ω,
∂u
∂ν
(t, z) = −β(z)u(t, z), for t > 0 and z ∈ ∂Ω,
u(0, x) = u0(x), for x ∈ Ω,
(6.1)
subject to Robin boundary conditions. Here u0 ∈ C(Ω) is an arbitrary initial function. Typically
one considers the unique mild solution u(t) := TR(t)u0 to be the right notion for a solution
of (6.1), see for example [8, Section II.6].
If we want to calculate this solution numerically, a typical question is how to handle the
boundary conditions. For simplicity, assume that Ω = (0,1) and that we want to apply an explicit
finite difference method. Then one replaces the derivatives ut and uxx by appropriate difference
quotients and successively calculates approximations u(tn, xj ) of the exact solution u(t, x) by
the relation
u(tn+1, xj )− u(tn, xj ) = u(tn, xj+1)− 2u(tn, xj )+ u(tn, xj−1) ,
k h2
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this does not work for the calculation of u(tn+1,0) and u(tn+1,1) because u(tn,−h) and
u(tn,1 +h) are not defined. For Dirichlet boundary conditions, one usually assigns u(tn,−h) :=
u(tn,1 + h) := 0. On the other hand, for Neumann boundary conditions the solution is less obvi-
ous. One common technique is to use the auxiliary values
u(tn,−h) := u(tn, h) and u(tn,1 + h) := u(tn,1 − h), (6.2)
which comes from a second order accurate approximation of the derivative at the boundary,
compare [22, Section 8.3].
The operator E0, i.e., Eβ for β = 0, as defined in (3.2) is the natural space-continuous ana-
logue to (6.2). Thus the right-hand side of formula (1.2) reflects the iteration scheme we have
described for discrete time, but in continuous space. In this sense, Theorem 4.2 shows that the
numerical approach converges to the exact solution TR(t)u0 as k → 0. This justifies (6.2) for
Neumann boundary conditions from a semigroup perspective. Moreover, our result immediately
provides an extension of this numerical scheme to general Robin boundary conditions with the
same convergence result.
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