Abstract. Using the hierarchy of weakly null sequences introduced in [2], we introduce two new families of operator classes. The first family simultaneously generalizes the completely continuous operators and the weak Banach-Saks operators. The second family generalizes the class DP. We study the distinctness of these classes, and prove that each class is an operator ideal. We also investigate the properties possessed by each class, such as injectivity, surjectivity, and identification of the dual class. We produce a number of examples, including the higher ordinal Schreier and Baernstein spaces. We prove ordinal analogues of several known results for Banach spaces with the Dunford-Pettis, hereditary Dunford-Pettis property, and hereditary by quotients Dunford-Pettis property. For example, we prove that for any 0 ξ, ζ < ω 1 , a Banach space X has the hereditary ω ξ , ω ζ -Dunford Pettis property if and only if every seminormalized, weakly null sequence either has a subsequence which is an ℓ ω 
Introduction
In [12] , Dunford and Pettis showed that any weakly compact operator defined on an L 1 (µ) space must be completely continuous (sometimes also called a Dunford-Pettis operator). In [14] , Grothendieck showed that C(K) spaces enjoy the same property. That is, any weakly compact operator defined on a C(K) domain is also completely continuous. Now, we say a Banach space X has the Dunford-Pettis property provided that for any Banach space Y and any weakly compact operator A : X → Y , A is completely continuous. A standard characterization of this property is as follows: X has the Dunford-Pettis Property if for any weakly null sequences (x n ) lim n y * n (Ax n ) = 0. This class of operators has been denoted in the literature by DP, although it is not to be confused with the class of Dunford-Pettis operators, V. Then the Banach space X has the Dunford-Pettis property if and only if I X ∈ DP.
By the well-known Mazur lemma, if X is a Banach space and (x n ) ∞ n=1 is a weakly null sequence in X, then (x n ) ∞ n=1 admits a norm null convex block sequence. Of course, the simplest form of convex block sequences would be one in which all coefficients are equal to 1, in which case the convex block sequence of (x n ) ∞ n=1 is actually a subsequence. The next simplest form of a convex block sequence is a sequence of Cesaro means. A property of significant interest is whether the sequence (x n ) ∞ n=1 has a subsequence (or whether every subsequence of (x n ) ∞ n=1 has a further subsequence) whose Cesaro means converge to zero in norm. A weakly null sequence having the property that every subsequence has a further subsesquence whose Cesaro means converge to zero in norm is sometimes called uniformly weakly null. Schreier [17] produced an example of a weakly null sequence which is not uniformly weakly null. More generally, there is a hierarchy of weak nullity fully elucidated by Argyros, Merkourakis, and Tsarpalilas [2] indexed by countable ordinals. As described above, norm null sequences are 0-weakly null, uniformly weakly null sequences are 1-weakly null, and for every countable ordinal ξ there exists a weakly null sequence which is ξ-weakly null and not ζ-weakly null for any ζ < ξ. By convention, we establish that a sequence is said to be ω 1 -weakly null if it is weakly null. Consistent with this convention is the fact that for any 0 ξ ζ ω 1 , every sequence which is ξ-weakly null is ζ-weakly null. The ordinal quantification assigns to a given weakly null sequence some measure of how complex the convex coefficients of a norm null convex block sequence must be. This yields a natural generalization of the class DP. Given an operator A : X → Y , rather than asking that every weakly null sequence in (x n ) ∞ n=1 ⊂ X and any weakly null sequence (y * n ) ∞ n=1 ⊂ Y * , lim n y * n (Ax n ) = 0, we may instead only require the weaker condition that every pair of sequences (x n ) ∞ n=1 ⊂ X, (y * n ) ∞ n=1 ⊂ Y * which are "very" weakly null, lim n y * n (Ax n ) = 0. Formally, for any 0 ξ, ζ ω 1 , we let M ξ,ζ denote the class of all operators A : X → Y such that for every ξ-weakly null (x n ) ∞ n=1 ⊂ X and every ζ-weakly null (y * n ) ∞ n=1 ⊂ Y * , lim n y * n (Ax n ) = 0. We let M ξ,ζ denote the class of all Banach spaces X such that I X ∈ M ξ,ζ . Then DP = M ω1,ω1 and M ω1,ω1 is the class of all Banach spaces with the Dunford-Pettis property. Note that every operator lies in DP ξ,ζ when min{ξ, ζ} = 0, since 0-weakly null sequences are norm null. Thus we are interested in studying the classes M ξ,η only for 0 < ξ, ζ. Furthermore, one may ask for a characterization, as one does with the Dunford-Pettis property, of Banach spaces all of whose subspaces, or all of whose quotients, enjoy a given property (in our case, membership in M ξ,ζ ). We note that the classes M 1,ω1 were introduced and studied in [15] , while the classes M ω1,ξ , were introduced and studied in [1] . The study of classes of operators with these weakened Dunford-Pettis conditions rather than spaces with these conditions is new to this work. Along these lines, we have the following results. In addition to generalizations of the Dunford-Pettis property, one may use the quantified weak nullity to generalize other classes of operators. Two classes of interest are the classes V of completely continuous operators and wBS of weak Banach-Saks operators. Also of interest are the associated space ideals V of Schur spaces and wBS of weak Banach-Saks spaces. The concepts behind these classes are that weakly null sequences are mapped by the operator to sequences which are "very" weakly null (completely continuous operators send weakly null sequences to 0-weakly null sequences, and weak Banach-Saks operators send weakly null sequences to 1-weakly null sequences). In [10] , the notions of ξ-completely continuous operators and ξ-Schur Banach spaces were introduced. These notions are weakenings of the notions of completely continuous operators and Schur Banach spaces, respectively. An operator is ξ-completely continuous if it sends ξ-weakly null sequences to norm null (0-weakly null) sequences. Heuristically, this is an operator which sends sequences which are "not too bad" to sequences which are "good." In [3] , the notion of ξ-weak BanachSaks was introduced. An operator is ξ-weak Banach-Saks if it sends weakly null sequences to ξ-weakly null sequences. Heuristically, this is an operator which sends any weakly null sequence, regardless of how "bad" it is, to sequences which are "not too bad." Of course, there is a simultaneous generalization of both of these notions. For 0 ζ < ξ ω 1 , we let G ξ,ζ denote the class of operators which send ξ-weakly null sequences to ζ-weakly null sequences. Along these lines, we prove the following.
Theorem 1.2. For every 0
ζ < ξ ω 1 , G ξ,ζ is a closed, injective ideal which fails to be surjective or symmetric. These ideals are distinct.
We also recall the stratification (W ξ ) 0 ξ ω1 of the weakly compact operators. The class W ξ is called the class of ξ-Banach-Saks operators. We recall the basic facts of these classes and basic facts about operator classes, including the quotients A • B −1 and B −1 • A, in Section 3. We note that W 0 is the class of compact operators, also denoted by K. The class of weakly compact operators is denoted by W and W ω1 , and W 1 denotes the class of Banach-Saks operators. It is a well-known identity regarding completely continuous operators that V = K • W −1 . It is also standard that
Rewriting theses identities using the ordinal notation for these classes gives
and
ω1 . We generalize these identities in the following theorem. 
The appearance of W dual ξ , rather than simply W ξ as it appeared in the identities preceding the theorem are due to the fact that W 0 = K = K dual = W dual 0
and W ω1 = W = W dual = W ω1 , while W ξ = W dual ξ for 0 < ξ < ω 1 . This duality is known to fail for all 0 < ξ < ω 1 . The failure for ξ = 1 is the classical fact that the Banach-Saks property is not a self-dual property, while the 1 < ξ < ω 1 cases are generalizations of this.
We say Banach space X is hereditarily M ξ,ζ if for every every closed subspace Y of X, Y ∈ M ξ,ζ . We say X is hereditary by quotients M ξ,ζ if for every closed subspace Y of X, X/Y ∈ M ξ,ζ . In Section 2, we define the relevant notions regarding ℓ ξ 1 and c ζ 0 -spreading models. We also adopt the convention that a sequence which is equivalent to the canonical c 0 basis will be called a c ω1 0 -spreading model. We summarize our results regarding these hereditary and spatial notions in the following theorem. We note that item (i) of the following theorem generalizes a characterization of the hereditary Dunford-Pettis property due to Elton, as well as a characterization of the hereditary ζ-Dunford-Pettis property defined by Argyros and Gasparis. 
We also study three space properties related to the ξ-weak Banach-Saks property, modifying a method of Ostrovskii [16] . In [16] , it was shown that the weak Banach-Saks property is not a three-space property. Our final theorem generalizes this. In our final theorem, wBS ξ denotes the class of Banach spaces X such that I X ∈ wBS ξ . 
<N , we define
for some r s. In this case, we say E is an initial segment of F . For E, F ⊂ N, we write E < F to mean that either E = ∅, F = ∅, or max E < min F . Given n ∈ N and E ⊂ N, we write n E (resp. n < E) to mean that n min E (resp. n < min E).
We say
iii) spreading if whenever E ∈ G and F is a spread of E, F ∈ G, (iv) regular if it is compact, hereditary, and spreading.
Let us also say that G is nice if
Let us briefly explain why these last two properties are desirable. We wish to create norms on c 00 of the form ∞ n=1 a n e n F = sup{ n∈F |a n | : F ∈ F }.
In order for this to be a norm and not just a seminorm, we require that (1) ∈ F. The last condition is because we wish to have the property that any M ∈ [N] can be uniquely decomposed into sets F 1 < F 2 < . . ., where each F n ∈ M AX(F ). If F is compact and M ∈ [N], then there exists a largest (with respect to inclusion) F which is an initial segment of M and which lies in F , but this F need not be a maximal member of F . To see why, let
This is compact, spreading, and hereditary, but the largest initial segment of the set M = (1, 3, 4, . . .) which lies in F is (1), which is not a maximal member of F . If M ∈ [N] and if F is nice, then there exists a unique, finite, non-empty initial segment of M which lies in M AX(F ). We let M F denote this initial segment. We now define recursively
is the unique partition of M into successive sets which are maximal members of F .
If F is nice and M ∈ [N], then there exists a partition
of those members of L which are not relatively isolated in L. We define by transfinite induction the higher order transfinite derivatives of L by
We recall that K is said to be scattered if there exists an ordinal ξ such that K ξ = ∅. In this case, we define
We agree to the convention that ξ < ∞ for all ordinals ξ, and therefore CB(K) < ∞ simply means that CB(K) is an ordinal, and K is scattered. For each n ∈ N ∪ {0}, we let A n = {E ∈ [N] <N : |E| n}. It is clear that A n is regular. Also of importance are the Schreier families, (S ξ ) ξ<ω1 . We recall these families. We let
and if ξ < ω 1 is a limit ordinal, there exists a sequence ξ n ↑ ξ such that
and (ξ n ) ∞ n=1 has the property that for any n ∈ N, S ξn+1 ⊂ S ξn+1 . The existence of such families with the last indicated property is discussed, for example, in [9] . With the fact that S ξn+1 ⊂ S ξn+1 ⊂ S ξn+1+1 , and equivalent, useful way of representing these sets is
Sometimes for convenience, we simply represent
where ζ n = ξ n + 1. In each instance, we use the notation which is most convenient. Given two non-empty regular families F , G, we let
The following facts are collected in [9] .
Proposition 2.1. (i) For any non-empty regular families
Item (vi) is sometimes referred to as the almost monotone property.
Lemma 2.2. Fix a countable ordinal γ.
(
, G ∈ S δ , and
Remark 2.3. Both parts of Lemma 2.2 are strengthenings of Proposition 2.1.
Proof.
For both (i) and (ii), we induct on δ.
(i) For δ = 0, we can simply take M = L. Now suppose that the result holds for δ and L ∈ [N] is fixed. By the inductive hypothesis, there exists M ∈ [L] such that for any (n i )
. ., ∅ = E i ∈ S γ , and ∅ = G ∈ S γ+1 . Let k = min G and note that we may write
be the sequences such that
Now let us choose natural numbers p 1 < p 2 < . . . and q 1 < q 2 < . . . such that γ + δ n < β pn and if q n E ∈ S γ+δn , E ∈ S βp n . By the inductive hypothesis, we may fix
. . with ∅ = E i ∈ S γ , and each G ∈ S δn , ∪ i∈G E ni ∈ S γ+δn . Since each M n may be taken to lie in any infinite subset of M n−1 , we may also assume that min M n max{p n , q n } for all n ∈ N. Now write
of (m i ) i∈E . Thus if we verify the conclusion when (n i )
. For δ = 0, we may simply take M = L. Suppose the result holds for δ and fix
and recall that S δn+1 ⊂ S δn+1 for all n ∈ N. Choose natural numbers p 1 < p 2 < . . ., q 1 < q 2 < . . . such that for all n ∈ N, β n γ + δ pn and q n E ∈ S βn implies E ∈ S γ+δp n . Recursively select
, and we may write
and note that m k G and |G| 
ℓ
Here, abs co(x n : n ∈ F ) = n∈F a n x n :
We say that a sequence (
If F = S ξ , we write ℓ Note that for a regular family F , the spreading property of F yields that for any k 1 < k 2 < . . .,
so that any subsequence of an ℓ is a ξ-weakly null sequence in the Banach space X, then there exist sets F 1 < F 2 < . . ., F n ∈ S ξ , and positive scalars (a i ) i∈∪ ∞ n=1 Fn such that for each n ∈ N, i∈Fn a i = 1, and such that lim n i∈Fn a i x i = 0. We will use this fact often. However, we will also often need a technical fact which states that the coefficients (a i ) i∈Fn can come from the repeated averages hierarchy. We make this precise below.
Let P denote the set of all probability measures on N. We treat each member P of P as a function from N into [0, 1], where P(n) = P({n}). We let supp(P) = {n ∈ N : P(n) > 0}. Given a nice family P and a subset P = {P M,n : M ∈ [N], n ∈ N} of P, we say (P, P) is a probability block provided that
Remark 2.4. It follows from the definition of probability block that for any
∞ n=1 and for any s ∈ N and M, N ∈ N, and r 1 < . . . < r s such that ∪ s i=1 supp(P M,ri ) is an initial segment of N , then P N,i = P M,ri for all 1 i s. This was proved in [10] .
Suppose we have probability blocks (P, P), (Q, Q). We define a collection Q * P such that (Q * P, Q[P]) is a probability block. Fix M ∈ N and for each n ∈ N, let l n = min supp(P M,n ) and
In [2] , the repeated averages hierarchy was defined. This is a collection S ξ , ξ < ω 1 , such that (S ξ , S ξ ) is a probability block for every ξ < ω 1 . We will denote the members of
For ξ < ω 1 , we say a probability block (P, P) is ξ-sufficient provided that for any L ∈ [N], any ε > 0, and any regular family G with
It was shown in [2] that (S ξ , S ξ ) is ξ-sufficient.
The following facts were shown in [10] . Item (ii) was shown in [2] in the particular case that (P, P) = (S ξ , S ξ ).
Theorem 2.5. (i) For
Remark 2.6. Since for each ξ < ω 1 , at least one ξ-sufficient probability block (P, P) with CB(P) = ω ξ + 1 exists, item (ii) of the preceding theorem yields that if X is a Banach space and (
is also ξ-weakly null. This generalizes to sums of any number of sequences. The importance of this fact, which we will use often throughout, is that if
⊂ X is a ξ-weakly null sequence, then for any ε > 0, there exist F ∈ S ξ and positive scalars (a i ) i∈F such that i∈F a i = 1 and for each 1 k l,
That is, there one choice of F and (a i ) i∈F such that the corresponding linear combinations of the l different sequences are simultaneously small.
Note that the preceding implies that for two Banach spaces X, Y and ξ-weakly null sequences (
⊂ Y , for any ε > 0, there exist F ∈ S ξ and positive scalars (a i ) i∈F summing to 1 such that
This is because the sequences (x n , 0)
Remark 2.7. Let X be a Banach space and let (x n ) ∞ n=1 be ξ-weakly null. Let (P, P) be ξ-sufficient with CB(P) = ω ξ + 1. Then by Theorem 2.5(ii), we may recursively select
. By the permanence property mentioned in Remark 2.4,
Before proceeding to the following, we recall that for M ∈ [N] and a regular family F , we let M | F denote the maximal initial segment of M which lies in 
By passing to a subsequence, we may assume (
<N and for any scalars (a n ) n∈F with |a n | 1,
, this yields the appropriate upper estimates to deduce that ( 
Therefore we have shown that sup{
(ii) For each n ∈ N, let
:
It is evident that V n is closed, and in fact M → i∈M|F x i is locally constant on [N] . By the Ramsey theorem, we may select
For ordinals ξ, ζ < ω 1 and any
. From this it follows that for a given sequence (
This fact will be used throughout to deduce that if (
-spreading model (or has a subsequence which is an ℓ ζ+ξ 1 -spreading model), then there exists a subsequence of (x n ) ∞ n=1 which is an ℓ
has a subsequence which is a c ζ+ξ 0 -spreading model, then it has a subsequence which is a c Proof. (i) We first assume sup n x n = 1. By passing to a subsequence, we may assume without loss of generalilty that
It follows from the second sentence that ε inf{ Ay : F ∈ S β , y ∈ abs co(y n : n ∈ F )}.
That is, (Ay
and note that
, which is a subset of a member of S γ . Therefore, for any n ∈ N,
Since lim n S γ T,n (s q k n−1 +1 ) = 0, these inequalities yield a contradiction for sufficiently large n.
(ii) We may assume without loss of generality that
<N , i∈Hn x i > n. We claim that for any
∞ n=1 fails to have a subsequence which is a c γ 0 -spreading model. In order to prove this, it is sufficient to prove that ( i∈Fn x i ) ∞ n=1 is not a c γ 0 -spreading model. To see this, simply observe that if
<N and ( i∈Fr n x i ) ∞ n=1 is a c γ 0 -spreading model, this contradicts the previous sentence, since
<N . Seeking a contradiction, suppose that sup{ n∈E i∈Fn
F sj , and these numbers are uniquely determined by the property that (min F sj ) kn j=kn−1+1 ∈ M AX(S γ ). As is now familiar, we note that for each n ∈ N, E n := (s j ) kn kn−1+2 is a spread of a subset (min F sj ) kn−1 j=kn−1+1 , whence E n ∈ S γ . We note that for each n ∈ N,
This is a contradiction for sufficiently large n.
Schreier and Baernstein spaces.
If F is a nice family, we let X F denote the completion of c 00 with respect to the norm
In the case that F = S ξ , we write · ξ in place of · S ξ and X ξ in place of X S ξ . The spaces X ξ are called the Schreier spaces. Note that X 0 = c 0 isometrically. Given 1 < p < ∞ and a nice family F , we let X F ,p be the completion of c 00 with respect to the norm
For convenience, we let X ξ,p and · ξ,p denote X S ξ ,p and · S ξ ,p , respectively. We also let X ξ,∞ denote X ξ .
Remark 2.10. The Schreier families S ξ , ξ < ω 1 , possess the almost monotone property, which means that for any ζ < ξ < ω 1 , there exists m ∈ N such that if m E ∈ S ζ , then E ∈ S ξ . From this it follows that the formal inclusion I : X ξ → X ζ is bounded for any ζ ξ < ω 1 . In fact, there exists a tail subspace [e i : i m] of X ξ such that the restriction of I : [e i : i m] → X ζ is norm 1. We will use this fact throughout. It is also obvious that the formal inclusion from X ξ,p to X ζ,p is bounded for any ζ ξ < ω 1 , as is the inclusion from X ξ,p to X ξ,q whenever p < q ∞. Combining these facts yields that the formal inclusion from X ξ,p to X ζ is bounded whenever ζ ξ. Furthermore, the adjoints of all of these maps are also bounded.
The following collects known facts about the Schreier and Baernstein spaces. Throughout, we let · ξ,p denote the norm of X ξ,p as well as its first and second duals. Theorem 2.11. Fix ξ < ω 1 and 1 < p ∞. 
iii) The basis of X ξ,p is boundedly-complete (and X ξ,p is reflexive) if and only if
Moreover 
t , w t 0, and t∈I w t = 1. Therefore it suffices to show that
Proposition 2.13. Fix 0 γ, δ < ω 1 , and 1 < p ∞.
γ is weakly null and satisfies lim inf
is weakly null in X γ+δ,p , and for every β < γ, lim n x n β = 0. Then every subsequence of (x n ) ∞ n=1 has a further subsequence which is dominated by a subsequence of the X δ,p basis.
has a subsequence which dominates the X δ,p basis.
Proof. (i) By passing to a subsequence, we may assume that (x * n ) ∞ n=1 is a block sequence and sup n x * n < C 1 < C. By scaling, we may assume C 1 = 1. For each n ∈ N, let S n = supp(x * n ). For each n ∈ N, it follows from convexity and compactness arguments that for each n ∈ N, there exist
. By Lemma 2.2, there exist n 1 < n 2 < . . . such that for any G ∈ S δ and E 1 < E 2 < . . ., E i ∈ S γ , ∪ i∈G E ni ∈ S γ+δ . Now we conclude that for each G ∈ S δ , n∈G x * n γ+δ C 1 = 1 using the facts contained in Remark 2.12. (ii) By perturbing and scaling, we may assume (
By relabeling, we may assume k n = n. Now by Lemma 2.2, we may fix (n i )
If γ = 0, we can take each E i to be a singleton. By omitting any superfluous E i and relabeling, we may assume that for each 1 i d, there exists j such that E i x j = 0.
As the following estimates involve many definitions, we say a word before proceeding. For each E i , our choice of the sequence (x i ) ∞ i=1 will yield that E i x l ℓ1 will be essentially negligible for all vectors except the first one whose support E i intersects. Moreover, of all of the sets E i which intersect the support of x l , since the sets are successive, at most one of the sets can intersect the support of a later vector, so we can control the number of negligible pieces. For each 1 i d, let j i = min{l :
Furthermore, since E sj x j = 0, E sj ∈ S γ with min E sj m j . If γ is a limit ordinal, then E sj ∈ S γm j , which means that for any k > j,
If γ is a successor, then γ = γ mj + 1 and min
In the case γ = 0, each E i is a singleton, so we have the trivial estimate that for i ∈ S j and l > j, E i x l = 0. Therefore in each of the γ = 0, γ a successor, and γ a limit ordinal cases,
Summing over i yields that
j∈J i∈Sj
where m(E) = min{j : Ex j = 0}. Now for each j ∈ J, fix some i j ∈ {1, . . . , d} such that j = j ij . Then j → i j is an injection of J into {1, . . . , d}, whence (m ij ) j∈J is a spread of a subset of (min
Collecting these estimates and recalling our assumption that (a i )
This completes the p = ∞ case.
a i e ri as in the previous paragraph. For each i ∈ N, let
Let us rename the sets (E i ) i∈I as F 1 < G 1 < F 2 < G 2 < . . . (ignoring this step if I is empty and with the appropriate notational change if I is finite and non-empty). By the properties of I, for each i such that F i (resp. G i ) is defined, there exist at least two distinct indices j, k such that
. From this it follows that, with
Now, arguing as in the p = ∞ case, for each i such that F i is defined, if m(F i ) = min{j : F i x j = 0}, there exists a set T (F i ) ∈ S δ such that 
A similar argument yields that
Since E 1 < E 2 < . . ., E i ∈ S γ+δ were arbitrary, x γ+δ,p 5 y δ,p .
(iii) By passing to a subsequence and perturbing, we may assume (x n ) ∞ n=1 is a block sequence in X γ+δ,p and inf n x n γ = ε > 0. We may fix a block sequence (
. By (i), after passing to a subsequence and using properties of the X γ+δ,p basis, assume that 
Moreover,
Let us recall that for any ordinals γ, ξ with γ ξ, there exists a unique ordinal δ such that γ + δ = ξ. We denote this ordinal δ by ξ − γ.
We also recall that any non-zero ordinal ξ admits a unique representation (called the Cantor normal form)
where the summand ω ε appears n times, we may also uniquely represent ξ as
where l ∈ N and δ 1 . . . δ l . In this case, ∞ n=1 has a further subsequence which is dominated by a subsequence of the X δ,p = ℓ p basis. Then since every seminormalized block sequence in X ξ,p which dominates the ℓ p basis, either lim n x n ξ,p = 0, or (x n ) ∞ n=1 has a seminormalized subsequence which dominates the ℓ p basis, and this subsequence has a further subsequence equivalent to the ℓ p basis.
(iii) Let δ = ξ − γ, so that γ + δ = ξ. Proposition 2.13(ii) yields that every subsequence of (x n ) ∞ n=1 has a further subsequence which is dominated by a subsequence of the X δ,p basis. Since no subsequence of the X δ,p basis is an ℓ δ+1 1 -spreading model, this yields that (x n ) ∞ n=1 is δ + 1-weakly null. Since γ ∈ Γ, Proposition 2.13(iii) yields the existence of a subsequence (y n )
is not δ-weakly null. Now note that lim n y n β = 0 for all β < γ, so by Proposition 2.13(ii), there exists a subsequence (z n ) ∞ n=1 of (y n ) is not norm null. If Γ = ∅, then p < ∞, and every subsequence of (x n ) ∞ n=1 has a further subsequence which is equivalent to the ℓ p basis, which means (x n ) ∞ n=1 is 1-weakly null, and therefore ξ-weakly null. Thus both conditions are satisfied in this case as well.
It remains to consider the case Γ = ∅. Let γ = min Γ. Let us write
where ε 1 . . . ε k . Note that λ(ξ) = ω ε1 . First assume that lim n x n β = 0 for all β < λ(ξ), which means
∞ n=1 is δ + 1-weakly null, and
is ξ-weakly null. Conversely, assume there exists β < λ(ξ) such that lim sup n x n β > 0. Proof. This follows from combining Theorem 2.14(iv) and (v). 
is weakly null, and inf n |x * * n (x * n )| > ε > 0. By perturbing, we may assume (x * n ) ∞ n=1 is a block sequence and there exist
) be a sequence (possibly with repitition) such that [0, λ(ξ)) = {γ k : k ∈ N}. By (i), lim n x * * n γ k = 0 for all k ∈ N. By passing to a subsequence and relabeling, we may assume that for each 1 k n, x * * n γ k < 1/n. Let x n = I n x * * n ∈ X ξ and note that for each γ < λ(ξ), lim n x n γ = 0. Indeed, if γ = γ k , then for all n k,
But by Corollary 2.16, some subsequence of (x n ) ∞ n=1 , which we may assume is the entire sequence after relabeling, is WUC in X λ(ξ) . But now we reach a contradiction by combining the facts that (
is weakly null, and inf n |x * n (x n )| > 0.
Ideals of interest

Basic definitions. We recall that Ban is the class of all Banach spaces and L denotes the class of all operators between Banach spaces. For each pair X, Y ∈ Ban, L(X, Y ) is the class of all operators from
We
recall that a class I is said to have the ideal property provided that for any W, X, Y, Z ∈ Ban, C ∈ L(W, X), B ∈ I(X, Y ), and A ∈ L(Y, Z), ABC ∈ I(W, Z).
We say that I is an operator ideal (or just ideal) provided that 
Each of I, I
inj , I sur is also an ideal.
Given two ideals I, J, we let We remark that for any three ideals I 1 , I 2 , J,
2 ), so that the symbol I −1
2 is unambiguous. We say an operator ideal is
With each ideal, we will associate the class of Banach spaces the identity of which lies in the given ideal. Our ideals will be denoted by fraktur lettering (A, B, I , . . .) and the associated space ideal will be denoted by the same sans serif letter (A, B, I, . . .) .
We next list some ideals of interest. We let K, W, and V denote the class of compact, weakly compact, and completely continuous operators, respectively.
For the remaining paragraphs in this subsection, ξ will be a fixed ordinal in [0, ω 1 ]. We let W ξ denote the class of operators A : X → Y such that any bounded sequence in X has a subsequence whose image under A is ξ-convergent in Y (let us recall that a sequence (y n )
is ξ-weakly null). Note that W 0 = K and W ω1 = W. Furthermore, W 1 coincides with the class of Banach-Saks operators. For this reason, we refer to W ξ as the class of ξ-Banach-Saks operators. This class was introduced in this generalilty in [6] .
We let wBS ξ denote the class of operators A : X → Y such that for any weakly null sequence (
is ξ-weakly convergent to 0 in Y . Note that wBS 0 = V, wBS ω1 = L, and wBS 1 is the class of weak Banach-Saks operators. For this reason, we refer to wBS ξ as the class of ξ-weak Banach-Saks operators. These classes were introduced in this generality in [4] .
We let V ξ denote the class of operators A : X → Y such that for any ξ-weakly null sequence (
is norm nul. It is evident that V ω1 = V and V 0 = L. These classes were introduced in this generality in [10] .
For 0 ζ ω 1 , we let G ξ,ζ denote the class of operators A : X → Y such that whenever (x n ) ∞ n=1 is ξ-weakly null, (Ax n ) ∞ n=1 is ζ-weakly null. We isolate this class because it is a simultaneous generalization of the two previous paragraphs. Indeed, V ξ = G ξ,0 , while wBS ξ = G ω1,ξ . It is evident that G ξ,ζ = L whenever ξ ζ. These classes are newly introduced here.
For 0 ζ ω 1 , we let M ξ,ζ denote the class of all operators A : X → Y such that for any ξ-weakly null (x n ) ∞ n=1 ⊂ X and any ζ-weakly null (y * n ) ∞ n=1 ⊂ Y * , lim n y * n (Ax n ) = 0. The class M ω1,ω1 (sometimes denoted by DP) is a previously defined class of significant interest, most notably because the associated space ideal M ω1,ω1 is the class of Banach spaces with the Dunford-Pettis property. As a class of operators, M ξ,ζ has not previously been investigated, but the space ideals M 1,ω1 and M ω1,ξ have been investigated in [15] and [1] , respectively. Remark 3.1. Let us recall that the image of a ξ-weakly null sequence under a continuous, linear operator is also ξ-weakly null, for any 0 ξ ζ ω 1 , any sequence which is ξ-weakly null is also ζ-weakly null, and the 0-weakly null sequences are the norm null sequences. From this we deduce the following. would be a non-weakly null image of a weakly null sequence. If ξ = ω 1 , we deduce that A ∈ ∁G ξ,ζ , since (x n ) ∞ n=1 is a ξ-weakly null sequence the image of which under A is not α + ζ-weakly null, and therefore not ζ-weakly null. If ξ < ω 1 , we use Corollary 2.9 to deduce the existence of some convex blocking (z n ) ∞ n=1 of (x n ) ∞ n=1 which is ξ-weakly null and the image of which under A is an ℓ ζ 1 -spreading model. Thus A ∈ ∁G ξ,ζ . Therefore ∁G α+ξ,α+ζ ⊂ ∁G ξ,ζ . Taking complements and noting that α < ω 1 was arbitrary, we are done. Remark 3.3. We remark that adding α on the left in the previous corollary is necessary. The analogous statement fails if we try to add α on the right. For example, for any 0 ξ < ω 1 and ζ < ω ξ , the formal
3.2. Examples. In this subsection, we provide examples to show the richness of the classes of interest, wBS ξ , G ξ,ζ , and M ξ,ζ . We note that wBS 0 = V, G ξ,ζ = L whenever ξ ζ, and M ξ,ζ = L whenever min{ξ, ζ} = 0. We typically omit reference to these trivial cases.
Proof. By Theorem 2.11(v), if ζ < ξ, X ζ ∈ wBS ξ . We will prove in Proposition 3.15 that the ℓ 1 direct sum of members of wBS ξ also lies in wBS ξ . 
Theorem 3.5. For 0 ζ < ξ < ω 1 , the formal inclusion
, and positive scalars (a i ) i∈∪ ∞ n=1 Fi such that for each 1 k n, i∈Fn a i = 1 and i∈Fn a i e i γ k < 1/n. Then with x n = i∈Fn a i e i , Theorem 2.14(v) yields that (
, whence I ∈ ∁V ξ and J ∈ ∁V 
Proof. It is obvious that (i) and (ii) are exclusive and either implies equality. Now suppose that neither (i) nor (ii) holds. Suppose ξ ζ and β > α.
For the remainder of the proof, suppose that α < β and ζ < ξ. Now suppose α < ζ. Then
If ζ = α < β < ξ, we argue similarly with the inclusion I : X β → X α . Since this is a complete list of the possible ways for (i) and (ii) to simultaneously fail, we are done. 
(ii) 0 < ζ α and 0 < ξ β.
In particular, M β,α = M ξ,ζ if and only if min{β, α} = 0 = min{ξ, ζ} or 0 < α = ζ and 0 < β = ξ.
Proof. It is obvious that (i) and (ii) are exclusive, and either implies that
The last statement follows from the fact that if M β,α = M ξ,ζ , then either both classes must equal L, which happens if and only if min{β, α} = 0 = min{ξ, ζ}, or neither class is L, in which case min{β, α}, min{ξ, ζ} > 0. In the latter case, using the previous paragraph and symmetry, α = ζ and β = ξ.
General properties.
We will need the following fact, shown in [10] .
Proposition 3.9. If X is a Banach space and (x
n ) ∞ n=1 ⊂ X is ξ-weakly null, then there exists a subsequence (x ni ) ∞ i=1 of (x n ) ∞ n=1 such that the operator Φ : ℓ 1 → X given by Φ ∞ i=1 a i e i = ∞ i=1 a i x ni lies in W ξ (ℓ 1 , X).
Remark 3.10. It follows that if (y
such that the operator given by Φ * :
. This follows immediately from Proposition 3.9, since Φ * * :
Remark 3.11. In the following results, we will repeatedly use the fact that a weakly null ℓ 
Consequently, G ξ,ζ is a closed, two-sided ideal containing all compact operators. Moreover, G ξ,ζ is injective but not surjective. Finally,
is an ℓ ζ 1 -spreading model. By Proposition 3.9, after passing to a subsequence and relabeling, we may assume the operator R :
is an ℓ ζ 1 -spreading model. By the remarks preceding the theorem, by passing to a subsequence and relabeling, we may assume the operator L : Y → c 0 given by Ly = (y * n (y))
)(X, Y ). This yields the first two equalities. It follows from the fact that W ζ , W ξ are closed, two-sided ideals containing the compact operators that G ξ,ζ is also.
It is evident that G ξ,ζ is injective, since a given sequence is ζ-weakly null if and only if its image under some (equivalently, every) isomorphic image of that sequence is ζ-weakly null. The ideal G ξ,ζ is not surjective, since X ζ ∈ ∁G ξ,ζ , while X ζ is a quotient of
It is also easy to see that if
In order to see that ℓ ∞ ∈ ∁G ξ,ζ , simply note that ℓ ∞ contains a sequence equivalent to the X ζ basis, which is ξ-weakly null and not ζ-weakly null.
Finally, let us note that if
Here we recall that X ζ,2 is reflexive. This yields that if 0 < ζ < ξ ω 1 , neither of G ξ,ζ , G 
Consequently, M ξ,ζ is a closed, two-sided ideal containing all compact operators. Moreover, M ξ,ζ is neither injective nor surjective. Finally,
Proof. It follows from the fact that
ξ , which was shown in [10] , that (W
. We will show that LAR ∈ K(W, Z). Seeking a contradiction, suppose LAR ∈ ∁K. Note that there exists a bounded sequence (w n ) ∞ n=1 ⊂ W such that inf m =n LARw m − LARw n 4. By passing to a subsequence, we may assume there exist x ∈ X such that (x−Rw n ) ∞ n=1 is ξ-weakly null. Since LARw m −LARw n 4 for all m = n, there is at most one n ∈ N such that LAx − LARw n < 2. By passing to a subsequence, we may assume LAx − LARw n 2 for all n ∈ N. For each n ∈ N, fix z * n ∈ B Z * such that |z * n (LAx − LARw n )| 2. By passing to a subsequence one final time, we may assume there exists y
is ζ-weakly null and, since (Ax − ARw n ) ∞ n=1 is weakly null, |y
is ξ-weakly null, and
* such that inf n |y * n (Ax n )| = 1. Using Proposition 3.9 and the remark following it, after passing to subsequences twice and relabling, we may assume the operators R :
is ξ-weakly null, and j : X → X * * is the canonical embedding, then (jx n )
. This space has the Schur property, and therefore lies in M ω1,ω1 ⊂ M ζ,ξ , while X * contains a complemented copy of ℓ 2 . Thus X ∈ ∁M
we make yet another appeal to Stegall's example and let Y = c 0 (ℓ n 2 ). Then Y * = X has the Schur property, and therefore
3.4. Direct sums. For 1 p ∞ and classes I, J, we say J is closed under I-ℓ p sums provided that for any set I and any collection (
The notion of an ideal being closed under I-c 0 sums is defined similarly. We will use the following well-known fact about weakly null sequences in ℓ 1 sums of Banach spaces.
Fact 3.14. Let I be a set, (X i ) i∈I a collection of Banach spaces, and (x n )
a weakly null sequence in (⊕ i∈I X i ) ℓ1 (I) . Then for any ε > 0, there exists a subset J ⊂ I such that |I \ J| < ∞ and for all n ∈ N, i∈J x i,n < ε.
Proof. Throughout, let I be a set, (
. Using Fact 3.14, there exists a subset J of I such that |I \ J| < ∞ and sup n i∈J
is ζ-weakly null, then there exists
<N and positive scalars (a n ) n∈F summing to 1 such that for
Since ε > 0 and M ∈ [N] were arbitrary, (
is not closed under ℓ p sums. It follows by an inessential modification of work from [3] 
By passing to a subsequence, we may assume v n → v = (v i ) i∈I ∈ B ℓp(I) weakly, and that v n is a small perturbation of v + b n , where the sequence (b n ) ∞ n=1 consists of disjointly supported vectors in B Xp . We may fix a subset J of I such that |I \ J| < ∞ and i∈J v
If k was chosen sufficiently large, then sup n i∈J
is ζ-weakly null, there exist F ∈ S ζ and positive scalars (a n ) n∈F summing to 1 such that
1+|I\J| . We reach a contradiction as in (i). 
Then since for each n ∈ N, ∪ 2n m=n+1 F m ∈ S ζ+1 for each n ∈ N, we deduce that
and note that X Fn is isomorhpic to X µ . If ζ is a limit ordinal, let (ζ n ) ∞ n=1 be the sequence defining S ζ and let F n = S ζn+1 . In either the successor or limit case, S ζ = {E : ∃n E ∈ F n }. Also, in both cases, X Fn ∈ wBS ζ ⊂ G ξ,ζ for all n ∈ N. Let x n = (e n , e n , e n , . . . , e n , 0, 0, . . .), where (e i ) ∞ i=1 simultaneously denotes the basis of each X Fn and e n appears n times. Now fix ∅ = G ∈ S ζ , let m = min G, and note that G ∈ F m . Fix (a n ) n∈G and note that the m th term of the sequence n∈G a n x n is n∈G a n e n , which has
is ξ-weakly null (more precisely, we are using the fact that wBS ζ+1 , and therefore wBS ξ , is closed under
, which lies in V. But, analogously to Stegall's example, ℓ ∞ (E n ) contains a complemented copy of X ζ,2 . More precisely, let Z denote the subspace of ℓ ∞ (E n ) consisting of those z = (
, which is an isometric embedding of X ξ,2 into Z. Moreover, j is onto. Indeed, since the basis of X ξ,2 is boundedly-complete and if z = (
Thus Z is isometrically isomorphic to X ξ,2 . Let U be a free ultrafilter on N and for z = (
This limit is well-defined, since (
is bounded in the reflexive space X ξ,2 . Then Z is an isometric copy of X ξ,2 which is 1-complemented in ℓ ∞ (E n ) via the map jP . Proof. Item (i) follows from inessential modifications of the fact that the class of spaces with the DunfordPettis property are closed under c 0 and ℓ 1 sums, using Fact 3.14.
Item (ii) follows from the fact that ℓ p = ℓ p (K), 1 < p < ∞, does not lie in M 1,1 , while K ∈ V. Item (iii) again follows from Stegall's example, which is an ℓ ∞ sum of Schur spaces which contains a complemented copy of ℓ 2 , and therefore does not lie in M 1,1 . 
Space ideals
This yields that (y * n ) ∞ n=1 is not ζ-weakly null, and Y ∈ M ξ,ζ . For the converse in the ζ < ω 1 case, suppose that (x n ) ∞ n=1 is a seminormalized, ξ-weakly null sequence in X having no subsequence which is a c
For the ζ = ω 1 case of the converse, this is an inessential modification of Elton's characterization of the hereditary Dunford-Pettis property. For the sake of completenesss, we record the argument as given in [11, Page 28] . Suppose that (x n ) ∞ n=1 ⊂ X is ξ-weakly null having no subsequence equivalent to the c 0 basis. By passing to a subsequence, we may assume (x n ) ∞ n=1 is basic with coordinate functionals (x * n ) ∞ n=1 and for any subsequence (y n ) ∞ n=1 of (x n ) ∞ n=1 and (a n ) 
(iv) ⇒ (i) Assume (iv) and ¬(i). Since X * ∈ ∁V γ , there exists a seminormalized, γ-weakly null sequence
n . For each n ∈ N, we may fix x n ∈ B X such that x * n (x n ) > 2ε. By passing to a subsequence and relabeling, we may assume that for all m < n, |x * n (x m )| < ε. Since ℓ 1 ֒→ X, we may also assume that (x n ) ∞ n=1 is weakly Cauchy. Then with y * n = x * 2n and y n = x 2n − x 2n−1 , (y * n ) ∞ n=1 is γ-weakly null, (y n ) ∞ n=1 is weakly null, and inf n |y * n (y n )| ε.
Distinctness of space ideals.
We showed in Section 3 that for any 0 ζ < ξ ω 1 and 0 α < β ω 1 , G ξ,ζ = G β,α if and only if ζ = α and ξ = ζ. Our next goal is to show that this is not true for the space ideals, due to the idempotence of identity operators. We recall the result from [10] that a Banach space X lies in V ζ for some ω ξ < ζ < ω ξ+1 if and only if X lies in V ζ for every ω ξ < ζ < ω ξ+1 , which is a consequence of considering blocks of blocks. We prove analogous results below. We need the following result for blocks of blocks. ∞ n=1 is α + β + ζ-weakly null, it is sent by B to a sequence which is α + ζ-weakly null, which is sent by A to a sequence which is ζ-weakly null.
Corollary 4.5. For a Banach space X and ζ < ω 1 , let g ζ (X) = ω 1 if X ∈ G ω1,ζ , and otherwise let g ζ (X) be the minimum ordinal ξ < ω 1 such that X ∈ ∁G ξ+ζ,ζ (noting that such a ξ must exist). Then there exists γ ω 1 such that g ζ (X) = ω γ .
Proof. Note that g ζ (X) > 0. Fix α, β < g ζ (X). Then I X ∈ G β+ζ,ζ and I X ∈ G α+ζ,ζ . By Proposition 4.4, I X ∈ G α+β+ζ,ζ . Thus we have shown that if α, β < g ζ (X), α + β < g ζ (X). Since 0 < g ζ (X) ω 1 , standard facts about ordinals yield that there exists γ ω 1 such that g ζ (X) = ω γ .
For the following theorem, note that if ∞ n=1 in Z such that qz n = y n for all n ∈ N. If ζ = 0, we consider Z as above with Y = c 0 . This space lies in
This completes the ζ = 0 case. For the remainder of the proof, we consider ζ > 0.
Suppose that ξ = 0. Then since 1 = ω ξ λ(ζ) 1, ζ is finite. Futhermore, η + ζ = ζ for any η < λ(ζ), since the only such η is 0. Then X = X ζ is easily seen to satisfy the conclusions. For the remainder of the proof, we assume 0 < ξ < ω 1 .
If λ(ζ) = ω ξ , then for every η < ω ξ , η + ζ = ζ. In this case, membership in η<ω ξ G η+ζ,ζ = Ban is automatic. In this case, X ζ ∈ ∁G ω ξ +ζ,ζ is the example we seek. We consider the remaining case, 0 < ζ, ξ and λ(ζ) < ω ξ . Note that this implies that ζ < ω ξ . We use a technique of Ostrovskii from [16] . If λ(ζ) is finite, then it is equal to 1. In this case, let Y = c 0 . If λ(ζ) is infinite, then it is a limit ordinal. In this case, let (λ n ) ∞ n=1 be the sequence used to define S λ(ζ) . Let Y be the completion of c 00 with respect to the norm
Note that the formal inclusions I 1 : X ζ → X λ(ζ) , I 2 : X λ(ζ) → Y are bounded. The first is bounded by the almost monotone property. For n ∈ N and E ∈ S λn , F = [n, ∞) ∈ S λ(ζ) . Therefore for x ∈ c 00 ,
Let us also note that a bounded block sequence ( Let i = I 2 I 1 and let Z be as described in the first paragraph with this choice of Y . Let q : Z → Y be the described quotient map. Let W = Z ⊕ 1 X ζ and let T : W → Y be given by T (z, x) = ix − qz. Let X = ker(T ). Now for η < ω ξ , since in this case ζ < ω
is ζ-weakly null in X. We last show that X ∈ ∁G ω ξ +ζ,ζ . To that end, let us first note that the basis of Y is λ(ζ)-weakly null. This is obvious if λ(ζ) = 1 and Y = c 0 . For the case in which λ(ζ) is infinite, the space Y is a mixed Schreier space as defined in [10] , where it was shown that the basis of Y is λ(ζ)-weakly null. By the properties of Z and q, since λ(ζ) ω ξ < ω ξ + ζ, there exists an ω ξ -weakly null sequence (z n ) ∞ n=1 in Z such that qz n = e n , where (e n ) ∞ n=1 simultaneously denotes the bases of Y and X ζ . Also note that (e n ) ∞ n=1 is ζ + 1-weakly null in X ζ . Since
is not ζ-weakly null in X ζ , (z n , e n ) ∞ n=1 is not ζ-weakly null in X. Therefore X ∈ ∁G ω ξ +ζ,ζ .
Corollary 4.7. The classes wBS
Proof. We first recall that if ζ < ω 1 and γ γ 1 ω 1 , G ζ+ω γ 1 ,ζ ⊂ G ζ+ω γ ,ζ . Thus the statement that these two classes are distinct is equivalent to saying that the former is a proper subset of the latter. We will show that the classes are distinct. Fix 0 ζ, ζ 1 < ω 1 and 0 γ,
In order to complete the proof that the classes are distinct, it suffices to assume that γ 1 < γ ω 1 and exhibit some Banach space Z ∈ G ζ+ω γ 1 ,ζ ∩ ∁G ζ+ω γ ,ζ . We first claim that it is sufficient to prove the case γ < ω 1 . This is because if we prove that G ζ+ω γ ,ζ G ζ+ω γ 1 ,ζ whenever 0 This construction is a generalization of a construction by Odell and Schlumprecht. We will apply the construction with E = X ζ . It is a well known fact of such constructions that, since the basis of X ζ is shrinking, so is the basis of Z γ (X ζ ) (see, for example, [10] ). It was shown in [10] that if (z n ) ∞ n=1 is any seminormalized block sequence in Z γ (X ζ ), then From this it follows that (z i )
is not ζ + γ n -weakly null. Since this holds for any n ∈ N and sup n γ n = ω γ ,
is not ζ + β-weakly null for any β < ω γ . Thus by contraposition, for any β < ω γ , any ζ + β-weakly null sequence in Z γ (X ζ ) is ζ-weakly null, whence Z γ (X ζ ) ∈ ∩ β<ω γ G ζ+β,ζ . This completes the proof of the distinctness of these classes.
Remark 4.9. For ξ, η < ω 1 and δ, ζ ω 1 with η = ζ, the classes G ω ξ +ζ,ζ , G η+ω δ ,η are not equal. Indeed, if η < ζ, X η ∈ G ω ξ +ζ,ζ ∩ ∁G η+ω δ ,η . This is because every sequence in X η is η + 1-weakly null, and therefore ζ-weakly null. However, the basis of X η is η + 1-weakly null, and therefore η + ω δ -weakly null, but not η-weakly null. Now if ζ < η, either ω ξ + ζ > ζ or ω ξ + ζ = ζ. If ω ξ + ζ > ζ, X ζ ∈ G η+ω δ ,η ∩ ∁G ω ξ +ζ,ζ . If
We next wish to discuss how the classes G ω ξ +ζ,ζ can be compared to the classes G ζ+ω δ ,ζ . In particular, we will show that they are equal if and only if For the remaining cases, we will assume ξ α, which implies that ω ξ + ζ > ζ. Since ξ α, ω ξ + ζ ζ + ω ξ , whence G ω ξ +ζ,ζ ⊂ G ζ+ω ξ ,ζ and Z ξ (X ζ ) ∈ ∁G ζ+ω ξ ,ζ ⊂ ∁G ω ξ +ζ,ζ . Since ω δ < ω ξ ,
the form ω ξ , 0 ξ < ω 1 . But it also allows for X to lie in M ω ξ ,ζ and fail to lie in M ω ξ +1,ζ . Let us make this precise: For 1 ζ ω 1 , let m ζ (X) = ω 1 if X ∈ M ω1,ζ and otherwise let m ζ (X) be the minimum η such that X ∈ ∁M η,ζ . Let m * ζ (X) = ω 1 if X ∈ M ζ,ω1 , and otherwise let m * ζ (X) be the minimum η such that X ∈ ∁M ζ,η . Then the preceding theorem yields that for any 1 ζ ω 1 and any Banach space X, there exists 0 ξ ω 1 such that either m ζ (X) = ω ξ or m ζ (X) = ω ξ + 1, and a similar statement holds for m * ζ . Contrary to the G ξ,ζ case, both alternatives can occur for both m ζ and m * ζ . For example, for 0 < ξ < ω 1 , our spaces Z ξ (c 0 ) lie in η<ω ξ V η , and therefore lie in η<ω ξ M η,ω1 ⊂ ζ ω1 η<ω ξ M η,ζ . However, the basis of this space is ω ξ -weakly null, and the dual basis is 1-weakly null, so Z ξ (c 0 ) ∈ ∁M ω ξ ,1 ⊂ 1 ζ ω1 M ω ξ ,ζ .
Thus 4.3. Three-space. In [16] , a Banach space X with subspace Y was exhibited such that Y, X/Y have the weak Banach-Saks property, while X does not. In [7] , it was shown that Y, X/Y have the hereditary DunfordPettis property, while X does not. More precisely, let q : ℓ 1 → c 0 be a quotient map, I : X 1 → c 0 the formal inclusion, X = ℓ 1 ⊕ 1 X 1 , T : X → c 0 be given by T (x, y) = qx + Iy, and Y = ker(T ). Then X/Y = c 0 , which has the hereditarily Dunford-Pettis property. If (x n , y n ) ∞ n=1 is a weakly null sequence in Y , then lim n x n = lim n qx n = lim n Iy n = 0. Since (y n ) ∞ n=1 is a weakly null sequence in X 1 with lim n y n c0 = 0, (y n ) ∞ n=1 , and therefore (x n , y n ) ∞ n=1 , has a WUC subsequence. This yields that Y has the hereditary DunfordPettis property. However, the basis of X 1 is 2-weakly null and can be normed by the basis of X * 1 , which is 1-weakly null. Thus X ∈ ∁M 2,1 . We modify this example to provide a sharp solution to the three space properties of the classes wBS ξ . Proof. Assume Y ∈ wBS ξ and X/Y ∈ wBS ζ . Fix a weakly null sequence (x n ) ∞ n=1 ⊂ X and, seeking a contradiction, assume 0 < ε = inf{ x : F ∈ S ζ+ξ , x ∈ co(x n : n ∈ F )}.
By passing to a subsequence, we may assume ε inf{ x : F ∈ S ξ [S ζ ], x ∈ co(x n : n ∈ F )}.
Since (x n + Y ) ∞ n=1 is weakly null in X/Y , it is ζ-weakly null. Thus there exist F 1 < F 2 < . . ., F i ∈ S ζ , and positive scalars (a i ) i∈∪ ∞ n=1 Fn such that i∈Fn a i = 1 and i∈Fn a i x i + Y < min{ε/2, 1/n}. For each n ∈ N, we fix y n ∈ Y such that y n − i∈Fn a i x i < min{ε/2, 1/n}. Since (x n ) ∞ n=1 is weakly null, so are ( i∈Fn a i x i ) 
