Abstract. We introduce a new class of closed symplectic manifolds called subcritical. These manifolds are closed analogues of subcritical Stein manifolds. We study symplectic and Lagrangian embeddings into such manifolds and into their hyperplane sections.
Introduction
The study of the symplectic topology of Stein manifolds leads naturally to two distinct subclasses: subcritical and critical. A Stein manifold is called subcritical if it admits a plurisubharmonic function which has only critical points of index less than half the (real) dimension, and critical otherwise. Thanks to the special geometry, various problems of symplectic topology, such as Lagrangian embeddings, are more tractable on subcritical Stein manifolds than on critical ones with the tools presently available.
In this paper we introduce and study a new class of closed symplectic Kähler manifolds, which are in a sense "closed cousins" of subcritical Stein manifolds. These manifolds are, roughly speaking, closed symplectic Kähler manifolds (M, Ω) together with a complex hypersurface Σ ⊂ M that represents the Poincaré dual to k [Ω] (for some k > 0), and such that the complement (M \ Σ, Ω) is a subcritical Stein manifold (see Section 2 for the precise definition). We shall refer to such triples (M, Ω; Σ) as subcritical polarizations (of degree k) of (M, Ω).
This notion gives rise to two interesting types of manifolds:
• Symplectic manifolds (M, Ω) which admit subcritical polarizations.
• Symplectic manifolds (Σ, Ω| Σ ) that arise as hypersurfaces in a subcritical polarization (M, Ω; Σ).
As we shall see, manifolds of these types have remarkable symplectic properties, mainly concerning Lagrangian and symplectic embeddings.
The most basic example of a subcritical polarization is (CP n , σ CP n ; Σ ∼ = CP n−1 ), where Σ ⊂ CP n is any linear hyperplane (see Section 2). Here CP n is endowed with its standard complex and symplectic structures and the symplectic form σ CP n is normalized so that the area of a projective line is 1. Also note that σ
CP n+1
CP n = σ CP n , so besides (CP n , σ CP n ) admitting a subcritical polarization it also arises as a hypersurface in a subcritical polarization, namely (CP n+1 , σ CP n+1 ; CP n ). More examples appear in Section 2 below. In this paper we mainly focus on topological restrictions on Lagrangian embeddings into symplectic manifolds Σ as above as well as some on aspects of symplectic embeddings into manifolds (M, Ω) that admit a subcritical polarization. We also develop some tools for constructing examples of subcritical polarizations.
Lagrangian embeddings
The most basic question one can ask regarding Lagrangian submanifolds is:
Given a symplectic manifold (M, Ω), what are the restrictions on the topology of its Lagrangian submanifolds ?
Of course, one is mainly interested in restrictions beyond the ones arising from Lagrangian submanifolds being totally real. The first results in this direction were discovered by Gromov in where he proved (among many other things) that C n has no closed Lagrangian submanifolds L with H 1 (L) = 0. The case of C n has been extensively studied since then by many people (see [A-L-P] for a survey on the subject and for a more updated list of references). Note that in comparison to general symplectic manifolds the case of C n can be regarded as local (Darboux' Theorem). Of course, "local" should by no means be interpreted as easy. As a matter of fact the highly non-trivial tools required to attack this case reflect the complexity of the problem.
Lagrangian embeddings into other manifolds have been studied too, but mainly on two types of (Stein) manifolds: subcritical Stein manifolds (see [Vi-1, A-L-P, B-C]) and some cases of cotangent bundles (see the surveys ). In most of these results the presence of a global homogeneous structure such as a Liouville flow plays a crucial role. One can think of these results as "semi-local" in the sense that they provide information on Lagrangian embeddings into a neighbourhood of a given fixed Lagrangian submanifold or isotropic subcomplex.
In contrast to the above, the problem of Lagrangian embeddings into closed symplectic manifolds is of a more global nature, since one is not allowed to assume that the Lagrangian submanifold in question can be localized in a particular subdomain of the manifold. For example, a Lagrangian submanifold L of CP n cannot be always isotoped to lie in the affine part CP n \ CP n−1 due to topological reasons (e.g. L = RP n ⊂ CP n , n ≥ 2). Moreover, even when such an isotopy does exist in the smooth category it is unknown whether or not it can be realized symplectically. Thus the problem of Lagrangian embeddings into CP n cannot be localized or reduced to C n . To the best of our knowledge, the only nontrivial restrictions on Lagrangian embeddings into closed manifolds are two results due to Seidel and to , consult also [E-G-H] ) that closed Lagrangian submanifolds of a uniruled Kähler manifold of complex dimension > 2 cannot have any Riemannian metric of negative sectional curvature. Seidel [Se] proved the following: A closed Lagrangian submanifold L of (CP n , σ CP n ) must have H 1 (L; Z/(2n + 2)Z) =0. Seidel obtained this result from his theory of graded Lagrangian submanifolds (see [Se] ) which can be used as an algebraic "add-on" to the machinery of Floer homology. A delicate computation of this invariant in the case of CP n gave rise to the above result. It is interesting to remark that in this case too, the presence of some global homogeneous structure -a Hamiltonian circle action in this casewas crucial for putting the general theory to work.
From the study of subcritical manifolds we obtain new restrictions on Lagrangian embeddings into closed manifolds. In particular we shall recover Seidel's result and generalize it to a broader class of manifolds. Our approach is more geometric and completely differs from Seidel's. From our point of view the main relevant feature of the ambient manifold is that it appears as a hypersurface of a subcritical polarization. As already mentioned, CP n is a particular case of this situation.
Below is a sample of our results on Lagrangian submanifolds of CP n × X, for various types of manifolds X. These are all special cases of more general results described in Section 4.
Before we start, let us remark that below the X "factor" is allowed to be a 0-dimensional manifold (namely a point), however we shall always assume implicitly that the CP n factor is of positive dimension, namely n ≥ 1. Henceforth we shall abbreviate the standard symplectic form σ CP n of CP n to σ whenever the dependence on the dimension n is clear. (X 2m , ω X ) be either Stein or a closed symplectic manifold, and assume that π 2 (X) = 0. Then for n ≥ m = dim C X, (CP n × X 2m , σ ⊕ ω X ) admits no simply connected closed Lagrangian submanifold.
Theorem A. Let
For example, this results applies to X 2m being the torus T 2m (or more generally a product of closed Riemann surfaces of genus > 0). See Section 4 for a sharper result and more examples.
Remark. The dimension restriction n ≥ m is sharp in the sense that Theorem A fails to be true for m = n + 1. More precisely, let (X 2n+2 , ω X ) be any 2(n + 1)-dimensional symplectic manifold. Then for every sufficiently large a > 0, (CP n × X 2n+2 , σ ⊕ aω X ) admits a Lagrangian (2n + 1)-sphere (see the construction in Section 4.3).
Theorem A can be refined as follows. Here and throughout this paper, c X 1 denotes the first Chern class of the tangent bundle of a symplectic manifold (X, ω X ).
Theorem B. Let (X 2m , ω X ) be a symplectic manifold for which c
has a non-trivial free subgroup, or it contains a non-trivial cyclic subgroup whose order divides 2n + 2. Consequently,
Note that the special case X = pt is already non-trivial and recovers Seidel's result [Se] mentioned above. Other interesting examples of exact X are X = C m and X = T * (N ) where N is any closed manifold. As for closed X, the result applies for example to X 2m = T 2m endowed with its standard symplectic structure, or more generally, with any symplectic structure for which c 1 vanishes in H 2 (T 2m ; Z). Observe that Theorems A and B fail to be true if X is allowed to have symplectic spheres. Indeed, CP n × CP n does admit closed simply connected Lagrangian submanifolds. For example, {(z, z) | z ∈ CP n } ⊂ CP n × CP n is a Lagrangian copy of CP n . Nevertheless, we still have:
Combining Theorems A, B with a result of [B-C] we obtain the following description of Lagrangian embeddings into CP n × C m . Here and in the following C m is always endowed with its standard symplectic form
The second case actually occurs: As noted above, CP n × C n+1 does admit a Lagrangian (2n + 1)-sphere.
Finally, we describe a class of examples which are not products with CP n . Consider a smooth algebraic curve C ⊂ CP n (n ≥ 2), and denote coordinates on
Note that Σ is a CP n−1 -bundle over C. We endow Σ with the symplectic form induced from
Theorem E. Let C ⊂ CP n and Σ be as above with n ≥ 2 and genus(C) > 0. Let (X 2m , ω X ) be as in Theorem A but with 0 ≤ m < n − 1. Then Σ × X, ω Σ ⊕ ω X ) admits no simply connected closed Lagrangian submanifold.
Gromov radius
Recall that the Gromov radius of a symplectic manifold (M, Ω) is defined as follows:
Here B 2n (r) stands for the closed ball of radius r, endowed with the standard symplectic structure.
Our study of subcritical manifolds gives rise to the following uniform bound on their Gromov radius in terms of the degree k.
Theorem F. Let (M, Ω, J) be a closed Kähler manifold that admits a subcritical polarization of degree k. Assume that one of the following conditions holds:
If, in addition, the subcritical polarization (M, Ω; Σ) is such that the linear system of sections of the holomorphic line bundle
For example, (M, Ω) can be taken to be (see Section 2):
• The blow-up of a CP 3 along a line
, where H 1 is the proper transform of a plane containing P 1 , and H 2 is the proper transform of a plane transverse to P 1 .
• (CP n ×T 2m , σ⊕lω) with n > m and l ≥ 3, where ω is any integral symplectic split form on T 2m .
In both these examples k = 1, and we actually have equality ρ G = 1. More examples and sharper results appear in Sections 2 and 8.
Remarks.
1. Conditions 1-2 of Theorem F arise from technical reasons in the proof. We strongly believe that they can be dropped. 2. The computation of the Gromov radius in both of the above examples can be accomplished also by different (though ad hoc) techniques than the ones presented in this paper. Thus the main novelty in Theorem F is not so much in computing new examples, but rather in the fact that subcritical manifolds share a uniform bound on their Gromov radius.
Given a Kähler manifold (M, Ω, J) with Ω ∈ H 2 (M ; Z) we denote by k hol (M, J, [Ω]) the minimal integer k for which there exists a smooth and reduced complex hypersurface Σ ⊂ M that represents the homology class Poincaré dual to k [Ω] .
Combining Theorem F with results from algebraic geometry due to Ein, Küchle and Lazarsfeld [E-K-L] we get the following theorem:
The role of subcriticality
Before we delve into the details let us briefly outline how subcriticality is used to obtain our results.
An important feature of (complete) subcritical Stein manifolds, observed in [B-C], is that any closed Lagrangian submanifold of such a manifold can be displaced away from itself via a Hamiltonian isotopy. In particular, the phenomenon of Lagrangian intersections never occurs in such manifolds. Consequently, Lagrangian submanifolds L ⊂ (V, ω V ) of subcritical Stein manifolds enjoy the following two remarkable properties:
1. Whenever well defined, the Floer cohomology HF * (L, L) vanishes. 2. There exists a holomorphic disc D ⊂ V with boundary on L with "low"
Maslov number µ(D) ≤ dim C V + 1. This is called "Maslov class rigidity" (see [B-C] for more details). Under suitable a priori assumptions on the Maslov index of a given Lagrangian, properties 1 and 2 impose strong restrictions on the topology of L (see [B-C] ).
Our study of Lagrangian submanifolds in the closed(!) subcritical context is based on the above ideas. Let (Σ, ω Σ ) be a closed symplectic manifold that appears as a hypersurface of a subcritical polarization, say (M, Ω; Σ). In order to reach the favorite situation of a subcritical Stein manifold, we "lift" L to a certain Lagrangian submanifoldL ⊂ (M \ Σ, Ω) which is a circle bundle over L. The point of this lifting construction is that now we have constructed a Lagrangian submanifold, closely related to L, which lies inside a subcritical Stein manifold, namely in (M \Σ, Ω). Under certain assumptions on the first Chern class of (Σ, ω Σ ) we get strong restrictions on the topology ofL. AsL is nothing but a circle bundle over L this yields restrictions on the topology of L. More details on this strategy and on the "lifting" procedure are given in Section 5.2.
Subcriticality is also used in an essential way in our study of the Gromov radius. Suppose that (M, Ω; Σ) is a subcritical polarization. Then by the results of [Bi-1] (see Section 3 for a summary) it follows that (M, Ω) can be decomposed into two disjoint subsets: (M, Ω) = (E Σ , ω 0 ) ∆, where E Σ is a disc bundle over Σ endowed with a standard symplectic form ω 0 , and ∆ ⊂ M is a CW-complex with Ω-isotropic cells and such that dim ∆ < 1 2 dim M . In other words, none of the cells of ∆ is Lagrangian. Now given a symplectically embedded ball B ⊂ M , Gromov's h-principle implies that it possible to disjoin B from ∆ by a symplectic isotopy. Thus we may assume that
The point of all this "acrobatics" is that the Gromov radius of (E, ω 0 ) can be estimated from above (and sometimes even exactly computed) using the theory of pseudo-holomorphic curves. This is possible due to the standard symplectic structure ω 0 of E. See Section 6 and [Bi-1] for more details.
We point out that subcriticality is crucial for this type of argument to work, for otherwise the CW-complex ∆ would contain also Lagrangian cells, a case in which the h-principle fails.
Organization of the paper
The rest of the paper is organized as follows.
In Section 2 we introduce the notion of subcritical polarizations and construct examples. The constructions are based on a "desingularization theorem", which is proved in Section 7. In Section 3 we summarize the results on decompositions of polarized manifolds that we need later in the paper.
Section 4 is concerned with Lagrangian embeddings. We state here the most general versions of our theorems in this direction, derive corollaries and list concrete examples. Theorems A, B, and E of the introduction are immediate consequences of the corollaries. The main theorems on Lagrangian embeddings, Theorems 4.2.1, 4.2.2, 4.2.3 as well as Theorem C from the introduction, are proved in Section 5.
In Section 6 we prove the uniform bounds on the Gromov radius of subcritical manifolds formulated in Theorems F and G. Finally, in Section 8 we briefly discuss some other issues related to subcritical manifolds, such as symplectic packings and capacities.
Subcritical polarizations

Setup
Subcritical Stein manifolds. A Stein manifold is a triple (V, J, ϕ) where (V, J) is an open complex manifold and ϕ : V → R is a smooth exhausting plurisubharmonic function. The term "exhausting" means that ϕ is proper and bounded from below. "Plurisubharmonic" means that the 2-form
. Unless explicitly stated, we do not assume that (V, J, ϕ) is complete in the Eliashberg-Gromov [E-G] 
The number k will be called the degree of the polarization P and denoted by k P .
The function associated with a polarization. We shall now define a distinguished plurisubharmonic function ϕ P : M \Σ → R which is canonically associated with the polarization P. For this purpose let L = O M (Σ) be the holomorphic line bundle defined by the divisor Σ. Denote by s : M → L the (unique up to a constant factor) holomorphic section whose zero set {s = 0} is Σ. Choose a hermitian metric · on L, and a compatible metric connection ∇ with curvature
Note that the function ϕ P :
Indeed, a simple computation shows that −dd C ϕ P = Ω. Moreover, it is not hard to see that ϕ P is exhausting and that it has no critical points outside some compact subset of V (see ).
It is important to remark that the function ϕ P is canonically determined by the polarization P up to an additive constant and does not depend on any of the choices made for · , s or ∇. This is due to the requirement on the curvature R ∇ and the fact that J is integrable (see for more details).
Finally, let us mention that we do not assume ϕ P to be Morse in general, although this will be the case in many of the examples below. 
. ϕ coincides with ϕ P outside a compact subset of V that contains Crit(ϕ).
Note that this implies that Crit(ϕ) is finite. In practice, it is not easy to apply this definition directly even if ϕ = ϕ P itself satisfies the above conditions. However we shall develop below (see Section 2.3) some useful criteria for checking subcriticality.
Examples of subcritical polarizations
Below is a list of examples of subcritical polarizations. The construction of these examples is based on a desingularization procedure presented in Section 2.3 below. Most of these examples are a special case of more general family of subcritical polarizations which is described in Section 2.4.
Subcritical polarizations of CP
n . Consider the complex projective space CP n endowed with the standard complex structure J CP n and its standard symplectic Kähler form σ CP n normalized so that the area of each projective line is 1. In what follows we denote by [z 0 : . . . : z n ] homogeneous coordinates on CP n . On each affine chart U j = {z j = 0} with coordinates
Let Σ ⊂ CP n be any linear hyperplane (namely, defined by a linear equation). Then the polarization P = (CP n , σ, J CP n ; Σ) is subcritical of degree k P = 1. Indeed, suppose that Σ = {λ 0 z 0 + · · · + λ n z n = 0}, then it is easy to see that
A simple computation shows that this function is Morse with only one critical point, p = [λ 0 : . . . : λ n ], whose index is 0. Finally, observe that (Σ, σ CP n Σ ) ∼ = (CP n−1 , σ CP n−1 ). As this holds for every n ≥ 1, we conclude that (CP n , σ) can also be realized as a hypersurface of a subcritical polarization.
Products with
admits a subcritical polarization of degree 1. The proof of this fact is given in Section 2.5 below.
A special case of this is when
admits a subcritical polarization with the hypersurface
On the other hand, it is possible to prove that CP n × CP n has no subcritical polarizations at all (see 
. We denote by J k,m the obvious complex structure on X k,m . Consider now the following two divisors in X k,m :
• H 1 -the proper transform of a linear hyperplane intersecting P k−1 0 transversally.
• H 2 -the proper transform of a linear hyperplane in CP m+k that contains P
and a smooth and reduced hypersurface Σ ∈ |H 1 + H 2 | such that:
The proof is given in Section 2.5 below.
Desingularization
Our main tool in constructing subcritical polarizations is a desingularization procedure which we now describe. 
Theorem 2.3.1 (Desingularization Theorem). Suppose that the following conditions are satisfied:
2 ) is a subcritical Stein manifold. Then for > 0 sufficiently small the following holds:
is a smooth and reduced hypersurface.
Remark. Note that by definition a zero-dimensional manifold (namely a point or a bunch of points) is not subcritical. Therefore the conditions of the theorem can be satisfied only if dim C M ≥ 3.
The proof of Theorem 2.3.1 is postponed until Section 7 below. We now turn to some applications of this theorem.
Projective bundles
Let us first fix a few algebro-geometric notations. Let (Y, J Y ) be a closed complex manifold and E → Y a holomorphic vector bundle. We denote by P (E) π → Y the corresponding projective bundle. We remark that here we adopt Fulton's convention [Fu] rather than the "French" one, namely the fibre over y ∈ Y is the complex projectivization of the fibre E y (that is the space of complex lines) rather than the projectivization of the dual of E y .
The complex manifold P(E) comes naturally equipped with a holomorphic line bundle O E (1) → P(E) (called the hyperplane bundle) whose fibre over the line l y ∈ P(E y ) is just the dual l * y = Hom C (l y , C). We are now in the position to describe a new family of subcritical polarizations. Let (Y 2m , J Y ) be a closed complex manifold of complex dimension m and E → Y a rank-l holomorphic vector bundle. Consider the projective bundle
where C k stands for the trivial rank-k holomorphic vector bundle over Y . We denote by J X E,k the induced complex structure on X E,k .
Suppose in addition that:
1. E → Y is semi-negative in the sense of Griffiths (see [Gri, Dem] 
. From our assumptions it follows that π * (E * k ) has semi-positive curvature, therefore the same holds also for
is Kähler. Indeed, η E,k restricts to a Kähler form on each of the fibres of P(E k ) → Y (this form corresponds to the standard Kähler form on CP l+k−1 under an identification of a fibre E y ⊕ C k with C l+k equipped with its standard hermitian metric). Since Ω L is Kähler and both of the forms π * Ω L and η E,k are semi-positive it easily follows that their sum is strictly positive. This concludes the construction of the symplectic Kähler form Ω E,k,L .
Before we proceed, observe that the line bundle O E k (1) has k natural sections induced from projections of E k = E ⊕ C k onto the components of C k . We denote these sections by σ 0 , . . . , σ k−1 . 
Jointly transverse sections.
An important example is when L is a very ample line bundle. In this case there always exist dim C Y + 1 jointly transverse sections.
as above and assume that:
• either k > m + 1,
is transverse to the zero section so that Σ = {s = 0} is a smooth and reduced hypersurface.
Proof. The proof proceeds by induction over m = dim C Y .
For m = 0, we may assume that Y is a single point.
Assume now that m ≥ 1 and the theorem holds for m − 1. The sections
are transverse to the zero section. Moreover, their zero sets intersect transversally in the codimension-2 submanifold 
is transverse to XẼ ,k−1 and induces a subcritical polarization on XẼ ,k−1 . So the theorem will follow from Theorem 2.3.1 once we have shown that
The restriction of φ to a fibre π −1 (y) has a unique critical point 
hence they are subcritical.
Proofs of the statements in examples 2.2.2 and 2.2.4
The example given in 2.2.2 is a special case of Theorem 2.4.1. In fact, Theorem 2.4.1 implies the following slightly stronger statement:
Proof. The proof follows easily from Theorem 2.4.1: take l = 0 (so that E = 0) and
We now turn to the
Proof of the statement in example 2.2.4. Consider the projective bundle
Indeed, write elements of
and w ∈ C k . Consider the projection
The preimage ρ −1 ([z : w] ) is a single point if z = 0 and a copy of CP m if z = 0. By uniqueness of blow-ups, this implies that P (E k,m ) is biholomorphic to the blow-up of CP m+k along P
Under this identification, H 1 and H 2 correspond (up to linear equivalence) to the proper transforms of the hypersurfaces {w 1 = 0} and {z 0 = 0}. Thus
and the claim follows.
Note that the vector bundle E k,m is Griffiths semi-negative and O CP m (1) is ample. Moreover, O CP m (1) admits m + 1 jointly transverse sections. The corollary now follows from Theorem 2.4.1 (with l = 1 and k > m) by pulling everything back via f .
Subcritical polarizations in low dimensions
Surprisingly enough in real dimension ≤ 4 there exist only two subcritical polarizations.
Proposition 2.6.1. Let P = (M, Ω, J; Σ) be a subcritical polarization.
•
is a projective line and k P = 1.
Proof. Assume first that dim R M = 4. Let ∆ ⊂ M be the skeleton obtained from Corollary 3.4 below and denote by g the genus of Σ. Being in dimension 4, we shall identify 2-homology with 2-cohomology without explicitly mentioning Poincaré duality. Since dim R ∆ < 2, by a general position argument we get that:
.
. Substituting this into the signature formula c
By the adjunction formula applied to Σ we have:
As g ≤ 1, we conclude that a ≥ k P > 0 and so M is monotone. By the EnriquesKodaira classification of complex surfaces ([B-P-V]), a monotone Kähler surface M must be rational. In particular it must have χ(M ) ≥ 3 with equality if and only if M = CP 2 . As χ(M) = 3 − 4g, this proves that g = 0 and M = CP 2 . Now the only smooth rational curves in CP 2 are projective lines and conics. However, the complement of a conic in CP 2 has the homotopy type of RP 2 (see for example), which contradicts subcriticality. Thus the only possibility we are left with is M = CP 2 , Σ = projective line and k P = 1. Assume now that dim R M = 2. In this case Σ is just a bunch of points. Subcriticality implies that b 1 (M \ Σ) = 0. However the only punctured surface with b 1 = 0 is the 2-sphere minus one point.
Remark. J. Etnyre pointed out to us a more topological proof of Proposition 2.6.1 which does not use the Enriques-Kodaira classification.
A remark regarding the explicitness of the examples
) be the linear system defined by L. In this paper we often make non-explicit statements of the kind "there exists Σ ∈ |L| such that the polarization P = (M, Ω, J; Σ) is subcritical" without specifying which Σ precisely we take (It may be possible that for one choice of Σ the corresponding polarization is subcritical while for another one it is not).
The justification is that the symplectomorphism type of (Σ, ω Σ = Ω| Σ ) does not depend on the specific choice of Σ ∈ |L| (as long as it is smooth and reduced).
Since what we are interested in is the symplectic topology of manifolds that can be realized as hypersurfaces in subcritical polarizations, we do not really care which "copy" of (Σ, ω Σ ) in |L| gives rise to the subcritical polarization. All we care about is that there exists at least one such element in |L|.
Let us briefly explain why the symplectomorphism type of (Σ, ω Σ ) is uniquely determined by L itself. Suppose that there exists a smooth and reduced element Σ ∈ |L|. In this case the subset |L| smooth ⊂ |L| consisting of all smooth and reduced divisors is the complement of a proper closed subvariety of |L|. Therefore |L| smooth is open dense in |L| and furthermore it is path connected. This implies that any two hypersurfaces Σ , Σ ∈ |L| smooth are isotopic inside M , in particular also diffeomorphic. Moreover, if we endow Σ and Σ with the symplectic forms ω Σ = Ω| Σ and ω Σ = Ω| Σ respectively, then it easily follows by Moser's argument that (Σ , ω Σ ) is symplectomorphic to (Σ , ω Σ ).
Decompositions of symplectic manifolds
One of our main tools in studying the symplectic topology of subcritical manifolds is the decomposition technique developed in . In this section we briefly summarize the ingredients of this theory which are relevant for our purposes. We refer the reader to [Bi-1] for more details.
Standard symplectic disc bundles. Let P = (M, Ω, J; Σ) be a polarization of degree k P of a Kähler manifold.
Put ω Σ = Ω| Σ and let π : N Σ → Σ be the (complex) normal line bundle of Σ in M with first Chern class c
2 (Σ; R). Let · be any hermitian metric on N Σ and denote by E Σ = {v ∈ N Σ v < 1} the open unit disc bundle of N Σ . Choose a connection ∇ on N Σ with curvature R ∇ = 2πik P ω Σ and denote by α ∇ the associated transgression 1-form on N Σ \ 0 defined by:
With this normalization of α ∇ we have dα ∇ = −π * (k P ω Σ ). Define now the following symplectic form ω can on E Σ :
where r is the radial coordinate along the fibres induced by · . It is easy to check that ω can is well defined, that it is symplectic and has the following three properties: 1. All fibres of π : E Σ → Σ are symplectic with respect to ω can and have area 1. 2. The restriction of ω can to the zero section Σ ⊂ E Σ equals to k P ω Σ . 3. ω can is S 1 -invariant with respect to the obvious circle action on E Σ .
The subscript in ω can suggests that this symplectic structure is canonical although the definition of (E Σ , ω can ) a priori depends on · and ∇. Indeed, different choices of · and ∇ in fact lead to symplectically equivalent results. The following can be easily proved using a suitable version of Moser argument (see [M-S] 1. If we denote by P Σ = {v ∈ N Σ v = 1} ⊂ N Σ the unit circle bundle and
, where S 1 acts diagonally in an obvious way on both components, r is the radial coordinate on D(1), π : P Σ → Σ is the projection and α is a connection 1-form on P Σ with dα = −k P π * ω Σ . 2. (E Σ , ω can ) can be also viewed as a "one-sided" compactification of the negative symplectization of the contact manifold (P Σ , ξ = ker α). Indeed, it is not hard to see that (E Σ \ Σ, ω can ) is symplectomorphic to the negative symplectization (P Σ × (0, ∞), d(e −t α)) where t is the coordinate on (0, ∞).
Isotropic CW-complexes. Let M be a smooth manifold. A subset ∆ ⊂ M is called an embedded CW-complex if there exists an abstract CW-complex K and a homeomorphism i :
Henceforth we shall always assume all our CW-complexes to be connected and finite. Let ∆ ⊂ (M, Ω) be an embedded CW-complex in a symplectic manifold. If for every cell C as above, i(Int C) is an isotropic submanifold of (M, Ω) we say that ∆ is an isotropic CW-complex. Note that if ∆ is isotropic we have dim ∆ ≤ 1 2 dim R M . When this inequality is strict we call ∆ a subcritical isotropic CW-complex.
The skeleton associated with a polarization. Let P = (M, Ω, J; Σ) be a polarized Kähler manifold. Let ϕ P : M \ Σ → R be the associated function defined in Section 2. Denote by g Ω,J = Ω(·, J·) the Kähler Riemannian metric associated with the pair (Ω, J).
With this data fixed we have a distinguished subset ∆ P ⊂ M \ Σ defined as follows. Consider the gradient vector field grad g Ω,J
ϕ P of the function ϕ P with respect to the metric g Ω,J and let F t be its flow. Define ∆ P ⊂ M \ Σ to be the union of all the stable submanifolds corresponding to critical points of ϕ P , that is
Note that ∆ P ⊂ M \ Σ is compact since F t is complete at −∞ and Crit(ϕ P ) is a compact subset of M \ Σ. We remark that ∆ P is completely determined by the polarization P without any further choices since the function ϕ P is determined (up to an additive constant) by P. We shall therefore call ∆ P the skeleton associated with the polarization P. It should be pointed out, however, that without any further assumptions on the function ϕ P and the metric g Ω,J the skeleton ∆ P might have a very "wild" structure. Moreover, even if ϕ P is Morse ∆ P might be quite far from being a "reasonable" space (see for further discussion on this issue). On the other hand, the following collection of results from shows that it is always possible to modify Ω into Ω (which is diffeomorphic to Ω) in such a way that the corresponding polarization P = (M, Ω , J; Σ) gives rise to a skeleton which is an isotropic CW-complex. 
Note that due to condition 1 the number λ is uniquely determined by Ω hence we shall denote it from now on by λ (M,Ω) .
Examples.
1 
Tame symplectic manifolds.
In what follows we call a symplectic manifolds (X, ω X ) tame if it admits an ω X -compatible almost complex structure J X such that (X, ω X , J X ) is either geometrically bounded in the sense of [A-L-P] or convex at infinity in the sense of [E-G] . This class of manifolds includes: closed symplectic manifolds, Stein manifolds / domains, and interiors of compact symplectic manifolds with J X -convex boundary. We remark that X is allowed to be zero dimensional (namely a point).
Main results
Let (Σ, ω Σ ) be a closed symplectic manifold. We say that it can be realized as a hypersurface of a subcritical polarization if it can be embedded into a subcritical polarization P = (M, Ω, J; Σ) in such a way that ω Σ = Ω| Σ . 
Remark. Note that the assumption "[ω X ] vanishes on π 2 (X)" allows X to be a closed manifold (e.g. T 2m ). However, the analogous condition "[ω X ] vanishes in H 2 (X, R)" implies that X cannot be a closed manifold (unless it is 0-dimensional).
Strongly monotone submanifolds. Let (Σ, ω Σ ) be a symplectic manifold that can be realized as a hypersurface of a polarization P = (M, Ω, J; Σ). We say that (Σ, ω Σ ) is strongly monotone in P if there exist η, ν ∈ N such that
Here N Σ → Σ stands for the (complex) normal line bundle of Σ in M . We remark that the integers η, ν depend on the polarization P and not only on (Σ, ω Σ ) because we need to know the value of c NΣ 1 in H 2 (Σ; Z) (not just in H 2 (Σ; R)), or in other words, we need to know the topological type of N Σ . The ratio ν η however depends only on (Σ, ω Σ ) and the degree of the polarization k P since it is equal to 
Remark. By the universal coefficient formula, "H 1 (L; Z/qZ) = 0" is equivalent to saying that H 1 (L; Z) either has a non-trivial free summand, or it contains a non-trivial finite cyclic subgroup whose order divides q. 
Corollaries and examples
As a corollary to Theorem 4.2.1 we have: Corollary 4.3.1. Let (X 2m , ω X ) be a 2m-dimensional tame symplectic manifold, and suppose that c X 1 and ω X both vanish on π 2 (X) (resp. in
Proof. In Section 2 we have seen that (CP n , σ) can be realized as a hypersurface of a subcritical polarization (of CP n+1 ) of degree 1. Note that (CP n , σ) is monotone with λ (CP n ,σ) = n + 1. Therefore the inequality
becomes n + 1 > 1 2 (n + m + 1) which is equivalent to n ≥ m.
Construction.
Note that the result is sharp in the following sense. Let m = n+1. Then for any 2m-dimensional symplectic manifold (X 2m , ω X ), there exists a 0 > 0 such that for every a ≥ a 0 , (CP n × X 2m , σ ⊕ aω X ), admits a Lagrangian 2n + 1-sphere.
The construction goes as follows. Denote by S 2n+1 ⊂ C n+1 the unit sphere and by h : S 2n+1 → CP n the Hopf map. Then
is a Lagrangian embedding (see [A-L-P] ). Now let (X, ω X ) be a 2n + 2-dimensional symplectic manifold that admits a symplectic embedding of a closed 2n + 2-dimensional ball of radius 1, say ϕ :
It is easy to check that
is a Lagrangian embedding. To complete the construction, note that by Darboux' Theorem for every symplectic manifold (X, ω X ) there exists a 0 > 0 such that for every a ≥ a 0 , (X, aω X ) admits an embedding of a ball as above.
Examples of (X 2m , ω X ). Let us mention a few examples of manifolds that can play the role of (X 2m , ω X ) in Theorem 4.2.1 and Corollary 4.3.1:
• Any product of closed orientable surfaces of genus ≥ 1 (e.g. T 2m ), the product being endowed with any symplectic structure. More generally, any closed aspherical symplectic manifold.
• Any Stein manifold (X, ω X ) with c X 1 vanishing on π 2 (X) (resp. in H 2 (X; R)). For example, (C m , ω std ) or cotangent bundles X = T * (N ) of any closed manifold N , endowed with their standard symplectic structure.
• Products of manifolds from the above list. 
Proof. Note that (CP n , σ) is strongly monotone in CP n+1 with η = 1 and ν = n+1. Hence by Theorem 4.2.2, H 1 (L; Z/qZ) = 0 for q = (n + 1)lcm(2, t X ) = 2(n + 1)τ X .
Using Theorem 4.2.3 instead of Theorem 4.2.2, the assumption on the exactness of ω X can be weakened (so as to allow X to be a closed manifold): 
τ X and n ≥ m be as in Corollary 4.3.2, with the exception that
[ω X ] vanishes on π 2 (X) instead of the assumption that ω X is exact. Let L ⊂ (CP n × X 2m , σ ⊕ ω X )
Consider the line bundle
be the zero set of a generic holomorphic section of the line bundle L. It follows from Bertini's theorem that Σ is irreducible, smooth and reduced. We denote by ω Σ the restriction (σ ⊕ ω Y )| Σ . Note that the symplectic type of (Σ, ω Σ ) does not depend on the choice of the generic section used to define Σ (see the discussion in Section 2.7 above). 
Lagrangian embeddings: proofs
In this section we prove our main results on Lagrangian embeddings: Theorems 4.2.1, 4.2.2, 4.2.3, and Theorem C from the introduction.
Preparation for the proofs
The following theorem from [B-C] is an important ingredient in our study of Lagrangian submanifolds. A special case of this theorem, namely when V = C n , has been established before by Polterovich [Po] , in [A-L-P] and by Oh . See also 
We shall also need the following lemma.
Lemma 5.1.2. Let P = (M, Ω, J; Σ) be a polarization of degree k P . Assume that either dim R M ≥ 6, or dim R M = 4 and P is subcritical. Then:
Ω vanishes on π 2 (M ) if and only if ω Σ vanishes on π 2 (Σ). 2. If (Σ, ω Σ ) is spherically monotone (resp. monotone) then so is also (M, Ω).
Furthermore, in this case
Proof. If dim R M ≥ 6 the lemma follows immediately from Lefschetz hyperplane theorem, which implies that the inclusions Σ → M induces surjective maps on π 2 and H 2 . The case of subcritical P with dim R M = 4 follows from Corollary 3.4 and a general position argument. The formula λ (M,Ω) = λ (Σ,ω Σ ) + k P is an immediate consequence of the adjunction formula (see [G-H] ).
Proof of Theorem 4.2.1
Outline of the proof. Let us explain first the main ideas of the proof and how the fact that (Σ, ω Σ ) can be realized as a hypersurface of a subcritical polarization is used. Suppose, contrary to the statement of the theorem, that (Σ × X, ω Σ ⊕ ω X ) does admit a simply connected Lagrangian submanifold L.
By assumption there exists a subcritical polarization P = (M, Ω, J; Σ) with Ω| Σ = ω Σ . The first step of the proof is to climb one dimension higher and construct a monotone Lagrangian submanifold L r ⊂ ((M \ Σ) × X, Ω ⊕ ω X ) which is built as a circle bundle over L. For this purpose we use the decomposition technique described in Section 3.
The next step relies on the fact that M \ Σ is a subcritical Stein manifold. By Theorem 5.1.1 there exists a non-constant holomorphic disc D ⊂ (M \ Σ) × X with boundary on L r such that:
Next we combine the disc bundle structure on M \ ∆, described in Section 3, with the fact that L is simply connected to cup the disc D with another symplectic disc so as to obtain a sphere S ⊂ M ×X with S Ω > 0. Moreover, we can compute the value of S Ω.
The upper bound on µ( [D] ) and a computation of the Maslov number of the other disc give us an upper bound on the first Chern number c 1 (
Finally we use the monotonicity of (M, Ω). Comparing the ratio between the upper bound on c 1 ([S]) and the area S Ω with the number λ (M,Ω) will give us a contradiction. It turns out that the inequality in assumption 3 of the statement of Theorem 4.2.1 is precisely the one needed in order to get this contradiction.
We now turn to the Proof of Theorem 4.2.1. We first prove the statement of the theorem regarding simply connected Lagrangians. The case of Lagrangians with H 1 (L; Z) = 0 is similar and we will indicate at the end of the proof the needed adjustments.
Suppose that there exists a simply connected Lagrangian L ⊂ (Σ×X, ω Σ ⊕ω X ). By assumption, Σ can be included in a subcritical polarization P = (M, Ω, J; Σ) with Ω| Σ = ω Σ .
Step 1. Let (E Σ , ω can ) be the standard symplectic disc bundle over (Σ, ω Σ ) modeled on the normal line bundle N Σ of Σ in M and denote by π : E Σ → Σ the projection.
For every 0 < r < 1 write
for the circle subbundle of radius r. Denote byπ r : P r × X → Σ × X the obvious projection coming from
r (L). Finally, for every fixed 0 < r < 1 we endow E Σ × X with the following symplectic formω
We now have the following
The proof is given after the end of the present proof. Note that the fibres of the circle bundle L r → L inherit an orientation induced from the circle action on the fibres of P r → Σ. In what follows we shall denote by γ a fibre of the circle bundle L r → L endowed with this orientation. With this notation we have π 1 (L r ) = Z[γ].
Step 2. Let ϕ P : V = M \ Σ → R be the plurisubharmonic function on the Stein manifold (V, J) associated with P. Let ∆ P be the corresponding skeleton.
Due to Theorem 3.3 we may assume (replacing Ω with Ω ) that (V, J, ϕ P ) is a subcritical Stein manifold, that ∆ P is a subcritical isotropic CW-complex, and that there exist a symplectomorphism
which sends the zero section Σ ⊂ E Σ identically onto Σ ⊂ M . Denote by G the symplectomorphism
where
Again, the proof is postponed until the end of the current proof. From now on, let r be the constant provided by Lemma 5.2.2.
Step 3. Let J X be an ω X -compatible almost complex structure which realizes (X, ω X , J X ) as a tame symplectic manifold. Put J V ×X = J ⊕ J X .
We are now in the position to apply Theorem 5.
By Theorem 5.1.1 there exists a non-constant
Since dim R V ≥ 4, the (real) codimension of ∆ P × X in V × X is higher than 2. So by slightly perturbing D away from its boundary we get a symplectic disc (which we continue to denote by D)
In other words, we may assume D to lie in the image of (
we get a symplectic disc
with boundary on L r such that Dω r > 0 and µ( [D] ) ≤ dim C Σ + dim C X + 1.
Step
We claim that l < 0.
To prove this, denote by pr X : E Σ × X → X and pr E Σ : E Σ × X → E Σ the obvious projections. Let E Σ (r) = v ∈ E Σ v ≤ r → Σ be the closed disc subbundle of radius r in E Σ and consider the pull-back disc bundle
Pick a point p ∈ L and denote by F r = (π × 1l) −1 (p) the fibre over p. Note that F r is a symplectic disc (with respect toω r ) with boundary on L r . Moreover, with the orientation induced on F r byω r we obviously have
r ) whose boundary winds around one of the fibres l times, that is, ∂D = lγ.
Consider now the sphere S = D ∪ ∂D (−l)F r obtained from gluing the disc D along the boundary to the (−l) multiple cover of the fibre F r . Since ω X vanishes on π 2 (X) and pr X (F r ) = pt we have
This implies that l < 0, as stated.
Step 5. Denote by c
∈ H 2 (E Σ ; Z) the first Chern class of the tangent bundle of the symplectic manifold (E Σ , 1 kP ω can ). From the assumptions of the theorem we get (via the map F P ) that
On the other hand, from step 3 we have 2c
Combining this with inequality (1) and the fact that l < 0 we obtain
in contradiction to the assumption of the theorem. This concludes the proof of the statement of Theorem 4.2.1 regarding simply connected Lagrangians.
The statement regarding Lagrangians L with H 1 (L; Z) = 0. In this case the proof goes along the same lines as above. The only difference is that instead of working with the homotopy groups π 1 (L r ), π 2 (E Σ × X, L r ) one uses the corresponding homology groups. For example, now we have
; the disc D should be replaced by a surface (with boundary) rep-
, and so on.
We now turn to the proofs of Lemmas 5.2.1 and 5.2.2 stated in the course of the proof. Note that H 2 (L; Z) has no torsion because H 1 (L; Z) = 0. Therefore it is enough to show that c
we have:
where pr Σ : Σ × X → Σ is the obvious projection. Denote by pr X : Σ × X → X the other obvious projection. Since [ω X ] vanishes on π 2 (X) it follows that pr *
. Now we get from (2) that c
Proof of Lemma 5.2.2. Again, we present the proof for the case of L being simply connected. The case H 1 (L; Z) = 0 is completely analogous.
is surjective due to subcriticality. Therefore it is enough to prove that there exists r such that L r is monotone in (E Σ 
Let F r be a fibre as in step 4 of the proof of Theorem 4.2.1.
With these notations the class
It is easy to see that µ([F r ]) = 2, hence 2c
. On the other hand, ω X and c X 1 vanish on π 2 (X) and so:
Therefore, if we choose r = kP
kP + 1>1 and so 0 <r <1.
Proofs of Theorems 4.2.2 and 4.2.3
Proof of Theorem 4.2.3. We use the same notations as in the proof of Theorem 4.2.1. We denote by P = (M, Ω, J; Σ) the subcritical polarization mentioned in the statement of the theorem.
Let L ⊂ (Σ × X, ω Σ ⊕ ω X ) be a closed Lagrangian submanifold. Assume that π 1 (L) has no elements of infinite order. We shall prove that H 1 (L; Z) contains a non-trivial cyclic subgroup whose order divides q.
Let L r → L be the circle bundle as in the proof of Theorem 4.2.1.
Before we prove this, let us explain how it implies the desired statement on H 1 (L; Z).
Denote by c
= 0. Denoting by pr Σ : Σ×X → Σ and by pr X : Σ×X → X the obvious projections, this can be written as:
Recalling that νc
and t X c X 1 = 0, we have:
Summarizing all the above we see that c Lr 1 = 0 but qc Lr 1 = 0. This proves that H 2 (L; Z) contains a non-trivial cyclic subgroup whose order divides q. It easily follows from the universal coefficient formula that the same also holds for H 1 (L; Z). It remains to prove that the circle bundle L r → L is not trivial. Indeed, assume that this bundle is trivial. Note that Lemma 5.2.2 continues to hold under the assumption that all elements of π 1 (L) have finite order (the proof is very similar to the case π 1 (L) = 0). We can now apply steps 2 and 3 of the proof of Theorem 4.2.1 and in the same way obtain a disc
, where [γ] is the (infinite) cyclic group generated by [γ] . Let l ∈ Z be the unique integer such that
l ) where a ∈ π 1 (L). As in step 4 of the proof of Theorem 4.2.1 we claim that l < 0.
To prove this recall that we are under the assumption that all the elements of π 1 (L) are of finite order. Let s ∈ N such that a s = 1 and choose a representative
The same arguments as in Step 4 of the proof of Theorem 4.2.1 show that
hence l < 0. Now we proceed in an analogous way to step 5 of the proof of Theorem 4.2.1 to obtain:
Finally, since l < 0 we get:
in contradiction to the assumption of the theorem. This completes the proof of the claim that L r → L is a non-trivial circle bundle, hence the proof of Theorem 4.2.3.
Proof of Theorem 4.2.2.
The proof is analogous to the proof of Theorem 4.2.3. The required adjustments are similar to the ones needed in the proof of Theorem 4.2.1 for the case H 1 (L; Z) = 0. One then concludes that H 1 (L; Z) either contains an infinite cyclic subgroup (that is, the free part of H 1 (L; Z) is non-trivial), or it has a non-trivial cyclic subgroup whose order divides q. By the universal coefficient formula, this is equivalent to H 1 (L; Z/qZ) = 0.
where the projection P r → Σ is given by P r (z 1 , . . . , z n+1 ) → [0 : z 1 : . . . : z n+1 ] ∈ Σ. With these identifications the restriction of the map F P to P r is just: 
Consider now the decomposition S = D + ∪ D − into two discs, where: Note that
where A is the image of the class
CP n 1 (A) = 2(n + 1). Since the symplectic form Ω ⊕ (1 − r 2 )ω X takes the value 1 − r 2 on both A and D − , it follows that G(L r ) ⊂ V × CP n is monotone with µ min = 2(n + 1).
Gromov radius
In this section we prove Theorems F and G from the introduction.
Isotopies of subcritical CW-complexes and proof of Theorem F
An important ingredient in the proof of Theorem F is the following isotopy theorem, essentially due to Laudenbach [Lau] . 
This theorem is a slight modification of Theorem IV from [Lau] (see also Theorem I there) and can be proved in almost the same way. Let us also remark that the above theorem and its proof belong to the framework of Gromov's h-principle (see ). Now let P = (M, Ω, J; Σ) be a subcritical polarization. By Corollary 3.4 there exists a subcritical isotropic CW-complex ∆ ⊂ M \ Σ such that (M \ ∆, Ω) is symplectomorphic to the standard symplectic disc bundle (E Σ , 1 kP ω can ). The following result is an immediate consequence of the Isotopy Theorem and Corollary 3.4. Here by a smoothly contractible subset of M we mean a subset which can be isotoped (via an ambient smooth isotopy) into an arbitrarily small coordinate neighbourhood in M . For example, a disjoint union of embedded closed balls is always smoothly contractible. 
Remark. Note that the inequality ρ G E Σ , 1 kP ω can ≤ ρ G (M, Ω) holds for any polarization, subcritical or not. However, in the critical case this inequality may be strict. This happens e.g. for the degree 2 polarization (CP n , σ, J CP n ; Σ) where Σ is a smooth quadric (see ). The reason is that in this case ∆ contains Lagrangian cells, for which Theorem 6.1.1, and Gromov's h-principle in general, do not apply. This discrepancy between the two Gromov radii and its implications have been studied in .
Proof of Theorem F. Let P = (M, Ω, J; Σ) be the subcritical polarization of degree k P as in the statement of the theorem.
In view of Proposition 6.1.2 we have ρ 
Seshadri constants and proof of Theorem G
Before we go to the proof we need a short tour into the theory of Seshadri constants. Seshadri constants were defined by Demailly [Dem] . We refer the reader also to [E-L] , [E-K-L] and the references therein for further details and interesting results concerning these constants.
Let M be a complex manifold, and L → M an ample line bundle. The Seshadri constant of L at the point p ∈ M is the following non-negative real number:
where the infimum is taken over all irreducible holomorphic curves C passing through the point p. Since this quantity may depend on the point p, it is useful to define the following more global invariant: The next proposition establishes a relation between Seshadri constants and the Gromov radius (cf. [Laz] and also ):
Proof. Let π : M p → M be the complex blow-up of M at a point p ∈ M , with exceptional divisor E over p. Then it is not hard to see that (see [Dem] ):
Recall that an R-divisor D on an algebraic variety is called nef (numerically effective) if it lies in the closure of the (R-)ample cone. Now let e ∈ H 2 ( M p ) be the Poincaré dual to E. Clearly (5) is equivalent to:
Performing symplectic blowing-down (see e.g.
Since this is true for every p ∈ M , the proposition follows.
By the results of [E-K-L] , for a "very general" point p ∈ M we have the following uniform bound:
Combining this with Proposition 6.2.1 we get:
On the other hand by Theorem F,
Proof of the Desingularization Theorem
Idea of the proof. We will show that φ = − log s 2 has two types of critical points. The first type are -small perturbations of critical points of − log s 1 ⊗s 2 2 outside Σ 1 ∪ Σ 2 , which have index < n = dim C M by assumption 1. The second type of critical points occur near Σ 1 ∩Σ 2 . Up to small perturbations, they can be modeled as critical points of functions
on a neighbourhood of 0 in C n such that Σ 1 ∩ Σ 2 is described by {z 1 = z 2 = 0}. The first term has a critical point of index 2, whereas the second term has critical points of index < n − 2 by assumption 2, so the second type of critical points also have index < n. Let us now make these arguments precise.
Proof of Theorem 2.3.1. Step 1. We cover M by finitely many holomorphic charts on which L 1 , L 2 are trivial. This allows us to view s 1 , s 2 , s 1 ⊗ s 2 = s 1 s 2 as functions and speak of ∂s i etc. In view of the transversality assumptions, there exist arbitrarily small constants 0 < δ < ρ with the following properties:
• For i = 1, 2, V i = {|s i | < δ} is a neighbourhood of Σ i on which |∂s i | ≥ ρ.
• V = {|s 1 | 2 + |s 2 | 2 < ρ 2 } is a neighbourhood of D on which |a 1 ∂s 1 + a 2 ∂s 2 | 2 ≥ ρ(|a 1 | 2 + |a 2 | 2 ) for all a 1 , a 2 ∈ C.
• U = {|s 1 | 2 + |s 2 | 2 < ρ 2 , |s 0 | < ρ} is a neighbourhood of Z on which |a 0 ∂s 0 + a 1 ∂s 1 + a 2 ∂s 2 | 2 ≥ ρ(|a 0 | 2 + |a 1 | 2 + |a 2 | 2 ) for all a 1 , a 2 , a 3 ∈ C.
These properties imply the following: 2 for δ sufficiently small, and similarly on V 2 \ V . Here and in the following we denote by c a generic constant independent of , δ, ρ.
Step 2. For > 0 small, s is transverse to the zero section. On U : |∂s| 2 ≥ ρ(|s 1 | 2 + |s 2 | 2 + 2 ) > 0.
Step 3. The critical points of φ = − log s
Proof. In holomorphic charts write the metric on L as Step 4 This result reduces the packing problem from (M, Ω) to a standard symplectic disk bundle, where it should be more tractable. In dimension 4 the numbers v N are known for many cases (see [M-P] , ). In dimension > 4, even on disk bundles the packing problem seems out of reach with the methods currently available.
Discussion
Spaces of symplectic embeddings.
Given a vector of positive numbers r = (r 1 , . . . , r N ) denote by Emb(M, Ω; r) the space of (unparametrised) is surjective. In fact, a 1-parametric version of Theorem 6.1.1 shows that this map is also injective, hence an isomorphism. For higher homotopy groups, one expects the induced map on π k to be an isomorphism provided that k ≤ 2n − dim(∆ P ) − 2, where ∆ P is the skeleton of the polarization P.
Symplectic capacities. Symplectic capacities have played an important role in the development of symplectic geometry. One example is the Hofer-Zehnder capacity c HZ (see [H-Z] for the definition) which is closely linked to Hamiltonian dynamics. For instance, its finiteness implies the Weinstein conjecture for convex hypersurfaces. However, the Hofer-Zehnder capacity has been computed only in very few cases.
A variation of this is the capacity c 0 HZ ≤ c HZ , where in its definition the supremum is only taken over Hamiltonians H for which the set {H < max H} is smoothly contractible in M . For the latter capacity, the Isotopy Theorem yields the following result:
