In this paper, a method called "Boolean subtraction" which enables the subtraction of two minterms and of two functions of the disjunctive normal form respectively of two ternary-vectors and of two ternary-vector-lists is presented. The advantage of "Boolean subtraction" is that the calculated results are already presented in an orthogonal form, which has a significant advantage for further calculations. It replaces two procedures, once building the difference and then the subsequent orthogonalizing and has faster computing time in comparison. Furthermore, another equation is developed from the property of this new method providing orthogonal results in order to orthogonalize functions of the disjunctive normal form.
Introduction
In contrast to the Boolean operators AND '∧', OR '∨', NOT '¬', XOR '⊕' and XNOR ' ' [1] , subtraction and division are not defined in the Boolean algebra. This work shows a method of subtracting two minterms, two functions respectively two ternary-vectors (TV), two ternary-vector-lists (TVL) of the disjunctive normal form D(f ). A special feature of this method is the result of the difference, which has the property of being orthogonalized. The "Boolean subtraction" shown here does not correspond to the subtraction in algebra, in which a number is subtracted from another number. It is more like the set difference in the set theory, whereas the result of "Boolean subtraction" is already orthogonalized. By the "Boolean subtraction " not a new operator is introduced, but rather a new function which orthogonalizes. This subtraction is illustrated by using the Karnaugh map. Based on this method, a new mathematical equation to orthogonalize functions of the disjunctive normal form easily is going to be formed.
Theoretical foundations
2.1. Isomorphism: from the set theory to boolean algebra
In Fig. 1 the set difference from the set theory [2] is shown and defined by:
(1) Due to the isomorphism the set difference is expressed by Eq. (2). Thus, the difference of two minterms m i,j , respectively of two ternary-vectors TV i,j can be calculated:
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Ternary-vector-list
Ternary-vector-lists (TVLs) are representations of Boolean functions which may assume one of three possible values for each point. A non-negated variable is characterized by '1', a negated by '0' and a variable not included by '-'. TVLs can be treated computationally easier and are more advantageous in terms of memory requirement and computing time. A TVL consists of m-rows (number of conjunctions or disjunctions contained in the function), called ternary-vector (TV), and n-columns (number of independent variables) and with t ∈ {0, 1, −} and n, m ∈ N applies (Eq. (3)) [3] [4] [5] :
The rule for the AND-operation (∧) of two ternaryvectors T V i,j , which represents an average, is defined by the following way: Fig. 2 .
The result is a TVL of three TVs, blocks of 4 (red, brown, green), which cover the rest of the 1s with the largest possible covering and overlap themselves (Fig. 2, (a\b) ). Orthogonality: A TVL is orthogonal if the TVs have the characteristic to be disjoint to each other in pairs at least in one column. Thus T V i ∧ T V j = × can be formulated for the orthogonality of a TVL [4] . The orthogonality of a TVL respectively function of the disjunctive normal form is characterized in a K-map by non-overlapping blocks. Orthogonal TVLs can be used as internal computer representations for binary functions and are more advantageous for further calculations.
The Boolean subtraction
Subtraction is one of the four basic operations in arithmetics in which a number (subtrahend) is subtracted from another number (minuend), and is defined as: M inuend − Subtrahend = Diff erence. Although does not work in the same way the method of "Boolean subtraction" to determine the difference as in arithmetics, the same terminology is used to explain this new function.
The "Boolean subtraction" is illustrated by the same two blocks of Example 1 in a K-map with 4 variables (Fig. 3) . It is the removal of the intersection set from the minuend that arises between the minuend and the subtrahend. After the removal of a subtrahend from a minuend a difference which includes several blocks, which are pairwise orthogonal to each other and cover the remaining 1s of the minuend arises: Fig. 3 . Illustration of Boolean subtraction in K-map.
The corresponding TVL representation:
The number of the variables abounded in the subtrahend and are not presented in the minuend at the same time corresponds to the number of blocks in the result (called n). The result is dependent on the starting variable. There are several options, but all of them are homogeneous because the same set of 1s is covered. They differ only in the form of coverage. The set of 1s is be covered by the largest possible blocks which are orthogonal. The number of possible results can be determined by: n! for n > 0. Equation (4) is applied to calculate the "Boolean subtraction" of two minterms or two ternaryvectors. If the subtrahend and the minuend are orthogonal to each other, the result corresponds to the minuend itself.
(4) By the new method the two calculation procedures, the difference building '\' and the subsequent orthogonalization 'orth' [6] are performed in one step (Fig. 2) , which means the "Boolean subtraction " is the composition of both. The orthogonalization of a TVL is reached by filling the [-]-column with the complement of the variable in the same column of another TV. In TVL with multiple TVs the calculation of orthogonal solution by the corresponding implementation is much more difficult, whereas the new function constitutes the solution in already orthogonal form.
Both TVL-results, out of building difference and "Boolean subtraction", are different in their TVL representation but equal in the covering the 1s. The result by is the orthogonal form of the result by building the difference out of the set theory (Fig. 3) .
The comparison between "Boolean subtraction" and building the difference is shown in diagram (Fig. 4a) , whereas the comparison of "Boolean subtraction" and the composition with respect to the computing time depending on the dimension (Dimension [x] ) is illustrated in diagram (Fig. 4b) . For each single dimension, which is the length of the ternary-vector of the minuend and the subtrahend, 1000 different tasks are performed. In addition, for each task is determined an average computing time T i is determined out of 1000 measurements. Consequently, an average computing time T j (T
) for each dimension is determined out of the average computing time values T i , in order to compensate abnormalities. The curves in the first diagram (Fig. 4a) run almost identically but the second diagram (Fig. 4b) clearly shows that the new method has faster computing time with increasing dimension than it is the case with the composition of building the difference with the subsequent orthogonalization [7] .
Boolean subtraction of two functions or two TVLs
The orthogonalized difference of two functions of disjunctive normal form, respectively of two TVLs D(f ), can be calculated by Eq. (5) 
Orthogonalization using Boolean subtraction
Functions of disjunctive normal form,
can be orthogonalized by Eq. (6) based on "Boolean subtraction". Certainly the orthogonalized solution can diversify depending on the starting minterm; the order of the minterms can be changed because of the commutative characteristic of a disjunctive normal form. The order of the calculation is important. That means, the first two minterms must be subtracted and then the third minterm must be subtracted from the result of them, and so on. If the function is composed of three minterms (i = 3), the form f
Example 2: The function
is orthogonalized as follows:
is the orthogonalized form of f 2 . They are different in their form, but homogeneous because they cover the same 1s, which means, they are equivalent in their value. An orthogonal disjunctive normal form is equivalent to an orthogonal antivalence normal form, D(f orth ) = A(f orth ). So it can immensely facilitate further calculations such as the "Boolean differential calculus" [6].
Conclusion
This work shows the new method "Boolean subtraction". The result of this variety of subtraction is a set, which elements are also sets itselves, which are disjoint to each other in pairs. This method can be clearly visualized in a K-map up to 4 variables. The "Boolean subtraction" is applied to the subtraction of two minterms respectively of two ternary-vectors, two functions of disjunctive normal form respectively of two ternary-vector-lists D(f ). This new function " saves a further step of orthogonalization. TVL of the form D(f ) respectively functions of disjunctive normal form can easily be orthogonalized mathematically by the new Eq. (6) based on the new method for orthogonalization. The application of this equation is also enabled in the TVL arithmetic. Due to the orthogonalization further processing steps in the TVL arithmetic are simplified to a large extent because the orthogonal form of the disjunctive normal form has the advantage to assume them to be the antivalence normal form. Thus, it can significantly facilitate further calculations, such as the "Boolean differential calculus".
