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CONTINUITY OF ATTRACTORS FOR A FAMILY OF C1
PERTURBATIONS OF THE SQUARE
PRICILA S. BARBOSA?, ANTOˆNIO L. PEREIRA AND MARCONE C. PEREIRA†
Abstract. We consider here the family of semilinear parabolic problems{
ut(x, t) = ∆u(x, t)− au(x, t) + f(u(x, t)), x ∈ Ω and t > 0 ,
∂u
∂N
(x, t) = g(u(x, t)), x ∈ ∂Ω and t > 0 ,
where Ω is the unit square, Ω = h(Ω) and h is a family of diffeomorphisms converging to
the identity in the C1-norm. We show that the problem is well posed for  > 0 sufficiently
small in a suitable phase space, the associated semigroup has a global attractor A and the
family {A} is continuous at  = 0.
1. Introduction
Let Ω ⊂ R2 be the unit square, a a positive number f, g : R → R real functions, and
consider the family of semilinear parabolic problems with nonlinear Neumann boundary
conditions:{
ut(x, t) = ∆u(x, t)− au(x, t) + f(u(x, t)), x ∈ Ω and t > 0 ,
∂u
∂N
(x, t) = g(u(x, t)), x ∈ ∂Ω and t > 0 , (P)
where Ω = h(Ω) and h is the family of diffeomorphisms, given by
h(x1, x2) = ( x1 , x2 + x2  sen(x1/
α) ) (1)
with 0 < α < 1 and  > 0 is sufficiently small (see figure (1)).
Our aim here is to prove well-posedness, establish the existence of a global attractor A
for sufficiently small  and prove the continuity of the family of attractors at  = 0, under
appropriate conditions on the nonlinearities.
It well known that, under some smoothness hypotheses on Ω ⊂ Rn, f and g, the problem
is well posed in appropriate phase spaces. The existence of a global compact attractor has
been proved in [4] and [10], under some additional growth and dissipative conditions on the
nonlinearities f and g. In [12] the authors prove the continuity of the attractors with respect
to C2 perturbations of a smooth domain of Rn.
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Figure 1. Map h.
These results do not extend immediately to the case considered here, due to the lack of
smoothness of the domains considered and the fact that the perturbations do not converge
to the inclusion in the C2 norm.
The problem of existence and continuity of global attractors for semilinear parabolic prob-
lems, with respect to change of domains has also been considered in [3], for the problem with
homogeneous boundary condition{
ut = ∆u+ f(x, u) in Ω
∂u
∂N
= 0 on ∂Ω ,
where Ω, 0 ≤  ≤ 0 are bounded domains with Lipschitz boundary in RN , N ≥ 2. They
prove that, if the perturbations are such that the convergence of the eigenvalues and eigen-
functions of the linear part of the problem can be shown, than the upper semicontinuity of
attractors follow. With the additional assumption that the equilibria are all hyperbolic, the
lower semicontinuity is also obtained.
The behavior of the equilibria of (P) was studied in [1] and [2]. In these papers, the
authors consider a family of smooth domains Ω ⊂ RN , N ≥ 2 and 0 ≤  ≤ 0 whose
boundary oscillates rapidly when the parameter → 0 and prove that the solutions, as well
as the spectra of the linearised problem around them, converge to the solution of a “limit
problem”.
In this work, we follow the general approach of [12], which consists basically in “pull-
backing” the perturbed problems to the fixed domain Ω and then considering the family of
abstract semilinear problems thus generated.
We observe that the results obtained can be easily extended to convex domains, and more
general families of C1 perturbations, but we have chosen to consider a specific setting, for
the sake of clarity. The extension to more general Lipschitz domains is problematic for the
lack of appropriate regularity results.
The paper is organized as follows: in section 1 we collect some results needed later. In
section 2 we show how the problem can be reduced to a family of problems in the initial
domain and, in section 3, we show that the perturbed linear operators are sectorial operators
in suitable spaces. In section 4 we show that the problem can be reformulated as an abstract
problem in a scale of Banach spaces which are shown to be locally well-posed in section
5, under suitable growth assumptions onf f and g. In section 6, assuming a dissipative
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condition for the problem, using the properties of a Lyapunov functional, we prove that
the solutions are globally defined. In section 7 we prove the existence of global attractors.
Finally, in section 8, we show first that these attractors behave upper semicontinuosly and,
with some additional properties on the nonlinearities and on the set of equilibria, we show
that they are also lower semicontinuos at  = 0 in the Hs-norm for s < 1.
Preliminaries
We collect here some definitions and results that will be used in the sequel.
1.1. Boundary perturbation. One of the difficulties encountered in problems of perturba-
tion of the domain is that the function spaces change with the change of the region. One way
to overcome this difficulty is to effect a “change of variables” in order to bring the problem
back to a fixed region. This approach was developed by D. Henry in [7] and is the one we
adopt here.
If Ω ⊂ Rn is a bounded region, we denote by Diffm(Ω),m ≥ 0, the set of Cm embeddings
(=diffeomorphisms from Ω to its image).
If h ∈ Diffm(Ω), we may define the “pull-back” map h∗ : Cm(h(Ω))→ Cm(Ω) by
h∗u(x) = (u ◦ h)(x) = u(h(x)), x ∈ Ω.
Proposition 1.1. The map
h∗ : Cm(h(Ω)) → Cm(Ω)
u 7−→ u ◦ h
is an isomorphism, with inverse h∗−1 = (h−1)∗, for m ≥ 0.
Proof. See [7]. 
It is important to observe that the above result is also true in other function (e.g. Sobolev)
spaces. (see Lemma 2.3).
If L is a (formal) constant matrix coefficient differential operator
Lu(x) =
(
u(x),
∂u
∂x1
(x), · · · , ∂u
∂xn
(x),
∂2u
∂x21
(x),
∂2u
∂x1∂x2
(x), · · ·
)
, x ∈ Rn,
with values in Rk and f(x, λ) is a function defined for (x, λ) in some open set O ⊂ Rn×Rk,
we may define the nonlinear differential operator FΩ, by
FΩ(u)(x) = f(x, Lu(x)), x ∈ Ω,
for sufficiently smooth functions u defined in Ω such that (x, Lu(x)) ∈ O, for any x ∈ Ω.
If h : Ω→ Rn ∈ Diffm(Ω) we may consider the differential operator Fh(Ω) withD(Fh(Ω)) ⊂
Cm(h(Ω)), open. The map
Fh(Ω) : D(Fh(Ω)) ⊂ Cm(h(Ω))→ C0(h(Ω))
is the Eulerian form of the formal nonlinear differential operator v 7−→ f(·, Lv(·)) on h(Ω) ,
whereas
h∗Fh(Ω)h∗−1 : h∗D(Fh(Ω)) ⊂ Cm(Ω)→ C0(Ω)
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is the Lagrangian form of the same operator. The same notation is used in other function
spaces.
The Eulerian form is frequently more natural and simpler for computations, but the
Lagrangian form is more adequate to prove theorems, since it allow us to work in fixed
function spaces. However, to use standard tools such as the implicit function theorem, we
need to show that the map
(u, h) 7−→ h∗Fh(Ω)h∗−1u
is smooth and compute its derivatives. The differentiability with respect to u poses no
problem, since h∗ is linear. The differentiability with respect to h, is the content of the next
result.
Proposition 1.2. Let Diffm(Ω) denote the open subset of maps in Cm(Ω,Rn) which are
diffeomorphisms to their images (=embeddings). Then the map
(u, h)→ (h∗Lh∗−1)u : Diffm(Ω)× Cm(Ω)→ C0(Ω)
is analytic. If, in addition f is Ck or analytic, then
(u, h)→ h∗Fh(Ω)h∗−1u : Diffm(Ω)× Cm(Ω)→ C0(Ω)
is Ck or analytic, respectively.
Proof. See [7]. 
1.2. Lipschitz domains and fractional Sobolev spaces.
Definition 1.3. Let Ω ⊂ Rn be an open set. We say that Ω is a Lipschitz domain
(resp.continuously differentiable, of class Ck,1 (k ≥ 1), m-times continuously differentiable)
if, for any x ∈ ∂Ω, there exists a neighborhood V of x in Rn and a map ψ : V → Rn such
that
(a) ψ is injective;
(b) ψ and ψ−1 (defined in ψ(V )) are Lipschitz maps (resp.continuously differentiable, of
class Ck,1 (k ≥ 1), m-times continuously differentiable);
(c) Ω ∩ V = { y ∈ Ω ∣∣ ψn(y) < 0}, where ψn(y) denotes the n-th component of ψ(y).
We now define the (fractional) Sobolev spaces W s,p(Ω) in open sets Ω of Rn.
Definition 1.4. If Ω is an open set of Rn, the Sobolev space W s,p(Ω) is the set of all
distributions u in Ω such that
(a) Dαu ∈ Lp(Ω), for |α | ≤ m, when s = m is a non-negative integer;
(b) u ∈ Wm,p(Ω) and ∫ ∫ |Dαu(x)−Dαu(y) | p
|x− y |n+σp dx dy < +∞
Ω× Ω
for |α | = m, when s = m+ σ is non-negative and non-integer.
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We define a norm in W s,p(Ω) by
||u ||Wm,p(Ω) =
 ∑|α |≤m
∫
Ω
|Dαu | pdx

1
p
in case (a), and by
||u ||W s,p(Ω) =
 ||u || pWm,p(Ω)+
∑ ∫ ∫ |Dαu(x)−Dαu(y) | p
|x− y |n+σp dx dy
|α | = m Ω× Ω

1
p
in case (b).
In what follows, we indicate by X ↪→ Y , the continuous inclusion of the space X into Y .
Theorem 1.5. Suppose Ω ⊂ R2 in an open bounded domain. If p ≥ 1, kp < 2 and 1
q
=
1
p
−k
2
then W k,p(Ω) ↪→ Lq(Ω). If p ≥ 1, kp = 2, then W k,p(Ω) ↪→ Lq(Ω) for all q, 1 ≤ q <∞.
Proof. See [9], pg 66. 
Theorem 1.6. Suppose Ω ⊂ R2 an open bounded domain. Suppose p ≥ 1, kp > 2, and put
µ

= k − 2
p
if k − 2
p
< 1 ,
< 1 if k − 2
p
= 1 ,
= 1 if k − 2
p
> 1.
Then W k,p(Ω) ↪→ C0,µ(Ω).
Proof. See [9], pg 66. 
Theorem 1.7. If Ω ⊂ R2 is a bounded Lipschitz domain and s > t ≥ 0, then the inclusion
I : W s,p(Ω) ↪→ W t,p(Ω) is compact.
See [5], pg 26.
Theorem 1.8. Let Ω ⊂ Rn be an open bounded domain of class Ck,1, k ≥ 0. If s− 1/p is
non integer, s ≤ k + 1, s− 1/p = l + σ, 0 < σ < 1, l ≥ 0 integer, then the trace map
u 7−→
{
γu, γ
∂u
∂ν
, ..., γ
∂lu
∂ν l
}
which is defined for u ∈ Ck,1(Ω), has a unique continuous extension as a map
W s,p(Ω) to
l∏
j=0
W s−j−1/p , p(∂Ω).
See [5], pg 37.
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Theorem 1.9. Let Ω ⊂ Rn be an open bounded Lipschitz domain. Then, the trace map
u→ γu which is defined for u ∈ C0,1(Ω), has a unique continuous extension as a map from
W 1,p(Ω) to W 1−1/p , p(∂Ω).
See [5], pg 38.
Theorem 1.10. Let Ω ⊂ R2 be an open bounded Lipschitz domain 0 ≤ k < 1 and q = 1
1− k .
Then the trace map u → γu which is defined for u ∈ C∞(Ω), has a unique continuous
extension as a map from Hk(Ω) to Lq(∂Ω).
Proof. See [9], pg 81. 
Theorem 1.11. Let Ω ⊂ RN be a Lipschitz domain, u ∈ W 1,p(Ω), v ∈ W 1,q(Ω), where
1
p
+
1
q
≤ N + 1
N
if N > p ≥ 1, N > q ≥ 1 with q > 1 if p ≥ N and p > 1 if q ≥ N . Then∫
Ω
∂u
∂xi
v dx =
∫
∂Ω
uvνi dS −
∫
Ω
u
∂v
∂xi
dx ,
where (ν1, · · · , νN) is the outward unit normal, defined a.e.
Proof. See [9], pg 117. 
When dealing with Lipschitz domains, we face some difficulties concerning the regularity
of solutions for elliptic problems (see [5] for details). An appropriate result for our needs is
available in the case of convex domains for strongly elliptic operators in the divergence form,
defined as follows:
Definition 1.12. A second order differential operator L in the domain Ω in the divergence
form Lu =
n∑
i,j=1
Di (ai,jDju) where ai,j are real constants satisfying ai,j = aj,i ∈ C0,1(Ω) is
strongly elliptic if there exists a constant α > 0, such that −
n∑
i,j=1
ai,j(x)ξiξj ≥ α|ξ|2 for any
ξ = (ξ1, · · · , ξn) ∈ Rn and x ∈ Ω.
Remark 1.13. Since ai,j = aj,i, we also have −
n∑
i,j=1
ai,j(x)ξiξj ≥ α
(|Re ξ|2 + |Im ξ|2) = α|ξ|2
for any ξ = (ξ1, · · · , ξn) ∈ Cn, if L is strongly elliptic.
(For example: −∆u is strongly elliptic.)
Theorem 1.14. Let Ω ⊂ Rn be an open bounded and convex domain and Lu =
n∑
i,j=1
Di (ai,jDju)
a strongly elliptic operator in the divergence form. Then, for any f ∈ L2(Ω) and λ > 0,
there exists a unique u ∈ H2(Ω) such that
−
n∑
i,j=1
∫
Ω
ai,jDiuDjv dx + λ
∫
Ω
uv dx =
∫
Ω
fv dx ,
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for any v ∈ H1(Ω).
Proof. See [5], pg 149. 
1.3. Sectorial operators and semilinear abstract problems. The results in this section
were taken from [12] and [8], where more details and proofs can be found.
Definition 1.15. A linear operator A in a Banach space X is called sectorial if it is closed,
densely defined and there exists θ ∈
(
0 ,
pi
2
)
, M ≥ 1 and a ∈ R, such that the sector
Sa , θ =
{
λ
∣∣ θ ≤ | arg(λ− a) | ≤ pi, λ 6= a}
is in the resolvent set of A, and
|| (λ− A )−1|| ≤ M|λ− a | , for all λ ∈ Sa , θ.
Definition 1.16. If A is a sectorial operator with Reσ(A) > 0 then, for any α > 0 we
define the fractional power A−α of A, by
A−α =
1
Γ(α)
∫ ∞
0
tα−1e−Atdt.
Theorem 1.17. If A is a sectorial operator in X with Reσ(A) > 0, then for any α > 0,
A−α is a bounded linear operator on X which is injective and satisfies A−αA−β = A−(α+β),
when α > 0 and β > 0. Furthermore, for 0 < α < 1
A−α =
sin piα
pi
∫ ∞
0
λ−α(λ+ A)−1dλ.
Proof. See [8] , pg 25. 
Definition 1.18. If A is as in Theorem 1.17, we define Aα as the inverse of A−α (α > 0)
and D(Aα) = R(A−α), where D(Aα) is the domain of Aα and R(A−α) is the range of A−α.
Definition 1.19. If A is a sectorial operator in a Banach space X, we define, for α ≥ 0
Xα = D(Aα1 ) with the graph norm ,
||x ||α = ||Aα1x || , x ∈ Xα ,
where A1 = A+ aI with a such that Reσ(A1) > 0.
Theorem 1.20. If A is a sectorial operator in a Banach space X, then Xα is a Banach
space with norm || · ||α for α ≥ 0, X0 = X and, for α ≥ β ≥ 0, Xα is a dense subspace of Xβ
with continuous inclusion. If A has compact resolvent, the inclusion Xα ⊂ Xβ is compact
when α > β ≥ 0.
Proof. See [8] , pg 29. 
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Theorem 1.21. Let Ω ⊂ Rn be a Lipschitz domain, 1 < p <∞ and A a sectorial operator
in X = Lp(Ω) with D(A) = X1 ⊂ Wm,p(Ω) for some m ≥ 1. Then, for 0 ≤ α ≤ 1
Xα ⊂ W k,q(Ω) when k − n
q
< mα− n
p
, q ≥ p,
Xα ⊂ Cν(Ω) when 0 ≤ ν < mα− n
p
.
Proof. See [8] pg 39. 
Lemma 1.22. Suppose A is a sectorial operator with ‖(λ−A)−1‖ ≤ M|λ− a| for all λ in the
sector Sa,φ0 = {λ | φ0 ≤ |arg(λ−a)| ≤ pi, λ 6= a}, for some a ∈ R and 0 ≤ φ0 < pi/2. Suppose
also that B is a linear operator with D(B) ⊃ D(A) and ‖Bx−Ax‖ ≤ ε‖Ax‖+K‖x‖, for any
x ∈ D(A), where K and ε are positive constants with ε ≤ 1
4(1 + LM)
, K ≤
√
5
20M
√
2L− 1
L2 − 1 ,
for some L > 1.
Then B is also sectorial. More precisely, if b =
L2
L2 − 1a −
√
2L
L2 − 1 |a|, φ = max
{
φ0,
pi
4
}
and M ′ = 2M
√
5 then
‖(λ−B)−1‖ ≤ M
′
|λ− b| ,
in the sector Sb,φ = {λ | φ ≤ |arg(λ− b)| ≤ pi, λ 6= b}.
Proof. See [12], pg 348. 
Theorem 1.23. Suppose that A is as in Lemma 1.22, Λ a topological space and {Aγ}γ∈Λ is
a family of operators in X with Aγ0 = A satisfying the following conditions:
(1) D(Aγ) ⊃ D(A), for all γ ∈ Λ;
(2) ‖Aγx − Ax‖ ≤ (γ)‖Ax‖ + K(γ)‖x‖ for any x ∈ D(A), where K(γ) and (γ) are
positive functions with lim
γ→γ0
(γ) = 0 and lim
γ→γ0
K(γ) = 0.
Then, there exists a neighborhood V of γ0 such that Aγ is sectorial if γ ∈ V and the family
of (linear) semigroups e−tAγ satisfies
‖e−tAγ − e−tA‖ ≤ C(γ)e−bt
‖A (e−tAγ − e−tA) ‖ ≤ C(γ)1
t
e−bt
‖Aα (e−tAγ − e−tA) ‖ ≤ C(γ) 1
tα
e−bt, 0 < α < 1
for t > 0, where b is as in Lemma 1.22 and C(γ)→ 0 as γ → γ0.
Proof. See [12], pg 349. 
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Consider now the abstract evolution equation{
dx
dt
+ Ax = f(t, x) , t > t0 ,
x(t0) = x0
(2)
where A is a sectorial operator in X and f : U ⊂ R×Xα → X, for some α ∈ [0, 1).
Definition 1.24. A solution of (2) in [t0, t1) is a continuous function x : [t0, t1) → Xα,
x(t0) = x0, such that f(·, x(·)) : [t0, t1) → X is continuous and for t ∈ (t0, t1) dx
dt
exists,
(t, x(t)) ∈ U , x(t) ∈ D(A), and x satisfies (2).
Theorem 1.25. Suppose A is a sectorial operator, 0 ≤ α < 1, U ⊂ R × Xα is open and
f : U → X is locally Lipschitz continuous in x, and locally Ho¨lder continuous in t. Then,
for any ( t0, x0 ) ∈ U there exists T = T (t0, x0) > 0 such that (2) has a unique solution
x(t; t0, x0) on ( t0, t0 + T ) with initial value x(t0) = x0, which is continuous in x0.
Proof. See [8], Theorems 3.3.3 and 3.4.1. 
Theorem 1.26. Suppose A and f satisfy the hypotheses of Theorem 1.25 and also that
f(B) is bounded in X, for any closed bounded set B ⊂ U . Then, if x is a solution of (2)
on ( t0, t1 ) and t1 is maximal, then either t1 = +∞ or there exists a sequence tn → t1− as
n→ +∞ such that (tn, x(tn))→ ∂U .
Proof. See [8], Theorem 3.3.4. 
Theorem 1.27. Suppose A and f as in Theorem 1.25 and also assume that A has compact
resolvent and f takes all sets R+ × B ⊂ U ⊂ R × Xα with B bounded and closed into
bounded sets of X. If x(t; t0, x0) is a solution of (2) in ( t0,∞ ) with ||x(t; t0, x0) ||α bounded
as t→ +∞, then {x(t; t0, x0) }t>t0 is in a compact set of Xα.
Proof. See [8], Theorem 3.3.6. 
1.4. Global attractors and gradient systems.
Definition 1.28. A compact subset A ⊂ X which is invariant under the action of a Cr
semigroup
{
T (t)
}
t≥0 with r ≥ 0 is called maximal if any compact invariant subset under
T (t) is contained in A. A compact invariant set A is called a global attractor if A is
invariant, maximal and attracts each bounded subset B ⊂ X.
Definition 1.29. A point x ∈ X is called an equilibrium point of the Cr semigroup {T (t)}
t≥0
if T (t)x = x for t ≥ 0. An equilibrium point x is hyperbolic if σ(DT (t)(x)) does not intersect
the unit circle with centered at the origin.
Definition 1.30. A semigroup T (t) : X → X, t ≥ 0 of class Cr, r ≥ 1, is called a gradient
system (or gradient flow) if
(i) Each bounded positive orbit is pre-compact.
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(ii) There exists a Lyapunov functional for T (t), that is, a continuous function V : X →
R with the following properties:
(ii1) V (x) is bounded below,
(ii2) V (x)→∞ when |x | → ∞,
(ii3) V (T (t)x) is decreasing in t for each x ∈ X,
(ii4) T (t)x is defined for t ∈ R and V (T (t)x) = V (x) for t ∈ R, then x is an equilibrium
point.
Theorem 1.31. If
{
T (t)
}
t≥0 is a gradient system asymptotically smooth and the set E of
equilibria is bounded, then there exists a global attractor A for T (t) and A = W u(E) = {y ∈
X : T (−t)y is defined for t ≥ 0 and T (−t)y → E when t→∞}. If X is a Banach space,
then A is connected. If, in addition each point in E is hyperbolic, then E is finite and
A =
⋃
x∈E
W u(x).
Proof. See [6], Theorem 3.8.5. 
Lemma 1.32. Suppose Y is a metric space, Λ is an open set in Y , {−Aλ}λ∈Λ is a family of
operators in a Banach space X satisfying the conditions of Theorem 1.23 at λ = λ0, U is an
open set in R+×Xα, 0 ≤ α < 1 and f : U ×Λ→ X is Ho¨lder continuous in t. Suppose also
that, for any bounded subset D ⊂ U , f is continuous in λ at λ0 uniformly for (t, x) in D,
and there is a constant L = L(D), such that ‖f(t, x, λ)− f(t, y, λ)‖ ≤ L‖x− y‖α for (t, x),
(t, y) in D and λ ∈ Λ. Suppose further that the solutions x(t, x0, λ) of the problem
dx
dt
= Aλx+ f(t, x, λ), t > t0
x(t0) = x0
exist and remain in a bounded subset of Xα when x0 varies in a bounded subset of X
α, λ in
a neighborhood of λ0 and t0 ≤ t ≤ T .
Then the function λ 7→ x(t, x0, λ) ∈ Xα is continuous at λ0 uniformly for x0 in bounded
subsets of Xα and t0 ≤ t ≤ T .
Proof. See [12], Lemma 3.7. 
We recall now that the family of subsets Aλ of a metric space (X, d) is said to be upper-
semicontinuous at λ = λ0 if δ(Aλ,Aλ0) → 0 as λ → λ0, where δ(A,B) = sup
x∈A
d(x,B) =
sup
x∈A
inf
y∈B
d(x, y) and lower-semicontinuous if δ(Aλ0 ,Aλ)→ 0 as λ→ λ0.
Theorem 1.33. Suppose Y is a metric space, Λ is an open set in Y , {−Aλ}λ∈Λ is a family
of operators in a Banach space X satisfying the conditions of Theorem 1.23 at λ = λ0 with
b > 0, U is an open set in Xα, 0 ≤ α < 1 and f : U × Λ → X satisfying the conditions of
Lemma 1.32. Let T (t, λ)(x0) be the nonlinear semigroup in X
α given by the solutions of the
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problem
dx
dt
= Aλx+ f(x, λ), t > t0
x(t0) = x0.
(3)
Suppose also that, for each λ ∈ Λ there exists a global compact attractor Aλ for T (t, λ)(x),
the union
⋃
λ∈Λ
Aλ is a bounded set in X and f maps this union into a bounded set of X.
Then the family Aλ is upper semicontinuous at λ = λ0.
Proof. See [12], Theorem 3.9. 
Lower semicontinuity can also be proved under some additional hypotheses.
Theorem 1.34. Suppose, in addition to the hypotheses of Theorem 1.33, that the system
generated by (3) is gradient for all λ, its equilibria are all hyperbolic and continuous in λ
and the local invariant manifolds of the equilibria are continuous in λ. Then the family Aλ
is also lower semicontinuous at λ = λ0.
Proof. See [12], Theorem 4.10. 
2. Reduction to a fixed domain
Let Ω be the unit square in R2, and consider the family of maps h : Ω→ R2, defined by
(1). For simplicity we will denote by Ω the corresponding family of “perturbed domains”
Ωh = h(Ω). We first establish some basic properties of these families.
Lemma 2.1. If  > 0 is sufficiently small, the map h defined by (1) belongs to Diff
m(Ω),
for any m ≥ 1 and ||h − iΩ ||C1(Ω) → 0, as → 0.
Proof. It is clear that h ∈ Cm(Ω) and is injective and 1| Jh(x) | =
1
| 1 +  sen(x1/α) |
is bounded in Ω if  is sufficiently small, proving that h ∈ Diffm(Ω). Now, a simple
computation shows that
||h−iΩ||C1(Ω) = max
{
sup
(x1,x2)∈Ω
∣∣x2sen(x1/α)∣∣, sup
(x1,x2)∈Ω
(
x22
2−2αcos2(x1/α) + 2sen2(x1/α)
) 1
2
}
.
Therefore, if 0 < α < 1, it follows that ||h − iΩ ||C1(Ω) → 0 as → 0. 
Remark 2.2. The hypothesis α < 1 is essential in the above proof, we do not have C1
convergence of h if α ≥ 1. Also, convergence in the C2 norm only holds if α < 12 .
Lemma 2.3. If s > 0 and  > 0 is small enough, the map
h∗ : H
s(Ω) → Hs(Ω)
u 7−→ u ◦ h
is an isomorphism, with inverse h∗
−1 = (h−1 )
∗.
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Proof. We restrict ourselves to the case 0 ≤ s < 1, the proof for s ≥ 1 is similar and is left
to the reader. From Lemma 2.1 it is clear that h∗ is invertible with inverse h
∗

−1 = (h−1 )
∗ if
 > 0 is sufficiently small. Now, since the derivatives of h−1 are bounded below by a constant
M , we have that |h−1 (r) − h−1 (w)| ≥ M |r − w|, uniformly, for (r, w) ∈ Ω × Ω. It follows
that
||h∗u ||Hs(Ω) :=
{∫
Ω
| (u ◦ h)(x) | 2dx+
∫
Ω
∫
Ω
∣∣ (u ◦ h)(x)− (u ◦ h)(y) ∣∣ 2
|x− y | 2+2s dx dy
} 1
2
=
{∫
Ω
|u(r) | 2| Jh−1 (r) | dr
+
∫
Ω
∫
Ω
∣∣u(r)− u(w) ∣∣ 2
|h−1 (r)− h−1 (w) | 2+2s
| Jh−1 (r) | | Jh−1 (w) | dr dw
} 1
2
=
{∫
Ω
|u(r) | 2| Jh−1 (r) | dr
+
∫
Ω
∫
Ω
∣∣u(r)− u(w) ∣∣ 2
| r − w | 2+2s
| r − w | 2+2s
|h−1 (r)− h−1 (w)| 2+2s
|Jh−1 (r)||Jh−1 (w)|drdw
} 1
2
≤
{∫
Ω
|u(r) | 2| Jh−1 (r) | dr
+
∫
Ω
∫
Ω
∣∣u(r)− u(w) ∣∣ 2
| r − w | 2+2s
1
M 2+2s
|Jh−1 (r)||Jh−1 (w)|drdw
} 1
2
≤
{
K
∫
Ω
|u(r) | 2 dr + K
2
(2M)2+2s
∫
Ω
∫
Ω
∣∣u(r)− u(w) ∣∣ 2
| r − w | 2+2s drdw
} 1
2
,
where K is a bound for | Jh−1 (r) | in Ω. A similar argument shows that h∗−1 = h∗−1 is also
bounded. 
Let ∆Ω be the Laplacian operator in the region Ω = h(Ω). We want to find an expression
for the differential operator h∗∆Ωh
∗−1
 in the fixed region Ω, in terms of h. Writing h(x) =
h(x1, x2) = ((h)1(x), (h)2(x)) = (y1, y2) = y , we obtain, for i = 1, 2(
h∗
∂
∂yi
h∗−1 (u)
)
(x) =
∂
∂yi
(u ◦ h−1 )(h(x))
=
∂u
∂x1
(h−1 (y))
∂(h)
−1
1 (y)
∂yi
(y) +
∂u
∂x2
(h−1 (y))
∂(h)
−1
2 (y)
∂yi
(y)
=
2∑
j=1
[(
∂h
∂xj
)−1]
j,i
(x)
∂u
∂xj
(x)
=
2∑
j=1
bij(x)
∂u
∂xj
(x) ,
(4)
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where bij(x) is the i, j-entry of the inverse transpose of the jacobian matrix of h, given by
[h
−1]Tx =
 1
−x2 1−αcos(x1/α)
1 +  sen(x1/α)
0
1
1 +  sen(x1/α)
 .
Therefore,
h∗∆Ωh
∗−1
 (u)(x) =
2∑
i=1
(
h∗
∂2
∂y2i
h∗−1 (u)
)
(x)
=
2∑
i=1
(
2∑
k=1
bi k(x)
∂
∂xk
(
2∑
j=1
bij
∂u
∂xj
))
(x)
= div
(
∂u
∂x1
+ b12
∂u
∂x2
,
(
b 212 + b
2
22
) ∂u
∂x2
+ b12
∂u
∂x1
)
(x)
− ∂b12
∂x2
∂u
∂x1
(x)− b12∂b12
∂x2
∂u
∂x2
(x) .
(5)
We also need to compute the boundary condition h∗
∂
∂NΩ
h∗−1 u = 0 in the fixed region Ω
in terms of h. Let Nh(Ω) denote the outward unit normal to the boundary of h(Ω) := Ω.
From (4), we obtain(
h∗
∂
∂NΩ
h∗−1 u
)
(x) =
2∑
i=1
(
h∗
∂
∂yi
h∗−1 u
)
(x) (NΩ)i (h(x))
=
2∑
i=1
∂
∂yi
(u ◦ h−1 )(h(x)) (NΩ)i (h(x))
=
2∑
i,j=1
bij(x)
∂u
∂xj
(x) (NΩ)i (h(x))
= NΩ(h(x)) · (ux1(x) + b12(x)ux2(x) , b22(x)ux2(x)) .
(6)
Since
h∗NΩ(x) = NΩ(h(x)) =
[h−1 ]
T
xNΩ(x)
|| [h−1 ]TxNΩ(x) ||
=
(
(NΩ(x))1 + b12(x)(NΩ(x))2 , b22(x)(NΩ(x))2
)
|| [h−1 ]TxNΩ(x) ||
(see [7]), we obtain from (6)(
h∗
∂
∂NΩ
h∗−1 u
)
(x) =
(NΩ(x))1
[
ux1(x) + b12(x)ux2(x)
]
+ (NΩ(x))2
[
b12(x)ux1(x) +
(
b212(x) + b
2
22(x)
)
ux2(x)
]
|| [h−1 ]TxNΩ(x) ||
.
Thus, the boundary condition
(
h∗
∂
∂NΩ
h∗−1 u
)
(x) = 0 , becomes
(NΩ(x))1 [−ux1(x) − b12(x)ux2(x) ]+(NΩ(x))2
[−b12(x)ux1(x) − ( b 212(x) + b 222(x) )ux2(x) ] = 0 ,
14 PRICILA S. BARBOSA, ANTOˆNIO L. PEREIRA AND MARCONE C. PEREIRA
which can be written as
2∑
i,j=1
(NΩ(x))i (cijDju) = 0 on ∂Ω ,
where
c11 = −1 , c12 = c21 = −b12 , c22 = −( b 212 + b 222 ) . (7)
Now, observe that v(. , t) is a solution (P) in the perturbed region Ω = h(Ω), if and only
if u(. , t) = h∗v(., t) satisfies ut(x, t) = h
∗
∆Ωh
∗−1
 u(x, t)− au(x, t) + f(u(x, t)), x ∈ Ω and t > 0,
h∗
∂
∂NΩ
h∗
−1
 u(x, t) = g(u(x, t)), x ∈ ∂Ω and t > 0 ,
(8)
in the fixed region Ω.
3. Sectoriality of the perturbed operators
In this section we show that the family of differential operators −h∗∆Ωh∗−1 , appearing
in (8), generate sectorial operators in various spaces.
3.1. Sectoriality in L2. Consider the operator
A :=
(−h∗∆Ωh∗−1 + aI ) : L2(Ω)→ L2(Ω) (9)
with domain
D (A) =
{
u ∈ H2(Ω)
∣∣∣∣h∗ ∂∂NΩ h∗−1 u = 0, on ∂Ω
}
. (10)
(We will denote simply by A the unperturbed operator (−∆Ω + aI )).
In the case of smooth domains, it is not difficult to prove that A is sectorial, for  suffi-
ciently small, but for general Lipschitz domains, we need to address some delicate questions
of regularity. Fortunately, in our case, Theorem 1.14 can be used, since we are dealing with
a convex domain. However, this result is applicable only for operator in the divergence form.
For this reason, using (5) we write our operator as sum
A = (C + aI + L ) (11)
where
Cu =
2∑
i,j=1
Di (cijDju) (12)
with the cij given in (7), and
Lu :=
∂b12
∂x2
∂u
∂x1
+ b12
∂b12
∂x2
∂u
∂x2
.
We now want to show that, if  is small, the operator defined by (9) and (10) is sectorial.
To this end, we need some auxiliary results for the first term in the decomposition (11).
Lemma 3.1. If  > 0 is sufficiently small, the differential operator C given by (12) is
strongly elliptic.
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Proof. If  > 0 is sufficiently small, we have c11 = −1, −1
4
< c12 = c21 = −b12 < 1
4
and
c22 = −( b 212 + b 222 ) < −
1
2
. Therefore, if ξ = (ξ1, ξ2) ∈ R2, we have
2∑
i,j=1
cijξiξj ≤− 1
2
ξ 21 +
1
2
| ξ1 | | ξ2 | − 1
2
ξ 22
= −1
4
( ξ21 + ξ
2
2 )−
(
1
4
ξ 21 −
1
2
| ξ1 | | ξ2 |+ 1
4
ξ 22
)
= −1
4
( ξ 21 + ξ
2
2 )−
(
1
2
| ξ1 | − 1
2
| ξ2 |
)2
≤ −1
4
( ξ 21 + ξ
2
2 ) .
(13)

Lemma 3.2. If > 0 is small enough, the operator C in L
2(Ω) defined by (12), with domain
D(C) =
{
u ∈ H2(Ω)
∣∣∣∣ 2∑
i,j=1
(NΩ(x))i (cijDju) = 0 , x ∈ ∂Ω
}
, (14)
is symmetric and bounded below.
Proof. Using integration by parts, we have, for any u, v ∈ D(C)
〈Cu , v〉L2(Ω) =
∫
∂Ω
v
[
2∑
i,j=1
(NΩ(x))i (cijDju)
]
dσ(x)−
∫
Ω
2∑
i,j=1
(cijDjuDiv) dx
= −
∫
Ω
2∑
i,j=1
(cjiDivDju) dx
= 〈u , Cv〉L2(Ω) ,
proving that the operator C is symmetric. Now, from (13), it follows that
〈Cu , u〉L2(Ω) =
∫
Ω
2∑
i,j=1
Di (cijDju) · u dx
=−
∫
Ω
2∑
i,j=1
(cijDjuDiu) dx
≥1
4
∫
Ω
| ∇u | 2 dx (15)
so C is bounded below. 
16 PRICILA S. BARBOSA, ANTOˆNIO L. PEREIRA AND MARCONE C. PEREIRA
Remark 3.3. If u and v are complex valued with real and imaginary parts in D(C), we still
have (see remark 1.13),
〈Cu , u〉L2(Ω) =
∫
Ω
2∑
i,j=1
Di (cijDju) · u dx
=−
∫
Ω
2∑
i,j=1
(cijDjuDiu) dx
≥1
4
∫
Ω
| ∇u | 2 dx. (16)
Lemma 3.4. If  > 0 is sufficiently small and a > 0, then the problem
Cu+ au = f, x ∈ Ω
2∑
i,j=1
(NΩ(x))i (cijDju) = 0, x ∈ ∂Ω (17)
has a unique solution u ∈ H2(Ω), for any f ∈ L2(Ω).
Proof. Since Ω is a bounded and convex domain, we have by Theorem 1.14 that, for any
f ∈ L2(Ω) and a > 0, there exist a unique solution u ∈ H2(Ω) such that
−
2∑
i,j=1
∫
Ω
cijDjuDiv dx + a
∫
Ω
uv dx =
∫
Ω
fv dx ,
for any v ∈ H1(Ω). Integrating by parts, we obtain∫
Ω
2∑
i,j=1
Di (cijDju)v dx−
∫
∂Ω
2∑
i,j=1
(NΩ(x))i (cijDju)v dσ(x) + a
∫
Ω
uv dx =
∫
Ω
fv dx .
Therefore, for any v ∈ H10 (Ω), we obtain∫
Ω
2∑
i,j=1
Di (cijDju)v dx + a
∫
Ω
uv dx =
∫
Ω
fv dx ,
from which the first equation in (17) follows immediately.
Thus, for any v ∈ H1(Ω), we obtain∫
∂Ω
2∑
i,j=1
(NΩ(x))i (cijDju)v dσ(x) =
∫
Ω
2∑
i,j=1
Di (cijDju)v dx a
∫
Ω
uv dx −
∫
Ω
fv dx = 0,
and the boundary condition in (17) also follows. 
Theorem 3.5. If  is small enough, the operator C in L
2(Ω) defined by (12) , with domain
given by (14) is self-adjoint.
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Proof. It is clear that C is densely defined. It is also symmetric and lower bounded
by Lemma 3.2. From Lemma 3.4 it follows that C + aId is surjective for any a > 0 and
therefore, an isomorphism from D(C) to L
2(Ω). Thus (C + aId)
−1 is continuous as an
operator in L2(Ω) so it has a closed graph, from which it follows that C is closed. From
well-known results (see, for instance [14] Prop. 3.11)) it follows that C is self-adjoint. 
From Theorem 3.5 it already follows that C is a sectorial operator, but we give a direct
proof to display the value of the constants appearing in Definition 1.15.
Theorem 3.6. If  is small enough, the operator C in L
2(Ω) defined by (12), with domain
given by (14) is sectorial and the sector in Definition 1.15 can be chosen with vertex at any
b < 0 and opening angle 0 < θ <
pi
2
, and constant M = cosec(θ).
Proof. We first observe that, as needed when treating spectral theory, we work in
the complexification of the relevant spaces. For simplicity however, we will not change
notation, writing for instance, D(C) for the complexification of the domain of the operator
C. Let b < 0, 0 < φ <
pi
2
and λ = α + iβ a complex number in the sector Sb , θ ={
λ
∣∣ θ ≤ | arg(λ− b) | ≤ pi, λ 6= b}. If u is in (the complexification of) D(C), we have
‖ (C − λ)u‖L2(Ω) ‖u‖L2(Ω) ≥ ‖ 〈(C − λ)u , u〉L2(Ω) ‖
= ‖ 〈(C − α)u− iβu , u〉L2(Ω) ‖
=
[
〈(C − α)u , u〉2L2(Ω) + β2 〈u , u〉2L2(Ω)
] 1
2
. (18)
If α ≤ b, it follows from (18) and (16) that
‖ (C − λ)u‖L2(Ω) ‖u‖L2(Ω) ≥
[
〈(C − b)u , u〉2L2(Ω) + 〈(b− α)u , u〉2L2(Ω) + β2 〈u , u〉2L2(Ω)
] 1
2
≥ [ (b− α)2 + β 2 ] 12 〈u , u〉L2(Ω) .
It follows that ‖ (C − λ)u‖L2(Ω) ≥ |λ− b|‖u‖L2(Ω), for any u ∈ D(C) and thus
|| (C − λ)−1 u‖L2(Ω) ≤ 1|λ− b|‖u‖L2(Ω) (19)
and the resolvent inequality in Definition 1.15 holds with M = 1.
If α ≥ b, then β ≥ tan(θ), and it follows from (18) that
‖ (C − λ)u‖L2(Ω) ‖u‖L2(Ω) ≥
[
β2 〈u , u〉2L2(Ω)
] 1
2
≥ |β| 〈u , u〉L2(Ω) .
It follows that ‖ (C − λ)u‖L2(Ω) ≥ |λ− b| |β||λ−b|‖u‖L2(Ω) ≥ |λ− b| sin θ‖u‖L2(Ω), for any
u ∈ D(C) and thus
|| (C − λ)−1 u‖L2(Ω) ≤ cosec(θ)|λ− b| ‖u‖L2(Ω) (20)
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and the resolvent inequality in Definition 1.15 holds with M = cosec(θ).
From (19) and (20), we conclude that C is sectorial, and the sector in Definition 1.15 can
be any sector with vertex in b < 0 and opening angle 0 < θ < pi
2
, with constant M = cosec(θ).

Theorem 3.7. If  > 0 is sufficiently small and h ∈ Diff1(Ω), then the operator A =
(−h∗∆Ωh∗−1 + aI ) defined by (9) and (10) is sectorial.
Proof. We write the operator as in (11) A = −h∗∆Ωh∗−1 + aI = C + aI + L , and
observe that, if  is small enough, by Theorem 3.6 the operator C+aI is sectorial with vertex
in the origin and opening angle 0 < θ < pi
2
, with constant M = cosec(θ). For definiteness,
we may take θ =
pi
6
, M = 2.
Furthermore, by (15), we obtain
‖ (C + a)u‖L2(Ω)‖u‖L2(Ω) ≥ 〈(C + a)u , u〉L2(Ω)
≥ 1
4
∫
Ω
| ∇u | 2 dx+ a
∫
Ω
|u | 2 dx
≥ K||u||2H1(Ω),
where K = min
{
1
4
, a
}
is a positive constant. Thus ‖ (C + a)u‖L2(Ω) ≥ K||u||H1(Ω).
Now, D(C + aI + L) = D(C + aI) and for any u ∈ D(C + aI), we have∣∣∣∣ (Cu+ au+ Lu)− (Cu+ au) ∣∣∣∣L2(Ω) = ∣∣∣∣Lu ∣∣∣∣L2(Ω)
≤
∣∣∣∣∣∣∣∣ ∂b12∂x2
∣∣∣∣∣∣∣∣
∞
∣∣∣∣∣∣∣∣ ∂u∂x1
∣∣∣∣∣∣∣∣
L2(Ω)
+
∣∣∣∣∣∣∣∣ b12∂b12∂x2
∣∣∣∣∣∣∣∣
∞
∣∣∣∣∣∣∣∣ ∂u∂x2
∣∣∣∣∣∣∣∣
L2(Ω)
≤ k1
( ∣∣∣∣∣∣∣∣ ∂b12∂x2
∣∣∣∣∣∣∣∣
∞
+
∣∣∣∣∣∣∣∣ b12∂b12∂x2
∣∣∣∣∣∣∣∣
∞
)
||u ||H2(Ω)
≤ k2
( ∣∣∣∣∣∣∣∣ ∂b12∂x2
∣∣∣∣∣∣∣∣
∞
+
∣∣∣∣∣∣∣∣ b12∂b12∂x2
∣∣∣∣∣∣∣∣
∞
)
|| (C + aI)u ||L2(Ω)
≤ η() || (C + aI)u ||L2(Ω) ,
where η()→ 0 as → 0. From Lemma 1.22, we conclude that the operator
A := C + aI + L
is sectorial with the sector in Definition 1.15 given by
S0 , pi
6
=
{
λ
∣∣ pi
6
≤ | arg(λ) | ≤ pi, λ 6= 0
}
(21)
and
|| (λ− A )−1|| ≤ 4
√
5
|λ | , for all λ ∈ S0 , pi6 . (22)

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Remark 3.8. From the proof above, we can see that the sector and constant M in the
resolvent inequality can be chosen independently of , for instance, as given in (21) and
(22).
3.2. Sectoriality in H−1. We now want to extend the operator A = (−h∗∆Ωh∗−1 + aI)
to an operator A˜ in H
−1(Ω) with D(A˜) = H1(Ω) and show that this extension is also
sectorial for  small enough.
If u ∈ D(A) =
{
u ∈ H2(Ω)
∣∣∣∣ h∗ ∂∂NΩ h∗−1 u = 0
}
, ψ ∈ H1(Ω), and v = u ◦ h−1 , we
obtain, integrating by parts
〈Au , ψ〉−1,1 = −
∫
Ω
(h∗∆Ωh
∗−1
 u)(x)ψ(x) dx+ a
∫
Ω
u(x)ψ(x) dx
= −
∫
Ω
∆Ω(u ◦ h−1 )(h(x))ψ(x) dx+ a
∫
Ω
u(x)ψ(x) dx
= −
∫
Ω
∆Ωv(y)ψ(h
−1
 (y))
1
|Jh(h−1 (y))|
dy + a
∫
Ω
u(h−1 (y))ψ(h
−1
 (y))
1
|Jh(h−1 (y))|
dy
= −
∫
∂Ω
∂v
∂NΩ
(y)ψ(h−1 (y))
1
| Jh(h−1 (y)) |
dσ(y)
+
∫
Ω
∇Ωv(y) · ∇Ωψ(h−1 (y))
1
| Jh(h−1 (y)) |
dy
+ a
∫
Ω
u(h−1 (y))ψ(h
−1
 (y))
1
| Jh(h−1 (y)) |
dy
=
∫
Ω
∇Ωv(y) · ∇Ωψ(h−1 (y))
1
| Jh(h−1 (y)) |
dy
+ a
∫
Ω
u(h−1 (y))ψ(h
−1
 (y))
1
| Jh(h−1 (y)) |
dy
=
∫
Ω
∇Ωv(h(x)) · ∇Ωψ ◦ h−1
1
|Jh ◦ h−1 |
(h(x))|Jh(x)|dx+ a
∫
Ω
u(x)ψ(x)dx
=
∫
Ω
(h∗∇Ωh∗−1 u)(x) ·
(
h∗∇Ωh∗−1
ψ
| Jh |
)
(x) | Jh(x) | dx + a
∫
Ω
u(x)ψ(x) dx.
(23)
Since (23) is well defined for u ∈ H1(Ω), we may define an extension A˜ of A, with values
in H−1(Ω) by this expression. For simplicity, we still denote this extension by A, whenever
there is no danger of confusion. We now show that this extension is a sectorial operator.
Theorem 3.9. If  > 0 is sufficiently small, the operator A defined by (23), with domain
H1(Ω) is sectorial.
Proof. We will apply Lemma 1.22 again. If  = 0 we obtain, from (23)
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〈Au , u〉−1,1 = 〈Au , u〉−1,1 ≥
∫
Ω
|∇Ω|2(x) dx + a
∫
Ω
u2(x) dx.
From the Lax-Milgram Theorem, it follows that, for any ψ ∈ H−1(Ω), there exists u ∈
H1(Ω) with Au = ψ, so Au is well defined as an operator in H−1(Ω), with D(A) = H1(Ω).
Using the same arguments of Theorems 3.5 and 3.6, we prove that A is self-adjoint and
sectorial with
‖ (A− λ)−1 ‖L2(Ω) ≤ cosec(θ)|λ− b| , for λ ∈ Sb , θ =
{
λ
∣∣ θ ≤ |arg(λ− b)| ≤ pi, λ 6= b} and θ ∈ (0, pi
2
)
.
We now want to show that the family of operators
{
A
}
satisfy the hypotheses of Lemma
1.22 for  small. Clearly D
(
A
) ⊃ D(A) for any  ≥ 0. We now prove that there exists a
positive function τ() such that∣∣∣∣ (A − A)u ∣∣∣∣H−1(Ω) ≤ τ()∣∣∣∣Au ∣∣∣∣H−1(Ω) ,
for all u ∈ D(A), with lim
→0
τ() = 0, which is equivalent to∣∣ 〈 (A − A)u , ψ 〉−1,1∣∣ ≤ τ()||u ||H1(Ω)||ψ ||H1(Ω) ,
for all u, ψ ∈ H1(Ω), with lim
→0
τ() = 0. In fact, we have, for  > 0.
∣∣∣〈 (A − A )u , ψ 〉−1,1∣∣∣ = ∣∣∣∣ ∫
Ω
(
h∗∇Ωh∗−1 u
)
(x) ·
(
h∗∇Ωh∗−1
ψ
| Jh |
)
(x) | Jh(x) | dx
−
∫
Ω
∇Ωu(x) · ∇Ωψ(x) dx
∣∣∣∣
=
∣∣∣∣ ∫
Ω
(
h∗∇Ωh∗−1 u−∇Ωu
)
(x) ·
(
h∗∇Ωh∗−1
ψ
|Jh|
)
(x) | Jh(x) |
+∇Ωu(x) ·
(
h∗∇Ωh∗−1
ψ
|Jh|
)
(x) |Jh(x)| − ∇Ωu(x) · ∇Ωψ(x) dx
∣∣∣∣
=
∣∣∣∣ ∫
Ω
(
h∗∇Ωh∗−1 u−∇Ωu
)
(x) ·
(
h∗∇Ωh∗−1
ψ
| Jh |
)
(x) | Jh(x) |
+∇Ωu(x) ·
[
h∗∇Ωh∗−1
ψ
| Jh |(x)−∇Ω
(
ψ
| Jh |
)
(x)
]
| Jh(x) |
+∇Ωu(x) · ∇Ω
(
ψ
| Jh |
)
(x)| Jh(x) | − ∇Ωu(x) · ∇Ωψ(x) dx
∣∣∣∣
≤
∫
Ω
∣∣∣∣(h∗∇Ωh∗−1 u−∇Ωu)(x) · (h∗∇Ωh∗−1 ψ|Jh|
)
(x)
∣∣∣∣ |Jh(x)|dx(24)
+
∫
Ω
∣∣∣∣∇Ωu(x) · (h∗∇Ωh∗−1 −∇Ω)( ψ| Jh |
)
(x)
∣∣∣∣ |Jh(x)| dx (25)
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+
∫
Ω
ψ(x)∇Ωu(x) · ∇Ω
(
1
| Jh |
)
(x) | Jh(x) | dx . (26)
To estimate (24), (25) and (26), we use the expression for h∗∇Ωh∗−1 in terms of the
coefficients of [h
−1]Tx given by (4). For (24), we have∫
Ω
∣∣∣∣ (h∗∇Ωh∗−1 u−∇Ωu) (x) · (h∗∇Ωh∗−1 ψ| Jh |
)
(x)
∣∣∣∣ | Jh(x) | dx
≤
∫
Ω
∣∣∣∣∣∣∣∣∣∣

2∑
j=1
(b1j(x)− δ1j) ∂u
∂xj
(x)
2∑
j=1
(b2j(x)− δ2j) ∂u
∂xj
(x)


2∑
j=1
b1j(x)
∂
∂xj
(
ψ
|Jh|
)
(x)
2∑
j=1
b2j(x)
∂
∂xj
(
ψ
|Jh|
)
(x)

∣∣∣∣∣∣∣∣∣∣
∣∣1 + sen(x1/α)∣∣dx
≤ max
(x1,x2)∈ ]0,1[×]0,1[
{ ∣∣ Jh(x) ∣∣ } ∫
Ω
[
b 212(x)
(
∂u
∂x2
) 2
+
(
b22(x)− 1
) 2( ∂u
∂x2
) 2 ] 12
·
{[
∂
∂x1
(
ψ
|Jh|
)
(x) + b12(x)
∂
∂x2
(
ψ
|Jh|
)
(x)
]2
+ b222(x)
[
∂
∂x2
(
ψ
|Jh|
)
(x)
]2} 12
dx
≤ max
(x1,x2)∈ ]0,1[×]0,1[
{ ∣∣ Jh(x) ∣∣ }{∫
Ω
[
b 212(x) + (b22(x)− 1) 2
]( ∂u
∂x2
) 2
dx
} 1
2
︸ ︷︷ ︸
(I)
·
{∫
Ω
[
∂
∂x1
(
ψ
|Jh|
)
(x) + b12(x)
∂
∂x2
(
ψ
|Jh|
)
(x)
]2
+ b222(x)
[
∂
∂x2
(
ψ
|Jh|
)
(x)
]2
dx
} 1
2
︸ ︷︷ ︸
(II)
.
For the integral (I), we have{∫
Ω
[
b212(x) +
(
b22(x)− 1
)2]( ∂u
∂x2
)2
dx
} 1
2
=
{∫
Ω
x22
2−2αcos2(x1/α) + 2sen2(x1/α)
[1 + sen(x1/α)]2
(
∂u
∂x2
)2
dx
} 1
2
≤
{∫
Ω
x 22 
2−2α +  2
[ 1 +  sen(x1/α) ] 2
(
∂u
∂x2
) 2
dx
} 1
2
≤ (K1() ) 12 {∫
Ω
∇Ωu(x) · ∇Ωu(x) dx
} 1
2
,
where K1() :=
x 22 
2−2α +  2
[ 1 +  sen(x1/α) ] 2
→ 0 as h → iΩ in C1(Ω) .
To estimate the integral (II), we first observe that
∂
∂x1
(
1
| Jh(x) |
)
= − 
1−α cos(x1/α)
[ 1 +  sen(x1/α) ] 2
and
∂
∂x2
(
1
| Jh(x) |
)
= 0 .
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Therefore, we have the following estimate for (II) :{∫
Ω
[
∂
∂x1
(
ψ
| Jh |
)
(x) + b12(x)
∂
∂x2
(
ψ
| Jh |
)
(x)
] 2
+ b 222(x)
[
∂
∂x2
(
ψ
| Jh |
)
(x)
] 2
dx
} 1
2
≤
{∫
Ω
2
[
∂
∂x1
(
ψ
| Jh |
)
(x)
] 2
+
(
2b 212(x) + b
2
22(x)
) [ ∂
∂x2
(
ψ
| Jh |
)
(x)
] 2
dx
} 1
2
=
{∫
Ω
2
[
ψ(x)
∂
∂x1
(
1
|Jh(x)|
)
+
1
|Jh(x)|
∂ψ
∂x1
(x)
]2
+
(
2b212(x) + b
2
22(x)
) [ 1
|Jh(x)|
∂ψ
∂x2
(x)
]2
dx
} 1
2
≤
{∫
Ω
4ψ 2
[
∂
∂x1
(
1
| Jh(x) |
)] 2
+
4
| Jh(x) | 2
(
∂ψ
∂x1
(x)
) 2
+
(
2b 212(x) + b
2
22(x)
) 1
| Jh(x) | 2
(
∂ψ
∂x2
(x)
) 2
dx
} 1
2
≤
{∫
Ω
[
4
(
∂
∂x1
(
1
| Jh(x) |
)) 2]
ψ 2(x)dx
} 1
2
︸ ︷︷ ︸
(III)
+
{∫
Ω
4
| Jh(x) | 2
(
∂ψ
∂x1
(x)
) 2
+
2b 212(x) + b
2
22(x)
| Jh(x) | 2
(
∂ψ
∂x2
(x)
) 2
dx
} 1
2
︸ ︷︷ ︸
(IV )
.
To estimate (III), we first observe that
K2() : = 4
[
∂
∂x1
(
1
| Jh(x) |
)] 2
=
4 2−2α cos 2(x1/α)
[ 1 +  sen(x1/α) ] 4
→ 0
as h → iΩ in C1(Ω). Therefore{∫
Ω
[
4
(
∂
∂x1
(
1
| Jh(x) |
)) 2]
ψ 2(x)dx
} 1
2
≤ (K2()) 12 [ ∫
Ω
ψ 2dx
] 1
2
,
with
(
K2()
) 1
2 → 0.
To estimate (IV ), observe that
4
| Jh(x) | 2 =
4
[ 1 +  sen(x1/α) ] 2
and
2b 212(x) + b
2
22(x)
| Jh(x) | 2 =
2x 22 
2−2αcos 2(x1/α) + 1
[ 1 +  sen(x1/α) ] 4
are bounded for 0 < α < 1 and  > 0 sufficiently small. Thus{∫
Ω
4
|Jh(x)|2
(
∂ψ
∂x1
(x)
)2
+
2b212(x) + b
2
22(x)
|Jh(x)|2
(
∂ψ
∂x2
(x)
)2
dx
} 1
2
≤ K3
{∫
Ω
∇Ωψ(x) · ∇Ωψ(x) dx
} 1
2
,
where K3 is a positive constant. We then have the following estimate for (24):
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∫
Ω
∣∣∣∣ (h∗∇Ωh∗−1 u−∇Ωu)(x) · ( h∗∇Ωh∗−1 ψ| Jh |
)
(x)
∣∣∣∣ ∣∣ Jh(x) ∣∣ dx
≤ max
(x1,x2)∈ ]0,1[×]0,1[
{ ∣∣ Jh(x) ∣∣ } [K1()K2() ] 12 {∫
Ω
ψ 2 dx
} 1
2
{∫
Ω
∇Ωu · ∇Ωu dx
} 1
2
+ max
(x1,x2)∈ ]0,1[×]0,1[
{ ∣∣ Jh(x) ∣∣ }[K1() ] 12K3 {∫
Ω
∇Ωψ · ∇Ωψ dx
} 1
2
{∫
Ω
∇Ωu · ∇Ωu dx
} 1
2
.
Taking
C0() := max
(x1,x2)∈ ]0,1[×]0,1[
{∣∣Jh(x)∣∣}[K1()K2()] 12 and C ′0() := max
(x1,x2)∈ ]0,1[×]0,1[
{∣∣Jh(x)∣∣}[K1()] 12K3 ,
we have that C0() and C
′
0()→ 0 when h → iΩ in C1(Ω).
We estimate (25) in a similar way:∫
Ω
∣∣∣∣∇Ωu(x) · (h∗∇Ωh∗−1 −∇Ω)( ψ| Jh |(x)
) ∣∣∣∣ | Jh(x) | dx
≤ max
(x1,x2)∈ ]0,1[×]0,1[
{∣∣Jh(x)∣∣}{∫
Ω
∣∣∇Ωu(x)∣∣2dx} 12

∫
Ω
2∑
i=1
[
2∑
j=1
(
bij(x)− δij
) ∂
∂xj
(
ψ
|Jh|(x)
)]2
dx

1
2
︸ ︷︷ ︸
(V )
.
For the integrand in (V ), we have:
2∑
i=1
[
2∑
j=1
(
bij(x)− δij
) ∂
∂xj
(
ψ
| Jh |(x)
)]2
=
2∑
i=1
[ (
bi1(x)− δi1
) ∂
∂x1
(
ψ
| Jh |(x)
)
+
(
bi2(x)− δi2
) ∂
∂x2
(
ψ
| Jh |(x)
)]2
≤
2∑
i=1
{
2
(
bi1(x)− δi1
) 2 [ ∂
∂x1
(
ψ
| Jh |
)
(x)
] 2
+ 2
(
bi2(x)− δi2
) 2 [ ∂
∂x2
(
ψ
| Jh |
)
(x)
] 2}
=
[
2b 212(x) + 2
(
b22(x)− 1
) 2 ] [ ∂
∂x2
(
ψ
| Jh |
)
(x)
] 2
=
[
2b 212(x) + 2
(
b22(x)− 1
) 2 ] 1
| Jh(x) |2
(
∂ψ
∂x2
(x)
) 2
.
We then have, for the integral (V )
∫
Ω
2∑
i=1
[
2∑
j=1
(
bij(x)− δij
) ∂
∂xj
(
ψ
|Jh|(x)
)]2
dx

1
2
≤
{∫
Ω
2b212(x) + 2
(
b22(x)− 1
)2
|Jh(x)|2
(
∂ψ
∂x2
(x)
)2
dx
} 1
2
.
and
K4() :=
2b 212(x) + 2
(
b22(x)− 1
) 2
| Jh(x) | 2 =
2x 22 
2−2αcos 2(x1/α) + 2 2sen 2(x1/α)
| Jh(x) | 2 → 0
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when h → iΩ in C1(Ω). Thus, taking C1() := max
(x1,x2)∈ ]0,1[×]0,1[
{| Jh(x) |}[K4()] 12 , we have
the following estimate for (25):∫
Ω
∣∣∣∣∇Ωu(x) · (h∗∇Ωh∗−1 −∇Ω)( ψ| Jh |(x)
) ∣∣∣∣ | Jh(x) | dx
≤ C1()
{∫
Ω
∇Ωψ · ∇Ωψ dx
} 1
2
{∫
Ω
∇Ωu · ∇Ωu dx
} 1
2
,
with C1()→ 0 as h → iΩ in C1(Ω).
Finally we have for the integral (26):∫
Ω
∣∣∣∣∣ψ(x)∇Ωu(x) · ∇Ω
(
1∣∣ Jh(x) ∣∣
) ∣∣∣∣∣ ∣∣ Jh(x) ∣∣ dx
≤ max
(x1,x2)∈ ]0,1[×]0,1[
{ ∣∣ Jh(x) ∣∣ } ∫
Ω
ψ(x)
[
2∑
j=1
(
∂u
∂xj
) 2 ] 12 [ 2∑
j=1
(
∂
∂xj
(
1
| Jh(x) |
)) 2] 12
dx
≤ max
(x1,x2)∈ ]0,1[×]0,1[
{∣∣Jh(x)∣∣}{∫
Ω
ψ2(x)dx
} 1
2
{∫
Ω
2∑
j=1
(
∂u
∂xj
)2 [ 2∑
j=1
(
∂
∂xj
(
1
|Jh(x)|
))2]
dx
} 1
2
= max
(x1,x2)∈ ] 0,1 [×] 0,1 [
{ ∣∣ Jh(x) ∣∣ }{∫
Ω
ψ 2(x)dx
} 1
2
{∫
Ω
2∑
j=1
(
∂u
∂xj
) 2 [
 2−2αcos 2(x1/α)
| Jh(x) | 2
]
dx
} 1
2
.
Since K5() :=
 2−2αcos 2(x1/α)
| Jh(x) | 2 → 0 as h → iΩ in C
1(Ω). We have the following
estimate for the integral (26):∫
Ω
∣∣∣∣ψ(x)∇Ωu(x) · ∇Ω( 1| Jh(x) |
) ∣∣∣∣ ∣∣ Jh(x) ∣∣ dx ≤ C2(){∫
Ω
ψ 2 dx
} 1
2
{∫
Ω
∇Ωu · ∇Ωu dx
} 1
2
,
with C2() := max
(x1,x2)∈ ] 0,1 [×] 0,1 [
{ ∣∣ Jh(x) ∣∣ } [K5()] 12 → 0 as h → iΩ in C1(Ω) .
We conclude that ∣∣ 〈 (A − A )u , ψ 〉−1,1 ∣∣ ≤ C()||u ||H1(Ω)||ψ ||H1(Ω)
with lim
→0+
C() = 0 (independently of u) and therefore
‖ (A − A)u‖H−1(Ω) ≤ C()||u ||H1(Ω)
≤ τ()||Au ||H−1(Ω) (27)
with lim
→0+
τ() = 0, (and τ() does not depend on u). Therefore, the result follows from
Lemma 1.22. 
Remark 3.10. From the above proof, it also follows that the sector and the constant M in
the resolvent inequality are the same as the ones for A, and can be chosen as in (21) and
(22).
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4. The abstract problem in a scale of Banach spaces
Our goal in this section is to pose the problem (P) in a convenient abstract setting. We
proved in Theorem 3.7 that, if  is small, the operator A in L
2(Ω) defined by (9) with
domain given in (10) is sectorial as well as its extension A˜ to H
−1(Ω). It is then well-known
that the domains Xα (resp. X˜
α
 ), α ≥ 0 of the fractional powers of A (resp. A˜) are Banach
spaces, X0 = L
2(Ω), (resp. X˜0 = H
−1(Ω)), X1 = D(A), (resp. X˜
1
 = D(A˜)), X
α
 , ( X˜
α
 ) is
compactly embedded in Xβ , (X˜
β
 ) when α > β ≥ 0, and Xα = H2α, when 2α is an integer
number.
Since X
1
2
 = X˜1 , it follows easily that X
α− 1
2
 = X˜α , for
1
2
≤ α ≤ 1 and, by an abuse
of notation, we will still write X
α− 1
2
 instead of X˜α , for 0 ≤ α ≤ 12 so we may denote by
{Xα , −12 ≤ α ≤ 1} = {Xα , 0 ≤ α ≤ 1} ∪ {X˜α , 0 ≤ α ≤ 1}, the whole family of fractional
power spaces. We will denote simply by Xα the fractional power spaces associated to the
unperturbed operator A.
For any −1
2
≤ β ≤ 0, we may now define an operator in these spaces as the restriction of
A˜. We then have the following result
Theorem 4.1. For any −1
2
≤ β ≤ 0 and  sufficiently small, the operator (A)β in Xβ ,
obtained by restricting A˜, with domain X
β+1
 is a sectorial operator.
Proof. Writing β = −1
2
+ δ, for some 0 ≤ δ ≤ 1
2
, we have (A)β = A˜
−δ
 A˜A˜
δ
 . Since A˜
δ
 is
an isometry from Xβ to X
− 1
2
 = H−1(Ω), the result follows easily. 
We now show that the scale of Banach spaces {Xα , −12 ≤ α ≤ 12} = {X˜α , 0 ≤ α ≤ 1},
do not change when  > 0 varies. More precisely
Theorem 4.2. For any −1
2
≤ α ≤ 1
2
, let ‖u‖,α denote the norm in Xα = X˜α+
1
2
 and
‖u‖α the norm in Xα = X˜α+ 12 . Then, we have ‖u‖,α ≤ K1()‖u‖α ≤ K2()‖u‖,α, with
K1(), K2()→ 1 as → 0, uniformly in α. In particular, Xα = Xα, with equivalent norms,
uniformly in .
Proof. As observed above, using the same arguments of Theorems 3.5 and 3.6, we prove
that A˜ is self-adjoint with respect to the usual inner product in H
1(Ω). Similarly, one can
prove that A˜ is self-adjoint with respect to the inner product with “weight” |Jh|. It then
follows, from well-known results, that the fractional powers of order α of these operators
coincide isometricaly with the interpolation spaces [D(A˜), H−1(Ω)]α, [D(A˜), H−1(Ω)]α re-
spectively (see, for instance, Theorem 16.1 of [15]). Let I : X → Y denote the inclusion
operator from X ⊂ Y to Y and by ‖I‖L(X,Y ) its norm as a linear operator. From Theorem
1.15 of [15] we then have, for any u ∈ D(A˜)
‖I‖L([D(A˜),H−1(Ω)]α , [D(A˜),H−1(Ω)]α) ≤ ‖I‖
(1−α)
L(H−1(Ω) , H−1(Ω))‖I‖αL(D(A˜) , D(A˜))
≤ ‖I‖αL(D(A˜) , D(A˜)), (28)
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Now, from (27) it follows that ‖Iu‖D(A˜) = ‖u‖D(A˜) = ‖A˜u‖H−1(Ω) ≤ (1+τ())‖A˜u‖H−1(Ω) =
(1+τ())‖u‖D(A˜), where τ()→ 0, uniformly for u ∈ D(A˜). Thus ‖I‖L(D(A˜) , D(A˜)) ≤ (1+τ())
as → 0 and it follows from (28) that
‖u‖[D(A˜) , H−1(Ω)]α ≤ (1 + τ())α‖u‖[D(A˜) , H−1(Ω)]α ,
as → 0. The reverse inequality follows similarly. 
Using the results of Theorem 4.1 and 4.2, we can now pose the problem (8) as an abstract
problem in a (fixed) scale of Banach spaces {Xβ, −1
2
≤ β ≤ 0}.{
ut + (A)βu = (H)βu , t > t0 ;
u(t0) = u0 ∈ Xη , (29)
where
(H)β = H(·, ) := (F)β + (G)β : Xη → Xβ,  > 0 and 0 ≤ η ≤ β + 1, (30)
(i) (F)β = F (·, ) : Xη → Xβ is given by
〈F (u, ) , Φ〉β ,−β =
∫
Ω
f(u) Φ dx, for any Φ ∈ X−β, (31)
(ii) (G)β = G(·, ) : Xη → Xβ is given by
〈G(u, ) , Φ〉β ,−β =
∫
∂Ω
g(γ(u)) γ(Φ)
∣∣∣∣J∂ΩhJh
∣∣∣∣ dσ(x) , for any Φ ∈ X−β, (32)
where γ is the trace map and J∂Ωh is the determinant of the Jacobian matrix of the
diffeomorphism h : ∂Ω −→ ∂h(Ω).
5. Local well-posedness
In order to prove local well-posedness for the abstract problem (29), we will need the
following growth conditions for the functions f, g : R→ R:
(1) f is in C1(R,R) and there exist real numbers λ1 > 0 e L1 > 0 such that
| f(u1)− f(u2) | ≤ L1 (1 + |u1 |λ1 + |u2 |λ1)|u1 − u2 |, for all u1, u2 ∈ R. (33)
(2) g is in C2(R,R) and there exists a real number λ2 > 0 e L2 > 0 such that
| g(u1)− g(u2) | ≤ L2 (1 + |u1 |λ2 + |u2 |λ2)|u1 − u2 | for all u1, u2 ∈ R. (34)
Lemma 5.1. Suppose that f satisfies the growth condition (33) and η >1
2
− 1
2(λ1+1)
. Then,
the operator (F)β = F : X
η→Xβ given by (31) is well defined, and bounded in bounded sets.
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Proof. If u ∈ Xη and Φ ∈ X−β,∣∣ 〈F (u , ) , Φ〉β,−β ∣∣ ≤ ∫
Ω
| f(u) | |Φ | dx
≤ L1
∫
Ω
|u | |Φ | dx+ L1
∫
Ω
|u |λ1+1 |Φ | dx+
∫
Ω
| f(0) | |Φ | dx
≤ L1||u||L2(Ω)||Φ||L2(Ω) + L1||uλ1+1||L2(Ω)||Φ||L2(Ω) + ||f(0)||L2(Ω)||Φ||L2(Ω)
= L1||u||L2(Ω)||Φ||L2(Ω) + L1||u||λ1+1L2(λ1+1)(Ω)||Φ||L2(Ω) + ||f(0)||L2(Ω)||Φ||L2(Ω) .
By Theorem 1.21 we have X−β ⊂ L2(Ω), Xη ⊂ L2(Ω) and Xη ⊂ L2(λ1+1)(Ω), with
embedding constants K1, K2 and K3, respectively. Thus∣∣ 〈F (u, ) , Φ〉β ,−β ∣∣ ≤ L1K1K2||u ||Xη ||Φ ||X−β + L1K1Kλ1+13 ||u ||λ1+1Xη ||Φ ||X−β
+K1|| f(0) ||L2(Ω)||Φ ||X−β .
Therefore, if u ∈ Xη and Φ ∈ X−β, we have∣∣∣∣F (u, ) ∣∣∣∣
Xβ
≤ L1K1K2||u ||Xη + L1K1Kλ1+13 ||u ||λ1+1Xη +K1|| f(0) ||L2(Ω) ,
which concludes the proof. 
Lemma 5.2. Suppose that f satisfies the growth condition (33) and let p and q be conjugated
exponents, with 1
λ1
< p < ∞. Then, if η > max
{
1
2
− 1
2pλ1
, 1
2
− 1
2q
}
, the operator F (u, ) =
F (u) : Xη × R→Xβ given by (31) is locally Lipschitz continuous in u.
Proof. If u1, u2 ∈ Xη, we have∣∣∣〈F (u1, )− F (u2, ) , Φ〉β,−β∣∣∣ = ∣∣∣∣∫
Ω
[f(u1)− f(u2)] Φ dx
∣∣∣∣
≤
∫
Ω
L1(1 + |u1 |λ1 + |u2 |λ1) |u1 − u2 | |Φ | dx
≤ L1
{∫
Ω
(1 + |u1|λ1 + |u2|λ1) 2|u1 − u2| 2dx
} 1
2
{∫
Ω
|Φ | 2dx
} 1
2
≤ L1
{∫
Ω
(1 + |u1 |λ1 + |u2 |λ1) 2p
} 1
2p
{∫
Ω
|u1 − u2 | 2qdx
} 1
2q
·
{∫
Ω
|Φ | 2dx
} 1
2
= L1|| 1 + |u1 |λ1 + |u2 |λ1 ||L2p(Ω) ||u1 − u2 ||L2q(Ω)||Φ ||L2(Ω)
≤ L1
(|Ω| 12p + ||uλ11 ||L2p(Ω) + ||uλ12 ||L2p(Ω)) ||u1 − u2||L2q(Ω)||Φ ||L2(Ω)
= L1
(|Ω| 12p + ||u1||λ1L2pλ1 (Ω) + ||u2||λ1L2pλ1 (Ω))||u1 − u2||L2q(Ω)||Φ||L2(Ω)
≤ L1
( |Ω | 12p +Kλ14 ||u1 ||λ1Xη +Kλ14 ||u2 ||λ1Xη )
·K5||u1 − u2 ||XηK1||Φ ||X−β ,
where |Ω | is the measure of Ω.
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By Theorem 1.21 we have X−β ⊂ L2(Ω), Xη ⊂ L2pλ1(Ω), and Xη ⊂ L2q(Ω), with embed-
ding constants K1, K4 and K5, respectively. Thus
∣∣∣ 〈F (u1, )− F (u2, ) , Φ〉β ,−β ∣∣∣ ≤ L1( |Ω | 12p +Kλ14 ||u1 ||λ1Xη +Kλ14 ||u2 ||λ1Xη)
·K5||u1 − u2 ||XηK1||Φ ||X−β .
If U is a bounded subset of Xη and u1, u2 ∈ U , we have
||F (u1 , )− F (u2 , ) ||Xβ ≤ Kλ1 , U ||u1 − u2 ||Xη ,
where Kλ1 , U is a positive constant depending on λ1 and U . This concludes the proof. 
For the regularity properties of (G)β we will need to compute the function
θ(x, ) :=
∣∣∣∣ J∂ΩhJh (x)
∣∣∣∣ , x = (x1, x2) ∈ R2,
in each of the four segments of ∂Ω. For I1 := {(x1, 1) | 0 ≤ x1 ≤ 1}, we have h(x1, 1) =
(x1, 1 +  sen(x1/
α)), so d
dx1
h(x1, 1) = Dh(x1, 1) · (1, 0) = (1, 1−α cos(x1/α)). There-
fore the restriction of h to I1 takes the unit vector (1, 0) tangent to I1 to the vector
(1, 1−α cos(x1/α)). It follows that ‖DhI1(x1, 1)‖ = |J∂Ωh(x1, 1)| =
√
1 +  2−2αcos 2(x1/α).
Thus
θ(x, ) :=
√
1 +  2−2αcos 2(x1/α)
1 +  sin(x1/α)
, for x ∈ I1. (35)
Similar computations give
θ(x, ) :=
1 +  sin(1/α)
1 +  sin(1/α)
= 1 for x ∈ I2 := {(1, x2) | 0 ≤ x2 ≤ 1} ,
θ(x, ) :=
1
1 +  sin(x1/α)
for x ∈ I3 := {(x1, 0) | 0 ≤ x1 ≤ 1} ,
θ(x, ) :=
1
1
= 1 for x ∈ I4 := {(0, x2) | 0 ≤ x2 ≤ 1} . (36)
Lemma 5.3. Suppose that g satisfies the growth condition (34), η > 1
2
− 1
4(λ2+1)
, β < −1
4
and
0 < 1. Then, the operator (G)β= G : X
η→Xβ given by (32) is well defined, for 0 ≤  < 0
and bounded in bounded sets, uniformly in .
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Proof. If u ∈ Xη and Φ ∈ X−β, we have
∣∣ 〈G(u, ) , Φ〉β ,−β ∣∣ ≤ ∫
∂Ω
| g(γ(u)) | | γ(Φ) |
∣∣∣∣J∂ΩhJh
∣∣∣∣ dσ(x)
≤ ||θ||∞
∫
∂Ω
L2
[|γ(u)|+ |γ(u)|λ2+1]|γ(Φ)|+ |g(γ(0))| |γ(Φ)| dσ(x)
≤ || θ ||∞L2
(∫
∂Ω
| γ(u) | 2dσ(x)
) 1
2
(∫
∂Ω
| γ(Φ) | 2dσ(x)
) 1
2
+ || θ ||∞L2
(∫
∂Ω
| γ(u) | 2(λ2+1)dσ(x)
) 1
2
(∫
∂Ω
| γ(Φ) | 2dσ(x)
) 1
2
+ || θ ||∞|| g(γ(0)) ||L2(∂Ω) || γ(Φ) ||L2(∂Ω)
= || θ ||∞L2
[ || γ(u) ||L2(∂Ω) + || γ(u) ||λ2+1L2(λ2+1)(∂Ω) ] || γ(Φ) ||L2(∂Ω)
+ || θ ||∞|| g(γ(0)) ||L2(∂Ω) || γ(Φ) ||L2(∂Ω) ,
where ‖θ‖∞ = sup {|θ(x, )| |x ∈ ∂Ω, 0 ≤  ≤ 0} is finite by (35) and (36). If s = 2η, then
Xη ⊂ Hs(Ω), by Theorem 1.21 and γ : Hs(Ω) 7→ L2(λ2+1)(∂Ω), by Theorem 1.10. Thus,
we obtain ||γ(Φ)||L2(∂Ω) ≤ K1 ||Φ||X−β , ||γ(u)||L2(λ2+1)(∂Ω) ≤ K2 ||u||Xη , ||γ(u)||L2(∂Ω) ≤
K3 ||u||Xη , where K1, K2 and K3 are embedding constants. It follows that
∣∣∣∣G(u, ) ∣∣∣∣
Xβ
≤ L2K3K1|| θ ||∞||u ||Xη + L2Kλ2+12 K1|| θ ||∞||u ||Xη
+K1|| θ||∞|| g(γ(0)) ||L2(∂Ω) ,
proving that (G)β is well defined. 
Lemma 5.4. Suppose that g satisfies the growth condition (34) and let p and q be conjugated
exponents, with 1
2λ2
< p <∞ and 0 < 1. Then, if η > max
{
1
2
− 1
4pλ2
, 1
2
− 1
4q
}
and β < −1
4
,
the operator G(u, )= G(u) : Xη × [0, 0] → Xβ given by (32) is uniformly continuous in ,
for u in bounded sets of Xη and locally Lipschitz continuous in u, uniformly in .
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Proof. We first show that (G)β is locally Lipschitz continuous in u ∈ Xη. Let u1, u2 ∈
Xη, Φ ∈ X−β and  ∈ [0, 0]. Then∣∣∣〈G(u1, )−G(u2, ),Φ〉β,−β∣∣∣ ≤ ∫
∂Ω
| g(γ(u1))− g(γ(u2)) |
∣∣ γ(Φ) ∣∣ ∣∣∣∣J∂ΩhJh
∣∣∣∣ dσ(x)
≤
∫
∂Ω
L2
(
1 + |γ(u1)|λ2 + |γ(u2)|λ2
)|γ(u1)− γ(u2)| |γ(Φ)| ∣∣∣∣J∂ΩhJh
∣∣∣∣ dσ(x)
≤ L2||θ||∞
∫
∂Ω
(
1 + |γ(u1)|λ2 + |γ(u2)|λ2
)|γ(u1)− γ(u2)| |γ(Φ)| dσ(x)
≤ L2||θ||∞
{∫
∂Ω
(
1 + |γ(u1)|λ2 + |γ(u2)|λ2
) 2 |γ(u1)− γ(u2)| 2 dσ(x)}
1
2
·
{∫
∂Ω
| γ(Φ) | 2 dσ(x)
} 1
2
≤ L2|| θ ||∞
{∫
∂Ω
(
1 + | γ(u1) |λ2 + | γ(u2) |λ2
) 2p
dσ(x)
} 1
2p
·
{∫
∂Ω
| γ(u1)− γ(u2) | 2qdσ(x)]
} 1
2q
|| γ(Φ) ||L2(∂Ω)
≤ L2|| θ ||∞
( | ∂Ω | 12p + || γ(u1) ||λ2L2pλ2 (∂Ω) + || γ(u2) ||λ2L2pλ2 (∂Ω) )
· || γ(u1)− γ(u2) ||L2q(∂Ω)|| γ(Φ) ||L2(∂Ω) ,
where | ∂Ω | is the measure of ∂Ω, 1 < p, q < ∞ are conjugated exponents with p > 1
2λ2
and ‖θ‖∞ = sup {|θ(x, )| |x ∈ Ω, 0 ≤  ≤ 0} . Reasoning as in Lemma 5.3, we obtain the
following estimates:
|| γ(Φ) ||L2(∂Ω) ≤ K1 ||Φ ||X−β ,
|| γ(u) ||L2pλ2 (∂Ω) ≤ K4 ||u ||Xη ,
|| γ(u) ||L2q(∂Ω) ≤ K5 ||u ||Xη ,
where K1, K4 e K5 are embedding constants. Thus, we obtain:∣∣∣ 〈G(u1, )−G(u2, ) , Φ〉β ,−β ∣∣∣ ≤ L2|| θ ||∞( | ∂Ω | 12p +Kλ24 ||u1 ||λ2Xη +Kλ24 ||u2 ||λ2Xη )
·K5||u1 − u2 ||XηK1||Φ ||X−β .
If U is a bounded subset of Xη, u1, u2 ∈ U , we have
||G(u1, )−G(u2, ) ||Xβ ≤ Kλ2 , U ||u1 − u2 ||Xη ,
where Kλ2 , U is a positive constant depending on λ2 and U . Therefore, (G)β is locally
Lipschitz in u.
Now, if u ∈ Xη, Φ ∈ X−β and 1, 2 ∈ [0, 0], we have∣∣〈G(u, 1)−G(u, 2),Φ〉β,−β∣∣ ≤ ∫
∂Ω
| γ(g(u)) | | γ(Φ) |
∣∣∣∣ ( ∣∣∣∣J∂Ωh1Jh1
∣∣∣∣− ∣∣∣∣J∂Ωh2Jh2
∣∣∣∣ ) ∣∣∣∣ dσ(x)
≤ ‖θ1 − θ2‖∞
∫
∂Ω
| g(γ(u)) | | γ(Φ) | dσ(x),
CONTINUITY OF ATTRACTORS IN LIPSCHITZ 31
and ‖θ1 − θ2‖∞ = sup {|θ(x, 1)− θ(x, 1)| |x ∈ Ω, } → 0 as |1− 2| → 0, by (35) and (36).

Theorem 5.5. Suppose f and g satisfy the growth conditions (33) and (34), respectively.
Suppose also, that β and η satisfy the hypotheses of Lemmas 5.1, 5.2, 5.3, 5.4, η < 1 + β
and  > 0 is sufficiently small. Then, for any (t0, u0) ∈ R × Xη, the problem (29) has a
unique solution u(t, t0, u0, ) with initial value u(t0) = u0. The map  7→ u(t, t0, u0, ) ∈ Xη
is continuous at  = 0, uniformly for u0 in bounded sets of X
η and t0 ≤ t ≤ T <∞.
Proof. From Theorem 4.1 it follows that (A)β is a sectorial operator in X
β
 , with domain
X1+β , if  is small enough. From Lemmas 5.1, 5.2, 5.3 and 5.4 it follows that (H)β is well
defined and locally Lipschitz continuous in Xη, and bounded in bounded sets of Xη. The
result follows then from Theorems 1.25 and 1.32. 
6. Lyapunov functionals and global existence
We now want to show that the solutions given by Theorem 5.5 are globally defined, if
a additional (dissipative) hypotheses on f and g is assumed. We start by stating these
hypotheses:
There exist constants c0, d0 and d
′
0 such that
lim sup
|u |→∞
f(u)
u
≤ c0 , lim sup
|u |→∞
g(u)
u
≤ d′0 (37)
and, if d0 > d
′
0, the first eigenvalue µ1 of the problem −∆u+ (a− c0)u = µu em Ω∂u
∂NΩ
= d0 u em ∂Ω
(38)
is positive.
Remark 6.1. Observe that the hypotheses (37) and (38) still hold for the perturbed operator
h∗∆Ωh
∗

−1, with perturbed boundary conditions h∗
∂u
∂NΩ
h∗
−1, if  is small enough, since the
eigenvalues change continuously with  by (27).
In order to prove global existence, we work first in the natural “energy space” H1(Ω), that
is we choose η = 1
2
(and β < −1
4
). It is also convenient to work first in the perturbed domain
Ω. More precisely, we consider initially the following abstract version of problem (P) in the
Banach space Y β, where Y α, −1
2
≤ α ≤ 1, now denote the fractional powers of the operator
−∆Ω + aI in the perturbed domain Ω,{
vt + Aβv = Hβv , t > t0 ;
v(t0) = v0 ∈ H1(Ω) , (39)
where Hβ := Fβ +Gβ : H
1(Ω)→ Xβ,  > 0,
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(i) Fβ : H
1(Ω)→ Xβ is given by
〈F (v) , Ψ〉β ,−β =
∫
Ω
f(v) Ψ dy, for any Ψ ∈ Y −β,
(ii) Gβ : H
1(Ω)→ Xβ is given by
〈G(v) , Ψ〉β ,−β =
∫
∂Ω
g(γ(v)) γ(Ψ)
∣∣∣∣J∂ΩhJh
∣∣∣∣ dσ(y) , for any Ψ ∈ Y −β,
where γ is the trace map.
It is not difficult to show that v is a solution of (39) if and only if u = v ◦ h is a solution
of (29), with η = 1
2
. Therefore, the local well-posedness of (39) follows immediately from
Theorem 5.5.
We now prove the existence of a Lyapunov functional for the dynamical system generated
by (39).
Lemma 6.2. Suppose that the hypotheses of Theorem 5.5 are satisfied, with η = 1
2
and,
additionally, that f and g satisfy the dissipative conditions (37) and (38) and consider the
map
W : H
1(Ω) −→ R
v 7−→ W(v) = 1
2
∫
Ω
| ∇v |2dx+ a
2
∫
Ω
| v |2dx−
∫
Ω
F (v) dx−
∫
∂Ω
G(γ(v)) dS
where a is a positive number and F,G : R→ R are primitives of f and g respectively. Then,
if  > 0 is sufficiently small, W is a Lyapunov functional for the problem (39) and there
constants K1() and K2() such that W(v) ≤ K1()‖v‖H1(Ω) +K2(), for any v ∈ H1(Ω).
Proof. If v is a solution of (39) in H2(Ω), we have
d
dt
W(v(t)) =
d
dt
(
1
2
∫
Ω
| ∇v | 2dx+ a
2
∫
Ω
| v | 2dx−
∫
Ω
F (v) dx−
∫
∂Ω
G(γ(v)) dS
)
=
∫
Ω
(
d
dx
vt
)
∇v dx+ a
∫
Ω
vtv dx−
∫
Ω
vtf(v) dx−
∫
∂Ω
vtg(γ(v)) dS
= −
∫
Ω
vt∆v dx+
∫
∂Ω
vt
∂v
∂N
dS + a
∫
Ω
vtv dx−
∫
Ω
vtf(v) dx−
∫
∂Ω
vtg(γ(v)) dS
= −
(∫
Ω
vt∆v dx− a
∫
Ω
vtv dx+
∫
Ω
vtf(v) dx
)
= −
∫
Ω
| vt | 2dx
= − || vt || 2L2(Ω).
The equality
d
dt
W(v(t)) = −|| vt || 2L2(Ω) is established, supposing that v is a solution in
H2(Ω). But, since both sides are well defined and continuous functions of v ∈ X 12 = H1(Ω),
it remains true for any solution. Therefore W is decreasing along the solutions of (39). It is
clear from its formula, that W is continuous. We now want to obtain an estimate for W(v)
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in terms of the norm of v ∈ H1(Ω). From (37), there exist f > 0 and M(f ) > 0 such that
f(s)
s
− c0 ≤ f for | s | > M(f ). Therefore, if s > 0 we have∫
Ω
F (v) dx =
∫
Ω
(∫ v
0
f(s) ds
)
dx ≤
∫
Ω
(∫ v
0
(c0s+ fs) ds
)
dx ≤ c0
2
∫
Ω
| v | 2dx+ k0 ,
where k0 depends on f , M(f ) and the first eigenvalue of (38). A similar argument gives
the same estimate for s < 0.
Now, from (37) there exist g > 0 and N(g) > 0 such that
g(s)
s
−d′0 ≤ g for | s | > N(g).
If s > 0 we have g(s) ≤ d′0s+ gs . Therefore∫
∂Ω
G(γ(v))dS =
∫
∂Ω
(∫ v
0
g(s)ds
)
dS ≤
∫
∂Ω
(∫ v
0
(d′0s+ gs)ds
)
dS ≤ d
′
0
2
∫
∂Ω
|γ(v)|2dS+k′0 ,
where k′0 depends on g, N(g) and the first eigenvalue of (38). We obtain a similar estimate
for s < 0.
Using these estimates, we obtain
W(v) ≤ 1
2
∫
Ω
| ∇v | 2dx+ a
2
∫
Ω
| v | 2dx+ c0
2
∫
Ω
| v | 2dx+ k0 + d
′
0
2
∫
∂Ω
| γ(v) | 2dS + k′0
≤ K1()‖v‖H1(Ω) +K2().
On the other hand, we also have
W(v) ≥ 1
2
∫
Ω
| ∇v | 2dx+ a
2
∫
Ω
| v | 2dx− c0
2
∫
Ω
| v | 2dx− k0 − d
′
0
2
∫
∂Ω
| γ(v) | 2dS − k′0
=
1
2
∫
Ω
| ∇v | 2dx+ (a− c0)
2
∫
Ω
| v | 2dx− d
′
0
2
∫
∂Ω
| γ(v) | 2dS − (k0 + k′0),
and, since d0 > d
′
0, we may choose d
′′
0 6= 0 such that
d0 > d
′′
0 > d
′
0 and
(
d0
d′′0
− 1
)
a− c0
2
+
λ0
2
> 0,
and thus
W(v) ≥ 1
2
∫
Ω
| ∇v | 2dx+ (a− c0)
2
∫
Ω
| v | 2dx− d
′′
0
2
∫
∂Ω
| γ(v) | 2dS − (k0 + k′0)
=
d′′0
d0
[
d0
d′′0
1
2
∫
Ω
| ∇v | 2dx+ d0
d′′0
(a− c0)
2
∫
Ω
| v | 2dx− d0
2
∫
∂Ω
| γ(v) | 2dS − d0
d′′0
(k0 + k
′
0)
]
=
d′′0
d0
[(
d0
d′′0
− 1
)
1
2
∫
Ω
| ∇v | 2dx+ 1
2
∫
Ω
| ∇v | 2dx+
(
d0
d′′0
− 1
)
(a− c0)
2
∫
Ω
| v | 2dx
+
(a− c0)
2
∫
Ω
| v | 2dx− d0
2
∫
∂Ω
| γ(v) | 2dS − d
′′
0
d0
(k0 + k
′
0)
]
≥ d
′′
0
d0
{(
d0
d′′0
− 1
)
1
2
∫
Ω
|∇v|2dx+
[(
d0
d′′0
− 1
)
(a− c0)
2
+
λ0
2
] ∫
Ω
|v|2dx− d
′′
0
d0
(k0 + k
′
0)
}
.
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From this estimate, we see that W(v) is bounded below by a constant times || v ||H1(Ω) plus
a constant depending on the first eigenvalue of (38) and the nonlinearities. Thus |W(v) | →
∞ as || v ||H1(Ω) → ∞. Finally, if v(t) is a solution defined for all t ∈R and W(v(t)) =
W(v0), with v0 ∈ H1(Ω), we have
d
dt
W(v(t)) =
d
dt
W(v0) =⇒− || vt || 2L2(Ω) = 0 ,
so v must be an equilibrium of (39).
Therefore W is a Lyapunov function for the flow generated by (39), as claimed. 
The Lyapunov functionals W in the perturbed regions Ω approach the functional W =
W0, in Ω0 := Ω when → 0 in the following sense:
Lemma 6.3. If W : H
1(Ω)→ R is as in Lemma 6.2, then
K1(h)|W (u) | ≤ |W(u ◦ h−1 ) | ≤ K2(h)|W (u) | ∀u ∈ H1(Ω),
with K1(h), K2(h)→ 1 when → 0.
Proof. The result was proved in [11] in the case where h → iΩ in C2. However, since the
inequalities involve only first order derivatives the extension C1 is immediate. 
We now define a functional V : H
1(Ω)→ R by
V(u) = W(u ◦ h−1 ) . (40)
Lemma 6.4. The functional V defined by (40) is a Lyapunov functional for (29), with η =
1
2
and −1
2
< β < −1
4
, and the following estimates hold:
(1) K1‖u‖H1(Ω) −K2 ≤ V(u) ≤ K1‖u‖H1(Ω) +K2, for some constants K1 and K2,
(2) K1(h)|V (u) | ≤ |V(u) | ≤ K2(h)|V (u) | ∀u ∈ H1(Ω), with K1(h), K2(h) → 1
when → 0.
Proof. The required properties for V follow easily from the properties of W and the fact
that h∗
−1 : H1(Ω)→ H1(Ω) is an isomorphism and takes solutions of (29) into solutions of
(39). 
Using the properties of the Lyapunov functional V, we now prove the following result of
global existence for (29):
Theorem 6.5. Suppose that β, η, f and g satisfy the conditions of Theorem 5.5 and,
additionally, that f and g satisfy the dissipative conditions (37) and (38). Then if  > 0 is
sufficiently small the solutions of (29) are globally defined.
Proof. We first consider the case η = 1
2
. From Theorem 5.5, for each (t0, u0) ∈ R×H1(Ω),
there exists T = T (t0, u0) > 0 such that the problem (29) has a unique solution u in
(t0, t0 + T ), with u(t0) = u0. From Lemmas 5.2 and 5.4 it follows that (H)β is locally
Lipschitz, so it takes bounded sets in Xη=H1(Ω), into bounded sets of in Xβ. Suppose that
T <∞. Then, by Theorem 1.26 there exists a sequence tn → T− such that ||u(tn) ||H1(Ω) →
∞, and thus |V(u(tn))| → ∞, which is a contradiction with the fact that V is decreasing
along orbits.
CONTINUITY OF ATTRACTORS IN LIPSCHITZ 35
Now, suppose that η = η0 <
1
2
, and let u(t, u0), be the solution with initial value u(t0) =
u0 ∈ Xη0 , defined for t0 < t < T . Then u(t, u0) ∈ X1+β ⊂ H1(Ω), for t0 < t < T . Let
t1 ∈ (t0, T ), u1 = u(t1, u0). Then the solution v(t, u1), v(t1) = u1 of (29), with η = 12 is
defined for t ∈ (t1,∞). Since v(t, u1) is also a solution of (29) with η = η0, it must coincide
with u(t, u0), for t ∈ (t1, T ). Define u˜ in 0 < t < ∞, by u˜(t) = u(t, u0), if t0 < t < T and
u˜(t) = v(t, u0), if t1 < t <∞. Then u˜ is a solution of (29) with η = η0 in (t0,∞).
Finally, suppose that η = η0 >
1
2
, and let u(t, u0), be the solution with initial value
u(t0) = u0 ∈ Xη0 , defined for t0 < t < T and v(t, u0), the solution of (29), with η = 1 and
v(t0) = u0 defined for t ∈ (t0,∞). Since u(t, u0) and v(t, u0) are both solutions of (29), with
η = 1, they must coincide in (t0, T ). Since v(t, u0) ∈ Xη0 , for t > 0, it is a global solution of
(29) with η = η0 in (t0,∞). 
From now on, we denote the flow generated by (29) by Tη,β(t, t0, u) or Tη,β(t, u) and also
sometimes do not include the parameters η and β to simplify the notation.
7. Existence of global attractors
In this section, we prove that the flow T,η,β(t, t0, u) admits a global attractor. As in the
previous section, it is convenient to start with the especial case η = 1
2
.
Lemma 7.1. If  > 0 is sufficiently small, the nonlinear semigroup T(t) generated by (29),
with η = 1
2
and −1
2
< β < −1
4
in X
1
2 = H1(Ω) is a gradient flow.
Proof. We know, from Lemma 6.4 that the map V defined by (40) is a Lyapunov
functional for the flow. Since (A)β has compact resolvent and (H)β takes bounded subsets
of H1(Ω), into bounded subsets of Xβ, it follows from Theorem 1.27 that bounded positive
orbits are precompact, so T(t) is gradient. 
We now want to show that the set of equilibria of (29) is bounded. As in the previous
sections, it is convenient to prove this first for the problem in the perturbed domain.
Lemma 7.2. Suppose that f and g satisfy the conditions of Theorem 5.5 and the dissipative
conditions (37) and (38). Then if  > 0 is sufficiently small, the set E of equilibria of the
system generated by (39) is uniformly bounded in H1(Ω).
Proof. The equilibria of (39) are the solutions of the problem:{
∆u(x)− au(x) + f(u(x)) = 0 , x ∈ Ω
∂u
∂N
(x) = g(u(x)) , x ∈ ∂Ω .
Multiplying by u and integrating, we obtain
0 =
∫
Ω
u∆u dx− a
∫
Ω
|u | 2dx+
∫
Ω
uf(u) dx
= −
∫
Ω
| ∇u | 2dx+
∫
∂Ω
u
∂u
∂N
dS − a
∫
Ω
|u | 2dx+
∫
Ω
uf(u) dx
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= −
∫
Ω
| ∇u | 2dx+
∫
∂Ω
ug(u) dS − a
∫
Ω
|u | 2dx+
∫
Ω
uf(u) dx . (41)
From (37), for any δ > 0 there exist constants Kδ such that
f(u)u ≤ (c0 + δ)u 2 +Kδ and g(u)u ≤ (d′0 + δ)u 2 +Kδ for u ∈ R .
From (41), we then obtain∫
Ω
| ∇u | 2dx ≤ −a
∫
Ω
|u | 2dx+(c0+δ)
∫
Ω
u2 dx+(d′0+δ)
∫
∂Ω
u2 dS +Kδ(|Ω|+|∂Ω|). (42)
On the other hand, since the first eigenvalue λ0() of the problem (38) is positive, it follows
that 0 < λ0() = inf
u∈H1(Ω)
〈−∆u+ (a− c0)u , u〉
||u ||L2(Ω)
. Thus, for all u ∈ H1(Ω), we have
λ0()
∫
Ω
|u | 2dx ≤
∫
Ω
| ∇u | 2 dx− d0
∫
∂Ω
|u | 2 dS + (a− c0)
∫
Ω
|u | 2dx .
From (42), we then obtain
λ0()
∫
Ω
|u|2dx ≤ −a
∫
Ω
|u|2dx+ (c0 + δ)
∫
Ω
u2 dx+ (d′0 + δ)
∫
∂Ω
u2 dS +Kδ(|Ω|+ |∂Ω|)
−d0
∫
∂Ω
|u | 2 dS + (a− c0)
∫
Ω
|u | 2dx
≤ δ
∫
Ω
u2 dx+ (d′0 − d0 + δ)
∫
∂Ω
u2 dS +Kδ(|Ω|+ |∂Ω|). (43)
Choosing δ < min{λ0(), (do − d′0)}, we obtain∫
Ω
u2 dx+
∫
∂Ω
u2 dS ≤ Kδ(|Ω|+ |∂Ω|)
lδ
, (44)
where lδ = min{λ0()− δ, (do − d′0)− δ}.
Finally, using (42) once again, we obtain∫
Ω
| ∇u | 2dx ≤ (c0 + d′0 + 2δ)
Kδ(|Ω|+ |∂Ω|)
lδ
+Kδ(|Ω|+ |∂Ω|). (45)
The claim now follows immediately from (44) and (45), observing that the constants in
those estimates can be chosen uniformly in  for  close to 0. 
Corollary 7.3. Suppose that f and g satisfy the conditions of Lemma 7.2. Then if  > 0
is sufficiently small, the set E of equilibria of the system generated by (29) is uniformly
bounded in H1(Ω).
Proof. Since u is an equilibria of (29) if and only if u = h
∗−1v, the result follows from
Lemmas 2.3 and 7.2. 
We are now in a position to prove the existence of attractors in the particular case Xη =
X
1
2 = H1(Ω).
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Theorem 7.4. Suppose that f and g satisfy the conditions of Theorem 5.5 with η = 1
2
, and
the dissipative conditions (37) and (38). Then if  > 0 is sufficiently small, the flow T(t, u)
generated by (29) has a global attractor A in X 12 = H1(Ω) for 0 sufficiently small.
Proof. We apply Theorem 1.31. We know, from Lemma 7.1, that the flow is gradient
and from Corollary 7.3, its set of equilibria is bounded, so it remains to be proved that it is
asymptotically smooth. The proof follows from the regularizing properties of the flow and
is by now very standard, so we omit it (see, for example Theorem 1.27). 
We now extend the previous result to other phase spaces.
Theorem 7.5. Suppose that f and g satisfy the conditions of Theorem 5.5, and the dissipa-
tive conditions (37) and (38). Then if  > 0 is sufficiently small, the flow T,η,β(u) generated
by (29) has a global attractor A, for in Xη, for 0 sufficiently small. Furthermore A does
not depend on either η or β.
Proof. Suppose first that η = η0 <
1
2
.
Let B be a bounded set in Xη. We may suppose that B = BR, the ball of radius R
in Xη, centered at the origin. By Lemmas 5.1 and 5.3, there is a constant N , such that
‖(H)β(u)‖Xβ < N , for any u, with ‖u‖Xη < 2R. Now, let T (t)u0 = u(t; to, u0) be the
solution of (29) with η = η0 and initial condition u0 ∈ BR. We may suppose also that Re
σ
(
(A)β
)
> w > 0. Then, while ‖u(t; t0, u0)‖Xη ≤ 2R, we have, by the variation of constants
formula:
||u(t; t0, u0) ||Xη ≤ || e−(A)β(t−t0)u0 ||Xη +
∫ t
t0
|| e−(A)β(t−s)(H)β u(s) ||Xη ds
≤ || (A)η−ββ e−(A)β(t−t0)u0 ||Xβ +
∫ t
t0
|| (A) η−ββ e−(A)β(t−s)(H)β u(s) ||Xβ ds
≤ Cβ,η(t− t0)β−ηe−w(t−t0)||u0||Xβ +NCβ,η
∫ t
t0
(t− s)−(η−β)e−w(t−s)ds. (46)
Let T = sup {t ≥ t0 |u(s; t0, u0) ∈ B2R, for all s ≤ t}, and δ such that
Cβ,η(t− t0)β−ηe−w(t−t0)||u0 ||Xβ +NCβ,η
∫ t
t0
(t− s)−(η−β)e−w(t−s)ds < 2R.
From (46), it follows that T ≥ δ, so the solutions with initial conditions in the ball of
radius R in Xη remain in the ball of radius 2R in Xη for 0 ≤ t ≤ T . Now, using the
variation of constants formula again, we obtain, for any 0 ≤ t ≤ T .
||u(t; t0, u0) ||X 12 ≤ || e
−(A)β(t−t0)u0 ||X 12 +
∫ t
t0
|| e−(A)β(t−s)(H)β u(s) ||X 12 ds
≤ ||(A)
1
2
−η
β e
−(A)β(t−t0)u0||Xη +
∫ t
t0
|| (A)
1
2
−β
β e
−(A)β(t−s)(H)β u(s) ||Xβ ds
≤ Cβ(t− t0)−( 12−η)e−w(t−t0)||u0||Xβ +NCβ
∫ t
t0
(t− s)−( 12−β)e−w(t−s)ds .
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Therefore T (t)BR is in a bounded set of X
1
2 = H1(Ω) if 0 < t ≤ T . By Theorem 7.4 the
global attractor A of (29) with η = 12 atracts T (t)B in the norm of X
1
2 = H1(Ω). Thus A
also attracts B in the norm of Xη. Since A is invariant for the flow T (t), it must be the
attractor (29) with η = η0.
Suppose now that 1
2
< η = η0 < β + 1.
If B be a bounded set in Xη, it is also a bounded set in X
1
2 , so it is attracted by the the
global attractor A of (29) with η = 12 in the norm of X
1
2 = H1(Ω), under the flow T 1
2
(t)
of (29) with η = 1
2
(which coincides with the flow of (29) with η = η0 in X
η). Now we
prove that T 1
2
(t) is continuous as a map from X
1
2 into Xη, for t > 0. If u1, u2 ∈ X 12 and
ui(t; t0, ui) = T 1
2
(t)ui,i = 1, 2, we obtain from the variation of constants formula
||u(t; t0, u1)− u(t; t0, u1) ||Xη
≤ || e−(A)β(t−t0)(u1 − u2) ||Xη +
∫ t
t0
|| e−(A)β(t−s)((H)β (u1(s))− (H)β (u2(s))) ||Xη ds
≤ ||(A)η−
1
2
β e
−(A)β(t−t0)(u1 − u2)||X 12 +
∫ t
t0
||(A)βη− 12 e−(A)β(t−s)((H)β u1(s)− (H)β u1(s)) ||X 12 ds
≤ Cη(t− t0) 12−ηe−w(t−t0)||u1 − u2 ||X 12 + Lβ,ηCβ,η
∫ t
t0
(t− s) 12−ηe−w(t−s)‖u1(s)− u2(s)‖X 12 ds ,
where Lβ,η is a (local) Lipschitz constant of (H)β, which exists by Lemmas 5.2 and 5.4.
The claimed continuity follows then from the Gronwall’s inequality. Therefore, if Vδ is
a small neighborhood of the attractor A in X 12 which contains T 1
2
(t)B = Tη(t)B, then
T 1
2
(1)U is a small neighborhood of A in Xη which contains T 1
2
(t+ 1)B = Tη(t+ 1)B. Since
A = T 1
2
(1)A ∈ Xη is invariant, it must be the attractor of Tη. 
8. Continuity of the attractors
In this section we prove that the family of attractors of (29) is continuous in Xη at  = 0,
for η < 1
2
.
8.1. Uppersemicontinuity. We start by proving that the family of attractors A is uni-
formly bounded in H1(Ω). More precisely,
Theorem 8.1. Suppose the hypotheses of Theorem 7.5 hold. Then, the family of attractors
{A,  < 0} of (29) is uniformly bounded in H1(Ω) for some 0 > 0 and A is bounded in
L∞ for each .
Proof. Denote by T(t), the flow generated by (29), and T = T0. By Corollary 7.3, there
is an 0 > 0, such that the set E of equilibria of (29) is in the open ball of radius r, Br of
H1(Ω) for  < 0. If u ∈ A, by Theorem 1.31, there is a tu such that u = T (tu)u0 for some
u0 ∈ Br. Let V be the Lyapunov functional of (29) given by (40). We have
V(u0) ≤ K1‖u0‖H1(Ω) +K2 ≤ K1r +K2.
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It follows that V(u0) ≤ R, for some constant R depending only on r. Thus
V(u) ≤ V(T (tu)u0) ≤ V(u0) ≤ R.
From Lemma 6.4, it follows that
‖u‖H1(Ω) ≤ 1
K1
(V(u) +K2) ,
for any u ∈
⋃
≤0
A, if 0 is small enough. The L∞ estimate follows immediately from the
fact that the attractors do not depend on η, and Xη is continuously embedded in L∞, for
η > 1
2
, by Theorem 1.6. 
We are now ready prove the upper semicontinuity property of the family.
Theorem 8.2. Suppose the hypotheses of Theorem 7.5 hold with β = −1
2
. Then the family
of attractors { A , 0 ≤  ≤ 0} of the flow T,η(t, u), generated by (29), whose existence is
guaranteed by Theorem 7.5 is uppersemicontinuous in Xη. (We observe that the conditions
on η hold if 1
2
− δη < 1
2
, with δ sufficiently small).
Proof. We have to check that the conditions of Theorem 1.33 hold. In fact we have
(1) We showed, during the proof of Theorem 3.9 (see estimate (27)), that the family of
operators A = (A)− 1
2
defined in X−
1
2 = H−1(Ω) with domain X
1
2 = H1(Ω) satisfy
the conditions of Theorem 1.23.
(2) From Lemmas 5.1 and 5.3, it follows that H = F + G takes bounded sets in X
η
into bounded sets of X−
1
2 = H−1(Ω).
(3) From Lemmas 5.2 and 5.4, H is continuous in , uniformly for u in bounded sets of
Xη and locally Lipschitz in u, uniformly in .
(4) By Theorem 8.1, the set
⋃
≤0
A is bounded in X 12 = H1(Ω) and thus by (2) H takes
bounded sets in X
1
2 into bounded sets of X−
1
2 = H−1(Ω).
Therefore, the upper semicontinuity follows from Theorem 1.33. 
From the semicontinuity of attractors, we can easily prove the corresponding property for
the equilibria.
Corollary 8.3. Suppose the hypotheses of Theorem 7.5 hold with β = −1
2
. Then the family
of sets of equilibria {E | 0 ≤  ≤ 0}, of the problem (29) is uppersemicontinuous in Xη.
Proof. The result is well-known, but we sketch a proof here for completeness. Suppose un,
with lim
n→∞
n = 0. We choose an arbitrary subsequence and still call it (un), for simplicity. It
is enough to show that, there exists a subsequence (unk), which converges to a point u0 ∈ E0.
Since (un)→ A and A is compact, there exists a subsequence (unk), which converges to a
point u0 ∈ A. Now, since the flow T(t) is continuous in  we have, for any t > 0
unk → u0 ⇔ Tnk (t)unk → T0(t)u0 ⇔ unk → T0(t)u0,
so by uniqueness of the limit T0(t)u0 = u0, for any t > 0, so u0 ∈ E0. 
40 PRICILA S. BARBOSA, ANTOˆNIO L. PEREIRA AND MARCONE C. PEREIRA
8.2. Lowersemicontinuity. For the lower semicontinuity we will need to assume additional
properties for the nonlinearities.
f and g are in C1(R,R) with bounded derivatives . (47)
Lemma 8.4. If f satisfies (47) and η > 0 then the operator F : Xη ×R→Xβ given by (31)
is Gateaux differentiable with respect to u, with Gateaux differential
∂F
∂u
(u, )w given by〈
∂F
∂u
(u, )w , Φ
〉
β,−β
=
∫
Ω
f
′
(u)wΦ dx , (48)
for all w ∈ Xη and Φ ∈ X−β.
Proof. Observe first that F (u, ) is well-defined, since the conditions of Lemma 5.1 are
met, with λ1 = 0.
It is clear that
∂F
∂u
(u, ) is linear. We now show that it is bounded. In fact we have, for
all u,w ∈ Xη and Φ ∈ X−β∣∣∣∣∣
〈
∂F
∂u
(u, )w , Φ
〉
β,−β
∣∣∣∣∣ ≤
∫
Ω
| f ′(u) | |w | |Φ | dx
≤ ‖ f ′ ‖∞
∫
Ω
|w | |Φ | dx
≤ ‖ f ′ ‖∞‖w ‖L2(Ω) ‖Φ ‖L2(Ω) dx
≤ ‖ f ′ ‖∞K1K3‖w‖Xη ‖Φ ‖X−β dx ,
where ‖f ′‖∞ = sup{f ′(x) |x ∈ R} and K1, K3 are embedding constants. This proves bound-
eness.
Now, we have, for all u,w ∈ Xη and Φ ∈ X−β∣∣∣∣∣1t
〈
F (u+ tw, )− F (u, )− t∂F
∂u
(u, )w,Φ
〉
β,−β
∣∣∣∣∣
≤ 1|t|
∫
Ω
∣∣ [ f(u+ tw)− f(u)− tf ′(u)w ] Φ ∣∣ dx
≤ K1 1|t|
(∫
Ω
∣∣f(u+ tw)− f(u)− tf ′(u)w∣∣2dx) 12 ||Φ||X−β
≤ K1

∫
Ω
∣∣ (f ′(u+ t¯w)− f ′(u))w ∣∣ 2 dx︸ ︷︷ ︸
(I)

1
2
||Φ ||X−β ,
where K1 is the embedding constant of X
−β in L2(Ω), and 0 ≤ t¯ ≤ t. Since f ′ is bounded,
the integrand of (I) is bounded by an integrable function and goes to 0 as t → 0. Thus,
the integral (I) goes to 0 as t → 0, from Lebesgue’s Dominated Convergence Theorem.
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It follows that lim
t→0
F (u+ tw, )− F (u, )
t
=
∂F
∂u
(u, )w in Xβ, for all u,w ∈ Xη; so F is
Gateaux differentiable with Gateaux differential given by (48). 
We now want to prove that the Gateaux differential of F (u, ) is continuous in u. Let us
denote by B(X, Y ) the space of linear bounded operators from X to Y . We will need the
following result, whose simple proof is omitted.
Lemma 8.5. Suppose X, Y are Banach spaces and Tn : X → Y is a sequence of linear
operators converging strongly to the linear operator T : X → Y . Suppose also that X1 ⊂ X
is a Banach space, the inclusion i : X1 ↪→ X is compact and let T˜n = Tn ◦ i and T˜ = T ◦ i.
Then T˜n → T˜ uniformly for x in a bounded subset of X1 (that is, in the or norm of B(X1, Y )).
Lemma 8.6. If f satisfies (47) and η > 0 then the Gateaux differential of F (u, ), with
respect to u is continuous in u, that is, the map u 7→ ∂F
∂u
(u, ) ∈ B(Xη, Xβ) is continuous.
Proof. Let un be a sequence converging to u em X
η, and choose 0 < η˜ < η. Then, we
have for any Φ ∈ X−β and w ∈ X η˜:∣∣∣∣ 〈(∂F∂u (un, )− ∂F∂u (u, )
)
w , Φ
〉
β ,−β
∣∣∣∣ ≤ ∫
Ω
∣∣∣∣ ( f ′(u)− f ′(un) )wΦ ∣∣∣∣ dx
≤
(∫
Ω
∣∣(f ′(u)− f ′(un))w∣∣2dx) 12(∫
Ω
|Φ∣∣2dx) 12
≤ K1
(∫
Ω
∣∣(f ′(u)− f ′(un))w∣∣2dx︸ ︷︷ ︸
(I)
) 1
2
||Φ||X−β ,
where K1 is the embedding constant of X
−β in L2(Ω).
Now, the integrand in (I) is bounded by the integrable function || f ′|| 2∞w 2 and goes to 0
a.e. as un → u in Xη. Therefore the sequence of operators ∂F
∂u
(un, ) converges strongly in
the space B(X η˜, Xβ) to the operator ∂F
∂u
(u, ). From Lemma 8.5 the convergence holds in
the norm of B(Xη, Xβ), since Xη is compactly embedded in X η˜, by Theorem 1.20. 
Lemma 8.7. If g satisfies (47) and η > 1
4
then the operator G : Xη ×R→Xβ given by (32)
is Gateaux differentiable with respect to u, with Gateaux differential〈
∂G
∂u
(u, )w , Φ
〉
β,−β
=
∫
∂Ω
g
′
(γ(u))γ(w) γ(Φ)
∣∣∣∣J∂ΩhJh
∣∣∣∣ dσ(x) , (49)
for all w ∈ Xη and Φ ∈ X−β.
Proof. Observe first that G(u, ) is well-defined, since the conditions of Lemma 5.3 are
met, with λ2 = 0.
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It is clear that
∂G
∂u
(u, ) is linear. We now show that it is bounded. In fact we have, for
all u,w ∈ Xη and Φ ∈ X−β∣∣∣∣∣
〈
∂G
∂u
(u, )w , Φ
〉
β,−β
∣∣∣∣∣ =
∣∣∣∣∫
∂Ω
g
′
(γ(u))γ(w) γ(Φ)
∣∣∣∣J∂ΩhJh
∣∣∣∣ dσ(x) ∣∣∣∣
≤ ‖θ‖∞ ‖g′‖∞
∫
∂Ω
|γ(w)| |γ(Φ)| dσ(x)
≤ ‖θ‖∞ ‖g′‖∞‖γ(w)‖L2(∂Ω) ‖ γ(Φ) ‖L2(∂Ω)
≤ K1K2‖θ‖∞ ‖g′‖∞‖w‖Xη ‖Φ ‖X−β ,
where ‖g′‖∞ = sup {g′(x) |x ∈ R}, ‖θ‖∞ = sup {|θ(x, )| |x ∈ ∂Ω} = sup
{
J∂Ωh
Jh
(x)
∣∣∣∣x ∈ ∂Ω}
and K1, K2 are embedding constants given by Theorems 1.21 and 1.10. This proves bound-
eness.
Now, we have, for all u,w ∈ Xη and Φ ∈ X−β∣∣∣∣∣1t
〈
G(u+ tw, )−G(u, )− t∂G
∂u
(u, )w , Φ
〉
β,−β
∣∣∣∣∣
≤ 1|t|
∫
∂Ω
| [ g(γ(u+ tw))− g(γ(u))− tg′(γ(u))] γ(w) | |γ(Φ)|
∣∣∣∣J∂ΩhJh
∣∣∣∣ dσ(x)
≤ K1‖θ‖∞ 1|t|
{∫
∂Ω
| [ g(γ(u+ tw))− g(γ(u))− tg′(γ(u)) ] γ(w)| dσ(x)
} 1
2
‖Φ‖X−β
≤ K1‖θ‖∞

∫
∂Ω
| [ g′(γ(u+ t¯w))− g′(γ(u)) ] γ(w) | dσ(x)︸ ︷︷ ︸
(I)

1
2
‖Φ‖X−β ,
where K1 is the embedding constant given by Theorems 1.21 and 1.10, and 0 ≤ t¯ ≤ t. Since
g′ is bounded, the integrand of (I) is bounded by an integrable function and goes to 0 as
t → 0. Thus, the integral (I) goes to 0 as t → 0, from Lebesgue’s Dominated Convergence
Theorem. It follows that lim
t→0
G(u+ tw, )−G(u, )
t
=
∂G
∂u
(u, )w in Xβ, for all u,w ∈ Xη;
so G is Gateaux differentiable with Gateaux differential given by (49). 
Lemma 8.8. If g satisfies (47) and η > 1
4
then the Gateaux differential of G(u, ), with
respect to u is continuous in u (that is, the map u 7→ ∂G
∂u
(u, ) ∈ B(Xη, Xβ) is continuous)
and uniformly continuous in  for u in bounded sets of Xη and 0 ≤  ≤ 0 < 1.
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Proof. Let 0 ≤  ≤ 0, un be a sequence converging to u em Xη, and choose 14 < η˜ < η.
Then, we have for any Φ ∈ X−β and w ∈ X η˜:∣∣∣∣ 〈( ∂G∂u (un, )− ∂G∂u (u, )
)
w , Φ
〉
β ,−β
∣∣∣∣
≤
∫
∂Ω
|(g′(γ(u))− g′(γ(un))) γ(w) γ(Φ)|
∣∣∣∣J∂ΩhJh
∣∣∣∣ dσ(x)
≤ ‖θ‖∞
{∫
∂Ω
|(g′(γ(u))− g′(γ(un))γ(w) |2 dσ(x)
} 1
2
{∫
∂Ω
| γ(Φ) |2 dσ(x)
} 1
2
≤ K‖θ‖∞

∫
∂Ω
|(g′(γ(u))− g′(γ(un))γ(w) |2 dσ(x)︸ ︷︷ ︸
(I)

1
2
‖Φ‖X−β ,
where K is the constant due to continuity of the trace map from X−β into L2(∂Ω).
Now, the integrand in (I) is bounded by the integrable function 4|| g′ ||2∞ |γ(w)|2 and goes
to 0 a.e. as un → u in Xη, by Theorems 1.21 and 1.10. Therefore the sequence of operators
∂G
∂u
(un, ) converges strongly in the space B(X η˜, Xβ) to the operator ∂G
∂u
(u, ). From Lemma
8.5 the convergence holds in the norm of B(Xη, Xβ), since Xη is compactly embedded in
X η˜, by Theorem 1.20.
On the other hand, if 0 ≤ 1 ≤ 2 < 0, we have for any Φ ∈ X−β and w ∈ Xη:∣∣∣∣ 〈( ∂G∂u (u, 1)− ∂G∂u (u, 2)
)
w , Φ
〉
β ,−β
∣∣∣∣
≤
∫
∂Ω
| g′(γ(u))γ(w) γ(Φ) | |θ1 − θ2| dσ(x) ,
≤ ‖θ1 − θ2‖∞
{∫
∂Ω
|g′(γ(u))γ(w) |2 dσ(x)
} 1
2
{∫
∂Ω
| γ(Φ) |2 dσ(x)
} 1
2
≤ KK ′‖ g′ ‖∞‖‖w ‖Xη‖Φ‖X−β‖θ1 − θ2‖∞,
where K ′ is the constant due to continuity of the trace map from Xη into L2(∂Ω). This
proves uniform continuity in . 
Lemma 8.9. If f and g satisfy the condition (47) and η > 1
4
, then the map (H)β =
(F )β+(G)β : X
η×R 7→ Xβ given by (30) is continuously Fre´chet differentiable with respect
to u and the derivative
∂G
∂u
is uniformly continuous with respect to , for u in bounded sets
of Xη and 0 ≤  ≤ 0 < 1.
Proof. The proof follows from Lemmas 8.6, 8.8 and Proposition 2.8 in [13]. 
We now prove lower semicontinuity for the equilibria.
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Theorem 8.10. If f and g satisfy the conditions of Theorem 7.5 and also (47), the equilibria
of (29) with  = 0 are all hyperbolic and 1
4
< η < 1
2
, then the family of sets of equilibria
{E | 0 ≤  < 0} of (29) is lower semicontinuous in Xη at  = 0.
Proof. A point e ∈ Xη is an equilibrium of (29) if and only if it is a root of the map
Z : H1(Ω)× R −→ X− 12
(u , ) 7−→ (A)− 1
2
(u) + (H)− 1
2
(u) ,
By Lemma 8.9 the map (H)− 1
2
: Xη → X− 12 is continuously Fre´chet differentiable with
respect to u and by Lemmas 5.4 and 5.2 it is also continuous in  if η = 1
2
− δ, with δ > 0 is
sufficiently small. Therefore, the same holds if η = 1
2
.
The map A = −h∗∆Ωh∗ + aI is a bounded linear operator from H1(Ω) to X−
1
2 . It is
also continuous in  since it is analytic as a function of h ∈ Diff 1(Ω) and h is continuous
in .
Thus, the map Z is continuously differentiable in u and continuous in . The derivative of
∂Z
∂u
(e, 0) is an isomorphism by hypotheses. Therefore, the Implicit Function Theorem apply,
implying that the zeroes of Z(·, ) are given by a continuous function e(). This proves the
claim. 
For to prove the lower semi continuity, we also need to prove the continuity of local unstable
manifolds at equilibria, more precisely
Theorem 8.11. Suppose f and g satisfy the conditions of Theorem 8.10, u0 is an equilibrium
of (29) with  = 0, and for each  > 0 sufficiently small, let u be the unique equilibrium
of (29), whose existence is asserted by Corollary 8.3 and Theorem 8.10. Then, for  and
δ sufficiently small, there exists a local unstable manifold W uloc(u) of u, and if we denote
W uδ (u) = {w ∈ W uloc(u) | ‖w − u‖Xη < δ}, then
β
(
W uδ (u),W
u
δ (u0)
)
and β
(
W uδ (u0),W
u
δ (u)
)
approach zero as → 0, where β(O,Q) = sup
o∈O
inf
q∈Q
‖q − o‖Xη for O, Q ⊂ Xη.
Proof. Let H(u) = H(u, ) be the map defined by (30), with β = −12 and u a hyperbolic
equilibrium of (29). Since H(u, ) is differentiable by Lemma 8.9, it follows that H(u +
w, ) = H(u, )+Hu(u, )w+r(w, ) = Au+Hu(u, )w+r(w, ), with r(w, ) = o(‖w‖Xη),
as ‖w‖Xη → 0. The claimed result was proved in [12], assuming the following properties of
H:
a) || r(w, 0) − r(w, ) ||Xβ ≤ C(), with C() → 0 when  → 0, uniformly for w in a
neighborhood of 0 in Xη.
b) || r(w1, ) − r(w2, ) ||Xβ ≤ k(ρ)||w1 − w2 ||Xη , for ||w1 ||Xη ≤ ρ, ||w2 ||Xη ≤ ρ, with
k(ρ)→ 0 when ρ→ 0+ and k(∗) is non decreasing.
Property a) follows from easily from the fact that both H(u, ) and Hu(u, ) are uniformly
continuous in  for u in bounded sets of Xη, by Lemmas 5.4, 5.2 and 8.9. It remains to prove
property b).
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If w1, w2 ∈ Xη and  ∈ [0, 0], with 0 < 0 < 1 small enough, we have
|| r(w1 , )− r(w2 , ) ||Xβ = ||H(u + w1 , )−H(u , )−Hu(u , )w1
−H(u + w2 , ) +H(u , ) +Hu(u , )w2 ||Xβ
≤ ||F (u + w1 , )− F (u , )− Fu(u , )w1 (50)
−F (u + w2 , ) + F (u , ) + Fu(u , )w2 ||Xβ
+ ||G(u + w1 , )−G(u , )−Gu(u , )w1 (51)
−G(u + w2 , ) +G(u , ) +Gu(u , )w2 ||Xβ .
We first estimate (50). Since f ′ is bounded by (47), we have
∣∣∣∣ 〈F (u + w1 , )− F (u , )− Fu(u , )w1
−F (u + w2 , ) + F (u , ) + Fu(u , )w2 , Φ 〉β,−β
∣∣∣∣
≤
∫
Ω
| [ f(u + w1)− f(u)− f ′(u)w1 − f(u + w2) + f(u) + f ′(u)w2 ] Φ | dx
=
∫
Ω
| [ f ′(u + ξx)− f ′(u) ](w1(x)− w2(x)) Φ | dx
≤ K2
{∫
Ω
∣∣ [ f ′(u + ξx)− f ′(u) ]2(w1(x)− w2(x))2 ∣∣ dx} 12 ‖Φ‖H1(Ω) ,
where K2 is the embedding constant of X
1
2 = H1(Ω) into L2(Ω), and w1(x) ≤ ξx ≤ w2(x)
or w2(x) ≤ ξx ≤ w1(x).
Now choosing q =
1
1− 2η , we have by Theorems 1.5 and 1.21 that X
η is continuously
embedded in L2q(Ω) Therefore, if p is the conjugate exponent of q we have, by Ho¨lder’s
inequality
{∫
Ω
[ f ′(u + ξx)− f ′(u) ] 2(w1(x)− w2(x)) 2dx
} 1
2
≤
{∫
Ω
[ f ′(u + ξx)− f ′(u) ] 2pdx
} 1
2p
{∫
Ω
(w1(x)− w2(x)) 2qdx
} 1
2q
≤
{∫
Ω
[ f ′(u + ξx)− f ′(u) ] 2pdx
} 1
2p
||w1 − w2 ||L2q(Ω)
≤ K3
{∫
Ω
[ f ′(u + ξx)− f ′(u) ] 2pdx
} 1
2p
||w1 − w2 ||Xη ,
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where K3 is the embedding constant of the embedding X
η into L2q(Ω). Therefore, we have
||F (u + w1, )− F (u, )− Fu(u, )w1 − F (u + w2, ) + F (u, ) + Fu(u, )w2||Xβ
≤ K2K3
{∫
Ω
[ f ′(u + ξx)− f ′(u) ] 2pdx
} 1
2p
||w1 − w2 ||Xη .
Now the integrand above is bounded by 4 p||f ′|| 2p∞ and goes a.e. to 0 as ρ → 0, since
||w1 ||Xη ≤ ρ, ||w2 ||Xη ≤ ρ and w1(x) ≤ ξx ≤ w2(x). Thus, the integral goes to 0 by
Lebesgue’s bounded convergence Theorem.
We now estimate (51):∣∣∣∣ 〈G(u + w1 , )−G(u , )−Gu(u , )w1
−G(u + w2 , ) +G(u , ) +Gu(u , )w2 , Φ 〉β,−β
∣∣∣∣
≤
∫
∂Ω
∣∣∣∣ [ g(γ(u + w1))− g(γ(u))− g′(γ(u))w1
−g(γ(u + w2)) + g(γ(u)) + g′(γ(u))w2 ] γ(Φ)γ
( ∣∣∣∣ J∂ΩhJh
∣∣∣∣ ) ∣∣∣∣ dσ(x)
=
∫
∂Ω
∣∣∣∣ [ g′(γ(u + ξx))− g′(γ(u)) ]γ(w1(x)− w2(x) ) γ(Φ)γ ( ∣∣∣∣ J∂ΩhJh
∣∣∣∣ ) ∣∣∣∣ dσ(x)
≤ K2
{∫
∂Ω
[ (g′(γ(u + ξx))− g′(γ(u)))] 2[γ(w1(x)− w2(x))]2
[
γ
(∣∣∣∣J∂ΩhJh
∣∣∣∣)] dσ(x)} 12 ||Φ||X 12 ,
where K2 is the constant of the embedding X
1
2 = H1(Ω) into L2(∂Ω) given by Theorem
1.10, and w1(x) ≤ ξx ≤ w2(x) or w2(x) ≤ ξx ≤ w1(x). Now choosing q = 1
1− 2η , we have
by Theorems 1.10 and 1.21 that Xη is continuously embedded in L2q(∂Ω). Therefore, if p is
the conjugate exponent of q we have, by Ho¨lder’s inequality
{∫
∂Ω
[ g′(γ(u + ξx))− g′(γ(u))] 2[ γ(w1(x)− w2(x)) ] 2
[
γ
( ∣∣∣∣ J∂ΩhJh
∣∣∣∣ ) ] 2 dσ(x)
} 1
2
≤
{∫
∂Ω
[ g′(γ(u + ξx))− g′(γ(u))] 2p
[
γ
( ∣∣∣∣ J∂ΩhJh
∣∣∣∣ ) ] 2p dσ(x)
} 1
2p
·
{∫
∂Ω
[γ(w1(x)− w2(x))] 2qdσ(x)
} 1
2q
≤
{∫
∂Ω
[g′(γ(u + ξx))− g′(γ(u))] 2p
[
γ
( ∣∣∣∣ J∂ΩhJh
∣∣∣∣ ) ] 2p dσ(x)
} 1
2p
||w1 − w2 ||L2q(∂Ω)
≤ K3
{∫
∂Ω
[ g′(γ(u + ξx))− g′(γ(u))] 2p
[
γ
( ∣∣∣∣ J∂ΩhJh
∣∣∣∣ ) ] 2p dσ(x)
} 1
2p
||w1 − w2 ||Xη ,
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where K3 is the embedding constant of X
η into L2q(∂Ω). Therefore, we have
||G(u + w1 , )−G(u , )−Gu(u , )w1 − G(u + w2 , ) +G(u , ) +Gu(u , )w2 ||Xβ
≤ K2K3
{∫
∂Ω
[ g′(γ(u + ξx))− g′(γ(u))] 2p
[
γ
( ∣∣∣∣ J∂ΩhJh
∣∣∣∣ ) ] 2p dσ(x)
} 1
2p
||w1 − w2 ||Xη .
Now the integrand above is bounded by 4 p|| g′ || 2p∞ || θ || 2p∞ , where θ is the bounded function
given by (35) and (36), and goes to 0 a.e. as ρ → 0, since ||w1 ||Xη ≤ ρ, ||w2 ||Xη ≤ ρ and
w1(x) ≤ ξx ≤ w2(x). Thus, the integral goes to 0 by Lebesgue’s dominated convergence
Theorem. 
We are now in a position to prove the main result of this section
Theorem 8.12. Assume the hypotheses of Theorem 8.10 hold. Then the family of attractors
{A | 0 ≤  ≤ 0}, of the problem (29), whose existence is guaranteed by Theorem 7.5 is lower
semicontinuous in Xη. (We observe that the conditions on η hold if 1
2
− δη < 1
2
, with δ
sufficiently small.)
Proof.
The system generated by (29) is gradient for any  and its equilibria are all hyperbolic
for  in a neighborhood of 0. Also, the equilibria are continuous in  by Theorem 8.10, the
linearization is continuous in  as shown during the proof of Theorem 8.10 and the local
unstable manifolds of the equilibria are continuous in , by Theorem 8.11. The result follows
then from Theorem 1.34. 
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