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An algorithm for the minimization of the energy of magnetic systems based on an orthogo-
nal matrix transformation is presented and applied to the analysis of thermal configurations of
a ferromagnet to identify inherent structures, i.e. nearest local energy minima, as a function of
temperature. Over a rather narrow temperature interval, skyrmions appear and reach a high tem-
perature limit in the skyrmion density. The orthogonal spin optimization algorithm combined with
the limited-memory Broyden-Fletcher-Goldfarb-Shanno (LBFGS) algorithm and a line search pro-
cedure is found to significantly outperform other minimization algorithms tested, in particular the
frequently used damped spin dynamics approaches.
I. INTRODUCTION
Theoretical characterization of magnetic materials typ-
ically start with the identification of stable and/or
metastable states of the system. These correspond to
local minima on the energy surface, i.e. the energy as
a function of the variables corresponding to the various
degrees of freedom. At low temperature, a system in ther-
modynamic equilibrium is characterized by the global
minimum on the energy surface. At a higher temper-
ature, it explores regions of the energy surface favored
more by entropy. For example, when a ferromagnetic
material is heated up, thermal fluctuations in the spin
configurations can bring the system into states with lo-
cal non-collinear ordering such as skyrmions.1–3 This has
been proposed theoretically based on Heisenberg-type
model4 and demonstrated in experiments where short
laser pulses briefly heat up the system followed by rapid
cooling.5
High temperature configurations of the spins can be
characterized by identifying the nearest local minima on
the energy surface, i.e. minima that are connected to the
high temperature configurations by energy minimization.
The minimization provides a mapping between any con-
figuration of the spins and a local minimum on the energy
surface. The configuration at the local minimum is di-
rectly related to the given configuration in the sense that
no energy barrier separates the two. Such local minima
on the energy surface are referred to as ‘inherent struc-
tures’ of the system at a finite temperature. Analogous
mapping is often used to characterize atomic configura-
tions of liquids.6,7
In the present article, a fast method for minimizing the
energy of magnetic systems is presented and applied in a
∗ alxvov@gmail.com
study of the inherent structures of a ferromagnet over a
wide range in temperature. A search for a local minimum
on the energy surface requires an efficient algorithm for
minimizing the energy. For magnetic systems, the mini-
mization of the energy is challenging because it involves
moving on a curved manifold. The energy of a system of
N spins is effectively a function of the orientation of the
spin vectors
E = E(sˆ1, sˆ2..sˆN ) (1)
since the length of the spin vectors is either fixed as
in a Heisenberg-type Hamiltonian, or it is treated as
a fast variable within an adiabatic approximation8 in
density functional theory (DFT)9,10 or semi-empirical
model Hamiltonian calculations such as the non-collinear
Alexander-Anderson (NCAA) model.11 Well-established
minimization algorithms that are widely used in atomic
simulations to determine the location of atoms at an en-
ergy minimum cannot be applied to spin systems without
significant modifications. It is possible to use Cartesian
coordinates for the spin vectors, sˆi = (six, siy, siz), but
then either a normalization constraint needs to be added,
|sˆi|2 = 1 for i = 1...N , by introducing Lagrange multi-
pliers and thereby increasing the dimensionality of the
problem, or a renormalization of the spin vectors needs
to be introduced, leading to imprecision in the calcula-
tions. Alternatively, one can use a spherical coordinate
system or a stereographic coordinate system, but then a
special treatment is required near the poles, θ = 0 and
pi/2.12,13 The choice of coordinate system, such as Carte-
sian, spherical, or stereographic, can influence both the
numerical accuracy and the computational effort needed
to reach convergence.
An alternative approach is to use an orthogonal opti-
mization algorithm.14 This approach has been success-
fully applied to a variety of problems, including signal
processing15 and electronic structure calculations.16–19
The advantage of the orthogonal spin optimisation is
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2that it takes into account the curvature of the manifold
on which the energy is defined and, therefore, can be
combined with algorithms developed for unconstrained
minimisation such as conjugate gradients algorithms and
quasi-Newton methods. Here, we apply it to spin systems
and show that orthogonal spin optimization (OSO) em-
ployed in combination with the limited-memory Broyden-
Fletcher-Goldfarb-Shanno (LBFGS) method20 including
inexact line search provides fast and stable conver-
gence for large spin systems where the inherent struc-
tures reveal the presence of magnetic skyrmions. This
OSO-LBFGS algorithm outperforms commonly used ap-
proaches based on the deterministic Landau-Lifshitz (LL)
equation.21
The article is organised as follows. In section II, the
orthogonal optimization algorithm is presented. In sec-
tion III, results of numerical tests are presented where
the orthogonal optimization is carried out in combina-
tion with the LBFGS method, the FletcherReeves non-
linear conjugate gradient (CG) method20 or the velocity
projection optimization (VPO) method12,22 algorithms.
Performance is also compared with two LL dynamics ap-
proaches the damped LL and dissipative LL dynamics.
Finally, discussion and conclusions are presented in sec-
tion V. Details of the implementations of the orthogonal
optimization algorithm are presented in the Appendices.
The OSO-LBFGS algorithm has been implemented in
the LAMMPS (https://lammps.sandia.gov) software23,24
and in the Spirit software.25 The code as well as ini-
tial and final spin configurations for the calculations pre-
sented here are available in a GitLab repository.26
II. METHODOLOGY
First, the OSO algorithm is introduced and its imple-
mentation as a minimisation method. Then, two com-
monly used minimisation methods based on LL dynam-
ics are discussed for comparison. The methods are il-
lustrated and compared using calculations for a simple
two-dimensional system using the energy surface shown
in Fig. 1.
Consider a system consisting of N interacting spins and
let {sˆ′i}Ni=1 be a reference orientation of the spins. Then,
any spin configuration, {sˆi}Ni=1, can be obtained from
this reference by applying an orthogonal transformation
sˆi = sˆ
′
iU
i. (2)
The objective is to find the set of orthogonal matrices
that transform the reference spin configuration to the
minimum energy configuration. Since orthogonal matri-
ces must satisfy orthonormality constraints, U i
T
U i = I,
it is convenient to parametrise them using exponentials
of skew-symmetric matrices, Ai:
U i = eAi , (3)
where
Ai =
 0 ai12 ai13−ai12 0 ai23
−ai13 −ai23 0
 . (4)
Given that the reference spin vectors satisfy the normal-
ity constraints |sˆ′i|2 = 1, the transformed spin vectors
{sˆi}Ni=1 also satisfy the normality constraints for any set
of {Ai}Ni=1.
Skew-symmetric matrices form a linear space and the
minimum of the energy can be found as
Emin = min
~a∈R3N
F (~a), (5)
where ~a is a 3N−dimensional vector
~a = (a112, a
1
13, a
1
23, ..., a
i
12, a
i
13, a
i
23, ..., a
N
12, a
N
13, a
N
23), (6)
i refers to the spin site, and
F (~a) = E(sˆ′1e
A1 , sˆ′2e
A2 . . . , sˆ′Ne
AN ). (7)
With this formulation, the energy can be minimized as a
function of a 3N−dimensional vector instead of a mini-
mization with respect to the spin orientations subject to
normality constraints. In practice, the reference spin ori-
entation is an initial configuration, chosen in the present
application from a finite temperature simulation. It can
also represent a guess for the minimum energy spin con-
figuration in order to obtain convergence with as few it-
erations as possible, or it can be chosen at random when
local minima on the energy surface are being sampled.
The energy gradient with respect to ~a needs to be eval-
uated in order to minimize the energy in an efficient way.
Within the OSO approach, the gradient is
giαβ :=
∂F
∂aiαβ
=
(∫ 1
0
etA
i
T ie−tA
i
dt
)
αβ
, (8)
where the matrix T i is
T i =
 0 tiz −tiy−tiz 0 tix
tiy −tix 0
 , ~ti = sˆi × ∂E
∂sˆi
. (9)
This equation can be obtained from the chain rule of
differentiation and the definition of the first directional
derivative of the matrix exponential.27
An iterative minimization can be carried out in two
ways, either
sˆ
(k+1)
i = sˆ
′
ie
A
(0)
i eA
(1)
i · · · eA (k)i ,∀i ∈ 1, 2, .., N (10)
or
sˆ
(k+1)
i = sˆ
′
ie
A
(0)
i +A
(1)
i +···+A (k)i ,∀i ∈ 1, 2, .., N. (11)
The advantage of Eq. (10) is that each rotation is small
and the gradient vector at each iteration can be calcu-
lated as
giαβ = T
i
αβ (12)
3since the reference spins are updated at each iteration in
Eq. (10)
sˆ
(k+1)
i = sˆ
(k)
i e
A
(k)
i ,∀i ∈ 1, 2, .., N. (13)
Both iteration processes have been implemented and
tested. We have not found a significant difference in
the number of energy and gradient evaluations while the
evaluation of gradients in Eq. (10) requires less computa-
tional time. In order to reduce further the computational
effort, the Cayley transformation could be used instead of
the matrix exponential as it does not require calculation
of trigonometric functions.37
The skew-symmetric matrices used in the matrix ex-
ponential have a physical interpretation for rotations in
spin systems. Namely, the quantity
θi =
√
−1
2
Tr
[
(Ai)
2
]
=
√(
ai12
)2
+
(
ai13
)2
+
(
ai23
)2
(14)
defines the rotation angle of the ith spin around the axis
rˆi =
1
θi
(−ai23, ai13,−ai12)T . (15)
Using this interpretation, one can calculate the matrix
exponential using Rodrigues’ formula28 as
eA
i
= eθA
′i
= I + sin(θ)A′i + (1− cos(θ))
(
A′i
)2
, (16)
where A′i = Ai/θ (see Appendix H for details). This
opens the possibility of introducing a cutoff step length
along the search direction in the minimization algorithm:
if the root-mean-square angle θrms =
√∑N
i=1 θ
2
i /N is
larger than some threshold angle, θmax, then the rotation
angles are rescaled but the rotation axes kept the same
by carrying out the transformation:
θi ← θi θmax
θrms
if
θmax
θrms
< 1, (17)
This makes the algorithm stable and can be particularly
important in the beginning of a minimization if the line
search procedure is not performed.
By defining the energy of the spin system as a function
of variables in linear space and having the corresponding
expression for the energy gradient, well-established algo-
rithms can be used to carry out the energy minimiza-
tion. We have tested three different minimization meth-
ods for finding the coefficients in the vector ~a, namely
the LBFGS, CG and VPO methods. The details of our
implementation of the minimization algorithms and the
calculation of the orthogonal matrix and gradient of the
energy are given in Appendices A-H.
In simulations based on electronic structure calcula-
tions such as the DFT or NCAA methods as well as in
calculations of large systems including many spins and
long range interactions in a Heisnberg-type Hamiltonian,
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FIG. 1. Energy surface of a single spin with easy-
axis anisotropy in an external magnetic field: E =
−B sin(φ) sin(θ)−K cos2(θ), B = K = 1 meV. The angles θ
and φ give the orientation of the spin. Several algorithms for
finding the energy minimum starting from a point near the
maximum are compared. The ‘damp-LL’ trajectory is ob-
tained from the damped Landau-Lifshitz equation (18). The
‘dis-LL’ trajectory is obtained by including only the dissipa-
tion term, Eq. (19), and corresponds to a steepest descent al-
gorithm. The damping parameter is 0.19. The OSO-LBFGS
and OSO-VPO paths correspond to orthogonal spin opti-
mization, Eq. (2), combined with limited-memory Broyden-
Fletcher-Goldfarb-Shanno algorithm with inexact line search
and velocity projection optimization algorithms, respectively.
The OSO-LBFGS clearly outperforms the other approaches
as it requires significantly fewer iterations. Stars on the paths
correspond to iteration steps of the OSO algorithms.
the evaluation of the energy and its gradient, i.e. the
effective field, becomes the most time-consuming opera-
tion. Therefore, the computational effort in a minimiza-
tion calculation is quantified here by the number of eval-
uations of the energy and its gradient.
A simple test problem involving two degrees of freedom
is characterized by the energy surface shown in Fig. 1.
The results of two types of OSO minimisation approaches
are shown, the OSO-LBFGS and OSO-VPO algorithms.
The OSO-VPO calculation follows essentially a steepest
descent path, but because of the acceleration that occurs
when the gradient points in a similar direction in consec-
utive iterations, the steps size along the path varies.12,22
The method is quite stable but suffers from a slowing
down as the magnitude of the gradient becomes small
and the path curves near the minimum, leading to a small
step size, see Fig. 1.
The combination of OSO with the LBFGS algorithm
is more efficient. As can be seen in Fig. 1, the path taken
from the initial point to the minimum is rather direct
and involves much fewer iterations than for the OSO-
VPO method.
In many cases the minimisation of the energy of a mag-
4netic system is carried out using damped spin dynam-
ics obtained by integrating the deterministic Landau-
Lifshitz (LL) equation21
dsˆi
dt
= − γ
µi
sˆi ×~beffi − α
γ
µi
sˆi × sˆi ×~beffi , (18)
where sˆi is a unit vector defining the direction of the
magnetic moment of the ith spin, γ is the gyromagnetic
ratio, µi is the length of the magnetic moment, ~b
eff
i is the
effective field
~beffi = −
∂E
∂sˆi
and α is the damping parameter representing some cou-
pling of the system to a heat bath. Along the trajectory
obtained from this equation, the energy of the system
leaks out through the damping term, eventually reaching
a local minimum. We will refer to this as the ‘damp-
LL’ minimisation method. As can be seen from Fig. 1,
the calculation gives a long and winding path from the
initial point to the minimum. This is clearly not an effi-
cient minimisation method. Nevertheless, it is often used
in computational studies of magnetic systems. Further-
more, since the energy leaks only gradually out of the
system, it is possible that an energy barrier, lower than
the energy of the initial point, is traversed during the
minimisation, so the method may not provide a mapping
to the inherent structure.
A more more direct path to the minimum can be ob-
tained by eliminating the oscillatory term in Eq. (18) and
including only the dissipative term
dsˆi
dt
= −α γ
µi
sˆi × sˆi ×~beffi . (19)
We will refer to this as the ‘dis-LL’ method and a calcu-
lated path for the two-dimensional test problem is shown
in Fig. 1. The path obtained corresponds essentially to
steepest descent on the energy surface, similar to OSO-
VPO, but requires more iterations. Near the minimum
especially, where the magnitude of the gradient is small,
the method requires many evaluations for the final ap-
proach, thereby reducing its efficiency.
The orthogonal optimization method can be shown to
reduce to the steepest descent and dis-LL in the limit
of small rotations. For a small rotation, ‖Ai‖  1 for
all i = 1 . . . N , the gradient becomes giαβ ≈ T iαβ and a
rotation in the steepest descent direction at Ai = 0 is
sˆi = sˆ
′
ie
−λT i ≈ sˆ′i(I − λT i) = sˆ′i + λsˆ′i × sˆ′i ×
∂E
∂sˆ′i
. (20)
If one chooses λ = γα∆t/µi and ∆t→ 0, then the equa-
tion above transforms to
dsˆ′i
dt
= α
γ
µi
sˆ′i × sˆ′i ×
∂E
∂sˆ′i
which is the same as Eq. (19). Thus, in the limit of
small rotations, where the orthogonal optimisation be-
comes equivalent to a steepest descent algorithm, it cor-
responds to the dis-LL trajectory.
III. PERFORMANCES TESTS
Performances tests as well as the applications pre-
sented in this article are carried out using an extended
Heisenberg-type Hamiltonian where the energy is given
by
E = −
∑
〈i>j〉
[
J sˆi · sˆj + ~Dij · sˆi × sˆj
]
(21)
−
∑
i
µisˆi · ~H −K
∑
i
(sˆi · ~ek)2.
The first and second terms are the exchange and
Dzyaloshinskii-Moriya interactions, respectively, in-
cluding only the first neighbor interaction. The
Dzyaloshinskii-Moriya (DM) vector, ~Dij , is chosen to lie
along the vector pointing from site i towards site j. The
third term is the Zeeman energy describing the interac-
tion of the spins with an external magnetic field ~H and
the fourth terms gives the anisotropy energy.
In order to benchmark the performance of the various
minimization algorithms, a square lattice of spins is simu-
lated. This can represent a monolayer of magnetic atoms
commensurate with a (100) surface of a FCC or BCC
crystal. The supercell consists of either 20×20 or 40×40
spins subject to periodic boundary conditions. The pa-
rameters in the Hamiltonian are in this case J = 10
meV, D = J/2 (where D is the length of the DM vec-
tor), K = 0, and the magnetic field is perpendicular to
the monolayer with µ| ~H| = J/5. All magnetic moments
have the same length µ. The ground state of the system
corresponds to ferromagnetic ordering with energy of -22
meV per spin. The energy surface has multiple local min-
ima corresponding to skyrmions of varying density. The
skyrmionic states found in the 20x20 and 40x40 systems
have energy -21.94 and -21.98 meV per spin, respectively.
The performance of four algorithms is compared. The
OSO is combined with either VPO, CG or LBFGS algo-
rithms using the gradient expression given in section II.
The CG and LBFGS algorithms include inexact line
search.20 The fourth algorithm is dis-LL, Eq. (19), where
the SIB algorithm is used to generate the trajectory since
it preserves the length of the spins even for large time
steps.29 The damping parameter is taken to be α=0.1
and the time step set to 0.7 ps. For a larger time step
of 0.8 ps the SIB algorithm diverges. The initial spin
orientations are chosen from a random distribution on a
unit sphere. Convergence is considered to be achieved
when the maximum magnitude of the torque acting on
the magnetic moments is less than 10−5 meV, that is
maxi |~ti| < 10−5 meV.
The rate of convergence of the energy is shown in
Fig.3. The OSO-LBFGS algorithm shows the best per-
formance, requiring ca. 220 energy/gradient evaluations
to converge on the skyrmion state. The OSO-CG requires
about 50% more evaluations to reach the same level of
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FIG. 2. A 20×20 lattice of spins subject to periodic bound-
ary conditions (the simulation cell is marked by solid black
lines, but three periodic images of the system are also shown).
Coordinates are given as a multiple of the lattice constant.
(a): Initial state where the spins are randomly oriented. (b):
A local minimum on the energy surface corresponding to two
magnetic skyrmions in the simulation cell, found using the
OSO-LBFGS minimisation algorithm. The three other algo-
rithms tested gave equivalent skyrmion states with the same
energy but in some cases different location of the skyrmions.
convergence. The OSO-VPO is much slower requiring
more than 3000 evaluations. The dis-LL algorithm has
the worst performance requiring ca. 4000 iterations. As
one iteration in the SIB algorithm requires two evalua-
tions of the gradient for calculating the predictor and cor-
rector, the total number of energy/gradient evaluations
becomes ca. 8000 in the dis-LL calculation. This shows
that large savings in computer time can be achieved by
using the OSO-LBFGS in energy minimizations for mag-
netic systems.
While the LBFGS and CG algorithms in principle re-
quire only one evaluation of the gradient at each itera-
tion, the energy must also be estimated in order to test
the strong Wolfe conditions and if these conditions are
violated a line search procedure needs to be applied (see
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FIG. 3. Energy as a function of the number of en-
ergy/gradient evaluations using the three different imple-
mentations of the orthogonal spin optimization algorithm,
LBFGS, CG or VPP methods, and the dis-LL dynamics equa-
tion integrated using the SIB algorithm. Convergence is taken
as maxi |sˆi × ∂E/∂sˆi| < 10−5 meV. (a): Calculations for the
20×20 lattice depicted in Fig.2. (b): Calculations for the
40×40 lattice depicted in Fig.4.
Appendix A ). For LBFGS it is in general only neces-
sary to perform the line search in the beginning phase of
the minimization. After a few minimization steps have
been carried out, the unity step length along the LBFGS
search direction is guaranteed to satisfy the strong Wolfe
conditions if earlier steps have satisfied the conditions.20
Therefore, most iterations in the LBFGS algorithm re-
quire only one evaluation of the energy and the gradient.
When the number of degrees of freedom is increased by
adding more spins to the simulated system, the number of
energy/gradient evaluations needed to reach convergence
also increases. This is illustrated by simulating a 40×40
lattice where spins in a 20×20 subsection of the lattice
initially have random spin orientations, the same as in
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FIG. 4. A 40×40 lattice of spins subject to periodic bound-
ary conditions. Coordinates are given as a multiple of the
lattice constant. (a): Initial state. (b): Local minimum ob-
tained with OSO-LBFGS. The three other algorithms tested
converge to an equivalent state with the same energy corre-
sponding to five magnetic skyrmions in the simulation cell.
the calculation of the smaller system shown in Fig.2(a),
while the rest of the spins are oriented as in the ferro-
magnetic phase, see Fig.4(a). The OSO-LBFGS calcula-
tion now requires 750 evaluations to converge to a toler-
ance of 10−5 meV, while OSO-CG and OSO-VPO require
5700 and 45000, respectively. The dis-LL minimization
requires ca. 60000 iterations (120 000 energy/gradient
evaluations). Interestingly, all four methods converge on
the same local minimum energy spin configuration where
the density of skyrmions is ca. half as large as in the
smaller 20×20 system. This calculation illustrates how
the addition of more degrees of freedom, without intro-
ducing additional complexity (in that the number of ran-
domly oriented spins is the same as in the calculation
illustrated in Fig.2) increases the number of evaluations
required to reach convergence. The damp-LL algorithm
convergences to a different minimum and as a result is
not included in the comparison. Furthermore, the num-
ber of iterations exceeds 70000 for convergence.
TABLE I. Number of iterations required to reach various
convergence criteria, defined as tolerance in the magnitude of
the gradient of the energy per spin.
Tolerance (meV) dis-LL VPO CG LBFGS
10−4 45300 34300 4560 715
5 · 10−5 49600 37600 4850 740
10−5 59750 45200 5750 750
Table I shows how the number of energy/gradient
evaluations depends on the convergence criterion. The
LBFGS requires only slightly more iterations when the
convergence criterion is decreased by an order of mag-
nitude, while the other algorithms require ca. 20-30 %
more iterations. This is due to the fact that the LBFSG
is a higher order algorithm and converges at a faster rate
near the minimum.
IV. APPLICATION: INHERENT STRUCTURES
AT HIGH TEMPERATURE
We now apply the OSO-LBFGS algorithm to study
inherent structures of a ferromagnetic layer as a func-
tion of temperature. As mentioned in the introduc-
tion, both theoretical calculations based on a Heisenberg-
type model4 and experimental studies of thin films5 have
shown that high temperature can break the ferromag-
netic order and introduce skyrmions which remain in
the system if it is cooled quickly enough. The exper-
iments were carried out for a system where skyrmions
are large (micron size) and stable at room temperature.
The simulation of such a large system on the atomic
scale is a challenging task. Here, we have instead in-
vestigated the skyrmion creation due to local heating in
a well known system that has been studied extensively,
namely the Co/Pt(111) system. The values of the pa-
rameters of the Hamiltonian are chosen to describe Ne´el
skyrmions: J = 29 meV, | ~Dij | = 1.5 meV, K = 0.4 meV
as has been done previously by Rohart and coworkers.30
The external field is set to zero, H = 0. The effect of
the dipole-dipole interaction is accounted for effectively
to a good approximation by reducing the value of the
anisotropy constant to K = 0.293 meV.30,31 The simu-
lated system consists of 250000 spins in the simulation
cell arranged on a triangular lattice subject to periodic
boundary conditions. The initial configurations for the
energy minimisations are prepared by heating spins in a
region within a circle of radius 251a (where a is the lat-
tice constant), including 167786 spins, using stochastic
Landau-Lischitz-Gilbert (LLG) dynamics over a period
of 1.0 ns in order to reach thermal equilibrium. A total of
20 statistically uncorrelated configurations are prepared
by recording the orientation of the spins at 0.2 ns inter-
vals after the equilibration period. The other spins in
the system remain frozen in the ferromagnetic arrange-
ment during this preparation phase. This is repeated
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FIG. 5. Number of skyrmions found after minimization of
the energy starting from configurations where a circular region
within the layer has been heated to a given temperature (given
in units of the exchange constant, J). The heated region
contains 1.7×105 spins while the simulation box consists of
2.5×105 spins subject to periodic boundary conditions. The
black curve shows the average number of skyrmions found
from 20 uncorrelated initial configurations. The dots show
the number of skyrmions found for each configuration, thereby
indicating the spread.
for a wide range in temperature. For each spin configu-
ration generated in this way, an OSO-LBFGS minimiza-
tion (see Appendix F) is carried out with all spin orienta-
tions being free degrees of freedom. The average number
of skyrmions found at the minimum energy configuration
is reported in in Fig. 5 as a function of the temperature
from which the initial configuration was obtained. The
temperature is given in units of the exchange parame-
ter, J . For temperature below 2.8 J (corresponding to
about 800 K for the Co/Pt(111) system) no skyrmion is
found. Over a narrow temperature interval, between 2.8
J and 3.2 J (corresponding to 950 - 1050 K), there is
a steep increase in the average number of skyrmions to
a saturation value of 4 skyrmions within the simulation
cell. Similar results are obtained by using the dis-LL al-
gorithm but then the computational effort is more than
an order of magnitude larger.
V. DISCUSSION
By using the OSO algorithm, the task of minimis-
ing the energy on a curved manifold is transformed to
a minimisation in linear space making it possible to use
the highly efficient LBFGS algorithm and an inexact line
search. This OSO-LBFGS algorithm is found to provide
an efficient method for finding local energy minima on
the energy surface of magnetic systems, outperforming in
particular methods based on LL dynamics. The method
is used to study inherent structures of a ferromagnetic
layer mimicking the widely studied Co/Pt(111) system
as a function of temperature. Over a remarkably narrow
temperature range, the number of skyrmions in the inher-
ent structures is found to rise abruptly to a high temper-
ature saturation value. These skyrmion configurations
represent local minima on the energy surface that are fa-
vored over the global ferromagnetic energy minimum by
entropy. In this system, the skyrmion configurations are
separated by a low energy barrier from the ferromagnetic
state, as has been reported previously31 so they are only
expected to remain in the system after a fast quench to
low temperature. This entropic preference for configura-
tions involving skyrmions in the inherent structures is,
however, likely a general property for spin systems and
is consistent with the laser heating experiments where
skyrmions where induced in a quite different magnetic
system.5
Nearly 200 minimization calculations have been carried
out in the tests and the Co/Pt(111) simulations using the
OSO-LBFGS method and in all cases convergence to a
local energy minimum has been obtained without prob-
lems. The number of iterations needed increases as one
would expect the more degrees of freedom are involved
and the higher the initial temperature is. The calcula-
tions presented here indicate that the method is robust,
but additional calculations in the future with application
to other types of systems will further test and hopefully
demonstrate its robustness and wide applicability.
The performance of the OSO-LBFGS algorithm could
likely be improved further by developing a preconditioner
for the orthogonal optimization. The dis-LL and damp-
LL methods could be accelerated especially towards the
end of a minimization where the gradient (i.e. effective
field) is small by using a larger time step in an adap-
tive time step algorithm. Such an algorithm has been
shown to reduce computational effort by a factor of 2 in
micromagnetic simulations32 but even with such acceler-
ation, the dis-LL and damp-LL algorithms require much
larger number of energy/gradient evaluations than the
OSO-LBFGS algorithm.
The OSO algorithm should also be useful in other
spin configuration optimizations, such as minimum en-
ergy path calculations using the geodesic nudged elastic
band method, which has previously been implemented
with a VPO algorithm mimicking particle dynamics.12
Also, the algorithm could be used in searches for first
order saddle points on energy surfaces for spin systems
starting only from the initial state and without knowl-
edge of any final state.33 From the saddle points, the
rate of magnetic transitions can be estimated using har-
monic transition state theory34 as has, for example, been
done to estimate the lifetime of skyrmions as a function
of temperature.35,36
The focus in this article is on the use of the OSO ap-
proach in optimisation, but it could also be used in cal-
culations of the dynamics of a spin system. If one defines
the ~ti vector as αsˆi× ∂E∂sˆi − ∂E∂sˆi + ~fi, where ~fi is a random
8field, then the rotations can correspond to a trajectory
obtained from the stochastic LL equation. In this way
an algorithm for the integration of the stochastic LLG
equation can be obtained. The use of exponential trans-
formation for integration of the stochastic LLG equation
has indeed been discussed by Lewis and Nigam.37 An ex-
act calculation of the rotation matrix has been used by
Depondt and Mertens,38 while an approximation of the
exponential transformation using Cayley transform37 is
used in the method described by Mentik et al.29
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Appendix A: Orthogonal Spin Optimization A
Here the iteration process from Eq. (10) is described:
1. Set k = 0 and choose initial spin orientations
{sˆ (k)i }i=1..N . Let ~ti (k) be the torque acting on ith
spin at kth iteration:
~ti
(k) = sˆ
(k)
i ×
∂E
∂sˆ
(k)
i
. (A1)
Calculate the gradient vector:
~g (k) =
(
t
(k)
0z ,−t(k)0y , t(k)0x , . . . , t(k)Nz,−t(k)Ny, t(k)Nx
)T
(A2)
2. Calculate initial search direction ~p (k) according to
the particular minimization algorithm chosen, see
Appendices D-F for example.
3. Calculate the maximum magnitude of the torques:
∆(k) = max
i
∣∣∣~ti (k)∣∣∣ (A3)
and set tolerance  (for example,  = 10−5 meV).
4. While ∆ (k) > :
(a) Compute λ (k) using a line search (for VPO al-
gorithm λ (k) = 1) and calculate using (H11):
sˆi
(k+1) = sˆ
(k)
i e
λ(k)P
(k)
i ,∀i ∈ 1, 2, .., N (A4)
where skew-symmetric matrices
P
(k)
i =
 0 p
(k)
ix p
(k)
iy
−p(k)ix 0 p(k)iz
−p(k)iy −p(k)iz 0
 (A5)
constructed using the search direction vector:
~p (k) =
(
p
(k)
0x , p
(k)
0y , p
(k)
0z , . . . , p
(k)
Nx, p
(k)
Ny, p
(k)
Nz
)T
(A6)
(b) Calculate new gradient ~g (k+1) and ∆ (k+1).
Calculate new search direction, ~p (k+1), ac-
cording to the particular minimization algo-
rithm chosen, see Appendix D-F . Set k ←
k + 1
5. End
Appendix B: Orthogonal Spin Optimization B
Here the iteration process from Eq. (11) is described.
The task is to minimize the energy as a function of spin
orientations, E(sˆ1, sˆ2, ..sˆN ). The sˆi are parametrised us-
ing skew-symmetric matrices sˆi = sˆ
′
i exp(Ai)
Ai =
 0 ai12 ai13−ai12 0 ai23
−ai13 −ai23 0.
 (B1)
It is enough to consider only the upper di-
agonal part of Ai, and the energy is there-
fore a function of a 3N -dimensional vector
~a = (a112, a
1
13, a
1
23, ..., a
i
12, a
i
13, a
i
23, ..., a
N
12, a
N
13, a
N
23),
where the upper index, i, refers to the spin site. Let F
be
F (~a) = E(sˆ′1e
A1 , sˆ′2e
A2 . . . , sˆ′Ne
AN ) (B2)
Algorithm:
1. Choose reference spin orientations {sˆ ′i}i=1..N , set
initial skew-symmetric matrices to zero, ~a(0) = 0,
sˆi
(0) = sˆ ′i and calculate initial gradient ~g
(0) =
∂F/∂~a (0).
2. Set k = 0 and calculate initial search direction ~p (0)
according to the particular minimization algorithm
chosen, see Appendix D-F.
3. Set integer u that counts the number of steps before
updating the reference spins. For example, u = 50.
4. Calculate the maximum magnitude of the torques:
∆(k) = max
i
∣∣∣~ti (k)∣∣∣ (B3)
and set tolerance  (for example,  = 10−5 meV).
95. While ∆ (k) > :
(a) If kmodu = 0 then update reference spins:
sˆ ′i ← sˆ ′ieA
(k)
i ,∀i ∈ 1, 2, .., N. (B4)
~a (k) = 0, ~g (k) = ∂E/∂~a (k), (B5)
calculate new ~p (k). (B6)
(b) Compute λ (k) using a line search (for VPO
algorithm λ (k) = 1) and calculate:
~a (k+1) = ~a (k) + λ (k)~p (k), (B7)
sˆi
(k+1) = sˆ ′ie
A
(k+1)
i ,∀i ∈ 1, 2, .., N (B8)
(c) Calculate new gradient ~g (k+1) and ∆ (k+1).
Calculate new search direction, ~p (k+1), ac-
cording to the particular minimization algo-
rithm chosen, see Appendices D-F . Set k ←
k + 1
6. End
Appendix C: Choice of the step length.
The step length parameter λ (k) is chosen in such a way
that the strong Wolfe conditions20 and/or approximate
Wolfe conditions39 are satisfied
F (~a (k) + λ (k)~p (k)) ≤ F (~a (k)) + c1λ (k)∇~aF (~a (k)) · ~p (k) (C1)
|∇F (~a (k) + λ (k)~p (k)) · ~p (k)| ≤ c2|∇~aF (~a (k)) · ~p (k)| (C2)
and/or
F (~a (k) + λ (k)~p (k)) ≤ F (~a (k)) + |F (~a (k))| (C3)
(2δ − 1)∇~aF (~a (k)) · ~p (k) ≥ ∇~aF (~a (k) + λ(k)~p (k)) · ~p (k) ≥ σ∇~aF (~a (k)) · ~p (k), (C4)
with 0 < c1 < c2 < 1,  > 0, δ < min.5, σ, σ < 1. The
parameters were chosen according to Ref.20 and39 as
c1 = 10
−4, c2 = 0.9, δ = 0.1, σ = 0.9,  = 10−6 (C5)
It can be shown that after several iterations, a step length
of 1 guarantees satisfaction of the strong Wolfe conditions
in the L-BFGS algorithm,20 and therefore, a trial step of
λ(k) = 1 is always used first to test these conditions. If
they are not satisfied, an inexact line search procedure
based on the cubic interpolation is used.20 Approximate
Wolfe conditions39 are always examined at the minimum
of the cubic interpolation (see Appendix G).
The other approach for the choice of the step length is
based on the maximum rotation of the spins as described
in the main text.
Appendix D: VPO algorithm
Values of two parameters need to be chosen, the time
step ∆t and an effective (artificial) mass, m. Since the
system accelerates when the gradient points in a similar
direction in subsequent iterations, the time step can be
chosen to be small, ∆t = 0.005. The effective mass was
chosen to be m = 0.01. At the k-th iteration the search
direction is chosen according to the following:
if k = 0:
~v (k) = 0 (D1)
~p (k) = −~g
(k)∆t2
2m
(D2)
return ~p (k). (D3)
else:
~v (k) = ~v (k−1) − 1
2
(
~g (k−1) + ~g (k)
)
∆t/m (D4)
β(k) = ~g (k) · ~v (k)/~g (k) · ~g (k), (D5)
if β (k) > 0 then set β (k) = 0. (D6)
~v (k) ← β(k)~g (k), (D7)
~p (k) = ~v (k) ∆t− ~g
(k)∆t2
2m
, (D8)
return ~p (k). (D9)
Appendix E: CG algorithm
The FletcherReeves nonlinear conjugate gradient
method20 is given here for completeness of the paper. At
the k-th iteration the search direction is chosen according
to the following
if k = 0:
~p (k) = −~g (k) (E1)
return ~p (k). (E2)
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else:
β(k) =
∣∣~g (k)∣∣2
|~g k−1|2
, (E3)
~p (k) = β(k)~p (k) − ~g (k), (E4)
return ~p (k). (E5)
Appendix F: L-BFGS algorithm
Limited-memory Broyden-Fletcher-Goldfarb-Shanno
(L-BFGS) algorithm20 is given here for completeness.
Algorithm: Set k = 0. Let m be amount of previous
step which are stored in memory.
1. Calculate n = kmodm
2. if k = 0:
~p (k) = ~g (k), (F1)
~dj = 0, ~yj = 0, ρj = 0∀j ∈ 0, 1..m− 1 (F2)
end if
else:
~dn = λ
(k−1)~p (k−1), (F3)
~yn = ~g
(k) − ~g (k−1), (F4)
ρn = 1/
(
~dn · ~yn
)
, (F5)
if ρn < 0 set k = 0 and go to (1) end if (F6)
~q = ~g (k) (F7)
for l in (m− 1), (m− 2) . . . 0:
j = (l + n+ 1) mod m, (F8)
γj = ρj
(
~dj · ~q
)
, (F9)
~q ← ~q − γj~yj , (F10)
end for
~p (k) = ~q/(ρn (~yn · ~yn)) (F11)
for l in 0, 1, . . . (m− 1):
if k < m then j = l, end if (F12)
else j = (l + n+ 1) mod m, end else (F13)
~p (k) ← ~p (k) + ~dj
(
γj − ρj
(
~yj · ~p (k)
))
(F14)
end for
end else
3. return -~p (k)
Appendix G: Cubic interpolation
Let f be defined on [0, r] and f(0), f(r), f ′(0), f ′(r) be
known. Then the cubic interpolation of f is:
f(α)approx = c1α
3 + c2α
2 + c3α+ c4 (G1)
c1 = − 2f(r)−2f(0)r3 + f
′(r)+f ′(0)
r2 , (G2)
c2 =
3f(r)−3f(0)
r2 − f
′(r)+2f ′(0)
r , (G3)
c3 = f
′(0), c4 = f(0) (G4)
and the minimum of this cubic function is at
α0 = (−c2 +
√
c22 − 3c1c3)/3c1 (G5)
or at the boundaries of the interval [0, r].
Appendix H: Orthogonal matrix and gradient of the
energy
Let A be
A =
 0 a b−a 0 c
−b −c 0
 (H1)
Let θ =
√
a2 + b2 + c2. Then the eigenvalues are:
λ1 = 0, (H2)
λ2 = −iθ, (H3)
λ3 = iθ. (H4)
The eigenvectors are:
vˆ1 =
1
θ
 c−b
a
 , vˆ2 = 1
θ
√
2(a2 + c2)
bc+ iaθa2 + c2
ab− icθ
 , vˆ3 = vˆ2 ∗
(H5)
if a = 0 and c = 0 then
vˆ2 =
1√
2
sign(b)i0.0
1.0
 (H6)
The matrix exponential can then be calculated as:
eA = V LV †, (H7)
where L is a diagonal matrix, diag(L) = (1, e−iθ, eiθ), and
V is a unitary matrix, columns of which are eigenvectors
of A. The gradient of the energy is then gαβ = ∂E/∂aαβ :
G = V
((
V †TV
) ◦D)V †, (H8)
where ◦ denotes Hadamard product,
Dαβ =
eλα−λβ − 1
λα − λβ , (H9)
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and
T =
 0 tz −ty−tz 0 tx
ty −tx 0
 , ~t = sˆ× ∂E
∂sˆ
. (H10)
Rodrigues formula for rotations.
Let q = cos θ, w = 1 − cos θ and x = a/θ, y = b/θ, z =
c/θ, s1 = −yzw, s2 = xzw, s3 = −xyw, p1 = x sin θ,
p2 = y sin θ, p3 = z sin θ then the matrix exponential can
be calculated as:
exp(A) =
q + z2w s1 + p1 s2 + p2s1 − p1 q + y2w s3 + p3
s2 − p2 s3 − p3 q + x2w
 (H11)
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