We solve the problem of extension of characters of commutative subalgebras in associative (noncommutative) algebras for a class of subrings (Galois rings) in skew group rings. These results can be viewed as a noncommutative analogue of liftings of prime ideals in the case of integral extensions of commutative rings. The proposed approach can be applied to the representation theory of many infinite dimensional algebras including universal enveloping algebras of reductive Lie algebras, Yangians and finite W -algebras. In particular, we advance in the representation theory of gl n developing a theory of Gelfand-Tsetlin modules. Besides classification results we characterize their categories in the generic case.
Introduction
The functors of restriction onto subalgebras and induction from subalgebras are important tools in the representation theory. The effectiveness of these tools depends upon the choice of a subalgebra. Denote by Specm A (Spec A) the space of maximal (prime) ideals in A, endowed with the Zarisky topology. In the classical commutative algebra setup, an integral extension A ⊂ B of two commutative rings induces a map ϕ : Spec B → Spec A, whose fibers are non-empty for every point of Spec A (e.g. A = B G , where G is a finite subgroup of the automorphism group of B). In particular, every character of A can be extended to a character of its integral extension B. Moreover, if B is finite over A then all fibers ϕ −1 (I), I ∈ Spec A are finite, and hence, the number of extensions of a character of A is finite. The Hilbert-Noether theorem provides an example of such situation with B being the symmetric algebra on a finite-dimensional vector space V and A = B G , where G is a finite subgroup of GL(V ).
The primary goal of this paper is to generalize these results to "semi-commutative" pairs Γ ⊂ U where U is an associative (noncommutative) algebra over a base field k and Γ is an integral domain. The canonical embedding Γ ⊂ U induces a functor from the category of U -modules which are direct sums of finite dimensional Γ-modules (Gelfand-Tsetlin modules with respect to Γ) to the category of torsion Γmodules. This functor induces a "multivalued function" from Specm Γ associating to an ideal m ∈ Specm Γ the fiber Φ(m) of left maximal ideals of U that contain m. Our goal is to find natural sufficient conditions for the fibers to be non-empty and finite for any point in Specm Γ. On the other hand, for a maximal left ideal I ⊂ U such that U/I is a Gelfand-Tsetlin module, it is interesting to investigate its support in Specm Γ (i.e. the set of m ∈ Specm Γ, such that Γ/m is a subfactor of U/I as a Γ-module) and find the multiplicity of Γ/m in U/I.
A motivation for the study of such pairs (U, Γ) comes from the representation theory. The classical framework of Harish-Chandra modules ( [D] , Ch. 9) is related to a pair of a reductive Lie algebra F and its reductive subalgebra F ′ , where U and Γ are their universal enveloping algebras respectively. A more general concept of Harish-Chandra modules (related to a pair (U, Γ)) was introduced in [DFO2] .
The case when U is the universal enveloping algebra of a reductive finite dimensional Lie algebra and Γ is the universal enveloping algebra of a Cartan subalgebra leads to the theory of Harish-Chandra modules with respect to this Cartan subalgebra, commonly known as generalized weight modules. Classification of such simple modules is well known for gl 2 and for any simple finite-dimensional Lie algebra for modules with finite-dimensional weight spaces, due to Fernando [Fe] and Mathieu [Ma] . It remains an open problem in general. To approach this classification problem, the full subcategory of weight Gelfand-Tsetlin U (gl n )-modules with respect to the Gelfand-Tsetlin subalgebra was introduced in [DFO1] . This class is based on natural properties of a Gelfand-Tsetlin basis for finite-dimensional representations of simple classical Lie algebras [GTs] , [Zh] , [M] .
Gelfand-Tsetlin subalgebras were considered in [FM] in connection with the solutions of the Euler equation, in [Vi] in connection with subalgebras of maximal Gelfand-Kirillov dimension in the universal enveloping algebra of a simple Lie algebra, in [KW1] , [KW2] in connection with classical mechanics, and also in [Gr] in connection with general hypergeometric functions on the Lie group GL(n, C). A similar approach was used by Okunkov and Vershik in their study of the representations of the symmetric group S n [OV] , with U being the group algebra of S n and Γ being the maximal commutative subalgebra generated by the Jucys-Murphy elements (1i) + . . . + (i − 1i) , i = 1, . . . , n.
In this case the elements of Specm Γ parametrize basis of irreducible representations of U . Recent advances in the representation theory of Yangians ( [FMO] ) and finite W -algebras ( [FMO1] ) are also based on similar techniques.
What is the intrinsic reason of the existence of Gelfand-Tsetlin formulae and of the successful study of Gelfand-Tsetlin representations of various classes of algebras? This question led us to the introduction in [FO1] of concepts of Galois rings and Galois orders in invariant skew (semi)group rings.
For the rest of the paper we assume that Γ is a commutative domain, K the field of fractions of Γ, K ⊂ L a finite Galois extension, M ⊂ Aut L a submonoid closed under conjugation by the elements of the Galois group G = G(L/K). Then the group G acts in a natural way on the skew group algebra L * M. A Galois ring U over Γ is a finitely generated over Γ subring in the ring of G-invariants K = (L * M) G ⊂ L * M such that KU = U K = K.
A Galois ring U over Γ is called right (respectively left) order if for any finite dimensional right (respectively left) K-subspace W ⊂ K (respectively W ⊂ K), W ∩ U is a finitely generated right (respectively left) Γ-module. A Galois ring is order if it is both right and left order ( [FO1] ). Galois orders are natural versions of "noncommutative orders" in skew semigroup rings of invariants. In comparison with the classical notion of an order we note, that Γ ⊂ U is not central, but maximal commutative subalgebra.
A class of Galois orders includes in particular the following subrings in the corresponding skew group rings ( [FO1] ): Generalized Weyl algebras over integral domains with infinite order automorphisms, e.g. n-th Weyl algebra A n , quantum plane, q-deformed Heisenberg algebra, quantized Weyl algebras, Witten-Woronowicz algebra among the others ( [Ba] , [BavO] ); the universal enveloping algebra of gl n over the , [DFO2] ), associated shifted Yangians and finite W -algebras ( [FMO] , [FMO1] ); certain rings of invariant differential operators on torus.
In this paper we develop a representation theory of Galois rings. We emphasize that the theory of Galois orders unifies the representation theories of universal enveloping algebras and generalized Weyl algebras. Our main result establishes sufficient conditions for the fiber Φ(m) to be nontrivial and finite. Let ℓ m be any lifting of m to the integral closure of Γ in L, M m the stabilizer of ℓ m in M.
Theorem A. Let Γ be a commutative domain which is finitely generated as a kalgebra, U a Galois ring over Γ, m ∈ Specm Γ. Suppose that M m is finite.
• If U is a right Galois order over Γ then the fiber Φ(m) is non-empty.
• If U is a Galois order over Γ then the fiber Φ(m) is finite.
This result guarantees that a class of Galois orders over Γ has a "nice" theory of Gelfand-Tsetlin modules (cf. Section 5.4), namely, for any m ∈ Specm Γ with finite M m there are finitely many isomorphism classes of simple Gelfand-Tsetlin modules whose support contains m (e.g. this number is limited by 1!2! . . . (n − 1)! for gl n , the same number bounds the dimensions of Γ-subspaces of these modules).
Note, that in the case U = U (sl 2 ) the structure of the category of Gelfand-Tsetlin modules is well known. This category splits into a direct sum of blocks. Each block is equivalent to the category of finite dimensional representations of complete algebras overk [c] m , where c ∈ U is the Casimir element and m ∈ Specm k[c] is a maximal ideal which acts on the corresponding block nilpotently. These algebras are presented by the quivers
The first quiver corresponds to the case of generic blocks, the second case corresponds to the blocks which contains Verma module, but does not contain a finite dimensional module and the third quiver corresponds to the blocks, containing a finite dimensional sl 2 -module. Besides in this last case holds the relation ab = cd. In the situation of an arbitrary Galois order (even in the case of sl n ) we are far from such detailed description of the blocks of the category of Gelfand-Tsetlin modules. Nevertheless we are able to characterize the structure of generic blocks. We show that the block of generic Gelfand-Tsetlin modules looks exactly ass in the case of sl 2 , moreover there is enough of such representations to guarantee the faithful action of U on these modules. Namely, we have Theorem B. Let Γ a commutative domain which is finitely generated and normal as a k-algebra, U a Galois order over Γ with M being a group.
(1) There exists a massive subset W ⊂ Specm Γ such that for any m ∈ W , |Φ(m)| = 1 and hence there exists a unique simple U -module L m whose support contains m. Moreover, the extension category generated by L m contains all indecomposable modules whose support contains m and it is equivalent to the category Γ m − mod (2) If M is a group, then for any nonzero u ∈ U there exists a massive set of non-isomorphic simple Gelfand-Tsetlin U -modules on which u acts nontrivially. Obtained results allow to study effectively a large category of modules over certain infinite-dimensional algebras. In particular, we are able to advance in the classification problem of irreducible weight gl n -modules beyond the results of [Ma] .
In Section 5 we establish sufficient conditions under which a block of a Gelfand-Tsetlin category contains a finite number of non-isomorphic simple modules (Corollary 5.4, Corollary 5.5).
In this paper we apply the theory only to Lie algebras of type A but we believe it can be extended to other types. Developed technique was used in [FMO1] to address the classification problem of irreducible Gelfand-Tsetlin modules for finite W -algebras and shifted Yangians associated with gl n and to prove an analogue of the Gelfand-Kirillov conjecture for these algebras.
Preliminaries
2.1. Notations. All fields in the paper contain the base field k, which is algebraically closed of characteristic 0. All algebras in the paper are k-algebras. If A is an associative ring then by A−mod we denote the category of finitely generated left A-modules. Let C be a k-category, i.e. all Hom C -sets are endowed with a structure of a k-vector space and all the compositions maps are k-bilinear. The category of Cmodules C − Mod is defined as the category of k-linear functors M : C −→ k − Mod, where k − Mod is the category of k-vector spaces. The category of locally finitely generated C-modules we denote by C − mod.
For the rest of the paper we assume that Γ is a commutative domain, K the field of fractions of Γ, K ⊂ L a finite Galois extension, M ⊂ Aut L a submonoid closed under conjugation by the elements of the Galois group G = G(L/K). Then G acts on the skew semigroup ring L * M via the action (lm) g = l g m g , where m g = g −1 mg. We will always assume that if for any m 1 , m 2 ∈ M from m 1 | K = m 2 | K follows m 1 = m 2 . Such monoid M is called separating with respect to K. A Galois ring U over Γ is a finitely generated over Γ subring of the ring (L * M) G of invariants such that KU = U K = (L * M) G .
Let ℓ m be any lifting of m to the integral closure of Γ in L , M m the stabilizer of ℓ m in M. Since m defines M ℓm up to conjugacy, by abuse of notations we denote it by M m .
Integral extensions. Let
A be an integral domain, K its field of fractions andÃ the integral closure of A in K. The ring A is called normal if A =Ã. The following is standard Corollary 2.1. ( [S], Ch. III, Prop. 11, Prop. 16 ) IfÃ is noetherian, e.g. A is a finitely generated k-algebra, thenĀ is finite overÃ. In this caseÃ is finite over A.
Let ı : A ֒→ B be an integral extension. Then it induces a surjective map Specm B → Specm A (Spec B −→ Spec A). In particular, for any character χ : A → k there exists a characterχ : B → k such thatχ| A = χ. If, in addition, B is finite over A, i.e. finitely generated as an A-module, then the number of different characters of B which correspond to the same character of A, is finite. Hence we have in particular Corollary 2.2. If A is a finitely generated k-algebra then for any character χ : A → k there exists finitely many charactersχ :Ā → k such thatχ| A = χ.
2.3. Skew (semi)group rings. Let R be a ring, M a submonoid of Aut R. The skew semigroup ring, R * M, is a free left R-module with a basis M and with the multiplication [aϕ] := g∈G/Hϕ 2.4. Galois rings. Let R = L be a field, K ⊂ L a finite Galois extension of fields, G = G(L/K) its Galois group and ı the canonical embedding K ֒→ L. Denote K = L G . Let S ⊂ M be a finite G-invariant subset, V ⊂ K a Γ-subbimodule. Then we introduce the following Γ-subbimodule in V
The notation g ∈ G/Hϕ means that g runs over a set of representatives of cosets from G/H and the result does not depend on a choice of these representatives.
We need the following simple fact.
Lemma 2.1. In the assumption above the right and the left dimensions of K(S) coincides with |S/G|.
In particular, for any ϕ ∈ M holds
(2) An automorphism ϕ : L −→ L is called separating (with respect to K) if the monoid generated by {ϕ g | g ∈ G} in Aut L is separating.
(4) If M is a group, then the statements (1), (2), (3) are equivalent and each of them implies that M is separating.
Recall from the introduction that an associative ring U containing Γ is called a Galois Γ-ring if it is finitely generated over Γ (Γ-subring) in K and KU = U K = K. Remark 2.2. Since in the text below we will work with a fixed Galois ring, we will use the following agreement. We assume, that by definition every Galois U ring is endowed with the following data, presented in the definition of a Galois ring:
and with a canonical embedding i : U ֒→ K, identical on Γ.
K, L, G, M, K, V (S), to explain the notation |S/G| -all ingredients! I L (Γ)
Let U be a Galois ring over Γ in K with a fixed embedding i : Γ → U .
Then
In particular it shows that for every m ∈ M, U contains the elements [b 1 m], . . . , [b k m] where b 1 , . . . , b k is a K-basis in L Hm . Let e ∈ M be the unit element and U e = U ∩ Le. (1) U e ⊂ K.
2.5. Galois orders. In this section we recall the basic properties of Galois orders following [FO1] . For simplicity we only consider right Galois orders. Let M be a right Γ-submodule of a Galois order U . Set
We have the following characterization of Galois orders. In particular, if U is right integral then Γ ⊂ U e is an integral extension and U e is a normal ring.
2.6. Harish-Chandra subalgebras. Let U be a Galois ring over a commutative domain Γ. Assume U to be a k-algebra.
Recall that Γ is called a Harish-Chandra subalgebra in U if ΓuΓ is finitely generated both as a left and as a right Γ-module for any u ∈ U [DFO2] . We will also say that Γ is a right (left) Harish-Chandra subalgebra if ΓuΓ is finitely generated as a right (left) Γ-module for any u ∈ U . Harish-Chandra subalgebras of Galois rings have the following characterization.
For every f ∈ Γ consider f r S ⊂ Γ ⊗ k K as follows
) Let S = S 1 ⊔ · · · ⊔ S n be the decomposition of S in G-orbits and P S Si : U (S) −→ U (S i ), i = 1, . . . , n are defined in (4) nonzero homomorphisms. Then the homomorphism
is a monomorphism.
, Theorem 5.1) Let U be a Galois ring over a noetherian Γ and assume that Γ is a right (left) Harish-Chandra k-subalgebra of U . Then the following statements are equivalent.
(1) U is right (respectively left) Galois order.
, Theorem 5.2) Let U ⊂ K be a Galois ring over a noetherian Γ and M a subgroup of Aut L.
(1) If U e is integral extension of Γ and m −1 (Γ) ⊂Γ (respectively m(Γ) ⊂Γ), then U is a right (respectively left) Galois order. (2) If U e is an integral extension of Γ and Γ is a Harish-Chandra k-subalgebra in U , then U is Galois order over Γ.
Gelfand-Tsetlin categories
3.1. Motivation. The constructions of this section are the main tools we will use to investigate the class of Gelfand-Tsetlin U -modules. First such constructions appeared in [DFO2] , but to make our paper more readable, we consider here a special case of a commutative subalgebra Γ and present it in more details. Though we will work with Galois orders, in this section we just assume that Γ is a commutative Harish-Chandra subalgebra in a finitely generated associative algebra U . Before going into details we give some motivation of the constructions below. Let U be a finite dimensional associative algebra over k, R ⊂ U its Levi subalgebra,
. , e n } is the complete (i.e. e 1 + · · · + e n = 1) family of mutually orthogonal idempotents. Obviously, Γ ⊂ U is a Harish-Chandra subalgebra.
This data allows to present U as a ring of the n × n matrices of the form
with the standard multiplication. This presentation is called the two-sided Pierce decomposition of U . Besides, we can associate with U a k-linear category
and the composition of morphism is defined by the multiplication in U . One easy but important remark is the existence of canonical isomorphism
If Γ = R (equivalently, U is a basic or Morita reduced algebra), then the category A is presented usually as a quiver with relations. This presentation is the key feature in the investigation of finite dimensional representations of U (see e.g. [DK] , [GR] for details).
The definition of A can be rewritten as follows. As objects of A one can consider Specm Γ = {m 1 , . . . , m n }, where m i is the kernel of the projection of Γ onto ke i . Besides set A(m i , m j ) = Γ/m j ⊗ Γ U ⊗ Γ Γ/m i with the composition of morphisms induced by the product in U . The constructions below can be considered as a generalization of the two sided Pierce decomposition for the case of a commutative Harish-Chandra subalgebra Γ ⊂ U , where U is not necessary finite dimensional. As above, we associate with the pair Γ ⊂ U a category A with Ob A = Specm Γ (see Definition 3 for details). Unfortunately, there is no equivalence of categories of U -modules and A-modules. Instead we have a weaker result for the full subcategory of Gelfand-Tsetlin U -modules (see Theorem 3.2).
3.2.
Gelfand-Tsetlin modules. In the next two subsection we recall and develop results from [DFO2] . We assume U an algebra over k and Γ ⊂ U is a commutative finitely generated (in particular, noetherian) subalgebra. The following is the key notion of the paper.
When for all m ∈ Specm Γ and all x ∈ M (m) holds mx = 0 such Gelfand-Tsetlin module M is called weight module (with respect to Γ). More generally, for a left (right) Γ-module X and m ∈ Specm Γ we call an element x ∈ X left (right) m-nilpotent, provided that m k x = 0 (xm k = 0) for some k ≥ 1.
All Gelfand-Tsetlin modules form a full abelian and closed with respect to extensions subcategory H(U, Γ) in U − mod. A full subcategory of H(U, Γ) consisting of weight Gelfand-Tsetlin we denote by HW (U, Γ).
The support of a Gelfand-Tsetlin module M is a set
For a given m ∈ Specm Γ we denote by χ m : Γ −→ Γ/m the corresponding character of Γ. Conversely, for a character χ : Γ −→ k denote m χ = Ker χ, so we will identify the set of all characters of Γ with Specm Γ. If there exists a simple Gelfand-Tsetlin module M with M (m) = 0 then we say that the character χ m lifts to M . For any pair (m, n) ∈ Specm Γ × Specm Γ, a ∈ U and m, n ≥ 0 we introduce the left Γ−module L a,m m = ΓaΓ/Γam m and the right Γ−module R a,n n = ΓaΓ/n n aΓ.
We assume that Γ is a Harish-Chandra subalgebra in U . Then has a natural structure of Γ-bimodule, equivalently, Γ ⊗ Γ-module. For a Γ-bimodule V we will use the following notations:
Lemma 3.1. In the assumption above holds the following.
(1) The modules L a,m , R a,n are finite dimensional.
(2) Any from the following three conditions (a) Γ/n is the subquotient of ΓaΓ/Γam as a left Γ-module.
Then both X a (m) and X a (n) are finite. Besides, the kernels of simple subquotient of all L a,m m (respectively R a,n n ) belong to X a (respectively X a ).
Proof. We will prove the statements for L a,m . The case of R a,m is analogous.
L k is a decomposition in the direct sum of indecomposable left Γ-modules, then for every k = 1, . . . , t there exists n k ∈ Specm Γ and n k ≥ 1, such that n n k k L k = 0. In particular, the subquotients L k are isomorphic to Γ/n k . On the other hand Γ/n ⊗ Γ L k ≃ L k /nL k is nonzero if and only if n = n k , that, together with (1), proves (2) and (3).
To prove (4) consider any x ∈ M (m). Then there exists m > 1, such that m m x = 0. It follows that the left Γ-submodule ΓaΓx ⊂ M is the factor of L a,m m . Then the statement follows from (3). The statement (5) is proved analogously.
To show (6) it is enough to consider the case dim k V = 1. But this follows from (1).
Denote by ∆ the minimal equivalence on Specm Γ containing all X a , a ∈ U and by ∆(U, Γ) the set of the ∆−equivalence classes on Specm Γ.
Proof. Obviously, Hom Γ (X, X ′ ) = 0 all the more Hom U (X, X ′ ) = 0. It is enough to prove that every exact sequence in U − mod
this sequence splits uniquely as a sequence of Γ-modules, thus we can assume
Immediately from Lemma 3.1, (4), (5) and Lemma 3.2 we obtain the following
Let B be a Γ-bimodule, satisfying the Harish-Chandra condition, namely every finite generated bimodule in B is finitely generated both from the left and from the right. Denote by F (B) the set of finitely generated Γ-subbimodules in B. Note, that if V, W ∈ F (B) and V ⊂ W , then the canonical embedding induces a monomorphism n V m ֒→ n W m . It allows us to give the following definition.
The finitary completion n B m of the bimodule B by the ideal
For any V ∈ F (B), m, n ∈ Specm Γ, m, n > 0 we have a family of Γ-bimodule morphisms
where the first is the canonical map from the projective limit and the second is induced by the embedding V ⊂ B. This family defines a homomorphism
If B is finitely generated as Γ-bimodule then Ψ is an isomorphism.
Definition 3. Define a category A = A U,Γ with objects Ob A = Specm Γ. The space of morphisms from m to n is defined as the completion of U , where i.e.
The spaces A(m, n) are endowed with the standard topology defined by the limits. Besides, any A(m, n) is endowed with a canonical structure of a completed Γ n − Γ m -bimodule, i.e. a complete Γ n⊗ Γ m -module, where⊗ is the completed tensor product. Set
We have a decomposition of A into a direct sum of its full subcategories,
(3) If for a ∈ U holds n ∈ X a (m), then the class of a in A(m, n) equals 0. (4) If for a ∈ U holds m ∈ X a (n), then the class of a in A(m, n) equals 0.
Proof. Let m ∈ Specm Γ and m ≥ 1. Then
If m and n belong to different classes of ∆-equivalence, then n = l and all the summands in the last sum equal 0. It proves (1). The statement (2) follows immediately from (1). The statements (3) and (4) are proved analogously to (1).
is an isomorphism of Γ-bimodules. (3) There exists P > 0, (= P (m, n, m, n, V, W )), such that for any p ≥ P the canonical projections
(4) There exists P > 0, such that for p ≥ P there exists a unique homomorphism µ(m m , n n ) :
commutative. Here n n µ m m is induced by µ, Φ is defined following (15) and
where the second arrow is induced by the canonical homomorphism Γ → Γ p .
The homomorphism µ(m m , n n ) does not depend on p ≥ P.
Besides, in the assumption of (4) there exists S ≥ 1, such that for every p ∈ X n ∩ X m , v ∈ V, w ∈ W and its classesv ∈ n n V p p , w ∈ p p W m n , s ≥ S and
Then for large enough p satisfying the conditions of (3) there exists the commutative diagram ofΓ n −Γ m homomorphisms
where the horizontal arrows are induced by the canonical projections and the vertical arrows are of corresponding homomorphisms µ p (m m , n n ).
where the horizontal arrows are induced by the canonical embeddings and the vertical arrows are corresponding homomorphisms µ p (m m , n n ).
Proof. The statement (1) obviously follows from the Chinese remainder theorem. The statement (2) follows from the decomposition (15) and from the statement (1) above.
To prove the statement (3) note first that the sequence of finite dimensional modules n n V p p stabilizes beginning from some P hence n n V p is a factor of n n V p p . On other hand every n n π p p factorizes through n n V p , which prove (3) for V . The case of W is considered analogously.
Note that for big enough p all c p are isomorphisms. The first map in the definition of c p is isomorphism due to (3) and the second map is isomorphism, since both multipliers in the tensor product are finite dimensional p-torsion modules. Hence the third vertical arrow in the diagram is an isomorphism. Besides, Φ is an isomorphism by (2), that proves (4). Independence on p is obvious. Letv = lv l ,w = l lw , be the decompositions from (15). Then for γ ′ , γ ′′ ∈ Γ, satisfying (16) for large enough p hold
Then following (1) vγ ′ ⊗ γ ′′ w = v p ⊗ p w, which competed the proof of (5). The statements (6) and (7) follow from (5). In these diagrams both images of v ⊗w from the left upper corner of the diagram for convenient γ ∈ Γ equal of the class vγw in the right lower corner.
Then a composition in the category A is defined as follows. Since direct limits commute with tensor product, we can write down
Then we have the following composition
where the first homomorphism is constructed above and the second is the canonical map in the direct limit. These maps enter in corresponding commutative diagrams, i.e. Lemma 3.4, (6), hence they define correctly a map
3.3.2. Generalized Pierce decomposition. We start from the following categorical statement. Assume C is a k-category with sums and products and {C i | i ∈ I} be a family of objects of C. Denote by (*) and (**) the following properties of this family: (*) for every j ∈ I there exist finitely many i ∈ I, such that C(C i , C j ) is nonzero. Consider the vector space
written as I × I matrices, provided that j's correspond to columns and i's corresponds to rows. In general the standard "column-by-row" product of such matrices isn't correctly defined. By M I denote the subspaces of Π I , formed by the matrices with finitely many nonzero elements in any column and in any row. Then "column-by-row" product turns it into k-algebras.
Lemma 3.5. Assume the family {C i | i ∈ I} of objects of the k-category C satisfies the property (**).
(1) There exists a canonical isomorphism of k-algebras
where End C denotes the endomorphisms ring in the category C. 
The second statement is standard.
The following statement is an analogue of two-sided Pierce decomposition for the pair Γ ⊂ U.
Proof. Following Lemma 3.3, (3) 
where uv is a class of uv ∈ n n T m m . Taking the limits we obtain that To prove the second statement it is enough to show that if A(m, n) ⊂ M D , then A(m, n) ⊂ Im π D i A . First note that the image of U is dense in the image of A(m, n) ⊂ M D , i.e. matrices from M D , which are zero in all positions except (n, m). Let u i ∈ U | i = 1, . . . be a sequence in U , which converges to an element f from A(m, n). Note, that any D is by definition at most countable. Consider an increasing sequence of finite subsets S i ⊂ D, i = 1, . . . such that ∞ ∪ i=1 S i = D, strictly increasing sequence of integers k i > 0 and the elements µ i , ν i ∈ Γ, such that
Then i D (µ i ) (correspondingly i D (ν i )) tends in M D to the diagonal matrix unit in the position m (correspondingly n),hence the sequence i D (ν i u i µ i ) = i D (u i ) i D (µ i ) converges to f since it tends to 0 in all positions except (n, m) and tends to f in the position (n, m). 
which induces a functorial isomorphism
Proof. Following Lemma 3.5, (2) there exists a canonical equivalence Proof. Condition n ∈ X u (m) holds if and only if ΓuΓ = nuΓ + Γum, equivalently, u ∈ nuΓ+ Γum. But then u ∈ n n uΓ+ Γum m for every m, n > 0 and hence u m,n = 0. On other hand in this case π n m u = 0 by (4). By the Chinese remainder theorem, there exists a sequence γ n ∈ Γ, n ≥ 1, such that γ n ≡ 1( mod n n ), γ n ≡ 0( mod l n ) for any l ∈ X u (m), l = n. Then in A(m, n) holds lim n→∞ γ n u = u m,n . On the other hand the operatorm u = lim n→∞ m γnu : M (m) → M is well defined and π n m u = π mmu and π n ′ m u = 0 for any n ′ = n. Then (18) completes the proof.
We will identify a discrete A-module N with the corresponding Gelfand-Tsetlin module The following standard statement shows usefulness of the category A for calculation simple Gelfand-Tsetlin modules over U . The subalgebra Γ is called big in m ∈ Specm Γ if A(m, m) is finitely generated as a right Γ m −module. The importance of this concept is described in the following statement. 
Generic representations
Assume k is uncountable. A non-empty set X ⊂ Specm Γ is called massive, provided that X contains an intersection of countable many dense open subsets. In this case X is dense in Specm Γ. Proof. Let R • : . . . Here we show, that for any Galois ring there exists a "large" set of m ∈ Specm Γ, such that the character χ = χ m extends to a simple U -module.
Let U χ = U/(U m χ ). We call U χ the universal module generated by a χ-eigenvector. If Γ is a Harish-Chandra subalgebra then U χ ∈ H(U, Γ). In general U χ could be zero.
Let Γ 0 be the algebra generated by ∪ m∈M m(Γ) andΓ 0 its integral closure in L (if Γ 0 ⊂Γ then U is a right Galois order), L = SpecmΓ 0 , Ω = Specm Γ. The embedding Γ ֒→Γ 0 induces the mapping π 0 : L −→ Ω. The group G acts on L and the orbits of this action are in the canonical bijection with Specm Γ S for some multiplicative set S. Since Γ ⊂Γ 0 we can write γ(ℓ) instead of γ(π 0 (ℓ)) for γ ∈ Γ and ℓ ∈ L. If ϕ ∈ AutΓ 0 and γ ∈ Γ, then γ ϕ (ℓ) = γ(ϕ −1 · ℓ). Let A M be the set of all a m , where m ∈ M and [aϕ] runs all standard generators of U . Denote by Λ 1 an algebra generated overΓ 0 by A M , and let Λ 2 be an algebra generated over Λ 1 by all a −1 , a ∈ A M . Denote L i = Specm Λ i , Ω i = π 0 (L i ), i = 1, 2. Then L 2 ⊂ L 1 ⊂ L, Ω 2 ⊂ Ω 1 ⊂ Ω. By L r ⊂ L denote the set of ℓ, such that M acts on ℓ freely and M · ℓ ∩ G · ℓ consists just of ℓ (in terms of 5.1 for m = π 0 (ℓ) ∈ Specm Γ holds S(m, m) = {e}) and Ω r = π 0 (L r )).
The following standard fact is obvious.
Lemma 4.2. Let π : L → Ω be the canonical projection. If X ⊂ L is a massive subset then π 0 (X) is massive in Ω.
If M · Γ ⊂Γ then any m ∈ M defines an automorphism ofΓ 0 =Γ and, hence induces an automorphism of L. In particular, this holds when Γ is a Harish-Chandra subalgebra. is closed subset in L, since G is finite. Assume that L = X m for some m = e. Since L is irreducible, we conclude that L(m, g) = L for some g ∈ G, and hence m = g. This is a contradiction since M is separating. But ∪ m∈M,m =e X m is the complement of Ω r in L and L r is massive. The sets Ω i , i = 1, 2, r, are massive by Lemma 4.2.
The following useful fact is obvious.
Lemma 4.4. LetΓ be the integral closure on Γ in L, ℓ m k , . . . , ℓ m k ∈ SpecmΓ belong to different orbits of G. Then there exists γ ∈ Γ, such that γ(ℓ m1 ), . . . , γ(ℓ m k ) in other words Γ distinguishes the orbits of G. (3).
Representations of Galois orders
Given m ∈ Specm Γ fix ℓ m ∈ SpecmΓ and denote M ℓm ⊂ M (G ℓm ⊂ G) the stabilizer of ℓ m in M (in G). The ideal m defines M ℓm and G ℓm uniquely up to G-conjugation. It allows us to use the notation M m instead of M ℓm and G m instead of G ℓm . 5.1. Extension of characters for Galois orders. The property of the Galois ring U to be a Galois order has the following immediate impact on the representation theory of U . We will consider right Galois orders. The case of left orders is analogous.
Let U be a Galoir ring over Γ, Γ a noetherian algebra which is a right Harish-Chandra subalgebra of U , m ∈ Specm Γ. Denote S = M m .
Lemma 5.1. Assume U = U m holds. Then for every k ≥ 1 there exist γ k ∈ Γ \ m, v j ∈ U , ν j ∈ m k , j = 1, . . . , N such that
and supp v j ∈ S, j = 1, . . . , n.
Proof. The condition U = U m is equivalent to the condition 1 ∈ U m, i.e. holds the equality
We use induction in k to prove the statement of the lemma without the condition supp v i ∈ S, i = 1, . . . , n. The base of induction k = 1 follows immediately from w j ν j , where w j ∈ U, ν j ∈ m k , j = 1, . . . , N,
It proves the induction step, since all µ i ν j ∈ m k+1 . Denote
Since T M m = ∅, the ideals ℓ t m and ℓ m for every t ∈ T belong to different Gorbits. By Lemma 4.4 there exists f ∈ Γ such that f (ℓ m ) = f (ℓ t m ) for every t ∈ T . Without loss of generality we can assume that (Lemma 2.4, (3))
In particular, it implies that f T ∈ 1 + m ⊗ Γ + Γ ⊗ m. Then by Lemma 2.4, (3) , γ k = f T · 1 ∈ 1 + m. Besides, by Lemma 2.4, (2), S) . Applying f T to the equality (21) we obtain (19),
Corollary 5.1. Let Γ be a noetherian algebra, U a right Galois order over Γ, m ∈ Specm Γ, such that |M m | < ∞. Then U m = U . In particular, there exists a left simple U -module M , generated by x ∈ M , such that m · x = 0.
Proof. The set S = M m is finite and the algebra U is an Galois order, hence by Theorem 2.2, (2), U (S) is finitely generated as a right Γ-module. Then applying the Artin-Rees Lemma (Theorem 8.5. [Mat] ) for a right Γ-module U (S) and its submodule Γ we conclude that there exists c ≥ 0 such that for every k ≥ c Denote by v the image of 1 in U/U m = 0. Then mv = 0 which defines a structure of Gelfand-Tsetlin module on U/U m. Any nonzero simple quotient of U/U m satisfies the statement. Therefore, as the module M we can choose any simple quotient of U/U m and set x = v.
Corollary 5.1 implies Theorem A,(1) stated in the Introduction. Of course, the property of a Galois ring to be right order is not a necessary condition to guarantee an extension of an arbitrary character of Γ to a U -module.
The following statement is probably well known but we include the proof for the convenience of the reader. Note that we consider Proposition 5.1 as a motivation for introducing the notion of a Galois order.
Proposition 5.1. Let i : A ֒→ B be an embedding of integral domains with a regular A. Assume the induced morphism of varieties i * : Specm B → Specm A is surjective (e.g. A ⊂ B is an integral extension). If b ∈ B and ab ∈ A for some nonzero a ∈ A then b ∈ A.
Proof. Under the assumption the map i induces an epimorphism of Spec B onto Spec A. Fix m ∈ Specm A and let ab = a ′ ∈ A. Since the localization A m is a unique factorization domain, we can assume that a and a ′ are coprime in A m . If a is invertible in A m then b ∈ A m . If a is not invertible in A m then there exists P ∈ Spec A m such that a ∈ P and a ′ ∈ P . It shows that P does not lift to Spec B m . Hence b ∈ A m for every m ∈ Specm A, holds b ∈ A ( [Mat] , Theorem 4.7).
Proposition 5.1 gives the converse statement to Theorem A.
Lemma 5.2. Let U ⊂ L * M be a Galois ring over a noetherian Γ. If every character χ : Γ −→ k extends to a representation of U then U e ⊂Γ ∩ K. If in addition M is a group and Γ is a Harish-Chandra subalgebra then U is a Galois order.
Proof. If χ extends to a representation of U , then it extends to a representation of U e ⊂ K in particular. Proposition 5.1 implies that U e belongs to the integral closure of Γ in K. The second statement follows immediately from Theorem 2.3.
Hence we obtain the following module-theoretic characterization of left and right Galois orders. 
5.2.
Gelfand-Tsetlin modules over Galois orders. In this subsection we assume that U is a Galois order over Γ where Γ is normal noetherian over k. In particular, Γ =Γ = U e andΓ is finite over Γ by Corollary 2.1. Also Γ is a Harish-Chandra subalgebra by Proposition 2.1. If ℓ ∈ SpecmΓ projects to m ∈ Specm Γ then we will write ℓ = ℓ m and say that ℓ m is lying over m. Let ℓ m and ℓ n be some maximal ideals ofΓ lying over m and n respectively. Note that given m ∈ Specm Γ the number of different ℓ m is finite due to Corollary 2.2. = mg 1 ℓ m for some g 1 , g 2 ∈ G}.
Finiteness statements for the category
Obviously this definition does not depend on the choice of ℓ m and ℓ n . (2) If |M m | < ∞ and S(m, n) = ∅, S(n, m) = ∅ are nonempty, then |M n | < ∞ and
Proof . S(m, n) is infinite if and only if there exists infinitely many m ∈ M, such that m −1 gℓ n = ℓ m for some g ∈ G.
Since the group M m is infinite. To prove the equality note, that m ∈ S(m, n) if and only if m −1 ∈ S(n, m). It proves (1). If |M m | < ∞ then there exists at most |M m | elements ϕ ∈ M, such that ℓ n = ϕℓ m .
Considering the G-orbits of ℓ m and ℓ n , which have the lengths |G| |G m | and |G| |G n | respectively, we obtain the statement (2) .
Lemma 5.4. Let m, n ∈ Specm Γ, S = S(m, n), m, n ≥ 0. Then U = U (S) + n n U + U m m . Moreover, for every u ∈ U, k ≥ 0 there exists u k ∈ U (S), such that
Proof. Fix u ∈ U and denote T = supp u \ S. If T = ∅ then u ∈ U (S). Let T = ∅. We show by induction in k, that there exists u k ∈ U (S), such that
Since ℓ t m and ℓ n belong to different G-orbits if t ∈ S, then by Lemma 4.4 there exists f ∈ Γ such that f (ℓ n ) = f (ℓ t m ) for every t ∈ T . Without loss of generality we can assume that f T (n, m) =
Then u 1 belongs to u + nuΓ + Γum and, hence, u ∈ u 1 + nuΓ + Γum. Moreover, u 1 ∈ U (S) by Lemma 2.4, (2) . We prove the induction step k ⇒ k + 1. Writing in (24) the expression for u in the right hand side we obtain
that proofs of the induction step, since u k + k i=0 n k−i u k m i ⊂ U (S). Remark 5.1. We use notations from Lemma 3.1. If A(m, n) is finitely generated as Γ-bimodule then the category A can be equivalently defined as follows ( [DFO2], 1.4) . Let l, m, n ∈ Specm Γ. To define the composition A(n, l) × A(m, n) −→ A(m, l) considered pairs a, b ∈ U and m, n > 0, the left Γ-module M = L a,m m and the right Γ-module N = R b,l l . By the Harish-Chandra property both modules are finite dimensional over k. As above M and N as Γ−modules decompose
for some n ≥ 0. These decompositions induce (not uniquely!) decompositions in U a = a 0 + a 1 , n n a 0 ∈ U m m , a 1 ∈ nU + U m m ,
Then the class of b 0 a 0 in l l U m m depends only on the classes of a in n n U m m and the class of b in l l U n n . Taking the limit as l, m −→ ∞ we obtain the product we need.
Obviously, this definition is equivalent to the one given above.
Theorem 5.1. For any m, n ∈ Specm Γ such that S = S(m, n) is finite, the completed Γ n − Γ m -bimodule A(m, n) (see (3)) is finitely generated. Moreover, A(m, n) coincides with the image of U (S) in A. Besides, A(m, n) is finitely generated both as a right Γ m -module and as a left Γ n -module as well.
Proof. In view of Lemma 5.4 and formula (3) Moreover, by Remark 5.1, this embedding is in fact an isomorphism. Since U (S) is a noetherian Γ-bimodule by Theorem 2.2, the generators of U (S) as a Γ-bimodule generate any U (S)/((n n U + U m m ) ∩ U (S)) as a Γ-bimodule, and hence generate A(m, n) as a complete Γ n − Γ m -bimodule ( [Mat] , Theorem 8.7). The statement, that A(m, n) is finitely generated both from the left and from the right, follows from Theorem 2.2, (2) and from Theorem 8.7, [Mat] . This completes the proof.
Here we prove an analogue of Corollary 5.1.
Theorem 5.2. Let U be a Galois order over a noetherian algebra, m, n ∈ Specm Γ such that S(m, n), |M m |, |M n | are finite and S(m, n) = ∅. Then the image of U (S) in A(m, n) ( (3)) is nonzero.
Proof. Consider U as a Γ ⊗ Γ-module and denote by I the ideal n ⊗ Γ + Γ ⊗ n in Λ ⊗ Λ. Then the class of u ∈ U in A(m, n) is 0 if for any N ≥ 0 holds u ∈ I N U . We prove the following statement: if for some n ≥ 0 holds U (S) ⊂ I N U , then U (S) ⊂ I N U (S).
Assume U (S) ⊂ I N U , equivalently, if v 1 , . . . , v k are the generators of U (S) as Γ-bimodule, then
As in the proof of Lemma 5.4 construct the element
Applying f T to the equality 28 we obtain
Substituting the value v i in the right side of (29) we obtain
and iterated this procedure N − 1 times we obtain
which shows v i ∈ I N U (S), since v i itself and all v ij belongs to U (S). In particular, it means that
But then Krull Theorem (Theorem 8.9, [Mat] ), there exists a ∈ 1 + I, such that a · U (S) = 0. Then the action of a is defined on V = U (S) ⊗ Γ K ⊂ K and a · V = 0 as well.
But, following Lemma 2.3, all irreducible summand s V as K-bimodule has a form V (ϕ) for some ϕ ∈ M, and since supp V = S(m, n), there exist coimages ℓ m and ℓ n , such that ℓ n = ℓ ϕ m . Note, that the K-bimodule V (ϕ) is isomorphic to the L Hϕ , endowed with the structure of K-bimodule.
The a ∈ 1 + I ⊂ Γ ⊗ Γ can be written in the form
Write down the action of a on 1 ∈ L Hϕ .
because all the elements in the formulas above belongs to Γ, ν i ∈ ℓ n and µ ϕ j ∈ ℓ n , since m ϕ ⊂ ℓ ϕ m = ℓ n . But 0 ∈ 1 + ℓ n , that completes the proof.
Note that this theorem in the case m = n together with Theorem 3.2 gives another proof of Corollary 5.1. Gelfand-Tsetlin modules. Denote by r(m, n) the minimal number of generators of U (S(m, n)) as a right Γ-module. Since Γ is a Harish-Chandra subalgebra from |S(m, m)| < ∞ follows r(m, n) < ∞. In this case A(m, m) is finitely generated as a right Γ m -module (i.e. Γ is big in m). In particular there exists finitely many non-isomorphic simple A-modules M such that M (m) = 0, besides M (m) is finite dimensional (Lemma 3.8). In particular if M is generated by a vector in M (m) annihilated by m, then dim k M (n) ≤ r(m, n).
Finiteness statements for
Proof. The first equality follows from Lemma 3.6. To prove the second equality consider some u ∈ U . Then by the Chinese remainder theorem there exists γ ∈ Γ such that γux = π n (ux) and we change u to γu. Let k = 2t, where n t ux = 0. Then from Lemma 5.4, ux = u k x, where u k ∈ U (S). and a ϕ − a + do not belong to {gℓ m , g ∈ G} then we say that m and n are connected by ϕ. Endow D with a structure of a nonoriented graph as follows. The vertices are the elements of D and the edges between m and n are in the bijection with those ϕ that connect m and n.
Lemma 5.6. If m and n in D are connected by ϕ ∈ M, then m ≃ n in A D .
Proof. As in Lemma 4.4, for every n ≥ 0 there exists a function f n ∈ Γ, such that f n ≡ 1( mod ℓ n n ) and f (ϕ g · ℓ m ) = 0 for g ∈ G such that ℓ n = ϕ g · ℓ m .
Consider the element x n = [a − ϕ −1 ]f n [a + ϕ]. By the assumption, a − and a ϕ −1 + are nonzero in m and n and hence in A there exist g : m −→ n and f : n −→ m such that f g = 1 m . Analogously one constructs f ′ , g ′ such that g ′ f ′ = 1 n .
Immediately from Lemma 5.6 follows The same holds for the length of the module U/U m.
5.2.4.
Proof of Theorem A.. We will show that under some conditions for Galois orders there exists (up to isomorphism) finitely many simple Gelfand-Tsetlin modules extending a given character of Γ (hence we will prove Theorem A).
Let U be a Galois order over Γ, m ∈ Specm Γ. Assume that Γ is noetherian over k and M m is finite. Then S(m, m) is finite by Lemma 5.3. Consider χ : Γ −→ k such that m = Ker χ. If Γ is not normal thenΓ is a finite Γ-module and χ admits finitely many extensions toΓ, by Corollary 2.2. Hence, it is enough to prove the statement in the caseΓ = Γ. But then Theorem 5.1 implies that Γ is big in m. By Lemma 3.8 there exists only finitely many non-isomorphic extensions of χ to simple U -modules, which completes the proof of Theorem A.
5.3.
Gelfand-Tsetlin modules for Galois orders. In this subsection we assume that U is a Galois order over noetherian Γ. LetΓ be the integral closure of Γ in L, ϕ ∈ M and i : Γ →Γ, i ϕ : ϕ(Γ) →Γ the canonical embeddings, π and π ϕ the induced mappings of the maximal spectra, m ∈ Specm Γ, π −1 (m) = {ℓ 1 , . . . , ℓ k }.
The following lemma describes the sets X a , a ∈ U (see Lemma 3.1).
Lemma 5.7. Let a ∈ L Hϕ and V = Γ[aϕ]Γ. Then the set of simple factors of the right Γ-module V ⊗ Γ Γ/m coincides with the set of simples of the form Γ/n, n ∈ π(ϕ(π −1 (m))) = {π(ℓ ϕ 1 ), . . . , π(ℓ ϕ k )}. Besides, for u ∈ U and m ∈ Specm Γ holds X u (m) = π(supp u · π −1 (m)).
. . , π(ℓ ϕ k )}, whose restrictions on Γ give all characters of Γ. This proves the first statement.
Let V = ΓuΓ. Then Lemma 2.4, (5) reduces the second statement to the case of Γ-bimodule V generated by elements of the form [a 1 ϕ], . . . , [a k ϕ]. Hence the second statement follows from the first one. 5.4. Gelfand-Tsetlin categories for Galois orders. In this subsection we study in more details the category of Gelfand-Tsetlin modules over Galois order U over Γ. We assume that Γ is normal noetherian k-algebra and Ω 2 and Ω r are as in Section 4. For m ∈ Specm Γ denote by D(m) denote the class of ∆-equivalence, containing m.
Theorem 5.5.
(1) Let S(m, n) = ∅ for some m, n ∈ Specm Γ. Then A(m, n) = 0.
(2) Let a ∈ U , a = n i=1 [a i m i ], m i ∈ M, a i ∈ L * and X(a) = {(m i · ℓ g , ℓ) |ℓ ∈ L, i = 1, . . . , n, g ∈ G}.
Then X a ⊂ (π × π)(X(a)). In particular, if m, n ∈ Specm Γ and u ∈ U , then the image of u in A(m, n) is nonzero, only if u ∈ S(m, n). Proof. The statement (1) follows from Lemma 5.4 and (3). To prove (2) note, that the Γ-bimodule ΓaΓ is a factor of n i=1 Γ[am i ]Γ, so it is enough to prove, that if for m, n ∈ Specm Γ, Γ/n is a subfactor of Γ[am]Γ/m, then (m, m) ∈ (π × π)(X(a)). Since Ext 1 -spaces between non-isomorphic simples in commutative case are zero, we can consider just factors instead of subfactors.
Consider Then the composition is just the pair (m · ℓ g , ℓ), where ℓ ∈ L and g ∈ G. It proves (2) . To prove (3) we note that, by Lemma 5.4 and by (3) Remark 5.2. Recall that if m is nonsingular point of Specm Γ, then Γ m is isomorphic to the algebra of formal power series in GKdim Γ variables.
Remark 5.3. In the assumption of Theorem 5.5, (2) a nonzero element u ∈ S(m, n) can turn zero in A(m, n).
5.5.
Proof of Theorem B. Theorem 4.1, Theorem 5.5 and Corollary 5.6 immediately imply the first part of Theorem B. The second part of Theorem B is an analogue of the Harish-Chandra theorem for the universal enveloping algebras ( [D] ). In particular it shows that the subcategories in U − mod, described in Corollary 5.6, contain enough modules. Suppose that conditions of Theorem B are satisfied. Consider the massive set Ω u constructed in Proposition 4.1 and set Ω ′ u = Ω u ∩ Ω 2 ∩ Ω r . Then for any m ∈ Ω ′ u the element u acts nontrivially on U/U m which is simple by Theorem 5.5. This completes the proof of Theorem B.
Gelfand-Tsetlin modules for gl n
Consider the general lineal Lie algebra gl n with the standard basis e ij , i, j = 1, . . . , n. Set U = U (gl n ), U m = U (gl m ), 1 ≤ m ≤ n. Let Z m be the center of U m . We identify gl m for m n with a Lie subalgebra of gl n spanned by {e ij | i, j = 1, . . . , m}, so that we have the following chain of inclusions gl 1 ⊂ gl 2 ⊂ . . . ⊂ gl n .
It induces the inclusions U 1 ⊂ U 2 ⊂ . . . ⊂ U n of the universal enveloping algebras. The Gelfand-Tsetlin subalgebra ([DFO1]) Γ in U is generated by {Z m | m = 1, . . . , n}, where Z m is a polynomial algebra in m variables {c mk | k = 1, . . . , m}, (31) c mk = (i1,...,i k )∈{1,...,m} k e i1i2 e i2i3 . . . e i k i1 .
Hence Γ is a polynomial algebra in n(n + 1) 2 variables {c ij | 1 j i n} ( [Zh] ).
Denote by K be the field of fractions of Γ. Let M ⊂ L, M ≃ Z n(n−1) 2 be a free abelian group generated by δ ij , 1 j i n − 1, (δ ij ) kl = 1 if i = k, j = l and 0 otherwise. For i = 1, . . . , n denote by S i the i-th symmetric group and set G = S 1 × . . . × S n . The group G acts on Ļ: (s · ℓ) ij = ℓ sj (i) j for ℓ = (ℓ ij ) ∈ L and s = (s i ) ∈ G. Also the group M acts on L as follows δ ij · ℓ = ℓ + δ ij , δ ij ∈ M.
Let Λ be a polynomial algebra in variables {λ ij | 1 j i n} and L be the fraction field of Λ. Let ı : Γ−→ Λ be an embedding such that
).
The image of ı coincides with the subalgebra of G−invariant polynomials in Λ ( [Zh] ) which we identify with Γ. The homomorphism ı can be extended to the embedding of the fields K ⊂ L, where L G = K and G = G(L/K) is the Galois group. An action of the group G by conjugations on M induces its action on L * M.
Let e be the identity element of the group M. Consider a linear map t : U −→ K such that (32) t(e mm ) = ee mm , t(e m m+1 ) =
.
