Escaping from a degenerate version of the four hill potential by Zotos, Euaggelos E. et al.
Escaping from a degenerate version of the four hill potential
Euaggelos E. Zotosa,∗, Wei Chenb,c, Christof Jungd
aDepartment of Physics, School of Science, Aristotle University of Thessaloniki, GR-541 24, Thessaloniki, Greece
bBeijing Advanced Innovation Center for Big Data and Brain Computing, Beihang University, Beijing 100191, China
cLMIB & School of Mathematics and Systems Science, Beihang University, Beijing 100191, China
dInstituto de Ciencias F´ısicas, Universidad Nacional Auto´noma de Me´xico Av. Universidad s/n, 62251 Cuernavaca, Mexico
Abstract
We examine the escape from the four hill potential by using the method of grid classification, when polar coordinates
are used for expressing the initial conditions of the orbits. In particular, we investigate how the energy of the orbits
influences several aspects of the escape dynamics, such as the escape period and the chosen channels of escape. Color-
coded basin diagrams are deployed for presenting the basins of escape using multiple types of planes with two dimensions.
We demonstrate that the value of the energy highly influences the escape mechanism of the orbits, as well as the degree
of fractality of the dynamical system, which is numerically estimated by computing both the fractal dimension and the
entropy of the basin boundaries.
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1. Introduction
The basic mechanisms of chaotic scattering, i.e. the
dynamics of open Hamiltonian systems, has been clarified
to a large extent during the last thirty years, in particu-
lar for systems with 2 degrees of freedom (2-dof). Addi-
tional information about chaotic scattering can be found in
the review [36]. Moreover, the book [24] contains details
regarding the aspect of scattering chaos as Hamiltonian
transient chaos. The basic idea is: In the phase space
there is an unstable chaotic invariant set (chaotic saddle)
and the general trajectories flow through the region influ-
enced by this saddle. Even though the general trajectories
are not chaotic themselves, the whole bundle of generic
trajectories carries along a kind of shadow image of the
chaotic saddle and thereby transports the structure and
the information of the chaotic saddle also to phase space
regions far away from the saddle itself. Many different as-
pects of chaotic scattering have been studied: For example
the signatures of chaos in the scattering cross section (see
e.g., [11, 15, 17, 18, 20, 22]), the inverse chaotic scattering
problem (see e.g., [7, 12, 21, 38]), the connection between
chaotic scattering and hydrodynamics (see e.g., [23, 43]),
just to mention a few. The problem to understand chaotic
scattering is correlated with the problem of the classifi-
cation of chaotic invariant sets and of their development
scenarios as a function of the total energy or of some other
system parameter. Additional information on this aspect
can be found in [8, 14, 19, 26–29, 35].
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In general, there are some outermost saddles of the ef-
fective potential of the system which separate inside and
outside regions of the position space. Over these outer
potential saddles we find the outermost elements of the
chaotic invariant set. The escape channels from the inside
of the potential regions lead over these potential saddles
and the outermost elements of the chaotic set act as points
of no return in the following sense. If a general trajectory
crosses the potential saddle from the inside to the outside,
then it will go away to the asymptotic region and never
come back to the inner region of the potential. However,
we can also imagine more pathological situations where
there are no saddles. One such situation is that the po-
tential along the escape channels is constant. Then for the
energy going to the asymptotic potential value from above
we have a non-typical, non-generic behaviour.
The topic of the present article is a numerical investi-
gation of a particular 2-dof system of this type, which is
known as the four hill potential. We have chosen a particu-
lar system which has already been used before as system of
demonstration in [4]. The system has also been used to il-
lustrate some properties of open systems in section 6.3.2.1
in [24]. In a recent paper [45] (hereafter Paper I) we pre-
sented the dynamics of escape of the four hill potential on
both the configuration and the phase spaces. In the cur-
rent work we will put emphasis on the basins of escape and
present the complicated basin structure, by using modern
color-coded plots, over various 2 dimensional planes of ini-
tial conditions. Our goal is to reveal the influence of the
total orbital energy of the system on its main properties,
such as the escape time, the degree of fractality, etc.
In Section 2 the mathematical formulation of the four
Published to Chaos, Solitons & Fractals July 23, 2019
ar
X
iv
:1
90
7.
09
20
5v
1 
 [n
lin
.C
D]
  2
2 J
ul 
20
19
Figure 1: The structure and shape of the isoline contours on the
physical space (x, y). The five equilibrium points of the potential are
marked by red dots. (Color figure online).
hill potential is presented. The following Section 3 con-
tains our numerical analysis regarding the basin diagrams.
In Section 4 we analyze the influence of the total orbital
energy on the basic properties of the dynamical system. In
Section 5 we provide the concluding remarks of our work,
while in the final Section 6 we explain the novelty of our
work, along with possible applications of the four hill po-
tential.
2. Mathematical formulation of the dynamical sys-
tem
The potential of the dynamical system with four hills
is given by
V (x, y) = x2y2e−(x
2+y2). (1)
The planar motion of a particle with unit mass moves
on the configuration space (x, y) following the equations
x¨ = −∂V
∂x
= 2xy2
(
x2 − 1) e−(x2+y2),
y¨ = −∂V
∂y
= 2x2y
(
y2 − 1) e−(x2+y2). (2)
The corresponding Hamiltonian of the four hill poten-
tial reads
H(x, y, x˙, y˙) =
1
2
(
x˙2 + y˙2
)
+ V (x, y) = E. (3)
In Paper I we have seen that five equilibrium points,
Li, i = 1, ..., 5, exist in the Hamiltonian system of the four
hill potential. In Fig. 1 we see that at (±1,±1) we have
four local maxima, while at the origin (0, 0) we have the
presence of a degenerate extremal point. In addition Fig.
1 contains several contour lines of the potential over the
position space. The value of the energy corresponding to
the four maxima of the potential is equal to EL = 1/e
2 and
it is a critical energy level. This is true because for higher
values of the total orbital energy the entire physical space
is available for motion, since the energetically not allowed
regions completely vanish.
3. Escape dynamics
In Paper I we demonstrated the escape properties of
the four hill potential on the physical space (x, y). In this
work, we will unveil the escape dynamics by using polar
coordinates (r, φ). More precisely, if we set r˙ = 0 then
we can produce an (r, φ) surface of section of two dimen-
sions, which has two disjoint parts φ˙ < 0 and φ˙ > 0.
For a specific energy level E0 the relations connecting the
polar coordinates (r0, φ0) with the usual vector elements
(x0, y0, x˙0, y˙0) are:
x0 = r0 cos(φ0), y0 = r0 sin(φ0),
x˙0 =
y0
d0
f(x0, y0, E0),
y˙0 = −x0
d0
f(x0, y0, E0), (4)
where d0 =
√
x20 + y
2
0 and f(x0, y0, E0) =
√
2(E0 − V (x0, y0)).
The choice of the signs of the velocities in Eq. (4), corre-
sponds to the case of φ˙ < 0.
To obtain the escape dynamics we have defined a 1024×
1024 grid of points in the (r, φ) plane which will be used
as initial conditions for various values of the energy. We
limit the integration time to a maximum of 104 time units,
while we use a step size in the order of 10−3. In Paper I
we use as an escape criterion a simple conditions, that
is when an orbit crosses the radius
√
x2 + y2 > 10, with
velocity pointing outwards. Note that the same escape
criterion was also used in [44], where we explored the es-
cape dynamics of a multiwell potential. Now we feel that
we should upgrade our escape condition, by exploiting the
peculiar nature of the four hill potential.
The right hand side of the equations of motion (2) are
the expressions of the components of the force acting on
the test particle. On this basis, we can define the abso-
lute value of the total force as Ft =
√
F 2x + F
2
y , where
Fx = x¨ and Fy = y¨. Then we search for the smallest ra-
dius R, such that for all (x, y) with x2 + y2 > R2 we have
Ft < acc, where acc is the numerical accuracy of our com-
putations. The radius R defines the asymptotic region of
motion. Fig. 2 shows the contours of Ft on the configura-
tion space (x, y). It is evident that at about R = 2.5 the
value of Ft is of the order of 10
−5, while at about R = 7 the
2
Figure 2: The isoline contours of the total force Ft on the physical
space (x, y). The dashed white circle at R = 7 defines the beginning
of the asymptotic region (R > 7). (Color figure online).
numerical value of the total force is effectively zero, reach-
ing the numerical accuracy 10−16. Note that the arbitrary
escape radius we also used in Paper I (that is R = 10) is
well inside the asymptotic region which means that orbits
have already escaped from the force field of the four hill
potential. Thus, the results presented in Paper I are valid
and correct.
The system describes the motion of a particle in a
time independent potential V (x, y). This potential goes
to zero exponentially fast, when the distance from the ori-
gin R =
√
x2 + y2 goes to infinity. For R > 7 the force
is so small that within the numerical accuracy it can be
considered equal to zero. Accordingly, the time derivative
of the momentum is also zero, within the numerical accu-
racy, i.e. the momentum is constant. This is the usual
property for the asymptotic region for systems with local,
time independent potentials. In this sense, we can use the
condition R > 7 as an escape criterion. And one can take
as trajectory of the particle a straight line with constant
speed in the asymptotic region. As a consequence, when-
ever the particle crosses the circle with radius R = 7 with
outward pointing velocity, we consider the particle as es-
caped. It will never come back to the interaction region
(the region in position space with R < 7).
Note that all the above considerations only hold for
potentials which fall off to zero sufficiently fast for large
distances from the origin. That is, they hold for poten-
tials fulfilling the asymptotic conditions of scattering the-
ory. For classical potential scattering the asymptotic con-
ditions are fulfilled if the potential goes to zero faster than
1/r. For a decay like 1/r (e.g., Coulomb potential or grav-
itational types potentials) the asymptotic conditions are
not fulfilled. The origin of the problems in this case is,
that the integral of the potential along the asymptotic tra-
jectory diverges logarithmically. In such a case the pure
1/r potential should be included into the free asymptotic
Hamiltonian and only the difference of the actual potential
to the pure 1/r potential should be treated as scattering
potential. Then asymptotic trajectories are the Kepler hy-
perbolas. And the scattering process is a transition from
an initial hyperbola to a final hyperbola. This is in con-
trast to the transition from an initial straight trajectory to
a final straight trajectory in the case of potentials decaying
to zero faster.
As in Paper I the physical space can be divided into
four equally sized sectors, by using the straight lines y = x
and y = −x. Therefore, we can define four escape chan-
nels, according to the value of the angle θ, where its origin
is located at the center (0, 0). Obviously, θ ≥ 7pi/4 and
θ < pi/4 defines sector 1, pi/4 ≤ θ < 3pi/4 defines sector 2,
3pi/4 ≤ θ < 5pi/4 defines sector 3, and 5pi/4 ≤ θ < 7pi/4
defines sector 4. Note that the use of polar coordinates is
imperative for illustrating the intrinsic symmetries of the
four hill potential. Because of the symmetry of the poten-
tial under a pi/2 rotation the global probabilities for the 4
symmetrically placed escape channels are equal.
Along the line x = 1 the x component of the force
is zero. Therefore, a trajectory starting on this line with
x˙ = 0 remains on this line forever. That is, as long as the
energy lies in the interval (0, EL) there exists a periodic
orbit over this line oscillating in y direction. Because of
symmetry reasons there exist symmetry related periodic
orbits along the lines x = −1, y = 1 and y = −1. These
four periodic orbits are the four outermost elements of the
chaotic invariant set. They are lines of no return. If a
general trajectory pases over one of these lines with an
outward pointing velocity, then it will never come back to
the inner potential region. In this sense these four orbits
are the boundaries of the inner potential region and the
region in position space over which the chaotic invariant
set, the chaotic saddle, sits.
It is remarkable that there are such outermost periodic
orbits even though there is no potential saddle over which
these periodic orbits run. However, the line x = 1 and also
the symmetry related other equivalent lines are the lines
of closest approach of the potential hills. And in the end
these lines behave exactly equal as the lines through po-
tential saddles and of steepest potential increase in other
qualitatively similar scattering systems. So we can say
that the four points (1, 0), (−1, 0), (0, 1) and (0,−1) be-
have exactly as if they would be outermost potential sad-
dles. As a consequence, the chaotic invariant set has the
usual qualitative properties even though the potential form
is highly pathological.
We might say that along the escape channel going into
positive x direction (or more precisely along the line y = 0
and x > 0) the second derivative of the potential in y di-
rection (i.e. ∂2V/∂y2) is largest in the point x = 1. In this
sense, the neighbourhood of the point (1, 0) acts as bottle-
neck along the escape channel and this bottleneck property
is the essential property which enables this point to take
3
Figure 3: Color-coded escape diagrams on the (r, φ) plane, for nine values of the total orbital energy E. The colors indicating the four escape
sectors are: sector 1 (green); sector 2 (blue); sector 3 (orange); sector 4 (red). The energetically forbidden regions are shown in gray, while
the zero velocity curves are indicated by black solid lines. (Color figure online).
over the role which usually plays the potential saddle.
It is also clear from symmetry arguments that other
important periodic orbits run along the diagonal and the
anti-diagonal in position space. For example, observe Fig.
6.9 in the book [24] for an explanation how these funda-
mental periodic orbits overshadow other periodic orbits
and how they lead to a symbolic dynamics for general
trajectories in the chaotic invariant set. It is a symbolic
description in four symbol values where any symbol value
must be different from its neighbouring symbol values. For
energy values close to the hill tops, there are no further
grammatical restrictions. Then the branching tree of the
4
Figure 4: Color-coded diagrams showing the distribution of the escape time of the orbits on the (r, φ) plane, for the nine energy levels of Fig.
3. (Color figure online).
symbolic dynamics has a globally constant branching ratio
3, which leads to a topological entropy K0 = ln(3). For
decreasing energy further grammatical restrictions set in.
In Fig. 3 we classify the initial points on the (r, φ)
plane for several values of the total energy. In these plots
each point (initial conditions) receives a color which corre-
sponds to the respective channel, through which the cor-
responding initial condition has escaped, thus following
the pioneer graphical approach introduced in [30, 31]. All
nine energy levels belong to the interval (0, EL]. For higher
values of the energy (E > EL) the concept of the escape
channels is lost because the energetically forbidden regions
completely vanish and the four escape sectors unify. Dur-
ing the numerical integration of the orbits we monitor two
main properties: (i) the channel through which each or-
bit escapes and (ii) the time period needed for the escape,
or in other words the time scale needed for entering the
asymptotic region.
In all cases (energy levels) illustrated in Fig. 3 one
can observe well organized basins of escape. For low val-
ues of energy the regions between the basins of escape
are filled with a highly chaotic mixture of escaping orbits.
Indeed for initial conditions inside these chaotic areas it
is almost impossible to known beforehand the final state
(escape channel) of the orbits. However, with increasing
value of the energy the extent of the basins of escape grows
rapidly, while at the same time the chaotic regions shrink.
In the limit E → EL from below the entire plane is dom-
inated by well-formed basins of escape, while the chaotic
regions shrink to zero.
Note that according to the basin diagrams of Fig. 3
the four escape channels are equiprobable, since the areas
of the basins of escape, corresponding to the four sectors,
have equal size. This result is only possible by using the
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Figure 5: Histograms showing the escape time distribution for the energy values also used in Fig. 3. The best fitting curve of each histogram
is indicated by blue solid line. (Color figure online).
specific choice of initial conditions, given in Eqs. (4), while
for all other choices of initial conditions the areas of the
basins of escape are not equal. In our computations we
chose the φ˙ < 0 part of the phase plane. Our analysis sug-
gests that the outcomes are exactly the same for the φ˙ > 0
part, where mainly only the order of the color changes.
In Fig. 4 we show how the escape time1 of the orbits
1Using the term escape time we refer to the integration time
is distributed on the (r, φ) plane. As expected, the lowest
values of the escape time are measured inside the basins
of escape, while on the other hand, inside the surround-
ing chaotic mixture of initial conditions we observed the
highest escape rates. The corresponding escape time dis-
tributions of probability are plotted in Fig. 5. The blue
needed for an orbit to cross the circle with radius R = 7.
6
Figure 6: Color-coded escape diagrams on the (r, E) plane, for four values of the polar angle φ. The colors indicating the four escape sectors
are the same as in Fig. 3. (Color figure online).
solid lines in the diagrams indicate the best fitting curve
of the histograms. More details about the best fit will be
given in the next section.
The color-coded diagrams of Fig. 3 correspond to a
specific energy level E. However, it would be very in-
teresting if we could monitor the escape dynamics of the
system for a continuous spectrum of energy levels. For
this purpose we present in Fig. 6 color-coded basin dia-
grams on the (r, E) plane, for specific values of the polar
angle φ. Once more, we can observe the presence of the
highly chaotic mixture of escaping orbits for low energy
levels (E < 0.02). The four values of the angle φ belong to
the interval (0, pi/2]. Here, it should be explained that for
higher values of the angle (φ ∈ (pi/2, 2pi]) the structure of
the (r, E) plane is exactly the same, while only the color
change. The corresponding escape time distributions are
7
Figure 7: Color-coded diagrams showing the escape time over the (r, E) plane, for the four φ values from Fig. 6. (Color figure online).
plotted in Fig. 7. One can observe that the escape time
of the orbits with initial conditions inside the chaotic ar-
eas of the (r, E) planes is more than 5 times higher that
the escape time of the orbits started inside the basins of
escape.
The stable manifolds of the outermost elements of the
chaotic saddle are dividing surfaces between trajectories
which pass to the outside directly and trajectories which
return to the inside. Of course, the trajectories which
return for the moment will later come close to the exit
channels again and can exit later after having made any
number of loops in the inside region. The escape time
depends on the distance of the initial condition from the
local branch of the stable manifold. Essentially we have
the following rule: If the initial condition comes closer to
the stable manifold by a factor equal to the eigenvalue of
the outer periodic orbit, then the escape time increases
by one period of this periodic orbit. This rules explains
the distribution of escape times seen in Fig. 4. For more
explanations on this rule see Section 2 in [22].
To present the coincidence between basin boundaries
and stable manifolds of the outermost periodic orbits nu-
merically we have done the following. For the example,
of the energy value E = 0.01 we have chosen about 106
initial conditions very close to but a little inside of the
outer periodic orbit running along the line x = 1. We let
the trajectories, belonging to these initial conditions, run
backward in time as long as these trajectories stay in the
inner potential region. Remember that backwards in time
any trajectory starting close to some unstable periodic or-
bit converges automatically towards the stable manifold
of this periodic orbit. We register all intersections of our
collection of trajectories with the plane used as domain in
the plots of Figs. 3 and 4. A plot of these intersection
points is presented in panel (a) of Fig. 8, while in part (b)
of the figure the running time of the trajectory until the
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Figure 8: (a-left): Intersections points on the (r, φ) plane, produced by numerically integrating backward in time a large set of initial conditions
near the outer periodic orbit, at x = 1, for E = 0.01. Note how well the chaotic (fractal-like) regions on the (r, φ) plane are covered, while
on the other hand all regions corresponding to basins of escape are completely empty. (b-right): The corresponding distribution of the time
t needed for each trajectory for producing the respective intersection on the (r, φ) plane. (Color figure online).
Figure 9: Evolution of the average logarithmic value of the escape
time of the orbits, as a function of the energy E.
intersection is given.
We have done the construction for one of the four outer
periodic orbits. For the other ones we can apply the same
method. Because of symmetry reasons it should be clear
that the result for the other outer periodic orbits are ob-
tained by shifting the result belonging to the first periodic
orbit by multiples of pi/2 in φ direction.
One should note that the value of the running time
until the intersection depends essentially on the distance
of the initial condition from the outer periodic orbit. Be-
cause the initial conditions have been chosen with a large
degree of randomness, also their exact distance from the
periodic orbit varies randomly and this transfers to a large
degree of randomness in the running time. This has the
following consequence: Whereas the boundary structure is
reproduced perfectly by the intersections with the stable
manifolds, the escape time can not be reproduced well by
our rather fast and simple method of construction.
4. Influence of the energy E
To determine the dependence of the escape properties
on the total energy E, we classified 500 grids of initial
conditions (r, φ) with 0 < r ≤ 1.5 and 0 ≤ φ ≤ 2pi, for the
range E ∈ (0, EL].
Fig. 9 shows the average escape time of the orbits, as
a function of E. It is seen that < tesc > is smoothly re-
duced, following an exponential decay. For energy values
smaller than 0.01 the orbits require in general more than
100 time units for entering the asymptotic region and es-
cape from the influence of the potential. On the contrary
for relatively high energy levels (E > 0.1) the required
escape time is of the order of 25 time units, that is four
times lower than that of the case of low energies.
In Fig. 5 we provide the best fitting curves on the
escape time histograms. Our numerical experiments indi-
cate that for this system the optimal type of probability
distribution is the generalized Gamma distribution which
9
Figure 10: Parametric evolution of the (a-upper left): shape parameter α l, (b-upper right): the scale parameter β, (c-lower left): shape
parameter γ, and (d-lower right): the location parameter µ, as a function of the energy E. With blue color we denote the parametric evolution
of < log10 (tesc) >. (Color figure online).
is proportional to
(x− µ)α γ−1 exp
(
−
(
x− µ
β
)γ)
, (5)
for x > µ, while it is zero elsewhere. The parameters
α and γ are shape parameters, β is the scale parameter,
while µ is the location parameter. Furthermore, α, β, and
γ can be any positive real numbers, while µ can be any
real number.
The evolution of the involved parameters of the gener-
alized Gamma distribution is presented in panels (a-d) of
Fig. 10. Regarding the shape parameters it is seen that
10
Figure 11: Parametric evolution of the (a-upper left): area on the (r, φ) plane corresponding to a fractal mixture of initial conditions, (b-upper
right): uncertainty or fractal dimension D0, (c-lower left): basin entropy Sb and (d-lower right): boundary basin entropy Sbb, as a function
of the total orbital energy E. The blue, dashed, horizontal line denotes the critical value log 2. (Color figure online).
for about E > 0.075 their parametric evolution changes,
by presenting interesting fluctuations. More precisely, for
E > 0.075 the value of α significantly grows, while on the
contrary the numerical value of β is practically zero. In
part (d) of Fig. 10 one can observe that in general terms
the location parameter µ is very close to the average escape
time of the orbits (when E < 0.01 they practically coin-
cide). This implies that the generalized Gamma proba-
bility density function can satisfactorily fit the probability
histograms.
In section 3 we have seen that the highest rates of the
escape time are encountered in the vicinity of the basin
11
boundaries. Part (a) of Fig. 11 shows the parametric
evolution of the area on the (r, φ) plane covered by chaotic
mixture of initial conditions. We see that the evolution is
very similar to that shown earlier for the escape rate. In
particular, for high enough values of the energy (E > 0.01)
more than 60% of the (r, φ) plane is covered by a fractal
mixture of initial conditions, while on the other hand for
E > 0.09 the fractal areas almost vanish and basins of
escape completely dominate the (r, φ) plane.
In Figs. 3 and 6 we revealed the fractal regions, where
it is almost impossible to predict the final state (channel of
escape) of each initial condition. One of the most conve-
nient ways of measuring the degree of fractality of a system
is by computing the uncertainty or fractal dimension D0
(see e.g., [32]), thus following the computational methodol-
ogy used in [1, 2]. At this point, we would like to emphasize
that the degree of fractality is an intrinsic property of the
system and therefore it does not depend on the particular
initial conditions we use for its calculation. Panel (b) of
Fig. 11 shows the parametric evolution of the uncertainty
dimension, as a function E. As we can see, the value of the
uncertainty dimension is reduced, with increasing value of
the energy. Note that for a two-dimensional space, such as
those of Figs. 3 and 6, the value of D0 lies in the interval
[1, 2].
Another efficient way for quantitatively measuring the
degree of fractality of a system is by computing the so-
called basin entropy [9, 10]. This method determines the
fractality of a basin diagram by the process of examination
of its topological properties. The parametric evolution of
the basin entropy Sb, as a function of E, is illustrated in
panel (c) of Fig. 11. We observe that the basin entropy
also reduced as the value of the orbital energy increases.
Therefore, we may argue that two different methods (i.e.,
the uncertainty dimension and the basin entropy) suggest
that the degree of the fractality of the basins of escape is
reduced with increasing value of the energy.
Apart from the basin entropy there is also the bound-
ary basin entropy Sbb [9], from which we can extract addi-
tional information about the fractal geometry of the basins
of convergence. The parametric evolution of Sbb is given in
panel (d) of Fig. 11. More specifically, we can use the so-
called “log 2 criterion”, according to which if Sbb > log 2
then the basin boundaries are certainly fractal (here note
that the converse statement is not valid). As it is seen
in panel (d) of Fig. 11 the basin boundaries are certainly
fractal when 0 < E < 0.125. Once more, the lowest values
of Sbb are reported for extremely large values of the en-
ergy (E > 0.125), where the basins of escape completely
dominate, while the fractal regions are almost negligible.
Up to EL we have a chaotic saddle and as a consequence
we also have a fractal of basin boundaries up to EL. For
an energy converging from below to EL the fractal dimen-
sion goes to 1. For an energy becoming larger than EL
the whole chaotic saddle disappears and thereby also the
existence of the basins and their boundaries ends.
5. Discussion
The present article is in fact a continuation of Paper
I. The scope of the article was a numerical investigation
of the escape from a symmetrical four hill potential. By
integrating large sets of orbits with initial conditions ex-
pressed in polar coordinates, we obtained the basins of es-
cape on several types of two-dimensional planes, by means
of color-coded basin diagrams. Moreover, we explored how
the total orbital energy E influences the escape process of
the orbits. It was demonstrated that the orbital energy
affects both the escape period of the orbits as well as the
degree of fractality of the dynamical system. To deter-
mine the level of fractality in the dynamics we calculated
the fractal dimension, along with the (boundary) basin
entropy.
We have studied a system with a pathological potential
having a constant potential value along all the escape chan-
nels. Nevertheless, the chaotic invariant set has generic
properties because the bottleneck along any escape chan-
nel takes over the role which potential saddles play in typ-
ical (non-pathological) potentials. For the central role of
potential saddles in open systems see also [39–41]. Here
an interesting question for future work arises: What type
of pathological potential properties do we need to find also
pathological properties of the chaotic invariant set? This
question is related to the scenarios of the onset of chaos in
scattering systems. Two generic scenarios have been iden-
tified in [3] and a pathological exception has been studied
in [25]. However, to our knowledge the connection be-
tween pathological properties of the potential and the cor-
responding pathological properties of the chaotic saddle
has never been investigated systematically.
For numerically integrating the grids of initial condi-
tions we used a Bulirsch-Stoer routine in standard FORTRAN 77
(e.g., [34]), with double precision. In all calculations the
error, regarding the conservation of the Jacobi constant,
was of the order of 10−14, or even smaller. The required
CPU time, per grid, was about 2.5 hours, using a Quad-
Core i7 vPro 4.0 GHz processor. All the graphics of the
paper have been constructed by using the 11.3 version of
the Mathematicar software [42].
6. Novelty and applications
In Paper I, we simply presented the basins of escape
of the four hill potential, by numerically integrating and
classifying large sets of initial conditions of orbits. In the
present work, we determined how exactly the total orbital
energy influences several aspects of the system, such as
the geometry of the escape basins, the rate of the escape
time and of course the degree of fractality. On this basis,
all the diagrams of the present paper, which display the
parametric evolution of a quantity, as a function of the
energy (see e.g., Figs. 5, 9, 10 and 11) contain novel and
important information.
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The following list contains some additional, more spe-
cialized, new results:
1. In this manuscript we give a detailed description why
the chaotic saddle is of a rather usual structure, even
though the potential is pathological. The point (1, 0)
and the three symmetry related points take over the
role which outermost saddle points play in systems
with generic outermost saddles of the effective po-
tential. The property, which distinguishes the point
(1, 0) from all the other points along the valley, is
the maximum of the second derivative perpendicu-
lar to the horizontal valley bottom. This criterion
to find the replacement of the saddle points should
be useful also for any other effective potential with
a horizontal valley bottom.
2. The diagrams shown in Figs. 6 and 7 give a very
good graphical representation of the energy depen-
dence of the dynamics. The possibility to condense
the essential structures of the whole scenario into 2-
dimensional graphics depends on the following: The
chaotic saddle in the Poincare´ map for each partic-
ular value of the energy is a Cartesian product of a
fractal along a 1-dimensional line with itself. There-
fore, the important structure is represented by this
fractal along the line. In our particular case, the r
axis is the appropriate line. And the fractal is given
by the singularities of some function characterising
the escape. Finally, we pile up these fractals where
the energy acts as stack parameter. If we would be
interested in the scenario as function of any other
parameter, then we could use this other parameter
as stack parameter. The idea works equally well to
present graphically the escape scenario for any other
open 2-dof system.
3. Equation (5) is a convenient method to condense the
important measures of the escape process into a few
fit parameters. As a further step, we obtain the de-
velopment scenario of the escape as a function of
these fit parameters on the development parameter
of the dynamics, in our present case the energy. The
scenario is then represented by a few plots of the fit
parameters as function of the development parame-
ters, as given in Fig. 10.
Such potentials, with various escape channels, are very
interesting not only for reactive nuclear scattering but
equally well also for reactive molecular scattering (e.g.,
[5, 13]). The basic formalism for nuclear reactions and for
chemical reactions is the same.
A more surprising application might be in the motion
of a particle in a periodic potential. For example, we can
think of a particle in a periodic lattice or a crystal or some-
thing similar. In the four hill potential, we can cut out the
square with x from -1 to +1 and y from -1 to +1 and then
repeat it periodically. On the boundary lines, the deriva-
tive of the potential perpendicular to the boundary is 0
(see Eq. (2)). Therefore, this periodic continuation gives
a smooth potential. And crossing the outermost periodic
orbits, lying on these boundary lines, was the escape in
the scattering system. In the periodic system it becomes
the transition from one unit cell of the lattice to a neigh-
bouring cell. Thus, we can establish an analogy between
scattering dynamics and lattice dynamics (e.g., [6, 16, 33]).
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