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The aim of this article is to give a translation of the geometric
Langlands correspondence for singular curves. We will ﬁrst be
interested in ﬁnding a good notion of connection on singular
curves. This will lead us to the notion of ‘mild singularities’. We
will then restrict ourselves to curves with only mild singularities
and we will ﬁnd a consistent translation of the Hecke cor-
respondence. The proof will need generalised jacobians and the
introduction of ‘level structures’ (Section 3).
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We would like to give a translation of the geometric Langlands correspondence for singular curves.
The proof of the non-singular case uses a lot the equivalence of categories between local systems and
connections. In order to give a translation of the statement for singular curves, we need to ﬁnd a
‘good’ notion of connection on singular curves, that is to say, a connection whose category is equiv-
alent to the category of local systems (on the singular curve). This is the aim of the ﬁrst section
where we work from the analytic point of view. More precisely, in the ﬁrst section, we will deﬁne an
analytic sheaf of differentials and a connection attached to this sheaf. We will then show that, un-
der certain restrictions, namely when the singularities are mild, we get an equivalence of categories
between connections and local systems on a singular curve.
In the second section, we still work with the analytic point of view. We deﬁne connections and
local systems on the normalisation of the singular curve, provided with level structures. Those are
the objects of two equivalent categories. Restricting to mild singularities, we will prove that those
categories are also equivalent to the categories of connections and local systems on the singular curve.
The interest of those objects is that they enable us to work on the normalisation of the curve, and
thus work on a non-singular curve.
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correspondence, we search for an object which can play the role of the Picard variety. We give dif-
ferent ways to deﬁne this object, following the different ways that exist to deﬁne the Picard variety
of a regular curve. The ﬁrst approach is to consider generalised Jacobians as a class of equivalence of
divisors, as they are deﬁned in [4]. We then introduce line bundles on the normalisation with level
structure and study classes of equivalence of those bundles. We show at the end of Section 3.2 that
the two sets are in bijection. In Section 3.3, we give a functorial approach of this object and we show
in Section 3.4 that this object is the Jacobian variety of the singular curve.
Finally, in the last section, we go back to the analytic point of view and we state and prove our
main result, namely the Hecke correspondence for singular curves with ordinary multiple points.
1. Connections on a singular curve
1.1. The sheaf of differentials
In order to deﬁne a good notion of connections on a singular curve, we ﬁrst need to deﬁne the
good sheaf of differentials. We consider an irreducible projective reduced singular curve X over C
provided with its complex analytic structure. We assume that the curve is of genus g > 0. We denote
by OX its complex analytic structure sheaf and by s : X˜ → X its normalisation. We denote by O X˜ the
analytic structural sheaf of the normalisation X˜ of X . For any closed point P ∈ X(C), OX,P (or OP
when it is not confusing) denotes the analytic local ring at P . The maximal ideal of OX,P is denoted
by mP . We denote by Ω1X/C , or simply Ω
1
X the sheaf of analytic differentials on X . The sheaf of
analytic differentials on X˜ is written Ω1
X˜/C
. We would like to introduce a ‘good’ sheaf of differential
forms on X and connections on vector bundles that correspond to local systems. We deﬁne Ω to be
the image of the map Ω1X/C → s∗Ω1X˜/C and we write d for the composition
d :OX d−→ Ω1X/C → Ω.
For any closed point P of X , we get a local map, denoted by dP , on the ﬁbers:
dP :OX,P dP−→ Ω1X,P → Ω P .
Let us compute the OX,P -module Ω P in different examples to have a better understanding of this
object.
• When P is regular we have Ω P = Ω1X,P .• When P is a cusp, the map d is not necessarily surjective as we will see later.
• Let P be an ordinary multiple point. We have s−1(P ) = {P1, . . . , Pr} and let t1, . . . , tr be local
parameters in each points Pi , i = 1, . . . , r. The integral closure of OX,P , denoted by O˜X,P , is the
product of the local rings O X˜,Pi . In other words:
O˜X,P = C{t1} × · · · × C{tr}
and
OP =
{
( f1, . . . , fr) ∈ C{t1} × · · · × C{tr}/ f1(0) = · · · = fr(0)
}
.
The module Ω P can be identiﬁed with the differential module
dP O˜X,P = C{t1}dt1 ⊕ · · · ⊕ C{tr}dtr
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property stronger than the surjectivity, namely dPmsP =ms−1P Ω P , ∀s 1. This motivates the following
deﬁnition:
Deﬁnition 1.1. Let X be a curve on C as before. A closed singular point P of X is called a mild
singularity if it satisﬁes dPmsP =ms−1P Ω P , ∀s 1.
We have already seen that the ordinary multiple points are mild singularities. Next, we would like
to consider a particular class of singular curves.
Deﬁnition 1.2. A curve is called special singular if all its closed singular points satisfy the following:
the conductor of the local ring is equal to the maximal ideal.
Remark 1.3. By conductor of the local ring we understand conductor in its integral closure.
We know that the conductor of a local ring at a singular closed point is of the form
C = tc11 C{t1} × · · · × tcrr C{tr}
with ci > 0 and since the local ring of a special singular curve has the form C +⊕ri=1 tmii C{ti}, with
mi > 0, ∀i = 1, . . . , r, it is easy to see that such a curve has only mild singularities.
Remark 1.4. Consider an irreducible reduced singular curve X over C and choose a singular closed
point P . We denote by OX,P the local ring in P and O˜X,P its integral closure. Write P1, . . . , Pr the
points of the normalised curve X˜ of X which lie above P and for each point Pi , let C{ti} denote the
local analytic ring. Therefore, we have
O˜X,P =
r⊕
i=1
C{ti}.
We have seen previously that the conductor of OX,P (in its normalisation) must be of the form⊕s
i=1 t
mi
i C{ti} where each mi is a positive integer. The ring O˜X,P therefore contains the ring C +⊕s
i=1 t
mi
i C{ti}. We write OX,P ,− for the intersection of this subring with OX,P . Thus, we have
OX,P ,− = C ⊕ C
where C is the conductor of OX,P . Let X− denote the curve obtained from X by replacing each
singular local ring OX,P by the subring OX,P ,− . The natural morphism X → X− is ﬁnite and birational
and the composition X˜ → X → X− is the normalisation of X− . The above construction is the ‘best
approximation’ of X by a special singular curve X− which is ‘more’ singular.
We are now going to consider some cusps. We are looking for examples of singularities in (0,0).
Abusing notations, we write Ω and d for the ﬁber Ω(0,0) of the sheaf Ω in (0,0) and the local map
d(0,0) .
• Let X be a curve given locally by y2x− x4 = 0. Let R be the local ring at (0,0) and R˜ its integral
closure and let us show that the point (0,0) is a mild singularity. We have R˜ = C{t1} × C{t2} where
t1, t2 are local parameters. The image of the ring R in R˜ , still denoted by R , is generated by (0, t22)
and (t1, t32). In other words,
R = C + C(t1, t32)+ C(0, t22)+ t21C{t1} × t42C{t2}
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m = C(t1, t32)+ C(0, t22)+ t21C{t1} × t42C{t2}
and ms = ts1C{t1} × t2s2 C{t2} ∀s  2. When s − 1 2, the equality ms−1 = dms is clear. For s  2, we
notice that the R-module Ω is generated by (0, t2 dt2) and (dt1,3t22 dt2) and therefore, it suﬃces to
prove that f (0, t2 dt2) and f (dt1,3t22 dt2) belong to dR for any f ∈ R . When f is constant the result is
clear, so we can assume that f ∈m and the calculus easily shows that f (0, t2 dt2) and f (dt1,3t22 dt2)
belong to dm2. This gives the two equalities dR = Ω and dm2 =m and thus shows that the singularity
is mild.
• We consider a curve X locally given by C{t3, t7 + t8} and we denote by X˜ its normalisation.
Let R be the local ring of X in (0,0) and R˜ its integral closure, which is also the local ring of X˜
since (0,0) is a cusp. We are going to show that (0,0) is not a mild singularity. For this purpose, we
observe that the valuation of R˜ restricted to R provides a valuation on R . Moreover, the set of values
taken by the valuation of the elements of the maximal ideal m of R does not contain 11. We can
deﬁne a valuation on Ω by setting v( f dt) + 1 = v( f ) what implies v(df ) = v( f ) when f ∈m or, in
other words, when v( f ) > 0. Now we consider
h := 10t3 d(t7 + t8)− 7d(t3(t7 + t8)) ∈ Ω.
It is easy to see that v(h) = 11 and thus h /∈ dR since R does not contain any element of valuation 11.
This is an example of a curve where d is not surjective (locally in (0,0)), and we will see in the
next subsection that the kernel of a connection on such a curve X does not necessarily deﬁne a local
system. More generally, one can prove the following result:
Lemma 1.5. Let us consider a curve given locally by a ring R = C{ta, tb + tc} with gcd(a,b) = 1 and a < b.
Let V = {na + kb, (n,k) = (0,0)} be the set of values of the valuation of the elements of the maximal ideal m
of R, and assume a + c /∈ V . Then the map d is not surjective in (0,0).
The proof is straightforward using the assumptions on the valuations.
• We are now going to study a last example, a cusp given by the local ring R = C{t3, t5 + t7}. Let
m denotes its maximal ideal. The conductor is t8C{t} thus R contains any elements of valuation n for
n  8. This gives the ﬁrst equality Ω = dR . The other equalities dms = ms−1Ω are easily shown by
writing down ms for s 2 and this proves that (0,0) is a mild singularity.
This result can be generalised:
Lemma 1.6. Consider a curve given locally in a point P by R = C{ta, tb + tc} with gcd(a,b) = 1 and a < b. Let
V = {na + kb, (n,k) = (0,0)} denote the set of values of the elements of the valuation of the maximal ideal
m of R and let i ∈ Z such that I = tiC{t} is the conductor of R. Assume a + c  i then P is a mild singularity
of X .
1.2. Connections and local systems
Now that we understand the sheaf Ω better, we can state the following deﬁnition:
Deﬁnition 1.7. A connection of rank n on an irreducible projective reduced curve X of genus g > 0 is
a pair (V,∇) where V is a locally free sheaf of rank n over X and ∇ :V → Ω ⊗OX V is an additive
morphism of sheaves satisfying Leibniz’s rule. Precisely, this means that if U is an open of the curve
X and d denotes the canonical morphism d :OX → Ω , the map
∇(U ) :V(U ) → (Ω ⊗OX V)(U )
satisﬁes ∇(U )( f m) = d( f ) ⊗m+ f∇(m), for all f ∈ OX (U ), m ∈ V(U ), with d(U ) :OX (U ) → Ω(U ).
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sheaf of C-vector spaces which is locally isomorphic to the constant sheaf Cm . We observe that the
pullback s∗E of a local system E by the normalisation map s is a local system on the normalised
curve X˜ . Nonetheless, given a local system E˜ over X˜ , s∗ E˜ is a local system over X if and only if s is
bijective on the set of points. In other words, if the singularity has more that one point lying ‘above’
in the normalisation, s∗ E˜ is not a local system. We will come back to these questions in the next
section when we introduce the notion of level structures.
Before stating the main result of this section, we go back to the second example studied in the
previous subsection. The curve is given locally by C{t3, t7 + t8} and we have seen that the local map d
in (0,0) is not surjective (thus (0,0) is not a mild singularity). We are going to show that there exists
a connection on such a curve whose kernel is not a local system. For this purpose, let us consider the
R-module Re generated by a single element e and the local connection deﬁned by
∇ : Re → Ω ⊗ Re with ∇(e) = t10 dt ⊗ e
where Ω denotes again the ﬁber of this sheaf in (0,0). Then the equation ∇( f e) = 0 has no solution
for f ∈ R .
Indeed,
∇( f e) = f ′ dt ⊗ e + f t10 ⊗ e
so
∇( f e) = 0 ⇐⇒ f ′ + t10 f = 0.
This is only possible for v( f ) = 0 and v( f ′) = 10. Thus f can be written f = c(1 + h) with c ∈ C∗
and h ∈m and the equation is equivalent to
h′ + (1+ h)t10 = 0.
This implies v(h′) = 10 so v(h) = 11 (since h ∈ m) and this contradicts the fact that R does not
contain any element of valuation 11. We have thus seen that the kernel of the connection deﬁned
above is not a local system. This gives an example of a curve, with a non-mild singularity, over which
the categories of connections and local systems are not equivalent. The next theorem shows that a
suﬃcient condition for this equivalence to hold, is to restrict to curves with only mild singularities.
Theorem 1.8. Let us assume that the irreducible projective and reduced curve X has only mild singularities.
Then for any connection (M,∇) of rank n, the sheaf ker(∇,M) is a local system of rank n over X and this
gives an equivalence between the category of connections over X and the category of local systems on X.
Before proving the theorem, we make the following observations:
1. The statement of the proposition is a local one. In other words, for any closed point P of X , one
has to verify that the map
(MP ,∇P ) → ker(∇P ,MP )
is an equivalence between the category of local connections at P and the category of ﬁnite di-
mensional vector spaces over C. Recall that a local connection at P is a pair (MP ,∇P ) where
MP is a ﬁnitely generated free OX,P -module and ∇P :MP → Ω P ⊗OX,P MP satisﬁes the Leib-
niz rule. We work locally at a closed point P and we denote by F the functor given by
(MP ,∇P ) → ker(MP ,∇P ), where (MP ,∇P ) is a local connection at P . The inverse functor is given
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local connection
dP ⊗ 1V :OX,P ⊗C V → Ω P ⊗C V .
A local connection is called trivial if it is isomorphic to the latter. The local statement can
be stated in the following equivalent way: every local connection (MP ,∇P ) is trivial. We get
a criterion to determine whether a local connection is trivial or not by working with a ba-
sis of the module. Let MP have a free basis e1, . . . , en over OX,P , then ∇P is determined by
∇P (ei) =∑w jie j , for all i = 1, . . . ,n where w ji ∈ Ω P . Identify now MP with OnX,P using the
basis e1, . . . , en . Then ∇P is determined by
∇P (y) = dP (y) + (w ji)y, for all y ∈ Cn.
The local connection (MP ,∇P ) is isomorphic to a trivial connection if and only if there exists
an invertible matrix Y with coeﬃcients in OX,P such that dP Y + (w ji)Y = 0. A matrix Y of this
form is called a fundamental matrix. We note that the fundamental matrix is unique up to right
multiplication by an element of GLn(C).
2. If P is a regular point and t a local parameter then we can rewrite, locally at P , the connection
in the form
∇ d
dt
= d
dt
+ A(t) where A(t) ∈ Mn
(
C{t}).
It is known (see [2, Section 6.2, p. 162]) that ker( ddt + A(t),C{t}) has dimension n and thus
proves the required equivalence. Therefore we will only consider singular points in the proof of
the proposition.
3. If the point P is an ordinary multiple one, the result is clear. Indeed, we denote by X˜ the nor-
malisation of X , and P1, . . . , Pr are the points of X˜ above P . Fix some local parameters ti in Pi ,
then we have seen that the integral closure O˜X,P of OX,P is
O˜X,P = C{t1} × · · · × C{tr}.
If (MP ,∇P ) is a local connection, the differential equation ∇P = 0, considered as an equation in
the integral closure O˜P of OP is a direct sum of regular differential equations on C{ti} for all i,
each one having a solution vanishing at 0. Therefore, there is a unique solution B with coeﬃcients
in
t1C{t1} × · · · × trC{tr} ⊂ OX,P
with OX,P = {( f1, . . . , fr) ∈ C{t1} × · · · × C{tr}/ f1(0) = · · · = fr(0)}.
We are now able to start the proof of the theorem.
Proof of Theorem 1.8. Let (M,∇) be a connection of rank n on X . We work locally at a singular
closed point P of the curve and we denote by OX,P the local ring at P and by mP its maximal ideal.
From the observations made above, we know it suﬃces to ﬁnd a fundamental matrix Y satisfying
dP Y + (w ji)Y = 0.
To make sure it is invertible, we search a matrix of the form Id+ B , where B has coeﬃcients in mP . If
we ﬁnd such an invertible matrix, the set of solutions will indeed be a C-vector space of dimension
n and this will show that the kernel ker(∇P ,MP ) is isomorphic to Cn . By assumption, we have
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solve the following matrix equation:
dP (Id+ B) + dP A.(1+ B).
First we show that a solution B with entries in OˆX,P , where OˆX,P denotes the mP -adic completion
of OX,P , exists. This follows from the two statements:
1. B1 = −A satisﬁes
dP (Id+ B1) + dP A(Id+ B1) ≡ 0 modmPΩ P .
2. If the matrix Bs , with coeﬃcients in mP satisﬁes
dP (Id+ Bs) + dP A(Id+ Bs) ≡ 0 modmsPΩ P
then there exists a matrix B ′ with coeﬃcients in ms+1P such that
dP
(
Id+ Bs + B ′
)+ dP A(Id+ Bs + B ′)≡ 0 modms+1P Ω P .
If we denote by Bˆ the inductive limit of Bs , then Bˆ is a formal solution of the problem.
The proof of the ﬁrst statement is obvious. Let us show the second one. We look for B ′ satisfying
dP
(
B ′
)+ dP (Bs) + dP (A)(Id+ Bs + B ′)≡ 0 modms+1P Ω P
or equivalently
dP
(
B ′
)≡ −dP (Bs) − dP (A)(Id+ Bs) modms+1P Ω P
since dP (A)B ′ ∈ms+1P Ω P . We know that
−dP (Bs) − dP (A)(Id+ Bs) ∈msPΩ P
and by assumption dPm
s+1
P = msPΩ P so such a matrix B ′ exists. This ﬁnishes the proof of the ex-
istence of Bˆ . This matrix belongs a priori to Mn(OˆX,P ). We will show that in fact it belongs to
Mn(OX,P ), or in other words that its entries are convergent series. We will use the conductor of the
ring OX,P denoted by C . We saw earlier that if
OX,P ⊂ C{t1} × · · · × C{tr},
the conductor is of the form
C = tc11 C{t1} × · · · × tcrr C{tr}
with ci  1. On the other hand, we have
mP ⊂ t1C{t1} × · · · × trC{tr}
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coeﬃcients in mP satisfying dP Bk + dP A(1 + Bk) ∈ mkPΩ P . We want to produce a matrix M with
coeﬃcients in C such that
dP (Bk + M) + dP A(Id+ Bk + M) = 0
what can be rewritten
dPM + dP AM = −dP Bk − dP A(Id+ Bk).
Write M = tc11 M1 + · · · + tcrr Mr where the matrices Mi have coeﬃcients lying in C{ti}. Similarly, write
A = A1+· · ·+ Ar with Ai ∈ Mn(C{ti}), ∀i and the right-hand side can be written N1tc1dt1+· · ·+Nrtcrr
with Ni ∈ Mn(C{ti}), ∀i.
For every factor C{ti} of O˜X,P , we obtain an equation
dP t
ci
i Mi + dP Aitcii Mi = Nitcii dti .
After replacing dP by ddti and dividing by t
ci
i , one obtains
d
dti
Mi + cit−1i Mi +
d
dti
(Ai)Mi = Ni, ∀i.
These equations are singular regular and therefore any formal solution Mi is convergent (cf. for in-
stance [2, Propositions 3.12 and 3.42]). This ends the proof of the existence of a matrix B ∈ Mn(OX,P )
such that Id + B is a solution of the equation and this ﬁnishes to prove that the two categories are
equivalent. 
2. Connections with level structure on the normalisation
Recall that a local system of rank n on a curve X is given by a sheaf of C-vector spaces E , a cover
{Ui} of X and isomorphisms E|Ui  Cn . We consider an irreducible reduced projective and singular
curve X of genus g > 0. Let X˜ denote the normalisation of X and s : X˜ → X the desingularisation
map. The structural sheaves OX and O X˜ are seen as analytic sheaves.
Let F be a local system on X , then s∗F is a local system on X˜ . Moreover, s∗F comes together
with canonical isomorphisms on the ﬁbres. Conversely, under which condition a local system on X˜
gives a local system on X? Above each singular closed point Q i of X , there is a set Si of points
of X˜ . Given a local system E on X˜ we have (s∗E)Q i = E Pi,1 ⊕ · · · ⊕ E Pi,mi where Pi,1, . . . , Pi,mi are the
elements of Si . When #Si  2, we get a local system if we ﬁx isomorphisms between the summands
E Pi, j of the direct sum. When #Si = 1, that is to say when Q i is a cusp, we do not need to ﬁx any
isomorphism since we have (s∗E)Q i = E Pi1 . We will restrict ourselves to singular curves with only
multiple ordinary points.
From now on, we assume that for all i, Q i is an ordinary multiple point so the sets Si all satisfy
#Si  2 and moreover, the curve has only mild singularities. We know, thanks to Theorem 1.8, that
there is an equivalence of categories between local systems on X and connections on X .
Given a local system E on X˜ , s∗E can be seen as a local system on X if we provide E with a
collection of isomorphisms of C-vector spaces
ψ ij,k : E Pi, j
∼−→ E Pi,k ∀Pi, j, Pi,k ∈ Si such that ψ ij,k = ψ il,k ◦ ψ ij,l ∀i, j,k, l.
Equivalently, this collection is determined by the isomorphisms ψ ij, j+1 and this justiﬁes the following
deﬁnition:
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together with a collection of isomorphisms of C-vector spaces
ϕi j : E Pi, j
∼−→ E Pi, j+1 , 1 j mi, 1 i  r,
with Si = {Pi, j}1 jmi for all i = 1, . . . , r. Such an object will be denoted by (E, {ϕi j}).
We deﬁne the category of local systems on X˜ provided with level structure. A morphism between
two local systems on X˜ with level structure (E, {ϕi j}) and (F , {ψi j}) is a morphism of sheaves θ which
commutes with the level structure that is to say, such that the following diagram commutes for all
j = 1, . . . ,mi , i = 1, . . . , r
E Pi, j
θ
ϕi j
F Pi, j
ψi j
E Pi, j+1
θ
F Pi, j+1
where we write again θ for the induced morphism on the ﬁbres.
Let us see what this means in terms of connections. To a local system (E, {ϕi j}) on X˜ with level
structure, we can associate a connection (M,∇) on X˜ by letting
M := E ⊗C O X˜ .
We consider the isomorphisms associated to the points of Si . For all a,b ∈ Si , the isomorphism
Ea
∼→ Eb induces an isomorphism of O X˜ -modules:
Ma ∼−→ Mb
and then an isomorphism of C-vector spaces:
Ma/Ma
(−[a]) ∼−→ Mb/Mb(−[b])
where [a] denotes the divisor of multiplicity one with support reduced to the point a. These isomor-
phisms satisfy a transitivity property similar to the one above.
Deﬁnition 2.2. A connection on X˜ with level structure on (S1, . . . , Sr) is a connection (M,∇) and
isomorphisms of C-vector spaces
ϕi j :MPi, j/MPi, j
(−[Pi, j]) ∼−→ MPi, j+1/MPi, j+1(−[Pi, j+1]), 1 j mi, 1 i  r,
with Si = {Pi, j}1 jmi for all i = 1, . . . , r. Such an object will be denoted by (M,∇, {ϕi j}).
Remark 2.3. Given a closed point P of X˜ and a locally free sheaf M on X˜ , M(−[P ]) is by deﬁnition
M⊗O X˜ (−[P ]). If mP denotes the maximal ideal of O X˜,P , we have MP /MP (−[P ]) = MP /mPMP .
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A morphism from (M,∇, {ϕi j}) to (M′,∇′, {ϕi j}) is a morphism of connections θ :M → M′ such
that the following diagram commutes for all i = 1, . . . , r, j = 1, . . . ,mi :
MPij/MPij (−[Pij]) θ˜
ϕi j
M′Pij/M′Pij (−[Pij])
ϕ′i j
MPij+1/MPij+1(−[Pij+1])
θ˜
M′Pij+1/M′Pij+1(−[Pij+1])
The morphism θ˜ stands for the morphism induced by θ on the quotients. This category is equivalent
to the previous one as it is shown in the following proposition whose proof is easier than Theorem 1.8.
Proposition 2.4. The category of local systems on X˜ with level structure is equivalent to the category of con-
nections on X˜ with level structure.
Proof. We have seen above how to obtain a connection with level structure starting from a local
system with level structure. Conversely, given a connection (M,∇, {ϕi j}), we obtain a local system
on X˜ by setting E := ker(∇,M). Let us show now how to obtain the isomorphisms. To simplify
notations, we ﬁx some i ∈ [|1, r|] and two points a,b ∈ Si . We are given an isomorphism
ϕ :Ma/Ma
(−[a])→ Mb/Mb(−[b]).
Besides, we have Ea = ker(Ma,∇) ⊂ Ma and Ma maps surjectively into Ma/Ma(−[a]). The induced
map Ea → Ma/Ma(−[a]) is a natural isomorphism between Ea and Ma/Ma(−[a]). We can do the
same construction for b and the two natural isomorphisms composed with ϕ deﬁne an isomorphism
Ea
∼−→ Eb.
To prove that those two categories are equivalent, it remains to prove that the morphisms are com-
patible and this is clear. 
Write the divisors Di :=∑mij=1[Pi, j], 1 i  r. We then have the equivalent deﬁnition:
Deﬁnition 2.5. A connection on X˜ with level structure on (S1, . . . , Sr) is a connection (M,∇) to-
gether with a collection of isomorphisms of O X˜ -modules deﬁned up to multiplication by a non-zero
scalar
ϕi :O X˜/O X˜ (−Di) → M/M(−Di), 1 i  r,
with Si = {Pij} and Di =∑mij=1[Pij], for all i = 1, . . . , r.
Let us show that this deﬁnition is indeed equivalent to the previous one. We consider a collection
of isomorphisms of O X˜ -modules as above.
ϕi :O X˜/O X˜ (−Di) → M/M(−Di) =
mi⊕
j=1
M/M(−[Pij]), 1 i  r.
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(ai,1, . . . ,ai,mi ); because ϕi is an isomorphism, each ai, j is non-zero. We can thus deﬁne local iso-
morphisms
ϕi j :MPi, j/MPi, j
(−[Pi, j])→ MPi, j+1/MPi, j+1(−[Pi, j+1])
by letting ϕi j(ai, j) = ai, j+1, for all 1 i  r and 1 j mi . Let us show that it is well deﬁned, even
though the isomorphism ϕi is only deﬁned up to scalar multiplication for all i = 1, . . . , r. Assume
the image of the class of 1 is (λai,1, . . . , λai,mi ). We easily see that we deﬁne the same morphism by
asking ϕi j(λai, j) = λai, j+1.
Conversely, let us be given a collection of morphisms {ϕi, j}1 jmi ,1ir and let us construct the{ϕi}1ir . For this purpose, we choose for all i ∈ [|1, r|] an isomorphism C → M/M(−[Pi]) and
write ai,1 = θi(1), for all i ∈ [|1, r|]. Then, deﬁne
ϕ(1) := (ai,1,ϕi1(ai,1),ϕi,2 ◦ ϕi,1(ai,1), . . .).
This gives a well-deﬁned isomorphism and because it depends on the choice of θi , it is deﬁned up to
scalar multiplication. This shows that the two Deﬁnitions 2.2 and 2.5 are equivalent.
Let us make explicit the morphisms in the category of connections for the new Deﬁnition 2.5.
A morphism between two connections with level structure (M,∇, {ϕi}) and (M′,∇′, {ϕ′i }) is a col-
lection of morphisms of connections { f i} from (M,∇) to (M′,∇′) which commutes with the level
structure. More precisely, if we denote by f˜ i the induced map on the quotients, the following diagram
must be commutative, for all i = 1, . . . , r:
O X˜/O X˜ (−Di)
ϕ′i
ϕi
M1/M1(−Di)
f˜ i M2/M2(−Di)
The interest of introducing these level structures is that it enables us to work on the desingulari-
sation of a singular curve instead of the latter as shows the following proposition:
Proposition 2.6. Let X be an irreducible projective reduced curve with positive genus and with only mild
singularities. Let X˜ denote the normalisation of X and let Si denote the set of points of X˜ lying above each
singular closed point Q i of X . By assumption, #Si  2 and the sets Si are disjoint.
The following categories are equivalent:
1. Connections of rank n on X.
2. Local systems of rank n on X.
3. Local systems of rank n on X˜ with level structure on (S1, . . . , Sr).
4. Connections of rank n on X˜ with level structure on (S1, . . . , Sr).
This proposition will enable us in the next section to establish the Hecke correspondence for a
singular curve which has only multiple ordinary points by working on its normalisation.
Proof of Proposition 2.6. The equivalence of the ﬁrst two categories is given by Theorem 1.8 since X
only has mild singularities.
We want to show the equivalence between the categories 2 and 3. We deﬁne a functor F which
associates to a local system E on X a pair (s∗E, can) where can denotes the canonical level structure.
This clearly deﬁnes a functor between the two categories. Let us prove that it is essentially surjective.
Let (F , {ϕi}) be a local system on X˜ with level structure and of rank n. We search a local system E
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for any Pi, j ∈ Si , the following diagram commutes:
(s∗E)Pi, j
ψPi, j
can
F Pi, j
ϕi, j
(s∗E)Pi, j+1
ψPi, j+1
F Pi, j+1
where can denote the canonical isomorphism obtained by the isomorphisms
(
s∗E
)
Pi, j
 E Pi for all Pi, j ∈ Si and all i = 1, . . . , r.
We get such a locally constant sheaf E by setting
E(U ) = F (s−1(U ) ∩ X˜ \ {Pi, j, j = 1})
for any open set U of X . This deﬁnes a locally constant sheaf of rank n and we have E Pi = F Pi,1 , for
all i = 1, . . . , r, so (s∗E, can) ∼ (F , {ϕi}) and this ends the proof of the essential surjectivity.
Finally, let us show that if E1 and E2 are two given local systems on X , we have
Hom(E1, E2)  Hom
(F(E1),F(E2)).
The injectivity is clear so let us show it is surjective. Let
θ :
(
s∗E1, can
)→ (s∗E2, can)
be a morphism in the category, so we have a morphism θ : s∗E1 → s∗E2 such that θPi, j = θPi, j+1 , for all
i, j. We would like to deﬁne a morphism ψ between E1 and E2 by setting ψs(x) = θx : E1,s(x) → E2,s(x) .
This deﬁnes a morphism on each ﬁbre and we need to show that we can deﬁne a morphism on each
open sets. Let {Ui, j} be an open cover of X˜ with Ui, j ⊂ X˜ \ {Pl,k, (l,k) = (i, j)} and assume that each
open set is suﬃciently small to have the commutativity of the following diagram:
s∗E1(Ui, j)
Id
θ(Ui, j)
s∗E1(Ui, j+1)
θ(Ui, j+1)
s∗E2(Ui, j)
Id
s∗E2(Ui, j+1)
Moreover, we can choose the open sets Ui, j small enough in order to have s(Ui, j) = s(Ui,k), for all
j,k. Let Ui := s(Ui, j) for all j = 1, . . . ,mi and i = 1, . . . , r. This implies s∗E1(Ui, j) = E1(Ui). We then
deﬁne ψ(Ui) := θ(Uij) and this deﬁnes a morphism of sheaves between E1 and E2 what ends the
proof of the surjectivity.
We have thus shown that the categories 2 and 3 are equivalent. The equivalence between the
categories 3 and 4 has been proved in a previous proposition therefore we have proved the proposi-
tion. 
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In this section, the curves are considered as algebraic objects and the structural sheaves are thus
here algebraic sheaves. Moreover, the curves are supposed to be irreducible, projective and reduced
with positive genus.
To state the geometric correspondence, we need to ﬁnd what will play the role of the Picard
variety. The latter can be deﬁned in different ways and we will show that the object we are looking
for has the same property.
3.1. Special singular curves and generalised Jacobians
A way to deﬁne the Picard variety of a non-singular curve, is to consider it as the set of equivalence
classes of divisors. Before introducing an equivalence relation on divisors, we recall the construction
of singular curves associated to a set of divisors and the generalised Jacobian J D1,...,Dr associated to
this set of divisors. These generalised Jacobians are constructed in [4, Chapter V].
3.1.1. Facts on singular curves associated to a set of divisors
Recall that given a smooth connected projective curve Y with positive genus and a set of positive
divisors L1, . . . , Lr on Y with disjoint supports, one can construct a singular curve YL1,...,Lr , with Y
as its normalisation. We will not recall the construction of such a curve, which is detailed in [4,
Chapter IV, Section 1.3] and [3]. Essentially, the points of the support of the divisor Li are sent on one
point, say Q i , and the curve obtained is singular precisely at those points Q i .
We recall that a special singular curve satisﬁes the property that in each of its singular points, the
conductor of the local ring (in its integral closure) is equal to the maximal ideal. We observe that the
curve constructed above is a special singular curve and therefore has only mild singularities. We also
note that the curves YL1,...,Lr , when Li and r vary, are all the special singular curves which have Y as
normalisation.
With Serre’s notations, in the previous section, we had X˜D1,...,Dr = X with the restriction that the
divisors had multiplicities 1. Indeed, the divisor attached to an ordinary multiple point is of the form∑mi
j=1[Pi, j]. In this section, we do not need this restriction, thus we assume that X is a curve of the
form YD1,...,Dr where D1, . . . , Dr are positive divisors with disjoint supports and Y is a connected
projective non-singular curve with genus g > 0. To keep with the previous notations, we denote by X˜
its normalisation, instead of Y . Above each singular points Q i of X , by construction, lies the support
of Di (in X˜), that is to say {Pi,1, . . . , Pi,mi }. We can now state the results proved in [4, Chapter IV,
Section 2], about those special singular curves, namely generalised Riemann–Roch and Theorem 3.3
on the sheaf of differentials.
Theorem 3.1 (Generalised Riemann–Roch theorem). Recall that X is an irreducible reduced projective singular
curve of positive genus g, associated to a set of positive divisors D1, . . . , Dr , with Di =∑mij=1 nij P i, j , for all
i = 1, . . . , r. The normalisation map is denoted by s : X˜ → X and for all i = 1, . . . , r, {Pi,1, . . . , Pi,mi } is the
set of points of X˜ above the singular closed point Q i of X . Then, for any divisor M with support disjoint from
{Q 1, . . . , Qr}, we have
h1
(
X,OX (M)
)− h0(X,OX (M))= degM + 1− g + r − r∑
i=1
deg Di .
(Cf. [4, Theorem 1, Chapter IV, Section 2.6].)
Moreover, one can deﬁne the sheaf of regular differential forms on X :
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Q i if we have
mi∑
j=1
ResPij ( fω) = 0, ∀ f ∈ OX,Q i .
We denote by ΩX,Q the set of regular differential forms in a point Q which belongs to the singular
locus {Q 1, . . . , Qr} of X . This deﬁnes a coherent sheaf on X that we will denote by ΩX . If M is a
divisor of X˜ disjoint from S , where S denotes the set of points of X˜ above the singularities of X , let
ΩX (M)P =
{
Ω1
X˜
(M)P if P /∈ {Q 1, . . . , Qr},
ΩX,P if P = Q i for some i
what deﬁnes a sheaf ΩX (M) on X . There is a duality theorem like in the classical case:
Theorem 3.3. (See [4, Theorem 2, Chapter IV, Section 3.10].) Under the hypotheses from the previous theorem,
for any divisor M with support disjoint from {Q 1, . . . , Qr}, the vector space H0(X,ΩX (M)) is canonically
isomorphic to H1(X,OX (M)). Therefore, we have h1(X,OX (M)) = dimΩX (M).
The next corollary easily follows.
Corollary 3.4. Let M be a divisor on X with degree degM > 2g−2 andwith support disjoint from the singular
locus, then
h1
(
X,OX (M)
)= 0.
Proof. By the (classical) duality theorem, we have
H1
(
X˜,O X˜ (M)
) H0( X˜,Ω1
X˜
(M)
)
.
Moreover, when degM > 2g − 2, we have H1( X˜,O X˜ (M)) = 0 thus
H0
(
X,Ω1
X˜
)= 0.
But, by construction, we have
H0
(
X,ΩX (M)
)⊂ H0(X,Ω1
X˜
(M)
)= {0}
so H0(X,ΩX (M)) = {0} and we conclude the proof of the corollary by using Theorem 3.3. 
3.1.2. Equivalence relation associated to a collection of positive divisors
The Picard variety is sometimes identiﬁed with the classes of equivalence of divisors. We have the
same analogy for the generalised jacobian as we will see in this subsection.
We adapt the well-known result when there is only one divisor (see for instance [4, Chapter V] for
the detailed construction in this case).
Deﬁnition 3.5. Let X be, as before, an irreducible reduced projective singular curve of positive genus
associated to a set of positive divisors D1, . . . , Dr of its normalisation X˜ . We assume, as before, that
the divisors have disjoint supports, and we write Di =∑mij=1 nij P i, j , for all i = 1, . . . , r. Recall that by
construction, for all i = 1, . . . , r, the support {Pi,1, . . . , Pi,mi } of Di is the set of points of X˜ above the
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both with support disjoint from the singular locus:
M1 ∼ M2 ⇐⇒ ∃ f ∈ C(X)∗, M1 = M2 + ( f ) and f ≡ αi mod Di with αi ∈ C∗ ∀i.
Recall that f ≡ αi mod Di means v Pij ( f − αi) nij , for all j = 1, . . . ,mi . We write M for the equiva-
lence class containing M , modulo the D1, . . . , Dr-equivalence deﬁned above.
Let J D1,...,Dr denote the set of equivalence classes of divisors with support disjoint from the sin-
gular locus of X .
This set has clearly a group structure. Let us now determine the set of positive divisors equivalent
to a given one, for the equivalence relation deﬁned in Deﬁnition 3.5. The following proposition is
important since its corollary will be a central argument in the proof of Proposition 3.15.
Proposition 3.6. Let M be a divisor on X disjoint from the singular locus. The set of positive divisors equivalent
to M is in bijection with
PH0
(
X,OX (M)
) \ PH0
(
X˜,O X˜
(
M −
r∑
i=1
Di
))
.
Proof. Let M be a given divisor on X˜ with support disjoint from the set {Pij}1 jmi ,1ir of points
of X˜ above the set of singular points of X . Let us determine the set of positive divisors M ′ equivalent
to M . This will be done if we determine the set of functions g which satisfy (g) + M  0 outside
S and g ≡ αi for some αi ∈ C∗ , ∀i = 1, . . . , r. Such a function g belongs to the local rings OX,Q i
for all i. We recall that Q i is the point of X on which all the points of the support of Di are sent.
Therefore, we have g ∈ H0(X,OX (M)). Conversely, if g ∈ H0(X,OX (M)) and does not vanish on the
set {Q 1, . . . , Qr}, then the divisor M ′ := M + (g) is equivalent to M for Deﬁnition 3.5. The functions
of H0(X,OX (M)) which do not vanish {Q 1, . . . , Qr} are precisely the elements of H0( X˜,O X˜ (M −∑
i Di)), hence the result. 
Remark 3.7. The set PH0(X,OX (M)) \ PH0( X˜,O X˜ (M −
∑r
i=1 Di)) can be identiﬁed with the set
of non-zero elements h of the group H0( X˜,O X˜ (M)) such that h(Pij) = αi , for all i = 1, . . . , r,
j = 1, . . . ,mi with αi ∈ C∗.
We have the following corollary:
Corollary 3.8. Let M be a divisor of X˜ disjoint from the set S, where S denotes the set of points {Pij} of points
of X˜ above the set of singular points of X , and assume that M satisﬁes
degM > 2g − 2+
r∑
i=1
deg Di,
then there exists a positive divisor equivalent to M (for the equivalence relation 3.5).
Proof. Using the previous theorem, we only need to prove that the set
PH0
(
X,OX (M)
) \ PH0
(
X˜,O X˜
(
M −
r∑
Di
))
i=1
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Roch classical and generalised:
h0
(
X,OX (M)
)− h1(X,OX (M))= degM + 1−
(
g +
r∑
i=1
deg Di − r
)
,
h0
(
X˜,O X˜
(
M −
r∑
i=1
Di
))
− h1
(
X˜,O X˜
(
M −
r∑
i=1
Di
))
=
(
degM −
r∑
i=1
deg(Di)
)
+ 1− g.
Assume degM > 2g − 2 +∑ri=1 deg Di , then deg(M −∑ri=1 Di) > 2g − 2 since M is disjoint from S .
We therefore have
h1
(
X˜,O X˜
(
M −
r∑
i=1
Di
))
= 0.
Moreover, because the divisors Di are positive, we have degM > 2g − 2 and thanks to Corollary 3.4,
we get h1(X,OX (M)) = 0. Therefore
h0
(
X,OX (M)
)= degM + 1+ r − g − r∑
i=1
deg Di
and
h0
(
X˜,O X˜
(
M −
r∑
i=1
Di
))
= deg
(
M −
r∑
i=1
Di
)
+ 1− g = degM + 1− g −
r∑
i=1
deg Di .
Thus
h0
(
X,OX (M)
)− h0
(
X˜,O X˜
(
M −
r∑
i=1
Di
))
= r > 0
and this shows that the set is non-empty and thus that there exists a positive divisor equivalent
to M . 
3.2. Locally free sheaves with level structure
Now that we understand better this set of equivalence classes of divisors, we would like to see if,
as in the case of the Picard variety, we get the same set by considering classes of equivalence of line
bundles. We thus start by looking at line bundles over X˜ provided with a level structure and deﬁne
an equivalence relation on this set. We then show that the set F (D1, . . . , Dr) of equivalence classes
of line bundles with level structure is in bijection with J D1,...,Dr .
As in the previous section, we assume that the curve X has been constructed from a non-singular
connected projective curve X˜ with positive genus and a set of its positive divisors D1, . . . , Dr , with
disjoint supports.
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Deﬁnition 3.9. A locally free sheaf of rank 1 on X˜ with a level structure on D1, . . . , Dr is a pair
(L, {ϕi}ri=1) where L is a locally free sheaf of O X˜ -module of rank 1 over X˜ and
ϕi :O X˜/O X˜ (−Di) ∼−→ L/L(−Di), 1 i  r,
is an isomorphism of O X˜ -module deﬁned up to multiplication by a non-zero scalar for all i.
We deﬁne the category of locally free sheaves on X˜ with level structure by asking for a morphism
to commute with the level structure. More precisely, a morphism between two objects (L, {ϕi}) and
(L′, {ϕ′i }) is a collection of morphisms θi :L → L′ such that for all 1 i  r, there exists a choice of
ϕi and ϕ′i , up to multiplication by a non-zero scalar, such that the following diagram commutes:
O X˜/O X˜ (−Di)
ϕ′i
ϕi
L/L(−Di)
θ˜i L′/L′(−Di)
where θ˜i denotes the map induced by θi on the quotients. Note that
HomOX
(L,L′) C or {0},
thus the morphisms θi , for all 1  i  r, differ by a scalar. A morphism between two objects can
therefore be deﬁned by the data of a morphism θ :L → L′ and scalars α1, . . . ,αr such that there
exist a choice of ϕi and ϕ′i which make the diagrams
O X˜/O X˜ (−Di)
.αi
ϕi
O X˜/O X˜ (−Di)
ϕ′i
L/L(−Di) θ˜ L′/L′(−Di)
commute, 1 i  r.
Deﬁnition 3.10. Two locally free sheaves on X˜ provided with level structure, say (L, {ϕi}1ir) and
(L′, {ϕi}1ir), are equivalent if there exist isomorphisms of O X˜ -module θi :L
∼→ L′ such that for
all i, 1  i  r, one can choose ϕi and ϕ′i (up to multiplication by a non-zero scalar), such that the
following diagram commutes:
O X˜/O X˜ (−Di)
ϕ′i
ϕi
L/L(−Di)
θ˜i L′/L′(−Di)
where θ˜i denotes the map induced by θi on the quotients.
Remark 3.11. In other words, two objects are equivalent if there exists a morphism between those
two objects, given by an isomorphism between the sheaves.
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the set of equivalence classes.
Lemma 3.12. The set F (D1, . . . , Dr) is canonically an abelian group.
Proof. Consider two elements [L, {ϕi}] and [F , {ψi}] of F (D1, . . . , Dr). We would like to construct a
level structure on the sheaf L⊗O X˜ F , say {ϕi ∗ ψi}, that is to say a collection of isomorphisms
O X˜/O X˜ (−Di) ∼−→ (L ⊗O X˜ F)/
(L ⊗O X˜ F(−Di)),
for all i = 1, . . . , r. We are going to use the canonical isomorphism that exists between
L/L(−Di) ⊗O X˜ F/F(−Di)
and
(L ⊗O X˜ F)/
(L ⊗O X˜ F(−Di)).
The existence of such an isomorphism is clear by the deﬁnition F(−D) := F ⊗O X˜ O X˜ (−D). Moreover,
for all i, there is an isomorphism of O X˜ -modules, also canonical:
O X˜/O X˜ (−Di) ∼−→ O X˜/O X˜ (−Di) ⊗O X˜ O X˜/O X˜ (−Di),
h → h ⊗ 1.
We will denote by ϕi ∗ ψi the isomorphism obtained thus:
O X˜/O X˜ (−Di) can−−→ O X˜/O X˜ (−Di) ⊗O X˜ O X˜/O X˜ (−Di)
ϕi⊗ψi−−−→ L/L(−Di) ⊗O X˜ F/F(−Di) can−−→ L ⊗O X˜ F/L ⊗O X˜ F(−Di).
Let [L, {ϕi}] ∗ [F , {ψi}] = [L⊗O X˜ F , {ϕi ∗ ψi}].
It is easy to show that this map is well deﬁned, or equivalently, that it does not depend on the
choice of the representant of the class. This gives a law group on
F (D1, . . . , Dr) :=
{[L, {ϕi}],ϕi :L/L(−Di) ∼−→ O X˜/O X˜ (−Di)}
with [O X˜ , {Id}i] as neutral element. It is commutative because multiplication in O X˜ , and thus inO X˜/O X˜ (−Di), is commutative for all i = 1, . . . , r. 
We have a natural surjective morphism F (D1, . . . , Dr) → Pic X˜ and it is clear that it is a group
homomorphism.
Lemma 3.13. Recall that Di =∑mij=1 nij[Pij], 1  i  r. The group homomorphism F (D1, . . . , Dr) → Pic X˜
has kernel (C∗)
∑r
i=1(mi−1) × C
∑
i, j(nij−1) and the following sequence is thus exact
0→ (C∗)∑ri=1(mi−1) × C∑i, j ni j−1 → F (D1, . . . , Dr) → Pic X˜ → 0.
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where X has only ordinary multiple points for instance), then the exact sequence is simply
0→ (C∗)∑i(mi−1) → F (D1, . . . , Dr) → Pic X˜ → 0.
Proof of Lemma 3.13. To determine the kernel of the map, we need to determine in which cases we
have [O X˜ , {ϕi}] = [O X˜ , {ϕ′i }]. By deﬁnition, there exist automorphisms of O X˜ , given by the multipli-
cation by an element f i ∈ C( X˜)∗ . Since 1 is a global section of the sheaf O X˜ , f i must be an invertible
element of H0( X˜,O X˜ ) and therefore a non-zero constant αi . The commutativity of the diagram im-
plies that ϕi = αi .ϕ′i for all i = 1, . . . , r.
Now, we would like to determine the set {[O X˜ , {ϕi}i=1,...,r]}. To do so, we will show that each
morphism ϕi is deﬁned by an element of (C∗)mi−1 × C
∑mi
j=1(nij−1) what will show that an element
[O X˜ , {ϕi}] is determined by an element of (C∗)
∑r
i=1(mi−1) × (C)
∑
i, j(nij−1) , where Di =∑mij=1 nij[Pij],
for all i = 1, . . . , r.
It suﬃces to prove that each isomorphism ϕi is determined locally (in Pij for all 1 j mi) by an
invertible element of O X˜,Pij . We consider a cover U of X˜ such that for any Pij there exist U ∈ U and a
local parameter πi j in Pij with no singularity in U except Pij . The isomorphism ϕi is then determined
on U by the image of 1. The latter has the form a0 + a1πi j + · · · + ani−1πnij−1i j and because it is an
invertible element, we must have a0 ∈ C∗ . Moreover, because each isomorphism ϕi is deﬁned up to
scalar multiplication, we have shown that each ϕi is determined by an element of
mi∏
j=1
(
C
∗ × Cnij−1)/C∗ = (C∗)mi−1 × C∑mij=1(nij−1)
so the level structure is determined by an element of
r∏
i=1
((
C
∗)mi−1 × C∑mij=1(nij−1))= (C∗)∑ri=1(mi−1) × C∑i, j(nij−1)
and we have the bijection
{[O X˜ , {ϕi}],ϕi :O X˜/O X˜ (−Di)  ∼O X˜/O X˜ (−Di)} (C∗)∑ri=1(mi−1) × (C)∑i, j(nij−1). (1)
This yields the short exact sequence
0 → (C∗)∑ri=1(mi−1) × C∑i, j(nij−1) → F (D1, . . . , Dr) → Pic X˜ → 0. 
3.2.2. Identiﬁcation of F (D1, . . . , Dr) with J D1,...,Dr
In this section, we will show that the set F (D1, . . . , Dr) of equivalence classes of locally free
sheaves of rank 1 with level structure can be identiﬁed naturally to the set J D1,...,Dr of equivalence
classes of divisors, and thus that it is a natural candidate to play the role of the Picard variety.
Proposition 3.15. Assume that X is a singular curve constructed from a connected projective non-singular
curve X˜ and a set of its positive divisors D1, . . . , Dr , with disjoint supports. Let as before F (D1, . . . , Dr) denote
the set of equivalence classes of line bundles over X˜ provided with level structure and J D1,...,Dr the set of
equivalence classes of divisors of X˜ . Then there is a bijection
J D1,...,Dr → F (D1, . . . , Dr).
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ing M . Consider the map
J D1,...,Dr → F (D1, . . . , Dr),
M → [O X˜ (M),{ϕ(M)i}]
where for all i, ϕ(M)i denotes the canonical isomorphism:
O X˜ (M)/O X˜ (M − Di) ∼−→ O X˜/O X˜ (−Di)
given by the identity in the ﬁbres in Pij for all 1  j  mi (M and Di have disjoint supports by
hypothesis therefore the ﬁbres of the sheaves are identical in the Pij). This map is well deﬁned.
Indeed, if we have M = M ′ , then there exists f ∈ C(X)∗ , f ≡ αi mod Di for some αi ∈ C∗ and all
1 i  r thus f satisﬁes M ′ = M + ( f ). The following diagram is therefore commutative:
O X˜/O X˜ (−Di)
ϕ(M)i
ϕ(M ′)i
O X˜ (M)/O X˜ (M − Di)
.α−1i f O X˜ (M ′)/O X˜ (M ′ − Di)
where .α−1i f denotes the multiplication by α
−1
i f (in the quotients). The commutativity follows from
the fact that, for all 1 i  r, ϕ(M)i and ϕ(M ′)i are deﬁned as the identity in the ﬁbres and the fact
that we have α−1i f ≡ 1 mod Di . The map is thus well deﬁned. We can easily show that it is injective.
Indeed, if
[O X˜ (M),{ϕ(M)i}]= [O X˜(M ′),{ϕ(M ′)i}]
we know that there are isomorphisms given by some elements f i ∈ C(X)∗ such that the diagrams
commute for all i:
O X˜/O X˜ (−Di)
ϕ(M ′)i
ϕ(M)i
O X˜ (M)/O X˜ (M − Di)
. f i O X˜ (M ′)/O X˜ (M ′ − Di)
This yields f i ≡ 1 mod Di , for all i. We ﬁx the ﬁrst isomorphism f1 ∈ C(X)∗ . We know that there are
elements αi ∈ C(X)∗ for i = 2, . . . , r such that
f1 = αi f i, for all i = 2, . . . , r.
We therefore have f1 = αi mod Di for all i = 2, . . . , r and f1 ≡ 1 mod D1. On the other hand, we
have M ′ = M + ( f1) so the two divisors are equivalent and the map is therefore injective.
In order to prove the surjectivity, we use Corollary 3.8 and the result follows.
We have therefore proved that the set of equivalence classes of invertible sheaves with level
structure is in bijection with the set J D1,...,Dr . Moreover, it is clear that this map is in fact a group
morphism. 
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The aim of this section is to give a functorial approach. Indeed, the Picard variety of a non-singular
curve is the variety that represents the functor Pic. It is therefore natural to see if the jacobian variety
J D1,...,Dr represents a similar functor. As before, X denotes an irreducible projective reduced singular
curve of positive genus, constructed from a connected non-singular curve X˜ and a set {D1, . . . , Dr} of
its positive divisors with disjoint supports.
We deﬁne a functor from the category of schemes over C to the category of abelian schemes as
follows:
F(T ) = {(L, {ϕi}), L on X˜ ×C T }/ ∼
where L is an invertible sheaf on X˜ ×C T and
ϕi :O X˜×CT /O X˜ (−Di)OT → L/
(
(O X˜ (−Di)OT ) ⊗L
)
is an isomorphism of O X˜×CT -modules for all i = 1, . . . , r. Recall that if F and G are respectively two
sheaves on X and T , then F G denote the sheaf p∗1F ⊗O X˜×CT p
∗
2G on X˜ ×C T , where p1 and p2 are
the two natural projections.
Remark 3.16. Throughout this section the tensor products of sheaves are understood to be over
O X˜×CT . We will omit to specify it in order to simplify notations.
We consider the following equivalence relation:
(L, {ϕi}i=1,...,r)∼ (L′,{ϕ′i}i=1,...,r) ⇐⇒ there exists an invertible sheaf M on T
such that L = L′ ⊗ p∗2M and ϕi = ϕ′i ∗ ϕ(M)i, ∀i = 1, . . . , r,
where p2 denotes the second projection from X˜ ×C T to T . We are going to explain what we mean
by ∗ and ϕ(M)i .
We denote by IDi := O X˜ (−Di)OT the sheaf on O X˜×CT , for all i = 1, . . . , r. We have
p∗2M
IDi ⊗ p∗2M
= O X˜ M
(O X˜ (−Di)OT ) ⊗ (O X˜ M)
= O X˜ MO X˜ (−Di)M
for all i = 1, . . . , r. We write ϕ(M)i for the canonical isomorphism of O X˜×CT -modules
OX M
O X˜ (−Di)M
→ O X˜×CTIDi
obtained by tensoring by (O X˜ M)−1. The isomorphism ϕ′i ∗ ϕ(M)i is obtained as follows:
L′ ⊗ p∗2M
IDi ⊗ (L′ ⊗ p∗2M)
can−−→ L
′
IDi ⊗L′
⊗ p
∗
2M
IDi ⊗ p∗2M
ϕ′i⊗ϕ(M)i−−−−−−→ O X˜×CTIDi
⊗ O X˜×CTIDi
can−−→ O X˜×CTIDi
.
For any schemes T , let
Pic X˜ (T ) :=
{[L], L invertible sheaf on X˜ ×C T }
2326 C. Poirier / Journal of Algebra 324 (2010) 2305–2335where [L] denotes the equivalence class containing L for the following relation:
L1 ∼ L2 ⇐⇒ there exists M invertible on T such that L1 = L2 ⊗ p∗2M.
We write [L,ϕ] for the equivalence class containing (L,ϕ). We have the following natural map:
F(T ) → Pic X˜ (T ),
[L,ϕ] → [L]
which is clearly surjective and which has kernel
M(T ) = {[O X˜×CT , {ϕi}], with ϕi :O X˜×CT /IDi ∼−→ O X˜×CT /IDi , i = 1, . . . , r}.
We have the short exact sequence:
0→ M(T ) → F(T ) → PicX (T ) → 0
for all schemes T .
In order to show that the functor F is representable, we will consider an equivalent functor de-
ﬁned with the notion of rigidiﬁcation.
Hypothesis. To simplify notations, we will assume that we are in the case of a single divisor D :=
D1 =∑mi=1 ni[Pi] (in the previous notations, r = 1, D1 = D and m1 =m).
Deﬁnition 3.17. We choose a point P0 outside the support of D . We call rigidiﬁed line bundle with
level structure a tuple (L,ϕ,ψ) where L is a line bundle on X˜ , ϕ is a level structure, or in other
words an isomorphism of O X˜ -module
O X˜/O X˜ (−D) ∼−→ L/L(−D)
and ψ is an isomorphism of C-vector space
ψ :C → L/L(−[P0]).
Two tuples (L,ϕ,ψ) and (L′,ϕ′,ψ ′) are equivalent if there exists an isomorphism θ :L → L′
such that the two following diagrams commute:
O X˜/O X˜ (−D)
ϕ′
ϕ
L/L(−D) θ˜ L′/L′(−D)
and
C
ψ ′
ψ
L/L(−[P0]) θ˜ L′/L′(−[P0])
where we write as usual θ˜ for the map induced by θ on the quotients.
The above deﬁnes a functor G from the category of schemes over C to the category of abelian
groups. By deﬁnition, G(T ) is the set of equivalence classes of tuples (L,ϕ,ψ) where L is a line
bundle on X˜ ×C T , ϕ is an isomorphism of O X˜×CT -module
ϕ :O X˜× T /O X˜× T (−D × T ) → L/L(−D × T )C C
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ψ :OT → L/L
(−[P0] × T ).
Let us tell more precisely what we mean by −D × T . We have D =∑mi=1 ni[Pi] and we denote by
−D × T the divisor ∑mi=1(−ni){Pi} × T of X˜ ×C T . The deﬁnition of equivalence for tuples is just
the one above with X˜ replaced by X˜ ×C T . It is clear that the set of equivalence classes has a group
structure. Indeed, we consider, as previously, the tensor product of line bundles and use the natural
maps O X˜×CT ⊗ O X˜×CT → O X˜×CT and OT × OT → OT . It is obvious that the group obtained thus is
abelian.
Recall that the Picard functor, represented by the Picard variety Pic X˜ , can be deﬁned as follows.
Let T be a scheme on C, we denote by Pic X˜ (T ) the set of equivalence classes of rigidiﬁed lines
bundles, i.e., the pairs (L,ψ) where L is a line bundle on X˜ ×C T and ψ a rigidiﬁcation. We clearly
have a forgetful functor G → Pic X˜ . This will enable us to prove the representability of G , using the
representability of Pic X˜ . We have the following result:
Proposition 3.18. The functor G is representable by an abelian group scheme J(D) of ﬁnite type on C. More-
over we have an exact sequence of abelian group schemes
1 → (C∗)m × C∑mi=1(ni−1) → J (D) → Pic X˜ → 1
with D =∑mi=1 ni[Pi].
Proof. Let the rigidiﬁed line bundle (U ,ψU ) on X˜ × Pic X˜ denote the universal object for the func-
tor G . One considers the sheaf
Isom
(O X˜×Pic X˜/O X˜×Pic X˜ (−D × Pic X˜),U/U(−D × Pic X˜)),
where Isom means the set of isomorphisms over O X˜×Pic X˜ . Let p2 denote the second projection
p2 : X˜ × Pic X˜ → Pic X˜ . Let
A := p2∗
(O X˜×Pic X˜/O X˜×Pic X˜ (−D × Pic X˜))
and
B := p2∗
(U/U(−D × Pic X˜)).
Note that A is a coherent sheaf of commutative OPic X˜ -algebras on Pic X˜ . More explicitly, A is
isomorphic to OPic X˜ ⊗C H0( X˜,O X˜/O X˜ (−D)). Further the scheme on Pic X˜ associated to the sheaf
IsomOPic X˜ (A,A) is equal to the product Pic X˜ × ((C∗)m × C
∑m
i=1(ni−1)) as an abelian group scheme.
The direct image B of U/U(−D × Pic X˜) is a sheaf on Pic X˜ locally (for the Zariski topology)
isomorphic to A. Let S = IsomOPic X˜ (A,B) and let us prove that this sheaf is locally the product of an
open set of Pic X˜ with Aut(H0(O X˜/O X˜ (−D))) = (C∗)m × C
∑m
i=1(ni−1) . Choose a trivialisation of B. It
is given by an open cover {Z j} of Pic X˜ and a set of O|Z j -isomorphisms
α j :A|Z j → B|Z j .
The restriction S|Z j of S = IsomOPic X˜ (A,B) to Z j is isomorphic (via α j) to
IsomO ˜ (A|Z j ,A|Z j )Pic X
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∑m
i=1(ni−1))× Z j . We thus have the required local property. These
schemes are glued above Z j ∩ Zk by the isomorphisms
((
C
∗)m × C∑mi=1(ni−1))× (Z j ∩ Zk) → ((C∗)m × C∑mi=1(ni−1))× (Z j ∩ Zk)
of the form (m, z) → (α−1k α j ·m, z). Let J (D) → Pic X˜ be the geometric bundle corresponding to S .
Thus, this application is a ﬁbration of ﬁbre
(
C
∗)m × C∑mi=1(ni−1).
The construction of J (D) easily implies that J (D) is abelian scheme. The exact sequence of the
proposition is also evident. It remains to verify that J (D) represents G . For an element (L,ϕ,ψ) ∈
G(T ) we ﬁnd a unique morphism g : T → Pic X˜ such that g∗(U ,ψU ) is isomorphic (in a unique way)
to (L,ψ). Now we want to construct a map T → J (D) using the level structure ϕ . First choose
a reﬁnement of {Z j}, say {W j}, which trivialises the universal bundle U . For any open W j , ﬁx an
isomorphism ψi :U/U(−D×Pic X˜). Let Ti := g−1(Wi) and consider the pullback g|∗Tiψi . For any t ∈ Ti ,
the two isomorphisms ϕt and (g|∗Tiψi)t are equal up to an element αi(t) of Aut(H0(X,O X˜/O X˜ (−D))).
This deﬁnes a map
Ti → Wi × Aut
(
H0
(
X,O X˜/O X˜ (−D)
))
given by t → (g(t),αi(t)) and it is clear that we can glue these local functions to obtain a map T →
J (D). This proves the representability of the functor G and thus ends the proof of the proposition. 
Corollary 3.19. The morphism J (D) → Pic X˜ is a ﬁbration with ﬁbre (C∗)m × C
∑m
i=1(ni−1) .
Proof. The result is clear by the construction of J (D) given in the previous proof. 
Remark 3.20.
1. Moreover, we can easily show that we have J D  J (D)/C∗ , where J D is the set of equivalence
classes of line bundles with level structure on a curve deﬁned by a unique divisor D deﬁned in
Section 3.1.2. Indeed, the choice of the rigidiﬁcation is determined by an element of C∗ and the
kernel of the map from J (D) to J D given by (L,ϕ,ψ) → (L,ϕ) is therefore C∗ .
2. We also note that we have J (D)  J D+[P0] . In other words, the rigidiﬁcation is equivalent to
adding a ﬁxed point P0 to the support of the divisor.
3. We now assume that we have a collection of positive divisors D1, . . . , Dr as before, with
Di =∑mij=1 nij[Pij] and disjoint supports. Let D =∑ri=1 Di . We clearly have a map from J (D)
to J D1,...,Dr . It is obtained by ‘cutting’ the level structure ϕ in a tuple (L,ϕ,ψ) in r level struc-
tures ϕi for each divisors Di . The map is clearly surjective and the kernel is (C∗)r . Therefore we
have
J D1,...,Dr  J (D1 + · · · + Dr)/
(
C
∗)r
and the functor F associated to the line bundles with level structure is represented by J D1,...,Dr .
4. In general, we can ﬁx any algebraic subgroup H of (C∗)m ×C
∑m
i=1(ni−1) and observe that J (D)/H
represents rigidiﬁed line bundles with a level structure and the equivalence relation associated
to H .
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In this ﬁnal step, we prove that the generalised jacobian, that can be seen as a set of equivalence
classes or as the variety representing a natural functor associated to invertible sheaves with level
structures, is in fact canonically isomorphic to the jacobian variety of the singular curve.
We start by showing the following result:
Proposition 3.21. Let X denote an irreducible reduced projective singular curve constructed from a set
{D1, . . . , Dr} of positive divisors with disjoint supports of a connected non-singular curve X˜ of positive genus.
Then the Picard variety (or Jacobian variety) of the singular curve X is canonically isomorphic to J D1,...,Dr .
Proof. Let s : X˜ → X denote the normalisation of the curve X . For convenience we consider only line
bundles on X (and omit families). We are going to construct a bijection between the set of isomorphic
classes of line bundles on X and the set J D1,...,Dr of equivalence classes of line bundles on X˜ with
level structure.
Suppose we are given a line bundle L on X . We consider the pullback M := s∗L of L and we
want to construct a level structure on M. Let Q i be the singular point on X corresponding to Di , that
is to say that the points of the support of Di are the points of X˜ above the singular point Q i of X .
Let Ui be a small enough open neighbourhood of Q i such that Ui does not contain any other singular
point and such that L|Ui = OUi e for some element e. Then e is unique up to an element of OUi (Ui)∗ .
Let Vi = s−1(Ui), then M|Vi is generated by e over OVi . The generator e induces an isomorphism
ϕi :O X˜/O X˜ (−Di) = OVi/OVi (−Di) → M/M(−Di)
of O X˜ -modules, which is unique up to an element of C∗ . The isomorphisms ϕi provide M with a
level structure {ϕi}1ir and we send the class [L] of L to the equivalence class containing (M, {ϕi}).
This map is well deﬁned. Indeed, assume we have [L] = [L′] and denote M and M′ the pull-
backs of L and L′ . By hypothesis, there is an isomorphism θ :L ∼→ L′ and therefore an isomorphism
between the restrictions L|Ui and L|Ui which leads to an isomorphism between M|Vi and M′|Vi . By
construction we have
O X˜/O X˜ (−Di)
ϕ′i
ϕi
M/M(−Di) θ˜ M′/M′(−Di)
what shows that [M, {ϕi}] = [M, {ϕ′i }].
We now construct the inverse map. Assume we are given a line bundle M on X˜ with a level
structure
ϕi :O X˜/O X˜ (−Di) → M/M(−Di).
One deﬁnes a line bundle L ⊂ s∗M on X as follows. The restriction of L to the regular locus
of X (which is |X \ {Q 1, . . . , Qr}| = | X˜ \ {Pij}1 jmi ,1ir |) is simply the restriction of s∗M to
the same open set, namely to |X \ {Q 1, . . . , Qr}|. For a singular point Q i one chooses a small
enough open neighbourhood Ui and one imposes that the generator of L|Ui over OUi is the im-
age ϕi(1) ∈ M/M(−Di)(s−1(Ui)) of the section 1 pushed forward by s∗ to X . This choice of a
generator is made modulo OUi (Ui)
∗ . Let us show that this map is well deﬁned. Assume we have
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sumption there exist isomorphisms θi :M → M′ such that the following diagram commutes for all
1 i  r:
O X˜/O X˜ (−Di)
ϕ′i
ϕi
M/M(−Di)
θ˜i M′/M′(−Di)
therefore we have ϕi(1) = θi ◦ ϕ′i (1) and therefore we have L|Ui  L′|Ui for all 1 i  r and the line
bundles are thus isomorphic. The above shows that the functor associated to line bundles on X is
isomorphic to the one associated to J D1,...,Dr . 
Remark 3.22. Proposition 3.21 justiﬁes the introduction of vector bundles on X˜ with level structure
in the preimage of the singularities.
The result given in Proposition 3.21, combined with the fact that any curve can be approximated
by a special singular curve (cf. Remark 1.4) enables us to have an explicit description of the Jacobian
of a curve:
Corollary 3.23. Let X be an irreducible projective reduced singular curve with positive genus and write its nor-
malisation X˜ . Then there is a positive divisor D =∑mi=1 ni[Pi] on X˜ (with support disjoint from the preimages
of the singular points of X) and an algebraic subgroup H of (C∗)m ×C
∑m
i=1(ni−1) such that J (D)/H represents
the functor associated to the line bundles on X.
Proof. This follows from Proposition 3.21 and the observation that there exist a set of positive divisors
D1, . . . , Dr and a ﬁnite birational morphism
X → X˜D1,...,Dr
which gives an approximation of the singular curve by a special singular curve X˜D1,...,Dr (cf. Re-
mark 3.1). This curve is ‘more’ singular than X and has the same normalisation X˜ than X . Recall that
the curve X˜D1,...,Dr is constructed from X˜ by sending all the points of the support of each Di on a
point Q i (cf. [4, Chapter IV, Section 1.4]). This result enables us to write the Jacobian variety of X as
a quotient of J D1,...,Dr by an abelian group. Write D =
∑r
i=1 Di . It now suﬃces to use the result of
the third point of Remark 3.20 namely:
J D1+···+Dr/
(
C
∗)r  J D1,...,Dr
to conclude. 
Example. Let D1, . . . , Dr denote positive divisors with disjoint support and such that for all i, Di =∑mi
j=1[Pij] (i.e. all the multiplicities are equal to 1) and each has degree at least 2. This is equivalent
to asking for the curve X˜D1,...,Dr to have only r singularities, each one being an ordinary multiple
point. Then the Picard variety J D1,...,Dr of X˜D1,...,Dr is an extension of Pic X˜ by (C
∗)
∑r
i=1(mi−1) and
this is the result we had in Lemma 3.13 and the remark that follows.
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4.1. Statement
We are now ready to state the Hecke correspondence for singular curves. We have seen that we
need to restrict to a singular curve with mild singularities in order to have an equivalence between
the categories of local systems and connections (see Section 1). In order to work on the normalisation
of the curve, we have seen in Section 2 that we need to restrict to curves with ordinary multiple
points. This situation is a particular case of the one studied in Section 3, namely the case when
the divisors have all their multiplicities equal to 1 (and thus Di =∑mij=1[Pi, j]). The results of the
second section cannot be generalised to any special singular curves because the notion of local system
with level structure is not well deﬁned in this case (whereas the deﬁnition of connection with level
structure holds).
From now on, we suppose that X is an irreducible reduced projective curve over C with genus
g > 0 and only ordinary multiple points in its singularities. We consider X provided with its analytic
structure. The curve X˜ is its normalisation and we have shown that the category of local systems on
X is equivalent to the category of local systems on X˜ provided with level structure. We have proved
a similar result for connections. As before, for all i = 1, . . . , r, denote Di with Di =∑mij=1[Pij] the
divisor associated to the set of points of X˜ above a singular point Q i of X .
Write S = {Pi, j}1 jmi ,1ir and let J D1,...,Dr denote as before the set of equivalence classes of
locally constant sheaves of rank 1 on X˜ provided with a level structure associated to those divisors.
It is on this set that we will establish the Hecke correspondence. Recall that this set satisﬁes the
following exact sequence
1→ (C∗)∑ri=1(mi−1) → J D1,...,Dr → Pic X˜ → 1
here seen as an analytic sequence. The set J D1,...,Dr is provided with a natural analytic structure.
Write Hecke1(T ) for the set of tuples ((L, {ϕi}i=1,...,r), (L′, {ϕ′i }i=1,...,r), x), where x ∈ ( X˜ \ S) and
(L, {ϕi}i=1,...,r), (L′, {ϕ′i }i=1,...,r) are line bundles over X˜ ×C T provided with level structure and satis-
fying
L/L′  O X˜×CT /O X˜×CT
(−[x× T ])
and the line bundles L and L′ have the same level structure.
As the classical case, one can deﬁne a stack Hecke1 over the category SchC of schemes
over C such that for any scheme T over C, Hecke1(T ) is the set of tuples as deﬁned above.
We will only consider the C-points Hecke1(C) of this stack to state and prove the correspon-
dence. To simplify notations, we denote by Hecke1 this set of C-points, which corresponds to
the set of tuples ((L, {ϕi}i=1,...,r), (L′, {ϕ′i }i=1,...,r), x), where x is a closed point of X˜ \ S and
(L, {ϕi}i=1,...,r), (L′, {ϕ′i }i=1,...,r) are line bundles over X˜ provided with level structure and satisfy-
ing
L/L′  O X˜/O X˜
(−[x]).
Moreover, we ask for the two line bundles L and L′ to have the same level structure. This last
condition can be written
{ϕi}i=1,...,r =
{
ϕ′i
}
i=1,...,r .
Let us explain what we mean by the equality {ϕi}i=1,...,r = {ϕ′i }i=1,...,r . First note that the isomorphismL/L′  O X˜/O X˜ (−[x]) imposes L′ = L(−[x]). Besides, the line bundles L and L(−[x]) have the same
ﬁbres in all the points of S = {Pi, j}1 jmi ,1ir because x does not belong to S . For all i = 1, . . . , r,
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the ﬁbres of the points of the support of Di . It therefore makes sense to ask for the collection of
isomorphisms to be equal.
We have two natural projections q1 :Hecke1 → ( X˜ \ S)× J D1,...,Dr and q2 :Hecke1 → J D1,...,Dr given
by
q1 :
((L, {ϕi}i=1,...,r), (L′,{ϕ′i}i=1,...,r), x) → ((L′,{ϕ′i}i=1,...,r), x)
and
q2 :
((L, {ϕi}i=1,...,r), (L′,{ϕ′i}i=1,...,r), x) → (L, {ϕi}i=1,...,r).
Note that, since the isomorphism L/L′  O X˜/O X˜ (−[x]) imposes L′ = L(−[x]), the triples of Hecke1
are actually of the form
((L, {ϕi}1ir), (L(−[x]), {ϕi}1ir), x).
We are thus able to deﬁne explicitly all the maps appearing in the Hecke correspondence:
Deﬁnition 4.1 (Hecke correspondence). Consider the following diagrams
Hecke1
q1 q2
( X˜ \ S) × J D1,...,Dr
H
J D1,...,Dr
The map H is deﬁned by
H
(
x,
(L, {ϕi}i=1,...,r))= (L([x]), {ϕi}i=1,...,r).
This is the Hecke correspondence.
Remark 4.2. Since we work on line bundles, only the ﬁrst Hecke correspondence Hecke1 exists.
Theorem 4.3. Let (V,∇, {ϕi}i=1,...,r) be a rank 1 connection on X˜ with level structure. There exists a connec-
tion (K,∇K) of rank 1 on J D1,...,Dr which satisﬁes H∗K  V| X˜\S K (isomorphism of connections).
Recall that V| X˜\S K = p∗1V| X˜\S ⊗( X˜\S)× J D1,...,Dr p
∗
2K where p1 and p2 denote respectively the ﬁrst
and the second natural projections from the product ( X˜ \ S) × J D1,...,Dr to ( X˜ \ S) and J D1,...,Dr . For
any integer k ∈ Z, write J kD1,...,Dr for the set of equivalence classes of line bundles of degree k and
denote Hk the restriction
Hk : ( X˜ \ S) × JkD1,...,Dr → Jk+1D1,...,Dr .
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We have shown in Lemma 3.13 that the following short (analytic) sequence is exact:
0→ (C∗)N → J D1,...,Dr → Pic X˜ → 0
where N :=∑ri=1(mi − 1). We want to use the equivalence of category between connections and
representations of the fundamental group. We observe that the ﬁbration J D1,...,Dr → Pic X˜ (cf. Corol-
lary 3.19) restricted to line bundles of degree 0 gives us the short exact sequence
0→ (C∗)N → J0D1,...,Dr → Pic0 X˜ → 0.
The latter gives a long exact sequence of homotopy groups and since both π0((C∗)N ) and π2(Pic0 X˜)
are trivial, we get a short exact sequence:
0→ π1
((
C
∗)N)→ π1( J0D1,...,Dr )→ π1(Pic0 X˜)→ 0.
Moreover, for any integer k, we have on the one hand π1( J0D1,...,Dr )  π1( J kD1,...,Dr ) and on the other
hand π1(Pic
0 X˜)  π1(Pick X˜). Thus for any k we have
0→ π1
((
C
∗)N)→ π1( JkD1,...,Dr )→ π1(Pick X˜)→ 0.
This exact sequence is the key of the proof. The idea is to construct a connection on each ends of
the sequence, and deduce a connection on the middle term J kD1,...,Dr . The last step is possible in
our situation because the sequence is split. Indeed, we note that π1((C∗)N )  ZN and π1(Pick X˜) =
π1( X˜)ab  Z2g where g is the genus of the curve X therefore we have
0 → ZN → π1
(
JkD1,...,Dr
)→ Z2g → 0
and because π1( J kD1,...,Dr ) is abelian, this implies π1( J
k
D1,...,Dr
)  Z2g+N thus a representation of
π1( J kD1,...,Dr ) can easily be deﬁned with a representation of π1((C
∗)N ) and a representation of
π1(Pic X˜).
The ﬁrst step is to construct a representation of π1(Pic X˜). By the equivalence of category, it suf-
ﬁces to construct a connection on Pic X˜ . For this, we forget about the level structure and consider the
connection (V,∇). We have the following lemma:
Lemma 4.4. Let X˜ be a connected, projective non-singular curve with genus g > 0 and let h : X˜ × Pic X˜ →
Pic X˜, given by h(x, [L]) = [L([x])]. Let [L] denote the equivalence class of line bundles containing L.
Let (V,∇) be a rank 1 connection on X˜ . Then there exists a unique (integrable) connection (M,∇M) of
rank 1 on Pic X˜ satisfying h∗M  V M, where the isomorphism denotes an isomorphism of connections.
Proof. See [1] for the proof of the Gm-case without singularities. 
Applying the previous lemma to (V,∇) (where we forgot the level structure), we get the existence
of a connection (M,∇M) of rank 1 on Pic X˜ satisfying
h∗M  V M
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h∗| M = V|( X˜\S) M
with h| := h|
( X˜\S)×Pic X˜ .
This connection corresponds to a (unique) representation
ρM :π1(Pic X˜) → C∗
satisfying
ρM ◦ h˜|  ρM ⊗ μ|
where μ| stands for the representation associated to (V,∇)| X˜\S and h˜| is the map induced by h|
between the π1. We denote by ρkM the representation of π1(Pic
k X˜) induced by ρM . It is clear that
such a representation veriﬁes
ρk+1M ◦ h˜|  ρkM ⊗ μ|
where we still write h˜| for the map h˜| :π1( X˜ \ S) × π1(Pick X˜) → π1(Pick+1 X˜).
The second step is to construct a representation of π1((C∗)N ). We observe that we have a natural
representation of π1((C∗)N ) given by the level structure. Indeed, there exists a divisor  disjoint from
D1, . . . , Dr and such that the two line bundles V and O X˜ () are equivalent. It is easy to construct
a level structure {ψi}i=1,...,r such that the two line bundles with level structure (V, {ϕi}i=1,...,r) and
(O X˜ (), {ψi}i=1,...,r) are equivalent. The level structure {ψi}i=1,...,r on O X˜ () gives a natural level
structure on O X˜ which we write again {ψi}i=1,...,r . The sheaf with level structure (O X˜ , {ψi}i=1,...,r)
is in the kernel of J D1,...,Dr → Pic X˜ , and therefore corresponds to a unique element (α1, . . . ,αN) of
(C∗)N . We deﬁne a representation μ of π1((C∗)N ) as follows:
ρ(C∗)N :π1
((
C
∗)N) ZN → C∗, μ((n1, . . . ,nN ))= αn11 . . . αnNN .
We are now able to deﬁne a representation ηk of π1( J kD1,...,Dr ). Consider the representation of
π1( J kD1,...,Dr ) obtained by taking the tensor product of the two representations ρ(C∗)N and ρ
k
M:
ηk := ρ(C∗)N ⊗ ρkM.
We check that this representation satisﬁes
ηk+1 ◦ H˜k  μ ⊗ ηk
where H˜k denotes the map induced by Hk on the fundamental groups. Now deﬁne η := (ηk)k∈Z . This
representation of π1( J D1,...,Dr )
k veriﬁes
η ◦ H˜  μ ⊗ η
where H˜ is the map induced by H on the fundamental groups. We denote by (K,∇K) the connection
on J D1,...,Dr corresponding to η. This connection satisﬁes the required property and the theorem is
therefore proved.
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