Abstract. We establish the existence and robustness of layered, time-periodic solutions to a reaction-diffusion equation in a bounded domain in R n , when the diffusion coefficient is sufficiently small and the reaction term is periodic in time and bistable in the state variable. Our results suggest that these patterned, oscillatory solutions are stable and locally unique. The location of the internal layers is characterized through a periodic traveling wave problem for a related one-dimensional reaction-diffusion equation. This one-dimensional problem is of independent interest and for this we establish the existence and uniqueness of a heteroclinic solution which, in constant-velocity moving coodinates, is periodic in time. Furthermore, we prove that the manifold of translates of this solution is globally exponentially asymptotically stable.
Introduction
In this paper, we are concerned with two distinct, but strongly related problems involving bistable time-periodic nonlinearities: A traveling wave problem for a onedimensional equation, and a multidimensional singular perturbation problem of reaction-diffusion type.
Reaction-diffusion equations with small diffusivity arise naturally in the modeling of many physical and biological phenomena. Often, as with phase transition and genotype models, two competing stable states are present. As a result of the bistability, patterns are generated wherein the solution in different regions of the domain takes on values close to one or the other of the two stable states. As a result of the small diffusivity (the singular perturbation nature of the equation) the patterns become well-defined, the solution changing sharply between the two stable states within a thin zone. This thin zone becomes a hypersurface as the diffusivity vanishes and is approximated by an intermediate level surface of the solution, which we call the interface.
The interfaces which form the pattern evolve with time and we wish to understand their motion and the configurations which ultimately develop. We also wish to determine the fine structure of the transition across the interface. The transition occurs rapidly in the direction normal to the interface and so, in rescaled coordinates, is essentially one-dimensional.
At a given location the transition profile and its speed of propagation is governed by a traveling wave problem for a reaction-diffusion equation on the real line obtained through the rescaling. The traveling wave problem is of independent interest and, in the autonomous case, has a substantial history. However, the presence of periodic forcing, which has physical relevance, introduces significant difficulties and requires us to develop a new approach. This analysis occupies a large portion of this paper. We establish existence, uniqueness and global stability of traveling wave solutions for a general class of bistable time-periodic nonlinearities.
The traveling wave solutions to the one-dimensional problem are then employed to construct sub-and super-solutions to the higher-dimensional equation. The construction shows the development of interfaces and provides estimates for their speed of propagation, thereby establishing the existence of patterned solutions as asymptotic states.
Since the results for the multidimensional reaction-diffusion equation depend on results for the one-dimensional traveling wave problem, we first discuss the onedimensional equation.
The traveling wave problem. We consider the asymptotic behavior, as t → ∞, of the solutions of the following problem:
where f (·, t) is bistable, f(u, ·) is T -periodic, i.e. f (u, T + t) = f(u, t) for all u, t ∈ R, and g is an arbitrary bounded function having certain asymptotic behavior as z → ±∞. A typical example of f is the cubic potential f = (1 − u 2 )(2u − γ(t)) where γ(·) ∈ (−2, 2) is T -periodic.
We claim that the long-time behavior of solutions of (1.1) is governed by periodic traveling wave solutions of (1.1a), that is, solutions which have the form
u(z, t) = U(z − ct, t), U(·, t + T ) = U(·, t)
where c is some real number. In other words, a wave with speed c, which, when viewed from the standpoint of the moving coordinate frame (i.e. in ξ := z − ct), has a profile which oscillates periodically in time. We first establish the existence and uniqueness of such a solution for a class of non-linear potentials f . In the following theorems we assume that f satisfies the structure hypotheses: (H1) There exists T > 0 such that f (u, t) = f(u, t + T ) for all (u, t) ∈ R 2 ; (H2) The period map P (α) := w(α, T ), where w(α, t) is the solution to w t = f (w, t) ∀t ∈ R, w(α, 0) = α ∈ R, (1.2) has exactly three fixed points α − , α 0 , α + satisfying α − < α 0 < α + . In addition, they are non-degenerate and α ± are stable, i.e., (
1.4)
In addition, (c, U ) has the following properties: 1. For each t, U (·, t) is monotonic; that is, U ξ (·, ·) > 0 in R × R; 2. U exponentially approaches its limits as ξ → ±∞; in fact, there exist positive constants C and β such that
We also relate the long-time behavior of the solution to (1.1) for a class of initial data g, with this periodic traveling wave.
Theorem 1.2. Under the assumption that f (u, t) ∈ C
2,1 (R × R) satisfies (H1) and (H2) the mainfold M := {U (z + ·, ·) : z ∈ R 
where z g and C g are real numbers depending on g whereas µ is a positive number independent of g.
With the information provided by the above theorems we can now give a characterization of spatially robust patterns with oscillating amplitude generated by a periodic bistable reaction-diffusion equation with small diffusivity.
The singular perturbation problem. Consider the Neumann boundary value problem:
where Ω is a bounded domain in R N (N ≥ 1) with C 1 boundary ∂Ω. Here we assume that, for every x ∈Ω, F (x; ·, ·) satisfies the conditions placed upon f in the previous theorems. We are concerned with the existence of patterned structures given by solutions of (1.7), as ε 0. We establish the following theorem:
and that for each x ∈Ω, f (·, ·) := F (x; ·, ·) satisfies (H1) and (H2) where T is independent of x. Denote by α ± (x) and α 0 (x) the fixed points of the period map associated with f (·, ·) = F (x; ·, ·) given in (H2) and by c(x) the corresponding traveling wave speed given by Theorem 1.1. Define, for each ρ > 0,
Then, there exist positive constants µ and ε 0 such that for all ε ∈ (0, ε 0 ], there exists a solution u ε of (1.7) satisfying
where w(α, t) = w(x; α, t) is the solution to (1.2).
In addition to such solutions existing we can say something about their local uniqueness, in an asymptotic sense. The second condition in (1.9) says that u ε is "strongly patterned" in the sense that it has large amplitude transitions between the two stable states, and these transitions occur across a fairly narrow and welldefined region within Ω. The following theorem essentially says that any solution which is "weakly patterned" must actually have sharp interfaces as given in the previous theorem. 
Theorem 1.4. Under the assumptions above for any solution
where the limit is uniform in
Our technique of using sub-and super-solutions may also be used to show that the patterns are robust. In fact, if an initial function has an interface within ∂Ω ± ε µ , then that interface must move until (1.9) holds (see Theorem 4.4 and Remark 4.5).
To put the above singular perturbation problem and the associated traveling wave problem into historical context we mention a few works which have had significant impact on developments in this field and have influenced us in particular. We do not however intend to provide an exhaustive list of related work.
There is a vast literature on the traveling wave problem (1.4) in the autonomous case (f independent of t), with the two prototypical nonlinearities being of Fishertype (u(1 − u)) or bistable (u(1 − u)(u − γ) with 0 < γ < 1.) Such problems were introduced in the classic works of Fisher [15] and Kolmogorov-Petrovski-Piscounov [23] in 1937. There have been numerous contributions since, including the important contribution by Kanel [22] and the celebrated papers of Fife & McLeod [12, 13, 14] which settled most issues in great generality. Since that time there have of course been some refinements and many applications of these results. The new difficulty in our periodic case is that phase plane techniques are no longer available. The impact of this is most evident on the existence issue, but it also impinges on the techniques used to establish uniqueness. Periodicity also excludes variational techniques which, in the autonomous case, have been employed for establishing stability. Because of all these reasons, our approach had to be different from those mentioned above. In fact, our method is similar to that of Berestycki & Nirenberg [7] . The uniqueness part of our theorem above is very general; in particular it does not presuppose monotonicity of the wave.
We should mention that another class of periodic solutions to autonomous reaction-diffusion equations, rotating wave solutions, that is, those which are periodic both in space and time, have been studied by several authors. We refer to Angenent & Fiedler [4] , Gardner [17] and the references therein. That type of solution is quite different from those we study here and, as far as we can tell, unrelated to patterns in singularly perturbed reaction-diffusion equations.
The singular perturbation problem (1.7), but autonomous with respect to t, also has a substantial history. Again the nonlinearities are typically of the form m(x)u(1 − u) (Fisher) or u(1 − u)(u − γ(x)) (bistable.) For the bistable case in a one-dimensional domain, Angenent, Mallet-Paret, and Peletier [5] characterized the limits of all stable solutions as ε → 0. They showed that these may have layers only where γ(x) = 1/2 and that the transition must be in the appropriate direction according to the sign of γ (x). Stable solutions with any collection of such transitions exist. Independently, Fuji and Nishiura [16] obtained related results (see also [1] and [2] ). The question of existence of stationary layered solutions to the autonomous bistable singular perturbation problem in higher dimensional domains was settled in the 70's in the paper of Fife & Greenlee [10] by employing, in a rigorous way, the method of formal asymptotic expansions. They obtained stationary solutions with interfaces tending to the locations where γ(x) = 1/2 as ε → 0. Quite recently, del Pino [25] revisited the Fife-Greenlee problem and gave an elegant solution which, in particular, does not require the smoothness of the interface Γ := {x ∈Ω : c(x) = 0}, and simultaneously allows this set to intersect ∂Ω. Our treatment of (1.7) is close in spirit to del Pino's work, which we extend to the periodic setting. Although we do not prove this here, we suspect that the convergence in (1.11) is exponential in ε, as suggested by the approach of Bardi & Parthame [6] .
To explain (1.11), we would like to mention the results of Chen [8] (in N dimensions) and Fife & Hsiao [11] (in one dimension): If F (x; u, ε −1 τ ) does not vary in τ very rapidly (τ = εt), then starting with "roughly layered" initial data, the solution of (1.7a), (1.7b) becomes layered in O(| ln ε|) time (in the t-time); i.e., there exist regions
is a thin region connecting the states α + (x, 0) and α − (x, 0). Here α
Thereafter, the α 0 (x, τ ) level-set of u ε moves with normal velocity εc(x, τ ) (in the t-time) where c(x, τ ) is the traveling wave speed for the autonomous potential f (·) = F (x; ·, ε −1 τ). Since in the current case c(x, τ ) oscillates rapidly (with period εT ), Chen's result cannot be applied here. On the other hand, a certain homogenization should provide an "averaged" speedc(x). Our Theorem 1.1 suggests that the average speed can be obtained by solving (1.4) . Therefore, the α 0 level-set of u ε will eventually settle down near {x :c(x) = 0}; in other words, "layered" periodic solutions of (1.7) should have the property stated in Theorem 1.3.
For Fisher-type nonlinearities,
, related results were obtained by Dancer & Hess [9] , following earlier work by Alikakos and Hess [3] . The main result in [9] is that if ξ(x) is the average over the period of m(x, t), then any family of T-periodic solutions u ε with values in (0, 1) converges to the characteristic function of the set {x : ξ(x) > 0} as ε → 0. The proof is based on two abstract properties: strong monotonicity and the structure characterized by two equilibria connected by a family of sub-or supersolutions. The bistable case is considerably harder.
We would like to mention, in passing, two questions we consider of interest, although we did not pursue them in the present paper. One is the characterization of all solutions of (1.7), which satisfy (1.11) since our result suggests but does not prove local uniqueness of such solutions for ε > 0 but small. For one dimensional bounded Ω, if one assumes, in addition to the assumptions in Theorem 1.3, that F x > 0, then it can be shown that when ε is sufficiently small, a non-trivial (not identically constant) and stable T-periodic solution of (1.7) is unique, therefore satisfies (1.11).
The other question concerns the stability of a general solution u ε of (1.7). Stability is decided by the sign of the principle eigenvalue for the eigenvalue problem
in Ω,
Hess [21] developed the relevant theory for this kind of eigenvalue problem but here a more detailed knowledge of F u (x; u ε , t) is needed. Before we close this section, we would like to comment on the possibility of constructing solutions in closed form for the periodic problem (1.4) out of solutions of the autonomous problem when f has a particular form. Assume that
where a(t) = t 0 γ(τ) dτ and Ψ is determined by
Then one can easily verify that U solves (1.4). Note that if p = 1 − u 2 and γ(t) is a constant function, then (1.4) is autonomous and the traveling wave solution so constructed is known as Huxley's traveling wave and one can compute it explicitly [18, p. 130] . It is even more remarkable that the profile of U is independent of γ(·). This is an algebraic fact specific to potentials of the form (1.12).
In order to see that the traveling wave so constructed is unique in the case that f is bistable, we now verify that f in (1.12) satisfies the assumption of Theorem 1.1 provided that p (·) < 0 in (−1, 1) and
To this end, we consider the more general form f = p(u)q(u, t) where p and q are smooth functions satisfying
First we notice that, for this f , w(±1, t) ≡ ±1 are exact solutions of (1.2). In
Hence, ±1 are stable fixed points of the period map P .
Next we observe that f < 0 for u ∈ (1, ∞) and f > 0 for u ∈ (−∞, −1), so that P (α) < α for α > 1 and P (α) > α for α < −1. That is, P has no fixed point in (−∞, −1) ∪ (1, ∞).
Finally, for every α ∈ (−1, 1), we have w(α, ·) ∈ (−1, 1), and
. Hence, if P (α) := w(α, T ) = α, then P (α) > 1. That is, in (−1, 1), P has exactly one fixed point. Therefore, f satisfies (H1) and (H2) and so from Theorem 1.1 we know that the traveling wave constructed above for the case of (1.12) is the unique globally attracting solution of (1.4).
Similarly for the higher dimensional problem (1.7), if
Consequently, in this special case, interfaces for solutions to (1.7) will move with normal velocity explicitly given to first order by εc(x).
Traveling wave problem
In this section, we shall prove the first theorem of the previous section, breaking it up into smaller parts. To begin, we show uniqueness of the traveling wave solution through a squeezing argument using sub-and super-solutions. These are built from horizontal and vertical translates of traveling waves, the amount of the translations evolving with time. Then we establish certain properties of solutions, not only to more fully understand their structure, but also as an aid to proving stability later. Following this we prove the existence of the traveling wave, first obtaining approximations on bounded intervals and then taking the limit as the interval expands to become the whole line. Proof. Let (c, U ) and (c,Ū ) be any two solutions of (1.4). We shall prove that c =c and U =Ū in several steps. Without loss of generality, we assume thatc ≤ c.
Step
, and all positive integers k. Since the Poincaré map P (α) is monotonic and has only three fixed points with α ± being stable,
for all ξ ∈ R and t > 0. Applying the strong maximum principle and using the periodicity of U and W ± , we then conclude that
The same estimate holds also forŪ .
Step 2. Define
Since f ∈ C 2,1 and one can show that U (±∞, t) = W ± (t) uniformly for t ∈ [0, T ], both δ 0 and ξ 0 are well-defined.
For
Step 3. SinceŪ (±∞, t) = W ± (t), there exists a large positive constantẑ 0 such that
Using the periodicity ofŪ and U , and the definition of U
In a similar manner, we can show that for all z ≥ẑ 0 and all ξ ∈ (−∞,
Recalling that a ± (T ) < 1, we must have δẑ 0 = 0. In summary,
Step 4. From (2.5) and a comparison principle, we haveŪ (ξ −ẑ 0 + (c −c)t, t) ≤ U (ξ, t) for all (ξ, t) ∈ R×[0, ∞). Consequently, by the periodicity, for every positive integer k,
Sending k to ∞ and noticing thatc ≤ c andŪ (∞, 0) = α + > α 0 , we conclude that c = c.
Step 5. Define
Then, by (2.5), z 0 is well-defined and is finite. We claim thatŪ (ξ − z 0 , 0) = U (ξ, 0) for all ξ. Assume that this is not true. Then by a strong maximum principle and periodicity (recalling thatc = c),
and all z ∈ [z 0 , ∞). Now let ε > 0 be a positive constant sufficiently small such that (2.3) holds forẑ 0 := z 0 − ε. Then proceed as in Step 3 to conclude that
Thus by the definition of z 0 ,ẑ 0 ≥ z 0 , which is impossible. Thus, we must haveŪ (ξ − z 0 , 0) = U (ξ, 0) for all ξ ∈ R.
Step 6. We now show that z 0 in Step 5 is zero. In fact, from the definition of z 0 and strong maximum principle, we have thatŪ (1.4) . Then the following holds:
Proof. (1) From
Step 6 of the proof of Theorem 2.1, we know that U ξ ≥ 0. Hence, applying a strong maximum principle for the equation satisfied by 6) where
By the definition of ν
Since U is bounded by W − and W + , by Taylor's Theorem,
We shall find super-solutions of (2.6) to estimate v M .
For simplicity we write β for β + and ν for ν + . Calculation shows
Using the definition of β, we have that −β 2 − cβ + ν = 0 and 4β
by the definition of δ 1 and the constraint on δ 2 . Therefore, for every δ 2 ∈ (0,
Then by the definition of M ,δ 2 is well defined. In addition, noticing that
, by the definition ofδ 2 , we must haveδ 2 = 0. Hence, 
where g is any element in the function class X M defined by 
There exist constants
Consequently, for any g ∈ X M , there exists a unique c
There exists a unique g
(2.8)
Proof.
(1) Though f is nonlinear so that the solution of (2.7) may blow up, the property of g in X M and a comparison principle yield the a priori estimate W − (t) < V (ξ, t) < W + (t) for any (ξ, t) ∈ Q M . Hence, (2.7) admits a unique solution V = V (g, c; ξ, t). Since the a priori estimate implies that V ξ ≥ 0 at ξ = ±M, the assumption g ξ ≥ 0 and the maximum principle for the equation satisfied by V ξ then immediately yield
and V c = 0 on the parabolic boundary of Q M ; it then follows that V c > 0 in Q M . This establishes the first assertion.
(2) Let W (ξ, t) (depending on M ) be any fixed function having the following properties:
Since α − < α 0 < α + , such a function can be easily constructed. For example, pick any monotonic function ζ(ξ) satisfying
with sufficiently large K will satisfy all the properties needed. Define
Then one can verify that when c = C + (M ), W is a sub-solution of (2.7a), (2.7b) and
This proves the existence of C + (M ). The existence of C − (M ) can be shown by a similar construction.
Recall that for any fixed g ∈ X M , V (g, c; 0, T ) is strictly monotonic in c ∈ R. By the properties of C ± (M ), there exists a unique
The second assertion of the lemma thus follows.
(3) For every g ∈ X M define a mapping T : Now we shall find estimates for the solution to (2.8) which are independent of M so that we can take the limit as M → ∞ to obtain a solution of (1.4). The basic idea is to use the following comparison principle. 
Lemma 2.4. Let M ≥ 1 be any fixed constant and (V
M , C M ) be the solution to (2.8). 1. If (V ,c) satisfies   V t −V ξξ −cV ξ − f (V , t) ≤ 0, (ξ, t) ∈ Q M , V (±M, t) ≤ W ± (t) ∀ t ∈ [0, T ],V (0, 0) ≥ α 0 , V (ξ, 0) ≤V (ξ, T ), ξ ∈[−M, M ], (2.9) then C M ≤c. 2. IfV satisfies   V t −V ξξ − C MV ξ − f (V , t) ≤ 0, (ξ, t) ∈ [0, M] × [0, T ], V (M, t) ≤ W + (t),V (0, t) ≤ V M (0, t), ∀ t ∈ [0, T ], V (ξ, 0) ≤ max{α 0 ,V (ξ, T )}, ξ ∈[0, M], (2.10) thenV ≤ V M in [0, M] × [0, T ].
Proof. (1) Assume for contradiction that
C M >c. Then, since V M ξ > 0 in Q M , Lc(V M ) := (V M ) t − V M ξξ −cV M ξ − f (V M , t) = (C M −c)V M ξ > 0 in Q M . Define m 0 = inf{m ∈ (−2M, 2M ) : V M (ξ, 0) >V (ξ − m, 0) in (−M, M ) ∩ (m − M, m + M ) }. Since V M (M, 0) = α + >V (−M, 0) and V M (0, 0) = α 0 ≤V (0, 0), m 0 ∈ [0, 2M ). In addition, there exists ξ 0 ∈ Ω M m0 := (m 0 − M, M ) such that V M (ξ 0 , 0) = V (ξ 0 − m 0 , 0). Notice that the boundary conditions of V M andV imply that on the parabolic boundary of Ω M m0 × (0, T ], V M (ξ, t) ≥V (ξ − m 0 ,
t). Hence, applying a comparison principle to the functions
where ξ 0 is a constant such that ζ(ξ 0 ) =
Similarly, one can establish the lower bound of C M , thereby completing the proof of the lemma. 
Existence of a periodic traveling wave. Theorem 2.6. Problem (1.4) admits a unique solution (U, c), which can be obtained by taking the limit, as M → ∞, in the solution
We shall use Lemma 2.4 (2) to show that U * is non-trivial.
For any δ 1 > 0, letŵ(α, t) be the solution tô 
whereŵ is evaluated at (ζ(εξ), t). We want to show L
by considering two cases:
− Cε < 0 if we take ε small enough.
In the second case, with ε fixed as above, let s :
In summary, there exist ε > 0 and
, and therefore U * cannot be trivial. This completes the proof of Theorem 2.6.
Stability of the traveling waves
In this section we study the asymptotic behavior, as t → ∞, for the initial value problem (1.1) for a large class of initial conditions g, and we prove Theorem 1.2. The analysis can be naturally divided into two parts. In the first part one shows that a solution develops, after some time, a wave-like profile. In the second part, one shows that the solution converges exponentially in time to a translate of the traveling wave solution constructed in Section 2. The result in the second part is local in nature and can be deduced from very general facts on exponential stability with asymptotic phase of invariant manifolds, established long ago by Henry [18] in the context of reaction-diffusion equations, and known before that in the context of ODE's (Hale [19] ). We will, for the convenience of the reader who may be unfamiliar with these ideas, present a different self-contained approach. On the other hand, the general abstract method in Henry [18] , together with the necesssary spectral theory, is natural in this problem and we include that approach in the Appendix. One of the benefits of the abstract approach, besides conceptual clarity, is the identification of the best exponent µ in (1.6).
In the sequel, we shall denote by U g (ξ, t) the solution of
where c is the speed of the unique traveling wave solution of (1.4). Clearly, the
. We shall consider the evolution of a general "vaguely resembling front" (i.e., g satisfying (1.5) ) in several stages.
Short time evolution of "vaguely resembling fronts".
Lemma 3.1. Let (c, U ) be the solution of (1.4) and let U g (ξ, t) be the solution of (3.1) for g ∈ L ∞ (R).
If there exist constants α
then for any ε > 0, there exist a positive numberẑ and a positive integerk such that (1.5) , then for every ε > 0, there exist a positive numberẑ = z(ε, g) and a positive integerk =k(ε, g) such that
, and w 2 (t) = w(α 2 , t) where w(α, t) is the solution of (1.2). Definê
. The same computation as in the proof of Lemma 2.5 shows that
The first assertion of the lemma thus follows from the fact that lim k→∞ w 2 (kT + t) = W − (t), lim k→∞ w 1 (kT + t) = W + (t). (2) The second assertion follows from (1) and a similar estimate on the lower bound of the solution.
Lemma 3.1 (2) reveals that a "vaguely resembling wave front" evolves into a "resembling wave front" (i.e., close to W ± (t) for ξ near ±∞) after a certain time. We now study its subsequent evolution.
Evolution of "resembling wave fronts".
Lemma 3.2.
1. There exist positive constants ε 0 , K 0 , ρ 0 such that if for some
2. There exists a positive constant
Proof. We need only prove (1) since (2) is a direct consequence of (1). Without loss of generality, we assume thatẑ = 0. Let ν ± , a ± (t), δ 0 , ξ 0 be as in (2.1) and (2.2). Let ζ(s) be any C 2 (R) function satisfying
. It follows that as t → ∞, a ± (t) and A(·, t) C 0 (R) approach zero exponentially fast, and B(t) is uniformly bounded. We take ε 0 = δ 0 /(2KB(∞)). We want to show that
Now we claim that L c V ≥ 0 for all ε ∈ (0, ε 0 ]. We consider three cases:
In the first case, ζ = 1,
c V ≥ 0 in the second case. In the third case, i.e., ξ ∈ [−ξ 0 , ξ 0 ], we have that
On the other hand, we have that
The assertion of the lemma thus follows.
The first part of Lemma 3.2 (1) shows that a "resembling wave front" preserves this structure uniformly for all t ∈ (0, ∞). We now show that this forces convergence to a translate of the traveling wave.
3.3. Nonlinear stability of the traveling wave.
Proof. By Lemmas 3.1 and 3.2 (1), there exist a positive integerk and a large numberẑ such that for all (ξ, t) ∈ R × [kT, ∞),
Clearly, h ≥ U (· + z g , 0). By translation if necessary, we can, without loss of generality, assume that z g = 0. We claim that h(·) = U(·, 0). Assume that this is not true. Then, by the strong maximum principle, U h (·, T ) > U(·, 0). Letξ be a large constant such thatδ :
if we take J large enough. Thus, by Lemma 3.2 (1),
Sending t → ∞ along an appropriate sequence we deduce that
by the definition ofδ. But this contradicts the definition of z g . Hence, we must have h(·) = U(· + z g , 0). The assertion of the lemma thus follows from Lemma 3.2 (2).
Linear exponential stability of the traveling wave.
To complete the proof of Theorem 1.2, we first establish the exponential stability of the linearized equation of (1.1) near the traveling wave (c, U ).
For each ψ ∈ L ∞ (R), we define v(ψ; ξ, t) as the solution to the linear problem
Notice that LU ξ = 0.
Lemma 3.4. There exists a constant
In addition, there exists z ψ ∈ R such that
Proof. Let A(ξ, t), B(t), and K be as in (3.4)-(3.6). Define
Performing the same calculation as in the proof of Lemma 3.2, we have that 
We now want to show that for some z ψ ∈ R, h(·) = z ψ U ξ (·, 0).
To this end, let
Clearly, |z * | ≤ KB(∞) ψ . We want to show that h = z * U ξ (·, 0). By working with ψ − z * U ξ if necessary, we can without loss of generality, assume that z * = 0, so that h ≥ 0. We use a contradiction argument. Assume that h ≡ 0. Then, by the strong maximum principle, v(h; ·, T ) > 0 so that there exists
for some J large enough. Consequently, by the comparison principle, for any t ≥ 0,
Hence, taking t = k j T − k J T − T and sending j to ∞, we have that
by the definition ofξ. Therefore, h(·) ≥ ε 2 U ξ (·, 0), which contradicts the definition of z * . Hence, we must have h ≡ 0. The second assertion of the lemma thus follows from the first. Now for each ψ ∈ L ∞ (R), we define
Since LU ξ = 0, one can see that for any positive integer k,
where
Lemma 3.5.
is a bounded sequence in C 0 (R) and lim j→∞ ψ j = 0 uniformly in every compact subset of R, then
2. There exists a large integer k * such that
Proof. (1) For every ε > 0, letk be a constant such that max{a + (kT ), a − (kT )} ≤ ε. Since lim j→∞ ψ j = 0 uniformly in every compact subset of R, there exists J > 0 such that
Hence, comparing v(ψ j ; ξ, t) with a
, respectively, we have that
This proves the first assertion of the lemma. such that
is a bounded sequence in C 1 (R), we can find a subsequence {k j } ∞ j=1 and a function h such that as j → ∞, k j → ∞ and
is a bounded sequence in C 1 (R), so we can select a subsequence, which we still denote by {k j } such that T ψ kj →ψ uniformly in every compact subset of R, for someψ ∈ C 1 (R). Therefore,
by the first assertion of the lemma. Since by Lemma 3.4,
for someẑ ∈ R, we must have h =ẑU ξ (·, 0), which, by the assumption R hU ξ = 0, yields h ≡ 0. This contradicts the assumption that h = 1. Hence, there exists a positive integer k * such that (3.12) holds. 
Proof. By Lemma 3.3, we can assume that g(·) − U (·, 0) is sufficiently small for our purposes.
Let k * be as in Lemma 3.5. Then by parabolic estimates [24] , there exists a constant C(k * ) such that
From this, one can easily derive the assertion of the theorem. Details are omitted.
The singular perturbation problem
Now we study the singular perturbation problem (1.7). For each fixed x ∈Ω, we denote by w(x; α, t) the solution of (1.2) with f (·, ·) = F(x; ·, ·), by α + (x), α 0 (x), and α − (x) the three fixed points of the period return map P (x; ·) := w(x; ·, T ), and by W ± (x; t) and W 0 (x; t) the corresponding functions w(x; α ± (x), t) and w(x; α 0 (x), t). Also, we denote by (c(x), U(x, ξ, t)) the traveling wave solution of (1.4) with f (u, t) = F (x; u, t). For any ρ > 0, we define
Finally, we denote by B(x, R) the ball in R N centered at x with radius R. For brevity, we write v, w in place of max{ v , w }. Other similarly abbreviated notation will also be used.
In the sequel ε is a positive constant as small as we wish and C is a generic positive constant independent of ε.
We first consider the following initial value problem, for u = u(g; x, t):
We assume that g is bounded and write
Since P (x; α) < α when α > α + (x) and P (x; α) > α when α < α − (x), M is finite. In the sequel, the norm of F is always taken on
We begin by constructing two super-solutions based on those constructed in [8] . The corresponding sub-solutions can be constructed in an analogous way but this is omitted here.
The first super-solution, obtained by modifying w(x; g(x), t), deals with arbitrary initial data with no "sharp" layer; i.e., it deals with the time stage of "generation of interfaces" (cf. [8] ).
For any small positive δ (which may depend on ε), let F δ be a modification of F such that F δ has the following properties:
where C is independent of δ. Such F δ can be obtained by modifying F + (2) We refine the upper bound near y. We still take k 1 = 1 3µ1T | ln ε| but we take δ = 8M The assertion of the theorem thus follows.
To see how the region {x : |u(g; x, t)−W ± (x, t)| ≤ ε µ } expands, we now construct the second super-solution dealing with the "propagation of interfaces" (cf. [8] ).
For any fixed x ∈Ω, let (c δ (x), U δ (x, ξ, t)) be the traveling wave solution to ∀ξ > 0;
Here C is a positive constant independent of δ. We claim that ∂ ∂n d(z; x) := ζ x − z |x − z| · n(x) ≥ 0 ∀ z ∈ Ω ε 1/3 , x ∈ ∂Ω, (4.8) where n(x) is the outward unit normal to ∂Ω at x. In fact, when |x−z| ≥ 5ε 1/3 , ζ = 0, so that the claim automatically holds. When |x − z| ≤ 5ε 1/3 , since dist(z, ∂Ω) ≥ ε 1/3 and ∂Ω ∈ C 1 , the line segment from z to x intersects ∂Ω only at the end point x, so that (x − z) · n(x) ≥ 0. Hence, (4.8) holds.
In the following, C is taken to be greater than the previous C's in this section and also greater than 6. 
