In this article, we are interested in developing an alternative estimation method of the parameters of the hybrid log-Poisson regression model. In our previous paper, we have proposed a hybrid log-Poisson regression model where we have derived the analytical expression of the fuzzy parameters. We found that the hybrid model provide better results than the classical log-Poisson regression model according to the mean square error prediction and the goodness of fit index. However, nowhere we have taken into account the optimal value of ℎ( −cut) which is of greatest importance in fuzzy regressions literature. In this paper, we provide an alternative estimation method of our hybrid model using a quadratic optimization program and the optimized ℎ−value ( −cut). The expected value of fuzzy number is used as a defuzzification procedure to move from fuzzy values to crisp values. We perform the hybrid model with the alternative estimation we are suggesting on two different numerical data to predict incremental payments in loss reserving. From the mean square error prediction, we prove that the alternative estimation of the new hybrid model with an optimized ℎ−value predicts incremental payments better than the classical log-Poisson regression model as well as the same hybrid model with analytical estimation of parameters. Hence we have optimized the outstanding loss reserves.
Introduction
"An important role of a non-life actuary is the calculation of provisions, mainly IBNR (incurred but not reported) reserve. Then, finding the fair value of loss reserve is a relevant topic for non-life actuaries. Indeed, insurance companies must simultaneously have enough reserves to meet their commitment to policyholders and have enough funds for their investments. Therefore several methods have been proposed in actuarial science literature to capture this fair value" [1] .
"In one hand, we distinguish deterministic methods [2] [3] [4] . They provide crisp predictions for reserves. In [sic] the other hand, [5] [6] [7] [8] present stochastic methods. Those methods don't give only a crisp value of the reserves but provide also their variability. For more details on existing loss reserving methods, one can consult [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] " [1] .
But in [20] , there are some experiences where stochastic methods can give unrealistic estimates. For example, when the claims are related to body injures, the future losses for the company will depend on the growth of the wage index that helps to determine the amount of indemnity and depends also on changes in court practices and public awareness of liability matters. Then the information is vague. Therefore the use of Fuzzy Set Theory becomes very attractive when the information is vague as in this case. Hence one should 2 Advances in Fuzzy Systems think about models that can handle both fuzziness and randomness, namely, hybrid models.
In [1] , we have proved that we can improve the classical log-Poisson regression model through a hybrid one where the parameters are derived and have an analytical form. Although the new model provides better results than the classical log-Poisson regression model (according to mean square error prediction (MSEP) and goodness of fit index), we still have a large value of the MSEP. This could be due to the choice of ℎ−value which is important in fuzzy regression framework. The purpose of this paper is to provide an alternative estimation which is taking into account the optimized ℎ−value. We will prove in this paper that the optimized ℎ−value is of the greatest importance because the value of the MSEP will be very low compared to the MSEP we are getting from the analytical estimation of the hybrid model.
In this paper, we investigate the possibilistic approach to estimate the hybrid model, i.e., to estimate the asymmetric triangular fuzzy coefficients (ATFC) of the model through a quadratic optimization program and by taking into account an optimized value of ℎ ( −cut) in loss reserving framework. We have investigated the fuzzy least-squares approach in our previous paper [1] . To move from FN to crisp values, we shall use the expected value of FN.
Our objective therefore is to come with a new estimation method of fuzzy parameters in the hybrid log-Poisson model where the optimized ℎ−value will be taken into account. From two different data, we prove that our hybrid model the new estimation method provides best predictions of reserves compared to the classical log-Poisson model according to the MSEP criterion.
The structure of the paper is as follows: We present in the first section the preliminaries on fuzzy sets and their properties. In the second section, we shall review some models and results on FRM. In the third section, the framework of estimation of loss reserve with log-Poisson regression will be introduced. Our contribution starts from Section 5 where we propose a new estimation method of the hybrid log-Poisson regression model [1] for loss reserving through a quadratic optimization program by taking into account the optimized ℎ−value and we prove its relevance from two datasets. Then we conclude the article.
Preliminaries on Fuzzy Sets and Their Properties
In this section, we review some concepts related to our research. That is the concept of fuzzy set, membership function, FN, FRM.
Review of Some Definitions and Properties of Fuzzy Sets
Definition 1 (from [21] ). Let Ω be a nonempty set and ∈ Ω.
In classical set theory, a subset of Ω can be defined by its characteristic function as a mapping from the elements of Ω to the elements of the set {0, 1},
This mapping may be represented as a set of ordered pairs, with exactly one ordered pair present for each element of Ω.
The first element of the ordered pair is an element of the set Ω, and the second element is an element of the set {0, 1}. The value zero is used to represent nonmembership, and the value one is used to represent membership. The truth or falsity of the statement " is in " is determined by the ordered pair ( , ( )). The statement is true if the second element of the ordered pair is 1, and the statement is false if it is 0. Similarly, a fuzzy subset (also called fuzzy set)̃of a set Ω can be defined as a set of ordered pairs, each with the first element from Ω and the second element from the interval [0, 1], with exactly one ordered pair present for each element of Ω. This defines a mapping called membership function.
Definition 2 (from [21] ). The membership function of a fuzzy set̃, denoted bỹ, is defined bỹ
wherẽis typically interpreted as the membership degree of element in the fuzzy set̃. The degree to which the statement " is iñ" is true is determined by finding the ordered pair ( ,̃( )). The degree of truth of the statement is the second element of the ordered pair. A fuzzy set̃on Ω can also be defined as a set of tuples̃=
and could be represented by a graphic.
Definition 3 (from [22] ). Let Ω be the set of objects and̃⊂ Ω. The −cut̃of̃is the set defined bỹ
Definition 4 (from [23] ).
(1) A FÑis a fuzzy set of a universe Ω (the real line R) such that (a) all its −cut are convex which is equivalent to the fact that̃is convex, that is,
(c)̃is continued membership function of bounded support, where Ω = R and [0, 1] are equipped with the natural topology.
(2) A triangular fuzzy number (TFN)̃is a FN denoted bỹ= ( , , ); , , ∈ R, such that̃( ) = ( ) = 0 and̃( ) = 1 with the centre of̃, its left spread and its right spread [24] . A TFÑcould be defined with its membership degree functioñor, with its ℎ−level ( − cut (ℎ ∈ [0, 1]) ℎ (see [23] ), i.e.,
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(ii) Otherwise ̸ = ; theñdefine an ATFN (see Figure 1 ).
(1) Notes and Comments. It is well know that if̃is a FN, theñ ℎ , the ℎ level ( −cut) of̃, is a compact set of R, for all ℎ ∈ [0, 1].
Let us present some properties on TFN.
Property 5 (from [25] ). Let (Γ) = (̃1,̃2, . . . ,̃) be a −vector of TFN such that̃= ( , , ) ∈ R 3 , = 1, . . . , , are TFN.
(1) If (Γ) is obtained from a linear combination of the TFÑ, = 1, . . . , , then (Γ) = ( (Γ), (Γ), (Γ)) is also a TFN, where
From the extension principle [26] [27] [28] , we can obtain the ℎ− level of (Γ), i.e.,
and
(2) If (Γ) is evaluated by nonlinear functions with TFN, i.e., (⋅) is increasing with respect to the first variables, where ⩽ , and decreasing with respect to − variables, the result will not be a TFN. But [23] has shown that (Γ) can be approximate with a TFN (Γ) = ( (Γ), (Γ), (Γ)), i.e.,
In the next section, we review some results on fuzzy linear regression in the literature.
Review of Some Models and Results on Fuzzy Regression
In this section we review the FRM proposed by [29] and the one proposed by [30] ; then we present their properties. These models will help us to develop the new hybrid model for loss reserving.
Ishibuchi's FRM with Asymmetric Triangular Fuzzy Coefficients.
Let us define the fuzzy linear regression (FLR) model proposed by [29] . Let (Y ×1 , X ×( +1) ) be the given crisp data and let
4
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be a FLR model with STFC, whereỸ is a fuzzy output from (X ×( +1) ), X ×( +1) is the matrix of the given crisp dataset,
is the fuzzy parameter of the model.
In model (16) ,̃= ( , ) ∈ R 2 , = 0, . . . , are fuzzy coefficients such that are the centres of̃, and are its spreads. The disturbance term is not introduced as a random addend in the linear relation, but incorporated into the coefficients̃, = 0, . . . , .
When the coefficients are STFN, the outputỸ is also a STFN.
Let us denote
where
and = ( 1 , 2 , . . . , ). Then ( ) is a STFN. Its ℎ−level, i.e., −cut with = ℎ is calculated as follows for ℎ ∈ [0, 1]:
To determine the parameters̃= ( , ) of the FRM (16), [29] proposes to solve a linear programming problem with an objective function of minimizing the total spread of the fuzzy coefficient, i.e., min:
Reference [30] has shown that the fuzzy regression method developed by [29] , when applied to different data sets, can provide the same FRM by solving the linear programming problem in (26) for ℎ = 0.5. Then the authors proposed the FRM with ATFC in order to remedy this limitation. Let us assume that = ( , , ) , = 0, 1, . . . ,
is ATFC in the fuzzy model (16) , where is its left spread, its centre, and its right spread (see Figure 1 ). When ∀ = 0, 1, . . . , ,̃are ATFC in model (16) ; then (X ×( +1) ) is also calculated as an ATFC [30] . Hence, we denote
From [31] , ( ), ( ) and ( ), = 1, . . . , , are compute as follows:
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and the ℎ−level of ( ) is as follows:
The steps to determine the fuzzy coefficients in (27) are as follows [30] :
(ii) determine ( ), ( ) of ( ) for = 1, . . . , by solving the linear programming problem:
3.2. Optimizing the ℎ Value for FLR with ATFC. Let us present in this subsection the optimising ℎ value for ATFC developed by [32] that we shall use later to compute an optimized outstanding loss reserves.
Preliminaries and Some Definitions.
Let us consider the model (16) , but by considering
That is a FLR with ATFC.
The system fuzziness in this case (model (16) with (35)) is defined by
6
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Then the area where is predicted is exactly the fuzziness ∇̃. That is why the objective function in (33) is to minimize the total fuzziness.
Definition 6 (see [32] ). The credibility of̃in representing denoted by is defined as
and the system credibility in model (16) and (18)-(35), denoted by is calculated as follows:
The higher the (resp., ) is the better the performance of (resp., FLR) will be.
Definition 7 (from [32] ).
(1) Define ℎ by
Optimizing the ℎ Value
Theorem 8. Consider ℎ 1 = 0 and ℎ 2 = ℎ. Then, the optimal value of ℎ is given by
Proof. (see [32] ).
Remark 9. Reference [32] has shown that ℎ * ⩽ 0.5
Estimation of Loss Reserve with Log-Poisson Regression
"In this section, we are interested in the estimation of loss reserve using a GLM (log-Poisson). We consider a non-life insurance company which sells policies in a period of time (year). This year is referred as underwriting year. The claims regarding an underwriting year will not necessarily all be paid within this year. Due to legal issues, general consideration of the claim, the delay from the claim's occurrence time to the reporting time, ..., some claims are reported and paid in the following years." At some point in time there will however be no more payments regarding underwriting year one; the year one is said to have run off. We use then the historical data of claims presented as a run-off triangle (Table 1) , where is the total loss regarding the underwriting period which have been paid with periods delay. The loss amounts with + = have been paid in calendar year ∈ N. At period ∈ R, we have observed the payments , ( , ) ∈ T
where T = {( , ) ∈ N * × N : 1 ⩽ + ⩽ } (50) Table 1 is usually called run-off triangle, for example, in 0 ∈ N periods because ∀ > 0 , = 0. And then the reserve for the underwriting period is defined as the predictor of the 
Here we assume that follow a Poisson distribution with the underwriting period which is reported with period delay.
Assume that , ( , ) ∈ T ∪ Q , are mutually independent [33] and
where ] = + + , ( , ) ∈ T ∪ Q ,
is the dispersion parameter, means that we assume the portfolio to grow, or shrink, by a fixed percentage each year, means that the proportion settled decreases by a fixed fraction with each origin year, and means that the proportion settled decreases by a fixed fraction with each development year.
The parameter vector is given by
The estimator of can be given using the following relationship:̂=̂+̂+̂(
56)
wherê,̂,̂are the Maximum Likelihood Estimators (MLE) of , , , respectively, and could be derived from a recursive algorithm (see [7] ). Let us consider the numerical run-off triangles used in [10, 25] (see Tables 2 and 3) .
As an example of reading a run-off triangle (see Table 2 ), we can say that 1030 is the indemnity amount of an accident occurring in 2001 and paid during the same year. 1920 is the indemnity amount of a claim occurring in 2001 and paid in 2002. The same interpretation can be done for Table 3 .
Let us plot the data ( Table 2) to start the reserving analysis. The interpretation given for Table 2 could be done  for Table 3 . We performed the classical log-Poisson regression on the dataset in Tables 2 and 3 , respectively, using the software R. We got the following Maximum Likelihood Estimations Table 3 : Numerical example from [10] . /  1  2  3  4  5  6  7 Accident Year   2007  3511  3215  2266  1712  1059  587  340  2008  4001  3702  2278  1180  956  629  2009  4355  3932  1946  1522  1238  2010  4295  3455  2023  1320  2011  4150  3747  2320  2012 5102 4548 2013 6283 (MLE) of the parameters of the model and their confidence interval (CI) in Table 4 .
Development Year
From Table 4 (first column) and with a threshold of 5%, we conclude that except̂3, the others coefficients are statistically significant. As an example of interpretation of the results, the estimation of the payment of 2 origin year could be 6.996−0.084+0.661 = 1945.9002. From the second column of Table 4 , we conclude that all the coefficients of the model are statistically significant at a threshold of 5%. Now let us test if the model performed in each data is adapted to a statistical perspective through a dispersion test (see Table 5 ).
From the first column of Table 5 and with a threshold of 5%, we do not reject the null hypothesis since − V > 5%. Therefore we do not need to perform a quasi-Poisson regression. However in the second column of Table 5 , we reject the null hypothesis with a threshold of 5%, i.e., a quasi-Poisson model, with the variance proportional to the mean, should be more reasonable for the data from Table 3 .
Thus the predicted incremental payments from the runoff triangle of Table 2 are displayed in Table 6 .
The value of the MSEP got from the dataset 1 (Table 2) by fitting the classical log-Poisson regression model is MSEP 1 = 1264599. As reminder from our previous paper [1] , the value of the MSEP by fitting the hybrid log-Poisson regression model (with an analytical estimation of parameters) on dataset 1 (Table 2) is MSEP 1 F = 699.6663. Furthermore the value of R 2 1 from the classical log-Poisson regression model is R 2 1 = 96.21%. We shall compare the values of MSEP 1 and MSEP 1 F with the one we will get from the hybrid model where the fuzzy coefficients are estimated through a quadratic optimization program with optimized ℎ−value (MSEP 1 F ). From Table 6 , we compute the outstanding reserve, i.e.,R 1 = ∑ i+j>5Ŷij = 33634.89.
To predict the incremental payments from Table 3 , we need first to perform a quasi-Poisson regression as it has been point out in the overdispersion test ( Table 5 ). For that data, the predicted incremental payments computed from the quasi-Poisson model are displayed in Table 7 .
From Table 7 , the MSEP from the classical log-Poisson regression can be computed, i.e., MSEP 2 = 25746.95. Similarly, from our previous results [1] , the hybrid model with analytical estimation of parameters fitted on dataset 2 (Table 3) gives as value of MSEP MSEP 2 F = 3209.07. The goodness of fit index from the classical log-Poisson regression fitted on dataset 2 (Table 3) is R 2 2 = 97.77%, i.e., 97.77% of the variability is explained by the model. The values of the MSEP (MSEP 2 , MSEP 2 F ) will be compared with the one from the hybrid log-Poisson model where the fuzzy coefficients are estimated through a quadratic optimization program with optimized ℎ−value, i.e., MSEP 2 F . From Table 7 , the outstanding reserves areR 2 = ∑ i+j>7Ŷij = 104327.8. Table 4 : Estimated parameters of model (equation (53)). Table 2 Data of Data from Table 2 Data from Table 3 0 : = 1 0 : = 1 1 : > 1 1 : > 1 = −6.3414 = 2.9661 − value = 1 − value = 0.001508
Data of
Remark 10. We notice that in both cases (results on dataset 1 ( Table 2 ) and dataset 2 ( Table 3) , respectively), the MSEP from the hybrid model with analytical estimation of parameters is greater than the one we are getting from the classical log-Poisson regression model. However these values (MSEP 1 F , MSEP 2 F ) still be large.
After performing the classical log-Poisson model and the hybrid model with analytical estimation of parameters on each of the run-off triangles data (Tables 2 and 3) , let us propose a new method to estimate the fuzzy parameters of the hybrid model and compare it with the classic log-Poisson regression model and the hybrid one with analytical estimation of parameters through the same datasets" [1] .
Main Results

A Quadratic Optimization Program to Estimate the Hybrid Log-Poisson Regression Model for Optimal Loss Reserving.
In this section, we present a new way to estimate the hybrid log-Poisson regression [1] . For that, let us define the framework where our method will be defined. Indeed, [7] has assumed that incremental payments are log-Poisson distributed, i.e.,
Denote
So the model becomes
In our case let us consider the following assumptions:
We consider a hybrid log-Poisson regression estimated from minimum distance of spreads and OLS criterion. Indeed, [30] considered a minimum fuzziness criterion, but in our model we consider the minimum distance between the left and right spread, i.e., the minimum of the sum of square of fuzziness as this can be seen as the well known minimum of the sum of square of errors in OLS.
Assumption 2.
We assume that uncertainty about incremental payments in the run-off triangle is due to both fuzziness and randomness. Then the estimatêof will be obtain by the use of the expected value of FN oñ, wherẽdenote the estimate of the fuzzy parameter̃. We suppose that̃is a fuzzy Poisson random variable [34] , i.e.,̃∼P ( ) , ∀ ( , ) ∈ T .
(60)
According to [34] , the fuzzy expected value of̃is defined by its ℎ−level, i.e.,
where E (⋅) is the fuzzy mean operator. So the fuzzy mean is just the fuzzification of the crisp mean. 
Thus we define the membership function of̃as follows: 
The goal is to provide a method to estimate the fuzzy parameters] of model (64) that is the purpose of the next subsection.
Modeling Methodology Setup.
The steps for implementing the new model can be carried out as follows:
(1) Modeling of the centres of fuzzy parameters: we apply the classical log-Poisson Regression to the incremental payments of Tables 2 and 3 Let us assume that these estimates are] , wherê
To estimate the parameters ] , ] , ∈ {2, 3, . . . , }; ∈ {2, 3, . . . , − } in (64), we present the problem as a quadratic optimization problem. This can be written as follows:
where ℎ * is the optimized value of ℎ. Since [32] has proved that the optimal value ℎ * of ℎ satisfies ℎ * ∈ (0, 0.5], our idea is to discretise the interval (0, 0.5] into certain max values. Then for each value of ℎ, we estimate ] , ] ∈ {2, 3, . . . , }; ∈ {2, 3, . . . , − }.
Then we calculate the outstanding reserveŝand the MSEP. We only return the values of ℎ, ] , ] ,̂for which MSEP is minimum.
(3) Estimation of the Mean Square Error Prediction (MSEP):
where (i) is the decision-maker risk aversion parameter (0 ⩽ ⩽ 1), (ii) E (⋅) denotes the expected value of FN, (iii)̂is the predicted fuzzy incremental payment.
(4) Estimation of the outstanding reserve: the fuzzy total loss reserve is computed as follows:
In this article, we use the concept of expected value of FN [35] to move from the fuzzy value of total loss reservẽto the crisp value of total loss reservê.
The ℎ−level of fuzzy total loss reserve is defined as follows: where is the decision-maker risk aversion parameter (0 ⩽ ⩽ 1). In this paper, we have chosen the maximum risk aversion parameter, i.e., = 1.
Implementation of the Method on Data.
We apply our model (64) where the parameters are estimated through a quadratic optimization program on each of the run-off triangles from [25] (see Table 2 ) and from [10] (see Table 3 ). We first fit the log-Poisson regression model on these data to estimate the centres (] ) of the fuzzy parameters] using R software. The results are presented in Table 4 . Then we use the quadratic optimization program in (69) to estimate the left and right spreads of the fuzzy parameters of model (64). For that, we discretise the interval (0, 0.5] into certain max observations (for, e.g., max = 100). For each value ℎ of this sequence taken by ℎ, we calculate the left and right spreads of fuzzy parameters of model (64), (] ) ℎ and (] ) ℎ , the value of the outstanding reserves and the MSEP. At the end of the algorithm (in R), we return the optimal value of ℎ, ℎ * (for which MSEP is minimum), the outstanding reserves, and the MSEP. All this process can be presented as a graphic (see Figure 3 for the data from Table 2 and Figure 4 for the data from Table 3 ).
In Figure 3 , we are interested in the minimum of MSEP and the corresponding values of ℎ and the outstanding reserves. From this graphic, we can see that the MSEP have Table 3 ). two minima. Fortunately both of these minima correspond to the same reserves; i.e., we have two optimal values of ℎ but any of them will give us the same conclusions. We can easily get these values from R functions; i.e., the optimal value of ℎ is ℎ * 1 = 0.005 and the corresponding mean square error prediction isMSEP 1 F = 0.01313098. The optimal outstanding reserves areR 1F = 32441.87. In [1] and using the data displayed in Table 2 , the value of the MSEP is 699.66 > 0.01313098. Although the two values are lower than the one we are getting from the classical log-Poisson model (MSEP 1 = 1264599) , we notice that the MSEP got from the hybrid log-Poisson model estimated through the quadratic optimization program with optimized ℎ−value is too low compared to the one we got in [1] . That means the fact that we have taken into account the optimized ℎ−value has a positive impact on the results, namely, the power prediction of the model.
Similarly in Figure 4 , we can see the evolution of mean square error prediction and reserves with respect to the values of ℎ. From the figure the optimal value of ℎ is got from the first values. Using R functions, we get the optimal value of ℎ, ℎ * 2 = 0.005. The corresponding mean square error prediction isMSEP 2 F = 0.6517489 and the optimal outstanding reserves areR 2F = 33472.61. In [1] and using the data displayed in Table 3 , the value of the MSEP is MSEP 2 F = 3209.07 > MSEP 2 F = 699.66 >MSEP 2 F = 0.6517489. We conclude that the MSEP got from the hybrid log-Poisson model estimated through the quadratic optimization program with optimized ℎ−value is too low compare to the one we got in [1] . Hence with the hybrid log-Poisson model estimated through the quadratic optimization program with optimized ℎ−value, we are approaching the fair value of the outstanding reserve better than the classical log-Poisson regression model and the hybrid log-Poisson regression model with analytical expression of fuzzy parameters.
Remark 11.
(1) The fact thatR 1F = 32441.87 < 33634.89 =R 1 andR 2F = 33472.61 < 104327.8 =R 2 allows us to conclude that the classical log-Poisson model overestimates the outstanding reserves.
(2) To find the optimal value of ℎ, we had to estimate the outstanding reserve and the MSEP for each value of ℎ which makes the computational part heavy.
(3) The optimization program written under the R package '' minqa '' needs initial values of the parameters to run and converge. Therefore, we have to choose carefully these initial values; otherwise the algorithm could not find a minimum.
(4) From the outputs of numerical tests, we notice that both the optimal values ℎ * are found from the earlier values of ℎ. This could suggest thinking about a shorter interval where the optimal value lies and providing a mathematical proof.
Conclusion
This paper has considered the relevance of the ℎ−value in hybrid models for loss reserving purpose, mainly when we are in presence of vague information like in general insurance [20] . In this article, we have considered an alternative way to estimate the fuzzy parameters of the hybrid log-Poisson regression model. To estimate these fuzzy parameters, we considered the minimum of the total square of fuzziness criterion rather than the minimum of the total fuzziness criterion as in [29] . This is because from Figure 1 , we can see the criterion as the minimization of the distance between the left spread and the right spread. The optimized ℎ−value [32] has been taken into account in the quadratic optimization problem and its relevance has been shown through a numerical test on two different datasets. It has been shown that the hybrid model estimated through the quadratic optimization program with optimized ℎ−value produces best results of reserves than the classical log-Poisson regression and the hybrid model where the fuzzy parameters have an analytical form [1] according to the MSEP. Hence the outstanding reserves have been optimized The hard computation aspect of that model constitutes a weakness compared to the simplest computation of a classical log-Poisson regression.
In order to reinforce the robustness of our model, the next work could move towards the construction of a goodness of fit index from the possibilistic approach as it has been done in [1] for the fuzzy least square approach. From the outputs of numerical examples, we notice that both the optimized ℎ−values (ℎ * ) are found from the earlier values of ℎ. This could suggest thinking about a shorter interval where the optimal ℎ−value is located and providing a mathematical proof.
