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4Preface
For one who attempts to unravel the story, the
problems are as perplexing as a mass of hemp
with a thousand loose ends.
Dream of the Red Chamber, Tsao Hsueh-Chin.
Algebraic groups are groups deﬁned by polynomials. Those that we shall be concerned
with in this book can all be realized as groups of matrices. For example, the group of
matrices of determinant 1 is an algebraic group, as is the orthogonal group of a symmetric
bilinear form. The classiﬁcation of algebraic groups and the elucidation of their structure
were among the great achievements of twentieth century mathematics (Borel, Chevalley,
Tits and others, building on the work of the pioneers on Lie groups). Algebraic groups
are used in most branches of mathematics, and since the famous work of Hermann Weyl
in the 1920s they have also played a vital role in quantum mechanics and other branches
of physics (usually as Lie groups). Arithmetic groups are groups of matrices with integer
entries. They are a basic source of discrete groups acting on manifolds.
The ﬁrst goal of the present work is to provide a modern exposition of the theory of al-
gebraic groups. It has been clear for ﬁfty years, that in the deﬁnition of an algebraic group,
the coordinate ring should be allowed to have nilpotent elements,1 but the standard exposi-
tions2 do not allow this.3 In recent years, the tannakian duality4 between algebraic groups
and their categories of representations has come to play a role in the theory of algebraic
groups similar to that of Pontryagin duality in the theory of locally compact abelian groups.
Chapter I develops the basic theory of algebraic groups, including tannakian duality.
Lie algebras are a essential tool in studying both algebraic groups and Lie groups. In
Chapter II develops the basic theory of Lie algebras and discusses the functor from alge-
braic groups to Lie algebras.
As Cartier (1956) noted, the relation between Lie algebras and algebraic groups in char-
acteristic zero is best understood through their categories of representations. In Chapter III
we review the classiﬁcation of semisimple Lie algebras and their representations, and we
1See, for example, Cartier 1962. Without nilpotents the centre of SLp in characteristic p is visible only
through its Lie algebra. Moreover, the standard isomorphism theorems fail, and so the intuition provided by
group theory is unavailable. Consider, for example, the subgroups H D SLp and N D Gm (diagonal) of GLp
over a ﬁeld of characteristic p. If nilpotents are not allowed, then N \H D 1, and the map H=H \N !
HN=N is the homomorphism SLp ! PGLp, which is an inseparable isogeny of degree p; in particular, it is
injective and surjective but not an isomorphism. While it is true that in characteristic zero all algebraic groups
are reduced, this is a theorem that can only be stated when nilpotents are allowed.
2The only exceptions I know of are Demazure and Gabriel 1970, Waterhouse 1979, and SGA3. While the
ﬁrst two do not treat the classiﬁcation of semisimple algebraic groups over ﬁelds, the third assumes it.
3Worse, much of the expository literature is based, in spirit if not in fact, on the algebraic geometry of
Weil’s Foundations (Weil 1962). Thus an algebraic group over k is deﬁned to be an algebraic group over some
large algebraically closed ﬁeld together with a k-structure. This leads to a terminology in conﬂict with that of
modern algebraic geometry, in which, for example, the kernel of a homomorphism of algebraic groups over a
ﬁeld k need not be an algebraic group over k. Moreover, it prevents the theory of split reductive groups being
developed intrinsically over the base ﬁeld.
When Borel ﬁrst introduced algebraic geometry into the study of algebraic groups in the 1950s, Weil’s
foundations were they only ones available to him. When he wrote his inﬂuential book Borel 1969b, he persisted
in using Weil’s approach to algebraic geometry, and, with the exceptions noted in the preceding footnote, all
subsequent authors have followed him.
4Strictly, this should be called the “duality of Tannaka, Krein, Milman, Hochschild, Grothendieck, Saave-
dra Rivano, Deligne, et al.,” but “tannakian duality” is shorter. In his R´ ecoltes et Semailles, 1985-86, 18.3.2,
Grothendieck argues that “Galois-Poincar´ e” would be more appropriate than “Tannaka” .
5exploit tannakian duality to deduce the classiﬁcation of semisimple algebraic groups and
their representations in characteristic zero.5 The only additional complication presented by
algebraic groups is that of determining the centre of the simply connected algebraic group
attached to a semisimple Lie algebra, but this centre can also be seen in the category of
representations of the Lie algebra.
Although there are many books on algebraic groups, and even more on Lie groups, there
are few that treat both. In fact it is not easy to discover in the expository literature what the
precise relation between the two is. In Chapter IV we show that all connected complex
semisimple Lie groups are algebraic groups,6 and that all connected real semisimple Lie
groups arise as covering groups of algebraic groups. Thus the reader who understands the
theory of algebraic groups and their representations will ﬁnd that he also understands much
of the basic theory of Lie groups. Realizing a Lie group as an algebraic group is the ﬁrst
step towards understanding the discrete subgroups of the Lie group.
In Chapter V, which is largely independent of Chapters III and IV, we study split
reductive groups over arbitrary ﬁelds. It is a remarkable observation of Chevalley that, for
reductive groups containing a split maximal torus, the theory is independent of the ground
ﬁeld (and, largely, even of the characteristic of the ground ﬁeld). We deﬁne the root datum
of a split reductive and explain how this describes the structure of groups, and we prove the
fundamental isogeny theorem following the approach in Steinberg 1999.
In Chapter VI, we explain how descent theory and Galois cohomology allow one to
extend to study nonsplit reductive groups. In particular, we prove that the list of classical
semisimple algebraic groups in Chapter I, 19, is complete, and we include Tits’s classiﬁ-
cation of nonsplit groups (Tits 1966, Selbach 1976).
For an algebraic group G over Q, any subgroup of G.Q/ commensurable with G.Z/
is said to be arithmetic. In Chapter VII, we show that such a group   is discrete in the
Lie group G.R/ and that the quotient G.R/=  has ﬁnite volume. Selberg conjectured,
and Margulis proved, that, except for SO.1;n/ and SU.1;n/, every discrete subgroup of
ﬁnite covolume in a semisimple Lie group is arithmetic. In combination with the results of
Chapter VI and VII, this gives a classiﬁcation of Riemannian locally symmetric spaces up
to ﬁnite covers (with a few exceptions). 7
TERMINOLOGY
For readers familiar with the old terminology, as used for example in Borel 1969b, 1991,
we point out some differences with our terminology, which is based on that of modern
(post-1960) algebraic geometry.
5The classical proof of the classiﬁcation theorems for semisimple groups in characteristic zero uses the
similar theorems for Lie algebras, deduces them for Lie groups, and then passes to algebraic groups (Borel
1975, 1). The only other proof in the expository literature that I know of is that of Chevalley, which works in
all characteristics, but is quite long and complicated and requires algebraic geometry. The proof presented here
requires neither analysis nor algebraic geometry.
6In other words, the convergent power series deﬁning the group can be replaced by polynomials.
7Brieﬂy, the universal covering space of such a space X is a Riemannian symmetric space Q X. The identity
component of Aut. Q X/ is a real semisimple Lie group G, and X    nG=K with K a maximal compact subgroup
of G and   a discrete subgroup of G of ﬁnite covolume. The pairs .G;K/ can be classiﬁed in terms of Dynkin
diagrams. Except in SO.1;n/ and SU.1;n/, the group   is commensurable with i.G.Z// where G is an
algebraic group over Q and iWG.R/ ! G is a homomorphism of Lie groups with compact kernel and ﬁnite
cokernel. That a pair .G;i/ exists over R is shown in Chapter III, and the pairs .G;i/ over Q giving rise to a
given pair over R are classiﬁed for the classical groups in Chapter VII.
6 We allow our rings to have nilpotents, i.e., we don’t require that our algebraic groups
be reduced.
 We do not identify an algebraic group G with its points G.k/ with in k, even when
the ground ﬁeld k is algebraically closed. Thus, a subgroup of an algebraic group G
is an algebraic subgroup, not an abstract subgroup of G.k/.
 An algebraic group G over a ﬁeld k is intrinsically an object over k, and not an
object over some algebraically closed ﬁeld together with a k-structure. Thus, for
example, a homomorphism of algebraic groups over k is truly a homomorphism over
k, and not over some large algebraically closed ﬁeld. In particular, the kernel of such
a homomorphism is an algebraic subgroup over k. Also, we say that an algebraic
group over k is simple, split, etc. when it simple, split, etc. as an algebraic group
over k, not over some large algebraically closed ﬁeld. When we want to say that G
is simple over k and remains simple over all ﬁelds containing k, we say that G is
geometrically (or absolutely) simple.
 For an algebraic group G over k and an extension ﬁeld K, G.K/ denotes the points
of G with coordinates in K and GK denotes the algebraic group over K obtained
from G by extension of the base ﬁeld.
Beyond its greater simplicity, there is another reason for replacing the old terminology with
the new: for the study of group schemes over bases more general than ﬁelds there is no old
terminology.
70a Notations; terminology
We use the standard (Bourbaki) notations: N D f0;1;2;:::g; Z D ring of integers; Q D
ﬁeld of rational numbers; R D ﬁeld of real numbers; C D ﬁeld of complex numbers; Fp D
Z=pZ D ﬁeld with p elements, p a prime number. For integers m and n, mjn means that
m divides n, i.e., n 2 mZ. Throughout the notes, p is a prime number, i.e., p D 2;3;5;:::.
Throughout k is the ground ring (always commutative, and usually a ﬁeld), and R
always denotes a commutative k-algebra. Unadorned tensor products are over k. Notations
from commutative algebra are as in my primer CA (see below). When k is a ﬁeld, ksep
denotes a separable algebraic closure of k and kal an algebraic closure of k. The dual
Homk-lin.V;k/ of a k-module V is denoted by V _. The transpose of a matrix M is denoted
by Mt.
We use the terms “morphism of functors” and “natural transformation of functors” in-
terchangeably. When F and F 0 are functors from a category, we say that “a homomorphism
F.a/ ! F 0.a/ is natural in a” when we have a family of such maps, indexed by the objects
a of the category, forming a natural transformation F ! F 0. For a natural transformation
WF ! F 0, we often write R for the morphism .R/WF.R/ ! F 0.R/. When its action on
morphisms is obvious, we usually describe a functor F by giving its action R   F.R/ on
objects. Categories are required to be locally small (i.e., the morphisms between any two
objects form a set), except for the category A_ of functors A!Set. A diagram A!B C
is said to be exact if the ﬁrst arrow is the equalizer of the pair of arrows; in particular, this
means that A ! B is a monomorphism (cf. EGA I, Chap. 0, 1.4).
Here is a list of categories:
Category Objects Page
Algk commutative k-algebras
A_ functors A ! Set
Comodk.C/ ﬁnite-dimensional comodules over C p. 100
Grp (abstract) groups
Repk.G/ ﬁnite-dimensional representations of G p. 95
Repk.g/ ﬁnite-dimensional representations of g
Set sets
Veck ﬁnite-dimensional vector spaces over k
In each case, the morphisms are the usual ones, and composition is the usual composition.
Throughout the work, we often abbreviate names. In the following table, we list the
shortened name and the page on which we begin using it.
8Shortened name Full name Page
algebraic group afﬁne algebraic group p. 29
algebraic monoid afﬁne algebraic monoid p. 29
bialgebra commutative bi-algebra p. 51
Hopf algebra bialgebra with an inversion p. 51
group scheme afﬁne group scheme p. 60
algebraic group scheme afﬁne algebraic group scheme p. 60
group variety afﬁne group variety p. 60
subgroup afﬁne subgroup p. 94
representation linear representation p. 97
root system reduced root system p. 297
When working with schemes of ﬁnite type over a ﬁeld, we typically ignore the nonclosed
points. In other words, we work with max specs rather than prime specs, and “point” means
“closed point”.
We use the following conventions:
X  Y X is a subset of Y (not necessarily proper);
X
def D Y X is deﬁned to be Y , or equals Y by deﬁnition;
X  Y X is isomorphic to Y ;
X ' Y X and Y are canonically isomorphic (or there is a given or unique isomorphism);
Passages designed to prevent the reader from falling into a possibly fatal error are sig-
nalled by putting the symbol A in the margin.
ASIDES may be skipped; NOTES should be skipped (they are mainly reminders to the
author). There is some repetition which will be removed in later versions.
0b Prerequisites
Although the theory of algebraic groups is part of algebraic geometry, most people who use
it are not algebraic geometers, and so I have made a major effort to keep the prerequisites
to a minimum.
All chapters assume the algebra usually taught in ﬁrst-year graduate courses and in
some advanced undergraduate courses, plus the basic commutative algebra to be found in
my primer CA.
Chapter IV assumes the analysis usually taught in ﬁrst-year graduate courses and in
some advanced undergraduate courses.
Chapter V assumes some knowledge of algebraic geometry (my notes AG sufﬁce).
Chapter VI assumes familiarity with the main statements of algebraic number theory
(including class ﬁeld theory, e.g., CFT, Chapter I 1; Chapter V).
0c References
In addition to the references listed at the end (and in footnotes), I shall refer to the following
of my notes (available on my website):
CA A Primer of Commutative Algebra (v2.22, 2011).
GT Group Theory (v3.11, 2011).
FT Fields and Galois Theory (v4.22, 2011).
9AG Algebraic Geometry (v5.21, 2011).
CFT Class Field Theory (v4.00, 2008).
The links to CA, GT, FT, and AG in the pdf ﬁle will work if the ﬁles are placed in the same
directory.
Also, I use the following abbreviations:
Bourbaki A Bourbaki, Alg` ebre.
Bourbaki AC Bourbaki, Alg` ebre Commutative (I–IV 1985; V–VI 1975; VIII–IX 1983; X
1998).
Bourbaki LIE Bourbaki, Groupes et Alg` ebres de Lie (I 1972; II–III 1972; IV–VI 1981).
Bourbaki TG Bourbaki, Topologie G´ en´ erale.
DG Demazure and Gabriel, Groupes Alg´ ebriques, Tome I, 1970.
EGA El´ ements de G´ eom´ etrie Alg´ ebrique, Grothendieck (avec Dieudonn´ e).
SGA S´ eminaire de G´ eom´ etrie Alg´ ebrique, Grothendieck et al.
monnnnn http://mathoverﬂow.net/questions/nnnnn/
 Subsection (so II, 3c means Chapter II, Section 3, Subsection c).
0d Sources
I list some of the works that I have found particularly useful in writing this book, and which
may be useful also to the reader.
Chapter I: Demazure and Gabriel 1970; Serre 1993; Springer 1998; Waterhouse 1979.
Chapters II, III: Bourbaki LIE; Demazure and Gabriel 1970; Erdmann and Wildon 2006;
Humphreys 1972; Serre 1965; Serre 1966.
Chapter IV: Lee 2002.
Chapter V: Conradetal.2010, DemazureandGabriel1970; SGA3; Springer1979; Springer
1989; Springer 1998.
Chapter VI: Kneser 1969.
Chapter VII: Borel 1969a.
History: Borel 2001; Hawkins 2000; Helgason 1990, 1994; chapter notes in Springer
1998.
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again a Lie group.
WEIL (1906–1998). Classiﬁed classical groups over arbitrary ﬁelds in terms of semisimple
algebras with involution (thereby winning the all India cocycling championship for 1960).
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the simple Lie algebras and of their representations without using the classiﬁcation. With
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thereby simplifying and extending earlier work of Chevalley, who then adopted these meth-
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groups, especially the exceptional simple groups. With Bruhat he used them to study the
structure of algebraic groups over discrete valuation rings.
MARGULIS (1946–). Proved fundamental results on discrete subgroups of Lie groups.
12CHAPTERI
Basic Theory of Afﬁne Groups
The emphasis in this chapter is on afﬁne algebraic groups over a base ﬁeld, but, when it
requires no extra effort, we often study more general objects: afﬁne groups (not of ﬁnite
type); base rings rather than ﬁelds; afﬁne algebraic monoids rather than groups; afﬁne
algebraic supergroups (very brieﬂy); quantum groups (even more brieﬂy). The base ﬁeld
(or ring) is always denoted k, and R is always a commutative k-algebra.
NOTES Most sections in this chapter are complete but need to be revised. The main exceptions are
Sections 18 and 19, which need to be completed, and Section 20, which needs to be written.
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1 Introductory overview
Loosely speaking, an algebraic group over a ﬁeld k is a group deﬁned by polynomials. Be-
fore giving the precise deﬁnition in the next section, we look at some examples of algebraic
groups.
Consider the group SLn.k/ of nn matrices of determinant 1 with entries in a ﬁeld k.
The determinant of a matrix .aij/ is a polynomial in the entries aij of the matrix, namely,
det.aij/ D
X
2Sn
sign./a1.1/an.n/ (Sn D symmetric group),
andsoSLn.k/isthesubsetofMn.k/Dkn2
deﬁnedbythepolynomialconditiondet.aij/D
1. The entries of the product of two matrices are polynomials in the entries of the two
matrices, namely,
.aij/.bij/ D .cij/ with cij D ai1b1j CCainbnj;
and Cramer’s rule realizes the entries of the inverse of a matrix with determinant 1 as poly-
nomials in the entries of the matrix, and so SLn.k/ is an algebraic group (called the special
linear group). The group GLn.k/ of nn matrices with nonzero determinant is also an
algebraic group (called the general linear group) because its elements can be identiﬁed
with the n2 C1-tuples ..aij/1i;jn;d/ such that det.aij/d D 1. More generally, for a
ﬁnite-dimensional vector space V , we deﬁne GL.V / (resp. SL.V /) to be the group of au-
tomorphisms of V (resp. automorphisms with determinant 1). These are again algebraic
groups.
To simplify the statements, for the remainder of this section, we assume that the base
ﬁeld k has characteristic zero.
1a The building blocks
We now list the ﬁve types of algebraic groups from which all others can be constructed
by successive extensions: the ﬁnite algebraic groups, the abelian varieties, the semisimple
algebraic groups, the tori, and the unipotent groups.
FINITE ALGEBRAIC GROUPS
Every ﬁnite group can be realized as an algebraic group, and even as an algebraic subgroup
of GLn.k/. Let  be a permutation of f1;:::;ng and let I./ be the matrix obtained from
the identity matrix by using  to permute the rows. For any nn matrix A, the matrix
I./A is obtained from A by using  to permute the rows. In particular, if  and 0 are two
permutations, then I./I.0/ D I.0/. Thus, the matrices I./ realize Sn as a subgroup
of GLn. Since every ﬁnite group is a subgroup of some Sn, this shows that every ﬁnite
group can be realized as a subgroup of GLn, which is automatically deﬁned by polynomial
conditions. Therefore the theory of algebraic groups includes the theory of ﬁnite groups.
The algebraic groups deﬁned in this way by ﬁnite groups are called constant ﬁnite algebraic
groups.
More generally, to give an ´ etale ﬁnite algebraic group over k is the same as giving a
ﬁnite group together with a continuous action of Gal.kal=k/ — all ﬁnite algebraic groups
in characteristic zero are of this type.
An algebraic group is connected if its only ﬁnite quotient group is trivial.1. Introductory overview 15
ABELIAN VARIETIES
Abelian varieties are connected algebraic groups that are projective when considered as
algebraic varieties. An abelian variety of dimension 1 is an elliptic curve, which can be
described by a homogeneous equation
Y 2Z D X3CbXZ2CcZ3:
Therefore, the theory of algebraic groups includes the theory of abelian varieties. We shall
ignore this aspect of the theory. In fact, we shall study only algebraic groups that are afﬁne
when considered as algebraic varieties. These are exactly the algebraic groups that can be
realized as a closed subgroup of GLn for some n, and, for this reason, are often called linear
algebraic groups.
SEMISIMPLE ALGEBRAIC GROUPS
A connected afﬁne algebraic group G is simple if it is not commutative and has no normal
algebraic subgroups (other than 1 and G), and it is almost-simple1 if its centre Z is ﬁnite
and G=Z is simple. For example, SLn is almost-simple for n > 1 because its centre
Z D
( 
 0
:::
0 
!  
  
n D 1
)
is ﬁnite and the quotient PSLn D SLn=Z is simple.
An isogeny of algebraic groups is a surjective homomorphism G ! H with ﬁnite ker-
nel. Two algebraic groups H1 and H2 are isogenous if there exist isogenies
H1   G ! H2:
This is an equivalence relations. When k is algebraically closed, every almost-simple alge-
braic group is isogenous to exactly one algebraic group on the following list:
An .n  1/; the special linear group SLnC1I
Bn .n  2/; thespecialorthogonalgroupSO2nC1 consistingofall2nC12nC1matrices
A such that At A D I and det.A/ D 1;
Cn .n  3/; the symplectic group Sp2n consisting of all invertible 2n2n matrices A such
that At J A D J where J D
 
0 I
 I 0

;
Dn .n  4/; the special orthogonal group SO2n;
E6;E7;E8;F4;G2 the ﬁve exceptional groups.
We say that an algebraic group G is an almost-direct product of its algebraic subgroups
G1;:::;Gr if the map
.g1;:::;gr/ 7! g1grWG1Gr ! G
is an isogeny. In particular, this means that each Gi is a normal subgroup of G and that the
Gi commute with each other. For example,
G D SL2SL2=N; N D f.I;I/;. I; I/g (1)
is the almost-direct product of SL2 and SL2, but it is not a direct product of two almost-
simple algebraic groups.
A connected algebraic group is semisimple if it is an almost-direct product of almost-
simple subgroups. For example, the group G in (1) is semisimple. Semisimple algebraic
groups will be our main interest.
1Other authors say “quasi-simple” or “simple”.16 I. Basic Theory of Afﬁne Groups
GROUPS OF MULTIPLICATIVE TYPE; ALGEBRAIC TORI
An afﬁne algebraic subgroup T of GL.V / is said to be of multiplicative type if, over kal,
there exists a basis of V relative to which T is contained in the group Dn of all diagonal
matrices 0
B
B B
B B
@
 0  0 0
0   0 0
: : :
: : :
:::
: : :
: : :
0 0   0
0 0  0 
1
C
C C
C C
A
:
In particular, the elements of an algebraic torus are semisimple endomorphisms of V . A
connected algebraic group of multiplicative type is a torus.
UNIPOTENT GROUPS
An afﬁne algebraic subgroup G of GL.V / is unipotent if there exists a basis of V relative
to which G is contained in the group Un of all nn matrices of the form
0
B
B B
B B
@
1    
0 1   
: : :
: : :
:::
: : :
: : :
0 0  1 
0 0  0 1
1
C
C C C
C
A
: (2)
In particular, the elements of a unipotent group are unipotent endomorphisms of V .
1b Extensions
We now look at some algebraic groups that are nontrivial extensions of groups of the above
types.
SOLVABLE GROUPS
An afﬁne algebraic group G is solvable if there exists a sequence of algebraic subgroups
G D G0    Gi    Gn D 1
such that each GiC1 is normal in Gi and Gi=GiC1 is commutative. For example, the group
Un is solvable, and the group Tn of upper triangular nn matrices is solvable because it
contains Un as a normal subgroup with quotient isomorphic to Dn. When k is algebraically
closed, a connected subgroup G of GL.V / is solvable if and only if there exists a basis of
V relative to which G is contained in Tn (Lie-Kolchin theorem 16.31).
REDUCTIVE GROUPS
A connected afﬁne algebraic group is reductive if it has no connected normal unipotent
subgroup other than 1. According to the table below, they are extensions of semisimple
groups by tori. For example, GLn is reductive. It is an extension of the simple group PGLn
by the torus Gm,
1 ! Gm ! GLn ! PGLn ! 1:1. Introductory overview 17
Here Gm D GL1 and the map Gm ! GLn sends it onto the subgroup of nonzero scalar
matrices.
NONCONNECTED GROUPS
We give some examples of naturally occurring nonconnected algebraic groups.
The orthogonal group. For an integer n  1, let On denote the group of nn matrices A
such that AtADI. Then det.A/2 Ddet.At/det.A/D1, and so det.A/2f1g. The matrix
diag. 1;1;:::/ lies in On and has determinant  1, and so On is not connected: it contains
SOn
def D Ker

On
det
 ! f1g

as a normal algebraic subgroup of index 2 with quotient the
constant ﬁnite group f1g.
The monomial matrices. Let M be the group of monomial matrices, i.e., those with ex-
actly one nonzero element in each row and each column. This group contains both the
algebraic subgroup Dn and the algebraic subgroup Sn of permutation matrices. Moreover,
for any diagonal matrix diag.a1;:::;an/;
I./diag.a1;:::;an/I./ 1 D diag.a.1/;:::;a.n//. (3)
As M D DnSn, this shows that Dn is normal in M. Clearly D\Sn D 1, and so M is the
semi-direct product
M D Dno Sn
where WSn ! Aut.Dn/ sends  to the automorphism in (3).
1c Summary
Recall that we are assuming that the base ﬁeld k has characteristic zero. Every algebraic
group has a composition series whose quotients are respectively a ﬁnite group, an abelian
variety, a semisimple group, a torus, and a unipotent group. More precisely:
(a) An algebraic group G contains a unique normal connected subgroup G such that
G=G is a ﬁnite ´ etale algebraic group (see 13.17).
(b) A connected algebraic group G contains a largest2 normal connected afﬁne algebraic
subgroup N; the quotient G=N is an abelian variety (Barsotti, Chevalley, Rosen-
licht).3
(c) A connected afﬁne algebraic group G contains a largest normal connected solvable
algebraic subgroup N (see 17a); the quotient G=N semisimple.
(d) A connected solvable afﬁne algebraic group G contains a largest connected normal
unipotent subgroup N; the quotient G=N is a torus (see 17.2; 16.33).
In the following tables, the group at left has a subnormal series whose quotients are the
groups at right.
2This means that it contains all other such algebraic subgroups; in particular, it is unique.
3The theorem is proved in Barsotti 1955b and in Rosenlicht 1956. Rosenlicht (ibid.) notes that it had been
proved earlier with a different proof by Chevalley in 1953, who only published his proof in Chevalley 1960. A
modern proof can be found in Conrad 2002.18 I. Basic Theory of Afﬁne Groups
General algebraic group Afﬁne algebraic group Reductive algebraic groups
general 
j ﬁnite ´ etale
connected 
j abelian variety
connected afﬁne 
j semisimple
solvable 
j torus
unipotent 
j unipotent
f1g 
afﬁne 
j ﬁnite ´ etale
connected 
j semisimple
solvable 
j torus
unipotent 
j unipotent
f1g 
reductive 
j semisimple
torus 
j torus
f1g 
When k is perfect of characteristic p ¤ 0 and G is smooth, the same statements hold.
However, when k is not perfect the situation becomes more complicated. For example, the
algebraic subgroup N in (b) need not be smooth even when G is, and its formation need
not commute with extension of the base ﬁeld. Similarly, a connected afﬁne algebraic group
G without a normal connected unipotent subgroup may acquire such a subgroup after an
extension of the base ﬁeld — in this case, the group G is said to be pseudo-reductive (not
reductive).
1d Exercises
EXERCISE 1-1 Let f.X;Y / 2 RX;Y . Show that if f.x;ex/ D 0 for all x 2 R, then f is
zero (as an element of RX;Y ). Hence the subset f.x;ex/jx 2Rg of R2 is not the zero-set
of a family of polynomials.
EXERCISE 1-2 Let T be a commutative subgroup of GL.V / consisting of diagonalizable
endomorphisms. Show that there exists a basis for V relative to which T  Dn.
EXERCISE 1-3 Let  be a positive deﬁnite bilinear form on a real vector space V , and let
SO./ be the algebraic subgroup of SL.V / of maps  such that .x;y/D.x;y/ for all
x;y 2V . Show that every element of SO./ is semisimple (but SO./ is not diagonalizable
because it is not commutative).
EXERCISE 1-4 Let k be a ﬁeld of characteristic zero. Show that every element of GLn.k/
of ﬁnite order is semisimple. (Hence the group of permutation matrices in GLn.k/ consists
of semisimple elements, but it is not diagonalizable because it is not commutative).
2 Deﬁnitions
What is an afﬁne algebraic group? For example, what is SLn? We know what SLn.R/ is
for any commutative ring R, namely, it is the group of nn matrices with entries in R and
determinant 1. Moreover, we know that a homomorphism R ! R0 of rings deﬁnes a homo-
morphism of groups SLn.R/ ! SLn.R0/. So what is SLn without the “.R/”? Obviously, it2. Deﬁnitions 19
is a functor from the category of rings to groups. Essentially, this is our deﬁnition together
with the requirement that the functor be “deﬁned by polynomials”.
Throughout this section, k is a commutative ring.
2a Motivating discussion
Weﬁrstexplainhowasetofpolynomialsdeﬁnesafunctor. LetS beasubsetofkX1;:::;Xn.
For any k-algebra R, the zero-set of S in Rn is
S.R/ D f.a1;:::;an/ 2 Rn j f.a1;:::;an/ D 0 for all f 2 Sg:
A homomorphism of k-algebras R ! R0 deﬁnes a map S.R/ ! S.R0/, and these maps
make R   S.R/ into a functor from the category of k-algebras to the category of sets.
This suggests deﬁning an afﬁne algebraic group to be a functor Algk ! Grp that is
isomorphic (as a functor to sets) to the functor deﬁned by a set of polynomials in a ﬁnite
number of symbols. For example, the functor R   SLn.R/ satisﬁes this condition because
it is isomorphic to the functor deﬁned by the polynomial det.Xij/ 1 where
det.Xij/ D
X
2Sn
sign./X1.1/Xn.n/ 2 kX11;X12;:::;Xnn: (4)
The condition that G can be deﬁned by polynomials is very strong: it excludes, for example,
the functor with
G.R/ D
(
Z=2Z if R D k
f1g otherwise.
Now suppose that k is noetherian, and let S be a subset of kX1;:::;Xn. The ideal a
generated by S consists of the ﬁnite sums
X
gifi; gi 2 kX1;:::;Xn; fi 2 S:
Clearly S and a have the same zero-sets for any k-algebra R. According to the Hilbert
basis theorem (CA 3.6), every ideal in kX1;:::;Xn can be generated by a ﬁnite set of
polynomials, and so an afﬁne algebraic group is isomorphic (as a functor to sets) to the
functor deﬁned by a ﬁnite set of polynomials.
We have just observed that an afﬁne algebraic group G is isomorphic to the functor
deﬁned by an ideal a of polynomials in some polynomial ring kX1;:::;Xn. Let A D
kX1;:::;Xn=a. For any k-algebra R, a homomorphism A ! R is determined by the
images ai of the Xi, and the n-tuples .a1;:::;an/ that arise from a homomorphism are
exactly those in the zero-set of a. Therefore the functor R   a.R/ sending a k-algebra R
to the zero-set of a in Rn is canonically isomorphic to the functor
R   Homk-alg.A;R/:
Since the k-algebras that can be expressed in the form kX1;:::;Xn=a are exactly the
ﬁnitely generated k-algebras, we conclude that the functors Algk ! Set deﬁned by a set
of polynomials in a ﬁnite number of symbols are exactly the functors R   Homk-alg.A;R/
deﬁned by a ﬁnitely generated k-algebra A.
Before continuing, it is convenient to review some category theory.20 I. Basic Theory of Afﬁne Groups
2b Some category theory
An object A of a category A deﬁnes a functor
hAWA ! Set by

hA.R/ D Hom.A;R/; R 2 ob.A/;
hA.f /.g/ D f g; f WR ! R0; g 2 hA.R/ D Hom.A;R/:
A morphism WA0 ! A of objects deﬁnes a map f 7! f WhA.R/ ! hA0
.R/ which is
natural in R (i.e., it is a natural transformation of functors hA ! hA0
):
THE YONEDA LEMMA
Let FWA ! Set be a functor from A to the category of sets, and let A be an object of A. A
natural transformation TWhA ! F deﬁnes an element aT D TA.idA/ of F.A/.
2.1 (YONEDA LEMMA) The map T 7! aT is a bijection
Hom.hA;F/ ' F.A/ (5)
with inverse a 7! Ta, where
.Ta/R.f / D F.f /.a/; f 2 hA.R/ D Hom.A;R/:
The bijection is natural in both A and F (i.e., it is an isomorphism of bifunctors).
PROOF. Let T be a natural transformation hA ! F. For any morphism f WA ! R, the
commutative diagram
hA.A/ hA.R/
F.A/ F.R/
hA.f /
TA TR
F.f /
idA f
aT F.f /.aT/ D TR.f /
shows that
TR.f / D F.f /.aT/: (6)
Therefore T is determined by aT, and so the map T 7! aT is injective. On the other hand,
for a 2 F.A/,
.Ta/A.idA/ D F.idA/.a/ D a;
and so the map T 7! aT is surjective.
The proof of the naturality of (5) is left as an (easy) exercise for the reader. 2
2.2 When we take F D hB in the lemma, we ﬁnd that
Hom.hA;hB/ ' Hom.B;A/:
In other words, the contravariant functor A   hAWA ! A_ is fully faithful.2. Deﬁnitions 21
REPRESENTABLE FUNCTORS
2.3 A functor FWA ! Set is said to be representable if it is isomorphic to hA for some
object A. A pair .A;a/, a 2 F.A/, is said to represent F if TaWhA ! F is an isomorphism.
Note that, if F is representable, say F hA, then the choice of an isomorphism TWhA !F
determines an element aT 2 F.A/ such that .A;aT/ represents F — in fact, T D TaT —
and so we sometimes say that .A;T/ represents F.
2.4 Let F1 and F2 be functors A ! Set. In general, the natural transformations F1 ! F2
will form a proper class (not a set), but the Yoneda lemma shows that Hom.F1;F2/ is a set
if F1 is representable (because it is isomorphic to a set).
There are similar statements for the contravariant functors Hom. ;A/ deﬁned by ob-
jects.
GROUP OBJECTS IN CATEGORIES
Let C be a category with ﬁnite products (including a ﬁnal object ).
2.5 A group object in C is an object G of C together with a morphism mWG G ! G
such that the induced map G.T/G.T/ ! G.T/ makes G.T/ into a group for every T in
C. Here G.T/ D Hom.T;G/.
2.6 Apair.G;m/isagroupobjectifandonlyifthereexistmapseW!G andinvWG !G
making the diagrams (35) and (36), p. 46, commute. (Exercise!).
2.7 Let .G;m/ be a group object in C. For every map T ! T 0 of objects in C, the map
G.T/!G.T 0/ is a homomorphism, and so .G;m/ deﬁnes a functor C! Grp. Conversely,
suppose that for each object T in C we are given a group structure on G.T/, and that
for each morphism T ! T 0 in C the map G.T/ ! G.T 0/ is a homomorphism of groups.
According to the Yoneda lemma, the product maps G.T/G.T/ ! G.T/ arise from a
(unique) morphism mWGG ! G, and clearly .G;m/ is a group object in C. We conclude
that to give a group object in C is the same as giving a functor C ! Grp such that the
underlying functor to Set is representable. (For more details, see, for example, Tate 1997,
1.)
2.8 A monoid object in C is an object M of C together with a morphism mWM M ! M
and a map eW ! G such that the induced map G.T/G.T/ ! G.T/ makes G.T/ into a
monoid with identity element Im.e/ for every T in C. Remarks similar to (2.6) and (2.7)
apply.
2c Deﬁnition of an afﬁne (algebraic) group
Recall (CA 8) that the tensor product of two k-algebras A1 and A2 is their direct sum in the
category Algk. In other words, if f1WA1 ! R and f2WA2 ! R are homomorphisms of k-
algebras, there is a unique homomorphism .f1;f2/WA1
A2 ! R such that .f1;f2/.a1
22 I. Basic Theory of Afﬁne Groups
1/ D f1.a1/ and .f1;f2/.1
a2/ D f2.a2/ for all a1 2 A1 and a2 2 A2:
A1 A1
A2 A2
R.
f1 f2 .f1;f2/ (7)
Now consider a k-algebra A together with a k-algebra homomorphism WA ! A
A.
For any k-algebra R, the map
f1;f2 7! f1f2
def D .f1;f2/WhA.R/hA.R/ ! hA.R/, (8)
is a binary operation on hA.R/, which is natural in R.
DEFINITION 2.9 An afﬁne group over k is a k-algebra A together with a homomorphism
 such that (8) makes hA.R/ into a group for all R. A homomorphism of afﬁne groups
.A;/!.A0;0/ is a homomorphism WA0 !A of k-algebras such that  D.
/
0:
A

          A0
? ?
y
? ?
y0
A
A


          A0
A0
(9)
Let G D .A;/ be an afﬁne group. The ring A is called the coordinate ring (or coordinate
algebra) of G, and is denoted O.G/, and  is called the comultiplication of G. When
O.G/ is ﬁnitely presented4, G is called an afﬁne algebraic group.
EXAMPLE 2.10 Let A D kX. Then hA.R/ is isomorphic to R by f 7! f.X/. Let  be
the homomorphism kX ! kX
kX D kX 
1;1
X such that
.X/ D X 
1C1
X.
For f1;f2 2 hA.R/,
.f1f2/.X/ D .f1;f2/.X 
1C1
X/ D f1.X/Cf2.X/;
and so the binary operation on hA.R/ ' R deﬁned by  is just addition. Hence .kX;/
is an afﬁne algebraic group, called the additive group. It is denoted by Ga.
EXAMPLE 2.11 Let M be a (multiplicative) commutative group, and let A be its group
algebra; so the elements of A are the ﬁnite sums
P
mamm; am 2 k; m 2 M;
and  P
mamm
 P
nbnn

D
P
m;nambnmn:
4Recall (CA 3.11) that a k-algebra A is ﬁnitely presented if it is isomorphic to the quotient of a polynomial
ring kX1;:::;Xn by a ﬁnitely generated ideal. The Hilbert basis theorem (CA 3.6) says that, when k is
noetherian, every ﬁnitely generated k-algebra is ﬁnitely presented.2. Deﬁnitions 23
Set
.m/ D m
m .m 2 M/:
Then hA.R/ ' Homgroup.M;R/ with its natural group structure,
.f1f2/.m/ D f1.m/f2.m/:
2.12 Let WA ! A
A be a homomorphism of k-algebras. In (5.15) we shall see that
.A;/ is an afﬁne group if and only if there exist homomorphism WA ! k and SWA ! A
such that certain diagrams commute. In particular, this will give a ﬁnite deﬁnition of “afﬁne
group” that does not require quantifying over all k-algebras R.
2.13 Let G D .A;/ be an afﬁne algebraic group. Then
A  kX1;:::;Xm=.f1;:::;fn/
for some m;n. The functor hAWAlgk ! Grp is that deﬁned by the set of polynomials
ff1;:::;fng. The tensor product
kX1;:::;Xn
kX1;:::;Xn
is a polynomial ring in the symbols X1
1;:::;Xn
1;1
X1;:::;1
Xn. Therefore ,
and hence the multiplication on the groups hA.R/, is also be described by polynomials,
namely, by any set of representatives for the polynomials .X1/;:::;.Xm/.
AFFINE GROUPS AS FUNCTORS
Because A1
A2 is the direct sum of A1 and A2 in Algk, we have
hA1
A2 ' hA1 hA2: (10)
In particular, hA
A ' hA hA, and so we can regard h, for  a homomorphism A !
A
A, as a functor hAhA ! hA. When .A;/ is an afﬁne group,
h.R/WhA.R/hA.R/ ! hA.R/
is the group structure in hA.R/ deﬁned by .
For an afﬁne group G D .A;/, we let G.R/ D hA.R/ when R a k-algebra. Then
R   G.R/ is a functor Algk ! Grp.
Let G0 D.A0;0/ be a second afﬁne group, and let W.A;/!.A0;0/ be a homomor-
phism of k-algebras. Because of the Yoneda lemma, the diagram (9) commutes if and only
if
hA h
        ! hA0
x
? ?h
x
? ?h0
hAhA hh
        ! hA0
hA0
(11)
commutes. This says that, under the bijection
Homk-alg.A0;A/ ' Hom.G;G0/
provided by the Yoneda lemma, homomorphisms of algebraic groups correspond to natural
transformations preserving the group structure, i.e., to natural transformations from G to
G0 as functors to Grp (rather than Set).24 I. Basic Theory of Afﬁne Groups
THEOREM 2.14 The functor A   hA deﬁnes an equivalence from the category of afﬁne
groups over k to the category of functors GWAlgk ! Grp such that underlying functor to
Set is representable. Under the equivalence, afﬁne algebraic groups correspond to functors
representable by ﬁnitely presented k-algebras.
PROOF. We have just seen that the functor is fully faithful. Let G0 be a functor Algk !Set.
To give a functor GWAlgk ! Grp such that G0 D .forget/G is the same as giving a natural
transformation G0 G0 ! G0 that makes G0.R/ into a group for all k-algebras R. If
G0 is representable by A, then G0G0 is representable by A
A (see (10)), and so such
a natural transformation corresponds (by the Yoneda lemma) to a homomorphism of k-
algebras WA ! A
A. Hence such a G arises from an afﬁne group .A;/, and so the
functor is essentially surjective. This proves the ﬁrst statement, and the second statement is
obvious. 2
We now construct a canonical quasi-inverse to the functor in the theorem. Let A1 be
the functor sending a k-algebra R to its underlying set,
A1WAlgk ! Set; .R;;C;1/   R;
and let G be a functor from the category of k-algebras to groups,
GWAlgk ! Grp.
Let G0 D .forget/G be the underlying functor to Set, and let A be the set of natural
transformations from G0 to A1,
A D Hom.G0;A1/:
Thus an element f of A is a family of maps of sets
fRWG.R/ ! R; R a k-algebra,
such that, for every homomorphism of k-algebras R ! R0, the diagram
G.R/
fR
        ! R
? ?
y
? ?
y
G.R0/
fR0
        ! R0
commutes. For f;f 0 2 A and g 2 G.R/, deﬁne
.f f 0/R.g/ D fR.g/f 0
R.g/
.ff 0/R.g/ D fR.g/f 0
R.g/:
With these operations, A becomes a commutative ring, and even a k-algebra because each
c 2 k deﬁnes a constant natural transformation
cRWG0.R/ ! R; cR.g/ D c for all g 2 G0.R/:
An element g 2 G.R/ deﬁnes a homomorphism f 7! fR.g/WA ! R of k-algebras. In this
way, we get a natural transformation 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PROPOSITION 2.15 The functor G0 is a representable if and only if  is an isomorphism.
PROOF. If  is an isomorphism, then certainly G0 is representable. Conversely, suppose
that G0 is represented by .B;b/. Then
A
def D Hom.G0;A1/
Tb
' Hom.hB;A1/
Yoneda
' A1.B/ ' B,
where the last isomorphism uses that A1 D hkX. Thus A ' B, and one checks that
WhB ! hA is the natural transformation deﬁned by this isomorphism; therefore  is an
isomorphism. This proves the statement. 2
SUMMARY 2.16 We have shown that it is essentially the same to give
(a) a k-algebra A together with a homomorphism WA!A
kA that makes hA.R/ into
a group for all R, or
(b) a functor GWAlgk ! Grp such that forgetG is representable.
To pass from (a) to (b), take G D hA endowed with the multiplication hWGG ! G.
To pass from (b) to (a), take A D Hom.A1;G0/ endowed with the homomorphism A !
A
A corresponding (by the Yoneda lemma) to GG ! G.
We adopted (a), rather than (b), as the deﬁnition of an afﬁne group because it is more
elementary. Throughout, we shall use the two descriptions of an afﬁne algebraic group
interchangeably.
Let G be an afﬁne group, and let A be its coordinate ring. When we regard A as
Hom.G;A1/, an element f 2 A is a family of maps fRWG.R/ ! R (of sets) indexed by
the k-algebras R and natural in R. On the other hand, when we regard A as a k-algebra
representing G, an element g 2 G.R/ is a homomorphism of k-algebras gWA ! R. The
two points of views are related by the equation
fR.g/ D g.f /; f 2 A; g 2 G.R/: (12)
Moreover,
.f /R.g1;g2/ D fR.g1g2/: (13)
According to the Yoneda lemma, a homomorphism WG ! H deﬁnes a homomorphism of
rings WO.H/ ! O.G/. Explicitly,
.f /R.g/ D fR.Rg/; f 2 O.H/; g 2 G.R/: (14)
When G is a functor Algk ! Grp such that G0 is representable, we shall loosely refer
to any k-algebra A that represents G0 (with an implicit isomorphism hA ' G0) as the
coordinate ring of G, and denote it by O.G/.
NOTES Consider the categories with the following objects and the obvious morphisms:
(a) a functor GWAlgk ! Grp together with a representation .A;a/ of the underlying functor to
Set;
(b) a functor GWAlgk ! Grp such that the underlying functor to Set is representable;
(c) a k-algebra A together with a homomorphism WA!A
kA that makes hA.R/ into a group
for all k-algebras R.26 I. Basic Theory of Afﬁne Groups
There are canonical “forgetful” functors a!b and a!c which are equivalences of categories. There
are even canonical quasi-inverse functors b!a (take A D Hom.G;A1/ ...) and c!a (take G D hA
...). However, the functors are not isomorphisms of categories. In the previous version of the notes,
I took (b) as the deﬁnition of afﬁne group. In this version, I took (c) as the deﬁnition because it more
obviously gives a reasonable category (no set theory problems). Perhaps (a) is the best.
2d Afﬁne monoids
Recall that a monoid is a set M together with an associative binary operation M M !M
and an identity element (usually denoted 0, 1, or e). In other words, it is a “group without
inverses”. A homomorphism of monoids is a map 'WM ! M0 such that
(a) '.eM/ D eM0, and
(b) '.xy/ D '.x/'.y/ for all x;y 2 M.
When M0 is a group, (a) holds automatically because a group has only one element such
that ee D e. For any monoid M, the set M of elements in M with inverses is a group (the
largest subgroup of M).
An afﬁne monoid is a k-algebra A together with homomorphisms WA ! A
A and
WA ! k such that  makes hA.R/ into a monoid with identity element A

 ! k  ! R for
each k-algebra R. Essentially, this is the same as a functor from the category of k-algebras
to monoids that is representable (as a functor to sets). When A is ﬁnitely presented, the
afﬁne monoid is said to be algebraic.
EXAMPLE 2.17 For a k-module V , let EndV be the functor
R   .EndR-lin.R
k V /;/:
When V is ﬁnitely generated and projective, we saw in (3.6) that, as a functor to sets, EndV
is represented by Sym.V 
k V _/, and so it is an algebraic monoid. When V is free, the
choice of a basis e1;:::;en for V , deﬁnes an isomorphism of EndV with the functor
R   .Mn.R/;/ (multiplicative monoid of nn matrices),
which is represented by the polynomial ring kX11;X12;:::;Xnn.
PROPOSITION 2.18 For any afﬁne monoid M over k, the functor R   M.R/ is an afﬁne
group M over k; when M is algebraic, so also is M.
PROOF. For an abstract monoid M, let M1 D f.a;b/ 2 M M j ab D 1g; then
M ' f..a;b/;.a0;b0// 2 M1M1 j a D b0g:
This shows that M can be constructed from M by using only ﬁbred products:
M1         ! f1g
? ?
y
? ?
y
M M
.a;b/7!ab
            ! M
M         ! M1
? ?
y
? ?
y.a;b/7!b
M1
.a;b/7!a
            ! M:
It follows that, for an afﬁne monoid M, the functor R   M.R/ can be obtained from M
by forming ﬁbre products, which shows that it is representable (see 4b below). 22. Deﬁnitions 27
EXAMPLE 2.19 An associative k-algebra B with identity (not necessarily commutative)
deﬁnes a functor R   .R
k B;/ from the category of k-algebras to monoids. When
B is ﬁnitely generated and projective as a k-module, this is an afﬁne algebraic monoid
For example, if B D Endk-lin.V /, then GB
m D GLV . When B is also free, the choice of a
basis for B identiﬁes it (as a functor to sets) with R 7! Rdimk B, which is represented by
kX1;:::;Xdimk B. For the general case, see 2.21 or DG II, 1, 2.3, p.149.
We let GB
m denote the corresponding afﬁne algebraic group
R 7! .R
B/:
2e Afﬁne supergroups
The subject of supersymmetry was introduced by the physicists in the 1970s as part of their
search for a uniﬁed theory of physics consistent with quantum theory and general relativity.
Roughly speaking, it is the study of Z=2Z-graded versions of some of the usual objects
of mathematics. We explain brieﬂy how it leads to the notion of an afﬁne “supergroup”.
Throughout, k is a ﬁeld of characteristic zero.
A superalgebra over a ﬁeld k is a Z=2Z-graded associative algebra R over k. In other
words, R is an associative k-algebra equipped with a decomposition R D R0 R1 (as a
k-vector space) such that k  R0 and RiRj  RiCj (i;j 2 Z=2Z). An element a of R is
said to be even, and have parity p.a/ D 0, if it lies in R0; it is odd, and has parity p.a/ D 1,
if it lies in R1. The homogeneous elements of R are those that are either even or odd. A
homomorphism of super k-algebras is a homomorphism of k-algebras preserving the parity
of homogeneous elements.
A super k-algebra R is said to be commutative if ba D . 1/p.a/p.b/ab for all a;b 2 R.
Thus even elements commute with all elements, but for odd elements a;b,
abCba D 0.
The commutative super k-algebra kX1;:::;Xm;Y1;:::;Yn in the even symbols Xi and the
odd symbols Yi is deﬁned to be the quotient of the k-algebra of noncommuting polynomials
in X1;:::;Yn by the relations
XiXi0 D Xi0Xi; XiYj D YjXi; YjYj0 D  Yj 0Yj; 1  i;i0  m; 1  j;j 0  n:
When n D 0, this is the polynomial ring in the commuting symbols X1;:::;Xm, and when
m D 0, it is the exterior algebra of the vector space with basis fY1;:::;Yng provided 2 ¤ 0
in k.
A functor from the category of commutative super k-algebras to groups is an afﬁne
supergroup if it is representable (as a functor to sets) by a commutative super k-algebra.
For example, for m;n 2 N, let GLmjn be the functor
R  
 
A B
C D

A 2 GLm.R0/; B 2 Mm;n.R1/; C 2 Mn;m.R1/; D 2 GLn.R0/
	
:
It is known that such a matrix
 
A B
C D

is invertible (Varadarajan 2004, 3.6.1), and so GLmjn
isafunctortogroups. Itisanafﬁnesupergroupbecauseitisrepresentedbythecommutative
superk-algebraobtainedfromthecommutativesuperk-algebrakX11;X12;:::;XmCn;mCn;Y;Z
in the even symbols
Y; Z; Xij .1  i;j  m; mC1  i;j  mCn/28 I. Basic Theory of Afﬁne Groups
and the odd symbols
Xij .remaining pairs .i;j/)
by setting
Y .det.Xij/1i;jm D 1;
Zdet.Xij/mC1i:jmCn D 1:
Much of the theory of afﬁne groups extends to afﬁne supergroups (see, for example,
Fioresi and Gavarini 2008).
2f A representability criterion
When k is not a ﬁeld, the following criterion will sometimes be useful in showing that a
functor to groups is an afﬁne group.
THEOREM 2.20 Let FWAlgk ! Set be a functor. If F is representable, then it satisﬁes the
condition:
(*) for every faithfully ﬂat homomorphism R!R0 of k-algebras, the sequence
F.R/ ! F.R0/  F.R0
RR0/
is exact (i.e., the ﬁrst arrow maps F.R/ bijectively onto the set on which the
pair of arrows coincide).
Conversely, if F satisﬁes (*) and there exists a faithfully ﬂat homomorphism k ! k0 such
that Fk0 is representable, then F itself is representable.
PROOF. Suppose F is representable, say F D hA. For any faithfully ﬂat homomorphism
of rings R ! R0, the sequence
R ! R0  R0
RR0
is exact (CA 9.6). From this it follows that
Homk-alg.A;R/ ! Homk-alg.A;R0/  Homk-alg.A;R0
RR0/
is exact, and so F satisﬁes (*).
Conversely, suppose that F satisﬁes (*), and let k0 be a faithfully ﬂat extension of k.
For every k-algebra R, the map R ! Rk0 is faithfully ﬂat, and so
F.R/ ! F.Rk0/  F.Rk0 
RRk0/
is exact. In particular, F is determined by its restriction Fk0 to k0-algebras. Now suppose
that Fk0 is representable by a k0-algebra A0. The fact that Fk0 comes from a functor over
k means that it is equipped with a descent datum. This descent datum deﬁnes a descent
datum on A0, which descent theory shows arises from a k-algebra A, which represents F
(Waterhouse 1979, Chapter 17). 2
EXAMPLE 2.21 Let f1;:::;fr be elements of k such that .f1;:::;fr/ D k. Then k ! Q
kfi is faithfully ﬂat because the condition means that no maximal ideal of k contains all
fi. Therefore a functor F satisfying (*) and such that Fkfi is representable for each i is
itself representable.3. Examples 29
2g Terminology
Fromnowon“algebraicgroup”willmean“afﬁnealgebraicgroup”and“algebraicmonoid”
will mean “afﬁne algebraic monoid”.
3 Examples
In this section, we list some examples of afﬁne groups and of homomorphisms of afﬁne
groups. Throughout this section, k is a commutative ring.
3a Examples of afﬁne groups
3.1 We can now describe Ga more simply as the functor R   .R;C/. It is represented by
kX.
3.2 Let Gm be the functor R   R (multiplicative group). Each a 2 R has a unique
inverse, and so
Gm.R/ ' f.a;b/ 2 R2 j ab D 1g ' Homk-alg.kX;Y =.XY  1/;R/:
Therefore Gm is an afﬁne algebraic group, called the multiplicative group. Let k.X/ be the
ﬁeld of fractions of kX, and let kX;X 1 be the subring of polynomials in X and X 1.
The homomorphism
kX;Y  ! kX;X 1; X 7! X; Y 7! X 1
deﬁnes an isomorphism kX;Y =.XY  1/ ' kX;X 1, and so
Gm.R/ ' Homk-alg.kX;X 1;R/:
Thus O.Gm/ D kX;X 1; for f 2 kX;X 1 and a 2 Gm.R/ D R,
fR.a/ D f.a;a 1/:
3.3 Let G be the functor such that G.R/ D f1g for all k-algebras R. Then
G.R/ ' Homk-alg.k;R/;
and so G is an afﬁne algebraic group, called the trivial algebraic group. More generally, for
any ﬁnite group G, let O.G/ D
Q
g2G kg (product of copies of k indexed by the elements
of G). Then R   Homk-alg.O.G/;R/ is an afﬁne algebraic group .G/k over k such that
.G/k.R/ D G for any k-algebra R with no nontrivial idempotents (see 5.23 below). Such
an afﬁne algebraic group is called a constant ﬁnite algebraic group.
3.4 For an integer n  1,
n.R/ D fr 2 R j rn D 1g
is a multiplicative group, and R   n.R/ is a functor. Moreover,
n.R/ ' Homk-alg.kX=.Xn 1/;R/;
and so n is an afﬁne algebraic group with O.n/ D kX=.Xn 1/.30 I. Basic Theory of Afﬁne Groups
3.5 In characteristic p ¤ 0, the binomial theorem takes the form .aCb/p D ap Cbp.
Therefore, for any k-algebra R over a ﬁeld k of characteristic p ¤ 0,
p.R/ D fr 2 R j rp D 0g
is an additive group, and R   p.R/ is a functor. Moreover,
p.R/ ' Homk-alg.kT=.T p/;R/;
and so p is an afﬁne algebraic group with O.p/ D kT=.T p/.
3.6 For any k-module V , the functor of k-algebras5
Da.V /WR   Homk-lin.V;R/ (additive group) (15)
is represented by the symmetric algebra Sym.V / of V :
Homk-alg.Sym.V /;R/ ' Homk-lin.V;R/, R a k-algebra,
(see CA 8). Therefore Da.V / is an afﬁne group over k (and even an afﬁne algebraic group
when V is ﬁnitely presented).
In contrast, it is known that the functor
VaWR   R
V (additive group)
is not representable unless V is ﬁnitely generated and projective.6 Recall that the ﬁnitely
generated projective k-modules are exactly the direct summands of free k-modules of ﬁnite
rank (CA 10), and that, for such a module,
Homk-lin.V _;R/ ' R
V
(CA 10.8). Therefore Va is an afﬁne algebraic group with coordinate ring Sym.V _/ when
V is ﬁnitely generated and projective.
When V is ﬁnitely generated and free, the canonical maps
EndR-lin.R
V /   R
Endk-lin.V / ! R
.V _
V /,
are obviously isomorphisms, and it follows that they are isomorphisms when V is a ﬁnitely
generatedandprojective. Therefore, whenV isﬁnitelygeneratedandprojective, thefunctor
R   EndR-lin.R
V / (additive group)
is an algebraic group with coordinate ring Sym.V 
V _/.
When V is free and ﬁnitely generated, the choice of a basis e1;:::;en for V deﬁnes iso-
morphisms EndR-lin.R
V / ' Mn.R/ and Sym.V 
V _/ ' kX11;X12;:::;Xnn (poly-
nomial algebra in the n2 symbols .Xij/1i;jn). For f 2 kX11;X12;:::;Xnn and a D
.aij/ 2 Mn.R/,
fR.a/ D f.a11;a12;:::;ann/.
5Notations suggested by those in DG II, 1, 2.1.
6This is stated without proof in EGA I (1971) 9.4.10: “on peut montrer en effet que le foncteur T 7!
 .T;E.T// ... n’est repr´ esentable que si E est localement libre de rang ﬁni”.3. Examples 31
3.7 For nn matrices M and N with entries in a k-algebra R,
det.MN/ D det.M/det.N/ (16)
and
adj.M/M D det.M/I D M adj.M/ (Cramer’s rule) (17)
where I denotes the identity matrix and
adj.M/ D

. 1/iCj detMji

2 Mn.R/
with Mij the matrix obtained from M by deleting the ith row and the jth column. These
formulas can be proved by the same argument as for R a ﬁeld, or by applying the principle
of permanence of identities (Artin 1991, 12.3). Therefore, there is a functor SLn sending a
k-algebra R to the group of nn matrices of determinant 1 with entries in R. Moreover,
SLn.R/ ' Homk-alg

kX11;X12;:::;Xnn
.det.Xij/ 1/
;R

;
wheredet.Xij/isthepolynomial(4), andsoSLn isanafﬁnealgebraicgroupwithO.SLn/D
kX11;X12;:::;Xnn
.det.Xij/ 1/ . It is called the special linear group. For f 2 O.SLn/ and a D .aij/ 2
SLn.R/,
fR.a/ D f.a11;:::;ann/:
3.8 Similar arguments show that the nn matrices with entries in a k-algebra R and
with determinant a unit in R form a group GLn.R/, and that R   GLn.R/ is a functor.
Moreover,
GLn.R/ ' Homk-alg

kX11;X12;:::;Xnn;Y 
.det.Xij/Y  1/
;R

;
and so GLn is an afﬁne algebraic group with coordinate ring7 kX11;X12;:::;Xnn;Y 
.det.Xij/Y 1/ . It is
called the general linear group. For f 2 O.GLn/ and a D .aij/ 2 GLn.R/,
fR.aij/ D f.a11;:::;ann;det.aij/ 1/:
Alternatively, let A be the k-algebra in 2n2 symbols, X11;X12;:::;Xnn;Y11;:::;Ynn mod-
ulo the ideal generated by the n2 entries of the matrix .Xij/.Yij/ I. Then
Homk-alg.A;R/ D f.A;B/ j A;B 2 Mn.R/; AB D Ig:
The map .A;B/ 7! A projects this bijectively onto fA 2 Mn.R/ j A is invertibleg (because
a right inverse of a square matrix is unique if it exists, and is also a left inverse). Therefore
A ' O.GLn/.
7In other words, O.GLn/ is the ring of fractions of kX11;X12;:::;Xnn for the multiplicative subset
generated by det.Xij/,
O.GLn/ D kX11;X12;:::;Xnndet.Xij/:
See CA, 6.2.32 I. Basic Theory of Afﬁne Groups
3.9 Let C be an invertible nn matrix with entries in k, and let
G.R/ D fT 2 GLn.R/ j T t C T D Cg.
If C D .cij/, then G.R/ consists of the invertible matrices .tij/ such that
X
j;k
tjicjktkl D cil; i;l D 1;:::;n;
and so
G.R/ ' Homk-alg.A;R/
with A equal to the quotient of kX11;X12;:::;Xnn;Y  by the ideal generated by the poly-
nomials 
det.Xij/Y  1 P
j;kXjicjkXkl  cil; i;l D 1;:::;n:
Therefore G is an afﬁne algebraic group. When C D I, it is the orthogonal group On, and
when C D
 
0 I
 I 0

, it is the symplectic group Spn.
3.10 There are abstract versions of the last groups. Let V be a ﬁnitely generated projective
k–module, let  be a nondegenerate symmetric bilinear form V V ! k, and let   be a
nondegenerate alternating form V V ! k. Then there are afﬁne algebraic groups with
SLV .R/ D fR-linear automorphisms of R
k V with determinant 1g,
GLV .R/ D fR-linear automorphisms of R
k V g,
O./.R/ D f 2 GLV .R/ j .v;w/ D .v;w/ for all v;w 2 R
k V g;
Sp. /.R/ D f 2 GLV .R/ j  .v;w/ D  .v;w/ for all v;w 2 R
k V g.
When V is free, the choice of a basis for V deﬁnes an isomorphism of each of these functors
with one of those in (3.7), (3.8), or (3.9), which shows that they are afﬁne algebraic groups
in this case. For the general case, use (2.21).
3.11 Let k be a ﬁeld, and let K be a separable k-algebra of degree 2. This means that
there is a unique k-automorphism a 7! N a of K such that a D N a if and only if a 2 k, and that
either
(a) K is a separable ﬁeld extension of k of degree 2 and a 7! N a is the nontrivial element
of the Galois group, or
(b) K D kk and .a;b/ D .b;a/:
For an nn matrix A D .aij/ with entries in K, deﬁne N A to be .aij/ and A to be the
transpose of N A. Then there is an algebraic group G over k such that
G.k/ D fA 2 Mn.K/ j AA D Ig:
More precisely, for a k-algebra R, deﬁne a
r D N a
r for a
r 2 K 
k R, and, with the
obvious notation, let
G.R/ D fA 2 Mn.K 
k R/ j AA D Ig:3. Examples 33
Note that AA D I implies det.A/det.A/ D 1. In particular, det.A/ is a unit, and so G.R/
is a group.
In case (b),
G.R/ D f.A;B/ 2 Mn.R/ j AB D Ig
and so .A;B/ 7! A is an isomorphism of G with GLn.
In case (a), let e 2 K rk. Then e satisﬁes a quadratic polynomial with coefﬁcients
in k. Assuming char.k/ ¤ 2, we can “complete the square” and choose e so that e2 2 k
and N e D  e. A matrix with entries in K 
k R can be written in the form ACeB with
A;B 2 Mn.R/. It lies in G.R/ if and only if
.At  eBt/.ACeB/ D I
i.e., if and only if
At A e2Bt B D I; and
At B  Bt A D 0:
Evidently, G is represented by a quotient of k:::;Xij;:::
k k:::;Yij;:::.
In the classical case k D R and K D C. Then G.R/ is the set of matrices in Mn.C/ of
the form ACiB, A;B 2 Mn.R/, such that
At ACBt B D I; and
At B  Bt A D 0:
3.12 There exists an afﬁne algebraic group G, called the group of monomial matrices,
such that, when R has no nontrivial idempotents, G.R/ is the group of invertible matrices
in Mn.R/ having exactly one nonzero element in each row and column. For each  2 Sn
(symmetric group), let
A D O.GLn/=.Xij j j ¤ .i//
and let O.G/ D
Q
2Sn A. Then
A ' kX1.1/;:::;Xn.n/;Y =.sign./X1.1/Xn.n/Y  1/;
and so
G.R/ '
G
 Homk-alg.A;R/ ' Homk-alg.O.G/;R/:
3.13 Let k D k1kn, and write 1 D e1CCen. Then fe1;:::;eng is a complete set
of orthogonal idempotents in k. For any k-algebra R,
R D R1Rn
where Ri is the k-algebra Rei. To give an afﬁne group G over k is the same as giving an
afﬁne group Gi over each ki. If G $ .Gi/1in, then
G.R/ D
Y
i Gi.Ri/
for all k-algebras R D R1Rn.34 I. Basic Theory of Afﬁne Groups
3b Examples of homomorphisms
3.14 The determinant deﬁnes a homomorphism of algebraic groups
detWGLn ! Gm:
3.15 The homomorphisms
R ! SL2.R/; a 7!

1 a
0 1

;
deﬁne a homomorphism of algebraic groups Ga ! SL2.
4 Some basic constructions
Throughout this section, k is a commutative ring.
4a Products of afﬁne groups
Let G1 and G2 be afﬁne groups over k. The functor
R   G1.R/G2.R/
is an afﬁne group G1G2 over k with coordinate ring
O.G1G2/ D O.G1/
O.G2/; (18)
because, for any k-algebras A, A2, R,
Homk-alg.A1
k A2;R/ ' Homk-alg.A1;R/Homk-alg.A2;R/ (19)
(see (7), p. 22).
More generally, let .Gi/i2I be a (possibly inﬁnite) family of afﬁne groups over k, and
let G be the functor
R  
Y
i2I Gi.R/:
Then G is an afﬁne group with coordinate ring
N
i2I O.Gi/ (in the inﬁnite case, apply
Bourbaki A, III, 5, Prop. 8). Moreover, G together with the projection maps is the product
of the Gi in the category of afﬁne groups. If I is ﬁnite and each Gi is an algebraic group,
then
Q
i2I Gi is an algebraic group .
4b Fibred products of afﬁne groups
Let G1, G2, and H be functors from the category of k-algebras to sets, and let
G1 ! H   G2 (20)
be natural transformations. We deﬁne the ﬁbred product functor G1 H G2 to be the
functor
R   G1.R/H.R/G2.R/:
Obviously G1H G2 is the ﬁbred product of G1 and G2 over H in the category of functors
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Let B be a k-algebra, and let A1 and A2 be B-algebras. For any k-algebra R and
choice of a k-algebra homomorphism B ! R (i.e., of a B-algebra structure on R), there is
a canonical isomorphism
HomB-alg.A1
B A2;R/ ' HomB-alg.A1;R/HomB-alg.A2;R/:
On taking the union over the different k-algebra homomorphisms B ! R, we ﬁnd that
Homk-alg.A1
B A2;R/ ' Homk-alg.A1;R/Homk-alg.B;R/Homk-alg.A2;R/: (21)
Therefore, if the functors G1, G2, and H in (20) are represented by k-algebras A1, A2, and
B, then G1H G2 is represented by the k-algebra A1
B A2.
When the natural transformations G1 !H  G2 are homomorphisms of afﬁne groups,
G1 H G2 is a functor to Grp, and the above remark shows that it is an afﬁne group with
coordinate ring
O.G1H G2/ D O.G1/
O.H/O.G2/. (22)
It is called the ﬁbred product of G1 and G2 over H.
For example, let H be an afﬁne group and let  ! H be the unique homomorphism
from the trivial group to H. For any homomorphism WG ! H;
.GH /.R/ D Ker..R/WG.R/ ! H.R//:
The afﬁne group .GH / is called the kernel of , and is denoted Ker./. Note that
O.Ker.G ! H// D O.G/
O.H/k: (23)
Similarly, the equalizer of a pair of homomorphisms can be realized as a ﬁbred product.
Therefore, all ﬁnite direct limits exist in the category of afﬁne groups.
4c Extension of the base ring (extension of scalars)
Let k0 be a k-algebra. A k0-algebra R can be regarded as a k-algebra through k ! k0 ! R,
and so a functor G of k-algebras “restricts” to a functor
Gk0WR   G.R/
of k0-algebras. If G is an afﬁne group, then Gk0 is an afﬁne group with coordinate ring
O.Gk0/ D O.G/k0 because
Homk0-alg.k0
O.G/;R/ ' Homk-alg.O.G/;R/ (R a k0-algebra)
(in (7), take A1 D k0, A2 D O.G/, and f1 equal to the given k0-algebra structure on R).
The afﬁne group Gk0 is said to have been obtained from G by extension of the base ring
or by extension of scalars. If G is an algebraic group, so also is Gk0. Clearly G   Gk0 is
a functor.
EXAMPLE 4.1 Let V be a k-module and let W be a k0-module. A k-linear map V ! W 0
extends uniquely to a k0-linear map Vk0 ! W :
Homk-lin.V;W / ' Homk0-lin.Vk0;W /:36 I. Basic Theory of Afﬁne Groups
On applying this with W a k0-algebra R, we see that
Da.V /k0 ' Da.Vk0/:
Similarly, if V is ﬁnitely generated and projective, then
.Va/k0 ' .Vk0/a:
EXAMPLE 4.2 Let G be the unitary group deﬁned by a separable k-algebra K of degree 2
(see3.11). Foranyﬁeldextensionk !k0, Gk0 istheunitarygroupdeﬁnedbythek0-algebra
K 
k k0, and so, for example, Gkal ' GLn.
4d Restriction of the base ring (restriction of scalars)
Throughout this subsection, k0 is a k-algebra that is ﬁnitely generated and projective as a
k-module. We shall show that there is a right adjoint to the functor G   Gk0. We ﬁrst
explain this for functors to sets.
FromafunctorFWAlgk !SetweobtainafunctorFk0WAlgk0 !SetbysettingFk0.R/D
F.R/:Ontheotherhand, fromafunctorF 0WAlgk0 !Setweobtainafunctor.F 0/k0=kWAlgk !
Set by setting .F 0/k0=k.R/ D F 0.k0
R/. Let ' be a natural transformation 'WFk0 ! F 0.
The homomorphisms
F.R/
F.r7!1
r/
                ! F.k0
R/
'.k0
R/
            ! F 0.k0
R/
def D .F 0/k0=k.R/
are natural in the k-algebra R, and so their composite is a natural transformation F !
.F 0/k0=k. Thus, we have a morphism
Hom.Fk0;F 0/ ! Hom.F;.F 0/k0=k/:
This has an obvious inverse8, and so it is a bijection. We have shown that the extension of
scalars functor F   Fk0 has a right adjoint F 0   .F 0/k0=k:
Hom.Fk0;F 0/ ' Hom.F;.F 0/k0=k/: (24)
Because it is a right adjoint, F 0   .F 0/k0=k preserves inverse limits. In particular, it takes
(ﬁbred) products to (ﬁbred) products. This can also be checked directly.
LEMMA 4.3 If FWAlgk0 ! Set is represented by a (ﬁnitely-presented) k-algebra, then so
also is .F/k0=k.
PROOF. We prove this ﬁrst in the case that k0 is free as a k-module, say,
k0 D ke1ked; ei 2 k0:
8Given F !.F 0/k0=k, we need Fk0 !F 0. Let R be a k0-algebra, and let R0 be R regarded as a k-algebra.
The given k-algebra map k0 ! R and the identity map R0 ! R deﬁne a map k0
k R0 ! R (of k0-algebras).
Hence we have
F.R0/ ! F 0.k0
k R0/ ! F 0.R/;
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Consider ﬁrst the case that F D An, so that F.R/ D Rn for all k0-algebras R. For any
k-algebra R,
R0 def D k0
R ' Re1Red;
and so there is a bijection
.ai/1in 7! .bij/ 1in
1jd
WR0n ! Rnd
which sends .ai/ to the family .bij/ deﬁned by the equations
ai D
Pd
jD1bijej; i D 1;:::;n. (25)
The bijection is natural in R, and shows that .F/k0=k  And (the isomorphism depends
only on the choice of the basis e1;:::;ed).
Now suppose that F is the subfunctor of An deﬁned by a polynomial f.X1;:::;Xn/ 2
k0X1;:::;Xn. On substituting
Xi D
Pd
jD1Yijej
into f , we obtain a polynomial g.Y11;Y12;:::;Ynd/ with the property that
f.a1;:::;an/ D 0  g.b11;b12;:::;bnd/ D 0
when the a’s and b’s are related by (25). The polynomial g has coefﬁcients in k0, but we
can write it (uniquely) as a sum
g D g1e1CCgded; gi 2 kY11;Y12;:::;Ynd:
Clearly,
g.b11;b12;:::;bnd/ D 0  gi.b11;b12;:::;bnd/ D 0 for i D 1;:::;d,
andso.F/k0=k isisomorphictothesubfunctorofAnd deﬁnedbythepolynomialsg1;:::;gd.
This argument extends in an obvious way to the case that F is the subfunctor of An
deﬁned by a ﬁnite set of polynomials, and even to the case that it is a subfunctor of an
inﬁnite dimensional afﬁne space deﬁned by inﬁnitely many polynomials.
We deduce the general case from the free case by applying Theorem 2.20. For any
faithfully ﬂat homomorphism R ! R0 of k-algebras, Rk0 ! R0
k0 is a faithfully ﬂat homo-
morphism of k0-algebras (CA 9.7), and so
F.Rk0/ ! F.R0
k0/  F.R0
k0 
Rk0 R0
k0/
is exact. But this equals
.F/k0=k.R/ ! .F/k0=k.R0/  .F/k0=k.R0
RR0/;
and so .F/k0=k satisﬁes the condition (*) of the theorem. According to (CA 10.4), there ex-
ist elements f1;:::;fr of k such that .f1;:::;fr/Dk and k0
fi is a free kfi-module for each
i. It follows that
 
.F/k0=k

kfi
is representable for each i, and so .F/k0=k is representable
(cf. Example 2.21). 238 I. Basic Theory of Afﬁne Groups
If G is a functor Algk0 ! Grp, then .G/k0=k is a functor Algk ! Grp. The lemma
shows that if G is an afﬁne (algebraic) group, then so also is .G/k0=k, and (24) shows that
the functor G0   .G0/k0=k is right adjoint to the functor “extension of scalars”:
Hom.G;.G0/k0=k/ ' Hom.Gk0;G0/:
The afﬁne group .G/k0=k is said to have been obtained from G by (Weil) restriction of
scalars (or by restriction of the base ring). It is sometimes denoted Resk0=kG or k0=kG,
and called the Weil restriction of G.
PROPERTIES OF THE RESTRICTION OF SCALARS FUNCTOR
4.4 For any homomorphisms k ! k0 ! k00 of rings such that k0 (resp. k00) is ﬁnitely
generated and projective over k (resp. k0),
k0=k k00=k0 ' k00=k.
Indeed, for any afﬁne group G over k00 and k-algebra R,
  
k0=k k00=k0

.G/

.R/ D
 
k0=k.k00=k0G/

.R/
D G.k00
k0 k0
k R/
' G.k00
k R/
D
 
k00=kG

.R/
because k00
k0 k0
k R ' k00
k R.
4.5 For any k-algebra K and any afﬁne group G over k0,
 
k0=kG

K ' k0
kK=K.GK/I (26)
in other words, Weil restriction commutes with base extension. Indeed, for a K-algebra R,
 
k0=kG

K .R/
def D G.k0
k R/ ' G.k0
k K 
K R/
def D k0
kK=K.GK/.R/
because k0
k R ' k0
k K 
K R.
4.6 Let k0 be a product of k-algebras, k0 D k1 kn, with each ki ﬁnitely generated
and projective as a k-module. Let G be the afﬁne group over k0 corresponding to a family
.Gi/i of afﬁne groups over the ki (see 3.13). Then
.G/k0=k ' .G1/k1=k .Gn/kn=k. (27)
Indeed, for any k-algebra R,
.G/k0=k.R/
def D G.k0
R/
D G1.k1
R/Gn.kn
R/
def D
 
.G1/k1=k .Gn/kn=k

.R/
because k0
R ' k1
Rkn
R and G is representable.4. Some basic constructions 39
4.7 There is a homomorphism iWG ! .k0=kG/k0 of afﬁne groups over k0 such that, for
all k0-algebras R, i.R/ is the map G.R/ ! G.k0
R/ deﬁned by a 7! 1
aWR ! k0
R.
Then i is injective (obviously), and has the following universal property: let H be an afﬁne
group over k; then any homomorphism G ! Hk0 (over k0) factors uniquely through i.
4.8 Let k0 be a ﬁnite separable ﬁeld extension of a ﬁeld k, and let K be a ﬁeld containing
all k-conjugates of k0, i.e., such that jHomk.k0;K/j D k0Wk. Then
 
k0=kG

K '
Y
Wk0!K G
where G is the afﬁne group over K obtained by extension of scalars with respect to Wk0 !
K. Indeed
 
k0=kG

K
(26)
' k0
K=KGK
(27)
'
Y
Wk0!K G
because k0
K ' KHomk.k0;K/.
4.9 Let k0 D k" where "2 D 0. For any algebraic group G over k0, there is an exact
sequence
0 ! Va ! .G/k0=k ! G ! 0
where V is the tangent space to G at 1, i.e., V D Ker.G.k"/ ! G.k//. This is proved in
II, 1.29, below.
4.10 We saw in (4.8) that, when k0 is a separable ﬁeld extension of k, .G/k0=k becomes
isomorphic to a product of copies of G over some ﬁeld containing k0. This is far from true
when k0=k is an inseparable ﬁeld extension. For example, let k be a nonperfect ﬁeld of
characteristic 2, so that there exists a nonsquare a in k, and let k0 D k
p
a. Then
k0
k k0 ' k0"; " D a
1 1
a; "2 D 0:
According to (4.5),  
k0=kG

k0 ' k0"=k0Gk0;
which is an extension of Gk0 by a vector group (4.9).
4e Galois descent of afﬁne groups
In this subsection, k is a ﬁeld. Let 
 be a Galois extension of the ﬁeld k, and let   D
Gal.
=k/. When 
 is an inﬁnite extension of k, we endow   with the Krull topology. By
an action of   on an 
-vector space V we mean a homomorphism   ! Autk.V / such
that each  2   acts -linearly, i.e., such that
.cv/ D .c/.v/ for all  2   , c 2 
, and v 2 V .
We say that the action is continuous if every element of V is ﬁxed by an open subgroup of
  , i.e., if
V D
[
  0 V   0
(union over the open subgroups   0 of   ).40 I. Basic Theory of Afﬁne Groups
PROPOSITION 4.11 For any 
-vector space V equipped with a continuous action of   ,
the map P
i ci 
vi 7!
P
i civiW
 
k V   ! V
is an isomorphism.
PROOF. See Chapter VI, 1.2 below or AG, 16.15 (the proof is quite elementary). 2
For any vector space V over k, the group   acts continuously on 
 
V according to
rule:
.c
v/ D c
v for all  2   , c 2 
, and v 2 V:
PROPOSITION 4.12 The functor V   
 
k V from vector spaces over k to vector spaces
over 
 equipped with a continuous action of   is an equivalence of categories.
PROOF. When we choose bases for V and V 0, then Homk-lin.V;V 0/ and Hom
-lin.
 

V;
 
V 0/ become identiﬁed with with certain sets of matrices, and the fully faithfulness
of the functor follows from the fact that 
  D k. That the functor is essentially surjective
follows from (4.11). 2
Let G be an afﬁne group over 
. By a continuous action of   on G we mean a
continuous action of   on O.G/ preserving  and the k-algebra structure on A; thus
.f f 0/ D f f 0
1 D 1
. 
/..f // D .f /
9
=
;
for all  2   , f;f 0 2 A:
PROPOSITION 4.13 The functor G   G
 from afﬁne groups over k to afﬁne groups over

 equipped with a continuous action of   is an equivalence of categories.
PROOF. Immediate consequence of Proposition 4.12. 2
EXAMPLE 4.14 Let k0 be a ﬁnite separable ﬁeld extension of k, and let 
 be a Galois
extension of k containing all conjugates of k0. Let G D .A;/ be an afﬁne group over k0,
and let
G D .A;/
def D
Y
Wk0!
.A;/
where  runs over the k-homomorphisms k0 ! 
. There is an obvious continuous action
of  
def D Gal.
=k/ on G, and the corresponding afﬁne group over k is .G/k0=k. This is
essentially the original construction of .G/k0=k in Weil 1960, 1.3.
4f The Greenberg functor
Let A be a local artinian ring with residue ﬁeld k. For example, A could be the ring Wm.k/
of Witt vectors of length m. In general, A is a Wm.k/-module for some m. For an afﬁne
group G over A, consider the functor G.G/:
R   G.A
Wm.k/Wm.R//:
Then G.G/ is an afﬁne group over k. See Greenberg 1961, Greenberg 1963.5. Afﬁne groups and Hopf algebras 41
4g Exercises
EXERCISE 4-1 Let k0 be a ﬁnite separable extension of a ﬁeld k. Let A1 be the functor
Algk ! Set sending R to R, and let Ui, i 2 k, be the subfunctor of A1 such that Ui.R/ D
fa 2 R j a ¤ ig. Show that A1 D U0 [U1 but k0=kA1 ¤
 
k0=kU0

[
 
k0=kU1

if
k0 ¤ k.
EXERCISE 4-2 Let k0=k be a ﬁnite ﬁeld extension. Let WGk0 ! H be a homomorphism
of algebraic groups over k0, and let WG ! k0=kH be the corresponding homomorphism
over k. Show that Ker./ is the unique afﬁne subgroup of G such that Ker./k0 D Ker./.
5 Afﬁne groups and Hopf algebras
Un principe g´ en´ eral: tout calcul relatif aux
cog` ebres est trivial et incompr´ ehensible.
Serre 1993, p. 39.
In this section, we examine the extra structure that the coordinate ring of an afﬁne group
G acquires from the group structure on G. Throughout k is a commutative ring.
5a Algebras
Recall that an associative algebra over k with identity is a module A over k together with a
pair of k-linear maps9
mWA
A ! A eWk ! A
such that the following diagrams commute:
A
A
A A
A k
A A
A A
k
A
A A A
A
m
m
A m
m
e
A A
e
' m '
associativity identity
(28)
On reversing the directions of the arrows, we obtain the notion of a coalgebra.
5b Coalgebras
DEFINITION 5.1 A co-associative coalgebra over k with co-identity (henceforth, a coal-
gebra over k) is a module C over k together with a pair of k-linear maps
WC ! C 
C WC ! k
9Warning: I sometimes also use “e” for the neutral element of G.R/ (a homomorphism O.G/ ! R).42 I. Basic Theory of Afﬁne Groups
such that the diagrams
C 
C 
C C 
C k
C C 
C C 
k
C 
C C C
C 


C 


C C 

'  '
co-associativity co-identity
(29)
commute, i.e., such that

.C 
/ D .
C/
.C 
/ D idC D .
C/:
(30)
A homomorphism of coalgebras over k is a k-linear map f WC !D such that the diagrams
C 
C
f 
f
        ! D
D
x ?
?C
x ?
?D
C
f
        ! D
C
f
        ! D
?
? yC
?
? yD
k k
(31)
commute, i.e., such that (
.f 
f /C D D f
D f D C.
5.2 Let S be a set and let C be the k-vector space with basis S (so C D 0 if S is empty).
Then C becomes a coalgebra over k with  and  deﬁned by
.s/ D s
s
.s/ D 1

all s 2 S:
This shows that every vector space admits the structure of a coalgebra.
5.3 Let .C;;/ be a coalgebra over k. A k-subspace D of C is called a sub-coalgebra if
.D/  D
D. Then .D;jD;jD/ is a coalgebra (obvious), and the inclusion D ,! C
is a coalgebra homomorphism.
5.4 Let .C;C;C/ and .D;D;D/ be coalgebras over k; deﬁne C
D to be the com-
posite
C 
D
C
D             ! C 
C 
k D
D
C
t
D
' C 
D
k C 
D
where t is the transposition map c
d 7! d 
c, and deﬁne C
D to be the composite
C 
D
C
D           ! k
k ' k;
then .C 
D;C
D;C
D/ is a coalgebra over k. On taking D D C, we see that C 
C
is a coalgebra over k.5. Afﬁne groups and Hopf algebras 43
5c The duality of algebras and coalgebras
Recall that V _ denotes the dual of a k-module V . If V and W are k-modules, then the
formula
.f 
g/.v
w/ D f.v/
g.w/; f 2 V _, g 2 W _, v 2 V , w 2 W;
deﬁnes a linear map
V _
W _ ! .V 
W /_ (32)
which is always injective, and is an isomorphism when at least one of V or W is ﬁnitely
generated and projective (CA 10.8).
If .C;;/ is a co-associative coalgebra over k with a co-identity, then C_ becomes
an associative algebra over k with the multiplication C_
C_ ,! .C 
C/_ _
 ! C_ and
the identity k ' k_ _
 ! C_. Similarly, if .A;m;e/ is an associative algebra over k with
an identity and A is ﬁnitely generated and projective as a k-module, then A_ becomes a
co-associative coalgebra over k with the co-multiplication A_ m_
 ! .A
A/_ ' A_ 
A_
and the co-identity k ' k_ _
 ! A_. These statements are proved by applying the functor _
to one of the diagrams (28) or (29).
EXAMPLE 5.5 Let X be a set, and let C be the free k-module with basis X. The k-linear
maps
WC ! C 
C; .x/ D x
x; x 2 X;
WC ! k; .x/ D 1; x 2 X;
endow C with the structure of coalgebra over k. The dual algebra C_ can be identiﬁed
with the k-module of maps X ! k endowed with the k-algebra structure
m.f;g/.x/ D f.x/g.x/
e.c/.x/ D cx:
5d Bi-algebras
For k-algebras A and B, A
B becomes a k-algebra with the maps
mA
B..a
b/
.a0
b0// D mA.a
a0/
mA.b
b0/
eA
B.c/ D eA.c/
1 D 1
eB.c/:
DEFINITION 5.6 A bi-algebra over k is a k-module with compatible structures of an asso-
ciative algebra with identity and of a co-associative coalgebra with co-identity. In detail, a
bi-algebra over k is a quintuple .A;m;e;;/ where
(a) .A;m;e/ is an associative algebra over k with identity e;
(b) .A;;/ is a co-associative coalgebra over k with co-identity ;
(c) WA ! A
A is a homomorphism of algebras;
(d) WA ! k is a homomorphism of algebras.
A homomorphism of bi-algebras .A;m;:::/ ! .A0;m0;:::/ is a k-linear map A ! A0 that
is both a homomorphism of k-algebras and a homomorphism of k-coalgebras.44 I. Basic Theory of Afﬁne Groups
The next proposition shows that the notion of a bi-algebra is self dual.
PROPOSITION 5.7 For a quintuple .A;m;e;;/ satisfying (a) and (b) of (5.6), the fol-
lowing conditions are equivalent:
(a)  and  are algebra homomorphisms;
(b) m and e are coalgebra homomorphisms.
PROOF Consider the diagrams:
A
A A A
A
A
A
A
A A
A
A
A
m



A
t 
A
m
m
A
A A A
A A
k
k k k
k k
 m
e
e e 
 
' '
A
k k
e
id

The ﬁrst and second diagrams commute if and only if  is an algebra homomorphism, and
the third and fourth diagrams commute if and only if  is an algebra homomorphism. On the
other hand, the ﬁrst and third diagrams commute if and only if m is a coalgebra homomor-
phism, and the second and fourth commute if and only if e is a coalgebra homomorphism.
Therefore, each of (a) and (b) is equivalent to the commutativity of all four diagrams. 2
DEFINITION 5.8 A bi-algebra is said to be commutative, ﬁnitely generated, ﬁnitely pre-
sented, etc., if its underlying algebra is this property.
Note that these notions are not self dual.
DEFINITION 5.9 An inversion (or antipodal map10) for a bi-algebra A is a k-linear map
SWA ! A such that
(a) the diagram
A
m.S
id/
              A
A
m.id
S/
              ! A
x ?
?e
x ?
?
x ?
?e
k

          A

        ! k
(33)
commutes, i.e.,
m.S 
id/ D e D m.id
S/. (34)
and
(b) S.ab/ D S.ba/ for all a;b 2 A and S.1/ D 1 (so S is a k-algebra homomorphism
when A is commutative).
10Usually shortened to “antipode”.5. Afﬁne groups and Hopf algebras 45
ASIDE 5.10 In fact, condition (a) implies condition (b) (D˘ asc˘ alescu et al. 2001, 4.2.6).
EXAMPLE 5.11 Let X be a monoid, and let A be the k-module with basis X. The k-linear
maps
mWA
A ! A; m.x
x0/ D xx0; x;x0 2 X;
eWk ! A; e.c/ D c1X; c 2 k;
endow A with the structure of a k-algebra. When combined with the coalgebra structure in
(5.5), this makes A into a bi-algebra over k. When X is a group, the map
SWA ! A; .Sf /.x/ D f.x 1/
is an inversion.
PROPOSITION 5.12 Let A and A0 be bi-algebras over k. If A and A0 admit inversions S
and S0, then, for any homomorphism f WA ! A0,
f S D S0f:
In particular, a bi-algebra admits at most one inversion.
PROOF. For commutative bi-algebras, which is the only case of interest to us, we shall
prove this statement in (5.16) below. The general case is proved in D˘ asc˘ alescu et al. 2001,
4.2.5. 2
DEFINITION 5.13 A bi-algebra over k that admits an inversion is called a Hopf algebra
over k. A homomorphism of Hopf algebras is a homomorphism of bi-algebras.
A sub-bi-algebra B of a Hopf algebra A is a Hopf algebra if and only if it is stable under
the (unique) inversion of A, in which case it is called a Hopf subalgebra.
The reader encountering bi-algebras for the ﬁrst time should do Exercise 5-1 below
before continuing.
ASIDE 5.14 To give a k-bialgebra that is ﬁnitely generated and projective as a k-module is the same
as giving a pair of ﬁnitely generated projective k-algebras A and B together with a nondegenerate
k-bilinear pairing
h ; iWB A ! k
satisfying compatibility conditions that we leave to the reader to explicate.
5e Afﬁne groups and Hopf algebras
Recall that a commutative bi-algebra over k is a commutative k-algebra A equipped with a
coalgebra structure .;/ such that  and  are k-algebra homomorphisms.
THEOREM 5.15 (a) Let A be a k-algebra, and let WA ! A
A and WA ! k be homo-
morphisms. The triple .A;;/ is an afﬁne monoid if and only if .A;;/ is a bi-algebra
over k.
(b) Let A be a k-algebra, and let WA ! A
A be a homomorphism. The pair .A;/
is an afﬁne group if and only if there exists a homomorphism WA ! k such that .A;;/
is a Hopf algebra.46 I. Basic Theory of Afﬁne Groups
PROOF. (a) Let M D hA, and let mWM M ! M and eW ! M be the natural transfor-
mations deﬁned by  and  (here  is the trivial monoid represented by k). Then m and e
deﬁne a monoid structure on M.R/ for each k-algebra R if and only if the diagrams
M M M M M
M M M
idM m
midM m
m
M M M M 
M
eidM
' m
idM e
'
(35)
commute. As A   hA sends tensor products to products (10, p. 10), the Yoneda lemma,
shows that these diagrams commute if and only if the diagrams (29) commute.
(b) An afﬁne monoid M is an afﬁne group if and only if there exists a natural transfor-
mation invWM ! M such that
M
.inv;id/
        ! M M
.id;inv/
          M
? ?
y
? ?
ym
? ?
y

e
        ! M
e
          
(36)
commutes. Here.id;inv/denotes themorphism whosecomposites withthe projection maps
are id and inv. Such a natural transformation corresponds to a k-algebra homomorphism
SWA ! A satisfying (34), i.e., to an inversion for A. 2
Thus, as promised in (2.12), we have shown that a pair .A;/ is an afﬁne group if and
only if there exist homomorphisms  and S making certain diagrams commute.
PROPOSITION 5.16 Let A and A0 be commutative Hopf algebras over k. A k-algebra
homomorphism f WA ! A0 is a homomorphism of Hopf algebras if
.f 
f / D 0f ; (37)
moreover, then f S D S0f for any inversions S for A and S0 for A0.
PROOF. According to (5.15b), G D .A;/ and G0 D .A0;0/ are afﬁne groups. A k-
algebra homomorphism f WA ! A0 deﬁnes a morphism of functors hf WG ! G0. If (37)
holds, then this morphism sends products to products, and so is a morphism of group valued
functors. Therefore f is a homomorphism of Hopf algebras. As hf commutes with the
operation g 7! g 1, f S D S0f . 2
COROLLARY 5.17 For any commutative k-algebra A and homomorphism WA ! A
A,
there exists at most one pair .;S/ such that .A;m;e;;/ is a Hopf algebra and S is an
inversion.
PROOF. Apply (5.16) to the identity map. 2
THEOREM 5.18 The forgetful functor .A;;/   .A;/ is an isomorphism from the cat-
egory of commutative Hopf algebras over k to the category of afﬁne groups over k.5. Afﬁne groups and Hopf algebras 47
PROOF. It follows from (5.15b) and (5.17) that the functor is bijective on objects, and it is
obviously bijective on morphisms. 2
EXAMPLE 5.19 Let G be the functor sending a k-algebra R to RRR with the (non-
commutative) group structure
.x;y;z/.x0;y0;z0/ D .xCx0;yCy0;zCz0Cxy0/:
This is an algebraic group because it is representable by kX;Y;Z. The map
.x;y;z/ 7!
0
@
1 x z
0 1 y
0 0 1
1
A
is an injective homomorphism of G into GL3. Note that the functor R   RRR also
has an obvious commutative group structure (componentwise addition), which shows that
the k-algebra kX;Y;Z has more than one Hopf algebra structure.
5f Abstract restatement
Let C be a category with ﬁnite products and, in particular, a ﬁnal object  (the product over
theemptyset). Amonoidobjectin CisanobjectM togetherwithmorphismsmWM M !
M and eW ! M such that the diagrams (35) commute. A morphism of monoid objects is
a morphism of the objects compatible with the maps m and e.
Let A be a category, and let A_ be the category of functors A ! Set. For any ﬁnite
family .Fi/i2I of functors, the functor A  
Q
i2I Fi.A/ is the product of the Fi, and so
A_ has ﬁnite products. To give the structure of a monoid object on a functor MWA ! Set is
the same as giving a factorization of M through Mon.
Now assume that A has ﬁnite direct sums. It follows from the deﬁnitions of direct sums
and products, that the functor A   hA sends direct sums to direct products. According to
the Yoneda lemma (2.1), A   hAWAopp ! A_ is fully faithful. Its essential image is (by
deﬁnition) the subcategory of representable functors. Therefore A   hA is an equivalence
from the category of monoid objects in Aopp to the category of monoid objects in A_ whose
underlying functor to sets is representable (equivalently, to the category of functors A !
Mon whose underlying functor to sets is representable).
Now take A D Algk. Tensor products in this category are direct sums (in the sense
of category theory), and so the above remarks show that A   hA is an equivalence from
the category of monoid objects in Alg
opp
k to the category of afﬁne monoids over k. On
comparing the diagrams (29) and (35), we see that a monoid object in Alg
opp
k is just a
commutative bi-algebra.
Similarly, a group object in a category C with ﬁnite products is deﬁned to be an object
M together with morphisms mWM M ! M, eW ! M, and invWM ! M such that the
diagrams (35) and (36) commute.11 The same arguments as above show that A   hA
is an equivalence from the category of group objects in Alg
opp
k to the category of afﬁne
groups over k. Moreover, a group object in Alg
opp
k is just a commutative bi-algebra with an
inversion.
11For any object T of C, the maps m, e, and inv deﬁne a group structure on Hom.T;M/. The Yoneda lemma
shows that inv is uniquely determined by m and e. Thus, one can also deﬁne a group object to be a monoid
object for which there exists a morphism inv such that the diagram (36) commutes.48 I. Basic Theory of Afﬁne Groups
In summary: the functor A   hA deﬁnes an equivalence from the category of com-
mutative bi-algebras (resp. commutative Hopf algebras) to the category of afﬁne monoids
(resp. groups). Under the equivalence, ﬁnitely presented bi-algebras (resp. Hopf algebras)
correspond to algebraic monoids (resp. groups).
5g Explicit description of , , and S
Let G be an afﬁne group over k. Recall (2.16) that an element f of the coordinate ring
O.G/ is a family of functions fRWG.R/ ! R of sets compatible with homomorphisms of
k-algebras. An element f1
f2 of O.G/
O.G/ deﬁnes a function .f1
f2/RWG.R/
G.R/ ! R by the rule:
.f1
f2/R.a;b/ D .f1/R.a/.f2/R.b/:
In this way, O.G/
O.G/ becomes identiﬁed with the coordinate ring of GG.
For f 2 O.G/, .f / is the (unique) element of O.G/
O.G/ such that
.f /R.a;b/ D fR.ab/; for all R and all a;b 2 G.R/: (38)
Moreover,
f D f.1/ (constant function), (39)
and Sf is the element of O.G/ such that
.Sf /R.a/ D fR.a 1/; for all R and all a 2 G.R/: (40)
EXAMPLE 5.20 Recall (3.1) that Ga has coordinate ring kX with f.X/ 2 kX acting as
a 7! f.a/ on Ga.R/ D R. The ring kX
kX is a polynomial ring in X1 D X 
1 and
X2 D 1
X,
kX
kX ' kX1;X2;
andsoGaGa hascoordinateringkX1;X2withF.X1;X2/2kX1;X2actingas.a;b/7!
F.a;b/ on G.R/G.R/. As .f /R.a;b/ D fR.aCb/ (see (38)), we ﬁnd that
.f /.X1;X2/ D f.X1CX2/; f 2 O.Ga/ D kXI
in other words,  is the homomorphism of k-algebras kX ! kX
kX sending X to
X 
1C1
X. Moreover,
f D f.0/ .D constant term of f /;
and .Sf /R.a/ D fR. a/, so that
.Sf /.X/ D f. X/:
EXAMPLE 5.21 For G D Gm, O.G/ D kX;X 1,  is the homomorphism of k-algebras
kX;X 1!kX;X 1
kX;X 1sendingX toX
X,  isthehomomorphismkX!
k sending f.X;X 1/ to f.1;1/, and S is the homomorphism kX;X 1 ! kX;X 1
sending X to X 1.5. Afﬁne groups and Hopf algebras 49
EXAMPLE 5.22 For G D GLn,
O.G/ D
kX11;X12;:::;Xnn;Y 
.Y det.Xij/ 1/
D kx11;:::;xnn;y
and
(
xik D
P
jD1;:::;n
xij 
xjk
y D y
y
8
<
:
.xii/ D 1
.xij/ D 0, i ¤ j
.y/ D 1

S.xij/ D yaji
S.y/ D det.xij/
where aji is the cofactor of xji in the matrix .xji/. Symbolically, we can write the formula
for  as
.x/ D .x/
.x/
where .x/ is the matrix with ijth entry xij. We check the formula for .xik/:
.xik/R
 
.aij/;.bij/

D .xik/R
 
.aij/.bij/

deﬁnition (38)
D
P
j aijbjk as .xkl/R..cij// D ckl
D .
P
jD1;:::;nxij 
xjk/R
 
.aij/;.bij/

as claimed.
EXAMPLE 5.23 Let F be a ﬁnite group, and let A be the set of maps F !k with its natural
k-algebra structure. Then A is a product of copies of k indexed by the elements of F. More
precisely, let e be the function that is 1 on  and 0 on the remaining elements of F. The
e’s are a complete system of orthogonal idempotents for A:
e2
 D e; ee D 0 for  ¤ ;
P
e D 1.
The maps
.e/ D
X
; with D
e 
e; .e/ D

1 if  D 1
0 otherwise
; S.e/ D e 1:
deﬁne a bi-algebra structure on A with inversion S. Let .F/k be the associated algebraic
group, so that
.F/k.R/ D Homk-alg.A;R/:
If R has no idempotents other than 0 or 1, then a k-algebra homomorphism A ! R must
send one e to 1 and the remainder to 0. Therefore, .F/k.R/ ' F, and one checks that
the group structure provided by the maps ;;S is the given one. For this reason, .F/k
is called the constant algebraic group deﬁned by F (even though for k-algebras R with
nontrivial idempotents, .F/k.R/ may be bigger than F).
5h Commutative afﬁne groups
A monoid or group G (resp. an algebra A) is commutative if and only if the diagram at
left (resp. the middle diagram) commutes, and a coalgebra or bi-algebra C is said to be
co-commutative if the diagram at right commutes:
GG GG
G
t
m m
A
A A
A
A
t
m m
C 
C C 
C
C
t
 
(41)50 I. Basic Theory of Afﬁne Groups
In each diagram, t is the transposition map .x;y/ 7! .y;x/ or x
y 7! y
x.
On comparing the ﬁrst and third diagrams and applying the Yoneda lemma, we see
that an afﬁne monoid or group is commutative if and only if its coordinate ring is co-
commutative.
5i Finite ﬂat algebraic groups; Cartier duality
If .A;m;e;;/ is a bi-algebra over k and A is ﬁnitely generated and projective as a k-
module, then .A_;_;_;m_;e_/ is also a k-bialgebra (see 5c and Proposition 5.7). If
moreover.A;m;e;;/iscommutative(resp. co-commutative), then.A_;_;_;m_;e_/
is co-commutative (resp. commutative).
An algebraic group G over k is said to be ﬁnite(resp. ﬂat) if the k-algebra O.G/ is
a ﬁnite (resp. ﬂat). Thus G is ﬁnite and ﬂat if and only if O.G/ is ﬁnitely generated
and projective as a k-module (CA The coordinate ring O.G/ of a commutative ﬁnite ﬂat
algebraic monoid is a commutative co-commutative bi-algebra, and so its dual O.G/_ is the
coordinate ring of a commutative ﬁnite ﬂat algebraic monoid G_, called the Cartier dual
of G. If O.G/ admits an inversion S, then S_ is an algebra homomorphism, and so G_ is
an algebraic group. To check that S_ is an algebra homomorphism, we have to check that
_ .S_ 
S_/ D S_ _, or, equivalently, that S D .S 
S/. In other words,
we have check the diagram at left below commutes. This corresponds (under a category
equivalence) to the diagram at right, which commutes precisely because G is commutative
(the inverse of a product is the product of the inverses):
O.G/

        ! O.G/
O.G/
?
? yS
?
? yS
S
O.G/

        ! O.G/
O.G/
G
m
          GG
x ?
?inv
x ?
?invinv
G
m
          GG:
Note that G__ ' G.
5j Quantum groups
Until the mid-1980s, the only Hopf algebras seriously studied were either commutative
or co-commutative. Then Drinfeld and Jimbo independently discovered noncommutative
Hopf algebras in the work of physicists, and Drinfeld called them quantum groups. There is,
at present, no deﬁnition of “quantum group”, only examples. Despite the name, a quantum
group does not deﬁne a functor from the category of noncommutative k-algebras to groups.
One interesting aspect of quantum groups is that, while semisimple algebraic groups
can’t be deformed (they are determined up to isomorphism by a discrete set of invariants),
their Hopf algebras can be. For q 2 k, deﬁne Aq to be the free associative (noncommuta-
tive) k-algebra on the symbols a;b;c;d modulo the relations
ba D qab; bc D cb; ca D qac; dc D qcd;
db D qbd; da D ad C.q q 1/bc; ad D q 1bc D 1:
This becomes a Hopf algebra with  deﬁned by


a b
c d

D

a b
c d




a b
c d

, i.e.,
8
  <
  :
.a/ D a
aCb
c
.b/ D a
bCb
d
.c/ D c
aCd 
c
.d/ D c
bCd 
d
;5. Afﬁne groups and Hopf algebras 51
and with suitable maps  and S. When q D 1, Aq becomes O.SL2/, and so the Aq can
be regarded as a one-dimensional family of quantum groups that specializes to SL2 when
q ! 1. The algebra Aq is usually referred to as the Hopf algebra of SLq.2/:
For bi-algebras that are neither commutative nor cocommutative, many statements in
this section become more difﬁcult to prove, or even false. For example, while it is still true
that a bi-algebra admits at most one inversion, the composite of an inversion with itself need
not be the identity map (D˘ asc˘ alescu et al. 2001, 4.27).
5k Terminology
From now on, “bialgebra” will mean “commutative bi-algebra” and “Hopf algebra” will
mean “commutative bi-algebra that admits an inversion (antipode)” (necessarily unique).
Thus, the notion of a bialgebra is not self dual.12
5l Exercises
To avoid possible problems, in the exercises assume k to be a ﬁeld.
EXERCISE 5-1 For a set X, let R.X/ be the k-algebra of maps X ! k. For a second set
Y, let R.X/
R.Y / act on X Y by the rule (f 
g/.x;y/ D f.x/g.y/.
(a) Show that the map R.X/
R.Y / ! R.X Y / just deﬁned is injective. (Hint:
choose a basis fi for R.X/ as a k-vector space, and consider an element
P
fi 
gi.)
(b) Let   be a group and deﬁne maps
WR.  / ! R.    /; .f /.g;g0/ D f.gg0/
WR.  / ! k; f D f.1/
SWR.  / ! R.  /; .Sf /.g/ D f.g 1/:
Show that if  maps R.  / into the subring R.  /
R.  / of R.    /, then , , and S
deﬁne on R.  / the structure of a Hopf algebra.
(c) If   is ﬁnite, show that  always maps R.  / into R.  /
R.  /.
EXERCISE 5-2 We continue the notations of the last exercise. Let   be an arbitrary group.
From a homomorphism W  ! GLn.k/, we obtain a family of functions g 7! .g/i;j,
1  i;j  n, on G. Let R0.  / be the k-subspace of R.  / spanned by the functions arising
in this way for varying n. (The elements of R0.  / are called the representative functions
on   .)
(a) Show that R0.  / is a k-subalgebra of R.  /.
(b) Show that  maps R0.  / into R0.  /
R0.  /.
(c) Deduce that , , and S deﬁne on R0.  / the structure of a Hopf algebra.
(Cf. Abe 1980, Chapter 2, 2; Cartier 2007, 3.1.1.)
EXERCISE 5-3 Let G be the constant algebraic group over k deﬁned by a ﬁnite commuta-
tive group   . Let n be the exponent of   , and assume that k contains n distinct nth roots
of 1 (so, in particular, n is not divisible by the characteristic of k). Show that the Cartier
dual of G is the constant algebraic group deﬁned by the dual group Hom. ;Q=Z/.
12In the literature, there are different deﬁnitions for “Hopf algebra”. Bourbaki and his school (Dieudonn´ e,
Serre, ...) use “cog` ebre” and “big` ebre” for “co-algebra” and “bi-algebra”.52 I. Basic Theory of Afﬁne Groups
EXERCISE 5-4 If k has characteristic p ¤ 0, show that _
p ' p and .Z=pZ/_
k ' p
(hence _
p ' .Z=pZ/k) (here .Z=pZ/k, p, and p are the groups in (3.3), (3.4), and
(3.5)).
EXERCISE 5-5 Let A be a Hopf algebra. Prove the following statements by interpreting
them as statements about afﬁne groups.
(a) S S D idA.
(b) S D t S 
S  where t.a
b/ D b
a:
(c) S D :
(d) The map a
b 7! .a
1/.b/WA
A ! A
A is a homomorphism of k-algebras.
Hints: .a 1/ 1 D e; .ab/ 1 D b 1a 1; e 1 D e.
EXERCISE 5-6 Show that there is no algebraic group G over k such that G.R/ has two
elements for every k-algebra R.
EXERCISE 5-7 Verify directly that O.Ga/ and O.Gm/ satisfy the axioms to be a Hopf
algebra.
EXERCISE 5-8 Verify all the statements in 5.23.
EXERCISE 5-9 A subspace V of a k-coalgebra C is a coideal if C.V /V 
C CC 
V
and C.V / D 0.
(a) Show that the kernel of any homomorphism of coalgebras is a coideal and its image
is a sub-coalgebra.
(b) Let V be a coideal in a k-coalgebra C. Show that the quotient vector space C=V
has a unique k-coalgebra structure for which C ! C=V is a homomorphism. Show
that any homomorphism of k-coalgebras C ! D whose kernel contains V factors
uniquely through C ! C=V .
(c) Deduce that every homomorphism f WC ! D of coalgebras induces an isomorphism
of k-coalgebras
C=Ker.f / ! Im.f /.
Hint: show that if f WV !V 0 and gWW !W 0 are homomorphisms of k-vector spaces, then
Ker.f 
g/ D Ker.f /
W CV 
Ker.g/:
EXERCISE 5-10 (cf. Sweedler 1969, 4.3.1). A k-subspace a of a k-bialgebra A is a bi-
ideal if it is both an ideal and a co-ideal. When A admits an inversion S, a bi-ideal a is a
Hopf ideal if S.a/  a. In other words, an ideal a  A is a bi-ideal if
.a/  a
ACA
a and
.a/ D 0;
and it is a Hopf ideal if, in addition,
S.a/  a:6. Afﬁne groups and afﬁne group schemes 53
(a) Show that the kernel of any homomorphism of bialgebras (resp. Hopf algebras) is a
bi-ideal (resp. Hopf ideal), and that its image is a bialgebra (resp. Hopf algebra).
(b) Let a be a bi-ideal in a k-bialgebra A. Show that the quotient vector space A=a has
a unique k-bialgebra structure for which A ! A=a is a homomorphism. Show that
any homomorphism of k-bialgebras A!B whose kernel contains a factors uniquely
throughA!A=a. ShowthataninversiononAinducesaninversiononA=aprovided
that a is a Hopf ideal.
(c) Deduce that every homomorphism f WA ! B of bialgebras (resp. Hopf algebras)
induces an isomorphism of bialgebras (resp. Hopf algebras),
A=Ker.f / ! Im.f /:
In this exercise it is not necessary to assume that A is commutative, although it becomes
simpler you do, because then it is possible to exploit the relation to afﬁne groups in (5.15).
6 Afﬁne groups and afﬁne group schemes
In the last section, we saw that afﬁne groups over k correspond to group objects in the
opposite of the category of k-algebras (see 5f). In this section we interpret this opposite
category as the category of afﬁne schemes over k. Thus algebraic groups over k correspond
to group objects in the category of afﬁne schemes over k. When k is a ﬁeld, we use this
geometric interpretation to obtain additional insights.
In the ﬁrst three subsections, k is a commutative ring, but starting in 6d we require it
to be a ﬁeld.
6a Afﬁne schemes
Let A be commutative ring, and let V be the set of prime ideals in A. The principal open
subsets of V are the sets of the form
D.f / D fp 2 V j f  pg; f 2 A:
They form a base for a topology on V whose closed sets are exactly the sets
V.a/ D fp 2 V j p  ag; a an ideal in A:
This is the Zariski topology, and the set V endowed with the Zariski topology is the (prime)
spectrum spec.A/ of A.
Let 'WA ! B be a homomorphism commutative rings. For any prime ideal p in B, the
ideal ' 1.p/ is prime because A=' 1.p/ is a subring of the integral domain B=p. Therefore
' deﬁnes a map
spec.'/WspecB ! specA; p 7! ' 1.p/;
which is continuous because the inverse image of D.f / is D.'.f //. In this way, spec
becomes a contravariant functor from the category of commutative rings to topological
spaces.
Let A be a commutative ring. Let V D specA, and let B be the set of principal open
subsets. Then B is closed under ﬁnite intersections because
D.f1fr/ D D.f1/\:::\D.fr/:54 I. Basic Theory of Afﬁne Groups
For a principal open subset D of V , deﬁne OA.D/ D S 1
D A where SD is the multiplicative
subset Ar
S
p2Dp of A. If D D D.f /, then SD is the smallest saturated multiplicative
subset of A containing f , and so OA.D/ ' Af (see CA 6.12). If D  D0, then SD 
SD0, and so there is a canonical “restriction” homomorphism OA.D/ ! OA.D0/. These
restriction maps make D   OA.D/ into a functor on B satisfying the sheaf condition: for
any covering D D
S
i2I Di of a principal open subset D by principal open subsets Di, the
sequence
OA.D/ !
Y
i2I OA.Di/ 
Y
.i;j/2II OA.Di \Dj/
is exact.13 For an open subset U of V , deﬁne OA.U/ by the exactness of
OA.U/ !
Y
D2I OA.D/ 
Y
.D;D0/2II OA.D\D0/ (42)
where I D fD 2 B j D  Ug. Clearly, U   OA.U/ is a functor on the open subsets of V ,
and it is not difﬁcult to check that it is a sheaf. The set I in (42) can be replaced by any
subset of B covering U without changing OA.U/. In particular, if U D D.f /, then
OA.U/ ' OA.D.f // ' Af :
Therefore, the stalk of OA at a point p 2 V is
Op
def D lim
  !U3pOA.U/ D lim
  !f pOA.D.f // ' lim
  !f pAf ' Ap
(for the last isomorphism, see CA 7.3). In particular, the stalks of OA are local rings.
Thus from A we get a locally ringed space Spec.A/ D .specA;OA/. An afﬁne scheme
.V;OV / is a ringed space isomorphic to Spec.A/ for some commutative ring A. A mor-
phism of afﬁne schemes is morphism of locally ringed spaces, i.e., a morphism of ringed
spaces such that the maps of the stalks are local homomorphisms of local rings. A homo-
morphism A ! B deﬁnes a morphism SpecB ! SpecA of afﬁne schemes.
PROPOSITION 6.1 The functor Spec is a contravariant equivalence from the category of
commutative rings to the category of afﬁne schemes, with quasi-inverse .V;O/   O.V /.
PROOF. Straightforward. 2
We often write V for .V;O/, and we call O.V / the coordinate ring of V . The reader
should think of an afﬁne scheme as being a topological space V together with the structure
provided by the ring O.V /.
NOTES Theaboveisonlyasketch. Amoredetailedaccountcan befound, forexample, inMumford
1966, II 1.
6b Afﬁne groups as afﬁne group schemes
We now ﬁx commutative ring k. An afﬁne scheme over k (or an afﬁne k-scheme) is an
afﬁne scheme V together with a morphism V ! Speck. As a k-algebra is a commutative
ring together with a homomorphism k !A, we see that Spec deﬁnes a contravariant equiv-
alence from the category of k-algebras to the category of afﬁne k-schemes. For any ﬁnite
13Recall that this means that the ﬁrst arrow is the equalizer of the pair of arrows.6. Afﬁne groups and afﬁne group schemes 55
family .Ai/i2I of k-algebras,
N
i2I Ai is the direct sum of the Ai in the category of k-
algebras, and so Spec.
N
i2I Ai/ is the direct product14 of the afﬁne k-schemes Spec.Ai/.
It follows that ﬁnite products exist in the category of afﬁne k-schemes, and so we can deﬁne
an afﬁne group scheme over k to be a group object in this category (see 2.5).
THEOREM 6.2 The functor Spec deﬁnes an equivalence from the category of afﬁne groups
over k to the category of afﬁne group schemes over k.
PROOF. The functor Spec sends a k-algebra A equipped with a homomorphism WA !
A
A to an afﬁne k-scheme V equipped with a morphism mWV V ! V . The pair .A;/
is an afﬁne group if and only if there exist homomorphisms k-algebra WA!k and SWA!
A such that the diagrams (29) and (33) commute (see 5.15). But such a pair .;S/ gives
rise to morphisms eW ! V and invWV ! V such that the diagrams (35) and (36) commute
(and conversely).
[Alternatively, the functor Spec maps a pair .A;/, WA ! A
A, to a pair .V;m/,
mWV V ! V . As hA.B/ D .SpecA/.SpecB/, we see that  deﬁnes a group structure on
hA.B/ for all k-algebras B if and only if m deﬁnes a group structure on V.T/ for all afﬁne
k-schemes T. Therefore .A;/ is an afﬁne group over k if and only if .V;m/ is a group
object in the category of afﬁne schemes over k.] 2
We have constructed a realization of the category .Algk/opp, and hence a realization of
afﬁne k-groups as groups in a category. This construction has two main applications.
(a) A scheme is deﬁned to be a locally ringed space that admits an open covering by
afﬁne schemes, and a scheme V over k is a scheme together with a morphism V !
Speck. A group scheme over k is a group object in the category of schemes over
k. Therefore, our construction embeds the category of afﬁne groups over k into the
much larger category of group schemes over k. This is important, but will not be
pursued here. The interested reader is referred to SGA3.
(b) When k is a ﬁeld, the afﬁne scheme attached to an afﬁne algebraic group can be
regarded as a variety over k (perhaps with nilpotents in the structure sheaf). This
gives us a geometric interpretation of the algebraic group, to which we can apply
algebraic geometry. This we explain in the remainder of this section.
6c The topology of an afﬁne scheme
6.3 A topological space V is noetherian if every ascending chain of open subsets U1 
U2   eventually becomes constant. A topological space is irreducible if it is nonempty
and not the union of two proper closed subsets. Every noetherian topological space V can
be expressed as the union of a ﬁnite collection I of irreducible closed subsets:
V D
[
fW j W 2 Ig:
Among such collections I there is exactly one that is irredundant in the sense that no sub-
set in I contains a second (CA 12.10). The elements of this I are called the irreducible
components of V .
14Fibred product over Speck in the category of all schemes.56 I. Basic Theory of Afﬁne Groups
6.4 When A is a noetherian ring, every descending chain of closed subsets in spec.A/
eventually becomes constant, and so spec.A/ is noetherian. Moreover, the map a 7! V.a/
deﬁnes one-to-one correspondences
radical ideals $ closed subsets
prime ideals $ irreducible closed subsets
maximal ideals $ one-point sets:
The ideal corresponding to a closed set W is I.W / D
T
fp j p 2 W g. The nilradical N of
A is the smallest radical ideal, and so it corresponds to the whole space spec.A/. Therefore
spec.A/ is irreducible if and only if N is prime.
For the remainder of this section, we assume that k is a ﬁeld.
6d Afﬁne k-algebras
An afﬁne k-algebra is a ﬁnitely generated k-algebra A such that kal 
k A is reduced. If
A is afﬁne, then K 
k A is reduced for all ﬁelds K containing k; in particular, A itself
is reduced (CA 18.3). When k is perfect, every reduced ﬁnitely generated k-algebra is an
afﬁne k-algebra (CA 18.1). The tensor product of two afﬁne k-algebras is again an afﬁne
k-algebra (CA 18.4):
6e Schemes algebraic over a ﬁeld
Let k be a ﬁeld, and let V be an afﬁne k-scheme. When OV .V / is a ﬁnitely generated
k-algebra (resp. an afﬁne k-algebra), V is called an afﬁne algebraic scheme over k (resp.
an afﬁne algebraic variety over k).
For schemes algebraic over a ﬁeld it is convenient to ignore the nonclosed points and
work only with the closed points. What makes this possible is that, for any homomorphism
'WA ! B of algebras ﬁnitely generated over a ﬁeld, Zariski’s lemma shows that the pre-
image of a maximal ideal in B is a maximal ideal in A.15
For a ﬁnitely generated k-algebra A, deﬁne spm.A/ to be the set of maximal ideals in
A endowed with the topology for which the closed sets are those of the form
V.a/
def D fm maximal j m  ag; a an ideal in A:
The inclusion map spm.A/ ,! spec.A/ identiﬁes spm.A/ with the set of closed points of
spec.A/, and the map S 7! S \spm.A/ is a bijection from the open (resp. closed) subsets
of spec.A/ onto the open (resp. closed) subsets of spm.A/. As noted, Zariski’s lemma
shows that spm is a contravariant functor from the category of ﬁnitely generated k-algebras
to topological spaces. On V D spm.A/ there is a sheaf OV such that OV .D.f // ' Af for
15Recall (CA 11.1) that Zariski’s lemma says that a ﬁeld K that is ﬁnitely generated as an algebra over a
subﬁeld k is, in fact, ﬁnitely generated as a vector space over k. Let 'WA ! B be a homomorphism of ﬁnitely
generated k-algebras. For any maximal ideal m in B, B=m is a ﬁeld, which Zariski’s lemma shows to be ﬁnite
over k. Therefore the image of A in B=m is ﬁnite over k. As it is an integral domain, this implies that it is a
ﬁeld, and so ' 1.m/ is a maximal ideal.6. Afﬁne groups and afﬁne group schemes 57
all f 2 A. It can be deﬁned the same way as for spec.A/, or as the restriction to spm.A/ of
the sheaf on spec.A/. When working with afﬁne algebraic schemes (or varieties), implicitly
we use max specs. In other words, all points are closed.
When k is algebraically closed, the deﬁnition of an afﬁne algebraic variety over k that
we arrive at is essentially the same as that in AG, Chapter 3 — see the next example.
EXAMPLE 6.5 Let k be an algebraically closed ﬁeld, and endow kn with the topology for
which the closed sets are the zero-sets of families of polynomials. Let V be a closed subset
of kn, let a be the set of polynomials that are zero on V , and let
kV  D kX1;:::;Xn=a D kx1;:::;xn:
A pair of elements g;h 2 kV  with h ¤ 0 deﬁnes a function
P 7!
g.P/
h.P/WD.h/ ! k
on the open subset D.h/ of V where h is nonzero. A function f WU ! k on an open subset
U of V is said to be regular if it is of this form in a neighbourhood of each point of U. Let
O.U/ be the set of regular functions on U. Then U   O.U/ is a sheaf of k-algebras on V ,
and .V;O/ is an afﬁne algebraic scheme over k with O.V / D kV . See AG 3.4 — the map
.a1;:::;an/ 7! .x1 a1;:::;xn an/WV ! spm.kV /
is a bijection because of the Nullstellensatz. When V D kn, the scheme .V;O/ is afﬁne
n-space An.
EXAMPLE 6.6 Letk beanalgebraicallyclosedﬁeld. TheafﬁnealgebraicschemeSpm.kX;Y =.Y //
can be identiﬁed with the scheme attached to the closed subset Y D0 of kk in (6.5). Now
consider Spm.kX;Y =.Y 2//. This has the same underlying topological space as before
(namely, the x-axis in kk), but it should now be thought of as having multiplicity 2, or as
being a line thickened in another dimension.
6.7 Let K be a ﬁeld containing k. An afﬁne algebraic scheme V over k deﬁnes an afﬁne
algebraic scheme VK over K with O.VK/ D K 
k O.V /.
6.8 An afﬁne algebraic scheme V over a ﬁeld k is said to be reduced if O.V / is reduced,
and it is said to be geometrically reduced if Vkal is reduced. Thus V is geometrically
reduced if and only if O.V / is an afﬁne k-algebra, and so a “geometrically reduced afﬁne
algebraic scheme” is another name for an “afﬁne algebraic variety”. Let N be the nilradical
of O.V /. Then
V is reduced  N D 0I
V is irreducible  N is prime;
V is reduced and irreducible  O.V / is an integral domain.
Theﬁrststatementfollowsfromthedeﬁnitions, thesecondstatementhasalreadybeennoted
(p. 56), and the third statement follows from the ﬁrst two.58 I. Basic Theory of Afﬁne Groups
6.9 Recall (CA 3.12) that the height ht.p/ of a prime ideal p in a noetherian ring A is the
greatest length d of a chain of distinct prime ideals
p  p1    pd,
and that the Krull dimension of A is
supfht.m/ j m 2 spm.A/g.
6.10 The dimension of an afﬁne algebraic scheme V is the Krull dimension of O.V / —
this is ﬁnite (CA 13.11). When V is irreducible, the nilradical N of O.V / is prime, and
so O.V /=N is an integral domain. In this case, the dimension of V is the transcendence
degree over k of the ﬁeld of fractions of O.V /=N, and every maximal chain of distinct
prime ideals in O.V / has length dimV (CA 13.8). Therefore, every maximal chain of
distinct irreducible closed subsets of V has length dimV . For example, the dimension of
An is the transcendence degree of k.X1;:::;Xn/ over k, which is n.
6f Algebraic groups as groups in the category of afﬁne algebraic schemes
Finite products exist in the category of afﬁne algebraic schemes over k. For example, the
product of the afﬁne algebraic schemes V and W is Spec.O.V /
O.W //, and DSpm.k/
is a ﬁnal object. Therefore monoid objects and group objects are deﬁned. A monoid (resp.
group) in the category of afﬁne algebraic schemes over k is called an afﬁne algebraic
monoid scheme (resp. afﬁne algebraic group scheme) over k.
As the tensor product of two afﬁne k-algebras is again afﬁne (6d), the category of
afﬁne algebraic varieties also has products. A monoid object (resp. group object) in the
category of afﬁne algebraic varieties is called an afﬁne monoid variety (resp. afﬁne group
variety).
An afﬁne algebraic scheme V deﬁnes a functor
R   V.R/
def D Homk-alg.O.V /;R/; (43)
from k-algebras to sets. For example, An.R/ ' Rn for all k-algebras R. Let V 0 be the
functor deﬁned by V . It follows from (6.1) and the Yoneda lemma that V   V 0 is an
equivalence from the category of algebraic schemes over k to the category of functors from
k-algebras to sets representable by ﬁnitely generated k-algebras. Group structures on V
correspond to factorizations of V 0 through the category of groups. Thus V   V 0 is an
equivalence from the category of afﬁne algebraic group schemes over k to the category
of functors Algk ! Grp representable by ﬁnitely generated k-algebras, with quasi-inverse
G   Spm.O.G//.
The functor V  O.V / is an equivalence from the category of algebraic schemes over k
to the category of ﬁnitely generated k-algebras (cf. 6.1). Group structures on V correspond
to Hopf algebra structures on O.V /. Thus V   O.V / is a contravariant equivalence from
the category of afﬁne algebraic group schemes over k to the category of ﬁnitely generated
Hopf algebras over k.
SUMMARY 6.11 Let k be a ﬁeld. There are canonical equivalences between the following
categories:
(a) the category of afﬁne algebraic groups over kI6. Afﬁne groups and afﬁne group schemes 59
(b) the category of functors Algk ! Grp representable by ﬁnitely generated k-algebras;
(c) the opposite of the category of ﬁnitely generated Hopf algebras over k;
(d) the category of afﬁne algebraic group schemes over k.
There is a similar statement with “group” and “Hopf algebra” replaced by “monoid” and
“bi-algebra”.
For an afﬁne algebraic group G, we let .jGj;O.G//, or just jGj, denote the correspond-
ing afﬁne group scheme (or group variety); thus jGj D Spm.O.G//. The dimension of an
algebraic group G is deﬁned to be the Krull dimension of O.G/. When O.G/ is an integral
domain, this is equal to the transcendence degree of O.G/ over k (CA 13.8).
IS THE SET jGj A GROUP?
Not usually. The problem is that the functor spm does not send sums to products. For
example, when k1 and k2 are ﬁnite ﬁeld extensions of k, the set spm.k1
k k2/ may have
several points16 whereas spm.k1/spm.k2/ has only one. For an algebraic group G, there
is a canonical map jGGj ! jGjjGj, but the map
jGGj ! jGj
deﬁned by m need not factor through it.
However, jGj is a group when k is algebraically closed. Then the Nullstellensatz shows
that jGj ' G.k/, and so jGj inherits a group structure from G.k/. To put it another way,
for ﬁnitely generated algebras A1 and A2 over an algebraically closed ﬁeld k;
spm.A1
A2/ ' spm.A1/spm.A2/ (44)
(as sets, not as topological spaces17), and so the forgetful functor .V;O/   V sending an
afﬁne algebraic scheme over k to its underlying set preserves ﬁnite products, and hence also
monoid objects and group objects.
Assume k is perfect, and let   D Gal.kal=k/. Then jGj '   nG.kal/ and G.k/ '
G.kal/  . In other words, jGj can be identiﬁed with the set of   -orbits in G.kal/ and
G.k/ with the set of   -orbits consisting of a single point. While the latter inherits a group
structure from G.k/, the former need not.
The situation is worse with spec. For example, (44) fails for spec even when k is
algebraically closed.
16For example, if k1=k is separable, then
k1 D ka ' kX=.f /
for a suitable element a and its minimum polynomial f . Let f D f1fr be the factorization of f into its
irreducible factors in k2 (they are distinct because k1=k is separable). Now
k1
k k2 ' k2X=.f1fr/ '
Yr
iD1k2X=.fi/
by the Chinese remainder theorem. Therefore spm.k1
k k2/ has r points.
17When regarded as a functor to topological spaces, .V;O/   V does not preserve ﬁnite products: the
topology on V W is not the product topology. For an afﬁne algebraic group G, the map mWjGjjGj ! jGj
is not usually continuous relative to the product topology, and so jGj is not a topological group for the Zariski
topology.60 I. Basic Theory of Afﬁne Groups
6g Terminology
From now on “group scheme” and “algebraic group scheme” will mean “afﬁne group
scheme” and “afﬁne algebraic group scheme”; similarly for “group variety”, “monoid
variety”, “monoid scheme” and “algebraic monoid scheme”.
6h Homogeneity
Let G be an algebraic group over a ﬁeld k. An element a of G.k/ deﬁnes an element of
G.R/ for each k-algebra R, which we denote aR (or just a). Let e denote the identity
element of G.k/.
PROPOSITION 6.12 For each a 2 G.k/, the natural map
LaWG.R/ ! G.R/; g 7! aRg;
is an isomorphism of set-valued functors. Moreover,
Le D idG and LaLb D Lab; all a;b 2 G.k/:
Here e is the neutral element in G.k/.
PROOF. The second statement is obvious, and the ﬁrst follows from it, because the equali-
ties
LaLa 1 D Le D idG
show that La is an isomorphism. 2
The homomorphism O.G/ ! O.G/ deﬁned by La is the composite of the homomor-
phisms
O.G/

 ! O.G/
O.G/
a
O.G/
            ! k
O.G/ ' O.G/. (45)
For a 2 G.k/, we let ma denote the kernel of aWO.G/ ! k; thus
ma D ff 2 O.G/ j fk.a/ D 0g
(see the notations 2.16). Then O.G/=ma ' k, and so ma is a maximal ideal in O.G/. Note
that O.G/ma is the ring of fractions obtained from O.G/ by inverting the elements of the
multiplicative set ff 2 O.G/ j fk.a/ ¤ 0g:
PROPOSITION 6.13 For each a 2 G.k/, O.G/ma ' O.G/me:
PROOF. The isomorphism `aWO.G/!O.G/ corresponding (by the Yoneda lemma) to La
is deﬁned by `a.f /R.g/ D fR.aRg/, all g 2 G.R/. Therefore, ` 1
a me D ma, and so `a
extends to an isomorphism O.G/ma ! O.G/me (because of the universal property of rings
of fractions; CA 6.1). 2
COROLLARY 6.14 When k is algebraically closed, the local rings O.G/m at maximal ide-
als m of O.G/ are all isomorphic.6. Afﬁne groups and afﬁne group schemes 61
PROOF. When k is algebraically closed, the Nullstellensatz (CA 11.6) shows that all max-
imal ideals in O.G/ are of the form ma for some a 2 G.k/. 2
A
6.15 The corollary fails when k is not algebraically closed. For example, for the algebraic
group 3 over Q,
O.3/ D
kX
.X3 1/
'
kX
.X  1/

kX
.X2CX C1/
' QQ
p
 3;
and so the local rings are Q and Q
p
 3.
6i Reduced algebraic groups
An algebraic group G is reduced if jGj is reduced, i.e., if O.G/ has no nilpotents.
PROPOSITION 6.16 Let G be a reduced algebraic group over a ﬁeld k. If G.K/ D f1g for
some algebraically closed ﬁeld K containing k, then G is the trivial algebraic group, i.e.,
O.G/ D k.
PROOF. Every maximal ideal of O.G/ arises as the kernel of a homomorphism O.G/ !
K (Nullstellensatz, CA 11.5), and so O.G/ has only one maximal ideal m. As O.G/ is
reduced, the intersection of its maximal ideals is zero (CA 11.8), and so m D 0. Therefore
O.G/ is a ﬁeld. It contains k, and the identity element in G is a homomorphism O.G/!k,
and so O.G/ D k. 2
A
6.17 The proposition is false for nonreduced groups. For example, p.K/Df1g for every
ﬁeld K containing k, but p is not the trivial group.
PROPOSITION 6.18 Let G be an algebraic group over a perfect ﬁeld k, and let N be
the nilradical of O.G/. There is a unique Hopf algebra structure on O.G/=N such that
O.G/!O.G/=N is a homomorphism of Hopf algebras. Let Gred !G be the correspond-
ing homomorphism of algebraic groups. Every homomorphism H ! G with H a reduced
algebraic group factors uniquely through Gred ! G.
PROOF. Let A D O.G/ and Ared D O.G/=N. Then Ared is a ﬁnitely generated reduced
algebra over a perfect ﬁeld, and so it is an afﬁne k-algebra (6d). Hence Ared 
k Ared is
also an afﬁne k-algebra. In particular, it is reduced, and so the map
A

 ! A
A ! Ared
Ared
factors through Ared. Similarly, S and  are deﬁned on Ared, and it follows that there exists a
unique structure of a Hopf algebra on Ared such that A ! Ared is a homomorphism of Hopf
algebras. Every homomorphism from A to a reduced k-algebra factors uniquely through
A ! Ared, from which the ﬁnal statement follows. 2
The algebraic group Gred is called the reduced algebraic group attached to G.62 I. Basic Theory of Afﬁne Groups
A
6.19 When k is not perfect, a Hopf algebra structure on A need not pass to the quotient
A=N. For example, let k be a ﬁeld of characteristic 2, and let a be a nonsquare in k. Then
R  G.R/Dfx 2R jx4 Dax2g is an additive commutative algebraic group, but O.G/=N
is not a Hopf algebra quotient of O.G/ (see Exercise 13-7 below).
NOTES Gred is an afﬁne subgroup of G if Ared
Ared is reduced.
6j Smooth algebraic schemes
We review some deﬁnitions and results in commutative algebra.
6.20 Let m be a maximal ideal of a noetherian ring A, and let n D mAm be the maximal
ideal of the local ring Am; for all natural numbers r  s, the map
aCms 7! aCnsWmr=ms ! nr=ns
is an isomorphism (CA 6.7).
6.21 Let A be a local noetherian ring with maximal ideal m and residue ﬁeld k. Then
m=m2 is a k-vector space of dimension equal to the minimum number of generators of
m (Nakayama’s lemma, CA 3.9). Moreover, ht.m/  dimk.m=m2/ (CA 16.5), and when
equality holds A is said to be regular. Every regular noetherian local ring is an integral
domain (CA 17.3).
6.22 A point m of an afﬁne algebraic scheme V is said to be regular if the local ring
O.V /m is regular, and V is said to be regular if all of its closed points are regular.18 A reg-
ular afﬁne algebraic scheme is reduced. To see this, let f be a nilpotent element of O.V /;
as f maps to zero in O.V /m, sf D 0 for some s 2 O.V /rm; therefore the annihilator of
f is an ideal O.V / not contained in any maximal ideal, and so it equals O.V /.
6.23 An afﬁne algebraic scheme V over k is said to be smooth if Vkal is regular. If V is
smooth, then VK is regular for all ﬁelds K containing k; in particular, V itself is regular
(CA 18.14). If V is smooth, then it follows from (6.22) that O.V / is an afﬁne k-algebra,
and so V is an algebraic variety. Every afﬁne algebraic variety contains a regular point (CA
18.15).
6k Smooth algebraic groups
An algebraic group G is said to be smooth if jGj is smooth, and it is connected if jGj is
connected (as a topological space).
PROPOSITION 6.24 LetH beanalgebraicsubgroupofanalgebraicgroupG. ThendimH 
dimG, and dimH < dimG if G is smooth and connected and H ¤ G.
PROOF. Because O.H/ is a quotient of O.G/, dim.O.H//  dim.O.G//. If G is smooth
and connected, then O.G/ is an integral domain; if H ¤ G, then dimH < dimG by (CA
13.3). 2
18This then implies that local ring at every (not necessarily closed) point is regular (for a noetherian ring A,
if Am is regular for all maximal ideals, then Ap is regular for all prime ideals (CA 17.5a).6. Afﬁne groups and afﬁne group schemes 63
PROPOSITION 6.25 An algebraic group G over an algebraically closed ﬁeld k is smooth if
and only if O.G/me is regular, where me D Ker.WO.G/ ! k/.
PROOF. If O.G/m is regular for m D me, then O.G/m is regular for all m by homogeneity
(6.13). Hence G is smooth. 2
PROPOSITION 6.26 (a) An algebraic group G is smooth if and only if jGj is geometrically
reduced (i.e., an algebraic variety).
(b) An algebraic group G over a perfect ﬁeld is smooth if and only if jGj is reduced.
PROOF. (a) If G is smooth, then jGj is an algebraic variety by (6.23). For the converse, we
have to show that Gkal is regular. According to (6.23), Gkal has a regular point, and so, by
homogeneity (6.13), all of its points are regular.
(b) When k is perfect, a ﬁnitely generated k-algebra A is reduced if and only if kal
A
is reduced (see CA 18.1). Thus (b) follows from (a). 2
COROLLARY 6.27 An algebraic group G over an algebraically closed ﬁeld k is smooth if
every nilpotent element of O.G/ is contained in m2
e.
PROOF. Let N G be the reduced algebraic group attached to G (see 6.18), and let N e be the
neutral element of N G.k/. By deﬁnition, O. N G/ D O.G/=N where N is the nilradical of
O.G/. Every prime ideal of O.G/ contains N, and so the prime ideals of O.G/ and O. N G/
are in natural one-to-one correspondence. Therefore me and mN e have the same height, and
so
dimO. N G/mN e D dimO.G/me
(Krull dimensions). The hypothesis on O.G/ implies that
me=m2
e ! mN e=m2
N e
is an isomorphism of k-vector spaces. Because j N Gj is a reduced, N G is smooth (6.26); in
particular, O. N G/mN e is regular, and so
dimk.mN e=m2
N e/ D dimO. N G/mN e.
Therefore
dimk.me=m2
e/ D dimO.G/me;
and so O.G/me is regular. This implies that G is smooth (6.25). 2
A
6.28 A reduced algebraic group over a nonperfect ﬁeld need not be smooth. For example,
let k be such a ﬁeld, so that char.k/ D p ¤ 0 and there exists an element a of k that is not
a pth power. Then the subgroup G of Ga Ga deﬁned by Y p D aXp is reduced but not
smooth. Indeed,
O.G/ D kX;Y =.Y p  aXp/;
which is an integral domain because Y p  aXp is irreducible in kX;Y , but
O.Gkal/ D kalX;Y =.Y p  aXp/ D kalx;y64 I. Basic Theory of Afﬁne Groups
contains the nilpotent element y  a
1
px. The reduced subgroup .Gkal/red of Gkal is the
subgroup of Ga Ga is deﬁned by Y D a
1
pX, which is not deﬁned over k (as a subgroup
of GaGa).
Note that G is the kernel of .x;y/ 7! yp  axpWGaGa

 ! Ga. Therefore, although
Ker.kal/ is (of course) deﬁned over k, Ker.kal/red is not.
6l Algebraic groups in characteristic zero are smooth (Cartier’s theorem)
We ﬁrst prove two lemmas.
LEMMA 6.29 Let V and V 0 be vector spaces over a ﬁeld,19 and let W be a subspace of V .
For x 2 V , y 2 V 0,
x
y 2 W 
V 0  x 2 W or y D 0:
PROOF. The element x 
y lies in W 
V 0 if and only if its image in V 
V 0=W 
V 0 is
zero. But
V 
V 0=W 
V 0 ' .V=W /
V 0;
and the image N x
y of x
y in .V=W /
V 0 is zero if and only if N x D 0 or y D 0. 2
LEMMA 6.30 Let .A;;/ be a Hopf algebra over k, and let I D Ker./.
(a) As a k-vector space, A D kI.
(b) For any a 2 I,
.a/ D a
1C1
a mod I 
I.
PROOF. (a) The maps k  ! A

 ! k are k-linear, and compose to the identity. Therefore
A D kI and a 2 A decomposes as a D .a/C.a .a// 2 kI.
(b) For a 2 A, write a D a0Ca00 with a0 D .a/ 2 k and a00 2 I: Let
.a/ D
P
b
c; b;c 2 A:
From the commutativity of the second diagram in (29), p. 42, we ﬁnd that
1
a D
P
b0
c in k
A
a
1 D
P
b
c0 in A
k.
Therefore
.a/ a
1 1
a D
P
.b
c b0
c b
c0/
D
P
.b00
c00 b0
c0/
  
P
b0
c0 mod I 
I.
Now
..;//.a/ D .;/.
P
b
c/ D
P
b0
c0
..;//.a/ D ./.a/ D .a/ (as 
def D .;/, (8), p. 22),
and so
P
b0
c0 D 0 if a 2 I. 2
19It sufﬁces to require V and V 0 to be modules over a ring with V 0 faithfully ﬂat.6. Afﬁne groups and afﬁne group schemes 65
THEOREM 6.31 (CARTIER 1962) Every algebraic group over a ﬁeld of characteristic zero
is smooth.
PROOF. We may replace k with its algebraic closure. Thus, let G be an algebraic group
over an algebraically closed ﬁeld k of characteristic zero, and let ADO.G/. Let mDme D
Ker./. Let a be a nilpotent element of A; according to (6.27), it sufﬁces to show that a lies
in m2.
If a maps to zero in Am, then it maps to zero in Am=.mAm/2, and therefore in A=m2 by
(6.20), and so a 2 m2. Thus, we may suppose that there exists an n  2 such that an D 0 in
Am but an 1 ¤ 0 in Am. Now san D 0 in A for some s  m. On replacing a with sa, we
ﬁnd that an D 0 in A but an 1 ¤ 0 in Am.
Now a 2 m (because A=m D k has no nilpotents), and so (see 6.30)
.a/ D a
1C1
aCy with y 2 m
k m.
Because  is a homomorphism of k-algebras,
0 D .an/ D .a/n D .a
1C1
aCy/n. (46)
When expanded, the right hand side becomes a sum of terms
an
1; n.an 1
1/.1
aCy/; .a
1/h.1
a/iyj .hCi Cj D n, i Cj  2/:
As an D 0 and the terms with i Cj  2 lie in A
m2, equation (46) shows that
nan 1
aCn.an 1
1/y 2 A
m2,
and so
nan 1
a 2 an 1m
ACA
m2 (inside A
k A).
In the quotient A

 
A=m2
this becomes
nan 1
 N a 2 an 1m
A=m2 (inside A
A=m2). (47)
Note that an 1  an 1m, because if an 1 D an 1m with m 2 m, then .1 m/an 1 D 0
and, as 1 m is a unit in Am, this would imply an 1 D 0 in Am, which is a contradiction.
Moreover n is a unit in A because it is a nonzero element of k. We conclude that nan 1 
an 1m, and so (see 6.29) N a D 0. In other words, a 2 m2, as required. 2
COROLLARY 6.32 Let G be an algebraic group over a ﬁeld of characteristic zero. If
G.K/ D f1g for some algebraically closed ﬁeld K, then G is the trivial algebraic group.
PROOF. According to the theorem, G is reduced, and so we can apply Proposition 6.16. 2
ASIDE 6.33 Let k be an arbitrary commutative ring. A functor FWAlgk ! Set is said to be formally
smooth if, for any k-algebra A and nilpotent ideal n in A, the map F.A/ ! F.A=n/ is surjective.
A k-scheme X is smooth over k if it is locally of ﬁnite presentation and the functor A   X.A/
def D
Homk.SpecA;X/ is formally smooth. There is the following criterion (SGA1, II):
a ﬁnitely presented morphism is smooth if it is ﬂat and its geometric ﬁbres are nonsin-
gular algebraic varieties.
Therefore, when the ring k contains a ﬁeld of characteristic zero, Cartier’s theorem (6.31) shows
that every ﬂat afﬁne group scheme of ﬁnite presentation over k is smooth.66 I. Basic Theory of Afﬁne Groups
6m Smoothness in characteristic p ¤ 0
THEOREM 6.34 An algebraic group G over an algebraically closed ﬁeld k of characteristic
p ¤ 0 is smooth if O.G/ has the following property:
a 2 O.G/; ap D 0 H) a D 0: (48)
PROOF. Let a be a nilpotent element of O.G/. As in the proof of Theorem 6.31, we may
suppose that an D 0 in O.G/ but an 1 ¤ 0 in O.G/me. If pjn, then .a
n
p/p D 0, and so
a
n
p D 0, which is a contradiction. Therefore n is nonzero in k, and the argument in the
proof of Theorem 6.31 shows that a 2 m2
e. 2
COROLLARY 6.35 For all r  1, the image of a 7! apr
WO.G/ ! O.G/ is a Hopf subal-
gebra of O.G/, and for all sufﬁciently large r, it is a reduced Hopf algebra.
PROOF. Let k be a ﬁeld of characteristic p ¤ 0. For a k-algebra R, we let fR denote the
homomorphism a 7! apWR ! R. When R D k, we omit the subscript. We let f R denote
the ring R regarded as a k-algebra by means of the map k
f
 ! k  ! R. Let G be an
algebraic group over k, and let G.p/ be the functor R   G.f R/. This is represented by
k
f;k O.G/ (tensor product of O.G/ with k relative to the map f Wk ! k),
R
O.G/ k
f;k O.G/
k k;
f
and so it is again an algebraic group. The k-algebra homomorphism fRWR ! f R de-
ﬁnes a homomorphism G.R/ ! G.p/.R/, which is natural in R, and so arises from a
homomorphism FWG !G.p/ of algebraic groups. This homomorphism corresponds to the
homomorphism of Hopf algebras
c
a 7! capWO.G.p// ! O.G/:
When k is perfect, this has image O.G/p, which is therefore a Hopf subalgebra of O.G/
(Exercise 5-10). On repeating this argument with f and F replaced by f r and F r, we ﬁnd
that O.G/pr
is a Hopf subalgebra of O.G/.
Concerning the second part of the statement, because the nilradical N of O.G/ is
ﬁnitely generated, there exists an exponent n such that an D 0 for all a 2 N. Let r be
such that pr  n; then apr
D 0 for all a 2 N. With this r, O.G/pr
satisﬁes (48). As it is a
Hopf algebra, it is reduced. 2
NOTES The ﬁrst part of (6.35) only requires that k be perfect (probably the same is true of the
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6n Transporters
Recall that an action of a monoid G on a set X is a map
.g;x/ 7! gxWGX ! X
such that
(a) .g1g2/x D g1.g2x/ for all g1;g2 2 G, x 2 X, and
(b) ex D x for all x 2 X (here e is the identity element of G).
Now let G be an afﬁne monoid over k, and let X be a functor from the category of k-
algebras to sets, i.e., an object of Alg_
k. An action of G on X is a natural transformation
G X ! X such that G.R/X.R/ ! X.R/ is an action of the monoid G.R/ on the set
X.R/ for all k-algebras R. Let Z and Y be subfunctors of X. The transporter TG.Y;Z/
of Y into Z is the functor
R   fg 2 G.R/ j gY  Zg;
where the condition gY  Z means that gY.R0/  Z.R0/ for all R-algebras R0, i.e., that
gY  Z as functors on the category of R-algebras.
In the remainder of this subsection, we shall deﬁne the notion of a closed subfunctor,
and prove the following result.
THEOREM 6.36 Let G X ! X be an action of an afﬁne monoid G on a functor X, and
let Z and Y be subfunctors of X such that Z is closed in X. If Y is representable, then
TG.Y;Z/ is represented by a quotient of O.G/.
CLOSED SUBFUNCTORS
A subfunctor Z of a functor Y from Algk to Set is said to be closed if, for every k-algebra
A and map of functors hA ! Y , the ﬁbred product ZY hA is represented by a quotient of
A. The Yoneda lemma identiﬁes a map hA ! Y with an element  of Y.A/, and, for any
k-algebra R, 
ZY hA

.R/ D f'WA ! R j './ 2 Z.A/g:
Thus, Z is closed in Y if and only if, for every k-algebra A and  2 Y.A/, the functor of
k-algebras
R   f'WA ! R j './ 2 Z.A/g
is represented by a quotient of A; i.e., there exists an ideal a  A such that, for a homomor-
phism 'WA ! R of k-algebras,
R 2 Z.R/  '.a/ D 0;
where R is the image of  under Y.A/ ! Y.R/.
EXAMPLE 6.37 Let Z be a subfunctor of Y D hB for some k-algebra B. For the identity
map hB !Y, the functor ZY hB DZ. Therefore, if Z is closed in hB, then it represented
by a quotient of B. Conversely, let Z  hB is the functor deﬁned by an ideal b  B, i.e.,
Z.R/ D f'WB ! R j '.b/ D 0g:68 I. Basic Theory of Afﬁne Groups
Then Z is closed because, for any WB ! A, the functor ZhB hA is
R   f'WA ! R j ' 2 Z.R/g;
which is represented by A=.b/.20
EXAMPLE 6.38 Let Y be the functor An D .R   Rn/. A subfunctor of An is closed if
and if it is deﬁned by a ﬁnite set of polynomials in kX1;:::;Xn in the sense of 2a. This
is the special case B D kX1;:::;Xn of Example 6.37.
For a k-algebra B and functor XWAlgB ! Set, we let B=kX denote the functor R  
X.B 
R/ (cf. 4d).
LEMMA 6.39 If Z is a closed subfunctor of X, then, for any k-algebra B, B=kZ is a
closed subfunctor of B=kX.
PROOF. Let A be a k-algebra, and  2 X.B 
A/. To prove that B=kZ is closed in
B=kX wehavetoshowthatthereexistsanidealaAsuchthat, foreveryhomomorphism
'WA ! R of k-algebras,
.B 
'/./ 2 Z.B 
R/  '.a/ D 0:
Because Z is closed in X, there exists an ideal b  B 
A such that
.B 
'/./ 2 Z.B 
R/  .B 
'/.b/ D 0: (49)
Choose a basis .ei/i2I for B as k-vector space. Each element b of B 
A can be expressed
uniquely as b D
P
i2I ei 
bi, bi 2 A, and we let a be the ideal in A generated by the
coordinates bi of the elements b 2 b. Then b  B 
a, and a is the smallest ideal in A with
this property, i.e.,
a  a0  b  B 
a0 (a0 an ideal in A). (50)
On applying (50) with a0 D Ker', we see that
a  Ker.'/  b  B 
Ker.'/ D Ker.B 
'/:
Combined with (49), this shows that a has the required property. 2
LEMMA 6.40 If Z is a closed subfunctor of X, then, for any map T ! X of functors,
T X Z is a closed subfunctor of T.
PROOF. Let hA ! T be a map of functors. Then hAT T X Z ' hAX Z, and so the
statement is obvious. 2
LEMMA 6.41 Let Z and Y be subfunctors of a functor X, and let GX !X be an action
of an afﬁne monoid G on X. Assume Y D hB. For a k-algebra R, let yR 2 Y.R
B/ be
the homomorphism b 7! 1
bWB ! R
B. Then
TG.Y;Z/.R/ D fg 2 G.R/ j gyR 2 Z.R
B/g:
20More generally, if Y is the functor of k-algebras deﬁned by a scheme Y 0, then the closed subfunctors of
Y are exactly those deﬁned by closed subschemes of Y 0.6. Afﬁne groups and afﬁne group schemes 69
PROOF. Certainly, LHSRHS. For the reverse inclusion, let R0 be an R-algebra, and let
 2 Y.R0/ D Hom.B;R0/. Then yR maps to  under the map Y.R
B/ ! Y.R0/ deﬁned
by R ! R0 and B

 ! R0, and so
gyR 2 Z.R
B/ H) g 2 Z.R0/: 2
We now prove Theorem 6.36. We may suppose that Y D hB. Lemma 6.41 shows that
TG.Y;Z/ ' GB=kX B=kZ;
where G ! B=kX is the natural transformation g 7! gyRWG.R/ ! X.R
B/. Lemma
6.39 shows that B=kZ is a closed subfunctor of B=kX, and so it follows from (6.40)
that TG.Y;Z/ is a closed subfunctor of hG. This means that it is represented by a quotient
of O.G/.
ASIDE 6.42 The assumption that k is a ﬁeld was used in this subsection only to deduce in the proof
of Lemma 6.39 that B is free as a k-module. Thus Theorem 6.36 is true over a commutative ring k
when Y is a representable by a k-algebra B that is free as a k-module (or, more generally, locally
free; cf. DG I, 2, 7.7, p. 65).
6o Appendix: The faithful ﬂatness of Hopf algebras
In this subsection, we prove the following very important technical result.
THEOREM 6.43 For any Hopf algebras A  B over a ﬁeld k, B is faithfully ﬂat over A.
For any ﬁeld k0  k, the homomorphism A ! k0
A is faithfully ﬂat, and so it sufﬁces
to show that k0
B is faithfully ﬂat over k0
A (CA 9.4). Therefore we may suppose that
k is algebraically closed.
Let 'WH ! G be a homomorphism of afﬁne groups such that O.H ! G/ D B   A.
CASE THAT A IS REDUCED AND A AND B ARE FINITELY GENERATED.
We begin with a remark. Let V be an algebraic scheme over an algebraically closed ﬁeld.
Then V is a ﬁnite union V D V1 [[Vr of its irreducible components (6c). Assume
that V is homogeneous, i.e., for any pair .a;b/ of points of V , there exists an isomorphism
V ! V sending a to b. Then V is a disjoint union of the Vi. As each Vi is closed, this
means that the Vi are the connected components of V . In particular, they are open. When
Vi is reduced, the ring O.Vi/ is an integral domain.
We now regard H and G as algebraic group schemes, i.e., we write H and G for
jHj and jGj. Then H and G are disjoint unions of their connected components, say H D F
i2I Hi andG D
F
j2J Gj. BecauseG isreduced, eachringO.Gi/isanintegraldomain,
and O.G/ D
Q
j2J O.Gj/. Each connected component Hi of H maps into a connected
component Gj.i/ of G. The map i 7!i.j/WI !J is surjective, because otherwise O.G/!
O.H/ would not be injective (any f 2 O.G/ such that f jGj D 0 for j ¤ j0 would have
f  D 0).
Let H and G be the connected components of H and G containing the identity ele-
ments. Then H maps into G. Because G is reduced, O.G/ is an integral domain, and so
the generic ﬂatness theorem (CA 9.12; CA 16.9) shows that there exists a b 2 H such that70 I. Basic Theory of Afﬁne Groups
O.H/mb is faithfully ﬂat over O.H/m'.b/. Homogeneity, more precisely, the commutative
diagrams
H
Lb         ! H O.H/me
'
          O.H/mb ?
? y
?
? y
x
? ?
x
? ?
G
La         ! G O.G/me
'
          O.G/ma
(see 6h), now implies that O.H/mb is faithfully ﬂat over O.G/m'.b/ for all b 2 H. Hence
O.H/ is ﬂat over O.G/ (CA 9.9), and it remains to show that the map (of sets) 'WH !G is
surjective (CA 9.10c). According to (CA 12.14), the image of H !G contains a nonempty
open subset U of G. For any g 2 G, the sets U  1 and Ug 1 have nonempty intersection.
This means that there exist u;v 2 U such that u 1 D vg 1, and so g D uv 2 U. Thus the
image of ' contains G, and the translates of G by points in the image cover G (because
I maps onto J).
CASE THAT THE AUGMENTATION IDEAL OF A IS NILPOTENT
We begin with a remark. For any homomorphism WH ! G of abstract groups, the map
.n;h/ 7! .nh;h/WKer./H ! H G H (51)
is a bijection — this just says that two elements of H with the same image in G differ by an
element of the kernel. Similarly, for any homomorphism WH ! G of afﬁne groups, there
is an isomorphism
Ker./H ! H G H (52)
which becomes the map (51) for each k-algebra R. Because of the correspondence between
afﬁne groups and Hopf algebras, this implies that, for any homomorphism A ! B of Hopf
algebras, there is a canonical isomorphism
b1
b2 7! .b1/.1
b2/WB 
AB ! .B=IAB/
k B (53)
where IA is the augmentation ideal Ker.A

 ! k) of A.
Let I D IA, and assume that I is nilpotent, say In D 0. Choose a family .ej/j2J of
elements in B whose image in B=IB is a k-basis and consider the map
.aj/j2J 7!
P
j ajejWA.J/ ! B (54)
where A.J/ is a direct sum of copies of A indexed by J. We shall show that (54) is an
isomorphism (hence B is even free as an A-module).
Let C be the cokernel of (54). A diagram chase in
A.J/         ! B         ! C         ! 0
? ?
y
? ?
y
.A=I/.J/ onto
        ! B=IB
shows that every element of C is the image of an element of B mapping to zero in B=IB,
i.e., lying in IB. Hence C D IC, and so C D IC D I2C D  D InC D 0. Hence
A.J/ ! B is surjective.6. Afﬁne groups and afﬁne group schemes 71
For the injectivity, consider diagrams
A.J/ onto
        ! B
?
? y
?
? y
B.J/ onto
        ! B 
AB
k.J/ '
        ! B=IB
? ?
y
? ?
y
.B=IB/.J/ '
        ! .B=IB/
k .B=IB/
in which the bottom arrows are obtained from the top arrows by tensoring on the left with
B and B=IB respectively. If b 2 B.J/ maps to zero in B 
A B, then it maps to zero in
B=IB
k B=IB, which implies that it maps to zero in .B=IB/.J/. Therefore the kernel M
of B.J/ ! B 
AB is contained in .IB/.J/ D I B.J/.
Recall (53) that
B 
AB ' B 
k B=IB.
As B=IB is free as a k-module (k is a ﬁeld), B
k B=IB is free as a left B-module, and so
B
AB is free (hence projective) as a left B-module. Therefore there exists a B-submodule
N of B.J/ mapping isomorphically onto B 
AB, and
B.J/ D M N (direct sum of B-submodules).
We know that
M  I B.J/ D IM IN;
and so M IM. Hence M IM I2M DD0. We have shown that B.J/ !B
AB
is injective, and this implies that A.J/ ! B is injective because A.J/  B.J/.
CASE THAT A AND B ARE FINITELY GENERATED
We begin with a remark. For any homomorphisms of abstract groups
H
?
? y
G

        ! G0;
the map
.n;h/ 7! .n.h/;h/WKer./H ! GG0 H
is a bijection. This implies a similar statement for afﬁne groups:
Ker.G ! G0/H ' GG0 H: (55)
After Theorem 6.31, we may suppose that k has characteristic p ¤ 0. According to
(6.35), there exists an n such that O.G/pn
is a reduced Hopf subalgebra of O.G/. Let G0
be the algebraic group such that O.G0/ D O.G/pn
, and consider the diagrams
1         ! N         ! H         ! G0 O.N/           O.H/
faithfully
           
ﬂat
O.G0/
?
? y
?
? y

 
x
? ?
x
? ?injective

 
1         ! M         ! G         ! G0 O.M/           O.G/           O.G0/72 I. Basic Theory of Afﬁne Groups
where N and M are the kernels of the homomorphisms H ! G0 and G ! G0 respectively.
Because O.G0/ is reduced, the homomorphism O.G0/ ! O.H/ is faithfully ﬂat, and so
O.G/ ! O.H/ injective H) .O.G/ ! O.H//
O.G0/O.H/ injective.
Ask isadirectsummandofO.H/, thisimpliesthat.O.G/ ! O.H//
O.G0/k isinjective.
From the diagram
O.N/
(23)
' O.H/
O.G0/k x
? ?
x
? ?
O.M/
(23)
' O.G/
O.G0/k
we see that O.M/ ! O.N/ is injective, and hence is faithfully ﬂat (because the augmenta-
tion ideal of O.M/ is nilpotent). From the diagrams
N H
(52)
' H G0 H ?
? y
?
? y
M H
(55)
' GG0 H
O.N/
O.H/ ' O.H/
O.G0/O.H/ x
? ?
x
? ?
O.M/
O.H/ ' O.G/
O.G0/O.H/:
we see that .O.G/ ! O.H//
O.G0/O.H/ is faithfully ﬂat. As O.G0/ ! O.H/ is faith-
fully ﬂat, this implies that O.G/ ! O.H/ is faithfully ﬂat (CA 9.4).
GENERAL CASE
We show in (8.25) below that A and B are directed unions of ﬁnitely generated Hopf sub-
algebras Ai and Bi such that Ai  Bi. As Bi is ﬂat as an Ai-module for all i, B is ﬂat as
an A-module (CA 9.13). For the faithful ﬂatness, we use the statement (CA 9.10b):
A ! B faithfully ﬂat, mB ¤ B, all maximal ideals m  A , aB ¤ B, all
proper ideals a  A.
Let m be a maximal ideal in A. If 1 2 mB, then 1 2 .m\Ai/Bi for some i. But m\Ai ¤
Ai, and so this contradicts the faithful ﬂatness of Bi over Ai. Hence mB ¤ B, and B is
faithfully ﬂat over A.
COROLLARY 6.44 Let A  B be Hopf algebras with B an integral domain, and let K  L
be their ﬁelds of fractions. Then B \K D A; in particular, A D B if K D L.
PROOF. Because B is faithfully ﬂat over A, cB \A D cA for any c 2 A. Therefore, if
a=c 2 B, a;c 2 A, then a 2 cB \A D cA, and so a=c 2 A. 2
ASIDE 6.45 Some statements have easy geometric proofs for smooth algebraic groups. In extend-
ing the proof to all algebraic groups, one often has to make a choice between a nonelementary
(sometimes difﬁcult) proof using algebraic geometry, and an elementary but uninformative proof
using Hopf algebras. In general, we sketch the easy geometric proof for smooth algebraic groups,
and give the elementary Hopf algebra proof in detail.
NOTES In most of the literature, for example, Borel 1991, Humphreys 1975, and Springer 1998,
“algebraic group” means “smooth algebraic group” in our sense. Our approach is similar to that in
Demazure and Gabriel 1970 and Waterhouse 1979. The important Theorem 6.31 was announced
in a footnote to Cartier 1962; the direct proof presented here follows Oort 1966. Theorem 6.43 is
proved entirely in the context of Hopf algebras in Takeuchi 1972; the proof presented here follows
Waterhouse 1979, Chapter 14.7. Group theory: subgroups and quotient groups. 73
7 Group theory: subgroups and quotient groups.
In this section and in Section 9, we show how the basic deﬁnitions and theorems in the
theory of abstract groups can be extended to afﬁne groups. Throughout, k is a ﬁeld.
7a A criterion to be an isomorphism
PROPOSITION 7.1 A homomorphism of afﬁne groups WH ! G is an isomorphism if and
only if
(a) the map .R/WH.R/ ! G.R/ is injective for all k-algebras R, and
(b) the homomorphism WO.G/ ! O.H/ is injective.
PROOF. The conditions are obviously necessary. For the sufﬁciency, note that the maps
H G H  H

 ! G
give rise to homomorphisms of Hopf algebras
O.G/ ! O.H/  O.H/
O.G/
.H/:
In particular, the homomorphisms
x 7! x
1
x 7! 1
x

WO.H/ ! O.H/
O.G/O.H/ (56)
agree on O.G/, and so deﬁne elements of H.O.H/
O.G/ O.H// mapping to the same
element in G.O.H/
O.G/O.H//. Now,
 condition (a) with R D O.H/
O.G/ O.H/ implies that the two homomorphisms
(56) are equal, and
 condition (b) implies that O.H/ is a faithfully ﬂat O.G/-algebra (see 6.43), and so
the subset of O.H/ on which the two homomorphisms (56) agree is .O.G// by
(CA 9.6).
On combining these statements, we ﬁnd that  is surjective, and so it is an isomorphism.2
7b Injective homomorphisms
DEFINITION 7.2 AhomomorphismH !G ofafﬁnegroupsisinjectiveifthemapH.R/!
G.R/ is injective for all k-algebras R. An injective homomorphism is also called an em-
bedding.
PROPOSITION 7.3 A homomorphism WH ! G of afﬁne groups is injective if and only if
the map WO.G/ ! O.H/ is surjective.
In other words, WH ! G is injective if and only if the map jjWjHj ! jGj of afﬁne
schemes is a closed immersion.74 I. Basic Theory of Afﬁne Groups
PROOF. ): The homomorphism  factors into homomorphisms of Hopf algebras
O.G/  .O.G// ,! O.H/
(see Exercise 5-10). Let H0 be the afﬁne group whose Hopf algebra is .O.G//. Then 
factors into
H ! H0 ! G;
and the injectivity of  implies that H.R/ ! H0.R/ is injective for all k-algebras R. Be-
cause O.H0/ ! O.H/ is injective, Proposition 7.1 shows that the map H ! H0 is an
isomorphism, and so .O.G// D O.H/.
(: If  is surjective, then any two homomorphisms O.H/ ! R that become equal
when composed with  must already be equal, and so H.R/ ! G.R/ is injective. 2
PROPOSITION 7.4 Let WH ! G be a homomorphism of afﬁne groups. If  is injective,
then so also is k0WHk0 ! Gk0 for any ﬁeld k0 containing k. Conversely, if k0 is injective
for one ﬁeld k0 containing k, then  is injective.
PROOF. For any ﬁeld k0 containing k, the map O.G/ ! O.H/ is surjective if and only if
the map k0
k O.G/ ! k0
k O.H/ is surjective (this is simply a statement about vector
spaces over ﬁelds). 2
A
7.5 When k is a perfect ﬁeld, Gred is an afﬁne subgroup of G (see 6.18). However, it need
not be normal. For example, over a ﬁeld k of characteristic 3, let G D 3 o.Z=2Z/k for
the nontrivial action of .Z=2Z/k on 3; then Gred D .Z=2Z/k, which is not normal in G
(see SGA3 VIA 0.2).
7c Afﬁne subgroups
DEFINITION 7.6 An afﬁne subgroup (resp. normal afﬁne subgroup) of an afﬁne group
G is a closed subfunctor H of G such that H.R/ is a subgroup (resp. normal subgroup) of
G.R/ for all R.
In other words, a subfunctor H of an afﬁne group G is an afﬁne subgroup of G if
 H.R/ is a subgroup of G.R/ for all k-algebras R; and
 H is representable (in which case it is represented by a quotient of O.G/ — see 7.3).
REMARK 7.7 AnafﬁnesubgroupH ofanalgebraicgroupG isanalgebraicgroup, because
O.H/ is a quotient of the ﬁnitely generated k-algebra O.G/.
PROPOSITION 7.8 The afﬁne subgroups of an afﬁne group G are in natural one-to-one
correspondence with the Hopf ideals on O.G/.
PROOF. For an afﬁne subgroup H of G,
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is a Hopf ideal in G (it is the kernel of O.G/ ! O.H/; see Exercise 5-10). Conversely, if
a is a Hopf ideal in G, then the functor
R   fg 2 G.R/ j fR.g/ D 0 for all f 2 ag
is an afﬁne subgroup G.a/ of O.G/ (it is represented by O.G/=a). The maps H 7! I.H/
and a 7! G.a/ are inverse. 2
COROLLARY 7.9 Every set of afﬁne subgroups of an algebraic group G has a minimal
element (therefore every descending chain of afﬁne subgroups becomes stationary).
PROOF. The ring O.G/ is noetherian (Hilbert basis theorem, CA 3.6). 2
PROPOSITION 7.10 For any afﬁne subgroup H of an algebraic group G, the algebraic
scheme jHj is closed in jGj.
PROOF. If a is the kernel of O.G/ ! O.H/, then jHj is the subspace V.a/
def D fm j m  ag
of jGj: 2
PROPOSITION 7.11 For any family .Hj/j2J of afﬁne subgroups of an afﬁne group G, the
functor
R  
\
j2J Hj.R/ (intersection inside G.R/)
is an afﬁne subgroup
T
j2J Hj of G, with coordinate ring O.G/=I where I is the ideal
generated by the ideals I.Hj/.
PROOF. We have
Hj.R/ D fg 2 G.R/ j fR.g/ D 0 for all f 2 I.Hj/g:
Therefore,
H.R/ D fg 2 G.R/ j fR.g/ D 0 for all f 2
[
I.Hj/g
D Hom.O.G/=I;R/: 2
EXAMPLE 7.12 The intersection of the afﬁne subgroups SLn and Gm (scalar matrices) of
GLn is n (matrices diag.c;:::;c/ with cn D 1).
We sometimes loosely refer to an injective homomorphism WH ! G as an afﬁne sub-
group of G.
DEFINITION 7.13 An afﬁne subgroup H of algebraic group G is said to be characteristic
if, for all k-algebras R and all automorphisms  of GR, .HR/ D HR (cf. DG II, 1, 3.9).
If the condition holds only when R is a ﬁeld, we say that H is characteristic in the weak
sense.
Both conditions are stronger than requiring that .H/ D H for all automorphisms of G
(see 16.15).76 I. Basic Theory of Afﬁne Groups
A
7.14 In the realm of not necessarily afﬁne group schemes over a ﬁeld, there can exist non-
afﬁne (necessarily nonclosed) subgroup schemes of an afﬁne algebraic group. For example,
the constant subgroup scheme .Z/k of Ga over Q is neither closed nor afﬁne. Worse, the
(truly) constant subfunctor R   Z  R of Ga is not representable. Over an algebraically
closed ﬁeld k consider the discrete (nonafﬁne) group scheme with underlying set k; the
obvious map k ! Ga of nonafﬁne group schemes is a homomorphism, and it is both mono
and epi, but it is not an isomorphism.
7d Kernels of homomorphisms
The kernel of a homomorphism WH ! G of afﬁne groups is the functor
R   N.R/
def D Ker..R/WH.R/ ! G.R//.
Let WO.G/!k be the identity element of G.k/. Then an element hWO.H/!R of H.R/
lies in N.R/ if and only if its composite with WO.G/ ! O.H/ factors through :
O.H/ O.G/
R k:
h


Let IG be the kernel of WO.G/ ! k (this is called the augmentation ideal), and let
IG O.H/ denote the ideal generated by its image in O.H/. Then the elements of N.R/
correspond to the homomorphisms O.H/ ! R that are zero on IG O.H/, i.e.,
N.R/ D Homk-alg.O.H/=IGO.H/;R/:
We have proved:
PROPOSITION 7.15 For any homomorphism H ! G of afﬁne groups, there is an afﬁne
subgroup N of H (called the kernel of the homomorphism) such that
N.R/ D Ker.H.R/ ! G.R//
for all R; its coordinate ring is O.H/=IGO.H/.
Alternatively, note that the kernel of  is the ﬁbred product of H ! G   , and so it
is an algebraic group with coordinate ring
O.H/
O.G/.O.G/=IG/ ' O.H/=IGO.H/
(see 4b).
EXAMPLE 7.16 Consider the map g 7! gnWGm ! Gm. This corresponds to the map on
Hopf algebras Y 7! XnWkY;Y  1 ! kX;X 1 because
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(cf. (14), p.25). The map WkY;Y  1 ! k sends f.Y / to f.1/, and so the augmentation
ideal for Gm is .Y  1/. Thus, the kernel has coordinate ring
kX;X 1=.Xn 1/ ' kX=.Xn 1/:
In other words, the kernel is the algebraic group n, as we would expect.
EXAMPLE 7.17 Let N be the kernel of the determinant map detWGLn ! Gm. This corre-
sponds to the map on Hopf algebras
X 7! det.Xij/WkX;X 1 ! k:::;Xij;:::;det.Xij/ 1
because
det.Xij/.aij/ D det.aij/ D X.det.aij//:
As we just noted, the augmentation ideal for Gm is .X  1/, and so
O.N/ D
k:::;Xij;:::;det.Xij/ 1
.det.Xij/ 1/
'
k:::;Xij;:::
.det.Xij/ 1/
:
In other words, the kernel of det is the algebraic group SLn, as we would expect.
PROPOSITION 7.18 When k has characteristic zero, a homomorphism G ! H is injective
if and only if G.kal/ ! H.kal/ is injective.
PROOF. If G.kal/ ! H.kal/ is injective, the kernel N of the homomorphism has the prop-
erty that N.kal/ D 0, and so it is the trivial algebraic group (by 6.32). 2
A
7.19 Proposition 7.18 is false for ﬁelds k of characteristic p ¤ 0. For example, the ho-
momorphism x 7! xpWGa ! Ga has kernel p, and so it is not injective, but the map
x 7! xpWGa.R/ ! Ga.R/ is injective for every reduced k-algebra R.
REMARK 7.20 Let A be an object of some category A. A morphism uWS ! A is a
monomorphism if f 7! uf WHom.T;S/ ! Hom.T;A/ is injective for all objects T. Two
monomorphisms uWS ! A and u0WS0 ! A are said to be equivalent if each factors through
the other. This is an equivalence relation on the monomorphisms with target A, and an
equivalence class of monomorphisms is called a subobject of A.
A homomorphism of afﬁne groups is a injective if and only if it is a monomorphism
in the category of afﬁne groups. To see this, let WH ! G be a homomorphism of afﬁne
groups. If  is injective and the homomorphisms ;WH0 ! H agree when composed
with , then (7.1a) with R D O.H0/ shows that  D . Suppose, on the other hand, that
 is not injective, so that its kernel N is nontrivial. Then the homomorphisms n 7! 1,
n 7! nWN ! N are distinct, but they agree when composed with , and so  is not a
monomorphism.
Let G be an afﬁne group. Two monomorphisms uWH ! G and uWH0 ! G are equiv-
alent if and only if Im.uR/ D Im.u0
R/ for all k-algebras R. It follows that, in each equiva-
lenceclassofmonomorphismswithtargetG, thereisexactlyonewithH anafﬁnesubgroup
of G and with u the inclusion map.78 I. Basic Theory of Afﬁne Groups
ASIDE 7.21 Inanycategory, theequalizerofapairofmorphismsisamonomorphism. Amonomor-
phism that arises in this way is said to be regular. In Grp, every monomorphism is regular (see, for
example, van Oosten, Basic Category Theory, Exercise 42, p.21). For example, the centralizer of
an element a of a group A (which is not a normal subgroup in general) is the equalizer of the ho-
momorphisms x 7! x, x 7! axa 1WA ! A. Is it true that every monomorphism in the category of
afﬁne (or algebraic) groups is regular?
7e Dense subgroups
Let G be an algebraic group over a ﬁeld k. By deﬁnition, a point a 2 G.k/ is a homomor-
phism O.G/!k, whose kernel we denote ma (a maximal ideal in O.G/). As we discussed
6f, the map a 7! maWG.k/ ! jGj is injective with image the set of maximal ideals m of
O.G/ such that O.G/=m D k. We endow G.k/ with the subspace topology.
PROPOSITION 7.22 Let G be an algebraic group over a ﬁeld k, and let   be a subgroup
of G.k/. There exists an afﬁne subgroup H of G such that H.k/ D   if and only if  
is closed, in which case there exists a unique smallest H with this property. When k is
algebraically closed, every smooth afﬁne subgroup of G arises in this way.
PROOF. If   D H.k/ for an afﬁne subgroup H of G, then   D jHj\G.k/, which is
closed by (7.10). Conversely, let   be a closed subgroup of G.k/. Each f 2 O.G/ deﬁnes
a function   ! k, and, for x;y 2   , .f /.x;y/ D f.x y/ (see (13), p. 25). Therefore,
when we let R.  / denote the k-algebra of maps   ! k and deﬁne   WR.  /R.  / !
R.    / as in Exercise 5-1, we obtain a commutative diagram
O.G/
G         ! O.G/
O.G/
?
? y
?
? y
R.  /
          ! R.    /;
which shows that   maps into R.  /
R.  /, and so .R.  /;  / is a Hopf algebra
(ibid.). Because   is closed, it is the zero set of the ideal
a
def D Ker.O.G/ ! R.  //;
which is a Hopf ideal because .O.G/;G/ ! .R.  /;  / is a homomorphism of Hopf
algebras (5.16). The afﬁne subgroup H of G with O.H/ D O.G/=a  R.  / has H.k/ D
  . Clearly, it is the smallest subgroup of G with this property. When k is algebraically
closed and H is a smooth subgroup of G, then the group attached to   D H.k/ is H
itself. 2
REMARK 7.23 For any subgroup   of G.k/, the closure N   of   in G.k/  jGj is a closed
subgroup of G.k/.21 The smallest afﬁne subgroup H of G such that H.k/ D N   is often
called the “Zariski closure” of   in G.
21It is a general fact that the closure of a subgroup   of a topological group is a subgroup. To see this, note
that for a ﬁxed c 2  , the maps x !cx and x 7!x 1 are continuous, and hence are homeomorphisms because
they have inverses of the same form. For c 2   , we have   c D   , and so N   c D N   . As c is arbitrary, this says
that N     D N   . For d 2 N   , d   N   , and so d N    N   . We have shown that N    N    N   . Because x 7! x 1 is a
homeomorphism, it maps N   onto .   1/ . Therefore N    1 D .   1/  D N   .7. Group theory: subgroups and quotient groups. 79
REMARK 7.24 When k is not algebraically closed, not every smooth algebraic subgroup
of G arises from a closed subgroup of G.k/. Consider, for example, the algebraic subgroup
n  Gm over Q. If n is odd, then n.Q/ D f1g, and the algebraic group attached to f1g is
the trivial group.
REMARK 7.25 ItisobviousfromitsdeﬁnitionthatR.  /hasnononzeronilpotents. There-
fore the afﬁne subgroup attached to a closed subgroup   of G.k/ is reduced, and hence
smooth if k is perfect. In particular, no nonsmooth subgroup arises in this way.
DEFINITION 7.26 Let G be an algebraic group over a ﬁeld k, and let k0 be a ﬁeld contain-
ing k. We say that a subgroup   of G.k0/ is dense in G if the only afﬁne subgroup H of G
such that H.k0/    is G itself.
7.27 If    G.k0/ is dense in G, then, for any ﬁeld k00  k0,    G.k00/ is dense in G.
7.28 If G.k/ is dense in G, then G is reduced, hence smooth if k is perfect (see 7.25).
7.29 It follows from the proof of (7.22) that G.k/ is dense in G if and only if
f 2 O.G/, f.P/ D 0 for all P 2 G.k/ H) f D 0: (57)
In other words, G.k/ is dense in G if and only if no nonzero element of O.G/ maps to zero
under all homomorphisms of k-algebras O.G/ ! k:
\
WO.G/!k
Ker./ D 0:
7.30 For an afﬁne algebraic variety V over a ﬁeld k, any f 2 O.V / such that f.P/ D 0
for all V.kal/ is zero (Nullstellensatz; CA 11.5); better, any f 2 O.V / such that f.P/ D 0
for all P 2 V.ksep/ is zero (AG 11.15). Therefore, if G is smooth, then G.ksep/ (a fortiori,
G.kal/) is dense in G.
7.31 If G.k/ is ﬁnite, for example, if the ﬁeld k is ﬁnite, and dimG > 0, then G.k/ is
never dense in G.
PROPOSITION 7.32 If k is inﬁnite, then G.k/ is dense in G when G D Ga, GLn, or SLn.
PROOF. We use the criterion (7.29). Because k is inﬁnite, no nonzero polynomial in
kX1;:::;Xn can vanish on all of kn (FT, proof of 5.18). This implies that no nonzero
polynomial f can vanish on a set of the form
D.h/
def D fa 2 kn j h.a/ ¤ 0g; h ¤ 0;
because otherwise hf would vanish on kn. As
GLn.k/ D fa 2 kn2
j det.a/ ¤ 0g;
this proves the proposition for GLn.80 I. Basic Theory of Afﬁne Groups
The proposition is obvious for Ga, and it can be proved for SLn by realizing O.SLn/
as a subalgebra of O.GLn/. Speciﬁcally, the natural bijection
A;r 7! Adiag.r;1;:::;1/WSLn.R/Gm.R/ ! GLn.R/
(of set-valued functors) deﬁnes an isomorphism of k-algebras
O.GLn/ ' O.SLn/
O.Gm/;
and the algebra on the right contains O.SLn/. Hence
\
WO.SLn/!k
Ker./ 
\
WO.GLn/!k
Ker./ D 0:
2
PROPOSITION 7.33 Let G be an algebraic group over a perfect ﬁeld k, and let   D
Gal.kal=k/. Then   acts on G.kal/, and H $ H.kal/ is a one-to-one correspondence
between the smooth subgroups of G and the closed subgroups of G.kal/ stable under   .
PROOF. Combine(7.22)with(4.13). (Moredirectly, bothcorrespondtoradicalHopfideals
a in the kal-bialgebra kal
O.G/ stable under the action of   ; see AG 16.7, 16.8). 2
ASIDE 7.34 Let k be an inﬁnite ﬁeld. We say that a ﬁnitely generated k-algebra has “enough maps
to k” if
T
WA!kKer./ D 0 (intersection over k-algebra homomorphisms A ! k). We saw in the
proof of (7.32) that kX1;:::;Xnh has enough maps to k for any h ¤ 0. Obviously, any subalgebra
of an algebra having enough maps to k also has enough maps to k. In particular, any subalgebra
of kX1;:::;Xnh has enough maps to k. A connected afﬁne variety V is said to unirational if
O.V / can be realized as a subalgebra kX1;:::;Xnh in such a way that the extension of the ﬁelds
of fractions is ﬁnite. Geometrically, this means that there is a ﬁnite map from an open subvariety
of An onto an open subvariety of V . Clearly, if V is unirational, then O.V / has enough maps to
k. Therefore, if a connected algebraic group G is unirational, then G.k/ is dense in G. So which
algebraic groups are unirational? In SGA3, XIV 6.11 we ﬁnd:
One knows (Rosenlicht) examples of forms of Ga over a nonperfect ﬁeld, which have
only ﬁnitely many rational points, and therefore a fortiori are not unirational. More-
over Chevalley has given an example of a torus over a ﬁeld of characteristic zero which
is not a rational variety. On the other hand, it follows from the Chevalley’s theory of
semisimple groups that over an algebraically closed ﬁeld, every smooth connected
afﬁne algebraic group is a rational variety.
Borel 1991, 18.2, proves that a connected smooth algebraic group G is unirational if k is perfect or if
G is reductive. For a nonunirational nonconnected algebraic group, Rosenlicht gives the example of
the group of matrices
 
a b
 b a

over R with a2Cb2 D 1. For a nonunirational connected algebraic
group, Rosenlicht gives the example of the subgroup of GaGa deﬁned by Y p Y D tXp over the
ﬁeld k D k0.t/ (t transcendental). On the other hand, if k
p
a;
p
b has degree 4 over k, then the
norm torus22 associated with this extension is a three-dimensional torus that is not a rational variety.
Proofs of these statements will be given in a future version of the notes.
22Let T D .Gm/k
p
a;
p
b=k. The norm map deﬁnes a homomorphism T ! Gm, and the norm torus is the
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ASIDE 7.35 (mo56192) Rosenlicht’s subgroup Y p  Y D tXp of Ga Ga (p ¤ 2) and the sub-
group Y p DtXp of GaGa are examples of algebraic groups G over k such that G.k/ is not dense
in G (the ﬁrst is smooth; the second is reduced but not smooth).
A smooth, connected unipotent group is said to be k-split if there is a ﬁltration by k-subgroups
for which the successive quotients are isomorphic to Ga. The examples in the above paragraph
are non-split unipotent groups. Any smooth connected k-split unipotent group U is even a rational
variety (in fact, k-isomorphic as a variety to An), and so it is clear that U.k/ is Zariski dense in U
when is inﬁnite. More generally, let G be a smooth connected afﬁne algebraic group over k and
assume that the unipotent radical of Gkal is deﬁned and split over k (both of these conditions can
fail). Then as a k-variety, G is just the product of its reductive quotient .G=RuG/ and its unipotent
radical (result of Rosenlicht). In particular, is G is unirational, and if k is inﬁnite, then G.k/ is dense
in G (George McNinch)
A necessary condition when k is imperfect: if G.k/ is dense in G, then Gred is a smooth alge-
braic group over k. Proof: the regular locus of Gred is open and non-empty, so contains a rational
point. This point is then smooth. By translation, Gred is smooth at origin, hence smooth everywhere.
This implies that it is an algebraic group because it is geometrically reduced (Qing Liu).
ASIDE 7.36 Let k be a commutative ring. Waterhouse 1979, 1.2, p. 5 deﬁnes an afﬁne group
scheme to be representable functor from k-algebras to groups. He deﬁnes an afﬁne group scheme to
be algebraic if its representing algebra is ﬁnitely generated (ibid. 3.3, p. 24) . Now assume that k is
a ﬁeld. He deﬁnes an algebraic matrix group over k to be a Zariski-closed subgroup of SLn.k/ for
some n (ibid., 4.2, p. 29), and he deﬁnes an afﬁne algebraic group to be a closed subset of kn some
n with a group law on it for which the multiplication and inverse are polynomial maps (ibid. 4.2, p.
29). Algebraic matrix groups and afﬁne algebraic groups deﬁne (essentially the same) afﬁne group
schemes.
Waterhouse 1979 This work
afﬁne group scheme afﬁne group
algebraic afﬁne group scheme afﬁne algebraic group (or just algebraic group)
algebraic matrix group afﬁne subgroup G of GLn;k such that G.k/ is dense in G
afﬁne algebraic group algebraic group G such that G.k/ is dense in G.
We shall sometimes use algebraic matrix group to mean an afﬁne subgroup G of GLn;k
such that G.k/ is dense in G.
ASIDE 7.37 Before Borel introduced algebraic geometry into the theory of algebraic groups in a
more systematic way, Chevalley deﬁned algebraic groups to be closed subsets of kn endowed with a
group structure deﬁned by polynomial maps. In other words, he studied afﬁne algebraic groups and
algebraic matrix groups in the above sense. Hence, effectively he studied reduced algebraic groups
G with the property that G.k/ is dense in G.
ASIDE 7.38 In the literature one ﬁnds statements:
When k is perfect, any algebraic subgroup of GLn deﬁned by polynomials with coef-
ﬁcients in k is automatically deﬁned over k (e.g., Borel 1991, Humphreys 1975).
What is meant is the following:
When k is perfect, any smooth algebraic subgroup G of GLn;kal such the subset G.kal/
of GLn.kal/ is deﬁned by polynomials with coefﬁcients in k arises from a smooth
algebraic subgroup of GLn;k.
From our perspective, the condition on G.kal/ (always) implies that G arises from a reduced alge-
braic subgroup of GLn;k, which is smooth if k is perfect.82 I. Basic Theory of Afﬁne Groups
7f Normalizers; centralizers; centres
For a subgroup H of an abstract group G, we let NG.H/ (resp. CG.H/) denote the nor-
malizer (resp. centralizer) of H in G, and we let Z.G/ denote the centre of G. In this
subsection, we extend these notions to an afﬁne subgroup H of an afﬁne group G over a
ﬁeld k.
For g 2 G.R/, let gH be the functor of R-algebras
R0   gH.R0/g 1 (subset of G.R0/):
Deﬁne N to be the functor of k-algebras
R   fg 2 G.R/ j gH D Hg:
Thus, for any k-algebra R,
N.R/ D fg 2 G.R/ j gH.R0/g 1 D H.R0/ for all R-algebras R0g
D G.R/\
\
R0 NG.R0/.H.R0//:
PROPOSITION 7.39 The functor N is an afﬁne subgroup of G.
PROOF. Clearly N.R/ is a subgroup of G.R/, and so it remains to show that N is repre-
sentable by a quotient of O.G/. Clearly
gH.R0/g 1 D H.R0/  gH.R0/g 1  H.R0/ and g 1H.R0/g  H.R0/;
and so, when we let G act on itself by conjugation,
N D TG.H;H/\TG.H;H/ 1
(notations as in 6n). Proposition 6.36 shows that TG.H;H/ is representable, and it follows
from (7.11) that N is representable by a quotient of O.G/. 2
The afﬁne subgroup N of G is called the normalizer NG.H/ of H in G. It is obvious
from its deﬁnition that the formation of NG.H/ commutes with extension of the base ﬁeld:
for any ﬁeld k0  k,
NG.H/k0 ' NGk0.Hk0/:
PROPOSITION 7.40 IfH is an afﬁnesubgroup of an algebraic groupG, andH.k0/is dense
in H for some ﬁeld k0  k, then
NG.H/.k/ D G.k/\NG.k0/.H.k0//:
PROOF. Let g 2 G.k/\NG.k0/.H.k0//. Because g 2 G.k/, gH is an algebraic subgroup
of G, and so gH \H is an algebraic subgroup of H. Because g 2 NG.k0/.H.k0//,
 gH

.k0/ D H.k0/;
and so .gH \H/.k0/ D H.k0/. As H.k0/ is dense in H, this implies that gH \H D H,
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COROLLARY 7.41 Let H be a smooth afﬁne subgroup of a smooth algebraic group G. If
H.ksep/ is normal in G.ksep/, then H is normal in G.
PROOF. BecauseH issmooth, H.ksep/isdenseinH, andso(7.40)showsthatNG.H/.ksep/D
G.ksep/, and so NG.H/ D G. 2
A
7.42 The corollary is false without the smoothness assumptions, even with kal for ksep.
For example, let H be the subgroup of SL2 in characteristic p ¤ 0 such that
H.R/ D

1 a
0 1
 
 pa D 0

(so H ' p). Then H.kal/ D 1, but H is not normal in SL2.
PROPOSITION 7.43 Let H be an afﬁne subgroup of an algebraic group G.
(a) H is normal in G if and only if NG.H/ D G.
(b) Let ig denote the inner automorphism of G deﬁned by g 2 G.k/; if G.k/ is dense in
G and ig.H/ D H for all g 2 G.k/, then H is normal in G.
PROOF. (a) This is obvious from the deﬁnitions.
(b) Let N D NG.H/  G. If ig.H/ D H, then g 2 N.k/. The hypotheses imply that
G.k/  N.k/, and so N D G. 2
Let H be an afﬁne subgroup of an afﬁne group G, and let N be the normalizer of H.
Each n 2 N.R/ deﬁnes a natural transformation in
h 7! nhn 1WH.R0/ ! H.R0/
of H regarded as a functor from the category of R-algebras to sets, and we deﬁne C to be
the functor of k-algebras
R   fn 2 N.R/ j in D idHg:
Thus,
C.R/ D G.R/\
\
R0 CG.R0/.H.R0//:
PROPOSITION 7.44 The functor C is an afﬁne subgroup of G.
PROOF. We have to show that C is representable. Let G act on GG by
g.g1;g2/ D .g1;gg2g 1/; g;g1;g2 2 G.R/;
and embed H diagonally in GG,
H ! GG; h 7! .h;h/ for h 2 H.R/:
Then
C D TGG.H;H/;
which is representable by (6.36). 284 I. Basic Theory of Afﬁne Groups
The afﬁne subgroup C of G is called the centralizer CG.H/ of H in G. It is obvious
from its deﬁnition that the formation of CG.H/ commutes with extension of the base ﬁeld:
for any ﬁeld k0  k,
CG.H/k0 ' CGk0.Hk0/:
PROPOSITION 7.45 IfH is an afﬁnesubgroup of an algebraic groupG, andH.k0/is dense
in H for some ﬁeld k0  k, then
CG.H/.k/ D G.k/\CG.k0/.H.k0//:
PROOF. Let n 2 G.k/\CG.k0/.H.k0//. According to (7.40), n 2 NG.H/.k/. The maps
in and idH coincide on an afﬁne subgroup of H, which contains H.k0/, and so equals H.
Therefore n 2 CG.H/.k/. 2
COROLLARY 7.46 Let H be a smooth afﬁne subgroup of a smooth algebraic group G. If
H.ksep/ is central in G.ksep/, then H is central in G.
PROOF. BecauseH issmooth, H.ksep/isdenseinH, andso(7.45)showsthatCG.H/.ksep/D
G.ksep/, and so CG.H/ D G. 2
The centre Z.G/ of an afﬁne group G is deﬁned to be CG.G/. It is an afﬁne subgroup
of G, and if G is algebraic and G.k0/ is dense in G, then
Z.G/.k/ D G.k/\Z.G.k0//:
A
7.47 Even when G and H are smooth, CG.H/ need not be smooth. For example, it is
possible for CG.H/ to be nontrivial but for CG.H/.k0/ to be trivial for all ﬁelds k0  k. To
see this, let G be the functor
R   RR
with the multiplication .a;u/.b;v/ D .a Cbup;uv/; here 0 ¤ p D char.k/: This is an
algebraic group because, as a functor to sets, it is isomorphic to Ga Gm. For a pair
.a;u/ 2 RR, .a;u/.b;v/ D .b;v/.a;u/ for all .b;v/ if and only if up D 1. Therefore,
the centre of G is p, and so Z.G/.k0/ D 1 for all ﬁelds k0 containing k. Another example
is provided by SLp over a ﬁeld of characteristic p. The centre of SLp is p, which is not
smooth.
EXAMPLE 7.48 For a k-algebra R, the usual argument shows that the centre of GLn.R/ is
the group of nonzero diagonal matrices. Therefore
Z.GLn/ D Gm (embedded diagonally).
More abstractly, for any ﬁnite-dimensional vector space V ,
Z.GLV / D Gm (a 2 Gm.R/ acts on VR as v 7! av).
EXAMPLE 7.49 Let G D GLn over a ﬁeld k. For an integer N, let HN be the subfunctor
R   HN.R/ D fdiag.a1;:::;an/ 2 GLn.R/ j aN
1 D  D aN
n D 1g.7. Group theory: subgroups and quotient groups. 85
of G. Then HN ' .N/n, and so it is an afﬁne subgroup of G. For N sufﬁciently large
CG.HN/ D Dn
(group of diagonal matrices) (see (14.35)). We consider two cases.
(a) k D Q and N odd. Then HN.k/ D f1g, and
CG.k/.HN.k// D GLn.k/ ¤ Dn.k/ D CG.HN/.k/:
(b) k is algebraic closed of characteristic p ¤0 and N is a power of p. Then HN.k/D1
and
CG.k/.HN.k// D GLn.k/ ¤ Dn.k/ D CG.HN/.k/:
An afﬁne subgroup H of an afﬁne group G is said to normalize (resp. centralize) an
afﬁne subgroup N of G if H.R/ normalizes (resp. centralizes) N.R/ for all k-algebras R;
equivalently, if H  NG.N/ (resp. H  CG.N/).
7g Quotient groups; surjective homomorphisms
What does it mean for a homomorphism of algebraic groups G ! Q to be surjective? One
might guess that it means that G.R/ ! Q.R/ is surjective for all R, but this condition is
too stringent. For example, it would say that x 7! xnWGm ! Gm is not surjective even
though x 7! xnWGm.k/ ! Gm.k/ is surjective whenever k is algebraically closed. In fact,
Gm
n
 ! Gm is surjective according to the following deﬁnition.
DEFINITION 7.50 A homomorphism G ! Q is said to be surjective (and Q is called a
quotient of G) if for every k-algebra R and q 2 Q.R/, there exists a faithfully ﬂat R-
algebra R0 and a g 2 G.R0/ mapping to the image of q in Q.R0/:
G.R0/ Q.R0/ 9g 
G.R/ Q.R/ q:
In other words, a homomorphism G !Q is surjective if every q 2Q.R/ lifts to G after
a faithfully ﬂat extension. A surjective homomorphism is also called a quotient map.
THEOREM 7.51 A homomorphism G ! Q is surjective if and only if O.Q/ ! O.G/ is
injective.
PROOF. ): Consider the “universal” element idO.Q/ 2Q.O.Q//. If G !Q is surjective,
there exists a g 2 G.R0/ with R0 faithfully ﬂat over O.Q/ such that g and idO.Q/ map to
the same element of Q.R0/, i.e., such that the diagram
O.G/ O.Q/
R0 O.Q/
idO.Q/ g
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commutes. The map O.Q/ ! R0, being faithfully ﬂat, is injective (CA 9.6), which implies
that O.Q/ ! O.G/ is injective.
(: According to (6.43) O.Q/ ! O.G/ is faithfully ﬂat. Let q 2 Q.R/. Regard q as a
homomorphism O.Q/ ! R, and form the tensor product R0 D O.G/
O.Q/R:
O.G/ O.Q/
R0 DO.G/
O.Q/R R
faithfully ﬂat
q q0 g D 1
q (58)
Then R0 is a faithfully ﬂat R-algebra because O.G/ is a faithfully ﬂat O.H/-algebra (apply
CA 9.7). The commutativity of the square in (58) means that g 2 G.R0/ maps to the image
q0 of q in Q.R0/. 2
PROPOSITION 7.52 Let WH !G be a homomorphism of afﬁne groups. If  is surjective,
then so also is k0WHk0 ! Gk0 for any ﬁeld k0 containing k. Conversely, if k0 is surjective
for one ﬁeld k0 containing k, then  is surjective.
PROOF. Because k ! k0 is faithfully ﬂat, the map O.G/ ! O.H/ is injective if and only
if k0
k O.G/ ! k0
k O.H/ is injective (see CA 9.2). 2
PROPOSITION 7.53 A homomorphism of afﬁne groups that is both injective and surjective
is an isomorphism.
PROOF. The map on coordinate rings is both surjective and injective, and hence is an iso-
morphism. 2
PROPOSITION 7.54 Let G ! Q be a homomorphism of algebraic groups. If G ! Q is a
quotient map, then G.kal/ ! Q.kal/ is surjective; the converse is true if Q is smooth.
PROOF. Let q 2 Q.kal/. For some ﬁnitely generated kal-algebra R, the image of q in
Q.R/ lifts to an element g of G.R/. Zariski’s lemma (CA 11.1) shows that there exists a
kal-algebra homomorphism R ! kal, and the image of g in G.kal/ maps to q 2 Q.kal/:
G.R/ G.kal/
Q.kal/ Q.R/ Q.kal/
kal R kal
id
g gkal
q qR q
For the converse, we may suppose that k is algebraically closed. Recall (2.16) that
an element f of O.Q/ is a family .fR/R with fR a map Q.R/ ! R. Because Q is7. Group theory: subgroups and quotient groups. 87
smooth, O.Q/ is reduced, and so f is determined by fk (CA 11.8). As G.k/ ! Q.k/ is
surjective, f is determined by the composite G.k/ !Q.k/
fk  !k, and so O.Q/!O.G/
is injective. 2
More generally, a homomorphism WG ! H of algebraic groups is surjective if, for
some ﬁeld k0 containing k, the image of G.k0/ in H.k0/ is dense in H (see 9.8 below).
A
7.55 The smoothness condition in the second part of the proposition is necessary. Let k be
a ﬁeld of characteristic p ¤ 0, and consider the homomorphism 1 ! p where 1 denotes
the trivial algebraic group. The map 1.kal/ ! p.kal/ is f1g ! f1g, which is surjective,
but 1 ! p is not a quotient map because the map on coordinate rings is kX=.Xp/ ! k,
which is not injective.
THEOREM 7.56 Let G ! Q be a quotient map with kernel N. Then any homomorphism
G ! Q0 whose kernel contains N factors uniquely through Q:
N G Q
Q0.
0
PROOF. Note that, if g and g0 are elements of G.R/ with the same image in Q.R/, then
g 1g0 lies in N and so maps to 1 in Q0.R/. Therefore g and g0 have the same image in
Q0.R/. This shows that the composites of the homomorphisms
GQG  G ! Q0
are equal. Therefore, the composites of the homomorphisms
O.G/
O.Q/O.G/  O.G/   O.Q0/
are equal. The subring of O.G/ on which the two maps coincide is O.Q/ (CA 9.6), and
so the map O.Q0/ ! O.G/ factors through uniquely through O.Q/ ,! O.G/. Therefore
G ! Q0 factors uniquely through G ! Q. 2
COROLLARY 7.57 If WG ! Q and 0WG ! Q0 are quotient maps with the same kernel,
then there is a unique homomorphism WQ ! Q0 such that  D 0; moreover,  is an
isomorphism.
PROOF. From the theorem, there are unique homomorphisms WQ ! Q0 and 0WQ0 ! Q
such that  D 0 and 00 D . Now 0 D idQ, because both have the property that
 D . Similarly, 0 D idQ0, and so  and 0 are inverse isomorphisms. 2
DEFINITION 7.58 A surjective homomorphism G ! Q with kernel N is called the quo-
tient of G by N, and Q is denoted by G=N.88 I. Basic Theory of Afﬁne Groups
When it exists, the quotient is uniquely determined up to a unique isomorphism by the
universal property in (7.56). We shall see later (8.77) that quotients by normal subgroups
always exist.
DEFINITION 7.59 A sequence
1 ! N ! G ! Q ! 1
is exact if G ! Q is a quotient map with kernel N.
PROPOSITION 7.60 If
1 ! N ! G ! Q ! 1
is exact, then
dimG D dimN CdimQ:
PROOF. For any homomorphism WG ! Q of abstract groups, the map
.n;g 7! .ng;g/WKer./G ! GQG
is a bijection — this just says that two elements of G with the same image in Q differ by
an element of the kernel. In particular, for any homomorphism WG ! Q of afﬁne groups
and k-algebra R, there is a bijection
Ker./.R/G.R/ !
 
GQG

.R/,
which is natural in R. Therefore N G ' GQG,23 and so
O.N/
O.G/ ' O.GQG/:
Recall that the dimension of an algebraic group G has the following description: accord-
ing to the Noether normalization theorem (CA 5.11), there exists a ﬁnite set S of ele-
ments in O.G/ such that kS is a polynomial ring in the elements of S and O.G/ is
ﬁnitely generated as a kS-module; the cardinality of S is dimG. Since O.G Q G/ D
O.G/
O.Q/O.G/, it follows from this description that
dim.GQG/ D 2dimG dimQ:
Therefore 2dimG dimQ D dimN CdimG, from which the assertion follows. 2
ASIDE 7.61 Proposition 7.60 can also be proved geometrically. First make a base extension to kal.
For a surjective map 'WG ! Q of irreducible algebraic schemes, the dimension of the ﬁbre over
a closed point P of Q is equal dim.G/ dimQ for P in a nonempty open subset of Q (cf. AG
10.9b). Now use homogeneity (I, 6h) to see that, when G ! Q is a homomorphism of algebraic
group schemes, all the ﬁbres have the same dimension.
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ASIDE 7.62 A morphism uWA ! B in a category A is said to be an epimorphism if Hom.B;T/ !
Hom.A;T/ is injective for all objects T.
It is obvious from Theorem 7.51 that a surjective homomorphism of afﬁne groups is an epimor-
phism. The converse is true for groups (MacLane 1971, Exercise 5 to I 5), but it is false for afﬁne
groups. For example, the embedding
B D

 
0 

,!

 
 

D GL2
is a nonsurjective epimorphism (any two homomorphisms from GL2 that agree on B are equal).24
7h Existence of quotients
PROPOSITION 7.63 Let G be an algebraic group, and let H be an afﬁne subgroup of G.
There exists a surjective homomorphism G ! Q containing H in its kernel and universal
among homomorphisms with this property.
PROOF. For any ﬁnite family .G
qi  ! Qi/i2I of surjective morphisms such that H 
Ker.qi/ all i, let HI D
T
i2I Ker.qi/. According to (7.9), there exists a family for which
HI is minimal. For such a family, I claim that the map from G to the image of .qi/WG ! Q
i2I Qi is universal. If it isn’t, then there exists a homomorphism qWG ! Q containing
H in its kernel but not HI. But then HI[fqg D HI \Ker.q/ is properly contained in HI.2
Later (8.70), we shall show that, when H is normal, the kernel of the universal homo-
morphism G ! Q is exactly H.
7i Semidirect products
DEFINITION 7.64 An afﬁne group G is said to be a semidirect product of its afﬁne sub-
groupsN andQ, denotedG DN oQ, ifN isnormalinG andthemap.n;q/7!nqWN.R/
Q.R/ ! G.R/ is a bijection of sets for all k-algebras R.
In other words, G is a semidirect product of its afﬁne subgroups N and Q if G.R/ is a
semidirect product of its subgroups N.R/ and Q.R/ for all k-algebras R (cf. GT 3.7).
For example, let Tn be the algebraic group of upper triangular matrices, so
Tn.R/ D f.aij/ 2 GLn.R/ j aij D 0 for i > jg:
Then Tn is the semidirect product of its (normal) subgroup Un and its subgroup Dn.
PROPOSITION 7.65 Let N and Q be afﬁne subgroups of an afﬁne group G. Then G is the
semidirect product of N and Q if and only if there exists a homomorphism G ! Q whose
restriction to Q is the identity map and whose kernel is N.
24This follows from the fact that GL2=B ' P1. Let f;f 0 be two homomorphisms GL2 ! G. If f jB D
f 0jB, then g 7! f 0.g/f.g/ 1 deﬁnes a map P1 ! G, which has image 1G because G is afﬁne and P1 is
complete (see AG 7.5).
Alternatively, in characteristic zero, one can show that any homomorphism of B \SL2 has at most one
extension to SL2 because any ﬁnite dimensional representation of sl2 can be reconstructed from the operators
h and y. Speciﬁcally, if hv D mv and ymC1v D 0, then xv D 0; if hv D mv and u D ynv, then xynv can be
computed as usual using that x;y D h.90 I. Basic Theory of Afﬁne Groups
PROOF. )W By assumption, the product map is a bijection of functors N Q ! G. The
composite of the inverse of this map with the projection N Q ! Q has the required
properties.
(W Let 'WG ! Q be the given homomorphism. For each k-algebra R, '.R/ realizes
G.R/ as a semidirect product G.R/ D N.R/oQ.R/ of its subgroups N.R/ and Q.R/. 2
Let G be an afﬁne group and X a functor from the category of k-algebras to sets. Recall
6n that an action of G on X is a natural transformation WGX ! X such that each map
G.R/X.R/ ! X.R/ is an action of the group G.R/ on the set X.R/. Now let N and Q
be algebraic groups and suppose that there is given an action of Q on N
.q;n/ 7! R.q;n/WQ.R/N.R/ ! N.R/
such that, for each q, the map n 7! R.q;n/ is a group homomorphism. Then the functor
R   N.R/oR Q.R/
(cf. GT 3.9) is an afﬁne group because, as a functor to sets, it is N Q, which is represented
by O.N/
O.G/. We denote it by N o Q, and call it the semidirect product of N and
Q deﬁned by .
7j Smooth algebraic groups
PROPOSITION 7.66 Quotients and extensions of smooth algebraic groups are smooth.
PROOF. Let Q be the quotient of G by the afﬁne subgroup N. Then Qkal is the quotient
of Gkal by Nkal. If G is smooth, O.Gkal/ is reduced; as O.Qkal/  O.Gkal/, it also is
reduced, and so Q is smooth. For extensions, we (at present) appeal to algebraic geometry:
let W ! V be a regular map of algebraic varieties; if V is smooth and the ﬁbres of the map
are smooth subvarieties of W with constant dimension, then W is smooth (?; tba). 2
A
7.67 The kernel of a homomorphism of smooth algebraic groups need not be smooth. For
example, in characteristic p, the kernels of x 7! xpWGm ! Gm and x 7! xpWGa ! Ga are
not smooth (they are p and p respectively).
7k Algebraic groups as sheaves
Some of the above discussion simpliﬁes when regard afﬁne groups as sheaves.
PROPOSITION 7.68 Let F be a functor from the category of k-algebras to sets. If F is
representable, then
(F1) foreveryﬁnitefamilyofk-algebras.Ri/i2I, thecanonicalmapF.
Q
i Ri/!
Q
i F.Ri/
is bijective;
(F2) for every faithfully ﬂat homomorphism R ! R0 of k-algebras, the sequence
F.R/ ! F.R0/  F.R0
RR0/
is exact (i.e., the ﬁrst arrow realizes F.R/ as the equalizer of the pair of arrows).7. Group theory: subgroups and quotient groups. 91
PROOF. (F1). For any k-algebra A, it follows directly from the deﬁnition of product that
Hom.A;
Q
i2I Ri/ '
Q
i2I Hom.A;Ri/;
(F2). If R ! R0 is faithfully ﬂat, then it is injective, and so
Hom.A;R/ ! Hom.A;R0/
is injective for any k-algebra A. According to (CA 9.5), the sequence
R ! R0  R0
RR0
is exact, and it follows that
Homk-alg.A;R/ ! Homk-alg.A;R0/  Homk-alg.A;R0
RR0/
is exact. 2
A functor satisfying the conditions (F1) and (F2) is said to be a sheaf for the ﬂat topol-
ogy25.
PROPOSITION 7.69 A functor FWAlgk ! Set is a sheaf if and only if it satisﬁes the fol-
lowing condition:
(S) for every k-algebra R and ﬁnite family .Ri/i2I of k-algebras such that R !
Q
i Ri is
faithfully ﬂat, the sequence
F.R/ !
Q
i2I F.Ri/ 
Q
.i;i0/2II F.Ri 
k Ri0/
is exact.
PROOF. Easy exercise (cf. Milne 1980, II 1.5). 2
We sometimes use (S1) to denote the condition that F.R/ !
Q
i2I F.Ri/ is injective
and (S2) for the condition that its image is subset on which the pair of maps agree.
PROPOSITION 7.70 For any functor FWAlgk ! Set, there exists a sheaf aF and a natural
transformation F !aF that is universal among natural transformations from F to sheaves.
PROOF. For a;b 2 F.R/, set a  b if a and b have the same image in F.R0/ for some
faithfully ﬂat R-algebra R0. Then  is an equivalence relation on F.R/, and the functor
R   F.R/= satisﬁes (S1). Moreover, any natural transformation from F to a sheaf will
factor uniquely through F ! F= .
Now let F be a functor satisfying (S1). For any k-algebra R, deﬁne
F 0.R/ D lim
  !
Ker.F.R0/  F.R0
RR0//:
where R0 runs over the faithfully ﬂat R-algebras. One checks easily that F 0 is a sheaf, and
that any natural transformation from F to a sheaf factors uniquely through F ! F 0. 2
25Strictly, for the fpqc (ﬁd` element plat quasi-compacte) topology.92 I. Basic Theory of Afﬁne Groups
The sheaf aF is called the associated sheaf of F.
PROPOSITION 7.71 Let S be a sheaf, and let F be a subfunctor of S. If
S.R/ D
[
R0 a faithfully ﬂat R-algebra
 
S.R/\F.R0/

(intersection inside S.R0/), then S is the sheaf associated with F.
PROOF. Obviously any natural transformation F ! F 0 with F 0 a sheaf extends uniquely
to S. 2
Let P be the category of functors Algk ! Set, and let S be the full subcategory of P
consisting of the sheaves.
PROPOSITION 7.72 The inclusion functor iWS ! P preserves inverse limits; the functor
aWP ! S preserves direct limits and ﬁnite inverse limits.
PROOF. By deﬁnition Hom.a. /; / ' Hom. ;i. //, and so a and i are adjoint functors.
This implies (immediately) that i preserves inverse limits and a preserves direct limits. To
show that a preserves ﬁnite inverse limits, it sufﬁces to show that it preserves ﬁnite products
and equalizers, which follows from the construction of a. 2
PROPOSITION 7.73 Let G ! Q be a surjective homomorphism of afﬁne groups with ker-
nel N. Then Q represents the sheaf associated with the functor
R   G.R/=N.R/:
PROOF. Let P be the functor R   G.R/=N.R/. Then P commutes with products, and we
shall show:
(a) For any injective homomorphism R ! R0 of k-algebras, the map P.R/ ! P.R0/ is
injective.
(b) Let
P 0.R/ D lim
  !
R0
Ker.P.R0/  P.R0
RR0//
where the limit is over all faithfully ﬂat R-algebras; then P 0 ' Q:
For (a), we have to prove that
N.R/ D N.R0/\G.R/ (intersection inside G.R0/).
For some index set I, N.R/ is the subset of RI deﬁned by some polynomial conditions
fj.:::;Xi;:::/ D 0
and N.R0/ is the subset of R0I deﬁned by the same polynomial conditions. But if an
element of RI satisﬁes the conditions when regarded as an element of R0I, then it already
satisﬁes the conditions in RI (because R ! R0 is injective).7. Group theory: subgroups and quotient groups. 93
For (b), consider the diagram
K.R0/ ! P.R0/  P.R0
RR0/
?
? y
?
? y
Q.R/ ! Q.R0/  Q.R0
RR0/
where K.R0/ is the equalizer of the top pair of maps — we know that Q.R/ is the equalizer
of the bottom pair of maps. For any k-algebra R0, the map P.R0/ ! Q.R0/ is injective,
and so the two vertical arrows induce an injective homomorphism K.R0/ ! Q.R/. When
we pass to the limit over R0, it follows directly from the deﬁnition of “surjective’ (see 7.50)
that this map becomes surjective. 2
NOTES (a) Explain why it is useful to regard the afﬁne groups as sheaves rather than presheaves.
(b) Explain the set-theoretic problems with (7.70) (limit over a proper class), and why we don’t
really need the result (or, at least, we can avoid the problems). See Waterhouse 1975.
7l Limits of afﬁne groups
Recall (MacLane 1971, III 4, p.68) that, for a functor FWI ! C from a small category I to
a category C, there is the notion of an inverse limit of F (also called a projective limit, or
just limit). This generalizes the notions of a limit over a directed set and of a product.
THEOREM 7.74 Let F be a functor from a small category I to the category of afﬁne groups
over k; then the functor
R   lim
   
F.R/ (59)
is an afﬁne group, and it is the inverse limit of F in the category of afﬁne groups.
PROOF. Denote the functor (59) by F    ; thus F    .R/ is the inverse limit of the functor i  
Fi.R/ from I to the category of (abstract) groups. It is easy to see that F     D lim
   
F in the
category of functors from k-algebras to groups, and it will follow that F     is the inverse limit
in the category of afﬁne groups once we show that it is an afﬁne group. But F     is equal to
the equalizer of two homomorphisms
Y
i2ob.I/Fi 
Y
u2ar.I/Ftarget.u/ (60)
(MacLane 1971, V 2 Theorem 2, p.109). Both products are afﬁne groups, and we saw in
(4b) that equalizers exist in the category of afﬁne groups. 2
In particular, inverse limits of algebraic groups exist as afﬁne groups. Later (8.23) we
shall see that every afﬁne group arises in this way.
THEOREM 7.75 Let F be a functor from a ﬁnite category I to the category of algebraic
groups over k; then the functor
R   lim
   
Fi.R/ (61)
is an algebraic group, and it is the inverse limit of F in the category of algebraic groups.
PROOF. Both products in (60) are algebraic groups. 294 I. Basic Theory of Afﬁne Groups
Direct limits, even ﬁnite direct limits, are more difﬁcult. For example, the sum of
two groups is their free product, but when G1 and G2 are algebraic groups, the functor
R   G1.R/G2.R/ will generally be far from being an algebraic group. Moreover, the
functor R   lim
  !I Fi.R/ need not be a sheaf. Roughly speaking, when the direct limit of
a system of afﬁne groups exists, it can be constructed by forming the naive direct limit in
the category of functors, and then forming the associated sheaf. For example, when N is a
normalsubgroupofanafﬁnegroupG, thequotientafﬁnegroupG=N isthesheafassociated
with the functor R   G.R/=N.R/ (cf. 7.73).
7m Terminology
From now on, “subgroup” of an afﬁne group will mean “afﬁne subgroup”. Thus, if G is
an afﬁne (or algebraic) group, a subgroup H of G is again an afﬁne (or algebraic) group,
whereas a subgroup H of G.k/ is an abstract group.
7n Exercises
EXERCISE 7-1 Let A and B be subgroups of the afﬁne group G, and let AB be the sheaf
associated with the subfunctor R   A.R/B.R/ of G.
(a) Show that AB is representable by O.G/=a where a is the kernel of homomorphism
O.G/ ! O.A/
O.B/ deﬁned by the map a;b 7! abWAB ! G (of set-valued
functors).
(b) Show that, for any k-algebra R, an element G.R/ lies in .AB/.R/ if and only if its
image in G.R0/ lies in A.R0/B.R0/ for some faithfully ﬂat R-algebra R0, i.e.,
.AB/.R/ D
\
R0 G.R/\
 
A.R0/B.R0/

.
(c) Show that AB is a subgroup of G if B normalizes A.
EXERCISE 7-2 Let A, B, C be subgroups of an afﬁne group G such that A is a normal
subgroup of B. Show:
(a) C \A is a normal subgroup of C \B;
(b) CA is a normal subgroup of CB.
EXERCISE 7-3 (Dedekind’s modular laws). Let A, B, C be subgroups of an afﬁne group
G such that A is a subgroup of B. Show:
(a) B \AC D A.B \C/I
(b) if G D AC, then B D A.B \C/.
8 Representations of afﬁne groups
One of the main results in this section is that all algebraic groups can be realized as sub-
groups of GLn for some n. At ﬁrst sight, this is a surprising result, because it says that all
possible multiplications in algebraic groups are just matrix multiplication in disguise.
In this section, we often work with algebraic monoids rather than groups since this
forces us to distinguish between “left” and “right” correctly. Note that for a commutative
ring R, the only difference between a left module and a right module is one of notation: it8. Representations of afﬁne groups 95
is simply a question of whether we write rm or mr (or better
r
m). In this section, it will
sometimes be convenient to regard R-modules as right modules, and write V 
k R instead
of R
k V . Throughout, k is a ﬁeld.
8a Finite groups
We ﬁrst look at how to realize a ﬁnite group G as a matrix group. A representation of G on
a k-vector space V is a homomorphism of groups G ! Autk-lin.V /, or, in other words, an
action G V ! V of G on V in which each  2 G acts k-linearly. Let X G ! X be a
right action of G on a ﬁnite set X. Deﬁne V to be the k-vector space of maps X ! k, and
let G act on V according to the rule:
.gf /.x/ D f.xg/ for g 2 G, f 2 V , x 2 X:
This deﬁnes a representation of G on V , which is faithful if G acts effectively on X. The
vector space V has a canonical basis consisting of the maps that send one element of X to
1 and the remainder to 0, and so this gives a homomorphism G ! GLn.k/ where n is the
order of X. For example, for the symmetric group Sn acting on f1;2;:::;ng, this gives the
map  7! I./WSn ! GLn.k/ in (1a). When we take X D G, the vector space V is the k-
algebra O.G/ of maps G ! k, and the representation is called the regular representation.
8b Deﬁnition of a representation
Let V be a vector space over k. For a k-algebra R, we let
V.R/ D V 
R; (R-module)
EndV .R/ D EndR-lin.V.R//; (monoid under composition)
AutV .R/ D AutR-lin.V.R//; (group under composition).
Then R   EndV .R/ is a functor from the category of k-algebras to monoids and R  
AutV .R/ is a functor from the category of k-algebras to groups. With the terminology of
(2.18), AutV D End
V .
Let G be an afﬁne monoid or group over k. A linear representation of G on a k-vector
space V is a natural transformation rWG ! EndV of functors Algk ! Mon. In other words,
it is a family of homomorphisms of monoids
rRWG.R/ ! EndR-lin.V.R//; R a k-algebra, (62)
such that, for every homomorphism R ! R0 of k-algebras, the diagram
G.R/
rR         ! EndR-lin.V.R//
? ?
y
? ?
y
G.R0/
rR0
        ! EndR0-lin.V.R0//
commutes. When G is an afﬁne group, r takes values in AutV and is a natural transfor-
mation of group-valued functors. A linear representation is said to be ﬁnite-dimensional if
V is ﬁnite-dimensional as a k-vector space, and it is faithful if all the homomorphisms rR
are injective. A subspace W of V is a subrepresentation if rR.g/.W.R//  W.R/ for all
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A homomorphism of linear representations .V;r/!.V 0;r0/ is a k-linear map WV !
V 0 such that
V.R/
.R/
        ! V 0.R/
? ? yrR.g/
? ? yr0
R.g/
V.R/
.R/
        ! V 0.R/
commutes for all g 2 G.R/ and all k-algebras R.
We write V also for the functor R   V.R/ deﬁned by V . Then a linear representation
of G on V can also be deﬁned as an action of G on V;
GV ! V; (63)
such that each g 2 G.R/ acts R-linearly on V.R/.
When V D kn, EndV is the monoid R   .Mn.R/;/ and AutV D GLn. A linear
representation of an afﬁne monoid (resp. group) G on V is a homomorphism G ! .Mn;/
(resp. G ! GLn).
EXAMPLE 8.1 LetG DGa. LetV beaﬁnite-dimensionalk-vectorspace, andlet0;:::;i;:::
be a sequence of endomorphisms V such that all but a ﬁnite number are zero. For t 2 R, let
rR.t/ D
X
i0iti 2 End.V.R//
(so rR.t/.v
c/ D
P
i.v/
cti). If

0 D idV
i j D
 iCj
i

iCj all i;j  0;
(64)
then
rR.t Ct0/ D rR.t/CrR.t0/ for all t;t0 2 R;
and so rR is a representation. We shall see later (8.15) that all ﬁnite-dimensional repre-
sentations of Ga are of this form. Note that (64) implies that i 1 D .i C1/iC1, and
so n
1 D nn. When k has characteristic zero, this implies that 1 is nilpotent and that
n D n
1=n, and so
rR.t/ D
X
.1t/n=n D exp.1t/:
When k has nonzero characteristic, there are more possibilities. See Abe 1980, p. 185.
EXAMPLE 8.2 Let G DGLn, and let Mn denote the vector space of all nn matrices with
entries in k. The actions
.P;A/ 7! PAP  1WG.R/Mn.R/ ! Mn.R/
deﬁne a linear representation of G on Mn. The orbits of G.k/ acting on Mn.k/ are the
similarity classes, which are represented by the Jordan matrices when k is algebraically
closed.
EXAMPLE 8.3 There is a unique linear representation r of G on O.G/ (regarded as a k-
vector space) such that
.gf /R.x/ D fR.xg/; for all g 2 G.R/, f 2 O.G/, x 2 G.R/: (65)
This is called the regular representation. In more detail: the formula (65) deﬁnes a map
G.R/O.G/ ! R
O.G/, which extends by linearity to a map G.R/R
O.G/ !
R
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8c Terminology
From now on, “representation” will mean “linear representation”.
8d Comodules
Let .A;m;e/ be a k-algebra, not necessarily commutative. Recall that a left A-module is a
k-vector space V together with a k-linear map WA
V ! V such that the diagrams
V

          A
V
x
? ?
x
? ?m
V
A
V
A

          A
A
V
V

          A
V
 

x ?
?e
V
V
'
          k
V
(66)
commute. On reversing the directions of the arrows, we obtain the notion of comodule over
a coalgebra.
DEFINITION 8.4 Let .C;;/ be a k-coalgebra. A right C-comodule26 is a k-linear map
WV ! V 
C (called the coaction of C on V ) such that the diagrams
V

        ! V 
C
? ?
y
? ?
yV 

V 
C

C
        ! V 
C 
C
V

        ! V 
C

 
?
? yV 

V
'
        ! V 
k
(67)
commute, i.e., such that

.V 
/ D .
C/
.V 
/ D V:
A homomorphism W.V;/ ! .V 0;0/ of C-comodules is a k-linear map WV ! V 0 such
that the diagram
V

        ! V 0
? ?
y
? ?
y0
V 
C

C
        ! V 0
C
commutes. A comodule is said to be ﬁnite-dimensional if it is ﬁnite-dimensional as a k-
vector space.
EXAMPLE 8.5 (a) The pair .C;/ is a right C-comodule (compare (29), p. 42, with (67)).
More generally, for any k-vector space V ,
V 
WV 
C ! V 
C 
C
26It would be more natural to consider left comodules, except that it is right comodules that correspond
to left representations of monoids. Because we consider right comodules we are more-or-less forced to write
V 
R where elsewhere we write R
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is a right C-comodule (called the free comodule on V ). The choice of a basis for V realizes
this as a direct sum of copies of .C;/:
V 
C
V 

        ! V 
C 
C
?
? y
?
? y
Cn n
        ! .C 
C/n:
(b) Let .V1;1/ and .V2;2/ be comodules over coalgebras C1 and C2 respectively. The
map
V1
V2
1
2
        ! V1
C1
V2
C2 ' V1
V2
C1
C2
provides V1
V2 with the structure of a C1
C2-comodule.
(c) Let .V;/ be a right C-comodule, and let WC ! C0 be a homomorphism of coal-
gebras. The map
V

 ! V 
C
V 

      ! V 
C0
provides V with the structure of a right C0-comodule.
(d) Let V be a k-vector space, and let WV ! V 
C be a k-linear map. Choose a basis
.ei/i2I for V , and write
.ej/ D
X
i2I
ei 
cij; cij 2 C; (68)
(ﬁnite sum, so, for each j, almost all cij’s are zero). Then .V;/ is a right comodule if and
only if27
.cij/ D
P
k2I cik 
ckj
.cij/ D ij

all i;j 2 I: (69)
For a module V over an algebra A, there is a smallest quotient of A, namely, the image
of A in Endk.V /, through which the action of A on V factors. In the next remark, we
show that for a comodule V over a coalgebra C, there is a smallest subcoalgebra CV of C
through which the co-action of C on V factors.
REMARK 8.6 Let .V;/ be a C-comodule.
(a) When we choose a k-basis .ei/i2I for V , the equations (69) show that the k-
subspace spanned by the cij is a subcoalgebra of C, which we denote CV . Clearly, CV
is the smallest subspace of C such that .V /  V 
CV , and so it is independent of the
choice of the basis. When V is ﬁnite dimensional over k, so also is CV .
(b) Recall that for a ﬁnite-dimensional k-vector space V ,
Homk-lin.V;V 
C/ ' Homk-lin.V 
V _;C/:
If  $ 0 under this isomorphism, then
.v/ D
X
i2I ei 
ci H) 0.v
f / D
X
i2I f.ei/ci:
27The ﬁrst equality can be written symbolically as
 
.cij/

D .cik/
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In particular, 0.ej 
e_
i / D cij (notation as in (68)). Therefore CV is the image of 0WV 

V _ ! C.
(c) If .V;/ is a sub-comodule of .C;/, then V  CV . To see this, note that the
restriction of the co-identity  of C to V is an element V of V _ and that 0.v
V / D v
for all v 2 V because
0.ej 
V / D
X
i2I .ej/cij
D .
idC/.ej/
D .idC 
/.ej/ (by (29), p. 42)
D
X
i2I ej.cij/
D ej (by (69)).
REMARK 8.7 Recall(5c)thatthelineardualofacoalgebra.C;;/isanalgebra.C_;_;_/
(associative with identity). Let V be a k-vector space, and let WV ! V 
C be a k-linear
map. Deﬁne  to be the composite of
C_
V
C_

        ! C_
V 
C ' V 
C_
C
V 
ev
        ! V 
k ' V
where evWC_ 
C ! k is the evaluation map. One can check that .V;/ is a right C-
comodule if and only if .V;/ is a left C_-module. When C and V are ﬁnite-dimensional,
 7!  is a bijection
Homk-lin.V;V 
C/ ' Homk-lin.C_
V;V /,
and so there is a one-to-one correspondence between the right C-comodule structures on
V and the left C_-module structures on V . In the general case, not every C_-module
structure arises from a C-comodule structure, but it is known which do (D˘ asc˘ alescu et al.
2001, 2.2; Sweedler 1969, 2.1).
A k-subspace W of V is a subcomodule if .W /  W 
C. Then .W;jW / is itself a
C-comodule.
PROPOSITION 8.8 Every comodule .V;/ is a ﬁltered union of its ﬁnite-dimensional sub-
comodules.
PROOF. As a ﬁnite sum of (ﬁnite-dimensional) sub-comodules is a (ﬁnite-dimensional)
sub-comodule, itsufﬁcestoshowthateachelementv ofV iscontainedinaﬁnite-dimensional
sub-comodule. Let .ei/i2I be a basis for C as a k-vector space, and let
.v/ D
X
i vi 
ei; vi 2 V;
(ﬁnite sum, i.e., only ﬁnitely many vi are nonzero). Write
.ei/ D
X
j;krijk.ej 
ek/; rijk 2 k.
We shall show that
.vk/ D
X
i;j rijk
 
vi 
ej

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from which it follows that the k-subspace of V spanned by v and the vi is a subcomodule
containing v. Recall from (67) that
.V 
/ D .
C/:
On applying each side of this equation to v, we ﬁnd that
X
i;j;krijk.vi 
ej 
ek/ D
X
k.vk/
ek (inside V 
C 
C/:
On comparing the coefﬁcients of 1
1
ek in these two expressions, we obtain (70). 2
COROLLARY 8.9 A coalgebra C is a union of its sub-coalgebras CV , where V runs over
the ﬁnite-dimensional sub-comodules of C.
PROOF. For any ﬁnite-dimensional sub-comodule V of C,
V  CV  C
(see 8.6), and so this follows from the proposition. 2
ASIDE 8.10 The main deﬁnitions in this subsection require only that k be a commutative ring.
When k is noetherian, every comodule over a k-coalgebra C is a ﬁltered union of ﬁnitely generated
subcoalgebras (Serre 1993, 1.4).
8e The category of comodules
Let .C;;/ be a coalgebra over k. With the obvious deﬁnitions, the standard isomorphism
theorems (cf. 9.1, 9.2, 9.3, 9.4 below) hold for comodules over C. For example, if .W;W /
is a sub-comodule of .V;V /, then the quotient vector space V=W has a (unique) comodule
structure V=W for which .V;V / ! .V=W;V=W / is a homomorphism. In particular, the
sub-comodules are exactly the kernels of homomorphism of comodules. The category of
comodules over C is abelian and the forgetful functor to k-vector spaces is exact.
A bialgebra structure .m;e/ on C deﬁnes a tensor product structure on the category of
comodules over C: when .V1;1/ and .V2;2/ are C-comodules, V1 
V2 has a natural
structure of a C 
C-comodule (see 8.5b), and the homomorphism of coalgebras mWC 

C ! C turns this into a C-comodule structure (see 8.5c). The tensor product of the empty
family of comodules is the trivial comodule .k;k
e
 ! C ' k 
C/. The forgetful functor
preserves tensor products.
Assume that V is ﬁnite dimensional. Under the canonical isomorphisms
Homk-lin.V;V 
C/ ' Homk-lin.V 
V _;C/ ' Homk-lin.V _;C 
V _/; (71)
a right coaction  on V corresponds to left coaction 0 on V _. When C is a Hopf algebra,
the inversion can be used to turn 0 into a right coaction _: deﬁne _ to be the composite
V _ 0
 ! A
V _ t
 ! V _
A
V _
S
 ! V _
A: (72)
The pair .V _;_/ is called the dual or contragredient of .V;/. The forgetful functor
preserves duals.
SUMMARY 8.11 Let C be a k-coalgebra.
 The ﬁnite-dimensional comodules over C form an abelian category Comod.C/.
 A bialgebra structure on C provides Comod.C/ with a tensor product structure.
 A Hopf algebra structure on C provides Comod.C/ with a tensor product structure
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8f Representations and comodules
A comodule over a bialgebra .A;m;e;;/ is deﬁned to be a comodule over the coalgebra
.A;;/.
PROPOSITION 8.12 Let G be an afﬁne monoid over k. For any k-vector space V , there is
a natural one-to-one correspondence between the linear representations of G on V and the
O.G/-comodule structures on V .
We ﬁrst describe the correspondence in the case that V is ﬁnite dimensional. The choice
of a basis .ei/i2I for V identiﬁes EndV with Mn, and morphisms rWG ! EndV of set-
valued functors with the matrices .rij/.i;j/2II of regular functions on G,
rR.g/ D
0
@
 
rij

R.g/
1
A
i;j2I
:
The map r is a morphism of afﬁne monoids if and only if .rij/R.1/ D ij (i;j 2 I/ and
 
rij

R.gg0/ D
P
k2I .rik/R.g/
 
rkj

R.g0/; all g;g0 2 G.R/; i;j 2 I: (73)
On the other hand, to give a k-linear map WV ! V 
O.G/ is the same as giving a matrix
.rij/i;j2I of elements of O.G/,
.ej/ D
P
i2I ei 
rij;
and  is a co-action if and only if .rij/ D ij (i;j 2 I) and
.rij/ D
P
k2I rik 
rkj, all i;j 2 I; (74)
(see (69), p. 98). But
.rij/R.g;g0/ D
 
rij

R.gg0/
and  P
k2I rik 
rkj

R.g;g0/ D
P
k2I .rik/R.g/
 
rkj

R.g0/
(cf. 5g), and so (73) holds if and only if (74) holds. Therefore
r $ .rij/ $ 
gives a one-to-one correspondence between the linear representations of G on V and the
O.G/-comodule structures on V .
SUMMARY 8.13 Let V D kn with its canonical basis .ei/i2I; a matrix .rij/i;j2I of ele-
ments of O.G/ satisfying
.rij/ D
P
k2I rik 
rkj
.rij/ D ij

all i;j 2 I;
deﬁnes a coaction of O.G/ on V by
.ej/ D
P
i2I ei 
rij;
and a homomorphism rWG ! GLn by
r.g/ D .rij.g//i;j2I;
which corresponds to the homomorphism O.GLn/ ! O.G/ sending Xij to rij:102 I. Basic Theory of Afﬁne Groups
InthemoreformalproofofProposition8.12below, weconstructacanonicalcorrespon-
dence between the representations and the comodule structures, and in Proposition 8.18 we
show that, once a basis has been chosen, the correspondence becomes that described above.
PROOF (OF PROPOSITION 8.12) Let A D O.G/. We prove the following more precise
result:
Let rWG ! EndV be a representation; the “universal” element u D idA in
G.A/ ' Homk-alg.A;A/ maps to an element of EndV .A/
def D EndA-lin.V.A//
whose restriction to V  V.A/ is a comodule structure WV ! V 
A on V .
Conversely, a comodule structure  on V determines a representation r such
that, for R a k-algebra and g 2 G.R/, the restriction of rR.g/WV.R/ ! V.R/
to V  V.R/ is
V

 ! V 
A
V 
g
 ! V 
R:
These operations are inverse.
Let V be a vector space over k, and let rWG ! EndV be a natural transformation of
set-valued functors. Let g 2 G.R/ D Homk-alg.A;R/, and consider the diagram:
V V 
A V 
R
V 
A V 
R
v 7! v
1

def
D rA.u/jV
V 
g
rA.u/ rR.g/
V 
g
The k-linear map  determines rR.g/ because rA.u/ is the unique A-linear extension of 
to V 
A and rR.g/ is the unique R-linear map making the right hand square commute.
Thus the map  determines the natural transformation r. Moreover, the diagram can be
used to extend any k-linear map WV ! V 
A to a natural transformation r of set-valued
functors, namely, for g 2 G.R/ D Homk-alg.A;R/ and deﬁne rR.g/ to be the linear map
V.R/ ! V.R/ whose restriction to V is .V 
g/. Thus,
rR.g/.v
c/ D .V 
g/.c.v//; for all g 2 G.R/, v 2 V , c 2 R: (75)
In this way, we get a one-to-one correspondence r $  between natural transformations of
set-valued functors r and k-linear maps , and it remains to show that r is a representation
of G if and only if  is a comodule structure on V .
Recall that the identity element 1G.k/ of G.k/ is A

 ! k. To say that rk.1G.k// D
idV 
k means that the following diagram commutes,
V V 
A V 
k
V 
A V 
k
v 7! v
1
v 7! v
1

V 

V 
k
V 

i.e., that the right hand diagram in (67) commutes.8. Representations of afﬁne groups 103
Next consider the condition that rR.g/rR.h/ D rR.gh/ for g;h 2 G.R/. By deﬁnition
(see (8)), gh is the map
A

 ! A
A
.g;h/
 ! R;
and so rR.gh/ acts on V as
V

  ! V 
A
V 

        ! V 
A
A
V 
.g;h/
            ! V 
R: (76)
On the other hand, rR.g/rR.h/ acts as
V

  ! V 
A
V 
h
      ! V 
R

R
      ! V 
A
R
V 
.g;id/
            ! V 
R;
i.e., as
V

 ! V 
A

A
      ! V 
A
A
V 
.g;h/
            ! V 
R: (77)
The maps (76) and (77) agree for all g;h if and only if the ﬁrst diagram in (67) commutes.2
EXAMPLE 8.14 Recall (8.5) that, for any k-bialgebra A, the map WA ! A
A is a co-
module structure on A. When A D O.G/, this comodule structure on A corresponds to the
regular representation of G on O.G/ (8.3).
EXAMPLE 8.15 Let WV ! V 
O.Ga/ be a ﬁnite-dimensional O.Ga/-comodule. The
k-vector space O.Ga/ ' kX has basis 1;X;X2;::: and so we can write
.v/ D
X
i0i.v/
Xi, v 2 V:
As  is k-linear, so also is each map v 7! i.v/, and as the sum is ﬁnite, for each v; i.v/ is
zero except for a ﬁnite number of i. As V is ﬁnite-dimensional, this means that only ﬁnitely
many of the i are nonzero. It follows that the representations constructed in (8.1) form a
complete set.
PROPOSITION 8.16 Let rWG ! EndV be the representation corresponding to a comodule
.V;/. A subspace W of V is a subrepresentation if and only if it is a subcomodule.
PROOF. Routine checking. 2
PROPOSITION 8.17 Every representation of G is a union of its ﬁnite-dimensional subrep-
resentations.
PROOF. In view of (8.12) and (8.16), this is simply a restatement of Proposition 8.8. 2
PROPOSITION 8.18 Let rWG ! EndV be the representation corresponding to a comodule
.V;/. Choose a basis .ei/i2I for V , and write
.ej/ D
X
i ei 
aij; aij 2 O.G/: (78)
Then, for each g 2 G.R/,
rR.g/.ej 
1/ D
P
i2I ei 
g.aij/ D
P
i2I ei 
aijR.g/ (79)
(equality in V.R/; recall that aijR is a map G.R/ ! R and that rR.g/ is a map V.R/ !
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PROOF. According to (75),
rR.g/.ej 
1/ D .idV 
g/..ej//
D .idV 
g/.
P
i ei 
aij/
D
P
i ei 
g.aij/
D
P
i ei 
aijR.g/:
In the last step, we used that g.f / D fR.g/ for f 2 O.G/ and g 2 G.R/ (see 2.16). 2
COROLLARY 8.19 Let .G;r/ be the representation corresponding to a comodule .V;/.
Choose a basis .ei/i2I for V . Then O.EndV / is a polynomial ring in variables Xij (i;j 2
I) where Xij acts by sending an endomorphism of V to its .i;j/th matrix entry. The
homomorphism O.EndV / ! O.G/ deﬁned by r sends Xij to aij where aij is given by
(78).
PROOF. Restatement of the proposition. 2
COROLLARY 8.20 Let rWG ! EndV be the representation corresponding to a comodule
.V;/. Let H be a subgroup of G, and let O.H/ D O.G/=a. The following conditions on
a vector v 2 V are equivalent:
(a) for all k-algebras R and all g 2 H.R/, rR.g/.vR/ D vRI
(b) .v/  v
1 mod V 
a.
PROOF. We may suppose that v ¤ 0, and so is part of a basis .ei/i2I for V , say v D ej.
Let .aij/i;j2I be as in (78); then (b) holds for ej if and only if aij  ij 2 a for all i. On
the other hand, (79) shows that (a) holds for ej if and only if the same condition holds on  
aij

. 2
We say that v 2 V is ﬁxed by H if it satisﬁes the equivalent conditions of the corollary,
and we let V H denote the subspace of ﬁxed vectors in V . If H.k/ is dense in H, then
v 2 V H if and only if r.g/v D v for all g 2 H.k/ (because there is a largest subgroup of G
ﬁxing v).
LEMMA 8.21 Let G, r, V , , and H be as in the corollary, and let R be a k-algebra. The
following submodules of V.R/ are equal:
(a) V H 
R;
(b) fv 2 V.R/ j rR0.g/.vR0/ D vR0 for all R-algebras R0 and g 2 H.R0/gI
(c) fv 2 V.R/ j .v/  v
1 mod V 
a
Rg.
PROOF. Nothing in this subsection requires that k be a ﬁeld (provided one assumes V to be
free). Therefore the equality of the sets in (b) and (c) follows by taking k D R in Corollary
8.20. The condition
.v/  v
1 mod V 
a
is linear in v, and so if W is the solution space over k, then W 
k R is the solution space
over R. This proves the equality of the sets in (a) and (c). 28. Representations of afﬁne groups 105
8g The category of representations of G
Let G be an afﬁne monoid over k, and let Rep.G/ be the category of representations of
G on ﬁnite-dimensional k-vector spaces. As this is essentially the same as the category of
ﬁnite-dimensional O.G/-comodules (see 8.12), it is an abelian category and the forgetful
functor to k-vector spaces is exact and faithful.
The tensor product of two representations .V;r/ and .V 0;r0/ is deﬁned to be .V 

V;r 
r0/ where .r 
r0/R.g/ D rR.g/
r0
R.g/.
When G is a group, the contragredient (or dual) of a representation .V;r/ is deﬁned to
be .V _;r_/ where,
 
r_
R.g/.f /

.v/ D f.rR.g 1/v/; g 2 G.R/; f 2 V _.R/; v 2 V.R/
(more succinctly, .gf /.v/ D f.g 1v/).
PROPOSITION 8.22 Let .V;r/ and .V 0;r0/ be representations of G, and let  and 0 be the
corresponding comodule structures on V and V 0. The comodule structures on V 
V 0 and
V _ deﬁned by r 
r0 and r_ are those described in 8e.
PROOF. Easy exercise for the reader. 2
8h Afﬁne groups are inverse limits of algebraic groups
It is convenient at this point to prove the following theorem.
THEOREM 8.23 Every afﬁne monoid (resp. group) is an inverse limit of its algebraic quo-
tients.
In particular, every afﬁne monoid (resp. group) is an inverse limit of algebraic monoids
(resp. groups) in which the transition maps are quotient maps.
We prove Theorem 8.23 in the following equivalent form.
THEOREM 8.24 Every bialgebra (resp. Hopf algebra) over k is a directed union of its
ﬁnitely generated sub-bialgebras (resp. Hopf subalgebras) over k.
PROOF. Let A be a k-bialgebra. By (8.8), every ﬁnite subset of A is contained in a ﬁnite-
dimensional k-subspace V such that .V /  V 
A. Let .ei/ be a basis for V , and write
.ej/ D
P
i ei 
aij. Then .aij/ D
P
kaik 
akj (see (69), p. 98), and the subspace L
of A spanned by the ei and aij satisﬁes .L/  L
L. The k-subalgebra A0 generated by
L satisﬁes .A0/  A0
A0, and so it is a ﬁnitely generated sub-bialgebra of A. It follows
that A is the directed union A D
S
A0 of its ﬁnitely generated sub-bialgebras.
Suppose that A has an inversion S. If .a/ D
P
bi 
ci, then .Sa/ D
P
Sci 
Sbi
(Exercise 5-5b). Therefore, the k-subalgebra A0 generated by L and SL satisﬁes S.A0/ 
A0, and so it is a ﬁnitely generated Hopf subalgebra of A. It follows that A is the directed
union of its ﬁnitely generated Hopf subalgebras. 2
COROLLARY 8.25 Let A be a Hopf subalgebra of the Hopf algebra B. Then A and B are
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PROOF. Since each ﬁnitely generated Hopf subalgebra of A is contained in a ﬁnitely gen-
erated Hopf subalgebra of B, this follows easily from the theorem. 2
COROLLARY 8.26 Let A be a Hopf algebra over a ﬁeld k. If A is an integral domain and
its ﬁeld of fractions is ﬁnitely generated (as a ﬁeld) over k, then A is ﬁnitely generated.
PROOF. Any ﬁnite subset S of A is contained in a ﬁnitely generated Hopf subalgebra A0 of
A. When S is chosen to generate the ﬁeld of fractions of A, then A0 and A have the same
ﬁeld of fractions, and so they are equal (6.44). 2
COROLLARY 8.27 A Hopf algebra whose augmentation ideal is ﬁnitely generated is itself
ﬁnitely generated.
PROOF. Let A be a Hopf algebra. If IA is ﬁnitely generated, then there exists a ﬁnitely
generated Hopf subalgebra A0 of A containing a set of generators for IA. The inclusion
A0 ! A corresponds to a quotient map G ! G0 whose kernel has Hopf algebra A
A0
A0=IA0 ' A=IA0A D A=IA ' k. Proposition 7.1 shows that G ' G0, and so A0 ' A. 2
PROPOSITION 8.28 Every quotient of an algebraic group is itself an algebraic group.
PROOF. We have to show that a Hopf subalgebra A of a ﬁnitely generated Hopf algebra
B is ﬁnitely generated. Because B is noetherian, the ideal IAB is ﬁnitely generated, and
because B is ﬂat over A, the map IA
AB ! A
AB ' B is an isomorphism of IA
AB
onto IAB. Therefore IA
B is a ﬁnitely generated as a B-module, and as B is faithfully
ﬂat over A, this implies that IA is ﬁnitely generated.28
2
ASIDE 8.29 Proposition 8.28 is not obvious because subalgebras of ﬁnitely generated k-algebras
need not be ﬁnitely generated. For example, the subalgebra kX;XY;XY 2;::: of kX;Y  is not
evennoetherian. ThereareevensubﬁeldsK ofk.X1;:::;Xn/containingk suchthatK\kX1;:::;Xn
isnotﬁnitelygeneratedasak-algebra(counterexamplestoHilbert’sfourteenthproblem; Nagataand
others).
ASIDE 8.30 Theorem 8.23 is also true for nonafﬁne group schemes: every quasicompact group
scheme over a ﬁeld k is a ﬁltered inverse limit of group schemes of ﬁnite type over k (Perrin 1976).
8i Algebraic groups admit ﬁnite-dimensional faithful representations
In fact, every sufﬁciently large ﬁnite-dimensional subrepresentation of the regular represen-
tation will be faithful.
THEOREM 8.31 For any algebraic group G, the regular representation of G has faithful
ﬁnite-dimensional subrepresentations; in particular, the regular representation itself is faith-
ful.
28As a B-module, IA
AB has a ﬁnite set of generators fc1
b1;:::;cm
bmg, and the map
.a1;:::;am/ 7! aiciWAm ! IA
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PROOF. Let A D O.G/, and let V be a ﬁnite-dimensional subcomodule of A containing a
set of generators for A as a k-algebra. Let .ei/1in be a basis for V , and write .ej/ D P
i ei 
aij. According to (8.19), the image of O.GLV /!A contains the aij. But, because
WA ! k is a co-identity (see (29), p. 42),
ej D .
idA/.ej/ D
X
i
.ei/aij;
and so the image contains V ; it therefore equals A. We have shown that O.GLV / ! A is
surjective, which means that G ! GLV is injective (7.2). [Variant: AV  V (see 8.6c), and
so AV D A; this implies that the representation on V is faithful.] 2
COROLLARY 8.32 Every afﬁne group admits a faithful family of ﬁnite-dimensional repre-
sentations.
PROOF. Write G as an inverse limit G D lim
   i2I Gi of algebraic groups, and, for each
i 2 I, choose a faithful ﬁnite-dimensional representation .Vi;ri/ of Gi. Each .Vi;ri/ can
be regarded as a representation of G, and the family is faithful. 2
The theorem says that every algebraic group can be realized as an algebraic subgroup
of GLn for some n. This does not mean that we should consider only subgroups of GLn
because realizing an algebraic group in this way involves many choices.
PROPOSITION 8.33 Let .V;r/ be a faithful representation of an algebraic group G. Then
V is a union of its ﬁnite-dimensional faithful subrepresentations.
PROOF. Let .ei/i2I be a basis for V , and write .ej/ D
P
i2I ei 
aij, aij 2 A. Because
.V;r/ is faithful, the k-algebra A is generated by the aij (8.19). Because A is ﬁnitely
generated as a k-algebra, only ﬁnitely many aij’s are need to generate it, and so there exists
a ﬁnite subset J of I such that the aij’s appearing in .ej/ for some j 2 J generate A.
Every ﬁnite-dimensional subrepresentation of .V;r/ containing fej j j 2 Jg is faithful. 2
ASIDE 8.34 Does every afﬁne group of ﬁnite type over a commutative ring admit an injective ho-
momorphism into GLn for some n? Apparently, this is not known even when k is the ring of dual
numbers over a ﬁeld and G is smooth (mo22078, Brian Conrad). Using (8.10), one sees by the
above arguments that an afﬁne group scheme G of ﬁnite type over a noetherian ring k has a faithful
representation on a ﬁnitely generated submodule M of the regular representation. If M is ﬂat over
k, then it is projective, and hence a direct summand of a free ﬁnitely generated k-module L, and
so G ,! GLrank.L/. When k is a Dedekind domain and G is ﬂat, the module M is torsion-free,
and hence automatically ﬂat. Thus, every ﬂat afﬁne group scheme of ﬁnite type over a Dedekind
domain admits an embedding into GLn for some n. As every split reductive group scheme over a
ring k arises by base change from a similar group over Z (Chevalley), such group schemes admit
embeddings into GLn. Since every reductive group splits over a ﬁnite ´ etale extension of the base
ring (SGA3), an argument using restriction of scalars proves the statement for every reductive group
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8j The regular representation contains all
Let .V;rV / be a representation of G. For v 2 V.R/ and u 2 V _.R/, let hu;vi D u.v/ 2 R.
For a ﬁxed v 2 V and u 2 V _, the maps
x 7! hu;rV .x/viWG.R/ ! R
are natural in R, and so deﬁne an element of O.G/, i.e., there exists a u.v/ 2 O.G/ such
that
u.v/R.x/ D hu;rV .x/vi (in R) for all x 2 G.R/:
Let A D O.G/, and let rA be the regular representation of G on A.
PROPOSITION 8.35 The map u is a homomorphism of representations .V;rV /!.A;rA/.
PROOF. We have to show that
.u/RrV .g/ D rA.g/.u/R
for all k-algebras R and all g 2 G.R/. For any v 2 V.R/ and x 2 G.R/,
.LHS.v//.x/ D u.rV .g/v/R.x/
D hu;rV .x/rV .g/vi (deﬁnition of u)
D hu;rV .xg/vi (rV is a homomorphism)
D u.v/R.xg/ (deﬁnition of u)
D .rA.g/u.v//R.x/ ((65), p. 96)
D .RHS.v//.x/,
as required. 2
PROPOSITION 8.36 If u1;:::;un span V _, then the k-linear map
v 7! .u1.v/;:::;un.v//WV ! An (80)
is injective.
PROOF. Note that u.v/.1/ D hu;vi, and so the composite
V.R/ ! An.R/ ! Rn
of (80) with the map “evaluate at 1” is
v 7! .hu1;vi;:::;hun;vi/;
which is injective by our choice of the ui’s. 2
Thus, V embeds into a ﬁnite sum of copies of the regular representation. We give a
second proof of this.
PROPOSITION 8.37 Let .V;/ be a ﬁnite-dimensional representation of G. Let V0 denote
V regarded as a vector space, and let V0 
O.G/ be the free comodule on V0 (see 8.5).
Then
WV ! V0
O.G/
is an injective homomorphism of representations.8. Representations of afﬁne groups 109
PROOF. The coaction on V0
O.G/ is
V0
WV0
O.G/ ! V0
O.G/
O.G/:
The commutative diagram (see (67), p. 97)
V

        ! V0
O.G/
? ?
y
? ?
yV0

V 
O.G/

O.G/
          ! V0
O.G/
O.G/
says exactly that the map WV ! V0 
O.G/ is a homomorphism of comodules. It is
obviously injective. 2
8k Every faithful representation generates Rep.G/
Let .C;;/ be a coalgebra over k, and let .V;/ be a comodule over C. Recall (8.6)
that CV denotes the smallest subspace of C such that .V /  V 
CV . The space CV is
a sub-coalgebra of C, and, for any basis .ei/i2I of V , it is spanned by the elements cij
determined by the equation
.ej/ D
X
i2I ei 
cij.
Note that
CVi D
X
i CVi (sum of subspaces of C).
Any CV -comodule .W;W / can be regarded as a C-comodule with the coaction
W
W
 ! W 
CV  W 
C:
LEMMA 8.38 Let .V;/ be a ﬁnite dimensional C-comodule. Every ﬁnite-dimensional
CV -comodule (considered as a C-comodule) is isomorphic to a quotient of a sub-comodule
of V n for some n.
PROOF. We may replace C with CV , and so assume that C is ﬁnite dimensional. Let
A D C_. Because of the correspondence between right C-comodule structures and left
A-module structures (8.7), it sufﬁces to prove the following statement:
let A be a ﬁnite k-algebra and let V be a ﬁnite-dimensional faithful left A-
module; then every ﬁnite-dimensional A-module W is isomorphic to a quotient
of a submodule of V n for some n.
Every module W is isomorphic to a quotient of the free module Am for some m, and
so it sufﬁces to prove that A itself is isomorphic to a submodule of V n for some n. But if
e1;:::;en span V as a k-vector space, then a 7!.ae1;:::;aen/WA!V n is injective because
V is faithful. 2
Now assume that A is a bialgebra over k. Then the tensor product of two A-comodules
has a natural A-comodule structure (8e).
LEMMA 8.39 Let A be a bialgebra over k, and let V and V 0 be ﬁnite-dimensional A-
comodules. Then AV 
V 0 D AV AV 0.110 I. Basic Theory of Afﬁne Groups
PROOF. Choose k-bases .ei/i2I and .e0
i/i2I0 for V and V 0, and write
V .ej/ D
X
i2I
ei 
aij; V 0.e0
j/ D
X
i2I0
e0
i 
a0
ij:
Then .ei 
ei0/.i;i0/2I
I0 is a basis for V 
k V 0, and
V 
V 0.ej 
ej0/ D
P
i;i0 .ei 
ei0/
.aij a0
i0j0/
(see 8e). As
AV D haij j i;j 2 Ii
AV 0 D haij j i;j 2 I0i
AV 
V 0 D haij a0
i0j 0 j i;j 2 I; i0;j 0 2 I0i;
the statement is clear. (Alternatively, note that AV 
AV 0 is the sub-coalgebra attached to
the A
A-comodule V 
V 0, and that AV 
V 0 is the image of this by the multiplication map
mWA
A ! A.) 2
Now assume that A is a Hopf algebra over k. Then the dual of an A-comodule has a
natural A-comodule structure (8e).
LEMMA 8.40 Let A be a Hopf algebra over k, and let SWA ! A be its inversion. For any
ﬁnite-dimensional A-comodule .V;/, AV _ D SAV .
PROOF. Under the isomorphisms (71), the right co-action WV ! V 
A corresponds to
a left co-action 0WV _ ! A
V _, and AV is also the smallest subspace of A such that
0.V _/AV 
V _. It follows from the deﬁnition of _ (see (72)) that SAV is the smallest
subspace of A such that _.V _/  V _
A. 2
LEMMA 8.41 Let V be a ﬁnite-dimensional comodule over a k-bialgebra A. Then
A.V /
def D
X
n0AV 
n  A
is the smallest sub-bialgebra of A containing AV and 1.
PROOF. It follows from Lemma 8.39 that
AV 
n D AV AV (n factors),
and so it is clear that A.V / is the subalgebra of A generated by AV and 1. 2
Note that A D
S
V A.V / because A D
S
V AV (see 8.9).
LEMMA 8.42 Let V be a ﬁnite-dimensional comodule over a Hopf k-algebra A. Then
A.V V _/ is the smallest sub-bialgebra of A containing AV and 1 and stable under S (in
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PROOF. From Lemma 8.41, A.V V _/ is the smallest sub-bialgebra of A containing
AV V _ and 1. But
AV V _ D AV CAV _
8.40 D AV CSAV ;
and so it is the smallest sub-bialgebra of A containing AV , SAV , and 1. 2
Let G be an algebraic group over k, and let A D O.G/.
LEMMA 8.43 Let .V;r/ be a ﬁnite-dimensional representation of G, and let .V;/ be the
corresponding A-comodule. The representation r is faithful if and only if A.V V _/ D A.
PROOF. Choose a basis .ei/i2I for V , and write .ej/ D
P
ei 
aij. Then A.V V _/ is
the smallest sub-bialgebra of A containing the aij and 1 and stable under S (by 8.42). On
the other hand, the image of O.GLV / ! O.G/ D A is the k-subalgebra generated by the
aij (8.19). As this image is a sub-bialgebra stable under S, we see that O.GLV / ! O.G/
is surjective (so r is faithful) if and only if A.V V _/ D A. 2
THEOREM 8.44 Let G ! GLV be a representation of G. If V is faithful, then every ﬁnite-
dimensional representation of G is isomorphic to a quotient of a sub-representation of a
direct sum of representations
Nn.V V _/ .
PROOF. Let W be the direct sum of the representations
Nn.V V _/. By deﬁnition,
A.V V _/ D AW . According to Lemma 8.38, every ﬁnite-dimensional AW -comodule
is isomorphic to a quotient of a sub-comodule of W . When V is faithful, AW D A. 2
COROLLARY 8.45 Every simple G-module is a Jordan-H¨ older quotient of
Nn.V V _/
for some n.
PROOF. Immediate consequence of the theorem. 2
We close this subsection with some remarks.
8.46 When M is an afﬁne monoid with coordinate ring O.M/ D A, we let MV denote
the quotient afﬁne monoid of M with coordinate ring A.V /. Similarly, when G is an afﬁne
group, we let GV denote the quotient afﬁne group of G with coordinate ring A.V V _/.
Both MV and GV act faithfully on V . Moreover,
M D lim
   
MV ; G D lim
   
GV
because A D
S
A.V /.
8.47 Let .V;/ be a ﬁnite-dimensional comodule over a Hopf k-algebra A. Choose a basis
.ei/i2I for V and deﬁne the matrix .aij/ by .ej/ D
P
i2I ei 
aij. Let V D det.aij/.
Then V is an invertible element of A, contained in A.V /, and
A.V V _/ D A.V /

1
V

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8.48 The quotient MV of M is the smallest afﬁne submonoid of EndV containing the
image of r, and the quotient GV of G is the smallest afﬁne subgroup of GLV containing
the image of r.
8.49 Let det.V / D
VdimV V . Then every simple G-module is a Jordan-H¨ older quotient
of
NnV 

Nmdet.V /_ for some m;n.
8.50 ItsometimeshappensthatO.GV /isaquotientofO.EndV /(andnotjustofO.GLV /),
i.e., that A.V / D A.V V _/. This is the case, for example, if GV is contained in SLV .
In this case, Theorem 8.44 and its corollary simplify: the tensor powers of V V _ can be
replaced by those of V .
ASIDE 8.51 Our exposition of Theorem 8.44 follows Serre 1993.
8l Stabilizers of subspaces
PROPOSITION 8.52 Let G ! GLV be a representation of G, and let W be a subspace of
V . The functor
R   fg 2 G.R/ j gWR D WRg
is a subgroup of G (denoted GW , and called the stabilizer of W in G).
PROOF. Let .ei/i2J be a basis for W , and extend it to a basis .ei/JtI for V . Write
.ej/ D
P
i2JtI ei 
aij; aij 2 O.G/:
Let g 2 G.R/ D Homk-alg.O.G/;R/. Then (see 8.18)
gej D
P
i2JtI ei 
g.aij/:
Thus, g.W 
R/W 
R if and only ifg.aij/D0for j 2J, i 2I. As g.aij/D.aij/R.g/
(see 2.16), this shows that the functor is represented by the quotient of O.G/ by the ideal
generated by faij j j 2 J;i 2 Ig. 2
We say that an afﬁne subgroup H of G stabilizes W if H  GW , i.e., if hWR D WR
for all k-algebras R and h 2 H.R/.
COROLLARY 8.53 Let H be an algebraic subgroup of G such that H.k/ is dense in H. If
hW D W for all h 2 H.k/, then H stabilizes W .
PROOF. As hW DW for all h2H.k/, we have .H \GW /.k/DH.k/, and so H \GW D
H. 2
PROPOSITION 8.54 Let G act on V and V 0, and let W and W 0 be nonzero subspaces of V
and V 0. Then the stabilizer of W 
W 0 in V 
V 0 is GW \GW 0.8. Representations of afﬁne groups 113
PROOF. Clearly GW \GW 0  GW 
W 0. Conversely, if g is an element of G.R/ not in
GW .R/, then there exists a nonzero w 2 W such that gw  WR. For any nonzero element
w0 of W 0, the element g.w
w0/ D gw
gw0 of VR 
V 0
R is not in WR 
W 0
R,29 and so
g  GW 
W 0.R/. 2
PROPOSITION 8.55 Let G ! GLV be a representation of G, and let v 2 V . The functor
R   Gv.R/
def D fg 2 G.R/ j g.v
1/ D v
1 (in VR)g
is a subgroup of G (denoted Gv, and called the isotropy or stability group of v in G).
PROOF. If v D 0, then Gv D G and there is nothing to prove. Otherwise, choose a basis
.ei/i2I for V with ei0 D v for some i0 2 I. Write
.ej/ D
P
i2JtI ei 
aij; aij 2 O.G/:
An element g 2 G.R/ ﬁxes v
1 if and only if
g.aii0/ D

1 if i D i0
0 otherwise.
Therefore Gv is represented by the quotient of O.G/ by the ideal generated by faii0  ii0 j
i 2 Ig. 2
DEFINITION 8.56 For a representation rWG ! GLV of G,
V G D fv 2 V j gv D v (in VR/ for all k-algebras R and and g 2 G.R/g:
It is largest subspace of V on which the action of G is trivial. If  denotes the corresponding
coaction, then
V G D fv 2 V j .v/ D v
1g.
8m Chevalley’s theorem
THEOREM 8.57 (CHEVALLEY) Every subgroup of an algebraic group G is the stabilizer
of a one-dimensional subspace in a ﬁnite-dimensional representation of G.
PROOF. Let H be a subgroup of G, and let a be the kernel of O.G/ ! O.H/. According
to (8.8), there exists a ﬁnite-dimensional k-subspace V of O.G/ containing a generating
set of a as an ideal and such that
.V /  V 
O.G/:
29Let e and e0 be nonzero elements of V and V 0; if e
e0 2 WR 
W 0
R for some k-algebra R, then e2 W
and e0 2 W 0. To see this, write V D W W1, so that
V 
V 0 D W 
V 0W1
V 0:
Let e D e0 Ce1 with e0 2 W and e1 2 W1. If e1 ¤ 0, then e1 
e0 ¤ 0 in W1 
V 0  .W1 
V 0/R, and so
e
e0 
 
W 
V 0
R.114 I. Basic Theory of Afﬁne Groups
Let W D a\V in V . Let .ei/i2J be a basis for W , and extend it to a basis .ei/JtI for V .
Let
ej D
P
i2JtI ei 
aij; aij 2 O.G/:
As in the proof of 8.52, GW is represented by the quotient of O.G/ by the ideal a0 generated
by faij j j 2 J;i 2 Ig. Because O.G/ ! O.H/ is a homomorphism of coalgebras30
.a/  Ker.O.G/
O.G/ ! O.H/
O.H// D O.G/
aCa
O.G/;
.a/ D 0:
The ﬁrst of these applied to ej, j 2 J, shows that a0  a, and the second shows that
ej D .;id/.ej/ D
P
i2I .ei/aij:
As the ej, j 2 J, generate a (as an ideal), so do the aij, j 2 J, and so a0 D a. Thus H D
GW . The next (elementary) lemma shows that W can be taken to be one-dimensional. 2
LEMMA 8.58 Let W be a ﬁnite-dimensional subspace of a vector space V , and let D D
D D
VdimW W 
VdimW V . Let  be an automorphism of VR for some k-algebra R. Then
WR D WR if and only if DR D DR.
PROOF. Let .ej/j2J be a basis for W , and extend it to a basis .ei/JtI of V . Let w D V
j2J ej. For any k-algebra R,
WR D fv 2 VR j v^w D 0 (in
VdC1VR)g.
To see this, let v 2 VR and write v D
P
i2JtI aiei, ai 2 R. Then
v^w D
P
i2I aie1^^ed ^ei.
As the elements e1^^ed ^ei, i 2 I, are linearly independent in
VdC1V , we see that
v^w D 0  ai D 0 for all i 2 I:
Let  2 GL.VR/. If WR D WR, then obviously .
Vd /.DR/ D DR. Conversely,
suppose that .
Vd /.DR/ D DR, so that .
Vd /w D cw for some c 2 R. When v 2 WR,
v^w D 0, and so
0 D .
VdC1/.v^w/ D v^.
Vd /w D c..v/^w/;
which implies that v 2 WR. 2
COROLLARY 8.59 A subgroup H of an algebraic group G is the subgroup of G ﬁxing a
vector in some faithful ﬁnite-dimensional representation of G in each of the following two
cases:
(a) all the representations of H are semisimple;
30We use the following elementary fact: for any subspace W of a vector space V , the kernel of V 
V !
V=W 
V=W is V 
W CW 
V: To prove this, write V D W W 0.8. Representations of afﬁne groups 115
(b) a nonzero multiple of each character of H deﬁned over k extends to a similar char-
acter of G.
PROOF. According to Chevalley’s theorem, H is the stabilizer of a line D in a ﬁnite-
dimensional representation V of G. Let D_ be the dual of D with H acting contragre-
diently. If we can ﬁnd a representation V 0 of G containing D_ as an H-stable subspace,
then H will be the subgroup of G ﬁxing any nonzero vector in D
D_  V 
V 0.31
Certainly D_ occurs as a quotient of V _, and so, in case (a), it also occurs as a direct
summand of V _ (regarded as an H-module). In this case, we can take V 0 D V _.
The action of H on D deﬁnes a character of H, which in case (b) extends to a character
of G. In this case, we can take V 0 D D_. 2
8n Sub-coalgebras and subcategories
LetC beacoalgebraoverk. Asbefore, Comod.C/denotesthecategoryofﬁnite-dimensional
right C-comodules. Let D be a sub-coalgebra of C. Any D-comodule .V;/ becomes a
C-comodule with the coaction
V

 ! V 
D  V 
C:
In this way, we get an exact fully faithful functor Comod.D/ ! Comod.C/. We let D_
denote the full subcategory of Comod.C/ whose objects are isomorphic to a comodule in
the image of this functor.
DEFINITION 8.60 A full subcategory of an abelian category is replete if it is closed under
the formation of ﬁnite direct sums, subobjects, and quotient objects.
In particular, every object isomorphic to an object in a replete subcategory also lies in
the subcategory. A replete subcategory is an abelian category, and the inclusion functor is
exact.
THEOREM 8.61 The map D 7! D_ is a bijection from the set of sub-coalgebras of C onto
the set of replete subcategories of Comod.C/.
PROOF. It is obvious that D_ is replete. Let S be a replete subcategory of Comod.C/, and
let
C.S/ D
X
V 2SCV (sub-coalgebra of C).
To prove the theorem, we have to show that:
 C.D_/ D D for all sub-coalgebras D of C, and
 C.S/_ D S for all replete subcategories S of Comod.C/. 2
The ﬁrst statement follows from Corollary 8.9, and the second follows from Lemma 8.38.
31Let v be a nonzero vector in D. Then
H  Gv
v_  GD
D_ D GD \GD_ D GD D H:116 I. Basic Theory of Afﬁne Groups
PROPOSITION 8.62 Let A be a bialgebra over k.
(a) A sub-coalgebra D of A is a sub-bialgebra of A if and only if D_ is stable under
tensor products and contains the trivial comodule.
(b) Assume A has an inversion S. A sub-bialgebra D is stable under S if and only if D_
is stable under the contragredient functor.
PROOF. (a) If D is a sub-bialgebra of A, then certainly D_ is stable under tensor products
and contains the trivial comodule (see 8e). For the converse, recall that D D
S
DV and
that DV DV 0 D DV 
V 0 (see 8.39), and so D is closed under products. Because D_
contains V0 D k, D contains DV0 D k.
(b) Use the formula AV _ D SAV (8.40). 2
8o Quotient groups and subcategories
ForanafﬁnegroupG overk, Rep.G/denotesthecategoryofﬁnite-dimensionalG-modules.
Let G ! Q be a quotient of G. A representation rWQ ! GLV deﬁnes a representation
G ! Q
r
 ! GLV of G. We get in this way an exact fully faithful functor Rep.Q/ !
Rep.G/. The essential image of the functor consists of the representations of G containing
Ker.G ! Q/ in their kernel. We let Q_ denote this subcategory of Rep.G/.
THEOREM 8.63 The map Q 7! Q_ is a bijection from the set of isomorphism classes of
quotients of G to the set of replete subcategories of Rep.G/ closed under the formation of
tensor products (including the empty tensor product) and under passage to the contragredi-
ent.
PROOF. Obvious from (8.61), (8.62), and the dictionary between Hopf algebras and their
comodules and afﬁne groups and their representations. 2
8p Characters and eigenspaces
A character of an afﬁne group G is a homomorphism G ! Gm. As O.Gm/ D kX;X 1
and .X/ D X 
X, we see that to give a character  of G is the same as giving an
invertible element a D a./ of O.G/ such that .a/ D a
a; such an element is said to
be group-like. A one-dimensional representation L of G deﬁnes a character of G (because
GLL ' Gm).
A character WG ! Gm deﬁnes a representation of G on any ﬁnite-dimensional space
V : let g 2 G.R/ act on VR as multiplication by .g/ 2 R. For example,  deﬁnes a
representation of G on V D kn by
g 7!
0
B
@
.g/ 0
:::
0 .g/
1
C
A; g 2 G.R/:
Let rWG ! GLV be a representation of G. We say that G acts on V through a character
if
r.g/v D .g/v all g 2 G.R/, v 2 VR:8. Representations of afﬁne groups 117
More precisely, this means that the image of r is contained in the centre Gm of GLV and is
the composite of
T

 ! Gm ,! GLV : (81)
More generally, we say that G acts on a subspace W of V through a character  if W
is stable under G and G acts on W through . Note that this means, in particular, that
the elements of W are common eigenvectors for the g 2 G.k/: if w 2 W , then for every
g 2 G.k/, r.g/w is a scalar multiple of w. If G acts on subspaces W and W 0 through a
character , then it acts on W CW 0 through . Therefore, there is a largest subspace V of
V on which G acts through , called the eigenspace for G with character .
LEMMA 8.64 Let .V;r/ be a representation of G, and let .V;/ be the corresponding co-
module. For any character  of G,
V D fv 2 V j .v/ D v
a./g.
PROOF. Let W be a subspace of V . Then G acts on W through  if and only if jW factors
as
W
w7!w
X
              ! W 
O.Gm/
w
X7!w
a./
                      ! W 
O.G/. 2
THEOREM 8.65 Let rWG ! GL.V / be a representation of an algebraic group on a vector
space V . If V is a sum of eigenspaces, V D
P
2 V, then it is a direct sum of the
eigenspaces
V D
M
2 V:
PROOF. We ﬁrst prove this when G is smooth. We may replace k with a larger ﬁeld, and
so assume that k is algebraically closed. If the sum is not direct, there exists a ﬁnite subset
f1;:::;mg, m  2; of  and a relation
v1CCvm D 0, vi 2 Vi, vi ¤ 0. (82)
On applying g 2 G.k/ to (82), we get a relation
1.g/v1CCm 1.g/vm 1Cm.g/vm D 0: (83)
As m ¤ m 1 and G is smooth, there exists a g 2 G.k/ such that m.g/ ¤ m 1.g/.
Multiply (83) by m.g/ 1 and subtract it from (82). This will give us a new relation of the
same form but with fewer terms. Continuing in this fashion, we arrive at a contradiction.
For the proof of the general case, we shall make use of the elementary lemma 14.2,
which says that any set of units a in O.G/ satisfying .a/ D a
a is linearly independent.
From the relation (82), we get a relation
0 D
P
i2J .vi/ D
P
i2J vi 
a.i/
which contradicts the linear independence of the a.i/. 2
In 14 we shall show that when G is a split torus, V is always a sum of the eigenspaces
V. In general, this will be far from true. For example, SLn has no nontrivial characters.118 I. Basic Theory of Afﬁne Groups
8q Every normal afﬁne subgroup is a kernel
LEMMA 8.66 Let v and w be nonzero vectors in vector spaces V and W respectively, and
let  and  be endomorphisms of VR and WR for some k-algebra R. If v
w is ﬁxed by

, then there exists a c 2 R such that .v/ D cv and .w/ D c 1w.
PROOF. Write
V D hviV 0; W D hwiW 0:
Then
V 
W D hv
wi  hvi
W 0  V 0
hwi  V 0
W 0;
where hv
wi D hvi
hwi ¤ 0. Write
v D avCv0; w D bwCw0; a;b 2 R; v0 2 V 0
R; w0 2 W 0
R.
Then
.
/.v
w/ D ab.v
w/Cav
w0Cv0
bwCv0
w0:
If .
/.v
w/ D v
w, then ab D 1 and
a
 
v
w0
D 0 D b
 
v0
w

:
As a;b 2 R and v ¤ 0 ¤ w, this implies that w0 D 0 D v0, as required. 2
LEMMA 8.67 For any normal subgroup N of an afﬁne group G and representation .V;r/
of G, the subspace V N is stable under G.
PROOF. Let w 2 .V N/R and let g 2 G.R/ for some k-algebra R. For any R-algebra R0
and n 2 N.R0/
r.n/.r.g/w/ D r.ng/w D r.gn0/w D r.g/r.n0/w D r.g/w;
because n0 D g 1ng 2 N.R0/. Therefore, r.g/w 2 .V N/R, as required. 2
LEMMA 8.68 Let G be an afﬁne group over k, and let .V;r/ be a representation of G. If
V is a sum of simple subrepresentations, say V D
P
i2I Si (the sum need not be direct),
then for any subrepresentation W of V , there is a subset J of I such that
V D W 
M
i2J Si:
In particular, V is semisimple.
PROOF. Let J be maximal among the subsets of I such the sum SJ
def D
P
j2J Sj is direct
and W \SJ D 0. I claim that W CSJ D V (hence V is the direct sum of W and the Sj
with j 2 J). For this, it sufﬁces to show that each Si is contained in W CSJ. Because Si
is simple, Si \.W CSJ/ equals Si or 0. In the ﬁrst case, Si  W CSJ, and in the second
SJ \Si D 0 and W \.SJ CSi/ D 0, contradicting the deﬁnition of I. 2
LEMMA 8.69 Suppose that k is algebraically closed. Every normal subgroup of an alge-
braic group G over k occurs as the kernel of representation of G.8. Representations of afﬁne groups 119
PROOF. Let N be a normal subgroup of G. According to Chevalley’s theorem 8.57, N is
the stabilizer of a line L in a representation V of G. Let N act on L through the character
. After possibly replacing .V;L/ with a second pair, we shall ﬁnd a G-module U and
a line L0 in U such that N acts on L0 through  and L0 is a direct summand of U as an
N-module. Then U _ contains a line L_ on which N acts through the character  1, and
L
L_  .V 
U _/N. If an element  of G.R/ acts trivially on .V 
U _/
N
R, then it acts
trivially on .L
L_/R, and so it stabilizes LR in VR (by 8.66); hence  2N.R/. Therefore
N is the kernel of the representation of G on .V 
U _/
N.
It remains to construct U. Suppose ﬁrst that G is smooth. In this case, we take U to
be the smallest G-stable subspace of V containing L. The subspace
P
g2G.k/gL of V is
stable under G.k/, hence under G (8.53), and so equals U. According to Lemma 8.68, U
decomposes into a direct sum U D
L
i2I Li of lines Li stable under N, one of which can
be taken to be L.
If G is not smooth, then the characteristic of k is p ¤ 0, and there exists an n such that
O.G/pn
is a reduced Hopf subalgebra of O.G/ (see 6.35). In this case, we replace V by
V 
pn
and L by L
pn
— Proposition 8.54 shows that N is still the stabilizer of L. Let G0
be the quotient of G such that O.G0/ D O.G/pn
. Choose a basis .ei/i2I for V containing
a nonzero element e of L. Write
.e/ D e
aC
X
ei¤eei ai; ai1 2 a D Ker.O.G/ ! O.N//: (84)
In replacing L with L
pr
, we replaced the original a with apn
, which now lies in O.G0/.
Let L0 D hai  O.G0/, and consider the representation
G ! G0 ! GLO.G0/
of G on O.G0/. The character  of N corresponds to the element N a of O.N/, where N a is
the image of b in O.N/ D O.G/=a (see (84)). As
.a/  a
a mod O.G/
O.G/=a;
N acts on the line L0 through the same character . Because G0 is smooth, we can take U
to be the smallest G0-stable subspace of O.G0/ containing L0, as in the paragraph above. 2
THEOREM 8.70 Let N be a normal subgroup of an algebraic group G. The universal
surjective homomorphism G ! Q containing N its kernel (see 7.63) has kernel exactly N.
PROOF. Lemma 8.69 show that, over some ﬁnite extension k0 of k, there exists a homo-
morphism Gk0 !H with kernel Nk0. The kernel of G !k0=kH is N. From the universal
property of G ! Q, we see that Ker.G ! Q/  N, and hence the two are equal. 2
COROLLARY 8.71 For any distinct normal subgroups N  N 0 of an afﬁne group G, there
exists a representation of G on which N acts trivially but N 0 acts nontrivially.
PROOF. Let Q D G=N be the quotient of G by N, and let Q ! GLV be a faithful repre-
sentation of Q. The composite G ! Q ! GLV is the required representation. 2120 I. Basic Theory of Afﬁne Groups
8r Variant of the proof of the key Lemma 8.69
LEMMA 8.72 Let .V;r/ be a ﬁnite-dimensional faithful representation of an algebraic
group G, and let N be the kernel of the representation of G on V _
V . Then
N.R/ D f 2 G.R/ j there exists a c 2 R such that x D cv for all v 2 V g:
In other words, for any subgroup G of GLV , the subgroup of G acting trivially on
V _
V is the subgroup acting on V by scalars.
PROOF. Let .ei/1in be a basis for V , and let eij D e_
i 
ej. Let  be endomorphism of
VR for some k-algebra R. A direct calculation shows that .eij/ D eij for all i;j if and
only if there exists a c 2 R such that ei D cei for all i. 2
LEMMA 8.73 Let G be an algebraic group, and let H be a subgroup of G. The following
are equivalent:
(a) H is normal in G;
(b) for each representation V of G and k-character  of H, the subspace V  of V on
which H acts through  is stable under G;
(c) every H-isotypic component of a representation of G is stable under G.
PROOF. SeeAndr´ e1992, Lemma1. (Wesketchtheproofof(a) H)(b). Foranyg 2G.k/,
gV  D V g, but the action of G on the set of k-characters of H is trivial, because G is
connected and the set is discrete. When G is smooth, this is shown in the proof of (16.31).)2
We now prove that every normal subgroup N of a connected algebraic group G occurs
as the kernel of a representation of G (without assumption on the ﬁeld k). Let L be a line
in a representation V of G such that GL D N. Then N acts on L through a character .
Let W be the smallest G-stable subspace of V containing L. Then W  V  by (8.73), and
so N is contained in the kernel H of G ! GLW _
W . According to (8.72), H acts on W
through a k-character. In particular, it stabilizes L, and so H  N.
8s Applications of Corollary 8.71
LEMMA 8.74 Let N1 and N2 be normal subgroups of an afﬁne group G. If Rep.G/N1 D
Rep.G/N2 then N1 D N2.
PROOF. If N1 ¤ N2, then Corollary 8.71 shows that there exists a representation .V;r/ of
G and a v 2 V ﬁxed by N1 but not by N1N2. Then V N1 is an object of Rep.G/N1 but not
of Rep.G/N2, which contradicts the hypothesis. 2
THEOREM 8.75 Let N be a normal subgroup of an afﬁne group G, and let Q be a quotient
of G. Then N D Ker.G ! Q/ if and only if Rep.G/N D Q_.
PROOF. ): According to Theorem 7.56, a representation rWG ! GLV factors through Q
(and so lies in Q_) if and only if r maps N to 1 (and so .V;r/ lies in Rep.G/N).
(: Let N 0 be the kernel of G ! Q. Then Rep.G/N0
D Q_, and so Rep.G/N D
Rep.G/N 0
. This implies that N D N 0. 29. Group theory: the isomorphism theorems 121
COROLLARY 8.76 The map N 7! Rep.G/N is a bijection from the set of normal sub-
groups of G to the set of replete subcategories of Rep.G/ closed under tensor products and
passage to the contragredient.
PROOF. Let S be a replete subcategory of Rep.G/ closed under tensor products and pas-
sage to the contragredient. The S D Q_ for some quotient Q of G, well-deﬁned up to
isomorphism, and the kernel N of G ! Q is a normal subgroup of G. The maps S 7! N
and N 7! Rep.G/N are inverse. 2
THEOREM 8.77 For any normal subgroup N of an afﬁne group G, there exists a quotient
map with kernel N.
PROOF. The subcategory Rep.G/N of Rep.G/ is replete and closed under tensor products
and passage to the contragredient. Therefore Rep.G/N D Q_ for some quotient Q of G,
and the Theorem 8.75 implies that N is the kernel of G ! Q. 2
NOTES Add a discussion of the correspondence between normal subgroups of an afﬁne group G
and the normal Hopf ideals in O.G/ (Abe 1980, p. 179), and also of the correspondence between
normal Hopf ideals and Hopf subalgebras (ibid. 4.4.7, p. 207, in the case that k is algebraically
closed and the Hopf algebras are assumed to be reduced).
NOTES Add a discussion of the general theorem on the existence of quotients of group schemes
over artinian rings (SGA3, VIA).
9 Group theory: the isomorphism theorems
In this section, we show that the (Noether) isomorphism theorems in abstract group theory
hold also for afﬁne groups.
9a Review of abstract group theory
For a group G (in the usual sense), we have the notions of subgroup, a normal subgroup, an
embedding (injective homomorphism), and of a quotient map (surjective homomorphism).
Moreover, there are the following basic results, which are often referred to collectively as
the isomorphisms theorems.32
9.1 (Existence of quotients). The kernel of a quotient map G ! Q is a normal subgroup
of G, and every normal subgroup N of G arises as the kernel of a quotient map G ! G=N.
9.2 (Homomorphism theorem). The image of a homomorphism WG ! G0 is a subgroup
G of G0, and  deﬁnes an isomorphism from G=Ker./ onto G; in particular, every
homomorphism is the composite of a quotient map and an embedding.
32Statements (9.2), (9.3), and (9.4) are sometimes called the ﬁrst, second, and third isomorphism theorems,
but the numbering varies. In Noether 1927, the ﬁrst isomorphism theorem is (9.4) and the second is (9.3).122 I. Basic Theory of Afﬁne Groups
9.3 (Isomorphism theorem). Let H and N be subgroups of G such that H normalizes N;
then HN is a subgroup of G, N is a normal subgroup of HN, H \N is a normal subgroup
of H, and the map
h.H \N/ 7! hNWH=H \N ! HN=N
is an isomorphism.
9.4 (Correspondence theorem). Let N be a normal subgroup of G. The map H 7! H=N
deﬁnes a one-to-one correspondence between the set of subgroups of G containing N and
the set of subgroups of G=N. A subgroup H of G containing N is normal if and only if
H=N is normal in G=N, in which case the map
G=H ! .G=N/=.H=N/
deﬁned by the quotient map G ! G=N is an isomorphism.
In this section, we shall see that, appropriately interpreted, all these notions and state-
ments extend to afﬁne groups (in particular, to algebraic groups).
9b The existence of quotients
See Theorem 8.70.
EXAMPLE 9.5 Let PGLn be the quotient of GLn by its centre, and let PSLn be the quotient
of SLn by its centre:
PGLn D GLn=Gm; PSLn D SLn=n:
The homomorphism SLn ! GLn ! PGLn contains n in its kernel, and so deﬁnes a ho-
momorphism
PSLn ! PGLn: (85)
Is this an isomorphism? Note that
SLn.k/=n.k/ ! GLn.k/=Gm.k/ (86)
is injective, but not in general surjective: not every invertible nn matrix can be written
as the product of a matrix with determinant 1 and a scalar matrix (such a matrix has de-
terminant in kn). Nevertheless, I claim that (85) is an isomorphism of algebraic groups.
In characteristic zero, this follows from the fact that (86) is an isomorphism when k D kal
(apply 7.18 and 7.54). In the general case, we have to check the conditions (7.2a) and
(7.50).
Let q ¤12PSLn.R/. For some faithfully ﬂat R-algebra R0, there exists a g 2SLn.R0/
mapping to q in PSLn.R0/. The image of g in GLn.R0/ is not in Gm.R0/ (because q ¤ 1/;
therefore, the image of g in PGLn.R0/ is ¤1, which implies that the image of q in PGL.R/
is ¤ 1:
PSLn.R0/         ! PGLn.R0/
x ?
?
x ?
?injective
PSLn.R/         ! PGLn.R/:9. Group theory: the isomorphism theorems 123
We have checked condition (7.2a).
Let q 2 PGLn.R/. For some faithfully ﬂat R-algebra R0, there exists a g 2 GLn.R0/
mapping to q. If a
def D det.g/ is an nth power, say a D tn, then g D g0t with det.g0/ D 1,
and the image of g in GLn.R0/=Gm.R0/ is in the image of SLn.R0/=n.R0/. Hence, the
image of q in PGLn.R0/ is in the image of PSLn.R0/. If a is not an nth power in R0, we
replace R0 by the faithfully ﬂat (even free) algebra R0T=.T n a/ in which it does become
an nth power. We have checked condition (7.50).
9c The homomorphism theorem
A homomorphism WG ! G0 of afﬁne groups deﬁnes a homomorphism WO.G0/ !
O.G/ of Hopf algebras, whose kernel a is a Hopf ideal in O.G0/.33 Thus
a D ff 2 O.G0/ j fR.R.P// D 0 for all k-algebras R and all P 2 G.R/g:
The subgroup H of G0 corresponding to a (see 7.8) is called the image of  (and often
denoted G). Thus
H.R/ D fg 2 G.R/ j fR.g/ D 0 for f 2 ag.
THEOREM 9.6 (Homomorphism theorem) For any homomorphism WG ! G0 of afﬁne
groups, the kernel N of  is a normal subgroup of G, the image G of  is a subgroup of
G0, and  factors in a natural way into the composite of a surjection, an isomorphism, and
an injection:
G

              ! G0
surjective
?
? y
x
? ?injective
G=N
isomorphism
              ! G:
If G is an algebraic group, then so also are G=N and G.
PROOF. The factorization
O.G/   O.G0/=a   O.G0/
of  deﬁnes a factorization
G ! G ! G0
of  into a surjection followed by an injection. As G ! G=N and G ! G are both
quotient maps with kernel N, there is a unique isomorphism G=N ! G such that the
composite
G ! G=N ! G
is G

 ! G (apply 7.57).
The ﬁnal statement follows from (8.28). 2
33In fact, we don’t need to use that a is a Hopf ideal, just that it is an ideal.124 I. Basic Theory of Afﬁne Groups
COROLLARY 9.7 For any k-algebra R,
.G/.R/ D
[
R0 G.R/\Im.R0/ (R0 runs over the R-algebras).
Therefore G represents the sheaf associated with
R   Im..R//:
Moreover, G istheintersectionofthesubgroupsH ofG0 withthepropertythatIm.R/
H.R/ for all k-algebras R.
PROOF. The map G !G is a quotient map, and so the ﬁrst statement follows from (7.73).
If H is a subgroup of G0 such that H.R/Im.R/ for all k-algebras R, then, for any ﬁxed
k-algebra R,
H.R/ 
[
R0 G.R/\Im.R0/ D .G/.R/;
and so H  G. 2
COROLLARY 9.8 A homomorphism WG ! G0 of algebraic groups is surjective if, for
some ﬁeld K containing k, the image of G.K/ in G0.K/ is dense in G0.
PROOF. As .G.K//  .G/.K/  G0.K/, the condition implies that G D G. 2
Let WG ! G0 be a homomorphism of algebraic groups. Then G.kal/ ! .G/.kal/ is
surjective (see 7.54), and so
.G/.k/ D G0.k/\.G/.kal/
D G0.k/\Im.G.kal/
.kal/
 ! G0.kal//:
9d The isomorphism theorem
Let H and N be algebraic subgroups of G such that H normalizes N. The natural ac-
tion of H.R/ on N.R/ deﬁnes an action  of H on N by group homomorphisms, and
multiplication deﬁnes a homomorphism
N o H ! G.
We deﬁne NH D HN to be the image of this homomorphism. The following statements
are obvious from 9c.
9.9 Foranyk-algebraR, .HN/.R/consistsoftheelementsofG.R/thatlieinH.R0/N.R0/
for some ﬁnitely generated faithfully ﬂat R-algebra R0. Therefore HN represents the sheaf
associated with the functor
R   H.R/N.R/  G.R/:
Moreover, HN is the intersection of the subgroups G0 of G such that, for all k-algebras R,
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9.10 We have
.HN/.kal/ D H.kal/N.kal/;
and so
.HN/.k/ D G.k/\.H.kal/N.kal//:
A
9.11 It is not true that .HN/.R/ D H.R/N.R/ for all k-algebras R. For example,
consider the algebraic subgroups SLn and Gm (nonzero scalar matrices) of GLn. Then
GLn D SLnGm, but a matrix A 2 GLn.R/ whose determinant is not an nth power is not
the product of a scalar matrix with a matrix of determinant 1.
THEOREM 9.12 (Isomorphism theorem) Let H and N be algebraic subgroups of the alge-
braic group G such that H normalizes N. The natural map
H=H \N ! HN=N (87)
is an isomorphism.
PROOF. We have an isomorphism of group-valued functors
H.R/=.H \N/.R/ ! H.R/N.R/=N.R/  .HN/.R/=N.R/:
The statement now follows from (7.73), or by passing to the associated sheaves. 2
EXAMPLE 9.13 Let G D GLn, H D SLn, and N D Gm (scalar matrices in G). Then
N \H D n (obviously), HN D GLn (by the arguments in 9.5), and (87) becomes the
isomorphism
SLn=n ! GLn=Gm:
9e The correspondence theorem
THEOREM 9.14 (Correspondence theorem). Let N be a normal algebraic subgroup of G.
The map H 7! H=N deﬁnes a one-to-one correspondence between the set of algebraic
subgroups of G containing N and the set of algebraic subgroups of G=N. An algebraic
subgroup H of G containing N is normal if and only if H=N is normal in G=N, in which
case the map
G=H ! .G=N/=.H=N/ (88)
deﬁned by the quotient map G ! G=N is an isomorphism.
PROOF. The ﬁrst statement follows from the fact that the analogous statement holds for
Hopf algebras (cf. Exercise 5-10). For the second statement, note that the map
G.R/=H.R/ ! .G.R/=N.R//=.H.R/=N.R//
deﬁned by the quotient map G.R/ ! G.R/=N.R/ is an isomorphism. This isomorphism
is natural in R, and when we pass to the associated sheaves, we obtain the isomorphism
(88). 2
ASIDE 9.15 Let qWG !G=N be the quotient map. For any subgroup H of G, qH is a subgroup of
G=N, which corresponds to HN. Deduce that if H0 is normal in H, then H0N is normal in HN.
NOTES Need to discuss how much of the isomorphism theorems hold for smooth groups. Should
move the smoothness part of (17.1) here.126 I. Basic Theory of Afﬁne Groups
9f The Schreier reﬁnement theorem
LEMMA 9.16 (BUTTERFLY LEMMA) Let H1  N1 and H2  N2 be algebraic subgroups
of an algebraic group G with N1 and N2 normal in H1 and H2. Then N1.H1 \N2/ and
N2.N1 \H2/ are normal algebraic subgroups of the algebraic groups N1.H1 \H2/ and
N2.H2\H1/ respectively, and there is a canonical isomorphism of algebraic groups
N1.H1\H2/
N1.H1\N2/
'
N2.H1\H2/
N2.N1\H2/
PROOF. The algebraic group H1\N2 is normal in H1\H2 and so N1.H1\H2/ is normal
in N1.H1\N2/ (see Exercise 7-2). Similarly, N2.H2\N1/ is normal in N2.H2\H1/.
The subgroup H1\H2 of G normalizes N1.H1\N2/, and so the isomorphism Theo-
rem 9.12 shows that
H1\H2
.H1\H2/\N1.H1\N2/
'
.H1\H2/N1.H1\N2/
N1.H1\N2/
: (89)
As H1\N2  H1\H2, we have that H1\H2 D .H1\H2/.H1\N2/, and so
N1.H1\H2/ D N1.H1\H2/.H1\N2/.
The ﬁrst of Dedekind’s modular laws (Exercise 7-3a) with A D H1 \N2, B D H1 \H2,
and C D N1 becomes
.H1\H2/\N1.H1\N2/ D .H1\N2/.H1\H2\N1/
D .H1\N2/.N1\H2/.
Therefore (89) is an isomorphism
H1\H2
.H1\N2/.N1\H2/
'
N1.H1\H2/
N1.H1\N2/
:
A symmetric argument shows that
H1\H2
.H1\N2/.N1\H2/
'
N2.H1\H2/
N2.H2\N1/
;
and so
N1.H1\H2/
N1.H1\N2/
'
N2.H1\H2/
N2.H2\N1/
:
2
A subnormal series in an afﬁne group G is a ﬁnite sequence of subgroups, beginning
with G and ending with 1, such that each subgroup is normal in the preceding subgroup.
PROPOSITION 9.17 Let H be a subgroup of an afﬁne group G. If
G D G0  G1    Gs D f1g
is a subnormal series for G, then
H D H \G0  H \G1    H \Gs D f1g
is a subnormal series for H, and
H \Gi=H \GiC1 ,! Gi=GiC1:9. Group theory: the isomorphism theorems 127
PROOF. Obvious. 2
Two subnormal sequences
G D G0  G1    Gs D f1g
G D H0  H1    Ht D f1g
are said to be equivalent if s D t and there is a permutation  of f1;2;:::;sg such that
Gi=GiC1  H.i/=H.i/C1.
THEOREM 9.18 Any two subnormal series in an algebraic group have equivalent reﬁne-
ments.
PROOF. Let Gij D GiC1.Hj \Gi/ and let Hji D HjC1.Gi \Hj/. According to the
butterﬂy lemma
Gij=Gi;jC1 ' Hji=Hj;iC1,
and so the reﬁnement .Gij/ of .Gi/ is equivalent to the reﬁnement .Hji/ of .Hi/. 2
A subnormal series is a composition series if no quotient group Gi has a proper non-
trivial normal subgroup.
THEOREM 9.19 For any two composition series
G D G0  G1    Gs D f1g
G D H0  H1    Ht D f1g;
s D t and there is a permutation  of f1;2;:::;sg such that Gi=GiC1 is isomorphic to
H.i/=H.i/C1 for each i.
PROOF. Use that, for each i, only one of the quotients GiC1.Hj \Gi/=GiC1.HjC1\Gi/
is nontrivial 2
An algebraic group is strongly connected if it has no ﬁnite quotient. An algebraic
group G with dimG > 0 is almost-simple if for any proper normal subgroup N we have
dimN < dimG. An almost-simple group is strongly connected.
THEOREM 9.20 Let G be a strongly connected algebraic group. There exists a subnormal
sequence
G D G0  G1    Gs D f1g
such that each Gi is strongly connected and Gi=GiC1 is almost-simple. If
G D H0  H1    Ht D f1g
is a second such sequence, then s D t and there is a permutation  of f1;2;:::;sg such that
Gi=GiC1 is isogenous to H.i/=H.i/C1 for each i.128 I. Basic Theory of Afﬁne Groups
9g The category of commutative algebraic groups
THEOREM 9.21 The commutative algebraic groups over a ﬁeld form an abelian category.
PROOF. The Hom sets are commutative groups, and the composition of morphisms is bilin-
ear. Moreover, the product G1G2 of two commutative algebraic groups is both a product
and a sum of G1 and G2. Thus the category of commutative algebraic groups over a ﬁeld is
additive. Every morphism in the category has both a kernel and cokernel (7.15; 8.70), and
the canonical morphism from the coimage of the morphism to its image is an isomorphism
(homomorphism theorem, 9.6). Therefore the category is abelian. 2
COROLLARY 9.22 The ﬁnitely generated co-commutative Hopf algebras over a ﬁeld form
an abelian category.
ASIDE 9.23 Theorem 9.21 is generally credited to Grothendieck but, as we have seen, it is a fairly
direct consequence of allowing the coordinate rings to have nilpotent elements. See SGA3, VIA,
5.4; DG III 3, 7.4, p. 355.
Corollary 9.22 is proved purely in the context of Hopf algebras in Sweedler 1969, Chapter
XVI, for ﬁnite-dimensional co-commutative Hopf algebras, and in Takeuchi 1972, 4.16, for ﬁnitely
generated co-commutative Hopf algebras.
9h Exercises
EXERCISE 9-1 Let H and N be subgroups of the algebraic group G such that H normal-
izes N. Show that the kernel of O.G/ ! O.HN/ is equal to the kernel of the composite
O.G/

 ! O.G/
k O.G/ ! O.H/
k O.N/:
ASIDE 9.24 As noted earlier, in much of the expository literature (e.g., Borel 1991, Humphreys
1975, Springer 1998), “algebraic group” means “smooth algebraic group”. With this terminology,
many of the results in this section become false.34,35 Fortunately, because of Theorem 6.31, this
is only a problem in nonzero characteristic. The importance of allowing nilpotents was pointed
out by Cartier (1962) more than forty years ago, but, except for Demazure and Gabriel 1970 and
Waterhouse 1979, this point-of-view has not been adopted in the expository literature. Contrast our
statement and treatment of the isomorphism theorems and the Schreier reﬁnement theorem with
those in Barsotti 1955a and Rosenlicht 1956.
10 Recovering a group from its representations; Jordan
decompositions
By a character of a topological group, I mean a continuous homomorphism from the group
to the circle group fz 2 C j zN z D 1g. A ﬁnite commutative group G can be recovered
34For example, in the category of smooth groups, the homomorphism H=H \N ! HN=N is a purely
inseparable isogeny of degree q where q is the multiplicity of H \N in the intersection product H N.
35The situation is even worse, because these books use a terminology based on Weil’s Foundations, which
sometimes makes it difﬁcult to understand their statements. For example, in Humphreys 1975, p. 218, one ﬁnds
the following statement: “for a homomorphism 'WG ! G0 of k-groups, the kernel of ' need not be deﬁned
over k.” By this, he means the following: form the kernel N of 'kalWGkal !G0
kal (in our sense); then Nred need
not arise from a smooth algebraic group over k. Of course, with our (or any reasonable) deﬁnitions, the kernel
of a homomorphism of algebraic groups over k is certainly an algebraic group over k.10. Recovering a group from its representations; Jordan decompositions 129
from its group G_ of characters because the canonical homomorphism G ! G__ is an
isomorphism.
More generally, a locally compact commutative topological group G can be recovered
from its character group because, again, the canonical homomorphism G ! G__ is an
isomorphism (Pontryagin duality). Moreover, the dual of a compact commutative group
is a discrete commutative group, and so, the study of compact commutative topological
groups is equivalent to that of discrete commutative groups.
Clearly, “commutative” is required in the above statements, because any character will
be trivial on the derived group. However, Tannaka showed that it is possible to recover a
compact noncommutative group from its category of unitary representations.
In this section, we prove the analogue of this for algebraic groups. Initially, k is allowed
to be a commutative ring.
10a Recovering a group from its representations
Let G be an afﬁne monoid with coordinate ring A, and let rAWG ! EndA be the regular
representation. Recall that g 2 G.R/ acts on f 2 A according to the rule:
.gf /R.x/ D fR.xg/ all x 2 G.R/: (90)
LEMMA 10.1 Let G be an afﬁne monoid over a ring k, and let A D O.G/. Let  be an
endomorphism of A (as a k-algebra) such that the diagram
A

        ! A
A
?
? y
?
? y1

A

        ! A
A
commutes. Then there exists a unique g 2 G.k/ such that  D rA.g/.
PROOF. According to the Yoneda lemma, there exists morphism WG ! G of set-valued
functors such that
.f /R.x/ D fR.Rx/ all f 2 A, x 2 G.R/: (91)
The commutativity of the diagram says that, for f 2 A,
./.f / D ..1
//.f /:
Recallthat.f /R.x;y/DfR.xy/forf 2A(see(38), p.48). Therefore, forx;y 2G.R/,
.LHS/R.x;y/ D .f /R.xy/ D fR.R.xy//
.RHS/R.x;y/ D .f /R.x;Ry/ D fR.xRy/:36130 I. Basic Theory of Afﬁne Groups
Hence
R.xy/ D xR.y/; all x;y 2 G.R/:
On setting y De in the last equation, we ﬁnd that R.x/Dxg with g DR.e/. Therefore,
for f 2 A and x 2 G.R/,
.f /R.x/
.91/
D fR.xg/
.90)
D .gf /R.x/.
Hence  D rA.g/.
The uniqueness of g follows from the faithfulness of the regular representation (8.31).2
THEOREM 10.2 Let G be an afﬁne monoid (or group) over a ﬁeld k, and let R be a k-
algebra. Suppose that we are given, for each ﬁnite-dimensional representation rV WG !
EndV of G, an R-linear map V WVR ! VR. If the family .V / satisﬁes the conditions,
(a) for all representations V;W ,
V 
W D V 
W ;
(b) 1 1 is the identity map (here 1 1 D k with the trivial action)
(c) for all G-equivariant maps WV ! W ,
W R D RV ;
then there exists a unique g 2 G.R/ such that V D rV .g/ for all V .
PROOF. Recall(8.17)thateveryrepresentationofG isaﬁlteredunionofﬁnite-dimensional
representations. It follows from (c) that, for each representation rV WG !GLV of G (possi-
bly inﬁnite dimensional), there exists a unique R-linear endomorphism V of VR such that
V jW D W for each ﬁnite-dimensional subrepresentation W  V . The conditions (a,b,c)
will continue to hold for the enlarged family.
Let A D O.G/R, and let AWA ! A be the R-linear map corresponding to the regular
representation r of G on O.G/. The map mWA
A ! A is equivariant for the represen-
tations r 
r and r,37 and so the ﬁrst two diagrams in (10.1) commute with  and  

replaced by A and A
A D A 
A respectively. Similarly, the map WA ! A
A is
36In detail, let f D
P
fi 
gi; then
.RHS/R.x;y/ D
 P
i fi 
gi

R.x;y/
D
P
i fiR.x/.gi/R.y/
D
P
i fiR.x/giR.Ry/
D
 P
i fi 
gi

R.x;Ry/
D .f /R.x;Ry/:
37We check that, for x 2 G.R/;
.r.g/m/.f 
f 0/.x/ D .r.g/.ff 0//.x/ D .ff 0/.xg/ D f.xg/f 0.xg/
.mr.g/
r.g//.f 
f 0/.x/ D ..r.g/f /.r.g/f 0/.x/ D f.xg/f 0.xg/:10. Recovering a group from its representations; Jordan decompositions 131
equivariant for the representation 1
r on A
A, and so the third diagram in (10.1) com-
mutes with  replaced by A. Now Lemma 10.1, applied to the afﬁne monoid GR over R,
shows that there exists a g 2 G.R/ such A D r.g/.
Let .V;rV / be a ﬁnite-dimensional representation of G. For any u2V _, the linear map
uWV ! A is equivariant (see 8.35), and so
uV D Au D r.g/u D urV .g/:
As the family of maps u (u 2 V _) is injective (8.36), this implies that V D rV .g/.
This proves the existence of g, and the uniqueness follows the fact that G admits a
faithful family of ﬁnite-dimensional representations (see 8.32). 2
We close this subsection with a series of remarks.
10.3 Each g 2 G.R/ of course deﬁnes such a family. Thus, from the category Rep.G/ of
representations of G on ﬁnite-dimensional k-vector spaces we can recover G.R/ for any
k-algebra R, and hence the group G itself. For this reason, Theorem 10.2 is often called
the reconstruction theorem.
10.4 Let .V / be a family satisfying the conditions (a,b,c) of Theorem 10.4. When G
is an afﬁne group (rather than just a monoid), each V is an isomorphism, and the family
satisﬁes the condition V _ D .V /_ (because this is true of the family .rV .g//).
10.5 Let !R be the forgetful functor RepR.G/ ! ModR, and let End
.!R/ be the set
of natural transformations W!R ! !R commuting with tensor products — the last con-
dition means that  satisﬁes conditions (a) and (b) of the theorem. The theorem says that
the canonical map G.R/ ! End
.!R/ is an isomorphism. Now let End
.!/ denote the
functor R 7! End
.!R/; then G ' End
.!/. When G is a group, this can be written
G ' Aut
.!/.
10.6 Suppose that k is algebraically closed and that G is reduced, so that O.G/ can be
identiﬁed with a ring of k-valued functions on G.k/. It is possible to give an explicit de-
scription description of O.G/ in terms of the representations of G. For each representation
.V;rV / of G (over k/ and u 2 V _, we have a function u on G.k/,
u.g/ D hu;rV .g/i 2 k:
Then u 2 O.G/, and every element of O.G/ arises in this way (cf. Springer 1998, p.39,
and Exercise 5-2).
10.7 Let H be a subgroup of an algebraic group G. For each k-algebra R, let H0.R/ be
the subgroup of G.R/ ﬁxing all tensors in all representations of G ﬁxed by H. The functor
R   H0.R/ is representable by a subgroup H0 of G, which clearly contains H. It follows
from the theorem that H0 D H.
10.8 In (10.7), instead of all representations of G, it sufﬁces to choose a faithful represen-
tation V and take all quotients of subrepresentations of a direct sum of representations of
the form 
n.V V _/ (by 8.44).132 I. Basic Theory of Afﬁne Groups
10.9 In general, we can’t omit “quotients of” from (10.8).38 However, we can omit it if
some nonzero multiple of every homomorphism H ! Gm extends to a homomorphism
G ! Gm (8.59).
10.10 Lemma 10.1 and its proof are valid with k a commutative ring. Therefore (using
8.10), one sees that Theorem 10.2 holds with k a noetherian ring and Repk.G/ the category
of representations of G on ﬁnitely generated k-modules, or with k a Dedekind domain, G a
ﬂat group scheme, and Repk.G/ the category of representations of G on ﬁnitely generated
projective k-modules (or even ﬁnitely generated free k-modules).
10b Application to Jordan decompositions
We now require k to be a ﬁeld.
THE JORDAN DECOMPOSITION OF A LINEAR MAP
In this subsubsection, we review some linear algebra.
Recall that an endomorphism  of a vector space V is diagonalizable if V has a basis of
eigenvectors for , and that it is semisimple if it becomes diagonalizable after an extension
of the base ﬁeld k. For example, the linear map x 7! AxWkn ! kn deﬁned by an nn
matrix A is diagonalizable if and only if there exists an invertible matrix P with entries in k
such that PAP  1 is diagonal, and it is semisimple if and only if there exists such a matrix
P with entries in some ﬁeld containing k.
From linear algebra, we know that  is semisimple if and only if its minimum polyno-
mialm.T/hasdistinctroots; inotherwords, ifandonlyifthesubringk'kT=.m.T//
of Endk.V / generated by  is separable.
Recall that an endomorphism  of a vector space V is nilpotent if m D 0 for some
m > 0, and that it is unipotent if idV   is nilpotent. Clearly, if  is nilpotent, then its
minimum polynomial divides T m for some m, and so the eigenvalues of  are all zero, even
in kal. From linear algebra, we know that the converse is also true, and so  is unipotent if
and only if its eigenvalues in kal all equal 1.
Let  be an endomorphism of a ﬁnite-dimensional vector space V over k. We say that
 has all of its eigenvalues in k if the characteristic polynomial P.T/ of  splits in kX:
P.T/ D .T  a1/n1 .T  ar/nr; ai 2 k:
For each eigenvalue a of  in k, the generalized eigenspace is deﬁned to be:
Va D fv 2 V j . a/Nv D 0; N sufﬁciently divisible39g:
38Consider for example, the subgroup B D
  
0 
	
of GL2 acting on V D kk and suppose that a vector
v 2 .V V _/
n is ﬁxed by B. Then g 7! gv is a regular map GL2=B ! .V V _/
n of algebraic varieties
(not afﬁne). But GL2=B ' P1, and so any such map is trivial. Therefore, v is ﬁxed by GL2, and so B0 D B.
Cf 7.62.
38By this I mean that there exists an N0 such that the statement holds for all positive integers divisible by
N0, i.e., that N is sufﬁciently large for the partial ordering
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PROPOSITION 10.11 If  has all of its eigenvalues in k, then V is a direct sum of its
generalized eigenspaces:
V D
M
i Vai.
PROOF. Let P.T/ be a polynomial in kT such that P./ D 0, and suppose that P.T/ D
Q.T/R.T/ with Q and R relatively prime. Then there exist polynomials a.T/ and b.T/
such that
a.T/Q.T/Cb.T/R.T/ D 1:
For any v 2 V ,
a./Q./vCb./R./v D v, (92)
whichimpliesimmediatelythatKer.Q.//\Ker.R.//D0. Moreover, becauseQ./R./D
0, (92) expresses v as the sum of an element of Ker.R.// and an element of Ker.Q.//.
Thus, V is the direct sum of Ker.Q.// and Ker.P.//.
On applying this remark repeatedly, we ﬁnd that
V D Ker.T  a1/n1 Ker..T  a2/n2 .T  ar/nr/ D  D
M
i Ker.T  ai/ni;
as claimed. 2
THEOREM 10.12 Let V be a ﬁnite-dimensional vector space over a perfect ﬁeld. For any
automorphism  of V , there exist unique automorphisms s and u of V such that
(a)  D s u D us, and
(b) s is semisimple and u is unipotent.
Moreover, each of s and u is a polynomial in .
PROOF. Assume ﬁrst that  has all of its eigenvalues in k, so that V is a direct sum of the
generalized eigenspaces of , say, V D
L
1imVai where the ai are the distinct roots of
P . Deﬁne s to be the automorphism of V that acts as ai on Vai for each i. Then s is a
semisimple automorphism of V , and u
def D  1
s commutes with s (because it does on
each Va) and is unipotent (because its eigenvalues are 1). Thus s and u satisfy (a) and
(b).
Because the polynomials .T  ai/ni are relatively prime, the Chinese remainder theo-
rem shows that there exists a Q.T/ 2 kT such that
Q.T/  ai mod .T  ai/ni; i D 1;:::;m:
Then Q./ acts as ai on Vai for each i, and so s D Q./, which is a polynomial in .
Similarly,  1
s 2 k, and so u
def D  1
s 2 k.
It remains to prove the uniqueness of s and u. Let  D s u be a second decom-
position satisfying (a) and (b). Then s and u commute with , and therefore also with s
and u (because they are polynomials in ). It follows that  1
s s is semisimple and that
u 1
u is unipotent. Since they are equal, both must equal 1. This completes the proof in
this case.
In the general case, because k is perfect, there exists a ﬁnite Galois extension k0 of
k such that  has all of its eigenvalues in k0. Choose a basis for V , and use it to attach
matrices to endomorphisms of V and k0
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the proof allows us to write A D AsAu D AuAs with As a semisimple matrix and Au a
unipotent matrix with entries in k0; moreover, this decomposition is unique.
Let  2 Gal.k0=k/, and for a matrix B D .bij/, deﬁne B to be .bij/. Because A has
entries in k, A D A. Now
A D .As/.Au/
is again a decomposition of A into commuting semisimple and unipotent matrices. By
the uniqueness of the decomposition, As D As and Au D Au. Since this is true for all
 2 Gal.K=k/, the matrices As and Au have entries in k. Now  D s u, where s and
u are the endomorphisms with matrices As and Au, is a decomposition of  satisfying (a)
and (b).
Finally, the ﬁrst part of the proof shows that there exist ai 2 k0 such that
As D a0Ca1ACCan 1An 1 .n D dimV /:
The ai are unique, and so, on applying , we ﬁnd that they lie in k. Therefore,
s D a0Ca1CCan 1n 1 2 k:
Similarly, u 2 k. 2
The automorphisms s and u are called the semisimple and unipotent parts of , and
 D s u D us
is the (multiplicative) Jordan decomposition of .
PROPOSITION 10.13 Let  and  be automorphisms of vector spaces V and W over a
perfect ﬁeld, and let 'WV ! W be a linear map. If '  D ', then ' s D s ' and
'u D u'.
PROOF. It sufﬁces to prove this after an extension of scalars, and so we may suppose that
both  and  have all of their eigenvalues in k. Recall that s acts on each generalized
eigenspace Va, a 2 k, as multiplication by a. As ' obviously maps Va into Wa, it follows
that 's D s '. Similarly, ' 1
s D  1
s ', and so 'u D u'. 2
COROLLARY 10.14 Every subspace W of V stable under  is stable under s and u, and
jW D sjW ujW is the Jordan decomposition of jW:
PROOF. It follows from the proposition that W is stable under s and u, and it is obvious
that the decomposition jW D sjW ujW has the properties to be the Jordan decompo-
sition. 2
PROPOSITION 10.15 For any automorphisms  and  of vector spaces V and W over a
perfect ﬁeld,
.
/s D s 
s
.
/u D u
u:10. Recovering a group from its representations; Jordan decompositions 135
PROOF. It sufﬁces to prove this after an extension of scalars, and so we may suppose that
both  and  have all of their eigenvalues in k. For any a;b 2 k, Va
k Wb  .V 
k W /ab,
and so s
s and .
/s both act on Va
kWb as multiplication by ab. This shows that
.
/s D s 
s. Similarly, . 1
s 
 1
s / D .
/ 1
s , and so .
/u D u
u. 2
A
10.16 Let k be a nonperfect ﬁeld of characteristic 2, so that there exists an a 2 k that is
not a square in k, and let M D
 
0 1
a 0

. In k
p
a, M has the Jordan decomposition
M D
p
a 0
0
p
a

0 1=
p
a p
a 0

:
These matrices do not have coefﬁcients in k, and so, if M had a Jordan decomposition in
M2.k/, it would have two distinct Jordan decompositions in M2.k
p
a/, contradicting the
uniqueness.
INFINITE-DIMENSIONAL VECTOR SPACES
Let V be a vector space, possibly inﬁnite dimensional, over a perfect ﬁeld k. An endomor-
phism  of V is locally ﬁnite if V is a union of ﬁnite-dimensional subspaces stable under
. A locally ﬁnite endomorphism is semisimple (resp. locally nilpotent, locally unipotent)
if its restriction to each stable ﬁnite-dimensional subspace is semisimple (resp. nilpotent,
unipotent).
Let  be a locally ﬁnite automorphism of V . By assumption, every v 2 V is contained
in a ﬁnite-dimensional subspace W stable under , and we deﬁne s.v/ D .jW /s.v/.
According to (10.12), this is independent of the choice of W , and so in this way we get a
semisimple automorphism of V . Similarly, we can deﬁne u. Thus:
THEOREM 10.17 For any locally ﬁnite automorphism  of V , there exist unique automor-
phisms s and u such that
(a)  D s u D us; and
(b) s is semisimple and u is locally unipotent.
For any ﬁnite-dimensional subspace W of V stable under ,
jW D .sjW /.ujW / D .ujW /.sjW /
is the Jordan decomposition of jW .
JORDAN DECOMPOSITIONS IN ALGEBRAIC GROUPS
Finally, we are able to prove the following important theorem.
THEOREM 10.18 Let G be an algebraic group over a perfect ﬁeld k. For any g 2 G.k/
there exist unique elements gs;gu 2 G.k) such that, for all representations .V;rV / of G,
rV .gs/ D rV .g/s and rV .gu/ D rV .g/u. Furthermore,
g D gsgu D gugs: (93)136 I. Basic Theory of Afﬁne Groups
PROOF. In view of (10.13) and (10.15), the ﬁrst assertion follows immediately from (10.2)
applied to the families .rV .g/s/V and .rV .g/u/V . Now choose a faithful representation rV .
Because
rV .g/ D rV .gs/rV .gu/ D rV .gu/rV .gs/;
(93) follows. 2
The elements gs and gu are called the semisimple and unipotent parts of g, and g D
gsgu is the Jordan decomposition of g.
10.19 To check that a decomposition g D gsgu is the Jordan decomposition, it sufﬁces
to check that r.g/ D r.gs/r.gu/ is the Jordan decomposition of r.g/ for a single faithful
representation of G.
10.20 HomomorphismsofgroupspreserveJordandecompositions. Toseethis, letWG !
G0 be a homomorphism and let g D gsgu be a Jordan decomposition in G.k/. For any rep-
resentation 'WG0 ! GLV , ' is a representation of G, and so .'/.g/ D ..'/.gs//
..'/.gu// is the Jordan decomposition in GL.V /. If we choose ' to be faithful, this
implies that .g/ D .gs/.gu/ is the Jordan decomposition of .g/.
NOTES Our proof of the existence of Jordan decompositions (Theorem 10.18) is the standard one,
except that we have made Lemma 10.1 explicit. As Borel has noted (1991, p. 88; 2001, VIII 4.2,
p. 169), the result essentially goes back to Kolchin 1948, 4.7.
10c Homomorphisms and functors
NOTES This section needs to be reworked. The proof of 10.22 requires the semisimplicity of the
category of representations of a reductive group in characteristic zero, and so needs to be moved.
Throughout this subsection, k is a ﬁeld.
PROPOSITION 10.21 Let f WG ! G0 be a homomorphism of afﬁne groups over k, and let
!f be the corresponding functor Repk.G0/ ! Repk.G/.
(a) f is faithfully ﬂat if and only if !f is fully faithful and every subobject of !f .X/,
for X0 2 ob.Repk.G//, is isomorphic to the image of a subobject of !f .X0/.
(b) f is a closed immersion if and only if every object of Repk.G/ is isomorphic to a
subquotient of an object of the form of !f .X0/, X0 2 ob.Repk.G0//.
PROOF. (a) If G
f
! G0 is faithfully ﬂat, and therefore an epimorphism, then Repk.G0/
can be identiﬁed with the subcategory of Repk.G/ of representations G ! GL.W / fac-
toring through G0. It is therefore obvious that !f has the stated properties. Conversely,
if !f is fully faithful, it deﬁnes an equivalence of Repk.G0/ with a full subcategory of
Repk.G/, and the second condition shows that, for X0 2 ob.Repk.G0//, hX0i is equivalent
to h!f .X/i. Let G D SpecB and G0 D SpecB0; then (11c) shows that
B0 D lim
  !
End.!0jhX0i/_ D lim
  !
End.!jh!f .X0/i/_  lim
  !
End.!jhXi/_ D B;
and B ! B0 being injective implies that G ! G0 is faithfully ﬂat (6.43).11. Characterizations of categories of representations 137
(b) Let C be the strictly full subcategory of Repk.G/ whose objects are isomorphic to
subquotients of objects of the form of !f .X0/. The functors
Repk.G0/ ! C ! Repk.G/
correspond to homomorphisms of k-coalgebras
B0 ! B00 ! B
where G D SpecB and G0 D SpecB0. An argument as in the above above proof shows that
B00 !B isinjective. Moreover, forX0 2ob.Repk.G0//, End.!jh!f .X/i/!End.!0jhX0i/
is injective, and so B0 ! B00 is surjective. If f is a closed immersion, then B0 ! B is sur-
jective and it follows that B00 
! B, and C D Repk.G/. Conversely, if C D Repk.G/,
B00 D B and B0 ! B is surjective. [Take a faithful representation of G0; it is also a faithful
representation of G, etc..] 2
PROPOSITION 10.22 LetG andG0 bealgebraicgroupsoveraﬁeldk ofcharacteristiczero,
and assume G is reductive. Let f WG ! G0 be a homomorphism, and let !f WRep.G0/ !
Rep.G/ be the functor .r;V / 7! .r ;V /. Then:
(a) f is a quotient map if and only if !f is fully faithful;
(b) f is an embedding if and if every object of Repk.G/ is isomorphic to a direct factor
of an object of the form !f .V /.
PROOF. Omitted for the present (Deligne and Milne 1982, 2.21, 2.29). 2
11 Characterizations of categories of representations
Pontryagin duality has two parts. First it shows that a locally compact abelian group G can
be recovered from its dual G_. This it does by showing that the canonical map G !G__ is
an isomorphism. Secondly, it characterizes the abelian groups that arise as dual groups. For
example, it shows that the duals of discrete abelian groups are exactly the compact abelian
groups, and that the duals of locally compact abelian groups are exactly the locally compact
abelian groups.
In 10 we showed how to recover an algebraic group G from its “dual” Rep.G/ (recon-
struction theorem). In this section, we characterize the categories that arise as the category
of representations of an algebraic or afﬁne group (description theorem).
Throughout, k is a ﬁeld. In Theorems 11.1, 11.5, 11.13, and 11.14, C is a small category
(or, at least, admits a set of representatives for its isomorphism classes of objects).
11a Categories of comodules
An additive category C is said to be k-linear if the Hom sets are k-vector spaces and com-
position is k-bilinear. Functors of k-linear categories are required to be k-linear, i.e., the
maps Hom.a;b/ ! Hom.Fa;Fb/ deﬁned by F are required to be k-linear. Recall that
Veck denotes the category of ﬁnite-dimensional vector spaces over k.
THEOREM 11.1 Let C be a k-linear abelian category, and let !WC ! Veck be an exact
faithful k-linear functor. Then there exists a coalgebra C such that C is equivalent to the
category of C-comodules of ﬁnite dimension.138 I. Basic Theory of Afﬁne Groups
The proof will occupy the rest of this subsection.
For an object X in C, !.idX/ D !.0/ if and only if idX D 0. Therefore, X is the zero
object if and only if !.X/ is the zero object. It follows that, if !./ is a monomorphism
(resp. an epimorphism, resp. an isomorphism), then so also is . For objects X, Y of C,
Hom.X;Y / is a subspace of Hom.!X;!Y /, and hence has ﬁnite dimension.
For monomorphisms X
x
 ! Y and X0 x0
 ! Y with the same target, write x  x0 if there
exists a morphism X ! X0 (necessarily unique) giving a commutative triangle. The lattice
of subobjects of Y is obtained from the collection of monomorphisms by identifying two
monomorphisms x and x0 if x x0 and x0 x. The functor ! maps the lattice of subobjects
of Y injectively40 to the lattice of subspaces of !Y. Hence X has ﬁnite length.
Similarly ! maps the lattice of quotient objects of Y injectively to the lattice of quotient
spaces of !Y.
For X in C, we let hXi denote the full subcategory of C whose objects are the quotients
of subobjects of direct sums of copies of X. For example, if C is the category of ﬁnite-
dimensional comodules over a coalgebra C, and then hV iD Comod.CV / for any comodule
V (see 8.38).
Let X be an object of C. For any subset S of !.X/, there exists a smallest subobject Y
of X such that !.Y /  S, namely, the intersection of all such subobjects, which we call the
subobject of X generated by S:
Y  X  ! S  !.Y /  !.X/:
An object Y is monogenic if it is generated by a single element, i.e., there exists a y 2!.Y /
such that the only subobject Y 0 of Y such y 2 !.Y 0/ is Y itself.
PROOF IN THE CASE THAT C IS GENERATED BY A SINGLE OBJECT
In the next three lemmas, we assume that C D hXi for an object X, and we let n D
dimk!.X/.
LEMMA 11.2 For any monogenic object Y of C,
dimk!.Y /  n2:
PROOF. By hypothesis, Y DY1=Y2 where Y1 is isomorphic to a subobject of Xm for some
m. Let y 2 !.Y / generate Y , and let y1 be an element of !.Y1/ whose image in !.Y / is
y. Let Z be the subobject of Y1 generated by y1. The image of Z in Y D Y1=Y2 is Y, and
so it sufﬁces to prove the lemma for Z, i.e., we may suppose that Y  Xm for some m. We
shall show that it is possible to take m  n, from which the statement follows.
Suppose that m > n. We have y 2 !.Y /  !.Xm/ D !.X/m. Let y D .y1;:::;ym/ in
!.X/m. Since m > n, there exist ai 2 k, not all zero, such that
P
aiyi D 0. The ai deﬁne
a surjective morphism Xm ! X whose kernel N is isomorphic to Xm 1.41 As y 2 !.N/,
40If !.X/ D !.X0/, then the kernel of
 x
x0

WX X0 ! Y
projects isomorphically onto each of X and X0 (because it does after ! has been applied).
41Let A be an m 1m matrix such that

a1:::am
A

is invertible. Then AWXm ! Xm 1 deﬁnes an
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we have Y  N. We have shown that Y embeds into Xm 1. Continue in this fashion until
Y  Xm with m  n. 2
As dimk!.Y / can take only ﬁnitely many values when Y is monogenic, there exists a
monogenic P for which dimk!.P/ has its largest possible value. Let p 2 !.P/ generate
P.
LEMMA 11.3 (a) The pair .P;p/ represents the functor !.
(b) The object P is a projective generator42 for C.
PROOF. (a) Let X be an object of C, and let x 2 !.X/; we have to prove that there exists
a unique morphism f WP ! X such that !.f / sends p to x. The uniqueness follows from
the fact p generates P. To prove the existence, let Q be the smallest subobject of P X
such that !.Q/ contains .p;x/. The morphism Q ! P deﬁned by the projection map is
surjective because P is generated by p. Therefore,
dimk!.Q/  dimk!.P/;
but becausedimk.!.P//is maximal, equality musthold, andsoQ!P is anisomorphism.
The composite of its inverse with the second projection Q ! X is a morphism P ! X
sending p to x.
(b) The object P is projective because ! is exact, and it is a generator because ! is
faithful. 2
Let A D End.P/ — it is a k-algebra of ﬁnite dimension as a k-vector space (not neces-
sarily commutative) — and let hP be the functor X   Hom.P;X/.
LEMMA 11.4 The functor hP is an equivalence from C to the category of right A-modules
of ﬁnite dimension over k. Its composite with the forgetful functor is canonically isomor-
phic to !.
PROOF. Because P is a generator, the hP is fully faithful, and because P is projective, it
is exact. It remains to prove that it is essentially surjective.
Let M be a ﬁnite-dimensional right A-module, and choose a ﬁnite presentation for M,
Am 
 ! An ! M ! 0
where  is an mn matrix with coefﬁcients in A. This matrix deﬁnes a morphism P m !
P n whose cokernel X has the property that hP.X/ ' M.
For the second statement,
!.X/ ' Hom.P;X/ ' Hom.hP.P/;hP.X// D Hom.A;hP.X// ' hP.X/: 2
As A is a ﬁnite k-algebra, its linear dual C D A_ is a k-coalgebra, and to give a right
A-module structure on a k-vector space is the same as giving a left C-comodule structure
(see 8.7). Together with (11.4), this completes the proof in the case that C D hXi. Note that
A
def D End.P/ ' End.hP/ ' End.!/;
and so
C ' End.!/_.
42An object P of a category is a generator of the category if the functor Hom.P; / is faithful, and an
object P of an abelian category is projective if Hom.P; / is exact.140 I. Basic Theory of Afﬁne Groups
PROOF IN THE GENERAL CASE
We now consider the general case. For an object X of C, let AX be the algebra of endo-
morphisms of !jhXi, and let CX D A_
X. For each Y in hXi, AX acts on !.Y / on the left,
and so !.Y / is a right C-comodule; moreover, Y   !.Y / is an equivalence of categories
hXi ! Comod.CX/:
Deﬁne a partial ordering on the set of isomorphism classes of objects in C by the rule:
X  Y  if hXi  hY i.
Note that X;Y XY , so that we get a directed set, and that if XY , then restric-
tion deﬁnes a homomorphism AY ! AX. When we pass to the limit over the isomorphism
classes, we obtain the following more precise form of the theorem.
THEOREM 11.5 Let C be a k-linear abelian category and let !WC ! Veck be a k-linear
exact faithful functor. Let C D lim
  !
End.!jhXi/_. For each object Y in C, the vector
space !.Y / has a natural structure of right C-comodule, and the functor Y   !.Y / is an
equivalence of categories C ! Comod.C/.
EXAMPLE 11.6 Let A be a ﬁnite k-algebra (not necessarily commutative). Because A is
ﬁnite, its dual A_ is a coalgebra (5c), and we saw in (8.7) that left A-module structures on
k-vector space correspond to right A_-comodule structures. If we take C to be Mod.A/, !
to the forgetful functor, and X to be AA in the above discussion, then
End.!jhXi/_ ' A_,
and the equivalence of categories C ! Comod.A_/ in (11.5) simply sends an A-module V
to V with its canonical A_-comodule structure.
ASIDE 11.7 Let C be a k-linear abelian category with a tensor product structure (see 11.13). A
coalgebra in C is an object C of C together with morphisms WC ! C 
C and WC ! k such
that the diagrams (29) commute. Similarly, it is possible to deﬁne the notion of C-comodule in C.
Assume that there exists an exact faithful k-linear functor preserving tensor products. Then there
exists a coalgebra C in C together with a coaction of C on each object of C such that, for every
exact faithful k-linear functor ! to Veck preserving tensor products, !.C/ ' lim
  !
End.!jhXi/_ (as
coalgebras) and ! preserves the comodule structures. Moreover, the tensor product makes C into a
bialgebra in C, and if C has duals, then C is a Hopf algebra.
ASIDE 11.8 For the proof of Theorem 11.5, we have followed Serre 1993, 2.5. For a slightly
different proof, see Deligne and Milne 1982, 2, or Saavedra Rivano 1972. It is also possible to use
Grothendieck’s theorem that a right exact functor is pro-representable. Let P pro-represent !, and
let A be the endomorphism ring of P.
11b Categories of comodules over a bialgebra
Let C be a coalgebra over k. We saw in (8e), that a bialgebra structure on C deﬁnes a
tensor product structure on Comod.C/, and that an inversion on C deﬁnes duals. In this
section we prove the converse: a tensor product structure on Comod.C/ deﬁnes a bialgebra
structure on C, and the existence of duals implies the existence of an inversion.11. Characterizations of categories of representations 141
11.9 Let A be a ﬁnite k-algebra (not necessarily commutative), and let R be a commuta-
tive k-algebra. Consider the functors
Mod.A/
!
        !
forget
Vec.k/
R
              !
V 7!R
kV
Mod.R/:
For M 2 ob.Mod.A//, let M0 D !.M/. An element  of End.R !/ is a family of R-
linear maps
MWR
k M0 ! R
k M0,
functorial in M. An element of R
k A deﬁnes such a family, and so we have a map
WR
k A ! End.R!/;
which we shall show to be an isomorphism by deﬁning an inverse . Let ./DA.1
1/.
Clearly  D id, and so we only have to show  D id. The A-module A
k M0 is a
direct sum of copies of A, and the additivity of  implies that A
M0 D A
idM0. The
map a
m 7! amWA
k M0 ! M is A-linear, and hence
R
k A
k M0         ! R
k M
? ?
yA
idM0
? ?
yM
R
k A
k M0         ! R
k M
commutes. Therefore
M.1
m/ D A.1/
m D ..//M.1
m/ for 1
m 2 R
M;
i.e.,  D id.
11.10 Let C be a k-coalgebra, and let !C be the forgetful functor on Comod.C/. Then
C ' lim
  !
End.!CjhXi/_: (94)
For a ﬁnite k-algebra A, (11.9) says that A ' End.!/. Therefore, for any ﬁnite k-coalgebra
C, we have C ' End.!C/_. On passing to the limit, we get (94).
Let WC ! C0 be a homomorphism of k-coalgebras. A coaction V ! V 
C de-
ﬁnes a coaction V ! V 
C0 by composition with idV 
. Thus,  deﬁnes a functor
FWComod.C/ ! Comod.C0/ such that
!C0 F D !C. (95)
LEMMA 11.11 EveryfunctorFWComod.C/!Comod.C0/satisfying(95)arises, asabove,
from a unique homomorphism of k-coalgebras C ! C0.
PROOF. The functor F deﬁnes a homomorphism
lim
  !
End.!C0jhFXi/ ! lim
  !
End.!CjhXi/;
and lim
  !
End.!C0jhFXi/ is a quotient of lim
  !
End.!C0jhXi/. On passing to the duals, we get
a homomorphism
lim
  !
End.!CjhXi/_ ! lim
  !
End.!C0jhXi/_
and hence a homomorphism C ! C0. This has the required property. 2142 I. Basic Theory of Afﬁne Groups
Again, let C be a coalgebra over k. Recall (5.4) that C 
C is again a coalgebra over
k. A coalgebra homomorphism mWC 
C ! C deﬁnes a functor
mWComod.C/Comod.C/ ! Comod.C/
sending .V;W / to V 
W with the coaction
V 
W
V 
W
 ! V 
C 
W 
C ' V 
W 
C 
C
V 
W 
m
 ! V 
W 
C
(cf. 8.5b, 8e).
PROPOSITION 11.12 The map m 7! m deﬁnes a one-to-one correspondence between the
set of k-coalgebra homomorphisms mWC 
C ! C and the set of k-bilinear functors
WComod.C/Comod.C/ ! Comod.C/
such that .V;W / D V 
W as k-vector spaces.
(a) The homomorphism m is associative (i.e., the left hand diagram in (28) commutes) if
and only if the canonical isomorphisms of vector spaces
u
.v
w/ 7! .u
v/
wWU 
.V 
W / ! .U 
V /
W
are isomorphisms of C-comodules for all C-comodules U, V , W .
(b) The homomorphism m is commutative (i.e., m.a;b/ D m.b;a/ for all a;b 2 C) if
and only if the canonical isomorphisms of vector spaces
v
w 7! w
vWV 
W ! W 
V
are isomorphisms of C-comodules for all C-comodules W;V .
(c) There is an identity map eWk ! C (i.e., a k-linear map such that the right hand dia-
gram in (28) commutes) if and only if there exists a C-comodule U with underlying
vector space k such that the canonical isomorphisms of vector spaces
U 
V ' V ' V 
U
are isomorphisms of C-comodules for all C-comodules V .
PROOF. The pair .Comod.C/Comod.C/;!
!/, with .!
!/.X;Y / D !.X/
!.Y /
(as a k-vector space), satisﬁes the conditions of (11.5), and lim
  !
End.! 
!jh.X;Y /i/_ D
C 
C. Thus the ﬁrst statement of the proposition follows from (11.11). The remaining
statements are easy. 2
Let !WA ! B be a faithful functor. We say that a morphism !X ! !Y lives in A if it
lies in Hom.X;Y /  Hom.!X;!Y /.
For k-vector spaces U;V;W , there are canonical isomorphisms
U;V;W WU 
.V 
W / ! .U 
V /
W; u
.v
w/ 7! .u
v/
w
U;V WU 
V ! V 
U; u
v 7! v
u.
THEOREM 11.13 Let C be a k-linear abelian category, and let 
WCC ! C be k-bilinear
functor. Let !WC ! Veck be a k-linear exact faithful functor such that11. Characterizations of categories of representations 143
(a) !.X 
Y / D !.X/
!.Y / for all X;Y ;
(b) the isomorphisms !X;!Y;!Z and !X;!Y live in C for all X;Y;Z;
(c) there exists an (identity) object 1 1 in C such that !.1 1/ D k and the canonical isomor-
phisms
!.1 1/
!.X/ ' !.X/ ' !.X/
!.1 1/
live in C.
Let B D lim
  !
End.!jhXi/_, so that ! deﬁnes an equivalence of categories C ! Comod.B/
(Theorem 11.5). Then B has a unique structure .m;e/ of a commutative k-bialgebra such
that 
 D m and !.1 1/ D .k
e
 ! B ' k
B/.
PROOF. To give a bi-algebra structure on a coalgebra .A;;/, one has to give coalgebra
homomorphisms .m;e/ that make A into an algebra (5.7), and a bialgebra is a commutative
bi-algebra (5k). Thus, the statement is an immediate consequence of Proposition 11.12. 2
11c Categories of representations of afﬁne groups
THEOREM 11.14 Let C be a k-linear abelian category, let 
WCC ! C be a k-bilinear
functor. Let ! be an exact faithful k-linear functor C ! Veck satisfying the conditions (a),
(b), and (c) of (11.13). For each k-algebra R, let G.R/ be the set of families
.V /V 2ob.C/; V 2 EndR-linear.!.V /R/;
such that
 V 
W D V 
W for all V;W 2 ob.C/,
 1 1 D id!.1 1/ for every identity object of 1 1 of C, and
 W !./R D !./RV for all arrows  in C.
Then G is an afﬁne monoid over k, and ! deﬁnes an equivalence of tensor categories over
k,
C ! Rep.G/:
When ! satisﬁes the following condition, G is an afﬁne group:
(d) for any object X such that !.X/ has dimension 1, there exists an object X 1 in C
such that X 
X 1  1 1.
PROOF. Theorem 11.13 allows us to assume that C D Comod.B/ for B a k-bialgebra, and
that 
 and ! are the natural tensor product structure and forgetful functor. Let G be the
monoid corresponding to B. Using (11.9) we ﬁnd that, for any k-algebra R,
End.!/.R/
def D End.R!/ D lim
   
Homk-lin.BX;R/ D Homk-lin.B;R/.
Anelement2Homk-lin.BX;R/correspondstoanelementofEnd.!/.R/commutingwith
the tensor structure if and only if  is a k-algebra homomorphism; thus
End
.!/.R/ D Homk-alg.B;R/ D G.R/:
We have shown that End
.!/ is representable by an afﬁne monoid G D SpecB and that !
deﬁnes an equivalence of tensor categories
C ! Comod.B/ ! Repk.G/.
On applying (d) to the highest exterior power of an object of C, we ﬁnd that End
.!/ D
Aut
.!/, which completes the proof. 2144 I. Basic Theory of Afﬁne Groups
REMARK 11.15 Let.C;!/be.Repk.G/;forget/. Onfollowingthroughtheproofof(11.14)
in this case one recovers Theorem 10.2: Aut
.!G/ is represented by G.
NOTES Add discussion of how much of this section extends to base rings k. (Cf. mo3131.)
12 Finite ﬂat afﬁne groups
In this section, we allow k to be a commutative ring, but we emphasise the case of a ﬁeld.
As usual, unadorned tensor products are over k. In the remainder of this chapter, we shall
need to use only the results on ´ etale afﬁne groups over a ﬁeld.
12a Deﬁnitions
Let k be a commutative ring. Recall (CA 10.4) that the following conditions on a k-module
M are equivalent: M is ﬁnitely generated and projective; M is “locally free” over k (ibid.
(b) or (c)); M is ﬁnitely presented and ﬂat.
DEFINITION 12.1 A ﬁnite ﬂat afﬁne group over k is an afﬁne group G such that O.G/
satisﬁes these equivalent conditions.43,44 For such an afﬁne group, the function
p 7! dimk.p/M 
k.p/WSpec.k/ ! N
is locally constant; here k.p/ is the ﬁeld of fractions of k=p. It is called the order of G over
k.
When k is a ﬁeld, the ﬂatness is automatic, and we usually simply speak of a ﬁnite afﬁne
group over k. Thus a ﬁnite afﬁne group over k is an afﬁne group such that dimkO.G/ is
ﬁnite (and dimkO.G/ is then the order of G over k). We say that an afﬁne group is an
afﬁne p-group if it is ﬁnite and its order is a power of p.
12b ´ Etale afﬁne groups
´ ETALE k-ALGEBRAS (k A FIELD)
Let k be a ﬁeld, and let A be a ﬁnite k-algebra. For any ﬁnite set S of maximal ideals in A,
the Chinese remainder theorem (CA 2.12) says that the map A !
Q
m2S A=m is surjective
with kernel
T
m2S m. In particular, jSj  AWk, and so A has only ﬁnitely many maximal
ideals. If S is the set of all maximal ideals in A, then
T
m2S m is the nilradical N of A (CA
11.8), and so A=N is a ﬁnite product of ﬁelds.
PROPOSITION 12.2 The following conditions on a ﬁnite k-algebra A are equivalent:
(a) A is a product of separable ﬁeld extensions of k;
(b) A
kal is a product of copies of kal;
43A ﬁnite ﬂat group scheme over a ring is afﬁne, and so
ﬁnite ﬂat afﬁne group = ﬁnite ﬂat group scheme.
44One can deﬁne a ﬁnite afﬁne group G over k to be an afﬁne group such that O.G/ is of ﬁnite presentation,
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(c) A
kal is reduced.
PROOF. (a))(b). We may suppose that A itself is a separable ﬁeld extension of k. From
the primitive element theorem (FT 5.1), we know that A D k for some . Because k
is separable over k, the minimum polynomial f.X/ of  is separable, which means that
f.X/ D
Y
.X  i/; i ¤ j for i ¤ j;
in kalX. Now
A
k kal ' .kX=.f //
kal ' kalX=.f /,
and, according to the Chinese remainder theorem (CA 2.12),
kalX=.f / '
Y
i kalX=.X  i/ ' kalkal.
(b))(c). Obvious.
(c))(a). The map a7!a
1W A!A
kkal is injective, and so A is reduced. Therefore
the above discussion shows that it is a ﬁnite product of ﬁelds. Let k0 one of the factors of
A. If k0 is not separable over k, then k has characteristic p ¤ 0 and there exists an element
 of k0 whose minimum polynomial is of the form f.Xp/ with f 2 kX (see FT 3.6, et
seq.). Now
k
kal ' .kX=.f.Xp//
kal ' kalX=.f.Xp//;
which is not reduced because f.Xp/ is a pth power in kalX. Hence A
kal is not re-
duced. 2
DEFINITION 12.3 A k-algebra is ´ etale if it is ﬁnite and it satisﬁes the equivalent conditions
of the proposition.45
PROPOSITION 12.4 Finite products, tensor products, and quotients of ´ etale k-algebras are
´ etale.
PROOF. This is obvious from the condition (b). 2
COROLLARY 12.5 The composite of any ﬁnite set of ´ etale subalgebras of a k-algebra is
´ etale.
PROOF. Let Ai be ´ etale subalgebras of B. Then A1An is the image of the map
a1

an 7! a1anWA1

An ! B;
and so is a quotient of A1

An. 2
PROPOSITION 12.6 If A is ´ etale over k, then A
kk0 is ´ etale over k0 for any ﬁeld extension
k0 of k.
45This agrees with Bourbaki’s terminology (Bourbaki A, V 6): Let A be an algebra over a ﬁeld k. We say
that A is diagonalizable if there exists an integer n  0 such that A is isomorphic to the product algebra kn. We
say that A is ´ etale if there exists an extension L of k such that the algebra L
k A deduced from A by extension
of scalars is diagonalizable.146 I. Basic Theory of Afﬁne Groups
PROOF. Let k0al be an algebraic closure of k0, and let kal be the algebraic closure of k in
kal. Then
k0         ! k0al
x
? ?
x
? ?
k         ! kal
is commutative, and so
.A
k k0/
k0 k0al '
 
A
k kal

kal k0al
' .kalkal/
kal k0al
' k0alk0al: 2
CLASSIFICATION OF ´ ETALE k-ALGEBRAS (k A FIELD)
Let ksep be the composite of the subﬁelds k0 of kal separable over k. If k is perfect, for
example, of characteristic zero, then ksep D kal. Let   be the group of k-automorphisms of
ksep. For any subﬁeld K of ksep, ﬁnite and Galois over k, an easy Zorn’s lemma argument46
shows that
 7! jKW  ! Gal.K=k/
is surjective. Let X be a ﬁnite set with an action of   ,
  X ! X:
Wesaythattheactionis47 continuousifitfactorsthrough  !Gal.K=k/forsomesubﬁeld
K of ksep ﬁnite and Galois over k.
For an ´ etale k-algebra A, let
F.A/ D Homk-alg.A;kal/ D Homk-alg.A;ksep/:
Then   acts on F.A/ through its action on ksep:
.f /.a/ D .f.a//;  2   , f 2 F.A/, a 2 A:
The images of all homomorphisms A ! ksep will lie in some ﬁnite Galois extension of k,
and so the action of   on F.A/ is continuous.
THEOREM 12.7 The map A F.A/ deﬁnes a contravariant equivalence from the category
´ etale k-algebras to the category of ﬁnite sets with a continuous action of   .
PROOF. This is a restatement of the fundamental theorem of Galois theory (FT 3), and is
left as an exercise to the reader (the indolent may see Waterhouse 1979, 6.3). 2
46Let 0 2 Gal.K=k/. Apply Zorn’s lemma to the set of all pairs .E;/ where E is a subﬁeld of ksep
containing k and  is homomorphism E ! ksep whose restriction to K is 0.
47Equivalently, the action is continuous relative to the discrete topology on X and the Krull topology on  
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12.8 We explain the theorem in more detail. Let N k D ksep, and let   D Gal.N k=k/. Then
  acts on F.A/
def D Homk-alg.A; N k/ through its action on N k:
 D   for  2   ,  2 F.A/:
For any ´ etale k-algebra A, there is a canonical isomorphism
a
c 7! .ac/2F.A/WA
 N k ! N kF.A/; (96)
where
N kF.A/ def D Hom.F.A/; N k/ D
Y
2F.A/k; k D N k:
In other words, N kF.A/ is a product of copies of N k indexed by the elements of F.A/. When
we let   act on A
 N k through its action of N k and on N kF.A/ through its actions on both N k
and F.A/,
.f /./ D .f. 1//;  2  ; f WF.A/ ! N k;  2 F.A/;
then the (96) becomes equivariant. Now:
(a) for any ´ etale k-algebra A,
A D .A
 N k/  I
(b) for any ﬁnite set S with a continuous action of   , .N kS/  is an ´ etale k-subalgebra of
N kS, and
F..N kS/  / ' S:
Therefore, A   F.A/ is an equivalence of categories with quasi-inverse S 7! .N kS/  .
12.9 Suppose that A is generated by a single element, say, A D k ' kX=.f.X//.
Then A is ´ etale if and only if f.X/ has distinct roots in kal. Assume this, and choose f.X/
to be monic. A k-algebra homomorphism A!ksep is determined by the image of , which
can be any root of f in ksep. Therefore, F.A/ can be identiﬁed with the set of roots of f in
ksep. Suppose F.A/ decomposes into r orbits under the action of   , and let f1;:::;fr be
the monic polynomials whose roots are the orbits. Then each fi is stable under   , and so
has coefﬁcients in k (FT 7.8). It follows that f D f1fr is the decomposition of f into
its irreducible factors over k, and that
A '
Y
1ir kX=.fi.X//
is the decomposition of A into a product of ﬁelds.
´ ETALE AFFINE GROUPS OVER A FIELD
Letk beaﬁeld. AnafﬁnegroupG overk is ´ etaleifO.G/isan ´ etalek-algebra; inparticular,
an ´ etale afﬁne group is ﬁnite (hence algebraic).48
48Algebraic geometers will recognize that an afﬁne group G is ´ etale if and only if the morphism of schemes
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REMARK 12.10 Recall (6.26) that an algebraic group G over k is smooth if and only if
O.G/
kal is reduced. Therefore, a ﬁnite afﬁne group G over k is ´ etale if and only if it
is smooth. If k has characteristic zero, then every ﬁnite afﬁne group is ´ etale (6.31). If k is
perfect of characteristic p ¤ 0, then O.G/pr
is a reduced Hopf algebra for some r (6.35);
as the kernel of the map x 7! xpr
WO.G/ ! O.G/pr
has dimension a power of p, we see
that a ﬁnite afﬁne group of order n is ´ etale if p does not divide n.
Let A be the category of ´ etale k-algebras. The functor G   O.G/ is an equivalence
from the category of ´ etale afﬁne groups over k to the category of group objects in the cate-
gory Aopp (see 5f). As G.ksep/ D Homk-alg.O.G/;ksep/, when we combine this statement
with Theorem 12.7, we obtain the following theorem.
THEOREM 12.11 The functor G   G.ksep/ is an equivalence from the category of ´ etale
algebraic groups over k to the category of ﬁnite groups endowed with a continuous action
of   .
Let K be a subﬁeld of ksep containing k, and let   0 be the subgroup of   consisting of
the  ﬁxing the elements of K. Then K is the subﬁeld of ksep of elements ﬁxed by   0 (see
FT 7.10), and it follows that G.K/ is the subgroup G.ksep/ of elements ﬁxed by   0:
EXAMPLES
For an ´ etale algebraic group G, the order of G is the order of the (abstract) group G.kal/.
Since Aut.X/D1 when X is a group of order 1 or 2, there is exactly one ´ etale algebraic
group of order 1 and one of order 2 over k (up to isomorphism).
Let X be a group of order 3. Such a group is cyclic and Aut.X/ D Z=2Z. Therefore
the ´ etale algebraic groups of order 3 over k correspond to homomorphisms   ! Z=2Z
factoring through Gal.K=k/ for some ﬁnite Galois extension K of k. A separable quadratic
extension K of k deﬁnes such a homomorphism, namely,
 7! jKW  ! Gal.K=k/ ' Z=2Z
and all nontrivial such homomorphisms arise in this way (see FT 7). Thus, up to isomor-
phism, there is exactly one ´ etale algebraic group GK of order 3 over k for each separa-
ble quadratic extension K of k, plus the constant group G0. For G0, G0.k/ has order 3.
For GK, GK.k/ has order 1 but GK.K/ has order 3. There are inﬁnitely many distinct
quadratic extensions of Q, for example, Q
p
 1, Q
p
2, Q
p
3, :::, Q
p
p, :::. Since
3.Q/ D 1 but 3.Q
3 p
1/ D 3, 3 must be the group corresponding to Q
3 p
1.
FINITE ´ ETALE AFFINE GROUPS OVER RING
DEFINITION 12.12 A k-algebra A is ´ etale if it is ﬂat of ﬁnite presentation over k and
A
k.p/ is ´ etale over the ﬁeld k.p/ for all prime ideals p in k.
Assume that Speck is connected, and let x be a homomorphism from k into an alge-
braicallyclosedﬁeld
. Foraﬁnite ´ etalek-algebraA, letF.A/denotethesetHomk-alg.A;
/.
Then A   F.A/ is a functor, and we let   be its automorphism group. Then   is a proﬁ-
nite group, which is called the fundamental group 1.Speck;x/ of Speck. It acts on each12. Finite ﬂat afﬁne groups 149
set F.A/, and the functor F is a contravariant equivalence from the category of ﬁnite ´ etale
k-algebras to the category of ﬁnite sets with a continuous action of   .
An afﬁne group G over k is ´ etale if O.G/ is an ´ etale k-algebra. As in the case that k is
a ﬁeld, the functor
G   G.
/
is an equivalence from the category of ´ etale afﬁne groups over k to the category of ﬁnite
groups endowed with a continuous action of   .
12c Finite ﬂat afﬁne groups in general
Recall that the augmentation ideal IG of an afﬁne group G is the kernel of WO.G/ ! k.
PROPOSITION 12.13 Let G be a ﬁnite afﬁne group over a ﬁeld k of characteristic p ¤ 0,
and suppose that xp D 0 for all x 2 IG. For any basis x1;:::;xr of IG=I2
G, the monomials
x
m1
1 xmr
r ; 0  mi < p
form a basis for O.G/ as a k-vector space (and so O.G/Wk D pr).
PROOF. Omitted for the moment (see Waterhouse 1979, 11.4). 2
The proposition says that O.G/ ' kX1;:::;Xr=.X
p
1 ;:::;X
p
r /. This generalizes.
THEOREM 12.14 Let G be a ﬁnite group scheme over a perfect ﬁeld k of characteristic
p ¤ 0 such that jGj is connected. For any basis x1;:::;xr of IG=I2
G, there exist integers
e1;:::;er  1 such that
O.G/ ' kX1;:::;Xr=.X
pe1
1 ;:::;Xper
r /:
PROOF. Omitted for the moment (see Waterhouse 1979, 14.4). 2
Let k be nonperfect, and let a 2 k rkp. The subgroup G of Ga Ga deﬁned by
the equations xp2
D 0, yp D axp is ﬁnite and connected, but O.G/ is not a truncated
polynomial algebra, i.e., (12.14) fails for G .Waterhouse 1979, p. 113).
CLASSIFICATION OF FINITE COMMUTATIVE AFFINE GROUPS OVER A PERFECT
FIELD (DIEUDONN´ E MODULES)
Let k be a perfect ﬁeld of characteristic p. A ﬁnite group scheme over k of order prime to
p is ´ etale, which can be understood in terms of the Galois group of k, and so it remains to
classify the p-groups.
Let W be the ring of Witt vectors with entries in k. Thus W is a complete discrete
valuation ring with maximal ideal generated by p D p1W and residue ﬁeld k. For example,
if k DFp, then W DZp. The Frobenius automorphism  of W is the unique automorphism
such that a  ap .mod p/:150 I. Basic Theory of Afﬁne Groups
THEOREM 12.15 There exists a contravariant equivalence G   M.G/ from the category
of commutative ﬁnite afﬁne p-groups to the category of triples .M;F;V / in which M is a
W -module of ﬁnite length and F and V are endomorphisms of M satisfying the following
conditions (c 2 W , m 2 M):
F.cm/ D cFm
V.cm/ D cVm
FV D pidM D VF:
The order of G is plength.M.G//. For any perfect ﬁeld k0 containing k, there is functorial
isomorphism
M.Gk0/ ' W.k0/
W.k/M.G/:
PROOF. The proof is quite long, and will not be included. See Demazure 1972, Chap. III,
or Pink 2005. 2
For example:
M.Z=pZ/ D W=pW; F D 1; V D 0I
M.p/ D W=pW; F D 0; V D pI
M.p/ D W=pW; F D 0; V D 0:
The module M.G/ is called the Dieudonn´ e module of G.
Thetheoremisveryimportantsinceitreducesthestudyofcommutativeafﬁnep-groups
over perfect ﬁelds to semi-linear algebra. There are important generalizations of the theo-
rem to discrete valuation, and other, rings.
12d Cartier duality
In this subsection, we allow k to be a ring.
LetG bea ﬁniteﬂatcommutative afﬁnegroup withbialgebra.O.G/;m;e;;/. Recall
(5i)thattheCartierdualG_ ofG istheafﬁnegroupwithbialgebra.O.G/_;_;_;m_;e_/.
The functor G   G_ is a contravariant equivalence of the category of ﬁnite ﬂat commuta-
tive afﬁne groups with itself, and .G_/_ ' G. Our goal in this subsection is to describe the
afﬁne group G_ as a functor.
For k-algebra R, let Hom.G;Gm/.R/ be the set of homomorphisms of WGR ! GmR
of afﬁne groups over R. This becomes a group under the multiplication
.12/.g/ D 1.g/2.g/; g 2 G.R0/; R0 an R-algebra.
In this way,
R   Hom.G;Gm/.R/
becomes a functor Algk ! Grp.
THEOREM 12.16 There is a canonical isomorphism
G_ ' Hom.G;Gm/
of functors Algk ! Grp.12. Finite ﬂat afﬁne groups 151
PROOF. Let R be a k-algebra. We have
G.R/ D HomR-alg.O.G/;R/ ,! HomR-lin.O.G/;R/ D O.G_/R: (97)
The multiplication in O.G/ corresponds to comultiplication in O.G_/, from which it fol-
lows that the image of (97) consists of the group-like elements in O.G_/R. On the other
hand, we know that Hom.G_
R;Gm/ also consists of the group-like elements in O.G_/R.
Thus,
G.R/ ' Hom.G_;Gm/.R/:
This isomorphism is natural in R, and so we have shown that G ' Hom.G_;Gm/. To
obtain the required isomorphism, replace G with G_ and use that .G_/_ ' G. 2
NOTES For more on Cartier duality, see Pink 2005, 24, and the notes on Cartier duality on Ching-
Li Chai’s website
EXAMPLE 12.17 Let G D p, so that O.G/ D kX=.Xp/ D kx. Let 1;y;y2;:::;yp 1
be the basis of O.G_/ D O.G/_ dual to 1;x;:::;xp 1. Then yi D iyi; in particular,
yp D 0. In fact, G_ ' p, and the pairing is
a;b 7! exp.ab/Wp.R/p.R/ ! R
where
exp.ab/ D 1C
ab
1
C
.ab/2
2
CC
.ab/p 1
.p 1/
.
ASIDE 12.18 The theory of ﬁnite ﬂat afﬁne groups, or ﬁnite ﬂat group schemes to use the more
common term, is extensive. See Tate 1997 for a short introduction.
PROPOSITION 12.19 An algebraic group G over a ﬁeld is ﬁnite if and only if there exists a
representation .V;r/ such that every representation of G is a subquotient49 of V n for some
n  0.
PROOF. If G is ﬁnite, then the regular representation X of G is ﬁnite-dimensional, and
(8.36) says that it has the required property. Conversely if, with the notations of (11a),
Repk.G/ D hXi, then G D SpecB where B is the linear dual of the ﬁnite k-algebra AX.2
12e Exercises
EXERCISE 12-1 Show that A is ´ etale if and only if there are no nonzero k-derivations
DWA ! k. [Regard A as a left A-module by left multiplication. Let A be a k-algebra and
M an A-module. A k -derivation is a k-linear map DWA ! M such that
D.fg/ D f D.g/CgD.f / (Leibniz rule).]
EXERCISE 12-2 How many ﬁnite algebraic groups of orders 1;2;3;4 are there over R (up
to isomorphism)?
49Here V n is a direct sum of n copies of V , and subquotient means any representation isomorphic to a
subrepresentation of a quotient (equivalently, to a quotient of a subrepresentation).152 I. Basic Theory of Afﬁne Groups
EXERCISE 12-3 (Waterhouse 1979, Exercise 9, p. 52). Let G be a ﬁnite group scheme.
Show that the following are equivalent:
(a) O.Gred/ is ´ etale;
(b) Gred is a subgroup of G;
(c) G is isomorphic to the semi-direct product of G and 0G.
13 The connected components of an algebraic group
Recall that a topological space X is connected if it is not the union of two disjoint nonempty
open subsets. This amounts to saying that, apart from X itself and the empty set, there is
no subset of X that is both open and closed. For each point x of X, the union of the
connected subsets of X containing x is again connected, and so it is the largest connected
subset containing x — it is called the connected component of x. The set of the connected
components of the points of X is a partition of X by closed subsets. Write 0.X/ for the
set of connected components of X.
In a topological group G, the connected component of the neutral element is a closed
normal connected subgroup G of G, called the neutral (or identity) component of G.
Therefore, the quotient 0.G/ D G=G is a separated topological group. For example,
GL2.R/ has two connected components, namely, the identity component consisting of the
matrices with determinant >0 and another connected component consisting of the matrices
with determinant < 0.
In this section, we discuss the identity component G of an afﬁne group and the (´ etale)
quotient group 0.G/ of its connected components. Throughout, k is a ﬁeld.
13a Some commutative algebra
Throughout this subsection, A is a commutative ring. An element e of A is idempotent if
e2 D e. For example, 0 and 1 are both idempotents — they are called the trivial idempo-
tents. Idempotents e1;:::;en are orthogonal if eiej D 0 for i ¤ j. Any sum of orthogonal
idempotents is again idempotent. A ﬁnite set fe1;:::;eng of orthogonal idempotents is
complete if e1CCen D 1. Any ﬁnite set of orthogonal idempotents fe1;:::;eng can be
completed by adding the idempotent e D 1 .e1CCen/.
If A D A1An (direct product of rings), then the elements
e1 D .1;0;:::/, e2 D .0;1;0;:::/, :::, en D .0;:::;0;1/
form a complete set of orthogonal idempotents. Conversely, if fe1;:::;eng is a complete set
of orthogonal idempotents in A, then Aei becomes a ring with the addition and multiplica-
tion induced by that of A (but with the identity element ei), and A ' Ae1Aen.
LEMMA 13.1 The space specA is disconnected if and only if A contains a nontrivial idem-
potent.
PROOF. Let e be a nontrivial nilpotent, and let f D 1 e. For a prime ideal p, the map
A ! A=p must send exactly one of e or f to a nonzero element. This shows that specA
is a disjoint union of the sets50 D.e/ and D.f /, each of which is open. If D.e/ D specA,
50The set D.e/ consists of the prime ideals of A not containing e, and V.a/ consists of all prime ideals
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then e would be a unit (CA 2.2), and hence can be cancelled from ee D e to give e D 1.
Therefore D.e/ ¤ specA, and similarly, D.f / ¤ specA.
Conversely, supposethatspecAisdisconnected, say, thedisjointunionoftwononempty
closed subsets V.a/ and V.b/. Because the union is disjoint, no prime ideal contains both
a and b, and so aCb D A. Thus aCb D 1 for some a 2 a and b 2 b. As ab 2 a\b,
all prime ideals contain ab, which is therefore nilpotent (CA 2.5), say .ab/m D 0. Any
prime ideal containing am contains a; similarly, any prime ideal containing bm contains b;
thus no prime ideal contains both am and bm, which shows that .am;bm/ D A. Therefore,
1 D ramCsbm for some r;s 2 A. Now
.ram/.sbm/ D rs.ab/m D 0;
.ram/2 D .ram/.1 sbm/ D ram,
.sbm/2 D sbm
ramCsbm D 1;
and so fram;sbmg is a complete set of orthogonal idempotents. Clearly V.a/  V.ram/
and V.b/  V.sbm/. As V.ram/\V.sbm/ D ;, we see that V.a/ D V.ram/ and V.b/ D
V.sbm/, and so each of ram and sbm is a nontrivial idempotent. 2
PROPOSITION 13.2 Let fe1;:::;eng be a complete set of orthogonal idempotents in A.
Then
specA D D.e1/t:::tD.en/
is a decomposition of specA into a disjoint union of open subsets. Moreover, every such
decomposition arises in this way.
PROOF. Let p be a prime ideal in A. Because A=p is an integral domain, exactly one of the
ei’s maps to 1 in A=p and the remainder map to zero. This proves that specA is the disjoint
union of the sets D.ei/.
Now consider a decomposition
spmA D U1t:::tUn
each Ui open. We use induction on n to show that it arises from a complete set of orthogonal
idempotents. When n D 1, there is nothing to prove, and when n  2, we write
spmA D U1t.U2t:::tUn/.
The proof of the lemma shows that there exist orthogonal idempotents e1, e0
1 2 A such that
e1Ce0
1 D 1 and
U1 D D.e1/
U2t:::tUn D D.e0
1/ D specAe0
1:
By induction, there exist orthogonal idempotents e2;:::;en in Ae0
1 such that e2CCen D
e0
1 and Ui D D.ei/ for i D 2;:::;n. Now fe1;:::;eng is a complete set of orthogonal
idempotents in A such that Ui D D.ei/ for all i. 2154 I. Basic Theory of Afﬁne Groups
13.3 Recall that a ring A is said to be Jacobson if every prime ideal is an intersection of
maximal ideals, and that every ﬁnitely generated algebra over a ﬁeld is Jacobson (see CA
12.3 et seq.). In a Jacobson ring, the nilradical is an intersection of maximal ideals. When
A is Jacobson, “prime ideal” can be replaced by “maximal ideal” and “spec” with “spm”
in the above discussion. In particular, for a Jacobson ring A, there are natural one-to-one
correspondences between
 the decompositions of spm.A/ into a ﬁnite disjoint union of open subspaces,
 the decompositions of A into a ﬁnite direct products of rings, and
 the complete sets of orthogonal idempotents in A.
Now consider a ring A D kX1;:::;Xn=a. When k is algebraically closed
spmA ' the zero set of a in kn
as topological spaces (Nullstellensatz, CA 11.6), and so spmA is connected if and only if
the zero set of a in kn is connected.
LEMMA 13.4 Let A be a ﬁnitely generated algebra over a separably closed ﬁeld k. The
number of connected components of spmA is equal to the largest degree of an ´ etale k-
subalgebra of A (and both are ﬁnite).
PROOF. Because spmA is noetherian, it is a ﬁnite disjoint union of its connected compo-
nents, each of which is open (CA 12.12). Let E be an ´ etale k-subalgebra of A. Because k
is separably closed, E is a product of copies of k. A decomposition of E corresponds to
a complete set .ei/1im of orthogonal idempotents in E, and m D EWk. Conversely, a
complete set .ei/1im of orthogonal idempotents in A deﬁnes an ´ etale k-subalgebra of A
of degree m, namely,
P
kei. Thus the statement follows from the above remark. 2
LEMMA 13.5 Let A be a ﬁnitely generated k-algebra. Assume that k is algebraically
closed, and let K be an algebraically closed ﬁeld containing k. If spmA is connected,
so also is spmAK.
PROOF. Write A D kX1;:::;Xn=a, so that AK D KX1;:::;Xn=b where b is the ideal
generated by a. By assumption, the zero set V.a/ of a in kn is connected. As the closure
of a connected set is connected, it sufﬁces to show that the zero set V.b/ of b in Kn is the
Zariski closure of V.a/. Let f 2 KX1;:::;Xn be zero on V.a/. Choose a basis .ai/i2I
for K over k, and write
f D
X
i aifi (fi 2 kX1;:::;Xn, ﬁnite sum).
As f is zero on V.a/, so also is each fi. By the Strong Nullstellensatz (CA 11.7), this
implies that each fi lies in the radical of a, which implies that f is zero on V.b/. 2
LEMMA 13.6 Let A and B be ﬁnitely generated algebras over an algebraically closed ﬁeld
k. If spmA and spmB are connected, then so also is spmA
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PROOF. Because of the Nullstellensatz, we can identify spmA
B with spmAspmB (as
a set). Let m1 2 spmA. The k-algebra homomorphisms
B ' .A=m1/
B  A
B
give continuous maps
n 7! .m1;n/Wspm.B/ ' spm.A=m1
B/
closed
,! spm.A
B/:
Similarly, for n2 2 spmB, we have
m 7! .m;n2/Wspm.A/ ' spm.A
B=n2/
closed
,! spm.A
B/:
As spmA and spmB are connected, this shows that .m1;n1/ and .m2;n2/ lie in the same
connected component of spmAspmB for every n1 2 spmB and m2 2 spmA. 2
ASIDE 13.7 On Cn there are two topologies: the Zariski topology, whose closed sets are the zero
sets of collections of polynomials, and the complex topology. Clearly Zariski-closed sets are closed
for the complex topology, and so the complex topology is the ﬁner than the Zariski topology. It
follows that a subset of Cn that is connected in the complex topology is connected in the Zariski
topology. The converse is false. For example, if we remove the real axis from C, the resulting space
is not connected for the complex topology but it is connected for the topology induced by the Zariski
topology (a nonempty Zariski-open subset of C can omit only ﬁnitely many points). Thus the next
result is a surprise:
If V  Cn is closed and irreducible for the Zariski topology, then it is connected for
the complex topology.
For the proof, see Shafarevich 1994, VII 2.
13b ´ Etale subalgebras
Let A be a ﬁnitely generated k-algebra. An ´ etale k-subalgebra of A will give an ´ etale
kal-subalgebra of the same degree of Akal, and so its degree is bounded by the number of
connected components of spmAkal (13.4). The composite of two ´ etale subalgebras of A is
´ etale (12.5), and so there is a largest ´ etale k-subalgebra 0.A/ of A, containing all other
´ etale subalgebras.
Let K be a ﬁeld containing k. Then 0.A/
k K is an ´ etale subalgebra of A
k K (see
12.6). We shall need to know that it is the largest ´ etale subalgebra.
PROPOSITION 13.8 Let A be a ﬁnitely generated k-algebra, and let K be a ﬁeld containing
k. Then
0.A/
k K D 0.A
k K/:
PROOF. If 0.A/
K is not the largest ´ etale subalgebra of A
K, then 0.A/
L will not
be the largest ´ etale subalgebra in A
L for any ﬁeld L containing K. Therefore, it sufﬁces
to prove the proposition for a ﬁeld L containing K.
We ﬁrst prove the statement with K D ksep. It follows from (12.8) that the ´ etale k-
algebras in A are in canonical one-to-one correspondence with the ´ etale ksep-algebras in
A
ksep stable under the action of   DGal.ksep=k/ (acting on the second factor). Because156 I. Basic Theory of Afﬁne Groups
it is the (unique) largest ´ etale ksep-algebra in A
ksep, 0.A
ksep/ is stable under the
action of   . Under the correspondence
0.A
ksep/ $ 0.A
ksep/ 
0.A/
ksep $ 0.A/:
As 0.A/
ksep  0.A
ksep/, we have 0.A/  0.A
ksep/  . But 0.A/ is the
largest ´ etale k-algebra in A, and so 0.A/ D 0.A
ksep/  . Therefore 0.A/
ksep D
0.A
ksep/.
We next prove the statement when k D ksep and K D kal. If K ¤ k, then k has charac-
teristic p ¤ 0 and K is purely inseparable over it. Let e1;:::;em be a basis of idempotents
for 0.A
K/. Write ej D
P
ai 
ci with ai 2 A and ci 2 K. For some r, all the elements
c
pr
i lie in k, and then e
pr
j D
P
a
pr
i 
c
pr
i 2 A. But ej D e
pr
j , and so 0.A
K/ has a
basis in A.
Finally, we prove the statement when k and K are both algebraically closed. We may
suppose that A is not a product of k-algebras, and so has no nontrivial idempotents. We
have to show that then A
K also has no nontrivial idempotents, but this follows from
13.5. 2
COROLLARY 13.9 LetAbeaﬁnitelygeneratedk-algebra. Thedegree0.A/Wkof0.A/
is equal to the number of connected components of spm.A
kal/:
PROOF. We have
0.A/Wk D 0.A/
kalWkal D 0.A
kal/Wkal;
and so this follows from 13.4. 2
Let A and A0 be ﬁnitely generated k-algebras. Then 0.A/
0.A0/ is an ´ etale subal-
gebra of A
A0 (see 12.4). We shall need to know that it is the largest ´ etale subalgebra.
PROPOSITION 13.10 Let A and A0 be ﬁnitely generated k-algebras. Then
0.A
A0/ D 0.A/
0.A0/:
PROOF. As 0.A/
0.A0/  0.A
A0/, we may suppose that k is algebraically closed
(13.8), and we may replace each of A and A0 with a direct factor and so suppose that
0.A/ D 1 D 0.A0/. We then have to show that 0.A
A0/ D 1, but this follows from
13.6. 2
ASIDE 13.11 Let V be an algebraic variety over a ﬁeld k, and let 0.Vksep/ be the set of connected
components of V over ksep. Then 0.Vksep/ is a ﬁnite set with an action of Gal.ksep=k/, and so
deﬁnes an ´ etale k-algebra B. Let 0.V / D spmB. Then 0.V / is an algebraic variety, (ﬁnite and)
´ etale over k, and there is a canonical morphism V ! 0.V / of algebraic varieties whose ﬁbres are
connected.51 For a projective variety, this is the Stein factorization of the morphism V ! Spmk (cf.
Hartshorne 1977, III, 11.5). For an afﬁne variety V D spmA, 0.V / D spm.0.A//.
51More precisely, let m be a point of spm.0.V //, and let k.m/ be the residue ﬁeld at m (ﬁnite extension of
k). Then the ﬁbre over m is a geometrically connected algebraic variety over k.m/.13. The connected components of an algebraic group 157
13c Algebraic groups
Let G be an algebraic group with coordinate ring A D O.G/. The map WA ! A
A
is a k-algebra homomorphism, and so sends 0.A/ into 0.A
A/
13.10 D 0.A/
0.A/.
Similarly, SWA ! A sends 0.A/ into 0.A/, and we can deﬁne  on 0.A/ to be the
restriction of  on A. Therefore 0.A/ is a Hopf subalgebra of A.
DEFINITION 13.12 Let G be an algebraic group over a ﬁeld k.
(a) The group of connected components 0.G/ of G is the quotient algebraic group
corresponding to the Hopf subalgebra 0.O.G// of O.G/:
(b) The identity component G of G is the kernel of the homomorphism G ! 0.G/.
PROPOSITION 13.13 The following four conditions on an algebraic group G are equiva-
lent:
(a) the ´ etale afﬁne group 0.G/ is trivial;
(b) the topological space spm.O.G// is connected;
(c) the topological space spm.O.G// is irreducible;
(d) the ring O.G/=N is an integral domain.
PROOF. (b))(a). Remark 13.3 implies that 0.O.G// has no nontrivial idempotents, and
so is a ﬁeld. The existence of the k-algebra homomorphism WO.G/ ! k implies that
0.O.G// D k.
(c))(b). Trivial.
(d),(c). In general, spmA is irreducible if and only if the nilradical of A is prime (see
6.4).
(a))(d). If 0.G/ is trivial, so also is 0.Gkal/ (Lemma 13.8). Write spmO.Gkal/ as a
union of its irreducible components. No irreducible component is contained in the union of
theremainder. Therefore, thereexistsapointthatliesonexactlyoneirreduciblecomponent.
By homogeneity (6.12), all points have this property, and so the irreducible components are
disjoint. As spmO.Gkal/ is connected, there must be only one, and so Gkal is irreducible.
Let N0 be the nilradical of O.Gkal/ D kal
k O.G/ — we have shown that O.Gkal/=N0 is
an integral domain. As the canonical map O.G/=N ! O.Gkal/=N0 is injective, we obtain
(d). 2
PROPOSITION 13.14 The ﬁbres of the map jGj ! j0.G/j are the connected components
of the topological space jGj.
PROOF. The connected components of jGj and the points of j0.G/j are both indexed by
the elements of a maximal complete set of orthogonal idempotents. 2
PROPOSITION 13.15 Every homomorphism from G to an ´ etale algebraic group factors
uniquely through G ! 0.G/.
PROOF. Let G ! H be a homomorphism from G to an ´ etale algebraic group H. The
image of O.H/ in O.G/ is ´ etale (see 12.4), and so is contained in 0.O.G//
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PROPOSITION 13.16 The subgroup G of G is connected, and every homomorphism from
a connected algebraic group to G factors through G ! G.
PROOF. The homomorphism of k-algebras WO.0G/ ! k decomposes O.0G/ into a
direct product
O.0G/ D kB.
Let e D .1;0/. Then the augmentation ideal of O.0G/ is .1 e/, and
O.G/ D eO.G/.1 e/O.G/
with eO.G/ ' O.G/=.1   e/O.G/ D O.G/ (see 7.15). Clearly, k D 0.eO.G// '
0.O.G//. Therefore 0G D 1, which implies that G is connected.
If H is connected, then the composite H ! G ! 0.G/ has trivial image. 2
PROPOSITION 13.17 The subgroup G is the unique connected normal afﬁne subgroup of
G such that G=G is ´ etale.
PROOF. The subgroup G is normal with ´ etale quotient by deﬁnition, and we have shown
it to be connected. Suppose that H is a second normal algebraic subgroup of G. If G=H is
´ etale, then (by (a)) the homomorphism G ! G=H factors through 0.G/, and so we get a
commutative diagram
1         ! G         ! G         ! 0G         ! 1
? ? y
  
? ? y
1         ! H         ! G         ! G=H         ! 1
with exact rows. The similar diagram with each  replaced with .R/ gives, for each k-
algebra R, an exact sequence
1 ! G.R/ ! H.R/ ! .0G/.R/: (98)
Since this functorial in R, it gives a sequence of algebraic groups
1 ! G ! H ! 0G:
The exactness of (98) shows that G is the kernel of H ! 0G. This map factors through
0H, and so if 0H D 1, its kernel is H: therefore G ' H. 2
Proposition 13.17 says that, for any algebraic group G, there is a unique exact sequence
1 ! G ! G ! 0.G/ ! 1
such that G is connected and 0.G/ is ´ etale. This is sometimes called the connected-´ etale
exact sequence.
The next proposition says that the functors G   0G and G   G commute with
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PROPOSITION 13.18 For any ﬁeld extension k0  k,
0.Gk0/ ' 0.G/k0
.Gk0/ ' .G/k0:
In particular, G is connected if and only if Gk0 is connected.
PROOF. As O.Gk0/ ' O.G/
k k0, this follows from (13.8). 2
PROPOSITION 13.19 For any algebraic groups G and G0,
0.GG0/ ' 0.G/0.G0/
.GG0/ ' GG0:
In particular, GG0 is connected if and only if both G and G0 are connected.
PROOF. ThecoordinateringO.GG0/'O.G/
O.G0/, andsothisfollowsfrom(13.10).2
REMARK 13.20 Let G be an algebraic group over k. For any ﬁeld k0 containing k, Propo-
sition 13.18 shows that G is connected if and only if Gk0 is connected. In particular, if an
algebraic group G over a ﬁeld is connected, then so also is Gkal. In other words, a con-
nected algebraic group is geometrically connected. This is false for algebraic varieties: for
example,
X2CY 2 D 0
is connected over R (even irreducible), but becomes a disjoint union of the two lines
X CiY D 0
over C — the ring RX;Y =.X2CY 2/ is an integral domain, but
CX;Y =.X2CY 2/ ' CX;Y =.X CiY /CX;Y =.X  iY /.
The reason for the difference is the existence of the homomorphism WO.G/ ! k (the neu-
tral element of G.k/). An integral afﬁne algebraic variety V over a ﬁeld k is geometrically
connected if and only if k is algebraically closed in O.V /, which is certainly the case if
there exists a k-algebra homomorphism O.V / ! k (AG 11.5).
PROPOSITION 13.21 Let
1 ! N ! G ! Q ! 1
be an exact sequence of algebraic groups. If N and Q are connected, so also is G; con-
versely, if G is connected, so also is Q.
PROOF. Assume N and Q are connected. Then N is contained in the kernel of G !
0.G/, so this map factors through G ! Q (see 7.56), and therefore has image f1g. Con-
versely, since G maps onto 0.Q/, it must be trivial if G is connected. 2160 I. Basic Theory of Afﬁne Groups
EXAMPLES
13.22 Let G be ﬁnite. When k has characteristic zero, G is ´ etale, and so G D 0.G/ and
G D 1. Otherwise, there is an exact sequence
1 ! G ! G ! 0.G/ ! 1:
When k is perfect, the homomorphism G ! 0.G/ has a section, and so G is a semidirect
product
G D Go0.G/:
To see this, note that the homomorphism Gred ! 0.G/ is an isomorphism because both
groups are smooth, and it is an isomorphism on kal-points:
Gred.kal/ D G.kal/

 ! 0.G/.kal/:
13.23 The groups Ga, GLn, Tn (upper triangular), Un (strictly upper triangular), Dn are
connected because in each case O.G/ is an integral domain. For example,
kTn D kGLn=.Xij j i > j/;
which is isomorphic to the polynomial ring in the symbols Xij, 1  i  j  n, with the
product X11Xnn inverted.
13.24 For the group G of monomial matrices (3.12), 0.O.G// is a product of copies of
k indexed by the elements of Sn. Thus, 0G D Sn (regarded as a constant algebraic group
(5.23)), and G D Dn.
13.25 The group SLn is connected. As we noted in the proof of (7.32), the natural iso-
morphism
A;r 7! Adiag.r;1;:::;1/WSLn.R/Gm.R/ ! GLn.R/
(of set-valued functors) deﬁnes an isomorphism of k-algebras
O.GLn/ ' O.SLn/
O.Gm/;
andthealgebraontherightcontainsO.SLn/. Inparticular, O.SLn/isasubringofO.GLn/,
and so is an integral domain.
13.26 Assume char.k/ ¤ 2. For any nondegenerate quadratic space .V;q/, the algebraic
group SO.q/ is connected. It sufﬁces to prove this after replacing k with kal, and so we
may suppose that q is the standard quadratic form X2
1 CCX2
n, in which case we write
SO.q/ D SOn. The latter is shown to be connected in Exercise 13-4 below.
The determinant deﬁnes a quotient map O.q/ ! f1g with kernel SO.q/. Therefore
O.q/ D SO.q/ and 0.O.q// D f1g (constant algebraic group).
13.27 The symplectic group Sp2n is connected (for some hints on how to prove this, see
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ASIDE 13.28 According to (13.7) and (13.13), an algebraic group G over C is connected if and
only if G.C/ is connected for the complex topology. Thus, we could for example deduce that GLn
is a connected algebraic group from knowing that GLn.C/ is connected for the complex topology.
However, it is easier to deduce that GLn.C/ is connected from knowing that GLn is connected (of
course, this requires the serious theorem stated in (13.7)).
A
13.29 An algebraic group G over R may be connected without G.R/ being connected,
and conversely. For example, GL2 is connected as an algebraic group, but GL2.R/ is not
connected for the real topology, and 3 is not connected as an algebraic group, but 3.R/D
f1g is certainly connected for the real topology.
13d Afﬁne groups
Let G be an afﬁne group, and write G Dlim
   i2I Gi where .Gi/i2I is the family of algebraic
quotients of G (see 8.23). Deﬁne
G D lim
   i2I G
i ;
0G D lim
   i2I 0Gi:
PROPOSITION 13.30 Assumek hascharacteristiczero. AnalgebraicgroupG isconnected
if and only if, for every representation V on which G acts nontrivially, the full subcategory
of Rep.G/ of subquotients of V n, n  0, is not stable under 
.
PROOF. In characteristic zero, all ﬁnite groups are ´ etale. Therefore, a group G is connected
if and only if there is no non-trivial epimorphism G ! G0 with G0 ﬁnite. According to
(8.63), thisisequivalentto Repk.G/havingnonon-trivialsubcategoryofthetypedescribed
in (12.19). 2
NOTES Discuss connectedness over a base ring (or scheme). Not of much interest. More important
istolook attheconnectednessof theﬁbres. Thestrong connectedness conditionisthatthe geometric
ﬁbres are connected, i.e., that for an algebraic group G over a commutative ring R, the algebraic
group GK is connected for every homomorphism R ! K from R into an algebraically closed ﬁeld
K.
13e Exercises
EXERCISE 13-1 Showthatif1!N !G !Q!1isexact, soalsois0.N/!0.G/!
0.Q/ ! 1 (in an obvious sense). Give an example to show that 0.N/ ! 0.G/ need not
be injective.
EXERCISE 13-2 What is the map O.SLn/ ! O.GLn/ deﬁned in example 13.25?
EXERCISE 13-3 Prove directly that 0.O.On// D kk.
EXERCISE 13-4 (Springer 1998, 2.2.2). Assume k has characteristic ¤ 2. For any k-
algebra R, let V.R/ be the set of skew-symmetric matrices, i.e., the matrices A such that
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(a) Show that the functor R 7! V.R/ is represented by a ﬁnitely generated k-algebra A,
and that A is an integral domain.
(b) Show that A 7! .InCA/ 1.In A/ deﬁnes a bijection from a nonempty open subset
of SOn.kal/ onto an open subset of V.kal/.
(c) Deduce that SOn is connected.
EXERCISE 13-5 Let A be a product of copies of k indexed by the elements of a ﬁnite set
S. Show that the k-bialgebra structures on A are in natural one-to-one correspondence with
the group structures on S.
EXERCISE 13-6 Let G be a ﬁnite afﬁne group. Show that the following conditions are
equivalent:
(a) the k-algebra O.Gred/ is ´ etale;
(b) O.Gred/
O.Gred/ is reduced;
(c) Gred is a subgroup of GI
(d) G is isomorphic to the semi-direct product of G and 0G.
EXERCISE 13-7 Let k be a nonperfect ﬁeld of characteristic 2, so that there exists an a 2k
that is not a square. Show that the functor R   G.R/
def D fx 2 R j x4 D ax2g becomes a
ﬁnite commutative algebraic group under addition. Show that G.k/ has only one element
but 0.G/ has two. Deduce that G is not isomorphic to the semi-direct product of G and
0.G/. (Hence 13-6 shows that O.G/=N is not a Hopf algebra.)
EXERCISE 13-8 Let k be a ﬁeld of characteristic p. Show that the extensions
0 ! p ! G ! Z=pZ ! 0
with G a ﬁnite commutative algebraic group are classiﬁed by the elements of k=kp (the
split extension G D p Z=pZ corresponds to the trivial element in k=kp). Show that
Gred is not a subgroup of G unless the extension splits.
13f Where we are
As discussed in the ﬁrst section, every afﬁne algebraic group has a composition series with
the quotients listed at right:
afﬁne G
j ﬁnite ´ etale
connected G
j semisimple
solvable 
j torus
unipotent 
j unipotent
f1g
We have constructed the top segment of this picture. Next we look at tori and unipotent
groups. Then we study the most interesting groups, the semisimple ones, and ﬁnally, we
put everything together.14. Groups of multiplicative type; tori 163
14 Groups of multiplicative type; tori
In this section we study the afﬁne groups that become diagonalizable over an extension
ﬁeld. Through k is a ﬁeld.
We state for reference:
Gm.R/ D R O.Gm/ D kX;X 1 .X/ D X 
X .X/ D 1 S.X/ D X 1
n.R/ D f 2 R j n D 1g O.n/ D
kX
.Xn 1/ D kx .x/ D x
x .x/ D 1 S.x/ D xn 1
14a Group-like elements
DEFINITION 14.1 Let A D .A;;/ be a k-coalgebra. An element a of A is group-like if
.a/ D a
a and .a/ D 1.
LEMMA 14.2 The group-like elements in A are linearly independent.
PROOF. If not, it will be possible to express one group-like element e as a linear combina-
tion of other group-like elements ei ¤ e:
e D
P
i ciei, ci 2 k: (99)
We may even suppose that the ei occurring in the sum are linearly independent. Now
.e/ D e
e
(99)
D
P
i;j cicjei 
ej
.e/
(99)
D
P
i ci.ei/ D
P
i ciei 
ei:
The ei 
ej are also linearly independent, and so this implies that

cici D ci all i
cicj D 0 if i ¤ j:
We also know that
.e/ D 1
.e/ D
P
ci.ei/ D
P
ci:
On combining these statements, we see that the ci form a complete set of orthogonal idem-
potents in the ﬁeld k, and so one of them equals 1 and the remainder are zero, which
contradicts our assumption that e is not equal to any of the ei. 2
Let A be a k-bialgebra. If a and b are group-like elements in A, then
.ab/ D .a/.b/ D .a
a/.b
b/ D ab
ab
.ab/ D .a/.b/ D 1
because  and  are k-algebra homomorphisms. Therefore the group-like elements form a
submonoid of .A;/.
Let A be a Hopf algebra, and let a 2 A. If a is group-like, then
1 D .e/.a/
(34)
D .mult.S 
idA//.a/ D S.a/a,164 I. Basic Theory of Afﬁne Groups
and so a is a unit in A with a 1 D S.a/. Conversely, if a is a unit in A such that .a/ D
a
a, then
a
(30)
D ..;idA//.a/ D .a/a;
and so .a/ D 1. Thus the group-like elements of A are exactly the units such that .a/ D
a
a.
14b The characters of an afﬁne group
Recall that a character of an afﬁne group G is a homomorphism WG ! Gm. To give a
character  of G is the same as giving a homomorphism of k-algebras O.Gm/ ! O.G/
respecting the comultiplications, and this is the same as giving a unit a./ of O.G/ (the
image of X) such that .a.// D a./
a./. Therefore,  $ a./ is a one-to-one cor-
respondence between the characters of G and the group-like elements of O.G/.
For characters ;0, deﬁne
C0WG.R/ ! R
by
.C0/.g/ D .g/0.g/:
Then C0 is again a character, and the set of characters is an abelian group, denoted
X.G/. The correspondence  $ a./ between characters and group-like elements has the
property that
a.C0/ D a./a.0/:
ASIDE 14.3 Recall (2.16) that an element f of O.G/ can be regarded as a natural transformation
f WG ! A1. Suppose that

f.1G/ D 1; for 1G the identity element in G.R/, and
f.xy/ D f.x/f.y/; for x;y 2 G.R/, R a k-algebra. (100)
Then f.R/ takes values in R  A1.R/ and is a homomorphism G.R/ ! R. In other words, f is
a character of G. One can see directly from the deﬁnitions that the condition (100) holds if and only
if f is group-like.
14c The afﬁne group D.M/
Let M be a commutative group (written multiplicatively), and let kM be the k-vector
space with basis M. Thus, the elements of kM are ﬁnite sums
P
i aimi; ai 2 k; mi 2 M:
When we endow kM with the multiplication extending that on M,
 P
i aimi
P
j bjnj

D
P
i;j aibjminj;
then kM becomes a k-algebra, called the group algebra of M. It becomes a Hopf algebra
when we set
.m/ D m
m; .m/ D 1; S.m/ D m 1 .m 2 M/14. Groups of multiplicative type; tori 165
because, for m an element of the basis M,
.id
/..m// D m
.m
m/ D .m
m/
m D .
id/..m//,
.
id/..m// D 1
m; .id
/..m// D m
1;
.mult.S 
id//.m
m/ D 1 D .mult.id
S//.m
m/:
Note that kM is generated as a k-algebra by any set of generators for M, and so it is
ﬁnitely generated if M is ﬁnitely generated.
EXAMPLE 14.4 Let M be a cyclic group, generated by e.
(a) Case e has inﬁnite order. Then the elements of kM are the ﬁnite sums
P
i2Zaiei
with the obvious addition and multiplication, and .e/ D e 
e, .e/ D 1, S.e/ D
e 1. Therefore, kM ' kGm.
(b) Case e is of order n. Then the elements of kM are sums a0Ca1eCCan 1en 1
withtheobviousadditionandmultiplication(usingen D1), and.e/De
e, .e/D
1, and S.e/ D en 1. Therefore, kM ' kn.
EXAMPLE 14.5 Recall that if W and V are vector spaces with bases .ei/i2I and .fj/j2J,
then W 
k V is a vector space with basis .ei 
fj/.i;j/2IJ. Therefore, if M1 and M2 are
commutative groups, then
.m1;m2/ $ m1
m2WkM1M2 $ kM1
kM2
is an isomorphism of k-vector spaces, and one checks easily that it respects the Hopf k-
algebra structures.
PROPOSITION 14.6 For any commutative group M, the functor D.M/
R   Hom.M;R/ (homomorphisms of abelian groups)
is an afﬁne group, with coordinate ring kM. When M is ﬁnitely generated, the choice of
a basis for M determines an isomorphism of D.M/ with a ﬁnite product of copies of Gm
and various n’s.
PROOF. To give a k-linear map kM ! R is the same as giving a map M ! R. The map
kM ! R is a k-algebra homomorphism if and only if M ! R is a homomorphism from
M into R. This shows that D.M/ is represented by kM, and it is therefore an algebraic
group.
A decomposition of commutative groups
M  ZZZ=n1ZZ=nrZ;
deﬁnes a decomposition of k-bialgebras
kM  kGm

kGm
kn1

knr
(14.4,14.5). Since every ﬁnitely generated commutative group M has such a decomposi-
tion, this proves the second statement. 2166 I. Basic Theory of Afﬁne Groups
LEMMA 14.7 The group-like elements of kM are exactly the elements of M.
PROOF. Let e 2 kM be group-like. Then
e D
P
ciei for some ci 2 k, ei 2 M:
The argument in the proof of Lemma 14.2 shows that the ci form a complete set of orthog-
onal idempotents in k, and so one of them equals 1 and the remainder are zero. Therefore
e D ei for some i. 2
Thus
X.D.M// ' M:
The character of D.M/ corresponding to m 2 M is
D.M/.R/
def D Hom.M;R/
f 7!f.m/
            ! R def D Gm.R/:
SUMMARY 14.8 Let p be the characteristic exponent of k. Then:
D.M/ is algebraic  M is ﬁnitely generated
D.M/ is connected  M has only p-torsion
D.M/ is algebraic and smooth  M is ﬁnitely generated and has no p-torsion
D.M/ is algebraic, smooth, and connected  M is free and ﬁnitely generated.
14d Diagonalizable groups
DEFINITION 14.9 An afﬁne group G is diagonalizable if the group-like elements in O.G/
span it as a k-vector space.
THEOREM 14.10 An afﬁne group G is diagonalizable if and only if it is isomorphic to
D.M/ for some commutative group M.
PROOF. The group-like elements of kM span it by deﬁnition. Conversely, suppose the
group-like elements M span O.G/. Lemma 14.2 shows that they form a basis for O.G/ (as
a k-vector space), and so the inclusion M ,! O.G/ extends to an isomorphism kM !
O.G/ of vector spaces. That this isomorphism is compatible with the bialgebra structures
.m;e;;/ can be checked on the basis elements m 2 M, where it is obvious. 2
ASIDE 14.11 When we interpret the characters of G as elements of O.G/ satisfying (100), we can
say that G is diagonalizable if and only if O.G/ is spanned by characters.
THEOREM 14.12 (a) The functor M   D.M/ is a contravariant equivalence from the
category of commutative groups to the category of diagonalizable afﬁne groups (with quasi-
inverse G   X.G/).
(b) If
1 ! M0 ! M ! M00 ! 1
is an exact sequence of commutative groups, then
1 ! D.M00/ ! D.M/ ! D.M0/ ! 1
is an exact sequence of afﬁne groups.
(c) Subgroups and quotient groups of diagonalizable afﬁne groups are diagonalizable.14. Groups of multiplicative type; tori 167
PROOF. (a) Certainly, we have a contravariant functor
DWfcommutative groupsg   fdiagonalizable groupsg:
We ﬁrst show that D is fully faithful, i.e., that
Hom.M;M0/ ! Hom.D.M0/;D.M// (101)
is an isomorphism for all M;M0. It sends direct limits to inverse limits and direct sums to
products, and so it sufﬁces to prove that (101) is an isomorphism when 2M;M0 are cyclic.
If, for example, M and M0 are both inﬁnite cyclic groups, then
Hom.M;M0/ D Hom.Z;Z/ ' Z;
Hom.D.M0/;D.M// D Hom.Gm;Gm/ D fXi j i 2 Zg ' Z;
and (101) is an isomorphism. The remaining cases are similarly easy.
Theorem 14.10 shows that the functor is essentially surjective, and so it is an equiva-
lence.
(b) The map kM0 ! kM is injective, and so D.M/ ! D.M0/ is a quotient map
(by deﬁnition). Its kernel is represented by kM=IkM0, where IkM0 is the augmentation
ideal of kM0 (see 7.15). But IkM0 is the ideal generated the elements m 1 for m 2
M0, and so kM=IkM0 is the quotient ring obtained by putting m D 1 for all m 2 M0.
Therefore M ! M00 deﬁnes an isomorphism kM=IkM0 ! kM00.
(c) If H is a subgroup of G, then O.G/ ! O.H/ is surjective, and so if the group-like
elements of O.G/ span it, the same is true of O.H/.
Let D.M/ ! Q be a quotient map, and let H be its kernel. Then H D D.M00/ for
some quotient M00 of M. Let M0 be the kernel of M ! M00. Then D.M/ ! D.M0/ and
D.M/ ! Q are quotient maps with the same kernel, and so are isomorphic (7.57). 2
ASIDE 14.13 Our deﬁnition of a diagonalizable group agrees with that in SGA3, VIII 1.1: a group
scheme is diagonalizable if it is isomorphic to a scheme of the form D.M/ for some commutative
group M.
DIAGONALIZABLE REPRESENTATIONS
DEFINITION 14.14 A representation of an afﬁne group is diagonalizable if it is a sum
of one-dimensional representations. (According to 8.68, it is then a direct sum of one-
dimensional representations.)
Recall that Dn is the group of invertible diagonal nn matrices; thus
Dn ' GmGm   
n copies
' D.Zn/:
A ﬁnite-dimensional representation .V;r/ of an afﬁne group G is diagonalizable if and
only if there exists a basis for V such that r.G/  Dn. In more down-to-earth terms, the
representation deﬁned by an inclusion G  GLn is diagonalizable if and only if there exists
an invertible matrix P in Mn.k/ such that, for all k-algebras R and all g 2 G.R/,
PgP  1 2
8
 <
 :
0
B
@
 0
:::
0 
1
C
A
9
> =
> ;
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A character WG ! Gm deﬁnes a representation of G on any ﬁnite-dimensional space
V : let g 2 G.R/ act on VR as multiplication by .g/ 2 R. For example,  deﬁnes a
representation of G on kn by
g 7!
0
B
@
.g/ 0
:::
0 .g/
1
C
A:
Let .V;r/ be a representation of G. We say that G acts on V through if
r.g/v D .g/v all g 2 G.R/, v 2 VR:
This means that the image of r is contained in the centre Gm of GLV and that r is the
composite of
G

 ! Gm ,! GLV :
Let WV !V 
O.G/ be the coaction deﬁned by r. Then G acts on V through the character
 if and only if
.v/ D v
a./, all v 2 V:
When V is 1-dimensional, GLV DGm, and so G always acts on V through some character.
Let .V;r/ be a representation of G. If G acts on subspaces W and W 0 through the
character , then it acts on W CW 0 through the character . Therefore, for each 2X.G/,
there is a largest subspace V (possibly zero) such that G acts on V through . We have
(8.64)
V D fv 2 V j .v/ D v
a./g:
THEOREM 14.15 The following conditions on an afﬁne group G are equivalent:
(a) G is diagonalizable;
(b) every ﬁnite-dimensional representation of G is diagonalizable;
(c) every representation of G is diagonalizable;
(d) for every representation .V;r/ of G,
V D
M
2X.T/V:
PROOF. (a))(c): Let WV ! V 
O.G/ be the comodule corresponding to a representa-
tion of G (see 8.12). We have to show that V is a sum of one-dimensional representations
or, equivalently, that V is spanned by vectors u such that .u/ 2 hui
O.G/.
Let v 2 V . As the group-like elements form a basis .ei/i2I for O.G/, we can write
.v/ D
P
i2I ui 
ei; ui 2 V:
On applying the identities (p. 97)

.idV 
/ D .
idA/
.idV 
/ D idV :
to v, we ﬁnd that
X
i ui 
ei 
ei D
X
i .ui/
ei
v D
P
ui:14. Groups of multiplicative type; tori 169
The ﬁrst equality shows that
.ui/ D ui 
ei 2 huii
k A;
and the second shows that the set of ui’s arising in this way span V .
(c))(a): In particular, the regular representation of G is diagonalizable, and so O.G/ is
spanned by its eigenvectors. Let f 2O.G/ be an eigenvector for the regular representation,
and let  be the corresponding character. Then
f.hg/ D f.h/.g/ for h;g 2 G.R/, R a k-algebra.
In particular, f.g/ D f.e/.g/, and so f is a multiple of . Hence O.G/ is spanned by its
characters.
(b))(c): As every representation is a sum of ﬁnite-dimensional subrepresentations
(8.33), (b) impliesthat every representationis a sum ofone-dimensional subrepresentations.
(c))(b): Trivial.
(c))(d): Certainly, (c) implies that V D
P
2X.G/V, and Theorem 8.65 implies that
the sum is direct.
(d))(c): Clearly each space V is a sum of one-dimensional representations. 2
NOTES Part of this subsection duplicates 7p.
NOTES Explain that to give a representation of D.M/ on V is the same as giving a gradation
(grading) on V (for a base ring, see CGP A.8.8.) Better, Rep.D.M// D :::
SPLIT TORI
14.16 A split torus is an algebraic group isomorphic to a ﬁnite product of copies of Gm.
Equivalently, it is a connected diagonalizable algebraic group. Under the equivalence of
categories M   D.M/ (see 14.12a), the split tori correspond to free abelian groups M of
ﬁnite rank. A quotient of a split torus is again a split torus (because it corresponds to a
subgroup of a free abelian group of ﬁnite rank), but a subgroup of a split torus need not
be a split torus. For example, n is a subgroup of Gm (the map n ! Gm corresponds to
Z ! Z=nZ).
EXAMPLE 14.17 LetT bethesplittorusGmGm. ThenX.T/'ZZ, andthecharacter
corresponding to .m1;m2/ 2 ZZ is
.t1;t2/ 7! t
m1
1 t
m2
2 WT.R/ ! Gm.R/.
A representation V of T decomposes into a direct sum of subspaces V.m1;m2/, .m1;m2/ 2
ZZ, such that .t1;t2/ 2 T.k/ acts on V.m1;m2/ as t
m1
1 t
m2
2 . In this way, the category
Rep.T/ acquires a gradation by the group ZZ.
14e Groups of multiplicative type
DEFINITION 14.18 An afﬁne group G is of multiplicative type if Gksep is diagonalizable.170 I. Basic Theory of Afﬁne Groups
Let M be an abelian group, and let   D Gal.ksep=k/. A continuous action of   on
M is a homomorphism   ! Aut.M/ such that every element of M is ﬁxed by an open
subgroup of   , i.e.,
M D
[
K MGal.ksep=K/
where K runs through the ﬁnite Galois extensions of k contained in ksep.
For an afﬁne group G, we deﬁne
X.G/ D Hom.Gksep;Gm/:
LEMMA 14.19 The canonical action of   on X.G/ is continuous.
PROOF. When G is algebraic, X.G/ is ﬁnitely generated, and each of its generators is de-
ﬁned over a ﬁnite separable extension of k; therefore the action factors through Gal.K=k/
for some ﬁnite Galois extension K of k. In the general case, every homomorphism Gksep !
Gm factors through an algebraic quotient of G, and so X.G/ D
S
X.Q/ with Q alge-
braic. 2
THEOREM 14.20 ThefunctorX isacontravariantequivalencefromthecategoryofafﬁne
groups of multiplicative type over k to the category of commutative groups with a contin-
uous action of   . Under the equivalence, short exact sequences correspond to short exact
sequences.
PROOF. To give a continuous semilinear action of   on ksepM is the same as giving a
continuous action of   on M (because M is the set of group-like elements in ksepM and
M is a ksep-basis for ksepM), and so this follows from Theorem 14.12 and Proposition
4.13. 2
Let G be a group of multiplicative type over k. For any K  ksep,
G.K/ D Hom.X.G/;ksep/ K
where  K is the subgroup of   of elements ﬁxing K, and the notation means the G.K/
equals the group of homomorphisms X.G/ ! ksep commuting with the actions of  K.
EXAMPLE 14.21 Take k D R, so that   is cyclic of order 2, and let X.G/ D Z. Then
Aut.Z/ D Z D f1g, and so there are two possible actions of   on X.G/:
(a) Trivial action. Then G.R/ D R, and G ' Gm.
(b) The generator  of   acts on Z as m 7!  m. Then G.R/ D Hom.Z;C/  consists
of the elements of C ﬁxed under the following action of ,
z D N z 1:
Thus G.R/ D fz 2 C j zN z D 1g, which is compact.
EXAMPLE 14.22 Let K be a ﬁnite separable extension of k, and let T be the functor
R .R
kK/. ThenT isthegroupofmultiplicativetypecorrespondingtothe  -module
ZHomk.K;ksep/ (families of elements of Z indexed by the k-homomorphisms K ! ksep).
ASIDE 14.23 SGA3, IX 1.1, deﬁnes a group scheme to be of multiplicative type if it is locally
diagonalizable group for the ﬂat (fpqc) topology. Over a ﬁeld k, this amounts to requiring the group
scheme to become diagonalizable over some ﬁeld extension of k. Because of Theorem 14.28 below,
this is equivalent to our deﬁnition.14. Groups of multiplicative type; tori 171
TORI
DEFINITION 14.24 A torus is an algebraic group T such that Tksep is a split torus.
In other words, the tori are the algebraic groups T of multiplicative type such that
X.T/ is torsion free.
PROPOSITION 14.25 For a torus T, there exist (unique) subtori T1;:::;Tr such that
 T D T1Tr;
 Ti \Tj is ﬁnite for all i ¤ j, and
 X.Ti/Q is a simple   -module for all i:
PROOF. Let   DGal.ksep=k/. Because X.T/ is ﬁnitely generated,   acts on it through a
ﬁnite quotient. Therefore Maschke’s theorem (GT 7.4) shows that X.T/Q is a direct sum
of simple   -modules, say,
X.T/Q D V1Vr:
Let Mi be the image of X.T/ in Vi. Then there is an exact sequence
0 ! X.T/ ! M1Mr ! F ! 0
of continuous   -modules with F ﬁnite. On applying the functor D, we get an exact se-
quence of algebraic groups of multiplicative type
0 ! D.F/ ! D.M1/D.Mr/ ! T ! 0:
Take Ti D D.Mi/. 2
A torus is anisotropic if X.T/ D 0, i.e., X.T/  D 0.
COROLLARY 14.26 Every torus has a largest split subtorus Ts and a largest anisotropic
subtorus Ta. The intersection Ts \Ta is ﬁnite and Ts Ta D T.
PROOF. In fact Ts is the product of the Ti in the proposition such that   act trivially on
X.Ti/ and Ta is the product of the remainder. 2
REPRESENTATIONS OF A GROUP OF MULTIPLICATIVE TYPE
When G is a diagonalizable afﬁne group, Rep.G/ is a semisimple abelian category whose
simple objects are in canonical one-to-one correspondence with the characters of G. When
G is of multiplicative type, the description of Rep.G/ is only a little more complicated.
Let ksep be a separable closure of k, and let   D Gal.ksep=k/.
THEOREM 14.27 Let G be an afﬁne group of multiplicative type. Then Rep.G/ is a
semisimple abelian category whose simple objects are in canonical one-to-one correspon-
dence with the orbits of   acting on X.G/.172 I. Basic Theory of Afﬁne Groups
PROOF. It sufﬁces to prove this in the case that G is algebraic, and so is split be a ﬁnite Ga-
lois extension 
 of k with Galois group N   . Let N   act on O.G
/ ' 
 
O.G/ through its
action on 
. By a semilinear action of N   on a representation .V;r/ of G
, we mean a semi-
linear action of N   on V such that  D  where  is the coaction of O.G/ on V . It follows
from Proposition 4.12 that the functor V   V
 from Repk.G/ to the category of objects
of Rep
.G
/ equipped with a semilinear action of N   is an equivalence of categories.
Let V be a ﬁnite-dimensional representation of G
 equipped with a semilinear action
of N   . Then
V D
M
2X.G
/V:
An element  of   acts on V by mapping V isomorphically onto V. Therefore, as a
representation of G
 equipped with a semilinear action of N   , V decomposes into a direct
sum of simple objects corresponding to the orbits of N   acting on X.G
/. As these are also
the orbits of   acting on X.Gksep/ ' X.G
/, the statement follows. 2
CRITERIA FOR AN AFFINE GROUP TO BE OF MULTIPLICATIVE TYPE
Recall that if C is a ﬁnite-dimensional cocommutative coalgebra over k, then its linear
dual C_ is a commutative algebra over k (5c). We say that C is co´ etale if C_ is ´ etale.
More generally, we say that a cocommutative coalgebra over k is co´ etale if every ﬁnite-
dimensional subcoalgebra is co´ etale (cf. 8.9).
THEOREM 14.28 The following conditions on an afﬁne group G over k are equivalent:
(a) G is of multiplicative type (i.e., G becomes diagonalizable over ksep);
(b) G becomes diagonalizable over some ﬁeld K  k;
(c) G is commutative and Hom.G;Ga/ D 0;
(d) G is commutative and O.G/ is co´ etale.
PROOF. (a))(b): Trivial.
(b))(c): Clearly
Hom.G;Ga/ ' ff 2 O.G/ j .f / D f 
1C1
f g:
The condition on f is linear, and so, for any ﬁeld K  k,
Hom.GK;GaK/ ' Hom.G;Ga/
K:
Thus, we may suppose that G is diagonalizable. If WG ! Ga is a nontrivial homomor-
phism, then
g 7!

1 .g/
0 1

is a nonsemisimple representation of G, which contradicts (14.15).
(c))(d): We may assume that k is algebraically closed. Let C be ﬁnite-dimensional
subcoalgebra of O.G/, i.e., a ﬁnite-dimensional k-subspace such that .C/  C 
C. Let
A D C_. Then A is a ﬁnite product of local Artin rings with residue ﬁeld k (CA 15.7).
If one of these local rings is not a ﬁeld, then there exists a surjective homomorphism of
k-algebras
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This can be written x 7! hx;aiChx;bi" for some a;b 2 C with b ¤ 0. For x;y 2 A,
hxy;aiChxy;bi" D hxy;aiChx
y;bi"
and
.hx;aiChx;bi"/.hy;aiChy;bi" D hx;aihy;aiC.hx;aihy;biChx;bihy;ai/"
D hx
y;aiChx
y;a
bCb
bi":
It follows that
a D a
a
b D a
bCb
a.
On the other hand, the structure map k ! A is .jC/_, and so .a/ D 1. Therefore a is a
group-like element of O.G/, and so it is a unit (see 14a). Now
.ba 1/ D ba 1 D .a
bCb
a/.a 1
a 1/
D 1
ba 1Cba 1
1;
and so Hom.G;Ga/ ¤ 0, which contradicts (c). Therefore A is a product of ﬁelds.
(d))(a): We may suppose that k is separably closed. Let C be a ﬁnite-dimensional
subcoalgebra of O.G/, and let A D C_. By assumption, A is a product of copies of k. Let
a1;:::;an be elements of C such that
x 7! .hx;a1i;:::;hx;ani/WA ! kn
is an isomorphism. Then fa1;:::;ang spans C and the argument in the above step shows
that each ai is a group-like element of C. As O.G/ is a union of its ﬁnite-dimensional
subcoalgebras (8.9), this shows that O.G/ is spanned by its group-like elements. 2
COROLLARY 14.29 An afﬁne group G is of multiplicative type if and only if Gkal is diag-
onalizable.
PROOF. Certainly, Gkal is diagonalizable if G is of multiplicative type, and the converse
follows the theorem. 2
COROLLARY 14.30 A commutative afﬁne group G is of multiplicative type if and only if
Rep.G/ is semisimple.
PROOF. We saw in 14.27 that Rep.G/ is semisimple if G is of multiplicative type. Con-
versely, if Rep.G/ is semisimple, then Hom.G;Ga/ D 0, and so G is of multiplicative
type. 2
ASIDE 14.31 In nonzero characteristic, the groups of multiplicative type are the only algebraic
groups whose representations are all semisimple.52 In characteristic zero, the reductive groups also
have semisimple representations (see II, 5).
52More precisely, for an algebraic group over a ﬁeld k of characteristic p ¤ 0, Rep.G/ is semisimple if and
only if G is of multiplicative type and G=G has order prime to p (Nagata’s theorem, DG IV 3 3.6, p. 509).174 I. Basic Theory of Afﬁne Groups
14f Rigidity
Later we shall need the following result.
THEOREM 14.32 Every action of a connected afﬁne group G on an algebraic group H of
multiplicative type is trivial.
Clearly, it sufﬁces to prove the theorem for an algebraically closed base ﬁeld k:
PROOF OF THE THEOREM WHEN H IS FINITE.
When H D n, an action of G on M deﬁnes a map
G ! Aut.n/  Hom.n;n/ ' Hom.n;Gm/ ' Z=nZ
(see 12d), which is trivial, because G is connected. A similar argument proves the theorem
when H is ﬁnite (hence a ﬁnite product of groups of the form n).
PROOF OF THE THEOREM IN THE CASE THAT G IS SMOOTH.
We shall use that G.k/ is dense in G. We may suppose that H is a torus T. The kernel
of x 7! xmWT ! T is a product of copies of m, and so G acts trivially on it. Because
of the category equivalence T   X.T/, it sufﬁces to show that g 2 G.k/ acts trivially
on the X.T/, and because g acts trivially on the kernel of mWT ! T it acts trivially on
X.T/=mX.T/. We can now apply the following elementary lemma.
LEMMA 14.33 Let M be a ﬁnitely generated commutative group, and let WM ! M be a
homomorphism such that
M         ! M
?
? y
?
? y
M=mM
id
        ! M=mM
commutes for all m. Then  D id.
PROOF. We may suppose that M is torsion-free. Choose a basis ei for M, and write
.ej/ D
P
i aijei, aij 2 Z. The hypothesis is that, for every integer m,
.aij/  In mod m;
i.e., that mjaij for i ¤ j and mjaii  1. Clearly, this implies that .aij/ D In. 2
PROOF OF THE THEOREM IN THE GENERAL CASE.
This doesn’t use the smooth case.
LEMMA 14.34 Let V be a k-vector space, and let M be a ﬁnitely generated commutative
group. Then the family of homomorphisms
V 
kM ! V 
kM=nM; n  2;
is injective.14. Groups of multiplicative type; tori 175
PROOF. An element f of V 
kM can be written uniquely in the form
f D
P
m2M fm
m; fm 2 V .
Assume f ¤ 0, and let I D fm 2 M j fm ¤ 0g. As I is ﬁnite, for some n, the elements
of I will remain distinct in M=nM, and for this n, the image of f in V 
k kM=nM is
nonzero. 2
As k is algebraically closed, the group H is diagonalizable. We saw above, that G acts
trivially on Hn for all n. Let H D D.M/ with M a ﬁnitely generated abelian group. Then
O.H/ D kM and O.Hn/ D kM=nM. Let
WkM ! O.G/
kM
give the action. We have to show that .x/ D 1
x for each x 2 kM, but this follows
from the fact that G acts trivially on Hn for all n  2, and the family of maps
O.G/
k kM ! O.G/
k kM=nM; n  2;
is injective.
DENSITY OF THE TORSION POINTS
PROPOSITION 14.35 Let T be an algebraic group of multiplicative type, and let Tn be the
kernel of nWT ! T. Let WT ! T be a homomorphism whose restriction to Tn is the
identity map for all n. Then  is the identity map.
PROOF. It sufﬁces to show that X./WX.T/ ! X.T/ is the identity map, but the
hypothesis says that X./ induces the identity map on the quotient X.T/=nX.T/ D
X.Tn/ for all n, and so this follows from Lemma 14.33. 2
14g Exercises
EXERCISE 14-1 Show that the functor
C   fgroup-like elements in C 
ksepg
is an equivalence from the category of co´ etale ﬁnite cocommutative k-coalgebras to the
category of ﬁnite sets with a continuous action of Gal.ksep=k/. (Hint: use 12.7.)
EXERCISE 14-2 Show that Aut.m/ ' .Z=mZ/ (constant group deﬁned by the group of
invertible elements in the ring Z=mZ). Hint: To recognize the elements of Aut.m/.R/ as
complete systems of orthogonal idempotents, see the proof of (14.2).
EXERCISE 14-3 Let k0=k be a cyclic Galois extension of degree n with Galois group  
generated by , and let G D .Gm/k0=k.
(a) Show that X.G/ ' Z   (group algebra ZCZ CCZn 1 of   ).
(b) Show that
End  .X.G// D
8
   <
   :
0
B
B B
@
a1 a2 ::: an
an a1 ::: an
: : :
: : :
: : :
a2 a3  a1
1
C
C C
A
 
 
  
 
ai 2 Z
9
> > > =
> > > ;
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15 Unipotent afﬁne groups
Recall that an endomorphism of a ﬁnite-dimensional vector space V is unipotent if its char-
acteristic polynomial is .T  1/dimV . For such an endomorphism, there exists a basis of V
relative to which its matrix lies in
Un.k/
def D
8
     <
     :
0
B
B B
B B
@
1   ::: 
0 1  ::: 
0 0 1 ::: 
: : :
: : :
:::
: : :
0 0 0  1
1
C
C C C
C
A
9
> > > > > =
> > > > > ;
:
Let G be an algebraic group over a perfect ﬁeld k. We say that g 2 G.k/ is unipotent if
r.g/ is unipotent for all ﬁnite-dimensional representations .V;r/ of G. It sufﬁces to check
that r.g/ is unipotent for some faithful representation .V;r/, or that g D gu (see 10.18).
By deﬁnition, a smooth algebraic group G over a ﬁeld k is unipotent if the elements of
G.kal/ are all unipotent. However, not all unipotent groups are smooth, and so we adopt
a different deﬁnition equivalent to requiring that the group be isomorphic to a subgroup of
Un.
Throughout this section, k is a ﬁeld.
15a Preliminaries from linear algebra
LEMMA 15.1 Let G ! GL.W / be a simple linear representation of an abstract group G
on a ﬁnite-dimensional vector space W over an algebraically closed ﬁeld k. Let G act on
End.W / by the rule:
.gf /.w/ D g.f.w//; g 2 G; f 2 End.W /; w 2 W:
Then every nonzero G-subspace X of End.W / contains an element f0WW ! W such that
f0.W / has dimension one.
PROOF. We may suppose that X is simple. Then the k-algebra of G-endomorphisms of X
is a division algebra, and hence equals k (Schur’s lemma, GT 7.24, 7.29). For any w 2 W ,
the map 'w,
f 7! f.w/WX ! W
is a G-homomorphism. As X ¤ 0, there exists an f 2 X and a w0 2 W such that f.w0/ ¤
0. Then 'w0 ¤ 0, and so it is an isomorphism (because X and W are simple). Let f0 2 X
be such that 'w0.f0/ D w0.
Let w 2W . Then ' 1
w0 'w is a G-endomorphism of X, and so 'w Dc.w/'w0 for some
c.w/ 2 k. On evaluating this at f0, we ﬁnd that f0.w/ D c.w/w0, and so f0.W /  hw0i.2
PROPOSITION 15.2 Let V be a ﬁnite-dimensional vector space, and let G be a subgroup
of GL.V / consisting of unipotent endomorphisms. Then there exists a basis of V for which
G is contained in Un.15. Unipotent afﬁne groups 177
PROOF. It sufﬁces to show that V G ¤ 0, because then we can apply induction on the di-
mension of V to obtain a basis of V with the required property53.
Choose a basis .ei/1in for V . The condition that a vector v D
P
aiei be ﬁxed by
all g 2 G is linear in the ai, and so has a solution in kn if and only if it has a solution in
.kal/n.54 Therefore we may suppose that k is algebraically closed.
Let W be a nonzero subspace of V of minimal dimension among those stable under G.
Clearly W is simple. For each g 2 G, TrW .g/ D dimW , and so
TrW .g.g0 1// D TrW .gg0/ TrW .g/ D 0:
Let U D ff 2 End.W / j TrW .gf / D 0 for all g 2 Gg. If G acts nontrivially on W , then U
is nonzero because .g0 1/jW 2 U for all g0 2 G. The lemma then shows that U contains
an element f0 such that f0.W / has dimension one. Such an f0 has TrW f0 ¤ 0, which
contradicts the fact that f0 2 U. We conclude that G acts trivially on W . 2
15b Unipotent afﬁne groups
DEFINITION 15.3 An afﬁne group G is unipotent if every nonzero representation of G has
a nonzero ﬁxed vector (i.e., a nonzero v 2 V such that .v/ D v
1 when V is regarded as
a O.G/-comodule).
Equivalently, G is unipotent if every simple object in Rep.G/ is trivial. We shall see
that the unipotent algebraic groups are exactly the algebraic groups isomorphic to afﬁne
subgroups of Un for some n. For example, Ga and its subgroups are unipotent.
PROPOSITION 15.4 An algebraic group G is unipotent if and only if, for every ﬁnite-
dimensional representation .V;r/ of G, there exists a basis of V for which the image of
G is contained in Un.
PROOF. ): This can be proved by induction on the dimension of V (see footnote 53).
(: If e1;:::;en is such a basis, then he1i is ﬁxed by G. 2
DEFINITION 15.5 A Hopf algebra A is said to be coconnected if there exists a ﬁltration
C0  C1  C2   of A by subspaces Ci such that55
C0 D k,
[
r0Cr D A, and .Cr/ 
X
0ir Ci 
Cr i: (102)
53We use induction on the dimension of V . Let e1;:::;em be a basis for V G. The induction hypothesis
applied to G acting on V=V G shows that there exists a basis N emC1;:::; N en for V=V G such that
.N emCi/ D c1;i N emC1CCci 1;iemCi 1C N emCi for all i  n m:
Let N emCi D emCi CV G with emCi 2 V . Then e1;:::;en is a basis for V relative to which G  Un.k/:
54For any representation .V;r/ of an abstract group G, the subspace V G of V is the intersection of the
kernels of the linear maps
v 7! gv vWV ! V; g 2 G:
It follows that .V 
 N k/G N k ' V G 
 N k, and so
.V 
 N k/G N k ¤ 0 H) V G ¤ 0:
55This deﬁnition is probably as mysterious to the reader as it is to the author. Basically, it is the condition
you arrive at when looking at Hopf algebras with only one group-like element (so the corresponding afﬁne
group has only one character). See Sweedler, Moss Eisenberg. Hopf algebras with one grouplike element.
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THEOREM 15.6 The following conditions on an algebraic group G are equivalent:
(a) G is unipotent;
(b) G is isomorphic to an algebraic subgroup of Un for some n;
(c) the Hopf algebra O.G/ is coconnected.
PROOF. (a))(b). Apply Proposition 15.4 to a faithful ﬁnite-dimensional representation of
G (which exists by 8.31).
(b))(c). Any quotient of a coconnected Hopf algebra is coconnected (the image of a
ﬁltration satisfying (102) will still satisfy (102)), and so it sufﬁces to show that O.Un/ is
coconnected. Recall that O.Un/ ' kXij j i < j, and that
.Xij/ D Xij 
1C1
Xij C
X
i<r<j
Xir 
Xrj:
Assign a weight of j  i to Xij, so that a monomial
Q
X
nij
ij will have weight
P
nij.j  i/,
and let Cr be the subspace spanned by the monomials of weight  r. Clearly, C0 D k, S
r0Cr D A, and CiCj  CiCj. It sufﬁces to check the third condition in (102) on the
monomials. For the Xij it is obvious. We proceed by induction on weight of a monomial.
If the condition holds for monomials P, Q of weights r, s, then .PQ/D.P/.Q/ lies
in
X
Ci 
Cr i
X
Cj 
Cr j


X 
CiCj 
Cr iCs j


X
CiCj 
CrCs i j.
(c))(a). Now assume that O.G/ is a coconnected Hopf algebra, and let WV ! V 

O.G/ be a comodule. Then V is a union of the subspaces
Vr D fv 2 V j .v/ 2 V 
Crg.
If V0 contains a nonzero vector v, then .v/ D v0
1 for some vector v0; on applying , we
ﬁnd that v D v0, and so v is ﬁxed. We complete the proof by showing that
Vr D 0 H) VrC1 D 0:
By deﬁnition, .VrC1/  V 
CrC1, and so
.id
/.VrC1/  V 

X
i Ci 
Cr i:
Hence VrCi maps to zero in V 
A=Cr 
A=Cr. We now use that .id
/D.
id/.
The map V ! V 
A=Cr deﬁned by  is injective because Vr D 0, and on applying 
id
we ﬁnd that V ! .V 
A=Cr/
A=Cr is injective. Hence VrC1 D 0. 2
NOTES The exposition of 15.6 follows Waterhouse 1979, 8.3.
COROLLARY 15.7 Subgroups, quotients, and extensions of unipotent groups are unipo-
tent.15. Unipotent afﬁne groups 179
PROOF. If G is isomorphic to a subgroup of Un, then so also is a subgroup of G.
A representation of a quotient of G can be regarded as a representation of G, and so has
a nonzero ﬁxed vector if it is nontrivial and G is unipotent.
SupposethatG containsanormalsubgroupN suchthatbothN andG=N areunipotent.
For any representation .V;r/ of G, the subspace V N is stable under G (see 8.67), and so it
deﬁnes a representation of G=N. If V ¤ 0, then V N ¤ 0, and so V G D .V N/G=N ¤ 0. 2
COROLLARY 15.8 Let G be an algebraic group. If G is unipotent, then all elements of
G.k/ are unipotent, and the converse is true when G.k/ is dense in G.
PROOF. Let G be unipotent, and let .V;r/ be a ﬁnite-dimensional representation of V . For
some basis of V , the r.G/  Un and so r.G.k//  Un.k/; in particular, the elements of
r.G.k// are unipotent. For the converse, choose a faithful representation G ! GLV of
G and let n D dimV . According to Proposition 15.2, there exists a basis of V for which
G.k/  Un.k/. Because G.k/ is dense in G, this implies that G  Un. 2
A
15.9 For an algebraic group G, even over an algebraically closed ﬁeld k, it is possible for
all elements of G.k/ to be unipotent without G being unipotent. For example, in character-
istic p, the algebraic group p has p.kal/ D 1, but it is not unipotent.
COROLLARY 15.10 Let k0 be a ﬁeld containing k. An algebraic group G over k is unipo-
tent if and only if Gk0 is unipotent.
PROOF. If G is unipotent, then O.G/ is coconnected. But then k0 
O.G/ is obviously
coconnected, and so Gk0 unipotent. Conversely, suppose that Gk0 is unipotent. For any
representation .V;r/ of G, the subspace V G of V is the kernel of the linear map
v 7! .v/ v
1WV ! V 
O.G/.
It follows that
.V 
k0/Gk0 ' V G 
k0;
and so
.V 
k0/Gk0 ¤ 0 H) V G ¤ 0: 2
EXAMPLE 15.11 Let k be a nonperfect ﬁeld of characteristic p ¤ 0, and let a 2 k rkp.
The afﬁne subgroup G of GaGa deﬁned by the equation
Y p D X  aXp
becomes isomorphic to Ga over ka
1
p, but it is not isomorphic to Ga over k. To see this,
let C be the complete regular curve with function ﬁeld k.C/ the ﬁeld of fractions of O.G/.
Then G  C, and one checks that the complement consists of a single point whose residue
ﬁeld is ka
1
p. The inclusion G  C is canonical, and if G ' Ga, then the complement
would consist of a single point with residue ﬁeld k.
COROLLARY 15.12 A smooth algebraic group G is unipotent if G.kal/ consists of unipo-
tent elements.180 I. Basic Theory of Afﬁne Groups
PROOF. If G.kal/ consists of unipotent elements, then Gkal is unipotent (15.8), and so G is
unipotent (15.10). 2
A
15.13 A unipotent group need not be smooth. For example, in characteristic p, the sub-
group of U2 consisting of matrices
 
1 a
0 1

with ap D 0 is not smooth (it is isomorphic to
p).
COROLLARY 15.14 An algebraic group is unipotent if and only if it admits a subnormal
series whose quotients are isomorphic to afﬁne subgroups of Ga.
PROOF. The group Un has a subnormal series whose quotients are isomorphic to Ga — for
example, the following subnormal series
U4 D
8
  <
  :
0
B B
@
1   
0 1  
0 0 1 
0 0 0 1
1
C C
A
9
> > =
> > ;

8
  <
  :
0
B
B
@
1 0  
0 1 0 
0 0 1 0
0 0 0 1
1
C
C
A
9
> > =
> > ;

8
  <
  :
0
B
B
@
1 0 0 
0 1 0 0
0 0 1 0
0 0 0 1
1
C
C
A
9
> > =
> > ;
 1
has quotients Ga Ga Ga, Ga Ga, Ga. Therefore any afﬁne subgroup of Un has a
subnormal series whose quotients are isomorphic to afﬁne subgroups of Ga (see 9.17). For
the converse, note that Ga is unipotent, and so we can apply (15.7). 2
COROLLARY 15.15 Every homomorphism from a unipotent algebraic group to an alge-
braic group of multiplicative type is trivial.
PROOF. A nontrivial homomorphism U ! H over k gives rise to a nontrivial homomor-
phism over kal. Over an algebraically closed ﬁeld, every algebraic group H of multiplica-
tive type is a subgroup of Gn
m for some n (because every ﬁnitely generated commutative
group is a quotient of Zn for some n), and so it sufﬁces to show that Hom.U;Gm/D0 when
U is unipotent. But a homomorphism U ! Gm is a one-dimensional representation of G,
which is trivial by deﬁnition. 2
COROLLARY 15.16 The intersection of a unipotent afﬁne subgroup of an algebraic group
with a subgroup of multiplicative type is trivial.
PROOF. The intersection is unipotent (15.7), and so the inclusion of the intersection into
the group of multiplicative type is trivial. 2
For example, Un\Dn D 1 (which, of course, is obvious).
PROPOSITION 15.17 An algebraic group G is unipotent if and only if every nontrivial
afﬁne subgroup of it admits a nonzero homomorphism to Ga.
PROOF. We use the criterion (15.14). Assume that G is unipotent. Then G has a subnormal
series
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whose quotients Gi=GiC1 are isomorphic to afﬁne subgroups of Ga. Let H be a nontrivial
afﬁne subgroup of G. As H ¤ 1, there exists an i such that H  Gi but H 6 GiC1. Now
H ! Gi=GiC1 ,! Ga
is a nontrivial homomorphism.56
For the converse, let G1 be the kernel of a nontrivial homomorphism G ! Ga. If
G1 ¤ 1, let G2 be the kernel of a nontrivial homomorphism G1 ! Ga. Continuing in
this fashion, we obtain a subnormal series whose quotients are afﬁne subgroups of Ga (the
series terminates in 1 because the topological space jGj is noetherian and only ﬁnitely many
Gi can have the same underlying topological space). 2
COROLLARY 15.18 Every homomorphism from a group of multiplicative type to a unipo-
tent algebraic group is trivial.
PROOF. Let WT !U be such a homomorphism. If T ¤1, then it admits a nontrivial ho-
momorphism to Ga, but this contradicts the fact that T is of multiplicative type (14.28).2
EXAMPLE 15.19 Let k be a nonperfect ﬁeld characteristic p. For any ﬁnite sequence
a0;:::;am of elements of k with a0 ¤ 0 and n  1, the afﬁne subgroup G of Ga Ga
deﬁned by the equation
Y pn
D a0X Ca1XP CCamXpm
is a form of Ga, and every form of Ga arises in this way (Russell 1970, 2.1; or apply 15.24).
Note that G is the ﬁbred product
G         ! Ga
?
? y
?
? ya0F CCamF pm
Ga
F n
        ! Ga:
In particular, G is an extension of Ga by a ﬁnite subgroup of Ga (so it does satisfy 15.14).
There is a criterion for when two forms are isomorphic (ibid. 2.3). In particular, any form
becomes isomorphic to Ga over a purely inseparable extension of k.
DEFINITION 15.20 A unipotent algebraic group is said to be split if it admits a subnormal
series whose quotients are isomorphic to Ga (and not just subgroups of Ga).57
Such a group is automatically smooth (7.66) and connected (13.21).
56Alternatively, use that every algebraic subgroup H of G is unipotent. Therefore H contains a normal
afﬁne subgroup N such that H=N is isomorphic to a subgroup of Ga. Now the composite
H ! H=N ! Ga
is a nontrivial homomorphism from N to Ga.
57Cf. SGA3, XVII,5.10: Letk beaﬁeldandG analgebraick-group. Followingtheterminologyintroduced
by Rosenlicht (Questions of rationality for solvable algebraic groups over nonperfect ﬁelds. Ann. Mat. Pura
Appl. (4) 61 1963 97–120), we say that G is “k-r´ esoluble” if G has a composition series whose successive
quotients are isomorphic to Ga ...182 I. Basic Theory of Afﬁne Groups
PROPOSITION 15.21 Every smooth connected unipotent algebraic group over a perfect
ﬁeld is split.
PROOF. tba (cf. Borel 1991, 15.5(ii)). 2
In particular, every smooth connected unipotent algebraic group splits over a purely
inseparable extension.
Although the deﬁnition of “unipotent” applies to all afﬁne groups, we have stated most
of the above results for algebraic groups. The next statement shows how to extend them to
afﬁne groups.
PROPOSITION 15.22 (a) An inverse limit of unipotent afﬁne groups is unipotent.
(b) An afﬁne group is unipotent if and only if all of its algebraic quotients are unipotent.
PROOF. Obvious from the deﬁnitions. 2
ASIDE 15.23 The unipotent algebraic groups over a ﬁeld of characteristic zero are classiﬁed by
their Lie algebras; more precisely, over a ﬁeld k of characteristic zero, the functor G   Lie.G/ is
an equivalence from the category of unipotent algebraic groups over k to the category of nilpotent
Lie algebras over k (see II, 4.7, or DG IV 2 4.5, p. 499).
ASIDE 15.24 The unipotent algebraic groups over a ﬁeld of characteristic p ¤ 0 are more compli-
cated than in characteristic zero. However, those isomorphic to a subgroup of Gn
a for some n are
classiﬁed by the ﬁnite-dimensional kF-modules (polynomial ring with Fa D apF). See DG IV
3, 6.6 et seq., p. 521.
ASIDE 15.25 We compare the different deﬁnitions of unipotent in the literature.
(a) In SGA3, XVII 1.3, an algebraic group scheme G over a ﬁeld k is deﬁned to be unipotent if
there exists an algebraically closed ﬁeld N k containing k such that G N k admits a composition
series whose quotients are isomorphic to algebraic subgroups of Ga. It is proved ibid. 2.1
that such a group is afﬁne, and so 15.10 and 15.14 show that this deﬁnition is equivalent to
our deﬁnition.
(b) In DG IV, 2, 2.1, p. 485, a group scheme G over a ﬁeld is deﬁned to be unipotent if it is
afﬁne and, for every nontrivial afﬁne subgroup H, there exists a nontrivial homomorphism
H ! Ga. Statement 15.17 shows that this is equivalent to our deﬁnition. (They remark that
an algebraic group scheme satisfying the second condition is automatically afﬁne. However,
the constant group scheme .Z/k satisﬁes the second condition but is not afﬁne.)
(c) In Conrad et al. 2010, A.1.3, p. 393, a group scheme U over a ﬁeld is deﬁned to be unipotent
if it is afﬁne of ﬁnite type and Ukal admits a ﬁnite composition series over kal with successive
quotients isomorphic to a kal-subgroup of Ga. This is equivalent to our deﬁnition, except that
we don’t require the group scheme to be algebraic.
(d) In Springer 1998, p. 36, a linear algebraic group is deﬁned to be unipotent if all its elements
are unipotent. Implicitly, the group G is assumed to be a smooth afﬁne algebraic group over
an algebraically closed ﬁeld, and the condition is that all the elements of G.k/ are unipotent.
For such groups, this is equivalent to our deﬁnition because of (15.8) (but note that not all
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ASIDE 15.26 Unipotent groups are extensively studied in Tits 1967. For summaries of his results,
see Oesterl´ e 1984, Chap. V, and Conrad et al. 2010 IV Appendix B. ( A unipotent group is said to
be wound if every map of varieties A1 ! G is constant. Every smooth unipotent algebraic group
G has unique largest split afﬁne subgroup Gs, called the split part of G. It is normal in G, and the
quotient G=Gs is wound. The formation of Gs commutes with separable extensions.)
16 Solvable afﬁne groups
Let G be an abstract group. Recall that the commutator of x;y 2 G is
x;y D xyx 1y 1 D .xy/.yx/ 1:
Thus, x;y D 1 if and only if xy D yx, and G is commutative if and only if every com-
mutator equals 1. The (ﬁrst) derived group G0 (or DG) of G is the subgroup generated by
commutators. Every automorphism of G maps commutators to commutators, and so G0 is
a characteristic subgroup of G (in particular, it is normal). In fact, it is the smallest normal
subgroup such that G=G0 is commutative.
The map (not a group homomorphism)
.x1;y1;:::;xn;yn/ 7! x1;y1xn;ynWG2n ! G
hasimagethesetofelementsofG thatcanbewrittenasaproductofatmostncommutators,
and so DG is the union of the images of these maps. Note that the map G2n 2 !G factors
through G2n ! G,
.x1;y1;:::;xn 1;yn 1/ 7! .x1;y1;:::;xn 1;yn 1;1;1/ 7! x1;y1xn 1;yn 1:
A group G is said to be solvable if the derived series
G  DG  D2G  
terminates with 1. For example, if n  5, then Sn (symmetric group on n letters) is not
solvable because its derived series Sn  An terminates with An.
In this section we extend this theory to algebraic groups. Throughout, k is a ﬁeld.
16a Trigonalizable afﬁne groups
DEFINITION 16.1 An afﬁne group G is trigonalizable58 if every nonzero representation
of G has a one-dimensional subrepresentation (i.e., there exists a nonzero v 2 V such that
.v/ D v
a, a 2 O.G/).
Equivalently, G is trigonalizable if every simple object in Rep.G/ is one-dimensional.
We shall see that the trigonalizable algebraic groups are exactly the algebraic groups iso-
morphic to afﬁne subgroups of Tn for some n. Diagonalizable and unipotent groups are
both trigonalizable, and every trigonalizable group is an extension of one by the other.
PROPOSITION 16.2 An algebraic group G is trigonalizable if and only if, for every ﬁnite-
dimensional representation .V;r/ of G, there exists a basis of V for which the image of G
is contained in Tn.
58I follow Borel 1991, p. 203, and DG IV 2 3.1. Other names: triangulable (Waterhouse 1979, p. 72);
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PROOF. ): This can be proved by induction on the dimension of V .
(: If e1;:::;en is such a basis, then he1i is stable by G. 2
THEOREM 16.3 The following conditions on an algebraic group G are equivalent:
(a) G is trigonalizable;
(b) G is isomorphic to an algebraic subgroup of Tn for some n;
(c) there exists a normal unipotent afﬁne subgroup U of G such that G=U is diagonaliz-
able.
PROOF. (a))(b). Apply Proposition 16.2 to a faithful ﬁnite-dimensional representation of
G (which exists by 8.31).
(b))(c). Embed G into Tn, and let U D Un\G.
(c))(a). Let U be as in (c), and let .V;r/ be a representation of G. The subspace V U
is stable under U (8.67), and so it deﬁnes a representation of G=U. If V ¤ 0, then V U ¤ 0,
and so it contains a stable line. 2
COROLLARY 16.4 Subgroups and quotients of trigonalizable algebraic groups are trigo-
nalizable.
PROOF. If G is isomorphic to a subgroup of Tn, then so also is every afﬁne subgroup of
G. If every nontrivial representation of G has a stable line, then the same is true of every
quotient of G (because a representation of the quotient can be regarded as a representation
of G). 2
COROLLARY 16.5 If an algebraic group G over a ﬁeld k is trigonalizable, then so also is
Gk0 for any extension ﬁeld k0.
PROOF. If G  Tn, then the same is true of Gk0. 2
PROPOSITION 16.6 (a) An inverse limit of trigonalizable afﬁne groups is trigonalizable.
(b) An afﬁne group is trigonalizable if and only if all of its algebraic quotients are
trigonalizable.
PROOF. Obvious from the deﬁnitions. 2
THEOREM 16.7 Let G be a trigonalizable algebraic group, and let U be a normal unipotent
subgroup such that G=U is diagonalizable. Then the exact sequence
1 ! U ! G ! G=U ! 1
splits in each of the following cases: k is algebraically closed; k has characteristic zero; k
is perfect and G=U is connected; U is split.
PROOF. See DG IV 2 3.5, p. 494; SGA3, XVII, 5.1.1. 2
ASIDE 16.8 In DG IV 3 3.1, a group scheme G over a ﬁeld is deﬁned to be trigonalizable if it is
afﬁneandhasanormalunipotentsubgroupU suchthatG=U isdiagonalizable. BecauseofTheorem
16.3, this is equivalent to our deﬁnition.16. Solvable afﬁne groups 185
16b Commutative algebraic groups
SMOOTH COMMUTATIVE ALGEBRAIC GROUPS ARE GEOMETRICALLY
TRIGONALIZABLE
Let  be an endomorphism of a ﬁnite-dimensional vector space V over k. If all the eigen-
values of  lie in k, then there exists a basis for V relative to which the matrix of  lies
in
Tn.k/ D
8
   <
   :
0
B
B B
@
  ::: 
0  ::: 
: : :
: : :
:::
: : :
0 0  
1
C C
C
A
9
> > > =
> > > ;
We extend this elementary statement to sets of commuting endomorphisms.
LEMMA 16.9 Let V be a ﬁnite-dimensional vector space over an algebraically closed ﬁeld
k, and let S be a set of commuting endomorphisms of V . There exists a basis of V for
which S is contained in the group of upper triangular matrices, i.e., a basis e1;:::;en such
that
.he1;:::;eii/  he1;:::;eii for all i: (103)
In more down-to-earth terms, let S be a set of commuting nn matrices; then there
exists an invertible matrix P such that PAP  1 is upper triangular for all A 2 S.
PROOF. We prove this by induction on the dimension of V . If every  2 S is a scalar
multiple of the identity map, then there is nothing to prove. Otherwise, there exists an
 2 S and an eigenvalue a for  such that the eigenspace Va ¤ V . Because every element
of S commutes with , Va is stable under the action of the elements of S: for  2 S and
x 2 Va,
.x/ D .x/ D .ax/ D a.x/:
The induction hypothesis applied to S acting on Va and V=Va shows that there exist bases
e1;:::;em for Va and N emC1;:::; N en for V=Va such that
.he1;:::;eii/  he1;:::;eii for all i  m
.hN emC1;:::; N emCii/  hN emC1;:::; N emCii for all i  n m:
Let N emCi D emCi CVa with emCi 2 V . Then e1;:::;en is a basis for V satisfying (103): 2
PROPOSITION 16.10 Let V be a ﬁnite-dimensional vector space over an algebraically
closed ﬁeld k, and let G be a smooth commutative afﬁne subgroup of GLV . Then there
exists a basis of V for which G is contained in Tn.
PROOF. According to the lemma, there exists a basis of V for which G.k/  Tn.k/. Now
G \Tn is a subgroup of G such that .G \Tn/.k/ D G.k/. As G.k/ is dense in G (see
7.30), this implies that G\Tn D G, and so G  Tn. 2186 I. Basic Theory of Afﬁne Groups
DECOMPOSITION OF A SMOOTH COMMUTATIVE ALGEBRAIC GROUP
DEFINITION 16.11 Let G be an algebraic group over a perfect ﬁeld k. An element g of
G.k/ is semisimple (resp. unipotent) if g D gs (resp. g D gu) with the notations of 10.18.
Thus, g is semisimple (resp. unipotent) if r.g/ is semisimple (resp. unipotent) for one
faithful representation .V;r/ of G, in which case r.g/ is semisimple (resp. unipotent) for
all representations r of G.
Theorem 10.18 shows that
G.k/ D G.k/s G.k/u (cartesian product of sets) (104)
where G.k/s (resp. G.k/u) is the set of semisimple (resp. unipotent) elements in G.k/.
However, this will not in general be a decomposition of groups, because Jordan decompo-
sitions do not respect products, for example, .gh/u ¤ guhu in general. However, if G is
commutative, then
GG
multiplication
                ! G
is a homomorphism of groups, and so it does respect the Jordan decompositions (10.20).
Thus, in this case (104) realizes G.k/ as a product of subgroups. We can do better.
PROPOSITION 16.12 Every smooth commutative algebraic group G over a perfect ﬁeld is
a direct product of two algebraic subgroups
G ' Gs Gu
such that Gs.kal/ D G.kal/s and Gu.kal/ D G.kal/u. The decomposition is unique.
PROOF. The uniqueness allows us to assume that k D kal. First note that the subgroups Dn
and Un of Tn have trivial intersection, because
Dn.R/\Un.R/ D fIng (inside Tn.R/)
for all R (alternatively, apply 15.16).
On applying (16.10) to a faithful representation of G, we obtain an embedding G ,!Tn
for some n. Let Gs D G\Dn and Gu D G\Un. Because G is commutative,
Gs Gu ! G (105)
is a homomorphism with kernel Gs \Gu. Because Dn\Un D 1 as algebraic groups, Gs \
Gu D 1, and so (105) is injective; because Gs.k/Gu.k/ D G.k/ and G is smooth, (105) is
surjective (7.54); therefore it is an isomorphism. The uniqueness is obvious. 2
REMARK 16.13 Let G be a smooth algebraic group over an algebraically closed ﬁeld k
(notnecessarilycommutative). Ingeneral, G.k/s willnotbeclosedfortheZariskitopology.
However, G.k/u is closed. To see this, embed G in GLn for some n. A matrix A is
unipotent if and only if its characteristic polynomial is .T  1/n. But the coefﬁcients of
the characteristic polynomial of A are polynomials in the entries of A, and so this is a
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DECOMPOSITION OF A COMMUTATIVE ALGEBRAIC GROUP
THEOREM 16.14 Let G be a commutative algebraic group over a ﬁeld k.
(a) There exists a largest afﬁne subgroup Gs of G of multiplicative type; this is a char-
acteristic subgroup (in the weak sense) of G, and the quotient G=Gs is unipotent.
(b) If k is perfect, there exists a largest unipotent afﬁne subgroup Gu of G, and G D
Gs Gu. This decomposition is unique.
PROOF. (a) Let Gs be the intersection of the afﬁne subgroups H of G such that G=H
is unipotent. Then G=Gs !
Q
G=H is injective, and so G=Gs is unipotent (15.7). A
nontrivial homomorphism Gs ! Ga would have a kernel H such that G=H is unipotent
(15.7)butGs 6H, contradictingthedeﬁnitionofGs. ThereforeGs isofmultiplicativetype
(14.28). If H is a second afﬁne subgroup of G of multiplicative type, then the map H !
G=Gs is zero (15.18), and so H  Gs. Therefore Gs is the largest afﬁne subgroup of G of
multiplicative type. From this description, it is clear that Gs D Gs for any automorphism
 of G.
(b) Assume k is perfect. Then it sufﬁces to show that G D T U with T of multi-
plicative type and U unipotent because, for any other unipotent afﬁne subgroup U 0 of G,
the map U 0 ! G=U ' T is zero (15.15), and so U 0  U; similarly any other subgroup T 0
of multiplicative type is contained in T; therefore T (resp. U) is the largest subgroup of
multiplicative type (resp. unipotent subgroup), and so the decomposition is unique. 2
ASIDE 16.15 In fact, Gs is characteristic in the strong sense, but this requires a small additional
argument (DG IV, 2, 2.4, p. 486; 3, 1.1, p. 501); in general, Gu is not (ibid. IV 3, 1.2).
REMARK 16.16 It is necessary that k be perfect in (b). Let k be a separably closed ﬁeld of
characteristic p, and let G D.Gm/k0=k where k0 is an extension of k of degree p (necessar-
ily purely inseparable). Then G is a commutative smooth connected algebraic group over
k. The canonical map Gm ! G realizes Gm as Gs, and the quotient G=Gm is unipotent.
Over kal, G decomposes into .Gm/kal .G=Gm/kal, and so G is not reductive. However, G
contains no unipotent subgroup because G.k/ D k0 has no p-torsion, and so Gu D 1. See
17.22.
16c The derived group of algebraic group
Let G be an algebraic group over a ﬁeld k.
DEFINITION 16.17 The derived group DG (or G0 or Gder) of G is the intersection of the
normal algebraic subgroups N of G such that G=N is commutative.
PROPOSITION 16.18 The quotient G=DG is commutative (hence DG is the smallest nor-
mal subgroup with this property).
PROOF. For any normal afﬁne subgroups N1;:::;Nr of G, the canonical homomorphism
G ! G=N1G=Nr
has kernel N1\:::\Nr. Therefore, if each of the algebraic groups G=Ni is commutative,
so also is G=.N1\:::\Nr/. 2188 I. Basic Theory of Afﬁne Groups
We shall need another description of DG, which is analogous to the description of the
derived group as the subgroup generated by commutators. As for abstract groups, there
exist maps of functors
G2 ! G4 !  ! G2n ! G:
Let In be the kernel of the homomorphism O.G/ ! O.G2n/ of k-algebras (not Hopf
algebras) deﬁned by G2n ! G: Then
I1  I2    In  
and we let I D
T
In.
PROPOSITION 16.19 The coordinate ring of DG is O.G/=I.
PROOF. From the diagram of set-valued functors
G2n  G2n     ! G4n
? ? y
? ? y
? ? y
G  G
mult
    ! G
we get a diagram of k-algebras
O.G/=In 
 O.G/=In   O.G/=I2n x ? ?
x ? ?
x ? ?
O.G/ 
 O.G/

    O.G/
(because O.G/=In is the image of O.G/ in O.G4n/ ). It follows that
WO.G/ ! O.G/=I 
O.G/=I
factors through O.G/!O.G/=I, and deﬁnes a Hopf algebra structure on O.G/=I, which
corresponds to the smallest algebraic subgroup G0 of G such that G0.R/ contains all the
commutators for all R. Clearly, this is also the smallest normal subgroup such that G=G0 is
commutative. 2
COROLLARY 16.20 For any ﬁeld K  k, DGK D .DG/K:
PROOF. The deﬁnition of I commutes with extension of the base ﬁeld. 2
COROLLARY 16.21 IfG isconnected(resp. smooth), thenDG isconnected(resp. smooth).
PROOF. Recall that an algebraic group G is connected (resp. smooth) if and only if O.G/
has no nontrivial idempotents (resp. nilpotents). If O.G/=I had a nontrivial idempotent
(resp. nilpotent), then so would O.G/=In for some n, but (by deﬁnition) the homomor-
phism of k-algebras O.G/=In ,! O.G2n/ is injective. If G is connected (resp. smooth),
then so also is G2n, and so O.G2n/ has no nontrivial idempotents (resp. nilpotents). 216. Solvable afﬁne groups 189
COROLLARY 16.22 LetG beasmoothconnectedalgebraicgroup. ThenO.DG/DO.G/=In
for some n, and .DG/.kal/ D D.G.kal//.
PROOF. As G is smooth and connected, so also is G2n (6.1, 13.19). Therefore, each ideal
In is prime, and a descending sequence of prime ideals in a noetherian ring terminates. This
proves the ﬁrst part of the statement (CA 16.5).
Let Vn be the image of G2n.kal/ in G.kal/. Its closure in G.kal/ is the zero-set of In.
Being the image of a regular map, Vn contains a dense open subset U of its closure (CA
12.14). Choose n as in the ﬁrst part, so that the zero-set of In is DG.kal/. Then
U U  1  VnVn  V2n  D.G.kal// D
[
mVm  DG.kal/:
It remains to show that U U  1 D DG.kal/. Let g 2 DG.kal/. Because U is open and
dense DG.kal/, so is gU  1, which must therefore meet U, forcing g to lie in U U. 2
COROLLARY 16.23 The derived group DG of a smooth algebraic group G is the unique
smooth afﬁne subgroup such that .DG/.kal/ D D.G.kal//.
PROOF. The derived group has these properties by (16.21) and (16.22), and it is the only
afﬁne subgroup with these properties because .DG/.kal/ is dense in DG. 2
A
16.24 For an algebraic group G, the group G.k/ may have commutative quotients without
G having commutative quotients, i.e., we may have G.k/ ¤ D.G.k// but G D DG. This is
the case for G D PGLn over nonperfect separably closed ﬁeld of characteristic p dividing
n.
16d Solvable algebraic groups
WriteD2G forthesecondderivedgroupD.DG/, D3G forthethirdderivedgroupD.D2G/,
and so on.
DEFINITION 16.25 An algebraic group G is solvable if the derived series
G  DG  D2G  
terminates with 1.
LEMMA 16.26 An algebraic group G is solvable if and only if it admits a subnormal series
G D G0  G1    Gn D 1 (106)
whose quotients Gi=GiC1are commutative.
PROOF. If G is solvable, then the derived series is such a sequence. Conversely, given a
sequence as in (106), G1  DG, so G2  D2G, ..., so Gn  DnG. Hence DnG D 1. 2
A sequence of algebraic subgroups (106) such that GiC1 is normal in Gi for each i and
Gi=GiC1 is commutative is called solvable series.190 I. Basic Theory of Afﬁne Groups
PROPOSITION 16.27 Subgroups, quotients, and extensions of solvable algebraic groups
are solvable.
PROOF. Obvious. 2
EXAMPLE 16.28 Let G be a ﬁnite group, and let .G/k be the algebraic group such that
.G/k.R/ D G for all k-algebras R with no nontrivial idempotents. Then D.G/k D .DG/k,
D2.G/k D .D2G/k, and so on. Therefore .G/k is solvable if and only if G is solvable.
In particular, the theory of solvable algebraic groups includes the theory of solvable ﬁnite
groups, which is already quite complicated. For example, all ﬁnite groups with no element
of order 2 are solvable.
EXAMPLE 16.29 The group Tn of upper triangular matrices is solvable. For example, the
subnormal series
T3 D
8
<
:
0
@
  
0  
0 0 
1
A
9
=
;

8
<
:
0
@
1  
0 1 
0 0 1
1
A
9
=
;

8
<
:
0
@
1 0 
0 1 0
0 0 1
1
A
9
=
;
 1
has quotients GmGmGm, GaGa, and Ga.
More generally, the functor
R   G0.R/
def D f.aij/ j aii D 1 for all ig
is an algebraic subgroup of Tn because it is represented by O.Tn/=.T11 1;:::;Tnn 1/.
Similarly, there is an algebraic subgroup Gr of G0 of matrices .aij/ such that aij D 0 for
0 < j  i  r. The functor
.aij/ 7! .a1;rC2;:::;ai;rCiC1;:::/
is a homomorphism from Gr onto Ga Ga  with kernel GrC1. Thus the sequence of
algebraic subgroups
Tn  G0  G1    Gn D f1g
exhibits Tn as a solvable group.
Alternatively, we can work abstractly. A ﬂag in a vector space V is a set of subspaces
of V , distinct from f0g and V , ordered by inclusion. When we order the ﬂags in V by
inclusion, the maximal ﬂags are the families fV1;:::;Vn 1g with dimVi D i, n D dimV ,
and
V1    Vn 1:
For example, if .ei/1in is a basis for V , then we get a maximal ﬂag by taking Vi D
he1;:::;eii.
Let F D fV1;:::;Vn 1g be a maximal ﬂag in V , and let T be the algebraic subgroup
of GLV such that T.R/ consists of the automorphisms preserving the ﬂag, i.e., such that
.Vi 
R/  Vi 
R for all k-algebras R. When we take F to be the maximal ﬂag in kn
deﬁned by the standard basis, G D Tn. Let G0 be the algebraic subgroup of G of  acting
as id on the quotients Vi=Vi i; more precisely,
G0 D Ker.G !
Y
GLVi=Vi i/:16. Solvable afﬁne groups 191
Then G0 is a normal algebraic subgroup of T with quotient isomorphic to Gn
m. Now de-
ﬁne Gr to be the algebraic subgroup of G0 of elements  acting as id on the quotients
Vi=Vi r 1: Again, GrC1 is a normal algebraic subgroup of Gr with quotient isomorphic
to a product of copies of Ga.
EXAMPLE 16.30 The group of nn monomial matrices is solvable if and only if n  4
(because Sn is solvable if and only if n  4; GT 4.33).
THE LIE-KOLCHIN THEOREM
THEOREM 16.31 Let G be a subgroup of GLV . If G is connected, smooth, and solvable,
and k is algebraically closed, then it is trigonalizable.
PROOF. It sufﬁces to show that there exists a basis for V such that G.k/  Tn.k/ (because
then .G\Tn/.k/DG.k/, and so G\Tn DG, which implies that G T). Also, it sufﬁces
to show that the elements of G.k/ have a common eigenvector, because then we can apply
induction on the dimension of V (cf. the proof of 16.9). We prove this by induction on the
length of the derived series G. If the derived series has length zero, then G is commutative,
and we proved the result in (16.10). Let N D DG. Its derived series is shorter than that of
G, and so we can assume that the elements of N have a common eigenvector, i.e., for some
character  of N, the space V (for N) is nonzero.
Let W be the sum of the nonzero eigenspaces V for N. According to (8.65), the sum
is direct, W D
L
V, and so the set fVg of nonzero eigenspaces for N is ﬁnite.
Let x be a nonzero element of V for some , and let g 2 G.k/. For n 2 N.k/,
ngx D g.g 1ng/x D g.g 1ng/x D .g 1ng/gx
For the middle equality we used that N is normal in G. Thus, gx lies in the eigenspace for
the character g D .n 7! .g 1ng// of N. This shows that G.k/ permutes the ﬁnite set
fVg.
Choose a  and let H  G.k/ be the stabilizer of V, so H consists of the g 2 G.k/
such that
.n/ D .g 1ng/ for all n 2 N.k/: (107)
Then, H is a subgroup of ﬁnite index in G.k/, and it is closed for the Zariski topology on
G.k/ because (107) is a polynomial condition on g for each n. Therefore H D G.k/, oth-
erwise its cosets would disconnect G.k/. This shows that W D V, and so G.k/ stabilizes
V.
An element n 2 N.k/ acts on V as the homothety x 7! .n/x, .n/ 2 k: But each
element n of N.k/ is a product of commutators x;y of elements of G.k/ (see 16.22), and
so n acts on V as an automorphism of determinant 1. This shows that .n/dimV D 1, and
so the image of WG ! Gm is ﬁnite. Because N is connected, this shows that N.k/ in fact
acts trivially59 on V. Hence G.k/ acts on V through the quotient G.k/=N.k/, which is
commutative. In this case, we know there is a common eigenvalue (16.9). 2
59In more detail, the argument shows that the character  takes values in m  Gm where m D dimV. If
k has characteristic zero, or characteristic p and p 6 jm, then m is ´ etale, and so, because N is connected, 
is trivial. If pjm, the argument only shows that  takes values in pr for pr the power of p dividing m. But
pr.k/ D 1, and so the action of N.k/ on V is trivial, as claimed.192 I. Basic Theory of Afﬁne Groups
16.32 All the hypotheses in the theorem are needed (however, if k is algebraically closed
and G is solvable, then the theorem applies to G
red, which is a subgroup of G with the same
dimension).
CONNECTED: The group G of monomial 22 matrices is solvable but not trigonalizable.
The only common eigenvectors of D2.k/  G.k/ are e1 D
 
1
0

and e2 D
 
0
1

, but the
monomial matrix
 
0 1
1 0

interchanges e1 and e2, and so there is no common eigenvec-
tor for the elements of G.k/.
SMOOTH: (Waterhouse 1979, 10, Exercise 3, p. 79.) Let k have characteristic 2, and let G
be the afﬁne subgroup of SL2 of matrices
 
a b
c d

such that a2 D1Dd2 and b2 D0D
c2. There is an exact sequence
0         ! 2
a7!

a 0
0 a

            ! G

a b
c d

7!.ab;cd/
                      ! 22         ! 1:
Moreover, 2  Z.G/, and so G is connected and solvable (even nilpotent), but no
line is ﬁxed in the natural action of G on k2. Therefore G is not trigonalizable.
SOLVABLE: As Tn is solvable (16.29) and a subgroup of a solvable group is obviously
solvable, this condition is necessary.
k ALGEBRAICALLY CLOSED: If G.k/Tn.k/, then the elements of G.k/ have a common
eigenvector, namely, e1 D .10 ::: 0/t. Unless k is algebraically closed, an endomor-
phism need not have an eigenvector, and, for example,
 
a b
 b a
 
 a;b 2 R; a2Cb2 D 1
	
is an commutative algebraic group over R that is not trigonalizable over R.
16e Structure of solvable groups
THEOREM 16.33 LetG beaconnectedsolvablesmoothgroupoveraperfectﬁeldk. There
exists a unique connected normal algebraic subgroup Gu of G such that
(a) Gu is unipotent;
(b) G=Gu is of multiplicative type.
The formation of Gu commutes with change of the base ﬁeld.
PROOF. We ﬁrst prove this when k D kal. Embed G into Tn for some n, and construct
1         ! Un         ! Tn         ! Dn         ! 1
x ?
?
x ?
?
x ?
?
1         ! Gu         ! G         ! T         ! 1
where T is the image of G in Dn and Gu D Un \G. Certainly Gu is a normal algebraic
subgroup of G satisfying (a) and (b). We next prove that Gu is connected.
Let Q D G=DG. It is commutative, so that (16.12)
Q ' QuQs.16. Solvable afﬁne groups 193
This shows that Qu is connected (if it had an ´ etale quotient, so would Q). As G=Gu is
commutative, DG  Gu, and the diagram
1         ! DG         ! Gu         ! 0.Gu/         ! 1
 

? ?
y
? ?
y
1         ! DG         ! G         ! Q         ! 1
? ?
y
? ?
y
T         ! Q=Gu
?
? y
?
? y
1 1
shows that T ' Q=0.Gu/. Since .Gu/  Qu, this shows that 0.Gu/ D Qu, and so
(13.21)
Qu, DG connected H) Gu connected.
For the uniqueness, note that Gu is the largest connected normal unipotent subgroup
of G, or that Gu.kal/ consists of the unipotent elements of G.kal/ (and apply a previous
result).
When k is only perfect, the uniqueness of .Gkal/u implies that it is stable under   D
Gal.kal=k/, and hence arises from a unique algebraic subgroup Gu of G (7.33), which
clearly has the required properties. 2
16f Split solvable groups
DEFINITION 16.34 A solvable algebraic group is split if it admits subnormal series whose
quotients are Ga or Gm.
Such a group is automatically smooth (7.66) and connected (13.21). This agrees with
our deﬁnition of split unipotent group. Any quotient of a split solvable group is again a split
solvable group.
16g Tori in solvable groups
PROPOSITION 16.35 Let G be a connected smooth solvable group over an algebraically
closed ﬁeld. If T and T 0 are maximal tori in G, then T 0 D gTg 1 for some g 2 G.k/.
PROOF. Omitted for the present (cf. Springer 1998, 6.3.5). 2
PROPOSITION 16.36 The centralizer of any torus in a connected smooth solvable group G
is connected.
PROOF. Omitted for the present (cf. Springer 1998, 6.3.5). 2194 I. Basic Theory of Afﬁne Groups
16h Exercises
EXERCISE 16-1 Give a geometric proof that G connected implies DG connected. [Show
that the image of connected set under a continuous map is connected (for the Zariski topol-
ogy, say), the closure of a connected set is connected, and a nested union of connected sets
is connected sets is connected; then apply the criterion (13.13).]
EXERCISE 16-2 Show that an algebraic group G is trigonalizable if and only if there exists
a ﬁltration C0 C1 C2  of O.G/ by subspaces Ci such that C0 is spanned by group-
like elements,
S
r0Cr D A, and .Cr/ 
P
0ir Ci 
Cr i (Waterhouse 1979, Chap.
9, Ex. 5, p. 72).
17 The structure of algebraic groups
Throughout this section, k is a ﬁeld.
17a Radicals and unipotent radicals
LEMMA 17.1 Let N and H be algebraic subgroups of G with N normal. If H and N
are solvable (resp. unipotent, resp. connected, resp. smooth), then HN is solvable (resp.
unipotent, resp. connected, resp. smooth).
PROOF. We use the exact sequence
1         ! N         ! HN         ! HN=N         ! 1:
(9.12)
x
? ?'
H=H \N
Because H is solvable, so also is its quotient H=H \N; hence HN=N is solvable, and
HN is solvable because it is an extension of solvable groups (16.27). The same argument
applies with “solvable” replaced by “unipotent” (use 15.7), or by “connected” (use 13.21),
or by “smooth” (use 7.66). 2
PROPOSITION 17.2 Let G be a smooth algebraic group over a ﬁeld k.
(a) There exists a largest60 smooth connected normal solvable subgroup of G (called the
radical RG of G).
(b) Thereexistsalargestsmoothconnectednormalunipotentsubgroup(calledtheunipo-
tent radical RuG of G).
PROOF. Immediate consequence of the lemma. 2
The formation of the radical and the unipotent radical each commute with separable
extensions of the base ﬁeld: let K be a Galois extension of k with Galois group   ; by
uniqueness, RGK is stable under the action of   , and therefore arises from a subgroup R0G
of G (by 4.13); now .RG/K  RGK, and so RG  R0G; as RG is maximal, RG D R0G,
and so .RG/K D .R0G/K D RGK.
60Recall that “largest” means “unique maximal”.17. The structure of algebraic groups 195
PROPOSITION 17.3 Let G be a smooth algebraic group over a perfect ﬁeld k. For any
extension ﬁeld K of k,
RGK D .RG/K and RuGK D .RuG/K.
Moreover, RuG D .RG/u (notations as in 16.33).
PROOF. See the above discussion. 2
DEFINITION 17.4 Let G be a smooth algebraic group over a ﬁeldk. The geometric radical
of G is RGkal, and the geometric unipotent radical of G is RuGkal.
17b Deﬁnition of semisimple and reductive groups
DEFINITION 17.5 Let G be an algebraic group over a ﬁeld k.
(a) G is semisimple if it is smooth and connected and its geometric radical is trivial.
(b) G is reductive if it is smooth and connected and its geometric unipotent radical is
trivial.
(c) G is pseudoreductive if it is smooth and connected and its unipotent radical is trivial.
Thus
semisimple H) reductive H) pseudoreductive.
For example, SLn, SOn, and Spn are semisimple, and GLn is reductive (but not semisim-
ple). When k is perfect, RuGkal D .RuG/kal, and so reductive and pseudoreductive are
equivalent.
PROPOSITION 17.6 Let G be a smooth connected algebraic group over a perfect ﬁeld k.
(a) G is semisimple if and only if RG D 1.
(b) G is reductive if and only if RuG D 1 (i.e., G is pseudoreductive).
PROOF. Obvious from (17.3). 2
PROPOSITION 17.7 Let G be a smooth connected algebraic group over a ﬁeld k:
(a) If G is semisimple, then every smooth connected normal commutative subgroup is
trivial; the converse is true if k is perfect.
(b) If G is reductive, then every smooth connected normal commutative subgroup is a
torus; the converse is true if k is perfect.
PROOF. (a) Suppose that G is semisimple, and let H be a smooth connected normal com-
mutative subgroup of G. Then Hkal  RGkal D 1, and so H D 1. For the converse, we
use that RG and DG are stable for any automorphism of G. This is obvious from their
deﬁnitions: RG is the largest connected normal solvable algebraic subgroup and DG is the
smallest normal algebraic subgroup such that G=DG is commutative. Therefore the chain
G  RG  D.RG/  D2.RG/    Dr.RG/  1;196 I. Basic Theory of Afﬁne Groups
is preserved by every automorphism of G, and, in particular, by the inner automorphisms
deﬁned by elements of G.k/. This remains true over kal, and so the groups are normal in G
by (7.43). As Dr.RG/ is commutative, it is trivial.
(b) Let H be a smooth connected normal commutative subgroup of G; then Hkal 
RGkal, which has no unipotent subgroup. Therefore H is a torus. For the converse, we
consider the chain
G  RuG  D.RuG/  D2.RuG/    Dr.RuG/  1:
Then Dr.RuG/ is a commutative unipotent subgroup, and so is trivial. 2
A smooth connected algebraic group G is pseudoreductive but not reductive if it con-
tains no nontrivial normal smooth unipotent afﬁne subgroup but Gkal does contain such a
subgroup.
REMARK 17.8 Ifoneoftheconditions, smooth, connected, normal, commutative, isdropped,
then a semisimple group may have such a subgroup:
Group subgroup smooth? connected? normal? commutative?
SL2, char.k/ ¤ 2 fIg yes no yes yes
SL2 U2 D
 
1 
0 1
	
yes yes no yes
SL2SL2 f1gSL2 yes yes yes no
SL2, char.k/ D 2 p no yes yes yes
PROPOSITION 17.9 Let G be a smooth connected algebraic group over a perfect ﬁeld. The
quotient group G=RG is semisimple, and G=RuG is reductive.
PROOF. One sees easily that R.G=RG/ D 1 and Ru.G=RuG/ D 1. 2
EXAMPLE 17.10 Let G be the group of invertible matrices
 
A B
0 C

with A of size mm
and C of size nn. The unipotent radical of G is the subgroup of matrices
 
I B
0 I

. The
quotient of G by RuG is isomorphic to the reductive group of invertible matrices of the
form
 
A 0
0 C

, i.e., to GLmGLn. The radical of this is GmGm.
PROPOSITION 17.11 Let G be a connected algebraic group, and let N be a normal unipo-
tent subgroup of G. Then N acts trivially on every semisimple representation of G.
PROOF. Let N be a normal afﬁne subgroup of G, and let .V;r/ be a semisimple represen-
tation of G. I claim that .V;rjN/ is also semisimple. To prove this, it sufﬁces to show that
.V;rjN/ is a sum of simple representations of N (8.68). We may suppose that V is simple
as a representation of G. Let S be an N-simple subrepresentation of .V;rjN/, and let W
be the sum of all subrepresentations of .V;rjN/ isomorphic to S (i.e., W is the N-isotypic
component of V of type S). Then W is stable under G (see 8.73), and so equals V . This
proves the claim (in characteristic zero, the proof is simpler — see II, 6.15). If N is unipo-
tent, then every semisimple representation is trivial (by deﬁnition 15.3). This proves the
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COROLLARY 17.12 Let G be a smooth connected algebraic group. If Rep.G/ is semisim-
ple, then G is reductive.
PROOF. Apply the proposition to N D RuG and to a faithful representation of G. 2
The proposition shows that, for a smooth connected algebraic group G,
RuG 
\
.V;r/ semisimpleKer.r/:
In Chapter II, we shall prove that, in characteristic zero, RuG is equal to the intersection
of the kernels of the semisimple representations of G; thus G is reductive if and only if
Rep.G/ is semisimple. This is false in nonzero characteristic.
ASIDE 17.13 In SGA3, XIX, it is recalled that the unipotent radical of a smooth connected afﬁne
group scheme over an algebraically closed ﬁeld is the largest smooth connected normal unipotent
subgroup of G (ibid. 1.2). A smooth connected afﬁne group scheme over an algebraically closed
ﬁeld is deﬁned to be reductive if its unipotent radical is trivial (ibid. 1.6). A group scheme G over
a scheme S is deﬁned to be reductive if it is smooth and afﬁne over S and each geometric ﬁbre
of G over S is a connected reductive group (2.7). When S is the spectrum of ﬁeld, this deﬁnition
coincides with our deﬁnition.
17c The canonical ﬁltration on an algebraic group
THEOREM 17.14 Let G be an algebraic group over a ﬁeld k.
(a) G contains a unique connected normal subgroup G such that G=G is an ´ etale alge-
braic group.
(b) Assume that k is perfect; then G contains a largest smooth subgroup.
(c) Assume that k is perfect and that G is smooth and connected; then G contains a
unique smooth connected normal solvable subgroup N such that G=N is a semisim-
ple group.
(d) Assume that k is perfect and that G is smooth connected and solvable; then G con-
tains a unique connected unipotent subgroup N such that G=N is of multiplicative
type.
PROOF. (a) See 13.17.
(b) Because k is perfect, there exists a subgroup Gred of G with O.Gred/ D O.G/=N
(see 6.18). This is reduced, and hence smooth (6.26b). This is the largest smooth subgroup
of G because O.Gred/ is the largest reduced quotient of O.G/.
(c) The radical RG of G has these properties. Any other smooth connected normal
solvable subgroup N of G is contained in RG (by the deﬁnition of RG), and if N ¤ RG
then G=N is not semisimple.
(c) See 16.33. 2
NOTES Perhaps (or perhaps not):
(a) Explain the connected components for a nonafﬁne algebraic group, at least in the smooth
case. Also discuss things over a ring k:
(b) Explain the Barsotti-Chevalley-Rosenlicht theorem.
(c) Explain anti-afﬁne groups.
(d) Explain what is true when you drop “smooth” and “perfect”, and maybe even allow a base
ring.198 I. Basic Theory of Afﬁne Groups
17d Semisimple groups
An algebraic group G is simple if it is connected, noncommutative, and its only proper
normal subgroups is 1, and it is almost-simple if it is connected, noncommutative, and
all its proper normal subgroups are ﬁnite. Thus, for n > 1, SLn is almost-simple and
PSLn D SLn=n is simple. A subgroup N of an algebraic group G that is minimal
among the nonﬁnite normal subgroups of G is either commutative or almost-simple; if
G is semisimple, then it is almost-simple.
An algebraic group G is said to be the almost-direct product of its algebraic subgroups
G1;:::;Gr if the map
.g1;:::;gr/ 7! g1grWG1Gr ! G
is a surjective homomorphism with ﬁnite kernel. In particular, this means that the Gi com-
mute and each Gi is normal in G.
PROPOSITION 17.15 Let G be a simple algebraic group over an algebraically closed ﬁeld.
Then the group of inner automorphisms of G has ﬁnite index in the full group of automor-
phisms of G.
Alas, the usual proof of this shows that Aut.G/DInn.G/D where D is group of auto-
morphisms leaving stable a maximal torus and a Borel subgroup containing the torus, uses
the conjugacy of Borel subgroups and the conjugacy of maximal tori in solvable groups, and
then shows that D=D \Inn.G/ is ﬁnite by letting it act on the roots. Unless, we can ﬁnd
a more elementary proof, we shall include a reference to Chapter III for the characteristic
zero case, and to Chapter V for the general case.
THEOREM 17.16 A semisimple algebraic group G has only ﬁnitely many almost-simple
normal subgroups G1;:::;Gr, and the map
.g1;:::;gr/ 7! g1grWG1Gr ! G (108)
is surjective with ﬁnite kernel. Each connected normal algebraic subgroup of G is a product
of those Gi that it contains, and is centralized by the remaining ones.
In particular, an algebraic group is semisimple if and only if its an almost-direct product
of almost-simple algebraic groups. The algebraic groups Gi are called the almost-simple
factors of G.
PROOF. (This proof needs to be rewritten.) When k has characteristic zero, this is proved
in II, 5.31 using Lie algebras. We give the proof for a general ﬁeld assuming (17.15).
Let G1;G2;:::;Gr be distinct minimal smooth connected normal subgroups of G. For
i ¤ j, .Gi;Gj/ is a connected normal subgroup contained in both Gi and Gj (tba), and so
it is trivial. Thus, the map
WG1Gr ! G
is a homomorphism of algebraic groups, and H
def DG1Gr is a connected normal subgroup
of G (hence semisimple). The kernel of  is ﬁnite, and so
dimG  dimN D
X
dimGi:17. The structure of algebraic groups 199
This shows that r is bounded, and we may assume that our family contains them all.
It remains to show that H D G. For this we may assume that k D kal. Let H0 D
CG.H/
red. Then CG.H/.k/ is the kernel of
G.k/ ! Aut.H/,
and its image is Inn.H/. As Inn.H/ has ﬁnite index in Aut.H/ (see 17.15), it follows that
H H0 has ﬁnite index in G, and hence equals G because G is connected. As H0 is normal
in G, it is also semisimple. A minimal smooth connected normal subgroup of H0 is a
minimal smooth connected normal subgroup of G (because G D H H0 and H centralizes
H0). A nontrivial such group would contradict the deﬁnition of H — we deduce that
H0 D 1. 2
COROLLARY 17.17 Allnontrivialconnectednormalsubgroupsandquotientsofasemisim-
ple algebraic group are semisimple.
PROOF. Any such group is an almost-product of almost-simple algebraic groups. 2
COROLLARY 17.18 If G is semisimple, then DG D G, i.e., a semisimple group has no
commutative quotients.
PROOF. This is obvious for almost-simple algebraic groups, and hence for any almost-
product of such algebraic groups. 2
SIMPLY CONNECTED SEMISIMPLE GROUPS
(This section need to be rewritten.) An semisimple algebraic group G is simply connected
if every isogeny G0 ! G is an isomorphism.
Let G be a simply connected semisimple group over a ﬁeld k, and let   DGal.ksep=k/.
Then Gksep decomposes into a product
Gksep D G1Gr (109)
of its almost-simple subgroups Gi. The set fG1;:::;Grg contains all the almost-simple
subgroups of G. When we apply  2   to (187), it becomes
Gksep D Gksep D G1Gr
with fG1;:::;Grg a permutation of fG1;:::;Grg. Let H1;:::;Hs denote the products of
Gi in the different orbits of   . Then Hi D Hi, and so Hi is deﬁned over k (I, 4.13), and
G D H1Hs
is a decomposition of G into a product of its almost-simple subgroups.
Now suppose that G itself is almost-simple, so that   acts transitively on the Gi in
(109). Let
 D f 2   j G1 D G1g;
and let K D .ksep/.200 I. Basic Theory of Afﬁne Groups
PROPOSITION 17.19 We have G ' .G1/K=k (restriction of base ﬁeld).
PROOF. We can rewrite (109) as
Gksep D
Y
G1ksep
where  runs over a set of cosets for  in   . On comparing this with (4.8), we see that
there is a canonical isomorphism
Gksep '
 
.G1/K=k

ksep .
In particular, it commutes with the action of   , and so is deﬁned over k (see 4.13). 2
The group G1 over K is geometrically almost-simple, i.e., it is almost-simple and re-
mains almost-simple over Kal.
17e Reductive groups
THEOREM 17.20 If G is reductive, then the derived group DG of G is semisimple, the
connected centre Z.G/ of G is a torus, and Z.G/\DG is the (ﬁnite) centre of DG;
moreover,
G D Z.G/DG:
PROOF. It sufﬁces to prove this with k D kal. By deﬁnition, .RG/u D 0, and so (16.33)
shows that RG is a torus T. Rigidity (14.32) implies that the action of G on RG by inner
automorphisms is trivial, and so RG  Z.G/. Since the reverse inclusion always holds,
this shows that
R.G/ D Z.G/ D torus.
We next show that Z.G/\DG is ﬁnite. Choose an embedding G ,! GLV , and write
V as a direct sum
V D V1Vr
of eigenspaces for the action of Z.G/ (see 14.15). When we choose bases for the Vi, then
Z.G/.k/ consists of the matrices
0
B
@
A1 0 0
0
::: 0
0 0 Ar
1
C
A
with each Ai nonzero and scalar,61 and so its centralizer in GLV consists of the matrices of
this shape with the Ai arbitrary. Since .DG/.k/ consists of commutators (16.22), it consists
of such matrices with determinant 1. As SL.Vi/ contains only ﬁnitely many scalar matrices,
this shows that Z.G/\DG is ﬁnite.
Note that Z.G/DG is a normal algebraic subgroup of G such that G=.Z.G/DG/
is commutative (being a quotient of G=DG) and semisimple (being a quotient of G=R.G/).
Hence62
G D Z.G/Gder:
61That is, of the form diag.a;:::;a/ with a ¤ 0.
62Because G D DG if G is semisimple. In other words, a semisimple group has no commutative quotients.
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Therefore
Gder ! G=R.G/
is surjective with ﬁnite kernel. As G=R.G/ is semisimple, so also is Gder.
Certainly Z.G/\Gder  Z.Gder/, but, because G D Z.G/Gder and Z.G/ is com-
mutative, Z.Gder/  Z.G/. 2
REMARK 17.21 From a reductive group G, we obtain a semisimple group G0 (its derived
group), a group Z of multiplicative type (its centre), and a homomorphism 'WZ.G0/ ! Z.
Moreover, G can be recovered from .G0;Z;'/: the map
z 7! .'.z/ 1;z/WZ.G0/ ! ZG0
is an isomorphism from Z.G0/ onto a central subgroup of Z G0, and the quotient is G.
Clearly, every reductive group arises from such a triple .G0;Z;'/ (and G0 can even be
chosen to be simply connected).
17f Pseudoreductive groups
We brieﬂy summarize Conrad, Gabber, and Prasad 2010.
17.22 Let k be a separably closed ﬁeld of characteristic p, and let G D.Gm/k0=k where k0
is an extension of k of degree p (necessarily purely inseparable). Then G is a commutative
smooth connected algebraic group over k. The canonical map Gm ! G realizes Gm as the
largest subgroup of G of multiplicative type, and the quotient G=Gm is unipotent. Over kal,
G decomposes into .Gm/kal .G=Gm/kal (see 16.12), and so G is not reductive. However,
G contains no unipotent subgroup because G.k/ D k0, which has no p-torsion. Therefore
G is pseudo-reductive.
17.23 Let k0 be a ﬁnite ﬁeld extension of k, and let G be a reductive group over k0. If k0
is separable over k, then .G/k0=k is reductive, but otherwise it is only pseudoreductive.
17.24 Let C be a commutative connected algebraic group over k. If C is reductive, then
C is a torus, and the tori are classiﬁed by the continuous actions of Gal.ksep=k/ on free
abelian groups of ﬁnite rank. By contrast, “it seems to be an impossible task to describe
general commutative pseudo-reductive groups over imperfect ﬁelds” (Conrad et al. 2010,
p. xv).
17.25 Let k1;:::;kn be ﬁnite ﬁeld extensions of k. For each i, let Gi be a reductive group
over ki, and let Ti be a maximal torus in Gi. Deﬁne algebraic groups
G  - T  N T
by
G D
Y
i.Gi/ki=k
T D
Y
i.Ti/ki=k
N T D
Y
i.Ti=Z.Gi//ki=k.202 I. Basic Theory of Afﬁne Groups
Let WT ! C be a homomorphism of commutative pseudoreductive groups that factors
through the quotient map T ! N T:
T

 ! C
 
 ! N T.
Then   deﬁnes an action of C on G by conjugation, and so we can form the semi-direct
product
GoC:
The map
t 7! .t 1;.t//WT ! GoC
is an isomorphism from T onto a central subgroup of G oC, and the quotient .G oC/=T
is a pseudoreductive group over k. The main theorem (5.1.1) of Conrad et al. 2010 says
that, except possibly when k has characteristic 2 or 3, every pseudoreductive group over k
arises by such a construction (the theorem also treats the exceptional cases).
17.26 The maximal tori in reductive groups are their own centralizers. Any pseudoreduc-
tive group with this property is reductive (except possibly in characteristic 2; Conrad et al.
2010, 11.1.1).
17.27 If G is reductive, then G D DG Z.G/ where DG is the derived group of G and
Z.G/ is the largest central connected reductive subgroup of G. This statement becomes
false with “pseudoreductive” for “reductive” (Conrad et al. 2010, 11.2.1).
17.28 For a reductive group G, the map
RG D Z.G/ ! G=DG
is an isogeny, and G is semisimple if and only if one (hence both) groups are trivial. For
a pseudoreductive group, the condition RG D 1 does not imply that G D DG. Conrad
et al. 2010, 11.2.2, instead adopt the deﬁnition: an algebraic group G is pseudo-semisimple
if it is pseudoreductive and G D DG. The derived group of a pseudoreductive group is
pseudo-semisimple (ibid. 1.2.6, 11.2.3).
17.29 A reductive group G over any ﬁeld k is unirational, and so G.k/ is dense in G if k
is inﬁnite. This fails for pseudoreductive groups: over every nonperfect ﬁeld k there exists a
commutative pseudoreductive group that it not unirational; when k is a nonperfect rational
function ﬁeld k0.T/, such a group G can be chosen so that G.k/ is not dense in G (Conrad
et al. 2010, 11.3.1).
17g Properties of G versus those of Repk.G/
We summarize.
17.30 An afﬁne group G is ﬁnite if and only if there exists a representation .r;V / such
that every representation of G is a subquotient of V n for some n  0 (12.19).18. Example: the spin groups 203
17.31 A afﬁne group G is strongly connected if and only if if and only if, for every rep-
resentation V on which G acts nontrivially, the full subcategory of Rep.G/ of subquotients
of V n, n  0, is not stable under 
 (apply 17.30). In characteristic zero, a group is strongly
connected if and only if it is connected.
17.32 An afﬁne group G is unipotent if and only if every simple representation is trivial
(this is essentially the deﬁnition 15.3).
17.33 An afﬁne group G is trigonalizable if and only if every simple representation has
dimension 1 (this is the deﬁnition 16.1).
17.34 An afﬁne group G is algebraic if and only if Rep.G/ D hV i
 for some representa-
tion .V;r/ (8.44).
17.35 Let G be a smooth connected algebraic group. If Rep.G/ is semisimple, then G is
reductive (17.12), and the converse is true in characteristic zero (II, 6.14).
18 Example: the spin groups
Let  be a nondegenerate bilinear form on a k-vector space V . The special orthogonal
group SO./ is connected and almost-simple, and it has a 2-fold covering Spin./ which
we now construct.
Throughout this section, k is a ﬁeld not of characteristic 2 and “k-algebra” means “as-
sociative (not necessarily commutative) k-algebra containing k in its centre”. For example,
the nn matrices with entries in k become such a k-algebra Mn.k/ once we identify an
element c of k with the scalar matrix cIn.
NOTES This section is OK as far as it goes, but it needs to be revised and completed. Also, should
explain in more detail that not all representations of son come from SOn, but they do from some
semisimple algebraic group.
18a Quadratic spaces
Let k be a ﬁeld not of characteristic 2, and let V be a ﬁnite-dimensional k-vector space. A
quadratic form on V is a mapping
qWV ! k
such that q.x/ D q.x;x/ for some symmetric bilinear form qWV V ! k. Note that
q.xCy/ D q.x/Cq.y/C2q.x;y/, (110)
and so q is uniquely determined by q. A quadratic space is a pair .V;q/ consisting of
a ﬁnite-dimensional vector space and a quadratic form q. Often I’ll write  (rather than
q) for the associated symmetric bilinear form and denote .V;q/ by .V;q/ or .V;/. A
nonzero vector x in V is isotropic if q.x/ D 0 and anisotropic if q.x/ ¤ 0. Note that q is
zero (i.e., q.V / D 0) if and only if  is zero (i.e., .V;V / D 0).
The discriminant of .V;q/ is the determinant of the matrix ..ei;ej// where e1;:::;en
is a basis of V . The choice of a different basis multiplies det..ei;ej// by a nonzero square,
and so the discriminant is an element of k=k2.204 I. Basic Theory of Afﬁne Groups
Let .V1;q1/ and .V2;q2/ be quadratic spaces. An isometry is an injective k-linear map
WV1 ! V2 such that q2.x/ D q1.x/ for all x 2 V (equivalently, .x;y/ D .x;y/ for
all x;y 2 V ). By .V1;q1/.V2;q2/ we mean the quadratic space .V;q/ with
V D V1V2
q.x1Cx2/ D q.x1/Cq.x2/; x1 2 V1, x2 2 V2:
Let .V;q/ be quadratic space. A basis e1;:::;en for V is said to be orthogonal if
.ei;ej/ D 0 for all i ¤ j.
PROPOSITION 18.1 Every quadratic space has an orthogonal basis (and so is an orthogonal
sum of quadratic spaces of dimension 1).
PROOF. If q.V / D 0, then every basis is orthogonal. Otherwise, let e 2 V be such that
q.e/ ¤ 0, and extend it to a basis e;e2;:::;en for V . Then
e;e2 
.e;e2/
q.e/
e;:::;en 
.e;en/
q.e/
e
is again a basis for V , and the last n 1 vectors span a subspace W for which .e;W / D 0.
Apply induction to W . 2
An orthogonal basis deﬁnes an isometry .V;q/

 ! .kn;q0/, where
q0.x1;:::;xn/ D c1x2
1 CCcnx2
n; ci D q.ei/ 2 k:
If every element of k is a square, for example, if k is algebraically closed, we can even scale
the ei so that each ci is 0 or 1.
18b Theorems of Witt and Cartan-Dieudonn´ e
A quadratic space .V;q/ is said to be regular63 (or nondegenerate,...) if for all x ¤ 0 in
V , there exists a y such that .x;y/ ¤ 0. Otherwise, it is singular. Also, .V;q/ is
 isotropic if it contains an isotropic vector, i.e., if q.x/ D 0 for some x ¤ 0;
 totally isotropic if every nonzero vector is isotropic, i.e., if q.x/ D 0 for all x, and
 anisotropic if it is not isotropic, i.e., if q.x/ D 0 implies x D 0.
Let .V;q/ be a regular quadratic space. Then for any nonzero a 2 V ,
hai? def D fx 2 V j .a;x/ D 0g
is a hyperplane in V (i.e., a subspace of dimension dimV  1). For an anisotropic a 2 V ,
the reﬂection in the hyperplane orthogonal to a is deﬁned to be
Ra.x/ D x 
2.a;x/
q.a/
a.
Then Ra sends a to  a and ﬁxes the elements of W
def D hai?. Moreover,
q.Ra.x// D q.x/ 2
2.a;x/
q.a/
.a;x/C
4.a;x/2
q.a/2 q.a/ D q.x/;
and so Ra is an isometry. Finally, relative to a basis a;e2;:::;en with e2;:::;en a basis for
W , its matrix is diag. 1;1;:::;1/, and so det.Ra/ D  1.
63With the notations of the last paragraph, .V;q/ is regular if c1:::cn ¤ 0.18. Example: the spin groups 205
THEOREM 18.2 Let .V;q/ be a regular quadratic space, and let  be an isometry from a
subspace W of V into V . Then there exists a composite of reﬂections V ! V extending .
PROOF. Suppose ﬁrst that W D hxi with x anisotropic, and let x D y. Geometry in the
plane suggests that we should reﬂect in the line xCy. In the plane this is the line orthogonal
to x y, and, if x y is anisotropic, then
Rx y.x/ D y
as required. To see this, note that
.x y;x/ D  .x y;y/
because q.x/ D q.y/, and so
.x y;xCy/ D 0
.x y;x y/ D 2.x y;x/I
hence
Rx y.x/ D x 
2.x y;x/
.x y;x y/
.x y/ D x .x y/ D y.
If x y is isotropic, then
4q.x/ D q.xCy/Cq.x y/ D q.xCy/
and so xCy is anisotropic. In this case,
RxCy Rx.x/ D Rx . y/. x/ D y:
We now proceed64 by induction on
m.W / D dimW C2dim.W \W ?/:
CASE W NOT TOTALLY ISOTROPIC: In this case, the argument in the proof of (18.1)
shows that there exists an anisotropic vector x 2 W , and we let W 0 D hxi? \W . Then,
for w 2 W , w  
.w;x/
q.x/ x 2 W 0; and so W D hxiW 0 (orthogonal decomposition). As
m.W 0/ D m.W / 1, we can apply induction to obtain a composite 0 of reﬂections such
that 0jW 0 D jW 0. From the deﬁnition of W 0, we see that x 2 W 0?; moreover, for any
w0 2 W 0,
.0 1x;w0/ D .x; 10w0/ D .x;w0/ D 0;
and so y
def D 0 1x 2 W 0?. By the argument in the ﬁrst paragraph, there exist reﬂections
(one or two) of the form Rz, z 2 W 0?, whose composite 00 maps x to y. Because 00 acts
as the identity on W 0, 000 is the map sought:
.000/.cxCw0/ D 0.cyCw0/ D cxCw0:
CASE W TOTALLY ISOTROPIC: Let V _ D Homk-lin.V;k/ be the dual vector space, and
consider the surjective map
WV
x7!.x; /
              ! V _ f 7!f jW
            ! W _
64Following Scharlau 1985, Chapter 1, 5.5.206 I. Basic Theory of Afﬁne Groups
(so x 2 V is sent to the map y 7! .x;y/ on W ). Let W 0 be a subspace of V mapped
isomorphically onto W _. Then W \W 0 D f0g and we claim that W CW 0 is a regular
subspace of V . Indeed, if x Cx0 2 W CW 0 with x0 ¤ 0, then there exists a y 2 W such
that
0 ¤ .x0;y/ D .xCx0;y/;
if x ¤ 0, there exists a y 2 W 0 such that .x;y/ ¤ 0.
Endow W W _ with the symmetric bilinear form
.x;f /;.x0;f 0/ 7! f.x0/Cf 0.x/.
Relative to this bilinear form, the map
xCx0 7! .x;.x0//WW CW 0 ! W W _ (111)
is an isometry.
The same argument applied to W gives a subspace W 00 and an isometry
xCx00 7! .x;:::/WW CW 00 ! W .W /_: (112)
Now the map
W CW 0 (111)
 ! W W _ _ 1
            ! W .W /_ (112)
 ! W CW 00  V
is an isometry extending . As
m.W W 0/ D 2dimW < 3dimW D m.W /
we can apply induction to complete the proof. 2
COROLLARY 18.3 Every isometry of .V;q/ is a composite of reﬂections.
PROOF. This is the special case of the theorem in which W D V . 2
COROLLARY 18.4 (WITT CANCELLATION) Suppose.V;q/hasorthogonaldecompositions
.V;q/ D .V1;q1/.V2;q2/ D .V 0
1;q0
1/.V 0
2;q0
2/
with .V1;q1/ and .V 0
1;q0
1/ regular and isometric. Then .V2;q2/ and .V 0
2;q0
2/ are isometric.
PROOF. Extend an isometry V1 ! V 0
1  V to an isometry of V . It will map V2 D V ?
1
isometrically onto V 0
2 D V 0?
1 . 2
COROLLARY 18.5 All maximal totally isotropic subspace of .V;q/ have the same dimen-
sion.
PROOF. Let W1 and W2 be maximal totally isotropic subspaces of V , and suppose that
dimW1  dimW2. Then there exists an injective linear map WW1 ! W2  V , which is
automatically an isometry. Therefore, by Theorem 18.2 it extends to an isometry WV !V .
Now  1W2 is a totally isotropic subspace of V containing W1. Because W1 is maximal,
W1 D  1W2, and so dimW1 D dim 1W2 D dimW2. 218. Example: the spin groups 207
REMARK 18.6 In the situation of Theorem 18.2, Witt’s theorem says simply that there
exists an isometry extending  to V (not necessarily a composite of reﬂections), and the
Cartan-Dieudonn´ e theorem says that every isometry is a composite of at most dimV reﬂec-
tions. When V is anisotropic, the proof of Theorem 18.2 shows this, but the general case is
considerably more difﬁcult — see Artin 1957.
DEFINITION 18.7 The (Witt) index of a regular quadratic space .V;q/ is the maximum
dimension of a totally isotropic subspace of V .
DEFINITION 18.8 A quadratic space .V;q/ is a hyperbolic plane if it satisﬁes one of the
following equivalent conditions:
(a) .V;q/ is regular and isotropic of dimension 2I
(b) for some basis of V , the matrix of the form is
 
0 1
1 0

;
(c) V has dimension 2 and the discriminant of q is  1 (modulo squares).
THEOREM 18.9 (WITT DECOMPOSITION) A regular quadratic space .V;q/ with Witt in-
dex m has an orthogonal decomposition
V D H1HmVa (113)
with the Hi hyperbolic planes and Va anisotropic; moreover, Va is uniquely determined up
to isometry.
PROOF. Let W be a maximal isotropic subspace of V , and let e1;:::;em be a basis for W .
One easily extends the basis to a linearly independent set e1;:::;em;emC1;:::;e2m such
that .ei;emCj/ D ij (Kronecker delta) and q.emCi/ D 0 for i  m. Then V decomposes
as (113) with65 Hi D hei;emCii and Va D he1;:::;e2mi?. The uniqueness of Va follows
from the Witt cancellation theorem (18.4). 2
18c The orthogonal group
Let .V;q/ be a regular quadratic space. Deﬁne O.q/ to be the group of isometries of .V;q/.
Relative to a basis for V , O.q/ consists of the automorphs of the matrix M D ..ei;ej//,
i.e., the matrices T such that
T t M T D M:
Thus, O.q/ is an algebraic subgroup of GLV (see 3.9), called the orthogonal group of q (it
is also called the orthogonal group of , and denoted O./).
Let T 2 O.q/. As detM ¤ 0, det.T/2 D 1, and so det.T/ D 1. The subgroup of
isometries with det D C1 is an algebraic subgroup of SLV , called the special orthogonal
group SO.q/.
65We often write hSi for the k-space spanned by a subset S of a vector space V .208 I. Basic Theory of Afﬁne Groups
18d Super algebras
Recall (2e) that a superalgebra (or Z=2Z-graded algebra) over k is k-algebra C together
with a decomposition C D C0C1 of C as a k-vector space such that
k  C0; C0C0  C0; C0C1  C1; C1C0  C1; C1C1  C0:
Note that C0 is a k-subalgebra of C. A homomorphism of super k-algebras is a homomor-
phism 'WC ! D of algebras such that '.Ci/  Di for i D 0;1:
EXAMPLE 18.10 Let c1;:::;cn 2 k. Deﬁne C.c1;:::;cn/ to be the k-algebra with genera-
tors e1;:::;en and relations
e2
i D ci; ejei D  eiej (i ¤ j).
As a k-vector space, C.c1;:::;cn/ has basis fe
i1
1 :::e
in
n j ij 2 f0;1gg, and so has dimension
2n. When we set C0 and C1 equal to the subspaces
C0 D he
i1
1 :::ein
n j i1CCin eveni
C1 D he
i1
1 :::ein
n j i1CCin oddi;
of C.c1;:::;cn/, then it becomes a superalgebra.
Let C D C0C1 and D D D0D1 be two super k-algebras. The super tensor prod-
uct of C and D; C O 
D, is deﬁned to be the k-vector space C 
k D endowed with the
superalgebra structure
 
C O 
D

0 D .C0
D0/.C1
D1/
 
C O 
D

1 D .C0
D1/.C1
D0/
.ci 
dj/.c0
k 
d0
l/ D . 1/jk.cic0
k 
djd0
l/ ci 2 Ci, dj 2 Dj etc..
The maps
iCWC ! C O 
D; c 7! c
1
iDWD ! C O 
D; d 7! 1
d
have the following universal property: for any homomorphisms of k-superalgebras
f WC ! T; gWD ! T
whose images anticommute in the sense that
f.ci/g.dj/ D . 1/ijg.dj/f.ci/; ci 2 Ci;dj 2 Dj;
there is a unique superalgebra homomorphism hWC O 
D ! T such that f D hiC, g D
hiD.
EXAMPLE 18.11 As a k-vector space, C.c1/ O 
C.c2/ has basis 1
1, e
1, 1
e, e
e,
and
.e
1/2 D e2
1 D c11
1
.1
e/2 D 1
e2 D c21
1
.e
1/.1
e/ D e
e D  .1
e/.e
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Therefore,
C.c1/ O 
C.c2/ ' C.c1;c2/
e
1 $ e1
1
e $ e2:
Similarly,
C.c1;:::;ci 1/ O 
C.ci/ ' C.c1;:::;ci/,
and so, by induction,
C.c1/ O 
 O 
C.cn/ ' C.c1;:::;cn/:
EXAMPLE 18.12 Every k-algebra A can be regarded as a k-superalgebra by setting A0 D
A and A1 D 0. If A;B are both k-algebras, then A
k B D A O 
kB.
EXAMPLE 18.13 Let X be a manifold. Then H.X/
def D
L
i Hi.X;R/ becomes an R-
algebra under cup-product, and even a superalgebra with H.X/0 D
L
i H2i.X;R/ and
H.X/1 D
L
i H2iC1.X;R/. If Y is a second manifold, the K¨ unneth formula says that
H.X Y / D H.X/ O 
H.Y /
(super tensor product).
18e Brief review of the tensor algebra
Let V be a k-vector space. The tensor algebra of V is T.V / D
L
n0V 
n, where
V 
0 D k;
V 
1 D V;
V 
n D V 

V .n copies of V /
with the algebra structure deﬁned by juxtaposition, i.e.,
.v1

vm/.vmC1

vmCn/ D v1

vmCn:
It is a k-algebra.
If V has a basis e1;:::;em, then T.V / is the k-algebra of noncommuting polynomials
in e1;:::;em.
There is a k-linear map V ! T.V /, namely, V D V 
1 ,!
L
n0V 
n, and any other
k-linear map from V to a k-algebra R extends uniquely to a k-algebra homomorphism
T.V / ! R.
18f The Clifford algebra
Let .V;q/ be a quadratic space, and let  be the corresponding bilinear form on V .
DEFINITION 18.14 The Clifford algebra C.V;q/ is the quotient of the tensor algebra
T.V / of V by the two-sided ideal I.q/ generated by the elements x
x q.x/ .x 2 V /.210 I. Basic Theory of Afﬁne Groups
Let WV ! C.V;q/ be the composite of the canonical map V ! T.V / and the quotient
map T.V / ! C.V;q/. Then  is k-linear, and66
.x/2 D q.x/, all x 2 V: (114)
Note that if x is anisotropic in V , then .x/ is invertible in C.V;q/, because (114) shows
that
.x/
.x/
q.x/
D 1.
EXAMPLE 18.15 If V is one-dimensional with basis e and q.e/ D c, then T.V / is a poly-
nomial algebra in one symbol e, T.V / D ke, and I.q/ D .e2 c/. Therefore, C.V;q/ 
C.c/.
EXAMPLE 18.16 If q D 0, then C.V;q/ is the exterior algebra on V , i.e., C.V;q/ is the
quotient of T.V / by the ideal generated by all squares x2, x 2 V . In C.V;q/,
0 D ..x/C.y//2 D .x/2C.x/.y/C.y/.x/C.y/2 D .x/.y/C.y/.x/
and so .x/.y/ D  .y/.x/.
PROPOSITION 18.17 Let r be a k-linear map from V to a k-algebra D such that r.x/2 D
q.x/. Then there exists a unique homomorphism of k-algebras N rWC.V;q/ ! D such that
N r  D r:
V C.V;q/
D:

r N r
PROOF. According to the universal property of the tensor algebra, r extends uniquely to a
homomorphism of k-algebras r0WT.V / ! D, namely,
r0.x1

xn/ D r.x1/r.xn/.
As
r0.x
x q.x// D r.x/2 q.x/ D 0;
r0 factors uniquely through C.V;q/. 2
As usual, .C.V;q/;/ is uniquely determined up to a unique isomorphism by the uni-
versal property in the proposition.
66For a k-algebra R, we are regarding k as a subﬁeld of R. When one regards a k-algebra R as a ring with
a k ! R, it is necessary to write (114) as
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THE MAP C.c1;:::;cn/ ! C.V;q/
Because  is linear,
.xCy/2 D ..x/C.y//2 D .x/2C.x/.y/C.y/.x/C.y/2:
On comparing this with
.xCy/2 (114)
D q.xCy/ D q.x/Cq.y/C2.x;y/;
we ﬁnd that
.x/.y/C.y/.x/ D 2.x;y/: (115)
In particular, if f1;:::;fn is an orthogonal basis for V , then
.fi/2 D q.fi/; .fj/.fi/ D  .fi/.fj/ .i ¤ j/:
Let ci D q.fi/. Then there exists a surjective homomorphism
ei 7! .fi/WC.c1;:::;cn/ ! C.V;/: (116)
THE GRADATION (SUPERSTRUCTURE) ON THE CLIFFORD ALGEBRA
Decompose
T.V / D T.V /0T.V /1
T.V /0 D
M
m even
V 
m
T.V /1 D
M
m odd
V 
m:
As I.q/ is generated by elements of T.V /0,
I.q/ D .I.q/\T.V /0/.I.q/\T.V /1/;
and so
C.V;q/ D C0C1 with Ci D T.V /i=I.q/\T.V /i:
Clearly this decomposition makes C.V;q/ into a super algebra.
In more down-to-earth terms, C0 is spanned by products of an even number of vectors
from V , and C1 is spanned by products of an odd number of vectors.
THE BEHAVIOUR OF THE CLIFFORD ALGEBRA WITH RESPECT TO DIRECT
SUMS
Suppose
.V;q/ D .V1;q1/.V2;q2/:
Then the k-linear map
V D V1V2
r
 ! C.V1;q1/ O 
C.V2;q2/
x D .x1;x2/ 7! 1.x1/
1C1
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has the property that
r.x/2 D .1.x1/
1C1
2.x2//2
D .q.x1/Cq.x2//.1
1/
D q.x/;
because
.1.x1/
1/.1
2.x2// D 1.x1/
2.x2/ D  .1
2.x2//.1.x1/
1//:
Therefore, it factors uniquely through C.V;q/:
C.V;q/ ! C.V1;q1/ O 
C.V2;q2/. (117)
EXPLICIT DESCRIPTION OF THE CLIFFORD ALGEBRA
THEOREM 18.18 Let .V;q/ a quadratic space of dimension n.
(a) For every orthogonal basis for .V;q/, the homomorphism (116)
C.c1;:::;cn/ ! C.V;q/
is an isomorphism.
(b) For every orthogonal decomposition .V;q/D.V1;q1/.V2;q2/, the homomorphism
(117)
C.V;q/ ! C.V1;q1/ O 
C.V2;q2/
is an isomorphism.
(c) The dimension of C.V;q/ as a k-vector space is 2n.
PROOF. If n D 1, all three statements are clear from (18.15). Assume inductively that they
are true for dim.V / < n. Certainly, we can decompose .V;q/ D .V1;q1/.V2;q2/ in such
a way that dim.Vi/ < n. The homomorphism (117) is surjective because its image contains
1.V1/
1 and 1
2.V2/ which generate C.V1;q1/ O 
C.V2;q2/, and so
dim.C.V;q//  2dim.V1/2dim.V2/ D 2n:
From an orthogonal basis for .V;q/, we get a surjective homomorphism (116). Therefore,
dim.C.V;q//  2n:
It follows that dim.C.V;q// D 2n. By comparing dimensions, we deduce that the homo-
morphisms (116) and (117) are isomorphisms. 2
COROLLARY 18.19 The map WV ! C.V;q/ is injective.
From now on, we shall regard V as a subset of C.V;q/ (i.e., we shall omit ).
REMARK 18.20 Let L be a ﬁeld containing k. Then  extends uniquely to an L-bilinear
form
0WV 0V 0 ! L; V 0 D L
k V;
and
C.V 0;q0/ ' L
k C.V;q/
where q0 is quadratic form deﬁned by 0.18. Example: the spin groups 213
THE CENTRE OF THE CLIFFORD ALGEBRA
Assume that .V;q/ is regular, and that n D dimV > 0. Let e1;:::;en be an orthogonal basis
for .V;q/, and let q.ei/ D ci. Let
 D . 1/
n.n 1/
2 c1cn D . 1/
n.n 1/
2 det..ei;ej//.
We saw in (18.18) that
C.c1;:::;cn/ ' C.V;q/:
Note that, in C.c1;:::;cn/, .e1en/2 D . Moreover,
ei .e1en/ D . 1/i 1ci.e1ei 1eiC1en/
.e1en/ei D . 1/n ici.e1ei 1eiC1en/.
Therefore, e1en lies in the centre of C.V;q/ if and only if n is odd.
PROPOSITION 18.21 (a) If n is even, the centre of C.V;q/ is k; if n is odd, it is of degree
2 over k, generated by e1en: In particular, C0\Centre.C.V;q// D k.
(b) No nonzero element of C1 centralizes C0.
PROOF. First show that a linear combination of reduced monomials is in the centre (or cen-
tralizes C0) if and only if each monomial does, and then ﬁnd the monomials that centralize
the ei (or the eiej). 2
In Scharlau 1985, Chapter 9, 2.10, there is the following description of the complete
structure of C.V;q/:
If n is even, C.V;q/ is a central simple algebra over k, isomorphic to a tensor
product of quaternion algebras. If n is odd, the centre of C.V;q/ is generated
over k by the element e1en whose square is , and, if  is not a square in
k, then C.V;q/ is a central simple algebra over the ﬁeld k
p
.
THE INVOLUTION 
An involution of a k-algebra D is a k-linear map WD ! D such that .ab/ D ba and
a D 1. For example, M 7! Mt (transpose) is an involution of Mn.k/.
Let C.V;q/opp be the opposite k-algebra to C.V;q/, i.e., C.V;q/opp D C.V;q/ as a
k-vector space but
ab in C.V;q/opp D ba in C.V;q/.
The map WV ! C.V;q/opp is k-linear and has the property that .x/2 D q.x/. Thus, there
exists an isomorphism WC.V;q/ ! C.V;q/opp inducing the identity map on V , and which
therefore has the property that
.x1xr/ D xr x1
for x1;:::;xr 2 V . We regard  as an involution of A. Note that, for x 2 V , xx D q.x/.214 I. Basic Theory of Afﬁne Groups
18g The Spin group
Initially we deﬁne the spin group as an abstract group.
DEFINITION 18.22 The group Spin.q/ consists of the elements t of C0.V;q/ such that
(a) tt D 1;
(b) tVt 1 D V ,
(c) the map x 7! txt 1WV ! V has determinant 1:
REMARK 18.23 (a) The condition (a) implies that t is invertible in C0.V;q/, and so (b)
makes sense.
(b) We shall see in (18.27) below that the condition (c) is implied by (a) and (b).
THE MAP Spin.q/ ! SO.q/
Let t be an invertible element of C.V;q/ such that tVt 1 D V . Then the mapping x 7!
txt 1WV ! V is an isometry, because
q.txt 1/ D .txt 1/2 D tx2t 1 D tq.x/t 1 D q.x/.
Therefore, an element t 2 Spin.q/ deﬁnes an element x 7! txt 1of SO.q/.
THEOREM 18.24 The homomorphism
Spin.q/ ! SO.q/
just deﬁned has kernel of order 2, and it is surjective if k is algebraically closed.
PROOF. The kernel consists of those t 2 Spin.q/ such that txt 1 D x for all x 2 V . As V
generates C.V;q/, such a t must lie in the centre of C.V;q/. Since it is also in C0, it must
lie in k. Now the condition tt D 1 implies that t D 1.
For an anisotropic a 2 V , let Ra be the reﬂection in the hyperplane orthogonal to a.
According to Theorem 18.2, each element  of SO.q/ can be expressed  D Ra1 Ram
forsomeai. Asdet.Ra1 Ram/D. 1/m, weseethatmiseven, andsoSO.q/isgenerated
by elements RaRb with a;b anisotropic elements of V . If k is algebraically closed, we can
even scale a and b so that q.a/ D 1 D q.b/.
Now
axa 1 D . xaC2.a;x//a 1 as .axCxa D 2.a;x/, see (115))
D  

x 
2.a;x/
q.a/
a

as a2 D q.a/
D  Ra.x/:
Moreover,
.ab/ab D baab D q.a/q.b/:
Therefore, if q.a/q.b/ D 1, then RaRb is in the image of Spin.q/ ! SO.q/. As we noted
above, such elements generate SO.q/ when k is algebraically closed. 2
In general, the homomorphism is not surjective. For example, if k D R, then Spin.q/
is connected but SO.q/ will have two connected components when  is indeﬁnite. In this
case, the image is the identity component of SO.q/.18. Example: the spin groups 215
18h The Clifford group
Write  for the automorphism of C.V;q/ that acts as 1 on C0.V;q/ and as  1 on C1.V;q/.
DEFINITION 18.25 The Clifford group is
 .q/ D ft 2 C.V;q/ j t invertible and .t/Vt 1 D V g:
For t 2  .q/, let .t/ denote the homomorphism x 7! .t/xt 1WV ! V .
PROPOSITION 18.26 For all t 2  .q/, .t/ is an isometry of V , and the sequence
1 ! k !  .q/

 ! O.q/ ! 1
is exact (no condition on k).
PROOF. Let t 2  .q/. On applying  and  to .t/V D Vt, we ﬁnd that .t/V D Vt,
and so t 2  .q/. Now, because  and  act as 1 and  1 on V ,
.t/xt 1 D  ..t/xt 1/ D  .t 1x.t// D .t 1/xt;
and so
.t/.t/x D xtt: (118)
We use this to prove that .t/ is an isometry:
q..t/.x// D ..t/.x//..t/.x// D t 1x.t/.t/xt 1 .118/
D t 1xxttt 1 D q.x/:
As k is in the centre of  .q/, k is in the kernel of . Conversely, let t D t0Ct1 be an
invertible element of C.V;q/ such that .t/xt 1 D x for all x 2 V , i.e., such that
t0x D xt0; t1x D  xt1
for all x 2 V . As V generates C.V;q/ these equations imply that t0 lies in the centre of
C.V;q/, and hence in k (18.21a), and that t1 centralizes C0, and hence is zero (18.21b). We
have shown that
Ker./ D k:
It remains to show that  is surjective. For t 2 V , .t/.y/ D  tyt 1 and so (see the
proof of (18.24)), .t/ D Rt. Therefore the surjectivity follows from Theorem 18.2. 2
COROLLARY 18.27 For an invertible element t of C0.V;q/ such that tVt 1 D V , the
determinant of x 7! txt 1WV ! V is one.
PROOF. According to the proposition, every element t 2 .q/ can be expressed in the form
t D ca1am
with c 2 k and the ai anisotropic elements of V . Such an element acts as Ra1 Ram on
V , and has determinant . 1/m. If t 2 C0.V;q/, then m is even, and so det.t/ D 1. 2
Hence, the condition (c) in the deﬁnition of Spin.q/ is superﬂuous.216 I. Basic Theory of Afﬁne Groups
18i Action of O.q/ on Spin.q/
18.28 An element  of O.q/ deﬁnes an automorphism of C.V;q/ as follows. Consider
WV ! C.V;q/. Then ...x//2 D ..x//1 D .x/1 for every x 2 V . Hence, by
the universal property, there is a unique homomorphism Q WC.V;q/ ! C.V;q/ rendering
V

        ! C.V;q/
? ?
y
? ?
yQ 
V

        ! C.V;q/
commutative. Clearly ^ 12 D e 1  e 2 and e id D id, and so g  1 D Q  1, and so Q  is an
automorphism. If  2 SO./, it is known that Q  is an inner automorphism of C.V;q/ by an
invertible element of CC.V;q/.
18j Restatement in terms of algebraic groups
Let .V;q/ be quadratic space over k, and let qK be the unique extension of q to a quadratic
form on K 
k V . As we noted in (18.20), C.V;qK/ D K 
k C.V;q/.
THEOREM 18.29 There exists a naturally deﬁned algebraic group Spin.q/ over k such that
Spin.q/.K/ ' Spin.qK/
for all ﬁelds K containing k. Moreover, there is a homomorphism of algebraic groups
Spin.q/ ! SO.q/
giving the homomorphism in (18.24) for each ﬁeld K containing k. Finally, the action of
O.q/ on C.V;q/ described in (18.24) deﬁnes an action of O.q/ on Spin.q/.
PROOF. Show that, when k is inﬁnite, the algebraic group attached to the subgroup Spin.q/
of GL.V / (see 7.22) has these properties. Alternatively, deﬁne a functor R  Spin.qR/ that
coincides with the previous functor when R is a ﬁeld. 2
In future, we shall write Spin.q/ for the algebraic group Spin.q/.
ASIDE 18.30 A representation of a semisimple algebraic group G gives rise to a representation of
its Lie algebra g, and all representations of g arise from G only if G has the largest possible centre.
“When E. Cartan classiﬁed the simple representations of all simple Lie algebras, he discovered
a new representation of the orthogonal Lie algebra [not arising from the orthogonal group]. But
he did not give a speciﬁc name to it, and much later, he called the elements on which this new
representation operates spinors, generalizing the terminology adopted by physicists in a special case
for the rotation group of the three dimensional space” (C. Chevalley, The Construction and Study of
Certain Important Algebras, 1955, III 6). This explains the origin and name of the Spin group.19. The classical semisimple groups 217
19 The classical semisimple groups
Over an algebraically closed ﬁeld, the classical semisimple algebraic groups are those
whose almost-simple factors are isogenous to a group on the following list: SLnC1 (n  1),
SO2nC1 (n  2), Sp2n (n  3), SO2n (n  4); these are said to be, respectively, of type
An, Bn, Cn, or Dn. Over an arbitrary ﬁeld k, they are the semisimple algebraic groups that
become classical over kal. We shall call An, Bn, Cn, and Dn the classical types.
In this section, we describe the classical semisimple groups over a ﬁeld k in terms of
the semisimple algebras with involution over k.67 Then we explain how class ﬁeld theory
allows us describe the semisimple algebras over the algebraic number ﬁelds (e.g., Q/, the
p-adic ﬁelds (e.g., Qp/, and R.
In this section, by a k-algebra A, we mean a ring (not necessarily commutative) con-
taining k in its centre and of ﬁnite dimension as a k-vector space (the dimension is called
the degree AWk of A). Throughout this section, vector spaces and modules are ﬁnitely
generated.
Throughout this section, k is a ﬁeld. In the second part of the section, k is assumed to
have characteristic zero.
NOTES This section is OK as far as it goes, but needs to be completed (proofs added; condition on
the characteristic removed). I think it can be made elementary (no root systems etc.) except that we
need to know what the groups of outer automorphisms are — in particular, that they are ﬁnite mod
inner automorphisms (perhaps this can be proved directly case by case).
19a Nonabelian cohomology
Let   be a group. A   -set is a set A with an action
.;a/ 7! aW  A ! A
of   on A (so ./a D .a/ and 1a D a). If, in addition, A has the structure of a group
and the action of   respects this structure (i.e., .aa0/ D a a0), then we say A is a
  -group.
DEFINITION OF H0. ;A/
For a   -set A, H0.  ;A/ is deﬁned to be the set A  of elements left ﬁxed by the operation
of   on A, i.e.,
H0.  ;A/ D A  D fa 2 A j a D a for all  2   g:
If A is a   -group, then H0. ;A/ is a group.
DEFINITION OF H1.  ;A/
Let A be a   -group. A mapping  7!a of   into A is said to be a crossed homomorphism
or a 1-cocycle   in A if the relation a D a a holds for all ; 2   . Two 1-cocycles
.a/ and .b/ are said to be equivalent if there exists a c 2 A such that
b D c 1a c for all  2   .
67Except for the algebraic groups of type 3D4, which seem to be neither classical nor exceptional.218 I. Basic Theory of Afﬁne Groups
This is an equivalence relation on the set of 1-cocycles of   in A, and H1.  ;A/ is deﬁned
to be the set of equivalence classes of 1-cocycles.
In general H1.  ;A/ is not a group unless A is commutative, but it has a distinguished
element, namely, the class of 1-cocycles of the form  7! b 1 b, b 2 A (the principal
1-cocycles).
COMPATIBLE HOMOMORPHISMS
Let  be a second group. Let A be   -group and B an -group. Two homomorphisms
f WA ! B and gW !   are said to be compatible if
f.g./a/ D .f.a// for all  2 , a 2 A.
If .a/ is a 1-cocycle for A, then
b D f.ag.//
is a 1-cocycle of  in B, and this deﬁnes a mapping H1. ;A/ ! H1.;B/, which is a
homomorphism if A and B are commutative.
When  D   , a homomorphism f WA ! B compatible with the identity map, i.e., such
that
f.a/ D .f.a// for all  2   , a 2 A,
f is said to be a   -homomorphism (or be   -equivariant).
EXACT SEQUENCES
PROPOSITION 19.1 An exact sequence
1 ! A0 ! A ! A00 ! 1
of   -groups gives rise to an exact sequence of cohomology sets
1 ! H0. ;A0/ ! H0. ;A/ ! H0. ;A00/ ! H1. ;A0/ ! H1. ;A/ ! H1. ;A00/
Exactness at H0. ;A00/ means that the ﬁbres of the map H0. ;A00/ ! H1. ;A0/ are
the orbits of the group H0. ;A/ acting on H0. ;A00/. Exactness at H1. ;A0/ means that
ﬁbre of H1. ;A0/ ! H1. ;A/ over the distinguished element is the image of H0. ;A00/.
We now deﬁne the boundary map H0. ;A00/ ! H1. ;A0/. For simplicity, regard A0
as a subgroup of A with quotient A00. Let a00 be an element of A00 ﬁxed by   , and choose
an a in A mapping to it. Because a00 is ﬁxed by   , a 1a is an element of A0, which we
denote a. The map  7! a is a 1-cocycle whose class in H1. ;A0/ is independent of the
choice of a. To deﬁne the remaining maps and check the exactness is now very easy.
PROFINITE GROUPS
For simplicity, we now assume k to be perfect. Let   D Gal.kal=k/ where kal is the
algebraic closure of k. For any subﬁeld K of kal ﬁnite over k, we let
 K D f 2   j x D x for all x 2 Kg:
We consider only   -groups A for which
A D
S
A K (119)19. The classical semisimple groups 219
andwedeﬁneH1. ;A/tobethesetofequivalenceclassesof1-cocyclesthatfactorthrough
Gal.K=k/ for some subﬁeld K of kal ﬁnite and Galois over k. With these deﬁnitions,68
H1. ;A/ D lim
  !
H1.Gal.K=k/;A K/ (120)
where K runs through the subﬁelds K of kal ﬁnite and Galois over k.
THE GALOIS COHOMOLOGY OF ALGEBRAIC GROUPS
When G is an algebraic group over k,
G.kal/ D
S
G.K/; G.K/ D G.kal/ K;
and so G.kal/ satisﬁes (119). We write Hi.k;G/ for Hi.Gal.kal=k/;G.kal//.
An exact sequence
1 ! G0 ! G ! G00 ! 1
of algebraic groups over k gives rise to an exact sequence
1 ! G0.R/ ! G.R/ ! G00.R/
for any k-algebra R; when R D kal, we get a short exact sequence
1 ! G0.kal/ ! G.kal/ ! G00.kal/ ! 1
(7.54), and hence (19.1) an exact sequence
1 ! G0.k/ ! G.k/ ! G00.k/ ! H1.k;G0/ ! H1.k;G/ ! H1.k;G00/.
CLASSIFYING VECTOR SPACES WITH TENSORS
Let K be a ﬁnite Galois extension of k with Galois group   . Let V be a ﬁnite-dimensional
K-vector space. A semi-linear action of   on V is a homomorphism   ! Autk-lin.V /
such that
.cv/ D cv all  2   , c 2 K, v 2 V:
If V D K 
k V0, then there is a unique semi-linear action of   on V for which V   D
1
V0, namely,
.c
v/ D c
v  2   , c 2 K, v 2 V:
PROPOSITION 19.2 The functor V 7! K 
k V from k-vector spaces to K-vector spaces
endowed with a semi-linear action of   is an equivalence of categories with quasi-inverse
V 7! V   .
PROOF. The proof is elementary. See AG 16.14. 2
68Equivalently, we consider only   -groups A for which the pairing   A ! A is continuous relative to the
Krull topology on   and the discrete topology on A, and we require that the 1-cocycles be continuous for the
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BILINEAR FORMS AND COHOMOLOGY SETS
LetV0 beak-vectorspaceequippedwithabilinearform0WV V !k, andwrite.V0;0/K
for the pair over K obtained from .V0;0/ by extension of scalars. Let A.K/ denote the set
of automorphisms of .V0;0/K.69
THEOREM 19.3 The cohomology set H1. ;A.K// classiﬁes the isomorphism classes of
pairs .V;/ over k that become isomorphic to .V0;0/ over K.
PROOF. Suppose .V;/K  .V0;0/K, and choose an isomorphism
f W.V0;0/K ! .V;/K:
Let
a D f  1f:
Then
a a D .f  1f /.f  1f /
D a;
and so a.f / is a 1-cocycle. Moreover, any other isomorphism f 0W.V0;0/K ! .V;/K
differs from f by a g 2 A.K/, and
a.f g/ D g 1a.f /g:
Therefore, the cohomology class of a.f / depends only on .V;/. It is easy to see that,
in fact, it depends only on the isomorphism class of .V;/, and that two pairs .V;/ and
.V 0;0/ giving rise to the same class are isomorphic. It remains to show that every coho-
mology class arises from a pair .V;/. Let .a/2  be a 1-cocycle, and use it to deﬁne a
new action of   on VK
def D K 
k V :
x D a x;  2  ; x 2 VK:
Then
.cv/ D cv, for  2   , c 2 K, v 2 V;
and
.v/ D .av/ D a a v D v;
and so this is a semilinear action. Therefore,
V1
def D fx 2 VK j x D xg
is a subspace of VK such that K
k V1 ' VK (by 19.2). Because 0K arises from a pairing
over k,
0K.x;y/ D .x;y/; all x;y 2 VK:
Therefore (because a 2 A.K/),
0K.x;y/ D 0K.x;y/ D 0K.x;y/:
If x;y 2 V1, then 0K.x;y/ D 0K.x;y/, and so 0K.x;y/ D 0K.x;y/. By Galois
theory, this implies that 0K.x;y/ 2 k, and so 0K induces a k-bilinear pairing on V1. 2
69In more detail: .V0;0/K D .V0K;0K/ where V0K D K 
k V0 and 0K is the unique K-bilinear map
V0K V0K ! K extending 0; an element of A.K/ is a K-linear isomorphism WV0K ! V0K such that
0K.x;y/ D 0K.x;y/ for all x;y 2 V0K.19. The classical semisimple groups 221
APPLICATIONS
Again let K be a ﬁnite Galois extension of k with Galois group   .
PROPOSITION 19.4 For all n, H1. ;GLn.K// D 1:
PROOF. ApplyTheorem19.3withV0 Dkn and0 thezeroform. ItshowsthatH1. ;GLn.K//
classiﬁes the isomorphism classes of k-vector spaces V such that K 
k V  Kn. But such
k-vector spaces have dimension n, and therefore are isomorphic. 2
PROPOSITION 19.5 For all n, H1. ;SLn.K// D 1
PROOF. Because the determinant map detWGLn.K/ ! K is surjective,
1 ! SLn.K/ ! GLn.K/
det
 ! K ! 1
is an exact sequence of   -groups. It gives rise to an exact sequence
GLn.k/
det
 ! k ! H1. ;SLn/ ! H1. ;GLn/
from which the statement follows. 2
PROPOSITION 19.6 Let 0 be a nondegenerate alternating bilinear form on V0, and let Sp
be the associated symplectic group70. Then H1. ;Sp.K// D 1.
PROOF. AccordingtoTheorem19.3, H1. ;Sp.K//classiﬁesisomorphismclassesofpairs
.V;/ over k that become isomorphic to .V0;0/ over K. But this condition implies that
 is a nondegenerate alternating form and that dimV D dimV0. All such pairs .V;/ are
isomorphic. 2
REMARK 19.7 Let 0 be a nondegenerate bilinear symmetric form on V0, and let O be
the associated orthogonal group. Then H1. ;O.K// classiﬁes the isomorphism classes of
quadratic spaces over k that become isomorphic to .V;/ over K. This can be a very large
set.
19b Classifying the forms of an algebraic group (overview)
Again let K be a ﬁnite Galois extension of k with Galois group   . Let G0 be an algebraic
group over k, and let A.K/ be the group of automorphisms of .G0/K. Then   acts on
A.K/ in a natural way:
 D   1;  2  ;  2 A.K/:
THEOREM 19.8 The cohomology set H1. ;A.K// classiﬁes the isomorphism classes of
algebraic groups G over k that become isomorphic to G0 over K.
70So Sp.R/ D fa 2 EndR-lin.R
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PROOF. Let G be such an algebraic group over k, choose an isomorphism
f WG0K ! GK;
and write
a D f  1f:
As in the proof of Theorem 19.3, .a/2  is a 1-cocycle, and the map
G 7! class of .a/2  in H1. ;A.K//
is well-deﬁned and its ﬁbres are the isomorphism classes.
In proving that the map is surjective, it is useful to identify A.K/ with the auto-
morphism group of the Hopf algebra O.G0K/ D K 
k O.G0/. Let A0 D O.G0/ and
A D K 
k A0. As in the proof of Theorem 19.3, we use a 1-cocycle .a/2  to twist
the action of   on A; speciﬁcally, we deﬁne
a D a a;  2  ; a 2 A.
Proposition 19.2 in fact holds for inﬁnite dimensional vector spaces V with the same proof,
and so the k-subspace
B D fa 2 A j a D ag
of A has the property that
K 
k B ' A:
It remains to show that the Hopf algebra structure on A induces a Hopf algebra structure on
B. Consider for example the comultiplication. The k-linear map
0WA0 ! A0
k A0
has a unique extension to a K-linear map
WA ! A
K A:
This map commutes with the action of   :
.a/ D ..a//; all  2   , a 2 A.
Because a is a Hopf algebra homomorphism,
.aa/ D a.a/; all  2   , a 2 A.
Therefore,
.a/ D ..a//; all  2   , a 2 A.
In particular, we see that  maps B into .A
K A/  , which equals B 
k B because the
functor in (19.2) preserves tensor products. Similarly, all the maps deﬁning the Hopf alge-
bra structure on A preserve B, and therefore deﬁne a Hopf algebra structure on B. Finally,
one checks that the 1-cocycle attached to B and the given isomorphism K 
k B ! A is
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EXAMPLES
19.9 For all n, H1.k;GLn/ D 1.
This follows from (19.4) and (120).
19.10 For all n, H1.k;SLn/ D 1:
19.11 For all n, H1.k;Spn/ D 1:
19.12 Let .V;/ be a nondegenerate quadratic space over k. Then H1.k;O.// classiﬁes
the isomorphism classes of quadratic spaces over k with the same dimension as V .
PROOF. Over kal, all nondegenerate quadratic spaces of the same dimension are isomor-
phic. 2
19.13 Let G be an algebraic group of k. The isomorphism classes of algebraic groups
over k that become isomorphic to Gkal over kal are classiﬁed by H1. ;A.kal//. Here
  D Gal.kal=k/ and A.kal/ is the automorphism group of Gkal.
This can be proved by passing to the limit in (19.8) over all K  kal that are ﬁnite and
Galois over k, or by rewriting the proof of (19.8) for inﬁnite extensions.
19.14 Let G D .G/K=k. We have
Hi.k;G/ ' Hi.K;G/ for i D 0;1 (and for all i  0 when G is commutative).
PROOF. Combine (186) with Shapiro’s lemma (CFT II, 1.11 for the commutative case;
need to add the proof for the noncommutative case). 2
An algebraic group G over a ﬁeld k is said to be geometrically almost-simple (or abso-
lutely almost-simple) if it is almost-simple, and remains almost-simple over kal.71
From now on, we assume that k has characteristic zero.
Every semisimple algebraic group over a ﬁeld k has a ﬁnite covering by a simply con-
nected semisimple algebraic group over k; moreover, every simply connected semisimple
algebraic groupoverk is adirect productof almost-simple algebraicgroups overk (whenG
is simply connected, the map in (17.16) is an isomorphism); ﬁnally, every simply connected
almost-simple group over k is of the form .G/K=k where G is geometrically almost-simple
overK (17.19). Thus, tosomeextent, theproblemoflistingallsemisimplealgebraicgroups
comes down to the problem of listing all simply connected, geometrically almost-simple,
algebraic groups.
A semisimple group G over a ﬁeld k is said to be split if it contains a split torus T such
that Tkal is maximal in Gkal.
71The term “absolutely almost-simple” is more common, but I prefer “geometrically almost-simple”.224 I. Basic Theory of Afﬁne Groups
SIMPLY CONNECTED, GEOMETRICALLY ALMOST-SIMPLE, ALGEBRAIC
GROUPS
For an algebraic group G, let Gad D G=Z.G/. We shall need a description of the full
automorphism group of G. This is provided by the following statement, which will be
proved in a later chapter.
19.15 Let G be a simply connected semisimple group G, and let A.kal/ be the group of
automorphisms of Gkal. There is an exact sequence
1 ! Gad.kal/ ! A.kal/ ! Sym.D/ ! 1
where Sym.D/ is the (ﬁnite) group of symmetries of the Dynkin diagram of G. When G
is split,   acts trivially on Sym.D/, and the sequence is split, i.e., there is a subgroup of
A.kal/ on which   acts trivially and which maps isomorphically onto Sym.D/.
An element of Gad.kal/ D G.kal/=Z.kal/ acts on Gkal by an inner automorphism. The
Dynkin diagrams of almost-simple groups don’t have many symmetries: for D4 the sym-
metry group is S3 (symmetric group on 3 letters), for An, Dn, and E6 it has order 2, and
otherwise it is trivial. Later in this section, we shall explicitly describe the outer automor-
phisms arising from these symmetries.
19.16 For each classical type and ﬁeld k, we shall write down a split, geometrically
almost-simple, algebraic group G over k such that Gkal is of the given type (in fact, G
is unique up to isomorphism). We know (19.13) that the isomorphism classes of algebraic
groups over k becoming isomorphic to G over kal are classiﬁed by H1.k;A.kal// where
A.kal/ is the automorphism group of Gkal. The Galois group   acts trivially on X.Z.G//;
for the form G0 of G deﬁned by a 1-cocycle .a/, Z.G0/kal D Z.G/kal but with   acting
through a.
For example, for An, the split group is SLn. This has centre n, which is the group of
multiplicative type corresponding to Z=nZ with the trivial action of   . Let G0 and G be
groups over k, and let f WG0kal ! Gkal be an isomorphism over kal. Write a D f  1f .
Then f deﬁnes an isomorphism
f WZ0.kal/ ! Z.kal/
on the points of their centres, and
f.ax/ D .f.x//:
When we use f to identify Z0.kal/ with Z.kal/, this says that   acts on Z.kal/ by the
twisted action x D ax.
REMARK 19.17 Let G0 be the split simply connected group of type Xy, and let G be a
form of G0. Let c be its cohomology class. If c 2 H1.k;Gad/, then G is called an inner
form of G. In general, c will map to a nontrivial element of
H1.k;Sym.D// D Homcontinuous. ;Sym.D//:
Let  be the kernel of this homomorphism, and let L be the corresponding extension ﬁeld
of k. Let z D .  W/. Then we say G is of type zXy. For example, if G is of type 3D4,
then it becomes an inner form of the split form over a19. The classical semisimple groups 225
19c The forms of Mn.k/
DEFINITION 19.18 A k-algebra A is central if its centre is k, and it is simple if it has no
2-sided ideals (except 0 and A). If all nonzero elements have inverses, it is called a division
algebra (or skew ﬁeld).
EXAMPLE 19.19 (a) The ring Mn.k/ is central and simple.
(b) For any a;b 2 k, the quaternion algebra H.a;b/ is central and simple. It is either a
division algebra, or it is isomorphic to M2.k/.
THEOREM 19.20 (WEDDERBURN) For any division algebra D over k, Mn.D/ is a simple
k-algebra, and every simple k-algebra is of this form.
PROOF. See GT 7.22 or CFT, IV 1.9. 2
COROLLARY 19.21 When k is algebraically closed, the only central simple algebras over
k are the matrix algebras Mn.k/.
PROOF. Let D be a division algebra over k, and let  2 D. Then k is a commutative
integral domain of ﬁnite dimension over k, and so is a ﬁeld. As k is algebraically closed,
k D k. 2
PROPOSITION 19.22 The k-algebras becoming isomorphic to Mn.k/ over kal are the cen-
tral simple algebras over k of degree n2.
PROOF. Let A be a central simple algebra over k of degree n2. Then kal 
k A is again
central simple (CFT IV, 2.15), and so is isomorphic to Mn.k/ by (19.21). Conversely, if A
is a k-algebra that becomes isomorphic to Mn.kal/ over kal, then it is certainly central and
simple, and has degree n2. 2
PROPOSITION 19.23 Allautomorphismsofthek-algebraMn.k/areinner, i.e., oftheform
X 7! YXY  1 for some Y .
PROOF. Let S be kn regarded as an Mn.k/-module. It is simple, and every simple Mn.k/-
module is isomorphic to it (see AG 16.12). Let  be an automorphism of Mn.k/, and let S0
denote S, but with X 2 Mn.k/ acting as .X/. Then S0 is a simple Mn.k/-module, and so
there exists an isomorphism of Mn.k/-modules f WS ! S0. Then
.X/f E x D fX E x; all X 2 Mn.k/, E x 2 S:
Therefore,
.X/f D fX; all X 2 Mn.k/:
As f is k-linear, it is multiplication by an invertible matrix Y , and so this equation shows
that
.X/ D YXY  1: 2226 I. Basic Theory of Afﬁne Groups
COROLLARY 19.24 Theisomorphismclassesofk-algebrasbecomingisomorphictoMn.k/
over kal are classiﬁed by H1.k;PGLn/.
PROOF. The proposition shows that
Autkal-alg.Mn.kal// D PGLn.kal/:
Let A be a k-algebra for which there exists an isomorphism f WMn.kal/ ! kal 
k A, and
let
a D f  1f:
Then a is a 1-cocycle, depending only on the k-isomorphism class of A.
Conversely, given a 1-cocycle, deﬁne
X D a X;  2   , X 2 Mn.kal/:
This deﬁnes an action of   on Mn.kal/ and Mn.kal/  is a k-algebra becoming isomorphic
to Mn.k/ over kal (cf. the proof of 19.3). 2
REMARK 19.25 Let A be a central simple algebra over k. For some n, there exists an
isomorphism f Wkal
k A ! Mn.kal/, unique up to an inner automorphism (19.22, 19.23).
Let a 2 A, and let Nm.a/ D det.f.a//. Then Nm.a/ does not depend on the choice of f .
Moreover, it is ﬁxed by   , and so lies in k. It is called the reduced norm of a.
19d The inner forms of SLn
Consider
X 7! XWSLn.kal/ ! Mn.kal/:
The action of PGLn.kal/ on Mn.kal/ by inner automorphisms preserves SLn.kal/, and is
the full group of inner automorphisms of SLn.
THEOREM 19.26 The inner forms of SLn are the groups SLm.D/ for D a division algebra
of degree n=m.
PROOF. TheinnerformsofSLn andtheformsofMn.k/arebothclassiﬁedbyH1.k;PGLn/,
and so correspond. The forms of Mn.k/ are the k-algebras Mm.D/ (by 19.22, 19.20), and
the form of SLn is related to it exactly as SLn is related to Mn. 2
Here SLm.D/ is the group
R 7! fa 2 Mm.R
k D/ j Nm.a/ D 1g:19. The classical semisimple groups 227
19e Involutions of k-algebras
DEFINITION 19.27 Let A be a k-algebra. An involution of k is a k-linear map a 7!
aWA ! A such that
.ab/ D ba all a;b 2 A;
a D a:
The involution is said to be of the ﬁrst or second kind according as it acts trivially on the
elements of the centre of k or not.
EXAMPLE 19.28 (a) On Mn.k/ there is the standard involution X 7!Xt (transpose) of the
ﬁrst kind.
(b) On a quaternion algebra H.a;b/, there is the standard involution i 7!  i, j 7!  j
of the ﬁrst kind.
(c) On a quadratic ﬁeld extension K of k, there is a unique nontrivial involution (of the
second kind).
LEMMA 19.29 Let .A;/ be an k-algebra with involution. An inner automorphism x 7!
axa 1 commutes with  if and only if aa lies in the centre of A.
PROOF. To say that inn.a/ commutes with  means that the two maps
x 7! axa 1 7! .a/ 1xa
x 7! x 7! axa 1
coincide, i.e., that
x D .aa/x.aa/ 1
for all x 2 A. As x 7! x is bijective, this holds if and only if aa lies in the centre of a. 2
REMARK 19.30 Let A have centre k. We can replace a with ca, c 2 k, without changing
inn.a/. This replaces aa with ccaa. When  is of the ﬁrst kind, cc D c2. Therefore,
when k is algebraically closed, we can choose c to make aa D 1.
19f The outer forms of SLn
According to (19.15), there is an exact sequence
1 ! PGLn.kal/ ! Aut.SLnkal/ ! Sym.D/ ! 1;
and Sym.D/ has order 2. In fact, X 7!.X 1/t D.Xt/ 1 is an outer automorphism of SLn.
Now consider the k-algebra with involution of the second kind
Mn.k/Mn.k/; .X;Y / D .Y t;Xt/:
Every automorphism of Mn.k/Mn.k/ is either inner, or is the composite of an inner
automorphism with .X;Y / 7! .Y;X/.72 According to (19.29), the inner automorphism by
72This isn’t obvious, but follows from the fact that the two copies of Mn.k/ are the only simple subalgebras
of Mn.k/Mn.k/ (see Farb and Dennis, Noncommutative algebra, GTM 144, 1993, 1.13, for a more general
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a 2 A commutes with  if and only if aa 2 k k. But .aa/ D aa, and so aa 2 k.
When we work over kal, we can scale a so that aa D 1 (19.30): if a D .X;Y /, then
1 D aa D .Y tX;XtY /;
and so a D .X;.Xt/ 1/. Thus, the automorphisms of .Mn.kal/Mn.kal/;/ are the in-
ner automorphisms by elements .X;.Xt/ 1/ and composites of such automorphisms with
.X;Y / 7! .Y;X/. When we embed
X 7! .X;.Xt/ 1/WSLn.kal/ ,! Mn.kal/Mn.kal/; (121)
the image it is stable under the automorphisms of .Mn.kal/Mn.kal/;/, and this induces
an isomorphism
Aut.Mn.kal/Mn.kal/;/ ' Aut.SLnkal/:
Thus, the forms of SLn correspond to the forms of .Mn.k/Mn.k/;/. Such a form is a
simple algebra A over k with centre K of degree 2 over k and an involution  of the second
kind.
The map (121) identiﬁes SLn.kal/ with the subgroup of Mn.kal/Mn.kal/ of elements
such that
aa D 1; Nm.a/ D 1:
Therefore, the form of SLn attached to the form .A;/ is the group G such that G.R/
consists of the a 2 R
k A such that
aa D 1; Nm.a/ D 1:
There is a commutative diagram
Aut.SLn N k/         ! Sym.D/
 

 

Aut.Mn.N k/Mn.N k/;/         ! Autk-alg.N k N k/:
The centre K of A is the form of kal kal corresponding to the image of the cohomology
class of G in Sym.D/. Therefore, we see that G is an outer form if and only if K is a ﬁeld.
19g The forms of Sp2n
Here we use the k-algebra with involution of the ﬁrst kind
M2n.k/; X D SXtS 1; S D

0 I
 I 0

:
The inner automorphism deﬁned by an invertible matrix U commutes with  if and only if
U U 2 k (see 19.29). When we pass to kal, we may suppose U U D I, i.e., that
SU tS 1U D I.
Because S 1 D  S, this says that
U tSU D S19. The classical semisimple groups 229
i.e., that U 2 Sp2n.kal/. Since there are no symmetries of the Dynkin diagram Cn, we see
that the inclusion
X 7! XWSp2n.kal/ ,! M2n.kal/ (122)
induces an isomorphism
Aut.Sp2nkal/ ' Aut.M2n.kal/;/:
Therefore, the forms of Sp2ncorrespond to the forms of .M2n.k/;/. Such a form is a
central simple algebra A over k with an involution  of the ﬁrst kind.
The map (122) identiﬁes Sp2n.kal/ with the subgroup of M2n.kal/ of elements such
that
aa D 1:
Therefore, the form of Sp2n attached to .A;/ is the group G such that G.R/ consists of
the a 2 R
k A for which
aa D 1:
19h The forms of Spin./
Let .V;/ be a nondegenerate quadratic space over k with largest possible Witt index. The
action of O./ on itself preserves SO./, and there is also an action of O./ on Spin./
(see 18i). These actions are compatible with the natural homomorphism
Spin./ ! SO./
and realize O./ modulo its centre as the automorphism group of each. Therefore, the
forms of Spin./ are exactly the double covers of the forms of SO./.
The determination of the forms of SO./ is very similar to the last case. Let M be the
matrix of  relative to some basis for V . We use the k-algebra with involution of the ﬁrst
kind
Mn.k/; X D MXtM 1:
The automorphism group of .Mn.k/;/ is O./ modulo its centre, and so the forms of
SO./ correspond to the forms of .M2n.k/;/. Such a form is a central simple algebra A
over k with an involution  of the ﬁrst kind, and the form of SO./ attached to .A;/ is the
group G such that G.R/ consists of the a 2 R
k A for which
aa D 1:
19i Algebras admitting an involution
To continue, we need a description of the algebras with involution over a ﬁeld k. For an
arbitrary ﬁeld, there is not much one can say, but for one important class of ﬁelds there is a
great deal.
PROPOSITION 19.31 If a central simple algebra A over k admits an involution of the ﬁrst
kind, then
A
k A  Mn2.k/; n2 D AWk: (123)230 I. Basic Theory of Afﬁne Groups
PROOF. Recall that the opposite algebra Aopp of A equals A as a k-vector space but has its
multiplication reversed:
aoppbopp D .ba/opp.
Let A0 denote A regarded as a k-vector space. There are commuting left actions of A and
Aopp on A0, namely, A acts by left multiplication and Aopp by right multiplication, and
hence a homomorphism
A
k Aopp ! Endk-lin.A0/:
This is injective, and the source and target have the same dimension as k-vector spaces, and
so the map is an isomorphism. Since an involution on A is an isomorphism A ! Aopp, the
proposition follows from this. 2
Over all ﬁelds, matrix algebras and quaternion algebras admit involutions. For many
important ﬁelds, these are essentially the only such algebras. Consider the following con-
dition on a ﬁeld k:
19.32 The only central division algebras over k or a ﬁnite extension of k satisfying (123)
are the quaternion algebras and the ﬁeld itself (i.e., they have degree 4 or 1).
THEOREM 19.33 The following ﬁelds satisfy (19.32): algebraically closed ﬁelds, ﬁnite
ﬁelds, R, Qp and its ﬁnite extensions, and Q and its ﬁnite extensions.
PROOF. The proofs become successively more difﬁcult: for algebraically closed ﬁelds
there is nothing to prove (19.21); for Q it requires the full force of class ﬁeld theory (CFT).2
19j The involutions on an algebra
Given a central simple algebra admitting an involution, we next need to understand the set
of all involutions of it.
THEOREM 19.34 (NOETHER-SKOLEM) Let A be a central simple algebra over K, and let
 and  be involutions of A that agree on K; then there exists an a 2 A such that
x D axa 1; all x 2 A: (124)
PROOF. See CFT IV, 2.10. 2
Let  be an involution (of the ﬁrst kind, and so ﬁxing the elements of K, or of the
second kind, and so ﬁxing the elements of a subﬁeld k of K such that KWk D 2). For
which invertible a in A does (124) deﬁne an involution?
Note that
x D .aa 1/ 1x.aa 1/
and so aa 1 2 K, say
a D ca; c 2 K:
Now,
a D c.ca/ D cca19. The classical semisimple groups 231
and so
cc D 1:
If  is of the ﬁrst kind, this implies that c2 D 1, and so c D 1.
If  is of the second kind, this implies that c Dd=d for some d 2K (Hilbert’s theorem
90, FT 5.24). Since  is unchanged when we replace a with a=d, we see that in this case
(124) holds with a satisfying a D a.
19k Hermitian and skew-hermitian forms
We need some deﬁnitions. Let
 .D;/ be a division algebra with an involution ,
 V be a left vector space over D, and
 WV V ! D a form on V that is semilinear in the ﬁrst variable and linear in the
second (so
.ax;by/ D a.x;y/b; a;b 2 D/:
Then  is said to hermitian if
.x;y/ D .y;x/; x;y 2 V;
and skew hermitian if
.x;y/ D  .y;x/; x;y 2 V:
EXAMPLE 19.35 (a) Let D D k with  D idk. In this case, the hermitian and skew hermi-
tian forms are, respectively, symmetric and skew symmetric forms.
(b) Let D D C with  Dcomplex conjugation. In this case, the hermitian and skew
hermitian forms are the usual objects.
To each hermitian or skew-hermitian form, we attach the group of automorphisms of
.V;/, and the special group of automorphisms of  (the automorphisms with determinant
1, if this is not automatic).
19l The groups attached to algebras with involution
We assume that the ground ﬁeld k satisﬁes the condition (19.32), and compute the groups
attached to the various possible algebras with involution.
CASE A D Mn.k/; INVOLUTION OF THE FIRST KIND.
In this case, the involution  is of the form
X D aXta 1
where at D ca with c D 1. Recall that the group attached to .Mn.k/;/ consists of the
matrices X satisfying
XX D I; det.X/ D 1;
i.e.,
aXta 1X D I; det.X/ D 1;232 I. Basic Theory of Afﬁne Groups
or,
Xta 1X D a 1; det.X/ D 1:
Thus, when c D C1, we get the special orthogonal group for the symmetric bilinear form
attached to a 1, and when c D  1, we get the symplectic group attached to the skew
symmetric bilinear form attached to a 1.
CASE A D Mn.K/; INVOLUTION OF THE SECOND KIND
Omitted for the present.
CASE A D Mn.D/; D A QUATERNION DIVISION ALGEBRA.
Omitted for the present.
19m Conclusion.
Let k be a ﬁeld satisfying the condition (19.32). Then the absolutely almost-simple, simply
connected, classical groups over k are the following:
(A) The groups SLm.D/ for D a central division algebra over k (the inner forms of SLn);
the groups attached to a hermitian form for a quadratic ﬁeld extension K of k (the
outer forms of SLn).
(BD) The spin groups of quadratic forms, and the spin groups of skew hermitian forms
over quaternion division algebras.
(C) The symplectic groups, and unitary groups of hermitian forms over quaternion division
algebras.
It remains to classify the quaternion algebras and the various hermitian and skew her-
mitian forms. For the algebraically closed ﬁelds, the ﬁnite ﬁelds, R, Qp, Q and their ﬁnite
extensions, this has been done, but for Q and its extensions it is an application of class ﬁeld
theory.
20 The exceptional semisimple groups
Letk beanalgebraicallyclosedﬁeld. Beyondthefourinﬁnitefamiliesofclassicalalgebraic
groups described in the last section, there are ﬁve exceptional algebraic groups, namely, the
groups of type F4, E6, E7, E8, and G2. In this section, I should describe them explicitly,
even over arbitrary ﬁelds. However, it is unlikely that this section will ever consist of more
than a survey, for the following reasons:
(a) This is at least as difﬁcult for exceptional groups as for the classical groups, but there
are only ﬁve exceptional families whereas there are four inﬁnite classical families.
(b) As for the classical groups, the exceptional groups can be constructed from their Lie
algebras (characteristic zero) or from their root systems (all characteristics).
(c) Traditionally, results have been proved case by case for the classical groups; in ex-
tending the result to all groups a uniform proof involving roots and weights has been
found. So perhaps one shouldn’t learn explicit descriptions of the exceptional groups
for fear that one will be tempted to prove all results by case by case arguments.21. Tannakian categories 233
20a The group G2
Let k be a ﬁeld of characteristic zero. A Hurwitz algebra over k is a ﬁnite k-algebra A (not
necessarily commutative) together with a nondegenerate quadratic form NWA!k such that
N.xy/ D N.x/N.y/ for all x;y 2 A:
The possible dimensions of A are 1, 2, 4, and 8. A Hurwitz algebra of dimension 8 is also
known as an octonion or Cayley algebra. For such an algebra A, the functor
R   Autk.R
k A/
is an algebraic group over k of type G2. (To be continued).
21 Tannakian categories
In the ﬁrst subsection, we deﬁne the abstract notion of a category with a tensor product
structure. If the tensor category admits a ﬁbre functor, it is a neutral Tannakian category. In
the third subsection, we explain how to interpret the centre of the afﬁne group attached to a
ﬁbre functor on Tannakian category in terms of the gradations on the category. This will be
used in Chapter III to compute the centre of the algebraic group attached to a semisimple
Lie algebra.
21a Tensor categories
21.1 Ak-linearcategoryisanadditivecategoryinwhichtheHomsetsareﬁnite-dimensional
k-vector spaces and composition is k-bilinear. Functors between such categories are re-
quired to be k-linear, i.e., induce k-linear maps on the Hom sets.
21.2 A tensor category over k is a k-linear category together with a k-bilinear functor

WCC ! C and compatible associativity and commutativity constraints ensuring that the
tensor product of any unordered ﬁnite set of objects is well-deﬁned up to a well-deﬁned
isomorphism. An associativity constraint is a natural isomorphism
U;V;W WU 
.V 
W / ! .U 
V /
W; U;V;W 2 ob.C/;
and a commutativity constraint is a natural isomorphism
 V;W WV 
W ! W 
V; V;W 2 ob.C/:
Compatibility means that certain diagrams, for example,
U 
.V 
W /
U;V;W
          ! .U 
V /
W
 U
V;W
            ! W 
.U 
V /
? ?
yidU 
 V;W
? ?
yW;U;V
U 
.W 
V /
U;W;V
          ! .U 
W /
V
 U;W 
idV
              ! .W 
U/
V;
commute, and that there exists a neutral object (tensor product of the empty set), i.e., an
object U together with an isomorphism uWU ! U 
U such that V 7! V 
U is an equiv-
alence of categories. For a complete deﬁnition, see Deligne and Milne 1982, 1. We use 1 1
to denote a neutral object of C.234 I. Basic Theory of Afﬁne Groups
21.3 An object of a tensor category is trivial if it is isomorphic to a direct sum of neutral
objects.
EXAMPLE 21.4 The category of ﬁnitely generated modules over a ring R becomes a tensor
category with the usual tensor product and the constraints
u
.v
w/ 7! .u
v/
wW U 
.V 
W / ! .U 
V /
W
v
w ! w
vW V 
W ! W 
V:

(125)
Any free R-module U of rank one together with an isomorphism U !U 
U (equivalently,
the choice of a basis for U) is a neutral object. It is trivial to check the compatibility
conditions for this to be a tensor category.
EXAMPLE 21.5 The category of ﬁnite-dimensional representations of a Lie algebra or of
an algebraic (or afﬁne) group G with the usual tensor product and the constraints (125) is a
tensor category. The required commutativities follow immediately from (21.4).
21.6 Let .C;
/ and .C0;
/ be tensor categories over k. A tensor functor C! C0 is a pair
.F;c/consistingof afunctorFWC!C0 anda naturalisomorphismcV;W WF.V /
F.W /!
F.V 
W / compatible the associativity and commutativity constraints and sending neutral
objects to a neutral objects. Then F commutes with ﬁnite tensor products up to a well-
deﬁned isomorphism. See Deligne and Milne 1982, 1.8.
21.7 Let C be a tensor category over k, and let V be an object of C. A pair
.V _;V _
V
ev
 ! 1 1/
is called a dual of V if there exists a morphism V W1 1 ! V 
V _ such that the composites
V
V 
V
        ! V 
V _
V
V 
ev
        ! V
V _ V _
V           ! V _
V 
V _ ev
V _
          ! V _
are the identity morphisms on V and V _ respectively. Then V is uniquely determined, and
the dual .V _;ev/ of V is uniquely determined up to a unique isomorphism. For example, a
ﬁnite-dimensional k-vector space V has as dual V _ def D Homk.V;k/ with ev.f 
v/ D f.v/
— here V is the k-linear map sending 1 to
P
ei 
fi for any basis .ei/ for V and its dual
basis .fi/. More generally, a module M over a ring admits a dual if and only if M is ﬁnitely
generated and projective (CA 10.9, 10.10). Similarly, the contragredient of a representation
of a Lie algebra or of an algebraic group is a dual of the representation.
21.8 A tensor category is rigid if every object admits a dual. For example, the category
Veck of ﬁnite-dimensional vector spaces over k and the category of ﬁnite-dimensional rep-
resentations of a Lie algebra (or an algebraic group) are rigid.21. Tannakian categories 235
21b Neutral tannakian categories
21.9 A neutral tannakian category over k is an abelian k-linear category C endowed with
a rigid tensor structure for which there exists an exact tensor functor !WC ! Veck. Such a
functor ! is called a ﬁbre functor over k.
We refer to a pair .C;!/ consisting of a tannakian category over k and a ﬁbre functor
over k as a neutral tannakian category.
THEOREM 21.10 Let .C;!/ be a neutral tannakian category over k. For each k-algebra
R, let G.R/ be the set of families
 D .V /V 2ob.C/; V 2 EndR-linear.!.V /R/;
such that
 V 
W D V 
W for all V;W 2 ob.C/,
 1 1 D id!.1 1/ for every neutral object of 1 1 of C, and
 W R D RV for all arrows WV ! W in C.
Then R G.R/ is an afﬁne group over k, and ! deﬁnes an equivalence of tensor categories
over k,
C ! Rep.G/:
PROOF. This is a restatement of Theorem 11.14. 2
21.11 Let !R be the functor V   !.V /
R; then G.R/ consists of the natural transfor-
mations W!R ! !R such that the following diagrams commute
!R.V /
!R.W /
cV;W
        ! !R.V 
W /
?
? yV 
W
? ? yV 
W
!R.V /
!R.W /
cV;W
        ! !R.V 
W /
!R.1 1/
!R.u/
        ! !R.1 1
1 1/
? ? y1 1
? ? y1 1
1 1
!R.1 1/
!R.u/
        ! !R.1 1
1 1/
for all objects V , W of C and all identity objects .1 1;u/.
21.12 I explain the ﬁnal statement of (21.10). For each V in C, there is a representation
rV WG ! GL!.V / deﬁned by
rV .g/v D V .v/ if g D .V / 2 G.R/ and v 2 V.R/:
The functor sending V to !.V / endowed with this action of G is an equivalence of cate-
gories C ! Rep.G/.
21.13 A tannakian category C is said to be algebraic if there exists an object V such that
every other object is a subquotient of P.V;V _/ for some P 2 NX;Y . If G is an algebraic
group, then (8.31) and (8.44) show that Rep.G/ is algebraic. Conversely, if Rep.G/ is
algebraic, with generator V , then G is algebraic because G  GLV .236 I. Basic Theory of Afﬁne Groups
21.14 It is usual to write Aut
.!/ (functor of tensor automorphisms of !) for the afﬁne
group G attached to the neutral tannakian category .C;!/ — we call it the Tannaka dual
or Tannaka group of .C;!/. We sometimes denote it by .C;!/.
EXAMPLE 21.15 If C is the category of ﬁnite-dimensional representations of an algebraic
group H over k and ! is the forgetful functor, then G.R/ ' H.R/ by (10.2), and C !
Rep.G/ is the identity functor.
EXAMPLE 21.16 Let N be a normal subgroup of an algebraic group G, and let C be the
subcategory of Rep.G/ consisting of the representations of G on which N acts trivially.
The group attached to C and the forgetful functor is G=N (alternatively, this can be used as
a deﬁnition of G=N).
21.17 Let .C;!/ and .C0;!0/ be neutral tannakian categories with Tannaka duals G and
G0. An exact tensor functor FWC ! C0 such that !0 F D ! deﬁnes a homomorphism
G0 ! G, namely,
.V /V 2ob.C0/ 7! .F V /V 2ob.C/WG0.R/ ! G.R/:
21.18 Let C D Rep.G/ for some algebraic group G.
(a) For an algebraic subgroup H of G, let CH denote the full subcategory of C whose
objects are those on which H acts trivially. Then CH is a neutral tannakian category
whose Tannaka dual is G=N where N is the smallest normal algebraic subgroup of
G containing H (intersection of the normal algebraic subgroups containing H).
(b) (Tannaka correspondence.) For a collection S of objects of C D Rep.G/, let H.S/
denote the largest subgroup of G acting trivially on all V in S; thus
H.S/ D
\
V 2S
Ker.rV WG ! Aut.V //:
Then the maps S 7! H.S/ and H 7! CH form a Galois correspondence
fsubsets of ob.C/g  falgebraic subgroups of Gg;
i.e., both maps are order reversing and CH.S/  S and H.CH/  H for all S and H.
It follows that the maps establish a one-to-one correspondence between their respec-
tive images. In this way, we get a natural one-to-one order-reversing correspondence
ftannakian subcategories of Cg
1W1
$ fnormal algebraic subgroups of Gg
(a tannakian subcategory is a full subcategory closed under the formation of duals,
tensor products, direct sums, and subquotients).
21c Gradations on tensor categories
21.19 Let M be a ﬁnitely generated abelian group. An M-gradation on an object X of an
abelian category is a family of subobjects .Xm/m2M such that X D
L
m2M Xm. An M-
gradation on a tensor category C is an M-gradation on each object X of C compatible with
all arrows in C and with tensor products in the sense that .X 
Y /m D
L
rCsDmXr 
Xs.21. Tannakian categories 237
Let .C;!/ be a neutral tannakian category, and let G be its Tannaka dual. To give an
M-gradation on C is the same as to give a central homomorphism D.M/ ! G.!/: a
homomorphism corresponds to the M-gradation such that Xm is the subobject of X on
which D.M/ acts through the character m (Saavedra Rivano 1972; Deligne and Milne
1982, 5).
21.20 Let C be a semisimple k-linear tensor category such that End.X/ D k for every
simple object X in C, and let I.C/ be the set of isomorphism classes of simple objects in
C. For elements x;x1;:::;xm of I.C/ represented by simple objects X;X1;:::;Xm, write
x  x1 

xm if X is a direct factor of X1 

Xm. The following statements are
obvious.
(a) Let M be a commutative group. To give an M-gradation on C is the same as to give
a map f WI.C/ ! M such that
x  x1
x2 H) f.x/ D f.x1/Cf.x2/:
A map from I.C/ to a commutative group satisfying this condition will be called a
tensor map. For such a map, f.1 1/ D 0, and if X has dual X_, then f.X_/ D
 f.X/.
(b) Let M.C/ be the free abelian group with generators the elements of I.C/ modulo the
relations: x D x1Cx2 if x  x1
x2. The obvious map I.C/ ! M.C/ is a universal
tensor map, i.e., it is a tensor map, and every other tensor map I.C/ ! M factors
uniquely through it. Note that I.C/ ! M.C/ is surjective.
21.21 Let .C;!/ be a neutral tannakian category such that C is semisimple and End.V /D
k for every simple object in C. Let Z be the centre of G
def DAut
.!/. Because C is semisim-
ple, G is reductive (II, 6.17 ), and so Z is of multiplicative type. Assume (for simplicity)
that Z is split, so that Z D D.N/ with N the group of characters of Z. According to
(21.19), to give an M-gradation on C is the same as giving a homomorphism D.M/ ! Z,
or, equivalently, a homomorphism N ! M. On the other hand, (21.20) shows that to
give an M-gradation on C is the same as giving a homomorphism M.C/ ! M. Therefore
M.C/ ' N. In more detail: let X be an object of C; if X is simple, then Z acts on X
through a character n of Z, and the tensor map X 7! nW I.C/ ! N is universal.
21.22 Let .C;!/ be as in (21.21), and deﬁne an equivalence relation on I.C/ by
a  a0  there exist x1;:::;xm 2 I.C/ such that a;a0  x1

xm:
A function f from I.C/ to a commutative group deﬁnes a gradation on C if and only if
f.a/ D f.a0/ whenever a  a0. Therefore, M.C/ ' I.C/= .
ASIDE 21.23 Discuss the prehistory: Tannaka (cf. Serre 1973, p. 71, remark), Krein (cf. Breen),
Chevalley (book), Hochschild and Mostow 1969, 4 (AJM 91, 1127–1140).
EXERCISES
EXERCISE 21-1 Use the criterion (12.19) to show that the centralizer of a torus in a con-
nected algebraic group is connected.CHAPTERII
Lie Algebras and Algebraic Groups
The Lie algebra of an algebraic group is the (ﬁrst) linear approximation to the group. The
study of Lie algebras is much more elementary than that of algebraic groups. For example,
most of the results on Lie algebras that we shall need are proved already in the undergrad-
uate text Erdmann and Wildon 2006.
Throughout this chapter k is a ﬁeld.
NOTES Most sections in this chapter are complete, but need to be revised (especially Section 4,
which, however, can be skipped).
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1 The Lie algebra of an algebraic group
Analgebraic groupis afunctorR G.R/WAlgk !Grp. The Liealgebra ofG dependsonly
on the value of the functor on the k-algebra of dual numbers, but it nevertheless contains a
surprisingly large amount of information about the group, especially in characteristic zero.
1a Lie algebras: basic deﬁnitions
DEFINITION 1.1 A Lie algebra1 over a ﬁeld k is a vector space g over k together with a
k-bilinear map
 ; Wgg ! g
(called the bracket) such that
1Bourbaki LIE, Historical Notes to Chapter I to III writes:
The term “Lie algebra” was introduced by H. Weyl in 1934; in his work of 1925, he had used the
expression “inﬁnitesimal group”. Earlier mathematicians had spoken simply of the “inﬁnitesi-
mal transformations X1f;:::;Xrf ” of the group, which Lie and Engel frequently abbreviated
by saying “the group X1f;:::;Xrf ”.
239240 II. Lie Algebras and Algebraic Groups
(a) x;x D 0 for all x 2 g,
(b) x;y;zCy;z;xCz;x;y D 0 for all x;y;z 2 g.
A homomorphism of Lie algebras is a k-linear map Wg ! g0 such that
.x;y/ D .x/;.y/ for all x;y 2 g:
A Lie subalgebra of a Lie algebra g is a k-subspace s such that x;y 2 s whenever x;y 2 s
(i.e., such that s;s  s).
Condition (b) is called the Jacobi identity. Note that (a) applied to xCy;xCy shows
that the Lie bracket is skew-symmetric,
x;y D  y;x, for all x;y 2 g; (126)
and that (126) allows the Jacobi identity to be rewritten as
x;y;z D x;y;zCy;x;z (127)
or
x;y;z D x;y;z y;x;z (128)
An injective homomorphism is sometimes called an embedding, and a surjective homo-
morphism is sometimes called a quotient map.
We shall be mainly concerned with ﬁnite-dimensional Lie algebras.
EXAMPLE 1.2 For any associative k-algebra A, the bracket a;b D ab ba is k-bilinear.
It makes A into a Lie algebra because a;a is obviously 0 and the Jacobi identity can be
proved by a direct calculation. In fact, on expanding out the left side of the Jacobi identity
for a;b;c one obtains a sum of 12 terms, 6 with plus signs and 6 with minus signs; by
symmetry, each permutation of a;b;c must occur exactly once with a plus sign and exactly
once with a minus sign. When A is the endomorphism ring Endk-lin.V / of a k-vector space
V , this Lie algebra is denoted glV , and when A D Mn.k/, it is denoted gln. Let eij be the
matrix with 1 in the ijth position and 0 elsewhere. These matrices form a basis for gln, and
eij;ei0j 0 D ji0eij0  ij 0ei0j (ij D Kronecker delta).
EXAMPLE 1.3 Let A be a k-algebra (not necessarily associative). A derivation of A is a
k-linear map DWA ! A such that
D.ab/ D D.a/bCaD.b/ for all a;b 2 A:
The composite of two derivations need not be a derivation, but their bracket
D;E
def D DE  E D
is, and so the set of k-derivations A ! A is a Lie subalgebra Derk.A/ of glA.1. The Lie algebra of an algebraic group 241
EXAMPLE 1.4 For x 2 g, let adgx (or adx) denote the map y 7! x;yWg ! g. Then adgx
is a k-derivation because (127) can be rewritten as
ad.x/y;z D ad.x/y;zCy;ad.x/z:
In fact, adg is a homomorphism of Lie algebras g ! Der.g/ because (128) can be rewritten
as
ad.x;y/z D ad.x/.ad.y/z/ ad.y/.ad.x/z/:
The kernel of adgWg ! Derk.g/ is the centre of g,
z.g/
def D fx 2 g j x;g D 0g:
The derivations of g of the form adx are said to be inner (by analogy with the automor-
phisms of a group of the form inng).
1b The isomorphism theorems
An ideal in a Lie algebra g is a subspace a such that x;a 2 a for all x 2 g and a 2 a
(i.e., such that g;a  a). When a is an ideal, the quotient vector space g=a becomes a Lie
algebra with the bracket
xCa;yCa D x;yCa.
The following statements are straightforward consequences of the similar statements for
vector spaces.
1.5 (Existence of quotients). The kernel of a homomorphism g ! q of Lie algebras is an
ideal, and every ideal a is the kernel of a quotient map g ! g=a.
1.6 (Homomorphism theorem). The image of a homomorphism Wg ! g0 of Lie algebras
is a Lie subalgebra g of g0, and  deﬁnes an isomorphism of g=Ker./ onto g; in partic-
ular, every homomorphism of Lie algebras is the composite of a surjective homomorphism
with an injective homomorphism.
1.7 (Isomorphism theorem). Let h and a be Lie subalgebras of g such that h;a  a; then
hCa is a Lie subalgebra of g, h\a is an ideal in h, and the map
xCh\a 7! xCaWh=h\a ! .hCa/=a
is an isomorphism.
1.8 (Correspondence theorem). Let a be an ideal in a Lie algebra g. The map h 7! h=a is
a one-to-one correspondence between the set of Lie subalgebras of g containing a and the
set of Lie subalgebras of g=a. A Lie subalgebra h containing a is an ideal if and only if h=a
is an ideal in g=a, in which case the map
g=h ! .g=a/=.h=a/
is an isomorphism242 II. Lie Algebras and Algebraic Groups
1c The Lie algebra of an algebraic group
Let G be an algebraic group over a ﬁeld k, and let k" be the ring of dual numbers:
k"
def D kX=.X2/:
Thus k" D kk" as a k-vector space and "2 D 0. There is a homomorphism
Wk"  ! k; .aC"b/ D a:
DEFINITION 1.9 For an algebraic group G over k,
Lie.G/ D Ker.G.k"/

 ! G.k//:
Following a standard convention, we often write g for Lie.G/, h for Lie.H/, and so on.
EXAMPLE 1.10 Let G D GLn, and let In be the identity nn matrix. An nn matrix A
gives an element InC"A of Mn.k"/, and
.InC"A/.In "A/ D InI
therefore InC"A 2 Lie.GLn/. Clearly every element of Lie.GLn/ is of this form, and so
the map
A 7! E.A/
def D InC"AWMn.k/ ! Lie.GLn/
is a bijection. Note that
E.A/E.B/ D .InC"A/.InC"B/
D InC".ACB/
D E.ACB/:
In the language of algebraic geometry, Lie.G/ is the tangent space to jGj at 1G (see CA
18).
PROPOSITION 1.11 Let IG be the augmentation ideal in O.G/, i.e., IG D Ker.WO.G/ !
k/. Then
Lie.G/ ' Homk-lin.IG=I2
G;k/: (129)
PROOF. By deﬁnition, an element x of Lie.G/ gives a commutative diagram
O.G/
x
        ! k"
?
? y
?
? y
k k;
and hence a homomorphism IG ! Ker./ ' k on the kernels. That this induces an iso-
morphism (129) is proved in CA 18.9. 2
From (129), we see that Lie.G/ has the structure of k-vector space, and that Lie is a
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THEOREM 1.12 There is a unique way of making G   Lie.G/ into a functor to Lie alge-
bras such that Lie.GLn/ D gln (as Lie algebras).
Without the condition on Lie.GLn/, we could, for example, take the bracket to be zero.
It is clear from the deﬁnition of the Lie algebra that an embedding of algebraic groups
G ,! H deﬁnes an injection LieG ! LieH of k-vector spaces. On applying this remark
toanembeddingofG intoGLn, weobtaintheuniquenessassertion. Theexistenceassertion
will be proved later in this section.
REMARK 1.13 If a ¤ 0, then aCb" D a.1C b
a"/ has inverse a 1.1  b
a"/ in k", and so
k" D faCb" j a ¤ 0g:
An element of Lie.G/ is a k-algebra homomorphism WO.G/ ! k" whose composite
with " 7! 0 is . Therefore, elements of O.G/ not in the kernel m of  map to units in k",
and so  factors uniquely through the local ring O.G/m. This shows that Lie.G/ depends
only on O.G/m. In particular, Lie.G/ ' Lie.G/.
REMARK 1.14 There is a more direct way of deﬁning the action of k on Lie.G/: an ele-
ment c 2 k deﬁnes a homomorphism of k-algebras
ucWk" ! k"; uc.aC"b/ D aCc"b
such that  uc D , and hence a commutative diagram
G.k"/
G.uc/
        ! G.k"/
? ?
yG./
? ?
yG./
G.k/
id
        ! G.k/;
which induces a homomorphism of groups Lie.G/ ! Lie.G/. For example, when G D
GLn,
G.uc/E.A/ D G.uc/.InC"A/ D InCc"A D E.cA/:
This deﬁnes a k-vector space structure on LieG, which agrees that given by (129).
NOTES The deﬁnition (1.9) is valid for any functor GWAlgk ! Grp. See DG II, 4, 1.
1d Examples
1.15 By deﬁnition
Lie.SLn/ D fI CA" 2 Mn.k"/ j det.I CA"/ D 1g:
When we expand det.I C"A/ as a sum of n products, the only nonzero term is
Qn
iD1.1C"aii/ D 1C"
Pn
iD1aii;
because every other term includes at least two off-diagonal entries. Hence
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and so
sln
def D Lie.SLn/ D fI C"A j trace.A/ D 0g
' fA 2 Mn.k/ j trace.A/ D 0g:
For nn matrices A D .aij/ and B D .bij/,
trace.AB/ D
X
1i;jnaijbji D trace.BA/. (130)
Therefore A;B D AB  BA has trace zero, and sln is a Lie subalgebra of gln.
1.16 Recall (I, 1) that Tn (resp. Un, resp. Dn) is the group of upper triangular (resp.
upper triangular with 1s on the diagonal, resp. diagonal) invertible matrices. As
Lie.Tn/ D
8
     <
     :
0
B
B B B
B
@
1C"c11 "c12  "c1n 1 "c1n
0 1C"c22  "c2n 1 "c2 n
: : :
: : :
:::
: : :
: : :
0 0  1C"cn 1n 1 "cn 1n
0 0  0 1C"cnn
1
C
C C C
C
A
9
> > > > > =
> > > > > ;
;
we see that
bn
def D Lie.Tn/ ' f.cij/ j cij D 0 if i > jg (upper triangular matrices).
Similarly,
nn
def D Lie.Un/ ' f.cij/ j cij D 0 if i  jg (strictly upper triangular matrices)
dn
def D Lie.Dn/ ' f.cij/ j cij D 0 if i ¤ jg (diagonal matrices).
These are Lie subalgebras of gln.
1.17 Assume that the characteristic ¤ 2, and let On be orthogonal group:
On D fA 2 GLn j At A D Ig .At D transpose of A/:
For I C"A 2 Mn.k"/,
.I C"A/t .I C"A/ D .I C"At/.I C"A/ D I C"At C"A;
and so
Lie.On/ D fI C"A 2 Mn.k"/ j At CA D 0g
' fA 2 Mn.k/ j A is skew symmetricg:
Similarly, Lie.SOn/ consists of the skew symmetric matrices with trace zero, but obviously
the second condition is redundant, and so
Lie.SOn/ D Lie.On/:
This also follows from the fact that SOn D O
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1.18 Let G be a ﬁnite ´ etale algebraic group. Then O.G/ is a separable k-algebra, and
every quotient of O.G/ is separable (I, 12.4). The only separable subalgebra of k" is k,
and so G.k"/ D G.k/ and Lie.G/ D 0. This also follows from the fact that
Lie.G/ D Lie
 
G
D Lie.1/ D 0
(see 1.13).
1.19 Let k have characteristic p ¤ 0, and let G D p, so that p.R/ D fr 2 R j rp D 0g
(see I, 3.5). Then p.k/ D f0g and p.k"/ D fa" j a 2 kg. Therefore,
Lie.p/ D fa" j a 2 kg ' k:
Similarly,
Lie.p/ D f1Ca" j a 2 kg ' k:
As the bracket on a one-dimensional Lie algebra must be trivial, this shows that p and p
have the same Lie algebra.
1.20 Let V be a vector space over k. Every element of V."/
def D k"
k V can be written
uniquely in the form x C"y with x;y 2 V , i.e., V."/ D V "V . The k"-linear maps
V."/ ! V."/ are the maps C", ; 2 Endk-lin.V /, where
.C"/.xC"y/ D .x/C"..y/C.x//: (131)
Toseethis, notethatEndk-lin.V."//'M2.Endk-lin.V //, andthat"actsas
 
0 0
1 0

2M2.Endk.V //.
Thus
Endk"-lin.V."// D

 
 

2 M2.Endk.V //
 
 

 
 

0 0
1 0

D

0 0
1 0

 
 

D

 0
 

2 M2.Endk.V //

.
It follows that
GLV .k"/ D fC" j  invertibleg
and that
Lie.GLV / D fidV C" j  2 End.V /g ' End.V / D glV :
1.21 Let V be a ﬁnite-dimensional k-vector space, and let Da.V / denote the algebraic
group R   Homk-lin.V;R/ (see I, 3.6). Then
Lie.Da.V // ' Homk-lin.V;k/
(as a k-vector space). Similarly,
Lie.Va/ ' V .
1.22 Let WV V ! k be a k-bilinear form, and let G be the subgroup of GLV of 
preserving the form, i.e., such that
G.R/ D f 2 GLV .R/ j .x;x0/ D 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Then Lie.G/ consists of the endomorphisms idC" of V."/ such that
..idC"/.xC"y/;.idC"/.x0C"y0// D .xC"y;x0C"y0/; all x;y;x0;y0 2 V:
The left hand side equals
.xC"yC"x;x0C"y0C"x0/ D .xC"y;x0C"y0/C"..x;x0/C.x;x0//;
and so
Lie.G/ ' f 2 Endk-lin.V / j .x;x0/C.x;x0/ D 0 all x;x0 2 V g:
1.23 Let G be the unitary group deﬁned by a quadratic extension K of k (I, 3.11). The
Lie algebra of G consists of the A 2 Mn.K/ such that
.I C"A/.I C"A/ D I
i.e., such that
ACA D 0:
Note that this is not a K-vector space, reﬂecting the fact that G is an algebraic group over
k, not K.
1.24 Let G D D.M/ (see I, 14c), so that G.R/ D Hom.M;R/ (homomorphisms of
abelian groups). On applying Hom.M; / to the split-exact sequence of commutative
groups
0         ! k
a7!1Ca"
            ! k" "7!0
        ! k         ! 0;
we ﬁnd that
Lie.G/ ' Hom.M;k/ ' Hom.M;Z/
Zk:
A split torus T is the diagonalizable group associated with M D X.T/. For such a group,
Lie.T/ ' Hom.X.T/;Z/
Zk
and
Homk-lin.Lie.T/;k/ ' k
ZX.T/:
1e Description of Lie.G/ in terms of derivations
DEFINITION 1.25 Let A be a k-algebra and M an A-module. A k-linear map DWA ! M
is a k-derivation of A into M if
D.fg/ D f D.g/CgD.f / (Leibniz rule).
For example, D.1/ D D.11/ D D.1/CD.1/ and so D.1/ D 0. By k-linearity, this
implies that
D.c/ D 0 for all c 2 k: (132)
Conversely, every additive map A ! M satisfying the Leibniz rule and zero on k is a k-
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Let WA ! k" be a k-linear map, and write
.f / D 0.f /C"1.f /:
Then
.fg/ D .f /.g/
if and only if
0.fg/ D 0.f /0.g/ and
1.fg/ D 0.f /1.g/C0.g/1.f /:
The ﬁrst condition says that 0 is a homomorphism A ! k and, when we use 0 to make k
into an A-module, the second condition says that 1 is a k-derivation A ! k.
Recall that O.G/ has a co-algebra structure .;/. By deﬁnition, the elements of
Lie.G/ are the k-algebra homomorphisms O.G/ ! k" such that the composite
O.G/

 ! k"
"7!0
 ! k
is , i.e., such that 0 D . Thus, we have proved the following statement.
PROPOSITION 1.26 There is a natural one-to-one correspondence between the elements of
Lie.G/ and the k-derivations O.G/ ! k (where O.G/ acts on k through ), i.e.,
Lie.G/ ' Derk;.O.G/;k/: (133)
The correspondence is C"D $ D, and the Leibniz condition is
D.fg/ D .f /D.g/C.g/D.f / (134)
1f Extension of the base ﬁeld
PROPOSITION 1.27 For any ﬁeld K containing k, Lie.GK/ ' K 
k Lie.G/.
PROOF. We use the description of the Lie algebra in terms of derivations (133). Let ei be a
basis for O.G/ as a k-vector space, and let
eiej D
X
aijkek; aijk 2 k:
In order to show that a k-linear map DWA ! k is a k-derivation, it sufﬁces to check the
Leibniz condition on the elements of the basis. Therefore, D is a k-derivation if and only
if the scalars ci D D.ei/ satisfy
X
kaijkck D .ei/cj C.ej/ci
for all i;j. This is a homogeneous system of linear equations in the ci, and so a basis for
the solutions in k is also a basis for the solutions in K (see the next lemma).
(Alternatively, use that
Lie.G/ ' Homk-lin.IG=I2
G;k/
and that IGK ' K 
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LEMMA 1.28 Let S be the space of solutions in k of a system of homogeneous linear
equations with coefﬁcients in k. Then the space of solutions in any k-algebra R of the
system of equations is R
k S.
PROOF. The space S is the kernel of a linear map
0 ! S ! V

 ! W .
Tensoring this sequence with R gives a sequence
0 ! R
k S ! R
k V
idR

 ! R
k W ,
which is exact because R is ﬂat. Alternatively, for a ﬁnite system, we can put the matrix of
thesystemofequationsinrowechelonform(overk), fromwhichthestatementisobvious.2
REMARK 1.29 Let G be an algebraic group over k. For a k-algebra R, deﬁne
g.R/ D Ker.G.R"/ ! G.R//
where R" D k"
k R ' RX=.X2/. Then, as in (1.26), g.R/ can be identiﬁed with the
space of k-derivations A ! R (with R regarded as an A-module through ), and the same
proof shows that
g.R/ ' R
k g.k/ (135)
where g.k/ D Lie.G/. In other words, the functor R   g.R/ is canonically isomorphic to
ga.
1g The adjoint map AdWG ! Aut.g/
For any k-algebra R, we have homomorphisms
R
i
 ! R"

 ! R; i.a/ D aC"0; .aC"b/ D a;  i D idR:
For an algebraic group G over k, they give homomorphisms
G.R/
i
 ! G.R"/

 ! G.R/;  i D idG.R/
where we have written i and  for G.i/ and G./. Let g.R/ D Ker.G.R"/

 ! G.R//,
so that
g.R/ ' R
k g.k/
(see 1.29). We deﬁne
AdWG.R/ ! Aut.g.R//
by
Ad.g/x D i.g/xi.g/ 1; g 2 G.R/; x 2 g.R/  G.R"/:
The following formulas hold:
Ad.g/.xCx0/ D Ad.g/xCAd.g/x0; g 2 G.R/; x;x0 2 g.R/
Ad.g/.cx/ D c.Ad.g/x/; g 2 G.R/; c 2 R; x 2 g.R/:1. The Lie algebra of an algebraic group 249
The ﬁrst is clear from the deﬁnition of Ad, and the second follows from the description of
the action of c in (1.14). Therefore Ad maps into AutR-lin.g.R//. All the constructions are
clearly natural in R, and so we get a natural transformation
AdWG ! Aut.ga/
of group-valued functors on Algk.
Let f WG !H be a homomorphism of algebraic groups over k. Because f is a functor,
the diagrams
G.R"/

        ! G.R/
? ? yf.R"/
? ? yf.R/
H.R"/

        ! H.R/
G.R"/
i
          G.R/
? ? yf.R"/
? ? yf.R/
H.R"/
i
          H.R/
commute. Thus f deﬁnes a homomorphism of functors
Lie.f /Wga ! ha;
and the diagrams
G.R/  g.R/ g.R/
H.R/  h.R/ g.R/
f Lie.f / Lie.f /
commute for all R, i.e.,
Lie.f /.AdG.g/x/ D AdH.f.g//x; g 2 G.R/; x 2 g.R/. (136)
1h First deﬁnition of the bracket
The idea of the construction is the following. In order to deﬁne the bracket ; Wgg ! g,
it sufﬁces to deﬁne the map adWg ! glg, ad.x/.y/ D x;y. For this, it sufﬁces to deﬁne a
homomorphism of algebraic groups adWG ! GLg, or, in other words, an action of G on g.
But G acts on itself by inner automorphisms, and hence on its Lie algebra.
In more detail, in the last subsection, we deﬁned a homomorphism of algebraic groups
AdWG ! GLg:
Speciﬁcally,
Ad.g/x D i.g/xi.g/ 1; g 2 G.R/; x 2 g.R/  G.R"/:
On applying the functor Lie to the homomorphism Ad, we obtain a homomorphism of
k-vector spaces
adWLieG ! LieGLg
(1.20)
' Endk-lin.g/:
DEFINITION 1.30 For a;x 2 Lie.G/,
a;x D ad.a/.x/:250 II. Lie Algebras and Algebraic Groups
LEMMA 1.31 For G D GLn, the construction gives A;X D AX  XA.
PROOF. An element I C"A 2 Lie.GLn/ acts on Mn.k"/ as
X C"Y 7! .I C"A/.X C"Y /.I  "A/ D X C"Y C".AX  XA/:
On comparing this with (1.20), we see that ad.A/ acts as idC" where .X/DAX XA.2
LEMMA 1.32 The construction is functorial in G, i.e., the map LieG ! LieH deﬁned by
a homomorphism of algebraic groups G ! H is compatible with the two brackets.
PROOF. This follows from (136). 2
Because the bracket A;XDAX XA on gln satisﬁes the conditions in (1.1) and every
G can be embedded in GLn (I, 8.31), the bracket on Lie.G/ makes it into a Lie algebra.
This completes the ﬁrst proof of Theorem 1.12.
1i Second deﬁnition of the bracket
Let A D O.G/, and consider the space Derk.A;A/ of k-derivations of A into A (with A
regarded as an A-module in the obvious way). The bracket
D;D0
def D DD0 D0D
of two derivations is again a derivation. In this way Derk.A;A/ becomes a Lie algebra.
Let G be an algebraic group. A derivation DWO.G/ ! O.G/ is left invariant if
D D .id
D/: (137)
If D and D0 are left invariant, then
D;D0 D .DD0 D0D/
D .id
.DD0/ id
.D0D//
D .id
D;D0/
and so D;D0 is left invariant.
PROPOSITION 1.33 The map D 7!  DWDerk.O.G/;O.G// ! Derk.O.G/;k/ deﬁnes
an isomorphism from the subspace of left invariant derivations onto Derk.O.G/;k/.
PROOF. If D is a left invariant derivation O.G/ ! O.G/, then
D
I, (30)
D .id
/D
(137)
D .id
/.id
D/ D .id
.D//
and so D is determined by  D. Conversely, if dWO.G/ ! k is a derivation, then D D
.id
d/ is a left invariant derivation O.G/ ! O.G/. 2
Thus, Lie.G/ is isomorphic (as a k-vector space) to the space of left invariant deriva-
tions O.G/!O.G/, which is a Lie subalgebra of Derk.O.G/;O.G//. In this way, Lie.G/
acquires a Lie algebra structure, which is clearly natural in G.
It remains to check that, when G D GLn, this gives the bracket A;B D AB  BA (left
as an exercise for the present).1. The Lie algebra of an algebraic group 251
1j The functor Lie preserves ﬁbred products
PROPOSITION 1.34 For any homomorphisms G ! H   G0 of algebraic groups,
Lie.GH G0/ ' Lie.G/Lie.H/Lie.G0/: (138)
PROOF. By deﬁnition (I 4b),
 
GH G0
.R/ D G.R/H.R/G0.R/; R a k-algebra.
Therefore,
Lie.GH G0/ D Ker
 
G.k"/H.k"/G0.k"/ ! G.k/H.k/G0.k/

D f.g;g0/ 2 G.k"/G0.k"/ j g;g0 have the same image in H.k"/, G.k/, and G0.k/g
D Ker.G.k"/ ! G.k//H.k/Ker
 
G0.k"/ ! G0.k/

D Lie.G/Lie.H/Lie.G0/: 2
EXAMPLE 1.35 Let k be a ﬁeld of characteristic p ¤0. There are ﬁbred product diagrams:
p         ! Gm
?
? y
?
? yy7!.yp;y/
Gm             !
x7!.1;x/
GmGm
Lie
k
id
        ! k
? ?
yid
? ?
yc7!.0;c/
k           !
c7!.0;c/
kk:
EXAMPLE 1.36 Recall (I, 7.15) that the kernel of a homomorphism WG !H of algebraic
groups can be obtained as a ﬁbred product:
Ker./         ! f1Hg
? ? y
? ? y
G

        ! H
Therefore (138) shows that
Lie.Ker.// D Ker.Lie.//:
In other words, an exact sequence of algebraic groups 1 ! N ! G ! H gives rise to an
exact sequence of Lie algebras
0 ! LieN ! LieG ! LieH:
For example, the exact sequence (cf. 1.35)
1 ! p
x7!.x;x/
            ! GmGm
.x;y/7!.yp;x=y/
                      ! GmGm
gives rise to an exact sequence
0 ! k
x7!.x;x/
            ! kk
.x;y/7!.0;x y/
                      ! kk:252 II. Lie Algebras and Algebraic Groups
EXAMPLE 1.37 Let H and H0 be algebraic subgroups of an algebraic group G. The al-
gebraic subgroup H \H0 with .H \H0/.R/ D H.R/\H0.R/ (inside G.R/) is the ﬁbred
product of the inclusion maps, and so
Lie.H \H0/ D Lie.H/\Lie.H0/ (inside Lie.G/).
More generally,
Lie.
\
i2I Hi/ D
\
i2I LieHi (inside Lie.G/) (139)
for any family of subgroups Hi of G.
For example, the homomorphisms in (1.35) realize Gm in two ways as subgroups of
GmGm, which intersect in p, and so
Lie.p/ D Lie.Gm/\Lie.Gm/ (inside Lie.GmGm/).
A
1.38 The examples 1.35–1.37 show that the functor Lie does not preserve ﬁbred products,
left exact sequences, or intersections in the category of smooth algebraic groups.
A
1.39 The sequence
1 ! p
x7!.x;x/
            ! GmGm
.x;y/7!.yp;x=y/
                      ! GmGm ! 1
is exact in the category of algebraic groups over k, but
0 ! k
x7!.x;x/
            ! kk
.x;y/7!.0;x y/
                      ! kk ! 0
is not exact, and so functor Lie is not right exact.
1k Abelian Lie algebras
A Lie algebra g is said to be abelian (or commutative) if x;y D 0 for all x;y 2 g. Thus,
to give an abelian Lie algebra amounts to giving a ﬁnite-dimensional vector space.
If G is commutative, then Lie.G/ is commutative. This can be seen directly from the
ﬁrst deﬁnition of the bracket because the inner automorphisms are trivial if G is commuta-
tive. Alternatively, observe that if G is a commutative subgroup of GLn, then Lie.G/ is a
commutative subalgebra of Lie.GLn/. See also (2.24) below.
1l Normal subgroups and ideals
A normal algebraic subgroup N of an algebraic group G is the kernel of a quotient map
G ! Q (see I, 8.70); therefore, Lie.N/ is the kernel of a homomorphism of Lie algebras
LieG ! LieQ (see 1.36), and so is an ideal in LieG. Of course, this can also be proved
directly.1. The Lie algebra of an algebraic group 253
1m Algebraic Lie algebras
A Lie algebra is said to be algebraic if it is the Lie algebra of an algebraic group. A sum of
algebraic Lie algebras is algebraic Let g D Lie.G/, and let h be a Lie subalgebra of g. The
intersection of the algebraic Lie subalgebras of g containing h is again algebraic (see (139))
— it is called the algebraic envelope or hull of h.
Let h be a Lie subalgebra of glV . A necessary condition for h to be algebraic is that the
semisimple and nilpotent components of each element of h (as an endomorphism of glV /
lie in h. However, this condition is not sufﬁcient, even in characteristic zero.
Let h be a Lie subalgebra of glV over a ﬁeld k of characteristic zero. We explain how to
determine the algebraic hull of h. For any X 2 h, let g.X/ be the algebraic hull of the Lie
algebra spanned by X. Then the algebraic hull of h is the Lie subalgebra of glV generated
by the g.X/, X 2 h. In particular, h is algebraic if and only if each X is contained in an
algebraic Lie subalgebra of h. Write X as the sum S CN of its semisimple and nilpotent
components. Then g.N/ is spanned by N, and so we may suppose that X is semisimple.
For some ﬁnite extension L of k, there exists a basis of L
V for which the matrix of X is
diag.1;:::;n/. Let W be the subspace Mn.L/ consisting of the matrices diag.a1;:::;an/
such that X
i cii D 0, ci 2 L H)
X
i ciai D 0,
i.e., such that the ai satisfy every linear relation over L that the i do. Then the map
glV ! L
glV ' Mn.L/
induces maps
g.X/ ! L
g.X/ ' W:
See Chevalley 1951 (also Fieker and de Graaf 2007 where it is explained how to implement
this as an algorithm).
A
1.40 The following rules deﬁne a ﬁve-dimensional solvable Lie algebra gD
L
1i5kxi:
x1;x2 D x5;x1;x3 D x3;x2;x4 D x4;x1;x4 D x2;x3 D x3;x4 D x5;g D 0
(Bourbaki LIE, I, 5, Exercise 6). For every injective homomorphism g,!glV , there exists
an element of g whose semisimple and nilpotent components (as an endomorphism of V )
do not lie in g (ibid., VII, 5, Exercise 1). It follows that the image of g in glV is not the Lie
algebra of an algebraic subgroup of GLV (ibid., VII, 5, 1, Example).
NOTES Need to prove the statements in this subsection (not difﬁcult). They are important in III, 3.
1n The exponential notation
Let S be an R-algebra, and let a be an element of S such that a2 D 0. There is a unique
R-algebra homomorphism R" ! S sending " to a. Following DG, II 4, 3.7, p.209, we
denote the image of x 2 Lie.G/.R/ under the composite
Lie.G/.R/ ,! G.R"/ ! G.S/
by eax. For example, x D e"x in G.R"/. For x;y 2 Lie.G/.R/;
ea.xCy/ D eaxeay (in G.S/).254 II. Lie Algebras and Algebraic Groups
The action of a 2 R on x 2 Lie.G/.R/ is described by
e."a/x D e".ax/ (in G.R"/).
If f WG ! H is a homomorphism of algebraic groups and x 2 Lie.G/.R/, then
f.eax/ D ea.Lie.f /.x//:
The adjoint map Ad is described by
ge"xg 1 D e".Ad.g/x/ (in G.R");
(g 2 G.R/; x 2 Lie.G/.R/). Moreover,
Ad.e"x/ D idC"ad.x/ (in AutR-lin.Lie.G/.R//.
Let x;y 2 Lie.G/.R/ and let a;b 2 S be of square 0. Then
eaxebye axe by D eabx;y (in G.S/)
(ibid. 4.4).
1o Arbitrary base rings
Now let k be a commutative ring, and let k" D kX=.X2/. For any smooth afﬁne group
G over k, deﬁne g D Lie.G/ to be
Lie.G/ D Ker.G.k"/
"7!0
 ! G.k//:
This is a ﬁnitely generated projective k-module, and for any k-algebra R,
Lie.GR/ D R
g.
Therefore, the functor R   Lie.GR/ is equal to ga. The action of G on itself by inner
automorphisms deﬁnes an action of G on g, and, in fact, a homomorphism
AdWG ! GLg
of afﬁne groups over k. On applying the functor Lie to this, we get the adjoint map
adWg ! Homk-lin.g;g/:
Now we can deﬁne a bracket operation on g by
x;y D ad.x/y:
Equipped with this bracket, g is a Lie algebra over k. Most of the material in this subsection
extends to smooth afﬁne groups over rings.
NOTES Perhaps should rewrite this subsection for smooth algebraic groups over rings.2. Lie algebras and algebraic groups 255
2 Lie algebras and algebraic groups
In this subsection, we apply some algebraic geometry (actually, just commutative algebra
CA) to study the relation between Lie algebras and algebraic groups. The strongest results
require that k have characteristic zero.
2a The dimension of Lie.G/ versus the dimension of G
In Chapter I, we deﬁned the dimension of an algebraic group G to be the dimension of the
associated algebraic scheme jGj.
2.1 We list some alternative descriptions of dimG.
(a) According to the Noether normalization theorem (CA 5.11), there exists a ﬁnite set
S of elements in O.G/ such that kS is a polynomial ring in the elements of S and
O.G/ is ﬁnitely generated as a kS-module. The cardinality of S is dimG.
(b) Let G be the identity component of G (see I, 13.12). The algebraic variety jGj
is irreducible, and so O.G/=N is an integral domain (I, 13.13). The transcendence
degree of its ﬁeld of fractions is dimG.
(c) Let m be a maximal ideal of O.G/. The height of m is dimG.
PROPOSITION 2.2 For an algebraic group G, dimLieG  dimG, with equality if and only
if G is smooth.
PROOF. Because Lie.Gkal/ ' Lie.G/
k kal (see 1.27), we may suppose k D kal. Accord-
ing to (1.11),
Lie.G/ ' Homk-lin.m=m2;k/
where m D Ker.O.G/

 ! k/. Therefore, dimLie.G/  dimG, with equality if and only if
the local ring O.G/m is regular (I, 6.22), but O.G/m is regular if and only if G is smooth
(I, 6.25). 2
EXAMPLE 2.3 We have
dimLieGa D 1 D dimGa
dimLiep D 1 > 0 D dimp
dimLieSLn D n2 1 D dimSLn:
PROPOSITION 2.4 If
1 ! N ! G ! Q ! 1
is exact, then
dimG D dimN CdimQ:
PROOF. See I, 7.60. 2256 II. Lie Algebras and Algebraic Groups
2b Applications
PROPOSITION 2.5 Let H be a smooth algebraic subgroup of a connected algebraic group
G. If LieH D LieG, then G is smooth and H D G.
PROOF. We have
dimH
(2.2)
D dimLieH D dimLieG
(2.2)
 dimG:
Because H is a subgroup of G, dimH  dimG (see I, 6.24). Therefore
dimH D dimLie.G/ D dimG;
and so G is smooth (2.2) and H D G (see I, 6.24). 2
COROLLARY 2.6 Assumechar.k/D0andthatG isconnected. AhomomorphismH !G
is a surjective if LieH ! LieG is surjective.
PROOF. We know (I, 8.70) that H ! G factors into
H ! N H ! G
with H ! N H surjective and N H ! G injective. Correspondingly, we get a diagram of Lie
algebras
LieH ! Lie N H ! LieG:
Because N H !G is injective, Lie N H !LieG is injective (1.36). If LieH !LieG is surjec-
tive, then Lie N H ! LieG is an isomorphism. As we are in characteristic zero, N H is smooth
(I, 6.31), and so (2.5) shows that N H D G. 2
COROLLARY 2.7 Assume char.k/ D 0. If
1 ! N ! G ! Q ! 1
is exact, then
0 ! Lie.N/ ! Lie.G/ ! Lie.Q/ ! 0
is exact.
PROOF. The sequence 0 ! Lie.N/ ! Lie.G/ ! Lie.Q/ is exact (by 1.36), and the equal-
ity
dimG
(2.4)
D dimN CdimQ
implies a similar statement for the Lie algebras (by 2.2, as the groups are smooth). This
implies (by linear algebra) that Lie.G/ ! Lie.Q/ is surjective. 2
COROLLARY 2.8 The Lie algebra of G is zero if and only if G is ´ etale; in particular, a
connected algebraic group with zero Lie algebra is trivial.2. Lie algebras and algebraic groups 257
PROOF. We have seen that the Lie algebra of an ´ etale group is zero (1.18). Conversely, if
LieG D0thenG hasdimension0, andsoO.G/isaﬁnitek-algebra; moreover, IG=I2
G D0,
which implies that O.G/ is ´ etale. 2
COROLLARY 2.9 In characteristic zero, a homomorphism G ! H of connected algebraic
groups is an isogeny if and only if Lie.G/ ! Lie.H/ is an isomorphism.
PROOF. Apply (2.6), (2.7), and 2.8). 2
A
2.10 The smoothness and connectedness assumptions are necessary in (2.5) because
Lie.p/ D Lie.Ga/ but p ¤ Ga and
Lie.SOn/ D Lie.On/ but SOn ¤ On.
The same examples show that the characteristic and connectedness assumptions are neces-
sary in (2.6). The characteristic assumption is necessary in (2.7) because
0 ! p ! Ga
x7!xp
 ! Ga ! 0
is exact, but the sequence
0 ! Liep ! LieGa ! LieGa ! 0
is
0 ! k
'
 ! k
0
 ! k ! 0;
which is not exact.
THEOREM 2.11 Assume that char.k/ D 0 and that G is connected. The map H 7! LieH
from connected algebraic subgroups of G to Lie subalgebras of LieG is injective and in-
clusion preserving.
PROOF. Let H and H0 be connected algebraic subgroups of G. Then (see 1.37)
Lie.H \H0/ D Lie.H/\LieH0/:
If Lie.H/ D Lie.H0/, then
Lie.H/ D Lie.H \H0/ D Lie.H0/;
and so (2.5) shows that
H D H \H0 D H0: 2
EXAMPLE 2.12 Let k be a ﬁeld of characteristic zero, and consider GLn as an algebraic
group over k. According to I, 8.31, every algebraic group over k can be realized as a
subgroup of GLn for some n, and, according to (2.11), the algebraic subgroups of GLn
are in one-to-one correspondence with the algebraic Lie subalgebras of gln. This suggests
two questions: ﬁnd an algorithm to decide whether a Lie subalgebra of gln is algebraic258 II. Lie Algebras and Algebraic Groups
(i.e., arises from an algebraic subgroup)2; given an algebraic Lie subalgebra of gln, ﬁnd an
algorithm to construct the group. For a recent discussion of these questions, see, de Graaf,
Willem, A. Constructing algebraic groups from their Lie algebras. J. Symbolic Comput. 44
(2009), no. 9, 1223–1233.3
PROPOSITION 2.13 Assume char.k/D0. Let ; be homomorphisms of algebraic groups
G ! H. If Lie./ D Lie./ and G is connected, then  D :
PROOF. Let  denote the diagonal in G G — it is an algebraic subgroup of G G
isomorphic to G. The homomorphisms  and  agree on the algebraic group
G0 def D \GH G:
The hypothesis implies Lie.G0/ D Lie./, and so G0 D . 2
Thus, when char.k/ D 0, the functor G   Lie.G/ from connected algebraic groups to
Lie algebras is faithful and exact. It is not fully faithful, because
End.Gm/ D Z ¤ k D End.Lie.Gm//.
Moreover, it is trivial on ´ etale algebraic groups.
2.14 Evenincharacteristiczero, inﬁnitelymanynonisomorphicconnectedalgebraicgroups
can have the same Lie algebra. For example, let g be the two-dimensional Lie algebra
hx;y j x;y D yi, and, for each nonzero n 2 N, let Gn be the semidirect product GaoGm
deﬁned by the action .t;a/ 7! tna of Gm on Ga. Then Lie.Gn/ D g for all n, but no two
groups Gn are isomorphic.
2c Representations; stabilizers; isotropy groups
A representation of a Lie algebra g on a k-vector space V is a homomorphism Wg ! glV .
Thus  sends x 2 g to a k-linear endomorphism .x/ of V , and
.x;y/ D .x/.y/ .y/.x/:
We often call V a g-module and write xv for .x/.v/. With this notation
x;yv D x.yv/ y.xv/. (140)
A representation  is said to be faithful if it is injective. The representation x 7! adxWg !
glg is called the adjoint representation of g (see 1.4).
Let W be a subspace of V . The stabilizer of W in g is
gW
def D fx 2 g j xW  W g.
2See 1m.
3de Graaf (ibid.) and his MR reviewer write: “A connected algebraic group in characteristic 0 is uniquely
determined by its Lie algebra.” This is obviously false — for example, SL2 and its quotient by fIg have
the same Lie algebra. What they mean (but didn’t say) is that a connected algebraic subgroup of GLn in
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It is clear from (140) that gW is a Lie subalgebra of g.
Let v 2 V . The isotropy algebra of v in g is
gv
def D fx 2 g j xv D 0g:
It is a Lie subalgebra of g. The Lie algebra g is said to ﬁx v if g D gv, i.e., if gv D 0.
Let rWG ! GLV be a representation of G on a k-vector space V . Then Lie.r/ is a
representation of Lie.G/ on V . Recall (I, 8.52) that, for any subspace W of V , the functor
R   GW .R/
def D fg 2 G.R/ j g.W 
R/ D W 
Rg
is an algebraic subgroup of G, called the stabilizer of W in G .
PROPOSITION 2.15 For any representation G ! GLV and subspace W  V ,
LieGW D .LieG/W :
PROOF. By deﬁnition, LieGW consists of the elements idC" of G.k"/,  2 End.V /,
such that
.idC"/.W C"W /  W C"W;
(cf. 1.20), i.e., such that .W /  W . 2
COROLLARY 2.16 If W is stable under G, then it is stable under Lie.G/, and the converse
is true when char.k/ D 0 and G is connected.
PROOF. To say that W is stable under G means that G D GW , but if G D GW , then
LieG D LieGW D .LieG/W , which means that W is stable under LieG. Conversely, to
say that W is stable under LieG, means that LieG D .LieG/W . But if LieG D .LieG/W ,
then LieG D LieGW , which implies that GW D G when char.k/ D 0 and G is connected
(2.5). 2
Let rWG ! GLV be a representation of G on a k-vector space V . Recall (I, 8.55) that,
for any v 2 V , the functor
R   Gv.R/
def D fg 2 G.R/ j g.v
1/ D v
1g
is an algebraic subgroup of G, called the isotropy group of v in G .
PROPOSITION 2.17 For any representation G ! GLV and v 2 V ,
LieGv D .LieG/v:
PROOF. By deﬁnition, LieGv consists of the elements idC" of G.k"/ such that
id.v/C".v/ D vC0";
i.e., such that 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COROLLARY 2.18 If v is ﬁxed by G, then it is ﬁxed by Lie.G/, and the converse holds
when char.k/ D 0 and G is connected. In other words, V G  V g, with equality when
char.k/ D 0 and G is connected.
PROOF. The proof is the same as that of Corollary 2.16. 2
A
2.19 Let V be a one-dimensional vector space over Q, and let 3 act on V through the
inclusion 3 ,! Gm D GLV ; thus  2 3.C/ acts on V.C/ as v 7! v. Then
V 3 D 0
but
V 3.Q/ D V D V Lie.3/:
For a representation G ! GL.V / of G and subspace W of V , the functor
R   CG.W /.R/
def D fg 2 G.R/ j gw D w for all w 2 W g
is an algebraic subgroup of G because
CG.W / D
\
w2S Gw
for any set S spanning W . It is called the centralizer of W in G. When CG.W / D G, the
algebraic group G is said to centralize W .
Similarly, for a representation g ! glV of g and subspace W of V ,
cg.W /
def D fx 2 g j xw D 0 for all w 2 W g
is a Lie subalgebra of g, called the centralizer of W in g. When cg.W / D g, the Lie algebra
g is said to centralize W .
AsLiecommuteswithintersections(1.37);Proposition2.17impliesthefollowingstate-
ment.
COROLLARY 2.20 For a representation G ! GL.V / of G and subspace W of V ,
Lie.CG.W // D cg.W /:
If G centralizes W , then g centralizes W , and the converse holds when char.k/ D 0 and G
is connected.
COROLLARY 2.21 Let G be an algebraic group with Lie algebra g. If G is connected and
k has characteristic zero, then the functor Repk.G/ ! Repk.g/ is fully faithful.
PROOF. Let V and W be representations of G. Let  be a k-linear map V ! W , and let
 be the element of V _ 
W corresponding to  under the isomorphism Homk.V;W / '
V _
W . Then  is a homomorphism of representations of G if and only if  is ﬁxed by
G. Since a similar statement holds for g, the claim follows from (2.18). 22. Lie algebras and algebraic groups 261
COROLLARY 2.22 Let rWG ! GLV be a representation of an algebraic group G, and let
W 0  W be subspace of V . There exists an algebraic subgroup GW 0;W of G such that
GW 0;W .R/ consists of the elements of G.R/ stabilizing each of W 0.R/ and W.R/ and
acting trivially on W.R/=W 0.R/; its Lie algebra is
Lie.GW 0;W / D gW 0;W
def D fx 2 g j Lie.r/.x/ maps W into W 0g:
PROOF. Apply (2.15) twice, and then (2.20). (See also DG II, 2, 1.3; 5, 5.7). 2
2d Normalizers and centralizers
Clearly z.g/ is an ideal in g. For a subalgebra h of g, the normalizer and centralizer of h in
g are
ng.h/ D fx 2 g j x;h  hg
cg.h/ D fx 2 g j x;h D 0g:
Thus ng.h/ is the largest subalgebra of g containing h as an ideal. The centralizer is a
subalgebra; when h is abelian, it is the largest subalgebra of g containing h in its centre.
PROPOSITION 2.23 Let G be an algebraic group, and let H be a connected subgroup of
G.
(a) Then
Lie.NG.H//  ng.h/
Lie.CG.H//  cg.h/
with equalities when char.k/ D 0.
(b) If H is normal in G, then h is an ideal in Lie.G/, and the converse holds when
char.k/ D 0 and G is connected.
(c) If H lies in the centre of G, then h lies in the centre of g, and the converse holds
when char.k/ D 0 and G is connected.
PROOF. (a) We prove this below.
(b) If H is normal in G, then NG.H/ D G, and so ng.h/ D g by (a); hence h is an ideal
in g. Conversely, if char.k/ D 0 and ng.h/ D g, then Lie.NG.H// D Lie.G/ by (a), which
implies that NG.H/ D G when G is connected (see 2.5).
(c) If H lies in the centre of G, then CG.H/ D G, and so cg.h/ D g by (a); hence h lies
in the centre of g. Conversely, if char.k/ D 0 and cg.h/ D g, then Lie.CG.H// D Lie.G/,
which implies that CG.H/ D G when G is connected (see 2.5). 2
COROLLARY 2.24 For any connected algebraic group G, LieZ.G/  z.g/, with equality
when char.k/ D 0. If an algebraic group G is commutative, then so also is its Lie algebra,
and the converse holds when char.k/ D 0 and G is connected.
PROOF. Since Z.G/DCG.G/ and z.g/Dcg.g/, the ﬁrst statement follows from (a) of the
proposition, and the second follows from the ﬁrst. 2262 II. Lie Algebras and Algebraic Groups
PROOF OF PROPOSITION 2.23(a)
Let HWAlgk ! Grp and XWAlgk ! Set be functors, and let H X ! X be an action of H
on X (cf. I, 6n) Let XH be the subfunctor of X,
R   XH.R/ D fx 2 X.R/ j hxS D xS for all h 2 H.S/ with S an R-algebrag. (141)
LEMMA 2.25 For all k-algebras R,
XH.R/ D fx 2 X.R/ j hR
SxR
S D xR
S for all h 2 H.S/ with S a k-algebrag:
PROOF. Let S be a R-algebra, and let S0 denote S regarded as a k-algebra. The k-algebra
maps R ! S and idWS0 ! S deﬁne a homomorphism R
k S0 ! S of k-algebras:
R R
k S0 S
k S0:
id
Let h 2 H.S/ D H.S0/, and let x 2 X.R/. If hR
S0xR
S0 D xR
S0 in X.R
S0/, then
hxS D xS in X.S/. 2
Let H G ! G be an action of an algebraic group H on an algebraic group G by
group automorphisms. Let g D Lie.G/. Then H acts on the functor
R   g.R/
def D R
g.k/ ' Ker.G.R"/ ! G.R//
(see 1.29). By deﬁnition (141),
gH.k/ D fx 2 g.k/ j hxS D xS (in g.S/) for all h 2 H.S/, S a k-algebrag. (142)
On the other hand, Lemma 2.25 says that
GH.k"/Dfx 2G.k"/jhS"xS" DxS" (in G.S"/) for all h2H.S/, S a k-algebrag,
and so
Lie.GH/ D fx 2 Lie.G/ j hxS D xS (in Lie.GH/.S/) for all h 2 H.S/, S a k-algebrag.
(143)
Thus we have proved the following statement.
LEMMA 2.26 Let H G !G be an action of an algebraic group H on an algebraic group
G by group automorphisms. Then
Lie.GH/ ' Lie.G/H:
LEMMA 2.27 Let G be an algebraic group, and let H be a subgroup of G. Let H act on g
via H ! G
Ad
 ! Aut.g/. Then
Lie.CG.H// D Lie.G/H
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PROOF. Recall (I, 7f) that CG.H/ D GH (H acting on G by inner automorphisms), and
so the assertion concerning CG.H/ follows directly from Lemma 2.26.
Let x 2 Lie.G/. According to Lemma 2.25, x 2 Lie.NG.H// if and only if, for all
k-algebras R and all h 2 H.R/,4
.1C"xR"/hR".1 "xR"/ 2 H.R"/
.1 "xR"/hR".1C"xR"/ 2 H.R"/;
i.e., that
.1C"xR"/hR".1 "xR"/h 1
R" 2 H.R"/
.1 "xR"/hR".1C"xR"/h 1
R" 2 H.R"/:
But this last condition can be written in the form
1".xR Ad.h/xR/ 2 H.R"/;
i.e., in the form
xR Ad.h/xR 2 Lie.H/.R/: (144a)
We have shown that x 2 Lie.NG.H// if and only if its image in Lie.G/=Lie.H/ is
ﬁxed by H. Therefore the subspace of Lie.G/=Lie.H/ ﬁxed by H is LieNG.H/=Lie.H/.
(Cf. DG II 5, 5.7). 2
We now prove Proposition 2.23(a). We know (2.27) that
LieNG.H/=LieH D .LieG=LieH/HI
moreover (2.18),
.LieG=LieH/H  .LieG=LieH/LieH
with equality when char.k/ D 0 and H is connected. Since
ng.h/=h D .g=h/h;
this implies the ﬁrst statement.
Weknow(2.27)thatLie.CG.H//DLie.G/H; moreover(2.18), Lie.G/H Lie.G/Lie.H/
with equality when char.k/ D 0 and G is connected. Since Lie.G/Lie.H/ D cg.h/, this
proves the second statement. (Cf. DG II 6, 2.1.)
4In the notation of 1n, this reads:
.e"x/R"hR".e "x/R" 2 H.R"/
.e "x/R"hR".e"x/R" 2 H.R"/;
i.e., that
.e"x/R"hR".e "x/R"h 1
R" 2 H.R"/
.e "x/R"hR".e"x/R"h 1
R" 2 H.R"/:
But this last condition can also be written
e".xR Ad.h/xR/ 2 H.R"/;
i.e.,
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2e A nasty example
A
2.28 Let k be a ﬁeld of characteristic p ¤ 0. The following simple example (already
encountered in I, 7.47) illustrates some of the things that can go wrong in this case. Deﬁne
G to be the algebraic subgroup of GL3 such that
G.R/ D
8
<
:
0
@
u 0 0
0 up a
0 0 1
1
A
9
=
;
:
In other words, G is algebraic subgroup deﬁned by the equations X22 D X
p
11, X33 D 1,
X12 D X13 D X21 D X31 D X32 D 0. Note that G is isomorphic to Ga Gm but with the
noncommutative group structure
.a;u/.b;v/ D .aCbup;uv/:
In other words, G is the semi-direct product GaoGm with u 2 Gm.R/ acting on Ga.R/ as
multiplication by up. The Lie algebra of G is the semi-direct product Lie.Ga/oLie.Gm/
with the trivial action of Lie.Gm/ on Lie.Ga/ and so is commutative. The centre of G is
f.0;u/ j up D 1g ' p, and the centre of G.kal/ is trivial. Thus,
Lie.Z.G/red/ $ Lie.Z.G// $ Z.Lie.G//:
On the other hand
.Ad.a;u//.b";1Cv"/ D .bup";1C"v/
and so the subset of Lie.G/ ﬁxed by Ad.G/ is
0k D Lie.Z.G//:
3 Nilpotent and solvable Lie algebras
We write ha;b;:::i for Span.a;b;:::/, and we write ha;b;:::jRi for the Lie algebra with
basis a;b;::: and the bracket given by the rules R.
3a Deﬁnitions
DEFINITION 3.1 A Lie algebra g is said to be solvable (resp. nilpotent) if it admits a
ﬁltration
g D a0  a1    ar D 0 (145)
by ideals such that ai=aiC1 is abelian (resp. contained in the centre of a=aiC1). Such a
ﬁltration is called a solvable series (resp. nilpotent series).
In other words, a Lie algebra is solvable (resp. nilpotent) if it can be obtained from
abelian Lie algebras by successive extensions (resp. successive central extensions).
For example,
b3 D
8
<
:
0
@
  
0  
0 0 
1
A
9
=
;

8
<
:
0
@
0  
0 0 
0 0 0
1
A
9
=
;

8
<
:
0
@
0 0 
0 0 0
0 0 0
1
A
9
=
;
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is solvable because b3;b3 is contained in
n3 D
8
<
:
0
@
0  
0 0 
0 0 0
1
A
9
=
;

8
<
:
0
@
0 0 
0 0 0
0 0 0
1
A
9
=
;
 f0g;
which is nilpotent. More generally, for any maximal ﬂag
F W V D V0  V1    Vn D 0
in a vector space V , the Lie algebras
b.F/
def D fx 2 glV j xVi  Vig
n.F/
def D fx 2 glV j xVi  ViC1g
are respectively solvable and nilpotent.
PROPOSITION 3.2 A Lie algebra g is solvable if and only if its derived series
g  g0 D g;g  g00 D g0;g0    g.iC1/ D g.i/;g.i/  
terminates with zero, and it is nilpotent if and only if its descending central series
g  g1 D g;g  g2 D g;g1    giC1 D g;gi  
terminates with zero.
PROOF. If the derived (resp. descending central series) terminates with zero, then it is a
solvable (resp. nilpotent) series. Conversely, if there exists a solvable (resp. nilpotent)
series g  a1  a2  , then g.i/  ai (resp. gi  ai) and so the derived series (resp.
descending central series) terminates with zero. 2
For example, the Lie algebra
hx;y j x;y D yi
is solvable but not nilpotent, and the Lie algebra
hx;y;z j x;y D z;x;z D y;z D 0i
is nilpotent (hence also solvable).
PROPOSITION 3.3 (a) Subalgebras and quotient algebras of solvable Lie algebras are solv-
able.
(b) A Lie algebra g is solvable if it contains an ideal n such that n and g=n are solvable.
(c) Let n be an ideal in a Lie algebra g, and let h be a subalgebra of g. If n and h are
solvable, then hCn is solvable.
PROOF. (a) Let g  a1  a2   be solvable series for g. For any subalgebra h of g,
h  h\a1  h\a2   is a solvable series for h, and, for any quotient Wg ! q of g,
q  .a1/  .a2/   is solvable series for q.
(b) Because g=n is solvable, g.m/  n for some m. Now g.mCn/  n.n/, which is zero
for some n.
(c) This follows from (b) because hCn=n ' h=h\n, which is solvable by (a). 2266 II. Lie Algebras and Algebraic Groups
COROLLARY 3.4 Every ﬁnite-dimensional Lie algebra contains a largest solvable ideal.
PROOF. Let n be a maximal solvable ideal. If h is also a solvable subalgebra, then hCn is
solvable by (3.3c). Therefore, if h is a solvable ideal, then hCn is a solvable ideal, and so
h  n. 2
DEFINITION 3.5 The largest solvable ideal in g is called the radical of g.
PROPOSITION 3.6 (a)SubalgebrasandquotientalgebrasofnilpotentLiealgebrasarenilpo-
tent.
(b) A nonzero Lie algebra g is nilpotent if and only if g=a is nilpotent for some ideal
a  z.g/.
PROOF. Statement (a) follows directly from the deﬁnition. If g is nilpotent, then the last
nonzero term a in a nilpotent series is contained in z.g/ and g=a is obviously nilpotent.
Conversely, for any ideal a  z.g/, the inverse image of a nilpotent series for g=a becomes
a nilpotent series for g when extended by 0. 2
A
3.7 An extension of nilpotent algebras is solvable, but not necessarily nilpotent. For ex-
ample, nn is nilpotent and bn=nn is abelian, but bn is not nilpotent when n  3:
PROPOSITION 3.8 Let k0 be a ﬁeld containing k. A Lie algebra g over k is solvable (resp.
nilpotent) if and only if gk0
def D k0
k g is solvable (resp. nilpotent).
PROOF. Obviously, for any subalgebras h and h0 of g, h;h0k0 D hk0;h0
k0. 2
3b Nilpotent Lie algebras: Engel’s theorems
If the nC1st term gnC1 of the descending central series of g is zero, then
x1;x2;:::xn;y::: D 0
for all x1;:::;xn;y 2 g; in other words, ad.x1/ad.xn/ D 0; in particular, ad.x/n D 0.
There is a converse statement.
THEOREM 3.9 A Lie algebra g is nilpotent if ad.x/Wg ! g is nilpotent for every x 2 g.
The next two theorems are variants of (3.9).
THEOREM 3.10 Let V be a ﬁnite-dimensional vector space, and let g be subalgebra of
glV . If g consists of nilpotent endomorphisms, then there exists a basis of V for which g is
contained in nn, n D dimV .
In other words, there exists a basis e1;:::;en for V such that
gei  he1;:::;ei 1i, all i: (146)3. Nilpotent and solvable Lie algebras 267
THEOREM 3.11 Let Wg ! glV be a representation of a Lie algebra g on a nonzero ﬁnite-
dimensional vector space V . If .x/ is nilpotent for all x 2 g, then there exists a nonzero
vector v in such that gv D 0.
We note that, for a single x 2 g such that .x/ is nilpotent, there is no problem ﬁnding a
nonzero v such that xv D 0: choose any nonzero vector v0 in V , and let v D xmv0 with m
the greatest element of N such that xmv0 ¤ 0.
A
3.12 Let g be a subalgebra of glV . If there exists a basis of V for which g  ndimV , then
g is nilpotent, but the converse statement is false. For example, if V has dimension 1, then
g D glV is nilpotent (even abelian), but there is no basis for which the elements of g are
represented by strictly upper triangular matrices. Note that Theorem 3.9 says only that, for
an element x of a nilpotent algebra, ad.x/ is nilpotent; it doesn’t say that x acts nilpotently
on every g-module V .
PROOF THAT (3.11) IMPLIES (3.9)
Assume that g satisﬁes the hypothesis of (3.9) and is nonzero. On applying (3.11) to the
homomorphism adWg!glg, we see there exists a nonzero x 2g such that g;yD0. There-
fore z.g/ ¤ 0. The quotient algebra g=z.g/ satisﬁes the hypothesis of (3.9) and has smaller
dimension than g. Using induction on the dimension of g, we ﬁnd that g=z.g/ is nilpotent,
which implies that g is nilpotent by (3.6b).
PROOF THAT (3.11) IMPLIES (3.10).
Let g  glV satisfy the hypothesis of (3.10). If V ¤ 0, then (3.11) applied to g ! glV ,
shows that there exists a vector e1 ¤ 0 such that ge1 D 0; if V ¤ he1i, then (3.11) applied
to g ! glV=he1i shows that there exists a vector e2  he1i such that ge2  he1i. Continuing
in this fashion, we obtain a basis e1;:::;en for V satisfying (146).
PROOF OF (3.11)
LEMMA 3.13 Let V be a vector space, and let xWV ! V be an endomorphism of V . If x
is nilpotent, then so also is adxWglV ! glV .
PROOF. Let y 2 glV D End.V /. Then
.adx/.y/ D x;y D xy yx
.adx/2.y/ D x;x;y D x2y 2xyxCyx2
.adx/3.y/ D x3y 3x2yxC3xyx2 yx3
.
In general, .adx/m.y/ is a sum of terms xj y xm j with 0  j  m. Therefore, if
xn D 0, then .adx/2n D 0. 2
We now prove (3.11). By induction, we may assume that the statement holds for Lie
algebras of dimension less than dimg. Also, we may replace g with its image in glV , and
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Let h be a proper subalgebra of g. We claim that ng.h/ ¤ h.5 The lemma shows that
adxWglV ! glV is nilpotent for all x 2 g. For any x 2 h, adx preserves both g and h, and it
induces a nilpotent endomorphism on g=h. Therefore, by induction (dimh < dimg), there
exists nonzero element yCh of g=h such that h;yCh  h. Such a y 2 ng.h/rh.
Thisshowsthat, whenhisamaximalpropersubalgebrahofg, itsnormalizerng.h/Dg,
and so h is an ideal in g. Hence, for any x 2 grh, the subspace hChxi of g is a Lie
subalgebra. Since it properly contains h, it equals g.
Let W D fv 2 V j hv D 0g; then W ¤ 0 by induction (dimh < dimg). Because x acts
nilpotently on W , there exists a nonzero v 2 W such that xv D 0. Now gv D .hChxi/v D
0.
3c Solvable Lie algebras: Lie’s theorem
THEOREM 3.14 Let V be a ﬁnite-dimensional vector space over an algebraically closed
ﬁeld k of characteristic zero, and let g be a subalgebra of glV . If g is solvable, then there
exists a basis of V for which g is contained in bdimV .
In other words, there exists a basis e1;:::;en for V such that
gei  he1;:::;eii, all i:
COROLLARY 3.15 Assume k has characteristic zero. If g is solvable, then g;g is nilpo-
tent.
PROOF. We may suppose that k is algebraically closed (3.8). It sufﬁces to show that ad.g/
is solvable, and so we may suppose that g  glV for some ﬁnite-dimensional vector space
V . According to Lie’s theorem, there exists a basis of V for which g is contained in bdimV .
Then g;g  ndimV , which is nilpotent. 2
In order for the map v 7! xv be trigonalizable, all of its eigenvalues must lie in k.
This explains why k is required to be algebraically closed. The condition that k have
characteristic zero is more surprising, but the following examples shows that it is necessary.
EXAMPLES IN NONZERO CHARACTERISTIC
A 3.16 In characteristic 2, sl2 is solvable but for no basis is it contained in b2.
A
3.17 Let k have characteristic p ¤ 0, and consider the matrices
x D
0
B
B B
B B
@
0 1 0  0
0 0 1  0
: : :
: : :
: : :
:::
: : :
0 0 0  1
1 0 0  0
1
C
C C
C C
A
; y D
0
B
B B
B B
@
0 0  0 0
0 1  0 0
: : :
: : :
:::
: : :
: : :
0 0  p 2 0
0 0  0 p 1
1
C
C C C
C
A
:
5Cf.: Let H be a proper subgroup of a ﬁnite nilpotent group G; then H ¤ NG.H/ (GT 6.20.3. Nilpotent and solvable Lie algebras 269
Then
x;y D
0
B
B B
B B
@
0 1 0  0
0 0 2  0
: : :
: : :
: : :
:::
: : :
0 0 0  p 1
0 0 0  0
1
C
C C
C C
A
 
0
B
B B
B B
@
0 0 0  0
0 0 1  0
: : :
: : :
: : :
:::
: : :
0 0 0  p 2
p 1 0 0  0
1
C
C C C
C
A
D x
(this uses that p D 0). Therefore, g D hx;yi is a solvable subalgebra of glp. The matrices
x and y have the following eigenvectors:
x W
0
B B
B B B
@
1
1
1
: : :
1
1
C C
C C
C
A
I y W
0
B B
B B
B
@
1
0
0
: : :
0
1
C C
C C
C
A
,
0
B B
B B
B
@
0
1
0
: : :
0
1
C C
C C
C
A
, :::,
0
B B
B B
B
@
0
0
: : :
0
1
1
C C
C C
C
A
:
Therefore g has no simultaneous eigenvector, and so Lie’s theorem fails.
A
3.18 Even the corollary fails in nonzero characteristic. Note that it implies that, for a solv-
able subalgebra g of glV , the derived algebra g;g consists of nilpotent endomorphisms.
Example (a), and example (b) in the case char.k/ D 2, and show that this is false in char-
acteristic 2. For more examples in all nonzero characteristics, see Humphreys 1972, 4,
Exercise 4.
PROOF OF LIE’S THEOREM
LEMMA 3.19 (INVARIANCE LEMMA) Let V be a ﬁnite-dimensional vector space, and let
g be a Lie subalgebra of glV . For any ideal a in g and linear map Wa ! k, the eigenspace
V D fv 2 V j av D .a/v for all a 2 ag (147)
is invariant under g.
PROOF. Let x 2 g and let v 2 V. We have to show that xv 2 V, but for a 2 a;
a.xv/ D x.av/Ca;x.v/ D .a/xvC.a;x/v.
Thus a nonzero V is invariant under g if and only if .a;g/ D 0.
Fix an x 2 g and a nonzero v 2 V, and consider the subspaces
hvi  hv;xvi    hv;xv;:::;xi 1vi  
of V . Let m be the ﬁrst integer such that hv;:::;xm 1vi D hv;:::;xmvi. Then
W
def D hv;xv;:::;xm 1vi
has basis v;xv;:::;xm 1v and contains xiv for all i.
We claim that an element a of a maps W into itself and has matrix
0
B
B B
@
.a/   
0 .a/  
: : :
: : :
:::
: : :
0 0  .a/
1
C
C C
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with respect to the given basis. We check this column by column. The equality
av D .a/v
shows that the ﬁrst column is as claimed. As a;x 2 a,
a.xv/ D x.av/Ca;xv
D .a/xvC.a;x/v;
and so that the second column is as claimed (with  D .a;x/). Assume that the ﬁrst i
columns are as claimed, and consider
a.xiv/ D ax.xi 1v/ D .xaCa;x/xi 1v: (148)
From knowing the ith column, we ﬁnd that
a.xi 1v/ D .a/xi 1vCu (149)
a;x.xi 1v/ D .a;x/xi 1vCu0 (150)
with u;u0 2 hv;xv;:::;xi 2vi. On multiplying (149) with x we obtain the equality
xa.xi 1v/ D .a/xivCxu (151)
with xu 2 hv;xv;:::;xi 1vi. Now (148), (150), and (151) show that the .i C1/st column
is as claimed.
This completes the proof that the matrix of a 2 a acting on W has the form claimed,
and shows that
TrW .a/ D m.a/: (152)
We now complete the proof of the lemma by showing that .a;g/ D 0. Let a 2 a and
x 2 g. On applying (152) to the element a;x of a, we ﬁnd that
m.a;x/ D TrW .a;x/ D TrW .ax xa/ D 0,
and so .a;x/ D 0 (because m ¤ 0 in k). 2
LEMMA 3.20 Under the hypotheses of Lie’s theorem, assume that V ¤0; then there exists
a nonzero vector v 2 V such that gv  hvi.
PROOF. We use induction on the dimension of g. If dimg D 1, then g D k for some
endomorphism  of V , and  has an eigenvector because k is algebraically closed. Because
g is solvable, its derived algebra g0 ¤ g. The quotient g=g0 is abelian, and so is essentially
just a vector space. Write g=g0 as the direct sum of a subspace of codimension 1 and a
subspace of dimension 1. This decomposition corresponds to a decomposition g D aChxi
with a and hxi ideals in g. By induction, there exists a nonzero w 2 V such that aw  hwi,
i.e., such that aw D .a/w, all a 2 a, for some Wa ! k. Let V be the corresponding
eigenspace for a (147). According to the Invariance Lemma, V is stable under g. As it is
nonzero, it contains a nonzero eigenvector v for x. Now, for any element g D aCcx 2 g,
gv D .a/vCc.xv/ 2 hvi: 2
Lie’s theorem follows directly from Lemma 3.20 (cf. the proof of (3.11))(3.10)).
ASIDE 3.21 The proof shows that Lie’s theorem holds when k has characteristic p provided that
dimV < p. This is a general phenomenon: for any speciﬁc problem, there will be a p0 such that the
characteristic p case behaves as the characteristic 0 case provided p  p0.3. Nilpotent and solvable Lie algebras 271
3d Jordan decompositions
PROPOSITION 3.22 Let V be a ﬁnite-dimensional vector space over a perfect ﬁeld. For
any endomorphism  of V , there exist unique endomorphisms s and n of V such that
(a)  D s Cn,
(b) s n D ns, and
(c) s is semisimple and n is nilpotent.
Moreover, each of s and n is a polynomial in .
PROOF. Assume ﬁrst that  has all of its eigenvalues in k, so that V is a direct sum of the
generalized eigenspaces of , say, V D
L
a2I Va where I is the set of distinct eigenvalues
of  (see I, 10.11). Deﬁne s to be the endomorphism of V that acts as a on Va for
each a 2 I. Then s is a semisimple endomorphism of V , and n
def D  s commutes s
(because it does on each Va) and is nilpotent (because it is so on each Va). Thus s and n
satisfy the conditions (a,b,c).
Letna bethemultiplicityofaneigenvaluea. Becausethepolynomials.T  a/na, a2I,
are relatively prime, the Chinese remainder theorem shows that there exists a Q.T/ 2 kT
such that
Q.T/  a mod .T  a/na
for all a 2 I. Then Q./ acts as a on Va for each i, and so s D Q./. Moreover,
n D  Q./.
The rest of the proof is similar to that of (I, 10.12). 2
REMARK 3.23 (a) If 0 2 I, then Q.T/ has no constant term. Otherwise, we can choose it
satisfy the additional congruence
Q.T/  0 mod T
in order to achieve the same result.
(b) Suppose k DC, and let N a denote the complex conjugate of a. There exists a Q.T/2
CT such that
Q.T/  N a mod .T  a/na
for all a 2 I. Then Q./ is an endomorphism of V that acts on Va as N a. Again, we can
choose Q.T/ to have no constant term.
The endomorphisms s and n are called the semisimple and nilpotent parts of , and
 D s Cn
is the (additive) Jordan decomposition of .
PROPOSITION 3.24 Let beanendomorphismofaﬁnite-dimensionalvectorspaceV over
a perfect ﬁeld. The Jordan decomposition of ad./ in End.End.V // is ad./ D ad.s/C
ad.n/.272 II. Lie Algebras and Algebraic Groups
PROOF. Suppose ﬁrst that  is semisimple. After a ﬁeld extension, there will exist a basis
.ei/1idimV of V for which  has matrix diag.a1;a2;:::/. If .eij/1i;jdimV is the cor-
responding basis for End.V /, then ad./eij D .ai  aj/eij for all i;j. Therefore ad./ is
semisimple.
For a general , the decomposition  D s Cn gives a decomposition ad D ads C
adn. We have just seen that ad.s/ is semisimple, and Lemma 3.13 shows that ad.n/ is
nilpotent. The two commute because
ads;adn D ads;n D 0:
Therefore the decomposition ad DadsCadn satisﬁes the conditions (a,b,c) of (3.22).2
3e Cartan’s ﬁrst criterion
THEOREM 3.25 (CARTAN’S CRITERION) Let g be a subalgebra of glV , where V is a
ﬁnite-dimensional vector space over a ﬁeld k of characteristic zero. Then g is solvable
if TrV .xy/ D 0 for all x;y 2 g.
PROOF. We ﬁrst observe that, if k0 is a ﬁeld containing k, then the theorem is true for
g  glV if and only if it is true for gk0  glVk0 (because, for example, g is solvable if and
only if gk0 is solvable). Therefore, we may assume that k is ﬁnitely generated over Q, hence
embeddable in C, and then that k D C.
We shall show that the condition implies that each x 2 g;g deﬁnes a nilpotent endo-
morphism of V . Then Engel’s theorem 3.10 will show that g;g is nilpotent, and it will
follow that g is solvable (3.3b).
Letx 2g;g, andﬁxabasisofV forwhichthematrixofxs isdiagonal, say, diag.a1;:::;an/,
and the matrix of xn is strictly upper triangular. We have to show that xs D 0, and for this
it sufﬁces to show that
N a1a1CC N anan D 0.
Note that
TrV .N xs x/ D N a1a1CC N anan,
where N xs D diag.N a1;:::; N an/. By assumption, x is a sum of commutators y;z, and so it
sufﬁces to show that
TrV .N xs y;z/ D 0; all y;z 2 g:
From the trivial identity (see 5.8 below)
TrV .ab;c/ D TrV .a;bc/; a;b;c 2 End.V /,
we see that it sufﬁces to show that
TrV .N xs;yz/ D 0; all y;z 2 g: (153)
This will follow from the hypothesis once we have shown that N xs;y 2 g. According to
(3.23(b)),
N xs D c1xCc2x2C, for some ci 2 k,
and so
N xs;g  g
because x;g  g. 24. Unipotent algebraic groups and nilpotent Lie algebras 273
COROLLARY 3.26 Let V be a ﬁnite-dimensional vector space over a ﬁeld k of characteris-
tic zero, and let g be a subalgebra of glV . If g is solvable, then TrV .xy/ D 0 for all x 2 g
and y 2 g;g. Conversely, if TrV .xy/ D 0 for all x;y 2 g;g, then g is solvable.
PROOF. Recall (3.8) that g is solvable if and only if gkal is solvable, and so we may suppose
that k is algebraically closed. According to Lie’s theorem 3.14, there exists a basis of V for
which g  bn, n D dimV . Then g;g  bn;bn D nn, from which the statement follows.
For the converse, note that the condition implies that g;g is solvable by (3.25). But
this implies that g is solvable (because g.m/ D .g0/.m 1/). 2
ASIDE 3.27 In the above proofs, it is possible to avoid passing to the case k D C. Roughly speak-
ing, instead of complex conjugation, one uses the elements of the dual of the subspace of k generated
by the eigenvalues of xs. See, for example, Humphreys 1972, 4.3.
4 Unipotent algebraic groups and nilpotent Lie algebras
In characteristic zero, the functor Lie is an equivalence from the category unipotent alge-
braic groups to that of nilpotent Lie algebras. The purpose of this section is to extract the
proof of this from DG (see IV, 2, 4.5). It may be skipped by the reader, since it is not used
later, and it exists only as a preliminary draft. (Cf. mo10730).
Throughout, k is a ﬁeld of characteristic zero.
4a Preliminaries on Lie algebras
THE HAUSDORFF SERIES
For a nilpotent nn matrix X,
exp.X/
def D I CX CX2=2CX3=3C
is a well deﬁned element of GLn.k/. Moreover, when X and Y are nilpotent,
exp.X/exp.Y / D exp.W /
for some nilpotent W , and we may ask for a formula expressing W in terms of X and Y .
This is provided by the Hausdorff series6, which is a formal power series,
H.X;Y / D
X
n0Hn.X;Y /; Hn.X;Y / homogeneous of degree n,
with coefﬁcients in Q. The ﬁrst few terms are
H1.X;Y / D X CY
H2.X;Y / D
1
2
X;Y :
6According to the Wikipedia, the formula was ﬁrst noted in print by Campbell (1897); elaborated by
Henri Poincar´ e (1899) and Baker (1902); and systematized geometrically, and linked to the Jacobi identity by
Hausdorff (1906). I follow Bourbaki’s terminology — others write Baker-Campbell-Hausdorff, or Campbell-
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If g is a nilpotent Lie algebra over a ﬁeld k of characteristic zero, then Hn.x;y/ D 0 for
x;y 2 g and n sufﬁciently large; we therefore have a morphism
hWgaga ! ga
such that, for all k-algebras R, and x;y 2 gR,
h.x;y/ D
X
n0hn.X;Y /.
If x and y are nilpotent elements of GLn.k/, then
exp.x/exp.y/ D exp.h.x;y//;
and this determines the power series H.X;Y / uniquely. See Bourbaki LIE, II.
ADO’S THEOREM
THEOREM 4.1 Let g be a ﬁnite-dimensional Lie algebra over a ﬁeld of characteristic zero,
and let n be its largest nilpotent ideal. Then there exists a faithful representation .V;r/ of g
such that r.n/ consists of nilpotent elements.
PROOF. Bourbaki LIE, I, 7, 3. 2
4b Preliminaries on unipotent groups
We need to use a little algebraic geometry, but only over an algebraically closed ﬁeld; in
fact, we only need the ﬁrst ten chapters of AG.
NOTES The results in this subsection don’t require k to be of characteristic zero, and should be
moved to Chapter I.
LEMMA 4.2 Let U be a unipotent subgroup of an algebraic group G. Then G=U is iso-
morphic to a subscheme of an afﬁne scheme (DG IV 2 2.8, p. 489).
PROOF. Let .V;r/ be a representation of G such that U is the stabilizer of a line L in V .
As U is unipotent, it acts trivially on L, and so LU D L. For any nonzero x 2 L, the map
g 7! gx is an injective regular map G=U ! Va. 2
LEMMA 4.3 For any connected algebraic group G, the quotient Ker.AdWG !GLg/=Z.G/
is unipotent (DG IV 2 2.12, p. 490).
PROOF. We may suppose that k is algebraically closed. Let Oe D O.G/e (the local ring
at the identity element), and let me be its maximal ideal. Then G acts on k-vector space
Oe=mrC1
e by k-algebra homomorphisms. By deﬁnition, Ker.Ad/ acts trivially on me=m2
e,
and so it acts trivially on each of the quotients mi
e=miC1
e . Let Cr be the centralizer of
O.G/e=mrC1 in G (see Section 2). We have shown that Ker.Ad/=Cr is unipotent. It
remains to show that Cr D Z.G/ for r sufﬁciently large. 24. Unipotent algebraic groups and nilpotent Lie algebras 275
PROPOSITION 4.4 Let G be a smooth connected algebraic group over an algebraically
closed ﬁeld k. If G contains no subgroup isomorphic to Gm, then it is unipotent (DG IV 2
3.11, p. 496).
PROOF. Let .V;r/ be a faithful representation of G, and let F be the variety of maximal
ﬂags in V . Then G acts on V , and according to AG 10.6, there exists a closed orbit, say
Gd ' G=U. Then U is solvable, and so, by the Lie-Kolchin theorem 16.31, U 
red  Tn for
some choice of basis. By hypothesis, U 
red\Dn D 0, and so U 
red is unipotent. Now G=U 
red
is afﬁne and connected, and so its image in F is a point. Hence G D U 
red. 2
COROLLARY 4.5 Let G be a smooth connected algebraic group. The following conditions
are equivalent:
(a) G is unipotent;
(b) The centre of G is unipotent and Lie.G/ is nilpotent;
(c) For every representation .V;r/ of G, Lier maps the elements of Lie.G/ to nilpotent
endomorphisms of V ;
(d) Condition (c) holds for one faithful representation .V;r/.
(DG IV 2 3.12, p. 496.)
PROOF. (a))(c). There exists a basis for V such that G maps into Un (see I, 15.4).
(c))(d). Trivial.
(a))(b). Every subgroup of a unipotent group is unipotent (I, 15.7), and G has a
ﬁltration whose quotients are isomorphic to subgroups of Ga (I, 15.14).
(d))(a). We may assume that k is algebraically closed (I, 15.10). If G contains a
subgroup H isomorphic to Gm, then V D
L
n2ZVn where h 2 H.k/ acts on Vn as hn.
Then x 2 Lie.H/ acts on Vn as nx, which contradicts the hypothesis.
(b))(a). The kernel of the adjoint representation unipotent (in characteristic zero, it
is Z.G/ — see 5.30 below; in general it is an extension of unipotent groups, and hence is
unipotent by 15.7). Suppose that G contains a subgroup H isomorphic to Gm. Then H
acts faithfully on g, and its elements act semisimply, contradicting the nilpotence of g. 2
PROOF OF THE MAIN THEOREM
Let H.X;Y / D
P
n>0Hn.X;Y / denote the Hausdorff series. Recall (I, 3.6) that, for a
ﬁnite-dimensional vector space V , Va denotes the algebraic group R   R
k V .
PROPOSITION 4.6 Let G be a unipotent algebraic group. Then
exp.x/exp.y/ D exp.h.x;y// (154)
for all x;y 2 gR and k-algebras R.
PROOF. We may identify G with a subgroup of GLV for some ﬁnite-dimensional vector
space V . Then g  glV , and, because G is unipotent, g is nilpotent. Now (154) holds in G
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THEOREM 4.7 Assume char.k/ D 0.
(a) For any ﬁnite-dimensional nilpotent Lie algebra over k, the maps
.x;y/ 7!
P
n>0Hn.x;y/Wg.R/g.R/ ! g.R/
(R a k-algebra) make ga into a unipotent algebraic group over k.
(b) The functor g   ga is an equivalence from the category of ﬁnite-dimensional nilpo-
tent Lie algebras over k to the category of unipotent algebraic groups, with quasi-inverse
G   Lie.G/.
PROOF. (a) Ado’s theorem allows us to identify g with a Lie subalgebra of glV whose
elements are nilpotent endomorphisms of V . Now (3.10) shows that there exists a basis
of V for which g is contained in the Lie subalgebra n of gln consisting of strictly upper
triangular matrices. Endow na with the multiplication
.x;y/ 7!
X
nHn.x;y/; x;y 2 R
nn, R a k-algebra.
According to the above discussion, we obtain in this way an algebraic group isomorphic to
Un. It is clear that ga is an afﬁne subgroup of na. It remains to show that Lie.ga/ D g (as a
Lie subalgebra of gln), but this follows from the deﬁnitions.
(b) We saw in the proof of (a) that Lie.ga/ ' g, and it follows that G ' .LieG/a. 2
COROLLARY 4.8 Every Lie subalgebra of glV formed of nilpotent endomorphisms is al-
gebraic.
See also 1m.
REMARK 4.9 In the equivalence of categories in (b), commutative Lie algebras (i.e., ﬁnite-
dimensional vector spaces) correspond to commutative unipotent algebraic groups. In other
words, U  Lie.U/isanequivalencefromthecategoryofcommutativeunipotentalgebraic
groups over a ﬁeld of characteristic zero to the category of ﬁnite-dimensional vector spaces,
with quasi-inverse V   Va.
NONZERO CHARACTERISTIC
ASIDE 4.10 Unipotentgroupsoverﬁeldsofnonzerocharacteristicareverycomplicated. Forexam-
ple, if p > 2, then there exist many “fake Heisenberg groups” (connected noncommutative smooth
unipotent algebraic groups of exponent p and dimension 2) over ﬁnite ﬁelds.
ASIDE 4.11 The nilpotent Lie algebras in low dimension have been classiﬁed:
Many articles on the classiﬁcation of low-dimensional Lie algebras do contain mis-
takes. To the best of my knowledge, the full detailed proof is provided in the disser-
tation of Ming-Peng Gong, where he classiﬁes all algebras up to dimension 7 over
algebraically closed ﬁelds of any characteristics except 2, and also over R. (mo21114,
mathreader)
There is indeed a lot of work devoted to the classiﬁcation of nilpotent Lie algebras
of low dimension ..., with numerous mistakes and omissions. Even worse, they use
different nomenclature and invariants to classify the algebras, and it is a nontrivial task
to compare different lists. Luckily, Willem de Graaf undertook the painstaking task to
make order out of this somewhat messy situation in “Classiﬁcation of 6-dimensional5. Semisimple Lie algebras and algebraic groups 277
nilpotent Lie algebras over ﬁelds of characteristic not 2”, J. Algebra 309 (2007), 640-
653; arXiv:math/0511668 . Even better, he provides an algorithm for identifying any
given nilpotent Lie algebra with one in his list, and the corresponding code is available
as a part of GAP package. He builds on earlier work of Skjelbred-Sund and his own
methodofidentiﬁcationofLiealgebrasbymeansofGroebnerbases. (mo21114, Pasha
Zusmanovich)
5 Semisimple Lie algebras and algebraic groups
Throughout this section, k has characteristic zero, and all Lie algebras are of ﬁnite dimen-
sion over k.
5a Semisimple Lie algebras
DEFINITION 5.1 A Lie algebra g is said to be semisimple if its only abelian ideal is f0g
(Bourbaki LIE I, 6, 1).
5.2 The algebra f0g is semisimple, but no Lie algebra of dimension 1 or 2 is semisimple
(because they are all abelian). There exist semisimple Lie algebras of dimension 3, for
example, sl2 (see 5.10 below).
5.3 A Lie algebra g is semisimple if and only its radical r.g/ D 0. (Recall (3.5) that r.g/
is the largest solvable ideal in g. If r.g/ ¤ 0, then the last nonzero term of its derived series
is an abelian ideal in g; if r.g/ D 0, then every abelian ideal is zero because it is contained
in r.g/.)
5.4 For any Lie algebra g, the quotient g=r.g/ is semisimple. (A nonzero abelian ideal in
g=r.g/ would correspond to a solvable ideal in g properly containing r.g/.)
5.5 A product g D g1 gn of semisimple Lie algebras is semisimple. (Let a be an
abelian ideal in g; the projection of a in gi is zero for each i, and so a is zero.)
5.6 A Lie algebra g is said to be reductive if its radical equals its centre; a reductive Lie
algebra g decomposes into a direct product of Lie algebras
g D cg;g
with c commutative and g;g semisimple (Bourbaki LIE, I, 6, 4/:
TRACE FORMS
Let g be a Lie algebra. A symmetric k-bilinear form BWgg ! k on g is said to be
associative7 if
B.x;y;z/ D B.x;y;z/ for all x;y;z 2 g:
LEMMA 5.7 Let B be an associative form on g, and let a be an ideal in g. The orthogonal
complement a? of a with respect to B is again an ideal. If B is nondegenerate, then a\a?
is abelian.
7Bourbaki LIE, I, 3, 6, says “invariant” instead of “associative”.278 II. Lie Algebras and Algebraic Groups
PROOF. By deﬁnition
a? D fx 2 g j B.a;x/ D 0g:
Let a0 2 a? and x 2 g. Then, for a 2 a,
B.a;x;a0/ D  B.a;a0;x/ D  B.a;a0;x/ D 0
and so x;a0 2 a?. This shows that a? is an ideal.
Now assume that B is nondegenerate, and let b be an ideal in g such that Bjbb D 0.
For x;y 2 b and z 2 g, B.x;y;z/ D B.x;y;z/, which is zero because y;z 2 b. Hence
x;y D 0, and so b is abelian. 2
Let Wg ! glV be a representation of g on a ﬁnite-dimensional vector space V . For
x 2 g, write xV for .x/. The trace form V Wgg ! k deﬁned by V is
.x;y/ 7! TrV .xV yV /; x;y 2 g:
LEMMA 5.8 The trace form is a symmetric bilinear form on g, and it is associative:
V .x;y;z/ D V .x;y;z/; all x;y;z 2 g:
PROOF. It is k-bilinear because  is linear, composition of maps is bilinear, and trace is
linear. It is symmetric because for any nn matrices A D .aij/ and B D .bij/,
Tr.AB/ D
P
i;j aijbji D Tr.BA/: (155)
It is associative because for x;y;z 2 g,
V .x;y;z/ D Tr.x;yz/ D Tr.xyz/ Tr.yxz/ (deﬁnitions)
D Tr.xyz/ Tr.xzy/ (apply (155))
D Tr.xy;z/ D V .x;y;z/ (deﬁnitions). 2
Therefore (see 5.7), the orthogonal complement a? of an ideal a of g with respect to a
trace form is again an ideal.
PROPOSITION 5.9 If g ! glV is faithful and g is semisimple, then V is nondegenerate.
PROOF. We have to show that g? D 0, but we know that it is an ideal (5.7), and Cartan’s
criterion (3.25) shows that it is solvable because
TrV .xV yV / D V .x;y/ D 0
for all x;y 2 g?. 25. Semisimple Lie algebras and algebraic groups 279
THE CARTAN-KILLING CRITERION
The trace form for the adjoint representation adWg ! glg is called the Killing form8 g on
g. Thus,
g.x;y/ D Trg.ad.x/ad.y//; all x;y 2 g:
In other words, g.x;y/ is the trace of the k-linear map
z 7! x;y;zWg ! g:
EXAMPLE 5.10 The Lie algebra sl2 consists of the 22 matrices with trace zero. It has as
basis the elements9
x D

0 1
0 0

; y D

0 0
1 0

; h D

1 0
0  1

;
and
h;x D 2x; h;y D  2y; x;y D h:
Then
adx D
0
@
0  2 0
0 0 1
0 0 0
1
A; adh D
0
@
2 0 0
0 0 0
0 0  2
1
A; ady D
0
@
0 0 0
 1 0 0
0 2 0
1
A
and so the top row ..x;x/;.x;h/;.x;y// of the matrix of  consists of the traces of
0
@
0 0  2
0 0 0
0 0 0
1
A;
0
@
0 0 0
0 0  2
0 0 0
1
A;
0
@
2 0 0
0 2 0
0 0 0
1
A:
In fact,  has matrix
0
@
0 0 4
0 8 0
4 0 0
1
A, which has determinant  128.
Note that, for sln, the matrix of  is n2  1n2  1, and so this is not something one
would like to compute.
LEMMA 5.11 Let a be an ideal in g. The Killing form on g restricts to the Killing form on
a, i.e.,
g.x;y/ D a.x;y/ all x;y 2 a:
PROOF. Let beanendomorphismofavectorspaceV suchthat.V /W ; thenTrV ./D
TrW .jW /, because when we choose a basis for W and extend it to a basis for V , the ma-
trix for  takes the form
 
A B
0 0

where A is the matrix of jW . If x;y 2 a, then adxady
is an endomorphism of g mapping g into a, and so its trace (on g), g.x;y/, equals
Tra.adxadyja/ D Tra.adaxaday/ D a.x;y/: 2
8Also called the Cartan-Killing form. According to Bourbaki (Note Historique to I, II, III), E. Cartan
introduced the “Killing form” in his thesis and proved the two fundamental criteria: a Lie algebra is solvable
if its Killing form is trivial (5.12); a Lie algebra is semisimple if its Killing form is nondegenerate (5.13).
According to Helgason 1990, Killing introduced the Killing form, but Cartan made much more use of it.
9Some authors write .h;e;f / for .h;x;y/; Bourbaki LIE, I, 6, 7, writes .H;X;Y/; in VIII, 1, 1, Base
canonique de sl2, he writes .H;XC; X /, i.e., he sets X D
 
0 0
 1 0

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PROPOSITION 5.12 If g.g;g;g/ D 0, then g is solvable.
PROOF. The map adWg ! glg has kernel the centre z.g/ of g, and the condition implies that
the image is solvable (Cartan’s criterion, 3.26). 2
THEOREM 5.13 (Cartan-Killing criterion). A nonzero Lie algebra g is semisimple if and
only if its Killing form is nondegenerate.
PROOF. ): Because g is semisimple, the adjoint representation adWg!glg is faithful, and
so this follows (5.9).
(: Let a be an abelian ideal of g — we have to show that a D 0. For any a 2 a and
g 2 g, we have that
g
adg
 ! g
ada
 ! a
adg
 ! a
ada
 ! 0;
and so .adaadg/2 D 0. But an endomorphism of a vector space whose square is zero has
trace zero (because its minimum polynomial divides X2, and so its eigenvalues are zero).
Therefore
g.a;g/
def D Trg.adaadg/ D 0;
and a  g? D 0. 2
COROLLARY 5.14 Let g be a Lie algebra over a ﬁeld k, and let k0 be a ﬁeld containing k.
(a) The Lie algebra g is semisimple if and only if gk0 is semisimple.
(b) The radical r.gk0/ ' k0
k r.g/.
PROOF. (a) The Killing form of gk0 is obtained from that of g by extension of scalars.
(b) The exact sequence
0 ! r.g/ ! g ! g=r.g/ ! 0
gives rise to an exact sequence
0 ! r.g/k0 ! gk0 ! .g=r.g//k0 ! 0:
As r.g/k0 is solvable (3.8) and .g=r.g//k0 is semisimple, the sequence shows that r.g/k0 is
the largest solvable ideal in gk0, i.e., that r.g/k0 D r.gk0/. 2
THE DECOMPOSITION OF SEMISIMPLE LIE ALGEBRAS
DEFINITION 5.15 A Lie algebra g is simple if it is nonabelian and its only ideals are f0g
and g.
Clearly a simple Lie algebra is semisimple, and so a product of simple Lie algebras is
semisimple (by 5.5).
Let g be a Lie algebra, and let a1;:::;ar be ideals in g. If g is a direct sum of the ai as
k-subspaces,
g D a1ar,5. Semisimple Lie algebras and algebraic groups 281
thenai;ajai \aj D0fori ¤j, andsogisadirectproductoftheai asLiesubalgebras,
g D a1ar.
The minimal nonzero ideals in a Lie algebra are either abelian or simple. Therefore, the
minimal nonzero ideals in a semisimple Lie algebra are exactly the ideals that are simple as
Lie algebras.
THEOREM 5.16 AsemisimpleLiealgebraghasonlyﬁnitelymanyminimalnonzeroideals
a1;:::;ar, and
g D a1ar.
Every ideal in a is a direct product of the ai that it contains.
In particular, a Lie algebra is semisimple if and only if it is isomorphic to a product of
simple Lie algebras.
PROOF. Let a be an ideal in g. Then the orthogonal complement a? of a is also an ideal
(5.7), and so a\a? is an ideal. By Cartan’s criterion (5.12), it is solvable, and hence zero.
Therefore, g D aa?.
If g is not simple, then it has a nonzero proper ideal a. Write g D aa?. If one of a or
a? is not simple (as a Lie subalgebra), then we can decompose again. Eventually,
g D a1ar
with the ai simple (hence minimal) ideals.
Let a be a minimal nonzero ideal in g. Then g;a is an ideal contained in a, which is
nonzero because z.g/ D 0, and so g;aD a. On the other hand,
g;a D a1;aar;a;
and so a D ai;a  ai for exactly one i; then a D ai (simplicity of ai). This shows that
fa1;:::arg is a complete set of minimal nonzero ideals in g.
Let a be an ideal in g. A similar argument shows that a is a direct sum of the minimal
nonzero ideals contained in a. 2
COROLLARY 5.17 AllnonzeroidealsandquotientsofasemisimpleLiealgebraaresemisim-
ple.
PROOF. Any such Lie algebra is a product of simple Lie algebras, and so is semisimple. 2
COROLLARY 5.18 If g is semisimple, then g;g D g.
PROOF. If g is simple, then certainly g;g D g, and so this is true also for direct sums of
simple algebras. 2
REMARK 5.19 The theorem is surprisingly strong: a ﬁnite-dimensional vector space is a
sum of its minimal subspaces but is far from being a direct sum (and so the theorem fails for
abelian Lie algebras). Similarly, it fails for commutative groups: for example, if C9 denotes
a cyclic group of order 9, then
C9C9 D f.x;x/ 2 C9C9gf.x; x/ 2 C9C9g:
If a is a simple Lie algebra, one might expect that a embedded diagonally would be another
simple ideal in aa. It is a simple Lie subalgebra, but it is not an ideal.282 II. Lie Algebras and Algebraic Groups
DERIVATIONS OF A SEMISIMPLE LIE ALGEBRA
Recall that Derk.g/ is the space of k-linear endomorphisms of g satisfying the Leibniz
condition
D.x;y/ D D.x/;yCx;D.y/.
The bracket
D;D0 D DD0 D0D
makes it into a Lie algebra.
LEMMA 5.20 For any Lie algebra g, the space fad.x/ j x 2 gg of inner derivations of g is
an ideal in Derk.g/.
PROOF. Let D be a derivation of g, and let x 2 g — we have to show that the derivation
D;adx is inner. For any y 2 g,
D;adx.y/ D .Dadx adxD/.y/
D D.x;y/ x;D.y/
D D.x/;yCx;D.y/ x;D.y/
D D.x/;y:
Therefore
D;ad.x/ D adD.x/; (156)
which is inner. 2
THEOREM 5.21 Every derivation of a semisimple Lie algebra g is inner; therefore adWg !
Der.g/ is an isomorphism.
PROOF. Let adg denote the (isomorphic) image of g in Der.g/, and let .adg/? denote its
orthogonal complement for the Killing form on Der.g/. It sufﬁces to show that .adg/? D0.
We have
.adg/?;adg  .adg/?\adg D 0
because adg and .adg/? are ideals in Der.g/ (5.20, 5.7) and Der.g/jadg D adg is nonde-
generate (5.13). Therefore
ad.Dx/
(156)
D D;ad.x/ D 0
if D 2 .adg/? and x 2 g. As adWg ! Der.g/ is injective,
ad.Dx/ D 0 for all x H) Dx D 0 for all x H) D D 0: 2
5b Semisimple algebraic groups and their Lie algebras
REVIEW
Recall that k has characteristic zero.
5.22 A connected algebraic group G contains a largest connected normal solvable sub-
group (I, 17.2), called the radical RG of G. The formation of RG commutes with exten-
sion of the base ﬁeld (I, 17.3). A connected algebraic group G is said to be semisimple if
its radical is trivial (I, 17.6). A connected algebraic group is semisimple if and only if its
only connected normal commutative subgroup is f1g (I, 17.7).5. Semisimple Lie algebras and algebraic groups 283
THE LIE ALGEBRA OF A SEMISIMPLE ALGEBRAIC GROUP
THEOREM 5.23 A connected algebraic group G is semisimple if and only if its Lie algebra
is semisimple.
PROOF. Suppose that Lie.G/ is semisimple, and let N be a connected normal abelian sub-
group of G. Then Lie.N/ is an abelian ideal in Lie.G/ (2.23, 2.24), and so is zero. This
implies that N D 1 (2.8).
Conversely, suppose that G is semisimple, and let n be an abelian ideal in g. When G
acts on g through the adjoint representation, the Lie algebra of H D CG.n/ is (see 2.20)
h D fx 2 g j x;n D 0g,
which contains n. Because n is an ideal, so also is h: if h 2 h, x 2 g, and n 2 n, then
h;x;n D h;x;n x;h;n D 0
and so h;x2h. Therefore, H is normal in G (2.23), which implies that its centre Z.H/
is normal in G. Because G is semisimple, Z.H/ is ﬁnite, and so z.h/ D 0 (2.24). But
z.h/  n, and so n D 0. 2
COROLLARY 5.24 For any connected algebraic group G, Lie.R.G// D r.g/.
PROOF. From the exact sequence
1 ! RG ! G ! G=RG ! 1
we get an exact sequence (1.36)
1 ! Lie.RG/ ! g ! Lie.G=RG/ ! 1
in which Lie.RG/ is solvable (apply 2.23, 2.24) and Lie.G=RG/ is semisimple (5.23).
Therefore LieRG is the largest solvable ideal in g. 2
THE LIE ALGEBRA OF Autk.C/
Let C be a ﬁnite-dimensional k-vector space with a k-bilinear pairing C C ! C (i.e., C
is a k-algebra, not necessarily associative or commutative).
PROPOSITION 5.25 The functor
R   Autk-alg.R
k C/WAlgk ! Grp
is an algebraic subgroup of GLC.
PROOF. Choose a basis for C. Then an element of Autk-lin.R
k C/ is represented by a
matrix, and the condition that it preserve the algebra product is a polynomial condition on
the matrix entries. 2
Denote this algebraic group by AutC, so that
AutC.R/ D Autk-alg.R
k C/, all k-algebras R:284 II. Lie Algebras and Algebraic Groups
PROPOSITION 5.26 The Lie algebra of AutC is glC \Derk.C/.
PROOF. Let idC" 2 Lie.GLC/, and let aC"a0 and bC"b0 be elements of k"
k C '
C "C. When we ﬁrst apply idC" to the two elements and then multiply them, we get
abC".ab0Ca0bCa.b/C.a/b/I
when we ﬁrst multiply them, and then apply idC" we get
abC".ab0Ca0bC.ab//:
These are equal if and only if  satisﬁes the Leibniz rule. 2
THE MAP Ad
Let G be a connected algebraic group. Recall (1g) that there is a homomorphism
AdWG ! GLg:
Speciﬁcally, g 2 G.R/ acts on g.R/  G.R"/ as inn.g/;
x 7! gxg 1:
On applying the functor Lie, we get a homomorphism
adWLie.G/ ! Lie.GLg/ ' End.g/;
and we deﬁned
x;y D ad.x/.y/:
LEMMA 5.27 For all g 2 G.R/, the automorphism Ad.g/ of g.R/ preserves the bracket.
PROOF. Because every algebraic group can be embedded in some GLn (I, 8.31), it sufﬁces
to prove the statement for GLn. But A 2 GLn.R/ acts on g.R/ D Mn.R/ as
X 7! AXA 1:
Now
AX;Y A 1 D A.XY  YX/A 1
D AXA 1AYA 1 AYA 1AXA 1
D AXA 1;AYA 1: 2
Therefore Ad maps into Autg (in the sense of the preceding subsubsection),
AdWG ! Autg;
and so (5.26) ad maps into Lie.Autg/ D glg\Derk.g/;
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LEMMA 5.28 Let g 2 G.k/. The functor CG.g/
R   fg0 2 G.R/ j gg0 D g0ggWAlgk ! Grp
is an algebraic subgroup of G with Lie algebra
cg.g/
def D fx 2 g j Ad.g/.x/ D xg:
PROOF. Embed G in GLn. If we can prove the statement for GLn, then we obtain it for G,
because CG.g/ D CGLn.g/\G and cg.g/ D cgln.g/\g.
Let A 2 GLn.k/. Then
CGLn.A/.R/ D fB 2 GLn.R/ j AB D BAg:
Clearly this is a polynomial (even linear) condition on the entries of B. Moreover,
Lie.CGLn.A// D fI C"B 2 Lie.GLn/ j A.I C"B/ D .I C"B/Ag
' fB 2 Mn j AB D BAg: 2
PROPOSITION 5.29 For a connected algebraic group G, the kernel of Ad is the centre
Z.G/ of G.
PROOF. Clearly Z N
def DKer.Ad/. As the formation of kernels and centres commute with
extension of the base ﬁeld, it sufﬁces to prove that Z D N when k is algebraically closed.
For g 2 N.k/, cg.g/ D g, and so (by 5.28) LieCG.g/ D g . Hence CG.g/ D G (2.5), and
so g 2 Z.k/. We have shown that Z.k/ D N.k/, and this implies that Z D N (7.30). 2
THEOREM 5.30 For any semisimple algebraic group G, the sequence
1 ! Z.G/  ! G
Ad
 ! Aut
g ! 1
is exact.
PROOF. On applying Lie to AdWG ! Autg, we get the homomorphism
adWg ! Lie.Autg/  Der.g/:
But, according to (5.21), the map g ! Der.g/ is surjective, which shows that adWg !
Lie.Autg/ is surjective, and implies that AdWG ! Aut
g is surjective (2.6). 2
Two semisimple algebraic groups G1, G2 are said to be isogenous if G1=Z.G1/ 
G2=Z.G2/; equivalently if there exists a semisimple algebraic group G and isogenies
G1   G ! G2:
The theorem gives an inclusion
fsemisimple algebraic groupsg=isogeny ,! fsemisimple Lie algebrasg=isomorphism.
In III, Section 2 below, we classify the isomorphisms classes of semisimple Lie algebras
over an algebraically closed ﬁeld of characteristic zero. Since all of them arise from al-
gebraic groups, this gives a classiﬁcation of the isogeny classes of semisimple algebraic
groups over such ﬁelds. In III, Section 3, we follow a different approach which allows us to
describe the category of semisimple algebraic groups in terms of semisimple Lie algebras
and their representations.286 II. Lie Algebras and Algebraic Groups
THE DECOMPOSITION OF SEMISIMPLE ALGEBRAIC GROUPS
An algebraic group G is simple if it is connected, noncommutative, and its only proper
normal subgroups is 1, and it is almost-simple if it is connected, noncommutative, and
all its proper normal subgroups are ﬁnite. Thus, for n > 1, SLn is almost-simple and
PSLn D SLn=n is simple. A subgroup N of an algebraic group G that is minimal
among the nonﬁnite normal subgroups of G is either commutative or almost-simple; if
G is semisimple, then it is almost-simple.
An algebraic group G is said to be the almost-direct product of its algebraic subgroups
G1;:::;Gr if the map
.g1;:::;gr/ 7! g1grWG1Gr ! G
is a surjective homomorphism with ﬁnite kernel. In particular, this means that the Gi com-
mute and each Gi is normal in G.
THEOREM 5.31 A semisimple algebraic group G has only ﬁnitely many almost-simple
normal subgroups G1;:::;Gr, and the map
.g1;:::;gr/ 7! g1grWG1Gr ! G
is surjective with ﬁnite kernel. Each connected normal algebraic subgroup of G is a product
of those Gi that it contains, and is centralized by the remaining ones.
In particular, an algebraic group is semisimple if and only if its an almost-direct product
of almost-simple algebraic groups.
PROOF. Because Lie.G/ is semisimple, it is a direct sum of its simple ideals
Lie.G/ D g1gr:
LetG1 betheidentitycomponentofCG.g2gr/(notationasin2.20). ThenLie.G1/
.2.20)
D
cg.g2gr/Dg1, and so it is normal in G (2.23). If G1 had a proper normal connected
algebraic subgroup of dimension > 0, then g1would have an ideal other than g1 and 0, con-
tradicting its simplicity. Therefore G1 is almost-simple. Construct G2;:::;Gr similarly.
Then gi;gj D 0 implies that Gi and Gj commute (2.23). The subgroup G1Gr of G
has Lie algebra g, and so equals G (2.5). Finally,
Lie.G1\:::\Gr/
.1.37)
D g1\:::\gr D 0
and so G1\:::\Gr is ´ etale (2.8).
Let H be a connected algebraic subgroup of G. If H is normal, then LieH is an ideal,
and so is a direct sum of those gi it contains and centralizes the remainder. This implies
that H is a product of those Gi it contains, and is centralized by the remaining ones. 2
COROLLARY 5.32 All nontrivial connected normal subgroups and quotients of a semisim-
ple algebraic group are semisimple.
PROOF. Any such group is an almost-product of almost-simple algebraic groups. 26. Semisimplicity of representations 287
COROLLARY 5.33 If G is semisimple, then DG D G, i.e., a semisimple group has no
commutative quotients.
PROOF. This is obvious for almost-simple algebraic groups, and hence for any almost-
product of such algebraic groups. 2
6 Semisimplicity of representations
The main theorem in this section is that the ﬁnite-dimensional representations of an alge-
braic group in characteristic zero are semisimple if and only if the identity component of
the group is connected. The starting point for the proof of this result is the theorem of Weyl
saying that the ﬁnite-dimensional representations of a semisimple Lie algebra in character-
istic zero are semisimple. Throughout this section (except the ﬁrst subsection), k is a ﬁeld
of characteristic zero.
6a Generalities on semisimple modules
Let k be a ﬁeld, and let A be a k-algebra (either associative or a Lie algebra). An A-module
is simple if it does not contain a nonzero proper submodule.
PROPOSITION 6.1 The following conditions on an A-module M of ﬁnite dimension10 over
k are equivalent:
(a) M is a sum of simple modules;
(b) M is a direct sum of simple modules;
(c) for every submodule N of M, there exists a submodule N 0 such that M D N N 0.
PROOF. Assume (a), and let N be a submodule of M. Let I be the set of simple modules
of M. For J  I, let N.J/ D
P
S2J S. Let J be maximal among the subsets of I for
which
(i) the sum
P
S2J S is direct and
(ii) N.J/\N D 0.
I claim that M is the direct sum of N.J/ and N. To prove this, it sufﬁces to show that
each S  N CN.J/. Because S is simple, S \.N CN.J// equals S or 0. In the ﬁrst
case, S  N CN.J/, and in the second J [fSg has the properties (i) and (ii). Because J
is maximal, the ﬁrst case must hold. Thus (a) implies (b) and (c), and it is obvious that (b)
and (c) each implies (a). 2
DEFINITION 6.2 An A-module is semisimple if it satisﬁes the equivalent conditions of the
proposition.
LEMMA 6.3 (SCHUR’S LEMMA) If V is a simple A-module and k is algebraically closed,
then EndA.V / D k.
10I assume this only to avoid using Zorn’s lemma in the proof.288 II. Lie Algebras and Algebraic Groups
PROOF. Let WV ! V be A-homomorphism of V . Because k is algebraically closed, 
has an eigenvector, say, .v/ D cv, c 2 k. Now  cWV ! V is an A-homomorphism with
nonzero kernel. Because V is simple, the kernel must equal V . Hence  D c. 2
NOTES Rewrite this section for a k-linear abelian category.
6b Reduction to the case of an algebraically closed ﬁeld
Let g be a Lie algebra. We saw in (1.2) that any associative k-algebra A becomes a Lie
algebra with the bracket a;b D ab  ba. Among pairs consisting of an associative k-
algebra A and a Lie algebra homomorphism g!A, there is one, g!U.g/, that is universal
—U.g/iscalledtheuniversalenvelopingalgebraofg. Itcanbeconstructedasthequotient
of the tensor algebra T.g/ by the relations
x
y y
x D x;y; x;y 2 g:
The map g!U.g/ is injective, and so we may regard g as a subset of U.g/. Any homomor-
phism g ! glV of Lie algebras extends uniquely to a homomorphism U.g/ ! Endk-lin.V /
ofassociativealgebras. ThereforethefunctorsendingarepresentationWU.g/!Endk-lin.V /
of U.g/ to jg is an isomorphism(!) of categories
Repk.U.g// ! Repk.g/: (157)
PROPOSITION 6.4 For a Lie algebra g over k, the category Repk.g/ is semisimple if and
only if Repkal.gkal/ is semisimple.
PROOF. Letg!glV beaﬁnite-dimensionalrepresentationofg. ThenV issemisimpleasa
g-module if and only if it is semisimple as a U.g/-module (obviously), and it is semisimple
as a U.g/-module if and only if kal
k V is semisimple as a kal
k U.g/-module (Bourbaki
A, VIII, 13, 4). As kal
k U.g/ ' U.gkal/, this shows that
Repkal.gkal/ semisimple H) Repk.g/ semisimple.
For the converse, let N V be an object of Repkal.gkal/. There exists a ﬁnite extension k0
of k and a representation V 0 of gk0 over k0 that gives N V by extension of scalars k0 ! kal.
When we regard V 0 as a vector space over k, we obtain a representation V of g over k.
By assumption, V is semisimple and, as was observed above, this implies that kal
k V is
semisimple. But N V is a quotient of kal
k V , and so it also is semisimple. 2
COROLLARY 6.5 For a connected algebraic group G over k, the category Repk.G/ is
semisimple if and only if Repkal.Gkal/ is semisimple.
PROOF. Let g D Lie.G/. For any ﬁnite-dimensional representation rWG ! GLV , a sub-
space W of V is stable under G if and only if it is stable under g (see 2.16). It follows
that,
.V;r/ is semisimple as a representation of G
 .V;dr/ is semisimple as a representation of g
 .V;dr/kal is semisimple as a representation of gkal (by 6.4)
 .V;r/kal is semisimple as a representation of Gkal. 26. Semisimplicity of representations 289
ASIDE 6.6 Let G be a connected algebraic group. It is not true that Rep.G/ is semisimple if
and only if Rep.Lie.G// is semisimple. For example, when G is reductive but not semisimple,
the ﬁrst category is semisimple, but the second category is not, because there are nonsemisimple
representations of Lie(G) not arising from representations of G.
ASIDE 6.7 The following two statements give an alternative proof of (6.4) and (6.5).
Let A be a k-linear abelian category such that every object X has ﬁnite length and
Hom.X;Y / is ﬁnite-dimensional. Then A is semisimple if and and only if End.X/ is
a semisimple k-algebra for all X.
Let A be a ﬁnite-dimensional k-algebra; if A is semisimple, then so also if k0
A
for every ﬁeld k0  k; conversely, if k0
A is semisimple for some ﬁeld k0  k, then
A is semisimple (Bourbaki A, VIII; CFT IV, 2.15).
To apply these statements, note that for any representations V and W of a Lie algebra g, or of
an algebraic group G,
k0
Homg.V;W / ' Homgk0.Vk0;Wk0/
k0
HomG.V;W / ' HomGk0.Vk0;Wk0/;
because
k0
Hom.V;W / ' Hom.Vk0;Wk0/
and the condition that a linear map V ! W be g or G equivariant is linear (for G, regard V and W
as comodules over O.G/).
6c Representations of Lie algebras.
CASIMIR OPERATOR
Let g be semisimple, and ﬁx a faithful representation g ! glV of g. Because the pairing
V Wgg ! k
is nondegenerate (5.9), for any basis e1;:::;en for g as a k-vector space, there exists a dual
basis e0
1;:::;e0
n for g such that V .ei;e0
j/ D ij. Let x 2 g, and let
ei;x D
Pn
jD1aijej
x;e0
i D
Pn
jD1bije0
j:
Then
V .ei;x;e0
i0/ D
Pn
jD1aijV .ej;e0
i0/ D aii0
V .ei;x;e0
i0/ D
Pn
jD1bi0jV .ei;e0
j/ D bii0
and so aii0 D bii0 (because V is associative). In other words, for x 2 g,
ei;x D
Pn
jD1aijej  x;e
i  D
Pn
jD1aije0
j:
The Casimir operator attached to the representation g ! glV is
cV D
Pn
iD1eiV e0
iV :290 II. Lie Algebras and Algebraic Groups
PROPOSITION 6.8 (a) The element cV is independent of the choice of the basis e1;:::;en:
(b) The map cV WV ! V is a g-module homomorphism.
(c) We have TrV .cV / D n (dimg).
PROOF. (a) In fact, the element .1/
def D
Pn
iD1ei 
e0
i of g
g is the image of idg under the
isomorphisms
Endk-lin.g/ ' g
g_ V
' g
g:
(b) This can be proved by a direct calculation (e.g., Erdmann and Wildon 2006, 17.3).
(c) We have
TrV .cV / D
Pn
iD1TrV .ei e0
i/
D
Pn
iD1V .ei;e0
i/
D
Pn
iD1ii
D n. 2
ASIDE 6.9 For any basis e1;:::;en of g, let
c D
Pn
iD1ei e0
i 2 U.g/:
Then c maps to cV under every representation of g, and is the unique element of U.g/ with this
property (the ﬁnite-dimensional representations of U.g/ form a faithful family). In particular, it is
independent of the choice of the basis. Statement 6.8b is equivalent to the statement that c lies in
the centre of U.g/.
WEYL’S THEOREM
Let g ! glV a representation of a Lie algebra g. If g is semisimple, then g D g;g, and so
TrV .gV / D TrV .g1;g2V / D TrV .g1V g2V  g2V g1V / D 0; all g 2 g:
When V is one-dimensional, this implies that g acts trivially on V (i.e., xv D 0 for all x 2 g
and v 2 V ).
THEOREM 6.10 (WEYL) ALiealgebragissemisimpleifandonlyifeveryﬁnite-dimensional
representation g is semisimple.
PROOF. (: For the adjoint representation adWg ! glg, the g-submodules of g are exactly
the ideals in g. Therefore, if the adjoint representation is semisimple, then every ideal in g
admits a complementary ideal, and so is a quotient of g. Hence, if g is not semisimple, then
it admits a nonzero abelian quotient, and therefore a quotient of dimension 1. But the Lie
algebra k of dimension 1 has nonsemisimple representations, for example, c 7!
 
0 0
c 0

.
): Let g be a semisimple Lie algebra, which we may suppose to be nonzero, and
let g ! glV be a ﬁnite-dimensional representation of g. We have to show that every g-
submodule W of V admits a g-complement. This we do by induction on dimW . After
(6.4), we may suppose that k is algebraically closed.
Assume ﬁrst that dimV=W D 1 and that W is simple. The ﬁrst condition implies that
g acts trivially on V=W (see the above remark). We may replace g with its image in glV ,
and so suppose that g  glV . Let cV WV ! V be the Casimir operator. As g acts trivially6. Semisimplicity of representations 291
on V=W , so also does cV . On the other hand, cV acts on W as a scalar a (Schur’s lemma).
This scalar is nonzero, because otherwise TrV cV D 0, contradicting (6.8). Therefore, the
kernel of cV is a one-dimensional g-submodule of V which intersects W trivially, and so is
a g-complement for W .
Next assume only that dimV=W D 1. If W is simple, we have already proved that it
has a g-complement, and so we may suppose that there is a proper nonzero g-submodule
W 0 of W: Now W=W 0 is a g-submodule of V=W 0 of codimension 1, and so, by induction,
V=W 0 D W=W 0V 0=W 0
forsomeg-submoduleV 0 ofV containingW 0. NowW 0 isag-submoduleofV 0 ofcodimen-
sion 1 and so, by induction, V 0 D W 0L for some line L. Now L is a g-submodule of V ,
which intersects W trivially and has complementary dimension, and so is a g-complement
for W .
Finally, we consider the general case, W  V . The space Homk-lin.V;W / of k-linear
maps has a natural g-module structure:
.xf /.v/ D xf.v/ f.xv/:
Let
V1 D ff 2 Homk-lin.V;W / j f jW D aidW for some a 2 kg
W1 D ff 2 Homk-lin.V;W / j f jW D 0g:
One checks easily that W1 and V1 are g-submodules of Homk-lin.V;W /. As V1=W1 has
dimension 1, the ﬁrst part of the proof shows that
V1 D W1L
for some one-dimensional g-submodule L of V1. Let L D hf i. Because g acts trivially on
L,
0 D .xf /.v/
def D xf.v/ f.xv/; all x 2 g; v 2 V;
which says that f is a g-homomorphism V ! W . As f jW D aidW with a ¤ 0, the kernel
of f is a g-complement to W . 2
ASIDE 6.11 An inﬁnite-dimensional representation of a semisimple Lie algebra, even of sl2, need
not be semisimple (see later, maybe).
ASIDE 6.12 Let Vn be the standard VnC1-dimensional representation of SLn over Fp. Then Vn is
simple for 0  n  p 1, but Vn
Vn0 is not semisimple when nCn0 > p (mo57997).
ASIDE 6.13 In his original proof, Weyl showed that ﬁnite-dimensional representations of compact
groups are semisimple (because they are unitary), and deduced the similar statement for semisimple
Lie algebras over C by showing that such algebras all arise from the Lie algebras of compact real
Lie groups. The proof presented here follows that in Serre 1965.292 II. Lie Algebras and Algebraic Groups
6d Representations of reductive groups
Let G be an algebraic group. The discussion in 6a carries over to G-modules.
THEOREM 6.14 The following conditions on a connected algebraic group G are equiva-
lent:
(a) G is reductive;
(b) every ﬁnite-dimensional representation of G is semisimple;
(c) some faithful ﬁnite-dimensional representation of G is semisimple.
We ﬁrst prove two lemmas.
LEMMA 6.15 Let G be an algebraic group. The restriction to a normal subgroup N of a
semisimple representation of G is again semisimple.
PROOF. After (6.5), we may assume that k is algebraically closed. Let G ! GLV be a
representation of G, which we may suppose to be simple. Let S be a simple N-submodule
of V . For any g 2 G.k/, gS is a simple N-submodule, and V is a sum of the gS (because
the sum is a nonzero G-submodule of V ); hence it is semisimple (cf. 6.1). 2
LEMMA 6.16 All ﬁnite-dimensional representations of a semisimple algebraic group are
semisimple.
PROOF. If G is a semisimple algebraic group, then Lie.G/ is a semisimple Lie algebra
(5.23). Hence the ﬁnite-dimensional representations of Lie.G/ are semisimple by Weyl’s
theorem (6.10), which implies the same statement for G (2.16). 2
PROOF OF THEOREM 6.14.
We may assume that k is algebraically closed.
(b) H) (c): Every algebraic group has a faithful ﬁnite-dimensional representation (I,
8.31).
(c) H) (a):Let G ! GLV be a faithful ﬁnite-dimensional representation of G. Let
N be a normal unipotent subgroup of G. Because N is normal, V is semisimple as a
representation of N, say, V D
L
Vi with Vi simple (6.15). Because N is unipotent, each
Vi contains a ﬁxed vector (I, 15.6), which implies that it has dimension one and that N
acts trivially on it. Therefore, N acts trivially on V , but we chose V to be faithful, and so
N D 0.
(a) H) (b): If G is reductive, then G D Z G0 where Z is the connected centre of
G (a torus) and G0 is the derived group of G (a semisimple group) — see (I, 17.20). Let
G ! GLV be a representation of G. Then V D
L
i Vi where Vi is the subspace of V on
which Z acts through a character i (I, 14.15). Because Z and G0 commute, each space
Vi is stable under G0, and because G0 is semisimple, Vi D
L
j Vij with each Vij simple as a
G0-module (6.16). Now V D
L
i;j Vij is a decomposition of V into a direct sum of simple
G-modules.6. Semisimplicity of representations 293
NONCONNECTED GROUPS
THEOREM 6.17 Allﬁnite-dimensionalrepresentationsofanalgebraicgroupG aresemisim-
ple if and only if the identity component G of G is reductive.
This follows from Theorem 6.14 and the next lemma.
LEMMA 6.18 All ﬁnite-dimensional representations of G are semisimple if and only if all
ﬁnite-dimensional representations of G are semisimple
PROOF. We may assume that k is algebraically closed.
H) : Since G is a normal algebraic subgroup of G (I, 13.17), this follows from
Lemma 6.15.
(H : Let V be a G-module, and let W be a subspace stable under G. Then W is
also stable under G, and so there exists a G-equivariant linear map pWV ! W such that
pjW D idW . Deﬁne
qWV ! W; q D
1
n
X
g gpg 1;
where n D .G.k/WG.k// and g runs over a set of coset representatives for G.k/ in G.k/.
Then q is independent of the choice of the coset representatives, and is a G-equivariant
linear map V ! W such that qjW D idW (cf. the second proof of GT 7.4). Hence Ker.q/
is a G-stable complement for W . 2
REMARK 6.19 The lemma implies that the representations of a ﬁnite group are semisim-
ple. This would fail if we allowed the characteristic to be a prime dividing the order of the
ﬁnite group.
6e A criterion to be reductive
There is an isomorphism of algebraic groups GLn ! GLn sending an invertible matrix A
to the transpose .A 1/t of its inverse. The image of an algebraic subgroup H of GLn under
this map is the algebraic subgroup Ht of GLn such that Ht.R/ D fAt j A 2 H.R/g for all
k-algebras R.
Now consider GLV . The choice of a basis for V determines an isomorphism GLV 
GLn and hence a transpose map on GLV , which depends on the choice of the basis.
PROPOSITION 6.20 Every connected algebraic subgroup G of GLV such that G D Gt for
all choices of a basis for V is reductive.
PROOF. We have to show that RG D0 is a group of multiplicative type. It sufﬁces to check
this after an extension of scalars to the algebraic closure of k (because RGkal D .RG/kal
when k is perfect). Recall that the radical of G is the largest connected normal solvable
subgroup of G. It follows from (17.1c) that RG is contained in every maximal connected
solvable subgroup of G. Let B be such a subgroup. According to the Lie-Kolchin theorem
16.31, there exists a basis of V for which B  Tn (upper triangular matrices). Then Bt is
also a maximal connected solvable subgroup of G, and so
RG  B \Bt D Dn:
This proves that RG is diagonalizable. 2294 II. Lie Algebras and Algebraic Groups
EXAMPLE 6.21 The group GLV itself is reductive.
EXAMPLE 6.22 Since the transpose of a matrix of determinant 1 has determinant 1, SLV
is reductive.
ASIDE 6.23 Prove (or disprove): a connected algebraic subgroup of GLV that is preserved by
conjugate transpose with respect to one basis is necessarily reductive.CHAPTERIII
The Structure of Semisimple Lie
Algebras and Algebraic Groups in
Characteristic Zero
To a semisimple Lie algebra, we attach some combinatorial data called a root system, from
which we can read off the structure of the Lie algebra and its representations. As every
root system arises from a semisimple Lie algebra and determines it up to isomorphism, the
root systems classify the semisimple Lie algebras. In the ﬁrst section, we review the theory
of root systems and how they are classiﬁed in turn by Dynkin diagrams, and in the second
section we explain their application to the theory of semisimple Lie algebras.
The category of representations of a Lie algebra is a neutral tannakian category, and
so there exists an afﬁne group G.g/ such that Rep.G.g// D Rep.g/. We show that, when
g is semisimple and the base ﬁeld has characteristic zero, G.g/ is a connected algebraic
group with Lie algebra g that ﬁnitely covers every other connected algebraic group with
Lie algebra g. In other words, G.g/ is the (unique) simply connected semisimple algebraic
group with Lie algebra g. Once we have determined the centre of G.g/ in terms of g and
its root system, we are able to read off the structure and classiﬁcation of the semisimple
algebraic groups and of their representations from the similar results for Lie algebras.
In the ﬁrst three sections, we work over an arbitrary ﬁeld of characteristic zero, but only
with semisimple Lie algebras and algebraic groups that are split over the ﬁeld. In Section
4, we explain how the theory extends to arbitrary semisimple Lie algebras and algebraic
groups over R.
Finally, in Section 5 we explain how the theory extends to reductive groups.
NOTES Sections 1 and 2 omit some (standard) proofs, Section 3 needs to be extended, and Sections
4 and 5 are not yet available.
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1 Root systems and their classiﬁcation
At present, this section omits some proofs. For more detailed accounts, see: Bourbaki LIE,
Chapter VI; Erdmann and Wildon 2006, 11,13; Humphreys 1972, III; Serre 1966, Chapter
V; or Casselman’s notes roots.pdf on his website.
Throughout, F is a ﬁeld of characteristic zero and V is a ﬁnite-dimensional vector space
over F. An inner product on a real vector space is a positive deﬁnite symmetric bilinear
form.
1a Reﬂections
A reﬂection of a vector space V is an endomorphism of V that ﬁxes the vectors in a hy-
perplane and acts as  1 on a complementary line. Let  be a nonzero element of V: A
reﬂection with vector  is an endomorphism s of V such that s./ D   and the set of
vectors ﬁxed by s is a hyperplane H. Then V D H hi with s acting as 1 1, and so
s2 D  1. Let V _ be the dual vector space to V , and write h ; i for the tautological pairing
V V _ ! k. If _ is an element of V _ such that h;_i D 2, then
sWx 7! x hx;_i (158)
is a reﬂection with vector , and every reﬂection with vector  is of this form (for a unique
_)1.
LEMMA 1.1 Let R be a ﬁnite spanning set for V . For any nonzero vector  in V , there
exists at most one reﬂection s with vector  such that s.R/  R.
PROOF. Let s and s0 be such reﬂections, and let t D ss0. Then t acts as the identity map on
both F and V=F, and so
.t  1/2V  .t  1/F D 0:
Thus the minimum polynomial of t divides .T  1/2. On the other hand, because R is ﬁnite,
there exists an integer m  1 such that tm.x/ D x for all x 2 R, and hence for all x 2 V .
Therefore the minimum polynomial of t divides T m  1. As .T  1/2 and T m  1 have
greatest common divisor T  1, this shows that t D 1. 2
LEMMA 1.2 Let . ; / be an inner product on a real vector space V . Then, for any nonzero
vector  in V , there exists a unique symmetry s with vector  that is orthogonal for . ; /,
i.e., such that .sx;sy/ D .x;y/ for all x;y 2 V , namely
s.x/ D x 2
.x;/
.;/
: (159)
PROOF. Certainly, (159) does deﬁne an orthogonal symmetry with vector . Suppose s0
is a second such symmetry, and let H D hi?. Then H is stable under s0, and maps
isomorphically on V=hi. Therefore s0 acts as 1 on H. As V D H hi and s0 acts as  1
on hi, it must coincide with s. 2
1The composite of the quotient map V ! V=H with the linear map V=H ! F sending CH to 2 is the
unique element _ of V _ such that .H/ D 0 and h;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1b Root systems
DEFINITION 1.3 A subset R of V over F is a root system in V if
RS1 R is ﬁnite, spans V , and does not contain 0;
RS2 foreach 2R, thereexistsa(unique)reﬂections withvector suchthats.R/R;
RS3 for all ; 2 R, s./  is an integer multiple of .
In other words, R is a root system if it satisﬁes RS1 and, for each  2 R, there exists a
(unique) vector _ 2 V _ such that h;_i D 2, hR;_i 2 Z, and the reﬂection sWx 7!
x hx;_i maps R in R.
We sometimes refer to the pair .V;R/ as a root system over F. The elements of R are
called the roots of the root system. If  is a root, then s./ D   is also a root. The
dimension of V is called the rank of the root system.
EXAMPLE 1.4 Let V be the hyperplane in F nC1 of nC1-tuples .xi/1inC1 such that P
xi D 0, and let
R D fij
def D ei  ej j i ¤ j; 1  i;j  nC1g
where .ei/1inC1 is the standard basis for F nC1. For each i ¤ j, let sij be the linear
map V ! V that switches the ith and jth entries of an nC1-tuple in V . Then sij is a
reﬂection with vector ij such that sij.R/  R and sij./  2 Zij for all  2 R. As
R obviously spans V , this shows that R is a root system in V .
For other examples of root systems, see 2h below.
PROPOSITION 1.5 Let .V;R/ be a root system over F, and let V0 be the Q-vector space
generated by R. Then c
v 7!cvWF 
QV0 !V is an isomorphism, and R is a root system
in V0 (Bourbaki LIE, VI, 1.1, Pptn 1; Serre 1987, V, 17, Thm 5, p. 41).
Thus, to give a root system over F is the same as giving a root system over Q (or R or C).
In the following, we assume that F  R (and sometimes that F D R).
PROPOSITION 1.6 If .Vi;Ri/i2I is a ﬁnite family of root systems, then
L
i2I.Vi;Ri/
def D .
L
i2I Vi;
F
Ri/
is a root system (called the direct sum of the .Vi;Ri/).
A root system is indecomposable (or irreducible) if it can not be written as a direct sum
of nonempty root systems.
PROPOSITION 1.7 Let.V;R/bearootsystem. ThereexistsauniquepartitionRD
F
i2I Ri
of R such that
.V;R/ D
M
i2I.Vi;Ri/; Vi D span of Ri;
and each .Vi;Ri/ is an indecomposable root system (Bourbaki LIE, VI, 1.2).298 III. Structure of Semisimple Lie Algebras and Algebraic Groups
Suppose that roots  and  are multiples of each other, say,
 D c; c 2 F; 0 < c < 1:
Then hc;_i D 2c 2 Z and so c D 1
2. For each root , the set of roots that are multiples of
 is either f ;g or f ; =2;=2;g. When only the ﬁrst case occurs, the root system
is said to be reduced.
From now on “root system” will mean “reduced root system”.
1c The Weyl group
Let .V;R/ be a root system. The Weyl group W D W.R/ of .V;R/ is the subgroup of
GL.V / generated by the reﬂections s for  2 R. Because R spans V , the group W acts
faithfully on R, and so is ﬁnite.
For  2 R, we let H denote the hyperplane of vectors ﬁxed by s. A Weyl chamber is
a connected component of V r
S
2RH.
PROPOSITION 1.8 The group W.R/ acts simply transitively on the set of Weyl chambers
(Bourbaki LIE, VI, 1, 5).
1d Existence of an inner product
PROPOSITION 1.9 For any root system .V;R/, there exists an inner product . ; / on V such
the w 2 R, act as orthogonal transformations, i.e., such that
.wx;wy/ D .x;y/ for all w 2 W , x;y 2 V:
PROOF. Let . ; /0 be any inner product V V ! R, and deﬁne
.x;y/ D
X
w2W .wx;wy/0:
Then . ; / is again symmetric and bilinear, and
.x;x/ D
X
w2W .wx;wx/0 > 0
if x ¤ 0, and so . ; / is positive-deﬁnite. On the other hand, for w0 2 W;
.w0x;w0y/ D
X
w2W .ww0x;ww0y/0
D .x;y/
because as w runs through W , so also does ww0. 2
In fact, there is a canonical inner product on V .
When we equip V with an inner product . ; / as in (1.9),
s.x/ D x 2
.x;/
.;/
 for all x 2 V:
Therefore the hyperplane of vectors ﬁxed by  is orthogonal to , and the ratio .x;/=.;/
is independent of the choice of the inner product:
2
.x;/
.;/
D hx;_i:1. Root systems and their classiﬁcation 299
1e Bases
Let .V;R/ be a root system. A subset S of R is a base for R if it is a basis for V and if each
root can be written  D
P
2S m with the m integers of the same sign (i.e., either all
m  0 or all m  0). The elements of a (ﬁxed) base are called the simple roots (for the
base).
PROPOSITION 1.10 There exists a base S for R (Bourbaki LIE, VI, 1, 5).
More precisely, let t lie in a Weyl chamber, so t is an element of V such that ht;_i ¤ 0
if  2 R, and let RC D f 2 R j .;t/ > 0g. Say that  2 RC is indecomposable if it can
not be written as a sum of two elements of RC. The indecomposable elements form a base,
which depends only on the Weyl chamber of t. Every base arises in this way from a unique
Weyl chamber, and so (1.8) shows that W acts simply transitively on the set of bases for R.
PROPOSITION 1.11 Let S be a base for R. Then W is generated by the fs j  2 Sg, and
W S D R (Serre 1987, V, 10, p. 33).
PROPOSITION 1.12 Let S be a base for R. If S is indecomposable, there exists a root
Q  D
P
2S n such that, for any other root
P
2S m, we have that n  m for all 
(Bourbaki LIE, VI, 1, 8).
Obviously Q  is uniquely determined by the base S. It is called the highest root (for the
base). The simple roots  with n D 1 are said to be special.
EXAMPLE 1.13 Let .V;R/ be the root system in (1.4), and endow V with the usual inner
product (assume F  R). When we choose
t D ne1CCen 
n
2
.e1CCenC1/;
then
RC def D f j .;t/ > 0g D fei  ej j i > jg:
For i > j C1,
ei  ej D .ei  eiC1/CC.ejC1 ej/;
and so ei  ej is decomposable. The indecomposable elements are e1 e2;:::;en enC1.
Obviously, they do form a base S for R. The Weyl group has a natural identiﬁcation with
SnC1, and it certainly is generated by the elements s1;:::;sn where i Dei  eiC1; more-
over, W S D R. The highest root is
Q  D e1 enC1 D 1CCn:
1f Reduced root systems of rank 2
The root systems of rank 1 are the subsets f; g,  ¤0, of a vector space V of dimension
1, and so the ﬁrst interesting case is rank 2. Assume F D R, and choose an invariant inner
product. For roots ;, we let
n.;/ D 2
.;/
.;/
D h;_i 2 Z.300 III. Structure of Semisimple Lie Algebras and Algebraic Groups
Write
n.;/ D 2
jj
jj
cos
where jj denotes the length of a vector and  is the angle between  and . Then
n.;/n.;/ D 4cos2 2 Z:
When we exclude the possibility that  is a multiple of , there are only the following
possibilities (in the table, we have chosen  to be the longer root):
n.;/n.;/ n.;/ n.;/  jj=jj
0 0 0 =2
1
1
 1
1
 1
=3
2=3
1
2
1
 1
2
 2
=4
3=4
p
2
3
1
 1
3
 3
=6
5=6
p
3
If  and  are simple roots and n.;/ and n.;/ are strictly positive (i.e., the angle
between  and  is acute), then (from the table) one, say, n.;/, equals 1. Then
s./ D  n.;/ D  ;
and so . / are roots, and one, say  , will be in RC. But then  D . /C,
contradicting the simplicity of . We conclude that n.;/ and n.;/ are both negative.
From this it follows that there are exactly the four nonisomorphic root systems of rank 2
displayed below. The set f;g is the base determined by the shaded Weyl chamber.
 D .2;0/  
 D .0;2/
 
A1A1
 D .2;0/
 D . 1;
p
3/ C
 
    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 D .2;0/
 D . 2;2/
C
 
    
2C
 2 
B2
 D .2;0/
 D . 3;
p
3/ C
3C2
C 2C C 3C
 
    
 3 2
 2   3 
G2
Note that each set of vectors does satisfy (RS1–3). The root system A1A1 is decom-
posable and the remainder are indecomposable.
We have
A1A1 A2 B2 G2
s./  0 1 2 3
 =2 2=3 3=4 5=6
W.R/ D2 D3 D4 D6
.Aut.R/WW.R// 2 2 1 1
where Dn denotes the dihedral group of order 2n.
1g Cartan matrices
Let .V;R/ be a root system. As before, for ; 2 R, we let
n.;/ D h;_i 2 Z;
so that
n.;/ D 2
.;/
.;/
for any inner form satisfying (1.9). From the second expression, we see that n.w;w/ D
n.;/ for all w 2 W .
LetS beabaseforR. TheCartanmatrixofR (relativetoS)isthematrix.n.;//;2S.
Its diagonal entries n.;/ equal 2, and the remaining entries are negative or zero.
For example, the Cartan matrices of the root systems of rank 2 are,
 
2 0
0 2
!  
2  1
 1 2
!  
2  1
 2 2
!  
2  1
 3 2
!
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and the Cartan matrix for the root system in (1.4) is
0
B
B B
B B
B B B
B
@
2  1 0 0 0
 1 2  1 0 0
0  1 2 0 0
:::
0 0 0 2  1
0 0 0  1 2
1
C
C C
C C
C C C
C
A
because
2
.ei  eiC1;eiC1 eiC2/
.ei  eiC1;ei  eiC1/
D  1, etc..
PROPOSITION 1.14 The Cartan matrix of .V;R/ is independent of S, and determines
.V;R/ up to isomorphism.
In fact, if S0 is a second base for R, then we know that S0 D wS for a unique w 2 W and
that n.w;w/ D n.;/. Thus S and S0 give the same Cartan matrices up to re-indexing
the columns and rows. Let .V 0;R0/ be a second root system with the same Cartan matrix.
This means that there exists a base S0 for R0 and a bijection  7! 0WS ! S0 such that
n.;/ D n.0;0/ for all ; 2 S: (160)
The bijection extends uniquely to an isomorphism of vector spaces V ! V 0, which sends
s to s0 for all  2 S because of (160). But the s generate the Weyl groups (1.11), and
so the isomorphism maps W onto W 0, and hence it maps R D W S onto R0 D W 0 S0
(see 1.11). We have shown that the bijection S ! S0 extends uniquely to an isomorphism
.V;R/ ! .V 0;R0/ of root systems.
1h Classiﬁcation of root systems by Dynkin diagrams
Let .V;R/ be a root system, and let S be a base for R.
PROPOSITION 1.15 Let  and  be distinct simple roots. Up to interchanging  and , the
only possibilities for n.;/ are
n.;/ n.;/ n.;/n.;/
0 0 0
 1  1 1
 2  1 2
 3  1 3
If W is the subspace of V spanned by  and , then W \R is a root system of rank 2 in
W , and so (1.15) can be read off from the Cartan matrices of the rank 2 systems.
Choose a base S for R. Then the Coxeter graph of .V;R/ is the graph whose nodes are
indexed by the elements of S; two distinct nodes are joined by n.;/n.;/ edges. Up
to the indexing of the nodes, it is independent of the choice of S.1. Root systems and their classiﬁcation 303
PROPOSITION 1.16 The Coxeter graph is connected if and only if the root system is inde-
composable.
In other words, the decomposition of the Coxeter graph of .V;R/ into its connected
components corresponds to the decomposition of .V;R/ into a direct sum of its indecom-
posable summands.
PROOF. A root system is decomposable if and only if R can be written as a disjoint union
R D R1 tR2 with each root in R1 orthogonal to each root in R2. Since roots ; are
orthogonal if and only n.;/n.;/ D 4cos2 D 0, this is equivalent to the Coxeter
graph being disconnected. 2
TheCoxetergraphdoesn’tdeterminetheCartanmatrixbecauseitonlygivesthenumber
n.;/n.;/. However, for each value of n.;/n.;/ there is only one possibility
for the unordered pair
fn.;/;n.;/g D

2
jj
jj
cos;2
jj
jj
cos

:
Thus, if we know in addition which is the longer root, then we know the ordered pair.
To remedy this, we put an arrowhead on the lines joining the nodes indexed by  and 
pointing towards the shorter root. The resulting diagram is called the Dynkin diagram of
the root system. It determines the Cartan matrix and hence the root system.
For example, the Dynkin diagrams of the root systems of rank 2 are:
       
A1A1 A2 B2 G2
THEOREM 1.17 The Dynkin diagrams arising from indecomposable root systems are ex-
actly the diagrams An (n  1), Bn (n  2), Cn (n  3), Dn (n  4), E6, E7, E8, F4, G2
listed at the end of the section — we have used the conventional (Bourbaki) numbering for
the simple roots.
PROOF. See, for example, Humphreys 1972, 11.4. 2
For example, the Dynkin diagram of the root system in (1.4, 1.13) is An. Note that
Coxeter graphs do not distinguish Bn from Cn.
1i The root and weight lattices
1.18 Let X be a lattice in a vector space V over F. The dual lattice to X is
Y D fy 2 V _ j hX;yi  Zg:
If e1;:::;em is a basis of V that generates X as a Z-module, then Y is generated by the dual
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1.19 Let .V;R/ be a root system in V . Recall that, for each  2 R, there is a unique
_ 2 V such that h;_i D 2, hR;_i 2 Z, and the reﬂection x 7! x  hx;_i sends R
into R. The set R_ def D f_ j  2 Rg is a root system in V _ (called the inverse root system).
1.20 (Bourbaki LIE, VI, 1, 9.) Let .V;R/ be a root system. The root lattice Q D Q.R/
is the Z-submodule of V generated by the roots:
Q.R/ D ZR D
P
2Rm j m 2 Z
	
.
Every base for R forms a basis for Q. The weight lattice P D P.R/ is the lattice dual to
Q.R_/:
P D fx 2 V j hx;_i 2 Z for all  2 Rg:
The elements of P are called the weights of the root system. We have P.R/  Q.R/
(because hR;_i  Z for all  2 R), and the quotient P.R/=Q.R/ is ﬁnite (because the
lattices generate the same Q-vector space).
1.21 (Bourbaki LIE, VI, 1, 10.) Let S be a base for R. Then S_ def Df_ j 2Sg is a base
for R_. For each simple root , deﬁne $ 2 P.R/ by the condition
h$;_i D ;; all  2 S.
Then f$ j  2 Sg is a basis for the weight lattice P.R/, dual to the basis S_. Its elements
are called the fundamental weights.
1.22 (Bourbaki LIE, VIII, 7.) Let S be a base for R, so that
R D RCtR  with
(
RC D f
P
m j m 2 Ng\R
R  D f
P
mi j  m 2 Ng\R
We let PC D PC.R/ denote the set of weights that are positive for the partial ordering on
V deﬁned by S; thus
PC.R/ D
P
2S c j c  0; c 2 Q
	
\P.R/.
A weight  is dominant if h;_i 2 N for all  2 S, and we let PCC D PCC.R/ denote
the set of dominant weights of R; thus
PCC.R/ D fx 2 V j hx;_i 2 N all  2 Sg  PC.R/:
Since the $ are dominant, they are sometimes called the fundamental dominant weights.
1.23 When we write S D f1;:::;ng, the fundamental weights are $1;:::;$n, where
h$i;_
j i D ij.
Moreover
R D RCtR  with
(
RC D f
P
mii j mi 2 Ng\R
R  D f
P
mii j  mi 2 Ng\R
I
Q.R/ D Z1Zn  V D R1RnI
P.R/ D Z$1Z$n  V D R$1R$nI
PCC.S/ D
nX
mi$i j mi 2 N
o
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1j List of indecomposable Dynkin diagrams
An (n nodes, n  1)
1 2 3 n 2 n 1 n
Bn (n nodes, n  2)
1 2 3 n 2 n 1 n
Cn (n nodes, n  3)
1 2 3 n 2 n 1 n
Dn (n nodes, n  4)
1 2 3 n 3 n 2
n 1
n
E6
1 3 4
2
5 6
E7
1 3 4
2
5 6 7
E8
1 3 4
2
5 6 7 8
F4
1 2 3 4
G2
1 2
2 Structure of semisimple Lie algebras and their
representations
This section is an introductory survey, based on Bourbaki LIE, where the reader can ﬁnd
omitted details. Most can also be found in Jacobson 1962 and, when the ground ﬁeld k is
algebraically closed ﬁeld, in Humphreys 1972 and Serre 1966.
Throughout this section, k is a ﬁeld of characteristic zero, and all representations of Lie
algebras are ﬁnite dimensional.306 III. Structure of Semisimple Lie Algebras and Algebraic Groups
2a Elementary automorphisms of a Lie algebra
2.1 Ifuisanilpotentendomorphismofak-vectorspaceV , thenthesumeu D
P
n0un=n
has only ﬁnitely many terms (it is a polynomial in u), and so it is also an endomorphism of
V . If v is another nilpotent endomorphism of V that commutes with u, then
euev D
X
m0
um
m
X
n0
vn
n

D
X
m;n0
umvn
mn
D
X
r0
1
r
 
X
mCnDr
 
r
m
!
umvn
!
D
X
r0
1
r
.uCv/r
D euCv:
In particular, eue u D e0 D 1, and so eu an automorphism of V .
2.2 Now suppose that V is equipped with a k-bilinear pairing V V (i.e., it is a k-algebra)
and that u is a nilpotent derivation of V . Recall that this means that
u.xy/ D xu.y/Cu.x/y (x;y 2 V ).
On iterating this, we ﬁnd that
ur.x;y/ D
X
mCnDr
 
r
m
!
um.x/un.y/ (Leibniz’s formula).
Hence
eu.xy/ D
X
r0
1
r
ur.xy/ (deﬁnition of eu)
D
X
r0
1
r
X
mCnDr
 
r
m
!
um.x/un.y/ (Leibniz’s formula)
D
X
m;n0
um.x/
m

un.y/
n
D eu.x/eu.y/:
Therefore eu is an automorphism of the k-algebra V . In particular, a nilpotent derivation u
of a Lie algebra deﬁnes an automorphism of the Lie algebra.
2.3 The nilpotent radical of a Lie algebra g is the intersection of the kernels of the simple
representations of g. For any x in the nilpotent radical of g, adgx is a nilpotent derivation
of g, and so eadg.x/ is an automorphism of g. Such an automorphism is said to be special.
(Bourbaki LIE, I, 6, 8.)
2.4 More generally, any element x of g such that adg.x/ is nilpotent deﬁnes an automor-
phism of g. A ﬁnite products of such automorphisms is said to be elementary. The elemen-
tary automorphisms of g form a subgroup Aute.g/ of Aut.g/. As uead.x/u 1 D ead.ux/ for
any automorphism u of g, Aute.g/ is a normal subgroup of Aut.g/. (Bourbaki Lie, VII, 3,
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2.5 Let g be a Lie algebra. According to Theorem 11.14, there exists an afﬁne group G
such that
Rep.G/ D Rep.g/:
Let x be an element of g such that .x/ is nilpotent for all representation .V;/ of g over k,
and let .ex/V D e.x/. Then
 .ex/V 
W D .ex/V 
.ex/W for all representations .V;V / and .W;W / of g;
 .ex/V D idV if g acts trivially on V ;
 .ex/W R D R .ex/V for all homomorphisms W.V;V / ! .W;W / of repre-
sentations of g over k.
Therefore (Theorem 10.2), there exists a unique element ex in G.k/ such that ex acts on V
as e.x/ for all representations .V;/ of g.
ASIDE 2.6 Let Aut0.g/ denote the (normal) subgroup of Aut.g/ consisting of automorphisms that
become elementary over kal. If g is semisimple, then Aute.g/ is equal to its own derived group, and
when g is split, it is equal to the derived group of Aut0.g/ (Bourbaki LIE, VIII, 5, 2; 11, 2, Pptn
3).
2b Jordan decompositions in semisimple Lie algebras
Recall that every endomorphism of a vector space has a unique (additive Jordan) decom-
position into the sum of a semisimple endomorphism and a commuting nilpotent endomor-
phism (II, 3.22). For a Lie subalgebra g of glV , the semisimple and nilpotent components
of an element of g need not lie in g (II, 1.40).
DEFINITION 2.7 An element x of a semisimple Lie algebra is semisimple (resp. nilpotent)
if, for every g-module V , xV is semisimple (resp. nilpotent).
THEOREM 2.8 Every element of a semisimple Lie has a unique (Jordan) decomposition
into the sum of a semisimple element and a commuting nilpotent element.
PROOF. Omitted for the present (Bourbaki LIE, I, 6, 3, Thm 3) — the proof uses Weyl’s
theorem (II, 6.10). 2
Let x be an element of a semisimple Lie algebra g, and let x D xs Cxn be its decom-
position. For any g-module V , xV D .xs/V C.xn/V is the Jordan decomposition of xV .
COROLLARY 2.9 In order to show that an element of a semisimple Lie algebra is semisim-
ple (resp. nilpotent), it sufﬁces to check that it acts semisimply (resp. nilpotently) on one
faithful module.
PROOF. If .xn/V D 0 for one faithful g-module V , then xn D 0, and so xW D .xs/W for
every g-module W . 2
ASIDE 2.10 As noted earlier (1m), Theorem 2.8 holds for every algebraic Lie algebra. The theo-
rem may be regarded as the ﬁrst step in the proof that all semisimple Lie algebras are algebraic.308 III. Structure of Semisimple Lie Algebras and Algebraic Groups
2c Split semisimple Lie algebras
DEFINITION 2.11 A Lie algebra h is toral if adhx is semisimple for every element x of h.
PROPOSITION 2.12 Every toral Lie algebra is abelian.
PROOF. Let x be an element of such an algebra. We have to show that adx D 0. If not,
then, after possibly passing to a larger base ﬁeld, adx will have an eigenvector with nonzero
eigenvalue, say ad.x/.y/ D cy, c ¤ 0, y ¤ 0. Now ad.y/.x/ D  ad.x/.y/ D  cy ¤ 0 but
ad.y/2.x/ D ad.y/. cy/ D 0. Thus, ad.y/ doesn’t act semisimply on the subspace of h
spanned by x and y, which contradicts its semisimplicity on h. 2
DEFINITION 2.13 A Cartan subalgebra of a semisimple Lie algebra is a maximal toral
subalgebra.2
Because the adjoint representation of a semisimple Lie algebra is faithful, (2.9) shows
that the elements of toral subalgebra of a semisimple Lie algebra are semisimple (in the
sense of 2.7).
EXAMPLE 2.14 For any maximal torus T in a semisimple algebraic group G, Lie.T/ is a
Cartan subalgebra of Lie.G/.
PROPOSITION 2.15 A toral subalgebra of a semisimple Lie algebra is a Cartan subalgebra
if and only if it is equal to its own centralizer.
PROOF. If h D cg.h/ then obviously h is maximal. For the converse, see Humphreys 1972,
8.2. 2
DEFINITION 2.16 A Cartan subalgebra h of a semisimple Lie algebra g is said to be split-
ting if the eigenvalues of the linear maps ad.h/Wg!g lie in k for all h2h. A split semisim-
pleLiealgebraisapair.g;h/consistingofasemisimpleLiealgebragandasplittingCartan
subalgebra h (Bourbaki LIE, VIII, 2, 1, D´ ef. 1).
More loosely, we say that a semisimple Lie algebra is split if it contains a splitting
Cartan subalgebra (Bourbaki says splittable).
EXAMPLE 2.17 (a) For any split maximal torus T in a semisimple algebraic group G,
Lie.T/ is a splitting Cartan subalgebra of Lie.G/ (see 3.15).
(b) The subalgebra of diagonal elements is a splitting Cartan subalgebra of sln (see
2h).
The semisimple Lie algebra g determines the pair .g;h/ up to isomorphism. More
precisely, there is the following important result.
THEOREM 2.18 Let h and h0 be splitting Cartan subalgebras of a semisimple Lie algebra
g. Then there exists an elementary automorphism e of g such that e.h/ D h0.
2This is not the usual deﬁnition, but is equivalent to it when the algebra is semisimple (Bourbaki LIE, VII,
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PROOF. Bourbaki LIE, VIII, 3, 3, Cor. to Prop. 10. 2
DEFINITION 2.19 The common dimension of the splitting Cartan subalgebras of a split
semisimple Lie algebra is called the rank of the Lie algebra.
2d The roots of a split semisimple Lie algebra
Let .g;h/ be a split semisimple Lie algebra. For each h 2 h, the action of adgh is semisim-
ple with eigenvalues in k, and so g has a basis of eigenvectors for adgh. Because h is
abelian, the adgh form a commuting family of diagonalizable endomorphisms of g, and so
there exists a basis of simultaneous eigenvectors. In other words, g is a direct sum of the
subspaces3
g def D fx 2 g j h;x D .h/x for all h 2 hg;  2 h_ def D Homk-linear.h;k/:
The roots of .g;h/ are the nonzero  such that g ¤ 0. Write R for the set of roots of .g;h/.
Then the Lie algebra g decomposes into a direct sum
g D h
M
2Rg:
Clearly the set R is ﬁnite, and (by deﬁnition) doesn’t contain 0. We shall see that R is a
reduced root system in h_, but ﬁrst we look at the basic example of sl2.
2e The Lie algebra sl2
2.20 This is the Lie algebra of 22 matrices with trace 0. Let
x D
 
0 1
0 0
!
; h D
 
1 0
0  1
!
; y D
 
0 0
1 0
!
:
Then
x;y D h; h;x D 2x; h;y D  2y:
Therefore fx;h;yg is a basis of eigenvectors for adh with integer eigenvalues 2;0; 2, and
sl2 D g hg 
D hxihhihyi
where hDhhi and  is the linear map h!k such that .h/D2. The decomposition shows
that h is equal to its centralizer, and so it is a splitting Cartan subalgebra for g. Hence, sl2
is a split simple Lie algebra of rank one; in fact, up to isomorphism, it is the only such Lie
algebra. Let R Dfgh_. Then R is a root system in h_: it is ﬁnite, spans h_,and doesn’t
contain 0; if we let _ denote h regarded as an element of .h_/_, then h;_i D 2, the
reﬂection x 7! x  hx;_i maps R to R, and h;_i 2 Z. The root lattice Q D Z and
the weight lattice P D Z
2.
3Elsewhere we write V rather than V . Which should it be?310 III. Structure of Semisimple Lie Algebras and Algebraic Groups
2f The root system attached to a split semisimple Lie algebra
Let .g;h/ be a split semisimple Lie algebra, and let R  h_ be the set of roots of .g;h/, so
that
g D h
M
2Rg:
LEMMA 2.21 For ; 2 h_, g;g  gC.
PROOF. Let x 2 g and y 2 g. Then, for h 2 h, we have
ad.h/x;y D ad.h/x;yCx;ad.h/y
D .h/x;yCx;.h/y
D ..h/C.h//x;y: 2
THEOREM 2.22 Let  be a root of .g;h/.
(a) The spaces g and h
def D g;g  are one-dimensional.
(b) There is a unique element h 2 h such that .h/ D 2.
(c) For each nonzero element x 2 g, there is a unique y 2 g  such that
x;y D h; h;x D 2x; h;y D  2y:
Hence s
def D g  h g is a subalgebra isomorphic to sl2.
PROOF. Bourbaki LIE, VIII, 2, 2, Pptn 1, Thm 1. 2
In particular, for each root  of .g;h/, there is a unique one-dimensional k-subspace g
of g such that
h;x D .h/x for all h 2 h, x 2 g:
The subalgebra s is the centralizer of Ker./.
An sl2-triple in a Lie algebra g is a triple .x;h;y/ ¤ .0;0;0/ of elements such that
x;y D h; h;x D 2x; h;y D  2y:
There is a canonical one-to-one correspondence between sl2-triples in g and injective ho-
momorphisms sl2 ! g. The theorem says that, for each root  of g and choice of x 2 g,
there is a unique sl2-triple .x;h;y/ such that .h/ D 2. Replacing x with cx replaces
.x;h;y/ with .cx;h;c 1y/. 4
THEOREM 2.23 For each  2 R, let _ denote h regarded as an element of .h_/_. Then
R is a reduced root system in h_; moreover, _ is the unique element of .h_/_ such that
h;_i D 2 and the reﬂection x 7! x hx;_i preserves R.
PROOF. Bourbaki LIE, VIII, 2, 2, Thm 2. 2
4Cf. Bourbaki LIE, 11, 1, where it is required that x;y D  h. In other words, Bourbaki replaces
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Note that, once we choose a base for R, the dominant weights (i.e., the elements of
PCC) are exactly the elements  of h_ such that .h/ 2 N for all  2 RC.
ASIDE 2.24 Let x be an element of a semisimple Lie algebra g (not necessarily split). If x belongs
to an sl2-triple .x;h;y/, then x is nilpotent (apply 2.9). Conversely, the Jacobson-Morozov theorem
says that every nonzero nilpotent element x in a semisimple Lie algebra extends to an sl2-triple
.x;h;y/ (Bourbaki LIE, VIII, 11, 2).
2g Criteria for simplicity and semisimplicity
PROPOSITION 2.25 Let g be a Lie algebra, and let h be an abelian Lie subalgebra. For
each  2 h_, let
g D fx 2 g j hx D .h/x all h 2 hg,
and let R be the set of nonzero  2 h_ such that g ¤ 0. Suppose that:
(a) g D h
L
2Rg;
(b) for each  2 R, the space g has dimension 1;
(c) for each nonzero h 2 h, there exists an  2 R such that .h/ ¤ 0; and
(d) if  2 R, then   2 R and g;g ;g ¤ 0.
Then g is semisimple and h is a splitting Cartan subalgebra of g.
PROOF. Let a be an abelian ideal in g; we have to show that a D 0. As h;a  a, (a) gives
us a decomposition
a D a\h
M
2Ra\g.
If a\g ¤ 0 for some  2 R, then a  g (by (b)). As a is an ideal, this implies that
a  g;g , and as a;a D 0, this implies that g;g ;g D 0, contradicting (d).
Suppose a\h¤0, and let h be a nonzero element of a\h. According to (c), there exists
an  2 R such that .h/ ¤ 0. Let x be a nonzero element of g. Then h;x D .h/x,
which is a nonzero element of g. As h;x 2 a, this contradicts the last paragraph.
Condition (a) implies that the elements of h act semisimply on g and that their eigen-
values lie in k and that h is its own centralizer. Therefore h is a splitting Cartan subalgebra
of g. 2
PROPOSITION 2.26 Let .g;h/ be a split semisimple algebra. A decomposition gDg1g2
of semisimple Lie algebras deﬁnes a decomposition .g;h/ D .g1;h1/.g2;h2/, and hence
a decomposition of the root system of .g;h/.
PROOF. Let
g D h
M
2Rg
g1 D h1
M
2R1
g
1
g2 D h2
M
2R2
g
2
be the eigenspace decompositions of g, g1, and g2 respectively deﬁned by the action of h.
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COROLLARY 2.27 If the root system of .g;h/ is indecomposable (equivalently, its Dynkin
diagram is connected), then g is simple.
ASIDE 2.28 The converses of (2.26) and (2.27) are also true: a decomposition of its root system
deﬁnes a decomposition of .g;h/, and if g is simple then the root system of .g;h/ is indecomposable
(2.32 below).
2h Examples
We ﬁrst look at O g D glnC1, even though this is not (quite) a semisimple algebra (its centre
is the subalgebra of scalar matrices). Let O h be the Lie subalgebra of diagonal elements in
O g. Let Eij be the matrix in O g with 1 in the .i;j/th position and zeros elsewhere. Then
.Eij/1i;jnC1 is a basis for O g and .Eii/1inC1 is a basis for O h. Let ."i/1inC1 be the
dual basis for O h_; thus
"i.diag.a1;:::;anC1// D ai:
An elementary calculation shows that, for h 2 O h,
h;Eij D ."i.h/ "j.h//Eij:
Thus,
O g D O h
M
2R
O g
where R D f"i  "j j i ¤ j; 1  i;j  nC1g and O g"i "j D kEij.
EXAMPLE (An): slnC1
Let g D sl.W / where W is a vector space of dimension nC1. Choose a basis .ei/1inC1
for W , and use it to identify g with slnC1, and let h be the Lie subalgebra of diagonal
matrices in g. The matrices
Ei;i  EiC1;iC1 (1  i  n/
form a basis for h, and, together with the matrices
Eij (1  i;j  n, i ¤ j/;
they form a basis for g.
Let V be the hyperplane in O h_ consisting of the elements  D
PnC1
iD1 ai"i such that PnC1
iD1 ai D 0. The restriction map  7! jh deﬁnes an isomorphism of V onto h_, which
we use to identify the two spaces.5 Now
g D h
M
2Rg
where R D f"i  "j j i ¤ jg  V and g"i "j D kEij. We check the conditions of Proposi-
tion 2.25. We already know that (a) and (b) hold. For (c), let
h D diag.c1;:::;cnC1/;
P
ci D 0;
5In more detail: O h is a vector space with basis E11;:::;EnC1;nC1, and h its the subspace f
P
aiEii j
P
ai D 0g. The dual of O h is a vector space with basis "1;:::;"nC1 where "i.Ej/ D ij, and the dual of h is
the quotient of .O h/_ by the line h"1 CC"ni. However, it is more convenient to identify dual of h with the
orthogonal complement of this line, namely, with the hyperplane V in .O h/_.2. Structure of semisimple Lie algebras and their representations 313
be an element of h. If h ¤ 0, then ci ¤ cj for some i;j, and so ."i  "j/.h/ D ci  cj ¤ 0.
For (d), let  D "i  "j. Then  , is also a root and
g;g ;g 3 Eij;Eji;kEij
D Eii  Ejj;Eij
D 2:
Therefore .g;h/ is a split semisimple Lie algebra.
The family .i/1in, i D "i  "iC1, is a base for R. Relative to the inner product
.
P
ai"i;
P
bi"i/ D
X
aibi;
we ﬁnd that
n.i;j/ D 2
.i;j/
.j;j/
D .i;j/ D
8
 <
 :
2 if j D i
 1 if j D i 1
0 otherwise
and so
n.i;j/n.j;i/ D
(
1 if j D i 1
0 if j ¤ i, i 1:
Thus, the Dynkin diagram of .g;h/ is indecomposable of type An. Therefore g is simple.
EXAMPLE (Bn): o2nC1
EXAMPLE (Cn): sp2n
EXAMPLE (An): o2n
See Bourbaki LIE, VIII, 13 (for the present). In fact, the calculations are almost the same
as those in V, 2n.
2i Subalgebras of split semisimple Lie algebras
Let .g;h/ be a split semisimple Lie algebra with root system R h_. We wish to determine
the subalgebras a of g normalized by h, i.e., such that h;a  a.
For a subset P of R, we let
gP D
X
2P
g and hP D
X
2P
h:
DEFINITION 2.29 A subset P of R is said to be closed6 if
; 2 P; C 2 R H) C 2 P:
As g;g  gC (see 2.21), in order for hP CgP to be a Lie subalgebra of g, we
should expect to have to require P to be closed.
6This is Bourbaki’s terminology, LIE VI, 1, 7.314 III. Structure of Semisimple Lie Algebras and Algebraic Groups
PROPOSITION 2.30 ForeveryclosedsubsetP ofR andsubspaceh0 ofhcontaininghP\ P,
the subspace aDh0CgP of g is a Lie subalgebra normalized by h, and every Lie subalgebra
of g normalized by h is of this form for some h0 and P. Moreover,
(a) a is semisimple if and only if P D  P and h0 D hP;
(b) a is solvable if and only if
P \. P/ D ;: (161)
PROOF. See Bourbaki LIE, VIII, 3, 1, Pptn 1, Pptn 2. 2
EXAMPLE 2.31 For any root , P D f; g is a closed subset of R, and g;g CgP
is the Lie subalgebra s of (2.22).
PROPOSITION 2.32 The root system R is indecomposable if and only if g is simple.
PROOF. Ibid., VIII, 3, 2, Pptn 6. 2
In more detail, let R1;:::;Rm be the indecomposable components of R. Then hR1 C
gR1;:::;hRm CgRm are the minimal ideals of g.
For base S of R, the set RC of positive roots is a maximal closed subset of R satisfying
(161), and every maximal such set arises in this way from a base (Bourbaki LIE, VI, 1,
7, Pptn 22). Therefore, the maximal solvable subalgebras of g containing h are exactly
subalgebras of the form
b.S/
def D h
M
>0g, S a base of R:
The subalgebra b.S/ determines RC, and hence the base S (as the set of indecomposable
elements of RC).
DEFINITION 2.33 Let .g;h/ be a split semisimple Lie algebra; a Borel subalgebra of .g;h/
is a maximal solvable subalgebra of g containing h. Let g be a semisimple Lie algebra; a
Borel subalgebra of g is a Lie subalgebra of g that is a Borel subalgebras of .g;h/ for some
splitting Cartan subalgebra h of g.
EXAMPLE 2.34 Let g D slnC1 and let h be the subalgebra of diagonal matrices. For the
base S D .i/1in, i D "i  "iC1, as in 2h, the positive roots are those of the form
"i  "j with i < j, and the Borel subalgebra b.S/ consists of upper triangular matrices of
trace 0. More generally, let g D sl.W / with W a vector space of dimension nC1. For any
maximal ﬂag  in W , the set b of elements of g leaving stable all the elements of  is a
Borel subalgebra of g, and the map  7! b is a bijection from the set of maximal ﬂags onto
the set of Borel subgroups of g (Bourbaki LIE, VIII, 13).
2j Classiﬁcation of split semisimple Lie algebras
THEOREM 2.35 Every root system over k arises from a split semisimple Lie algebra over
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For an indecomposable root system of type An–Dn this follows from examining the stan-
dard examples (see 2h). In the general case, it is possible to deﬁne g by generators
.x;h;y/2S and explicit relations (Bourbaki LIE, VIII, 4, 3, Thm 1).
THEOREM 2.36 The root system of a split semisimple Lie algebra determines it up to
isomorphism.
In more detail, let .g;h/ and .g0;h0/ be split semisimple Lie algebras, and let S and S0 be
bases for their corresponding root systems. For each  2 S, choose a nonzero x 2 g,
and similarly for g0. For any bijection  7! 0WS ! S0 such that h;_i D h0;0_i for all
; 2 S, there exists a unique isomorphism g ! g0 such that x 7! x0 and h 7! h0 for
all  2 R; in particular, h maps into h0 (Bourbaki LIE, VIII, 4, 4, Thm 2).
2k Representations of split semisimple Lie algebras
Throughout this subsection, .g;h/ is a split semisimple Lie algebra with root system R 
h_, and b is the Borel subalgebra of .g;h/ attached to a base S for R. According to Weyl’s
theorem (II, 6.10), g-modules, and so to classify them it sufﬁces to classify the simple
representations.
Proofs of the next three theorems can found in Bourbaki LIE, VIII, 7 (and elsewhere).
THEOREM 2.37 Let V be a simple g-module.
(a) There exists a unique one-dimensional subspace L of V stabilized by b.
(b) The L in (a) is a weight space for h, i.e., L D V$V for some $V 2 h_.
(c) The $V in (b) is dominant, i.e., $V 2 PCC;
(d) If $ is also a weight for h in V , then $ D $V  
P
2S m with m 2 N.
Lie’s theorem (II, 3.14) shows that there does exist a one-dimensional eigenspace for b —
the content of (a) is that when V is a simple g-module, the space is unique. Since L is
mapped into itself by b, it is also mapped into itself by h, and so lies in a weight space. The
content of (b) is that it is the whole weight space.
Because of (d), $V is called the highest weight of the simple g-module V .
THEOREM 2.38 Everydominantweightoccursasthehighestweightofasimpleg-module.
THEOREM 2.39 Two simple g-modules are isomorphic if and only if their highest weights
are equal.
Thus V 7!$V deﬁnes a bijection from the set of isomorphism classes of simple g-modules
onto the set of dominant weights PCC.
COROLLARY 2.40 If V is a simple g-module, then End.V;r/ ' k.
Let V D V$ with $ dominant. Every isomorphism V$ ! V$ maps the highest weight
line L into itself, and is determined by its restriction to L because L generates V$ as a
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EXAMPLE 2.41 Let g D sl.W /, and choose a basis .ei/1inC1 for W as in 2h. Recall
that
S D f1;:::;ng; i D "i  "iC1; "i.diag.a1;:::;an// D ai
is a base for the root system of .g;h/; moreover hi D Ei;i  EiC1;iC1. Let
$0
i D "1CC"i:
Then
$i.hj/ D ij; 1  i;j  n;
and so $0
ijh is the fundamental weight corresponding to i. This is represented by the
element
$i D "1CC"i  
i
nC1
."1CC"nC1/
of V . Thus the fundamental weights corresponding to the base S are $1;:::;$n. We have
Q.R/ D fm1"1CCmnC1"nC1 j mi 2 Z; m1CCmnC1 D 0g
P.R/ D Q.R/CZ$1
P.R/=Q.R/ ' Z=.nC1/Z:
The action of g on W deﬁnes an action of g on
Vr W . The elements
e11 ^^eir; i1 <  < ir,
form a basis for
Vr W , and h 2 h acts by
h.e11 ^^eir/ D ."i1.h/CC"ir.h//.e11 ^^eir/.
Therefore the weights of h in
Vr W are the elements
"i1 CC"ir; i1 <  < ir;
and each has multiplicity 1. As the Weyl group acts transitively on the weights,
Vr W is a
simple g-module, and its highest weight is $r.
2.42 The category Rep.g/ is a semisimple k-linear tensor category to which we can apply
(I, 21.20). Statements (2.38, 2.39) allow us to identify the set of isomorphism classes of
Rep.g/ with PCC. Let M.PCC/ be the free abelian group with generators the elements of
PCC and relations
$ D $1C$1 if V$  V$1 
V$2:
Then PCC ! M.PCC/ is surjective, and two elements $ and $0 of PCC have the same
image in M.PCC/ if and only if there exist $1;:::;$m 2 PCC such that W$ and W$0 are
subrepresentations of W$1 

W$m (I, 21.22). Later we shall prove that this condition
is equivalent to $  $0 2 Q, and so M.PCC/ ' P=Q. In other words, Rep.g/ has a
gradation by PCC=Q\PCC ' P=Q but not by any larger quotient.
For example, let g D sl2, so that Q D Z and P D Z
2. For n 2 N, let V.n/ be a simple
representation of g with highest weight n
2. From the Clebsch-Gordon formula (Bourbaki
LIE, VIII, 9), namely,
V.m/
V.n/  V.mCn/V.mCn 2/V.m n/; n  m;
we see that Rep.g/ has a natural P=Q-gradation (but not a gradation by any larger quotient
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ASIDE 2.43 The above theorems are important, but are far from being the whole story. For exam-
ple, we need an explicit construction of the simple representation with a given highest weight, and
we need to know its properties, e.g., its character. Moreover, in order to determine Rep.g/ as a tensor
category, it is is necessary to describe how the tensor product of two simple g-modules decomposes
as a direct sum of g-modules.
ASIDE 2.44 Is it possible to prove that the kernel of PCC ! M.PCC/ is Q\PCC by using only
the formulas for the characters and multiplicities of the tensor products of simple representations
(cf. Humphreys 1972, 24, especially Exercise 12)?
3 Structure of semisimple algebraic groups and their
representations
In this section, we classify the split semisimple algebraic groups and their representations
over a ﬁeld of characteristic zero. Throughout, the ground ﬁeld k has characteristic zero.
3a Basic theory
Recall (II, 2.7, 2.13) that the functor G   Lie.G/ is exact and faithful on connected alge-
braic groups. However, it is not full, and inﬁnitely many nonisomorphic connected alge-
braic groups may have the same Lie algebra (II, 2.14).
For any connected algebraic group G, the map H 7! Lie.H/ is a bijection from the set
of connected algebraic subgroups of G onto the set of algebraic Lie subalgebras of Lie.G/
(II, 2.11). As commutative subgroups (resp. normal subgroups) correspond to commutative
subalgebras (resp. ideals), we see G is semisimple if Lie.G/ is semisimple; the converse
statement is also true (II, 5.23).
Let G be a semisimple algebraic group, and let g be its Lie algebra. Then
g D g1gn
where g1;:::;gn are the minimal nonzero ideals in g; each ai is a simple Lie algebra.
Correspondingly, there is an isogeny
.g1;:::;gn/ 7! g1gnWG1Gn ! G
where Gi is the connected algebraic subgroup of G with Lie algebra gi; each Gi is almost-
simple.
3b Rings of representations of Lie algebras
Let g be a Lie algebra over k. A ring of representations of g is a collection of representa-
tions of g that is closed under the formation of direct sums, subquotients, tensor products,
and duals. An endomorphism of such a ring R is a family
 D .V /V 2R; V 2 Endk-linear.V /;
such that
 V 
W D V 
idW CidV 
W for all V;W 2 R,
 V D 0 if g acts trivially on V , and318 III. Structure of Semisimple Lie Algebras and Algebraic Groups
 for any homomorphism WV ! W of representations in R,
W  D V :
The set gR of all endomorphisms of R becomes a Lie algebra over k (possibly inﬁnite
dimensional) with the bracket
;V D V ;V :
EXAMPLE 3.1 (IWAHORI 1954) Let k be an algebraically closed ﬁeld, and let g be k re-
garded as a one-dimensional Lie algebra. To give a representation of g on a vector space V
is the same as to give an endomorphism  of V , and so the category of representations of
g is equivalent to the category of pairs .kn;A/; n 2 N, with A an nn matrix. It follows
that to give an endomorphism of the ring R of all representations of g is the same as to give
a map A 7! .A/ sending a square matrix A to a matrix of the same size and satisfying
certain conditions. A pair .g;c/ consisting of an additive homomorphism gWk ! k and an
element c of k deﬁnes a  as follows:
 .S/DUdiag.ga1;:::;gan/U  1 ifisthesemisimplematrixUdiag.a1;:::;an/U  1;
 .N/ D cN if N is nilpotent;
 .A/ D .S/C.N/ if A D S CN is the decomposition of A into its commuting
semisimple and nilpotent parts.
Moreover, every  arises from a unique pair .g;c/. Note that gR has inﬁnite dimension.
Let R be a ring of representations of a Lie algebra g. For any x 2 g, .rV .x//V 2R is an
endomorphism of R, and x 7! .rV .x// is a homomorphism of Lie algebras g ! gR.
LEMMA 3.2 If R contains a faithful representation of g, then the homomorphism g ! gR
is injective.
PROOF. For any representation .V;rV / of g, the composite
g
x7!.rV .x//
                ! gR
7!V           ! gl.V /:
is rV . Therefore, g ! gR is injective if rV is injective. 2
PROPOSITION 3.3 Let G be an afﬁne group over k, and let R be the ring of representations
of Lie.G/ arising from a representation of G. Then gR 'Lie.G/; in particular, gR depends
only of G.
PROOF. By deﬁnition, Lie.G/ is the kernel of G.k"/ ! G.k/. Therefore, to give an
element of Lie.G/ is the same as to give a family of k"-linear maps
idV CV "WV " ! V "
indexed by V 2 R satisfying the three conditions of (I, 10.2). The ﬁrst of these conditions
says that
idV 
W CV 
W " D .idV CV "/
.idW CW "/;
i.e., that
V 
W D idV 
W CV 
idW :3. Structure of semisimple algebraic groups and their representations 319
The second condition says that
1 1 D 0;
and the third says that the V commute with all G-morphisms (D g-morphisms by 2.21).
Therefore, to give such a family is the same as to give an element .V /V 2R of gR. 2
PROPOSITION 3.4 Let g be a Lie algebra, and let R be a ring of representations of g. The
canonical map g ! gR is an isomorphism if and only if g is the Lie algebra of an afﬁne
group G whose identity component is algebraic and R is the ring of representations of g
arising from a representation of G.
PROOF. On applying I, 11.14, to the full subcategory of Rep.g/ whose objects are those
in R and the forgetful functor, we obtain an afﬁne group such that Lie.G/ ' gR (by (3.3)
and R is the ring of representation of gR arising from a representation of G. If g ! gR
is an isomorphism, then G is algebraic because its Lie algebra is ﬁnite-dimensional. This
proves the necessity, and the sufﬁciency follows immediately from (3.3). 2
COROLLARY 3.5 Let g ! gl.V / be a faithful representation of g, and let R.V / be the ring
of representations of g generated by V . Then g ! gR.V / is an isomorphism if and only if g
is algebraic, i.e., the Lie algebra of an algebraic subgroup of GLV .
PROOF. Immediate consequence of the proposition. 2
3.6 Let R be the ring of all representations of g. When g ! gR is an isomorphism we
says that Tannaka duality holds for g. It follows from (II, 2.22) that Tannaka duality holds
for g if g;g D g. On the other hand, Example 3.1 shows that Tannaka duality fails when
g;g ¤ g, and even that gR has inﬁnite dimension in this case.
EXAMPLE 3.7 Let g be a one-dimensional Lie algebra over an algebraically closed ﬁeld k.
The afﬁne group attached to Rep.g/ is D.M/Ga where M is k regarded as an additive
abelian group (cf. I, 14c). In other words, D.M/ represents the functor R  Hom.M;R/
(homomorphisms of abelian groups). This follows from Iwahori’s result (3.1). Note that M
is not ﬁnitely generated as an abelian group, and so D.M/ is not an algebraic group.
NOTES Let g ! gl.V / be a faithful representation of g, and let R.V / be the ring of representations
of g generated by V . When is g ! gR.V / an isomorphism? It follows easily from (II, 2.22) that it
is, for example, when g D g;g. In particular, g ! gR.V / is an isomorphism when g is semisimple.
For an abelian Lie group g, g ! gR.V / is an isomorphism if and only if g ! gl.V / is a semisimple
representation and there exists a lattice in g on which the characters of g in V take integer values.
For the Lie algebra in (II, 1.40), g ! gR.V / is never an isomorphism.
3c An adjoint to the functor Lie
Let g be a Lie algebra, and let R be the ring of all representations of g . We deﬁne G.g/
to be the Tannaka dual of the neutral tannakian category .Rep.g/;forget/. Recall (I, 11.14)
that this means that G.g/ is the afﬁne group whose R-points for any k-algebra R are the
families
 D .V /V 2R; V 2 EndR-linear.V.R//;
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 V 
W D V 
W for all V 2 RI
 if V is the trivial representation of g (i.e., xV D 0 for all x 2 g), then V D idV ;
 for every g-homomorphism WV ! W ,
W  D V :
For each V 2 R, there is a representation rV of G.g/ on V deﬁned by
rV ./v D V v;  2 G.g/.R/; v 2 V.R/; R a k-algebra,
and V   .V;rV / is an equivalence of categories
Rep.g/

 ! Rep.G.g//: (162)
LEMMA 3.8 The homomorphism Wg ! Lie.G.g// is injective, and the composite of the
functors
Rep.G.g//
.V;r/ .V;Lie.r//
                      ! Rep.Lie.G.g///
_
    ! Rep.g/ (163)
is an equivalence of categories.
PROOF. According to (3.3), Lie.G.g// ' gR, and so the ﬁrst assertion follows from (3.2)
and Ado’s theorem. The composite of the functors in (163) is a quasi-inverse to the functor
in (162). 2
LEMMA 3.9 The afﬁne group G.g/ is connected.
PROOF. When g is one-dimensional, we computed G.g/ in (3.7) and found it to be con-
nected.
For a general g, we have to show that only a trivial representation of g has the property
that the category of subquotients of direct sums of copies of the representation is stable
under tensor products (see I, 13.30 ). When g is semisimple, this follows from (2.37).
Let V be a representation of g with the property. It follows from the one-dimensional
case that the radical of g acts trivially on V , and then it follows from the semisimple case
that g itself acts trivially. 2
PROPOSITION 3.10 The pair .G.g/;/ is universal: for any algebraic group H and k-
algebra homomorphism aWg ! Lie.H/, there is a unique homomorphism bWG.g/ ! H
such that a D Lie.b/:
G.g/ g Lie.G.g//
Lie
H Lie.H/:
9b

a Lie.b/
In other words, the map sending a homomorphism bWG.g/ ! H to the homomorphism
Lie.b/Wg ! Lie.H/ is a bijection
Homafﬁne groups.G.g/;H/ ! HomLie algebras.g;Lie.H//: (164)
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PROOF. From a homomorphism bWG.g/ ! H, we get a commutative diagram
Rep.H/
b_
        ! Rep.G.g//
fully faithful
?
? y.2:21/ '
?
? y.3:8/
Rep.Lie.H//
a_
        ! Rep.g/
a
def D Lie.b/:
If a D 0, then a_ sends all objects to trivial objects, and so the functor b_ does the
same, which implies that the image of b is 1. Hence (164) is injective.
From a homomorphism aWg ! Lie.H/, we get a tensor functor
Rep.H/ ! Rep.Lie.H//
a_
 ! Rep.g/ ' Rep.G.g//
and hence a homomorphism G.g/ ! H, which acts as a on the Lie algebras. Hence (164)
is surjective.
Ifa issurjective, thena_ isfullyfaithful, andso Rep.H/!Rep.G.g//isfullyfaithful,
which implies that G.g/ ! G is surjective by (I, 10.21a). 2
PROPOSITION 3.11 For any ﬁnite extension k0  k of ﬁelds, G.gk0/ ' G.g/k0.
PROOF. More precisely, we prove that the pair .G.g/k0;k0/ obtained from .G.g/;/ by
extension of the base ﬁeld has the universal property characterizing .G.gk0/;/. Let H be
an algebraic group over k0, and let H be the group over k obtained from H by restriction
of the base ﬁeld. Then
Homk0.G.g/k0;H/ ' Homk.G.g/;H/ (universal property of H)
' Homk.g;Lie.H// (3.10)
' Homk0.gk0;Lie.H//:
For the last isomorphism, note that
Lie.H/
def D Ker.H.k"/ ! H.k// ' Ker.H.k0"/ ! H.k0//
def D Lie.H/:
In other words, Lie.H/ is Lie.H/ regarded as a Lie algebra over k (instead of k0), and the
isomorphism is simply the canonical isomorphism in linear algebra,
Homk-linear.V;W / ' Homk0-linear.V 
k k0;W /
(V;W vector spaces over k and k0 respectively). 2
The next theorem shows that, when g is semisimple, G.g/ is a semisimple algebraic
group with Lie algebra g, and any other semisimple group with Lie algebra g is a quotient
of G.g/; moreover, the centre of G.g/ has character group P=Q.
THEOREM 3.12 Let g be a semisimple Lie algebra.
(a) The homomorphism Wg ! Lie.G.g// is an isomorphism.
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(c) For any algebraic group H and isomorphism aWg ! Lie.H/, there exists a unique
isogeny bWG.g/ ! H such that a D Lie.b/:
T.g/
H
9b
g Lie.T.g//
Lie.H/:

a Lie.b/
(d) Let Z be the centre of G.g/; then X.Z/ ' P=Q.
PROOF. (a) Because Rep.G.g// is semisimple, G.g/ is reductive (II, 6.14). Therefore
Lie.G.g// is reductive, and so Lie.G.g// D .g/ac with a is semisimple and c commu-
tative (II, 5.6; II, 5.16). If a or c is nonzero, then there exists a nontrivial representation r of
G.g/ such that Lie.r/ is trivial on g. But this is impossible because  deﬁnes an equivalence
Rep.G.g// ! Rep.g/.
(b) Now G.g/ is semisimple because its Lie algebra is semisimple (see II, 5.23).
(c) Proposition 3.10 shows that there exists a unique homomorphism b such that a D
Lie.b/, which is an isogeny because Lie.b/ is an isomorphism (see II, 2.9).
(d) In the next subsection, we show that if g is split, then X.Z/ ' P=Q (as abelian
groups). As g splits over a ﬁnite Galois extension, this implies (d). 2
REMARK 3.13 The isomorphism X.Z/'P=Q in (d) commutes with the natural actions
of Gal.kal=k/.
3d Split semisimple algebraic groups
Let .g;h/ be a split semisimple Lie algebra, and let P and Q be the corresponding weight
and root lattices. The action of h on a g-module V decomposes it into a direct sum V D L
$2P V$ of weight spaces. Let D.P/ be the diagonalizable group attached to P (I,
14c). Thus D.P/ is a split torus such that Rep.D.P// has a natural identiﬁcation with
the category of P-graded vector spaces. The functor .V;rV / 7! .V;.V$/!2P/ is an exact
tensor functor Rep.g/ ! Rep.D.P// compatible with the forgetful functors, and hence
deﬁnes a homomorphism D.P/ !G.g/. Let T.h/ be the image of this homomorphism.
THEOREM 3.14 With the above notations:
(a) The group T.h/ is a split maximal torus in G.g/, and  restricts to an isomorphism
h ! Lie.T.h//.
(b) The map D.P/ ! T.h/ is an isomorphism; therefore, X.T.h// ' P.
(c) The centre of G.g/ is contained in T.h/ and equals
\
2RKer.WT.h/ ! Gm/
(and so has character group P=Q).
PROOF. (a) The torus T.h/ is split because it is the quotient of a split torus. Certainly,
 restricts to an injective homomorphism h ! Lie.T.h//. It must be surjective because3. Structure of semisimple algebraic groups and their representations 323
otherwise h wouldn’t be a Cartan subalgebra of g. The torus T.h/ must be maximal because
otherwise h wouldn’t be equal to its normalizer.
(b) Let V be the representation
L
V$ of g where $ runs through a set of fundamental
weights. Then G.g/ acts on V , and the map D.P/ ! GL.V / is injective. Therefore,
D.P/ ! T.h/ is injective.
(c) A gradation on Rep.g/ is deﬁned by a homomorphism P ! M.PCC/ (see 2.42),
and hence by a homomorphism D.M.PCC// ! T.h/. This shows that the centre of G.g/
is contained in T.h/. The kernel of the adjoint map AdWG.g/ ! GLg is the centre Z.G.g//
of G.g/ (see 5.29), and so the kernel of AdjT.h/ is Z.G.g//\T.h/ D Z.G.g//. But
Ker.AdjT.h// D
\
2R
Ker./;
so Z.G.g// is as described. 2
LEMMA 3.15 The following conditions on a subtorus T of a semisimple algebraic group
G are equivalent;
(a) T is a maximal torus in G;
(b) Tkal is a maximal torus in Gkal;
(c) T D CG.T/;
(d) t is a Cartan subalgebra of g.
PROOF. (c))(a). Obvious.
(a))(d). Let T be a torus in G, and let G ! GLV be a faithful representation of
G. After we have extended k, V will decompose into a direct sum
L
2X.T/V, and
Lie.T/ acts (semisimply) on each factor V through the character Lie./. As g ! glV is
faithful, this shows that t consists of semisimple elements (2.9). Hence t is toral. Any toral
subalgebra of g containing t arises from a subtorus of G, and so t is maximal.
(d))(c). Because t is a Cartan subalgebra, tDcg.t/ (see 2.15). As Lie.CG.T//Dcg.t/
(see II, 2.23), we see that T and CG.T/ have the same Lie algebra, and so T D CG.T/
(see 2.11).
(b),(a). This follows from the equivalence of (a) and (d) and the fact that t is a Cartan
subalgebra of g if and only if tkal is a Cartan subalgebra of gkal. 2
DEFINITION 3.16 A split semisimple algebraic group is a pair .G;T/ consisting of a
semisimple algebraic group G and a split maximal torus T.
More loosely, we say that a semisimple algebraic group is split if it contains a split
maximal torus.7
THEOREM 3.17 Let T and T 0 be split maximal tori in a semisimple algebraic group G.
Then T 0 D gTg 1 for some g 2 G.k/:
7Caution: a semisimple algebraic group always contains a maximal split torus, but that torus may not be
maximal among all subtori, and hence not a split maximal torus.324 III. Structure of Semisimple Lie Algebras and Algebraic Groups
PROOF. We may set G D G.g/ with g the semisimple Lie algebra Lie.G/. Let x be a
nilpotent element of g. For any representation .V;rV / of g, erV .x/ 2 G.g/.k/. According
to (2.16), there exist nilpotent elements x1;:::;xm in g such that
ead.x1/ead.xm/Lie.T/ D Lie.T 0/:
Let g D ead.x1/ead.xm/; then gTg 1 D T 0 because they have the same Lie algebra. 2
3e Classiﬁcation
We can now read off the classiﬁcation theorems for split semisimple algebraic groups from
the similar theorems for split semisimple Lie algebras.
Let .G;T/ be a split semisimple algebraic group. Because T is diagonalizable, the
k-vector space g decomposes into eigenspaces under its action:
g D
M
2X.T/
g:
The roots of .G;T/ are the nonzero  such that g ¤ 0. Let R be the set of roots of .G;T/.
PROPOSITION 3.18 The set of roots of .G;T/ is a reduced root system R in V
def DX.T/

Q; moreover,
Q.R/  X.T/  P.R/: (165)
PROOF. Let g D LieG and h D LieT. Then .g;h/ is a split semisimple Lie algebra, and,
when we identify V with a Q-subspace of h_ ' X.T/
k, the roots of .G;T/ coincide
with the roots of .g;h) and so (165) holds. 2
By a diagram .V;R;X/, we mean a reduced root system .V;R/ over Q and a lattice X
in V that is contained between Q.R/ and P.R/.
THEOREM 3.19 (EXISTENCE) Every diagram arises from a split semisimple algebraic
group over k.
More precisely, we have the following result.
THEOREM 3.20 Let .V;R;X/ be a diagram, and let .g;h/ be a split semisimple Lie alge-
bra over k with root system .V 
k;R/ (see 2.35). Let Rep.g/X be the full subcategory
of Rep.g/ whose objects are those whose simple components have highest weight in X.
Then Rep.g/X is a tannakian subcategory of Rep.g/, and there is a natural tensor functor
Rep.g/X ! Rep.D.X// compatible with the forgetful functors. The Tannaka dual .G;T/
of this functor is a split semisimple algebraic group with diagram .V;R;X/.
In more detail: the pair .Rep.g/X;forget/ is a neutral tannakian category, with Tannaka
dual G say; the pair .Rep.D.X/;forget/ is a neutral tannakian category, with Tannaka dual
D.X/; the tensor functor
.Rep.g/X;forget/ ! .Rep.D.X/;forget/
deﬁnes an injective homomorphism
D.X/ ! G;
whose image we denote T. Then .G;T/ is split semisimple group with diagram .V;R;X/.4. Real Lie algebras and real algebraic groups 325
PROOF. When X D Q, .G;T/ D .G.g/;T.h//, and the statement follows from Theorem
3.14. For an arbitrary X, let
N D
\
2X=QKer.WZ.G.g// ! Gm/:
Then Rep.g/X is the subcategory of Rep.g/ on which N acts trivially, and so it is a tan-
nakiancategorywithTannakadualG.g/=N (seeI,8.63). Nowitisclearthat.G.g/=N;T.h/=N/
is the Tannaka dual of Rep.g/X ! Rep.D.X//, and that it has diagram .V;R;X/. 2
THEOREM 3.21 (ISOGENY) Let .G;T/ and .G0;T 0/ be split semisimple algebraic groups
over k, and let .V;R;X/ and .V;R0;X0/ be their associated diagrams. Any isomorphism
V ! V 0 sending R onto R0 and X into X0 arises from an isogeny G ! G0 mapping T onto
T 0.
PROOF. Let .g;h/ and .g0;h0/ be the split semisimple Lie algebras of .G;T/ and .G0;T 0/.
An isomorphism V ! V 0 sending R onto R0 and X into X0 arises from an isomorphism
.g;h/

 !.g0;h0/ (see 2.36). Now  deﬁnes an exact tensor functor Rep.g0/X0
! Rep.g/X,
and hence a homomorphism WG ! G0, which has the required properties. 2
PROPOSITION 3.22 Let .G;T/ be a split semisimple algebraic group. For each root  of
.G;T/ and choice of a nonzero element of g, there a unique homomorphism
'WSL2 ! G
such that Lie.'/ is the inclusion s ! g of (2.22).
PROOF. From the inclusion s ! g we get a tensor functor Rep.g/ ! Rep.s/, and hence
a tensor functor Rep.G/ ! Rep.SL2/; this arises from a homomorphism SL2 ! G. 2
The image U of U2 under ' is called the root group of . It is uniquely determined by
having the following properties: it is isomorphic to Ga, and for any isomorphism uWGa !
U;
t u.a/t 1 D u..t/a/; a 2 k; t 2 T.k/:
NOTES To be continued — there is much more to be said. In particular, we need to determine the
algebraic subalgebras of g, so that we can read off everything about the algebraic subgroups of G in
terms of the subalgebras of g (and hence in terms of the root system of .G;T/).
4 Real Lie algebras and real algebraic groups
The statement (3.12),
the afﬁne group attached to the category of representations of a semisimple Lie
algebra g is the simply connected semisimple algebraic group with Lie algebra
g
holds over any ﬁeld of characteristic zero, in particular, over R. Thus, we can read off the
whole theory of algebraic groups over R and their representations (including the theory of
Cartan involutions) from the similar theory for Lie algebras.
In this section, I’ll develop the theory of real Lie algebras, and then read off the similar
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5 Reductive groups
Explain how everything extends to reductive algebraic groups (or perhaps rewrite the chap-
ter for reductive groups).
5a Filtrations of Repk.G/
Let V be a vector space. A homomorphism WGm ! GL.V / deﬁnes a ﬁltration
  F pV  F pC1V   ; F pV D
M
ipV i;
of V , where V D
L
i V i is the grading deﬁned by .
Let G be an algebraic group over a ﬁeld k of characteristic zero. A homomorphism
WGm ! G deﬁnes a ﬁltration F  on V for each representation .V;r/ of G, namely, that
corresponding to r . These ﬁltrations are compatible with the formation of tensor prod-
ucts and duals, and they are exact in the sense that V 7! Gr
F.V / is exact. Conversely,
any functor .V;r/ 7! .V;F / from representations of G to ﬁltered vector spaces compati-
ble with tensor products and duals which is exact in this sense arises from a (nonunique)
homomorphism WGm ! G. We call such a functor a ﬁltration F  of Repk.G/, and a ho-
momorphism WGm ! G deﬁning F  is said to split F . We write Filt./ for the ﬁltration
deﬁned by .
For each p, we deﬁne F pG to be the subgroup of G of elements acting as the identity
map on
L
i F iV=F iCpV for all representations V of G. Clearly F pG is unipotent for
p  1, and F 0G is the semi-direct product of F 1G with the centralizer Z./ of any 
splitting F .
PROPOSITION 5.1 Let G be a reductive group over a ﬁeld k of characteristic zero, and let
F  be a ﬁltration of Repk.G/. From the adjoint action of G on g, we acquire a ﬁltration of
g.
(a) F 0G is the subgroup of G respecting the ﬁltration on each representation of G; it is
a parabolic subgroup of G with Lie algebra F 0g.
(b)F 1G isthesubgroupofF 0G actingtriviallyonthegradedmodule
L
pF pV=F pC1V
associatedwitheachrepresentationofG; itistheunipotentradicalofF 0G, andLie.F 1G/D
F 1g.
(c) The centralizer Z./ of any  splitting F  is a Levi subgroup of F 0G; therefore,
Z./ ' F 0G=F 1G, and the composite N  of  with F 0G ! F 0G=F 1G is central.
(d) Two cocharacters  and 0 of G deﬁne the same ﬁltration of G if and only if they
deﬁne the same group F 0G and N  D N 0;  and 0 are then conjugate under F 1G.
PROOF. Omitted for the present (Saavedra Rivano 1972, especially IV 2.2.5). 2
REMARK 5.2 It is sometimes more convenient to work with ascending ﬁltrations. To turn
a descending ﬁltration F  into an ascending ﬁltration W, set Wi D F  i; if  splits F 
then z 7! .z/ 1 splits W . With this terminology, we have W0G D W 1GoZ./.CHAPTERIV
Lie groups
The theory of algebraic groups can be described as that part of the theory of Lie groups that
can be developed using only polynomials (not convergent power series), and hence works
over any ﬁeld. Alternatively, it is the elementary part that doesn’t require analysis. As we’ll
see, it does in fact capture an important part of the theory of Lie groups.
Throughout this chapter, k D R or C. The identity component of a topological group
G is denoted by GC. All vectors spaces and representations are ﬁnite-dimensional. In this
chapter, reductive algebraic groups are not required to be connected.
NOTES Only a partial summary of this chapter exists. Eventually it will include an explanation of
the exact relation between algebraic groups and Lie groups; an explanation of how to derive the
theory of reductive Lie groups and their representations from the corresponding theory for real and
complex algebraic groups; and enough of the basic material to provide a complete introduction to
the theory of Lie groups. It is intended as introduction to Lie groups for algebraists (not analysts,
who prefer to start at the other end).
1 Lie groups . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 327
2 Lie groups and algebraic groups . . . . . . . . . . . . . . . . . . . . . . . . 328
3 Compact topological groups . . . . . . . . . . . . . . . . . . . . . . . . . . 331
1 Lie groups
In this section, we deﬁne Lie groups, and develop their basic properties.
DEFINITION 1.1 (a) A real Lie group is a smooth manifold G together with a group struc-
ture such that both the multiplication map G G ! G and the inverse map G ! G are
smooth.
(b) A complex Lie group is a complex manifold G together with a group structure such
that both the multiplication map GG ! G and the inverse map G ! G are holomorphic.
Here “smooth” means inﬁnitely differentiable.
A real (resp. complex) Lie group is said to be linear if it admits a faithful real (resp.
complex) representation. A real (resp. complex) linear Lie group is said to be reductive if
every real (resp. complex) representation is semisimple.
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2 Lie groups and algebraic groups
In this section, we discuss the relation between Lie groups and algebraic groups (especially
those that are reductive).
2a The Lie group attached to an algebraic group
THEOREM 2.1 There is a canonical functor L from the category of real (resp. complex)
algebraic groups to real (resp. complex) Lie groups, which respects Lie algebras and takes
GLn to GLn.R/ (resp. GLn.C/) with its natural structure as a Lie group. It is faithful on
connected algebraic groups (all algebraic groups in the complex case).
According to taste, the functor can be constructed in two ways.
(a) Choose an embedding G ,! GLn. Then G.k/ is a closed subgroup of GLn.C/, and
it is known that every such subgroup has a unique structure of a Lie group (it is real
or complex according to whether its tangent space at the neutral element is a real or
complex Lie algebra). See Hall 2003, 2.33.
(b) For k D R (or C), there is a canonical functor from the category of nonsingular real
(or complex) algebraic varieties to the category of smooth (resp. complex) manifolds
(Shafarevich 1994, II, 2.3, and VII, 1), which clearly takes algebraic groups to Lie
groups.
To prove that the functor is faithful in the real case, use (II, 2.13). In the complex case,
use that G.C/ is dense in G (I, 7e).
We often write G.R/ or G.C/ for L.G/, i.e., we regard the group G.R/ (resp. G.C/)
as a real Lie group (resp. complex Lie group) endowed with the structure given by the
theorem.
2b Negative results
2.2 In the real case, the functor is not faithful on nonconnected algebraic groups.
LetG DH D3. TherealLiegroupattachedto3 is3.R/Df1g, andsoHom.L.G/;L.H//D
1, but Hom.3;3/ is cyclic of order 3.
2.3 The functor is not full.
For example, z 7! ezWC ! C is a homomorphism of Lie groups not arising from a homo-
morphism of algebraic groups Ga ! Gm.
For another example, consider the quotient map of algebraic groups SL3 ! PSL3. It
is not an isomorphism of algebraic groups because its kernel is 3, but it does give an
isomorphism SL3.R/ ! PSL3.R/ of Lie groups. The inverse of this isomorphism is not
algebraic.
2.4 A Lie group can have nonclosed Lie subgroups (for which quotients don’t exist).
This is a problem with deﬁnitions, not mathematics. Some authors allow a Lie subgroup
of a Lie group G to be any subgroup H endowed with a Lie group structure for which the2. Lie groups and algebraic groups 329
inclusion map is a homomorphism of Lie groups. If instead one requires that a Lie sub-
group be a submanifold in a strong sense (for example, locally isomorphic to a coordinate
inclusion Rm ! Rn), these problems don’t arise, and the theory of Lie groups quite closely
parallels that of algebraic groups.
2.5 Not all Lie groups have a faithful representation.
For example, 1.SL2.R//  Z, and its universal covering space G has a natural structure
of a Lie group. Every representation of G factors through its quotient SL2.R/. Another
(standard) example is the Lie group R1R1S1 with the group structure
.x1;y1;u1/.x2;y2;u2/ D .x1Cx2;y1Cy2;eix1y2u1u2/:
This homomorphism 0
B
@
1 x a
0 1 y
0 0 1
1
C
A 7! .x;y;eia/;
realizes this group as a quotient of U3.R/, but it can not itself be realized as a matrix group
(see Hall 2003, C.3).
A related problem is that there is no very obvious way of attaching a complex Lie group
to a real Lie group (as there is for algebraic groups).
2.6 Even when a Lie group has a faithful representation, it need not be of the form L.G/
for any algebraic group G.
Consider, for example, GL2.R/C.
2.7 Let G be an algebraic group over C. Then the Lie group G.C/ may have many more
representations than G.
ConsiderGa; thehomomorphismsz 7!eczWC!C DGL1.C/andz 7!
 
1 z
0 1
!
WC!
GL2.C/ are representations of the Lie group C, but only the second is algebraic.
2c Complex groups
A complex Lie group G is algebraic if it is the Lie group deﬁned by an algebraic group
over C.
For any complex Lie group G, the category RepC.G/ is obviously tannakian.
PROPOSITION 2.8 All representations of a complex Lie group G are semisimple (i.e., G is
reductive) if and only if G contains a compact subgroup K such that CLie.K/ D Lie.G/
and G D K GC.
PROOF. Lee 2002, Proposition 4.22. 2330 IV. Lie groups
For a complex Lie group G, the representation radical N.G/ is the intersection of the
kernels of all simple representations of G. It is the largest closed normal subgroup of G
whose action on every representation of G is unipotent. When G is linear, N.G/ is the
radical of the derived group of G (Lee 2002, 4.39).
THEOREM 2.9 For a complex linear Lie group G, the following conditions are equivalent:
(a) the tannakian category RepC.G/ is algebraic (i.e., admits a tensor generator I, 21.13);
(b) there exists an algebraic group T.G/ over C and a homomorphism G ! T.G/.C/
inducing an equivalence of categories RepC.T.G// ! RepC.G/.
(c) G is the semidirect product of a reductive subgroup and N.G/.
Moreover, when these conditions hold, the homomorphism G ! T.G/.C/ is an isomor-
phism.
PROOF. The equivalence of (a) and (b) follows from (I, 21.10) and (I, 21.13). For the
remaining statements, see Lee 2002, Theorem 5.20. 2
COROLLARY 2.10 Let V be a complex vector space, and let G be a complex Lie subgroup
of GL.V /. If RepC.G/ is algebraic, then G is an algebraic subgroup of GLV , and every
complex analytic representation of G is algebraic.
PROOF. Lee 2002, 5.22. 2
REMARK 2.11 The theorem shows, in particular, that every reductive Lie group G is al-
gebraic: more precisely, there exists a reductive algebraic group T.G/ and an isomor-
phism G ! T.G/.C/ of Lie groups inducing an isomorphism RepC.T.G// ! RepC.G/.
Note that T.G/ is reductive (6.14). Conversely, if G is a reductive algebraic group, then
RepC.G/ ' RepC.G.C// (see Lee 1999, 2.8); therefore G.C/ is a reductive Lie group, and
T.G.C// ' G. We have shown that the functors T and L are quasi-inverse equivalences
between the categories of complex reductive Lie groups and complex reductive algebraic
groups.
EXAMPLE 2.12 The Lie group C is algebraic, but nevertheless the conditions in (2.9) fail
for it — see (2.7).
2d Real groups
We say that a real Lie group G is algebraic if GC D H.R/C for some algebraic group H
(here C denotes the identity component for the real topology).
THEOREM 2.13 ForeveryrealreductiveLiegroupG, thereexistsanalgebraicgroupT.G/
and a homomorphism G ! T.G/.R/ inducing an equivalence of categories RepR.G/ !
RepR.T.G//. The Lie group T.G/.R/ is the largest algebraic quotient of G, and equals G
if and only if G admits a faithful representation.
PROOF. Theﬁrststatementfollowsfromthefactthat RepR.G/istannakian. Forthesecond
statement, we have to show that T.G/.R/ D G if G admits a faithful representation, but
this follows from Lee 1999, 3.4, and (2.9). 23. Compact topological groups 331
THEOREM 2.14 For every compact connected real Lie group K, there exists a semisimple
algebraic group T.K/ and an isomorphism K ! T.K/.R/ which induces an equivalence
of categories RepR.K/ ! RepR.T.K//. Moreover, for any reductive algebraic group G0
over C,
HomC.T.K/C;G0/ ' HomR.K;G0.C//
PROOF. See Chevalley 1957, Chapter 6, 8–12, and Serre 1993. 2
3 Compact topological groups
Let K be a topological group. The category RepR.K/ of continuous representations of
K on ﬁnite-dimensional real vector spaces is, in a natural way, a neutral tannakian cate-
gory over R with the forgetful functor as ﬁbre functor. There is therefore (I, 21.10) a real
afﬁne algebraic group G called the real algebraic envelope of K and a continuous homo-
morphism K !G.R/ inducing an equivalence of tensor categories RepR.K/! RepR.G/.
The complex algebraic envelope of K is deﬁned similarly.
LEMMA 3.1 Let K be a compact group, and let G be the real envelope of K. Each f 2
O.G/ deﬁnes a real-valued function on K, and in this way A becomes identiﬁed with the
set of all real-valued functions f on K such that
(a) the left translates of f form a ﬁnite-dimensional vector space;
(b) f is continuous.
PROOF. Serre 1993, 4.3, Ex. b), p. 67. 2
Similarly, if G0 is the complex envelope of K, then the elements of O.G0/ can be
identiﬁed with the continuous complex valued functions on K whose left translates form a
ﬁnite-dimensional vector space.
PROPOSITION 3.2 If G and G0 are the real and complex envelopes of a compact group K,
then G0 D GC.
PROOF. Let A and A0 be the bialgebras of G and G0. Then it is clear from Lemma 3.1 that
A0 D C
RA. 2
DEFINITION 3.3 An afﬁne algebraic group G over R is said to be anisotropic (or compact)
if it satisﬁes the following conditions:
(a) G.R/ is compact, and
(b) G.R/ is dense in G for the Zariski topology.
As G.R/ contains a neighbourhood of 1 in G, condition (b) is equivalent to the follow-
ing:
(b0). Every connected component (for the Zariski topology) of G contains a
real point.
In particular, (b) holds if G is connected.332 IV. Lie groups
PROPOSITION 3.4 Let G be an algebraic group over R, and let K be a compact subgroup
of G.R/ that is dense in G for the Zariski topology. Then G is anisotropic, K D G.R/, and
G is the algebraic envelope of K.
PROOF. Serre 1993, 5.3, Pptn 5, p. 71. 2
If K is a compact Lie group, then RepR.K/ is semisimple, and so its real algebraic
envelope G is reductive. Hence GC is a complex reductive group. Conversely:
THEOREM 3.5 Let G be a reductive algebraic group over C, and let K be a maximal com-
pact subgroup of G.C/. Then the complex algebraic envelope of K is G, and so the real
algebraic envelope of K is a compact real form of G.
PROOF. Serre 1993, 5.3, Thm 4, p. 74. 2
COROLLARY 3.6 There is a one-to-one correspondence between the maximal compact
subgroups of G.C/ and the anisotropic real forms of G.
PROOF. Obvious from the theorem (see Serre 1993, 5.3, Rem., p. 75). 2
THEOREM 3.7 Let K be a compact Lie group, and let G be its real algebraic envelope.
The map
H1.Gal.C=R/;K/ ! H1.Gal.C=R/;G.C//
deﬁned by the inclusion K ,! G.C/ is an isomorphism.
PROOF. Serre 1964, III, Thm 6. 2
Since Gal.C=R/ acts trivially on K, H1.Gal.C=R/;K/ is the set of conjugacy classes
in K consisting of elements of order 2.
ASIDE 3.8 A subgroup of an anisotropic group is anisotropic. Maximal compact subgroups of
complex algebraic groups are conjugate.CHAPTERV
The Structure of Reductive Groups:
the split case
This chapter gives an exposition of the theory of split reductive groups and their repre-
sentations over arbitrary ﬁelds (potentially, over Z), including a proof of the classiﬁcation
(isomorphism, existence, and isogeny theorems) along the lines of Steinberg 1998, 1999. It
assumes a knowledge of elementary algebraic geometry (varieties over algebraically closed
ﬁelds, as in my notes AG), and the basic theory of algebraic groups (Chapter I and II, of
these notes). Except for 1 of Chapter III (Root systems and their classiﬁcation), it is largely
independent of Chapters III and IV.
Throughout this section, k is a ﬁeld (not necessarily of characteristic zero, or even per-
fect). Also, “semisimple group” and “reductive group” mean “semisimple afﬁne algebraic
group” and “reductive afﬁne algebraic group”.
NOTES At present, only the ﬁrst 4 sections are more-or-less complete (but need even they need
revision).
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1 Split reductive groups: the program
1a Brief review of reductive groups
1.1 The unipotent radical RuG of smooth algebraic group G is the largest smooth con-
nected normal unipotent subgroup of G. The geometric unipotent radical of G is the unipo-
tent radical of Gkal. (I, 17.2.)
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1.2 A reductive group is a smooth connected algebraic group whose geometric unipotent
radical is trivial. If G is reductive, then RuG D 0, and the converse is true when k is
perfect1. (I, 17.5, 17.6.)
1.3 Let G be a smooth connected algebraic group. If G is reductive, then every smooth
connected normal commutative subgroup is a torus; the converse is true if k is perfect. (I,
17.7.)
1.4 If G is reductive, then the derived group Gder of G is semisimple, the connected centre
Z.G/ of G is a torus equal to the radical RG of G, and Z.G/\Gder is the (ﬁnite) centre
of Gder; moreover,
Z.G/Gder D G
(I, 17.20).
1.5 Let G0 be a semisimple group, let Z be a torus, and let 'WZ.G0/ ! Z be a homomor-
phism; the algebraic group G deﬁned by the exact sequence
1 ! Z.G0/
z7!.'.z/ 1;z/
                    ! ZG0 ! G ! 1 (166)
is reductive, and every reductive group arises in this fashion (take Z to be the connected
centre of G). (I, 17.21.)
1.6 Let G be an algebraic group over a ﬁeld of characteristic zero. All representations of
G are semisimple if and only if G is reductive. (II, 6.17.)
1b Split tori
Recall that a split torus is a connected diagonalizable group. Equivalently, it is an algebraic
group isomorphic to a product of copies of Gm (I, 14.16). A torus over k is a connected
algebraic group that becomes diagonalizable over kal. A torus in GLV is split if and only if
it is contained in Dn for some basis of V:
Consider for example
T D
( 
a b
 b a
!
 
 
a2Cb2 ¤ 0
)
:
The characteristic polynomial of such a matrix is
X2 2aX Ca2Cb2 D .X  a/2Cb2
and so its eigenvalues are
 D ab
p
 1:
It is easy to see that T is split (i.e., diagonalizable over k) if and only if  1 is a square in k:
1But not when k is nonperfect, otherwise Conrad, Gabber, and Prasad wouldn’t have had to write their
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Recall (I, 14) that End.Gm/ ' Z: the only group-like elements in kGm D kX;X 1
are the powers of X, and the only homomorphisms Gm ! Gm are the maps t 7! tn for
n 2 Z. For a split torus T, we set
X.T/ D Hom.T;Gm/ D group of characters of T;
X.T/ D Hom.Gm;T/ D group of cocharacters of T:
There is a pairing
h ; iWX.T/X.T/ ! End.Gm/ ' Z; h;i D : (167)
Thus
..t// D th;i for t 2 Gm.R/ D R:
Both X.T/ and X.T/ are free abelian groups of rank equal to the dimension of T, and
the pairing h ; i realizes each as the dual of the other.
For example, let
T D Dn D
8
  <
  :
0
B
B
@
a1 0
:::
0 an
1
C
C
A
9
> > =
> > ;
:
Then X.T/ has basis 1;:::;n, where
i.diag.a1;:::;an// D ai;
and X.T/ has basis 1;:::;n, where
i.t/ D diag.1;:::;
i
t;:::;1/:
Note that
hj;ii D
(
1 if i D j
0 if i ¤ j
;
i.e.,
j.i.t// D
(
t D t1 if i D j
1 D t0 if i ¤ j
:
Some confusion is caused by the fact that we write X.T/ and X.T/ as additive
groups. For example, if a D diag.a1;a2;a3/, then
.52C73/a D 2.a/53.a/7 D a5
2a7
3:
For this reason, some authors use an exponential notation .a/ D a. With this notation,
the preceding equation becomes
a52C73 D a52a73 D a5
2a7
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1c Split reductive groups
Let G be an algebraic group over a ﬁeld k. When k D kal, a torus T  G is maximal if it is
not properly contained in any other torus. In general, T  G is said to be maximal if Tksep
is maximal in Gksep. If a torus T in G is its own centralizer, then this remains true over ksep
(I, 7.44 et seq.), and so T is maximal. For example, Dn is a maximal torus in GLn because
it is equal to own centralizer. A reductive group is split if it contains a split maximal torus.
A reductive group over a separably closed ﬁeld is automatically split, as all tori over
such ﬁeld are split (by deﬁnition I, 14.24). As we discuss below, for any reductive group G
over a separably closed ﬁeld k and subﬁeld k0 of k, there exists a split reductive group G0
over k0; unique up to isomorphism, that becomes isomorphic to G over k.
EXAMPLE 1.7 The group GLn is a split reductive group (over any ﬁeld) with split maximal
torus Dn. On the other hand, let H be the quaternion algebra over R. As an R-vector space,
H has basis 1;i;j;ij, and the multiplication is determined by
i2 D  1; j 2 D  1; ij D  ji:
It is a division algebra with centre R. There is an algebraic group G over R such that
G.R/ D .R
k H/
for all R-algebras R (I, 2.19). In particular, G.R/DH. As C
RHM2.C/, G becomes
isomorphic to GL2 over C, but as an algebraic group over R it is not split, because its
derived group G0 is the subgroup of elements of norm 1, and as G0.R/ is compact, it can’t
contain a split torus.
EXAMPLE 1.8 The group SLn is a split semisimple group, with split maximal torus the
diagonal matrices of determinant 1.
EXAMPLE 1.9 Let .V;q/ be a nondegenerate quadratic space (see I, 18b). Recall that this
means that V is a ﬁnite-dimensional vector space and q is a nondegenerate quadratic form
on V with associated symmetric form . Recall (I, 18.7) that the Witt index of .V;q/ is
the maximum dimension of an isotropic subspace of V . If the Witt index is r, then V is an
orthogonal sum
V D H1 ? ::: ? Hr ? V1 (Witt decomposition)
whereeachHi isahyperbolicplaneandV1 isanisotropic(I,18.9). Theassociatedalgebraic
group SO.q/ is split if and only if its Witt index is as large as possible.
(a) Case dimV D n is even, say, n D 2r. When the Witt index is as large as possible
there is a basis for which the matrix2 of the form is
 
0 I
I 0
!
, and so
q.x1;:::;xn/ D x1xrC1CCxrx2r:
2Recall that SO.q/ consists of the automorphs of this matrix with determinant 1, i.e., SO.q/.R/ consists
of the nn matrices A with entries in R and determinant 1 such that At
 
0 I
I 0
!
A D
 
0 I
I 0
!
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Note that the subspace of vectors
.;:::;
r
;0;:::;0/
is totally isotropic. The algebraic subgroup consisting of the diagonal matrices of the form
diag.a1;:::;ar;a 1
1 ;:::;a 1
r /
is a split maximal torus in SO.q/.
(b) Case dimV D n is odd, say, n D 2r C1. When the Witt index is as large as possible
there is a basis for which the matrix of the form is
0
B
@
1 0 0
0 0 I
0 I 0
1
C
A, and so
q.x0;x1;:::;xn/ D x2
0 Cx1xrC1CCxrx2r:
The algebraic subgroup consisting of the diagonal matrices of the form
diag.1;a1;:::;ar;a 1
1 ;:::;a 1
r /
is a split maximal torus in SO.q/.
Notice that any two nondegenerate quadratic spaces with largest Witt index and the
same dimension are isomorphic. In the rest of the notes, I’ll refer to these groups as the
split SOn’s.
EXAMPLE 1.10 LetV Dk2n, andlet  betheskew-symmetricformwithmatrix
 
0 I
 I 0
!
,
so
 .E x; E y/ D x1ynC1CCxny2n xnC1y1  x2nyn:
The corresponding symplectic group Spn is split, and the algebraic subgroup consisting of
the diagonal matrices of the form
diag.a1;:::;ar;a 1
1 ;:::;a 1
r /
is a split maximal torus in Spn.
1d The program
1.11 A reductive group G over k is split if it contains a split maximal torus3 T, i.e., a
split torus T  G such Tksep is maximal in Gksep. A split reductive group is a pair .G;T/
consisting of a reductive group G and a split maximal torus T:
1.12 Any two split maximal tori in G are conjugate by an element of G.k/ (see 3.22); in
particular, the isomorphism class of .G;T/ depends only on G.
1.13 To each split reductive group .G;T/ we attach a more elementary object, namely, its
root datum 	.G;T/ (see 2). The root datum 	.G;T/ determines .G;T/ up to isomor-
phism, and every root datum arises from a pair .G;T/.
3Not to be confused with a maximal split torus in G, which is a torus that is maximal among the split tori
in G. A split maximal torus is a maximal split torus, but the converse need not be true.338 V. The Structure of Reductive Groups: the split case
1.14 We study, and classify, the root data.
1.15 Since knowing the root datum of .G;T/ is equivalent to knowing .G;T/, we should
be able to read off information about the structure of G and its representations from the root
datum. This is true.
1.16 The root data have nothing to do with the ﬁeld! In particular, we see that for each
reductive group G over kal, there is (up to isomorphism) exactly one split reductive group
over k that becomes isomorphic to G over kal. However, there will in general be many
nonsplit groups, and so we are left with the problem of understanding them (Chapter VI).
In linear algebra and the theory of algebraic groups, one often needs the ground ﬁeld to
be algebraically closed in order to have enough eigenvalues (and eigenvectors). By requir-
ing that the group contains a split maximal torus, we ensure that there are enough eigenval-
ues without having to make an assumption on the ground ﬁeld.
2 The root datum of a split reductive group
2a Roots
Let .G;T/ be a split reductive group. Then G acts on g D Lie.G/ via the adjoint represen-
tation
AdWG ! GLg
(II, 1g). In particular, T acts on g, and so it decomposes as
g D g0
M
g
where g0 is the subspace on which T acts trivially, and g is the subspace on which T acts
through the nontrivial character  (I, 14.15). The nonzero  occurring in this decomposition
are called the roots of .G;T/. They form a ﬁnite subset R of X.T/.
NOTES There is probably some inconsistency my notations for root data: R.G;T/, .G;T/, and
	.G;T/ all seem to be used. Conrad et al. 2010 write R D .G;T/ in 3.2.2, p. 94, and R.G;T/ D
.X.T/;.G;T/;X.T/;.G;T/_/ in 3.2.5, p. 96.
2b Example: GL2
Here
g D gl2 D M2.k/ with A;B D AB  BA;
and
T D
( 
x1 0
0 x2
!
 
 
x1x2 ¤ 0
)
:
Therefore,
X.T/ D Z1Z2; where

x1 0
0 x2
 a1Cb2
7            ! xa
1xb
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The torus T acts on g by conjugation,
 
x1 0
0 x2
! 
a b
c d
! 
x 1
1 0
0 x 1
2
!
D
 
a x1
x2b
x2
x1c d
!
:
Write Eij for the matrix with a 1 in the ijth-position, and zeros elsewhere. Then T acts
triviallyong0 DhE11;E22i, throughthecharacter D1 2 ong DhE12i, andthrough
the character   D 2 1 on g  D hE21i.
Thus, R D f; g where  D 1  2. When we use 1 and 2 to identify X.T/
with ZZ, R becomes identiﬁed with f.e1 e2/g:
2c Example: SL2
Here
g D sl2 D
( 
a b
c d
!
2 M2.k/

  

aCd D 0
)
;
and
T D
( 
x 0
0 x 1
!)
:
Therefore,
X.T/ D Z where
 
x 0
0 x 1
!

7 ! x:
Again T acts on g by conjugation,
 
x 0
0 x 1
! 
a b
c  a
! 
x 1 0
0 x
!
D
 
a x2b
x 2c  a
!
Therefore, the roots are  D 2 and   D  2. When we use  to identify X.T/ with Z,
R becomes identiﬁed with f2; 2g:
2d Example: PGL2
Recall that this is the quotient of GL2 by its centre: PGL2 DGL2=Gm. For all ﬁelds R k,
PGL2.R/ D GL2.R/=R. In this case,
g D pgl2 D gl2=fscalar matricesg;
and
T D
( 
x1 0
0 x2
! 
 
 
x1x2 ¤ 0
),( 
x 0
0 x
!
 
 
x ¤ 0
)
:
Therefore,
X.T/ D Z where
 
x1 0
0 x2
!

7 !
x1
x2
;
and T acts on g by conjugation:
 
x1 0
0 x2
! 
a b
c d
! 
x 1
1 0
0 x 1
2
!
D
 
a x1
x2b
x2
x1c d
!
:
Therefore, the roots are  D  and   D  . When we use  to identify X.T/ with Z, R
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2e Example: GLn
Here
g D gln D Mn.k/ with A;B D AB  BA;
and
T D
( 
x1 0
:::
0 xn
! 
 
 
x1xn ¤ 0
)
:
Therefore,
X.T/ D
M
1inZi;
 
x1 0
:::
0 xn
!
i 7 ! xi:
The torus T acts on g by conjugation:
 
x1 0
:::
0 xn
!0
B
@
a11   a1n
: : : aij
: : :
: : :
: : :
an1   ann
1
C
A
0
@
x 1
1 0
:::
0 x 1
n
1
A D
0
B
B B
@
a11  
x1
xn a1n
: : :
xi
xj
aij
: : :
: : :
: : :
xn
x1 an1   ann
1
C
C C
A
:
Write Eij for the matrix with a 1 in the ijth-position, and zeros elsewhere. Then T acts
trivially on g0 D hE11;:::;Enni and through the character ij D i  j on gij D hEiji.
Therefore
R D fij j 1  i;j  n; i ¤ jg:
When we use the i to identify X.T/ with Zn, then R becomes identiﬁed with
fei  ej j 1  i;j  n; i ¤ jg
where e1;:::;en is the standard basis for Zn.
2f Deﬁnition of a root datum
DEFINITION 2.1 A root datum is a quadruple 	 D .X;R;X_;R_/ where4
 X;X_ are free Z-modules of ﬁnite rank in duality by a pairing h ; iWX X_ ! Z,
 R;R_ are ﬁnite subsets of X and X_ in bijection by a map  $ _,
satisfying the following conditions
(rd1) h;_i D 2 for all  2 R;
(rd2) s.R/  R for all  2 R; where s is the homomorphism X ! X deﬁned by
s.x/ D x hx;_i; x 2 X,  2 R;
(rd3) the group of automorphisms W.	/ of X generated by the s for  2 R is ﬁnite.
4More accurately, it is an ordered sextuple,
.X;X_;h ; i;;_; ! _/;
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Note that (rd1) implies that
s./ D  ;
and that the converse holds if  ¤ 0. Moreover, because s./ D  ,
s.s.x// D s.x hx;_i/ D .x hx;_i/ hx;_is./ D x;
i.e.,
s2
 D 1:
Clearly, also s.x/Dx if hx;_iD0. Thus, s should be considered an “abstract reﬂection
in the hyperplane orthogonal to _”.
The elements of R and R_ are called the roots and coroots of the root datum (and _
is the coroot of ). The group W D W.	/ of automorphisms of X generated by the s for
 2 R is called the Weyl group of the root datum.
We want to attach to each pair .G;T/ consisting of a split reductive group G and split
maximal torus T, a root datum 	.G;T/ with
X D X.T/;
R D roots;
X_ D X.T/ with the pairing X.T/X.T/ ! Z in (167), p. 335
R_ D coroots (to be deﬁned).
2g First examples of root data
EXAMPLE 2.2 Let G D SL2. Here
X D X.T/ D Z;
 x 0
0 x 1
 
7 ! x
X_ D X.T/ D Z; t

7 !
  t 0
0 t 1

R D f; g;  D 2
R_ D f_; _g; _ D :
Note that
t

7 !
  t 0
0 t 1
 2
7 ! t2
and so
h;_i D 2I
in fact, we had only one choice for _. As always,
s./ D  ; s. / D 
etc., and so s.R/  R. Finally, s has order 2, and so W.	/ D f1;sg is ﬁnite. Hence
	.SL2;T/ is a root system, isomorphic to
.Z;f2; 2g;Z;f1; 1g/
with the canonical pairing hx;yi D xy and the bijection 2 $ 1,  2 $  1.342 V. The Structure of Reductive Groups: the split case
EXAMPLE 2.3 Let G D PGL2. Here
R_ D f_; _g; _ D 2:
In this case 	.PGL2;T/ is a root system, isomorphic to
.Z;f1; 1g;Z;f2; 2g/:
REMARK 2.4 If  is a root, then so also is  , and there exists an _ such that h;_i D
2. It follows immediately, that the above are the only two root data with X D Z and R
nonempty. There is also the root datum
.Z;;;Z;;/;
which is the root datum of the reductive group Gm.
EXAMPLE 2.5 Let G D GLn. Here
X D X.Dn/ D
M
i Zi; diag.x1;:::;xn/
i 7 ! xi
X_ D X.Dn/ D
M
i Zi; t
i 7 ! diag.1;:::;1;
i
t;1;:::;1/
R D fij j i ¤ jg; ij D i  j
R_ D f_
ij j i ¤ jg; _
ij D i  j:
Note that
t
i j
7 ! diag.1;:::;
i
t;:::;
j
t 1;:::/
i j
7 ! t2
and so
hij;_
iji D 2:
Moreover, s.R/  R for all  2 R. We have, for example,
sij.ij/ D  ij
sij.ik/ D ik  hik;_
ijiij
D ik  hi;iiij .if k ¤ i;j)
D i  k  .i  j/
D jk
sij.kl/ D kl .if k ¤ i;j, l ¤ i;j).
Finally, let E.ij/ be the permutation matrix in which the ith and jth rows have been
swapped. The action
A 7! E.ij/AE.ij/ 1
of Eij on GLn by inner automorphisms stabilizes T and swaps xi and xj. Therefore, it acts
on X D X.T/ as sij. This shows that the group generated by the sij is isomorphic to
the subgroup of GLn generated by the E.ij/, which is isomorphic to Sn. In particular, W
is ﬁnite.
Therefore, 	.GLn;Dn/ is a root datum, isomorphic to
.Zn;fei  ej j i ¤ jg;Zn;fei  ej j i ¤ jg
equipped with the pairing hei;eji D ij and the bijection .ei  ej/_ D ei  ej. Here, as
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In the above examples we wrote down the coroots without giving any idea of how to
ﬁnd (or even deﬁne) them. Before deﬁning them, we need to state some general results on
reductive groups.
2h Semisimple groups of rank 0 or 1
The rank of a reductive group is the dimension of a maximal torus, i.e., it is the largest r
such that Gkal contains a subgroup isomorphic to Gr
m. Since all maximal tori in Gkal are
conjugate (see 3.22 below), the rank is well-deﬁned.
THEOREM 2.6 (a) Every semisimple group of rank 0 is trivial.
(b) Every semisimple group of rank 1 over an algebraically closed ﬁeld is isomorphic
to SL2 or PGL2.
PROOF. (a) Let G be a semisimple group of rank 0. We may assume that k is algebraically
closed. If all the elements of G.k/ are unipotent, then G is solvable (I, 15.2), and hence
trivial (being semisimple). Otherwise, G.k/ contains a semisimple element (I, 10.18). The
smallest algebraic subgroup H of G such that H.k/ contains the element is commutative,
and therefore decomposes into Hs Hu (I, 16.12). If all semisimple elements of G.k/ are
of ﬁnite order, then G is ﬁnite, and hence trivial (being connected). If G.k/ contains a
semisimple element of inﬁnite order, then H
s is a nontrivial torus, and so G is not of rank
0.
(b) One shows that G contains a solvable subgroup B such that G=B  P1. From this
one gets a nontrivial homomorphism G ! Aut.P1/ ' PGL2. See Theorem 3.40 below or
Springer 1998, 7.3.2. 2
2i Centralizers and normalizers
Let H be a subgroup of an algebraic group G. Recall (I, 7f) that normalizer of H in G is
the algebraic subgroup N D NG.H/ of G such that, for any k-algebra R,
N.R/ D fg 2 G.R/ j gH.R0/g 1 D H.R0/ for all R-algebras R0g;
and that the centralizer of H in G is the algebraic subgroup C D CG.T/ of G such that, for
any k-algebra R,
C.R/ D fg 2 G.R/ j gh D hg for all h 2 H.R0/ and all R-algebras R0g:
If H.k0/ is dense H for some ﬁeld k0  k, then
N.k/ D G.k/\NG.k0/.H.k0//
C.k/ D G.k/\CG.k0/.H.k0//:
This last applies when H is smooth, for example a torus, and k0 D ksep.
THEOREM 2.7 Let T be a torus in a reductive group G.
(a) The centralizer CG.T/ of T in G is a reductive group; in particular, it is smooth and
connected.
(b) The identity component of the normalizer NG.T/ of T in G is CG.T/; therefore,
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(c) The torus T is maximal if and only if T D CG.T/:
PROOF. (a) We defer the proof to the next section (and the next version of the notes; cf.
3.44).
(b) Certainly NG.T/  CG.T/ D CG.T/. But NG.T/=CG.T/ acts faithfully on T,
and so is trivial by rigidity (I, 14.32). For any algebraic group H, the quotient H=H is a
ﬁnite ´ etale group (almost by deﬁnition; see I, 13.17).
(c) Certainly, if CG.T/ D T, then T is maximal because any torus containing T is
contained in CG.T/. Conversely, CG.T/ is a reductive group containing T as a maximal
torus, and so Z.CG.T// is a torus (1.4) containing T and therefore equal to it. Hence
CG.T/=T is a semisimple group (1.4) of rank 0, and so is trivial (2.6). Thus CG.T/ D
Z.CG.T// D T. 2
The quotient W.G;T/ D NG.T/=CG.T/ is called the Weyl group of .G;T/. It is a
constant ´ etale algebraic group5 when T is split, and so may be regarded simply as a ﬁnite
group.
2j Deﬁnition of the coroots
LEMMA 2.8 Let .G;T/ be a split reductive group. The action of W.G;T/ on X.T/
stabilizes R.
PROOF. Take k D kal. Let s normalize T (and so represent an element of W ). Then s acts
on X.T/ (on the left) by
.s/.t/ D .s 1ts/:
Let  be a root. Then, for x 2 g and t 2 T.k/,
t.sx/ D s.s 1ts/x D s..s 1ts/x/ D .s 1ts/sx;
and so T acts on sg through the character s, which must therefore be a root. [This is at
least the third proof of this.] 2
PROPOSITION 2.9 Let .G;T/ be a split reductive group, and let R  X
def D X.T/ be its
root system.
(a) For each  2 R, there exists a unique subgroup U of G isomorphic to Ga such that,
for any isomorphism uWGa ! U,
t u.a/t 1 D u..t/a/, all t 2 T.kal/, a 2 G.kal/:
(b) For a root  of .G;T/, let T D Ker./, and let G be centralizer of T. Then
W.G;T/ contains exactly one nontrivial element s, and there is a unique _ 2
X.T/ such that
s.x/ D x hx;_i; for all x 2 X.T/: (168)
Moreover, h;_i D 2.
5That is, W.R/ is the same ﬁnite group for all integral domains R. Roughly speaking, the reason for this
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(c) For each root  of .G;T/, G is the afﬁne subgroup of G generated by T, U, and
U .
We prove this after giving an application and some examples. The group U in (a) is
called the root group of .
THEOREM 2.10 For any split reductive group .G;T/, the system
.X.T/;R;X.T/;R_/
with R_ D f_ j  2 Rg and the map  7! _WR ! R_ determined by (168) is a root
datum.
PROOF. We noted in (2.9b) that (rd1) holds. The s attached to  lies in W.G;T/ 
W.G;T/, and so stabilizes R by the lemma. Finally, all s lie in the Weyl group W.G;T/,
and so they generate a ﬁnite group (in fact, the generate exactly W.G;T/; see 3.43). 2
EXAMPLE 2.11 Let G D SL2, and let  be the root 2. Then T D 1 and G D G. The
unique s ¤ 1 in W.G;T/ is represented by
 
0 1
 1 0
!
;
and the unique _ for which (168) holds is .
EXAMPLE 2.12 Let G D GLn, and let  D 12 D 1 2. Then
T D fdiag.x;x;x3;:::;xn/ j xxx3:::xn ¤ 1g
and G consists of the invertible matrices of the form
0
B B
B B B
B B
@
  0 0
  0 0
0 0  0
:::
: : :
0 0 0  
1
C C
C C
C C C
A
:
Clearly
n D
0
B B
B B
B B
B
@
0 1 0 0
1 0 0 0
0 0 1 0
:::
: : :
0 0 0  1
1
C C
C C
C C
C
A
represents the unique nontrivial element s of W.G;T/. It acts on T by
diag.x1;x2;x3;:::;xn/ 7 ! diag.x2;x1;x3;:::;xn/:
For x D m11CCmnn,
sx D m21Cm12Cm33CCmnn
D x hx;1 2i.1 2/:
Thus (168), p. 344, holds if and only if 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SKETCH OF THE PROOF OF PROPOSITION 2.9.
The key point is that the derived group of G is a semisimple group of rank one and T
is a maximal torus of G. Thus, we are essentially in the case of SL2 or PGL2, where
everything is obvious (see above). Note that the uniqueness of _ follows from that of s.
For GLn, the coroot _
ij of ij is
t 7! diag.1;:::;1;
i
t;1;:::;1;
j
t 1;1;:::;1/:
Clearly hij;_
iji D ij _
ij D 2.
LEMMA 2.13 Let G be the subgroup of G of semisimple rank 1 generated by T, U, and
U , and let w 2 G represent the nontrivial element of the Weyl group of .G;T/. Then
there is a unique _ 2 X_ such that
w D  h;_i all  2 X: (169)
PROOF. Let  2 X D X.T/. We ﬁrst show that there exists a G-module V such that
V ¤ 0. To see this, regard  as an element of O.T/, and let f be an element of O.G/
that restricts to it. Let V be any ﬁnite-dimensional subspace of O.G/ containing f and
stable under G (I, 8i). For v 2 V ,
u.a/v D
X
i0aivi; some vi 2 V; (170)
because u.a/ is a polynomial in a. If v 2 V  for some   2 X, then vi 2 V Ci. This
is a simple calculation using (170) and the deﬁnition of U. We have that V ¤ 0 and that P
i2ZVCi is invariant under T, U, and U , and hence also under G and w. Thus
w D Ci for some i 2 Z, and the map  7!  i deﬁnes an _ 2 X_ for which (169)
holds; and clearly _ is unique. 2
It follows that h;_i D 2, either because w D   or because w2
 D 1, both of
which hold because the semisimple rank of G is 1. If we extend scalars Z ! R and X_ is
identiﬁed with X via any w-invariant positive deﬁnite bilinear form, then _ takes on the
familiarform.2=.;// sothatthelemmaimpliesthatimportantfactthat2.;/=.;/2
Z for any two roots ;.
2k Computing the centre
PROPOSITION 2.14 (a) Every maximal torus T in a reductive algebraic group G contains
the centre Z D Z.G/ of G.
(b) The kernel of AdWT ! GLg is Z.G/.
PROOF. (a) Clearly Z  CG.T/, but (see 2.7), CG.T/ D T.
(b) In characteristic zero, the kernel of AdWG ! GLg is Z.G/ (II, 5.29), and so the
kernel of AdjT is Z.G/\T D Z.G/. In general, Ker.Ad/=Z.G/ is a unipotent group (II,
4.3). Therefore, the image of Ker.AdjT/ in Ker.Ad/=Z.G/ is trivial, which implies that
Ker.AdjT/  Z.G/. The reverse inclusion follows from (a). 22. The root datum of a split reductive group 347
From the proposition,
Z.G/ D Ker.AdjT/ D
\
2RKer./:
We can use this to compute the centres of groups. For example,
Z.GLn/ D
\
i¤j Ker.i  j/ D
( 
x1 0
:::
0 xn
!  
 

x1 D x2 D  D xn ¤ 0
)
;
Z.SL2/ D Ker.2/ D
 x 0
0 x 1

j x2 D 1
	
D 2;
Z.PGL2/ D Ker./ D 1:
On applying X to the exact sequence
0 ! Z.G/ ! T
t7!.:::;.t/;:::/
                    !
Y
2RGm (171)
we get (I, 14.20) an exact sequence
M
2RZ
.:::;m;:::/7!
P
m
                          ! X.T/ ! X.Z.G// ! 0;
and so
X.Z.G// D X.T/=fsubgroup generated by Rg. (172)
For example,
X.Z.GLn// ' Zn=hei  ej j i ¤ ji
.a1;:::;an/7!
P
ai
                      !
' Z;
X.Z.SL2// ' Z=.2/;
X.Z.PGL2// ' Z=Z D 0:
2l Semisimple and toral root data
DEFINITION 2.15 A root datum is semisimple if R generates a subgroup of ﬁnite index in
X.
PROPOSITION 2.16 A split reductive group is semisimple if and only if its root datum is
semisimple.
PROOF. Areductivegroupissemisimpleifandonlyifitscentreisﬁnite, andsothisfollows
from (172), p. 347. 2
DEFINITION 2.17 A root datum is toral if R is empty.
PROPOSITION 2.18 A split reductive group is a torus if and only if its root datum is toral.
PROOF. If the root datum is toral, then (172), p. 347, shows that Z.G/ D T. Hence DG
has rank 0, and so is trivial. It follows that G D T. Conversely, if G is a torus, the adjoint
representation is trivial and so g D g0. 2348 V. The Structure of Reductive Groups: the split case
2m The main theorems
Let .G;T/ be a split reductive group, with root datum 	.G;T/:
THEOREM 2.19 Let T 0 be a split maximal torus in G. Then T 0 is conjugate to T by an
element of G.k/.
PROOF. See 3.22, 3.23 below. (When k has characteristic zero and G is semisimple, this
was proved in III, 3.17.) 2
EXAMPLE 2.20 Let G D GLV , and let T be a split torus. A split torus is (by deﬁnition)
diagonalizable, i.e., there exists a basis for V such that T  Dn. Since T is maximal, it
equals Dn. This proves the theorem for GLV since any two bases are conjugate by an
element of GLV .k/.
It follows that the root datum attached to .G;T/ depends only on G (up to isomor-
phism).
THEOREM 2.21 (EXISTENCE) Everyreducedrootdatumarisesfromasplitreductivegroup
.G;T/.
PROOF. See Section 6 below (or Springer 1998, 16.5). 2
A root datum is reduced if the only multiples of a root  that can also be a root are 
and  .
THEOREM 2.22 (ISOMORPHISM) Every isomorphism 	.G;T/ ! 	.G0;T 0/ of root data
arises from an isomorphism .G;T/ ! .G0;T 0/.
PROOF. See Section 7 below Springer 1998, 16.3.2. 2
In fact, with the appropriate deﬁnitions, every isogeny of root data (or even epimor-
phism of root data) arises from and isogeny (or epimorphism) of split reductive groups
.G;T/ ! .G0;T 0/.
Later we shall deﬁne the notion of a base for a root datum. If bases are ﬁxed for .G;T/
and .G0;T 0/, then ' can be chosen to send one base onto the other, and it is then unique up
to composition with a homomorphism inn.t/ such that t 2 T.kal/ and .t/ 2 k for all .
2n Examples
We now work out the root datum attached to each of the classical split semisimple groups.
In each case the strategy is the same. We work with a convenient form of the group G in
GLn. We ﬁrst compute the weights of the split maximal torus of G on gln, and then check
that each nonzero weight occurs in g (in fact, with multiplicity 1). Then for each  we ﬁnd
a natural copy of SL2 (or PGL2) centralizing T, and use it to ﬁnd the coroot _.2. The root datum of a split reductive group 349
EXAMPLE (An): SLnC1.
Let G be SLnC1 and let T be the algebraic subgroup of diagonal matrices:
fdiag.t1;:::;tnC1/ j t1tnC1 D 1g:
Then
X.T/ D
M
Zi
.
Z;
(
diag.t1;:::;tnC1/
i 7 ! ti
 D
P
i
X.T/ D f
P
aii j
P
ai D 0g; t
P
aii
7 ! diag.ta1;:::;tan/; ai 2 Z;
with the obvious pairing h ; i. Write N i for the class of i in X.T/. Then all the characters
N i   N j, i ¤j, occurasroots, andtheircorootsarerespectivelyi  j, i ¤j. Thisfollows
easily from the calculation of the root datum of GLn.
EXAMPLE (Bn): SO2nC1:
Consider the symmetric bilinear form  on k2nC1,
.E x; E y/ D 2x0y0Cx1ynC1CxnC1y1CCxny2nCx2nyn
Then SO2nC1
def D SO./ consists of the 2nC12nC1 matrices A of determinant 1 such
that
.AE x;AE y/ D .E x; E y/;
i.e., such that
At
0
B
@
1 0 0
0 0 I
0 I 0
1
C
AA D
0
B
@
1 0 0
0 0 I
0 I 0
1
C
A:
The Lie algebra of SO2nC1 consists of the 2nC12nC1 matrices A of trace 0 such that
.AE x; E y/ D  .E x;AE y/;
(II, 1.22), i.e., such that
At
0
B
@
1 0 0
0 0 I
0 I 0
1
C
A D  
0
B
@
1 0 0
0 0 I
0 I 0
1
C
AA:
Take T to be the maximal torus of diagonal matrices
diag.1;t1;:::;tn;t 1
1 ;:::;t 1
n /
Then
X.T/ D
M
1inZi; diag.1;t1;:::;tn;t 1
1 ;:::;t 1
n /
i 7 ! ti
X.T/ D
M
1inZi; t
i 7 ! diag.1;:::;
iC1
t ;:::;1/
with the obvious pairing h ; i. All the characters
i; i j; i ¤ j
occur as roots, and their coroots are, respectively,
2i; i j; i ¤ j:350 V. The Structure of Reductive Groups: the split case
EXAMPLE (Cn): Sp2n.
Consider the skew symmetric bilinear form k2nk2n ! k;
.E x; E y/ D x1ynC1 xnC1y1CCxny2n x2nyn:
Then Sp2n consists of the 2n2n matrices A such that
.AE x;AE y/ D .E x; E y/;
i.e., such that
At
 
0 I
 I 0
!
A D
 
0 I
 I 0
!
:
The Lie algebra of Spn consists of the 2n2n matrices A such that
.AE x; E y/ D  .E x;AE y/;
i.e., such that
At
 
0 I
 I 0
!
D  
 
0 I
 I 0
!
A:
Take T to be the maximal torus of diagonal matrices
diag.t1;:::;tn;t 1
1 ;:::;t 1
n /:
Then
X.T/ D
M
1inZi; diag.t1;:::;tn;t 1
1 ;:::;t 1
n /
i 7 ! ti
X.T/ D
M
1inZi; t
i 7 ! diag.1;:::;
i
t;:::;1/
with the obvious pairing h ; i. All the characters
2i; i j; i ¤ j
occur as roots, and their coroots are, respectively,
i; i j; i ¤ j:
EXAMPLE (Dn): SO2n.
Consider the symmetric bilinear form k2nk2n ! k;
.E x; E y/ D x1ynC1CxnC1y1CCxny2nCx2ny2n:
Then SOn D SO./ consists of the nn matrices A of determinant 1 such that
.AE x;AE y/ D .E x; E y/;
i.e., such that
At
 
0 I
I 0
!
A D
 
0 I
I 0
!
:3. Borel ﬁxed point theorem and applications 351
The Lie algebra of SOn consists of the nn matrices A of trace 0 such that
.AE x; E y/ D  .E x;AE y/;
i.e., such that
At
 
0 I
I 0
!
D  
 
0 I
I 0
!
A:
When we write the matrix as
 
A B
C D
!
, then this last condition becomes
ACDt D 0; C CCt D 0; B CBt D 0:
Take T to be the maximal torus of matrices
diag.t1;:::;tn;t 1
1 ;:::;t 1
n /
and let i, 1  i  r, be the character
diag.t1;:::;tn;t 1
1 ;:::;t 1
n / 7! ti:
All the characters
i j; i ¤ j
occur, and their coroots are, respectively,
i j; i ¤ j:
REMARK 2.23 The subscript on An, Bn, Cn, Dn denotes the rank of the group, i.e., the
dimension of a maximal torus.
3 Borel ﬁxed point theorem and applications
3a Brief review of algebraic geometry
We need the notion of an algebraic variety (not necessarily afﬁne). To keep things simple,
I assume that k is algebraically closed, and I use the conventions of my notes AG. Thus, an
algebraic variety over k is topological space X together with a sheaf OX such that OX.U/
is a k-algebra of functions U ! k; it is required that X admits a ﬁnite open covering
X D
S
Ui such that, for each i, .Ui;OXjUi/ is isomorphic to SpmAi for some ﬁnitely
generated reduced k-algebra Ai; ﬁnally, X is required to be separated.
3.1 A projective variety is a variety that can be realized as a closed subvariety of some
projective space Pn. In particular, any closed subvariety of a projective variety is projective.
3.2 Let V be a vector space of dimension n over k.
(a) The set P.V / of one-dimensional subspaces of V is in a natural way a projective
variety: in fact the choice of a basis for V deﬁnes a bijection P.V / $ Pn 1.
(b) Let Gd.V / be the set of d-dimensional subspaces of V . When we ﬁx a basis for V ,
thechoiceofabasisforS determinesad nmatrixA.S/whoserowsarethecoordinatesof
the basis elements. Changing the basis for S multiplies A.S/ on the left by an invertible d 352 V. The Structure of Reductive Groups: the split case
d matrix. Thus, the family of d d minors of A.S/ is determined by S up to multiplication
by a nonzero constant, and so deﬁnes a point P.S/ of P.
n
d/ 1: One shows that S 7! P.S/
is a bijection of Gd.V / onto a closed subset of P.
n
d/ 1 (called a Grassmann variety; AG
6.26). For a d-dimensional subspace S of V , the tangent space
TS.Gd.V // ' Hom.S;V=S/
(ibid. 6.29).
(c) For any sequence of integers n > dr > dr 1 >  > d1 > 0 the set of ﬂags
Vr    V1
with Vi a subspace of V of dimension di has a natural structure of a projective algebraic
variety (called a ﬂag variety; AG p. 131).
3.3 An algebraic variety X is said to be complete if, for all algebraic varieties T, the
projection map X T ! T is closed (AG 7.1). Every projective variety is complete (AG
7.7). If X is complete, then its image under any regular map X !Y is closed and complete
(AG 7.3). An afﬁne variety is complete if and only if it has dimension zero, and so is a ﬁnite
set of points (AG 7.5).
3.4 A regular map f WX !S is proper if, for all regular maps T !S, the map X S T !
T is closed. If f WX ! S is proper, then, for any complete subvariety Z of X, the image
f Z of Z in S is complete (AG 8.26); moreover, X is complete if S is complete (AG 8.24).
Finite maps are proper because they are closed (AG 8.7) and the base change of a ﬁnite map
is ﬁnite.
3.5 A regular map 'WY ! X is said to be dominant if its image is dense in X. If '
is dominant, then the map f 7! ' f WOX.X/ ! OY.Y / is injective, and so, when X
and Y are irreducible, ' deﬁnes a homomorphism k.X/ ! k.Y / of the ﬁelds of rational
functions. A dominant map Y ! X of irreducible varieties is said to be separable when
k.Y / is separably generated over k.X/, i.e., it is a ﬁnite separable extension of a purely
transcendental extension of k.X/. A regular map 'WY ! X of irreducible varieties is
dominant and separable if and only if there exists a nonsingular point y 2 Y such x D '.y/
is nonsingular and the map d'WTy.Y /!Tx.X/ is surjective (in which case, the set of such
points y is open.
3.6 A bijective regular map of algebraic varieties need not be an isomorphism. For ex-
ample, x 7! xpWA1 ! A1 in characteristic p corresponds to the map of k-algebras T 7!
T pWkT ! kT, which is not an isomorphism, and
t 7! .t2;t3/WA1 ! fy2 D x3g  A2
corresponds to the map kt2;t3 ,! kt, which is not an isomorphism. In the ﬁrst example,
themapisnotseparable, andinthesecondthecurvey2 Dx3 isnotnormal. Everyseparable
bijective map 'WY ! X with X normal is an isomorphism (AG 10.12 shows that ' is
birational, and AG 8.19 then shows that it is an isomorphism).3. Borel ﬁxed point theorem and applications 353
3.7 The set of nonsingular points of a variety is dense and open (AG 5.18). Therefore, an
algebraic variety on which an algebraic group acts transitively by regular maps is nonsin-
gular (cf. AG 5.20). As a nonsingular point is normal (i.e., OX;x is integrally closed; see
CA 17.5), the same statements hold with “nonsingular” replaced by “normal”.6
3b Quotients
In Chapter I, we deﬁned the quotient of an algebraic group G by a normal algebraic sub-
group N. Now we need to consider the quotient of G by an arbitrary algebraic subgroup
H.
We continue with the conventions of the last subsection: k is algebraically closed, and
we consider only reduced (hence smooth) algebraic groups.
3.8 Let G be a smooth algebraic group. An action of G on a variety X is a regular map
G X ! X such that the underlying map of sets is an action of the abstract group G on
the set X. Every orbit for the action is open in its closure, and every orbit of minimum
dimension is closed. In particular, each orbit is a subvariety of X and there exist closed
orbits. The isotropy group Go at a point o of X is the pre-image of o under the regular map
g 7! goWG ! X, and so is an afﬁne algebraic subgroup of G). (AG 10.6.)
3.9 Let H be a smooth subgroup of the smooth algebraic group G. A quotient of G by
H is an algebraic variety X together with a transitive action G X ! X of G and a point
o ﬁxed by H having the following universal property: for any variety X0 with action of G
and point o0 of X0 ﬁxed by H, the regular map
.g;o0/ 7! go0WGX ! X0
factors through X (as a regular map). Clearly, a quotient is unique (up to a unique isomor-
phism) if it exists.
3.10 Let H be a smooth subgroup of a connected smooth algebraic group G, and consider
a transitive action G X ! X of G on a variety X. Suppose that there exists a point o in
X such that the isotropy group Go at o is H. The pair .X;o/ is a quotient of G by H if and
only if the map
g 7! goWG
'
 ! X
is separable. The ﬁbres of the map ' are the conjugates of H. In particular, they all have
dimension dimH, and so
dimX D dimG dimH
(AG 10.9). The map
.d'/eWTeG ! TeX
contains TeH in its kernel. As dimTeG D dimG and dimTeH D dimH (because G and
H are smooth), we see that .d'/e is surjective if and only if its kernel is exactly TeH.
Therefore .X;o/ is a quotient of G by H if Ker..d'/e D Lie.H/ (by (3.5) and (3.10)).
6The proof that nonsingular points are normal is quite difﬁcult. It is possible to avoid it by showing directly
that the set of normal points in an algebraic variety is open and dense (Springer 1998, 5.2.11).354 V. The Structure of Reductive Groups: the split case
PROPOSITION 3.11 A quotient exists for every smooth subgroup H of a smooth algebraic
group G. It is a quasi-projective algebraic variety, and the isotropy group of the distin-
guished point is H.
PROOF. As in the case of a normal subgroup, a key tool in the proof is Chevalley’s theorem
(I, 8.57): there exists a representation G ! GLV and a one-dimensional subspace L in V
such that H is the stabilizer of L. The action of G on V deﬁnes a action
GP.V / ! P.V /
of the algebraic group G on the algebraic variety P.V /. Let X be the orbit of L in P.V /,
i.e., X DGL. Then X is a subvariety of P.V /, and so it is quasi-projective (because P.V /)
is projective). Let ' be the map g 7! gLWG ! X. It follows from II, 2.15, that the kernel
of .d'/e is h, and so the map is separable. This implies that X is a quotient of G by H. 2
We let G=H denote the quotient of G by H. Because H is the isotropy group at the
distinguished point,
.G=H/.k/ D G.k/=H.k/:
3.12 In the proof of the proposition, we showed that, for any representation .V;r/ of G
and line L such that H is the stabilizer of L, the orbit of L in P.V / is a quotient of G by
H.
3.13 Let G D GL2 and H D T2 D f. 
0 /g. Then G acts on k2, and H is the subgroup
ﬁxing the line L D f.
0/g. The proof of the proposition shows that G=H is isomorphic to
the orbit of L, but G acts transitively on the set of lines, and so G=H ' P1.
3.14 When H is normal in G, this construction of G=H agrees with that in (I 7.63). In
particular, when H is normal, G=H is afﬁne.
3.15 Let GX !X be a transitive action of a smooth algebraic G on a variety X, and let
o be a point of X. Let H be the isotropy group at o. The universal property of the quotient
shows that the map g 7! go factors through G=H. The resulting map G=H ! X is ﬁnite
and purely inseparable.
ASIDE 3.16 Quotients exist under much more general hypotheses. Let G be an afﬁne algebraic
group scheme over an arbitrary ﬁeld k, and let H be an afﬁne subgroup scheme. Then then the
associated sheaf of the presheaf R   G.R/=H.R/ is represented by an algebraic scheme G=H over
k. See DG, III, 3, 5.4, p. 341.
For any homomorphism of k-algebras R ! R0, the map G.R/=H.R/ ! G.R0/=H.R0/ is in-
jective. Therefore, the statement means that there exists a scheme G=H of ﬁnite type over k and a
morphism WG ! G=H such that,
 for all k-algebras R, the nonempty ﬁbres of the map .R/WG.R/ ! .G=H/.R/ are cosets of
H.R/;
 for all k-algebras R and x 2 .G=H/.R/, there exists a ﬁnitely generated faithfully ﬂat R-
algebra R0 and a y 2 G.R0/ lifting the image of x in .G=H/.R0/.3. Borel ﬁxed point theorem and applications 355
3c The Borel ﬁxed point theorem
THEOREM 3.17 When a smooth connected solvable algebraic group acts on an algebraic
variety, no orbit contains a complete subvariety of dimension > 0.
PROOF. Let G be a connected solvable smooth algebraic group. If the statement fails for
G acting on X, then it fails for Gkal acting on Xkal, and so we may suppose that k is
algebraically closed. We use induction on the dimension of G.
It sufﬁces to prove the statement for G acting on G=H where H is a smooth connected
subgroup of G (because any orbit of G acting on a variety has a ﬁnite covering by such a
variety G=H (3.15), and the inverse image of a complete subvariety under a ﬁnite map is
complete (3.4)).
Fix a smooth connected subgroup H of G with H ¤ G. Either H maps onto G=DG
or it doesn’t. In the ﬁrst case, DG acts transitively on G=H, and the statement follows by
induction (using I, 16.21). In the second case, we let N be the subgroup of G containing
H corresponding to the image of H in G=DG (see I, 9.14); then N is normal in G and
G=N ' Im.H/=DG.7 Consider the quotient map WG=H ! G=N. Let Z be a complete
subvariety of G=H, which we may assume to be connected. Because N is normal, G=N
is afﬁne (see 3.14), and so the image of Z in G=N is a point (see 3.3). Therefore Z is
contained in one of the ﬁbres of the map , but these are all isomorphic to N=H, and so we
can conclude by induction again. 2
THEOREM 3.18 (BOREL FIXED POINT THEOREM) Any smooth connected solvable alge-
braic group acting on a complete variety over an algebraically closed ﬁeld has a ﬁxed point.
PROOF. According to (3.8), the action has a closed orbit, which is complete, and hence is
a ﬁnite set of points (Theorem 3.17). As the group is connected, so is the orbit. 2
REMARK 3.19 It is possible to recover the Lie-Kolchin theorem (I, 16.31) from the Borel
ﬁxed point theorem. Let G be a smooth connected solvable subgroup of GLV , and let
X be the collection of maximal ﬂags in V (i.e., the ﬂags corresponding to the sequence
dimV D n > n 1 >  > 1 > 0). As noted in (3.2), this has a natural structure of a
projective variety, and G acts on it by a regular map
g;F 7! gFWGX ! X
where
g.Vn  Vn 1  / D gVn  gVn 1   :
According to the theorem, there is a ﬁxed point, i.e., a maximal ﬂag such that gF D F for
all g 2 G.k/. Relative to a basis e1;:::;en adapted to the ﬂag,8 G  Tn.
NOTES The improvement, Theorem 3.17 of Borel’s ﬁxed point theorem, is from Allcock 2009.
7The group N is connected by I, 13.21, and smooth by I, 17.1.
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3d Borel subgroups
Throughout this subsection, G is a reductive group.
DEFINITION 3.20 A Borel subgroup of G is a smooth subgroup B such that Bkal is a
maximal smooth connected solvable subgroup of Gkal.
For example, T2
def D f. 
0 /g is a Borel subgroup of GL2 (it is certainly connected and
solvable, and the only connected subgroup properly containing it is GL2, which isn’t solv-
able).
THEOREM 3.21 Let G be a reductive group over k.
 If B is a Borel subgroup of G, then G=B is projective.
 Any two Borel subgroups of G are conjugate by an element of kal.
PROOF. We may assume k D kal.
We ﬁrst prove that G=B is projective when B is a Borel subgroup of largest possible
dimension. Apply the theorem of Chevalley (I, 8.57) to obtain a representation G ! GLV
and a one-dimensional subspace L such that B is the subgroup ﬁxing L. Then B acts on
V=L, and the Lie-Kolchin theorem gives us a maximal ﬂag in V=L stabilized by B. On
pulling this back to V , we get a maximal ﬂag,
FWV D Vn  Vn 1    V1 D L  0
in V . Not only does B stabilize F, but (because of our choice of V1), B is the isotropy
group at F, and so the map G=B ! B F is ﬁnite (see 3.15). This shows that, when we
let G act on the variety of maximal ﬂags, G F is the orbit of smallest dimension, because
for any other maximal ﬂag F 0, the stabilizer H of F 0 is a solvable algebraic subgroup of
dimension at most that of B, and so
dimGF 0 D dimG dimH  dimG dimB D dimGF:
Therefore G F is closed (3.8), and hence projective variety of maximal ﬂags in V , G F
is projective. The map G=B ! G F is ﬁnite, and so G=B is complete (see 3.4). As it is
quasi-projective, this implies that it is projective.
To complete the proof of the theorems, it remains to show that for any Borel subgroups
B and B0 with B of largest possible dimension, B0  gBg 1 for some g 2 G.k/ (because
the maximality of B0 will then imply that B0 D gBg 1). Let B0 act on G=B by b0;gB 7!
b0gB. The Borel ﬁxed point theorem shows that there is a ﬁxed point, i.e., for some g 2
G.k/, B0gB  gB. Then B0g  gB, and so B0  gBg 1 as required. 2
THEOREM 3.22 Let G be a smooth connected algebraic group. All maximal tori in G are
conjugate by an element of G.kal/.
PROOF. Let T and T 0 be maximal tori. Being smooth, connected, and solvable, they are
contained in Borel subgroups, say T  B, T 0  B0. For some g 2 G, gB0g 1 D B, and
so gT 0g 1  B. Now T and gT 0g 1 are maximal tori in the B, and we know that the
theorem holds for connected solvable groups (I, 16.35). 23. Borel ﬁxed point theorem and applications 357
REMARK 3.23 We mention two stronger results.
(a) (Grothendieck): Let G be a smooth afﬁne group over a separably closed ﬁeld k.
Then any two maximal tori in G are conjugate by an element of G.k/. In Conrad
et al. 2010, Appendix A, 2.10, p. 401, it is explained how to deduce this from the
similar statement with k algebraically closed.
(b) (Borel-Tits): Let G be a smooth afﬁne group over a ﬁeld k. Then any two maximal
split tori in G are conjugate by an element of G.k/. In Conrad et al. 2010, Appendix
C, 2.3, p. 506, it is explained how to deduce this from the statement that maximal tori
in solvable groups are G.k/-conjugate.
THEOREM 3.24 For any Borel subgroup B of G, G D
S
g2G.kal/gBg 1.
SKETCH OF PROOF. Show that every element x of G is contained in a connected solvable
subgroup of G (sometimes the identity component of the closure of the group generated by
x is such a group), and hence in a Borel subgroup, which is conjugate to B (3.21). 2
THEOREM 3.25 For any torus T in G, CG.T/ is connected.
PROOF. We may assume that k is algebraically closed. Let x 2 CG.T/.k/, and let B be
a Borel subgroup of G. Then x is contained in a connected solvable subgroup of G (see
3.24), and so the Borel ﬁxed point theorem shows that the subset X of G=B of cosets gB
such that xgB DgB is nonempty. It is also closed, being the subset where the regular maps
gB 7! xgB and gB 7! gB agree. As T commutes with x, it stabilizes X, and another
application of the Borel ﬁxed point theorem shows that it has a ﬁxed point in X. In other
words, there exists a g 2 G such that
xgB D gB
TgB D gB:
Thus, bothx andT lieingBg 1 andweknowthatthetheoremholdsforconnectedsolvable
groups (I, 16.36). Therefore x 2 CG.T/. 2
3e Parabolic subgroups
In this subsection, assume that k is algebraically closed.
DEFINITION 3.26 An algebraic subgroup P of G is parabolic if G=P is projective.
THEOREM 3.27 Let G be a connected algebraic group. An algebraic subgroup P of G is
parabolic if and only if it contains a Borel subgroup.
PROOF. H) : Let B be a Borel subgroup of G. According to the Borel ﬁxed point
theorem, the action of B on G=P has a ﬁxed point, i.e., there exists a g 2 G such that
BgP D gP. Then Bg  gP and g 1Bg  P.
(H : Suppose P contains the Borel subgroup B. Then there is quotient map G=B !
G=P. Recall thatG=P isquasi-projective, i.e., canberealized asa locallyclosed subvariety
of PN for some N. Because G=B is projective, the composite G=B ! G=P ! PN has
closed image (see 3.4), but this image is G=P, which is therefore projective. 2358 V. The Structure of Reductive Groups: the split case
COROLLARY 3.28 Any connected solvable parabolic algebraic subgroup of a connected
algebraic group is a Borel subgroup.
PROOF. Because it is parabolic it contains a Borel subgroup, which, being maximal among
connected solvable groups, must equal it. 2
3f Examples of Borel and parabolic subgroups
EXAMPLE: GLV
Let G D GLV with V of dimension n. Let F be a maximal ﬂag
FWVn 1    V1
and let G.F/ be the stabilizer of F, so
G.F/.R/ D fg 2 GL.V 
R/ j g.Vi 
R/  Vi 
R for all ig:
Then G.F/ is connected and solvable (because the choice of a basis adapted to F deﬁnes an
isomorphism G.F/!Tn), and GLV =G.F/ is projective (because GL.V / acts transitively
on the space of all maximal ﬂags in V ). Therefore, G.F/ is a Borel subgroup (3.28). For
g 2 GL.V /,
G.gF/ D gG.F/g 1:
Since all Borel subgroups are conjugate, we see that the Borel subgroups of GLV are pre-
cisely the groups of the form G.F/ with F a maximal ﬂag.
Now consider G.F/ with F a (not necessarily maximal) ﬂag. Clearly F can be re-
ﬁned to a maximal ﬂag F 0, and G.F/ contains the Borel subgroup G.F 0/. Therefore it is
parabolic. Later we’ll see that all parabolic subgroups of GLV are of this form.
EXAMPLE: SO2n
Let V be a vector space of dimension 2n, and let  be a nondegenerate symmetric bilinear
formonV withWittindexn. ByatotallyisotropicﬂagwemeanaﬂagVi Vi 1 
such that each Vi is totally isotropic. We say that such a ﬂag is maximal if it has the
maximum length n.
Let
FWVn  Vn 1    V1
be such a ﬂag, and choose a basis e1;:::;en for Vn such that Vi D he1;:::;eii. Then
he2;:::;eni? contains Vn and has dimension9 nC1, and so it contains an x such that
he1;xi¤0. Scalex sothathe1;xiD1, anddeﬁneenC1 Dx  1
2.x;x/e1. Then.enC1;enC1/D
0and.e1;enC1/D1. Continuinginthisfashion, weobtainabasise1;:::;en;enC1;:::;e2n
for which the matrix of  is
 
0 I
I 0
!
.
9Recall that in a nondegenerate quadratic space .V;/,
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Now let F 0 be a second such ﬂag, and choose a similar basis e0
1;:::;e0
n for it. Then the
linear map ei 7! e0
i is orthogonal, and maps F onto F 0. Thus O./ acts transitively on the
set X of maximal totally isotropic ﬂags of V . One shows that X is closed (for the Zariski
topology) in the ﬂag variety consisting of all maximal ﬂags Vn    V1, and is therefore
a projective variety. It may fall into two connected components which are the orbits of
SO./.10
Let G D SO./. The stabilizer G.F/ of any totally isotropic ﬂag is a parabolic sub-
group, and one shows as in the preceding case that the Borel subgroups are exactly the
stabilizers of maximal totally isotropic ﬂags.
EXAMPLE: Sp2n
Again the stabilizers of totally isotropic ﬂags are parabolic subgroups, and the Borel sub-
groups are exactly the stabilizers of maximal totally isotropic ﬂags.
EXAMPLE: SO2nC1
Same as the last two cases.
EXERCISE 3-1 Write out a proof that the Borel subgroups of SO2n, Sp2n, and SO2nC1 are
those indicated above.
3g Algebraic groups of rank one
Throughout this section, we assume that k is algebraically closed (for the present).
PRELIMINARIES
Let G be a reductive algebraic group, and let B be a Borel subgroup of G. The following
are consequences of the completeness of the ﬂag variety G=B.
3.29 All Borel subgroups, and all maximal tori, are conjugate (see 3.21; in fact, for any
maximal torus T, NG.T/ acts transitively on the Borel subgroups containing T).
3.30 The group G is solvable if one of its Borel subgroups is commutative.
3.31 The connected centralizer CG.T/ of any maximal torus T lies in every Borel sub-
group containing T.
3.32 The normalizer NG.B/ of a Borel subgroup B contains B as a subgroup of ﬁnite
index (and therefore is equal to its own normalizer).
3.33 The centralizer of a torus T in G has dimension equal dimgT.
10Let .V;/ be a hyperbolic plane with its standard basis e1;e2. Then the ﬂags
F1Whe1i
F2Whe2i
fall into different SO.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According to (II, 2.26,
Lie.CG.T// D Lie.G/T:
As CG.T/ is smooth (see 2.7),
dimCG.T/ D dim.Lie.CG.T//
(see II, 2.2).
PROPOSITION 3.34 Let .V;r/ be a representation of a torus T. In any closed subvariety of
dimension d in P.V / stable under T, there are at least d C1 points ﬁxed by T.
PROOF. (Borel 1991, IV, 13.5). Let Y be a closed subvariety of P.V / of dimension d. As
T is connected, it leaves stable each irreducible component of Y, and so we may suppose
that Y is irreducible. We use induction on the dimension of Y. If dimY D 0, the statement
is obvious.
Let 1;:::;n be the distinct characters of T on V . There exists a  2 X.T/ such that
the integers hi;i are distinct. Now .Gm/ and T have the same eigenvectors in V , and
hence the same ﬁxed points, and so we may suppose that T D Gm.
If dimY T > 0, then Y T is inﬁnite, so we may assume that this not so. The intersection
of the hyperplanes containing Y (i.e., the smallest afﬁne space containing Y ) is stable under
T, and so we may suppose that no hyperplane in P.V / contains Y.
Choose a basis fe1;:::;eng of eigenvectors for Gm, so .t/ei D tmiei for some mi 2 Z
and t 2 Gm.k/. We may suppose that m1    mn. Since Y is not contained in a
hyperplane, there exists a v 2 V such that hvi 2 Y and
v D a1e1CCanen; ai 2 k;
with a1 ¤0. The map t 7!.t/vWGm !P.V / extends to A1 — let .0/v denote the image
of 0. Then h.0/vi lies in Y and is ﬁxed by Gm. Moreover, it doesn’t lie in the intersection
of Y with the hyperplane in P.V / deﬁned by the condition a1 D 0. This intersection has
dimension at most d  1 (AG 9.18) and is stable under Gm and so, by induction, it has at
least d ﬁxed points. Together with h.0/vi, this gives Gm at least d C1 ﬁxed points in Y.2
COROLLARY 3.35 Let P be a parabolic subgroup of a smooth connected algebraic group
G, and let T be a torus in G. Then T ﬁxes at least 1CdimG=P points of G=P.
PROOF. There exists a representation .V;r/ of G and an o2P.V / such g 7!goWG !P.V /
deﬁnes an isomorphism of G=P onto the orbit Go (see 3.12). We can apply the proposition
with Y D Go ' G=P. 2
PRELIMINARIES ON SOLVABLE GROUPS
Let G be a smooth connected algebraic group. Let WGm ! G be a cocharacter of G, and
for g 2 G.k/, consider the regular map
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We let P./ denote subgroup of G.k/ consisting of those g for which the map extends to
A1 D Gm [f0g. For g 2 P./, limt!0.t/g .t/ 1 denote the value of the extended
map at t D 0. We let
U./ D fg 2 P./ j lim
t!0
.t/g.t/ 1 D 1g:
Both P./ and U./ are closed subgroups of G.k/, and so may be regarded as smooth
algebraic subgroups of G (cf. Springer 1998, 13.4).
PROPOSITION 3.36 The subgroup GC is unipotent, and every weight of Gm on Lie.U.//
is a strictly positive integer. If G is smooth, connected, and solvable, then Lie.U.// con-
tains all the strictly positive weight spaces for Gm on Lie.G/.
PROOF. Choose a faithful representation .V;r/ of G. There exists a basis for V such that
r..Gm//Dn, say r.t/Ddiag.tm1;:::;tmn/, m1 m2 mn. Then U./Un,
and the ﬁrst statement is obvious.
Now assume that G is smooth, connected, and solvable. Then there is a unique con-
nected normal unipotent subgroup Gu of G such that G=Gu is a torus (I, 16.33). We use
induction on dimGu. When dimGu D 0, G is a torus, and there are no nonzero weight
spaces.
Thus, we may assume that dimGu > 0. Then there exists a surjective homomorphism
WGu ! Ga, and
..t/g.t/ 1/ D tn.g/; g 2 Gu.k/; t 2 Gm.k/;
for some n 2 Z.
If n0, then t 7!..t/g.t/ 1/WGm !Ga doesn’t extend to A1 unless .g/D0.
Hence U./  Ker./, and we can apply induction.
If n > 0, then one shows that .U.// D Ga, and we can again apply induction to
Ker./. See Allcock 2009, Pptn 1. 2
COROLLARY 3.37 If G is connected, smooth, and solvable, then G is generated its sub-
groups U./, CG..Gm//, and U. /.
PROOF. Their Lie algebras span g. 2
ALGEBRAIC GROUPS OF RANK ONE
Let G be smooth connected algebraic group of rank 1, and assume that G is not solvable.
Let T be a maximal torus in G, and ﬁx an isomorphism WGm ! T. Call a Borel subgroup
positive if it contains U./ and negative if it contains U. /.
LEMMA 3.38 With the above assumptions:
(a) T lies in at least two Borel subgroups, one positive and one negative.
(b) If B (resp. B0) is a positive (resp. negative) Borel subgroup containing T, then every
Borel subgroup containing T lies in the subgroup generated by B and B0.
(c) No Borel subgroup containing T is both positive and negative.
(d) The normalizer of T in G contains an element acting on T as t 7! t 1.362 V. The Structure of Reductive Groups: the split case
PROOF. (a) The subgroup U./ is connected, unipotent, and normalized by T. Therefore
T U./ lies in a Borel subgroup, which is positive (by deﬁnition). A similar argument
applies to U. /.
(b) Apply Corollary 3.37.
(c) Otherwise (b) would imply that every Borel subgroup is contained in a single Borel
subgroup, which contradicts (a).
(d) The normalizer NG.T/ acts transitively on the Borel subgroups containing T (see
3.29). Any element taking a negative Borel subgroup to a positive Borel subgroup acts as
t 7! t 1 on T. 2
LEMMA 3.39 Each maximal torus of G lies in exactly two Borel subgroups, one positive
and one negative.
PROOF. Let T be a maximal torus, and choose an identiﬁcation of it with Gm. We use
induction on the dimension of a Borel subgroup B. If dimB D 1, then it is commutative,
and so G is solvable (3.30), contradicting the hypothesis.
We next consider the case dimB D 2. We already know that T lies in a positive and
in a negative Borel subgroup, and we have to show that any two positive Borel subgroups
coincide. If not, their unipotent radicals would be distinct subgroups of U./, and hence
would generate a unipotent subgroup of dimension > 1, contradicting dimBu D 1.
Now suppose that dimB  3. We may suppose that B  T and is positive. Consider
the action of B on G=N where N D NG.B/. Because the only Borel subgroup that B
normalizes is itself, B has a unique ﬁxed point in G=N. Let O be an orbit of B in G=N of
minimal dimension > 0. The closure of O in G=N is a union of orbits of lower dimension,
and so O is either a projective variety or a projective variety with one point omitted. This
forces O to be a curve, because otherwise it would contain a complete curve, in contradic-
tion to Theorem 3.17. Therefore, there exists a Borel subgroup B0 such that B \NG.B0/
has codimension 1 in B.
Thus H
def D .B \B0/ has codimension 1 in each of B and B0. Either H D Bu D B0
u
or it contains a torus. In the ﬁrst case, hB;B0i normalizes H, and a Borel subgroup in
hB;B0i=H has no unipotent part, and so hB;B0i is solvable, which is impossible.
Therefore H contains a torus. Conclude that B and B0 are the only Borel subgroups
of hB;B0i containing T, and one is positive and one negative. Then Lemma 3.38(d) shows
that B and B0 are interchanged by an element of NhB;B0i.T/ that acts a t 7! t 1 on T. This
implies that B0 is negative as a Borel subgroup of G. Finally Lemma 3.38(b) implies that
every Borel subgroup of G containing T lies in hB;B0i, hence equals B or B0
2
THEOREM 3.40 Let G be a connected smooth algebraic group of rank 1. Either G is
solvable or there exists an isogeny G=RuG ! PGL2.
PROOF. Let T be a maximal torus, let B be a Borel subgroup of G, and let N D NG.B/.
Since N is its own normalizer (3.32), it ﬁxes only one point in B=N, and so the stabilizers
of distinct points of G=N are the normalizers of distinct Borel subgroups. The ﬁxed points
of T in G=N correspond to the Borel subgroups that T normalizes, and hence contain T.
Lemma 3.39 shows that T has exactly 2 ﬁxed points in G=N. As G is nonsolvable, G=B
(hence also G=N) has dimension  1. In fact, G=N has dimension 1, because otherwise
Corollary 3.33b would show that T has more than 2 ﬁxed points. Therefore G=N is a4. Parabolic subgroups and roots 363
projective curve. Standard arguments show that it must be isomorphic to P1 (tba; see Borel
1991, 10.7; Humphreys 1975, p. 155). Choose an isomorphism G=N ' P1. This gives
nontrivial homomorphism G ! Aut.P1/, and Aut.P1/ ' PGL2.k/ (AG 6.22). 2
3h Applications
Let G be a connected algebraic group, and let T be maximal torus in G. Let W be the
subgroup of NG.T/=CG.T/ generated by reﬂections.
THEOREM 3.41 (Bruhat decomposition). For any Borel subgroup B of G, B D BWB:
PROOF. Springer 1998, 8.3.8. 2
THEOREM 3.42 (Normalizer theorem). For any Borel subgroup B of G, NG.B/ D B.
PROOF. This follows from the Bruhat decomposition and the simple transitivity of W on
the Weyl chambers. 2
COROLLARY 3.43 W D NG.T/=CG.T/.
THEOREM 3.44 (Connectedness of torus centralizers). For any torus T in G, CG.T/ is
connected.
PROOF. This can be deduced from the Bruhat decomposition and a standard fact about
reﬂectiongroups: thepointwisestabilizerofalinearsubspaceisgeneratedbythereﬂections
that ﬁx it pointwise. 2
ASIDE 3.45 Our proof of Theorem 3.40 follows Allcock 2009. Unlike the standard proofs (e.g.,
Humphreys 1975, 25), it avoids using the normalizer theorem (every Borel subgroup of a connected
group is its own normalizer).
4 Parabolic subgroups and roots
Throughout this section, k is algebraically closed of characteristic zero.
NOTES This needs to be rewritten for split reductive groups over arbitrary ﬁelds.
Recall (I, 14.15) that for a representation T ! GLV of a (split) torus T,
V D
M
2X.T/V
where V is the subspace on which T acts through the character . The  for which V ¤ 0
are called the weights of T in V , and the corresponding V are called the weight spaces.
Clearly
Ker.T ! GLV / D
\
 a weightKer./:
Therefore T acts faithfully on V if and only if the weights generate X.T/ (by I, 14.12).
We wish to understand the Borel and parabolic subgroups in terms of root systems. We
ﬁrst state a weak result.364 V. The Structure of Reductive Groups: the split case
THEOREM 4.1 Let G be a connected reductive group, T a maximal torus in G, and .V;R/
the corresponding root system (so V D R
QQ where Q is the Z-module generated by R).
(a) The Borel subgroups of G containing T are in one-to-one correspondence with the
bases of R.
(b) Let B be the Borel subgroup of G corresponding to a base S for R. The number of
parabolic subgroups of G containing B is 2jSj.
We examine this statement for G D GLV . Let n D dimV .
4.2 The maximal tori of G are in natural one-to-one correspondence with the decomposi-
tions of V into a direct sum V D
L
j2J Vj of one-dimensional subspaces.
Let T be a maximal torus of GLV . As the weights of T in V generate X.T/, there are
n of them, and so each weight space has dimension one. Conversely, given a decomposition
V D
L
j2J Vj of V into one-dimensional subspaces, we take T to be the subgroup of g
such that gVj  Vj for all j.
Now ﬁx a maximal torus T in G, and let V D
L
j2J Vj be the corresponding weight
decomposition of V .
4.3 The Borel subgroups of G containing T are in natural one-to-one correspondence with
the orderings of J.
The Borel subgroups of V are the stabilizers of maximal ﬂags
FWV D Wn  Wn 1  
If T stabilizes F, then each Wr is a direct sum of eigenspaces for T, but the Vj are the
only eigenspaces, and so Wr is a direct sum of r of the Vj’s. Therefore, from F we obtain a
unique ordering jn >>j1 of J such that Wr D
L
ir Vji. Conversely, given an ordering
of J we can use this formula to deﬁne a maximal ﬂag.
4.4 The bases for R are in natural one-to-one correspondence with the orderings of J.
The vector space V has basis .j/j2J, and R D fi  j j i ¤ jg. Recall that to
deﬁne a base, we choose a t 2 V _ that is not orthogonal to any root, and let S be the set of
indecomposable elements in RC D fi  j j hi  j;ti > 0g. Clearly, specifying RC in
this way amounts to choosing an ordering on J.11
4.5 Fix a Borel subgroup B of G containing T, and hence a base S for R. The parabolic
subgroups containing B are in one-to-one correspondence with the subsets of S.
Having ﬁxed a Borel subgroup, we have an ordering of J, and so we may as well write
J D f1;2;:::;ng. From a sequence a1;:::;ar of positive integers with sum n, we get a
parabolic subgroup, namely, the stabilizer of the ﬂag
V  Vr    V1  0
with Vj D
L
ia1CCaj Vi. Since the number of such sequences12 is 2n 1, the theorem
implies that this is a complete list of parabolic subgroups.
11Let .fi/i2I be the dual basis to .i/i2I. We can take t to be any vector
P
aifi with the ai distinct. Then
RC depends only on ordering of the ai (relative to the natural order on R), and it determines this ordering.
12Such sequences correspond to functions Wf1;:::;ng ! f0;1g with .0/ D 1 — the ai are the lengths of
the strings of zeros or ones.4. Parabolic subgroups and roots 365
4a Lie algebras
Recall that sl2 consists of the 22 matrices with trace zero, and that for the basis
x D
 
0 1
0 0
!
; h D
 
1 0
0  1
!
; y D
 
0 0
1 0
!
;
and
x;y D h; h;x D 2x; h;y D  2y:
ALiealgebragissaidtobereductiveifitisthedirectsumofacommutativeLiealgebra
and a semisimple Lie algebra. Let h be a maximal subalgebra consisting of elements x such
that adx is semisimple. Then
g D g0
M
2Rg
where g0 is the subspace of g on which h acts trivially, and g is the subspace on which h
acts through the nonzero linear form . The  occurring in the decomposition are called
the roots of g (relative to h).
THEOREM 4.6 For each  2 R, the spaces g and h
def D g;g  are one-dimensional.
There is a unique element h 2h such that .h/D2. For each nonzero element x 2X,
there exists a unique y such that
x;y D h; h;x D 2x; h;y D  2y:
Hence g D g  h g is isomorphic to sl2.
PROOF. See Serre 1987, Chapter VI. 2
4b Algebraic groups
Let G be a reductive group containing a split maximal torus T. Let Lie.G;T/ D .g;h/.
Then
Homk-lin.h;k/ ' k
ZX.T/
(II, 1.24), and so each  2 R deﬁnes a linear form 0 on h. It can be shown that these are
the roots of g. Every vector space W deﬁnes an algebraic group R 7! R
k W (considered
as a group under addition).
THEOREM 4.7 Foreach 2R thereisauniquehomomorphismexpWg !G ofalgebraic
groups such that
t exp.x/t 1 D exp..t/x/
Lie.exp/ D .g ,! g/:
PROOF. Omitted. 2
EXAMPLE 4.8 Let G D GLn, and let  D ij. Then
exp.x/ D
X
.xEij/n=n
D I CxEij
where Eij is the matrix with 1 in the .i;j/-position, and zeros elsewhere.366 V. The Structure of Reductive Groups: the split case
Let U denote the image of exp.
THEOREM 4.9 For any base S for R, the subgroup of G generated by T and the U for
 2 RC is a Borel subgroup of G, and all Borel subgroups of G containing T arise in this
way from a unique base. The base corresponding to B is that for which
RC D f 2 R j U 2 Bg
is the set of positive roots (so S is the set of indecomposable elements in RC).
PROOF. Omitted. 2
THEOREM 4.10 Let S be a base for R and let B be the corresponding Borel subgroup. For
each subset I of R, there is a unique parabolic subgroup P containing B such that
U   P   2 I:
PROOF. Omitted. 2
For example, the parabolic subgroup corresponding to the subset
f1 2;2 3;4 5g
of the simple roots of GL5 is
8
      <
      :
0
B B
B B
B B
@
    
    
    
0 0 0  
0 0 0  
1
C C
C C
C C
A
9
> > > > > > =
> > > > > > ;
:
5 Root data and their classiﬁcation
NOTES No algebraic groups in this section — only combinatorics. Need to rewrite this section to
remove overlap with III, 1. Then, include complete proofs assuming the results from that section.
5a Generalities
The following is the standard deﬁnition.
DEFINITION 5.1 A root datum is an ordered quadruple 	 D .X;R;X_;R_/ where
 X;X_ are free Z-modules of ﬁnite rank in duality by a pairing h ; iWX X_ ! Z,
 R;R_ are ﬁnite subsets of X and X_ in bijection by a correspondence  $ _,
satisfying the following conditions
RD1 h;_i D 2;5. Root data and their classiﬁcation 367
RD2 s.R/  R, s_
.R_/  R_, where
s.x/ D x hx;_i; for x 2 X,  2 R;
s_
.y/ D y h;yi_; for y 2 X_; 2 R:
Recall that RD1 implies that s./ D   and s2
 D 1.
Set13
Q D ZR  X Q_ D ZR_  X_
V D Q
ZQ V _ D Q
ZQ_:
X0 D fx 2 X j hx;R_i D 0g
By ZR we mean the Z-submodule of X generated by the  2 R.
LEMMA 5.2 For  2 R, x 2 X, and y 2 X_,
hs.x/;yi D hx;s_
.y/i; (173)
and so
hs.x/;s_
.y/i D hx;yi: (174)
PROOF. We have
hs.x/;yi D hx hx;_i;yi D hx;yi hx;_ih;yi
hx;s_
.y/i D hx;y h;yi_i D hx;yi hx;_ih;yi;
which gives the ﬁrst formula, and the second is obtained from the ﬁrst by replacing y with
s_
.y/. 2
In other words, as the notation suggests, s_
 (which is sometimes denoted s_) is the
transpose of s.
LEMMA 5.3 The following hold for the mapping
pWX ! X_; p.x/ D
X
2R
hx;_i_:
(a) For all x 2 X,
hx;p.x/i D
X
2Rhx;_i2  0; (175)
with strict inequality holding if x 2 R:
(b) For all x 2 X and w 2 W ,
hwx;p.wx/i D hx;p.x/i: (176)
(c) For all  2 R,
h;p./i_ D 2p./; all  2 R: (177)
13The notation Q_ is a bit confusing, because Q_ is not in fact the dual of Q.368 V. The Structure of Reductive Groups: the split case
PROOF. (a) This is obvious.
(b) It sufﬁces to check this for w D s, but
hsx;_i D hx;_i hx;_ih;_i D  hx;_i
and so each term on the right of (175) is unchanged if x with replaced with sx.
(c) Recall that, for y 2 X_,
s_
.y/ D y h;yi_:
On multiplying this by h;yi and re-arranging, we ﬁnd that
h;yi2_ D h;yiy h;yis_
.y/:
But
 h;yi D hs./;yi
(173)
D h;s_
.y/i
and so
h;yi2_ D h;yiyCh;s_
.y/is_
.y/:
As y runs through the elements of R_, so also does s_
.y/, and so when we sum over
y 2 R_, we obtain (177). 2
REMARK 5.4 Suppose m is also a root. On replacing  with m in (177) and using that
p is a homomorphism of Z-modules, we ﬁnd that
mh;p./i.m/_ D 2p./; all  2 R:
Therefore,
.m/_ D m 1_: (178)
In particular,
. /_ D  ._/: (179)
LEMMA 5.5 The map pWX ! X_ deﬁnes an isomorphism
1
pWV ! V _:
In particular, dimV D dimV _.
PROOF. As h;p./i ¤ 0, (177) shows that p.Q/ has ﬁnite index in Q_. Therefore,
when we tensor pWQ ! Q_ with Q, we get a surjective map 1
pWV ! V _; in par-
ticular, dimV  dimV _. The deﬁnition of a root datum is symmetric between .X;R/ and
.X_;R_/, and so the symmetric argument shows that dimV _  dimV . Hence
dimV D dimV _;
and 1
pWV ! V _ is an isomorphism. 25. Root data and their classiﬁcation 369
LEMMA 5.6 The kernel of pWX ! X_ is X0.
PROOF. Clearly, X0  Ker.p/, but (175) proves the reverse inclusion. 2
PROPOSITION 5.7 We have
Q\X0 D 0
QCX0 is of ﬁnite index in X:
Thus, there is an exact sequence
0 ! QX0
.q;x/7!qCx
                ! X ! ﬁnite group ! 0:
PROOF. The map
1
pWQ
X ! V _
has kernel Q
X0 (see 5.6) and maps the subspace V of Q
X isomorphically onto V _
(see 5.5). This implies that
.Q
ZX0/V ' Q
X;
from which the proposition follows. 2
LEMMA 5.8 The bilinear form h ; i deﬁnes a nondegenerate pairing V V _ ! Q.
PROOF. Let x 2 X. If hx;_i D 0 for all a_ 2 R_, then x 2 Ker.p/ D X0. 2
LEMMA 5.9 For any x 2 X and w 2 W , w.x/ x 2 Q.
PROOF. From (RD2),
s.x/ x D  hx;_i 2 Q:
Now
.s1 s2/.x/ x D s1.s2.x/ x/Cs1.x/ x 2 Q;
and so on. 2
Recall that the Weyl group W D W.	/ of 	 is the subgroup of Aut.X/ generated by
the s,  2 R. We let w 2 W act on X_ as .w_/ 1, i.e., so that
hwx;wyi D hx;yi; all w 2 W , x 2 X, y 2 X_:
Note that this makes s act on X_ as .s_
/ 1 D s_
 (see 173).
PROPOSITION 5.10 The Weyl group W acts faithfully on R (and so is ﬁnite).370 V. The Structure of Reductive Groups: the split case
PROOF. By symmetry, it is equivalent to show that W acts faithfully on R_. Let w be an
element of W such that w./ D  for all  2 R_. For any x 2 X,
hw.x/ x;_i D hw.x/;_i hx;_i
D hx;w 1._/i hx;_i
D 0:
Thus w.x/ x is orthogonal to R_. As it lies in Q (see 5.9), this implies that it is zero
(5.8), and so w D 1. 2
Thus, a root datum in the sense of (5.1) is a root datum in the sense of (2.1), and the
next proposition proves the converse.
PROPOSITION 5.11 Let 	 D .X;R;X_;R_/ be a system satisfying the conditions (rd1),
(rd2), (rd3) of (2.1). Then 	 is a root datum.
PROOF. We have to show that
s_
.R_/  R_ where s_
.y/ D y h;yi_:
As in Lemma 5.2, hs.x/;s_
.y/i D hx;yi:
Let ; 2 R, and let t D ss./sss. An easy calculation14 shows that
t.x/ D xC.hx;s_
._/i hx;s./_i/s./; all x 2 X:
Since
hs./;s_
._/i hs./;s./_i D h;_i hs./;s./_i D 2 2 D 0;
we see that t.sa.// D s./. Thus,
.t  1/2 D 0;
and so the minimum polynomial of t acting on Q
ZX divides .T  1/2. On the other hand,
since t lies in a ﬁnite group, it has ﬁnite order, say tm D 1. Thus, the minimum polynomial
also divides T m 1, and so it divides
gcd.T m 1;.T  1/2/ D T  1:
This shows that t D 1, and so
hx;s_
._/i hx;s./_i D 0 for all x 2 X:
Hence
s_
._/ D s./_ 2 R_: 2
REMARK 5.12 To give a root datum amounts to giving a triple .X;R;f / where
 X is a free abelian group of ﬁnite rank,
 R is a ﬁnite subset of X, and
 f is an injective map  7! _ from R into the dual X_ of X
satisfying the conditions (rd1), (rd2), (rd3) of (2.1).
14Or so it is stated in Springer 1979, 1.4.5. Root data and their classiﬁcation 371
5b Classiﬁcation of semisimple root data
Throughout this section, F is a ﬁeld of characteristic zero, for example F D Q, R, or C.
An inner product on a real vector space is a positive-deﬁnite symmetric bilinear form.
GENERALITIES ON SYMMETRIES
See III, 1a, p. 296.
GENERALITIES ON LATTICES
In this subsection V is a ﬁnite-dimensional vector space over F.
DEFINITION 5.13 A subgroup of V is a lattice in V if it can be generated (as a Z-module)
by a basis for V . Equivalently, a subgroup X is a lattice if the natural map F 
ZX ! V is
an isomorphism.
REMARK 5.14 (a) When F D Q, every ﬁnitely generated subgroup of V that spans V is a
lattice, but this is not true for F D R or C. For example, Z1CZ
p
2 is not a lattice in R.
(b) When F D R, the discrete subgroups of V are the partial lattices, i.e., Z-modules
generated by an R-linearly independent set of vectors for V (see my notes on algebraic
number theory 4.13).
DEFINITION 5.15 A perfect pairing of free Z-modules of ﬁnite rank is one that realizes
each as the dual of the other. Equivalently, it is a pairing into Z with discriminant 1.
PROPOSITION 5.16 Let
h ; iWV V _ ! k
be a nondegenerate bilinear pairing, and let X be a lattice in V . Then
Y D fy 2 V _ j hX;yi  Zg
is the unique lattice in V _ such that h ; i restricts to a perfect pairing
X Y ! Z:
PROOF. Let e1;:::;en be a basis for V generating X, and let e0
1;:::;e0
n be the dual basis.
Then
Y D Ze0
1CCZe0
n;
and so it is a lattice, and it is clear that h ; i restricts to a perfect pairing X Y ! Z.
Let Y 0 be a second lattice in V _ such that hx;yi 2 Z for all x 2 X, y 2 Y 0. Then
Y 0  Y , and an easy argument shows that the discriminant of the pairing X Y 0 ! Z is
.Y WY 0/, and so the pairing on X Y 0 is perfect if and only if Y 0 D Y . 2
ROOT SYSTEMS
See III, 1b, 297.372 V. The Structure of Reductive Groups: the split case
ROOT SYSTEMS AND SEMISIMPLE ROOT DATA
Compare (III, 1.3 and 5.12):
Semisimple root datum Root system (over Q)
X;R; 7! _WR ,! X_ V;R
R is ﬁnite R is ﬁnite
.XWZR/ ﬁnite R spans V
0  R
h;_i D 2, s.R/  R 9s such that s.R/  R
h;_i 2 Z, all ; 2 R
Weyl group ﬁnite
For a root system .V;R/, let Q D ZR be the Z-submodule of V generated by R and let
Q_ be the Z-submodule of V _ generated by the _,  2 R. Then, Q and Q_ are lattices15
in V and V _, and we let
P D fx 2 V j hx;Q_i  Zg:
Then P is a lattice in V (see 5.16), and because of (RS3),
Q  P. (180)
PROPOSITION 5.17 If .X;R; 7! _/ is a semisimple root datum, then .Q
ZX;R/ is a
root system over Q. Conversely, if .V;R/ is root system over Q, then for any choice X of a
lattice in V such that
Q  X  P (181)
.X;R; 7! _/ is a semisimple root datum.
PROOF. If .X;R; 7! _/ is a semisimple root datum, then 0  R because h;_i D 2,
and h;_i 2 Z because _ 2 X_. Therefore .Q
ZX;R/ is a root system.
Conversely, let .V;R/ be a root system. Let X satisfy (181), and let X_ denote the
lattice in V _ in duality with X (see 5.16). For each  2 R, there exists an _ 2 V _ such
that h;_i D 2 and s.R/  R (because .V;R/ is a root datum); moreover, _ is unique
(see III, 1a). Therefore, we have a function  7!_WR !V _ which takes its values in X_
(because X  P implies X_  R_/, and is injective. The Weyl group of .X;R; 7! _/
is the Weyl group of .V;R/, which, as we noted above, is ﬁnite. Therefore .X;R; 7! _/
is a semisimple root datum. 2
THE BIG PICTURE
Recall that the base ﬁeld k (for G) has characteristic zero.
15They are ﬁnitely generated, and _ spans V _ by Serre 1987, p28.5. Root data and their classiﬁcation 373
Split reductive groups Reduced root data
Split semisimple groups Reduced semisimple root data
Lie algebras Reduced root systems
k D kal
5.18 As we discussed in 2, the reduced root data classify the split reductive groups over
k:
5.19 As we discussed in (1.4), from a reductive group G, we get semisimple groups DG
and G=Z.G/ together with an isogeny DG ! G=Z.G/. Conversely, every reductive group
G can be built up from a semisimple group and a torus (1.5).
5.20 As we discuss in the next section, the relation between reduced root data and reduced
semisimple root data is the same as that between split reductive groups and split semisimple
groups. It follows that to show that the reduced root data classify split reductive groups, it
sufﬁces to show that reduced semisimple root data classify split semisimple groups.
5.21 From a semisimple group G we get a semisimple Lie algebra Lie.G/ (see II, 5.23),
and from Lie.G/ we can recover G=Z.G/ (see II, 5.30). Passing from G to Lie.G/ amounts
to forgetting the centre of G.16
5.22 From a semisimple root datum .X;R; 7! _/, we get a root system .V D Q
Z
X;R/. Passing from the semisimple root datum to the root system amounts to forgetting
the lattice X in V .
5.23 Take k D kal, and let g be a semisimple Lie algebra over k. A Cartan subalgebra
h of g is a commutative subalgebra that is equal to its own centralizer. For example, the
algebra of diagonal matrices of trace zero in sln is a Cartan subalgebra. Then h acts on g
via the adjoint map adWh ! End.g/, i.e., for h 2 h, x 2 g; ad.h/.x/ D h;x. One shows
that g decomposes as a sum
g D g0
M
2h_ g
whereg0 isthesubspaceonwhichhactstrivially, andhenceequalsh, andg isthesubspace
on which h acts through the linear form Wh!k, i.e., for h2h, x 2g, h;xD.h/x. The
nonzero  occurring in the above decomposition form a reduced root system R in h_ (and
hence in the Q-subspace of h_ spanned by R). In this way, the semisimple Lie algebras
over k are classiﬁed by the reduced root systems (see III, 8).
16Perhaps this was accurate when ﬁrst written, but, as we show in Chapter II??, it is possible to recover the
centre also from Lie.G/ by looking at its representations.374 V. The Structure of Reductive Groups: the split case
CLASSIFICATION OF THE REDUCED ROOT SYSTEM
See Chapter III, Section 1.
6 Construction of split reductive groups: the existence theorem
We show that, for any ﬁeld k, every root datum arises from a split reductive group over k.
NOTES Show ﬁrst that it sufﬁces to prove the result for root systems and semisimple groups. Dis-
cuss three proofs.
(a) Construct a split almost simple group for each diagram, as in Chapter I. Only the exceptional
case still requires work (from me).
(b) In characteristic zero, construct the Lie algebra; get the semisimple group as in Chapter III.
Then discuss Chevalley bases and explain how to get the groups over Z, and hence over each
prime ﬁeld. Also take a look at the Tannakian point of view; perhaps look at the Tannakian
category over Z.
(c) Directly — see Springer (Chapter 10, 10 pages) in the case that k is algebraically closed, and
the notes at the end of his chapter. Better: do this directly of Z.
6a Preliminaries on root data/systems
Recall (5.17) that semisimple root data (hence semisimple algebraic groups) correspond to
reduced root systems .V;R/ together with a choice of a lattice X,
Q  X  P
where Q D ZR and P is the lattice in duality with ZR_. Thus
P D fx 2 V j hx;_i 2 Z; all  2 Rg:
When we take V to be a real vector space and choose an inner product as in (III, 1.9), this
becomes
P D

x 2 V
 
  2
.x;/
.;/
2 Z; all  2 R

:
Choose a base S D f1;:::;ng for R (see III, 1.10). Then
Q D Z1Zn;
and we want to ﬁnd a basis for P. Let f1;:::;ng be the basis of V dual to the basis

2
.1;1/
1;:::;
2
.i;i/
i;:::;
2
.n;n/
n

;
i.e., .i/1in is characterized by
2
.i;j/
.j;j/
D ij (Kronecker delta).
PROPOSITION 6.1 The set f1;:::;ng is a basis for P, i.e.,
P D Z1Zn:6. Construction of split reductive groups: the existence theorem 375
PROOF. Let  2 V , and let
mi D 2
.;i/
.i;i/
, i D 1;:::;n:
Then
. 
X
mii;/ D 0
if  2 S. Since S is a basis for V , this implies that  
P
mii D 0 and
 D
X
mii D
X
2
.;i/
.i;i/
i:
Hence,
 2
M
Zi  2
.;i/
.i;i/
2 Z for i D 1;:::;n;
and so P 
L
Zi. The reverse inclusion follows from the next lemma. 2
LEMMA 6.2 Let R be a reduced root system, and let R0 be the root system consisting of
the vectors 0 D 2
.;/ for  2 R. For any base S for R, the set S0 D f0 j  2 Sg is a base
for R0.
PROOF. See Serre 1987, V 9, Proposition 7. 2
PROPOSITION 6.3 For each j,
j D
X
1in2
.i;j/
.i;i/
i:
PROOF. This follows from the calculation in the above proof. 2
Thus, we have
P D
M
i Zi  Q D
M
i Zi
and when we express the i in terms of the i, the coefﬁcients are the entries of the Cartan
matrix. Replacing the i’s and i’s with different bases amounts to multiplying the transi-
tion (Cartan) matrix on the left and right by invertible matrices. A standard algorithm allows
ustoobtainnewbasesforwhichthetransitionmatrixisdiagonal, andhenceexpressesP=Q
as a direct sum of cyclic groups. When one does this, one obtains the following table:
An Bn Cn Dn (n odd/ Dn (n even) E6 E7 E8 F4 G2
CnC1 C2 C2 C4 C2C2 C3 C2 C1 C1 C1
In the second row, Cm denotes a cyclic group of order m.
Also, by inverting the Cartan matrix one obtains an expression for the i’s in terms of
the i’s. Cf.Humphreys 1972, p. 69.376 V. The Structure of Reductive Groups: the split case
6b Brief review of diagonalizable groups
Recall from I, 14 that we have a (contravariant) equivalence M 7! D.M/ from the cate-
gory of ﬁnitely generated abelian groups to the category of diagonalizable algebraic groups.
For example, D.Z=mZ/ D m and D.Z/ D Gm. A quasi-inverse is provided by
D 7! X.D/
def D Hom.D;Gm/:
Moreover, these functors are exact. For example, an exact sequence
0 ! D0 ! D

 ! D00 ! 0
of diagonalizable groups corresponds to an exact sequence
0 ! X.D00/ ! X.D/ ! X.D0/ ! 0
of abelian groups. Under this correspondence,
D0 D Ker.D ! D00 
,!
Y
2X.D00/Gm/
i.e.,
D0 D
\
2X.D00/Ker.D

 ! Gm/: (182)
6c Construction of all almost-simple split semisimple groups
Recall that the indecomposable reduced root systems are classiﬁed by the Dynkin diagrams,
and that from the Dynkin diagram we can read off the Cartan matrix, and hence the group
P=Q.
THEOREM 6.4 For each indecomposable reduced Dynkin diagram, there exists an alge-
braic group G, unique up to isomorphism, with the given diagram as its Dynkin diagram
and equipped with an isomorphism X.ZG/ ' P=Q.
For each diagram, one can simply write down the corresponding group. For example,
for An it is SLnC1 and for Cn it Sp2n. For Bn and Dn one tries SO2nC1 and SO2n (as
deﬁned in 1.9), but their centres are too small. In fact the centre of Om is I, and so
SO2nC1 has trivial centre and O2n has centre of order 2. The group one needs is the
corresponding spin group (see I, 18). The exceptional groups can be found, for example,
in Springer 1998.
The difﬁcult part in the above theorem is the uniqueness. Also, one needs to know that
the remaining groups with the same Dynkin diagram are quotients of the one given by the
theorem (which has the largest centre, and is said to be simply connected).
Here is how to obtain the group G.X/ corresponding to a lattice X,
P  X  Q:
As noted earlier ((172), p. 347), the centre of G.X/ has character group X=Q, so, for
example, the group corresponding to P is the simply connected group G. The quotient of
G by
N D
\
2X=QKer.WZ.G/ ! Gm/
has centre with character group X=Q (cf. (182), p. 376), and is G.X/.
It should be noted that, because of the existence of outer automorphisms, it may happen
that G.X/ is isomorphic to G.X0/ with X ¤ X0:7. Construction of isogenies of split reductive groups: the isogeny theorem 377
6d Split semisimple groups.
These are all obtained by taking a ﬁnite product of split simply connected semisimple
groups and dividing out by a subgroup of the centre (which is the product of the centres
of the factor groups).
6e Split reductive groups
Let G0 be a split semisimple group, D a diagonalizable group, and Z.G0/ ! D a homo-
morphism from Z.G0/ to D. Deﬁne G to be the quotient
Z.G0/ ! G0D ! G ! 1:
All split reductive groups arise in this fashion (1.4).
ASIDE 6.5 With only minor changes, the above description works over ﬁelds of nonzero character-
istic.
6f Exercise
EXERCISE 6-1 Assuming Theorem 6.4, show that the split reductive groups correspond
exactly to the reduced root data.
7 Construction of isogenies of split reductive groups: the
isogeny theorem
In this section we (shall) rewrite Steinberg 1999 for split reductive groups over arbitrary
ﬁelds.
Let .G;T/ be a split reductive group, and let R  X.T/ be the root system of .G;T/.
For each  2 R, let U be the corresponding root group. Recall that this means that U 
Ga and, for any isomorphism uWGa ! Ua,
t u.a/t 1 D u..t/a/; t 2 T.k/, a 2 k:
DEFINITION 7.1 An isogeny of root data is a homomorphism 'WX0 ! X such that
(a) both ' and '_ are injective (equivalently, ' is injective with ﬁnite cokernel);
(b) there exists a bijection  7! 0 from R to R0 and positive integers q./, each an
integral power of the characteristic exponent p of k, such that '.0/ D q./ and
'_._/ D q./.0/_ for all  2 R.
Let f W.G;T/ ! .G0;T 0/ be an isogeny of split reductive groups. This deﬁnes a homo-
morphism 'WX0 ! X of character groups:
'.0/ D 0f jT for all 0 2 X0:
Moreover, for each  2 R, f.U/ D U0 for some 0 2 R0.
PROPOSITION 7.2 Let f W.G;T/ ! .G0;T 0/ be an isogeny. Then the associated map
'WX0 ! X is an isogeny. Moreover, for each  2 R,
f.u.a// D u0.caq.//
for some q./ as in (b), some c 2 k, and all a 2 k.378 V. The Structure of Reductive Groups: the split case
Thus, an isogeny .G;T/ ! .G0;T 0/ deﬁnes an isogeny of root data. The isogeny of
root data does not determine f , because an inner automorphism of .G;T/ deﬁned by an
element of T.k/ induces the identity map on the root datum of .G;T/. However, as the
next lemma shows, this is the only indeterminacy.
LEMMA 7.3 If two isogenies .G;T/ ! .G0;T 0/ induce the same map on the root data,
then they differ by an inner automorphism by an element of .T=Z/.k/.
PROOF. Let f and g be such isogenies. Then they agree on T obviously. Let S be a base
for R. For each  2 S, it follows from '.0/ D q./ that f.u.a// D u0.caq.//, and
similarly for g with c replaced by d. As S is linearly independent, there exists a t 2 T
such a.t/q./ D dc 1
 for all  2 S. Let h D f it where it is the inner automorphism of
G deﬁned by t. Then g and h agree on every U,  2 S, as well as on T, and hence also on
the Borel subgroup B that these groups generate. It follows that they agree on G because
the map xB 7!h.x/g.x/ 1WG=B !G0 must be constant (the variety G=B is complete and
G0 is afﬁne). As h.e/g.e/ 1 D 1, we see that h.x/ D g.x/ for all x. 2
THEOREM 7.4 (Isogeny theorem). Let .G;T/ and .G0;T 0/ be split reductive algebraic
groups over a ﬁeld k, and let 'WX.T 0/ ! X.T/ be an isogeny of their root data. Then there
exists an isogeny f W.G;T/ ! .G0;T 0/ inducing '.
THEOREM 7.5 Let .G;T/ and .G0;T 0/ be split reductive algebraic groups over a ﬁeld k,
and let fTWT ! T 0 be an isogeny. Then fT extends to an isogeny f WG ! G0 if and only
if X.fT/ is an isogeny of root data.
THEOREM 7.6 (Isomorphism theorem). Let .G;T/ and .G0;T 0/ be split reductive alge-
braic groups over a ﬁeld k. An isomorphism f W.G;T/ ! .G0;T 0/ deﬁnes an isomorphism
of root data, and every isomorphism of root data arises from an isomorphism f , which is
uniquely determined up to an inner automorphism by an element of T.k/.
Immediate consequence of the isogeny theorem. The key point is that an isogeny
f WG ! G0 that induces the identity map on root data is an isomorphism. The ﬁrst step
is that it is an isomorphism T ! T.
To be continued.
8 Representations of split reductive groups
Throughout this section, k is algebraically closed of characteristic zero (get rid of that).
NOTES This needs to be rewritten for split reductive groups over arbitrary ﬁelds.
8a The dominant weights of a root datum
Let .X;R;X_;R_/ be a root datum. We make the following deﬁnitions:
 Q D ZR (root lattice) is the Z-submodule of X generated by the roots;
 X0 D fx 2 X j hx;_i D 0 for all  2 Rg;
 V D R
ZQ  R
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 P D f 2 V j h;_i 2 Z for all  2 Rg (weight lattice).
Now choose a base S D f1;:::;ng for R, so that:
 R D RCtR  where RC D f
P
mii j mi  0g and R  D f
P
mii j mi  0gI
 Q D Z1Zn  V D R1Rn,
 P D Z1Zn where i is deﬁned by hi;_
j i D ij.
The i are called the fundamental (dominant) weights. Deﬁne
 P C D f 2 P j h;_i  0 all  2 R_g:
An element  of X is dominant if h;_i  0 for all  2 RC. Such a  can be written
uniquely
 D
X
1inmii C0 (183)
with mi 2 N,
P
mii 2 X, and 0 2 X0.
8b The dominant weights of a semisimple root datum
Recall (5.17) that to give a semisimple root datum amounts to giving a root system .V;R/
and a lattice X,
P  X  Q:
Choose an inner product . ; / on V for which the s act as orthogonal transformations (I,
1.9). Then, for  2 V
h;_i D 2
.;/
.;/
:
Since in this case X0 D 0, the above deﬁnitions become:
 Q D ZR D Z1Zn;
 P D f 2 V j 2
.;/
.;/ 2 Z all  2 Rg D Z1Zn where i is deﬁned by
2
.i;/
.;/
D ij:
 P C D f D
P
i mii j mi  0g D fdominant weightsg.
8c The classiﬁcation of representations
Let G be a reductive group. We choose a maximal torus T and a Borel subgroup B con-
taining T (hence, we get a root datum .X;R;X_;R_/ and a base S for R). As every
representation of G is (uniquely) a sum of simple representations (II, 6.14), we only need
to classify them.
THEOREM 8.1 Let rWG ! GLW be a simple representation of G.
(a) There exists a unique one-dimensional subspace L of W stabilized by B.
(b) The L in (a) is a weight space for T, say, L D Wr.
(c) The r in (b) is dominant.
(d) If  is also a weight for T in W , then  D r  
P
mii with mi 2 N.
PROOF. Omitted. 2380 V. The Structure of Reductive Groups: the split case
NotethattheLie-Kolchintheorem(I,16.31)impliesthattheredoesexistaone-dimensional
eigenspace for B — the content of (a) is that when W is simple (as a representation of G),
the space is unique. Since L is mapped into itself by B, it is also mapped into itself by
T, and so lies in a weight space. The content of (b) is that it is the whole weight space.
Because of (d), r is called the highest weight of the simple representation r.
THEOREM 8.2 The map .W;r/ 7! r deﬁnes a bijection from the set of isomorphism
classes of simple representations of G onto the set of dominant weights in X D X.T/.
PROOF. Omitted. 2
8d Example:
Here the root datum is isomorphic to fZ;f2g;Z;f1gg. Hence Q D 2Z, P D Z, and
P C D N. Therefore, there is (up to isomorphism) exactly one simple representation for
each m  0. There is a natural action of SL2.k/ on the ring kX;Y , namely, let
 
a b
c d
! 
X
Y
!
D
 
aX CbY
cX CdY
!
:
In other words,
f A.X;Y / D f.aX CbY;cX CdY /:
This is a right action, i.e., .f A/B D f AB. We turn it into a left action by setting Af D
f A 1
. Then one can show that the representation of SL2 on the homogeneous polynomials
of degree m is simple, and every simple representation is isomorphic to exactly one of these.
8e Example: GLn
As usual, let T be Dn, and let B be the standard Borel subgroup. The characters of T are
1;:::;n. Note that GLn has representations
GLn
det
 ! Gm
t7!tm
 ! GL1 D Gm
for each m, and that any representation can be tensored with this one. Thus, given any
simple representation of GLnwe can shift its weights by any integer multiple of 1CC
n.
In this case, the simple roots are 1 2;:::;n 1 n, and the root datum is isomor-
phic to
.Zn;fei  ej j i ¤ jg;Zn;fei  ej j i ¤ jg/:
In this notation the simple roots are e1 e2;:::;en 1 en, and the fundamental dominant
weights are 1;:::;n 1with
i D e1CCei  n 1i .e1CCen/:
The dominant weights are the expressions
a11CCan 1n 1Cm.e1CCen/; ai 2 N; m 2 Z:
These are the expressions
m1e1CCmnen
where the miare integers with m1    mn. The simple representation with highest
weight e1is the representation of GLn on kn(obviously), and the simple representation with
highest weight e1CCeiis the representation on
Vi.kn/ (Springer 1998, 4.6.2).8. Representations of split reductive groups 381
8f Example: SLn
Let T1be the diagonal in SLn. Then X.T1/ D X.T/=Z.1CCn/with T D Dn. The
root datum for SLnis isomorphic to .Zn=Z.e1CCen/;f"i  "j j i ¤ jg;:::/ where "iis
the image of eiin Zn=Z.e1 CCen/. It follows from the GLncase that the fundamental
dominant weights are 1;:::;n 1with
i D "1CC"i:
Again, the simple representation with highest weight "1is the representation of SLnon kn,
and the simple representation with highest weight "1CC"iis the representation SLnon Vi.kn/(ibid.).
ASIDE 8.3 Including pinnings (´ epinglages) — cf. mo17594.CHAPTERVI
The Structure of Reductive Groups:
general case
In this chapter, we study algebraic groups, especially nonsplit reductive groups, over arbi-
trary ﬁelds.
The algebraic groups over a ﬁeld k that become isomorphic to a ﬁxed algebraic group
over kal are classiﬁed by a certain cohomology group. In the ﬁrst section, we explain this,
and discuss what is known about the cohomology groups.
Over an algebraically closed ﬁeld, the classical semisimple groups are exactly those
described by central simple algebras equipped with an involution. In the second section, we
show that this remains true over an arbitrary ﬁeld, roughly speaking, because the two are
classiﬁed by the same cohomology groups [this has been moved to Chapter I]
Rootdataarealsoimportantinthenonsplitcase. ForareductivegroupG, onechoosesa
torus that is maximal among those that are split, and deﬁnes the root datum much as before
— in this case it is not necessarily reduced. This is an important approach to describing
arbitrary algebraic groups, but clearly it yields no information about anisotropic groups
(those with no split torus). We explain this approach in the third section.
In this version of the chapter, we usually assume that k has characteristic zero. Let A
be a set with an equivalence relation , and let B be a second set. When there exists a
canonical surjection A ! B whose ﬁbres are the equivalence classes, I say that B classiﬁes
the -classes of elements of A.
NOTES This chapter is in disarray, since I moved part of it to Chapter I. Probably it should be split
into two parts, one on the cohomology of algebraic groups and one on the Tits-Selbach classiﬁcation
of reductive groups and their representations over arbitrary ﬁelds.
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2 Classical groups and algebras with involution . . . . . . . . . . . . . . . . . 394
3 Relative root systems and the anisotropic kernel. . . . . . . . . . . . . . . . . 395
EXAMPLE: THE FORMS OF GL2.
What are the groups G over a ﬁeld k such that Gkal  GL2? For any a;b 2 k, deﬁne
H.a;b/ to be the algebra over k with basis 1;i;j;ij as a k-vector space, and with the
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multiplication given by
i2 D a; j 2 D b; ij D  ji:
This is a k-algebra with centre k, and it is either a division algebra or is isomorphic to
M2.k/. For example, H.1;1/  M2.k/ and H. 1; 1/ is the usual quaternion algebra
when k D R.
Each algebra H.a;b/ deﬁnes an algebraic group G D G.a;b/ with G.R/ D .R 

H.a;b//. These are exactly the algebraic groups over k becoming isomorphic to GL2
over kal, and
G.a;b/  G.a0;b0/  H.a;b/  H.a0;b0/:
Over R, every H is isomorphic to H. 1; 1/ or M2.R/, and so there are exactly two
forms of GL2 over R.
Over Q, the isomorphism classes of H’s are classiﬁed by the subsets of
f2;3;5;7;11;13;:::;1g
having a ﬁnite even number of elements. The proof of this uses the quadratic reciprocity
law in number theory. In particular, there are inﬁnitely many forms of GL2 over Q, exactly
one of which, GL2, is split.
1 The cohomology of algebraic groups; applications
Throughout this section, vector spaces and modules are ﬁnitely generated. In the early part
of the section, there is no need to assume k to be of characteristic zero.
1a Non-commutative cohomology.
Let   be a group. A   -set is a set A with an action
.;a/ 7! aW  A ! A
of   on A (so ./a D .a/ and 1a D a). If, in addition, A has the structure of a group
and the action of   respects this structure (i.e., .aa0/ D a a0), then we say A is a
  -group.
DEFINITION OF H0. ;A/
For a   -set A, H0.  ;A/ is deﬁned to be the set A  of elements left ﬁxed by the operation
of   on A, i.e.,
H0.  ;A/ D A  D fa 2 A j a D a for all  2   g:
If A is a   -group, then H0. ;A/ is a group.
DEFINITION OF H1.  ;A/
Let A be a   -group. A mapping  7! a of   into A is said to be a 1-cocycle of   in A if
the relation a D a a holds for all ; 2   . Two 1-cocycles .a/ and .b/ are said
to be equivalent if there exists a c 2 A such that
b D c 1a c for all  2   .1. The cohomology of algebraic groups; applications 385
This is an equivalence relation on the set of 1-cocycles of   in A, and H1.  ;A/ is deﬁned
to be the set of equivalence classes of 1-cocycles.
In general H1.  ;A/ is not a group unless A is commutative, but it has a distinguished
element, namely, the class of 1-cocycles of the form  7! b 1 b, b 2 A (the principal
1-cocycles).
COMPATIBLE HOMOMORPHISMS
Let  be a second group. Let A be   -group and B an -group. Two homomorphisms
f WA ! B and gW !   are said to be compatible if
f.g./a/ D .f.a// for all  2 , a 2 A.
If .a/ is a 1-cocycle for A, then
b D f.ag.//
is a 1-cocycle of  in B, and this deﬁnes a mapping H1. ;A/ ! H1.;B/, which is a
homomorphism if A and B are commutative.
When  D   , a homomorphism f WA ! B compatible with the identity map, i.e., such
that
f.a/ D .f.a// for all  2   , a 2 A,
f is said to be a   -homomorphism (or be   -equivariant).
EXACT SEQUENCES
PROPOSITION 1.1 An exact sequence
1 ! A0 ! A ! A00 ! 1
of   -groups gives rise to an exact sequence of cohomology sets
1 ! H0. ;A0/ ! H0. ;A/ ! H0. ;A00/ ! H1. ;A0/ ! H1. ;A/ ! H1. ;A00/
Exactness at H0. ;A00/ means that the ﬁbres of the map H0. ;A00/ ! H1. ;A0/ are
the orbits of the group H0. ;A/ acting on H0. ;A00/. Exactness at H1. ;A0/ means that
ﬁbre of H1. ;A0/ ! H1. ;A/ over the distinguished element is the image of H0. ;A00/.
We now deﬁne the boundary map H0. ;A00/ ! H1. ;A0/. For simplicity, regard A0
as a subgroup of A with quotient A00. Let a00 be an element of A00 ﬁxed by   , and choose
an a in A mapping to it. Because a00 is ﬁxed by   , a 1a is an element of A0, which we
denote a. The map  7! a is a 1-cocycle whose class in H1. ;A0/ is independent of the
choice of a. To deﬁne the remaining maps and check the exactness is now very easy.
PROFINITE GROUPS
For simplicity, we now assume k to be perfect. Let   D Gal.kal=k/ where kal is the
algebraic closure of k. For any subﬁeld K of kal ﬁnite over k, we let
 K D f 2   j x D x for all x 2 Kg:
We consider only   -groups A for which
A D
[
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andwedeﬁneH1. ;A/tobethesetofequivalenceclassesof1-cocyclesthatfactorthrough
Gal.K=k/ for some subﬁeld K of kal ﬁnite and Galois over k. With these deﬁnitions,1
H1. ;A/ D lim
  !
H1.Gal.K=k/;A K/ (185)
where K runs through the subﬁelds K of kal ﬁnite and Galois over k.
THE GALOIS COHOMOLOGY OF ALGEBRAIC GROUPS
When G is an algebraic group over k,
G.kal/ D
[
G.K/; G.K/ D G.kal/ K;
and so G.kal/ satisﬁes (119). We write Hi.k;G/ for Hi.Gal.kal=k/;G.kal//.
An exact sequence
1 ! G0 ! G ! G00 ! 1
of algebraic groups over k gives rise to an exact sequence
1 ! G0.kal/ ! G.kal/ ! G00.kal/ ! 1
(I, 7)2, and hence (see (120), p. 219) to an exact sequence
1 ! G0.k/ ! G.k/ ! G00.k/ ! H1.k;G0/ ! H1.k;G/ ! H1.k;G00/.
1b Classifying bilinear forms
Let K be a ﬁnite Galois extension of k with Galois group   . Let V be a ﬁnite-dimensional
K-vector space. A semi-linear action of   on V is a homomorphism   ! Autk-lin.V /
such that
.cv/ D cv all  2   , c 2 K, v 2 V:
If V D K 
k V0, then there is a unique semi-linear action of   on V for which V   D
1
V0, namely,
.c
v/ D c
v  2   , c 2 K, v 2 V:
PROPOSITION 1.2 The functor V 7! K 
k V from k-vector spaces to K-vector spaces
endowed with a semi-linear action of   is an equivalence of categories with quasi-inverse
V 7! V   .
LEMMA 1.3 Let S be the standard Mn.k/-module, namely, kn with Mn.k/ acting by left
multiplication. The functor V 7! S 
k V is an equivalence from the category of k-vector
spaces to that of left Mn.k/-modules.
1Equivalently, we consider only   -groups A for which the pairing   A ! A is continuous relative to the
Krull topology on   and the discrete topology on A, and we require that the 1-cocycles be continuous for the
same topologies.
2In fact,
1 ! G0.R/ ! G.R/ ! G00.R/
is exact for all k-algebras; only the surjectivity G.R/ ! G00.R/ requires that R be an algebraically closed ﬁeld
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PROOF. Note that S is a simple Mn.k/-module. Since
Endk-lin.k/ D k D EndMn.k/.kn/
and every k-vector space is isomorphic to a direct sum of copies of k, the functor is obvi-
ously fully faithful (i.e., gives isomorphisms on Homs). It remains to show that every left
Mn.k/-module is a direct sum of copies of S. This is certainly true of Mn.k/ itself:
Mn.k/ D
M
1inL.i/ (as a left Mn.k/-module)
where L.i/ is the set of matrices whose entries are zero except for those in the ith column.
Since every left Mn.k/-module M is a quotient of a direct sum of copies of Mn.k/, this
shows that such an M is a sum of copies of S. Let I be the set of submodules of M
isomorphic to S, and let J be a subset that is maximal among those for which
P
N2J N is
direct. Then M D
L
N2J N (see II, 6.1). 2
LEMMA 1.4 For any k-vector space W , the functor V 7! W 
k V is an equivalence from
the category of k-vector spaces to that of left Endk.W /-modules.
PROOF. When we choose a basis for W , this becomes the previous lemma. 2
PROOF OF PROPOSITION 1.2
Let K   be the K-vector space with basis the elements of   , made into a k-algebra by the
rule
.a/.b/ D ab; a;b 2 K; ; 2  :
Then K   acts k-linearly on K by
.
P
a/c D
P
ac;
and the resulting homomorphism
K   ! Endk.K/
is injective by Dedekind’s theorem on the independence of characters (FT 5.14). Since
K   and Endk.K/ have the same dimension as k-vector spaces, the map is an isomor-
phism. Therefore, the corollary shows that
V 7! K 
k V
isanequivalencefromthecategoryofk-vectorspacestothatofleftmodulesoverEndk.K/'
K  . This is the statement of the proposition.
BILINEAR FORMS AND COHOMOLOGY SETS
LetV0 beak-vectorspaceequippedwithabilinearform0WV V !k, andwrite.V0;0/K
for the pair over K obtained from .V0;0/ by extension of scalars. Let A.K/ denote the set
of automorphisms of .V0;0/K.3
3In more detail: .V0;0/K D .V0K;0K/ where V0K D K 
k V0 and 0K is the unique K-bilinear map
V0K V0K ! K extending 0; an element of A.K/ is a K-linear isomorphism WV0K ! V0K such that
0K.x;y/ D 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THEOREM 1.5 The cohomology set H1. ;A.K// classiﬁes the isomorphism classes of
pairs .V;/ over k that become isomorphic to .V0;0/ over K.
PROOF. Suppose .V;/K  .V0;0/K, and choose an isomorphism
f W.V0;0/K ! .V;/K:
Let
a D f  1f:
Then
a a D .f  1f /.f  1f /
D a;
and so a.f / is a 1-cocycle. Moreover, any other isomorphism f 0W.V0;0/K ! .V;/K
differs from f by a g 2 A.K/, and
a.f g/ D g 1a.f /g:
Therefore, the cohomology class of a.f / depends only on .V;/. It is easy to see that,
in fact, it depends only on the isomorphism class of .V;/, and that two pairs .V;/ and
.V 0;0/ giving rise to the same class are isomorphic. It remains to show that every coho-
mology class arises from a pair .V;/. Let .a/2  be a 1-cocycle, and use it to deﬁne a
new action of   on VK
def D K 
k V :
x D a x;  2  ; x 2 VK:
Then
.cv/ D cv, for  2   , c 2 K, v 2 V;
and
.v/ D .av/ D a a v D v;
and so this is a semilinear action. Therefore,
V1
def D fx 2 VK j x D xg
is a subspace of VK such that K 
k V1 ' VK (by 1.2). Because 0K arises from a pairing
over k,
0K.x;y/ D .x;y/; all x;y 2 VK:
Therefore (because a 2 A.K/),
0K.x;y/ D 0K.x;y/ D 0K.x;y/:
If x;y 2 V1, then 0K.x;y/ D 0K.x;y/, and so 0K.x;y/ D 0K.x;y/. By Galois
theory, this implies that 0K.x;y/ 2 k, and so 0K induces a k-bilinear pairing on V1. 21. The cohomology of algebraic groups; applications 389
APPLICATIONS
Again let K be a ﬁnite Galois extension of k with Galois group   .
PROPOSITION 1.6 For all n, H1. ;GLn.K// D 1:
PROOF. ApplyTheorem1.5withV0 Dkn and0 thezeroform. ItshowsthatH1. ;GLn.K//
classiﬁes the isomorphism classes of k-vector spaces V such that K 
k V  Kn. But such
k-vector spaces have dimension n, and therefore are isomorphic. 2
PROPOSITION 1.7 For all n, H1. ;SLn.K// D 1
PROOF. Because the determinant map detWGLn.K/ ! K is surjective,
1 ! SLn.K/ ! GLn.K/
det
 ! K ! 1
is an exact sequence of   -groups. It gives rise to an exact sequence
GLn.k/
det
 ! k ! H1. ;SLn/ ! H1. ;GLn/
from which the statement follows. 2
PROPOSITION 1.8 Let 0 be a nondegenerate alternating bilinear form on V0, and let Sp
be the associated symplectic group4. Then H1. ;Sp.K// D 1.
PROOF. According to Theorem 1.5, H1. ;Sp.K// classiﬁes isomorphism classes of pairs
.V;/ over k that become isomorphic to .V0;0/ over K. But this condition implies that
 is a nondegenerate alternating form and that dimV D dimV0. All such pairs .V;/ are
isomorphic. 2
REMARK 1.9 Let 0 be a nondegenerate bilinear symmetric form on V0, and let O be
the associated orthogonal group. Then H1. ;O.K// classiﬁes the isomorphism classes of
quadratic spaces over k that become isomorphic to .V;/ over K. This can be a very large
set.
1c Classifying the forms of an algebraic group
Again let K be a ﬁnite Galois extension of k with Galois group   . Let G0 be an algebraic
group over k, and let A.K/ be the group of automorphisms WGK ! GK. Then   acts on
A.K/ in a natural way:
 D   1:
THEOREM 1.10 The cohomology set H1. ;A.K// classiﬁes the isomorphism classes of
algebraic groups G over k that become isomorphic to G0 over K.
4So Sp.R/ D fa 2 EndR-lin.R
k V / j .ax;ay/ D 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PROOF. Let G be such an algebraic group over k, choose an isomorphism
f WG0K ! GK;
and write
a D f  1f:
As in the proof of Theorem 1.5, .a/2  is a 1-cocycle, and the map
G 7! class of .a/2  in H1. ;A.K//
is well-deﬁned and its ﬁbres are the isomorphism classes.
In proving that the map is surjective, it is useful to identify A.K/ with the auto-
morphism group of the Hopf algebra O.G0K/ D K 
k O.G0/. Let A0 D O.G0/ and
A D K 
k A0. As in the proof of Theorem 1.5, we use a 1-cocycle .a/2  to twist
the action of   on A; speciﬁcally, we deﬁne
a D a a;  2  ; a 2 A.
Proposition 1.2 in fact holds for inﬁnite dimensional vector spaces V with the same5 proof,
and so the k-subspace
B D fa 2 A j a D ag
of A has the property that
K 
k B ' A:
It remains to show that the Hopf algebra structure on A induces a Hopf algebra structure on
B. Consider for example the comultiplication. The k-linear map
0WA0 ! A0
k A0
has a unique extension to a K-linear map
WA ! A
K A:
This map commutes with the action of   :
.a/ D ..a//; all  2   , a 2 A.
Because a is a Hopf algebra homomorphism,
.aa/ D a.a/; all  2   , a 2 A.
Therefore,
.a/ D ..a//; all  2   , a 2 A.
In particular, we see that  maps B into .A
K A/  , which equals B 
k B because the
functor in (1.2) preserves tensor products. Similarly, all the maps deﬁning the Hopf algebra
structure on A preserve B, and therefore deﬁne a Hopf algebra structure on B. Finally, one
checks that the 1-cocycle attached to B and the given isomorphism K 
k B ! A is .a/.2
5Except that the last step of the proof of (1.3) requires Zorn’s lemma.1. The cohomology of algebraic groups; applications 391
EXAMPLES
1.11 For all n, H1.k;GLn/ D 1.
This follows from (1.6) and (120).
1.12 For all n, H1.k;SLn/ D 1:
1.13 For all n, H1.k;Spn/ D 1:
1.14 Let .V;/ be a nondegenerate quadratic space over k. Then H1.k;O.// classiﬁes
the isomorphism classes of quadratic spaces over k with the same dimension as V .
PROOF. Over kal, all nondegenerate quadratic spaces of the same dimension are isomor-
phic. 2
1.15 Let G be an algebraic group of k. The isomorphism classes of algebraic groups
over k that become isomorphic to Gkal over kal are classiﬁed by H1. ;A.kal//. Here
  D Gal.kal=k/ and A.kal/ is the automorphism group of Gkal.
(WEIL) RESTRICTION OF THE BASE FIELD
Let K be a ﬁnite extension of k, and let G be an algebraic group over K. Recall (I, 4d)
that the functor
R   G.R/ D G.K 
k R/
from k-algebras to groups is an algebraic group over k.
PROPOSITION 1.16 There is a canonical isomorphism
Gkal '
Y
WK!kal G: (186)
PROOF. The product is over the k-homomorphisms K ! kal, and by G, we mean the
algebraic group over kal such that, for a kal-algebra R,
.G/.R/ D G.R/
— on the right, R is regarded as a k-algebra via . For a kal-algebra R,
K 
k R ' K 
k .kal
kal R/
' .K 
k kal/
kal R
'
Y
WK!kal kal


kal R:
Thus, Gkal '
Q
WK!kal G as functors, and therefore as algebraic groups. 2
COROLLARY 1.17 We have
Hi.k;G/ ' Hi.K;G/ for i D 0;1 (and for all i  0 when G is commutative).
PROOF. Combine (186) with Shapiro’s lemma (CFT II, 1.11 for the commutative case;
need to add for the noncommutative case). 2
From now on, we assume that k has characteristic zero.392 VI. The Structure of Reductive Groups: general case
1d Reductive algebraic groups
According to (I, 17.21), to give a reductive algebraic group G over a ﬁeld k amounts to giv-
ing a simply connected semisimple group G over k, an algebraic group Z of multiplicative
type over k, and homomorphism Z.G/ ! Z. Because k has characteristic zero, Z.G/ is
of multiplicative type (even ´ etale), and according to I, Theorem 14.20, the functor sending
an algebraic group of multiplicative type to its character group is an equivalence to the cat-
egory ﬁnitely generated Z-modules with a continuous action of   . If we suppose this last
category to be known, then describing the reductive algebraic groups amounts to describing
the simply connected semisimple groups together with their centres.
TORI
A torus T over a ﬁeld k is said to be quasi-trivial if it is a product of tori of the form
.Gm/k0=k with k0 a ﬁnite ﬁeld extension of k. If T D
Q
i.Gm/ki=k, then
H1.k;T/
(1.17)
'
Y
i H1.ki;Gm/
(1.6)
D 0:
If T is quasi-trivial over k, then Tk0 is quasi-trivial over k0 for any ﬁeld k0  k, and so
H1.k0;Tk0/ D 0. There is a converse to this.
THEOREM 1.18 A torus T over k has the property that H1.k0;Tk0/ D 0 for all ﬁelds k0
containing k if and only if T is a direct factor of a quasi-trivial torus.
PROOF. Omitted for the present. 2
SIMPLY CONNECTED SEMISIMPLE GROUPS
Let G be a simply connected semisimple group over k. Then, according to II, Theorem
5.31, Gkal decomposes into a product
Gkal D G1Gr (187)
of its almost-simple subgroups Gi. The set fG1;:::;Grg contains all the almost-simple
subgroups of G. When we apply  2   to (187), it becomes
Gkal D Gkal D G1Gr
with fG1;:::;Grg a permutation of fG1;:::;Grg. Let H1;:::;Hs denote the products of
Gi in the different orbits of   . Then Hi D Hi, and so Hi is deﬁned over k (I, 4.13), and
G D H1Hs
is a decomposition of G into a product of its almost-simple subgroups.
Now suppose that G itself is almost-simple, so that   acts transitively on the Gi in
(187). Let
 D f 2   j G1 D G1g:
Then G1 is deﬁned over the subﬁeld K D kal of kal (I, 4.13).
PROPOSITION 1.19 We have G ' G1 (and so H1.k;G/ ' H1.K;G1/).1. The cohomology of algebraic groups; applications 393
PROOF. We can rewrite (187) as
Gkal D
Y
G1kal
where  runs over a set of cosets for  in   . On comparing this with (186), we see that
there is a canonical isomorphism
Gkal ' .G1/kal :
In particular, it commutes with the action of   , and so is deﬁned over k (I, 4.13). 2
The group G1 over K is geometrically almost-simple, i.e., it is almost-simple and re-
mains almost-simple over kal. The discussion in this section shows that it sufﬁces to con-
sider such groups.
ABSOLUTELY ALMOST-SIMPLE SIMPLY-CONNECTED SEMISIMPLE GROUPS
For an algebraic group G, let Gad D G=Z.G/.
PROPOSITION 1.20 For any simply connected semisimple group G, there is an exact se-
quence
1 ! Gad.kal/ ! A.kal/ ! Sym.D/ ! 1:
When G is split,   acts trivially on Sym.D/, and the sequence is split, i.e., there is a sub-
group of A.kal/ on which   acts trivially and which maps isomorphically onto Sym.D/.
PROOF. An element of Gad.kal/ D G.kal/=Z.kal/ acts on Gkal by an inner automorphism.
Here D is the Dynkin diagram of G, and Sym.D/ is the group of symmetries of it. This
description of the outer automorphisms of G, at least in the split case, is part of the full
statement of the isomorphism theorem (V, 2.22). 2
The indecomposable Dynkin diagrams don’t have many symmetries: for D4 the sym-
metry group is S3 (symmetric group on 3 letters), for An, Dn, and E6 it has order 2, and
otherwise it is trivial.
THEOREM 1.21 For each indecomposable Dynkin diagram D, there is a split, geomet-
rically almost-simple, simply connected algebraic group G over k such that Gkal has the
type of the Dynkin diagram; moreover G is unique up to isomorphism. The isomorphism
classes of algebraic groups over k becoming isomorphic to G over kal are classiﬁed by
H1.k;A.kal// where A.kal/ is the automorphism group of Gkal. For the split group G,
X.Z.G// D P.D/=Q.D/ with   acting trivially. For the form G0 of G deﬁned by a
1-cocycle .a/, Z.G0/ D Z.G/ but with   acting through a.
For example, for An, the split group is SLn. This has centre n, which is the group of
multiplicative type corresponding to Z=nZ with the trivial action of   . Let G0 and G be
groups over k, and let f WG0kal ! Gkal be an isomorphism over kal. Write a D f  1f .
Then f deﬁnes an isomorphism
f WZ0.kal/ ! Z.kal/394 VI. The Structure of Reductive Groups: general case
on the points of their centres, and
f.ax/ D .f.x//:
When we use f to identify Z0.kal/ with Z.kal/, this says that   acts on Z.kal/ by the
twisted action x D ax.
REMARK 1.22 Let G0 be the split simply connected group of type Xy, and let G be a form
of G0. Let c be its cohomology class. If c 2 H1.k;Gad/, then G is called an inner form of
G. In general, c will map to a nontrivial element of
H1.k;Sym.D// D Homcontinuous. ;Sym.D//:
Let  be the kernel of this homomorphism, and let L be the corresponding extension ﬁeld
of k. Let z D .  W/. Then we say G is of type zXy.
1e The main theorems on the cohomology of groups
To complete the classiﬁcation of algebraic groups, it remains to compute the cohomology
groups. This, of course, is an important problem. All I can do here is list some of the main
theorems.
1.23 Let k be ﬁnite. If G is connected, then H1.k;G/ D 1:
1.24 Let k be a ﬁnite extension of the ﬁeld of p-adic numbers Qp. If G is simply con-
nected and semisimple, then H1.k;G/ D 1.
1.25 Let k D Q, and let G be a semisimple group over Q.
(a) If G is simply connected, then
H1.Q;G/ ' H1.R;G/:
(b) If G is an adjoint group (i.e., has trivial centre), or equals O./ for some nondegen-
erate quadratic space .V;/, then
H1.Q;G/ !
Y
pD2;3;5;:::;1H1.Qp;G/
is injective.
Note that the last result implies that two quadratic spaces over Q are isomorphic if and
only if they become isomorphic over Qp for all p (including p D 1, for which we set
Qp D R). This is a very important, and deep result, in number theory.
Statement 1.25 extends in an obvious way to ﬁnite extensions of Q.
NOTES For more on the cohomology of algebraic groups, see Kneser 1969 or Platonov and Rap-
inchuk 1994.
2 Classical groups and algebras with involution
Moved to Chapter I.3. Relative root systems and the anisotropic kernel. 395
3 Relative root systems and the anisotropic kernel.
The aim of this section is to explain Tits’s strategy for classifying nonsplit groups and their
representations. Here is a brief overview.
The isomorphism classes of split semisimple algebraic groups are classiﬁed over any
ﬁeld. Given a semisimple algebraic group G over a ﬁeld k, one knows that G splits over
the separable algebraic closure K of k, and so the problem is to determine the isomorphism
classes of semisimple algebraic groups over k corresponding to a given isomorphism class
over K. Tits (1966) sketches a program for doing this. Let T0 be a maximal split subtorus
of G, and let T be a maximal torus containing T0. The derived group of the centralizer
of T0 is called the anisotropic kernel of G — it is a semisimple algebraic group over k
whose split subtori are trivial. Let S be a simple set of roots for .GK;TK/, and let S0 be
the subset vanishing on T0. The Galois group of K=k acts on S, and the triple consisting of
S, S0, and this action is called the index of G. Tits sketches a proof (corrected in the MR
review of the article) that the isomorphism class of G is determined by the isomorphism
class of GK, its anisotropic kernel, and its index. It remains therefore to determine for
each isomorphism class of semisimple algebraic groups over k (a) the possible indices, and
(b) for each possible index, the possible anisotropic kernels. Tits (ibid.) announces some
partial results on (a) and (b).
Problem (b) is related to the problem of determining the central division algebras over
a ﬁeld, and so it is only plausible to expect a solution to it for ﬁelds k for which the Brauer
group is known.
Tits’s work was continued by his student Selbach. To quote the MR review of Selbach
1976 (slightly edited):
This booklet treats the classiﬁcation of quasisimple algebraic groups over ar-
bitrary ﬁelds along the lines of Tits 1966. Tits had shown that each such group
is described by three data: the index, the anisotropic kernel and the connect-
edness type. For his general results Tits had given or sketched proofs, but not
for the enumeration of possible indices, whereas the classiﬁcation of possible
anisotropic kernels was not dealt with at all. The booklet under review starts
with an exposition with complete proofs of the necessary general theory. Some
proofs are simpliﬁed using results on representation theory over arbitrary ﬁelds
from another paper by Tits (Crelle 1971), and a different proof is given for the
main result, viz., that a simply connected group is determined by its index and
anisotropic kernel, because Tits’s original proof contained a mistake, as was in-
dicated in the review of that paper. Then it presents the detailed classiﬁcations
with proofs of all possible indices, and of the anisotropic kernels of exceptional
type. Questions of existence over special ﬁelds (ﬁnite, reals, p-adic, number)
are dealt with only in cases which ﬁt easily in the context (Veldkamp).
It is interesting to note that, while Tits’s article has been cited 123 times, Selbach’s has been
cited on twice (MR April 2010).
Here is the MR review of Tits 1971 (my translation).
The author proposes to study the linear irreducible k-representations of a re-
ductive algebraic group G over k, where k is any ﬁeld. When k is algebraically
closed, Chevalley showed that the irreducible representations of G are charac-
terized, as in the classical case, by the weights of G (characters of a maximal
torus of G), every weight “dominant relative to a Borel subgroup” being the396 VI. The Structure of Reductive Groups: general case
dominant weight of an irreducible representation. The author ﬁrst shows that
this correspondence continues when G is split over k. In the general case, it is
necessary to start with a maximal k-torus T in G and a Borel subgroup B of
G containing T in order to deﬁne the weights (forming a group ) and the set
C of dominant weights with respect to B; let 0 denote the subgroup of 
generated by the roots and by the weights zero on the intersection T \D.G/;
the quotient C D =0 is the dual of the centre of G. The Galois group  
of the separable closure ksep of k over k acts canonically on , 0, and C;
the central result attaches to each dominant weight  2 C invariant under
  an absolutely irreducible representation of G in a linear group GL.m;D/,
well determined up to equivalence, D being a skew ﬁeld with centre k, well
determined up to isomorphism; moreover, if  2 0 or if G is quasi-split (in
which case the Borel group B is deﬁned over k), then D D k. One attaches
in this way to any weight  of C invariant by   an element D D G;k./
of the Brauer group Br.k/, and one shows that G;k extends to a homomor-
phism of the group   of weights invariant under   into Br.k/; moreover,
the kernel of G;k contains 0, and so there is a fundamental homomorphism
G;kWC  ! Br.k/ (where C  is the subgroup of C formed of the ele-
ments invariant under   ). The author shows that this homomorphism can be
deﬁned cohomologically, in relation with the “Brauer-Witt invariant” of the
group G. A good part of the memoir is concerned with the study of the ho-
momorphism , notably the relations between G;k and G1;k, where G1 is
a reductive subgroup of G, as well as with majorizing the degree of .c/ in
Br.k/ when G is an almost-simple group and c is the class of the minuscule
dominant weight. He examines also a certain number of examples, notably the
groups of type E6 and E7. Finally, he shows how starting from a knowledge of
, one obtains all the irreducible k-representations of G: start with a dominant
weight 2C, and denote by k the ﬁeld of invariants of the stabilizer of  in
  ; then if G;k./DD, one obtains a k-representation G !GL.m;D/,
whence one deduces canonically a k-representation k, which is irreducible;
every irreducible k-representation is equivalent to a k, and k and k0 are
k-equivalent if and only if  and 0 are transformed into one another by an
element of   (Dieudonn´ e).CHAPTERVII
Arithmetic Subgroups
We study discrete subgroups of real Lie groups that are large in the sense that the quotient
has ﬁnite volume. For example, if the Lie group equals G.R/C for some algebraic group
G over Q, then G.Z/ is such a subgroup of G.R/C. The discrete subgroups of a real Lie
group G arising in (roughly) this way from algebraic groups over Q are called the arithmetic
subgroups of G (see 15.1 for a precise deﬁnition). Except when G is SL2.R/ or a similarly
special group, no one was able to construct a discrete subgroup of ﬁnite covolume in a
semisimple Lie group except by this method. Eventually, Selberg conjectured that there are
no others, and this was proved by Margulis.
NOTES At present this chapter is only an introductory survey. My intention is to expand it by
adding, for example, a more detailed discussion of Margulis’s theorem and its applications, and by
adding more proofs (but not, of course, all proofs).
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1 Commensurable groups
Subgroups H1 and H2 of a group are said to be commensurable if H1 \H2 is of ﬁnite
index in both H1 and H2.
397398 VII. Arithmetic Subgroups
ThesubgroupsaZandbZofRarecommensurableifandonlyifa=b 2Q. Forexample,
6Z and 4Z are commensurable because they intersect in 12Z, but 1Z and
p
2Z are not
commensurable because they intersect in f0g. More generally, lattices L and L0 in a real
vector space V are commensurable if and only if they generate the same Q-subspace of V .
Commensurability is an equivalence relation: obviously, it is reﬂexive and symmetric,
and if H1;H2 and H2;H3 are commensurable, one shows easily that H1\H2\H3 is of
ﬁnite index in H1;H2; and H3.
2 Deﬁnitions and examples
Let G be an algebraic group over Q. Let WG ! GLV be a faithful representation of G on
a ﬁnite-dimensional vector space V , and let L be a lattice in V . Deﬁne
G.Q/L D fg 2 G.Q/ j .g/L D Lg:
An arithmetic subgroup of G.Q/ is any subgroup commensurable with G.Q/L. For an
integer N > 1, the principal congruence subgroup of level N is
 .N/L D fg 2 G.Q/L j g acts as 1 on L=NLg:
In other words,  .N/L is the kernel of
G.Q/L ! Aut.L=NL/:
In particular, it is normal and of ﬁnite index in G.Q/L. A congruence subgroup of G.Q/
is any subgroup containing some  .N/ as a subgroup of ﬁnite index, so congruence sub-
groups are arithmetic subgroups.
EXAMPLE 2.1 Let G DGLn with its standard representation on Qn and its standard lattice
L D Zn. Then G.Q/L consists of the A 2 GLn.Q/ such that
AZn D Zn:
On applying A to e1;:::;en, we see that this implies that A has entries in Z. Since A 1Zn D
Zn, the same is true of A 1. Therefore, G.Q/L is
GLn.Z/ D fA 2 Mn.Z/ j det.A/ D 1g.
The arithmetic subgroups of GLn.Q/ are those commensurable with GLn.Z/.
By deﬁnition,
 .N/ D fA 2 GLn.Z/ j A  I mod Ng
D f.aij/ 2 GLn.Z/ j N divides .aij  ij/g;
which is the kernel of
GLn.Z/ ! GLn.Z=NZ/:
EXAMPLE 2.2 Consider a triple .G;;L/ as in the deﬁnition of arithmetic subgroups. The
choice of a basis for L identiﬁes G with a subgroup of GLn and L with Zn. Then
G.Q/L D G.Q/\GLn.Z/3. Questions 399
and  L.N/ for G is
G.Q/\ .N/:
For a subgroup G of GLn, one often writes G.Z/ for G.Q/\GLn.Z/. By abuse of notation,
given a triple .G;;L/, one often writes G.Z/ for G.Q/L.
EXAMPLE 2.3 The group
Sp2n.Z/ D

A 2 GL2n.Z/ j At  
0 I
 I 0

A D
 
0 I
 I 0
	
is an arithmetic subgroup of Sp2n.Q/, and all arithmetic subgroups are commensurable
with it.
EXAMPLE 2.4 Let .V;/ be a root system and X a lattice P X Q. Chevalley showed
that .V;;X/ deﬁnes an “algebraic group G over Z” which over Q becomes the split
semisimple algebraic group associated with .V;;X/, and G.Z/ is a canonical arithmetic
group in G.Q/.
EXAMPLE 2.5 Arithmetic groups may be ﬁnite. For example Gm.Z/ D f1g, and the
arithmetic subgroups of G.Q/ will be ﬁnite if G.R/ is compact (because arithmetic sub-
groups are discrete in G.R/ — see later).
EXAMPLE 2.6 (for number theorists). Let K be a ﬁnite extension of Q, and let U be the
group of units in K. For the torus T D .Gm/K=k over Q, T.Z/ D U.
3 Questions
The deﬁnitions suggest a number of questions and problems.
 Show the sets of arithmetic and congruence subgroups of G.Q/ do not depend on the
choice of  and L.
 Examine the properties of arithmetic subgroups, both intrinsically and as subgroups
of G.R/.
 Give applications of arithmetic subgroups.
 When are all arithmetic subgroups congruence?
 Are there other characterizations of arithmetic subgroups?
4 Independence of  and L.
LEMMA 4.1 Let G be a subgroup of GLn. For any representation WG ! GLV and lattice
L  V , there exists a congruence subgroup of G.Q/ leaving L stable (i.e., for some m  1,
.g/L D L for all g 2  .m/).
PROOF. When we choose a basis for L,  becomes a homomorphism of algebraic groups
G ! GLn0. The entries of the matrix .g/ are polynomials in the entries of the matrix
g D .gij/, i.e., there exist polynomials P; 2 Q:::;Xij;::: such that
.g/ D P;.:::;gij;:::/:400 VII. Arithmetic Subgroups
After a minor change of variables, this equation becomes
.g/  ; D Q;.:::;gij  ij;:::/
with Q; 2 Q:::;Xij;::: and  the Kronecker delta. Because .I/ D I, the Q; have
zero constant term. Let m be a common denominator for the coefﬁcients of the Qa;, so
that
mQ; 2 Z:::;Xij;::::
If g  I mod m, then
Q;.:::;gij  ij;:::/ 2 Z:
Therefore, .g/Zn0
 Zn0
, and, as g 1 also lies in  .m/, .g/Zn0
D Zn0
. 2
PROPOSITION 4.2 For any faithful representations G ! GLV and G ! GLV 0 of G and
lattices L and L0 in V and V 0, G.Q/L and G.Q/L0 are commensurable.
PROOF. According to the lemma, there exists a subgroup   of ﬁnite index in G.Q/L such
that    G.Q/L0. Therefore,
.G.Q/LWG.Q/L\G.Q/L0/  .G.Q/LW  / < 1:
Similarly,
.G.Q/L0WG.Q/L\G.Q/L0/ < 1: 2
Thus, the notion of arithmetic subgroup is independent of the choice of a faithful rep-
resentation and a lattice. The same is true for congruence subgroups, because the proof of
(4.1) shows that, for any N, there exists an m such that  .Nm/   L.N/.
5 Behaviour with respect to homomorphisms
PROPOSITION 5.1 Let   be an arithmetic subgroup of G.Q/, and let WG ! GLV be a
representation of G. Every lattice L of V is contained in a lattice stable under   .
PROOF. According to (4.1), there exists a subgroup   0 leaving L stable. Let
L0 D
X
.g/L
where g runs over a set of coset representatives for   0 in   . The sum is ﬁnite, and so L0 is
again a lattice in V , and it is obviously stable under   . 2
PROPOSITION 5.2 Let 'WG ! G0 be a homomorphism of algebraic groups over Q. For
any arithmetic subgroup   of G.Q/, '.  / is contained in an arithmetic subgroup of G0.Q/.
PROOF. Let WG0 ! GLV be a faithful representation of G0, and let L be a lattice in V .
According to (5.1), there exists a lattice L0  L stable under .'/.  /, and so G0.Q/L 
'.  /. 2
REMARK 5.3 If 'WG ! G0 is a quotient map and   is an arithmetic subgroup of G.Q/,
then one can show that '.  / is of ﬁnite index in an arithmetic subgroup of G0.Q/ (Borel
1969a, 8.9, 8.11). Therefore, arithmetic subgroups of G.Q/ map to arithmetic subgroups of
G0.Q/. (Because '.G.Q// typically has inﬁnite index in G0.Q/, this is far from obvious.)6. Ad` elic description of congruence subgroups 401
6 Ad` elic description of congruence subgroups
In this subsection, which can be skipped, I assume the reader is familiar with ad` eles. The
ring of ﬁnite ad` eles is the restricted topological product
Af D
Y
.Q`WZ`/
where ` runs over the ﬁnite primes of Q. Thus, Af is the subring of
Q
Q` consisting of the
.a`/ such that a` 2 Z` for almost all `, and it is endowed with the topology for which
Q
Z`
is open and has the product topology.
Let V D SpmA be an afﬁne variety over Q. The set of points of V with coordinates in
a Q-algebra R is
V.R/ D HomQ.A;R/:
When we write
A D QX1;:::;Xm=a D Qx1;:::;xm;
the map P 7! .P .x1/;:::;P.xm// identiﬁes V.R/ with
f.a1;:::;am/ 2 Rm j f.a1;:::;am/ D 0; 8f 2 ag:
Let Zx1;:::;xm be the Z-subalgebra of A generated by the xi, and let
V.Z`/ D HomZ.Zx1;:::;xm;Z`/ D V.Q`/\Zm
` (inside Qm
` ).
This set depends on the choice of the generators xi for A, but if A D Qy1;:::;yn, then the
yi’s can be expressed as polynomials in the xi with coefﬁcients in Q, and vice versa. For
some d 2 Z, the coefﬁcients of these polynomials lie in Z 1
d, and so
Z 1
dx1;:::;xm D Z 1
dy1;:::;yn (inside A).
It follows that for ` - d, the yi’s give the same set V.Z`/ as the xi’s. Therefore,
V.Af / D
Q
.V.Q`/WV.Z`//
is independent of the choice of generators for A.
For an algebraic group G over Q, we deﬁne
G.Af / D
Q
.G.Q`/WG.Z`//
similarly. Now it is a topological group.1 For example,
Gm.Af / D
Q
.Q
` WZ
` / D A
f .
PROPOSITION 6.1 For any compact open subgroup K of G.Af /, K \G.Q/ is a congru-
ence subgroup of G.Q/, and every congruence subgroup arises in this way.2
1The choice of generators determines a group structure on G.Z`/ for almost all `, etc..
2To deﬁne a basic compact open subgroup K of G.Af /, one has to impose a congruence condition at
each of a ﬁnite set of primes. Then   D G.Q/\K is obtained from G.Z/ by imposing the same congruence
conditions. One can think of   as being the congruence subgroup deﬁned by the “congruence condition” K.402 VII. Arithmetic Subgroups
PROOF. Fix an embedding G ,! GLn. From this we get a surjection QGLn ! QG (of
Q-algebras of regular functions), i.e., a surjection
QX11;:::;Xnn;T=.det.Xij/T  1/ ! QG;
and hence QG D Qx11;:::;xnn;t. For this presentation of QG,
G.Z`/ D G.Q`/\GLn.Z`/ (inside GLn.Q`/).
For an integer N > 0, let
K.N/ D
Q
`K`; where K` D
(
G.Z`/ if ` - N
fg 2 G.Z`/ j g  Inmod`r`g if r` D ord`.N/:
Then K.N/ is a compact open subgroup of G.Af /, and
K.N/\G.Q/ D  .N/.
It follows that the compact open subgroups of G.Af / containing K.N/ intersect G.Q/
exactly in the congruence subgroups of G.Q/ containing  .N/. Since every compact open
subgroup of G.Af / contains K.N/ for some N, this completes the proof. 2
7 Applications to manifolds
Clearly Zn2
is a discrete subset of Rn2
, i.e., every point of Zn2
has an open neighbourhood
(for the real topology) containing no other point of Zn2
. Therefore, GLn.Z/ is discrete in
GLn.R/, and it follows that every arithmetic subgroup   of a group G is discrete in G.R/.
Let G be an algebraic group over Q. Then G.R/ is a Lie group, and for every compact
subgroup K of G.R/, M D G.R/=K is a smooth manifold (Lee 2003, 9.22).
THEOREM 7.1 For any discrete torsion-free subgroup   of G.R/,   acts freely on M, and
  nM is a smooth manifold.
PROOF. Standard; see for example Lee 2003, Chapter 9, or Milne 2005, 3.1. 2
Arithmetic subgroups are an important source of discrete groups acting freely on man-
ifolds. To see this, we need to know that there exist many torsion-free arithmetic groups.
8 Torsion-free arithmetic groups
Note that SL2.Z/ is not torsion-free. For example, the following elements have ﬁnite order:
 
 1 0
0  1
!2
D
 
1 0
0 1
!
,
 
0  1
1 0
!2
D
 
 1 0
0  1
!
D
 
0  1
1 1
!3
:
THEOREM 8.1 Every arithmetic group contains a torsion-free subgroup of ﬁnite index.
For this, it sufﬁces to prove the following statement.9. A fundamental domain for SL2 403
LEMMA 8.2 For any prime p  3, the subgroup  .p/ of GLn.Z/ is torsion-free.
PROOF. Ifnot, itwillcontainanelementoforderaprime`, andsowewillhaveanequation
.I CpmA/` D I
with m  1 and A a matrix in Mn.Z/ not divisible by p (i.e., not of the form pB with B
in Mn.Z/). Since I and A commute, we can expand this using the binomial theorem, and
obtain an equation
`pmA D  
X`
iD2
 
`
i
!
pmiAi:
In the case that ` ¤ p, the exact power of p dividing the left hand side is pm, but p2m
divides the right hand side, and so we have a contradiction.
In the case that ` D p, the exact power of p dividing the left hand side is pmC1, but,
for 2  i < p, p2mC1j
 p
i

pmi because pj
 p
i

, and p2mC1jpmp because p  3. Again we
have a contradiction. 2
9 A fundamental domain for SL2
Let H be the complex upper half plane
H D fz 2 C j =.z/ > 0g:
For
 
a b
c d
!
2 GL2.R/,
=

azCb
czCd

D
.ad  bc/=.z/
jczCdj2 : (188)
Therefore, SL2.R/ acts on H by holomorphic maps
SL2.R/H ! H;
 
a b
c d
!
z D
azCb
czCd
:
The action is transitive, because
 
a b
0 a 1
!
i D a2i Cab;
and the subgroup ﬁxing i is
O D
( 
a b
 b a
!  
 

a2Cb2 D 1
)
(compact circle group). Thus
H ' .SL2.R/=O/i
as a smooth manifold.404 VII. Arithmetic Subgroups
PROPOSITION 9.1 Let D be the subset
fz 2 C j  1=2  <.z/  1=2; jzj  1g
of H. Then
H D SL2.Z/D;
and if two points of D lie in the same orbit then neither is in the interior of D.
PROOF. Let z0 2 H. One checks that, for any constant A, there are only ﬁnitely many
c;d 2 Z such that jcz0Cdj  A, and so (see (188)) we can choose a  2 SL2.Z/ such that
=..z0// is maximal. As T D
 
1 1
0 1
!
acts on H as z 7! zC1, there exists an m such that
 1=2  <.T m.z0//  1=2:
I claim that T m.z0/ 2 D. To see this, note that S D
 
0  1
1 0
!
acts by S.z/ D  1=z, and
so
=.S.z// D
=.z/
jzj2 :
If T m.z0/  D, then jT m.z0/j < 1, and =.S.T m.z0/// > =.T m.z0//, contradicting
the deﬁnition of .
The proof of the second part of the statement is omitted. 2
10 Application to quadratric forms
Consider a binary quadratic form:
q.x;y/ D ax2CbxyCcy2; a;b;c 2 R:
Assume q is positive deﬁnite, so that its discriminant  D b2 4ac < 0.
There are many questions one can ask about such forms. For example, for which in-
tegers N is there a solution to q.x;y/ D N with x;y 2 Z? For this, and other questions,
the answer depends only on the equivalence class of q, where two forms are said to be
equivalent if each can be obtained from the other by an integer change of variables. More
precisely, q and q0 are equivalent if there is a matrix A 2 SL2.Z/ taking q into q0 by the
change of variables,  
x0
y0
!
D A
 
x
y
!
:
In other words, the forms
q.x;y/ D .x;y/Q
 
x
y
!
; q0.x;y/ D .x;y/Q0
 
x
y
!
are equivalent if Q D At Q0A for A 2 SL2.Z/.
Every positive-deﬁnite binary quadratic form can be written uniquely
q.x;y/ D a.x !y/.x  N !y/, a 2 R>0, ! 2 H:11. “Large” discrete subgroups 405
If we let Q denote the set of such forms, there are commuting actions of R>0 and SL2.Z/
on it, and
Q=R>0 ' H
as SL2.Z/-sets. We say that q is reduced if
j!j > 1 and  
1
2
 <.!/ <
1
2
, or
j!j D 1 and  
1
2
 <.!/  0:
More explicitly, q.x;y/ D ax2CbxyCcy2 is reduced if and only if either
 a < b  a < c or
0  b  a D c:
Theorem 9.1 implies:
Every positive-deﬁnite binary quadratic form is equivalent to a reduced form;
two reduced forms are equivalent if and only if they are equal.
We say that a quadratic form is integral if it has integral coefﬁcients, or, equivalently, if
x;y 2 Z H) q.x;y/ 2 Z.
There are only ﬁnitely many equivalence classes of integral deﬁnite binary
quadratic forms with a given discriminant.
Each equivalence class contains exactly one reduced form ax2CbxyCcy2. Since
4a2  4ac D b2   a2 
we see that there are only ﬁnitely many values of a for a ﬁxed . Since jbj  a, the same
is true of b, and for each pair .a;b/ there is at most one integer c such that b2 4ac D .
This is a variant of the statement that the class number of a quadratic imaginary ﬁeld is
ﬁnite, and goes back to Gauss (cf. my notes on Algebraic Number Theory, 4.28, or, in more
detail, Borevich and Shafarevich 1966, especially Chapter 3, 6).
11 “Large” discrete subgroups
Let   be a subgroup of a locally compact group G. A discrete subgroup   of a locally
compact group G is said to cocompact (or uniform) if G=  is compact. This is a way
of saying that   is “large” relative to G. There is another weaker notion of this. On
each locally compact group G, there exists a left-invariant Borel measure, unique up to a
constant, called the left-invariant Haar measure3, which induces a measure  on   nG. If
.  nG/ < 1, then one says that   has ﬁnite covolume, or that   is a lattice in G. If K is
a compact subgroup of G, the measure on G deﬁnes a left-invariant measure on G=K, and
.  nG/ < 1 if and only if the measure .  nG=K/ < 1.
EXAMPLE 11.1 Let G D Rn, and let   D Ze1 CCZei. Then   nG.R/ is compact if
and only if i D n. If i < n,   does not have ﬁnite covolume. (The left-invariant measure
on Rn is just the usual Lebesgue measure.)
3For real Lie groups, the proof of the existence is much more elementary than in the general case (cf.
Boothby 1975, VI 3.5).406 VII. Arithmetic Subgroups
EXAMPLE 11.2 Consider, SL2.Z/SL2.R/. The left-invariant measure on SL2.R/=O '
H is
dxdy
y2 , and
Z
  nH
dxdy
y2 D

D
dxdy
y2 
Z 1
p
3=2
Z 1=2
 1=2
dxdy
y2 D
Z 1
p
3=2
dy
y2 < 1:
Therefore, SL2.Z/ has ﬁnite covolume in SL2.R/ (but it is not cocompact — SL2.Z/nH is
not compact).
EXAMPLE 11.3 Consider G D Gm. The left-invariant measure4 on R is dx
x , and
Z
R=f1g
dx
x
D
Z 1
0
dx
x
D 1:
Therefore, G.Z/ is not of ﬁnite covolume in G.R/.
EXERCISE
EXERCISE 11-1 Show that, if a subgroup   of a locally compact group is discrete (resp. is
cocompact, resp. has ﬁnite covolume), then so also is every subgroup commensurable with
  .
12 Reduction theory
In this section, I can only summarize the main deﬁnitions and results from Borel 1969a.
Any positive-deﬁnite real quadratic form in n variables can be written uniquely as
q.E x/ D t1.x1Cu12x2CCu1nxn/2CCtn 1.xn 1Cun 1nxn/2Ctnx2
n
D E yt  E y
where
E y D
0
B B
B B
@
p
t1 0 0
0
p
t2 0
:::
0 0
p
tn
1
C C
C C
A
0
B B
B B
@
1 u12  u1n
0 1  u2n
:::
: : :
0 0 1
1
C C
C C
A
0
B B
B B
@
x1
x2
: : :
xn
1
C C
C C
A
: (189)
Let Qn be the space of positive-deﬁnite quadratic forms in n variables,
Qn D fQ 2 Mn.R/ j Qt D Q; E xtQE x > 0g:
Then GLn.R/ acts on Qn by
B;Q 7! BtQBWGLn.R/Qn ! Qn:
4Because dax
ax D dx
x ; alternatively,
Z t2
t1
dx
x
D log.t2/ log.t1/ D
Z at2
at1
dx
x
:12. Reduction theory 407
The action is transitive, and the subgroup ﬁxing the form I is5 On.R/DfAjAtADIg, and
so we can read off from (189) a set of representatives for the cosets of On.R/ in GLn.R/.
We ﬁnd that
GLn.R/ ' AN K
where
 K is the compact group On.R/,
 A D T.R/C for T the split maximal torus in GLn of diagonal matrices,6 and
 N is the group Un.R/.
Since A normalizes N, we can rewrite this as
GLn.R/ ' N AK:
For any compact neighbourhood ! of 1 in N and real number t > 0, let
St;! D !At K
where
At D fa 2 A j ai;i  taiC1;iC1; 1  i  n 1g: (190)
Any set of this form is called a Siegel set.
THEOREM 12.1 Let   be an arithmetic subgroup in G.Q/ D GLn.Q/. Then
(a) for some Siegel set S, there exists a ﬁnite subset C of G.Q/ such that
G.R/ D   C SI
(b) for any g 2 G.Q/ and Siegel set S, the set of  2   such that
gS\S ¤ ;
is ﬁnite.
Thus, the Siegel sets are approximate fundamental domains for   acting on G.R/.
Now consider an arbitrary reductive group G over Q. Since we are not assuming G to
be split, it may not have a split maximal torus, but, nevertheless, we can choose a torus T
that is maximal among those that are split. From .G;T/, we get a root system as before (not
necessarily reduced). Choose a base S for the root system. Then there is a decomposition
(depending on the choice of T and S)
G.R/ D N AK
where K is again a maximal compact subgroup and A D T.R/C (Borel 1969a, 11.4, 11.9).
The deﬁnition of the Siegel sets is the same except now7
At D fa 2 A j .a/  t for all  2 Sg. (191)
Then Theorem 12.1 continues to hold in this more general situation (Borel 1969a, 13.1,
15.4).
5So we are reverting to using On for the orthogonal group of the form x2
1 CCx2
n.
6The C denotes the identity component of T.R/ for the real topology. Thus, for example,
.Gm.R/r/C D .Rr/C D .R>0/r:
7Recall that, with the standard choices, 1 2;:::;n 1 n is a base for the roots of T in GLn, so this
deﬁnition agrees with that in (190).408 VII. Arithmetic Subgroups
EXAMPLE 12.2 The images of the Siegel sets for SL2 in H are the sets
St;u D fz 2 H j =.z/  t; j<.z/j  ug:
THEOREM 12.3 If Homk.G;Gm/ D 0, then every Siegel set has ﬁnite measure.
PROOF. Borel 1969a, 12.5. 2
THEOREM 12.4 Let G be a reductive group over Q, and let   be an arithmetic subgroup
of G.Q/.
(a) The volume of   nG.R/ is ﬁnite if and only if G has no nontrivial character over Q
(for example, if G is semisimple).
(b) The quotient   nG.R/ is compact if and only if it G has no nontrivial character over
Q and G.Q/ has no unipotent element ¤ 1.
PROOF. (a) The necessity of the conditions follows from (11.3). The sufﬁciency follows
from (12.2) and (12.3).
(b) See Borel 1969a, 8.4. 2
EXAMPLE 12.5 Let B be a quaternion algebra, and let G be the associated group of ele-
ments of B of norm 1 (we recall the deﬁnitions in 15.2 below).
(a) If B  M2.R/, then G D SL2.R/, and G.Z/nG.R/ has ﬁnite volume, but is not
compact (
 
1 1
0 1

is a unipotent in G.Q/).
(b) If B is a division algebra, but R
Q B  M2.R/, then G.Z/nG.R/ is compact (if
g 2 G.Q/ is unipotent, then g 1 2 B is nilpotent, and hence zero because B is a
division algebra).
(c) If R
QB is a division algebra, then G.R/ is compact (and G.Z/ is ﬁnite).
EXAMPLE 12.6 Let G D SO.q/ for some nondegenerate quadratic form q over Q. Then
G.Z/nG.R/ is compact if and only if q doesn’t represent zero in Q, i.e., q.E x/ D 0 does not
have a nontrivial solution in Qn (Borel 1969a, 8.6).
13 Presentations
In this section, I assume some familiarity with free groups and presentations (see, for ex-
ample, GT, Chapter 2).
PROPOSITION 13.1 The group SL2.Z/=fIg is generated by S D
 
0  1
1 0

and T D
 
1 1
0 1

.
PROOF. Let   0 be the subgroup of SL2.Z/=fIg generated by S and T. The argument in
the proof of (9.1) shows that   0D D H.
Let z0 lie in the interior of D, and let  2   . Then there exist 0 2   0 and z 2 D such
that z0 D0z. Now 0 1z0 lies in D and z0 lies in the interior of D, and so 0 1 DI
(see 9.1). 214. The congruence subgroup problem 409
In fact SL2.Z/=fIg has a presentation hS;TjS2;.ST/3i. It is known that every
torsion-free subgroup   of SL2.Z/ is free on 1C
.SL2.Z/W  /
12 generators (thus the subgroup
may be free on a larger number of generators than the group itself). For example, the com-
mutator subgroup of SL2.Z/ has index 12, and is the free group on the generators
 
2 1
1 1

and  
1 1
1 2

:
For a general algebraic group G over Q, choose S and C as in (12.1a), and let
D D
[
g2C gS=K:
Then D is a closed subset of G.R/=K such that   D D G.R/=K and
f 2   j D\D ¤ ;g
is ﬁnite. One shows, using the topological properties of D, that this last set generates   ,
and that, moreover,   has a ﬁnite presentation.
14 The congruence subgroup problem
Consider an algebraic subgroup G of GLn. Is every arithmetic subgroup congruence? That
is, does every subgroup commensurable with G.Z/ contain
 .N/
def D Ker.G.Z/ ! G.Z=NZ//
for some N.
That SL2.Z/ has noncongruence arithmetic subgroups was noted by Klein as early as
1880. For a proof that SL2.Z/ has inﬁnitely many subgroups of ﬁnite index that are not
congruence subgroups see Sury 2003, 3-4.1. The proof proceeds by showing that the groups
occurring as quotients of SL2.Z/ by principal congruence subgroups are of a rather special
type, and then exploits the known structure of SL2.Z/ as an abstract group (see above)
to construct many ﬁnite quotients not of his type. It is known that, in fact, congruence
subgroups are sparse among arithmetic groups: if N.m/ denotes the number of congruence
subgroups of SL2.Z/ of index  m and N 0.m/ the number of arithmetic subgroups, then
N.m/=N 0.m/ ! 0 as m ! 1.
However, SL2 is unusual. For split simply connected almost-simple groups other than
SL2, for example, for SLn (n  3), Sp2n (n  2/, all arithmetic subgroups are congruence.
In contrast to arithmetic subgroups, the image of a congruence subgroup under an
isogeny of algebraic groups need not be a congruence subgroup.
Let G be a semisimple group over Q. The arithmetic and congruence subgroups of
G.Q/ deﬁne topologies on it, namely, the topologies for which the subgroups form a neigh-
bourhood base for 1. We denote the corresponding completions by O G and N G. Because
every congruence group is arithmetic, the identity map on G.Q/ gives a surjective homo-
morphism O G ! N G, whose kernel C.G/ is called the congruence kernel. This kernel is
trivial if and only if all arithmetic subgroups are congruence. The modern congruence sub-
group problem is to compute C.G/. For example, the group C.SL2/ is inﬁnite. There is a
precise conjecture predicting exactly when C.G/ is ﬁnite, and what its structure is when it
is ﬁnite.410 VII. Arithmetic Subgroups
Now let G be simply connected, and let G0 D G=N where N is a nontrivial subgroup
of Z.G/. Consider the diagram:
1         ! C.G/         ! O G         ! N G         ! 1
?
? y
?
? y O 
?
? y N 
1         ! C.G0/         ! O G0         ! N G0         ! 1:
It is known that N G D G.Af /, and that the kernel of O  is N.Q/, which is ﬁnite. On
the other hand, the kernel of N  is N.Af /, which is inﬁnite. Because Ker.N / ¤ N.Q/,
WG.Q/ ! G0.Q/ doesn’t map congruence subgroups to congruence subgroups, and be-
cause C.G0/ contains a subgroup isomorphic to N.Af /=N.Q/, G0.Q/ contains a noncon-
gruence arithmetic subgroup.
It is known that C.G/ is ﬁnite if and only if is contained in the centre of [ G.Q/. For
an geometrically almost-simple simply connected algebraic group G over Q, the modern
congruence subgroup problem has largely been solved when C.G/ is known to be central,
because then C.G/ is the dual of the so-called metaplectic kernel which is known to be a
subgroup of the predicted group (except possibly for certain outer forms of SLn) and equal
to it many cases (work of Gopal Prasad, Raghunathan, Rapinchuk, and others).
15 The theorem of Margulis
Already Poincar´ e wondered about the possibility of describing all discrete
subgroups of ﬁnite covolume in a Lie group G. The profusion of such sub-
groups in G D PSL2.R/ makes one at ﬁrst doubt of any such possibility. How-
ever, PSL2.R/ was for a long time the only simple Lie group which was known
tocontainnon-arithmeticdiscretesubgroupsofﬁnitecovolume, andfurtherex-
amples discovered in 1965 by Makarov and Vinberg involved only few other
Lie groups, thus adding credit to conjectures of Selberg and Pyatetski-Shapiro
to the effect that “for most semisimple Lie groups” discrete subgroups of ﬁnite
covolume are necessarily arithmetic. Margulis’s most spectacular achievement
has been the complete solution of that problem and, in particular, the proof of
the conjecture in question.
Tits 1980
DEFINITION 15.1 Let H be a semisimple algebraic group over R. A subgroup   of H.R/
is arithmetic if there exists an algebraic group G over Q, a surjective map GR ! H such
that the kernel of '.R/WG.R/ ! H.R/ is compact, and an arithmetic subgroup   0 of G.R/
such that '.  0/ is commensurable with   .
EXAMPLE 15.2 Let B be a quaternion algebra over a ﬁnite extension F of Q,
B D F CFi CFj CFk
i2 D a; j 2 D b; ij D k D  ji:
The norm of an element wCxi Cyj Czk of R
QB is
.wCxi Cyj Czk/.w xi  yj  zk/ D w2 ax2 by2Cabz2:16. Shimura varieties 411
Then B deﬁnes an almost-simple semisimple group G over Q such that, for any Q-algebra
R,
G.R/ D fb 2 R
QB j Nm.b/ D 1g:
Assume that F is totally real, i.e.,
F 
QR ' RR;
and that correspondingly,
B 
QR  M2.R/HH
where H is the usual quaternion algebra over R (corresponding to .a;b/ D . 1; 1/). Then
G.R/  SL2.R/H1H1
H1 D fwCxi Cyj Czk 2 H j w2Cx2Cy2Cz2 D 1g:
Nonisomorphic B’s deﬁne different commensurability classes of arithmetic subgroups of
SL2.R/, and all such classes arise in this way.
Not every discrete subgroup in SL2.R/ (or SL2.R/=fIg) of ﬁnite covolume is arith-
metic. According to the Riemann mapping theorem, every compact Riemann surface of
genus g  2 is the quotient of H by a discrete subgroup of Aut.H/ D SL2.R/=fIg acting
freely on H: Since there are continuous families of such Riemann surfaces, this shows that
there are uncountably many discrete cocompact subgroups in SL2.R/=fIg (therefore also
in SL2.R/), but there only countably many arithmetic subgroups.
The following amazing theorem of Margulis shows that SL2 is exceptional in this re-
gard:
THEOREM 15.3 Let   be a discrete subgroup of ﬁnite covolume in a noncompact almost-
simple real algebraic group H; then   is arithmetic unless H is isogenous to SO.1;n/ or
SU.1;n/:
PROOF. For the proof, see Margulis 1991 or Zimmer 1984, Chapter 6. For a discussion of
the theorem, see Witte Morris 2008, 5B. 2
Here
SO.1;n/ correspond to x2
1 CCx2
n x2
nC1
SU.1;n/ corresponds to z1N z1CCznN zn znC1N znC1.
Note that, because SL2.R/ is isogenous to SO.1;2/, the theorem doesn’t apply to it.
16 Shimura varieties
Let U1 D fz 2 C j zN z D 1g. Recall that for a group G, Gad D G=Z.G/ and that G is said to
be adjoint if G D Gad (i.e., if Z.G/ D 1).
THEOREM 16.1 Let G be a semisimple adjoint group over R, and let uWU1 ! G.R/ be a
homomorphism such that
(a) only the characters z 1;1;z occur in the representation of U1 on Lie.G/CI412 VII. Arithmetic Subgroups
(b) the subgroup
KC D fg 2 G.C/ j g D inn.u. 1//.N g/g
of G.C/ is compact; and
(c) u. 1/ does not project to 1 in any simple factor of G.
Then,
K D KC\G.R/C
is a maximal compact subgroup of G.R/C, and there is a unique structure of a complex
manifold on X D G.R/C=K such that G.R/C acts by holomorphic maps and u.z/ acts on
the tangent space at p D 1K as multiplication by z. (Here G.R/C denotes the identity for
the real topology.)
PROOF. See Helgason 1978, VIII; see also Milne 2005, 1.21. 2
The complex manifolds arising in this way are the hermitian symmetric domains. They
are not the complex points of any algebraic variety, but certain quotients are.
THEOREM 16.2 Let G be a simply connected semisimple algebraic group over Q having
no simple factor H with H.R/ compact. Let uWU1 ! Gad.R/ be a homomorphism satisfy-
ing (a) and (b) of (16.1), and let X DGad.R/C=K with its structure as a complex manifold.
For each torsion-free arithmetic subgroup   of G.Q/,   nX has a unique structure of an
algebraic variety compatible with its complex structure.
PROOF. This is the theorem of Baily and Borel, strengthened by a theorem of Borel. See
Milne 2005, 3.12, for a discussion of the theorem. 2
EXAMPLE 16.3 Let G DSL2. For z 2C, choose a square root aCib, and map z to
 
a b
 b a

in SL2.R/=fIg. For example, u. 1/ D
 
0 1
 1 0

, and
KC D f

a b
 N b N a

2 SL2.C/ j jaj2Cjbj2 D 1g;
which is compact. Moreover,
K
def D KC\SL2.R/ D
 
a b
 b a

2 SL2.R/ j a2Cb2 D 1
	
:
Therefore G.R/=K  H.
THEOREM 16.4 Let G; u, and X be as in (16.2). If   is a congruence subgroup, then
  nX has a canonical model over a speciﬁc ﬁnite extension Q  of Q.
PROOF. For a discussion of the theorem, see Milne 2005, 12–14. 2
The varieties arising in this way are called connected Shimura varieties. They are very
interesting. For example, let  0.N/ be the congruence subgroup of SL2.Q/ consisting of
matrices the
 
a b
c d
!
in SL2.Z/ with c divisible by N. Then Q 0.N/ D Q, and so the
algebraic curve  0.N/nH has a canonical model Y0.N/ over Q. It is known that, for every
elliptic curve E over Q, there exists a nonconstant map Y0.N/ ! E for some N, and that
from this Fermat’s last theorem follows.Bibliography
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