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SEMI-ALGEBRAIC HORIZONTAL SUBVARIETIES OF
CALABI–YAU TYPE
ROBERT FRIEDMAN AND RADU LAZA
Abstract. We study horizontal subvarieties Z of a Griffiths period domain
D. If Z is defined by algebraic equations, and if Z is also invariant under a
large discrete subgroup in an appropriate sense, we prove that Z is a Hermitian
symmetric domain D, embedded via a totally geodesic embedding in D. Next
we discuss the case when Z is in addition of Calabi–Yau type. We classify
the possible VHS of Calabi–Yau type parametrized by Hermitian symmetric
domains D and show that they are essentially those found by Gross and Sheng–
Zuo, up to taking factors of symmetric powers and certain shift operations. In
the weight three case, we explicitly describe the embedding Z →֒ D from the
perspective of Griffiths transversality and relate this description to the Harish-
Chandra realization of D and to the Kora´nyi–Wolf tube domain description.
There are further connections to homogeneous Legendrian varieties and the
four Severi varieties of Zak.
Introduction
Let D be a period domain, i.e. a classifying space for polarized Hodge structures
of weight n with Hodge numbers {hp,q}, p + q = n. It has been known since
Griffiths’ pioneering work that, unless D is a classifying space for weight one Hodge
structures (polarized abelian varieties) or weight two Hodge structures satisfying
h2,0 = 1, then most of the points of D do not come from algebraic geometry in
any sense. More precisely, any geometrically defined variation of Hodge structure
is contained in a horizontal subvariety ofD, an integral manifold for the differential
system corresponding to Griffiths transversality, and the union of all such arising
from algebraic geometry is a countable union of proper subvarieties of D. It is thus
of interest to write down specific examples of such horizontal subvarieties Z. One
of the simplest cases where Griffiths transversality is a nontrivial condition is the
case of weight three Hodge structures of Calabi–Yau type, i.e. h3,0 = 1. This case
is also very important for geometric reasons.
In the general case, since D is an open subset of its compact dual Dˇ, and Dˇ is a
projective variety, it is natural to look at those Z which can be defined algebraically,
i.e. such that Z is a connected component of Zˆ ∩D, where Zˆ is a closed algebraic
subvariety of Dˇ. We will refer to such Z as semi-algebraic in D.
A closed horizontal subvariety Z ofD coming from algebraic geometry satisfies an
additional condition: if Γ is the stabilizer of Z in the natural arithmetic groupG(Z)
acting on D, then Γ acts properly discontinuously on Z, the image Γ\Z ⊆ G(Z)\D
is a closed subvariety, and it is the image of a quasi-projective variety under a proper
holomorphic map. Thus it is reasonable in general to look at closed horizontal
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subvarieties Z ofD such that Γ\Z is quasi-projective. Actually, we will need a mild
technical strengthening of this hypothesis which we call strongly quasi-projective
(Definition 1.2). Under this hypothesis, we prove the following theorem in Section 1:
Theorem 1. Let Z be a closed horizontal subvariety of a classifying space D for
Hodge structures and let Γ be the stabilizer of Z in the appropriate arithmetic group
G(Z). Assume that
(i) S = Γ\Z is strongly quasi-projective;
(ii) Z is semi-algebraic in D.
Then Z is a Hermitian symmetric domain whose embedding in D is an equivariant,
holomorphic, horizontal embedding.
The main ingredients used in the proof are the theorem of the fixed part as
proved by Schmid for variations of Hodge structure over quasi-projective varieties,
Deligne’s characterization of Hermitian symmetric domains [Del79], and the recent
theory of Mumford–Tate domains as developed by Green–Griffiths–Kerr [GGK12].
Theorem 1, in the case where D itself is Hermitian symmetric (and thus S is a
subvariety of a Shimura variety), has been proved independently by Ullmo–Yafaev
[UY11], using similar methods. This result is related in spirit, but in a somewhat
different direction, to a conjecture of Kolla´r [KP12], which says roughly that, if Z is
simply connected and semi-algebraic, and S = Γ\Z is projective for some discrete
group Γ of biholomorphisms of Z, then Z is the product of a Hermitian symmetric
space and a simply connected projective variety.
The remainder of the paper is concerned with Hodge structures of Calabi–Yau
type, in other words effective weight n Hodge structures such that hn,0 = 1. For
Hermitian symmetric spaces of tube type, Gross [Gro94] has constructed certain
natural variations of Hodge structure of Calabi–Yau type. This construction was
extended by Sheng–Zuo [SZ10] to the non-tube case to construct complex variations
of Hodge structure. (We note that the existence of natural variations of Hodge
structure of Calabi–Yau type over the exceptional Hermitian symmetric domains
was previously noticed by Looijenga [Loo91].) Their methods can easily be adapted
to construct real variations of Hodge structure of Calabi–Yau type. In Section 2,
we show that all real variations of Hodge structure of Calabi–Yau type over a
Hermitian symmetric space can be constructed via standard techniques from those
of Gross and Sheng–Zuo. In the spirit of Gross, we classify real variations of Hodge
structure or Q-variations of Hodge structure which remain irreducible over R. More
precisely, we show:
Theorem 2. For every irreducible Hermitian symmetric domain of non-compact
type D = G(R)/K, there exists a canonical R-variation of Hodge structure V of
Calabi–Yau type. Any other irreducible equivariant R-variation of Hodge structure
of Calabi–Yau type on D can be obtained as a summand of Symn V or Symn V{−a2}
(if D is not a tube domain), where { } denotes the half-twist operation (cf. [vG01]).
The case of weight three is described in detail in §2.3 (see especially Corollary
2.29). In Section 3, we make some remarks about the more difficult problem of
classifying irreducible Q-variations of Hodge structure of Calabi–Yau type.
In Sections 4 and 5, we specialize further to the case of weight three and dis-
cuss various methods for constructing semi-algebraic variations of Hodge structure,
not necessarily strongly quasi-projective. The local study of maximal weight three
3horizontal variations of Calabi-Yau type (with a certain non-degeneracy condition)
dates back to work of Bryant-Griffiths [BG83] (see also ([Fri91] and [Voi99]). The
method of Section 4 is a global variant of [BG83] which gives a construction of
semi-algebraic maximal horizontal subvarieties (see (4.13)) with a rational or real
structure and with a (rational or real) unipotent group action on the horizontal
subvariety whose general elements are maximally unipotent. These considerations
lead to a homogeneous cubic polynomial ϕ(z1, . . . , zh), where h is the dimension of
the horizontal subvariety. However, for a general cubic polynomial ϕ, the horizon-
tal subvarieties so constructed will have no symplectic automorphisms other than
the unipotent group (Theorem 4.17) and so will not be strongly quasi-projective.
Additionally, we discuss the Hodge–Riemann bilinear relation in terms of the cubic
ϕ (Theorem 4.19). In Section 5, we give a related construction which leads to com-
plex polynomials analogous to ϕ, as well as a variant which leads to non-maximal
variations (see (5.2) and (5.5) respectively), which are relevant in the non-tube case.
In Section 6, we show that the weight three Hermitian symmetric examples can
be described by the methods of Section 5 in general (Theorem 6.10) and by those
of Section 4 in the tube domain case (Theorem 6.5). Perhaps not surprisingly, the
realization of Hermitian symmetric domains as horizontal subvarieties of a period
domain of Calabi–Yau type is closely related to the general theory of realizations of
these symmetric domains. Roughly speaking, the methods of Section 4 correspond
to the unbounded realizations of Hermitian symmetric spaces due to Kora´nyi–Wolf
[KW65], while those of Section 5 correspond to the Harish-Chandra embedding of
a Hermitian symmetric space as a bounded domain. It is very likely that similar
explicit constructions can describe the general weight n case. However, the case
of weight three, aside from being the simplest nontrivial case, also has many con-
nections with other geometric questions. For example, over C, the classification
in the tube domain case is equivalent to the theory of homogeneous Legendrian
varieties as studied extensively by Landsberg–Manivel (e.g. [LM07], [LM01]). It is
also related to Zak’s classification of Severi varieties (see for instance [LVdV84]).
Finally, both of the exceptional Hermitian symmetric domains (namely type EIII
and EVII) appear as horizontal subvarieties of weight three variations of Hodge
structure of Calabi–Yau type.
Lastly, in Section 7, we describe some of the interesting Hodge theory in the
weight three tube domain case in terms of the cubic form ϕ as well as the Her-
mitian symmetric space structure. In particular we analyze (1) the locus where
the intermediate Jacobian of the weight three Hodge structure is an almost direct
product, where one factor is a polarized abelian variety, and (2) degenerations and
limiting mixed Hodge structures. The discussion is not meant to be definitive in
any sense.
Although there is a great deal of literature on the subject, we are not concerned
in this paper with realizing the Hermitian symmetric examples geometrically, i.e. as
variations of Hodge structure associated to a family of Calabi–Yau or other smooth
projective varieties or via some motivic construction beginning with such a family.
Some of the known Hermitian type examples of geometric nature include those
constructed by Borcea [Bor97] and Voisin [Voi93], and the more recent examples
of ball quotient type due to Rohde [Roh09] and van Geemen and his coauthors
[GvG10] (for further discussion see §2.4). Such examples tend to be quite rare: the
horizontal subvarieties associated to most geometric examples are far from being
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equivariantly embedded Hermitian symmetric. For example, if the Zariski closure
of the monodromy group is the full symplectic group, or (as Deligne noted) contains
monodromy transformations of Picard–Lefschetz type (see Definition 7.11), then the
horizontal subvariety is not a Hermitian symmetric space equivariantly embedded
in the classifying space. This fact rules out the quintic threefold and its mirror and
tends to rule out most complete intersections in toric varieties as well. Similarly,
Gerkmann et al. [GSvSZ13] (see also [SYY97] for related results) show that the
moduli space of Calabi–Yau threefolds obtained via double covers of P3 branched
in 8 general planes is not Hermitian symmetric.
Acknowledgements. We thank B. Hassett, M. Kerr, and K. O’Grady for dis-
cussions relevant to this paper. We also thank the referees for useful comments
that have helped improve the paper and for pointing out an inaccuracy in an ear-
lier version. Finally, we are grateful to I. Dolgachev for suggesting some additional
references and sharing with us some unpublished correspondence with E. Looijenga.
Convention: We abbreviate variation of Hodge structure by VHS. All VHS are
polarizable/polarized, defined over Q unless otherwise specified, and satisfy the
Griffiths transversality condition. A Hodge structure or VHS (of weight n) will
be assumed to be effective (hp,q 6= 0 only for p, q ≥ 0, hn,0 6= 0) unless otherwise
noted. By a Tate twist, we can always arrange that a Hodge structure is effective.
We denote by D a Griffiths period domain. Thus, D = G(R)/K, where G is an
orthogonal or symplectic group defined over Q (the group preserving a pair (V,Q),
where V is a Q-vector space and Q is a non-degenerate symmetric or alternating
form defined overQ) andK is a compact subgroup ofG(R), not in general maximal.
1. Semi-algebraic implies Hermitian symmetric
Our goal in this section is to prove Theorem 1.
Definition 1.1. LetD =G(R)/K be a classifying space for Hodge structures with
compact dual Dˇ = G(C)/P(C), where P(C) is an appropriate parabolic subgroup
of G(C). A closed horizontal subvariety Z of D will be called semi-algebraic in D if
Z is an open subset of its Zariski closure Zˆ ⊆ Dˇ. Equivalently, there exists a closed
subvariety Zˆ of the projective variety Dˇ such that Z is a connected component of
Zˆ ∩D. Note that, if Z is semi-algebraic in D, then Z is a semi-algebraic set.
Definition 1.2. Let D = G(R)/K be a classifying space for Hodge structures
as above, and let Z be a closed horizontal subvariety of D. Let Γ = ΓZ be the
stabilizer of Z in G(Z), i.e. Γ = {γ ∈ G(Z) : γ(Z) = Z}. Thus Γ acts properly
discontinuously on Z. We call Γ\Z strongly quasi-projective if, for every subgroup
Γ′ of Γ of finite index, the analytic space Γ′\Z is quasi-projective, and thus the
morphism Γ′\Z → Γ\Z is a morphism of quasi-projective varieties. In particular,
if Γ\Z is strongly quasi-projective, then Γ\Z is quasi-projective.
Remark 1.3. (i) If Γ acts on Z without fixed points and Γ\Z is quasi-projective,
then by Riemann’s existence theorem Γ\Z is automatically strongly quasi-
projective.
(ii) If D is Hermitian symmetric, so that the quotient of D by every arithmetic
subgroup admits a Baily-Borel compactification, then it is easy to check
that Γ\Z is strongly quasi-projective if and only if Γ\Z is quasi-projective.
5We can now restate Theorem 1 as follows:
Theorem 1.4. Let Z be a closed horizontal subvariety of a classifying space D =
G(R)/K for Hodge structures and let Γ = StabZ ∩G(Z) as above. Assume that
(i) Γ\Z is strongly quasi-projective;
(ii) Z is semi-algebraic in D.
Then Z is a Hermitian symmetric domain G(R)/K, whose embedding in D is
an equivariant, holomorphic, horizontal embedding. In other words, G is a closed
algebraic subgroup of G defined over Q, K = K ∩ G(R) is a maximal compact
subgroup, the complex structures on Z = G(R)/K and D are induced by a morphism
U(1)→ G(R) ⊆ G(R), and Z = G(R)/K is a horizontal submanifold of D.
Proof. The embedding Z ⊆ D, induces a variation of Hodge structures V on S :=
Γ\Z with associated monodromy group Γ. Consider the generic Mumford–Tate
group M associated to V and the derived subgroup M ′ = Mder. Let M1 = Γ
0
be
the neutral connected component of the Zariski closure of the monodromy group
Γ. Note that M1 is an algebraic subgroup of G such that M1(C) is invariant
under Gal(C/Q) and hence M1 is defined over Q. By a theorem of Deligne (see
e.g. [Mil11, Theorem 6.19(a)]), M1 ⊆ M ′. Since S is quasi-projective, a theorem
of Andre´ ([And92, Theorem 1]) implies that M1 is in fact a normal subgroup of
M ′. Since M ′ is semi-simple, M ′ is an almost direct product of M1 and another
semi-simple subgroup M2 ⊆ M ′, isogenous to M ′/M1. Without loss of generality,
possibly after passing to a subgroup of Γ of finite index, we can assume that
i) Γ ⊆M1(C) ∩G(Z) is a subgroup of finite index, and
ii) Γ ∩M2(C) = {1}.
By construction, Γ is a Zariski dense arithmetic subgroup ofM1(C). Note also that
the real group M1(R) is the intersection of M1(C) with G(R).
Let DM ⊆ D be the associated Mumford–Tate subdomain, i.e. DM =M ′(R) ·z0,
the M ′(R)-orbit of a general point z0 ∈ Z (see [GGK12, Chapter II.B]). Then DM
is a homogeneous complex submanifold of D. Moreover, the Zariski closure of DM
in Dˇ =G(C)/P(C) is the homogeneous space
DˇM =M
′(C)/(M ′(C) ∩P(C)) =M ′(C) · z0,
and DM is an open subset of DˇM ([GGK12, Remark on p. 56], [GGK12, Prop.
VI.B.11]). Since M is the generic Mumford–Tate group, it follows that Z ⊆ DM
([Mil11, §6.15], [GGK12, Theorem III.A.1 (Step 3)]). Clearly, the Zariski closure Zˆ
of Z in Dˇ will then satisfy Zˆ ⊆ DˇM .
Let z0 ∈ Z ⊆ DM be a general reference Hodge structure. Since M1×M2 →M ′
is an isogeny, at the level of Lie algebras we have m′ = m1 ⊕ m2. For the reference
Hodge structure on m′ induced by z0, the subalgebras m1 and m2 are sub-Hodge
structures. Define DMi = Mi(R) · z0 ⊆ D and similarly for DˇMi ⊆ Dˇ. By arguing
as in the proof of [GGK12, Theorem III.A.1 (Step 3)] (see also [GGK12, Theorem
IV.F.1]), we conclude that the spaces DMi and DˇMi are complex submanifolds of
Dˇ and that the natural holomorphic map DˇM1 × DˇM2 → DˇM is a finite covering
space. By passing to the adjoint forms ofM and henceM1 andM2, we may further
assume that DˇM1 × DˇM2 ∼= DˇM , and similarly that DM1 ×DM2 ∼= DM . This has
the effect of replacing Z (and Zˆ) by a finite quotient by a subgroup of the center
of M1, and it is clearly enough to prove the theorem for such a finite quotient.
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We first claim that the algebraic assumption on Z gives
(1.5) Zˆ ∩ DˇM1 = DˇM1 .
In fact, Zˆ ′ := Zˆ ∩ DˇM1 is an intersection of two closed algebraic subvarieties in Dˇ,
and thus it is a closed algebraic subvariety in Dˇ. By assumption, Γ ·Z = Z. Hence
Γ · Zˆ = Zˆ and so Γ preserves Zˆ ′. Since Zˆ ′ is algebraic, the Zariski closure Γ0(C)
also stabilizes Zˆ ′. Since Γ
0
(C) =M1(C) acts transitively on DˇM1 , (1.5) follows.
By taking the intersection with D, (1.5) implies that
(1.6) DM1 ⊆ Z,
or at least that a connected component of DM1 is contained in Z. Hence the
induced variation of Hodge structure on DM1 satisfies Griffiths transversality. It
then follows from a result of Deligne [Del79] that DM1 is a Hermitian symmetric
domain (with a totally geodesic embedding in D) (see also [Mil11, Theorem 7.9]).
To complete the proof, we will show that equality holds in (1.6).
Note that Z ⊆ DM1 ×DM2 induces a projection morphism
π : Γ\Z → Γ\DM1 .
Since Γ is an arithmetic subgroup of M1, Γ\DM1 is quasi-projective (by the Baily–
Borel theorem) and the morphism π is algebraic (by Borel’s extension theorem).
Furthermore, (1.6) gives a section of this map over the connected component of
Γ\DM1 containing the image of π.
Let F be a fiber of the morphism π : Γ\Z → Γ\DM1 . By the discussion of
the previous paragraph, F is a quasi-projective variety. On the other hand, F =
Z ∩ ({z1} ×DM2) for some z1 ∈ DM1 . We conclude that F is quasi-projective
and carries a VHS with trivial monodromy (since Γ ∩M2(C) = {1}, since we have
replaced Γ by a suitable subgroup of finite index). The theorem of the fixed part
as proved by Schmid then implies that the VHS on F is constant. Hence F is a
finite set of points. We conclude that π : Γ\Z → Γ\DM1 is a quasi-finite map of
quasi-projective varieties. It also has a section given by (1.6). But then DM1 is a
component of Z. Since Z was assumed irreducible, it follows that Z = DM1 is a
Hermitian symmetric domain as described in the statement of Theorem 1.4. 
Remark 1.7. (i) In general, a finite ramified cover of a quasi-projective variety
need not be quasi-projective, or even compactifiable (i.e. embedded in a compact
analytic space as the complement of a closed analytic subset). However, we know
of no examples of a closed horizontal subvariety Z of a classifying space D such
that Γ\Z is quasi-projective and such that there exists a finite cover Γ′\Z of Γ\Z
as in Definition 1.2 which is not quasi-projective. It is thus natural to ask if, in
the statement of Theorem 1.4, it is sufficient to assume only that Γ\Z is quasi-
projective.
(ii) More generally, suppose that, instead of assuming that Γ\Z is strongly quasi-
projective, we assume Γ\Z is strongly compactifiable, in other words that for every
subgroup Γ′ of finite index in Γ, Γ′\Z is compactifiable, in such a way that the
morphism Γ′\Z → Γ\Z extends to a meromorphic map on the compactifications.
The proof of Theorem 1.4 then carries over to this case given the full strength of
Schmid’s result, that the theorem of the fixed part holds in this case and noting
that Andre´’s theorem on the monodromy only uses the fixed part assumption (see
[Mil11, Theorem 6.19 ii)]). More precisely, in this case Z is Hermitian symmetric,
7Γ is an arithmetic subgroup of the corresponding Lie group G(R), the quotient
Γ\Z is quasi-projective and a compactification of Γ\Z as above is unique up to
bimeromorphic equivalence (via Borel’s extension theorem).
(iii) There are also variants of Theorem 1.4 where we assume that Γ\Z is the image
of a quasi-projective variety S under a proper morphism, such that all finite covers
S ×Γ\D (Γ′\D) are quasi-projective, and similarly where we just assume that S
and its related finite covers are compactifiable. In case S is quasi-projective and
the morphism S → G(Z)\D comes from algebraic geometry, i.e. is induced by
taking the Hodge structures on the primitive cohomology of a family π : X → S of
smooth projective varieties, or from a related construction, then the finite covers
S ×Γ\D (Γ′\D) of S are all e´tale, and hence quasi-projective, by the Riemann
existence theorem, and so the proof of Theorem 1.4 applies in this situation.
(iv) Finally, one can ask if Theorem 1.4 extends to the case where Γ\Z is only
assumed to have finite volume.
2. Classification of the Hermitian VHS of Calabi–Yau type
In this section, we classify the VHS parametrized by Hermitian symmetric do-
mains as in Theorem 1.4 for Hodge structures of Calabi–Yau type. A similar clas-
sification problem is the classical Shimura case, namely the classification of VHS
of weight 1 (polarized abelian varieties) parametrized by Hermitian symmetric do-
mains due to Satake [Sat65] and Deligne [Del79, §1.3] (see also [Mil11, Chapter
10]). Some examples of Hermitian VHS of Calabi–Yau type were constructed by
Gross [Gro94] and Sheng–Zuo [SZ10]. Here, we complete the classification in the
Calabi–Yau case (Theorem 2.22 and Corollary 2.29 for weight 3) by showing that
all Hermitian VHS of Calabi–Yau type are derived from the examples of Gross and
Sheng–Zuo.
Definition 2.1. Let D be a classifying space of (polarized) Hodge structures. We
say that a horizontal subvariety D →֒ D is of Hermitian type if D is a Hermitian
symmetric domain of non-compact type embedded in D via an equivariant, holo-
morphic, horizontal embedding. When D ⊂ D is of Hermitian type, the induced
variation of Hodge structures V on D is called a Hermitian VHS.
Remark 2.2. The Hermitian VHS are the VHS parametrized by Hermitian symmet-
ric domains considered by Deligne [Del79]. Also, in the terminology of [GGK12], a
subvariety D ⊂ D of Hermitian type is the same thing as a Mumford–Tate domain
which is Hermitian symmetric and unconstrained.
Definition 2.3. A Hodge structure V of Calabi–Yau (CY) type is an effective
weight n Hodge structure such that V n,0 is 1-dimensional. If n = 1, we say that
that V is of elliptic curve type, and if n = 2 we say that V is of K3 type.
After some preliminaries on Hermitian symmetric domains and Hermitian VHS,
we classify the Hermitian VHS of CY type in §2.2. A detailed discussion of the
Hodge representations that occur in this classification is done in §2.3. Finally, in
§2.4, we review the known examples of Hermitian VHS of CY type coming from
geometry. We will discuss some related rationality questions in Section 3.
2.1. Preliminaries on Hermitian VHS. We fix D = G(R)/K an irreducible
Hermitian symmetric domain of non-compact type and z0 ∈ D a reference point.
Let G¯ = G/Z(G) be the adjoint form of G, and K¯ ⊂ G¯ the corresponding compact
8 R. FRIEDMAN AND R. LAZA
subgroup. The choice of a reference point z0 ∈ D determines the maximal compact
subgroup K¯ with center U(1). In particular, the choice of a reference point gives a
cocharacter (which we fix throughout):
ϕ : U(1)→ G¯.
Let g be the corresponding (real) Lie algebra, g = k⊕p the Cartan decomposition,
and H0 the differential of ϕ. Note that H0 spans the center z of k, p is identified
with the tangent space of D at z0, and the ad(H0) action on p gives the complex
structure (e.g. [Kna02, Theorem 7.117]). We fix a compact Cartan subalgebra
h0 ⊂ k with H0 ∈ h0. Let h = h0 ⊗ C ⊂ gC be the Cartan subalgebra, and let
R be the associated root system. In this situation, the roots are either compact
or non-compact. Fix a good ordering of the roots (e.g. [Kna02, p. 441]), and let
α1, . . . , αd be the simple roots. Then there exist a single simple non-compact root
αi ([Kna02, p. 449]). Thus, up to a factor of 2π
√−1 that we ignore in what follows,
(2.4)
{
αi(H0) = 1,
αj(H0) = 0, if j 6= i
for simple roots. The root αi is a special root, in the following sense:
Definition 2.5. Let R be an irreducible root system with a choice of simple roots
α1, . . . , αd and highest root α˜, and write α˜ =
∑
i niαi. Then αi is a special root
if ni = 1. In fact, the choice of D is equivalent to a root system R and the choice
of a special root αi (e.g. (R,αi) gives the Vogan diagram of the real Lie algebra
g; see also [Mil11, Chapter 2]). If αi is a special root and ̟i is the corresponding
fundamental weight (i.e. ̟i(α
∨
j ) = δij), then we call ̟i a cominuscule weight and
the corresponding fundamental representation V̟i of G(C) with highest weight ̟i
a cominuscule representation.
Remark 2.6. The relevance of the cominuscule weights in the classification of Her-
mitian symmetric domains can also be understood as follows: The non-compact
Hermitian symmetric domains D = G(R)/K are in one to one correspondence with
their compact duals Dˇ = G(C)/P0(C). Then, the minimal homogeneous embedding
Dˇ in a projective space is given by Dˇ = G(C) · [v] →֒ P(V̟i), where v is a highest
weight vector in the cominuscule representation V̟i . In this picture, the parabolic
subgroup P0(C) is just StabG(C)(v) (see also Section 6).
An embedding D ⊂ D as in Theorem 1.4 is induced by a representation
ρ : G→ GL(V )
and a compatible polarization Q on V , so that ρ(G) ⊆ G = Aut(V,Q). Typically a
compatible polarization exists and it is unique (see [GGK12, §IV.A, (Step 4)]); thus
the issue of polarization does not play a major role here. For our purposes, there is
no loss of generality in assuming that V is irreducible over Q. In what follows, we
will assume that V remains an irreducible representation over R as well. We will
discuss the general case in Section 3. Specifically, we assume:
Convention 2.7. GR is an almost simple and simply connected algebraic group of
Hermitian type. We assume that the group G and the representation ρ are defined
over Q and that the induced real representation ρ : GR → GL(V )R is irreducible.
92.1.1. Hodge representations. Following Deligne [Del79] (see also [Mil11, Chapter
10] and [GGK12, Chapter IV]), a necessary and sufficient condition for the repre-
sentation ρ to arise from a VHS is that there exists a reductive group M ⊂ GL(V )
defined over Q (i.e. the generic Mumford–Tate group of the VHS) and a morphism
of algebraic groups:
h : S→MR ⊂ GL(V )R
(where S = ResC/R(Gm) is the Deligne torus) such that:
i) h defines a Hodge structure on V .
ii) The representation ρ factors through M and ρ(G) =Mder.
iii) The induced morphism
h¯ : S/Gm →Mad,R = G¯
is conjugate to the cocharacter ϕ : U(1)→ G¯ (i.e. h is a lift of ϕ).
In the situation considered here, one has ρ(G) ⊂ SL(V ) and thus it suffices to
restrict to the subgroup Hg =M ∩ SL(V ) (thought of as the generic Hodge group
of V). By abuse of notation, we still denote by h : U(1) → HgR the restriction
h|U(1), where U(1) →֒ S is the kernel of the norm map S = ResC/R(Gm) → Gm.
The Hodge decomposition on VC is simply the weight decomposition of VC with
respect to U(1,C) ∼= C∗: V p,q corresponds to the eigenspace for the character zp−q.
Finally, note that Gm(R) ∩ U(1,R) = {±1} as subgroups of S(R) = C∗, giving the
following diagram:
(2.8) h : C∗ //
2:1

Hg(C)

// GL(VC)
ϕ : C∗ // G¯(C)
.
Remark 2.9. Since the representation V is assumed irreducible, the lift of ϕ to M
(versus Hg) is equivalent to a Tate twist. However, with our definition of CY type
(Definition 2.3), no Tate twist is allowed.
2.1.2. Computation of the Hodge numbers. Modulo a factor of 2 (explained by
(2.8)), the computation of the weights of h on VC can be done at the level of
Lie algebras. Since Hg is reductive and ρ(G) is the derived subgroup, we have
(2.10) hg := Lie(Hg) ∼= g⊕ a,
for some abelian Lie algebra a.
Recall that a real irreducible representation VR is of three possible types: real
type, complex type, or quaternionic type depending on the behavior of the com-
plexification:
VC =

V+ real type
V+ ⊕ V−, V+ 6∼= V− complex type
V+ ⊕ V−, V+ ∼= V− quaternionic type
,
where V± are irreducible G(C)-representations and V± are dual representations (i.e.
V ∨+ ∼= V−). Since
(2.11) Endg(VR) =

R real type
C complex type
H quaternionic type
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(e.g. [GGK12, p. 89]), we conclude that the abelian part a is trivial in the real case
and at most one dimensional in the complex or quaternionic case. Furthermore,
in the complex or quaternionic case, when VC = V+ ⊕ V−, a generator of the one-
dimensional a corresponds to the obvious C∗-action: t ∈ C∗ acts as scaling by t on
V+ and scaling by t
−1 on V−.
Since the projection of the differential of h on the g factor (see (2.10)) is H0, we
conclude that in the real type case, the weights of h on VC are:
(2.12) {2̟(H0) | ̟ ∈ X(V+)} ,
where X(V+) denotes the weights of the irreducible G(C)-representation V+ (N.B.
V+ ∼= VC in this case). In the complex or quaternionic case, if a is 1-dimensional,
the weights can all be shifted by a constant c. Since the weights of V+ and V− are
opposite and the shifts act in opposite directions, we conclude that in the complex
and quaternionic cases the weights of h on VC are:
(2.13) {±2(̟(H0)− c) | ̟ ∈ X(V+)}
for some constant c. In this situation, c and ̟(H0) can be (and typically are)
rational numbers (with denominator dividing 2d, where d is the connection index
of the root system R). At the same time, the difference ̟(H0)− c is a half-integer.
This is explained by the fact that one might need to pass to a finite cover to lift h
to
h˜ : C∗ → G(C) × C∗ (ρ,χ)−−−→ GL(VC)
so that it fits in the diagram (extending (2.8)):
(2.14) C∗ //

G(C)× C∗

(ρ,χ)
**❚❚
❚❚❚
❚❚
C∗

⑧⑧⑧⑧
//
2:1

Hg(C)

⑧⑧⑧

// GL(VC)
C∗ // G(C)
ρ
44❥❥❥❥❥❥❥❥❥
C∗ //

d:1
⑧⑧⑧⑧
G¯(C)
 ⑧⑧⑧
.
2.1.3. Half twists. Gross [Gro94] has constructed an R-VHS of CY type on each of
the Hermitian symmetric domains that are of tube type. Similarly, for the domains
which are not of tube type, Sheng and Zuo [SZ10] have constructed C-VHS of CY
type. As we will see later, these examples can be understood in a uniform way.
For now, we only note that the C-VHS cases can be modified to give rise to an
R-VHS by the following recipe: Given an R-Hodge structure V and a direct sum
decomposition VC = V+⊕V− of C-Hodge structures such that V+ = V−, one obtains
C-Hodge structures on V± that are conjugate (i.e. V
p,q
+ = V
q,p
− ). Conversely, given
two conjugate C-Hodge structures V+ and V−, their direct sum V+⊕V− is naturally
an R-Hodge structure. For example, as we shall see in Definition 3.9, given a Hodge
structure V of weight n with weak CM by a CM field E (and a choice of CM type
for E), there is a natural (eigenspace) decomposition VC = V+ ⊕ V− such that
V+ = V−. In this situation, van Geemen [vG01] noted that the Hodge structure on
V can be modified by a half-twist (see also [vG01, §1.4] and [GGK12, Definition
V.B.1(v)]):
Definition 2.15. Suppose that V± are two conjugate C-Hodge structures as above
and that V is the correspondingR-Hodge structure. Given a ∈ Z, we define V {−a2}
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to be the (not necessarily effective) Hodge structure of weight n + a obtained by
shifting the weights of V± (or equivalently twisting by a certain character) as follows:
(2.16) V
{
−a
2
}
:= V+
〈
−a
2
∣∣∣⊕ V− ∣∣∣−a
2
〉
,
where for a C-Hodge structure W =
⊕
p+q=kW
p,q, we define the left and right
shifts by
(2.17) W 〈c| :=
⊕
(p−2c)+q=k−2c
W p,q, and resp. W |c〉 :=
⊕
p+(q−2c)=k−2c
W p,q,
i.e. (W 〈c|)r,s =W r+2c,s and (W |c〉)r,s =W r,s+2c. The half-twist then corresponds
to the case a = 1. For a general a ∈ Z, we shall refer to V {−a2} as an iterated
half-twist.
Remark 2.18. One should not confuse V {c} (or the shifts 〈 | and | 〉) with the
Tate twist V (c). In fact, applying a half-twist twice does not give a Tate twist,
but applying a half-twist, followed by complex conjugation (i.e. switch V+ and V−),
followed by another half-twist, is the same as a Tate twist. Also note that the
half-twist { } and the Tate twist ( ) are applied to R-Hodge structures, while the
shifts 〈 | and | 〉 are only applied to C-Hodge structures. For all four operations,
the sign convention is the same as that for a Tate twist: the twist by c ∈ Z (or 12Z
respectively) decreases the weight by 2c for { }, ( ), 〈 |, and | 〉.
Convention 2.19. For a rational number p/q, the notations W
〈
p
q
∣∣∣ and W ∣∣∣pq〉
will have the same meaning as in (2.17), but should be understood in the context
of Diagram (2.14). Namely, C∗ is a one-parameter subgroup of G(C) ×µq C∗, and
the shift is by the character χ(t) = t−p as in the diagram.
2.2. Classification of Hermitian VHS of CY type. We now specialize the
discussion to the Calabi-Yau case. First, we note the following property for the
cominuscule representation associated to the Hermitian symmetric domain D.
Lemma 2.20. Let D = G(R)/K be a Hermitian symmetric domain of non-compact
type, and ̟i the associated cominuscule weight. As a GR-representation the comi-
nuscule representation V̟i is of real type for the following cases (see also table 1 in
§2.3 for labeling): In,n (A2n−1, αn), IV2n−1 (Bn, α1), IIIn (Cn, αn), IV2n (Dn, α1),
II2n (D2n, α2n), EVII (E7, α7). Otherwise, V̟i is of complex type. In particular,
the quaternionic case does not arise.
Proof. If V̟i is not self-dual, then the representation is of complex type. The dual
representation has highest weight τ̟i, where τ is the opposition involution. The
condition τ̟i = ̟i holds exactly for the cases listed above. To complete the proof,
if τ̟i = ̟i, one needs to decide if the representation is real or quaternionic.
In our situation, it is standard that all these cases are real (e.g. [Gro94, §2]).
Alternatively, one easily checks the reality of the representation using the criterion
given by [GGK12, Theorem IV.E.4]. 
Remark 2.21. The Hermitian symmetric domains for which the fundamental repre-
sentation V̟i is of real type are precisely the domains with a tube domain realiza-
tion (compare [Gro94, §1]). We will refer to these cases as tube type or real type,
while the others will be referred as non-tube or complex cases.
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We can now state the following classification result, an expanded version of
Theorem 2 of the introduction:
Theorem 2.22. For every irreducible Hermitian symmetric domain D, there ex-
ists a canonical R-variation of Hodge structures V of CY type parametrized by D.
The VHS V is uniquely determined by the requirement that its weight is minimal.
Specifically,
i) if D is of tube domain type, V is the variation constructed by Gross [Gro94],
and its weight is equal to the real rank of D;
ii) if D is not of tube domain type, V is obtained by taking the sum (W〈c|) ⊕
(W∨|c〉) of the C-VHS W constructed by Sheng–Zuo [SZ10] with the dual
VHS W∨ and applying an appropriate twist. The minimal weight giving a
VHS of CY type is equal the real rank of D plus 1.
Any other irreducible R-VHS of CY type on D can be obtained from the canonical
V by taking the unique irreducible factor of Symn V of CY type, or, in the non-tube
domain case, by taking the unique irreducible factor of Symn V
{−a2} of CY type
for appropriate integers a.
The key ingredient of the theorem is the following lemma which shows that
the relevant Hodge representations in the Hermitian CY case are the cominuscule
representations.
Lemma 2.23. With notation as in §2.1, let λ be the highest weight of an irreducible
factor V+ of V . Possibly after replacing V+ with V−, we can assume that τλ(H0) ≤
λ(H0). Then a necessary condition that the irreducible representation ρ : G →
GL(V ) arises from a Hermitian VHS of CY type over D is
(2.24) ̟(H0) < λ(H0) for all weights ̟ 6= λ of V+.
Furthermore, the condition (2.24) is equivalent to the condition that λ is a multiple
of the fundamental cominuscule weight ̟i associated to the domain D. In particu-
lar, as a GR-representation, V is real if D is of tube type and complex if D is not
of tube type, and the quaternionic case does not arise.
Proof. Since all the weights of V+ are obtained from λ by subtracting positive roots,
it follows that
max
̟∈X(V+)
̟(H0) = λ(H0).
Using the description of the weights of h on VC (cf. (2.12) and (2.13)), we see that
dimC V
n,0 = 1 implies that the above maximum is attained only for the weight λ
(i.e. (2.24)). By applying the reflection in the root αj , and using (2.4), we get
sαj (λ)(H0) = (λ− λ(αˇj) · αj) (H0) = λ(H0),
(where αˇj is the corresponding coroot). Since sαj (λ) ∈ X(V+), from (2.24), we
conclude that sαj (λ) = λ for all j 6= i, i.e. λ(αˇj) = 0 for all j 6= i, which is
equivalent to λ = n̟i. The last assertion follows from Lemma 2.20. 
Proof of Theorem 2.22. First consider the tube domain case. By Lemma 2.23, if V
is a Hermitian VHS of CY type, then there is an irreducible summand V ′ (over C)
of V occurring in V with highest weight n̟i. But then V
′ is a real representation,
so that V ′ = V . The fact that V actually arises follows from Gross [Gro94]. More
precisely, for n = 1, the construction of the Hermitian VHS V over the tube domain
D is the content of [Gro94]. For n > 1, the (not in general irreducible) VHS Symn V
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is of CY type, and there is an irreducible summand that will have highest weight
n̟i and will remain of CY type. Finally, we have already noted that, in the
real case, the Hodge group has to coincide with G (see (2.11)). Thus, once the
representation ρ is fixed, the only possible variation in lifting ϕ to h is a Tate twist,
which in turn is not allowed by Definition 2.3 (see also Remark 2.9). This completes
the proof in the tube domain case.
In the non-tube domain case, a Hermitian VHS of CY type over D gives a
complex representation V with VC = V+ ⊕ V−. After reordering, we may assume
that the highest weight for V+ is equal to n̟i. Note that V+ is not real. Let W
be the representation of G corresponding to n = 1. Sheng–Zuo [SZ10] have noted
thatW carries a C-Hodge structure, and hence the vector spaceW ⊕W∨ will carry
an R-Hodge structure. Typically, this structure will not be of CY type. From the
description of the weights (2.13), it is immediate to see that after an iterated half-
twist, one can arrange V+〈c| ⊕ V−|c〉 to be of CY type for all n > 0. Specifically,
for λ = n̟i,
(2.25) c =
1
2
(λ(H0)− τλ(H0))− 1
2
will give a CY Hodge structure of minimal weight (compare §2.3). Any additional
− 12 half-twists will preserve the CY condition, but will increase the weight by 1.
The additional half-twists are explained by the fact that the (generic) Hodge group
satisfies Hg(C) = G(C) · C∗ (in contrast to the real case, where Hg = G). The
minimal weight satisfying the CY condition is equal to the real rank of Hg, and
thus is one larger than the real rank of G. Finally, it is easy to see that there
always exists a compatible polarization (cf. [GGK12, §IV.A (Step 4), p. 90]): in
the complex case there exists an invariant Hermitian form on V+, which gives both
an alternating and a symmetric form on V (the correct choice depending on the
half-twist, or equivalently the weight). 
Remark 2.26. If D is a product D1 ×D2 of Hermitian symmetric domains, then a
Hermitian VHS V on D decomposes as a product V1 ⊗ V2. It is clear that V is of
CY type iff each Vi is of CY type.
2.3. List of Hodge representations of CY type. Here we discuss in more
detail the canonical Hermitian VHS of CY type given by Theorem 2.22. Let D
be an irreducible Hermitian symmetric domain corresponding to (R,αi), where
R is a root system and αi is a special root. Let V = V̟i be the cominuscule
representation giving the canonical VHS of CY type. Let τ = −w0 denote the
opposition involution. As before, we distinguish two cases: real (or tube) case if
ταi = αi, and complex otherwise. We denote by V+ the irreducible summand of the
G(C)-representation VC of highest weight ̟i. In the complex case, VC = V+ ⊕ V−
and V− has highest weight τ̟i (another cominuscule weight).
The set of roots ∆ of R are partitioned into compact roots ∆c and non-compact
roots ∆nc. If, as before (see §2.2), g = k ⊕ p is the Cartan decomposition and h is
a compact Cartan subalgebra, we have
kC = h⊕
⊕
α∈∆c
gα = C ·H0 ⊕ g′C,
pC =
⊕
α∈∆nc
gα,
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where g′ denotes the semi-simple part of the Lie algebra k. The Dynkin diagram of
the root system R′ associated to g′C is obtained from that of R by deleting the node
corresponding to αi. We are interested in the weight decomposition of V+ with
respect to the cocharacter ϕ (corresponding to H0). Using (2.4), one immediately
sees (compare also Lemma 2.23, and [Moo99, §3]):
(1) The weights of ϕ on W are: ̟i(H0), ̟i(H0)− 1, . . . , w0̟i(H0). Thus, the
minimal weight of a Hodge structure on V (not necessarily of CY type) will
be k := ̟i(H0) + τ(̟i)(H0) ∈ Z+. Note that k coincides with the real
rank of GR and can be computed as the sum of the coefficients of the roots
αi and ταi in the weight ̟i. For example, for (E7, α7): k = 2 · 32 = 3, and
for (E6, α1): k =
4
3 +
2
3 = 2.
(2) The weight space corresponding to the weight ̟i(H0) is 1-dimensional (the
CY condition).
(3) The weight space corresponding to the weight ̟i(H0) − 1 (corresponding
to V k−1,1+ ) has dimension equal to half the number of non-compact roots
(i.e. 12 (|∆R|− |∆R′ |)). For example, for E7, we get h2,1 = 12 (126−72) = 27.
The following table gives a list of the Hermitian symmetric domains in terms of
the root datum (the roots are labeled as in Bourbaki [Bou02]).
Label (R,αi) G(R) K R-rank
Ip,q (Ap+q−1, αp) SU(p, q) S(U(p)×U(q)) min(p, q)
IIn (Dn, αn) SO
∗(2n) U(n)
[
n
2
]
IIIn (Cn, αn) Sp(n,R) U(n) n
IV2n−1 (Bn, α1) Spin(2, 2n− 1) Spin(2)×µ2 Spin(2n− 1) 2
IV2n (Dn+1, α1) Spin(2, 2n) Spin(2)×µ2 Spin(2n) 2
EIII (E6, α1) E6,2 U(1)×µ4 Spin(10) 2
EVII (E7, α7) E7,3 U(1)×µ3 E6 3
Table 1. Hermitian symmetric domains of non-compact type
The real case (or equivalently D is of tube domain type) is discussed in detail by
Gross [Gro94]. For completeness, we list the cases with some relevant information:
2.3.1. In,n (A2n−1, αn): weight 2̟n(H0) = n; VC =
∧n S, where S is the standard
representation; for n = 3, h2,1 = 9.
2.3.2. IV2n−1 (Bn, α1): weight 2; V is the standard representation; this is the
classical case of K3 type.
2.3.3. IIIn (Cn, αn): weight n; V is an irreducible factor of
∧n S, where S is the
standard representation; for n = 3, h2,1 = 6; this case corresponds geometrically to
the primitive middle cohomology of an abelian n-fold.
2.3.4. IV2n−2 (Dn, α1): weight 2; V is the standard representation; this is the
classical case of K3 type.
2.3.5. II2n (D2n, α2n): weight n; V is a half-spin representation; for n = 3, h
2,1 =
15.
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2.3.6. EVII (E7, α7): weight 3; V is the cominuscule representation; h
2,1 = 27.
The remaining cases are of complex type. The C-Hodge structure induced by
(a lift of) ϕ on V+ was studied by Sheng–Zuo [SZ10]. We are interested in R-
Hodge structures on V of CY type. As explained above, these can be obtained by
considering V+〈c| ⊕ V−|c〉 for an appropriate shift c. It is interesting to note that
the minimal weight Hodge structure associated to the representation V is not of
CY type. The CY Hodge structure on V is obtained by applying a half-twist to
this minimal weight Hodge structure. The relevant cases are:
2.3.7. Ip,q (Ap+q−1, αp) for p < q: Note first ταp = αq, P/Q ∼= Z/(p+ q), where
Q and P are the root and weight lattices respectively. We have
̟p(H0) =
pq
p+ q
, τ(̟p)(H0) =
p2
p+ q
,
and thus the minimal weight for a Hodge structure on V will be k = ̟p(H0) +
τ(̟p)(H0) = p. To obtain a CY Hodge structure, the minimal weight will be p+1.
Specifically, the weights of the cocharacter ϕC on V+ are:
pq
(p+ q)
,
pq
(p+ q)
− 1, . . . ,− p
2
p+ q
while those on the dual representation V− are:
p2
(p+ q)
,
p2
(p+ q)
− 1, . . . ,− pq
p+ q
.
To obtain a (minimal weight) Hodge structure, one needs to shift the weights so
that pq(p+q) − c = p
2
(p+q) + c (recall that the Hodge group Hg(C) = G(C) · C∗ in
the complex case; see Convention 2.19 for the meaning of the fractional twist; also
compare to (2.25)). We get that V+
〈
p(q−p)
2(p+q)
∣∣∣ ⊕ V− ∣∣∣ p(q−p)2(p+q)〉 will carry a Hodge
structure of weight p. By applying a half-twist, we obtain a CY Hodge structure
of weight p+ 1:
(2.27) V+
〈
p(q − p)
2(p+ q)
− 1
2
∣∣∣∣⊕ V− ∣∣∣∣p(q − p)2(p+ q) − 12
〉
.
The Hodge numbers are easily computed by noting that V+ =
∧p S, where S is the
standard representation of SU(p, q).
We are particularly interested in the weight 3 CY case. Since we need p+1 ≤ 3,
we get p = 1 or p = 2. If p = 1, the associated domain I1,q is the q-dimensional
complex ball. The minimal weight for a Hermitian VHS is 1 in this case, and the
minimal weight for a Hermitian VHS of CY type is 2 (K3 type). To obtain a
weight 3 VHS, we need to apply an additional half-twist. It is immediate to see
that h2,1 = q. This case is somewhat special among the complex cases, in the
sense that V+ = V
3,0 ⊕ V 2,1 and V− = V 1,2 ⊕ V 0,3, i.e. there is no “mixing” of V+
and V− in V 2,1. Also note that the VHS of weight 3 is of maximal dimension, i.e.
dimD = h2,1. If p = 2, the minimal weight for a Hermitian VHS of CY type over
I2,q is 3 = p+ 1. Since V+ =
∧2 S, we get the dimensions of the weight spaces for
V+ (w.r.t. ϕ) to be 1, 2q,
q(q−1)
2 . Thus,
h2,1 = h2,1+ + h
2,1
− = 2q +
q(q − 1)
2
=
q(q + 3)
2
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for the resulting weight 3 Hodge structure (where h2,1± denotes the dimension of
(2, 1) space on V± after the shift). Since the dimension of I2,q is 2q, we see that the
Hermitian variation of Calabi–Yau type on I2,q is not maximal for q > 1.
2.3.8. (D2n−1, α2n−1): τα2n−1 = α2n−2, P/Q ∼= Z/4. We have
̟2n−1(H0) =
2n− 1
4
, τ(̟2n−1)(H0) =
2n− 3
4
.
Thus the weights on V+ are:
2n−1
4 ,
2n−1
4 − 1, . . . ,− 2n−34 . The minimal twist that
gives a CY Hodge structure is
V+
〈
−1
4
∣∣∣∣⊕ V− ∣∣∣∣−14
〉
and it has weight n. The representation V+ is a half-spin representation. For n = 3,
h2,1 = 22n−2 − 1 = 15.
2.3.9. (E6, α1): τα1 = α6, P/Q ∼= Z/3. We have
̟1(H0) =
4
3
, τ̟1(H0) =
2
3
.
The minimal twist that gives a CY Hodge structure is
V+
〈
−1
6
∣∣∣∣⊕ V− ∣∣∣∣−16
〉
of weight 3. More explicitly, consider the direct sum V+⊕V− of the two (co)minuscule
representations of E6. There is a lift ϕ˜ of the cocharacter ϕ of G¯ to the simply
connected form G so that it acts with weights (and dimensions of weight spaces):
weight 8 4 2 −2 −4 −8
V+ 1 16 10
V− 10 16 1
VC 1 10 16 16 10 1
(N.B. the minimal lift of ϕ to G would act with weights 4, 2, 1,−1,−2,−4. For our
purposes, we need to take a double cover of it; compare to diagram (2.8).) We then
consider the 1-parameter subgroup given by
C∗ → G(C)× C∗
t → (ϕ˜(t), t)
where t ∈ C∗ acts on V+⊕V− by the character t on V+ and t−1 on V−. The twisted
weights (and dimensions of weight spaces) will be
weight 3 1 −1 −3
VC 1 26 26 1
i.e. we obtain a CY Hodge structure of weight 3 with h2,1 = 26. As in the other
complex cases, it is possible to obtain a Hermitian VHS over the EIII domain of
weight 2 = rankREIII, but this is no longer of CY type (it has Hodge numbers
11, 32, 11). Also note that K = U(1) ×µ4 Spin(10). Then the dimensions of the
V p,q (and V p,q± ) spaces can be also computed by decomposing V+ as a Spin(10)-
representation. Explicitly, we have V+ ∼= C ⊕W̟1 ⊕W̟5 as a D5-representation
(see also [SZ10, §4.5]). Here the first summand is the standard representation, while
the second is the half-spin representation of Spin∗(10).
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Notation 2.28. We encode a Hermitian VHS of CY type by (R,αi;λ){c}, where
(R,αi) determines the domain D, λ is the highest weight of the irreducible complex
representation V+, and, in the complex case, c denotes a half-twist (see (2.16)).
The possible fractional meaning of c is explained by Convention 2.19.
In summary, we obtain the following Hermitian VHS of CY type for weight 3.
Corollary 2.29. The Hermitian VHS of CY type for weight 3 are:
i) Four primitive real cases: I3,3 (A5, α3;̟3), III3 (C3, α3;̟3), II6 (D6, α6;̟6),
and EVII (E7, α7;̟7), corresponding to the weight 3 cases in Gross [Gro94].
ii) Re-embeddings of lower weight cases: H (A1, α1; 3̟1).
iii) Complex cases: two infinite series: I1,n (An, α1;̟1)
{
− n+32(n+1)
}
and I2,n
(An+1, α2;̟2)
{
n−6
2(n+2)
}
, and two isolated case: II5 (D5, α5;̟5)
{− 14}, and
EIII (E6, α1;̟1)
{− 16}.
iv) Reducible cases: H× IVn (in particular H× H× H) or H× I1,n.
Remark 2.30. Note that the cases that give maximal horizontal subvarieties (i.e.
h2,1 = dimD) are those of (i), (ii), (iii) for I1,n, and (iv) for H× Dn. Most of the
remaining cases (all of complex type) can be embedded into maximal weight three
Hermitian VHS over some other Hermitian domain (of real type) and be understood
as Noether–Lefschetz subloci with weak complex multiplication. Specifically, if D
carries a VHS of CY type, and D′ →֒ D is a totally geodesic embedding, then, by
restriction, D′ also carries a VHS of CY type. Satake [Sat65] and Ihara [Iha67]
have classified all the holomorphic, totally geodesic embeddings D′ →֒ D among
Hermitian symmetric domains. In particular, we get the following embeddings of
the complex cases into maximal VHS:
a) I2,6 →֒ EVII;
b) II5 →֒ II6;
c) EIII →֒ EVII;
d) H× I1,n →֒ H× IV2n (induced from I1,n →֒ IV2n).
The case I2,n (n > 6) does not embed in a maximal weight three Hermitian VHS
of CY type.
2.4. Hermitian VHS of geometric origin. While typically the VHS of Calabi-
Yau type that occur in the geometric context are not of Hermitian type, a number
of interesting Hermitian VHS of CY type of geometric origin are known:
2.4.1. Type IIIn. The middle cohomology of abelian n-folds gives a weight n VHS
of CY type parametrized by the Siegel upper half space Hn.
2.4.2. Type In,n. It is well known that the domain In,n parameterizes abelian va-
rieties A of Weil type of dimension g = 2n (i.e. abelian varieties with weak CM
multiplication by a degree 2 CM field E (see Definition 3.9), and such that the
induced unitary group is SU(n, n) ⊂ Sp(2g)). It is not hard to see that the Hodge
structure
∧nH1(A) contains a Hodge substructure of Calabi-Yau type, giving a
motivic realization for the Hermitian VHS of CY type associated to In,n. For
instance, this follows from our classification Theorem 2.22 and some standard rep-
resentation theory (see §3.5 and the proof of Theorem 3.18 for a discussion of the
key ingredients in a more general setup). A detailed study of the cases n = 2, 3 is
done in [Lom01] and [CF12] respectively.
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2.4.3. Type I1,1× IVn. Borcea [Bor97] and Voisin [Voi93] have constructed families
of Calabi–Yau threefolds such that the associated VHS is parametrized by H× D,
where H is the upper half plane and D is a Type IV domain. The Calabi–Yau
threefolds are obtained by resolving (E × S)/〈τ〉, where E is an elliptic curve, S is
a K3 surface and τ an involution (acting diagonally).
2.4.4. Type I1,n. A slight modification of the Borcea–Voisin construction, by con-
sidering higher order automorphisms, leads to VHS associated to Calabi–Yau three-
folds that are parametrized by complex balls Bn (e.g. Rohde [Roh09], and Garbagnati–
van Geemen [GvG10]).
Remark 2.31. In addition to the Calabi-Yau examples mentioned above, the case
I1,n occurs in several other geometric examples. For instance, the embedding of
I1,n in a Siegel space, corresponding to the minimal weight Hermitian VHS on
I1,n, occurs in the Deligne–Mostow uniformization of the moduli of points in P1 by
complex balls ([DM86]). Kondo has realized most of these examples via embeddings
of I1,n into Type IV domains by using K3 surfaces, corresponding to the minimal
weight Hermitian VHS on I1,n of Calabi–Yau type (see [DK07]). The half-twist
construction explains (and was motivated by) these examples (see [vG01]).
2.4.5. Type Sym2 IVn. It is interesting to note that cases of type Sym
n V occur
in geometric situations. We thank K. O’Grady for informing us of the following
example (unpublished). Let X ⊂ P5 be a generic EPW sextic (cf. [O’G06]). It
is known that X is singular along a surface S and that the resolution X˜ is a
Calabi–Yau fourfold. There exists a smooth double cover Y
2:1−−→ X branched only
along S ⊂ X which is a hyperka¨hler manifold (cf. [O’G06]). It is well known that
V = H20 (Y ) is of K3 type, leading to a VHS V parametrized by a 20-dimensional
type IV domain D. On the other hand, H40 (Y ) is essentially Sym2H20 (Y ), and then
an irreducible sub-Hodge structure of H40 (X˜) is isogeneous to H
4
0 (Y ). Thus, the
periods of the Calabi–Yau 4-folds X˜ are parametrized by a Hermitian symmetric
domain D, and the horizontal embedding D →֒ D corresponds to the VHS Sym2 V.
3. Notes on the classification over Q of Hermitian VHS of CY type
Theorem 2.22 is a classification of Hermitian VHS of CY type over R, or over
Q under the additional assumption 2.7 that the irreducible representation V of G
is defined over Q and remains irreducible over R. To understand the situation in
general, and to put the real and complex cases in the proper context, we consider
the endomorphism algebra of Hodge structures of CY type. Using this, we obtain
a decomposition of V into absolutely irreducible pieces, one of which is of Calabi-
Yau type (and thus classified in the previous section). However, to give a complete
classification over Q of the representations V that might occur seems difficult and
beyond the scope of this paper. Thus, we restrict ourselves to some general remarks
and a partial classification in the weight 3 case (Theorem 3.18). The weight 2 (K3
type) case (reviewed in §3.3) is well understood by work of Zarhin [Zar83].
3.1. The endomorphism algebra and the decomposition of Hodge struc-
tures of CY type. We recall that for a Q-Hodge structure (V, h), the endomor-
phism algebra is defined as
E := EndHg(V ) = {f : VQ → VQ | f is a Q-linear map s.t. fC(V p,q) ⊆ V p,q} .
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A Q-linear map f : VQ → VQ preserves the Hodge filtration ⇐⇒ f commutes with
the action of the Hodge group Hg(V ) of V ⇐⇒ f commutes with the action of the
Mumford-Tate group MT(V ) of V , justifying the notation EndHg(V ). Under the
assumption that V is a simple Hodge structure (i.e. it contains no non-trivial sub-
Hodge structures), E is a finite dimensional division algebra over Q. If V is of CY
type, by an argument essentially due to Zarhin [Zar83, Theorem 1.6(a), Theorem
1.5], we obtain:
Proposition 3.1. Let (V, h) be a simple Q-Hodge structure of CY type. Then the
endomorphism algebra E is a number field. If additionally (V, h) is polarizable,
then either E is a totally real number field (the real case) or E is a CM field, i.e.
a purely imaginary extension of a totally real number field (the complex case).
Proof. Since V n,0 is preserved by a Hodge endomorphism, we get a non-trivial
morphism of algebras ǫ : EndHg(V )→ EndC(V n,0) via:
(3.2) f 7→ (fC)|V n,0 .
Since V n,0 is 1-dimensional and E is a division algebra, we conclude E is a subfield
of C ∼= EndC(V n,0) and thus E is a number field. In the polarized case, the
polarization defines an involution (the Rosati involution) on the endomorphism
algebra E (e.g. [Moo99, (1.20)]). The proposition follows by restricting Albert’s
classification of involutive division algebras (e.g. [Moo99, (1.19)]) to the case of
number fields. 
We also note the following (cf. [Moo99, (1.24)]):
Lemma 3.3. With notation as above, if E is a totally real field, Hg is semi-
simple. 
Notation 3.4. In what follows, we assume (V, h,Q) is a simple weight n polarized
Hodge structure of CY type. Let E be its field of endomorphisms. We denote by
¯ the complex conjugation on E and by E0 = {x ∈ E | x¯ = x} the totally real
subfield of E. Let d = [E0 : Q] and let {σ1, . . . , σd} be the embeddings of E0 in
R. Note that E is endowed with a preferred embedding in C, ǫ : E →֒ C, given
by (3.2). The restriction ǫ|E0 gives a preferred embedding of E0 into R, which we
denote also by ǫ and we set σ1 = ǫ.
Note that V is naturally an E0-vector space (via (f, v) ∈ End(V )× V 7→ f(v) ∈
V ) with dimQ V = d dimE0 V . Then, we have an eigenspace decomposition
(3.5) VR =
d⊕
i=1
Vi,
where Vi := {v ∈ VR | f(v) = σi(f) · v for all f ∈ F}, or equivalently Vi =
V ⊗E0,σi R. By construction, Vi are R-Hodge structures (defined over E0) and V1
is a weight n Hodge structure of CY type. The other components Vi have smaller
Hodge level. Similarly, if E0 6= E (the complex case), we have a refinement of (3.5):
(3.6) VC =
d⊕
i=1
(V ′i ⊕ V ′′i ),
with V ′i ⊕ V ′′i = Vi ⊗R C and V ′i = V ′′i . Note that Vi (and V ′i ) are representations
of the Hodge group (and its derived subgroup). We are interested in the geometric
irreducibility of these representations. Specifically, we get:
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Proposition 3.7. Let V be a simple Q-Hodge structure of CY type. Let G be
derived subgroup of Hg(V ), and E the endomorphism algebra. Consider the decom-
positions (3.5) and (3.6) as above. The following hold:
i) In the real case (E0 = E), Vi are absolutely irreducible GR-representations,
i.e. Vi,C is an irreducible GC-representation;
ii) In the complex case (E0 $ E), V ′i and V
′′
i are irreducible GC-representations.
Proof. We make two basic remarks. First, let k be a subfield of C, let H be an
algebraic group defined over k, and letW anH-representation defined over k. Using
the fact that H(k) is dense in H(C), it follows easily that
EndHF (WF ) = EndH(W )⊗k F
for any extension k ⊆ F ⊆ C. Secondly, dimF EndHF (WF ) is at least equal to the
number of irreducible HF factors (corresponding to scaling on each factor).
Returning to our situation, in the real case (E0 = E), Hg is semi-simple, hence
Hg = G. Moreover, E0 ⊗Q R ∼= Rd and
dimR EndHg
R
(VR) = dimRE0 ⊗Q R = d.
On the other hand, from (3.5), dimR EndHg
R
(VR) ≥ d. Since the equality holds,
we conclude that Vi are irreducible representations with EndHg
R
(Vi) = R, showing
that the Vi are of real type. In the complex case, HgC is an almost direct product
of GC and a torus (C∗)k. Since the representations of the torus are 1-dimensional
(corresponding to twisting by characters as in (3.12) below), the claim then follows
by an argument similar to that in the real case. 
In particular, the situation studied in Section 2 is described as follows:
Corollary 3.8. Let (V, h) be a polarizable Q-Hodge structure of CY type. Let Hg
be the Mumford–Tate group and G = Hg
der
the derived subgroup (assumed to be
non-trivial). Assume 2.7 holds (i.e. VR is irreducible as a GR-representation), then
either
i) the real case: E = Q and VR is a GR-representation of real type, or
ii) the complex case: E = Q[
√−d] for some positive square-free integer d and
VC is a GR-representation of complex type.
Conversely, let V , G, and E be as above. Assume that V is an irreducible G-
representation and that E is either Q or Q[
√−d]. Then VR is an irreducible GR-
representation. 
Definition 3.9. We recall that a Hodge structure (V, h) is said to have weak real
multiplication, respectively weak complex multiplication (CM), by F if there is an
inclusion F →֒ E = EndHg(V ) for a totally real field, respectively CM field F (see
[GGK12, Definition V.B.1(i)]).
If V has weak CM, then one can apply the half-twist construction of van Geemen
[vG01] (see [GGK12, §V.B] for a fuller discussion). The previous corollary gives a
more intrinsic description of the distinction between the real and complex case and
explains the occurrence of half-twists in Theorem 2.22.
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3.2. Some remarks on the Hodge group and the structure of V . Now sup-
pose that ρ : G→ GL(V ) is a Hodge representation defined over Q as in Section 2
(i.e. ρ gives a Hermitian VHS of CY type). However, we do not assume that Con-
vention 2.7 holds. Thus we assume that V is irreducible over Q, but not necessarily
over R. Without loss of generality, we assume G is simply connected and almost
simple. Following [Mil11, §10, p. 54], there exists a geometrically almost simple
group G′ defined over a totally real number field F such that G = ResF/QG′. Thus,
(3.10) GR =
∏
j∈SF (R)
Gj ,
where SF (R) = Hom(F,R) is the set of real embedding of F and Gj = G′ ⊗F,j R
are the twisted forms of G′. Since Gal(Q¯/Q) permutes the factors Gj , all of the
Gj,C will have the same type (i.e. the same irreducible root system R). While
some of the Gj may be compact, there is at least one non-compact factor. For
each non-compact factor Gj , we have a cocharacter ϕj : U(1) → Gj,R, which (due
to the Hermitian assumption) corresponds to a special root of R as in §2.1. For a
compact factor Gj , the corresponding cocharacter ϕj is trivial. Note also that Gj
can be chosen arbitrarily, i.e. for a prescribed choice of real forms Gj there exists
a Q-form G of type G = ResF/QG′ with associated almost simple real factors Gj
(see [Mil11, Proposition 10.10]). Since ρ(G) is the derived subgroup of the generic
Hodge or Mumford-Tate group of the corresponding VHS D of Hermitian type, the
results of §3.1 apply to this situation, where E denotes the endomorphism algebra
of a Hodge structure at a general point of D.
3.2.1. Recall that the representation ρ : G → GL(V ) factors through the Hodge
group Hg and that ρ(G) = Hgder. Thus, at the level of Lie algebras we have
(3.11) hgR = a⊕ g1 ⊕ · · · ⊕ gq,
where a is an abelian Lie algebra, and gj are the Lie algebras of Gj (compare
(2.10)). An irreducible factor W of the representation VC will be then of type
(3.12) χ0 ⊗W1 ⊗ · · · ⊗Wq,
where Wj are irreducible Gj,C-representations and χ0 corresponds to twisting the
weights of the Hodge structure on W1 ⊗ · · · ⊗Wq by a character. By Proposition
3.7, the irreducible components W of VC are Vi,C in the real case or V
′
i and V
′′
i in
the complex case. Thus,
HgR ⊂ GL(V1)× · · · ×GL(Vd),
and we get irreducible representations (defined over E0)
ρi : GR → GL(Vi).
Writing GR as a product of geometrically simple factors, we obtain absolutely irre-
ducible representations
(3.13) ρij : Gj → GL(W ij )
where Vi =
⊗
jW
i
j and the ρ
i =
⊗
j ρ
i
j : G→ GL(Vi) are the projections of ρ : G→
GL(V ) on the ith factors of the decomposition (3.5). In the real case, the Galois
group Gal(Q¯/Q) then permutes the factors ρij, and a similar statement holds in the
complex case.
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Remark 3.14. Note that by composing ρij with the cocharacter ϕj associated to Gj ,
we get Hodge structures on each W ij . In particular, the compact factors Gj give
trivial Hodge structure of type (0, 0) (up to normalizing the weight) on W ij .
3.2.2. As before we can view V as an E0-vector space. As Q-vector space we have
V = ResE0/QV . Furthermore, in the polarized case, there is a symmetric or sym-
plectic E0-linear form Q˜ on V such that the trace of Q˜ is the original polarization
Q on V . If E0 ( E, then Q˜ can be taken to be a E0- Hermitian form with respect
to the extension E0 ⊂ E. It follows immediately that
Hg ⊆

ResE0/QSpE0(V, Q˜) if E is totally real and odd weight
ResE0/QSOE0(V, Q˜) if E is totally real and even weight
ResE0/QUE(V, Q˜) if E is a CM field
(compare [Moo99, (1.22)]).
A lower bound on the Hodge group can be obtained by considering the subgroup
H ′R = (HgR ∩GL(V1))× · · · × (HgR ∩GL(Vd)) ⊆ HgR.
Since Hg and the representation V are defined over Q, H ′ is in fact an algebraic
group over Q and of type ResE0/Q(H) for some algebraic groupH over E0 (compare
[Moo99, (3.17)]). We conclude:
(3.15) ResE0/Q(H) ⊆ Hg ⊆

ResE0/QSpE0(V, Q˜)
ResE0/QSOE0(V, Q˜)
ResE0/QUE(V, Q˜).
In general, both inclusions can be strict.
3.3. The case of K3 type (cf. [Zar83], [vG08]). For VHS of K3 type, both
inclusions in (3.15) are equalities. First note that in the decomposition (3.5), V1
is a Hodge structure of K3 type and Vi for i 6= 1 are Hodge structures of type
(1, 1). Thus, the Hodge structure of V is completely determined by that on V1. It
follows Hg = ResE0/QH1, where H1 = HgE0 ∩ GL(V1) (compare [Moo99, (3.17)]).
The other equality follows from the classification of the Hermitian VHS of K3 type
(given by H1 → GL(V1)) as in Section 2 (N.B. since the period domain D of K3
type is already Hermitian symmetric, H1 is automatically of Hermitian type). In
conclusion, the following holds in the real case (see [vG08, Theorem 2.8], [Zar83,
Theorem 2.2.1]; see [Zar83, Theorem 2.3.1] for the complex case):
Theorem 3.16 (Zarhin). Let (V, h,Q) be a K3-type Hodge structure with E =
EndHg(V ) = E0 a totally real field. Then, the Hodge group Hg satisfies:
Hg = ResE0/QSO(V, Q˜), Hg(R) ∼= SO(2,m− 2)× SO(m,R)d−1,
and then Hg(C) ∼= SO(m,C)d, where Q˜ is the unique symmetric E0-bilinear form
on V such that Nm(Q˜) = Q. The representations of these Lie groups on the d ·m-
dimensional vector spaces VR and VC are the direct sum of the standard representa-
tions of the factors (N.B. in the notation of (3.13), only the representation ρii are
non-trivial, and they are permuted transitively by Gal(Q¯/Q)).
Remark 3.17. It is not difficult to construct a Hermitian VHS of K3 type with the
prescribed weak real multiplication by any totally real field E0. Essentially, after
fixing an embedding ǫ : E0 →֒ R, one considers an E0-vector space V of dimension
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m with an E0-symmetric bilinear form Q˜ of signature (2,m − 2) and proceeds as
usual. The result will be a VHS of K3 type over the Type IV domain
D =
{
ω ∈ P(V ⊗E0,ǫ C) | Q˜(ω, ω) = 0, Q˜(ω, ω¯) > 0
}
.
The only difference to the usual situation is that the Hodge structures involved are
defined over E0. By considering the action of ResE0/QSO(V, Q˜) on ResE0/QV , one
obtains a VHS defined over Q. In order for this VHS to be of K3 type, one needs
the forms on VR defined by Q˜, but using the embeddings σ : E0 → R with σ 6= ǫ, to
be negative definite. For example, this can be achieved by using a quadratic form
of type:
Q˜(x1, . . . , xn) = a1x
2
1 + a2x
2
2 − x23 − · · · − x2m,
where a1, a2 ∈ E0 such that ǫ(ai) > 0 and σ(ai) < 0 for all other σ ∈ SE0(R) (see
[vG08], esp. [vG08, Lem. 3.2], for further details).
3.4. The case of weight three CY type. We close by making some remarks on
the Calabi-Yau 3-fold case. We restrict the discussion to the real case: E = E0 is
a totally real field. The case E = Q[
√−d] was already discussed in Section 2. The
general complex case (E is an arbitrary CM field) is a mixture of the real case and
the CM type case, i.e. in addition to the study of GR representations Vi one needs
to keep track also of the shifts of the weights given by the (connected) center of the
Hodge group. This leads to subtle Galois theoretic issues that go beyond the scope
of this paper. A general reference is the discussion of the CM type case (i.e. E is
CM with [E : Q] = dimQ V ) in [GGK12, Chapter V] (esp. [GGK12, Proposition
V.C.2], which applies in the Calabi-Yau case).
It is easy to produce a Hermitian VHS of CY type with weak real multiplication
by considering V =W1⊗W2, where W1 is a VHS of elliptic type and W2 is a VHS
of K3 type with real multiplication as in §3.3. Therefore, we focus on the primitive
cases given by Corollary 2.29 (i) and give the following partial classification.
Theorem 3.18. Let G be an almost simple Q-algebraic group, and ρ : G→ GL(V )
an irreducible Hodge representation giving a Hermitian VHS V of Calabi-Yau 3-
fold type. Assume that the generic endomorphism algebra EndHg(V ) is a totally
real field E0 6= Q. Then
(i) As an R-VHS V decomposes as a direct sum
⊕d
i=1 Vi (with d = [E0 : Q])
such that V1 is an irreducible Hermitian VHS of Calabi-Yau 3-fold type
(classified by Cor. 2.29) and Vi for i > 1 are Tate twists of VHS of abelian
variety type (i.e. weight one).
(ii) Assume additionally that V1 is primitive in the sense of 2.29(i) (i.e. the
associated domain D1 is irreducible, of tube type, and rank 3). Then the
only two possibilities are
a) V1 is of type (A5, α3;̟3) and Vi (for i > 1) are of type (A5, α1;̟3);
b) V1 is of type (D6, α6;̟6) and Vi (for i > 1) are of type (D6, α1;̟6).
Furthermore, both of these cases can be realized as Q-VHS V as above.
Proof. As discussed (Lemma 3.3), in the real case we can focus on V as a GR-
representation. We get a decomposition into absolutely irreducible representations
VR = V1 ⊕ · · · ⊕ Vd (Proposition 3.7) and a decomposition into simple geometric
factors GR = G1 × · · · ×Gq (cf. (3.10)) such that all Gj have the same type (over
C). We make the following two easy remarks:
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(1) If Gj occurs non-trivially in the representation V1, then Gj is of non-
compact type and ρ1j : Gj → GL(W 1j ) is of CY type and real, and thus
classified in Section 2.
(2) For all i > 1, precisely one non-compact Gj occurs non-trivially in Vi,
since otherwise the Hodge level of Vi will be larger than 1 contradicting
the weight 3 Calabi-Yau assumption on V . The associated representations
ρij : Gj → GL(W ij ) are of symplectic type (for i > 1) as classified by Deligne
[Del79].
From (1) and the primitivity assumption, we get that only one group occurs non-
trivially in the representation V1 (i.e. only one ρ
1
j is non-trivial). Since over C the
representations Vi are isomorphic, it follows then that only one group Gji occurs
non-trivially in each Vi (i.e. ρ
i
ji is nontrivial). From this and the two remarks
above, it follows that each Gj is of non-compact type. Furthermore, from (2) and
the classification of symplectic representations, we conclude that Gj has to be of
classical type (e.g. [Mil11, §10.8]); this excludes the E7 case.
Returning to (1), the assumption in (ii) gives the following three possibilities for
the CY piece V1 (with notations as in 2.29): (A5, α3;̟3), (D6, α6;̟6), (C3, α3;̟3).
The symplectic representations associated to these groups are: (A5, α3;̟1) and its
dual (A5, α3;̟5), (A5, α1;̟i), (D6, α6;̟1), (D6, α1;̟6), (D6, α1;̟5), (C3, α3;̟1)
(e.g. [Mil11, §10]). For dimension reasons (dim Vi = dim V1), the only two possi-
bilities are
a) V1 of type (A5, α3;̟3), Vi of type (A5, α1;̟3) for i > 1;
b) V1 of type (D6, α6;̟6), Vi of type (D6, α1;̟6) for i > 1.
To conclude the proof, we only need to show that these two cases are realized
by some Hodge representation ρ : G → GL(V ) (over Q) as in the statement of
the theorem. Both cases can be realized by starting with an appropriate repre-
sentation ρ1 : G1 → GL(V1) defined over a given totally real field E0 and taking
G = ResE0/QG1 together with the induced representation on V = ResE0/QV1.
Then GR =
∏d
i=1Gi,R, where d = [E0 : Q], the distinct embeddings of E0 in R are
denoted by σ1, . . . , σd, the group Gi,R is the group over R induced by the embed-
ding σi, and similarly V ⊗Q R =
⊕d
i=1 Vi,R. The associated Q-VHS V will have
real multiplication by E0 and will split over R into a CY piece V1 and a product
of Tate twists of weight 1 factors, say V2, . . . ,Vd. The Mumford-Tate domain is
D1 ×D2 × · · · × Dd, a product of different Hermitian symmetric domains, with Di
parameterizing the Hermitian VHS Vi. We will discuss here only the A5 case. The
case of D6 involves the detailed study of the interplay between the Clifford algebra
and a suitable Hermitian form and it is discussed in [FL13].
In the A5 case, we want G1,R = SU(3, 3) and Gi,R = SU(1, 5) for i > 1. Over C,
Gi,C ∼= SL(6,C) for all i, and Vi,C ∼=
∧3
C U (corresponding to weight ̟3), where U
is the standard representation of SL(6,C). (Here we write
∧3
C to emphasize that
we take the wedge product of the complex vector space U .) A real representation
of G1,R, resp. Gi,R for i > 1, is obtained by endowing U with a Hermitian form
of signature (3, 3) resp. (1, 5). From [GGK12, Thm. IV.E. 4], it follows that the
representation
∧3
C U for Gi,R is of real type, i.e. there exist real representations
Vi,R of Gi,R with
∧3
C U
∼= Vi,R ⊗R C. Thus, we need to construct G1 and the
representation
ρ1 : G1 → GL(V1)
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over the totally real field E0, so that the induced representations ρi : Gi,R → Vi,R
are as claimed. Then ρ = ResE0/Q(ρ1) will be an irreducible representation over Q
with the desired properties.
We fix an embedding E0 ⊂ R, and chose a quadratic imaginary extension E0 ⊂
E. By the approximation theorem, there exists a δ ∈ E0 such that σ1(δ) > 0 and
σi(δ) < 0 for i > 1. For example, in case E0 = Q[
√
d] for a positive square-free
integer d, we can simply take δ =
√
d. Let U be an E-vector space of dimension 6,
together with a Hermitian form ψ1, where ψ1 is given in a suitable basis by
ψ1(z, w) = z1w¯1 + δ · z2w¯2 + δ · z3w¯3 − z4w¯4 − z5w¯5 − z6w¯6.
Let ψi be the form obtained by replacing δ by σi(δ) above. Define Gi = SU(U,ψi),
and let Ui = (U,ψi) (i.e. the standard representations of Gi). Clearly, G1,R ∼=
SU(3, 3) and Gi,R ∼= SU(1, 5) for i > 1. (Since the embeddings σi : E0 → R are
given, the groups Gi,R are well defined.) The representation
∧3
E U1 of G1 is a
priori defined over E, where again we write
∧3
E to emphasize that we take the
wedge product of U1 viewed as E-vector spaces. By Corollary 3.23 below, since
(−1)3disc(ψ1) = δ2 is a square in E0, and hence of the form NmE/E0(c), where
NmE/E0(c) : E
∗ → E∗0 is the norm,
∧3
E U1 is in fact defined over E0:
∧3
E U1
∼=
V1 ⊗E0 E for some G1-representation V1 defined over E0. Clearly, the different
embeddings σi replace the C-vector space U1,R by Ui,R and the real vector space
V1,R by Vi,R. Hence the factors Gi,R and the representations ρi are as claimed,
concluding the proof of Theorem 3.18. 
Remark 3.19. By the classification of Hermitian forms due to Landherr (see for ex-
ample [Shi08]), if ψ′ is an (E,E0)-Hermitian form of rank 6 such that the signature
of σi(ψ
′) is (3, 3) for i = 1 and (1, 5) for i > 1 and such that (−1)3disc(ψ′) is a
norm, then ψ′ is equivalent to the form ψ1 defined above. Thus in some sense the
above construction is the most general one possible starting with a real quadratic
field E0 and a Hermitian form defined over an imaginary quadratic extension of E0.
3.5. Appendix to Section 3. For p + q = 2n, the representation
∧n
C U of the
standard representationU of SU(p, q) has an extra endomorphism given by a variant
of the Hodge star operator. Over R, this implies the fact that the representation of
highest weight ̟n of SU(p, q) is of real type if p−q ≡ 0 mod 4 and of quaternionic
type otherwise (compare [GGK12, Thm. IV.E.4]). For the proof of Theorem 3.18,
we need an analogous statement over number fields. For lack of a suitable reference,
we sketch the details of the construction. (See also [Lom01] for a partial discussion
in the number field case and [GS90, §3.9] for the real case.)
Fix a subfield E0 of R (in practice, either E0 = R or E0 is a totally real number
field with a fixed embedding into R), and let E be an imaginary quadratic extension
of E0, with ¯ the complex conjugation (E0 = {z ∈ E | z¯ = z}). Consider an E-
vector space U of dimension 2n together a non-degenerate Hermitian form ψ. Let
G = SU(U,ψ). Let W be the E-vector space
∧n
E U . On W we have a pairing
∧ : W ×W →
2n∧
E
U ∼= E
given by the wedge product on n-forms. Fixing a generator ω ∈ ∧2nE U (i.e. a
“volume form,” or equivalently an identification
∧2n
E U
∼= E) gives an E-linear
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identification:
ρ : W →W∨.
Additionally, on W we have an induced Hermitian form ψ˜ = ∧nψ, which can be
viewed as an E-anti-linear identification
τ : W →W∨.
One can check that ψ˜ is characterized by the condition that
ψ˜(v1 ∧ · · · ∧ vn, w1 ∧ · · · ∧ wn) = det(ψ(vi, wj)).
The E-anti-linear (and hence E0-linear) Hodge star operator is defined by
(3.20) ⋆ = ρ−1 ◦ τ : W →W.
Equivalently, for all w1, w2 ∈ W =
∧n
E U ,
ψ˜(w1, w2) · ω = w1 ∧ ⋆w2.
If we replace ω by cω for some c ∈ E, we replace ⋆ by c⋆ and hence we replace
⋆⋆ : W →W by NmE/E0(c)⋆⋆. For a non-degenerate Hermitian form ψ, one defines
disc(ψ) ∈ E∗0 to be detM , where M is the Hermitian matrix (with entries in E)
representing ψ with respect to a choice of basis on U . Since a change of basis
transformsM into A ·M · A¯t, the discriminant is intrinsically defined only as a class
in E∗0/NmE/E0(E
∗). For example, for E0 = R and signature (p, q), the discriminant
is (−1)q ∈ R∗/(R∗)2 ∼= {−1, 1}. However, once the volume form ω has been fixed,
by considering only bases e1, . . . , e2n with e1 ∧ · · · ∧ e2n = ω, we get a well defined
disc(ψ) ∈ E0.
Lemma 3.21. The Hodge star operator ⋆ : W → W commutes with the natural
G-action on W and satisfies:
⋆⋆ = (−1)ndisc(ψ) · idW .
Proof. The action of G = SU(U,ψ) preserves the volume form ω, the pairing W ×
W → ∧2nE U , and the Hermitian form ψ˜ = ∧nψ and hence commutes with ⋆.
We can check the formula for ⋆⋆ by choosing a basis {e1, . . . , e2n} for U that
diagonalizes the Hermitian form ψ, so that the matrix M of ψ with respect to this
basis is M = diag(a1, . . . , a2n) (with ai ∈ E0). Choose ω = e1 ∧ · · · ∧ e2n. A basis
forW is given by {eI := ei1∧· · ·∧ein : |I| = n}. Clearly ⋆(eI) = ǫI,I′ ·aI ·eI′ , where
I ′ = {1, . . . , 2n} − I is the complementary index, aI = ai1 . . . ain , and ǫI,I′ ∈ {±1}
is the signature of the permutation (I, I ′). Thus,
⋆ ⋆ (eI) = (ǫI,I′ · ǫI′,I) · (aI · aI′) · eI ,
= (−1)n·ndisc(ψ) · eI ,
as claimed. 
The standard representation U is only defined over E. Thus, the representation
W =
∧n
E U is also a priori only defined over E. We can view it a representation
over E0, by considering ResE/E0W , i.e. by considering W as a E0-vector space.
Note that
ResE/E0W ⊗E0 E =W ⊗E0 E ∼=W ⊕ W¯ ∼=W ⊕W∨ ∼=W ⊕W
as E[G]-modules. Clearly, E ⊆ EndE0[G](ResE/E0W ) (induced by the E-vector
space structure on W ). The above discussion says that ⋆ gives an extra endo-
morphism for the G-representation ResE/E0W . Let A be the E0-subalgebra of
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EndE0[G](ResE/E0W ) generated by E and ∗. Note that, for all α ∈ E, ⋆α = α¯⋆, so
that A is a noncommutative E0-algebra which is also an E-vector space. Clearly
dimE A = 2 and hence dimE0 A = 4. Changing the volume form ω simply replaces
⋆ by c⋆ for some c ∈ E, and hence A is canonically defined. In case E = E0(
√−e),
an E0-basis for A is given by the operators Id, i =
√−e Id, j = ⋆, and k = ij, with
i2 = −e Id, j2 = (−1)ndisc(ψ) Id, and ij = −ji, hence k2 = −i2j2.
Proposition 3.22. Let W =
∧n
E U , G = SU(U,ψ), and A be as above.
(i) A = EndE0[G](ResE/E0W ).
(ii) The algebra A is semisimple.
(iii) A is a division algebra ⇐⇒ the representation W cannot be defined over
E0, i.e. ⇐⇒ ResE/E0W is an irreducible E0[G]-module.
(iv) A ∼=M2(E0) is a matrix algebra ⇐⇒ the representation W can be defined
over E0, i.e. ⇐⇒ ResE/E0W is a reducible E0[G]-module, or equivalently
if there exists a G-representation on an E0-vector space W0 such that W ∼=
W0 ⊗E0 E as E[G]-modules.
(v) A ∼= M2(E0) is a matrix algebra ⇐⇒ (−1)ndisc(ψ) is a norm in E0, i.e
there exists a c ∈ E such that (−1)ndisc(ψ) = NmE/E0(c).
Proof. Clearly, there is an inclusion A ⊆ EndE0[G](ResE/E0W ) and hence
A⊗E0 E ⊆ EndE0[G](ResE/E0W )⊗E0 E ⊆ EndE[G](ResE/E0W ⊗E0 E).
Since ResE/E0W ⊗E0 E ∼=W ⊕W is a direct sum of two irreducible E[G]-modules,
EndE[G](ResE/E0W ⊗E0 E) ∼= M2(E) is a matrix algebra of dimension 4 over E.
Since dimE0 A = 4, all of the above inclusions are equalities, proving (i), and (ii)
follows sinceA⊗E0E ∼=M2(E) is semisimple. Clearly, if ResE/E0W is an irreducible
E0[G]-module, then A is a division algebra, and if ResE/E0W is a reducible E0[G]-
module, then it is necessarily of the form W0 ⊕ W0, where W0 ⊗E0 E ∼= W as
E[G]-modules. This implies (iii) and (iv). Finally, to see (v), every element a of A
is of the form α+ β⋆, with α, β ∈ E, and a = 0 ⇐⇒ α = β = 0. Now
(α+ β⋆)(α¯ − β⋆) = αα¯ − (−1)ndisc(ψ)ββ¯.
This expression is 0 ⇐⇒ β 6= 0 and (−1)ndisc(ψ) = NmE/E0(α/β) or α = β = 0.
Thus, if (−1)ndisc(ψ) is not a norm, then α+β⋆ is invertible as long as it is nonzero.
Conversely, if (−1)ndisc(ψ) is a norm, then we can construct a zero divisor in A,
so that A ∼=M2(E0) is a matrix algebra. 
Corollary 3.23. The representation W can be defined over E0 ⇐⇒ (−1)ndisc(ψ)
is a norm in E0. 
4. Explicit realization of horizontal subvarieties: real case
For the remainder of this paper, we shall only be concerned with the weight
three CY case. In this and the next section, our goal will be to give a concrete
description of a class of horizontal subvarieties Y of Dˇ. In case Y = Zˆ is globally
a closed subvariety of Dˇ, Z = Zˆ ∩D will then be semi-algebraic in D.
A local description of horizontal subvarieties Y ⊂ Dˇ is well known (Bryant–
Griffiths [BG83]) under a mild non-degeneracy condition satisfied in case Y = Z is
the image of the period map for a family of Calabi–Yau threefolds. Namely, if X
is a Calabi–Yau threefold then the first order deformations of X are unobstructed,
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by the Tian–Todorov theorem, and the Gauss–Manin connection induces an iso-
morphism H1(X ;TX) → Hom(H0(X ; Ω3X), H1(X ; Ω2X)). Thus, roughly speaking,
the period map is a local embedding of the moduli space, and the image subvariety
Z ⊂ D satisfies:
Convention 4.1. For every choice of local coordinates z1, . . . , zh on Z, if ω(z) is
a local section of the Hodge bundle F 3, then the derivatives ∂ω/∂zi span F
2/F 3.
We will assume in this section that the horizontal subvariety Y ⊂ Dˇ satisfies
this property and that there is a global choice of coordinates adapted to this sit-
uation, which we shall describe below. This global description is well-adapted to
questions involving real or rational structures (for example, the existence of max-
imally unipotent monodromy) and is an analogue of the Cayley transform, which
is an unbounded realization of a Hermitian symmetric space. In the next section,
we shall describe the analogue of the Harish-Chandra embedding of a Hermitian
symmetric space as a bounded symmetric domain.
4.1. Local description of the horizontal subvarieties.
Notation 4.2. The standard symplectic basis on a lattice Λ of rank 2h + 2 will
be written as e0, e1, . . . , eh, f1, . . . , fh, f0 with 〈ei, ej〉 = 〈fi, fj〉 = 0 for all i, j and
〈ei, fj〉 = δij . In particular, the symplectic lattice (Z2h+2, 〈·, ·〉) comes with a fixed
filtration W• defined by
W0 =W1 = Z · e0 ⊆W2 =W3 = span{e0, e1, . . . , eh}
⊆W4 =W5 = span{e0, e1, . . . , eh, f1, . . . , fh} ⊆W6 = Z2h+2.
Hence we can speak of a large radius limit, or equivalently of integral symplectic
matrices T preserving the filtration (which will in general be maximally unipotent).
We will also relax the condition that the ei, fi be integral and sometimes just assume
that they are a fixed symplectic basis of a k-vector space V with a symplectic form
defined over k, where k is a subfield of R or C.
Let D be the classifying space of Hodge structures of weight 3 on ΛC = Λ⊗Z C
satisfying h3,0 = h0,3 = 1, and hence h2,1 = h1,2 = h, and let Dˇ denote the
compact dual of D. We begin with a local description of the horizontal subvarieties
of Dˇ, essentially going back to Bryant–Griffiths [BG83] (see also [Fri91], [Voi99]).
More precisely, let (Y, 0) be the germ of an analytic subspace of Dˇ which satisfies
Griffiths’ transversality condition, as well as the non-degeneracy condition 4.1. In
§4.1 and §4.2, the Hodge–Riemann inequalities will be irrelevant. We discuss the
Hodge–Riemann inequalities in §4.3. To emphasize the distinction, we will write Z
for a locally closed horizontal subvariety (or the germ of such) of D, and Y for a
horizontal subvariety of Dˇ (possibly Y = Zˆ, the Zariski closure of Z in Dˇ).
First, following [BG83], we note that in the Calabi-Yau threefold case the transver-
sality conditions are closely related to the geometric notion of Legendrian manifold.
Definition 4.3. Let V be a complex vector space endowed with a symplectic
form 〈·, ·〉. A Legendrian immersion from a manifold X to PV is an immersion
ι : X → PV such that, for every x ∈ X , the subspace of V corresponding to
ι∗(TxX) is a Lagrangian subspace of V .
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By definition a Legendrian immersion induces a filtration of V for each x ∈ X :
given x ∈ X , set
F 3 = C · x˜ ⊆ F 2 = T˜ ⊆ F 1 = (F 3)⊥ ⊆ F 0 = V,
where x˜ ∈ T˜ are affine lifts of ι(x) and ι∗(TxX). If ι : X → PV is a Legendrian
immersion, then its first prolongation is an immersion
ι(1) : X → Dˇ
whose image is (locally on X) an h-dimensional horizontal submanifold of Dˇ. Con-
versely, if Y is any h-dimensional immersed horizontal submanifold of Dˇ satisfying
the appropriate non-degeneracy condition and ι : Y → PV corresponds to taking
the complex line F 3 ⊆ V , then Y → Dˇ is the first prolongation of ι.
For an explicit construction, let ω(z) be a generator of F 3, where z = (z1, . . . , zh)
is a set of local coordinates on (Y, 0). We assume that ω is in the normalized form:
(4.4) ω(z) = ψe0 +
h∑
i=1
αiei +
h∑
i=1
zifi + f0.
Here the zi are local coordinates on the subvariety Y and ψ and αi are functions
of the zi.
Proposition 4.5. With the above normalization (4.4), the local description of a
horizontal subvariety Y = Yϕ is given by
(4.6) ω =
(
ϕ− 1
2
h∑
i=1
zi
∂ϕ
∂zi
)
e0 +
1
2
h∑
i=1
∂ϕ
∂zi
ei +
h∑
i=1
zifi + f0.
for ϕ a holomorphic function of the zi, i.e. ψ = ϕ− 1
2
h∑
i=1
zi
∂ϕ
∂zi
and αi =
1
2
∂ϕ
∂zi
.
Proof. The relevant exterior differential system is given by
0 = 〈ω, dω〉 = 〈ω, dψ · e0 +
h∑
i=1
dαi · ei +
h∑
i=1
dzi · fi〉 = −dψ−
h∑
i=1
zidαi +
h∑
i=1
αidzi.
It follows that dψ+
∑h
i=1 zidαi −
∑h
i=1 αidzi = 0. Setting t0 = ψ+
∑h
i=1 ziαi and
si = 2αi gives
dt0 −
h∑
i=1
sidzi = dψ +
h∑
i=1
zidαi +
h∑
i=1
αidzi − 2
h∑
i=1
αidzi
= dψ +
h∑
i=1
zidαi −
h∑
i=1
αidzi.
This is then solved by t0 = ϕ(z1, . . . , zh), an arbitrary function of the zi, and
si =
∂ϕ
∂zi
. Explicitly, one gets the formula (4.6). 
Given the choice of ω, there is a cubic form on the tangent bundle of a horizontal
subvariety by the formula
Ξ(ξ1, ξ2, ξ3) = 〈∇ξ1∇ξ2∇ξ3ω, ω〉 .
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A computation left to the reader shows that the cubic form is expressed as follows
(see [Fri91, §5]).
Proposition 4.7. With notation as above, the cubic form for Yϕ is given by
(4.8) Ξ
(
∂
∂zr
,
∂
∂zs
,
∂
∂zt
)
= −1
2
∂3ϕ
∂zr∂zs∂zt
.
In particular, Ξ is constant iff ϕ is a polynomial of degree at most 3. 
Remark 4.9. Compare the above results with [Voi99, Lemma 3.4] which says
∂αi
∂zj
=
∂αj
∂zi
in the notation of Equation (4.4). This guarantees the existence of a potential
ϕ (denoted F in [Voi99, p. 42]). Then, Proposition 4.7 is just [Voi99, Prop. 3.3].
4.2. The global case. We now assume that (4.6) is actually a description of an
affine open subset of a horizontal subvariety of Dˇ. Specifically, we assume that Y ⊂
D satisfies Y ∼= Ah and its embedding in D is given by (4.6) for some polynomial ϕ
in z = (z1, . . . , zh) ∈ Ah. Additionally, suppose that the variety Y is invariant under
a maximally unipotent T ∈ Sp(2h+2,Z) preserving the filtration W• (and defining
it in the sense of monodromy weight filtrations). It is easy to see that ϕ then
satisfies a difference equation with terms which are polynomials in the zi of degree
at most two. For example, in case h = 1, with T given by Tf0 = f0+af1+be1+ce0,
Tf1 = f1+de1+(b−ad)e0, Te1 = e1−ae0 and Te0 = e0, the maximal unipotency
condition says that ad 6= 0, and the function ϕ satisfies the difference equation:
(4.10) ϕ(z + a)− ϕ(z) = dz2 + 2bz + (ab+ c).
This is only possible in general if the polynomial ϕ has degree at most 3. A
similar statement, under mild nondegeneracy assumptions or by considering instead
a system of h commuting difference equations, is true in case h > 1 as well. Thus,
it is natural to make the following assumption on ϕ:
Convention 4.11. The function ϕ of (4.6) is a homogeneous polynomial of
degree 3.
In this case, by Euler’s theorem, we can write
(4.12) ω = −1
2
ϕe0 +
1
2
h∑
i=1
∂ϕ
∂zi
ei +
h∑
i=1
zifi + f0.
However, to avoid the factors of 12 , we replace
1
2ϕ by ϕ, and assume that Y is
described via
(4.13) ω = −ϕe0 +
h∑
i=1
∂ϕ
∂zi
ei +
h∑
i=1
zifi + f0,
where again ϕ is a homogeneous polynomial of degree 3 in z1, . . . , zh. Conversely, if
Y is so defined, then a calculation shows that Y is invariant under the (symplectic)
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transformation Tv defined by
Tvf0 = f0 +
∑
i
vifi +
∑
i
∂ϕ
∂zi
(v)ei + (−ϕ(v))e0;(4.14)
Tvfi = fi +
∑
j
∂2ϕ
∂zi∂zj
(v)ej +
(
− ∂ϕ
∂zi
(v)
)
e0 (i 6= 0);
Tvei = ei − vie0 (i 6= 0);
Tve0 = e0,
because Tvω(z) = ω(z + v). Note that Tv is rational if ϕ has rational coefficients
and v ∈ Qh, and similarly Tv is real if ϕ has real coefficients and v ∈ Rh. Thus
there is an action on Y of an abelian unipotent group U isomorphic to Gha . There
is also a (non-symplectic) action of Gm on Y : given λ ∈ Gm, the automorphism Sλ
of P2h+1 defined by Sλ(e0) = λ3e0, Sλ(ei) = λ2ei, Sλ(fi) = λfi, and Sλ(f0) = f0
satisfies Sλω(z) = ω(λz). For ϕ general, these are in fact all of the projective
automorphisms of Y , as we shall see below.
Remark 4.15. (1) If instead of assuming that the subvariety Y is invariant un-
der a system of h commuting difference equations, we assume that Y is
invariant under an h-dimensional unipotent abelian subgroup of the com-
plex symplectic group satisfying the appropriate conditions, then one can
always choose a complex symplectic basis in which ϕ is homogeneous. This
argument is essentially given in the course of the proof of Theorem 6.5
below.
(2) With Tv defined as in Equation (4.14), consider Tv − Id, which differs from
Nv = logTv by an invertible matrix commuting with Tv and Nv, and let
C ⊆ Ph−1 be the cubic hypersurface V (ϕ) defined by the homogeneous
polynomial ϕ. Then N2v = 0, Nv 6= 0 ⇐⇒ v 6= 0 and v defines a point v¯
of Ph−1 lying on SingC, N3v = 0, N
2
v 6= 0 ⇐⇒ the point v¯ of Ph−1 lies on
C − SingC, and N3v 6= 0 ⇐⇒ the point v¯ of Ph−1 does not lie on C.
Equation (4.13) can be interpreted as a map F : Y (∼= Ah) → A2h+2 defined by
F (z) = ω(z). Since the period is only defined up to scaling, we homogenize and
obtain a rational map Ph 99K P2h+1 via:
F (z1, . . . , zh, t) = −ϕ(z)e0 + t
h∑
i=1
∂ϕ
∂zi
ei + t
2
h∑
i=1
zifi + t
3f0.
Thus F is a dominant rational map from Ph to Y , the closure of Y in P2h+1,
which fails to be defined at the codimension 2 subvariety t = ϕ = 0, the cubic
hypersurface C = V (ϕ) defined by the homogeneous cubic polynomial ϕ in the
hyperplane H ∼= Ph−1 ⊆ Ph defined by t = 0 and with homogeneous coordinates
z1, . . . , zh. Note that F is regular on the affine open Ah defined by t 6= 0, and that
the projection of P2h+1 onto Ph defined by taking the coordinates corresponding to
f1, . . . , fh, f0 induces an isomorphism on the corresponding affine open subsets Ah.
Also, if h = 1, F embeds P1 in P3 as a rational normal cubic.
Clearly the rational map F corresponds to a subseries of the complete linear
series |OPh(3) − C| of cubics on Ph passing through C. Let X be the blowup of
Ph along C, with exceptional divisor E, ruled over C via ρ : E → C. The proper
transform H ′ of H is then exceptional, i.e. the normal bundle OH′(H ′) corresponds
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to OPh−1(−2). Let X be the normal variety which is the contraction of H ′ and
let E ⊆ X be the image of E, i.e. the contraction of E along H ′ ∩ E. Clearly
E ∼= P(OC(1)⊕OC(3)) ∼= P(OC ⊕OC(2)) and H ′ ∩ E is the negative section.
Proposition 4.16. With notation as above, suppose that C is smooth.
(i) The complete linear system |OPh(3) − C| defines a base point free linear
system on X. The associated morphism ϕ blows down H ′ and embeds E as
the cone over the Veronese image of C under OH(2).
(ii) The subsystem of |OPh(3) − C| induced by F , i.e. the linear system Σ of
cubics on Ph spanned by ϕ(z), t∂ϕ/∂zi, t2zi, and t3, defines a base point
free finite birational morphism X → Y ⊆ P2h+1 which is an embedding on
the affine open subset Ah = Ph −H ∼= X − E = Y .
Proof. (i) is straightforward. For (ii), one can check by hand that Σ is base point
free. It then automatically induces a finite morphism on X since the induced linear
system is a subsystem of a very ample linear system, and it is birational since it is
an embedding on the open subset Ah. 
Theorem 4.17. Let h > 1. If C is smooth, then the identity component of
AutY ⊂ PGL(2h + 2) is isomorphic to the identity component of the group of
automorphisms of Ph fixing the hyperplane H and acting as the identity on H, and
hence is isomorphic to the semidirect product of U ∼= Gha and Gm.
Proof. Since X → Y is a finite birational morphism, it identifies X with the nor-
malization of Y . Hence every automorphism f of Y lifts to an automorphism of
X which fixes the unique singular point and thus induces an automorphism of X ,
also denoted f , with f−1(H ′) = H ′. Since we are only considering the identity
component, it follows that f∗ is the identity on PicX . Hence f−1(E) is an effective
divisor linearly equivalent to E, and so f−1(E) = E since f−1(E) must contain
every P1 fiber of the morphism ρ : E → C. It follows that f induces and is induced
by an automorphism of Ph, which we continue to denote by f and now view as an
element of PGL(h + 1), such that f(H) = H and f(C) = C. As C is a cubic in
H ∼= Ph−1 with h > 1, there are only finitely many automorphisms of H fixing C.
Thus the restriction of f to H is the identity by connectedness. After normalizing
f by a scalar, we can then assume that f(z1, . . . , zh, t) = (z1+ v1t, . . . , zh+ vht, λt)
as claimed. 
Remark 4.18. The proof of Theorem 4.17 can be interpreted as saying that, in
case C is smooth, the Legendrian submanifold F (Y ) ⊆ A2h+1 ⊆ P2h+1 defined
by F (z) = ω(z) cannot be completed to a (projective) Legendrian submanifold of
P2h+1; in fact, the normalization of the closure Y has a unique singular point.
4.3. The Hodge–Riemann bilinear relations. We now discuss the inequalities
imposed on C by the Riemann-Hodge bilinear relations. Some related results, from
the point of view of the mirror manifold, have been given by Trenner–Wilson and
Trenner [TW11], [Tre10].
We continue to use the normalization
ω(z) = −ϕ(z)e0 +
h∑
i=1
∂ϕ
∂zi
ei +
h∑
i=1
zifi + f0,
and assume throughout this subsection that ϕ has real coefficients.
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Theorem 4.19. Let z = (z1, . . . , zh) ∈ Ch and let y = (y1, . . . , yh) ∈ Rh, where
yi = Im zi. Then the open set of z ∈ Ch where the Hodge–Riemann inequalities are
satisfied is given by the set of z ∈ Ch such that ϕ(y) < 0 and the signature of the
quadratic form
(
∂2ϕ
∂zi∂zj
)
(y) is (h− 1, 1).
Proof. We shall just outline the argument and omit many of the calculations. The
Hodge–Riemann inequalities are the statement that
√−1〈ω, ω¯〉 > 0 and that the
form on V 2,1 given by H(ψ) =
√−1〈ψ, ψ¯〉 is negative definite. Then the fact that
z must satisfy ϕ(y) < 0 follows from:
(4.20) 〈ω, ω¯〉 = 8√−1ϕ(y).
Next, to compute the sign on V 2,1, define
ωi =
∂ω
∂zi
= − ∂ϕ
∂zi
e0 +
h∑
j=1
(
∂2ϕ
∂zi∂zj
)
ej + fi.
Then a computation gives
(4.21) 〈ωi, ω¯j〉 = 2
√−1 ∂
2ϕ
∂zi∂zj
(y).
We must modify ωi by a multiple of ω to make it orthogonal to ω¯, and hence an
element of V 2,1. To find the correct multiple, use:
(4.22) 〈ωi, ω¯〉 = − ∂ϕ
∂zi
(z − z¯) = − ∂ϕ
∂zi
(2
√−1y) = 4 ∂ϕ
∂zi
(y).
Using the skew symmetry and reality of the pairing, we have:
〈ω, ω¯i〉 = 〈ω¯, ωi〉 = −〈ωi, ω¯〉 = −4 ∂ϕ
∂zi
(y).
Now let us choose ai such that, with ψi = aiω + ωi, we have 〈ψi, ω¯〉 = 0, i.e.
ψi ∈ V 2,1. Writing this as 0 = 〈ψi, ω¯〉 = ai〈ω, ω¯〉+ 〈ωi, ω¯〉, we see that
ai = −〈ωi, ω¯〉〈ω, ω¯〉 .
We now work out the signature of the intersection matrix (〈ψi, ψ¯j〉). We shall use
the shorthand ϕi =
∂ϕ
∂zi
and ϕij =
∂2ϕ
∂zi∂zj
. Then a calculation gives
(4.23) 〈ψi, ψ¯j〉 = 2
√−1
ϕ(y)
(−ϕi(y)ϕj(y) + ϕ(y)ϕij(y)).
We could also write this as
〈ψi, ψ¯j〉 = 2
√−1ϕ(y) ∂
2
∂zi∂zj
logϕ(y).
Now, we want the Hermitian matrix
√−1(〈ψi, ψ¯j〉) = − 2
ϕ(y)
(−ϕi(y)ϕj(y)+ϕij(y))
to be negative definite, and hence, since we have already assume ϕ(y) < 0, we want
the real symmetric matrix (−ϕi(y)ϕj(y) + ϕ(y)ϕij(y)) to be negative definite.
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Let B(x, y) =
∑h
i=1 xiyi be the standard inner product on R
h and let Υ and Υj
be the vectors defined by
Υ(y) = (ϕ1(y), . . . , ϕh(y)); Υj(y) = (ϕ1j(y), . . . , ϕhj(y)).
Then, by Euler’s theorem, we have
B(y,Υ(y)) = 3ϕ(y); B(y,Υj(y)) = 2ϕj(y).
In particular, we see that y is not orthogonal to Υ(y) with respect to B, and hence
that every vector in Rn can be uniquely written as ty + v for some t ∈ R, where
v ∈ Υ⊥ (the perpendicular space for the standard inner product). Also, for a vector
(v1, . . . , vh) ∈ Rh,
tv(ϕi(y)ϕj(y))v = (B(v,Υ(y)))
2.
Hence, if v ∈ Υ⊥, then
tv(−ϕi(y)ϕj(y) + ϕ(y)ϕij(y))v = tv(ϕ(y)ϕij(y))v.
Now ty(ϕ(y)ϕij)y = 6ϕ
2(y) > 0, and
ty(−ϕi(y)ϕj(y) + ϕ(y)ϕij(y))y = −(B(y,Υ(y)))2 + ϕ(y)B(y, 2Υ(y))
= −9ϕ2(y) + 6ϕ2(y) = −3ϕ2(y) < 0.
Note that, if v ∈ Υ⊥, tv(ϕij)y = 2B(v,Υ(y)) = 0, and likewise tv(ϕiϕj)y =
3ϕ(y)B(v,Υ(y)) = 0. Hence Υ⊥ is contained in the orthogonal space to y corre-
sponding to the quadratic form (ϕij) (or to (ϕ(y)ϕij)) and to (−ϕi(y)ϕj(y)). Thus,
applying the form (−ϕi(y)ϕj(y) + ϕ(y)ϕij(y)) to a vector of the form ty + v with
t ∈ R and v ∈ Υ⊥ gives
t(ty + v)(−ϕi(y)ϕj(y) + ϕ(y)ϕij(y))(ty + v) = −3t2ϕ2(y) + tv(ϕ(y)ϕij(y))v.
Now, if the signature of the matrix (ϕ(y)ϕij(y)) is (1, h− 1), then (ϕ(y)ϕij(y)) is
negative definite on Υ⊥ and hence
t(ty + v)(−ϕi(y)ϕj(y) + ϕ(y)ϕij(y))(ty + v) ≤ 0,
with equality ⇐⇒ t = v = 0. Conversely, if (−ϕi(y)ϕj(y)+ϕ(y)ϕij(y)) is negative
definite, then since the induced quadratic form agrees with that for (ϕ(y)ϕij(y)) on
Υ⊥, (ϕ(y)ϕij(y)) has at least h − 1 negative eigenvalues, and since it has at least
one positive eigenvalue corresponding to y, its signature is (1, h− 1). 
Remark 4.24. Let Y be the subvariety of P2h+1 defined by (the homogenization of)
Equation (4.13) and let Z be the open subset of Y defined by the Hodge–Riemann
inequalities. Clearly, in case ϕ = 0, Z = ∅. In all other cases it is nonempty: in
fact, if L is a line through the origin in Ch defined over R and such that ϕ|L 6= 0,
and f : L → Y is the natural morphism, then f−1(Z) is an upper half plane H
embedded in its compact dual, which is isomorphic to P1.
5. The complex case
The description of Equation (4.13) does not suffice to handle the case where
ϕ = 0 (the unit ball case, see Remark 2.30). Also, in certain situations we would
like to relax the non-degeneracy condition that the derivatives ∂ω/∂zi span all of
F 2/F 3. To describe the relevant horizontal subvarieties which we shall encounter,
we fix the following notation:
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Notation 5.1. Let C2h+2 have a complex basis ε0, . . . , εh, δ0, . . . , δh and a real
structure such that ε¯i = δi. Let 〈·, ·〉 be the unique symplectic form on C2h+2 such
that 〈εi, εj〉 = 〈δi, δj〉 = 0 for all i and j and 〈ε0, δ0〉 = 2
√−1, 〈εi, δi〉 = −2
√−1
for 1 ≤ i ≤ a, and 〈εi, δi〉 = 2
√−1 for a+1 ≤ i ≤ h (where we allow the possibility
that a = h and b = 0). Note that the εi span a maximal isotropic complex subspace
of C2h+2, as do the δi.
More invariantly, we suppose that V+ is an (h+ 1)-dimensional complex vector
space with a non-degenerate Hermitian inner product [·, ·], which thus gives a com-
plex anti-linear isomorphism f from V+ to V−, where V− is the dual of V+. The iso-
morphism f then defines a real structure on VC := V+⊕V− (with VC = V ⊗RC); for
example, if v ∈ V+, Re v = 12 (v+ f(v)) and Im v = 12√−1 (v − f(v)) = Re(−
√−1v).
If ε0, . . . , εh is a diagonal basis for V+ with respect to the form [·, ·], i.e. [εi, εj ] =
(−1)aiδij with ai = 0 or 1, and we set δi = ε¯i, then δi = (−1)aiε∗i , where ε∗0, . . . , ε∗h
is the dual basis for V− ∼= V ∨+ . On VC, there is the natural symplectic form
〈v1 + ξ1, v2 + ξ2〉0 = ξ2(v1)− ξ1(v2).
Applying the form to a pair of real vectors gives〈
1
2
(v + f(v)),
1
2
(w + f(w))
〉
0
=
1
4
(f(w)(v) − f(v)(w)) = −
√−1
2
Im[w, v].
Thus 〈·, ·〉 = 2√−1〈·, ·〉0 is a real symplectic form on V , with the property that
〈εi, δi〉 = 〈εi, (−1)aiε∗i 〉 = (−1)ai2
√−1.
Conversely, with notation as at the beginning of this section, we define V+ =
span{δ0, . . . , δh} and V− = span{ε0, . . . , εh} and use the symplectic pairing to de-
fine an identification of V− with the dual of V+, and define a complex anti-linear
isomorphism from V+ to V− by taking the Hermitian form
[v, w] =
1
2
√−1〈v¯, w〉.
5.1. The non-degenerate case. In this case, we let a = h and b = 0 and work out
the analogue of the preceding section using the complex basis ε0, . . . , εh, δ0, . . . , δh.
Writing
ω(z) = Ψ(z)ε0 +
h∑
i=1
Ai(z)εi +
h∑
i=1
ziδi + δ0,
the only difference between this picture and that of Equation (4.6) is the sign change
between 〈ε0, δ0〉 and 〈εi, δi〉 for i > 0, giving: there exists a function Φ such that
(5.2) ω(z) =
(
Φ− 1
2
h∑
i=1
zi
∂Φ
∂zi
)
ε0 − 1
2
h∑
i=1
∂Φ
∂zi
εi +
h∑
i=1
ziδi + δ0.
This determines a filtration F • of C2h+2, by taking
F 3(z) = C · ω(z) ⊆ F 2(z) = span
{
ω(z),
∂ω
∂z1
, . . . ,
∂ω
∂zh
}
,
and then setting F 1(z) = (F 3(z))⊥ and F 0 = VC ∼= C2h+2. As in Section 4, this
describes the germ (Y, 0) of a horizontal subvariety of Dˇ. Also, as in §4.2, if Φ are
polynomials on Ah, one obtains a horizontal subvariety Y ∼= Ah of Dˇ.
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Remark 5.3. Note that, in case Φ is a homogeneous cubic polynomial, then Ψ =
− 12Φ as before. Normalizing again to eliminate the factor of 1/2 then gives
(5.4) ω(z) = −Φε0 −
h∑
i=1
∂Φ
∂zi
εi +
h∑
i=1
ziδi + δ0.
If Φ in Equation 5.4 is 0, we are in the case of the unit ball, as we shall see below.
If Φ is a homogeneous linear or quadratic polynomial, the complex variation of
Hodge structure defined by Equation 5.4 reduces to the case of the unit ball via an
appropriate symplectic transformation.
For a general choice of the cubic Φ, it follows from Theorem 4.17 that the Zariski
closure Zˆ = Y of a horizontal subvariety Y cannot be simultaneously expressed in
the form Equation (5.4) and the form Equation (4.6) for two different choices of
bases ε0, . . . , εh, δ0, . . . , δh and e0, . . . , eh, f0, . . . , fh. However, as we shall see in the
next section, this is always possible in the Hermitian symmetric tube domain case.
If Φ and ∂Φ/∂zi both vanish at the origin, then the Hodge structure at 0 is
determined by F 3 = C · δ0 ⊆ F 2 = span{δ0, δ1, . . . , δh} = V+, and hence V 3,0(0) =
C · δ0, V 2,1(0) = span{δ1, . . . , δh}, V 1,2(0) = span{ε1, . . . , εh}, and V 0,3(0) = C · ε0.
Thus the filtration automatically satisfies the Hodge–Riemann inequalities, which
was the reason for our choice of signs. In particular, the open subset Z of Zˆ is always
nonempty in this case. We will not write out the Hodge–Riemann inequalities in
general, although this is straightforward to do, except to note that it is easy to
check directly that, in case Φ is identically 0, the inequalities amount to:
h∑
i=1
|zi|2 < 1,
i.e. the horizontal subvariety in question is the h-dimensional complex unit ball.
5.2. A degenerate case. Here we are interested in the case a < h and hence
b > 0. For z = (z1, . . . , za), we define a holomorphically varying line in P2h+1, the
analogue in some sense of Equation (4.6), via
(5.5) ω(z) =
h∑
k=a+1
qk(z)δk +
a∑
i=1
ziδi + δ0.
Taking derivatives, we have, for 1 ≤ i ≤ a,
ωi(z) =
∂ω
∂zi
=
h∑
k=a+1
∂qk
∂zi
δk + δi.
To complete this to a Hodge filtration, we define
F 2 = span{ω(z), ω1(z), . . . , ωa(z)} ⊕ span{ω(z), ω1(z), . . . , ωa(z)}⊥,
where span{ω(z), ω1(z), . . . , ωa(z)}⊥ denotes the orthogonal space in W∨. Explic-
itly, for a+ 1 ≤ k ≤ h, let
ωk(z) = εk +
a∑
i=1
∂qk
∂zi
εi + skε0,
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where we set
sk =
a∑
i=1
zi
∂qk
∂zi
− qk.
As before, holomorphic qk describe the germ of a horizontal subvariety (Y, 0), and
polynomial qk correspond to Y being affine. Note in particular that if qk is a
homogeneous quadratic polynomial for all k, then sk = qk.
Then ωa+1(z), . . . , ωh(z) is a basis for span{ω(z), ω1(z), . . . , ωa(z)}⊥. It follows
that ω(z), ω1(z), . . . , ωh(z) span an isotropic subspace F
2 of VC ∼= C2h+2. Setting
F 1 = (ω)⊥ (under the symplectic form 〈·, ·〉) then defines a weight three complex
variation of Hodge structure F 3 ⊆ F 2 ⊆ F 1 ⊆ F 0 = VC of CY type.
Remark 5.6. In case b > 0, the above variation of Hodge structure is never maximal,
and in fact can be embedded in an h-dimensional complex variation of Hodge
structure given by a slight variant of Equation (5.2). The simplest such choice is
as follows: for z = (z1, . . . , zh), setting
Φ0(z) = −2
h∑
k=a+1
zkqk(z1, . . . , za);
Ψ0(z) = Φ0(z)− 1
2
h∑
i=1
zi
∂Φ0
∂zi
;
Ai(z) =
1
2
∂Φ0
∂zi
=
{
−∑hk=a+1 zk ∂qk∂zi , if i ≤ a;
−qi, if i ≥ a+ 1,
and defining
(5.7) ω(z) = Ψ0(z)ε0 −
a∑
i=1
Ai(z)εi −
h∑
k=a+1
Ak(z)δk +
a∑
i=1
ziδi +
h∑
k=a+1
zkεk + δ0,
then we get a variation of Hodge structure of the form of Equation (5.2) which
specializes to Equation (5.5) when za+1 = · · · = zh = 0. Here, we are free to
replace Φ0 by Φ = Φ0 + Φ1, where Φ1 is any holomorphic function in z1, . . . , zh
which vanishes to order at least two in za+1, . . . , zh.
If the qk are all homogeneous quadratic polynomials (as will be the case in our
application), then Φ0 is a homogeneous cubic polynomial and Ψ0 = − 12Φ0. Given
the direct sum decomposition Ch = Ca ⊕ Cb, where we write z = (z1, . . . , zh) =
(z′, z′′), say, then the qk are invariantly given as a linear map Q : (Ca) ⊗ Ca) →
(Cb)∨, where (Cb)∨ is the dual vector space to Cb, and (up to the factor −2)
Φ0(z) = 〈z′′, Q(z′ ⊗ z′)〉 using the pairing 〈·, ·〉 on Cb ⊗ (Cb)∨. In this case, if we
modify Φ0 by adding a term Φ1 as above, it is natural to require that Φ1 is also
a homogeneous cubic polynomial vanishing to order at least two in za+1, . . . , zh.
Then Φ = Φ0 + Φ1 is a homogeneous cubic polynomial whose zero locus contains
the linear space za+1 = · · · = zh = 0.
If qk(0) =
∂qk
∂zi
= 0 for all i and k, then the Hodge filtration at 0 is determined
by F 3 = V 3,0(0) = C · δ0 ⊆ F 2 = span{δ0, δ1, . . . , δa, εa+1, . . . , εh}. Again, by
our choice of signs, this satisfies the Hodge–Riemann inequalities. Note that the
Hodge–Riemann inequalities for the degenerate case given by Equation (5.4) follow
from those for the larger family given by Equation (5.7).
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6. The weight three Hermitian symmetric case
Our goal now is to show that the Hermitian symmetric weight three Calabi–Yau
examples can be described as in the previous two sections, and to discuss rationality
issues. We begin by recalling some standard facts about Hermitian symmetric
spaces (see also §2.2). If G is a simple real algebraic group with maximal compact
subgroup K such that D = G(R)/K is a Hermitian symmetric space, then the real
Lie algebra g = k ⊕ p decomposes into the +1 and −1 eigenspaces of the Cartan
involution. Moreover, the complexification pC of p has a direct sum decomposition
pC = p+ ⊕ p−, where each subspace p± is an abelian Lie algebra corresponding to
a unipotent subgroup P± of G(C). Then kC ⊕ p+ is the Lie algebra of a parabolic
subgroup P0(C) = K(C)P+ defined over C. Note that G(C)/P0(C) is the compact
dual of D, in the sense that P0(C) ∩ G(R) = K and thus there is an inclusion
D = G(R)/K ⊆ Dˇ = G(C)/P0(C). By the Borel and Harish-Chandra embedding
theorem, G(R) ⊆ P−K(C)P+ = P−P0(C) and D is embedded in the open subset
P−P0(C)/P0(C) of Dˇ. Clearly, P+ is the unipotent radical of P0(C), K(C) is the
Levi subgroup, and K(C)P− is the opposite parabolic, with unipotent radical P−.
In terms of Hodge structures associated to a representation of a reductive form
of G, having chosen a reference Hodge structure F •0 , K is the stabilizer of F
•
0 in
G(R) and P0(C) is the stabilizer of F •0 in G(C). Hence every Hodge structure is in
the P−-orbit of F •0 .
Lemma 6.1. The parabolic subgroup P0(C) is conjugate in G(C) to a parabolic
subgroup P (C), where P is any maximal real parabolic subgroup corresponding to a
zero-dimensional boundary component.
Proof. By a theorem of Kora´nyi–Wolf [KW65, Theorem 5.9] (and the remark at
the end of Section 5 in op. cit.), the subgroup P = (Ad(c))−1P0(C)∩G(R) is a real
parabolic subgroup of G, where c = cr is the Cayley transform (which is all that
we shall need in this section). The more precise identification of P as the maximal
parabolic subgroup corresponding to a zero-dimensional boundary component is
given in [WK65, Corollary 6.9]. 
Let P be a maximal real parabolic subgroup corresponding to a 0-dimensional
boundary component of D. Then its unipotent radical U satisfies: the complexifi-
cation U(C) is conjugate in G(C) to P−. Note that, if k is a subfield of R such that
G and P are defined over k, then U is also defined over k.
Remark 6.2. Suppose that T ∈ G(Z) is a monodromy matrix corresponding to
a holomorphic map ∆∗ → D/G(Z). Then T is conjugate in G(R) to an element
of U(F ), where U(F ) is the center of the unipotent radical of the real parabolic
subgroup corresponding to an appropriate rational boundary component F (see
for example [AMRT75, Theorem, p. 279] or [Sch74, Satz 12]). One can show (cf.
[AMRT75, Theorem 3, p. 240]) that, for such a T , the element T is conjugate in
G(R) to an element of U , the unipotent radical of a maximal real parabolic subgroup
corresponding to a 0-dimensional boundary component, and hence in G(C) to an
element of P−.
Finally, we shall use the following:
Lemma 6.3. Let ι : Dˇ → P2h+1 be the morphism defined by taking the complex
line F 3 and let D be a Hermitian subvariety of D. Then ι induces an embedding
D → P2h+1.
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Proof. Given o1, o2 ∈ D, with x1, x2 the corresponding points of P2h+1, suppose
that x1 = x2. View the maximal compact subgroup K as the stabilizer of o1.
Then P0 is the stabilizer of the point x1 ∈ P2h+1 (as one can easily check; see also
Remark 2.6). There exists a g ∈ G(R) such that go1 = o2, and hence g · x1 = x2 =
x1. It follows that g ∈ G(R) ∩ P0 = K, and hence o1 = o2. 
6.1. Tube domain case. In the tube domain case, we can give a very explicit
description of the complex Lie algebra gC and of the minuscule representation VC
of G(C) corresponding to the weight three variation of Hodge structure (see Lemma
2.23 and Corollary 2.29). This discussion is closely related to some of the work of
Landsberg and Manivel (esp. [LM01] and [LM07]).
In the tube domain case, kC ∼= g′C ⊕ z, where g′C is a semisimple (complex)
Lie algebra, z is the one-dimensional center of kC, and, as a kC-module, gC ∼=
kC ⊕ W ⊕ W∨, where W is an irreducible representation of kC, W∨ is its dual,
and W = p−, W∨ = p+ in the notation above. There is also a g′C-invariant linear
map B : Sym2W → W∨ such that the associated cubic tensor C(w1, w2, w3) =
〈B(w1, w2), w3〉 is nonzero, g′C-invariant, and symmetric, where 〈·, ·〉 is the evalu-
ation pairing W ⊗W∨ → C. The minuscule representation VC of gC splits as a
kC-module as
(6.4) VC ∼= C⊕W ⊕W∨ ⊕ C,
where g′C acts in the standard way on W and W
∨ and trivially on the two factors
C, and the center z = C ·H0 (in the notation of §2.2) acts diagonally with weights
−3/2,−1/2, 1/2, 3/2 respectively (compare to §2.3). We write an element of VC as
a 4-tuple x = (t, v, ξ, s), where t, s ∈ C, v ∈ W , and ξ ∈ W∨. Note that VC has
a natural real structure, and complex conjugation exchanges W and W∨ and the
two factors C. In terms of Hodge structures, with K the stabilizer of a reference
Hodge structure, this says that the first factor C = V 3,0, W = V 2,1, W∨ = V 1,2,
and the last factor C = V 0,3. An interesting example here is the E7 case: V is the
unique minuscule E7 representation, the semi-simple part of K is E6, and W and
W∨ are the two minuscule representations of E6.
We are interested in the action of the space W on V . We will normalize the
symplectic form on V (which is unique up to a scalar) to be given by
〈(t1, v1, ξ1, s1), (t2, v2, ξ2, s2)〉 = s1t2 − s2t1 + 〈ξ1, v2〉 − 〈ξ2, v1〉.
The W -action is given by w ∈ W 7→ Nw, where
Nw(t, v, ξ, s) = (0, tw,B(w, v),−〈ξ, w〉).
Here the fact that [Nw1 , Nw2 ] = 0 and that Nw preserves the symplectic form,
i.e. that 〈Nwx1,x2〉 = −〈x1, Nwx2〉 = 〈Nwx2,x1〉 follow from the symmetry of
C(w1, w2, w3) = 〈B(w1, w2), w3〉. Note that
N2w(t, v, ξ, s)) = (0, 0, tB(w,w),−〈B(w, v), w〉),
N3w(t, v, ξ, s)) = (0, 0, 0,−t〈B(w,w), w〉),
and hence (expNw)(t, v, ξ, s) is given by(
t, v + tw, ξ +B(w, v) +
t
2
B(w,w), s − 〈ξ, w〉 − 1
2
〈B(w, v), w〉 − t
6
〈B(w,w), w〉
)
.
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In particular,
(expNw)(1, 0, 0, 0) =
(
1, w,
1
2
B(w,w),−1
6
C(w,w,w)
)
.
This is in the form of Equation (5.4) with Φ(z) = − 16C(w,w,w), for an appropriate
complex basis {ε0, ε1, . . . , εh, δ1, . . . , δh, δ0} and the cubic form ϕ is only defined
over C. (Note that in Equation (5.4) there is a minus sign in front of the factor
1
2B(w,w) since, up to the common factor of
√−1, ε1, . . . , εh are the negatives of
the dual basis for δ1, . . . , δh.) We are more interested in the variant corresponding
to Equation (4.13) where everything is defined over R or over Q, as follows:
Theorem 6.5. Let k be a subfield of R. Suppose that G is defined over k and
that the maximal real parabolic subgroup P is also defined over k, so that its unipo-
tent radical U is defined over k as well. Then there exists a symplectic k-basis
e0, e1, . . . , eh, f1, . . . , fh, f0 of V and a cubic polynomial ϕ(z1, . . . , zh) defined over
k, such that D is biholomorphic to the locally closed subset of P2h+1 given by the
set of lines of the form
ω = −ϕe0 +
h∑
i=1
∂ϕ
∂zi
ei +
h∑
i=1
zifi + f0
and which satisfy the Hodge–Riemann inequalities (see Theorem 4.19), and the
action of U is given by the unipotent subgroup corresponding to z 7→ z + v.
Proof. The abelian unipotent subgroup U defines a filtration V • of V , defined over
k: if u is the Lie algebra of U , then V 0 = V , V 1 = u(V ), V 2 = u(V 1), and
V 3 = u(V 2). Of course, the filtration V • is isomorphic over C to the filtration
defined by the action of W on V described above. In particular, dimV 0/V 1 =
dimV 3 = 1 and dimV 1/V 2 = dim V 2/V 3 = h, and the symplectic form pairs
V 0/V 1 with V 3 and V 1/V 2 with V 2/V 3. The group P preserves the filtration V •,
and in fact P is the stabilizer in G of V 3. For w ∈ u, if Nw is the corresponding
nilpotent endomorphism of V , if f0 is a nonzero element of V
0/V 1 and e0 ∈ V 3 is
the dual element, then w 7→ Nw(f0) defines a k-linear isomorphism u→ V 1/V 2 and
hence identifies V 2/V 3 with u∨ over k. Write Nw1Nw2Nw3(f0) = C0(w1, w2, w3)e0,
where C0 is a symmetric trilinear form defined over k. Similarly, the linear map
w 7→ NwNv(e0) mod V 3 defines a symmetric bilinear form B0 : u ⊗ u → u∨, and
C0(w1, w2, w3) = 〈B0(w1, w2), , w3〉 from the definition. Note that, over C, C0 and
B0 are projectively equivalent to C and B as defined above.
Since U(C) is conjugate to P−, there exists a point o ∈ G(C)/P (C) such that
U(C) · o is a nonempty Zariski open subset of G(C)/P (C). Since G(k) is Zariski
dense in G(C), U(C) · o contains a k-rational point. Hence we can assume that o
itself is k-rational and thus that U(C) · o is an affine space defined over k. Since
G(C)/P (C) is a Legendrian subvariety of the space Dˇ of isotropic filtrations of V
in the usual sense, by taking the first subspace C · ω of the filtration we have a
morphism from U(C) · o to the k-rational variety U(C) · x, where x ∈ P2h+2(k) is
the line spanned by ω. Write x = C · f0 where f0 ∈ V (k). We now define subspaces
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of V , defined over k, as follows:
V0 = C · f0;
V1 = u(V0);
V2 = V
2 ∩ (f0)⊥;
V3 = V
3 = C · e0,
where 〈e0, f0〉 = 1 and e0 is uniquely defined up to scalar. By construction, u is the
tangent space to U(C) · o at every point, so by horizontality V0 ⊕ V1 is an isotropic
subspace of V . By definition, u(V0) = V1 and in fact the choice of f0 identifies V1
with u. Moreover,
〈u(V1), f0〉 = 〈u(f0), V1〉 = {0}
since V1 is isotropic. Hence u(V1) ⊆ V 2 ∩ (f0)⊥ = V2. Finally, u(V2) ⊆ V 3 = V3.
Clearly, V 2 = V2 ⊕ V3 and V 2 is isotropic since V 2 = Im u2. It is then easy to see
that V = V0 ⊕ V1 ⊕ V2 ⊕ V3.
Writing Nw in terms of the direct sum decomposition and the identifications
above gives
Nw(t, v, ξ, s) = (0, tw,B0(v, w),−〈ξ, w〉),
where the last entry follows from the fact that Nw preserves the symplectic form
and the identification of V1 with u and of V2 with u
∨, via
〈Nw(ξ), f0〉 = 〈Nw(f0), ξ〉 = 〈w, ξ〉 = −〈ξ, w〉.
Exponentiating the action of Nw shows that the affine space A = U(C) · x is
described via Equation 4.13. Moreover, the Zariski closure A is equal to the image of
Dˇ and hence certainly contains the image ofD. We must show that D is contained in
A, not just in its closure. Note that, using the notation of Equation 4.13 and taking
homogeneous coordinates x0, x1, . . . , xh, y1, . . . , yh, y0 on P2h+1 corresponding to
the basis e0, e1, . . . , eh, f1, . . . , fh, f0, the projective closure A is contained in the
variety defined by the homogeneous equations y20x0 = −ϕ(y1, . . . , yh) and y0xi =
∂ϕ
∂zi
(y1, . . . , yh) for i = 1, . . . , h. Hence, the intersection of A with the affine open
subset y0 6= 0, or equivalently with {x ∈ P2h+1 : 〈x, e0〉 6= 0}, is exactly A. So it
suffices to show that the image of D in P2h+1 is contained in the affine open subset
{x ∈ P2h+1 : 〈x, e0〉 6= 0}. Equivalently, we must show that there does not exist an
x in the image of D such that 〈x, e0〉 = 0.
To see this last statement, suppose that such an x did exist. Let B be any
minimal real parabolic subgroup of G contained in P and let K0 by any maximal
compact subgroup of G(R) for which the Iwasawa decomposition G(R) = B(R)K0
holds. Then G(R) = P (R)K0 as well. It follows that P (R) acts transitively on D
and preserves the condition that 〈x, e0〉 = 0. But then the image of D would be
contained in {x ∈ P2h+1 : 〈x, e0〉 = 0}. This contradicts the fact that D is open in
Dˇ. 
Remark 6.6. If ϕ is an arbitrary cubic polynomial defined over a subfield k of R
and Zˆ is (the Zariski closure of the locus) defined by Equation 4.13, then AutSp(Zˆ),
the group of symplectic automorphisms of P2h+1 preserving Zˆ, is an affine group
scheme defined over k. In particular, in the Hermitian symmetric case, if ϕ is
defined over k, then G can be defined over k as well.
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The compact duals in the weight three tube domain cases are connected to
homogeneous Legendrian submanifolds via the following theorem (e.g. [Muk98],
[LM07]).
Theorem 6.7. The homogeneous Legendrian varieties X = G(C)/P (C) are as
follows:
(i) a linear embedding Ph ⊆ P2h+1 for G(C) = SL(h+ 3,C).
(ii) the Segre embedding P1 × Qh−1 ⊆ P2h+1 (with Qh a quadric) for G(C) =
SL(2,C)× SO(n,C);
(iii) the twisted cubic P1 ⊆ P3 for G(C) = SL(2,C);
(iv) the subexceptional series corresponding to A5, C3, D6, and E7 respectively
(these are discussed in detail in [LM01]).
Note also that the homogeneous Legendrian varieties correspond precisely to
the maximal Hermitian VHS of Calabi–Yau threefold type (see Corollary 2.29 and
Remark 2.30). Specifically, the four examples of Gross [Gro94] (cf. Corollary 2.29(i))
correspond to Case (iv) in the above theorem. The remaining cases arise as follows:
Case (iii) corresponds to Sym3 V , where V is the canonical weight one variation of
elliptic curve type over the upper half plane H (see Corollary 2.29(ii)). Case (ii)
corresponds to H × D, where D is a Type IVn symmetric space corresponding to
variations of K3 type (see Corollary 2.29(iv)). Case (i) corresponds to the unit ball
as discussed elsewhere in this paper (e.g. Corollary 2.29(iii)).
Remark 6.8. Some examples of non-homogeneous Legendrian varieties have been
given by Landsberg–Manivel [LM07] and Buczyn´ski [Buc08]. While these examples
give interesting horizontal subvarieties of period domains D of CY threefold type,
they will be stabilized by small groups and thus will not occur as images of period
maps (compare with Theorem 1.4 and Theorem 4.17).
Remark 6.9. There is a further connection between the compact duals and Severi
varieties (see [Muk98], [Bai00], [LM01]). By a theorem of Zak (see [LVdV84]) there
are precisely 4 smooth projective varieties X ⊆ Pn with 3 dimX = 2(n − 2) such
that the secant variety Sec(X) is not (as expected) Pn. In fact, Sec(X) ⊆ Pn is
an irreducible cubic hypersurface with large symmetry group. The 4 examples (of
dimensions 2, 4, 8, 16) are:
(1) The Veronese surface: P2 →֒ P5;
(2) The Segre embedding: P2 × P2 →֒ P8;
(3) The Plu¨cker embedding: G(2, 6) →֒ P14;
(4) The exceptional case: X →֒ P26, the orbit of the highest weight vector for
a 27-dimensional representation of E6.
Here the cases (1)–(4) correspond to the 4 tube domains. In all cases, X is a
compact Hermitian symmetric space for the complex form G′C of the derived group
of K, the secant variety Sec(X) is the cubic C = V (ϕ) ⊆ Ph−1, and X is the
singular locus of Sec(X).
6.2. The case where the domain is not of tube type. We begin with the
analogue of the Landsberg–Manivel picture in this case. Here, if gC is the complex
Lie algebra of G and we write kC ∼= g′C ⊕ z as before, then as in the previous case
gC ∼= kC⊕W+⊕W−, where W± are irreducible representations of kC and W− is the
dual of W+; as before W∓ = p±. The minuscule representation V+ of gC splits as
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a kC-module as
V+ ∼= C⊕W+ ⊕W0,
and hence by duality (using V− = V ∨+ as in Section 2)
V− ∼= C⊕W− ⊕W∨0 .
Here g′C acts in the standard way on W±, W0, and W
∨
0 and trivially on the two
factors C, and the center z acts diagonally with weights as described in Section 2
(esp. §2.3). As before, VC = V+ ⊕ V− has a natural real structure.
The main new feature in the non-tube case is that there exists a G′C-invariant
bilinear form B : W+ ⊗W+ → W0 or dually B∗ : W∨0 ⊗W+ → W−. For example,
in case G is of type E6, then g
′
C is of type D5, W± are the two 16-dimensional spin
representations of g′C, W0 ∼= W∨0 is the standard representation of dimension 10,
and B∗ is Clifford multiplication. The unit ball case (G = SU(1, n)) is the special
case where W0 = 0, B = 0, and W+ is the standard representation of U(n).
In the above notation, the natural nilpotent action of p− =W+ on V is given by
Nw(s, v, e) = (0, sw,B(v, w)),
with N2w 6= 0, N3w = 0. The dual action on V− ∼=W∨0 ⊕W− ⊕ C is then
Nw(e, ξ, t) = (0, B
∗(e, w), 〈ξ, w〉).
Hence, on V , N2w(s, v, e) = (0, 0, sB(w,w)) and
expNw(s, v, e) = (s, v + sw, e +B(v, w) +
s
2
B(w,w)).
In particular
expNw(1, 0, 0) = (1, w,
1
2
B(w,w)),
and this is the explicit complex description of the horizontal subvariety Z in this
notation (as opposed to that of Equation (5.5)).
In summary, we have shown the following:
Theorem 6.10. Let VC = V+⊕V− be a weight three Hermitian variation of Hodge
structure of complex type. Then there exists a complex basis of V+ and V− such
that the variation of Hodge structure is described by Equation (5.5), where the qk
are homogenous quadratic polynomials.
Remark 6.11. There are also rationality statements in case G and P are defined
over a subfield k of R and V± are defined over an imaginary quadratic extension K
of k.
Remark 6.12. In the above notation, we have
(1) Nw 6= 0 ⇐⇒ w 6= 0.
(2) If w 6= 0, then KerNw = {(0, v, e) : B(v, w) = 0}.
(3) N2w 6= 0 ⇐⇒ B(w,w) 6= 0.
6.3. An example. As already mentioned (see Remark 2.30, Remark 5.6, and
Equation (5.7)), most of the complex cases can be embedded into maximal Hermit-
ian VHS (of real type). Thus, we consider the following situation:
D′ →֒ D →֒ D,
where D′ and D are Hermitian symmetric domains with a holomorphic equivariant
embedding D′ ⊂ D (as classified by Satake [Sat65] and Ihara [Iha67]), and D →֒ D
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is a maximal horizontal embedding in a period domain D of Calabi–Yau threefold
type. We assume D is of tube type, while D′ is not. Clearly, D′ →֒ D is a
horizontal embedding. It is interesting to compare (via restriction from D to D′)
the description of the embedding of D given by Theorem 6.5 with that of D′ given
by Theorem 6.7. We will discuss this below for the two most interesting cases in
the Satake–Ihara classification, both cases corresponding to maximal subdomains
in the exceptional domain EVII.
6.3.1. EIII →֒ EVII. As already noted, the minuscule 27-dimensional representa-
tion for E6 decomposes as a Spin(10)-module into C⊕W+ ⊕W0, where W+ is one
of the half spin representations, of dimension 16, and W0 is the standard repre-
sentation, of dimension 10. The procedure of Remark 5.6 defines a 26-dimensional
variation of Hodge structure associated to a cubic form Φ0, which can be thought
of intrinsically as induced from the trilinear form W+ ⊗W0 ⊗W− → C given by
Clifford multiplication. On the other hand, the description of the EVII domain is
given by Equation (4.13) with Φ the Cartan cubic, the unique E6-invariant cubic
polynomial on W , where W is a minuscule E6-representation (compare (6.4)). The
precise relationship between the equations realizing the EIII domain as a horizon-
tal subvariety of CY type (based on Clifford multiplication) and those for the EVII
domain (based on the Cartan cubic) is then as follows:
Proposition 6.13. With notation as above, Φ0 is the restriction of the Cartan
cubic Φ to a hyperplane.
Proof. Perhaps the most natural way to do so is via del Pezzo surfaces: view the
root system for E6 as the primitive cohomology of X6, the blowup of P2 at 6 general
points, and let h and e1, . . . , e6 be the classes of the pullbacks of the hyperplane
class in P2 and the 6 exceptional divisors, and view the root system for D5 as lying
in the span of h, e1, . . . , e5. The weights of one of the minuscule representations of
E6 correspond to lines on a cubic surface, and three weight spaces pair nontrivially
under the cubic ⇐⇒ the lines sum to a hyperplane section. For D5, the weights
for W+ can be taken to correspond to lines on a degree 4 del Pezzo surface X5,
those for W0 correspond to pencils of conics, and those for W− to linear systems
of twisted cubics on X5, with a line and a twisted cubic pairing nontrivially ⇐⇒
their sum is a hyperplane section. Then viewing Clifford multiplication as a pairing
W+⊗W+ →W0, two weight spaces corresponding to lines ℓ1 and ℓ2 pair nontrivially
⇐⇒ ℓ1 · ℓ2 = 1, and in this case the corresponding weight space is the pencil of
conics |ℓ1 + ℓ2|; equivalently, a line and a conic pair nontrivially ⇐⇒ their sum
is a hyperplane section. To relate this to the Cartan cubic, note that there are 11
lines on X6 which do not correspond to lines on X5. Ten of these correspond to
pencils of conics on X5: if |C| is such a pencil, there is a unique element C0 ∈ |C|
passing through the point corresponding to the 6th blowup and the new line is the
proper transform of C0. The remaining line is e6. In this way, we can identify the
restriction of the Cartan cubic to the sum of all of the weight spaces except for
that spanned by e6 (at least over C, and being somewhat careless about possible
scalings of the factors) with Φ0. 
6.3.2. I2,6 →֒ EVII. If we look instead at the subspace of the EVII Hermitian
symmetric space corresponding to SU(2, 6) (i.e. of type I2,6), then we see a some-
what different picture. The homomorphism SU(2, 6) → E7,3 induces a homomor-
phism on the maximal compact subgroups, and hence on the semisimple factors
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SU(2) × SU(6) → E6. We work over C, and use the notation of del Pezzo sur-
faces as in §6.3.1 to describe the roots for E6 and E7. The simple roots for E6 are
e1−e2, . . . , e5−e6, h−e1−e2−e3, and the highest root is α˜ = 2h−
∑6
i=1 ei. Using
the fact that (up to Weyl equivalence) there is a unique embedding of A7 in E7, one
can check that the embedding of A1+A5 in E6 can be assumed to be of the follow-
ing form: take e1−e2, . . . , e5−e6 for the simple roots of the A5 term and −α˜ as the
simple root for the A1 term. The 27-dimensional minuscule representation W for
E6 with highest weight e6 then becomes a representation for SU(2)×SU(6). To de-
scribe it, let V0 be the standard representation for SU(2, 6), so that V0 decomposes
as a representation for the maximal compact subgroup S(U(2)×U(6)) asW1⊕W2,
where dimW1 = 2 and dimW2 = 6, in the obvious way. Then the representation
V =
∧2
V0 decomposes as C⊕ (W1 ⊗W2)⊕
∧2
W∨2 , where dimW1 ⊗W2 = 12 and
dim
∧2W∨2 = 15. Thus W , viewed as a representation of SU(2)×SU(6), is isomor-
phic to (W1⊗W2)⊕
∧2
W∨2 . The recipe of Remark 5.6 constructs the cubic form Φ0
on W = (W1 ⊗W2)⊕
∧2
W∨2 as follows: given x1, x2 ∈W1 ⊗W2, write x1 ∧ x2 for
the (symmetric) pairing (W1 ⊗W2)⊗ (W1 ⊗W2)→ (
∧2
W1)⊗ (
∧2
W2) ∼=
∧2
W2,
and define the trilinear form C0(x1, x1, ξ) = ξ(x1 ∧ x2). Then C0 corresponds to a
cubic form Φ0 on the 27-dimensional vector space (W1 ⊗W2)⊕
∧2
W∨2 . However,
Φ0 is not the Cartan cubic. Instead we must modify Φ0 (as discussed at the end of
Remark 5.6), by adding a term Φ1, where Φ1 is the homogeneous cubic correspond-
ing to the symmetric trilinear form C1, only nonzero on the
∧2W∨2 summand,
defined by
C1(ξ1, ξ2, ξ3) = ξ1 ∧ ξ2 ∧ ξ3 ∈
6∧
W∨2 ∼= C.
Using the explicit description of the weight spaces and the forms involved, one can
then check that, over C and with some care as to the scalings of the weight spaces,
the cubic Φ0 +Φ1 is in fact the Cartan cubic.
7. Concluding remarks
In this section, we continue to restrict to the weight three tube domain case.
Our goal is to identify interesting Hodge theoretical loci in terms of the Hermitian
symmetric space D or the projective geometry of the cubic ϕ.
7.1. The intermediate Jacobian locus. The most interesting locus of Hodge
tensors from a geometric point of view is that where the intermediate Jacobian
JV = (V 3,0 ⊕ V 2,1)/Λ is isogenous to a product J1 × J2 where J1 is a polarized
abelian variety. Equivalently, there is a symplectic direct sum decomposition over
Q: V = V1 ⊕ V2, where V1 and V2 are nonzero sub-Hodge structures of V with
V 3,01 = 0. We shall refer to the set of all such points in D as the intermediate
Jacobian locus.
Lemma 7.1. Let D →֒ D be a horizontal subvariety of a period domain D which
is of Hermitian type (cf. Definition 2.1). Then the locus Z ⊂ D of points for which
the associated Hodge structure is decomposable is a union of Hermitian symmetric
sub-domains each embedded holomorphically and equivariantly into D (and thus
horizontally into D).
Proof. Since the decomposability of the Hodge structure can be expressed in terms
of the existence of special Hodge tensors, Z will be a union of Noether–Lefschetz
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loci in the sense of [GGK12, §II.C]. Each component of a Noether–Lefschetz locus
coincides with a component of some Mumford–Tate domain D◦M ′ ( [GGK12, Theo-
rem II.C.1]). Clearly, the embedding D◦M ′ ⊂ D is holomorphic and horizontal and
it corresponds to a specialization of Mumford–Tate groups, i.e. if M is the generic
Mumford–Tate corresponding to D, then M ′ ⊆ M and M ′ is the Mumford–Tate
group of some special point (with respect to the rational structure) in D. Since
D →֒ D is a horizontal embedding, D◦M ′ →֒ D is also horizontal. Thus, as already
argued in the proof of Theorem 1.4, it follows (from [Del79], [Mil11, Theorem 7.9])
that D◦M ′ is in fact a Hermitian symmetric domain with a holomorphic, horizontal
and equivariant embedding in D. 
According to the lemma, the possible intermediate Jacobian loci in our situation,
i.e. Hermitian VHS V of CY type over D, are given by subdomains D′ →֒ D. Con-
versely, suppose that D′ ⊆ D is a positive dimensional subdomain, corresponding
to an inclusion of Q-algebraic groups G′ ⊆ G. If the restriction of the representa-
tion ρ : G→ Sp(V ) is a reducible representation of G′ over Q, then the variation of
Hodge structure over D′ splits overQ and the corresponding intermediate Jacobians
acquire abelian variety factors. The possibilities for D′ ⊆ D have been tabulated
by Satake [Sat65] and Ihara [Iha67] as we have already mentioned (e.g. Remark
2.30). An interesting example in this set-up is the case of the embedding of the
exceptional domains EIII (associated to E6) into EVII (associated to E7) discussed
in §6.3.1. In this example the restriction of the VHS of weight 3 CY type over EVII
with Hodge numbers (1, 27, 27, 1) will decompose over EIII into a VHS of CY type
with Hodge numbers (1, 26, 26, 1) and a Tate twist of a VHS of elliptic curve type.
In fact, one can see that both VHS will have weak CM by the same imaginary
quadratic field Q[
√−d] (compare to Section 3, especially Corollary 3.8). Note that
it is possible, in the above notation, for the restriction of the representation ρ to
G′ to remain irreducible. For example, the restriction of the VHS over the EVII
domain to the subdomain of type I2,6 remains irreducible over R, and so the I2,6
subdomain is not part of the intermediate Jacobian locus. Nonetheless, this case
seems somewhat atypical.
While all of the intermediate Jacobian loci in D →֒ D of Hermitian type are
given by subdomains D′, to classify all the possibilities, it does not suffices to
consider the groups G and G′ (notation as in the preceding paragraph). Instead
one has to consider the full (generic) Mumford–Tate groups M and M ′ and to
analyze the possible specializations M ′ ⊂M (recall that G is the derived subgroup
of M). Even when starting with a Hermitian VHS satisfying our convention 2.7,
its restriction to intermediate Jacobian loci (or more generally Noether–Lefschetz
loci) typically will not in general satisfy 2.7. For instance, note that one of the
simplest types of Noether–Lefschetz sublocus is that cut out by endomorphisms
or equivalently Hodge tensors of height 2 (see [GGK12, p. 52-53]). This leads to
the consideration of Hodge structures with weak real or complex multiplication as
discussed in Section 3, which in turn leads to involved Galois theoretic arguments
(see [GGK12, Chapter VI, e.g. §VI.D]) whose analysis would take us too far afield.
Here we will only make some remarks from the perspective of equations defining
the horizontal subvariety and apply this to the 1-dimensional case (i.e. h2,1 = 1).
The 1-dimensional case can be understood also from a group theoretic perspective
via the results of Green–Griffiths–Kerr (esp. [GGK12, Theorem VII.F.1]).
47
Remark 7.2. Note that the consideration of Mumford–Tate groups allows one to
view also points z0 ∈ D as being of Hermitian type (in the sense considered in this
paper). Namely, we say that a point z0 ∈ D is of Hermitian type iff the Mumford–
Tate group of z0 is abelian, i.e. a torus (since it is connected), and thus G will be
trivial. Equivalently, the Hodge structure associated to z0 will be of CM type (see
[GGK12, §V.B]).
7.1.1. The equations cutting out the Noether–Lefschetz locus of type E × J2. Let
us consider the very concrete case where the abelian variety factor J1 is an elliptic
curve E. In this case, given two vectors α, β ∈ V (Q) such that 〈α, β〉 6= 0, the
condition that α and β span a two-dimensional sub-Hodge structure of V is the
condition that α ∧ β is orthogonal to F 4∧2 V for the symmetric pairing 〈·, ·〉 on∧2 V induced by the symplectic form on V . Note that
F 4
2∧
V = (V 3,0 ⊗ V 2,1)⊕ (V 3,0 ⊗ V 1,2)⊕
2∧
V 2,1.
We will also want the condition that the non-zero Hodge numbers occurring in
span{α, β} are h2,1 and h1,2 (rather than h3,0 and h0,3).
Lemma 7.3. Let ω be a generator for V 3,0. Then the following conditions are
equivalent:
(i) α ∧ β is orthogonal to F 4∧2 V and the non-zero Hodge numbers occurring
in span{α, β} are h2,1 and h1,2.
(ii) 〈α, ω〉 = 〈β, ω〉 = 0 and α ∧ β is orthogonal to ∧2 V 2,1.
(iii) 〈α, ω〉 = 〈β, ω〉 = 0 and V 2,1 ∩ (C · α+ C · β) 6= {0}.
Proof. Clearly, if 〈α, ω〉 = 〈β, ω〉 = 0, then α ∧ β is orthogonal to (V 3,0 ⊗ V 2,1) ⊕
(V 3,0⊗ V 1,2), so that if α∧ β is orthogonal to ∧2 V 2,1, it is orthogonal to F 4∧2 V
as well. Conversely, if α ∧ β is orthogonal to F 4∧2 V , it is orthogonal to ∧2 V 2,1.
Moreover, the condition that the non-zero Hodge numbers occurring in span{α, β}
are h2,1 and h1,2 implies that 〈α, ω〉 = 〈β, ω〉 = 0. This shows the equivalence
of the first two conditions, and the equivalence of the second and third is also
straightforward. 
7.1.2. The 1-dimensional case. To illustrate the above discussion, we consider the
1-dimensional case, i.e. h = dimV 2,1 = 1. Let V be a irreducible Hermitian VHS
of weight 3 and CY type over the upper half-plane H. In this set-up, there are two
distinct horizontal embeddings of H into the period domain D, one corresponding
to Sym3W , whereW is the Hodge structure of an elliptic curve (Corollary 2.29(ii)),
and one corresponding to the complex ball (Corollary 2.29(iii), case I1,n for n = 1).
We will discuss only the first case here (the second case is similar but simpler).
Thus, we assume H →֒ D via Sym3 of the standard representation of SL(2). Then
one can show that
Proposition 7.4. With notation as above. The special points of H correspond
precisely to the case when the Hodge structure V acquires weak CM by an imaginary
quadratic field Q[
√−d] (see §3).
Remark 7.5. From the point of view of Mumford–Tate domains, it is easy to see
which of the points of H →֒ D are special in the sense discussed above. Specifically,
since the generic Hodge group in this situation is SL(2), the only possibility for
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Hodge groups at special points of H is U(1). Then the proposition follows from
[GGK12, Theorem VII.F.1] (cases (v) and (xii)). To illustrate our approach, we
give another proof based on the explicit description of the embedding H →֒ D given
by (4.6).
Proof of 7.4. The condition of Lemma 7.3 that α ∧ β is orthogonal to ∧2 V 2,1
is vacuous. In this case, we can write the variation of the generator of V 3,0 as
ω(z) = −cz3e0 + 3cz2e1 + zf1 + f0 for z in the upper half plane, where we assume
that c ∈ Q, c 6= 0. Setting
α = α0e0 + α1e1 + α
′
1f1 + α
′
0f0;
β = β0e0 + β1e1 + β
′
1f1 + β
′
0f0
leads to two equations
−cα′0z3 + 3cα′1z2 − α1z − α0 = 0;
−cβ′0z3 + 3cβ′1z2 − β1z − β0 = 0,
where the coefficients are rational, and hence after possibly eliminating the constant
term to an equation of the form zP (z) = 0, where P (z) is a quadratic polynomial
with rational coefficients. Thus z lies in an imaginary quadratic field. Conversely, if
P (t) is an irreducible quadratic polynomial with rational coefficients and z is a root
of P in the upper half plane, choose two rational numbers r1, r2 and consider the
cubic polynomials Q1(t) = (t+ r1)P (t) and Q2(t) = (t+ r2)P (t). The coefficients
of Q1, Q2 determine rational vectors α, β such that 〈α, ω〉 = 〈β, ω〉 = 0, and a
computation shows that, up to a factor of 13 , 〈α, β〉 = r1 − r2. Hence, if r1 and
r2 are distinct, we produce a two dimensional subspace of V (Q) with the desired
properties. Here, the choice of r1 and r2 is essentially equivalent to the choice of a
Q-basis for the span of α and β. 
Remark 7.6. In the non-algebraic case of Equation 4.6, ω(z) is given by
ω(z) =
(
ϕ(z)− 1
2
z
dϕ
dz
)
e0 +
1
2
dϕ
dz
e1 + zf1 + f0,
where ϕ is only assumed to be a holomorphic function of z. The equations 〈α, ω〉 =
〈β, ω〉 = 0 become two equations of the form
c1ϕ(z) + ℓ1(z)
dϕ
dz
+m1(z) = 0;
c2ϕ(z) + ℓ2(z)
dϕ
dz
+m2(z) = 0,
where the ci ∈ Q and the ℓi,mi are degree one polynomials of z with coefficients
in Q. In particular, both ϕ(z) and dϕ(z)/dz lie in Q(z) (and are of a very special
form there). In case ϕ is a cubic and z is imaginary quadratic, the existence of
one equation of the above type leads to a second such. It would be interesting
to find examples of transcendental functions ϕ and points z which have analogous
properties.
Remark 7.7. Green–Griffiths–Kerr [GGK12, §VII.F] (especially Theorem VII.F.1)
discuss in detail the Noether–Lefschetz loci in the case of weight 3 CY Hodge
structures with h2,1 = 1. Specifically, the cases (iii) and (v) of [GGK12, Theorem
VII.F.1] correspond to two irreducible case of Hermitian VHS with h2,1 = 1 in our
classification: the ball case and the Sym3 case respectively. The cases (viii)–(xii) of
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[GGK12, Theorem VII.F.1] classify the possible Mumford–Tate groups for Hodge
structures that decompose as V = V1 ⊕ V2. Since we are considering Noether–
Lefschetz subloci of Hermitian symmetric domains, the only relevant cases for us
are (xi) and (xii). The most interesting situation, the case (v) specializing to the
case (xii), was discussed above (Proposition 7.4). For some geometric situations
that lead to these two cases (essentially some special cases of the Borcea–Voisin
construction) we refer the reader to [GGK12, p. 201-202].
7.2. The Baily-Borel compactification and monodromy. We keep the no-
tation of §6.1, so that V = C ⊕ W ⊕ W∨ ⊕ C and B : Sym2W → W∨ is the
bilinear form. We begin by analyzing the following general situation: V is a weight
three Q-VHS of CY type over ∆∗ with general fiber V is a complex vector space
with a rational structure and a nondegenerate symplectic form defined over Q. Let
N = log T , where T ∈ G(Z) is the monodromy matrix, which we assume to be
unipotent. In particular, N is a rational nilpotent matrix preserving the symplectic
form such that N4 = 0,. Let F • be the limiting Hodge filtration andW• be the cor-
responding monodromy weight filtration. Thus (V, F •,W•) is a mixed Hodge struc-
ture satisfying the usual properties: N : Wk/Wk−1 → Wk−2/Wk−3 is a morphism
of Hodge structures of type (−1,−1), and Nk : W3+k/W3+k−1 →W3−k/W3−k−1 is
an isomorphism. Note that N4 = 0.
Definition 7.8. We shall say that the limiting mixed Hodge structure is of Type
IV if N3 6= 0, of Type III if N3 = 0, N2 6= 0, and of Type II if N2 = 0, N 6= 0.
(Type I is the condition that N = 0.)
We discuss the various possibilities below, first in general and then for the Her-
mitian symmetric tube domain case. Here, we shall use the fact (Remark 6.2)
that, in the notation of Section 5, every nilpotent N of the type we are considering
is conjugate in G(C) to an element of p− (or equivalently that every unipotent
T ∈ G(R) is conjugate in G(C) to an element of P−) to analyze the possibilities
for the monodromy weight filtration over C and relate them to the form B. Of
course, a more careful analysis would proceed via the fine structure of Hermitian
symmetric spaces and would give information about the real structure. For the
three classical cases, and especially for Sp(6,R) and SU(3, 3), one can work out all
of the statements below directly.
Type IV: N4 = 0, N3 6= 0 (or maximal unipotent monodromy). The Calabi–Yau
condition implies that F 3 → W6/W5 is an isomorphism and that W5/W4 = 0. In
particular, N has a unique Jordan block of length 4 and no Jordan block of the
length 3. The remaining Jordan blocks must be of length 2 or 1. In terms of the
weight filtration, this says that W4/W3 is a Hodge structure of pure type (2, 2)
and N : W4/W3 → W2/W1 is an isomorphism of type (−1,−1), so that W2/W1 is
pure of type (1, 1). This leaves open the possibility that W3/W2 is nonzero, whose
nonzero summands are of Hodge type (2, 1) and (1, 2), corresponding to length 1
Jordan blocks of N . It is easy to see that there are no length 1 Jordan blocks ⇐⇒
W3 =W2 ⇐⇒ N induces an isomorphism from W4/W2 to W2/W0.
In the Hermitian case, we can assume that N = Nw corresponds to the action
of w on V . Using the explicit description of Nw, we see that Type IV corresponds
to C(w) = 〈B(w,w), w〉 6= 0, and the condition that there are no length 1 Jordan
blocks is equivalent to:
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Condition 7.9. If C(w) 6= 0, then the linear map Bw defined by v ∈ W 7→
B(w, v) ∈ W∨ is an isomorphism from W to W∨.
This follows easily, in the EVII case, from the fact that the only E6-invariant
polynomials on the minuscule representationW are polynomials in the Cartan cubic
(here denoted C).
Type III: N3 = 0, N2 6= 0. In this case, V = W6 = W5 and there is a length 3
Jordan block, so that W5/W4 6= 0. The Calabi–Yau condition then implies that
dimW5/W4 = 2 and that up to a Tate twist W5/W4 is of elliptic curve type (the
nonzero summands are one-dimensional of type (3, 2) and (2, 3)). Of course, a
similar statement is true for W1/W0 = W1, and, since N
2 : W5/W4 → W1 is an
isomorphism, N induces an injection fromW5/W4 toW3/W2. Again, the remaining
Jordan blocks must be of length 2 or 1 and the Hodge structure on W4/W3 is of
pure type (2, 2) and that on W2/W1 is pure of type (1, 1). Again, a priori there
could be length 1 Jordan blocks of N corresponding to the possibility that W3/W2
is strictly larger than the 2-dimensional image of N .
In the tube domain case, the condition N3 = 0, N2 6= 0 is equivalent to C(w) =
0 but B(w,w) 6= 0. The condition that there are no length 1 Jordan blocks is
equivalent to:
Condition 7.10. Let L be the hyperplane KerB(w,w) ⊆ W , let L∗ be the hy-
perplane w⊥ = {ξ ∈ W∨ : 〈ξ, w〉 = 0}, and let Bw : L → L∗ be the linear
map Bw(v) = B(w, v). (Note that w ∈ L and that, if v ∈ L, then Bw(v)(w) =
〈B(w, v), w〉 = 〈B(w,w), v〉 = 0 by definition, so that Bw(v) ∈ L∗.) Then Bw is an
isomorphism from L to L∗.
In the EVII case, this also presumably reduces to a known fact about the Cartan
cubic.
Type II: N2 = 0, N 6= 0. In this case, W4 = V , W3 = KerN , and W2 = ImN .
Of course, this holds in the Type I case also. There is no Jordan block of length 1
⇐⇒ W3 =W2 ⇐⇒ KerN = ImN . In the cases of interest to us, we will in fact
have W3 6=W2, so the mixed Hodge structure will not be of Hodge–Tate type.
In the tube domain case, N2 = 0, N 6= 0 ⇐⇒ B(w,w) = 0 but w 6= 0. In this
case,
ImN = {(0, tw,B(w, v), s) : t, s ∈ C, v ∈W};
KerN = {(0, v, ξ, s) : v ∈ KerBw, ξ ∈ w⊥}.
Thus KerN/ ImN ∼= (KerBw/C · w) ⊕ (w⊥/ ImBw), where as before Bw(v) =
B(w, v), we have repeatedly used B(w,w) = 0, and the two summands are dual to
each other. Note that, by the discussion of Remark 6.9, the image in Ph−1 of the
set of w ∈ W such that B(w,w) = 0 is a single orbit under K(C), and hence the
dimensions of the spaces W3 and W2 are independent of the choice of w.
The above does not specify the shape of the mixed Hodge structure. In general,
we make the following definition:
Definition 7.11. Let (V, F •,W•) be a weight three limiting mixed Hodge structure
of Calabi–Yau type (dimF 3 = 1) such thatN2 = 0, N 6= 0. We say that (V, F •,W•)
is of Picard–Lefschetz type if W4/W3 is of pure weight (2, 2), or equivalently if
W3/W2 is of Calabi–Yau type. Note that, if (V, F
•,W•) is not of Picard–Lefschetz
type, then W4/W3 is (up to a Tate twist) of K3 type.
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In the case of interest to us, Picard–Lefschetz type does not arise (cf. the remark
by Deligne in §10 of [Gro94]):
Lemma 7.12. In the Hermitian symmetric case, with N2 = 0 but N 6= 0, the
resulting limiting mixed Hodge structure is never of Picard–Lefschetz type.
Proof. (Sketch.) Clearly (V, F •,W•) is of Picard–Lefschetz type ⇐⇒ Nω = 0,
where F 3 = C · ω, ⇐⇒ Tω = ω. On the other hand, up to conjugacy, there is
a boundary component F such that T ∈ U(F ) and ω is induced by an element of
D(F ) = U(F )(C) · D (cf. [AMRT75], §7 of Chapter III). Hence ω = Sω0 for some
S ∈ U(F )(C), where ω0 is induced by an element of D. Since U(F ) is abelian, it
follows that Tω0 = ω0. But then ω0 would fixed by a nontrivial unipotent element
of G(R), contradicting the fact that its stabilizer in G(R) is compact. 
To tie the above picture in with the general theory of Hermitian symmetric
spaces, Kora´nyi and Wolf have classified the boundary components of the Hermitian
symmetric spaces [WK65]. In the four cases of irreducible tube domains of real rank
three, the boundary components are almost completely specified by the conditions
that they be of tube type and of real rank 0, 1, 2. In particular, the real rank 0
boundary components are points, the real rank 1 boundary components are copies
of the upper half plane, and the real rank two boundary components are the rank
two Hermitian symmetric spaces associated to SO(2, 10) in case G is of type E7,
SO∗(8) = SO(2, 6) in case G is of type D5, SU(2, 2) = SO(2, 4) in case G is of type
A5, and of type C2 = B2, i.e. Sp(4,R) ∼= SO(2, 3), in case G is of type C3 (all
equalities mod the center).
Putting this together, we see that, in the Type IV case, the mixed Hodge struc-
ture is of Hodge–Tate type. In the Type III case, W2 = W2/W0 is an exten-
sion of a weight one Hodge structure by a pure weight two Hodge structure and
W6/W3 =W5/W3 is a Tate twist of the dual of W2. In this case, presumably all of
the information of the mixed Hodge structure is contained in W2. In the Type II
case, the Hodge structure on W2 is of K3 type, the one on W4/W3 is a Tate twist
ofW2, and the one onW3/W2 is, up to a Tate twist, the Kuga–Satake construction
applied to the weight two Hodge structure on W2, because the representation of
SO(2, k) corresponding to W3/W2 is essentially a spin or half spin representation.
It seems likely that, in all cases, the essential information of the mixed Hodge
structure is contained in the two step extension W3, and that this extension can be
described quite explicitly.
Remark 7.13. In the complex case, the weight three variation of Hodge structure is
obtained by reassembling a weight one variation (in the unit ball case) or a weight
two variation (in the remaining cases). Thus, we must have N2 = 0 in the unit
ball case and N3 = 0 in the remaining cases. Of course, it is easy to see directly
in the case of SU(1, n), or more generally SU(p, q), that, if P is a maximal real
parabolic subgroup corresponding to a zero-dimensional boundary component, U
is the unipotent radical of P , and N ∈ U , then N2 = 0, where we view N as acting
on Cp+q in the standard representation (compare Rohde [Roh10], who notes that
in the unit ball case the monodromy is never maximal unipotent).
One can also analyze the resulting limiting mixed Hodge structures along the
lines of the tube domain case. For example, in the unit ball case, viewing the
complex representation V ∼= C⊕W with dual W∨ ⊕ C, if N = Nw is a nontrivial
monodromy matrix, then W1 and W4/W3 are of rank two and pure types (1, 1)
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(2, 2), respectively, and W3/W2 ∼= W/C · w ⊕ w⊥, but the Hodge structure on
W3/W2 is constant. Similar but slightly more involved statements hold in the
remaining cases; note here that the real rank one boundary components are unit
balls.
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