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Abstract
Purpose: Many problems in science and engineering can be modeled by nonlinear diﬀerential equations with initial
conditions. The logistic equation is used widely in the study of population growth and decay. The logistic equation
also has applications in ecology, statistics, medicine, chemistry, and physics, to name a few. Over time, the population
growth or decay tends toward the stable equilibrium. However, in reality, some populations approach extinction or
grow away from the equilibrium, and a new equilibrium will be formed. In addition, due to natural causes or
unpredictable circumstances like explosions in an oil rig, hurricanes, or ﬂooding at some time, t, the population will
jump down or up in a small interval of time. These combined situations can be modeled as impulsive hybrid
diﬀerential equations. In general, solutions to the nonlinear diﬀerential equations cannot be computed analytically.
Methods: It is known that a fruitful method,which is both theoretical and computational, is the generalized
monotone method with coupled lower and upper solutions. Furthermore, under uniqueness assumption, we proved
the existence of a unique solution.
Results: In this work, we extend the generalized monotone method with coupled upper and lower solutions to
impulsive hybrid nonlinear diﬀerential equation.
Conclusions: Finally, we provide some numerical examples.
Keywords: Coupled upper and lower solutions, Impulsive equation, Hybrid system
AMSMOS subject classiﬁcation: 34A37, 34A38, 34A65
Background
Mathematical modeling of many nonlinear problems in
science and engineering leads to the qualitative study of
nonlinear diﬀerential equations with initial and boundary
conditions. It is rare that we are able to compute the solu-
tion for these nonlinear diﬀerential equations in closed
form. There are several approximation methods avail-
able in literature, such as Picard’s method. The method
assumes that the forcing function is continuous on a
closed bounded domain and that the forcing function is
Lipschitzian; see [1-4] for other methods. In addition,
the interval of existence depends on the closed bounded
domain and the bound, M, of the nonlinear function
on this domain. In this work, we recall the method of
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existence of a solution by the upper and lower solu-
tion methods, which guarantees the interval of existence.
Next, we recall a monotone method combined with the
method of upper and lower solutions when the forcing
function is increasing. The inadequacy of this result has
been demonstrated with a numerical example. This inad-
equacy is due to the fact that the forcing function was
decreasing. We then develop the monotone method com-
bined with coupled lower and upper solutions when the
forcing function is decreasing.
Finally, we combined the two results and developed a
generalized monotone method using coupled lower and
upper solutions; see [1,5] for details. These results are in
the ‘Known results’ section. In a simple logistic equation
which is a population model, the population will eventu-
ally tend toward the equilibrium. In practice, there may
be a sudden outburst in the population (for example,
the mosquito population near the out spill of rivers and
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lakes) or a sudden decline in the population (for exam-
ple, during the oil explosion in the gulf area or in the
aftermath of natural disasters like hurricanes or torna-
dos). These outbursts and declines can happen in a short
interval of time. Such changes in a short interval of time
are called impulses. The model that leads to this can be
called impulsive diﬀerential equation; see [5] for details.
Right after the impulse, the mathematical model itself
may also change due to natural causes or otherwise. If
experiencing a decline, the populationmight be approach-
ing extinction or getting closer to the zero equilibrium.
The mathematical modeling of the impulses together with
the new equilibrium leads to impulsive hybrid diﬀerential
equation. In the ‘New results’ section, we develop a gener-
alized monotone method for impulsive hybrid diﬀerential
equations with initial conditions via coupled lower and
upper solutions. We present several numerical examples
illustrating this in the ‘Numerical examples’ section.
Methods
In this paper, we have developed the generalized mono-
tone method for nonlinear impulsive hybrid diﬀerential
equation using coupled lower and upper solutions. Gen-
eralized monotone method requires the computation of
a simple linear impulsive hybrid equation which can be
computed explicitly. The ﬁrst iterates use the assumed
coupled lower and upper solutions from the hypotheses.
The second iterates are computed using the ﬁrst iter-
ates. The process continues till we reach coupled minimal
and maximal solutions. If the mathematical model has a
unique solution, then the iterates converge to the unique
solution. Matlab can be used to compute the iterates and
to draw its graph since they are easily computable. Under
uniqueness condition, the ﬁnal step provides the unique




In this section, we recall known deﬁnitions, the compar-
ison theorem, existence by upper and lower solutions,
and existence by generalized monotone methods for the
nonlinear ﬁrst-order initial value problem (IVP).
The comparison theorem
Initially, we will recall all the known results relative to
the ﬁrst-order initial value problem. For that purpose,
consider this ﬁrst-order initial value problem:
u′ = F(t,u), u(0) = u0, J =[ 0,T]
f ∈ C[ J × R,R] . (1)
Now, we will introduce the deﬁnition of lower and upper
solutions.
Deﬁnition 1. The function v ∈ C1[ J ,R] is called a
lower solution to equation (1) if the following inequality is
satisﬁed:
v′ ≤ F(t, v), v(0) ≤ u0, (2)
and the function w is an upper solution of equation (1) if
the reversed inequalities hold.
Now, we state a theorem that is a fundamental result
concerning upper and lower solutions.
Theorem 1. Let v,w ∈ C1[ J ,R] be the lower and
upper solutions of the ﬁrst-order initial value problem
equation (1), respectively. Suppose that
F(t, x) − F(t, y) ≤ L(x − y) whenever x ≥ y and L > 0,
(3)
then v(0) ≤ w(0) implies that v(t) ≤ w(t), t ∈ J .
Proof. Here, we provide a brief proof; see [1] for details.
Initially, we assume that one of the inequalities is strict
and prove that v(t) < w(t) on J by the method of con-
tradiction. Thus, we construct vε(t) = v(t) − εe2Lt or
wε(t) = w(t) + εe2Lt with the lower or upper solution
with strict inequality. Using the strict inequality result and
taking ε → 0, the conclusion follows.
A special case of the above comparison theorem that is
useful for our main result is stated here as a corollary.
Corollary 1. Let p(t) ∈ C1[ J ,R] be such that p′(t) ≤ Lp,
p(0) ≤ 0 =⇒ p(t) ≤ 0 on J .
Existence theorem via upper and lower solutions
In the case when both the lower and upper solutions v and
w exist, such that v ≤ w, we can prove that the solution
exists in the closed set:
 =[ (t,u) : v(t) ≤ u ≤ w(t), t ∈ J] .
This is what we will prove in the next result.
Theorem 2. Let v,w ∈ C1[ J ,R] be the lower and upper
solutions of equation (1) such that v(t) ≤ w(t) on J and F ∈
C[,R]. Then, there exists a solution u(t) of equation (1)
such that v(t) ≤ u(t) ≤ w(t) on J, provided v(0) ≤ u(0) ≤
w(0).
Proof. Below, we provide a brief proof of the previous
result. Consider the modiﬁed problem:
u′ = F(t, p(t,u)), u(0) = u0, where p(t,u)
= max(v, min(u,w)). (4)
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Since F(t, p(t,u)) is continuous on a closed bounded set,
, there exists a solution of equation (4). By constructing
v = v(t) − (1 + t) and w = w(t) + (1 + t), we prove
that the solution of equation (4) is such that v(t) < u <
w(t) on J . By taking the limit as  −→ ∞, we get u(t); the
solution of equation (4) is such that v(t) ≤ u ≤ w(t) on J.
This proves p(t,u) = u on J.
For the detailed proof, refer to [1].
Monotonemethod for a non-decreasing function
We consider the following ﬁrst-order nonlinear initial
value problem:
u′ = F(t,↗u), u(0) = u0, on J =[ 0,T] , (5)
where F ∈ C[ J × R,R], F(t,u) is non-decreasing.
Deﬁnition 2. The functions v0,w0 ∈ C1[ J ,R] are said to
be natural upper and lower solutions for equation (5) if
v′0 ≤ F(t, v0), v0(0) ≤ u0, (6)
w′0 ≥ F(t,w0), w0(0) ≥ u0, (7)
on J.
Theorem 3. Assuming that
(i) v0,w0 ∈ C1[ J ,R] are natural upper and lower
solutions on J such that v0 ≤ w0, and
(ii) F ∈ C[ J × R,R] , F(t,u) is non-decreasing in u on J ,
then there exists monotone sequences {vn(t)} and {wn(t)}
on J such that vn(t) → ρ(t) and wn(t) → r(t) uniformly
and monotonically, and (ρ, r) are coupled minimal and
maximal solutions, respectively, to equation (5); that is,
(ρ, r) satisfy
ρ′ = F(t, ρ), ρ(0) = u0,
r′ = F(t, r), r(0) = u0, (8)
where the corresponding sequences are given by
v′n = F(t, vn−1), vn(0) = uo,
w′n = F(t,wn−1), wn(0) = uo,
(9)
and v0 ≤ v1 ≤ . . . ≤ vn ≤ u(t) ≤ wn ≤ . . . ≤ w1 ≤ w0 on
J.
Monotonemethod for non-increasing forcing function
Consider this logistic equation:
u′ = u − u2, u(0) = 2. (10)
It is easy to check that v0(t) = 1,w0(t) = 2.1. The
iterates {vn}, {wn} are computed using Mathematica, and
the graphs are plotted. Figure 1 shows the behavior of
equation (10).
Figure 1 Upper and lower solutions.
From the graph, we observed w1 ≤ v1 on the interval.
Obviously, the conclusion of Theorem 3 is not true. This
is due to the fact that F(t,u) = u − u2 is a non-increasing
function between the sector deﬁned by [ v0,w0].
This provides a motivation to develop a monotone
method when the function is non-increasing. Let us deﬁne
coupled upper and lower solutions.
Consider this ﬁrst-order diﬀerential equation:
u′ = G(t,u), u(0) = u0, t ∈ J =[ 0,T] , (11)
where G(t,u) ∈ C[ J × R,R] and G(t,u) is non-increasing
in u on J.
Deﬁnition 3. The functions v0,w0 ∈ C1[ J ,R] are said to
be coupled upper and lower solutions for equation (11) if
v′0 ≤ G(t,w0), v0(0) ≤ u0,
w′0 ≥ G(t, v0), w0(0) ≥ u0,
on J.
It is easy to observe that coupled upper and lower solu-
tions are more convenient for non-increasing functions.
The next result is the monotone method for equation (11)
using coupled lower and upper solutions.
Theorem 4. Assuming that
(i) v0,w0 ∈ C1[ J ,R] are coupled upper and lower
solutions of equation (11) on J such that v0 ≤ w0, and
(ii) G ∈ C[ J × R,R] , and G(t,u) is non-increasing in u
on J,
then there exist monotone sequences {vn(t)} and {wn(t)}
on J such that vn(t) → ρ(t) and wn(t) → r(t) uniformly
and monotonically, and (ρ, r) are coupled minimal and
maximal solutions of equation (11) on J, respectively, to
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equation (15); that is, (ρ, r) satisfy
ρ′ = G(t, r), ρ(0) = u0,
r′ = G(t, ρ), r(0) = u0, (12)
on J, where the corresponding sequences are given by
v′n = G(t,wn−1), vn(0) = uo,
w′n = G(t, vn−1), wn(0) = uo, on J .
(13)
Theorem 5. Let all the hypothesis of Theorem 4 be
satisﬁed. Further, let
G(t,u1) − G(t,u2) ≥ −M1(u1 − u2), (14)
where M1 is a positive constant whenever v0 ≤ u2 ≤ u1 ≤
w0, then v = w = u is the unique solution of equation (11)
on J.
Generalizedmonotonemethodwhen the forcing function is
the sum of non-decreasing and non-increasing functions
The beneﬁts of the previously discussed monotone
method using upper and lower solutions for a func-
tion that is either non-decreasing or non-increasing are
well known. However, many nonlinear IVPs, such as the
simple logistic equation, are written as the sum of a
non-decreasing and a non-increasing function. In order
to describe a generalized monotone method for such
equations, we will combine the results discussed in the
above sections where F is non-decreasing and G is non-
increasing. We consider the following ﬁrst-order nonlin-
ear initial value problem:
u′ = F(t,↗u) +G(t,↘u), u(0) = u0, on J =[ 0,T] , (15)
where F ,G ∈ C[ J × R,R], F(t,u) is non-decreasing in u
and G(t,u) is non-increasing in u.
Consider this simple logistic model equation:
u′ = au − bu2,u(0) = u0, (16)
where a and b are positive numbers. It is easy to note
that F(t,u) = au is a non-decreasing function in u, and
g(t,u) = −bu2 is a non-increasing function in u. How-




a − bu0 + bu0eat . (17)
Our motivation is to develop a generalized monotone
method which helps us to solve when a nonlinear forc-
ing function is the sum of a non-decreasing and non-
increasing functions. This is true when the equation is a
general Riccati type of equation.
Deﬁnition 4. The functions v0,w0 ∈ C1[ J ,R] are said to
be coupled upper and lower solutions for equation (15) if
v′0 ≤ F(t, v0) + G(t,w0), v0(0) ≤ u0,
w′0 ≥ F(t,w0) + G(t, v0), w0(0) ≥ u0, on J .
(18)
WhenG(t,u) is non-increasing in u and since we assume
that v0 ≤ w0, we have G(t,w0) ≤ G(t, v0). Thus, we
know that the coupled lower and upper solutions for
equation (15) are also natural lower and upper solu-
tions. Thus, by Theorem 2, there exists a solution for
equation (15) such that v0(t) ≤ u(t) ≤ w0(t), whenever
v0(0) ≤ u0 ≤ w0(0).
Theorem 6. Assuming that
(i) v0,w0 ∈ C1[ J ,R] are coupled upper and lower
solutions on J such that v0 ≤ w0, and
(ii) F ,G ∈ C[ J × R,R], F(t,u) is non-decreasing in u,
and G(t,u) is non-increasing in u on J ,
then there exist monotone sequences {vn(t)} and {wn(t)} on
J such that vn(t) → ρ(t) and wn(t) → r(t) uniformly and
monotonically, and (p,r) are coupled minimal and maxi-
mal solutions, respectively, to equation (15); that is, (ρ, r)
satisfy
ρ′ = F(t, ρ) + G(t, r), ρ(0) = u0,
r′ = F(t, r) + G(t, ρ), r(0) = u0, on J , (19)
where the corresponding sequences are given by
v′n = F(t, vn−1) + G(t,wn−1), vn(0) = u0,
w′n = F(t,wn−1) + G(t, vn−1), wn(0) = u0, on J .
(20)
Proof. For detail of the proof, see [5].
Existence of unique solution
In the previous section, we have proved that there exist
coupled minimal and maximal solutions for the diﬀeren-
tial equation equation (15). In this section, we want to
show that the sequences converge to a unique solution
of equation (15) when F and G satisfy onesided Lipschitz
condition. This is what we prove in the next result.
Theorem 7. Let all the hypothesis of Theorem 6 be
satisﬁed. Further, let
F(t,u1) − F(t,u2) ≤ L1(u1 − u2), (21)
G(t,u1) − G(t,u2) ≥ −M1(u1 − u2), (22)
where L1 and M1 are constants, whenever v0 ≤ u2 ≤ u1 ≤
w0, then ρ = r = u is the unique solution of equation (15).
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Proof. From Theorem 6, we already have ρ ≤ u ≤ r on J.
It suﬃces to prove that r ≤ ρ on J. Also, from Theorem 6,
we have exhibited that
ρ′ = F(t, ρ) + G(t, r) , ρ(0) = u0,
r′ = F(t, r) + G(t, ρ) , r(0) = u0,
such that ρ ≤ u ≤ r. Let p(t) = r − ρ, then p(0) = 0.
p′(t) = r′ − ρ′
= f (t, r) + g(t, ρ) − f (t, ρ) − g(t, r)
≤ L1(r − ρ) + M1(r − ρ)
= (L1 + M1) p(t).
From Corollary 1, it follows that p(t) ≤ 0 on J. This
proves that r ≤ ρ. This concludes the proof.
New results
In the ‘Known results’ section, we recalled all of the
known results for the existence of a solution of a ﬁrst-
order nonlinear diﬀerential equation on a ﬁnite interval
of time when the forcing function is the sum of non-
decreasing and non-increasing functions. In reality, this
type of equation may not accurately describe the growth
or decay of a population for all time. Due to natural causes,
there may be a sudden decline or outburst in the solution
of the nonlinear diﬀerential equation. Such changes in a
short interval of time are called impulses. In addition, the
mathematical model itself may change after this impulse.
This can be modeled as an impulsive hybrid equation.
In this section, we will discuss the methods for solv-
ing such equations. We extend the existence of solution
by the upper and lower solution methods and general-
ized monotone method for ﬁrst-order impulsive hybrid
equation.
Impulsive hybrid diﬀerential equation
Consider the following impulsive hybrid diﬀerential
equations:
u′ = F1(t,u) + G1(t,u)
︸ ︷︷ ︸
Forcing Function
, u(0) = u0, 0 ≤ t ≤ t1, (23)
u′ = F2(t,u)+G2(t,u), u(t+1 ) = u(t1)(1±k), t+1 ≤ t ≤ T .
(24)
Here, F1(t,u), G1(t,u) ∈ C[ [ 0, t1]×R,R] and F2(t,u),
G2(t,u) ∈ C[ [ t1,T]×R,R]. We assume that Fi is non-
decreasing in u and that Gi is non-increasing in u on
J. We consider k > 0 and (1 − k) > 0. If we have
u(t+1 ) = u(t1)(1 + k), then the solution is jumping up. If
u(t+1 ) = (1 − k)u(t1), then the solution is jumping down.
Comparison theorem for impulsive hybrid diﬀerential
equations
In order to develop our main results, we deﬁne both nat-
ural lower and upper solutions and coupled lower and
upper solutions for equations (23) and (24).
If the impulses make the solution jump up, then
equations (23) and (24) reduce to the following:
u′ = F1(t,u) + G1(t,u)
︸ ︷︷ ︸
Forcing Function
, u(0) = u0, 0 ≤ t ≤ t1 (25)
u′ = F2(t,u)+G2(t,u), u(t+1 ) = u(t1)(1+k), t+1 ≤ t≤ T .
(26)
Next, we will deﬁne natural lower and upper solutions
followed by the deﬁnition of coupled lower and upper
solutions.
Deﬁnition 5. The functions v0,w0 ∈ PC1[ J ,R] are said
to be as follows:
(i) They are natural lower and upper solutions of
equations (25) and (26) if
v0 ≤ F1(t, v0)+G1(t, v0), v0(0) ≤ u0, 0 ≤ t ≤ t1,
w0 ≥ F1(t,w0)+G1(t,w0),w0(0) ≥ u0, 0 ≤ t≤ t1,
and
v0 ≤ F2(t, v0) + G2(t, v0), v0(t+) ≤ u(t+1 )
= (1 + k)u(t1), t+1 ≤ t ≤ T ,
w0 ≥ F2(t,w0) + G2(t,w0), w0(t+) ≥ u(t+1 )
= (1 + k)u(t1), t+1 ≤ t ≤ T .
(ii) They are coupled lower and upper solutions of type I
of equations (25) and (26) if
v′0 ≤ F1(t, v0)+G1(t,w0), v0(0) ≤ u0, 0 ≤ t ≤ t1,
w′0 ≥ F1(t,w0)+G1(t, v0),w0(0) ≥ u0, 0 ≤ t≤ t1,
and
v′0 ≤ F2(t, v0) + G2(t,w0), v0(t+) ≤ u(t+1 )
= (1 + k)u(t1), t+1 ≤ t ≤ T ,
w′0 ≥ F2(t,w0) + G2(t, v0), w0(t+) ≥ u(t+1 )
= (1 + k)u(t1), t+1 ≤ t ≤ T .
If k = 0, then there is no impulse. Thus, it is simply
called hybrid diﬀerential equation. If F2(t,u) + G2(t,u) =
F1(t,u) + G1(t,u), then it is called impulsive diﬀerential
equation.
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Next, we will develop a fundamental result relative to
the lower and upper solutions of equations (23) and (24).
Theorem 8. Let v,w ∈ PC1[ J ,R] be the lower and upper
solutions of equations (23) and (24), respectively. Suppose
that
Fi(t,u2) − Fi(t,u1) ≤ L1i(u2 − u1), (27)
and
Gi(t,u1) − Gi(t,u2) ≤ L2i(u1 − u2), (28)
where L1i, L2i are greater than zero for i = 1, 2 and v ≤
u1 ≤ u2 ≤ w, then v(0) ≤ w(0) implies that v(t) ≤ w(t),
t ∈ J .
Proof. We provide a brief proof here. From Theorem 1,
it follows that v(t) ≤ w(t) on [ 0, t1]. This implies that
v(t+1 ) = (1 ± k)(v(t1)) ≤ (1 ± k)w(t1) = w(t+1 ). By apply-
ing Theorem 1 again, we have v(t) ≤ w(t) on the interval
[ t1,T]. We can conclude that v(t) ≤ w(t) on [ 0,T] .
A special case of the comparison theorem when [ t1,T]
and when the functions F and G are linear is stated as the
following corollary.
Corollary 2. Let P(t) ∈ PC1[ J ,R] be a piecewise contin-
uous function such that P′(t) ≤ L1P(t) on 0 ≤ t ≤ t1 and
P′(t) ≤ L2P(t) on t1 ≤ t ≤ T. If p(0) ≤ 0, then p(t) ≤ 0,
on J =[ 0,T] .
Next, we will provide a fundamental result. In order to
state the existence of solutions by lower and upper solu-
tions for equations (23) and (24), we must ﬁrst deﬁne the
following closed sets:
1 =[ (t,u) : v(t) ≤ u ≤ w(t), t ∈[ 0, t1] ] ,
2 =[ (t,u) : v(t) ≤ u ≤ w(t), t ∈[ t1,T] ] .
Theorem 9. Let v,w ∈ PC1[ J ,R] be the lower and upper
solutions of the impulsive hybrid equations (23) and (24)
such that v(t) ≤ w(t) on J and for i = 1, 2, Fi ∈ C[1,R]
and Gi ∈ C[2,R], respectively. Thus, there exists a solu-
tion u(t) of equations (23) and (24) such that v(t) ≤ u(t) ≤
w(t) on J provided that v(0) ≤ u0 ≤ w(0).
Proof. We provide a brief proof here. Using Theorem 2,
the solution u(t) of equation (23) exists on [ 0, t1] such that
v(t) ≤ u(t) ≤ w(t) on [ 0, t1]. From this, it follows that
v(t+1 ) = (1 ± k)v(t1) ≤ (1 ± k)u(t1) = u(t+1 ) ≤ (1 ±
k)w(t1) = w(t+1 ). Again, using Theorem 2, and
v(t+1 ) ≤ u(t+1 ) ≤ w(t+1 )
as the initial condition, the solution u(t) of equation (24)
exists on [ t1,T] such that v(t) ≤ u(t) ≤ w(t) on [ t1,T].
Thus, the solution of equations (23) and (24) exists as a
piecewise continuous function on the interval J =[ 0,T] .
For the detailed proof, refer to [1,4].
Remarks. Coupled lower and upper solutions of
equations (23) and (24) are also natural lower and upper
solutions whenever Fi(t,u) is non-decreasing in u and
Gi(t,u) is non-increasing in u for i = 1, 2. Let v0,w0
be coupled lower and upper solutions of type I for
equations (23) and (24).
v′0 ≤ F1(t, v0) + G1(t,w0), v0(0) ≤ u0, 0 ≤ t ≤ t1,
w′0 ≥ F1(t,w0) + G1(t, v0),w0(0) ≥ u0, 0 ≤ t ≤ t1,
v′0 ≤ F2(t, v0) + G2(t,w0), v0(t+) ≤ u(t+1 )
= (1 + k)u(t1), t+1 ≤ t ≤ T ,
w′0 ≥ F2(t,w0) + G2(t, v0), w0(t+) ≥ u(t+1 )
= (1 + k)u(t1), t+1 ≤ t ≤ T .
Since v0 ≤ w0, we haveGi(t, v0) ≥ Gi(t,w0) for i = 1, 2,
we also have G(t,w0) ≤ G(t, v0). From this, it is easy to
show that coupled lower and upper solutions of type I
implies that they are natural lower and upper solutions for
equations (23) and (24), respectively. Thus, if we assume
that piecewise coupled lower and upper solutions of type
I such that v0 ≤ w0 on J , then there exists a piecewise con-
tinuous solution of equations (23) and (24) on J, provided
v(0) ≤ u0 ≤ w(0).
Generalizedmonotonemethod for the impulsive hybrid
equation
Next, we develop a generalized monotone method for the
impulsive hybrid diﬀerential equation for equations (23)
and (24) using piecewise continuous coupled upper and
lower solutions. The method yields monotone sequences
whose elements are piecewise continuous and piecewise
diﬀerentiable functions on [0,T] which converge uni-
formly and monotonically to coupled minimal and max-
imal solutions of equations (23) and (24). The result is
precisely the following:
Theorem 10. Assuming that
(i) v0,w0 ∈ PC1[ [ 0,T] ,R] are coupled lower and upper
solutions to equation (23) with v0(t) ≤ w0(t) on J ,
(ii) F1,G1 ∈ C[ [ 0, t1]×R,R], F1(t,u) is non-decreasing
in u and G1(t,u) is non-increasing in u on [ 0, t1]
(iii) F2,G2 ∈ C[ [ t1,T]×R,R], F2(t,u) is non-decreasing
in u and G2(t,u) is non-increasing in u on [ t1,T],
then there exists monotone sequences {vn(t)} and {wn(t)}
on J such that vn(t) → ρ(t) and wn(t) → r(t) uniformly
and monotonically, and (ρ, r) are coupled minimal and
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maximal solutions, respectively, of equations (23) and (24);
that is, (ρ, r) satisfy
ρ′ = F1(t, ρ) + G1(t, r),
ρ(0) = u0, on 0 ≤ t ≤ t1, (29)
r′ = F1(t, r) + G1(t, ρ),
r(0) = u0, on 0 ≤ t ≤ t1, (30)
ρ′ = F2(t, ρ) + G2(t, r),
ρ(t1+) = (1 ± k)u(t1), on t1+ ≤ t ≤ T , (31)
r′ = F2(t, r) + G2(t, ρ),
r(t1+) = (1 ± k)u(t1), on t1+ ≤ t ≤ T , (32)
where the iterative scheme is given by
v′n+1 = F1(t, vn) + G1(t,wn),
vn+1(0) = u0 on [ 0, t1] , (33)
w′n+1 = F1(t,wn) + G1(t, vn),
wn+1(0) = u0 on [ 0, t1] , (34)
v′n+1 = F2(t, vn) + G2(t,wn),
vn+1(t1+) = (1 ± k)u(t1), on [ t1+,T] , (35)
w′n+1 = F2(t,wn) + G2(t, vn),
wn+1(t1+) = (1 ± k)u(t1), on [ t1+,T] , (36)
where k is some constant.
Proof. We see that the solutions of the linear initial value
problems (33), (34), (35), and (36) exist and are unique
for each n ≥ 1. The solutions are also piecewise contin-
uous and diﬀerentiable functions on J . We will prove that
vn,wn ∈[ v0,w0]= 1 =[u ∈ C[ [ 0, t1]×R,R] : v0(t) ≤
u ≤ w0(t), t ∈[ 0, t1] ] with vn ≤ wn for each n ≥ 1. Sim-
ilarly, we can show that vn,wn ∈[ v0,w0) = 2 =[u ∈
C[ [ t1,T]×R,R] : v0(t) ≤ u ≤ w0(t), t ∈[ t1,T] ]. We want
to show that
v0 ≤ v1 ≤ v2 ≤ · · · ≤ vn ≤ wn ≤ · · · ≤ w2 ≤ w1 ≤ w0, on J .
(37)
We claim that v0 ≤ v1 and w0 ≥ w1. Let p(t) = v0 − v1,
then p′(t) = v0 − v1 ≤ F1(t, v0) + G1(t,w0) − F1(t, v0) −
G1(t,w0) = 0 on [ 0.t1] , and p′(t) ≤ F2(t, v0)+G2(t,w0)−
F2(t, v0) − G2(t,w0) = 0 on [ t1,T] . Also, p(0) ≤ 0. This
proves that v0(t) ≤ v1(t) on J using Corollary 2. We can
do a similar proof to show w0 ≥ w1.
Our next claim is that v1 ≤ w1. We set up another com-
parison function p(t) = v1 − w1. By taking the derivative
of this function, we see p′(t) ≤ 0, using the monotone
nature of Fi and Gi for i = 1.2, and the fact that v0 ≤ w0.
Also, p(0) = 0. As before, using Corollary 2, we get
p(t) ≤ 0 on J. This proves that v1(t) ≤ w1(t) on J . Thus,
we have shown that v0(t) ≤ v1(t) ≤ w1(t) ≤ w0(t), so the
inequality equation (37) is true for k = 1.
Using the method of mathematical induction, we prove
that the following inequality is true for all n ≥ 1; that is
v0(t) ≤ v1(t) ≤ .... ≤ vn(t) ≤ wn(t) ≤ ... ≤ w1(t) ≤ w0(t)
holds on J =[ 0,T] .
The sequences {vn(t)}, {wn(t)} can be shown to be
equicontinuous and uniformly bounded. Thus, by Ascoli-
Arzela’s theorem, there exist subsequences {vnk (t)},
{wnk (t)} that converge uniformly and monotonically to ρ
and r, respectively, on J . Since the sequences are mono-
tone, the entire sequence converges to ρ and r, on J,
respectively. Therefore, ρ and r satisfy the initial value
problems (29), (30), (31), and (32), respectively.
Finally, by mathematical induction and taking the limit
as n → ∞, we can show that ρ and r are coupled minimal
and maximal solutions of equations (23) and (24), respec-
tively, on J. We get v0(t) ≤ ρ(t) ≤ u(t) ≤ r(t) ≤ w0(t) on
J. This completes the proof.
Next, we state the existence of a unique solution for the
impulsive hybrid diﬀerential equation when the forcing
functions are satisfying a one-sided Lipschitz condition.
The proof is left to the reader.
Theorem 11. Let the hypothesis of Theorem 10 hold.
Suppose that
Fi(t,u2) − Fi(t,u1) ≤ L1i(u2 − u1), (38)
and
Gi(t,u1) − Gi(t,−u2) ≤ L2i(u1 − u2), (39)
where L1i, L2i are greater than zero for v0 ≤ u1 ≤ u2 ≤ w0,
then ρ = r = u is the unique solution of equations (23)
and (24) on J.
Numerical examples
In this section, we present several examples of impul-
sive hybrid diﬀerential equations with initial conditions
using the logistic function. It is easy to observe that these
equations will have piecewise continuous natural upper
and lower solutions for all time. Existence theorem via
upper and lower solutions guarantees that the solution
is bounded between lower and upper solutions. Further,
the logistic function satisﬁes Lipschitz on the bounded set
deﬁned by . This proves that the solution is unique as
well. Since it is easy to compute the solution of the logis-
tic equation directly on each of the subintervals, we do
precisely only that in these following examples:
Example 1. Consider the following equations:
u′1 = 8u − 4u2, u(0) = 6, 0 ≤ t ≤ 2,
u′2 = 8u − 4u2, u(2+) = 2.5, 2+ ≤ t ≤ T .
Adams et al. Mathematical Sciences 2012, 6:19 Page 8 of 9
http://www.iaumath.com/content/6/1/19





Figure 2 Impulse up.
In this ﬁrst example (Figure 2), we only have an upward
impulse.
Example 2. Consider the following equations:
u′1 = 3u − 2u2, u(0) = 4, 0 ≤ t ≤ 0.8,
u′2 = 3u − 2u2, u(0.8+) = 1.2, 0.8+ ≤ t ≤ T .
In this example (Figure 3), we only have a downward
impulse.
Example 3. Consider the following equations:
u′1 = 3u − 9u2, u(0) = 1, 0 ≤ t ≤ 0.6,
u′2 = 3u − 9u2, u(0.6+) = 0.78, 0.6+ ≤ t ≤ T .
This is an example (Figure 4) of a strictly hybrid model.
Example 4. Consider the following equations:
u′1 = 3u − 2u2, u(0) = 1.2, 0 ≤ t ≤ 0.9,
u′2 = 3u − 2u2, u(0.9+) = 2.5, 0.9+ ≤ t ≤ T .





Figure 3 Impulse down.





Figure 4 Hybrid downward.
In this example (Figure 5), we have a hybrid model with
an upward impulse.
Example 5. Consider the following equations:
u′1 = 16u − 4u2, u(0) = 1.24654, 0 ≤ t ≤ 1,
u′2 = 16u − 4u2, u(1+) = 0.9, 1+ ≤ t ≤ T .





Figure 5 Hybrid impulsive upward.
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Figure 6 Hybrid Downward Impulsive equation.
In this example (Figure 6), we have a hybrid model with
a downward impulse.
Conclusions
There are many nonlinear hybrid impulsive models whose
solution cannot be computed analytically as in logistic
equation with variable coeﬃcients. In this case, we have to
compute the coupled lower and upper solutions and apply
the generalized monotone method to get a good approx-
imate for the solution. These problems are of practical
importance from ecological point of view.
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