ABSTRACT This paper aims to develop a Brain-computer interface (BCI) speller utilizing eyes-closed and double-blinking electroencephalogram (EEG) signals and based on asynchronous mechanism. The proposed system comprises a signal processing module and a graphical user interface (virtual keyboard-VK) with 26 English characters plus a special symbol. A detected ''eyes-closed'' (EC) event induces the ''select'' command, whereas a ''double-blinking'' (DB) event functions as the ''undo'' command. A three-class support vector machine classifier involving EEG signal analysis of three groups of events (''eyes-open'' -idle state, EC, and DB) is proposed. The results show that the proposed BCI can achieve an overall accuracy of 93.8% for multi-class classification. The proposed speller is then employed in the online experiment of spelling the word ''bcispeller'' using a 1 s time window. Consequently, it achieves an average accuracy of 92.3% and an average spelling rate of 5 letters/min. Overall, this paper shows improvement with high accuracy and spelling rate demonstrating the feasibility and reliability of implementing a real-world BCI speller.
I. INTRODUCTION
Communication plays a critical role in daily human activities and relationships. People who suffer from severe disabilities, find communication with the community limited or even impossible. In the past decade, Brain-computer interface (BCI) is a new technology and has become effective in assisting people with communication disabilities to enable them to communicate effectively with the whole community [1] - [3] . It has established a direct communication pathway to control external devices rather than using the conventional pathways (i.e., using peripheral nerves or muscles). Unlike the traditional input devices (keyboard, mouse etc.,), BCI acquires the brain waves and translates these signals into commands that can control the external devices via the computer. The BCI speller is one of the common BCI-based applications which utilizes the brain waves to present patient's thoughts [4] , [5] . For instance, P300-based spellers in combination with advanced signal processing have been introduced recently [6] , [7] . Motor imagery (MI) was also employed to develop BCI spellers due to its natural interaction during operation [8] , [9] . Recently, Steady State Visually Evoked Potential (SSVEP) is widely used in developing BCI spellers because of high accuracy and the multi-command system that it can offer [10] - [13] . However, BCIs based on these electroencephalogram (EEG) signals usually have several limitations. For example, the users could suffer from visual fatigue resulting from prolonged use of SSVEP-based systems. On the other hand, the low spelling rate, low accuracy, and limit of number of commands (i.e., left, right motor imagery, and foot) might be issues in MI-based systems. Especially, the spelling rate of these MI-based spellers are not comparable with SSVEP-based spellers [8] , [9] . For examples, the spelling speeds were obtained 1.99 (letters/min) on average for a three-class MI-speller [9] and 2.3 to 5 (letters/min) for a two-class MI-speller [8] .
There are many ways to categorize BCI systems. Based on the data input processing modality, BCIs can be categorized as synchronous or asynchronous. Synchronous BCIs analyze brain signals during pre-defined paradigms or mental tasks [14] . Thus, a BCI command is only generated within a fixed time window determined by the system. On the other hand, asynchronous BCIs continuously analyze the brain signals and send the commands without any need for a well-defined time window [15] . As a result, asynchronous mechanisms offer more natural interaction between human and machine compared with the synchronous mechanism. Most of MI-based spellers were based on synchronous mechanism which typically coupled with a pre-defined mental task paradigm [9] , [16] . Besides, asynchronous BCI spellers utilizing SSVEP and P300 potential are described in [13] , [17] , and [18] - [20] , respectively.
In this study, we employ ''eyes-closed'' (EC) EEG to control a speller based on an asynchronous mechanism. The proposed system was designed to handle BCI applications requiring few commands. In this method, the command resulting from the EC event is used to operate the interface by generating the ''select'' command, whereas, a ''double-blinking'' (DB) event is used to generate the ''undo'' command to get the system back to the previous state. The reason of using the DB event is to distinguish it from the eye blink artifacts which normally happen during the operation of a BCI system. Moreover, due to the asynchronous nature of BCI, the proposed speller needs to distinguish the control state from the ''idle'' state. Thus, there are three events that need to be classified (i.e., ''eyes-open'' (EO), EC, and DB events) in the current system. Accordingly, the proposed system simultaneously explores two brain patterns from two different locations on the scalp. In turn, the EEG signals acquired from the occipital cortex (O1-O2) are used to detect the EC event whereas the EEG signals from the frontal cortex are used to detect the DB event.
EEG signals refer to several tiny potentials observed on the brain scalp. The brain waves mainly cover a wide range of frequencies from 1-4 Hz (delta), 4-8 Hz (theta), 8-13 Hz (alpha), 13-30 Hz (beta) and 30-70 Hz (gamma) [21] . The first discovered and best-known band is the alpha activity which can be detected from the occipital cortex during relaxed wakefulness. Moreover, many studies have been reported for correlation between eye activities and EEG [22] - [24] . In particular, it has been found that the alpha wave strongly correlates with eyes-closed event since it increases when the eyes are closed [25] - [27] . Since drowsiness, eyes open, and eyes closed are closely related to alpha activity, several recent studies have employed alpha wave to detect fatigue during driving [28] , [29] . The alpha pattern can be easily captured even within a short time window. Indeed, up to 98.01% accuracy was obtained in [30] with 30 s time window whereas [31] achieved 93% accuracy on average adopting 10 s time window. Another work [32] using 2 s time window obtained a mean accuracy of 87%. Obviously, in fatigue detection systems, a longer time window can yield a better accuracy in detecting alpha activity due to the significant increase of alpha power. However, when it comes to a real-time application or a feedback BCI, the shorter window length is preferable. The proposed model was tested with 1 s and 2 s-time window to choose the optimal one required for the system. Support Vector Machine (SVM) has been known recently as a powerful algorithm for pattern recognition [33] . Compared with Fisher's linear discriminant analysis (LDA), non-linear SVM has been shown to have significant improvement in performance in most studies [34] - [36] as it aims to maximize the distance between the margin and the data. On the other hand, Artificial Neural Network (ANN) plays special role in classification problems, especially for multiclass models. However, when it comes to a simple model (two or three class-model), LDA and SVM can be better choices compared to ANN due to specific advantages such as less memory to store the predictive model, less source needed during training process, and global optimum guarantee. Considering above-mentioned features, in this study, SVM was employed for classification. Online experiments involving ten subjects are conducted to validate the proposed system in terms of average accuracy and spelling rate.
The current study generally aims to develop an efficient and feasible asynchronous BCI in several aspects, including a simple and few commands VK, a reliable model in terms of accuracy, and a high spelling rate.
II. METHODS

A. HEADSET AND CHANNELS
A 16-channel headset (Cognionics Inc.) was used for EEG acquisition ( Figure. 1(a) ). As the current study uses a 2D-feature for classification, the EEG signals were collected from different areas of the scalp. In turn, a bipolar channel (i.e., Fp1-Fz) for acquiring the EEG signal from the frontal cortex and another bipolar channel (i.e., O1-O2) for acquiring the EEG signal from the occipital cortex ( Figure. 1(b) ). The impedances of all dry electrodes were kept below 10 k . EEG signals were sampled at 500 Hz, and band-pass filtered between 0.1 and 40 Hz before wirelessly transferring to a computer for analysis. Fig. 2 shows the interface of the virtual keyboard. The interface comprises 3 layers. Each layer is composed of 3 portions which contain several letters in the English alphabet keyboard. For instance, the first layer ( Fig. 2(a) ) which is the primary layer, has 9 letters in each partition (i.e., 27 letters in total). Once a command is issued, the interface will automatically give access to the second layer. Each section of this second layer contains 3 letters of the letters from the primary layer. The second ''select'' command will finally give the access to the target letter. It should be noted that the highlighted partition with green color automatically revolves clockwise at a constant speed of 2 s/ partition. Whenever the EC event is captured, the sequential presentation of characters stops at the current partition where the highlighted one was overlapped with. Moreover, the system was designed to give an audio feedback to the user right after a ''select'' command was issued. The keyboard layout was implemented in MATLAB using Psychtoolbox.
B. VIRTUAL KEYBOARD DESIGN
C. SIGNAL PROCESSING
The first step in the signal processing module is to collect data for the training process. In order to do this, an offline experiment was conducted with 60 trials (Fig. 3(a) ). The subjects were asked to open their eyes for 10 s and then to close their eyes for 10 s. Another experimental exercise was to have participant double-blink for 10 s at 2 s intervals between two consecutive double-blinks. In all, it took 30 s to finish each trial. To prevent the subjects from getting fatigued, they were given a minute's rest before starting the next trial.
The two-channel EEG signals were recorded from (O1-O2) and (Fp1-Fz) according to the international 10-20 system. The data was band-pass filtered from 0.5 to 32 Hz, covering the frequency ranges of major brain waves (i.e., delta, alpha, beta, and theta) before further processing steps. Several features from both time domain and frequency domain were investigated in the current study. For the frequency domain, a 1024-point FFT was computed every 1 s on the EEG data resulting in 500/1024 ≈ 0.49 Hz frequency resolution ( Fig. 3(b) ).
In order to detect the EC event, the EEG signal from (O1-O2) was acquired. The first feature was explored is the energy of the EEG signal in time domain. Particularly, the energy of the EEG signal (eEEG) was computed every 1 s. The energy of a signal is computed as followed:
where E denotes the energy of the signal x; i is the sample i th . In frequency domain, the relative alpha power (RAP) and the energy of the power spectral density (PSD) signal (ePSD) in the range 10-12 Hz were also investigated. To compute the RAP, power of PSD over the frequency range 8-13 Hz (alpha band) is calculated in comparison with total power of the EEG signals:
where Power (α), Power (β), and Power (θ) denote the power of alpha band EEG, beta band EEG, and theta band EEG, respectively. Totally, three features from (O1-O2) (i.e., eEEG, ePSD, and RAP) were extracted every 1 s for each stage of the offline experiment (i.e., EO, EC, and DB). The training set consists of 693 samples. Among them, there are 280 samples of EO events and 280 samples of EC events whereas another 133 samples were extracted from the DB events. These events were labeled ''1'', ''2'', and ''3'', respectively during the training process.
Many recent studied have shown that the blinking eventinduced EEG can be easily detected in the frontal cortex due to the significant increase in the power of the EEG signals [37] - [39] . In this work, two features were investigated to select the most efficient feature for detecting of blinking event. In turn, the time domain-based feature of the energy of the EEG waveforms was computed every 1 s. On the other hand, since the blinking event is associated with the low frequency band (0.5-4 Hz) [40] , the energy of the PSD of EEG signal over the range 0.5-4 Hz was taken as the second feature for detecting the blinking event.
Next, in order to select the best feature, receiver operating characteristics (ROC) and T-test analysis were both used to evaluate the feasibility of a feature in classifying strategy. The statistical t-test evaluates the statistical discrimination between two data sets and is used as an indicator of classification efficiency [41] . The ROC curve was computed after the SVM model had been done in the training step. Area under the curve (AUC) is the area below the ROC curve. It is commonly used to verify the class-discrimination capability of the feature in various models [42] - [45] .
In this study, a non-linear SVM with radial basis function (RBF) kernel was employed for classification. The threeclass discrimination problem of the model was solved by combining three binary SVM classifiers using the one-vs-one strategy. For each binary learner, one class is positive, another is negative, and the rest are ignored which results in total 3 binary classifiers (i.e., = 3 * 2/2). Learners 1, 2, and 3 are trained to distinguish between EO and EC, EC and EB, and EB and EO, respectively. K-Fold method with 10 folds was used to cross-validate the classifier. Fig. 4 illustrates the block diagram for the proposed system. It consists of two main function blocks which are signal processing and graphical interface (i.e., virtual keyboard). In the signal processing module, the EEG signals from (O1-O2) and (Fp1-Fz) were first captured every 1 s and then band-pass filtered between 0.5 and 32 Hz to reject noise and other high frequencies. It is noted that feature selection is described in the ''results'' part. As a result, two best features extracted from this EEG segment were fed into the SVM model which had been trained previously. The predicted labels resulting from the SVM model were used to generate the corresponding commands. For instance, the detected EC event induced the generation of the ''select'' command whereas the detected blinking event lead to another SVM model for classifying it as part of either the artifact eye blink group or the double-blinking group. Once, a DB event is recognized, the system will issue the ''undo'' command which intends to undo a wrong ''select'' of an unintentional blink.
To validate the performance of the proposed BCI speller, online experiments were conducted. Ten healthy volunteers, who have no problem with visual impairment, participated in this study (i.e., six males and four female aged between 20 and 35 years). These subject haven't participated in any experiment related to BCI systems before. The subjects were asked to input the text ''bcispeller'' consisting of 10 letters, shown on the screen. They were instructed to look at the interface and close their eyes immediately for 1 s whenever the highlighted indicator coincided with the target section resulting in generating the ''select'' command. According to the proposed VK, the user must produce three ''select'' commands to write a character. This number of commands is equal to the number of layers of the interface and independence of the character. Total commands to be issued by the users including ''select'', ''undo'', and the ''idle'' state in comparison with that in the ideal state (i.e., 100% commands are detected correctly) were taken into account of validating the performance of the proposed speller. Fig. 3(b) shows examples of the EEG signals recorded from (O1-O2) (top) during EO and EC events and (Fp1-Fz) (bottom) during blinking event. Obviously, the EO event can be observed in the first 2 s of EEG (O1-O2) while the EC event can be recognized in the last 3 s as the amplitude of the EEG signals increases. On the other hand, the DB event can be easily observed in (Fp1-Fz) channel due to its abrupt change in the amplitude. Moreover, there are four DB events which were captured in the last 2 s.
III. RESULTS
A. 1-D FEATURE EXTRACTION AND SELECTION
The features extracted from (O1-O2) channel and (Fp1-Fz) channel can be obtained by sliding 1 s time window through the entire data set. The overlapping interval between two consecutive windows was set to 0.2 s which is equal to the normal period of EB event. Fig. 5 illustrates three typical 1D-features extracted from (O1-O2) channel. As mentioned earlier, the best 1D-feature among these three features will be selected for the joint 2D-feature for the final three-class classification. The feature selection starts with extracting 3 kinds of features for distinguishing between EC event and the rest events (EO and EB). The first feature is based on the increase of the amplitude of the EEG signal during closing eyes (i.e., eEEG) ( Fig. 5(a) ). The second feature which can be another indicator of EC event is the RAP. According to Fig. 5(b) , the highest alpha wave power achieved in the case of EC event follow by EO event (e.g. 44%, 28%, 24% for EC, EO and EB, respectively). Another feature is extracted based on the ePSD of EEG in the frequency band 10-12 Hz (Fig. 5(c) ). Apparently, a significant increase in the power of the EEG signals over the band 10-12 Hz when the users close their eyes (EC) for 1 s in comparison with those resulted from the rest events (EO and EB). A comparison of performances among these three kinds of features is illustrated in Fig. 5(d) by means of ROC curve. Obviously, the feature ePSD over 10-12 Hz frequency band indicated the best performance among three studied features due to its largest AUC (i.e., 0.98). On the other hand, the feature eEEG demonstrates a poor performance of classification due to its quite small AUC (i.e., 0.58) as it gets closer to the ''line of no-discrimination''. Moreover, the feature RAP reflects its high ability to be a good distinguishing feature for classification although its AUC was slightly smaller than that of the feature ePSD over 10-12 Hz band (i.e., 0.96 vs. 0.98). Fig. 6 illustrates a comparison of performance between two features extracted from (Fp1-Fz) channel (i.e., eEEG and ePSD over 0.5-4 Hz frequency band). Fig. 6(a) shows the PSD of 1 s EEG signals acquired from (Fp1-Fz) channel of three events (i.e., EO, EC, and EB). Obviously, the PSD of EB-induced EEG achieves its highest power in 0.5-4 Hz frequency band followed by the EO event. The smallest PSD occurs in the case of EC event. An example of a typical EEG waveform acquired from (Fp1-Fz) channel is shown in Fig. 6(b) . Apparently, the amplitude of the EB-induced EEG was significantly different from the ones resulting from EO and EC events. The comparison of performance by means of ROC curve between these two features is shown in Fig. 6(c) . There is a slightly difference between two ROC curves resulting in no significant different between AUC between them (i.e., 0.95 vs 0.96).
B. COMBINING 2-D FEATURE SELECTION AND CLASSIFICATION
In order to build a SVM model for 3-class classification, this work investigated the performance of two kinds of features. The first feature is the combination of eEEG of EEG ((Fp1-Fz) channel) and RAP of EEG ((O1-O2) channel) and the second feature is the combination of eEEG of EEG ((Fp1-Fz) channel) and ePSD over 10-12 Hz frequency band of EEG ((O1-O2) channel). Fig. 7(a) demonstrates the classification results of the first SVM model based on the first feature. Obviously, the model can distinguish well between VOLUME 6, 2018 EC event and the other two classes (EO and EB). However, the overlapping area between two groups EO and EC was quite large. Table 1 shows the confusion matrix of the training model with 1 s time window. The misclassification of ''class 1'', ''class 2'', and ''class 3'' were 8.5%, 8.9%, and 2.9%, respectively. As a result, the overall accuracy achieved of this model was 91.8%. On the other hand, as shown in Fig. 7(b) , the three groups apparently were classified with better performance in term of misclassification. Indeed, Table 2 depicted that the misclassification of ''class 1'', ''class 2'', and ''class 3'' are 7.2%, 7.3%, and 3.4%, respectively. Hence, the model achieved 93.8% accuracy on the classification task. Obviously, the number of misclassification samples utilizing the second feature was reduced in comparison with that utilizing the first feature. Table 3 demonstrates the comparison of the overall accuracy of the proposed model between 1 s time window and 2 s time window utilization. The overall accuracy of the model increases when the time window increases for both kinds of features (i.e., 93.8% for 1 s time window vs. 96.2% for 2 s time window in the case of combining feature 1 and 91.8% for 1 s time window vs. 95.9% for 2 s time window in the case of combining feature 2). As mentioned earlier, the spelling rate and the overall accuracy are two important factors in evaluating a BCI-based speller. Considering of improving the spelling rate, 1 s time window was picked as the analyzing window for the online model. Moreover, it turns out that the combination of two best 1D features, ePSD over 10-12 Hz frequency band in (O1-O2) channel and eEEG in (Fp1-Fz) channel, is employed for three-class classification in the proposed model.
C. EYES-BLINK ARTIFACT AND DOUBLE BLINKING CLASSIFICATION
Once a blinking event is detected, the system needs to recognize whether it was the DB event or eyes-blink artifact. An example comparison of EEG waveform between an eyesblink artifact and DB event is depicted in Fig. 8(a) . Apparently, the DB-induced waveform has a second blink-induced peak with lower amplitude beside the first blink-induced peak. Obviously, it has resulted from the fact that the second blink-induced peak goes right after the first one without any delay between them. In fact, the blinking event is typically associated with the frequency band from 0.5 to 4 Hz. Therefore, the 1 s EEG segment was typically decomposed into several levels in order to reach the frequency band between 0.5 and 4 Hz. A discrete wavelet transform (DWT) based on the Daubechies mother wavelet with order 7 (''db7''), was used to extract the feature from the EEG signal. The DWT decomposes the signal into a set of approximate (A i ) and detailed (D i ) coefficients of i th level. For instance, in this study, the EEG signals with 0.5-32 Hz frequency band were decomposed into 3 levels and the approximate coefficient of level 3 (cA3) with the frequency band ranging between 0.5 and 4 Hz, was chosen as the feature for classification. The detail of wavelet decomposition and its frequency ranges are shown in Fig. 8(b) . Next, the Shannon Entropy of the approximate coefficient cA3 was computed as the feature for classifying eye blink artifact event from the DB event. Student's t-test was performed for statistical comparison and p < 0.05 means significant. On average, the entropy value of the EEG signal resulting from the eye blink artifact was calculated to be 1664 bits, which was significantly higher (p < 0.001) than that in the case of DB event ( Fig. 9(a) ) (i.e., 1496 bits). Fig. 9(b) shows the classification performance of the model by means of ROC curve. It has been obtained that the overall accuracy of the model was 83%. Table 4 lists the results of the experiment of the proposed BCI-based speller across ten subjects. The average accuracy over all the subjects was 92.3 ± 1.4%. Six subjects (subjects 2, 3, 4, 7, 8 and 9) achieved an accuracy of over 92%. The highest accuracy occurred in subject 4 (94.73%). The proposed system sent a correct control command in an average of 1.8 s. Moreover, the subject completed typing the word ''bcispeller'' at an average speed of 2.03 ± 0.05 min, thereby resulting in the mean spelling speed of approximately 5 letters/min.
D. ONLINE TESTING RESULTS
IV. DISCUSSION AND CONCLUSION
The current study aims to develop a practical and highspeed spelling BCI considering simple operation and reallife feasibility based on the eye-closed and double-blinking EEG signals. Thus, the system employed only two bipolar channels which acquired the EEG signals from the frontal and occipital cortexes. The proposed model was based on an asynchronous mechanism as it tends to be applied in realworld BCI applications with fast response and accurate control. As a result, the current BCI has the ability to distinguish VOLUME 6, 2018 between idle state (EO) and control state (EC and DB) which eventually provides a more natural interaction in real-world applications.
In an attempt to search for best distinguishing feature, the study started with the investigation of performance of several 1D-features extracted from (O1-O2) and (Fp1-Fz) in terms of discriminative capability. First, two feasible 1D-features extracted from (O1-O2) channel (i.e., RAP and ePSD over 10-12 Hz frequency band) were selected for the combined 2D-feature. Second, the feature eEEG extracted from (Fp1-Fz) was picked as the second 1D-feature for the combined 2D-feature. Next, the combination of the abovementioned 1D-features resulted in two best combined 2D-features for the proposed model. The performance of the current system was investigated under these two different combined 2D-features which are {RAP of EEG ((O1-O2) channel), eEEG ((Fp1-Fz) channel)} and {ePSD over 10-12 Hz frequency band ((O1-O2) channel), eEEG ((Fp1-Fz) channel)}. It turned out that the combined 2D-feature: {ePSD over 10-12 Hz frequency band ((O1-O2) channel), eEEG ((Fp1-Fz) channel)} was better, therefore selected for proposed model for its better performance. Overall, the proposed model achieved an overall accuracy of 93.8% in classifying 3 groups labeling EO, EC, and EB.
The spelling rate and the accuracy are two main factors in validating a BCI speller. Thus, in the current study, we considered the accuracy in coupling with the spelling rate. The results showed that the model utilizing a 2 s time window obtained higher accuracy in comparison with the one utilizing a 1 s time window (i.e., 96.2% vs. 93.7%). In fact, for the sake of accuracy, a 2 s time window should be selected due to its higher accuracy compared with 1 s time window utilization. However, in the current study, in choosing the spelling rate, accuracy was sacrificed because the intention to improve the transfer speed of the information was more relevant. Thus, 1 s time window was chosen as the analyzing window, rather than 2 s time window. Comparing with several recent studies, the average spelling rate of the proposed speller is higher than that reported in [9] (i.e., our 5 letters/min vs. their 1.99 letters/min) utilizing MI signal and only slightly lower than that in [10] (their 5.51 letter/min utilizing SSVEP signal).
Moreover, the accuracy of the proposed system remains high (i.e., 92.3%) in comparison with that in several recent studies. For example, [46] obtained ∼75% average accuracy which is quite low for a SSVEP-based speller with window length of 2 s. On the other hand, ∼80% accuracy was achieved in [47] utilizing 9-channel SSVEP and with 2 s time window. Another work achieved a nearly 100% average accuracy [48] . For the MI-based speller depicted in [9] , the average accuracy achieved between 80% and 90% which eventually depends upon the performance of the MI-based classifier.
There are only two EEG-induced commands employing in the current BCI-based speller. EC event results in generating the ''select'' command whereas the ''undo'' command resulted from DB event. Moreover, the eyes-blink artifact was also detected for rejection.
The novel design of virtual keyboard in combination with less channels (two-channel BCI) and less commands being used, can induce a reliable speller in terms of practicability, accuracy, and spelling rate. Further studies will be performed using the dynamic graphical user interface based on the Bayesian theory, which can predict the most likely next character. It turns out that the user interface will automatically update its state by putting the most likely section at the starting position of the interface, resulting in saving spelling time.
