. 2016. Approaches to stream solute load estimation for solutes with varying dynamics from five diverse small watersheds. Ecosphere 7(6):e01298. 10. 1002/ecs2.1298 Abstract. Estimating streamwater solute loads is a central objective of many water-quality monitoring and research studies, as loads are used to compare with atmospheric inputs, to infer biogeochemical processes, and to assess whether water quality is improving or degrading. In this study, we evaluate loads and associated errors to determine the best load estimation technique among three methods (a period-weighted approach, the regression-model method, and the composite method) based on a solute's concentration dynamics and sampling frequency. We evaluated a broad range of varying concentration dynamics with stream flow and season using four dissolved solutes (sulfate, silica, nitrate, and dissolved organic carbon) at five diverse small watersheds (Sleepers River Research Watershed, VT; Hubbard Brook Experimental Forest, NH; Biscuit Brook Watershed, NY; Panola Mountain Research Watershed, GA; and Río Mameyes Watershed, PR) with fairly high-frequency sampling during a 10-to 11-yr period. Data sets with three different sampling frequencies were derived from the full data set at each site (weekly plus storm/snowmelt events, weekly, and monthly) and errors in loads were assessed for the study period, annually, and monthly. For solutes that had a moderate to strong concentration-discharge relation, the composite method performed best, unless the autocorrelation of the model residuals was <0.2, in which case the regression-model method was most appropriate. For solutes that had a nonexistent or weak concentration-discharge relation (model R 2 < about 0.3), the period-weighted approach was most appropriate. The lowest errors in loads were achieved for solutes with the strongest concentration-discharge relations. Sample and regression model diagnostics could be used to approximate overall accuracies and annual precisions. For the period-weighed approach, errors were lower when the variance in concentrations was lower, the degree of autocorrelation in the concentrations was higher, and sampling frequency was higher. The period-weighted approach was most sensitive to sampling frequency. For the regression-model and composite methods, errors were lower when the variance in model residuals was lower. For the composite method, errors were lower when the autocorrelation in the residuals was higher. Guidelines to determine the best load estimation method based on solute concentration-discharge dynamics and diagnostics are presented, and should be applicable to other studies.
v www.esajournals.org SPECIAL FEATURE: UNCERTAINTY ANALYSIS AULENBACH ET AL.
IntroductIon
Streamwater load represents the mass of solutes or sediment that passes a given location on a stream during a set period. Load estimation is a central objective of many water-quality monitoring programs and research studies. In watershed studies, loads serve as an integrated measure of inputs and biogeochemical processes within a watershed that affect water quality (e.g., Likens et al. 1967 , Semkin et al. 1994 . With increased emphasis on watershed-based strategies, such as best management practices (BMPs) for the control of nonpoint-source pollutants, reliable measures of loads are needed to assess whether water quality is improving or degrading. In the United States, stream reaches that do not meet water-quality standards are subject to waste-load allocation schemes based on the total maximum daily loads (TMDL; USEPA 2000) . Accurate and precise load estimates are essential to relate changes and trends in water-quality to changes in inputs of point-and nonpoint-source pollutants and to evaluate the effects of short-term (e.g., drought) and long-term climatic patterns, to assess the effectiveness of BMPs on water quality, and to quantify the seasonal variability in hydrologic and biogeochemical processes within a watershed.
The total solute load (L) is the product of solute concentration (C) and discharge (Q) integrated over time (t):
(1)
To evaluate the integral in Eq. 1 requires a continuous record of concentration and discharge. While discharge can readily be measured in a continuous manner, most solutes require the analysis of discrete samples. Various techniques have been developed to estimate loads from discrete concentration observations. For studies that require inter-annual and seasonal load estimates, period-weighted approaches and regressionmodel (or rating-curve) methods are most appropriate, as they allow estimation of concentrations and loads continuously through time.
In a period-weighted approach, measured concentrations are assumed to represent the concentration in the period around the sample collection, either as a step function of the sample concentrations (e.g., Likens et al. 1977) or as a piecewise linear function between measured concentrations (e.g., Larson et al. 1995, Fig. 1b) , which is then used in equation 1 to estimate load. The load estimate is sensitive to sampling frequency and design (Richards and Holloway 1987) , particularly if concentrations vary strongly with stream flow. In this situation, baseflow concentrations can be misapplied to adjacent, higher stormflows while storm concentrations can be misapplied to adjacent, lower baseflows. These misrepresentations do not equally counteract each other, resulting in load estimates that are typically more biased toward baseflow L = ∫ C(t) Q(t)dt. concentrations, especially as sampling frequency is decreased. Various sampling designs, such as selection at list time (SALT; Thomas 1985) and time-stratified sampling (Thomas and Lewis 1993) and load estimation methods such as that of Worrall et al. (2013) have been developed to reduce this type of error.
In a regression-model method, C(t) is estimated using a regression model relating concentration to continuous variables such as discharge and day of year (e.g., Johnson 1979 , Crawford 1991 , Cohn et al. 1992 , Fig. 1c ), enabling a calculation using Eq. 1. The model predicts the average concentration response for the conditions present, and therefore does not attempt to match the observed concentrations at any given time. Regressionmodel method estimation errors can be reduced by increasing the sampling frequency (Horowitz 2003 , Verma et al. 2012 and by including either event sampling (Preston et al. 1989 , Robertson and Roerish 1999 , Robertson 2003 or targeted highflow sampling (Horowitz 2003) to ensure that the concentration-discharge relationship is adequately defined (Smith and Croke 2005) .
The composite method is a hybrid load estimation approach that incorporates aspects of the period-weighted approach and the regressionmodel method (Huntington et al. 1994, Aulenbach and Hooper 2006) , and is equivalent to the Q-proportionate method employed by Vanni et al. (2001) . In this method, a regression model is used to predict concentrations continuously through time, but the curve is forced through the observations by adjusting the regression model concentrations by the residual concentrations (sample observed minus regression-model predicted concentrations) and interpolating this residual correction between the observed sample concentrations (Fig. 1d ). This approach generally improves the precision of regression-model method load estimates at shorter reporting periods when autocorrelation is present in the residual concentrations, which is indicative of persistent temporal deviations from the predicted concentrations (Aulenbach and Hooper 2006, Aulenbach 2013) .
Estimating uncertainty in load estimates for these three load methods can be complex, but is important for selecting the best method for a particular data set. For a period-weighted approach, the variance of a load estimate can be derived from a semivariogram calibrated to the data using a cross-validation technique (Shih et al. 1998) . For regression-model methods, the uncertainty in the regression is easy to calculate, but this can underestimate errors if the model calibration data set is not representative of all hydrologic conditions or model residuals are autocorrelated (Aulenbach 2013) . The uncertainty in the composite method cannot be directly calculated, but has been estimated using a subsampling approach using rich data sets (Aulenbach and Hooper 2006, Aulenbach 2013) . Appling et al. (2015) used a delete-one jackknife approach to estimate the uncertainty of loads in all three methods, allowing them to choose the method with the smallest errors.
The appropriate load estimation method to use depends on the sampling frequency and design (e.g., fixed-interval, targeted high flow, and event sampling), watershed size, the variability in flow, and the strength and form of the concentrationdischarge relation (Richards and Holloway 1987 , Preston et al. 1989 . Moatar and Meybeck (2007) indicated that various solutes had different and somewhat inherent load precisions. Preston et al. (1989) compared results from various load estimation methods for various combinations of fixed-interval and event sampling designs and found that the regression-model approach provides accurate and precise load estimates when the concentration-discharge relationship is strong and consistent. Studies where the concentration-discharge relationship is not strong (R 2 s < 0.3) have indicated that the regressionmodel method is not appropriate (Quilbé et al. 2006) and that a period-weighted approach was a better method (Moatar and Meybeck 2005) . Kerr et al. (2015) indicated that solutes that had higher temporal variation in concentrations had poorer precisions when using a period-weighted approach. Aulenbach (2013) indicated that for suspended sediment with a relatively strong concentration-discharge relation, when the autocorrelation of regression-model residual concentrations was >0.15, the composite method could improve upon regression-model method load estimates.
Previous studies have indicated that the best load estimation method is dependent on the solutes considered at a particular study site, along with the sampling strategy employed. In this v www.esajournals.org SPECIAL FEATURE: UNCERTAINTY ANALYSIS AULENBACH ET AL.
study, we estimated loads for four solutes at five diverse, small, forested watersheds with a broad range of concentration variability (dynamics) to provide recommendations as to the most accurate and precise method to apply. The effect of sampling frequency was explored through the application to three sub-sampled data sets (weekly plus event, weekly, and monthly). Loads were estimated using three common approaches (period-weighted approach, regression-model method, and composite method) for each solutewatershed combination and for each sampling frequency. The accuracy for the study period and the precisions at annual and monthly reporting periods were determined. In addition to determining the best approach to load estimation for particular characteristic solute dynamics, solute and regression model diagnostics were explored to quantify the accuracy and precision of the three load estimation approaches.
Methods

Chemical solutes
Four dissolved chemical solutes were included in this analysis: sulfate (SO ), and dissolved organic carbon (DOC). These solutes were selected because they differ in their sources, predominant hydrologic flowpaths, and biogeochemical reactivities at these watersheds (Johnson et al. 1969 , Lawrence and Driscoll 1990 , Stoddard and Murdoch 1991 , Shanley and Peters 1993 , Huntington et al. 1994 , Burns et al. 1998 , Shanley et al. 2004 , Peters et al. 2006 , Sebestyen et al. 2009 , 2014 resulting in a wide range of solute dynamics that are expected to be representative of many solutes at other sites. The most important differentiating characteristics of these solutes are that SO 2− 4 is atmospherically derived and can be somewhat reactive, Si is a weathering product that behaves conservatively, and NO − 3 and DOC are biogeochemically controlled and have contrasting strengths of concentration-discharge relations.
Watershed descriptions and sampling
This analysis uses data from five small (13-1780 ha), forested watersheds ( Fig. 2 Watersheds were selected that had at least 10 yr of stream sampling including high-flow sampling. Additionally, the watersheds represent a variety of bedrock types and a wide range in climatic and ecological settings that provide contrasting water-quality dynamics for the four selected solutes (Table 1 ). The watersheds also vary hydrologically, with snowmelt being important at the three northern watersheds and stream flows at Río Mameyes being an order of magnitude greater than the other watersheds (see Fig. 3 in the Results section).
From each watershed, we used 10 or 11 yr of weekly and hydrologic event-based water-quality sampling along with continuous (1-to 15-min interval) stream flow measurements throughout the period. The amount and type of event-based sampling varied greatly among watersheds (Table 2). At Sleepers River, event samples were split between snowmelt events and storms at other times of the year. Event sampling was uneven throughout the period, with most of the sampling occurring during 5 yr, 2002-2004 and 2008-2009 . Hubbard Brook had the fewest event-based samples; these were a mixture of snowmelt event, storm, and intermittent supplemental baseflow samples. Biscuit Brook event sampling was fairly consistent over the period and focused particularly on snowmelt events, but also included several storms each year that entailed a sample collected on the rising hydrograph limb, near to peak flow, and on the recession limb of each storm. Panola Mountain had the most extensive storm sampling, capturing most of the large storms that occurred during the period. Samples at Panola were not analyzed for DOC for a sufficiently long period to include in this analysis. Storms were sampled at Río Mameyes sporadically through- (Peel et al. 2007 ). § Ecoregion level III and IV from Bailey 1976 , McNab and Avers 1994 , Griffith et al. 2001 , and Bryce et al. 2010 . ¶ Shanley et al. (2004 . # Likens et al. (1967) .
† † Stoddard and Murdoch (1991) . Peters et al. (2000) . § § Murphy and Stallard (2012 , and infrequently for DOC. The amount of event sampling at the different watersheds was considered when drawing conclusions about the resulting load estimates. Sample concentrations, along with stream flow and air temperature data used for concentration regression modeling and load estimation, are documented and included in the supporting information.
Load estimation methodology
Loads for each watershed-solute combination were estimated using three schemes: (1) a periodweighted approach; (2) a regression-model method; and (3) the composite method. Each of these load estimation methods was applied using three data sets: (1) monthly; (2) weekly; and (3) complete (weekly sampling plus event sampling). The period-weighted approach was implemented by linearly interpolating the concentrations between samples. Both regression-model and composite methods require concentration regression models to be developed, and these are detailed in the appendix of the supporting information. Loads for all three methods were then estimated using computer code written in 4D database software (4D, San Jose, CA; Any use of trade, firm, or product names is for descriptive purposes only and does not imply endorsement by the U.S. Government) and are included in the supporting information. The program is an update to code written in 1993 by the lead author and used in the original implementation of the composite method (Huntington et al. 1994, Aulenbach and Hooper 2006) . The code was updated to handle additional concentration regression model variables utilized in this analysis.
Solute variability and diagnostics
Solute concentration attributes and model diagnostics were compiled to classify solute dynamics and to assist in assessing load estimate accuracy and precision. These variables were selected, in part, because they do not require knowledge of the true load estimate, nor require any additional analysis beyond fitting a regression model to calculate model residual concentrations.
The regression model R 2 (adjusted for the number of predictors) represents the variance in concentration explained by the regression model. The standard error (SE) of the concentrations represents the observed sample concentration variance, and the SE of the model residuals represents the remaining unexplained concentration variance after the model fit. Relative SEs were calculated by dividing by the mean of the sample concentrations, and are expressed as a percentage of the mean concentration. Relative SEs should be related to the obtainable accuracy and precision of load estimates, reflecting greater difficulty in estimating loads of solutes that are more variable. Two other useful diagnostics are the autocorrelation (also known as serial correlation) of sample concentrations and of model residuals, which indicate the degree of similarity between adjacent values in time. A period-weighted approach exploits this similarity in concentrations to estimate the concentrations between samples, while the composite method uses the structure of patterns in the model residual concentrations to adjust the model-predicted concentrations to fit the observed concentrations.
Load accuracy and precision
The accuracy and precision of load estimates could be defined by comparison to the true load, if it were known. For this study, we assume that the composite method applied to the complete data set is the "best" estimate of loads that can be made with the samples collected in the analysis. Aulenbach and Hooper (2006) showed that the composite method converged on an apparent "true" load with increased sampling based on a bootstrapping experiment of a rich data set from Panola Mountain for alkalinity and chloride. We used a similar approach herein by comparing the composite method loads using the complete data sets vs. using the complete data set while excluding every other event sample. If load estimates from these two sampling frequencies are similar, this should provide some reassurance that event sampling was sufficient and that convergence on the true load has been nearly reached.
Load estimate accuracy (systematic error or bias) and precision (random error) were calculated for all watersheds and solutes for each combination of the three load estimation methods and three sampling strategies. There are no error estimates for the composite method applied to v www.esajournals.org
the complete data set, as these were designated as the "best" estimate of load to use for comparisons. Accuracies for the period of record were calculated as a percent error, the difference between a load estimate and the best estimate of load, divided by the best estimate of load and multiplied by 100%. The annual and monthly precisions were calculated similarly by calculating the percent errors at annual and monthly time steps and then determining the SE (variance) of all the percent errors. Note that the error assessment in this analysis is for load estimation methodology, sampling approach, and solute dynamics, and does not consider measurement errors in the data such as in streamflow and sample concentrations (e.g., Yanai et al. 2015) . To further simplify the discussion of load errors, we qualified the statistical errors as "good", "fair", and "poor" (Table 3 ). These categorizations are subjective, based on reasonable expectations of accuracies and precisions in load estimates observed in various studies and are not meant to be a definitive measure of quality. Higher levels of error were expected and accepted in the categorization of NO concentrations exhibited dilution (decreasing concentrations with increasing stream flow) at four of the five watersheds; concentrations increased with increasing stream flow at Panola Mountain (Fig. 3) . The relations relationship was much more variable than at the other watersheds, mainly due to the release of SO 2− 4 from soils when the watershed was wetting up.
Dissolved Si had a strong, tight dilution relationship at all five watersheds. This relationship was presumably due to the contribution of more dilute water from shallow flowpaths during hydrologic events.
Dissolved NO Dissolved organic carbon concentrations increased with increasing stream flow at all the watersheds where it was measured (DOC data were not available for Panola Mountain). This increase was likely due to flushing of DOC stored in shallow landscape positions during events. These relations had a high degree of scatter except at Hubbard Brook. Sleepers River and Biscuit Brook DOC concentrations exhibited a "rising wedge" pattern with greater variability at higher discharges.
Model diagnostics and solute yields
The concentration regression model R 2 values, concentration and residual diagnostics, and study period yields (loads per unit area) for the 60 model data sets developed in this analysis are reported in Table 4 , and are summarized by solute in Table 5 . Additional details on the models are contained in the appendix. Average model R 2 values ranged from a low of 0.38 for NO (27%) and Si (33%), and highest for NO − 3 (117%). The relative SE of the residuals was lowest for Si (12%) and highest for NO − 3 (94%). The percentage reduction in variance of the relative SE between the concentrations and residuals was highest for Si (63%) and lowest for NO − 3 (20%), and was related to the amount of variance explained by their models.
Autocorrelations in the concentrations were fairly high and similar for SO ). The amount of autocorrelation removed between the concentrations and residuals was positively related to the amount of variance explained by the models.
Composite method complete data set yields spanned 0.47 (DOC) to 1.46 (NO − 3 ) orders of magnitude (Table 5) . The large ranges are indicative of the diversity amongst the five watersheds for each solute. Yields were highest at Río Mameyes for all solutes except NO − 3 (Table 4) , due largely to the order of magnitude higher specific discharge (stream flow per unit area) observed at this watershed (Fig. 3) .
Categorization of solute responses and load errors
The various solute-watershed combinations can be categorized into three groups, based on aspects of their concentration-discharge relationships ( Fig. 3): (1) solutes with strong, tight concentration-discharge relations where the solute was conservatively transported (Si) or was relatively unreactive, such as SO 2− 4 (except at Panola Mountain) and DOC at Hubbard Brook; (2) solutes where the concentration-discharge relation was more moderate and variable, such as DOC (except at Hubbard Brook) and SO
2− 4
at Panola Mountain, and; (3) NO − 3 , which exhibits a weak to nonexistent concentrationdischarge relation at all sites. These categorizations were helpful in describing the load errors due to similarities in the results within these categories.
Load errors for solutes with strong concentrationdischarge relations
For solutes with strong, tight concentrationdischarge relations (Figs. 4 and 5 ), regressionmodel and composite methods load accuracies and precisions were mostly categorized as good for all three sampling cases. All three sampling cases were characterized by low levels of unexplained variability, with the relative SE of residuals ≤21.5% (Table 4) . Composite method annual and monthly precisions categorized as fair and poor typically had autocorrelation in residuals of <~0.15, which is an indication that the sampling frequencies were too low for the sample concentrations to be representative between samples.
Period-weighted approach accuracies were typically good for the complete data set, but were more biased as sampling frequency decreased. Positive biases were observed for the period-weighted approach weekly and monthly data sets for solutes that exhibited dilution and negative biases were observed for solutes that showed increasing concentrations with increasing stream flow. These patterns of bias result when baseflow concentrations are inappropriately applied to intervening storm periods that contribute a large portion of flow and total load. The converse-storm sample concentrations inappropriately applied to adjacent baseflow periods-may also occur, but it typically does not offset the former effect because it is associated with lower stream flows. Period-weighted approach precisions were good, except when the relative SEs of the concentrations were >~20% and the autocorrelation of the concentrations was <~0.3-0.4 (Table 4) .
Load errors for solutes with moderate concentration-discharge relations
For solutes with moderate and more variable concentration-discharge relations (Fig.  6 ), regression-model and composite methods load accuracies ranged from good to poor, composite method precisions typically ranged from good to fair, and regression-model method precisions typically ranged from fair to poor. Errors were generally greater with less frequent sampling except for regression-model method precisions, which were relatively unaffected by sampling frequency. The greater regression-model method biases observed with decreased sampling frequencies is an indication that the sampling was less than adequate to properly define the concentration-discharge relationship (Smith and Croke 2005) . Period-weighted approach accuracies were typically poor and were more negatively biased with less frequent sampling, as these solutes at these sites exhibited increasing concentrations with increasing stream flow. While average model R 2 values were similar for DOC and SO 2− 4 (Table 5) , SO 2− 4 precisions were better than DOC precisions. Some of these differences are likely related to higher average relative SEs of concentrations and residuals and lower average autocorrelations of concentrations and residuals for DOC compared to SO
2− 4
. Period-weighted approach precisions typically ranged from fair to poor, and were often better than regression-model method precisions, especially for the complete and weekly data sets.
Load errors for solutes with weak concentrationdischarge relations
, which exhibited at best a weak concentration-discharge relation at all the watersheds, errors were much larger than for the other solutes (Fig. 7) , as corroborated by the high relative SEs in concentrations and residuals (Table 4) . Period-weighted approach accuracies and annual precisions ranged from good to poor, and were better at Sleepers River and Biscuit Brook where the relative SE of the concentrations were lower (<100%), and for cases when the autocorrelation of the concentrations were higher and accompanied by more frequent sampling. While composite method accuracies and precisions were similar to period-weighted approach loads for the complete data set at watersheds that had good event sampling (Sleepers River, Biscuit Brook, and Panola Mountain), the composite method was sometimes worse than the period-weighted approach at the reduced sampling frequencies. Regressionmodel method accuracies ranged from good to poor and were typically fair or poor, and were fairly similar to composite method accuracies at weekly and monthly sampling frequencies. Regression-model method precisions were particularly poor, indicating that the models had little ability to predict short-term variations in concentration. Percentage errors in monthly precisions were quite large in some cases (errors >200% not shown in figures). One reason for these large errors is that small differences in monthly loads with very low observed NO − 3 concentrations often resulted in large errors when reported on a percentage basis.
Assessment of true loads
For solutes that have moderate to strong concentration-discharge relations (SO
2− 4
, Si, and DOC), the differences in composite method accuracies and precisions between the complete sampling case and a sampling frequency where every other event sample was included were generally small, ≤±1.5% for accuracy and <3.0% for annual and monthly precisions in most cases (Table 6 ). There were three exceptions with higher monthly precision differences ranging between 4.0 and 6.1%. The smaller differences indicate that the amount of event sampling was sufficient for the composite method estimates to be close to the true loads. Río Mameyes had very few event DOC samples, so while the differences in loads were small for this case, there was little difference between sampling data sets, which makes this comparison for determining convergence inconclusive. Load errors determined for this case are likely less reliable.
, with its poor concentration-discharge relation, the differences in composite method accuracies were small, ≤±1.5%, indicating that the composite method complete sampling case likely approached the period true load. Annual precision differences were low at Sleepers River (1.1%) and Biscuit Brook (1.2%), but were higher at the other three watersheds (3.9-8.0%), indicating approximations of the true loads at only two of the five watersheds on an annual basis. Monthly precision differences were high at all but Sleepers River, and likely indicate that the composite method complete data sets used herein were not sufficient to represent the true loads on a monthly time-step.
dIscussIon
Solute dynamics and load estimation approach
The best overall load accuracies and precisions were achieved for solutes with a strong concentration-discharge relation. For solutes with a moderate to strong concentration-discharge relation, composite method accuracies and precisions for weekly and monthly data sets were almost always as good or better than the other two load estimation approaches, regardless of sampling frequency. Fair and poor annual and monthly precisions with the composite method were related to weak temporal patterns in the residual concentrations (autocorrelation in residuals <~0.15). In these cases the residuals were not particularly useful in improving the load estimates at annual and monthly time scales; similar to findings for suspended sediment with a fairly strong concentration-discharge relation (Aulenbach 2013) .
For the regression-model method, accuracies and precisions were often good for strong concentration-discharge relations, as reported by Preston et al. (1989) , but only where the relative SEs of residuals were ≤21.5% (Table 4) . For moderate relations where the SEs of residuals were higher, loads calculated by regression were typically more biased, while precision was typically fair or poor and relatively unaffected by sampling frequency. Regression models predict the mean concentration response, and shortterm variability is not sufficiently captured in the models to predict loads well at annual and monthly time scales (Aulenbach 2013) .
The period-weighted approach loads were susceptible to bias and imprecision when there was a moderate to strong concentration-discharge relation. Good accuracies were sometimes achieved for the all-sampling frequency cases. Good precisions could be achieved except when concentrations were variable (relative SEs of the concentrations were >~20%) and when there were not strong temporal patterns in concentrations (autocorrelation of the concentrations was <~0.3-0.4); and are consistent with the findings of Kerr et al. (2015) . For solutes with a poor concentration-discharge relation (R 2 < about 0.3), the period-weighted approach may be the best. The regression-model method often exhibited the worst accuracies and precisions of the three load methods. This result is consistent with the findings of Moatar and Meybeck (2005) and Quilbé et al. (2006) who indicated that other methods should be used when regression models are not effective. In this situation, the observed concentrations in the period-weighted approach are preferable to attempting to correct flawed predicted concentrations using the composite method. This approach is supported in that the precision of the composite method for weekly and monthly sampling frequencies is better than that of the regression-model method, but not always as good as that of the period-weighted approach (Fig. 7) . The period-weighted approach has better accuracy and precision when sampling frequency is high and when concentrations are less variable (lower residual SEs) and have stronger temporal patterns (higher autocorrelations).
Diagnostics for estimating errors
Errors were assessed by plotting their magnitude as a function of various pairs of diagnostics. Diagnostics explored included the relative SEs of the concentrations and residuals, the autocorrelations of concentrations and residuals, and the model R 2 values (Table 4) . Errors were assessed only for bias and annual precision, as monthly precisions were not always considered legitimate (Table 6 ). Biases and annual precisions were recalculated for NO − 3 using the complete data set period-weighted approach, as these loads were considered more likely to represent the "true" loads, as previously discussed. Load error estimates for DOC at Río Mameyes were excluded from this analysis, as there were too few event samples to evaluate convergence on the true loads.
For the period-weighted approach, errors were smaller when autocorrelations and sampling frequencies were high, and when relative SEs were low, as indicated by the size of the error bubbles (Fig. 8) . Solutes with strong concentration-discharge relations generally had the best accuracy and precision, as they typically exhibited low relative SEs in their concentrations, and were lower when autocorrelation was higher. Dissolved NO − 3 , with weak concentration-discharge relations, typically had the largest errors, which were associated with high relative standard errors in NO − 3 concentrations, despite having relatively high autocorrelations. The overall effect of autocorrelation makes sense, as the ability for period weighting to estimate load is based on the premise that the concentrations between samples are similar to those of the adjacent samples, and autocorrelation is a measure of similarity between samples. Therefore, the sampling frequency is ac- counted for to some extent in the autocorrelation diagnostic. Smaller errors were associated with higher autocorrelations in concentrations and reflected higher sampling frequencies, as indicated by the line styles of the error bubbles. Loads were also more difficult to estimate accurately for solutes that are more variable (e.g., have higher relative SEs such as NO − 3
). For the two load estimation approaches that employ regression models, the two diagnostics that most influenced bias and precision were the autocorrelation in the residual concentrations and the relative SE of the residuals. Bias patterns for the regression-model and composite methods were similar, and were typically lowest for solutes with strong concentration-discharge relations and highest for solutes with weak concentration-discharge relations (Fig. 9) . These biases were lower than the biases observed for the period-weighted approach (Fig. 8) , except for solutes that had weak concentration-discharge relations (NO − 3 ), which exhibited somewhat higher biases. Biases were larger when the relative SE of the residuals was higher. The relative SE of the residuals represents the remaining variance not explained by the model, and the probability of observing larger biases increases when variance is greater. Biases were relatively uninfluenced by the amount of autocorrelation in the residuals, because deviations from the model tended to cancel out over the period of record. For precision, regression-model method errors were unaffected by the autocorrelation of the residuals, but had poorer precisions than the composite method. The composite method did better when residual autocorrelations were higher, as the stronger patterns in the residuals were used to adjust concentrations based on the observations, thereby improving the load estimates in the short-term. But when autocorrelations were low (<0.2), precisions were similar for the regressionmodel and composite methods, as there was little structure in the residuals by which the composite method could improve the load estimates. Better composite method precisions for individual solute-watershed combinations were associated with higher autocorrelations in their residuals that reflected their higher sampling frequencies.
While the strength of the concentration-discharge relation of each solute was related to its relative SE, resulting in solutes with similar concentration dynamics clustering in particular regions of the diagnostic plots, the magnitude of errors, indicated by the area of the bubbles, show greater dependence on the diagnostics. Therefore, it should be possible to use these diagnostics and the plots in Figs. 8 and 9 to approximate the error for solutes at other watersheds. The approximated errors could also be utilized in sampling design of future studies if expectations of the solute diagnostics can be reasonably approximated. Furthermore, these results can help determine the appropriate load estimation method-the method with the lowest errors. Combining the results from solutes with both strong and moderate concentration-discharge relations shows that the composite method was the best method when autocorrelations in residuals was >0.2, and the regression-model method was preferable when autocorrelations in residuals was <0.2. In contrast, for solutes with weak concentration-discharge relations, the periodweighted approach had the lowest errors. One shortcoming of these diagnostic plots is that no solutes in this study had high variances and low autocorrelations. It is not known how common this combination of conditions might be.
Caveats regarding diagnostics
The diagnostics are a useful guide for approximating uncertainties, but they can sometimes be misleading. While the relative SE of concentrations can be used to estimate the error of the period-weighted approach, this metric is also influenced by the sampling scheme. For instance, if concentration variance was greater at higher stream flows, having fewer event samples would decrease the relative SE of concentrations and suggest a lower level of error. In reality, the underlying relative SE of concentrations that relates to the errors in the period-weighted approach is better characterized with a sufficient number of event samples to represent the concentration variations that exist. While the effect of sampling frequency on the relative SE of concentrations was observed (Table 4) , the effects were generally not large.
Similarly, autocorrelations of concentrations used to assess the errors in the period-weighted approach can also be influenced by the sampling scheme. One might expect autocorrelations to be higher without event sampling because there would be more consistency in concentrations between adjacent baseflow samples than between a baseflow and an event sample, or between adjacent event samples at different stream flows. But the inclusion of event sampling should improve the period-weighted approach load estimates even though the autocorrelation diagnostic might suggest the opposite. In the current analysis this issue was not apparent, as autocorrelations were typically greater for the complete data set than the weekly data set (Table 4) .
Load estimation method selection
Guidelines for selecting the appropriate load estimation method can be made based on the relations observed between the load errors and the various solute dynamics, sampling frequencies, and diagnostics in this analysis (Fig. 10) be relied upon to estimate errors and determine the method based on the lowest errors. While not assessed in this analysis, we expect that the period-weighted approach is not useful for solutes with weak concentration-discharge relations and low autocorrelations in concentrations, similar to what was found for the composite method and low autocorrelations in residuals. A 0.2 autocorrelation cutoff similar to that of the composite method is likely, and below this cutoff, an averaging method is more likely appropriate for estimating loads (e.g., a flow-weighted average).
suMMary and conclusIons
We evaluated solute load estimation methods over a wide range of concentration dynamics for four solutes (SO , and DOC) at five diverse small watersheds. The best approach to load estimation and the corresponding accuracy and precision depended upon specific solute concentration dynamics. By assessing three common load estimation methods (periodweighted approach, regression-model method, and composite method) with various subsets of the data (weekly plus events, weekly, and monthly), it was generally possible to identify the best approach for each solute for the data available.
No load estimation method was always superior. The composite method was the best approach for solutes with moderate (SO at all watersheds except Panola Mountain, and DOC at Hubbard Brook) concentration-discharge relationships (model R 2 values > about 0.3). In these cases, bias and precision were typically categorized as good except where the relative SEs of the residuals were about 15% or more. For solutes with a moderate concentration-discharge relationship, biases ranged from good to poor, and precisions typically ranged from good to fair, with errors generally worse with less frequent sampling. The regression-model meth- od performed almost as well as the composite method when concentration-discharge relationships were strong, but did not perform as well when the concentration-discharge relation was only moderate. The period-weighted approach was typically biased without sufficient event sampling, and precisions were categorized as good only when the relative SE of concentrations was below about 20%. The period-weighted approach was the best approach for solutes with nonexistent or weak concentration-discharge relationships (NO − 3 ; model R 2 values < about 0.3). Period-weighted approach biases and annual precisions ranged from good to poor, and were better when the relative SE of the concentrations was lower and for cases when the autocorrelation of the concentrations was higher and accompanied by more frequent sampling. The regression-model method was often biased, an indication of either weak or poorly fit models. Regression-model precisions were particularly poor as the regression models had little ability to predict short-term variations in concentration.
Sample and model diagnostics can be used to select the most appropriate load estimation method and approximate the bias and precision expected without the need for more complex over-and sub-sampling analyses. For the periodweighted approach, the relative SE of the concentrations and autocorrelation of the concentrations were useful diagnostics, with more accurate and precise estimates when relative SEs were lower and autocorrelations were higher. For methods that used regression models, the relative SE of the model residuals was a good indication of errors, while autocorrelation in the residuals indicated how useful the composite method would be at improving precision at shorter reporting intervals compared to a regression-model method. But when autocorrelations were <0.2, precisions were similar for both methods and the simpler regression-model method should be used. These guidelines should be applicable to other load estimation studies.
