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Letter Recognition and the Segmentation 
of Running Text 
D. O. CLAVER, M. B. CLOWES,* A~D J. R. PARKS 
A utonomics Division, National Physical Laboratory, Teddington, 
Middlesex, England 
A model is proposed for recognizing the individual characters 
in running text without preliminary segmentation. The model em- 
ploys a hieraehy of transformations which retain the two dimensional 
form of the original pattern. Using a computer simulation preliminary 
experiments on a limited alphabet indicate the potential power of 
the model to recognize textual material. Numerical results are given 
for a range of character spacings and variation in some parameters 
of the model. 
I. INTRODUCTION 
The development of pattern recognition algorithms is in part the 
search for pattern transformations which yield certain types of in- 
variance. In character ecognition, examples of such transformations 
include: the use of "intrinsic" equations as derived from curve follower 
techniques (Greanias et al., 1963; Grimsdale t al., 1959; Sherman, 1959; 
and others); the derivation of measures relating to the moments dis- 
tribution of the character (Alt, 1962; Guiliano et al., 1962); the use of 
measures derived from autocorrelation and related transformations 
(Itorwitz and Shelton, 1961; Clowes and Parks, 1961). All of these 
transformations are specifically designed to secure invarianee to rigid 
translations and or rotations of the character. I t  is usually claimed for 
these techniques that invariance to other types of pattern variability 
will be obtained. Thus with the curve follower techniques considerable 
invarianee to nonrigid translations and rotations of the pat tern  is 
claimed, while the use of a continuous rather than a binarized pattern 
representation i  some versions of the autoeorrelation transforms 
* Present address: Computing Research Section, C.S.I.R.O., Canberra, Aus- 
tralia. 
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h a defiant stand of 31, made 
singles, and occupying 65 minutes. 
(o) Good quality news print 
247 
good start with the UK 
(b) Xero-graphically reproduced type script 
the aesi  of & simple 
(c)  Typescript - new ribbon 
FIG. 1. Examples of printing which cannot be reliably segmenr~ed 
(Clowes and Parks, 1961) was intended to provide invariance to quality 
changes. These position invariant transformations can however be 
criticized on the ground that they are only applicable to isolated char- 
acters and that the operations necessary to isolate individual characters 
in, say, running text are tantamount to a degree of positional control 
which if attainable would obviate the necessity for position invariant 
techniques. We believe this criticism to be essentially valid when applied 
to running text and indeed to any letter format requiring precise seg- 
mentation. 1 
In addition to the spatial precision implied by such segmentation 
techniques, it may also be questioned as to whether correct segmentation 
is always possible. By correct, here, we have in mind that error rates of 
segmentation should not exceed the recognition error rates of say the 
0.1% obtained by Igamentsky and Liu (1963), and assumed by those 
1 Finding a clear vertical white line between, and only between adjacent char- 
acters. 
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FIG. 2. Transformation for detecting specific local features in the character 
developing 5{[T algorithms. That segmentation errors may approach 
this figure in typescript appears to have been recognized (Stevens, 1961); 
it may, however, also be present with letterpress (Fitzmaurice, 1962) 
(Fig. 1). 
In the light of this difficulty and of the apparent incompatibility of 
precise spatial segmentation and position invariant ransformation, we 
have carried out a limited study of the ability of a recognition algorithm 
derived from one of these transformations to recognize letter sequences 
in the absence of any prior segmentation process. 
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II. BACKGROUND 
A. POSITION-INYARIANT PATTERN MEASURES 
If we define a pattern as a density function d(r) on a two dimensional 
region R then the integral over the surface of the product of the pattern 
d(r) and an identical copy displaced by an amount defined by the 
vector a, d(r ~- a) given by 
E (a )  = f£  d(r) d(r ~- a) gS (1) 
is a function of a (Fig. 2a). I t  is independent of the origin of r, that is, 
it is invariant under translations of the pattern. For recognition pur- 
poses, this distribution E(a) may be employed in a decision procedure 
utilizing two dimensional cross-correlation with a set of standard 
distributions (Horwitz and She]ton, 1961). Alternatively E(a) may be 
sampled by constraining the range of a as, for example, 1 a t = Constant. 
The resultant function E(0) (dependent upon 0, the direction of dis- 
placement only) may be utilized in a unidimensional cross-correlation 
decision procedure (Clowes and Parks, 1961). The descriptive power 
of these one or two-dimensional transforms E(a) may be enhanced by 
introducing additional terms into (1): 
E~(a, b, c, . . . )  = ff~ d(r q- a) d(r q- b) d(r q- c) . . .  dS (2) 
There are n vectors in the set a, b, e . . .which is called an n-tuple. 
Useful discriminatory power is only obtained if n > 3 : Clowes (1962) 
employed n = 5 while Kamentsky and Liu found n = 7 to be optimal. 2
It  is necessary moreover to employ a number of transformations 
E1, E2, • • • E l ,  • • • Er ,  if sufficient information for recognition is to be 
obtained. For each transformation E~ a different n-tuple is defined. 
For recognition of a complete alphabet or a mixed-font problem values 
of I of up to 96 have been employed. 
The transformation (2) can only assume nonzero values if for some 
value of r, all the terms within the product are simultaneously nonzero. 
Thus E represents only configurations of black picture elements. In 
order to obtain transformations which relate to white as well as black, 
picture elements--an important requirement--it is necessary to modify 
2 Kamentsky and Liu called their  transformations "logic circuits," the value 
of E being restricted to 0 or 1. 
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the transform (2) to include one or more terms in which the "sense" 
of d is inverted. 
Defining d'(r) = 1 - d(r), (2) may be rewritten 
E~(a, b, c, .-. x', . . . )  = ff~ d(r -~ a) . . .  d'(r + x) ..- dS (3) 
The notation x' is purely conventional, indicating a term in d'(r ~ x). 
Any selection of the terms in the n-tuple can be inverted in this way. 
Up to this point d(r) may be considered as either a binary or a con- 
tinuous variable. For convenience it will now be assumed to be a binary 
variable, d(r) = 1 or 0; however the operations described can be inter- 
preted for a continuous variable, 0 < d(r) =< 1, when d(r) represents he 
true density function. 
While we have described the operation in terms of vector sets an 
alternative approach is possible in terms of "n-tuples" as defined by 
Bledsoe and Browning (1959). They described two-dimensional patterns 
in terms of Boolean functions of sets of n selected points fixed in the 
input retina or matrix. They allowed n to range between 2 and 7. The 
"logic circuit" of Kamentsky and Liu has an output equivalent to a 
single Bledsoe and Browning n-tuple OR'ed in all possible retinal posi- 
tions. The value of E ~ in (3) is given (for a binary pattern) by the sum 
of the (binary) outcomes of a corresponding Bledsoe and Browning 
n-tuple evaluated in all possible retinal positions. To realize (3) by an 
exhaustive search over all retinal positions would be uneconomic for 
large values of n and I. A search can be avoided if the whole retina or 
substantial segments of it can be addressed in parallel for computational 
purposes: this assumption underlies all the "autocorrelation" techniques 
described above, and in the algorithm which forms the basis of the 
present study. It will however be convenient to refer to the trans- 
formation defined by Ei ~ as the ith n-tuple, it being understood that 
this is a position invariant operation of the type expressed by (3). 
B. STtL~-TEGIES IN THE SELECTION OF POSITION-INvARIANT n-TUPLES 
Proceeding from the widely-used "local feature" description of alpha- 
numeric characters (Bomba, 1959; Greanias et al., 1963), Clowes and 
Parks defined three-term transformations (n = 3) in which the magni- 
tudes of a, b, c, . . .  were small so as to link the information bearing 
elements of E ~ with local properties of the pattern (Fig. 2). The magni- 
tude of any vector was limited to one-half of the character height. It 
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Fro. 3. n-tuple constraints used by Kamentsky and Liu with lower case "o" 
superimposed to indicate scale. 
was clear that measures of this "local" type distinguish only weakly 
between characters which locally are similar, e.g., 6 and 9, b and p etc. 
In order to improve discrimination between character classes the 
transformation was applied separately to specified regions of the char- 
acter, e.g., "top," "bottom," these regions being defined with reference 
to some position-sensing device. While the position invariant trans- 
formation still generalized position within a zone, the approach has 
clearly lost much of its attractiveness. Accordingly, Clowes (1962) re- 
turned to the use of completely position-invariant transformations 
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Fro. 4. General schematic diagram of processing algorithm 
in which the "span" of the n-tuple was such as to identify not only the 
type of local feature present, but also its relative location in the char- 
acter. This approach employed a vector set some members of which 
had a modulus comparable with the height of the character. Even for a 
single style it proved extremely sensitive to character noise and would 
clearly have been quite inadequate for relatively minor changes of 
style. In both these studies, selection of n-tuples proceeded by a manual 
trial and error method which was constrained to provide transforms 
(El ~, EF', . . . )  whose values could be predicted by inspection from the 
idealized characters. 
Kamentsky and Liu eschewing intuitive selection procedures defined 
an algorithm by which an n-tuple initially generated at random could 
be subsequently accepted or rejected on the basis of measures of its 
effectiveness. In order to place some bounds upon the search space they 
defined three types of field (Fig. 3) which define the values which can 
be assumed by any vector in an n4uple. On the basis of spatial extent 
it seems plausible to label Figs. 3a and 3b "local" transformation sets 
and Fig. 3c global. That is, Kamentsky and Lin used position invariant 
n~easures of both local and global properties of the pattern evaluated 
independently. We have previously employed only one or the other. 
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FIG. 5. Detailed example of the steps in processing applied to a sample tex~ 
III. AN HIERARCHICAL ALGOI~ITHM FOR PATTERN 
RECOGNITION 
The product d(r). d(r + a) within the integral in Eq. (1), and repeated 
in various modified forms in later equations represents a transform of 
the pattern d(r) which is itself a two-dimensional pattern. This trans- 
formed pattern may in turn be subject to similar transformations 
resulting in further patterns. In the algorithm to be described the input 
pattern d(r) is subject o a series of transformations preserving through- 
out a two-dimensional format. That is, no summation or integration 
will be carried out. 
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Figure 4 presents a schematic diagram of the algorithm while Fig. 5 
illustrates in detail its application to a fragment of text. The following 
formal account of the transformation and decision procedures is pri- 
marily intended to provide a terminology and notation for the descrip- 
tion of results. Some of the processing steps do not lend themselves 
readily to formalization and the reader may find it helpful to consult he 
illustrations. 
Omitting the integral signs in Eq. (3) we obtain 
F~(r, a, b, c, . . -  x', -- .)  = d(r + a) d(r ~- b) . . .  d'(r ~- x) . . .  (4) 
There will be many such transforms F1 ~, F2 ~, .. • , each of which may be 
regarded as a two-dimensional representation of d(r) in terms of a 
property defined by the corresponding n-tuple. If a, b, c , . . .  x ~ are 
small these representations reflect he occurrence of specific local proper- 
ties of d(r). 
We can now evaluate global properties of d(r) by a set of transforms 
T1 n, T2 n, . . .  TJ', . . .  Tj" of a type similar to (4) but containing terms 
in F ~ rather than d. Thus a typical T transform would be 
T~(r) = F,(r  + a)F~(r + b) --- FJ(r  + x) . . .  (5) 
where, as before, F'(r) = 1 - F(r). Greek subscripts are used to indicate 
nonsequential selection of F's. 
However, the global properties we wish to evaluate are concerned 
only with the approximate relative positions of local properties in order 
to achieve a measure of style invariance. We can effect this by "blur- 
ring" or reducing the resolution of F(r). Two methods of obtaining this 
loss of resolution may be employed. In one the function F~(r) is sub- 
jected to an "OR"-ing procedure, the resultant function being repre- 
sented on the same scale as the original. This operation may be described 
formally in terms of a thresholding procedure: 
St(r) = ¢{F~(r) + F~(r + t) + F~(r + u) . . .  } (6) 
where ¢{X} = 1 for X > 1, and ¢{X} = 0 for X < 1, X being the 
value of the expression within the brackets { } in (6). For small values 
of ] t l, I u [ etc. this results in a loss of "detail" in F(r). 
A second procedure subjects F(r) to a similar "OR"-ing operation 
but the resultant function is represented on a scale of lower resolution 
consistent with the loss of detail introduced. This compression of the 
picture may be represented 
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S~(z) = ~{Fi(r) -k F~(r -k t) -k F~(r -b u) + . . .  l (7) 
where Iz I -- l r I/k, k being a positive integer and the vectors t, u, etc. 
covering the interval between r and r % k. In this process not only is 
there a loss of detail but also a reduction in size since one picture element 
of Si (thinking in terms of a matrix representation) corresponds to k 
elements of F~. 
While this second procedure is more economical of storage space and 
of subsequent computation, it can introduce rrors in spatial quantiza- 
tion which do not occur in the former procedure. We have found it 
convenient to use a combination of these procedures so that in general 
each F(r) is replaced by a blurred and compressed version S(z). 
It  is this function S(z) which is operated upon by the T transformation 
so that Eq. (5) becomes 
T~(z) = S. (z  + a)Sa(z + b) . . .  S~'(z + x) . . .  (8) 
where as before S'(z) = 1 - S(z). 
The transform (8) forms a set T1, T~, . . .  Tj of representations of 
the pattern in which nonzero points reflect global properties in d(r) in a 
different way to the global n-tuples discussed in Section II, B. Different 
transforms T1, T2, .-- of the four letters t-h-e-n in context (Fig. 5) 
illustrate the increased iscriminatory power of these global representa- 
tions as compared with the local transforms $1, $2 etc. For the cth 
character class Cc we may expect several T transforms to be reliably 
nonzero (or reliably zero) and that nonzero elements of different T's 
arise in the same local region of z. The evidence from this set of T-trans- 
forms may be combined linearly so that for, say, the second character 
class (C2) we might have 
V~(z) = T,(z) -k Ta(z) . . .  (9) 
In our study we have evaluated a mutually exclusive set of T's for each 
class (4 T's per class, 40 T's in all). We can regard V as a linear dis- 
criminant function which can now be subjected to a threshold to give a 
decision: 
U2(z) = 6,{ V2(z) + V2(z + h) + V2(z + k) . . .  } (10) 
where 
$~{X} = 1 for X _-> H implies unknown belongs to C2 
~,{X} = 0 for X < H implies unknown does not belong to C2 
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t t t t t  
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FIG. 6. Typical characters used to construct exts. Note range of vertical 
alignment and detail variation in outline. Left hand specimens were used as 
standard characters. 
In this decision rule the vector set h, k, . . .  determine the region of z 
on which a decision will be based, while H controls the total "score" 
required in this region to produce an identification "C". 
Each resultant two-dimensional function Uc can be relabelled with the 
name (0, 1, 2, . . .  a, b, c . . . )  of the corresponding character class as 
illustrated in Fig. 5. The entries in each function are a classificatory 
decision or output. 
IV. EXPERIMENTAL STUDY 
The experimental study was performed with the aid of a computer 
simulation of the algorithm. 
A. SPECIF ICATION OF TRANSFORMATIONS 
The material. The patterns are represented in binarized form on a 
quantizing matrix 48 cells high and in effect indefinitely wide. In this 
preliminary study, a very limited test ensemble of the ten most fre- 
quently oecuring lower case letters of the alphabet, e, t, a, o, n, r, i, s, h, d 
(Pratt, 1939) was employed. A standard version of each character was 
prepared, together with four test versions produced by displacing the 
sample on the quantizing matrix. This produces test patterns which vary 
in location within the matrix (Fig. 6) and also in their geometry due to 
quantization changes. 
The first order transformations S. The selection and modification of 
n-tuples and decision rules has throughout proceeded manually. A set 
of 12 transforms F1 • • • F12 was defined. Each represents ideally a routine 
for detecting a geometrical property common to some fraction of the 
ten classes of character. These properties are selected by inspection and 
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Fro. 7. Showing the relationship between some n-tuples and the corresponding 
geometric features. 
comparison and each n-tuple was tested on the ten "standard" char- 
acters in isolation. The n-tuples and corresponding (local) properties are 
illustrated in Fig. 7. 
Reduction of resolution. The reduction of resolution, as indicated 
earlier, was achieved by the combination of two types of operation (6) 
and (7). A "blur" whose magnitude could be varied (Eq. (6)) was 
followed by a fixed picture "compression" (Eq. (7)) in the vertical 
direction only. The values of k and the vectors t, u, v, • • • being such as 
to "OR" together adjacent columns of 8 picture elements o as to reduce 
the height of the picture 8:1 (Fig. 5). In the development of S and T 
n-tuples no blur was used. 
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The second order transformations T. For each character class four T 
transforms were developed in a similar manner to that described above. 
Trial and error testing was carried out in addition on the standard 
characters in text format. This consists of a string at least 110 characters 
in length, ordered so as to produce juxtapositions of all possible pairs of 
the ten characters. In developing the T transforms a fixed intercharacter 
separation of 1 column of picture elements was used. 
Decision rules. Each linear function V~ . . .  is formed by summing 
over the four T transforms designed for each character class. The 
maximum score obtainable by an element of the V~(z) array is 4 corre- 
sponding to co-occurrence of nonzero elements in all four transforms for 
the cth class. We have used threshold values of (i) H = 4 and H = 3 
over a decision region containing a single element of V(z) and (ii) values 
of H = 8, H = 6 for a decision region containing two horizontally 
adjacent elements of V(z). 
B. R~SULTS 
The basic measurements we wished to make concern the performance 
of the algorithm on running text without prior segmentation i to char- 
acters and with varying amounts of positional generalization. The test 
material for this measurement consisted of the four nonstandard samples 
of each character ordered to form an "all-pairs" string, the inter- 
character separation being an experimental variable. For large separa- 
tion we are approximating the "segmented" condition; degradation of 
performance with decreasing separation is therefore a measure of the 
algorithm's ensitivity to "context." 
Two aspects of the algorithm could be manipulated, these concern 
the "blur" introduced by (6) and the decision parameters. Accordingly 
TABLE I 
Decision 
parameters Inter- 
Test material Blur character % Correct % Errors 
H Decision separation 
region 
Standards None 4 Single Large 100 0 
(10) Element 
Standards None 4 Single 1 76.3 0 
(10) Element 
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Decision 
Parameters Inter- 
Test Blur character % Correct % Error 
Material Decision separation 
H region 
Test Char- (a) None 4 1 Large 32.5 0 
aeters (b) V 4 Element Large 70 0 
(4 X 10) (c) H and V 4 Large 95 0 
(a) None 6 2 Large 40 0 
(b) V 6 Elements Large 80 0 
(e) H and V 6 Large 97.5 0 
TABLE I I I  
Decision 
Test Parameters Inter- 
material Blur character % Correct ~o Errors 
H Decision separation 
region 
Test char- 4 1 Element 1 80.9 12 
acter (c) H and V 6 2 Elements 1 87.3 21 
(110) 8 2 Elements 1 67.3 0 
we attempted to discover the optimum settings of these aspects within 
the limits of variation imposed by time and feasibility. The baseline 
from which this optimization must be measured is given by the recogni- 
tion performance after final specification of the two transformations 
S, T. Table I shows the performance with the ten standard characters 
in isolation, and again with the ll0-1etter string with a separation of a 
single picture element and no "blur." 
In the event hat no Uc exceeds threshold, the character is rejected so 
that (% correct + % error) will not be 100. The error score includes 
substitution errors in which a character is wrongly identified and 
insertion errors where a spurious identification is made, e.g., when r 
followed by n is called r -n -n .  
We may compare performance upon the "standards" in isolation with 
the test material similarly isolated. Table II shows that only a third of 
the test characters were correctly recognized in the absence of blur as 
compared with the complete accuracy on the standards. This indicates 
the extent of the difference between standard and test characters and 
the effects of spatial quantization i troduced by (7). The effect of blur 
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FIG. 8. Sample text of zero and two unit  spacing with experimental results 
TABLE IV 
Decision 
parameters Inter- 
Test Blur character % Correct % Errors 
material H Decision separation 
region 
Test char- 0 55.5 15.6 
acters (c) H and V 4 1 E lement 1 80.5 5.9 
(220) 2 87.0 1.3 
3 89.6 0.9 
4 91.9 0 
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FIG. 9. Summary of experimental results showing the distribution of errors 
with character classes and also the nature of the errors. 
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was studied under two conditions. In (b) copies of F(r) displaced 4-1 
cell and 4-2 cells vertically were "OR"-ed with the undisplaeed original. 
In (c) two further copies displaced 4-1 horizontally are added to those 
specified in (b). With either of the two types of decision rule employed, 
position generalization powerfully improves recognition accuracy for the 
standard characters. 
In text format, Table III, with position generalization condition (e), 
the performance is poorer and for the first time errors are made. In- 
spection of the sample texts in Fig. 8, shows how many of these errors- 
'spurious' recognitions--arise from two characters in close proximity. 
On the basis of Tables II and II I  we selected blur condition (e) a 
decision rule of H = 4 and a single element decision region to study the 
effect of intereharaeter separation on recognition performance. We 
increased the length of the string of test material to 220 characters, thus 
further diversifying the test material, and tested a range of separations. 
Normal text spacing would be perhaps 2 units on this scale. At this 
spacing the algorithm is correctly recognizing 87 % of the 220 characters 
tested and is in error to the extent of 1.3 %. The distribution of errors 
among letter classes is shown in the histograms in Fig. 9. A large number 
of errors of omission (rejects) occur in respect of i. 
VI. DISCUSSION 
The algorithm described here is based upon our experience of earlier 
position invariant recognition systems. At this time it includes a variety 
of ad hoc features whose validity will be tested by future developments. 
In particular the anisotropy in the picture compression operation (7) 
we adopted is difficult o justify. 
Judging from the results detailed in Table IV for zero separation of 
letters, any further loss of resolution in the horizontal direction imposed 
by the F---> S operation would probably lead to impairment of per- 
formance. Such an impairment might be offset conceivably by the use 
of context such as could be obtained by extending the T-transforms so 
as to reflect co-occurrence of "local features" within a digram or trigram. 
That is, the reliability with which a particular T-transform signals a set 
of letter-classes might be improved by taking into account contextual 
constraints as they appear geometrically. Decision units would then 
approximate o syllables rather than letters. On this analysis it would 
appear that the current asymmetry in F--~ S arises from the use of a 
decision procedure which works on a letter-by-letter basis for material 
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(running text) having a naturally larger decision unit. For application 
to handwritten umerals where the decision unit is the single character, 
and intercharacter separation is usually adequate, we would expect o 
employ an F --* S operation more nearly isotropic in x and y. 
These questions can only be answered by further research :8we regard 
our present results as being sufficiently encouraging to warrant a large 
scale study. Indeed this investigation was mounted with just that 
limited objective. That the position-invariant n-tuple approach to 
pattern recognition is at least as promising as any other current ap- 
proach has been established, in our view, by the results reported by 
Kamentsky and Liu. Attempts to estimate program complexity for 
comparison with other methods are necessarily difficult: it would appear, 
however, that the number of different n-tuple operations performed 
(52 compared with 30-40 in the comparable 10-symbol study by 
Kamentsky and Liu (1963 b)) could be reduced by relaxing the mutually 
exclusive criterion in the selection of T-transforms and adopting a more 
powerful decision procedure. This will be particularly necessary in any 
extension of the present proposal to a larger alphabet. Moreover a 
change from manual selection procedures to statistically-controlled 
evaluation of n-tuple operations will have to be introduced although we 
do not feel justified in eliminating the designer completely. In particular, 
in the design of F-transforms we regard the designer's innate knowledge 
of the geometry and topology of two-dimensional patterns as being 
difficult to replace. We expect therefore that some form of machine- 
aided design concept will be necessary in which the human designer can 
call for information of a statistical nature to aid the geometrical decision- 
making which will remain largely his prerogative. 
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3 Subsequent development has centered on the clarification of the structure of 
this hierarchy of transformations. A partial account of this is to be found in a 
paper by one of the authors (M. B. C.), "Perception, Picture Processing and 
Computers," in "Proceedings of the First Edinburgh Workshop on Machine 
Intelligence," edited by D. M]chie, to be published by Oliver and Boyd, Spring 
1966. 
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