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VALUED MODULES OVER SKEW POLYNOMIAL RINGS I
GO¨NENC¸ ONAY
Abstract. We introduce a notion of valued module which is suitable to study
valued fields of positive characteristic. Then we built-up a robust theory of
henselianity in the language of valued modules and prove Ax-Kochen Ershov
type results.
1. Introduction
A valued abelian group, is an abelian group M together with a linearly ordered
set ∆ and a function v :M → ∆, such that
a. v(x± y) > min{v(x), v(y)}
b. v(x) =∞⇔ x = 0
where ∞ is the maximum of ∆.
A module such that the underlying abelian group is valued will be called a val-
ued module. Depending on the context one wants to study, various compatibility
assumptions relating the valuation v and the action of scalars are considered in the
literature. The first article on the subject that the author is aware of is due to Fleis-
cher ([5]); it extends the notion of Krull valuation to modules where v(x.r) > v(x)
for any scalar r and proves the equivalence of maximality and (pseudo-) conver-
gence of pseudo-Cauchy series. In Rohwer’s thesis ([14]) modules are also used to
understand the model theory of valued fields of positive characteristic or more gen-
erally valued difference fields. In more recent articles of Point and Be´lair [1] (resp.
Maalouf [9]) valued modules (resp. vector spaces) are studied.
Similarly as in [14], we are interested in modules which come from the theory
of valued fields in characteristic p > 0. The rings that we will consider are unitary
and arise as K-subalgebras of the endomorphisms ring of a field K generated by a
distinguished endomorphism ϕ over K.
Definition 1.1. Let K be a field and ϕ a ring endomorphism of K. The ring
K[t;ϕ] is given as a set by formal sums
∑
i∈N t
iai where t is the indeterminate,
ai ∈ K and {i ∈ N | ai 6= 0} is finite. The addition is defined term by term and
the multiplication obeys the (non-)commutation rule: at = tϕ(a). More precisely,
(1)
∑
i∈N t
iai +
∑
i∈N t
ibi =
∑
i∈N t
i(ai + bi)
(2)
(∑
i∈N t
iai
) (∑
i∈N t
ibi
)
=
∑
i∈N t
ici where ci =
∑
k+l=i ϕ
l(ak)bl.
Most often for fixed K and ϕ we will refer to this ring K[t;ϕ] as R. Any
field K of characteristic of p > 0 has a natural module structure over its ring of
additive polynomials: these are polynomials of the form
∑n
i=0 aiX
pi , where the
ring operations are given by usual addition and (right-)composition. This ring
is isomorphic to the ring K[t;Frob] where Frob is the the map x 7→ xp. It is
widely believed that serious problems in the model theory of valued fields in positive
characteristic arise from additive polynomials (see for example [18]). Studying and
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axiomatizing the underlying ultrametric module structure can be considered as an
abstract analysis that isolates this phenomenon. Note also that any valued field
together with an arbitrary automorphism inherits an analogue module structure.
After the famous Ax-Kochen and Ershov (A-K, E) theorem which provides a
corrected form of a conjecture of Artin1, there were similar theorems permitting to
understand the first order theories of some other class of valued fields (see [17]) for
a survey). In this paper, we establish (A-K, E) type results by proving a relative
elimination of quantifiers for modules called henselian divisible valued R-modules.
We first observe the theory of that divisible valued modules is not suitable to reach
our aim (cf. counter example 3.26 and the remark which follows). Thus we add an
extra assumption on the valuation, which comes from an interpretation of Hensel’s
lemma as a local inversion theorem. More precisely, in this context, there is an
abstract analogue of the maximal ideal of a valuation ring; call this M>θ and then
our assumption asserts that the multiplication by some special elements of R (we
will call them separable polynomials) induces a bijection M>θ →M>θ
Fix R = K[K;ϕ] as above for given ϕ and K. In our model theoretical setting
valued R-modules are considered in the two sorted first order language
L := {0,+,−, (.r)r∈R} ∪ {<, τ,∞, (Rn)n∈N} ∪ {v}
where
(1) the module sort language is LMod(R) := {0,+,−, {.r}r∈R} (which is the
usual language of modules),
(2) the value set sort language is LV := {<, τ,∞, (Rn)n∈N} with τ a unary
function symbol and Rn a unary predicate symbol for each n,
(3) v is a unary function symbol to be interpreted as the valuation.
We describe now the content of our paper.
In section 2, we consider pure R-modules and describe the completions of the
theory of divisible R-modules as follows:
Theorem 1.2. Any complete theory of non zero divisible R-modules admits elim-
ination of quantifiers and is obtained by specifying for each irreducible q ∈ R, the
number of elements annihilated by q.
In the Section 3, we introduce valued R-modules (M,∆, v) which by definition
satisfy the following compatibility properties:
(1) v(x.λ) = v(x) for all unit λ in R.
(2) The map x→ v(x.t) induces a strictly increasing function τ : ∆→ ∆ and
there exists at most one value θ ∈ ∆, such that, if r ∈ R \ {0} and x ∈ M
with v(x) 6= θ, then v(x.r) = τk(v(x)) for some k ∈ N depending only on r
and v(x).
Note that any valued field (U, v) of characteristic p > 0 inherits naturally a
valued K[t;Frob]-module structure where K ⊆ U is trivially valued by v and the
function τ is γ 7→ pγ.
We then investigate the L-theory of henselian and henselian divisible R-modules.
We have the following main theorem which enables us to recover the theory of a
divisible henselian valued R-module from the theory of its value set (in LV ) and
from the theory of its torsion submodule (in LMod(R)) which, in some sense, plays
the role of the residue field.
1Artin conjectured that the field Qp is C2 (i.e. every homogeneous polynomial of degree d with
> d2 variables has a non trivial zero) for any prime p. This is false by a result of Terjanian (see
[16]).
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Theorem 1.3 (A-K,E ≡). Let (F, v) and (G,w) be two non zero henselian divisible
modules such that Ftor and Gtor are elementary equivalent as LMod(R)-structures
and v(F ) and v(G) are elementary equivalent in the language LV . Then (F, v) and
(G, v) are elementary equivalent as L-structures.
This article corresponds to Chapters Two and Three of author’s thesis (cf. [11]).
2. Divisible R-modules
First, we quickly summarize some basic algebraic facts about the rings over which
we will consider our modules. Once can refer to [2] section 2.1 for more details.
Let K be a field and ϕ a field endomorphism of K. Set R := K[t;ϕ], the ring of
ϕ-twisted polynomials in the variable t (see Definition 1.1 in Introduction). We will
mean by polynomial any element of this ring. Each r ∈ R can be written uniquely
as
∑
i∈N t
iai, with I := {i | ai 6= 0} finite. The ring R is equipped with the degree
function defined by deg(r) = max I (with the convention that max ∅ = −∞). We
have deg(pq) = deg(qp) = deg(p) + deg(q). Note that R is a domain, i.e. has no
zero divisors. The set of units of R is K× and together with the function deg, R
is right euclidean (and hence right principal)2 : for all q, q′ ∈ R with q′ 6= 0 there
exists r, r′ ∈ R such that q = q′r′ + r where deg(r) < deg(q′) and r is unique up
to right multiplication by a unit. We say that q′ divides q if q is a right multiple
of q′, that is if r = 0 above. For any non zero a and b there exists a unique monic
common divisor of maximal degree, denoted by gcd(a, b).
Furthermore, by the commutation rule at = tϕ(a), any non zero element q can
be written as
(1) q = tnq1 . . . qs
where t and the qi are irreducible. Note that R is in particular a right Ore ring,
that is every two non zero elements a and b have a non zero common right multiple.
Taking into account the degree function there is a common right multiple of least
degree unique up to a unit: we denote it lcm(a, b) as usual. As any Ore ring, R is
embedded into a smallest (right-)division ring, called its skew field of fractions.
Notation 2.1. We will denote by D the skew field of fractions of R.
Any R-module that we will consider is a right R-module, and we will simply say
R-module.
The following result is an easy observation as in the case of a torsion free divisible
abelian groups:
Lemma 2.2. Any torsion free divisible module over a Ore ring S has a unique
vector space structure over the skew field of fraction of S. In particular, every
divisible torsion free R-module is a D-vector space.
Notation 2.3. Let M be an R-module. We denote by Mtor the set
{x ∈M | ∃r ∈ R \ {0} such that x.r = 0}.
Lemma 2.4. If M is a divisible R-module then Mtor is a divisible submodule of
M .
Proof. Since R is a Ore ring, Mtor is a submodule (cf. [3] proposition 3.5). More-
over, if 0 6= x ∈ Mtor, with q ∈ R \ {0} such that x.q = 0 then, for all r ∈ R \ {0}
and for all y ∈M such that y.r = x, we have y.rq = 0. Therefore y ∈Mtor, which
shows that Mtor is divisible. 
2 Note that this ring is also left euclidean whenever ϕ is an automorphism.
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Remark 2.5. Any torsion free non zero divisible R-module is infinite since it is a
D-vector space.
Furthermore if M is a non zero divisible R-module then for every r 6= 0, M.r =
M 6= 0. Hence Mtor.r 6= 0 when r 6= 0 and Mtor 6= 0. In particular, Mtor is infinite
if it is non zero, since otherwise, the least common multiple of annihilators of non
zero elements of Mtor would annihilate Mtor.
Recall that a module I over a ring S is said to be injective if for any given
inclusion of S-modules N ⊆ M , and any homomorphism f : N → I, f admits an
extension to M .
In the following lemma we state that in the case of R-modules the notions of
injectivity and divisibility coincide, and we also summarize well-known facts about
injective modules that we will frequently use in the rest of this paper.
Lemma 2.6. Let S be any ring.
(1) A divisible module over a right principal ring is injective, and an injective
module over a domain is divisible. In particular for every R-module M , M
is divisible if and only if it is injective.
(2) Any injective S-module is a direct summand in every S-module which con-
tains it.
(3) Any S-module M has an extension N ⊇M maximal with the property
X ∩M 6= 0 for any non zero submodule X ⊆ N.
N is called an injective hull of M and is unique up to an M -isomorphism
of S-modules.
(4) Let N ⊇M be R-modules. If N is an injective hull of M and x ∈ N \ {0},
then there exists r ∈ R such that x.r ∈M \ {0}.
Proof. We refer to [7] (p. 156-164). The last assertion is Exercise 3. page 164. 
Definition 2.7. For R-modules M ⊆ N , where N is divisible, we call divisible
closure of M any injective hull of M inside N .
Remark 2.8. (1) Let M ⊆ E ⊆ N be R-modules, with E and N divisible.
Then E is a divisible closure of M , if and only if for all x ∈ E there exists
a non zero r ∈ R such that x.r ∈ E. Moreover note that E can be different
from
{x ∈ N | ∃r ∈ R, r 6= 0 & x.r ∈M}.
(2) By lemma 2.6, divisible closures of an R-module are isomorphic as pure
modules. When we will consider valued modules we will see that the vari-
ous divisible closures are generally neither isomorphic nor even elementary
equivalent as valued modules (see Proposition 3.26 and Corollary 3.27).
The following observation is essential:
Lemma 2.9. Let M be an R-module, A ⊆ M a submodule of M and x ∈ M \ A
such that x.r ∈ A for some r ∈ R \ {0}. Then there exists q ∈ R of minimal degree
such that x.q ∈ A. For such a q and for all r such that x.r ∈ A, q divides r.
Proof. Let I := {r ∈ R | x.r ∈ A}; I is a right ideal, therefore principal. Hence
there is a generator of I, that we can take as q. 
Definition 2.10. Any polynomial q as above is called a minimal polynomial of x
over A. In particular, for all x ∈ Mtor \ {0}, there exists monic polynomials of
minimal degree such that x.q = 0. It is called a minimal polynomial of x.
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Remark 2.11. A minimal polynomial of x over A divides any minimal polynomial
of x. If x ∈ M \ A and x.r ∈ A with r irreducible then r is a minimal polynomial
of x over A. Minimal polynomials are unique up to a unit.
Definition 2.12. For any r ∈ R and any R-module M , the annihilator set of r in
M , is the set annM (r) := {x ∈ M | x.r = 0} and its elements are called zeros or
roots of r.
Notation 2.13. For an R-module M , let ηM be the cardinal-valued function de-
fined for all q ∈ R, by ηM (q) := |annM (q)|.
Proposition 2.14. Let M and N be divisible R-modules satisfying ηM 6 ηN .
Suppose ηM (q) is finite for all non zero q and f : A→ N is an R-module embedding
where A ⊆Mtor is a submodule. Then f extends to an R-module embedding of Mtor
into Ntor. In particular if annM (q) = annN(q) < ∞ for all non zero q ∈ R, then
Mtor and Ntor are isomorphic.
Proof. Note that the range of f is in Ntor. Let x ∈ A \Mtor and q be a minimal
polynomial of x over A. Write q = q1 . . . qk where the qi are irreducible. Since q is
a minimal polynomial of x over A, z := x.q1 . . . qk−1 /∈ A. Set r := qk. Since r is
irreducible it is a minimal polynomial of z over A.
Claim : There exists y ∈ Ntor \ f(A) such that y.r = f(z.r).
Proof of the Claim. Set b := f(z.r). Since Ntor is divisible it contains some b1
such that b1.r = b Suppose b1 ∈ f(A). Then a1 := f−1(b1) ∈ A. It follows that
(a1 − z).r = 0. Note that (a1 − z) /∈ A and r has the same number of zeros in
A and f(A). Since ηM (r) is finite and ηM (r) 6 ηN (r) by hypothesis, there exists
b0 ∈ N \ f(A) such that b0.r = 0. Now b0 + b1 /∈ f(A) and (b0 + b1).r = b.†
Take such an y, then since r is irreducible it is a minimal polynomial of y over
A. Now it is easy to check that the map A + z.R → f(A) + y.R sending y to z is
an isomorphism of R-modules.
Using Zorn Lemma we can extend f to Mtor. 
2.1. Complete theories of divisible R-modules. Let S be a ring. Let
LMod(S) := {0,+,−} ∪ {.s | s ∈ S} be the language of (right-)S-modules. An
equation is an LMod(S)-formula γ(x1, . . . , xm) of the form
γ(x) : x1.r1 + · · ·+ xm.rm = 0.
A primitive positive (p.p.) formula φ(x1, . . . , xm) of the language of S-modules is
a formula of the form
∃y (γ1(x, y) ∧ · · · ∧ γn(x, y))
where the γi are equations. For instance, by choosing γ1(x, y) = x.1 + (−y).q = 0
and γ2(x, y) = x.r + y.0 = 0, the formula φ(x) : ∃y (y.q = x ∧ x.r = 0) is a p.p.
formula. Note also that a p.p. formula can be written as
∃y1, ∃y2, . . . ∃yk (y1, . . . , yk).A = (x1, . . . xn).B
where A and B are matrices with coefficients in S. Such formulas define subgroups,
called p.p. subgroups. It is a well known fact that modulo a complete theory of
S-modules every formula is equivalent to a boolean combination of p.p. formulas.
See [13] for more details. Moreover:
Proposition 2.15. The complete theory of a S-module 〈M,+,−, 0, {.s}s∈S〉 is
given by the p.p. indexes (these are cardinalities in N ∪ {∞} of relative quotients
of p.p. subgroups of M).
In our case we have a simpler description of p.p. definable sets.
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Proposition 2.16. Modulo the theory of divisible R-modules, any p.p. formula is
equivalent to a conjunction of atomic formulas. Consequently, a p.p. formula with
only one free variable is equivalent to one of the form x.q = 0 for some q ∈ R.
Proof. Let φ(x1, . . . , xn) := ∃y1, . . . yk y.A = x.B be a p.p. formula. By Propo-
sition 6.1 of [3] there exist invertible matrices P and Q, where P has coefficients
in {0, 1}, such that A′ := PAQ is of the form (A1, 0), where A1 is a k × l lower
triangular matrix in which each coefficient on the diagonal is non zero3 and 0 is
k × (m− l) zero matrix. Thus φ is equivalent to the formula:
∃y y.PAQ = x.BQ.
So, we can replace A by A′ and B by BQ and assume that A is of the form (A1, 0),
as described above. It follows that φ is of the form φ1(x) ∧ φ2(x), where φ1 can be
written as
∃y y.A1 =
(
n∑
i=1
xi.bi,1, . . . ,
n∑
i=1
xi.bl,l
)
and φ2 as (
n∑
i=1
xi.bi,l+1, . . . ,
n∑
i=1
xi.bi,m
)
= (0, . . . , 0).
Since the diagonal coefficients of A1 are all non-zero, any divisible R-module satisfy
∀x φ1(x). Hence φ is equivalent to φ2. In particular, if x is a single variable, we
have:
φ(x)←→
m∧
j=1
x.b1,j = 0←→ x.gcd(b1,1, . . . , b1,m) = 0.

Corollary 2.17. Completions of the theory of divisible non zero R-modules admit
elimination of quantifiers. In addition ifM is a divisible R-module such thatMtor 6=
0 then Mtor is an elementary substructure of M .
Proof. The first assertion follows directly from the above proposition and the fact
that modulo a complete theory of R-modules, any formula is equivalent to a boolean
combination of p.p. formulas.
For the second assertion, first observe that Mtor is a pure submodule ofM since
it is divisible (lemma 2.4). Thus, by [15], it is enough by to show that Mtor and
M are elementary equivalent. To obtain this we will show that for p.p. formulas
φ(x) and ψ(x) with φ(M) ⊆ ψ(M), we have ψ(M)/φ(M) = ψ(Mtor)/φ(Mtor). By
the above proposition φ(x) and ψ(x) are respectively equivalent to x.r = 0 and
x.q = 0 for some r, q ∈ R. If r and q are both non zeros, then there is nothing
to show. If r = 0 then φ(M) = M = ψ(M) necessarily. Hence it is enough to
consider the non trivial case where r 6= 0 & q = 0. But Mtor/φ(Mtor) is infinite
in this case. In fact, if not, then choosing a set of representatives x1, . . . , xn of M
modulo φ(M) and non zero polynomials r1, . . . , rn such that xi.ri = 0, we have
Mtor. lcm(r, r1, . . . , rn) = 0. This is impossible by Remark 2.5. 
To prove Theorem 1.2 we will study relative quotients of p.p. subgroups of a
divisible R-module M . They are of the form annM (r)/annM (s) by elimination of
quantifiers.
Set K0 := {x ∈ K | ϕ(x) = x}. Remark that every annihilator set annM (r) is
a K0-vector space. Until the end of this section, the symbol “≃” denotes isomor-
phism between K0-vector spaces. The following lemmas establish a generalization
3By definition a lower triangular matrix A (possibly not square) is such that the coefficient aij
is 0 whenever j > i, and its diagonal is the sequence (aii).
VALUED MODULES OVER SKEW POLYNOMIAL RINGS I 7
of lemmas 2.9 and 2.10 from [6] where it is assumed that ϕ is onto, which means R
is both right and left euclidean.
Lemma 2.18. Let M be a divisible R-module. For all 0 6= q = q1 . . . qk ∈ R,
|annM (q)| =
k∏
i=1
|annM (qi)| ,
where |annM (qi)| is the cardinality of annM (qi).
Proof. If q = sr then multiplication by s induces an one to one K0-linear transfor-
mation
annM (q)/annM (s) −→ annM (r)
which is in fact also onto by divisibility ofM . The result clearly follows by induction
on k. 
Lemma 2.19. Let T0 be a complete theory of non zero divisible R-modules. For
all s, q ∈ R \ {0} such that T0 |= ∀x (x.s = 0 → x.q = 0), there exists r ∈ R such
that
(annN (q)/annN(s)) ≃ annN(r)
for all N |= T0.
Proof. Let s and q be as in the statement of the lemma. If s divides q then the
result follows by the proof of the above lemma. Also if annN(s) = 0 the assertion is
trivial. Hence we assume that annN(s) 6= 0 for a model (hence for all models) N of
T0. If s is irreducible, then s is (up to a unit) the minimal polynomial of a non zero
root of q hence divides q. Now, consider the general case. We proceed by induction:
Suppose that for all non zero polynomials h, g such that annN (h) ⊇ annN(g) 6= 0
and g can be written as a product of n − 1 irreducible polynomials, there exist
h′, g′, r′ such that g′ = h′r′, and
annN (g)/annN(h) ≃ annN(g
′)/annN(h
′) ≃ annN (r
′)
for all N |= T0. Consider the case s = s1 . . . sn and set s′ = s2 . . . sn. Since
annN(s) 6= 0, s1 or s
′ has a non-zero root in N .
Case 1 : annN (s1) 6= 0. First, s1 divides q since it is irreducible and hence is -up
to a unit- the minimal polynomial of any non zero x ∈ annN(s1) ⊆ annN(q). Thus
we have q = s1r and, by the fact that N is divisible, annN(s
′) ⊆ annN(r) for some
r ∈ R. If annN (s′) = 0 then we have: annN (q)/annN(s) ≃ annN(q)/annN (s1) ≃
annN(r). Otherwise, by induction hypothesis there are s
′
t and r
′ such that s′t
divides r′ and
annN (r
′)/annN(s
′
t) ≃ annN(r)/annN (s
′).
Now the map “x 7→ x.s1 mod annN (s′)” establishes a morphism ofK0-vector spaces
from annN (q) onto annN(r)/annN (s
′) with kernel annN(s).
Case 2 : annN(s1) = 0. Then, annN(s
′) 6= 0,
annN (s).s1 = annN (s
′) ⊆ annN (q).s1
and the action of s1 induces an isomorphism K0-vector spaces:
annN(q)→ annN (q).s1 .
Therefore
annN(q)/annN (s) ≃ annN(q).s1/annN(s
′).
By lemma 2.16 the p.p. formula ∃y y.s1 = x ∧ y.q = 0, defining annN (q).s1, is
equivalent to a formula of the form: x.q1 = 0 for some q1 ∈ R. By applying the
induction hypothesis to (s′, q1) we get r as required.
It is clear from the proof that r does only depend on T0, s and q. 
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Proof of Theorem 1.2. The theorem follows from 2.15, 2.17 and 2.19. 
We get by quantifier elimination the following consequence of Theorem 1.2.
Corollary 2.20. Suppose ηM = ηN . Let f be a partial isomorphism between
submodules A ⊆ M and B ⊆ N where N is |M |+-saturated. Then the restriction
of f to A ∩Mtor admits an extension to an embedding of Mtor in Ntor.
In the rest of this section we will describe the building blocks of divisible R-
modules and improve Theorem 1.2.
Notation 2.21. Let Td denote the theory of divisible R-modules.
Definition 2.22. A module M is said to be indecomposable if there are no sub-
modules N1, N2, both non zeros, such that M = N1 ⊕N2.
Lemma 2.23. Let N1 and N2 be indecomposable models of Td and q ∈ R an
irreducible polynomial such that annNi(q) is non-trivial for i = 1, 2. Then N1 and
N2 are isomorphic.
Proof. Let a ∈ annN1(q) and b ∈ annN2(q). Then N1 is a divisible closure of a.R
and N2 is a divisible closure of b.R. So it suffices to show that a.R is isomorphic
to b.R. In fact, the application a.r 7→ b.r is an isomorphism of R-module since for
all r ∈ R \ {0}, a.r =0 if and only if q divides r, if and only if b.r = 0. 
Lemma 2.24. Let N be an indecomposable model of Td, r ∈ R a irreducible
polynomial such that annN (r) 6= 0. Then, for all irreducible q ∈ R we have:
annN(q) 6= 0 if and only if, there exist λ, µ ∈ K \ {0} such that q = λrµ; in which
case annN (r) ≃ annN(q).
Proof. Let 0 6= a ∈ annN(r) and 0 6= b ∈ annN (q). Then N is a divisible closure
of both a.R and b.R. Let r0 be of minimal degree such that 0 6= a.r0 ∈ b.R. So r0
divides r. Since r is irreducible, a.r0 6= 0 implies r0 ∈ K. Therefore a ∈ b.R, i.e.
a = bs for some s ∈ R \ {0}; take such an s of minimal degree. Then s divides q.
Since q is irreducible and bs 6= 0, s ∈ K. Moreover, the fact that b.sr = 0 implies
q divides sr. Since s ∈ K, sr is also irreducible. Therefore deg(q) = deg(r) and
sr = qν with s, ν ∈ K.
Conversely, suppose λ, µ are as in the statement. Then the map x 7→ x.λ estab-
lishes an isomorphism of K0-vector space between annN(q) and annN(r). 
Definition 2.25. Let r, q ∈ R be irreducible polynomials. We say that r and q are
K-conjugate if there exist λ, µ ∈ K \ {0} such that q = λrµ.
Remark 2.26. K-conjugation is an equivalence relation.
Notation 2.27. For the rest of this section we fix a set P of representatives of
irreducible polynomials modulo K-conjugation. Note that the map by 2.18, the
map ηM is entirely determined by its restriction on P for any divisible R-module
M .
Lemma 2.28. Let r ∈ P and N be an indecomposable model of Td containing a
non zero root of r. Then for all q, s ∈ R \ {0} such that annN (q) ⊇ annN (s), if
|annN (q)/annN(s)| is finite, then it is equal to |annN(r)|
k
, for some 0 6= k ∈ N.
Proof. By Lemma 2.19 there exists r′ ∈ R such that
annN (q)/annN(s) ≃ annN (r
′).
Now, r′ = r0, . . . rn with the ri irreducible. We have on one hand
|annN(r
′)| =
∏
i6n
|annN(ri)|
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by 2.18, and on the other hand, each |annN (ri)| ∈ {|annN (r)| , 1} by Lemma 2.24.

Proposition 2.29. Any divisible R-module is the direct sum of indecomposable
divisible submodules.
Proof. Any injective module over a noetherian ring is the direct sum of indecom-
posable submodules (see [8] corollary 7.3) and every direct summand of a divisible
R-module is divisible. 
Notation 2.30. Let M |= Td and q ∈ R be an irreducible polynomial. We denote
by Mq the sum of all divisible indecomposable submodules of Mtor containing at
least one non zero root of q.
Proposition 2.31. One has Mtor = ⊕q∈PMq.
Proof. It is enough to see that if N ⊆Mtor is a divisible indecomposable submodule
of Mtor then N is a divisible closure of some non zero element a ∈ M annihilated
by an irreducible polynomial q. First, since N is indecomposable, it is a divisible
closure of any of its non zero elements. Then, if qx is the minimal polynomial of a
non zero x ∈ N , qx can be written as q1 . . . qk, where the qi are irreducible. Hence
a := x.(q1 . . . qk−1) is annihilated by qk. 
Hence we obtain the following improvement of theorem 1.2.
Corollary 2.32. Completions of Td ∪ {∃x x 6= 0} are obtained by specifying for
each q ∈ P, |ann(q)| ∈ {|K0|
n | n ∈ N} ∪ {∞}, and they admit elimination of
quantifiers.
2.2. The case of K[t;Frob]-modules. Let K be a field of characteristic p > 0
and Frob be the Frobenius endomorphism of K. We say that K is p-closed if every
polynomial of the form Xp
n
+Xp
n−1
an−1+ · · ·+Xpa1+Xa0+b ∈ K[X ] has a root
in K. This amounts to say that K is divisible as a K[t;Frob]-module. We have
also the following result which was first shown by Whaples (cf. [19] ) and then a
more elementary proof was provided by Delon in her thesis (cf. [4]).
Proposition 2.33. A field of characteristic p > 0 is p-closed if and only if it has
no extension of degree divisible by p.
Corollary 2.34. If L is a field of characteristic p > 0, p-closed, then every algebraic
extension of L is p-closed.
Theorem 2.35. Let K ⊆ F be an extension of fields of characteristic p > 0. Then
the torsion submodule Ftor of the K[t;Frob]-module F is equal to the algebraic
closure of K in F . In addition, two p-closed algebraic extensions F1 and F2 of
K are elementary equivalent as K[t;Frob]-modules if and only if F1 and F2 are
isomorphic as K[t;Frob]-modules.
Proof. Any algebraic element over K is a zero of an additive polynomial by the fact
that any polynomial divides an additive polynomial (see [12]). This shows the first
assertion.
Since F1 and F2 are p-closed, by Corollary 2.17, their theories as K[t;Frob]-
modules are given by the theories of their torsion submodules. Since F1 and F2
are algebraic over K, F1 = F1tor and F2 = F2tor . By Proposition 2.14, they are
isomorphic. 
Corollary 2.36. Consider a field K of characteristic p > 0, p-closed and the
following tower of extensions:
K ⊆ L (M ⊆ Kalg.
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Then L 6≡M as K[t;Frob]-modules.
3. Valued Modules
We are going to generalize the following situation:
Let (U, v) be a valued field of equal characteristic p > 0 with K ⊆ U a subfield, on
which the valuation v is trivial. We consider the valued group (U,+, v) together
with the right action of the ring R = K[t;Frob] of additive polynomials over K.
Consider τ : v(U) → v(U), γ 7→ pγ. The valued module structure of (U, v) is the
two-sorted structure
〈K,+, (.r)r∈R, v(U),6, τ, v,∞〉
where 〈U,+, (.r)r∈R〉 is the (right)-R-module structure on (U,+) and 〈v(U),6
, τ,∞〉 is the ordered value set structure of v(U) equipped with τ .
Since v is trivial on K, for all x ∈ U and a ∈ U , we have v(xp
m
a) = v(xp
m
) =
pmv(x) and if v(x) 6= 0 then we have v(xp
m
) 6= v(xp
n
) whenever n 6= m. Hence
by ultrametric inequality, for an additive polynomial P (X) :=
∑
i∈I X
piai (ai 6= 0)
over K, for all x with v(x) 6= 0 we have
v(P (x)) = min
i∈I
{piv(x)} =
{
τmin I(v(x)) if v(x) > 0
τmax I(v(x)) if v(x) < 0
.
3.1. τ-chains. Let LV0 be the language {6, τ,∞}.
Definition 3.1. A τ-chain is a LV0-structure ∆ satisfying the following axioms:
1. ∆ is linearly ordered by 6 with ∞ being its maximum,
2. τ is strictly increasing on ∆ and τ(∞) =∞,
3. ∀γ 6=∞∀δ (τ(γ) 6 γ ∧ δ < γ)→ τ(δ) < δ.
Example 3.2. For all integer n > 1 the structure 〈Z ∪ {∞},6, x 7→ nx〉 satisfies
the above axioms.
Remark that axiom 3 imply its dual:
(2) ∀γ ∀δ 6=∞ (τ(γ) > γ ∧ γ < δ)→ τ(δ) > δ.
We denote:
• ∆+ := {γ ∈ ∆ | τ(γ) > γ} ∪ {∞}
• ∆− := {γ ∈ ∆ | τ(γ) < γ}
Thus, ∆+ is a final segment and ∆− is an initial segment of ∆. In addition, by
Axiom 3 there exists at most one fixed point of τ other than ∞: if it exists it is the
unique point θ of ∆ such that ∆− < θ < ∆+. We define:
• the predicate δ < θ, saying δ ∈ ∆− and,
• the predicate δ > θ, saying δ ∈ ∆+.
Similarly the expressions δ 6 θ or δ > θ, does not mean that the cut (∆−,∆+) is
realized in ∆.
3.2. (K-trivially) valued modules. Recall that a valued abelian group is a struc-
ture given by
• an abelian group M ,
• a linear order ∆ with a maximum element ∞,
• a surjective map v :M → ∆ such that
– for all x ∈M , v(x) =∞ if and only if x = 0
– for all x, y ∈M , v(x ± y) > min{v(x), v(y)}.
VALUED MODULES OVER SKEW POLYNOMIAL RINGS I 11
These axioms imply that for all x, y ∈ M , v(x ± y) = min{v(x), v(y)}, whenever
v(x) 6= v(y), and v(x) = v(−x).
In a valued group (G, v), the valuation v induces a topology, a basis of which is
given by the open balls: these are subsets of G of the form {x ∈ G | v(x− a) > γ},
where a ∈ G (center) and γ ∈ v(G) (radius). We define closed balls as usual by
changing > to >.
Notation 3.3. In (G, v), for all γ ∈ v(G) we denote by G>γ (respectively G>γ)
the closed ball (respectively the open ball) centered at 0 with radius γ.
For the rest of this article we fix a field K and we let R := K[t;ϕ] with ϕ ∈
End(K,+,×, 1, 0).
Definition 3.4. Let (M, v) be a valued abelian group with v : M → ∆. A K-
trivially valued module structure on (M, v) is given by a right R-module structure
on M such that
1. the function x 7→ x.t is injective,
2. ∆ is a τ-chain,
3. ∀x ∈M , v(x.λ) = v(x) for all λ ∈ K×
4. ∀x ∈M , v(x.t) = τ(v(x)).
The name K-trivial comes from Axiom 3. In [11] we consider also different (“non
trivial”) actions of K but in the present paper we will only deal with K-trivially
valued modules. Therefore we permit our self to omit the expression K-trivial and
say only valued module until the end of this paper.
Remark 3.5. When we deal with a valued module (M, v), we write M>θ or M>θ
independently of the existence of θ.
Remark 3.6. One has v(x) > θ if and only if v(x.t) > v(x), and v(x) < θ if and
only if v(x.t) < v(x).
Definition 3.7. A polynomial r ∈ R such that t does not divide r is called separable.
Remark 3.8. Any irreducible r 6= t is separable. An R-module is divisible if and
only if it is divisible by separable polynomials and by t, in which case we will say
t-divisible for short.
Notation 3.9. Using Equation 1 we observe that any non zero polynomial q ∈ R
can be written in the form q = tns where s separable. We set
degis(q) := n.
Lemma 3.10. Let (M, v) be a valued module and r =
∑
i∈I t
iai ∈ R \ {0}. Then,
for all x ∈M , we have v(x.r) > mini∈I{v(x.tiai)} = mini∈I{τ i(v(x))}. In addition
for all x ∈M ,
1. if v(x) > θ then v(x.r) = τdegis(r)(v(x)) = mini∈I{τ i(v(x))},
2. if v(x) < θ then v(x.r) = τdeg(r)(v(x)) = mini∈I{τ i(v(x))},
3. if v(x.r) > mini∈I{τ i(v(x))} and x 6= 0 then v(x) = θ.
Proof. Let x ∈M \ {0}. By the valued abelian group structure of (M, v) we have:
v(
∑
x.tiai) > v(x.t
iai) for all i ∈ I. Then we have v(x.tiai) = v(x.ti) = τ i(v(x))
by Axioms 3 and 4 of Definition 3.4.
1. If v(x) > θ then v(x.t) > v(x). Now,
v(x.tiai) = v(x.t
i) > v(x.tj) = v(x.tjaj)
whenever i > j. Hence, v(x.r) = v(
∑
x.tiai) = mini{v(x.ti)} = τk(v(x)), where
k = degis(r).
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2. In this case we have v(x.t) < v(x) and hence v(x.tiai) < v(x.t
jaj) whenever
i > j. Thus, v(x.r) = v(
∑
x.tiai) = mini{v(x.ti} = τn(v(x)) where n = deg(r).
3. By points 1. and 2. above, x can only have valuation θ. 
Corollary 3.11. The subsets M>θ and M>θ are R-submodules of M .
Definition 3.12. Let (G, v) be an abelian valued group. A subgroup of G is called
convex if it is the inverse image under v of a non empty final segment of v(G).
Lemma 3.13. A (closed or open) ball centered at 0 is a convex subgroup. If (M, v)
is a valued module then M>θ and M>θ are convex subgroups of M .
Proof. A ball centered at 0 with radius γ is the inverse image under v of the final
segment (γ,∞] or [γ,∞]. Hence M>θ and M>θ are convex subgroups if θ ∈ v(M).
Otherwise, 3.5, M>θ =M>θ = v
−1(∆+). 
Lemma 3.14. If H is a convex subgroup of an abelian valued group (G, v) then the
quotient G/H is valued by vH , defined by:
vH(g +H) :=
{
v(g) if g /∈ H
∞ otherwise
.
Proof. It is sufficient to verify that vH is well defined. Let IH be the final segment
of v(G) such that H = v−1(IH). If g /∈ H and g
′ /∈ H are two representatives of
the same class, then v(g) /∈ IH , v(g′) /∈ IH and g − g′ ∈ H . Thus v(g − g′) ∈ IH
and v(g − g′) > v(g) necessarily. It follows that v(g) = v(g′). 
Corollary 3.15. Let (M, v) be a valued module. Then M/M>θ is canonically
equipped with a valued module structure.
Definition 3.16. A valued module (M, v) will be called regular if, for all x ∈ M
and non zero r =
∑n
i=0 t
iai ∈ R, we have
v(x.r) = min
i
{v(x.ti)} = min
i
{τ i(v(x))}.
If the above equality holds for a pair (x, r) we say that x is regular for r (otherwise
irregular for r) and x is said to be regular if it is regular for all r (otherwise
irregular).
Remark 3.17. By 3.10 x is irregular if and only if v(x) = θ and v(x.r) ∈ M>θ
for some non zero r.
Remark 3.18. Regular modules are necessarily torsion free.
The following lemma follows directly by Corollary 3.15 and by Lemma 3.10.
Lemma 3.19. Let (M, v) be a valued module. The submodule (M>θ, v) and the
quotient
(
M/M>θ, vM>θ
)
are regular valued modules.
Definition 3.20. We say that a sequence of submodules (Ai)i∈I of M is valuation
independent if, for any sequence (xi)i∈I with xi ∈ Ai and for all finite J with J ⊆ I,
we have
v(
∑
i∈J
xi) = min{v(xi) | i ∈ J}.
Remark 3.21. If (Ai)i∈I are torsion free and valuation independent then any
sequence (xi)i∈I with xi ∈ Ai, is R-linearly independent.
Fact 3.22. Let (M, v) be a valued module, A ⊆ M be a regular submodule and B
a submodule of Mtor. Then A and B are valuation independent.
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Proof. Let x ∈ Mtor, and a ∈ A. Without loss of generality we may assume both
x and a are non zero. If v(a − x) > v(x) = v(a) then v(a) = θ and since a is
regular v(a.r) = θ. But now, for some non zero r such that x.r = 0 we have
θ = v(a.r) < v((a− x).r), a contradiction. 
3.3. Henselian valued modules.
Definition 3.23. A valued module is said to be henselian if it satisfies the following
axiom scheme:
H : ∀x v(x) > θ → ∃y x = y.r ∧ v(y) > θ
for all separable r ∈ R.
We denote by Th the theory of henselian valued modules.
Lemma 3.24. Let (K ⊆ U, v) be an extension of valued fields of characteristic
p > 0, where v is trivial on K. Then (U, v) canonically inherits a valued K[t;Frob]-
module structure. In addition, if v is henselian on the field U , then (U, v) is a
henselian valued module. Moreover, if U is perfect, then the maximal ideal MU
associated to v is a divisible K[t;Frob]-module.
Proof. As usual we interpret x.t as xp, τ as the map τ : v(U) → v(U), γ 7→ pγ,
and θ as 0 ∈ v(U) which makes (U, v) a valued module. Suppose now that (U, v)
is henselian as a valued field. Let q = tnan + · · ·+ a0 be separable and y ∈ U such
that v(y) > 0. Let Q be the additive polynomial associated to q: i.e. Q(X) =
anX
pn+ · · ·+a0X . Since an, . . . , a0 ∈ K, they have common valuation 0, and since
q is separable, a0 6= 0. Then, by setting F (X) := Q(X) − y, we have F ′(0) = a0
and F (0) = −y. Since v is henselian, there exists z ∈ U of valuation > 0 such that
F (z) = 0. Thus Q(z) = y and v(z) > 0. In other words, in the language of valued
modules, we have z.q = y and v(z) > θ.
Finally, remark that U>θ = MU and if U is perfect, then U>θ is divisible by
t. Since by the above paragraph it is also divisible by separable polynomials, it is
divisible. 
Lemma 3.25. Any torsion free henselian valued module is regular.
Proof. Suppose for a contradiction that we have a henselian torsion free module
(M, v), with an element x ∈M irregular. Then for some non zero r ∈ R, v(x.r) > θ
and v(x) = θ. Write r = tns with s separable. By henselianity there exists y ∈M ,
of valuation > θ such that y.s = x.r. Then y − x.tn is non zero but annihilated by
s. Contradiction. 
It is a trivial fact that algebraically closed valued fields are henselian. We could
look to the notion of divisibility for valued modules as an analogue of the notion of
algebraic closeness for valued fields. But there exist divisible valued modules which
are not henselian as it is showed in the following proposition.
Proposition 3.26. There exist non henselian divisible valued modules.
Proof. Let U be an algebraically closed field of characteristic p > 0, v a non trivial
valuation on U and K a trivially valued subfield. We consider U with its K[t;Frob]
valued module structure.
Let y ∈ U , of valuation > 0. Then, by 3.10, y is not a torsion element. Since 1
is annihilated by (t − 1), it is a torsion element (indeed 1.t = 1p = 1). Consider,
the submodule A := (1+ y).R. It is torsion free. Set x = (1+ y).(t− 1) ∈ A. Since
1.(t−1) = 0, we have also x = y.(t−1). On the other hand, since U is algebraically
closed, it is divisible as an R-module. Hence U contains a divisible closure of A.
Let the module B be such a closure. By Lemma 2.6 (point 4) B is a torsion free
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module. Thus 1 /∈ B, hence y /∈ B: B can not be henselian since y is the unique
element of U of valuation > 0 such that y.(t− 1) = x. 
Corollary 3.27. Take x as above. Then x.R has two divisible closures non ele-
mentary equivalent as valued modules.
Proof. Since v(x) > θ and U>θ is divisible, x.R has a divisible closure inside U>θ,
which is necessarily henselian. This can not be elementary equivalent to B, since
B is not henselian. 
3.4. Henselian divisible valued modules. The results of this subsection contain
the essential information that will be used to establish an Ax-Kochen and Ershov
principle.
Lemma 3.28. If (M, v) is a henselian divisible valued module, M>θ is divisible
and M>θ is divisible torsion free. Hence M>θ is a direct summand in M , and M>θ
is a direct summand in M>θ.
Proof. Let r ∈ R \ {0}, x ∈ M>θ and y ∈ M such that y.r = x. Then by 3.10
y ∈M>θ. Thus M>θ is a divisible submodule of M .
Now we show that M>θ is divisible. Let x be of valuation > θ and r ∈ R, non
zero. Write r = tn.r′ with r′ separable, then there exists, by axiom H , y ∈ M>θ
such that x = y.r′. By t-divisibility of M , we have y = y′.tn for some y′ ∈ M>θ,
hence y′.r = x. Moreover M>θ is torsion free since it is a regular submodule. 
Corollary 3.29. Let (M, v) be a henselian divisible valued module. If x ∈ M
is irregular then there exists a unique couple (xtor , x>θ), with xtor ∈ Mtor and
x>θ ∈M>θ such that
x = xtor + x>θ.
As a consequence,
(1) for all x ∈M and q =
∑
i∈I t
iai ∈ R \ {0}, there exists regular y ∈M such
that x = y.q and hence v(x) = τk(v(y)), where k = degis(q) if v(x) > θ,
k = deg(q) if v(x) < θ, and k = 0 if v(x) = θ; in any case
v(x) = min
i∈I
{v(y.tiai)} = min
i∈I
{τ i(v(y))},
(2) 0 6= x ∈M is regular for r (resp. regular) if and only if for all a ∈ annM (r)
(resp. for all a ∈Mtor), v(x− a) = min{v(x), θ}.
Proof. Take an irregular x ∈ M . Let r ∈ R \ {0} be such that x.r ∈ M>θ (given
by 3.17). Since M>θ is divisible, x.r = y.r for some y ∈ M>θ and y is necessarily
regular. Since Mtor ∩M>0 = 0 the couple (x − y, y) is unique as required. Then
it follows from 3.10 that v(y.r) = τdegis(r)(v(y)). The first consequence mentioned
follows then by 3.10 and the second from the proof of the first one. 
Theorem 3.30. Let (M, v) be a henselian divisible valued module.
1. Mtor embeds in M>θ/M>θ and for any such embedding the image of Mtor is a
direct summand.
2. The R-modules M>θ/(Mtor + M>θ), M>θ and M/M>θ are torsion free and
divisible.
3. M can be written as a direct sum:
Mtor ⊕Mθ ⊕M>θ ⊕M−,
where Mθ is isomorphic to M>θ/(Mtor +M>θ) and (M−, v) is isomorphic as a
valued module to (M/M>θ, vM>θ ). This decomposition is valuation independent
and each member of this decomposition, except Mtor, is a regular D-vector space.
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Proof. 1. Since all non-zero elements of Mtor are of valuation θ, the canonical
surjection (M>θ →M>θ/M>θ) induces an embedding of Mtor in M>θ/M>θ. Since
Mtor is divisible its image in M>θ/M>θ is a direct summand.
2. The fact that M>θ is torsion free and divisible is given by 3.28. The divisibility
of M/M>θ is induced by the divisibility of M>θ, it is torsion free by 3.19 since
it is a regular valued module. Also M>θ/(Mtor +M>θ) is divisible by divisibility
of M . We will now show that M>θ/(Mtor +M>θ) is torsion free. Let x ∈ M>θ
such that x.r ∈ Mtor + M>θ for some r 6= 0. Since Mtor is divisible, we have
x.r − z′.r = (x − z′).r ∈ M>θ for some z′ ∈ Mtor. If x − z′ /∈ M>θ then x − z′
is irregular. In this case, by Corollary 3.29, x − z′ ∈ Mtor + M>θ and hence
x ∈Mtor +M>θ.
3. Since M>θ and M>θ are both divisible, M ≃M>θ ⊕M/M>θ and
M>θ ≃M>θ ⊕M>θ/M>θ
and we get M>θ/M>θ ≃Mtor ⊕ (M>θ/(Mtor +M>θ)).
Take a direct summand M− of M>θ in M . If x ∈ M− \ {0} then v(x) < θ and
by the definition of the quotient valuation vM>θ , (M−, v) and (M/M>θ, vM>θ ) are
isomorphic as valued modules.
It remains to show that this decomposition is valuation independent. For this it
is enough to see that Mtor and Mθ are valuation independent. Suppose that there
exist x ∈ Mtor, y ∈ M>θ \ (Mtor +M>θ) with v(x − y) > θ. Then, for some
r ∈ R \ {0} annihilating x, we have v((x − y).r) = v(y.r) > θ: this is impossible
since M>θ/(Mtor +M>θ) is torsion free. 
Corollary 3.31. For all i ∈ {θ,>θ,−}, for all x, y ∈ Mi \ {0} the following are
equivalent:
• v(x− y) > v(x) = v(y),
• there is some r ∈ R \ {0} such that v(x.r − y.r) > v(x.r) = v(y.r),
• for all r ∈ R \ {0} we have v(x.r − y.r) > v(x.r) = v(y.r).
Proof. Follows by the fact that each Mi is regular. 
Remark 3.32. Let (K ⊆ U, v) be an extension of fields of characteristic p > 0,
where U is algebraically closed and |K|+-saturated and v is trivial on K. Then
every non zero element of the set Uθ realizes the generic type of the valuation ring
of U , i.e. the type {x ∈ OU ∧ x /∈ B | B ( OU is K-definable}. Note that here
definable means definable in the language {0, 1,+,−,×,O} of valued fields.
3.5. Embedding theorems and A-K,E principles. Let (M, v) be a valued
module. If A is a submodule of M , Corollary 3.27 shows that the various divisible
closures of A in M , while being isomorphic as R -modules, may not be elementary
equivalent as valued modules. This is the most important phenomenon to which
we will pay attention.
Definition 3.33. Let (M, v) be a divisible valued module and A ⊆M a submodule
of M . Then we define
Aˆ := {y ∈M | y.r ∈ A for some r ∈ R \ {0}}.
Lemma 3.34. The submodule Aˆ is the unique divisible closure of A+Mtor inside
M . In particular, for all r ∈ R \ {0} and all x ∈ M , if x.r ∈ Aˆ then x ∈ Aˆ.
Moreover, if (M, v) is henselian then Aˆ is henselian.
Proof. By construction, Aˆ is a divisible submodule and all divisible submodules
of M containing A and Mtor contains Aˆ. This gives the uniqueness. Also by the
definition of Aˆ, if x ∈ Aˆ and r ∈ R \ {0}, Aˆ contain all y such that x = y.r since
16 GO¨NENC¸ ONAY
Aˆ contains Mtor. Now, if (M, v) is henselian and x ∈ Aˆ of valuation > θ, then Aˆ
contains the unique element y>θ ∈M>θ such that y>θ.r = x. This shows that Aˆ is
henselian. 
Remark 3.35. The set v(Aˆ) is an LV0-substructure of v(M), it is the closure of
v(A) under the function τ−1.
Remark 3.36. Consider a henselian divisible valued module (M, v). Then,
(1) M>θ/M>θ = 0 or infinite,
(2) if γ 6= θ and r is non zero with degis(r) = k and deg(r) = n then
(a) if γ > θ the multiplication by r
.r :M>γ →M>τk(γ)
is a bijection inducing a bijection
M>γ/M>γ →M>τk(γ)/M>τk(γ),
(b) if γ < θ the multiplication by r
.r :M>γ →M>τn(γ)
is a bijection inducing a bijection
M>γ/M>γ →M>τn(γ)/M>τn(γ).
Proof. If θ ∈ v(M) then Mθ or Mtor is non empty, divisible and embedded into
M>θ. The second assertion follows from divisibility and regularity of any element
of valuation 6= θ. 
– For each n ∈ N, we add a unary predicate Rn into our language LV0 and
let LV be this enrichment of LV0 . We denote L0 := LMod(R) ∪ LV0 ∪ {v} and
L := LMod(R)∪LV ∪{v}. In every valued module (M, v) and for all γ ∈ v(M)\{∞},
Rn(γ) will be interpreted by the equivalence
Rn(γ)⇔ |M>γ/M>γ | > n.
Proposition 3.37. Let (M, v) and (N,w) be divisible henselian valued modules
such that ηM = ηN and N is |M |
+-saturated. Let (A,∆1) ⊆ (M, v(M)) and
(B,∆2) ⊆ (N, v(N)) be L-substructures of M and N respectively, which are
L-isomorphic via f = (f, fv). Then there is an L-embedding f = (fˆ , fˆv) of
(Aˆ, v(Aˆ) ∪∆1) to (N, v(N)) extending f , having range (Bˆ, v(Bˆ) ∪∆2).
Proof. By Remark 3.35 and the fact that τ is strictly increasing, it is easy to see
that fv extends uniquely to an LV0-embedding
fˆv : v(Aˆ) ∪∆1 → w(Bˆ) ∪∆2.
Now we will extend f to fˆ : Aˆ→ N such that (fˆ , fˆv) is an L-embedding. Take
a decomposition
Aˆ =Mtor ⊕ Aˆθ ⊕ Aˆ− ⊕ Aˆ>θ
as given by Theorem 3.30.
Let I := {θ,>θ,−} and for i ∈ I denote by fi the restriction of f to A ∩ Aˆi.
By the definition of Aˆ and by the fact that Aˆi is torsion free, if x ∈ Aˆi then there
is r ∈ R \ {0} such that x.r ∈ A and x.r 6= 0 whenever x 6= 0, Therefore, each
Aˆi admits a D-vector space basis consisting of elements of A. Then, fi extends
uniquely to an isomorphism of D-vector spaces fˆi : Aˆi → fˆi(Aˆi) ⊆ N . Now we let
C :=
⊕
i∈I Aˆi, define fˆC : C → N as
x = xθ + x− + x>θ 7→ fˆθ(xθ) + fˆ−(x−) + fˆ>θ(x>θ)
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and
At := {x ∈Mtor | ∃c ∈ C, x+ c ∈ A}.
Note that At is a submodule of Mtor. We will see that the restriction of f to
A ∩Mtor admits a unique extension h to At such that the map
x = xtor + xθ + x− + x>θ 7→ h(xtor) + fˆC(x− xtor)
defined on At ⊕ C is a monomorphism of R-modules extending f . Let x ∈ At \ A
and c ∈ C be such that x+ c ∈ A. We have to check that
x 7→ h(x) := f(x+ c)− fˆC(c)
is well defined. Let d ∈ C be such that x + d ∈ A. Note that d − c ∈ A. Now we
have
f(x+ d)− fˆC(d)−
(
f(x+ c)− fˆC(c)
)
= f(d− c)− fˆC(d− c) = f(d− c)− f(d− c) = 0.
By the definition of h, h is a morphism of R-modules. Moreover h is injective: If
for some c ∈ C, x + c ∈ A and f(x + c) − fˆC(c) = 0 then fˆC(c) ∈ B hence c ∈ A.
It follows that x ∈ A and f(x) = 0 hence x = 0.
Set Bˆi := fˆ(Aˆi). By construction the Bˆi are valuation independent, in particular,
their sum is direct. Define E :=
⊕
i∈I Bˆi. We will now check that the range of h is
exactly
Bt := {y ∈ Ntor | ∃z ∈ E y + z ∈ B}.
Let y ∈ Bt and z ∈ E be such that y + z ∈ B. Let r be the minimal polynomial
of y. Then z.r ∈ B since y.r = 0 and (y + z).r ∈ B. Let c′ ∈ C be the image of
z under fˆ−1C and x ∈ A be the image of y + z under f
−1. Then x0 := x − c′ is
annihilated by r and h(x0) = y.
Since ηM = ηN and N is |M |+-saturated, by 2.20 we can extend h to an elemen-
tary LMod(R)-embedding Mtor → N , again denoted by h, having its range equal
to Ntor. Hence we can define an LMod(R)-embedding Aˆ → Bˆ, denoted by fˆ , by
setting
fˆ(a) := h(ator) + fˆC(c)
where a = ator + aθ + a− + a>θ ∈ Aˆ with c = aθ + a− + a>θ.
Note now that each Bˆi is regular. In fact, if fˆi(x) = y ∈ Bˆi is irregular then,
there exists a non zero y0 ∈ Ntor and y>θ ∈ N>θ such that y = y0 + y>θ. Let r
be the minimal polynomial of y0, then y.r = y>θ.r ∈ B. Since Bˆ>θ is torsion free,
y>θ = y. Contradiction.
Denote by fˆv,i the restriction of fˆv on v(Aˆi). Since each Bˆi is regular the (fˆi, fˆv,i)i
are L0-embeddings. Moreover since by Fact 3.22 the decomposition Ntor ⊕ E is
valuation independent, we have w(h(x) + fˆC(x)) = min{w(h(x), w(fˆC(x))} for all
x ∈ Aˆ. Hence (fˆ , fˆv) is an L0-embedding. Now it is in fact an L-embedding since
f is an L-embedding and, by Remark 3.35, v(Aˆ) is the closure of v(A) by τ−1 and
by Remark 3.36 each quotient Aˆ>γ/Aˆ>γ is entirely determined by a quotient of the
form A>τk(γ)/A>τk(γ). 
Notation 3.38. For a ∈ M , where M is valued by v, and γ ∈ v(M), we denote
by Mγ(a) the quotient of the closed ball {u ∈ M | v(u − a) > γ} given by the
equivalence relation
u ∼ u′ ⇔ v(u− u′) > γ.
Note that
Mγ(a) = |M>γ/M>γ |.
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Proposition 3.39. Let M and N be as before, A be a submodule of M such that
v(A) = v(M) and f = (f, fv) : A→ N an L-embedding of A into N . Suppose that
N is |M |+-saturated. Then we can extend f to an L-embedding of M into N .
Proof. Note first that we can extend f on Aˆ by Proposition 3.37. So we assume
Aˆ = A with image B = Bˆ. Take x ∈M \ A. It suffices to extend f to A ⊕ x.R. In
that case, by the above proposition, we can extend f to the divisible closure (unique
by the fact that A ⊇ Mtor) of A ⊕ x.R. Thus, by transfinite induction, f extends
to M .
Set
p(Y ) := {γa = w(Y − b) | γa = fv(v(x− a)) and b = f(a), a ∈ A}.
We first show that if y ∈ N realizes p(Y ), then we can extend f to an L-embedding
: A⊕x.R→ N sending x to y. Take y ∈ N realizing p(Y ). Then for all r ∈ R\{0},
y.r /∈ B. We set f˜(a+ x.r) = f(a) + y.r. Since v(A) = v(M) it suffices to see that
f˜ is compatible with fv, i.e. to check that one has fv(v(a− x.r)) = w(f(a) − y.r),
for all a ∈ A and r ∈ R \ {0}.
Claim: For a ∈ A and r 6= 0, x− a is regular for r if and only if y− f(a) is regular
for r.
Proof of the Claim. If y−f(a) is irregular for some r, then for some b ∈ annN (r) ⊆
B,
w(y − f(a)− b) > θ
by 3.10 (Consequence 2). Hence v(x − a − f−1(b)) > θ by the choice of y. This
means x− a is irregular by 3.10. The inverse can be proven in the same way.
Let a ∈ A, r ∈ R \ {0}. Take a′ such that x.r− a = (x− a′).r and x− a′ regular
for r. Hence f(a) = f(a′).r and f(a′)−y is regular for r by the Claim above. Since
fv commutes with τ we have fv(v(a− x.r)) = w(f(a)− y.r) as required.†
It remains to prove that p(Y ) is realized in N . We will show that it is finitely
consistent. Let α = {a1, . . . , am} ⊆ A. We will find y ∈ N such that for all
1 6 i 6 m, γi := fv(v(x − ai)) is equal to w(y − f(ai)). Let ∼ be the equivalence
relation on α defined by ai ∼ aj if and only if γi = γj . We will first observe that,
without loss of generality, we can assume that there is only one class under this
equivalence relation: In fact, it is enough to consider β ⊆ α be the equivalence class
of γ := max{γi}i∈{1,...,m}. If a ∈ β and a
′ /∈ β then
fv(v(x − a
′)) = fv(v(x − a+ a− a
′)) = fv(v(a− a
′)) = w(f(a)− f(a′))
= w(f(a)− y + y − f(a′)) = w(f(a′)− y).
Set δ := f−1v (γ), with the assumption above, it is the common value of the
v(x− a) for a ∈ α. Now, we can choose an element y ∈ N such that for all a ∈ α
w(y − f(a)) = γ
since |Mδ(a)| 6 |Nγ(f(a))|, fv preserves the predicate Rn and N is |M |
+
-saturated.

To prove Theorem 1.3 we recall the following general result.
Proposition 3.40. Let L be a language containing a constant symbol, T an L-
theory and Θ a set of formulas of L closed under boolean combinations and contain-
ing all quantifier free formulas. Suppose that for all M,N |= T where N is |M |+-
saturated and for all substructure A ⊆M , whenever f : A→ N is an L-embedding
preserving formulas of Θ, there exists an L-embedding g :M → N which extends f
and preserves Θ. Then every formula of L is equivalent to a formula of Θ.
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Proof. If Θ is the set of all quantifier-free formulas this is a well known fact (cf.
[10] proposition 4.3.28). The general case reduces to this case after adding to the
language the predicates Pφ for each φ ∈ Θ and enriching the theory T by the set
of sentences {∀x Pφ(x)↔ φ(x) | φ ∈ Θ}. 
Let (F, v(F )) be a non zero henselian divisible R-module. Let Tv be the complete
theory of v(F ) in the language LV and TorF be the LMod(R)-theory of non zero
divisible R-modules with the extra statements of the form ηF (r) = n or sets of
statements expressing |ηF (r)| =∞ where
ηF (r) = |{x ∈ F | x.r = 0}| .
By 1.2 this is the complete theory of (the pure module) F and also of Ftor if it is
non zero (by 2.4). Similarly to the case of valued fields, TorF can be seen as the
residual theory of (F, v) since Ftor embeds in F>θ/F>θ.
We set T:= Th ∪ Tv ∪ TorF and Θv the set of L-formulas of the form:
ϕ(x¯) ∧Qy¯1 ψ(y¯1, y¯2, v(t1(x¯)), . . . , v(tk(x¯)),
where:
– Th is the theory of henselian valued R-modules,
– ϕ is quantifier-free in LMod(R), ψ is quantifier-free in LV and Q is a sequence
of quantifiers over y¯1,
– x¯ is a tuple of variables of the module sort, y¯1, y¯2 are tuples of variables of the
value set sort, and the ti are LMod(R)-terms.
Theorem 1.3 follows now by the following theorem:
Theorem 3.41. The theory T is complete and eliminates quantifiers on the module
sort: any formula of L is equivalent modulo T to a formula of Θv.
Proof. Take (M, v), (N,w) |= T such that N is |M |+-saturated. Let f = (f, fv) :
(A,∆) → N be an L-embedding preserving formulas of Θv where (A,∆) is a sub-
structure of (M, v). Note that the condition θ ∈ v(M) is described by the LV0-
theory of v(F ). Furthermore, since fv preserves in particular all LV -formulas, fv
is partial elementary and extends to an elementary embedding of v(M) into v(N)
by saturation hypothesis. This extension will noted as fv as well. Hence we may
assume ∆ = v(M) (but v is not necessarily surjective).
On the other hand by Proposition 3.37, there is an L-embedding fˆ = (fˆ , fˆv)
extending f to (Aˆ, v(M)). Note that any element γ ∈ v(Aˆ) \ {θ} is v(A)-definable
by a formula of the form τk(γ) = γa for some integer k and some γa ∈ v(A). This
implies that fˆ preserves the formulas from Θv. Thus from now on we can assume
that A = Aˆ.
– Extending f to an (U, v) such that v(U) = v(M). Let γ ∈ v(M) \ A,
x ∈ M of valuation γ and y ∈ N such that w(y) = gv(γ). Since v(A) is closed
by τ and τ−1, we have, for all non zero r ∈ R, v(x.r) /∈ v(A). It follows that
v(a+ x.r) = min{v(a), v(x.r)} for all r ∈ R and a ∈ A. Note that x is regular. In
fact, either M is torsion-free and hence M is regular by Lemma 3.25, or, Mtor ⊆ A
and γ 6= θ. Thus v(x.r) = τk(v(x)) for some integer k depending only on γ. Taking
into account that fv is an elementary function, the map g defined by
g(a+ x.r) := f(a) + y.r (r ∈ R, a ∈ A)
yields that g = (g, fv) is a partial L-isomorphism between (A ⊕ x.R, v) and (B ⊕
y.R,w) and g preserves the set Θv by the above discussion. By Proposition 3.37,g
extends to Â+ x.R. Hence, by using the same argument, we can extend g to a
model U such that v(U) = v(M).
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Now, by Proposition 3.39 we can extend g to M and hence we get quantifier
elimination up to Θv by Theorem 3.40.
It follows that any L-sentence is equivalent modulo T to an LV -sentence. Since
by the definition of T any two models have LV -elementary equivalent value sets,
they are in fact L-elementary equivalent. This gives the completeness of T as
required. 
Corollary 3.42. Theorem 1.3 is a consequence of the completeness of T. More-
over,
• (A-K,E ): Let (M ⊆ N, v) be an extension of non-zero henselian divisible valued
modules such that the inclusion (Mtor ⊆ Ntor) is LMod(R)-elementary and the
inclusion (v(M) ⊆ v(N)) is LV -elementary. Then the inclusion (M ⊆ N, v) is
L-elementary.
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