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sous-varie´te´s abe´liennes
Gae¨l Re´mond et Evelina Viada
1 Introduction
Les re´sultats de cet article concernent les points alge´briques d’une courbe plonge´e dans
une puissance d’une courbe elliptique. Toutefois, pour pre´senter les proble`mes et les
re´sultats ante´rieurs, nous conside´rons d’abord une situation plus ge´ne´rale.
Soient A une varie´te´ semi-abe´lienne sur Q¯ et C une courbe inte`gre trace´e sur A.
Pour un entier r avec 1 ≤ r ≤ g = dimA et F une partie quelconque de A(Q¯), nous intro-
duisons l’ensemble
Sr(C, F) = C(Q¯) ∩
⋃
codimB≥r
F+ B(Q¯), (1.1)
ou` l’union porte sur toutes les sous-varie´te´s semi-abe´liennes B de A (c’est-a`-dire les
sous-groupes alge´briques connexes) ve´rifiant la condition de dimension.
Nous souhaitons utiliser cette notation pour rapprocher deux types de re´sultats.
Dans un premier temps, nous choisirons r = g. Nous avons d’abord un e´nonce´ de type
«Mordell-Lang» : les travaux de Vojta et de McQuillan entraıˆnent en eﬀet le re´sultat
suivant.
The´ore`me 1.1. Si C n’est pas translate´e d’une sous-varie´te´ semi-abe´lienne de A et si Γ
est un sous-groupe de rang fini de A(Q¯) alors l’ensemble Sg(C, Γ) est fini. 
En eﬀet, Sg(C, Γ) n’est autre que C(Q¯) ∩ Γ .
Rec¸u le 13 janvier 2003.
Communique´ par Enrico Bombieri.
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Il est possible de ge´ne´raliser ceci en un «Mordell-Lang plus Bogomolov» selon la
terminologie de B. Poonen. Pour cela, notons h : A(Q¯) → R une hauteur canonique et, si
Γ ⊂ A(Q¯) et ε ≥ 0, de´finissons
Γε =
{
x+ y | x ∈ Γ, y ∈ A(Q¯), h(y) ≤ ε} (1.2)
(que l’on peut voir comme un e´paississement de Γ). Alors, d’apre`s [8], nous avons
The´ore`me 1.2. Sous les hypothe`ses du the´ore`me 1.1, il existe ε > 0 pour lequel Sg(C, Γε)
est fini. 
L’autre famille de re´sultats concerne les petites valeurs de r. Nous dirons que la
courbe C est transverse si elle n’est contenue dans aucun translate´ de sous-varie´te´ semi-
abe´lienne de A diﬀe´rente de A.
Le premier the´ore`me est duˆ a` Bombieri, Masser et Zannier (voir [1]) dans le cas
torique :
The´ore`me 1.3. Si A = Ggm et si C est transverse alors
(1) l’ensemble S1(C,Ators) est de hauteur borne´e ;
(2) l’ensemble S2(C,Ators) est fini. 
Ici la formulation diﬀe`re de celle de [1] ou` apparaıˆt plutoˆt l’union de tous les
sous-groupes alge´briques de dimension donne´e mais il est clair que cette dernie`re
coı¨ncide avec l’union des Ators + B ou` B est connexe.
Un analogue elliptique de ce re´sultat a e´te´ e´tabli dans [10].
The´ore`me 1.4. Supposons que A = Eg ou` E est une courbe elliptique et que C soit trans-
verse. Alors
(1) l’ensemble S1(C,Ators) est de hauteur borne´e ;
(2) si E est a` multiplication complexe, S2(C,Ators) est fini ;
(3) dans tous les cas, Sr(C,Ators) est fini si r ≥ 2+ (g/2). 
Le pre´sent travail se veut une tentative de me´langer les deux types d’e´nonce´s
(the´ore`mes 1.1 et 1.2 d’une part et the´ore`mes 1.3 et 1.4 d’autre part). Il faut noter qu’ils
ont de´ja` une intersection non triviale : la finitude de Sg(C,Ators) re´sulte de chacun des
the´ore`mes, ce qui correspond dans le cas abe´lien a` la conjecture de Manin-Mumford
prouve´e par Raynaud. Nous nous inte´ressons ici aux ensembles de la forme Sr(C, Γε) et
essayons de prouver des re´sultats de finitude pour r le plus petit possible.
Peu de choses peuvent eˆtre dites du cas r = 1. L’ensemble S1(C,Ators) e´tant tou-
jours infini, nous pouvons au mieux espe´rer des bornes de hauteur. Dans cette direction,
les me´thodes de [1] ou [10]montrent facilement que si F est de hauteur borne´e alors il en
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va de meˆme de S1(C, F) (sous les hypothe`ses des the´ore`mes 1.3 et 1.4). En revanche, de`s
qu’un groupe Γ n’est pas de torsion, S1(C, Γ) n’est pas de hauteur borne´e.
Nous nous tournons donc vers le cas r = 2. Ici, il devient plus raisonnable de se
demander si S2(C, Γε) est fini pour ε assez petit. Voici les re´sultats que nous obtenons
dans cette direction. Nous nous plac¸ons de´sormais dans le cas elliptique A = Eg (donc
la hauteur canonique introduite plus haut est la hauteur de Ne´ron-Tate). Nous obtenons
en premier lieu le re´sultat suivant.
The´ore`me 1.5. Soient E une courbe elliptique sur Q¯, g un entier et A = Eg. Soient encore
C ↪→ A une courbe transverse et Γ un sous-groupe de rang fini de A(Q¯). Alors, il existe
ε > 0 tel que S2(C, Γε) est de hauteur borne´e. 
Nous avons ensuite des re´sultats de finitude. Pour e´noncer le premier, de´finissons
r0(Γ) comme le rang du sous-groupe de E(Q¯) engendre´ par les images de Γ a` travers les
diﬀe´rentes projections.
The´ore`me 1.6. Sous les hypothe`ses du the´ore`me pre´ce´dent et si r ≥ 2+(r0(Γ)+g)/2 alors
Sr(C, Γ) est fini. Si de plus E admet des multiplications complexes alors S2(C, Γ) est fini.

Comme dans [10], la diﬀe´rence vient du fait que les estimations disponibles dans
le cadre du proble`me de Lehmer pour les varie´te´s abe´liennes sont meilleures lorsqu’il y
a multiplication complexe. A part cela, le traitement ci-apre`s des deux cas est identique
et le re´sultat se trouverait automatiquement ame´liore´ par un progre`s dans cette direc-
tion (par exemple la conjecture 1.6 formule´e dans [2] entraıˆnerait au moins la finitude de
S3(C, Γ)).
Finalement, remarquons que le the´ore`me 1.6 permet de re´pondre (dans le cas el-
liptique) a` une question pose´e par Bombieri,Masser et Zannier (dans le cas torique).
The´ore`me 1.7. Les conclusions (2) et (3) du the´ore`me 1.4 sont vraies sous l’hypothe`se
plus faible que la courbe C n’est contenue dans aucun sous-groupe alge´brique strict
de A. 
Expliquons l’ide´e de la preuve du the´ore`me 1.5. Si nous fixons une sous-varie´te´
abe´lienne B de codimension 2, la finitude de C(Q¯) ∩ Γε + B(Q¯) provient du the´ore`me 1.2
applique´ a` C/B ↪→ A/B. Dans ce cas, il est possible de montrer que la hauteur de cet
ensemble est borne´e graˆce a` une ine´galite´ de Vojta comme dans [8]. Ici, bien suˆr, B varie
et nous avons besoin d’une proprie´te´ plus forte. Nous e´tablissons en fait une ine´galite´ de
Vojta uniforme ou` la de´pendance en B est explicite en nous appuyant sur les re´sultats de
[9] (voir proposition 2.1).
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Ensuite, s’il existe une suite de points de S2(C, Γε) dont la hauteur tend vers l’in-
fini, nous choisissons une sous-suite telle que les sous-varie´te´s abe´liennes B associe´es
soient proches entre elles (en un sens a` pre´ciser). Cela fait, les ine´galite´s obtenues pour
ces diﬀe´rents B deviennent elles-meˆmes proches et permettent alors de conclure comme
dans le cas d’une seule ine´galite´.
Les the´ore`mes 1.6 et 1.7 s’obtiennent graˆce aux arguments de [10]. Le the´ore`me
1.5 remplace l’assertion (1) du the´ore`me 1.4 pour borner la hauteur et permet de s’af-
franchir de l’hypothe`se de transversalite´. On relie Sr(C, Γ) a` un ensemble de la forme
Sr(C ′, A ′tors) ou` C
′ est une courbe sur A ′ = Eg+s obtenue en rajoutant des facteurs
constants : de la sorte C ′ n’est pas transverse mais le the´ore`me 1.5 assure tout de meˆme
que S2(C ′, A ′tors) est de hauteur borne´e. Par le re´sultat de [10] (voir proposition 4.1 ci-
dessous), il s’ensuit que Sr(C ′, A ′tors) est fini et, en retour, l’ensemble correspondant
Sr(C, Γ) est fini.
Pre´cisons quelques notations. Soit L0 un faisceau inversible tre`s ample et
syme´trique sur E. Pour simplifier, nous supposons que L0 est la puissance quatrie`me
d’un faisceau syme´trique. Nous verrons l’anneau End(E) comme plonge´ dans C et ceci
nous permet d’e´crire a¯ et |a|2 = aa¯ ∈ N pour a ∈ End(E). Dans ces conditions, nous
avons d’une part un isomorphisme a∗L0  L⊗|a|
2
0 pour tout a ∈ End(E) et d’autre part les
sections globales de L0 induisent un plongement j0 : E ↪→ PN0Q¯ projectivement normal.
Soient h : E(Q¯)→ R la hauteur de Weil donne´e par j0 et x → |x|2 la hauteur de Ne´ron-Tate
associe´e. Introduisons enfin un re´el c0NT tel que |h(x)− |x|
2| ≤ c0NT pour tout x ∈ E(Q¯).
Passons a` Eg. Nous noterons toujours q1, . . . , qg les diﬀe´rentes projections Eg →
E alors que p1 et p2 de´signeront les projections pour un produit de deux facteurs comme
par exemple C× C→ C ou Eg × Eg → Eg. Nous posons L =⊗gi=1 q∗iL0 et soit j : Eg ↪→ PNQ¯
l’immersion ferme´e de´duite de j0 par unmorphisme de Segre (donc en particulierN+1 =
(N0 + 1)g). Nous continuons a` noter h(x) et |x|2 les hauteurs associe´es sur Eg(Q¯) et nous
e´crirons cNT = gc0NT une constante de comparaison comme plus haut.
Nous de´montrons plus bas le the´ore`me 1.5 pour ce choix de hauteur mais, bien
entendu, la validite´ de l’e´nonce´ pour n’importe quel autre choix en de´coule imme´diate-
ment.
2 Ine´galite´ de Vojta uniforme
2.1 E´nonce´
Dans la proposition ci-dessous, plutoˆt que de conside´rer vraiment un quotient Eg →
Eg/B, nous utilisons un morphisme ϕ : Eg → E2 qui permet plus de souplesse. Un tel
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ϕ s’e´crit
ϕ =
(
ϕ1
ϕ2
)
=
(
a1 · · · ag
b1 · · · bg
)
(2.1)
avec ai, bi ∈ End(E) pour 1 ≤ i ≤ g et ϕj ∈ Hom(Eg, E) pour 1 ≤ j ≤ 2.
Notons ψ → ψ† l’involution de Rosati induite par L sur End(Eg) et End†(Eg) le
sous-module fixe´ par icelle. Remarquons que ceci ne de´pend pas du choix de L0 car l’in-
volution de Rosati sur E est canonique (c’est la conjugaison) et donc si ψ correspond a`
une matriceM ∈Mg(End(E)) alors ψ† correspond a` tM¯.
Nous introduisons la forme biline´aire
End
(
Eg
)× End (Eg) −→ End(E), (ψ1, ψ2) −→ ψ1 •ψ2 = Tr (ψ1 ◦ψ†2) (2.2)
et notons ‖ψ‖2 = ψ • ψ ∈ Z pour ψ ∈ End(Eg). Cette application induit une norme sur
End(Eg)⊗R (voir [5, page 192]). Pour profiter de ces donne´es, nous verrons souvent dans
la suite Hom(Eg, E2) (resp., Hom(Eg, E)) comme sous-module de End(Eg) graˆce a` l’injec-
tion de E2 (resp., E) suivant les deux premiers facteurs (resp., le premier facteur) de Eg.
En particulier, nous utiliserons constamment la norme deϕ ∈ Hom(Eg, E2) e´gale avec les
notations ci-dessus a` la racine carre´e de
∑g
i=1 |ai|
2 + |bi|
2. Avec cette convention, nous
avons e´galement ϕ1 •ϕ2 =
∑g
i=1 aib¯i.
Ceci permet de de´finir
Φ =
{
ϕ ∈ Hom (Eg, E2) | ϕ1 •ϕ2 = 0 et 0 < ∥∥ϕ1∥∥ ≤ ∥∥ϕ2∥∥ ≤ 2∥∥ϕ1∥∥} (2.3)
et, par les meˆmes conditions,ΦR ⊂ Hom(Eg, E2)⊗ R.
Notre but consiste a` montrer le re´sultat suivant.
Proposition 2.1. Si C est une courbe inte`gre transverse dans Eg, il existe des re´els c1, c2,
c3 > 0 tels que pour tous points x, y ∈ C(Q¯) avec |x| ≥ c3 et |y| ≥ c3, tout entier s ≥ c2 et
tout morphisme ϕ ∈ Φ, nous ayons
∣∣sϕ(x)−ϕ(y)∣∣2 ≥ ‖ϕ‖2
c1
(
s2|x|2 + |y|2
)
. (2.4)

2.2 Pre´liminaires
Nous obtiendrons cette ine´galite´ comme conse´quence du the´ore`me principal de [9]. Parce
que la condition essentielle d’application de ce re´sultat concerne la minoration d’un
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certain nombre d’intersection sur C× C, nous commenc¸ons par conside´rer
A1(C× C) = (Pic(C× C)/Pic0(C× C))⊗Z R = (Pic(C× C)/ ∼ )⊗Z R, (2.5)
ou` ∼ de´signe l’e´quivalence nume´rique. Rappelons que graˆce aux projections p1 et p2 :
C× C→ C nous avons une inclusion
p∗1A
1(C)⊕ p∗2A1(C) ⊂ A1(C× C). (2.6)
Notre premier lemme donne une description d’une partie du quotient en termes de Eg
graˆce a` l’hypothe`se queC est transverse. A un couple (s,ψ) ∈ Z×End(Eg), nous associons
le morphisme βs,ψ : C× C→ Eg donne´ sur les points par βs,ψ(x, y) = sψ(x)−ψ(y).
Lemme 2.2. Il existe une application line´aire
α : End†
(
Eg
)⊗Z R −→ A1(C× C) (2.7)
induisant une injection
End†
(
Eg
)⊗Z R ↪→ A1(C× C)/p∗1A1(C)⊕ p∗2A1(C) (2.8)
et telle que, pour tout ψ ∈ End(Eg), nous ayons
β∗s,ψL  p∗1
((
ψ∗L
)∣∣
C
)⊗s2
⊗ α(ψ† ◦ψ)⊗s ⊗ p∗2((ψ∗L)∣∣C
)
. (2.9)

De´monstration. Notons ici A = Eg et ν : C ′ → C la normalisation de C. Le morphisme
C ′ → C ↪→ A se factorise en
C ′ f−−→ J q−−→ A, (2.10)
ou` J est la jacobienne de C ′, q un morphisme de varie´te´s abe´liennes et f un morphisme
d’Albanese compose´ avec une translation. Nous avons un diagramme
Pic(A)/Pic0(A)
q∗
φ
Hom
(
A,A∨
) (id×·)∗PA
Pic(A×A)
(q×q)∗
Pic(J)/Pic0(J)
φ
Hom
(
J, J∨
) (id×·)∗PJ
Pic(J× J),
(2.11)
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ou` φ se de´finit par φM(x) = τ∗xM ⊗M⊗−1 et est injectif (voir [5, page 74]) et PA, PJ sont
les faisceaux de Poincare´. Ce diagramme commute en vertu de la formule
(
id×φM
)∗
PA  add∗M⊗ p∗1M⊗−1 ⊗ p∗2M⊗−1, (2.12)
ou` add : A × A → A est l’addition (voir [5, page 131]), de la formule analogue pour J et
du fait que q est unmorphisme. Par ailleurs, l’application induite par q∗ est injective car,
comme C est transverse dans A, le morphisme q doit eˆtre surjectif.
Il re´sulte a` pre´sent du fait que J∨ repre´sente le foncteur de Picard de C ′ que la
compose´e
Hom
(
J, J∨
) (id×·)∗PJ−−−−−−−−→ Pic(J× J)
(f×f)∗−−−−−→ Pic(C ′ × C ′)/p∗1 Pic(C ′)⊕ p∗2 Pic(C ′)
(2.13)
est un isomorphisme (lorsque f est un morphisme d’Albanese, cela vient de [4, Summary
6.11, page 189] ; ici il faut de plus tenir compte de la translation mais elle ne modifie
Pic(J × J) que par un e´le´ment de Pic0(J × J) dont l’image appartient donc a` p∗1 Pic(C ′) ⊕
p∗2 Pic(C
′)).
Nous en de´duisons que le morphisme de groupes
Pic(A)/Pic0(A) −→ Pic(C× C)
M −→ ( add∗M⊗−1 ⊗ p∗1M⊗ p∗2M)∣∣C×C (2.14)
fournit une injection
Pic(A)/Pic0(A) −→ Pic(C× C)/p∗1 Pic(C)⊕ p∗2 Pic(C) (2.15)
puisque c’est le cas apre`s l’application de (ν× ν)∗. Finalement, graˆce a` l’isomorphisme
End(A)
φL◦−−−−→ Hom (A,A∨), (2.16)
End†(A)⊗R s’identifie a` (Pic(A)/Pic0(A))⊗R (voir [5, page 190]). Par composition, nous
pouvons de´finir α par
α(ψ) =
(
id×φL ◦ψ
)∗
P⊗−1A
∣∣
C×C. (2.17)
Afin d’avoir la formule pour β∗s,ψL il suﬃt en vertu du the´ore`me du cube de montrer
α
(
ψ† ◦ψ) = (ψ×ψ)∗( add∗ L⊗−1 ⊗ p∗1L⊗ p∗2L)∣∣C×C. (2.18)
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Or ce second membre s’e´crit comme la restriction a` C× C de
(ψ×ψ)∗( id×φL)∗P⊗−1A  ( id×φL ◦ψ)∗(ψ× id)∗P⊗−1A
 ( id×φL ◦ψ)∗( id×ψ∨)∗P⊗−1A (2.19)
par de´finition du dual deψ et il reste seulement a` remarquer queψ∨ ◦φL ◦ψ = φL ◦ψ† ◦ψ
(de´finition de ψ†). 
Nous utiliserons la conse´quence suivante du the´ore`me de l’indice deHodge (nous
noterons dans la suiteM·2 une auto-intersectionM ·M).
Lemme 2.3. Si L1 et L2 sont deux e´le´ments nume´riquement eﬀectifs inde´pendants de
A1(C× C) alors L1 · L2 > 0. 
De´monstration. ChoisissonsH ample sur C× C et formonsM = (L2 ·H)L1 − (L1 ·H)L2
dansA1(C×C). PuisqueM n’est pas nume´riquement trivial et queM ·H = 0, le the´ore`me
de l’indice de Hodge entraıˆneM·2 < 0 soit
(
L2 ·H
)2
L·21 +
(
L1 ·H
)2
L·22 < 2
(
L1 ·H
)(
L2 ·H
)(
L1 · L2
)
. (2.20)
En particulier, cela donne bien L1 · L2 > 0. 
E´nonc¸ons maintenant les minorations de nombre d’intersection que nous em-
ploierons.
Lemme 2.4. Si C est une courbe transverse il existe un entier θ ≥ 1 tel que, pour tout
entier s non nul, tout ϕ ∈ Φ et tout x ∈ C(Q¯), nous ayons
(
β∗s,ϕL
)·2 ≥ θ−1‖ϕ‖4s2,
β∗s,ϕL · C× {x} ≥ θ−1‖ϕ‖2s2,
β∗s,ϕL · {x}× C ≥ θ−1‖ϕ‖2.
(2.21)

De´monstration. D’apre`s le re´sultat d’homoge´ne´ite´ de Faltings (voir [3, Lemme 4.2]), les
trois nombres d’intersections ont la meˆme homoge´ne´ite´ en s que la minoration espe´re´e.
Par suite, nous supposons dore´navant s = 1. Par ailleurs remarquons que les deux der-
niers nombres a` minorer ne de´pendent pas de x. Il suﬃt donc de prouver que les deux
fonctions
ϕ −→ ‖ϕ‖−4(β∗1,ϕL)·2, ϕ −→ ‖ϕ‖−2β∗1,ϕL · C× {x} (2.22)
sont minore´es par un re´el strictement positif surΦ.
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Au vu du lemme 2.2, l’application ϕ → β∗1,ϕL est quadratique et s’e´tend a`
Hom(Eg, E2)⊗R. Par suite, la proprie´te´ ci-dessus e´quivaut a` la non-annulation des fonc-
tions pre´ce´dentes (continues) sur le compact
K =
{
ϕ ∈ ΦR | ‖ϕ‖ = 1
}
. (2.23)
La fonctionβ∗1,ϕL·C×{x} ne s’annule pas surHom(Eg, E2)\{0} car sinonβ1,ϕ(C×{x}) = 0 et
ceci implique que C est inclus dans un translate´ du noyau de ϕ. Nous avons donc aﬀaire
a` une forme quadratique positive a` valeurs entie`res non nulles sur Hom(Eg, E2) \ {0}. Par
suite, elle est de´finie positive et donc, en particulier, non nulle sur K.
Pour l’autre minoration, nous e´crivons
(
β∗1,ϕL
)·2
=
(
β∗1,ϕ1L⊗ β∗1,ϕ2L
)·2 ≥ 2β∗1,ϕ1L · β∗1,ϕ2L. (2.24)
En vertu du lemme 2.3, il suﬃt de prouver que β∗1,ϕ1L et β
∗
1,ϕ2
L sont inde´pendants dans
A1(C×C). Or, pourϕ ∈ K, les e´le´mentsϕ†1◦ϕ1 etϕ†2◦ϕ2 sont inde´pendants dans End(Eg)⊗
R par exemple car
(
ϕ
†
1 ◦ϕ1
) • (ϕ†2 ◦ϕ2) = 0 (2.25)
(et ‖ϕ†i ◦ ϕi‖ = ‖ϕi‖2 = 0). Le lemme 2.2 donne alors la conclusion puisque ϕ†i ◦ ϕi ∈
End†(Eg)⊗ R. 
2.3 De´monstration de l’ine´galite´ de Vojta
Comme annonce´, nous allons appliquer le re´sultat de [9]. Nous pre´cisons donc a` quelles
donne´es nous nous inte´ressons. Tout d’abord, le sche´ma initial est X = C muni du plon-
gement ι de´fini comme compose´ de C ↪→ Eg et j : Eg ↪→ PN
Q¯
. Nous choisissons ensuite
m = 2, t1 = t2 = 2
2g+1,M = (N+ 1)2
2g+1 etω = 0. Pour θ nous utilisons la valeur donne´e
par le lemme 2.4. Quant a` δ, qui repre´sente essentiellement la hauteur de l’addition de E,
nous le fixerons plus bas (sans le calculer explicitement).
Prenons maintenant a = (‖ϕ‖2s2, ‖ϕ‖2) puis X = C × C, π = id (donc U = X) et
M = β∗s,ϕL. En particulier, nous avons Na = p
∗
1L
⊗‖ϕ‖2s2 ⊗ p∗2L⊗‖ϕ‖
2
. Nous de´finissons
ι ′ : C × C → PN ′
Q¯
associe´ a` P = N⊗t1a a` l’aide d’un morphisme de Segre-Veronese a` partir
de j. Ceci assure que j1 = idP est bien donne´ par des monoˆmes.
Pour de´crire les deux ingre´dients restants (a` savoir Σ et j2), il nous faut re´e´crire
P⊗M⊗−1. Pour ce faire, notons
ϕ =
(
a1 · · · ag
b1 · · · bg
)
(2.26)
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et introduisons une familleϕ1, ϕ2, . . . , ϕ22g avecϕ1 = ϕ et comprenant tous les e´le´ments
de la forme
ϕi =
(
±a1 ±a2 · · · ±ag
±b1 ±b2 · · · ±bg
)
. (2.27)
Si nous posons alors
M˜ =
22g⊗
i=2
β∗s,ϕiL, (2.28)
le the´ore`me du cube et la relation a∗L0  L⊗|a|
2
0 entraıˆnent
M⊗ M˜ 
g⊗
i=1
(
p∗1q
∗
iL
⊗s2
0 ⊗ p∗2q∗iL0
)⊗22g(|ai|2+|bi|2)
. (2.29)
Par conse´quent, le faisceau P⊗M⊗−1 est isomorphe a`
M˜⊗
g⊗
i=1
(
p∗1q
∗
iL
⊗s2
0 ⊗ p∗2q∗iL0
)⊗22g(2‖ϕ‖2−|ai|2−|bi|2)
. (2.30)
Nous pouvons de´finir Σ comme la famille provenant desN0+1 sections fixe´es de L0 dans
cette e´criture : cela donne (N + 1)2
2g−1 sections pour M˜ et (N0 + 1)2g = (N + 1)2 pour le
reste d’ou` CardΣ = M.
Finalement de´finissons j2 : P ⊗M⊗−1 ↪→ P comme la multiplication par une sec-
tion globale deM (provenant de l’une des N + 1 sections fixe´es de L) non nulle au voisi-
nage de (x, y). De cette manie`re, j2 de´pend de (s,ϕ, x, y) mais a` travers un choix fini donc
δ, fixe´ ci-dessous, peut en eˆtre choisi inde´pendant quitte a` prendre un maximum.
Pour justifier les choix de Σ et j2, il reste a` expliquer pourquoi j2(Σ) peut eˆtre
de´crit par des polynoˆmes de hauteur au plus δ(s2 + 1)‖ϕ‖2. Nous proce´dons comme dans
[7, proposition 5.2] : tout se passe au niveau de l’isomorphisme donne´ plus haut pour
M⊗M˜, les termes supple´mentaires servant a` avoir la «marge» donne´e par f(a) dans cette
re´fe´rence. Pour voir qu’il suﬃt de connaıˆtre la formule pour [a]∗ si a ∈ Z remarquons que
le produit de tous les βs,ϕi se de´compose en
C× C ↪→ E2g ms,ϕ−−−−−→ E4g ξ−−→ E22g+1 , (2.31)
ou` ξ est un morphisme fixe´ une fois pour toutes et ms,ϕ est donne´ uniquement par des
multiplications par des entiers (obtenus comme produits de s ou 1 par les diﬀe´rentes
coordonne´es des ai et bi dans une base fixe´e de End(E)). Nous pouvons donc substituer
dans des polynoˆmes donnant ξ les formules de [7] pour [a]∗ et obtenir le re´sultat.
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Tout est donc en place pour appliquer le the´ore`me central de [9] puisque la condi-
tion essentielle est remplie en vertu du lemme 2.4. Nous obtenons donc c1, c2 et c3 tels
que si s2‖ϕ‖2 ≥ c2‖ϕ‖2 et h(x) ≥ c3 et h(y) ≥ c3 alors
c1hM(x, y) ≥ ‖ϕ‖2
(
s2h(x)+ h(y)
)
. (2.32)
Il reste a` substituer des hauteurs normalise´es afin d’avoir la proposition 2.1. Cela
ne´cessite de modifier c1 et c3. En eﬀet, avec nos de´finitions,
hM(x, y) = 22g
g∑
i=1
(∣∣ai∣∣2 + ∣∣bi∣∣2)(s2h(xi)+ h(yi))− 2
2g∑
i=2
h
(
sϕi(x)−ϕi(y)
)
(2.33)
d’ou`
hM(x, y) ≤
∣∣sϕ(x)−ϕ(y)∣∣2 + 22g‖ϕ‖2(s2 + 1)c0NT + (22g − 1)cNT. (2.34)
Cela entraıˆne
c1
∣∣sϕ(x)−ϕ(y)∣∣2 ≥ ‖ϕ‖2(s2(|x|2 − c)+ (|y|2 − c)) (2.35)
avec par exemple c = 22g+1c1cNT. Si nous augmentons c3 de sorte que c3 ≥ 2c, nous en
de´duisons
2c1
∣∣sϕ(x)−ϕ(y)∣∣2 ≥ ‖ϕ‖2(s2|x|2 + |y|2) (2.36)
et il reste a` remplacer c1 par 2c1 pour constater que la de´monstration de la proposition
2.1 est termine´e.
3 Preuve du the´ore`me 1.5
Avant de pouvoir utiliser la proposition 2.1,nous donnons quelques re´sultats auxiliaires.
Lemme 3.1. (1) Pour toute sous-varie´te´ abe´lienne B de Eg de codimension au moins 2 il
existe ϕ ∈ Φ tel que B ⊂ Kerϕ.
(2) Pour tout x ∈ Eg(Q¯) et tout ϕ : Eg → E2 nous avons |ϕ(x)| ≤ ‖ϕ‖|x|. 
De´monstration. (1) Il existe ϕ1 et ϕ2 inde´pendants dans Hom(Eg, E) de sorte que B ⊂
Kerϕi. En remplac¸ant ϕ2 par ‖ϕ1‖2ϕ2 − (ϕ1 •ϕ2)ϕ1, il vient ϕ1 •ϕ2 = 0. Quitte a` multi-
plier ϕ1 et ϕ2 par des entiers bien choisis, ils forment alors ϕ ∈ Φ.
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(2) D’apre`s a∗L0  L⊗|a|
2
0 nous avons sur E l’e´galite´ |ax| = |a||x|. Par suite
∣∣ϕ(x)∣∣2 =
∣∣∣∣∣
g∑
i=1
aixi
∣∣∣∣∣
2
+
∣∣∣∣∣
g∑
i=1
bixi
∣∣∣∣∣
2
≤
(
g∑
i=1
∣∣aixi∣∣
)2
+
(
g∑
i=1
∣∣bixi∣∣
)2
≤ ‖ϕ‖2|x|2.
(3.1)

Nous faisons maintenant une re´duction du proble`me en tirant parti de la liberte´
de choix de repre´sentants dans un ensemble du type Γε + B.
Lemme 3.2. Pour de´montrer le the´ore`me 1.5, il suﬃt de montrer que pour tout groupe Γ ′
de rang fini l’ensemble S ′2(C, Γ
′
ε) de´fini comme
C(Q¯) ∩
⋃
codimB≥2
{
γ+ P | γ ∈ Γ ′ε, P ∈ B et max
(
|γ|, |P|
) ≤ 4g|γ+ P|} (3.2)
est de hauteur borne´e pour ε assez petit. 
De´monstration. Plac¸ons-nous sous les hypothe`ses du the´ore`me. Le groupe Γ de rang fini
est contenu dans Γ ′ = (Γ0)g pour un certain Γ0, sous-groupe de E(Q¯) de rang fini, divi-
sible et stable par End(E). Nous allons montrer S2(C, Γε) ⊂ S ′2(C, Γ ′8gε) (ce qui implique le
lemme). Soit donc x ∈ S2(C, Γε) qui s’e´crit x = γ+ P = y+ z+ P avec y ∈ Γ , |z|2 ≤ ε et P ∈ B
pour un certain B de codimension 2. En utilisant une me´thode de Gauss, nous pouvons
trouver
ϕ =
(
a1 · · · ag
b1 · · · bg
)
(3.3)
avec ai, bi ∈ End(E) de sorte que B ⊂ Kerϕ et qu’il existe i1 = i2 avec ai1 = bi2 = a ∈
N \ {0} et ai2 = bi1 = 0 et |ai| ≤ 2a, |bi| ≤ 2a pour tout i. En particulier, ‖ϕ‖2 ≤ 8ga2 et si
ψ : Eg → Eg s’obtient en composant ϕ avec l’injection E2 ↪→ Eg suivant les facteurs i1 et
i2 nous avons ϕ ◦ψ = aϕ.
Dans ces conditions ψ(y) ∈ Γ ′ et il existe y ′ ∈ Γ ′ avec ay ′ = ψ(y). Soient encore
z ′ ∈ Eg(Q¯) tel que az ′ = ψ(z) puis γ ′ = y ′ + z ′ et P ′ = x − γ ′. D’apre`s le lemme pre´ce´dent
|ψ(z)|2 = |ϕ(z)|2 ≤ 8ga2ε et cela donne γ ′ ∈ Γ ′8gε. De plus P ′ ∈ B + Ators car ϕ(aP ′) =
aϕ(y− y ′ + z− z ′) = aϕ(y)−ϕ ◦ψ(y)+ aϕ(z)−ϕ ◦ψ(z) = 0. Finalement a|γ ′| = |ψ(γ)| =
|ϕ(x)| ≤ √8ga|x| et |P ′| ≤ |x| + |γ ′| ≤ (√8g + 1)|x| ≤ 4g|x|. Ceci montre bien x ∈ S ′2(C, Γ ′8gε).

L’e´tape principale de la preuve du the´ore`me consiste a` rendre proche a` la fois des
e´le´ments de Γε et de Hom(Eg, E2).
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Lemme 3.3. (1) De toute suite d’e´le´ments non nuls de Hom(Eg, E2) on peut extraire une
sous-suite dans laquelle deux termes quelconques ϕ et ϕ ′ ve´rifient
∥∥∥∥ ϕ‖ϕ‖ − ϕ
′
‖ϕ ′‖
∥∥∥∥ ≤ 116gc1 . (3.4)
(2) Demeˆme si ε ≤ 2−14g2c21 on peut extraire de toute suite d’e´le´ments de {γ ∈ Γε |
|γ| ≥ 1} une sous-suite dans laquelle deux termes quelconques γ et γ ′ ve´rifient
∣∣∣∣ γ|γ| − γ
′
|γ ′|
∣∣∣∣ ≤ 116gc1 . (3.5)

De´monstration. Dans le premier cas, l’assertion re´sulte facilement de la compacite´ de la
sphe`re unite´ de Hom(Eg, E2) ⊗ R et du principe des tiroirs. Dans le second cas, le meˆme
raisonnement s’applique a` Γ ⊗R. Nous pouvons donc supposer γ = y+z, γ ′ = y ′+z ′ avec
|z|, |z ′| ≤ √ε et y, y ′ ∈ Γ tels que
∣∣∣∣ y|y| − y
′
|y ′|
∣∣∣∣ ≤ 132gc1 . (3.6)
La conclusion de´coule de
∣∣∣∣ γ|γ| − γ
′
|γ ′|
∣∣∣∣ ≤ 132gc1 +
∣∣∣∣ γ|γ| − y|y|
∣∣∣∣+
∣∣∣∣ γ ′|γ ′| − y
′
|y ′|
∣∣∣∣
≤ 1
32gc1
+
2|z|
|γ|
+
2|z ′|
|γ ′|
≤ 1
32gc1
+ 4
√
ε
(3.7)
graˆce a` la valeur choisie pour ε (voir aussi [8, lemme 5.1] pour un raisonnement sem-
blable). 
La de´monstration du the´ore`me 1.5 repose sur le calcul suivant : si x = γ + P et
y = γ ′ + P ′ dans Eg(Q¯) avec ϕ(P) = 0 et ϕ ′(P ′) = 0 pour ϕ,ϕ ′ : Eg → E2, nous avons
∣∣sϕ(x)−ϕ(y)∣∣ = ∣∣ϕ(sγ− γ ′)−ϕ(P ′)∣∣
=
∣∣ϕ(sγ− γ ′)+ (ϕ ′ −ϕ)(P ′)∣∣
≤ ‖ϕ‖|sγ− γ ′|+ ‖ϕ ′ −ϕ‖|P ′|.
(3.8)
Graˆce au lemme d’extraction, nous allons rendre |sγ−γ ′| et ‖ϕ ′−ϕ‖ suﬃsamment petits
pour obtenir une contradiction avec l’ine´galite´ de Vojta si x, y ∈ C(Q¯).
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Pre´cise´ment nous raisonnons par l’absurde comme suit. Soit ε ≤ 2−14g2c21. Nous
supposons qu’il existe une suite de points (xi)i∈N de C(Q¯) dont la hauteur tend vers l’in-
fini et telle que xi = γi + Pi avec γi ∈ Γε et ϕi(Pi) = 0 pour un certain ϕi ∈ Φ ; de plus, en
utilisant la re´duction du lemme 3.2, nous imposons max(|γi|, |Pi|) ≤ 4g|xi| et, par ailleurs,
|xi| ≥ c3.
En vertu du lemme 3.3, nous pouvons e´galement supposer∥∥∥∥∥ ϕi∥∥ϕi∥∥ −
ϕj∥∥ϕj∥∥
∥∥∥∥∥ ≤ 116gc1 (3.9)
pour tout couple (i, j) ∈ N2 et∣∣∣∣∣ γi∣∣γi∣∣ −
γj∣∣γj∣∣
∣∣∣∣∣ ≤ 116gc1 (3.10)
pour tout couple (i, j) ∈ N2 tel que |γi| ≥ 1 et |γj| ≥ 1.
Nous choisissons maintenant un entier s ≥ c2 et un couple (i, j) tel que
∣∣sγi − γj∣∣ ≤ 1
2c1
s
∣∣xi∣∣. (3.11)
Pour ve´rifier que c’est toujours possible, nous distinguons deux cas. Si, d’abord, la suite
des |γi| est borne´e, disons par un re´el T , nous choisissons s ≥ c2 quelconque puis l’entier
i tel que |xi| ≥ 4c1T (par hypothe`se la suite |xi| n’est pas borne´e) et finalement j = i. Dans
le cas contraire, si la suite des |γi| n’est pas borne´e, prenons i tel que |γi| ≥ 1 et nous
pouvons trouver j de sorte que |γj| ≥ (1 + max(c2, 8gc1))|γi|. De´finissons alors s comme
l’entier le plus proche de |γj|/|γi|. Il vient
∣∣sγi − γj∣∣ =
∣∣∣∣∣s
∣∣γi∣∣
(
γi∣∣γi∣∣ −
γj∣∣γj∣∣
)
+
(
s−
∣∣γj∣∣∣∣γi∣∣
)∣∣γi∣∣ γj∣∣γj∣∣
∣∣∣∣∣
≤
(
1
16gc1
+
1
2s
)
s
∣∣γi∣∣ ≤ 1
2c1
s
∣∣xi∣∣.
(3.12)
Notons a` pre´sent plutoˆt (x, y) le couple (xi, xj) que nous avons trouve´ et ϕ, ϕ ′ associe´s.
Quitte a` multiplier ces morphismes par des entiers bien choisis, nous pouvons faire en
sorte que
‖ϕ ′ −ϕ‖ ≤ 1
8gc1
‖ϕ‖. (3.13)
Alors notre calcul liminaire montre que
∣∣sϕ(x)−ϕ(y)∣∣ ≤ 1
2c1
‖ϕ‖(s|x|+ |y|). (3.14)
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Par ailleurs, nous sommes dans les conditions d’application de la proposition 2.1 dont
la conclusion est clairement en contradiction avec la formule ci-dessus (avec c1 ≥ 1 par
exemple).
4 Re´sultats de finitude
Nous allons re´duire le the´ore`me 1.6 au re´sultat de finitude e´tabli dans [10]. En eﬀet, la
de´monstration dans cet article du the´ore`me 1.4 ci-dessus permet d’e´noncer :
Proposition 4.1. Supposons que la courbe C ne soit contenue dans aucun sous-groupe
alge´brique strict de Eg et choisissons r ≥ 2 si E est a` multiplication complexe et r ≥
2+ (g/2) sinon. Alors, pour tout re´elH, l’ensemble
{
x ∈ Sr
(
C,Ators
)
| h(x) ≤ H} (4.1)
est fini. 
Notons que ceci n’est pas e´tabli explicitement dans [10] car l’hypothe`se plus forte
que C est transverse est utilise´e pour prouver que S1(C,Ators) et donc Sr(C,Ators) est de
hauteur borne´e. On ve´rifie cependant que la de´monstration de la finitude une fois la hau-
teur borne´e donne exactement la proposition ci-dessus.
Afin de pouvoir utiliser cette proposition pour de´montrer le the´ore`me 1.6, nous
allons relier un ensemble de la forme Sr(C, Γ) a` un ensemble de la forme Sr(C ′, A ′tors).
Soient pour cela γ1, . . . , γs des e´le´ments de E(Q¯) inde´pendants sur End(E) et
de´finissons Γ0 comme le sous-groupe de E(Q¯) forme´ des e´le´ments x pour lesquels il existe
un entier non nulN tel queNx appartienne aumodule sur End(E) engendre´ par γ1, . . . , γs.
Nous noterons Γ = (Γ0)g pour l’e´nonce´ suivant. Enfin, si C est une courbe sur A = Eg,
de´signons par C ′ la courbe C× {γ1}× · · · × {γs} sur A ′ = Eg+s.
Proposition 4.2. Dans la situation pre´ce´dente, l’isomorphisme e´vident f : C → C ′ induit
des bijections
Sr(C, Γ)  Sr
(
C ′, A ′tors
)
(4.2)
pour tout r. Par ailleurs, si C est transverse dans A, alors C ′ n’est contenue dans aucun
sous-groupe alge´brique strict de A ′. 
De´monstration. Supposons d’abord x ∈ Sr(C, Γ). Cet e´le´ment s’e´crit x = y + P ou` y ∈ Γ
et P est contenu dans une sous-varie´te´ abe´lienne de Eg de codimension r. Ceci entraıˆne
l’existence de r formes End(E)-line´aires ϕ1, . . . , ϕr inde´pendantes telles que ϕi(P) = 0
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pour tout i. Par suite, nous avons ϕi(x) ∈ Γ0 pour tout i et cela s’e´crit
Niϕi(x)−
s∑
j=1
ai,jγj = 0 (4.3)
pour tout i, pour certains entiers Ni = 0 et certains e´le´ments ai,j ∈ End(E). Ceci donne
exactement r formes inde´pendantesψ1, . . . , ψr (en g+s variables) de sorte queψi(f(x)) =
0 pour tout i. Ainsi nous avons bien f(x) ∈ Sr(C ′, A ′tors).
Re´ciproquement, si f(x) ∈ Sr(C ′, A ′tors), il existe r formes line´aires inde´pendantes
ψ1, . . . , ψr ve´rifiantψi(f(x)) = 0. Nous pouvons alors e´crire lesψi sous la forme ci-dessus
(par exemple avec Ni = 1) et les formes ϕi obtenues sont inde´pendantes par liberte´ des
γi. De plusϕi(x) ∈ Γ0 pour tout i et, pourmontrer que x ∈ Sr(C, Γ), il suﬃt de trouver y ∈ Γ
avecϕi(x) = ϕi(y) pour tout i. Autrement dit, lesϕi donnent une surjectionϕ : Eg → Er et
l’on veut montrer que l’application induite (Γ0)g → (Γ0)r est surjective. Cela se peut faire
assez explicitement comme dans le lemme 3.2 (pour r = 2) ou en remarquant simplement
qu’il existe un morphisme ϕ˜ : Er → Eg tel que ϕ ◦ ϕ˜ est la multiplication par un entier
M > 0 et donc, pour relever z ∈ (Γ0)r, on choisit y avecMy = ϕ˜(z) qui est bien un e´le´ment
de Γ .
La dernie`re assertion est maintenant claire car si une forme line´aireψ s’annulait
sur C ′ on trouverait ϕ constante sur C contrairement a` l’hypothe`se de transversalite´.

Passons a` la de´monstration du the´ore`me 1.6. Quitte a` grossir Γ , on peut le sup-
poser de la forme conside´re´e ci-dessus (associe´ a` γ1, . . . , γs) ; remarquons que cela est
possible, dans le cas ou` E n’a pas de multiplication complexe, sans changer la valeur
de r0(Γ) qui est donc e´gale a` s (le rang de Γ0). Dans ces conditions, le the´ore`me 1.5 en-
traıˆne que S2(C ′, A ′tors), graˆce a` la proposition 4.2, est de hauteur borne´e. Par conse´quent,
la proposition 4.1 assure que Sr(C ′, A ′tors) est fini pour r = 2 ou r ≥ 2+(g+s)/2 selon que E
est a` multiplication complexe ou non. En re´utilisant la proposition 4.2, il en va de meˆme
pour Sr(C, Γ) pour ce choix de r et le the´ore`me 1.6 est e´tabli.
Enfin, pour obtenir le the´ore`me 1.7, notons d’une part que l’e´nonce´ est clair
d’apre`s ce qui pre´ce`de si la courbeC est de la formeC1×{γ1}×· · ·×{γs} avecC1 transverse
dans Eg−s. En ge´ne´ral, on conside`re le plus petit translate´ de sous-varie´te´ abe´lienne
contenantC. Il existe alors une isoge´nieψ : Eg → Eg dans laquelle l’image de ce translate´
est Eg−s×{γ1}×· · ·×{γs} pour certains γi, qui sont libres sur End(E) carC n’est pas conte-
nue dans un sous-groupe strict de Eg. Par conse´quent, ψ(C) est de la forme pre´ce´dente.
La conclusion suit car pour toute isoge´nie ψ et pour tout r on a
Sr
(
C,Ators
) ⊂ ψ−1(Sr(ψ(C), Ators)). (4.4)
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