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Abstract
Purpose of Review Industry is changing; converging technologies allow a fourth Industrial Revolution, where it is envisaged that
robots will work alongside humans. We investigate how the research community is responding to the ethical, legal, and social
aspects of industrial robots, with a primary focus on manufacturing industry.
Recent Findings The literature shows considerable interest in the impact of robotics and automation on industry. This interest
spans many disciplines, which is to be expected given that the ELS impacts of industrial robotics may be profound in their depth
and far-reaching in their scope.
Summary We suggest that the increasing importance of human-robot interaction (HRI) reduces the differentiation between
industrial robotics and other robotic domains and that the main challenges to successful adoption for the benefit of human life
are above all political and economic. Emerging standards and legal frameworks may scaffold this success, but it is apparent that
getting it wrong might have repercussions that last for generations.
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Introduction
The word, ‘industry’, has changed its meaning many
times since its introduction to the English language in
the late fifteenth century. For many people, it may conjure
images of production lines and heavy manufacture.
Accordingly, an industrial robot is defined by the ISO as
an ‘...automatically controlled, reprogrammable, multipur-
pose manipulator, programmable in three or more axes,
which can be either fixed in place or mobile for use in
industrial automation applications’ [1]. This definition im-
mediately calls to mind production lines, where pre-
programmed manipulators perform scripted and repetitive
operations in workcells from which humans are normally
excluded. The robots lack the capacity to adjust to chang-
ing environments, and delicate human bodies must stay
safely outside their reach.
In contrast, within the field of economics and in daily us-
age, the meaning of ‘industry’ is often taken to mean a ‘par-
ticular form or sector of productive work, trade, or manufac-
ture’ [2], such as the banking industry, the car industry, the
film industry, etc. Of course, a discussion of ‘ELSA in
Industrial Robotics’ which took as its remit the applications
of robotics to all commercial activity might be so broad in its
scope that its usefulness might be limited. However, these
contrasting meanings of ‘industry’ hint that our examination
of ELSA should move beyond the picture of industrial robot-
ics painted above. Might there soon be robots in manufacture
which share the same awareness and adaptability as robots in
assistive care settings, for example?
In this review, we will take for our main focus an under-
standing of industry as the production of material goods, i.e.
manufacture, but we shall move beyond considering robots as
the insensible occupants of workcells from which humans are
prohibited. By doing this, we intend to look forward to a new
paradigm for manufacturing, and the wider consequences of
robotics on the world of work, and beyond. Our focus is
mainly European, for it is here the new paradigm first
emerged, and GDPR has shown that EU legislation can have
global reach [3].
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It has been suggested that there have been three prior indus-
trial revolutions: the transition from hand to machine, electri-
fication, and computerization. It is claimed that we are now
witnessing a fourth Industrial Revolution (I4) [4], one charac-
terized by interconnected processes, organizations and ma-
chines, and decentralized decision-making and enabled by
nine main trends: big data, autonomous robots, simulation,
additive manufacturing, the Internet of Things, cloud comput-
ing, augmented reality, horizontal and vertical integration, and
cyber security [5]. Publication surveys show an annually in-
creasing number of papers which centre on I4 [6].
The robots in I4 step beyond the confines of their prede-
cessors’ workcells and interact with humans to accomplish
collaborative tasks [7]. Unlike those insensate reprogramma-
ble manipulators, many projects foresee robots in industry as
co-workers (or ‘cobots’ [8]) rather than mere tools. In this
vision, robots’ efficiency and tirelessness compensate for hu-
man frailty, while human flexibility and intelligence in turn
make up for the robots’ lack of understanding [9]. This co-
working necessarily removes the separation of human and
robot, and research on collision avoidance and impact mitiga-
tion has flourished [10•]. Despite these challenges, it has been
forecast that one-third of robots will be used for collaborative
applications by 2025 [11].
A brief, and not exhaustive, roundup of current projects in
the EU demonstrates a variety of approaches and areas of
focus to enable this nascent field of human-robot collaboration
(HRC) [7].
& An.dy focuses on predicting the actions of a cobot’s hu-
man partner in order to promote safe and efficient co-
working [12].
& Co4Robots is motivated by the desire to develop
decentralized, real-time, automated task-planning for
semi-autonomous systems with collaborating agents in-
cluding humans, stationary manipulators, and mobile ro-
botic platforms [13].
& CoLLaboratE explores a new form of co-working in
which assembly tasks are automatically shared between
humans and robots [14].
& SHERLOCK develops HRC applications with safe robot-
ics, with the prediction of human intentions and future
actions based on an understanding of the operational con-
text [15].
& COVR, which aims to increase the volume of deployed
cobots by addressing safety issues, providing a toolkit for
identifying, and minimizing relevant risks [16].
& INCLUSIVE aims to improve human-robot cooperation
through adaptive human-robot interaction (HRI), with a
particular focus on supporting human users’ different ca-
pabilities and needs [17].
As the preceding list shows, I4 robotics may be character-
ized by the same sorts of concerns as are faced in assistive
robotics, predicting and interpreting humans’ intentions and
future actions in order to efficiently and safely add value in
everyday tasks. Meanwhile, the interactions between humans
and robots are characterized by teaching rather than program-
ming [18•]. Issues in programming cobots are reviewed in [8]
and, aside from the necessary safety concerns associated with
robots and humans working alongside each other in close
proximity [19], can be summarized as communication, opti-
mization, and learning.
Ethical
In 2019, a survey listed 84 different sets of ethical principles
for robotics and AI [20]. These principles have much in com-
mon, stating that robots and AIs should do no harm and be free
of bias and deception and that they should respect human
rights and freedoms and promote well-being while being
transparent and dependable. Such principles also assert that
the sole responsibility for robots’ actions lies with their oper-
ators and/or designers [21].
Numerous papers have suggested ethical guidelines for
various applications of robotics technologies, but these studies
do not often focus upon the industrial use of collaborative
robots. In the MATE (measure, adapt, and teach) approach
outlined by Villani et al. [18•], adaptive techniques are applied
to alter rate of work to the human operators, who differ in their
physical ability, skill, and experience. Such approaches clear-
ly raise ethical questions since they rely on continuous mon-
itoring of the human co-worker. The authors investigate these
using the MEESTAR approach [22], which considers many
dimensions of ethical concern, at the level of the individual,
the organization, and society and attempts to classify the eth-
ical sensitivity from ‘completely harmless’ to ‘should be op-
posed from an ethical viewpoint’.
Maurice et al. suggest that generic guidelines for the ethical
development and use of robot systems might be insufficient
when applied to industrial cobot use, though their argument
would hold for many other fields of application [23]. From
interviews and opinions of factory workers on collaborative
robot usage scenarios, they claim that further attention is need-
ed to ensure that robot development and use upholds human
rights (e.g. by designing or training based upon datasets which
are not biased by race or gender), that decision-making and
actions can be transparent and accountable, and that devel-
opers and users should attempt to minimize the risk of misuse
of such systems.
HRI systems might bring subtle ethical challenges beyond
the immediately obvious, for example, the need in a human-
robot interaction to balance the competing interests of many
different actors (users, managers, designers, customers, etc.),
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which may not be apparent and explicit to the human co-
workers [24].
We suggest that there may be few ethical considerations in
industrial robotics that do not apply more generally in other
spheres where assistive technologies, and HRI, are used. One
important difference may arise from the tendency for work
environments to be coercive [25]; when workers’ livelihoods
depend on accepting and adapting to technological change,
there is a further ethical dimension which one might not ex-
perience in HRI, e.g. in an elder-care setting. Furthermore,
workers and management may find themselves locked in an
arms race where the desire to avoid surveillance suggests that
there is something to hide, leading to more surveillance [26].
A system based on the MATE approach is a system that con-
tinuously evaluates performance; while it might be designed
to fit the system to the human, will workers worry about being
stigmatized for their performance and perhaps replaced?
One of the potential benefits of I4 is the manufacture of
personalized products [27], but is there any way personaliza-
tion becomes ethically problematic? The automation of
decision-making based on predictive models is pervasive in
conceptions of I4, for example, in the behaviour of cobots to
their human co-workers [28, 29], in decision-making about
orders and supply chains [30, 31], or in the choice architecture
presented to customers in the making of bespoke products
[32]. It can be argued [33] that such algorithms are inherently
value-laden and ‘...create moral consequences, reinforce or
undercut ethical principles, and enable or diminish stakehold-
er rights and dignity’ and that where algorithms relieve
humans from the responsibility of decision-making, it should
be the designer of the algorithm who is held responsible for
the ethical consequences of their decisions. There seems to be
a tension between the use of automation to empower the con-
sumer through flexibility and customization and the disem-
powerment and inequalities which could arise through guid-
ing their choices through the profiling inherent in recommen-
dation systems [34].
Societal
Although it might be said that the majority of ethical issues
around HRI in industrial settings are the same as those in other
spheres, there are particularly wide-ranging and important so-
cietal impacts that stem from the central nature of work within
peoples’ lives.
Economic Impacts
One of the main worries associated with robotics and automa-
tion in industry is the replacement of human labour. Empirical
studies have shown this impact from ‘traditional’ robotics in
the recent past [35], suggesting that the impact is felt most for
jobs with comparatively low skill requirements, while more
qualified jobs may gain from the diffusion of industrial robots.
In interviews with industrial employees, technological unem-
ployment remains the main source of concern around the in-
troduction of collaborative robots into the workplace [23].
Although collaborative robots are widely seen as a cause of
job loss, workers also recognize they could be a potential help
[36].
Some writers have suggested that the impact of robotics
and automation will be rapid and massive, for example, Frey
and Osborne [37] famously suggest that their analysis of
O*Net labour market data in the USA shows that ‘around
47% of total US employment is in the high risk category’.
Technological advances are hard to predict accurately, and a
recent survey comparing the estimates of experts in robotics
and automation with those of non-experts suggests that, while
the forecast of job replacement might be accurate, the rate at
which it will occur is commonly overestimated [38].
The impact of robotics on labour markets will probably be
more nuanced than sudden unemployment. In a recent survey
[39] of the impact of automation in Dutch industries over a 16-
year period, automation increased the likelihood that workers
will leave their employer, and they suffered an annual decline
in wages and hours worked. This effect is more gradual than
suggested by much literature predicting mass layoffs. Other
studies suggest that the impact of automation on industrial
workers causes a hollowing out of opportunity and wages
[40]. Medium-skilled workers lose, but the (smaller percent-
age of) higher-skilled workers gain. Overall, robots raise pro-
ductivity but not wages, and the decreasing demand for hu-
man labour tends to retain older workers but offer fewer op-
portunities for young aspirants.
These surveys relate more to the previous generation of
industrial robotics and automation than the collaborative pos-
sibilities of I4 cobots. It may be that investment in automation
and associated I4 technologies allows higher value ‘personal-
ized’ goods to be produced [41] and that this is the economic
driver for companies rather than a desire to increase produc-
tivity and reduce wage bills and associated costs. Since mass
production lowers costs, we expect that personalized goods
will be found more at the ‘luxury’ end of markets. Many
authors have claimed that human labour is a necessary factor
for the production of value [42], but this may therefore be-
come less true during the transition to I4.
Political Impacts
As the human worker features less in the production of
value—a trend we are likely to see not only in manufacturing
industry but also in those other industries where people are
most usually employed, like the estimated 3.5 million profes-
sional truck drivers in the USA who stand to lose their jobs
through the introduction of self-driving vehicles [43]—the
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displaced may tend towards radical political change. In the
2016 US Presidential Election, Frey et al. found ‘robust evi-
dence of a relationship between electoral districts’ exposure to
automation and their share of voters supporting Donald
Trump’, and this support was particularly high in areas char-
acterized by low-educated males in routine jobs [44]. This
radicalization is one of the ways in which the impact of auto-
mation in industry goes beyond the individual. Modern
Luddites might not smash looms, but political systems.
Mention of Luddites and the attendant Fallacy reminds us
that, while new technologies might make old jobs redundant,
it creates new niches and opportunities in turn. While some
authors are sanguine about this renewal [45], others predict
that the reduction in employment prospects for lower-skilled
workers will contribute to rising inequality and that it may
take generations to compensate for the fall in wages [46].
Unemployment and lower wages will lead to a fall in taxation
revenue (especially in countries like the USA where the taxa-
tion regime incentivises companies’ investment in capital over
human labour and its associated tax costs [47]), and the reve-
nue available to Government will necessarily fall. This might
be a ‘double whammy’ as the maintenance of the unemployed
and costs of retraining and education may fall mostly on the
State. Unsurprisingly, we and others have suggested changes
to taxation, perhaps in the form of a robot tax, which has been
shown to narrow the wage gap between skilled and unskilled
labour [48] in a variety of different modelled scenarios. In
contrast, some authors suggest that a universal basic income
which would be funded by a tax on the value created through
industry, at the point that value is distributed in wages or
dividends, could be an adequate and effective way to amelio-
rate the impact of technological change [49].
Psychological and Sociological Impacts
Working practices have impacts beyond the economic.
Cobots might be rapidly repurposed to work on different tasks
in hybrid teams, but the organizational structure of these
teams, and the way in which they are tasked and managed,
may need to change according to the nature of the job, the
identity and skills of the players, and the organizational envi-
ronment. Some authors have explored the use of tools based
onmanagerial approaches used in I4, which will automatically
organize a team for each task that needs to be performed [50].
In a highly agile and adaptive workplace, this process might
itself draw upon automated decision-making and machine
learning to continually optimize the ways in which humans
and machines are used.
A recent survey of publications in HRI and Human
Resources Management [51] suggests that few studies ask
how to manage and support the human resources in collabora-
tive robotic environments. Workers in fluid organizational
structures, continuously optimized and surrounded by
technology, may experience increasing levels of ‘technostress’
[52], decreasing their engagement and satisfaction at work. One
consequence of increasing automation is that ‘low skill’
workers have to adapt to more challenging roles, further over-
burdening them and challenging their mental health [53].
One feature of current automation, where the flexibility and
dexterity of humans fill the gaps in workflow stages that are
yet to be automated, is the stress experienced by workers, as
these testimonies bear witness:
I wasn’t prepared for how exhausting working at
Amazon would be. It took my body two weeks to adjust
to the agony of walking 15 miles a day and doing hun-
dreds of squats. But as the physical stress got more man-
ageable, the mental stress of being held to the produc-
tivity standards of a robot became an even bigger prob-
lem. [54]
...injuries were more common in warehouses with the
robots, which makes sense because it’s the pace that’s
the problem, and the machines that most concern
workers are the ones that enforce it. [55]
Here the human work rate is determined by the needs of the
machine, quite contrary to the approach advocated in [23]. It is
clear that, for the individual, there may be impacts of working
with robots beyond the economic. Should we then welcome
the eventual replacement of the human in industry?
Since Aristotle, work in the West has long been regarded as
either praxis (work done for its own sake) or poiesis (work done
to produce something useful). The latter conception dominates
most people’s relationship with work; we work to earn money,
to pay the bills. Work is more than this though. It is recognized
that unemployment is bad for physical and mental health and
well-being and that this is not just due to a reduction in income
[56]. Self-esteem is bound up in our opinion of our own com-
petence, in others’ recognition of this, and in the comparisons,
we make to those around us [57]. Furthermore, it has been
argued [58] that working together binds us to society through
a recognition of our mutual dependence and is one of the prime
creators of personal identity [59] and meaning in the semiotic
sense [60]. Whether this remains true in the future will depend
not only on the impacts of automation but also on the socio-
political system in which these impacts occur.
Legal
It has been suggested that, while there are many headline-
grabbing projects in industrial collaborative robots, takeup
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has been relatively slow and that this may be due to safety
considerations stemming from the complexity of the problems
[61]. However these concerns are addressed, the wider use of
robots requires a legal framework capable of supporting inno-
vation while protecting rights and values.
The 2017 Resolution of the European Parliament [62] out-
lines several areas in which developments in robotics may
require new sets of rules to be adopted into legal frameworks.
This resolution was partly based on the outputs of the EC FP7
‘Robolaw’ project [63]. There is no specific robotic legislation
in the EC as yet, and industrial robots are regulated by the
Machinery Directive, also falling under cross-cutting legisla-
tion such as the Directive on Liability for Defective Products
and the Product Safety Directive. The position is further com-
plicated by the lack of a legal definition of the term ‘robot’
[64], a lack which the resolution recognizes must be ad-
dressed. Given the variety of potential robotic devices and
the uses to which they could be put, it is unlikely that there
could be a single set of ‘laws for robots’ [65•], even within a
single regulatory domain such as the EU. There are numerous
challenges to regulators, e.g. how to keep up with technolog-
ical advances, how to balance innovation and the protection of
rights and values, whether to maintain the moral status quo or
‘nudge’ social norms, and how to balance effectiveness
against legitimacy [65•].
Liability
Proving liability (‘responsible or answerable in law; legally
obligated’ [66]) is key within legal frameworks. Current legal
regimes could be the special liability of the designer and the
programmer for defective products [67], but the introduction
of robotics and AI into industry challenges existing notions.
With closer co-working and with the penetration of AI into
scheduling, organizational and operational frameworks, etc.,
the attribution of liability may become blurred. For example,
consider harm arising from the actions of a robot in a team of
humans and robots working together. Equally, in workflows
involving multiple cyber-physical entities, robots may enter
into associations and contracts autonomously, e.g. through
‘smart contracts’ [68]. The consequences of failure might go
far beyond that permitted by the operator/owner of the robot.
Current legislation which creates a scheme of strict product
liability for damage arising from defective products [69] is
insufficient for learning robots ’since those robots would au-
tonomously learn from their own variable experience and in-
teract with their environment in a unique and unforeseeable
manner’ [62].
Personhood
Some authors have argued [70] that the autonomy and agency
of robots could confer upon them a form of personhood,
similar to the notion of corporate personhood, by which some
of the rights ascribed to individuals can be enjoyed by a cor-
poration, independently of its officers, employees, and staff.
Within law, a ‘person’ has the rights and duties of a human
being; indeed, rights and duties can only be the properties of
persons [71]. Currently, it is the case that autonomy and self-
determination are not in themselves sufficient to confer legal
personhood, as in the case of chimpanzees, as they are ‘inca-
pable of bearing any legal responsibilities and societal duties’
[72]. Similarly, within current definitions of personhood, ro-
bots could not be persons. While robotic personhood might
promote innovation by limiting the liability of manufacturers
and operators, it can be argued that the costs of creating a new
class of legal entity are unjustified by the potential benefits
and that the data gathered and stored in robots’ ‘black boxes’
[73] might provide sufficient evidence for liability to be easily
and accurately determined [74]. Indeed, we argue that the field
of robot accident investigation is a necessity as robots come to
inhabit our space [75].
The interesting possibility of a ‘retribution gap’ is raised by
Danaher [76]. It has been observed that people need, and
derive value from, somebody to blame when things go wrong.
For the injured to get value from this, the object of blame must
suffer consequences; but a robot that caused an accident can-
not pay retribution in the way a human can [77], while the
designers and operators, Danaher argues, may be too attenu-
ated from the event to be adequate targets for our ire. Industrial
accidents could perhaps leave victims looking for some-
body—anybody—to blame, challenging the rule of law and
the legitimacy of legal systems.
Data and Privacy
As previously mentioned [18•], cobots can gather data to
adapt to the workrate, abilities, and needs of their human co-
workers. This data may be processed offboard the robot in
cloud services, and the data, andmodels derived from it, might
be used by other robots or organizations [78]. Within the
European Data Protection Framework (GDPR), consent has
to be given by the data subject for this gathering and storage of
personal data, which may prove complex when robot systems
are themselves a network of distributed processes and when a
robot’s sensors are capable of gathering data about muchmore
than their co-worker.
Standards
While there are many sets of principles for ethical robot de-
velopment, principles are not practice [21]. The publication of
BS8611 in 2016 [79] identified 20 classes of ethical hazard
and presents guidance on how to perform an ethical risk as-
sessment and take action to reduce or mitigate impacts. Also
in 2016, the IEEE Standards Association launched a Global
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Initiative on Ethics of Autonomous and Intelligent Systems
[80] to place human well-being at the core of robotics devel-
opment, now with 14 working groups drafting the IEEE
P7000 series human standards. Compliance with such stan-
dards might become a requirement for a licence to operate and
could be the basis for codes of conduct adopted on a voluntary
basis. Such self-policing methods may avoid the need for
widespread statutory regulation and fill in the gaps between
‘regulatory approaches based on a strong framework of rights
and values’ [65•].
Conclusions
Industrial robots are more than pre-programmed manipula-
tors. Industry is more than manufacture, and industrial and
service robotics are converging in expectation of collaborative
applications which enable more widespread use of robots.
Due to the pivotal nature of work in most adult lives, the
ethical, legal, and societal impacts of industrial robotics might
be more profound than those of robots in other sectors, e.g.
military or healthcare. Moreover, the impacts industrial robots
may be dangerously easy to overlook—precisely because ro-
bots are already commonplace in the manufacturing and lo-
gistics industries.
As with any technology, the impacts will be determined by
the context in which these robots are used. While standards
and regulation can mitigate against many harms, the most
widespread and profound impacts will depend on the econom-
ic and political system which motivates the adoption of robots
to the workplace.
This is a high stakes game.We hope that human well-being
will be placed at the heart of robotics development.
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