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1. Introduction
Metabolism is one of the basic phenomenon onwhich life is based. Any living organism has tomaintain processes which:
(i) introduce matter of some kinds from the external environment, (ii) transform internal matter by changing the molecule
distribution of a number of biochemical species (substances, metabolites), and (iii) expel outside matter which is not useful
or dangerous for the organism. Molecule distribution identiﬁes the metabolic state of the system in question, and can be
represented as multiset of type nAA + nBB + · · · + nZZ giving the numbers nA,nB, . . . ,nZ of molecules for each molecular
species A,B, . . . , Z . An important problem of systems biology is the mathematical deﬁnition of a dynamical system which
provides theobserveddynamicsof aphenomenonunder investigationby taking intoaccountwhat is alreadyknownabout the
phenomenon.When this is possible, thenwe can hope that a greater knowledge of the phenomenon is gained. An important
line of research is aimed at deﬁning new classes of discrete models avoiding some limitations of classical continuousmodels
basedonordinarydifferential equations.Metabolic P systems (shortlyMP systems) resulted to bepromising inmany contexts
and a theory was developed ensuring their applicability in situations where differential models are prohibitive for the
unavailability or the unreliability about the kinetics of the involved phenomenon under investigation [8,5,6,7].
During themodeling experiments, developed bymeans ofMP systems, wemet very soon dynamics exhibiting oscillatory
patterns, very often surprisingly regular. Therefore, a natural question arose about the possibility ofmodeling, byMP systems,
mathematical oscillators “par excellence”, that is, periodical functions obtainable by combination and manipulations of
circular functions. Many attempts were performed in this direction, starting from basic MP oscillators, by variating their
regulators (an approximation of the function sine can be found in [5]).
In this paperwe attack this problem in the context of function approximation. In fact, we show thatMP systems are versed
in the approximate computations of real functions. Apart from any practical result, which can derive from this possibility,
it is really surprising that metabolism, a basic phenomenon of life, could exhibit a so speciﬁc computational power usually
expected at the level of elaboration of informational polymers. Speciﬁcally, by using theMP grammar given in Table 1 we get
an approximation of sine (and cosine) function of an orderwhich is comparablewith that used inMATLAB (Taylor polynomial
at 13th degree).
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2. MP systems
Metabolic P systems or Pmetabolic systems (shortlyMP systems) representmetabolic processes in a discretemathematical
framework. The letter P of MP systems comes from the theoretical framework of P systems introduced by Pa˘un [10,11] in the
context of membrane computing. In fact, MP systems are a special class of P systems introduced in 2004 [8] for expressing
metabolism in a discrete mathematical setting.
A metabolic P system is essentially a multiset grammar where multiset transformations are regulated by functions.
Namely, a multiset rule like A + B → C means that a number u of molecules of kind A and the same number u of molecules B
are replaced by umolecules of type C. The value of u is the ﬂux of the rule application. Assume to consider a system at some
time steps 0, 1, 2, . . . , i, and consider a substance x that is produced by rules r1, r3 and is consumedby rule r2. If u1[i],u2[i],u3[i]
are the ﬂuxes of the rules r1, r2, r3, respectively, in the passage from step i to step i + 1, then the variation of substance x is
given by:
x[i + 1] − x[i] = u1[i] − u2[i] + u3[i]. (1)
If a rule transforms a multiset of symbols/molecules, then when a conventional order, for example the alphabetic order, is
ﬁxed over a set S of n substances (molecule types), then a rule such as 2A + B → C is easily represented by two vectors of
Nn, that is, a left vector (2, 1, 0, . . . , 0), and a right vector (0, 0, 1, . . . , 0). In general for a rule r its left vector is denoted by r−
and its right vector is denoted by r+. The vector difference r# = r+ − r− is the stoichiometry balance of rule r.
In an MP system, it is assumed that, in any state, the ﬂux of each rule is provided by a function called regulator of
the reaction. Substances, reactions, and regulators depending on substances and parameters (physical magnitudes which
are not substances) specify a discrete dynamics at steps indexed in the set N of natural numbers. Moreover, a temporal
interval τ , a conventional mole size ν, and substancesmasses are considered, which specify the time and population (discrete)
granularities, respectively. They are scale factors and do not enter directly in deﬁning the dynamics of a system, but are
essential for interpreting it at a speciﬁc physical level of mass and time granularity. We refer to [7] for a quick introduction
to MP systems and for comparisons of them with P systems and differential models.
From amathematical point of view, anMP systemM of type (n,m, k), that is, of n substances,m reactions and k parameters
(in the following this type will be implicitly assumed), is speciﬁed as follows (see also [7]):
Deﬁnition 1 (MP system). An MP system is a discrete dynamical system speciﬁed by a construct
M = (S,R,H,, τ , ν,μ)
where S,R are ﬁnite disjoint sets, and the following conditions hold, with n,m, k ∈ N:
• S is a set of n substances (the types of molecules) determining, for any metabolic state of the system, a vector X of
substance quantities which varies on Rn;
• R is a setofmreactions speciﬁedbympairs (r−
1
, r+
1
), . . . , (r−m, r+m) ∈ Nn × Nn, composedby the left andrightvectorsof the
reactions (relative to the reactants and to the products respectively). The matrix A = (r#
1
, . . . , r#m) is the stoichiometric
matrix associated to the reactions having as columns the stoichiometry balances of the rules;
• H : N → Rk is a function providing, at each step i ∈ N, the vector H[i] of parameters;
•  = (ϕ1, . . . ,ϕm) is a vector of regulators (or ﬂux regulation functions), where  : Rn × Rk → Rm provides the ﬂuxes
of reactions corresponding to any global state of the system, that is, a pair in Rn × Rk constituted by the metabolic
state and by the parameter vector. However, given a reaction r, only some of the substances or parameters, which are
called the tuners of the reaction, may occur as arguments of the corresponding regulator ϕr . Some constraints may be
imposed to the ﬂuxes provided by regulators, which may be of general nature, or may be speciﬁc to some classes of
systems (for example, ﬂuxes should not be negative, and the sum of ﬂuxes of all reactions consuming a substance x
cannot exceed the quantity of x);
• τ ∈ R is the time interval between two consecutive steps;
• ν ∈ R is the number of molecules which speciﬁes the conventional mole;
• μ ∈ Rn is the vector of themole masses of substances.
Given a vector X[0] ∈ Rn relative to an initial state of a given system, the dynamics ofM is speciﬁed by the following vector
recurrent equation, called EMA[i] (Equational Metabolic Algorithm), where × is the usual matrix product, and, in dependence
on the context, + is the usual sum or the component-wise vector sum:
X[i + 1] = A × U[i] + X[i] (2)
providing the state of the system X[i + 1], for each step i ∈ N, by means of the vector of ﬂuxes U[i] = (ur [i] | r ∈ R) where
ur [i] = ϕr(a[i], b[i], . . . ) and a[i], b[i], . . . are components of X[i], H[i] which are the tuners of reaction r.
An MP system is completely described by an MP grammar where multiset rewriting rules (reactions) are given with the
corresponding regulators (plus parameter evolution functions and scale factors for a complete speciﬁcation of the system).
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Fig. 1. AnMP graph. Nodes: triangles represent matter introduction and expulsion, circles A,B stand for substances, circles R0,R1,R2 for reactions, rounded
corner rectangles for regulators, and rectangles for parameters. Edges: transformation edges go from substances to reactions (consumption) and from
reactions to substances (production), regulation edges go from regulators to reactions, and inﬂuence edges go from substance or parameters (tuners) to
regulators.
An MP grammar can be also speciﬁed by anMP graphwhere the relationships between reactions and regulators appear in a
more direct way. An example of MP graph is given in Fig. 1.
A Java software, calledMetaPlab, was developed starting froma prototypal version [1].MetaPlab is downloadable from the
ofﬁcial site of theMetaPlab software.1 This platform enables the user to designMPmodels bymeans of some useful graphical
tools, to simulate their dynamics, and to automatise some procedures which can help the user to develop new models.
MetaPlab is based on an extensible set of plugins, namely Java tools, for solving speciﬁc tasks relevant in the framework of
MP systems [9]. A guide for this software is available at the ofﬁcial site of MetaPlab software.
Manyphenomenawere reconstructed in termsofMPsystems(e.g.,Goldbeter’smitoticoscillator [2],Belousov–Zhabotinski
reaction in the Nicolis and Prigogine’s formulation, Lotka–Volterra’s Prey–Predator model and the photosynthetic NPQ
phenomenon of NonPhotochemical Quencing [7]). In all these cases a complete concordance with the classical models
and with the experimental data was found.
3. Metabolic approximation
Let us consider a real function f : R → Rn. We pose the following approximation problem. Let f [0], f [1], f [2], . . . , f [t] be
the time series of f at some uniformly timed sampling.We are interested in ﬁnding anMP system such that, for some vectors
K , ε[i], ε ∈ Rn with 0n  ε[i] ε and 0 i  t, the following equation holds, where X is the state vector of the system:
f [i] + K = X[i] ± ε[i]. (3)
In Eq. (3) the vector K provides shift constants for coping with negative values, unreachable by using (positive) substance
quantities. The ε vector is the error tolerated by the approximation.
In other words, we want to design an MP system exhibiting a dynamics that, within an ε-approximation, coincides with
the time series f [0], f [1], f [2], . . . , f [t] sampled from f . Another way to state synthetically this task could be: provide an MP
grammar approximating a real function in the time interval [0, t].
The previous formulation of the problem is too relaxed because no conditions are required to the structure of the MP
systems we are searching for. Of course, a natural indication could be the simplicity of the MP system. This means that the
more the MP system is “parsimonious”, the more our solution is good. The parsimony of an MP system is given by two
features: (i) the reaction stoichiometry, and (ii) the form of its regulators. If we choose a class of regulation functions, we
should search a minimal set of reactions providing the required behaviour.
Now we show that there is a simple way, directly related to the deﬁnition of MP system, to approach our problem by
using an iterative mathematical regression method based on the Least Square Approximation [4].
Assume that regulators are linear combinations of some primitive functions of a ﬁnite catalog (for example polynomials),
if we want a quasi-coincidence between the sampled time series of the target function f and the dynamics of an MP system,
then its regulators, call them ϕ1,ϕ2, . . . ,ϕm, have the form (for q = 1, 2, . . . ,m):
ϕq = Fq(cq,1, cq,2, . . . , cq,jq ), (4)
where Fq are suitable linear operators and cq,1, cq,2, . . . , cq,jq are the corresponding coefﬁcients providing the linear combi-
nations by means of the functions in the catalog.
Let us start with an MP system having n substances and let us ﬁx a “minimal” stoichiometry involving these substances
(for example constituted only by input and output rules). According to the MP dynamics (2), we can insert the values of ϕi
1 http://mplab.scienze.univr.it.
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given in Eq. (4) in the deﬁnition of the ﬂux vector U[i] in Eq. (2). This substitution will provide a system of equations with
the following form along t steps with g =∑mq=1 jq variables:
X[i + 1] = G(c1, c2, . . . , cg ,X[i]) + X[i]. (5)
Assume that the t steps of the time series are more than g. In these circumstances we have a number of equations greater
than the number of variables. In general the system (5) cannot provide an exact solution, but the least square approximation
method (LS) provides some values of c1, c2, . . . , cg which yield an approximate equality (assuming that the system hasmaxi-
mumrank [4]). Usually this approximation could be very rough.However,we can improve our approximationby acting on the
metabolic structure of our initial MP system. In fact, we can compare the approximation error with respect to the time series
we want to approximate. By using suitable correlation indexes we can see which substances (directly or inversely) inﬂuence
the errors. But if errors depend on some systematic inadequacies of our stoichiometry, this means that some substance
quantities are excessive and others are defective. This suggests us to add or subtract substances, by introducing other ﬂuxes,
that is, other reactions. This leads us to a secondMP system extending the previous one, and the play can start again with the
same strategy. When the errors become bounded according to the limitations of Eq. (3), then the method stops successfully.
This is the general schema of the solution for the problem of metabolic approximation. In the next section we show an
example where, surprisingly enough, only linear regulators are sufﬁcient for obtaining a very good approximation of circular
functions. We found the right MP grammar satisfying our requirements by an empirical trial and error procedure, following
the general schema given before. A completely automatizedmethod for dealing with the general case is under development.
4. Goniometricus: a metabolic grammar of sine and cosine
In this section we will ﬁnd MP approximations of sine and cosine functions. This will be done by deﬁning an MP model,
calledGoniometricus, which has two substances S and C approximating in time the evolution of the functions sine and cosine,
respectively.
We start from two time series TC , TS (of length |TC | = |TS |) relative to the two target functionswhich cover two oscillations
(from 0 to 4π) with a step of 10−3. Each value is increased by three units to make all values positive:
TC = (cos(0) + 3, cos(0.001) + 3, cos(0.002) + 3, . . . , cos(4π) + 3),
TS = (sin(0) + 3, sin(0.001) + 3, sin(0.002) + 3, . . . , sin(4π) + 3).
We start with the following very simple MP grammar:
r1 : ∅ → C, ϕ1 = K1,
r2 : C → S, ϕ2 = K2. (6)
According to the procedure described in the previous section, in order to calculate the values of K1 and K2, we need to solve
the following system of equations:
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
K1 − K2 = C(1),
K2 = S(1),
. . .
K1 − K2 = C(n),
K2 = S(n)
(7)
with
C[i] = TC [i + 1] − TC [i], i = 1, 2, . . . , |TC | − 1,
S[i] = TS[i + 1] − TS[i], i = 1, 2, . . . , |TS | − 1.
Since the system (7) has only two unknowns and n equations, with n = |TC | − 1 > 2, the approximate solution will be
computed in the least squares sense.
The solution of the system (7) gives us a value for K1 and K2 which can be used to calculate the two time series of the
residues ResC and ResS given by the difference between the approximate solution and the correct one at each step:
ResC (i) = (K1 − K2) − C[i], i = 1, 2, . . . , |TC | − 1,
ResS(i) = K2 − S[i], i = 1, 2, . . . , |TS | − 1.
The plot of ResC and ResS is given in Fig. 2.
From Fig. 2 we easily discover that ResC has a behaviour which is highly correlated with the evolution of TS while ResS is
highly correlated with the evolution of −TC . This means that the analysis of the residual time series can be used to improve
the MP grammar (6) by giving an idea of what is wrong or missing. In this case, the residue ResC goes parallel to TS , while
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Fig. 2. The plot of the time series ResC (on the left) and ResS (on the right) relative to the MP grammar (6). ResC and ResS have an order of magnitude 10
−3.
This fact does not mean that we reached a good approximation because ResC and ResS give the local error at each step. When the same order of error affects
ﬂuxes, due to the recurrent nature of EMA dynamics, along the steps small errors amplify becoming unacceptable. As we will show in this case a good
approximation will be reached when residuals decrease to an order of magnitude 10−15.
Fig. 3. The plot of the time series ResC and ResS relative to the MP grammar (8) (on the left) and relative to the MP grammar (10) (on the right).
ResS goes parallel to minus TC . Therefore we can balance the “crossing gap” by introducing into the grammar a rule C → S
which increases S and decreases C at the same time, with a regulator K3S + K4C which interprets correctly this dependence.
Therefore, the new MP grammar becomes the following:
r1 : ∅ → C, ϕ1 = K1,
r2 : C → S, ϕ2 = K2,
r3 : C → S, ϕ3 = K3S + K4C.
(8)
To calculate K1, K2, K3 and K4 we solve the system:
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
K1 − K2 − K3 TS[1] − K4 TC [1] = C[1],
K2 + K3 TS[1] + K4 TC [1] = S[1],
. . .
K1 − K2 − K3 TS[n] − K4 TC [n] = C[n],
K2 + K3 TS[n] + K4 TC [n] = S[n].
(9)
Again, we calculate the residual time series (Fig. 3 on the left). Now the two residual time series have the same behaviour and
are highly correlated to TS − TC . Here the situation is different from the previous one because both residues are correlated
to the same magnitude and for balancing we need to increase C and to decrease S. This fact suggests the introduction in the
MP grammar of an input rule ∅ → C , whose ﬂux formula depends on the evolution of C, and of an output rule S → ∅, whose
ﬂux formula depends on the evolution of S
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r1 : ∅ → C, ϕ1 = K1,
r2 : C → S, ϕ2 = K2,
r3 : C → S, ϕ3 = K3S + K4C,
r4 : ∅ → C, ϕ5 = K5C,
r5 : S → ∅, ϕ6 = K6S,
(10)
Again we need the calculation of the following systems of equations:
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
K1 − K2 − K3TS[1] − K4TC [1] + K5TC [1] = C[1],
K2 + K3TS[1] + K4TC [1] − K6TS[1] = S[1],
. . .
K1 − K2 − K3TS[n] − K4TC [n] + K5TC [n] = C[n],
K2 + K3TS[n] + K4TC [n] − K6TS[n] = S[n].
(11)
Table 1
The Goniometricus MP grammar.
r1 : ∅ → C ϕ1 = K1 + K2C
r2 : C → S ϕ2 = K3 + K4S + K5C
r3 : S → ∅ ϕ3 = K6S
Fig. 4. The MP graph of the Goniometricus model deﬁned by the MP grammar given in Table 1. The two parameters Cosinus and Sinus shift the dynamics
of the substance C and S in order to have the correct behaviour of the goniometric functions.
Fig. 5. The dynamics of the Goniometricus model deﬁned by the MP grammar given in Table 1 with approximation order 10−14, initial val-
ues 4, 3, τ = 10−3 and ν = μ = 1. The values of the constants are: K1 = 0.000002999999750, K2 = 0.000999499833375, K3 = −0.002998499500125,
K4 = 0.000999999833333, K5 = 0.000999999833333 and K6 = 0.001000499833292.
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The residual time series obtained by this ﬁnal model are those depicted in the right part of the Fig. 3. As we can see the
approximation errors are now very small (residuals have an order ofmagnitude 10−15), thismeans that theMP grammar (10)
deﬁnes a good approximation of the cosine and sine functions.
Nowwe can reﬁne theMP grammar by grouping the rules which have the same stoichiometry as in Table 1. TheMP graph
of the ﬁnal model and the plot of its dynamics are given in Figs. 4 and 5.
4.1. Generalization of the Goniometricus model
The method outlined before has been used to deﬁne many other MP approximations. For example, the MP gram-
mar given in Table 1, by changing the values for the constants K1,K2,K3,K4,K5 and K6, makes possible to approximate
functions of type (f (x), g(x)) = (p1 cos(x), p2 sin(x)) with p1, p2 ∈ R. The same grammar can be used also to approximate
functions which are not periodical such as (f (x), g(x)) = (x, x2). Two examples of such kind ofMP approximations are given in
Figs. 6 and 7.
We discovered that the approximation power of our grammars increases by considering “memories”. In particular, given
a substance A, an A−m memory (m ∈ N) is a substance obtained from A such that A−m[i] = A[i − m]. Therefore its time series
TA−m is obtained from the time series TA = [tA,1, tA,2, . . . , tA,n] of A by the following shifting operation:
TA−m = [0, . . . , 0, tA,1, . . . , tA,n−m].
Fig. 6. Dynamics of the MP approximation of the functions (f (x), g(x)) = (10 cos(x), sin(x)) obtained by changing the constants of the Gonio-
metricus model deﬁned by the MP grammar given in Table 1 with approximation order 10−13, initial values 21, 11, shift of each sub-
stance 11, τ = 10−3, ν = μ = 1 and K1 = 0.108910981849084, K2 = 0.000099499983375, K3 = −0.001094499817125, K4 = 0.009999998333333,
K5 = 0.000099999983333, K6 = 0.010000498333292.
Fig. 7. Dynamics of the MP approximation (without approximation error) of the functions (f (x), g(x)) = (x, x2) obtained by changing the constants of the
Goniometricus model deﬁned by the MP grammar given in Table 1 with initial values 1, 1, τ = ν = μ = 1 and K1 = 2, K2 = 2, K3 = 1, K4 = 0, K5 = 2, K6 = 0.
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Memories for a substance A are produced by the following MP grammar:
r1 : A → AA−1, ϕ1 = A,
r2 : A−1 → A−2, ϕ2 = A−1,
. . .
rm : A−m+1 → A−m, ϕm = A−m+1,
rm+1 : A−m → ∅, ϕm+1 = A−m,
(12)
Table 2
The Goniometricus MP grammar generalized withmmemory levels.
r1 : ∅ → A ϕ1 = K1 + K2,0A + K2,1A−1 + · · · + K2,mA−m
r2 : A → B ϕ2 = K3 + K4,0B + K4,1B−1 + · · · + K4,mB−m + K5,0A + K5,1A−1 + · · · + K5,mA−m
r3 : B → ∅ ϕ3 = K6,0B + K6,1B−1 + · · · + K6,mB−m
Fig. 8. The MP graph of the Goniometricus model deﬁned by the MP grammar given in Table 2 with 2 memory levels. The network on the top of the graph
implements the memories for the two substances.
Fig. 9. Dynamics and phase chart of the MP approximations of (f (x), g(x)) = (cos(x) sin(x)3, sin(x) cos(x)3) with approximation order 10−6. The MP
system has been deﬁned using the MP grammar given in Table 2 with two memory levels (initial values 2, 2, shift of each substance 2, τ = 10−3 and
ν = μ = 1) where K1 = 0.0031965323481, K2,0 = 398.2697896050175, K2,1 = −794.9036343468717, K2,2 = 397.2701895916862, K3 = 0.0015962659739,
K4,0 = 200.1325940512391, K4,1 = −399.9468176247200, K4,2 = 200.1331939512411, K5,0 = 198.1379951874224, K5,1 = −395.9572158695758,
K5,2 = 198.1373952874149, K6,0 = 398.2663882051662, K6,1 = −796.8944333076523, K6,2 = 399.2659882184940.
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where the substances A−1,A−2, . . . ,A−m have an initial concentration of 0 moles. We say that an MP systems hasmmemory
levels if, for each substance A ∈ S, it provides memories A−1,A−2, . . . ,A−m.
A kind of grammar similar to the Goniometricus grammar given in Table 1 is generalized with m memory levels as in
Table 2 (see also Fig. 8).
The introduction of memories enhances the approximation capabilities of anMP system, but has also two disadvantages:
(i) the ﬂux formulae of the model become longer and (ii) the utilization of many memory levels may produce MP grammars
with redundant information which provide systems of equations that have not maximum rank. For these reasons, memories
should be used carefully avoiding systems with more than three memory levels. In our tests however, two memory levels
are enough for deﬁning MP approximations of complex functions.
Fig. 10. Dynamics and phase chart of the MP approximations of (f (x), g(x)) = (sin(x)2 cos(x), sin(x) cos(x)2) with approximation order 10−8. The MP system
has been deﬁned using the MP grammar given in Table 2 with two memory levels (initial values 2, 2, shift of each substance 2, τ = 10−3 and ν = μ = 1)
where K1 = 0.001865593403120, K2,0 = 44.244390984299642, K2,1 = −88.392942893689650, K2,2 = 44.161368984344762, K3 = 0.000919296312507,
K4,0 = 23.119848794789050, K4,1 = −45.805818461370578, K4,2 = 22.692847627514791, K5,0 = 21.124965342223327, K5,1 = −42.701654257023627,
K5,2 = 21.583101177367077, K6,0 = 44.240274368474743, K6,1 = −88.612002867062898, K6,2 = 44.385478370244414.
Fig. 11. Dynamics and phase chart of theMP approximations of (f (x), g(x)) = (cos(x) + sin(0.2x), sin(x) + cos(0.2x))with approximation order 10−5. TheMP
systemhasbeendeﬁnedusing theMPgrammargiven inTable 2with twomemory levels (initial values 4, 4, shift of each substance3, τ = 10−3 and ν = μ = 1)
where K1 = 0.000001713930258, K2,0 = −1.425355467837168, K2,1 = 2.849392081813712, K2,2 = −1.424065409882486, K3 = 0.000000861165111,
K4,0 = −0.702695305384817, K4,1 = 1.411135467451626, K4,2 = −0.708454275214344, K5,0 = −0.722664824258216, K5,1 = 1.439670660476446,
K5,2 = −0.717020234721583, K6,0 = −1.425384908935047, K6,1 = 2.852260174044088, K6,2 = −1.426903489704900.
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Fig. 12. Dynamics and phase chart of the MP approximations of (f (x), g(x)) = (cos(x) + sin(0.02x), sin(x) + cos(0.02x)) with approximation order 10−5. The
MP system has been deﬁned using the MP grammar given in Table 2 with two memory levels (initial values 4, 4, shift of each substance 3, τ = 10−3 and
ν = μ = 1) where K1 = 0.0000171396777, K2,0 = −116.3867402552213, K2,1 = 232.6464640157416, K2,2 = −116.2599594285650, K3 = 0.0000086212885,
K4,0 = −57.1947044327657, K4,1 = 114.9666449112481, K4,2 = −57.7720554657406, K5,0 = −59.1920711927491, K5,1 = 117.8206833887846,
K5,2 = −58.6287300373597, K6,0 = −116.3892734238816, K6,1 = 232.9330925116355, K6,2 = −116.5440490425760.
Fig. 13. Dynamics and phase chart of two MP approximations: (f (x), g(x)) = (cos(x)3 + cos(0.99x), sin(x)3 + sin(0.99x)) on the left and
(f (x), g(x)) = (cos(x)3 + sin(0.99x), sin(x)3 + cos(0.99x)) on the right. The approximations have been obtained starting from two MP systems M1
and M2 based on the MP grammar given in Table 2 which approximate (f1(x), g1(x)) = (cos(x)3, sin(x)3) and (f2(x), g2(x)) = (cos(0.99x), sin(0.99x)),
respectively. M1 provides approximation order 10
−6 and uses two memory levels (initial values 3, 2, shift of each substance 2, τ = 10−3 and
ν = μ = 1) where K1 = 0.0133055979719, K2,0 = 38.2585289672269, K2,1 = −76.6872395145061, K2,2 = 38.4397714886722, K3 = 0.0053099516581,
K4,0 = 35.6377416209758, K4,1 = −70.8226212812310, K4,2 = 35.1955107358582, K5,0 = 14.5027497660384, K5,1 = −29.4732582998089,
K5,2 = 14.9749362227182, K6,0 = 57.3945207457749, K6,1 = −115.0336102507111, K6,2 = 57.6568032453146.M2 provides approximation order 10−14 and
does not use memories (initial values 3, 2, shift of each substance 2, τ = 10−3 and ν = μ = 1) with K1 = 0.000196018399012, K2,0 = 0.009850833684540,
K3 = −0.019701667369079, K4,0 = 0.009899838284292, K5,0 = 0.009899838284293, K6,0 = 0.009948842884046.
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Fig. 14. Dynamics of the MP approximations of (f (x), g(x)) = (cos(x) + x, sin(x) + x) with approximation order 10−9. The MP system has been deﬁned
using the MP grammar given in Table 2 with one memory level (initial values 1, 0, τ = 10−3 and ν = μ = 1) where K1 = 0.020103585466015,
K2,0 = 0.009846248282810, K2,1 = 0.000205128215974, K3 = −0.000306667543028, K4,0 = 1.030565048309942, K4,1 = −1.020410086345182,
K5,0 = 0.020306500877170, K5,1 = −0.020410086343144, K6,0 = 0.020204794884303, K6,1 = −0.010153418385518.
The MP approximation given in Fig. 10 relative to the two functions (f (x), g(x)) = (sin(x)2cos(x), sin(x)cos(x)2) using the
MP grammar given in Table 2, provides residuals of magnitude order 10−12 with a big advantage with respect to a system of
one memory level and without memories, where we found magnitude orders 10−3, 10−2 respectively.
Figs. 9–14 show examples of MP approximations based on MP grammar given in Table 2 with the values of constants
reported in each case. They were obtained by a speciﬁc MATLAB script providing the right linear regulators of the grammar
deﬁned in Table 2 for a given pair of functions.
5. Conclusions
MP systems were applied to the problem of approximating real functions. We found a simple procedure for deﬁning
MP grammars in an iterative way by last squares regression and analysis of error approximation. We focused on periodical
functions starting from sine and cosine. An approximating MP grammar of both these functions was obtained with very
simple reactions and linear regulators, exhibiting approximation order 10−14. Although ourmain interestwas not speciﬁcally
devoted to numerical analysis and approximation issues, the results obtained in sine and cosine MP-computation suggest
some possible applications to speciﬁc cases of interest. The study and the development of oscillators is of a particular interest
from a biological point of view since rhythmic phenomena represent one of the most striking manifestations of dynamic
behaviour in biological systems [3]. The grammar structure discovered for sine/cosine resulted to be adequate for a wide
class of periodical functions, by maintaining the linearity of regulators. An important aspect of these systems is that in order
to approximate a real function, we need to approximate, at same time, the target function accompanied by other suitable
functions (e.g. sine plus cosine). In particular, it turned very useful to accompany the target with some of its memories, that
is, substances recording the substance values at preceding steps.
Future researchwill try to enlarge the application of ourmethod in different directions, by considering real functionswith
many arguments, or by deﬁning MP systems which approximate functions of speciﬁc mathematical or applicative interest.
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