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1.
The Consequences for Analysis of Non-Linear Modal Initialization F. Baer and J. Tribbia (1977) have shown how initial conditions for a large-scale numerical model can be determined so that there is no "noise" in forecast from this initial state. Their procedure is related to the 4 Machenhauer method (1976) but is based on a formal expansion using the smallness of the ratio between Rossby mode frequencies and gravity mode frequencies. (These modes are the solutions to the linearized equations of the forecast model for perturbations on a resting basic state.) The procedure has been given a graphical description by the "slow manifold" diagram of Leith (1980) . In figure 1, we consider the abscissa as equal to the total squared amplitudes of the slow modes contained in a complete three-dimensional meteorological field, and the ordinate as the corresponding measure of the "fast" mode components. (Slow and fast would normally be identical with Rossby and gravity, but are preferable names in that they recognize the freedom to choose the frequency separation criterion for best results.) The collection of all balanced states is represented by a curve in this highly compressed diagram, a curve to which Leith has given the name "slow manifold". This is because the Baer-Tribbia formalism assumes that in a balanced state, the fast mode components are not arbitrary, but are determined (i.e. forced) by the non-linear interaction of the slow modes. The atmosphere (and model) are assumed to be located on this manifold at all instants.
The Baer-Tribbia initialization process begins with a field containing only slow modes, such as would be obtained from a general analysis by subtracting all fast modes. The non-linear interactions of the slow modes produce tendencies, ( .4/0t , etc.), which, in the first Baer approximation, are to be balanced by the linear tendencies of the unknown fast modes so that the b ~total tendency of fast modes vanishes. This determines the first iterative The process for further iterations is well-defined, and the only mathematical problems are those of convergence of the iterations and the increasing computation associated with each iteration (Ballish, 1980) . A meteorological problem also arises in that certain slow motions of importance involve a balance between strong release of latent heat and the vertical motions associated with gravity wave modes. Temperton (1980, p. 183) has suggested that the slow manifold must therefore be displaced upward in Leith's diagram as a "non-adiabatic" slow manifold to recognize this exception to the basic assumption underlying the Baer process.
This exception will require special consideration (for example, specification of the temperature tendency from latent heat as a known quantity) and in this paper I assume that a satisfactory treatment of this can be achieved.
It is then possible to recognize the dependent character of the fast mode components in an initial field and draw the following logical consequences of the Baer initialization process:
I. The purpose of large-scale meteorological analysis is to obtain the most accurate possible depiction of the slow mode fields.
Two further consequences result immediately.
II. Observations used in this slow mode analysis must be corrected for the fast mode components that they contain.
III. Any statistical-dynamical guidance used in analyzing slow mode fields must be based on the kinematic properties of only slow mode fields, not on the properties of complete fields.
In a recent paper (1982) I have shown how procedure II can be implemented, and the importance of doing so with respect to obtaining maximum accuracy of the analysis in data-rich areas. This demonstration was couched in terms of the strict constraint variational analysis method introduced by Y. Sasaki (1958) .
As a useful technique, this analysis method is far removed from operational practice, however, because it is designed to use input data located only at grid points, and becomes extremely complex as soon as one begins to allow for the existence of correlations between the input data errors.
The remainder of this paper proves a "theorem" that obviates the use of a variational analysis to enforce the constraint that the analysis is to result in an analysis of slow modes only. The theorem can be stated as follows.
A multivariate optimum interpolation analysis will result in gridpoint values containing only slow modes if three conditions are met:
1. It is given a first guess containing only slow modes.
2. The first guess error covariances that it uses are for slow mode errors only, and are specified by a power spectrum of slow mode error.
3. All observations are used in the analysis for each grid-point variable.
The theorem does not address the accuracy of the "observations" with respect to statement II above, this point having been addressed in the previous paper.
The theorem is first proven for a simple 1 dimensional domain.
Section 2 describes this computation space and analysis grid, together with the mode definitions. Elementary geostrophic relations are used to define the slow modes. The optimum interpolation method is described in section 3, followed in section 4 by the spectral definition of the slow mode first guess error covariance structure. The Sasaki variational method, based on a slow mode constraint, is described in section 5. Particular emphasis is given to the requirement to use orthogonal error vectors in this calculation.
It is shown in this section that if the input grid-point data for the variational process contains no fast modes the output field will be identical to the input field. The variational process will therefore be unnecessary if its input grid-point data contains no fast modes. The actual proof that the idealized optimum interpolation analysis of sections 3-4 contains no fast modes is deferred to section 6.
Section 7 provides a generalization to a typical 3-dimensional numerical prediction model and some concluding comments. The ideas of optimum interpolation that were originally formulated by Gandin (1963) and Eliassen (1954) , and implemented recently by Lorenc (1981) , are capable of responding completely to the theoretically based needs of modern large-scale meteorological analysis.
2. Analysis region and modes.
We consider a periodic x-domain, cyclically repeating over the distance ;27 . This is marked off by an even number K of grid points:
At each grid point an analyzed field will have a "height" variable H and a "velocity" variable V. The Fourier representation of H and V will be
2) is a continuous variable, but the coefficients are determined by the grid point values:
For n=O:
For n=l, N:
For n=l, N-:
This convention is equivalent to that used in spectral transform forecast models.
In defining modes we will use the continuous form of (2.2) so that
, etc. The principle we follow is to associate the "slow" modes with the geostrophic-like relation (2.5) Slow modes:
The remaining modes, to be called "fast modes", will be orthogonal to the slow modes. Each mode has an H component and a V component, as listed in Table 1 . The normalization factor Mn appearing in that :a. For n=O, the slow mode and fast mode represent, respectively, the x-averaged H field and the x-averaged V field (i.e. the "meridional circulation").
For n=l, N-1 the fast modes satisfy
. The special choice of modes for n=N is a simple one to resolve the vanishing of j44" w # and the absence of BN and DN. 
An immediate relation to variational methods can be noted (Daley, 1978) . Suppose An, Bn, Cn, Dn represent a "filtered" field containing only wave numbers n=l, N-1, that is to be derived from an original field An-Dn by eliminating all fast modes. An, Bn, Cn, and Dn according to the recipe of Table 2 (a result derived in 1958 by Sasaki.) Our concern with variational analysis, however, will be to generalize (2.11) to allow for spatially variable accuracies of the input data H and V in the integrand of (2.11).
This is done in section 5. 
Optimum interpolation analysis
This process ("OI") arrives at an analysis by combining information from a "first guess" forecast and from observations with respect to the error structure of both. The procedure has been described most recently by Lorenc (1981 We set
As a covariance matrix, Eij will have 2K non-negative eigenvalues A and each of these will have a 2K component eigenvector i (i=l,2K) associated with it that is orthonormal to the other / In section 6 it will be shown that the multivariate OI analysis has the property that h (anal) has no components in the K+l fast modes described in section 2. The same condition will apply to the errors in the multivariate OI analysis fields Hk (anal) and Vk (anal). If these are the input to the variational problem, there will be K+l linear combinations like (5.9) in Eij. The upper limit L in the sum (5.7) is reduced from 2K to K-1. Since this is equal to the number of unknowns, the resulting variational problem has the trivial result
In other words, the variational problem has been exactly satisfies the constraint (5.8).
6. Absence of fast mode components in the optit Equation (3.7) shows that the analyzed field idealized optimum interpolation is equal to the plus a correction term:
Yis the oe t e a % Z and ! (5.10) given input data that mum interpolation analysis. is the observation error at ~t , t and ~f are the first guess error at observing points p and q and ~ is the first guess error at the grid point corresponding to * Our fundamental assumption is that we are analyzing only slow mode fields, so that the correction term is a correction to the first guess slow mode fields. Thus, since the first guess o contains only slow modes, we can prove that Y (an) contains only slow modes by demonstrating that the correction term in (6.1) has no projection onto any of the K+1 fast modes defined in section 2.
We consider first the case of fast modes for n1l,N-1. From Table 2 and (2.5) -(2.6) we can write the following formulas for these fast 
IA:g
The reasoning in the preceding paragraph shows that these will be zero if we also obtain zero when Hk and Vk on the rights side of (6.2) -(6.3) are replaced by the corresponding parts for Hk and Vk of the correction terms on the right side of (6.1).
Since the k-sums of (6.2) -(6. 3) can be brought inside the p,q sums of (6.1), it is in fact only necessary to show that sums of the type appearing on the right side of (6.2) Fos, according to Table 2 and equation (2.4), is proportional to the k-sum of Vk(an). From (3.8), this will vanish if the k-sum of 5 and both vanish. This is assured by the linearity of (4.7) and (4.6) with respect to 44nA r and C4.4t (ris replaced by xk).
The vanishing of FN (even) and FN (odd) is made obvious from Table 2 by noting that AN and CN depend on the sum of terms proportional to &N4f , and that wave number N is missing in the first guess slow mode error covariances given in (4.4) -(4.13).
This proves that the analysis produced by the optimum analysis system described in section 3 will contain only slow modes if (a) it is provided with a first guess containing only slow modes, and (b) it uses first guess error covariances based on a proper spectral representation of error covariances in those slow modes, and (c) every observation is used in the analysis for each grid point. The knowledge that this is possible is sufficient to justify our use of the formal expressions (6.11) and (6.12).
For both Lk and Mk it is again found that the k-sum of their first and second terms cancel. The theorem also applies therefore to the situation of correlated observational errors and first guess errors.
Extension to Three Dimensions
This is a straight-forward matter because much of the notation of previous sections can be retained. The subscript k on the grid-point data vector Yk We must generalize the modal definitions of section 2. To this end we postulate the existence of a complete orthonormal set of eigenfunctions 
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The notation of section 3 for the OI analysis is general. We will only need (3.7),
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