The motion vectors take a large portion of the H.264/AVC encoded bitstream. This video coding standard employs predictive coding to minimize the amount of motion vector information to be transmitted. However, the motion vectors still accounts for around 40% of the transmitted bitstream, which suggests further research in this area. This paper presents an algorithm which employs a feature selection process to select the neighboring motion vectors which are most suitable to predict the motion vectors mv being encoded. The selected motion vectors are then used to approximate mv using Linear Regression. Simulation results have indicated a reduction in Mean Squared Error (MSE) of around 22% which results in reducing the residual error of the predictive coded motion vectors. This suggests that higher compression efficiencies can be achieved using the proposed Linear Regression based motion vector predictor.
INTRODUCTION
H.264/AVC [1] is the state of the art video coding standard that is being extensively used for the compression and distribution of high definition video content. This is mainly attributed to the fact that H.264/AVC achieves twice the compression achieved by traditional MPEG-2 standard [2] . Moreover, it is more resilient to packet loss, which makes it more attractive for Internet Protocol Television (IPTV) and Video on Demand (VoD) services [3] .
The motion vectors, which are transmitted within the H.264/AVC bitstream, can reach up to 40% of the total transmission bitrate [4] . This suggests that several research efforts must be done in order to improve the motion vector predictors that are currently being used by the standard. Several heuristic approaches can be found in literature which tries to combine a set of spatio-temporal neighboring motion vectors to improve the prediction of the current motion vector to be encoded [4, 5, 6, 7] . However, these heuristic approaches lack the scientific rigor that is required to ensure that the optimal set of parameters is being chosen. More recently, the author in [8] has employed linear regression to predict the motion vectors for sequences involving zoom motion. However, this method only considers spatial neighboring motion vectors and is only designed for sequences containing zooming.
This paper presents a novel motion vector prediction which exploits the correlation between spatio-temporal neighboring motion vectors to improve the performance of the motion vector predictor employed by the standard. A Genetic Search was applied on the set of spatio-temporal neighboring motion vectors to identify to motion vectors which are more suitable for prediction. The selected motion vectors are then combined using a linear regression method to derive the motion vector predictor. Simulation results have demonstrated that the proposed method achieves a reduction in Mean Square Error (MSE) of about 22%. This suggests that higher compression efficiencies can be achieved relative to the standard. This paper is organized as follows: Section 2 presents the neighboring motion vectors that can be used for prediction. The following section describes the feature selection process while Section 4 introduces the Linear Regression method. Section 5 presents the proposed system followed by the simulation results in Section 6. The concluding remarks are drawn in Section 7.
MOTION VECTOR PREDICTION
The video compression standards available today need to transmit the motion information to be able to decode the video content. However, the overheads required to transmit this information are substantial. For this reason, recent video coding standards encode the motion vectors using lossless predictive coding to reduce the energy of the motion vector residual ξ mv which is given by
where mv is the original motion vector and mv p is the predicted motion vector. The H.264/AVC standard exploits the correlation between mv and the spatially neighboring motion To simplify the notation, the motion vector predictor provided by the standard is defined as mv M .
Fig. 1. Location of spatial and temporal motion vectors that can be used for prediction.
The predictor adopted by the standard manages to provide a quite accurate motion vector prediction. However, the authors in [4] have demonstrated that the motion vectors are also temporally correlated, and that they can be used to improve the prediction. Previous methods have considered the implementation of heuristic methods in order to exploit the spatiotemporal correlation of the motion vectors to improve motion vector prediction and thus increasing the compression efficiency.
This paper presents the motion vector prediction as a machine learning problem which can be solved using regression. The set of features S available for prediction is made up of the motion vectors mv i,j where i ∈ {A, B, C, D, M, 0, 1, . . . , 8} and j ∈ {x, y}. The aim of the presented method is to derive two functions, one to predict mv x and another to predict mv y respectively.
FEATURE SELECTION
The features residing in space Σ do not provide the same amount of information. Some of the features are not correlated to the class and are therefore irrelevant for the regression function [9] . In addition, some features are highly correlated with others and are therefore redundant [10] .
Therefore, the feature selection process must choose a subset σ ∈ Σ of features which maximize the correlation to the class while minimizing the redundancy across the features. The merit M σ , which provides a measure of the correlation of the subset, is calculated using
where subset σ contains k features,r cf is the average of the correlation between the components and the class variable andr ff is the mean inter-correlation between features. The merit provides a ranking of the feature subset in the search space of all possible feature subsets, where subsets having larger merit values are preferred. Exhaustive enumeration of all possible feature subsets is prohibitively expensive in terms of computation. The Genetic Algorithm (GA) [11] , which is a search algorithm that models natural selection and natural genetics, can be used to derive the subset which maximizes the merit M σ . The GA search starts with a population of subsets where the features contained within each subset are selected at random from the set Σ. Reproduction and crossover is executed according to their merit which assigns higher probability of deriving one or more healthy offspring in the following generations. In order to avoid premature loss of important features, a mutation process is used to occasionally generate subsets containing randomly selected features.
LINEAR REGRESSION
Linear regression is an approach which models the relationship between the category class y and a set of features x of D dimensions. This model involves a linear combination of the input variables x and the corresponding weights w
where
The weights were estimated using the least squares method which finds the set of parameters that minimize the sum of the squared difference between the observed responses and the model [12] and is formally given by
where N is the number of training samples, t i are the corresponding target values and x i is the i th training sample.
PROPOSED SYSTEM
The proposed system, illustrated in Fig. 2 , considers all the motion vectors available in the neighborhood mv i,j ∈ S j to attain the optimal predictors. However, in order to improve accuracy and simultaneously reduce the computational complexity of the system, the neighboring motion vectors were processed using the Feature Selection process discussed in section 3. The GA Search was executed using a crossover probability of 0.6, mutation probability of 0.033, a population size of 20 and a maximum number of generations of 20. This parameters were heuristically derived after several simulation tests. The motion vector predictors, mv p,x and mv p,y , were modeled using two different linear regression algorithms using the subsets s x and s y respectively. For both cases, a training set consisting of 10,000 samples was used. The linear regression function was trained using 10-fold cross-validation to derive the weights. Using this procedure, it was found that the motion vector predictors can be approximated using 
SIMULATION RESULTS
The training and testing samples used in this work were derived using eight different CIF resolution video sequences{ Coastguard, Container, Football, Foreman, Garden, Hall, Mobile and Tennis} at different data rates ranging from 128kbps up to 1Mbps. All these video sequences were encoded according to H.264/AVC using the JM software [13] . The JM software was configured to export trace files which contain the information required about the motion vectors. The codec was configured to enable only P-slice Inter block search 16 × 16 while disabled Bi-prediction coding. A random sample of 20,000 samples was extracted from this database, where half was used for training and the remaining samples were used for testing. The training set was used to derive the features which are more descriptive and to derive the weights of the classification methods considered in this work. Tables 1 and 2 show the performance of the feature extraction method. It can be seen that for both predictions, the application of the genetic search has achieved a significant gain in both reducing the residual error and also reducing the complexity of the classifier. The application of the feature selection process has managed to provide a speedup of around 95% while reducing the Mean Absolute Error (MAE) up to 59%.
The performance of the proposed system was first compared to the predictor adopted by the H.264/AVC. The results are presented in Tables 3 and 4 . It can be seen that the proposed method outperforms the Median predictor in both cases achieving an overall gain in terms of Mean Square Error (MSE) of 22%.
It was also considered the case that instead of using linear regression, two other robust regression functions are used. The regression systems considered were the Multilayer Perceptron [14] and the SMO Regression [15] . These classification methods were implemented using the Weka library [16] . It can be seen from Table 3 and 4 that the Linear regression method outperforms the Support Vector Machine approach in both cases. However, the neural approach outperforms the Linear regression to predict mv x while the Linear regression outperforms the Multilayer Preceptron method to predict mv y . However, when considering the overall performance of the system and the complexity of both methods, it is advisable to adopt the Linear regression in both cases.
COMMENTS AND CONCLUSION
This paper has presented a novel Linear Regression based motion vector predictor. The proposed method first applies a genetic search to identify the neighboring motion vectors Simulation results have demonstrated that the proposed method manages to outperform the H.264/AVC standard achieving a MSE reduction of 22%. This suggests that further compression can be achieved by the proposed system. This paper also shows that the Linear regression system outperfms both Multilayer Perceptron and SMO Regression schemes. Furthermore, it was demonstrated that the genetic search manages to reduce both complexity and prediction capabilities of the system.
