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Abstract
With the exception of the harmonic oscillator, quantum wave-packets usually
spread as time evolves. This is due to the non-linear character of the classical equa-
tions of motion which makes the various components of the wave-packet evolve at
various frequencies. We show here that, using the nonlinear resonance between an
internal frequency of a system and an external periodic driving, it is possible to
overcome this spreading and build non-dispersive (or non-spreading) wave-packets
which are well localized and follow a classical periodic orbit without spreading. From
the quantum mechanical point of view, the non-dispersive wave-packets are time pe-
riodic eigenstates of the Floquet Hamiltonian, localized in the nonlinear resonance
island.
We discuss the general mechanism which produces the non-dispersive wave-packets,
with emphasis on simple realization in the electronic motion of a Rydberg electron
driven by a microwave field. We show the robustness of such wavepackets for a model
one-dimensional as well as for realistic three dimensional atoms. We consider their
essential properties such as the stability versus ionization, the characteristic energy
spectrum and long lifetimes. The requirements for experiments aimed at observing
such non-dispersive wave-packets are also considered.
The analysis is extended to situations in which the driving frequency is a multiple
of the internal atomic frequency. Such a case allows us to discuss non-dispersive
states composed of several, macroscopically separated wave-packets communicating
among themselves by tunneling. Similarly we briefly discuss other closely related
phenomena in atomic and molecular physics as well as possible further extensions
of the theory.
Keywords: wave-packet, dispersion, spreading, coherent states, Rydberg atoms,
non-linear resonance, atom-field interaction
PACS: 05.45.Mt, 03.65.Sq, 32.80.Qk, 32.80.Rm, 42.50.Hz
1 Introduction
1.1 What is a wave packet?
It is commonly accepted that, for macroscopic systems like comets, cars, cats,
and dogs [1], quantum objects behave like classical ones. Throughout this
report, we will understand by “quantum objects” physical systems governed
by the Schro¨dinger equation: the system can then be entirely described by its
state |ψ〉, which, mathematically speaking, is just a vector in Hilbert space.
We will furthermore restrict ourselves to the dynamics of a single, spin-less
particle, such as to have an immediate representation of |ψ〉 in configuration
and momentum space by the wave functions 〈~r|ψ〉 = ψ(~r) and 〈~p|ψ〉 = ψ(~p),
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respectively. The same object is in classical mechanics described by its phase
space coordinates ~r and ~p (or variants thereof), and our central concern will
be to understand how faithfully we can mimic the classical time evolution of
~r and ~p by a single quantum state |ψ〉, in the microscopic realm.
Whereas classical dynamics are described by Hamilton’s equations of motion,
which determine the values of ~r and ~p at any time, given some initial condi-
tion (~r0, ~p0), the quantum evolution is described by the Schro¨dinger equation,
which propagates the wave function. Hence, it is suggestive to associate a clas-
sical particle with a quantum state |ψ〉 which is optimally localized around the
classical particle’s phase space position, at any time t. However, quantum me-
chanics imposes a fundamental limit on localization, expressed by Heisenberg’s
uncertainty relation
∆z . ∆p ≥ h¯
2
, (1)
where ∆z and ∆p are the uncertainties (i.e., square roots of the variances) of
the probability distributions of z and its conjugate momentum p in state |ψ〉,
respectively (similar relations hold for other choices of canonically conjugate
coordinates). Consequently, the best we can hope for is a quantum state local-
ized with a finite width (∆z,∆p) around the particle’s classical position (z, p),
with ∆z and ∆p much smaller than the typical scales of the classical trajec-
tory. This, however, would satisfy our aim of constructing a quantum state
that mimics the classical motion, provided |ψ〉 keeps track of the classical time
evolution of z and p, and ∆z and ∆p remain small as time proceeds. After all,
also classical bodies follow their center of mass trajectory even if they have
a finite volume. Quantum states which exhibit these properties at least on a
finite time scale are called “wave-packets”, simply due to their localization
properties in phase space [2].
More formally, a localized solution of a wave equation like the Schro¨dinger
equation can be conceived as a linear superposition of plane waves (eigenstates
of the momentum operator) or of any other suitable basis states. From a purely
technical point of view, such a superposition may be seen as a packet of waves,
hence, a wave-packet. Note, however, that any strongly localized object is a
wave-packet in this formal sense, though not all superpositions of plane waves
qualify as localized objects. In addition, this formal definition quite obviously
depends on the basis used for the decomposition. Therefore, the only sensible
definition of a wave-packet can be through its localization properties in phase
space, as outlined above.
What can we say about the localization properties of a quantum state |ψ〉 as
time evolves? For simplicity, let us assume that the Hamiltonian describing
4
the dynamics has the time-independent form
H =
~p2
2m
+ V (~r), (2)
with V (~r) some potential. The time evolution of |ψ〉 is then described by the
Schro¨dinger equation
[
− h¯
2
2m
∆+ V (~r)
]
ψ(~r, t) = ih¯
∂ψ(~r, t)
∂t
. (3)
The expectation values of position and momentum in this state are given by
< ~r(t) >= 〈ψ(t)| ~r |ψ(t)〉, (4)
< ~p(t) >= 〈ψ(t)| ~p |ψ(t)〉, (5)
with time evolution
d < ~r >
dt
=
1
ih¯
< [~r,H ] >=
< ~p >
m
, (6)
d < ~p >
dt
=
1
ih¯
< [~p,H ] >= − < ∇V (~r) >, (7)
and [., .] the commutator. These are almost the classical equations of motion
generated by H , apart from the right hand side of eq. (7), and apply for any
|ψ〉, irrespective of its localization properties. If we additionally assume |ψ〉 to
be localized within a spatial region where ∇V (~r) is essentially constant, we
have < ∇V (~r) >≃ ∇V (< ~r >), and therefore
d < ~r >
dt
=
< ~p >
m
, (8)
d < ~p >
dt
≃−∇V (< ~r >), (9)
precisely identical to the classical equations of motion. This is nothing but
Ehrenfest’s theorem and tells us that the quantum expectation values of ~r
and ~p of an initially localized wave-packet evolve according to the classical
dynamics, as long as |ψ〉 remains localized within a range where ∇V (~r) is
approximately constant. However, these equations do not yet give us any clue
on the time evolution of the uncertainties (∆z,∆p) (and of those in the re-
maining degrees of freedom), and, consequently, neither on the time scales on
which they are reliable.
On the other hand, given a localized wave-packet at time t = 0, a decomposi-
tion
|ψ(t = 0)〉 =∑
n
cn |φn〉 (10)
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with coefficients
cn = 〈φn|ψ(t = 0)〉 (11)
in unperturbed energy eigenstates
H|φn〉 = En|φn〉, n = 1, 2, . . . , (12)
tells us immediately that
|ψ(t)〉 =∑
n
cn exp
(
−iEnt
h¯
)
|φn〉 (13)
cannot be stationary, except for
|ψ(t = 0)〉 = |φj〉, (14)
for some suitable j.
The eigenstates |φj〉 are typically delocalized over a large part of phase space
(for example, over a classical trajectory, see section 2), and thus are not wave-
packets. There is however, an exception: in the vicinity of a (stable) fixed
point of the classical dynamics (defined [3] as a point in phase space where
the time derivatives of positions and momenta vanish simultaneously), there
exist localized eigenstates, see section 3.1.
For a particle moving in a one-dimensional, binding potential bounded from
below, there is a stable fixed point at any potential minimum. The quantum
mechanical ground state of this system is localized near the fixed point at the
global minimum of the potential and is a wave-packet, though a very special
one: it does not evolve in time. Note that there is no need for the potential
to be harmonic, any potential minimum will do. The same argument can be
used for a one-dimensional binding potential whose origin moves with uniform
velocity. The problem can be reduced to the previous one by transforming to
the moving frame where the potential is stationary. Back in the laboratory
frame, the ground state of the particle in the moving frame will appear as a
wave-packet which moves at uniform velocity. Obviously, expanding the wave-
packet in a stationary basis in the laboratory frame will result in an awfully
complicated decomposition, with time-dependent coefficients, and this exam-
ple clearly illustrates the importance of the proper choice of the referential. 1
If eq. (14) is not fulfilled, the initial localization of |ψ(t = 0)〉 (which is equiva-
lent to an appropriate choice of the cn in eq. (11)) will progressively deteriorate
1 In passing, note that such a situation is actually realized in particle accelerators:
electromagnetic fields are applied to the particles, such that these are trapped at
some fixed point (preferably stable) in an accelerated frame [3].
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as time evolves, the wave-packet will spread, due to the accumulation of rel-
ative phases of the different contributions to the sum in eq. (13). Whereas
the classical dynamics in a one-dimensional binding potential V (~r) are de-
scribed by periodic orbits (at any energy), the quantum dynamics are in gen-
eral not periodic. A return to the initial state is only possible if all the phases
exp(−iEnt/h¯) simultaneously take the same value. This implies that all the
energy levels En (with cn 6= 0) are equally spaced, or that all the level spac-
ings are integer multiples of some quantity. In practice, this is realized only
for the harmonic oscillator (in any dimension), and for tops or rotors where
the Hamiltonian is proportional to some component of an angular momentum
variable. Another possibility is to use the linear Stark effect in the hydrogen
atom which produces manifolds of equally spaced energy levels. However, ex-
perimental imperfections (higher order Stark effect and effect of the ionic core
on non-hydrogenic Rydberg atoms) break the equality of the spacings and
consequently lead to dispersion [4].
The equality of consecutive spacings has a simple classical interpretation: since
all classical trajectories are periodic with the same period, the system is ex-
actly back in its initial state after an integer number of periods. In other words,
in those special cases, there is no wave-packet spreading at long times.
However, for more generic systems, the energy levels are not equally spaced,
neither are the spacings simply related, and a wave-packet will spread. For a
one-dimensional, time-independent system, it is even possible to estimate the
time after which the wave-packet has significantly spread (this phenomenon
is also known as the “collapse” of the wave-packet [5,6]). This is done by
expanding the various energies En around the “central” energy En0 of the
wave-packet:
En ≃ En0 + (n− n0)
dEn
dn
(n0) +
(n− n0)2
2
d2En
dn2
(n0). (15)
The wave-packet being initially localized, its energy is more or less well de-
fined and only a relatively small number ∆n≪ n0 of the coefficients cn have
significant values. At short times, the contribution of the second order term
in eq. (15) to the evolution can be neglected. Within this approximation, the
important energy levels can be considered as equally spaced, and one obtains
a periodic motion of the wave-packet, with period:
Trecurrence =
2πh¯
dEn
dn
(n0)
. (16)
In the standard semiclassical WKB approximation (discussed in section 2.1)
[7], this is nothing but the classical period of the motion at energy En0 , and
one recovers the similarity between the quantum motion of the wave-packet
and the classical motion of a particle.
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At longer times, the contributions of the various eigenstates to the dynamics
of the wave-packet will come out of phase because of the second order term
in eq. (15), resulting in spreading and collapse of the wave-packet. A rough
estimate of the collapse time is thus when the relevant phases have changed
by 2π. One obtains:
Tcollapse ≃ 1
(∆n)2
2h¯
d2En
dn2
(n0)
. (17)
Using the standard WKB approximation, one can show that this expression
actually corresponds to the time needed for the corresponding classical phase
space density to significantly spread under the influence of the classical evo-
lution.
At still longer times, a pure quantum phenomenon appears, due to the discrete
nature of the energy spectrum. Since the (n − n0)2 factors in eq. (15) are all
integers, the second order contributions to the phase are all integer multiples
of the phase of the n− n0 = 1 term. If the latter is an integer multiple of 2π,
all the second order contributions will rephase, inducing a revival of the wave-
packet in its original shape. A refined estimation of the revival time actually
shows that this analysis overestimates the revival time by a factor two. 2 The
correct result is [8–11]:
Trevival =
2πh¯
d2En
dn2
(n0)
. (18)
Based on the very elementary considerations above, we can so far draw the
following conclusions:
– An initially localized wave-packet will follow the classical equations of mo-
tion for a finite time t ∼ Trecurrence;
– its localization properties cannot be stationary as time evolves;
– in general, the initial quasi-classical motion is followed by collapse and re-
vival, with the corresponding time scales Trecurrence < Tcollapse < Trevival.
In the sequel of this report, we will show how under very general conditions
it is indeed possible to create wave-packets as single eigenstates of quantum
systems, i.e., as localized ground states in an appropriately defined reference
frame. The most suitable framework is to consider quantum evolution in clas-
sical phase space, that provides a picture which is independent of the choice of
2 It must also be noted that, at simple rational multiples (such as 1/3, 1/2, 2/3)
of the revival time, one observes “fractional revivals” [8–11], where only part of the
various amplitudes which contribute to eq. (13) rephase. This generates a wave-
function split into several individual wave-packets, localized at different positions
along the classical orbit.
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the basis and allows for an immediate comparison with the classical Hamilto-
nian flow. In addition, such a picture motivates a semiclassical interpretation,
which we will expand upon in sec. 2. The appropriate technical tool for a
phase space description are quasiprobability distributions [12] as the Wigner
representation of the state |ψ(t)〉,
W (~r, ~p) =
1
(2πh¯)f
∫
ψ∗
(
~r +
~x
2
)
ψ
(
~r − ~x
2
)
exp
(
i
~x.~p
h¯
)
df~x, (19)
where f is the number of degrees of freedom.
The Wigner density W (~r, ~p) is real, but not necessarily positive [12,13]. Its
time-evolution follows from the Schro¨dinger equation [12]:
h¯
∂W (~r, ~p, t)
∂t
= −2H(~r, ~p, t) sin
(
h¯Λ
2
)
W (~r, ~p, t), (20)
where
Λ =
←−∇~p−→∇~r −←−∇~r−→∇~p, (21)
and the arrows indicate in which direction the derivatives act. Eq. (20) can
serve to motivate the semiclassical approach. Indeed, the sin function can
be expanded in a Taylor series, i.e. a power expansion in h¯. At lowest non–
vanishing order, only terms linear in Λ contribute and one obtains:
∂W (~r, ~p, t)
∂t
= {H,W (~r, ~p, t)}, (22)
where {., .} denotes the classical Poisson bracket [3]: 3
{f, g} = ∑
i=1...f
∂f
∂ri
∂g
∂pi
− ∂f
∂pi
∂g
∂ri
. (23)
Eq. (22) is nothing but the classical Liouville equation [3] which describes the
classical evolution of a phase space density. Hence, in the “semiclassical limit”
h¯→ 0, the Wigner density evolves classically. Corrections of higher power in h¯
can be calculated systematically. For example, the next order is h¯3HΛ3W/24
in eq. (20), and generates terms which contain third order derivatives (in either
position and/or momentum) of the Hamiltonian. Therefore, for a Hamiltonian
of maximal degree two in position and/or momentum, all higher order terms
in eq. (20) vanish and the Wigner distribution follows the classical evolution
for an arbitrary initial phase space density, and for arbitrarily long times. The
harmonic oscillator is an example of such a system [2,16], in agreement with
our discussion of eq. (15) above.
3We choose here the most common definition of the Poisson bracket. Note, how-
ever, that some authors [14,15] use the opposite sign!
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Now, once again, why does a wave-packet spread? At first sight, it could be
thought that this is due to the higher order terms in eq. (20), and thus of
quantum origin. This is not true and spreading of a wave-packet has a purely
classical origin, as illustrated by the following example. Let us consider a one-
dimensional, free particle (i.e. no potential), initially described by a Gaussian
wave-function with average position z0, average momentum p0 > 0, and spatial
width σ:
ψ(z, t = 0) =
1
π1/4
√
σ
exp
(
i
p0z
h¯
− (z − z0)
2
2σ2
)
. (24)
The corresponding Wigner distribution is a Gaussian in phase space:
W (z, p, t = 0) =
1
πh¯
exp
(
−(z − z0)
2
σ2
− σ
2(p− p0)2
h¯2
)
. (25)
As the Hamiltonian is quadratic in the momentum, without potential, this
distribution evolves precisely alike the equivalent classical phase space density.
Hence, the part of the wave-packet with p > p0 will evolve with a larger velocity
than the part with p < p0. Even if both parts are initially localized close to
z0, the contribution of different velocity classes implies that their distance will
increase without bound at long times. The wave-packet will therefore spread,
because the various classical trajectories have different velocities. Spreading is
thus a completely classical phenomenon.
This can be seen quantitatively by calculating the exact quantum evolution.
One obtains
W (z, p, t) =
1
πh¯
exp
(
−(z − z0 − pt/m)
2
σ2
− σ
2(p− p0)2
h¯2
)
(26)
for the Wigner distribution, and
ψ(z, t) =
1
π1/4
eiφ(
σ2 + h¯
2t2
m2σ2
)1/4 exp

i
p0z
h¯
−
(
z − z0 − p0tm
)2
2σ2 + 2ih¯t
m

 (27)
for the wave-function (eiφ is an irrelevant, complicated phase factor). The
former is represented in fig. 1, together with the evolution of a swarm of
classical particles with an initial phase space density identical to the one of
the initial quantum wave-packet. Since the quantum evolution follows exactly
the classical one, the phase space volume of the wave-packet is preserved.
However, the Wigner distribution is progressively stretched along the z axis.
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Fig. 1. Evolution of the Wigner density of a wave-packet for a free particle moving
in a one-dimensional configuration space, compared to the classical evolution of
a swarm of classical particles with the same initial probability density. While the
uncertainty in momentum does not vary with time, the Wigner density stretches
along the position coordinate and loses its initial minimum uncertainty character.
This implies spreading of the wave-packet. This has a purely classical origin, as
shown by the classical evolution of the swarm of particles, which closely follow the
quantum evolution. The contour of the Wigner density is chosen to contain 86% of
the probability.
This results in a less and less localized wave-packet, with


∆z(t) =
σ√
2
√
1 +
h¯2t2
m2σ4
,
∆p(t) =
h¯
σ
√
2
.
(28)
The product ∆z∆p, initially minimum (h¯/2), continuously increases and lo-
calization is eventually lost.
1.2 Gaussian wave-packets – Coherent states
We have already realized above that, for the harmonic oscillator, the second
derivative d2En/dn
2 in eq. (15) vanishes identically, and a wave-packet does
not spread, undergoing periodic motion. For this specific system, one can
define a restricted class of wave-packets, which are minimum uncertainty states
(i.e., ∆z∆p = h¯/2), and remain minimal under time-evolution [2]. Nowadays,
these states are known as “coherent” states of the harmonic oscillator [16], and
are frequently employed in the analysis of simple quantum systems such as the
quantized electromagnetic field [17,18]. They have Gaussian wave-functions,
see fig. 2(a), given by eq. (24), and characterized by an average position z0,
11
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Fig. 2. (a): Coherent state of the harmonic oscillator [2]. The probability density
and the modulus of the wave-function (solid line) have a Gaussian distribution.
The real (dashed line) and the imaginary (dotted line) part of the wave-function
show, in addition, oscillations which reflect the non-vanishing momentum. Whereas
the envelope of the wave-function preserves its shape under time evolution, the
frequency of the oscillations exhibits the same time dependence as the momentum
of the corresponding classical particle. (b): Contour of the corresponding Wigner
distribution which shows localization in both position and momentum. The isovalue
for the contour is chosen to enclose 86% of the total probability.
an average momentum p0, and a spatial width
σ =
√
h¯
mω
, (29)
where ω is the classical eigenfrequency of the harmonic oscillator. The corre-
sponding Wigner distribution, eq. (25), also has Gaussian shape. The proper-
ties of coherent states are widely discussed in the litterature, see [19,20].
In the “naturally scaled”, dimensionless coordinates z
√
mω/h¯ and p/
√
mωh¯,
the classical trajectories of the harmonic oscillator are circles, and the Wigner
distribution is an isotropic Gaussian centered at (z0, p0), see fig. 2(b). Under
time evolution, which follows precisely the classical dynamics, its isotropic
Gaussian shape is preserved.
An important point when discussing wave-packets is to avoid the confusion
between localized wave-packets (as defined above) and minimum uncertainty
(coherent or squeezed [18]) states. The latter are just a very restricted class
of localized states. They are the best ones in the sense that they have opti-
mum localization. On the other hand, as soon as dynamics is considered, they
have nice properties only for harmonic oscillators. In generic systems, they
spread exactly like other wave-packets. Considering only coherent states as
good semiclassical analogs of classical particles is in our opinion a too formal
point of view. Whether the product ∆z∆p is exactly h¯/2 or slightly larger is
12
certainly of secondary relevance for the semiclassical character of the wave-
packet. What counts is that, in the semiclassical limit h¯→ 0, the wave-packet
is asymptotically perfectly localized in all directions of phase space. This was
Schro¨dinger’s original concern, without reference to the actual value of ∆z∆p
[2].
Finally, for future applications, let us define the so called Husimi represen-
tation of the quantum wave-function [21]. It is the squared projection of a
given quantum state over a set of coherent states. Let us denote the gaussian
wavefunction of eq. (24) (with σ given by eq. (29)) as |Coh(z0, p0)〉. Then the
Husimi representation of ψ(z) is defined as
Hus(z, p) =
1
π
|〈Coh(z, p)|ψ〉|2, (30)
where the factor 1/π is due to the resolution of unity in the coherent states ba-
sis [19] and is often omitted (to confuse the reader). Alternatively, the Husimi
function may be looked upon as a Wigner function convoluted with a Gaus-
sian [12].
1.3 A simple example: the one-dimensional hydrogen atom
We now illustrate the ideas discussed in the preceding sections, using the
specific example of a one-dimensional hydrogen atom. This object is both,
representative of generic systems, and useful for atomic systems to be discussed
later in this paper. We choose the simplest hydrogen atom: we neglect all
relativistic, spin and QED effects, and assume that the nucleus is infinitely
massive. The Hamiltonian reads:
H =
p2
2m
− e
2
z
, (31)
where m is the mass of the electron, e2 = q2/4πǫ0, with q the elementary
charge, and z is restricted to the positive real axis. The validity of this model
as compared to the real 3D atom will be discussed in sec. 3.3.
Here and in the rest of this paper, we will use atomic units, defined by m, e2
and h¯. The unit of length is the Bohr radius a0 = h¯
2/me2 = 5.2917×10−11 m,
the unit of time is h¯3/me4 = 2.4189×10−17 s, the unit of energy is the Hartree
me4/h¯2 = 27.2 eV, twice the ionization energy of the hydrogen atom, and the
unit of frequency is me4/2πh¯3 = 6.5796× 1016 Hz [22].
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With these premises, the energy levels are: 4
En = − 1
2n2
, for n ≥ 1. (32)
Clearly, the levels are not equally spaced, and therefore (see eq. (15)) any
wave-packet will spread.
Fig. 3 shows the evolution of a wave-packet built from a linear combination of
eigenstates ofH , using a Gaussian distribution of the coefficients cn in eq. (13).
The distribution is centered at n0 = 60, with a width ∆n = 1.8 for the |cn|2.
The calculation is done numerically, but is simple in the hydrogen atom since
all ingredients – energy levels and eigenstates – are known analytically. At
time t = 0, the wave-packet is localized at the outer turning point (roughly
at a distance 2n20 from the origin), and has zero initial momentum; its shape
is roughly Gaussian. After a quarter of a classical Kepler period Trecurrence,
it is significantly closer to the nucleus, with negative velocity, following the
classical trajectory. After half a period, it has reached the nucleus (it is es-
sentially localized near the origin). However, interference fringes are clearly
visible: they originate from the interference between the head of the wave-
packet, which has already been reflected off the nucleus, and its tail, which
has not yet reached the nucleus. After 3/4 of a period, the interference fringes
have disappeared, and the wave-packet propagates to the right. It has already
spread significantly. After one period, it is close to its initial position, but no
more as well localized as initially. This recurrence time is given by eqs. (16)
and (32):
Trecurrence = 2πn
3
0. (33)
After few periods, the wave-packet has considerably spread and is now com-
pletely delocalized along the classical trajectory. The time for the collapse of
the wave-packet is well predicted by eq. (17):
Tcollapse≃ 2n
4
0
3(∆n)2
=
n0
3π(∆n)2
× Trecurrence
=1.96× Trecurrence, for n0 = 60 and ∆n = 1.8. (34)
Finally, after 20 periods, the wave-packet revives with a shape similar to its
initial state. Again, this revival time is in good agreement with the theoretical
prediction, eq. (18):
Trevival=
2πn40
3
=
n0
3
× Trecurrence
4The present analysis is restricted to bound states of the atom. Continuum (i.e.,
scattering) states also exist but usually do not significantly contribute to the wave-
packet dynamics. If needed, they can be incorporated without any fundamental
difficulty [23,24].
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Fig. 3. Time evolution of an initially localized wave-packet in the one-dimensional
hydrogen atom, eq. (31). The wave-packet is constructed as a linear superposition
of energy eigenstates of H, with a Gaussian distribution (centered at n0 = 60, with
a width ∆n = 1.8 of the |cn|2) of the coefficients cn in eq. (10). Time t is measured
in units of the classical Kepler period Trecurrence, eq. (33). Note the quasiclassical
approach of the wave-packet to the nucleus, during the first half period (top left),
with the appearance of interference fringes as the particle is accelerated towards
the Coulomb center. After one period (top right) the wave-packet almost resumes
its initial shape at the outer turning point of the classical motion, but exhibits
considerable dispersion (collapse) after few Kepler cycles (bottom left). Leaving a
little more time to the quantum evolution, we observe a non-classical revival after
approx. 20 Kepler cycles (bottom right). Recurrence, collapse and revival times are
very well predicted by eqs. (33), (34) and (35).
=20× Trecurrence, for n0 = 60 and ∆n = 1.8. (35)
At longer times, the wave-packet continues to alternate between collapses and
revivals. In fig. 4, we show the temporal evolution of the product ∆z∆p.
It is initially close to the Heisenberg limit (minimum value) h¯/2, and oscil-
lates at the frequency of the classical motion with a global increase. When
the wave-packet has completely spread, the uncertainty product is roughly
constant, with apparently erratic fluctuations. At the revival time, the uncer-
tainty undergoes again rather orderly oscillations of a relatively large mag-
nitute reaching, at minima, values close to h¯. That is a manifestation of its
15
0 10 20
1
10
100
Heisenberg limit
Time (Kepler periods)
∆z ∆p (hbar unit)
Revival
Fig. 4. Time evolution of the uncertainty product ∆z∆p (in units of h¯) of the
wave-packet shown in fig. 3. Starting out from minimum uncertainty, ∆z∆p ≃ h¯/2
(the Heisenberg limit, eq. (1)), the wave-packet exhibits some transient spreading
on the time scale of a Kepler period Trecurrence, thus reflecting the classical motion
(compare top left of fig. 3), collapses on a time scale of few Kepler cycles (manifest in
the damping of the oscillations of ∆z∆p during the first five classical periods), shows
a fractional revival around t ≃ 10×Trecurrence, and a full revival at t ≃ 20×Trecurrence.
Note that, nontheless, even at the full revival the contrast of the oscillations of the
uncertainty product is reduced as compared to the initial stage of the evolution, as
a consequence of higher-order corrections which are neglected in eq. (15).
partial relocalization.
For the three-dimensional hydrogen atom, the energy spectrum is exactly the
same as in one dimension. This implies that the temporal dynamics is built
from exactly the same frequencies; thus, the 3D dynamics is essentially the
same as the 1D dynamics. 5 Indeed, collapses and revivals of the wave-packet
were also observed, under various experimental conditions, in the laboratory
[5,11,25,26]. Fig. 5 shows the evolution of a minimum uncertainty wave-packet
of the 3D atom, initially localized on a circular Kepler orbit of the electron. It
is built as a linear combination of circular hydrogenic states (i.e., states with
maximum angular and magnetic quantum numbers L = M = n − 1), using
the same Gaussian distribution of the coefficients as in fig. 3. As expected, the
wave-packet spreads along the circular trajectory (but not transversally to
it) and eventually re-establishes its initial shape after Trevival. Figure 6 shows
5 In a generic, multidimensional, integrable system, there are several different clas-
sical frequencies along the various degrees of freedom. Hence, only partial revivals
of the wave-packet at various times are observed. The 3D hydrogen atom is not
generic, because the three frequencies are degenerate, which opens the possibility
of a complete revival, simultaneously along all three coordinates.
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the corresponding evolution of a swarm of classical particles, for the same
initial phase space density. The spreading of the classical distribution and
of the quantum wave-packet proceeds very similarly, whereas the revival is
completely absent in the classical evolution, which once more illustrates its
purely quantum origin.
Finally, let us notice that collapse and revival of a 3D wave-packet depend
on the principal quantum number n0 only – see eqs. (34) and (35) – and are
independent of other parameters which characterize the classical motion, such
as the eccentricity and the orientation of the classical elliptical trajectory. This
establishes that a 3D wave-packet with low average angular momentum (and,
a fortiori, a 1D wave-packet as shown in fig. 3) – which deeply explores the
non-linearity of the Coulomb force – does not disperse faster than a circular
wave-packet which essentially feels a constant force. Hence, arguments on the
non-linear character of the interaction should be used with some caution.
There have been several experimental realizations of electronic wave-packets in
atoms [4,5,11,25,27,28], either along the pure radial coordinate or even along
angular coordinates too. However, all these wave-packets dispersed rather
quickly.
1.4 How to overcome dispersion
Soon after the discovery of quantum mechanics, the spreading of wave-packets
was realized and attempts were made to overcome it [2]. From eq. (13), it is
however clear that this is only possible if the populated energy levels are
equally spaced. In practice, this condition is only met for the harmonic oscil-
lator (or simple tops and rotors). In any other system, the anharmonicity of
the energy ladder will induce dispersion. Hence, the situation seems hopeless.
Surprisingly, it is classical mechanics which provides us with a possible so-
lution. Indeed, as discussed above, a quantum wave-packet spreads exactly
as the corresponding swarm of classical particles. Hence, dispersion can be
overcome if all classical trajectories behave similarly in the long time limit. In
other words, if an initial volume of phase space remains well localized under
time evolution, it is reasonable to expect that a wave-packet built on this ini-
tial volume will not spread either. The simplest example is to consider a stable
fixed point: by definition [3], every initial condition in its vicinity will forever
remain close to it. The corresponding wave-packet indeed does not spread at
long times . . . though this is of limited interest, as it is simply at rest!
Another possibility is to use a set of classical trajectories which all exhibit the
same periodic motion, with the same period for all trajectories. This condition,
however, is too restrictive, since it leads us back to the harmonic oscillator.
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Fig. 5. Time evolution of a wave-packet launched along a circular Kepler trajectory,
with the same Gaussian weights cn, eq. (11), as employed for the one-dimensional
example displayed in fig. 3, i.e., centered around the principal quantum number
n0 = 60. Since the relative phases accumulated during the time evolution only
depend on n0 – see eq. (13) – we observe precisely the same behaviour as in the
one-dimensional case: classical propagation at short times (top), followed by spread-
ing and collapse (middle), and revival (bottom). The snapshots of the wave function
are taken at times (in units of Trecurrence) t = 0 (top left), t = 0.5 (top right), t = 1
(middle left), t = 12.5 (middle right), and t = 19.45 (bottom). The cube size is
10000 Bohr radii, centered on the nucleus (marked with a cross). The radius of the
circular wave-packet trajectory equals approx. 3600 Bohr radii.
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Fig. 6. Classical time evolution of a Gaussian (in spherical coordinates) phase space
density fitted to the minimum uncertainty wave-packet of fig. 5 at time t = 0 (left).
As time evolves, the classical phase space density spreads along the circular Kepler
orbit (t = 12.5, right), but exhibits no revival. Hence, wave-packet spreading is of
purely classical origin, only the revival is a quantum feature. The cube size is 10000
Bohr radii, centered on the nucleus (marked with a cross). The radius of the circular
wave-packet trajectory equals approx. 3600 Bohr radii.
Though, we can slightly relax this constraint by allowing classical trajectories
which are not strictly periodic but quasi-periodic and staying forever in the
vicinity of a well defined periodic orbit: A wave-packet built on such orbits
should evolve along the classical periodic orbit while keeping a finite dispersion
around it.
It happens that there is a simple possibility to generate such classical tra-
jectories locked on a periodic orbit, which is to drive the system by an ex-
ternal periodic driving. The general theory of nonlinear dynamical systems
(described in section 3.1.1) [3,29] shows that when a nonlinear system (the
internal frequency of which depends on the initial conditions) is subject to an
external periodic driving, a phase locking phenomenon – known as a nonlinear
resonance – takes place. For initial conditions where the internal frequency
is close to the driving frequency (quasi-resonant trajectories), the effect of
the coupling is to force the motion towards the external frequency. In other
words, trajectories which, in the absence of the coupling, would oscillate at a
frequency slightly lower than the driving are pushed forward by the nonlinear
coupling, and trajectories with slightly larger frequency are pulled backward.
In a certain region of phase space – termed “nonlinear resonance island” – all
trajectories are trapped, and locked on the external driving. At the center of
the resonance island, there is a stable periodic orbit which precisely evolves
with the driving frequency. If the driving is a small perturbation, this periodic
orbit is just the periodic orbit which, in the absence of driving, has exactly
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the driving frequency. All the trajectories in the resonance island are winding
around the central orbit with their phases locked on the external driving. The
crucial point for our purposes is that the resonance island occupies a finite
volume of phase space, i.e., it traps all trajectories in a window of internal
frequencies centered around the driving frequency. The size of this frequency
window increases with the amplitude of the system-driving coupling, and, as
we shall see in section 3.1, can be made large enough to support wave-packet
eigenstates of the corresponding quantum system.
The classical trapping mechanism is illustrated in fig. 7 which shows a swarm of
classical particles launched along a circular Kepler orbit of a three-dimensional
hydrogen atom exposed to a resonant, circularly polarized microwave field: the
effect of the microwave field is to lock the particles in the vicinity of a circular
trajectory. Note that also the phase along the classical circular trajectory is
locked: the particles are grouped in the direction of the microwave field and
follow its circular motion without any drift. There is a striking difference
with the situation shown previously in fig. 6, where the cloud of particles
rapidly spreads in the absence of the microwave field (the same swarm of
initial conditions is used in the two figures). In figure 7, there are few particles
(about 10%) in the swarm which are not phase locked with the microwave
field. This is due to the finite subvolume of phase space which is effectively
phase locked. Particles in the tail of the initial Gaussian distribution may not
be trapped [30].
Although the microwave field applied in fig. 7 amounts to less than 5% of the
Coulomb field along the classical trajectory, it is sufficient to synchronize the
classical motion. The same phenomenon carries over to quantum mechanics,
and allows the creation of non-dispersive wave-packets, as will be explained in
detail in section 3.1.2.
1.5 The interest of non-dispersive wave-packets
Schro¨dinger dreamt of the possibility of building quantum wave-packets fol-
lowing classical trajectories [2]. He succeded for the harmonic oscillator, but
failed for other systems [31]. It was then believed that wave-packets must
spread if the system is nonlinear, and this is correct for time-independent sys-
tems. However, this is not true in general, and we have seen in the previous
section that clever use of the non-linearity may, on the contrary, stabilize a
wave-packet and preserve it from spreading. Such non-dispersive wave-packets
are thus a realization of Schro¨dinger’s dream.
One has to emphasize strongly that they are not some variant of the coherent
states of the harmonic oscillator. They are of intrinsically completely differ-
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Fig. 7. The initially Gaussian distributed swarm of classical particles, shown in fig. 6,
after evolution in the presence of the Coulomb field of the nucleus, with a resonant,
circularly polarized microwave field in the plane of the circular Kepler trajectory
added. The nonlinear resonance between the unperturbed Kepler motion and the
driving field locks the phase of the particles on the phase of the driving field. As
opposed to the free (classical) evolution depicted in fig. 6, the classical distribution
does not exhibit dispersion along the orbit, except for few particles launched from
the tail of the initial Gaussian distribution, which are not trapped by the principal
resonance island.
ent origin. Paradoxically, they exist only if there is some non-linearity, i.e.
some unharmonicity, in the classical system. They have some resemblance
with classical solitons which are localized solutions of a non-linear equation
that propagate without spreading. However, they are not solitons, as they are
solutions of the linear Schro¨dinger equation. They are simply new objects.
Non-dispersive wave-packets in atomic systems were identified for the hydro-
gen atom exposed to a linearly polarized [32,33] and circularly polarized [34]
microwave fields quite independently and using different physical pictures.
The former approach associated the wave-packets with single Floquet states
localized in the vicinity of the periodic orbit corresponding to atom-microwave
nonlinear resonance. The latter treatment relied on the fact that a transforma-
tion to a frame corotating with the microwave field removes the explicit time-
dependence of the Hamiltonian for the circular polarization (see section 3.4).
The states localized near the equilibria of the rotating system were baptized
“Trojan wave-packets” to stress the analogy of the stability mechanism with
Trojan asteroids. Such an approach is, however, restricted to a narrow class of
systems where the time-dependence can be removed and lacks the identifica-
tion of the non-linear resonance as the relevant mechanism. We thus prefer to
use in this review the more general term “non-dispersive wave-packets” noting
also that in several other papers “non-spreading wave-packets” appear equally
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often.
Apart from their possible practical applications (for example, for the pur-
pose of quantum control of atomic or molecular fragmentation processes [28],
or for information storage [35–38] in a confined volume of (phase) space for
long times), they show the fruitful character of classical nonlinear dynamics.
Indeed, here the nonlinearity is not a nuisance to be minimized, but rather
the essential ingredient. From complex nonlinear dynamics, a simple object
is born. The existence of such non-dispersive wave-packets it extremely dif-
ficult to understand (let alone to predict) from quantum mechanics and the
Schro¨dinger equation alone. The classical nonlinear dynamics point of view is
by far more illuminating and predictive. It is the classical mechanics inside
which led Berman and Zaslavsky [39] to the pioneering discussion of states
associated with the classical resonance island, the subsequent studies [40–42]
further identified such states for driven one-dimensional systems using the
Mathieu approach without, however, discussing the wave-packet aspects of
the states. The best proof of the importance of the classical mechanics inside
is that the non-dispersive wave-packets could have been discovered for a very
long time (immediately after the formulation of the Schro¨dinger equation),
but were actually identified only during the last ten years [43,32–34,44–75],
after the recent major developments of nonlinear dynamics.
2 Semiclassical quantization
In this section, we briefly recall the basic results on the semiclassical quan-
tization of Hamiltonian systems, which we will need for the construction of
non-spreading wave-packets in classical phase space, as well as to understand
their properties. This section does not contain any original material.
2.1 WKB quantization
For a one-dimensional, bounded, time-independent system, the Hamilton func-
tion (equivalent to the total energy) is a classical constant of motion, and the
dynamics are periodic. It is possible to define canonically conjugate action-
angle variables (I, θ), such that the Hamilton function depends on the action
alone. The usual definition of the action along a periodic orbit (p.o.) writes:
I =
1
2π
∮
p.o.
p dz, (36)
where p is the momentum along the trajectory.
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The WKB (for Wentzel, Kramers, and Brillouin) method [76] allows to con-
struct an approximate solution of the Schro¨dinger equation, in terms of the
classical action-angle variables and of Planck’s constant h¯ :
ψ(z) =
1√
p
exp
(
i
h¯
∫
p dz
)
(37)
as an integral along the classical trajectory. This construction is possible if and
only if the phase accumulated along a period of the orbit is an integer multiple
of 2π. This means that the quantized states are those where the action variable
I is an integer multiple of h¯. This simple picture has to be slightly amended
because the semiclassical WKB approximation for the wave-function breaks
down at the turning points of the classical motion, where the velocity of the
classical particle vanishes and, consequently, the expression (37) diverges. This
failure can be repaired [76] by adding an additional phase π/2 for each turning
point. This leads to the final quantization condition
I =
1
2π
∮
p.o.
p dz =
(
n+
µ
4
)
h¯, (38)
where n is a non-negative integer and µ – the “Maslov index” – counts the
number of turning points along the periodic orbit (µ = 2 for a simple 1D
periodic orbit).
Thus, the WKB recipe is extremely simple: when the classical Hamilton func-
tion H(I) is expressed in terms of the action I, the semiclassical energy levels
are obtained by calculating H(I) for the quantized values of I:
En = H
(
I =
(
n+
µ
4
)
h¯
)
. (39)
Finally, as a consequence of eqs. (38),(39), the spacing between two consecutive
semiclassical energy levels is simply related to the classical frequency Ω of the
motion,
En+1 −En ≃ dEn
dn
= h¯
dH
dI
= h¯Ω(I), (40)
a result which establishes the immediate correspondence between a resonant
transition between two quantum mechanical eigenstates in the semiclassical
regime, and resonant driving of the associated classical trajectory.
In the vicinity of a fixed (equilibrium) point, the Hamilton function can be
expanded at second order (the first order terms are zero, by definition of the
fixed point), leading to the “harmonic approximation”. If the fixed point is
stable, the semiclassical WKB quantization of the harmonic approximation
gives exactly the quantum result, although the semiclassical wave-function,
eq. (37), is incorrect. This remarkable feature is not true for an unstable fixed
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point (where classical trajectories escape far from the fixed point), and the
WKB approximation fails in this case.
2.2 EBK quantization
For a multi-dimensional system, it is a much more complicated task to extract
the quantum mechanical eigenenergies from the classical dynamics of a Hamil-
tonian system. The problem can be solved for integrable systems, where there
are as many constants of motion as degrees of freedom [77]. This is known as
EBK (for Einstein, Brillouin, and Keller) quantization [78], and is a simple
extension of the WKB quantization scheme. Let us choose two degrees of free-
dom for simplicity, the extension to higher dimensions being straightforward.
If the system is integrable, the Liouville-Arnold theorem [3] assures the exis-
tence of two pairs of canonically conjugate action-angle variables, (I1, θ1) and
(I2, θ2), such that the classical Hamilton function depends only on the actions:
H = H(I1, I2). (41)
The classical motion is periodic along each angle (the actions being constants
of the motion) with frequencies
Ω1=
∂H
∂I1
, (42)
Ω2=
∂H
∂I2
. (43)
In the generic case, these two frequencies are incommensurate, such that the
full motion in the four-dimensional phase space is quasi-periodic, and densely
fills the so-called “invariant torus” defined by the constant values I1 and I2.
The semiclassical wave-function is constructed similarly to the WKB wave-
function. Turning points are now replaced by caustics [29,78,79] of the classical
motion (where the projection of the invariant torus on configuration space is
singular), but the conclusions are essentially identical. The single-valued char-
acter of the wave-function requires the following quantization of the actions:
I1=
(
n1 +
µ1
4
)
h¯, (44)
I2=
(
n2 +
µ2
4
)
h¯, (45)
where n1, n2 are two non-negative integers, and µ1, µ2 the Maslov indices
(counting the number of caustics encountered on the torus) along the θ1, θ2
directions. Once again, the semiclassical energy levels (which now depend on
two quantum numbers) are obtained by substitution of these quantized values
into the classical Hamilton function.
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An alternative formulation of the EBK criterium is possible using the original
position-momentum coordinates. Indeed, eq. (45) just expresses that, along
any closed loop on the invariant torus, the phase accumulated by the wave-
function is an integer multiple of 2π (modulo the Maslov contribution). Using
the canonical invariance of the total action [77], the EBK quantization condi-
tions can be written as:
1
2π
∮
closed path γi
~p. d~r =
(
ni +
µi
4
)
h¯ (46)
where the integral has to be taken along two topologically independent closed
paths (γ1, γ2) on the invariant torus.
Note that, as opposed to the WKB procedure in a 1D situation, the EBK
quantization uses the invariant tori of the classical dynamics, not the trajec-
tories themselves. When there is a stable periodic orbit, it is surrounded by
invariant tori. The smallest quantized torus around the stable orbit is associ-
ated with a quantum number equal to zero for the motion transverse to the
orbit: it defines a narrow tube around the orbit, whose projection on configu-
ration space will be localized in the immediate vicinity of the orbit. Thus, the
corresponding wave-function will also be localized close to this narrow tube,
i.e., along the stable periodic orbit in configuration space. Transversely to the
orbit, the wave-function (or the Wigner function) will essentially look like the
ground state of an harmonic oscillator, i.e. like a Gaussian.
Finally, let us note that it is also possible to develop an analogous EBK scheme
for periodically time dependent Hamiltonians [80] using the notion of an ex-
tended phase space [3]. Such an approach will be extensively used in the next
section, so it is discussed in detail there.
2.3 Scars
When a periodic orbit is unstable, there is no torus closely surrounding it.
However, it often happens that quantum eigenstates exhibit an increased prob-
ability density in the vicinity of unstable periodic orbits. This scarring phe-
nomenon is nowadays relatively well understood, and the interested reader
may consult references [81,82].
Similarly, some quantum states have an increased probability density in the
vicinity of an unstable equilibrium point [33,83,84]. This localization is only
partial. Indeed, since a quantum eigenstate is a stationary structure, some
probability density must localize along the unstable directions of the classical
Hamiltonian flow [77], and the localization cannot be perfect. This is in sharp
contrast with stable equilibrium points and stable periodic orbits which – see
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above – optimally support localized eigenstates.
Note that there is, however, a big difference between scarring and localization
in the vicinity of an unstable fixed point. The latter phenomenon is of purely
classical origin. Indeed, close to an equilibrium point, the velocity goes to
zero and the particle consequently spends more time close to the equilibrium
point than further away from it. The quantum eigenfunctions have the same
property: the probability density is large near the equilibrium point. This
trivial enhancement of the probability density is already well known for a one-
dimensional system where the WKB wave-function, eq. (37), diverges when
the momentum tends to zero. The localization effect near an unstable point
is just the quantum manifestation of the critical slowing down of the classical
particle [60].
3 Non-dispersive wave-packets and their realization in various atomic
systems
3.1 General model – nonlinear resonances
In this section, we present the general theory of non-dispersive wave-packets.
As explained in section 1.4, the basic ingredients for building a non-dispersive
wave-packet are a non-linear dynamical system and an external periodic driv-
ing which is resonant with an internal frequency of the dynamical system. We
present here a very general theory starting out from classical mechanics which
provides us with the most suggestive approach to non-linear resonances. In a
second step, we choose a pure quantum approach giving essentially the same
physics.
We use a one-dimensional model, which displays all the interesting features of
non-linear resonances. While the direct link between classical nonlinear reso-
nances, the corresponding Floquet states, and non-dispersive wave-packets has
been identified only recently [43,32,33,49,64] some aspects of the developments
presented below may be found in earlier studies [39,85,40,42].
Several complications not included in the simple one-dimensional model are
important features of “real systems”. They are discussed at a later stage in
this paper:
– the effect of additional degrees of freedom, in sections 3.3.2-3.5;
– higher nonlinear resonances (where the driving frequency is a multiple of
the internal frequency), in section 5;
– an unbounded phase space, leading to the decay of non-dispersive wave-
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packets (as “open quantum systems”), in section 7.1;
– sources of “decoherence”, such as spontaneous emission of atomic wave-
packets, in section 7.2;
– deviations from temporal periodicity, in section 8.3.
In particular cases, an apparently simpler approach is also possible (such as
the use of the rotating frame for a Rydberg atom exposed to a circularly
polarized electromagnetic field, see section 3.4). Despite all its advantages, it
may be quite specific and too restricted to reveal nonlinear resonances as the
actual cause of the phenomenon. Here, we seek the most general description.
3.1.1 Classical dynamics
Let us start from a time-independent, bounded, one-dimensional system de-
scribed by the Hamilton function H0(p, z). Since energy is conserved, the mo-
tion is confined to a one-dimensional manifold in two-dimensional phase space.
Except for energies which define a fixed point of the Hamiltonian dynamics
(such that ∂H0/∂z = 0 and ∂H0/∂p = 0; these fixed points generically only
exist at some isolated values of energy, for example at E = 0 for the harmonic
oscillator), the motion is periodic in time, and the phase space trajectory is a
simple closed loop.
It is always possible to find a set of canonically conjugate phase space coor-
dinates adapted to the dynamics of the system. These are the action-angle
coordinates (I, θ), whose existence is guaranteed by the Liouville-Arnold the-
orem [3], with:
0 ≤ I, (47)
0 ≤ θ ≤ 2π, (48)
{θ, I} = 1, (49)
and {., .} the usual Poisson brackets, eq. (23).
A fundamental property is that the Hamilton function in these coordinates
depends on I alone, not on θ :
H0 = H0(I). (50)
As a consequence of Hamilton’s equations of motion, I is a constant of motion,
and
θ = Ωt+ θ0 (51)
evolves linearly in time, with the angular velocity
Ω(I) =
∂H0
∂I
(I), (52)
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which depends on the action I. The period of the motion at a given value of
I reads
T =
2π
Ω(I)
. (53)
In simple words, the action I is nothing but the properly “rescaled” total
energy, and the angle θ just measures how time evolves along the (periodic)
orbits. In a one-dimensional system, the action variable can be expressed as
an integral along the orbit, see eq. (36).
Suppose now that the system is exposed to a periodic driving force, such that
the Hamilton function, in the original coordinates, writes
H = H0(p, z) + λV (p, z) cosωt, (54)
with ω the frequency of the periodic drive and λ some small parameter which
determines the strength of the perturbation. For simplicity, we choose a single
cosine function to define the periodic driving. For a more complicated depen-
dence on time [86], it is enough to expand it in a Fourier series, see section 3.5.
The equations become slightly more complicated, but the physics is essentially
identical.
We now express the perturbation V (p, z) in action-angle coordinates. Since θ
is 2π−periodic, eq. (48), we obtain a Fourier series:
V (I, θ) =
+∞∑
m=−∞
Vm(I) exp(imθ). (55)
Note that, as θ evolves linearly with time t for the unperturbed motion (and
therefore parametrizes an unperturbed periodic orbit), the Vm can also be seen
as the Fourier components of V (t) evaluated along the classical, unperturbed
trajectory. Furthermore, since the Hamilton function is real, V−m = V
∗
m. Again
for the sake of simplicity, we will assume that both are real and thus equal. The
general case can be studied as well, at the price of slightly more complicated
formulas.
Plugging eq. (55) in eq. (54) results in the following Hamilton function in
action-angle coordinates,
H = H0(I) + λ
+∞∑
m=−∞
Vm(I) exp(imθ) cosωt, (56)
which (assuming V−m = Vm – see above) can be rewritten as
H = H0(I) + λ
+∞∑
m=−∞
Vm(I) cos(mθ − ωt). (57)
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For λ sufficiently small, the phase space trajectories of the perturbed dynamics
will remain close to the unperturbed ones (for short times). This means that
mθ − ωt evolves approximately linearly in time as (mΩ − ω)t (see eq. (51)),
while I is slowly varying. It is therefore reasonable to expect that all the terms
Vm(I) cos(mθ−ωt) will oscillate rapidly and average out to zero, leading to an
effective approximate Hamiltonian identical to the unperturbed one. Of course,
this approach is too simple. Indeed, close to a “resonance”, where (sΩ − ω)
is small, the various terms Vm cos(mθ − ωt) oscillate, except for the m = s
term which may evolve very slowly and affect the dynamics considerably. For
simplicity, we restrict the present analysis to the principal resonance such
that Ω ≃ ω. The extension to higher resonances (with sΩ ≃ ω) is discussed in
section 5.
Our preceding remark is the basis of the “secular approximation” [3,18]. The
guiding idea is to perform a canonical change of coordinates involving the
slowly varying variable θ − ωt. Because of the explicit time dependence, this
requires first the passage to an extended phase space, which comprises time
as an additional coordinate. The Hamilton function in extended phase space
is defined by
H = Pt +H, (58)
with Pt the momentum canonically conjugate to the new coordinate - time
t. The physical time t is now parametrized by some fictitious time, say ξ.
However,
∂H
∂Pt
=
dt
dξ
= 1, (59)
i.e., t and ξ are essentially identical. H, being independent of ξ, is conserved
as ξ evolves. The requested transformation to slowly varying variables θ − ωt
reads: 6
θˆ = θ − ωt, (60)
Iˆ = I, (61)
Pˆt = Pt + ωI, (62)
which transforms H into
Hˆ = Pˆt +H0(Iˆ)− ωIˆ + λ
+∞∑
m=−∞
Vm(Iˆ) cos(mθˆ + (m− 1)ωt). (63)
6This canonical change of coordinates is often refered to as “passing to the rotating
frame”. It should however be emphasized that this suggests the correct picture
only in phase space spanned by the action-angle coordinates (I, θ). In the original
coordinates (p, z), the transformation is usually very complicated, and only rarely
a standard rotation in configuration space (see also section 3.4).
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This Hamilton function does not involve any approximation yet. Only in the
next step we average Hˆ over the fast variable t, i.e., over one period of the
external driving. This has the effect of canceling all oscillating terms in the
sum, except the resonant one, defined by m = 1. Consequently, we are left
with the approximate, “secular” Hamilton function:
Hsec = Pˆt +H0(Iˆ)− ωIˆ + λV1(Iˆ) cos θˆ. (64)
The secular Hamilton function no longer depends on time. Hence, Pˆt is a con-
stant of motion and we are left with an integrable Hamiltonian system living
in a two-dimensional phase space, spanned by (Iˆ, θˆ). The above averaging
procedure is valid at first order in λ. Higher order expansions, using, e.g., the
Lie algebraic transformation method [3], are possible. 7 Basically, the inter-
esting physical phenomena are already present at lowest non-vanishing order,
to which we will restrain in the following.
The dynamics generated by the secular Hamilton function is rather simple. At
order zero in λ, Iˆ is constant and θˆ evolves linearly with time. As we can read
from eq. (64), a continuous family (parametrized by the value of 0 ≤ θˆ < 2π)
of fixed points exists if dθˆ/dt = ∂Hsec/∂Iˆ vanishes, i.e., at actions Iˆ1 such that
Ω(Iˆ1) =
∂H0
∂I
(Iˆ1) = ω. (65)
Thus, unperturbed trajectories that are resonant with the external drive are
fixed points of the unperturbed secular dynamics. This is precisely why slowly
varying variables are introduced.
Typically, eq. (65) has only isolated solutions – we will assume that in the
following. Such is the case when ∂2H0/∂I
2 does not vanish – excluding the
pathological situation of the harmonic oscillator, where all trajectories are
simultaneously resonant. Hence, if ∂2H0/∂I
2 is positive, the line (Iˆ = Iˆ1, 0 ≤
θˆ < 2π, parametrized by θˆ) is a minimum of the unperturbed secular Hamilton
function Hsec; if ∂2H0/∂I2 is negative, it is a maximum.
At first order in λ, the fixed points of the secular Hamiltonian should have an
action close to Iˆ1. Hence, it is reasonable to perform a power expansion of the
unperturbed Hamiltonian in the vicinity of Iˆ = Iˆ1. We obtain the following
approximate Hamiltonian:
Hpend = Pˆt +H0(Iˆ1)− ωIˆ1 + 1
2
H
′′
0 (Iˆ1) (Iˆ − Iˆ1)2 + λV1(Iˆ1) cos θˆ, (66)
7An example is given in [87], in a slightly different situation, where the perturba-
tion is not resonant with the internal frequency.
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with:
H
′′
0 =
∂2H0
∂I2
. (67)
Consistently at lowest order in λ, it is not necessary to take into account the
dependence of V1 on Iˆ .
As already anticipated by the label, Hpend defined in eq. (66) describes a
usual, one-dimensional pendulum: θˆ represents the angle of the pendulum
with the vertical axis, Iˆ − Iˆ1 its angular velocity, 1/H ′′0 (Iˆ1) its momentum
of inertia and λV1(Iˆ1) the gravitational field. This equivalence of the secular
Hamilton function with that of a pendulum, in the vicinity of the resonant
action Iˆ1, is extremely useful to gain some physical insight in the dynamics of
any Hamiltonian system close to a resonance. In particular, it will render our
analysis of non-dispersive wave-packets rather simple.
Figure 8 shows the isovalue lines of Hpend in the (Iˆ, θˆ) plane, i.e. the classical
phase space trajectories in the presence of the resonant perturbation. In the
absence of the resonant perturbation, these should be horizontal straight lines
at constant Iˆ .We observe that the effect of the resonant perturbation is mainly
to create a new structure, called the “resonance island”, located around the
resonant action Iˆ1.
To characterize this structure, let us examine the fixed points of the Hamilto-
nian (66). They are easily calculated (imposing ∂Hpend/∂Iˆ = ∂Hpend/∂θˆ = 0),
and located at
Iˆ = Iˆ1, θˆ = 0, with energy H0(Iˆ1)− ωIˆ1 + λV1(Iˆ1), (68)
and
Iˆ = Iˆ1, θˆ = π, with energy H0(Iˆ1)− ωIˆ1 − λV1(Iˆ1), (69)
respectively.
If H
′′
0 (Iˆ1) (and thus the “kinetic energy” part in Hpend) is positive, the mini-
mum of the potential λV1(Iˆ1) cos θˆ corresponds to a global minimum of Hpend,
and thus to a stable equilibrium point. The maximum of λV1(Iˆ1) cos θˆ is a
saddle point of Hpend, and thus represents an unstable equilibrium point, as
the standard intuition suggests. For H
′′
0 (Iˆ1) < 0 the situation is reversed –
and less intuitive since the “kinetic energy” is negative – and the maximum
of Hpend is now a stable equilibrium point, as the reader may easily check by
standard linear stability analysis in the vicinity of the fixed point. Thus, in
compact form, if λV1(Iˆ1)H
′′
0 (Iˆ1) is positive, θˆ = π is a stable equilibrium point,
while θˆ = 0 is unstable. If λV1(Iˆ1)H
′′
0 (Iˆ1) is negative, the stable and unstable
points are interchanged.
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Fig. 8. Isovalues of the Hamiltonian Hpend of a pendulum in a gravitational field.
This Hamiltonian is a good approximation for the motion of a periodically driven
system when the driving frequency is resonant with the internal frequency of the
system. The stable equilibrium point of the pendulum is surrounded by an island of
librational motion (shaded region). This defines the resonance island of the periodi-
cally driven system, where the internal motion is locked on the external driving. This
nonlinear phase-locking phenomenon is essential for the existence of non-dispersive
wave-packets.
There are two qualitatively different types of motion:
– Close to the stable equilibrium point of the pendulum, θˆ oscillates period-
ically, with an amplitude smaller than π. This is the “librational motion”
of the pendulum inside the resonance island. Any trajectory started within
this region of phase space (the shaded area in fig. 8) exhibits librational mo-
tion. It should be realized that the resonance island confines the motion to
finite intervals in Iˆ and θˆ, and thereby strongly affects all trajectories with
action close to the resonant action. According to eqs. (68,69), the resonance
island is associated with the energy range [H0(Iˆ1)−ωIˆ1−|λV1(Iˆ1)|, H0(Iˆ1)−
ωIˆ1 + |λV1(Iˆ1)|].
– For any initial energy outside that energy range the pendulum has sufficient
kinetic energy to rotate. This is the “rotational motion” of the pendulum
outside the resonance island, where θˆ is an unbounded and monotonous
function of time. Far from the center of the island, the motion occurs at
almost constant unperturbed action Iˆ, with an almost constant angular
velocity in θˆ, tending to the unperturbed motion. This illustrates that the
effect of the perturbation is important for initial conditions close to the
resonance island, but negligible for non-resonant trajectories.
The size of the resonance island can be simply estimated from eq. (66) and
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fig. 8. The extension in θˆ is 2π, its width in Iˆ (which depends on θˆ) is:
∆Iˆ = 4
√√√√∣∣∣∣∣λV1(Iˆ1)H ′′0 (Iˆ1)
∣∣∣∣∣, (70)
and the total area [3]:
A(λ) = 16
√√√√∣∣∣∣∣λV1(Iˆ1)H ′′0 (Iˆ1)
∣∣∣∣∣. (71)
The dependence of A(λ) on
√
|λ| implies that even a small perturbation may
induce significant changes in the phase space structure, provided the pertuba-
tion is resonant.
The above picture is valid in the rotating frame defined by eqs. (60-62). If
we go back to the original action-angle coordinates (I, θ), the stable (resp.
unstable) fixed point of the secular Hamiltonian is mapped on a stable (resp.
unstable) periodic orbit whose period is exactly equal to the period of the
driving perturbation, as a consequence of eq. (65). Any trajectory started in
the vicinity of the stable periodic orbit will correspond to an initial point
close to the fixed point in the rotating frame, and thus will remain trapped
within the resonance island. In the original coordinate frame, it will appear as
a trajectory evolving close to the stable periodic orbit forever. In particular,
the difference in θ between the stable periodic orbit and any orbit trapped in
the resonance island remains bounded within (−π,+π), for arbitrarily long
times. This means that the phase of any trapped trajectory cannot drift with
respect to the phase of the periodic orbit. As the latter evolves at the driving
frequency, we reach the conclusion that the phase of any trajectory started
in the resonance island will be locked on the phase of the driving field. This
is the very origin of the phase locking phenomenon discussed in section 1.4
above. A crucial point herein is that the resonance island covers a significant
part of phase space with finite volume: it is the whole structure, not few
trajectories, which is phase locked. This is why, further down, we will be
able to build quantum wave-packets on this structure, which will be phase
locked to the classical orbit and will not spread. The classical version of a non-
spreading wave-packet thus consists of a family of trajectories, trapped within
the resonance island, such that this family is invariant under the evolution
generated by the pendulum Hamiltonian. The simplest possibility is to sample
all trajectories within the “energy” range [H0(Iˆ1)− ωIˆ1 − |λV1(Iˆ1)|, H0(Iˆ1)−
ωIˆ1+ |λV1(Iˆ1)|] of the pendulum. In real space, this will appear as a localized
probability density following the classical stable periodic orbit, reproducing
its shape exactly after each period of the drive.
So far, to derive the characteristics of the resonance island, we have consis-
tently used first order perturbation theory, which is valid for small λ. At higher
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values of λ, higher order terms come into play and modify the shape and the
precise location of the resonance island. However, it is crucial to note that the
island itself considered as a structure is robust, and will survive up to rather
high values of λ (as a consequence of the KAM theorem [3]). Since the size of
the resonance island grows with |λ|, eq. (71), the island may occupy a signifi-
cant area in phase space and eventually interact with islands associated with
other resonances, for sufficiently large |λ|. The mechanism of this “resonance
overlap” is rather well understood [88,89]: in general, the motion close to the
separatrix (where the period of the classical motion of the pendulum tends
to infinity) is most sensitive to higher order corrections. The general scenario
is thus the nonintegrable perturbation of the separatrix and the emergence
of a “stochastic” layer of chaotic motion in phase space, as |λ| is increased.
At still larger values of |λ|, chaos may invade large parts of phase space, and
the resonance island may shrink and finally disappear. While considering re-
alistic examples later-on, we shall enter the non-perturbative regime. Let us,
however, consider first the quantum perturbative picture.
3.1.2 Quantum dynamics
As shown in the previous section, the dynamics of a one-dimensional system
exposed to a weak, resonant, periodic driving is essentially regular and analo-
gous to the one of a pendulum, eq. (67) (in the rotating frame, eqs. (60-62)).
In the present section, we will show that the same physical picture can be
employed in quantum mechanics, to construct non-dispersive wave-packets.
They will follow the stable classical trajectory locked on the external drive,
and exactly reproduce their initial shape after each period.
Our starting point is the time-dependent Schro¨dinger equation associated with
the Hamiltonian (54): 8
ih¯
d|ψ(t)〉
dt
= (H0 + λV cosωt)|ψ(t)〉. (72)
Since the Hamiltonian (54) is periodic in time, the Floquet theorem 9 guar-
antees that the general solution of eq. (72) is given by a linear combination of
elementary, time-periodic states – the so-called “Floquet eigenstates” of the
system – multiplied by oscillatory functions:
|ψ(t)〉 =∑
j
cj exp
(
−iEjt
h¯
)
|Ej(t)〉, (73)
8 For simplicity, we use the same notation for classical and quantum quantities,
the distinction between them will become clear from the context.
9The Floquet theorem [90] in the time domain is strictly equivalent to the Bloch
theorem for potentials periodic in space [91].
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with
|Ej(t+ T )〉 = |Ej(t)〉. (74)
The Ej are the “quasi-energies” of the system. Floquet states and quasi-
energies are eigenstates and eigenenergies of the Floquet Hamiltonian
H = H0 + λV cosωt− ih¯ ∂
∂t
. (75)
Note that, because of the time-periodicity with period T = 2π/ω, the quasi-
energies are defined modulo h¯ω [92].
The Floquet Hamiltonian (75) is nothing but the quantum analog of the clas-
sical Hamiltonian (58) in extended phase space. Indeed, −ih¯∂/∂t is the quan-
tum version of the canonical momentum Pt conjugate to time t. In strict
analogy with the classical discussion of the previous section, it is the Floquet
Hamiltonian in extended phase space which will be the central object of our
discussion. It contains all the relevant information on the system, encoded in
its eigenstates.
In a quantum optics or atomic physics context – with the external perturba-
tion given by quantized modes of the electromagnetic field – the concept of
“dressed atom” is widely used [18]. There, a given field mode and the atom
are treated on an equal footing, as a composite quantum system, leading to
a time-independent Hamiltonian (energy is conserved for the entire system
comprising atom and field). This picture is indeed very close to the Floquet
picture. If the field mode is in a coherent state [18] with a large average num-
ber of photons, the electromagnetic field can be treated (semi)classically –
i.e., replaced by a cos time dependence and a fixed amplitude F – and the
energy spectrum of the dressed atom exactly coincides with the spectrum of
the Floquet Hamiltonian [92].
By its mere definition, eq. (74), each Floquet eigenstate is associated with a
strictly time-periodic probability density in configuration space. Due to this
periodicity with the period of the driving field, the probability density of a
Floquet eigenstate in general changes its shape as time evolves, but recovers its
initial shape after each period. Hence, the Floquet picture provides clearly the
simplest approach to non-dispersive wave-packets. Given the ability to build
a Floquet state which is well localized at a given phase of the driving field, it
will automatically represent a non-dispersive wave-packet. In our opinion, this
is a much simpler approach than the attempt to build an a priori localized
wave-packet and try to minimize its spreading during the subsequent evolution
[44,45,34,47].
Note that also the reverse property holds true. Any state with T -periodic
probability density (and, in particular, any localized wave-packet propagat-
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ing along a T -periodic classical orbit) has to be a single Floquet eigenstate:
Such a state can be expanded into the Floquet eigenbasis, and during one
period, the various components of the expansion accumulate phase factors
exp(−iEiT/h¯). Hence, the only solution which allows for a T -periodic density
is a one-component expansion, i.e., a single Floquet eigenstate 10 .
To summarize, the construction of non-dispersive wave-packets in a time-
periodic system is equivalent to finding localized Floquet eigenstates. The
existence of such states is far from obvious, as the Floquet spectrum is usually
very complex, composed of quasi-bound states, resonances and continua. This
is why a semiclassical analysis can be very helpful in finding these objects.
3.1.3 Semiclassical approximation
Dealing with highly excited states, a semiclassical approximation can be used
to determine quasi-energies and Floquet eigenstates [80]. If the driving per-
turbation is sufficiently weak, we have shown in section 3.1.1 that the classical
dynamics close to a nonlinear resonance is essentially regular and accurately
described by the pendulum Hamiltonian (66). It describes a system with two
degrees of freedom (along t and θˆ, with their conjugate momenta Pˆt and Iˆ,
respectively) which is essentially regular. For semiclassical quantization, we
may then use the standard EBK rules, eq. (45), introduced in section 2.
The momentum Pˆt is a constant of the motion, and the isovalue curves of
Pˆt, Iˆ, θˆ lying on the invariant tori can be used for the EBK quantization
scheme. Along such a curve, t evolves from 0 to 2π/ω, with θˆ = θ − ωt kept
constant. Thus, θ itself is changed by 2π, what implies that the Maslov index
µ of the unperturbed (I, θ) motion has to be included, leading to the following
quantization condition for Pˆt,
1
2π
T∫
0
Pˆtdt =
PˆtT
2π
=
(
k +
µ
4
)
h¯, (76)
with integer k. Since T = 2π/ω is just the period of the resonant driving, we
get the quantized values of Pˆt :
Pˆt =
(
k +
µ
4
)
h¯ω (77)
which are equally spaced by h¯ω. Thus, we recover semiclassically the ω-
periodicity of the Floquet spectrum.
10One might argue that Floquet states differing in energy by an integer multiple
of h¯ω could be used. However, the Floquet spectrum is h¯ω-periodic by construction
[92], and two such states represent the same physical state.
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For the motion in the (Iˆ, θˆ) plane, we can use the isocontour lines of the pen-
dulum Hamiltonian Hpend, eq. (66), as closed paths, keeping Pˆt and t constant.
Depending on the nature of the pendulum motion (librational or rotational),
the topology of the closed paths is different, leading to distinct expressions:
– For trapped librational motion, inside the resonance island, the path is
isomorphic to a circle in the (Iˆ, θˆ) plane, with a Maslov index equal to two.
The quantization condition is:
1
2π
∮
Iˆdθˆ =
(
N +
1
2
)
h¯, (librational motion) (78)
with N a non-negative integer. Of special interest is the “fundamental”
state, N = 0, which exhibits maximum localization within the resonance
island and is therefore expected to represent the optimal non-dispersive
wave-packet.
– For unbounded rotational motion, outside the resonance island, the path
includes a 2π phase change for θ and acquires the Maslov index of the
unperturbed motion:
1
2π
2π∫
0
Iˆdθˆ =
(
N +
µ
4
)
h¯, (rotational motion). (79)
This semiclassical quantization scheme is expected to work provided the clas-
sical phase space velocity is sufficiently large, see section 2. This may fail close
to the stable and unstable fixed points where the velocity vanishes. Near the
stable equilibrium point, the expansion of the Hamiltonian at second order
leads to an approximate harmonic Hamiltonian with frequency:
ωharm =
√
|λV1(Iˆ1)H ′′0 (Iˆ1)|. (80)
In this harmonic approximation, the semiclassical quantization is known to be
exact [7]. Thus, close to the stable equilibrium, the quasi-energy levels, labeled
by the non-negative integer N , are given by the harmonic approximation.
There are various cases which depend on the signs of H
′′
0 (Iˆ1), V1(Iˆ1), and λ,
with the general result given by
EN,k = H0(Iˆ1)− ωIˆ1 +
(
k +
µ
4
)
h¯ω − sign(H ′′0 (Iˆ1))
[
|λV1(Iˆ1)| −
(
N +
1
2
)
h¯ωharm
]
.(81)
For N = 0, k = 0, this gives a fairly accurate estimate of the energy of the
non-dispersive wave-packet with optimum localization. The EBK semiclassical
scheme provides us also with some interesting information on the eigenstate.
Indeed, the invariant tori considered here are tubes surrounding the resonant
stable periodic orbit. They cover the [0, 2π] range of the t variable but are well
localized in the transverse (Iˆ = I, θˆ = θ − ωt) plane, with an approximately
Gaussian phase space distribution. Hence, at any fixed time t, the Floquet
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eigenstate will appear as a Gaussian distribution localized around the point
(I = Iˆ1, θ = ωt). As this point precisely defines the resonant, stable periodic
orbit, one expects the N = 0 state to be a Gaussian wave-packet following
the classical orbit. In the original (p, z) coordinates, the width of the wave-
packet will depend on the system under consideration through the change
of variables (p, z) → (I, θ), but the Gaussian character is expected to be
approximately valid for both the phase space density and the configuration
space wave-function, as long as the change of variables is smooth.
Let us note that low-N states may be considered as excitations of the N = 0
“ground” state. Such states has been termed “flotons” in [42] where their
wave-packet character was, however, not considered.
The number of eigenstates trapped within the resonance island – i.e. the num-
ber of non-dispersive wave-packets – is easily evaluated in the semiclassical
limit, as it is the maximum N with librational motion. It is roughly the area
of the resonance island, eq. (71), divided by 2πh¯:
Number of trapped states ≃ 8
πh¯
√√√√∣∣∣∣∣λV1(Iˆ1)H ′′0 (Iˆ1)
∣∣∣∣∣. (82)
Near the unstable fixed point – that is at the energy which separates libra-
tional and rotational motion – the semiclassical quantization fails because
of the critical slowing down in its vicinity [93]. The corresponding quantum
states – known as separatrix states [84] – are expected to be dominantly local-
ized near the unstable fixed point, simply because the classical motion there
slows down, and the pendulum spends more time close to its upright position.
This localization is once again of purely classical origin, but not perfect: some
part of the wave-function must be also localized along the separatrix, which
autointersects at the hyperbolic fixed point. Hence, the Floquet eigenstates as-
sociated with the unstable fixed points are not expected to form non-dispersive
wave-packets with optimum localization (see also sec. 2.3).
3.1.4 The Mathieu approach
The pendulum approximation, eq. (66), for a resonantly driven system can
also be found by a pure quantum description [39,42]. Let us consider a Floquet
state of the system. Its spatial part can be expanded in the eigenbasis of the
unperturbed Hamiltonian H0,
H0|φn〉 = En|φn〉, (83)
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while the time-periodic wave-function can be expanded in a Fourier series.
One obtains:
|ψ(t)〉 = ∑
n,k
cn,k exp(−ikωt) |φn〉, (84)
where the coefficients cn,k are to be determined. The Schro¨dinger equation for
the Floquet states (eigenstates of H), eq. (75), with quasi-energies E and time
dependence (73), reads:
cn,k(E + kh¯ω − En) = λ
2
∑
p
〈φn|V |φn+p〉 (cn+p,k+1 + cn+p,k−1). (85)
For λ = 0, the solutions of eq. (85) are trivial: E = En−kh¯ω, which is nothing
but the unperturbed energy spectrum modulo h¯ω. 11 In the presence of a small
perturbation, only quasi-degenerate states with values close to En − kh¯ω will
be efficiently coupled. In the semiclassical limit, see section 2, eq. (40), the
unperturbed eigenenergies En, labeled by a non-negative integer, are locally
approximately spaced by h¯Ω, where Ω is the frequency of the unperturbed
classical motion. Close to resonance, Ω ≃ ω (eq. (65)), and thus:
En − kh¯ω ≃ En+1 − (k + 1)h¯ω ≃ En+2 − (k + 2)h¯ω ≃ ..., (86)
so that only states with the same value of n− k will be efficiently coupled.
The first approximation is thus to neglect the couplings which do not preserve
n − k. This is just the quantum version of the secular approximation for
the classical dynamics. Then, the set of equations (85) can be rearranged in
independent blocks, each subset being characterized by n − k. The various
subsets are in fact identical, except for a shift in energy by an integer multiple
of h¯ω. This is nothing but the h¯ω-periodicity of the Floquet spectrum already
encountered in secs. 3.1.2 and 3.1.3. As a consequence, we can consider the
n− k = 0 block alone.
Consistently, since eq. (86) is valid close to the center of the resonance only,
one can expand the quantities of interest in the vicinity of the center of the
resonance, and use semiclassical approximations for matrix elements of V. Let
n0 denote the effective, resonant quantum number such that, with eqs. (40)
and (65),
dEn
dn
∣∣∣∣∣
n=n0
= h¯ω. (87)
11Note that, as a consequence of the negative sign of the argument of the exponen-
tial factor in eq. (84), the energy shift kh¯ω appears here with a negative sign in the
expression for E – in contrast to semiclassical expressions alike eq. (81), where we
chose the more suggestive positive sign. Since k = −∞ . . . +∞, both conventions
are strictly equivalent.
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Note that, by this definition, n0 is not necessarily an integer. In the semiclassi-
cal limit, where n0 is large, the WKB approximation connects n0 to the center
of the classical resonance island, see eq. (39),
n0 +
µ
4
=
Iˆ1
h¯
, (88)
En0 = H0(Iˆ1), (89)
with µ being the Maslov index along the resonant trajectory. Furthermore,
for n close to n0, we can expand the unperturbed energy at second order in
(n− n0),
En ≃ En0 + (n− n0)h¯ω +
1
2
d2En
dn2
∣∣∣∣∣
n0
(n− n0)2, (90)
where the second derivative d2En/dn
2 is directly related to the classical quan-
tity H
′′
0 , see eq. (67), within the semiclassical WKB approximation, eq. (39).
Similarly, the matrix elements of V are related to the classical Fourier com-
ponents of the potential [7], eq. (55),
〈φn|V |φn+1〉 ≃ 〈φn+1|V |φn+2〉 ≃ V1(Iˆ1), (91)
evaluated at the center Iˆ = Iˆ1 – see eq. (65) – of the resonance zone.
With these ingredients and r = n−n0, eq. (85) is transformed in the following
set of approximate equations:
[
E −H0(Iˆ1) + ω
(
Iˆ1 − µh¯
4
)
− h¯
2
2
H
′′
0 (Iˆ1)r
2
]
dr = λV1(dr+1 + dr−1), (92)
where
dr ≡ cn0+r,n0+r. (93)
Note that, because of eq. (87), the r values are not necessarily integers, but
all have the same fractional part.
The tridiagonal set of coupled equations (92) can be rewritten as a differential
equation. Indeed, if one introduces the following function associated with the
Fourier components dr,
f(φ) =
∑
r
exp(irφ)dr, (94)
eq. (92) can be written as
[
− h¯
2
2
H
′′
0 (Iˆ1)
d2
dφ2
+H0(Iˆ1)− ω
(
Iˆ1 − µh¯
4
)
+ λV1 cosφ
]
f(φ) = Ef(φ),(95)
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which is nothing but the quantum version of the pendulum Hamiltonian,
eq. (66). Thus, the present calculation is just the purely quantum description
of the non-linear resonance phenomenon. The dummy variable φ introduced
for convenience coincides with the classical angle variable θˆ. In general, r is
not an integer, so that the various exp(irφ) in eq. (94) are not periodic func-
tions of φ. However, as all r values have the same fractional part, if follows
that f(φ) must satisfy “modified” periodic boundary conditions of the form
f(φ+ 2π) = exp(−2iπn0)f(φ). (96)
The reason for this surprising boundary condition is clear: r = n − n0 is the
quantum analog of Iˆ− Iˆ1. In general, the resonant action Iˆ1 is not an integer or
half-integer multiple of h¯ – exactly as n0 is not an integer. The semiclassical
quantization, eq. (79), which expresses the θˆ periodicity of the eigenstate,
applies for the Iˆ variable. When expressed in terms of the variable Iˆ − Iˆ1, it
contains the additional phase shift present in eq. (96).
Few words of caution are in order: the equivalence of the semiclassical quanti-
zation with the pure quantum approach holds in the semiclassical limit only,
when the quantum problem can be mapped on a pendulum problem. In the
general case, it is not possible to define a quantum angle variable [94]. Hence,
the quantum treatment presented here is no more general or more powerful
than the semiclassical treatment. They both rely on the same approximations
and have the same limitations: perturbative regime (no overlap of resonances)
and semiclassical approximation.
Finally, eq. (95) can be written in its standard form, known as the “Mathieu
equation” [95]:
d2y
dv2
+ (a− 2q cos 2v)y = 0. (97)
The correspondence with eq. (95) is established via:
φ = 2v, (98)
a =
8
[
E −H0(Iˆ1) + ω
(
Iˆ1 − µh¯4
)]
h¯2H
′′
0 (Iˆ1)
, (99)
q =
4λV1
h¯2H
′′
0 (Iˆ1)
. (100)
The boundary condition, eq. (96), is fixed by the so-called “characteristic
exponent” in the Mathieu equation,
ν = −2n0 (mod 2). (101)
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Fig. 9. Eigenvalues aκ(q) of the Mathieu equation, for a characteristic exponent
ν = 0. These represent the energy levels of a pendulum as a function of the gravi-
tational field, see eqs. (66,95). (a): Eigenvalues in the range [−2q, 2q] are associated
with the librational bounded motion of the pendulum, while eigenvalues above 2q
are associated with rotational modes. The dotted lines represent the energies of the
stable equilibrium point (lower line) and of the unstable equilibrium point (sep-
aratrix, upper line). Near the separatrix, the classical motion slows down and the
quantal energy levels get closer. (b): Details for the first excited states together with
the semiclassical WKB prediction for the energy levels (dashed lines, eqs. (39)). The
semiclassical prediction is very accurate, except in the vicinity of the separatrix.
The Mathieu equation has solutions (for a given characteristic exponent) for a
discrete set of values of a only. That implies quantization of the quasi-energy
levels, according to eq. (99). The quantized values aκ(ν, q) depend on q and ν,
and are labeled 12 by a non-negative integer κ. They are well known – espe-
cially asymptotic expansions are available both in the small and in the large q
regime – and can be found in standard handbooks [95]. For example, fig. 9(a)
shows the first aκ(q) ≡ aκ(ν = 0, q) curves for the case of “optimal” resonance
(see below), where n0 is an integer and thus the characteristic exponent ν
vanishes. Equivalently, the figure can be interpreted as the evolution of the
energy levels of a pendulum with the gravitational field.
The quasi-energy levels of the driven system can now be expressed as a func-
tion of aκ(ν, q) :
Eκ = H0(Iˆ1)− ω
(
Iˆ1 − µh¯
4
)
+
h¯2
8
H
′′
0 (Iˆ1) aκ(ν, q). (102)
12 In the standard text books as [95], the various solutions of the Mathieu equa-
tion are divided in odd and even solutions, and furthermore in pi- and 2pi-periodic
functions. In our case, only the “a2p” and “b2p” (in the language of [95]) are to be
considered.
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Together with eqs. (98)-(100), this equation gives the quasienergy levels of
a periodically driven system in the vicinity of the resonance zone. The full,
quasi-resonant part of the Floquet spectrum of the driven system is built from
these quantized values through shifts kh¯ω, with arbitrary integer values of k.
A visual inspection of fig. 9 immediately shows the existence of two regions
in the energy diagram: within the “inner region”, |aκ(ν, q)| ≤ 2q, the energy
levels form a regular fan of curves and tend to decrease with q.On the contrary,
for aκ(ν, q) > 2q, the energy levels increase with q. Around aκ(ν, q) = 2q, a
transition region is visible with a series of apparent avoided crossings between
the levels. This has a simple semiclassical explanation. The stable fixed point of
the pendulum described by the Mathieu equation (97) lies at v = 0 with energy
−2q, what explains why the aκ(ν, q) values are always larger. The unstable
fixed point has an energy +2q. Thus, in the range aκ(ν, q) ∈ [−2q, 2q], the
pendulum is trapped in a region of librational motion. The energy levels can
be approximated using the standard WKB quantization in the (Iˆ , θˆ) plane,
as described in section 3.1.1. The number of such states is given by eq. (82)
which can be rewritten, using eq. (100), as :
Number of trapped states ≃ 4
√
|q|
π
. (103)
At the center of the island (states with small κ and/or large |q|), an approxi-
mate expression for aκ(ν, q) reads [95]:
aκ(ν, q) ≈ −2|q|+ 4
(
κ+
1
2
)√
|q|. (104)
It does not depend on ν (what physically means in our case that the states
deeply inside the resonance island are insensitive to the boundary condition).
When inserted in eq. (102), it yields exactly the energy levels of eq. (78), with
κ = N. Hence, the Mathieu approach agrees with the harmonic approximation
within the resonance island, for sufficiently large islands.
For aκ(ν, q) > 2q, the pendulum undergoes a rotational, unbounded mo-
tion, which again can be quantized using WKB. For small |q|, aκ(ν, q) ≈
4([(κ+1)/2]− ν/2)2 (where [ ] stands for the integer part), see [95]. With this
in eq. (102), one recovers the known Floquet spectrum, in the limit of a van-
ishingly weak perturbation. Note, however, that in this rotational mode, the
eigenstates are sensitive to the boundary conditions (and the aκ(ν, q) values
depend on ν). This is essential for the correct λ→ 0 limit.
Around aκ(ν, q) = 2q, the pendulum is close to the separatrix between li-
brational and rotational motion: the period of the classical motion tends to
infinity (critical slowing down). That explains the locally enhanced density of
states apparent in fig. 9(a).
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In fig. 9(b), we also plot the semiclassical WKB prediction for the quantized
aκ(q) values. Obviously, the agreement with the exact “quantum” Mathieu
result is very good, even for weakly excited states, except in the vicinity of
the separatrix. This is not unexpected because the semiclassical approximation
is known to break down near the unstable fixed point, see sections 2 and 3.1.3
above.
The Mathieu equation yields accurate predictions for properties of non-dispersive
wave-packets in periodically driven quantum systems. Indeed, in the range
aκ(ν, q) ∈ [−2q, 2q], the classical motion is trapped inside the resonance island,
and the corresponding quantum eigenstates are expected to be non-dispersive
wave-packets. In particular, the lowest state in the resonance island, associated
with the ground state of the pendulum κ = 0, corresponds to the semiclassical
eigenstate N = 0, see eq. (78), and represents the non-dispersive wave-packet
with the best localization properties. As can be seen in fig. 9(b), the semiclassi-
cal quantization for this state is in excellent agreement with the exact Mathieu
result. This signifies that eq. (81) can be used for quantitative predictions of
the quasi-energy of this eigenstate.
As already mentioned, the characteristic exponent ν does not play a major role
inside the resonance island, as the eigenvalues aκ(ν, q) there depends very little
on ν. However, it is an important parameter outside the resonance, close to
the separatrix especially at small q. Indeed, at q = 0, the minimum eigenvalue
is obtained for ν = 0 : a0(ν = 0, q = 0) = 0. This implies that, even for
very small q, the ground state enters most rapidly the resonance island. On
the opposite, the worst case is ν = 1 where the lowest eigenvalue is doubly
degenerate: a0(ν = 1, q = 0) = a1(ν = 1, q = 0) = 1. As we are interested in
the ground state of the pendulum (the one with maximum localization), the
situation for ν = 0 is preferable: not only the state enters rapidly the resonance
island, but it is also separated from the other states by an energy gap and is
thus more robust versus any perturbation. We will call this situation “optimal
resonance”. From eq. (101), it is associated with an integer value of n0. On the
contrary, a half-integer value of n0 corresponds to ν = 1 and the least optimal
case.
3.2 Rydberg states in external fields
3.2.1 Rydberg atoms
In order to construct non-dispersive wave-packets, a quantum system subject
to periodic driving with classically non-linear dynamics is needed. The latter
requirement rules out the harmonic oscillator, and all its variants. The simplest
periodic driving is certainly provided by an externally applied, monochromatic
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electromagnetic field. Extremely stable, tunable and well controlled sources
exist over a wide range of frequencies.
Furthermore, incoherent processes which destroy the phase coherence of the
quantum wave-function have to be minimized. Otherwise, they will spoil the
localization properties of the non-dispersive wave-packets and – in the worst
case – destroy them completely. Therefore, the characteristic time scales of
the incoherent processes should be at least much longer than the period of the
driving field. In this respect, atomic electrons appear as very good candidates,
since – given suitable experimental conditions – atoms can be considered as
practically isolated from the external world, with spontaneous emission of
photons as the only incoherent process. Spontaneous emission is usually a very
slow mechanism, especially for highly excited states: the spontaneous life-time
of typical atomic states is at least four or five orders of magnitude longer than
the classical Kepler period (typically nanoseconds vs. femtoseconds for weakly
excited states [22]).
The Coulomb interaction between the nucleus and the electrons is highly non-
linear, which is very favourable. The efficiency of the coupling with an external
electromagnetic field is known to increase rapidly with the degree of excitation
of the atom [22]. As we have seen in the preceeding sections 3.1.1 and 3.1.2,
non-dispersive wave-packets are the quantum mechanical counterparts of non-
linear resonances in periodically driven Hamiltonian systems, where the period
of the drive matches some intrinsic time scale of the unperturbed Hamiltonian
dynamics. Due to the immediate correspondence between the classical Kepler
problem and the hydrogen atom, the relevant time scale in this simplest atomic
system is the unperturbed classical Kepler period, which – compare eq. (40)
– coincides with the inverse level spacing between neighbouring eigenstates of
the unperturbed atom, for large quantum numbers. Hence, the driving field
frequency has to be chosen resonant with an atomic transition in the Ryd-
berg regime, typically around the principal quantum number n0 = 60. This
is the microwave domain, where excellent sources exist. Thus, we believe that
atomic Rydberg states are very well suited for the experimental preparation
of non-dispersive wave-packets 13 .
In most cases, the energy scale involved in the dynamics of Rydberg elec-
trons is so small that the inner electrons of the ionic core can be considered
as frozen and ignored. Thus, we will consider mainly the hydrogen atom as
the simplest prototype. Multi-electron effects are discussed in section 6.2. Al-
ternative systems for observing non-dispersive wave-packets are considered in
13Note, however, that this is a specific choice. Any driven quantum system with
a sufficiently high denisty of states and mixed regular-chaotic classical dynamics
will exhibit nondispersive wave-packets. Since a mixed phase space structure is the
generic scenario for dynamical systems, nondispersive wave-packets are expected to
be a completely general and ubiquitous phenomenon.
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section 5.2.
Compared to our simple one-dimensional model introduced in section 3.1
above, an atom displays a couple of additional features:
– A real hydrogen atom is a three-dimensional (3D) system. However, it is a
degenerate system, because the energy depends on the principal quantum
number n only, but not on the angular or magnetic quantum numbers L and
M , respectively. Thus, the structure of the energy levels, which is crucial
for the properties of the non-dispersive wave-packet, see section 3.1.2, is
identical in the 1D and 3D cases. Before discussing the properties of 3D
wave-packets in sections 3.3.2 to 4, we will consider a simplified 1D model
of the hydrogen atom in section 3.3.1.
– Although spontaneous emission is a weak incoherent process, it nontheless
limits the life time of the non-dispersive wave-packets which may decay to
lower lying states, losing the phase coherence of the electronic wave-function.
Non-dispersive wave-packets exhibit specific spontaneous decay properties
which are studied in section 7.2;
– The electron in a hydrogen atom is not necessarily bound. It may ionize,
especially when the atom is exposed to a microwave field. This is a coherent
decay process where the ionized electron keeps its phase coherence. There
are no exact bound states in the system, but rather resonances. From a
quantum point of view, the Floquet spectrum is no longer discrete but con-
tinuous and we actually deal with an open system. In a more elementary
language, the atom can successively absorb several photons so that its en-
ergy exceeds the ionization threshold. If initially prepared in a wave-packet
eigenstate, this is a pure quantum phenomenon, since the classical dynam-
ics remain trapped within the resonance island forever. The multi-photon
ionization may then be considered as a tunneling process from inside the
resonance island to the non-resonant part of phase space, where the Ry-
dberg electron eventually escapes to infinity. This picture is elaborated in
section 7.1.
3.2.2 Hamiltonian, basis sets and selection rules
In the presence of a microwave field, the dipole approximation [18,94] can be
used to describe the atom-field interaction. Different gauges can be used, the
physics being of course independent of the choice of gauge. The most common
choices are the length and the velocity gauges. For simplicity, in our discus-
sion, we shall use the length gauge, although actual quantum calculations are
usually a bit easier in the velocity gauge [96–98]. The Hamiltonian reads:
H =
~p2
2m
− q
2
4πǫ0r
− q~r · ~F (t) (105)
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where q is the (negative) charge of the electron, m its mass, and ~F (t) the
microwave electric field acting on the atom. We neglect here all relativistic,
spin, QED effects, etc, and assume an infinitely massive nucleus. Later, unless
specified otherwise, we shall use atomic units, where |q| ≡ 4πǫ0 ≡ m ≡ h¯ ≡ 1,
and the Hamiltonian reduces to
H =
~p2
2
− 1
r
+ ~r · ~F (t). (106)
Here,
H0 =
~p2
2
− 1
r
(107)
describes the unperturbed atomic part, with bound energy spectrum:
En = − 1
2n2
, n ≥ 1. (108)
The external driving
V = ~r · ~F (t) (109)
is characterized by the amplitude F of the microwave field, and by its frequency
ω. We shall consider in detail the case of linear polarization,
V = Fz cosωt, (110)
in section 3.3, and that of circular polarization
V = F (x cosωt+ y sinωt), (111)
in section 3.4. The general case of elliptic polarization will be studied in sec-
tion 3.5.
In the treatment of the perturbed Coulomb problem, eq. (106), there is an
apparent difficulty with the singularity of the Coulomb potential at the ori-
gin, especially for the restricted one-dimensional model of the atom. This led
several authors, see, e.g., [99–104], to consider unphysical potentials without
singularity, for example of the type (r2 + a2)−1/2. This is completely unneces-
sary and potentially dangerous. Indeed, such a potential breaks the Coulomb
degeneracy which is responsible for the closed character of elliptical Kepler
orbits (in the classical world), and for the degeneracy of the energy levels (in
the quantum world). Such an unphysical symmetry breaking strongly modifies
the structure of the non-linear resonance island, and affects the existence and
properties of non-dispersive wave-packets outlined in section 3.3.2.
The Coulomb singularity can be rigorously regularized (in any dimension),
both in classical and in quantum mechanics. In classical mechanics, this is
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made possible through the well-known Kustaanheimo-Stiefel transformation
[105], used by various authors for perturbed Coulomb problems, see, e.g.,
[106–110]. In quantum mechanics, one may use a basis set of non-orthogonal
functions, known as the Sturmian functions. Ultimately, the whole analysis re-
lies on the dynamical symmetry properties of the Coulomb interaction and the
associated SO(4,2) group [111–114]. It not only allows to treat the Coulomb
singularity properly, but also to define a basis set of Sturmian functions ex-
tremely efficient for numerical calculations. The most common set are “spher-
ical” Sturmian functions characterized by three quantum numbers, L and M
for the angular structure (the associated wave-functions are the usual spherical
harmonics), and the positive integer n, for the radial part.
As discussed in section 3.1.2, the quantum properties of the non-dispersive
wave-packets are encoded in the spectrum of the Floquet Hamiltonian (75),
which acts in configuration space extended by the time axis. The temporal
properties are completely independent of the spatial dimension, and any Flo-
quet eigenstate can be expanded in a Fourier series indexed by the integer
k, as in eq. (84). The Schro¨dinger equation for the Floquet Hamiltonian is
tridiagonal in k, as in eq. (85). When the spatial part of the wave-function
is expressed in a Sturmian basis, one finally obtains a generalized eigenvalue
problem (A − EB)|ψ >= 0, where both, A and B, are sparse matrices, the
elements of which are known analytically and obey the following selection
rules:
|∆M | ≤ 1, |∆L| ≤ 1, |∆n| ≤ 2, |∆k| ≤ 1. (112)
When a static electric or magnetic field is added, see section 4, some additional
non-zero matrix elements exist, but sparsity is preserved. The eigenvalues
can then be calculated using an efficient diagonalization routine such as the
Lanczos algorithm [115–118].
Because – in the presence of a microwave field – the system is unbounded, there
are in general no exact bound states but rather resonances. Using Sturmian
functions, the properties of the resonances can be calculated directly using
the complex rotation technique [119–125]. The price to pay is to diagonalize
complex symmetric matrices, instead of real symmetric ones. The advantage
is that the resonances are obtained as complex eigenvalues En − iΓn/2 of the
complex rotated Hamiltonian, En being the position of the resonance, and Γn
its width. All essential properties of resonances can be obtained from complex
eigenstates [126].
3.2.3 Simplified 1D and 2D models
Because explicit calculations for the real 3D hydrogen atom may be rather
complicated, it is fruitful to study also simplified 1D and 2D approximations
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of the real world. Let us first consider the simplified restriction of the atomic
motion to one single dimension of configuration space,
H0 =
p2
2
− 1
z
, with z > 0, (113)
with the external driving along z,
V = Fz cosωt. (114)
The energy spectrum of H0 is identical to the spectrum in 3D [127]:
E(1D)n = −
1
2n2
, with n ≥ 1. (115)
Such a one-dimensional model allows to grasp essential features of the driven
atomic dynamics, and provides the simplest example for the creation of non-
dispersive wave-packets by a near-resonant microwave field. The classical dy-
namics live on a three-dimensional phase space, spanned by the single di-
mension of configuration space, the canonically conjugate momentum, and by
time. This is the lowest dimensionality for a Hamiltonian system to display
mixed regular-chaotic character [3].
For a circularly (or elliptically) polarized microwave, a 1D model is of course
inadequate. One can use a two-dimensional model where the motion of the
electron is restricted to the polarization plane. The energy spectrum in two
dimensions is:
E(2D)n = −
1
2
(
n+ 1
2
)2 , with n ≥ 0. (116)
It differs from the 3D (and 1D) energy spectrum by the additional 1/2 in
the denominator, due to the specific Maslov indices induced by the Coulomb
singularity.
3.2.4 Action-angle coordinates
In order to apply the general theory of nonlinear resonances and non-dispersive
wave-packets derived in section 3.1, we need the action-angle coordinates for
the hydrogen atom. For the simplified 1D model, the result is simple: the prin-
cipal action I and the canonically conjugate angle θ are defined by [128,129]
I =
√
a
2
,
θ=


η − sin η, p ≥ 0,
2π − η + sin η, p < 0,
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η=2 sin−1
√
z
a
, a = −E−1, (117)
where a is the maximum distance. In celestial mechanics, θ and η are known as
the mean and the eccentric anomaly, respectively [93]. The Hamilton function
depends on the action through:
H0 = − 1
2I2
, (118)
and the classical Kepler frequency reads:
Ω =
dH0
dI
=
1
I3
. (119)
Due to the Coulomb singularity at z = 0, the Maslov index of this system is
µ = 0 instead of µ = 2, and the semiclassical energy spectrum, eq. (39) 14 ,
matches the exact quantum spectrum, eq. (115).
The classical equations of motion can be solved exactly and it is easy to obtain
the Fourier components of the dipole operator [130]:
z(θ) = I2
(
3
2
− 2
∞∑
m=1
J ′m(m)
m
cos(mθ)
)
, (120)
where J ′n(x) denotes the derivative of the usual Bessel function. The strongly
non-linear character of the Coulomb interaction is responsible for the slow
decrease of the Fourier components at high m.
For the 2D and 3D hydrogen atom, the action-angle variables are similar, but
more complicated because of the existence of angular degrees of freedom. The
classical trajectories are ellipses with focus at the nucleus. The fact that all
bounded trajectories are periodic manifests the degeneracy of the classical
dynamics. As a consequence, although phase space is six-dimensional with
three angle and three action variables in 3D – four-dimensional with two angle
and two action variables in 2D – the Hamilton function depends only on the
total action I, precisely like the 1D hydrogen atom, i.e. through eq. (118). In
3D, the Maslov index is zero, so that the energy spectrum is again given by
eq. (108), and the semiclassical approximation is exact. However, a different
result holds for the 2D hydrogen atom, where the Maslov index is µ = 2
(still yielding exact agreement between the semiclassical and the quantum
spectrum, cf. eqs. (46,116)).
The action-angle variables which parametrize a general Kepler ellipse are well
known [128]. In addition to the action-angle variables (I, θ) which determine
14As we are using atomic units, h¯ is unity, and the principal quantum number just
coincides with the action.
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the total action and the angular position of the electron along the Kepler
ellipse, respectively, the orientation of the ellipse in space is defined by two
angles: ψ, canonically conjugate to the total angular momentum L, and the
polar angle φ, canonically conjugate to M , the z-component of the angular
momentum. The angle ψ conjugate to L has a direct physical meaning for
M = 0: it represents the angle between the Runge-Lenz vector ~A (oriented
along the major axis) of the Kepler ellipse, and the z-axis. For the 2D hydrogen
atom (in the (x, y) plane), the orientation of the ellipse is defined by the
angle ψ (canonically conjugate to the total angular momentum L) between
the Runge-Lenz vector and the x-axis.
Also the Fourier components of the unperturbed classical position operator
~r(t) are well known [131]. In the local coordinate system of the Kepler ellipse
(motion in the (x′, y′) plane, with major axis along x′), one gets:
x′=−3e
2
I2 + 2I2
∞∑
m=1
J
′
m(me)
m
cosmθ (121)
y′=2I2
√
1− e2
e
∞∑
m=1
Jm(me)
m
sinmθ (122)
z′=0 (123)
where
e =
√
1− L
2
I2
(124)
denotes the eccentricity of the ellipse. Jm(x) and J
′
m(x) are the ordinary Bessel
function and its derivative, respectively.
In the laboratory frame, the various components can be found by combining
these expressions with the usual Euler rotations [93,128]. The set of three
Euler angles describes the successive rotations required for the transformation
between the laboratory frame and the frame (x′, y′, z′) linked to the classical
Kepler ellipse. We choose to rotate successively by an angle φ around the
z laboratory axis, an angle β around the y-axis 15 , and an angle ψ around
the z′ axis. The physical interpretation of φ and ψ is simple: φ corresponds
to a rotation around the z-axis, and is thus canonically conjugate to the z-
component of the angular momentum, noted M . Similarly, ψ corresponds to
a rotation around the axis of the total angular momentum ~L, and is thus
canonically conjugate to L. By construction, the third angle β is precisely the
15 Some authors define the second Euler rotation with respect to the x-axis. The
existence of the two definitions makes a cautious physicist’s life much harder, but
the physics does not – or at least should not – depend on such ugly details.
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angle between the angular momentum ~L and the z-axis. Thus:
cos β =
M
L
, (125)
and β = π/2 for M = 0. Altogether, the coordinates in the laboratory frame
are related to the local coordinates through
x= (cosψ cos β cosφ− sinψ sin φ) x′ + (− sinψ cos β cos φ− cosψ sinφ) y′ + sin β cosφ z′,
y= (cosψ cos β sinφ+ sinψ cosφ) x′ + (− sinψ cos β sinφ+ cosψ cosφ) y′ + sin β sin φ z′,
z=− cosψ sin β x′ + sinψ sin β y′ + cos β z′, (126)
which, combined with eqs. (121-123), allows for a complete expansion of the
classical trajectories in terms of action-angle coordinates.
The situation is somewhat simpler for the 2D model of the hydrogen atom.
There, the angular momentum ~L is aligned along the z-axis, which means that
L = M and β = 0. Also, the rotation around ~L by an angle ψ can be absorbed
in a rotation by an angle φ around the z-axis. Therefore, one is left with
two pairs (I, θ) and (M,φ) of action-angle variables. The relation between the
laboratory and the local coordinates reads:
x=cosφ x′ − sinφ y′
y= sinφ x′ + cosφ y′, (127)
which is nothing but a rotation of angle φ in the plane of the trajectory.
Formally, the 2D result, eq. (127), can be obtained from the 3D one, eq. (126),
by specializing to β = ψ = 0. The eccentricity, eq. (124), of the trajectory now
reads:
e =
√
1− M
2
I2
. (128)
3.2.5 Scaling laws
It is well known that the Coulomb interaction exhibits particular scaling prop-
erties: for example, all bounded trajectories are similar (ellipses), whatever the
(negative) energy. Also, the classical period scales in a well-defined way with
the size of the orbit (third Kepler law). This originates from the fact that the
Coulomb potential is a homogeneous function – of degree −1 – of the radial
distance r. Similarly, the dipole operator responsible for the coupling between
the Kepler electron and the external driving field is a homogenous function
– of degree 1 – of r. It follows that the classical equations of motion of the
hydrogen atom exposed to an electromagnetic field are invariant under the
following scaling transformation:
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

~r → α−1~r,
~p→ α1/2~p,
H0 → αH0,
t→ α−3/2t,
F → α2F,
ω → α3/2ω,
V → αV.
(129)
where α is an arbitrary, positive real number. Accordingly, the action-angle
variables transform as


I → α−1/2I,
L→ α−1/2L,
M → α−1/2M,
θ→ θ,
ψ → ψ,
φ→ φ.
(130)
It is therefore useful to introduce the “scaled” total angular momentum and
its component along the z-axis, by chosing
α = I2, (131)
what leads to


L0 =
L
I
,
M0 =
M
I
.
(132)
The eccentricity of the classical ellipse then reads:
e =
√
1− L20, (133)
and only depends – as it should – on scaled quantities. Similarly, the Euler
angles describing the orientation of the ellipse are scaled quantities, by virtue
of eq. (130).
When dealing with non-dispersive wave-packets, it will be useful to scale the
amplitude and the frequency of the external field with respect of the action
Iˆ1 of the resonant orbit. With the above choice of α, eq. (131), the scaling
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relation (129) for ω defines the scaled frequency
ω0 = ωI
3 (134)
which turns into ω0 = ΩIˆ
3
1 with the resonance condition, eq. (65), and enforces
Iˆ1 = ω
−1/3, (135)
by virtue of eq. (119). Correspondingly, the scaled external field is defined as
F0 = FI
4, (136)
which, with eq. (135), turns into F0 = Fω
−4/3 at resonance. Hence, except for
a global multiplicative factor I−2, the Hamiltonian of a hydrogen atom in an
external field depends only on scaled quantities.
Finally, note that the quantum dynamics is not invariant with respect to the
above scaling transformations. Indeed, the Planck constant h¯ fixes an abso-
lute scale for the various action variables. Thus, the spectrum of the Floquet
Hamiltonian will not be scale invariant, while the underlying classical phase
space structure is. This latter feature will be used to identify in the quantum
spectrum the remarkable features we are interested in.
3.3 Rydberg states in linearly polarized microwave fields
We are now ready to consider specific examples of non-dispersive wave-packets.
We consider first the simplest, one-dimensional, driven hydrogen atom, as
defined by eqs. (113),(114).
For a real 3D atom, this corresponds to driving the electron initially pre-
pared in a one-dimensional eccentricity one orbit along the polarization axis
of the field. In fact, it turns out that the one-dimensionality of the dynamics
is not stable under the external driving: the Kepler ellipse (with orientation
fixed in configuration space by the Runge-Lenz vector) slowly precesses off the
field polarization axis (see sections 3.3.2 and 4.1). Thus, the 1D presentation
which follows has mostly pedagogical value – being closest to the general case
discussed later. However, a one-dimensional model allows to grasp essential
features of the driven atomic dynamics and provides the simplest example
for the creation of non-dispersing wave-packets by a near-resonant microwave
field. A subsequent section will describe the dynamics of the real 3D atom
under linearly polarized driving, and amend on the flaws and drawbacks of
the one-dimensional model.
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3.3.1 One-dimensional model
From eqs. (113),(114), the Hamiltonian of the driven 1D atom reads
H =
p2
2
− 1
z
+ Fz cos(ωt), z > 0. (137)
This has precisely the general form, eq. (54), and we can therefore easily derive
explicit expressions for the secular Hamiltonian subject to the semiclassical
quantization conditions, eqs. (76), (78),(79), as well as for the quantum me-
chanical eigenenergies, eq. (102), in the pendulum approximation. With the
Fourier expansion, eq. (120), and identifying λ and V (p, z) in eq. (54) with F
and z in eq. (137), respectively, the Fourier coefficients in eq. (55) take the
explicit form
V0 =
3
2
I2; Vm = −I2J
′
m(m)
m
, m 6= 0. (138)
The resonant action – which defines the position of the resonance island in
fig. 8 – is given by eq. (135). In a quantum description, the resonant action
coincides with the resonant principal quantum number:
n0 = Iˆ1 = ω
−1/3, (139)
since the Maslov index vanishes in 1D, see section 3.2, and h¯ ≡ 1 in atomic
units. The resonant coupling is then given by:
V1 = −Iˆ2J ′1(1), (140)
and the secular Hamiltonian, eq. (64), reads:
Hsec = Pˆt − 1
2Iˆ2
− ωIˆ − J ′1(1)Iˆ2F cos θˆ. (141)
This Hamiltonian has the standard form of a secular Hamiltonian with a
resonance island centered around
Iˆ = Iˆ1 = ω
−1/3 = n0, θˆ = π, (142)
sustaining librational motion within its boundary.
Those energy values of Hsec which define contour lines (see fig. 8) such that
the contour integrals, eqs. (78),(79), lead to non-negative integer values of N ,
are the semiclassical quasienergies of the 1D hydrogen atom under external
driving. The non-dispersive wave-packet eigenstate of this model atom in the
electromagnetic field is represented by the ground state N = 0 of Hsec, lo-
calized (in phase space) near the center of the resonance island. A detailed
comparison of the semiclassical energies to the exact quantum solution of our
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problem will be provided in the next subsection, where we treat the three-
dimensional atom in the field. There it will turn out that the spectrum of the
1D model is actually neatly embedded in the spectrum of the real 3D atom.
In the immediate vicinity of the resonance island, the secular Hamiltonian can
be further simplified, leading to the pendulum approximation, see section 3.1.1
and eq. (66). The second derivative of the unperturbed Hamiltonian with
respect to the action is:
H
′′
0 = −
3
n40
, (143)
and the pendulum Hamiltonian reads:
Hpend = Pˆt − 3
2n20
− J ′1(1)n20F cos θˆ −
3
2n40
(Iˆ − n0)2. (144)
Remember that n0 is the resonant action, not necessarily an integer. As we
are interested in states deeply inside the resonance island, we can employ the
harmonic approximation around the stable fixed point (Iˆ = n0, θˆ = π), and
finally obtain the semiclassical energies of the non-dispersive wave-packets:
EN,k = kω − 3
2n20
+ J ′1(1)n
2
0F −
(
N +
1
2
)
ωharm, (145)
where, in agreement with eq. (80)
ωharm =
√
3J ′1(1)
√
F
n0
= ω
√
3J ′1(1)F0 (146)
is the classical librational frequency in the resonance island. The quantum
number k reflects the global ω periodicity of the Floquet spectrum, as a con-
sequence of eq. (77).
As already noted in section 3.2.5, the semiclassical quantization breaks the
scaling of the classical dynamics. Nontheless, the semiclassical energy levels
can be written in terms of the scaled parameters introduced above, by virtue
of eqs. (136,142):
EN,k=0 = 1
n20
[
−3
2
+ J ′1(1)F0 −
N + 1/2
n0
√
3J ′1(1)F0
]
. (147)
Note that the term (N + 1/2)/n0 highlights the role of 1/n0 as an effective
Planck constant.
As discussed in section 3.1.4, the fully “quantum” quasienergies of the reso-
nantly driven atom can be obtained using the very same pendulum approx-
imation of the system, together with the solutions of the Mathieu equation.
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In our case, the characteristic exponent in the Mathieu equation is given by
eq. (101) and the Mathieu parameter is, according to eqs. (100),(140),(143):
q =
4
3
Fn60J
′
1(1) =
4
3
F0n
2
0J
′
1(1). (148)
The quantum quasienergy levels are then given by eq. (102) which reads:
Eκ,k=0 = − 3
2n20
− 3
8n40
aκ(ν, q). (149)
As discussed in section 3.1.2, the non-dispersive wave-packet with maximum
localization is associated with κ = 0 and is well localized inside the non-
linear resonance island between the internal coulombic motion and the external
driving, provided the parameter q is of the order of unity (below this value,
the resonance island is too small to support a localized state). The minimum
scaled microwave amplitude is thus of the order of:
F0,trapping = Ftrappingn
4
0 ≃
1
n20
(150)
which is thus much smaller – by a factor n20, i.e. three orders of magnitude
in typical experiments – than the electric field created by the nucleus. This
illustrates that a well chosen weak perturbation may strongly influence the
dynamics of a non-linear system. From the experimental point of view, this
is good news, a limited microwave power is sufficient to create non-dispersive
wave-packets.
We have so far given a complete description of the dynamics of the resonantly
driven, one-dimensional Rydberg electron, from a semiclassical as well as from
a quantum mechanical point of view, in the resonant approximation. These
approximate treatments are now complemented by a numerical solution of
the exact quantum mechanical eigenvalue problem described by the Floquet
equation (75), withH0 and V from eqs. (113),(114), as well as by the numerical
integration of the classical equations of motion derived from eq. (137). Using
this machinery, we illustrate some of the essential properties of nondispersive
wave-packets associated with the principal resonance in this system, whereas
we postpone the discussion of other primary resonances to section 5.3.
Fig. 10 compares the phase space structure of the exact classical dynamics
generated by the Hamilton function (137), and the isovalue curves of the
pendulum dynamics, eq. (144), for the case n0 = 60, at scaled field strength
F0 = Fn
4
0 = 0.01. The Poincare´ surface of section is taken at phases ωt = 0
(mod 2π) and plotted in (I, θ) variables which, for such times, coincide with
the (Iˆ , θˆ) variables, see eqs. (60),(61). Clearly, the pendulum approximation
predicts the structure of the invariant curves very well, with the resonance
island surrounding the stable periodic orbit at (Iˆ ≈ 60, θˆ = π), the unstable
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Fig. 10. Poincare´ surface of section for the dynamics of a 1D hydrogen atom driven
by an external oscillatory electric field, see eq. (137). The driving frequency is chosen
as ω = 1/603, such that the nonlinear resonance island is centered at principal
action (or effective principal quantum number) n0 = 60. The scaled external field
amplitude is set to F0 = Fn
4
0 = 0.01. Although the driving field is much weaker
than the Coulomb field between the electron and the nucleus, it suffices to create a
relatively large resonance island which supports several non-dispersive wave-packets.
fixed point at (Iˆ ≈ 60, θˆ = 0), the separatrix, and the rotational motion outside
the resonance island. Apparently, only tiny regions of stochastic motion invade
the classical phase space, which hardly affects the quality of the pendulum
approximation. It should be emphasized that – because of the scaling laws,
see section 3.2.5 – the figure depends on the scaled field strength F0 only.
Choosing a different microwave frequency with the same scaled field leads, via
eq. (139), to a change of n0 and, hence, of the scale of I.
Fig. 11 compares the prediction of the Mathieu approach, eq. (149), for the
quasienergy levels of the Floquet Hamiltonian to the exact numerical result
obtained by diagonalization of the full Hamiltonian, see section 3.2. Because
of the h¯ω periodicity of the Floquet spectrum, the sets of energy levels of the
pendulum, see fig. 9, are folded in one single Floquet zone. For states located
inside or in the vicinity of the resonance island – the only ones plotted in fig. 9a
– the agreement is very good for low and moderate field strengths. Stronger
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Fig. 11. Comparison of the exact quasienergy spectrum of the 1D hydrogen atom
driven by a linearly polarized microwave field (right), eq. (137), with the prediction
of the pendulum approximation (left), eq. (149). Because of the h¯ω periodicity of
the Floquet spectrum, the energy levels described by the pendulum approximation
are folded inside one Floquet zone. The agreement between the exact quantum
result and the pendulum approximation is very good. The filled circle shows the
most localized non-dispersive wave-packet N = 0 shown in figs. 13-15, while the
filled square represents the hyperbolic non-dispersive wave-packet partly localized
in the vicinity of the unstable equilibrium point of the pendulum, shown in figs. 17
and 18. The open circle and square compare the exact location of the respective
quasienergy values with the Mathieu prediction, which is considerably better for
the ground state as compared to the separatrix state.
electromagnetic fields lead to deviations between the Mathieu and the exact
result. This indicates higer order corrections to the pendulum approximation.
Fig. 12 shows a typical Poincare´ surface of section of the classical dynamics
of the driven Rydberg electron, at different values of the phase of the driving
field. The field amplitude is chosen sufficiently high to induce largely chaotic
dynamics, with the principal resonance as the only remnant of regular motion
occupying an appreciable volume of phase space. The figure clearly illustrates
the temporal evolution of the elliptic island with the phase of the driving field,
i.e. the locking of the electronic motion on the external driving. The classical
stability island follows the dynamics of the unperturbed electron along the
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Fig. 12. Surface of section of the classical phase space of a 1D hydrogen atom,
driven by a linearly polarized microwave field of amplitude F0 = 0.053, for different
values of the phase: ωt = 0 (top left), ωt = pi/2 (top right), ωt = pi (bottom left),
ωt = 3pi/2 (bottom right). At this driving strength, the principal resonance remains
as the only region of regular motion of appreciable size, in a globally chaotic phase
space. The action-angle variables I, θ are defined by eq. (117), according to which
a collision with the nucleus occurs at θ = 0.
resonant trajectory. The distance from the nucleus is parametrized by the
variable θ, see eq. (117). At ωt = π, the classical electron hits the nucleus (at
θ = 0), its velocity diverges and changes sign discontinuously. This explains
the distortion of the resonance island as it approaches θ = 0, π.
Quantum mechanically, we expect a non-dispersive wave-packet eigenstate to
be localized within the resonance island. The semiclassical prediction of its
quasienergy, eq. (149), facilitates to identify the nondispersive wave-packet
within the exact Floquet spectrum, after numerical diagonalization of the
Floquet Hamiltonian (75). The wave-packet’s configuration space representa-
tion is shown in fig. 13, for the same phases of the field as in the plots of the
classical dynamics in fig. 12. Clearly, the wave-packet is very well localized at
the outer turning point of the Kepler electron at phase ωt = 0 of the driving
60
Fig. 13. Configuration space representation of the electronic density of the
non-dispersive wave-packet eigenstate of a 1D hydrogen atom, driven by a lin-
early polarized microwave field, for the same field amplitude and phases as in
fig. 12. The eigenstate is centered on the principal resonance of classical phase
space, at action (principal quantum number) n0 = 60. In configuration space, the
wave-packet is localized at the outer turning point (with zero average velocity)
at time t = 0, then propagates towards the nucleus which it hits at t/T = 0.5
(where T = 2pi/ω is the microwave period). Afterwards, it propagates outward to
the apocenter which is reached at time t/T = 1. After one period, the wave-packet
recovers exactly its initial shape, and will therefore propagate along the classical
trajectory forever, without spreading. The wave-packet has approximately Gaus-
sian shape(with time-dependent width) except at t/T ≃ 0.5. At this instant, the
head of the wave-packet, which already has been reflected off the nucleus, interferes
with its tail, producing interference fringes.
field, and is reflected off the nucleus half a period of the driving field later. On
reflection, the electronic density exhibits some interference structure, as well
as some transient spreading. This is a signature of the quantum mechanical
uncertainty in the angle θ: part of the wave-function, which still approaches
the Coulomb singularity, interferes with the other part already reflected off the
nucleus. The transient spreading is equally manifest in the temporal evolution
of the uncertainty product ∆z∆p itself, which is plotted in fig. 14. Apart from
this singularity at ωt = π, the wave-packet is approximately Gaussian at any
time, with a time-dependent width (compare ωt = 0 and ωt = π/2).
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Fig. 14. (a) Dashed line: Classical temporal evolution of the position of the Ryd-
berg electron resonantly driven by a linearly polarized microwave field, in the one
dimensional model, eq. (137), of the hydrogen atom. (n0 = 60; scaled field ampli-
tude F0 = Fn
4
0 = 0.053). Thick line: Expectation value 〈z〉 for the non-dispersive
wave-packet shown in fig. 13, as a function of time. It follows the classical trajectory
remarkably well (except for collisions with the nucleus). Dotted line: The position
uncertainty ∆z =
√〈z2〉 − 〈z〉2 of the wave-packet. ∆z being much smaller than 〈z〉
(except near collisions with the nucleus) highlights the efficient localization of the
wave-packet. (b) Uncertainty product ∆z∆p of the wave-packet. The periodically
repeating maxima of this quantity indicate the collision of the electron with the
atomic nucleus. Note that the minimum uncertainty at the outer turning point of
the wave-packet is very close to the Heisenberg limit h¯/2. Although the wave-packet
is never a minimal one, it is nevertheless well localized and an excellent approxima-
tion of a classical particle.
To complete the analogy between classical and quantum motion, we finally
calculate the Husimi distribution – the phase space representation of the wave-
packet eigenstate defined in section 1.2, eq. (30) – in order to obtain a direct
comparison between classical and quantum dynamics in phase space. Fig. 15
shows the resulting phase space picture, again for different phases of the driv-
ing field. The association of the quantum mechanical time evolution with the
classical resonance island (see fig. 12) is unambiguous. The transient spread-
ing at the collision with the nucleus (ωt = π) is due to the divergence of the
classical velocity upon reflection.
As discussed in section 3.1.1 and visible in fig. 10, there is an hyperbolic fixed
point (i.e. an unstable equilibrium point) at (Iˆ = n0, θˆ = 0): it corresponds to
the unstable equilibrium position of the pendulum when it points “upwards”.
For the driven system, it corresponds to an unstable periodic orbit resonant
with the driving frequency: it is somewhat similar to the stable orbit support-
ing the non-dispersive wave-packets, except that is is shifted in time by half a
period.
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Fig. 15. Husimi representation of the wave-packet eigenstate of fig. 13 in classical
phase space, for the same phases ωt and scales (0 ≤ θ ≤ 2pi, 30 ≤ I ≤ 90) as em-
ployed for the classical surface of section in fig. 12. Clearly, the quantum mechanical
eigenstate of the atom in the field follows the classical evolution without dispersion,
except for its transient spreading when reflected off the nucleus (at ωt = pi, bottom
left), due to the divergence of the classical velocity at that position.
As discussed in section 2.3, the classical motion slows down at the hyperbolic
fixed point (the time to reach the unstable equilibrium point with zero velocity
diverges [93]), and the eigenfunction must exhibit a maximum of the electronic
density at this position. In addition, due to the periodicity of the drive, the
corresponding (“hyperbolic”) wave-packet eigenstate necessarily follows the
dynamics of a classical particle which evolves along the unstable periodic or-
bit. However, because the orbit is unstable, the quantum eigenstate cannot
remain fully localized – some probability has to flow away along the unstable
manifold of the classical flow in the vicinity of the hyperbolic fixed point. Con-
sequently, such an eigenstate is partially localized along the separatrix between
librational and rotational motion. For an illustration, first consider fig. 16,
which shows classical surfaces of section of the driven (1D) hydrogen atom,
at F0 = 0.034, again for different phases ωt. Comparison with fig. 12 shows a
larger elliptic island at this slightly lower field amplitude, as well as remnants
of the s = 2 resonance island at slightly larger actions I/n0 ≃ 1.2 . . . 1.3. The
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Fig. 16. Surface of section of the classical phase space of a 1D hydrogen atom driven
by a linearly polarized microwave field, for different values of the phase: ωt = 0
(top left), ωt = pi/2 (top right), ωt = pi (bottom left), ωt = 3pi/2 (bottom right).
The action angle variables I, θ are defined by eq. (117). At this value of the field
amplitude, F0 = 0.034, the principal resonance island (and a small remnant of the
s = 2 resonance island) remain as the only regions of regular motion, in a globally
chaotic phase space.
time evolution of the electronic density of the eigenstate localized near the
hyperbolic fixed point is displayed in fig. 17, for different phases of the driving
field. Clearly, as compared to fig. 13, the wave-packet moves in phase opposi-
tion to the driving field, and displays slightly irregular localization properties.
Accordingly, the Husimi representation in fig. 18 exhibits reasonnably good
localization on top of the hyperbolic point at phase ωt = π, but the electronic
probability spreads significantly along the separatrix layer at phase, as visible
at ωt = 0.
In the above discussion of the localization properties of the wave-packet eigen-
state we represented the wave-function in the I-θ phase space of classically
bounded motion (i.e., classical motion with negative energy). However, as we
shall see in more detail in section 7.1, the microwave driving actually induces
a nonvanishing overlap of all Floquet eigenstates [120,121], and, hence, of the
wave-packet eigenstates, with the atomic continuum. It suffices to say here
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Fig. 17. Wave-packet eigenstate anchored to the hyperbolic fixed point of the prin-
cipal resonance of the 1D hydrogen atom driven by a linearly polarized microwave
field, in configuration space, for the same phases of the driving field as in fig. 16.
The wave-function is partly localized, especially close to the outer turning point
at t = 0.5 × 2pi/ω, but the localization is far from being perfect. Comparison to
figs. 12, 13 and 16 shows that the state evolves in phase opposition with the stable,
non-dispersive wave-packet, with significantly worse localization properties.
that the associated finite decay rates induce finite life times of approx. 106 un-
perturbed Kepler orbits for the quantum objects considered in this chapter,
and are therefore irrelevant on the present level of our discussion. In figs. 13,
15, 17, and 18, a finite decay rate would manifest as a slow reduction of the
electronic density, without affecting its shape or localization properties, after
106 classical Kepler periods.
3.3.2 Realistic three-dimensional atom
Extending our previous analysis to the three-dimensional hydrogen atom driven
by a linearly polarized microwave field, we essentially expand the accessible
phase space. Since the Hamiltonian
HLP =
~p2
2
− 1
r
+ Fz cos(ωt) (151)
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Fig. 18. Husimi representation of the “hyperbolic” wave-packet eigenstate of fig. 17,
for the same phases (scales as in fig. 16). Clearly, the quantum mechanical eigenstate
of the atom in the field follows the classical evolution. It is partly localized on top
of the hyperbolic fixed point, but also spreads along the separatrix confining the
principal resonance. The localization is more visible at t = 0 (top left), the spreading
more visible at t = 0.5× 2pi/ω (bottom left).
is invariant under rotations around the field polarization axis, the projection
of the angular momentum is a conserved quantity and gives rise to a good
quantum number M . Hence, only two dimensions of configuration space are
left, which, together with the explicit, periodic time dependence, span a five-
dimensional phase space.
In the 1D situation described previously, the key ingredient for the existence
of non-dispersive wave-packets was the phase locking of the internal degree of
freedom on the external drive. In the 3D situation, there remains one single
drive, but there are several internal degrees of freedom. In the generic case, not
all internal degrees of freedom can be simultaneously locked on the external
drive, and one can expect only partial phase locking, i.e. only partially localized
wave-packets. The non-trivial task is to understand how the phase locking
of one degree of freedom modifies the dynamics along the other degrees of
freedom. In atomic systems, the Coulomb degeneracy makes it possible to
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gain a full understanding of this phenomenon.
The starting point is similar to the 1D analysis in sec. 3.3.1, that is the ex-
pression of the Floquet Hamiltonian – whose eigenstates are of interest – as
a function of action-angle coordinates (I, θ), (L, ψ), (M,φ) introduced in sec-
tion 3.2. Using eqs. (125,126) and the Fourier expansion, eq. (121-123), of the
position operator, one obtains:
H = Pt − 1
2I2
+ F
√
1− M
2
L2
+∞∑
m=−∞
[−Xm cosψ cos(mθ − ωt) + Ym sinψ sin(mθ − ωt)],(152)
with
Xm(I)= I
2J
′
m(me)
m
, m 6= 0, (153)
Ym(I)= I
2
√
1− e2Jm(me)
me
, m 6= 0, (154)
X0(I)=−3
2
eI2, (155)
Y0(I)= 0. (156)
where e =
√
1− L2/I2 is, as before, the eccentricity of the Kepler orbit (see
eq. (124)). The absence of ϕ in the Hamiltonian reflects the azimuthal sym-
metry around the field axis and ensures the conservation of M .
Precisely as in the treatment of the one-dimensional problem, we now trans-
form to slowly varying variables, given by eqs. (60)-(62):
Hˆ= Pˆt − 1
2Iˆ2
− ωIˆ + F
√
1− M
2
L2
×
+∞∑
m=−∞
[
−Xm cosψ cos(mθˆ + (m− 1)ωt) + Ym sinψ sin(mθˆ + (m− 1)ωt)
]
.(157)
Averaging over the fast variable t (over the driving field period T ) gives the
secular Hamiltonian of the three-dimensional problem
Hsec = Pˆt − 1
2Iˆ2
− ωIˆ + F
√
1− M
2
L2
(−X1(Iˆ) cosψ cos θˆ + Y1(Iˆ) sinψ sin θˆ).(158)
Its physical interpretation is rather simple: the X1 term represents the oscil-
lating dipole (resonant with the frequency of the drive) along the major axis of
the classical Kepler ellipse, while the Y1 term represents the oscillating dipole
along the minor axis. As these two components of the oscillating dipole are
in quadrature, they interact with two orthogonal components of the exter-
nal drive, hence the cos θˆ and sin θˆ terms. Finally, both components can be
67
combined to produce the compact form
Hsec = Pˆt − 1
2Iˆ2
− ωIˆ + Fχ1 cos(θˆ + δ1), (159)
with
χ1(Iˆ , L, ψ) :=
√
1− M
2
L2
√
X21 cos
2 ψ + Y 21 sin
2 ψ, (160)
tan δ1(L, ψ) :=
Y1
X1
tanψ =
J1(e)
√
1− e2
J ′1(e)e
tanψ. (161)
In this form, the secular Hamiltonian has the same structure as the general
1D expression, eq. (64), and its specialized version for the 1D hydrogen atom,
eq. (141). The difference is that the additional action angle-variables (L, ψ),
(M,φ) only enter in the amplitude and phase of the coupling defining the
resonance island. This allows to separate various time scales in the system:
– The shortest time scale is associated with the Kepler motion, which is also
the period of the external drive. In the resonant approximation discussed
in detail in section 3.1.1, this time scale is eliminated by passing to the
rotating frame.
– The time scale of the secular (or pendulum) motion in the (Iˆ, θˆ) plane is
significantly longer. It is the inverse of the classical pendulum frequency,
eq. (80), of the order of 1/
√
F0 Kepler periods. In the regime of weak ex-
ternal driving we are interested in, F0 ≪ 1, it is thus much longer than the
preceding time scale.
– The time scale of the “transverse” (or angular) motion along the (L, ψ),
(M,φ) variables. Because these are constant for the unperturbed Coulomb
system, the time derivatives like dL/dt and dψ/dt generated by eqs. (159)-
(161) are proportional to F , and the resulting time scale is proportional
to 1/F . More precisely, it is of the order of 1/F0 Kepler periods, i.e., once
again, significantly longer than the preceding time scale.
From this separation of time scales, it follows that we can use the following,
additional secular approximation: for the motion in the (Iˆ , θˆ) plane, χ1 and δ1
are adiabatic invariants, which can be considered as constant quantities. We
then exactly recover the Hamiltonian discussed for the 1D model of the atom,
with a resonance island confining trajectories with librational motion in the
(Iˆ , θˆ) plane, and rotational motion outside the resonance island. The center
of the island is located at:
Iˆ = Iˆ1 = ω
−1/3 = n0, θˆ = −δ1. (162)
As already pointed out in section 3.1.1, the size of the resonance island in phase
space is determined by the strength of the resonant coupling χ1(Iˆ , L, ψ). In
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the pendulum approximation, its extension in Iˆ scales as
√
χ1(Iˆ1, L, ψ), i.e.
with χ1 evaluated at the center, eq. (162), of the island.
The last step is to consider the slow motion in the (L, ψ) plane. As usual, when
a secular approximation is employed, the slow motion is due to an effective
Hamiltonian which is obtained by averaging of the secular Hamiltonian over
the fast motion. Because the coupling χ1(Iˆ , L, ψ) exhibits a simple scaling
with Iˆ (apart from a global Iˆ2 dependence, it depends on the scaled angular
variables L0 and ψ only), the averaging over the fast motion results in an
effective Hamiltonian for the (L0,ψ) motion which depends on χ1(Iˆ , L, ψ) only.
We deduce that the slow motion follows curves of constant χ1(Iˆ1, L, ψ), at a
velocity which depends on the average over the fast variables. χ1(Iˆ1, L, ψ) is
thus a constant of motion, both for the fast (Iˆ , θˆ) and the slow (L, ψ) motion.
This also implies that the order of the quantizations in the fast and slow
variables can be interchanged: using the dependence of χ1(Iˆ1, L, ψ) on (L, ψ),
we obtain quantized values of χ1 which in turn can be used as constant values
to quantize the (Iˆ , θˆ) fast motion. Note that the separation of time scales
is here essential 16 . Finally, the dynamics in (M,φ) is trivial, since M is a
constant of motion. In the following, we will consider the case M = 0 for
simplity. Note that, when the eccentricity of the classical ellipse tends to 1
– i.e. L → 0 – and when ψ → 0, the Hamiltonian (158) coincides exactly
with the Hamiltonian of the 1D atom, eq. (141). This is to be expected, as it
corresponds to a degenerate classical Kepler ellipse along the z axis.
The adiabatic separation of the radial and of the angular motion allows the
separate WKB quantization of the various degrees of freedom. In addition to
the quantization conditions in (Pˆt, t) and (Iˆ , θˆ), eqs. (76-79), already formu-
lated in our general description of the semiclassical approach in section 3.1.3,
we additionally need to quantize the angular motion, according to:
1
2π
∮
γ
Ldψ =
(
p+
1
2
)
h¯, (163)
along a loop γ of constant χ1 in the (L, ψ) plane.
Importantly, the loops of constant χ1 are independent of the microwave am-
plitude F and scale simply with Iˆ . Thus, the whole quantization in the (L, ψ)
plane has to be done only once. With this prescription we can unravel the
semiclassical structure of the quasienergy spectrum induced by the additional
degree of freedom spanned by (L, ψ), as an amendment to the spectral struc-
ture of the one-dimensional model discussed in section 3.3.1. Fig. 19 shows the
equipotential curves of χ1 in the (L, ψ) plane. For a comparison with quantal
16 If one considers non-hydrogenic atoms – with a core potential in addition to the
Coulomb potential – the classical unperturbed ellipse precesses, adding an additional
time scale, and the separation of time scales is much less obvious. See also section 8.2.
data, the equipotential lines plotted correspond to the quantized values of χ1
for n0 = 21. Using the well-known properties of the Bessel functions [95], it is
easy to show that χ1(L, ψ) has the following fixed points:
– (L = Iˆ1, arbitrary ψ). This corresponds to a Kepler ellipse with maximum
angular momentum, i.e. a circular orbit in a plane containing the microwave
polarization axis along zˆ. As such a circle corresponds to a degenerate family
of elliptical orbits with arbitrary orientation of the major axis, ψ is a dummy
angle. This fixed point corresponds to a global maximum of χ1(L = Iˆ1) =
Iˆ21/2, and is surrounded by “rotational” trajectories in the (L, ψ) plane. An
alternative representation of the (L, ψ) motion on the unit sphere, spanned
by L and the z and ρ-components of the Runge-Lenz vector, contracts the
line representing this orbit in fig. 19 to an elliptic fixed point [87].
– (L = 0, ψ = π/2, 3π/2). This corresponds to a degenerate straight line
trajectory perpendicular to the microwave field. Because of the azimuthal
symmetry around the electric field axis, the two points actually correspond
to the same physics. The oscillating dipole clearly vanishes there, resulting
in a global minimum of χ1(L = 0, ψ = π/2, 3π/2) = 0. This stable fixed
point is surrounded by “librational” trajectories in the (L, ψ) plane.
– (L = 0, ψ = 0, π). This corresponds to a degenerate, straight line trajectory
along the microwave field, i.e. the situation already considered in the 1D
model of the atom. ψ = 0 and π correspond to the two orbits pointing
up and down, which are of course equivalent. This is a saddle point of
χ1(L = 0, ψ = 0, π) = J
′
1(1)Iˆ
2
1 . Hence, it is an unstable equilibrium point.
As an implication, in the real 3D world, the motion along the microwave
axis, with the phase of the radial motion locked on the external drive, is
angularly unstable (see also section 4.1). This leads to a slow precession of
the initially degenerate Kepler ellipse off the axis, and will manifest itself
in the localization properties of the 3D analog of the nondispersive wave-
packet displayed in fig. 13. This motion takes place along the separatrix
between librational and rotational motion.
Once the quantized values of χ1 (represented by the trajectories in fig. 19) have
been determined, we can quantize the (Iˆ , θˆ) motion with these values fixed.
Fig. 20 shows the equipotential lines of Hsec, for the three values of χ1 corre-
sponding to the p = 0, 10 and 20 states, see eq. (163), of the n0 = 21 manifold.
In each case, the contour for the lowest state N = 0 has been drawn, together
with the separatrix between the librational and rotational (Iˆ , θˆ) modes. The
separatrix determines the size of the principal resonance island for the differ-
ent substates of the transverse motion. Note that the principal resonance is
largest for the p = 20 state, localized closest to the stable circular orbit (hence
associated with the maximum value of χ1), whereas the smallest resonance is-
land is obtained for the p = 0 state, localized in the vicinity of (though not
precisely at) the straight line orbit perpendicular to the field axis (minimum
value of χ1). For the latter orbit itself, the first order coupling vanishes iden-
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Fig. 19. Isovalue curves of the angular part χ1, eq. (160), of the secular Hamilto-
nian Hsec represented in the plane of the L0 = L/Iˆ1 and ψ coordinates. The slow
evolution of the Kepler ellipse of a Rydberg electron driven by a resonant, linearly
polarized microwave field, takes place along such isovalue curves. L0 = L/Iˆ repre-
sents the total angular momentum (a circular trajectory in a plane containing the
field polarization axis has L0 = 1), and ψ the [canonically conjugate] angle between
the field polarization axis and the major axis of the Kepler ellipse. The separa-
trix emanating from the unstable fixed point (L0 = 0, ψ = 0) separates rotational
and librational motion, both “centered” around their respective stable fixed points
(L0 = 1, ψ arbitrary) and (L0 = 0, ψ = pi/2). The former corresponds to a circular
orbit centered around the nucleus. The latter represents a straight linear orbit per-
pendicular to the field axis. The unstable fixed point corresponds to linear motion
along the polarization axis. However, this initially degenerate Kepler ellipse will
slowly precess in the azimuthal plane. The equipotential curves shown here satisfy
the quantization condition (163), for n0 = 21 and p = 0 . . . 20. At lowest order, the
motion in the (L0, ψ) plane is independent of the microwave field strength and of
the resonant principal quantum number n0.
tically (χ1 = 0), which shows that the semiclassical results obtained from our
first order approximation (in F ) for the Hamiltonian may be quite inaccurate
in the vicinity of this orbit. Higher order corrections may become important.
As discussed above, the classical motion in the (L, ψ) plane is slower than
in the (Iˆ , θˆ) plane. In the semiclassical approximation, the spacing between
consecutive states corresponds to the frequency of the classical motion (see
also eq. (40)). Hence, it is to be expected that states with the same quantum
number N , but with successive quantum numbers p, will lie at neighboring
energies, building well-separated manifolds associated with a single value of
N . The energy spacing between states in the same manifold should scale as F0,
while the spacing between manifolds should scale as
√
F0 (remember that F0 ≪
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Fig. 20. Isovalue curves of the secular Hamiltonian Hsec, eq. (159), generating the
(Iˆ , θˆ) motion of a Rydberg electron in a resonant microwave field. Iˆ and θˆ cor-
respond to the atomic principal quantum number, and to the polar angle of the
electron on the Kepler ellipse, respectively. The scaled microwave amplitude is fixed
at F0 = 0.03. Since the isovalues of Hsec depend on the transverse motion in (L,ψ)
via the constant value of χ1, eq. (160), contours (solid lines) are shown for three
characteristic values of χ1, corresponding to fixed quantum numbers p = 0, 10, 20,
eq. (163), of the angular motion for the n0 = 21 resonant manifold. Only the “ground
state” orbit satisfying eq. (78) with N = 0 is shown, together with the separatrix
(dashed lines) between librational and rotational motion in the (Iˆ , θˆ) plane. The sep-
aratrix encloses the principal resonance island in phase space, see also eqs. (66,71).
Panel (a) corresponds to the orbit with L0 = L/n0 ≃ 1 (rotational orbit, p = 20),
panel (b) to the orbit close to the separatrix of the angular motion (p = 10), panel
(c) to the librational orbit close to the stable fixed point L0 = 0, ψ = pi/2. Note
that the resonance island is smallest for librational, largest for rotational, and of
intermediate size for separatrix modes of the angular motion.
1 in the case considered here). Accurate quantum calculations fully confirm
this prediction, with manifolds originating from the degenerate hydrogenic
energy levels at F0 = 0, as we shall demonstrate now. We first concentrate on
the N = 0 manifold, originating from n0 = 21. Fig. 21 shows the comparison
between the semiclassical and the quantum energies, for different values of the
scaled driving field amplitude F0 = Fn
4
0. The agreement is excellent, except
for the lowest lying states in the manifold for F0 = 0.02. The lowest energy
level (p = 0) corresponds to motion close to the stable fixed point L = 0,
ψ = π/2 in fig. 19; the highest energy level (p = 20) corresponds to rotational
motion L/n0 ≃ 1. The levels with the smallest energy difference (p = 10, 11)
correspond to the librational and the rotational trajectories closest to the
separatrix, respectively. The narrowing of the level spacing in their vicinity is
just a consequence of the slowing down of the classical motion [60]. In the same
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Fig. 21. Comparison of the semiclassical quasienergies (circles; with N = 0, see
eq. (78)), originating from the unperturbed n0 = 21 manifold, to the exact quan-
tum result (crosses), at different values of the (scaled) driving field amplitude
F0 = Fn
4
0 = 0.02 (a), 0.03 (b), 0.04 (c). The agreement is excellent. The quan-
tum number p = 0 . . . 20 labels the quantized classical trajectories plotted in fig. 19,
starting from the librational state | p = 0〉 at lowest energy, rising through the
separatrix states | p = 10〉 and | p = 11〉, up to the rotational state | p = 20〉.
The dashed line indicates the exact quasienergy of the corresponding wave-packet
eigenstate of the 1D model discussed in section 3.3.1. The 1D dynamics is neatly
embedded in the spectrum of the real, driven 3D atom.
figure, we also plot (as a dashed line) the corresponding exact quasienergy
level for the 1D model of the atom (see section 3.3.1). As expected, it closely
follows the separatrix state p = 10. Such good agreement is a direct proof of
the validity of the adiabatic separation between the slow motion in (L, ψ), and
the fast motion in (Iˆ , θˆ).
Fig. 22 shows a global comparison of the semiclassical prediction with the ex-
act level dynamics (energy levels vs. F0), in a range from F0 = 0 to F0 = 0.06,
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Fig. 22. Level dynamics of the numerically exact quasienergies (dotted lines) in
the vicinity of the resonant manifold emerging from n0 = 21 (N = 0), compared
to the semiclassical prediction (full lines), for F0 = Fn
4
0 = 0 . . . 0.06. Note that
the maximum field amplitude exceeds the typical ionization thresholds measured in
current experiments for ωn30 ≃ 1 [132–134]. Nontheless, the semiclassical prediction
accurately tracks the exact solution across a large number of avoided crossings with
other Rydberg manifolds.
which exceeds the typical ionization threshold (F0 ≃ 0.05) observed in current
experiments [132–134]. We observe that the semiclassical prediction tracks
the exact quasienergies quite accurately, even for large F0-values, where the
resonant n0 = 21 manifold overlaps with other Rydberg manifolds, or with
side bands of lower or higher lying Rydberg states. The agreement becomes
unsatisfactory only in the region of very small F0, where the size of the res-
onance island in (Iˆ , θˆ) is very small. This is not unexpected, as semiclassics
should fail when the area of the resonance island is comparable to h¯, compare
eq. (82). In this weak driving regime, the pendulum approximation can be
used to produce more accurate estimates of the energy levels. The fast (Iˆ , θˆ)
motion is essentially identical to the one of the 1D driven hydrogen atom:
thus, the Mathieu approach used in section 3.3.1 can be trivially extended
to the 3D case. The only amendment is to replace the factor J ′1(1)n
2
0 in the
expression of the Mathieu parameter q by the various quantized values of χ1
for 0 ≤ p ≤ n0 − 1, and to use the same equation (149) for the energy levels.
The semiclassical construction of the energy levels from classical orbits is –
necessarily – reflected in the localization properties of the associated eigen-
states, as demonstrated by the electronic densities of the states | p = 0〉,
| p = 10〉, and | p = 20〉 in fig. 23, for the same field amplitudes as in fig. 21.
Note that, in this plot, the electronic densities are averaged over one field cy-
cle, hence display only the angular localization properties of the eigenstates.
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Their localization along the classical orbits defined by the stable or unstable
fixed points of the (L, ψ) dynamics is obvious [64,67,87]. Note in particular
the nodal structure of the state | p = 10〉, associated with the unstable fixed
point: there are sharp nodal lines perpendicular to the z-axis, reflecting the
dominant motion along the z-axis, but also nodal lines of low visibility in the
angular direction. They are a manifestation of the slow classical precession
of the Kepler ellipse, i.e. the slow secular evolution in the (L, ψ) plane. The
quantum state, however, dominantly exhibits the motion along the z-axis, as
a signature of the effective separation of time scales of radial and angular mo-
tion. Finally, it should be realized from a comparison of the top to the middle
and bottom row of fig. 23 that the quasiclassical localization properties of
the eigenstates are essentially unaffected as F rises, despite various avoided
crossings which occur at intermediate field values, see fig. 22. Especially, the
angular structure does not depend at all on F , as predicted by the secular
approximation.
The eigenstates displayed here are localized along classical trajectories which
are resonantly driven by the external field. Hence, we should expect them to
exhibit wave-packet like motion along these trajectories, as the phase of the
driving field is changed. This is indeed the case as illustrated in fig. 24 for
the state p = 20 with maximal angular momentum L/n0 ≃ 1 [48,64,67]. Due
to the azimuthal symmetry of the problem, the actual 3D electronic density
is obtained by rotating the figure around the vertical axis. Thus, the wave-
packet is actually a doughnut moving periodically from the north to the south
pole (and back) of a sphere, slightly deformed along the field direction. The
interference resulting from the contraction of this doughnut to a compact
wave-packet at the poles is clearly visible at phases ωt = 0 and ωt = π in the
plot. Note that the creation of unidirectional wave-packet eigenstates moving
along a circle in the plane containing the field polarization axis is not possible
for the real 3D atom [67], as opposed to the reduced 2D problem studied in
[48], due to the abovementioned azimuthal symmetry (see also section 3.5).
For other states in the n0 = 21 resonant manifold, the longitudinal localization
along the periodic orbit is less visible. The reason is that χ1 is smaller than
for the p = 20 state, leading to a smaller resonance island in (Iˆ , θˆ) (see fig. 20)
and, consequently, to less efficient localization. Proceeding to higher n0-values
should improve the situation.
Let us briefly discuss “excited” states in the resonance island, i.e. manifolds
corresponding to N > 0 in eq. (78). Fig. 25 shows the exact level dynamics,
with the semiclassical prediction for N = 1 superimposed [67]. The states
in this manifold originate from n0 = 22. We observe quite good agreement
between the quantum and semiclassical results for high lying states in the
manifold (for which the principal action island is large, see fig. 20). For lower
lying states the agreement is improved for higher values of F0. If F0 is too low,
the states are not fully localized inside the resonance island and, consequently,
75
Fig. 23. Electronic densities of the extremal librational (p = 0, left), separatrix
(p = 10, center), and extremal rotational (p = 20, right) quasienergy states of the
n0 = 21 manifold of a 3D hydrogen atom exposed to a resonant microwave field
in cylindrical coordinates (ρ, z), at different values of the driving field amplitude
F0 = Fn
4
0 = 0.02 (top), 0.03 (middle), 0.04 (bottom), averaged over one period of
the driving field. Note the clear localization along the classical orbits corresponding
to the respective contours in fig. 19, for all field amplitudes. The nodal lines of the
electronic densities clearly exhibit the direction of the underlying classical motion.
The field-induced finite decay rate of the eigenstates (see section 7.1) is negligible on
time scales shorter than approx. 106 Kepler periods. Each box extends over ±1000
Bohr radii, in both ρ (horizontal) and z (vertical) directions, with the nucleus at
the center of the plot. The microwave polarization axis is oriented vertically along
z.
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Fig. 24. Temporal evolution of the electronic density of the extremal rotational
quasienergy state | p = 20〉 of the n0 = 21 resonant manifold, for different phases
ωt = 0 (left), ωt = pi/2 (center), ωt = pi (right) of the driving field, at amplitude
F0 = 0.03, in cylindrical coordinates. Each box extends over ±700 Bohr radii, in
both directions, ρ (horizontal) and z (vertical). The microwave polarization axis is
oriented along z. Because of the azymuthal symmetry of the problem, the actual
3D electronic density is obtained by rotating the figure around the vertical axis.
The state represents a non-dispersive wave-packet shaped like a doughnut, moving
periodically from the north to the south pole (and back) of a sphere. For higher n0,
the angular localization on the circular orbit should improve.
are badly reproduced by the resonant semiclassical approximation. This is
further exemplified in fig. 26, for N = 2. Here, the agreement is worse than
for smaller values of N , and is observed only for large F0 and large p. This
confirms the picture that the validity of the semiclassical approach outlined
here is directly related to the size, eqs. (71,82), of the resonance island in (Iˆ , θˆ)
space (see also the discussion in section 8.3).
Finally note that, as already mentioned at the end of section 3.3.1, all wave-
packet eigenstates have a finite decay rate which induces a slow, global re-
duction of the electronic density localized on the resonantly driven classical
periodic orbit. However, the time scale of this decay is of the order of thou-
sands to millions of Kepler cycles, and therefore leaves our above conclusions
unaffected. However, some very intriguing consequences of the nonvanishing
continuum coupling will be discussed in section 7.1.
3.4 Rydberg states in circularly polarized microwave fields
As shown in the preceding section, the use of a linearly polarized microwave
field is not sufficient to produce a non-dispersive wave-packet fully localized in
all three dimensions, due to the azymuthal symmetry around the microwave
polarization axis. To get more flexibility, one may consider the case of arbitrary
polarization. It turns out that the results are especially simple in circular
polarization. They are the subject of this section.
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Fig. 25. Comparison of the numerically exact level dynamics (dotted lines) with
the semiclassical prediction (solid lines), for the n0 = 22 (N = 1) manifold of
a 3D hydrogen atom exposed to a microwave field with frequency ω = 1/(21)3,
resonant with the n0 = 21 manifold. For sufficiently high F0, the quantum states
originating at F0 = 0 from the unperturbed n0 = 22 level are captured by the
principal resonance island and then represent the first excited state of the motion
in the (Iˆ , θˆ) plane (i.e., N = 1 in eq. (78)). Since the island’s size depends on
the angular (L,ψ) motion (value of p in eq. (163), see also fig. 20), states with
large p enter the resonance zone first. For these, the agreement between quantum
and semiclassical quasienergies starts to be satisfactory at lower F0 values than for
low-p states.
In most experiments on microwave driven Rydberg atoms, linearly polarized
(LP) microwaves have been used [132,133,135–137]. For circular polarization
(CP), first experiments were performed for alkali atoms in the late eighties
[138,139], with hydrogen atoms following only recently [134]. The latter ex-
periments also studied the general case of elliptic polarization (EP). While,
at least theoretically, different frequency regimes were considered for CP mi-
crowaves (for a review see [140]) – we shall restrict our discussion here to
resonant driving. Given a different microwave polarization, and thus a differ-
ent form of the interaction Hamiltonian, eq. (111), Kepler trajectories which
are distinct from those considered in the LP case will be most efficiently locked
on the external driving. Hence, in the sequal, we shall launch nondispersive
wave-packets along periodic orbits which are distinct from those encountered
above.
Historically, the creation of non-dispersive wave-packets in CP and LP mi-
crowave fields, respectively, has been considered quite independently. In par-
ticular, in the CP case, the notion of nondispersive wave-packets has been
introduced [34] along quite different lines than the one adopted in this re-
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Fig. 26. Same as fig. 25, but for N = 2. The quantum states originate from the
manifold n0 = 20. The resonance island in the (Iˆ , θˆ) coordinates is too small to
support any N = 2 states for F0 < 0.03, as seen from the negative slope of the
quasienergy levels. The quantum states “cross” the separatrix as the amplitude
is further increased, and successively enter the resonance zone, starting from the
largest value of p in eq. (163) (the resonance island size increases with p). Even for
F0 > 0.04, only a minority of substates of the n0 = 20 manifold is well represented
by the resonant semiclassical dynamics (indicated by the solid lines).
view. The original work, as well as subsequent studies of the CP situation
[44,45,47,49,50,55,61,63] used the fact that, in this specific case, the time-
dependence of the Hamiltonian may be removed by a unitary transformation
to the rotating frame (see below). Thus, the stable periodic orbit at the center
of the island turns into a stable equilibrium point in the rotating frame. This
allows the expansion of the Hamiltonian into a Taylor series in the vicinity of
the fixed point, and in particular a standard harmonic treatment using normal
modes. We shall review this line of reasoning in detail below. It is, however,
instructive to first discuss the very same system using the general resonance
approach exposed in section 3.1.
3.4.1 Hamiltonian
With zˆ the propagation direction of the microwave, the electric field rotates in
the x− y plane, and the Hamiltonian (106) takes the following explicit form:
HCP =
~p2
2
− 1
r
+ F {x cos(ωt) + y sin(ωt)} . (164)
In contrast to the LP situation, there is no simplified one-dimensional model
in the CP case. However, a simplified two-dimensional model exists, where the
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motion is restricted to the x−y plane. As long as one is interested only in the
dynamics of non-dispersive wave-packets, this motion is stable (see below),
which means that a small deviation from the z = 0 plane does not affect the
qualitative behavior. Hence, much physical insight can be obtained from the
simplified 2D model. It will be discussed in section 3.4.3.
3.4.2 Resonance analysis
We follow the general treatment exposed in sections 3.1.1 and 3.3.1 for the
1D case, and express the external perturbation as a function of the action-
angle variables (I, θ), (L, ψ) and (M,φ) introduced in section 3.2. By inserting
equations (121,122) in eq.(164), after appropriate account for the projection of
the body-fixed frame (x′, y′, z′) onto the laboratory frame (x, y, z), eq. (126),
we obtain for the Floquet Hamiltonian:
H = Pt − 1
2I2
+ F
∞∑
m=−∞
[Vm cos(mθ + φ− ωt)− Um sin(mθ + φ− ωt)] ,(165)
where the Fourier coefficients are given by (see also eqs. (153-156)):
Vm(I, L,M, ψ)= cosψ
(
Ym +
M
L
Xm
)
, (166)
Um(I, L,M, ψ)= sinψ
(
Xm +
M
L
Ym
)
. (167)
Once again, transformation to the “rotating frame”, eqs. (60-62), and aver-
aging over one field period T = 2π/ω (thereby neglecting all rapidly varying
terms) leaves us with the explicit form of the secular Hamiltonian:
Hsec = Pˆt − 1
2Iˆ2
− ωIˆ + F
[
V1(Iˆ , L,M, ψ) cos(θˆ + φ)− U1(Iˆ, L,M, ψ) sin(θˆ + φ)
]
,(168)
similar to eq. (158). This can be rewritten as:
Hsec = Pˆt − 1
2Iˆ2
− ωIˆ + Fχ1 cos(θˆ + φ+ δ1), (169)
with the effective perturbation
χ1(Iˆ, L,M, ψ) =
√
V 21 + U
2
1 , (170)
and
tan δ1(Iˆ , L,M, ψ) =
U1
V1
. (171)
This secular Hamiltonian, which has, once again, the same structure as the
1D secular Hamiltonian (64), governs the “slow” dynamics of the system in
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the vicinity of the resonance. Similarly to the LP case, the various degrees of
freedom evolve on different time scales:
– In the (Iˆ , θˆ) plane, the situation is exactly like for a one-dimensional system.
There is a resonance island around the resonant action, with a pendulum-
like structure. Non-dispersive wave-packets are associated with eigenstates
localized at the center of this island, at the point (see eqs. (135,169)):
Iˆ1 = ω
−1/3 = n0, θˆ = −(φ+ δ1). (172)
The period of the secular classical motion close to the resonance center
scales as 1/
√
F . It defines an intermediate time scale, slower than the Kepler
frequency, but faster than the transverse motion in the other coordinates
(L, ψ) and (M,φ).
– In the subspace spanned by (L,M, ψ, φ), the motion is much slower, with
a time scale proportional to 1/F . The effective Hamiltonian describing this
motion is obtained by averaging the fast motion in the perturbation which
describes this motion (Iˆ, θˆ) plane, which in turns implies that χ1 itself is
constant for both the motion in (Iˆ , θˆ) and (L,M, ψ, φ) space.
Note that χ1 does not depend on the angle φ. This, in turn, implies that M is
a constant of the slow motion. This is because the circular polarization does
not define any preferred direction in the x− y polarization plane.
Once again, much alike our discussion in section 3.3.2, the well-known proper-
ties of Bessel functions [95], together with eqs. (166,170), imply that, for given
M , the maximum of χ1 occurs at L =M , corresponding to the situation when
the electronic motion is restricted to the polarization plane. In this plane, the
maximum χ1 = Iˆ
2 is reached for the circular orbit defined by M = L = Iˆ
(i.e. L0 = 1). This defines a resonant periodic orbit locked on the external
microwave driving, which maximizes the effective Hamiltonian in each coor-
dinate and is, therefore, fully stable in all phase space directions. The orbit
is a circular Kepler orbit in the polarization plane, where the electron rotates
around the nucleus with exactly the angular velocity of the microwave. It is
not really surprising that this orbit maximizes the interaction energy with the
external field: indeed, along this orbit, the atomic dipole rotates exactly in
phase with the polarization vector of the circularly polarized microwave field.
As in the case of linear polarization discussed in section 3.3.2, the angular
motion in the (L, ψ,M, φ) variables (which is trivial in (M,φ), since M is con-
stant) could be studied in detail. For the sake of brevity, we will not repeat
such an analysis here. We rather concentrate on the wave-packets which are
best localized in the resonance island near the circular orbit. The simplest ap-
proximation to describe these states is to replace the largest quantized value
of χ1 by its maximum value Iˆ
2 estimated at the center of the resonance is-
land, eq. (172). Then, the situation is similar to the 1D model of the atom,
eq. (141), except that the strength of the coupling is Iˆ2 instead of −J ′1(1)Iˆ2.
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In complete analogy to the steps leading from eq. (141) to eqs. (145,146) we
employ the pendulum approximation with a subsequent harmonic expansion
around the pendulum’s stable equilibrium point, deeply inside the resonance
island. The harmonic frequency of the motion in the (Iˆ , θˆ) plane is:
ωharm =
√
3F
n0
= ω
√
3F0, (173)
and the quasi-energy levels are:
EN,k = kω − 3
2n20
+ n20F −
(
N +
1
2
)
ωharm. (174)
Note that, by construction, −3/2n20 + Fn20 is nothing but the energy at the
center of the resonance island, i.e. the energy of the resonant circular orbit.
For very small F , the resonance island shrinks and may support only a small
number of states, or even no state at all. In this regime, the harmonic ap-
proximation, eq. (81), breaks down. Alternatively, one can apply a quantum
treatment of the pendulum motion in the (Iˆ , θˆ) plane, as explained in sec-
tion 3.1.4 and discussed in section 3.3.1 for the 1D model of the atom exposed
to a linearly polarized microwave. The analysis – essentially identical to the
one in section 3.3.1 – yields the following expression for the energy levels:
Ek,N = kω − 3
2n20
− 3aN(ν, q)
8n40
, (175)
where aN(ν, q) are the Mathieu eigenvalues (compare with eq. (99) for the
general case), with
q =
4
3
Fn60, (176)
and
ν = −2n0 (mod 2) (177)
the characteristic exponent.
These expressions are valid for the states localized close to the resonant circular
orbit. For the other states, the calculation is essentially identical, the only
amendment being the use of the values of χ1 following from the quantization
of the secular motion, instead of the maximum value n20.
Finally, as the center of the resonance island corresponds to a circular trajec-
tory in the (x, y) plane, the Floquet states associated with the non-dispersive
wave-packets will be essentially composed of combinations of circular states
|n, L =M = n− 1〉, with coefficients described by the solutions of the Math-
ieu equation, as explained in section 3.1.4. This Mathieu formalism has been
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rediscovered in this particular CP situation via complicated approximations
on the exact Schro¨dinger equation in [55]. We believe that the standard reso-
nance analysis using the pendulum approximation leads, at the same time, to
simpler calculations, and to a much more transparent physical picture.
3.4.3 The two-dimensional model
We shall now discuss the simplified 2D model of the CP problem, which
amounts to restricting the motion to the (x, y) plane, but retains almost all
the features of the full 3D problem. Instead of the six-dimensional phase space
spanned by the action-angle variables (I, θ), (L, ψ), (M,φ), one is left with a
four-dimensional submanifold with coordinates (I, θ), (M,φ), see section 3.2.4.
The secular Hamiltonian then reads (compare eqs. (169,170)):
Hsec = Pˆt − 1
2Iˆ2
− ωIˆ + FV1(Iˆ,M) cos(θˆ + φ), (178)
with (see eq. (166))
V1(Iˆ ,M) = Iˆ
2
[
J
′
1(e) + sign(M)
√
1− e2
e
J1(e)
]
, (179)
where (as in eq. (124))
e =
√
1− M
2
Iˆ2
. (180)
However, the Maslov index for the (Iˆ , θˆ) motion is different. Indeed, the energy
spectrum of the 2D atom is given by eq. (116). Thus, quantized values of the
action are half-integer multiples of h¯. The relation between the resonant action
Iˆ1 = ω
−1/3 and the corresponding principal quantum number now reads (with
h¯ = 1):
n0 = Iˆ1 − 1
2
. (181)
As explained in section 3.1.4, the optimal case for the preparation of non-
dispersive wave-packets – where the states are the most deeply bound inside
the resonance island – is for integer values of n0, i.e. frequencies (compare with
eqs. (65,119))
ω =
1(
n0 +
1
2
)3 . (182)
For the energy levels of the non-dispersive wave-packets, this also implies that
the characteristic exponents in the Mathieu equation – see section 3.1.4 – are
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shifted by one unit:
ν = −2n0 (mod 2) = −2Iˆ1 + 1 (mod 2). (183)
3.4.4 Transformation to the rotating frame
The resonance analysis developed above is restricted to first order in the am-
plitude F of the external drive. Extensions to higher orders are possible, but
tedious. For CP, an alternative approach is possible, which allows higher or-
ders to be included quite easily. It is applicable to CP only and thus lacks the
generality of the resonance approach we used so far. Still, it is rather simple
and deserves an analysis.
In CP, one may remove the time dependence of the Hamiltonian (164) by a
transformation to the noninertial frame rotating with the external frequency
ω. The unitary fransformation U = exp(iωLzt) leads to [141,142]
Hrot = U HCP U
† + iU
∂U †
∂t
=
~p2
2
− 1
r
+ Fx− ωLz. (184)
Classically, such an operation corresponds to a time dependent rotation of the
coordinate frame spanned by x = x cosωt+y sinωt, y = y cosωt−x sinωt (and
dropping the bar hereafter) 17 . The Hamiltonian (184), as a time-independent
operator, has some energy levels and corresponding eigenstates. Its spectrum
is not ω-periodic, although the unitary transformation assures that there is a
one-to-one correspondence between its spectrum (eigenstates) and the Floquet
spectrum of eq. (164) 18 . It was observed [143] that the Hamiltonian (184) al-
lows for the existence of a stable fixed (equilibrium) point in a certain range of
the microwave amplitude F . Later on, it was realized [34] that wave-packets
initially localized in the vicinity of this fixed point will not disperse (being
bound by the fact that the fixed point is stable) for at least several Kepler pe-
riods. In the laboratory frame, these wave-packets (also called “Trojan states”
[44,45,34,47]) appear as wave-packets moving around the nucleus along the
circular trajectory, which is nothing but the periodic orbit at the center of
the resonance island discussed in section 3.4.2. In the original formulation [34]
17 Passing to the rotating frame implies a change of φ to φ = φ − ωt in eq. (165).
That is definitely different from the change θ → θˆ = θ − ωt, eq. (60), used in the
resonance analysis. Both transformations are unfortunately known under the same
name of “passing to the rotating frame”. This is quite confusing, but one has to
live with it. Along the resonantly driven circular orbit we are considering here, it
happens that the azimuthal angle φ and the polar angle θ actually coincide. It
follows that the two approaches are equivalent in the vicinity of this orbit.
18 In fact, if |φi〉 is an eigenstate of Hrot with energy Ei, then U †|φi〉 is a Floquet
eigenstate with quasi-energy Ei, while states shifted in energy by kω are of the form
exp(ikωt)U †|φi〉. For a more detailed discussion of this point, see [68].
84
and the discussion which followed [44,45,47,55], great attention was paid to
the accuracy of the harmonic approximation (see below). This was of utmost
importance for the non-spreading character of Gaussian-shaped Trojan wave-
packets considered in [44,45,34,47,55]. As soon pointed out in [49], however,
the accuracy of this approximation is immaterial for the very existence of the
wave-packets, which are to be identified, as shown above, with well-defined
Floquet states.
Let us recapitulate the fixed point analysis of [34,143] in the rotating frame.
Inspection of the classical version of the Hamiltonian Hrot, eq. (184), shows
that, due to symmetry, one may seek the fixed point at z = y = 0. The
condition for an equilibrium (fixed) point, i.e., d~r/dt = 0, d~p/dt = 0, yields
immediately that pz,eq = px,eq = 0, py,eq = ωxeq, with the subscript “eq” for
“equilibrium”. The remaining equation for dpx/dt gives the condition
−F + ω2xeq − |xeq|
x3eq
= 0, (185)
that defines the position of the fixed point as a function of F . Following [34]
let us introduce the dimensionless parameter
q =
1
ω2|xeq|3 . (186)
One may easily express the fixed point position, the microwave field amplitude,
as well as the corresponding energy in terms of q and ω. Explicitly:
xeq1 =
1
q1/3ω2/3
, F =
1− q
q1/3
ω4/3, Eeq =
1− 4q
2
(
ω
q
)2/3
, (187)
and
xeq2 = − 1
q1/3ω2/3
, F =
q − 1
q1/3
ω4/3, Eeq =
1− 4q
2
(
ω
q
)2/3
. (188)
For F = 0, q = 1 in eqs. (187,188). For F < 0, (i.e., q > 1 in eq. (187)),
xeq1 is an unstable fixed point, while for moderately positive F (i.e., 8/9 <
q < 1 [34,143]) it is stable. Stability of the second equilibrium point xeq2 is
achieved by changing the sign of F. For moderate fields (q close to unity),
the stable and the unstable fixed points are located on opposite sides of the
nucleus, and at almost the same distance from it. As the whole analysis is
classical, it has to obey the scaling laws discussed in section 3.2.5. Hence,
all quantities describing the equilibrium points in the preceding equations
scale as powers of the microwave frequency. A consequence is that there is a
very simple correspondence between the scaled microwave amplitude and the
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dimensionless parameter q:
F0 = Fω
4/3 = Fn40 =
1− q
q1/3
. (189)
The parameter q can thus be thought of as a convenient parametrization
(leading to simpler algebraic formula) of the scaled microwave amplitude.
A fixed point in the rotating frame corresponds to a periodic orbit with ex-
actly the period T = 2π/ω of the microwave driving field in the original frame.
The stable fixed point (periodic orbit) thus corresponds to the center of the
resonance island, and to the stable equilibrium point of the pendulum in the
secular approximation. Similarly, the unstable fixed point corresponds to the
unstable equilibrium point of the pendulum. Note that the stable fixed point
approaches xeq = ω
−2/3 = Iˆ21 when F → 0, i.e. the radius of the circular classi-
cal Kepler trajectory with frequency ω. Thus, the stable fixed point smoothly
reaches the location of the circular state of the hydrogen atom, with a clas-
sical Kepler frequency equal to the driving microwave frequency. Its energy
Eeq = −3ω2/3/2 is the energy of the circular orbit in the rotating frame.
Since the non-dispersive wave-packets are localized in the immediate vicinity
of the stable fixed point in the rotating frame, an expansion of the Hamiltonian
around that position is useful. Precisely at the fixed point, all first order terms
(in position and momentum) vanish. At second order,
Hrot ≃ Hharmonic = Eeq +
~˜p
2
2
− ω(x˜p˜y − y˜p˜x) + ω
2qy˜2
2
−ω2qx˜2 + ω
2qz˜2
2
, (190)
where (x˜, y˜, z˜) = (x− xeq, y− yeq, z − zeq) (and accordingly for the momenta)
denotes the displacement with respect to the fixed point. Thus, in the harmonic
approximation the motion in the z direction decouples from that in the x− y
plane and is an oscillation with frequency ω
√
q. The Hamiltonian for the latter,
up to the additive constant Eeq, can be expressed in the standard form for a
2D, rotating anisotropic oscillator
H =
p˜2x + p˜
2
y
2
+
ω2(ax˜2 + by˜2)
2
− ω(x˜p˜y − y˜p˜x), (191)
where the two parameters a and b are equal to −2q and q, respectively. This
standard form has been studied in textbooks [93]. It may be used to describe
the stability of the Lagrange equilibrium points in celestial mechanics (see
[34,93] and references therein). Because this Hamiltonian mixes position and
momentum coordinates, it is not straightforward to determine the stability at
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the origin. The result is that there are two domains of stability:
a, b ≥ 1 (192)
and
−3 ≤ a, b ≤ 1, with (a− b)2 + 8(a+ b) ≥ 0 (193)
For the specific CP case, where a = −2q and b = q, only the second stability
region is relevant, and the last inequality implies 8/9 ≤ q ≤ 1 for the fixed
point to be stable.
Alternatively, one can “diagonalize” the Hamiltonian (191) and construct its
normal modes. The normal modes entangle position and momentum operators
due to the presence of crossed position-momentum terms in the Hamiltonian.
Only along the z-mode (which is decoupled from the rest), the creation and
annihilation operators, b†z, bz are the standard combinations of z˜ and pz˜ op-
erators. In the (x, y) plane, the creation and annihilation operators in the ±
normal modes have complicated explicit formulae given in [68]. After some
algebra, one ends up with the frequencies of the normal modes,
ω±=ω
√
2− q ±Q
2
, (194)
ωz =ω
√
q, (195)
where
Q =
√
9q2 − 8q (196)
and q ≥ 8/9 for Q to be real. In terms of creation/annihilation operators, the
harmonic Hamiltonian, eq. (190), takes the form [34,49,50,68]
Hharmonic = Eeq +
(
b†+b+ +
1
2
)
ω+ −
(
b†−b− +
1
2
)
ω− +
(
b†zbz +
1
2
)
ωz.(197)
A minus sign appears in front of the ω− term. This is because the fixed point
is not a minimum of the Hamiltonian, although it is fully stable 19 . This is
actually due to the momentum-position coupling, hence the Coriolis force. It
is the same phenomenon which is responsible for the stability of the Trojan
asteroids [34,75,93] and of an ion in a magnetic trap [144] (in the latter case,
the position-momentum coupling is due to the magnetic field).
Finally, with n±, nz counting the excitations in the corresponding modes, we
obtain the harmonic prediction for the energies of the eigenstates in the vicin-
19 In the first stability region, eq. (192), only + signs appear.
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ity of the fixed point:
E(n+, n−, nz) = Eeq +
(
n+ +
1
2
)
ω+ −
(
n− +
1
2
)
ω− +
(
nz +
1
2
)
ωz.(198)
In particular, for n± = 0, nz = 0, we get a prediction for the ground state
of the oscillator, a Gaussian localized on top of the fixed point, i.e., a Trojan
wave-packet. In the following, we denote eigenstates in the harmonic approx-
imation as |n+, n−, nz〉, thus the ground state non-dispersive wave-packet as
|0, 0, 0〉. In a 2D model, the ωz term is dropped, the corresponding eigenstates
are denoted |n+, n−〉 and have energies:
E2D(n+, n−) = Eeq +
(
n+ +
1
2
)
ω+ −
(
n− +
1
2
)
ω−. (199)
In fig. 27, we show the probability densities of the |0, 0〉 wave-packets obtained
by exact numerical diagonalization of the 2D Hamiltonian (184), for various
values of the microwave field amplitude. Clearly, for sufficiently strong mi-
crowave amplitudes, the wave-packets are well localized around the classical
stable fixed point, with banana-like shapes. At very weak fields, the stability
of the fixed point gets weaker and weaker; for a vanishing microwave field,
all points on the circle with radius ω−2/3 are equivalent, and one has a ring
of equilibrium points. Thus, when F tends to zero, the non-dispersive wave-
packet progressively extends along the angular direction (with the radial ex-
tension almost unchanged), ending with a doughnut shape at vanishing field.
This means that, if n0 is chosen as an integer, the non-dispersive wave-packet
smoothly evolves into a circular state |n0,M = n0〉 as F → 0. The same is
true for the 3D atom, where the non-dispersive wave-packet smoothly evolves
into the circular state |n0, L = M = n0 − 1〉.
Provided the resonance island around the fixed point is large enough, the
harmonic approximation can also be used for studying properties of “ex-
cited” states inside the resonance island. As an example, fig. 28 shows the
|n+ = 1, n− = 3〉 state calculated from the harmonic approximation, com-
pared to the state obtained by exact numerical diagonalization of the 2D Flo-
quet Hamiltonian. Obviously, the structure of the exact state is very similar
to the one obtained from its harmonic approximation. Because the creation
and annihilation operators in the ω± modes entangle position and momen-
tum coordinates in a complicated way [68], and although the system is then
completely integrable, the wave-function in the harmonic approximation is not
separable in any coordinate system (in contrast with the usual harmonic oscil-
lator). Actually, the wave-function can be written as a product of Gaussians
and Hermite polynomials of the position coordinates, but the Hermite poly-
nomials have to be evaluated for complex values. This results in the unusual
pattern of the probability density displayed in fig. 28. An improvement over the
harmonic approximation is possible, by bending the axis in the spirit of [47],
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Fig. 27. Non-dispersive wave-packets of the two-dimensional hydrogen atom driven
by a circularly polarized microwave field, for different values of the microwave am-
plitude F . The microwave frequency is fixed at ω = 1/(60.5)3 , corresponding to a
resonance island centered at n0 = 60. With increasing microwave amplitude, more
states are coupled and the wave-packet becomes better localized. The scaled mi-
crowave amplitude F0 = Fω
−4/3 is 0.0003, 0.0011, 0.0111, 0.0333, 0.0444, 0.0555,
from top left to bottom right. The nucleus is at the center of the figure, which
extends over ±5000 Bohr radii in each direction. The microwave field is horizontal,
pointing to the right.
in order to account for the spherical symmetry of the dominant Coulomb po-
tential. With this improvement, the probability density, shown in the middle
row of fig. 28, is almost indistinguishable from the exact result. Let us repeat
that this bending – and consequently the deviation from Gaussian character
of the wave-function – does not affect at all the non-dispersive character of
the wave-packet.
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Fig. 28. Comparison of exact Floquet eigenstates (bottom row) and of their har-
monic approximations, for the ground state wave-packet |n+ = 0, n− = 0〉 (left
column), and for the |n+ = 1, n− = 3〉 excited state (right column), for the 2D hy-
drogen atom driven by a circularly polarized microwave (field pointing to the right
of the figure), with amplitude F0 = 0.0333 and resonant frequency corresponding to
n0 = 60. The nucleus is located at the center of each plot which extend over ±5000
Bohr radii. The top row represents eigenfunctions in the harmonic approximation
in x˜, y˜ coordinates, eq. (191). The eigenfunctions in the middle row are obtained
from the harmonic approximation to eq. (184) in polar coordinates. They exhibit
a clear bending of the electronic density along the circular trajectory. The excited
wave-packet |1, 3〉 appears in fig. 30 as a straight line (modulo small avoided cross-
ings) with a negative slope, meeting the state |0, 0〉 in a broad avoided crossing,
around F0 ≃ 0.036.
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Let us now turn to the realistic 3D model of the atom. Fig. 29 shows an isovalue
contour of several non-dispersive wave-packets for the hydrogen atom driven
by a microwave field with frequency ω = 1/603, i.e., roughly resonant with the
n0 = 60 → 59, 61 transitions (see eqs. (40,65,119)). The best localized wave-
packet is the ground state |0, 0, 0〉, while the three other states are excited
by one quantum in either of the normal modes ω±,z, and are therefore signifi-
cantly more extended in space. Again, as already mentioned in sections 3.3.1
and 3.3.2, these wave-packet eigenstates have finite, but extremely long life-
times (several thousands to millions of Kepler orbits), due to the field induced
ionization. For a detailed discussion of their decay properties see section 7.1.
As already demonstrated in the LP case (see figs. 21,22), the semiclassical
prediction for the energies of the non-dispersive wave-packets is usually excel-
lent. In order to stress the (small) differences, we plot in fig. 30 a part of the
Floquet spectrum of the two-dimensional model atom, i.e. quasi-energy levels
versus the (scaled) microwave amplitude, after substraction of the prediction
of the harmonic approximation around the stable fixed point, eq. (198), for
the ground state wave-packet |0, 0〉. The result is shown in units of the mean
level spacing, estimated 20 to be roughly 2/n40. If the harmonic approximation
was exact, the ground state wave-packet would be represented by a horizontal
line at zero. The actual result is not very far from that, which proves that
the semiclassical method predicts the correct energy with an accuracy mostly
better than the mean level spacing. The other states of the system appear as
energy levels which rapidly evolve with F0, and which exhibit extremely small
avoided crossings – hence extremely small couplings – with the wave-packet.
In the vicinity of such avoided crossings, the energy levels are perturbed, the
diabatic wave-functions mix (the wave-packet eigenstates get distorted), and,
typically, the lifetime of the state decreases (induced by the coupling to the
closest Floquet state [43,145], typically much less resistant against ionization,
as we shall discuss in detail in sec. 7.1).
Thus, strictly speaking, when we speak of non-dispersive wave-packets as spe-
cific Floquet states, we really have in mind a generic situation, far from any
avoided crossing. In particular, the examples of wave-packet states shown in
the figures above correspond to such situations. The observed accuracy of the
semiclassical approximation has important practical consequences: in order to
obtain the “exact” wave-packets numerically, we do not need many eigenval-
ues for a given set of parameters. Using the Lanczos algorithm for the partial
diagonalization of a matrix, it is enough to extract few (say five) eigenvalues
only, centered on the semiclassical prediction. The accuracy of the latter (a
fraction of the mean level spacing) is sufficient for a clear identification of
20 This estimate follows from the local energy splitting, ∼ n−30 , divided by the
number n0/2 of photons needed to ionize the initial atomic state by a resonant
driving field.
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Fig. 29. Isovalue plots (at 30% of the maximum value) of non-dispersive
wave-packets in the three-dimensional hydrogen atom driven by a circularly polar-
ized microwave field. Frequency of the driving ω = 1/603, amplitude F0 = 0.04442.
In the laboratory frame, the wave-packets propagate – without changing their shapes
– along a circular trajectory centered around the nucleus indicated by a cross. The
cube edges measure 10000 Bohr radii. The microwave polarization plane is horizon-
tal with the field pointing to the right. The four wave-packets shown represent the
ground state wave-packet |0, 0, 0〉 (top left), and the excited states |1, 0, 0〉 (bottom
left), |0, 1, 0〉 (top right), and |0, 0, 1〉 (bottom right). Eventually, the microwave
field will ionize such states, but their lifetimes are extremely long, of the order of
thousands to millions of Kepler periods.
the appropriate quantum eigenvalue. Actually, in a real diagonalization of the
Floquet Hamiltonian, we identify the wave-packet states by both their vicin-
ity to the semiclassical prediction for the energy, and the large (modulus of
the) slope of the level w.r.t. changes of F0, induced by its large dipole mo-
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Fig. 30. Spectrum of the two-dimensional hydrogen atom in a circularly polarized
microwave field of frequency ω = 1/(60.5)3 , as a function of the scaled microwave
amplitude F0 = Fω
−4/3. In order to test the accuracy of the harmonic prediction, we
substract the semiclassical energy for the ground state |0, 0〉 wave-packet, eq. (198),
from the result of the exact numerical diagonalization, and rescale the energy axis in
units of the mean level spacing. The almost horizontal line slightly above zero cor-
responds to the non-dispersive ground state wave-packet, which typically undergoes
small avoided crossings with other Floquet states. A relatively large avoided crossing
occurs when two wave-packet-like states meet, as here happens around F0 ≃ 0.036.
The other (“colliding”) state is the excited wave-packet |1, 3〉. The dashed line in-
dicates the harmonic prediction, eq. (198), for this state, which is obviously less
accurate. Note, however, that the slope is correctly predicted.
ment in the rotating frame (by virtue of the Hellman-Feynman theorem [18]).
The latter criterion is actually also very useful for the identification of excited
wave-packets in a numerically exact spectrum. The state |1, 3〉 (in the har-
monic approximation) presented in fig. 28 is precisely the excited wave-packet
which appears in fig. 30 as a “line” with a negative slope, meeting the |0, 0〉
state in a broad avoided crossing around F0 ≃ 0.036. From that figure, it is
apparent that the harmonic prediction for the energy is not excellent for the
|1, 3〉 state. On the other hand, the slope of the Floquet state almost matches
the slope given by the harmonic approximation, which confirms that the ex-
act wave-function is still well approximated by its harmonic counterpart. Note
that also from the experimental point of view it is important to get accurate
and simple semiclassical estimates of the energies of the non-dispersive wave-
packets, since it may help in their preparation and unambiguous identification.
For a more detailed discussion, see section 8.2.
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It is interesting to compare the accuracy of the harmonic approximation to
the pendulum description outlined previously in sec. 3.4.2. The latter results
from lowest order perturbation theory in F . Taking the small F limit we get
ω+, ωz → ω, and ω− → ω
√
3F0, for the harmonic modes, see eqs. (194-196).
The latter result coincides – as it should – with the pendulum prediction,
eqs. (80,173). Similarly, the energy of the stable equilibrium point, eq. (187),
becomes at first order in F :
Eeq = − 3
2n20
+ n20 F +O(F
2) (200)
which coincides with the energy of the center of the resonance island, see
section 3.4.2. Thus, the prediction of the resonance analysis agrees with the
harmonic approximation in the rotating frame. For a more accurate estimate
of the validity of both approaches, we have calculated – for the 2D model of
the atom, but similar conclusions are reached in 3D – the energy difference be-
tween the exact quantum result and the prediction using a semiclassical quan-
tization of the secular motion in the (M,φ) plane together with the Mathieu
method in the (Iˆ , θˆ) plane on the one side, and the prediction of the harmonic
approximation around the fixed point, eq. (198), on the other side. In fig. 31,
we compare the results coming from both approaches. As expected, the semi-
classical approach based on the Mathieu equation is clearly superior for very
small microwave amplitudes, as it is “exact” at first order in F . On the other
hand, for the harmonic approximation to work well, the island around the
fixed point has to be sufficiently large. Since the size of the island increases as√
F , the harmonic approximation may become valid only for sufficiently large
microwave amplitudes, when there is at least one state trapped in the island.
As seen, however, in fig. 31, the harmonic approximation yields a satisfactory
prediction for the wave-packet energy (within few % of the mean spacing) al-
most everywhere. For increasing n0, the harmonic approximation is better and
better and the Mathieu approach is superior only over a smaller and smaller
range of F0 = Fn
4
0, close to 0. Still, both approaches give very good predic-
tions for the typical values of F0 used in the following, say F0 ≃ 0.03. The
spikes visible in the figure are due to the many small avoided crossings visible
in fig. 30.
While we have shown some exemplary wave-packets for few values of n0 and
F only, they generally look very similar provided that
– n0 is sufficiently large, say n0 > 30. For smaller n0, the wave-packet looks
a bit distorted and one observes some deviations from the harmonic ap-
proximation (for a more detailed discussion of this point see secs. 7.1 and
7.2, where ionization and spontaneous emission of the wave-packets are dis-
cussed);
– F0 is sufficiently large, say F0 > 0.001, such that the resonance island can
support at least one state. For smaller F0, the wave-packet becomes more
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Fig. 31. Difference between the exact quantum energy of a non-dispersive
wave-packet of a 2D hydrogen atom in a circularly polarized microwave field, and
two different semiclassical predictions, as a function of the scaled microwave field
amplitude, F0. The thick lines are obtained from a harmonic approximation of
the motion around the stable equilibrium point (in the rotating frame), eq. (199)
and the thin lines use a quantum treatment (Mathieu approach, sec. 3.1.4) of the
motion in the resonance island, combined with a semiclassical treatment of the sec-
ular motion. From top to bottom ω = 1/(30.5)3 , 1/(60.5)3 , 1/(90.5)3 , correspond-
ing to wave-packets associated with Rydberg states of principal quantum number
n0 = 30, 60, 90. The energy difference is expressed in units of the mean level spacing,
estimated by n40/2. The prediction of the Mathieu approach is consistently better for
low F0, and the harmonic approximation becomes clearly superior for larger F0. For
larger and larger n0, the harmonic approximation is better and better. Note that
both approximations make it possible to estimate the energy of the non-dispersive
wave-packet with an accuracy better than the mean level spacing, allowing for its
simple and unambiguous extraction from exact numerical data.
extended in the angular coordinate, since less atomic circular states are
significantly coupled, see fig. 27;
– F0 is not too large, say smaller than F0 ≃ 0.065. Our numerical data suggest
that the upper limit is not given by the limiting value of q = 8/9, for which
the fixed point is still stable. The limiting value appears to be rather linked
to the 1 : 2 resonance between the ω+ and ω− modes, which occurs approx.
at F0 ≃ 0.065.
– In particular, the value q = 0.9562 (i.e. F0 ≃ 0.04442), corresponding to
optimal classical stability of the fixed point, advertised in [34] as the optimal
one, is by no means favored. A much broader range of microwave amplitudes
is available (and equivalent as far as the “quality” of the wave-packet is
concerned). What is much more relevant, is the presence of some accidental
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Fig. 32. Floquet eigenstate of the two-dimensional hydrogen atom in a circularly po-
larized microwave field. This state is partially localized on the unstable equilibrium
point (in the rotating frame), see eqs. (185)-(188), for F0 = 0.057 and n0 = 60. This
localization is of purely classical origin. The nucleus is at the center of the figure
which extends over ±5000 Bohr radii. The microwave field points to the right.
avoided crossings with other Floquet states.
Still, these are no very restrictive conditions, and we are left with a broad range
of parameters favoring the existence of nondispersive wave-packets, a range
which is experimentally fully accessible (see section 8 for a more elaborate
discussion of experimental aspects).
Finally, in analogy with the LP case, we may consider Floquet states localized
on the unstable fixed point associated with the principal resonance island.
From the discussion following eq. (188), this point is located opposite to the
stable fixed point, on the other side of the nucleus. An example of such a
state is shown in fig. 32, for an amplitude of the microwave field that ensures
that most of the nearby Floquet states ionize rather rapidly. The eigenstate
displayed in the figure lives much longer (several thousands of Kepler periods).
The localization in the vicinity of an unstable fixed point, in analogy to the
LP case discussed previously, is of purely classical origin. As pointed out in
[60], such a localization must not be confused with scarring [146] – a partial
localization on an unstable periodic orbit embedded in a chaotic sea – which
disappears in the semiclassical limit [146,147].
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3.5 Rydberg states in elliptically polarized microwave fields
The origin of non-dispersive wave-packets being their localization inside the
resonance island (locking the frequency of the electronic motion onto the ex-
ternal drive) suggests that such wave-packets are quite robust and should exist
not only for CP and LP, but also for arbitrary elliptical polarization (EP).
The possible existence of nondispersive wave-packets for EP was mentioned
in [30,148], using the classical “pulsating SOS” approach. The method, how-
ever, did not allow for quantitative predictions, and was restricted to elliptic
polarisations very close to the CP case. However, the robustness of such wave-
packets for arbitrary EP is obvious once the localization mechanism inside the
resonance island is well understood [73,69].
Let us consider an elliptically polarized driving field of constant amplitude.
With the ellipticity parameter α ∈ [0; 1],
V = F (x cosωt+ αy sinωt) (201)
establishes a continuous transition between linear (α = 0) and circular (α = 1)
polarization treated in the two preceding chapters 21 . This general case is
slightly more complicated than both limiting cases LP and CP. For LP mi-
crowaves (see section 3.3.2), the conservation of the angular momentum pro-
jection onto the polarization axis, M , makes the dynamics effectively two-
dimensional. For the CP case, the transformation (184) to the frame rotating
with the microwave frequency removes the explicit time-dependence (see sec-
tion 3.4). None of these simplifications is possible in the general EP case, and
the problem is truly three dimensional and time-dependent.
To illustrate the transition from LP to CP via EP, the two-dimensional model
of the atom is sufficient, and we shall restrain our subsequent treatment to
this computationally less involved case. The classical resonance analysis for
EP microwave ionization has been described in detail in [149,150]. It follows
closely the lines described in detail in sections 3.3 and 3.4. By expanding
the perturbation, eq. (201), in the action-angle coordinates (I,M, θ, φ) of the
two-dimensional atom (see sec. 3.2.4), one obtains the following secular Hamil-
tonian:
Hsec = Pˆt − 1
2Iˆ2
− ωIˆ + F
[
V1(Iˆ,M, φ;α) cos θˆ − U1(Iˆ ,M, φ;α) sin θˆ
]
,(202)
21Note, however, that α = 0 defines a linearly polarized field along the x-axis, i.e.,
in the plane of elliptical polarization for α > 0. In sec. 3.3, the polarization vector
was chosen along the z-axis. The physics is of course the same, but the algebraic
expressions are slightly different, requiring a rotation by an angle β = pi/2 around
the y-axis.
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with
V1(Iˆ ,M, φ;α)= cosφ (X1 + αY1) ,
U1(Iˆ ,M, φ;α)= sinφ (Y1 + αX1) . (203)
This can be finally rewritten as:
Hsec = Pˆt − 1
2Iˆ2
− ωIˆ + Fχ1(Iˆ ,M, φ;α) cos(θˆ + δ1). (204)
Both, χ1 and δ1, depend on the shape and orientation of the electronic elliptical
trajectory, as well as on α, and are given by:
χ1(Iˆ,M, φ;α) =
√
V21 + U21 , (205)
and
tan δ1(M,φ;α) =
U1
V1 , (206)
which is once more the familiar form of a system with a resonance island in
the (Iˆ , θˆ) plane. The expressions obtained are in fact very similar to the ones
we obtained for the three-dimensional atom exposed to a circularly polarized
microwave field, eqs. (169- 171), in section 3.4.2. This is actually not surprising:
the relevant parameter for the transverse dynamics is the magnitude of the
atomic dipole oscillating with the driving field, i.e. the scalar product of the
oscillating atomic dipole with the polarization vector. The latter can be seen
either as the projection of the oscillating atomic dipole onto the polarization
plane or as the projection of the polarization vector on the plane of the atomic
trajectory. If one considers a three-dimensional hydrogen atom in a circularly
polarized field, the projection of the polarization vector onto the plane of the
atomic trajectory is elliptically polarized with ellipticity α = L/M. This is
another method to rediscover the Hamiltonian (204) from Hamiltonian (169).
To obtain a semiclassical estimation of the energies of the nondispersive wave-
packets we proceed precisely in the same way as for LP and CP. Since the radial
motion in (Iˆ , θˆ) is much faster than in the transverse/angular degree of freedom
defined by (M,φ), we first quantize the effective perturbation χ1(Iˆ ,M, φ;α)
driving the angular motion. Fig. 33 shows χ1/Iˆ
2, as a function of M0 = M/Iˆ
and φ, for two different values of the driving field ellipticity α. Note that χ1
becomes more symmetric as α→ 0, since this limit defines the LP case, where
the dynamics cannot depend on the rotational sense of the electronic motion
around the nucleus. The four extrema of χ1 define the possible wave-packet
eigenstates. Whereas the minima at φ = π/2, 3π/2 correspond to elliptic orbits
of intermediate eccentricity 0 < e < 1 perpendicular to the driving field
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Fig. 33. The scaled effective perturbation χ1/Iˆ
2 driving the transverse/angular mo-
tion of a two-dimensional hydrogen atom exposed to a resonant, elliptically polarized
microwave field, plotted as a function of the scaled angular momentum,M0 =M/Iˆ,
and of the angle φ between the Runge-Lenz vector and the major axis of the polar-
ization ellipse. Left and right panels correspond to α = 0.1 and α = 0.6, respectively.
Non-dispersive wave-packets are localized around the maxima of this effective po-
tential, at M0 = ±1, and are circularly co- and contra-rotating (with respect to the
microwave field) around the nucleus (see fig. 35).
major axis, the (φ-independent) maxima at M0 = ±1 define circular orbits
which co- or contra-rotate with the driving field. In the limit α → 0, the
M0 = ±1 maxima are associated with the same value of χ1. Hence, the actual
Floquet eigenstates appear as tunneling doublets in the Floquet spectrum,
each member of the doublet being a superposition of the co- and contra-
rotating wave-packets.
The quantization of the fast motion in the (Iˆ, θˆ) plane is similar to the one
already performed in the LP and CP cases. As we already observed (see fig. 20),
the size of the resonance island in the (Iˆ , θˆ) plane is proportional to
√
χ1.
Correspondingly, also the localization properties of the wave-packet along the
classical trajectory improve with increasing χ1. We therefore conclude from
fig. 33 that the eigenstates corresponding to the minima of χ1 cannot be
expected to exhibit strong longitudinal localization, whereas the eigenstates
localized along the circular orbits at the maxima of χ1 can.
Fig. 34 compares the semiclassical prediction obtained by quantization of χ1
and Hsec (following the lines already described in section 3.3.2, for the ground
state N = 0 in the resonance island) to the exact quasienergies (determined by
numerical diagonalization of the Floquet Hamiltonian), for α varying from LP
to CP. The agreement is excellent, with slightly larger discrepancies between
the semiclassical and the exact results for the states with smallest energy. For
those states the resonance island is very small (small χ1), what explains the
discrepancy.
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Fig. 34. Energy levels of the two dimensional hydrogen atom driven by a res-
onant, elliptically polarized microwave field of scaled amplitude F0 = 0.03, for
n0 = 21, as a function of the field ellipticity α (the resonant frequency of the
microwave is ω = 1/(21.5)3). Full lines: semiclassical prediction; dotted lines: exact
numerical result for the states originating from the n0 = 21 hydrogenic manifold.
The non-dispersive wave-packets are the states originating from the upper doublet
at α = 0. The ascending (resp. descending) energy level is associated with the
wave-packet co- (resp. contra-) rotating with the microwave field.
The highest lying state in fig. 34, ascending with α, is a non-dispersive wave-
packet state located on the circular orbit and corotating with the EP field.
It is shown in fig. 35 for α = 0.4. As mentioned above, the corresponding
counterrotating wave-packet is energetically degenerate with the co-rotating
one for α = 0. Its energy decreases with α (compare fig. 34). It is shown
in the bottom row in fig. 35 for α = 0.4. While the corotating wave-packet
preserves its shape for all α values (except at isolated avoided crossings) the
counter-rotating wave-packet undergoes a series of strong avoided crossings
for α > 0.42, progressively loosing its localized character. This is related to a
strong decrease of the maximum of χ1 at M0 = −1 with α, clearly visible in
fig. 33.
While we have discussed the 2-dimensional case only, the CP situation (com-
pare section 3.4) indicates that for sufficiently large α, the important resonant
motion occurs in the polarization plane, being stable versus small deviations
in the z direction. Thus the calculations presented above are also relevant for
the real three dimensional world, provided α is not far from unity [69,73].
For arbitrary α, a full 3D analysis is required. While this is clearly more in-
volved, the general scenario of a wave-packet anchored to a resonance island
will certainly prevail.
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Fig. 35. Non-dispersive wave-packets of the two dimensional hydrogen atom exposed
to an elliptically polarized, resonant microwave field. Scaled microwave amplitude
F0 = 0.03 (for resonant principal quantum number n0 = 21), and ellipticity α = 0.4.
Top row: non-dispersive wave-packet moving on a circular orbit corotating with the
microwave field, for phases ωt = 0, pi/4, pi/2 (from left to right). This wave-packet
evolves into the eigenstate represented in fig. 27, under continuous increase of the
ellipticity to α = 1. Bottom row: non-dispersive wave-packet launched along the
same circular orbit, but contra-rotating with the driving field (for the same phases).
Note that, while the co-rotating wave-packet almost preserves its shape during the
temporal evolution, the contra-rotating one exhibits significant distortions during
one field cycle, as a direct consequence of its complicated level dynamics shown in
fig. 34. Still being an exactly time-periodic Floquet eigenstate, it regains its shape
after every period of the microwave. The size of each box extends over ±800 Bohr
radii, in both x and y directions, with the nucleus in the middle. The major axis of
the polarization ellipse is along the horizontal x axis and the microwave field points
to the right at t = 0.
4 Manipulating the wave-packets
We have shown in the previous sections that non-dispersive wave-packets are
genuine solutions of the Floquet eigenvalue problem, eq. (75), under reso-
nant driving, for arbitrary polarization of the driving field. The semiclassical
approximation used to guide our exact numerical approach directly demon-
strates the localization of the electronic density in well defined regions of phase
space, which protect the atom against ionization induced by the external field
(see, however, sec. 7.1). We have also seen that classical phase space does not
only undergo structural changes under changes of the driving field amplitude
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(figs. 10, 12,16), but also under changes of the driving field ellipticity (fig. 33).
Therefore, the creation of non-dispersive wave-packets can be conceived as an
easy and efficient means of quantum control, which allows the manipulation
and the controlled transfer of quantum population accross phase space. In
particular, one may imagine the creation of a wave-packet moving along the
polarization axis of a linearly polarized microwave field. A subsequent, smooth
change through elliptical to finally circular polarization allows to transfer the
electron to a circular orbit.
Adding additional static fields to the Hamiltonian (75) provides us with yet
another handle to control the orientation and shape of highly excited Ry-
dberg trajectories, and, hence, to manipulate the localization properties of
nondispersive wave-packet eigenstates in configuration and phase space. The
key point is that trapping inside the nonlinear resonance island is a robust
mechanism which protects the non-dispersive wave-packet very efficiently from
imperfections. This allows to adjust the wave-packet’s properties at will, just
by adiabatically changing the properties of the island itself. Moreover, when
the strength of the external perturbation increases, chaos generically invades
a large part of classical phase space, but the resonance islands most often
survives. The reason is that the phase locking phenomenon introduces vari-
ous time scales in the system, which have different orders of magnitude. That
makes the system quasi-integrable (for example through some adiabatic ap-
proximation a` la Born-Oppenheimer) and – locally – more resistant to chaos.
Hereafter, we discuss two possible alternatives of manipulating the wave-
packets. One is realized by adding a static electric field to the LP microwave
drive [72]. Alternatively, the addition of a static magnetic field to CP driving
enhances the region of classical stability, and extends the range of applicability
of the harmonic approximation [30,44,46,54,62,144,151].
4.1 Rydberg states in linearly polarized microwave and static electric fields
Let us first consider a Rydberg electron driven by a resonant, linearly polarized
microwave, in the presence of a static electric field. We already realized (see
the discussion in sec. 3.3.2) that the classical 3D motion of the driven Rydberg
electron is angularly unstable in a LP microwave field. It turns out, however,
that a stabilization of the angular motion is possible by the addition of a static
electric field Fs parallel to the microwave polarization axis [72,152,153]. The
corresponding Hamiltonian reads:
H =
p2x + p
2
y + p
2
z
2
− 1
r
+ Fz cosωt+ Fsz, (207)
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which we examine in the vicinity of the s = 1 resonance. As in sec. 3.3.2, the
angular momentum projection M on the z axis remains a constant of motion,
and we shall assume M = 0 in the following. Compared to the situation of
a pure microwave field, there is an additional time scale, directly related to
the static field. Indeed, in the presence of a perturbative static field alone, it
is known that the Coulomb degeneracy of the hydrogenic energy levels (in L)
is lifted. The resulting eigenstates are combinations of the n0 substates of the
n0 manifold (for 0leqL ≤ n0 − 1) 22 . The associated energy levels are equally
spaced by a quantity proportional to Fs (3n0Fs in atomic units). Classically,
the trajectories are no longer closed but rather Kepler ellipses which slowly
librate around the static field axis, periodically changing their shapes, at a
(small) frequency 3n0Fs ≪ ωKepler = 1/n30. Thus, the new time scale associated
with the static electric field is of the order of 1/Fs,0 Kepler periods, where
Fs,0 = Fsn
4
0 (208)
is the scaled static field. This is to be compared to the time scales 1/F0 and
1/
√
F0, which characterize the secular time evolution in the (L, ψ) and (Iˆ , θˆ)
coordinates, respectively (see discussion in section 3.3.2), in the presence of
the microwave field alone. To achieve confinement of the electronic trajectory
in the close vicinity of the field polarization axis, we need 1/F0 ≃ 1/Fs,0, with
both, Fs and F small enough to be treated at first order.
If we now consider the s = 1 resonance, we deduce the secular Hamiltonian by
keeping only the term which does not vanish after averaging over one Kepler
period. For the microwave field, this term was already identified in eq. (159).
For the static field, only the static Fourier component of the atomic dipole,
eqs. (155,156), has a non-vanishing average over one period. Altogether, this
finally leads to
Hsec = Pˆt − 1
2Iˆ2
− ωIˆ + FsX0(Iˆ , L) cosψ + Fχ1(Iˆ , L, ψ) cos(θˆ + δ1).(209)
Since the last two terms of this Hamiltonian depend differently on θˆ, it is no
more possible, as it was in the pure LP case (see section 3.3.2), to perform the
quantization of the slow LP motion first. Only the secular approximation [18]
which consists in quantizing first the fast variables (Iˆ , θˆ), and subsequently the
slow variables (L, ψ), remains an option for the general treatment. However,
since we are essentially interested in the wave-packet eigenstate with optimal
localization properties, we shall focus on the ground state within a sufficiently
large resonance island induced by a microwave field of an appropriate strength.
This motivates the harmonic expansion of the secular Hamiltonian around the
22 These states are called “parabolic” states, since the eigenfunctions are separable
in parabolic coordinates [7].
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Fig. 36. Contours of the effective Hamiltonian, eq. (212), in the (L0, ψ) plane (with
L0 = L/n0 the scaled angular momentum, and ψ the angle between the major axis of
the elliptical trajectory and the field axis). The potential surface generates the slow
evolution of the angular coordinates of the Kepler trajectory of a Rydberg electron
exposed to collinear, static and resonant microwave electric fields. Initial atomic
principal quantum number n0 = 60; scaled microwave amplitude F0 = Fn
4
0 = 0.03,
and scaled static field amplitude Fs,0 = 0.12F0 < Fs,c (a), Fs,0 = 0.25F0 > Fs,c
(b), with Fs,c the critical static field amplitude defined in eq. (213). The lighter
the background, the higher the effective energy. The contours are plotted at the
semiclassical energies which quantize Heff according to eq.(163), and thus represent
the 60 eigenenergies shown in fig. 37. Observe the motion of the stable island along
the ψ = pi line (corresponding to the energetically highest state in the manifold),
under changes of Fs.
stable fixed point at
Iˆ = Iˆ1 = ω
−1/3, θˆ = −δ1. (210)
with the characteristic frequency, see eq. (80):
Ω(Iˆ1L, ψ) =
√
3Fχ1(Iˆ1, L, ψ)
Iˆ21
. (211)
Explicit evaluation of the ground state energy of the locally harmonic potential
yields the effective Hamiltonian for the slow motion in the (L, ψ) plane:
Heff = −Ω(L, ψ)
2
+ Fχ1(L, ψ) + FsX0(L) cosψ, (212)
where all quantities are evaluated at Iˆ = Iˆ1. For the determination of the
angular localization properties of the wave-packet it is now sufficient to inspect
the extrema of Heff .
For Fs,0 = 0, we recover the pure LP case with a maximum along the line
L0 = 1 (circular state), and a minimum at L0 = 0, ψ = π/2 (see fig. 19),
corresponding to a straight line orbit perpendicular to the field. For increasing
Fs,0, the maximum moves towards lower values of L0, and contracts in ψ,
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Fig. 37. Semiclassical energy levels of the resonantly driven manifold n0 = 60 of the
hydrogen atom, as a function of the ratio of the scaled static electric field strength Fs
to the scaled microwave amplitude F0, for fixed F0 = Fn
4
0 = 0.03. The insert shows
the scaled angular momentum L0 = L/n0 of the stable fixed point (L0, ψ = 0), see
fig. 36, as a function of the same variable. The corresponding trajectory evolves from
a circular orbit coplanar with the polarization axis to a straight line orbit stretched
along this axis, via orbits of intermediate eccentricity. For Fs,0 > Fs,c, eq. (213),
the stable fixed point is stationary at L0 = 0. The corresponding wave-packet state,
localized in the vicinity of the fixed point, is the energetically highest state in the
spectrum. For Fs,0 > Fs,c, it is a completely localized wave-packet in the three
dimensional space, propagating back and forth along the polarization axis, without
spreading (see fig. 38).
whereas the minimum approaches ψ = 0 for constant L0 = 0, see fig. 36. It is
easy to show that there exists a critical value Fs,c of the static field, depending
on Iˆ1,
Fs,c =
2
3
∣∣∣∣∣∣F0J ′1(1)−
√
3F0J
′
1(1)
4Iˆ1
∣∣∣∣∣∣ ≃ 0.217F0 − 0.164
√
F0
Iˆ1
, (213)
above which both fixed points reach L0 = 0. Then, in particular, the maximum
at L0 = 0, ψ = π, corresponds to a straight line orbit parallel to ~Fs. Note that
in the classical limit, Iˆ1 →∞, eq. (213) recovers the purely classical value [153]
for angular stability of the straight line orbit along the polarization axis, as it
should. Therefore, by variation of Fs,0 ∈ [0, Fs,c], we are able to continuously
tune the position of the maximum in the (L0, ψ) plane. Consequently, appli-
cation of an additional static electric field gives us control over the trajectory
traced by the wave-packet. This is further illustrated in fig. 37, through the
semiclassical level dynamics of the resonantly driven manifold originating from
the n0 = 60 energy shell, as a function of Fs. In the limit Fs = 0, the spectrum
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Fig. 38. Temporal dynamics of the non-dispersive wave-packet of a three-dimensional
hydrogen atom exposed to a linearly polarized, resonant microwave field, in the pres-
ence of a parallel static electric field. F0 = 0.03, Fs,0 = 0.009, Fs,0/F0 = 0.3, n0 = 60.
Driving field phases at the different stages of the wave-packet’s evolution: ωt = 0
(top left), pi/2 (top right), 3pi/4 (bottom left), pi (bottom right). It is well localized
in the three dimensions of space and repeats its shape periodically (compare fig. 13
for the analogous dynamics in the restricted 1D model, where no additional static
electric field is needed). The nucleus is at the center of the plot which extends over
±8000 Bohr radii. The microwave polarization axis and the static field are oriented
along the vertical axis.
is equivalent to the one plotted in fig. 21(b). As the static field is ramped up,
the highest lying state (maximum value of the semiclassical quantum num-
ber p, for Fs = 0, see fig. 21, and the right column of fig. 23) gets stretched
along the static field direction and finally, for Fs,0 > Fs,c, collapses onto the
quasi one dimensional wave-packet eigenstate bouncing off the nucleus along
a straight line Kepler trajectory. Likewise, the energetically lowest state of the
manifold (at Fs = 0, minimum value of the semiclassical quantum number p,
left column of fig. 23) is equally rotated towards the direction defined by ~Fs,
but stretched in the opposite direction.
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The existence of a non-dispersive wave-packet localized in all three dimen-
sions of space is confirmed by a pure quantum calculation, using a numeri-
cally exact diagonalization of the Floquet Hamiltonian. Figure 38 shows the
electronic density of a single Floquet eigenstate (the highest one in fig. 37,
for Fs,0/F0 = 0.3), at various phases of the driving field. The wave-packet
is clearly localized along the field axis, and propagates along a straight line
classical trajectory, repeating its shape periodically. Its dynamics precisely re-
produces the dynamics of the 1D analogue illustrated in fig. 13. Once again,
as for previous examples, the finite ionization rate (see section 7.1) of the 3D
wave-packet is of the order of some million Kepler periods.
4.2 Wave-packets in the presence of a static magnetic field
Similarly to a static electric field which may stabilize an angularly unstable
wave-packet, the properties of non-dispersive wave-packets under circularly
polarized driving, in the presence of an additional static magnetic field normal
to the polarization plane, has been studied in a series of papers [144,44,46,54,62,30,151].
The Hamiltonian of the system in the coordinate frame corotating with the
CP field reads (compare with eq. (184), for the pure CP case)
H =
p2x + p
2
y + p
2
z
2
− 1
r
− (ω − ωc/2)Lz + Fx+ ω
2
c
8
(x2 + y2), (214)
where ωc is the cyclotron frequency. In atomic units, the cyclotron frequency
ωc = −qB/m equals the magnetic field value. It can be both positive or
negative, depending on the direction of the magnetic field 23 . This additional
parameter modifies the dynamical properties which characterize the equilib-
rium points, the analysis of which may be carried out alike the pure CP case
treated in sec. 3.4. A detailed stability analysis can be found in [30,46,154]
and we summarize here the main results only.
Since changing the sign of F in eq. (214) is equivalent to changing the sign
of x from positive to negative, we only consider the equilibrium position at
xeq > 0 (compare eqs. (185-188)). For nonvanishing magnetic field, its position
is given by
ω(ω − ωc)xeq − 1
x2eq
− F = 0. (215)
23A different convention is used (quantization axis defined by the orientation of the
magnetic field) in many papers on this subject. It leads to unnecessarily complicated
equations.
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Redefining the dimensionless parameter q (see eq. (186)) via
q =
1
ω(ω − ωc)x3eq
, (216)
we obtain for the microwave amplitude
F = [ω(ω − ωc)]2/3(1− q)/q1/3, (217)
and
Eeq = [ω(ω − ωc)]1/3(1− 4q)/2q2/3 (218)
for the equilibrium energy.
Harmonic expansion of eq. (214) around the equilibrium point (xeq, yeq =
0, zeq = 0) allows for a linear stability analysis in its vicinity. Alike the pure
CP case, the z motion decouples from the motion in the (x, y) plane. For the
latter, we recover the generic harmonic Hamiltonian discussed in section 3.4,
eq. (191), provided we substitute
ω˜ = ω − ωc/2. (219)
When expanded at second order around the equilibrium point, the Hamil-
tonian (214) takes the standard form of a rotating anisotropic oscillator,
eq. (191), with ω˜ replacing ω, and with the stability parameters:
a=
1
ω˜2
(
ω2c
4
− 2
x3eq
)
,
b=
1
ω˜2
(
ω2c
4
+
1
x3eq
)
. (220)
The regions of stability of the equilibrium point (xeq, yeq, zeq) are thus obtained
from the domains of stability of the 2D rotating anisotropic oscillator, given
by eqs. (192,193). They are visualized in terms of the physical parameters
F and ωc, (using the standard scaled electric field F0 = Fn
4
0 = Fω
−4/3) in
fig. 39, with the black region corresponding to eq. (192), and the grey region
to eq. (193). Observe that the presence of the magnetic field tends to enlarge
the region of stability in parameter space; for ωc = 0 (pure CP case, no
magnetic field) the stability region is quite tiny, in comparison to large values
of |ωc| 24 . On the other hand, the stability diagram does not provide us any
24As long as we are interested in long-lived wave-packets, the region of small F0
is of interest only. At higher F0 and for ωc < ω, the strong driving field will ionize
the atom rather fast – see section 7.1. This makes the gray region F0 > 0.1 of little
practical interest.
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Fig. 39. (Shaded) Regions of stability of the equilibrium point (xeq, yeq, zeq) for
circularly polarized driving (amplitude F , frequency ω) of a hydrogen atom, in the
presence of a magnetic field (corresponding cyclotron frequency ωc). The black and
grey regions correspond to the two regions of stability, described by eqs. (192) and
(193), respectively.
detailed information on the actual size of the resonance island surrounding
the equilibrium point. However, it is precisely the size of the resonance island
which is crucial for anchoring nondispersive quantum wave-packets close to
the classical equilibrium point (see sec. 3.1.3).
An alternative approach to characterize the stability properties of the classical
motion near (xeq, yeq, zeq) has been advertized in [30,44,46,54,62,144,151]: the
concept of zero velocity surfaces (ZVS). In order to construct a ZVS, the
Hamilton function is expressed in terms of velocities rather than canonical
momenta. For the harmonic Hamiltonian (191), the calculation yields
H =
v2x + v
2
y
2
+
ω2
2
[
(a− 1)x2 + (b− 1)y2
]
. (221)
Thus, the “kinetic energy” becomes a positive function of velocities, and one
can define the ZVS as
S = H − v
2
x + v
2
y
2
, (222)
the generalization of an effective potential for interactions which mix position
and momentum coordinates. Note that, when the velocities coincide with the
canonical momenta, S is nothing but the potential energy surface. We prefer to
denote it S instead of V , to stress the difference. As discussed in detail in [30],
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a ZVS may be used to locate the equilibrium points. However, their stability
properties are not obvious (contrary to the potential surface, where minima
define stable fixed points, while maxima and saddle points are unstable). For a
ZVS, saddles are also unstable, but maxima may either be stable or unstable.
For example, the first stability region, eq. (192), of the rotating 2D anistropic
Hamiltonian is associated with a stable minimum of the ZVS. The second
region of stability, eq. (193), corresponds to a, b ≤ 1 and thus to a maximum
of the ZVS. However, the ZVS does not show any qualitative change whether
(a− b)2+8(a+ b) is positive or negative, i.e. whether the equilibrium point is
stable or unstable. Thus, a ZVS is clearly inappropriate, or at least potentially
dangerous, for the discussion of the classical motion close to equilibrium. As a
matter of fact, this difficulty with the ZVS is crucial in our case, even for the
pure CP case, without additional magnetic field. Indeed, the ZVS becomes
S =
(
−2q + 1
2
x2 +
q − 1
2
y2
)
ω2, (223)
where we use the single parameter q to parametrize S. At q = 1 (i.e. F = 0, see
eq. (217)), the equilibrium point turns from a saddle (for q > 1) into a maxi-
mum. Consequently, the ZVS correctly reflects the change of the equilibrium
point from unstable (q > 1) to stable (q < 1). However, for any q ∈ (0, 1),
the equilibrium remains a maximum of the ZVS, which completely misses the
change of stability at q = 8/9. Thus, the very same maximum may change
its stability (which fundamentally affects the classical motion in its vicin-
ity) without being noticed by inspection of the ZVS. The latter evolves very
smoothly around q = 8/9. Thus, the ZVS contours provide no information
on the nature of the classical motion in the vicinity of the equilibrium point,
in disaccord with [30,62,44,46,54,144,151]. Similarly, the isovalue contours of
the ZVS (which are ellipses in the harmonic approximation) have no relation
with the isovalue contours of the ground-state wave-packet localized around
the equilibrium point (these contours are also ellipses in the harmonic approx-
imation where the wave-packet is a Gaussian), contrary to what is stated in
[30,44]. For example, the aspect ratio (major axis/minor axis) of the ZVS con-
tour lines is
√
(2q + 1)/(1− q) which varies smoothly around q = 8/9, while
the aspect ratio of the isocontours of the ground state wave-packet diverges
when q → 8/9. 25
Nonwithstanding, a ZVS may be used for other purposes [144], e.g., to show the
existence of an ionization threshold for the Hamiltonian (214), when ωc > ω
(area coded in black in fig. 39). Clearly, due to the parabolic confinement in
the x−y-plane, ionization is only possible along the z direction. The threshold
25While this argument has been presented here for the simplest case of the harmonic
oscillator hamiltonian (191), it carries over to the full, nonlinear model, eq. (214).
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is given by [144]
Eion = F
2/2ω(ω − ωc), (224)
which lies above the equilibrium energy Eeq. Thus, for parameters in that re-
gion, the electron – initially placed close to the stable fixed point – cannot
ionize. One may expect, therefore, that wave-packets built around the equi-
librium point for ωc > ω lead to discrete Floquet states. In other cases, e.g.,
for pure CP driving, non-dispersive wave-packets are rather represented by
long-living resonances (see section 7.1).
Finally, it has been often argued [30,44,46,54,62,144,151] that the presence of
the magnetic field is absolutely necessary for the construction of non-dispersive
wave-packets. The authors consider non-dispersive wave-packets as equivalent
to Gaussian shaped wave-functions (using equivalently the notion of coherent
states). Then it is vital that the motion in the vicinity of the fixed point is
locally harmonic within a region of size h¯. This leads the authors to conclude
that non-dispersive wave-packets may not exist for the pure CP case except in
the extreme semiclassical regime. As opposed to that, the diamagnetic term
in eq. (214) gives a stronger weight to the harmonic term, which is the ba-
sis of the above claim 26 . From our point of view, which, as already stated
above, attributes the non-dispersive character of the wave-packet to a classi-
cal nonlinear resonance, the accuracy of the harmonic approximation (which,
anyway, always remains an approximation) is irrelevant for the existence of
non-dispersive wave-packets. The best proof is that [44] concludes, on the
basis of the validity of the harmonic approximation, that non-dispersive wave-
packets should not exist for n0 ≃ 60 in CP field, in complete contradiction
to numerically exact experiments showing their existence down to n0 = 15
[49]. On the other hand, it is an interesting question how good the harmonic
approximation actually is in the pure CP case. The interested reader may find
a more quantitative discussion of this point in section 7.2.
5 Other resonances
5.1 General considerations
We have so far restricted our attention to nondispersive wave-packets an-
chored to the principal resonance of periodically driven Hamiltonian systems.
In section 3.1, we already saw that any harmonic of the unperturbed classical
26Note that the non-harmonic terms, being entirely due to the Coulomb field, are
not removed or decreased by the addition of a magnetic field. They are just hidden
by a larger harmonic term.
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motion can dominate the harmonic expansion (57) of the classical Hamilton
function, provided it is resonantly driven by the external perturbation, i.e.
sθ − ωt ≃ const, s > 0 integer. (225)
This is the case when the sth harmonic of the classical internal frequency
Ω is resonant with the external driving ω. As Ω depends on the classical
unperturbed action, the corresponding classical resonant action is defined by
Ω(Is) =
∂H0
∂I
(Is) =
ω
s
. (226)
At this action, the period of the classical motion is s times the period of
the external drive. Precisely like in the s = 1 case (the principal resonance),
for any integer s > 1, Floquet eigenstates of the driven system exist which
are localized on the associated classical stability islands in phase space. The
energy of these eigenstates can again be estimated through the semiclassical
quantization of the secular dynamics. To do so, we start from eqs. (57,58) and
transform to slowly varying variables (the “rotating frame”) defined by
θˆ= θ − ωt
s
, (227)
Iˆ = I,
Pˆt=Pt +
ωI
s
.
The Floquet Hamiltonian in this rotating frame now reads:
Hˆ = Pˆt +H0(Iˆ)− ωIˆ
s
+ λ
+∞∑
m=−∞
Vm(Iˆ)
{
cos
(
mθˆ +
(
m− s
s
)
ωt
)}
, (228)
which is periodic with period τ = sT with T = 2π/ω. Passing to the rotating
frame apparently destroys the T -periodicity of the original Hamiltonian. This,
however, is of little importance, the crucial point being to keep the periodicity
sT of the internal motion. If we now impose the resonance condition (225), the
major contribution to the sum in eq. (228) will come from the slowly evolving
resonant term m = s, while the other terms vanish upon averaging the fast
variable t over one period τ , leading to the secular Hamilton function
Hsec = Pˆt +H0(Iˆ)− ωIˆ
s
+ λVs(Iˆ) cos(sθˆ). (229)
This averaging procedure eliminates the explicit time dependence of Hˆ, and is
tantamount to restricting the validity of Hsec to the description of those clas-
sical trajectories which comply with eq. (225) and, hence, exhibit a periodicity
with period τ . This will have an unambiguous signature in the quasienergy
spectrum, as we shall see further down. The structure of the secular Hamilto-
nian is simple and reminds us of the result for the principal s = 1 resonance,
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eq. (64). However, due to the explicit appearance of the factor s > 1 in the
argument of the cos term, a juxtaposition of s resonance islands close to the
resonant action, eq. (226), is created. It should be emphasized that these s
resonance islands are actually s clones of the same island. Indeed, a trajectory
trapped inside a resonance island will successively visit all the islands: after
one period of the drive, θ is approximately increased by 2π/s, corresponding
to a translation to the next island. At the center of the islands, there is a
single, stable resonant trajectory whose period is exactly τ = sT.
At lowest order in λ, all the quantities of interest can be expanded in the
vicinity of Is, exactly as for the principal resonance in section 3.1.1. Vs is
consistently evaluated at the resonant action. The pendulum approximation
of the secular Hamiltonian then reads:
Hpend = Pˆt +H0(Iˆs)− ω
s
Iˆs +
1
2
H
′′
0 (Iˆs) (Iˆ − Iˆs)2 + λVs(Iˆs) cos sθˆ, (230)
with the centers of the islands located at:
Iˆ = Iˆs = Is, (231)


θˆ = k
2π
s
, if λVs(Iˆs)H
′′
0 (Iˆs) < 0,
θˆ = k
2π
s
+
π
s
, if λVs(Iˆs)H
′′
0 (Iˆs) > 0,
(232)
where k is an integer running from 0 to s − 1. For H ′′0 (Iˆs) – see eq. (67)
– positive, these are minima of the secular Hamiltonian, otherwise they are
maxima. The extension of each resonance island is, as a direct generalization
of the results of section 3.1.1:
∆θˆ=
2π
s
, (233)
∆Iˆ =4
√√√√∣∣∣∣∣λVs(Iˆs)H ′′0 (Iˆs)
∣∣∣∣∣ , (234)
and its area
As(λ) =
16
s
√√√√∣∣∣∣∣λVs(Iˆs)H ′′0 (Iˆs)
∣∣∣∣∣. (235)
Again, the dependence of As(λ) on
√
|λ| implies that even small perturbations
may induce significant changes in the phase space structure, provided the per-
turbation is resonant with a harmonic of the unperturbed classical motion 27 .
27 The situation is very different in the opposite case, when ω is the sth SUB-
harmonic [93] of the internal frequency. A resonance island may then exist but it is
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The construction of a non-dispersive wave-packet is simple once the s-resonance
structure is understood: indeed, any set of initial conditions trapped in one of
the s-resonance islands will classically remain trapped forever. Thus, a quan-
tum wave-packet localized initially inside a resonance island is a good can-
didate for building a non-dispersive wave-packet. There remains, however, a
difficulty: the wave-packet can be initially placed in any of the s resonance
islands. After one period of the driving, it will have jumped to the next is-
land, meaning that it will be far from its initial position. On the other hand,
the Floquet theorem guarantees the existence of states which are strictly pe-
riodic with the period of the drive (not the period of the resonant internal
motion). The solution to this difficulty is to build eigenstates which simul-
taneously occupy all s-resonance islands, that is, which are composed of s
wave-packets each localized on a different resonance island. After one period
of the drive, each individual wave-packet replaces the next one, resulting in
globally T -periodic motion of this “composite” Floquet state. If the system
has a macroscopic size (i.e. in the semiclassical limit), individual wave-packets
will appear extremely well localized and lying far from the other ones while
maintaining a well-defined phase coherence with them. For s = 2, the situa-
tion mimics a symmetric double well potential, where even and odd solutions
are linear combinations of nonstationary states, each localized in either one
well [7].
In order to get insight in the structure of the Floquet quasi-energy spectrum, it
is useful to perform the semiclassical EBK quantization of the secular Hamil-
tonian (229). Quantization of the motion in (Iˆ , θˆ), see section 3.1.3, provides
states trapped within the resonance islands (librational motion), and states
localized outside them (rotational motion). As usual, the number of trapped
states is given by the size, eq. (235) of the resonance island:
Number of trapped states ≃ 8
πh¯s
√√√√∣∣∣∣∣λVs(Iˆs)H ′′0 (Iˆs)
∣∣∣∣∣. (236)
The quantization can be performed along the contours of any of the s clones
of the resonance island, giving of course the same result. However, this does
not result in a s-degeneracy of the spectrum: indeed, the s clones belong to
the same torus in phase space (see above) and do not generate s independent
states.
If the number of trapped states is sufficiently large, the harmonic approxima-
tion to the pendulum (or secular) Hamiltonian can be used, with the frequency
typically much smaller as it comes into play only at order s in perturbation theory,
with a size scaling as |λ|s/2.
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of the harmonic motion around the stable resonant orbit given by:
ωharm = s
√
|λVs(Iˆs)H ′′0 (Iˆs)|. (237)
In order to get the complete semiclassical Floquet spectrum, we additionally
have to perform the semiclassical quantization in the (t, Pˆt) plane, giving:
1
2π
τ∫
0
Pˆtdt =
Pˆtτ
2π
=
sPˆt
ω
=
(
j +
µ
4
)
h¯, (238)
with j integer. This finally yields the semiclassical Floquet levels (in the har-
monic approximation):
EN,j = H0(Iˆs)− ω
s
Iˆs +
(
j +
µ
4
)
h¯
ω
s
− sign(H ′′0 (Iˆs))
[
|λVs(Iˆs)| −
(
N +
1
2
)
h¯ωharm
]
,(239)
with N a non-negative integer. The wave-packet with optimum localization in
the (Iˆ, θˆ) plane, i.e. optimum localization along the classical unperturbed or-
bit, is the N = 0 state. According to eq. (239), the semiclassical quasi-energy
spectrum has a periodicity h¯ω/s, whereas the “quantum” Floquet theory only
enforces h¯ω periodicity. Thus, inside a Floquet zone of width h¯ω, each state
appears s times (for 0 ≤ j < s), at energies separated by h¯ω/s. Note that
this property is a direct consequence of the possibility of eliminating the time
dependence of H in eq. (228) by averaging over τ , leading to the time inde-
pendent expression (229) for Hsec. Therefore, it will be only approximately
valid for the exact quantum Floquet spectrum. In contrast, the h¯ω periodicity
holds exactly, as long as the system Hamiltonian is time-periodic.
We will now recover the h¯ω/s periodicity in a quantum description of our
problem, which will provide us with the formulation of an eigenvalue problem
for the wave-packet eigenstates anchored to the s-resonance, in terms of a
Mathieu equation. In doing so, we shall extend the general concepts outlined
in section 3.1.4 above.
Our starting point is eq. (85), which we again consider in the regime where the
eigenenergies En of the unperturbed HamiltonianH0 are locally approximately
spaced by h¯Ω. The resonance condition (225) implies
dEn
dn
∣∣∣∣∣
n=n0
= h¯
ω
s
, (240)
where, again, n0 is not necessarily an integer, and is related to the resonant
action and its associated Maslov index through:
Iˆs =
(
n0 +
µ
4
)
h¯. (241)
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When the resonance condition is met, the only efficient coupling in eq. (85)
connects states with the same value of n − sk. In other words, in the secular
approximation, a given state (n, k) only couples to (n + s, k + 1) and (n −
s, k − 1). We therefore consider a given ladder of coupled states labeled by
j = n − sk. Because of the overall ω perodicity of the spectrum, changing j
by s units (i.e., shifting all k-values by 1) is irrelevant, so that it is enough to
consider the s independent ladders 0 ≤ j ≤ s− 1. Furthermore, in analogy to
section 3.1.4, eq. (91), we can replace the coupling matrix elements in eq. (228)
by the resonantly driven Fourier coefficients of the classical motion,
〈φn|V |φn+s〉 ≃ 〈φn−s|V |φn〉 ≃ Vs(Iˆs). (242)
With these approximations, and the shorthand notation r = n− n0, eq. (85)
takes the form of s independent sets of coupled equations, identified by the
integer j: 28
[
E − En0 +
n0 − j
s
h¯ω − h¯
2r2
2
H
′′
0 (Iˆs)
]
dr =
λ
2
Vs[dr+s + dr−s], (243)
where
dr = cn0+r,n0+r−js
, (244)
as a generalization of the notation in eq. (93). Again, r is not necessarily an
integer, but the various r values involved in eq. (243) are equal modulo s.
Precisely as in the case of the principal resonance, eq. (243) can be mapped
on its dual space expression, via eq. (94):
[
− h¯
2
2
H
′′
0 (Iˆs)
d2
dφ2
+ En0 −
n0 − j
s
h¯ω + λVs cos(sφ)
]
f(φ) = Ef(φ), (245)
and identified with the Mathieu equation (97) through
sφ=2v, (246)
a=
8
h¯2s2H
′′
0 (Iˆs)
[
E −En0 + (n0 − j)h¯
ω
s
]
, j = 0, . . . , s− 1,
q=
4λVs(Iˆs)
s2h¯2H
′′
0 (Iˆs)
.
The quasienergies associated with the s resonance in the pendulum approxi-
mation then follow immediately as
Eκ,j = En0 − (n0 − j)h¯
ω
s
+
h¯2s2
8
H
′′
0 (Iˆs)aκ(ν, q), (247)
28 For s = 1, this equation reduces of course to eq. (92). We here use n0 instead of
Iˆs; the two quantities differ only by the Maslov index, eq. (241).
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where the index j runs from 0 to s − 1, and κ labels the eigenvalues of the
Mathieu equation [95]. Again, the boundary condition for the solution of the
Mathieu equation is incorporated via the characteristic exponent, which reads
ν = −2n0 − j
s
(mod 2), j = 0, . . . s− 1. (248)
The structure of this quasi-energy spectrum apparently displays the expected
h¯ω/s periodicity. However, the characteristic exponent ν – and consequently
the aκ(ν, q) eigenvalues – depend on j, what makes the periodicity approximate
only. It is only far inside the resonance island that the aκ(ν, q) eigenvalues are
almost independent of ν and the periodicity is recovered. Deviations from this
periodicity are further discussed in section 5.2. Finally, the asymptotic expan-
sion of the aκ(ν, q) for large q, eq. (104), gives again (compare section 3.1.4)
the semiclassical estimate of the energy levels in the harmonic approximation,
eq. (239), where the indices κ and N coincide.
5.2 A simple example in 1D: the gravitational bouncer
As a first example of non-dispersive wave-packets localized on s > 1 primary
resonances, we consider the particularly simple 1D model of a particle moving
vertically in the gravitational field, and bouncing off a periodically driven hor-
izontal plane. This system is known as the Pustylnikov model [3] (or, alterna-
tively, the “gravitational bouncer”, or the “bubblon model” [42,155–157]) and
represents a standard example of chaotic motion. Moreover, despite its sim-
plicity, it may find possible applications in the dynamical manipulation of cold
atoms [158]. A gauge transformation shows its equivalence to a periodically
driven particle moving in a triangular potential well, with the Hamiltonian
H =
p2
2
+ V (z) + λz sin(ωt), (249)
where
V (z) =


z for z ≥ 0,
∞ for z < 0.
(250)
The strength λ of the periodic driving is proportional to the maximum excur-
sion of the oscillating surface. Classically, this system is well approximated by
the standard map [3] (with the momentum and the phase of the driving at
the moment of the bounce as variables), with kicking amplitude K = 4λ.
Apart from a (unimportant) phase shift π/2 in ωt, eq. (249) is of the general
type of eq. (54) and the scenario for the creation of non-dispersive wave-packets
described in sections 3.1.1 and 3.1.2 is applicable. As a matter of fact, a careful
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analysis of the problem using the Mathieu approach described in sec. 3.1.4,
as well as the semiclassical quantization of the Floquet Hamiltonian were al-
ready outlined in [42], where the associated Floquet eigenstates were baptized
“flotons”. We recommend [42,157] for a detailed discussion of the problem,
reproducing here only the main results, with some minor modifications.
Solving the classical equations of motion for the unperturbed Hamiltonian
is straightforward (piecewise uniformly accelerated motion alternating with
bounces off the mirror) and it is easy to express the unperturbed Hamiltonian
and the classical internal frequency in terms of action-angle variables:
H0=
(3πI)2/3
2
, (251)
Ω=
π2/3
(3I)1/3
, (252)
while the full, time-dependent Hamiltonian reads:
H =
(3πI)2/3
2
+
λπI2/3
(3π)1/3
sin(ωt)− 2λ(3I)
2/3
π4/3
sin(ωt)
∞∑
n=1
cos(nθ)
n2
. (253)
Thus, the resonant action (226) is given by
Iˆs =
π2s3
3ω3
, (254)
with the associated strength of the effective coupling
Vs =
(3I)2/3
s2π4/3
. (255)
Using the framework of sections 3.1.1, 3.1.2 (for s = 1), and 5.1 (for s > 1),
the reader may easily compute the various properties of non-dispersive wave-
packets in this system 29 . An example for s = 1 is presented in fig. 40, for the
resonant principal quantum number n0 = 1000, (i.e., Iˆ1 = 1000.75) where
both, the (time-periodic) probability densities in configuration and phase
space are shown. Note that such high n0 values (or even higher) correspond to
typical experimental falling heights (around 0.1 mm for n0 = 1000) in experi-
ments on cold atoms [158]. Therefore, the creation of an atomic wave-packet in
such an experiment would allow to store the atom in a quasi classical “bounc-
ing mode” over arbitrarily long times, and might find some application in the
field of atom optics [159].
29 There is, however, a tricky point: the Maslov index in this system is 3, with
a contribution 1 coming from the outer turning point, and 2 from z = 0, since
the oscillating plane acts as a hard wall. Hence, the relation between the principal
quantum number and the action is I1 = n+ 3/4, see eq. (38).
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Fig. 40. A non-dispersive s = 1 wave-packet of the gravitational bouncer, eq. (249).
The quantum number of the resonant state is chosen as n0 = 1000, to match typ-
ical experimental dimensions [158]. The left column shows the time evolution of
the wave-packet for ωt = 0, pi/2, pi, 3pi/2 (from top to bottom). The right column
shows the corresponding phase space (Husimi, see eq. (30)) representation (z axis
horizontal as in the left column, momentum p on the vertical axis). The parameters
are ω ≃ 0.1487, λ = 0.025. The periodic, nondispersive dynamics of the wave-packet
bouncing off the mirror in the gravitational field is apparent.
For s = 2, we expect, following the general discussion in section 5.1, two
quasi-energy levels, separated by ω/2, according to the semiclassical result,
eq. (239), which are both associated with the s = 2 resonance. As a matter
of fact, such states are born out from an exact numerical diagonalization
of the Floquet Hamiltonian derived from eq. (249). An exemplary situation
is shown in fig. 41, for n0 = 1000 (i.e., Iˆ2 = 1000.75, in eq. (254)). The
tunneling coupling between the individual wave-packets shown in the right
column of fig. 41 is given by the tunneling splitting ∆ between the energies of
both associated Floquet states (left column of fig. 41) modulo ω/2. From the
Mathieu approach – eqs. (247,248) – this tunneling coupling is directly related
to the variations of the Mathieu eigenvalues when the characteristic exponent
is changed. In the limit where the resonance island is big enough, q ≫ 1 in
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Fig. 41. Floquet eigenstates anchored to the ω = 2Ω resonance in the gravitational
bouncer (left column), in configuration space, at ωt = 0. Each eigenstate exhibits
two wave-packets shifted by a phase pi along the classical trajectory, to abide the
Floquet periodicity imposed by eq. (74). Symmetric and antisymmetric linear com-
binations of these states isolate either one of the wave-packets, which now evolves
precisely like a classical particle (right column), periodically bouncing off the wall
at z = 0. The parameters are ω ≃ 0.2974, (corresponding to n0 = 1000, for the 2 : 1
resonance), λ = 0.025.
eq. (247), asymptotic expressions [95] allow for the following estimate [42]:
∆ =
8
√
2λ3/4
π
√
ω
exp
(
−16π
√
λ
ω3
)
=
8[3(n0 + 3/4)]
1/6λ3/4
π4/3
exp
(
−6(n0 + 3/4)
√
λ/π
)
,(256)
which we can test with our numerically exact quantum treatment. The result
is shown in fig. 42, for two different values of n0.
Observe the excellent agreement for small λ, with an almost exponential de-
crease of the splitting with
√
λ, as expected from eq. (256). However, for larger
values of λ (nontheless still in the regime of predominantly regular classical
motion) the splitting saturates and then starts to fluctuate in an apparently
random way. While the phenomenon has not been completely clarified so far,
we are inclined to attribute it to tiny avoided crossings with Floquet states
localized is some other resonance islands (for a discusion of related phenomena
see [160,161]). Comparison of the two panels of fig. 42 additionally indicates
that the region of λ values where avoided crossings become important increases
in the semiclassical limit, and that eq. (256) remains valid for small λ only.
This is easily understood: in the semiclassical limit n0 → ∞, the tunneling
splitting decreases exponentially, while the density of states increases.
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Fig. 42. Tunneling splitting between the energies (modulo ω/2) of two Floquet states
of the gravitational bouncer, anchored to the s = 2 resonance island, as a function
of the driving amplitude λ. Driving frequency ω ≃ 1.0825 (top) and ω ≃ 0.8034
(bottom), corresponding to resonant states n0 = 20 and n0 = 50, respectively. The
dashed line reproduces the prediction of Mathieu theory [42], eq. (256). Observe
that the latter fits the exact numerical data only for small values of λ. At larger
λ, small avoiding crossings between one member of the doublet and eigenstates
originating from other manifolds dominate over the pure tunneling contribution
and the Mathieu prediction is not accurate.
Finally, fig. 43 shows a Floquet eigenstate anchored to the s = 11 resonance
island chain. It may be thought of as a linear combination of 11 non-dispersive
wave-packets which, at a given time, may interfere with each other, or, at an-
other time (bottom panel), are spatially well separated. For a Helium atom
bouncing off an atom mirror in the earth’s gravitational field (alike the setting
in [158]), the z values for such a state reach 5 millimeters. This non-dispersive
wave-packet is thus a macroscopic object composed of 11 individual compo-
nents keeping a well-defined phase coherence.
5.3 The s = 2 resonance in atomic hydrogen under linearly polarized driving
Let us now return to the hydrogen atom driven by LP microwaves. The highly
nonlinear character of the Coulomb interaction favours non-dispersive wave-
packets anchored to the s : 1 resonance island, since the Fourier components
Vs of the coupling between the atom and the microwave decay slowly
30 with
30 The very same behavior characterizes the gravitational bouncer discussed in the
previous section. For the bouncer the slow inverse square dependence of Vs on s is
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Fig. 43. Single Floquet state of the gravitational bouncer at phases ωt = 0 (top)
and ωt = pi/2 (bottom), anchored to the 11 : 1 resonance island chain in classical
phase space. Driving frequency ω = 11Ω ≃ 0.6027, n0 = 20000, and λ = 0.025. In
the upper plot, among 11 individual wave-packets which constitute the eigenstate,
five pairs (with partners moving in opposite directions) interfere at distances z > 0
from the mirror, whereas the 11th wave-packet bounces off the wall and interferes
with itself. At later times (bottom), the 11 wave-packets are well separated in space.
s – compare eqs. (120,121). Consider first the simpler 1D model of the atom.
We discuss the s = 2 case only, since similar conclusions can be obtained
for higher s values. The left panel in fig. 44 shows the classical phase space
structure (Poincare´ surface of section) for F0 = 0.03, with the s = 2 resonance
completely embedded in the chaotic sea, and well separated from the much
larger principal resonance island. From our experience with the principal res-
onance, and from the general considerations on s : 1 resonances above, we
expect to find Floquet eigenstates which are localized on this classical phase
space structure and mimic the temporal evolution of the corresponding classi-
cal trajectories. Indeed, the right plot in fig. 44 displays a Floquet eigenstate
obtained by “exact” numerical diagonalization, which precisely exhibits the
desired properties.
Again, this observation has its direct counterpart in the realistic 3D atom,
where the 2 : 1 resonance allows for the construction of non-dispersive wave-
packets along elliptic trajectories, as we shall demonstrate now. We proceed as
for the s = 1 case (sec. 3.3.2): the secular Hamiltonian is obtained by averaging
the full Hamiltonian, eq. (152), after transformation to the “rotating frame”,
due to a hard collision with the oscillating surface. For the Coulomb problem, the
singularity at the origin is even stronger.
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Fig. 44. Left: Poincare´ surface of section of the one-dimensional hydrogen atom un-
der linearly polarized driving, eq. (137), for resonant driving at twice the Kepler
frequency. The scaled field strength is F0 = 0.03, and the phase is fixed at ωt = 0.
The s = 2 resonance islands are apparent, embedded in the chaotic sea, and sepa-
rated from the s = 1 resonance by invariant tori. Right: Husimi representation [145]
of a Floquet eigenstate (for n0 = 60) anchored to the s = 2 resonance displayed on
the left.
eq. (228), over one period τ = sT of the resonantly driven classical trajectory:
Hsec = Pˆt − 1
2Iˆ2
− ωIˆ
s
+ F
√
1− M
2
L2
[
−Xs(Iˆ) cosψ cos θˆ + Ys(Iˆ) sinψ sin θˆ
]
,(257)
where Xs and Ys are given by eqs. (153,154). This can be condensed into
Hsec = Pˆt − 1
2Iˆ2
− ωIˆ
s
+ Fχs cos(sθˆ + δs), (258)
with
χs(Iˆ , L, ψ) :=
√
1− M
2
L2
√
X2s cos
2 ψ + Y 2s sin
2 ψ, (259)
tan δs(L, ψ) :=
Ys
Xs
tanψ =
Js(se)
√
1− e2
eJ ′s(se)
tanψ. (260)
For simplicity, we will now discuss the case M = 0, s = 2. Fig. 45 shows the
equipotential lines of χ2 in the (L, ψ) plane, calculated from eqs. (258-260)
31 .
For a comparison with quantum data, the equipotential lines represent the
values of χ2 for n0 = 42, quantized from the WKB prescription in the (L, ψ)
plane, exactly as done for the principal s = 1 resonance in section 3.3.2.
31 Since χs scales globally as Iˆ
2, the equipotential lines in fig. 45 do not depend on
Iˆ .
123
Fig. 45. Contour plot of the effective perturbation χ2, eq. (259), generating the
slow evolution of the electronic trajectory in the (L0 = L/Iˆ, ψ) plane. The secular
motion in this case is topologically different from that corresponding to the s = 1
resonance (compare with fig. 19). In particular, there appear new fixed points at
L0 ≃ 0.77, ψ = pi/2, 3pi/2 (unstable, corresponding to unstable elliptic orbits with
major axis perpendicular to the polarization axis) and at L0 ≃ 0.65, ψ = 0, pi (sta-
ble, corresponding to stable elliptic orbits with major axis parallel and antiparallel
to the polarization axis). The resonance island in the (Iˆ , θˆ) plane is quite large for the
latter stable orbits, and the associated eigenstates are non-dispersive wave-packets
localized both longitudinally along the orbit (locked on the microwave phase), and
in the transverse direction, see figs. 48, 49, 50.
One immediately notices that the secular motion is in this case topologically
different from that corresponding to the s = 1 resonance (compare to fig. 19),
with the following features:
– three different types of motion coexist, with separatrices originating from
the straight line orbits parallel (L0 = 0, ψ = 0, π) to the polarization axis.
– The straight line orbits perpendicular to the polarization axis (L0 = 0, ψ =
π/2, 3π/2) lie at minima – actually zeros – of χ2. At lowest order, they
exhibit vanishing coupling to the external field, as for the s = 1 resonance.
Hence, the resonance island in the (Iˆ , θˆ) plane will be small, and the wave-
packets localized along the corresponding orbits are not expected to exist
for moderate excitations.
– The circular orbit (in the plane containing the polarization axis, L0 = 1,
arbitrary ψ) also exhibits vanishing coupling (since the circular motion is
purely harmonic, no coupling is possible at ω = 2Ω).
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– There are “new” fixed points at L0 ≃ 0.77, ψ = π/2, 3π/2 (unstable), and
at L0 ≃ 0.65, ψ = 0, π (stable), corresponding to elliptical orbits with ma-
jor axis perpendicular and parallel to the polarization axis, respectively.
The latter ones correspond to maxima of χ2, and are associated with a
large resonance island in the (Iˆ , θˆ) plane. The motion in their vicinity is
strongly confined, both in the angular (L0, ψ) and in the (Iˆ, θˆ) coordinates:
the corresponding eigenstates can be characterized as non-dispersive wave-
packets, localized both longitudinally along the orbit (locked on the mi-
crowave phase), and in the transverse direction.
In order to separate quantum states localized in different regions of the (L0, ψ)
space, we show in fig. 46 a comparison between the semiclassical prediction
and the numerically exact Floquet energies (obtained as in section 3.3.2 for the
s = 1 resonance) originating from this manifold, with N = 0 in eqs. (78,79), at
F0 = 0.04. Observe that the 16 upmost states appear in eight quasi-degenerate
pairs differing by parity. Exact degeneracy does not happen because of tunnel-
ing effects: the lower the doublet in energy, the larger its tunneling splitting.
The tunneling process involved here is a “transverse” tunneling in the (L, ψ)
plane, where the electron jumps from the elliptic (L0 ≃ 0.65, ψ = 0) Kepler
trajectory to its image under z-parity, the (L0 ≃ 0.65, ψ = π) trajectory (com-
pare fig. 45). This tunneling process is entirely due to the specific form of χ2,
with two distinct maxima.
The energetically highest doublet in fig. 46 corresponds to states localized as
close as possible to the fixed points L0 ≃ 0.65, ψ = 0, π. For these states
(large resonance island in the (Iˆ, θˆ) plane), semiclassical quantization nicely
agrees with the quantum results. On the other hand, the agreement between
quantum and semiclassical results progressively degrades for lower energies,
as the size of the island in the (Iˆ , θˆ) plane becomes smaller. Still, the disagree-
ment between semiclassical and quantum results is at most of the order of
the spacing between adjacent levels 32 . Below the energy of the unstable fixed
points at L0 ≃ 0.77, ψ = π/2, 3π/2, there are no more pairs of classical trajec-
tories in the (L, ψ) plane corresponding to distinct classical dynamics related
by z-parity. Hence, the doublet structure has to disappear, as confirmed by
the exact quantum results shown in fig. 46. On the other hand, there are two
disconnected regions in the (L, ψ) plane which can give rise to quantized values
of χ2 (and, consequently, to quasienergies) within the same quasienergy range:
the neighbourhood of the stable fixed points (L0 = 0, ψ = π/2, 3π/2), and the
region close to L0 = 1. In the semiclassical quantization scheme, these regions
are completely decoupled and induce two independent, non-degenerate series
of quasienergy levels. Consequently, the complete spectrum exhibits a rather
complicated structure, caused by the interleaving of these two series.
32A quantum approach based on the pendulum approximation and the Mathieu
equation would give a much better prediction for such states.
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Fig. 46. Comparison of numerically exact quasienergies originating from the n0 = 42
manifold (depicted by pluses) to the semiclassical prediction (open symbols) based
on the quantization of the s = 2 resonance island (microwave frequency = 2× Ke-
pler frequency), for scaled microwave field F0 = 0.04. Circles correspond to doubly
degenerate states localized in the vicinity of maxima of χ2, around the elliptic fixed
points at (L0 ≃ 0.65, ψ = 0, pi) in fig. 45. Triangles correspond to almost circular
states in the vicinity of the stable minimum at (L0 = 1, ψ arbitrary), while diamonds
correspond to states localized around the stable minima at L0 = 0, ψ = pi/2, 3pi/2.
The agreement between the semiclassical and quantum energies is very good, pro-
vided the size of the resonance island in the (Iˆ , θˆ) plane is sufficiently large (high
lying states in the manifold). For low lying states in the manifold, the discrepancies
between quantum and semiclassical results are significant, due to the insufficient
size of the island.
As discussed in section 5.1, for a s : 1 resonance, in a Floquet zone of width
ω = sΩ, there is not a single manifold of states, but rather a set of s different
manifolds approximately identical and separated by Ω. Deviations from the
exact ω/s periodicity are due to tunneling [42]. This tunneling process is
however completely different from the “transverse” one in the (L, ψ) plane
described above. It is a case of “longitudinal” tunneling, where the electron
jumps from one location on a Kepler orbit to another, shifted along the same
orbit. This longitudinal tunneling is similar in origin to the tunneling described
in section 5.2. It has to be stressed that it represents a general phenomenon in
the vicinity of a s : 1 resonance (with s ≥ 2), due to the phase space structure
in the (Iˆ , θˆ) plane, see section 5.1, in contrast to the “transverse” quasi-
degeneracy (discussed in fig. 46) due to the specific form of χ2. Inspecting the
numerically exact quantum quasienergy spectrum, we indeed find the manifold
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Fig. 47. Same as fig. 46, but for the mirror manifold shifted in energy by ω/2.
While, for most states, the agreement with semiclassics is of the same quality as in
fig. 46, no quantum data are plotted at the bottom of the manifold. Indeed, at those
energies, another Rydberg manifold strongly perturbs the spectrum due to close
accidental degeneracy. Consequently, the unambiguous identification of individual
states is very difficult.
shown in fig. 47 (compared to the semiclassical prediction). Observe that the
agreement between quantum and semiclassical quasienergies is similar to that
observed in fig. 46, except for the low lying states. Here, incidentally, the
states anchored to the resonance island are strongly perturbed by another
Rydberg manifold; proper identification of the individual quantum states is
very difficult in this region, and therefore no quantum data are shown at low
energies.
Finally, let us consider the localization properties of the wave-functions as-
sociated with the upmost states of the manifolds in figs. 46 and 47. These
wave-functions should localize in the vicinity of stable trajectories of period 2,
i.e. they should be strongly localized, both in angular and orbital coordinates,
along an elliptic Kepler orbit of intermediate eccentricity. However, because
of the longitudinal quasi-degeneracy, we expect the associated Floquet eigen-
states to be composed of two wave-packets on the ellipse, exchanging their
positions with period T. Furthermore, due to the transverse quasi-degeneracy,
we should have combinations of the elliptic orbits labeled by ψ = 0 and ψ = π.
Altogether, this makes four individual wave-packets represented by each Flo-
quet state. Due to the azimuthal symmetry of the problem around the field po-
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Fig. 48. Electronic density of the upmost eigenstate of the n0 = 42 manifold of
fig. 46, averaged over one microwave period. This state presents localization along a
pair of Kepler ellipses oriented along the field polarization axis. The box measures
±3500 Bohr radii in both ρ and z directions, with the nucleus at the center. The
microwave polarization axis along z is parallel to the vertical axis of the figure.
The orientation and eccentricity of the ellipse are well predicted by the classical
resonance analysis.
larization axis, each wave-packet actually is doughnut-shaped (compare fig. 24
for the simpler s = 1 case).
Exact quantum calculations fully confirm this prediction. Fig. 48 shows the
electronic density of the upmost Floquet state in the n0 = 42 manifold (fig. 46),
averaged over one field period. As expected, it is localized along two symmetric
Kepler ellipses (ψ = 0 and ψ = π, respectively), but longitudinally delocalized
because of the time average. In fact, there are four such Floquet states dis-
playing very similar electronic densities. These are the energetically highest
doublet in the n0 = 42 manifold, and the upmost doublet in the “mirror”
manifold displayed in fig. 47.
Fig. 49 shows the electronic densities of these four Floquet eigenstates at
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Fig. 49. Electronic densities of the eigenstates of the upmost doublet states (top)
of the n0 = 42 manifold of fig. 46, and of their mirror states (bottom), shifted in
energy by ω/2 (fig. 47), at driving field phase ωt = 0. The longitudinal localization
on the Kepler ellipses (similar for all states) is apparent. On each ellipse, four differ-
ent individual wave-packets (or rather, due to azimuthal symmetry, two doughnut
wave-packets) can be distinguished, propagating along the Kepler ellipse. Notice the
phase shift of pi in the temporal evolution on the two ellipses, implied by z-inversion.
The microwave polarization axis along z is given by the vertical axis of the figure,
with the nucleus at the center of the figure.
phase ωt = 0 of the driving field: the four doughnuts are now clearly visible,
as well as the orbital and radial localizations along the two elliptic trajectories.
Very much in the same way as for a double well potential (or for the bouncer
discussed in section 5.2, compare fig. 41), a linear combination of these four
states allows for the selection of one single doughnut, localized along one single
classical Kepler ellipse. This wave-packet then evolves along this trajectory
without dispersion, as demonstrated in fig. 50. Note, however, that this single
wave-packet is not a single Floquet state, and thus does not exactly repeat
itself periodically. It slowly disappears at long times, for at least two reasons:
firstly, because of longitudinal and transverse tunneling, the phases of the
four Floquet eigenstates accumulate small differences as time evolves, what
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Fig. 50. Temporal evolution of a convenient linear combination of the four eigen-
states of fig. 49, for phases ωt = 0 (top left), pi/2 (top center), pi (top right), 3pi/2
(bottom left), 2pi (bottom right) of the driving field. Clearly, a single doughnut
propagating along a single trajectory has been selected by the linear combination.
This wave-packet essentially repeats its periodic motion with period 2T = 4pi/ω. It
slowly disperses, because the four states it is composed of are not exactly degenerate
(tunneling effect), and because it ionizes (see sec. 7.1). The microwave polarization
axis along z is parallel to the vertical axis of the figure, with the nucleus at the
center of the plot.
induces complicated oscillations between the four possible locations of the
wave-packet, and secondly, the ionization rates of the individual Floquet states
lead to ionization and loss of phase coherence, especially if the ionization rates
(see sec. 7.1) of the four states are not equal.
6 Alternative perspectives
There are several known systems where an oscillating field is used to stabilize
a specific mode of motion, such as particle accelerators [3], Paul traps [162] for
ions, etc. In these cases, the stabilization is a completely classical phenomenon
based on the notion of nonlinear resonances. What distinguishes our concept
of non-dispersive wave-packets discussed in the preceding chapters from those
situations is the necessity to use quantum (or semi-classical) mechanics to
describe a given problem, due to relatively low quantum numbers. Still, the
principle of localization remains the same, and consists in locking the motion
of the system on the external drive. However, it is not essential that the drive
be provided externally, it may well be supplied by a (large) part of the system
to the (smaller) remainder. Note that, rather formally, also an atom exposed to
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a microwave field can be understood as one large quantum system – a dressed
atom, see sec. 2 – where the field-component provides the drive for the atomic
part [18]. In the present section, we shall therefore briefly recollect a couple
of related phase-locking phenomena in slightly more complicated quantum
systems, which open additional perspectives for creating non-dispersive wave-
packets in the microscopic world.
6.1 Non-dispersive wave-packets in rotating molecules
A situation closely related to atomic hydrogen exposed to CP microwaves
(sec. 3.4) is met when considering the dynamics of a single, highly excited
Rydberg electron in a rotating molecule [163]. In [51], the following model
Hamiltonian has been proposed:
H =
~p2
2
− 1|~r + ~a(t)| , (261)
where ~a(t) denotes the position of the center of the Coulomb field w.r.t. the
molecular center of mass, and is assumed to rotate in the x − y plane with
constant frequency ω:
~a(t) =

 cosωt − sinωt
sinωt cosωt

~a. (262)
In the rotating frame, one obtains the Hamiltonian [163]
H =
p2x + p
2
y + p
2
z
2
− 1
r
+ aω2x− ωLz + a
2ω2
2
, (263)
which, apart from the constant term a2ω2/2, is equivalent to the one describing
an atom driven by a CP field (compare eq. 184)). Note that the role of the
microwave amplitude (which can be arbitrarily tuned in the CP problem) is
taken by aω2, i.e., a combination of molecular parameters, what, of course,
restricts the experimental realization of non-dispersive wave-packets in the
molecule to properly selected molecular species [51].
With the help of the stability analysis outlined in sec. 3.4.4, eqs. (185-188), the
equilibrium position xeq of the molecular Rydberg electron is easily estimated
according to (assuming a small value of a, limited by the size of the molecular
core)
xeq ≃ (I/J )2/3, (264)
with I the molecular momentum of inertia, J = ωI the rotational quantum
number. To optimize the angular localization of the wave-packet, it is necessary
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that xeq be sufficiently large (from sec. 3.2, xeq ∼ n20, where n0 is the electronic
principal quantum number). Thus, for given I, J should be small. In [51], a
hydrogen-tritium molecule is considered, which yields n0 ≃ 18 for J = 1.
Note, however, that such reasoning is not justified. The effective Hamiltonian
(261) implies a classical description of the molecular rotation (much as the
classical treatment of the periodic drive in eq. (54), with a well-defined phase)
defined by the position vector ~a(t). For such an approach to be valid, J must
be sufficiently large. The molecular rotation plays the role of the microwave
field in the analogous CP problem, the number of rotational quanta is just
equivalent to the average number of photons defining the amplitude of the
(classical) coherent state of the driving field. Clearly, if J is too small, the
effect of an exchange of angular momentum between the Rydberg electron
and the core on the quantum state of the core (and, hence, on aω2 assumed
to be constant in eq. (263)) cannot be neglected and, therefore, precludes any
semiclassical treatment, see also [68,92]. In other words, if J is too small, the
number of rotational states of the core which are coupled via the interaction
is too small to mimic a quasi-classical evolution as suggested by eq. (262).
Nontheless, this caveat does not completely rule out the existence of molecu-
lar non-dispersive wave-packets, provided a fast rotation of a core with large
momentum of inertia (to render xeq sufficiently large, eq. (264), such that the
electronic wave-packet gets localized far away from the molecular core) can be
realized, as also suggested in [51].
6.2 Driven Helium in a frozen planet configuration
In the previous examples of non-dispersive wave-packets, the key point has
been the generic appearance of a nonlinear resonance for periodically driven
quantum systems whose unperturbed dynamics is integrable. A natural ques-
tion to ask is whether the concept of non-dispersive wave-packets can be gen-
eralized to systems which exhibit mixed regular-chaotic dynamics even in the
absence of the external perturbation. In the atomic realm, such a situation
is realized for the helium atom, where electron-electron interactions provide
an additional source of nonlinearity. The corresponding Hamiltonian writes in
atomic units
HHe =
~p21
2
+
~p22
2
− 2
r1
− 2
r2
+
1
|~r1 − ~r2| . (265)
As a matter of fact, the classical and quantum dynamics of the three-body
Coulomb problem generated by Hamiltonian (265) has been a largely unex-
plored “terra incognita” until very recently [164], since the dimensionality of
the phase space dynamics increases from effectively two to effectively eight
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dimensions when a second electron is added to the familiar Kepler problem.
Furthermore, the exact quantum mechanical treatment of the helium atom
remains a formidable task since the early days of quantum mechanics, and
considerable advances could be achieved only very recently, with the advent
of modern semiclassical and group theoretical methods [165–168]. Already
the classical dynamics of this system exhibits a largely chaotic phase space
structure, which typically leads to the rapid autoionization of the associated
doubly excited quantum states of the atom. One of the major surprises in
the analysis of the three body Coulomb problem during the last decades has
therefore been the discovery of a new, highly correlated and classically globally
stable electronic configuration, the “frozen planet” [169,170]. The appeal of
this configuration resides in its counterintuitive, asymmetric character where
both electrons are located on the same side of the nucleus. Furthermore, this
configuration turns out to be the most robust of all known doubly excited
two-electron configurations, in the sense that it occupies a large volume in
phase space. Its stability is due to the strong coupling of the two electrons
by the 1/|~r1 − ~r2| term in the Hamiltonian (265), which enforces their highly
correlated motion.
The frozen planet is an ideal candidate to test the prevailance of the concept
of nondispersive wave-packets in systems with intrinsically mixed dynamics.
In a recent study [171,110,172,173] the response of this highly correlated two-
electron configuration to a periodic force has been investigated from a classical
and from a quantum mechanical point of view. The Hamiltonian for the driven
problem writes, in the length gauge,
H = HHe + F cos(ωt)(z1 + z2). (266)
Guided by the experience on non-dispersive wave-packets in one electron Ryd-
berg states, the driving frequency ω was chosen near resonant with the natural
frequency ΩFP ≈ 0.3n−3i of the frozen planet, where ni denotes the principal
quantum number of the inner electron. It was found that, for a suitably chosen
driving field amplitude F , a nonlinear resonance between the correlated elec-
tronic motion and the external drive can be induced in the classical dynamics,
at least for the collinear frozen planet where the three particles (two electrons
and the nucleus) are aligned along the polarization axis of the driving field.
However, contrary to the situation for the driven hydrogen atom discussed
in sections 3.3.1 and 3.3.2, there is a fundamental difference between the one
dimensional model of the driven three body Coulomb problem and the full
3D problem. For the one-electron system, we have seen that the classical Ke-
pler ellipse performs a slow precession in the angular variables, though re-
mains bounded and does not ionize. In contrast, if one permits deviations
from collinearity in the driven frozen planet dynamics, it is found that the
transverse direction is generally unstable and leads to rapid ionization. This
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transverse ionization is simply due to the fact that the external field destroys
the intricate electron electron correlation which creates the unperturbed frozen
planet. Notwithstanding, it has been shown that the application of an addi-
tional, weak static electric field allows to compensate for the transverse in-
stability, and to establish a classically globally stable dynamical situation for
the frozen planet. The transverse confinement through the static field again
justifies the collinear model, and first quantum calculations performed for this
restricted model show the existence of a wave-packet associated with the prin-
cipal resonance between the frozen planet orbit and the driving field, which
faithfully traces the classical trajectory at the period of the drive. As for driven
one-electron systems, these nondispersive two-electron wave-packets exhibit
life times of typically 106 driving field periods 33 .
Hence, there is strong evidence that a resonant external forcing allows for
the creation of quantum eigenstates with a quasi-classical temporal evolution,
even in the presence of strong two-particle correlations.
6.3 Non-dispersive wave-packets in isolated core excitation of multielectron
atoms
Another example of non-dispersive wave-packets in a two-component atomic
system has recently been proposed for two-electron atoms [174–176]. The
scheme uses an isolated-core excitation in which one of the electrons is trans-
fered to a Rydberg trajectory by a short laser pulse, forming an initially well-
localized wave-packet. A second source continuously drives a transition be-
tween two discrete states of the remaining atomic core. The latter induces
Rabi oscillations (or a coherent superposition) between two Rydberg series
to which the first electron is excited. If the Rabi frequency (controlled by the
continuous drive of the core) is matched with the Kepler frequency of the orbit
of the outer electron, the autoionization rate of the latter may be strongly sup-
pressed, provided the respective phases are also matched properly: if the elec-
tron approaches its inner turning radius (where the configuration-interaction
between Rydberg electron and core – leading to autoionization – is strongest)
while the core is in its ground state, autoionization becomes impossible since
the configuration-interaction does not compensate for the ionization potential
of the Rydberg electron. On the other hand, when the electron is far from
the nucleus (and electron-electron interaction is weak), the core may be in its
excited state, without ejecting the Rydberg electron.
33Again, in contrast to the driven one electron problem, nothing guarantees that
the life times obtained for the 1D model carry over to the real 3D object. On
the contrary, first results on the bare 3D Coulomb problem [173] indicate a strong
dependence of the life times on the dimension of the accessible configuration space.
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Consequently, autoionization is supressed for the center of the Rydberg wave-
packet. During time evolution, however, the wave-packet spreads, its head and
its tail desynchronize with the Rabi evolution of the core, and eventually ap-
proach the region close to the nucleus (where configuration-interaction is most
pronounced) when the core is not in its ground state. Then these parts of the
wave-packet autoionize, and the remaining Rydberg population is reshaped
into a localized wave-packet, since the spreading tails have been chopped off.
Hence, these wave-packets exhibit a rather rapid “melting” (on a time scale of
at most some hundred Kepler periods) – to be compared to hundreds of thou-
sands or even more Kepler cycles performed by non-dispersive wave-packets in
microwave driven hydrogen atoms studied above (which also ionize, however
very slowly, see sec. 7.1).
The present scenario is in some sense reminiscent of the one in sec. 6.1, with a
(quantum) two-level core replacing the rotating molecular core. As mentioned
above, a two-level system alone can only exchange one quantum with the the
outer electron and thus cannot provide an exact phase locking mechanism
for the highly excited Rydberg electron. However, the two-level core is here
driven by an external electromagnetic field and consequently gains an addi-
tional degree of freedom which can be used for the phase locking mechanism.
The drawback is that this phase locking implies losses (through autoioniza-
tion). Nevertheless, the quasi-classical evolution over ∼ 100 Kepler cycles is
still quite impressive, and presumably stems from the relatively sharp confine-
ment of efficient configuration-interaction within a spatial region close to the
inner turning point of the Rydberg wave-packet.
7 Characteristic properties of non-dispersive wave-packets
After presenting several examples of non-dispersive wave-packets in the previ-
ous chapters, we now study their specific properties in more detail. Especially,
several important physical processes which may affect the existence of wave-
packets have so far been hidden under the carpet [177]. The two most impor-
tant ones, at least for driven atoms, are ionization and spontaneous emission,
and they will be discussed in detail below. First, let us briefly discuss the
general properties of wave-packet eigenstates under the variation of various
parameters of the driven system (e.g., microwave amplitude and frequency,
the strength of an external static field, etc.).
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7.1 Ionization rates and chaos assisted tunneling
Atoms driven by microwaves will eventually ionize. Therefore, the non-dispersive
wave-packet states discussed up till now cannot be, rigorously speaking, dis-
crete states, they are rather resonances [23] with some finite life-times. Impor-
tantly, as we shall discuss in detail below, these life-times may be extremely
long, of the order of millions of microwave periods. In that sense, they are com-
parable to those of highly excited atomic Rydberg states, which also decay,
by spontaneous emission, on time scales of few millions of classical periods.
Even more importantly, the life-times of the non-dispersive wave-packets are
typically orders of magnitude larger than the life-times of other states in the
Floquet spectrum: the wave-packets are particularly resistant to ionization.
This is due to the classical confinement of the electron inside the regular is-
land. To ionize, the electron has no other option but to tunnel out of the
classically confining island, before gaining energy by diffusive excitation [131].
The resonance island is strictly confining only for a one-dimensional system.
For multi-dimensional systems, the tori in the resonance islands are not fully
isolating and a very slow classical diffusion process might eventually lead to
ionization. This, however, takes place on extremely long time scales and is com-
pletely negligible in atomic systems. In practice, ionization of the wave-packet
is essentially mediated by a pure quantum process, exponentially unlikely in
the semiclassical limit. As we shall see below, this tunneling process has quite
interesting properties which may be quantitatively described for microwave
driven atoms. More details can be found in [50,65,66].
Due to the initial tunneling step, the life-times of non-dispersive wave-packets
will typically be much longer than those of Floquet states localized in the
chaotic sea surrounding the island [145]. Moreover, since the ionization mech-
anism involves chaotic diffusion, many quantum mechanical paths link the
initial wave-packet to the final continuum. Thus, the life-time of the wave-
packet will reflect the interferences between those different possible paths,
and will sensitively depend on parameters such as the microwave frequency
or amplitude, that affect the interfering paths through the chaotic sea. These
fluctuations, reported first in [50], are perfectly deterministic and resemble
the conductance fluctuations observed in mesoscopic systems [178] . In fig. 51,
we show the fluctuations of the ionization rate (width) of the non-dispersive
wave-packet of the two dimensional hydrogen atom in a circularly polarized
microwave field. The energy levels and widths are obtained as explained in
sec. 3.2, by numerical diagonalization of the complex rotated Hamiltonian.
All the data presented in this section have been obtained in the regime where
the typical ionization rate is smaller than the mean energy spacing between
consecutive levels, so that the ionization can be thought as a small perturba-
tion acting on bound states. The width (although very small) displays strong
fluctuations over several orders of magnitude. Similarly, the real part of the
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Fig. 51. Typical fluctuations of the width (ionization rate) and of the energy (with
respect to its averaged, smooth behavior) of the non-dispersive wave-packet of a
two-dimensional hydrogen atom in a circularly polarized microwave field. The data
presented are obtained for small variations of the effective principal quantum num-
ber n0 = ω
−1/3 around 40, and a scaled microwave electric field F0 = 0.0426. To
show that the fluctuations cover several orders of magnitude, we use a logarithmic
vertical scale, and plot the absolute value of the shift.
energy (i.e., the center of the atomic resonance) displays wild fluctuations. The
latter can be observed only if the smooth variation of the energy level with the
control parameter (following approximately the semiclassical prediction given
by eq. (174)) is substracted. Therefore, we fitted the numerically obtained en-
ergies by a smooth function and substracted this fit to obtain the displayed
fluctuations. Note that these fluctuations are so small that an accurate fit is
needed 34 . This can be easily seen in fig. 30 where, on the scale of the mean
level spacing, these fluctuations are invisible by eye (the level appears as a
straight horizontal line).
The explanation for the fluctuations is the following: in a quantum language,
they are due to the coupling between the localized wave-packet and states
localized in the chaotic sea surrounding the resonance island. While the en-
ergy of the wave-packet is a smooth function of the parameters F and ω, the
energies of the chaotic states display a complicated behavior characterized by
level repulsion and large avoided crossings. It happens often that – for some
parameter values – there is a quasi-degeneracy between the wave-packet eigen-
state and a chaotic state, see the numerous tiny avoided crossings in fig. 30.
There, the two states are efficiently mixed, the wave-packet captures some
part of the coupling of the chaotic state to the continuum and its ionization
34 In particular, the semiclassical expression is not sufficiently accurate for such a
fit.
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width increases (see also [145]). This is the very origin of the observed fluctu-
ations. Simultaneously, the chaotic state repels the wave-packet state leading
to a deviation of the energy from its smooth behavior, and thus to the ob-
served fluctuations. This mechanism is similar to “chaos assisted tunneling”,
described in the literature [179–189] for both, driven one-dimensional and
two-dimensional autonomous systems. There, the tunneling rate between two
symmetric islands – which manifests itself through the splitting between the
symmetric and antisymmetric states of a doublet – may be strongly enhanced
by the chaotic transport between the islands. We have then a “regular” tun-
neling escape from one island, a chaotic diffusive transport from the vicinity
of one island to the other (many paths, leading to interferences and resulting
in large fluctuations of the splitting), and another “regular” tunneling pene-
tration into the second island. In our case, the situation is even simpler – we
have a “regular” tunneling escape supplemented by a chaotic diffusion and
eventual ionization. Thus, instead of the level splitting, we observe a shift of
the energy level and a finite width.
Since these fluctuations stem from the coupling between the regular wave-
packet state and a set of chaotic states, it is quite natural to model such a
situation via a Random Matrix model [65], the approach being directly mo-
tivated by a similar treatment of the tunneling splitting in [187]. For details,
we refer the reader to the original work [65]. It suffices to say here that the
model is characterized by three real parameters: σ – which characterizes the
mean strength of the coupling between the regular state and the chaotic lev-
els, γ – which measures the decay of the chaotic states (due to ionization;
direct ionization transitions from the wave-packet state to the continuum are
negligible), and ∆ – which is the mean level spacing of chaotic levels. The
two physically relevant, dimensionless parameters are γ/∆ and σ/∆. In the
perturbative regime (γ/∆, σ/∆ ≪ 1) it is possible to obtain analytical [65]
predictions for the statistical distribution of the energy shifts P (s) (of the
wave-packet’s energy from its unperturbed value) and for the distribution of
its widths P (Γ). P (s) turns out to be a Cauchy distribution (Lorentzian),
similarly to the tunneling splitting distribution found in [187]. The distribu-
tion of the widths is a bit more complicated (it is the square root of Γ which
is approximately Lorentzian distributed). The perturbative approach fails for
the asymptotic behavior of the tails of the distributions, where an exponential
cut-off is expected and observed in numerical studies [65,187]. By fitting the
predictions of the Random Matrix model to the numerical data of fig. 51, we
may finally extract the values of γ/∆, the strength of the decay, and of σ/∆,
the coupling between the regular and the chaotic states. An example of such a
fit is shown in fig. 52. The numerical data are collected around some mean val-
ues of n0 and F0, typically 1000 data points were used for a single fit [65]. This
allowed us to study the dependence of the parameters γ/∆, σ/∆ on n0 and
F0. The dependence on n0 is shown in fig. 53. Clearly, the tunneling rate σ/∆
decreases exponentially with n0. Since n0 is the inverse of the effective Planck
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Fig. 52. The distribution of energy shifts (a) and ionization widths (b) for the
non-dispersive wave-packet of a two-dimensional hydrogen atom in a circularly po-
larized field, obtained by numerical diagonalization of the Hamiltonian (large bins),
compared to the random matrix model (small bins). Both distributions are shown
on a double logarithmic scale to better visualize the behavior over a large range of
shift and width values. Since the energy shift may be positive or negative, we show
the distribution of its modulus. The random matrix model fits very well the numer-
ical results, with both distributions showing regions of algebraic behavior followed
by an exponential cut-off.
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Fig. 53. Effective tunneling rate σ/∆ of the wave-packet (a), as a function of the
effective quantum number n0 = ω
−1/3 (the inverse of the effective Planck con-
stant), for fixed classical dynamics, F0 = 0.0426. Note the exponential decrease for
sufficiently high n0 (the vertical scale is logarithmic). The corresponding effective
chaotic ionization rate γ/∆ (b) smoothly increases with n0, approximately as n
2
0.
constant in our problem (see the discussion in section 3.3.1 and eq. (147)),
this shows that
σ/∆ ∝ exp
(
− S
h¯eff
)
, (267)
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Fig. 54. The tunneling rate σ/∆ (panel (a)) and the chaotic ionization rate γ/∆
(panel (b)), as a function of the scaled microwave amplitude F0, for wave-packet
eigenstates of a two-dimensional hydrogen atom in a circularly polarized microwave
field. Observe the oscillatory behavior of the tunneling rate. The bumps are due to
secondary nonlinear resonances in the classical dynamics of the system.
where S, corresponding to some effective imaginary action [188], is found to be
given for our specific choice of parameters by S ≃ 0.06± 0.01 (as fitted from
the plot). Such an exponential dependence is a hallmark of a tunneling process,
thus confirming that the wave-packets are strongly localized in the island and
communicate with the outside world via tunneling. The n0 dependence of the
dimensionless chaotic ionization rate γ/∆ is very different: it shows a slow,
algebraic increase with n0. A simple analysis based on a Kepler map [131]
description would yield a linear increase with n0, whereas our data seem to
suggest a quadratic function of n0. This discrepancy is not very surprising,
bearing in mind the simplicity of the Kepler map approach.
Similarly, we may study, for fixed n0, the dependence of γ/∆ and σ/∆ on
F0, i.e. on the microwave field strength. Such studies, performed for both
linear and circular polarizations, have indicated that, not very surprisingly,
the chaotic ionization rate γ/∆ increases rather smoothly with the microwave
amplitude F0. On the other hand, the tunneling rate σ/∆ shows pronounced
non-monotonic variations with F0, see fig. 54. This unexpected behavior can
nontheless be explained [65]. The bumps in σ/∆ occur at microwave field
strengths where secondary nonlinear resonances emerge within the resonance
island in classical phase space. For circular polarization, this corresponds to
some resonance between two eigenfrequencies ω+ and ω− (see sec. 3.4 and
figs. 30,59) of the dynamics in the classical resonance island. Such resonances
strongly perturb the classical dynamics and necessarily affect the quantum
transport from the island.
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Let us stress finally that, even for rather strong microwave fields (say F0 =
0.05), where most of the other Floquet states have life-times of few tens or
hundreds of microwave periods, and irrespective of the polarization of the
driving field or of the dimension of the accessible configuration space (1D, 2D
or 3D), the life-time (modulo fluctuations) of a non-dispersive wave-packet is
typically of the order of 105 Kepler periods, for n0 ≃ 60. This may be used for
their possible experimental detection, see section 8.4.
7.2 Radiative properties
So far, we have considered the interaction of the atom with the coherent
driving field only. However, this is not the full story. Since the driving field
couples excited atomic states, it remains to be seen to which extent sponta-
neous emission (or, more precisely, the coupling to other, initially unoccupied
modes of the electromagnetic field) affects the wave-packet properties. This
is very important, since the non-dispersive wave-packets are supposed to be
long living objects, and spontaneous emission obviously limits their life-time.
Furthermore, we have here an example of decoherence effects due to interac-
tion with the environment. More generally, the interaction of non-dispersive
wave-packets with an additional weak external electromagnetic field may pro-
vide a useful tool to probe their properties. In particular, their localization
within the resonance island implies that an external probe will couple them
efficiently only to neighboring states within the island. In turn, that should
make their experimental characterization easy and unambiguous. Of course,
external drive (microwave field) and probe must not be treated on the same
footing. One should rather consider the atom dressed by the external drive as
a strongly coupled system, or use the Floquet picture described above, and
treat the additional mode(s) of the probe (environment) as a perturbation. We
first start with the simplest situation, where a single mode of the environment
is taken into account.
7.2.1 Interaction of a non-dispersive wave-packet with a monochromatic probe
field
Let us first consider the addition of a monochromatic probe field of frequency
ωp. The situation is very similar to the probing of a time-independent sys-
tem by a weak monochromatic field, with the only difference that the Floquet
Hamiltonian replaces the usual time-independent Hamiltonian. Thus, the weak
probe field may induce a transition between two Floquet states if it is resonant
with this transition, i.e. if h¯ωp is equal to the quasi-energy difference between
the two Floquet states. According to Fermi’s Golden Rule, the transition prob-
ability is proportional to the square of the matrix element coupling the initial
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Floquet state |Ei〉 to the final one |Ef〉.
Using the Fourier representation of Floquet states,
|E(t)〉 =∑
k
exp(−ikωt)|Ek〉, (268)
and averaging over one driving field cycle 2π/ω we get
〈Ef |T |Ei〉 =
∞∑
k=−∞
〈Ekf |T |Eki 〉. (269)
T denotes the transition operator, usually some component of the dipole op-
erator depending on the polarization of the probe beam. If the quasi-energy
levels are not bound states but resonances with finite life-time (for example be-
cause of multiphoton transition amplitudes to the continuum) this approach is
easily extended [18], yielding the following expression for the photoabsorption
cross-section of the probe field at frequency ωp:
σ(ωp) =
4πωpα
c
Im
∑
f
|〈Ef |T |Ei〉|2
[
1
Ef − Ei − ωp +
1
Ef − Ei + ωp
]
(270)
where α is the fine structure constant, and where Ef and Ei are the complex
energies of the initial and final Floquet states. The sum extends over all the
Floquet states of the system. Although the Floquet energy spectrum is it-
self ω-periodic (see sec. 3.1.2), this is not the case for the photoabsorption
cross-section. Indeed, the Floquet states at energies Ef and Ef + ω have the
same Fourier components, but shifted by one unit in k, resulting in different
matrix elements. The photoabsorption spectrum is thus composed of series of
lines separated by ω with unequal intensities. When the driving is weak, each
Floquet state has a dominant Fourier component. The series then appears as
a dominant peak accompanied by side bands shifted in energy by an integer
multiple of the driving frequency ω. In the language of the scattering theory
[18,23,24], these side bands can be seen as the scattering of the probe photon
assisted by one or several photons of the drive. In any case, the Floquet for-
malism is well suited, since it contains this weak driving regime as a limiting
case, as well as the strong driving regime needed to generate a non-dispersive
wave-packet.
7.2.2 Spontaneous emission from a non-dispersive wave-packet
We now address the situation where no probe field is added to the microwave
field. Still, photons of the driving field can be scattered in the (initially empty)
remaining modes of the electromagnetic field. This is thus some kind of spon-
taneous emission or rather resonance fluorescence of the atom under coherent
driving. It can be seen as spontaneous emission of the dressed atom, where
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an initial Floquet state decays spontaneously to another Floquet state with
a lower quasi-energy, the energy difference being carried by the spontaneous
photon. As an immediate consequence, the spectrum of the emitted photons
is composed of the resonance frequencies of the Floquet system, the same that
are involved in eq. (270). The decay rate along a transition depends on the
dipole matrix element connecting the initial and the final states, but also on
the density of modes for the emitted photons. If we consider, for simplicity,
the case of free atoms, one obtains:
Γif =
4α3(Ei − Ef)3
3
|〈Ef |T |Ei〉|2 (271)
where Ei − Ef is the positive energy difference between the initial and final
Floquet states. As the matrix element of the dipole operator T is involved,
clearly the localization properties of the Floquet states will be of primordial
importance for the spontaneous emission process.
The total decay rate (inverse of the life-time) of a state |Ei〉 is obtained by
summing the partial rates Γif connecting the initial state to all states with
lower energy. It is not straightforward to determine which Floquet states con-
tribute most to the decay rate – the two factors in eq. (271) compete: while
|〈Ef |T |Ei〉|2 tends to favor states localized close to the initial state (maximum
overlap), the factor (Ei − Ef)3 (due to the density of modes in free space)
favors transitions to much less excited states. Which factor wins depends on
the polarization of the driving field.
7.2.3 Circular Polarization
Consider first a circularly polarized microwave field. A first analysis of sponta-
neous emission has been given in [59], where the rotating frame (see sec. 3.4)
approach was used. The driven problem becomes then time-independent, and
the analysis of spontaneous emission appears to be simple. This is, however,
misleading, and it is quite easy to omit some transitions with considerable
rate. The full and correct analysis, both in the rotating and in the standard
frame [68], discusses this problem extensively. The reader should consult the
original papers for details.
A crucial point is to realize that the Floquet spectrum of the Hamiltonian in
CP splits into separate blocks, all of them being identical, except for a shift
by an integer multiple of the driving frequency ω. Each block corresponds to
a fixed quantum number κ = k+M where k labels the photon block (Fourier
component) in the Floquet approach, while M is the azimutal quantum num-
ber. This merely signifies that the absorption of a driving photon of circular
polarization σ+ increases M by one unit. In other words, κ is nothing but
the total angular momentum (along the direction of propagation of the mi-
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Fig. 55. Spontaneous emission transitions for the non-dispersive wave-packet of an
atom in a circularly polarized microwave field. The quasi-energy levels of the Flo-
quet Hamiltonian can be split in series labelled by κ (total angular momentum of
the atom and of the microwave field). The various series are identical, except for
an energy shift equal to an integer multiple of the microwave frequency ω. The
arrows indicate possible spontaneous transitions leaving the initial state |0, 0, 0〉.
Only arrows drawn with solid lines are allowed in the harmonic approximation. The
position of the |0, 0, 0〉 wave-packet in each Floquet ladder is indicated by the fat
lines.
crowave field) of the entire system comprising the atom and the driving field.
The separate κ blocks are coupled by spontaneous emission. Since, again, the
spontaneously emitted photon carries one quantum of angular momentum,
spontaneous emission couples states within the same κ-block (for π polariza-
tion of the emitted photon w.r.t. the z axis, which leaves M invariant) or in
neighboring κ-blocks κ′ = κ ± 1 (see fig. 55). σ+ polarization of the emitted
photon gives rise to higher frequency photons since – for the same initial and
final Floquet states – the energy difference in the σ+ channel is larger by h¯ω
than in the π channel (and by 2h¯ω than in the σ− channel), as immediately
observed in fig. 55. As the emission rate, eq. (271), changes with the cubic
power of the energy difference, spontaneous photons with σ+ polarization are
expected to be dominant.
In the absence of any further approximation, the spontaneous emission spec-
trum is fairly complicated - it consists of three series with different polariza-
tions, σ± and π. We may use, however, the harmonic approximation, discussed
in detail in sec. 3.4. The Floquet states localized in the vicinity of the stable
fixed point may be labelled by three quantum numbers |n+, n−, nz〉, corre-
sponding to the various excitations in the normal modes. The non-dispersive
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wave-packet we are most interested in corresponds to the ground state |0, 0, 0〉.
The dipole operator (responsible for the spontaneous transition) may be ex-
pressed as a linear combination of the creation and annihilation operators in
these normal modes. Consequently, we obtain strong selection rules for dipole
transitions between |n+, n−, nz〉 states belonging to different ladders (at most
∆ni = 0,±1 with not all possibilities allowed – for details see [68]). The situ-
ation is even simpler for |0, 0, 0〉, which may decay only via three transitions,
all σ+ polarized (i.e., from the κ block to the κ− 1 block):
– a transition to the |0, 0, 0〉 state in the κ−1 block. By definition, this occurs
precisely at the microwave frequency of the drive. One can view this process
as elastic scattering of the microwave photon;
– a transition to the state |1, 0, 0〉, at frequency ω − ω+;
– a transition to the state |0, 1, 0〉, at frequency ω + ω−.
In the harmonic approximation, explicit analytic expressions can be obtained
for the corresponding transition rates [68]. It suffices to say here that in the
semiclassical limit the elastic component becomes dominant, since its intensity
scales as ω5/3, while the intensities of the other two components are propor-
tional to ω2, i.e., are typically weaker by a factor n0 = ω
−1/3. This implies that
the non-dispersive wave-packet decays exclusively (in the harmonic approxi-
mation) to its immediate neighbor states, emitting a photon with frequency
in the microwave range, comparable to the driving frequency. Direct decay to
the atomic |n = 1, L = M = 0〉 ground state or to weakly excited states of the
system is forbidden by the selection rules of the dipole operator. This is easily
understood: the CP nondispersive ground state wave-packet |0, 0, 0〉 is built
essentially from states with large angular momentum (of the order of n0), and
as it can lose only one unit of angular momentum per spontaneous emission
event, it can decay only to similar states. When the harmonic approxima-
tion breaks down, additional lines may appear, but, for the same reason, in
the microwave range only. Another important observation is that the inelastic
component at ω+ω− is by far stronger than the one at ω−ω+. This is entirely
due to the cubic power of the transition frequency entering the expression for
the rate (271). Note the sign difference, due to the sign difference between ±
modes in the harmonic hamiltonian, eq. (197).
In the semiclassical limit ω = n−30 → 0, the decay is dominated by the elastic
component, and the total decay rate is [68]:
Γ =
2α3ω5/3q−2/3
3
, (272)
what, multiplied by the energy ω of the spontaneous photon, gives the energy
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loss due to spontaneous emission:
dE
dt
=
2α3ω8/3q−2/3
3
=
2α3ω4|xeq|2
3
, (273)
where we used eq. (186). This is nothing but the result obtained from classical
electrodynamics [190] for a point charge moving on a circular orbit of radius
|xeq| with frequency ω. Since the charge loses energy, it cannot survive on
a circular orbit and would eventually fall onto the nucleus following a spiral
trajectory. This model stimulated Bohr’s original formulation of quantum me-
chanics. Let us notice that the non-dispersive wave-packet is the first physical
realization of the Bohr model. There is no net loss of energy since, in our case,
the electron is driven by the microwave field and an emission at frequency
ω occurs in fact as an elastic scattering of a microwave photon. Thus the
non-dispersive wave-packet is a cure of the long-lasting Bohr paradox.
Figure 56 shows the square of the dipole matrix elements connecting the non-
dispersive wave-packet, for n0 = 60 (i.e., microwave frequency ω = 1/60
3)
and scaled microwave field F0 = 0.04446, to other Floquet states with lower
energy. These are the results of an exact numerical diagonalization of the full
Floquet Hamiltonian. They are presented as a stick spectrum because the
widths of the important lines are very narrow on the scale of the figure, which
is given as a function of the energy difference between the initial and the final
state, that is the frequency of the scattered photon. Thus, this figure shows
the lines that could be observed when recording the photoabsorption of a weak
microwave probe field. As expected, there is a dominant line at the frequency
ω of the microwave, and two other lines at frequencies ω−ω− and ω+ω+ with
comparable intensities, while all other lines are at least 10 times weaker. This
means that the harmonic approximation works here very well; its predictions,
indicated by the crosses in the figure, are in good quantitative agreement
with the exact result (apart from tiny shifts recognizable in the figure, which
correspond to the mismatch between the exact and the semiclassical energies
observed in figs. 30 and 59). This is not completely surprising as the energy
levels themselves are well reproduced by this harmonic approximation, see
sec. 3.4.4. However, the photoabsorption spectrum probes the wave-functions
themselves (through the overlaps) which are well known to be much more
sensitive than the energy levels. The good agreement for both the energy
spectrum and the matrix elements is a clear-cut proof of the reliability of the
harmonic approximation for physically accessible principal quantum numbers,
say n0 < 100; in fact, it is good down to n0 ≃ 30, and the non-dispersive
wave-packet exists even for lower n0 values (e.g. n0 = 15 in [49]) although the
harmonic approximation is not too good at such low quantum numbers. There
were repeated claims in the literature [30,44,46,54,62,144] that the stability
island as well as the effective potential are necessarily unharmonic in the
vicinity of the equilibrium point, and that the unharmonic terms will destroy
the stability of the non-dispersive wave-packets. The present results prove that
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Fig. 56. Square of the dipole matrix element (scaled w.r.t. n0, i.e. divided by n
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connecting the |0, 0, 0〉 non-dispersive wave-packet of a three-dimensional hydrogen
atom in a circularly polarized microwave field with other Floquet states, as a func-
tion of the energy difference between the two states. The stick spectrum is the exact
result obtained from a numerical diagonalization with ω = 1/603, corresponding to a
principal quantum number n0 = 60, and scaled amplitude F0 = 0.04446; in natural
units, the microwave frequency ω/2pi is 30.48 GHz, and the microwave amplitude
17.6 V/cm. The crosses represent the analytic prediction within the harmonic ap-
proximation [68]. There are three dominant lines (σ+ polarized) discussed in the
text, other transitions (as well as transitions with σ− or pi polarizations) are negli-
gible, what proves the validity of the harmonic approximation. If a weak probe field
(in the microwave domain) is applied to the system in addition to the driving field,
its absorption spectrum should therefore show the three dominant lines, allowing
an unambiguous characterization of the non-dispersive wave-packet.
these claims are doubly wrong: firstly, as explained in sec. 3.4.4, harmonicity is
not a requirement for non-dispersive wave-packets to exist (the only condition
is the existence of a sufficiently large resonance island); secondly, the harmonic
approximation is clearly a very good approximation even for moderate values
of n0.
Multiplication by the free space density of states transforms fig. 56 in fig. 57,
which shows that the corresponding spontaneous decay rates are very low, of
the order of 100 Hz at most. They are few orders of magnitude smaller than the
ionization rates and thus may be difficult to observe. With increasing n0, the
spontaneous rate decreases algebraically while the ionization rate decreases
exponentially, see sec. 7.2.4. Thus for large n0, the spontaneous emission may
be the dominant process. For F0 ≃ 0.05 the cross-over may be expected around
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Fig. 57. Same as figure 56, but for the decay rates along the different transitions and
in natural units. The density of modes of the electromagnetic field completely kills
the transition at frequency ω − ω+, invisible in the figure. One can see a small line
at frequency approximately ω+2ω− (see arrow), an indication of a weak breakdown
of the harmonic approximation.
n0 = 200. However, for smaller F0, the ionization rate decreases considerably,
and for F0 ≃ 0.03 both rates become comparable around n0 = 60. Still, a rate
of few tens of photons (or electrons in the case of ionization) per second may
be quite hard to observe experimentally.
To summarize, resonance fluorescence of non-dispersive wave-packets in cir-
cularly polarized microwave occurs only in the microwave range (close to the
driving frequency). In particular, the elastic component (dominant in the semi-
classical limit) does not destroy the wave-packet, the wave-packet merely con-
verts the microwave photon into a photon emitted with the same polarization,
but in a different direction. Let us stress that we assumed the free space den-
sity of modes in this discussion. Since the microwave field may be also supplied
to the atom by putting the latter in a microwave cavity, it should be inter-
esting to investigate how the density of modes in such a cavity affects the
spontaneous emission rate either by increasing or decreasing it (see [191] for
a review) or, for special cavities (waveguides), even invalidates the concept of
a decay rate [192,193].
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7.2.4 Linearly polarized microwave
Let us now discuss the spontaneous emission of non-dispersive wave-packets
driven by a linearly polarized microwave field. The situation becomes compli-
cated since we should consider different wave-packets corresponding to (see
fig. 23) extreme librational states (p = 0, located perpendicularly to the po-
larization axis), separatrix states elongated along the polarization axis, and
extreme rotational (maximal p, doughnut shaped) states of the resonantly
driven manifold. Clearly, all these wave-packet states have different localiza-
tion properties and spontaneous emission will couple them to different final
states. No systematic analysis of the effect has been presented until now, only
results based on the simplified one-dimensional model are available [71]. Those
are of relevance for the spontaneous emission of the separatrix based wave-
packet and are reviewed below. Quantitatively we may, however, expect that
the spontaneous emission properties of the extreme rotational wave-packet
will resemble those of the non-dispersive wave-packet in circular polarization.
Indeed, the linearly polarized wave can be decomposed into two circularly
polarized waves, and the extreme rotational state (fig. 24) is a coherent super-
position of two circular wave-packets – each locked on one circularly polarized
component – moving in the opposite sense. The decay of each component can
then be obtained from the preceding discussion.
A completely different picture emerges for other wave-packets. Their electronic
densities averaged over one period are concentrated along either the ρ (extreme
librational) or z axes and do not vanish close to the nucleus (fig. 23). They
have non-negligible dipole elements with Floquet states built on low lying
atomic states (i.e. states practically unaffected by the driving field). Because
of the cubic power dependence of the decay rate, eq. (271), on the energy of
the emitted photon, these will dominate the spontaneous emission. Thus, in
contrast to the CP case, spontaneous decay will lead to the destruction of
the wave-packet. A quantitative analysis confirms this qualitative picture. To
this end, a general master equation formalism can be developed [71], which
allows to treat the ionization process induced by the driving field exactly,
while the spontaneous emission is treated perturbatively, as in the preceding
section. Applied to the one-dimensional model of the atom (sec. 3.3.1), with
the density of field modes of the real three-dimensional world, it is possible
to approximately model the behaviour of the separatrix states of the three-
dimensional atom.
A non-dispersive wave-packet may decay either by ionization or by sponta-
neous emission, the total decay rate being the sum of the two rates [71]. Like
in the CP case, the decay rate to the atomic continuum decreases exponentially
with n0 (since it is essentially a tunneling process, see sec. 7.1, eq. (267)) while
the spontaneous decay rate depends algebraically on n0 [22]. The wave-packet
is a coherent superposition of atomic states with principal quantum number
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Fig. 58. Comparison of the spontaneous decay rate, the ionization rate, and their
sum, for a non-dispersive wave-packet in a linearly polarized microwave field, as a
function of the principal quantum number n0. Microwave amplitude F0 = 0.04442,
decay rates in atomic units. The full decay rate exhibits a cross-over from a dom-
inantly coherent (ionization) to a dominantly incoherent (spontaneous emission)
regime. The fluctuations of the rate present in the coherent regime are suppressed
in the incoherent regime. The data presented here are obtained by an exact numer-
ical calculation on the one-dimensional model of the atom [71], see sec. 3.3.1.
close to n0 = ω
−1/3, and the dipole matrix element between an atomic state n
and a weakly excited state scales as n−3/2[22]. Since the energy of the emitted
photon is of order one (in atomic units), eq. (271) shows that the spontaneous
emission rate should decrease like α3/n30. The numerical results, presented in
fig. 58, fully confirm this 1/n30 prediction. However, the spontaneous decay of
real, 3D wave-packets with near 1D localization properties (see fig. 23, middle
column, and fig. 38) is certainly slower. Indeed, these states are combinations
of atomic states with various total angular momenta L; among them, only
the low-L values decay rapidly to weakly excited states, the higher L com-
ponents being coupled only to higher excited states. In other words, they are
dominantly composed by extremal parabolic Rydberg states, which have well-
known decay properties [22]. Altogether, their decay rate is decreased by a
factor of the order of n0, yielding a n
−4
0 law instead of n
−3
0 .
On the other hand, since the ionization process is dominated by tunneling in
the direction of the microwave polarization axis [43,67,87,194], the ionization
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rate in 3D remains globally comparable to the ionization rate in 1D, for the
wave-packet launched along straight line orbits. This remains true even if the
generic fluctuations of the ionization rate (see section 7.1) may induce locally
(in some control parameter) large deviations between individual 3D and 1D
decay rates 35 . Therefore, the transition from dominant ionization to dominant
spontaneous decay will shift to slightly higher values of n0 in 3D. As in the
CP case studied above, this cross-over may be moved to smaller values of n0
by reducing the ionization rate, i.e., by decreasing F0.
7.3 Non-dispersive wave-packet as a soliton
The non-dispersive character of the wave-packets discussed in this review
brings to mind solitons, i.e. solutions of nonlinear wave equations that propa-
gate without deformation: the non-linearity is there essential to overcome the
spreading of the solution. The non-dispersive wave-packets discussed by us
are, on the other hand, solutions of the linear Schro¨dinger wave equation, and
it is not some non-linearity of the wave equation which protects them from
spreading, but rather the periodic driving. Thus, at first glance, there seems to
be no link between both phenomena. This is not fully correct. One may con-
ceive non-dispersive wave-packets as solitonic solutions of particular nonlinear
equations, propagating not in time, but in parameter space [63]. The evolution
of energy levels in such a space, called “parametric level dynamics”, has been
extensively studied (see [15,195] for reviews), both for time-independent and
for periodically time-dependent systems. In the latter case, the energy levels
are the quasi-energies of the Floquet Hamiltonian (see sec. 3.1.2).
For the sake of simplicity, we consider here the two-dimensional hydrogen
atom exposed to a circularly polarized microwave (sec. 3.4.3), where the ex-
plicit time dependence can be removed by transforming to the rotating frame
(see sec. 3.4.4), but completely similar results are obtained for the Floquet
Hamiltonian of any periodically time-dependent system. The Hamiltonian,
given by eq. (184),
H =
~p2
2
− 1
r
+ Fx− ωLz, (274)
may be thought of as an example of a generic system of the form
H(λ) = H0 + λV, (275)
where λ is a parameter. In our case, for example, the microwave amplitude
35A similar behaviour is observed in circular polarization for the 2D and 3D non-
dispersive wave-packets: they exhibit comparable ionization rates, but distinct fluc-
tuations [50].
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may be tuned, leading to V = x and λ = F . The interesting quantities are
then the eigenvalues Ei(λ) and the eigenfunctions |ψi(λ)〉 of eq. (275). Differ-
enciating the Schro¨dinger equation with respect to λ, one shows (with some
algebra) [15] that the behavior of Ei(λ) with λ may be viewed as the motion
of N fictitious classical particles (where N is the dimension of the Hilbert
space) with positions Ei and momenta pi = Vii = 〈ψi|V |ψi〉, governed by the
Hamiltonian
Hcl =
N∑
i=1
p2i
2
+
1
2
N∑
i=1
N∑
j=1,j 6=i
| Lij |2
(Ej − Ei)2 , (276)
where Lij = (Ei −Ej)〈ψi|V |ψj〉 are additional independent variables obeying
the general Poisson brackets for angular momenta. The resulting dynamics,
although nonlinear, is integrable [15].
Let us now consider the parametric motion of some eigenstate | n+, n−〉, for
example of the ground state wave-packet |0, 0〉. Its coupling to other states is
quite weak – because of its localization in a well defined region of phase space –
and the corresponding Lij are consequently very small. If we first suppose that
the wave-packet state is well isolated (in energy) from other wave-packets (i.e.,
states with low values of n+, n−), the fictitious particle associated with |0, 0〉
basically ignores the other particles and propagates freely at constant velocity.
It preserves its properties across the successive interactions with neighboring
states, in particular its shape: in that sense, it is a solitonic solution of the
equations of motion generated by Hamiltonian (276).
Suppose that, in the vicinity of some F values, another wave-packet state
(with low n+, n− quantum numbers) becomes quasi-degenerate with |0, 0〉.
In the harmonic approximation, see sec. 3.4.4, the two states are completely
uncoupled; it implies that the corresponding Lij vanishes and the two levels
cross. The coupling between the two solitons stems from the difference be-
tween the exact hamiltonian and its harmonic approximation, i.e. from third
order or higher terms, beyond the harmonic approximation. Other |n+, n−〉
states having different slopes w.r.t. F induce “solitonic collisions” at some
other values of F . To illustrate the effect, part of the spectrum of the two-
dimensional hydrogen atom in a CP microwave is shown in fig. 59, as a func-
tion of the scaled microwave amplitude F0. For the sake of clarity, the energy
of the ground state wave-packet |0, 0〉 calculated in the harmonic approxima-
tion, eq. (174) is substracted, such that it appears as an almost horizontal line.
Around F0 = 0.023, it is crossed by another solitonic solution, corresponding
to the |1, 4〉 wave-packet 36 , what represents the collision of two solitons. Since
this avoided crossing is narrow and well isolated from other avoided crossings,
36 Similarly to the wave-packet |1, 3〉 discussed in fig. 30, the semiclassical harmonic
prediction for the energy of |1, 4〉 is not satisfactory. However, the slope of the energy
level is well reproduced as a function of F0.
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Fig. 59. The quasi-energy spectrum of a two-dimensional hydrogen atom in a cir-
cularly polarized microwave field, as a function of the scaled microwave amplitude
F0 (for n0 = 60). In order to emphasize the dynamics of wave-packet states, the
semiclassical prediction, eq. (174) for the ground state wave-packet energy is sub-
stracted from the numerically calculated energies. Consequently, the ground state
wave-packet |0, 0〉 is represented by the almost horizontal line. The dashed line rep-
resents the semiclassical prediction for the |1, 4〉 wave-packet. Although it is rather
far from the exact result, the slope of the energy level is well reproduced. The size
of the avoided crossing between the “solitonic” levels |0, 0〉 and |1, 4〉 is a direct
measure of the failure of the harmonic approximation.
the wave-functions before and after the crossing preserve their shape and char-
acter, as typical for an isolated two-level system. This may be further verified
by wave-function plots before and after the collision (see [63] for more details).
The avoided crossings become larger (compare fig. 30) with increasing F0. In
fact, as mentioned in sec. 3.4.4, we have numerically verified that the solitonic
character of the ground state wave-packet practically disappears at the 1 : 2
resonance, close to F0 ≃ 0.065 [63]. For larger F0, while one may still find
nicely localized wave-packets for isolated values of F0, the increased size of the
avoided crossings makes it difficult to follow the wave-packet when sweeping
F0. For such strong fields, the ionization rate of wave-packet states becomes
appreciable, comparable to the level spacing between consecutive states and
the simple solitonic model breaks down. In order to understand the variations
of the (complex) energies of the resonances with F , a slightly more complicated
model – level dynamics in the complex plane – should be used [15].
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8 Experimental preparation and detection of non-dispersive wave-
packets
In the preceding chapters, we have given an extensive theoretical description of
the characteristic properties of non-dispersive wave-packets in driven Rydberg
systems. We have seen that these surprisingly robust “quantum particles”
are ubiquitous in the interaction of electromagnetic radiation with matter.
However, any theoretical analysis needs to be confronted with reality, and
we have to deal with the question of creating and identifying non-dispersive
wave-packets in a laboratory experiment. In our opinion, none of the currently
operational experiments on the interaction of Rydberg atoms with microwave
fields allows for an unambiguous identification of non-dispersive wave-packets,
although some of them [133] certainly have already populated such states.
In the following, we shall therefore start out with a brief description of the
typical approach of state of the art experiments, and subsequently extend on
various alternatives to create and to probe non-dispersive wave-packets in a
real experiment. We do not aim at a comprehensive review on the interaction
of Rydberg atoms with microwave fields, but rather refer to [43,32,69,133,196]
for a detailed treatment of various aspects of this intricate problem. Here, we
strictly focus on issues pertinent to our specific purpose.
8.1 Experimental status
The theoretical interest in the interaction of Rydberg states of atomic hy-
drogen with low frequency electromagnetic fields has been triggered by early
experiments [135] which showed a surprisingly efficient excitation and subse-
quent ionization of the atoms by the field. More precisely, a microwave field
of frequency ω comparable to the energy difference between the initial atomic
state and its nearest neighbor was observed to induce appreciable ionization,
for atom-field interaction times of approx. 100 driving field cycles, and for field
amplitudes beyond a certain threshold value (of the order of 5 − 10% of the
Coulomb field experienced by the Rydberg electron on its unperturbed Kepler
orbit). This threshold behavior of the ionization probability as a function of
the driving field amplitude rather than of the driving frequency – in appar-
ent contradiction to the photoeffect – motivated a theoretical analysis of the
classical dynamics of the Rydberg electron under external driving. It turned
out that the ionization threshold marks the transition from regular to chaotic
classical dynamics of the driven electron [197].
The microwave ionization of atomic Rydberg states was thus identified as an
experimental testing ground for quantum transport under the conditions of
classically mixed regular chaotic dynamics, where the transport was simply
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measured by the experimentally observed ionization yield, or – with some
additional experimental effort – by the time dependent redistribution of the
atomic population over the bound states [198–201]. Depending on the precise
value of the scaled frequency ω0 – the ratio of the microwave frequency ω to the
Kepler frequency ΩKepler of the initially excited Rydberg atom, eq. (134) – of
the driving field, theory soon predicted essentially “classical” ionization yields
(ω0 < 1.0), or some quantum suppression of chaotic ionization (ω0 > 1.0) [202],
mediated by the quantum mechanical interference effect known as dynamical
localization, analogous to Anderson localization in the electronic transport
through disordered solids [203–208]. The physical process involved in chaotic
ionization is classically deterministic diffusion, therefore essentially statistical
in nature, and insensitive to the details of the transport process. Correspond-
ingly, the mere ionization probability condenses all details of the ionization
process in one single number, without revealing details on individual local
structures in phase space. It reflects the statistical characteristics of the excita-
tion process, rather than the population of some well defined individual atomic
states in its course [43,145]. Hence, state of the art experiments are “blind” for
the details of the atomic excitation process on the way to ionization, and there-
fore not suitable for the unambiguous identification of individual eigenstates
of the atom in the field, notably of non-dispersive wave-packets. The case is
getting worse with additional complications which are unavoidable in a real
experiment, such as the unprecise definition of the initial state the atoms are
prepared in [133,137,209–216], the experimental uncertainty on the envelope
of the amplitude of the driving field experienced by the atoms as they enter
the interaction region with the microwave (typically a microwave cavity or
wave guide) [200,211,217], stray electric fields due to contact potentials in the
interaction region, and finally uncontrolled noise sources which may affect the
coherence effects involved in the quantum mechanical transport process [218].
On the other hand, independent experiments on the microwave ionization of
Rydberg states of atomic hydrogen [132,137], as well as on hydrogenic initial
states of lithium [217], did indeed provide hard evidence for the relative sta-
bility of the atom against ionization when driven by a resonant field of scaled
frequency ω0 ≃ 1.0. Furthermore, in the hydrogen experiments, this stabil-
ity was observed to be insensitive to the polarization of the driving field, be
it linear, circular or elliptical [134]. These experimental findings suggest that
some atomic dressed states anchored to the principal resonance island in the
classical phase space are populated by switching on the microwave field, since
these states tend to be more stable against ionization than states localized in
the chaotic sea [145], see section 7.1.
Consequently, for an unambiguous preparation and identification of non-dispersive
wave-packets launched along well defined classical trajectories the experimen-
tal strategy has to be refined. We suggest two techniques for their preparation:
– The direct, selective optical excitation from a low lying state in the presence
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of the microwave field. This approach actually realizes some kind of “Floquet
state absorption spectroscopy” [64].
– The preparation of the appropriate atomic initial state – optionally in the
presence of a static field – followed by switching the microwave field on the
appropriate time scale to the desired maximum field amplitude [219].
Two, possibly complementary methods should allow for an efficient detection
of such wave-packets:
– Floquet spectroscopy – this time involving either microwave or optical tran-
sitions between states dressed by the microwave field;
– Measurements of the time-dependence of the ionization yield of the non-
dispersive wave-packet. This requires the ability to vary the interaction time
between the atoms and the microwave by more than one order of magnitude
[43,145,217,220–222].
All these techniques are experimentally well-developed and actually realized in
different, currently operational experimental settings [217,220,223]. The only
prerequisite for an unambiguous identification of non-dispersive wave-packets
therefore remains an experimental set-up which allows to follow these comple-
mentary strategies simultaneously.
8.2 Direct preparation
The most straightforward way to populate a non-dispersive wave-packet state
is its direct optical excitation in the presence of the driving field, from a
weakly excited state of the system at energy E0. In section 7.2.1, we have
discussed how a weak electromagnetic probe field can induce transitions be-
tween Floquet states. This is particularly easy if one of the states involved is
in an energetically low lying state. Such a state is practically unaffected by
the driving microwave field (which is weak as compared to the Coulomb field
experienced by a deeply bound state, and very far from any resonance), such
that the corresponding Floquet state is almost exactly identical with the time-
independent atomic state. In other words, all the Fourier components of the
Floquet state vanish, except the k = 0 component, which represents the un-
perturbed atomic state |φ0〉. In such a case, the photoexcitation cross-section
(270) becomes (neglecting the anti-resonant term):
σ(ωp) =
4πωpα
c
Im
∑
f
|〈E0f |T |φ0〉|2
1
Ef − E0 − ωp , (277)
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where the sum extends over all Floquet states with energy Ef and involves
only their k = 0 Fourier component 37 .
Eq. (277) shows that the excitation probability exhibits a maximum any time
the laser is scanned across a frequency which is resonant with the transition
from the 1s ground state |φ0〉 to a specific dressed state of the atom in the
field. Fig. 60 shows an example for the photoabsorption probability from the
ground state of atomic hydrogen in the presence of a microwave field and a
parallel static electric field. The microwave frequency is resonant with atomic
transitions in the region of n0 ≃ 60. Clearly, the cross-section shows extremely
narrow peaks each of which corresponds to a Floquet eigenstate of the atom in
the field. As a matter of fact, the state marked by the arrow is similar to the
dressed state of the 3D atom displayed in fig. 38, a wave-packet periodically
moving along the field polarization axis. As obvious from the figure, this state
can be efficiently reached by direct excitation from the ground state. Fur-
thermore, due to its sharp signature in σ(ωp), it is easily and unambiguously
identified. On the other hand, this kind of preparation of the wave-packet
is obviously reserved to those dressed states which have nonvanishing over-
lap with the deeply bound atomic states. For wave-packets tracing circular
or elliptical orbits far from the nucleus, another strategy is needed, that is
discussed below.
A slightly adapted spectroscopic approach should be equally useful for the
unambiguous identification of wave-packet eigenstates. Instead of probing the
dressed spectrum from a weakly excited state using a laser field, one may
equally well probe the local structure of the dressed spectrum in the vicinity
of the wave-packet eigenstate by inducing transitions from the wave-packet
to neighboring states by a second, weak microwave field of linear or circular
polarization [224]. Such stimulated transitions will be mediated by the dipole
matrix elements given in equation (269), and allow to measure the energy
spacings in the immediate vicinity of the wave-packet state directly. Hence,
microwave probe spectroscopy should be an extremely sensitive probe, since
it allows for the unambiguous identification of the wave-packet via the char-
acterization of its local spectral environment.
Given the spectroscopic resolution which is nowadays available in the optical as
well as in the microwave domain, the spectroscopic approach outlined above
seems to be the method of choice for an unambiguous identification, and –
where possible – for an efficient launch of nondispersive wave-packets along a
periodic orbit of the classical dynamics. What it requires, however, is a precise
determination of Floquet spectra from the accompanying quantum calculation.
37Alternatively, the sum could be rewritten as a sum over one Floquet zone only,
with all the Fourier components |φkf 〉 involved, with the denominator replaced by
Ef + kω − E0 − ωp.
157
−1.36 −1.35 −1.34
0
1
2
3
4
Energy (10−4 a.u.)
Sq
ua
re
 d
ip
ol
e 
(10
−
7 a
.u
.)
Fig. 60. Photo-excitation of highly excited Rydberg states of the hydrogen atom in
the presence of a linearly polarized microwave field of frequency ω/2pi = 30.48 GHz
and amplitude F = 7.93 V/cm and a parallel static electric field Fs = 2.38 V/cm.
The initial state is the ground state of the atom, and the polarization of the probe
beam is parallel to the static and microwave fields. The spectrum is displayed in the
region where Floquet states are mainly composed of Rydberg states with principal
quantum number around n0 = 60, while the microwave driving is resonant with the
Kepler frequency of such states. Hence, some of the Floquet states are trapped in the
non-linear resonance island and behave as non-dispersive wave-packets. Of special
interest is the state marked with an arrow, which is similar to the non-dispersive
wave-packet displayed in fig. 38, localized in all three dimensions of space (the field
amplitude is slightly different). Its large photo-excitation probability should make
a direct experimental preparation possible. At the scale of the figure, the width of
the various lines is very small, and the spectrum is almost a pure stick spectrum.
Fortunately, both for hydrogen and for alkali atoms, the necessary theoretical
quantum data may be obtained from already existing software [225,226].
Although we elaborated in this review paper only the case of the hydrogen
atom, the general concepts are also fruitful for non-hydrogenic atoms. Indeed,
the major difference between the Rydberg electron in a hydrogen atom and
in a non-hydrogenic atom is the existence in the latter case of an ionic core
which affects the classical and quantum dynamics of the Rydberg electron. On
the scale of a Rydberg atom, the ionic core is a extremely small object which
will thus induce a very local perturbation. As long as the Rydberg electron
does not approach the ionic core, it behaves completely similarly in hydrogen
or non-hydrogenic atoms. Thus, the properties of non-dispersive wave-packets
tracing circular or elliptical classical orbits are essentially independent of the
ionic core, and the hydrogenic analysis holds. For orbits which come close to
the nucleus, the ionic core may scatter the Rydberg electron. Thus, instead of
being indefinitely trapped on a torus inside a resonance island, it may happen
that the Rydberg electron hops from a torus to another one when it gets close
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to the nucleus. This of course will affect the long time classical and quantum
dynamics. Nevertheless, it remains true that most of the time the classical
dynamics – and consequently the phase locking phenomenon responsible for
the existence of non-dispersive wave-packets – is identical to the hydrogenic
dynamics. From the quantum point of view, the ionic core is responsible for the
existence of non-zero quantum defects in the low angular momentum channels.
The energy levels, mixed by the microwave driving, will thus be significantly
shifted from their hydrogenic positions. However, the structure of the energy
levels – grouped in manifolds – will essentially survive, see [225]. It is likely
that some non-dispersive wave-packets also exist in non-hydrogenic atomic
species.
8.3 Preparation through tailored pulses
Another, indirect method for preparing non-dispersive wave-packets is also
available. This will be the method of choice for wave-packets moving along
classical orbits of large angular momentum (small eccentricity). Such states,
obviously, are not accessible to a direct optical excitation from weakly excited,
low angular momentum states. The same general scheme may be also appli-
cable to high eccentricity wave-packets although in that case we expect that
the direct excitation may be more efficient and flexible. The method to be dis-
cussed here consists of two stages. We first prepare the atom in a well chosen
and well defined initial highly excited state, and then turn the microwave field
on relatively slowly, from zero amplitude to its plateau value Fmax.
A non-dispersive wave-packet is a single eigenstate |E〉 of the Floquet Hamilto-
nian describing the driven system at fixed driving field amplitude F. As shown
in sections 3.3.2, 3.4 and 7.3, the evolution of the quasienergies of the driven
atom with an external control parameter like the driving field amplitude is
rather complicated. It reflects the dramatic transformation of the structure
of classical phase space, manifesting in an abundance of avoided crossings of
various sizes in the level dynamics. Still, as exemplified in figs. 9, 30, and
59, the wave-packet states may be followed rather easily under changes of F
(parametrized by t, during the switching of the pulse) in the level dynamics,
in agreement with their “solitonic” character (see section 7.3). Nontheless, the
very same figures illustrate clearly that the targeted wave-packet state under-
goes many avoided crossings as the microwave amplitude is swept. To remain
in a single eigenstate, the avoided crossings should be passed either adiabat-
ically or diabatically, with a branching ratio at an individual crossing being
described by the well known Landau-Zener scenario [7,227]. Consequently, if
we want to populate an individual wave-packet eigenstate from a field free
atomic state |ψ0〉, we need some knowledge of the energy level dynamics.
Then it is possible to identify those field free states which are connected to
159
the wave-packet via adiabatic and/or diabatic transitions in the network of
energy levels, and subsequently to design F (t) such as to transfer population
from |ψ0〉 to |E〉 most efficiently. A precise experimental preparation of |ψ0〉 is
the prerequisite of any such approach.
When the driving field is increased from zero, the major modification in the
classical phase space is the emergence of the resonance island (see figs. 22, 25,
26). Quantum mechanically, the states with initial principal quantum number
close to n0 = ω
−1/3 will enter progressively inside the resonance island. For
a one-dimensional system, the Mathieu equation, discussed in section 3.1.4,
fully describes the evolution of the energy levels in this regime. As shown for
example in figure 9, the non-dispersive wave-packet with the best localization,
i.e. N = 0, is – in this simple situation – adiabatically connected to the field-
free state with principal quantum number closest to n0, i.e. the eigenstate
κ = 0 of the Mathieu equation. When the Mathieu parameter q, eq. (100), is
of the order of unity, the state of interest is trapped in the resonance island,
which happens at field amplitudes given by eq. (150) for the one-dimensional
atom, and for linear polarization of the microwave field. A similar scaling is
expected for other polarizations, too. In the interval F ≤ Ftrapping, the field
has to be increased slowly enough such as to avoid losses from the ground
state to the excited states of the Mathieu equation, at an energy separation of
the order of n−40 . The most favorable situation is then the case of “optimal”
resonance (see section 3.1.2), when n0 is an integer, the situation in figure 9.
The wave-packet state is always separated from the other states by an energy
gap comparable to its value at F = 0, i.e. of the order of 3/(2n40). The situation
is less favorable if n0 is not an integer, because the energy gap between the
wave-packet of interest and the other states is smaller when F → 0. The worst
case is met when n0 is half-integer: the free states n0 + 1/2 and n0 − 1/2 are
quasi-degenerate, and selective excitation of a single wave-packet is thus more
difficult.
The appropriate time scale for switching on the field is given by the inverse of
the energy splitting, i. e. for “optimal” resonance
τtrapping ∼ n40 = n0 × 2π/ω, (278)
or n0 driving field periods.
Once trapped in the resonance island, the coupling to states localized outside
the island will be residual – mediated by quantum mechanical tunneling, see
section 7.1 – and the size of the avoided crossings between the trapped and
the untrapped states is exponentially small. After adiabatic switching into the
resonance island on a time scale of n0 Kepler orbits, we now have to switch
diabatically from Ftrapping to some final F value, in order to avoid adiabatic
losses from the wave-packet into other states while passing through the avoided
crossings.
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The preceding discussion is based on a one-dimensional model and the Mathieu
equation. Taking into account the other “transverse” degrees of freedom is not
too difficult. Indeed, as noticed in sections 3.3.2, 3.4, the various time scales
of the problem are well separated. The transverse motion is slow and can be
adiabatically separated from the fast motion in (Iˆ , θˆ). Instead of getting a
single set of energy levels, one gets a family of sets, the various families being
essentially uncoupled. An example for the 3D atom in a linearly polarized
microwave field is shown in fig. 22. It follows that the estimate for the trapping
field and the switching time are essentially the same as for 1D systems. Inside
the resonance island, the situation becomes slightly more complicated, because
there is not a single frequency for the secular motion, but several frequencies
along the transverse degrees of freedom. For example, in CP, it has been
shown that there are three eigenfrequencies, eqs. (194,195), in the harmonic
approximation – see section 3.4.4. This results in a large number of excited
energy levels which may have avoided crossings with the “ground state”, i.e.
the nondispersive wave-packet we want to prepare. As shown in section 7.3,
most of these avoided crossings are extremely small and can be easily crossed
diabatically. However, some of them are rather large, especially when there
is an internal resonance between two eigenfrequencies. Examples are given in
figs. 30 and 59, where ω+ = 3ω− and ω+ = 4ω−, respectively.
These avoided crossings are large and dangerous, because the states involved
lie inside the resonance island, which thus loses its protective character. They
are mainly due to the unharmonic character of the Coulomb potential. Their
size may be qualitatively analyzed as we do below on the CP example, ex-
pecting similar sizes of the avoided crossings for any polarization.
The unharmonic corrections to the harmonic approximation around the sta-
ble fixed point xe, pe in the center of the nonlinear resonance – as outlined in
section 3.4 – are due to the higher order terms (−1)j x˜j/j!xj+1e in the Taylor
series of the Coulomb potential, where x˜, y˜ are excursions from the equilibrium
position. x˜ and y˜ can be expressed as linear combinations of a†± and a± oper-
ators [68] giving x˜, y˜ ∼ ω−1/2 ∼ n3/20 . Furthermore, the equilibrium distance
from the nucleus scales as the size of the atom, xe ∼ n20, and, therefore,
x˜j/xj+1e ∼ n(
−2− j
2)
0 . (279)
A state |n+, n−〉 is obtained by the excitation of N+ quanta in the ω+-mode
and of N− quanta in the ω−-mode, respectively, i. e. by the application of the
operator product (a†+)
n+(a†−)
n− on the wave-packet state |0, 0〉, which – by
virtue of eq. (279) – will be subject to an unharmonic correction scaling like
∆Eunharmonic ∼ n
(
−2−
n++n−
2
)
0 . (280)
Hence, the size of the avoided crossings between the wave-packet eigenstate
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and excited states of the local potential around the stable fixed point decreases
with the number of quanta in the excited modes.
In addition, we can determine the width ∆Funharmonic of such avoided crossings
in the driving field amplitude F , by differentiation of the energy (198) of
|n+, n−〉 with respect to F . Then, the difference between the energies of two
eigenstates localized in the resonance island is found to scale like Fn0. Defining
∆Funharmonic by the requirement that Fn0 be of the order of ∆Eunharmonic, we
find
∆Funharmonic ∼ n
(
−3−
n++n−
2
)
0 . (281)
Since we want to switch the field to a maximum value Fmax ∼ n−40 , the Landau-
Zener formula
τ ∼ Fmax
∆E∆F
(282)
yields
τunharmonic ∼ nn−+n++10 ∼ nn−+n+−20 microwave periods (283)
for the scaling behavior of the time scale which guarantees diabatic switching
through avoided crossings of the wave-packet eigenstate with excited states of
the elliptic island. Let us stress that this is only a very rough estimate of the
switching time, some numerical factors (not necessarily close to unity) are not
taken into account.
The above predictions can be checked, e.g., by a numerical integration of the
time dependent Schro¨dinger equation for a microwave-driven atom, taking into
account the time-dependent amplitude of the field. An exemplary calculation
on the two-dimensional model atom (see sec. 3.4.3) can be found in [61], for
CP driving. Fig. 61 shows the evolution of the electronic density of the atomic
wave-function (initially prepared in the circular Rydberg state n = M = 60)
during the rising part of the driving field envelope, modeled by
F (t) = Fmax sin
2
(
πt
2Tswitch
)
. (284)
The driving field frequency was chosen according to the resonance condition
with the n0 = 60 state, with a maximum scaled amplitude F0,max = 0.03.
Inspection of fig. 59 shows that, for this value of Fmax, the crossing between
the wave-packet eigenstate and the state |n+ = 1, n− = 4〉 has to be passed
diabatically after adiabatic trapping within the principal resonance. By virtue
of the above estimations of the adiabatic and the diabatic time scales, the
switching time (measured in driving field cycles) has to be chosen such that
n0 < Tswitch < n
3
0 (in microwave periods). Clearly, the pulse populates the de-
sired wave-packet once the driving field amplitude reaches its maximum value.
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Fig. 61. Snapshots of the electronic density for a two-dimensional hydrogen atom
exposed to a circularly polarized microwave field with increasing amplitude. The mi-
crowave field amplitude is switched on according to eq. (284), with maximum scaled
field F0,max = 0.03 and Tswitch = 400 × 2pi/ω, where ω is resonant with n0 = 60
(frequency ω = 1/(60.5)3). The evolution of the initial circular state n = M = 60
is numerically computed by solving the time dependent Schro¨dinger equation in a
convenient Sturmian basis. Top-left – t = 0 (initial circular state); top-middle –
t = 20 microwave periods; top-right – t = 60 periods, bottom-left – t = 100 periods;
bottom-middle – the final state, t = 400 periods; bottom-right – the non-dispersive
wave-packet (exact Floquet eigenstate): it is almost indistinguishable from the pre-
vious wave-function, what proves that the excitation process efficiently and almost
exclusively populates the state of interest. The box extends over 10000 Bohr radii
in both directions, with the nucleus at the center. The microwave field is along the
horizontal axis, pointing to the right.
More quantitatively, the overlap of the final state after propagation of the time-
dependent Schro¨dinger equation with the wave-packet eigenstate of the driven
atom in the field (bottom-right panel) amounts to 94%. Since losses of atomic
population due to ionization are negligible on the time scales considered in
the figure, 6% of the initial atomic population is lost during the switching
process. The same calculation, done for the realistic three-dimensional atom
with n0 = 60 gives the same result, proving that the z-direction (which is
neglected in the 2D model) is essentially irrelevant in this problem. Figure 62
shows the efficiency of the proposed switching scheme as a function of the
switching time Tswitch, expressed in units of microwave periods. Observe that
too long switching times tend to be less effective, since the avoided crossings
passed during the switching stage are not traversed diabatically. The rough
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Fig. 62. Overlap between the wave-function obtained at the end of the microwave
turn-on and the exact target state representing the non-dispersive wave-packet,
as a function of the switching time Tswitch, for the two-dimensional hydrogen atom
(circles). The filled squares indicate the results obtained for a fully three-dimensional
atom. Fmax, ω, and n0 as in fig. 61.
estimate, eq. (283), overestimates the maximum switching time by one order
of magnitude. On the other hand, too short switching times do not allow the
wave-packet to localize inside the resonance island. However, a wide range of
switching times remains where good efficiency is achieved.
For a given initial state |ψ0〉 of the atom, only the resonance condition defining
the driving field frequency is to some extent restrictive, as depicted in fig. 63.
It is crucial that the initially excited field-free state is adiabatically connected
(through the Mathieu equation) to the ground state wave-packet. The best
choice is “optimal resonance”, but the adiabaticity is preserved if n0 is changed
by less than one half, see section 3.1.2. This corresponds to a relative change
of ω of the order of 3/2n0. Given the spectral resolution of presently available
microwave generators, the definition of the frequency with an accuracy of less
than 1% is not a limitation. The exact numerical calculation displayed in fig. 63
fully confirms that efficient excitation is possible as long as n0 = ω
−1/3 − 1/2
matches the effective principal quantum number of the initially excited field-
free state within a margin of ±1/2 (in the range [59.5,60.5]).
In conclusion, the preparation of non-dispersive wave-packets by excitation of
a Rydberg state followed by careful switching of the microwave field can be
considered as an efficient method, provided a clean experimental preparation
164
59 60 61
0.0
0.2
0.4
0.6
0.8
1.0
n0
EX
CI
TA
TI
O
N 
PR
O
BA
BI
LI
TY
Fig. 63. Overlap between the wave-function obtained at the end of the microwave
turn-on and the exact target state representing the non-dispersive wave-packet as
a function of n0, obtained for the two-dimensional hydrogen atom (circles). Fmax is
as in fig. 61, and the switching time is Tswitch = 250 microwave periods. The initial
state corresponds to a circular n = 60 state of a 2D hydrogen atom.
of the atomic initial state can be achieved. Furthermore, the boundaries –
eqs. (278) and (283) – imposed on the time scale for the switching process
leave a sufficient flexibility for the experimentalist to efficiently prepare the
wave-packet. A final word is in place on the homogeneity of the driving field
amplitude experienced by the atoms in the “flat top region” of the interac-
tion, i.e. after the switching from the field free state into the wave-packet
state at F (t) = Fmax. In any laboratory experiment, a slow drift of the ampli-
tude will be unavoidable over the interaction volume. Hence, slightly different
non–dispersive wave-packets will coexist at various spatial positions. Since the
ionization rate of nondispersive wave-packets is rather sensitive with respect
to detailed values of the parameters, see section 7.1, this should manifest it-
self by a deviation of the time dependence of the ionization yield from purely
exponential decay.
8.4 Life time measurements
Given the above, rather efficient experimental schemes for the population of
non-dispersive wave-packet eigenstates – either via direct optical Floquet ab-
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sorption or through an appropriate switching procedure – we still need some
means to prove that we really did populate the wave-packet. As a matter of
fact, to provide unambiguous experimental evidence, one has to test various
characteristic properties of the wave-packet, so as to exclude accidental co-
incidences. A natural way is Floquet spectroscopy (see sec. 8.2), i.e. probing
the structure of the Floquet quasi-energy levels, in either the optical or the
microwave regime (via absorption, stimulated emission, Raman spectroscopy
etc.). Another possibility is to explore unique properties of wave-packet Flo-
quet states. For example, as discussed in sec. 7.1, these states exhibit extremely
small ionization rates. Hence, an experimentally accessible quantity to iden-
tify these states is the time-dependence of their survival probability, i.e. of the
probability not to ionize during an interaction time t. It is given by [43,97]
P (t) =
∑
ǫ
|cǫ|2 exp(−Γǫt), (285)
where the cǫ denote the expansion coefficients of the initial field-free state in
the Floquet basis, at a given value of microwave amplitude F .
If the selective population of the wave-packet is successful, only one Floquet
state contributes to P (t), and the decay of the population to the atomic con-
tinuum should manifest in its exponential decrease, as opposed to a multiex-
ponential decrease in the case of a broad distribution of the cǫ over the Floquet
states [43,145,206–208,220]. Of course, the distinction between an exponential
and an algebraic decay law requires the variability of the experimental in-
teraction time over more than one order of magnitude. This is a nontrivial
task in experiments on atomic Rydberg states of hydrogen, since the typical
velocities of the atomic beam are of the order of 1000 m/s. That significantly
restricts the interval on which the interaction time may be changed, taking
into account the typical size (in the cm-range) of the atom-field interaction re-
gion [133,228]. However, the feasibility of such measurements has already been
demonstrated in microwave experiments on rubidium Rydberg states, where
the interaction time has been scanned from approx. 100 to approx. 100000
field cycles, i.e., over three orders of magnitude [220,221]. Note that, whereas
the dynamics of the driven Rydberg electron along a Kepler ellipse of large
eccentricity will certainly be affected by the presence of a non-hydrogenic core,
non-dispersive wave-packets as the ones discussed in sections 3.4 and 3.5 can
certainly be launched along circular trajectories, since the Rydberg electron of
the rubidium atom essentially experiences a Coulomb field on such a circular
orbit.
To use the character of the decay as a means to identify the wave-packet,
the microwave field amplitude should be sufficiently large to guarantee that
other Floquet states localized in the chaotic sea (see sec. 7.1) decay rapidly.
Otherwise, the observation of a mono-exponential decay simply suggests that
we succeeded in populating a single Floquet state - not necessarily a wave-
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packet [220]. The appropriate choice of the driving field amplitude F , such
that appreciable ionization is achieved for the longer experimentally accessible
interaction times, should therefore allow for the experimental identification of
the mono-exponential decay from the wave-packet to the atomic continuum,
but also – by varying F – of the variations of the decay rate with F, which is
predicted to fluctuate wildly over several orders of magnitude, see section 7.1.
Note, however, that this requires an excellent homogeneity of the microwave
field (e.g., provided by a high quality microwave cavity), as the fluctuations
take place over rather small intervals of F.
9 Conclusions
In this report, we have shown that novel and highly robust eigenstates of peri-
odically driven quantum systems – non-dispersive wave-packets – are born out
of classically mixed regular-chaotic dynamics. As much as a mixed phase space
is generic for classical Hamiltonian systems, non-dispersive wave-packets are
a generic manifestation thereof on the quantum level, given a sufficiently high
density of states (needed to resolve finite-size phase space structures). While
we described their semiclassical properties and their experimental preparation,
manipulation, and identification during the largest part of this report for a
specific system – atomic Rydberg states driven by a microwave field – it is
clear from our approach that such “quantum particles” can be anchored to
any nonlinear resonance between a periodic drive and a periodic trajectory
of a Hamiltonian system. As an alternative example, we have briefly touched
upon the atomic realization of the gravitational bouncer, though many other
realizations in simple quantum optical or atomic and molecular systems can
be thought of. Let us only mention unharmonic traps for ions, atoms, or BEC
condensates, periodically kicked atoms [229], as well as molecular dynamics
[230,231] on adiabatic potential surfaces (the driven frozen planet briefly dis-
cussed in section 6.2 may be conceived as opening a perspective in this direc-
tion). Nontheless, atomic Rydberg states remain arguably the best objects to
study the fundamental properties of non-dispersive wave-packets as the real-
ization of Schro¨dinger’s dream [2]. On one hand, they are microscopic realiza-
tions of the Keplerian motion and of Bohr’s orbitals using a well understood
non-linear dynamical system. On the other hand, they possess the essential
complication which open quantum systems add to bounded Hamiltonian dy-
namics – the driving-induced, coherent coupling to the atomic continuum of
free electronic states. On top of that, all these features can be controlled in
real laboratory experiments, and we might actually dream of probing the char-
acteristic properties of nondispersive wave-packets on single, trapped atoms
or ions, using novel experimental approaches yet to come. Let us finally dare
to speculate on the potential use of non-dispersive wave-packets in coherent
167
control: given their spectacular robustness – which we abundantly illustrated
in this report – it is clear that they provide a means to store and to “ship”
quantum probability densities in and across phase space, e.g., under adiabatic
changes of the driving field polarization and/or of the strength or orientation
of additional static fields. Given the recent advances in coherent control of
molecular reactions employing laser fields [230] – which so far do not explore
the unique perspectives of nonlinear dynamics – it looks like a promising (and
challenging) program to systematically study non-dispersive wave-packets in
molecular reaction dynamics.
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