We present a new estimate of the mass of the Milky Way, inferred via a Bayesian approach from tracers of the circular velocity in the disk plane and stars in the stellar halo. We use the rotation curve method to determine the dark matter density profile, together with the total stellar mass, which is constrained by surface stellar density and microlensing measurements. We also include uncertainties on the baryonic morphology via Bayesian model averaging, thus converting a potential source of systematic error into a more manageable statistical uncertainty. We evaluate the robustness of our result against various possible systematics, including rotation curve data selection, uncertainty on the Sun's velocity V 0 , dependence on the dark matter profile assumptions, and choice of priors. We find the Milky Way's virial mass to be log 10 M 200 /M = 11.92 +0.06 −0.05 (stat) ± 0.28 ± 0.27(syst) and the total mass to be log 10 M tot /M = 11.95 +0.04 −0.04 (stat) ± 0.25 ± 0.25(syst) (M 200 = 8.3 +1.2 −0.9 (stat) × 10 11 M and M tot = 8.9 +1.0 −0.8 (stat) × 10 11 M ). We also apply our framework to Gaia DR2 rotation curve data and find good statistical agreement with the above results.
Introduction
In the standard cosmological paradigm, only ∼ 15% of the total matter density in the Universe is in the form of ordinary matter, while dark matter makes up the other 85% [1] . The existence of dark matter has long been inferred from its gravitational interactions with ordinary luminous matter on scales ranging from galaxies to the Universe as a whole (for reviews see e.g. [2, 3] ). Observations of the Universe on large scales are accurately described by the concordance cosmological model, known as ΛCDM, which includes cold dark matter along with a cosmological constant. While ΛCDM successfully describes the observed large scale structure and dynamics, some observational discrepancies seem inconsistent with its predictions on small scales (see e.g. [4] [5] [6] [7] ). The central question is whether these discrepancies arise from our inability to accurately model complex but known physical processes or whether they represent a fundamental inadequacy in the standard paradigm. Indeed, in recent years high-resolution hydrodynamical simulations that self-consistently take into account baryonic feedback indicate that the small-scale discrepancies can largely be mitigated within the ΛCDM model [8] . In this scenario, various discrepancies, such as the missing satellites [9, 10] and the too-big-to-fail problems [11] , strongly depend on the assumed Milky Way mass, which, if estimated incorrectly, may lead to biased conclusions (e.g [12] [13] [14] [15] ). In addition, tests of alternative warm dark matter models [16, 17] also require knowledge of the total halo mass. Thus, the Milky Way's total mass and the mass of its dark matter halo are quantities of particular interest, because they enable certain tests of the current cosmological model [18] [19] [20] . Surprisingly, despite being a consequential parameter, the total mass of the Milky Way is poorly constrained. Therefore, it is crucial to be able to put stringent constraints on the Milky Way mass, which compliment other mass estimates from the existing literature and also account for different systematic errors.
There are various techniques used to constrain the mass of the Galaxy. Each have their advantages and shortcomings and are affected by different sources of systematic error (see [21] for a review). Rather than relying on a particular technique and measurement, it is important to estimate the total Milky Way mass using different methods. Despite much effort, the mass of the Galaxy currently carries a factor of four uncertainty. Even considering only the most recent studies using Gaia data, the inferred Milky Way halo mass ranges from M 200 = (6 − 22) × 10 11 M 1 [25] [26] [27] [28] [29] .
This work builds on the rotation curve analysis presented in [30] , hereafter called Paper I. The aim of this paper is to provide a determination of the total mass of the Milky Way and of its dark matter component. We demonstrate that our results provide precise and accurate constraints, while being robust to various systematic uncertainties. Our results are compatible with the most recent estimates using other techniques and our method can easily incorporate new data sets over the entire range of galactocentric distances we consider in our study.
The paper is structured as follows: in Section 2 we describe the astrophysical data sets used for the mass determination and the statistical procedures we adopt. In Section 3 we present our results for our fiducial astrophysical setup.
In Section 4 we carry out tests of robustness using both mock data as well as by considering various systematic uncertainties, and varying our astrophysical setup. In Section 5 we compare our results with other estimates in the literature, and also apply our own procedure to the Gaia DR-2 data. We conclude in Section 6.
Methodology and Data
In this work, we further develop the methodology presented in Paper I. We analyse the observed galactic rotation curve in a Bayesian framework in order to constrain a model describing both the large-scale distribution of baryons as well as the dark matter halo. We then marginalize the resulting posterior probability distribution over the baryonic and dark components to obtain a determination of the Milky Way's total mass.
There are two main differences with respect to the analysis presented in Paper I. First, we consider an additional prior distribution for the dark matter halo parameters (Section 2.3) to verify the robustness of our results with respect to choice of priors. Second, we employ Bayesian model averaging to include a range of various possible baryonic morphologies (Section 2.4.2). As a result of this averaging procedure, our estimate of the Milky Way mass fully includes systematic uncertainties arising from our ignorance of the exact shape of the baryonic distributions.
The structure of this section is as follows: in Sections 2.1 and 2.2 we briefly describe the rotation curve observations and the various baryonic mass distributions. Section 2.3 describes the model of the Milky Way's dark matter halo. Finally, the statistical framework is described in Section 2.4. We refer the reader to Paper I and references therein for a detailed description of the astrophysical setup (observations of the rotation curve, and of the luminous component of the Galaxy) and statistical framework adopted in this work.
The observed rotation curve
We adopt two different compilations of Milky Way rotation curve observations, the galkin [31] compilation and that of Huang et al. [32] . The galkin compilation consists of 25 data sets that comprise a number of different kinematic tracers (gas, stars, and masers) of the total gravitational potential within the visible Galaxy. Measurements extend to galactocentric distances of ∼ 25 kpc. The Huang et al. [32] compilation consists of two data sets (hereafter referred as Huang 1 and Huang 2 ), probing the total gravitational potential up to ∼ 15 kpc and ∼ 100 kpc, respectively. Notice that galkin and the Huang et al. data sets overlap between 8 and 20 kpc.
We start by fixing the Sun's distance to the galactic Centre to R 0 = 8.34 kpc and its circular velocity to V 0 = 239.89 km/s [32] . For the peculiar motion of the Sun, we adopt (U , V , W ) = (7.01, 12.20, 4.95) km/s [32] . This choice corresponds to the one made by Huang et al. [32] and is necessary in order to combine Huang 1 and Huang 2 with galkin. In Section 4.5 we explore the robustness of our results when modifying various assumptions, including the galactic parameters (R 0 ,V 0 ).
In Paper 1 we presented a method based on Bayesian model comparison to identify a mutually compatible subset of the galkin data. We argued there that this method avoids biasing subsequent inference by removing data sets that are systematically offset with respect to the others. With this procedure, out of the 25 data sets of the galkin compilation we select a subset of 12 mutually compatible data sets and we then bin this resulting galkin 12 compilation following the procedure described in Section 2.1 of Paper I (see Equation 2.1 of that paper). The subselection of the galkin data is identical to that performed in Paper 1.
The visible (baryonic) component
The exact distribution of baryons within the Galaxy is currently still debated e. g. [21] . In order to cope with this uncertainty, we adopt a large array of three-dimensional density profiles -motivated by observations -to describe the mass distributions of three baryonic components of the Galaxy: stellar bulge, stellar disk, and gas. By considering every permutation of baryonic profiles for the components we obtain a set of possible morphologies which bracket the systematic uncertainty on the distribution of the baryonic mass in our Galaxy (see [33, 34] and references therein for a complete description of the baryonic morphologies considered in this work). Each baryonic morphology is named by using an abbreviation specifying the bulge followed by one specifying the disk. For example, the model G2BR is a combination of bulge profile G2 [35] and disk profile BR [36] (the full list of morphologies and references can be found in Table 1 ). For the gas component, we keep the shape of the morphology and total mass fixed as its contribution to the gravitation potential is subleading and including its uncertainty would not affect our results [33, 34] .
Besides morphology, the total mass within each baryonic component is another source of uncertainty. In order to account for these uncertainties, we normalise the stellar disk profile by a parameter Σ * that sets the stellar surface density at the Sun's position [36] and we normalize the bulge mass using the microlensing optical depth towards the galactic center τ [37] . Both Σ * and τ are then fitted to the observations alongside all other free parameters in the model, with a prior determined by the observational constraints on these quantities (see Section 2.4.1). This procedure is also thoroughly described in Paper I, and we address the reader to it and references therein for further details.
The dark matter halo
The density of dark matter as a function of galactocentric radius r can be modelled by a spherical generalized Navarro, Frenk, and White (gNFW) profile [38, 39] :
where r s is the characteristic radius of the halo, ρ s is the characteristic dark matter density, and γ is the logarithmic slope of the inner density profile. The value γ = 1 corresponds to the standard NFW profile. In order to estimate the Milky Way mass, we rewrite Eq. (2.1) in terms of the virial mass M vir ≡ M (< R vir ) and the concentration c ≡ R vir /r −2 . The virial radius R vir is the radius of the sphere in which the average dark matter density equals ∆ times the critical density of the Universe 2 ρ cr , while r −2 is the radius at which the logarithmic slope of the density profile (d ln ρ/d ln r) is −2, which for a gNFW halo occurs at r −2 = (2 − γ)r s . There is no agreed unique choice for ∆ (see e.g. [22] [23] [24] ) and here we adopt ∆ = 200. We relabel, accordingly, the virial radius and the virial mass as R 200 and M 200 . With these definitions in hand, the relation between virial radius and virial mass is
while in terms of the gNFW profile we have
where 2 F 1 (a, b; c; z) is the ordinary hypergeometric function. Equating these two expressions for M 200 and using the definition of the concentration parameter yields an expression for ρ s in terms of c and γ:
By combining Eq. (2.4) with the definitions of the scale radius and the virial radius, Eq. (2.1) can be expressed in terms of c, M 200 , and γ. Then, by integrating the gNFW dark matter density we can obtain the dark matter mass enclosed within a given radius M DM (< r).
In Section 4 we consider two other dark matter density profiles: the Einasto [41] and the Burkert [42] profiles. The Einasto profile can be expressed as
where ρ −2 and r −2 are the density and radius at which ρ(r) ∝ r −2 , and α is the Einasto index which determines the shape of the profile, yielding a core towards the central regions of a galaxy when α 1. The Burkert profile can be written as
where ρ 0 and r c are the core density and the core radius, respectively.
Statistical framework
The observed rotation curve described in Section 2.1 is governed by the total (baryonic + dark matter) distribution of mass in the Milky Way. We use the rotation curve data, in combination with information on the distribution of gas, stars and dark matter as described in Section 2.2, to perform the global mass modeling and constrain the underlying dark matter distribution.
To do so we fit a global model of the Galaxy that consists of four components: stellar disk, gaseous disk, stellar bulge and dark matter halo. Each mass component contributes to the total circular rotation curve ω tot according to
where the first three baryonic components are described in Section 2.2 and the dark matter component (see Section 2.3) depends on parameters Θ = (c, M 200 , γ). Note that each term in Eq. (2.7) is implicitly a function of galactocentric radius r and that angular velocities ω i are used instead of linear circular velocities (V i = rω i ).
Priors and likelihood
For a given baryonic morphology, our gNFW model has five free parameters: the concentration parameter of the dark matter halo c, the dark matter halo mass M 200 , the logarithmic slope of the inner dark matter density profile γ, the microlensing optical depth τ , and the stellar surface density at the Sun's position Σ * . We work in a Bayesian framework which requires setting prior distributions on the model parameters. We adopt uniform priors over the following variables and ranges: We use fairly wide priors, which encompass the support of the likelihood. The last two parameters (Σ * and τ ) are nuisance parameters which are each independently constrained by Gaussian likelihoods. For the means and standard deviations of these likelihood components we adopt the values of the stellar surface density at the Sun's position R 0 provided by [36] , Σ obs * = (3.8 ± 0.4) × 10 7 M /kpc 2 , as well as the measurement of the microlensing optical depth provided by the MACHO collaboration in Popowski et al. [37] 3 , τ obs = 2.17 +0. 47 −0.38 × 10 −6 . For simplicity, we symmetrize the error in the microlensing optical depth by adopting a standard deviation of σ τ = 0.47 which is conservative, as it uses the larger of the upper and lower error bar.
The likelihood function is given in Eq. (3.3) of Paper I with the only difference being that in this analysis the dark matter distribution is parameterized by Θ = (c, M 200 , γ). We show in Section 4.2 that changing the prior by adopting instead the set Θ = (γ, r s , ρ 0 ) does not change our results appreciably.
For a given choice of baryonic morphology, denoted by M, the likelihood function takes the form:
where we have defined the parameter vector Φ = (c, M 200 , γ, Σ * , τ ),ω i is the measured angular velocity, σω ,i is the corresponding uncertainty, and i runs over the radial rotation curve bins. The posterior is obtained via Bayes theorem as
where M represents the assumed baryonic morphology (see Eq. (2.7)) and the likelihood P (d|Φ, M) is given by Eq. (2.9). The prior P (Φ|M) is separable in the model's parameters and is specified in Eq. (2.8). The normalizing constant P (d|M) is called "Bayesian evidence" or "model likelihood".
Bayesian model averaging
Given the uncertainty in the choice of the baryonic morphology, we wish to incorporate this systematic uncertainty into our final Milky Way mass estimate. Bayesian model averaging (see e.g. [44] ) allows us to marginalize over the choice of baryonic morphology by treating an index specifying baryonic morphology type as an additional nuissance parameter. The procedure automatically downweights baryonic morphologies that are disfavoured by the rotation curve data, thus encapsulating an Occam's razor principle. This method has been successfully applied in various cosmological and astrophysical settings, see e.g. [45] [46] [47] .
We denote each choice of baryonic morphology by M i . The model-averaged posterior for the parameters Φ is given by:
where i runs over all possible baryonic morphologies and M 0 denotes an arbitrary reference morphology, which in our case is taken to be M 0 = E2HG, see Table 1 . The Bayes factor B i0 is the ratio of the Bayesian evidences between model M 0 and model M i , obtained in each case by integrating the product of the likelihood and the parameters' prior over the entire parameter space:
If we assign equal prior probability to each of the N = 30 baryonic morphologies we consider, i.e., P (M i ) = 1/N (i = 0, . . . , N − 1), the prior ratio cancels in Eq. (2.11), and the expression for the model-averaged posterior becomes simply:
In other words, we obtain the model-averaged posterior (up to an irrelevant constant) by taking the posterior samples from each baryonic morphology i and weighing them according to the Bayes factor between model i and the reference morphology. The model averaged posterior distribution then gives constraints on parameters Φ incorporating the additional uncertainty coming from the unknown shape of the baryonic components.
Finally, we notice that the priors in the evidence integral in Eq. (2.12) are identical for all the baryonic morphologies, i.e. P (Φ|M i ) = P (Φ|M 0 ) for all i. Since the parameters' priors control the strength of the Occam's razor penalty for each model (see [44] for details), we can be reassured that the penalty is the same for all baryonic morphologies. This introduces additional robustness in our model-averaged results: since the Bayes factor scales approximately linearly with the width of each prior in Eq. (2.8), a change in the range for the uniform priors will translate into an approximate linear rescaling of each baryonic morphology's evidence, which cancels in the Bayes factor of Eq. (2.12). Therefore we can conclude that the exact choice of prior range for the model parameters is unimportant for our model-averaged results (as long as the prior width is larger than the support of the likelihood, which is the case here).
Posterior sampling and evidence estimation
We draw samples from the posterior distribution (conditional on a given baryonic morphology)
by using the open source nested sampling code PyMultiNest [48] . PyMultiNest is a Python interface for MultiNest [49] [50] [51] , a generic Bayesian inference tool implementing the nested sampling algorithm [52] . The Bayesian model averaging analysis requires the calculation of the Bayesian evidence, which is the primary reason we use MultiNest instead of conventional Markov Chain Monte Carlo (MCMC). PyMultiNest delivers at the same time both posterior samples and an estimate of the Bayesian evidence, which we then use to compute the Bayes factor entering Eq. (2.13). We also perform an accuracy test against mock data (see 
Figure 1:
One-and two-dimensional marginalized posterior distributions for the dark matter parameters c and M 200 for our reference morphology (thick blue), all other baryonic morphologies (thin lines) and model-averaged (thick pink). In the legend caption, the first part of the name refers to the bulge morphology while the second part to the disk morphology (see Table 1 for references). [53] . It is also used in some of the runs of Section 4 where the calculation of the Bayesian evidence is not required. As a further test of the numerical stability of our results, we have checked that we obtain identical results for the posterior distributions for a given morphology when using PyMultiNest and emcee, up to sampling noise.
Results
In this section we present results obtained by using in a combined form the three sets of data galkin 12 +Huang 1 +Huang 2 . We show model-averaged parameter constraints, as well as constraints for individual morphologies. In Section 4 we show that these results are robust against several tests including the adoption of alternate halo priors and the use of different rotation curve data sets. Finally, on top of the uncertainties coming from our analysis we quantify two additional systematic uncertainties related to the parameterization of the underlying dark matter density profile and the value of the local circular velocity.
Posterior constraints
First, we present the results conditional on each of the 30 possible combinations of disk and bulge morphologies discussed in Section 2.2. Table 1 summarizes the posterior constraints on the virial radius R 200 , concentration parameter c, virial mass M 200 , and baryonic mass of the Milky Way for each permuation of possible baryonic morphologies. It is interesting to note that both the virial mass and the baryonic mass do not vary much from one morphology to the next. Such small variations can also be appreciated in Fig. 1 , where we plot the resulting posteriors for the dark matter parameters c and M 200 for different baryonic morphologies along with the model-averaged posterior described in Section 2.4.2. We present the results only for the above mentioned two parameters because, as we showed in Paper I, the slope of the inner dark matter density profile γ and the scale radius r s are degenerate, thus making the separate reconstruction of the two parameters challenging. Here, with the convenientlyparameterized gNFW profile, we instead have a correlation between γ and the concentration parameter c, with the former still remaining weakly constrained. Despite this degeneracy, the data yields tighter constraints on M 200 , which is the primary target of this study. We show in Fig. 2 the Bayes factors ln B i0 between all models and the reference morphology, together with levels that denote "weak" and "moderate" evidence against model i (horizontal dotted lines), according to the nomenclature adopted by [44] . We find moderate evidence against only one morphology (VCM) when compared to the reference morphol-ogy, with all others having posterior odds of less than 12 : 1. We also notice that most of the J ( [61] ) and HG ( [58] ) disk types have Bayes factors above even the "weak" evidence threshold, meaning that they all contribute approximately equally to the model-averaged posterior 4 . No baryonic morphology can be ruled out with "strong" evidence, which would require ln B i0 = −5.0, or odds in excess of 150 : 1. This result is conditional on our choice of dark matter profile (described by a gNFW profile) and assumed value of the Sun's circular velocity. We address this point further in Section 4 below.
After marginalizing over all other parameters and model averaging over baryonic morphologies, we obtain the following determination of the Milky Way halo's virial mass log 10 M 200 /M = 11.92 +0.06 −0.05 or on a linear scale:
where uncertainties correspond to the 68% credible region (defined as highest posterior density, HPD, interval, i.e., the shortest interval containing 68% of posterior probability). Our estimate of the total mass of the Milky Way within the virial radius (baryons + dark matter) is log 10 M tot /M = 11.95 +0.04 −0.04 or on a linear scale:
The quoted uncertainties on the above estimates take into account both statistical and systematic uncertainties, the latter arising due to our ignorance of the shape of the baryonic components in the Galaxy.
Tests of robustness

Average long-term properties of the MAP estimate
Our analysis is Bayesian and all results are conditioned upon the actual data that was obtained. But it is informative to explore the frequentist performance of our method, in particular how it responds to expected fluctuations in the measurements.
To do this we generate 100 mock rotation curve data sets (with properties mimicking the real data) and perform our Bayesian analysis on each one. A mock observation is generated by fixing Φ = (c, M 200 , γ, Σ * , τ ) to a set of "true values" and calculating the resulting rotation curve ω c (r, Φ) as in Eq. (2.7). The mock data for each radial binω i are sampled from a Gaussian with mean ω c (r, Φ) and standard deviation equal to the standard deviation of the real data within the bin σ 2 ω,i , i.e. using the first factor of Eq. (2.9). This procedure for the generation of the mock data based on observational uncertainties is the same as adopted in Paper I. We fix the baryonic morphology to our reference morphology (E2HG) in both the mock data generation and the reconstruction.
We consider 25 fiducial configurations for Φ (5 possibilities each for c and γ and fixed values for the remaining three parameters). For each configuration we generate 100 mock rotation curve observations, construct the posterior for each using the identical settings as in our analysis above, and identify the MAP estimate of virial massM MAP . We quantify the performance of our procedure by estimating the fractional standard error, defined as details see Paper I, Section 4.1). We approximate this expectation by averaging over the 100 mock observations.
We find that for all of our 25 fiducial configurations the FSE does not go above ∼ 20%. This is similar to the width of the marginalized posterior for M 200 conditioned both on the actual data and the mock data. From this we conclude that, first, the width of the posterior is comparable to that expected from random fluctuations in the data. This suggests that the posterior is likelihood-dominated. In other words, the posterior appears to be capturing the effects of measurement uncertainty as we might expect. Second, the priors are not inducing a significant frequentist bias in our analysis since the (fractional) bias in theM MAP estimator can be no larger than the FSE (see Section. 4.2 for further analysis of prior dependence).
Choice of priors
The results described above have been obtained by adopting the set (c, log 10 M 200 , γ) as parameters for the dark matter halo, with uniform priors described in Eq. Bayesian analysis the choice of prior distribution is ultimately subjective and it is important to quantify how results depend on this choice. We consider the alternative parameterization of the gNFW profile in terms of γ, ρ 0 , and r s (see Eq. (2.1)) and consider uniform priors on these parameters as in Paper I. The range allowed for each parameter is as follows:
Since the relationship between the two parameterizations is non-linear, uniform priors in (r s , ρ 0 ) do not correspond to uniform priors in (c, M 200 ). However, if the likelihood is sufficiently constraining (i.e. data-dominated) we expect the two posterior distributions to agree. This is demonstrated in Fig. 3 , where we compare the posterior distributions on (log 10 M 200 , c) obtained with the two sets of priors and conditioned on the reference baryonic morphology E2HG. We observe that while a uniform prior on (r s , ρ 0 ) translates into an informative prior on (c, M 200 ), the posterior distributions obtained with the two sets of priors closely agree with each other (compare the red and blue solid curves). We thus conclude that the choice of parameterization has very little influence on our determinations of c and M 200 .
To check the effect of prior choice on the Bayesian model averaging we compute the Bayes factors B i0 (Section 2.4.2) for several baryonic morphologies for the two prior choices. Table 2 shows that the changes in Bayes factors are negligible and so the weighting of each morphology in the model averaging is approximately independent of prior choice. The exercise indicates that our results are dominated by the observational data and are robust to changes to our prior distributions.
Data selection
Our analysis combines data sets that are based on a variety of kinematic tracers (which either belong to the stellar disk or stellar halo). In this section we check how our results change when adopting different data combinations. Here we show the comparison of virial mass posteriors when analyzing the following combinations of data sets: For the sake of simplicity we fix the baryonic morphology to our reference model E2HG.
In Fig. 4 we show the posterior distributions on the virial mass for the three different combinations of data sets (numerical values are listed in Table 3 ). The constraints on the virial mass from different data sets combinations are mutually compatible within the quoted statistical uncertainties. The difference between central MAP values for galkin 12 and Huang 1 + Huang 2 data combinations (two data sets that are statistically independent) is ∆ log 10 M 200 = 0.12 dex. The posterior for the combined data set lies between that obtained from each data set separately, as expected.
Choice of dark matter density profile
We examine the robustness of the Milky Way mass estimate with respect to the choice of dark matter density profile. In addition to the gNFW profile adopted above, we present here a comparison to the Einasto [41] and Burkert profiles [42] introduced in Eqs. (2.5) and (2.6) . For these two profiles we adopt uniform priors over the following ranges: The resulting posterior estimates of the dark matter, baryonic, and total mass are given in Table 4 , obtained after marginalizing over all the other parameters and model averaging over baryonic morphologies.
The MAP estimates for M 200 obtained assuming gNFW and Burkert profiles are within the 68% credible intervals of one another, but are both considerably larger than the value obtained assuming an Einasto profile. This can be understood from Fig. 5 , showing the enclosed dark matter (top panel) and total mass (bottom panel) as a function of radius for the three profile types. The effect of profile choice on total mass is subdominant with respect to statistical uncertainties within a radius of about 50 kpc. However, the dark matter mass is determined independently of the assumed profile shape only in the range between 20 and 50 kpc (top panel in Fig. 5 ). Because the Einasto profile ties together the behavior of the inner and outer halo, the data-driven preference for a somewhat more cored dark matter profile in the inner 10 kpc (compared to gNFW) translates into a flatter cumulative mass profile beyond about 50 kpc, the region where approximately 50% of the total mass is accumulated in the gNFW and Burkert cases. This explains why the Einasto profile gives a MAP estimate 0.28 (0.25) dex lower for log 10 M 200 (log 10 M tot ) compared to gNFW or Burkert profiles. In principle, a more flexible gNFW model could be adopted (e.g. with variable outer slope and variable sharpness of the transition around r s ). In such a model the width of the marginal posterior on M 200 would incorporate the additional systematic uncertainty due to the functional form of the dark matter density profile adopted. For the purposes of this study, we separate out the effect of profile choice from other sources of uncertainty, identifying it as source of systematic uncertainty for the virial mass M 200 . We quantify such uncertainty by the difference in the MAP estimate for log 10 M 200 between the gNFW and the Einasto profile (since the Burkert profile gives a similar value as gNFW), and evaluate it to be 0.28 dex.
The choice of dark matter profile also impacts on the model-averaging results, by chang-
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Einasto profile ing the relative weights of the baryonic morphologies, an effect that feeds into (and is already accounted for by) the above systematic uncertainty. We have re-computed all Bayes factors entering into Eq. (2.13) for the Einasto and Burkert profiles, and they are plotted in Fig. 6 . Compared to Fig. 2 , we observe a preference for the BR-type discs, moderate in the case of the Einasto profile and strong for Burkert. This results in the model-averaged posteriors for these two profiles being strongly dominated by BR-type morphologies, differently from the gNFW case, where no morphology is strongly preferred.
Morphology Code
The preference for BR-type morphology for the Einasto and Burkert dark matter profile choice arises from a combination of two factors: firstly, BR-type morphologies allow for a Table 5 : MAP values of the virial mass and the corresponding 68% (95%) credible intervals. We adopt our reference morphology, R 0 = 8.34 kpc and use the galkin 12 rotation curve data only, which allow for rescaling of V 0 .
better fit to the microlensing optical depth, τ ; secondly, the BR-type morphologies exhibit a reduced Occam's razor effect in comparison to the other choices of morphologies. The latter is a purely Bayesian effect in our model comparison framework, arising from the different volume of the posterior distribution for the different morphologies when assuming one or the other dark matter profile. Indeed, we have checked that from a frequentist point of view, the preference for BR-type morphologies is weaker than in the Bayesian case. This is rather unusual, for in the more commonly encountered case of nested models the contrary is typically true: the Bayesian model comparison result is more conservative than hypothesis testing based on e.g. likelihood ratio tests. However, in this case the models being compared (i.e., different morphologies for the same choice of underlying dark matter profile) are not nested, so we cannot rely on the usual theorems regarding the distribution of the likelihood ratio test statistics. As an illustration, we have computed the distribution of the log-maximum likelihood ratio between two morphologies, BGBR and E2HG (our reference morphology) numerically, by producing an empirical distribution from mock data under each hypothesis. Inspection of the simulated distributions and comparison with the observed values of the test statistics show that, firstly, neither morphology can be rejected in a frequentist hypothesis test at any confidence level. This means that either morphology can be adequately fit with the data. Secondly, comparing morphologies via a log-likelihood ratio test between the two hypotheses as test statistics results at best in a weak preference for one of the two (p-value of 0.02).
Dependence on the local circular velocity
Rotation curve circular velocities -and ultimately our results-depend on the galactic parameters (R 0 , V 0 ) adopted, and it is therefore important to test the solidity of our determination with respect to their variation. We note that the effect of varying V 0 dominates that of R 0 , so in the following we focus on the effect V 0 has on the determination of the virial mass 5 .
In order to perform such a test, we make use of the galkin 12 data alone: whereas it is trivial to rescale appropriately the rotation curve data from disk tracer measurements (such as those collected in galkin, see e. g. equations 1 and 2 in [31] ) for different galactic parameters, it would be extremely cumbersome to do the same for the Huang et al. [32] dataset, as the halo objects are connected to an equivalent circular velocity in the disk through a full Jeans analysis. In Section 4.3 we showed that the determinations of M 200 are consistent when using either galkin 12 alone, Huang 1 +Huang 2 , or both together. Therefore, we can explore the effect on M 200 of varying the galactic parameters using the galkin 12 data set by itself, which allows for a simple rescaling of the adopted value of V 0 .
We have so far adopted the galactic parameters in Huang et al. [32] , namely R 0 = 8.34 kpc and V 0 = 239.89 km/s. Here we vary V 0 , highlighting that a wide range in V 0 encompasses uncertainties on the tangential peculiar motion of the Sun since the galactic parameters R 0 , V 0 and V are related through the total angular velocity of the Sun Ω g, [21, 65] . Figure 7 shows how the posterior on the virial mass (conditioned on the reference baryonic morphology E2HG) is affected by changes in V 0 . Numerical values are listed in Table 5 where we see that log 10 M 200 increases by a factor 0.54 dex (or by a factor ∼ 3.5) when varying V 0 from 218 km/s to 248 km/s. This range of values -broader than the one in [66] V 0 = 233 ± 3 km/s -is based on the following where we propagate a set of astrophysical uncertainties.
We adopt the recent determinations of the galactic parameters (R 0 = 8.122 ± 0.031 kpc [64], the peculiar motion of the Sun in the tangential direction V = 12.24 ± 0.47 km/s [67] ; Ω g, = 30.24 ± 0.12, and the local standard of rest V LSR = 0 ± 15 km/s [21] ) and use standard error propagation to obtain a V 0 distribution described by the above-mentioned range, V 0 = 233 ± 15 km/s. Notice that the value V 0 = 239.89 km/s adopted as fiducial throughout this paper, is within this interval, not too far off with respect to the best current estimate. If we vary the value of V 0 within the 1σ interval (i.e., from 218 km/s to 248 km/s), our MAP estimate of log 10 M 200 (obtained from galkin 12 data only) varies by 0.42 dex for the Burkert profile, by 0.54 dex for the gNFW profile, and by 0.54 dex for the Einasto profile (assuming the reference morphology in all cases; for Einasto and Burkert profiles and BR morphology the variation is about 0.40 dex). In order to be conservative, we thus adopt the largest of these variations, namely 0.54 dex. Consequently, our estimate of the systematic uncertainty associated with the residual uncertainty in the value of V 0 is half of this value: 0.27 dex (a factor of 1.9 on a linear scale). This is in addition to the systematic uncertainty due to the choice of dark matter profile, which is comparable at 0.28 dex. By the same procedure we estimate the systematic uncertainty in log 10 M tot due to V 0 and find it to be similar at 0.25 dex (a factor of 1.8 on a linear scale).
Finally, a change in the value of V 0 adopted also induces a change in the Bayes factors for the baryonic morphologies, and hence an additional change in the inferred value of the mass as the weight of each morphology shifts. While this effect is not captured by our estimate above for the systematic uncertainty from V 0 , it could in the future be addressed by upgrading V 0 to a nuisance parameter to be included in the scan. This will however require addressing the issue of how to perform an on-the-fly Jeans analysis (as the parameters in the model are scanned over) in order to obtain a V 0 -dependent likelihood for the Huang et al. data, something that we leave for future work.
Comparison with other mass estimates
In Fig. 8 we compare our "fiducial" determination, namely our model-averaged determination of M 200 (Eq. 3.1), for the galking 12 +Huang data, and (R 0 , V 0 ) = (8.34 kpc, 239.89 km/s), with results from previous studies. Rather than providing a complete review of values from the literature (for which we address the reader to the recent [94] ), we present a representative set of estimates obtained with different techniques (shown in different colors in Fig. 8 ) in order to highlight the spread in measurements of the Milky Way halo mass. These methods include the timing argument [68] , dynamics of the Local Group (LG) [69] , kinematics of satellites [19, 29, [70] [71] [72] [73] [74] [75] 95] , modelling of stellar streams [76, 77] and the escape velocity [26, 28, 78, 79] , the rotation curve technique [80, 81, 92] , and the use of kinematical tracers of the stellar halo [25, [83] [84] [85] [86] [87] [88] [89] [90] [91] . It is important to note that even those estimates that use the same technique do not always agree. In particular, different estimates of the halo mass of the Galaxy based on dynamical tracers range from ∼ 8 × 10 11 M to ∼ 20 × 10 11 M as shown in Fig. 8 .
Our halo mass estimate (vertical gray shaded regions in Fig. 8 ) is at the lower end of most mass estimates in the literature. However, it is in agreement with recent mass determinations (e.g. [69, 70, 85] ), particularly with those based on the latest Gaia data (e.g. [25, 28, 82, 93, 96] ).
In Fig. 9 , we show the total mass profile of the Milky Way as a function of galactocentric radius, and indicate 68% and 95% HPD regions. 6 Note that the shaded region shows the uncertainty at each fixed radius. We find that the uncertainty on the total mass increases with radius. We additionally notice an anti-correlation in the posterior between the mass of the baryons and the dark matter within a given radius due to the fact that the rotation curve is sensitive to the total mass. We have verified that, as one might expect, this anticorrelation is present in the inner 20 kpc and disappears beyond that radius, where the baryonic contribution becomes negligible. As a result, the total mass is constrained much more tightly than the individual component masses within around 20 kpc. [19, , while dashed error bars correspond to the latest measurements using Gaia data [25, 26, 28, 29, 82, 92, 93] . The color coding indicates the technique used to estimate the virial mass of the Galaxy. Quoted uncertainties correspond to 68% confidence/credible intervals. Note that various studies may adopt different values of R 0 and/or V 0 , which can introduce an apparent incompatibility. Figure 9 also shows estimates from previous studies of the Milky Way mass within various radii. Our total mass profile is compatible at 1σ with most estimates summarised in the figure. The estimates that fall outside our 68% HPD region are [25, 79, 81, 88, 90, 91, 99, 100, 102, 104] , though we stress that many of these studies adopt different values for the galactic parameters, thus preventing a straightforward comparison.
Analysis of the Gaia data
We directly compare our determination of the MW virial mass with that obtained from the Gaia DR2 catalogue. To do so we apply our procedure to the rotation curve derived from Gaia data by Eilers et al. [82] . The latter are provided as circular velocities, regressed from a Jeans analysis, for the values (R 0 , V 0 ) = (8.122 kpc, 229 km/s). We have therefore rescaled our galkin 12 dataset to these values (in a procedure analogous to that described in Section 4.5), Figure 9 : Milky Way mass profile for the maximum posterior density parameters (black dashed curve) and the corresponding 68%/95% credible intervals (dark/light gray shade), conditioned on the radius and model-averaged over baryonic morphologies. Also plotted are results from several other studies of the Milky Way's cumulative mass distribution [25, 27, 76, 79, 81, 83, 86-93, 95, 97-107] . The markers around 50 kpc and 100 kpc are artificially dispersed horizontally so that they are distinguishable. The black arrow denotes the latest lower bound for M tot from [108] . As with Fig. 8 , note that different choices for R 0 and/or V 0 among studies can induce apparent discrepancies. and performed a model-average estimate, using both the Gaia dataset [82] , and our galkin 12 data, separately, thus being able to directly compare the two determinations in a physically meaningful way. We obtain the values M 200 = (4.5 +0.2 −0.2 )×10 11 M and M 200 = (3.3 +7.2 −0.8 )×10 11 M for the Gaia and galkin 12 data, respectively, which are in good agreement within the statistical uncertainties (both values also agree with the recent estimate from [93] ).
Conclusions
We have used rotation curve data to estimate the dark and total mass of the Milky Way and performed a careful assessment of the robustness of these estimates. Our Bayesian framework allows us to marginalize over nuisance parameters as well as average over baryonic morphologies, thus accounting for uncertainty in the shape of the Milky Way's distribution of baryons. We have identified a residual dependency on the assumed parameterization of the underlying dark matter density profile. Changing the adopted shape of the dark matter density profile yield a change in the inferred Milky Way virial mass M 200 by ∼ 48% (or 0.28 dex). The value of M 200 is also dependent on the local circular velocity V 0 . We find that a variation of V 0 within the latest observational uncertainties leads to an uncertainty of 0.27 dex in M 200 . We have obtained mass estimates for both the halo mass: The first systematic error comes from the choice of dark matter density profile, while the second is associated with the uncertainties on the Sun's velocity V 0 . These mass estimates are accurate from a statistical point of view, but suffer from a relatively large remaining systematic uncertainty. Finally, we have compared the results from our analysis of halo and total Milky Way mass with estimates based on previous studies that use different techniques and find our determination to be in agreement with most studies in the literature. We have also applied our procedure to the Gaia DR-2 data, obtaining a determination in good agreement with that proceeding from different datasets. Table 6 : Constraints on the enclosed total and dark matter mass as a function of galactic radius (after model averaging). The table gives the MAP values and the 68% (95%) credible intervals, conditional on radius. The dark matter mass profile M DM is shown in Fig. 5 and the total mass profile M tot is shown in Fig. 5 and Fig. 9 .
