Recent advances in multi-sensor systems and data analytics enable the development of systems that can collect and process information from a wide variety of sources, including structured and unstructured data, but also realtime and non-real time data. Closely related to multi-sensor systems is the internet-of-things (IoT) paradigm (Petris et al. 2014) , which enables the orchestration and coordination of a large number of physical and virtual internetconnected-objects towards human-centric services in a variety of security related applications.
This special issue stems from the final workshop of the FP7 project Proactive (PRedictive reasOning and multisource fusion empowering AntiCipation of attacks and Terrorist actions In Urban EnVironmEnts) held in Milano during February 2015.
Since then terrorist attacks have spiked dramactically on European soil, both in terms of frequency and of human life loss making for an increasing awareness of the need of novel approaches to fight radicalization and terrorism.
The International NY Times (March 30, 2016) pointing out the scale up of recent attacks wrote ''for years authorities have discounted small attacks as isolated random acts''.
Quite to the contrary in the last months investigations have shown that terrorist cells, largely ISIS controlled, have been revvying up their machinery at least since early 2014 carrying out smaller attacks, while the devastating ones were in the making.
''It's a factory out there ''an arrested terrorist is quoted in the same NYT issue as saying after the Bruxelles events.
Academia as well as government institutions have been aware quite a long time of this fact: terrorism thrives in some conditions; it may look like an ''impromptu'' individual act but requires instead a complex machinery to ''produce'' different kinds of terrors: shooting, kidnapping or bombing.
Security studies have time ago recognized the need to characterize the ''modus operandi'' of different groups and which conditions/events are more likely to trigger attacks.
A main objective of PROACTIVE was to show how patterns of strategic behaviour of different terrorist groups, identified analyzing large longitudinal data sets, can be linked to short term activity patterns identified analyzing feeds by ''usual'' surveillance technologies and that this fusion allows a better detection of terrorist threats.
This point is discussed in the paper by Sormani R. et al. ''Criticality assessment of terrorism related events at different time scales'' where it's shown how a Terrorist Reasoning Kernel (TRK) module based on statistical learning can provide a unified framework for near real-time reasoning and prediction of potential threat situations (e.g. terrorist actions). In this way patterns of strategic terroristic behaviors, identified analyzing large longitudinal data sets, can be linked to short term activity patterns identified analyzing feeds by ''usual'' surveillance technologies and that this fusion allows a better detection of terrorist threats. This time-layered framework processes information from a variety of sources including physical sensors (e.g. surveillance cameras) and ''virtual'' sensors (e.g. police officers, citizens) at different abstraction levels (e.g. sensor information, police inputs, external semantic crafted data sources).
This architecture simulates the three main expert user roles (i.e. operational, tactical and strategic user roles), as indicated in the intelligence analysis domain literature. The framework transforms all the sensors gathered data into symbolic events of interest following a generic scenarioagnostic semantics for terrorist attacks described in literature as terrorist indicators. Thru different reasoning and fusion techniques, the framework proactively detects threats and depicts the situation in near real-time.
Also the paper by Castelli et al. ''Predicting Per Capita Violent Crimes in Urban Areas: an Artificial Intelligence Approach'' is focalized on security studies in urban environment. It offers a genetic programming approach to crime prediction in urban areas, which is also of direct interest in estimating the radicalization level in critical urban environments.
Three papers of this special issue are about analytics of wireless sensor networks: the target application is environmental monitoring the proposed approach bear a direct relevance to anomaly detection and emergency management.
The paper by Altomare A. et al., ''Mining frequent items and itemsets from distributed data streams for emergency detection and management'', presents the design and the implementation of an architecture for the analysis of data streams in distributed environments.
The paper by Vella F. et al., ''Analysis and visualization of meteorological emergencies'' analysed the capability to sample and store meteorological information across a wide area which allows the possibility to analyze the historical evolution of data and extract events that are potentially bound to emergency and critical events. In this contribution, we detect the situation where a station show values that are sensibly different from the neighbour stations. We check the co-occurence of these events with emergency reported in web news. Result are encouraging and show how the statistical analysis can allow forecasting emergencies and reducing the impact of critical situations.
In the paper by Maniscalco U. et al., ''A Virtual Layer of Measure Based on Soft Sensors'', it is proposed a method to design and train a layer of soft sensors based on neural networks in order to constitute a virtual layer of measure in a wireless sensor network (WSN). Each soft sensor of the layer estimates esteems the missing values of some hardware sensors by using the values obtained from some other sensors. In so doing, we perform a spatial forecasting. The correlation analysis for all parameter taken into account is used to define a cluster of real sensors used as sources of measure to esteem estimate missing values.
As regards specific technological aspects, two papers propose real time analytics of individual behavior based respectively on video feeds and smart phone accelerometer data.
In Varga D. et al., ''Robust real-time pedestrian detection in surveillance videos'' authors address the problem of analyzing pedestrians' behaviour in surveillance videos proposing a new feature extraction method based on Multiscale Center symmetric Local Binary Pattern operator.
In Micucci D. et al., ''Falls as anomalies? An experimental evaluation using smartphone accelerometer data'' the authors evaluate the effectiveness of methods that detect falls as anomalies comparing traditional approaches with anomaly detectors. In particular, they experienced the kNN and the SVM methods using both the one-class and two-classes configurations comparing the results obtained with three different collections of accelerometer data, and four different data representations. Empirical results demonstrate that, in most of the cases, actual falls are not required to design an effective fall detector.
Users' requirements are critical in emergency management systems: emergency response teams, ERT (e.g. Protezione Civile), have experience in securing information networks and this competences can be applied to new types of networks such as smart grids linking communication, energy and transport networks.
During an emergency event, ERTs take time-sensitive decisions in order to help people, locate available resources, delivery assistance and disseminate relevant information. The timely acquisition of relevant geospatial data is crucial to plan and coordinate recovery actions in critical situations, especially when a disaster developes rapidly. The contents generated by the user and disseminated through social networks emerge as an additional source of data that could be integrated in decision support systems in order to help both government and citizens for managing critical situations.
As regards these aspects, in Fersini et al. ''Earthquake Management: A Decision Support System Based On Natural Language Processing'', the authors try to exploit usergenerated contents to understand a critical event and its evolution over time taking advantages also from social social interactions among citizens/users which can be exploited as a dissemination gate to make people informed. The authors present a decision support system for earthquake management based on machine learning and natural language processing to effectively extract and organize knowledge from online social media data.
The results highlight the ability of the system to identify messages related to (real) earthquakes and critical tremors, emphasizing those posts provided by spontaneous users and containing any actionable knowledge about damages, magnitude, location and time references.
All these applications highlight the general agreement that data driven pattern analysis, based on statistical learning, will be one of the main technologies for the development of new systems. The management of emergency both natural (earthquakes, floods …) and man-made (terrorist attacks) offers some unique challenges. For example, contrary to the wealth of data in digital marketing, digital traces left by terror machinery are few and scattered; terrorism reinvents itself so it is difficult to match novel patterns into stored behavior.
Data models in urban security domain
In urban security monitoring there is awide variety of data at different time-space scales ans modern systems must fuse information coming from different types of sources.
Data fusion is the process of combing information from a number of different sources to provide a robust and complete description of an environment or process of interest (Azimirad and Haddadnia 2015) . Data fusion is of special significance in any application where a large amount of data must be combined, fused and distilled to obtain information of appropriate quality and integrity on which decisions can be made.
A standard model for data fusion proposed by the US Department of Defense is the Joint Directors of Laboratories (JDL) data fusion model (Hall and Llinas 2001; Klein 2004) . This model offers a multi-level functional model that describes how processing is organized in a military data fusion system and more generally, the JDL data fusion model is recognized as a de facto standard in data fusion issues (Foresti et al. 2015) .
The JDL Model (Fig. 1) is a well-established reference model, which provides a sound basis for the identification of the major abstraction levels to be considered in the proposed solution approach. While levels 0-3 are directly involved in the real-time upstream information and processing flow from data sources to end users, JDL level 4, whose functionalities belong to medium and long term activities, is not directly involved in the real-time upstream information flows from sensing devices to end users.
Level 0 (Source pre-processing in JDL parlance) is in charge of processing raw data from individual sensors. Its activities include filtering and extraction of low-level features (Sabzevar 2015) .
Level 1 (Object refinement) is in charge of translating perceptions into states of objects that model significant domain entities (e.g., persons and cars) in a local context (Golestan et al. 2016) .
Level 2 (Situation refinement) is in charge of fusing states of objects from Level 1 into higher level situations in the context of a micro-scenario (Pires et al. 2016) . A micro-scenario models a target (e.g. a building, a metro station, a limited set of streets, etc.), which can be monitored by a set of information providers (i.e. devices and/ or persons). Each micro-scenario defines a spatial reference system (e.g. the map of the building). A situation is the abstract representation of a set of observations of one or more objects, deriving from the temporal and positional fusion of the states of objects coming from Level 1 (for example, observations of a car from different cameras around a building is fused into a situations modelling the movement of the car in the reference space of the microscenario).
Level 3 (Threat refinement) is in charge of interpreting situations (in this work, threat detection) by assigning them threat levels which are presented to the final users (typically, through GUIs) (Sabzevar 2015) .
Level 4 (Process refinement) (Pires et al. 2016 ) is a meta-layer, whose major role is to generate, train and tune the fusion models, which are exploited by lower layers of the system and, in particular, by the Level 3 (threat detection). Level 4 is not directly involved in the real-time upstream information flow from sensing devices to end users. L4 activities are not bound to strong real-time constraints.
The majority of urban surveillance systems, now operative, focus on situation awareness and common operation picture generation, and pay limited or even no attention to strategic consideration like the likelihood of new terrorist actions. This is a significant limitation given that the anticipation of terrorist actions could allow Law Enforcement Agencies (LEAs) to proactively deal with them thereby minimizing their adverse effects. The development of systems for predicting potential terrorist attacks hinges on devising appropriate reasoning and analytics techniques that could operate over information collected over many years from various sources (Sormani et al. 2016) .
Early studies mainly due to the absence of data, took a conceptual and historical approach to the study of terrorism focused on the definition of terrorism, the myriad causes of terrorism, the tactics of the terrorists, and the identity of the primary terrorist groups and movements (Crenshaw 1981; Wilkinson 1986 ).
Moreover, scholars of the analytical approach, such as William Landes (Landes 1978) , viewed terrorists as rational actors: if changes in terrorists' constraints, say through government policies, result in predictable behavioral responses by the terrorists, then terrorists are rational actors. Whether terrorists are rational, is widely debatable because they usually do not achieve their sought-after and stated objectives.
The collection of event data gave a further boost to the analytical approach. In his landmark study of skyjackings, Landes used US Federal Aviation Association (FAA) data on skyjackings to estimate the deterrent effects of US antiterrorism policies against skyjackings during 1961-1979. After 2001 (9/11), there was an explosion of terrorism literature, both conceptual and analytical. Moreover for 9/11 opened a period of unprecedented investments by government and in turn companies into applications of advanced ICT into security and antiterrorism.
The starting point of the analysis concerns the study of the long-term behavioral patterns of terrorist groups, which can be ''observed'' by considering past attacks. This information has been gathered from various research groups, who have created and shared several historical data sets.
The Minorities at Risk Organizational Behavior (MAROB) (Victor et al. 2008) 
Models and algorithms
Hidden Markov Models (HMMs) have over the years taken center stage as the modelling tool for monitoring short term activities.
The basic motivation is twofold: firstly, carrying out a terrorist activity requires planning and preparations, following steps that form a pattern. This pattern of actions can be modeled using a Markov chain. Secondly, the terrorists leave detectable clues or ''digital crumbs'' about these actions which are not direct observations of the actions, but, rather, related to them, meaning that the states are hidden. For example, an observation of a purchase of chemicals could be indicative of intentions to produce a chemical weapon. However, a purchase of chemicals could very well be a benign event, which motivates inclusion of a model of observations that are unrelated to the HMMs.
Several papers show the power and flexibility of HMMs: (Schrodt 2000) uses ''hidden Markov models'' to measure similarities among international crises. The models are first estimated using the Behavioral Correlates of War data set of historical crises, then applied to an event data set covering political behavior in the contemporary. Singh et al. (2004) develops a tool to detect and track terrorist activity. Authors follow two probabilistic approaches: HMMs and Bayesian networks (BNs). The HMMs detect the monitored terrorist activity and measure threat levels, whereas BNs combine the likelihoods from many different HMMs to evaluate the cumulative probability of terrorist activity.
The authors of (Coffman and Marcus 2004) present the methodology and results of a study that applies HMMs to time-varying social network analysis metric values, in order to classify the evolution of simulated social networks.
In this work (Weinstein et al. 2009 ), the authors describe an approach and some initial results on modeling, detection, and tracking of terrorist groups and their intents based on multimedia data. In particular it describes the development and application of a new Terror Attack Description Language (TADL), which is used as a basis for modeling and simulation of terrorist attacks.
In (Singh et al. 2009 ), the authors introduced featureaided tracking combined with HMMs for analyzing asymmetric threats. The authors of (Andersson and Johansson 2010) propose a two-stage method based on on fusion of evidence from radar and optical sensors as well as automated identification system (AIS) signals. In the first stage, the sensors perform detection, tracking and classification locally. The high-level fusion is performed by HMMs. The reported results show that this approach is able to detect piracy operation at an early stage, i.e. close to the time, or possibly before, the attack has occurred. Raghavan et al. (2013) develops a HMM framework to model the activity profile of terrorist groups. Key to this development is the hypothesis that the current activity of the group can be captured completely by certain states/ attributes of the group, instead of the entire past history of the group. In the simplest example of the proposed framework, the group's activity is captured by a 2 state HMM with the states reflecting a low state of activity (Inactive) and a high state of activity (Active), respectively.
HMMs used in (Granstrom et al. 2015) for modeling asymmetric threats. The observations generated by such HMMs are generally cluttered with observations that are not related to the HMM. In this works the authors proposed a Bernoulli filter which processes cluttered observations and is capable of detecting if there is an HMM present, and if so, estimate the state of the HMM.
In the paper by (Sormani et al.) Criticality assessment of terrorism related events at different time scales HMMs are used for the threat detection activity, carried out by the defined ''Micro-environments'', a software component, based on HMMs, which interprets events coming from a limited zone in order to identify potential threats. Shahir et al. (2015) is focused on the monitoring activity of critical infrastructures like sea lanes, ports, offshore structures (like oil and gas rigs). They consider such scenarios as probabilistic processes and analyze complex vessel trajectories using machine learning to model common patterns. Specifically, in this work the common patterns are represented through HMMs and such patterns are classified using Support Vector Machines.
Software tools and technologies
In Markov Models the transition to another state is triggered by an event, therefore one can see a direct corrispondence between HMMs and Event processing sytems.
One can see a direct correspondence to event processing systems. CEP engines are designed for implementing logic in the form of queries or rules over continuous data flows. Typically, they include a high-level declarative language for the logic definition with explicit support for temporal constructs. The need for CEP technology is rooted in various domains that require fast analysis of incoming information. Since the role of MTR reasoning module in the TENSOR approach is to process numerous incoming events of different nature and update the sensitivity of the STR in near real-time, we believe that event-processing approaches fit requirements of the MTR module.
The last level, LTR, provides to MTR prediction levels with respect to different types of physical zones (e.g. squares, churches, government buildings, etc.). This feature is not provide by ASAM framework. In order to carry out this activity the LTR uses information generated by STR (i.e. detected events and threats notifications) and external data stored in the terrorist data sources aforementioned. In particular external data sources are used to build a clustering based prediction model, which is used by LTR in its activities.
In (Cugola and Margara 2012 ) the authors propose an abstract framework for event processing (information flow processing) systems that are able to manage multiple data stream sources and derive new information about the data stream through use of a set of processing rules. Two main types of existing information flow processing systems are defined: data stream management systems (DSMS) and complex event management systems (CEP). On one hand DSMS are rooted in classical data base management systems (DBMS) they deal with constantly updating datastreams and continuously execute queries as new data arrives. Similarly to DBMSs, they process incoming data through a sequence of transformations based on common SQL-like operators and continuously update the results. On the other hand CEP systems filter and combine incoming events of particular patterns from the external world to understand what high-level complex events have occurred and notify relevant actors or be reused as an input in the CEP solution.
As event patterns must specify complex relationships among input events entering the system they can rely on two types of languages for this (Etzion and Niblett 2010) : stream-oriented style and rule-oriented style language. The stream-oriented (transforming) style is inspired by SQL and relational algebra [e.g. CQL (Arasu et al. 2006 ) from the STREAM project] and is used in DSMSs. The ruleoriented (detecting) style, commonly used in CEP systems, defines detecting rules by separately specifying the firing conditions (event patterns) and the actions to be taken when such conditions are satisfied (e.g. event-conditionaction (ECA) rules (McCarthy and Dayal 1989) .
Neither of the above mentioned language solutions can satisfy both the expressivity and effectiveness needs of CEP applications on their own. Hence, alternative CEP languages have been proposed that combine and extend operators from both language styles as in (Wu et al. 2006; Wang et al. 2009 ). Promising research directions consider using both background knowledge to reason about the events (e.g. ETALIS (Anicic et al. 2011 ) a logic-rules based CEP that uses contextual knowledge and defines semantic relations between events) and statistical knowledge to detect patterns of interest in event streams.
Even though a crucial feature in CEP systems is realtime processing in order to assure timely reaction, in a certain number of applications (e.g. terrorist threat, credit card fraud) the importance is on proactively preventing events before they occur and not only reacting after they happen. The value of the detected/predicted complex events decreases with time (terrorist threat notification in near real-time as opposed to a day after) as described in (Fülöp et al. 2012) . The described setting satisfied the requirements of the thesis domain and its need to proactively detect and react to terrorist threats. Hence, to address this issue we jointly consider both CEP systems and predictive analytics approaches, in this way enabling processing online streams of events while inferring decisions based on past and current data concerning prediction of future events of interest. We accomplish this by learning predictions from both long-term and short-term historical data and integrating the mentioned predictive analytics approaches with real-time complex event processing, the mentioned combination is particularly useful in application where a certain level of uncertainty regarding complex events is allowed.
AI is in a period of a variety of unprecedented development and a variety of machine learning toolkits have been created to facilitate the learning process. Hadoop is well known and ubiquitous as a big data framework but there are a number of other open source options for machine learning that do not use it at all, which are getting ''traction'' in antiterrorism related applications (Arun and Jabasheela 2014) like: Massive Online Analytics (MOA), a WEKA-related project, which offers online stream analysis on a number of (WEKA) algorithms; Apache MADlib is a collection of SQL-based algorithms designed to run at scale within the database rather than porting data between multiple runtime environments.
Storm is used for processing data in real-time and was initially conceived to overcome deficiencies of other processors in collecting and analyzing social media streams. Storm does not ship with a Machine Learning library, but SAMOA, a platform for mining big data streams, currently has implementations for classification and clustering algorithms running on Storm.
Deep-learning technology is behind most of the recent breakthroughs in object recognition. The paper of (Kang and Choo 2016) introduces an emergency alert system based on the use of deep-learning technology with the main advantage of not requiring additional devices or infrastructure. They adapt a deep-learning-based real-time video analyzing module to immediately detect accidents and natural disasters which can be quickly generalized to other specific applications.
System and customer requirements
Although research on automated information extraction from multimedia data has yielded significant progress, the development of automated tools for analyzing the results of information extraction and correlate them with specific events has been significantly slower. Moreover, some features of terrorist networks, such as low Signal to Noise Ratio (SNR) (in the sense of sparse relevant observations superimposed upon a large background of benign ones) and a wide geographic distribution operating in different socio economic conditions, make them difficult to observe.
Terrorist networks are often a string of small cells, and interconnection among cells are purposely weak and therefore very difficult to detect. While a terrorist cell has its own ''modus operandi'', in order to maintain a low profile, terrorist cells can move around geographically, alter their personnel and change their intended target.
A valuable solution could be a server-side middleware approach, running in a cloud-computing environment. The middleware layer collects data through gateways or sink nodes. They have less control over sensor network operations. The components in this layer are unable to control low-level operations such as routing though; they have more knowledge about the environment as they can analyze sensor data received through different sensors.
Todays' IoT systems rely on non-functional properties such as context awareness and semantic interoperability. Middleware systems can bundle those functionalities together to be reused in many applications (Wang et al. 2015) . These new type of middleware systems have more control of low level operations of network such as network routing, energy consumption, etc. This layer is much closer to the hardware but it lacks the overall knowledge about the environment.
It is important that systems providing advanced capabilities for urban security and surveillance advance and integrate all above functionalities in order to handle multiple heterogeneous sensors suitable for the monitoring activity of urban environment. At the same time, these systems need to support JDL fusion level mandates by deploying various fusion techniques and algorithms (Hummel et al. 2012) .
According to the classification proposed by The US Department of Defense in (Department of Defense 2010), three different type of users were identified: operational, tactical and strategic users. These users operate at three different levels as follows:
• The operational level refers to regional Intelligence services with more focus on the regional threat level. In this level local terrorist actions may increase the alert state at the regional level but still may not affect the National level.
• The tactical level refers to local Intelligence Units (e.g., intelligence units of local police). At this level the alert state changes with even small scale terror actions. The threat assessment is limited in time and space.
• The strategic level is a National Intelligence Service, where threat assessment covers the whole country. At the National level the alert state does not change instantly based on isolated small scale terrorist events. The threat assessment is broader in space and time.
It is important to note that, serious terror actions with political consequences at a local level may have serious impact to the National threat level based again on the ''gravity'' of the event. The level of gravity cannot be precisely defined and it is up to National Authorities and the higher political level to define the seriousness of a terror event based on National policies.
In a counter-terrorism applications, operational users have the aim to identify and notify tactical users about suspicious situations in a physical environment of limited size and complexity (i.e., a city zone) taking into account short histories of events provided by sensors (human or device). Tactical users need to analyze a medium term history (sensor data and threats notification) coming from different zones in order to infer the sensitivity/criticality (i.e. the alert levels) of the current situation in each monitored zone. Finally, strategic users work in order to predict the criticality of each monitored zone tacking into account historical data and external data sources.
