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a b s t r a c t
We investigate in this article the operations of insertion and deletion working in a matrix-
controlled manner. We show that this allows to us strictly increase the computational
power: in the case of systems that are not computationally complete (with total size equal
to 4), the computational completeness can be obtained by introducing the matrix control
and using only binary matrices.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
The context adjoining, an insertion operation on strings, was first considered in [22] with a linguistic motivation and later
developed in [26]. These references investigate Marcus contextual grammars which capture many interesting linguistic
properties like ambiguity and duplication. Following these ideas the insertion operation was introduced in [6]. This is an
intermediate operation between context adjoining and string rewriting.
Another motivation for the insertion operation can be found in [8,9] where this operation and its iterated variant are
introduced as a generalization of Kleene’s operations of concatenation and closure [14]. The operation of concatenation
would produce a string xyz from two strings xy and z. By allowing the concatenation to happen at any position in the first
string and not only at its right extremity a string xzy can be produced, i.e., z is inserted into xy. In [11] the deletion operation
is defined as a right quotient operation which happens not necessarily at the rightmost end of the string. The insertion and
deletion operations were first considered together in [13].
Yet another inspiration for insertion and deletion operations comes from the field of molecular biology: they correspond
to a mismatched annealing of DNA sequences, see [28] for more details. Such operations are also present in the evolution
processes under the form of point mutations as well as in RNA editing, see the discussions in [2,3,30,28]. This biological
motivation of insertion anddeletion operations led to their study in the framework ofmolecular computing, see, for example,
[4,12,28,31].
In general, an insertion operation means adding a substring to a given string in a specified (left and right) context, while
a deletion operation means removing a substring of a given string from a specified (left and right) context. A finite set of
insertion and deletion rules, together with a set of axioms provides a language generating device: starting from the set of
initial strings and iterating insertion and deletion operations as defined by the given rules, one obtains a language (over a
given terminal alphabet).
∗ Corresponding author. Tel.: +33 145176600.
E-mail addresses: ipetre@abo.fi (I. Petre), verlan@univ-paris12.fr (S. Verlan).
0304-3975/$ – see front matter© 2012 Elsevier B.V. All rights reserved.
doi:10.1016/j.tcs.2012.07.002
I. Petre, S. Verlan / Theoretical Computer Science 456 (2012) 80–88 81
Even in their basic variants, insertion–deletion systems are able to characterize the recursively enumerable languages,
see [33] for an overview of known results. Moreover, as it was shown in [23], the context dependency may be replaced by
insertion and deletion of strings of sufficient length, in a context-free manner. If the length of the inserted or deleted strings
is not sufficient (less or equal to two) then such systems are not able to generate more than the context-free languages and
a characterization of them was shown in [32].
Similar investigations were continued in [24,15,16] on insertion–deletion systems with one-sided contexts, i.e., where
the context dependency is asymmetric and is present only from the left or only from the right side of all insertion and
deletion rules. Several computational completeness results are given in these articles depending on the size of insertion and
deletion rules. We recall that some combinations do not lead to computational completeness.
Similarly as in the case of context-free rewriting, it is possible to consider a graph-controlled variant of insertion–deletion
systems. Thus the rules cannot be applied at any time, as their applicability depends on the current ‘‘state’’, changed by a
rule application. Such a formalization is rather similar to the definition of insertion–deletion P systems [27]. One-sided
graph-controlled insertion–deletion systems where at most two symbols may be present in the description of insertion and
deletion ruleswere investigated in [5]. This corresponds to systems of size (1, 1, 0; 1, 1, 0), (1, 1, 0; 1, 0, 1), (1, 1, 0; 2, 0, 0),
and (2, 0, 0; 1, 1, 0), where the first three numbers represent the maximal size of the inserted string and the maximal size
of the left and right contexts, resp., while the last three numbers represent the same information for deletion rules. It is
known that such systems as well as systems of size (1, 0, 0; 1, 1, 1) and (1, 1, 1; 1, 0, 0) are not computationally complete
[17,15,24], while the corresponding P systems and graph-controlled variants are. A summary of these results can be found
in [1,33].
In this article we introduce a new type of control, similar to the one used in matrix grammars. More precisely, insertion
and deletion rules are grouped in sequences, called matrices, and either the whole sequence is applied consecutively, or no
rule is applied.
The idea of matrix-based control for insertion–deletion systems was independently considered in [19], with a focus on
representing biomolecular structures. In an extended version of their article, currently under review, the authors analyze
the computational complexity of systems of size (1, 1, 1; 1, 0, 0), using however different tools than those that we used in
this paper [18]. A similar idea was considered for insertion systems (without deletion) in [21]. We show that in the case
of such control the computational power of systems of sizes above is strictly increasing. Moreover, we show that binary
matrices suffice to achieve this result for systems of size (1, 1, 0; 2, 0, 0) and (2, 0, 0; 1, 0, 0), hence we obtain a similar
characterization like in the case of the binary normal form for matrix grammars.
A preliminary version of this article can be found in [25].
2. Definitions
For basic notions and results of formal languages we refer to [29]. The empty string is denoted by λ. The family of
recursively enumerable languages is denoted by RE.
A type-0 grammar G = (N, T , S, P) is said to be in Geffert normal form [7] if the set of non-terminals N is defined as
N = {S, A, B, C,D}, T is an alphabet and P only contains context-free rules of the forms S → uSv with u ∈ {A, C}+ and
v ∈ (T ∪ {B,D})+ as well as S → λ and two (non-context-free) erasing rules AB → λ and CD → λ.
We remark that according to [7] the generation of a string using a grammar in this normal form is done in two stages.
During the first stage only context-free rules S → uSv can be applied (this follows from the fact that u ∈ {A, C}+ and
v ∈ ({B,D} ∪ T )+). During the second stage only non-context-free rules can be applied (because there is no more symbol S
in the string). The transition between the stages is done by the rule S → λ (note that in [7] a set of rules of the form S → uv
is used instead leading to an equivalent result). Note that the symbols A, B, C,D are treated like terminals during the first
stage and so, each rule S → uSv is in some sense ‘‘linear’’.
Throughout this paper we will use the special Geffert normal form. Let G = (N, T , S, P) be a grammar with N = N ′∪N ′′,
N ′ ∩ N ′′ = ∅, where N ′′ = {A, B, C,D} and N ′ is a set of non-terminals containing S, S ′ and some other auxiliary non-
terminals (that are introduced by the translation from the Geffert normal form to the special variant). We say that G is in the
special Geffert normal form if it only has two (non-context-free) erasing rules AB → λ and CD → λ and several context-free
rules of one of the following forms:
X → bY , where X, Y ∈ N ′, b ∈ N ′′, X ≠ Y
X → Yb, where X, Y ∈ N ′, b ∈ T ∪ N ′′, X ≠ Y
S ′ → λ.
Moreover, it may be assumedwithout loss of generality that for any two rules X → w and U → w in P with the first symbol
ofw different from S, S ′, we have U = X .
Any grammar G in the Geffert normal form can be transformed into a grammar G′ in the special Geffert normal form
generating the same language by replacing the ‘‘linear’’ rules by right- and left-linear ones. Let S ′ be a new non-terminal
that will be used to mark the transition from the first stage to the second. The rule S → uSv of G, where u = a1 . . . an and
v = b1 . . . bm is replaced in G′ by the following rules: S → a1X1, X1 → a2X2, . . . , Xn−1 → anXn, Xn → Xn+1bm, . . . , Xn+m →
Sb1, where X1, . . . , Xn+m are new non-terminals different from each other as well as from the corresponding non-terminals
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introduced by the translation of other rules.We also add rules Xn+m → S ′bm and S ′ → λ to G′ in order tomark the transition
to the second stage. Note that the rule S → λ is not preserved in G′.
We also note that during the first stage of the derivation of a grammar in the special Geffert normal form there is exactly
one non-terminal from N ′ present in the string and during the second stage the string does not contain any symbol from N ′.
2.1. Insertion–deletion systems
An insertion–deletion system is a construct ID = (V , T , A, I,D), where:
• V is an alphabet;
• T ⊆ V is the terminal alphabet (the symbols from V \ T are called non-terminals);
• A ⊆ V ∗ is the set of axioms;
• I,D are finite sets of triples of the form (u, α, v), where u, α (α ≠ λ), and v are strings over V .
The triples in I are insertion rules, and those in D are deletion rules. An insertion rule (u, α, v) ∈ I indicates that the string
α can be inserted between u and v, while a deletion rule (u, α, v) ∈ D indicates that α can be removed from between
the context u and v. Stated in another way, (u, α, v) ∈ I corresponds to the rewriting rule uv → uαv, and (u, α, v) ∈ D
corresponds to the rewriting rule uαv → uv. By⇒ins we denote the relation defined by the insertion rules and by⇒del the
relation defined by the deletion rules. Formally, x ⇒ins y if and only if x = x1uvx2, y = x1uαvx2, for some (u, α, v) ∈ I and
x1, x2 ∈ V ∗. Also, x ⇒del y if and only if x = x1uαvx2, y = x1uvx2, for some (u, α, v) ∈ D and x1, x2 ∈ V ∗. We denote by⇒
the union of the relations⇒ins,⇒del, and by⇒∗ the reflexive and transitive closure of⇒.
The language generated by ID = (V , T , A, I,D) is defined by
L(ID) = {w ∈ T ∗ | x ⇒∗ w for some x ∈ A}.
The complexity of an insertion–deletion system ID = (V , T , A, I,D) is described by the vector (n,m,m′; p, q, q′) called
size, where
n = max{|α| | (u, α, v) ∈ I}, p = max{|α| | (u, α, v) ∈ D},
m = max{|u| | (u, α, v) ∈ I}, q = max{|u| | (u, α, v) ∈ D},
m′ = max{|v| | (u, α, v) ∈ I}, q′ = max{|v| | (u, α, v) ∈ D}.
We will also say that ID has rules of size (n,m,m′; p, q, q′).
The total size of an insertion–deletion system ID of size (n,m,m′; p, q, q′) is defined as the sum of all the numbers from
the vector:Σ(ID) = n+m+m′ + p+ q+ q′.
By INSm,m
′
n DEL
q,q′
p we denote the families of languages generated by insertion–deletion systems having the size
(n,m,m′; p, q, q′).
If one of the parameters n,m,m′, p, q, q′ is not specified, then instead we write the symbol ∗. In particular, INS0,0∗ DEL0,0∗
denotes the family of languages generated by context-free insertion–deletion systems. If one of the numbers from the pairs
m,m′ and/or q, q′ is equal to zero (while the other one is not), then we say that the corresponding families have a one-sided
context. Finally we remark that the rules from I and D can be put together into one set of rules R by writing (u, α, v)ins for
(u, α, v) ∈ I and (u, α, v)del for (u, α, v) ∈ D.
2.2. Matrix insertion–deletion systems
Similarly as for context-free grammars, insertion–deletion systems can be extended by adding some additional controls.
We discuss here the adaptation of the idea of matrix grammars for insertion–deletion systems and define matrix insertion–
deletion systems.
Amatrix insertion–deletion system is a construct
γ = (V , T , A,M), where
• V is a finite alphabet;
• T ⊆ V is the terminal alphabet;
• A ⊆ V ∗ is a finite set of axioms;
• M = {r1, . . . , rt}, t ≥ 1 is a finite set of sequences of rules, called matrices, of the form ri = [ri1, . . . , riki ], where ki ≥ 1,
rij is an insertion or a deletion rule over V , 1 ≤ i ≤ t and 1 ≤ j ≤ ki;
The sentential form (also called configuration) of γ is a string w ∈ V ∗. For ri = [ri1, . . . , riki ], 1 ≤ i ≤ t , a transition
w =⇒ri w′ is performed if there exist words w1, . . . , wki+1 ∈ V ∗ such that wj ⇒rij wj+1, 1 ≤ j ≤ ki, with w = w1 and
w′ = wki+1. We shall writew =⇒ w′ if there exists ri ∈ M such thatw =⇒ri w′.
The language generated by γ is defined by
L(γ ) = {w ∈ T ∗ | x =⇒∗ w for some x ∈ A}.
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We say that system γ has matrices of size k, where k = max1≤i≤tki. For k > 1 we denote by MatkINSm,m′n DELq,q
′
p the
families of languages generated by matrix insertion–deletion systems having the size (n,m,m′; p, q, q′) and matrices of
size k.
We remark that matrix insertion–deletion systems are a variant of graph-controlled insertion–deletion systems. The
corresponding graph has a special central node and a collection of circular paths, corresponding to the matrices, starting
and ending in the central node. However, the descriptional complexity measure considered in the graph-controlled case is
the total number of nodes, while in the case of the matrix control the depth of the graph is minimized.
3. Computational completeness
For all the variants of insertion and deletion rules considered in this and the next sections (namely of size (1, 1, 0; 1, 1, 0),
(1, 1, 0; 1, 0, 1), (1, 1, 0; 2, 0, 0), (2, 0, 0; 1, 1, 0), (1, 1, 1; 1, 0, 0) and (1, 0, 0; 1, 1, 1)), we know that the basic variants
without using matrix control cannot achieve computational completeness (see [17,24]). The computational completeness
results from this section are based on simulations of derivations of a grammar in the special Geffert normal form. These
simulations associate a group of insertion and deletion rules to each of the right- or left-linear rules X → bY and X → Yb.
The same holds for (non-context-free) erasing rules AB → λ and CD → λ.
We start with the following result: if the size of the matrices is sufficiently large, then the corresponding systems are
computationally complete. We prove this result in the following for matrices of size 3 and 8, illustrating at the same time
proof ideas for such kind of systems. In the next section we improve the result of Theorems 1 and 4 by using binary matrices
(of size 2), but the corresponding proofs are much more complicated.
Theorem 1. Mat3INS1,01 DEL
0,0
2 = RE.
Proof. The proof is based on a simulation of a type-0 grammar in the special Geffert normal form. Let G = (V , T , S, P) be
such a grammar. We construct the matrix insertion–deletion system γ = (V , T , {S},M) as follows.
For every rule r : Z → xy ∈ P with x, y ∈ V ∪ T we add the following matrix toM:
r.1 : [(Z, y, λ)ins, (Z, x, λ)ins, (λ, Z, λ)del].
For rules AB → λ ∈ P , CD → λ ∈ P and S ′ → λwe add following matrices toM:
AB : [(λ, AB, λ)del]; CD : [(λ, CD, λ)del]; S ′ : [(λ, S ′, λ)del].
We claim that L(γ ) = L(G). Indeed, the inclusion L(G) ⊆ L(γ ) follows directly from the simulation of rules of G: rules of
type Z → xy are simulated by consecutively inserting y and x after Z and finally deleting Z . Since Z is different from x and y
(this follows from the fact that for a rule S → uSv of the Geffert normal form, u and v cannot be empty) a correct simulation
is performed. We remind that at each moment of the derivation of a grammar in the special Geffert normal form there is at
most one non-terminal from N ′ present in the string. The rules AB → λ and CD → λ are simulated by directly erasing 2
symbols and the rule S ′ → λ by directly erasing S ′.
The converse inclusion L(γ ) ⊆ L(G) can be obtained by observing that there is a one-to-one correspondence between
matrices from γ and rules from G.
Since L(γ ) = L(G) we obtain that RE ⊆ Mat3INS1,01 DEL0,02 . The converse inclusion can be easily obtained by observing
that insertion and deletion rules are special kind of rewriting rules. 
A similar result can be obtained in the case of systems having rules of size (1, 1, 0; 1, 1, 0).
Theorem 2. Mat3INS1,01 DEL
1,0
1 = RE.
Proof. The proof is similar to that of the previous theorem. For any grammar G = (V , T , S, P) in the special Geffert normal
form we construct the matrix insertion–deletion system γ = (V ∪ {$}, T , {$S},M) as follows. For any right- and left-linear
rule r : Z → xy ∈ P with x, y ∈ V ∪ T of Gwe add the matrix r.1 defined as in Theorem 1 toM:
r.1 : [(Z, y, λ)ins, (Z, x, λ)ins, (λ, Z, λ)del].
The rule AB → λ can be simulated by the following matrices:
AB.1 : [(λ, KAB, λ)ins, (λ, $, λ)del],
AB.2 : [(KAB, A, λ)del, (KAB, B, λ)del],
AB.3 : [(λ, KAB, λ)del, (λ, $, λ)ins].
An additional matrix X : [(λ, $, λ)del] shall also be added to the system.
The matrices AB.1, AB.2 and AB. simulate AB → λ by inserting a symbol KAB in the string in a context-free manner and
after that by deleting a pair of adjacent A and B. The validity follows from the observation that there can be at most one copy
of KAB in the string that follows from the synchronization of its insertion (resp. deletion) with the deletion (resp. insertion)
by matrix AB.1 (resp. AB.3) of a special symbol $ initially present in only one copy. In order to delete this symbol at the end
of the computation the matrix [(λ, $, λ)del] shall be used.
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The rule CD → λ is simulated similarly and the rule S ′ → λ can be simulated by directly erasing S ′ using a matrix
S ′ : [(λ, S ′, λ)del].
Hence we obtained that L(G) ⊆ L(γ ). Moreover, the discussion above permits us to affirm that in case of a successful
generation there is a one-to-one correspondence between erasing rules of G and corresponding matrices ofM . This proves
the converse inclusion L(γ ) ⊆ L(G).
Since L(γ ) = L(G) we obtain that RE ⊆ Mat3INS1,01 DEL1,01 . The converse inclusion can be easily obtained by observing
that insertion and deletion rules are special kinds of rewriting rules. 
The next result is analogous to Theorem 2.
Theorem 3. Mat3INS1,01 DEL
0,1
1 = RE.
Theorem 4. Mat3INS0,02 DEL
1,0
1 = RE.
Proof. The proof is based on a simulation of a type-0 grammar in the special Geffert normal form. Let G = (V , T , S, P) be
such a grammar. We construct the matrix insertion–deletion system γ = (V ∪ V ′, T , {S},M) as follows (V ′ = {LX , RX | X ∈
V } ∪ {KAB, KCD, $}).
For every rule r : X → bY ∈ P we add the following matrix toM:
r.1′ : [(λ, bY , λ)ins, (Y , X, λ)del].
For every rule r : X → Yb ∈ P we add the following matrices toM:
r.1 : [(λ, LXRX , λ)ins, (RX , X, λ)del],
r.2 : [(λ, Yb, λ)ins, (b, RX , λ)del],
r.3 : [(λ, $, λ)del, (λ, LX , λ)del, (λ, $, λ)ins].
For rules AB → λ ∈ P and CD → λ ∈ P we add the following six matrices toM:
AB.1 : [(λ, KAB, λ)ins, (λ, $, λ)del], CD.1 : [(λ, KCD, λ)ins, (λ, $, λ)del],
AB.2 : [(KAB, A, λ)del, (KAB, B, λ)del], CD.2 : [(KCD, C, λ)del, (KCD,D, λ)del],
AB.3 : [(λ, KAB, λ)del, (λ, $, λ)ins], CD.3 : [(λ, KCD, λ)del, (λ, $, λ)ins].
The rule S ′ → λ is simulated by adding the following matrix to the system:
m.S ′ : [(λ, S ′, λ)del, (λ, $, λ)ins].
Finally, the following matrix is also added toM:
m.$ : [(λ, $, λ)del].
We prove that L(γ ) = L(G). In order to prove the inclusion L(G) ⊆ L(γ )we show how the effect of rules of G is simulated
in γ . Any rule X → bY is simulated directly by matrix r.1′, which inserts bY and deletes X in the context of Y . The right
position for the insertion is ensured by the uniqueness of X . A rule r : X → Yb is simulated in a different way by r.1, r.2
and r.3. First X is replaced by LXRX and after that RX is rewritten by Yb as in the previous case. We remark that by inserting
LXRX it can be ensured that there is no symbol b before RX . This permits to correctly place Yb. The additional symbol LX
remaining in the string is deleted during the second stage (when symbol $ is also introduced by matrixm.S ′). Rules AB → λ
and CD → λ of G are simulated as in Theorem 2 by AB.t and CD.t , 1 ≤ t ≤ 3. Like in that proof symbol $ is used to guarantee
the uniqueness of a deletion and it is deleted at the end of the computation by matrix [(λ, $, λ)del].
From the discussion above it is clear that for a successful generation in γ the matrices r.1, r.2 and r.3, r ∈ P shall be
applied in the indicated order, hence corresponding to an application of the rule r in G. Hence for any terminal derivation in
γ a similar derivation in G can be reconstructed. This proves the converse inclusion L(γ ) ⊆ L(G).
Since L(γ ) = L(G) we obtain that RE ⊆ Mat3INS0,02 DEL1,01 . The converse inclusion can be easily obtained by observing
that insertion and deletion rules are special kinds of rewriting rules. 
Our next two results show that in the case of symmetrical systems of size (1, 1, 1; 1, 0, 0) and (1, 0, 0; 1, 1, 1) the
computational completeness is also obtained.
Theorem 5. Mat8INS1,11 DEL
0,0
1 = RE.
Proof (Sketch of proof). In order to prove this theoremwe show that an arbitrary deletion rule (λ, xy, λ)del can be simulated
using a matrix involving 8 rules of size (1, 1, 1; 1, 0, 0). Then the result will follow from the computational completeness of
insertion–deletion systems of size (1, 1, 1; 2, 0, 0) [28,33].
In order to simulate a deletion rule (λ, xy, λ)del the following matrix can be used (L, C, R are new non-terminals):
xy : [(λ, L, x)ins, (y, R, λ)ins, (λ, x, λ)del, (λ, y, λ)del, (L, C, R)ins, (λ, L, λ)del, (λ, R, λ)del, (λ, C, λ)del].
It can be easily checked that the above sequence of rules will delete symbols x and y. The adjacency of these symbols is
guaranteed by inserting symbol L before x, symbol R after y and checking that L and R are adjacent (using the insertion of C)
after the removal of x and y. This technique introduced in [31] is widely used in the area of insertion–deletion systems, see
for example [23,24,15,33,20]. 
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Theorem 6. Mat8INS0,01 DEL
1,1
1 = RE.
Sketch of proof. Like in the case of Theorem 5 we show the result indirectly by simulating an arbitrary insertion rule
(λ, xy, λ)ins by a matrix involving 8 rules of size (1, 0, 0; 1, 1, 1). Then the result will follow from the computational
completeness of insertion–deletion systems of size (2, 0, 0; 1, 1, 1) [15].
In order to simulate an insertion rule (λ, xy, λ)ins the following matrix can be used (L, C, R are new non-terminals):
xy : [(λ, L, λ)ins, (λ, R, λ)ins, (λ, C, λ)ins, (L, C, R)del, (λ, x, λ)ins, (λ, y, λ)ins, (λ, L, x)del, (y, R, λ)del].
The above sequence first inserts symbols L and R adjacently (by using the deletion of C). Then x and y are inserted in
between L and R. Finally, symbols L and R are deleted. 
It was proved in [17] that REG \ GCt INS0,02 DEL0,02 ≠ ∅, for any t > 0, where GC refers to graph-controlled insertion–
deletion systems. Since the matrix control is a particular case of the graph control, we obtain the following result.
Theorem 7. For any k > 0, REG \MatkINS0,02 DEL0,02 ≠ ∅.
4. Computational completeness for binary matrices
In this section we prove that binary matrices suffice for computational completeness.
Theorem 8. Mat2INS0,02 DEL
1,0
1 = RE.
Proof. The proof is based on a simulation of a type-0 grammar in the special Geffert normal form. Let G = (V , T , S, P) be
such a grammar. We construct the matrix insertion–deletion system γ = (V ∪ V ′, T , {$S},M) as follows.
Let V ′ = {#rk, K r | r ∈ P, 1 ≤ k ≤ 5} ∪ {KAB, KCD, $}. For every rule r : X → bY ∈ P we add the following matrix toM:
r.1′ : [(λ, bY , λ)ins, (Y , X, λ)del] .
For every rule r : X → Yb ∈ P we add the following matrices toM:
r.1 : (λ,#r1#r2, λ)ins, (#r2, X, λ)del ;
r.2 : (λ, Y , λ)ins, (Y ,#r1, λ)del ;
r.3 : (λ,#r3#r4, λ)ins, (#r4,#r2, λ)del ;
r.4 : (λ,#r5b, λ)ins, (b,#r4, λ)del ;
r.5 : (λ, $, λ)del, (λ, K r , λ)ins ;
r.6 : (K r ,#r3, λ)del, (K r ,#r5, λ)del ;
r.7 : (λ, K r , λ)del, (λ, $, λ)ins .
For rules AB → λ ∈ P and CD → λ ∈ P we add the following matrices toM:
AB.1 : [(λ, $, λ)del, (λ, KAB, λ)ins] ; CD.1 : [(λ, $, λ)del, (λ, KCD, λ)ins] ;
AB.2 : [(λ, KAB, λ)del, (λ, $, λ)ins] ; CD.2 : [(λ, KCD, λ)del, (λ, $, λ)ins] ;
AB.3 : [(KAB, A, λ)del, (KAB, B, λ)del] ; CD.3 : [(KCD, C, λ)del, (KCD,D, λ)del] .
The rule S ′ → λ can be simulated by matrixS′ : [(λ, S ′, λ)del]. Finally, we add the matrix X : [(λ, $, λ)del] toM .
We claim that L(γ ) = L(G). First we show that L(γ ) ⊇ L(G). Let w1Xw2 be a sentential form in G (initially S) and let
w1Xw2 ⇒r w1bYw2 be a derivation in G. We show that in γ we obtain the same result:
w1Xw2 =⇒r.1′ w1bYw2.
We remark that if the sequence bY is not inserted before X , then the second rule from the matrix will not be applicable (we
recall thatw1w2 does not contain non-terminals from V \ (T ∪ {A, B, C,D}) and that b ≠ λ).
Consider now the following derivation in G:w1Xw2 ⇒r w1Ybw2. This derivation is simulated in γ as follows:
$w1Xw2 =⇒r.1 $w1#r1#r2w2 =⇒r.2 $w1Y#r2w2 =⇒r.3 $w1Y#r3#r4w2 =⇒r.4
=⇒r.4 $w1Y#r3#r5bw2 =⇒r.5 w1YK r#r3#r5bw2 =⇒r.6 w1YK rbw2 =⇒r.7 $w1Ybw2.
We prove now the converse inclusion L(γ ) ⊆ L(G). We start by observing that matrices r.1− r.4 as well as r.1′ have the
form [(λ, ax, λ)ins, (x, y, λ)del], a ∈ V ∪ {λ}, x, y ∈ V . It is not difficult to see that if x was not already present in the string
then such a matrix correspond to the rewriting rule y → x. Indeed, since x is not present in the string, it should have been
inserted before the symbol y, which is deleted afterwards.
Thematrices r.5− r.7 ensure that a sequence of symbols #r3#r5 is deleted. This is performed by introducing into the string
a new special symbol K r . If it is not introduced before #r3, then nothing happens and K
r can be replaced by $. Otherwise, it
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can delete the two symbols in the sequence. The validity of the simulation is ensured by the fact that the symbol $ is always
present in at most one copy.
Matrices AB.1−AB.3 (resp. CD.1− CD.3) act in a similar way to matrices r.5− r.7 deleting AB (resp. CD) instead of #r3#r5.
In order to conclude that the simulation of the rule X → Yb does not yield other words we give the following remarks:
• Symbol X is replaced by a pair of symbols #r1#r2, where #r1 evolves to Y and #r2 evolves to b.• Symbol b is inserted if and only if #r3 (and #r4) is present in the string. This ensures that this symbol is separated from
any non-terminal that can be derived from Y and hence the insertion of this symbol cannot interfere with some other
insertion that could be operated.
We remark that the simulation of rule X → Yb does not imply that b will be generated before the simulation of the
next rule Y → u. However, there cannot be interferences between following rules and the generation of b because of the
separator symbol #r3 which is deleted only after the generation of b. Additionally, the superscript r permits us to memorize
which symbol shall be generated, so this can be done independently of the subsequent generation.
Since no other words can be generated we can reconstruct a derivation in G starting from a derivation in γ . For this it is
enough to follow configurations where there is a non-terminal from V \ {A, B, C,D} in order to reconstruct the first stage of
the derivation from G. The deletion of AB and CD has a direct correspondence to the second stage of G. So, L(γ ) = L(G). 
Theorem 9. Mat2INS1,01 DEL
0,0
2 = RE.
Proof. The proof is based on a simulation of type-0 grammar in the special Geffert normal form. Let G = (V , T , S, P) be
such a grammar. We construct the matrix insertion–deletion system γ = (V ∪ V ′, T , {HSE},M) as follows.
Let V ′ = {p, p′ | p : X → Yb ∈ P} ∪ {p, p2, p3,#p,#′p, Y p1 , Y p2 | p : X → bY ∈ P} ∪ {H, E}. For every rule p : X → Yb ∈ P
we add following matrices toM:
p.1′ : [(λ, X, λ)del, (E, p, λ)ins] ;
p.2′ : (H, b, λ)ins, (E, p′, λ)ins ;
p.3′ : (H, Y , λ)ins, (λ, p′p, λ)del .
For every rule p : X → bY ∈ P we add following matrices toM:
p.1 : [(λ, X, λ)del, (E, p, λ)ins] ;
p.2 : (H, Y p1 , λ)ins, (E,#p, λ)ins ;
p.3 : (E,#′p, λ)ins, (E, p2, λ)ins ;
p.4 : (E, p3, λ)ins, (λ,#′p#p, λ)del ;
p.5 : [(H, b, λ)ins, (λ, p2, λ)del] ;
p.6 : (λ,H, λ)del, (Y p1 , Y p2 , λ)ins ;
p.7 : (Y p2 ,H, λ)ins, (λ, p3p, λ)del ;
p.8 : (H, Y , λ)ins, (λ, Y p1 Y p2 , λ)del .
For rules AB → λ ∈ P and CD → λ ∈ P we add the following matrices toM:
mAB : [(λ, AB, λ)del]; mCD : [(λ, CD, λ)del].
We also add the matricesmHE : [(λ,H, λ)del, (λ, E, λ)del] andmS ′ : [(λ, S ′, λ)del] toM .
We claim that L(γ ) = L(G). First we show that L(γ ) ⊇ L(G). The simulation uses the following idea. The string is
composed from two parts separated by symbol E. The first part (from the beginning until E) corresponds to the string from
G, while the second part (after E) contains some additional symbols. In the first part symbol H marks the site where the
non-terminal different from A, B, C,D is situated (we recall that it is unique). The sequence of insertions and deletions is
synchronized between these two positions: inserting something at position H also inserts or deletes symbols at position E.
Finally, symbols at position E are checked to form some particular order. So in some sense E corresponds to a ‘‘stack’’ where
some information is stored and after that the ‘‘stack’’ is checked to be in some specific form. When a correct simulation of a
grammar rule is finished there are no additional symbols after the marker E.
More precisely, let w1Xw2 be a sentential form in G (initially S) and let w1Xw2 ⇒r w1Ybw2 be a derivation in G. We
show that in γ we obtain the encoding of the same result (containing additional markers H and E):
w1HXw2E =⇒p.1′ w1Hw2Ep =⇒p.2′ w1Hbw2Ep′p =⇒k−1p.2′ w1Hbkw2Ep′kp =⇒p.3′ w1HYbkw2Ep′k−1.
Since there are no rules eliminating p′ by itself (it can be eliminated only if p is following it, which is no more possible),
the above string can become terminal if and only if one insertion is done at the second step (i.e. k = 1). Hence we obtain
the stringw1HYbw2E, i.e. we correctly simulated the corresponding production of the grammar.
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We remark that matrix p.2′ can be used at any time, but this yields again a symbol p′ after E which cannot be removed.
Now consider the following derivation in G:w1Xw2 ⇒r w1bYw2. This derivation is simulated in γ as follows.
w1HXw2E =⇒p.1 w1Hw2Ep =⇒p.2 w1HY p1w2E#pp =⇒p.3
=⇒p.3 w1HY p1w2Ep2#′p#pp =⇒p.4 w1HY p1w2Ep3p2p =⇒p.5 w1HbY p1w2Ep3p =⇒p.6
=⇒p.6 w1bY p1 Y p2w2Ep3p =⇒p.7 w1bY p1 Y p2Hw2E =⇒p.8 w1bHYw2E.
The deletion rules AB → λ, CD → λ and S ′ → λ are simulated directly by matrices mAB, mCD and mS ′, while symbols H
and E are eliminated by matrixmHE. Hence L(G) ⊆ L(γ ).
Now in order to prove the inclusion L(γ ) ⊆ L(G)we show that only specific sequences of matrix applications can lead to
a terminal string. The above discussion of the simulation of rules of type X → Yb implies that no other sequence of matrix
applications leading to a terminal string can be used (because matrix p.2′ can be used only one time during the simulation
of this rule). We shall concentrate now on the simulation of rules of type X → bY . We give below the matrices’ dependency
graph, where by x ← ywe indicate that in order to apply y, we should apply x at least one time.
p.4
~||
||
||
||
p.1 p.2o p.3o p.5o p.7o
aBBBBBBBB
~||
||
||
||
p.8o
p.6
hQQQQQQQQQQQQQQQ
Indeed, if matrix p.1 is not applied first, then additional symbols are added after Y and it is clear that they cannot be
eliminated. If p.3 is applied before p.2, then the introduced symbol #′p can never be deleted (as there is no symbol #p
afterwards). Matrix p.4 involves symbols introduced by p.2 and p.3, so it cannot be used before these matrices. Matrix
p.5 cannot be applied before p.3, however its application can be interchanged with the application of p.4. Matrix p.6 can be
applied once after p.2, while the application of p.7 requires a previous application of matrices p.6, p.5 and p.4 (p.6 and p.4
introduce symbols used in p.7, while using p.5 is the only way to obtain p3p). Matrix p.8 is applicable only after matrix p.7.
We show now that each matrix must be applied exactly once. Since there is only one copy of A, only one copy of pwill be
available. Hence matrix p.7 will be applied only once. We can also deduce that only one copy of p3 shall be produced, hence
matrix p.4 should be applied only once. But this implies the uniqueness of symbols #p and #′p, hence a single application of
matrices p.2 and p.3. The last affirmation implies that p2 is generated only once, hence p.5 can be applied only once. From
p.6 we can deduce that Y p2 is inserted once, hence p.8 is executed only once. Finally, from the p.2 we can deduce that Y
r
1 is
inserted only once, so after its deletion in p.8 no more copies will remain.
Consequently, any terminal derivation in γ needs an application of a specific sequence of matrices. Hence, it is enough to
look at strings from γ containing a non-terminal from V \ {A, B, C,D} in order to reconstruct the first stage of the derivation
from G. The deletion of AB and CD has a direct correspondence to the second stage of G. This implies that L(γ ) ⊆ L(G). 
5. Conclusions
We introduced the mechanism of a matrix control to the operations of insertion and deletion. We investigated the
case of systems with insertion and deletion rules of size (1, 1, 0; 1, 1, 0), (1, 1, 0; 1, 0, 1), (1, 1, 0; 2, 0, 0), (2, 0, 0; 1, 1, 0),
(1, 1, 1, 1, 0, 0) and (1, 0, 0; 1, 1, 1) and we have shown that the corresponding matrix insertion–deletion systems are
computationally complete. In the first (resp. last) two cases matrices of size 3 (resp. 8) are used, while in the remaining
two cases binary matrices are sufficient. All the constructions were additionally tested using a self-developed dedicated
simulator that is available from [34]. These tests allowed us to verify that for a single rule application, all possible evolutions
except the correct one introduce in the string non-terminals that cannot be removed anymore. Since a matrix control is
a particular case of a graph control (having an input/output node and series of linear paths starting and ending in this
node), we obtain based on results of [17] that matrix insertion–deletion systems having rules of size (2, 0, 0; 2, 0, 0) are not
computationally complete.
We note that the variant (1, 1, 1, 1, 0, 0)was independently considered in [20].
We remark that our results formatrix insertion–deletion systems cannot be derived from the results on graph-controlled
systems obtained in [5] and previous works, because they consider different descriptional complexity parameters. In the
graph-controlled case, the main descriptional complexity is the number of nodes. Therefore, in this case, the total number
of nodes in the graph is minimized, while in the matrix case the depth of the graph (corresponding to the size of matrices)
is minimized.
There still remains the question of the computational power of systems of size (1, 1, 0; 1, 1, 0), (1, 1, 0; 1, 0, 1),
(1, 0, 0; 1, 1, 1) and (1, 1, 1; 1, 0, 0) having binary matrices. This gives an interesting topic for the further research.
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Another interesting research topic is the adaptation of other types of controls used in the area of regulated rewriting to
insertion–deletion systems. In this line of researchwemention article [10] that investigates the random-contextmechanism
in the context of insertion–deletion systems.
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