In this paper we consider an optimal control problem governed by a system of nonlinear hyperbolic partial differential equations with deviating argument, Darboux-type boundary conditions and terminal state inequality constraints. The control variables are assumed to be measurable and the state variables are assumed to belong to a Sobolev space. We derive an integral representation of the increments of the functionals involved, and using separation theorems of functional analysis, obtain necessary conditions for optimality in the form of a Pontryagin maximum principle. The approach presented here applies equally well to other nonlinear constrained distributed parameters with deviating argument.
Introduction
The optimal control of dynamic systems governed by partial differential equations has been studied extensively in the literature (see [1] , [2] , [4] , [7] , [10] , [17] [18] [19] ). However, in many applications such as transport processes, economic systems, population models, etc., the behavior of the state may depend upon its past history. Such processes are usually represented by difference-differential equations. In addition, the majority of thermal processes, and processes in which the signal is transmitted through long electrical hydraulic lines, exhibit delays distributed along the entire length of the spatial coordinate. Processes of this type are often described by partial differential equations with delays. For specific examples of such systems with delays as well as a rather complete list of references on the development of the theory of optimal control of systems with time delays, we refer the reader to [3] . Other mathematical models associated with the control of distributed parameter systems with simple time delays, appearing in the state equations or boundary conditions have been studied in the literature (see [5] , [9] , [10] , [12] , [14] , [16] ). We remark that the works reported in these references exclude any type of constraints on the state variables. 496 Mohammad A. Kazemi [2] One of the first steps toward solving optimal control problems with a general deviating argument is to obtain necessary conditions for optimality. Such conditions provide a source of numerical methods for computing the optimal control. In this paper we present an approach to (first order) necessary conditions for optimality in systems described by nonlinear partial differential equations with deviating argument, including terminal state inequality constraints. We explain our approach using Darboux hyperbolic partial differential equations, and obtain new results which in fact generalize the results of [5] , [10] , [11] .
The paper is organized as follows. In Section 2, we formulate the optimal control problem and discuss the existence and uniqueness of the solution for the governing state equations. In Section 3, the adjoint equations are introduced and the existence of their solutions is established. In Section 4 we derive the increment formula for the functionals and give bounds for the remainders. Section 5 includes our necessary conditions. In Section 6, we consider more general objective functions and generalize the results of Section 5. Finally, in Section 7, we derive, under further regularity assumptions, a simplified version of results in Section 5.
Problem formulation
In this section we first describe the system and basic assumptions, and then formulate the optimal control problem. In the rectangle
we consider the system (x, t, u(x, t) ) e L<x>(G) for u G £2, such that for / = 1 , . . . , n; j = 1, 2, 3,
where Z(*, r) : (x,o(t) ) are known in terms of the boundary data (l>(x,t). Thus we can (as in [1] , [11] ) prove the existence of a unique solution to
as a boundary data, we apply the same argument to extend the solution further to [x 0 , X] x [y (r 0 ), y (y (to))], and so on until the whole rectangle is covered. Thus for a given u e Q, the system (2.1)-(2.2) has a unique solution z(x, t) := z(u)(x, t). Furthermore, the estimates of Theorems (3.1)-(3.2) of [11] still hold in our case, as can be easily seen. See also [1] , Section 4.3. Now let the performance of the control process be estimated at x = X, t = T by the functionals
We are concerned with the following optimal control problem.
Find u G £2 and the corresponding z := z(u), from (2.1)-(2.2), such that
.., r, and J 0 (u) < J 0 (u) for all u e J2.
We will refer to such a u as an optimal control. We require the following assumption regarding the values g k .
. . , r are twice continuously differentiable.
The adjoint equations
NOTATION. Let w € ft and z := z(«) be an admissible pair for problem (P). In what follows, for simplicity of notation, we denote by H ik) (x, t), the value of
We now define the adjoint equations (or the linear conjugate problem) by the following system of linear partial differential equations and boundary conditions.
We have the following result. (3.5) . [5] Necessary conditions for constrained distributed parameter systems 499 , 0, )
This system is equivalent to a system of two-dimensional Volterra integral equations. To see this, let
and formally integrate (3.6) as follows.
pf>>(*, P)dp. 
JT JX JT

The increment formula
In this section we derive integral representations for the increments J k {u) -J k (u), k = 0, 1 , . . . , r, where u,u e fi. The corresponding states are denoted by z := z(«) and z := z(u). To simplify the exposition, we use the notation
%{x, a(t)), u(x, t)) -f(x, t).
Similar notation will be used when we write A u jH (k \x, t). We have
(X, t)dt + o(\\z\\).
Using the boundary conditions (3.4)-(3.5) along with integration by parts, we continue as follows. Substitution from (3.2)-(3.3) into the first integral on the right-hand side of (4.1) yields [7] Necessary conditions for constrained distributed parameter systems 501
«\ Mu) -J k (u) = f q«\x, T) • Az x (x, T)dx + f p w (X,t)-Az,(X,t)dt+o(\\Az\\)
=fX r o(T) = -/ / H»\x, 0 + Y(t)Hg\x, Y (O) Az x (x, t) dxdt Jxa Jto L J -/ / H«\x,t)AzAx,t)dxdt /
H«\x, t) + y(t)H«\x, y(r)) Az,(x, t)dxdt -/ / H« ) (x,t)Az,(x,t)dxdt
= -[ f [A™ (*• 0Az x (x, t) + // , t)Az,(x,
On making the change of variable x = y (f), t = <T(T), the second integral in the last expression becomes 
where Z(x, t):= (z(x, t), z(x, o(t)), z x (x, a(t)), z,(x, t), z,(x, a{t))) andZ := Z + 9(x, t)(Z -
) for some function 9(x, t), 0 < 9 < 1. Thus the second integral in (4.1) takes the form
Substitution of (4.2)-(4.3) into (4.1) yields, for k = 0, 1 , . . . , r,
Note from (3.1)-(3.4) and (2.2) that the second integral in the above expression vanishes. We have finally arrived at the integral representation
where is the remainder term, to be estimated below. To estimate r) k , we require the following assumptions. 
where r) k satisfies (4.6).
Necessary conditions
In this section we state and prove necessary conditions for optimality for problem (P), in the form of a Pontryagin maximum principle. We begin by rewriting (4.7) as This of course follows by standard arguments involving the Lebesgue differentiation theorem (see [1] or [15] ). Here Below, using the set of parameters {*,, ?,; v t , 0,}, 1 < / < I, we construct a special variation u s of the optimal control u which is admissible, satisfies Jk(u s ) < 0 for k = 1 , . . . , r, and /o("a) < Jo(u). This contradiction proves the theorem. [11] Necessary conditions for constrained distributed parameter systems 505
If (x p , t p ) is an isolated point of the set {*,, f,}, 1 < / < £, that is, if (x p , t p ) ^ (*,-, r,-) for /?,-, we set Gj p) := {(x, ( ) e G U p < j : < x p + S9 P , t p < t < t p + 8}. If From the definition of the set / and (5.5), it now follows that for small enough S,
This contradicts the optimality of u and the proof is complete.
REMARK 5.1. The basic idea of the above proof is well-known (see [8] , [13] ).
Next we state our necessary condition in the form of a pointwise maximum principle. In the following theorem / denotes the set of inactive constraint indices defined above. Setting 9 := p + q, and J4? := 0 • f, we derive from the above equations and (5.8) that
xt = Mix, t) + yj%(x, y(t)) -(M x (x, t) -(H z ,(x, t) + y(t)J%,(x, y(r))) ( , (x, t) e [x 0 , X] x [t 0 , a(T)] e xt = Mix, t) -(MM, O) X -(Mix, o ) t , (x, t) e [x 0 , x] x [a(D, n
Regarding the boundary conditions for 0, we have from (5.11)-(5.13) that
x (x, T) = p x (x, T) + q x (x, T) = p x (x, T) = -fox, T) -fax, T)0(x, T) = -fax, T)0{x, T), x € [x o , X] = -Mix,T).
Similarly
6,iX, t) = -(fax, t) + y(0 ft,{X, yiO)) iP + q) = -H Zx {X, t) -y(t)H ix (X, y(0), t e [to, o(T)}, and
9,(X, t) = -fax, t)9(X, 0 = -M X (X, t) t e [a(T), T].
Finally,
Summarizing the above developments, we have the following results.
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