In this paper, we present a novel algorithm, FastWordBug, to efficiently generate small text perturbations in a black-box setting that forces a sentiment analysis or text classification mode to make an incorrect prediction. By combining the part of speech attributes of words, we propose a scoring method that can quickly identify important words that affect text classification. We evaluate FastWordBug on three real-world text datasets and two state-of-the-art machine learning models under black-box setting. The results show that our method can significantly reduce the accuracy of the model, and at the same time, we can call the model as little as possible, with the highest attack efficiency. We also attack two popular real-world cloud services of NLP, and the results show that our method works as well.
INTRODUCTION
As far as we know, Papernot et al. (2016) first studied the problem of adversarial example in text. Papernot et al. (2016) contributed to the field of adversarial machine learning by investigating adversarial input sequences for recurrent neural networks processing sequential data and they showed that adversaries can craft adversarial sequences misleading both categorical and sequential recurrent neural networks.
Although various techniques have been proposed to generate adversarial example for white-box attacks on text (Papernot et al., 2016; Ebrahimi et al., 2017; Samanta & Mehta, 2017; Sato et al., 2018; Gong et al., 2018; Liang et al., 2018) , little attention has been paid to black-box attacks, which are more realistic scenarios.
In the case of black-box attack, the most important step is to find the most important words that affect the result of the model. Gao et al. (2018) proposed DeepWordBug, they employed novel scoring strategies to identify the critical words that, if modified, cause the classifier to make an incorrect prediction. proposed TEXTBUGGER, a framework that can effectively and efficiently generate utility-preserving adversarial texts against state-of-the-art text classification systems under both white-box and black-box settings. In the black-box scenario, Li et al. first found the important sentences, and then used a scoring function to find important words to manipulate. Gao et al. (2018) ; call the model and measure the importance of each word according to the change of the returned confidence value. We have studied the relationship between the POS tag (part-of-speech tag) of words and the importance of words influencing the classification results of the model. The experimental results show that by combining the part of speech of words, we can greatly reduce the number of calls to the model or cloud service of NLP and improve the efficiency of generating adversarial text, while the attack is still effective. A POS tag is a special label assigned to each token (word) in a text corpus to indicate the part of speech and often also other grammatical categories such as tense, number (plural/singular), case etc. POS tags are used in corpus searches and in text analysis tools and algorithms 1 . Belinkov & Bisk (2017) ; Alzantot et al. (2018) ; Eger et al. (2019) can be regarded as innovative word modification methods, which can be integrated with our algorithm. Get the word w j which has the maximum confidence maximum reduction C wi ; 9:
Get the POS tag t of w j ; 10: R(t) ← R(t) + 1; 11: end for 12: W (t) = sof tmax(R(t), R(·)); 13: return W (·).
ATTACK DESIGN

PROBLEM FORMULATION
The function of a pre-trained classification model F , e.g. a sentiment analysis or a text classification model, is mapping from input set to the label set. For a clean text example O, it is correctly classified by F to ground truth label y ∈ Y , where Y including {1, 2, . . . , k} is a label set of k classes. An attacker aims at adding small perturbations in O to generate adversarial example ADV , so that F (ADV ) = F (O), where D(ADV, O) < ǫ. D captures the semantic similarity between ADV and O, ǫ is a threshold to limit the size of perturbations.
THREAT MODEL
We assume the attacker has black-box access to the target model: the attacker is not aware of the model architecture, parameters, or training data, and is only capable of querying the target model with supplied inputs and obtaining the output predictions and their confidence scores. We chose to use untargeted attack i.e., changing the models output, because it is more suitable as a benchmark method.
Cw j = Fy(w1, w2, · · ·, wm) −Fy(w1, · · ·, wj−1, wj+1, · · ·, wm)
(1)
FASTWORDBUG
We propose Algorithm 1 to quantify the relationship between the POS tags of words and the importance of words influencing the classification results of the model. We suppose that text x is split into a series of words: w = {w 1 , w 2 ..., w n }. The importance score of w is represented with the confidence value of the predicted class F y (x) = F y (w). Following Gao et al. (2018) ; , the importance of the j th word in w is:
We evaluate the weight of a POS tag as the performance reduction when the corresponding word is disabled in the text. Intuitively, removing a word with greater capacity of discrimination usually causes higher confidence reduction. In this way, such word or say POS tag should be pay more attention .i.e more weight. In addition, we use the sof tmax 2 function to convert the statistical weight value on the specified data set to between 0 and 1, which is easy to use.
We propose FastWordBug to generate word-based adversarial text under black box setting.
Step 1: Find Important Sentences. We divide the text into a sequence of sentences. Then, by calling the model, the confidence of each sentence is calculated in turn. Finally, by sorting the confidence values, a sentence sequence sorted by importance is obtained. The first sentence means more important, but it will also be prioritized.
Step 2: Filter Important Words with POS tag weight. We divide the ordered sentence sequence into words and mark the part of speech. Then we filter the words whose POS tag weight exceeds the threshold and return them in order. In this process, we do not need to call the model, but make full use of POS tag features of words.
Step 3: Modify Important Words. There are many ways to modify words. Following Gao et al. (2018) , we use four basic methods:
• Swap: Swap two adjacent letters in the word.
• Substitution: Substitute a letter in the word with a random letter.
• Deletion: Delete a random letter from the word.
• Insertion: Insert a random letter in the word.
All four methods are designed to produce a word that is not in the model's dictionary. We modify the filtered words in turn, and use these four methods for each word in turn. If the modification of the word can lead to a decrease in the confidence of the model for the original label, the modification for the word will be retained. If several modifications can decrease the confidence, we choose the most effective. In this step, the model is called four times for each word. When the classification label changes or the difference between the adversarial text and the original text exceeds the threshold, the loop exits ahead of time.
ATTACK EVALUATION
DATASETS
Internet Movie Database (IMDB) 3 : It is crawled from Internet including 50000 positive and negative reviews and average length of the review is nearly 200 words. It is usually used for binary sentiment classification including richer data than other similar datasets (Maas et al., 2011) .
AG's News 4 : It is constructed by choosing 4 largest classes from the original corpus. Each class contains 30,000 training samples and 1,900 testing samples. The total number of training samples is 120,000 and testing 7,600 (Xiang et al., 2015) .
TARGETED MODELS
To show that our method is effective, we perform our experiments on two well trained models: Word-LSTM (Gao et al., 2018) and Text-CNN (Kim, 2014) . Following , all models are trained in a hold-out test strategy, and hyper-parameters were tuned only on the validation set. We launch a black box attack on these models.
EVALUATION METRICS
We use Top-1 Accuracy to measure the attack effect. For the same model, the lower the accuracy of classifying the adversarial text, the better the attack effect. The number of Perturbed Word is used to define the distance between the adversarial text and the original text. The number of calls of the model .i.e #Model Called is used to measure the attack efficiency. The less the number of calls, the higher the attack efficiency. 
IMPLEMENTATION
We repeated each experiment 5 times and report the mean value. We randomly select 200 from the test set of IMDB and AG's News to generate the adversarial text, and select 200 to calculate the weight of POS Tag. The same data set uses the same weight value. In order to better measure the performance difference in selecting important words between different attack algorithms, we implement each algorithm to modify words in the same way as DeepWordBug (Gao et al., 2018) . Words and sentences are splited by NTLK 5 .
ATTACK PERFORMANCE
The main experimental results are shown in Table 1 and Table 2 , our attack algorithm leads in both efficiency and effect. In the sentiment analysis task on IMDB, our algorithm reduces the accuracy of Text-CNN and Word-LSTM models from 87.0% and 78.0% to 13.0% and 21.0% while #Model Calls are also minimal. In the text classification task on AGs News, our algorithm reduces the accuracy of Text-CNN and Word-LSTM models from 87.0% and 88.0% to 36.0% and 31.5% while #Model Calls are also minimal. 
TRANSFERABILITY
The result shown in Table 6 demonstrates that the adversarial texts generated by FastWordBug can successfully transfer across multiple models. 
CONCLUSION
Our main contributions can be summarized as follows.
• We propose FastWordBug , a framework that can more effectively and efficiently generate adversarial text under black box setting. • We propose an algorithm to quantify the relationship between the POS tags of words and the importance of words to generate adversarial text.
• We evaluate FastWordBug on two real-world text datasets and two state-of-the-art machine learning models under black box setting. The results show that our method can significantly reduce the accuracy of the model, and at the same time, we can call the model as little as possible, with the highest attack efficiency.
APPENDIX
A IMPORTANT TAG OF PART-OF-SPEECH TAGGING. 
