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Uniqueness in weighted Lebesgue spaces
for a class of fractional parabolic and elliptic equations
Fabio Punzo
∗
and Enrico Valdinoci
†
Abstract
We investigate uniqueness, in suitable weighted Lebesgue spaces, of solutions to a class of
fractional parabolic and elliptic equations.
1 Introduction
We are concerned with uniqueness of solutions to the following linear nonlocal Cauchy problem:

ρ ∂tu+ (−∆)
su = 0 in IRN × (0, T ] =: ST
u = 0 in IRN × {0} ,
(1.1)
where the coefficient ρ, usually referred to as a variable density, is a positive function only
depending on the space variable x and (−∆)s denotes the fractional Laplace operator of order
s ∈ (0, 1). Note that when s = 1 problem (1.1) has been extensively investigated, and we
shall now briefly recall the basics of the classical theory. In particular, it is well-known that
problem 

ρ ∂tu−∆u = 0 in ST
u = u0 in IR
N × {0} ,
(1.2)
where u0 ∈ C(IR
N ) ∩ L∞(IRN ), admits at most one bounded solutions if ρ(x) → 0 slowly
enough as |x| → ∞ (see, e.g., [6], [9], [10] for precise statements). Furthermore, uniqueness of
solutions to problem (1.2), belonging to suitable weighted Lebesgue spaces, can be deduced
from general results in [2]. In fact, for any φ ∈ C(S¯T ), φ > 0, p ≥ 1, set
Lpφ(ST ) :=
{
u : ST → IR measurable |
∫ T
0
∫
IRN
|u|pφ(x, t)dxdt <∞
}
.
(a) Summary of known results in the local case. In [2], the operator
Lu :=
N∑
i,j=1
∂2
[
aij(x, t)u
]
∂xi∂xj
−
N∑
i=1
∂
[
bi(x, t)u
]
∂xi
+ c(x, t)u− ut
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is considered; the coefficients of L, together with all their derivatives which appear, are locally
bounded functions in ST . Furthermore, the matrix A ≡ (aij) is assumed to be positive
semidefinite in S¯T . A function u ∈ C(S¯T ), such that all of its derivatives which appear in L
exist and are locally integrable in ST , is a solution to problem

Lu = 0 in ST
u = 0 in IRN × {0} ,
(1.3)
if equalities in (1.3) are satisfied pointwise. Suppose that
|aij(x, t)| ≤ K1(1 + |x|
2)
2−λ
2 , |bi(x, t)| ≤ K2(|x|
2 + 1)
1
2 , |c(x, t)| ≤ K3(|x|
2 + 1)
λ
2
for almost every (x, t) ∈ ST , for some constants λ ≥ 0,Ki > 0 (i = 1, 2, 3). In [2, Theorem 1]
it is shown that if u is a solution to problem (1.3) and u ∈ L1g(ST ), with
g(x) = (|x|2 + 1)−α0 (x ∈ IRN ) if λ = 0, (1.4)
or
g(x) = e−α0(|x|
2+1)
2−α
2 (x ∈ IRN ) if λ > 0 , (1.5)
for some α0 > 0, then
u ≡ 0 in ST .
Let us mention that a crucial step in the proof of this result consists in the construction
of a positive supersolution φ ∈ C2(S¯T ) to the adjoint equation
N∑
i,j=1
aij
∂2φ
∂xi∂xj
+
N∑
i=1
bi
∂φ
∂xi
+ cφ+ ∂tφ = 0 in ST . (1.6)
Clearly, as a consequence of the previous result one can immediately deduce uniqueness in
L1ψ(ST ) for solutions to problem

Lu = f in ST
u = u0 in IR
N × {0} ,
where f and u0 are given functions defined in ST and IR
N , respectively.
Now, suppose that ρ ∈ C2(IRN ). If we choose
aij =
1
ρ
δij , bi = 2
∂
∂xi
(
1
ρ
)
, c = ∆
(
1
ρ
)
,
then, it is easily checked that u is a solution of (1.3) if and only if it is a solution to (1.1).
Assume that
ρ(x) ≥ K1(1 + |x|
2)−
α
2 , (1.7)∣∣∣∣∇
(
1
ρ
)∣∣∣∣ ≤ K2(1 + |x|2) 12 ,
∣∣∣∣∆
(
1
ρ
)∣∣∣∣ ≤ K3(1 + |x|2) 2−α2 (1.8)
for every x ∈ IRN , for some α ≤ 2. By [2, Theorem 1] recalled above, with λ = 2− α, u ≡ 0
is the unique solution to problem (1.2) in L1g(ST ) with g is defined as in (1.4)-(1.5) .
Moreover, the same conclusion remains true, if we only suppose ρ ∈ C(IRN ) instead of
ρ ∈ C2(IRN ), and we remove assumption (1.8). In order to see this, only minor changes in the
proof of [2, Theorem 1] are needed. More precisely, the operator Lˆu := ∆u − ρ∂tu can play
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the same role as L; furthermore, we use the fact that, indeed, the supersolution φ to equation
(2.4), constructed in [2], is also a supersolution to equation
ρ∂tφ+∆φ = 0 in ST .
When ρ ≡ 1 the results established in [2] are in accordance with those in [18], where, not
surprisingly, the same uniqueness class is obtained mainly using the heat kernel
q(x, y) =
1
(4πt)
N
2
e−
|x|2
4t (x ∈ IRN , t > 0) .
(b) Summary of known results in the fractional case. Observe that also for problem
(1.1) some uniqueness results are known. In fact, in [16] it is proved that problem

ρ ∂tu+ (−∆)
s[um] = 0 in ST
u = u0 in IR
N × {0} ,
(1.9)
(m ≥ 1) admits at most one bounded nonnegative solution, provided condition (2.5) is sat-
isfied, for some K1 > 0, α < 2s. Consequently, in particular, u ≡ 0 is the unique solution
if u0 ≡ 0,m = 1. Note that the hypothesis that α < 2s, when s = 1 is in agreement with
that made above for problem (1.2), although for problem (1.2) α = 2 was permitted, too.
Moreover, in [3] it is shown that every nonnegative solution to equation
∂tu+ (−∆)
su = 0 in ST
can be written as
u(x, t) =
∫
IRN
p(x− y, t)u(y, 0)dy,
where p is the fractional heat kernel defined by
p(x, t) :=
1
t
N
2s
P
(
x
t
1
2s
)
(x ∈ IRN , t > 0),
P (x) :=
∫
RN
eix·ξ−|ξ|
2s
dξ (x ∈ IRN ) .
Note that, for some C > 1, the following two-sided heat kernel estimate holds (see [4]):
1
C
min
{
1
t
N
2s
,
t
|x|N+2s
}
≤ p(x, t) ≤ Cmin
{
1
t
N
2s
,
t
|x|N+2s
}
(x ∈ IRN , t > 0) . (1.10)
Some uniqueness results for nonlocal parabolic equations have been recently obtained in [1],
[11], [12]. These works deal in fact with quite general integro-differential operators, but they
require that there exist two constants C2 > C1 > 0, such that
C1 ≤ ρ ≤ C2 in IR
N . (1.11)
(c) Outline of our results . The main results of this paper will be given in detail in the
forthcoming Theorems 2.5, 2.8, 2.11. We give here a sketchy outline of these results, describing
motivations, techniques of proofs and differences with the existing literature.
As pointed out for problem (1.2), we can expect that the uniqueness class for problem
(1.1) with ρ ≡ 1 is related to the fractional heat kernel p, and so to its bounds given in (2.7).
In fact, suppose that condition (2.5) is satisfied for some α ≤ 2s. We shall prove that the
solution to problem (1.1) is unique in the class Lpψ(ST ) with p ≥ 1 and
ψ(x) := (1 + |x|2)−
β
2 (x ∈ IRN ) , (1.12)
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for properly chosen β > 0. To be specific, when α = 0, we can choose β = N+2s, in agreement
with (2.7). Furthermore, if 0 < α ≤ 2s, then 0 < β < N + 2s, thus the uniqueness class is
smaller; roughly speaking, this is due to the fact that, in this case, the coefficient ρ(x) makes
the diffusion stronger as |x| → ∞ (see Theorem 2.5 for the precise statement). Observe that,
clearly, from such results we can deduce also uniqueness in Lpψ(ST ) of solutions to

ρ ∂tu+ (−∆)
su = f in ST
u = u0 in IR
N × {0} .
(1.13)
In order to prove such a uniqueness result we construct a positive supersolution to equation
− (−∆)sφ− ρ∂tφ = 0 in ST . (1.14)
Indeed, the weight function ψ mentioned above is related to such a supersolution.
Observe that we also establish similar uniqueness results for the linear elliptic nonlocal
equation
(−∆)su+ ρcu = 0 in IRN , (1.15)
where c is a nonnegative function defined in IRN (see Theorems 2.8 and 2.11). Similar results
are stated in [13] and [15] for local elliptic equations in bounded domains, with coefficients
that can be degenerate or singular at the boundary of the domain.
We should observe that the techniques used in the proofs of this paper have several concep-
tual and technical differences with respect to the classical case of the local equations. On the
one hand, we borrow from the classical case the idea of dealing with the adjoint operator. On
the other hand, the classical case relies on explicit computations based on differentiating some
appropriate barriers and cut-off functions and integrating by parts, which are not available in
our case. For this reason we have to perform some ad-hoc integral computations in our case,
based on appropriately chosen covering of IRN × IRN , some local and global remainder esti-
mates that rely on some careful paramater adjustments (see Lemmas 3.1, 3.2). Furthermore,
while in the local case the supersolution to the adjoint equation is defined using the function g
defined in (1.4) or (1.5), in the present situation it is related to the function ψ defined in (1.12)
(see the proof of Theorem 2.5). Moreover, to show that it is indeed a supersolution, clearly, we
cannot make explicit computations based on differentiation; instead, we use some properties
of the hypergeometric function 2F1(a, b, c, s) ≡ F (a, b, c, s), with a, b ∈ IR, c > 0, s ∈ IR \ {1}
(see [14, Chapters 15.2, 15.4]). Similar computations, for different purposes, when c > a + b
have been made in [8]; however, we also consider the cases c = a + b and c > a + b, that
present some differences.
We should note that whereas the local counterpart of our results established in [2] only
regard the weighted Lebesgue space L1g(ST ), we can address L
p
ψ(ST ), for each p ≥ 1, thus such
uniqueness results in Lpψ(ST ) are new also for s = 1. Moreover, to the best of our knowledge
our results for elliptic equations (see Theorems 2.8 and 2.11) have not corresponding results
in the literature concerning the local case in the whole IRN ; some results are only available in
bounded domains (see [13], [15]). Moreover, Theorem 2.8 is proved similarly to the parabolic
case, while the proof of Theorem 2.11 is completely new (it does not have a corresponding
argument in [13] or in [15]). Moreover, it relies on Lemma 4.2, which is rather technical.
Even if, in general, we do not require that the solutions are bounded, as a particular
consequence of our uniqueness results it follows that (see Corollary 2.6) the solution to problem
(1.1) is unique in L∞(ST ). This generalizes the results in [16] for linear problems, since in
[16] it was also requested that the solution is bounded and nonnegative; instead, now we do
not need any sign condition on the solutions. Moreover, there is a substantial difference with
uniqueness results in [1], [3], [11], [11]. In fact, on the one hand, in [3] only the case ρ ≡ 1
is addressed; moreover, the methods used are different form those of the present paper. On
the other hand, differently from [1], [11], [12] we do not make the assumption (1.11), thus
4
our density is allowed to vanish or to be singular as |x| → ∞; moreover, we use completely
different techniques. It is worth mentioning that degeneracy or singularity at infinity of the
density is very important for the applications, e.g. see for instance, for the local case, [2], [6],
[9], [13] . Clearly, the same model with singular or degenerate density occurs when considering
nonlocal diffusion, in case, for instance, of rarefied media subject to non-Gaussian stochastic
processes.
The paper is organized as follows. In Section 2 we recall some preliminaries about fractional
Laplacian and we give the notion of solutions we shall deal with. Then we state our main
results concerning both parabolic and elliptic problems. Section 3 is devoted to the proof of
results for parabolic problems, instead those about elliptic equations are proved in Section 4.
2 Mathematical framework and results
The fractional Laplacian (−∆)s can be defined by Fourier transform. Namely, for any function
g in the Schwartz class S, we say that
(−∆)σ/2g = h ,
if
hˆ(ξ) = |ξ|σ gˆ(ξ). (2.1)
Here, we used the notation hˆ = Fh for the Fourier transform of h. Furthermore, consider the
space
Ls(IRN ) :=
{
u : IRN → IR measurable |
∫
IRN
|u(x)|
1 + |x|n+2s
dx <∞
}
,
endowed with the norm
‖u‖Ls(IRN ) :=
∫
IRN
|u(x)|
1 + |x|N+2s
dx .
If u ∈ Ls(IRN ) (see [17]), then (−∆)su can be defined as a distribution, i.e., for any ϕ ∈ S,∫
IRN
ϕ(−∆)su dx =
∫
IRN
u(−∆)sϕdx .
In addition, suppose that, for some γ > 0, u ∈ Ls(IRN ) ∩ C2s+γ(IRN ) if s < 12 , or u ∈
Ls(IRN ) ∩ C1,2s+γ−1loc (IR
N ) if s ≥ 12 . Then we have
(−∆)su(x) = CN,s P.V.
∫
IRN
u(x)− u(y)
|x− y|N+2s
dy (x ∈ IRN), (2.2)
where
CN,s =
22s−12sΓ((N + 2s)/2)
πN/2Γ(1− s)
,
Γ being the Gamma function; moreover, (−∆)su ∈ C(IRN ). Note that the constant CN,s
satisfies the identity
(−∆)su = F−1
(
|ξ|2sFu
)
, ξ ∈ IRN , u ∈ S ,
so (see [5])
CN,s =
(∫
IRN
1− cos(ξ1)
|ξ|N+2s
dξ
)−1
.
Concerning the coefficients ρ and c, we always make the following assumptions:
(H0)


(i) ρ ∈ C(IRN ) , ρ(x) > 0 for all x ∈ IRN ;
(ii) there exist K > 0, α ∈ IR such that
ρ(x) ≥ K
(
1 + |x|2
)−α
for all x ∈ IRN ;
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(H1) c ∈ C(IR
N ), c(x) ≥ 0 for all x ∈ IRN .
Now we can give the definition of solution to problem (1.1) and to equation (1.15).
Definition 2.1 We say that a function u is a solution to equation
ρ ∂tu + (−∆)
su = 0 in ST , (2.3)
if
(i) u ∈ C(ST ), for each t ∈ (0, T ] u(·, t) ∈ L
s(IRN ) ∩ C2s+γ(IRN ) if s < 12 , or u(·, t) ∈
Ls(IRN ) ∩ C1,2s+γ−1loc (IR
N ) if s ≥ 12 , for some γ > 0, ∂tu ∈ C(ST ) ;
(ii) ρ(x)∂tu+ CN,sP.V.
∫
IRN
u(x, t)− u(y, t)
|x− y|N+2s
dy = 0 for all (x, t) ∈ ST .
Furthermore, we say that u is a supersolution (subsolution) to equation (2.3), if in (ii) instead
of “ = ” we have “ ≥ ” (“ ≤ ”) .
Definition 2.2 We say that a function u is a solution to problem (1.1) if
(i) u ∈ C(S¯T ), ∂tu ∈ L
1
loc(S¯T ), u ∈ L
1
(
(0, T ),Ls(IRN )
)
;
(ii) u is a solution to equation (2.3) ;
(iii) u(x, 0) = 0 for all x ∈ IRN .
Definition 2.3 We say that a function u is a solution to equation (1.15) if
(i) u ∈ Ls(IRN )∩C2s+γ (IRN ) if s < 12 , or u ∈ L
s(IRN )∩C1,2s+γ−1loc (IR
N ) if s ≥ 12 , for some
γ > 0 ;
(ii) CN,sP.V.
∫
IRN
u(x)− u(y)
|x− y|N+2s
dy + ρ(x)c(x)u(x) = 0 for all x ∈ IRN .
Furthermore, we say that u is a supersolution (subsolution) to equation (1.15), if in (ii)
instead of “ = ” we have “ ≥ ” (“ ≤ ”) .
2.1 Parabolic equations: results
Next we prove a general criterion for uniqueness of nonnegative solutions to problem (1.1) in
L1ψ(ST ), where ψ is defined as in (1.12) for some constant β > 0.
Proposition 2.4 Let assumption (H0)− (i) be satisfied. Let u be a solution to problem (1.1)
with |u(·, t)|p ∈ Ls(IRN ) for some p ≥ 1, for each t > 0. Assume that there exists a positive
supersolution φ ∈ C2(S¯T ) to equation
− (−∆)sφ+ ρ ∂tφ = 0 in ST , (2.4)
such that
φ(x, t) + |∇φ(x, t)| ≤ Cψ(x) for all (x, t) ∈ ST , (2.5)
for some constants C > 0 and β > 0. If u ∈ Lpψ(ST ), then
u ≡ 0 in ST .
After having exhibited such a supersolution φ, as a consequence of Proposition 2.4, we
show the following uniqueness theorem.
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Theorem 2.5 Let assumption (H0) be satisfied. Let u be a solution to problem (1.1) with
|u(·, t)|p ∈ Ls(IRN ), for some p ≥ 1, for each t > 0. If u ∈ Lpψ(ST ), then
u ≡ 0 in ST ,
provided that one of the following conditions holds true:
(i) 0 < β ≤ N − 2s, α ∈ IR ;
(ii) N − 2s < β < N,α ≤ 2s ;
(iii) β = N,α < 2s, or instead of (H0)− (ii), there holds: ρ(x) ≥ K(1 + |x|
2)−s log(1 + |x|2)
for all x ∈ IRN , for some K > 0;
(iv) β > N,α+ β ≤ 2s+N .
From Theorem 2.5 we deduce the following
Corollary 2.6 Let assumption (H0) be satisfied. Let u be a solution to problem (1.1). Sup-
pose that α < 2s.
(i) If
|u(x, t)| ≤ C(1 + |x|2)
σ
2 for all x ∈ ST ,
for some σ ∈ (0, 2s− α) and C > 0, then
u ≡ 0 in ST .
In order to prove Corollary 2.6(i) it suffices to apply Theorem 2.5 with β = N+2s−α > N
and p = 1.
2.2 Elliptic equations: results
Now we prove a general criterion for uniqueness of nonnegative solutions to equation (1.15)
in L1ζ(IR
N ). We suppose that there exists a positive function ζ ∈ C2(IRN ), which solves
− (−∆)sζ + ρ c ζ < 0 in IRN . (2.6)
Such inequality is meant in the sense that in Definition 2.3-(ii), instead of “ = ” we have
“ < ”.
Proposition 2.7 Let assumptions (H0)−(i), (H1) be satisfied. Let u be a solution to equation
(1.13) with |u|p ∈ Ls(IRN ), for some p ≥ 1. Assume that there exists a positive function
ζ ∈ C2(IRN ), which solves (1.8), and satisfies
ζ(x) + |∇ζ(x)| ≤ Cψ(x) for all x ∈ IRN , (2.7)
for some constants C > 0, β > 0 . If u ∈ Lpψ(IR
N ), then
u ≡ 0 in IRN .
After having exhibited such a supersolution ζ, as a consequence of Propositions 2.7, we show
the following uniqueness theorem.
Theorem 2.8 Let assumptions (H0)−(H1) be satisfied. Let u be a solution to equation (1.13)
with |u|p ∈ Ls(IRN ), for some p ≥ 1. Suppose that, for some c0 > 0,
c(x) ≥ c0 for all x ∈ IR
N . (2.8)
If u ∈ Lpψ(IR
N ), then
u ≡ 0 in IRN ,
provided α, β satisfy the same conditions as in Theorem 2.5, and pc0K is large enough when
(ii) or (iii) or (iv) holds true.
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Analogously to Corollary 2.6, we have the following
Corollary 2.9 Let assumptions (H0) − (H1) be satisfied. Let u be a solution to equation
(1.13) with |u|p ∈ Ls(IRN ), for some p ≥ 1 . Suppose that pc0K is large enough and α < 2s.
(i) If
|u(x)| ≤ C(1 + |x|2)
σ
2 for all x ∈ IRN ,
for some σ ∈ (0, 2s− α) and C > 0, then
u ≡ 0 in IRN .
Remark 2.10 The hypothesis pc0K large enough made in Theorem 2.8 and in Corollary 2.9
will be specified in the proof of Theorem 2.8.
Let us now introduce the Riesz kernel of the s-Laplacian:
I2s :=
kN,s
|x|N−2s
∀x ∈ IRN ,
where kN,s is a suitable positive constant only depending on s and N .
Let F ∈ C∞c (IR
N ) with F ≥ 0, F 6≡ 0. Define
φ = I2s ∗ F in IR
N . (2.9)
Clearly, we have that
(−∆)sφ = F in IRN . (2.10)
Furthermore, it is easily checked that φ ∈ C∞(IRN ) and, for some 0 < C0 < C1,
C0
1 + |x|N−2s
≤ φ(x) + |∇φ(x)| ≤
C1
1 + |x|N−2s
for all x ∈ IRN . (2.11)
If u ∈ Lpcρφ(IR
N ), then we can drop the request pc0K big enough made in Theorem 2.8.
This is the content of the next result, which will be proved by different methods from those
used to prove Theorem 2.8.
Theorem 2.11 Let assumptions (H0) − (H1) be satisfied. Let u be a solution to equation
(1.13). Suppose that condition (2.8) is satisfied for some c0 > 0. If u ∈ L
p
cρφ(IR
N ) for some
p ≥ 1, then
u ≡ 0 in IRN .
As a consequence of Theorem 2.11 and (2.11) we immediately get the next result.
Corollary 2.12 Let assumptions (H0) − (H1) be satisfied. Let u be a solution to equation
(1.13). Suppose that c ∈ L∞(IRN ) and that condition (2.8) is satisfied for some c0 > 0. If
u ∈ Lp
1+|x|N−2s+α
(IRN ), then
u ≡ 0 in IRN .
3 Parabolic equations: proofs
3.1 Preliminary results
This Subsection is devoted to some preliminary results that will be used in the sequel. To
begin with, let us observe that if f, g ∈ Ls(IRN ) ∩ C2s+γ(IRN ) if s < 12 , or f, g ∈ L
s(IRN ) ∩
C1,2s+γ−1loc (IR
N ) if s ≥ 12 , for some γ > 0, and fg ∈ L
s(IRN ), then it is easily checked that
(−∆)s[f(x)g(x)] = f(x)(−∆)sg(x) + g(x)(−∆)sf(x)− B(f, g)(x) for all x ∈ IRN , (3.1)
8
where B(f, g) is the bilinear form given by
B(f, g)(x) := CN,s
∫
IRN
[f(x)− f(y)][g(x)− g(y)]
|x− y|N+2s
dy for all x ∈ IRN .
Take a cut-off function γ ∈ C∞([0,∞)), 0 ≤ γ ≤ 1 with
γ(r) =


1 if 0 ≤ r ≤ 12
0 if r ≥ 1 ;
(3.2)
for any R > 0 let
γR(x) := γ
(
|x|
R
)
for all x ∈ IRN . (3.3)
For any τ ∈ (0, T ) let
Sτ := IR
N × (0, τ ] .
We shall use next
Lemma 3.1 Let τ ∈ (0, T ), φ ∈ C2(S¯τ ), φ > 0; suppose that (2.5) is satisfied. Let u ∈
L1ψ(Sτ ). Then∫ τ
0
∫
IRN
|u(x, t)|φ(x, t)|(−∆)sγR(x)|dxdt +
∫ τ
0
∫
IRN
|u(x, t)| |B(φ, γR)(x)|dxdt → 0
as R→∞ .
Observe that a similar result was obtained in the proof Theorem 2.1 in [3]. However, in [3]
different hypotheses were made. To be specific, it was assumed that u ∈ L1
(
(0, T );Ls(IRN )
)
,
and moreover that, for some C > 0,
φ(x, t) + |∇φ(x, t)| ≤
C
1 + |x|N+2s
for all (x, t) ∈ ST .
Observe that our proof require various quite important changes. In particular, we need to
use a convenient covering of IRN × IRN that is a little different from that in [3]; moreover, we
shall use different estimates in some regions of IRN × IRN .
Proof . Observe that, for all x ∈ IRN ,
|(−∆)sγR(x)| = R
−2s
∣∣∣((−∆)sγ)( x
R
)∣∣∣ ≤ CR−2s. (3.4)
Since u ∈ L1ψ(ST ) and (2.5) holds, from (3.4) it follows that∫ τ
0
∫
IRN
|u(x, t)|φ(x, t)|(−∆)sγR(x)|dxdt ≤ CR
−2s
∫ τ
0
∫
IRN
|u(x, t)|φ(x, t) dx dt ≤ CR−2s,
so
lim
R→∞
∫ τ
0
∫
IRN
|u(x, t)|φ(x, t)|(−∆)sγR(x)|dxdt = 0. (3.5)
Now we are going to estimate
I(R) :=
∫ τ
0
∫
IRN
|u(x, t)| |B(φ, γR)(x)|dxdt (3.6)
To do this, we cover IRN × IRN with six domains. In fact,
IR2N =
(
5⋃
k=1
Ak
)
∪ C,
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where
A1 := {(x, y) : |x| > R/2, |y| ≤ R/8}, A2 := {(x, y) : |x| ≤ R/8, |y| > R/2},
A3 := {(x, y) : |x| ≥ 2R, R/8 < |y| < R}, A4 := {(x, y) : R/8 < |x| < R, |y| ≥ 2R},
A5 := {(x, y) : R/8 < |x| < 2R, R/8 < |y| < 2R}
and
C := {(x, y) : |x| ≤ R/2, |y| ≤ R/2} ∪ {(x, y) : |x| ≥ R, |y| ≥ R}.
This covering of IRN × IRN is represented (for N = 1) in the following picture:
R
8
R
2
R 2R
R/8
R/2
R
2R
A1
A2
A3
A4
A5
A5
C
C
C
C
From (3.2) and (3.3), we have that γR(x)− γR(y) = 0 if (x, y) ∈ C, and so
I(R) =
∫ t0
0
∫
IRN
|u(x, t)|
∫
IRN
|φ(x, t) − φ(y, t)| |γR(x)− γR(y)|
|x− y|N+2s
dy dx dt
≤
5∑
k=1
IAk(R), (3.7)
where
IAk(R) =
∫ t0
0
∫
Ak
|u(x, t)|
|φ(x, t) − φ(y, t)| |γR(x)− γR(y)|
|x− y|N+2s
dy dx dt,
for k = 1, . . . , 5.
We are going to estimate each of these five integral separately. For all (x, y) ∈ A1 we get
|x− y| ≥ C|x| , (3.8)
and
|x− y| ≥
R
2
−
R
8
≥
R
4
+ |y| . (3.9)
Hence
1
|x− y|N+2s
≤
C
|x|β
(
R
4 + |y|
)N+2s−β . (3.10)
Moreover, from (2.5) it follows that, if (x, y) ∈ A1, then
|φ(x, t)| + |φ(y, t)| ≤
C
1 + |y|β
. (3.11)
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Inequalities (3.10) and (3.11) yield, for any R > 1,
IA1(R) ≤ C
∫ τ
0
∫
|x|>R/2
|u(x, t)|
|x|β
∫
|y|≤R/8
1
1 + |y|N+2s
dy dx dt
≤ C
∫ τ
0
∫
|x|>R/2
|u(x, t)|
|x|β
dx dt. (3.12)
For all (x, y) ∈ A2 we have
|φ(x, t)| + |φ(y, t)| ≤
C
1 + |x|β
, (3.13)
and
|x− y| ≥ C|y| . (3.14)
In view of (3.13) and (3.14), we obtain
IA22 (R) ≤
∫ τ
0
∫
|x|≤R/8
|u(x, t)|
1 + |x|β
∫
|y|>R/2
C
|y|N+2s
dy dx dt
≤ CR−2s
∫ τ
0
∫
|x|≤R/8
|u(x, t)|
1 + |x|β
dx dt. (3.15)
Also, for all (x, y) ∈ A3 we have that (3.8), (3.11) and (3.14) hold true. From (3.8) and
(3.14) we get
1
|x− y|N+2s
≤
C
|x|β |y|N+2s−β
. (3.16)
So, due to (3.11) and (3.16), we obtain
IA3(R) ≤ C
∫ τ
0
∫
|x|≥2R
|u(x, t)|
|x|β
∫
R
8
<|y|<R
1
|y|N+2s
dy ≤
≤ CR−2s
∫ τ
0
∫
|x|≥2R
|u(x, t)|
|x|β
dx dt. (3.17)
For all (x, y) ∈ A4, we have that (3.13) and (3.14) hold true. Hence,
IA4(R) ≤
∫ τ
0
∫
R/8≤|x|≤R
|u(x, t)|
1 + |x|β
∫
|y|>2R
C
|y|N+2s
dy dx dt
≤ CR−2s
∫ τ
0
∫
R/8≤|x|≤R
|u(x, t)|
1 + |x|β
dx dt. (3.18)
Then, using the Monotone Convergence Theorem, since u ∈ L1ψ(ST ), from (3.12), (3.15),
(3.17) and (3.18) it follows that
lim
R→∞
IA1(R) = lim
R→∞
IA2(R) = lim
R→∞
IA3(R) = lim
R→∞
IA4(R) = 0. (3.19)
To estimate IA5(R) we will consider separately the cases s ∈
(
0, 12
)
and s ∈
[
1
2 , 1
)
.
Let s ∈
(
0, 12
)
and (x, y) ∈ A5. Since in A5 the roles of x and y are symmetric, from (2.5)
we can infer that
|φ(x, t)| + |φ(y, t)| ≤
C
|x|β
. (3.20)
Furthermore,
|γR(x) − γR(y)| ≤
C
R
|x− y|. (3.21)
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Hence
IA5(R) ≤
C
R
∫ τ
0
∫
R
8
≤|x|≤2R
|u(x, t)|
|x|β
∫
R
8
≤|y|≤2R
1
|x− y|N+2s−1
dy dx dt. (3.22)
By the change of variables y˜ := x− y, since s ∈
(
0, 12
)
, from (3.22) it follows that
IA5(R) ≤
C
R
∫ τ
0
∫
R
8
≤|x|≤2R
|u(x, t)|
|x|β
∫
R
8
≤|x−y˜|≤2R
1
|y˜|N+2s−1
dy˜ dx dt
≤
C
R
∫ τ
0
∫
R
8
≤|x|≤2R
|u(x, t)|
|x|β
∫
|y˜|≤4R
1
|y˜|N+2s−1
dy˜ dx dt.
≤ CR−2s
∫ τ
0
∫
R
8
≤|x|≤2R
|u(x, t)|
|x|β
dx dt. (3.23)
Therefore, since u ∈ L1ψ(ST ), we conclude that
lim
R→∞
IA5(R) = 0, when s ∈
(
0,
1
2
)
. (3.24)
Now, let s ∈
[
1
2 , 1
)
. By (2.5), we get
|φ(x, t) − φ(y, t)| ≤
C
1 + |z|β
|x− y|, (3.25)
for some z in the segment joining x and y. For any R > 0 let
QR ≡ Q :=
{
(x, y) ∈ A5 : |x− y| ≤
R
100
}
.
Note that, if (x, y) ∈ Q then every point z lying on the segment from x to y verifies |z| ≥ C|x|.
Hence, since s ∈
[
1
2 , 1
)
, (3.25) and (3.21) yield
∫ τ
0
∫
(x,y)∈Q
|u(x, t)|
|(γR(x) − γR(y))(φ(x, t) − φ(y, t))|
|x− y|β
dy dx dt
≤
∫ τ
0
∫
(x,y)∈Q
|u(x, t)|
C
R|x|β |x− y|N+2s−2
dy dx dt
≤
C
R
∫ τ
0
∫
R
8
≤|x|≤2R
|u(x, t)|
|x|β
∫
R
8
≤|y|≤2R
1
|x− y|N+2s−2
dy dx dt
≤
C
R
∫ τ
0
∫
R
8
≤|x|≤2R
|u(x, t)|
|x|β
∫
|y˜|≤4R
1
|y˜|N+2s−2
dy˜ dx dt
≤ CR1−2s
∫ τ
0
∫
R
8
≤|x|≤2R
|u(x, t)|
|x|β
dx dt. (3.26)
On the other hand, if (x, y) ∈ A5 \Q we have that
|x− y| >
R
100
≥ C|y|. (3.27)
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Then, by (3.20) and (3.27),∫ τ
0
∫
(x,y)∈A5\Q
|u(x, t)|
|(γR(x) − γR(y))(φ(x, t) − φ(y, t))|
|x− y|N+2s
dy dx dt
≤
C
R
∫ τ
0
∫
(x,y)∈A5\Q
|u(x, t)|
|(φ(x, t) − φ(y, t))|
|x− y|N+2s−1
dy dx dt
≤
C
R
∫ τ
0
∫
(x,y)∈A5\Q
|u(x, t)|
|x|β
1
|y|N+2s−1
dy dx dt
≤
C
R
∫ τ
0
∫
R
8
≤|x|≤2R
|u(x, t)|
|x|β
∫
R
8
≤|y|≤2R
1
|y|N+2s−1
dy dx dt
≤ CR−2s
∫ τ
0
∫
R
8
≤|x|≤2R
|u(x, t)|
|x|β
dx dt. (3.28)
Therefore, from (3.26) and (3.28) we have
IA5(R) ≤
∫ τ
0
∫
(x,y)∈Q
|u(x, t)|
|(γR(x)− γR(y))(φ(x, t) − φ(y, t))|
|x− y|N+2s
dy dx dt
+
∫ τ
0
∫
(x,y)∈A5\Q
|u(x, t)|
|(γR(x) − γR(y))(φ(x, t) − φ(y, t))|
|x− y|N+2s
dy dx dt
≤ CR1−2s
∫ τ
0
∫
R
8
≤|x|≤2R
|u(x, t)|
|x|β
dx dt
+ CR−2s
∫ τ
0
∫
R
8
≤|x|≤2R
|u(x, t)|
|x|β
dx dt. (3.29)
Then, since u ∈ L1ψ(ST ), using the Monotone Convergence Theorem we obtain
lim
R→∞
IA5(R) = 0, when s ∈
[
1
2
, 1
)
. (3.30)
That is, by (3.24) and (3.30), we get
lim
R→∞
IA5(R) = 0, whenever s ∈ (0, 1). (3.31)
Putting together (3.7), (3.19) and (3.31) it follows that
lim
R→∞
I(R) = 0, when s ∈ (0, 1). (3.32)
From (3.5), (3.6) and (3.32) the conclusion follows. 
3.2 Proof of Proposition 2.4
The next lemma will be used.
Lemma 3.2 Let G ∈ C2(IR; IR) be a convex function. Let u ∈ Ls(IRN )∩C2s+γ(IRN ) if s < 12 ,
or u ∈ Ls(IRN ) ∩ C1,2s+γ−1loc (IR
N ) if s ≥ 12 , for some γ > 0. Suppose that G(u) ∈ L
s(IRN ).
Then
(−∆)s[G(u)] ≤ G′(u)(−∆)su in IRN . (3.33)
Proof . We can choose, by a suitable convolution, a sequence {un} ⊂ S uniformly bounded in
C2s+γloc (IR
N ), if s < 12 , or in C
1,2s+γ−1
loc (IR
N ) if s ≥ 12 , for some γ > 0, with un → u as n→∞
13
both in Ls(IRN ) and locally uniformly in IRN . Since G ∈ C2(IR; IR) and G(u) ∈ Ls(IRN ),
analogously to the proof of [17, Proposition 2.1.4] we have that
(−∆)sun → (−∆)
su, (−∆)s[G(un)]→ (−∆)
sG(u) as n→∞,
locally uniformly in IRN . From [7, Lemma 4.1] we have
(−∆)s[G(un)] ≤ G
′(un)(−∆)
sun in IR
N .
So, passing to the limit as n→∞ we get (3.33).
Proof of Proposition 2.4 . Let τ ∈ (0, T ). Take a nonnegative function v ∈ C2(S¯τ ) with
supp v(·, t) compact for each t ∈ [0, τ ]. Moreover, take a function w ∈ C(S¯τ ) such that for each
t ∈ (0, τ ], w(·, t) ∈ Ls(IRN )∩C2s+γ(IRN ) if s < 12 , or w(·, t) ∈ L
s(IRN)∩C1,2s+γ−1loc (IR
N ) if s ≥
1
2 , for some γ > 0, w ∈ L
1
(
(0, τ);Ls(IRN )
)
. For any ǫ ∈ (0, τ), integrating by parts we have:
∫ τ
0
∫
IRN
v
[
− (−∆)sw − ρ∂tw
]
dxdt =
∫ τ
0
∫
IRN
w
[
− (−∆)sv + ρ∂tv
]
dxdt
−
∫
IRN
ρ(x)v(x, τ)w(x, τ)dx +
∫
IRN
ρ(x)v(x, ǫ)w(x, ǫ)dx .
(3.34)
Let p ≥ 1. For any α > 0, set
Gα(r) := (r
2 + α)
p
2 for all r ∈ IR . (3.35)
It is easily seen that
G′′α(r) ≥ 0 for all r ∈ IR . (3.36)
By (1.1),
ρ∂t[Gα(u)] = G
′
α(u)∂tu = −G
′
α(u)(−∆)
su for all (x, t) ∈ ST . (3.37)
From (3.36), (3.37) and Lemma 3.2 we obtain
ρ∂t[Gα(u)] + (−∆)
s[Gα(u)] ≤ 0 in ST . (3.38)
So, from (3.34) with w = Gα(u) and (3.37) we obtain∫
IRN
ρ(x)Gα[u(x, τ)]v(x, τ)dx ≤
∫ τ
0
∫
IRN
Gα(u)
[
− (−∆)sv + ρ∂tv
]
dxdt
+
∫
IRN
ρ(x)v(x, ǫ)Gα[u(x, ǫ)]dx .
(3.39)
Letting ǫ→ 0+ in (3.39), by the dominated convergence theorem,∫
IRN
ρ(x)Gα[u(x, τ)]v(x, τ)dx ≤
∫ τ
0
∫
IRN
Gα(u)
[
− (−∆)sv + ρ∂tv
]
dxdt
+α
∫
IRN
ρ(x)v(x, 0)dx .
(3.40)
Now, letting α→ 0+, by the dominated convergence theorem,∫
IRN
ρ(x)|u(x, τ)|pv(x, τ)dx ≤
∫ τ
0
∫
IRN
|u|p
[
− (−∆)sv + ρ∂tv
]
dxdt (3.41)
For any R > 0, we can choose
v(x, t) := φ(x, t)γR(x) for all (x, t) ∈ S¯τ .
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From (3.41), using the fact that φ is a supersolution to equation (2.4) and γR ≥ 0, we obtain
−(−∆)sv + ρ∂tv = γR
[
− (−∆)sφ+ ρ∂tφ
]
− φ(−∆)sγR + B(φ, γR)
≤ −φ(−∆)sγR + B(φ, γR) in Sτ .
(3.42)
Since |u|p ≥ 0, by (3.41) and (3.42) we conclude that∫
IRN
ρ(x)|u(x, τ)|pφ(x, τ)γR(x)dx ≤
∫ τ
0
∫
IRN
|u|p
[
− φ(−∆)sγR + B(φ, γR)
]
dxdt
≤
∫ τ
0
∫
IRN
|u|p
[
|φ||(−∆)sγR|+ |B(φ, γR)|
]
dxdt .
(3.43)
Hence, from Lemma 3.1 with v = |u|p and the monotone convergence theorem, sending R→∞
in (3.43) we get ∫
IRN
ρ(x)|u(x, τ)|pφ(x, τ)dx ≤ 0 . (3.44)
From (3.44), (H0) − (i), since φ > 0 in Sτ and |u|
p ≥ 0 we infer that u ≡ 0 in Sτ . This
completes the proof. 
3.3 Proof of Theorem 2.5
Before proving Theorem 2.5, we need some preliminary results.
Proposition 3.3 Let w˜ ∈ C2([0,∞)) ∩ L∞((0,∞)). Let
w(x) := w˜(|x|) for all x ∈ IRN .
Set r ≡ |x|.If
w˜′′(r) +
N − 2s+ 1
r
w˜′(r) ≥ 0, (3.45)
then w is a supersolution to equation
(−∆)sw = 0 in IRN . (3.46)
Observe that in Proposition 3.3 w is a supersolution to equation (3.46) in the sense of Definition
2.3 with c ≡ 0 .
Proof . From [8, Theorems 1.1, 1.2, and remarks after Theorem 1.2], due to (3.45) we have:
−(−∆)sw ≥ 0 in D′(IRN ),
i.e., ∫
IRN
w(−∆)sζdx ≤ 0 (3.47)
for any ζ ∈ C∞c (IR
N ), ζ ≥ 0. Since w ∈ Ls(IRN )∩C2s+γloc (IR
N ) for some γ > 0, from (3.47) we
can infer that ∫
IRN
ζ(−∆)swdx ≤ 0 (3.48)
for any ζ ∈ C∞c (IR
N ), ζ ≥ 0. Inequality (3.48) immediately yields the thesis. 
In the sequel we shall use the next well-known result, concerning the hypergeometric
function 2F1(a, b, c, s) ≡ F (a, b, c, s), with a, b ∈ IR, c > 0, s ∈ IR \ {1} (see [14, Chapters 15.2,
15.4]).
Lemma 3.4 The following limits hold true:
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(i) if c > a+ b, then
lim
s→1−
F (a, b, c, s) =
Γ(c)Γ(c− a− b)
Γ(c− a)Γ(c− b)
;
(ii) if c = a+ b, then
lim
s→1−
F (a, b, c, s)
− log(1 − s)
=
Γ(a+ b)
Γ(a)Γ(b)
;
(iii) if c < a+ b, then
lim
s→1−
F (a, b, c, s)
(1− s)c−a−b
=
Γ(c)Γ(a+ b− c)
Γ(a)Γ(b)
.
For further references, observe that
Γ(t) > 0 for all t > 0, Γ(t) < 0 for all t ∈ (−1, 0) . (3.49)
Proof of Theorem 2.5 . Let ψ = ψ(|x|) be defined as in (1.12), where β > 0 is a constant to
be chosen. Also, let α be as in (H0)− (ii). Set r ≡ |x|. We have:
ψ′(r) = −βr(1 + r2)−(
β
2
+1) for all r > 0 , (3.50)
ψ′′(r) = β(1 + r2)−(
β
2
+2)[−1 + (β + 1)r2] for all r > 0 . (3.51)
For any λ > 0 define
φ(x, t) := e−λtψ(r) for all (x, t) ∈ S¯T .
At first observe that (2.5) is satisfied.
Suppose that (i) is satisfied. In view of (3.50)-(3.51), we have:
ψ′′(r) +
N − 2s+ 1
r
ψ′(r)
= β(1 + r2)−(
β
2
+2)[(β −N + 2s)r2 − (N − 2s+ 2)] for all r > 0, t > 0 .
(3.52)
Since 0 < β ≤ N − 2s, by (3.52),
ψ′′(r) +
N − 2s+ 1
r
ψ′(r) ≤ 0 for all r > 0 . (3.53)
By Proposition 3.3,
− (−∆)sφ(x, t) = −e−λt(−∆)sψ(r) ≤ 0 for all (x, t) ∈ S¯T . (3.54)
From (3.54), for any α ∈ IR, we obtain
− (−∆)sφ(x, t) + ρ(x)∂tφ(x, t) ≤ −λρ(x)e
−λt < 0 for all (x, t) ∈ S¯T . (3.55)
By (3.55) and Proposition 2.4, the conclusion follows.
In order to obtain the thesis of Theorem 2.5 in cases (ii), (iii), (iv), note that (see the
proof of Corollary 4.1 in [8]) we have:
− (−∆)sψ(r) = −CˇF (a, b, c,−r2) for all r > 1 , (3.56)
where Cˇ > 0 is a positive constant, and
a =
N
2
+ s, b =
β
2
+ s, c =
N
2
.
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By Pfaff’s transformation,
F (a, b, c,−r2) =
1
(1 + r2)b
F
(
c− a, b, c,
r2
1 + r2
)
for all r > 1 . (3.57)
Suppose that (ii) is satisfied. From Lemma 3.4-(i), (3.56) and (3.57), for any ǫ > 0, for
some Rǫ > 1, we have:
− (−∆)sψ(r) ≤ Cˇ(C1 + ǫ)(1 + r
2)−(s+
β
2 ) whenever |x| > Rǫ , (3.58)
where
C1 = −
Γ(N2 )Γ
(
N−β
2
)
Γ
(
N+s
2
)
Γ
(
N−β
2 − s
) > 0
(see (3.49)). From (3.58), since α ≤ 2s, we obtain for all |x| > Rǫ, t ∈ [0, T ]
−(−∆)sφ(x, t) + ρ(x) ∂tφ(x, t)
≤ e−λt
[
(C1 + ǫ)Cˇ(1 + r
2)−(s+
β
2 ) − λK(1 + r2)−
α+β
2
]
< 0 ,
(3.59)
provided
λ > (C1 + ǫ)
Cˇ
K
. (3.60)
On the other hand, for all |x| ≤ Rǫ, t ∈ [0, T ]
− (−∆)sφ(x, t) + ρ(x) ∂tφ(x, t) ≤ e
−λt
[
Mǫ,β − λK(1 +R
2
ǫ )
−α+β
2
]
< 0 , (3.61)
taking
λ >
Mǫ,β(1 +R
2
ǫ )
α+β
2
K
, (3.62)
where
Mǫ,β := max
x∈B¯Rǫ
{∣∣− (−∆)sψ(|x|)∣∣} .
By (3.59), (3.61) the conclusion follows by Proposition 2.4.
Suppose that (iii) is satisfied. Let α < 2s . From Lemma 3.4-(ii) and (3.57), for any ǫ > 0,
for some Rǫ > 1, we have:
− (−∆)sψ(r) ≤ Cˇ(C2 + ǫ)(1 + r
2)−(s+
β
2 ) log(1 + r2) whenever |x| > Rǫ , (3.63)
where
C2 = −
Γ
(
β
2
)
Γ(−s)Γ
(
β
2 + s
) > 0
(see (3.49)). From (3.63) we obtain for all |x| > Rǫ, t ∈ [0, T ]
−(−∆)sφ(x, t) + ρ(x) ∂tφ(x, t)
≤ e−λt
[
(C2 + ǫ)Cˇ(1 + r
2)−(s+
β
2 ) log(1 + r2)− λ(1 + r2)−
α+β
2
]
< 0 ,
taking a possibly larger Rǫ > 1, and so the desired claim follows from (3.61).
Now, let α = 2s. From (3.63) again, we have for all |x| > Rǫ, t ∈ [0, T ]
−(−∆)sφ(x, t) + ρ(x) ∂tφ(x, t)
≤ e−λt
[
(C2 + ǫ)Cˇ(1 + r
2)−(s+
β
2 ) log(1 + r2)− λ(1 + r2)−(s+
β
2 ) log(1 + r2)
]
< 0 ,
(3.64)
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provided
λ > (C2 + ǫ)
Cˇ
K
. (3.65)
Furthermore, (3.61) holds true, provided (3.62) holds true when α < 2s, or
λ >
1
Kse
(3.66)
when α = 2s. From (3.64) and (3.61) the conclusion follows.
Finally, suppose that (iv) is satisfied. From Lemma 3.4-(iii) and (3.57), for any ǫ > 0, for
some Rǫ > 1, we have:
− (−∆)2ψ(r) ≤ Cˇ(C3 + ǫ)(1 + r
2)−(s+
N
2 ) whenever |x| > Rǫ , (3.67)
where
C3 = −
Γ(N2 )Γ
(
β−N
2
)
Γ(−s)Γ
(
β
2 + s
) > 0
(see (3.49)). From (3.67), since α+ β ≤ 2s+N , we obtain for all |x| > Rǫ, t ∈ [0, T ]
−(−∆)sφ(x, t) + ρ(x) ∂tφ(x, t)
≤ e−λt
[
(C3 + ǫ)Cˇ(1 + r
2)−(s+
N
2 ) − λK(1 + r2)−
α+β
2
]
< 0 ,
(3.68)
provided
λ > (C3 + ǫ)
Cˇ
K
. (3.69)
On the other hand, (3.61) holds true, provided (3.62) is satisfied. In view of (3.61) and (3.68),
the conclusion follows by Proposition 2.4. This completes the proof. 
4 Elliptic equations: proofs
4.1 Proof of Proposition 2.7
Analogously to Lemma 3.1 the next lemma can be shown.
Lemma 4.1 Let φ ∈ C2(IRN ), φ > 0; suppose that (2.7) is satisfied. Let v ∈ L1ψ(IR
N ). Then∫
IRN
|v(x)|φ(x)|(−∆)sγR(x)|dxdt +
∫
IRN
|v(x)| |B(φ, γR)(x)|dx→ 0
as R→∞ .
Proof of Proposition 2.7 . Take a function v ∈ C2(IRN ) with supp v compact. Moreover, take
a function w ∈ C(IRN ) such that w ∈ Ls(IRN ) ∩ C2s+γ(IRN ) if s < 12 , or w ∈ L
s(IRN ) ∩
C1,2s+γ−1loc (IR
N ) if s ≥ 12 , for some γ > 0. Integrating by parts we have:∫
IRN
v
[
− (−∆)sw − ρ(x)c(x)w
]
dx =
∫
IRN
w
[
− (−∆)sv − ρ(x)c(x)v
]
dx. (4.1)
Let Gα be defined as in (3.35). Thanks to (1.13) and (3.36) we obtain
(−∆)s[Gα(u)] + ρcGα(u) ≤ p(u
2 + α)
p
2
−1u(−∆)su+ ρcG(u)
= p(u2 + α)
p
2
−1u[(−∆)su+ ρcu] + ρc(u2 + α)
p
2 − p(u2 + α)
p
2
−1u2cρ
= (u2 + α)
p
2
−1ρc(u2 + α− pu2) = (u2 + α)
p
2
−1ρc[(1− p)u2 + α] in IRN .
(4.2)
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From (4.1) with w = Gα(u) and (4.2) it follows that∫
IRN
v(u2 + α)
p
2
−1ρc[(p− 1)u2 − α] ≤
∫
IRN
Gα(u)
[
− (−∆)sv − ρ(x)c(x)v
]
dx. (4.3)
Letting α→ 0+ in (4.3), by the dominated convergence theorem we get∫
IRN
|u|p
[
(−∆)sv + ρ(x)c(x)pv
]
dx ≤ 0 . (4.4)
For any R > 0, we can choose
v(x) := ζ(x)γR(x) for all x ∈ IR
N .
From (1.15) we obtain
− (−∆)sv − pρcv = γR
[
− (−∆)sζ − pρcζ
]
− ζ(−∆)sγR + B(ζ, γR) in IR
N . (4.5)
By (4.4), (4.5),∫
IRN
|u(x)|pγR
[
(−∆)sζ + pρcζ
]
dx ≤
∫
IRN
|u|p
[
− ζ(−∆)sγR + B(ζ, γR)
]
dx
≤
∫
IRN
|u|p
[
|ζ||(−∆)sγR|+ |B(ζ, γR)|
]
dx .
(4.6)
Hence, from Lemma 4.1 and the monotone convergence theorem, sending R→∞ in (4.6) we
get ∫
IRN
|u(x)|p
[
(−∆)sζ + pρcζ
]
dx ≤ 0 . (4.7)
From (4.7) and (1.8), since |u|p ≥ 0, we can infer that u ≡ 0 in IRN . This completes the
proof. 
4.2 Proof of Theorem 2.8
Proof of Theorem 2.8 . Let ψ be defined by (1.12). From the same arguments as in the proof
of Theorem 2.5 we can infer that ψ solves (3.36), for properly chosen β > 0. Note that to
do this, we require that by hypothesis pc0 satisfies the same conditions as λ in the proof of
Theorem 2.8. To be specific, we require that, for some ǫ > 0,
pc0K > max
{
(C1 + ǫ)Cˇ,Mǫ,β(1 +R
2
ǫ )
α+β
2
}
(4.8)
when (ii) is satisfied (see (3.60), (3.62));
pc0K > max
{
(C2 + ǫ)Cˇ,Mǫ,β(1 +R
2
ǫ )
α+β
2
}
(4.9)
when (iii) is satisfied and α < 2s (see (3.65), (3.62)), while
pc0K > max
{
(C2 + ǫ)Cˇ,
1
se
}
(4.10)
if α = 2s (see (3.65), (3.66));
pc0K > max
{
(C3 + ǫ)Cˇ,Mǫ,β(1 +R
2
ǫ )
α+β
2
}
. (4.11)
when (iv) is satisfied (see (3.69), (3.62)). Thus, by Proposition 2.7 the conclusion follows. 
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4.3 Proof of Theorem 2.11
In order to prove Theorem 2.11 we need the next lemma.
Lemma 4.2 Let assumption (H0)− (i), (ii) be satisfied with α < s. Let N > −2s+ α. Then
there exist constants C > 0 and σ > 0 such that, for any R > 1,
Rσ
[∣∣φ(x)(−∆)sγR(x)∣∣ + ∣∣B(φ, γR)(x)∣∣] ≤ Cρ(x)φ(x) for all x ∈ IRN ; (4.12)
here φ is defined as in (2.9).
For any 0 < r < R we set BR := {x ∈ IR
N : |x| < R}, BcR := IR
N \BR, Ar,R := BR \ B¯r.
Proof . Now we estimate |B(φ, γR)|. To do this, we cover IR
N × IRN as in the proof of Lemma
3.1. For any R > 1 set
fR(x, y) :=
|φ(x, t) − φ(y, t)| |γR(x)− γR(y)|
|x− y|N+2s
for all x, y ∈ IRN , x 6= y .
Due to (3.2)-(3.3) we have that for all x ∈ BR
2∫
BR
2
fR(x, y)dy = 0; (4.13)
furthermore, for all x ∈ BcR ∫
Bc
R
fR(x, y)dy = 0. (4.14)
Note that in the sequel we shall denote by the same C different positive constants inde-
pendent of R. Let 0 < β < N, 0 < σ < min{β, 2s} be two parameters to be chosen later. For
all (x, y) ∈ A1 we get
|x− y| ≥ C|x| , (4.15)
and
|x− y| ≥
R
2
−
R
8
≥
R
4
+ |y| . (4.16)
Hence,
1
|x− y|N+2s
≤
C
|x|β
(
R
4 + |y|
)N+2s−β . (4.17)
Moreover, from (2.11) it follows that, if (x, y) ∈ A1, then, for any R > 1,
|φ(x)| + |φ(y)| ≤
C
1 + |y|N−2s
. (4.18)
Inequalities (4.17) and (4.18) yield, for any x ∈ BcR
2
,
Rσ
∫
BR
8
fR(x, y)dy ≤ C
Rσ
|x|β
∫
BR
8
dy
1 + |y|2N−β
≤
C
1 + |x|β−σ
. (4.19)
For all (x, y) ∈ A2 we have
|φ(x)| + |φ(y)| ≤
C
1 + |x|N−2s
, (4.20)
and
|x− y| ≥ C|y| . (4.21)
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In view of (4.20) and (4.21), we obtain for any x ∈ BR
8
Rσ
∫
Bc
R
2
fR(x, y)dy ≤
CRσ
1 + |x|N−2s
∫
Bc
R
2
dy
|y|N+2s
≤
CR−2s+σ
1 + |x|N−2s
≤
C
1 + |x|N−σ
. (4.22)
Also, for all (x, y) ∈ A3 we have that (4.15), (4.18) and (4.21) hold true. From (4.15) and
(4.21) we get
1
|x− y|N+2s
≤
C
|x|β |y|N+2s−β
. (4.23)
So, due to (4.18) and (4.23), we obtain for any x ∈ Bc2R
Rσ
∫
AR
8
,R
fR(x, y)dy ≤
C
|x|β
∫
AR
8
,R
Rσ
|y|2N−β
dy ≤
C
1 + |x|β−σ
. (4.24)
For all (x, y) ∈ A4, we have that (4.20) and (4.21) hold true. Hence, for any x ∈ AR
8
,R,
Rσ
∫
Bc
2R
fR(x, y)dy ≤
C
1 + |x|N−2s
∫
Bc
2R
Rσ
|y|N+2s
dy ≤
CR−2s+σ
1 + |x|N−2s
≤
C
1 + |x|N−σ
. (4.25)
Now, let (x, y) ∈ A5. We shall distinguish the cases s ∈
(
0, 12
]
and s ∈
(
1
2 , 1
)
. To begin
with, take any s ∈
(
0, 12
]
. Since in A5 the roles of x and y are symmetric, from (2.11) we can
infer that
|φ(x)| + |φ(y)| ≤
C
|x|N−2s
. (4.26)
Furthermore,
|γR(x) − γR(y)| ≤
C
R
|x− y|. (4.27)
Thus, for any 0 < δ < N−βN+1−2s , for all (x, y) ∈ A5,
|φ(x) − φ(y)| = |φ(x) − φ(y)|δ |φ(x) − φ(y)|1−δ ≤
C|x− y|δ
|x|(N−2s)(1−δ)
.
Hence, for any x ∈ AR
8
,R,
Rσ
∫
AR
8
,R
fR(x, y)dy ≤
CRσ−1
|x|(N−2s)(1−δ)
∫
AR
8
,R
1
|x− y|N+2s−1−δ
dy . (4.28)
By the change of variables y˜ := x − y, since s ∈
(
0, 12
]
, from (4.28) it follows that, for all
x ∈ AR
8
,R,
Rσ
∫
AR
8
,R
fR(x, y)dy ≤
CRσ−1
|x|(N−2s)(1−δ)
∫
R
8
≤|x−y˜|≤2R
1
|y˜|N+2s−1−δ
dy˜
≤
CRσ−1
|x|(N−2s)(1−δ)
∫
B4R
1
|y˜|N+2s−1−δ
dy˜ ≤ C
R−2s+σ+δ
|x|(N−2s)(1−δ)
≤
C
1 + |x|N−σ−δ(N+1−2s)
≤
C
1 + |x|β−σ
.
(4.29)
Now, let s ∈
(
1
2 , 1
)
. By (2.11), we get
|φ(x) − φ(y)| ≤
C
1 + |z|N−2s
|x− y|, (4.30)
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for some z in the segment joining x and y. For any R > 0 let
QR ≡ Q :=
{
(x, y) ∈ A5 : |x− y| ≤
R
100
}
.
Note that, if (x, y) ∈ Q then every point z lying on the segment from x to y verifies |z| ≥ C|x|.
Hence, since s ∈
(
1
2 , 1
)
, (4.30) and (4.27) yield, for all x ∈ AR
8
,2R,
Rσ
∫
R
8
<|y|<2R,|x−y|< R
100
fR(x, y)dy ≤
∫
R
8
<|y|<2R,|x−y|< R
100
CRσ−1
|x|N−2s|x− y|N+2s−2
dy
≤
CRσ−1
|x|N−2s
∫
B4R
dy˜
|y˜|N+2s−2
≤
CR1−2s+σ
|x|N−2s
≤
C
1 + |x|N−σ
.
(4.31)
On the other hand, if (x, y) ∈ A5 \Q we have that
|x− y| >
R
100
≥ C|y|. (4.32)
Then, by (4.26) and (4.32), for all x ∈ AR
8
,2R,
Rσ
∫
R
8
<|y|<2R,|x−y|> R
100
fR(x, y)dy ≤
CRσ−1
|x|N−2s
∫
AR
8
,R
dy
|y|N+2s−1
≤
CR−2s+σ
|x|N−2s
≤
C
1 + |x|N+1−σ
.
(4.33)
Therefore, from (4.29), (4.31) and (4.33), we have for all x ∈ AR
8
,2R, for each s ∈ (0, 1),
Rσ
∫
AR
8
,2R
fR(x, y)dy ≤
C
1 + |x|N−σ
. (4.34)
From (4.13), (4.14), (4.19), (4.22), (4.24), (4.25) and (4.34) we obtain, for all x ∈ IRN ,
Rσ
∫
IRN
fR(x, y)dy ≤
C
1 + |x|β−σ
. (4.35)
Since N − 2s+ 2α > 0, we can choose 0 < β < N − 2s+ 2α, and then
0 < σ < β −N + 2s− 2α. (4.36)
Thus
β − σ > 2α+N − 2s . (4.37)
Note that by (H0)− (ii) and (2.11),
ρ(x)φ(x) ≥
C
1 + |x|2α+N−2s
for all x ∈ IRN . (4.38)
In view of (4.35), (4.37) and (4.38) we can infer that
Rσ
∣∣B(φ, γR)(x)∣∣ ≤ Cρ(x)φ(x) for all x ∈ IRN , (4.39)
with σ as in (4.36).
Observe that, for all x ∈ IRN ,
∣∣(−∆)sγR(x)∣∣ = R−2s ∣∣∣(−∆)sγ ( x
R
)∣∣∣ ≤ CR−2s. (4.40)
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Take σ > 0 satisfying (4.36). For any R > 1, x ∈ BR we get
Rσ
∣∣(−∆)sγR(x)∣∣ ≤ CRσ
R2s
≤
C
1 +R2s−σ
≤
C
1 + |x|2s−σ
. (4.41)
Note that for all x ∈ IRN
|(−∆)sγ1(x)| ≤
C
1 + |x|N+2s
,
so
|(−∆)sγR(x)| ≤
CR−2s
1 +
(
|x|
R
)N+2s . (4.42)
This implies that for any x ∈ BcR we have
Rσ|(−∆)sγR(x)| ≤
CRN+2s+σ
R2s(RN+2s + |x|N+2s)
≤
C
1 + |x|2s−σ
. (4.43)
Choose σ > 0 so that
0 < σ < 2s− 2α . (4.44)
Thus,
2α < 2s− σ . (4.45)
In view of (4.41), (4.43) and (4.45) we obtain
Rσ|(−∆)sγR(x)| ≤
C
1 + |x|2α
for all x ∈ IRN . (4.46)
By (4.46) and (H0)− (ii),
Rσφ(x)|(−∆)sγR(x)| ≤ Cφ(x)ρ(x) for all x ∈ IR
N . (4.47)
We can select σ > 0 such that both (4.36) and (4.44) hold true. From (4.39) and (4.47) we
get (4.12). This completes the proof. 
Let us prove Theorem 2.11.
Proof of Theorem 2.11 Let u be any solution to equation (1.13). We can repeat the proof of
Proposition 2.7 in order to obtain (4.6). Then we choose ζ = φ. This combined with (2.10)
yields ∫
IRN
|u(x)|pγR(x)F (x)dx + p
∫
IRN
|u(x)|pφ(x)γR(x)c(x)ρ(x) dx
≤ −
∫
IRN
|u(x)|p
{
φ(x)(−∆)s[γR(x)] − B(φ, γR)(x)
}
dx =: I(R) .
(4.48)
Since γR ≥ 0, φ > 0, |u|
p ≥ 0, ρ > 0, due to (4.48) we obtain∫
IRN
|u(x)|pγR(x)F (x)dxdt ≤ I(R) for all R > 1 . (4.49)
We claim that
lim inf
R→∞
I(R) = 0 . (4.50)
In fact, suppose by contradiction that κ := lim infR→∞ I(R) > 0. So, there exists R0 > 0
such that
I(R) ≥
κ
2
for all R > R0 . (4.51)
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From (4.12), (2.8) and (4.51) we have, for all R > R0,
p
∫
IRN
|u(x)|pc(x)ρ(x)φ(x)dx
≥
c0
C
Rσ
∫
IRN
|u(x)|p
[∣∣φ(x)(−∆)sγR(x)∣∣ + ∣∣B(φ, γR)(x)∣∣]dx
≥
c0
C
RσI(R) ≥
c0κ
2C
Rσ .
(4.52)
Sending R→∞ in (4.52), we deduce that
∫
IRN c(x)ρ(x)|u(x)|
pφ(x)dx =∞ . This is in contrast
with the hypothesis u ∈ Lpcρφ(IR
N ). Thus, κ = 0, and the Claim is proved.
From (4.49) and (4.50), by Fatou’s Lemma,
p
∫
IRN
|u(x)|pc(x)ρ(x)F (x)dx ≤ 0 .
Since |u|p ≥ 0, c > 0, ρ > 0, and F ≥ 0 were arbitrary we can infer that u ≡ 0 in IRN . This
completes the proof. 
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