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ABSTRACT
Historically, programming languages have been—although
benevolent—dictators: fixing a lot of semantics into built-in
language constructs. Over the years, (some) programming
languages have freed the programmers from restrictions to
use only built-in libraries, built-in data types, or built-in
type checking rules. Even though, arguably, such freedom
could lead to anarchy, or people shooting themselves in the
foot [12], the contrary tends to be the case: a language
that does not allow for extensibility, is depriving software
engineers from the ability to construct proper abstractions
and to structure software in the most optimal way. Instead,
the software becomes less structured and maintainable than
would be possible if the software engineer could express the
behavior of the program with the most appropriate abstrac-
tions. The new idea proposed by this paper is to move com-
position from built-in language constructs to programmable,
first-class abstractions in the language. As an emerging re-
sult, we present the Co-op concept of a language, which
shows that it is possible with a relatively simple model to
express a wide range of compositions as first-class concepts.
1. MOTIVATION
The software engineering discipline faces many challenges;
one of the important challenges is to cope with the changes
that need to be incorporated into software systems during
their lifetime. A particular difficulty is that small, local,
changes in the requirements of a system, often lead to non-
local changes in the software. This is caused by the fact that
the structure of the implementation tends to be significantly
different from the structure of the problem domain.
A second software engineering challenge is managing the
complexity of software [10]. We are building increasingly
large and complex software systems, enabled by steady im-
provements in the software engineering discipline. Such sys-
tems encompass a substantial amount of inherent complex-
ity ; partially inherent in the problem domain, and partially
in the solution domain. But the realization of these systems
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also introduces a large amount of accidental complexity [3],
while going from the conceptual solution to a realization
model.
A key argument, as coined e.g. by Brooks [3], adopted in
this paper is that the limited ability of realization models to
accurately represent the concepts and their interdependen-
cies in a conceptual solution is the main cause of accidental
complexity. As a result, the complexity of our realizations
is typically substantially larger than the complexity of the
conceptual solution.
In software engineering, a key strategy for dealing with
change and managing complexity is ”divide and conquer”:
achieve separation of concerns [4] by dividing a solution
into building blocks, and delivering working systems by ex-
pressing proper compositions of these building blocks. The
history of programming and design shows a steady move-
ment towards supporting higher-level abstractions (includ-
ing building blocks) and more advanced ways of expressing
such compositions. For example object-oriented and aspect-
oriented programming are largely motivated by the need for
improved modularity and separation of concerns. Recent
trends in software engineering, such as Model-Driven En-
gineering (MDE) and Domain-Specific Languages (DSLs),
all aim at offering the ’right’ abstraction level for express-
ing particular types of problems: to this extent, they offer
dedicated (possibly graphical) syntax, dedicated data types
and operators, or dedicated abstractions and corresponding
composition techniques, to achieve better modularity and
separation of concerns for specific domains.
The message of this paper is that there is substantial bene-
fit in offering languages where abstractions and composition
techniques are not hard-wired; rather they should be easy
to introduce on demand by software engineers as new types
of compositions are identified. In the remaining sections we
will first discuss the notion of composition mechanisms, their
role in existing languages, and which problems this causes.
Then we define the scope and assumptions of our proposed
solution, also contrasting our choices to other areas of re-
lated work. We then present our proposed approach, and
show evidence that this is indeed feasible, we end with a
brief discussion on implementation strategies and a conclu-
sion. We mention related work interspersed with this paper,
especially in sections 4 and 7, more detailed discussions on
related work can be found in our previous publication [7].
2. COMPOSITION MECHANISMS
Programming languages1 offer explicit and implicit means
1Whenever we talk about languages in this paper, this
to express composition of abstractions, which means that the
characteristics of a new abstraction are expressed in terms
of the characteristics of one or more existing abstractions
(and possibly additional specifications). For example, func-
tion composition in functional programming, such as f(g()),
expresses that—the behavior of—f and g are composed by
using the result of g as an argument of f . Similarly, function
invocation, like the call to q in p(){...q()...} is used to define
the behavior of a procedure p—partially—in terms of the be-
havior of q. In this sense, the function invocation expresses
that the behavior of p is a composition of the behavior q
with other behavior specified for p. Another example is ob-
ject aggregation (also referred to as object composition): this
expresses how a new object structure is defined as e.g. the
union of other object structures.
In typical object-oriented languages the following com-
position mechanisms are available: behavior composition
through message passing (cf. function invocation), object
aggregation, and inheritance [14]. Compositions can be bi-
nary (such as function invocation and single inheritance), or
n-ary, such as multiple inheritance, or pointcut-advice com-
position in AOP. Note that in many cases, as in the function
invocation example above, the composition specification is
integrated with the specification of one of the two composed
entities. For example, when a class P specifies that it in-
herits from class Q, this implies that the specifications of P
and Q are composed into a new whole, with the name P .
Composition is not necessarily implemented directly by
language constructs; for example, many design patterns,
such as those in [5], describe how a set of objects inter-
act to create a coherent new behavior: a composition of the
participating objects. This composition is typically realized
by a set of code snippets distributed over the participating
objects; this must be re-implemented for every design pat-
tern instantiation, it affects the traceability of the patterns
in the code, and is hard to maintain.
3. PROBLEM ANALYSIS
New composition mechanism are introduced all the time.
For example, in [14], a taxonomy for inheritance mechanisms
is described, from which—in theory—hundreds of variants
for inheritance can be derived. More recently, many different
proposals have been made for aspect-oriented languages and
models: a survey report [2] contains 45 different proposals,
where in most cases the composition techniques are unique.
Similarly, there is an indefinite amount of design patterns
that essentially express a composition of several objects.
In general, it can be safely assumed that for each of these
proposed composition mechanisms, there is a sound argu-
mentation why that mechanism works better—at least for a
certain class of applications, or within a certain context. The
fundamental reason is that the application of each compo-
sition mechanism involves a certain trade-off, which makes
it particularly suitable in certain contexts, but less so in
others. Hence, a language that dictates a fixed set of com-
position techniques, with no opportunity to extend that set,
will inherently restrain the software engineer: He or she is
not able to choose the most appropriate composition mecha-
nism, with the best possible trade-offs, and the most natural
mapping from a conceptual solution to the implementation.
should be interpreted broadly to any means of specifying
machine-executable behavior.
Among the negative results caused by such dictatorship2 are:
lack of traceability since the intended composition has to
be replaced with an alternative, typically involving ad-
ditional ’glue code’.
lack of maintainability because the glue code is usually
specific to the context, and has to be added in multiple
locations, where it is also tangled with the functional-
ity.
increased accidental complexity because straightforward
compositions at the conceptual level have to be real-
ized by more complicated code, often introducing ad-
ditional dependencies.
4. SCOPE AND ASSUMPTIONS
By now the strategy that we propose in this paper may be
obvious; we want to free composition from languages where
it is limited to a few, fixed composition mechanisms, and
instead propose language facilities where the appropriate
mechanisms can be defined, applied, and reused. Before
explaining this approach in more detail, we first discuss the
scope of our solution approach and some of the assumptions
we make. This discussion should also help to distinguish our
work from various areas of related work.
Although not essential to the general idea, in the remain-
der of this paper we focus on object-based languages, which
support encapsulation and message-invocation. In this con-
text, composition refers to composition of the behavior of
objects.
Our approach is not based on full reflection: although that
is a very powerful technique, reflection based solutions tend
to be very hard to organize and manage, hence are not suit-
able from a scalability point-of-view. In particular, building
fully reflective solutions that are also composable and exten-
sible, requires a substantial amount of effort and discipline
for the involved software engineers. However, we do propose
to adopt limited reflection (where only specific elements of
a language are exposed for reflection). We would like to
point out that our approach can well be implemented, using
reflection, as a specific Meta-Object protocol (MOP) [9].
We also aim for solutions that are not transformation-
based, such as most Model-Driven Engineering (MDE) tools
and external Domain-Specific Languages (DSLs). Although,
implementing composition operators as transformations is
in principle a possibility, this approach suffers from several
issues, in particular if multiple composition operators are
to be integrated within a larger solution: (1) it is hard to
exchange data between the model (or DSL) world and the
rest of the system, (2) it is hard to add additional DSLs
without running into all types of integration issues, and (3)
require extra tool support to develop at the model level.
5. GENERAL APPROACH
In the general approach of first-class composition opera-
tors (Co-op) composition operators are objects which oper-
ate on compositions; we assume that the language provides
built-in primitive composition mechanisms, for instance send-
ing messages between objects. Composition operators can
(cooperatively) influence the behavior of a composition. As
2There are in fact also positive sides; e.g. less choice makes
both decisions and comprehension easier—albeit at substan-
tial costs.
we will discuss, this approach is sufficiently powerful to ex-
press common composition mechanisms like inheritance, del-
egation or design patterns. Key characteristics of a language
adopting the Co-op approach are the following.
• It does not fix its composition operators: although it
provides one or more composition operators that are
always available.
• Composition operators can be defined and added to a
system, as is one of the key motivations for this ap-
proach.
• Composition operators are first-class entities in the
language: we believe this is an essential feature for
a scalable approach (see also composability 3 below).
This also means that the application of composition
operators can be as simple as object instantiation, and
composition operators can be managed as regular li-
braries.
• Composability (1): it must be possible to freely apply
multiple composition operators within the same appli-
cation.
• Composability (2): it must be possible to combine mul-
tiple composition operators in the same context, i.e.
apply them to the same objects. However, the seman-
tics of those operators may impose inherent limitations
on the meaningfulness of such combinations.
• Composability (3): composition operators can be used
in the definition of other composition operators (save
infinite recursion).
• Inherent dependencies or constraints among composi-
tion operators should be expressible.
With the above characteristics we aim to avoid making any
platform and implementation-specific choices. This neces-
sarily keeps the description very abstract; next we discuss a
concrete realization of these ideas.
6. EVIDENCE: CO-OP/I LANGUAGE
As a proof-of-concept, we have partially realized these
ideas in the programming language Co-op/I 3 [7]. We have
defined an operational semantics for this language and im-
plemented an interpreter for it in Java. Co-op/I is an object-
oriented, dynamically typed language with only one built-
in composition mechanism, which is a sending a message.
Other composition mechanisms are not manifested in the
language’s syntax, for instance, no keyword exists for declar-
ing class inheritance. The semantics of where a message is
delivered is also not fixed but determined by the first-class
composition operators in Co-op/I: Composition is performed
at message sends, by rewriting the message’s properties.
Message sends are, per se, undirected, i.e., when the pro-
gram sends a message, it specifies property values like the
message name or initial argument values; since all argument
values may be rewritten by composition operators, the first
argument value is not necessarily the receiver of the mes-
sage. Objects in Co-op/I are first-class values with fields
and methods just like in conventional OO languages. But
in addition, any Co-op/I object can also be a composition
operator; this is, objects can be activated and then par-
ticipate in the rewriting of sent messages. Figure 1 shows
the composition infrastructure schematically. In Co-op, we
have chosen to use the terms module and module instance
3http://co-op.sf.net
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Figure 1: Overview: Composition in Co-op
to refer to concepts that are comparable to (object-based)
classes and objects, with the distinction that they may also
specify composition operators. In the middle left, a module
instance (object) publishes an event. This event is evalu-
ated by the active set of selector bindings. These bindings
are defined and “activated” by Co-op modules. Finally, the
evaluation of the event typically leads to the invocation of
one (or more) operations, on an instance of the target ob-
ject. A key foundation of our approach is that (a) all possible
behavior involves event dispatch, and (b) hence the manipu-
lation of dispatch can be used to express a truly wide range
of behavioral compositions.
To define the semantics of a composition operator, in Co-
op/I, classes can define three additional members.
1. Conditions define boolean predicates that refer to mes-
sage properties and to fields or methods defined in
the class. These predicates are assumed to be side-
effect free; in Co-op/I, they are comparable to regular
boolean expressions (closures)4.
2. Bindings specify the condition under which they par-
ticipate in the rewriting of a message (through ’event
selectors’) and assign new values to message proper-
ties (through ’action selectors’) when they are applica-
ble. New values can be defined as expressions referring
to message properties, and fields and methods of the
declaring class.
3. Constraints define relations between composition op-
erators with bindings that are applicable at the same
message send. Relations can be an order of evaluation
or the prevention of evaluating one operator.
The elements we have described above can be used together
to define how events are eventually bound to concrete op-
erations. Figure 2 schematically illustrates this. We briefly
list the flow of events in a number of steps (corresponding
to the numbers in Figure 2):
1. On the left hand side we see that execution of opera-
tions may lead to publishing of an event.
4But in a new version of the language, dedicated syntax
allows for better analyzability and (hence) optimizations.
publish event
jhgjhg hgjh jh 
  jhvhjij jo 
  g uhiuh 
  jh uhuhh 
kjkj]
jj ijii 
  jj jj
    oko oko
    ko jj8g
  88hh
ijio ijij
apply 
constraints
match selectors
perform binding semantics
dispatch 
stage 2
dispatch 
stage 1
dispatch 
stage n
...
final (default) 
dispatch
jhgjhg hgjh jh 
  jhvhjij jo 
  g uhiuh 
  jh uhuhh 
kjkj]
jj ijii 
  jj jj
    oko oko
    ko jj8g
  88hh
ijio ijij
➊
➋
➌
➍
➎ ➏
sel1 binding1✔
sel2 binding2✘
sel3 binding3✔
sel1 binding1✔
sel3 binding3✔
Figure 2: An overview of the event
dispatching process
2. It is determined which of all event selectors match with
the event. This potentially enables a set of bindings
that refer to those selectors.
3. Applying the constraints that have been defined be-
tween the various bindings may further reduce the ap-
plicable bindings (e.g., because bindings may exclude
each other), and determines a (partial) ordering among
the bindings.
4. The resulting set of bindings is evaluated; this consists
of binding of values from the received event to the
resulting event, and the evaluation of the associated
action selectors.
5. This process may repeat itself multiple times (i.e. there
can be multiple dispatch stages), as long as there are
matching bindings.
6. Actual execution of (base-level) operations will occur
when a “default binding” is executed.
The default binding is the only built-in composition opera-
tor. It does not rewrite the message but delivers the message
to a method corresponding to the message properties, i.e.,
like a simple function application composition operator. As
it is primitive, an implementation of this composition op-
erator cannot be provided in the Co-op/I language; but an
instance of this composition operator exists with which other
composition-operators can interact.
In this prototype language we have been able to realize
many different composition operators such as aspects, dele-
gation, traits, and different forms of inheritance [7], and sev-
eral design patterns, including the Memoization, Observer
and State patterns [8]. Of the different alternative seman-
tics for inheritance presented in [14], we have implemented
all, except for those with ordered multiple inheritance, due
to a limitation in the current language implementation, not
in the concept. In our examples, we have been able to reuse
the implementation of lower-level composition operators by
combining them to more complex ones, again by means of
Co-op/I composition operators.
While Co-op demonstrates that it is in principle possible
to make a language sufficiently powerful to define at least a
wide range of composition mechanisms, some research ques-
tions remain that must be answered to make this approach
ready for practical use. For example: the language must
be made more complete to support, e.g., ordered multiple
inheritance; ways must be researched to optimize the execu-
tion performance of Co-op/I programs; and inter-operation
with other programming languages should be supported.
Optimizations are necessary because the dynamic evalu-
ation of composition operators adds an overhead to each
message send in the program. To compensate, the current
Co-op prototype already aims at a high degree of declarativ-
ity in the definition of conditions, bindings and constraints.
Thus, their effects on a message can be partially evaluated
before runtime. However, it is still an open topic to actually
implement and evaluate such optimizations for Co-op/I.
Language interoperability is important to make use of the
large body of existing libraries. This is supported for main-
stream languages, e.g., the Java Native Interface allows to
use C/C++ libraries from Java and vice versa. To sup-
port this, ways for communicating between the dynamically
typed Co-op world and the statically typed of Java or C++
must be researched. A bridge to another dynamically typed
language, e.g. Smalltalk may be simpler, but still not trivial:
Smalltalk has a notion of type hierarchies and assignment
compatibility while Co-op/I composes the behavior.
7. IMPLEMENTATION STRATEGIES
The previous section has shown a realization of our ideas
based on a general-purpose programming language that al-
lows to define message rewriting defined in the same lan-
guage as the actual program. Facilities for message rewriting
can also be offered in other ways, most obviously through
a reflective language, as a meta-object protocol (MOP). As
already explained in Section 4, the Co-op model and a MOP
approach are not contradictory, and a MOP approach is one
way to implement the Co-op ideas.
However, the advantage of defining a language, such as
Co-op/I, is that it can offer the programmer dedicated ab-
stractions for e.g., the conditions, bindings and constraints.
This can make the specification more declarative which makes
composition operators, themselves, more composable. Be-
cause of the declarativeness, the execution environment can
better reason about the composition operators and control
their application. In addition, it becomes easier to provide
tailored IDE support, such as a dedicated debugger. In con-
trast, in a traditional MOP, the execution environment can-
not make specific assumptions about the structure or behav-
ior of metaobjects.
There exists a variety of OO programming languages (e.g.
SELF [15], Smalltalk[6]) that aim at offering a very simple
core language on which to build complex abstractions. How-
ever, to the best of our knowledge, these languages either do
not offer the ability to define tailored composition semantics,
or do so by opening up the language in a generic way through
reflection, as discussed in the previous paragraph.
Another conceivable approach is to implement composi-
tion operators by means of code transformations, which, as
we already mentioned in Section 4, has its difficulties. This
means, for every composition operator to be added to a lan-
guage, the language is extended, e.g., with new keywords,
and a transformation is implemented. This transforms the
code (i.c. the added composition operator) written in the
extended language, to behavioral equivalent code in the tar-
get language. Implementing composition operators as code
transformations has two disadvantages: First, the transfor-
mation is usually not written at the same level as the appli-
cation program. This is, the compiler of the used language
has to be modified or a preprocessor is implemented. Sec-
ond, transformations are difficult to compose freely, because
each transformation is dependent on the structure and se-
mantics of the target program. However, the effects of other
transformations–of other composition operators–has to be
taken into account as well, which creates complex interde-
pendencies between the transformations for all individual
composition operators. Implementing transformations in
terms of a compile-time MOP [11] improves the first short-
coming because transformations and application code can
be developed in the same program. It is our conviction that
implementing composition operators as individual transfor-
mations with the current state-of-the-art target languages is
not a feasible approach.
8. CONCLUSION
In this paper, we have argued that fixing the composition
mechanisms offered by a language severely limits develop-
ers. It forces them to make compromises when choosing a
language to implement the requirements which they have
decomposed in a way that best fits their business domain.
Thus, inevitably programs gain accidental complexity. In
order to reduce this, we propose the Co-op approach to in-
tegrate facilities into programming languages that allow de-
velopers to implement their own composition mechanisms
according to their domain’s abstractions. They should be
implemented as composition operators which are first class
objects in the programming language such that they can
be composed, themselves, by means of custom composition
operators.
By discussing a prototype language, Co-op/I, that allows
normal application objects to act as composition operators
by means of message rewriting, we have shown that realiz-
ing these ideas is feasible. Since message passing between
objects is able to fully cover the objects’ behavior in object-
oriented languages, message rewriting is a powerful mech-
anism to arbitrarily control the composition of behavior.
Making the definition of message rewritings declarative as
in Co-op/I simplifies the composition of independently de-
veloped composition operators as the execution environment
can reason about their joint application.
But also other implementations are conceivable. The mes-
sage of this paper is not how languages with more flexible
composition operators should be implemented. The mes-
sage is that dedicated abstractions that fit the problem do-
main are needed; since programs in general combine mul-
tiple problem domains in unforeseeable ways, programming
languages must not hard-wire abstractions and composition
mechanisms, but must allow developers to tailor them to
their needs. As part of future work, we will investigate more
explicit interfaces (e.g. [13]), and type checking (e.g. [1]).
The increasing importance of domain-specific languages
and, e.g., support for embedded DSLs, show the desire for
expressing different program parts using different, most ap-
propriate, abstractions. While the Co-op approach of allow-
ing programmers to define their own composition operators
as first-class objects is quite powerful, it also bears more
complexity. This complexity is not necessarily exposed to
the application programmer, though, because the implemen-
tation of composition operators can be provided by a few,
well-trained experts in the form of libraries. The application
programmer simply uses such a library, instantiating com-
position operators as needed, like regular object instances.
Certainly its concrete implementation and the implementa-
tion of supporting tools like debuggers will also have a great
impact on the complexity exposed to or hidden from ap-
plication programmers. Nevertheless, it is subject to future
studies to research the impact of our proposed programming
model in practice.
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