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Abstract
Thermodynamics typically concerns the physical behaviour of macroscopic systems
comprised of many particles. However, recent theoretical progress has extended the theory
to both the classical-stochastic and quantum regimes, where systems are comprised of
just a small number of particles. In this thesis I investigate a range of situations in
which new thermodynamic phenomena emerge due to the reduced size of the systems
involved. One central assumption in macroscopic thermodynamics is the weak coupling
approximation, which posits that the equilibrium properties of a system are not influenced
by the interactions with its surrounding environment. However, for microscopic systems
this assumption can break down, and I derive new fluctuation relations that provide
a refined form of the second law of thermodynamics in this strong-coupling regime,
taking into account corrections stemming from these interactions. In this work I provide a
characterisation of stochastic heat and entropy production for small scale classical systems
that are defined regardless of the strength of interaction. I then show that these definitions
lead to a consistent thermodynamic framework valid beyond the usual weak-coupling
regime. The thesis also concerns the effect of interactions on the equilibrium properties
of strongly-coupled quantum systems, and I investigate how these interactions can
influence the resulting temperature fluctuations in this regime. Using tools from quantum
estimation theory, I derive an uncertainty relation between energy and temperature valid
at all coupling strengths and system sizes. The relation reveals how quantum energy
coherences contribute to statistical fluctuations in the estimated temperature of small-
scale systems. Finally, I investigate how quantum fluctuations influence the statistics
of work extracted from slowly-driven quantum systems. I prove that, unlike in classical
systems, the work dissipated by a general quantum system is no longer proportional
to its statistical fluctuations. This result reveals new subtleties involved in designing
optimal quantum thermodynamic processes.
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Introduction
Despite the many paradigm shifts in physics over the last 150 years, thermodynamics
has proved to be one of the most robust physical theories in modern science. While
it initially grew out of a necessity to design efficient heat engines in the early 18th
century, pioneering work by Boltzmann and Gibbs developed thermodynamics into a
fundamental theory which has become crucial to our understanding of irreversibility
in nature and the flow of time. As Einstein famously remarked, “Thermodynamics is
the only physical theory which I am convinced will never be overthrown, within the
framework of applicability of its basic concepts.” [1].
One of those basic concepts is the notion of weak coupling. If we consider a macroscopic
three-dimensional body interacting with its environment, then simple intuition suggests
that the energy contained in this interaction should be sufficiently negligible. This
is because interactions will typically only occur along the body’s surface boundary,
involving only a small fraction of the atoms making up the system. Compared with
the energy contained in the bulk material this is negligible, and the energetics of the
system and environment can be partitioned separately. In the standard formulation of
thermodynamics this weak-coupling assumption is crucial for a consistent description of
heat flow, as any energy lost by the system during a process can simply be equated to
energy dissipated into the environment in the form of heat. In addition to energy, this
assumption is directly related to fundamental properties of the thermodynamic entropy
and heat capacity, as both quantities become extensive with respect to the volume of the
system [2].
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While traditionally thermodynamics has always been concerned with describing
macroscopic systems consisting of a large number of particles, advancements in nano- and
meso-scopic physics demonstrate that small systems, such as biopolymers and colloidal
particles, may exhibit non-trivial thermal behaviour even at sub-micron scales. For
example, individual protein molecules can function as tiny motors that convert chemical
energy into mechanical work [3], and single strands of RNA that are manipulated
using optical tweezers exhibit dissipation and lag much like any macroscopic system
governed by the laws of thermodynamics [4]. One may even conceive of quantum thermal
machines constructed from individual few-level systems [5], and the analysis regarding
the transport of heat and energy at the quantum scale suggests that thermodynamics can
be consistently extended beyond the classical, macroscopic setting [6]. At these length
scales both stochastic and quantum fluctuations begin to dominate, and current research
is now devoted to investigating the potential modifications to thermodynamics that occur
at or below the nanoscale. In this thesis I explore various avenues in which the traditional
theory of thermodynamics breaks down in the microscopic regime, while presenting new
theoretical approaches that extend the theory beyond its traditional assumptions.
One major modification is the break-down of the weak coupling approximation. It
becomes clear that the heuristic argument used to justify this assumption fails to apply
to systems with smaller volumes. If the surface area of the system becomes comparable
to its volume then the energetic contributions to the interaction with the environment
also become comparable to its own internal energy. When this occurs the thermodynamic
properties of the system become dependent on the nature of the interaction, both in
and out of equilibrium [7]. One clear example of this behaviour occurs in the collapse
transition of a polymer immersed in a solvent, which can become significantly dependent
on the structure of the solvent itself rather than just the surrounding temperature [8].
Another example concerns a quantum harmonic oscillator in a black-body radiation field,
whereby the free energy of the oscillator shifts by a temperature and coupling-dependent
term due to a non-vanishing dipole interaction with the field [9].
In such situations special care needs to taken when defining notions of heat, work and
entropy, as the thermal properties of these small systems cannot generally be determined
simply by their respective internal Hamiltonians. In Chapter 2 it will be shown that this
issue stems from the fact that the equilibrium configuration of the system can deviate
from the familiar Gibbs distribution when interactions are non-negligible. This invalidates
the usual formulas used to compute the associated thermodynamic potentials, such as the
free energy, as these are derived from the assumption that the equilibrium state of the
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system is of Gibbs form. This of course does not mean that thermodynamics breaks down.
Instead, one can construct alternative thermodynamic potentials via an effective operator
or function known as the Hamiltonian of mean force (HMF). Much like standard methods
in statistical mechanics, this mathematical object can be used to compute an effective
partition function for the system, which provides the basis for defining the system’s free
energy and all resulting equilibrium properties. This effective description of the system
in terms of the modified partition function dates back to the early work of Kirkwood
in his analysis of the statistical properties of fluid mixtures [10]. I will discuss the role
played by the HMF in extending thermodynamics beyond the weak-coupling regime
in classical thermodynamics, both in and away from equilibrium. We will see that the
HMF provides a consistent generalisation of the laws of thermodynamics and fluctuation
relations, and can be used to define entropy production and quantify time-asymmetry
for out-of-equilibrium processes. Chapter 2 will relate to my published work on this
topic [11], where I formulate this extension of non-equilibrium thermodynamics to the
strong-coupling regime.
In Chapter 3 I focus on quantum mechanical systems in the strong coupling regime.
While in classical thermodynamics all physical quantities are determined from a mi-
croscopic description based on phase space, in the quantum regime thermodynamics
can be formulated from an underlying Hilbert space structure instead. Due to the
non-commutativity between certain observables in open quantum systems, additional
subtleties arise when trying to define thermodynamic variables and their corresponding
statistical fluctuations [12]. This problem is most apparent in the strong coupling regime,
as the presence of a finite interaction between system and reservoir can result in a system
state that is non-diagonal in its own energy basis [13]. In this chapter I explore the
consequences of these strong-coupling coherences in the context of temperature estima-
tion. By using the quantum generalisation of the Hamiltonian of mean force, I develop
a new framework for quantifying non-classical energy fluctuations in strongly-coupled
quantum systems, utilising a measure of quantum uncertainty known as the Wigner-
Yanase-Dyson skew information [14]. In particular, I demonstrate, via a new form of
equilibrium fluctuation-dissipation relation, that the heat capacity of a quantum system
relates directly to the amount of quantum energy fluctuations contained in the state.
Using this framework I provide a fully-quantum generalisation of the energy-temperature
uncertainty relation. Classically, this uncertainty relation represents a trade-off between
statistical fluctuations in the temperature and energy of weakly-coupled systems [2].
Using techniques from estimation theory, I find additional correction terms to this uncer-
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tainty relation in the quantum strong-coupling setting, and show that energy coherences
contribute to the fluctuations in temperature of quantum systems below the nanoscale.
These results are based on my published work [15]. In the final part of this chapter I
consider the implications of these results for quantum thermometry, whereby one can
use a small quantum system as a probe in order to ascertain the temperature of a larger
many-body system in thermal equilibrium. In particular, I derive tighter constraints on
the performance of a quantum thermometer connected to a bosonic substance by taking
into account the presence of strong interactions between probe and sample. Overall,
the results of Chapter 3 demonstrate that the presence of non-negligible interactions in
quantum thermodynamics leads to new physical behaviour that must be accounted for
in any accurate thermodynamic description of a microscopic system.
In the final part of thesis, Chapter 4 concerns the role of quantum fluctuations on the
statistics of work extraction from quantum systems. In the quantum regime work is not
an observable, and is instead defined from measurements of transitions between energy
eigenstates of the driven system [16]. In this framework one can construct a quantum
version of stochastic thermodynamics, with the standard fluctuation relations all fulfilled
along with the first and second laws of thermodynamics [17]. However, despite the wealth
of classical results that have been shown to hold in the quantum setting, the so-called
work fluctuation-dissipation relation [18] has not been previously derived for quantum
systems. This relation shows that in the slow-driving limit, the work dissipated by any
driven system close to equilibrium should be proportional to the resulting stochastic
fluctuations in work. In this Chapter I treat the same situation quantum-mechanically,
and show that this work fluctuation-dissipation relation actually breaks down. Instead, I
derive a new relation between work and its fluctuations that demonstrates how quantum
fluctuations in power modify the standard classical result. In particular, it is proven
that rather than being proportional, work fluctuations actually exceed the amount of
dissipation in general quantum systems driven close to equilibrium. I further demonstrate
that this uniquely non-classical behaviour can be witnessed experimentally. In the final
part of the chapter I connect these results to the field of thermodynamic geometry [19].
In classical thermodynamics, one may represent out-of-equilibrium processes in terms of
Riemannian geometry, and this can be used to find optimal protocols that simultaneously
minimise both work dissipation and fluctuations. However, I show that in the quantum
regime a different geometric structure emerges in which the path of minimal dissipation
is not equivalent to the path of minimal work fluctuations. Instead, one must resort to a
compromise between the two quantities. This important observation stems directly from
14
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Stochastic thermodynamics beyond weak-coupling
Thermodynamics is a theory concerning the physical behaviour of macroscopic objects con-
sisting of many interacting particles. Its laws describe the partitioning of energy exchanges
into heat and useful work, with entropy playing the pivotal role as a quantity determining
whether or not a thermodynamic process is possible. In essence, thermodynamics itself
is a purely phenomenological theory, but its laws can be proven microscopically using
Hamiltonian mechanics [2]. However, due to the large numbers of particles involved
in such processes, full information about a macroscopic body can never be obtained.
Thus whilst the motion of each individual particle is purely deterministic according
to Hamilton’s equations of motion, predictions about the exchanges of energy and en-
tropy will be subject to stochastic fluctuations due to an observer’s lack of information
about the state of the evolving system. In an appropriate thermodynamic limit, these
fluctuations effectively disappear, and one can establish the phenomenological laws of
thermodynamics at the macroscopic scale.
However, as the system size is scaled down, microscopic fluctuations in energy and
entropy become appreciable outside of the thermodynamic limit. In this regime, one can
still predict the ensemble behaviour of a finite system, though changes in average energy
and entropy go hand in hand with non-negligible statistical uncertainties. Understanding
the physical behaviour of these fluctuations, along with their thermodynamic implications
for the control of nanoscale devices, is the central goal of stochastic thermodynamics. The
aim here is to provide a microscopic description of entropy production at the level of the
individual trajectories traced out by the system as it is driven away from equilibrium
17
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[20–24]. Entropy production provides us with a quantitative description of change and
irreversibility in nature, and its average increase places restrictions on allowed state
transformations in accordance with the second law of thermodynamics [2, 25]. However, in
this stochastic regime one can obtain more refined statements about the nature of entropy
production using the so-called fluctuation theorems [18, 21, 26–29]. These relations go
beyond the standard predictions of thermodynamics and provide universal insight into
the breaking of time-reversal symmetry in a wide variety of physical systems [4, 30–33].
By analysing the statistical behaviour of entropy production, one can gain vital insight
into the connection between thermodynamics and information theory [24].
Standard analysis of entropy production in open systems, both quantum and classical,
centres on an assumption that the system weakly interacts with a thermal reservoir [24, 34–
36]. The benefit of this assumption is that it provides an unambiguous notion of stochastic
heat, since neglecting energetic contributions from the interaction provides a clear division
between the energy of the system and the reservoir. While the weak coupling assumption
can be physically justified in macroscopic systems, the thermodynamic behaviour of
small-scale systems may be strongly influenced by a non-negligible interaction with their
environment [7]. Thus it is of paramount importance to explore extended notions of
entropy production within the strong coupling regime, which will be the subject of this
chapter.
The extension of thermodynamics to the strong coupling regime has been the subject
of recent debate in the context of both classical [7, 12, 23, 37, 38] and quantum systems [39–
45]. The central question revolves around the identification of thermodynamic potentials
for the system at both the stochastic and ensemble level. An elegant solution to this
problem, originally dating back to Kirkwood in 1935 [10], is to replace the isolated
Hamiltonian of the system with an effective Hamiltonian that takes into account the
non-negligible interaction and temperature of the environment. This allows one to define
an effective internal energy, free energy and entropy for the system at equilibrium [12]
While this effective Hamiltonian approach adequately describes equilibrium thermody-
namics in the strong-coupling regime, in this chapter I will adapt the framework in order
to describe entropy production for more general stochastic processes operating away from
equilibrium. It will be shown that the equilibrium properties of the thermal reservoir
can be still be well-defined, even when the system is arbitrarily far from equilibrium and
correlated with the reservoir. For out-of-equilibrium processes I will show that the average
entropy production can be related to the Kullback-Leibler divergence, thus extending the
link between thermodynamics and information theory beyond weak-coupling. In addition,
18
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it will be proven that the stochastic entropy production satisfies a generalised fluctuation
relation and can be used to quantify time-asymmetry of correlated non-equilibrium
processes. These results naturally extend the familiar properties of entropy production in
weakly-coupled systems to the strong coupling regime. The structure of the chapter is as
follows. I will first introduce the framework used to describe classical thermodynamics
in the weak-coupling regime, both in and away from equilibrium, focusing on the well-
known fluctuation relations for entropy production. I will then present the results of my
publication [11], which provides a generalisation of these concepts to the strong-coupling
regime. Finally, I will connect these findings to other results in the literature concerning
entropy production away from equilibrium.
2.1 Preliminaries: Statistical mechanics
Before delving into underlying framework of stochastic thermodynamics, we will first
establish the underlying structure of statistical mechanics and its connection to infor-
mation theory. Let us suppose that we have an isolated composite system, consisting
of N particles. Let zt = [ ~X(t), ~Q(t)] represent the collective phase space of all particles
at some time t. Here the vector ~X(t) = (X1(t), X2(t), ...XN(t)) describes the positions
of each particle, while ~Q(t) = (Q1(t), Q2(t), ...QN(t)) the set of momenta. We assume
that our composite system evolves according to a Hamiltonian H(zt;λt), where λt is
some time-dependent control parameter. The positions and momenta of each particle are
determined by Hamilton’s equations of motion:
X˙i(t) =
∂H
∂Qi
,
Q˙i(t) = − ∂H
∂Xi
, i = (1, 2, .., N).(2.1)
At any given time the statistical state of the system is described by a probability density
function over the outcome space {zt}, and we characterise this set P by the set of
differentiable functions of the form
P :=
{
%(zt; t) | %(zt; t) ≥ 0,
∫
dzt %(zt; t) = 1
}
,(2.2)
where all integrals are taken over the full phase space {zt}. The ensemble average of
some function f(zt) is then calculated according to
〈f〉 :=
∫
dzt %(zt; t)f(zt).(2.3)
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By assumption the composite system is isolated, the probability density %(zt; t) ∈ P is
conserved along any phase space trajectory and hence obeys Liouville’s equation [2]:
∂%
∂t
= L[%],(2.4)
with L[(.)] = {H, (.)} is the Liouvillian and {f, g} are Poisson brackets defined according
to
{f, g} :=
N∑
i=1
(
∂f
∂Xi
∂g
∂Qi
− ∂f
∂Qi
∂g
∂Xi
)
.(2.5)
An important quantity in statistical mechanics is the Shannon information entropy, which
is given by
S(%) = −〈ln %〉,(2.6)
which essentially quantifies the information content of the distribution %. This interpreta-
tion follows since S(%) measures the amount of disorder in the state. For example, S(%)
approaches zero as the distribution becomes a highly ordered state centred on a singular
point in phase space, while S(%) approaches a maximum if % is a highly disordered state
spread evenly across all of the phase space. It is important to note that information is
conserved within an isolated system [31], and using (2.4) we find that
d
dt
S(%(zt; t)) = 0.(2.7)
Another important information-theoretic quantity that we will frequently encounter is
the Kullback-Leibler divergence. Considering two distributions %, σ ∈ P with the support
of % contained in the support of σ, this divergence is given by
S(%|σ) := 〈ln %〉 − 〈lnσ〉,(2.8)
where the average is taken with respect to % as before. According to Stein’s lemma
[46], the Kullback-Leibler divergence measures the difficulty of distinguishing samples
from these two distributions. One can show that S(%|σ) ≥ 0 with equality if and only if
% = σ, which is a necessary and sufficient condition for S(%|σ) to define a mathematical
divergence.
A central aspect of statistical mechanics is the notion of equilibrium. Suppose the
state of the system is given by some arbitrary distribution %(z0;λ) at time t = 0, with
with average energy U = 〈H(z0;λ)〉 and λt = λ held fixed. A fundamental postulate of
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statistical mechanics is that an isolated system in the long time limit will eventually
relax to a micro-canonical state that is evenly distributed across all phase space points
within this energy shell [2]:
pi(zt;λ) ∝ δ(U −H(zt;λ)), t 0.(2.9)
If we take the thermodynamic limit N →∞, then it can be rigorously proven that this
state is equivalent to Gibbs canonical ensemble [47]:
pi(zt;λ) ' e
−βH(zt;λ)
Z(λ)
; Z(λ) :=
∫
dzt e
−βH(zt;λ).(2.10)
In this case β = (kbT )
−1, with kb the Boltzmann constant and T the temperature.
Throughout this thesis we will assume that kb = 1 to simplify notation. This temperature
quantifies how the entropy of the equilibrium distribution changes with energy:
∂S
∂U
=
1
T
.(2.11)
A key property about the equilibrium distribution (2.10) is that the energy and entropy
can be specified purely in terms of the temperature T and control parameter λ. To make
this explicit we denote Seq(λ, T ) = −〈lnpi(zt;λ)〉eq and U eq(λ, T ) = 〈H(zt;λ)〉eq as the
equilibrium entropy and energy respectively. Another important thermodynamic quantity
is the free energy, which is defined according to
F (%) = 〈H(zt;λ)〉 − TS(%).(2.12)
Denoting the corresponding equilibrium free energy by F eq(λ, T ) = U eq(λ, T )−TSeq(λ, T ),
it is straightforward to prove the following information-theoretic relation between the
non-equilibrium free energy of some arbitrary state % and its equilibrium counterpart
[48]:
F (%) = F eq(λ, T ) + TS(%|pi).(2.13)
Due to the fact that S(%|pi) is a divergence, we can see that the equilibrium state pi
minimises the free energy with respect to temperature T . Alternatively one can show that
the state % = pi maximises the Shannon entropy S(%) for a fixed average energy, implying
that the Gibbs state is the state of maximum information within a given energy shell
[49]. These relations are suggestive of a close connection between information theory and
thermodynamics, and we will later see this connection more explicitly when deriving the
laws of thermodynamics and fluctuation relations. Once we have introduced a distinction
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between work and heat, it will be seen that the Shannon entropy quantifies a minimum
bound on heat flow, whilst the change in free energy limits the amount of extractable
work from a system. From now on we will collectively refer to energy, entropy and free
energy as the thermodynamic potentials for the system of interest.
Thus far we have considered a large isolated system with arbitrary control over its
Hamiltonian. However, in thermodynamics one is typically restricted to control over
a smaller subsystem of the composite system. To differentiate between a controllable
region, which we refer to as the system S, and an uncontrollable region, referred to as
the reservoir R, we divide the composite Hamiltonian H(zt;λ) := HS∪R(zt;λ) as follows:
HS∪R(zt;λ) := HS(xt;λ) +HR(yt) + γVS∪R(zt),(2.14)
where zt = (xt, yt) denotes the collective phase-space coordinate of S and R respectively
at time t. In this model all control is placed on the internal Hamiltonian of S, given by
HS(xt;λ), in contrast to the uncontrolled reservoir Hamiltonian HR(yt). The interaction is
mediated by the additional term VS∪R(zt), with the proportionality constant γ governing
the strength of this interaction. To derive the thermodynamic potentials of S, we first
compute its state piS(xt;λ) by integrating out the reservoir degrees of freedom:
piS(xt;λ) :=
∫
dyt piS∪R(zt;λ),(2.15)
where piS∪R is the global Gibbs state with respect to HS∪R. At this stage it is useful to
consider the Taylor expansion of piS∪R with respect to the coupling γ:
piS∪R(zt;λ) = pi
0
S∪R(zt;λ)
[
1 + βγδVS∪R(zt)
]
+O(γ2)(2.16)
where
pi0S∪R(zt;λ) =
e−β(HS(xt;λ)+HR(yt))
Z0S∪R(λ)
; Z0S∪R(λ) :=
∫
dzt e
−β(HS(xt;λt)+HR(yt)).(2.17)
and
δVS∪R(zt) = VS∪R(zt)− 〈VS∪R(zt)〉0S∪R,(2.18)
with 〈(.)〉0S∪R an ensemble average with respect to the uncoupled state pi0S∪R. Note that
without loss of generality, we can assume that∫
dztVS∪R(zt)pi
0
R(yt) = 0.(2.19)
22
2.1. PRELIMINARIES: STATISTICAL MECHANICS
This follows since we can always include the λ-independent contribution 〈VS∪R〉0R within
the system Hamiltonian as an offset term, without effecting the thermodynamics of the
system. Combining (2.15) with (2.16) and (2.19) yields
piS(xt;λ) = pi
0
S(xt;λ) +O(γ2),(2.20)
with pi0S(xt;λt) the Gibbs state with respect to bare Hamiltonian HS(xt;λt). It should be
clear from this expansion that piS(xt;λt) ' pi0S(xt;λt) becomes an accurate approximation
whenever γ2  1. Due to the fact that interactions between S and R will typically
take place along the surface area of S, if S is large enough this area will be negligible
compared with its enclosed volume [7]. In this situation the interaction Hamiltonian will
become negligible, and hence at finite temperatures away from absolute zero one has
γ2  1. This is known as the weak-coupling approximation, and is a central assumption
of statistical mechanics.
The thermodynamic potentials can be computed using the partition function of S:
Z0S(λ) :=
∫
dxt e
−βHS(xt;λ).(2.21)
We find the following useful formulas for the free energy, internal energy and entropy:
F eqS (λ, T ) := −β−1 lnZ0S(λ),
U eqS (λ, T ) := −∂β lnZ0S(λ),
SeqS (λ, T ) := β[U
eq
S (λ, T )− F eqS (λ, T )].(2.22)
Furthermore, since
Z0S(λ) =
Z0S∪R(λ)
Z0R
,(2.23)
we find the following extensivity relation between the thermodynamic potentials of S
and R:
χeqS∪R(λ, T ) = χ
eq
S (λ, T ) + χ
eq
R (T ),(2.24)
with χ = {F, S, U}. This demonstrates that the energies and entropies of the composite
state S ∪R split into separate contributions, due to the lack of correlation between the
two constituents.
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2.2 Stochastic thermodynamics and fluctuation
relations
In the previous section we introduced a set of thermodynamic potentials that can be
assigned to a system in equilibrium. In this section we will see how these quantities relate
to the first and second law of thermodynamics. This connection can be established by
looking at the fluctuations in energy of a system as it evolves away from equilibrium.
We consider a composite state in S ∪R described by %S∪R(zt; t) ∈ P at time t. This
evolution is governed by the Liouville equation (2.4), with the time dependence of the
Hamiltonian HS∪R(zt;λ) in (2.14) originating from a change in the external parameter
λ = λt. In the case of a weak coupling, we have seen in (3.41) that the internal energy of
the system is given by the ensemble average of the bare Hamiltonian HS(xt;λ). At the
level of an individual trajectory xt evolving from some initial point x0 up to point xτ ,
the change in fluctuating internal energy ∆uS(zτ ; τ) = HS(xτ ;λτ )−HS(x0;λ0) can be
expressed as [39]
∆uS(zτ ; τ) :=
∫ τ
0
dt λ˙
∂HS
∂λ
(xt;λ) +
∫ τ
0
dt x˙
∂HS
∂x
(xt;λ).(2.25)
We identify the first contribution as the fluctuating work done on S:
w(zτ ; τ) :=
∫ τ
0
dt λ˙
∂HS
∂λ
(xt;λ).(2.26)
This interpretation follows since we can equivalently express this term as
w(zτ ; τ) = HS∪R(zτ ;λτ )−HS∪R(z0;λ0),(2.27)
which follows from straightforward partial differentiation. In other words, w(zt; t) defines
the fluctuating energy change of the composite S ∪R, and hence represents the external
energy used to change the system after connecting S and R and changing λ. Alternatively,
we can interpret −w(zt; t) as the work done by S, which is the useful energy that can be
extracted from the process. By conservation of energy, any work put into S ∪ R that
doesn’t change the internal energy of S must be dissipated into R, and so we define the
fluctuating heat as the second term in (2.25):
q(zτ ; τ) :=
∫ τ
0
dt x˙
∂HS
∂x
(xt;λ).(2.28)
Note that the fluctuating work w(zτ ; τ) = w(zt[z0]; t), along with the heat and internal
energy change, is implicitly written as a function of the initial phase space point z0
24
2.2. STOCHASTIC THERMODYNAMICS AND FLUCTUATION RELATIONS
because the evolution of system trajectory xt depends on the deterministic evolution of
the collective phase space for S ∪ R according to Hamilton’s equations (2.1), denoted
by the transformation z0 → zτ [z0]. However, both the fluctuating heat and work can be
determined by monitoring the system degrees of freedom alone along a specific trajectory.
If one takes an average of (2.25) with respect to the initial ensemble %S∪R(z0; 0) we obtain
the first law of thermodynamics :
∆US = 〈w〉+ 〈q〉,(2.29)
where ∆US = 〈HS(xτ ;λτ )〉 − 〈HS(x0;λ0)〉 is the average change in internal energy of S.
The first law (2.29) is simply a statement about energy conservation, and tells us
that any work done in changing the external parameter λ must be divided between S
and R, since we consider S ∪ R as energetically isolated. However, without additional
assumptions we cannot make any further predictions about the changes in work and heat
for a given process. It is only when we impose various equilibrium boundary conditions
on the configuration of S ∪R that one can derive additional constraints on the variables
〈w〉 and 〈q〉. In fact, we will see that boundary conditions also constrain the higher
order fluctuations in work and heat, which in turn will lead us to the second law of
thermodynamics.
Let us first consider a situation in which the composite configuration of S ∪ R is
given by the equilibrium distribution piS∪R(z0;λ0) at time t = 0. We further assume that
the coupling γ  1 is vanishingly small, so that we can approximate the reduced state
of S by %S(x0; 0) ' pi0S(x0;λ0) according to (2.20). In this limit we neglect even the first
order contributions from the interaction, and hence the evolution of S is approximately
isolated from R as we vary λ. In this sense one can write
∂%S
∂t
= Lλ[%S],(2.30)
with Lλ[(.)] = {HS(xt;λ), (.)} the Liouvillian of the bare system Hamiltonian. Using
Hamilton’s equations (2.1), one can verify that the fluctuating heat q(zτ ; τ) in (2.25)
vanishes, implying that all work is done on changing the internal energy of the system:
w(zτ ; τ) = w(xτ ; τ) = HS(xτ ;λτ )−HS(x0;λ0).(2.31)
For a given trajectory xt[x0], the probability distribution for fluctuating work is given by
[18]
P (w) :=
∫
dx0 δ
[
w −HS(xτ [x0];λτ ) +HS(x0;λ0)
]
pi0S(x0;λ0),(2.32)
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where the integral is carried out over all initial points in the phase space of S. This
distribution describes the statistics of work done on S as it is driven away from equilibrium,
and the average work can be obtained from
〈w〉 =
∫
dw P (w)w.(2.33)
After time t = τ , the parameter λτ is held fixed and we let the system relax to the
corresponding equilibrium configuration pi0S(xτ ;λτ ). During this thermalisation step, no
work is done on S.
Let us now compare this process with the work done along a hypothetical time-reversed
process. In this case we vary the parameter according to λ∗t = λτ−t, and assume that S
is initially in the equilibrium configuration pi0S(x
∗
0;λ
∗
0) with respect to the time-reversed
Hamiltonian HS(x
∗
0;λ
∗
0). In this situation the corresponding distribution of work done is
given by
PR(w) :=
∫
dx∗0 δ
[
w −HS(x∗τ [x∗0];λ∗τ ) +HS(x∗0;λ∗0)
]
pi0S(x
∗
0;λ
∗
0).(2.34)
We further assume that the Hamiltonian is an even function of momentum. Note
that in a time-reversed process, all points in phase space have opposite momenta:
x∗t = [ ~Xτ−t,− ~Qτ−t]. Due to our assumption about the Hamiltonian, this implies that
HS(x
∗
t ;λ
∗
t ) = HS(xτ−t;λτ−t) and pi
0
S(x
∗
0;λ
∗
0) = pi
0
S(xτ ;λτ ). It then follows from Liouville’s
theorem that these two processes are connected according to the Crooks fluctuation
relation [26]:
P (w)
PR(−w) = e
β(w−∆F eqS ),(2.35)
where ∆F eqS = F
eq
S (λτ , T )−F eqS (λ0, T ) is the difference in equilibrium free energy between
the initial and final equilibrium distributions, as defined in (3.41). If we multiply both
sides of (2.35) by PR(−w) and integrate over w, one obtains the Jarzynski equality [18]:
〈e−βw〉 = e−β∆F eqS .(2.36)
Finally, we invoke the Jensen inequality, which states that 〈f(x)〉 ≥ f(〈x〉) for a convex
function f(x). Since the exponential function is convex, it follows from (2.36) that
〈w〉 ≥ ∆F eqS .(2.37)
The pair of relations (2.35) and (2.36) constitute the so-called fluctuation relations.
The Crooks relation (2.35) tells us that the probability of doing work w along the forward
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protocol is exponentially favoured against the corresponding work extracted along the
reverse protocol. This time-asymmetry is a fundamental consequence of the equilibration
that occurs at the boundaries of the protocol. Secondly, the Jarzynski equality (2.36)
places constraints on the higher order moments of work during the protocol, and allows us
to connect non-equilibrium work fluctuations to the corresponding equilibrium difference
in free energy. Experimentally, one can monitor the work in order to measure ∆F eqS [4].
As a result of these constraints on the work fluctuations, we are lead to a statement
about the second law of thermodynamics, namely ‘the work done on a system during a
thermodynamic process is bounded by its change in free energy ’, as shown by (2.37). This
solidifies the free energy as the thermodynamic potential constraining the partitioning of
energy exchange between work and heat within the first law (2.29).
Thus far we have considered the stochastic thermodynamics of a system isolated from
R, and initially at equilibrium. However, this situation can been extended to describe
systems that begin arbitrarily far from equilibrium and interact with R. To obtain this
extension, one needs to introduce the concept of non-equilibrium entropy production. Let
us now assume a small but finite coupling strength satisfying γ2  1 so as to justify
the weak-coupling approximation as before. In this regime we can associate the bare
Hamiltonian HS(xt;λ) with the internal energy of S, and the definitions for fluctuating
heat and work satisfy (2.28) and (2.26) respectively. It is assumed that at the start of
the protocol, the initial state of S ∪R is given by
%S∪R(z0; 0) := %S(x0; 0)pi
0
R(y0),(2.38)
with pi0R(y0) representing the Gibbs state of R at temperature T . The assumption of
weak coupling implies that there are no initial correlations between S and R before
the protocol. However, since the coupling is still taken to be finite the evolution of S is
obtained from the following Liouville equation:
∂%S
∂t
=
∫
dyt Lλ[%S∪R],(2.39)
with Lλ[(.)] = {HS∪R(zt;λ), (.)}. This equation is a starting point to deriving a Markovian
master equation for the dynamics of S, though we do not cover the details here. The
quantity of interest here is the fluctuating entropy production up to time t = τ :
Σ(zτ ; τ) := ∆sS(xτ ; τ)− βq(zτ ; τ).(2.40)
where ∆s(xτ ; τ) = s(xτ ; τ)− s(x0; 0) and
sS(xt; t) := − ln %S(xt; t),(2.41)
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is known as the surprisal, which quantifies the amount of information gained from
sampling the phase space point xt [46]. One can see that the average surprisal yields the
Shannon information entropy 〈sS〉 = SS(%S) of S. In other words, the average entropy
production 〈Σ〉 = ∆SS −β〈q〉 defines the sum of average information entropy change and
heat, while the stochastic quantity (2.40) measures the fluctuations in surprisal and heat
along the process. In analogy to (2.32), the statistics of entropy production are given by
the following distribution:
P (Σ) =
∫
dz0 δ
[
Σ− Σ(zτ [z0]; τ)
]
%S∪R(z0; 0).(2.42)
To derive the more general version of the Crooks relation (2.35), we consider an equivalent
reverse protocol λ∗t and assume that HS∪R(zt;λ) is an even function of momentum as
before. In this reverse process, it is assumed that the final configuration of S, given by
%S(xτ ; τ), is disconnected from R at the end of the forward protocol. In addition, we
further assume that this final distribution is an even function of momentum so that it is
invariant under time-reversal. The initial configuration for the reverse protocol is then
given by the uncorrelated state
%S∪R(z
∗
0 ; 0) := %S(x
∗
0; 0)piR(y
∗
0) = %S(xτ ; 0)pi
0
R(yτ ),(2.43)
and the distribution for entropy production is given by
PR(Σ) =
∫
dz∗0 δ
[
Σ− Σ(z∗τ [z∗0 ]; τ)
]
%S∪R(z
∗
0 ; 0).(2.44)
Collecting all of these assumptions together and applying Liouville’s theorem leads to
the following detailed fluctuation relation [24]:
P (Σ)
PR(−Σ) = e
−Σ.(2.45)
This relation tells us that values of entropy produced along the forward protocol are
exponentially favoured against the opposite decrease in entropy produced along the reverse
protocol, hence revealing the time-asymmetry associated with the non-equilibrium process.
Integrating (2.45) yields an integral fluctuation relation
〈e−Σ〉 = 1,(2.46)
which places constraints on the moments of entropy production and generalises the
Jarzysnki equality (2.36). Finally, applying the Jensen inequality gives 〈Σ〉 ≥ 0, which
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represents the non-equilibrium version of the second law. In this setting, any system
evolving in or away from equilibrium, while in weak contact with a thermal reservoir,
must produce a positive amount of entropy on average. Equivalently, we can rewrite this
law as follows:
〈q〉 ≥ −T∆SS.(2.47)
The second law expressed in this form is known as the Clausius inequality. This relation
reveals a fundamental connection between information and thermodynamics, known as
Landauer’s principle [? ]. It implies that erasing the information content of S by the
amount −∆SS requires a minimum amount of heat 〈q〉 dissipated into R on average.
We can view (2.46) as a generalisation of the Jarzynski equality to open systems, since
if one assumes that the initial and final configurations of S are canonical, namely
%S(x0; 0) = pi
0
S(x0;λ0) and %S(x
∗
0; 0) = pi
0
S(xτ ;λτ ), then from the first law (2.25) we see
that the entropy production reduces to Σ = w − ∆F eqS . Substituting this into (2.45)
and (2.46) recovers the form of the Crooks and Jarzynski fluctuations that we previously
demonstrated for closed systems.
2.3 Hamiltonian of mean force for strongly-coupled
systems
In the previous section the fluctuation theorems for weakly-coupled classical systems
for arbitrary non-equilibrium processes were presented. These in turn lead to stochastic
formulations of the first and second laws of thermodynamics. However, ultimately the
goal will be to extend these relations to the case where the assumption γ2  1 is no
longer valid. For microscopic systems, the surface area of S can become comparable
to its bulk volume, implying a break down of the weak-coupling assumption. This of
course does not imply that thermodynamics breaks down, but instead one must take a
new approach when defining notions of energy and entropy. Before we can extend the
fluctuation relations, one first needs to investigate how to attribute equilibrium potentials
to a strongly-coupled system.
Let us recall the general expressions for the total Hamiltonian (2.14) and reduced
state of S given by (2.15). Rather than applying any approximations, we can formally
express the state of S as follows:
piS(xt;λ) :=
e−βH˜S(xt;λ)
Z˜S(λ)
; Z˜S(λ) =
∫
dxt e
−βH˜S(xt;λ),(2.48)
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where
H˜S(xt;λ) := HS(xt;λ)− T ln 〈e−βγVS∪R(zt)〉eqR ,(2.49)
is the so-called Hamiltonian of mean force (HMF). Here we have defined
〈f(zt)〉eqR :=
∫
dyt f(zt)pi
0
R(yt),(2.50)
as an average over the reservoir degrees of freedom with respect to the uncoupled Gibbs
state of R. In this sense we can interpret (2.49) as an effective Hamiltonian of S, with
the additional term taking into account the effect of the interaction. Clearly this term
vanishes in the case where γ2  1 as we have seen before.
The HMF in turn defines a new partition function for the system given by Z˜S(λ).
Naturally we can use this function to compute the associated thermodynamic potentials.
By using the statistical-mechanical formulas (3.41), we define the equilibrium free energy
by:
F˜ eqS (λ, T ) := −β−1 ln Z˜S(λ),(2.51)
Of course this definition of free energy requires further justification. Jarzynski has shown
that the reversible work required to drive a system quasi-statically through a series of
equilibrium states at strong-coupling is exactly given by the change in the free energy
function (2.51) [39]. If we consider a change in the total Hamiltonian (2.14) Then the
free energy change, denoted ∆F˜S, can be expressed as
∆F˜ eqS =
∫ τ
0
dt λ˙
〈
∂HS
∂λ
〉eq
S
,(2.52)
where 〈(..)〉eqλ denotes the expectation value with respect to the state (2.48). As the
process is quasi-static and only the system degrees of freedom are controlled, (2.52) is
nothing but the integrated power over time, or equivalently the integrated rate of change
of total energy. This means we can equate ∆F˜ eqS = 〈w〉, where 〈w〉 is the work done on
the system. Crucially this remains consistent with the usual thermodynamic definition of
free energy, which quantifies the system’s ability to perform work. Furthermore, since
Z˜S(λ) =
Z0S∪R(λ)
Z0R
,(2.53)
we find the following extensivity relation between the free energies of S and R:
F˜ eqS (λ, T ) = F
eq
S∪R(λ, T )− F eqR (T ),(2.54)
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Intuitively, (2.56) implies that the system free energy is the work required to the system
in the strongly-coupled composite state of S ∪R.
Since the internal energy and entropy are related to the free energy through a Legendre
transform, we further define these potentials as follows:
U˜ eqS (λ, T ) := −∂β ln Z˜S(λ),
S˜eqS (λ, T ) := β[U˜
eq
S (λ, T )− F˜ eqS (λ, T )].(2.55)
which additionally satisfy the extensivity relations
χ˜eqS (λ, T ) = χ
eq
S∪R(λ, T )− χeqR (T ),(2.56)
with χ = {S, U}. This additivity implies that the presence of the interaction leaves the
equilibrium properties of the reservoir unchanged. Instead, the influence of the interaction
is attributed to the equilibrium properties of the system alone [9].
While the thermodynamic potentials are well defined at equilibrium, it is interesting
to consider the corresponding fluctuating potentials that underlay the ensemble aver-
ages (2.51) and (2.55). This will be necessary to develop a generalisation of stochastic
thermodynamics to the strong-coupling regime.
We first note that the equilibrium internal energy can be expressed as U˜ eqS (λ, T ) =
〈∂β
[
βH˜S(xt;λ)
]〉eqS where 〈(.)〉eqS denotes an average with respect to the effective equilib-
rium state (2.48). Similarly one finds S˜eqS (λ, T ) = −〈ln piS〉eqS + β2〈∂βH˜S(xt;λ)〉
eq
S . These
quantities can be interpreted as equilibrium averages over a set of fluctuating thermody-
namic potentials appearing inside the brackets 〈(.)〉eqS . We propose that the fluctuating
potentials for internal energy, entropy and free energy for states arbitrarily far from
equilibrium are given respectively by
u˜S(xt;λ) := ∂β
[
βH˜S(xt;λ)
]
,
s˜S(xt;λ) := −ln %s(xt; t) + β2∂βH˜S(xt;λ),
f˜S(xt;λ) := u˜S(xt;λ)− β−1s˜S(xt;λ).(2.57)
These functions account for the temperature dependence of the mean force Hamiltonian,
give the averages (2.51) and (2.55), and reduce to the standard thermodynamic potentials
used in stochastic thermodynamics in the limit of weak coupling. We will show that these
generalised fluctuating potentials can be connected into a consistent thermodynamic
framework. The average non-equilibrium internal energy will be denoted by U˜S(λ; t) =
〈u˜S(xt;λt)〉S, with 〈(..)〉S =
∫
dxt %S(xt; t)(..) now an average with respect to a general
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non-equilibrium state of the system. Similarly the average entropy will be denoted by
S˜S(λ; t) = 〈s˜S(xt;λt)〉S and average free energy by F˜S(λ; t) = 〈f˜S(xt;λ)〉S. From (2.57)
one sees that the non-equilibrium entropy at strong coupling involves a contribution from
the Gibbs-Shannon entropy alongside a second term β2〈∂βH˜S(xt;λ)〉S that has previously
been identified as an intrinsic entropy in the context of small-scale molecular motors [23].
It is not obvious that these potentials should be well-defined and additive for any given
distribution of S ∪R, unlike the equilibrium counterparts (2.51) and (2.55). However, let
us consider a particular class %S∪R(zt; t) ∈ Dβ of distributions defined by
%S∪R(zt; t) = %S(xt; t)piR(yt|xt),(2.58)
where we place no restriction on the system configuration and
piR(yt|xt) = pi
0
S∪R(zt;λ)∫
dyt pi0S∪R(zt;λ)
,(2.59)
is the equilibrium conditional probability for reservoir micro-state yt given a particular
micro-state of the system xt, obtained through application of Bayes’ theorem. Because
the system Hamiltonian cancels in the fraction in (4.41) the dependence on the control
parameter λ cancels in the expression for piR(yt|xt). The class of states Dβ has previously
been introduced in [37] and referred to as the stationary preparation class, which describes
a conditional equilibrium state on the reservoir. In this case for any micro-state selected
from the system the resulting conditional statistics of the reservoir are equivalent to
that of the total canonical state (2.20). From a dynamical perspective, it can be shown
that the set of states (4.41) naturally emerge if the thermalisation time-scale of R is
much faster than that of S, as shown by Strassberg and Esposito in [50]. Furthermore, in
the weak-coupling limit γ2  1 we have %S∪R(zt; t) ' %S(xt; t)pi0R(yt), in which case the
system becomes uncorrelated with the thermal reservoir. For this class of states one still
has a well defined notion of temperature attributed to a thermal environment. This is
manifested by a generalised additive relationship between the thermodynamic potentials,
which we state as a Theorem:
Theorem 2.3.1. Let %S∪R(zt; t) ∈ Dβ, and denote US∪R(λt; t) = 〈HS∪R(zt;λ)〉 as the
internal energy of %S∪R(zt; t), SS∪R(λ; t) = −〈ln %S∪R(zt; t)〉 the Gibbs-Shannon entropy
and FS∪R(λ; t) = US∪R(λ; t)−β−1SS∪R(λ; t) as the free energy. Then the following additive
property holds:
χ˜S(λ; t) = χS∪R(λ; t)− χeqR (T ),(2.60)
where χ ∈ {F, S, U}.
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Proof. To express %S∪R(zt; t) ∈ Dβ in a more useful form we use the following identity
[37];
piR(yt|xt) = pi
0
S∪R(zt;λ)∫
dxt pi0S∪R(zt;λ)
,
=
e−β(HR(yt)+γVS∪R(zt))∫
dyt e−β(HR(yt)+γVS∪R(zt))
.(2.61)
We now note that the non-equilibrium internal energy is given by U˜S(λ; t) = 〈∂β
[
βH˜S(xt;λ)
]〉S.
To proceed we expand the fluctuating internal energy function u˜S(xt;λ) = ∂β
[
βH˜S(xt;λ)
]
;
u˜S(xt;λ) = ∂β
[
βH˜S(xt;λ)
]
,
= HS(xt;λ)− ∂β〈e
−βγVS∪R(zt)〉eqR
〈e−βγVS∪R(zt)〉eqR
,
= HS(xt;λ) +
∫
dyt e
−β(HR(yt)+γVS∪R(zt))[HR(yt) + γVS∪R(zt)]∫
dyt e−β(HR(yt)+γVS∪R(zt))
+ ∂β
[
e−βF
eq
R
]
,
= HS(xt;λ) +
∫
dyt piR(yt|xt)[HR(yt) + γVS∪R(zt)]− U eqR (T ).(2.62)
Averaging both sides (2.62) with respect to %S(xt; t) gives
U˜S(λ; t) =
∫
dzt %S(xt; t)piR(yt|xt)[HS(xt;λ) +HR(yt) + γVS∪R(zt)]− U eqR (T ),
= US∪R(λ; t)− U eqR (T ).(2.63)
Turning now to the entropy, we need to evaluate the Gibbs-Shannon entropy of the state
%S∪R(zt; t) ∈ Dβ. This can be done from the following equivalent identity;
piR(yt|xt) = e−β(HS∪R(zt;λ)−H˜S(xt;λ)−F
eq
R ).(2.64)
Using this we can show the following
SS∪R(λ; t) = −
∫
dzt %S(xt; t)piR(yt|xt)[ln %S(xt; t) + ln piR(yt|xt)],
= SS(λ; t)− βF eqR (T ) + β
∫
dzt %S(xt; t)piR(yt|xt)[HS∪R(zt;λ)− H˜S(xt;λ)],
= SS(λ; t)− β(US∪R(λ; t)− U eqR (T )) + SeqR (T )− β
∫
dxt %S(xt; t)H˜S(xt;λ),
= SS(λ; t) + βU˜S(λ; t)− β〈H˜S(xt;λ)〉S + SeqR (T ),
= S˜S(λ; t) + S
eq
R (T ),(2.65)
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where we used US∪R(λ; t) − U eqR (T ) = U˜S(λ; t) and β2〈∂βH˜S(xt;λ)〉S = βU˜S(λ; t) −
β〈H˜S(xt;λ)〉S. Finally, the last additive relation
FS∪R(λ; t) = F˜S(λ; t) + F
eq
R (T ),(2.66)
follows trivially from (2.62) and (2.65) together with the definition of fluctuating free
energy, f˜S(xt;λ) = u˜S(xt;λ)− β−1s˜S(xt;λ). This concludes the proof of (2.60). 
In (2.60) the thermodynamic potentials χeqR (T ) are equivalent to those of an isolated
canonical reservoir. The relation (2.60) implies that the equilibrium properties of R
remain unchanged relative to the arbitrary state of the system, even in the presence of
correlations due to strong interaction. In other words, while the reservoir marginal of
%S∪R(zt; t) is not a canonical distribution, the effect of the interaction on the reservoir
potentials is negligible. This is physically intuitive considering that the reservoir is
macroscopic relative to the microscopic size of the system.
In the next section we will see that the fluctuating potentials (2.57) provide a suitable
extension of stochastic thermodynamics beyond weak-coupling. According to (2.60) one
can interpret the free energy F˜S(λ, t) as the work required to quasi-statically couple
the system to the reservoir, resulting in the composite state (4.41). Similarly, by energy
conservation the term U˜S(λ, t) represents a contribution to the total energy not stemming
from the bare reservoir. However, when we consider the entropy S˜S(λ, t), there is no longer
a clear information-theoretic interpretation of this thermodynamic function. Interestingly,
under some fairly weak assumptions about the structure of R we can recover a connection
between S˜S(λ, t) and information theory. This is demonstrated by the following lemma:
Lemma 2.3.1. Let %S∪R(zt; t) ∈ Dβ, and denote the marginal distribution of R by
%R(yt; t) =
∫
dxt %S∪R(zt; t). We also denote SR(t) as the Gibbs-Shannon entropy of
%R(yt; t), and δSR = SR(t)−SeqR as the difference between the Gibbs-Shannon entropies of
the marginal reservoir state and the corresponding bare reservoir. Under the assumption
that δSR  1, we find that the entropy of S is equivalent to
S˜S(λ, t) = S(S|R),(2.67)
where S(S|R) = SS∪R(λ, t)− SR(t) is the conditional Shannon entropy.
Proof. A direct combination of δSR  1 and (2.60) with the definition of S(S|R) gives
the desired result. 
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We conclude from the above lemma that if the reservoir entropy is sufficiently unaffected
by the presence of the interaction, then the entropy of S is approximately equal to the
conditional Shannon entropy. This retains a connection between the strong-coupling
definition of entropy and information theory, since the entropy S(S|R) quantifies the
amount of information needed to describe the outcome of random variable of S conditioned
on a known outcome for R [46]. This conditional dependence on the reservoir results
from the correlations created by the non-negligible interaction. Note that while the exact
conditions needed to ensure the approximation δSR  1 have not been specified, from a
phenomenological perspective one would expect this to hold considering that the reservoir
is sufficiently macroscopic, thereby making its entropy insensitive to any coupling to
the system. In this sense only the thermodynamic properties of S are expected to be
influenced by the interaction. It remains an open problem to provide a more rigorous
analysis behind this approximation.
2.4 Entropy production and time-asymmetry
Now that we have identified a set of physically relevant thermodynamic potentials for
strongly-coupled systems, it is possible to develop a consistent generalisation of stochastic
thermodynamics. As a first step one needs to introduce a definition of fluctuating heat.
To do this we consider a general non-equilibrium process operating at an arbitrarily large
coupling strength, which is realised over a time interval [0, τ ] by varying the Hamiltonian
through a parameter change λ = λ(t), with initial configurations λ(0) = λ0 and λ(τ) = λτ .
We make two assumptions about this process:
(i) At initial time t = 0 the system-bath is in a conditional equilibrium state %S∪R(z0; 0) =
%S(x0; 0)piR(y0|x0) ∈ Dβ, with %S(x0; 0) specifying an initial arbitrary state for the
system.
(ii) The composite state S ∪ R undergoes closed evolution during the time interval
[0, τ ] governed by Liouville’s equation
∂
∂t
%S∪R(zt; t) = Lλ
[
%S∪R(zt; t)],(2.68)
where Lλ[(..)] is the corresponding Liouvillian resulting from the change in the
Hamiltonian (2.14) over time. The resulting final state is specified by %S∪R(zτ ; τ)
with final system configuration %S(xτ ; τ) =
∫
dyτ %S∪R(zτ ; τ).
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Assumption (i) is necessary in order to have a well-defined notion of both temperature and
the Hamiltonian of mean force (2.49) prior to the non-equilibrium process. Assumption
(ii) ensures that we account for all exchanges of heat and work between the system and
the reservoir. No restrictions are imposed on the final configuration of the system, and
we denote the transformation by %S(x0; 0)→ %S(xτ ; τ). Following the approaches taken
in [7, 37, 38] we can use the fluctuating potentials in (2.57) to define the fluctuating heat
dissipated from the system into the reservoir up to time τ as
q˜(zτ ; τ) := u˜S(x0;λ0)− u˜S(xτ ;λτ ) +
∫ τ
0
dt
∂
∂t
u˜S(xt;λ),(2.69)
which represents the sum of work done during the process and the decrease in internal
energy of the system, in accordance with the first law of thermodynamics. Note that
q˜(zτ ; τ) = q˜(zτ [z0]; τ) is implicitly written as a function of the initial phase space point z0
because the evolution of point xt depends on the deterministic evolution of the collective
phase space for the system and reservoir, denoted by the transformation z0 → zτ [z0].
However, the RHS of (2.69) indicates that the heat can be determined by monitoring the
system degrees of freedom alone along a specific trajectory. If we take into account the
full evolution of S ∪ R, it is straightforward to show that the average dissipated heat is
given by
〈q˜〉 = US∪R(λτ ; τ)− U˜S(λτ ; τ)− U eqR ,(2.70)
which follows from (2.60) combined with initial condition (i), along with the fact that the
integral in (2.69) is equivalent to the difference in total energy, HS∪R(zτ , λτ )−HS∪R(z0, λ0).
This heat is non-zero because, unlike the initial state, the final state will not generally
belong to the class Dβ and so the additive relation (2.60) will not hold for the final state
in general. We now introduce a definition of fluctuating entropy production as the sum
of dissipated heat and change in the fluctuating entropy of the system;
Σ˜(zτ ; τ) := s˜S(xτ ;λτ )− s˜S(x0;λ0) + βq˜(zτ ; τ).(2.71)
For the definition (2.71) to be a physically relevant candidate for entropy production then
it should not be negative on average, in accordance with the second law of thermodynamics.
This is shown to be true according to the following theorem:
Theorem 2.4.1. For a non-equilibrium process satisfying assumptions (i) and (ii), the
average entropy production up to time τ is given by
〈Σ˜〉 = S[%S∪R(zτ ; τ)||σS∪R(zτ ; τ)],(2.72)
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where S(ρ||σ) = 〈ln ρ〉 − 〈lnσ〉 is the Kullback-Leibler divergence between the final
configuration of S ∪R and the corresponding conditional equilibrium state σS∪R(zτ ; τ) ∈
Dβ, given by
σS∪R(zτ ; τ) = %S(xτ ; τ)piR(yτ |xτ ).(2.73)
Proof. We begin by expressing the decrease in non-equilibrium entropy for the NEQ
process specified by assumptions (i) and (ii) as follows;
−∆S˜S = S˜S(λ0; 0)− S˜S(λτ ; τ),
= SS∪R(λ0; 0)− SeqR − S˜S(λτ ; τ),
= SS∪R(λτ ; τ)− SeqR − SS(λτ ; τ)− β2〈∂βH˜S(xτ ;λτ )〉S,
= SS∪R(λτ ; τ)− SeqR − SS(λτ ; τ)− βU˜S(λτ ; τ) + β〈H˜S(xτ ;λτ )〉S,(2.74)
where we recall SS(λ; t) =
∫
dxt %S(xt; t) ln %S(xt; t) represents the Gibbs-Shannon
entropy of the system. In the second line we applied the additivity of the non-equilibrium
entropy, according to (2.60). This is ensured by our choice of initial conditions given by
assumption (i). In the third line we used the fact that the Gibbs-Shannon entropy is
invariant under closed evolution given by (2.68) [46]. The remaining steps follow from
the definitions of S˜S(λ; t) and U˜S(λ; t).
Now we introduce the Kullback-Leibler divergence S[%S∪R(zτ ; τ)||σS∪R(zτ ; τ)] defined
in (2.72). Using σS∪R(zτ ; τ) = %S(xτ ; τ)piR(yτ |xτ ) according to (2.64), the KL divergence
can be evaluated as follows;
S[%S∪R(zτ ; τ)||σS∪R(zτ ; τ)] =
∫
dzτ%S∪R(zτ ; τ) ln
[
%S∪R(zτ ; τ)
σS∪R(zτ ; τ)
]
,
= −SS∪R(λτ ; τ) + SS(λτ ; τ)−
∫
dzτ %S∪R(zτ ; τ) ln piR(yτ |xτ ),
= −SS∪R(λτ ; τ) + SS(λτ ; τ)− βF eqR + β〈HS∪R(zτ ;λτ )〉S∪R
− β〈H˜S(xτ ;λτ )〉S,
= ∆S˜S + β[US∪R(λτ ; τ)− U˜S(λτ ; τ)− U eqR ],
= ∆S˜S + β〈q˜〉,(2.75)
where we used (2.74) and F eqR = U
eq
R − β−1SeqR in the penultimate line and (2.70) in the
final line. Finally, using the definition of the entropy production (2.71) completes the
proof of (2.72). 
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By (2.72) and the positivity of the Kullback-Leibler divergence, one has 〈Σ˜〉 ≥ 0
as desired. as a result one obtains a form of the Clausius inequality valid for arbitrary
coupling strengths which becomes
〈q˜〉 ≥ −T∆S˜S.(2.76)
This inequality represents the strong-coupling generalisation of (2.47). Perhaps surpris-
ingly, the Clausius inequality derived here within the strong coupling regime suggests
that the change in Gibbs-Shannon entropy is generally insufficient to bound the minimum
heat dissipated into the bath during a non-equilibrium process.
According to Stein’s lemma [46], the divergence appearing in (2.72) can be interpreted
as a measure of distinguishability between the final distribution and the corresponding
conditional equilibrium state σS∪R(zτ ; τ) ∈ Dβ. Thus the further the final state is driven
away from the equivalent state from Dβ, the greater the amount of entropy production
after the process. If the dynamics governed by (2.68) are such that S ∪R remains in the
corresponding conditional equilibrium state in Dβ, the bound in (2.76) can be saturated
at any given time t. However, in this situation the dissipated heat and entropy change
are simultaneously zero; 〈q˜〉 = −T∆S˜S = 0. The expression (2.72) can be interpreted as
a generalisation of a phenomenon known as lag encountered in closed/weakly-coupled
thermodynamic systems [51]. The entropy production quantifies the extent to which the
configuration of the system-bath lags behind a hypothetical quasi-static process in which
the configuration remains in the evolving conditional equilibrium state, σS∪R(zt; t) ∈ Dβ.
Figure 2.1 illustrates this effect.
Result (2.72) is consistent with previously derived expressions for average entropy
production when the weak-coupling limit is taken. If one assumes γ2  1 then the
Hamiltonian of mean force (2.49) reduces to the system Hamiltonian HS(xt;λ) indepen-
dent of temperature. As expected the heat becomes 〈q˜〉 ' ∆〈HR〉R, where 〈HR〉R is the
average energy of the reservoir Hamiltonian evaluated with respect to the configuration
of R at time t. Secondly, this also means the entropy change reduces to the change in
Gibbs-Shannon entropy S˜S(λτ ; τ) ≈ SS(λτ ; τ) = −
∫
dxτ %S(xτ ; τ) ln %S(xτ ; τ). Finally, it
can also be seen that the conditional equilibrium state σ(zt; t) ∈ Dβ reduces to a system
state uncorrelated with the isolated canonical bath; σS∪R(zτ ; τ) ' %S(xτ ; τ)pi0R(yτ ). By
comparison with (2.72), we obtain the same equality derived in [41, 52] which is
〈Σ˜〉 ' S[%S∪R(zτ ; τ)||%S(xτ ; τ)pi0R(yτ )].(2.77)
It should be noted that (2.77) was originally derived for quantum systems in [41, 52],
though in the weak-coupling regime the result is entirely statistical-mechanical in nature
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Figure 2.1: Schematic representation of the equality (2.72). The solid line represents the
actual process given by the evolving distribution %(t) = %S∪R(zτ ; τ) whilst the dashed line
represents a hypothetical quasi-static process in which the system-reservoir distribution
stays in the conditional equilibrium state σ(t) = σS∪R(zτ ; τ) ∈ Dβ. The non-negative
entropy production then quantifies the extent to which the system and bath are driven
away from σ(t), represented here as the distance of the blue line.
and continues to hold in classical systems. Finally, using the positivity of the KL divergence
recovers the standard Clausius inequality (2.47) as expected.
We have demonstrated that the average entropy production 〈Σ˜〉 quantifies the extent
to which the total system-reservoir is driven away from states in Dβ. This suggests that
the fluctuations in entropy production can be used to quantify time-asymmetry in the
dynamics of strongly coupled systems. In both weakly-coupled and closed systems, we
have seen that the fluctuation relations indicate a breaking of time-reversal symmetry
by comparing the statistics of positive entropy production for a forward trajectory
versus negative entropy production along the corresponding time-reversed trajectory
[26–28, 30, 31, 53]. We will now show that our generalised entropy production satisfies a
Crooks-like fluctuation relation at arbitrarily strong couplings. Let us again suppose that
we drive a system-reservoir configuration σS∪R(z0; 0) ∈ Dβ away from Dβ by varying the
control parameter λt over interval t ∈ [0, τ ], and denote the initial and final configurations
of the system by %S(x0; 0) and %S(xτ ; τ) respectively. The stochastic entropy production
Σ˜(zτ ; τ) along a particular phase space trajectory fluctuates according to the sampling of
the initial phase space point, and the resulting probability of occurrence can be written
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as follows;
P (Σ˜) =
∫
dz0 δ[Σ˜− Σ˜(zτ [z0]; τ)]σS∪R(z0; 0),(2.78)
In complete analogy to the standard fluctuation relation (2.35), we will consider a
corresponding time-reversed protocol λ∗t = λτ−t. As before, it is assumed that the total
Hamiltonian is time-reversal symmetric, HS∪R(z
∗
t ;λt) = HS∪R(zt;λt), where z
∗
t indicates
a time-reversed trajectory with a conjugated phase space point in which momentum is
reversed. Secondly, the initial and final configurations of the system are also assumed to
be time reversal symmetric; %S(x0; 0) = %S(x
∗
τ ; τ) and %S(xτ ; τ) = %S(x
∗
0; 0). For the time-
reversed process, the initial configuration is given by σS∪R(z
∗
0 ; 0) = %S(x
∗
0; 0)piR(y
∗
0|x∗0) ∈
Dβ and the control parameter is varied from λt → λ0. As with (2.78), entropy production
along the reverse process has a corresponding probability of occurrence given by
PR(Σ˜) =
∫
dz∗0 δ[Σ˜− Σ˜(z∗τ [z∗0 ]; τ)]σS∪R(z∗0 ; 0).(2.79)
The forwards and reverse probabilities are then connected via a fluctuation relation,
which is stated in the following theorem:
Theorem 2.4.2. Consider the entropy produced along the forward and backward protocols,
with initial conditions sampled from the set of conditional equilibrium states Dβ. Then
the entropy production along the forward process is exponentially favoured against the
opposite amount along the reversed process:
P (Σ˜)
PR(−Σ˜)
= eΣ˜,(2.80)
Proof. To begin, first note that the fluctuating heat (2.69) can be expressed in terms of
the difference between the fluctuating total energy and fluctuating internal energy of the
system;
q˜(zτ ; τ) = [HS∪R(zτ ;λτ )− u˜S(xτ ;λτ )]− [HS∪R(z0;λ0)− u˜S(x0;λ0)].(2.81)
Recall that the initial state for the forward process is specified by σS∪R(z0; 0) =
%S(x0; 0)piR(y0|x0), whilst for the time-reversed process the initial configuration is given
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by σS∪R(z
∗
0 ; 0) = %S(x
∗
0; 0)piR(y
∗
0|x∗0) ∈ Dβ. Using (2.64) we expand the following;
ln
[
σS∪R(z0; 0)
σS∪R(z∗0 ; 0)
]
= ln
[
%S(x0; 0)piR(y0|x0)
%S(x∗0; 0)piR(y
∗
0|x∗0)
]
,
= ln
[
%S(x0; 0)
%S(x∗0; 0)
]
− β[HS∪R(z0;λ0)−HS∪R(z∗0 ;λ∗0)
− H˜S(x0;λ0) + H˜S(x∗0;λ∗0)
]
,
= ln
[
%S(x0; 0)
%S(xτ ; τ)
]
− β[HS∪R(z0;λ0)−HS∪R(zτ ;λτ )
− H˜S(x0;λ0) + H˜S(xτ ;λτ )
]
,
= ∆s˜S + β
[
∆HS∪R −∆H˜S − β∆∂βH˜S
]
,
= ∆s˜S + βq˜(zτ ; τ),
= Σ˜(zτ [z0]; τ),(2.82)
where we used the time-reversal symmetry assumptions for HS∪R and %S and in the final
line applied the definition (2.71). We now evaluate the reverse probability PR(−Σ˜);
PR(−Σ˜) =
∫
dz∗0 δ[Σ˜ + Σ˜(z
∗
τ [z
∗
0 ]; τ)]σS∪R(z
∗
0 ; 0),
=
∫
dz0
∣∣∣∣∂z∗0∂z0
∣∣∣∣−1δ[Σ˜− Σ˜(zτ [z0]; τ)][σS∪R(z∗0 ; 0)σS∪R(z0; 0)
]
σS∪R(z0; 0),
=
∫
dz0
∣∣∣∣∂zτ∂z0
∣∣∣∣−1e−Σ˜(zτ [z0])δ[Σ˜− Σ˜(zτ [z0]; τ)]σS∪R(z0; 0),
=
∫
dz0 e
−Σ˜(zτ [z0])δ[Σ˜− Σ˜(zτ [z0]; τ)]σS∪R(z0; 0),
= e−Σ˜
∫
dz0 δ[Σ˜− Σ˜(zτ [z0]; τ)]σS∪R(z0; 0),
= e−Σ˜P (Σ˜),(2.83)
where in the second line we performed a change of variables z∗0 → z0 along with
Σ(z∗τ ; τ) = −Σ(zτ ; τ), in the third line we used (2.82), in the fourth line we used
the fact that the Jacobian is equal to unity due to Liouville’s theorem [2], and in the
fifth line we pulled the exponential outside the integral due to the presence of the delta
function. 
The statement of Theorem 2.4.2 is the central result of this chapter, and represents the
most general form of the detailed fluctuation relation valid for non-equilibrium states of
S, taking into account possible correlations with a thermal environment due to arbitrarily
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strong interactions. Ultimately, the fluctuation relation provides a refined form of the
second law, going beyond the usual inequality 〈Σ˜〉 ≥ 0. One can see from (2.80) that
there is a clear asymmetry between the forwards and backwards statistics of entropy
production. Taking the logarithm of both sides and performing an average over P (Σ˜)
yields an alternative expression for the average entropy production:
〈Σ˜〉 = S[P (Σ˜)||PR(−Σ˜)] ≥ 0.(2.84)
Following Stein’s lemma again, we see that the average entropy production also quantifies
the distinguishability between statistics of the forward and reverse non-equilibrium
processes respectively. By comparison with (2.72), if the dynamics are such that the
system and reservoir remain in their corresponding configuration in Dβ then the LHS
of (2.84) reduces to zero, implying the dynamics are completely symmetric in time as
expected [30, 51]. This solidifies our interpretation of the entropy production (2.71) as a
measure of time-asymmetry and irreversibility generalised to the strong coupling regime.
While we see from (2.84) that the entropy production must be positive on average,
Theorem 2.4.2 tells us further information about the likelihood that a process can violate
the second law in the single-shot regime. We exhibit this using the following lemma:
Lemma 2.4.1. Consider a process satisfying the detailed fluctuation relation in Theo-
rem 2.4.2. Then the probability of observing a negative amount of entropy production
becomes exponentially suppressed according to
P (Σ˜ ≤ −ϕ) ≤ e−ϕ.(2.85)
Proof. Taking (2.80), we multiply both sides by PR(−Σ˜) and integrate with respect to
Σ˜. From the normalisation of PR(−Σ˜) we get the integral fluctuation relation
〈e−Σ˜〉 = 1.(2.86)
We now recall the Chernoff bound for variable a < 0
P (Σ˜ ≤ −ϕ) ≤ 〈eaΣ˜〉 eaϕ.(2.87)
Setting a = −1 and combining this with the integral fluctuation relation completes the
derivation. 
By (2.85) one sees that the likelihood of observing negative entropy production becomes
exponentially smaller the more negative the entropy becomes.
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Another consequence of Theorem 2.4.2 is a fluctuation-dissipation relation generalised
to the strong-coupling regime. We have seen that the strong-coupling version of the
Clausius inequality (2.77) can only be saturated in the limit where the state of S ∪R
remains in a conditional equilibrium state in Dβ. This can be satisfied in the limit of
an isothermal process, where the length of time taken to complete a process is taken
to be infinity [37]. In the limit of a large but finite time interval, linear-response theory
predicts that any excess heat dissipated into R should be proportional to the thermal
fluctuations in the entropy production [54]. We find this to hold in the strong-coupling
regime:
Lemma 2.4.2. Let P (Σ˜) be a Gaussian distribution with mean 〈Σ˜〉 and variance 〈∆Σ˜2〉.
Furthermore, let P (Σ˜) satisfy Theorem 2.4.2. Then the dissipated heat satisfies the
following fluctuation-dissipation relation:
〈q˜〉 = T
2
〈∆Σ˜2〉 − T∆S˜.(2.88)
Proof. For the random variable Σ˜, the cumulants are defined by
κk := (−1)k d
k
dαk
ln〈e−αΣ˜〉∣∣
α=0
,(2.89)
where κ1 = 〈Σ˜〉 and κ2 = 〈∆Σ˜2〉. By assumption the distribution P (Σ˜) takes the Gaussian
form
P (Σ˜) :=
1√
2pi〈∆Σ˜2〉
e
− Σ˜−〈Σ˜〉
2〈∆Σ˜2〉(2.90)
It is straightforward to show that any distribution of this form satisfies κk = 0 for k ≥ 3.
We next use the integral fluctuation relation 〈e−Σ˜〉 = 1, which follows from Theorem 2.4.2
as we saw before. Expanding this equality in terms of the cumulants, we get
0 = ln〈e−Σ˜〉,
=
∞∑
k=1
(−1)k
k!
κk,
= −〈Σ˜〉+ 1
2
〈∆Σ˜2〉,(2.91)
where in the final line we used κk = 0 for k ≥ 3. Multiplying both sides by T and using
the definition (2.40) completes the proof. 
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Note that Lemma 2.4.2 relies on the assumption that in the quasi-isothermal limit, the
distribution P (Σ˜) becomes Gaussian. By treating S ∪ R as a closed system one can
prove this rigorously from a perturbation expansion of the corresponding Fokker-Planck
equation [55].
2.5 Volume, pressure and alternative approaches
In the formalism presented thus far, the volume of the system has been assumed to be
fixed. However, by taking into account fluctuations in the volume, one can obtain an
alternative interpretation of the mean force Hamiltonian in terms of enthalpy [7]. Let us
first suppose that the state of S ∪R is given by the isothermal-isobaric ensemble:
piVS∪R(zt;λ) :=
1
ZS∪R(λ)e
−β(HS∪R(zt;λ)+PVR(yt)).(2.92)
Here we assume the Hamiltonian of S ∪R is given as before by (2.14). In this situation
one assumes that the volume of R, denoted VR(yt), fluctuates around equilibrium at
fixed pressure P . This contrasts with the canonical ensemble (2.10), which has a fixed
volume. As shown in [7], in the thermodynamic limit the canonical and isothermal-isobaric
ensembles become indistinguishable due to ensemble equivalence, which removes any
ambiguity in the particular choice of ensemble for S ∪ R. After integrating over the
reservoir degrees of freedom, the reduced state of S can be expressed as follows:
piVS (xt;λ) =
1
Z˜VS (λ)
e−β(HS(xt,λ)+φS(xt)),(2.93)
where
φS(xt) := − 1
β
ln 〈e−βγVS∪R(zt)〉eqR ,(2.94)
is referred to as the solvation Hamiltonian of mean force [7]. Here 〈[..]〉eqR =
∫
dyt pi
V
R (yt)[..]
is now an average with respect to the bare isothermal-isobaric reservoir. Note that φS(xt)
is independent of the external parameter λ, but implicitly depends on the pressure P of
the surrounding reservoir.
Of course the volume of S also fluctuates at pressure P , and one can use φS(xt) to
obtain a thermodynamic definition of its volume. However, the interesting point here is
that there are two separate approaches to defining the volume, and this further leads to
ambiguity in the definition of both the entropy and internal energy of S. One approach,
referred to in [7] as the partial molar representation, follows the same framework that
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has been presented so far. In this case, the volume of S is defined from the solvation
HMF according to
v˜S(xt;λ) :=
∂φS(xt)
∂P
.(2.95)
In this representation it can be shown that the average volume of S is equivalent
to the difference between the total volume of S ∪ R minus the volume of the bare
reservoir in the absence of any coupling to S. This obeys the same additive form as
the internal energy, entropy and free energy expressed in the additive relation (2.56)
for the canonical ensemble. To be more specific, the average volume of S ∪ R is given
by VS∪R(λ, T, P ) =
∫
dzt pi
V
S∪R(zt;λ)VR(yt), while the average volume of S is given by
VS(λ, T, P ) =
∫
dxt pi
V
S (xt;λ)v˜S(xt;λ). It can then be shown that
VS(λ, T, P ) = VS∪R(λ, T, P )− 〈VR(yt)〉eqR .(2.96)
As with (2.57), for an arbitrary system state %S(xt; t) the fluctuating internal energy and
entropy of S are defined by
u˜S(xt, λ) := HS(xt, λ) + β
∂
∂β
φS(xt)− P v˜S(xt),(2.97)
s˜S(xt, λ) := − ln %S(xt; t) + β2 ∂
∂β
φS(xt),(2.98)
where we note that the internal energy now contains an additional pressure term. The
fluctuating enthalpy, which is used to quantify the work done on S due to variations in
both the parameter λ and changes in the volume, is subsequently given by
h˜S(xt, λ) := u˜S(xt, λ) + P v˜S(xt).(2.99)
If one consider variations in the parameter λt as a function of time t ∈ [0, τ ], then the
first law of thermodynamics at the stochastic level can be expressed as
q˜S(zτ , τ) := h˜S(x0;λ0)− h˜S(xτ ;λτ ) +
∫ τ
0
dt
∂
∂t
h˜S(xt;λt).(2.100)
Here q˜S(zτ , τ) is the fluctuating heat dissipated into R up to time τ , which consists of the
total decrease in enthalpy of S plus the work done along the process. The second term
in (2.100) is the work done on S, and is given by the integrated rate of change of enthalpy.
The corresponding entropy production is again given by the change in stochastic entropy
and heat, as in (2.71).
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It is possible to generalise the fluctuation relation in Theorem 2.4.2 to account for
fluctuations in volume. For this we introduce a class Dβ,P of conditional equilibrium
states of the form
σVS∪R(zt; t) := %S(xt; t)pi
V
R (yt|xt),(2.101)
where
piVR (yt|xt) =
piVS∪R(zt;λ)∫
dxt piVS∪R(zt;λ)
,(2.102)
is the equilibrium conditional probability for reservoir micro-state yt given a particular
micro-state of the system xt in the global isothermal-isobaric ensemble at temperature
T and pressure P . For any non-equilibrium process we will again assume that the
global Hamiltonian is time-reversal symmetric, and assume that the initial and final
configurations of the system are time reversal symmetric; %S(x0; 0) = %S(x
∗
τ ; τ) and
%S(xτ ; τ) = %S(x
∗
0; 0). We now state our generalised detailed fluctuation relation:
Theorem 2.5.1. Suppose S ∪ R is driven under closed evolution from variations in
parameter λt for t ∈ [0, τ ]. We suppose the initial configuration is given by σVS∪R(z0; 0) :=
%S(x0; 0)pi
V
R (y0|x0) ∈ Dβ,P and denote P (Σ˜) as the distribution of entropy production. Here
Σ˜ = ∆s˜+βq˜, where ∆s˜ is given by (2.97) and q˜ is given by (2.100). We further consider
a time-reversed process driven according to λ∗t = λτ−t, with the initial configuration is
given by σS∪R(z
∗
0 ; 0) = %S(x
∗
0; 0)pi
V
R (y
∗
0|x∗0) ∈ Dβ,P , and denote the distribution of entropy
production by PR(Σ˜). Then
P (Σ˜)
PR(−Σ˜)
= eΣ˜.(2.103)
and hence
〈q˜〉 ≥ −T∆〈s˜〉.(2.104)
Proof. The proof follows similar steps to that of Theorem 2.4.2. It is straightforward to
show that
piVR (yt|xt) ∝ e−β(HS∪R(zt;λ)−HS(xt;λ)−φS(xt)),(2.105)
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We next evaluate the following ratio:
ln
[
σVS∪R(z0; 0)
σVS∪R(z
∗
0 ; 0)
]
= ln
[
%S(x0; 0)pi
V
R (y0|x0)
%S(x∗0; 0)piVR (y
∗
0|x∗0)
]
,
= ln
[
%S(x0; 0)
%S(xτ ; τ)
]
+ β
[
∆HS∪R −∆HS −∆φS
]
,
= ∆s˜S + β
[
∆HS∪R −∆u˜S − P∆v˜S
]
,
= ∆s˜S + β
[
∆HS∪R −∆h˜S
]
,
= ∆s˜S + βq˜(zτ ; τ),
= Σ˜(zτ [z0]; τ),(2.106)
The fluctuation relation then follows from the second part of the proof in Theorem 2.4.2.

The above fluctuation theorem represents the most general Crooks relation derived
in the case where both energy and volume fluctuate for arbitrary transitions between
non-equilibrium states of S. If we consider canonical boundary conditions for S, then
Theorem 2.5.1 reduces to a less general detailed fluctuation relation derived by Jarzynski
[7].
The above formalism reduces to that presented in the previous section if we classify
the enthalpy as the internal energy (2.57). In this case Theorem 2.5.1 and Theorem 2.4.2
become equivalent. Notably, Jarzynski has shown that if the reservoir is macroscopic and
one takes the thermodynamic limit, then ensemble equivalence implies that the reduced
state of S, namely (2.93) is equal to the reduced canonical state (2.15) [7]. Thus when
taking the thermodynamic limit for R both forms of entropy production become the same
quantity. This is important because it provides a useful interpretation for the correction
term φS(xt) appearing in the Hamiltonian of mean force. For a sufficiently macroscopic
reservoir, φS(xt) can be interpreted as an additional PV term representing fluctuations
in the system volume due to the non-negligible interaction. These additional fluctuations
then contribute to the enthalpy of the system. In contrast, in the weak-coupling limit all
enthalpy changes are related only to fluctuations in the internal energy of the system,
given by HS(xt;λ).
Intriguingly, an alternative representation of heat and entropy can also be conceived
that also remains consistent with the first and second law of thermodynamics. We refer to
this as the bare representation. Contrasting with the previous approach, one can instead
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use the solvation HMF to define the volume of S according to
v˜′S(xt) :=
φS(xt)
P
,(2.107)
which is not equivalent to the volume (2.95) unless the interaction can be neglected.
Furthermore, the internal energy can be equated to the bare Hamiltonian:
u˜′S(xt, λ) := HS(xt, λ),(2.108)
and the entropy is simply the log-likelihood of the system’s configuration:
s˜′S(xt, λ) := − ln %S(xt;λ),(2.109)
which is equal to the Shannon information entropy on average. Taking these defini-
tions together, the enthalpy of S in the bare representation becomes h˜′S(xt, λ) :=
u˜′S(xt, λ) + P v˜
′
S(xt). Finally, an alternative definition of heat, denoted q˜
′
S(zτ , τ), fol-
lows from replacement h˜S(xt, λ)→ h˜′S(xt, λ) in (2.100). It can then be seen that these
definitions of heat and entropy are also consistent with the second law of thermodynamics,
namely
〈q˜′S〉 ≥ −T∆〈s˜′S〉.(2.110)
The reason that this remain valid is because the rate of change of enthalpy in both the
partial molar and bare representations are the same, thus the total work done on S remains
unchanged in both frameworks. As a result, the total fluctuating entropy production is
the same in both frameworks, and hence the Crook’s relation in Theorem 2.5.1 remains
invariant to these changes in definition.
It is important to note that both the partial-molar and bare representations become
equivalent in the weak-coupling limit γ2  1. Thus this apparent ambiguity in the
thermodynamic formalism stems from the presence of non-negligible interactions between
S and R. As there is no clear energetic division between the system and reservoir,
this leaves the definition of the system’s volume somewhat ambiguous. While both
representations lead to a consistent thermodynamic framework, there is currently no
physical principle to discriminate between the two. It is further argued in [37] that
while the notion of work is clearly well-defined regardless of the coupling γ, as work is
always given by the total change in energy of S ∪R, the dissipated heat is an ambiguous
quantity at both the ensemble and stochastic level. This again stems from the non-unique
definition of the system’s internal energy. This ambiguity does not modify the second law
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of thermodynamics, since we have argued that entropy production remains the same in
both frameworks. On the other hand, the partitioning between entropy and heat does in
fact become arbitrary, and hence the particular splitting of the work into internal energy
and heat within the first law amounts to a gauge freedom. This particular freedom is
simply a matter of interpretation. If one adopts the partial molar representation, then
the definitions of the thermodynamic potentials satisfy the usual extensivity relations
and they are related via the usual Legendre transform [38]. On the other hand, within
the bare representation the definition of heat provides a useful bound on the Shannon
entropy change. If one is concerned with understanding fundamental bounds on the
change in information contained within S in the strong-coupling regime, such as in
Landauer erasure, then this approach is most relevant. It remains an open question as to
whether or not a more solid definition of heat can be formulated in the strong-coupling
regime.
2.6 Concluding remarks and outlook
In this chapter I have presented an overview of the thermodynamics of strongly-coupled
classical systems. We have seen that the presence of a finite interaction between the
system and its reservoir, which can occur when the system’s volume is significantly small,
imposes non-negligible modifications to the equilibrium properties of the system. In
order to account for the coupling between S and R, the Hamiltonian of mean force was
introduced in order to describe the effective thermodynamics of S through a modified
partition function. This allowed us to define effective forms of entropy, internal and free
energy that remain consistent with the laws of thermodynamics, and this unified approach
is able to successfully interpolate between the weak and strong-coupling regimes.
While the HMF is derived from standard equilibrium thermodynamics, I have shown
that it can be applied to non-equilibrium processes. In order to apply the framework
away from equilibrium I introduced a particular class of non-equilibrium states, whereby
the system is prepared in an arbitrary state conditioned on an equilibrium reservoir.
These conditional equilibrium states naturally emerge in the context of strongly-coupled
systems where the thermalisation timescale of the reservoir is much faster than that of the
system [50]. Using these states to account for correlations between S and R, I derived an
additive relation between the thermodynamic potentials, shown in Theorem 2.3.1. This
result provides an intuitive interpretation of the generalised potentials (2.97) away from
equilibrium, as it demonstrates that all system quantities can be computed by subtracting
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the contributions from the macroscopic reservoir away from each thermodynamic potential.
It was also shown in Lemma 2.3.1 that the resulting entropy of S is equivalent to the
conditional Shannon entropy, thereby demonstrating that the thermodynamic entropy of
S acquires additional contributions from the information contained in the correlations
with R.
In Section 2.4, through use of the effective internal energy obtained via the HMF,
I established a formulation of the first law of thermodynamics at the stochastic level
in (2.69) and proposed a definition of fluctuating heat valid at arbitrary coupling strengths.
Combining this with the associated stochastic entropy change of the system, I defined a
new notion of entropy production for strongly-coupled systems, extending the original
definition first introduced by Crooks for weakly-coupled systems [26]. By using the
Kullback-Leibler divergence, it was then proven in Theorem 2.4.1 that this entropy pro-
duction quantifies the extent to which the composite state of S ∪R is driven away from
the corresponding conditional equilibrium state during a particular out-of-equilibrium
process, and can only increase on average in accordance with the second law of thermo-
dynamics. This result generalises a previous result obtained by Esposito et al in [41] by
accounting for any initial correlations between S and R due to a non-negligible coupling.
As a consequence of Theorem 2.4.1 we saw that a positive entropy production implies an
excess amount of dissipated heat into R, and hence establishes a strong-coupling version
of the Clausius inequality (2.72).
In Theorem 2.4.2, I derived a generalised version of the detailed fluctuation relation
with respect to this extended form of entropy production. This result demonstrates
that positive entropy production is exponentially favoured against the corresponding
amount along a hypothetical time-reversed process, in accordance with the standard
Crooks relation in weakly-coupled systems [26]. It was then shown in Lemma 2.4.1
that the fluctuation provides a refinement of the second law, whereby large amounts of
negative entropy produced along a non-equilibrium process are found to be exponentially
unlikely. In addition to this, I showed in Lemma 2.4.2 that within the linear response
regime, entropy production becomes proportional to the excess stochastic fluctuations.
This represents a strong-coupling generalisation of the standard fluctuation-dissipation
relation [18].
Finally, in Section 2.5 I presented an extension of this stochastic formalism to account
for fluctuations in the volume of the system in strong contact with the reservoir. By taking
into account the external pressure of R, the HMF acquires a new interpretation as an
additional PV term contributing to the changes in enthalpy of S. As argued by Jarzynski
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[7], ensemble equivalence implies that both approaches are essentially the same, differing
only in the appropriate definition of the system’s internal energy. However, by taking into
account the pressure of R, we can interpret the effect of the strong coupling as modifying
the volume of the microscopic system, which is represented by the function (2.95). Using
similar techniques to the previous formalism in Section 2.4, in Theorem 2.5.1 I derived an
extended version of the detailed fluctuation relation with boundary conditions given by
the conditional equilibrium states of an isothermal-isobaric reservoir. This extended the
strong-coupling result obtained by Jarzynski in [7] to the case where the initial and final
states of the system can be arbitrarily far from equilibrium. This result represents the
most general classical detailed fluctuation relation, going beyond all previous theorems
derived in the literature, and establishes the thermodynamic laws at arbitrary coupling
strengths and state transitions. Intriguingly, it also shown in Section 2.5 that there
are at least two definitions of heat that lead to the detailed fluctuation relation in
Theorem 2.5.1. If one adopts a different definition of the system’s volume (2.107), which
is not equal to (2.95) unless the coupling is sufficiently weak, then a set of alternative
thermodynamic potentials can be assigned to the system. In this bare representation,
the internal energy of S is simply given by the bare Hamiltonian whilst the entropy is
given by the Shannon information entropy. While these definitions lead to different forms
of heat and entropy, the total stochastic entropy production remains invariant. This
ambiguity is an inescapable consequence of the non-negligible coupling. One possible
route to singling out a unique definition of heat may be obtainable by invoking the
third law of thermodynamics. The third law predicts that the thermodynamic entropy
of S should approach zero in the zero-temperature limit, which can be violated by the
information entropy if correlations are present in the ground state of S, and this is to be
expected if the coupling term is finite. However, the entropy definition obtained from
the partition function in the the partial molar representation, namely the average value
of (2.97) at equilibrium, can be shown to vanish at absolute zero if S a Brownian particle
[56]. This suggests that the approach adopted in this chapter is the only thermodynamic
framework consistent with the third law of thermodynamics. If one is indeed concerned
with ensuring the third law remains valid, then the form of heat given in (2.100) is singled
out as the appropriate definition. Ultimately a more rigorous analysis of the third law
for more general open systems will require quantum effects to be taken into account in
the low-temperature regime.
Overall, the HMF proves to be a fundamental tool that can be used to describe
thermodynamic processes in which the weak-coupling approximation breaks down. The
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most pressing open question related to this work is how to generalise these results to
the quantum regime. A notable obstacle to achieving this is the fact that the detailed
fluctuation relations in Theorem 2.4.2 and Theorem 2.5.1 assume that the boundary
conditions for S∪R are given by the class of conditional equilibrium states. Unfortunately,
in quantum mechanics one cannot simply replace these states with a corresponding con-
ditional density operator due to non-commutativity between the interaction Hamiltonian
and the bare Hamiltonian of S and R [50]. Thus it is currently unclear how to derive a
quantum detailed fluctuation relation for transitions between non-equilibrium states in
the presence of strong coupling, and resolving this issues remains an important future
goal.
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Temperature fluctuations in strongly-coupled
quantum systems
It is known that temperature estimates of macroscopic systems in equilibrium are most
precise when their energy fluctuations are large. The origin of this idea dates back to Bohr,
who suggested that there should exist a form of complementarity between temperature
and energy in thermodynamics similar to that of position and momentum in quantum
theory [57]. His reasoning was that in order to assign a definite temperature T to a
system it must be brought in contact with a thermal reservoir, in which case the energy
U of the system fluctuates due to exchanges with the reservoir. On the other hand, to
assign a sharp energy to the system it must be isolated from the reservoir, rendering the
system’s temperature T uncertain. Based on this heuristic argument Bohr conjectured
the thermodynamic uncertainty relation:
∆β ≥ 1
∆U
,(3.1)
with β = (kBT )
−1 the inverse temperature. While (3.1) has since been derived in
various settings [58–65], it was Mandelbrot who first based the concept of fluctuating
temperature on the theory of statistical inference. Concretely, for a thermal system in
canonical equilibrium, ∆β can be interpreted as the standard deviation associated with
estimates of the parameter β. Mandelbrot proved that (3.1) sets the ultimate limit on
simultaneous estimates of energy and temperature in classical statistical physics [58].
The notion of fluctuating temperature has proved to be fundamental in the emerging
field of quantum thermometry, where advances in nanotechnology now allow temperature
53
CHAPTER 3. TEMPERATURE FLUCTUATIONS IN STRONGLY-COUPLED
QUANTUM SYSTEMS
sensing at sub-micron scales [66–78]. Using the tools of quantum metrology [79], the
relation (3.1) can also be derived for weakly coupled quantum systems [67, 68, 70],
where the equilibrium state is best described by the canonical ensemble. Within the
grand-canonical ensemble the impact of the indistinguishability of quantum particles on
the estimation of temperature and the chemical potential has also been explored [80].
Relation (3.1) informs us that when designing an accurate quantum thermometer one
should search for systems with Hamiltonians that produce a large energy variance [70].
Recently there has been an emerging interest into the effects of strong coupling on
temperature estimation [69, 71, 81]. As we have seen in the previous chapter, when
moving below the nanoscale the strength of interactions between the system and the
reservoir may become non-negligible, and the local equilibrium state of the system will
not be of Gibbs form [13, 82]. In this regime thermodynamics needs to be adapted as
the equilibrium properties of the system must now depend on the interaction energy
[7, 9–12, 38–40, 44, 45, 50, 56, 83]. When one considers fully quantum systems, these
modifications become more dramatic, as the potential non-commutativity between the
Hamiltonian of the system and its interaction with the environment can lead to additional
quantum coherences and entanglement. In this chapter I will present a quantum extension
of the Hamiltonian of mean force that can be used to describe the equilibrium properties
of strongly-coupled microscopic systems. It will be shown that the internal energy U of
the system and its fluctuations ∆U are determined by a modified internal energy operator
that differs from the bare Hamiltonian of the system [11]. Unlike the classical case, where
all variables can be represented as continuous functions in phase space, this internal
energy operator will not commute with the reduced density operator of the system in
general. In this sense the strongly-coupled system can contain coherences in energy, and
I will demonstrate that this phenomena directly influences its thermodynamic properties.
In particular, it will be shown that coherences modify the equilibrium fluctuation-
dissipation relation (FDR). In weakly-coupled systems, the FDR states that the heat
capacity of the system is proportional to the variance in energy [2], which implies
that the average energy of the system can only increase with increasing temperature.
However, it will be shown that for strongly-coupled systems the FDR acquires non-
classical modifications that are quantified by the average Wigner-Yanase-Dyson skew
information [14, 84–86]. This is a quantity closely linked to measures of coherence,
asymmetry and quantum speed limits [87, 88], and this this context measures the amount
of additional energy coherence contained in the system density operator. Example studies
of strongly-coupled open quantum systems have shown that the heat capacity can in
54
3.1. PRELIMINARIES: QUANTUM STATES AND OBSERVABLES
fact become negative at low temperatures [40, 56, 89, 90], implying that the energy can
decrease with increasing temperature. This new FDR helps to explain the origin of this
strong-coupling phenomenon, with negativity emerging due to the additional presence of
quantum coherence.
This modification also brings into question the validity of (3.1) for general classical and
quantum systems, and I investigate the impact of strong coupling on the thermodynamic
uncertainty relation. By taking into account quantum properties of the effective internal
energy operator and its temperature dependence, I here derive the general thermodynamic
uncertainty principle valid at all coupling strengths. Formally this result follows from a
general upper bound on the quantum Fisher information for exponential states. I prove
that the quantum fluctuations arising from coherences between energy states of the system
lead to increased fluctuations in the underlying temperature for a given spread in energy,
and again relate to the Wigner-Yanase-Dyson skew information. This result is used to find
a new upper bound on the achievable signal-to-noise ratio of an unbiased temperature
estimate, and it identifies new constraints on the performance nanoscale thermometers
that must be taken into account when probing the temperatures of strongly-coupled
systems. These results are based on my published work “Energy-temperature uncertainty
relation in quantum thermodynamics ” [15].
In the final section of this chapter, I will present an exact analytical expression for
the achievable accuracy of any quantum thermometer up to second order in coupling
strength. This result provides a basis for investigating quantum thermometry setups
beyond exactly-solvable models. The result is tested numerically on the spin-boson model,
and I show that strong-coupling is detrimental to the performance of the quantum
thermometer. Ultimately these result show that the known temperature uncertainty
bounds are not necessarily achievable in the nanoscale regime in which the weak-coupling
assumption breaks down.
3.1 Preliminaries: quantum states and observables
In this section I will outline the basic mathematical framework used to describe quantum
systems. Let us denoteH as a separable Hilbert space and L(H) the set of linear operators
on this space. If the state of a quantum system is completely known then it can be
represented by a wavefunction ψ ∈ H, which is an element of the Hilbert space. More
generally, if the state of the system undergoes a stochastic process then it can be described
by an ensemble of wavefunctions {pi, ψi}i, with pi the probability of the system being in
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state ψi. Mathematically, this ensemble is described by a density operator, which belongs
to the set of quantum states S(H) defined by
S(H) := {ρˆ ∈ L(H) | ρˆ ≥ 0, tr[ρˆ] = 1},(3.2)
In general, a mixed state %ˆ ∈ S(H) is given by a convex mixture of pure states, namely
%ˆ =
∑
i
pi |ψi〉 〈ψi| ,(3.3)
As a result, any convex mixture of states ρˆ1, %ˆ2 ∈ S(H) of the form pρˆ1 + (1 − p)ρˆ2 is
also a state in S(H). The extremal points of the convex set S(H) satisfy ρˆ2 = ρˆ and
represents the pure states ρˆ = |ψ〉 〈ψ|.
The physical properties of a system are determined by the set of hermitian linear
operators Aˆ ∈ L(H) which satisfy Aˆ† = Aˆ. By the spectral theorem any function of a
hermitian operator can be expressed f(Aˆ) =
∑
n f(an)Pˆn, where an are the eigenstates
of the observable and PˆnPˆm = δn,mPˆn form a set of orthogonal projectors satisfying
Pˆ 2n = Pˆn. It follows that the expectation value of Aˆ is given by
〈Aˆ〉 := tr[Aˆρˆ] =
∑
n
antr[Pˆnρˆ],(3.4)
Here tr[Pˆn%ˆ] represents the probability of observing the value an. While this outcome
corresponds to a sharp measurement, one can consider more general kinds of measurement
that are not sharp. A general quantum measurement is represented by a positive set of
operators Πˆx ≥ 0 that satisfy completeness
∫
dx Πˆx = Iˆ, where x represents a particular
outcome and the integral is taken over the entire outcome space. The probability of
observing outcome x is then given by the Born rule:
p(x) := tr[Πˆxρˆ].(3.5)
Note that any quantum measurement has a non-unique decomposition Πˆx = Mˆ
†
xMˆx.
It follows from the measurement postulate of quantum mechanics that the state after
measurement is given by
ρˆ′ =
Mˆ †x %ˆ Mˆx
p(x)
.(3.6)
For projective measurements this implies that the state ends in an eigenstate of the
corresponding observable outcome.
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In a closed system, the dynamics of a state are determined by the Hamiltonian Hˆ(t)
operator, which generally will depend on time. The evolving state of the system %ˆ(t) then
obeys the Liouville-von-Neumann equation:
d
dt
ρˆ(t) = − i
~
[Hˆ(t), ρˆ(t)],(3.7)
If the initial state is given by ρˆ(0), then the general solution to (4.38) is given by
%ˆ(t) = Uˆ(t, 0)%ˆ(0)Uˆ †(t, 0), where
Uˆ(t, 0) :=←−exp
(
− i
~
∫ t
0
dt′Hˆ(t′)
)
,(3.8)
is the time-ordered evolution operator. If follows that this evolution is unitary so that
Uˆ(t, 0)Uˆ †(t, 0) = Uˆ †(t, 0)Uˆ(t, 0) = Iˆ.
A composite Hilbert space may always be decomposed into a product of subsystems,
such as H = HA ⊗HB. If {|i〉B} is an orthonormal basis in HB, then the reduced state
of A, denoted ρˆA, is given by the partial trace:
ρˆA = trB[ρˆ] =
∑
i
〈i| ρˆ |i〉B ∈ HA.(3.9)
3.2 Quantum uncertainty and skew information
Our analysis throughout this chapter will rely on distinguishing between classical and
non-classical fluctuations of observables in quantum mechanics, and I will present a
framework for quantifying these different forms of statistical uncertainty for arbitrary
mixed states. Consider a quantum state ρˆ and an observable Aˆ. Wigner and Yanase
considered the problem of quantifying the quantum uncertainty in observable Aˆ for
the case where ρˆ is mixed [14]. However, they observed that the standard measure of
uncertainty, namely the variance Var[ρˆ, Aˆ] := tr[ρˆ δAˆ2] with δAˆ = Aˆ − 〈Aˆ〉, contains
classical contributions due to mixing, and thus fails to fully quantify the non-classical
fluctuations in the observable Aˆ. This problem can be resolved by finding a quantum
measure of uncertainty Q[ρˆ, Aˆ] and classical measure K[ρˆ, Aˆ] such that the variance can
be partitioned according to
Var[ρˆ, Aˆ] = Q[ρˆ, Aˆ] +K[ρˆ, Aˆ].(3.10)
Following the framework introduced by Luo [91], these functions are required to fulfil
three conditions: (i) both terms should be non-negative, Q[ρˆ, Aˆ] ≥ 0 and K[ρˆ, Aˆ] ≥ 0,
so that they can be interpreted as forms of statistical uncertainty, (ii) if the state ρˆ is
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pure, then Q[ρˆ, Aˆ] = Var[ρˆ, Aˆ] while K[ρˆ, Aˆ] = 0 as all uncertainty should be associated
to quantum fluctuations alone, while conversely Q[ρˆ, Aˆ] = 0 if Aˆ and ρˆ commute, (iii)
Q[ρˆ, Aˆ] must be convex with respect to ρˆ, so that it decreases under classical mixing.
Correspondingly, K[ρˆ, Aˆ] must be concave with respect to ρˆ.
The following function, known as the Wigner-Yanase-Dyson (WYD) skew information
[14] was first shown to be a valid measure of quantum uncertainty satisfying conditions
(i)-(iii):
Q1/2[ρˆ, Aˆ] := −1
2
tr
[
[Aˆ,
√
ρˆ ]2
]
;(3.11)
While conditions (i)-(iii) provide an interpretation of the skew information as a measure
of statistical uncertainty, one can also use it to quantify the amount of coherence relative
to observable Aˆ available in a given state ρˆ. To see this we appeal to the resource theory
of asymmetry [87, 92, 93]. To establish a measure of coherence, one needs to identify a
set of states and operations that are considered ’free’. Free states, labelled by the class
Sfree(H) are those which are invariant under arbitrary rotation with respect to Aˆ:
ρˆfree ∈ Sfree(H)⇔ eiθAˆρˆfreee−iθAˆ = ρˆfree; ∀θ ∈ R.(3.12)
In other words the resource under consideration here are the set of states diagonal in the
basis of Aˆ. Similarly, we can define the set of free operations Ofree as the class of CPTP
quantum maps εfree that are invariant under arbitrary rotation with respect to Aˆ and
any input state ρˆ:
εfree(.) ∈ Ofree ⇔ eiθAˆεfree(ρˆ)e−iθAˆ = εfree
(
eiθAˆρˆe−iθAˆ
)
; ∀θ ∈ R.(3.13)
To quantify the amount of coherence contained in a given state, one can now introduce a
function from states to real numbers f : S(H)→ R such that f(εfree(ρˆ)) ≤ f(ρˆ) for all
free operations and f(ρˆfree) = 0 for all free states. In this sense the function f measures
the amount of coherence in a given ρˆ relative to observable Aˆ since it vanishes for free
states (ie. zero-resource states) and cannot be increased under free operations. It was
subsequently proven in [87] that the skew information (3.12) satisfies these requirements
as a valid measure of coherence in this resource-theoretic sense.
The skew information also plays an important role in deriving quantum speed limits
[88, 94]. In particular, let us consider a quantum state ρˆt = Uˆtρˆ0Uˆ
†
t evolving in time
t ∈ [0, τ ], with the unitary evolution generated by a Hamiltonian Hˆt = −i~Uˆt∂tUˆ †t . It
was subsequently proven in [88] that the skew information provides a lower bound on
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the minimum time taken to evolve the state ρˆ0 → ρˆτ , with the bound given by
τ ≥ ~√
2〈Q1/2[ρˆt, Hˆt]〉τ
L(ρˆτ , ρˆ0),(3.14)
Here 〈Q1/2[ρˆt, Hˆt]〉τ represents the time-averaged skew information, which quantifies
the amount of energy coherences maintained within the state during the evolution.
The function L(ρˆτ , ρˆ0) = arccos(tr[
√
ρˆτ
√
ρˆ0 ]) is known as the Hellinger angle, which
represents a geometric distance over the state space S(H). The speed limit (3.14) hence
provides a link between the skew information and the geometry of quantum states, and
reveals that increasing the amount of quantum fluctuations in energy allows one to evolve
a quantum state faster.
While (3.12) represents one particular way of quantifying quantum uncertainty and
coherence, there is generally no unique way of separating the quantum and classical
contributions to the variance. In fact, one can construct an entire family of different
forms of skew information that all satisfy the same properties (i)-(iii) based on the
class of monotone metrics over the quantum state space S(H) [95]. This is analogous
to the family of different types of quantum entropy that act as equivalent measures of
information [96].
However, certain forms of skew information can have physical relevance in particular
settings. We now focus on a particular form of skew information first defined in [85, 86]:
Q[ρˆ, Aˆ] :=
∫ 1
0
da Qa[ρˆ, Aˆ],(3.15)
where
Qa[ρˆ, Aˆ] := −1
2
tr
[
[Aˆ, ρˆa][Aˆ, ρˆ1−a]
]
; a ∈ (0, 1),(3.16)
represents the quantum contribution with the complementary classical uncertainty given
by
K[ρˆ, Aˆ] :=
∫ 1
0
da Ka[ρˆ, Aˆ].(3.17)
and
Ka[ρˆ, Aˆ] := tr
[
ρˆa δAˆ ρˆ1−aδAˆ
]
; a ∈ (0, 1).(3.18)
In order to verify that conditions (i)-(iii) are satisfied, the following useful representation
will be used:
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Lemma 3.2.1. Let ρˆ =
∑
n pn |ψn〉 〈ψn| denote a general mixed state of arbitrary rank.
Then
Q[ρˆ, Aˆ] =
∑
n<m
(
pn + pm − Γ(pn, pm)
)∣∣ 〈ψn| Aˆ |ψm〉 ∣∣2,(3.19)
where
Γ(pn, pm) =

0; pmpn = 0,
2pn; pn = pm 6= 0,
2(pm−pn)
ln pm−ln pn ; otherwise.
(3.20)
Proof. For a ∈ (0, 1) the function Qa[ρˆ, Aˆ] can be expanded as
Qa[ρˆ, Aˆ] =
∑
n<m
(
pn + pm − panp1−am − pamp1−an
)| 〈ψn| Aˆ |ψm〉 ∣∣2,(3.21)
Integrating with respect to a then completes the derivation. 
Since pn + pm ≥ Γ(pn, pm) we have Q[ρˆ, Aˆ] ≥ 0. Furthermore we have
Var[ρˆ, Aˆ] =
∑
n,m
pn + pm
2
| 〈ψn| δAˆ |ψm〉
∣∣2,(3.22)
and using pn+pm−Γ(pn, pm) ≤ pn+pm gives Q[ρˆ, Aˆ] ≤ Var[ρˆ, Aˆ]. This implies K[ρˆ, Aˆ] ≥ 0
as well, thus guaranteeing condition (i) holds. Condition (ii) is satisfied by taking pn = 1
for n = 1 and pn = 0 for n > 1. For condition (iii) we require Lieb’s concavity theorem
[97], which states that for any pair of positive-definite operators Xˆ, Yˆ , the continuous
mapping
(Xˆ, Yˆ )→ tr[Zˆ†Xˆ1−aZˆYˆ a]; a ∈ [0, 1],(3.23)
is jointly concave in (Xˆ, Yˆ ), with Zˆ a fixed linear operator. By comparison with (3.18),
setting Xˆ = Yˆ = ρˆ and Zˆ = δAˆ proves that K[ρˆ, Aˆ] is concave with respect to ρˆ due
to the linearity of the integral over a in (3.17). As a result, the quantum uncertainty
Q[ρˆ, Aˆ] can only decrease under classical mixing as required by condition (iii).
Throughout the remainder of the chapter we will consider Q[ρˆ, Aˆ] and K[ρˆ, Aˆ] as the
relevant measures of quantum and classical uncertainty, respectively. While this may
appear to be an arbitrary choice, it will subsequently be shown that this form of skew
information is intimately connected to thermodynamics.
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3.3 Equilibrium states of strongly-coupled
quantum systems
In this section I will discuss the equilibrium properties of quantum systems in contact
with a large reservoir. Formally the distinction between system and reservoir is given by
a decomposition of the Hilbert space into HS∪R = HS ⊗HR. The energy and subsequent
dynamics of S ∪R is then governed by a generic Hamiltonian of the form
HˆS∪R := HˆS ⊗ IˆR + IˆS ⊗ HˆR + γVˆS∪R,(3.24)
where HˆR is the Hamiltonian of the reservoir R, VˆS∪R is an arbitrary interaction term
shared between S and R and γ is a scalar parameter quantifying the relative strength
of the interaction. Formally if one considers S ∪ R to be isolated with a fixed total
energy US∪R then the composite state is best described by the micro-canonical ensemble
pˆiS∪R ∝ δ(US∪R − HˆS∪R), with inverse temperature β = ∂SS∪R/∂US∪R and SS∪R the
thermodynamic entropy [98]. However, by imposing reasonable macroscopic conditions
on the reservoir and taking the thermodynamic limit, we can safely replace the micro-
canonical ensemble with the canonical one due to ensemble equivalence, so that pˆiS∪R =
e−βHˆS∪R/ZS∪R with ZS∪R = trS∪R[e−βHˆS∪R ] [47]. By taking the partial trace over R, the
state of the system at equilibrium is given by pˆiS = trR[pˆiS∪R], which can be expressed in
the following form:
pˆiS =
e−βHˆ
∗
S
Z∗S
; Z∗S := trS[e−βHˆ
∗
S ],(3.25)
where
Hˆ∗S := −
1
β
ln
(
trR[e
−βHˆS∪R ]
trR[e−βHˆR ]
)
,(3.26)
is known as the quantum Hamiltonian of mean force [12, 39, 99]. Much like the classical
counterpart considered in the previous chapter, this operator can be interpreted as an
effective Hamiltonian describing S. Unlike the bare Hamiltonian HˆS, it implicitly depends
on both the temperature T and interaction VˆS∪R.
For a generic system-reservoir interaction model satisfying the weak-coupling ap-
proximation γ2  1, I will subsequently show that Hˆ∗S ' HˆS, in which case the state
of the system reduces to the familiar canonical ensemble, pˆiS ' pˆi0S = e−βHˆS/ZS [2].
Furthermore, in this regime correlations between S and R can be neglected and the total
state factorises into pˆiS∪R ' pˆi0S ⊗ pˆiR, where pˆiR = e−βHˆR/ZR and ZR = trR[e−βHˆR ] is the
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partition function for the reservoir in the absence of any coupling to S [35]. It is in this
limit at which standard thermodynamics is formulated, and we can identify the energies
of S and R with their bare Hamiltonians. This leads to a consistent notion of heat; any
energy gained by R is the energy lost by S [35]. There are also notable cases where we
can recover the usual Gibbs distribution even when γ is non-negligible. One example is if
the interaction Hamiltonian is constructed from a random-matrix ensemble, in which case
it can be rigorously proven that Hˆ∗S ' HˆS regardless of the strength of interaction [100].
Heuristically, due to the random nature of the interaction its influence on S effectively
averages out to zero. For spin and fermionic lattice systems, one can recover the local
Gibbs state above a certain critical temperature, at which point correlations between the
system and its surroundings decay exponentially [101].
However, in the general case where γ is non-negligible the system remains correlated
withR and its thermodynamic properties are modified through the additional dependence
on the coupling. It has been shown that the reduced Gibbs state (3.25) becomes the steady-
state solution in more general non-linear system-reservoir interaction models, assuming
an initial thermal reservoir uncorrelated with S [13]. In addition to explicit open system
models, results based on typicality also demonstrate that the equilibrium state (3.25)
emerges dynamically out of global pure state evolution for arbitrary interaction strengths
[102]. Overall these results clearly motivate using (3.25) as the general state describing
thermodynamic systems beyond weak coupling and canonical equilibrium. Before we
discuss the thermodynamic role played by the HMF, it is worth analysing the dynamical
models in which the state (3.25) emerges. The clearest example occurs in the paradigmatic
model of Quantum Brownian Motion (QBM) [103–105]. In such a situation one wishes to
construct a microscopic model for S ∪R that reproduces a quantum Langevin equation,
which is an equation that describes the motion of a damped oscillator in contact with
a thermal environment. One particular model describing QBM, attributed to Caldeira
and Leggett [103], consists of a single oscillator S linearly coupled to a collection of
N harmonic oscillators that make up the reservoir R, and the respective Hamiltonians
in (2.14) are given by
HˆS =
pˆ2
2M
+
Mω2xˆ2
2
, HˆR :=
N∑
j=1
(
pˆ2j
2Mj
+
Mjω
2
j xˆ
2
j
2
)
,(3.27)
The interaction term is generically expressed in the linear form
VˆS∪R :=
N∑
j=1
(
− λjxˆ⊗ xˆj +
λ2j
2Mjω2j
xˆ2
)
.(3.28)
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Here the position and momentum operators are given by (xˆ, pˆ) for S and (xˆi, pˆi) for the
i’th oscillator in R, while γi = γCi denotes the coupling constant between the system
and each oscillator in the reservoir. Similarly (m,ω) and (mi, ωi) denote the mass and
frequencies of the respective oscillators in S and R. To accurately model the reservoir
one takes the thermodynamic limit N →∞, and R becomes characterised by an Ohmic
spectral density function. Examples of open quantum systems that can be modelled
by (3.27) are nanoscale resonators, such as those manipulated in recent quantum control
experiments [106], and also BEC impurities [107]. We remark here that one may construct
alternative Hamiltonians that describe QBM, such as the continuum approach adopted
in the Huttner-Barnett model, whose thermodynamic properties are explored in [44].
To allow a fully analytical solution, the reservoir frequencies are chosen equidistant,
ωj = j∆ and the continuum limit is taken so that ∆→ 0 (and N →∞). The coupling
constants are chosen as the Drude-Ullersma spectrum [83],
λj =
√
2γMjMω2j∆
pi
ω2D
ω2D + ω
2
j
,(3.29)
where ωD is a large cutoff frequency.
Let us now suppose that prior to interactions the system and reservoir are uncoupled,
so that the initial state at time t = 0 is of the form ρˆS∪R(0) := ρˆS(0)⊗ pˆiR, where ρˆS(0)
is an arbitrary state of S and the reservoir is assumed to be in canonical equilibrium
with respect to HˆR at inverse temperature β. The benefit of the QBM model is that it is
linear, and so the dynamics can be solved through an exact master equation governing
the Wigner function of the system, regardless of the strength of the coupling γ [105]. Note
that in the high temperature limit the model is equivalent to the classical Fokker-Planck
process for a damped harmonic oscillator [104]. The exact master equation for the system
dynamics is given by tracing out (4.38):
d
dt
ρˆS(t) = − i~trR[[HˆS∪R, ρˆS∪R(t)]],(3.30)
After taking the asymptotic time limit one finds that the steady state of the system is
indeed given by the reduced canonical state (3.25), so that
lim
t→∞
ρˆS(t) = trR[pˆiS∪R] =
e−βHˆ
∗
S
Z∗S
.(3.31)
The corresponding stationary Wigner function turns out to be of Gaussian form, and thus
the resulting HMF for S takes the form of an effective harmonic oscillator parameterised
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by a temperature-dependent mass and frequency [104]:
Hˆ∗S =
pˆ2
2MT
+
MTω
2
T xˆ
2
2
= ~ωT
(
nˆT +
1
2
)
,(3.32)
where MT and ωT are given through the expectation values of pˆ
2 and xˆ2 in the global
thermal state, which are evaluated according to
MT = ω
−1
T
√
〈pˆ2〉
〈xˆ2〉 ,(3.33)
ωT = 2T arcoth(2
√
〈pˆ2〉〈xˆ2〉 ).(3.34)
In its diagonal form the mean-force Hamiltonian contains a temperature-dependent
number operator, nˆT = aˆ
†
T aˆT , with annihilation operator aˆT =
√
AT
2~ (xˆ +
i
AT
pˆ) with
AT = MT ωT . Using this we can diagonalise the state of S in terms of the number states
of nˆT , so pˆiS = e
−βHˆ∗S/Z∗S =
∑∞
n=0 pn |n〉 〈n| where
pn =
e−βn
Z∗S
, Z∗S = 2 sinh−1
(
βωT
2
)
,(3.35)
and n = ωT (n +
1
2
). In the continuum limit N → ∞ the exact expressions for the
quadratures are found to be [104]:
〈xˆ2〉 = 1
Mβω2
+
~
Mpi
3∑
i=1
[
(νi − ωD)Γ(1 + β~νi2pi )
(νi+1 − νi)(νi−1 − νi)
]
,(3.36)
〈pˆ2〉 = Mω2〈xˆ2〉+ ~MγωD
pi
3∑
i=1
[
νiΓ(1 +
β~νi
2pi
)
(νi+1 − νi)(νi−1 − νi)
]
,(3.37)
where Γ(z) is the digamma function and νi are the characteristic frequencies of the
oscillator. In the limit of a large cutoff frequency, ωD  ω, γ the frequencies are given by
ν1 =
γ
2
+
√
γ2
4
− ω2 ,
ν2 =
γ
2
−
√
γ2
4
− ω2 ,
ν3 = ωD − γ.(3.38)
Importantly, after taking the weak-coupling limit γ → 0 one recovers the bare mass and
frequency for S as expected. This exactly-solvable QBM model will be used throughout
this chapter to analyse the thermodynamic properties of strongly-coupled quantum
systems.
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3.4 Heat capacity and the strong-coupling
fluctuation-dissipation relation
As we saw in the previous chapter, in statistical mechanics the partition function encodes
information about how the occupation probabilities are distributed between the different
micro-states of S, and it can be used to calculate the relevant thermodynamic potentials
such as the free energy, internal energy and entropy. For a state in canonical equilibrium pˆi0S,
the free energy of S is given by FS = US−TSS, with US = trS[pˆi0S HˆS] the average internal
energy and SS = −trS[pˆi0S ln pˆi0S] the von-Neumann entropy. From an information-theoretic
perspective the canonical state represents the best possible guess for the configuration
of S given prior knowledge of the system’s energy, as it maximises the the information
entropy given a fixed average energy according to the Maximum Entropy principle [49].
We can compute the free energy through knowledge of ZS since FS := − 1β ln ZS, and
similar expressions follow for US and SS.
On the other hand, in the strong-coupling regime we obtain the alternative quantum
partition function Z∗S . As was done in the classical case, this motivates the following
definition for the generalised free energy of the system for finite γ:
F˜S := − 1
β
ln Z∗S .(3.39)
As we saw in the classical regime, this choice of free energy requires further justification.
One may show that the reversible work required to drive a quantum system quasi-
statically through a series of equilibrium states at strong-coupling is exactly given by the
change in the free energy function (3.39) [99]. To see this let us parameterise the bare
Hamiltonian of the system in (3.24) with some control parameter λ, so that HˆS = HˆS(λ).
For example, if our system is composed of a collection of spins then λ could denote the
strength of an applied magnetic field. Now we assume that the parameter is smoothly
varied in time between two values λA → λB, such that the system always remains in the
state (3.25) throughout the process whilst strongly interacting with R. Then the free
energy change, denoted ∆FS := FS(λB)− FS(λA), can be expressed as
∆F˜S =
∫ B
A
dλ
〈
∂HˆS(λ)
∂λ
〉eq
λ
,(3.40)
where 〈(..)〉eqλ denotes the expectation value with respect to the state (3.25) at some
fixed value of λ. As the process is quasi-static and only the system degrees of freedom
are controlled, (3.40) is nothing but the integrated power over time, or equivalently
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Figure 3.1. Free energy of the damped harmonic oscillator plotted as a function
of temperature for different coupling strengths.
the integrated rate of change of total energy. This means we can equate ∆F˜S = 〈W 〉,
where 〈W 〉 is the work done on the system. Crucially this remains consistent with the
usual thermodynamic definition of free energy, which quantifies the system’s ability
to perform work. As an example, Figure 3.1 demonstrates the free energy (3.39) as a
function of temperature of the damped harmonic oscillator in the QBM model, which
can be computed using (3.35). One can see that increasing the coupling also increases
the overall free energy of S in the quantum regime. It can also be shown that in the
infinite temperature limit, the free energy becomes independent of the coupling strength
as expected.
With the definition of free energy established we can also obtain the respective
thermodynamic entropy and internal energy of the strongly-coupled system, which are
each related to the free energy according to
S˜S := β
2∂F˜S
∂β
, U˜S :=
∂(βF˜S)
∂β
.(3.41)
We remark that these definitions satisfy the usual relation F˜S = U˜S−T S˜S which means the
thermodynamic potentials are related via the Legendre transform in the usual way. It can
be shown that the partition function for S can be expressed as the ratio Z∗S = ZS∪R/ZR,
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which implies the following additive relation for the thermodynamic potentials [99]:
χ˜S = χS∪R − χR,(3.42)
where χ = F, S, U . In other words, each potential for the system is equivalent to the
difference between the potential for the total canonical state of S ∪ R and the isolated
canonical state of R. This additivity offers an intuitive interpretation of the expressions
for F˜S, S˜S, U˜S. For example, the free energy F˜S represents the reversible work required to
immerse S into the composite state in S ∪R, which of course is given by the change in
total free energy FS∪R − FR expressed in (3.42) [7]. We remark here that this definition
of internal energy leads to a consistent derivation of the Casimir effect in quantum
electrodynamics, where the energy of the electromagnetic field is obtained by subtracting
the contributions of the decoupled reservoir fields from the total energy [108].
Since the free energy, entropy and internal energies are defined through the partition
function, they are essentially average quantities associated to the thermodynamic ensem-
ble. However, one can also consider the corresponding operator expressions. For this we
will make use of the following important operator identity [109]:
Lemma 3.4.1. Let Aˆ(θ) ∈ L(H), where θ is some scalar parameter. Then the partial
derivative of e−Aˆ(θ) with respect to θ is given by the following integral:
∂
∂θ
e−Aˆ(θ) := −
∫ 1
0
da e−(1−a)Aˆ(θ)∂θ[Aˆ(θ)]e−aAˆ(θ),(3.43)
Denoting expectation values by 〈(..)〉eq = trS[(..)pˆiS] and using Lemma 3.4.1, the
internal energy U˜S = −∂β lnZ∗S can thus be rewritten as [15]:
U˜S = 〈Eˆ∗S〉eq; Eˆ∗S := ∂β(βHˆ∗S).(3.44)
Thus we can interpret Eˆ∗S as the internal energy operator for the strongly-coupled system.
Note that this operator is not equivalent to Hˆ∗S due to the additional term ∂βHˆ
∗
S in (3.44).
It is only in exceptional cases where the HMF becomes temperature-independent, such
as in the bilinear coupling model for Brownian motion formulated in [110], that one has
Eˆ∗S ' Hˆ∗S . In general this in-equivalence has interesting quantum-mechanical consequences,
as it implies that the temperature-dependence of the HMF is responsible for the presence
of energy coherences in the equilibrium state [15]. This follows from the fact that in
general, one has
[Eˆ∗S, pˆiS] 6= 0,(3.45)
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outside of the weak-coupling limit, leading to additional quantum uncertainty in the
energy.
The specific heat capacity C˜S of a thermal system at constant volume quantifies the
susceptibility of the system to change its energy with respect to variations in temperature,
and is formally defined as
C˜S :=
∂U˜S
∂T
.(3.46)
In the weak-coupling limit it is well known that C˜S is proportional to the variance in
internal energy, i.e. C˜S ' β2∆U2S [2], with ∆U2S = Var[pˆi0S, HˆS]. This standard result is a
form of fluctuation-dissipation relation; the rate of change of the system’s energy with
temperature is directly linked to the resulting energy fluctuations at equilibrium. Notably
since the variance of a random variable is strictly non-negative, this implies C˜S ≥ 0. This
result tells us a basic fact about systems in thermal equilibrium, namely that heating up
the system will increase its energy.
On the other hand, for finite coupling γ there are open quantum systems that may
exhibit a negative specific heat at low temperatures, meaning that the fluctuation-
dissipation relation cannot generally hold in this regime. Examples of such systems are
the one-dimensional isotropic XY spin chain [90], a damped free particle [40], and a
qubit coupled to a single bath resonator [89]. While perhaps unintuitive, the fact that
C˜S < 0 is permissible implies that there are regions of temperature for which the system’s
energy actually increases as it is cooled down. The reason that one may obtain a negative
heat capacity is because coupling the system to the reservoir may actually decrease the
overall heat capacity due to the presence of non-vanishing interactions [40]. Analogously
to (3.42), the heat capacity also satisfies the following additive relation:
C˜S = CS∪R − CR,(3.47)
which clearly shows that C˜S can be negative when the system is immersed in the reservoir.
It is worth remarking that while a negative heat capacity may imply that the system
is thermodynamically unstable, the fact that the total heat capacity of S ∪R remains
positive ensures that this is not the case [90].
While the standard fluctuation-dissipation relation is not generally fulfilled for finite
γ, one can still derive a relation between the heat capacity and fluctuations in energy
[15]. It is in this context that one uncovers a connection between thermodynamics and
the average Wigner-Yanase-Dyson skew information (3.15), which is evidenced by the
following theorem:
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Theorem 3.4.1. Consider the heat capacity (3.135) at arbitrary coupling strengths and
denote ∆U˜2S = Var[pˆiS, Eˆ
∗
S] as the variance in the internal energy operator. Then
C˜S = β
2∆U˜2S − β2Q[pˆiS, Eˆ∗S] +
〈
∂T Eˆ
∗
S
〉eq
,(3.48)
where Q[pˆiS, Eˆ
∗
S] is the skew information defined in (3.15).
Proof. Denote the operator δEˆ∗S := Eˆ
∗
S − 〈Eˆ∗S〉 as the deviation in internal energy,
dropping the temperature dependence for now. Using (3.15) we now evaluate the average
WYD skew information of the internal energy:
Q[pˆiS, Eˆ
∗
S] = Var[pˆiS, Eˆ
∗
S]−K[pˆiS, Eˆ∗S],
= Var[pˆiS, Eˆ
∗
S]−
∫ 1
0
da tr[pˆi1−aS δEˆ
∗
S pˆi
a
S δEˆ
∗
S],
= Var[pˆiS, Eˆ
∗
S]−
∫ 1
0
da tr[e−(1−a)(βHˆS+lnZ
∗
S)δEˆ∗Se
−a(βHˆ∗S+lnZ∗S)δEˆ∗S],
= Var[pˆiS, Eˆ
∗
S] + tr[δEˆ
∗
S ∂βpˆiS],
= Var[pˆiS, Eˆ
∗
S] + tr[Eˆ
∗
S ∂βpˆiS],
= Var[pˆiS, Eˆ
∗
S]− T 2tr[Eˆ∗S ∂T pˆiS],
= Var[pˆiS, Eˆ
∗
S]− T 2∂T tr[Eˆ∗S pˆiS] + T 2tr[∂T Eˆ∗S pˆiS],
= Var[pˆiS, Eˆ
∗
S]− T 2C˜S + T 2
〈
∂T Eˆ
∗
S
〉eq
,(3.49)
where we used the relation δEˆ∗S = ∂β(βHˆ
∗
S + lnZ∗S) and Lemma 3.4.1 in the the fourth
line, and the fact that the operator ∂βpˆiS is traceless in the fifth line. Rearranging both
sides completes the derivation. 
Theorem 3.4.1 represents the most general equilibrium fluctuation-dissipation relation for
systems coupled arbitrarily strong to a thermal reservoir. It is only in the limit γ2  1
that one recovers the usual relation C˜S = β
2U˜2S ≥ 0. We see now that in the fully quantum
regime, the heat capacity is influenced by additional non-classical fluctuations in energy,
as quantified by the skew information (3.15). We have thus obtained a direct relationship
between thermodynamics and measures of quantum uncertainty. Additionally, we find
in Theorem 3.4.1 that the heat capacity is also influenced by an additional dissipation
term
〈
∂T Eˆ
∗
S
〉eq
which stems from the temperature dependence of the internal energy
operator. In regards to the possible negativity of C˜S, we can now identify the necessary
and sufficient condition:
C˜S ≤ 0⇐⇒ Q[pˆiS, Eˆ∗S]− U˜2S ≥ T 2
〈
∂T Eˆ
∗
S
〉eq
,(3.50)
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We note that since Q[pˆiS, Eˆ
∗
S] ≤ U˜2S , this implies that the dissipation term must be
negative. This inequality also helps to explain why negative heat capacities can emerge
at low temperatures. In this regime one expects the quantum coherences to dominate,
in which case Q[pˆiS, Eˆ
∗
S] will be very close to U˜
2
S . It then follows that a small amount of
negative dissipation
〈
∂T Eˆ
∗
S
〉eq
will result in a negative heat capacity. Clearly this is a
consequence of the fact that the energy operator depends on temperature.
To illustrate the presence of quantum energy coherences, let us consider the QBM
model (3.35). Recall that the HMF is given by ~ωT
(
nˆT +
1
2
)
. After differentiating with
respect to β, The internal energy operator here is given by
Eˆ∗S = αT Hˆ
∗
S − gT
aˆ2T + (aˆ
†
T )
2
2
,(3.51)
where αT = 1 − ω
′
T
ωT
T and gT = ~ωTT
A′T
AT
. Clearly it can be seen that [Hˆ∗S , Eˆ
∗
S] 6= 0. To
proceed one needs to obtain the elements Enm = | 〈n| δEˆ∗ |m〉 |2, where δEˆ∗ = Eˆ∗S −〈Eˆ∗S〉.
Firstly one finds the following:
〈n| δEˆ∗ |m〉 = 〈n| Eˆ∗S |m〉 − 〈Eˆ∗S〉δn,m,
= αT 〈n| Hˆ∗S |m〉 − gT 〈n|
aˆ2T + (aˆ
†
T )
2
2
|m〉 − 〈Eˆ∗S〉δn,m,
= αT (n − 〈Hˆ∗S〉)δn,m − gT
(√
m
√
m− 1
2
δn,m−2 +
√
n
√
n− 1
2
δm,n−2
)
,(3.52)
where δn,m represents the Kronecker-Delta function. Squaring both sides yields
Enm = α
2
T (n − 〈Hˆ∗S〉)2δn,m +
g2T
4
(
(n+ 2)(n+ 1)δn+2,m + (m+ 2)(m+ 1)δm+2,n
)
,
(3.53)
Finally, the average skew information can be obtained using Lemma 3.2.1:
Q[pˆiS, Eˆ
∗
S] =
∑
n<m
(
pn + pm − 2(pn − pm)
ln pn − ln pm
)
Enm,
=
g2T
4
∞∑
n=0
(
pn + pn+2 − 2(pn − pn+2)
ln pn − ln pn+2
)
(n+ 2)(n+ 1),
= g2T sinh
(
βωT
2
)
e−
βωT
2
(1− e−βωT )3
(
1 + e−2βωT − T
ωT
(1− e−2βωT )
)
.(3.54)
Figure 3.2 shows the square root of this average skew information in units of ~ω as a
function of temperature for different coupling strengths. As expected we see that the
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Figure 3.2: Skew information for the damped oscillator. Plot of quantum energetic
fluctuations
√
Q[pˆiS, Eˆ∗S] /~ω for the damped oscillator as a function of T/~ω for different
coupling strengths γ. Here Q[pˆiS, Eˆ
∗
S] is the average Wigner-Yanase-Dyson skew informa-
tion for the effective energy operator Eˆ∗S. These fluctuations are present when the state
of the oscillator pˆiS is not diagonal in the basis of Eˆ
∗
S due to the non-negligible interaction
between the system and reservoir. The plot shows that increasing the coupling γ leads
to an increase in the skew information. The quantum fluctuations are most pronounced
at low temperatures where the thermal energies become comparable to the oscillator
spacing, T ' ~ω. As expected, the skew information decreases to zero in both the high
temperature and weak coupling limits.
quantum fluctuations in energy vanish in the high temperature limit, while fluctuations
grow with increased coupling strengths due to increased non-commutativity between Eˆ∗S
and the state pˆiS of the oscillator. Interestingly we see that Q[pˆiS, Eˆ
∗
S] decays exponentially
to zero in the low temperature limit, implying that the state of the oscillator commutes
with the internal energy operator in this regime. Whether this is a general feature or
specific to the example here remains an open question.
The quantum fluctuation-dissipation relation demonstrates that quantum coherences
effect the thermodynamic properties of strongly-coupled systems. In the subsequent
sections I will show that these coherences influence the fluctuations in the observable
temperature of S.
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3.5 Quantum Estimation Theory
In this section I will outline the general parameter estimation problem in quantum
mechanics. This will then be used to analyse the effects of quantum coherence on
the estimation of temperature in strongly-coupled systems. Consider a quantum state
ρˆθ ∈ S(H) that depends smoothly on some unknown parameter θ ∈ R. In general,
such a parameter will be a non-linear function of the density operator, and so its value
cannot be associated to a hermitian observable. Instead, in order to acquire information
about θ one needs to perform a POVM measurement such as Mˆζ , with
∫
dζMˆζ = Iˆ. By
Born’s rule, a given outcome ζ from the data set conditioned on the value θ is given by
p(ζ|θ) = tr[Mˆζ ρˆθ]. Within a given measurement setup, one may associate an estimator
function θ˘(ζ) that provides a mapping from the set of outcomes ζ to some estimated
value of θ. The accuracy of such an estimator is quantified by the mean-squared-error
(MSE), which measures the difference between the estimate and the true parameter value:
∆θ2 :=
∫
dζ p(ζ|θ)[θ˘(ζ)− θ]2.(3.55)
A particularly important choice of estimator is the maximum-likelihood-estimator (MLE),
which is given by
θ˘MLE(ζ) := arg max
θ
p(ζ|θ),(3.56)
The MLE can be interpreted as the function that, for a given instance of outcomes ζ,
outputs the value of parameter for which this data sample is most probable.
Let us further restrict our attention to estimators that are unbiased. This means that
on average the estimator outputs the correct value, so that
〈θ˘〉 :=
∫
dζ p(ζ|θ)θ˘(ζ) = θ.(3.57)
In this case the MSE reduces to the variance of the chosen estimator:
∆θ2 =
∫
dζ p(ζ|θ)[θ˘(ζ)− 〈θ˘〉]2 = Var[θ˘].(3.58)
It is important to note that in general, a given statistical model may not have a global
estimator that is unbiased. For example, for a finite data set the MLE (3.56) can not
be guaranteed to be unbiased. However, in the asymptotic limit in which the data set
grows to infinity it can be shown that (3.56) indeed becomes unbiased, and we will focus
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attention on this asymptotic regime. It follows from condition (3.57) and (3.58) that the
MSE is bounded according to the Crame´r-Rao inequality [46]:
∆θ2 ≥ 1F(θ) ,(3.59)
where
F(θ) =
∫
dζ p(ζ|θ)
(
∂ ln p(ζ|θ)
∂θ
)2
,(3.60)
is known as the classical Fisher information. This function essentially measures the
sensitivity of the statistical model to changes in the underlying parameter θ.
So far we have fixed the POVM and the resulting distribution p(ζ|θ). However, in
quantum mechanics we have the additional freedom to choose our measurement basis, and
one can seek to maximise the classical Fisher information in (3.60) over the set of POVMs.
To do this we now introduce a hermitian operator known as the symmetric-logarithmic-
derivative (SLD) [111], denoted Lˆθ, which is defined according to the following operator
equation:
∂
∂θ
ρˆθ :=
1
2
{
ρˆθ, Lˆθ
}
,(3.61)
Using this one may rewrite (3.60)
F(θ) =
∫
dζ
Re
(
tr[Mˆζ ρˆθLˆθ]
)2
tr[Mˆζ ρˆθ]
,(3.62)
Invoking the Cauchy-Schwartz inequality |tr[Aˆ†Bˆ]|2 ≤ tr[Aˆ†Aˆ]tr[Bˆ†Bˆ], one finds the
following chain of inequalities [111, 112]:
F(θ) ≤
∫
dζ
∣∣∣∣ tr[Mˆζ ρˆθLˆθ](tr[Mˆζ ρˆθ])1/2
∣∣∣∣2,
=
∫
dζ
∣∣∣∣tr[ ρˆ1/2θ Mˆ1/2ζ(tr[Mˆζ ρˆθ])1/2 .Mˆ1/2ζ Lˆθρˆ1/2θ
]∣∣∣∣2,
≤
∫
dζ tr[MˆζLˆθρˆθLˆθ],
= tr[Lˆ2θ ρˆθ].(3.63)
The quantity appearing in the final line is known as the quantum Fisher information
(QFI) [113]:
F˜(θ) := tr[Lˆ2θ ρˆθ].(3.64)
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Importantly, the QFI is a functional of the input state ρˆθ and sets a bound on the
minimum MSE independent of the measurement setup. If we also consider repeating the
measurement process ν times, the additivity of the QFI and (3.63) implies the quantum
Crame´r-Rao inequality [111–113]:
∆θ2 ≥ 1
νF˜(θ) .(3.65)
This bound is tighter than (3.59) due to the additional optimisation over the set of
quantum measurements.
For a finite number of measurements ν, the bound (3.65) is not tight. However, in the
asymptotic limit ν →∞ one can indeed saturate the quantum Crame´r-Rao inequality.
First note that the chain of inequalities (3.63) become tight under the conditions
Im
(
tr[Mˆζ ρˆθLˆθ]
)
= 0,(3.66)
Mˆ
1/2
ζ ρˆ
1/2
θ
tr[Mˆζ ρˆθ]
=
Mˆ
1/2
ζ Lˆθρˆ
1/2
θ
tr[MˆζLˆθρˆθ]
.(3.67)
It follows that these conditions are satisfied by choosing the measurement Mˆζ = Pˆζ(θ),
with {Pˆζ(θ)} the set of projectors onto the eigenstates of the symmetric-logarithmic-
derivatives Lˆθ. This condition fixes the measurement basis, but does not determine the
estimator.
As already pointed out, while measuring in the basis of Lˆθ gives the optimal quantum
measurement for single parameter estimation, in general there may not exist an unbiased
estimator saturating (3.65) for finite repetitions ν. Furthermore, since the SLD will
generally depend on θ, performing this measurement requires knowledge of the parameter
itself. This contradicts the premise of the problem, given that θ is assumed unknown.
Luckily, one may in fact circumvent these issues using an adaptive measurement scheme
[114]. Firstly, an arbitrary guess is taken with estimate θ˘0 ∈ R and the optimal measure-
ment commuting with Lˆθ˘0 is performed. If outcome ζ1 is obtained, then one applies the
MLE (3.56) to likelihood function pθ˘0(ζ1|θ) = tr[Pˆζ1(θ˘0)ρˆθ], and arrives at the next guess
θ˘1. For the n’th (ν ≥ 2) step, a measurement projecting onto Lˆθ˘ν−1 is performed with
θ˘ν−1 is the MLE obtained at the previous stage. To obtain the ν’th MLE we choose the
estimator
θ˘ν := arg max
θ
ν∏
i=1
pθ˘i−1(ζi|θ),(3.68)
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with ζi the data obtained at the i’th stage. Within this adaptive estimation scheme, it
can be rigorously proven that this sequence of MLEs will converge to the true parameter
in the sense that
lim
ν→∞
〈θ˘ν〉 = θ,(3.69)
where the average is taken over the total data sequence [114]. Thus in the asymptotic
limit the estimator becomes unbiased, and one may apply the quantum Crame´r-Rao
inequality (3.65). Furthermore, it follows that the bound is tight [96]. Denoting the MSE
for this adaptive scheme by ∆θ2opt, we have
lim
ν→∞
ν∆θ2opt =
1
F˜(θ) .(3.70)
Most importantly, this measurement scheme required no prior knowledge of the true
parameter θ. Intuitively the convergence of the sequence can be shortened when the
initial guess θ˘0 is close to θ [115].
From this analysis, we can conclude that the QFI sets the ultimate achievable bound
on asymptotic parameter estimation. This fundamental quantity plays a vital role in
determining precision bounds in quantum phase estimation [79], estimating dissipative
parameters in open quantum systems [116], anisotropy in spin-chains [117] and countless
other situations. Within this chapter it will be shown that the QFI is intimately related
to thermodynamics and limits the precision for estimates of temperature of quantum
systems.
To gain further intuition for what the QFI is, it can be shown that it satisfies the
following identity:
F˜(θ) = −2 lim
δθ→0
F(ρˆθ+δθ, ρˆθ)
δθ2
,(3.71)
where
F(ρˆ, σˆ) := tr
[√√
ρˆ σˆ
√
ρˆ
]
,(3.72)
is the Ulhmann fidelity [118]. The fidelity acts as a distinguishability measure on S(H),
since it satisfies 0 ≤ F(ρˆ, σˆ) = F(σˆ, ρˆ) ≤ 1 with F(ρˆ, σˆ) = 0 if and only if ρˆ = σˆ. Thus
we see that the QFI gauges the responsiveness of the quantum state to infinitesimal
perturbations in parameter θ. To compute the QFI one needs to first find the SLD’s
in (3.61). This anti-commutator equation is essentially a particular instance of the
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operator Lyapanov equation [119], and since ρˆθ is a positive bounded operator there
exists a unique solution given by
Lˆθ := 2
∫ ∞
0
dλ e−λρˆθ
(
∂
∂θ
ρˆθ
)
e−λρˆθ ,(3.73)
By substituting this into (3.64) one obtains the expression [120]
F˜(θ) = 2
∫ ∞
0
dλ tr
[(
e−λρˆθ
∂
∂θ
ρˆθ
)2]
,(3.74)
which is a closed expression for the QFI valid for states of arbitrary rank.
Let us now consider a simple example, where the parameter to be estimated is time t
for a unitary evolution
ρˆt = e
itHˆ/~ρˆ0e
−itHˆ/~,(3.75)
with ρˆ0 = |ψ〉 〈ψ| some pure state and Hˆ a time-independent Hamiltonian. Using ρˆt = ρˆ2t
we find ∂tρˆt = {ρˆt, ∂tρˆt}, and the uniqueness of the Lyapanov equation implies Lˆt = 2∂tρˆt
for a pure state. This means that the SLD becomes
Lˆt =
2i
~
[ρˆ0, Hˆ].(3.76)
Since the SLD is independent of t, this means that the optimal estimator is given by
the MLE (3.56) with a projective measurement onto the eigenstates of the commutator
[ρˆ0, Hˆ]. The QFI (3.64) then reduces to the variance in the initial energy:
F˜ = 4
~2
∆E2,(3.77)
with ∆E2 = Var[ρˆ0, Hˆ]. Finally, from the quantum Crame´r-Rao inequality (3.65) we get
∆E∆t ≥ ~
2
,(3.78)
with ∆t the uncertainty in the estimated time for a single measurement. The inequal-
ity (3.78) can be interpreted as a type of energy-time uncertainty relation [112], and
reveals that increasing the initial energy spread of a pure state reduces the uncertainty in
the observable time of its subsequent evolution. Note that this type of quantum trade-off
is fundamentally different from the familiar Heisenberg uncertainty relation, due to the
fact that time is a deterministic parameter rather than a quantum observable. Here the
uncertainty ∆t stems from the limitations of a particular estimation strategy adopted by
the observer, rather than an intrinsic property of the quantum state such as ∆E.
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3.6 Energy-temperature uncertainty relation
The formalism presented in the previous section describes estimation of arbitrary para-
meters in quantum systems. However, our focus will be on estimating temperatures of
quantum systems. In standard thermometry, a thermometer is placed in contact with the
target sample and is left to reach thermal equilibrium at temperature T . The temperature
of the sample can be inferred from the state of the probe through suitable processing. In
a quantum scenario the same procedure can be applied, where the probe is now taken
to be a microscopic quantum system such as a single ion or impurity in a nano-crystal.
This setup is important when the sample is a quantum many-body system such as a
Bose-Einstein condensate or spin-chain, in which case a non-invasive means of estimating
temperature is desirable in order to avoid disturbing the sample.
To analyse the performance of a particular thermometry scheme, we will consider
the system S as our probe and R as the sample. After sufficient time the interaction
between S and R will cause the probe to approach the state (3.25). The optimal estimate
of temperature from a local measurement of S can be determined via the quantum
Fisher information (3.64) with respect to parameter T . As is customary in standard
thermodynamics, we first assume weak-coupling γ2  1. In this case the SLD (3.73) is
found to be
LˆS(T ) =
HˆS − US
T 2
,(3.79)
which immediately implies that the optimal quantum estimator is given by a projective
measurement onto the energy basis of the bare Hamiltonian HˆS. The QFI is then found
to be proportional to the energy variance in the system probe:
F˜(T ) = ∆U
2
S
T 4
.(3.80)
Note that the QFI for T and inverse β are simply related according to
F˜(T ) = F˜(β)
T 4
,(3.81)
Let us now denote the fluctuations in temperature and inverse temperature by ∆TS and
∆βS respectively for a particular estimation scheme with a single measurement. Using
the Crame´r-Rao inequality (3.65) leads us to the famous thermodynamic uncertainty
principle:
∆βS∆US ≥ 1.(3.82)
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This relation implies that increasing the energy spread of the probe reduces the minimal
fluctuations in observable temperature. Alternatively, one may utilise the fluctuation-
dissipation relation, CS = β
2∆U2S to rewrite (3.82) in terms of the system heat capacity:(
T
∆TS
)2
≤ CS.(3.83)
Thus the most accurate probes are those with a large heat capacity. Intuitively this
makes sense, as this relation implies that the best thermometers have energies that are
highly-sensitive to small changes in temperature. For simple probe systems with US ∝ T
such as a harmonic oscillator, the optimal estimator T˘ is given by the energy eigenvalues
themselves. The optimal probe that gives the best signal-to-noise estimate of T is found
from (3.83) by maximising the heat capacity. For a finite-dimensional quantum probe
this optimisation has been achieved, and the optimal quantum thermometer becomes an
effective two-level system with a maximally degenerate excited state [70].
The bounds (3.82) and (3.83) place fundamental restrictions on the precision of
temperature measurements of both quantum and classical systems within the weak-
coupling approximation. However, it is clear from the above derivation that these relations
will no longer hold when the coupling term γ cannot be neglected. In this regime we
know that the probe state will deviate from a local Gibbs state, and is more generally
given by the reduced thermal state (3.25). It is unclear how the temperature fluctuations
relate to the energy of a general strongly-coupled probe. By bringing the results of the
previous sections together, this question is answered by the following theorem:
Theorem 3.6.1. Let the state of the probe S be given by (3.25) with γ arbitrarily strong,
and ∆βS the uncertainty in β obtained from a local measurement of S. Then
∆βS ≥ 1√
U˜2S −Q[pˆiS, Eˆ∗S]
≥ 1
U˜S
,(3.84)
with U˜2S = Var[pˆiS, Eˆ
∗
S] the variance in the internal energy operator Eˆ
∗
S.
Proof. We begin by considering the reduced thermal state pˆiS(β) = e
−βHˆ∗S/Z∗S . Sup-
pressing the dependence on β for now, let us denote the spectral decomposition by
pˆiS =
∑
n pn |ψn〉 〈ψn| where the eigenstates satisfy Hˆ∗S |ψn〉 = λn |ψn〉. We arrange the
sum in decreasing order, so that pn ≥ pm if n < m. The QFI with respect to β is then
given by (3.74). By expanding in the basis of pˆiS and evaluating the integral in (3.74),
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the QFI can be written as follows :
F˜(β) = 2
∑
n,m
| 〈ψn| ∂βpˆiS |ψm〉 |2
pn + pm
.(3.85)
Given the exponential form of pˆiS, we use Lemma 3.4.1 to expand the derivative:
∂β pˆiS :=
−1
Z∗S
∫ 1
0
da e−(1−a)βHˆ
∗
S δEˆ∗S e
−aβHˆ∗S ,(3.86)
where δEˆ∗S = Eˆ
∗
S − U˜S. Using this the QFI becomes
F˜(β) = 2
∑
n,m
| 〈ψn| ∂βpˆiS |ψm〉 |2
pn + pm
,
=
2
(Z∗S)2
∑
n,m
1
pn + pm
∣∣∣∣ 〈ψn|∫ 1
0
da e−(1−a)βHˆ
∗
S δEˆ∗S e
−aβHˆ∗S |ψm〉
∣∣∣∣2,
=
∑
n
pn
∣∣ 〈ψn| δEˆ∗S |ψn〉 ∣∣2
+
4
(Z∗S)2
∑
n<m
1
pn + pm
∣∣ 〈ψm| Eˆ∗S |ψn〉 ∣∣2[ ∫ 1
0
da e−
(
aλm+(1−a)λn
)]2
,
=
∑
n
pn
∣∣ 〈ψn| δEˆ∗S |ψn〉 ∣∣2 + 4∑
n<m
(pn − pm)2
pn + pm
∣∣ 〈ψn| Eˆ∗S |ψm〉 ∣∣2 1(ln pn − ln pm)2 ,(3.87)
Let us now use the following expression for the variance:
Var[pˆiS, Eˆ
∗
S] =
∑
n,m
pn + pm
2
∣∣ 〈ψn| δEˆ∗S |ψm〉 ∣∣2,
=
∑
n
pn
∣∣ 〈ψn| δEˆ∗S |ψn〉 ∣∣2 + ∑
n6=m
pn + pm
2
∣∣ 〈ψn| δEˆ∗S |ψm〉 ∣∣2,
=
∑
n
pn
∣∣ 〈ψn| δEˆ∗S |ψn〉 ∣∣2 + ∑
n<m
(pn + pm)
∣∣ 〈ψn| δEˆ∗S |ψm〉 ∣∣2,(3.88)
Comparing this with (3.87) we now add and subtract the sum
∑
n<m(pn+pm)
∣∣ 〈ψn| δEˆ∗S |ψm〉 ∣∣2
to the RHS of (3.87), obtaining
F˜(β) = Var[pˆiS, Eˆ∗S] +
∑
n<m
[(
2(pn − pm)
ln(pn/pm)
)(
2(pn − pm)
(pn + pm) ln(pn/pm)
)
− (pn + pm)
]∣∣ 〈ψn| Eˆ∗S |ψm〉 ∣∣2,(3.89)
We now turn to the average WYD skew information (3.15) of observable Eˆ∗S, which is
given by Lemma 3.2.1:
Q[pˆiS, Eˆ
∗
S] =
∑
n<m
(
pn + pm − 2(pn − pm)
ln pn − ln pm
)∣∣ 〈ψn| Eˆ∗S |ψm〉 ∣∣2.(3.90)
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We now bound the QFI following on from (3.122):
F˜(β) = Var[pˆiS, Eˆ∗S] +
∑
n<m
[(
2(pn − pm)
ln(pn/pm)
)(
2(pn − pm)
(pn + pm) ln(pn/pm)
)
− (pn + pm)
]∣∣ 〈ψn| Eˆ∗S |ψm〉 ∣∣2,
≤ Var[pˆiS, Eˆ∗S] +
∑
n<m
[
2(pn − pm)
ln(pn/pm)
− (pn + pm)
]∣∣ 〈ψn| Eˆ∗S |ψm〉 ∣∣2,
= Var[pˆiS, Eˆ
∗
S]−Q[pˆiS, Eˆ∗S],(3.91)
where in the second line we used the fact that (pn − pm)/ ln(pn/pm) ≥ 0 since pn ≥ pm
for n < m, and the inequality
x− 1
x+ 1
≤ ln√x ; x ≥ 1,(3.92)
identifying x = pn/pm ≥ 1. This allowed us to use(
2(pn − pm)
(pn + pm) ln(pn/pm)
)
≤ 1,(3.93)
for each term inside the sum. In the third line we used the expression (3.90) for the skew
information. This completes the proof. 
This theorem represents the strong-coupling generalisation of (3.82). It can be seen
that the bound on the uncertainty in the inverse temperature is increased whenever
quantum energy fluctuations are present for a fixed amount of total energy variance. These
additional fluctuations are quantified by the non-negative skew information Q[pˆiS, Eˆ
∗
S]
defined in (3.15), and this contribution provides a tighter bound on ∆βS than (3.82).
One recovers the usual uncertainty relation when Q[pˆiS, Eˆ
∗
S] can be neglected, which is
the case when the interaction commutes with the bare Hamiltonian of S and R or when
the interaction is sufficiently weak. We note that Q[pˆiS, Eˆ
∗
S] vanishes for classical systems
and Theorem 3.6.1 reduces to the original uncertainty relation (3.82), but with energy
fluctuations quantified by Eˆ∗S instead of the bare Hamiltonian HˆS.
With the strong-coupling energy-temperature uncertainty relation established, the
next question that arises is how to relate these quantities to the heat capacity and
generalise (3.83). This can be achieved using the fluctuation-dissipation relation in
Theorem 3.4.1:
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Theorem 3.6.2. Let ∆TS denote the uncertainty in a temperature estimate obtained
via the probe state (3.25) at arbitrary coupling. Then the signal-to-noise ratio is upper
bounded as follows: (
T
∆TS
)2
≤ C˜S −
〈
∂T Eˆ
∗
S
〉eq
.(3.94)
Proof. From Theorem 3.6.1 we have the bound
F˜(β) ≤ Var[pˆiS, Eˆ∗S]−Q[pˆiS, Eˆ∗S].(3.95)
Furthermore, changing variables β → T is achieved via F˜(β) = T 4F˜(T ). Using the FDR
in Theorem 3.4.1 then yields
F˜(T ) ≤ Var[pˆiS, Eˆ
∗
S]−Q[pˆiS, Eˆ∗S]
T 4
,(3.96)
=
C˜S −
〈
∂T Eˆ
∗
S
〉eq
T 2
.(3.97)
Finally, combination with the quantum Crame´r-Rao inequality (3.65) completes the
derivation. 
This result demonstrates that the optimal signal-to-noise ratio for estimating the tem-
perature of S is bounded by both the heat capacity of the strongly-coupled probe and
the added dissipation term, which can be both positive or negative. This bound is
independently tight in both the high temperature and weak-coupling limits. It should
also be noted that Theorem 3.6.2 is valid in the classical limit, in which case it is always
tight and can be saturated using the MLE applied to a projective measurement of the
operator Eˆ∗S.
Theorem 3.6.1 and Theorem 3.6.2 establish the link between temperature uncertainty,
energy fluctuations and heat capacity within the general strong coupling limit. In this
limit we now see that additional constraints on temperature estimation arise due to the
non-commutativity between Eˆ∗S and Hˆ
∗
S , and also the additional temperature dependence
of the effective internal energy operator Eˆ∗S.
To investigate the tightness of the bound in Theorem 3.6.2 let us return to the example
of the damped harmonic oscillator (3.35). The elements of the associated internal energy
operator (3.51) have already been computed in (3.53) as well as the skew information
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contribution (3.54). We next need the total variance in energy, which is given by
Var[pˆiS, Eˆ
∗
S] =
∞∑
n,m=0
pnEnm,
= α2TVar[pˆiS, Hˆ
∗
S ] +
g2T
2
∞∑
n=0
pn(n+ 1)(n+ 2),
= α2TVar[pˆiS, Hˆ
∗
S ] + g
2
T sinh
(
βωT
2
) ∞∑
n=0
(n+ 1)(n+ 2)e−βωT (n+
1
2
)
= α2TVar[pˆiS, Hˆ
∗
S ] + 2g
2
T sinh
(
βωT
2
)(
e−
βωT
2
(1− e−βωT )3
)
,
=
α2Tω
2
T
4 sinh2
(
βωT
2
) + 2g2T sinh(βωT2
)(
e−
βωT
2
(1− e−βωT )3
)
,(3.98)
where we used the series
∑∞
n=0(n + 1)(n + 2)x
n = 2/(1 − x)3 for |x| < 1 and that the
variance of Hˆ∗S is
Var[pˆiS, Hˆ
∗
S ] =
ω2T
4 sinh2
(
βωT
2
) .(3.99)
We now compute the QFI, using (3.87) and the fact that pn ± pn+2 = pn(1± e−2βωT ):
T 4F˜(T ) =
∞∑
n=0
pnEnn + 4
∑
n<m
(pn − pm)2
(pn + pm) ln
2( pn
pm
)
Enm,
= α2TVar[pˆiS, Hˆ
∗
S ] +
g2T
β2ω2T
∞∑
n=0
(pn − pn+2)2
pn + pn+2
(n+ 2)(n+ 1),
= α2TVar[pˆiS, Hˆ
∗
S ] +
g2T (1− e−2βωT )2
β2ω2T (1 + e
−2βωT )
∞∑
n=0
pn(n+ 2)(n+ 1),
= α2TVar[pˆiS, Hˆ
∗
S ] +
g2T
β2ω2T
sinh
(
βωT
2
)(
(1− e−2βωT )2
(1 + e−2βωT )
)(
e−
βωT
2
(1− e−βωT )3
)
,
=
α2Tω
2
T
4 sinh2
(
βωT
2
) + g2T
β2ω2T
sinh
(
βωT
2
)(
(1− e−2βωT )2
(1 + e−2βωT )
)(
e−
βωT
2
(1− e−βωT )3
)
,(3.100)
Figure 3.3 shows the optimal signal-to-noise ratio for estimating T determined by the
Crame´r-Rao bound (3.65), (T/∆TS)
2
opt = T
2F˜(T ), as a function of temperature T and
coupling strength γ. The bound given by Theorem 3.6.2 in terms of the heat capacity
and the additional dissipation term is plotted and shows very good agreement with
the optimum estimation scheme quantified by the quantum Fisher information. The
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bound clearly becomes tight in the high-temperature limit (T → ∞) independent of
the coupling strength. Conversely the bound is also tight in the weak-coupling limit
(γ → 0) independent of the temperature. The optimum and the bound both converge
exponentially to zero as T → 0, albeit with different rates of decay. Outside of these
limits the difference between the bound and (T/∆TS)
2
opt has a maximum, and at the
temperature and coupling for which this maximum occurs the bound is roughly 30%
greater than (T/∆TS)
2
opt.
3.7 Quantum thermometry at strong coupling
The most immediate question that one might have following Theorem 3.6.1 and Theo-
rem 3.6.2 is whether or not the finite interaction brings an enhancement to the precision
of the temperature estimate. If this were true, then one could engineer a strong interaction
between probe and sample in order to gain more information about the temperature, as
depicted in Figure 3.4. Unfortunately, the expressions appearing in Theorem 3.6.1 and
Theorem 3.6.2 are generally not analytically available outside of simple models such as
the damped harmonic oscillator. To circumvent this issue we can treat the interaction
perturbatively to obtain an analytic formula for the probe’s optimal signal-to-noise ratio
up to second order in coupling for a very wide class of many-body systems.
We first need to find the reduced state (3.25) up to second order in γ. To derive such
an expression one needs the following Taylor expansion for the operator exponential
function [121]:
Lemma 3.7.1. Let Aˆ, Bˆ be a pair of linear operator acting on S. Then the function
R 3 γ 7→ eAˆ+γBˆ can be expanded as
eAˆ+γBˆ =
∞∑
n=0
Aˆn(1)γ
n,(3.101)
where Aˆ0(s) = e
sAˆ and
Aˆn(s) :=
∫ s
0
dt1
∫ t1
0
dt2 ...
∫ tn−1
0
dtn e
(s−t1)AˆBˆe(t1−t2)AˆBˆ...BˆetnAˆ.(3.102)
For a straightforward proof of Lemma 3.7.1, see Thm 3.10 in [122].
Let us now assume that the interaction Hamiltonian between a S and R can be
expressed as a tensor product of system and reservoir terms:
VˆS∪R = VˆS ⊗ VˆR.(3.103)
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Figure 3.3: Bound on temperature signal-to-noise ratio. The coloured plot shows
the optimal signal-to-noise ratio (T/∆TS)
2
opt of an unbiased temperature estimate for
the damped oscillator, as a function of temperature T and coupling strength γ. This
optimal measurement is determined by the quantum Fisher information, which places an
asymptotically achievable lower bound on the temperature fluctuations ∆TS through the
Crame´r-Rao inequality. The mesh plot shows the upper bound on (T/∆TS)
2
opt derived
here from the generalised thermodynamic uncertainty relation in Theorem 3.6.2. This
uncertainty relation links the temperature fluctuations to the heat capacity of the system
at arbitrary coupling strengths. It can be seen that the upper bound becomes tight in
both the high temperature and weak coupling limits.
While more general interactions can be considered, this form describes the vast majority
of open systems encountered in physics [123]. Notably one may also assume that the R
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Figure 3.4: Quantum thermometry. The goal is to estimate the temperature of a
many-body quantum system such as a Bose-Einstein condensate or spin chain. To avoid
disturbing the sample one needs to attach a microscopic quantum probe to the sample.
After equilibration, the probe encodes information about the temperature that can be
processed via measurements of its state. If the interaction strength is arbitrarily large,
the state of the probe will take the form (3.25), and the interaction will generally effect
the accuracy of any temperature estimate. Depending on the form of the interaction and
temperature, this additional dissipation may either be beneficial or detrimental to the
probe’s performance.
term averages to zero with respect to the reservoir degrees of freedom:
〈VˆR〉R = 0.(3.104)
This standard assumption is trivial in the sense that one may always satisfy (3.104)
by shifting the system Hamiltonian by this constant term [124]. Following these simple
assumptions one can obtain the state (3.25) up to second order in coupling:
Theorem 3.7.1. Let ΦS(t) and ΦR(t) denote the respective system and reservoir auto-
correlation functions, with
Φα(t) := trα[e
itHˆαVˆαe
−itHˆαVˆα pˆi0α]; α = S,R.(3.105)
Then the reduced state of S (3.25) is approximately given by
pˆiS = pˆi
0
S
(
IˆS + γ2XˆS
)
+O(γ3),(3.106)
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where
XˆS =
∫ β
0
dβ1
∫ β1
0
dβ2 ΦR(−i(β1 − β2))
×
(
eβ1HˆS VˆSe
−(β1−β2))HˆS VˆSe−β2HˆS − ΦS(−i(β1 − β2))IˆS
)
,(3.107)
Note that trS[XˆSpˆiS] = 0 as required by normalisation.
Proof. Applying Lemma 3.7.1 to e−βHˆS∪R leads to:
e−βHˆS∪R =e−β(HˆS+HˆR)
(
1− γ
∫ β
0
dβ1 e
β1(HˆS+HˆR)VˆS∪Re
−β1(HˆS+HˆR)
+ γ2
∫ β
0
dβ1
∫ β1
0
dβ2 e
β1(HˆS+HˆR)VˆS∪Re
−(β1−β2)(HˆS+HˆR)VˆS∪Re−β2(HˆS+HˆR)
)
+O(γ3).(3.108)
Taking the trace yields an approximation for the total partition function:
ZS∪R 'ZSZR − γβtrS[e−βHˆS VˆS
]
trR[e
−βHˆRVˆR
]
+ γ2
∫ β
0
dβ1
∫ β1
0
dβ2 trS[e
−βHˆSe(β1−β2)HˆS VˆSe−(β1−β2)HˆS VˆS
]
× trR[e−βHˆRe(β1−β2)HˆRVˆRe−(β1−β2)HˆRVˆR
]
(3.109)
Using the expansion (a+bγ2)−1 = a−1−ba−2γ2+O(γ3), and the fact that trR[e−βHˆRVˆR] =
0 due to assumption (3.104), we find
1
ZS∪R =
1
ZSZR
(
1− γ2
∫ β
0
dβ1
∫ β1
0
dβ2 ΦS(−i(β1 − β2))ΦR(−i(β1 − β2))
)
+O(γ3),
Multiplying the approximate e−βHˆS∪R and 1/ZS∪R together, collecting terms and taking
the partial trace over the bath, we find that the first order correction vanishes. This
completes the derivation. 
For a finite but small coupling, the benefit of Theorem 3.7.1 is that one can analytically
compute pˆiS so long as the eigenstates of the bare system Hamiltonian are known along
with the bath auto-correlation function. We now use Theorem 3.7.1 to derive the optimal
temperature estimate for a coupled probe up to second order in γ.
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Theorem 3.7.2. Consider the temperature estimation scheme outlined in Section 3.5
applied to the coupled probe (3.25), and denote the uncertainty after ν measurements by
∆νTS. We then denote the optimal signal-to-noise ratio in the asymptotic limit by(
T
∆TS
)2
opt
:= lim
ν→∞
1
ν
(
T
∆νTS
)2
.(3.110)
Then (
T
∆TS
)2
opt
= CS(T ) +
γ2
T 2
ξ(T ) +O(γ3),(3.111)
where CS(T ) is the heat capacity of the uncoupled probe and
ξ(T ) :=
∫ β
0
du
[
(β − u)ΦR(−iu) ∂
2
∂β2
ΦS(−iu) + 2 ∂
∂β
ΦS(−iu) ∂
∂β
(β − u)ΦR(−iu)
]
.
(3.112)
Proof. Using Theorem 3.7.1 we have
∂βpˆiS = −∆HˆSpˆi0S + γ2∂β(pˆiSXˆS) +O(γ3).(3.113)
Turning to the operator e−λpˆiS , combining Lemma 3.7.1 and Theorem 3.7.1 leads to
e−λpˆiS = e−λpˆi
0
S
(
IˆS − γ2pˆi0S
∫ λ
0
dλ′ eλ
′pˆi0SXˆSe
−λ′pˆi0S
)
+O(γ3).(3.114)
Let HˆS =
∑
n n |n〉 〈n| be the eigen-decomposition of the bare Hamiltonian. We first
need to evaluate the off-diagonal elements of the operator XˆS appearing in Theorem 3.7.1
in the energy basis. We first find:
(XˆS)nm =
∑
k
SnkSkm
∫ β
0
dβ1 e
β1∆kn
∫ β1
0
dβ2 e
β2∆mkΦR(−i(β1 − β2))(3.115)
where Snk = 〈n| VˆS |k〉 and ∆nk = n − k. To simplify the above integral we introduce
new variables u = β1 − β2 and v = β1 + β2 and perform the integral over v analytically:
(XˆS)nm =
1
∆nm
∑
k
DnkSkm −DmkSkn, n 6= m,(3.116)
with
Dnk = Snk
∫ β
0
du ΦR(−iu)e−u∆nk ,(3.117)
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For the n = m terms we find
(XˆS)nn =
∫ β
0
du (β − u)ΦR(−iu)
(∑
k
(S)2nke
−u∆nk − ΦS(−iu)
)
.(3.118)
Using this we can compute the SLD with respect to parameter β. Combining (3.113)
and (3.114) gives
e−λpˆiS (∂βpˆiS)e−λpˆiS = −∆HˆSpˆi0Se−2λpˆi
0
S + γ2e−λpˆi
0
S∂β(pˆi
0
SXˆS)e
−λpˆi0S
+ γ2∆HˆS(pˆi
0
S)
2
∫ λ
0
dλ′ e−(λ−λ
′)pˆi0SXˆSe
−(λ+λ′)pˆi0S
+ γ2∆HˆS(pˆi
0
S)
2e−2λpˆi
0
S
∫ λ
0
dλ′ eλ
′pˆi0SXˆSe
−λ′pˆi0S +O(γ3)(3.119)
We now combine (3.73) with (3.119) and expand the SLD in the energy basis of HˆS:
LˆS(β) = 2
∫ ∞
0
dλ e−λpˆiS (∂βpˆiS)e−λpˆiS ,
= −∆HˆS + γ2
∑
n,m
δn αn,m(β) |n〉 〈m|+O(γ3),(3.120)
where after lengthy but straightforward integration yields the coefficients
αn,m(β) =
(
pn(3pm + pn)
pm(pm + pn)
)
(XˆS)nm +
(
2pn
pn + pm
)
∂β(XˆS)nm,(3.121)
with {pn} the occupation probabilities of the uncoupled probe pˆi0S. Thus so long as we
know the bath correlation function ΦR(x) and the eigenstates of HˆS, then we can obtain
the elements (XˆS)nm from (3.118) and (3.116) and subsequently the SLD (3.120). This
formula can be used to determine the optimal measurement needed to obtain the optimal
signal-to-noise estimate. The QFI can be found using (3.120), in which case
F˜(β) = trS[∆Hˆ2S pˆi0S
]− γ2trS[∆Hˆ2SXˆSpˆi0S]− 2γ2trS[∆HˆS∂β(pˆi0SXˆS)]+O(γ3),
= trS[∆Hˆ
2
S pˆi
0
S
]
+ γ2trS[∆Hˆ
2
SXˆSpˆi
0
S
]− 2γ2trS[∆HˆS(∂βXˆS)pˆi0S]+O(γ3),
= 〈∆Hˆ2S〉+ γ2〈∆Hˆ2SXˆS〉 − 2γ2〈∆HˆS(∂βXˆS))〉+O(γ3),(3.122)
Note that by comparing (3.118) with the final term in (3.122), we see that only terms
that depend on index n contribute to the QFI. This is because 〈∆HˆS〉 = 0. Thus we
need to evaluate
∂
∂β
∫ β
0
du (β − u)ΦR(−iu)(S)2nke−u∆nk .(3.123)
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This turns out to be
∂
∂β
∫ β
0
du (β − u)ΦR(−iu)(S)2nke−u∆nk =
∫ β
0
du [(β − u) ∂
∂β
ΦR(−iu)
+ ΦR(−iu)](S)2nke−u∆nk ,(3.124)
where we made use of the formula from calculus:
∂β
(∫ β
0
duf(u, β)
)
= f(β, β)+
∫ β
0
du∂β (f(u, β)). Let us now define the following modified
auto-correlation function:
Φ′R(t) := (β − it)ΦR(t).(3.125)
Furthermore, we introduce the operator
Sˆ ′S(t) := e
itHˆS VˆSe
−itHˆS VˆS,(3.126)
and denote ∆Sˆ ′S(t) = Sˆ
′
S(t)−〈Sˆ ′S(t)〉. Substituting (3.118) and (3.124) into (3.122) yields
F˜(β) = ∆U2S + γ2
∫ β
0
du
[
〈∆Hˆ2S∆Sˆ ′S(−iu)〉Φ′R(− iu)
− 2〈∆HˆSSˆ ′S(−iu)〉
∂
∂β
Φ′R(−iu)
]
+O(γ3).(3.127)
It is straightforward to see that
〈∆Hˆ2S∆Sˆ ′S(−iu)〉 =
∂2
∂β2
ΦS(−iu),(3.128)
and
〈∆HˆSSˆ ′S(−iu)〉 = −
∂
∂β
ΦS(−iu).(3.129)
Using this we eventually arrive at an expression for the QFI in terms of the system and
bath auto-correlation functions:
F˜(β) = ∆U2S + γ2
∫ β
0
du
[
(β − u)ΦR(−iu) ∂
2
∂β2
ΦS(−iu)
+ 2
∂
∂β
ΦS(−iu) ∂
∂β
(β − u)ΦR(−iu)
]
.(3.130)
To conclude the proof we simply use F˜(β) = T 4F˜(T ) and ∆U2S = T 2CS(T ), and apply
the quantum Cra´mer-Rao bound (3.65) to parameter T . 
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Theorem 3.7.2 now provides a means of analytically computing the quantum Fisher
information for arbitrary strongly-coupled systems up to second order in coupling.
In addition, during the proof I also obtained the symmetric logarithmic derivative
(SLD) analytically. Recalling Section 3.5, once the SLD is known one can construct the
optimal projective measurement that saturates the quantum Cra´mer-Rao bound (3.65).
Therefore Theorem 3.7.2 can be used to find the ultimate accuracy of a coupled quantum
thermometer along with the measurement needed to obtain the optimal estimate of
temperature.
In order to investigate whether or not strong interactions are beneficial to the
thermometer’s performance, let us consider measurements of T applied to a bosonic
reservoir using a qubit as our probe. This setup can be described using the spin-boson
model. Here we set the probe Hamiltonian to be
HˆS =

2
σˆz,(3.131)
with σˆz the Pauli spin operator and  the energy gap with ~ = 1. The reservoir Hamiltonian
consists of a large collection of harmonic oscillators:
HˆR =
∑
k
ωkbˆ
†
kbˆk,(3.132)
with ωk the frequency of the k’th oscillator and (bˆ
†
k, bˆk) the respective creation and
annihilation operators. Finally, the interaction is chosen so that the probe’s x spin
component couples to the position of each oscillator:
VˆS∪R = σˆx ⊗
∑
k
(
gkbˆ
†
k + g
∗
k bˆk
)
,(3.133)
where gk denotes the coupling strength relative to the overall constant γ. The first
function to calculate is the auto-correlation function of R. In the continuum limit this is
determined according to
ΦR(t) =
∫ ∞
0
dω J(ω)
[
coth
(
ω
2T
)
cos(ωt)− isin(ωt)
]
,(3.134)
where J(ω) is the spectral density of R. We choose a generic spectral density that decays
exponentially at some large cutoff frequency Ω
Js(ω) := 2Ω
1−sωse−ω/Ω,(3.135)
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where s = 1 represents an Ohmic bath while s < 1 and s > 1 are referred to as sub-Ohmic
and super-Ohmic respectively. Plugging (3.135) into (3.134) and evaluating the integral
leads to the following exact expression:
ΦR(t) = 2Ω
1−sβ−(s+1)Γ(s+ 1)
[
ζ
(
s+ 1,
1 + βΩ− iΩt
βΩ
)
+ ζ
(
s+ 1,
1 + iΩt
βΩ
)]
,
(3.136)
where Γ is the Gamma function and ζ(z, u) is the generalised zeta function. By analytic
continuation, we then have
ΦR(−iu) = 2Ω1−sβ−(s+1)Γ(s+ 1)
[
ζ
(
s+ 1,
1 + Ω(β − u)
βΩ
)
+ ζ
(
s+ 1,
1 + Ωu
βΩ
)]
,
(3.137)
To compute the probe correlation function we use the fact that eiλσˆz = cos(λ)IˆS +
i sin(λ)σˆz, and hence e
itσˆz/2σˆxe
−itσˆz/2σˆx = cos(t)IˆS + i sin(t)σˆz. Similarly one has
pˆi0S =
1
2
[ˆIS − tanh(β/2)]. Hence ΦS(t) = cos(t) − i sin(t) tanh(β/2), and by analytic
continuation we get
ΦS(−iu) = cosh(u)− sinh(u) tanh(β/2).(3.138)
It then follows that
∂
∂β
ΦS(−iu) = 
2
sinh(u)[tanh2(β/2)− 1],(3.139)
∂2
∂β2
ΦS(−iu) = 
2
2
sinh(u)[1− tanh2(β/2)] tanh(β/2).(3.140)
Using Theorem 3.7.2, these analytic expressions can then be used to compute the
second-order correction term to the optimal signal-to-noise ratio. In Figure 3.5 we plot
the dimensionless correction term ξ(T ) for this model for the Ohmic, sub-Ohmic and
super-Ohmic reservoir, all as a function of inverse temperature. Clearly the negativity
of ξ(T ) indicates that the effect of second-order coupling is detrimental to estimating
the temperature of R. This suggests that thermometry bounds derived from the weak-
coupling assumption γ2  1 may not be achievable in regimes where this assumption
no longer holds true. Theorem 3.7.2 provides a tighter constraint on the achievable
signal-to-noise ratio for instances where the interaction strength . In fact, for the bosonic
reservoir the correction term is valid up to order O(γ4), given that the interaction term∑
k
(
gkbˆ
†
k+g
∗
k bˆk
)
is linear in position of each oscillator, which implies that only even values
of γk in the Taylor expansion survive. This should be compared with the findings in [81],
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Figure 3.5: Spin-boson thermometry: High temperature regime. Plot of the
second-order correction term ξ(T ) appearing in Theorem 3.7.2 for the spin-boson model
as a function of inverse temperature T . Different choices of the Ohmicity parameter s
are shown, indicating the effect of coupling on different structured reservoirs. For this
high temperature regime we see that the coupling is detrimental to the thermometer’s
performance.
where it was found that strong coupling can provide enhancements to low temperature
measurements in the exactly solvable Caldeira-Leggett model. Since we are neglecting
any contributions to the signal-to-noise ratio of order O(γ4), any improvements must
stem from higher order coupling contributions of fourth order or higher. Investigating
the overall effect of higher corrections will require going beyond canonical perturbation
theory, and is left for future work.
3.8 Concluding remarks and outlook
In this chapter I have shown how non-negligible interactions influence fluctuations in
temperature at the nanoscale. To analyse this I introduced a framework for describing
strongly-coupled quantum systems centered around the Hamiltonian of mean force.
Similar to the formalism in Chapter 2, this approach allows one to assign thermodynamic
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potentials to the coupled system that incorporate the effect of the interaction. I then
showed that the operator describing the internal energy of the system generally does not
commute with the corresponding equilibrium state, which leads to energy coherences
and additional temperature-dependent terms. I then explored the effects that this had
on the heat capacity of the system. This was shown in Theorem 3.4.1, which is a
generalisation of the well-known fluctuation-dissipation relation to systems beyond the
weak coupling regime. Here I established a connection between the Wigner-Yanase-Dyson
skew information, which is a measure of quantum uncertainty, and the system’s heat
capacity C˜S. Proving that the heat capacity, with its strong coupling corrections, vanishes
in the zero-temperature limit in accordance with the third law of thermodynamics remains
an open question. The appearance of the skew information in Theorem 3.4.1 suggests that
quantum coherences may play a role in ensuring its validity. Recent resource-theoretic
derivations of the third law [125, 126] could provide a possible avenue for exploring the
impact of coherences.
I next explored the effect that strong coupling has on estimations of temperature. Us-
ing quantum estimation theory, I considered the quantum Fisher information associated
with local temperature estimates made on the system. While the weak-coupling assump-
tion predicts a Heisenberg-like trade-off between temperature and energy uncertainties
in (3.82), I found that this relation is no longer valid at arbitrary coupling strengths.
Theorem 3.6.1 is a thermodynamic uncertainty relation between energy and temperature
extended to all interaction strengths. All fluctuations in energy were found to be related
to the effective internal energy operator rather than the bare Hamiltonian of S. This
derivation is based on a new bound on the quantum Fisher information for exponential
states which was proven in Theorem 3.6.1. As this is valid for any state of full-rank, the
bound will be of interest to other areas of quantum metrology. This uncertainty relation
shows that for a given finite spread in energy, unbiased estimates of the underlying
temperature are limited to a greater extent due to coherences between energy states.
These coherences only arise for quantum systems beyond the weak coupling assumption.
It was found that these additional temperature fluctuations are quantified by the average
Wigner-Yanase-Dyson skew information, thereby establishing a new link between quan-
tum and classical forms of statistical uncertainty in nanoscale thermodynamics. With
coherence now understood to be an important resource in the performance of small-scale
heat engines [127, 128], these findings suggest that the skew information could be used
to unveil further non-classical aspects of quantum thermodynamics. This complements
previous results that connect skew information to both unitary phase estimation [129]
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and quantum speed limits [88].
By applying the fluctuation-dissipation relation to temperature estimation I derived
Theorem 3.6.2, an upper bound on the optimal signal-to-noise ratio expressed in terms
of the system’s heat capacity. Notably the bound implies that when designing a probe
to measure T , its bare Hamiltonian and interaction with the sample should be chosen
so as to both maximise C˜S whilst minimising the additional dissipation term
〈
∂T Eˆ
∗
S
〉
. It
is an interesting open question to consider the form of Hamiltonians that achieve this
optimisation in the strong coupling scenario. Furthermore, one expects that improvements
to low-temperature thermometry resulting from strong interactions, such as those observed
in [81], will be connected to the properties of the effective internal energy operator. In
particular, it is clear from Theorem 3.6.2 that any improved scaling of the QFI at low
temperatures must be determined by the relative scaling of C˜S, and exploring this further
remains a promising direction of research. Advancements in nanotechnology now enable
temperature sensing over microscopic spatial resolutions [130, 131], and understanding
how to exploit interactions between a probe and its surroundings will be crucial to the
development of these nanoscale thermometers.
The presented approach opens up opportunities for exploring the intermediate regime
between the limiting cases [132, 133] of standard thermodynamics with negligible inter-
actions and those where correlations play a prominent role [45, 134, 135]. The results
establish a new connection between abstract measures of quantum information theory,
such as the quantum Fisher information and skew information, and a material’s effec-
tive thermodynamic properties. This provides a starting point for future investigations
into nanoscale thermodynamics, extending into the regime where the weak coupling
assumption is not justified.
In the final section of this chapter, I investigated the impact of coupling strength on
the magnitude of the signal-to-noise ratio of a local temperature estimate. While the
thermodynamic uncertainty relation offers a novel connection between thermodynamics
and quantum skew information, the bound is generally very difficult to calculate. To
circumvent this I derived an analytic formula for the signal-to-noise ratio up to second-
order in coupling strength, as shown in Theorem 3.7.2. Remarkably, in this regime
all quantities can be computed using only knowledge of the sample’s spectral density.
Furthermore, this result provides analytic expressions for the symmetric logarithmic
derivatives, and hence can be used to compute the optimal projective measurement that
saturates the bound. This result was then applied to the spin-boson model, with the
spin playing the role of the quantum thermometer. It was shown in Figure 3.5 that the
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presence of interaction up to third order in coupling is detrimental to the thermometer’s
accuracy. We conjecture that this behaviour is universal for bosonic reservoirs, and a
rigorous proof of this is left for future work. The findings provide tighter constraints on
quantum thermometry for when the weak-coupling assumption breaks down. From other
investigations on the effect of strong coupling, such as in [81, 136], it has been shown that
coupling can provide an enhancement at low temperatures in the Caldeira-Leggett model.
However, in [136] this improvement was found to occur at significantly higher coupling
strengths of fourth order. The most pressing question left unanswered is whether or not
this behaviour is universal, and solving this will require new techniques for representing
strongly-coupled systems around absolute zero. Secondly, understanding the connection
between the improved scaling of the quantum Fisher information and entanglement is
another fundamental avenue to explore.
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Quantum work fluctuations in slow processes
An important result in classical stochastic thermodynamics is the fluctuation-dissipation
relation (FDR), which states that the dissipated work done along a quasi-static process
is proportional to the resulting work fluctuations. To see this, consider a classical system
driven in time according to a slow variation in its Hamiltonian, such that it stays close to
thermal equilibrium with respect to an external bath at inverse temperature β throughout
the process. According to the second law of thermodynamics, the dissipated work along
any such process, given by Wdiss = 〈w〉 −∆F , is always positive. Here 〈w〉 is the average
work done on the system while ∆F is the corresponding change in equilibrium free energy.
As we saw in Chapter 2, outside of the thermodynamic limit the work will fluctuate with
variance σ2w = 〈w2〉 − 〈w〉2, and linear response theory tells us that these fluctuations are
responsible for the excess dissipation [18, 54, 137, 138]:
Wdiss =
1
2
βσ2w ≥ 0.(4.1)
This work fluctuation-dissipation relation (FDR) is a consequence of the fact that the
corresponding work distribution p(w) becomes Gaussian in the quasi-static limit, which
has been rigorously proven in [55]. One important consequence of (4.1) is that any optimal
slow process that minimises dissipation will subsequently minimise the fluctuations. Such
an optimisation can be obtained using techniques from differential geometry [139]. In this
situation one can equip the thermodynamic state space with a unique Riemannian metric
[140, 141], and optimal protocols can be found by calculating the associated geodesics
through this space [19, 142]. Interestingly, the metric over the set of thermal states is
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identical to the classical Fisher information (3.60) with respect to time [19].
In the quantum regime, work is typically defined via the two-projective-measurement
(TPM) scheme [16, 143]. For a system in contact with a thermal bath, the work statistics
are obtained from measurements of the total energy changes as the system is driven away
from equilibrium. In this framework, the standard fluctuation relations are satisfied and
one recovers the usual laws of thermodynamics at the stochastic level despite the presence
of quantum coherence generated along a typical non-equilibrium process [6, 17]. Naively,
much like the classical case one might expect a Gaussian work distribution for sufficiently
slow driving, where the system stays close to an instantaneous thermal state throughout
the protocol. In this chapter I will show that this is no longer true in the quantum regime.
Moreover, a general protocol necessarily leads to a non-Gaussian work distribution due
to the non-commutativity between the system’s Hamiltonian and its associated power
operator. To show this I will consider the work fluctuations in a slowly-driven open
quantum system and derive a modified work FDR. It will be seen that this result differs
from (4.1) through an additional contribution that is related to the Wigner-Yanase-Dyson
skew information (3.15), which quantifies the amount of non-classical power fluctuations
generated along the process. More specifically, this modified work FDR will imply that
quantum work fluctuations actually exceed the amount of dissipation. Crucially, the
quantum corrections to the FDR and non-Gaussian shape of the work distribution can
be witnessed experimentally via the TPM work statistics [144–146]. Thus these results
provide a direct means of detecting non-classicality in quantum non-equilibrium processes.
Finally, I prove that these fluctuations are related to a Riemannian metric over
the space of thermal states. While it has been shown that the dissipated work is also
related to a metric over the thermal states [147], we will see that there exists an in-
equivalence between these two geometric quantities that only vanishes in the classical
commutative regime. This surprising result suggests that the standard geometric structure
of thermodynamics changes when moving to the quantum regime. These in-equivalent
metrics over the manifold fundamentally rule out optimal protocols that simultaneously
minimise both Wdiss and σw. However, the framework derived in this chapter can be used
to find optimal trade-offs between dissipation and fluctuations through computations of
the different geodesics through the thermodynamic state space. This chapter is based on
an unpublished manuscript “Work fluctuations in slow processes: quantum signatures
and optimal control” that has been done in collaboration with Matteo Scandi, Janet
Anders and Marti Perarnau-Llobet.
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4.1 Thermodynamic geometry in classical systems
As was shown in Chapter 2, a classical open system driven away from equilibrium satisfies
the Jarzynski fluctuation relation, which relates the stochastic work done along the
non-equilibrium process to the change in equilibrium free energy. As first observed by
Jarzynski in [18], this equality implies a form of work fluctuation-dissipation relation
if the work distribution is Gaussian. More specifically, if p(w) ∝ exp((w − 〈w〉)2/2σ2w),
then we get the following implication:〈
e−βw
〉
= e−β∆F =⇒ Wdiss = 1
2
βσ2w.(4.2)
This follows from the fact that a Gaussian distribution has vanishing cumulants beyond
the average and variance. The relation takes the same form as the many fluctuation-
dissipation relations encountered in physics. Namely, it implies that any additional
work dissipated in to the environment due to deviations from equilibrium results in a
proportional stochastic fluctuation of the same quantity, and vice-versa.
As was first suggested in [18], one should expect a Gaussian work distribution to
emerge when the system Hamiltonian is driven very slowly. This assumption can be
loosely justified by appealing to the central limit theorem [54]. In order to rigorously
prove this assumption, Seifert and Speck explored the asymptotic behaviour of the work
distribution in the long time limit [55]. They begin by considering a general open classical
system connected to a thermal environment at temperature kBT = 1/β, where the system
Hamiltonian Hλ(x) is driven in time according to some protocol λt. Here we label the
system coordinates by the vector x = (x0, x1, ....). The system is assumed to obey a
generic time-dependent Fokker-Planck equation of the form
∂tρt = Lλ[ρt] =
[
∂
∂xi
µij
(
∂Hλ
∂xj
+
1
β
∂
∂xj
)]
ρt,(4.3)
where µij are the mobility coefficients. In addition it is also assumed that the stationary
solution to (4.3) for any fixed value of control parameter λ is a corresponding Gibbs
state:
Lλ[piλ] = 0 =⇒ piλ := e
−βHλ
Zλ
.(4.4)
In other words, as the system evolves in time the reservoir tends to bring it back to an
instantaneous equilibrium state. Clearly if the process is slow enough the system will
remain in equilibrium and form a perfectly quasi-static process with no dissipation or
fluctuations. However, for finite time there will be small deviations from equilibrium.
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The fluctuating work up to time τ is then given by a integral over a particular phase
space trajectory:
w[x(τ), τ ] :=
∫ τ
0
dt′ λ˙
∂Hλ
∂λ
(x(t′)),(4.5)
If one considers the stochastic pair of variables {x,w} and their joint probability p(x,w),
this distribution also satisfies a Fokker-Planck equation of the form
∂tpt :=
[
Lλ − λ˙∂Hλ
∂λ
∂
∂w
]
pt,(4.6)
with initial condition p0 = piλ(0)δ(w). At any given time the work distribution can then
be obtained by simply integrating the solution to (4.6) over x:
p(w) :=
∫
dx p(x,w).(4.7)
By introducing a projection-operator technique, the authors in [55] then expand the
general solution to (4.6) in powers of the total duration of the protocol τ . Remarkably,
one indeed finds that the solution to (4.6), after integrating over x leads to a Gaussian
work distribution up to first order in 1/τ , ie.
p(w) =
1√
2piσ2w
e(w−〈w〉)
2/2σw +O(1/τ 2).(4.8)
Returning to (4.2), this rigorously proves the work fluctuation-dissipation relation for
slow processes. Note that while we have assumed that the stationary solution to the
open system dynamics is Gibbsian, the result may be extended to describe arbitrary
non-equilibrium steady-states [148]. In this case the fluctuation-dissipation relation relates
the stochastic entropy production to its variance.
The work FDR (4.1) is a fundamental result as it demonstrates that an efficient
protocol with minimal dissipation will also be the most reliable, namely with minimal
work fluctuations. This is crucial for designing optimal molecular machines that operate
in finite time. Thus in classical stochastic thermodynamics optimal slow protocols can be
found by simply looking for the most efficient process at a given duration τ . The solution
to such an optimisation problem will then be guaranteed to have minimal unwanted
fluctuations. It should be noted that when constructing faster processes, say beyond first
order in 1/τ , one will naturally have to compromise between minimising either dissipation
or fluctuations. A typical example of this trade-off can be found in [149]. In addition,
faster processes will deviate further from the efficiency allowed by the second law, and so
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throughout this chapter I will only focus on slow processes up to order 1/τ , since these
processes are fundamentally the most efficient allowed in finite time.
The problem of finding an optimally efficient process can be solved through the use
of differential geometry [139]. It was first recognised in the 1980’s that macroscopic
thermodynamics shares a close connection with Riemannian geometry. In particular,
one may relate the thermodynamic free energy functional to a metric over the manifold
of equilibrium states, parameterised by pressure, volume and other external controls
attributed to the system [140, 141]. Through knowledge of the metric one can then apply
techniques from differential geometry to compute geodesics through this equilibrium
manifold. These geodesics, which represent the shortest curves joining an initial and
final equilibrium configuration, provide an explicit description of the optimal process
with minimal entropy production or dissipated work. While the original results on
thermodynamic geometry were based on macroscopic thermodynamics and the assumption
of endoreversibility, this framework has also been generalised to describe small scale
systems governed by stochastic thermodynamics [19, 142]. Let ~λt = (λ1(t), λ2(t), ...)
represent the external control parameters of the system Hamiltonian. Remarkably, Crooks
has shown that the average dissipated work done along a slow process admits the following
geometric expression:
Wdiss =
∫ τ
0
dt
[
d~λ
dt
]T
.g(~λ).
[
d~λ
dt
]
,(4.9)
where we have neglected terms of order O(1/τ 2). Here g(λt) is a positive, symmetric
metric tensor exactly given by the Fisher-Rao information matrix:
gij(~λ) :=
〈
∂ lnpiλ
∂λi
.
∂ lnpiλ
∂λj
〉
,(4.10)
where the average is taken with respect to the equilibrium state piλ. In classical information
geometry, the Fisher-Rao metric represents the unique contractive metric over the space of
probability distributions [139]. Here we see that when considering the subset of thermal
states, namely the equilibrium manifold, the Fisher-Rao metric controls how much
dissipation is produced when moving between different states in the manifold. We remark
here that the reservoir is assumed to be perfectly thermalising, though the result can be
extended to more general open systems [142].
By the geometric structure of (4.9) we see that the dissipated work is essentially an
action functional of the metric g(λ). In addition to the action one can construct a length
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over the equilibrium manifold, given by
`(~λ0, ~λτ ) :=
∫ τ
0
dt
√[
d~λ
dt
]T
.g(~λ).
[
d~λ
dt
]
,(4.11)
This quantity is often referred to as the thermodynamic length [19], since the associated
geodesic `∗(~λ0, ~λτ ) = inf `(~λ0, ~λτ ) given by the infinimum over all curves with the same
boundary points, is a positive, symmetric quantity satisfying the triangle inequality:
`∗(~λa, ~λb) ≤ `∗(~λa, ~λc) + `∗(~λc, ~λb)(4.12)
and hence forms a proper notion of distance over the equilibrium manifold. Notably it
does not depend on the duration of the protocol τ . If follows from the Cauchy-Schwarz
inequality that the dissipated work and thermodynamic length are related according to
Wdiss ≥ `2/τ.(4.13)
Finally, in order to find the optimal protocol we apply the Euler-Lagrange equations to
the action functional (4.9). For a single parameter, say λt, this amounts to solving the
equation
dC
dλ
=
d
dt
[
∂f
∂λ˙
]
,(4.14)
where the cost function is the metric expression C(λ, λ˙) = λ˙2g(λ). The solution turns out
to be given by [142]
λ˙optt :=
(λτ − λ0)g−1/2(λt)∫ τ
0
dt g−1/2(λt)
.(4.15)
This result implies that the optimal process with minimal dissipation with a velocity that
is inversely proportional to the square root of the Fisher-Rao metric. The optimisation
problem can be extended straightforwardly to the multi-parameter case. The curve λ˙optt
also defines the geodesic through the equilibrium manifold, since the curve of minimal
action is also the shortest. As a result, the optimal solution saturates the geometric lower
bound (4.13).
To summarise this section, we have provided an overview of the geometric approach to
classical thermodynamics. The above procedure can be used to design optimally efficient
stochastic processes with minimal dissipation, as long as the process is slow enough.
It follows from the work fluctuation-dissipation relation (4.1) that the optimal curve
λ˙optt will also minimise the fluctuations in work. Throughout the rest of this chapter
we will investigate the extension of both the work FDR and the connection between
thermodynamics and geometry for quantum systems. It will be shown that a variety of
new phenomena emerge, contrasting with the results found in this section.
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4.2 The quantum definition of work
As we saw in Chapter 2, the fluctuating work done on an evolving classical system is
given by the integrated rate of energy change over a given trajectory in phase space.
However, in the quantum regime such trajectories no longer exist due to the non-
commutativity between position and momentum. Alternatively, work can be defined
through measurements of the system’s energy. For closed quantum systems undergoing
unitary dynamics the fluctuating work can be identified within the Two-Projective
Measurement approach (TPM) [16, 143]. Here the energy of the system is measured at
the beginning and end of the system’s evolution and the work, w, is taken to be the
difference between these two energy measurements. The two-point definition of work has
been used to derive quantum fluctuation theorems [17, 150–152], which have been tested
experimentally [146, 153]. The TPM scheme has also been generalised to open quantum
systems [36, 154]. The choice of the TPM work definition has been supported by showing
its direct correspondence with the classical definition of work in the semi-classical limit
[155].
In order to understand how to construct the definition of quantum work, we consider
a composite system and reservoir S ∪ R evolving unitarily. Assume that the total
Hamiltonian of S is driven locally with respect to S, with
HˆS∪R(t) := HˆS(t) + HˆR + γVˆS∪R,(4.16)
The process takes place across some time interval t ∈ [0, τ ], and the initial state of S ∪R
is assumed to be in a global canonical equilibrium state. Due to the change in the total
Hamiltonian, work is done on the system and it is driven away from equilibrium. The
resulting unitary for driving of the Hamiltonian is given by
Uˆ(0, τ) :=
←−T exp
[
− i
~
∫ τ
0
dt HˆS∪R(t)
]
.(4.17)
Furthermore let us denote the instantaneous spectral decomposition of the total Hamil-
tonian by
HˆS∪R(t) =
∑
n
m(t) |m(t)〉 〈m(t)| .(4.18)
For a single run of the process, the work done on the system is a fluctuating variable
and is given by the change in total energy after projecting onto the energy basis of the
joint system and reservoir at times t = 0 and t = τ [16]. The resulting work probability
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distribution is thus given by the following:
p(w) :=
∑
n,m
δ[w − m(τ) + n(0)]p[m(τ)|n(0)]p[n(0)],(4.19)
where
p[n(0)] := 〈n(0)| pˆiS∪R(0) |n(0)〉 ,
p[m(τ)|n(0)] :=
∣∣ 〈m(τ)| Uˆ0,τ |m(0)〉 ∣∣2.(4.20)
are the resulting conditional probabilities obtained via the Born rule. The statistics
of work can be conveniently described using the moment-generating function, which
is defined as the Fourier transform of the work distribution; G(u) =
∫
du p(w)eiuw.
From (4.19) one finds
G(u) := tr
[
eiuHˆ
H
S∪R(τ)e−iuHˆS∪R(0)pˆiS∪R(0)
]
,(4.21)
where we denote the Hamiltonian HˆHS∪R(t) = U
†(t, 0)HˆS∪R(t)U(t, 0) in the Heisenberg
picture. The work moments can then be obtained via the equation
〈wk〉 = (−i)k d
k
duk
G(u)
∣∣∣∣
u=0
.(4.22)
It can be shown that G(u) is an analytic function on the strip S := {u | 0 ≤ Im(u) ≤
β,−∞ < Re(u) < ∞} [150], and by setting u = iβ in (4.21) one obtains the quantum
version of the Jarzynski equality:
∆FS = − 1
β
ln
〈
e−βw
〉
,(4.23)
with ∆FS the change in equilibrium free energy between t = 0 and t = τ . It follows from
Jensen’s inequality that the dissipated work is positive:
Wdiss = 〈w〉 −∆F ≥ 0,(4.24)
which is the quantum version of the second law of thermodynamics.
An important observable that will be the focus of this chapter is the power operator
[156], which is defined as the rate of change in energy:
PˆS(t) :=
∂
∂t
HˆS(t).(4.25)
Importantly, this operator does not necessarily commute with the system Hamiltonian,
unlike in classical thermodynamics. It will be convenient to express the work moments
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in terms of this power operator. To do this we now introduce the following nested
commutator:
C0[Aˆ, Bˆ] := Bˆ; Cj+1[Aˆ, Bˆ] := [Aˆ, Cj[Aˆ, Bˆ]],(4.26)
and denote CHj [Aˆ, Bˆ] = Uˆ †(t, 0)Cj[Aˆ, Bˆ]Uˆ(t, 0) as the same operator in the Heisenberg
picture, along with PˆHS (t) = Uˆ
†(t, 0)PˆS(t)Uˆ(t, 0) as the power operator in the Heisenberg
picture. It is shown in [154] that the moment generating function for the the work
distribution has the following series expansion:
G(u) = tr
[−→T exp(∫ τ
0
dt
∞∑
j=1
(−1)j+1 (iu)
j
j!2j
CHj [HˆS∪R(t), PˆS(t)]
)
×←−T exp
(∫ τ
0
dt
∞∑
j=1
(iu)j
j!2j
CHj [HˆS∪R(t), PˆS(t)]
)
pˆiS∪R(0)
]
,(4.27)
with
−→T (←−T ) the (anti)-time ordering operator. It is then straightforward to show that
the first two moments of (4.27) are given as follows:
〈w〉 =
∫ τ
0
dt trS[PˆS(t)ρS(t)
]
,(4.28)
〈w2〉 =
∫ τ
0
dt
∫ τ
0
dt′ Re
(
tr[PˆHS (t
′)PˆHS (t)pˆiS∪R(0)
])
.(4.29)
We note here that while the average work depends only on the reduced system state
ρS(t) = trR[ρˆS∪R(t)], the second moment generally depends on the evolution through the
full Hilbert space due to correlations between system and reservoir.
These pair of equations provide a useful link between the work done and the integrated
power over time. However, in general one will not have access to the full unitary dynamics
of S ∪R. It is most often the case that only the system dynamics are known via some
Markovian master equation. Here we will assume that the equation of motion for the
reduced state of S is of Lindblad form [123]:
∂
∂t
ρˆS(t) := Lt[ρˆS(t)],(4.30)
with
Lt[(.)] := θt(.) +Dt(.)(4.31)
Here we divide the Lindbladian into a unitary and dissipative part respectively.
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An important assumption leading to the validity of (4.30) is the so-called Born-Markov
approximation [157], which assumes that the interaction term VˆS∪R is sufficiently weak
so that the total evolution of S ∪R is essentially uncorrelated:
ρˆS∪R(t) ' ρˆS(t)⊗ pˆiR,(4.32)
with pˆiR a fixed equilibrium state of R. With this additional assumption, it is possible to
express the second work moment (4.29) in terms of the system degrees of freedom. This
is summarised in the following lemma:
Lemma 4.2.1. Suppose the system evolves according to the Lindblad equation (4.30)
and satisfies the Born-Markov assumption (4.32). Then the second work moment is given
by
〈w2〉 =
∫ τ
0
dt
∫ τ
0
dt′ Re
(
trS
[
PˆS(t
′)
←−
P (t′, t)[PˆS(t)ρˆS(t)]
])
,(4.33)
where
←−
P (t1, t2) =
←−T exp
(∫ t1
t2
dν Lν
)
,(4.34)
is the propagator for the Liouvillian in (4.30).
Proof. Let us now consider two hermitian operators AˆS, BˆS ∈ S acting on the system.
In the Heisenberg picture these operators are expressed as XˆHS (t) = Uˆ
†(t, 0)XˆSUˆ(t, 0)
with X = A,B. We also write the evolved density operator for the composite state
by ρˆS∪R(t) = Uˆ(t, 0)ρˆS∪R(0)Uˆ
†(t, 0) with initial condition ρˆS∪R(t) = pˆiS∪R(0). We are
concerned with evaluating the two-time correlation function 〈AˆHS (t′)BˆHS (t)〉 with t′ ≥ t,
which can be expressed as follows:
〈AˆHS (t′)BˆHS (t)〉 = tr[AˆHS (t′)BˆHS (t)ρˆS∪R(0)],
= tr[Uˆ †(t′, 0)AˆSUˆ(t′, 0)Uˆ †(t, 0)BˆSUˆ(t, 0)ρˆS∪R(0)],
= tr[AˆSUˆ(t
′, t)BˆS ρˆS∪R(t)Uˆ †(t′, t)],
= trS
[
AˆS trR[Uˆ(t
′, t)BˆS ρˆS∪R(t)Uˆ †(t′, t)
]]
,(4.35)
where in the final line we used the fact that BˆS = BˆS ⊗ IˆR. Setting t˜ = t′ − t ≥ 0, a
simple change in variables gives
〈AˆHS (t+ t˜)BˆHS (t)〉 = trS
[
AˆS χˆS(t˜)
]
,(4.36)
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where
χˆS∪R(t˜) = Uˆ(t+ t˜, t)BˆS ρˆS∪R(t)Uˆ
†(t+ t˜, t),
χˆS(t˜) = trR[χˆS∪R(t˜)].(4.37)
Now observe that χˆS∪R(t˜) is the solution to the following equation of motion:
d
dt˜
χˆS∪R(t˜) := − i~ [HˆS∪R(t˜), χˆS∪R(t˜)],(4.38)
with initial condition χˆS∪R(0) = BˆS ρˆS∪R(0). We now use the Born approximation (4.32),
which implies that initial condition to (4.38) factorises according to χˆS∪R(0) = BˆS ρˆS(t)⊗
pˆiR. Given that the initial operator χˆS∪R(0) here factorises and obeys the same global
equation of motion given by (4.38) with respect to t˜ as the state ρˆS∪R(t), we obtain the
following solution after tracing out the bath degrees of freedom:
χˆS(t˜) =
←−
P (t+ t˜, t)[BˆS ρˆS(t)],(4.39)
Combining this with (4.36) we have
〈AˆHS (t+ t˜)BˆHS (t)〉 = trS
[
AˆS
←−
P (t+ t˜, t)[BˆS ρˆS(t)]
]
.(4.40)
We now identify t+ t˜ = t′ inside the integral in (4.29), which is valid considering that
the integrand is symmetric with respect to interchanging t → t′. Furthermore we set
AˆS = PˆS(t
′) and BˆS = PˆS(t). Combining this all together gives us the expression for 〈w2〉
in terms of the system degrees of freedom. 
Lemma 4.2.1 demonstrates that the work fluctuations can be computed from the reduced
system dynamics alone, in contrast to the higher order work moments that depend on the
reservoir degrees of freedom. This fact will be important when considering the behaviour
of these fluctuations in the slow-driving limit.
4.3 The quantum work fluctuation-dissipation
relation
Now that we have expressions for the average work and fluctuations, it remains to be
answered whether or not the FDR (4.1) holds in the quantum regime. Similarly to
the classical construction, we will now assume that the stationary state of the system
evolution (4.30) is a local Gibbs state. To simplify notation we will write HˆS(t) = Hˆt,
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(∂/∂t)HˆS(t) = Pˆt, ρˆS(t) = ρˆt and pˆiS(t) = pˆit. To ensure that the thermal state is a
stationary solution of (4.30), it is assumed that the Lindbladian Lt has only negative
real eigenvalues along with a unique zero-eigenvalue. In this case the resulting evolution
map is said to be mixing [123]. For this mixing map the reservoir tends to keep the
system close to an instantaneous thermal state, such that for any normalised state ρˆ,
lim
ν→∞
eνLt [ρˆ] = pˆit, ∀t.(4.41)
To further characterise the open system dynamics and ensure that the Lindbladian has
an instantaneous thermal fixed point, we next specify the structure of the dissipator
in (4.30). For weakly-coupled open systems, such as the ubiquitous Davies maps used
throughout quantum thermodynamics [123], the vast majority of open quantum systems
take the following form [158, 159]:
θt(.) := −i[Ht, (.)],(4.42)
Dt(.) :=
∑
ωt
∑
α,α′
γαα′(ωt)
(
Aˆα′(ωt)(.)Aˆ
†
α(ωt)−
1
2
{Aˆ†α(ωt)Aˆα′(ωt), (.)}
)
,(4.43)
where Aˆα(ωt) denote the set of eigenoperators with ωt the modes of the system Hamilto-
nian. They satisfy the following symmetry property:
Aˆ†α(ωt) = Aˆα(−ωt).(4.44)
The term γαα′(ωt) is a positive semi-definite matrix given by the Fourier transform of
the bath correlation function, and satisfies the so-called KMS condition:
γαα′(−ωt) = γα′αe−βωt(ωt).(4.45)
An important property of these Lindbladians is the condition of detailed balance, which
constrains the form of the eigenoperators [158]:
pˆit Aˆα(ωt) = e
βωtAˆα(ωt)pˆit,
pˆit Aˆ
†
α(ωt) = e
−βωtAˆ†α(ωt)pˆit.(4.46)
In addition, the unitary and dissipative parts commute:
[θt(.),Dt(.)] = [θt(.),D
†
t (.)] = 0.(4.47)
Physically, detailed balance implies that the probability of a forward transition from
equilibrium is equal to the time-reversed transition.
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It is assumed that the changes in Hˆt are much slower than the thermalisation timescale
of the dissipative evolution. If one expands the state of S in terms of the inverse time-scale
of the protocol, then the system is approximately given by its instantaneous thermal
state plus a correction term of order 1/τ . To see this, we will need to define the Drazin
inverse of the Lindbladian, L +t [160]. This operator can be thought of as a generalised
inverse of Lt which satisfies the following conditions:
(i) LtL
+
t [Aˆ] = L
+
t Lt[Aˆ] = Aˆ− pˆittr[Aˆ],
(ii) L +t [pˆit] = 0,
(iii) tr[L +t [Aˆ]] = 0.
Now we apply this superoperator to both sides of the Lindblad equation (4.30), and a
straightforward rearrangement leads to the following expression [161]:
ρˆt =
[
I−L +t
d
dt
]−1
pˆit,(4.48)
Using the geometric series (1 − x)−1 = 1 + x + x2 + ... and Lemma 3.4.1, we get the
following perturbation expansion for the system state, to first order in 1/τ :
ρˆt = pˆit +L
+
t Jpˆit(Pˆt) +O(1/τ 2)(4.49)
where we have defined the linear operator
J%ˆ(Aˆ) :=
∫ 1
0
da %ˆa∆%ˆAˆ%ˆ
1−a,(4.50)
with ∆%ˆAˆ = Aˆ − tr[Aˆ%ˆ]. Note that throughout this work we consider fixed boundary
conditions on the system Hamiltonian. In this sense the factor 1/τ represents the relative
speed of the protocol, and small values indicate slow driving. Now that we have a first
order correction term analytically, this can be used to derive an expression for the
dissipated work (4.28) up to first order in 1/τ [147]:
Wdiss = −β
∫ τ
0
dt tr[PˆtL
+
t Jpˆit(Pˆt)] +O(1/τ 2),(4.51)
For practical purposes, we need a way of computing the Drazin inverse. A useful repre-
sentation of the Drazin inverse is provided by the following lemma:
Lemma 4.3.1. Let L +t satisfy conditions (i)-(iii). Then the Drazin inverse admits the
following unique integral representation:
L +t [Aˆ] :=
∫ ∞
0
dν eνLt
(
pˆittr[Aˆ]− Aˆ
)
.(4.52)
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Proof. We introduce the following trial solution
Λ+t [Aˆ] :=
∫ ∞
0
dν eνLt
(
pˆittr[Aˆ]− Aˆ
)
.(4.53)
We first check (ii), which gives
Λ+t [pˆit] =
∫ ∞
0
dν eνLt
(
pˆittr[pˆit]− pˆit
)
= 0,(4.54)
which follows from the normalisation of pˆit. For (iii) we find
tr[Λ+t [Aˆ]] =
∫ ∞
0
dν tr[eνLt
(
pˆittr[Aˆ]− Aˆ
)
],
=
∫ ∞
0
dν
(
tr[pˆit]tr[Aˆ]− tr[Aˆ]
)
= 0,(4.55)
where we used the fact that the propagator eνLt is trace-preserving. Regarding (i), we
first find the following:
LtΛ
+
t [Aˆ] =
∫ ∞
0
dν
d
dν
eνLt
(
pˆittr[Aˆ]− Aˆ
)
,
=
∫ ν=∞
ν=0
d
(
eνLt
)(
pˆittr[Aˆ]− Aˆ
)
,
= Aˆ− pˆittr[Aˆ] + lim
ν→∞
eνLt
(
pˆittr[Aˆ]− Aˆ
)
,
= Aˆ− lim
ν→∞
eνLtAˆ,
= Aˆ− pˆittr[Aˆ],(4.56)
where we used the fact that
lim
ν→∞
eνLt [Bˆ] = pˆit, ∀t(4.57)
for any normalised operator Bˆ. Finally, it also follows that
Λ+t Lt[Aˆ] =
∫ ∞
0
dν eνLt
(
pˆittr[Lt[Aˆ]]−Lt[Aˆ]
)
,
= −
∫ ∞
0
dν eνLtLt[Aˆ],
= −
∫ ν=∞
ν=0
d
(
eνLt
)
Aˆ,
= Aˆ− lim
ν→∞
eνLtAˆ,
= Aˆ− pˆittr[Aˆ].(4.58)
We thus conclude that Λ+t = L
+
t . 
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The equation (4.51) demonstrates that in the quasi-static regime, the dissipated work
is related to a particular form of quantum covariance in power, with an additional
dependence on the Drazin inverse of the system dynamics. As expected, in the infinitely
slow limit where the system remains in an instantaneous thermal state, the dissipated
work vanishes
lim
τ→∞
Wdiss = 0,(4.59)
which provides the condition under which the second law can be saturated.
In order to check the validity of the fluctuation-dissipation relation (4.1), we next
consider the work fluctuations for slow driving, with the duration τ large but finite.
To evaluate the work fluctuations one can combine Lemma 4.2.1 with the perturbative
expansion (4.49), resulting in the following lemma:
Lemma 4.3.2. Let ρˆt satisfy the Lindblad equation (4.30) with the stationarity condi-
tion (4.41). Then the work fluctuations up to first order in 1/τ are given by
σ2w = −2
∫ τ
0
dt tr[PˆtL
+
t Spˆit(Pˆt)] +O(1/τ 2),(4.60)
where we have defined the linear operator
S%ˆ(Aˆ) :=
1
2
{%ˆ,∆%ˆAˆ}.(4.61)
Proof. Firstly, the squared average work (4.28) can be written as follows:
〈w〉2 =
∫ τ
0
dt
∫ τ
0
dt′ tr[Pˆt′ ρˆt′ ]tr[Pˆt ρˆt],
=
∫ τ
0
dt
∫ τ
0
dt′ Re
(
tr[Pˆt′
←−
P (t′, t)[ρˆt]] tr[Pˆtρˆt]
)
,(4.62)
Combining Lemma 4.2.1 and (4.62) yields
σ2w = 〈w2〉 − 〈w〉2,
=
∫ τ
0
dt
∫ τ
0
dt′ Re
(
tr[Pˆt′
←−
P (t′, t)[∆ρˆtPˆt ρˆt]]
)
,
=
1
2
∫ τ
0
dt
∫ τ
0
dt′ tr[Pˆt′
←−
P (t′, t)[{∆ρˆtPˆt, ρˆt]}],
=
∫ τ
0
dt
∫ τ
0
dt′ tr[Pˆt′
←−P (t′, t) Sρˆt(Pˆt)],(4.63)
Recalling the definition of
←−P (t′, t) =←−T exp( ∫ t′
t
dνLν
)
, we see that the integrand in (4.63)
will decay to zero exponentially fast in |t′ − t| ∼ τ due to Sρˆt(Pˆt) being traceless. This
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means we can replace at first order in 1/τ the time-dependent Liouvillian with the initial
one:
σ2w '
∫ τ
0
dt
∫ τ
0
dt′ tr[Pˆt′e(t
′−t)Lt Sρˆt(Pˆt)],
= 2
∫ τ
0
dt′
∫ t′
0
ds tr[Pˆt′ e
sLt′−s Sρˆt′−s(Pˆt′−s)],(4.64)
where in the second line we made the substitution s = t′−t. Since s will be typically much
bigger than the thermalisation timescales, we can replace t′ − s with t′ in all expressions
and send the limit of the integration to infinity, since the correction for finite s will be
exponentially suppressed. Then we get the following:
σ2w ' 2
∫ τ
0
dt′
∫ ∞
0
ds tr[Pˆt′ e
sLt′ Sρˆt′ (Pˆt′)],
= −2
∫ τ
0
dt tr[PˆtL
+
t Sρˆt(Pˆt)],(4.65)
where in the last step we used Lemma 4.3.1 for the Drazin inverse. Finally, at first order
in 1/τ , we can substitute ρˆt ' pˆit using (4.49). 
Lemma 4.3.2 now implies that the fluctuations also decay to zero in the infinite time
limit, so that
lim
τ→∞
σw = 0.(4.66)
This conclusively proves that the quasi-static work distribution approaches a delta
function, namely
lim
τ→∞
p(w) ∝ δ(w −∆F ),(4.67)
which is the expected behaviour from classical stocahstic thermodynamics. However, in
the first order regime with τ 2  1, we will observe significant deviations from classical
thermodynamics. To see this I will present the quantum generalisation of the work
FDR (4.1). The crucial observation to make is the fact that in general, Hˆt will not
commute with Pˆt, implying
[Hˆt, Pˆt] 6= 0⇔ Spˆit(Pˆt) 6= Jpˆit(Pˆt).(4.68)
This fact leads us to the quantum work fluctuation-dissipation relation:
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Theorem 4.3.1. Consider a slowly-driven quantum system obeying the Lindblad master
equation (4.30) with thermal fixed point (4.41). Neglecting terms of order 1/τ 2, with τ the
total duration of the protocol, the dissipated work and fluctuations are related according to
Wdiss =
1
2
βσ2w − β
∫ τ
0
dt Qt(pˆit, Pˆt),(4.69)
where
Qt(%ˆ, Aˆ) :=
∫ 1
0
da tr
[
AˆL +t
(
J%ˆ(Aˆ)− S%ˆ(Aˆ)
)]
,(4.70)
is referred to as the dynamical skew information.
Proof. One simply combines Lemma 4.3.2 with the definitions of the linear operators
S%ˆ(Aˆ) and J%ˆ(Aˆ). By using the cyclicity of the trace, straightforward algebra completes
the derivation. 
As the main finding of this chapter, we conclude that in the quantum regime, the
work fluctuations are no longer proportional to the dissipation, in contrast to classical
thermodynamics. This is due to the non-commutativity between power and energy,
resulting in an additional quantum correction term Qt(pˆit, Pˆt) appearing in the FDR.
Remarkably, this quantum correction is related to the average Wigner-Yanase-Dyson
skew information (3.15). To see this, let us consider an open system connected to a
perfectly thermalising bath, in which case the Lindbladian is given by
Lt[ρˆt] = Γ
−1(pˆit − ρˆt),(4.71)
with a single inverse time-scale Γ−1. It can then be shown from Lemma 4.3.1 that the
Drazin inverse becomes L +t = tr[(.)]pˆit − ΓIˆ. In this case (4.70) becomes proportional to
the average Wigner-Yanase-Dyson skew information (3.15):
Qt(pˆit, Pˆt) := −Γ
2
∫ 1
0
da tr
[
[Pˆt, pˆi
a
t ][Pˆt, pˆi
1−a
t ]
]
,(4.72)
For more general dynamics, one may show that the functional Qt(%ˆ, Aˆ) retains the same
properties as the usual skew information. This is summarised in the following theorem:
Theorem 4.3.2. Consider a system governed by the time-dependent Lindblad equa-
tion (4.42) that satisfies the properties of detailed balance. Then the dynamical skew
information is positive semi-definite; Qt(pˆit, Pˆt) ≥ 0 and is given by
Qt(pˆit, Pˆt) := τ eqt ×Q(pˆit, Pˆt),(4.73)
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with Q(pˆit, Pˆt) the usual average WYD skew information and
τ eqt :=
∫ ∞
0
dν
〈〈Pˆt(ν), Pˆt(0)〉〉
〈〈Pˆt(0), Pˆt(0)〉〉
,(4.74)
is the quantum integral relaxation time. We denote 〈〈Aˆt, Bˆt〉〉 = tr[Bˆ†t (Spˆit − Jpˆit)(Aˆt)]
as the quantum correlation function and Aˆt(ν) = e
νL †t (Aˆt) is the evolution of Aˆt in the
Heisenberg picture.
Proof. Consider the Hilbert space Md of d× d complex matrices with Hilbert-Schmidt
inner product 〈Aˆ, Bˆ〉 = tr[Bˆ†Aˆ]. Then any superoperator M(.) acting on the elements
of this Hilbert space can be expressed as a d2 × d2 matrix. The matrix describing M(.)
is positive if tr[Aˆ†M(Aˆ)] ≥ 0 for any Aˆ ∈ Md, and we define the adjoint M†(.) as the
superoperator satisfying tr[M†(Bˆ†)Aˆ] = tr[Bˆ†M(Aˆ)].
Now note that the dynamical skew information is a real-valued trace functional, thus
it is sufficient to prove positivity of the quantity
I (pˆit, Aˆ) := −Re tr[AˆL +t Mt(Aˆ)],(4.75)
where Aˆ = Aˆ† is an arbitrary hermitian operator, L +t the Drazin inverse of the Lindbla-
dian defined in (4.52) and
Mt(.) := 1
2
{pˆit, (.)} −
∫ 1
0
ds pˆist (.)pˆi
1−s
t .(4.76)
Here Mt(.) represents the difference between the arithmetic and logarithmic matrix
means, and is hence a positive superoperator due to the Kubo-Ando inequality [162].
Since pˆit commutes with Hamiltonian Hˆt one can verify the commutation relation
[Mt(.), θt(.)] = 0.(4.77)
Let us now consider the relation betweenMt(.) and the dissipator Dt(.). It is first useful
to introduce the following integral representation for the matrix power pˆis for positive pˆi
[163]:
pˆis =
∫ ∞
0
dµs(x)
(
e−xpˆi − Iˆ); s ∈ (0, 1).(4.78)
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with µs(x) a positive measure on (0,∞) that we leave unspecified for convenience. Using
detailed balance (4.46) we get the following:
pˆist Aˆα(ωt) =
∫ ∞
0
dµs(x)
(
e−xpˆit − Iˆ)Aˆα(ωt),
=
∫ ∞
0
dµs(x)
( ∞∑
n=0
(−x)npˆint )
n!
− Iˆ
)
Aˆα(ωt),
= Aˆα(ωt)
∫ ∞
0
dµs(x)
( ∞∑
n=0
(−x)n(eβωt pˆit)n)
n!
− Iˆ
)
,
= esβωtAˆα(ωt)pˆi
s
t .(4.79)
Similarly one finds
pˆist Aˆ
†
α(ωt) = e
−sβωtAˆ†α(ωt)pˆi
s
t .(4.80)
This then implies
Aˆα′(ωt)Mt(.)Aˆ†α(ωt) = e−βωtMtAˆα′(ωt)(.)Aˆ†α(ωt)(4.81)
Using this one obtains the following:
DtMt(.) =
∑
ωt
∑
α,α′
γαα′(ωt)
(
Aˆα′(ωt)Mt(.)Aˆ†α(ωt)−
1
2
{Aˆ†α(ωt)Aˆα′(ωt),Mt(.)}
)
,
=Mt
∑
ωt
∑
α,α′
γαα′(ωt)e
−βωtAˆα′(ωt)(.)Aˆ†α(ωt)−
1
2
Mt
∑
ωt
∑
α,β
γαα′(ωt){Aˆ†α(ωt)Aˆα′(ωt), (.)},
=Mt
∑
ωt
∑
α,α′
γα′α(−ωt)Aˆ†α′(−ωt)(.)Aˆα(−ωt)−
1
2
Mt
∑
ωt
∑
α,α′
γαα′(ωt){Aˆ†α(ωt)Aˆα′(ωt), (.)},
=Mt
∑
ωt
∑
α,α′
γαα′(ωt)Aˆ
†
α(ωt)(.)Aˆα′(ωt)−
1
2
Mt
∑
ωt
∑
α,α′
γαα′(ωt){Aˆ†α(ωt)Aˆα′(ωt), (.)},
=MtD†t (.),
where in the second line we used (4.81), in the third line we used (4.44) and (4.45), in
the fourth line swapped indices −ωt → ωt and α → α′, and in the final line used the
definition of the adjoint superoperator tr[D†t (Bˆ
†)Aˆ] = tr[Bˆ†Dt(Aˆ)] and the fact that the
second term is self-adjoint.
We next introduce a complimentary Lindbladian of form
L˜t(.) = θt(.) +D
†
t (.).(4.82)
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By using (4.77) and the commutation relation for the dissipator we have
LtMt(Aˆ) =MtL˜t(Aˆ).(4.83)
Notably the real part of the spectrum of L˜t(.) coincides with that of the original
Lindbladian Lt(.) due to the fact that θt(.) is skew hermitian. Therefore both L˜t(.) and
Lt(.) share a unique zero eigenvalue associated with their shared stationary state pˆit.
Therefore we can define a pair of Drazin inverses using Lemma 4.3.1:
L +t (Aˆ) = −
∫ ∞
0
dν eνLt(Aˆ− tr[Aˆ]pˆit),(4.84)
L˜ +t (Aˆ) = −
∫ ∞
0
dν eνL˜t(Aˆ− tr[Aˆ]pˆit).(4.85)
for any Aˆ ∈Md. These inverses act according to
LtL
+
t (Aˆ) = L
+
t Lt(Aˆ) = Aˆ− pˆittr[Aˆ],
L˜tL˜
+
t (Aˆ) = L˜
+
t L˜t(Aˆ) = Aˆ− pˆittr[Aˆ].(4.86)
For any traceless matrix {Bˆ | Bˆ ∈Md, tr[Bˆ] = 0}, we can combine (4.86) and (4.83) to
get
L +t Mt(Bˆ) =MtL˜ +t (Bˆ),(4.87)
We also define the following superoperator:
Vt(.) := −L
+
t + [L˜
+
t ]
†
2
(.).(4.88)
Using (4.87) one can also see that
VtMt(Bˆ) =MtV †t (Bˆ).(4.89)
Furthermore, since by assumption the real part of the eigenvalues of the Lindbladian
Lt are negative, the same holds true for both Drazin inverses L
+
t and L˜
+
t . As a result,
Vt(.) contains no eigenvalues with a negative real part. It is known in linear algebra that
a matrix product XY with Y ≥ 0 is positive if the eigenvalues of X have no negative
real part and XY = Y X†. Since Mt(.) is positive with respect to the Hilbert-Schmidt
scalar product, (4.89) implies that
VtMt ≥ 0.(4.90)
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Finally, we return to the trace functional (4.75). Let us introduce the projection onto
the traceless subspace PT (Aˆ) = Aˆ− tr[Aˆ]ˆI/d. Taking all results together one gets
I (pˆit, Aˆ) = −Re tr[AˆL +t Mt(Aˆ)],
= −Re tr[PT (Aˆ)L +t MtPT (Aˆ)],
= −1
2
tr[Bˆ[L +t Mt +Mt[L +t ]†](Bˆ)],
= −1
2
tr[Bˆ[L +t + [L˜
+
t ]
†]Mt(Bˆ)],
= tr[BˆVtM(Bˆ)],
≥ 0,(4.91)
where in the second line we used the fact that only traceless elements contribute to the
functional, in the third line we set PT (Aˆ) = Bˆ and M†t(.) =Mt(.), in the fourth line we
used (4.87) and in the final line we used the matrix positivity (4.90). Since the above
holds for any hermitian matrix Aˆ, we conclude that the dynamical skew information (4.70)
is positive. To arrive at the final form of the skew information we simply substitute in
the integral expression for the Drazin inverse.

Theorem 4.3.2 demonstrates that the dynamical skew information is simply given
by the usual skew information weighted by an additional relaxation time. This integral
relaxation time τ eqt simply measures the area under the curve for the dynamical quantum
correlation function 〈〈Pˆt(ν), Pˆt(0)〉〉 in and away from equilibrium. More simply, τ eqt
measures the effective timescale over which the quantum power fluctuations decay to
their equilibrium values. This should be compared with the usual form of of the integral
relaxation time found in classical systems [148]. To summarise, the quantum counterpart
to the work fluctuation-dissipation (4.1) can be expressed as
Wdiss =
1
2
βσ2w − Φw,(4.92)
with our quantum correction given by
Φw = β
∫ τ
0
dt τ eqt ×Q(pˆit, Pˆt).(4.93)
As a consequence of the positivity of Φw we conclude that in the quantum regime the
work fluctuations are actually greater than the dissipation, namely
σ2w ≥ 2kBT Wdiss.(4.94)
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These excess fluctuations are clearly of a quantum nature, and they can even be witnessed
directly from the work distribution itself. While we saw in the classical scenario a quasi-
static process will result in a Gaussian work distribution p(w) ∝ exp[(w − 〈w〉)2/2σ2w]
[54, 55], the quantum work FDR in Theorem 4.3.1 implies that this no longer holds
true for quantum systems. To prove this we can use the Jarzynski equality (4.23), which
relates the change in equilibrium free energy to the cumulants of work done on the
system:
∆F = −β−1 ln〈e−βw〉 =
∞∑
k=1
(−β)k−1
k!
κkw.(4.95)
Here κkw represent the work cumulants with κ
1
w = 〈w〉 and κ2w = σ2w. After rearranging
terms in (4.95) and combining this with (4.92), we find
∞∑
k=3
(−β)k
k!
κkW = Φw ≥ 0,(4.96)
where the inequality follows from the positivity of the dynamical skew information. Due
to the properties of the skew information, the RHS of (4.96) vanishes iff [Pˆt, Hˆt] = 0 ∀t ∈
[0, τ ]. Since a Gaussian work distribution has zero cumulants for k ≥ 3, we conclude
that p(w) is necessarily non-Gaussian whenever the process generates coherences in
power. Remarkably, (4.96) suggests that the work distribution provide a direct means of
observing quantum fluctuations in power in the quasi-static regime, since any deviation
from a Gaussian shape is equivalent to a witness of quantum coherence.
4.4 Geometry of quantum work fluctuations and
optimal paths
We have now derived an expression for work fluctuations in Lemma 4.3.2 for slow dynamics,
and this has been shown to differ from the equivalent expression for dissipation (4.51).
In analogy to classical thermodynamic geometry summarised by the formula (4.9), one
can now seek to express our results in terms of metrics over the manifold of quantum
thermal states. To do this we parameterise our system Hamiltonian in terms of a set
of conjugate forces, so that Hˆt = ~λt · ~X, with ~λt = (λ1(t), λ2(t), ...) a vector of scalar
control parameters and ~X = (Xˆ1, Xˆ2, ...) the forces, which generally will not commute.
In addition, it will be helpful to apply a simple change of variables so that ~λt → ~λtτ
and re-parameterise the Lindbladian Lλ and thermal state piλ in terms of the control
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parameters. Applying this to the dissipation (4.51), one obtains the following:
Wdiss =
1
τ
∫ 1
0
dt
[
d~λ
dt
]T
.ξ(~λ).
[
d~λ
dt
]
,(4.97)
where
ξij(~λ) := −β
2
tr[XˆiL
+
λ Jpˆiλ(Xˆj)]−
β
2
tr[XˆjL
+
λ Jpˆiλ(Xˆi)].(4.98)
If follows from the results in [147] that ξ(~λ) is a positive, symmetric metric tensor. This
follows from the fact that the rate of dissipated work is equal to the entropy production
rate up to first order in 1/τ , which is positive due to the contractivity of the quantum
relative entropy [164]. Similarly for the fluctuations one finds
σ2w =
2kBT
τ
∫ 1
0
dt
[
d~λ
dt
]T
.Λ(~λ).
[
d~λ
dt
]
,(4.99)
where
Λij(~λ) := −β
2
tr[XˆiL
+
λ Spˆiλ(Xˆj)]−
β
2
tr[XˆjL
+
λ Spˆiλ(Xˆi)].(4.100)
Using Theorem 4.3.2 we can also conclude that Λ(~λ) is a positive and symmetric metric
tensor. This reveals a non-trivial quantum extension to the notion of thermodynamic
geometry. If one considers the Riemannian manifold of quantum thermal states Mλ =
{pˆiλ}, then these results reveal that the work fluctuations and dissipation are related to
different metrics over the manifold. It is only in the classical scenario where [Xˆi, Xˆj] =
0 ∀i, j that both metrics reduce to the usual Fisher-Rao metric given in (4.9). We can
further introduce two different definitions of quantum thermodynamic length, namely
the quantities
`ξ(~λ0, ~λ1) =
∫ 1
0
dt
√[
d~λ
dt
]T
.ξ(~λ).
[
d~λ
dt
]
,(4.101)
for dissipation and
`Λ(~λ0, ~λ1) =
∫ 1
0
dt
√[
d~λ
dt
]T
.Λ(~λ).
[
d~λ
dt
]
,(4.102)
for the fluctuations. Both quantities represent distance measures between states in the
manifold Mλ with geodesics satisfying the triangle inequality. It then follows from the
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Cauchy-Schwarz inequality that the dissipation and fluctuations are bounded geometri-
cally by these lengths according to
Wdiss ≥
`2ξ
τ
, σ2w ≥
2kBT`
2
Λ
τ
.(4.103)
Since both the dissipation (4.97) and work fluctuations (4.99) are related to metrics
over the thermodynamic state space, one can seek find optimal finite-time protocols by
minimising these quantities over the set of controllable Hamiltonian parameters. Much
like in the classical scenario, one can view (4.97) and (4.99) as action functionals for
curves ~λt. Minimising quantum work fluctuations and dissipation is then tantamount to
minimising the corresponding action using the Euler-Lagrange equations. Since the path
of least action will also be the shortest, the optimal protocol ~λoptt will move along the
geodesics associated to the lengths (4.102) or (4.101). Such a process will saturate either
of the inequalities (4.103), depending on whether one minimises Wdiss or σw. Crucially,
since the two metrics differ in general, these geodesics will no longer coincide in contrast
to classical thermodynamics.
To see this, consider a single parameter change λ0 → λ1 and Hλ = λXˆ + Xˆ0, with
[Xˆ0, Xˆ] 6= 0. Denote the rescaled work fluctuations by σ˜2w = 12βσ2w. We wish to minimise
the linear objective function
Iα := ασ˜2w + (1− α)Wdiss; α ∈ [0, 1],(4.104)
with respect to λt. Using the quantum FDR (4.92) we have
Iα = 1
τ
∫ 1
0
dt λ˙2t
(
ξ(λ) + αβQλ(pˆiλ, Xˆ)
)
,(4.105)
The functional (4.105) is minimised by the solution to the Euler-Lagrange equation:
∂Cα
∂λ
=
d
dt
[
∂Cα
∂λ˙
]
=⇒ λ¨ = − C
′
α
2Cα λ˙
2,(4.106)
with cost function Cα(λ, λ˙) := λ˙2
(
ξ(λ)+αβQλ(pˆiλ, Xˆ)
)
. Solving (4.106) yields an equation
for the optimal velocity of the control parameter for a given α:
λ˙optt (α) =
(λ1 − λ0)
(
ξ(λt) + αβQλ(pˆit, Xˆ)
)−1/2∫ 1
0
dt
(
ξ(λt) + αβQλ(pˆit, Xˆ)
)−1/2 ,(4.107)
One concludes that the optimal velocity is proportional to the following:
λ˙optt (α) ∝
(
ξ(λt) + αβQλ(pˆiλ, Xˆ)
)−1/2
.(4.108)
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This means that during the optimal protocol, the combination of the classical power
fluctuations (ie. λ˙2t ξ(λt)) plus an additional contribution from the quantum power fluctu-
ations need to be kept constant. This contrasts with the classical case where the optimal
protocol only requires constant total fluctuations in power for any value of α [142].
The geometric expressions for dissipated work and fluctuations provide the central tools
for computing optimal thermodynamic processes. To highlight the computational power of
these results we will now consider a simple example with LindbladianLt[ρˆt] = Γ−1(pˆit−ρˆt).
Let us assume the driven system consists of a harmonic oscillator with a time-dependent
frequency,
Hˆωt = ωt
(
aˆ†ωt aˆωt +
1
2
)
,(4.109)
The resulting power operator is given by
Pˆωt = ω˙t
(
Hˆt
ωt
+
(aˆ†ωt)
2 + aˆ2ωt
2
)
,(4.110)
Clearly [Pˆωt , Hˆωt ] 6= 0 and hence one should observe deviations from the classical work
fluctuation-dissipation relation, as predicted by Theorem 4.3.1. To see this, we can
straightforwardly compute the two metrics in (4.97) and (4.99) as
ξ(ωt) =
βωt + sinh(βωt)
2ωtcosh(βωt)− 2ωtΓ,(4.111)
Λ(ωt) =
β
2
coth2
(βωt
2
)
Γ.(4.112)
Figure 4.1 shows these quantities plotted as a function of β. It can be seen that in
the high temperature limit (β → 0), one has ξ(ω) ' Λ(ω), with the skew information
vanishing. This is expected considering that the high temperature limit can be considered
equivalent to the classical limit, and the state of the system will approach the maximally
mixed state which nullifies any quantum fluctuations in power. In the low temperature
limit (β →∞) we see the dissipation metric ξ(ω) vanishes to zero due to the fact that
the system remains in the ground state at all times. Secondly, one also observes that the
fluctuations metric Λ(ω) converges to the skew information Λ(ω) − ξ(ω). This is also
expected considering that the skew information reduces to the variance in power for a
pure state.
In Figure 4.2 I demonstrate the work fluctuation-dissipation relation given by Theo-
rem 4.3.1 for a simple linear protocol
ωt = ω0 + t(ωτ − ω0),(4.113)
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Figure 4.1: Thermodynamic metrics for harmonic oscillator. Plot of the different
metrics given by (4.111) with Λ(ω) (green), ξ(ω) (blue) and the difference Λ(ω)− ξ(ω)
(red) as a function of inverse temperature and ω = 1, Γ = 1.
plotted as a function of inverse temperature β. The area between the curves represents the
quantum correction Φw appearing in (4.92), which is positive semi-definite. The correction
is equivalent to the time-integrated skew information, and quantifies the quantum power
fluctuations along the protocol. Intuitively the quantum term Φw increases monotonically
from zero with increasing β, implying that quantum power fluctuations and violations of
the classical FDR (4.1) dominate in the low temperature regime.
We next consider computing the optimal change in frequency ωoptt (α) in order to
minimise the fluctuations-dissipation trade-off function Iα in (4.104). The general single-
parameter solution has been calculated from the Euler-Lagrange in (4.92). In Figure 4.3
the geodesic curves ωoptt (α) are plotted in units of β as a function of time. One clearly
sees that the optimal protocol differs depending on α, demonstrating that the process of
minimal dissipation does not coincide with the process of minimal fluctuations. Moreover,
in Figure 4.4 the Pareto fronts for the linear objective function Iα in (4.105) are shown
for different temperatures. One sees that as temperature decreases, the curves grow wider
indicating the increased relevance of quantum fluctuations and violations of the classical
work FDR (4.1). At high enough temperatures the Pareto fronts converge to a single
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Figure 4.2: Work FDR for harmonic oscillator. Plot of dissipated work (blue) and
work fluctuations (orange) for a linear change in the oscillator frequency. The difference
between the curves represents the quantum term Φw appearing in (4.92).(Graph created
by Matteo Scandi)
point. In this case the optimal values of Wdiss and βσ
2
w/2 become equal as expected in
the classical limit.
4.5 Concluding remarks
In this chapter I have investigated the effects of quantum mechanics on the work
fluctuation-dissipation relation (4.1). In the classical regime this relation demonstrates
that the dissipated work is proportional to the resulting work fluctuations when a system
is driven slowly in time. Fundamentally this means that any optimal process with minimal
dissipation will also minimise the unwanted fluctuations. Optimisation can be achieved
through use of differential geometry, since the dissipated work rate can be related to the
Fisher-Rao metric on the manifold of thermal states, as exemplified in (4.9). Physically,
this connection between work dissipation and fluctuations stems from the fact that the
work distribution becomes Gaussian in the slow driving limit, as proven in [55]. However,
it had not previously been shown whether or not such a relation holds in the quantum
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Figure 4.3: Optimal work geodesics. Plot of the optimal curves ωoptt (α) (4.107) for the
driven harmonic oscillator as a function of time for β = 1. The curves interpolate between
the curve of minimal dissipation (α = 0) and minimal fluctuations (α = 1).(Graph
created by Matteo Scandi)
setting, and this question was addressed in this chapter.
In quantum mechanical systems phase space trajectories are no longer well defined, and
the standard definition of stochastic work as integrated power is modified. Instead, for a
quantum system evolving in contact with an environment, work fluctuations are identified
from probabilistic jumps between energy eigenstates due to quantum measurements.
The so-called two-projective measurement scheme leads to a consistent thermodynamic
framework in which the second law and fluctuation relations can be derived [143].
Furthermore, this definition shares a correspondence with stochastic thermodynamics
in the semi-classical limit [155]. In Section 4.2 I reviewed this theoretical framework for
defining quantum work and derived explicit expressions for the average work and its
fluctuations in a generic open system evolving under Lindbladian dynamics, as shown in
Lemma 4.2.1. It was shown that, while in general obtaining the statistics of work in an
open system requires full knowledge of the unitary dynamics, under the Born-Markov
assumption one may obtain the first and second cumulants of work from the reduced
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Figure 4.4: Pareto fronts for the optimal processes. Plot of Pareto fronts for the
minimal values of Iα in (4.105) over all α ∈ [0, 1] for the harmonic oscillator at different
temperatures, with T decreasing from left to right. The inset shows non-optimal values
of ωt(α) converging to the optimal curve. Each curve is for a specific inverse temperature
β = 0.3 (light blue), β = 0.4 (brown) β = 0.5 (purple), β = 0.6 (red), β = 0.7 (green),
β = 1 (yellow) and β = 2 (blue). (Graph created by Matteo Scandi).
system dynamics alone. This formed the the theoretical basis for the rest of the chapter,
where I investigated the relation between work dissipation and fluctuations in the fully
quantum setting.
In Section 4.3 I considered the effect of slow dynamics on the work statistics in
general open quantum systems, analogous to the setting in which the classical work FDR
holds. In this regime it can be shown that the system remains close to an instantaneous
thermal state, with small deviations related to the slow but finite time driving of the
Hamiltonian. Using these finite time corrections, I derived an expression for the quantum
work fluctuations in the slow driving limit in Lemma 4.3.2, which decay to zero in
the infinitely slow limit. It was found that the rate of work fluctuations is related to
a type of quantum correlation function of the power operator. This result was then
compared with an analogous expression previously obtained for the work dissipation,
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which is also related to a form of quantum correlation function. However, the key insight
was that in the quantum regime, the power operator describing the rate of change in
energy will generally not commute with the instantaneous Hamiltonian of the system
[154]. This in turn means that the correlation functions describing the respective work
fluctuations and dissipation do not coincide in arbitrary open quantum systems. Bringing
these observations together then resulted in the central result Theorem 4.3.1, which is
the quantum generalisation of the work fluctuation-dissipation relation. The theorem
demonstrates that work fluctuations are no longer proportional to dissipation due to
this non-commutativity between energy and power. Instead, one obtains an additional
quantum correction term. Intriguingly, in Theorem 4.3.2 it was found that this correction
term is proportional to the average Wigner-Yanase-Dyson skew information encountered
in Chapter 3, multiplied by an additional relaxation timescale determined by the open
system dynamics. Due to the properties of the skew information, this term quantifies the
excess non-classical fluctuations in power present along a generic protocol and leads to
work fluctuations that are greater than the corresponding dissipation. I then demonstrated
that the excess quantum power fluctuations necessarily lead to a non-Gaussian work
distribution, in contrast to classical stochastic thermodynamics. Crucially this implies
that the skew information can be witnessed directly from the work statistics.
This result, along with the quantum FDR, provides an unambiguous example of purely
quantum effects present in thermodynamics below the nanoscale. Experimentally, one
could detect these effects using ancilla-assisted measurement schemes that can be utilised
to probe the work distribution via local measurements of the open system [144, 165, 166].
This should be contrasted with previous studies on the quantumness of p(w) where weak
measurements are needed to capture interference phenomena [167–170]. Notably, these
different characterisations of quantum work all lead to the same fluctuation-dissipation
relation due to the fact that there are no initial energy coherences in the initial state of the
system within the framework. Instead, coherence effects emerge due to the intermediate
dynamics of the open system rather than as a result of quantum measurement. In this
sense we can interpret these results as a dynamical effect rather than measurement
invasiveness. Since analytical expressions for the work distribution are difficult to obtain,
it is significant that these result allow one to make predictions about the shape of p(w)
without having to actually compute its exact expression. It would be interesting to find
an open system where p(w) can be found exactly, and then to analyse to extent to which
quantum power fluctuations change the shape of the distribution.
In Section 4.4, I investigated the geometric structure of the work statistics for
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slow processes. While in classical stochastic thermodynamics the work dissipation and
fluctuations are related to the classical Fisher-Rao metric [142], I demonstrated that
this is no longer true in the quantum regime. Instead, the two quantities are actually
related to different metrics over the Riemannian manifold of quantum thermal states,
as shown in (4.97) and (4.99). Specifically, the dissipation is related to the so-called
Kubo-Mori inner product [171] while the work fluctuations (4.99) are related to the
symmetric covariance [172]. From a mathematical viewpoint the inequivalence of these
metrics stems from the fact that within the manifold of quantum states there exist an
infinite family of contractive metrics [173], which all reduce to the familiar Fisher-Rao
metric in the classical commutative regime. Here we find that this mathematical structure
has a direct physical consequence for quantum thermodynamics, as it leads to different
notions of thermodynamic length and optimal paths. Much like the techniques used in
classical geometric thermodynamics [140], one may solve the Euler-Lagrange equations to
find optimal work extraction protocols for slow processes, with solutions corresponding to
the relevant geodesics through the manifold of thermal states. However, since the metrics
for dissipation and fluctuations do not generally coincide due to the non-commutativity
between power and energy, the central realisation is that quantum processes cannot be
simultaneously efficient with minimal fluctuations. This was made explicit in (4.107),
where I showed that the presence of quantum power fluctuations leads to a non-vanishing
trade-off between minimal dissipation and fluctuations. I then applied these results to
the example of a driven harmonic oscillator, and derived expressions for the different
optimal protocols and geodesics. This general framework should prove to be useful when
designing quantum thermal machines, and the results of this chapter can be used to find
the optimal compromise between both efficiency and reliability of any microscopic engine
attempted to extract work.
This work opens the door to further directions of research. For example, throughout
the chapter I have only considered open systems with a canonical thermal state as the
fixed point of the dynamics. However, one expects that the techniques outlined here can
be used to generalise the fluctuation-dissipation relation and thermodynamic geometry
to more general non-equilibrium steady states. While this has been achieved in the
classical setting [148], a fully quantum treatment has yet to be done. Since I have only
considered the simplest case of single-parameter optimisation, it would be interesting to
investigate how optimal thermodynamic paths depend on the interplay of multiple control
parameters such as affinities, temperatures and Hamiltonian driving. Another interesting
direction would be to investigate the connection between thermodynamic geometry and
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quantum speed limits [88]. Recently a relation between thermodynamic length, entropy
production and speed was established for classical Markovian systems [174]. One expects
an analogous relationship for quantum systems, and it would be important to understand
how quantum power fluctuations play a role in this context.
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