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ABSTRACT
Ferroelectric materials have received lots of attention thanks to their intriguing prop-
erties such as the piezoelectric and pyroelectric effects, as well as the large dielectric
constants and the spontaneous polarization which can potentially be used for infor-
mation storage. In particular, perovskite crystal has a very simple unit cell structure
yet a very rich phase transition diagram, which makes it one of the most intensively
studied ferroelectric materials. In this dissertation, we use effective Hamiltonian, a
first-principles-based computational technique to study the finite-temperature proper-
ties of ferroelectric perovskites. We studied temperature-graded (BaxSr1−x)TiO3 (BST)
bulk alloys as well as the dynamics of nanodomain walls (nanowalls) in Pb(ZrxTi1−x)O3
(PZT) ultra-thin films under the driving force of an AC field. Our computations sug-
gest that, for the temperature-graded BST, the polarization responds to the temperature
gradient (TG), with the “up” and “down” offset observed in polarization components
along the direction of TG, in agreement with the findings from experiments. For the
nanowalls in PZT, the dynamics can be described by the damped-harmonic-oscillator
model, and we observed a size-driven transition from resonance to relaxational dynam-
ics at a critical thickness of 7.2 nm. The transition originates from the change in the
effective mass of a nanowall as a film thickness increases. Some of the findings may find
potential applications in various devices, such as thermal sensors, energy converters, or
novel memory units.
x
CHAPTER 1
INTRODUCTION
1.1 Historical Review
A historical review of ferroelectricity would date back to the discovery of pyroelec-
tricity and piezoelectricity, namely, the possession of temperature-dependent sponta-
neous electric dipole moments [20], and electric polarization produced by mechanical
strain [21], respectively. Pyroelectricity was already known to people even in ancient
times when it was noticed that heating certain materials could make them attract small
objects. A systematic study of piezoelectricity was established in 1880 when J. Curie
and P. Curie discovered that charge developed upon uniform and non-uniform heating
was actually a result of the thermal stress from a microscopic point of view [20]. The
discovery of ferroelectrics, however, came much later primarily due to the fact that the
random distribution of domain polarizations at equilibrium give very little net polariza-
tion for the bulk material. The first ferroelectric material, sodium potassium tartrate
tetrahydrate (NaKC4H4O6·4H2O), which is also known as Rochelle salt, was discovered
in 1920 when Valasek found that its polarization could be reversed by the application of
an external electric field [22–27]. In addition to the oriented state, it also exhibited the
hysteresis effect in the field-polarization curve as well as a large dielectric and piezoelec-
tric response, especially so around the Curie point. At that time, ferroelectricity was
called ’Seignette-electricity’ (Rochelle salt was first prepared in La Rochelle, France by
Seignette around 1665) since Rochelle salt was by then the only crystal which possesses
these unique properties. However, the crystal structure of Rocehelle salt is quite com-
plicated. it contains 112 atoms, 4 formula units per unit cell and is still one of the most
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complicated ferroelectric structures ever known by far. Consequently, any small defects
from the original chemical composition would be detrimental to the observation of its
ferroelectric properties, plus such structural complexity greatly discouraged any further
theoretical studies. As a result, the term “ferroelectrics” did not become widely accepted
until around 1935, when the first group of ferroelectric crystals, such as potassium di-
hydrogen phosphate, KH2PO4 [28–30] and ammonium salts, (NH4)H2PO4, [31–33] were
discovered. The most significant difference these crystals have with respect to Rochelle
salt is that they have only 16 atoms, 2 formula units, which renders possible a thorough
analysis towards their ferroelectric properties. As a result, in 1941, Slater came up with
the first theoretical model of ferroelectricity which focused on the dipolar units given
by the arrangement of the hydrogen bonds [34]. Since this model was reinforced by
the experimental results at that time, therefore for a couple decades it was believed
that hydrogen bonds were necessary for ferroelectricity and very little effort was spent
searching for ferroelectricity among crystals without hydrogen bonds.
This statement was countered by the discovery of ferroelectricity in barium titanate
(BaTiO3) by Wul and Goldman in 1945 [35–37]. The discovery of ferroelectricity in
barium titanate was a milestone in the study of ferroelectrics because barium titanate has
quite a number of intriguing properties. Apart from its ferroelectricity without hydrogen
bonds, it also has a non-piezoelectric paraelectric phase and more than one ferroelectric
phase, none of which had been observed in other crystals before. In addition, the crystal
structure of barium titanate is cubic centrosymmetric perovskite with only 5 atoms per
unit cell (Fig. 1.1), which greatly reduces the difficulty of theoretical analysis. The
most exciting finding, however, is that barium titanate is the forerunner of ferroelectric
perovskites, which is probably the largest group of ferroelectrics known today. Its unique
BO6 building block led to the finding of a series of ferroelectric crystals with similar
structure, such as KNbO3, KTaO3, LiNbO3, LiTaO3, and PbTiO3. Over the years the
study of ferroelectrics has become a systematic branch of research, and the number of
known ferroelectric materials has increased to hundreds, a huge number compared to the
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Figure 1.1. Illustration of unit cell structure of typical ferroelectric perovskite, BaTiO3,
as well as how spontaneous polarization is formed when the temperature drops below
Curie point. (a), (b) and (c) are paraelectric phase (cubic), ferroelectric phase (tetrag-
onal) with ”up” and down” polarizations, respectively [2].
’Seignette-electricity’ age when Rochelle salt was the only known ferroelectric material
and ferroelectricity was regarded as one of nature’s greatest accidents.
Table 1.1 is a chronicle list of the important events in the history of ferroelectrics.
Ever since the first discovery of ferroelectricity, ferroelectric materials have found their
applications in various aspects of modern technologies such as sonar, wave-conductors,
memories and thermal imaging, and are gradually becoming an important part of ev-
eryday life.
1.2 Definitions
Since piezoelectricity, pyroelectricity and ferroelectricity are closely related, we start
with the definition of piezoelectricity. The origin of piezoelectricity is the asymmetry
of the crystal structures. It is known that of the total 32 crystal classes, 11 of them
are centrosymmetric, which means if a uniform stress is applied to such a material, the
resulting small movement of charge is symmetrically distributed about the center of
symmetry in a manner which brings about a full compensation of relative displacements
[20]. On the other hand, if the crystal is not centrosymmetric, then the application of
stress may create a displacement of positive and negative charge, hence creating a local
dipole which lead to the possibility of long-range polarization. Indeed, of the rest 21
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Table 1.1. Important events in the history of ferroelectric materials [1]
Timeline Events
1824 Pyroelectricity discovered in Rochelle salt
1880 Piezoelectricity discovered in Rochelle salt, quartz, and other minerals
1912 Ferroelectricity first proposed as property of solids
1921 Ferroelectricity discovered in Rochelle salt
1935 Ferroelectricity discovered in KH2PO4
1941 BaTiO3 high-K (>1200) capacitors developed
1944 Ferroelectricity discovered in ABO3-type perovskite BaTiO3
1945 BaTiO3 reported as useful piezo transducer, Pat. No. 2 486 560
1949 Phenomenological theory of BaTiO3 introduced
1949 LiNbO3 and LiTaO3 reported as FE (ferroelectric)
1951 Concept of antiferroelectricity introduced
1952 PZT reported as FE solid-solution system, phase diagram established
1953 PbNb2O6 reported as FE
1954 PZT reported as useful piezo transducer, Pat. No. 2 708 244
1955 Positive Temperature Coefficient (PTC) effect in BaTiO3 reported
1955 Chemical co-precipitation of ferroelectric materials introduced
1955 Alkali niobates reported as ferroelectric
1957 BaTiO3 barrier layer capacitors developed
1959 PZT 5A and 5H MPB-type piezo compositions, Pat. No. 2 911 370
1961 Lattice dynamics theory for FE materials and soft modes introduced
1961 Lead magnesium niobate (PMN) relaxor materials reported
1964 Oxygen/atmosphere sintering for FE developed
1964 FE semiconductor (PTC) devices developed
1967 Optical and electro-optical properties of hot-pressed FE ceramics reported
1969 Terms ferroic and ferroelasticity introduced
1969 Optical transparency achieved in hot-pressed PLZT
1970 PLZT compositional phase diagram established, Pat. No. 3 666 666
1971 Useful electro-optical properties reported for PLZT, Pat. No. 3 737 211
1973 Oxygen/atmosphere sintering of PLZT to full transparency
1977 FE thin films developed
1978 Engineered (connectivity designed) FE composites developed
1980 Electrostrictive relaxor PMN devices developed, Pat. No. 5 345 139
1981 Sol-gel techniques developed for the preparation of FE films
1983 Photostrictive effects reported in PZT and PLZT
1991 Moonie piezo flextensional devices developed, Pat. No. 4 999 819
1992 Piezo bending actuators developed, Pat. No. 5 471 721
1993 Integration of FE films to silicon technology, Pat. No. 5 038 323
1997 Relaxor single-crystal materials developed for piezo transducers
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crystal classes, 20 of them are found to show electric polarity when a stress is applied
and are therefore categorized as piezoelectric.
Among the 20 piezoelectric crystal classes, 10 of them have a unique polar axis which
leads to spontaneous polarization. Such polarization creates surface charge, which is very
sensitive towards the change of temperature. This effect is termed pyroelectricity [20].
Ferroelectric materials are defined as polar materials that possess at least two equi-
librium orientations of the spontaneous polarization vector in the absence of an external
electric field, and in which the spontaneous polarization vector may be switched between
those orientations by an electric field [38]. Ferroelectric materials are also piezoelectric
and pyroelectric. In perovskite structures, the spontaneous polarization is caused by
the long-range ordering of unit cell dipoles, which are generated by the displacement
of positive and negative charge centers (see Fig. 1.1). In principle, those orientational
states can only be distinguished when an external poling field is applied.
Fig. 1.2 shows the above-mentioned relationship between piezoelectric, pyroelectric
and ferroelectric materials.
1.3 Related Concepts
As is mentioned in the previous section, ferroelectric perovskites are of significant
value to theoretical research due to the simplicity of its unit cell structure and the rich
ferroelectric phase diagrams. From an atomistic point of view, the spontaneous polar-
ization in ferroelectric perovskites originates from the relative displacement of positive
charge center from the negative charge center in distorted states (Fig. 1.1), which has
lower energy than the high-symmetry paraelectric state (cubic state in perovskites) at
0 K. This change of phase is called the phase transition, which, as well as other related
concepts, can be explained in the framework of Landau Theory.
5
Figure 1.2. Relationship between piezoelectricity, pyroelectricity and ferroelectricity [1].
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1.3.1 Landau-Devonshire Model
From a thermodynamic point of view, in the Laudau-Devonshire model, the free
energy of the system is specified by macroscopic variables such as: polarization, strain,
temperature, and external electric field. If the energy of free unpolarized, unstrained
crystal is set to be zero, the crystal free energy per unit volume can be expressed as:
F = FP + Fη (1.1)
where:
FP = 12a0(T − T0)P
2 +
1
4
bP 4 +
1
6
cP 6 + · · · − E · P
Fη = 12Kη
2 +QηP 2 + · · · − η · σ
(1.2)
corresponds to the free energy associated with polarization and strain, respectively. Here
P is the polarization, η is the strain tensor elements, E is the external electric field, σ
is the external stress. All coefficients are fitted from experimental results. For practical
purposes, the expression is usually truncated at the sixth term, and only even terms are
included based on crystal symmetry. Note that such expressions are derived for a one-
dimensional model, but the underlying principles can be applied to three-dimensional
cases as well.
1.3.2 Phase Transitions and Hysteresis Loops
Second-order Phase Transition, Polarization Hysteresis
Let us focus on FP first and look at the case where b is positive. Under such
condition, the potential surface starts to transition into a double-well shape at T = T0,
which means that the ground-state of the system now exhibits spontaneous polarization
(Fig. 1.3). Since the double-well potential surface forms in a gradual manner, the onset
7
Figure 1.3. Illustration of second-order phase transition. (a), (b) and (c) correspond to
the potential surface, polarization and dielectric susceptibility vs. temperature, respec-
tively. Note that in this case , the Curie point TC is at T0 [3].
of spontaneous polarization is also continuous. Such transition is defined as a second-
order phase transition, which is characterized by the continuous change of polarization
at the Curie point (see Fig. 1.3). This double-well potential can also be used to explain
the hysteresis loop that occurred when an external electric field is applied to change
the sample from one polarized state to the other, since overcoming the energy barrier
requires a certain amount of energy (see Fig. 1.4).
The equilibrium state of the system corresponds to the minimum of the potential
surface, which should satisfy: ∂FP /∂P = 0. This leads to:
E = a0(T − T0)P + bP 3 + cP 5 (1.3)
hence the dielectric susceptibility above the Curie point can be written as:
χ =
∂P
∂E
∣∣∣∣
P=0
=
1
a0(T − T0) (1.4)
which allows us to determine a0 from χ(T ) measured by experiments. It also explains
the dielectric anomaly at the transition temperature.
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Figure 1.4. Polarization hysteresis of typical ferroelectric crystals. The tilting of the
double well structures are also specified. Note that P0 is remnant polarization, which
correspond to the spontaneous polarization where E=0; and E0 is coercive field, which
correspond to the magnitude of the electric field just enough to flip the polarization [3].
First-order Phase Transition, Thermal Hysteresis
In the case when b < 0, the potential surface exhibits local minimum even before the
quadratic coefficient changes signs (Fig. 1.5). Therefore, when the temperature drops
below the Curie point, the local minimum of the double-well structure becomes more
favorable than the one at the origin, hence the system would exhibit an abrupt onset
of the spontaneous polarization. Such phase transition, characterized by the disconti-
nuity of the polarization change at the Curie point, is defined as the first-order phase
transition.
Note that since there are local minimums in the potential surface during the first-
order phase transition, it leads to the fact that the low-temperature phase can exist at
temperatures above the Curie point TC as a metastable phase, and the high-temperature
phase can persist below TC as a metastable phase. In experiments, this leads to the fact
that the actual transitional temperature is often found to occur at a somewhat higher
value if reached from the low temperature rather than the high-temperature side. This
effect is called thermal hysteresis.
9
Figure 1.5. Illustration of first-order phase transition. (a), (b) and (c) correspond to the
potential surface, polarization and dielectric susceptibility vs. temperature, respectively.
Note that T0 is where a starts to change sign, which differs from TC in this case [3].
Figure 1.6. Illustration of surface charge.
1.3.3 Ferroelectric Domains
In a finite ferroelectric sample (such as a ferroelectric thin film shown in Fig. 1.6), the
spontaneous polarization PS will produce a surface charge on the top and bottom surface
that causes a depolarizing field Ed whose direction is opposite to PS . According to Eq.
(1.2), this will lead to an increase in the free energy, therefore the system will minimize
the energy by annihilating the depolarizing field. One way to achieve that is to form
domains. Domains are regions with the same polarization directions. The spontaneous
polarizations in different domains are along different directions, which results in zero net
polarization and depolarizing field. Neighboring domains are separated by boundaries
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Figure 1.7. Illustration of 90◦ (a) and 180◦ (b) domain. Spontaneous polarizations are
represented by the arrows.
(usually a few unit cells thick) called domain walls. Depending on the angles between
polarizations in neighboring domains, there exist 180◦, 90◦, 101◦, 79◦ and other domains.
Fig. 1.7 gives a schematic illustration of 90◦ and 180◦ domains.
1.3.4 Displacive and Order-Disorder Ferroelectrics
The spontaneous polarization of ferroelectric crystals is formed through the long-
range ordering of the unit cell dipoles. From an atomistic point of view, such dipoles
originate from the displacement of the positive charge centers with respect to the nega-
tive charge center in the unit cells. In paraelectric phase the crystal can either have no
unit cell dipole moment at all, or have randomly oriented dipoles which add up to be
zero (see Fig.1.8). Consequently, based on whether the paraelectric phase of the sample
is atomistically non-polar or only non-polar in a sense of the macroscopic average, we
can categorize the crystal into displacive ferroelectric or order-disorder ferroelectric [20].
1.4 Applications
Some of the useful properties of ferroelectric materials include pyroelectricity and
piezoelectricity, a large dielectric constant, and the ability to maintain a spontaneous
polarization. These properties find many applications in different areas. For example,
pyroelectricity can be used for pyroelectric sensors [39–44], thermal imaging [40, 42,
45, 46], electron emission devices [47] and energy converters [48]. Piezoelectricity is
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Figure 1.8. Illustration of displacive and order-disorder ferroelectrics in terms of unit
cell dipoles.
widely used for micro-sensors [49–52], ultrasonic imaging [53], transducers [54], and
actuators [1, 52, 55–57]. The large dielectric constant of ferroelectric materials makes
them very good candidates for the gate oxide of field-effect-transistors (FeFET) [58–64],
and the ferroelectric spontaneous polarization can be used for information storage which
leads to non-volatile ferroelectric memory devices [6, 65–72]. A brief summary of the
applications of ferroelectric materials is shown in Fig. 1.9.
Some examples of such applications are given below.
Pyroelectric Devices
Nuclear fusion usually requires extremely high temperature and pressure. However,
B. Naranjo has shown that using the pyroelectricity of ferroelectric LiTiO3, nuclear
fusion can be achieved at desktop environment [4]. In such experiments, the ferroelectric
crystal is placed in the center of the vacuum chamber with a metal tip on one surface,
and the chamber is filled with D2 which is held at 0.7 Pa. A copper mesh is put between
the tip and the deuterated target (Fig. 1.10). At the beginning, the crystal is cooled
down to 240 K by pouring liquid nitrogen onto it. At t=15s, the heater is turned on.
At t=100s, X-ray hits due to free electrons striking the crystal are detected. At t=150s,
the crystal had reached 80 kV and field ionization of D2 is rapidly turned on. Ions strike
the mesh and produce secondary electrons that further enhance the ionization. Finally.
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Figure 1.9. Application of ferroelectric materials [1].
at t=170s, the neutron signal rose above background, which indicates the onset of the
fusion reaction:
D +D −→3 He (820keV ) + n (2.45MeV ) (1.5)
Using this setup, neutron signals 400 times above the background can be achieved.
In addition, B. Naranjo anticipated that replacing the tip with a tip array and using
cryogenic temperatures can increase the neutron signal by 103 [4].
Piezoelectric Devices
One example of ferroelectric device that uses piezoelectricity is the piezoelectric mi-
croelectromechanical system (pMEMS). A widely-used design is the cantilever structure,
where a piezoelectric thin film is grown on a flexible silicon substrate (Fig. 1.11). This
micro-device can pick up very small vibrational signals and convert them into electrical
signals.
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Figure 1.10. (a) Calculated equipotentials and D+ trajectories for a crystal charge to
100kV (b) Same trajectories shown near the tip (c) Vacuum chamber cut-away view [4].
Figure 1.11. (a) Schematics of the cantilever pMEMS structure. (b) Optical image of
the device [5].
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Figure 1.12. SEM cross-section of 32 Mb Samsung PZT-FeRAM [6]
Large Dielectric Constant Devices
The gate oxide is a very essential part of the field-effect-transistor since it determines
the switching property of the device. More specifically, the thinner the gate oxide is,
the lower the operating voltage is. However, when the gate oxide becomes too thin, the
electrons would tunnel through the gate oxide and cause leak current, which impairs
the device performance and generates energy loss. However, if the gate oxide is made of
ferroelectric materials, then the equivalent thickness of the gate oxide in terms of SiO2
can be calculated by:
dSiO2
SiO2
=
dFerro
Ferro
(1.6)
Here dSiO2 is the equivalent thickness of the gate oxide in terms of SiO2, SiO2 is the
dielectric constant of SiO2, and dFerro, Ferro are the real thickness and the dielectric
constant of the ferroelectric material, respectively. As a result, by using ferroelectric
materials with large dielectric constants, one can achieve low operating voltage with less
leakage current. Fig. 1.12 is the ferroelectric random access memory (FRAM) which
utilizes the above-mentioned structure. An example of a real commercially available
memory is the Samsung PZT-based 32 Mb memory [7].
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Figure 1.13. Schematic diagram of an all-perovskite ferroelectric FET and measurement
circuit [7].
Devices with Spontaneous Polarization
Since ferroelectric materials can maintain a spontaneous polarization along certain
directions even in the absence of an electric field, they are ideal candidates for non-
volatile memory units. However, the spontaneous polarization can only be read by
measuring the transferring of surface charge, which means that the information read-
out is destructive. Here we show a heterojunction field-effect-transistor (FET) structure
where the polarization of gate PZT controls the conductivity of the La1−xCaxMnO3
(LCMO) layer beneath it through charge-carrier modulation [9] (Fig. 1.13). When
the polarization is pointing down, the LCMO becomes conductive and the source-drain
current is large; when the polarization is pointing up, the LCMO is not conductive
and the source-drain current is small. This leads to two discrete conductive states of
the device and can be used for non-volatile information storage. In addition, since the
reading of the source-drain current does not alter the gate voltage, such read-out is also
non-destructive.
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1.5 Recent Breakthroughs
The last decade has witnessed a remarkable evolution in the scaling down of ferroelec-
tric structures. Up until late 90’s, it was believed that ferroelectricity is a macroscopic
effect that would disappear under a critical dimension of around 10 nm [3]. However,
it was found later that PZT films can maintain out-of-plane ferroelectric polarization
down to a few nm [73], which is supported by the simulation results that PZT films can
maintain switchable out-of-plane ferroelectric polarization down to a thickness of three
unit cells under the condition that the depolarizing field is fully compensated [74]. It
was soon realized that the suppression of ferroelectricity under low-dimensions is due to
the electrical and mechanical boundary conditions rather than the size effect itself, thus
leading to a prosperity of research of ferroelectric nanostructures:
Ferroelectric Perovskite Superlattices
With recent development of nanotechnology, it becomes possible to fabricate per-
ovskite superlattices with a layer thickness of only a few unit cells [2, 75–79]. Fig. 1.14
is an example of such structure. At this dimension, the characteristics of the system
are dominated by the interface, yielding lots of intriguing properties that have not been
observed in bulk ferroelectrics before. Such properties include enhanced spontaneous po-
larizations [80–83], the shift of transition temperatures [84–92], and unusual dielectric
response [84,85,93–97].
Multiferroic Heterojunctions
The term multiferroics refers to materials which are simultaneously magnetic and fer-
roelectric [98]. Since there are usually couplings between the ferroelectric and magnetic
orderings, one can tune the magnetic polarization by changing the electric polarization
and vice versa. As a result, multiferroic materials have attracted a lot of attention due
to their potential applications of building non-volatile ferroelectric memories with non-
destructive read-out [70,94,99–104]. However, the magneto-electric coupling coefficients
in intrinsic ferroelectric crystals are relatively small, hindering the efficiency of the de-
vice. One way to enhance such coupling is to form nanoscale heterojunction structures
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Figure 1.14. High-resolution transmission electron microscopy images of BaTiO3/SrTiO3
grown by molecular beam epitaxy [2].
Figure 1.15. (a) Schematics of the memory array built on multiferroic heterojunctions [8]
(b) Multiferroic hysteresis loop in PZT/LSMO multiferroic heterojunctions. [9]
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Figure 1.16. (a) In-plane PFM image of a written domain pattern in a monodomain
BFO(110) film showing all three types of domain wall, that is, 71◦ (blue), 109◦ (red)
and 180◦ (green). (b) corresponding c-AFM image showing conduction at both 109◦
and 180◦ domain walls; note the absence of conduction at the 71◦ domain walls. (c)
Schematic illustration of the experimental c-AFM set-up to measure the conductance
of the domain walls. (d) IV curves taken both on the domain wall (black) and off the
domain wall (red) reveal Schottky-like behaviour [10].
in which the electric polarization on the ferroelectric side couples with the magnetic
polarization on the ferromagnetic side [105]. In the work done by C. H. Ahn [8, 9, 106],
a memory array is built on the multiferroic heterojunction formed by PZT and LSMO
[LaxSr(1−x)MnO3] (Fig. 1.15). Switching the polarization of PZT will change the orbit
structure of the valence electrons in LSMO, hence creating a magneto-electric coupling
coefficient around 100 times larger than that in the intrinsic multiferroic materials. This
is known as the charge-carrier modulation [9].
Conductive Domain walls
One way of realizing non-destructive read-out in ferroelectric memory is through
ferroresistivity, in which the resistance of the ferroelectric layer can be tuned by its
spontaneous polarization. Recently, it was found that the boundary of the domains
(domain walls) in ultra-thin ferroelectric BFO films can be conductive [10, 107, 108],
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leading to the possibility of information storage based on high/low conductance state.
For example, J. Seidel et al has shown that the 180◦ and 109◦ domain wall in (110)-grown
BFO are conductive, leading to possible applications such as multiple-state memory
units [10].
20
CHAPTER 2
COMPUTATIONAL METHODS
Theories relating to ferroelectric materials encountered great difficulties at the early
stage due to the intrinsic complexity of the ferroelectric structures. The breakthrough
came with the discovery of ferroelectric perovskites. Barium titanate, one of the exam-
ples of ferroelectric perovskites, has only 5 atoms per unit cell (Fig. 1.1). With recent
computer technology, it is possible to achieve calculations of ferroelectric structures at
an atomistic scale with considerable accuracy [11,13,109–112].
Currently, there exist three groups of methods to simulate ferroelectric perovskites:
phenomenological, first-principle-based, and first-principles models. The phenomeno-
logical models express the energy of the system using macroscopic variables such as
temperature, strain, and the classical definition of polarization based on the displace-
ment of positive and negative charges. The first-principle-based models use analytical
potentials with parameters derived from first-principles calculations. The first-principles
models are based on the quantum mechanical description of matters. A brief review of
each of the methods is given below.
2.1 A Brief Review on Available Models
2.1.1 Phenomenological Model
One of the most commonly used phenomenological model is the Landau-Devonshire
model introduced in Chapter 1, in which the free energy F of the system is described
as:
F = FP + Fη (2.1)
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where:
FP = 12a0(T − T0)P
2 +
1
4
bP 4 +
1
6
cP 6 + · · · − E · P
Fη = 12Kη
2 +QηP 2 + · · · − η · σ
(2.2)
Note that in FP , the higher order terms of P in FP is the Taylor expansion around the
TC , while the last term is the energy introduced by the external field. In Fη, the first
term is derived from the Hooke’s law; the second term describes the coupling between the
polarization and the strain; and the last term is the energy introduced by the external
strain. The zero point of F is set to be the energy at the high-symmetry paraelectric
phase.
As described in Chapter 1, Landau-Devonshire model is very effective in describing
many essential concepts in ferroelectricity. The advantage of the Laudau-Devonshire
model is its simplicity, however the drawback of the model is that it does not take
into account the atomic structure of ferroelectric crystals, which is very essential at the
nanoscale.
2.1.2 First-principles Model
First-principles models are regarded as the most accurate computational approaches
since the properties are derived from the laws of quantum mechanics. One of the widely-
used first-principles models is the density functional theory model. In such models, the
total energy of the system is written as:
Etotal[Rk, ψi] = Eion[Rk] + Eel[Rk, ψi] (2.3)
Where the total energy Etotal[Rk, ψi] is written as the summation of the energy of
the ions Eion[Rk], and the energy of the electrons Eel[Rk, ψi]. Eion[Rk] can be easily
calculated from the spatial coordinates of the ions. Eel[Rk, ψi] can be further written
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into the following form using Kohn-Sham approximation [113–115]:
Eel = Ekin + Epot + EH + Exc (2.4)
where Ekin is the kinetic energy of electrons, Epot is the virtual potential energy seen
by electrons, EH is the Hartree energy. These terms are further specified as:
Ekin =
occ∑
i
〈ψi| − 12∇
2|ψi〉
Epot =
∫
vext(r)n(r)dr
EH =
1
2
∫
n(r1)n(r2)
|r1 − r2| dr1dr
(2.5)
here the electron density, n(r), is given by:
n(r) =
occ∑
i
ψ∗i (r) · ψi(r) (2.6)
Where the summation includes only the occupied states. Note that the exchange-
correlation energy, Exc, which contains all the electron-electron interactions that go
beyond the classical Coulomb term, is specified separately. The ground state of the
system is calculated by minimizing Eq. (2.4) under the constraint of the orthonormality
of all wavefunctions using the Lagrange method, which eventually leads to:
[−1
2
∇2 + vs]|ψi〉 = i|ψi〉 (2.7)
where:
vs(r) = vext(r) +
∫
n(r1)
|r1 − r|dr1 +
∂Exc[n]
∂n(r)
(2.8)
With Eq. (2.8), one can solve for the energy as well as the wave function of each electron
and therefore obtain a complete set of information of the system.
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The advantage of first-principles models is the high accuracy and the atomic reso-
lution. However, the drawback is they are computationally expensive. Currently, the
first-principles models can mostly simulate structures with around 200 atoms, which is
typically much smaller than the sizes that can be reached in experiments. Another dis-
advantage is that density functional theory model is mostly limited to 0 K. In order to
extend the first-principles models to finite temperatures, a set of first-principles-based
approaches were developed.
2.1.3 First-principles-based Model
First-principles-based models are computational models which describes the atomic
interactions using analytical potentials with parameters that are determined from first-
principles simulations. Based on the type of analytic potentials and approximations
being used, there are currently three major first-principle-based models: shell model,
bond-valence model, and effective Hamiltonian model. In the shell model [111, 112,
116], the inner core and the valence electrons are modeled by a massive, charged core
and a (usually) massless, charged shell, respectively. In bond-valence model [112], the
distortion that causes the phase transition are obtained from the local arrangement
of center cations based on chemical rules and density functional theories. In effective
Hamiltonian model [12, 13, 117], the crystal vibrational modes that are mostly affected
by the phase transitions are described using local mode and lattice distortion of each
unit cell based on atomic displacements. Compared with the phenomenological and the
first-principles models, first-principles-based models are able to reproduce ferroelectric
properties with good accuracy and reasonable computational load. In addition, they take
into account the atomic structures which are unavailable in phenomenological models,
and are able to simulate systems at finite temperatures.
In this work, we use the effective Hamiltonian model, which is quite successful in
reproducing the ferroelectric phase transitions and phase diagrams in many perovskites
[11,12] (see Fig. 2.1 and Fig. 2.2). For example, In the case of (Ba0.75Sr0.25)TiO3 solid
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Figure 2.1. Local mode as a function of temperature for disordered single crystal
Ba0.5Sr0.5TiO3 [11]. The onset of local mode indicates the phase transition.
solution the effective Hamiltonian predicts transition from cubic paraelectric phase to
tetragonal ferroelectric phase at 315 K ± 5 K (320 K), from tetragonal to orthorhombic
phase to be at 235 K ± 5 K (235 K), and from orthorhombic to rhombohedral phase at
185 K ± 5 K (165 K) [11]. The data in parentheses indicate the experimental values for
the same transition.
2.2 Simulation of Perovskites Using Effective Hamiltonian
2.2.1 Variables and Notations
Both experiments and the first-principles calculations [20,118] have shown that only
the lowest transverse optical mode (soft mode) and long-wavelength acoustic phonons
(strain) are significantly affected by the ferroelectric phase transition. This approxima-
tion reduces the number of degrees of freedom from 15 to 6 per unit cell. Furthermore,
the soft mode over the whole Brillouin zone can be described by a collective motion
of ”local modes” ui(Ri) of each unit cell i the same way one describes an acoustic
phonon in terms of a collective displacements of individual atoms (see Fig. 2.3). The
displacements of atoms is related to the local mode via:
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Figure 2.2. Local mode as a function of Ti concentration for disordered single crystal
Pb(Zr1−xTix)O3 at 50 K [12].
Figure 2.3. Relation between macroscopic soft mode and microscopic local mode. Note
that the local mode is centered at B atom.
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~vα =

vAα
vBα
v
O‖
α
vO⊥α
vO⊥α

= uα~ξα = uα

ξAα
ξBα
ξ
O‖
α
ξO⊥α
ξO⊥α

(2.9)
Here, vAα is the displacement of atom A along Cartesian coordinate axis α, ξ
A
α is the
element of the soft mode eigenvector along α direction. Note that O‖ corresponds to O
atom forming Ti-O bond parallel to the displacement of positive and negative charges,
while O⊥ corresponds to O atom forming Ti-O bond perpendicular to the displacement
of positive and negative charges.
Similar treatment is applied to the strain variables, in which the acoustic mode
is described by a translational vector vi(Ri) centered at the A atom representing the
displacements of all atoms in the unit cell. The six-components local strain tensor in
Voigt notations, ηI,l(Ri), (Here “I” stands for inhomogeneous) can be calculated based
on the six average differential displacements vαβ(Ri):
ηI,1(Ri) =
1
4
∆vxx(Ri)
ηI,2(Ri) =
1
4
[∆vyz(Ri) + ∆vxy(Ri)]
· · ·
(2.10)
where:
∆vxx(Ri) =
1
4
∑
d=0,y,z,y+z
[vx(Ri − d− x)− vx(Ri − d)]
∆vxy(Ri) =
1
4
∑
d=0,y,z,y+z
[vy(Ri − d− x)− vy(Ri − d)]
· · · (2.11)
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Table 2.1. Table of structural degrees of freedom in effective Hamiltonian
Notation Physical Meaning Dimension
ui(Ri) Local mode of unit cell i Length
vi(Ri) Local acoustic mode of unit cell i Length
ηI,l(Ri) Inhomogeneous strain tensor of unit cell Dimensionless
ηH,l(Ri) Homogeneous strain tensor of unit cell Dimensionless
ηl(Ri) Total local strain tensor of unit cell Dimensionless
In additional to the inhomogeneous strain, the homogeneous strain tensor ηH,l(Ri)
is introduced to allow the simulation cell to vary in shape. Therefore the total local
strain ηl(Ri) is the sum of both ηI,l(Ri) and ηH,l(Ri). Note that although sometimes
the homogeneous strain is frozen for simulating crystals clamped by the substrate, the
inhomogeneous strains are always fully relaxed for both clamped and unclamped cases.
A summary of the variables used in the effective Hamiltonian are listed in Table 2.1.
2.2.2 Energy Surface
In effective Hamiltonian model, the potential surface of unit cell i is expressed as
below:
E = Eself + Edip + Eshort + Eelas + Eint (2.12)
The description of the terms are given below:
Local Mode Self Energy
The on-site local mode self-interaction energy can be written as:
Eself (ui) = κ2u2i + αu
4
i + γ(u
2
ixu
2
iy + u
2
iyu
2
iz + u
2
izu
2
ix) (2.13)
This term describes the double-well shaped potential that occurred as a result of the
ferroelectric phase transitions. Parameters κ2, α and γ are determined from DFT cal-
culations.
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Long-range Dipole Interaction
The long-range Coulomb interaction between the unit cell dipoles, Edip, is given by:
Edip({u}) = Z
∗2
∞
∑
i<j
ui · uj − 3(Rˆij · ui)(Rˆij · uj)
R3ij
(2.14)
Note that the unit cell dipole is expressed as:
di = Z∗ui (2.15)
where Z∗ is the Born effective charge for the unit cell:
Z∗ = ξAZ∗A + ξBZ
∗
B + ξO‖Z
∗
O‖ + 2ξO⊥Z
∗
O⊥ (2.16)
ξA, ξB, ξO‖, ξO⊥ and Z∗A, Z
∗
B, Z
∗
O‖, Z
∗
O⊥ are evaluated using DFT. In order to evaluate
Eq. (2.14), two approximations are made. First, Ewald summation is used to compute
dipole-dipole interaction in infinite crystal [119]. Second, to improve the computation
efficiency, we assume that Rij is constant throughout the simulation, hence the above-
mentioned equation becomes:
Edip({u}) =
∑
ij,αβ
Qij,αβui,αuj,β (2.17)
where:
Qij,αβ =
2Z∗2
∞
[
pi
Ωc
∑
G6=0
1
|G2| exp(−
|G|2
4λ2
) cos(G ·Rij)GαGβ − λ
3u2i
3
√
pi
δαβδij ] (2.18)
Here G is the reciprocal space vector, Ωc is the unit cell volume, λ is the decay of the
Gaussian charge packets. This makes Qij,αβ constant and therefore must be evaluated
only once at the beginning of the simulation.
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Table 2.2. Values of the coupling matrix elements Jij,αβ
Term Jij,αβ
First Nearest Neighbor j1 + (j2 − j1)|Rˆij.α|δαβ
Second Nearest Neighbor j4 +
√
2(j3 − j4)|Rˆij,α|δαβ
Third Nearest Neighbor j6δαβ + 3j7Rˆij,αRˆij,β(1− δαβ)
Figure 2.4. Illustration of inter-site dipole interactions between nearest neighbors [13].
Short-range Dipole Interaction
The short-range dipole interaction, Eshort, is caused by the differences of the short-
range repulsion and electronic hybridization between two adjacent local modes and two
isolated local modes, with dipole-dipole Coulomb interaction excluded. Expanded up to
second order, it can be written as:
Eshort(u) =
1
2
∑
i 6=j
∑
αβ
Jij,αβuiαujβ (2.19)
where Jij,αβ is the coupling matrix defined in Table 2.2. The physical meanings of j1,··· ,7
coefficients are sketched in Fig. 2.4.
Elastic energy
The elastic energy, Eelas, is due to the lattice distortion caused by both homogeneous
and inhomogeneous strain:
Eelas({ηH},v) = EelasI ({v}) + EelasH ({ηH}) (2.20)
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where:
EelasH ({ηH}) =
N
2
B11(η2H,1 + η
2
H,2 + η
2
H,3)
+NB12(ηH,1ηH,2 + ηH,2ηH,3 + ηH,3ηH,1)
+
N
2
B44(η2H,4 + η
2
H,5 + η
2
H,6) (2.21)
EelasI (v(Ri)) =
∑
i
{γ11[vx(Ri)− vx(Ri ± x)]2}
+γ12[vx(Ri)− vx(Ri ± x)][vy(Ri)− vy(Ri ± y)]
+γ44[vx(Ri)− vx(Ri ± y) + vy(Ri)− vy(Ri ± x)]2
+ · · · (2.22)
here N is the number of unit cells and Bxy = a3Cxy are the elastic constants expressed
in energy units.
Strain-Polarization Coupling
The coupling energy, Ecouple, describes the coupling between the soft mode and the
strain, however only the on-site interactions are included:
Eint({u}, {ηl}) = 12
∑
i
∑
lαβ
Blαβηl(Ri)uα(Ri)uβ(Ri) (2.23)
Because of the cubic symmetry, we have:
B1xx = B2yy = B3zz
B1yy = B1zz = B2xx = B2zz = B3xx = B3yy
B4yz = B4xy = B5xz = B5zx = B6xy = B6yx (2.24)
All coefficients are calculated from DFT.
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Extension to Include the Alloy Effects and the Screening of the Surface Charge
The alloy effect is added by introducing two new variables, σ and ηloc [11, 117]:
E = Eave({ui}, {vi}, ηH) + Eloc({ui}, {vi}, {σi}) (2.25)
where Eave represents the total energy of a hypothetical < A > BO3 system with
regular distribution of half A−1 and half A+1 atoms, σi = −1 or σi = 1 corresponds to
the presence of A−1 and A+1 atom at lattice site i, ηloc represents the strain that comes
from the size difference of A−1 and A+1 atom.
The screening effect of the surface charge is incorporated by adding the depolarizing
field energy [109], namely:
E = EHeff + β
∑
i
〈Edep〉 · Z∗ · ui (2.26)
where EHeff is the total energy given in Eq. (2.25) or Eq. (2.12), β is the coefficient
which describes the magnitude of the screening effect, and 〈Edep〉 corresponds to the
maximum depolarizing field inside the systems calculated by:
〈Edep〉 = − 1
Z∗N∞
∑
j
∂ED=2dep
∂uj
(2.27)
where N , ∞ are the total number of sites and the dielectric constant in the perovskite
nanostructure, respectively. ED=2dep is the depolarizing energy per volume for the 2-D
perovskite nanostructure which is calculated as:
ED=2dep =
Z∗2
2V
∑
αβ,ij
[Q(S,2)αβ,ij −Q(S,3)αβ,ij ]uiuj (2.28)
with Q(S,D)αβ,ij being the dipole-dipole interaction coefficient from Ref. [109].
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2.2.3 Molecular Dynamics
With the energy surface of the system completely specified, it becomes possible to
study the finite temperature properties by using Monte Carlo or Molecular Dynamics
techniques. The core part of Molecular Dynamics is to obtain particle trajectories using
Newtonian equations of motion. In this dissertation, we choose the predictor-corrector
methods [120, 121] to numerically integrate the equations of motion The predictor-
corrector method is a two-step integration process. At the predictor step, the first-order
and second-order derivative of the degree of freedom x at the time-step t + h can be
written as a function of variables at earlier time-steps t, t− h, · · · :
x(t+ h) = x(t) + hx˙(t) + h2
k−1∑
i=1
αix¨(t+ [1− i]h)
hx˙(t+ h) = x(t+ h)− x(t) + h2
k−1∑
i=1
α′ix¨(t+ [1− i]h)
(2.29)
From which we can calculate x(t+h), x˙(t+h) and hence x¨(t+h), which is plugged into
the corrector step to calculate the final value of x(t+ h) and x˙(t+ h):
x(t+ h) = x(t) + hx˙(t) + h2
k−1∑
i=1
βix¨(t+ [2− i]h)
hx˙(t+ h) = x(t+ h)− x(t) + h2
k−1∑
i=1
β′ix¨(t+ [2− i]h)
(2.30)
Here αi,α′i,βi,β
′
i are pre-determined coefficients and k determines which set of αi,α
′
i,βi,β
′
i
will be used. In our research, we choose k = 4 by taking into consideration both the
accuracy of the simulation and the computational cost.
The computations done in this dissertation can be generally divided into three steps.
The first step is annealing, in which the temperature of the system is gradually decreased
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to around 0 K to find the ground state as well as to determine the sequence and the
temperatures of the phase transitions. The second step is equilibration, in which the
system is equilibrated at the desired temperature by running a sufficient amount of
MD steps under certain thermostats in the NV T ensemble. The last step is collecting
results, where the averages are calculated at the thermal equilibrium.
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CHAPTER 3
MICROSCOPIC INSIGHT INTO TEMPERATURE GRADED
FERROELECTRICS
3.1 Introduction
3.1.1 Graded Ferroelectrics and Polarization Offset
Graded ferroelectrics usually refer to ferroelectric materials with graded polarization
(or polarization gradient). Such a polarization gradient can be caused by a gradient of
temperature, stress, or chemical composition. Graded ferroelectrics have attracted lots
of attention due to their intriguing properties [122–135], one of which is the polarization
offset of the hysteresis loops. In the work done by J. Mantese et al [14], it was found that
the hysteresis loop measured in a compositionally-graded sample would translate along
the polarization axis when the magnitude of the sweeping field is increased, leading to the
“up” and “down” behavior that has never been observed in homogeneous ferroelectrics
(Fig. 3.1). Recently, it was shown that temperature gradients can also generate the
polarization offsets similar to compositional gradients. In the work of Fellberg in [122],
it was shown experimentally that TG along the polarization direction yields highly
non-linear polarization offsets for temperatures near the Curie point. A phenomenologi-
cal approach was subsequently developed to reproduce experimental observations [123].
These works have demonstrated the potential advantages of temperature-graded ferro-
electrics that include (1) reversibility of polarization gradient and built-in potential; (2)
the possibility of controlling the gradient magnitude and, therefore, built-in potential;
(3) the ability to thermally tune the responses of ferroelectrics. Interestingly, despite
all these exciting developments, our understanding of polarization-graded ferroelectrics
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Figure 3.1. Schematics of the BST layered structures prior to annealing to form the ”up”
(a) and ”down” (b) devices. Also shown are the unconventional hysteresis phenomenon.
Note that in these plots the gain of the amplifier (height of the hysteresis loop) has been
decreased to capture the considerable translation along the displacement axis [14].
is still limited. For example, the origin of hysteresis offsets is still very much contro-
versial. Several models have been proposed to explain such offsets, including: existence
of a built-in potential associated with the polarization gradient [122, 123, 127, 131, 136];
formation of polydomain state [134, 137, 138]; and artifacts associated with free charge
or asymmetric leakage current [129, 139]. In particular, Bouregba et al [15] suggests
that by introducing artificial leakage current in non-graded ferroelectrics, one is able to
obtain similar polarization offset patterns as observed in the graded ferroelectrics (Fig.
3.2). However, such experiment only proves that leakage current can generate polariza-
tion offset, but it does not necessarily lead to the conclusion that leakage current is the
cause of polarization offsets in graded ferroelectrics.
The aims of this project are: 1) to gain a fundamental microscopic understanding of
the temperature/polarization-graded ferroelectrics through the development and use of
an accurate first-principles-based computational approach; 2) to reveal the unexpected
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Figure 3.2. (a). Scheme of the Sawyer-Tower circuit with added elements allowing the
observation of polarization offsets on a non-graded PZT capacitor; (b), Hysteresis loops
in typical non-graded ferroelectrics; (c). ”Up” offset generated by the leakage current;
(d). ”Down” offset generated by the leakage current [15].
37
phenomena associated with the temperature grading; 3) to demonstrate the unusual
effects that nonequilibrium conditions can have on the materials properties.
3.1.2 Built-in Field
One of the reasons for the polarization offset is the establishment of a built-in field
across the ferroelectric material.
In dielectric material, the electric displacement is defined as:
D = 0E + P (3.1)
Assuming that there is no free charge in the material, ∇ ·D = 0. Hence we have:
∇ ·P + 0∇ ·E = 0 (3.2)
Let us consider the polarization gradient along z direction. In that case:
∂Ez(z)
∂z
= − 1
0
∂Pz(z)
∂z
(3.3)
And solving this equation leads to:
Ez(z) = − 1
0
∫ z
z0
∂Pz(z)
∂z
dz
= − 1
0
Pz(z) +Dz0 (3.4)
where Dz0 is the integration constant that indicates the electric displacement field at
the reference point. Eq. (3.4) shows that, in the absence of free carriers, the polarization
gradient would give rise to the inhomogeneous internal field.
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Figure 3.3. Simulation setup for both longitudinal and transverse case. Temperature
across the sample is indicated by color. Yellow arrows indicate polarizations in each
slab.
3.2 Simulation Setup
Simulations of temperature-graded BST alloy is performed by implementing effective
Hamiltonian [11] into non-equilibrium MD. The BST alloy is modeled by a supercell
consisted of 12× 12× 31 unit cells which can be also viewed as 31 slabs piled up along
the z [001] direction each consisted of 12 × 12 unit cells (Fig. 3.3). One of the slabs is
used as a heat source while another is used as a heat sink. At every MD step a certain
amount of kinetic energy is pumped into the heat source by rescaling the velocities of
the local modes, while the equal amount of kinetic energy is removed from the heat sink
using the same method, thus generating a heat flux across the supercell which leads to
the establishment of a TG. Periodic boundary conditions are applied along all the three
directions.
In our simulations, we choose equilibrium temperatures T eq associated with the
tetragonal phase of the material, and equilibrate our system at such temperatures for
500, 000 MD steps using the canonical ensemble (NVT). After that, the TG is turned on
and the simulation runs for another 4, 000, 000 MD steps. The last 1, 000, 000 MD steps
are used to collect the averages. In Fig. 3.3, the supercell on the top is the longitudinal
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case, where the spontaneous polarization is along the direction of TG, while the one
below is the transverse case, where the spontaneous polarization is perpendicular to the
direction of TG. Also, we freeze the homogeneous strain tensors to simulate the clamping
effects introduced by the measuring electrodes (clamped case), but such tensors can
also be allowed to fully relax (unclamped case). All situations will be discussed in the
following sections.
3.3 Temperature Gradient in Ba0.25Sr0.75TiO3 Alloys
3.3.1 Validation of Computational Method
Our decision to focus on the ferroelectric alloy (Ba0.75Sr0.25)TiO3 is based on the
availability of some experimental data for this alloy [122] and also the fact that such
alloys have very rich phase diagrams which allow for the tuning of the properties. The
validity of the simulation is established by comparing our computational data obtained
for the (Ba0.75Sr0.25)TiO3 alloy near TC with the available experimental results [122]. We
choose to start with longitudinal, clamped case since it is believed that the electrodes in
the experimental setup may provide this clamping [123]. The results of our simulations
are given in Fig. 3.4. The top panel shows the temperature profile along the z axis, while
the bottom panel shows polarization response to TG, namely, the change in polarization
(∆Pz(z) = P
noneq
z (z) − P eqz (z)) after TG is applied. Here Pnoneqz (z) is the polarization
with TG while P eqz is the polarization without TG. The leftmost and middle points
in Fig. 3.4 correspond to the heat source and heat sink, respectively. To eliminate
contributions of the heat source and sink, we choose the linear region between the
fourth and thirteenth slabs of the supercell (the region in between the two vertical lines
in Fig. 3.4). We will refer to the leftmost (rightmost) boundary of this region as the hot
(cold) slab. The differences of the polarization responses and the temperatures between
the hot and the cold slab are recorded as the polarization response of the system to
the specific TG applied. For T eq = 310 K and ∆T = T cold − T hot = −26 K, such
setup yields a polarization response of ∆P offsetz = 0.033 µC/cm2 in excellent agreement
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Figure 3.4. The temperature (top panel) and polarization (bottom panel) profile along
the sample achieved by using ∆ε =3.2 meV near T eq =310 K. The symbols correspond
to the computational data, while the dashed lines give the linear fit. The error bar is
smaller than the size of the symbols.
with experimental findings of Ref. [122] that reported 0.030±0.004 µC/cm2 for the same
experimental conditions. Furthermore, we found that the polarization offset disappears
at ∆T = 40 K in agreement with experimental findings from Ref. [122]. Our atomistic
simulations indicate that under such conditions the average temperature of the sample
is 320 K (5 K a above Curie temperature) and ∆Pz(z) is close to 0 in the linear regions
which explains the disappearance of polarization offset. We therefore conclude that our
computations accurately reproduce some experimental observations. A more detailed
comparison, however, is not possible due to the structural and dimensional differences
between the samples used in computations and experiments.
3.3.2 Polarization Response to Temperature Gradients
3.3.2.1 Clamped Longitudinal Case
We now expand our calculation to different TG and see how the polarization response
would change as a result of that. Such simulations are performed for both longitudinal
and transverse cases. Fig. 3.5 shows P offsetz calculated at T eq = 280 K for all TGs
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Figure 3.5. Polarization offset (∆P offsety ) between cold and hot slabs as a function of
the temperature difference ∆T computed at T eq = 280 K. The line is a guide for the
eye.
considered. while Fig. 3.6 shows how the ratio of P offsetz over TG in low TG range
changes with respect to T eq. Here the ratio κ is defined as:
∆P offsetα
∆xβ
= καβ
∆T
∆xβ
(3.5)
where ∆xα, ∆xβ are Cartesian coordinates. Some of the important findings include:
• Polarization response is a linear function of ∆T for all TGs considered;
• For a fixed T eq, A discontinuity of slopes is observed, with the smaller slope (-2.1
nC/cm2 K) corresponding to smaller ∆T and bigger slope (-1.4 nC/cm2 K) to
bigger ∆T . This may be caused by the formation of monoclinic phase due to the
mixing of tetragonal and rhombohedral phases at large TG.
• For different T eq, the largest magnitude of the slope as a function of T eq occurred
at 280 K. This is 35 K below TC (see Fig. 3.6), which is intriguing because it is
expected from the annealing profile (see inset of Fig. 3.6) that the polarization
would change the most drastically around the Curie point. The reason for that
42
Figure 3.6. Dependence of the slope κzz on the equilibrium temperature T eq in the limit
of small ∆T . The inset is the annealing profile in homogeneous samples. The line is a
guide for the eye.
is, in the longitudinal case, there is built-in field which results in energy penalties.
Since it was observed that polarization responds linearly to TG, it can be inferred
that polarization would be more responsive to TG if the system is in a temperature
regime where linearity is more favored. As a result, the maximum magnitude of
the slope occurs at the point where polarization is a linear function of temperature
instead of at TC .
So far we only studied the longitudinal case, namely, the case where the polarization
is along the direction of the TG. However, Fig. 3.7 suggest that the transverse polar-
ization components are also responsive to the polarization, and that the response of the
transverse components of the polarization is at least 10 times larger than that of the
longitudinal ones. This indicates the necessity of studying the transverse case where the
initial direction of the spontaneous polarization is perpendicular to TG.
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Figure 3.7. Polarization profiles along y (a) and z-directions (b) for the case where
T eq=280K, ∆T = 81.0K. The temperature gradient (c) is along z direction.
3.3.2.2 Clamped Transverse Case
Fig. 3.8 shows results obtained at T eq = 280 K for all TGs considered. Fig. 3.9
shows how κyz changes with equilibrium temperature. Some of the important findings
include:
• Polarization response is again a linear function of ∆T for all TG considered. How-
ever, it can be seen easily from Fig. 3.8 that transverse components of polarization
response are an order of magnitude larger than the longitudinal ones;
• Discontinuity of slopes is observed, same as in longitudinal cases (Fig. 3.9);
• Since transverse alignment of dipoles does not involve as much energy penalty as
the longitudinal alignment, it is expected that the maximum of the slope would
occur around TC . This is consistent with the computational results (see Fig. 3.9).
3.3.3 Unclamped Case
The same simulations were performed on the unclamped sample where the homo-
geneous strain tensors were fully relaxed. Although the results for small TG are very
similar to the unclamped case, however at large TGs, the polarization would rotate
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Figure 3.8. Polarization offset (∆P offsety ) between cold and hot slabs as a function of
the temperature difference ∆T computed at T eq = 280 K. The line is a guide for the
eye.
Figure 3.9. Dependence of the slope κyz on the equilibrium temperature T eq in the limit
of small ∆T . The inset is the annealing profile in homogeneous samples. The line is a
guide for the eye.
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Figure 3.10. Annealing profiles of BST alloy with different Sr concentration: (a) 30%,
(b) 40%, (c) 50%, (d) 60%, (e) 70%. The orange circle indicates the Curie temperature.
from longitudinal to transverse direction, which is consistent with our previous state-
ment that the longitudinal case is associated with the built-in field which generates an
energy penalty. In our simulations, keeping the cold slab at 216 K and the hot slab at
328 K led to a 90◦ polarization rotation that completed within 4 ns.
3.4 Temperature Gradients in Other BST Alloys
Polarization Response
So far we have focused on only one type of BST alloy, namely, (Ba0.75Sr0.25)TiO3.
We now repeat the calculation on BST alloys with different Sr concentrations and see
how the polarization would respond differently to TG. We choose 5 different Sr concen-
trations: 30%, 40%, 50%, 60%, 70%, and we use only small TG to avoid the mixing of
ferroelectric phases across the sample.
Fig. 3.10 shows the polarization components as functions of temperature for BST
alloys with different Sr concentration obtained from annealing simulation. All alloys
have the same ferroelectric phase transition patterns. TC gradually decreases with Ba
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Figure 3.11. κ vs. T eq for both longitudinal case (a and b) and transverse case (c and
d). The data in panels (c) and (d) are given in normalized units.
concentration increases in agreement with the experimental and theoretical works [140,
141].
Fig. 3.11 shows how κ changes as a function of T eq for both longitudinal and trans-
verse case with different Sr concentrations. Consistent with our findings of (Ba0.75Sr0.25)TiO3,
for longitudinal cases the amplitude of κ shows a local maximum when the tempera-
ture is in the tetragonal region, while for transverse cases the magnitude of κ increases
monotonically with temperature and reaches its maximum around TC .
Polarization Offset and Built-in Field
To study the correlation between the polarization offset and the built-in field, we
plot the depolarizing field, temperature, and polarization responses for longitudinal
(Ba0.70Sr0.30)TiO3 at different TG for T eq=245 K. (Fig. 3.12) As can be seen from the
plot, both the polarization offset and the average built-in field increase with TG, which
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Figure 3.12. Temperature profiles (top row), polarization response (middle row) and
built-in field (bottom row) for (Ba0.70Sr0.30)TiO3 at T eq=245 K. The three columns of
plots correspond to the results at ∆T=6 K, 23 K and 37 K, respectively. The solid lines
indicate the linear fitting.
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suggests that the built-in field might be the reason for the polarization offset in graded
ferroelectrics.
3.5 Conclusions
In summary, we have proposed a computational approach that allows atomistic study
of ferroelectric materials under non-equilibrium conditions, such as in the presence of
TG. Application of this approach to study the influence of TG on the polarization fields
in BST alloys revealed that TG leads to reversible and controllable polarization off-
sets, built-in electric fields, and even polarization rotations. Our studies on the BST
alloys with different Sr concentrations suggest that the conclusions are valid for BST
alloys in general. In addition, it is also found that the built-in field generated by TG
is likely to be the origin of the polarization offset. These findings could lead to impor-
tant technological advancements, since built-in electric fields can be utilized in various
applications including transpacitors with giant energy gains [130], energy converters (to
convert ubiquitous TG into electrical signals), thermally tunable devices (where the
piezoelectric and dielectric responses are controlled by the TG), photovoltaics (where
the built-in electric fields are used to separate the carriers and reduce the recombination
rate) and others. The possibility of being able to control the polarization direction by
introducing local temperature inhomogeneity may lead to unusual thermally-controlled
devices including ferroelectric memories. We have also provided a microscopic expla-
nation for our findings and believe that most of our conclusions are general and valid
for a whole class of polarization-graded ferroelectrics, regardless of how the polarization
gradient is achieved.
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CHAPTER 4
NANODYNAMICS OF FERROELECTRIC THIN FILMS
4.1 Introduction
Nanosize objects are known to have properties that are very different from their
bulk counterparts. In particular, ferroelectric nanostructures exhibit a variety of dipole
patterns and states that are prohibited in the bulk [17,142–144]. For example, an exotic
phase transition from homogeneous polarized ferroelectric phase to toroid-like polarized
ferroelectric phase was discovered in nanodots [109, 145] (Fig. 4.1). Another example
is that ferroelectric films and superlattices can exhibit nanostripes that are nanoscopic
regions of “up” and “down” polarizations [16] (Fig. 4.2). Interestingly, the nanostripe
size and periodicity depend on the film thickness and follow the Kittel law down to
thicknesses of just a few unit cells [16]. Such nanostructures have become a subject of
intense scientific and technological interest recently, thanks to their potential for device
miniaturization [65, 146] and a variety of unusual phenomena [6, 7]. For example, the
nanostripes were predicted to have an unusual evolution under applied dc electric fields
that includes the formation of nanobubbles [147]. A recent study [148] has reported
that the velocity of the nanodomain walls that separate the nanostripes of the “up”
and “down” polarization direction does not follow the Merz’s law [149] that governs the
dynamics of larger domains [149,150]. These recent findings seem to suggest that, while
the static properties (such as nanodomain morphology at equilibrium) may follow the
general trends and laws for ferroelectric domains, their dynamical properties deviate
substantially. Such dynamical properties at nanoscale are of technological importance
since they are at the heart of polarization switching [65,146] and contribute to most of
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Figure 4.1. (a) Dipole moments and (b) toroid moments of polarization g in a PZT
nanodot as a function of the screening coefficient β. Insets of (a) and (b) show the po-
larization pattern for β=1 (short-circuit conditions) and β=0 (open circuit conditions),
respectively [109].
the material responses such as dielectric and piezoelectric responses [151]. Given the
need for device miniaturization and strong deviation of ferroelectrics nanoscale dynamics
from the dynamics of their macroscopic counterparts, the deep atomistic knowledge
of the dynamics of ferroelectric nanostructures is highly desirable. In particular, one
may wonder if and how the intrinsic dynamics of ferroelectric domains will change at
nanoscale. Is a nanowall (the area that separates nanodomains of different polarization
direction) an elastic object and will it follow the dynamical models developed for these
objects? What is the characteristic frequency range for the nanostripes dynamics and
how does it scale with their size? What type of intrinsic dynamics is associated with
nanowalls and how different is it from the dynamics of larger domains? Are there any
novel dynamical phenomena associated with nanoscale? To answer these questions about
the intrinsic fundamental dynamics of ferroelectric nanodomains one needs to subject
these domains to a driving AC field of sub-switching amplitude, which is the amplitude
smaller than the coercive field. To the best of our knowledge, such studies have not been
carried out for nanostripes which has led to a gap in our understanding of the intrinsic
dynamics of nanodomains.
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Figure 4.2. Cross-sectional view of dipole arrangement of stripe domain in films with
thickness of (a) 14.4 nm (b) 5.2 nm, and (c) 1.2 nm epitaxial (001) PZT films under a
compressive strain of -2.65%, an 80% screening of the maximum depolarizing field, and
at T=10K [16].
4.2 Simulation Setup
We used classical molecular dynamics (MD) with the force-field derived from first-
principles-based effective Hamiltonian [12, 109, 117] to investigate nine ferroelectric ul-
trathin films made of PbTi0.6Zr0.4O3 ferroelectric alloy and with thicknesses ranging
from 2 to 20 nm. Note that the oxygen octahedral degrees of freedom are not included
in the present simulations. Since they do not directly couple with an electric field we do
not expect them to play an important role in the nanowalls dynamics under an applied
electric field. This approach has been successfully applied to study static and dynamical
properties of PbTixZr1−xO3 alloys [143, 144, 152, 153]. We simulate films grown along
[001] direction and subject to epitaxial compressive strain and realistic partial screening
of the surface charge. Technically, we model compressive strain of -2.64% by freezing
some components of the homogeneous strain tensor [152], while the total surface charge
is screened by 84% using the computational approach of Ref. [109]. In our setup x, y
and z-directions are chosen along [100], [010], and [001] crystallographic directions with
z-direction being perpendicular to the film. Periodic boundary conditions are applied
along the x and y-directions.
The films were first annealed from T=2000 K to T=10 K in steps of ∆T=100 K. For
each temperature we equilibrate the dipoles by simulating NPT ensemble using MD
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with an Evans-Hoover thermostat and barostat mimicked via a PV term in the effective
Hamiltonian [120, 154]. Technically we used 40,000 MD steps, with each step having a
duration of 0.5 fs.
To study the oscillatory dynamics of these nanowalls we turn to non-equilibrium
MD [120] and apply sub-switching AC electric field with frequencies 1 GHz - 4 THz
along the film’s out-of-plane direction at T=10 K. Note that the amplitude of the electric
fields depends on the film thickness and was chosen to satisfy two conditions: 1) avoid
saturation - the point at which all the dipoles in a domain flip; 2) provide the same
sweeping ratio Vsweep/Vequil for nanodomains belonging to different films. Here Vsweep
and Vequil are the volume swept out by the oscillating nanowall and the volume of the
nanodomain at equilibrium, respectively. Technically, the simulated fields were in the
range of 150-1000 MV/m. Under the electric field, the dipoles near the nanowalls flip
to align with the field which leads to a sideways motion of the domain wall. As the
direction of the electric field alternates, so does the direction of the domain wall motion
resulting in the oscillatory dynamics of the nanowall. Typically we simulate at least
thirty periods of the AC field to achieve steady state.
4.3 Nanodomain Patterns
Dipole configurations of annealed films are given in Fig. 4.3. Ground state dipole
patterns of these films consist of periodic nanostripe domains of alternating polarization
(180◦ domains) in the out-of-plane direction. The morphology of these nanostripes is in
excellent agreement with experimental findings [17]. An average out-of-plane component
of the local dipole < qz > is the key quantity for this study and is shown in Fig. 4.3(b).
Inside a domain the dipole’s magnitude is nonuniform with the longest (shortest) dipoles
found in the center (far end) of a domain. This pattern is a consequence of a film’s
tendency to minimize the polarization gradient through the adjustment of the dipole’s
magnitude. As the film thickness increases so does the magnitude of the dipoles, while
the shape of the profile flattens. The nanowalls are one unit cell thick. The lateral size
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Figure 4.3. Domains morphology. (a) Two-dimensional dipole pattern in a cross-section
of 6.4 nm thick film. Dashed lines indicate the nanowalls. (b) Dipole moment profiles
< qz(x/L) > for films with thicknesses 2, 3.2, 4.8, 6.4, 8.4, 10.8, 13.2, 16.0 and 19.2 nm.
The average is taken over the dipoles having the same y and z-coordinate. The arrow
indicates the direction of the film thickness increase. (c) and (d) Three-dimensional
slices of dipole patterns in 2 and 19.2 nm thick films, respectively. (e) The dependence
of the domain width D = L/2 on the film thickness W . Solid circles represent our
computational data, while empty circles represent experimental data for Fα phase from
Ref. [17]. The line gives the square root fit for the computational data.
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of the domains ranges from 1.6 to 5 nm and follows the Kittel square root law (see Fig.
4.3(e)).
4.4 Nanowall Dynamics
4.4.1 Computational Results
We first focus on the oscillatory dynamics in the thinnest film and trace the time
evolution of the average nanowall’s displacement from its equilibrium position ∆X.
This displacement is obtained from the count of dipoles flipped during the simulation.
After the first few transient oscillations the dynamics reaches its steady state where
the displacement follows the harmonic solution ∆X = X sin(ωt + φ), indicating that
the nanowall moves as an elastic object. Here X is the amplitude of the nanowall’s
displacement, ω is the AC field frequency, t is time, and φ is the phase-shift with respect
to the electric field. By analyzing the nanowall’s response to an electric field of different
frequencies we obtain dependence X(ω) and φ(ω) given in Fig. 4.4, and then combine
them into a complex response function η(w) = X cosφ + iX sinφ. Below 0.3 THz
the domain response is independent of the frequency (Fig. 4.4(a)) with the nanowalls
oscillating in phase with the electric field (Fig. 4.4(b)). Above 1.5 THz the nanowalls
have difficulty following the electric field as indicated by the drastic decrease in the
amplitude X and increase in phase-shift φ. Surprisingly, there are two peaks in the
amplitude of nanowall’s oscillations that occur at 0.7 THz (low-frequency peak) and at
3.2 THz (high-frequency peak). Existence of these peaks suggests that the nanowalls
exhibit resonance dynamics and must have a mass associated with them.
4.4.2 Damped Harmonic Oscillator Model
To study the dynamics of nanowalls, we use a damped-harmonic-oscillator model to
postulate the nanowall’s response function:
α(t) = γ exp(− t
τ
) cos(ω0t+ ψ) (4.1)
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Figure 4.4. Frequency dependent response of a nanowall to the electric field in a 2.2 nm
thick film. The arrows indicate positions of the peaks.
where the exponential part and the sinusoidal part describe the relaxation-like and
the resonance-like behavior of the nanowalls, respectively. Here γ is the coefficient, τ
is the relaxation time, ω0 is the intrinsic frequency, and ψ represents the phase shift,
defined as tanψ = −ω0τ .
The convolution of the response function with any input will yield the output function
of the system. One of the input that are of particular interest is the step-down function
1− u(t), since it describes how the nanowalls would reach its equilibrium position after
it is displaced by an external electric field and the field is suddenly removed at t = 0.
We first consider a step-up function, u(t), whose response function will be expressed as:
U(t) =
∫ t
0
u(s)α(t− s)ds
=
∫ t
o
γ exp(− t− s
τ
) cos[ω0(t− s) + ψ]ds
= γ exp(− t
τ
) cos(ω0t+ ψ) · 1
ω20 + (
1
τ )
2
[
exp(
s
τ
)(ω0 sinω0s+
1
τ
cosω0s)
]t
0
+ γ exp(− t
τ
) sin(ω0t+ ψ) · 1
ω20 + (
1
τ )
2
[
exp(
s
τ
)(
1
τ
sinω0s− ω0 cosω0s)
]t
0
=
γτ2
1 + ω20τ2
{
1
τ
cosψ − ω0 sinψ + exp(− t
τ
)
[
ω0 sin(ω0t+ ψ)− 1
τ
cos(ω0t+ ψ)
]}
=
γτ√
1 + ω20τ2
{
sinβ cosψ − cosβ sinψ + exp(− t
τ
) [cosβ sin(ω0t+ ψ)− sinβ cos(ω0t+ ψ)]
}
(4.2)
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where sinβ = 1/
√
1 + ω20τ2, cosβ = ω
2
0τ
2/
√
1 + ω20τ2. With this, Eq. (4.2) can be
further simplified as:
U(t) =
γτ√
1 + ω2τ2
[
sin(β − ψ) + exp(− t
τ
) sin(ω0t+ ψ − β)
]
= − γτ√
1 + ω2τ2
[
1− exp(− t
τ
) cosω0t
]
= G
[
1− exp(− t
τ
) cosω0t
]
(4.3)
where G = γω/
√
1 + ω2τ2. Now we can see when t → ∞, U(t) → G. As a result,
for the step-down function 1− u(t), the response can be written as:
∆X(t) = G− U(t)
= G exp(− t
τ
) cosω0t (4.4)
The response function of the system when driven by a single frequency sinusoidal
electric field can therefore be written as:
X(ω) = η(ω) · E0δ(ω − ω0) (4.5)
where η(ω), E0δ(ω − ω0) are the Fourier transform of α(t) and E0eiωt, X(ω) is
the complex response of the system. η(ω) can be calculated using standard integral
approaches [155]:
η(ω) =
∫ ∞
0
η(t)eiωtdt
=
1
2
∆η
[
1− iω0τ
1− i(ω0 + ω)τ +
1 + iω0τ
1 + i(ω0 − ω)τ
]
(4.6)
Here ∆η = γτ cosψ. Fitting our numerical data from Fig. 4.4 using Eq. (4.6)
will reveal if a nanowall indeed moves as an elastic object, in which case the fitting
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parameters ω0, τ , and ∆η will determine the nanowall’s response function η(t) as well
as step-down function ∆X(t).
4.4.3 Fitting with Theoretical Model
A sum of two analytical functions η1(w)+η2(w) is used to simultaneously fit low and
high frequency processes (indexes 1 and 2, respectively) associated with the two peaks
in X(ω). For the thinnest film we obtained ν0,1 = ω0,1/2pi = 0.95 THz, ν0,2 = 3.00 THz,
τ1 = 0.29 ps, τ2 = 0.36 ps, ∆η1|E| = 0.5 nm, ∆η2|E| = 0.05 nm. Note that the fitting
quality suggests that the low and high frequency processes are likely coupled. The ratios
ν0,i/τi indicate that low (high) frequency process behaves as a damped (underdamped)
harmonic oscillator.
Fig. 4.5(a)-(c) give the characteristic parameters ω0,i, τi, ∆ηi for all other films. We
first focus on the high frequency process (shown with diamonds). The characteristic
frequency of this process increases with the film’s thickness and stabilizes at a frequency
of about 4.7 THz. This coincides with the frequency of the A1 mode [156] and sug-
gests that the high frequency process is associated with the soft mode dynamics, or
the dynamics of individual dipoles. These dynamics are intrinsic to the material and
independent of domains. We also calculated the soft mode frequency of the films by
calculating the frequency of the dipole oscillations while removing the electric field and
freezing the homogeneous strain tensors, and such frequency turns out to be very close
to w0,2, This confirms that the high frequency process is associated with the intrinsic
dipoles’ dynamics in the soft mode, which couples to the electric field to produce large
resonance vibrations. The dipole’s vibrations near the nanowalls facilitate the dipoles’
flip and, therefore, contribute to the domain wall dynamics. Overall, high-frequency
process contributes about 10% to the nanowall’s dynamics.
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Figure 4.5. Characteristic parameters of the nanowalls’ dynamics. Relaxation times τi,
intrinsic frequencies ω0,i and response strengths ∆ηi are plotted as functions of film
thickness in panels (a), (b) and (c), respectively. (d) Normalized decay functions for
films. The arrow indicates the direction of the film thickness increase. (e) Nanowall
mass as a function of the film thickness. Diamonds represent the masses calculated
using the average dipole moments in the whole nanodomain, while squares represent
the masses calculated using the average dipole moments near the nanowall. The later
one is used for further analysis. (f) Decay functions for 13.2 nm thick film as obtained
from calculations where the nanowall’s mass is varied. The nanowalls masses are given
in units of 10−9 kg/m2.
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4.4.4 Size-induced Transition of Nanowall Dynamics
We next focus on the low frequency process (shown with squares in Fig. 4.5(a)-(c)).
The intrinsic frequency ω0,1 of such process decreases rapidly with the film’s thickness
and vanishes at the critical thickness of 7.4 nm. By substituting ω0 = 0 in Eq. (4.6)
we obtain the complex response function for thicker films η(w) = ∆η/(1 − iωτ) which
describes Debye relaxation. Debye relaxation is usually found in materials with order-
disorder dynamics. In other words, a film undergoes an exotic size-driven transition
from resonance to relaxational dynamics at a critical thickness of 7.4 nm. Moreover, the
transition is gradual as evident from a comparison of normalized decay functions plotted
for films of different thicknesses (Fig. 4.5(d)). The dynamics embodied in these plots is
striking: a displaced nanowall in a thin film will make a few oscillations before returning
to its equilibrium position, while a nanowall in a thicker film will relax exponentially to
its equilibrium position.
4.4.5 Reason for Transition: Effective Mass
To identify the driving force for such an unusual transition we calculate the mass
of a nanowall. It was proposed [157] that the effective mass of a domain wall can be
estimated from the kinetic energy of ions in those dipoles that flip as the wall propagates.
Using similar arguments we derived a formula for a nanowall’s mass per unit area a2:
MNW = m(< qz > /Z∗a)2, where m and Z∗ are the ionic mass and charge of a dipole,
and a is the lattice constant. This formula suggests that the nanowall’s mass is not
constant but follows the size dependence of < qz > (see Fig. 4.3(b)). Therefore, at
nanoscale the domain wall mass becomes a size and/or shape property rather than just
a material property. As the thickness of the film increases, the mass of the nanowall
increases as well (Fig. 4.5(e)). In the elastic regime the characteristic frequency of a
nanowall is inversely proportional to the nanowall’s mass, which explains the decrease
in w0,1 that occurs for thinner films (Fig. 4.5(b)). For films thicker than 7.4 nm, the
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nanowall becomes too heavy thereby causing the film to transition into relaxational
dynamics.
To confirm whether the type of the oscillatory dynamics is determined by the
nanowall’s mass, we conduct additional calculations on a 13 nm film (MNW = 2.2 ·10−9
kg/m2). Our aim is to convert the dynamics of this film from relaxation to resonance
by reducing MNW in two different ways: (a) decreasing the ionic masses in the local
dipole to yield MNW = 1.3 ·10−9 kg/m2; (b) reducing < qz > to yield MNW = 0.8 ·10−9
kg/m2. The latter was achieved by applying compressive strain along the film’s out-of-
plane direction. In both cases the film was indeed converted into resonance dynamics
as evident from the decay functions plotted in Fig. 4.5(f). We therefore conclude that
the nanowall’s dynamics is controlled by the nanowall’s mass, which in turn depends on
the nanodomain size. Note that, in the presence of defects we expect our qualitative
conclusions to hold at least in the pinning-depinning and flow regimes.
Fig. 4.5(a) shows that in the relaxation regime τ1 increases linearly with the film
thickness which suggests that the dispersion frequency (which is inversely proportional
to the relaxation time) should decrease as the film thickness increases. Extrapolation of
our data to millimeter thicknesses yields dispersion frequencies in the GHz range, which
is in good agreement with some experimental and theoretical findings [158]. Note that
all the reported features of the dynamics are intrinsic to nanoscale and extrapolation to
other scales is speculative.
4.4.6 Additional Findings
Domain Propagation at Nanoscale
For many decades it was believed that domains in bulk systems propagate through
nucleation and growth of a triangular nucleus. Recently however a model of small
square nucleus was proposed [150]. In ultrathin films the domain propagation is not
described by any of these models but rather has its own unique pattern. We found
that the nanowall propagates inhomogeneously with polarization reversal originating at
61
the surface of the film and then advancing into its interior. This can be traced to a
depolarizing field which rotates the in-plane surface dipoles to annihilate the open flux
(see the domain closure pattern in Fig. 4.3(a),(c),(d)). The surface dipoles have the
smallest out-of-plane component, and therefore are the easiest to flip.
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Figure 4.6. The displacement of nanowall in 13.2 nm thick film as a function of the
frequency of an ac electric field in the presence (dashed line) and absence (thick solid
line) of dynamical vibrations.
Coupling between Strain and Polarization
We repeated all simulations in the presence of dynamical deformations that com-
press/stretch the films periodically along the out-of-plane direction. Such deformations
may be caused by the vibrations of the substrate, laser pulses or dynamical change of
stresses. The deformation is modeled as a periodic variation of the out-of-plane lattice
constant c(t) = ceq + ∆c sin(ωct+ χ), where ceq and ∆c are the equilibrium lattice con-
stant and the amplitude of the deviation from ceq, ωc is the frequency of the periodic
load, and χ is a phase-shift with respect to electric field. For all the films we observe a
sharp peak in the displacement X(ω) at ω = 0.5ωc (see Fig. 4.6), which can be explained
as follows. In the absence of any electric field the out-of-plane dipole component |qz|
is maximized when c is at maximum, or ωct + χ = pi2 + 2pin (piezoelectric coupling).
On the other hand, under an AC electric field, but in the absence of dynamical load,
|qz| ∼ | sin(ωt)| and is maximized at ωt = pi2 + pim. Both maximums occur at the same
time if ω = 0.5ωc and will cause resonance vibrations. Such dynamical coupling can find
useful applications in ultrasensitive nanomechanical sensors.
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Figure 4.7. (a) In-plane AFM surface topography of BiFeO3 rhombohedral 71◦ domain
walls [18] (b) Plan view TEM image of the Pb(Zr0.8Ti0.2O3) sample taking slightly off
[001] zone axis [19].
4.4.7 Oblique Nanodomains
So far we have focused on the studies of 180◦ domains. However, when the mate-
rial exhibits a rhombohedral ferroelectric phase other types of domains may form. It
was shown by Hlinka [159] using phenomenological models that the boundaries of 180◦
rhombohedral domains would transition from Bloch walls to Ising walls with the appli-
cation of external stress (In Bloch walls, the domain polarization would rotate from one
direction to another without changing the amplitude, while in Ising walls, the domain
polarization would change its amplitude towards the other direction without rotating).
Also, the 71◦ and 109◦ rhombohedral domains in BiFeO3 and Pb(Zr0.8Ti0.2)O3 were
found to be in oblique stripe pattern (Fig. 4.7), which greatly encourages the study of
dynamics of such domain walls. However, despite all the intriguing properties, there
has not been much research done on the dynamics of rhombohedral domain walls. We
therefore take advantage of our computational model and study the nanowalls formed
in BTO, since at the low temperature BTO exhibits a rhombohedral phase.
We choose BTO films with the thickness of 3.2 nm, 4.8 nm and 6.4 nm, and anneal
them from 760 K to 10 K with a temperature interval of 50 K. The parameters of the
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Figure 4.8. Nanowall configurations for 3.2 nm (a), 4.8 nm (b) and 6.4 nm (c) thick
BaTiO3 thin films.
effective Hamiltonian for BTO was taken from Ref. [160]. The screening parameter is
chosen to be 0.9 to mimic the screening effect of metal electrodes. Fig. 4.8 shows that
the boundaries of the rhombohedral domains are oblique and forms an angle of either
45◦ or 60◦ with the horizontal, which indicates that the periodicity of the nanowalls are
along either [1, 1, 0] or [1,
√
3, 0] directions. Fig. 4.9 shows the rhombohedrality of the
BTO oblique nanowalls in the 3D case.
With the ground state determined, we then apply AC field along the out-of-plane
direction to drive the oscillation of the nanowalls and study their dynamics. Fig. 4.10
shows the amplitude of the nanowalls and the phase shift in films with thickness 3.2 nm,
4.8 nm and 6.4 nm. We observe a distinct peak at around the soft mode frequency for
all the three films, which correspond with what we observed for the tetragonal domains.
The peak at the lower frequency, however, is not obvious enough, which suggests that
the dynamics of nanowalls is already in the relaxational range for the film thickness
chosen.
4.5 Conclusions
In summary, we have studied the intrinsic nanodynamics of ferroelectric ultrathin
films with nanodomains. We first demonstrate that the nanodomain walls oscillate un-
der driving AC-field of sub-switching amplitude, which brings such nanowalls into the
general class of objects with oscillatory dynamics. Second, we reveal that nanowalls can
exhibit two types of intrinsic dynamics (resonance and relaxation) at the same frequen-
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Figure 4.9. Dipole pattern in BTO film with rhombohedral domains. The film thickness
is 3.2 nm. Red and blue colors indicate dipoles with out-of-plane polarizations pointing
up or down, respectively.
Figure 4.10. Amplitudes of nanowall displacements (left y-axis) and phase shift (right
y-axis) in (a) 3.2 nm (b) 4.8 nm (c) 6.4 nm thick BTO film. The arrows indicate which
y axis the curve corresponds to.
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cies. This is just the opposite of our current understanding of larger scale domain walls,
where we expect resonance dynamics at high-frequencies and electric fields and relax-
ational dynamics (domain wall creep) at lower frequencies and electric fields. Thirdly, we
prove that at nanoscale the dynamics is determined by the domain size which manifests
itself via a unique size-driven transition from relaxational to resonance dynamics. Our
first-principles-based insight revealed that such nanodynamics is qualitatively different
from the dynamics at larger scale and exhibit numerous exotic phenomena. Surpris-
ingly, some of them, such as dynamical coupling, may even be used in future superior
nanodevices.
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