An alternative algorithm for the solution of random regression models for analysis of test-day yield was developed to allow use of those models with extremely large data sets such as the US database for dairy records. Equations were solved in two iterative steps: 1) estimation or update of regression coefficients based on test-day yields for a given lactation and 2) estimation of fixed and random effects on those coefficients. Solutions were shown to be theoretically equivalent to traditional solutions for this class of random regression models. In addition to the relative simplicity of the proposed method, it allows several other techniques to be applied in the second step: 1) a canonical transformation to simplify computations (uncorrelated regressions) that could make use of recent advances in solution algorithms that allow missing values, 2) a transformation to limit the number of regressions and to create variates with biological meanings such as lactation yield or persistency, 3) more complicated (co)variance structures than those usually considered in random regression models (e.g., additional random effects such as the interaction of herd and sire), and 4) accommodation of data from 305-d records when no test-day records are available. In a test computation with 176,495 test-day yields for milk, fat, and protein from 22,943 first-lactation Holstein cows, a canonical transformation was applied, and the biological variates of 305-d yield and persistency were estimated. After five rounds of iteration with a sequential solution scheme for the two-step algorithm, maximum relative differences from previous genetic solutions were <10% of corresponding genetic standard deviations; correlations of genetic regression solutions with solutions from traditional random regression were >0.98 for 305-d yield and >0.99 for persistency.
INTRODUCTION
Random regression models [e.g., (10) ] that have been proposed for analysis of test-day yields (6) are computationally demanding, and few algorithms are available to simplify the computations. A (co)variance function can be defined as a continuous function that represents the variance and (co)variance of traits measured at different points on a trajectory (7, 8, 9) . Recently, the equivalence between random regression and (co)variance function models was shown (9, 13) . Therefore, (co)variance function coefficients can be computed directly as (co)variance components of the equivalent random regression model. The equivalence between random regression and (co)variance function models also can be used to simplify computations of random regression models (13) .
The objective of this study was to develop an alternative algorithm to solve a random regression test-day model for use with extremely large data sets, such as the US national database of dairy records. Additional objectives were to facilitate the integration of data from 305-d records when no test-day records were available and to simplify the development of an index for lactation performance that includes genetic differences in lactation curve (persistency) and, for multiparity models, genetic effects of parity (maturity rate).
MATERIALS AND METHODS

Equivalence Between Random Regression and Infinite-Dimensional Models
Consider the following model to represent a special class of random regression models in which the same regressions are used for all time-dependent fixed and random effects:
where y = vector of observations (e.g., test days within traits within animal), b = vector of timedependent fixed effects (e.g., herd test day), X = incidence matrix linking y and b, r = vector of time-independent random effects (e.g., phenotypic cow effects with several effects per animal that represent regression coefficients), Q = covariate matrix linking y and r and transforming time-dependent y to time-independent r, c = vector of time-independent fixed effects (e.g., ageseason of calving), W = incidence matrix linking r and c, a = vector of random additive genetic effects, Z = incidence matrix linking r and a, p = vector of random nongenetic cow effects, and e = vector of residual effects (e.g., measurement errors).
The means and covariance structures of y, r, a, p, and e can be summarized as [1] [2]
where A = matrix of relationships among animals; R = variance-covariance matrix for e; I = identity matrix; K G and K P = genetic and environmental covariance matrices among random regression coefficients, respectively; and = Kronecker product operator.
This traditional random regression model also can be written to represent an infinite-dimensional model in which t = Qr:
For every animal i with records, where t i represents a vector of cow-specific effects that are observed for cow i. The variance of t i then can be subdivided into genetic (G i ) and environmental (P i ) parts and modeled using covariance functions:
Therefore, the matrices K G and K P are not only the genetic and environmental covariance matrices, respectively, among random regression coefficients but also the coefficients of the genetic and environmental covariance functions.
The regression covariate matrix Q is defined in general and can have different structures. The easiest way to understand this structure is through an example, such as the analysis of milk, fat,
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and protein yields on first-lactation test days. Then, where the test-day yields for milk, fat, and protein are ordered as observations within trait within animal so that Q can be split into Q i blocks with a different block for each animal i. Each block is calculated as where is defined as the matrix of regression variables associated with test-day yields for milk (m), fat (f), or protein (p) for animal i. The matrices for milk, fat, and protein can be different and may not be block diagonal; e.g., no protein yield was recorded, or more observations were recorded for milk than for component traits.
Alternative Two-Step Solution Algorithm
Solution of a random regression model traditionally is done through mixed model equations:
Because those equations are large and dense, their solution is difficult when the population to be analyzed is large. However, the mixed model equations can be subdivided into two sets of equations that can be solved sequentially. The first set of equations estimates b and p; the second estimates c and a. [7] [8]
[9]
Estimation of b and p (Step 1). At iteration k+1, the new estimate for b is obtained using current estimates for c, a, and p as which is derived from Equation [9] . Solutions can be computed directly herd by herd if fixed effects in b are defined specific to herd (e.g., herd test date). Block inversion also is possible, as the order of every block is limited and equal to the number of herd-specific levels in b.
The new estimate for p is obtained using current estimates for b, c, and a:
which also is derived from Equation [9] . An advantage of this approach is that solutions can be computed animal by animal because R is block diagonal for every animal. Therefore, direct inversion can be used in the computations (the order of the inverted block is equal to the number of regressions per animal).
The vector r is then updated using current estimates for c, a, and p:
Estimation of c and a (Step 2). Solutions for c and a in iteration round k+1 are obtained from equations that are similar to regular multivariate mixed model equations:
Several solution techniques are possible because the secondary model is not completely specified. Canonical transformation can simplify computation (uncorrelated regression) by 1) transforming the multivariate equations in Equation [13] to several single-trait systems and 2) utilizing solution algorithms that allow missing values (1) as well as have other generalized uses as described by Ducrocq and Chapuis (2) . Therefore, additional traits (such as lactation yield for cows without test-day records) also could be included. Variates with biological meaning (such as lactation yield, persistency, and maturity rate) could be created by transformation of regressions from
Step 1 of the two-step algorithm. Such transformations would simplify the computations in
Step 2 by limiting the number of traits (14), which then would facilitate the development of an index for lactation performance.
Other advantages result from splitting of random regression equations. Multiparity models can be developed by considering yields in second or later lactations to be additional traits. More complicated (co)variance structures than those usually considered in random regression models (e.g., additional random effects such as interaction of herd and sire) can be easily accommodated if (co)variance matrices for all random effects remain at least approximately diagonalizable in [10] [11]
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Step 2 of the two-step algorithm.
Proof. To show that the solutions for b, c, and a from the two-step algorithm are equivalent to those from Equation [9] , first absorb p into the mixed model equations:
where M is the absorption matrix:
Based on Equation 9 and an equivalent model in which the effect of p appears only in the residual covariance structure that is represented by After introducing those blocks, moving them to the right-hand side, and using the estimates of b at iteration k+1 and of c and a at iteration k, Then which shows that Equations [13] and [23] are equivalent because Equation [24] is the same equation as that obtained by including Equation [11] , which updates p, in Equation [12] , which updates r, and replacing M in Equation [15] . Therefore, solutions for c and a obtained from the two-step algorithm (Equation [13] ) are equivalent to those from the mixed model equations (Equation [9] ).
Similarity to the method of van der Werf et al. With cursory inspection, the two-step algorithm does not appear to resemble the equations of van der Werf et al. (13) . Their derivation was based on replacing y with a reduced form of the data, whereas the equations in the two-step algorithm (Equations [10] , [11] , [12] , and [13] ) were developed by subdividing a class of random regression models into two models. However, the two-step algorithm can be shown to be a generalization of the van der Werf et al. (13) That generalization of the expression of van der Werf et al. (13) includes time-dependent fixed effects, a general definition of R and Q, and no limitations on the covariance structures. Indirectly, the derivation of the two-step algorithm also is a proof of the equations of van der Werf et al. (13) .
[22]
[23]
[24]
[25]
Sequential Solution Scheme
Similar to the approach proposed by van der Werf et al. (13) , an expectation-maximization algorithm can be used to update r. During iteration, a part of r would be estimated once, and another part would be updated based on current estimates of b, c, and a:
where In contrast to van der Werf et al. (13) , who voluntarily avoided time-dependent fixed effects, the need also to update b leads to a sequential solution scheme that is based on Equations [10] , [11] , [12] , and [13] from the two-step algorithm. For most practical situations, solutions from a previous evaluation are available and can be used as starting values to speed up convergence, especially for fixed effects such as class of state, age, season, and lactation stage. For unknown herd test-day effects, a simple mean can be a good starting value. If genetic evaluations are calculated every 3 or 6 mo, the relative number of additional records compared with the total number of records would be at most 5 to 10%. For most animals, values for a and p are available, and pedigree values could replace estimates for a for new animals. Therefore, the following sequential solution scheme is possible:
1. Generate b using Equation [10] with starting values from a previous genetic evaluation. 2. Update r using Equation [12] after estimating p using Equation [11] . The solutions for b and p can also be obtained simultaneously through the following mixed model equations:
3. Solve for c and a using Equation [13] and starting values from the last genetic evaluation. 4. Update b using Equation [10] and the new estimates for c and a. 5. Solve for p using Equation [11] and the new estimates for b, c, and a, and update r using Equation [12] . 6. Update c and a using Equation [13] . 7. Repeat from Step 4 until desired convergence is reached.
This scheme obviously only is equivalent to the traditional solution of a class of random regression equations if overall convergence can be achieved. The procedure is similar to the method proposed by Wiggans and Goddard (14) . Such an approach also would be appropriate for advanced milk recording plans and continuous genetic evaluations. The estimations of b and r could be updated each time that data from a new test day are added for a given herd, thus allowing their use for management purposes. The estimates of c and a could then be updated for the whole population on a scheduled basis (e.g., weekly, monthly, quarterly).
If cows change herds during lactation, estimation of b and p can become complicated because multiple incomplete lactations are created. Most current systems for genetic evaluation treat [26] [27 multiple lactations as repetitions even though persistency differs for first and later lactations (e.g., 3). To extend sequential solution to multiple lactations, regressions would have to be linked to first and later lactations as different traits. Then only additional (incomplete) first or later (complete or incomplete) lactations would be treated as repetitions. Inclusion of an additional permanent environmental effect among lactations of a cow would allow effects that are specific to a cow but nongenetic to be applied from one lactation to the next, which would also address the difficulty of an incomplete lactation record.
Total overall convergence of the sequential solution scheme to approximate solutions from the two-step algorithm is not assured because of possible rounding errors and other problems linked to splitting the original mixed model equations (V. Ducrocq, 1998, personal communication). However, the two steps will converge separately, which allows the use of the two-step algorithm as a model that is approximately equivalent to a traditional random regression model. In addition, attaining complete convergence for traditional random regression models often is difficult and slow (L. R. Schaeffer, 1999, personal communication).
Example Computations
Data. A total of 176,495 first-lactation test-day records for three yield traits (milk, fat, and protein) that were recorded between 7 and 305 DIM were obtained for 22,943 Holstein cows that calved from 1990 through 1996 in large herds in Pennsylvania and Wisconsin. Test-day means were 28.1 kg for milk, 1.01 kg for fat, and 0.88 kg for protein; standard deviations were 6. [29]
where K G = 9 x 9 covariance matrix of genetic random regressions (coefficients of the genetic covariance function); K P = 9 x 9 covariance matrix of permanent environmental random regressions (the coefficients of the permanent environmental covariance function); R 0 = 3 x 3 residual covariance matrix among milk, fat, and protein test-day yields; A = additive genetic relationship matrix among animals; I c = identity matrix of dimension c (number of cows or lactations); I i = identity matrix of order equal to the number of known test days (no missing traits) for cow i; and = direct sum operator. Those equations were solved with strategies for iteration on data that use a preconditioned conjugate gradient [e.g., (11) ]. The convergence criterion was the relative squared difference between the right-hand sides and the left-hand sides times solutions.
Sequential solution. Based on Equations [10] and [11] of the two-step algorithm modified to include two fixed effects, the following system obtained from Equation [27] also was solved by using iteration on data and a preconditioned conjugate gradient:
and r was updated using Equation [12] . Because no information was available for c and a in the initial estimation of r, Equation [31] was modified in the first round of iteration to the following system:
which is equivalent to traditional estimation of r with a random regression model under the assumption that all cows are unrelated and that all the fixed regressions (c) are 0. Based on Equation [13] of the two-step algorithm, c and a were estimated using canonical transformation and strategies for iteration on data that use second-order Jacobi iteration.
Estimation of 305-d yield and persistency.
To illustrate the possibility of creating biologically meaningful variates and to compare solutions from the traditional random regression model and the two-step algorithm, two new variates were calculated as linear functions of solutions for the three regressions: 305-d yield and persistency. The 305-d yield was defined as sum of all daily solutions from 1 through 305 DIM. Because persistency has been defined in different ways by various researchers (3), the method that has been used by the Canadian Dairy Network since February 1999 was chosen (6). This method is basically a linear function of the additive breeding value at 280 DIM minus the additive breeding value at 60 DIM.
RESULTS AND DISCUSSION
Data and model characteristics for the example computations are shown in Table 1 . The traditional random regression model (Equation [30] ) produced 610,056 highly dense equations, especially because of the multiplication by 9 of the coefficients introduced by the A -1 matrices of animal relationships. With the two-step algorithm, the number of equations in Step 1 was reduced to 219,897, and those equations also were less dense because no relationships among animals were included. The number of nonzero coefficients for animal equations was reduced, on average, from 81.5 (6 for fixed effects, 9 for fixed regressions, 9 x (1 + 5.39) for genetic effects, and 9 for permanent environmental effects) to 15 (6 for fixed effects and 9 for permanent environmental effects). Although relationships were included in Step 2 of the two-step algorithm, the number of equations in Step 2 were reduced through canonical transformation to nine single-trait animal models. , [31] [32] Table 1 . Data and model characteristics for example computations Solution of the traditional random regression model required 588 rounds of iteration to reach a convergence criterion value of 1 x 10 -10 . Because of concern about the convergence behavior of random regression models and because of a possible lack of convergence as indicated by some relatively large changes in solutions after further iteration, an additional 1000 rounds of iteration were computed. Convergence improved only to a value of approximately 1 x 10 -11 , but genetic regression solutions changed dramatically (up to 72% of a genetic standard deviation). Therefore, computer word size was increased to 8 bytes to reduce rounding errors, and an additional 600 rounds of iteration were computed. This further iteration resulted in convergence values that oscillated between 1 x 10 -13 and 1 x 10 -14 , and solutions for random regression effects changed up to a maximum of 12% of a genetic standard deviation. Those solutions were considered to be reference solutions for comparison with solutions from the sequential solution scheme for the two-step algorithm even though convergence of the traditional random regression model might have been incomplete. to solve alternative regression models based on test-day yield. Step 2 (Equation [13] ) 390,159
The number of rounds of iteration was not used as a comparison criterion between solution methods as the time required per iteration was extremely different among the solution systems (traditional random regression model and Steps 1 and 2 of the two-step algorithm). The time needed for a round of iteration for the two-step algorithm also was variable because of the extensive use of previous solutions as starting values. Four rounds of iteration for the two-step algorithm took approximately 3% of the time needed for the >2000 rounds of iteration that were computed to solve the traditional random regression model; additional rounds of iteration for the algorithm would be faster.
To study overall convergence of the sequential solution scheme for the two-step algorithm, the maximum absolute differences of genetic regression coefficients were expressed relative to the corresponding genetic standard deviations (Tables 2, 3 , and 4). Maximum relative differences from traditional random regression decreased rapidly to <10% by round 4 of iteration and stabilized around 7% for all three yield traits. Maximum relative differences from the previous round of iteration decreased steadily, which indicated that solutions from the sequential solution scheme were converging. This criterion also could be used as the overall convergence criterion for the two-step algorithm. 
