Abstract In this paper, an Arabic statistical learning-based text classification system has been developed using Polynomial Neural Networks. Polynomial Networks have been recently applied to English text classification, but they were never used for Arabic text classification. In this research, we investigate the performance of Polynomial Networks in classifying Arabic texts. Experiments are conducted on a widely used Arabic dataset in text classification: Al-Jazeera News dataset. We chose this dataset to enable direct comparisons of the performance of Polynomial Networks classifier versus other well-known classifiers on this dataset in the literature of Arabic text classification. Results of experiments show that Polynomial Networks classifier is a competitive algorithm to the state-of-the-art ones in the field of Arabic text classification. 
Introduction
With the rapid growth in the availability and use of natural language electronic texts, automatic Text Classification (TC) becomes an important technique for understanding and organizing such texts. TC automatically assigns an unseen document to one or more pre-defined classes based on the document content. It is used in many areas, such as digital libraries, spam filtering, online news, word sense disambiguation, information retrieval and topical crawling. Automatic TC is needed heavily due to the huge amount of text on the web which cannot be classified manually by human experts due to cost and time considerations.
The bulk of the efforts on TC work have been devoted to automatic classification of English and Latin texts (Yang and Liu, 1999; Fang et al., 2001; Sebastiani, 2002; Joachims, 2002; Crammer and Singer, 2003; Lewis et al., 2004) . Researchers paid little interest for investigating TC approaches in classifying Arabic texts despite the fact that the Arabic language is one of the seven official languages of the United Nations with more than 400 million native speakers. Furthermore, a large percentage of these native Arabic speaking users cannot read English.
The limited research work in Arabic TC can be attributed to many reasons: the complex morphology of the Arabic language, the wide spread of synonyms in the Arabic Language, the high inflectional and derivational nature of the Arabic language, the lack of availability of publicly free accessible Arabic Corpora and finally the lack of standard Arabic morphological analysis tools. In fact, all researchers on Arabic TC have concluded that building Arabic text classifiers is a challenging task (Khreisat, 2006; Harrag and El-Qawasmeh, 2009; El-Halees, 2007; Duwairi, 2007) .
Nevertheless, the need and interest in classifying Arabic language texts have grown lately, due to many reasons: Arabic language is very rich with documents, there are tens of millions of Arab Internet users and a large percentage of these users cannot read English pages. Add to this, the Arabic internet content has grown rapidly in the last years, exceeding 3% of the whole internet content and is ranked the eighth in the whole internet content (http://www.InternetWorldStats.com). This continuously-growing content needs to be exchanged and thus automatically and efficiently classified.
One Arabic automatic categorizer, ''Sakhr's categorizer" (Sakhr, 2004) has been reported to have been put under operational use to classify Arabic documents. No technical documentation or specification concerning this Arabic categorizer is available.
Recently, researchers started to investigate the performance of some well-known English TC algorithms in classifying Arabic text documents. Examples include the Naı¨ve Bayes algorithm (NB) (Yahyaoui, 2001; El-Kourdi et al., 2004; Duwairi, 2007; El-Halees, 2008; Kanaan et al., 2009; Al-Saleem, 2010 Belkebir and Guessoum, 2013; Sharef et al., 2014) , Support Vector Machines (SVM) (Mesleh, 2007; Al-Harbi et al., 2008; El-Halees, 2008; Said et al., 2009; Al-Saleem, 2010 , k-Nearest Neighbor (kNN) (Al-Shalabi et al., 2006; Duwairi, 2007; El-Halees, 2008; Kanaan et al., 2009; and decision tree El-Halees, 2008; Harrag et al., 2009; ) besides others Duwairi, 2005 Duwairi, , 2007 Khreisat, 2006; Ghwanmeh, 2007; El-Halees, 2007 Al-Harbi et al., 2008; Kanaan et al., 2009; Belkebir and Guessoum, 2013; Fodil et al., 2014) .
Polynomial neural Networks (PNs) are a supervised machine learning algorithm that draws on traditional mathematical methods and evolutionary programing concepts to evolve a network of polynomial functions capable of approximating any continuous multivariate function from a collection of input-output data. They differ from artificial neural networks in that they have neither biological inspiration nor interpretation. PNs were first used for TC in 2008 (AL-Tahrawi and Abu Zitar, 2008).They were not used earlier in TC, as the requirements of PN techniques grow exponentially with the model complexity and the number of features used. Nevertheless, (AL-Tahrawi and Abu Zitar, 2008; AL-Tahrawi, 2014 , 2015 have proved that PNs are competitive English text classifiers to the state-of-the-art ones in this field, including SVM, KNN, NB, Logistic Regression (LR) and Radial Basis Function Networks (RBF).
In this research, PNs are investigated in classifying Arabic text documents for the first time in the literature of Arabic TC. The rest of the paper is organized as follows: Related work on Arabic TC is presented in Section 2, PN classification algorithm is presented in detail in Section 3, the Dataset and data preprocessing are presented in Section 4, Experiments, Results and Analysis of results are presented in Section 5 and finally Conclusions are presented in Section 6.
Related work
Although a lot of works have studied classification of English and Latin texts very early, only few works have studied the classification of Arabic texts in the last decade. Such studies address the problem of TC using different Datasets, Data Pre-processing methods, Feature Selection methods, Classification methods, as well as different metrics to evaluate the performance of these classifiers.
DataSets
Unlike the case in English TC, there are no free benchmark datasets available for the researchers in Arabic TC; As a result, many researchers depend on collecting their own in-house data sets (Khreisat, 2006; Duwairi, 2007; Kanaan et al., 2009; Al-Saleem, 2010; Fodil et al., 2014) , which are gathered from different resources, like News Channels and Websites. Some datasets are made available for free use by researchers, like Alj-News which was used by El-Kourdi et al. (2004) , El-Halees (2007 , Mesleh (2007) , Said et al. (2009), Chantar and , Open Source Arabic Corpora (OSAC) and Saudi Newspapers (SNP) Al-Saleem, 2011; .
The number of (documents, classes) in these corpora vary from just (175,5) to (33 K, 34) . Some researchers do not clarify this important piece of information regarding their corpora (Khreisat, 2006; El-Halees, 2007 .
Regarding the dataset split into training/testing, there is no agreement upon the split of the dataset into training/testing parts, even when using the same data set. Furthermore, some researchers do not even mention the training/testing split of the dataset they use (El-Halees, 2007; Fodil et al., 2014) .
Text pre-processing in the literature of Arabic TC
Data pre-processing is considered an important part in building text classifiers. The main advantage of applying data preprocessing on the text documents is reducing the number of features (terms) in the dataset, as well as enhancing classifiers performance in terms of resource requirements and classification accuracy. Many researchers in the field of Arabic TC apply a set of text pre-processing steps on the texts before classification, like the exclusion of stop words, punctuation marks, diacritics, non letters and vowels, as well as normalization of some letters like al hamza Khreisat, 2006; Duwairi, 2007; El-Halees, 2007 Mesleh, 2007; Al-Harbi et al., 2008; Kanaan et al., 2009; Said et al., 2009; Al-Saleem, 2010 Belkebir and Guessoum, 2013; Sharef et al., 2014; Fodil et al., 2014; . Some researchers also removed infrequent words (Mesleh, 2007; or words less than a certain length .
Another major pre-processing step in TC is either Stemming or Root Extraction. This step aims to reduce words to their stem or root, resulting in reducing the number of the terms the classifier needs to work with. This results in reducing memory and processing requirements of the classifier system. Researchers in Arabic TC used three different types of stemming in building Arabic TC systems: Stemming (El-Halees, 2007 Said et al., 2009; Fodil et al., 2014) , Light Stemming Belkebir and Guessoum, 2013; Sharef et al., 2014) and/or Root Extraction (Duwairi, 2007; Said et al., 2009; Belkebir and Guessoum, 2013 ). Yet, some researchers did not apply any kind of stemming or root extraction in building their classifiers (Mesleh, 2007; .
On the other hand, some researchers did not perform any type of pre-processing on the dataset ).
Feature weighting and selection
Feature Selection (FS) is widely used in TC, as most classifiers cannot work with the huge number of terms in the corpus. Add to this, the effect of using all terms (features) in building classifier on the classifier accuracy was always a great debate; many researchers believe that using all corpus terms adds both noise and processing requirements to the classifiers, without enhancing classification accuracy, while others found FS harmful to TC (Khreisat, 2006) . Using FS, the discriminating power of each term is computed, and only the top-scoring ones are used to build the classifier.
Several FS methods are used in the field of Arabic TC research, like Cross Validation , Chiet al., 2014; , fallout (Duwairi, 2007) and error rate (Duwairi, 2007) . The formulae for computing some of these measures are provided in Section 5.2. Table 1 summarizes a number of these studies. The table presents, for each research work, the Corpus used, the split of the corpus into training and testing parts, the Data PreProcessing applied to the corpus documents, Feature Weighting methods and Selection criteria, the classification algorithm used and finally the performance achieved in each research. Papers are presented in chronological order in the table.
As is clear from the various research works presented in Table 1 , there is no agreement on the dataset, its size, number of classes, or even on the preprocessing steps applied on the documents. This makes direct and thus fair comparisons very difficult.
Polynomial Networks (PNs)
Polynomial neural Network (PN) classifiers have been known in the literature for many years (Fukunaga, 1990; Campbell et al., 2001; Assaleh and Al-Rousan, 2005; Liu, 2006) . Recently, PNs have proved to be competitive to the top performers in the field of English TC of the two benchmark datasets: Reuters and 20Newsgroups, using only 0.25-0.5% of the corpora terms (AL-Tahrawi and Abu Zitar, 2008; AL-Tahrawi, 2013 , 2015 . Several Neural Network approaches may be used to classify different types of data. In this research, we use the Polynomial Neural Networks algorithm proposed by Campbell et al. (2001) to classify Arabic text documents. The proposed algorithm uses discriminative training with a mean-squared error criterion. Details of the algorithm and its application in TC are explained in the following subsections.
The architecture of PNs
The representation of the PN model adopted in this research consists of two layers. In the first layer (the input layer), the set of inputs (features) x(x 1 , x 2 , ..., x N ), where N is the number of input features, are used to form a set of monomial basis functions p(x) of the required order or degree K. One basis function p(x) is formed for each observation.
The elements of p(x) for a polynomial of degree K are monomials of the form (Campbell et al., 2001) :
x kj j ; where k j P 0 and 0 6
For example, if an input vector x contains the two features x 1 and x 2 , the second order polynomial network basis function p(x) will look as follows:
Polynomials of degree 2 were used in this research, as this degree recorded the best performance results in our experiments.
Then, the second layer of the PN combines all the outputs of the first layer (the basis functions) to compute scores w t p(x), where w is the classification model. A score w j t p(x i ) is produced for each input vector x i and each class j. Then, the final output is computed by averaging the total score over all feature vectors (Campbell et al., 2001 ):
where M is the number of feature vectors in class j. This final score will be used to recognize and verify new unseen inputs. That is to say, the data are first expanded into a high dimensional space in the first layer and then linearly separated using the second layer.
Details of using PNs in TC are explained in Section 3.2.
The training phase of PN classifiers
A PN is trained to approximate an ideal output using mean squared error as the objective criterion. The polynomial expansion of the ith class term vectors (documents) is denoted by Campbell et al. (2001) , AL-Tahrawi and Abu Zitar (2008):
where N i is the number of training feature vectors for class i, and p(x i,m ) is the basis function of the mth feature vector for class i. After forming M i for each class i of the training classes, a global matrix M is obtained for all the classes, by concatenating the individual M i 's computed for each class (Campbell et al., 2001 ):
where nc is the number of training classes. The training problem then reduces to finding an optimum set of weights w (one weight for each class) that minimizes the distance between the ideal outputs (targets) and a linear combination of the polynomial expansion of the training data such that (Campbell et al., 2001; AL-Tahrawi and Abu Zitar, 2008) :
where o i is the ideal output (a column vector which contains N i ones in the rows where the ith class' data are located in M, and contains zeros otherwise). A class model w i opt can be obtained in one shot (non-iteratively) by applying the normal equations method (Campbell et al., 2001 ; AL-Tahrawi and Abu Zitar, 2008):
Finally, w i opt is computed as follows:
Recognition phase of PN classifiers
Classification of a new unseen input consists of two parts: identification and verification. Identification involves finding the best matching class of a new input, given the feature vector of this input. In the verification phase, the claim made in the identification phase is either accepted or rejected. The identification phase proceeds as follows in the PN algorithm: the term vector x of the unseen input is expanded into its polynomial terms p(x) in a manner similar to what was done with the training inputs in the training phase (Eq. (1)). Then, the new unseen input is assigned to the class c such that (Campbell et al., 2001 ; AL- Tahrawi 
where nc is the number of the predefined classes in the corpus. In verification, a decision to accept or reject a certain classification can be based on using a certain threshold value. In our experiments, we accepted classifications with scores above 0.5, since the output score w i. p(x) lies between 0 and 1.
Text Classification (TC) using PNs
The training phase of TC starts by forming a term vector x for each training document, using the vector space model. Terms are usually represented by their tf.idf weights, binary weights, normalized frequencies, . . .etc. Normalized frequencies were used in our experiments. Then, the desired order PN basis function is formed for each training document in the corpus as in Eq. (1). PNs of degree 2 are used in the experiments conducted in this research paper, as it recorded the best performance results in our experiments. For example, if the feature vector of a training document is (0.5, 0.2); i.e. the normalized frequencies for term1 and term2 in this document are 0.5 and 0.2 respectively, then the second order PN basis function for this document is pðxÞ ¼ ½1 0:5 0:2 0:25 0:1 0:04 After forming the basis function for each input (training) document, M i (the polynomial expansion of class i) is formed as in Eq. (4). Then, the global matrix for all classes M is formed as in Eq. (5). Now, the PN is trained to approximate the ideal output using the mean-squared error criterion as in Eq. (6) and the individual class weights are computed as in Eqs. (7) and (8).
Finally, the classifier is tested on new unseen documents by forming the basis function p(x) for the term vector x of the new document as in Eq. (1) and assigning this document to the nearest class as in Eq. (9).
The DataSet
Different Arabic Datasets were used in the little research work in the area of Arabic TC, as no benchmark Arabic dataset exists. We used Aljazeera News Arabic Dataset (Alj-News), available at (Alj-News Dataset) in this research. Alj-News dataset is gathered from Al-jazeera Arabic News Website. The dataset consists of 1500 Arabic news documents distributed evenly among five classes: Art, Economic, Politics, Science and Sport. Each class has 300 documents (240 for training and 60 for testing). We chose this dataset since it was used in several researches in the literature of Arabic TC Mohamed et al., 2005; , which enables direct comparisons of our results with those achieved in these researches.
The pre-processing steps and the FS applied on this dataset are explained in Sections 4.1 and 4.2. Arabic  language  consists  of  28  letters  (  ‫ﺃ‬  ‫ﺏ‬  ‫ﺕ‬  ‫ﺙ‬  ‫ﺝ‬  ‫ﺡ‬  ‫ﺥ‬  ‫ﺩ‬  ‫ﺫ‬  ‫ﺭ‬  ‫ﺯ‬  ‫ﺱ‬  ‫ﺵ‬  ‫ﺹ‬  ‫ﺽ‬  ‫ﻁ‬  ‫ﻅ‬  ‫ﻉ‬  ‫ﻍ‬  ‫ﻑ‬  ‫ﻕ‬  ‫ﻙ‬  ‫ﻝ‬  ‫ﻡ‬  ‫ﻥ‬  ‫ﻩ‬  ‫ﻭ‬  ‫ﻱ‬ ) in addition to the Hamza ‫.)ﺀ(‬ Any Arabic letter other than the three long vowels ( ‫ﺃ‬ ‫ﻭ‬ ‫ﻱ‬ ) is a consonant. Several types of diacritics are used in the Arabic language: Fatha, Kasra, Damma, Suk un, Shadda, Mad ‫)ﺍ(‬ and Tanwin. They act as short vowels which are used to show the correct pronunciation (and sometimes meaning) of the words, since one Arabic word can have different pronunciations (and hence meanings) using different diacritics. For example, the word ‫ﺳ‬ ‫ﻠ‬ ‫ﻢ‬ has several forms and meanings, such as:
Data pre-processing
The only way to disambiguate the diacritic-less Arabic words is to locate them within the context. Shapes and sounds of these diacritics are listed in Table 2 .
The Arabic language differs from the Latin-based alphabets in that it is written from right to left, with different shapes for the same letter according to its position in the word; for example, (
) are four different shapes for one letter at the beginning, in the middle of, and at the end of a word respectively. Arabic language exhibits two genders: masculine and feminine and three number classes: singular, dual, and plural.
The Arabic plurals are divided into two classes: regular and broken. A noun has three cases, the nominative, accusative and genitive. Apparently, Arabic language is very complex and rich, which explains the difficulties in achieving accurate automatic classification results on Arabic documents.
Data pre-processing is a routine part in building TC systems which aims to remove noise and reduce the number of features (terms) in the dataset. This results in reducing processor and memory requirements for building classifiers, as well as getting more accurate classifications. We applied the following pre-processing steps on Alj-News dataset:
(1) Tokenization: converting documents from sequences of characters into sequences of tokens (terms or features) by recognizing delimiters such as white spaces, punctuations, special characters, etc. (2) Removal of the non-Arabic letters, numbers, diacritics, special characters and punctuations. (3) Removal of stop words: these include pronouns, conjunctions, and prepositions. We extended the stop word list adopted by Khoja and Garside (1999) to include 478 stop words rather than the list of just 168 stop words adopted by them. (4) Stemming: is to reduce an inflected or derived word to its stem. The stem needs not be identical to the morphological root of the word; it is usually sufficient that related words map to the same stem, even if this stem is not itself a valid morphological root. The main advantage of this pre-processing step is to reduce the number of terms in a document, and thus reduce computational and storage requirements of TC systems. With the case of the highly derivative Arabic language, in which a large number of words can be formed using one stem, stemming is a valuable tool in reducing complexity of automatic TC.
In this research, we adopt the Stemming algorithm of Khoja (Khoja and Garside, 1999) . It is a well-known Aggressive Arabic Stemmer (Root Extractor) which removes the longest suffix and the longest prefix and then matches the remaining word with verbal and noun patterns to extract the root. As an example, Khoja Stemming algorithm would reduce the Arabic words (
) which mean (the school), (the teacher), (the lesson) and (the learner) respectively, to one root ( ‫ﺩ‬ ‫ﺭ‬ ‫ﺱ‬ ). The stemmer makes use of several linguistic data files such as a list of all diacritic characters, punctuation characters, definite articles, and stop words. It has been developed in both C++ and Java and is available at (http://zeus.cs.pacificu.edu/ shereen/ArabicStemmerCode.zip). 
The authors in Sawalha and Atwell (2008) evaluated Arabic Language Morphological Analyzers and Stemmers and reported that Khoja stemmer achieved the highest accuracy in their experiments. The stemmer has also been used as part of an Information Retrieval system developed at the University of Massachusetts for the TREC-10 cross-lingual track in 2001. The authors in Larkey and Connell (2001) reported that although the stemmer produced many mistakes, it improved the performance of their system immensely. Table 3 lists the steps of Khoja Stemming algorithm (Khoja and Garside, 1999) .
After applying all the text pre-processing steps, words of length 1 are removed and Alj-News dataset ended with the number of features (terms) shown in Table 4 .
Feature Selection (FS)
Since most machine learning algorithms cannot afford working with all terms in the corpus, due to memory and processing limitations, feature selection (FS) has become a routine part of automatic TC. We used Chi Square (CHI) as a FS metric for selecting the most discriminating features in the dataset. CHI has been proved to record high accuracy in classifying both English (Eldos, 2002; Eldin, 2007; El-Halees, 2008; AL-Tahrawi and Abu Zitar, 2008; Al-Tahrawi, 2013 , 2015 and Arabic (Mesleh, 2007; Thabtah et al., 2009; Al-Harbi et al., 2008; Belkebir and Guessoum, 2013; Sharef et al., 2014) texts. The CHI FS metric measures the lack of independence between a term and a class. It was originally used in the statistical analysis of independent events. Its application as a FS metric for TC purposes goes through the following steps:
(1) For each term in each class in the training set, compute the CHI score to measure the correlation between the term and its containing class. CHI measure is computed for each term t in each class c i as follows (Zheng et al., 2004) :
where: N is the total number of training documents in the dataset, A is the number of documents belonging to class c i and containing t, B is the number of documents belonging to class c i but not containing t, C is the number of documents not belonging to class c i but containing t and D is the number of documents neither belonging to class c i nor containing t.
(2) Combine the class-term CHI measures for terms that appear in more than one class in one score using the maximum or average score. 
Experiments and results

Details of
Feature reduction
We applied a class-based local policy for selecting the features for building the PN classifier by selecting 1% of the topmost features from each of the five classes. This policy has proved to achieve the best classification performance compared to other reduction policies, like choosing the topmost corpus features, or an equal number of features from each class, as it gives each class a representative share in the final set of features used to build the classifier (Lewis and Ringuette, 1994; AL-Tahrawi and Abu Zitar, 2008; Al-Tahrawi, 2013, 2014, 2015) . The number of features selected from each class and the total number of features used to build the PN classifier after applying CHI and Feature Reduction, then removing duplicates is summarized in Table 5 .
Performance evaluation measures
PN classifier performance is evaluated by computing its precision, recall and F1-measure. Precision is defined as the proportion of test files classified into a class that really belong to that class, whereas Recall is the proportion of test files belonging to a class and are claimed by the classifier as belonging to that class. Precision of a class c i (P i ) is computed as (Debole and Sebastiani, 2005) :
and Recall of a class c i , (R i ) is computed as (Debole and Sebastiani, 2005) :
where TP i, FP i and FN i refer to Truly Positive, Falsely Positive and Falsely Negative claims of the classifier respectively. The F1 measure, introduced by Van Rijsbergen (1979) , is the harmonic average of both precision and recall. High F1 means high overall performance of the system. F1 is computed as follows (Debole and Sebastiani, 2005) :
Individual results of classes are microaveraged and macroaveraged to give an idea of the classification performance on the dataset as a whole.
Results
Results of applying our PN classifier on Alj-News Arabic Dataset are summarized in Table 6 .
Analysis of results
Results of applying PNs classification algorithm on Alj-News dataset reveal that PNs have recorded high performance accuracy, using just 1% of each class features. The top performance was on 'Sport' class with 0.967 Recall and 0.959 F-measure, while the lowest F-measure performance recorded was 0.842 on 'Economics' class. Comparisons of the results reached in this research and related research works on the same dataset are presented next. proposed BPSO (Binary Particle Swarm Optimization)-KNN as a FS method for Arabic TC. They experimented three different classifiers on exactly the same dataset (Alj-News), with the same training and testing split, used in our research. These algorithms are: Support Vector Machines (SVM), Naı¨ve Bayes (NB) and Decision Trees (J48). They ended up with 5329 features after applying a set of pre-processing steps on the corpus. These preprocessing steps include removing hyphens, punctuation marks, numbers, digits, non-Arabic letters and diacritics. Then stop words and rare words (words that occur less than five times in the dataset) were removed. From these terms, they selected 2967 features to build the three classifiers. Results reached in their experiments on Alj-News are summarized in Tables 7-9 Although have worked on the same dataset, we used in this research, with exactly the same training and testing split, differences in the number of features used for building classifiers, FS and weighting methods adopted, as well as in the text pre-processing steps applied on the dataset documents (refer to Table 1 for the details) make direct performance comparisons between our PN classifier and their classifiers unfair, since these differences are known to affect the classification performance to a great extent. Our intended near future work is to conduct direct comparisons between our PN classifier and other well-known Arabic text classifiers using the same TC settings.
Other research works on Alj-News Arabic Dataset used different set of classes, different number of documents or different splits for training and testing subsets. We present here a comparison of the results on the common classes in our and their research experiments. Table 10 . (Mesleh, 2007) tested CHI FS in Arabic TC using an inhouse collected corpus from online Arabic newspaper archives, including Al-Jazeera, Al-Nahar, Al-Hayat, Al-Ahram, and AlDostor as well as a few other specialized websites. The collected corpus consists of 1445 documents. These documents fall into nine classification categories that vary in the number of documents. Data preprocessing was applied by removing digits, punctuation marks, non-Arabic letters, stop words and infrequent terms which occur less than 4 times in the training part of the corpus. In addition, Light Stemming was applied. His best results, which were achieved when extracting the top 162 terms for each classification class, are presented in Table 11 for the common classes between his and our research works. The overall performance of the three algorithms used in their research is summarized in Table 12 .
It is apparent from these indirect comparisons that PNs recorded better or competitive performance using much less number of features (only 135 features compared to hundreds of thousands of features in other researches).
Conclusion
In this research, Polynomial neural Networks (PNs) are used, for the first time in the literature of Arabic text classification (TC), as an Arabic TC algorithm. Stemming is applied on the Alj-News Arabic dataset, Chi Square FS is used to select features and a local class-based reduction feature policy is used to select only 1% of each class features to build the PN classifier. Results achieved in this research have shown that PNs are among the top performers in classifying Arabic text documents. More importantly, PNs are able to achieve this performance in one shot (non-iteratively) and using a very small portion of the dataset features, compared to other iterative TC algorithms which need a lot of features to achieve an Table 9 Accuracy by Class for J48 on Alj-News Dataset Table 12 Overall F-Results in research work of (Mesleh, 2007) acceptable classification performance. Results also reveal that PNs require stemming as a necessary text pre-processing step, since PNs are usually used with a small number of features due to their high memory requirements. Nevertheless, PNs were able to record competitive results despite all the weakness points of stemming. Our intended near future work is to conduct direct comparisons between our proposed PN classifier and a set of the state-of-the art Arabic TC algorithms.
