This paper presents approximate analytical solutions for chaotic Chen system which is a three-dimensional system of ordinary differential equations using differential transform method. Comparisons between the fourth-order Runge-Kutta (RK4) methods with different time steps were done. It has been observed that the accuracy of RK4 solutions can be increased by decreasing the time step. Furthermore, the numerical results are compared to those obtained by the Runge-Kutta method to illustrate the preciseness and effectiveness of the proposed method.
Introduction
Scientists who deal with nonlinear dynamical systems cannot elude the experience of chaos, an advanced field of mathematics that involves the study of dynamical systems. Many scientists have struggled to find analytical solutions for these chaotic systems. Such tasks always meet with a stumbling block due to its complexities. The accuracies on its long term solutions are sometimes questionable although the numerical methods are available to provide approximate solutions. To overcome this problem, there is a method called the differential transformation method (DTM). DTM was introduced by Zhou [15] , who solved linear and nonlinear initial value problems in electric circuit analysis. DTM was applied to solve many solution of linear and nonlinear differential equation. For example, Al-Sawalha and Noorani [1] have applied this method to solve Lorenz system. Chen and Liu [3] also applied this method to solve two boundary value problems. Besides that, Yu and Chen [14] apply the differential transformation method to the optimization of the rectangular fins with variable thermal parameters.
Differential transformation method is a semi-analytical solution in the form of a polynomial which is different from the traditionally high-ordered Taylor series method. The Taylor series method will consume long computational time for large orders since it requires symbolic computation of the necessary derivatives of the data functions. The differential transform method is an iterative procedure that is described by the transformed equations of original functions for solution of differential equations. With this method, it is possible to obtain highly accurate results or exact solutions for differential equations.
When dealing with nonlinear systems of ordinary differential equations, such as the Chen system, it is often difficult to obtain a closed form of the analytic solution. In the absence of such a solution, the accuracy of the DTM method is then tested against classical numerical methods, such as the Runge-Kutta method (RK4). RK4 has been widely and commonly used for simulating solutions for chaotic systems [7, 13, 8, 9] . The Chen system can exhibit both chaotic and non-chaotic behavior for distinct parameter values. A similar implementation and analysis was done by Hussain and Salleh [6] by using continuous Galerkin Petrov time discretization scheme for the solutions of the Chen system. As such, the objective of this paper is essentially two fold. First, we shall give a comparison in the case of a fixed time step between the DTM and RK4 for the solution of the chaotic Chen system. Secondly, we look into the effect of time steps on the accuracy of the DTM as the Chen system transform from a non-chaotic system to a chaotic one.
Differential Transformation Method
The basic definitions of differential transformation are introduced as follows: Let ( ) be analytic in a domain and let = represent any point in . The function ( ) is then represented by one power series whose center is located at . The Taylor series expansion function of ( ) is of the form:
The particular case of Eq. (1) when = 0 is referred to as the Maclaurin series of ( ) and is expressed as:
Put
For = then ( , ) = ( , ), where belongs to a set of non-negative integers, denoted as the domain. Thus, (3) can be written as
where ( ) is called the spectrum of ( ) at = . If ( ) can be expressed by Taylor series then ( ) can be represented as
Eq. (5) is called the inverse transformation of ( ). Using the symbol " " denoting the differential transformation process and combining (4) and (5), it is obtained that
From Zhou [15] , the differential transform of function ( ) is defined as:
where ( ) represents the transformed function (T-function) and ( ) is the original function. The differential spectrum of ( ) is confined within the interval ∈ [0, ], where is a constant which is the time horizon of interest. The differential inverse transform of ( ) is defined as follows: . Then expand it, we get
From Eq. (7), we get Proceeding in a similar manner, we can obtain second term, third term and so on. Therefore, Eq. (9) ] + ⋯.
, then
Hence,
It is clear that the concept of differential transformation is based upon the Taylor series expansion. The original functions are denoted by lowercase letters, while their transformed functions (i.e., their T-functions) are indicated by the corresponding uppercase letter. The values of function ( ) at values of argument are referred to as discretes, i.e., (0) is known as the zero discrete, (1) as the first discrete etc. The more discretes available, the more precise it is possible to restore the unknown function. The function ( ) consists of the T-function ( ), and its value is given by the sum of the T-function with ( ) as its coefficient.
Using the differential transformation, a differential equation in the time domain can be transformed to be an algebraic equation in the domain and ( ) can be obtained by finite-term Taylor series plus a remainder, as Eq. (2) 
Eq. (11) implies that the value of ∑ ( )
( ) is negligible. Usually, the value of are decided by a convergence of series coefficient. There are four operation properties of differential transformation have been used in this paper. Let us consider ℎ( ), ( ) and ( ) are three uncorrelated functions with time and ( ), ( ), ( ) are the transformed functions corresponding to ℎ( ) , ( ) , ( ) , respectively. Let ∈ ℝ , the following theorem that can be deduced from Eqs. (7) and (8) are given below [8] .
where is a constant.
Proof. Suppose that ℎ( ) = ( ). Then
We have from Eq. (7),
Next, multiply the numerator and denominator by and + 1, we get
].
From Eq. (7), we know that
.
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Then,
Then expand it, we get
. ∎
Chen System
The Chen dynamical system, first found by Chen and Ueta [4] , is defined as:
where , and are state variables and parameters , and are positive real numbers. Bifurcation studies shows that with the parameters = 35 and = 28 and = 12, system (12)- (14) exhibits non-chaotic behaviour while for parameters = 35 and = 28 and = 3 , the system exhibits chaotic behaviour [11] . For other aspects of this dynamical system, see for example, [13, 5, 6, 11] .
By taking the differential transform of Eqs. (12)- (14) with respect to time , gives:
where ( ) , ( ) and ( ) are the differential transformations of the corresponding functions ( ), ( ) and ( ), respectively. and by Theorems 4 and 2,
Eqs. (15)- (17) can be rewritten in the following forms:
where the initial conditions are given by (0) = −10, (0) = 0 and (0) = 37.
The difference equations presented in Eqs. (18)- (20) describe the Chen system, from a process of inverse differential transformation. It can be shown that [2] the solutions of each subdomain take + 1 terms for the power series like Eq. (11), i.e.,
where = 0, 1, 2, … , represents the number of terms of the power series, = 0, 1, 2, … expresses the i-th subdomain and is the subdomain interval.
Results and Discussions
RK4 has been widely and commonly used for simulating solutions for chaotic system. The Chen system can exhibit both chaotic and non-chaotic behaviour for distinct parameter values. In this paper, a comparison in the case of a fixed time step between the DTM and the RK4 for the solution of the chaotic Chen system are made. The accuracy of RK4 has to be determined first for the solution of (12)- (14) at different time steps before comparing with the DTM. In this paper, the parameters = 35 and = 28 with = 12 (nonchaotic) and = 3 (chaotic) are fixed with the chosen initial point (0) = −10, (0) = 0 and (0) = 37. The simulations done in this paper are for the time span ∈ [0,7] (see [2] ). We decided to use 15 terms in the DTM series solutions based on our preliminary calculations.
Nonchaotic Solution
First, we considered the non-chaotic case where = 35, = 12 and = 28. With the help of Maple 13, the approximate solutions are obtained from Eqs. 
With the help of Maple 13, we have determined the solution points of (12)- (14) at different time steps by RK4. The solutions points obtained are presented in Table 1, Table 2 and Table 3 . Besides, we have also determined the accuracy of RK4 first for the solution of (12)- (14) at different time steps before comparing with the DTM. Table 4 has presented the results of this analysis. Referring to Table 4 , we could see that the maximum difference between the RK4 solutions on time steps ∆ = 0.001 and ∆ = 0.0001 is of the order of magnitude of 10 −5 . This level of accuracy is matched by the 15-term DTM solutions on the smaller time step ∆ = 0.01, as depicted in Table 5 . Now realizing the potential of DTM method, a further step is done to demonstrate its accuracy at a smaller time step ∆ = 0.001. We can see that the accuracy of the RK4 solutions is increasing by decreasing the time step, and this brought the DTM solutions and the RK4 solutions closer to each other up to a maximum difference of order |10 −8 | [2] .
Chaotic Solution
Next, we considered the chaotic case where = 35, = 3 and = 28. In this case the approximate solutions are obtained from Eqs. 
With the help of Maple 13, we have determined the solution points of (12)- (14) at different time steps by RK4 for chaotic Chen system. The solutions points obtained are presented at Table 6 , Table 7 and Table 8 . We expected the solutions are highly sensitive to time step since the system is chaotic. This is shown by the results presented in Table 9 . Table 8 ). The differences between the RK4 solutions on ∆ = 0.001 and ∆ = 0.0001 are given in the last three columns of Table 9 . As expected, the solutions of the chaotic system become less accurate as time progresses. According to Table 9 , we could see that the maximum difference between the RK4 solutions on time steps ∆ = 0.001 and ∆ = 0.0001 is of the order of magnitude of |10 −2 | which is much larger than in the nonchaotic case. In the previous section, we have determined the 15-term DTM on time step ∆ = 0.001 outperforms the RK4 on a much smaller step size ∆ = 0.0001 for the nonchaotic case. The solutions of the chaotic system become less accurate as time progresses [2] .
