Second order partial differential equations which describe spherical surfaces (ss) or pseudospherical surfaces (pss) are considered. These equations are equivalent to the structure equations of a metric with Gaussian curvature K = 1 or K = −1, respectively, and they can be seen as the compatibility condition of an associated su(2)-valued or sl (2, R)-valued linear problem, also referred to as a zero curvature representation. Under certain assumptions we give a complete and explicit classification of equations of the form ztt = A(z, zx, zt)zxx + B(z, zx, zt)zxt + C(z, zx, zt) describing pss or ss, in terms of some arbitrary differentiable functions. Several examples of such equations are provided by choosing the arbitrary functions. In particular, well known equations which describe pseudospherical surfaces, such as the short-pulse and the constant astigmatism equations, as well as their generalizations and their spherical analogues are included in the paper.
Introduction
Equations describing spherical or pseudospherical surfaces are characterized by the fact that their generic solutions provide metrics on a nonempty open subsets of R 2 , with Gaussian curvature K = 1 or K = −1, respectively. The best known example of equation describing pseudospherical surfaces is the celebrated sine-Gordon equation (SG) z xt = sin(z), which was discovered by Edmond Bour [3] to be equivalent to the Gauss-Codazzi equations for pseudospherical surfaces in R 3 , in terms of Darboux asymptotic coordinates. This equation is also the first well known example of an equation integrable by means of geometric techniques originating from the classical theory of surface equations such as the nonlinear Schrödinger equation and the Heisenberg Ferromagnet model, and large new families of differential systems describing pseudospherical surfaces were obtained.
Also we mention that a higher dimensional geometric generalization of the sine-Gordon equation, characterizing n-dimensional sub-manifolds of the Euclidean R 2n−1 with constant sectional curvature K = −1, was considered in [44] and its intrinsic version as a metric on a nonempty open subsets of R n , with K = −1, was studied in [7] , by applying inverse scattering method. Other differential n-dimensional systems that are the integrability condition of linear systems of PDEs can be found in the so called generating system (see [43] and its references).
The several characterization results obtained in [16, 26, 31] are extremely useful, either in checking if a given differential equation describes pseudospherical surfaces or in generating large families of such equations. For instance, as an application of [26] , Gomes [23] and Catalano-Tenenblat [13] classified evolution equations of the form z t = z xxxxx + G(z, z x , z xx , z xxx , z xxxx ) and z t = z xxxx + G(z, z x , z xx , z xxx ), respectively, under the auxiliary assumptions that f 21 and f 31 are linear combinations of f 11 . Analogously, under the same assumption, Castro Silva and Tenenblat in [11] have given a classification of third order equations of the form z t = z xxt +λzz xxx + G(z, z x , z xx ), with λ ∈ R. Moreover in [12] it has been given a classification of equations describing pseudospherical surfaces of the form
The results of [11, 12, 13, 23] permit the explicit description of huge classes of equations describing pseudospherical surfaces which, apart from the already known examples, represent a great amount of new equations whose physical relevance is highly expected. For example, some applications of equations classified by Rabelo and Tenenblat [6, 24, 28, 29] have been recently discussed by Sakovich in a series of papers (see for instance [39] ). Of course the same should occur in the case of results obtained in [11, 12, 13, 23] and the present paper.
In this paper, we classify second order equations (of parabolic, hyperbolic or elliptic type)
describing pseudospherical surfaces (δ = 1), or spherical surfaces (δ = −1) with associated 1-forms
The results of this classification are collected in Theorem 3.6, which provides an explicit description of such differential equations. In particular, we point out special classes of equations in Corollaries 3.7, 3.8 and 3.9, which provide most of the given explicit examples. The paper is organized as follows. In Section 2, we collect some preliminaries on differential equations that describe pseudospherical or spherical surfaces. Moreover, given such an equation with associated 1-forms ω i , we provide linear systems of PDEs whose integrability condition is the differential equation. Moreover, in Section 3, we start providing some explicit examples which include generalizations of the constant astigmatism equation and of the short-pulse equation and then we state our main results, Theorem 3.6 and Corollaries 3.7-3.9. In Section 4 we give the proof of Theorem 3.6 and in Section 5 we provide additional examples which follow from Theorem 3.6 and its Corollaries.
Preliminaries
If (M, g) is a 2-dimensional Riemannian manifold and {ω 1 , ω 2 } is a co-frame, dual to an orthonormal frame {e 1 , e 2 }, then g = ω 2 1 + ω 2 2 and ω i satisfy the structure equations: dω 1 = ω 3 ∧ ω 2 and dω 2 = ω 1 ∧ ω 3 , where ω 3 denotes the connection form defined as ω 3 (e i ) = dω i (e 1 , e 2 ). The Gaussian curvature of M is the function K such that dω 3 
Now, a k-th order differential equation E, for a scalar or vector real-valued function z (x, t) , describes pseudospherical surfaces (pss), or spherical surfaces (ss) if it is equivalent to the structure equations of a surface with Gaussian curvature K = −δ, with δ = 1 or δ = −1, respectively, i.e.,
and f ij are functions of x, t, z(x, t) and derivatives of z(x, t) with respect to x and t. Notice that, according to the definition, given a solution z(x, t) of a pss (or ss) equation E, we consider an open connected set U ⊂ R 2 , contained in the domain of z(x, t), where the restriction of ω 1 ∧ ω 2 to z is everywhere nonzero on U . Such an open set U exists for generic solutions z. Thus, for generic solutions z of a pss (or ss) E, the restriction I[z] of I = ω 2 1 + ω 2 2 to z defines a Riemannian metric I[z], on U , with Gaussian curvature K = −δ. It is in this sense that one can say that a pss (ss, resp.) describes, pss (ss, resp.). This is an intrinsic geometric property of a Riemannian metric (not immersed in an ambient space).
A classical example of equation describing pss is the sine-Gordon equation z xt = sin (z), which corresponds to
with η ∈ R − {0} (see [16] ). Observe that the solution z 0 (x, t) ≡ 0 is not generic, in the sence that there is no open set U , where ω 1 ∧ ω 2 = 0, since ω 1 (z 0 ) ≡ 0.
Another classical example of equation describing pss is the KdV equation z t = z xxx + 6zz x , which corresponds to
with η ∈ R (see [16] ).
Also the nonlinear dispersive wave equation (Camassa-Holm)
describes pss with
and η ∈ R (see [11] ). A classical example of equation describing ss is the nonlinear Schrödinger system N LS +
). This equation corresponds to
with η ∈ R (see [18] ). Another example of equation describing ss is the Landau-Lifschitz equation for an isotropic chain (or isotropic Heisenberg ferromagnet)
, with u 2 + v 2 + w 2 = 1 and ∧ denoting the cross product in R 3 . This equation corresponds to [18] ).
Equations which describe pss, or ss, can also be characterized in few alternative ways. For instance, the system of equations (2.1) is equivalent to the integrability condition dΩ − Ω ∧ Ω = 0, (2.4) of the linear system dV = ΩV,
where Ω is either the sl (2, R)-valued 1-form
or the su (2)-valued 1-form
Hence, for any solution z = z (x, t) of E, defined on a domain U ⊂ R 2 , Ω is a Maurer-Cartan form defining a flat connection on a trivial principal SL (2, R)-bundle, or SU (2)-bundle, over U (see for instance [19, 41] ).
Moreover, by using the matrices X and T such that Ω = Xdx + T dt and V := v 1 , v 2 T , (2.5) can be written as the linear problem
It is easy to show that equations (2.1) (or (2.4)) are equivalent to the integrability condition of (2.6), namely
where D t and D x are the total derivative operators with respect to t and x, respectively. In the literature [17] 1-form Ω, and sometimes the pair (X, T ) or even (2.7), is referred to as an sl (2, R)-valued, or su (2)-valued, zero-curvature representation for the equation E. Moreover, the linear system (2.5) or (2.6) is usually referred to as the linear problem associated to E. It is this linear problem that, in some cases, is used in the construction of explicit solutions of equations describing pss, or ss, by means of inverse scattering method [1, 4, 5, 6, 21] .
We also notice that an equation which describes pss or ss can alternatively be seen as the integrability condition dΩ −Ω ∧Ω = 0,
By using the 3 × 3 matricesX andT such thatΩ =Xdx +T dt, then (2.9) can be written as the linear problem ∂ψ ∂x =Xψ, ∂ψ ∂t =T ψ.
(2.10)
Notice thatX andT are skew-symmetric when δ = −1. One can also easily see that (2.1), and hence (2.8) , are equivalent to the integrability condition of (2.10), i.e. D tX − D xT + [X,T ] = 0.
Some examples and main results
In this section we will first illustrate some examples of equations describing pss or ss of the form (3.12) studied in the paper. Then, we will present the main classification result, Theorem 3.6, and its useful Corollaries 3.7-3.9. The complete proof of Theorem 3.6 is postponed to Section 4, whereas further examples of equations described by our main results are given in Section 5.
Examples
In this subsection, we provide several examples. Among them, some are already known in the literature.
Further new examples will be presented in Section 5.
Example 3.1. The following differential equation generalizes the constant astigmatism equation.
where m ∈ R. It is of the form (1.1) and it describes pss or ss (for δ = 1 or δ = −1, respectively) with
where η ∈ R − {0}. In particular, by taking m = 0, equation (3.1) reduces to the so called constant astigmatism equation
which was first studied in [2] by using the alternative linear problem defined by
Example 3.2. The following differential equation generalizes the short-pulse equation.
where m ∈ R and δ = ±1. It is of the form (1.1) and it describes pss or ss (for δ = 1 or δ = −1, respectively) with
where λ ∈ R − {0}. In particular, in the pss case (δ = 1), by taking m = 0, equation (3.5) reduces to the so called short-pulse equation [6] z
The equation for δ = −1 and m = 0 was discussed in [38] .
Example 3.3. The differential equation
where m ∈ R−{0}, is of the form (1.1) and it describes pss or ss (for δ = 1 or δ = −1, respectively). It can also be written as
The corresponding functions f ij are
Example 3.4. The differential equation
is of the form (1.1) and describes pss or ss (for δ = 1 or δ = −1, respectively) with
where m ∈ R − {0}.
Example 3.5. The differential equation
Main theorem and corollaries
We now state the main result of the paper Theorem 3.6. A second order differential equation
describes pss or ss (δ = 1 or δ = −1, respectively), with correponding functions f ij = f ij (z, z t , z x ) such that f 21,zt = f 31,zt = 0 if, and only if,
and in addition, depending on whether ∆ = 0 or ∆ ≡ 0, the functions f ij have the form given below.
(a) When ∆ = 0, on a nonempty open set, then
with φ, ϕ and ψ ij , i = 2, 3, j = 1, 2, differentiable functions of z such that
(φz x + ψ 21 )f 12 − f 11 (φz t + ψ 22 ) = 0.
(b) When ∆ ≡ 0, then
14)
where h zt = 0, φ, ψ, χ, ρ are differentiable functions of z and one of the following two sub-cases occur: 1) and (b.2) . Therefore, once a given equation is recognized to belong to one of these cases, Theorem 3.6 explicitly gives also the associated functions f ij .
As an immediate consequence of our main result, in Corollaries 3.7-3.9 below, we will provide special classes of differential equations included in Theorem 3.6. Most of the examples of this paper are produced by using these corollaries.
First, by considering φ = ϕ = 0 in Theorem 3.6 (a), we observe that f 11,zt = 0 is equivalent to H = ψ 2 31 − δψ 2 21 not being constant. Moreover, in this case ∆ = 0 reduces to ∆ 0 := ψ 32 ψ 21 − ψ 31 ψ 22 = 0. Then one gets the following Corollary 3.7. Let ψ ij (z), i = 2, 3, j = 2, 3, be differentiable functions such that ∆ 0 = ψ 32 ψ 21 − ψ 31 ψ 22 = 0, H = ψ 2 31 − δψ 2 21 is not constant and δ = ±1. Then there is a differential equation describing pss or ss (δ = 1 or δ = −1, respectively), of the form
The By choosing φ = 0 in Theorem 3.6 (b.1), we observe that in this case ρ 2 − δ = 0 is equivalent to ρ not being constant. Then considering c 1 = η = 0 and m = c 2 /c 1 , one gets the following Corollary 3.8. Let h(z, z x , z t ) and ρ(z) be differentiable functions such that h ,zt = 0 and ρ is not constant. Then for any real number m, there is a differential equation describing pss or ss (δ = 1 or δ = −1, respectively), given by
Finally, by considering φ = 0 in Theorem 3.6 (b.2), and observing that in this case ψ(z) = 0, then one gets the following Corollary 3.9. Let h(z, z t , z x ), ψ(z) = 0 and χ(z) be differentiable functions such that h ,zt = 0 and ψ 2 z + χ 2 z = 0. Then there is a differential equation describing pss, given by
(3.16) Remark 3.10. We observe that all the examples discussed in Subsection 3.1 follow from the above results. In fact: i) Example 3.1 follows from Corollary 3.7. In particular, equation (3.1) corresponds to the choices
where m ∈ R, δ = ±1 and η ∈ R − {0}. Analogously, by choosing δ = 1, in Corollary 3.7 and 
A characterization result and proof of the main theorem
In order to simplify notations, z 1 , z 2 , ... will denote partial derivatives z x , z xx , ... of z with respect to x. Accordingly equation (1.1) will be rewritten as
The proof of Theorem 3.6 is based on the following preliminary characterization. with φ, ϕ and ψ ij , i = 2, 3, j = 1, 2, differentiable functions of z;
(ii) the functions f 11 , f 12 , φ, ϕ, ψ ij , A, B and C satisfy the following equations Proof. Assume that f ij = f ij (z, z t , z 1 , z 2 , ..., z m ) are differentiable functions such that f 21,zt = f 31,zt = 0. In this case the structure equations (2.1) reduce to
(4.5)
Therefore equation (4.1) is equivalent to the structure equations (2.1), with ω 1 ∧ ω 2 = 0, if, and only if, it is equivalent to (4.5) with f 11 f 22 − f 12 f 21 = 0 and in addition f 11,zt = 0. Then it is readily shown that (4.5), together with f 11 f 22 − f 12 f 21 = 0, is equivalent to (i-ii).
Indeed, in (4.5), by taking the coefficients of z t,k , with k ≥ 2, one gets that f 11 , f 21 and f 31 do not depend on z k . Analogously, by taking the coefficients of z k+1 , with k ≥ 2, one gets that f 12 , f 22 and f 32 do not depend on z k . In particular, by taking the coefficients of z 2 in the second and third equation of (4.5) one also gets that f 22 and f 32 do not depend on z 1 . On the other hand, by taking the coefficients of z t,1 in the second and third equation of (4.5) one also gets that Finally, (4.3) follows by taking the coefficients of z t,1 and z 2 in the first equation of (4.5), and further using (4.2) in (4.5). The converse is a straightforward computation.
Proof of Theorem 3.6
In view of Theorem 4.1 (i), since f 11,zt = 0, the first three equations of (4. On the other hand, assuming that ∆ ≡ 0, we can easily prove that f 21 = 0. Indeed, if on the contrary f 21 = 0, then by (4.2) one should have that φ = ψ 21 = 0 and, in view of (4.4), that ψ 22 = 0. Furthermore, ∆ = 0, φ = ψ 21 = 0 and ψ 22 = 0 would imply that ψ 31 = 0 and from the last equation of (4.3) one would get z 1 ψ 32,z − δf 11 ψ 22 = 0.
(4.7)
Then, by differentiating (4.7) with respect to z t , one would get f 11,zt ψ 22 = 0 and hence f 11,zt = 0, which is a contradiction. Therefore, we can assume f 21 = 0 and, in view of (4.2), we have f 22,zt = φ = f 21,z1 and f 32,zt = ϕ = f 31,z1 . Now, by differentiating ∆ = 0 with respect to z t , one has 0 = f 31 f 22,zt − f 21 f 32,zt = f 31 f 21,z1 − f 21 f 31,z1 , (4.8)
hence (f 31 /f 21 ) ,z1 = 0 and f 31 = ρf 21 , with ρ a differentiable function of z. It follows that, in view of (4.8), f 32 = ρf 22 and (4.2) entails that ϕ = ρφ and ψ 3j = ρψ 2j , j = 1, 2. In the statement of the main result, when ∆ = 0, we considered ψ 21 = ψ and ψ 22 = χ, in order to simplify the notation.
Therefore, since f 21 = 0, by last equation of (4.3) one gets Otherwise, if ρ 2 − δ = 0 then δ = 1 and ρ = ±1. In this case, (4.11) is trivially satisfied and the non-degeneracy condition (4.4) reads z t ψ 21,z − z 1 ψ 22,z = 0. This concludes the proof of Theorem 3.6 item (b) subcase (b.2).
The converse is a straightforward computation in each case.
Further examples
Here we provide some additional examples given by Theorem 3.6, and its Corollaries 3.7-3.9.
Example 5.1. The differential equation where m 1 , m 2 ∈ R and ℓ = ℓ(z) is a differentiable function, can be obtained from Corollary 3.9, by
