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1. Introduction
Let p is a prime number. Let k a field of characteristic p and (K,R, k) a p-modular
system, that is, R is a noetherian, complete discrete valuation ring with k as residue field
and K is the quotient field of R.
Let G be a finite group and bl(G) the set of the blocks of RG. If B ∈ bl(G), δB denotes
the identity of B , which is called the block idempotent of B . Let F be one of {K,R,k}.
For a subgroup H of G, let σH =∑x∈H x and SF (H)= EndG(σHFG). If |H | is prime to
p then eH = σH /|H | is an idempotent of FG and SF (H) eHFGeH .
In this paper, we shall show the following result as an application of some of the deep
results in the representation theory of the symmetric groups.
Theorem 1. Let n be a natural number, G = Sn the symmetric group on n letters and
suppose that H is a subgroup of order 2. If p > 2 then {δBeH ;B ∈ bl(G)} is the set of
centrally primitive idempotents of the Hecke algebra eHRGeH .
The above theorem is closely related with the decomposition of the two-sided ideal
I (H) = RGσHRG. In fact we know that EndG×G(I (H)) is isomorphic to the center of
SR(H) [9, Lemma 1.1]. Hence Theorem 1 is equivalent to
Theorem 1′. With the assumptions of Theorem 1, I (H) = ⊕B∈bl(G) I (H)δB is an
indecomposable decomposition of I (H) as a (G,G)-bimodule.
We remark that Theorem 1 (and hence Theorem 1′) remains true if R is replaced by k by
virtue of the lifting idempotent theorem for the central idempotents [2, Proposition 1.12].
In the course of the proof of Theorem 1 we shall determine those p-regular partitions λ
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constituents, apart from the head Dλ (Proposition 9 of Section 3).
2. Blocks of SR(H)
If A is a ring, Irr(A) denotes a full set of non-isomorphic simple right modules over A.
Let G be a finite group as before. If H is a p′-subgroup of G then Irr(SF (H)) =
{V eH : V ∈ Irr(FG), V eH 
= 0} [3, Theorem 6.2g]. By a block of SF (H) we mean
an indecomposable summand of SF (H) as a two-sided ideal. Given VKG, we write
V = V0 ⊗R k, where V0 denotes an R-free RG-module such that V ∼= V0 ⊗R K . In [4]
the author and Hieda showed the following
Lemma 2. Two simple SK(H)-modulesUeH and V eH belong to the same block of SR(H)
if and only if there is a sequence of simple KG-modules,
U =U1,U2, . . . ,Ut = V (1)
such that SC(Ui)∩ SC(Ui+1) contains a simple kG-module Wi with WieH 
= 0 for each i
(1 i  t − 1).
Using Lemma 2, we prove
Lemma 3. Let G= Sn and suppose that n p > 2. Let χ be the alternating character of
G, τ an involution with χ(τ)=−1 and H = {1, τ }. Let B0 be the principal block of RG.
If there is a block B of RG such δBeH is not centrally primitive in SR(H) then there is a
partition,
Irr(B0)\{KG} =Q1 ∪Q2 (Q1,Q2 
= φ) (2)
such that for any U ∈Q1 and any V ∈Q2, SC(U)∩ SC(V )⊂ {kG}.
Proof. Let L = Kv be the 1-dimensional KG-module such that vτ = −v. Note that L
is a unique simple KG-module such that LeH = 0, which is also true for the kG-module
L= kv. Hence L must belong to B by Lemma 2 and the set {L⊗M; M ∈ Irr(B)} coincides
with Irr(B0), as L⊗K L =KG. Since SR(H)δB is decomposable as a two-sided ideal of
SR(H)δB , there is a partition: Irr(B)\{L} = R1 ∪ R2 such that for any M ∈ R1 and any
N ∈ R2 it holds SC(M) ∩ SC(N)⊂ {L}. So by letting Qi = {L⊗M;M ∈ Ri} (i = 1,2),
we get a partition of Irr(B0)\{KG} as desired, completing the proof of Lemma 3. ✷
3. Modular constituents of the Specht modules
We fix a natural number n. In addition to the notations introduced in the preceding
sections we shall use the following: A partition of n is a non-increasing sequence λ =
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= 0
and λd+1 = 0. The partition λ is said to be p-singular if there is a number i  0 such that
λi+1 = λi+2 = · · · = λi+p > 0. Otherwise it is p-regular. We denote by P(n) and P(n)0
the sets of the partitions and the p-regular partitions of n, respectively.
The Young diagram [λ] associated with λ is an arrangement of n nodes in d rows
consisting of λ1, λ2, . . . , λd . The (i, j)-node is that in the ith row and j th column. Denote
by λ′ the conjugate of λ, so [λ′] is the transposed diagram of [λ]. The (i, j)-hook of [λ]
consists of the (i, j)-node along with the λi − j nodes to the right of it (called the arm
of the hook) and the λ′j − i nodes below it (called the leg of the hook). The length of the
(i, j)-hook is hij (λ)= λi + λ′j + 1 − i − j . An (i, j)-rim hook is a connected part of the
rim of [λ] of length hij (λ) beginning at the node (λ′j , j). In this paper a hook of [λ] is
called a bar (pillar resp.) if its leg (arm resp.) length is zero.
Let (b, c) is a node of [λ] and suppose that a < b. Following James [8], we let λ(a, b, c)
be the partition of n obtained from λ by unwrapping the (b, c)-rim hook of [λ] and
wrapping the nodes back with the lowest nodes in the added rim hook lying on row a
(if the resulting partition fails to be a non-increasing sequence of integers, λ(a, b, c) is not
defined). We call here each λ(a, b, c) a branch of λ. And it is called a bar (pillar resp.) type
branch if the rim hook which has been removed and the rim hook which has been added
are both bars (pillars resp.). If λ(a, b, c) is a bar or pillar type branch with hbc(λ)= q , we
often denote it by λ(b ↑ a, q) to make the notation graphic.
For λ ∈ P(n), let Sλ be the corresponding Specht module over k of the symmetric group
Sn. And we let SC(Sλ) denote a full set of non-isomorphic simple constituents of Sλ. Recall
that if µ ∈ P(n)0 then Dµ = Sµ/rad(Sµ) is simple, and the set {Dµ;µ ∈ P(n)0} forms a
full set of non-isomorphic simple kG-modules. Furthermore we let
Γλ =
{
λ(a, b, c); νp
(
hac(λ)
) 
= νp(hbc(λ))}, Γ 0λ = Γλ ∩ P(n)0, (3)
where νp(m) denotes the largest integer e such that pe divides the integer m.
In the following, we assume n p and let G= Sn.
For the principal block B0 of G, we let I (B0) = {λ ∈ P(n); SλδB0 
= {0}} and denote
by λmax the largest element of I (B0)\{(n)} with respect to the lexicographic order .
Lemma 4. Let n≡ r − 1 (modp) with 1 r  p. Then we have
λmax =
{
(n− r, r) if n 
= 2p− 1;
(p− 1,p− 1,1) if n= 2p− 1. (4)
Proof. Suppose first n 2r and let µ= (n− r, r). The p-core of µ is (r−1), which is the
same as that of (n), so µ ∈ I (B0). Suppose there exists λ ∈ I (B0) such that (n) > λ µ.
Then λ1  n − r . If λ1 = n − r , we have λ = µ. On the other hand, if λ1 > n − r then
λ2  r − 1 < p and the p-core of λ is not of the form (r − 1), which is a contradiction.
This finishes the case where n 2r .
Suppose next n < 2r . Then n < 2p and for λ ∈ I (B0)\{(n)}, we need only to unwrap
the (2, 1)-rim hook of [λ] of length p to reduce it to the p-core (r − 1). Hence λ1  p− 1
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completes the proof of Lemma 4. ✷
The next three theorems will be crucial for our arguments later.
Theorem 5 (Carter and Payne [1]). Let α = λ(b ↑ a, q) be a bar type branch of λ and let
e= νp(hac(λ)). If pe > q then we have
HomG
(
Sα,Sλ
) 
= 0. (5)
In particular it follows that Dα ∈ SC(Sλ) if α is p-regular.
Remark. The above theorem also holds if α = λ(b ↑ a, q) is assumed to be a pillar type
branch of λ, which can be proved easily as the dual of the bar type case.
Theorem 6 (Tsushima [10]). Let λ ∈ P(n)0 and suppose that Sλ is reducible. Then there
exists some λ(a, b, c)∈ Γ 0λ such that Dλ(a,b,c) ∈ SC(Sλ).
Theorem 7 (James). Let λ ∈ P(n)0 and let λ˜ be the p-core of λ. Assume λ 
= (n). Then the
following hold.
(1) If Sλ is simple then d(λ˜)= d − 1 or d , where d = d(λ). If moreover Sλ belongs to B0
then d = 2, with λ1 ≡−1 (modp) and λ2 = ap for some a  1.
(2) If Sλ ⊃ kG, we have
λi ≡−1
(
modplp(λi+1)
)
(1 i  d), (6)
where lp(m)= r + 1 if m=m0 +m1p+ · · · +mrpr (0mi  p − 1, mr 
= 0), and
lp(0)= 0. In particular, if j  d − 1 then λj ≡−1 (modp).
In Theorem 7 above the assertions of (1) were stated in James [6,7] without proofs. We
give here short proofs to them. Remember that as Sλ is simple, νp(hij (λ)) is constant on
each column of the Young diagram [λ] [8, (9.1)]. Using this, we see easily that d(λ˜)= d−1
or d according as λd is divisible by p or not. Now suppose that Sλ belongs to B0. Then
we have d(λ˜) = 1, hence d = 2. Write λ2 = ap + r with 0  r  p − 1. If r > 0 then
λ˜ = (b, r) for some b with b  λ1. But this is impossible, since Sλ belongs to B0. Thus
r = 0 and λ2 = ap. Now since h21(λ)= λ2 ≡ 0 (modp), we have h11(λ)≡ 0 (modp), that
is, λ1 + 1 ≡ 0 (modp) as asserted. Part (2) is Theorem 24.4 of James [5].
Lemma 8. Let λ ∈ P(n)0 be such that d(λ)= 2, and suppose that both h11(λ) and λ2 are
divisible by p. Then if λ2 = p, we have λ= λmax. On the other hand, if λ2 > p then there
exist δ, γ ∈ P(n)0 with (n) > δ > λ> γ such that {Dδ,Dλ} ⊂ SC(Sγ ).
Proof. Note that we have n  2p from the assumption. If λ2 = p then n = λ1 + λ2 =
h11(λ) − 1 + p ≡ p − 1 (modp) and λ = λmax by Lemma 4. To show the second
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Dλ ∈ SC(Sγ ). Next, let
δ = (γ1 + p− 1, γ2 − (p− 1),1)= (λ1 + p− 1, λ2 − p,1),
so δ > λ. And the length of the (1, γ2 − p + 2)-rim hook of γ is equal to γ1 − γ2 + p,
which is (λ1 + 1)− λ2 + p ≡ 0 (modp). Hence δ = γ (2 ↑ 1,p − 1) and Dδ ∈ SC(Sγ ).
This completes the proof of Lemma 8. ✷
Proposition 9. For λ ∈ P(n)0\{(n)}, we have SC(Sλ)= {Dλ,kG} if and only if one of the
following holds:
(1) p  3 and λ= (p− 1,p− 1,1);
(2) λ= (n− a, a), where a is the last term of the p-adic expansion of n+ 1 (hence a is
written as a = bpm with m= νp(n+ 1) and 1 b  p− 1).
In either case the composition multiplicity of kG in Sλ is one.
Proof. Let d = d(λ).
Step 1. If SC(Sλ)= {Dλ,kG} then λ3  1 and νp(h11(λ)) 
= νp(h21(λ)).
Proof. By [10, Theorem 2] there is λ(a, b, c) ∈ Γ 0λ such that Dλ(a,b,c) ∈ SC(Sλ). It
then follows from the assumption that λ(a, b, c) = (n), namely, the Young diagram of
(λ2, . . . , λd) is a hook and (a, b, c)= (1,2,1), whence the assertion follows. ✷
Step 2. If d  3 then p > 2 and λ= (p− 1,p− 1,1).
Proof. Since d  3, it follows from Theorem 7(2) that λ2 ≡ −1 (modp). Suppose first
p > 2. If λ4 
= 0 then λ3 ≡ −1 (modp), namely 1 ≡ −1 (modp), which is impossible.
Hence λ4 = 0 and d = 3, so h21(λ) = λ2 + 1 ≡ 0 (modp). Now, if λ1 > λ2 then
Dλ(3↑2,1) ∈ SC(Sλ)= {Dλ,kG}, which is a contradiction. So we have λ1 = λ2. If λ2  p
then µ = λ(2 ↑ 1,p − 1) ∈ P(n)0 and Dµ ∈ SC(Sλ), being a contradiction again. Thus
λ2 <p, and λ2 = p− 1, hence λ= (p− 1,p− 1,1). Conversely, if λ= (p− 1,p− 1,1)
then Γλ = {λ(1,2,1)= (n)}. Hence we find easily that SC(Sλ) = {Dλ,kG} and that the
composition multiplicity of kG in Sλ is one by Schaper’s Theorem [8, p. 122].
Suppose next p = 2. Since λ is 2-regular, it follows that d = 3, λ1 > λ2 and that
h21(λ) = λ2 + 1 ≡ 0 (mod 2). If λ1 − λ2 > 1 then α = λ(3 ↑ 2,1) is 2-regular and
Dα ∈ SC(Sλ) = {Dλ,kG}, which is a contradiction. Hence λ1 − λ2 = 1 and h11(λ) =
h21(λ) + 2 ≡ 0 (mod 2). Then Dλ(3↑1,1) ∈ SC(Sλ), which is also a contradiction. This
completes the proof of Step 2. ✷
Step 3. Case of d = 2.
In this case our assertion follows from Theorem 24.15 of James [5]. In particular we
have that the composition multiplicity of kG in Sλ is at most one. However we shall give
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of the p-adic expansion of n+ 1, using the arguments employed above.
Assume first SC(Sλ) = {Dλ,kG}. Let l = λ1 − λ2 and write l + 1 = Apm, where
m= νp(l + 1) and A is an integer prime to p. So, for any j with 1 j  λ2, we have
h1j (λ)= l + 1+ h2j (λ)= Apm + h2j (λ). (7)
We claim that λ2 < pm+1. Suppose the contrary and let A ≡ r (modp) with 1  r < p.
Then there exists j with 1< j  λ2 such that h2j (λ)= (p− r)pm. Now apply Theorem 5,
with (a, b, c) = (1,2, j) and q = h2j (λ). We see that e = νp(h1j (λ))  m + 1 from
the choice of r , so pe > q and Dλ(2↑1,q) ∈ SC(Sλ). But, since λ(2 ↑ 1, q) 
= (n), this
contradicts the assumption SC(Sλ)= {Dλ,kG}, and the claim is proved.
Now, let e = νp(h11(λ)) and f = νp(h21(λ)). We know that e 
= f by Step 1. If e < f
then we see from (7) with j = 1, that f > m, so λ2 = h21(λ)  pm+1, contradicting
the claim proved above. Hence e > f , and we have f = m by (7) with j = 1. But, as
λ2 < p
m+1
, this implies that λ2 = bpm for some b with 1  b < p. Thus, λ2 is the last
term of n+ 1 = h11(λ)+ λ2.
Suppose conversely that λ2 is the last term of n+1 and write λ2 = bpm, with νp(λ2)=m
and 1 b < p. Then νp(λ1 + 1) > νp(λ2)=m as n+ 1 = λ1 + 1+ λ2. Let j > 1. Since
h1j (λ)= h2j (λ)+ λ1 − λ2 + 1= λ1 + 1−
(
λ2 − h2j (λ)
)
and h2j (λ) < λ2 = bpm,
we see easily that
νp
(
h1j (λ)
)= νp(λ2 − h2j (λ))= νp(h2j (λ)).
Therefore we have SC(Sλ) = {Dλ,kG} by Schaper’s Theorem. This completes the proof
of Proposition 9.
4. Proof of Theorem 1
Let H = {1, τ }, where τ 2 = 1. If τ lies in the alternating subgroup An then there
is no Dλ such that DλeH = 0, and Theorem 1 is clear by Lemma 2. So we may
assume that τ is an odd permutation. If Theorem 1 is false then by Lemma 3 we have
a partition: Irr(B0)\{KG} = Q1 ∪Q2 (Q1,Q2 
= φ) such that for U ∈ Q1 and V ∈Q2,
SC(U) ∩ SC(V ) ⊂ {kG}. We assume that λmax ∈Q1 and let λ be the largest element of
the set {γ ; Sγ ∈ Q2} with respect to the lexicographic order . We first claim that λ
is p-regular and that SC(Sλ) ⊂ {Dλ,kG}. In fact, since Sλ 
= kG, SC(Sλ) contains some
Dγ different from kG. Hence γ ∈ P(n)0 and γ  λ. If γ > λ then Sγ ∈Q1, which is a
contradiction, since Dγ ∈ SC(Sλ)∩SC(Sγ ). Thus λ= γ ∈ P(n)0 and SC(Sλ)⊂ {Dλ,kG}
as claimed.
Suppose that Sλ is simple. Then by Theorem 7(1), we have d(λ) = 2 and both h11(λ)
and λ2 are divisible by p. Now we apply Lemma 8. If λ2 = p then λ = λmax, which is a
contradiction. So we have λ2 > p. With the notation of Lemma 8, we see that Sδ ∈ Q1
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we have Sγ ∈ Q2, which is a contradiction. Thus Sλ must be reducible, and we have
SC(Sλ) = {Dλ,kG}. Now, since λ 
= λmax, λ2 is divisible by p by Proposition 9(2), and
the same holds for h11(λ) by Theorem 7(2). So by Lemma 8, there exist δ, γ ∈ P(n)0
with (n) > δ > λ> γ such that {Dλ,Dδ} ⊂ SC(Sγ ), which means that Sδ ∈Q1 and hence
Sγ ∈ Q1. However this is a contradiction, since Sλ ∈ Q2. This completes the proof of
Theorem 1.
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