The spectral-null code S(n; k) of k-th order and length n is the union of n-tuples with 1 components, having k-th order spectral null at zero frequency. We determine the exact asymptotic in n behaviour of the size of such codes. In particular, we prove that for n satisfying some divisibility conditions, log 2 jS(n; k)j = n ? k 2 2 log 2 n + c k + o(1), where c k is a constant depending only on k and o(1) tends to zero when n grows. This is an improvement on the earlier known bounds due to Roth, Siegel and Vardy.
Introduction
Let X = (X 1 ; X 2 ; : : : ; X n ) belong to f?1; 1g n . We associate to this vector a polynomial X(z) = X 1 z + X 2 z 2 + : : : + X n z n : is the discrete Fourier transform of X (here and all over the paper := p ?1). The set of all vectors from f?1; 1g n such that d iX (!) d! i !=0
= 0 for i = 0; 1; : : : ; k ? 1;
constitutes the k-th order spectral-null code S(n; k) of length n. Spectral-null codes were extensively studied, see e.g. 2, 3, 4, 5, 7, 13, 14, 16, 21, 23, 24, 27, 28, 25, 26, 29] and references therein. The power spectrum of the code words has a wide notch at zero frequency and thus allows e cient rejection of the low-frequency components. The high-order spectral-null codes also prove to be e cient in partial-response channels, see e.g. 7, 16] , and antenna arrays, see e.g. 4, 5] .
The most challenging problem in the theory of high-order spectral-null codes is to estimate their size. Denote r(n; k) := n ? log 2 jS(n; k)j:
It is fairly easy to check that r(n; 0) = 0 (all possible sequences) and r(n; 1) = 0:5 log 2 n for n even (all sequences of even length with equal number of 1). Let (k) := lim sup n!1 r(n; k) log 2 n : Hence, (0) = 0 and (1) = 0:5. Tallini, Al-Bassam and Bose 29] proved that (2) = 2: Roth, Siegel and Vardy 24] gave an estimate for arbitrary k which reads k ? 1 (k) 2 k : (3) In the present paper we improve on the Roth-Siegel-Vardy bound (3) proving 2
The method we use is a variation on the probabilistic approach that proved to be very fruitful in similar problems of number theory, see e.g. 8, 9, 10, 12, 11, 22] . The idea of the method is in reducing the problem to estimation of a sum of random independent variables, followed by use of a version of the local limit theorem. Unfortunately, as usual, under the imposed conditions there is no ready local limit theorem at our possession. So, after the reduction has been done, the main di culty falls on the proof of the local limit theorem.
The paper is organized as follows. In Section 2 we show that the size of the code equals to the number of f0; 1g-solutions to a system of k equations.
Then we express this number as a multiple integral over a certain area. After it we show that the area of integration can be partitioned to many subareas where the integral is the same, in such a way that in every subarea there is only one point belonging to the lattice dual to the one generated by the columns of the matrix de ning the system of equations. In Section 3 using estimates for exponential sums we show that the main term of the integral can be computed by integration over a small vicinity of this point. In Section 4 we explicitly compute the main term. In Section 5 we nd the necessary and su cient (for long n) condition for S(n; k) to exist. It turns out to be a divisibility condition of n by a power of 2.
2 An expression for the number of solutions
It is straightforward to check that the condition (2) is equivalent to d i X(z) dz i z=1
or, which is the same,
From (4) 
Consider the k-dimensional lattice L spanned by the columns of H. To nd its basis we proceed as follows: rst, for j ranging from 2 to n we substitute the j-th column of H, by the di erence between the j-th and the (j ? 1)-st columns. This leads to a matrix having in the rst row zeros everywhere but in the rst column, where the entry is 1. We undertake this procedure repeatedly, each time starting from the column with the index greater by one than on the previous step (i.e. we have j running from 3 to n on the second step, from 4 to n on the third step, etc.) After (k ? 1) Notice that the equicomposition is an equivalence relation. The lemma is valid also for arbitrary , since the previous construction can be applied recursively. If is negative the same result is achieved by changing the enumeration of the bodies. Now, to prove the theorem we show that V and P are equicomposed modulo L ? . Recall that L ? is generated by the rows of an upper triangular matrix with the main diagonal equal (1; 1; 1=2; : : :; 1=(k ? 1)!) . Let us diagonalize this matrix recursively. Assume that we have transformed the last j rows to the form of having only one nonzero entry on the main diagonal. To transform the previous row (the (j + 1)-st last row) we subtract from it, one by one, the last j rows with the relevant coe cients, each time converting a nonzero entry to the zero one. By the previous lemma this procedure leads to a parallelepiped (constructed on the vectors corresponding to the rows Noticing that the integral under consideration is invariant under a shift of the total integration area (in our case being V ) by an arbitrary vector, we are done.
2
As a corollary we get the following statement. (11) Proof The area of integration in (6) Here can be chosen as any positive number less than 1/6. The second area D 2 is just the complement of D 1 in P. Our aim in this section is to prove that integrand in (11) is small in the second area. For this we analyze some exponential sums depending on coe cients of the function f(x) = (a x).
Since the proof consists of a series of lemmas we will sketch it. As it is well-known, see e.g. 15], given some integer Q 1, every 0 < < 1 can be presented as = a q + z where (a; q) = 1; 1 q Q; jzj 1 qQ : (12) For a small ", " 1 6k ;
we choose
Q r = n r?" for 2 r k ? 1:
Approximating the coe cients of f(x) using (12), we consider several situations in each of them proving that the integrand is asymptotically small:
Step 1: at least one of the coe cients r , r 2, is approximated by a fraction with denominator q r n " (Lemma 2).
Step 2: all the coe cients r , r = 2; : : : ; k ? 1; are approximated by fractions with denominators q r < n " , but 1 is approximated by a fraction with denominator q 1 n k" (Lemma 3).
Step 3: all the coe cients r are approximated by fractions with denominators q 1 < n k" ; q r < n " for r = 2; : : : ; k ? 1. Then approximating 0 by the closest fraction with denominator equal to q = l:c:m:(q 1 ; q 2 ; : : : ; q k?1 ) we prove the claim for all j 0 j 2kn
(Lemma 5). The situation left unattended is when all the coe cients are small, but there is at least one coe cient outside the area D 1 .
Step 4: j 0 j < 2kn c(k)n 1? =(n 2 log n) ;
where " > 0 and is a constant depending on ". where a r and Q r are like in the previous lemma, but q 1 < n k" and q r < n " . Proof By Lemma 4 the product is at most e ?2 P n x=1 k 0 + 1 x+:::+ k?1 x k?1 k 2 : Our goal now is to choose such a subinterval for x that the distance from the value of the polynomial to the nearest integer is big enough for our purposes. Let be a small positive number to be chosen later. Denote m := n jF`(m)j jF i (m)j for i <`and jF`(m)j > jF i (m)j for i >`.
Assume rst that for all s > 0, jF`+ s j < jF`j=100 s . Then choosing the interval 10m; 11m] we conclude that in this interval jf(x)j jF`(x)j ?
n ?(k?1) ?1=2 = n =k ; which proves the claim. Now, assume the contrary, namely that there exists at least one s > 0 such that jF`+ s j > jF`j=100 s . Choosing 101m instead of m we convince that now the maximum moves to jF`+ s j. Induction accomplishes the proof. 5 The divisibility condition on the length From our previous arguments it is easy to conclude that the necessary and su cient (for long enough n) condition for a code to exist is that N belongs to the lattice generated by the columns of H (8) . Since the rst columns of this matrix were proved to be linearly independent, we consider the square submatrix We now employ induction. We wish to prove that the substitution of N instead of the j-th column leads to the claimed condition on n j . It has been proved for j = k. Assume the claim is true for all j >`. Then applying the same procedure as used for transformation of H toH (10) to the columns + 1; : : : ; k, we obtain the matrix H (`) with the rst`columns coinciding with the ones of H 0 and the last columns having zero entries above the main diagonal. In other words, Proof By Lemma 8, for code S(n; k) to exist, all the coe cients n j , j = 1; : : : ; k; should be even. For, the binary expansion of n must have zeroes in the log 2 k] + 1 least signi cant bits. 2
Note, that the same condition has been derived in 24] and 2], but only as a necessary one.
Conclusion
We derived an exact asymptotic in n expression for the size of high-order spectral-null codes. This closes a gap in the earlier known bounds. However, there are still many open problems in the theory of spectral-null codes. We will survey some of them.
