legal user nodes. The jamming-null-steering beamforming at the jammer node is expressed as,
where, I M is the identity matrix with M * M , W is the projection matrix to the orthogonal subspace 121 of the legal user nodes with W = G G H G −1 G H , G = h R j ,U 1 h R j ,U 2 , and h R j ,U 1 , h R j ,U 2 and h R j ,E are the 122 channel gains between the friendly jammer node and the legal user nodes (U 1 ,U 2 ) and the eavesdropper 123 node respectively. 124
CHANNEL ASSUMPTIONS 125
In this model, the communication links between the nodes are assumed to be Rayleigh fading channel 126 with exponential path loss. The coefficient of a channel link between two nodes is expressed by h ab , where a 127 is the node where the transmission starts and, b is the node where the transmission ends. These coefficients 128 are modelled as constant and identically distributed at the transmission phases. Moreover, the channel state 129 information (CSI) of the users and the eavesdropper nodes are assumed to be perfectly available at the base n u 2 ,u 1 are the AWGN noise between the users. The shared jamming signals are transmitted by the strong user 149 to the helper nodes. The received jamming signal at each helper node is given as,
where, h u 1 ,R i is the channel gain between the strong user and the helper node and n u 1 ,R i is the AWGN 151 noise from the strong user to the helper node.
152
At this stage each helper node is aware of the received signals from the legitimate nodes. These signals 153 are summarised as follows.
154
• The superimposed information signal transmitted by the base station. Equation 2 illustrates the 155 superimposed information signal received at the helper nodes.
156
• The shared jamming signal transmitted by strong user. Equations 3 and 4 demonstrate the shared 157 jamming signal received at the helper nodes.
158
In the second phase, the selected cooperative relay node amplifies-and-forwards the superimposed 159 information signal to the user nodes. The amplification factor (A F ) is expressed as [33] ,
where, P R s is the power of the selected cooperative relay node, the subscript s stands for the selected 161 cooperative relay node, and σ denotes the variance of the AWGN noise.
162
The forwarded signal to the strong user (user 1 ) is expressed as,
The forwarded signal to the weak user (user 2 ) is expressed as, 
At the same phase, the eavesdropper wiretaps the main channel in order to receive the transmitted 165 signal from the cooperative relay to the user nodes. However, the selected cooperative jammer node directs 166 the shared jamming signal towards the eavesdropper node. The received signal at the eavesdropper node 167 under the protection of the selected cooperative jammer node is given as,
where, N B E is the jamming-null-steering beamforming vector build by the selected cooperative jammer 169 node, h R j ,E is the channel gain between the selected cooperative jammer node and the eavesdropper node, 170 and the subscript j stands for selected cooperative jammer node.
171

SMART NODE SELECTION STRATEGIES
172
In this section, we illustrate the cooperative node selection based on fuzzy logic (FL) and feed forward 173 neural network (FFNN) strategies. 
We mapped the maximum normalized SN R U into low, medium and high as shown in Figure 3 (a). The 193 maximum SNR is chosen as,
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199
• Distance between the cooperative helper and legal user nodes (D U )
200
The helper location has significant impact on average achievable rate at the receiver nodes. The distances 201 between the helper nodes and the legal user nodes are calculated as,
where, X U 1 , X U 2 and X R i are the coordinates of the horizontal axis for user 1 , user 2 and the cooperative 203 helper node i , and Y U 1 , Y U 2 and Y R i are the coordinates of the vertical axis for user 1 , user 2 and the cooperative 204 helper node i . In this work, we choose the minimum distance between the cooperative helper and legal 205 nodes. The minimum distance is given as,
We mapped the normalized minimum distance (D U ) into long, medium and short as shown in Figure 3 The SNR values for the eavesdropper node is expressed as,
where, m ∈ (U 1 ,U 2 ). We mapped the normalized SN R E into low, medium and high as shown in Figure 4 211 (a).
212
• Distance between the cooperative helper and the eavesdropper (D E )
213
The distances between the helper nodes and the eavesdropper node are calculated as,
We mapped the normalized distance (D E ) into long, medium and short as shown in Figure 4 (b).
215
• The cooperative helper node is selected as the best relay (R S )
216
In this work, the priority is given to the relay selection. In other words, the output for the degree of relay 217 node relevance is fed as an input for the jammer node selection. Hence, if the cooperative helper node is 218 selected as a relay then the degree of jammer relevance for that node is very bad. We mapped the relay node 219 selection into true and false as shown in Figure 4 (c).
220
This step is summarized as follows.
221
• The required parameters are gathered based on the available channel state information (CSI) at the 222 base station node.
223
• Each parameter is mapped in a fuzzy set. the fuzzy sets are as follows. 
In this step, we use the fuzzy inference system (FIS) to obtain the fuzzy sets Z r and Z j that maps 232 the degree of relevance for relay and jammer respectively. However, these fuzzy sets are a description of
The relevance fuzzy sets are given as.
234
Z r ∈ { Very bad, Bad, Medium, Good, Very good } Z j ∈ { Very bad, Bad, Medium, Good, Very good} (16) where, very bad, bad, medium, good, and very good are the degree of relevance for each cooperative 235 node. In other word, if the degree of relaying relevance for any cooperative node is very good, then the 236 probability of selecting this node as a relay is high. Figure 5 shows the membership function for the relay 237 and jammer nodes relevance fuzzy sets respectively. In this work, we use AND logic in determining the fuzzy 238 rules and in order to map the input fuzzy sets (SN R U , P AF , D U , SN R E , D U , R S ) into the relevance fuzzy sets 239 (Z r , Z j ). In this paper, we have 36 fuzzy rules for the cooperative relay selection scheme and 18 fuzzy rules for the 241 cooperative jammer selection scheme. Note that the priority is for the cooperative relay selection scheme, so the cooperative relay node is selected first, then the cooperative jammer node is selected. This section illustrates the process of obtaining the output (degree of (relay or jammer) relevance). In 246 order to obtain the outputs of the fuzzy logic system we used the process of crisp output center of sum 247 defuzzification method denoted as z cr i sp . Firstly, the fuzzy logic controller calculates the geometric centre of 248 area defined as CO A for all the membership function of the relay and jammer degree of relevance [34] . The 249 geometric centre of area is given as,
Finally, the controller calculates weighted average for the geometric centre of area for all the membership 251 function of the relay and jammer degree of relevance. The weighted average for the geometric centre of area 252 is given as,
where, A is the area under the scaled membership functions for the relay (A z r i ) and jammer (A z j i ) degree 254 of relevance and within the range of the output variable. 
MACHINE LEARNING-BASED FEED FORWARD NEURAL NETWORK SELECTION 256
In this paper, a machine learning FFNN-based algorithm is proposed in order to select the best 257 cooperative relay and jammer nodes respectively. In this section, the main steps for the proposed strategy are 258 explained in detail. For training the FFNN model, cooperative relay and jammer data are generated containing L samples.
261
The generated data is extracted from the known CSI at the base-station node. The generated relay data 262 denoted as GD R consists of three parameters, namely SN R U , P AF , and D U . Similarly, the generated jammer data denoted as GD J consist of three parameters, namely SN R E , D E , and R S . These parameters are expressed 264 as, 
where, t L is the Lth class label. where, x is the argument of the function. Choosing an activation function is a vital step when building 288 a neural network model and ensures a good performance model . In this experiment, the ReLU function is 289 applied to all hidden layers where it enables the model to learn more complex structures and generalize to 290 variety of data. Our experiment is a multi-class classification case. Thus, an activation function is used at the 291 output layer expressed by,
where, C is the number of classes, i , j ∈ 1, 2, ...,C , and x i , x j are scores of the ith class and jth class,
293
respectively. The network model consists of four layers namely, input, two hidden and output layers. The 294 input layer takes input parameters (GD R , GD J ) for relay or jammer nodes receptively. Figure 6 shows the 295 feed forward neural networks design model. Based on Figure 6 , the first and the second hidden layers consist of 128, 256 neurons, respectively.
297
The output layer consists of five neurons corresponding to the classes of the cooperative (relay or jammer) 298 relevance. Softmax function is applied to this layer which gives us the probability distribution over all classes.
299
The final output of the network is the class with the maximum probability value. In this section, the process of setting the training parameters of our FFNN model is described. In total, 302 two data sets were generated using two groups of data samples, 60000 samples of relay data (GD R ) and 303 60000 samples of jammer data (GD J ). Two models were trained using the two data sets of relay and jammer 
where, o GD i R ,W , b is the output that is predicted by the model for the best cooperative relay node.
309
The target of the training process is to find the suitable parameters W and b that minimize the average loss 310 "cost function" of entry training data sets, the cost function is defined as,
where the set Θ = {W , b} contains every training parameter of the FFNN model. Every parameter is 312 generally adjusted iteratively using the gradient descent methods. At each iteration, every parameter is 313 adjusted simultaneously as,
where ∇ Θ represents as the gradient operator with respect to Θ, η is the learning rate, and m is the 315 iteration number (250 iterations). Backpropagation is used to update the weights W and biases b of the neural 316 network using the local error of the network. During training the network, when a prediction is made for 317 the input values, the actual output values are compared to the predicted values and an error is calculated.
318
The calculated error is then used to update the weights W and biases b of the network starting at the layers 319 connected directly to the output nodes and then proceeding further backward toward the binput layer. In 320 other words, the backpropagation is used to calculate the gradients efficiently which is then used to train the 321 network, by adjusting the weights W and biases b throughout the network to get the desired output.
322
In this experiment , Adam optimization algorithm was applied to the FFNN model because it is a 
SECRECY PERFORMANCE ANALYSIS
329
In this section, we illustrate the secrecy performance metric in terms of the secrecy capacity for the 330 system model shown in Figure 1 assisted with the fuzzy logic and the feed forward neural network strategies.
331
The secrecy capacity metric is defined as the maximum capacity rate difference between the channel capacity 332 of the legitimate users and the channel capacity of the eavesdropper node. The channel capacity of the strong 333 user (user 1 ) is given as,
where, ξ u 1 is the signal to noise ratio (SNR) at the strong user expressed in equation (9). The strong user 335 is able to decode the weak user's information signal and suppressed it by using the successive interference 336 cancellation (SIC) strategy. The channel capacity of the weak user (user 2 ) is given as,
where, ξ u 2 is the signal to interference plus noise ratio (SINR) at the weak user expressed in equation 338 (10). The weak user is not able to decode the strong user's information signal, so the strong user's information 339 signal is an interference to the weak user. The channel capacity of the eavesdropper node is given as,
where, ξ E is the signal to jamming plus noise ratio (SJNR) at the eavesdropper node expressed in equation 341 (14) . We assume that the eavesdropper node is able to distinguish the superimposed mixture signal by using 342 the parallel interference cancellation (PIC) strategy.The secrecy capacity for each user is formulated as,
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In order to evaluate the accuracy of the proposed cooperative node selection strategy, the error analysis 344 is carried on by comparing the secrecy capacity achieved based on the fuzzy logic and the FFNN strategies 345 with maximum secrecy capacity of the system model.
346
In this paper, the maximum secrecy capacity is achieved when the eavesdropper node does not exist.
347
The maximum secrecy capacity at each user is respectively formulated as,
In this section, the accuracy percentage (A p ), and the root mean square error (R M Se) equations for 349 both users are respectively given as,
where, K is the maximum repetition based on the maximum transmit power. Table 4 . In this experiment, we propose a machine learning based on FFNN strategy to select the best cooperative 368 (relay, jammer) node. This strategy is proposed in order to enhance the physical layer security of the 369 cooperative NOMA system shown in Figure 1 .
355
370 Table 5 illustrates the cooperative relay selection based on FFNN strategy. The relay selection criteria are 371 extracted based on the known CSI at the base-station. In this paper, the priority is given to the relay selection. Hence, the first cooperative node is not selected 376 as the best jammer node. However, we observe that the fifth node provides the best jammer relevance compared to the other cooperative nodes. Thus, it is selected as by the base-station the best cooperative 378 jammer node. 379
EXPERIMENT 2 (SMART NODE SELECTION BASED ON FUZZY LOGIC SCHEME) 380
In this experiment, we use a smart node selection based on the fuzzy logic strategy to select the best 381 cooperative (relay, jammer) node. Table 7 illustrates the cooperative relay selection based on fuzzy logic 382 strategy. The relay selection criteria are the same as the criteria used in Table 5 . Based on Table 7 , we observe that the first and second cooperative nodes give the best relay relevance 384 (good) in comparison with the other cooperative nodes. However, fuzzy logic controller selects the second 385 node as the best cooperative relay node. This is due to the distance significance compared to the first node.
383
386 Table 8 illustrates the cooperative jammer selection based on the fuzzy logic strategy. Based on Table 8 , we observe that the fuzzy logic controller selects the same cooperative jammer node 388 selected by the proposed FFNN strategy.
387
389
The outputs of these experiments are summarized as follows.
390
• The proposed FFNN strategy selects the first cooperative helper node as the relay node.
391
• The fuzzy logic scheme selects the second cooperative helper node as the relay node.
392
• Fifth cooperative helper node is selected as the jammer node by both approaches.
393 Figure 8 depicts the secrecy performance in terms of secrecy capacity within a range of total transmission 394 power from 0 dBm to 30 dBm. The secrecy performance of the cooperative NOMA system is analysed for the 395 proposed FFNN based node selection strategy and the fuzzy logic based node selection scheme. However, the weak user is affected by the strong user signal as the interference signal. Thus, the secrecy 405 capacity performance is decreased at the weak user.
406
Lastly, we observe that the proposed FFNN based node selection strategy provides high secrecy capacity 407 performance in comparison with the fuzzy logic scheme, This is due to the high estimation accuracy 408 established by the machine learning based on the feed forward neural network (FFNN) compared with 409 the fuzzy logic based selection scheme. The accuracy analysis of the cooperative node selection based on 410 FFNN strategy and fuzzy logic scheme is illustrated in Figure 9 .
411
The accuracy analysis shown in Figure 9 is carried on by comparing the maximum secrecy capacity 412 performance of the cooperative NOMA system shown in Figure 1 (without considering the eavesdropper) 413 with the resulted secrecy capacity for the proposed node selection based on FFNN and the fuzzy logic based 414 node selection.
415 Figure 9 . The cooperative node selection accuracy based on fuzzy logic and FFNN Based on Figure 9 , we observe that the accuracy of using the proposed strategy (FFNN based node 416 selection) in order to approach the maximum secrecy capacity (without eavesdropping) is higher than 417 accuracy of the fuzzy logic based scheme. In other words, the physical layer security of the cooperative 418 NOMA system model shown in Figure 1 using the proposed strategy is high in comparison with the fuzzy 419 logic scheme. Based on Table 9 , we observe that the standard deviation (prediction errors) of the proposed strategy 423 is lower than the fuzzy logic scheme for both legal user nodes. As summary of the comparison, the results 424 obtained emphases that it is beneficial to use the proposed node selection based on FFNN strategy instead of 425 the node selection based on fuzzy logic scheme. 426
Conclusion
427
In this paper, we proposed a strategy to enhance the physical layer security for a cooperative 428 non-orthogonal multi access system. The proposed node selection strategy is integrated with a jamming 429 null-steering beamforming technique in order to degrade the channel capacity of the eavesdropper node.
430
Thus, enhancing the secrecy performance of the cooperative NOMA system. In conclusion, the results 431 illustrate that the proposed cooperative node selection based on FFNN strategy outperforms the cooperative 432 node selection based on fuzzy logic scheme due to the high estimation accuracy established by FFNN strategy.
433
For future work, we will consider the assumption of unknown CSI of the eavesdropper node 434 at the base-station. Moreover, we will study the effect of relay protocols (detect-and-forward, and 435 compress-and-forward) on the secrecy performance analysis. Furthermore, we will apply the proposed 436 strategy on large cooperative NOMA scale where multi-eavesdropper nodes are considered. 
Similarly, this relation can be rewritten for the other input and relevance parameters. Figure 10 shows the block diagram of the fuzzy logic strategy used to select the best cooperative (relay, 451 jammer) node.
452 Figure A1 . block diagram for cooperative node (relay, jammer) selection based on fuzzy logic
