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В данной работе нами получены границы для скорости обслужива-
ния при некоторых ограничениях на характеристики обслуживания в
неоднородной модели входящего трафика, основанной на сумме неза-
висимых фрактального броуновского движения и симметричного 𝛼–
устойчивого движения Леви с разными коэффициентами Херста 𝐻1
и 𝐻2 = 1/𝛼. Хорошо известно, что для процессов, приращения кото-
рых имеют тяжёлые хвосты, методы расчета эффективной пропускной
способности, основанные на производящей функции моментов входя-
щего потока, не применимы. Однако существуют простые соотношения
между характеристиками потока, скоростью обслуживания 𝐶 и веро-
ятностями 𝜀(𝑏) переполнения для конечного и бесконечного буфера, из
которых при фиксированном значении 𝜀(𝑏) можно выразить 𝐶.
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Введение
Современные системы телекоммуникации, построенные по принципу асинхрон-
ной передачи данных, допускают обслуживание запросов с совершенно различны-
ми требованиями к характеристикам сети, включая обычную и пакетную про-
пускные способности, задержку в передаче, джиттер (дрожание) или вариацию
задержки относительно соседних фреймов, бёрстность или нормированную мак-
симальную битовую скорость и прочее. Это приводит к тому, что в рамках одного
сетевого соединения клиент может одновременно отправлять на сервер как «лёг-
кие» заявки, включая почтовые или голосовые сообщения, малотребовательные
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к задержкам, джиттеру или бёрстности, так и «тяжёлые» заявки, такие как on–
line игры, видеоконференции, просмотр фильмов, для которых такие параметры
крайне важны. В силу этого модель Пуассона, с успехом использовавшаяся при
моделировании нагрузки и сетевых конфигураций для обычных голосовых систем
связи, в сложившихся условиях оказывается крайне несостоятельной.
Многочисленные практические исследования трафика в разных сетях связи
выявили следующие характерные особенности, не укладывающиеся в традици-
онные марковские модели: самоподобие и долгую память [4, 8]. Самоподобный
трафик обладает схожими характеристиками на любых временных масштабах,
в силу чего его трудно предсказывать. Долгая память или сильное последействие,
проявляющееся в медленном убывании корреляционной функции, означает, что
передача одного «тяжелого» сообщения, способна вызвать задержки или отказ в
обслуживании других клиентов с более «лёгкими» заявками. Серьёзная недооцен-
ка реальной нагрузки приводит к значительному ухудшению качества обслужи-
вания (QoS), отказам пользователей от услуг данного оператора и потере дохода
для пользователей и операторов. Примером является сбой в сети AT&T в 1990
году, когда на протяжении 9 часов она была недоступна большей части зданий
Нью–Йорка, что обернулось в итоге большими финансовыми потерями.
Наиболее популярными моделями для современного трафика являются дроб-
ное броуновское движение и устойчивое движение Леви. Как показали исследова-
ния эти процессы тесно связаны со скоростью соединения удаленных источников с
сервером: при быстром соединении получаем дробное броуновское движение, при
медленном — устойчивое движение Леви [10, 13]. Следует отметить, что фрак-
тальное броуновское движение — это самоподобный процесс с длинной памятью
и лёгкими хвостами, а устойчивое движение Леви имеет независимые прираще-
ния и тяжёлые хвосты. Свойства этих моделей достаточно хорошо исследованы и
предложены методы оценки вероятностей переполнения и потерь нагрузки, длины
очередей, задержки в передаче [1, 2, 6, 7, 9, 11].
Однако комбинированные модели трафика, учитывающие все три эффекта —
долгую память, тяжёлые хвосты и самоподобие изучены не столь хорошо. Это
оставляет большое поле для дальнейших исследований. В рамках данной статьи
будут получены верхние и нижние границы для скорости обслуживания трафика
при заданной вероятности переполнения буферной памяти.
1. Необходимые понятия
Как отмечалось выше, самоподобные процессы находят широкое применение
при моделировании входящих потоков в сложных телекоммуникационных систе-
мах. Ниже мы приводим определение подобных процессов и описываем их основ-
ные свойства.
1.1 Устойчивые распределения и процессы Леви
Определение 1. Случайный процесс 𝑌 =
(︀
𝑌 (𝑡), 𝑡 > 0
)︀
называется процессом
Леви, если выполнены условия:
1. 𝑌 (0) = 0 почти наверное;
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2. 𝑌 имеет независимые и однородные (по времени) приращения;
3. 𝑌 является стохастически непрерывным;
4. траектории 𝑌 непрерывны справа и имеют конечные пределы слева при
𝑡 > 0.
В силу независимости и однородности приращений, распределение процесса
𝑌 полностью и единственным образом определяется распределением с.в. 𝑌 (1),
которое обладает свойством безграничной делимости.
Определение 2. Процесс Леви 𝐵 = (𝐵(𝑡), 𝑡 > 0) называется броуновским
движением, если для любых 𝑡 > 0, ℎ > 0 случайная величина 𝐵(𝑡 + ℎ) − 𝐵(𝑡)
имеет гауссовское распределение со средним 0 и дисперсией 𝜎2 · ℎ.
При 𝜎2 = 1 броуновское движение называют стандартным. Нетрудно пока-
зать, что
𝛾(𝑡, 𝑠) = 𝐶𝑜𝑣(𝐵(𝑡), 𝐵(𝑠)) = 𝜎2 min(𝑡, 𝑠).
Определение 3. Распределение вероятностей 𝐹 называется устойчивым, если
для любых н.о.р.с.в. 𝑋1, 𝑋2, 𝑋3, имеющих распределение 𝐹 и любых положитель-
ных 𝑎1 и 𝑎2 существуют 𝑎3 > 0 и 𝑐 ∈ 𝑅1 такие, что
𝑎1𝑋1 + 𝑎2𝑋2
𝑑
= 𝑎3𝑋3 + 𝑐,
где символ
𝑑
= означает равенство по распределению.
Если 𝑐 = 0 для всех 𝑎1, 𝑎2 > 0, то распределение называется строго устой-
чивым.
Устойчивые распределения абсолютно непрерывны, но за исключением трех
специальных случаев: 𝛼 = 2 (гауссовское распределение), 𝛼 = 1 (распределение
Коши), 𝛼 = 0.5, 𝛽 = 1 (распределение Леви) у их плотностей нет явного анали-
























, если 𝛼 = 1,
где 0 < 𝛼 6 2 — показатель устойчивости; 𝛽 ∈ [−1, 1] — параметр асимметрии;
𝜎 > 0 — параметр масштаба; 𝜇 ∈ 𝑅1 — параметр сдвига.
При 𝛽 = 0 имеем симметричное относительно 𝜇 устойчивое распределение,
характеристическая функция которого при 𝜇 = 0 имеет вид
𝐸𝑒𝑖𝑡𝑋 = exp{−𝜎𝛼|𝑡|𝛼}.
Характеристическая экспонента 𝛼 определяет скорость убывания хвоста
распределения. При 𝛼 = 2 имеем нормальное распределение — единственное из
устойчивых законов c конечными математическим ожиданием и дисперсией. При
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0 < 𝛼 < 2 распределение 𝑋 имеет тяжёлый хвост, поскольку при 𝑥 → ∞ (см.,
например, [12])







Если 0 < 𝛼 < 1, 𝜇 = 0 и 𝛽 = 1, то случайная величина 𝑋 положительна
с вероятностью 1. Говорят, что случайная величина 𝑋 имеет стандартное 𝛼–
устойчивое распределение, если 𝜇 = 0 и 𝜎 = 1.
Полезно отметить следующее важное свойство: если с.в. 𝑋 имеет 𝛼–устойчивое
распределение с параметром 0 < 𝛼 < 2, то для любого 0 < 𝛾 < 𝛼,
𝐸|𝑋𝛼|𝛾 <∞ и 𝐸|𝑋𝛼|𝛼 = ∞.
Поэтому при 0 < 𝛼 < 2 дисперсия с.в. 𝑋 и моменты порядка 𝛾 > 𝛼 бесконечны и,
кроме того, при 0 < 𝛼 < 1 математическое ожидание с.в. 𝑋 также бесконечно.
Определение 4. Случайный процесс 𝐿𝛼 = (𝐿𝛼(𝑡), 𝑡 > 0) называется
𝛼–устойчивым процессом Леви, если это процесс Леви такой, что 𝐿𝛼(1) име-
ет заданное 𝛼–устойчивое распределение.
Если 𝛼 = 2, 𝜇 = 0, то вновь имеем броуновское движение 𝐵.
В.М. Золотарев указал на интересную связь между устойчивыми законами с
разными 𝛼 ( [14], теорема 3.3.1).
Теорема 1. Если 𝑌1 имеет симметричное 𝛼1–устойчивое распределение,
0 < 𝛼1 6 2, 𝑌2 имеет одностороннее 𝛼2–устойчивое распределение, 0 < 𝛼2 < 1,
тогда с.в. 𝑌 = 𝑌1 ·𝑌 1/𝛼12 имеет симметричное 𝛼1 ·𝛼2–устойчивое распределение.






где с.в. 𝑌1 имеет стандартное нормальное распределение, а с.в. 𝑌2 = 𝐿𝛼(1) име-




Также нам потребуется результат, известный как теорема Бреймана [3].
Теорема 2. Пусть 𝑋 и 𝑌 есть независимые положительные случайные вели-
чины и
𝐹 (𝑥) := 𝑃 (𝑋 > 𝑥) = 𝑥−𝛼 · 𝐿(𝑥), 𝑥→ ∞,
где 𝛼 > 0, 𝐿 — медленно меняющаяся функция и 𝐸(𝑌 𝛼+𝜀) < ∞ для некоторого
𝜀 > 0. Тогда для больших 𝑥 > 0
𝐻(𝑥) := 𝑃 (𝑋𝑌 > 𝑥) ∼ 𝐸(𝑌 𝛼) · 𝐹 (𝑥). (3)
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1.2 Самоподобные процессы
Определение 5. Случайный процесс 𝑌 = (𝑌 (𝑡), 𝑡 > 0) называется самоподоб-
ным с параметром Херста 𝐻 > 0, если он удовлетворяет условию
𝑍(𝑡)
𝑑
= 𝑐−𝐻𝑍(𝑐𝑡), ∀𝑡 > 0, ∀𝑐 > 0.
Одним из наиболее известных и наиболее популярных примеров таких процес-
сов является дробное броуновское движение.
Определение 6. Дробным броуновским движением с параметром Херста 𝐻 на-






|𝑡|2𝐻 + |𝑠|2𝐻 − |𝑡− 𝑠|2𝐻
)︁
, 0 < 𝐻 < 1. (4)
При 𝐻 = 1/2 мы возвращаемся к обычному броуновскому движению.
Однородность ковариационной функции обуславливает самоподобие дробного
броуновского движения
𝐵𝐻(𝑎𝑡) ∼ |𝑎|𝐻 ·𝐵𝐻(𝑡).
Из (4) также следует, что при𝐻 = 0.5 приращения процесса независимы (обыч-
ное броуновское движение); при 0.5 < 𝐻 < 1 — приращения процесса положи-







(𝑘 + 1)2𝐻 + (𝑘 − 1)2𝐻 − 2𝑘2𝐻
]︁
∼ 𝐻 (2𝐻 − 1) 𝑘−2(1−𝐻), 𝑘 → ∞,




характеризующую свойство долгой памяти.
Другим примером является 𝛼-устойчивое движение Леви, определение которо-
го было дано выше. Этот процесс является самоподобным с параметром 𝐻 = 1/𝛼,









∼ 𝑐𝛼 · 𝑡 · 𝑥−𝛼.
Дополнительную информацию об устойчивых и самоподобных процессах мож-
но найти в книгах [5] и [12].
3. Основной результат
3.1 Описание модели
Зададим процесс {𝐴(𝑡), 𝑡 > 0} суммарной нагрузки, поступившей на узел связи
в интервале времени [0, 𝑡], как
𝐴(𝑡) = 𝑚𝑡+ 𝜎1𝐵𝐻1(𝑡) + 𝜎2𝐿𝛼(𝑡), (5)
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где𝑚 = 𝑚1+𝑚2 > 0 — средняя скорость входящего потока; 𝐵𝐻1 = (𝐵𝐻1(𝑡), 𝑡 ∈ 𝑅1)
есть дробное броуновское движение с параметром Херста 𝐻1, 𝐿𝛼 = (𝐿𝛼(𝑡), 𝑡 ∈ 𝑅1)
есть симметричное 𝛼–устойчивое движение Леви с параметром 𝛼 = 1/𝐻2 соответ-
ственно.
Оба рассматриваемых процесса являются самоподобными с индексами 𝐻1 и
𝐻2 = 1/𝛼. Далее полагаем, что 0.5 < 𝐻1, 𝐻2 < 1, а процессы 𝐵𝐻1(𝑡), 𝐿𝛼(𝑡) явля-
ются независимыми.
3.2 Границы для вероятности переполнения буфера
Пусть рассматриваемая СМО состоит из одного устройства, с постоянной ско-
ростью обслуживания 𝐶 > 0. Тогда интенсивность трафика равна 𝑟 = 𝐶 −𝑚.
Обозначим через 𝑄(𝑡) текущую нагрузку в момент времени 𝑡. Если 𝑄(0) = 0,





(𝐴(𝑡) −𝐴(𝑠) − 𝐶(𝑡− 𝑠)). (6)
При 𝑟 > 0 система является устойчивой, а у случайной величины 𝑄(𝑡) суще-





(𝐴(𝑡) − 𝐶𝑡) . (7)
Среди многочисленных показателей производительности СМО одной из важ-
нейших является вероятность переполнения, т.е. вероятность того, что стацио-
нарная необслуженная нагрузка (длина очереди) превысит некоторый пороговый
уровень 𝑏, например, размер буфера:
𝜀(𝑏) := 𝑃 [𝑄 > 𝑏]. (8)
В работе [1] была найдена нижняя асимптотическая граница для 𝜀(𝑏) в пред-
положении о бесконечном буфере, то есть при 𝑏→ ∞
𝜀(𝑏) = 𝑃 [𝑄 > 𝑏] >
{︂
𝐶1 · 𝑟−𝛼·𝐻1 · 𝑏−(1−𝐻1)𝛼, 𝐻1 < 𝐻2,
𝐶2 · 𝑟−𝛼·𝐻2 · 𝑏−(1−𝐻2)𝛼, 𝐻2 < 𝐻1,
(9)
где константы
𝐶1 = 𝐶1(𝛼,𝐻1, 𝜎2) = 𝐶𝛼𝐸|𝑌1|𝛼 𝜎𝛼2 𝐻
𝛼𝐻1
1 (1 −𝐻1)𝛼(1−𝐻1),




В [6] отмечалось, что верхняя граница для вероятности переполнения конеч-
ного буфера может быть определена как вероятность того, что скорость прибытия
данных превышает скорость их обслуживания (перегрузка системы). В этом слу-
чае не принимается во внимание наличие буферной памяти и предполагается, что
переполнение происходит в любой момент, когда скорость прибытия превышает
скорость обслуживания.
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На основании вышесказанного, с учётом (2) мы имеем







где с.в. 𝑌1 имеет стандартное нормальное распределение, а с.в. 𝑌2 = 𝐿𝛼/2(1) имеет
одностороннее 𝛼/2–устойчивое распределение.
Применяя технику вычислений, описанную в работе [1], при большом 𝑟 в силу
(3), получаем














































= 𝐶3 · 𝑟−𝛼, (10)
где 𝐶3 = 𝐶3(𝛼, 𝜎2) = 0.5 · 𝐶𝛼/2 · 𝜎−𝛼2 · 𝐸|𝑌1|𝛼 — явно вычисляемая константа.
Верхняя граница в (10) определяется 𝛼–устойчивым трафиком, поскольку
именно он способен сразу «сгенерировать» очень длинную заявку и вызвать пе-
реполнение конечной памяти. Фрактальное броуновское движение влияет на ре-
зультат только через среднее значение.
3.3 Верхняя и нижняя границы для скорости обслуживания
Понятие эффективной пропускной способности широко используется при ана-
лизе характеристик систем массового обслуживания, в частности, позволяет нахо-
дить требуемую ёмкость сервера при некоторых ограничениях на характеристики
обслуживания, включая вероятность переполнения буфера или среднюю задерж-
ку передачи.
Определение эффективной пропускной способности основано на применении






которая должна быть конечна при 𝜃 ̸= 0.
Хорошо известно, что для процессов, приращения которых име-




𝜓𝐴(𝑡)(𝜃) → ∞, 𝜃 ̸= 0.
Альтернативный подход для нахождения эффективной полосы пропускания
может быть основан на неравенствах (9) и (10), которые при заданной вероятности
переполнения можно разрешить относительно 𝐶.
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Зафиксируем некоторое допустимое значение 𝜀 > 0 для вероятности перепол-
















𝐻2 , 𝐻2 < 𝐻1.
(11)
Из соотношения (10) для конечного буфера при фиксированном значении ве-








На первый взгляд граница (12) может показаться завышенной, поскольку на-
личие буфера, которое здесь не принимается во внимание, позволяет сглаживать
различие между интенсивностями поступления и обслуживания трафика. Для
марковских моделей это действительно так.
Но самоподобный трафик, в особенности 𝛼–устойчивое движение Леви, харак-
теризуется сильной вариабельностью относительно средней интенсивности поступ-
ления, вследствие чего перегрузка системы (если она возникает) скорее всего про-
длится довольно долго, для того, чтобы вызвать переполнение. В этих условиях
необходима достаточная пропускная способность, чтобы гарантировать вероят-
ность переполнения, не превышающую 𝜀1.
Кроме того, увеличение размера буфера выше определенного уровня вызывает
задержки передачи и джиттер, которые не желательны при трансляции видео–
данных. В этом случае важную роль опять же играет пропускная способность.
Заключение
В данной статье были получены границы для пропускной способности в усло-
виях самоподобого трафика, представляющего собой сумму независимых фрак-
тального броуновского движения и 𝛼–устойчивого движения Леви с разными по-
казателями Хёрста.
Вывод соответствующих границ основан на простых соотношениях между ха-
рактеристиками потока, скоростью обслуживания и вероятностью переполнения
для конечного и бесконечного буфера. Это позволяет рассчитывать необходимые
параметры системы, опираясь лишь на один параметр QoS.
Полученные результаты могут быть полезны при разработке механизмов
управления и контроля для современных высокоскоростных сетей телекоммуни-
кации.
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In this paper we analyse the nonhomogenous traffic model based on sum of
independent Fractional Brownian motion and symmetric 𝛼–stable Levy pro-
cess with different Hurst exponents 𝐻1 and 𝐻2 = 1/𝛼 and present bounds
for the required service rate under QoS constraints. It is well known that
for the processes with long–tailed increments effective bandwidths are not
expressed by means of the moment generating function of the input flow.
However we can derive simple relations between the flow parameters, ser-
vice rate 𝐶 and overflow probabilities 𝜀(𝑏) for finite and infinite buffer. In
this way it is possible to find required service rate 𝐶 under a constraint on
maximum overflow probability.
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