Abstract. Based on the proof of Demeter [5], we establish the HRT conjecture for almost every (1,3) configuration.
Introduction
Let f : R → C be a measurable function. We define the translations T b f (x) = f (x + b), where b ∈ R, and frequency shifts M a f (x) = e 2πiax f (x), where a ∈ R.
The compositions of translations and frequency shifts The Heil-Ramanathan-Topiwala (HRT) [9] conjecture is that any nontrivial Gabor system is linearly independent if f ∈ L 2 (R) (also see [8] ). That is HRT Conjecture: Let Λ ⊂ R 2 be a finite set and 0 = f ∈ L 2 (R), then the associated Gabor system G(f, Λ) is linearly independent in L 2 (R). More precisely, if 0 = f ∈ L 2 (R) and
c j e 2πiaj x f (x + b j ) = 0, for some c j ∈ C and a.e. x ∈ R, then c j = 0, j = 1, 2, · · · , N . Remark: We list some examples to show that L 2 (R) property of function f is very important.
1:
For any trigonometric polynomial f , there exist some finite time-frequency shifts Λ such that the associated Gabor system G(f, Λ) is linearly dependent.
It is easy to see f (· + 1) and f (·) are linearly dependent. Since the formulation of the HRT conjecture, some results were obtained (see a review paper [10] ) under some further restriction on function f (x) at x = ∞ or structure of time-frequency shifts Λ. Firstly, we list some results if function f satisfies certain decay property at infinity.
• G(f, Λ) is linearly independent if f is compactly supported, or just supported within a half-line [a,
, where p is a polynomial [9] .
• G(f, Λ) is linearly independent [2] if lim x→+∞ |f (x)|e cx ln x = 0 for all c > 0.
See [3] for higher dimension.
• G(f, Λ) is linearly independent if #Λ ≤ 4, f is ultimately positive, and f (x), f (−x) are ultimately decreasing [1] , where #A is the size of the finite set A.
Secondly, we review some results if Λ has a certain structure:
• G(f, Λ) is linearly independent if #Λ ≤ 3 or Λ is colinear [9] .
• G(f, Λ) is linearly independent if Λ is a finite subset of a translate of a full-rank lattice in R 2 [12] . See [4, 6] for an alternative proof.
• G(f, Λ) is linearly independent if Λ is a (2,2) configuration [5, 7] .
• G(f, Λ) is linearly independent if Λ is a (1,3) configuration (some restrictions is needed) [5] .
See Theorem 1.1.
Recall that we call Λ an (n, m) configuration if there exist 2 distinct parallel lines containing Λ such that one of them contains exactly n points of Λ, and the other one contains exactly m points of Λ.
In this paper, we consider the (1, 3) configuration. One of results in [5] is Theorem 1.1. HRT conjecture holds for special (1, 3) configurations
It is known that {x ∈ R : there exists some γ > 1 such that lim inf n→∞ n γ ||nx|| < ∞} is a set of zero Lebesgue measure, see Theorem 32 in [11] . Thus Theorem 1.1 holds for a measure 0 subset of parameters.
Our main work in the present paper is to extend Demeter's result. That is Theorem 1.2. HRT conjecture holds for special (1, 3) configurations
It is well known that {x ∈ R : lim inf n→∞ n ln n||nx|| < ∞} is a set of full Lebesgue measure, also see Theorem 32 in [11] . Then by metaplectic transformation, we have the following theorem Theorem 1.3. HRT conjecture holds for almost every (with respect to Lebesgue measure) (1, 3) configuration.
2.
The framework of the proof of Theorems 1.2 and 1.3 Theorem 1.3 follows from Theorem 1.2 directly if we apply metaplectic transformation(see [9] ). Thus we only need to prove Theorem 1.2. It suffices to consider the case that both α and β are irrational, by (b) of Theorem 1.1. If α β is a rational number, it reduces to the lattice case, which has been proved [12] . Thus we also assume α β is irrational. Assume Theorem 1.2 does not hold. Then there exists some function f satisfying (3) lim
and nonzero C i ∈ C such that
(Theorem 1.2 is covered by the known results if C i = 0 for some i = 0, 1, 2) Denote by
and for n > 0,
Notice that P (x + n) is an almost periodic function, so for almost every x ∈ [0, 1),
Iterating (4) n times in both sides (positive and negative), we have for n > 0,
This implies the value of function f on R can be determined uniquely by its value on [0, 1) and function P (x). By Egoroff's Theorem and condition (3), and (5), (6), there exists some positive Lebesgue measure set S ⊂ [0, 1) and d > 0, such that (7) lim
Demeter constructed a sequence {n k } ⊂ Z + , such that
This contradicts to (7), (8), (9) and (10) . In order to complete the construction of (11), growth condition (1) is necessary in paper [5] . In the present paper, we follow the main idea of paper [5] , but both make the restriction weaker, and significantly simplify the proof. The rest of the paper is organized as follows: In §3, we will give some basic facts. In §4, we give the proof of Theorem 1.2.
Preliminaries
We start with some basic notations. Denote by [x] , {x}, x the integer part, the fractional part and the distance to the nearest integer of x. Let x be the unique number in [−1/2, 1/2) such that x − x is an integer. For measurable set A ⊂ R, denote by |A| its Lebesgue measure.
For any irrational number α ∈ R, we define
and inductively for k > 0,
and inductively,
Recall that {q n } n∈N is the sequence of denominators of best approximations of irrational number α, since it satisfies
Moreover, we also have the following estimate,
Lemma 3.1. Let k 1 < k 2 < k 3 < · · · < k m be a monotone integer sequence with k m − k 1 < q n . Suppose for some x ∈ R (16) min j=1,2··· ,m
Proof. By (14) and (15), one has
Combining with (16), we have
Now we give two lemmas which can be found in [5] .
The polynomial p(x, y) = C 0 + C 1 e 2πix + C 2 e 2πiy has at most two real zeros (γ
for each x, y ∈ R. 
for each x ∈ [0, 1) \ E N,δ .
Proof of Theorems 1.2
Let q k , p k , a k be the coefficients of continued fraction expansion to α β as given in (12) and (13). Then condition (2) holds iff
Lemma 4.1. Suppose α β is irrational and satisfies condition (2) . Then for any s ∈ (0, 1), there exists a sequence N k such that (i)
Proof. By (19), there exists a sequence n k such that a n k ≥ c ln q n k . For any s ∈ (0, 1), let 1 ≤ m n k ≤ 1/s + 1 such that N k = m n k q n k satisfies (iii) (this can be done by the Pigeonhole principle). It is easy to check that N k satisfies condition (ii) by the fact a n k ≥ c ln q n k .
Lemma 4.2. Let C 0 , C 1 , C 2 ∈ C\{0} and α, β be such that α β is irrational. Let Q k be a sequence such that γq n k ≤ Q k ≤γq n k , where q n is the continued fraction expansion to α β and γ,γ are constants. Define
Then for each δ > 0, there exists a set
Proof. In order to make the proof simpler, we will write constant C for constants depending on γ,γ, δ, C 0 , C 1 , C 2 , α, β. Let (γ 1 , γ 2 ) be a zero of the polynomial p(x, y) = C 0 + C 1 e 2πix + C 2 e 2πiy , and let t be the real number given by Lemma 3.2. Define
By Lemma 3.2, it suffices to find a set with |E Q k ,δ | ≤ δ, such that (23)
We distinguish two cases. Case 1: α + tβ = 0 In this case, one has
where m = −1 if {β(x + n) − γ 2 } > 1/2 and m = 0 otherwise. Note that the set
has O(Q k ) elements. By (17) there exists some
This implies (23). Case 2: α + tβ = 0. In this case, one has
where m is as before. Let ξ be either γ 1 + tγ 2 or γ 1 + tγ 2 + t, depending on whether m = 0 or −1. From Lemma 3.1 we have that for each x ∈ [0, 1)
Let S(ξ) (not depending on x) be the set of those 0 ≤ n ≤ Q k − 1 such that
for some x ∈ [0, 1). It is easy to see that #S(ξ) ≤ C by (14) and (15). For n ∈ S(ξ), we will use an alternative estimate
By (18), there exists set
for each x ∈ [0, 1) \ E 2 Q k ,δ . Thus the theorem now follows from (24) and (25). 
Proof. We write C for C(δ, s, C 0 , C 1 , C 2 , α, β) again. Without loss of generality, we only consider the case β > 0.
By (21) we have
Thus, for each n ∈ Z + , one has
By the fact 1 + x ≤ e x for x > 0, we get
and thus . Then (S \ E k,δ ) ∩ ({P k } + S) = ∅. Now we can choose x k ∈ S \ E k,δ such that x k − {P k } ∈ S. Let y k = x
Combining with (26), we get
Applying (9) and (10) with x k , x ′ k ∈ S, one has
Combining with (8), we get that
This contradicts (7), if we let k → ∞.
