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We show that if a set of four mutually unbiased bases (MUBs) in C6 exists and contains the
identity, then any other basis in the set contains at most two product states and at the same time
has Schmidt rank at least three. Here both the product states and the Schmidt rank are defined
over the bipartite space C2 ⊗ C3. We also investigate the connection of the Sinkhorn normal form
of unitary matrices to the fact that there is at least one vector unbiased to any two orthonormal
bases in any dimension.
Contents
I. Introduction 1
II. Preliminaries 3
A. Schmidt rank and controlled unitary operators 3
B. The equivalence of MUBs 3
C. Linear algebra 5
III. Results 6
A. Complex Hadamard matrices 6
B. MUBs 8
C. The Schmidt rank of matrices in an MUB trio 11
D. Numerical Studies 12
IV. Open problems 13
Acknowledgments 13
References 13
A. The proof of Lemma 6 14
B. The proof of Lemma 7 15
C. The proof of Lemma 11 18
D. The proof of Lemma 13 21
I. INTRODUCTION
The concept of complementary observables is ubiquitous in quantum physics. The observables are described using
Hermitian operators. Some pairs of unitary operators can also be regarded as being complementary to each other, as
mentioned in Schwinger’s work [1] in 1960. These two concepts have a common definition as follows. The eigenvectors
of two complementary (Hermitian or unitary) operators form two bases in the complex Hilbert space Cd satisfying
the following condition: the modulus of the inner product of any two vectors respectively from the two bases is
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21√
d
. Such two vectors are mutually unbiased (MU), and the two bases are MU bases (MUBs). The MUBs have
various applications in quantum tomography, cryptography, and the construction of Wigner functions. Some of these
applications are explained in Brierley’s PhD thesis [2]. For example, a complete set of d + 1 MUBs in d dimensions
is optimal for minimizing the statistical uncertainty in estimating a density matrix. And sets of MUBs could be used
to hide information from an eavesdropper in a quantum key distribution protocol. The connection to discrete Wigner
functions is illustrated in [3] (with errata [4]), which discusses the proporties of states that yield the same probability
distributions under measurements corresponding to a set of MUBs.
In this paper, we identify a unitary matrix with an orthonormal basis consisting of the column vectors of the matrix.
We say that n order-d unitary matrices form n MUBs if the inner product of any two column vectors from different
matrices is a complex number of modulus 1/
√
d [1]. An order-d unitary matrix whose elements all have modulus
1/
√
d is a complex Hadamard matrix (CHM). It is known that a triple of MUBs in C6 have been constructed. It is
conjectured that
Conjecture 1. Four MUBs in C6 do not exist.
We refer the readers to recent progress on MUBs in [5–8]. Conjecture 1 is an open problem in quantum physics
and quantum information. In this paper we investigate this conjecture in terms of the product vectors and Schmidt
rank of matrices introduced in Sec. II. It has been proved that any set of seven MUBs in C6 contains at most one
product-vector basis [9], where the product-vector basis is defined in Sec. II , B below. After looking into the paper
[10] cited by [9], the “seven” above can be replaced with “four”. We shall exclude the existence of a few families of
CHMs in sets of four MUBs in C6 containing the identity matrix. (Throughout the paper, “to exclude something”
means to eliminate the possibility that something may appear or exist. For example, when we say a case is “excluded”
in a proof, we mean that this case is impossible, and not just that we do not discuss this case.) Our first main result
is as follows.
Theorem 2. If a set of four MUBs in C6 contains the identity, then
(i) any other MUB in the set contains at most two product column vectors.
(ii) the other three MUBs in the set contains totally at most six product column vectors.
We will prove assertion (i) by investigating the matrix Y4 in Lemma 11 (v), and assertion (ii) follows from (i).
Theorem 2 restricts the number of product column vectors in a set of four MUBs in C6. For example, the well-known
Fourier matrix F6 of order six contains six product column vectors, and thus it cannot be a member of any four MUBs
containing the identity in C6. Here
F6 =
1√
6


1 1 1 1 1 1
1 α α2 α3 α4 α5
1 α2 α4 α6 α8 α10
1 α3 α6 α9 α12 α15
1 α4 α8 α12 α16 α20
1 α5 α10 α15 α20 α25


(1)
where α = e
pii
3 . The subset of a complete set of MUBs is defined as an MU constellation [2]. It is known that an MU
constellation consisting of three MUBs plus one additional vector, related to the Heisenberg-Weyl group, does not
exist [2]. So the constellation of such type has at most 18 product vectors. In contrast, Theorem 2 (ii) shows that
any family of MUB constellation of four MUBs containing the identity matrix has at most 12 product vectors.
We further show that a set of four MUBs containing the identity matrix cannot also contain a matrix with an
order-three submatrix proportional to a unitary matrix or a real submatrix of size 3 × 2. This is proved by the
matrices Y1 and Y6 in Lemma 11 (v). It excludes the possibility that some known CHMs may be the members of
four MUBs containing the identity matrix. They include the Dita matrix [2, Eq. (C.1)], the spectral matrix [2, Eq.
(C.4)], and some non-affine CHMs such as the symmetric family [2, Eq. (C.9)].
As an application to entanglement theory, we will apply Theorem 2 to construct a family of 2× 3 entangled states
in Lemma 12.
Next, we introduce our second main result.
Theorem 3. If a set of four MUBs in C6 contains the identity, then any other MUB in the set has Schmidt rank at
least three.
The Schmidt rank is defined in Sec. II , A, and the proof is at the end of Sec. III , C. Theorem 3 excludes the
possibility that some known CHMs may be the members of four MUBs containing the identity matrix. They include
the Bjorck’s circulant matrix in [2, Eq. (C.2)], see Sec. III , C for details. To understand how the properties of
3composite dimensions and prime dimensions are different from each other is a main motivation in [5], and our
Theorem 3 can be viewed as a step towards the full development of such motivation. In the following we introduce
the physical meanings of the Schmidt rank and how they are related to the CHMs.
It is known that any 2 × 3 bipartite unitary operator of Schmidt rank three is a controlled unitary operator [11].
The Schmidt rank plays an important role in quantum computing and has received extensive research in recent years.
Especially, they have been used to evaluate the following three quantities: entangling power, assisted entangling
power and disentangling power of bipartite unitaries [11–14]. The first two quantities quantitatively characterize the
maximum amount of entanglement increase when the input states are respectively a product state and an arbitrary
pure state. The third quantity describes the maximum amount of entanglement decrease over all pure input states.
The maximum amount of entanglement increase over all input states is a lower bound of the entanglement cost
for implementing bipartite unitaries under local operations and classical communication (LOCC). Since a CHM in
composite dimension can be viewed as a special bipartite unitary operator, we hope the introduction of the Schmidt
rank could further the study of CHMs, and that in turn would help the study of MUBs.
The rest of this paper is organized as follows. In Sec. II we introduce in Definition 4 the notations used in the
paper, such as the Schmidt rank of bipartite unitary operators, equivalent MUBs, the MUB trio and some results from
linear algebra. We further construct the preliminary results in Lemma 5 and 6. In Sec. III we construct results for
order-six MUBs and complex Hadamard matrices in Lemma 7. We show that there is at least one vector unbiased to
any two given orthonormal bases in any dimension in Lemma 8, which is a direct consequence of the Sinkhorn normal
form of unitary matrices proved in [15]. We shall exclude the existence of several types of order-six CHM as a member
of some MUB trio in Lemma 11. We further apply Theorem 2 to construct Lemma 12. Using the above-mentioned
lemmas we construct Lemma 13 as a preliminary result for Theorem 3 and Corollary 14. We also carry out a few
numerical studies about some CHMs in Sec. III , D. We propose a few open problems in Sec. IV.
II. PRELIMINARIES
In this section we introduce the notations and preliminary results used in the paper. They include the Schmidt
rank of bipartite unitary operators and controlled unitary operators in Sec. II , A, unitary equivalence and local
equivalence of MUBs in Definition 4 in Sec. II , B, and linear algebra in Lemmas 5 and 6 in Sec. II , C. In particular,
Lemma 6 consists of results on the product states, matrix rank, permutation matrices, and so on. While useful for
the current topic of MUBs, these results have broader applications in quantum information, such as the separable
and positive-partial-transpose (PPT) states.
A. Schmidt rank and controlled unitary operators
We denote |i, j〉, i = 1, · · · , , dA, j = 1, · · · , , dB as the computational-basis states of the bipartite Hilbert space
H = HA ⊗ HB = CdA ⊗ CdB . Let Id be the identity matrix of order d. The bipartite unitary gate U acting on H
has Schmidt rank n if there is an expansion U =
∑n
j=1 Aj ⊗Bj where the order-dA matrices A1, · · · , , An are linearly
independent, and the order-dB matrices B1, · · · , , Bn are also linearly independent. The Schmidt rank is equivalent
to the notion of operator-Schmidt rank in [16, 17].
We say that U is a controlled unitary gate, if U is equivalent to
∑dA
j=1 |j〉〈j| ⊗ Uj or
∑dB
j=1 Vj ⊗ |j〉〈j| via local
unitaries. Further, U is controlled in the computational basis from A side if U =
∑dA
j=1 |j〉〈j| ⊗ Uj. Bipartite unitary
gates of Schmidt rank two or three are in fact controlled unitaries [11–13]. A permutation matrix (or equivalently
a permutation unitary) is a unitary matrix containing elements 0 and 1 only. A complex permutation matrix is a
unitary matrix with one and only one nonzero element in each row and column.
B. The equivalence of MUBs
To investigate Conjecture 1 we review the following definitions. When d = pq where p, q > 1, we call a basis of
Cd consisting of product vectors in Cp ⊗ Cq as a product-vector basis. We call a square matrix as a product-vector
matrix when its columns form a product-vector basis. We say that n unitary matrices form n product-vector MUBs
when these matrices are all product-vector matrices and they form n MUBs. For a square matrix C, we say C is
a direct-product matrix if C = F ⊗ G where F and G are square matrices of order greater than one (in this paper
the orders of F and G are fixed when we use such definition). Our definition of product-vector basis corresponds to
both the direct product basis and the indirect product basis in [18]. We refer to the subunitary matrix as the matrix
4proportional to a unitary matrix. The H2-reducible CHM is an order-six CHM that contains a subunitary submatrix
of order two [19]. Now we present the following definitions.
Definition 4. (i) Let U1, · · · , , Un be n unitary matrices of order d. They form n MUBs if and only if for an arbitrary
unitary matrix X, and arbitrary complex permutation matrices P1, · · · , , Pn, the n matrices XU1P1, · · · , , XUnPn
form n MUBs. In this case we say that U1, · · · , , Un and XU1P1, · · · , , XUnPn are unitarily equivalent MUBs.
Furthermore they are locally unitarily (LU) equivalent MUBs when X is a direct-product matrix.
Let U1, · · · , , Un be product-vector MUBs such that Uj = (· · · , , |ajk, bjk〉, · · · , ) where |ajk〉 ∈ Cp and |bjk〉 ∈ Cq.
Let UΓAj and U
ΓB
j both denote Uj except that |aj〉 and |bj〉 are respectively replaced by their complex conjugates. Then
we say that any two of the following four sets
U1, · · · , , Un, (2)
UΓA1 , · · · , , UΓAn , (3)
UΓB1 , · · · , , UΓBn , (4)
XU1P1, · · · , , XUnPn, (5)
are LU-equivalent product-vector MUBs, where X is a direct-product matrix.
(ii) Let U, V and W be three CHMs of order six. Conjecture 1 is equivalent to ask whether I, U, V and W can form
four MUBs, i.e., whether U †V , V †W and W †U are still CHMs. If they do, then we denote the set of U, V and W as
an MUB trio.
(iii) We say that two CHMs X and Y are equivalent when there exist two complex permutation matrices C and
D such that X = CY D. For simplicity we refer to X as Y up to equivalence. The equivalence class of X is the
set of all CHMs which are equivalent to X. The minimum Schmidt rank in the equivalence class of X is called the
min-Schmidt rank of X.
(iv) In (iii), we say that X and Y are locally equivalent when C is a direct-product matrix.
We say that an order-n CHM is in the dephased form when all elements in the first row and first column of the
CHM are equal to 1/
√
n. Evidently every CHM is equivalent to another CHM in the dephased form.
The CHMs in C6 have been extensively introduced in the appendix A of [6]. In particular, it has been shown that
the pair {I, S} cannot be extended to a triple of MUBs [6]. Here I is the identity matrix, and S is a CHM known as
the spectral matrix [20]
S =
1√
6


1 1 1 1 1 1
1 1 ω ω ω2 ω2
1 ω 1 ω2 ω2 ω
1 ω ω2 1 ω ω2
1 ω2 ω2 ω 1 ω
1 ω2 ω ω2 ω 1


, (6)
where ω := e2pii/3. We will also encounter the following class of unitaries U which is the standard form for CHMs in
the Fourier family F
(2)
6 (c.f. [19, Sec. 6]):
U =
1√
6


1 1 1 1 1 1
1 −1 z1 −z1 z2 −z2
1 1 ω ω ω2 ω2
1 −1 ωz1 −ωz1 ω2z2 −ω2z2
1 1 ω2 ω2 ω ω
1 −1 ω2z1 −ω2z1 ωz2 −ωz2


, (7)
where |z1| = |z2| = 1. Any other member in the Fourier family F (2)6 is equivalent to the form above. The Fourier
transposed family (F
(2)
6 )
T (c.f. [19, Sec. 6]) consists of the transpose of the CHMs in F
(2)
6 .
From now on we regard any order-six CHM as a 2× 3 bipartite unitary. One may easily check that S has Schmidt
rank four. The general CHM U has Schmidt rank at most four and we exemplify the U ’s with arbitrary Schmidt
rank. First, U = 1√
2
(
1 1
1 −1
)
⊗ 1√
3

 1 1 11 ω ω2
1 ω2 ω

 has Schmidt rank one. Next, U = 1√
2
(
V W
V −W
)
has Schmidt
rank two when V and W are two CHMs of order three. Another Schmidt-rank-two CHM is the so-called Bjorcks
5circulant matrix, see [6, Eq. (A2)]. It has the expression
(
X Y
Y X
)
, and neither of the order-three matrices X and
Y is proportional to a unitary matrix. Third,
U =
1√
2
(
diag(−i, i, 1) · V V
V diag(−i, i,−1) · V
)
(8)
is a CHM of Schmidt rank three, where V is a CHM of order three. U may also be of Schmidt rank four, e.g., the
spectral matrix in (6). For any Schmidt-rank four U , we may assume that
U =
2∑
j,k=1
|j〉〈k| ⊗ Ujk = 1
2
2∑
j,k=1
(
√
2|j〉〈k|) ⊗ (
√
2Ujk). (9)
One may check that each of {(√2|j〉〈k|} and {√2Ujk} is a linearly independent set, and the former is orthonormal.
One may easily extend the above examples to 2× dB CHMs U of Schmidt rank two, three and four. We construct an
example of Schmidt-rank-four. Let
U =
1√
2
(
D · V D ·W
V −W
)
(10)
where D,V,W are all order-dB CHMs, D is a diagonal unitary and not proportional to the identity matrix, V,W are
linearly independent and WV † is not diagonal. Then one can show that U is a Schmidt-rank-four 2× dB CHM.
C. Linear algebra
For studying Conjecture 1, we propose a few preliminary facts on linear algebra in Lemma 6. First of all we
introduce a result from [14, Lemma 1] about diagonal unitary matrices. In this paper we will apply it to vectors, since
the set of diagonal unitary matrices of order d is isomorphic to the set of d-dimensional column vectors with elements
of modulus 1/
√
d.
Lemma 5. Let D be a diagonal unitary matrix. The following four statements are equivalent.
(i) D has at least three distinct eigenvalues;
(ii) the identity, D and D† are linearly independent;
(iii) any unitary in the linear span of the identity and D is proportional to one of them;
(iv) any multiple of unitary in the linear span of the identity and D is proportional to one of them.
For further investigation, we introduce a few definitions. The generalized permutation matrix (GPM) is a square
matrix such that there is exactly one nonzero entry in each row and each column of the matrix. For example the
complex permutation matrix is a GPM. We shall refer to the doubly quasistochastic matrices as the matrices whose
every row’s and column’s elements sum to one [21, Definition 5.11]. Such matrices reduce to the doubly stochastic
matrices when they are square matrices and of all nonnegative elements. We further denote ρΓ as the partial transpose
w.r.t. the first system of the bipartite state ρ, and ρ is PPT when ρΓ ≥ 0.
Lemma 6. (i) Suppose 1 + eiα + eiβ = 0, where α, β ∈ [0, 2π). Then (α, β) = (23π, 43π) or (43π, 23π).
(ii) Suppose [ujk] is an order-three unitary matrix of at most one zero entry, and [pjkujk] is also a unitary matrix
where p11 = p12 = p13 = p21 = p31 = 1, and pjk = ±1 otherwise. Then [pjkujk] = D1[ujk]D2 where D1 and D2 are
diagonal real unitary matrices.
(iii) If an orthonormal basis in C2 ⊗ C3 contains five product states, then the remaining state of the basis is also a
product state.
(iv) Suppose eia + eib = eic + eid where a, b, c, d ∈ [0, 2π). Then we have either of the three cases: a = c, b = d, or
a = d, b = c, or |a− b| = |c− d| = π.
(v) Suppose
(
V0 V1
V2 V3
)
is a partitioned unitary matrix of order d. Then V0 and V3 have full rank at the same time.
Furthermore if V0 and V3 are both square matrices, then rankV0 + rankV3 ≤ d− 2dimkerV0.
(vi) Let u, v, s, t be complex numbers of modulus one. Then (u+ v)(s∗ + t∗)(u∗s+ v∗t) is real.
(vii) For any unitary matrix U , there are diagonal unitaries L and R such that LUR is doubly quasistochastic. Neither
L or R are necessarily unique.
(viii) For any positive definite matrixW , there are diagonal matrices L and R such that LWR is doubly quasistochastic.
6Neither L nor R are necessarily unique.
(ix) Suppose an orthonormal basis in C6 contains k product states. Then the remaining 6− k states in the basis span
a subspace spanned by orthogonal product vectors.
(x) Let U be a bipartite unitary matrix. Then the min-Schmidt rank of U is equal to those of U †, UT and U∗.
We prove Lemma 6 in Appendix A. Note that one of the diagonal matrices L and R in (viii) may be not unitary.
An example is W = diag(2, 1). Whether one of L and R can be chosen as a unitary matrix for any W is unknown.
III. RESULTS
In this section we introduce our main results. In Sec. III , A we investigate the order-six CHMs in terms of the
subunitary matrices in Lemma 7. In Sec. III , B, we first show that there is at least one vector unbiased to any two
given orthonormal bases in any dimension in Lemma 8, which is a direct consequence of the Sinkhorn normal form of
unitary matrices proved in [15]. We discuss the number of such vectors in Conjecture 9 and Lemma 10. We further
construct a few preliminary results on MUBs in Lemma 11. They show that some CHMs do not exist in four MUBs
containing the identity matrix. In Sec. III , C we show that the member of any MUB trio has Schmidt rank at least
three in Theorem 3. This is based on the preliminary Lemma 13. We also show in Corollary 14 that if a set of four
MUBs in C6 contains the identity, then any other MUB in the set has min-Schmidt rank at least three. In Sec. III , D
we carry out a few numerical studies about the unbiased vectors, the Schmidt rank, and the submatrices of some
CHMs.
A. Complex Hadamard matrices
In the following lemma we provide a few properties of the order-six CHMs. For example, we show in Lemma 7 (iii)
that such CHMs do not contain any rank-one order-three submatrix, any order-four submatrix of rank at most two,
or any singular order-five submatrix. We further reveal some relations between elements of H2-reducible CHMs in
(vi).
Lemma 7. (i) Every order-three CHM can be written as D1V D2 where D1 and D2 are both diagonal unitaries, and
V = 1√
3

 1 1 11 ω ω2
1 ω2 ω

 or 1√
3

 1 1 11 ω2 ω
1 ω ω2

.
(ii) If an order-six CHM has a submatrix of size 2× k and rank one, then k ≤ 3 and the equality is achievable.
(iii) The order-six CHM does not have any rank-one order-three submatrix, any order-four submatrix of rank at most
two, or any singular order-five submatrix.
(iv) The order-six CHM is an H2-reducible CHM if and only if the CHM is equivalent to another CHM containing
two product column vectors |a, b〉, |a⊥, c〉 where |a〉, |a⊥〉 is an orthonormal basis in C2.
(v) The order-six CHM has a submatrix of size 3 × 2 with orthogonal column vectors if and only if the CHM is
equivalent to another CHM containing two product column vectors |a, b〉, |c, b⊥〉 where |b〉, |b⊥〉 is an orthonormal basis
in C3.
(vi) The H2-reducible CHM is equivalent to the CHM H in [19, Theorem 11]. We express it as
1√
6


1 1 1 1 1 1
1 −1 z1 −z1 z2 −z2
1 z3 a1 a2 b1 b2
1 −z3 a1a3 −a2a3 b1b3 −b2b3
1 z4 c1 c2 d1 d2
1 −z4 c1c3 −c2c3 d1d3 −d2d3


, (11)
7where zj, aj, bj, cj, and dj are complex numbers of modulus one and satisfy the conditions in [19, Theorem 11] and
z1z3 = a1a2a3, (12)
z2z3 = b1b2b3, (13)
z1z4 = c1c2c3, (14)
z2z4 = d1d2d3, (15)
a1 + a2 + z1z3(a
∗
2 − a∗1) = d1 + d2 + z2z4(d∗2 − d∗1), (16)
z∗3 [a1 + a2 − z1z3(a∗2 − a∗1)] = z∗4 [d1 + d2 − z2z4(d∗2 − d∗1)], (17)
b1 + b2 + z2z3(b
∗
2 − b∗1) = c1 + c2 + z1z4(c∗2 − c∗1), (18)
z∗3 [b1 + b2 − z2z3(b∗2 − b∗1)] = z∗4 [c1 + c2 − z1z4(c∗2 − c∗1)]. (19)
Further
(vi.a) If one of the elements in the lower right order-four submatrix of (11) is equal to a constant, then up to
equivalence we may assume that a1 is the constant.
(vi.b) Consider two matrices in (11) with z3 = −b1 and z3 = −b2, respectively. Then they are equivalent up to the
exchange of the last two columns of (11).
(vii) Any order-six CHM does not contain an order-four or order-five subunitary submatrix.
(viii) The spectral matrix in (6) is of min-Schmidt rank three. It is equivalent under complex permutation matrices
to the CHM
S′ =
1√
6


1 1 1 ω 1 ω
1 ω ω2 ω ω2 ω2
1 ω2 ω ω2 ω2 ω
1 ω ω 1 1 1
1 ω2 1 1 ω ω2
ω ω 1 1 ω2 ω


. (20)
The upper left order-three submatrix of S′ is a subunitary matrix, while the upper left and bottom right order-three
submatrices are equal, and the S′ is equivalent under local unitaries to a controlled unitary matrix.
(ix) Any CHM in the Fourier family F
(2)
6 and the Fourier transposed family (F
(2)
6 )
T is of min-Schmidt rank at most
two.
We prove Lemma 7 in Appendix B. In the proof of Lemma 7 (ii), the equality k = 3 is also achievable when the
order-six CHM U is not a product matrix. An example is diag(1, 1, 1, 1, 1,−1) ·
[
1√
2
(
1 1
1 −1
)
⊗ 1√
3

 1 1 11 ω ω2
1 ω2 ω

].
In spite of Lemma 7 (iii), the order-six CHM may contain an order-three submatrix of rank two and an order-three
subunitary submatrix. An example containing both types of submatrices is 1√
2
(
1 1
1 −1
)
⊗ 1√
3

 1 1 11 ω ω2
1 ω2 ω

. We
will show that such a CHM cannot be a member of any MUB trio in Lemma 11 (v). Besides, Lemma 7 (iv) and (v)
are the only two subcases of the case that a CHM contains two product column vectors. The case of Lemma 7 (iv),
namely an order-six CHM containing an order-two subunitary matrix, has been investigated in [19] and (vi). The
matrices Aij in (vi) are subject to the constraints given in [19, Theorem 11]. A subcase of this CHM is the Szollosi
family in [2, Eq. (C.12)].
Lemma 7 (vii) shows that an order-six CHM does not contain an order-four or order-five subunitary submatrix. But
it may contain an order-two subunitary submatrix. For example F6 in (1) contains an order-two submatrix
(
1 1
1 −1
)
.
If a1 = 1 in (11) then (11) contains two singular order-two submatrices. However it seems still hard to exclude (11)
as a member of some MUB trio.
Next, (16)-(19) imply that the second and third order-two subunitary matrices of the bottom two rows of (11) are
decided by the counterpart of the middle two rows of (11). One can further show that the orthogonality of the row
vectors of (11) implies that the second and third order-two subunitary matrices of the middle two rows of (11) is
related to each other by a linear relation. Hence, the center order-two submatrix of (11) decides its three adjacent
order-two subunitary matrices in the lower right corner of (11). In other word, (11) is the function of the parameters
z1, z2, z3, z4 and a1, a2. It is known that z2, z3, z4 are the functions of z1 by [19, Theorem 11]. So (11) are the functions
of three parameters z1, a1 and a2. This fact coincides with [19, Theorem 11].
8Finally, the entangling power evaluates the maximum entanglement a bipartite unitary gate can create by acting
on product states as input. It has been extensively investigated recently [14]. We can show that the entangling
power of the bipartite unitary gate TAB in the proof of Lemma 7 (viii) is at least 1 ebit, by using the input state
1√
2
(|00〉+ |11〉)ARA ⊗ 1√2 (|00〉+ |11〉)BRB with the reference systems RA and RB .
B. MUBs
In this subsection we investigate the MUBs. We say a vector is dephased if it is a zero vector or if its first nonzero
element is real and positive. For any order-d unitary U , we denote an MU vector of U as a dephased normalized
vector unbiased to all column vectors of both Id and U . Let Nv(U) denote the number of such vectors. Such vectors
provide examples of the so-called zero noise, zero disturbance (ZNZD) states for two orthonormal bases (the standard
basis and the basis represented by the columns of U) [22].
We show that there is a vector unbiased to any two orthonormal bases in any dimension in Lemma 8. We discuss
Nv(U) in Conjecture 9 and Lemma 10. The main result of this subsection is Lemma 11. We shall construct several
order-six CHMs that cannot be a member of any MUB trio.
Lemma 8. Let d be an integer greater than 1.
(i) For any two orthonormal bases in Cd, there is a normalized vector unbiased to both bases. Equivalently, for any
unitary matrix U of order d, we have Nv(U) ≥ 1.
(ii) For any two MUBs in Cd, there is a normalized vector unbiased to both MUBs. Equivalently, for any CHM U of
order d, we have Nv(U) ≥ 1.
Proof. (i) Suppose U is an order-d unitary matrix. It follows from Lemma 6 (vii) that there are diagonal unitaries
L and R such that B := LU †R is doubly quasistochastic (i.e. B satisfies that its row and column sums are all one).
Denote the column vectors of U as ~vi, i = 1, 2, . . . , d, then the row vectors of U
† are ~v†i . Since the B has its row
sums being one, we have B~e = ~e, where ~e is the vector with all its d elements being 1. Let the column vector formed
by the diagonal elements of R be ~f . The equations B = LU †R and B~e = ~e imply that LU †R~e = ~e. Since R~e = ~f ,
the previous equation can be written as U † ~f = L†~e. Hence, the inner product of ~vi and ~f , i.e.,
∑
j [vi(j)]
∗f(j) is of
unit modulus, where vi(j) and f(j) are the elements of ~vi and ~f , respectively. Then, the vector ~f/
√
d is the desired
normalized vector unbiased to all column vectors of U .
(ii) The assertion is a corollary of (i).
Lemma 8 is a direct consequence of the Sinkhorn normal form of unitary matrices proved in [15]. It is essentially
known in [22], as pointed out by [21]. It also appears to be known in [23]. The claim that there are at least 2d−1
unbiased vectors for any two given orthonormal bases in [22] has met some challenge in [23]. i.e., when d = 3, the
number of unbiased vectors could be only 3 for some pair of bases.
Conjecture 9. (i) For any CHM U of order six, Nv(U) is finite.
(ii) Nv(U) has a constant upper bound for all order-six CHM U .
Although (ii)→ (i) holds, the converse may be wrong. The reason is that when (i) holds, there may be an infinite
sequence of order-six CHMs Uj , j ∈ N, such that supj∈NNv(Uj) =∞, while for any Uj, Nv(U) is finite.
Analogies of Conjecture 9 are known to be true for dimensions 2, 3 and 5, but false for dimension 4 [2]. The analogy
is also false for any dimension n divisible by a square, since Backelin [24] proved that for such n, the number of “cyclic
n-roots” is infinite. This is equivalent to that Nv(Fn) is infinite, where Fn is the Fourier matrix of order n. On the
other hand according to [2], all the CHMs of order 2, 3, 5 satisfy that Nv(U) is a finite even number. Such statement
for the classes of order-six CHMs considered in [2] is supported by numerical evidence presented in [2, 25]. The classes
of order-six CHMs considered in [2] include the bicirculant Hadamard matrix, see also the third paragraph of [26,
p87]. There are also some classes not considered in [2]. There are some analytically proven cases in [2], such as the
Fourier matrix F6.
The following lemma is independent of Lemma 8, although its proof cites the proof of Lemma 8.
Lemma 10. Let U be a unitary matrix of order d. Let Q1 and Q2 be arbitrary order-d complex permutation matrices.
Then
(i) Nv(U), Nv(U
†), Nv(U∗), Nv(UT ) are equal and they may be infinite.
(ii) Nv(U) and Nv(Q1UQ2) are equal and they may be infinite.
Proof. Suppose the Sinkhorn normal form of U is U = D1BD2, where D1 and D2 are diagonal unitaries, and B
is doubly quasistochastic. We have U † = D†2B
†D†1, where B
† is also doubly quasistochastic. From the proof of
9Lemma 8, it can be figured out that a MU vector of U is just the diagonal of D1/
√
d rewritten as a vector, thus it is in
one-to-one correspondence with D1. Similarly, a dephased normalized vector unbiased to Id and U
† is in one-to-one
correspondence with D2. It is easy to see that the D1 and D2 in the Sinkhorn normal form of U are in one-to-one
correspondence with each other for a fixed U . Thus there is a bijection between the MU vectors of U and those of
U †. Hence Nv(U) and Nv(U †) are equal. They are both infinite when U = I. It can also be shown that they are both
infinite whenever U is block-diagonal, by multiplying the unbiased vectors for individual blocks by suitable factors
and concatenating them into a normalized vector.
From U∗ = D∗1B
∗D∗2 , we similarly have that the MU vectors of U
∗ are in one-to-one correspondence with D1. Thus
Nv(U) and Nv(U
∗) are equal. The Nv(UT ) is also equal to them by applying the assertion that Nv(U) and Nv(U †)
are equal to U∗. This completes the proof of (i).
(ii) The equality follows from the definition of Nv(U). The possibility that they may be infinite is shown in the
proof of (i). This completes the proof.
In the following lemma, we first review a few known results on the product MUBs. Then we construct several
order-six CHMs each of which cannot be a member of any MUB trio.
Lemma 11. (i) If a normalized vector is mutually unbiased to d− 1 vectors in an orthonormal basis in Cd, then it
is also unbiased to the d’th vector in the basis.
(ii) An order-six CHM is a member of some MUB trio if and only if so is its adjoint matrix, if and only if so is its
complex conjugate, and if and only if so is its transpose.
(ii.a) Let k be a positive integer at most three. Then k order-six CHMs are the members of some MUB trio if and
only if so are their complex conjugate.
(iii) Any set of three product-vector MUBs in the space C2 ⊗ C3 is LU equivalent to either
T0 := {|aj, dk〉, |bj , ek〉, |cj , fk〉} (21)
or
T1 := {|aj, dk〉, |bj , ek〉, |c0, fk〉, |c1, gk〉}, (22)
where {|aj〉}, {|bj〉} and {|cj〉} is a complete set of MUBs in C2, and {|dj〉}, {|ej〉}, {|fj〉} and {|gj〉} is a complete set
of MUBs in C3.
(iv) Any set of four MUBs in C6 contains at most one product-vector basis. Equivalently, any two of four MUBs in
C6 contain at most ten product vectors.
(v) Any MUB trio contains none of the thirteen order-six CHMs
Y1, (23)
Y2, (24)
Y3, (25)
Y4, (26)
Y5, (27)
Y6, (28)
Y7, (29)
Y8, (30)
Y9, (31)
Y10, (32)
Y11, (33)(
U ⊗ I3
)
·
(
V1 0
0 D1V1D2
)
·
(
X ⊗ I3
)
, (34)
(
V2 0
0 W2
)
·
(
D3 D4
D4 −D3
)
·
(
V3 0
0 W3
)
, (35)
where
1. Y1 contains an order-three subunitary submatrix.
2. Y2 contains a submatrix of size 3× 2 and rank one.
3. Y3 contains an order-three submatrix whose one column vector is orthogonal to the other two column vectors.
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4. three column vectors of Y4 are product vectors.
5. Y5 contains an order-three singular submatrix.
6. Y6 contains a real submatrix of size 3× 2.
7. two column vectors of Y7 are product vectors |a, b〉 and |a, c〉.
8. Y8 contains an order-four submatrix.
1√
6


1 1 1 1
1 1 x y∗
1 x∗ 1 z
1 y z∗ 1

 , (36)
where x, y, z are complex numbers of modulus one.
9. Y9 contains an order-two subunitary matrix and an order-two singular matrix at the same time. The two matrices
belong to exactly two columns of Y9.
10. Y10 contains a submatrix of size 4× 3 whose one column vector is orthogonal to the other two column vectors.
11. The first three columns of Y11 can be written as
(
D1V D2
V
)
, where D1 and D2 =

 0 a 00 0 b
c 0 0

 are both order-
three GPMs.
12. In Eq. (34), U and X are both order-two unitary matrices, V1 is an order-three unitary matrix, and D1, D2 are
both order-three diagonal unitary matrices.
13. In Eq. (35), V2, V3,W2 and W3 are all order-three unitary matrices, D3 and D4 are both diagonal matrices of
real and nonnegative elements and (1) V3 and W3 both have four zero elements, or (2) one of D3 and D4 is
singular, or (3) D3 and D4 are proportional, or (4) V3 and W3 respectively have one and six zero elements.
We prove Lemma 11 in Appendix C. We believe that statement (ii.a) does not hold when the “complex conjugate” is
replaced by the “transpose”. However we do not have a counterexample yet. If the statement with the replacement was
true, then the statement with another replacement would be also true by (ii.a), i.e., replace the “complex conjugate”
by “adjoint matrices”.
In Lemma 11 (v), we note that Y1 is a special case of Y3, and Y2 is a special case of Y6 up to the equivalence of
MUB trios. The so-called Fourier family of Hadamard matrices F (a, b) constructed in Eq. (3) of [10] [same as the
family F
(2)
6 with its standard form shown in Eq. (7)] has a 2× 3 submatrix of rank one. The main result of the paper
[10] says that F (a, b) cannot be a member of any MUB trio. Since the matrix Y2 contains F (a, b), the main conclusion
of [10] is included as a special case of Lemma 11. However, it should be noted that Lemma 11 depends on [10], see
the end of Sec. III , C for details. Further, the matrix Y8 is the same as the matrix H in [27, Lemma 2.7.] and plays
the fundamental role in studying the self-adjoint order-six CHMs [27].
Further, Lemma 11 (v) shows the fact that a CHM cannot be a member of any MUB trio when the CHM contains
a submatrix of size k × 3 and one column vector of the submatrix is orthogonal to the other two column vectors.
Indeed the lemma has proved the fact when k = 2, 3, 4. One can straightforwardly show that k 6= 1 and 5, because
the CHM has only nonzero elements.
As mentioned in the Introduction, Theorem 2 is a direct consequence of the case of Y4 in Lemma 11 (v). We apply
Theorem 2 and Lemma 11 to investigate the entanglement property of the column states in an MUB trio.
Lemma 12. Suppose |α〉, |β〉, and |γ〉 are three normalized states from three column vectors of the same basis in an
MUB trio, and |α〉, |β〉 are product states. If p ≥ 0, q ≥ 0 and p+ q < 1, then the quantum state p|α〉〈α| + q|β〉〈β| +
(1− p− q)|γ〉〈γ| is entangled and distillable under LOCC.
Proof. It follows from the matrix Y7 and Y2 in Lemma 11 (v) that |α〉 = |a, b〉, |β〉 = |a′, c〉, where |a〉 and |a′〉 are
linearly independent normalized states in C2, while |b〉 and |c〉 are linearly independent normalized states in C3. It
follows from Theorem 2 that |γ〉 is entangled. Let |γ〉 = |0, d〉 + |1, e〉 where |d〉 and |e〉 are linearly independent
unnormalized states. It follows from the matrix Y5 in Lemma 11 (v) that |d〉, |e〉 6∈ span{|b〉, |c〉}. Let U ⊗ V be an
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invertible order-six matrix such that U |a〉 = |0〉, U |a′〉 = |1〉 and (U⊗V )|γ〉 = 1√
2
(|00〉+ |11〉). Hence V |d〉, V |e〉 ∈ C2.
Since |b〉 and |c〉 are linearly independent, one of V |b〉 and V |c〉 is not in C2. We have
ρ := (U ⊗ V )(p|α〉〈α| + q|β〉〈β| + (1− p− q)|γ〉〈γ|)(U † ⊗ V †)
= p|0〉〈0| ⊗ V |b〉〈b|V † + q|1〉〈1| ⊗ V |c〉〈c|V † + 1
2
(1− p− q)(|00〉+ |11〉)(〈00|+ 〈11|). (37)
Since one of V |b〉 and V |c〉 is not in C2, we may assume it as |2〉 by performing an invertible basis transform I2⊗W on
ρ such thatW |0〉 = |0〉 andW |1〉 = |1〉. One can verify that the partial transpose of the 2×3 state (I2⊗W )ρ(I2⊗W †)
is not positive semidefinite. Hence ρ is entangled [28], and so is p|α〉〈α| + q|β〉〈β| + (1− p− q)|γ〉〈γ|.
Since ρ is an 2 × 3 entangled state, the Peres-Horodecki criterion [28] implies that ρ is not PPT. Such states are
distillable under LOCC [29]. This completes the proof.
C. The Schmidt rank of matrices in an MUB trio
In this subsection we introduce the main results of this paper. We characterize the CHMs of Schmidt rank one,
two and three by giving equalities and inequalities involving their parameters in Lemma 13. Then we show that the
member of any MUB trio has Schmidt rank at least three in Theorem 3. We further show in Corollary 14 that if a
set of four MUBs in C6 contains the identity, then any other MUB in the set has min-Schmidt rank at least three.
Lemma 13. (i) Any Schmidt-rank-one order-six CHM is locally equivalent to
H1 :=
1√
6
(
1 1
1 −1
)
⊗

 1 1 11 ω ω2
1 ω2 ω

 . (38)
(ii) Up to a product complex permutation matrix from the right hand side, any Schmidt-rank-two order-six CHM
can be written as
H2(α, β, γ, V,W ) :=
[(
cosα sinα
eiγ sinα −eiγ cosα
)
⊗ I3
]
·
(
V 0
0 W
)
·
[(
cosβ sinβ
sinβ − cosβ
)
⊗ I3
]
, (39)
where V = [vjk] and W = [wjk] are linearly independent order-three unitary matrices and
α, β ∈ [0, π/4], α+ β ≥ π/4, γ ∈ [0, 2π), (40)
cos 2α cos 2β +
3(vjkw
∗
jk + v
∗
jkwjk)
2
sin 2α sin 2β = 0, (41)
|vjk|2 + |wjk|2 = 2/3, (42)
(|vjk|2 − 1/3) cos2α = 0, (43)
(|vjk|2 − 1/3) cos2β = 0. (44)
Hence
(ii.a) If (α, β) 6= (π/4, π/4) then (40) and (41) both hold, V and W are both CHMs.
(ii.b) If (α, β) = (π/4, π/4) then γ ∈ [0, 2π), v∗jkwjk + vjkw∗jk = 0, and |vjk|2 + |wjk |2 = 2/3.
(ii.c) If H2(α, β, γ, V,W ) is a member of some MUB trio, then α+ β > π/4.
(ii.d) H2(α, β, γ, V,W ) is not a member of any MUB trio.
(iii) Any Schmidt-rank-three order-six CHM can be written as
H3(α1, β1, γ1, α2, β2, γ2, α3, β3, γ3, V,W ) := (45)
(I2 ⊗ V ) ·


cosα1 0 0 e
iγ1 sinα1 0 0
0 cosα2 0 0 e
iγ2 sinα2 0
0 0 cosα3 0 0 e
iγ3 sinα3
eiβ1 sinα1 0 0 −ei(β1+γ1) cosα1 0 0
0 eiβ2 sinα2 0 0 −ei(β2+γ2) cosα2 0
0 0 eiβ3 sinα3 0 0 −ei(β3+γ3) cosα3


· (I2 ⊗W ),
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where V and W are order-three unitary matrices, the first column vector of W have all nonnegative and real elements,
and
α1, α2, α3 ∈ [0, π/2], β1, β2, β3, γ1, γ2, γ3 ∈ [0, 2π). (46)
Hence
(iii.a) If H3(α1, β1, γ1, α2, β2, γ2, α3, β3, γ3, V,W ) is a member of some MUB trio, then α1, α2, α3 ∈ (0, π/2).
We prove Lemma 13 in Appendix D. For more examples of equivalent matrices we refer the readers to [2]. We point
out that the unitary matrices V and W in case (ii.b) may be not CHMs. Besides, the order-six CHM in (ii.b) can be
written as
(
S T
T S
)
where S and T are order-three matrices and may be not proportional to unitary matrices. An
example for the above two statements is the so-called Bjorck’s circulant matrix, see [6, Eq. (A2)]. On the other hand,
Eqs. (40)-(44) guarantee that the matrix in (39) is an order-six CHM of Schmidt rank two. Now we are in a position
to prove Theorem 3.
Proof. Any MUB trio contains no matrix of Schmidt rank one because of Lemma 11 (iv) and Lemma 13 (i). Any
MUB trio contains no matrix of Schmidt rank two because of Lemma 13 (ii) and (ii.d). This completes the proof.
From Theorem 3 and Definition 4, we obtain
Corollary 14. If a set of four MUBs in C6 contains the identity, then any other MUB in the set has min-Schmidt
rank at least three.
From Theorem 3 and Lemma 7 (ix), we obtain
Corollary 15. Any CHM in the Fourier family F
(2)
6 or the Fourier transposed family (F
(2)
6 )
T is not a member of
any MUB trio.
The first part of this statement has been proven in [10], and also by the case of the matrix Y2 in Lemma 11 (v). The
second part on the Fourier transposed family follows from the first part because of Lemma 11 (ii). The two proofs of
Corollary 15 are essentially computer-aided proofs, since they rely on [9] which uses the result on the Fourier family
in [10], and the proof in the latter paper is computer-aided. Further, they are currently not independent from [10].
However, it is possible that the connection with product vectors or the Schmidt rank introduced by the two proofs in
this paper may lead to an independent proof for Corollary 15.
D. Numerical Studies
By using a numerical search method proposed in [25], we have found 90 normalized and dephased vectors that are
approximately unbiased to the column vectors of both the identity matrix I6 and the spectral matrix in Eq. (6). This
agrees with the results in [6, 25]. The result of 90 exactly unbiased vectors is a rigorous result of [6]. The method
of [25] alone cannot rigorously imply the same result. The same numerical method is also presented in [30]. We
calculated the absolute value of the inner product of all pairs of the 90 approximate vectors, and it is always greater
than 0.1. Thus we obtain the following statement.
Assume that the following two conditions hold: (i) The spectral matrix S in Eq. (6) satisfies that Nv(S) = 90; (ii)
The method in [25], when applied to the spectral matrix, gives solutions that approximates the exact solutions to
an accuracy defined as |〈φ|ψ〉| < 0.01, where |φ〉 and |ψ〉 are the exact state and the approximate state, respectively.
Under these two assumptions, no two of the 90 exact vectors are orthogonal to each other. In other words, there are
no two normalized and mutually orthogonal vectors in C6 that are unbiased to the column vectors of both I6 and the
spectral matrix.
We call the last sentence “the assertion.” It is stated in [7], which uses semidefinite programming to reach the
conclusion. The assertion is also confirmed by direct calculations on the 90 exact vectors provided to us by M. Grassl,
who obtained them by exactly solving some polynomial equations, see the method in [31] and also [6].
The method of numerical search in [25] is not proven to be rigorous. It may be possible to make the assertion above
unconditional by extending the numerical effort in [25], but some difficulty is as follows: when the inner product of
two vectors is near zero, the deviation from unbiased status of both vectors (with respect to a given order-six CHM,
which is the spectral matrix in the current case) may be very small. On the other hand, the method of [6] escapes
this difficulty by solving some polynomial equations. Such phenomenon of small deviation from the unbiased status
has occurred in [32], which tries to find four almost mutually unbiased bases.
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The method of numerical search in [25] shares some similarity with that for finding the Sinkhorn normal form of a
unitary matrix in [33], but they are still quite different. In fact the two methods can be viewed as dual to each other
in some sense: the former performs iterations on the vector while the latter does so on the matrix.
Numerical evidence suggests that the Dita matrix D0 ([6, Eq. (A1)]) may be of min-Schmidt rank two. The D0
multiplied by phase i on one row contains a real 3× 2 submatrix, hence from the case Y6 in Lemma 11 (v), it cannot
appear in a MUB trio. The D0 is a special case of a one-parameter family called the Hermitean family in [2]. This
family is first introduced in [27]. Two other special matrices in this family are H(γ0) and H(−γ0) in the notation of
[27], where γ0 = arccos
−1(
√
3−1
2 ) (note that γ0 is different from the θ0 in [2]). They are complex conjugate of each
other, so they have the same min-Schmidt rank according to Lemma 6 (x). Numerical evidence suggests that they
may be of min-Schmidt rank two. Numerical evidence also suggests that H(γ0) and H(−γ0) multiplied by randomly
chosen diagonal unitaries on the two sides are of Schmidt rank four, and that all matrices in the Hermitean family
are of min-Schmidt rank at most three.
Numerical evidence suggests that there are many H2-reducible CHMs that do not contain an order-three subunitary
submatrix. We have tested the random instances among the two special classes of CHMs in [19, Sec. 6], and found
that they always do not contain an order-three subunitary submatrix. There is at least one counterexample, e.g.
the case z = 1 in the latter class. The reason this is of interest is that if an order-six CHM contains an order-three
subunitary submatrix, then it cannot appear in any MUB trio in terms of Y1 in Lemma 11 (v).
IV. OPEN PROBLEMS
The main results of this paper are Theorem 2 and Theorem 3. Some applications to specific partial sets of MUBs
have been presented in various sections including Sec. III , D. Lemma 12 exemplifies a potentially interesting link to
the topic of mixed state entanglement as a physical application. Two main problems arise from this paper. First, what
if we replace the identity matrix in Theorem 2 with some other matrix? Can we still obtain the same conclusion?
Second, can we show that no Schmidt-rank-three CHM can be a member of some MUB trio? It would improve
Theorem 3. Investigating the two problems would further improve our understanding towards the existence of four
MUBs in C6. We shall also study Conjecture 9. Related to the second question above, a possible topic for future
study is the min-Schmidt rank of CHMs, which requires studying the CHMs up to equivalence.
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Appendix A: The proof of Lemma 6
Proof. (i) can be proved straightforwardly.
(ii) Since [ujk] and [pjkujk] are both unitary we have
3∑
j=1
u∗1ju2j =
3∑
j=1
p2ju
∗
1ju2j = 0. (A1)
Since p21 = p31 = 1, if [ujk] contains no zero then pjk = 1 for all j, k. So the assertion holds. Suppose [ujk] contains
exactly one zero entry. Eq. (A1) implies that p22 = p23. We can similarly prove that p32 = p33, and construct D1
and D2.
(iii) Suppose {|ψj〉}j=1,··· , ,6 is the basis and |ψj〉 = |aj , bj〉 for j = 1, · · · , , 5. Since
∑6
j=1 |ψj〉〈ψj | = I6, we have
|ψ6〉〈ψ6| = I6 −
5∑
j=1
|aj , bj〉〈aj , bj|. (A2)
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We perform the partial transpose on both sides of the above equation, and both sides are still positive semidefinite
matrices. It holds only if |ψ6〉 is a product state.
(iv) Since eia+ eib = eic+ eid, we have cos a+cos b = cos c+cosd and sin a+sin b = sin c+sind. By squaring both
sides and summing up them, we obtain
cos(a− b) = cos(c− d), (A3)
cos(a− c) = cos(b− d), (A4)
cos(a− d) = cos(b− c). (A5)
Straightforwardly solving the equations lead to the assertion.
(v) It suffices to prove that claim that if V0 is singular then so is V3. Suppose V0 and V3 are respectively of size
m× n and (d −m) × (d − n). Suppose V0 has rank r < n. Let W be an order-m unitary matrix such that the first
m − r row vectors of WV0 is zero. Since (W ⊕ Id−m)U =
(
WV0 WV1
V2 V3
)
is unitary, the first m − r row vectors of
(W ⊕ Id−m)U are orthogonal to the row vectors of
(
V2 V3
)
. Hence the first m − r row vectors of WV1, which are
pairwise orthogonal vectors, are orthogonal to the row vectors of V3. Since (d−m)+ (m− r) > d−n, we obtain that
the row vectors of V3 are linearly dependent. So V3 is singular.
To prove the second claim, we assume that V0 has order m and rank r. Then
rankV0 + rankV3 ≤ r + (d−m)− (m− r) = d− 2m+ 2r = d− 2dimkerV0. (A6)
(vi) The assertion can be proved straightforwardly.
(vii) The assertion follows from the Sinkhorn normal form of unitary matrices [21, Theorem 5.13], and the proof
for that theorem is in [15].
(viii) The assertion follows from the Sinkhorn normal form of positive definite matrices [21, Theorem 5.12].
(ix) Let |a1, b1〉, · · · , , |ak, bk〉 be the k product states of the orthonormal basis in the hypothesis. Let |ck+1〉, · · · , , |c6〉
be the remaining vectors in the basis. Hence ρ :=
∑6
j=k+1 |cj〉〈cj | = I6 −
∑k
j=1 |ai, bi〉〈ai, bi|. Since |aj, bj〉 are
orthonormal, ρ is a non-normalized positive partial transpose (PPT) state. The Horodecki-Peres criterion implies
that ρ is a non-normalized 2 × 3 separable state and rankρ = rankρΓ = 6 − k. It follows from [34, Table II] that
ρ =
∑6
j=k+1 |ej , fj〉〈ej , fj| with some product vectors |ej, fj〉. Since ρ is proportional to a projector, |ej, fj〉 are
pairwise orthogonal.
(x) The assertion follows from the symmetry with respect to the reflection about the diagonal line, and the symmetry
under complex conjugation.
This completes the proof.
Appendix B: The proof of Lemma 7
Proof. (i) follows from Lemma 6 (i).
(ii) Up to the equivalence, we may assume that the upper left submatrix of size 2 × k of the order-six CHM
U = [aij ]i,j=1,··· , ,6 has rank one. Since
∑k
i=1 ai1a
∗
i2 = −
∑6
i=k+1 ai1a
∗
i2 and |aij | = 1/
√
6, we have
|
k∑
i=1
ai1a
∗
i2| = k/6 = |
6∑
i=k+1
ai1a
∗
i2| ≤ (6− k)/6. (B1)
So we have k ≤ 3. The equality is achievable e.g., when U = 1√
2
(
1 1
1 −1
)
⊗ 1√
3

 1 1 11 ω ω2
1 ω2 ω

.
(iii) Suppose some order-six CHM U contains an order-three submatrix of rank one. We can find two complex
permutation matrices P and Q such that the upper-left order-three submatrix X of PUQ have all elements 1/
√
6,
and the first column vector of PUQ also have all elements 1/
√
6. Since PUQ is unitary, the second and third column
vectors of the order-three submatrix of PUQ below X are both equal to − 1√
6
(1, 1, 1)T . Then the second and third
column vectors of PUQ are not orthogonal. This is a contradiction with the unitarity of PUQ.
The second claim follows from Lemma 6 (v).
Third, if U contains a singular matrix of order five, then it follows from Lemma 6 (v) that U contains a zero entry.
It is a contradiction with the fact that every entry of U is nonzero.
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(iv) The “if” part can be proved straightforwardly. Let us prove the “only if” part. Up to the equivalence, we may
assume that the left-upper order-two submatrix of the CHM U = [aij ] is the subunitary matrix
1√
6
(
1 1
1 −1
)
, and
aj1 = 1/
√
6 for j = 3, 4, 5, 6. Since U is unitary, we have
∑6
j=3 aj2 = 0. Since |aj2| = 1/
√
6, we have a32 = −a42
and a52 = −a62 up to a permutation of the subscripts by Lemma 6 (iv). Up to the equivalence, the CHM contains
two product column vectors (1, 1)T/
√
2 ⊗ (1, 1, 1)T/√3 and (1,−1)T/√2 ⊗ (1,√6a32,
√
6a52)
T /
√
3. By choosing
|a〉, |a⊥〉 = (1,±1)T/√2 we have found the two product column vectors.
(v) The “if” part is trivial. We prove the “only if” part. Suppose the order-six CHM U has a submatrix of size
3×2 with orthogonal column vectors. Up to equivalence we may assume that the submatrix is in the upper left corner
of U , and it is 1√
6

 1 11 ω
1 ω2

. Up to equivalence we may assume that the lower left submatrix of size 3 × 2 of U is
1√
6

 1 x1 xω
1 xω2

 with some complex number x of modulus one. So the first two column vectors of U are both product
column vectors |a, b〉, |c, b⊥〉 where |b〉, |b⊥〉 is an orthonormal basis in C3.
(vi) The first assertion follows from the fact [19, Theorem 11]. The same fact implies that
(
1 1
z∗3 −z∗3
)
·
(
a1 a2
a1a3 −a2a3
)
·
(
1 z∗1
1 −z∗1
)
=
(
x y
y∗ −x∗
)
, (B2)
where x, y are complex numbers. By respectively comparing the diagonal elements and off-diagonal elements of the
matrix in Eq. B2, we have
(a∗1a
∗
2a
∗
3 − z∗1z∗3)(a1 − a1a3 − a2 − a2a3) = 0, (B3)
(a∗1a
∗
2a
∗
3 − z∗1z∗3)(a1 − a1a3 + a2 + a2a3) = 0. (B4)
Note that in deriving the first equation above we have used that a∗1a
∗
2a
∗
3(a1−a1a3−a2−a2a3) = a∗2a∗3−a∗2−a∗1a∗3−a∗1.
If a∗1a
∗
2a
∗
3 − z∗1z∗3 6= 0 then a1 − a1a3 = a2 + a2a3 = 0. The equations have no solution. Hence a∗1a∗2a∗3 − z∗1z∗3 = 0
and we obtain (12). We apply the above argument to the remaining three order-two sub-unitaries of the lower right
corner of (11) and obtain (13)-(15), respectively. Next, [19, Theorem 11] implies that (B2) is equal to
(
1 1
z∗4 −z∗4
)
·(
d1 d2
d1d3 −d2d3
)
·
(
1 z∗2
1 −z∗2
)
. The equation, (12) and (15) imply (16) and (17). One can similarly prove (18) and
(19).
(vi.a) and (vi.b) are clear.
(vii) We prove for the order-four case and one can similarly prove the order-five case. If an order-six CHM U
contains an order-four subunitary submatrix, then there exist two permutation matrices P and Q such that the
upper-left order-four submatrix R of PUQ is a subunitary matrix. Since PUQ is an CHM, the four length-2 column
vectors below R are pairwise orthogonal. It is a contradiction with the fact that the vectors are all nonzero.
(viii) Left-multiply the spectral matrix S in (6) by a diagonal matrix diag(1, ω, ω2, ω, ω2, ω), and right-multiply by
the matrix


0 1 0 0 0 0
0 0 0 0 0 ω
0 0 0 0 1 0
0 0 1 0 0 0
0 0 0 ω 0 0
1 0 0 0 0 0


, we obtain S′ in (20). It has Schmidt rank three. Its upper left 3 × 3 submatrix is a
subunitary matrix, while the upper left and bottom right 3× 3 submatrices are equal. Hence the min-Schmidt rank
of S is at most three. Since S′ is of Schmidt rank three, it is equivalent to a controlled unitary under local unitaries
[11]. Using Eq. (20), there are order-two diagonal unitary matrices P1 and P2, order-three unitary matrices R1 and
R2 such that S
′ = (P1 ⊗ R1)T (P2 ⊗ R2), and T =
∑3
j=1 Aj ⊗ |j〉〈j|, with A1 = 1√2
(
1 −1
1 1
)
, A2 =
1√
2
(
1 1
−1 1
)
,
and A3 =
1√
2
(
1 i
i 1
)
. In the following we prove that S cannot be of min-Schmidt rank one or two.
Suppose S has min-Schmidt rank one. There are complex permutation matrices Q1 and Q2 such that T = Q1SQ2
is of Schmidt rank one. Suppose T =
(
A B
C D
)
, where A,B,C,D are 3 × 3 matrices. Then these four blocks are
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proportional to each other. Suppose that under the action of Q2, the first column of S is mapped to the k-th column
of T , where 1 ≤ k ≤ 6. Without loss of generality, we may assume that the first three elements of the k-th column of T
are all 1 (since we may left-multiply T by a diagonal matrix I2⊗D while preserving the Schmidt rank). Let k′ = k+3
if k ≤ 3, and otherwise let k′ = k − 3. This means that the k′-th column of T has all top three elements being the
same. This is impossible, since by assumption the first three elements of the k′-th column of T is the corresponding
part of one of the later five columns of S multiplied by a common phase factor, and those columns of S do not have
three identical elements in them. This proves that S cannot be of min-Schmidt rank one.
Next, suppose S has min-Schmidt rank two. There are complex permutation matrices Q1 and Q2 such that
T = Q1SQ2 is of Schmidt rank two. Suppose T =
(
A B
C D
)
, where A,B,C,D are 3 × 3 matrices, and they may
be called “blocks” below. Then there are exactly two linearly independent ones among the four blocks. Note that
all elements of T are of the same modulus 1/
√
6. Let us view each block as a vector of length 9 consisting of its
elements. By applying Lemma 5 to these four vectors of length 9, we obtain that either (a) there are at most two
types of elements in the vectors of length 9, such that the elements in each class are equal in each vector, or (b) each
of the four blocks A,B,C,D is proportional to one of the two among them.
Suppose the case (a) is true. At least five elements of the same positions in A,B,C,D are the same in each block.
There are two subcases. The case (a.1) is that there are three of these five elements that are in one row or column.
In this case, without loss of generality we may assume the three elements are in the same row and that row is the
first row in the blocks. Thus the inner product of the corresponding elements of the first row and the fourth row of T
must be either 1 or −1, for the two rows to be orthogonal. But this is impossible, since when the S is dephased with
respect to any row (i.e. multiplying each column by a phase such that the given row becomes the all-one vector), all
rows except the dephased row have three distinct elements 1, ω, ω2, each appearing twice. This excludes case (a.1).
The case (a.2) is that no three of these five elements are in one row or column. Without loss of generality we may
assume the five elements in the block A are all 1. The arrangement for the five elements is of one of the following
two types, up to row and column permutations (The symbol “∗” denotes other elements which may or may not be 1):
 1 1 ∗1 1 ∗
∗ ∗ 1

, and

 1 1 ∗1 ∗ 1
∗ ∗ 1

. By considering the possible choices of Q1 and Q2, noting that the phases in Q1 and Q2
that may affect the elements of A can be assumed to be third roots of unity, it can be found that it is impossible to
make the block B have five identical elements in the same five positions within the block. This excludes case (a.2).
Thus, the case (b) holds. Let m ∈ {1, 2, 3}. Suppose the first column of S is mapped by Q2 to the p-th column of
T . Let q = p− 3 if p > 3, otherwise let q = p + 3. Suppose the preimage of the q-th column of T under the action
of Q2 is the r-th column of s. Then 2 ≤ r ≤ 6. All columns of S except the dephased column have three distinct
elements 1, ω, ω2, each appearing twice. Thus the p-th and the q-th columns of T cannot be proportional to each
other. This fact combined with the requirement of case (b) imply that A is proportional to D, and B is proportional
to C, while A and B are linearly independent. In the following we assume without loss of generality that p ≤ 3, so
the first three elements of the p-th column of T is in A. The first column and the r-th column of S satisfy that there
are phases α, β, γ such that when the last 3 elements of the first column and the r-th column of S are multiplied by
them, the two column vectors satisfy the relations that the parts of the columns in A and D (after a permutation of
the columns caused by Q2) are proportional to each other, and the parts of the columns in B and C are proportional
to each other. After inspecting the possible values of α, β, γ, noting that α can always be assumed to be 1 while β and
γ can be assumed to be third roots of unity, we find that the condition in the previous sentence cannot be satisfied,
no matter what r is. This implies that S cannot be of min-Schmidt rank two. Thus the min-Schmidt rank of S is
exactly three.
(ix) We first prove for the case of the Fourier family F
(2)
6 . Assume U is a CHM of the form in (7). Let V = QUQ
†,
where
Q =


1 0 0 0 0 0
0 0 1 0 0 0
0 0 0 0 1 0
0 1 0 0 0 0
0 0 0 1 0 0
0 0 0 0 0 1


. (B5)
The matrix V contains four 3× 3 blocks. The upper two 3× 3 blocks of V are equal, and the lower two 3× 3 blocks
only differ by a minus sign. Hence V is of Schmidt rank at most two. Thus U is of min-Schmidt rank at most two.
Any CHM in F
(2)
6 is equivalent to U under complex permutation matrices, thus any CHM in F
(2)
6 is of min-Schmidt
rank at most two.
The case of the Fourier transposed family is similar. This completes the proof.
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Appendix C: The proof of Lemma 11
Proof. The statement (i) is clear. The local equivalence in (i) is the same as that in [35, p4], which applies to only
the product-vector MUBs in (iii).
We prove the first equivalence of statement (ii). Suppose that the CHM A is a member of an MUB trio, and that
I, A,B,C are four MUB matrices, then I, A†, A†B,A†C are another four MUB matrices, so the latter three matrices
form an MUB trio, thus A† is a member of an MUB trio. Next, the second equivalence of statement (ii) follows
from the definition of MUB trios. Further the third equivalence of statement (ii) follows from the first and second
equivalence. Finally, statement (ii.a) follows from the definition of MUB trios.
Next, statement (iii) is from [35, Theorem 4]. The first part of statement (iv) is implied by the second paragraph
below Eq. (22) of [9] together with the argument in [10]. If some two of four MUBs in C6 contain more than ten
product vectors, then (i) together with the case k = 5 of Lemma 6 (ix) imply that the two MUBs are all product
vectors. It is a contradiction with the first part of (iv). On the other hand the implication from the second statement
of (iv) to the first statement of (iv) is clear. So we have proved the equivalence between the two statements.
Next we prove the statement (v) with Eqs. (23)-(31). For each equation we shall assume that the Yj is a member
of some MUB trio. Using the unitary equivalence in Definition 4 (i) and (iii), the matrix
PYjQ (C1)
is still a member of some MUB trio for any order-six complex permutation matrices P and Q. By regarding PYjQ as
the new Yj , we can place any submatrix of Yj in the upper-left corner of Yj .
For (v) with (23), we assume that the order-three submatrix V0 of the partitioned order-six CHM Y1 =
(
V0 V1
V2 V3
)
is a subunitary matrix. By computation one can show that
√
2V0 and
√
2V2 are both order-three unitary matrices. It
follows from Definition 4 (i) that there are four MUBs which contain two members
( √
2V †0 0
0
√
2V †2
)
,
(
I3/
√
2
√
2V †0 V1
I3/
√
2
√
2V †2 V3
)
. (C2)
Since the second matrix is unitary, we obtain that V †0 V1 = −V †2 V3. So both matrices in (C2) represent product-vector
bases. It is a contradiction with assertion (iv). So Y1 is not a member of any MUB trio.
For (v) with (24), we assume that the upper left 3 × 2 submatrix of Y2 = [aij ] has rank one and all elements
1/
√
6, and all elements of the first column vector of Y2 are also 1/
√
6. Since Y2 is an order-six CHM, we obtain that
ai2 = −1/
√
6 for i = 4, 5, 6. By the same reason we obtain that the vector (a1j , a2j , a3j) for j = 3, 4, 5, 6 is orthogonal
to the vector (1, 1, 1). So (a1j , a2j, a3j) is proportional to (1, ω, ω
2) or (1, ω2, ω) by Lemma 6 (i). It follows from
Lemma 7 (iii) that exactly two of (a1j , a2j, a3j) for j = 3, 4, 5, 6 are proportional to (1, ω, ω
2) and exactly two of them
are proportional to (1, ω2, ω). So the three upper rows of Y2 contains an order-three subunitary matrix. The CHM
Y2 is not a member of any MUB trio by (v) with (23).
For (v) with (25), we assume that the partitioned order-six CHM Y3 =
(
V0 V1
V2 V3
)
has the order-three submatrix
V0, and the first column and row vectors of Y3 have all elements 1/
√
6. Further the first column vector of V0 is
orthogonal to another two column vectors of V0. They are
1√
6
(1, ω, ω2)T or 1√
6
(1, ω2, ω)T by Lemma 6 (i). These two
column vectors must be the same, from (v) with (23). The CHM Y3 is not a member of any MUB trio by (v) with
(24).
For (v) with (26), we assume that the leftmost three column vectors of Y4 are all product vectors |aj , bj〉 for
j = 1, 2, 3, and the modulus of the elements of |aj〉 and |bj〉 are respectively 1/
√
2 and 1/
√
3. If the |aj〉 are pairwise
non-orthogonal, then the |bj〉 are pairwise orthogonal. So Y4 contains an order-three subunitary matrix. This is a
contradiction with (v) with (23) because Y4 is a member of some MUB trio. So two of |aj〉, j = 1, 2, 3 are orthogonal.
If the remaining vector is proportional to neither of them, then Y4 contains an order-three submatrix whose one
column vector is orthogonal to the other two column vectors of the submatrix. This is a contradiction with (v)
with (25). So two of |aj〉, j = 1, 2, 3 form an orthonormal basis in C2 and the third vector is proportional to one of
them. Using suitable P and Q in (C1) we may assume that |a1〉 = |a2〉 = (1, 1)T /
√
2, |a3〉 = (1,−1)T/
√
2, |b1〉 =
(1, ω, ω2)T /
√
3, |b2〉 = (1, ω2, ω)T /
√
3, and the fourth column vector of Y4 is denoted as (1, a24, a34, a44, a54, a64)
T /
√
6
with |aj4| = 1. Since the first, second and fourth column vectors of Y4 are pairwise orthogonal, we obtain that
(1 + a44, a24 + a54, a34 + a64) is orthogonal to |b1〉 and |b2〉. Hence (1 + a44, a24 + a54, a34 + a64) ∝ (1, 1, 1). We have
1 + a44 = a24 + a54 = a34 + a64. (C3)
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If they are zero then the fourth column vector of Y4 is a product vector |a4, b4〉 = (1,−1)T /
√
2 ⊗ (1, a24, a34)T /
√
3.
Since |a3, b3〉 ⊥ |a4, b4〉 and |a3〉 = |a4〉, we have |b3〉 ⊥ |b4〉. Let |g〉 ⊥ |b3〉, |b4〉. Since Y4 is an order-six CHM,
the rightmost two column vectors of Y4 are in the span of (1, 1)
T ⊗ (1, 1, 1)T and (1,−1)T ⊗ |g〉, and proportional to
neither of them by (iv) and Lemma 6 (iii). This condition and the fact that Y4 has elements of modulus 1/
√
6 imply
that the elements of |g〉 are ±1/√6. So the rightmost two column vectors of Y4 form a submatrix of Y4 containing a
submatrix of size 3× 2 and rank one. This is a contradiction with (v) with (24).
It remains to investigate the case that (C3) is nonzero. Since |aj4| = 1, Lemma 6 (iv) implies that the two 2-tuples
(a24, a54) and (a34, a64) are equal to (1, a44) or (a44, 1). So the fourth column vector of Y4 is one of the following four
vectors
1√
6


1 1 1 1
1 1 a′44 a
′′
44
1 a44 1 a
′′
44
a′′′44 a44 a
′
44 a
′′
44
a′′′44 a44 1 1
a′′′44 1 a
′
44 1


, (C4)
where we have used the modulus-one complex numbers a44, a
′
44, a
′′
44, a
′′′
44 to distinguish the vectors. Since |b1〉 =
(1, ω, ω2)T /
√
3, |b2〉 = (1, ω2, ω)T /
√
3, the first vector in (C4) is excluded by (v) with (23). The same reason implies
that a44, a
′
44, a
′′
44 6= 1. We apply the above argument to obtain that the fifth and sixth column vectors of Y4 are also
equal to one of the rightmost three column vectors of (C4). (v) with (24) implies that the rightmost three column
vectors of Y4 are respectively equal to the rightmost three column vectors of (C4) up to a permutation of the columns.
They are orthogonal to |a3, b3〉 because Y4 is unitary. Since |a3〉 = (1, 1)T /
√
2, |b3〉 is orthogonal to (1, 1,−1), (1,−1, 1)
and (−1, 1, 1). This is a contradiction with the fact that |b3〉 is nonzero. So Y4 is not a member of any MUB trio.
For (v) with (27), first of all we investigate the case when Y5 contains a singular matrix of order three. We assume
that the partitioned order-six CHM Y5 =
(
V0 V1
V2 V3
)
has the singular order-three submatrix V0, and the first column
and row vectors of Y5 have all elements 1/
√
6. If the second column vector of V0 has three distinct entries then the
third column vector of V0 is proportional to one of the first two column vectors of V0 by Lemma 5. It is a contradiction
with (v) with (24). So the second column vector of V0 has exactly two distinct entries. Since V0 is singular, the third
column vector of V0 also has exactly two distinct entries, and the same entries in the second and third column vectors
of V0 are in the same row of V0. So V0 contains a 2× 3 submatrix of rank one. The CHM Y5 is not a member of any
MUB trio by (v) with (24) and (ii).
For (v) with (28), we assume that the first column vector of Y6 has all entries 1/
√
6, the upper left 3× 2 submatrix
of Y6 is real, all but the last entry x of the submatrix are equal to 1/
√
6, and x = 1/
√
6 or −1/√6. The former case
is excluded by (v) with (24). If x = −1/√6, then Lemma 6 (iv) shows that the bottom three elements of the second
column vector of Y6 are −1/
√
6, s/
√
6 and −s/√6 with some complex number s of modulus one. Up to equivalence
the first two column vectors are (1, 1)T /
√
2⊗ (1, 1, 1)T/√3 and (1,−1)T/√2⊗ (1, 1, s)T /√3. They are orthogonal to
the third column vector of Y6. By computation we can show that the third and the sixth element of the vector are
zero. It is a contradiction with the fact that Y6 is a CHM.
For (v) with (29), we assume that the leftmost two column vectors of Y7 are product vectors |a, b〉 and |a, c〉. Using
suitable P and Q in (C1) we may assume that |a〉 = (1, 1)T /√2, |b〉 = (1, ω, ω2)T /√3, |c〉 = (1, ω2, ω)T /√3, and
the third column vector of Y7 is denoted as (1, a23, a33, a43, a53, a63)
T /
√
6 with |aj3| = 1. Since the column vectors
of Y7 are pairwise orthogonal, we obtain that (1 + a43, a23 + a53, a33 + a63) is orthogonal to |b〉 and |c〉. Hence
(1 + a43, a23 + a53, a33 + a63) ∝ (1, 1, 1). We have
1 + a43 = a23 + a53 = a33 + a63. (C5)
If they are zero then Y7 contains a real submatrix of size 2× 3. The assertion follows from (v) with (28). If they are
nonzero, then |aj3| = 1 and Lemma 6 (iv) imply that the two 2-tuples (a23, a53) and (a33, a63) are equal to (1, a43) or
(a43, 1). So the third column vector of Y7 is one of the following four vectors
1√
6


1 1 1 1
1 1 a′43 a
′′
43
1 a43 1 a
′′
43
a′′′43 a43 a
′
43 a
′′
43
a′′′43 a43 1 1
a′′′43 1 a
′
43 1


, (C6)
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where we have used the modulus-one complex numbers a44, a
′
44, a
′′
44, a
′′′
44 to distinguish the vectors. Since |b〉 =
(1, ω, ω2)T /
√
3, |c〉 = (1, ω2, ω)T /√3, the first vector in (C6) is excluded by (v) with (23). We apply the above
argument to obtain that the rightmost four column vectors of Y7 are equal to one of the rightmost three column
vectors of (C6). Hence two of the rightmost four column vectors of Y7 are the same, and it is a contradiction with
the fact that Y7 is a CHM. So Y7 is not a member of any MUB trio.
For (v) with (30), up to equivalence we may assume that Y8 is in the dephased form and (36) is the upper left
corner of Y8. It follows from [27, Lemma 2.7.] (a) that two of x, y, z are equal. We prove the assertion for x = y, and
one can similarly prove the assertion for x = z or y = z. Denote the last two elements on the second and third rows
of Y8 respectively as u, v and s, t. The orthogonality of the first three rows of Y8 implies that
2 + x+ x∗ = −(u+ v), (C7)
2 + x+ z∗ = −(s∗ + t∗), (C8)
1 + 2x∗ + xz = −(u∗s+ v∗t). (C9)
Then Lemma 6 (vi) implies that
(2 + x+ x∗)(2 + x+ z∗)(1 + 2x∗ + xz) ∈ R. (C10)
If x = −1 then Y8 contains a real matrix of size 3 × 2. The assertion follows from (v) with (28). If x 6= −1 then
2 + x + x∗ > 0. (C10) implies that (2 + x + z∗)(1 + 2x∗ + xz) ∈ R. We have (2 + x + z∗)(1 + 2x∗ + xz) =
2 + 4x∗ + 2xz + x+ 2+ x2z + z∗ + 2x∗z∗ + x ∈ R. Hence x(−2 + xz + x∗z∗) ∈ R. We have x ∈ R or xz = 1. If x ∈ R
then the assertion follows from (v) with (28). On the other hand if xz = 1 then the orthogonality of the first two
column vectors of Y8 implies that the last two elements of the second column vector of Y8 are complex conjugates of
each other. Let them be a and a∗. The first four column vectors of Y8 can be written as
1√
6


1 1 1 1
1 1 x x∗
1 x∗ 1 x∗
1 x x 1
1 a b d
1 a∗ c e


, (C11)
where b, c, d, e are complex numbers of modulus one. The orthogonality of column vector 1, 3 and 4 of (C11) implies
that 2+2x∗ = −b∗−c∗ = −d−e. The orthogonality of column 3 and 4 of (C11) implies that (1+x∗)2+b∗d+c∗e = 0.
The two equations imply that
(d+ e)2 + 4b∗d+ 4c∗e = 0. (C12)
Applying Lemma 6 (iv) to −b∗ − c∗ = −d − e, we obtain three cases: (i) b = −c, (ii) b∗ = e, c∗ = d, and (iii)
b∗ = d, c∗ = e. In case (i), the orthogonality of column vector 1 and 3 of (C11) implies that x = −1. So Y8 contains
a real matrix of size 3 × 2. The assertion follows from (v) with (28). In case (ii), (C12) implies that |d| 6= |e|. It is
a contradiction with the fact that |d| = |e| = 1. So case (ii) is excluded. In case (iii), the orthogonality of column
vector 2, 3 and 4 of (C11) implies that a∗d∗ + ae∗ = ad∗ + a∗e∗. Hence a = a∗ or d = e. If a = a∗ then the assertion
follows from (v) with (28). If d = e then b = c. So Y8 contains a 2× 3 real matrix up to equivalence. So Y8 is not a
member of any MUB trio by assertion (ii) and (v) with (28).
For (v) with (31), suppose Y9 is a member of some MUB trio. It follows from Lemma 7 (vi) that Y9 is equivalent
to the CHM 1√
6

 A11 A12 A13A21 A22 A23
A31 A32 A33

 , where any Aij is an order-two subunitary matrix and

 A11A21
A31

 =


1 1
1 −1
1 a
1 −a
1 b
1 −b


. (C13)
If Y9 has exactly two columns containing an order-two subunitary matrix V and an order-two singular matrix W ,
then we may assume that the two columns are (C13). Then we have a, b ∈ {1,−1} or a ∈ {b,−b}. Either case is
excluded by (v) with (28).
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For (v) with (32), up to equivalence we may assume that the upper left submatrix V of size 4 × 3 of Y10 satisfies
the hypothesis, i.e., the first column vector of V is orthogonal to the remaining two column vectors of V . Let W be
the lower left submatrix in Y10 of size 2× 3 that is below the submatrix V . Since Y10 is a CHM, the above facts imply
that the first column vector of W is orthogonal to the remaining two column vectors of W . Up to equivalence We
have W =
(
1 1 1
1 −1 −1
)
. It follows from (ii) and (v) with (28) that Y10 is not a member of any MUB trio.
For (v) with (33), since Y11 is an order-six CHM, the submatrices V and D1V D2 both consist of elements of modulus
1/
√
6. Since D1 and D2 are GPMs, they are both complex permutation matrices up to global factors. If Y11 is a
member of some MUB trio, then so is (D†1 ⊕ I3)Y11. This is a matrix of expression(
v2 yv3 zv1
v1 v2 v3
)
, (C14)
where v1, v2 and v3 are all 3-dimensional vectors of modulus 1/
√
6, and y and z complex numbers. The orthogonality
between the column vectors implies that v1, v2 and v3 are pairwise orthogonal. It is a contradiction with (v) with
(23). So Y11 is not a member of any MUB trio.
Next we prove (v) with (34). If an MUB trio contains
[
U ⊗ I3
]
·
(
V1 0
0 D1V1D2
)
·
[
X ⊗ I3
]
then Definition 4 (i)
implies the existence of four MUBs containing (I3 ⊕ D†1) ·
[
U † ⊗ I3
]
and
(
V1 0
0 V1D2
)
·
[
X ⊗ I3
]
. They are both
product-vector bases. It is a contradiction with assertion (iv). So we have proved (v) with (34).
Finally we prove (v) with (35). In case (1), denote the 3 × 6 matrix formed by the top three rows of the matrix
in (35) as T . It can be shown that T contains a singular order-three submatrix. To see this, note that there may be
two cases depending on the location of zero elements in V3 and W3 in (35): one is that the same rows in V3 and W3
contains two zero elements, in which case there are two columns of T that are proportional to each other; and in the
remaining case, three columns of T form a linearly dependent set, where one column is from the first three or the last
three columns of T , and the remaining two columns are from the other three columns of T . This is a contradiction
with the claim about the matrix Y5 in assertion (v). We have proved (v) with (35) for case (1). In case (2), the CHM
contains a singular order-three submatrix. It is excluded by (v) with (27). In case (3), if D3 ∝ D4 then both of them
are proportional to the identity matrix. So the CHM contains an order-three subunitary submatrix. It is excluded by
(v) with (23). In case (4) similarly to case (1), one can show that the top three rows contain three column vectors
that are linearly dependent. We have proved (v) with (35) for case (4). This completes the proof.
Appendix D: The proof of Lemma 13
Proof. (i) Any Schmidt-rank-one order-six CHM can be written as U⊗V where U and V are respectively an order-two
and order-three CHM. It is known that U is equivalent to 1√
2
(
1 1
1 −1
)
, and V is equivalent to
1√
3

 1 1 11 ω ω2
1 ω2 ω

 , (D1)
see [2]. So the assertion holds. Note that The CHM H1 stands for a product-vector basis in C
6.
(ii) Any Schmidt-rank-two bipartite unitary is a controlled unitary [12]. So any Schmidt-rank-two order-six CHM
Y can be written as (S ⊗ I3)(T ⊕ U)(X ⊗ I3) where S and X are order-two unitary matrices, and T and U are
order-three unitary matrices. We can find order-two complex permutation matrices D1, D2 and D3 such that SD1 =(
cosα sinα
eiγ sinα −eiγ cosα
)
, D2XD3 =
(
cosβ sinβ
sinβ − cosβ
)
, α, β ∈ [0, π/4], γ ∈ [0, 2π] and (D†1 ⊗ I3)(T ⊕ U)(D†2 ⊗ I3) =
V ⊕W . Since Y has Schmidt rank two and local unitaries does not change the Schmidt rank of Y , we obtain that V
and W are linearly independent. So we have obtained (39) and
Y =
(
(cosα cosβ)V + (sinα sinβ)W (cosα sinβ)V − (sinα cosβ)W
eiγ(sinα cosβ)V − eiγ(cosα sinβ)W eiγ(sinα sinβ)V + eiγ(cosα cosβ)W
)
. (D2)
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Let v and w be any two entries of the same position in V and W , respectively. Since Y is an order-six CHM we have
|(cosα cosβ)v + (sinα sinβ)w| (D3)
= |(cosα sinβ)v − (sinα cosβ)w| (D4)
= |(sinα cosβ)v − (cosα sinβ)w| (D5)
= |(sinα sinβ)v + (cosα cosβ)w| (D6)
=
1√
6
. (D7)
The equality between (D3), (D4) and (D7) is equivalent to
|(cosα cosβ)v + (sinα sinβ)w|2 + |(cosα sinβ)v − (sinα cosβ)w|2
= (cosα)2|v|2 + (sinα)2|w|2
= 1/3, (D8)
and
|(cosα cosβ)v + (sinα sinβ)w|2 − |(cosα sinβ)v − (sinα cosβ)w|2
= ((cosα)2|v|2 − (sinα)2|w|2) cos 2β + (vw
∗ + v∗w
2
) sin 2α sin 2β
= 0. (D9)
The equality between (D3) and (D6), and the equality between (D4) and (D5) is equivalent to
(|v|2 − |w|2) cos 2α = (|v|2 − |w|2) cos 2β = 0. (D10)
Then (D8) and (D10) imply (42). Next, (42) and (D10) imply (43) and (44). Third, (42), (D9) and (D10) imply (41).
By applying vw∗+ v∗w ≥ −|v|2− |w|2 to (41) and (42), we obtain α+ β ≥ π/4. Thus (40) is proved. Next, (40)-(44)
imply (ii.a) and (ii.b).
(ii.c) Since α + β ≥ π/4 in (40), it suffices to exclude the equation α + β = π/4. Suppose it holds. The case
αβ = 0 has been excluded by Lemma 11 (iv). So we may assume that αβ 6= 0. It follows from (42)-(44) that
|vjk| = |wjk| = 1/
√
3. It follows from (41) that vjk = −wjk, and thus X has Schmidt rank one. It is a contradiction
with the fact that X has Schmidt rank two. So α+ β > π/4.
(ii.d) Suppose (α, β) = (π/4, π/4). Assertion (ii.b) implies that v∗jkwjk + vjkw
∗
jk = 0. Then vjk = ipjkwjk where
pjk = 1 or −1 for any j, k. Assertion (ii.b) also implies that |vjk|2 + |wjk |2 = 2/3. Since V and W are both unitary,
each of them contains at most one zero entry in the same position of them. We have
V = D1 ·
[
i

 w11 w12 w13w21 q22w22 q23w23
w31 q32w32 q33w33

] ·D2, (D11)
where D1 and D2 are diagonal real unitary matrices, and qjk = ±1. It follows from Lemma 6 (ii) that V = iD′1WD′2
where D′1 and D
′
2 are diagonal real unitary matrices. It follows from (34) in Lemma 11 (v) that H2(α, β, γ, V,W ) is
not a member of MUB trio.
It remains to prove the assertion when (α, β) 6= (π/4, π/4). Suppose H2(α, β, γ, V,W ) is a member of MUB trio.
Since (α, β) 6= (π/4, π/4), assertion (ii.a) implies that V andW are both CHMs. Lemma 7 (i) implies that V = D1XD2
andW = D3Y D4, whereD1, · · · , , D4 are all diagonal unitaries,X and Y are 1√3

 1 1 11 ω ω2
1 ω2 ω

 and 1√
3

 1 1 11 ω2 ω
1 ω ω2

.
Further X 6= Y follows from (34) in Lemma 11 (v). Hence H2(α, β, γ, V,W ) is locally equivalent to the CHM
H2(α, β, γ, V
′,W ′) where V ′ = 1√
3

 1 1 11 ω ω2
1 ω2 ω

, W ′ = diag(eiγ1 , eiγ2 , eiγ3) ·
[
1√
3

 1 1 11 ω2 ω
1 ω ω2

] · diag(1, eiδ2 , eiδ3)
and γ1, γ2, γ3, δ2, δ3 ∈ [0, 2π). Applying (41) to H2(α, β, γ, V ′,W ′), we obtain that the nine real numbers
γ1, γ2, γ3, γ1 + δ2, γ2 + δ2 + 2π/3, γ3 + δ2 + 4π/3, γ1 + δ3, γ2 + δ3 + 4π/3, γ3 + δ3 + 2π/3 (D12)
are equal to 2mπ ± arccos(− 13 cot 2α cot 2β) with integers m. So two of γ1, γ2, γ3 are the same.
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It follows from (D12) that two of γ1 + δ2, γ2 + δ2 + 2π/3, γ3 + δ2 + 4π/3 has difference 2π/3 or 4π/3. Hence
2π/3 = 2nπ ± 2 arccos(−1
3
cot 2α cot 2β) (D13)
for some integer n and one of the two signs ± holds. On the other hand Eq. (40) and assertion (ii.c) imply that
cot 2α cot 2β ∈ [0, 1]. Hence arccos(− 13 cot 2α cot 2β) ∈ [π/2, arccos(− 13 )] where arccos(− 13 ) ≈ 1.91. So (D13) does
not hold. We have proved that H2(α, β, γ, V,W ) is not a member of MUB trio.
(iii) Suppose U is a Schmidt-rank-three order-six CHM. It is known that U is a controlled unitary from the B
side [11]. We have U =
∑3
j=1(I2 ⊗ V )(Uj ⊗ |j〉〈j|)(I2 ⊗W ) for some order-three unitary matrices V and W and
some order-two unitary matrices Uj . By absorbing the phases of the first entries of the Uj ’s into V , we may assume
that these entries are cosαj , αj ∈ [0, π/2] for j = 1, 2, 3. The unitarity of Uj then gives rise to the expression of
H3(α1, β1, γ1, α2, β2, γ2, α3, β3, γ3, V,W ) in the assertion.
It remains to prove the assertion that we can make the first column vector of W consist of nonnegative and
real elements. Let the vector be (aeib, ceid, feig)T where a, c, f ≥ 0 and b, d, g are real. Since the matrix I2 ⊗
diag(eib, eid, eig) commutes with the middle matrix of (45), we can replace V by V ·diag(eib, eid, eig). So the assertion
holds.
(iii.a) Suppose one of α1, α2, α3 is equal to 0 or π/2. Then one of the four order-three submatrices forming the
matrix H3 := H3(α1, β1, γ1, α2, β2, γ2, α3, β3, γ3, V,W ) in (45) is singular. So the matrix cannot be a member of any
MUB trio by the matrix Y5 in Lemma 11 (v). It gives us a contradiction and thus none of α1, α2, α3 is not equal to
0 and π/2.
This completes the proof.
