Long-time existence for multi-dimensional periodic water waves by Ionescu, A. D. & Pusateri, F.
ar
X
iv
:1
80
7.
02
93
2v
1 
 [m
ath
.A
P]
  9
 Ju
l 2
01
8
LONG-TIME EXISTENCE FOR MULTI-DIMENSIONAL
PERIODIC WATER WAVES
A. D. IONESCU AND F. PUSATERI
Abstract. We prove an extended lifespan result for the full gravity-capillary water waves
system with a 2 dimensional periodic interface: for initial data of sufficiently small size ε,
smooth solutions exist up to times of the order of ε−5/3+, for almost all values of the gravity
and surface tension parameters.
Besides the quasilinear nature of the equations, the main difficulty is to handle the weak
small divisors bounds for quadratic and cubic interactions, growing with the size of the largest
frequency. To overcome this difficulty we use (1) the (Hamiltonian) structure of the equations
which gives additional smoothing close to the resonant hypersurfaces, (2) another structural
property, connected to time-reversibility, that allows us to handle “trivial” cubic resonances,
(3) sharp small divisors lower bounds on three and four-way modulation functions based on
counting arguments, and (4) partial normal form transformations and symmetrization argu-
ments in the Fourier space. Our theorem appears to be the first extended lifespan result for
quasilinear equations with non-trivial resonances on a multi-dimensional torus.
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1. Introduction
1.1. Free boundary Euler equations and water waves. The evolution of an inviscid
perfect fluid that occupies a domain Ωt ⊂ Rn, for n ≥ 2, at time t, is described by the free
boundary incompressible Euler equations. If v and p denote the velocity and the pressure of
the fluid (with constant density equal to 1) at time t and position x ∈ Ωt, these equations are
(∂t + v · ∇)v = −∇p− gen, ∇ · v = 0, x ∈ Ωt, (1.1)
where g is the gravitational constant. The first equation in (1.1) is the conservation of mo-
mentum equation and the second equation is the incompressibility condition. The free surface
A. D. Ionescu was supported in part by NSF grant DMS-1600028 and by NSF-FRG grant DMS-1463753. F.
Pusateri was supported in part by Start-up grants from Princeton University and the University of Toronto, and
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St := ∂Ωt moves with the normal component of the velocity according to the kinematic boun-
dary condition
∂t + v · ∇ is tangent to
⋃
t
St ⊂ Rn+1x,t . (1.2)
The pressure on the interface is given by
p(x, t) = σκ(x, t), x ∈ St, (1.3)
where κ is the mean-curvature of St and σ ≥ 0 is the surface tension coefficient. At liquid-air
interfaces, the surface tension force results from the greater attraction of water molecules to
each other than to the molecules in the air.
One can consider the free boundary Euler equations (1.1)-(1.3) in various types of domains Ωt
(bounded, periodic, unbounded) and study flows with different characteristics (with or without
vorticity, with gravity and/or surface tension), or even more complicated scenarios where the
moving interface separates two fluids. In this paper we consider the case of irrotational flows,
i.e. curl v = 0, with infinite bottom, in the periodic setting.
In this presentation we consider the equations in both the Euclidean and periodic settings.
In the case of irrotational flows one can reduce (1.1)-(1.3) to a system on the boundary. Indeed,
assume that X = T (periodic setting) or X = R (Euclidean setting) and Ωt ⊂ Xn−1 × R is the
region below the graph of a function h : Xn−1x × It → R,
Ωt = {(x, y) ∈ Xn−1 × R : y ≤ h(x, t)} and St = {(x, y) : y = h(x, t)}.
Let Φ denote the velocity potential, ∇x,yΦ(x, y, t) = v(x, y, t) for (x, y) ∈ Ωt, which vanishes as
y → −∞. If φ(x, t) := Φ(x, h(x, t), t) is the restriction of Φ to the boundary St, the equations
of motion reduce to the following system for the unknowns h, φ : Xn−1 × It → R:

∂th = G(h)φ,
∂tφ = −gh+ σ div
[ ∇h
(1 + |∇h|2)1/2
]
− 1
2
|∇φ|2 + (G(h)φ +∇h · ∇φ)
2
2(1 + |∇h|2) .
(1.4)
Here
G(h) :=
√
1 + |∇h|2N (h), (1.5)
and N (h) is the Dirichlet-Neumann map associated to the domain Ωt. Roughly speaking, one
can think of G(h) as a first order, non-local, linear operator that depends nonlinearly on the
domain. We refer to [45, chap. 11] or the book of Lannes [39] for the derivation of (1.4). For
sufficiently small smooth solutions, this system admits the conserved energy
H(h, φ) := 1
2
∫
Xn−1
G(h)φ · φdx+ g
2
∫
Xn−1
h2 dx+ σ
∫
Xn−1
|∇h|2
1 +
√
1 + |∇h|2 dx
≈ ∥∥|∇|1/2φ∥∥2
L2
+
∥∥(g − σ∆)1/2h∥∥2
L2
,
(1.6)
which is the sum of the kinetic energy corresponding to the L2 norm of the velocity field and
the potential energy due to gravity and surface tension. It was first observed by Zakharov [55]
that (1.4) is the Hamiltonian flow associated to (1.6).
The formal linearization of (1.4)-(1.5) around a flat and still interface is
∂th = |∇|φ, ∂tφ = −gh+ σ∆h. (1.7)
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By defining the linear dispersion relation
Λg,σ :=
√
g|∇|+ σ|∇|3, (1.8)
the identitites (1.7) can be written as a single equation for a complex-valued unknown,
∂tu+ iΛg,σu = 0, u :=
√
g + σ|∇|2h+ i|∇|1/2φ. (1.9)
1.2. Local regularity. Due to the complicated nature of the equations, the development of a
basic local well-posedness theory for water waves (existence and uniqueness of smooth solutions
for the Cauchy problem) has proved to be highly non-trivial. Early results include those by
Nalimov [41], Yosihara [54], and Craig [18], which deal with the case of small perturbations of a
flat interface. It was first proved by Wu [50, 51] that local-in-time solutions can be constructed
with initial data of arbitrary size in Sobolev spaces, in the irrotational case. Following this
breakthrough, the question of local well-posedness of the water waves and free boundary Euler
equations has been addressed by many authors. See, for example, [14, 16, 40, 6, 38, 17, 44,
15, 1, 2] for local regularity results in various physical situations, which may include vorticity,
surface tension, non-trivial finite bottom, two-fluid systems, or low regularity. See also the
review paper [37, Section 2] for a longer discussion on local regularity.
Due to these contributions, the local well-posedness theory of water wave systems is presently
well-understood in a variety of different scenarios. In short, one can say that for sufficiently
nice initial data one can construct classical smooth solutions on a small time interval that
depends on the size of the initial data and the arc-chord constant of the initial interface. In
particular, for small data of size ε solutions exist and stay regular for times of O(ε−1).
1.3. Global regularity in Euclidean spaces. In the Euclidean case X = R, it is sometimes
possible to construct global-in-time solutions to the Cauchy problem for (1.4). The main mecha-
nism is dispersion, which, combined with localization (decay at a spatial infinity) transfers the
decay of linear solutions to the nonlinear problem, and gives control for long times.
For n = 3 (2d interfaces), the first global regularity results were proved for the gravity
problem (g > 0, σ = 0) by Germain-Masmoudi-Shatah [27] and Wu [53]. Global regularity in
3d was also proved for the capillary problem (g = 0, σ > 0) in [28]. For the case of a finite
flat bottom see the works of Wang [48, 49]. More recently, the more difficult question of global
regularity for the full gravity-capillary problem (g > 0, σ > 0) was solved by Deng-Ionescu-
Pausader-Pusateri [26].
In two dimensions (1d interfaces) the first long-time result for (1.4) is due to Wu [52], where
almost-global existence for the gravity problem was obtained. This was improved to global
regularity by the authors [34] and Alazard-Delort [3, 4]. See also the refinements by Hunter
and Ifrim-Tataru [30, 31] and Wang [47]. For the capillary problem global regularity was proved
independently by the authors [35, 36] and by Ifrim-Tataru [32].
We emphasize that all the global regularity results for water waves proved so far require 3
basic assumptions: small data (small perturbations of the rest solution), trivial vorticity inside
the fluid, and flat Euclidean geometry. See also the review paper [37] for a longer discussion
of the main ideas involved in proving global regularity.
1.4. Long-time regularity on tori. In the periodic case X = T, there are no dispersive effects
that can lead to decay to control solutions for long times. In addition, the quasilinear nature
of the equations (and the lack of higher order conserved quantities) prevent the effective use of
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semilinear techniques to construct global solutions. As a result, there are no global regularity
results for water waves in periodic settings.
A partial substitute for global regularity is to prove extended lifespan results, which means
to show that solutions can be extended smoothly beyond the time of existence predicted by
the local theory.1 In the case of small data of size ε, this means extending solutions for times
longer than O(ε−1). The main tool to prove such results is normal form transformations [42].
Quartic energy inequalities. Let us consider a generic equation of the form
∂tu+ iΛu = Q(u, u), (1.10)
where u is a solution (defined either on a torus or on a Euclidean space), Λ = Λ(∇) is a suitable
dispersion relation defined by a real-valued Fourier multiplier Λ, and Q is a suitable quadratic
(semilinear or quasi-linear) nonlinearity that may depend on u, u, and their derivatives. In
certain cases one can start with energy estimates and then integrate by parts in time (the
method of normal forms) to prove a quartic energy inequality of the form
∣∣EN (t)− EN (0)∣∣ .
∫ t
0
EN (s) · ‖u(s)‖2HN/2 ds, (1.11)
for a suitable functional EN (t) satisfying EN (t) ≈ ‖u(t)‖2HN . The point is to get two factors of‖u(s)‖HN/2 in the right-hand side, which leads to control of the energy increment over times of
length O(ε−2), and simultaneously avoid loss of derivatives.
One expects to be able to prove such a quartic energy inequality if the denominators produced
by the normal forms do not vanish, in the quantitative form∣∣∣ q±±(−ξ, η, ξ − η)
Λ(−ξ)± Λ(η)± Λ(ξ − η)
∣∣∣ . min(〈ξ〉, 〈η〉, 〈ξ − η〉)C , (1.12)
for all frequencies ξ and η. Here q±± are suitable multipliers that depend on the quadratic
part of the original nonlinearity Q in (1.10) and account for the symmetrization associated to
energy estimates.
For water waves systems, quartic energy inequalities like (1.11) and extended regularity
results up to times Tε = O(ε
−2) have been proved in several 2d models (1d interfaces), both
in the Euclidean and in the periodic case: pure gravity [52, 34, 4, 30], pure capillarity [36, 32],
gravity over a flat bottom [29], and constant vorticity [33]. See [46] for a 3d result. Similar
results were obtained earlier for quasi-linear Klein-Gordon equations, see [20] and [24]. All of
these results ultimately rely on the absence of non-trivial quadratic resonances, which is an
algebraic condition like (1.12).
Iterated normal forms. In certain cases one can repeat the procedure described above. Heuris-
tically, a nonlinear term of homogeneity ℓ can be eliminated using normal forms provided there
are no non-trivial (ℓ+1)-resonances. More precisely, the natural generalization of the condition
(1.12) is∣∣∣ q±...±(ξ1, . . . , ξℓ+1)±Λ(ξ1)± . . . ± Λ(ξℓ+1)
∣∣∣ . (third highest frequency among 〈ξ1〉, . . . , 〈ξℓ+1〉)C , (1.13)
1A different mechanism to produce long-term or global solutions in the (one-dimensional) periodic setting is
to prove the existence of large families of time-quasiperiodic solutions, see the recent papers [13, 8].
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for some C ≥ 1 and for any frequencies ξ1, . . . , ξℓ+1 satisfying ξ1 + . . . + ξℓ+1 = 0. One could
reasonably expect to be able to prove longer O(ε−ℓ) extended lifespan for systems for which
one could verify algebraic conditions such as (1.13).
Despite the formal similarity, we remark that usually it is substantially more difficult to
verify conditions like (1.13) on the absence of high order resonances, than the simpler condi-
tions (1.12), since the denominators might have many zeros. Among these there are “trivial”
resonances (for example when ℓ = 3 and Λ is even, we have Λ(ξ)−Λ(−ξ) + Λ(η)−Λ(−η) ≡ 0
for all frequencies ξ, η), so one has to understand precisely the values of the multipliers q±...±
in the numerators in (1.13), and simultaneously account for all the possible symmetrizations
coming from energy estimates.
A redeeming feature that allows to carry out this type of arguments, and obtain long O(ε−M )
lifespan results, is the presence of (physical) external parameters. Indeed, if the dispersion rela-
tion Λ depends in a non-degenerate way on parameters, it might be possible to verify algebraic
conditions such as (1.13) generically, for almost all choices of these parameters. This usually
works well in one dimension but typically fails on multi-dimensional tori, see the discussion
below. For works in this direction see, for example, the papers of Delort [21, 22] for quasi-linear
Klein-Gordon equations on Sd with a mass parameter m. For works on semilinear PDEs see
[9, 25, 11, 10, 23] and reference therein.
More recently, Berti-Delort [12] proved an O(ε−M ) existence result for 1d periodic gravity-
capillary waves in finite depth. This corresponds to Λ(k) =
√
tanh |k|(σ|k|3 + g|k|) in (1.10),
and the result of [12] applies for almost all values of the parameters g, σ.
Our work in this paper is motivated by the natural question of extending such results to the
setting of water wave models in 3D (2D interfaces). As we are now going to explain, the case of
multi-dimensional tori is very different from the one-dimensional case. The main reason is that
there are a lot more lattice points in Z2, which lead to unavoidable “small divisors” (almost
resonances). In fact, in our case, for any choice of the parameters g, σ ∈ (0,∞) we can only
prove degenerate bounds of the form∣∣Λg,σ(−ξ)± Λg,σ(η)± Λg,σ(ξ − η)∣∣−1 . max(〈ξ〉, 〈η〉, 〈ξ − η〉)3/2+. (1.14)
Compared to (1.12), these bounds on resonances are much weaker and lead to derivative losses
in normal form transformations that cannot be handled by the general considerations described
above. Indeed, to our knowledge, prior to this result, no long-time regularity theorems have
been proved on multi-dimensional tori in the presence of non-trivial resonances.
Acknowledgments. We would like to thank J.M. Delort for useful discussions on the topic,
and for pointing out the work [23] where extended lifespan results are obtained for strongly
semilinear KG equations in the presence of small divisors.
1.5. The main theorem. Our main theorem is a long-time regularity result for the water
waves system (1.4) on T2, for almost all choices of parameters (g, σ) ∈ (0,∞)2.
Theorem 1.1. Assume that N0 = 30, (g, σ) ∈ (0,∞)2, and g/σ ∈ (0,∞) \ N , where N
is a set of measure 0; see (2.1) for the definition. Assume that we are given initial data
(h0, φ0) ∈ HN0+1(T2)×HN0+1/2(T2) satisfying the assumptions
‖〈∇〉h0‖HN0 + ‖ |∇|1/2φ0‖HN0 ≤ ε ≤ 1,
∫
T2
h0(x) dx = 0. (1.15)
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Then, there is a unique solution (h, φ) ∈ C([0, Tε] : HN0+1 ×HN0+1/2) of the system (1.4) on
T2 × [0, Tε], with initial data (h(0), φ(0)) = (h0, φ0), where
Tε &g,σ ε
−5/3[log(2/ε)]−2. (1.16)
Moreover, for any t ∈ [0, Tε],
‖〈∇〉h(t)‖HN0 + ‖ |∇|1/2φ(t)‖HN0 .g,σ ε,
∫
T2
h(x, t) dx = 0. (1.17)
The main point of our theorem is the nontrivial lifespan of solutions given by the lower
bound (1.16). For ε≪ 1, this goes beyond the usual time of existence T &g,σ ε−1 given by the
local theory which holds for all pairs (g, σ) ∈ (0,∞)2. We remark that the power of log(2/ε) in
(1.16) can be improved, but it is not clear to us whether the main power ε−5/3 can be improved.
1.6. Main ideas and sketch of the proof. We outline first some of the main ideas of our
proof on a model equation which retains some of the most relevant properties of the water
waves system (1.4).
1.6.1. The model equation and a partial result. Let us consider the evolution equation
∂tU + iΛU = ∇V · ∇U + 12∆V · U =: N ,
Λ := Λg,1 =
√
g|∇|+ |∇|3, V := P≤10ℑU, U(0) = U0,
(1.18)
for a scalar unknown U : It × T2x → C, where the projection P≤10 (and the usual standard
Littlewood-Paley projections) are defined at the beginning of Subsection 2.2.
The model (1.18), which was also used in [26], is a good substitute for the full system (1.4),
since the linear part of (1.18) coincides with the linearization of the full system (1.4), see
(1.7)–(1.9) with σ = 1, and the solutions of (1.18) satisfy the L2 conservation law
‖U(t)‖L2 = ‖U0‖L2 , −∞ < t <∞, (1.19)
which is a good substitute for the Hamiltonian structure of the original water wave systems.
Moreover, the quasilinear nonlinearity is quadratic with a structure similar to the main term
iTV ·ζ in the paralinearized version of the full system (3.16).
The system (1.18) has the advantage of being algebraically simple, so we can use it to explain
the main mechanism of the proof. To prove long-term regularity we implement a bootstrap
argument: assume that ε≪ 1 and U ∈ C([0, Tε] : HN0(T2)) is a solution of (1.18) satisfying
‖U0‖HN0 ≤ ε≪ 1 and ‖U(t)‖HN0 ≤ Kgε for any t ∈ [0, Tε], (1.20)
where Kg ≥ 2 is a large constant. We would then like to prove the better bounds
‖U(t)‖HN0 ≤ Kgε/2 for any t ∈ [0, Tε]. (1.21)
Step 1. As in some of our earlier work [35, 36], we use a quasi-linear I-method. Let W :=
〈∇〉NU , and consider the basic energy functional, written in the Fourier space,
EN (t) := ‖〈∇〉NU(t)‖2L2 =
1
(2π)2
∑
ξ∈Z2
|Ŵ (ξ, t)|2,
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where Ŵ (ξ) is the Fourier coefficient of W at the frequency ξ. Using (1.18) we calculate
d
dt
EN (t) = ℜ
∑
ξ,η∈Z2
m(ξ, η)Ŵ (η)Ŵ (−ξ) iÛ (ξ − η), (1.22)
with
m(ξ, η) := c [(ξ − η) · (ξ + η)] (1 + |η|
2)N − (1 + |ξ|2)N
(1 + |η|2)N/2(1 + |ξ|2)N/2ϕ≤10(ξ − η), c ∈ R. (1.23)
We notice that m(ξ, η) satisfies
m(ξ, η) = d(ξ, η)m′(ξ, η), where d(ξ, η) :=
[(ξ − η) · (ξ + η)]2
1 + |ξ + η|2 , |m
′| ≈ 1. (1.24)
The depletion factor d plays an important role in our argument. The presence of this factor is
related to the exact conservation law (1.19) and is the starting point for our proof.
We define the linear profiles u and w by the formulas
U(t) = e−itΛu(t), W (t) = e−itΛw(t), (1.25)
and rewrite the term in the right-hand side of (1.22) in terms of the profiles u and w. Thus,
to prove the desired estimates (1.21), it suffices to bound the energy increment∣∣∣ℜ ∫ T
0
∑
ξ,η∈Z2
m(ξ, η)eitΦ(ξ,η)ŵ(η)ŵ(−ξ) iû(ξ − η) dt
∣∣∣ . ε2, (1.26)
for T ≤ Tε, where Φ is the cubic phase function
Φ(ξ, η) := Λ(ξ)− Λ(η)− Λ(ξ − η). (1.27)
Step 2. The contribution of large modulations, corresponding to inserting a cutoff function of
the form ϕ>1(Φ(ξ, η)) in the left-hand side of (1.26), can be bounded according to the general
normal form argument described in (1.11)–(1.12). We use the equations for the profiles
∂tu = e
itΛN , ∂tw = eitΛ(∇V · ∇W +O(V ·W )), (1.28)
integrate by parts in time, and then re-symmetrize the resulting quartic expressions to avoid loss
of derivatives. The corresponding contribution is bounded by CTε(Kgε)4, which is acceptable.
Step 3. The contribution of small modulations |Φ(ξ, η)| . 1 and high frequencies which, in
general, is the most dangerous part, can be bounded using the frequency gain in (1.24). More
precisely, we observe that the symbol m in (1.23)-(1.24) satisfies the bounds
|m(ξ, η)| . [(ξ − η) · (ξ + η)]
2
1 + |ξ + η|2 .
1 + |Φ(ξ, η)|
1 + |ξ + η| , (1.29)
on the support of the sum in (1.26). Thus∣∣∣ ∫ T
0
∑
ξ,η∈Z2
m(ξ, η)eitΦ(ξ,η)ŵ(η)ŵ(−ξ) iû(ξ − η)ϕ≤0(Φ(ξ, η))ϕ≥D(ξ) dt
∣∣∣ . Tε(Kgε)32−D, (1.30)
where D = D(ε)≫ 1 is a suitable parameter to be fixed.
Step 4. Finally, we bound the contribution of small modulations |Φ(ξ, η)| . 1 and low
frequencies |ξ|, |η| . 2D. Here we need the parameter g to be in the complement of a set of
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measure 0 to avoid exact resonances. More precisely, using a counting argument we show that
for almost every g ∈ (0,∞) we have the sharp bounds
|Φ(ξ, η)|−1 . 〈ξ〉3/2+, (1.31)
for all ξ, η ∈ Z2, ξ − η 6= 0, |ξ| ≈ |η| ≫ |ξ − η| ≈ 1. See Proposition 2.2 for a precise statement.
We integrate by parts in time, and bound the contribution of the sum by
C
∣∣∣ℜ ∫ T
0
∑
ξ,η∈Z2
m(ξ, η)
iΦ(ξ, η)
ϕ≤0(Φ(ξ, η))ϕ≤D(ξ) eitΦ(ξ,η)∂̂tw(η)ŵ(−ξ) iû(ξ − η) dt
∣∣∣ (1.32)
plus similar or easier terms. In analyzing (1.32), we notice that we have a 〈ξ〉3/2+ loss from
the denominator |Φ(ξ, η)|, a 〈ξ〉−1 gain from the symbol m (see (1.29)), a 〈ξ〉 loss from the
derivative loss in the equation (1.28) for w, and an Kgε gain from the quadratic terms in (1.28).
Thus the expression in (1.32) is bounded by
CTε2
(3/2+)D(Kgε)4.
Comparing now with (1.30), the two main conditions are Tεε
32−D ≪ ε2 and Tε2(3/2+)Dε4 ≪ ε2.
These conditions are compatible if and only if Tε ≪ ε−7/5+, by taking 2D ≈ ε−2/5.
1.6.2. Quartic resonances and the full result. The argument outlined above would give us a
partial extended existence result for times Tε of the order O(ε
−7/5+). To obtain the desired
result with Tε = O(ε
−5/3+) we need to expand substantially the analysis in Step 4.
More precisely, we examine the formula (1.32) and use the equation (1.28) for the factor ∂tw.
The main contribution comes from the term eitΛ∇V · ∇W , and we can further express this
contribution in terms of the profiles u and w. We are thus led to consider quartic expression
with oscillatory factors given by quartic phase or four-way modulation functions
Ψι(ξ, η, ρ) := Λ(ξ)− Λ(ρ) + ιΛ(η − ρ)− Λ(ξ − η), ι ∈ {+,−}. (1.33)
A first helpful observation is that the term ∂tw ≈ eitΛ∇V · ∇W does not give a loss of a full
derivative, but only of a half derivative in the worst case scenario when |Ψι| is small. This is
another manifestation of a depletion phenomenon similar to the one described after (1.24).
To obtain the full result we have to integrate by parts in time again. To do this we need
good lower bounds on the quartic phase functions (1.33). Such bounds follow from Proposition
2.4 which essentially states that, after removing another set of measure 0 of parameters g,∣∣Ψι(ξ, η, ρ)∣∣−1 . 〈ξ〉1/2, (1.34)
when |ξ| ≈ |ρ| ≫ |ξ − η| ≈ |ρ− η| ≈ 1. These bounds hold provided that the cubic modulation
Φ(ξ, η) is sufficiently small, and the frequency variables are not a “trivial” cubic resonance,
i.e. ξ = ρ, ι = +, with the notation in (1.33). We then show that the contributions from the
trivial resonances vanish due to the reality of the symbol m in (1.23); conceptually, this fact
is connected to the time-reversibility of the equation. Such property allows us to integrate by
parts again and, after more analysis, eventually reach the result of Theorem 1.1.
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1.6.3. The full system and the “improved good variable”. We return now to the proof of the
main theorem, for the full water waves system (1.4). This system is, of course, more complicated
than the simplified model (1.18). However, it has remarkable (Hamiltonian) structure, which
we need to exploit.
The starting point of the proof for the model equation (1.18) outlined above is the gain of
one derivative in the low modulation region, see (1.29). In the case of the full system (1.4), we
are able to achieve the same gain by constructing a new variable using paradifferential calculus.
This new variable can be regarded as a refinement of the good unknown of Alinhac (used for
the local existence theory by Alazard-Burq-Zuily [1, 2]). The advantage over Alinhac’s good
unknown is that our variable not only avoids losses of derivatives, but it actually gives a gain
one derivative in energy estimates in the most dangerous region of the phase space where the
modulation is small but the frequencies are large.
This type of “improved good variable” has been already used in our earlier work [26]. Here
we prove more precise bounds, with a better description of the nonlinearity, see Proposition
3.3. This precise structure of the nonlinearity is important, in particular the reality of the
symbol a++ in the quadratic term QU , and the gain of 3/2 derivatives of the quadratic term
RU .
1.7. Organization. The rest of the paper is organized as follows. In Section 2 we introduce our
main notation, prove two propositions on lower bounds for cubic and quartic phase functions,
and state our main bootstrap proposition. In Section 3 we use paradifferential calculus to
construct our main variable U and derive suitable evolution equations for this variable and its
derivatives. In Section 4 we start the proof of our main energy estimates, and show how to
control the contribution of large modulations. Finally, in Section 5 we bound the contributions
from small modulations, using the lower bounds for the cubic and the quartic phase functions.
2. Definitions, lemmas, and the main bootstrap proposition
2.1. Small divisor estimates. Our proof of the main theorem depends in a critical way on
understanding the structure of the resonances of the evolution. In this subsection we show how
to estimate from below quadratic phases (or three-way resonance functions) and certain cubic
phases (four-way resonance functions), for almost all parameters (g, σ) ∈ (0,∞)2. The set of
parameters g/σ that we need to exclude for our main result to hold is
N = N1/2 ∪R, (2.1)
where N1/2 and R are defined respectively in Propositions 2.2 and 2.4.
2.1.1. 3-way resonances. The main conclusion of this subsection can be stated as follows: for
all κ > 0 and almost all parameters g/σ the quadratic phase functions
Φg,σ(ξ, η) = Λg,σ(ξ)± Λg,σ(ξ − η)± Λg,σ(η), Λg,σ(v) =
√
g|v|+ σ|v|3, (2.2)
satisfy the lower bounds
|Φg,σ(ξ, η)| &g,σ,κ |ξ|−3/2(log(2 + |ξ|))−1−κ |ξ − η|−4, (2.3)
for all ξ 6= η ∈ Z2 with |ξ − η| ≤ min(|ξ|, |η|), and all choices of the signs + or −.
To prove this precisely, we start with a lemma:
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Lemma 2.1. Assume that a, b, c ∈ [1,∞) and a ≤ b ≤ c ≤ a+ b. Let F : [0,∞)→ R,
F (x) :=
√
ax+ a3 +
√
bx+ b3 −
√
cx+ c3. (2.4)
(i) If |F (x0)| ≤ 1/10 for some x0 ∈ [0,∞) then
F ′(x0) ≥ a
10
√
ax0 + a3
. (2.5)
(ii) As a consequence, the function F vanishes at most at one point p = p(a, b, c) ∈ [0,∞).
Moreover, for any B ≥ 1 and δ ∈ (0, 1/20] the set of points
XB,δ := {x ∈ (0, B) : |F (x)| < δ} (2.6)
is an interval (or the empty set) with |XB,δ| ≤ 20δ
√
a+B. Finally,
XB,δ = ∅ unless c− b .B a3/2c−1/2. (2.7)
Proof. (i) We write, using a+ b ≥ c,
2F ′(x) =
a√
ax+ a3
+
b√
bx+ b3
− c√
cx+ c3
≥
( a√
ax+ a3
− a√
cx+ c3
)
+
( b√
bx+ b3
− b√
cx+ c3
)
.
Since 1 ≤ a ≤ b, if |F (x0)| ≤ 1/10 then
√
cx0 + c3 ≥
√
bx0 + b3,
√
cx0 + c3 ≥ (3/2)
√
ax0 + a3.
Thus
2F ′(x0) ≥ a√
ax0 + a3
− a√
cx0 + c3
≥ a
3
√
ax0 + a3
,
as claimed.
(ii) Let
I := {x ∈ [0,∞) : |F (x)| < 1/20}. (2.8)
Clearly I is an open set in [0,∞), thus a union of open intervals. We claim that I consists, in
fact, of at most one such open interval. Indeed, assume that (y0, z0) ⊆ I is an open interval
and z0 /∈ I. Since F ′(z0) > 0 (see (2.5)) we have F (z0) = 1/20 and there is δ > 0 such that
[z0, z0 + δ) ∩ I = ∅. In fact we claim that [z0,∞) ∩ I = ∅. Otherwise let p := inf [z0,∞) ∩ I, so
p > z0, F (p) = 1/20, and F
′(p) > 0 (due to (2.5)); in particular there is p′ < p close to p such
that F (p′) < F (p), thus p′ ∈ I, contradicting the definition of p.
Thus I ⊂ [0,∞) is an open interval and, in view of (2.5),
F ′(x) ≥ 1
10
√
x+ a
for any x ∈ I.
It follows that |XB,δ | ≤ 20δ
√
a+B, as claimed. Moreover, since
√
c3 + cx − √b3 + bx &B
(c− b)c1/2 for all x ∈ [0, B] and 1 ≤ b ≤ c, the conclusion (2.7) follows as well. 
For y ∈ (0,∞) we consider now the dispersion relations Λy : Z2 → R
Λy(v) :=
√
y|v|+ |v|3. (2.9)
For ι1, ι2, ι3 ∈ {+,−} and y ∈ (0,∞) we define also the resonance functions
Ψι1,ι2,ι3y (v1, v2, v3) := ι1Λy(v1) + ι2Λy(v2) + ι3Λy(v3), (2.10)
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where v1, v2, v3 ∈ Z2, v1 + v2 + v3 = 0. For κ ∈ (0, 1] let
Kκ(v1, v2, v3) :=
1
〈v〉3/2max log(1 + 〈v〉max)1+κ
1
min(〈v1〉, 〈v2〉, 〈v3〉)4 , (2.11)
where 〈v〉max := max(〈v1〉, 〈v2〉, 〈v3〉). For B, j ∈ [5,∞) ∩ Z let
NBj,κ :=
{
y ∈ (0, B) : |Ψι1,ι2,ι3y (v1, v2, v3)| < 2−jKκ(v1, v2, v3) for some
ι1, ι2, ι3 ∈ {+,−} and some v1, v2, v3 ∈ Z2∗ with v1 + v2 + v3 = 0
}
,
(2.12)
where Z2∗ := Z2 \ {(0, 0)}. Let
Nκ :=
⋃
B≥5
( ⋂
j≥5
NBj,κ
)
. (2.13)
Proposition 2.2. The set Nκ ⊆ (0,∞) has measure 0, for any κ ∈ (0, 1]. Moreover, for any
y /∈ Nκ there is a constant cy > 0 such that
|Ψι1,ι2,ι3y (v1, v2, v3)| ≥ cyKκ(v1, v2, v3) (2.14)
for any ι1, ι2, ι3 ∈ {+,−} and any v1, v2, v3 ∈ Z2∗ with v1 + v2 + v3 = 0.
Proof. The claim (2.14) is just a consequence of the definitions. It suffices to prove that for
any B ∈ [1,∞) ∩ Z the measure of the set ∩j≥0NBj,κ is 0. For this is suffices to prove that
|NBj,κ| .B,κ 2−j for any B, j ∈ [5,∞) ∩ Z. (2.15)
We examine the definition (2.12) of the sets NBj,κ. Since Λy(v) ≥ 1 for all v ∈ Z2∗ and y > 0,
the inequality |Ψι1,ι2,ι3y (v1, v2, v3)| ≤ 1 can hold only if not all the signs are equal and for certain
configurations of the variable v1, v2, v3. More precisely,
NBj,κ =
⋃
ξ,η∈Z2∗, |η|≤|ξ|≤|ξ+η|
NBj,κ(ξ, η);
NBj,κ(ξ, η) :=
{
y ∈ (0, B) : |Λy(η) + Λy(ξ)− Λy(ξ + η)| < 2−jKκ(ξ, η,−ξ − η)
}
.
(2.16)
We can use Lemma 2.1 with a := |η|, b := |ξ|, c := |ξ+η| to analyze the sets NBj,κ(ξ, η). These
sets are either empty or they are open intervals of length . 2−jKκ(ξ, η,−ξ − η)
√〈η〉+B. In
view of Lemma 2.1 (ii), for (2.15) it suffices to prove that∑
ξ,η∈Z2∗, |η|≤|ξ|≤|ξ+η|, |ξ+η|−|ξ|.B|η|3/2|ξ|−1/2
|η|1/2Kκ(ξ, η,−ξ − η) .B,κ 1. (2.17)
We divide the sum dyadically, over |η| ≈ 2l and |ξ| ≈ 2k. The sum in the left-hand side of
(2.17) is dominated by
C
∑
l,k≥0, k≥l−2
∑
|η|∈[2l−1,2l+1], |ξ|∈[2k−1,2k+1],
∣∣|ξ+η|−|ξ|∣∣.B23l/22−k/2
|η|1/2Kκ(ξ, η,−ξ − η).
The condition
∣∣|ξ + η| − |ξ|∣∣ .B 23l/22−k/2 implies that |ξ · η| .B 23l/22k/2. Using also the
definition (2.11) the sum above is bounded by
C
∑
l,k≥0, k≥l−2
∑
|η|∈[2l−1,2l+1], |ξ|∈[2k−1,2k+1], |ξ·η|.B23l/22k/2
2l/2
1
23k/2(1 + k)1+κ24l
.
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For l, k, η fixed the sum over ξ is bounded by CB(1+ k)
−1−κ2−3l, so the entire sum is bounded
by CB,κ, as claimed in (2.17). 
2.1.2. 4-way resonances. In this section we control four-way interactions, or iterated reso-
nances. This step is needed to get a better power of ε in (1.16), as it allows us to perform
iterated (partial) normal forms in certain ranges of frequencies. Roughly speaking, the main
conclusion of this subsection, Proposition 2.4, can be interpreted as follows: if ξ 6= η ∈ Z2,
|ξ − η| ≤ min(|ξ|, |η|), and |Φg,σ(ξ, η)| is sufficiently small, where Φg,σ(ξ, η) is the quadratic
phase defined in (2.2), then the cubic phase
Ψg,σ(ξ, η, ρ) = Λg,σ(ξ)± Λg,σ(ξ − η)± Λg,σ(η − ρ)± Λg,σ(ρ) (2.18)
satisfies a good lower bound of the form
|Ψg,σ(ξ, η, ρ)| &g,σ |ξ|−1/2(|ξ − η|+ |η − ρ|)−2, (2.19)
for all η, ξ, ρ ∈ Z2 with ξ 6= ρ, |ξ − η|16 + |η − ρ|16 ≪ min(|ξ|, |η|, |ρ|), provided that g/σ is
outside a set of measure zero. To define this set precisely, we begin with a lemma:
Lemma 2.3. There is a set R ⊆ (0,∞) of measure 0 with the property that for any y /∈ R
there is by > 0 such that ∣∣∣Λy(ξ)|ξ| − Λy(η)|η|
∣∣∣ ≥ by|ξ|−6 (2.20)
for any ξ, η ∈ Z2∗ satisfying η = λξ, λ ∈ (0, 1).
Proof. For B, j ∈ [5,∞) ∩ Z we define the sets
RBj :=
{
y ∈ (0, B) :
∣∣∣Λy(ξ)|ξ| − Λy(η)|η|
∣∣∣ < 2−j |ξ|−6
for some ξ, η ∈ Z2∗ with η = λξ, λ ∈ (0, 1)
}
.
(2.21)
As before, let
R :=
⋃
B≥5
( ⋂
j≥5
RBj
)
. (2.22)
The inequality (2.20) is clearly satisfied for y ∈ (0,∞) \ R, so we only need to prove that
the measure of the set R is equal to 0. For this is suffices to prove that
|RBj | .B 2−j for any B, j ∈ [5,∞) ∩ Z. (2.23)
Assume y ∈ RBj and assume ξ, η are points in Z2∗, η = λξ, λ ∈ (0, 1), such that the inequality
in (2.21) is satisfied. In particular∣∣∣y|ξ|+ |ξ|3|ξ|2 − y|η|+ |η|
3
|η|2
∣∣∣ .B 2−j |ξ|−5.5.
After algebraic simplifications, this shows that∣∣(|η| − |ξ|)(y − |ξ||η|)∣∣ .B 2−j |ξ|−3.5.
Since ξ, η have integer coordinates and η = λξ, λ ∈ (0, 1), we have ∣∣|η|− |ξ|∣∣ & 1. In particular,
the inequality above shows that ∣∣y − |ξ||η|∣∣ .B 2−j |ξ|−3.5. (2.24)
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Therefore y belongs to a union over k ≥ 0 and ξ, η ∈ Z2∗ of open intervals of lengths.B 2−j2−3.5k
centered around numbers of the form |ξ||η|, where |ξ| ≈ 2k and η = λξ, λ ∈ (0, 1). For every
k ≥ 0 fixed, ξ can have up to C22k possible locations, and for every such location there are
no more than C2k possible locations for η along the line from 0 to ξ. The desired conclusion
(2.23) follows. 
We are now ready to prove our main result in this subsection.
Proposition 2.4. Assume that R ⊆ (0,∞) is defined as in (2.21)–(2.22) and y ∈ (0,∞) \ R.
Then there is a small constant b′y > 0 such that
|Λy(v + ξ)−Λy(v)− ι1Λy(ξ)|+ |Λy(v + η)−Λy(v)− ι2Λy(η)| ≥ b′y〈v〉−1/2(〈ξ〉+ 〈η〉)−2 (2.25)
for any ι1, ι2 ∈ {+,−} and any v, ξ, η ∈ Z2∗ with (ξ, ι1) 6= (η, ι2) and (|ξ|+ |η|)16 ≤ b′y|v|.
Proof. The main point is to prove that at least one of the two modulations |Λy(v+ξ)−Λy(v)−
ι1Λy(ξ)| or |Λy(v + η) − Λy(v) − ι2Λy(η)| is bounded from below, essentially, by the large
frequency to the power −1/2. This is better than the power −3/2 obtained in Proposition 2.2,
which is the optimal power in the case when one considers only one modulation.
Assume, for contradiction, that the conclusion of the lemma fails. Thus for any constant
δy > 0 there are signs ι1, ι2 ∈ {+,−} and lattice points v, ξ, η ∈ Z2∗ satisfying |ξ| + |η| ≤ R,
(ξ, ι1) 6= (η, ι2) and |v| ≥ δ−1y R16 such that
|Λy(v + ξ)− Λy(v) − ι1Λy(ξ)|+ |Λy(v + η)− Λy(v)− ι2Λy(η)| ≤ δy|v|−1/2R−2. (2.26)
Step 1. We show first that the vectors 0, ξ, and η are aligned, i.e. ξ1η2 = ξ2η1, where
ξ = (ξ1, ξ2) and η = (η1, η2). For this we notice that
Λy(w) = Py(|w|2) where Py(ρ) :=
(
yρ1/2 + ρ3/2
)1/2
.
Notice that Py(ρ) = ρ
3/4 +Oy(ρ
−1/4), thus
|∂ρPy(ρ)− (3/4)ρ−1/4|+ |∂2ρPy(ρ)| .y ρ−5/4
for ρ ∈ [1,∞). In particular, for ξ, η, v as in (2.26) and µ ∈ {ξ, η}, we have∣∣∣Λy(v + µ)− Λy(v)− (|v + µ|2 − |v|2)(3/4)|v|−1/2∣∣∣ .y (|v + µ|2 − |v|2)2|v|−5/2. (2.27)
In particular, using (2.26), it follows that
∣∣|v + µ|2 − |v|2∣∣ .y R3/2|v|1/2 and∣∣∣3
4
(|v + µ|2 − |v|2)|v|−1/2 − ιµΛy(µ)
∣∣∣ ≤ 2δy |v|−1/2R−2
for µ ∈ {ξ, η}, where ιξ = ι1 and ιη = ι2. Therefore∣∣∣3
2
(v · µ)|v|−1/2 − ιµΛy(µ)− 3
4
|µ|2|v|−1/2
∣∣∣ ≤ 2δy|v|−1/2R−2. (2.28)
Letting v = |v|e, where e = (e1, e2) ∈ S1 is a unit vector in R2, it follows from (2.28)
that |e · µ| .y R3/2|v|−1/2 for µ ∈ {ξ, η}. This shows that ξ1η2 = ξ2η1. Indeed, otherwise
|ξ1η2 − ξ2η1| ≥ 1 and we could solve the system (in e1 and e2)
e1ξ1 + e2ξ2 = a, e1η1 + e2η2 = b.
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Since |a| + |b| .y R3/2|v|−1/2 it would follow that |e1| + |e2| .y R5/2|v|−1/2, in contradiction
with the assumptions |e| = 1 and |v| ≥ δ−1y R16.
To summarize, we showed that η = λξ for some λ ∈ R and that the inequalities (2.28) hold
for µ ∈ {ξ, η}.
Step 2. We show now that η = ±ξ. Indeed, using (2.28) and keeping only the first two
terms we have ∣∣∣3
2
(v · µ)|v|−1/2 − ιµΛy(µ)
∣∣∣ .y |v|−1/2R2,
for µ ∈ {ξ, η}. In particular∣∣∣3
2
|v · µ||v|−1/2 − |Λy(µ)|
∣∣∣ .y |v|−1/2R2.
It follows that ∣∣∣Λy(ξ)|ξ| − 3|v · ξ|2|ξ| |v|−1/2
∣∣∣+ ∣∣∣Λy(η)|η| − 3|v · η|2|η| |v|−1/2
∣∣∣ .y |v|−1/2R2. (2.29)
Since η = λξ for some λ ∈ R we have |v · ξ|/|ξ| = |v · η|/|η|. We apply now (2.20). Since
|v|−1/2 ≤ δ1/2y R−8, the inequalities (2.29) can only be satisfied if |η| = |ξ|, as claimed.
Step 3. Finally, we show that (ξ, ιξ) = (η, ιη), in contradiction with the original assumptions.
Indeed, using again (2.28) and keeping only the first two terms we have∣∣∣3
2
(ιµµ · v)|v|−1/2 − Λy(µ)
∣∣∣ .y |v|−1/2R2,
for µ ∈ {ξ, η}. Since η = ±ξ, this implies that ιξξ = ιηη (otherwise one would have ιξξ = −ιηη,
and the inequalities above would give |Λy(ξ)| .y |v|−1/2R2, in contradiction with the original
assumptions). Moreover, if η = −ξ and ιη = −ιξ then we use again the inequalities (2.28),
this time with all the terms. It follows that |ξ|2|v|−1/2 . δy|v|−1/2R−2, in contradiction with
the original assumptions. The remaining case η = ξ and ιη = ιξ was excluded in the original
assumptions, which gives the contradiction. This completes the proof of the proposition. 
2.2. Elements of paradifferential calculus. Our proof of the main theorem is based on
establishing suitable energy estimates for solutions of the system (1.4). For this we use a
paradifferential formulation. In this subsection we summarize the main definitions and prop-
erties of the Weyl paradifferential calculus.
We fix ϕ : R → [0, 1] an even smooth function supported in [−8/5, 8/5] and equal to 1 in
[−5/4, 5/4]. For simplicity of notation, we also let ϕ : R2 → [0, 1] denote the corresponding
radial function on R2. Let
ϕk(x) := ϕ(|x|/2k)− ϕ(|x|/2k−1) for any k ∈ Z,
ϕI :=
∑
m∈I∩Z
ϕm for any I ⊆ R,
ϕ≤B(x) := ϕ(x/2B), ϕ>B := 1− ϕ≤B for any B ∈ R.
(2.30)
We denote by Pk, k ∈ Z, the Littlewood–Paley projection operators defined by the Fourier
multipliers ξ → ϕk(ξ). Notice that, in our periodic setting, Pk ≡ 0 if k ≤ −1. We let
P≤B , respectively P>B , denote the operators defined by the Fourier multipliers ξ → ϕ≤B(ξ),
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respectively ξ → ϕ>B(ξ). Finally, we let P−∞ denote the average operator on T2, P−∞f(x) :=
(2π)−2
∫
T2
f(y) dy.
We recall now the definition of paradifferential operators on T2 (Weyl formulation): given a
symbol a = a(x, ζ) : T2 × R2 → C, we define the operator Ta by
F(Taf)(ξ) := 1
4π2
∑
η∈Z2
χ
( |ξ − η|
|ξ + η|
)
a˜(ξ − η, (ξ + η)/2)f̂ (η), (2.31)
where a˜ denotes the partial Fourier transform of a in the first coordinate and χ = ϕ≤−20.
By convention, if ξ = 0 then χ
( |ξ−η|
|ξ+η|
) ≡ 0 for all η ∈ Z2. In particular, Tag ≡ 0 if g is
a constant function. Moreover, for any f , the function Taf depends only on the values of
the symbol a(x, ζ) for |ζ| ≥ 1. Thus we may assume that the symbols a are defined only for
|ζ| > 1/2, and write a = a′ if a(x, ζ) = a′(x, ζ) for x ∈ T2 and |ζ| > 1/2.
To estimate symbols we will use the spaces Mlr defined by the norms
‖a‖Mlr := sup|α|+|β|≤r
sup
|ζ|>1/2
〈ζ〉−l‖ 〈ζ〉|β|∂βζ ∂αx a(x, ζ)‖L2x . (2.32)
The number l ∈ R indicates the order of the operator while r ∈ [4,∞) ∩ Z measures its (less
important) differentiability. For simplicity, in the periodic case considered here we measure all
functions and symbols in L2x based spaces.
Given two symbols a and b, recall the definition of their Poisson bracket,
{a, b} := ∇xa∇ζb−∇ζa∇xb. (2.33)
We record now several simple properties of paradifferential operators, which follow mostly
from definitions. See also [26, Appendix A] for similar proofs in the Euclidean case.
Lemma 2.5 (Basic Properties). (i) For any r ≥ 6 and l1, l2 ∈ R we have
‖ab‖Ml1+l2r + ‖{a, b}‖Ml1+l2−1r−2 . ‖a‖Ml1r ‖b‖Ml2r . (2.34)
(ii) If a ∈ Ml6 is a symbol then
‖Taf‖Hm−l . ‖a‖Ml6‖f‖Hm . (2.35)
(iii) Given symbols a ∈ Ml112, b ∈ Ml212, |l1|, |l2| ≤ 10, we have
TaTb = Tab +
i
2
T{a,b} + E(a, b) (2.36)
where E is an error term such that
‖E(a, b)f‖Hm−l1−l2+2 . ‖a‖Ml112‖b‖Ml212‖f‖Hm. (2.37)
Moreover, if a, b ∈ H12 are functions then TaTb − Tab is a smoothing operator
‖(TaTb − Tab)f‖Hm+6 . ‖a‖H12‖b‖H12‖f‖Hm . (2.38)
(iv) If a ∈ M06 is real-valued then Ta is a bounded self-adjoint operator on L2. Moreover, if
a ∈M06 and f ∈ L2 then
Taf = Ta′f, where a
′(y, ζ) := a(y,−ζ). (2.39)
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In some of our calculations in section 3 we will need more precise formulas for the error
terms E(a, b). The definitions show easily that that if a = a(ζ) is a Fourier multiplier, b is a
symbol, and f is a function, then
Ê(a, b)f (ξ) =
1
4π2
∑
η∈Z2
χ(
|ξ − η|
|ξ + η| )
(
a(ξ)− a(ξ + η
2
)− ξ − η
2
· ∇a(ξ + η
2
)
)
× b˜(ξ − η, ξ + η
2
)f̂(η)dη,
(2.40)
and
Ê(b, a)f(ξ) =
1
4π2
∑
η∈Z2
χ(
|ξ − η|
|ξ + η|)
(
a(η)− a(ξ + η
2
)− η − ξ
2
· ∇a(ξ + η
2
)
)
× b˜(ξ − η, ξ + η
2
)f̂(η)dη.
(2.41)
Our last lemma in this subsection concerns paralinearization of products.
Lemma 2.6 (Paralinearization). (i) If f, g ∈ L2 then
fg = Tfg + Tgf +H(f, g)
where H is smoothing in the sense that
Ĥ(f, g)(ξ) = 1
4π2
∑
η∈Z2
ap(ξ − η, η)f̂ (ξ − η)ĝ(η), |ap(v,w)| .
( 1 + min(|v|, |w|)
1 + max(|v|, |w|)
)40
. (2.42)
As a consequence, if f, g ∈ Hm, m ≥ 20, then
‖H(f, g)‖Hm+10 . ‖f‖Hm‖g‖Hm . (2.43)
(ii) Assume that F (z) = z+h(z), where h is analytic for |z| < 1/2 and satisfies |h(z)| . |z|3.
Then, for all m ≥ 20, and u ∈ Hm with ‖u‖Hm ≤ 1/100, one has
F (u) = TF ′(u)u+E(u), ‖E(u)‖Hm+10 . ‖u‖3Hm . (2.44)
2.3. The main bootstrap proposition. The following is our main bootstrap proposition:
Proposition 2.7. Assume that N0 = 30, σ = 1, and g ∈ (0,∞) \ N , where N = N1/2 ∪ R,
see definitions (2.13) and (2.22). Then there is a sufficiently large constant Kg ∈ [10,∞) with
the following property: assume that ε ∈ (0,K−4g ],
1 ≤ T ≤ Tε := K−4g ε−5/3[log(2/ε)]−2, (2.45)
and (h, φ) ∈ C([0, T ] : HN0+1 × HN0+1/2) is a solution of the system (1.4) with σ = 1 on
T2 × [0, T ] satisfying the assumptions
‖〈∇〉h(0)‖HN0 + ‖ |∇|1/2φ(0)‖HN0 ≤ ε,
∫
T2
h(x, 0) dx = 0, (2.46)
and
sup
t∈[0,T ]
{‖〈∇〉h(t)‖HN0 + ‖ |∇|1/2φ(t)‖HN0} ≤ Kgε. (2.47)
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Then
∫
T2
h(x, t) dx = 0 for any t ∈ [0, T ] and the solution satisfies the improved bounds
sup
t∈[0,T ]
{‖〈∇〉h(t)‖HN0 + ‖ |∇|1/2φ(t)‖HN0} ≤ Kgε/2. (2.48)
We notice that solutions of the water waves system (1.4) have the following rescaling pro-
perty: if (h, φ) is a solution of the system (1.4) on T2 × [0, T ] with parameters (g, σ), then the
pair (h′, φ′) defined by
h′(x, t) := h
(
x, t/
√
σ
)
, φ′(x, t) :=
1√
σ
φ
(
x, t/
√
σ
)
is a solution of (1.4) on T2 × [0,√σT ] with parameters (g′, σ′) := (g/σ, 1).
As a consequence, it is clear that Theorem 1.1 follows from Proposition 2.7 and the local
regularity theorem for the system (1.4). The rest of the paper is concerned with the proof of
Proposition 2.7.
3. Paralinearization and the “improved good variable”
In this section we assume that N0 = 30 and (h, φ) ∈ C([0, T ] : HN0+1 × HN0+1/2) is a
solution of (1.4) satisfying
‖〈∇〉h(t)‖HN0 + ‖ |∇|1/2φ(t)‖HN0 ≤ ε≪ 1,
∫
T2
h(x, t) dx = 0 (3.1)
for any t ∈ [0, T ]. Our goal in this section is to express the system (1.4) as a scalar equation
for a suitably constructed complex-valued function. The variable we construct here, which we
call the “improved good variable”, is more suitable for long time analysis than the standard
“good variable” constructed in the local theory. The main advantage of this variable is that it
allows us to use of a special structure in the equation, connected to the original Hamiltonian
structure of the system, which effectively leads to a gain of one derivative in the region close
to the resonant sets.
3.1. Paralinearization. Before stating and proving our main Proposition 3.3, we state two
lemmas about the paralinearization of the Dirichlet-Neumann operator G(h)φ and the water
waves system (1.4).
Lemma 3.1 (Paralinearization of the Dirichlet-Neumann operator). Assume that (h, φ) is a
solution of the system (1.4) satisfying (3.1). Define
B :=
G(h)φ +∇xh · ∇xφ
1 + |∇h|2 , V := ∇xφ−B∇xh, ω := φ− TBh. (3.2)
Then G(h)φ,B, V ∈ εHN0−1/2 and∫
T2
[G(h)φ](x, t) dx = 0 for any t ∈ [0, T ]. (3.3)
Moreover, we can paralinearize the Dirichlet-Neumann operator as
G(h)φ = Tλω − div(TV h) +G2 + ε3HN0+3/2, (3.4)
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where
λ := λ(1) + λ(0),
λ(1)(x, ζ) :=
√
(1 + |∇h|2)|ζ|2 − (ζ · ∇h)2,
λ(0)(x, ζ) :=
(1 + |∇h|2)2
2λ(1)
{ λ(1)
1 + |∇h|2 ,
ζ · ∇h
1 + |∇h|2
}
+
1
2
∆h.
(3.5)
The quadratic terms in (3.4) are given by
G2 = G2(h, |∇|1/2ω) ∈ ε2HN0+5/2, Ĝ2(ξ) = 1
4π2
∑
η∈Z2
g2(ξ, η)ĥ(ξ − η)|η|1/2ω̂(η) dη, (3.6)
where g2 is a symbol satisfying
|g2(ξ, η)| . |ξ|min(|η|, |ξ − η|)1/2
( 1 + min(|η|, |ξ − η|)
1 + max(|η|, |ξ − η|)
)7/2
. (3.7)
Moreover we have
∂t(G(h)φ) − |∇|∂tφ ∈ ε2HN0−2. (3.8)
A similar result in the Euclidean case is proved in Proposition B.1 of [26]. It is based on the
use of paradifferential calculus along the lines of the works of Alazard-Burq-Zuily [1, 2]. Here
we stated all the formulas using the simpler setting of Sobolev spaces of periodic functions,
while a more elaborate setting (including decay information and vector-fields) is used in [26].
Paralinearization formulas like (3.4) have been crucially used in many previous works on the
local [1, 2] and global [3, 4] theory.
As a consequence of Lemma 3.1 one can obtain the following paralinearization of the water
waves system:
Lemma 3.2 (Paralinearization of the system). Let Λ :=
√
g|∇|+ σ|∇|3, and define
ℓ(x, ζ) := Lij(x)ζiζj − Λ2h, Lij := σ√
1 + |∇h|2
(
δij − ∂ih∂jh
1 + |∇h|2
)
, (3.9)
to be the mean curvature operator coming from the surface tension.
With the notation of Lemma 3.1 we can rewrite the system (1.4) as

∂th = Tλω − div(TV h) +G2 + ε3HN0+1,
∂tω = −gh− Tℓh− TV∇ω +Ω2 + ε3HN0+1,
(3.10)
where
Ω2 :=
1
2
H(|∇|ω, |∇|ω)− 1
2
H(∇ω,∇ω) ∈ ε2HN0+2. (3.11)
3.2. The improved good variable. We show now that the system (3.10) can be symmetrized
by introducing an improved version of Alinhac’s “good unknown”, which reveals a key structure
in the system, related to smoothing of resonant interactions. This is done in Proposition 3.3
below, whose proof follows the ideas in [26]. However, here we uncover additional special
structures in the equations that have not been observed before. We will comment on these
structures and their relevance, after the statement of the proposition, in Remark 3.5.
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Proposition 3.3. Assume that (h, φ) ∈ C([0, T ] : HN0+1×HN0+1/2) is a solution of the water
waves system (1.4) satisfying (3.1). With λ and ℓ as above, we define the symbol
Σ(x, ζ) :=
√
λ(x, ζ)(g + ℓ(x, ζ)), (3.12)
and the complex-valued variable
U := T√g+ℓh+ iTΣT1/√g+ℓω + iTm′ω, m
′(x, ζ) :=
i
2
( div V )(x)√
g + ℓ(x, ζ)
, (3.13)
where V and ω are defined in (3.2). Then
U =
√
g + σ|∇|2h+ i|∇|1/2ω + ε2HN0 , (3.14)
and U satisfies the equation
(∂t + iTΣ + iTV ·ζ)U = NU +QU +RU + CU , (3.15)
where
• The quadratic term NU has the special explicit structure
NU := c1TγU + c2TγU, (3.16)
for some constants c1, c2 ∈ R, where
γ(x, ζ) :=
ζiζj
|ζ|2 |∇|
−1/2∂i∂j(ℑU)(x). (3.17)
• The quadratic terms QU are of the form
QU = A++(ℑU,U) +A+−(U,U ) +A−−(U,U ) ∈ ε2HN0+1, (3.18)
with symbols aι1ι2 , that is
F [Aι1ι2(f, g)](ξ) :=
1
4π2
∑
η∈Z2
aι1ι2(ξ, η)f̂ (ξ − η)ĝ(η), (3.19)
satisfying for all ξ, η ∈ Z2, and (ι1ι2) ∈ {(++), (+−), (−−)}
|aι1ι2(ξ, η)| .
[1 + |ξ − η|]4
1 + |η| ϕ≤−5(|ξ − η|/|η|), a++(ξ, η) ∈ R. (3.20)
• The quadratic terms RU have a gain of 3/2 derivatives, i.e. they are of the form
RU = B++(U,U) +B+−(U,U) +B−−(U,U) ∈ ε2HN0+3/2, (3.21)
with symbols bι1ι2 satisfying, for all ξ, η ∈ Z2, and (ι1ι2) ∈ {(++), (+−), (−−)},
|bι1ι2(ξ, η)| .
[1 + min(|η|, |ξ − η|)]4
[1 + max(|η|, |ξ − η|)]3/2 . (3.22)
• CU is a cubic term, i.e. it satisfies for any t ∈ [0, T ]
‖CU‖HN0 . ε3. (3.23)
Notice that in Proposition 3.3 we keep the parameters g and σ due to their physical signifi-
cance. Later on we will reduce, without loss of generality, to the case σ = 1.
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Definition 3.4. We denote a finite linear combinations of terms of the form (3.18)–(3.20),
with a++(ξ, η) ∈ R by ε2HN0+1r . Similarly, we denote a finite linear combinations of terms of
the form (3.21)–(3.22) by ε2H
N0+3/2∗ .
Remark 3.5. We examine the structure of the main equation (3.15). In the left-hand side we
have the “quasilinear” part (∂t + iTΣ+ iTV ·ζ)U . Here Σ is a real-valued operator of order 3/2,
and V is the velocity vector defined in (3.2). In the right-hand side of (3.15) we have four
types of terms:
(1) An explicit quadratic term NU which involves the symbol γ. The key property, which is
a consequence of the choice of the symbol m′, is an effective gain of one derivative in
the region close to the resonant hypersurfaces. Indeed, we notice that
γ˜(ρ, ζ) = −ζiζj|ζ|2
ρiρj
|ρ|1/2 ℑ̂U(ρ) (3.24)
and remark that the presence of the angle (ζ · ρ)2 in this expression will eventually give
us the derivative gain in the resonant region (see also the related factor d and (4.5)).
(2) A quadratic term QU , whose symbols always gain one derivative, and have a special
reality property for the terms where the high frequency is on U (which is the most
relevant interaction in the energy estimates) as opposed to U . This reality property is
needed in order to take care of the “trivial resonances” in the quartic bulk terms.
(3) A “strongly semilinear” quadratic term RU , which gains 3/2 derivatives; due to this
large gain, the contribution of this term to the energy increment will be easier to treat.
(4) A semilinear cubic term CU ∈ ε3HN0, whose contribution is straightforward to estimate.
Let us make one more remark about the term NU .
Remark 3.6. The structure of NU is natural for the equation (3.15). Indeed, in order to obtain
high-order energy estimates on U we will apply the operator TΣ multiple times to the equation,
and derive an equation for W = (TΣ)
nU , see (3.48) and Proposition 3.8. Then, terms of the
form TγW will appear when commuting TΣ and TV ·ζ.
For easy reference we collect below some bounds for the various functions and symbols that
appear in Proposition 3.3.
Lemma 3.7. (i) We have
λp = |ζ|p
(
1 +
pλ
(0)
1 (x, ζ)
|ζ| + ε
2M0N0−4
)
,
(g + ℓ)p = (g + σ|ζ|2)p
(
1− pΛ
2h
g + σ|ζ|2 + ε
2M0N0−4
)
,
Σ = Λ(ζ)
(
1 +
Σ1(x, ζ)
Λ(ζ)
+ ε2M0N0−4
)
,
(3.25)
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for p ∈ [−2, 2], where Λ(ζ) =
√
|ζ|(g + σ|ζ|2),
λ
(0)
1 (x, ζ) :=
|ζ|2∆h− ζjζk∂j∂kh
2|ζ|2 ∈ εM
0
N0−4,
Σ1 :=
{1
4
Λ(ζ)
|ζ|
[
∆h− ζiζj|ζ|2 ∂i∂jh
]
− 1
2
|ζ|
Λ(ζ)
Λ2h
}
∈ εM1/2N0−4.
(3.26)
(ii) We have
V, G(h)φ, B ∈ εHN0−1/2, m′ ∈ εM−1N0−4, |∇|1/2φ, |∇|1/2ω ∈ εHN0 ,
φ− ω ∈ ε2HN0+1, G(h)φ − |∇|ω ∈ ε2HN0−1/2.
(3.27)
Moreover, we have
ℜ(U) =
√
g + σ|∇|2h+ ε2HN0 , ℑ(U) = |∇|1/2ω + ε2HN0 , (3.28)
and
V = V1 + ε
2HN0−1/2, V1 := |∇|−1/2∇ℑ(U),
m′ = m′1 + ε
2M−1N0−4, m′1(x, ζ) :=
i
2
|∇|3/2ℑ(U)√
g + σ|ζ|2 .
(3.29)
(iii) We have
∂t
√
g + ℓ = (g + σ|ζ|2)−1/2[∆(g − σ∆)ω/2] + ε2M1N0−6 ∈ εM−1N0−6 + ε2M1N0−6,
∂t
√
λ =
1
2
√|ζ|∂tλ(0)1 + ε2M1/2N0−6 ∈ εM−1/2N0−6 + ε2M1/2N0−6,
∂tΣ = ∂tΣ1 + ε
2M3/2N0−6 ∈ εM
1/2
N0−6 + ε
2M3/2N0−6.
(3.30)
Proof. The bounds in (i) follow directly from definitions, the basic bounds (2.34), and the
bootstrap assumption h ∈ εHN0+1. The bounds in (ii) follow using also Lemma 3.1. The
bounds in (iii) follow using also the identity ∂th = G(h)φ = |∇|ω + ε2HN0−1/2 in (1.4). 
Proof of Proposition 3.3. We subdivide the proof in a few steps.
Step 1: the symmetrizing variables (H,Ψ) and symbols rules. To diagonalize the principal
part of the system (3.10) we define the variables
H := T√g+ℓh, Ψ := TΣT1/√g+ℓω + Tm′ω, (3.31)
where m′ is the symbol in (3.13), so that the new variable is U = H + iΨ. In view of Lemma
3.7 we have the following relations between the variables
H = ℜ(U) + ε2HN0 ,
√
g − σ∆h = ℜ(U) + ε2HN0 ,
Ψ = ℑ(U) + ε2HN0 , |∇|1/2ω = ℑ(U) + ε2HN0 .
(3.32)
As a consequence, if s = s(ξ, η) is a symbol satisfying (3.22) and we denote by S the
associated bilinear multiplier, then
S[T1, T2] ∈ ε2HN0+3/2∗ + ε3HN0 for any T1, T2 ∈ {U,U,H,Ψ, (g − σ∆)1/2h, |∇|1/2ω}. (3.33)
compare the definition 3.4.
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If r = r(ξ, η) is a real-valued symbol satisfying the estimate in (3.20) and we denote by R
the associated bilinear multiplier, then
R[Z1, Z2] ∈ ε2HN0+1r + ε3HN0 for any Z1 ∈ {ℑU, |∇|1/2ω,Ψ}
and Z2 ∈ {U, H, iΨ, (g − σ∆)1/2h, i|∇|1/2ω}.
(3.34)
If q = q(ξ, η) is a (general) symbol satisfying the estimate in (3.20) and we denote by Q the
associated bilinear multiplier, then
Q[Z1, U ] ∈ ε2HN0+1r + ε3HN0 for any Z1 ∈ {U, U, H, Ψ, (g − σ∆)1/2h, |∇|1/2ω}, (3.35)
compare the Definition 3.4.
Step 2: The evolution equation for H. We first show that
∂tH − TΣΨ+ iTV ·ζH = −TγH − 1
2
T√g+ℓdivV h− Tm′Σω + ε2HN0+1r + ε2HN0+3/2∗ + ε3HN0 .
(3.36)
Indeed, using the first equation in (3.10) and the definition (3.31) we can arrange the terms in
(3.36) as follows:
∂tH−TΣΨ+ iTV ·ζH + TγH + 1
2
T√g+ℓ div V h+ Tm′Σω
= (T√g+ℓTλ − TΣTΣT1/√g+ℓ)ω − (TΣTm′ − Tm′Σ)ω
+ i(TV ·ζT√g+ℓh− T√g+ℓTV ·ζh− iTγT√g+ℓh)
− 1
2
(T√g+ℓT divV − T√g+ℓ divV )h+ T∂t√g+ℓh+ T√g+ℓG2 + T√g+ℓε3HN0+1.
(3.37)
We now look at each of the the terms in the right-hand side of the equality above.
For the first term we use Lemma 2.5 to write(
T√g+ℓTλ − TΣTΣT1/√g+ℓ
)
ω
=
(
Tλ
√
g+ℓ +
i
2
T{√g+ℓ,λ} −
(
TΣ2/
√
g+ℓ +
i
2
T{Σ2,1/√g+ℓ}
))
ω (3.38)
+ [E(
√
g + ℓ, λ)− E(Σ,Σ)T1/√g+ℓ − E(Σ2, 1/
√
g + ℓ)]ω. (3.39)
Since
λ
√
g + ℓ = Σ2/
√
g + ℓ and {
√
g + ℓ, λ} = {Σ2, 1/
√
g + ℓ} on T2 × (R2 \B(1/2)),
the expression in (3.38) vanishes. Using the expansions in (3.25) and (2.37) in Lemma 2.5, we
see that the expression in (3.39) can be rewritten as[
E(
√
g + σ|ζ|2, λ(0)1 ) + E(−
Λ2h
2
√
g + σ|ζ|2 , |ζ|)
]
ω − [E(Λ,Σ1) + E(Σ1,Λ)](g − σ∆)−1/2ω
−
[
E(Λ2,
Λ2h
2(g + σ|ζ|2)3/2 ) + 2E(ΛΣ1,
1√
g + σ|ζ|2 )
]
ω + ε3HN0 .
(3.40)
It follows from (2.37) that all the quadratic terms in (3.40) are in ε2HN0+3/2. To show that
they are in fact in ε2H
N0+3/2∗ +ε3HN0 we need to express them in terms of U and U . For this we
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use the identities (2.40)–(2.41). Using also (3.33) (with T1 = (g − σ∆)1/2h and T2 = |∇|1/2ω)
it is easy to see that all the terms in (3.40) are acceptable ε2H
N0+3/2∗ + ε3HN0 terms.
With m′1 is as in (3.29), we write
(TΣTm′ − Tm′Σ)ω = i
2
T{Σ,m′}ω + E(Σ,m′)ω =
i
2
T{Λ(ζ),m′1}ω + E(Λ(ζ),m
′
1)ω + ε
3HN0 .
Using the formula (2.40) for E(a, b), we see that the term E(Λ(ζ),m′1)ω is an acceptable
ε2H
N0+3/2∗ + ε3HN0 term. Using (3.32), Lemma 2.5, and the formula (3.29) for m′1, we write
i
2
T{Λ(ζ),m′1}ω =
i
2
T∇Λ(ζ)·∇m′1 |∇|−1/2ℑU + ε3HN0 = P [ℑU,U − U ] + ε3HN0 , (3.41)
for a real-valued symbol p satisfying the bound (3.18). According to (3.34) and (3.35) this is
an acceptable term.
Next we look at the second line in the right-hand side of (3.37), and write
i
(
TV ·ζT√g+ℓh− T√g+ℓTV ·ζh− iTγT√g+ℓh
)
= −(T{V ·ζ,√g+ℓ} − Tγ√g+ℓ)h
+ iE(V · ζ,
√
g + ℓ)h− iE(
√
g + ℓ, V · ζ)h+ i
2
T{γ,√g+ℓ}h+ E(γ,
√
g + ℓ)h.
(3.42)
Using (3.25) and (3.29) we calculate, see also the definition (3.17) of γ,
{V · ζ,
√
g + ℓ} = ζj∂j∂kV (x) · σζk√
g + σ|ζ|2 + ε
2M1N0−4 =
σζjζk · ∂j∂k|∇|−1/2ℑ(U)(x)√
g + σ|ζ|2 + ε
2M1N0−4.
It follows that
{V · ζ,
√
g + ℓ} − γ
√
g + ℓ = − g γ(x, ζ)√
g + σ|ζ|2 + ε
2M1N0−4,
and therefore, also in view of (3.32), (T{V ·ζ,√g+ℓ} − Tγ√g+ℓ)h ∈ ε2HN0+3/2∗ + ε3HN0 .
To verify that the terms in the second line of (3.42) are also acceptable contributions, we
first write them in the form
E(iV1 · ζ,
√
g + σ|ζ|2)h− E(
√
g + σ|ζ|2, iV1 · ζ)h+ i
2
T{γ,
√
g+σ|ζ|2}h
+E(γ,
√
g + σ|ζ|2)h+ ε3HN0 .
Using the formula for V1 in (3.29), the formulas (2.40)–(2.41) and (3.34), we see that
E(iV1 · ζ,
√
g + σ|ζ|2)h, E(
√
g + σ|ζ|2, iV1 · ζ)h ∈ ε2HN0+1r + ε3HN0 .
Similarly, from the formula (3.17) we have iT{γ,
√
g+σ|ζ|2}h ∈ ε2HN0+1r + ε3HN0 . Using (2.40),
(3.17), (3.32), we see that, according to (3.33),
E(γ,
√
g + σ|ζ|2)h ∈ ε2HN0+3/2∗ + ε3HN0 .
Therefore all the terms in the second line of (3.42) give acceptable contributions.
For the first two terms in the last line in (3.37), we use Lemmas 3.7 and 2.5 to obtain(
T√g+ℓT div V − T div V ·√g+ℓ
)
h =
( i
2
T{
√
g+σ|ζ|2,div V1} +E(
√
g + σ|ζ|2, div V1)
)
h+ ε3HN0 .
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Then, the formulas (3.29) and (3.34) give that iT{
√
g+σ|ζ|2,div V1}h ∈ ε
2HN0+1r + ε
3HN0 . More-
over, from (2.40) we can see that E(
√
g + σ|ζ|2, div V1)h ∈ ε2HN0+3/2∗ .
The remaining terms in (3.37) are (see (3.30))
T∂t
√
g+ℓh = T 1
2
∆(g−σ∆)ω√
g+σ|ζ|2
h+ ε3HN0 ,
T√g+ℓG2 = T√g+σ|ζ|2G2 + ε3HN0 ,
T√g+ℓε
3HN0+1 = ε3HN0 .
According to (3.34)-(3.35) the first expression belongs to ε2HN0+1r + ε
3HN0 . Using the proper-
ties of G2 in (3.6)-(3.7), the term in the second line above is in ε
2H
N0+3/2∗ + ε3HN0 . We have
therefore obtained the desired identity (3.36).
Step 3: The evolution equation for Ψ. We now show that the following equation holds:
∂tΨ+ TΣH + iTV ·ζΨ = −1
2
TγΨ− Tm′(g+ℓ)h+
1
2
T√λ divV ω
+ ε2iHN0+1r + ε
2H
N0+3/2∗ + ε3HN0 .
(3.43)
Note the extra factor of i in front ofHN0+1r , consistent with our main variable being U = H+iΨ.
Using the definition of Ψ in (3.31), the second equation in (3.10), and the identity TV∇ω =
iTV ·ζω − (1/2)T div V ω, we compute
∂tΨ+ TΣH+iTV ·ζΨ+
1
2
TγΨ+ Tm′(g+ℓ)h−
1
2
T√λ div V ω
= (TΣT√g+ℓ − TΣT1/√g+ℓTg+ℓ)h+ (Tm′(g+ℓ) − Tm′Tg+ℓ)h
+ i
(
TV ·ζΨ− i
2
TγΨ− (TΣT1/√g+ℓ + Tm′)TV ·ζω
)
+
1
2
(TΣT1/
√
g+ℓT div V − T√λ div V )ω +
1
2
Tm′T divV ω
+ [∂t, TΣT1/
√
g+ℓ + Tm′ ]ω + (TΣT1/
√
g+ℓ + Tm′)(Ω2 + ε
3HN0+1).
(3.44)
Again, we proceed to verify that all the terms in the right-hand side are acceptable remainders.
For the terms in the first line, using Lemma 2.5 and the expansions in (3.25), we have(
TΣT√g+ℓ − TΣT1/√g+ℓTg+ℓ
)
h = −TΣE(1/
√
g + ℓ, g + ℓ)h
= −Tϕ>−4(ζ)Λ(ζ)
[
E(
Λ2h
2(g + σ|ζ|2)3/2 , g + σ|ζ|
2)− E(1/
√
g + σ|ζ|2,Λ2h)]h+ ε3HN0 .
Using also (2.40)–(2.41), this gives acceptable contributions in ε2H
N0+3/2∗ +ε3HN0 . In addition,
using Lemma 3.7, we have
(Tm′Tg+ℓ − Tm′(g+ℓ))h =
i
2
T{m′,g+ℓ}h+ E(m′, g + ℓ)h
= iσTζ·∇xm′1h+ E(m
′
1, g + σ|ζ|2)h+ ε3HN0 .
From the formula for m′1 in (3.29), and in view of (3.34)-(3.35) we see that
Tζ·∇xm′1h ∈ ε2HN0+1r + ε3HN0 ,
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as desired. Moreover, from (2.41), (3.32), and (3.33) we have that E(m′1, g+ σ|ζ|2)h is also an
acceptable contribution in ε2H
N0+3/2∗ + ε3HN0 .
For the terms in the second line of the right-hand side of (3.44) we use Lemma 3.7 to write
i
(
TV ·ζΨ− i
2
TγΨ− (TΣT1/√g+ℓ + Tm′)TV ·ζω
)
= i
(
TV ·ζTΣT1/√g+ℓ − TΣT1/√g+ℓTV ·ζ
)
ω +
1
2
TγTΣT1/
√
g+ℓω + ε
3HN0
= i
(
TV1·ζT|ζ|1/2 − T|ζ|1/2TV1·ζ
)
ω +
1
2
TγT|ζ|1/2ω + ε
3HN0 .
Using Lemma 2.5 this equals
−T{V1·ζ,|ζ|1/2}ω +
1
2
Tγ|ζ|1/2ω + iE(V1 · ζ, |ζ|1/2)ω − iE(|ζ|1/2, V1 · ζ)ω
+
i
4
T{γ,|ζ|1/2}ω +
1
2
E(γ, |ζ|1/2)ω + ε3HN0 .
(3.45)
Using the definitions (3.29) and (3.17), we notice that for p ∈ [0, 1]
{V1 · ζ, |ζ|p} = γ · p|ζ|p on T2 × (R2 \B(1/2)), (3.46)
and therefore the first two terms in (3.45) cancel out. Using (2.40)–(2.41), the formula for V1
in (3.29), and the rules (3.34)-(3.35), we see that
E(V1 · ζ, |ζ|1/2)ω − E(|ζ|1/2, V1 · ζ)ω ∈ ε2HN0+1r + ε3HN0 ,
which is our desired property. Using also (3.17) we see that
iT{γ,|ζ|1/2}ω =
i
2
Tζ·∇xγ |ζ|−3/2 |∇|−1/2ℑU + ε3HN0 ∈ ε2HN0+1r + ε3HN0 .
For the last term in (3.45), we use (2.41) to see that E(γ, |ζ|1/2)ω ∈ ε2HN0+3/2∗ + ε3HN0 . Thus
all the terms in the second line of the right-hand side of (3.44) are acceptable contributions.
Using Lemma 2.5 and the definitions, we see that the terms the third line in the right-hand
side of (3.44) are acceptable cubic term in ε3HN0 .
For the terms in the last line in (3.44), we observe that
[∂t, TΣT1/
√
g+ℓ + Tm′ ]ω = T∂tΣT1/
√
g+ℓω + TΣT∂t(1/
√
g+ℓ)ω + T∂tm′ω
= T∂tΣ1T(g+σ|ζ|2)−1/2ω − ΛT ∆(g−σ∆)ω
2(g+σ|ζ|2)3/2
ω + iT ∂t(divV )
2(g+σ|ζ|2)1/2
ω + ε3HN0 , (3.47)
where we used (3.25) and (3.30). Using Lemma 2.5, the formula for Σ1 in (3.26), ∂th =
|∇|ω + ε2HN0−1/2 (see Lemma 3.2 and Proposition 3.1), and (2.41) we have
T∂tΣ1T(g+σ|ζ|2)−1/2ω = T∂tΣ1 (g+σ|ζ|2)−1/2ω + ε
2H
N0+3/2∗ + ε3HN0
∈ iε2HN0+1r + ε2HN0+3/2∗ + ε3HN0 .
The remaining terms in (3.47) are easily seen to be in ε2H
N0+3/2∗ + ε3HN0 , since ∂tV =
−∇(g + σ|∇|2)h+ ε2HN0−2 (see Lemma 3.2 and Proposition 3.1).
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Finally, using the property (3.11) in Lemma 3.2, and the usual (3.32) and (3.33), we have
(TΣT1/
√
g+ℓ + Tm′)(Ω2) = ε
2H
N0+3/2∗ + ε3HN0 ,
(TΣT1/
√
g+ℓ + Tm′)(ε
3HN0+1) = ε3HN0 .
Therefore, all the terms in the right-hand side of (3.44) are acceptable, and (3.43) is verified.
Step 4. From the definition of U = H + iΨ, see (3.13) and (3.31), combining the equations
(3.36) and (3.43), and using (3.32), we see that
∂tU + iTΣU + iTV ·ζU = QU +NU + ε2HN0+1r + ε2HN0+3/2∗ + ε3HN0 ,
QU := (−1
2
T√g+ℓ div V − iTm′(g+ℓ))h+ (−Tm′Σ +
i
2
T√λ divV )ω ≡ 0,
NU := −TγH − i
2
TγΨ = −1
4
Tγ(3U + U) + ε
3HN0 ,
where QU vanishes in view of our choice of m
′, see (3.13). Thus NU has the structure claimed
in the statement, according to Definition (3.4). 
3.3. Higher order derivatives. To derive high order energy estimates for U , and hence for h
and |∇|1/2φ, we need to apply derivatives to the equation (3.15). We will consider differentiated
variables of the form
Wn := (TΣ)
nU ∈ εHN0−3n/2, n ∈ [0, 2N0/3], (3.48)
for U as in (3.13) and Σ as in (3.12). We have the following consequence of Proposition 3.3:
Proposition 3.8. (i) Recalling the assumptions (3.1), for any t ∈ [0, T ] we have[‖〈∇〉h(t)‖HN0 + ‖ |∇|1/2φ(t)‖HN0 ] ≈ ∑
n∈[0,2N0/3]
‖Wn(t)‖L2 . (3.49)
(ii) With γ as in (3.17) and n ∈ [0, 2N0/3], we have
∂tWn + iTΣWn + iTV ·ζWn = Tγ(anWn + bnWn) +AWn + BWn + CWn , (3.50)
for some numbers an, bn ∈ R and γ as in (3.17), where:
• The quadratic terms AWn have the form
AWn = An++(ℑU,U) +An+−(U,U) +An−−(U,U ), (3.51)
where the the symbols anι1ι2 of the bilinear operators A
n
ι1ι2 satisfy, for all ξ, η ∈ Z2 and
(ι1ι2) ∈ {(++), (+−), (−−)}, the bounds
|anι1ι2(ξ, η)| . 〈η〉3n/2−1〈ξ − η〉4ϕ≤−5(|ξ − η|/|η|), (3.52)
and the additional “reality condition” an++(ξ, η) ∈ R.
• The quadratic terms BWn have the form
BWn =
∑
ι1ι2∈{+,−}
Snι1ι2 [Uι1 , Uι2 ], (3.53)
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where U+ := U , U− := U , and the symbols snι1ι2 of the bilinear operators S
n
ι1ι2 satisfy
|snι1,ι2(ξ, η)| . max(〈η〉, 〈ξ − η〉)(3n/2−3/2)min(〈η〉, 〈ξ − η〉)4. (3.54)
In other words, these terms gain 3/2 derivatives over the regularity of Wn.
• The cubic terms CWn satisfy the bounds
‖CWn‖HN0−3n/2 . ε3. (3.55)
This proposition is the analogue of Proposition 3.3 at a higher level of derivatives. The
quadratic terms AWn in (3.50) have the same structure as the quadratic terms QU in (3.18) and,
in particular, they gain 1 derivative over the regularity of Wn, and satisfy the reality condition
an++ ∈ R. The quadratic terms BWn in (3.53) have the same structure as the quadratic terms
RU in (3.21), and gain 3/2 derivatives over the regularity of Wn.
Proof of Proposition 3.8. Recall that, see (3.25),
Σ− Λ ∈ εM3/2N0−4 Σ− Λ− Σ1 ∈ ε2M
3/2
N0−4. (3.56)
It follows from Lemma 2.5 that, for any n ∈ [0, 2N0/3],
T nΣU ∈ εHN0−3n/2, T nΣU − ΛnU =
n−1∑
l=0
Λn−1−l(TΣ−Λ)T lΣU,
‖Wn(t)− ΛnU(t)‖L2 . ε‖U(t)‖H3n/2 for any t ∈ [0, T ].
(3.57)
In particular ∑
n∈[0,2N0/3]
‖Wn(t)‖L2 ≈ ‖U(t)‖HN0 for any t ∈ [0, T ],
The bounds in (3.49) follow using also the definition of U in (3.13) and the identity ĥ(0, t) = 0.
For (ii) we use induction over n. The case n = 0 follows from Proposition 3.3. Assuming
that the conclusion holds for some n ≤ 2N0/3− 1 and applying TΣ, we find that
(∂t + iTΣ + iTV ·ζ)Wn+1 = Tγ(anWn+1 + bnWn+1) + [∂t, TΣ]Wn + i[TV ·ζ , TΣ]Wn
+ [TΣ, Tγ ](anWn + bnWn) + TΣAWn + TΣBWn + TΣCWn .
Let us examine the terms in the right-hand side above. Using (3.56)–(3.57) and (3.30) we have
[∂t, TΣ]Wn = T∂tΣ1Λ
nU + ε3HN0−3(n+1)/2,
From the definition of Σ1 in (3.26), ∂th = |∇|ω + ε2HN0−1/2, the relations (3.32), one can
directly verify that T∂tΣ1Λ
nU is a term of the form An++[ℑU,U ], for a real symbol an++ as in
(3.51)–(3.52).
Using also (3.29) and (3.46) we have,
i[TV ·ζ , TΣ]Wn = i[TV1·ζ , TΛ]Wn + ε
3HN0−3(n+1)/2
= −3
2
TγWn+1 +N ′(ℑU,ΛnU) + ε3HN0−3(n+1)/2,
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where N ′(ℑU,ΛnU) is an acceptable quadratic term as in (3.51)–(3.52). Moreover
[TΣ, Tγ ](anWn + bnWn) = [TΛ, Tγ ](anΛ
nU + bnΛ
nU) + ε3HN0−3(n+1)/2
= −iT∇ζΛ·∇xγ(anΛnU + bnΛnU) + E(Λ, γ)(anΛnU + bnΛnU)
− E(γ,Λ)(anΛnU + bnΛnU) + ε3HN0−3(n+1)/2.
(3.58)
Recalling the definition of γ in (3.17), we see that the first term in the right-hand side of (3.58)
is of the desired form (3.51)–(3.52), with n replaced by n+1. Moreover, from (2.40)–(2.41) we
see that the other quadratic terms in the right-hand (3.58) are also acceptable contributions of
the form (3.53)–(3.54).
Using again (3.56)–(3.57) we see that
TΣAWn = ΛAWn + ε3HN0−3(n+1)/2, TΣBWn = ΛBWn + ε3HN0−3(n+1)/2.
Since we also have ε3TΣH
N0−3n/2 ∈ ε3HN0−3(n+1)/2, the induction step is completed. 
4. Energy estimates I: setup and control of large modulations
We turn now to the proof of the main bootstrap Proposition 2.7, which will be performed
in this and the next section. Set
σ = 1 and ε := Kgε.
The implied constants in inequalities such as A . B are allowed to depend on g in this section,
and may deteriorate as g → 0, or g → ∞, or, more subtly, as g is close to the set N (see the
constants cy in (2.14) and b
′
y in (2.25)). The constant Kg is assumed to be taken large relative
to these implied constants, and then ε is taken small relative to K−1g .
4.1. Energy identities. The hypothesis (3.1) holds, due to the bootstrap assumption in
Proposition 2.7 and the identities ∂th = G(h)φ and (3.3). We define the energy functional
EN0(t) :=
1
2
∑
n∈[0,2N0/3]
‖Wn(t)‖2L2 , (4.1)
where the functions Wn are defined in (3.48) and satisfy the equation (3.50). We start with a
lemma describing the evolution of EN0 :
Lemma 4.1. For any t ∈ [0, T ] we have
‖〈∇〉h(t)‖2HN0 + ‖ |∇|1/2φ(t)‖
2
HN0 ≈ EN0(t). (4.2)
Moreover
d
dt
EN0(t) = B0(t) + B1(t) + B2(t) + BE(t) (4.3)
where:
• The bulk term B0 has the form
B0 := ℜ
∑
ι∈{+,−}
∑
ξ,η∈Z2
cιµ0(ξ, η)ℑ̂U (ξ − η)Ŵ 0ι (η)Ŵ 0(−ξ) (4.4)
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where W 0 := T
2N0/3
Σ U , W
0
+ =W
0, W 0− =W 0, c+ ∈ R, c− ∈ C, and
µ0(ξ, η) = |ξ − η|3/2d(ξ, η), d(ξ, η) := χ
( |ξ − η|
|ξ + η|
)( ξ − η
|ξ − η| ·
ξ + η
|ξ + η|
)2
. (4.5)
• The bulk term B1 can be written as
B1 = B+1 + B−1 , B+1 := ℜ
∑
ξ,η∈Z2
µ+1 (ξ, η)ℑ̂U (ξ − η)Ŵ 0(η)Ŵ 0(−ξ),
B−1 := ℜ
∑
ι∈{+,−}
∑
ξ,η∈Z2
µ−1 (ξ, η)Ûι(ξ − η)Ŵ 0(η)Ŵ 0(−ξ),
(4.6)
where the symbols µ+1 and µ
−
1 = µ
−
1;Uι
satisfy
|µ±1 (ξ, η)| . (〈ξ〉+ 〈η〉)−1〈ξ − η〉6ϕ≤−6(|ξ − η|/|η|), µ+1 ∈ R. (4.7)
• The bulk term B2 is a finite linear combination of the form
B2 :=
∑
W ′,W ′′∈W
∑
ι∈{+,−}
∑
ξ,η∈Z2
µ2(ξ, η)Ûι(ξ − η)Ŵ ′′(η)Ŵ ′(−ξ) (4.8)
where U and Σ are defined as in Proposition 3.3, and W := {TmΣ U± : m ≤ 2N0/3} and
the symbols µ2 = µ2;(Uι,W ′,W ′′) satisfy
|µ2(ξ, η)| . (〈ξ〉 + 〈η〉)−3/2〈ξ − η〉6. (4.9)
• BE are cubic remainder terms satisfying
|BE(t)| . ε4 for any t ∈ [0, T ]. (4.10)
Notice that the energy estimates we prove in Lemma 4.1 are stronger than standard energy
estimates, since the cubic terms B0,B1 and B2 are better than generic cubic terms, due to the
special form of the multipliers µ0, µ
±
1 , µ2. Also notice that the sum in (4.4) corresponding to
ι = + is already real valued. The decomposition of the different bulk terms above is dictated
by the different ways in which we will handle them.
Proof of Lemma 4.1. The bounds (4.2) follow from (3.49). To prove the remaining claims we
start from (3.50). The symbols Σ and V · ζ are real-valued. Therefore we have
d
dt
1
2
‖Wn‖2L2 = ℜ〈Tγ(anWn+ bnWn),Wn〉+ℜ〈AWn ,Wn〉+ℜ〈BWn ,Wn〉+ℜ〈CWn ,Wn〉, (4.11)
since, as a consequence of Lemma 2.5 (iv),
ℜ〈iTΣWn + iTV ·ζWn,Wn〉 = 0.
Clearly, |〈CWn ,Wn〉| . ε4, so the last term can be placed in BE.
Recall, see (3.57) that ΛnU−Wn ∈ ε2L2. Then, using (3.24) and the definitions, 〈Tγ(cnWn+
dnWn),Wn〉 can be written in the Fourier space as the term B0 in (4.4)–(4.5) when n = 2N0/3.
When 0 ≤ n ≤ 2N0/3 − 1, these terms can be absorbed into (4.8)–(4.9), up to acceptable
remainders of the form BE.
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Next, we look at the terms 〈AWn ,Wn〉. When n = 2N0/3 we use the expressions in (3.51)–
(3.52) and write
µ+1 (ξ, η) :=
an++(ξ, η)
1 + Λ(η)n
∈ R, µ−1,ι(ξ, η) :=
anι−(ξ, η)
1 + Λ(η)n
,
to deduce the form (4.6)–(4.7) up to acceptable terms of the form B2 and BE . The terms with
n ≤ 2N0/3− 1 are also absorbed into B2.
Similarly, 〈BWn ,Wn〉 can be written in the Fourier space as part of the term B2 in (4.8)–(4.9)
plus acceptable errors. Indeed, given a symbol s as in (3.54), one can write
s(ξ, η) = µ2(ξ, η) · [(1 + Λ(ξ − η)n) + (1 + Λ(η)n)], µ2(ξ, η) := s(ξ, η)
2 + Λ(ξ − η)n +Λ(η)n .
The symbol µ2 satisfies the required estimate in (4.9). The factors 1+Λ(ξ−η)n and 1+Λ(η)n can
be combined with the functions Ûι1(ξ−η) and Ûι2(η) respectively. Recalling that ΛnU −Wn ∈
ε2L2, see (3.57), the desired representation (4.8) follows, up to acceptable errors that can be
incorporated into BE. 
4.2. Setup and strategy. The identity (4.3) shows that the energy increment can be con-
trolled by estimating the space-time contribution the bulk terms B0,B1,B2 and BE. In view of
Lemma 4.1, for (2.48) it suffices to prove that, for any t ∈ [0, T ]∣∣∣ ∫ t
0
B0(s) ds
∣∣∣+ ∣∣∣ ∫ t
0
B1(s) ds
∣∣∣+ ∣∣∣ ∫ t
0
B2(s) ds
∣∣∣+ ∣∣∣ ∫ t
0
BE(s) ds
∣∣∣ . ε2K−1g .
The contribution of BE is easy to bound, using the estimates (2.45) and |BE(s)| . ε4.
To bound the remaining contributions, it suffices to prove the following:
Proposition 4.2. For any t ∈ [0, T ] and ι1, ι2 ∈ {+,−} we have∣∣∣ℜ ∫ t
0
∑
ξ,η∈Z2
µ0(ξ, η)îUι1(ξ − η, s)Ŵ 0ι2(η, s)Ŵ 0(−ξ, s) ds
∣∣∣ . ε2K−1g , (4.12)
where µ0 as in (4.5). Moreover, for µ
±
1 as in (4.7) we have∣∣∣ℜ ∫ t
0
∑
ξ,η∈Z2
µ+1 (ξ, η)îUι1(ξ − η, s)Ŵ 0(η, s)Ŵ 0(−ξ, s) ds
∣∣∣ . ε2K−1g , (4.13)
∣∣∣ ∫ t
0
∑
ξ,η∈Z2
µ−1 (ξ, η)Ûι1(ξ − η, s)Ŵ 0−(η, s)Ŵ 0(−ξ, s) ds
∣∣∣ . ε2K−1g . (4.14)
Finally, for µ2 as in (4.9) and any W
′
+ ∈ W+, Wι2 ∈ Wι2 we have∣∣∣ ∫ t
0
∑
ξ,η∈Z2
µ2(ξ, η)Ûι1(ξ − η, s)Ŵι2(η, s)Ŵ ′+(−ξ, s) ds
∣∣∣ . ε2K−1g , (4.15)
where
Wι := {TmΣ Uι : m ∈ [0, 2N0/3]}, ι ∈ {+,−}. (4.16)
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To prove (4.12)–(4.15) we often need to integrate by parts in time (the method of normal
forms). Notice that, at the linear level, the solutions U andW satisfy the equations (∂t+iΛ)U =
0 and (∂t + iΛ)W = 0, where Λ = Λg =
√
g|∇|+ |∇|3. Thus, at the linear level, the solutions
are of the form U(t) ≈ e−itΛU(0) and W (t) ≈ e−itΛW (0) and the natural time oscillation of
cubic expressions like those in (4.12)–(4.15) is given by the modulation or phase function
Φι1ι2(ξ, η) := Λ(ξ)− ι1Λ(ξ − η)− ι2Λ(η). (4.17)
We use these phase functions to decompose the cubic expressions in (4.12)-(4.15). More
precisely, for any ι1, ι2 ∈ {+,−} and µ ∈ {µ0, µι21 , µ2} we define the trilinear operators
A>0µ;ι1ι2(F,G,H) :=
∑
ξ,η∈Z2
µ(ξ, η)F̂ (ξ − η)Ĝ(η)Ĥ(−ξ) · ϕ>0(Φι1ι2(ξ, η)),
A≤0µ;ι1ι2(F,G,H) :=
∑
ξ,η∈Z2
µ(ξ, η)F̂ (ξ − η)Ĝ(η)Ĥ(−ξ) · ϕ≤0(Φι1ι2(ξ, η)).
(4.18)
We will prove the main bounds (4.12)-(4.15) in the rest of the paper, by analyzing separately
the different contributions. In particular, in subsection 4.3 we deal with the contributions from
large modulationsA>0µ;ι1ι2 using integration by parts in time (normal forms) and symmetrization.
In section 5 we deal with the contributions of small modulations A≤0µ;ι1ι2 in two steps: first we
control the contributions of large frequencies, using the smallness of the multipliers µ0, µ
±
1 , µ2,
and then we control the contributions of small frequencies, using iterated normal forms and
the lower bounds in Propositions 2.2 and 2.4.
We will use several times the following:
Remark 4.3. If ξ, η ∈ Z2 and 0 < |ξ − η| < 2−4|ξ + η| and ι ∈ {+,−} then( ξ − η
|ξ − η| ·
ξ + η
|ξ + η|
)2
.
(Λ(ξ)− Λ(η))2 + 〈ξ − η〉3
(1 + |ξ|+ |η|)〈ξ − η〉2 .
Φι+(ξ, η)
2 + 〈ξ − η〉3
(1 + |ξ|+ |η|)〈ξ − η〉2 . (4.19)
This provides an important correlation between the factor d in (4.10) and the phases Φι+, which
we will use at various levels in the proof.
We will also often use the following simple trilinear estimate, which follows from the Cauchy–
Schwarz inequality: if |ν(ξ, η)| . 1 for any ξ, η ∈ Z2 then∣∣∣ ∑
ξ,η∈Z2
ν(ξ, η)F̂ (ξ − η)Ĝ(η)Ĥ(−ξ)
∣∣∣ . ‖F̂‖L1‖Ĝ‖L2‖Ĥ‖L2 . ‖F‖H2‖G‖L2‖H‖L2 . (4.20)
4.3. Large modulations. In this subsection we consider the operators A>0µ;ι1ι2 , see (4.18),
which correspond to large modulations. We will prove the following:
Lemma 4.4. For any ι1, ι2 ∈ {+,−}, W ′+ ∈ W+, Wι2 ∈ Wι2 , µ ∈ {µ0, µι21 , µ2}, and t ∈ [0, T ]
we have ∣∣∣ ∫ t
0
A>0µ;ι1ι2(Uι1(s),Wι2(s),W ′+(s)) ds
∣∣∣ . ε2K−1g . (4.21)
The rest of this subsection is concerned with the proof of Lemma 4.4. Notice that the bounds
(4.21) are slightly stronger than what is needed to prove (4.12)–(4.15), in the sense that we do
not use some of the symmetries in the integrals in (4.12)–(4.14). In other words, the case of
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large modulation is more robust. There are no small divisors issues, and we can integrate by
parts in s and re-symmetrize to avoid derivative loss and prove the desired estimates.
Notice that, for any s ∈ [0, T ],
‖Uι1(s)‖HN0 . ε, (∂s + iι1Λ)Uι1(s) ∈ ε2HN0−2, (4.22)
This follows from Proposition 3.3. Moreover, the functions W ∈ W+ satisfy the bounds
‖W (s)‖L2 . ε (4.23)
and satisfy the equations (see Proposition 3.8)
(∂t + iΛ)W = −iTV ·ζW − iTΣ−ΛW + EW . (4.24)
Moreover, using Lemma 2.5 (ii) and Lemma 3.7 we see that, for all k ∈ Z and s ∈ [0, T ],
‖EW (s)‖L2 . ε2,
‖(PkTV ·ζW )(s)‖L2 . ε2k‖P[k−2,k+2]W (s)‖L2 ,
‖(PkTΣ−Λ−Σ1W )(s)‖L2 . ε223k/2‖P[k−2,k+2]W (s)‖L2 ,
‖(PkTΣ1W )(s)‖L2 . ε2k/2‖P[k−2,k+2]W (s)‖L2 .
(4.25)
To integrate by parts in s, for µ ∈ {µ0, µι21 , µ2} we define the trilinear operators ,
T >0µ;ι1ι2(F,G,H) :=
∑
ξ,η∈Z2
µ(ξ, η)F̂ (ξ − η)Ĝ(η)Ĥ(−ξ) · ϕ>0(Φι1ι2(ξ, η))
iΦι1ι2(ξ, η)
. (4.26)
For simplicity of notation, in the rest of the paper we remove the subscripts ι1ι2 in the operators
T >0µ;ι1ι2 and A>0µ;ι1ι2 , and in the phase functions Φι1ι2 . The bounds (4.21) are harder in the case
µ = µ0 because we need additional symmetrization arguments.
Proof of (4.21) when µ = µ0. Step 1. Integrating by parts in s we write∫ t
0
A>0µ0 (Uι1(s),Wι2(s),W ′+(s)) ds = −
∫ t
0
T >0µ0 ((∂s + iΛι1)Uι1(s),Wι2(s),W ′+(s)) ds
−
∫ t
0
[T >0µ0 (Uι1(s), (∂s + iΛι2)Wι2(s),W ′+(s)) + T >0µ0 (Uι1(s),Wι2(s), (∂s + iΛ)W ′+(s))] ds
+ T >0µ0 (Uι1(t),Wι2(t),W ′+(t))− T >0µ0 (Uι1(0),Wι2(0),W ′+(0)),
(4.27)
where Λ+ = Λ, Λ− := −Λ.
All the terms in (4.27) except the ones in the second line in the case ι2 = + are easy to
estimate. It follows from (4.20) that
|T >0µ0 (F,G,H)| . ‖F‖H4‖G‖L2‖H‖L2 (4.28)
for any functions F,G,H. Then, using just (4.22)–(4.23), we can bound
|T >0µ0 (Uι1(s),Wι2(s),W ′+(s))| . ε3 (4.29)
for any s ∈ [0, T ], and∣∣∣ ∫ t
0
T >0µ0 ((∂s + iΛι1)Uι1(s),Wι2(s),W ′+(s)) ds
∣∣∣ . Tεε4. (4.30)
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These bounds suffice, due to the assumption (2.45).
Similarly, if ι2 = − then Φ(ξ, η) = Λ(ξ) + Λ(η)− ι1Λ(ξ − η) and we have the bound∣∣∣ϕ>0(Φ(ξ, η))
iΦ(ξ, η)
∣∣∣ . (1 + |ξ − η|)3/2
(1 + |ξ|+ |η|)3/2 .
It follows from (4.24)–(4.25) that ‖〈∇〉−3/2(∂s + iΛ)W (s)‖L2 . ε2 for any s ∈ [0, T ] and
W ∈ W+. Therefore, as before, we can estimate the absolute value of the term in the second
line of (4.27) by Tεε
4, which suffices.
Step 2. To bound the remaining terms, which are
Y (s) := T >0µ0 (Uι1(s), (∂s + iΛ)W+(s),W ′+(s)) + T >0µ0 (Uι1(s),W+(s), (∂s + iΛ)W ′+(s)),
we need an additional symmetrization argument to avoid loss of derivative. Using (4.24), we
can write Y = Y1 + Y2 + Y3 where
Y1(s) := −i
[T >0µ0 (Uι1(s), TΣ−ΛW+(s),W ′+(s))− T >0µ0 (Uι1(s),W+(s), TΣ−ΛW ′+(s))],
Y2(s) := −i
[T >0µ0 (Uι1(s), TV ·ζW+(s),W ′+(s))− T >0µ0 (Uι1(s),W+(s), TV ·ζW ′+(s))],
Y3(s) := T >0µ0 (Uι1(s), EW+(s),W ′+(s)) + T >0µ0 (Uι1(s),W+(s), EW ′+(s)).
(4.31)
Using again (4.28), (4.22), and (4.24) it is easy to see that∫ t
0
|Y3(s)| ds . Tεε4,
which is acceptable. After these reductions, for (4.21) it suffices to prove that∣∣T >0µ0 (Uι1(s), TσW (s),W ′(s))− T >0µ0 (Uι1(s),W (s), TσW ′(s))∣∣ . ε4 (4.32)
for any s ∈ [0, T ] and σ ∈ {Σ−Λ, V ·ζ}, where, for simplicity of notation, W :=W+,W ′ =W ′+.
Using the definition (2.31) we have
T >0µ0 (Uι1 , TσW,W ′) =
1
4π2
∑
ξ,η,ρ∈Z2
µ0(ξ, η)
ϕ>0(Φ(ξ, η))
iΦ(ξ, η)
Ûι1(ξ − η)
× χ
( |η − ρ|
|η + ρ|
)
σ˜
(
η − ρ, η + ρ
2
)
Ŵ (ρ)Ŵ ′(ξ)
and
T >0µ0 (Uι1 ,W, TσW ′) =
1
4π2
∑
ξ,η,ρ∈Z2
µ0(ξ, η)
ϕ>0(Φ(ξ, η))
iΦ(ξ, η)
Ûι1(ξ − η)
× Ŵ (η)χ
( |ξ − ρ|
|ξ + ρ|
)
σ˜
(
ξ − ρ, ξ + ρ
2
)
Ŵ ′(ρ).
Since σ is real-valued we have σ˜
(
ξ − ρ, ξ+ρ2
)
= σ˜
(
− ξ + ρ, ξ+ρ2
)
. Therefore, after changes of
variables we have
T >0µ0 (Uι1 , TσW,W ′)− T >0µ0 (Uι1 ,W, TσW ′)
=
1
4π2
∑
ξ,η,ρ∈Z2
Hσ(ξ, η, ρ) Ûι1(ξ − η − ρ)Ŵ (η)Ŵ ′(ξ) (4.33)
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where
Hσ(ξ, η, ρ) := µ0(ξ, ρ+ η)
ϕ>0(Φ(ξ, ρ+ η))
iΦ(ξ, ρ+ η)
σ˜
(
ρ,
2η + ρ
2
)
χ
( |ρ|
|2η + ρ|
)
−µ0(ξ − ρ, η)ϕ>0(Φ(ξ − ρ, η))
iΦ(ξ − ρ, η) σ˜
(
ρ,
2ξ − ρ
2
)
χ
( |ρ|
|2ξ − ρ|
)
.
(4.34)
Since |Ûι1(ξ − η− ρ)| . ε〈ξ − η− ρ〉−12 (see (4.22)), and using also (4.23), for (4.32) it suffices
to prove that, for any ξ, η ∈ Z2 with |ξ − η| ≤ 2−10(1 + |ξ|+ |η|) we have∑
ρ∈Z2, |ρ|≤2−10(1+|ξ|+|η|)
|Hσ(ξ, η, ρ)|
〈ξ − η − ρ〉12 . ε〈ξ − η〉
−3. (4.35)
Step 3. To prove (4.35) we define the symbol
sσ(ξ, η, ρ; a, b) := µ0(ξ − a, ρ+ η − a)ϕ>0(Φ(ξ − a, ρ+ η − a))
iΦ(ξ − a, ρ+ η − a)
× σ˜(ρ, η + ρ
2
+ b
)
χ
( ρ
|2η + ρ+ 2b|
)
,
(4.36)
and notice that
Hσ(ξ, η, ρ) = sσ(ξ, η, ρ; 0, 0) − sσ(ξ, η, ρ; ρ, ξ − ρ− η). (4.37)
Recalling that σ ∈ εM3/2N0−4 and letting Y := 1 + |ξ|+ |η|, we bound
|sσ(ξ, η, ρ; ρ, 0) − sσ(ξ, η, ρ; ρ, ξ − ρ− η)|
. µ0(ξ − ρ, η)ϕ>0(Φ(ξ − ρ, η))|Φ(ξ − ρ, η)| · ε〈ρ〉
−12〈ξ − η − ρ〉Y 1/2.
Using also (4.19) and noticing that |Φ(ξ − ρ, η)| . 〈ξ − η − ρ〉Y 1/2, we have
|sσ(ξ, η, ρ; ρ, 0) − sσ(ξ, η, ρ; ρ, ξ − ρ− η)| . ε〈ξ − η − ρ〉4〈ρ〉−12, (4.38)
for any ξ, η, ρ ∈ Z2 with |ξ − η|+ |ρ| ≤ 2−8(1 + |ξ|+ |η|).
To bound |sσ(ξ, η, ρ; 0, 0) − sσ(ξ, η, ρ; ρ, 0)| we estimate first
|sσ(ξ, η, ρ; 0, 0) − sσ(ξ, η, ρ; ρ, 0)|
. ε〈ρ〉−18Y 3/2
∣∣∣µ0(ξ, ρ+ η)ϕ>0(Φ(ξ, ρ+ η))
Φ(ξ, ρ+ η)
− µ0(ξ − ρ, η)ϕ>0(Φ(ξ − ρ, η))
Φ(ξ − ρ, η)
∣∣∣. (4.39)
For α ∈ [0, 1] let
G(α) := µ0(ξ − ρ+ αρ, η + αρ)ϕ>0(Φ(ξ − ρ+ αρ, η + αρ))
Φ(ξ − ρ+ αρ, η + αρ)
= c|ξ − η − ρ|3/2χ
( |ξ − η − ρ|
|ξ + η − ρ+ 2αρ|
)( ξ − η − ρ
|ξ − η − ρ| ·
ξ + η − ρ+ 2αρ
|ξ + η − ρ+ 2αρ|
)2 · ϕ>0(P (α))
P (α)
(4.40)
where P (α) = Pξ,η,ρ(α) := Λ(ξ − ρ+αρ)−Λ(η+αρ)− ι1Λ(ξ− η− ρ), and the identity follows
from definitions. Notice that, if |ξ − η|+ |ρ| ≤ 2−8(1 + |ξ|+ |η|) and ξ − η − ρ 6= 0 then
|∂αP (α)| . 〈ρ〉〈ξ − η − ρ〉(1 + |ξ|+ |η|)−1/2,
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∣∣∣ ξ − η − ρ|ξ − η − ρ| · ξ + η − ρ+ 2αρ|ξ + η − ρ+ 2αρ|
∣∣∣ . P (α) + 〈ξ − η − ρ〉3/2〈ξ − η − ρ〉(1 + |ξ|+ |η|)1/2 ,
for all α ∈ [0, 1] (see also (4.19)). Therefore we can take the α derivative in (4.40) and estimate
|∂αG(α)| . 〈ρ〉2〈ξ − η − ρ〉4(1 + |ξ|+ |η|)−3/2,
for all α ∈ [0, 1]. Using (4.39), we have
|sσ(ξ, η, ρ; 0, 0) − sσ(ξ, η, ρ; ρ, 0)| . ε〈ξ − η − ρ〉4〈ρ〉−12.
Thus |Hσ(ξ, η, ρ)| . ε〈ξ − η − ρ〉4〈ρ〉−12, using also (4.38) and (4.37). The desired conclusion
(4.35) follows. This completes the proof of (4.21). 
Proof of (4.21) when µ ∈ {µι21 , µ2}. With 2K = εTεKg, we estimate first the contribution of
high frequencies using just (4.22)–(4.23),
∣∣∣ ∫ t
0
A>0µ (Uι1(s),Wι2(s), P>KW ′+(s)) ds
∣∣∣
. T2−K sup
s∈[0,T ]
[‖Uι1(s)‖H10‖Wι2(s)‖L2‖P>KW ′+(s))‖L2] . ε2K−1g , (4.41)
as desired. For the low frequencies we integrate by parts in s, as in (4.27),∫ t
0
A>0µ (Uι1(s),Wι2(s), P≤KW ′+(s)) ds = −
∫ t
0
T >0µ ((∂s + iΛι1)Uι1(s),Wι2(s), P≤KW ′+(s)) ds
−
∫ t
0
T >0µ (Uι1(s), (∂s + iΛι2)Wι2(s), P≤KW ′+(s)) ds
−
∫ t
0
T >0µ (Uι1(s),Wι2(s), (∂s + iΛ)P≤KW ′+(s)) ds
+ T >0µ (Uι1(t),Wι2(t), P≤KW ′+(t))− T >0µ (Uι1(0),Wι2(0), P≤KW ′+(0)).
We examine the terms in the right-hand side of this identity. As in (4.28)–(4.30),
∣∣∣ ∫ t
0
T >0µ ((∂s + iΛι1)Uι1(s),Wι2(s), P≤KW ′+(s)) ds
∣∣∣
+ |T >0µ (Uι1(t),Wι2(t), P≤KW ′+(t))| + |T >0µ (Uι1(0),Wι2(0), P≤KW ′+(0))| . Tεε4.
Moreover, using (4.23)–(4.25) and 2Kε . 1, we have ‖〈∇〉−1(∂s+ iΛ)P≤KW ′+(s))‖L2 . ε2, thus∣∣∣ ∫ t
0
T >0µ (Uι1(s),Wι2(s), (∂s + iΛ)P≤KW ′+(s)) ds . Tεε4.
Similarly, since ‖〈∇〉−1(∂s + iΛι2)P≤K+4Wι2(s))‖L2 . ε2, we also have∣∣∣ ∫ t
0
T >0µ (Uι1(s), (∂s + iΛι2)P≤K+4Wι2(s), P≤KW ′+(s)) ds
∣∣∣ . Tεε4.
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Finally, notice that T >0µ (P≤KUι1(s), (∂s + iΛι2)P>K+4Wι2(s), P≤KW ′+(s)) = 0. Thus∣∣∣ ∫ t
0
T >0µ (Uι1(s), (∂s + iΛι2)P>K+4Wι2(s), P≤KW ′+(s)) ds
∣∣∣
. Tε sup
s∈[0,T ]
[‖〈∇〉10P>KUι1(s)‖L2‖〈∇〉−2(∂s + iΛι2)P>K+4Wι2(s)‖L2‖P≤KW ′+(s))‖L2]
. Tεε
4.
It follows from the identities and inequalities above that∣∣∣ ∫ t
0
A>0µ (Uι1(s),Wι2(s), P≤KW ′+(s)) ds
∣∣∣ . Tεε4. (4.42)
The desired bounds (4.21) follow using also (4.41). 
5. Energy estimates II: special structures and small modulations
In this section we consider the remaining contributions corresponding to small modulations.
This case is more difficult because normal forms lead to small denominators, which require
more subtle arguments. In particular, we will need to use the precise form of the desired
estimates (4.12)–(4.15), the assumptions on the multipliers µ0, µ
±
1 , µ2 in Lemma 4.1, and the
generic lower bounds in Propositions 2.2 and 2.4.
5.1. Small modulations and high frequencies. We start with the contribution of high
frequencies and prove the following:
Lemma 5.1. Assume that ι1, ι2 ∈ {+,−}, W ′+ ∈ W+, Wι2 ∈ Wι2 , and t ∈ [0, T ].
(i) Assume that µ ∈ {µ0, µι21 } and let K be such that
2K := εTεKg = ε−2/3K−4/3g [log(Kg/ε)]−2. (5.1)
Then ∣∣∣ ∫ t
0
A≤0µ (Uι1(s),Wι2(s), P>KW ′+(s)) ds
∣∣∣ . ε2K−1g , (5.2)
∣∣∣ ∫ t
0
A≤0µ (Uι1(s), P>K+4Wι2(s), P≤KW ′+(s)) ds
∣∣∣ . ε2K−1g . (5.3)
(ii) Assume that
23J/2 := εTεKg = ε−2/3K−4/3g [log(Kg/ε)]−2. (5.4)
Then ∣∣∣ ∫ t
0
A≤0µ2 (Uι1(s),Wι2(s), P>JW ′+(s))
∣∣∣ . ε2K−1g , (5.5)
∣∣∣ ∫ t
0
A≤0µ2 (Uι1(s), P>J+4Wι2(s), P≤JW ′+(s))
∣∣∣ . ε2K−1g . (5.6)
Proof. We start with the proof of (5.2) when µ = µ0. If ι2 = + then the symbol µ0 also gains
a derivative in the support of the operator,
|µ0(ξ, η)| . 〈ξ − η〉4(1 + |ξ|+ |η|)−1 if |Φι1+(ξ, η)| . 1. (5.7)
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This follows from (4.19). Thus, using (4.22)–(4.23), for any s ∈ [0, t],
|A≤0µ0 (Uι1(s),W+(s), P>KW ′+(s))| . 2−K‖Uι1(s)‖H12‖W+(s)‖L2‖P>KW ′+(s)‖L2 . 2−Kε3.
Since 2K = εTεKg, this suffices to prove (5.2) when ι2 = +.
On the other hand, if ι2 = − then the operators A≤0µ0 are nontrivial only when the frequency
|ξ − η| is large, i.e. A≤0µ0 (P≤K−4Uι1(s),W−(s), P>KW ′+(s)) = 0. Thus, for any s ∈ [0, t],
|A≤0µ0 (Uι1(s),W−(s), P>KW ′+(s))| . ‖P>K−4Uι1(s)‖H12‖W+(s)‖L2‖P>KW ′+(s)‖L2 . 2−Kε3,
using again (4.22)–(4.23). The desired bounds (5.2) follow when ι2 = − as well.
The bounds (5.2) follow in a similar way if µ = µι21 . In fact, this case is easier because
symbol bounds similar to (5.7) hold (due to the assumptions (4.7)), and one does not need to
consider two different cases. The bounds (5.5) hold as well, by the same argument and using
the assumptions (4.9).
To prove (5.3) we notice that for s ∈ [0, t] and µ ∈ {µ0, µι21 }
|A≤0µ (Uι1(s), P>K+4Wι2(s), P≤KW ′+(s))| = |A≤0µ (P>KUι1(s), P>K+4Wι2(s), P≤KW ′+(s))|
. ‖P>KUι1(s)‖H12‖W+(s)‖L2‖P>KW ′+(s)‖L2 . 2−2Kε3,
which as claimed. The bounds (5.6) are similar, which completes the proof of the lemma. 
5.2. Small modulations and low frequencies. In this subsection we complete the proof
of Proposition 4.2. We have to estimate the contribution of small modulations and small
frequencies, i.e. expressions of the form∫ t
0
A≤0µ (Uι1(s), P≤K+4Wι2(s), P≤KW ′+(s)) ds,
for µ ∈ {µ0, µι21 } (and a similar expression when µ = µ2, with K replaced by J).
5.2.1. The operators Aµ2 . We start with the simpler case when µ = µ2 and prove the following:
Lemma 5.2. Assume that ι1, ι2 ∈ {+,−}, W ′+ ∈ W+, Wι2 ∈ Wι2 , 23J/2 = εTεKg as in (5.4),
and t ∈ [0, T ]. Then ∣∣∣ ∫ t
0
A≤0µ2 (Uι1(s), P≤J+4Wι2(s), P≤JW ′+(s))
∣∣∣ . ε2K−1g . (5.8)
Proof. Notice that Û(0, s) = Ŵ (0, s) (see (3.13), (3.48), and (2.31)), and therefore we can
insert discrete Littlewood-Paley operators. For (5.8) it suffices to prove that∣∣∣ ∫ t
0
A≤0µ2 (Pk1Uι(s), Pk2Wι2(s), PkW ′+(s)) ds
∣∣∣ . ε2K−1g [log(1/ε)]−12−k1 , (5.9)
for any W ′ ∈ W+, Wι2 ∈ Wι2 , and k, k1, k2 ∈ [−4,∞) ∩ Z satisfying
|max(k, k1, k2)−med(k, k1, k2)| ≤ 4,
max{2k, 2k2} ≤ 2J+4 . ε−4/9 log(1/ε)−4/3K−8/9g .
(5.10)
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Step 1. To prove (5.9) we begin by using the lower bound 2.3 to integrate by parts in s.
More precisely, it follows from Proposition 2.2 and (2.11) that, for g 6∈ N ,
1
|Φι1ι2(ξ, η)|
. 23k/2(1 + |k|)3/224k1 , k := max(k, k1, k2), (5.11)
for any (ξ, η) in the support of the operator in the left-hand side of (5.9). In analogy with
(4.26) we define
T ≤0µ2 (F,G,H) :=
∑
ξ,η∈Z2
µ2(ξ, η)F̂ (ξ − η)Ĝ(η)Ĥ(−ξ) · ϕ≤0(Φ(ξ, η))
iΦ(ξ, η)
. (5.12)
We integrate by parts in s, as in (4.27), to obtain∫ t
0
A≤0µ2 (Pk1Uι1(s), Pk2Wι2(s), PkW ′+(s)) ds = I + II1 + II2 + III, (5.13)
where
I := −
∫ t
0
T ≤0µ2 ((∂s + iΛι1)Pk1Uι1(s), Pk2Wι2(s), PkW ′+(s)) ds,
II1 := −
∫ t
0
T ≤0µ2 (Pk1Uι1(s), (∂s + iΛι2)Pk2Wι2(s), PkW ′+(s)) ds,
II2 := −
∫ t
0
T ≤0µ2 (Pk1Uι1(s), Pk2Wι2(s), (∂s + iΛ)PkW ′+(s)) ds,
III := T ≤0µ2 (Pk1Uι1(t), Pk2Wι2(t), PkW ′+(t))− T ≤0µ2 (Pk1Uι1(0), Pk2Wι2(0), PkW ′+(0)).
(5.14)
Notice that the denominators Φ = Φι1ι2 in the definition above do not vanish, due to (5.11).
Using the basic trilinear estimate (4.20), the small divisors bound (5.11), the bound on µ2
in (4.9), and (4.22)–(4.23) we bound, for any s ∈ [0, T ]
|T ≤0µ2 (Pk1Uι1(s), Pk2Wι2(s), PkW ′+(s))|
. 23k/2(1 + |k|)3/2 · 2−3k/2212k1‖Pk1Uι1(s)‖H2‖Pk2Wι2(s)‖L2‖PkW ′+(s)‖L2
. ε32−4k1(1 + |k|)3/2.
This is clearly bounded by the right-hand side of (5.9), also in view of (5.10), as desired.
Next we consider the space-time contributions I, II1, II2. These are easy to estimate when
k1 is large. Indeed, using (4.20), (5.11), and (4.22)–(4.25) we bound
|I|+ |II1|+ |II2| . Tε · 23k/2(1 + |k|)3/2 · 2−3k/2212k1 · ε423k/22−20k1 . Tεε421.6k2−6k1 . (5.15)
This suffices to prove the desired bounds if k1 ≥ k − 30.
On the other hand, if k1 ≤ k − 30 then we may assume that |k − k2| ≤ 4, |k − k| ≤ 4, see
(5.10). We may also assume that ι2 = +, otherwise the modulation cannot be small and the
operators are trivial.
We can now estimate |I| easily, using (4.20), (5.11), and (4.22)–(4.23) as before,
|I| . 23k/2(1 + |k|)3/2212k12−3k/2 · Tεε42−20k1 . 2−2k1(TεεKg)1.1ε3,
which suffices. Then we notice that the two integrals II1 and II2 are similar, after changes of
variables. In the case of small modulations there is no meaningful cancellation between these
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terms, because the fractions 1/Φ(ξ, η) vary wildly as the variables ξ and η move to nearby
lattice points. Therefore, to prove (5.9) it remains to show that∣∣∣ ∫ t
0
T ≤0µ2 (Pk1Uι1(s), Pk2(∂s + iΛ)W (s), PkW ′(s)) ds
∣∣∣ . (ε2K−1g )[log(1/ε)]−12−k1 , (5.16)
for any t ∈ [0, T ], ι1 ∈ {+,−}, W,W ′ ∈ W+, and k, k1, k2 ∈ [−4,∞) ∩ Z satisfying
|k − k2| ≤ 4, k1 ≤ k − 20, 2k . (TεεKg)2/3. (5.17)
The formula (4.24) and the decomposition (3.29) show that
(∂t + iΛ)W = −iTV1·ζW − iT(V −V1)·ζW − iTΣ−ΛW + EW , (5.18)
for all W ∈ W+. As a consequence of (4.25) and the restriction ε2k2 . 1,
‖Pk2T(V −V1)·ζW‖L2 + ‖Pk2TΣ−ΛW‖L2 + ‖Pk2EW ‖L2 . ε22k2/2.
Therefore, using (4.20), the bounds (5.11) and (4.9), and (4.22)–(4.23), we estimate∣∣∣ ∫ t
0
T ≤0µ2 (Pk1Uι1(s), Pk2(−iT(V −V1)·ζW − iTΣ−ΛW + EW )(s), PkW ′+(s)) ds
∣∣∣
. Tε · 23k/2|k|3/2 · 2−3k/2212k1 · ε2−20k1 · ε32k/2
. 2−2k1 · Tεε4(KgTεε)1/3[log(1/ε)]3/2.
(5.19)
having used the restriction on the frequencies (5.10). This is consistent with the desired bounds
(5.16), once we recall that KgTεε ≈ K−4/3g ε−2/3[log(1/ε)]−2, see (2.45).
After these reductions, for (5.16) it remains to prove that∣∣∣ ∫ t
0
T ≤0µ2 (Pk1Uι1(s), Pk2TV1·ζW (s), PkW ′(s)) ds
∣∣∣ . (ε2K−1g )[log(1/ε)]−12−k1 , (5.20)
for any k, k1, k2 ∈ [−4,∞) ∩ Z satisfying (5.17). We need to be more careful here, because
estimating this term in the same way would not allow us to reach the desired time Tε in (2.45).
Step 2. Using the definitions we can write the integral in the left-hand side of (5.20) as
C
∫ t
0
∑
ξ,η,ρ∈Z2
µ2(ξ, η)
ϕ≤0(Φ(ξ, η))
Φ(ξ, η)
P̂k1Uι1(ξ − η, s)ϕk(ξ)Ŵ ′(ξ, s)
× ϕk2(η)χ
( |η − ρ|
|η + ρ|
)(η − ρ) · (η + ρ)
|η − ρ|1/2 ℑ̂U(η − ρ, s)Ŵ (ρ, s) ds.
(5.21)
We observe that the factor (η− ρ) · (η+ ρ) is a depletion factor similar to the factor d in (4.5).
According to (4.19), this factor is expected to gain 1/2 derivative in the region where the (η, ρ)
modulation is small. We will the exploit this fact, and alternatively integrate by parts in time
in the remaining region where the (η, ρ) modulation is large.
To implement this strategy we define the four-wave modulation functions
Ψι1ι3(ξ, η, ρ) := Λ(ξ)− Λ(ρ)− ι1Λ(ξ − η)− ι3Λ(η − ρ), (5.22)
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where ι1, ι3 ∈ {+,−}. We use these functions to decompose the integrals into low and high
four-wave modulations. More precisely, we define the multipliers
β∗(ξ, η, ρ) :=ϕ∗(Ψι1ι3(ξ, η, ρ)) · µ2(ξ, η)ϕk1(ξ − η)ϕk(ξ)ϕk2(η)
× ϕ≤0(Φι1+(ξ, η))
Φι1+(ξ, η)
χ
( |η − ρ|
|η + ρ|
)(η − ρ) · (η + ρ)
|η − ρ|1/2 ,
(5.23)
where ∗ ∈ {≤ 0, > 0}. Then we define the integrals
L∗k,k1,k2 :=
∫ t
0
∑
ξ,η,ρ∈Z2
β∗(ξ, η, ρ)Ûι1(ξ − η, s)Ûι3(η − ρ, s)Ŵ (ρ, s)Ŵ ′(ξ, s), (5.24)
and observe that, in view of (5.21), for (5.20) it suffices to prove that∣∣L≤0k,k1,k2∣∣+ ∣∣L>0k,k1,k2∣∣ . (ε2K−1g ) log(1/ε)−12−k1 , (5.25)
for any ι1, ι3 ∈ {+,−} and k, k1, k2 ∈ [−4,∞) ∩ Z satisfying (5.17).
We prove now the inequalities (5.25). We will use the following quartic analog of the bounds
(4.20): for any functions F,G,H,H ′ and any symbol m we have
∑
ξ,η,ρ∈Z2
∣∣m(ξ, η, ρ)F̂ (ξ − η)Ĝ(η − ρ)Ĥ(ρ)Ĥ ′(ξ)∣∣ . ‖m‖L∞‖F‖H2‖G‖H2‖H‖L2‖H ′‖L2 . (5.26)
This follows easily using the Cauchy–Schwarz inequality.
We observe that
Φι1+(ξ, η) + Φι3+(η, ρ) = Ψι1ι3(ξ, η, ρ).
In particular |Φι3+(η, ρ)| . 1 in the support of the sum defining L≤0k,k1,k2 . Using the estimates
on symbols (4.9), (4.19), and (5.11), we can bound
|β≤0(ξ, η, ρ)| . ϕk(ξ)ϕk2(η)ϕk1(ξ − η)ϕ≤k−10(η − ρ) · 2k/2|k|3/2 · 212k1〈η − ρ〉2.
Thus, using (5.26), (4.22)–(4.23), and (5.17), we obtain∣∣L≤0k,k1,k2∣∣ . Tεε4 · 2k/2|k|3/22−2k1 . 2−2k1Tεε4(KgTεε)1/3[log(1/ε)]3/2,
as desired (compare with (5.19)).
Step 3. To estimate
∣∣L>0k,k1,k2∣∣ we have to integrate by parts in time again. We define
J ≥0k,k1,k2(F,G,H,H ′) :=
∑
ξ,η,ρ∈Z2
β≥0(ξ, η, ρ)
iΨι1ι3(ξ, η, ρ)
F̂ (ξ − η)Ĝ(η − ρ)Ĥ(ρ)Ĥ ′(ξ),
where β≥0 as in (5.23). Similarly to (5.13)–(5.14) we can write
L>0k,k1,k2 = L1 + L2 + L3 + L4 + L5, (5.27)
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where
L1 := −
∫ t
0
J ≥0k,k1,k2((∂s + iΛι1)Uι1(s), Uι3(s),W (s),W ′(s)) ds,
L2 := −
∫ t
0
J ≥0k,k1,k2(Uι1(s), (∂s + iΛι3)Uι3(s),W (s),W ′(s)) ds,
L3 := −
∫ t
0
J ≥0k,k1,k2(Uι1(s), Uι3(s), (∂s + iΛ)W (s),W ′(s)) ds,
L4 := −
∫ t
0
J ≥0k,k1,k2(Uι1(s), Uι3(s),W (s), (∂s + iΛ)W ′(s)) ds,
L5 := J≥0k,k1,k2(Uι1(t), Uι3(t),W (t),W ′(t))− J
≥0
k,k1,k2
(Uι1(0), Uι3(0),W (0),W
′(0)).
The definition (5.23) and the bounds (4.9) and (5.11) show that∣∣∣ β≥0(ξ, η, ρ)
iΨι1ι3(ξ, η, ρ)
∣∣∣ . ϕk(ξ)ϕk2(η)ϕk1(ξ − η)ϕ≤k−10(η − ρ) · 2k|k|3/2212k1〈η − ρ〉2. (5.28)
Therefore, using (5.26) and the bounds (4.22)–(4.25), we can estimate
|L1|+ |L2|+ |L3|+ |L4|+ |L5| . Tε · ε522k|k|3/22−2k1 . 2−2k1Tεε5(KgTεε)4/3[log(1/ε)]3/2,
in view of the constraints (5.17). The desired bounds for |L>0k,k1,k2 | in (5.25) follow using also
(2.45). This completes the proof of the lemma. 
5.2.2. The operators Aµ0 and Aµ±1 . In this section we complete the proof of the bounds (4.12)–
(4.14) in Proposition 4.2, and therefore of the main bootstrap Proposition 2.7. More precisely:
Lemma 5.3. For any t ∈ [0, T ] and ι1, ι2 ∈ {+,−} we have∣∣∣ℜ ∫ t
0
A≤0µ0 (iUι1(s), P≤K+4W 0ι2(s), P≤KW 0(s)) ds
∣∣∣ . ε2K−1g , (5.29)
∣∣∣ℜ ∫ t
0
A≤0
µ+1
(iUι1(s), P≤K+4W
0(s), P≤KW 0(s)) ds
∣∣∣ . ε2K−1g , (5.30)∣∣∣ ∫ t
0
A≤0
µ−1
(Uι1(s), P≤K+4W
0
−(s), P≤KW
0(s)) ds
∣∣∣ . ε2K−1g . (5.31)
Proof. Recall that W 0 = T
2N0/3
Σ U ∈ W+ and 2K = εTεKg, see (5.1). The case ι2 = − can
be analyzed as in the proof of Lemma 5.2, by noticing that the modulation can only be small
if the frequency of the undifferentiated variable Uι1 is large, so there is no loss of derivatives
after applying normal forms and the corresponding integral are bounded by Tεε
4. So we will
assume that ι2 = + and insert discrete Littlewood-Paley projections. After removing also the
contribution of large frequencies k1, it remains to prove that∣∣∣ℜ ∫ t
0
A≤0µ (Pk1iUι1(s), Pk2W 0(s), PkW 0(s)) ds
∣∣∣ . ε2K−1g [log(1/ε)]−12−k1 , (5.32)
for µ ∈ {µ0, µ+1 }, and any k, k1, k2 ∈ [−4,∞) ∩ Z satisfying
|k − k2| ≤ 4, k1 ≤ k − 30, 2k ≤ 2K = εTεKg . ε−2/3K−4/3g [log(1/ε)]−2. (5.33)
42 A. D. IONESCU AND F. PUSATERI
Notice that to prove (5.32) we only need to estimate the real part of the integral, which is
important in some of the cases. As in (5.12) we define
T ≤0µ (F,G,H) :=
∑
ξ,η∈Z2
µ(ξ, η)F̂ (ξ − η)Ĝ(η)Ĥ(−ξ) · ϕ≤0(Φ(ξ, η))
iΦ(ξ, η)
, (5.34)
where the phase function Φ = Φι1+ does not vanish due to (5.11). Integrating by parts as
before (see (5.13)–(5.14)) we can write, for µ ∈ {µ0, µ+1 },∫ t
0
A≤0µ (Pk1 iUι1(s), Pk2W 0(s), PkW 0(s)) = I ′ + II ′1 + II ′2 + III ′ (5.35)
where
I ′ := −i
∫ t
0
T ≤0µ ((∂s + iΛι1)Pk1Uι1(s), Pk2W 0(s), PkW 0(s))) ds,
II ′1 := −i
∫ t
0
T ≤0µ (Pk1Uι1(s), Pk2(∂s + iΛ)W 0(s), PkW 0(s)) ds,
II ′2 := −i
∫ t
0
T ≤0µ (Pk1Uι1(s), Pk2W 0(s), Pk(∂s + iΛ)W 0(s)) ds,
III ′ := iT ≤0µ (Pk1Uι1(t), Pk2W 0(t), PkW 0(t))− iT ≤0µ (Pk1Uι1(0), Pk2W 0(0), PkW 0(0)).
(5.36)
We estimate the contributions of these integrals separately, in several steps.
Step 1. We start with the easier terms III ′ and I ′. Notice that
|µ0(ξ, η)| + |µ+1 (ξ, η)| . 2−k26k1 (5.37)
in the support of the sum, as a consequence of (4.5), (4.19), and (4.7). Using the basic trilinear
estimate (4.20), the small divisors bound (5.11), and the bounds (5.33) we have
|III ′| . sup
s∈[0,T ]
23k/2|k|3/2 · 2−k212k1‖Pk1Uι1(s)‖H2‖Pk2W 0(s)‖L2‖PkW 0(s)‖L2
. ε32−4k1(εTεKg)1/2[log(1/ε)]3/2.
This is better than the desired estimates (5.32). Moreover, using also (4.22)–(4.23),
|I ′| . Tε23k/2|k|3/2 · 2−k2−4k1ε4 . 2−4k1Tεε42k/2[log(1/ε)]3/2. (5.38)
Using the definition (2.45), we have
Tεε
42k/2 . Tεε
4(εTεKg)1/2 . ε2K−2.5g [log(1/ε)]−3, (5.39)
thus the estimates (5.38) precisely match the desired estimates (5.32), up to logarithmic factors.
Step 2. It remains to consider the harder terms II ′1 and II
′
2. The two terms are similar,
after changes of variables. To bound them, we examine the formula
(∂t + iΛ)W
0 = −iTV ·ζW 0 − iTΣ1W 0 − iTΣ−Σ1−ΛW 0 + EW 0 ,
see (4.24). Notice that, as a consequence of (4.25),
‖Pk2TΣ−Λ−Σ1W 0(s)‖L2 + ‖Pk2EW 0(s)‖L2 . ε323k/2 + ε2 . ε2
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Therefore, using (4.20), (5.37), (5.11), and (4.22)–(4.23) as before, we estimate
∣∣∣ ∫ t
0
T ≤0µ (Pk1Uι1(s), Pk2(−iTΣ−Λ−Σ1W 0 + EW 0)(s), PkW 0(s)) ds
∣∣∣
. Tε · 23k/2|k|3/2212k12−k · ε42−20k1
. 2−4k1 · Tεε4(TεεKg)1/2[log(1/ε)]3/2.
(5.40)
This suffices, due to (5.39). It remains to bound the contributions of the terms TV ·ζW 0 and
TΣ1W
0. These estimates are harder, and we prove them separately in Lemma 5.4 below. 
Lemma 5.4. For any t ∈ [0, T ], ι1 ∈ {+,−}, µ ∈ {µ0, µ+1 }, and k, k1, k2 ∈ [−4,∞) ∩ Z
satisfying (5.33), we have
∣∣∣ℜ ∫ t
0
T ≤0µ (Pk1Uι1(s), Pk2TV ·ζW 0(s), PkW 0(s)) ds
∣∣∣ . (ε2K−1g )[log(1/ε)]−12−k1 , (5.41)
and ∣∣∣ℜ ∫ t
0
T ≤0µ (Pk1Uι1(s), Pk2TΣ1W 0(s), PkW 0(s)) ds
∣∣∣ . (ε2K−1g )[log(1/ε)]−12−k1 , (5.42)
Proof. The proofs of (5.41) and (5.42) are more involved. The use of the same argument as
in Lemma 5.2 would lead to an additional loss of a factor of 2k/2, which ultimately leads to a
smaller value of Tε. Our main additional ingredient is the lower bounds in Proposition 2.4.
Proof of (5.41). Step 1. We start with some reductions. Notice first that we may replace V
by V1, see (3.29), at the expense of acceptable errors. Also, we decompose V1 =
∑
k3≥−4 Pk3V1
and estimate, using (5.26) and (5.37),
∣∣∣ ∫ t
0
T ≤0µ (Pk1Uι1(s),Pk2TPk3V1·ζW
0(s), PkW
0(s)) ds
∣∣∣ . Tεε423k/2|k|3/22−20k12−20k3
. Tεε
4(εTεKg)1/2[log(1/ε)]3/2 · (2k2−20k12−20k3).
This suffices to bound the contribution of the pairs (k1, k3) for which 2
18k1218k3 ≥ K−1g 2k, using
also (5.39).
To bound the contributions of the pairs (k1, k3) for which 2
18k1218k3 ≤ K−1g 2k we subdivide
the operators T ≤0µ in (5.34) into modulations which are much smaller than 2−k/2 and the
remaining ones. More precisely, define B = B(k, k1, k3) such that
2B := K−1g 2−k/2(2k1 + 2k3)−2, (5.43)
and decompose
T ≤0µ (F,G,H) = T ≤Bµ (F,G,H) + T (B,0]µ (F,G,H),
T ∗µ (F,G,H) :=
∑
ξ,η∈Z2
µ(ξ, η)F̂ (ξ − η)Ĝ(η)Ĥ(−ξ) · ϕ∗(Φ(ξ, η))
iΦ(ξ, η)
,
(5.44)
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where ∗ ∈ {≤ B, (0, B]}, µ ∈ {µ0, µ+1 }, and Φ(ξ, η) = Φι1+(ξ, η) = Λ(ξ) − Λ(η) − ι1Λ(ξ − η).
Notice that∣∣∣ ∫ t
0
T (B,0]µ (Pk1Uι1(s), Pk2TPk3V ·ζW
0(s), PkW
0(s)) ds
∣∣∣ . ε2K−1g [log(1/ε)]−12−k12−k3 , (5.45)
for ι1 ∈ {+,−} and k, k1, k2 verifying (5.33). Indeed, using the lower bounds |Φ(ξ, η)| & 2B ,
the basic multilinear estimate (4.20), the bounds on the symbols (5.37), and the estimates
(4.22)–(4.25), we can bound the left-hand side of (5.45) by
CTε · 2k/2Kg2−k210k124k3‖Pk1Uι1(s)‖H2‖Pk2TPk3V1·ζW
0(s)‖L2‖PkW 0(s)‖L2
. 2−4k12−4k3Tεε4Kg(εTεKg)1/2.
Notice that this suffice due to (5.39). After these reductions, for (5.41) it suffices to prove that∣∣∣ℜ ∫ t
0
T ≤Bµ (Pk1Uι1(s), Pk2TPk3V1·ζW
0(s), PkW
0(s)) ds
∣∣∣ . ε2K−1g [log(1/ε)]−12−k12−k3 , (5.46)
provided that ι1 ∈ {+,−} and k, k1, k2, k3 ∈ [−4,∞) satisfy
|k − k2| ≤ 4, 2k ≤ 2K = εTεKg . ε−2/3K−4/3g [log(1/ε)]−2, 218k1218k3 ≤ K−1g 2k. (5.47)
Step 2. To prove (5.46) we expand the expression in the left-hand side as
−1
4π2
ℜ
∫ t
0
∑
ξ,η,ρ∈Z2
µ(ξ, η)
ϕ≤B(Φι1+(ξ, η))
iΦι1+(ξ, η)
ϕk1(ξ − η)Ûι1(ξ − η, s)ϕk(ξ)Ŵ 0(ξ, s)
× ϕk2(η)χ
( |η − ρ|
|η + ρ|
)(η − ρ) · (η + ρ)
4|η − ρ|1/2 ϕk3(η − ρ)(Û − Û)(η − ρ, s)Ŵ
0(ρ, s) ds.
(5.48)
Therefore, we define the multipliers γ = γµ;k,k1,k2,k3;ι1 ,
γ(ξ, η, ρ) :=ϕk1(ξ − η)ϕk3(η − ρ)ϕk(ξ)ϕk2(η)
× µ(ξ, η)ϕ≤B(Φι1+(ξ, η))
Φι1+(ξ, η)
χ
( |η − ρ|
|η + ρ|
)(η − ρ) · (η + ρ)
|η − ρ|1/2 ,
(5.49)
and it suffices to prove that, for any ι3 ∈ {+,−} and any k, k1, k2, k3 satisfying (5.47),∣∣∣ℜ ∫ t
0
∑
ξ,η,ρ∈Z2
iγ(ξ, η, ρ)Ûι1(ξ − η, s)Ûι3(η − ρ, s)Ŵ 0(ρ, s)Ŵ 0(ξ, s) ds
∣∣∣
. (ε2K−1g )[log(1/ε)]−12−k12−k3 .
(5.50)
To prove this bound we would like to integrate by parts in time again. For this we want to
use Proposition 2.4 to prove lower bounds on the associated four-wave modulation functions.
To apply this proposition we first need to remove the contribution of the “trivial” resonances,
which correspond to ι1 = −ι3 and ξ = ρ (the condition on the frequencies is already verified
since 218k1218k3 ≤ K−1g 2k, see (5.47)). Indeed, the sum in (5.50) when ρ = ξ and ι3 = −ι1 is∑
ξ,η∈Z2
iγ(ξ, η, ξ)|Ûι1(ξ − η, s)|2|Ŵ 0(ξ, s)|2.
This is a purely imaginary expression, since the symbols µ0 and µ
+
1 are real-valued. Thus, the
contribution to the term in (5.50) vanishes when the summation is taken over ξ = ρ.
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We are now ready to use Proposition 2.4. Recall the four-wave modulation functions
Ψι1ι3(ξ, η, ρ) = Λ(ξ) − Λ(ρ) − ι1Λ(ξ − η) − ι3Λ(η − ρ) defined in (5.22). Recall that |Λ(ξ) −
ι1Λ(ξ−η)−Λ(η)| ≤ 2B+2 ≤ 4K−1g 2−k/2(2k1+2k3)−2, see (5.43). Applying the inequality (2.25)
and recalling that g /∈ R and K−1g is small, we see that
|Λ(ρ) − Λ(η) + ι3Λ(η − ρ)| & 2−k/2(2k1 + 2k3)−2.
In particular
|Φι3+(η, ρ)| ≈ |Ψι1ι3(ξ, η, ρ)| & K−1g 2−k/2(2k1 + 2k3)−2, (5.51)
for all (ξ, η, ρ) in the support of the sum in (5.50).
Therefore, if we define, for ℓ ∈ Z
γℓ(ξ, η, ρ) := γ(ξ, η, ρ) · ϕℓ(Ψι1ι3(ξ, η, ρ)), (5.52)
then it suffices to prove that for any ι1, ι3 ∈ {+,−} and any k, k1, k2, k3 satisfying (5.47), we
have 2 ∑
ℓ≥B+4
∣∣∣ ∫ t
0
∑
ξ,η,ρ∈Z2
γℓ(ξ, η, ρ)Ûι1(ξ − η, s)Ûι3(η − ρ, s)Ŵ 0(ρ, s)Ŵ 0(ξ, s) ds
∣∣∣
. (ε2K−1g )[log(1/ε)]−12−k12−k3 .
(5.53)
Step 3. We can now integrate by parts in time again. We define
Sℓ(F,G,H,H ′) :=
∑
ξ,η,ρ∈Z2
γℓ(ξ, η, ρ)
iΨι1ι3(ξ, η, ρ)
F̂ (ξ − η)Ĝ(η − ρ)Ĥ(ρ)Ĥ ′(ξ).
As in (5.27) we can write∫ t
0
∑
ξ,η,ρ∈Z2
γℓ(ξ, η, ρ)Ûι1(ξ−η, s)Ûι3(η−ρ, s)Ŵ 0(ρ, s)Ŵ 0(ξ, s) ds = Sℓ1+Sℓ2+Sℓ3+Sℓ4+Sℓ5, (5.54)
where
Sℓ1 := −
∫ t
0
Sℓ((∂s + iΛι1)Uι1(s), Uι3(s),W 0(s),W 0(s)) ds,
Sℓ2 := −
∫ t
0
Sℓ(Uι1(s), (∂s + iΛι3)Uι3(s),W 0(s),W 0(s)) ds,
Sℓ3 := −
∫ t
0
Sℓ(Uι1(s), Uι3(s), (∂s + iΛ)W 0(s),W 0(s)) ds,
Sℓ4 := −
∫ t
0
Sℓ(Uι1(s), Uι3(s),W 0(s), (∂s + iΛ)W 0(s)) ds,
Sℓ5 := Sℓ(Uι1(t), Uι3(t),W 0(t),W 0(t))− Sℓ(Uι1(0), Uι3(0),W 0(0),W 0(0)).
(5.55)
2Notice that we do not need to take the real part of the integral anymore. The main point in taking the real
part was to eliminate the contribution of the trivial resonances.
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Notice that, as a consequence of (5.37), (5.11), and (4.19),∣∣∣ γℓ(ξ, η, ρ)
Ψι1ι3(ξ, η, ρ)
∣∣∣ . ϕk1(ξ − η)ϕk3(η − ρ)ϕk(ξ)ϕk2(η)ϕℓ(Ψι1ι3(ξ, η, ρ))
× 2−ℓ2k|k|3/2212k1 · (2ℓ + 2k3)24k3 .
(5.56)
Therefore, using (4.22)–(4.23) and the general bounds (5.26),
|Sℓ1|+ |Sℓ2|+ |Sℓ5| . Tεε5 · 2k|k|3/2(1 + 2−ℓ)2−6k32−6k1 .
This suffices, in view of (5.39) and the estimate 2−B . Kg2k/2(22k1 + 22k3). Moreover, the
contributions of the terms Sℓ3 and S
ℓ
4 are similar (in fact, equivalent, by changes of variables).
Notice that, as a consequence of (5.56),∑
ℓ≥0
∣∣∣ γℓ(ξ, η, ρ)
Ψι1ι3(ξ, η, ρ)
∣∣∣ . ϕk1(ξ − η)ϕk3(η − ρ)ϕk(ξ)ϕk2(η) · 2k|k|3/2212k126k3 .
Therefore, just (5.26) and the L2 estimates (4.22)–(4.25)∑
ℓ≥0
(|Sℓ3|+ |Sℓ4|) . 2k|k|3/22−4k12−4k3 · Tεε52k.
Again, this suffices due to (5.39) and the bounds 23k/2ε . 1. After these reductions, for (5.53)
it suffices to prove that∑
ℓ∈[B,0]
∣∣∣ ∫ t
0
Sℓ(Uι1(s), Uι3(s), (∂s + iΛ)W 0(s),W 0(s)) ds
∣∣∣ . (ε2K−1g )[log(1/ε)]−12−k12−k3 .
(5.57)
Step 4. To prove (5.57) we start by expanding (∂s + iΛ)W
0(s) as in (4.24). The con-
tribution of all the terms except for −iTV1·ζW 0 can be bounded easily, using (5.56), since
‖(∂s + iΛ)W 0(s) + iTV1·ζW 0(s)‖L2 . ε22k/2. To bound the remaining term we write∫ t
0
Sℓ(Uι1(s), Uι3(s), TV1·ζW 0(s),W 0(s)) ds =
∑
ι4∈{+,−}
Cι4
∫ t
0
∑
ξ,η,ρ,θ∈Z2
γℓ(ξ, η, ρ)
Ψι1ι3(ξ, η, ρ)
× χ
( |ρ− θ|
|ρ+ θ|
) (ρ− θ) · (ρ+ θ)
|ρ− θ|1/2 Ûι1(ξ − η, s)Ûι3(η − ρ, s)Ûι4(ρ− θ, s)Ŵ
0(θ, s)Ŵ 0(ξ, s) ds.
(5.58)
We define the associated five-wave modulation functions
Ψ′ι1ι3ι4(ξ, η, ρ, θ) := Λ(ξ)− Λ(θ)− ι1Λ(ξ − η)− ι3Λ(η − ρ)− ι4Λ(ρ− θ)
= Ψι1ι3(ξ, η, ρ) + Φι4+(ρ, θ).
(5.59)
Using these functions we further decompose the expression in the right-hand of (5.58) into low
and high modulations. For ℓ ≤ 0 and ∗ ∈ {≤ 6, > 7} we define
νℓ,∗(ξ, η, ρ, θ) :=
γℓ(ξ, η, ρ)
Ψι1ι3(ξ, η, ρ)|
χ
( |ρ− θ|
|ρ+ θ|
) (ρ− θ) · (ρ+ θ)
|ρ− θ|1/2 ϕ∗(Ψ
′
ι1ι3ι4(ξ, η, ρ, θ)),
Qℓ,∗(F1, F2, F3,H,H ′) :=
∑
ξ,η,ρ,θ∈Z2
F̂1(ξ − η)F̂2(η − ρ)F̂3(ρ− θ)Ĥ(θ)Ĥ ′(ξ)
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Notice that, if ℓ ≤ 0,∣∣νℓ,≤6(ξ, η, ρ, θ)∣∣ . ϕk1(ξ − η)ϕk3(η − ρ)〈ρ− θ〉4ϕk(ξ)ϕk2(η) · 2−ℓ23k/2|k|3/2212k125k3 , (5.60)
see (5.56) and (4.19) (in view of (5.59), |Φι4+(ρ, θ)| . 1 in the support of the multiplier). Thus∑
ℓ∈[B,0]
∣∣∣ ∫ t
0
Qℓ,≤6(Uι1(s), Uι3(s), Uι4(s),W 0(s),W 0(s)) ds
∣∣∣ . Tεε52−B23k/2|k|3/22−6k12−6k3 ,
using a multilinear estimate similar to (4.20) and (5.26). This is consistent with the desired
bounds (5.57) since 2−B23k/2 . 2k/2ε−1(22k1 + 22k3) (see (5.43) and (5.39)).
In view of (5.58), for (5.57) it remains to prove that∑
ℓ∈[B,0]
∣∣∣ ∫ t
0
Qℓ,>7(Uι1(s), Uι3(s), Uι4(s),W 0(s),W 0(s)) ds
∣∣∣ . (ε2K−1g )[log(1/ε)]−12−k12−k3 .
(5.61)
for any ι1, ι3, ι4 ∈ {+,−} and any k, k1, k2, k3 satisfying (5.47). We integrate by parts for one
last time. This leads to an identity similar to (5.54)–(5.55). Since the quintic modulation is
& 1, integration by parts gains a factor ≈ ε2k. Also, the multipliers νℓ,>7 satisfy bounds similar
to (5.60), with an additional loss of a factor of 2k/2. Therefore, the left-hand side of (5.61)
is bounded by Tεε
62−B23k|k|3/22−6k12−6k3 , which suffices to prove (5.61). This completes the
proof of the main bounds (5.41).
Proof of (5.42). This is similar to the proof of (5.41) (in fact slightly easier because we do
not need to use (4.19) in the first two steps), so we will only provide an outline of the proof.
First, we may replace h with (g+ |∇|2)−1/2ℜU , at the expense of acceptable errors (see (3.28)),
and decompose dyadically the resulting symbol. More precisely, we define
Σ′1,l : =
1
4
Λ(ζ)
|ζ|
[
∆(g + |∇|2)−1/2PlℜU − ζiζj|ζ|2 ∂i∂j(g + |∇|
2)−1/2PlℜU
]
− 1
2
|ζ|
Λ(ζ)
Λ2(g + |∇|2)−1/2PlℜU,
(5.62)
and it suffices to prove that, for any ι1 ∈ {+,−} and k, k1, k2, k3 ∈ [−4,∞) satisfying (5.47),∣∣∣ℜ ∫ t
0
T ≤Bµ (Pk1Uι1(s), Pk2TΣ′1,k3W
0(s), PkW
0(s)) ds
∣∣∣ . ε2K−1g [log(1/ε)]−12−k12−k3 , (5.63)
where B is defined as in (5.43). Compare with (5.46).
Next, we expand the expression in the left-hand side of (5.63) as
1
8π2
∑
ι3∈{+,−}
ℜ
∫ t
0
∑
ξ,η,ρ∈Z2
µ(ξ, η)
ϕ≤B(Φι1+(ξ, η))
iΦι1+(ξ, η)
ϕk1(ξ − η)Ûι1(ξ − η, s)ϕk(ξ)Ŵ 0(ξ, s)
× ϕk2(η)χ
( |η − ρ|
|η + ρ|
)
s(η − ρ, (η + ρ)/2)ϕk3(η − ρ)Ûι3(η − ρ, s)Ŵ 0(ρ, s) ds,
(5.64)
where
s(θ, ζ) := −1
4
Λ(ζ)
|ζ|
|θ|2√
g + |θ|2 +
1
4
Λ(ζ)
|ζ|
(ζ · θ)2
|ζ|2√g + |θ|2 − 12 |ζ|Λ(ζ) Λ(θ)
2√
g + |θ|2 . (5.65)
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Since µ and s are real-valued, we make the key observation that the contribution of the trivial
resonance ξ = ρ, ι1 = −ι3 vanishes. Therefore we can use Proposition 2.4, insert a dyadic
decomposition based on the size of the quartic modulation, and reduce matters to proving that∑
ℓ≥B+4
∣∣∣ ∫ t
0
∑
ξ,η,ρ∈Z2
γ˜ℓ(ξ, η, ρ)Ûι1(ξ − η, s)Ûι3(η − ρ, s)Ŵ 0(ρ, s)Ŵ 0(ξ, s) ds
∣∣∣
. (ε2K−1g )[log(1/ε)]−12−k12−k3 ,
(5.66)
for any ι1, ι3 ∈ {+,−} and any k, k1, k2, k3 satisfying (5.47) (compare with (5.53)). Here
γ˜ℓ(ξ, η, ρ) := ϕk1(ξ − η)ϕk3(η − ρ)ϕk(ξ)ϕk2(η)µ(ξ, η)
ϕ≤B (Φι1+(ξ, η))
Φι1+(ξ, η)
× χ
( |η − ρ|
|η + ρ|
)
s(η − ρ, (η + ρ)/2) · ϕℓ(Ψι1ι3(ξ, η, ρ)).
(5.67)
Finally, we examine the definition (5.65) and notice that the multipliers γ˜ℓ satisfy the bounds∣∣∣ γ˜ℓ(ξ, η, ρ)
Ψι1ι3(ξ, η, ρ)
∣∣∣ . ϕk1(ξ − η)ϕk3(η − ρ)ϕk(ξ)ϕk2(η)ϕℓ(Ψι1ι3(ξ, η, ρ)) · 2−ℓ2k|k|3/2212k124k3 .
These are slightly stronger than the bounds (5.56). Thus the argument in Steps 3 and 4 in the
proof of (5.41) can be applied, essentially with no changes, to prove the desired bounds (5.66).
This completes the proof of the lemma. 
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