An attitude determination covariance measurement model for unit vector sensors with a wide field-of-view is analyzed and compared to the classic QUEST covariance model. The wide field-of-view model has been previously proposed as a more realistic alternative for sensors where measurement accuracy depends on angular distance from the boresight axis. Both QUEST and the wide field-of-view models are evaluated relative to a measurement model that uses the two-dimensional sensor focal plane measurements directly, rather than first converting them to unit vectors.
INTRODUCTION
One of the requirements of most spacecraft missions is attitude determination. In this process, some combination of sensor measurements is used to determine the orientation of a spacecraft with respect to some chosen reference frame. Some attitude determination methods process a batch of measurements that apply at a specific instant in time.
In particular, many strategies have been developed to find the optimal attitude by minimizing the Wahba problem cost function [1] . Other techniques estimate the attitude history of a dynamically-rotating spacecraft by applying an extended Kalman filter (EKF) or other filtering algorithms [2, 3, 4, 5] . For a survey of approaches to attitude determination, see Ref. [6] .
Common sensors for attitude determination include three-axis magnetometers, Sun sensors, Earth-horizon sensors, star trackers and onboard GPS receivers [7] . In the context of filtering, these are often combined with gyroscopic rate measurements. Attitude determination strategies, both static and dynamic, require accurate mathematical models that relate each distinct type of measurement to the spacecraft attitude. Measurement models have two components. First, they require an equation that relates the measured quantity to the state of interest (in this case, some parameterization of attitude). Second, there must be a statistical description of the errors in the measurements.
Attitude determination sensors most frequently measure line-of-sight (LOS) directions to some point of reference in a frame of reference that moves with the spacecraft body. For instance, a sensor may observe the direction to the Sun, or the direction of the local magnetic field lines, or the directions to known stars. Two such direction measurements at a given instant serve to fix the spacecraft orientation relative to the reference frame (which is typically inertial).
LOS directions are usually reported as three-dimensional vectors having unit length. The unit-length constraint means that the measurement actually contains only two pieces of scalar information in its three elements, and this can cause problems for attitude determination algorithms. The simplest measurement models contain additive random noise that is distributed as a Gaussian with some mean and covariance. In the case of unit vectors, however, the errors must be constrained to those that, when added to the true unit vector, change its direction but not its length. In other words, the uncertainty lies on the surface of the unit sphere. A consequence of this constraint is that the associated 3 × 3 measurement error covariance matrices are singular, with a zero eigenvalue corresponding to an eigenvector aligned with the measurement. The traditional Kalman filtering equations require inversion of the measurement covariance, so special modifications are necessary.
One of the most widely used models for LOS measurements is Shuster's QUaternion ESTimator (QUEST) measurement model [8] . This model recognizes that most of the measurement uncertainty is concentrated in a region very close to the true direction, where the surface of the unit sphere can be well-approximated by a tangent plane. The resulting measurement error covariance matrix is a scalar multiple of the projection matrix that projects arbitrary vectors onto a plane orthogonal to the measurement vector. While the assumptions of QUEST are reasonable for arbitrary unit vectors, this model does not account for the physical characteristics of the sensors that measured those vectors.
Missions that require precise attitude knowledge and/or control most frequently use star trackers. Star trackers based on charge-coupled devices (CCD) measure the angle from the camera boresight to a star in two mutually orthogonal planes, and can achieve accuracies on the order of 10 to 20 arcsec [9] . For star trackers with a very narrow fieldof-view (FOV), the QUEST measurement model closely approximates the true uncertainty distribution. Historically, wide-FOV attitude sensors have been less accurate, so that differences between the QUEST covariance and the true measurement covariance were relatively insignificant [5] . Recent technological advances have resulted in more accurate wide field-of-view sensors. In particular, the vision-based navigation (VISNAV) system [10] employs a Position Sensing Diode (PSD) in the focal plane of a wide-angle lens to achieve a 100 degree FOV. These technological improvements motivated a new wide-FOV measurement model [11] , which takes into account the increased sensor noise far from the sensor boresight. Reference [11] develops a new measurement model, presents an EKF framework based on this model, and shows improved performance over the QUEST model in numerical simulations.
The QUEST measurement model has been extensively studied in the past decades. Shuster explored the validity of its assumptions [12] , showed how it could be implemented in a Kalman filter [4, 5] , and clarified its theoretical connections to Wahba's problem and to maximum likelihood estimation [12, 13] . Although the wide-FOV model seems intuitively reasonable and has been shown to outperform QUEST in specific simulations, it has not been subjected to the same rigorous analysis. The present paper seeks to bridge that gap. Both QUEST and the new wide-FOV measurement model are examined in the context of the star tracker focal plane model. The Fisher information matrix (FIM) for the inherently two-dimensional star tracker measurements is calculated, and this matrix is compared to the corresponding quantities for QUEST and the wide-FOV model. Additional derivations highlight some interesting matrix properties. Note that although QUEST and the wide-FOV model are the focus of this paper, other LOS vector measurement models are possible. In particular, the Multiplicative Measurement Model [14] employs multiplicative rather than additive measurement noise so as to enforce the unit-length constraint by construction. The development of a Kalman filter framework for attitude determination with multiplicative measurement noise is beyond the scope of the present work.
The remainder of this paper is organized as follows. First, the details of the QUEST measurement model and the wide-FOV measurement model, as presented in Ref. [11] , are summarized to provide necessary background information and terminology. Next, the measurement sensitivity matrix for the 2D star tracker focal plane measurements is developed, and the expression for the corresponding Fisher information matrix is given. The wide-FOV measurement model is then analyzed and compared to the 2D focal plane model and the theoretical Cramér-Rao lower bound (CRLB). The QUEST measurement model is compared to this same bound, and some properties of the estimation error covariance matrices for each measurement model are derived. Finally, the numerical simulations of Ref. [11] are repeated alongside an EKF based on 2D star tracker focal plane measurements to illustrate the paper's theoretical results.
BACKGROUND
This section provides necessary background information and establishes notation related to the QUEST and wide-FOV measurement models. Many of the equations are from Ref. [11] , along with some more detailed explanations.
Star trackers form measurements according to a set of collinearity equations, which are standard in many photogrammetry applications [15] . Assuming that the camera boresight is aligned with the z-axis, these are given by
The observation vector that is directly measured by the tracker is therefore
and the corresponding measurement equation with noise is
The zero-mean Gaussian noise process w i is assumed to have the covariance:
where d is on the order of one (and often simply set to one) and σ is assumed to be known [5] .
In unit vector form, the observations are
where
The measurement equation for the unit vector (as used in the QUEST algorithm [8] ) is
where the statistics of the noise υ i are given by
The QUEST measurement model makes the generally reasonable assumption that the uncertainty in the line-of-sight (LOS) unit vector measurement lies in the tangent plane to the unit sphere at the point where it intersects the measurement. This assumption becomes less valid for sensors with a wide field of view (FOV) and LOS vectors far from the boresight direction.
To derive the wide field-of-view covariance model, the 2 × 2 covariance R ) via the Jacobian:
With this J i , the new covariance is given by
Note that Ref. [11] calls this covariance R NEW i
. As this covariance is no longer a "new" result, the notation R wFOV i is adopted.
The QUEST covariance can also be written in terms of the Jacobian [5, 16] :
This paper deals extensively with matrix-valued inequalities. The standard convention is used: Given two matrices Shuster demonstrated [12, 13] that the Wahba problem [1] , with suitable weights, is equivalent to a maximum likelihood estimation problem for attitude. Specifically, the Wahba problem assumes LOS unit-vector measurements b i , as in equation (5), and seeks the attitude matrix A that minimizes the cost
When the weights are chosen as a i = 1/σ 2 i , this cost function is minimized by the same attitude matrix A that maximizes the likelihood function:
where the scalar constant C i is computed so as to properly normalize the function. Shuster further showed [12, 13] that the inverse of the Fisher information matrix (FIM) [17] for that problem is given by
In other words, the inverse of the Fisher information matrix for the Wahba problem yields P QUEST , which has been shown to be the attitude error covariance matrix for the QUEST algorithm [8] . Shuster's results require, however, that the sensor measurements behave according to the QUEST measurement model of equation (8) . The QUEST measurement model assumes a reasonable distribution for the errors in the LOS vectors, and this distribution dictates a corresponding focal plane covariance that has no basis in the physics of the actual sensor. The following section starts from the sensor model and works up to derive the attitude estimation error covariance directly. Note also that in the following sections, the measurement error standard deviation σ has been assumed to be measurement-independent when it appears in the expressions for R
, and so forth.
COVARIANCE DIRECTLY FROM 2-D STAR OBSERVATIONS
This section works with the two-dimensional sensor measurement model, and derives the relationship between attitude estimate errors and sensor errors. Some of the following results are presented in Ref. [5] without a thorough derivation. Furthermore, that source employed the sensor model only for its truth model and not for filtering, and no rigorous analysis of the sensor model covariance properties was performed. An alternative, equivalent derivation is also available in Ref. [13] .
The following assumptions have been made in this section's derivations:
1. The observation errors are small relative to the observations themselves, i.e., the signal-to-noise ratio is large enough to maintain Gaussian statistics throughout the derivations.
2. The boresight vector is aligned with the camera-frame z-axis. . Then equation (1) can be rewritten as:
As is common for nonlinear measurement functions, a linearization is performed about the true attitude. Such a procedure expresses the measurement residual (the difference between the true measurement vector and the one predicted based on the attitude estimate) as a linear function of the error in the attitude estimate. Let δa be a random zero-mean Gaussian vector of small-angle errors in the attitude estimate A, such that:
where the [δa×] denotes the standard cross-product matrix corresponding to the vector δa.
The following derivations are specific to the x-axis observation α i . It is understood that equivalent calculations can be carried out for the y-axis observation β i in the same fashion.
Letα i be the value of α i that would be expected for a given reference vector r i and the attitude matrix estimate A.
It can be written in terms of the true attitude matrix A and the error vector δa as:
By the same process, one can obtain the expression for the difference h β (δa) =β i − β i :
Equations (19) and (20) In this specific case, the observations ∆y are α i and β i , and δa plays the role of ∆x. The linearization can be computed by expanding Eqs. (19) and (20) in a Taylor series about the small attitude error vector δa ≈ 0, and neglecting higher order terms:
The first term in the Taylor series is zero when δa = 0. The matrix H arises in the second term as the Jacobian for the
, evaluated at δa = 0. After simplification, the result is given by: . Because this is a least-squares problem with Gaussian noise, the one-measurement Fisher information matrix [17] is the inverse of the estimation error covariance:
The corresponding Cramér-Rao lower bound (CRLB) for N measurements is given by
THE WIDE-FOV COVARIANCE MODEL AND THE CRAMÉR-RAO LOWER BOUND
It is possible to derive a simple expression for the relationship between the wide-FOV covariance R 
Using this expression for H i , it can be shown that the Jacobian matrix J i from equation (9) can be written as
The 2 × 2 matrix on the right in equation (25) has an interesting property: it can be used to transform any symmetric 2 × 2 matrix into the adjugate of that matrix. The transformation takes the form
where "adj" represents the matrix adjugate operation. The adjugate of a matrix A is related to the matrix inverse by the scalar determinant:
These properties can be exploited along with the new form of the Jacobian in equation (25) . Equation (10) becomes
One can further simplify equation (27) by recalling that det R
3 [11] . Equation (27) reduces to
where the scalar function
The scalar η i is a function of the variables d, α i , and β i , and can be written out explicitly as
The thrust of equation (28) Note that one could also prove the upper and lower bounds on η i by examining the matrices R . Division of the lesser determinant by the greater determinant will therefore always result in a value less than or equal to one, with equality holding only when the measurement is aligned with the boresight axis and the two matrices are equal.
Next, one can investigate the measurement covariance matrices R 
The matrix product in equation (31) should be familiar from the definition of the function η i . Because the characteristic function of a 2 × 2 matrix is quadratic, the eigenvalues of the matrix in equation (31) can be calculated analytically:
Unfortunately, this expression is too complicated to provide much insight about eigenvalue magnitudes. Upper and lower bounds on the eigenvalues will be derived in a later section.
To show that the non-zero eigenvalues of R wFOV i are equal to those of equation (31), one must revisit the Jacobian matrix J i . As reported in Ref. [18] , equation (9) can also be written in the form
Within this equation, the matrix
is a scalar multiple of the matrix R QUEST i
. After making the replacement,
The 3 × 2 Jacobian J i appears on both sides of equation (34): J i is equal to a copy of itself times a 2 × 2 matrix expression. As J i has rank 2, equation (34) implies the following:
or 
Now post-multiply both sides of equation (37) by the rectangular matrix I 3×2 , and substitute in equation (36):
Let w be a 3 × 1 eigenvector of R corresponding to eigenvalue λ vi . Pre-multiply the matrix in equation (38) by w T , post-multiply by v, and simplify:
Comparison of the first and last lines of equation (39) −1 , the eigenvalues will either match or the first two elements of w will be orthogonal to v.
As the determinant of a matrix is the product of its eigenvalues, the product of the non-zero eigenvalues of R . One such method, as applied to the EKF in Ref. [11] , is to artificially add a rank-one update to the covariance matrix so that it can be inverted in the filter. This strategy closely resembles one typical approach to filtering using the QUEST measurement model. The rank-one update for the wide-FOV model takes the form
where the scalar coefficient of the update has been arbitrarily chosen to achieve good numerical properties.
Within the EKF, the attitude dynamics are linearized around the current best estimate of attitude. The linearized attitude part of the state vector is just the three-axis vector of small-angle attitude errors, δa. The linearized filter measurement equation relates the difference between the measured and estimated LOS unit vectors to the attitude error:
Note that in the actual filter, the H bi measurement sensitivity matrix also contains columns corresponding to gyro bias states and any other estimated states. Another caveat is that the matrix H bi must be evaluated at the current best estimate of the vector b i , as the true vector is never available to the filter. This theoretical treatment focuses on the properties of the attitude part of the problem, and assumes that the estimates are sufficiently close to the true values for the necessary linearizations to be valid.
The EKF covariance update, written in information form, is given in equation (33) of Ref. [11] as
The inverses of the covariance matrices P −1 and P + , which appear in equation (43) One can use eigenvalue/eigenvector decomposition to write the wide-FOV measurement covariance matrix as:
where λ 
Equation (45) makes it simple to compute the inverse of R wFOV i
:
This expression for the matrix inverse can be used to compute the single-measurement update to the EKF information matrix:
By employing the cross product relationships of the orthonormal triad of eigenvectors, equation (47) can be simplified to obtain:
Note how the rank-one update that made R (28), the FIM can be written as
Substitution of the eigenvalue/eigenvector decomposition of equation (44) into equation (49) yields
The one-measurement increment to the EKF information matrix, H (50): 
QUEST AND THE CRAMÉR-RAO LOWER BOUND
Now compare the matrices P QUEST and P wFOV = P DIRECT , repeated here:
The previous section shows that P wFOV = P DIRECT , and Ref. [11] demonstrates that R
. It is now possible to show that P QUEST ≥ P wFOV . The following statements are all equivalent:
One way to show equation (54e) is to show that the inequality holds term-by-term for every term, such that
or just
The following proof shows that equation (56) holds for all α i , β i , and 0 ≤ d ≤ 1. Another way to write equation (56) is
The eigenvalues of
As a result,
If the right-hand quantity in equation (58) is positive-semidefinite, than so is the quantity of interest on the left-hand side. Writing everything in terms of α i and β i gives
After significant algebra, equation (59) reduces to
In this equation, the matrix difference on the left-hand side is equal to the sum of three matrices on the right-hand side. The first of these three matrices is just a non-negative scalar times the identity matrix. The scalar goes to zero only when d = 1 or when α i = β i = 0; for all other values (provided 0 ≤ d ≤ 1) it is positive. Therefore this first matrix is positive-semidefinite. The second matrix is also positive-semidefinite, because it is the product of a different non-negative scalar and a diagonal matrix with non-negative diagonal entries. The third matrix on the righthand side of equation (60) is not diagonal, but it too is positive-semidefinite. One can easily calculate that it has the non-negative eigenvalues 0 and
. As the quantity of interest can be written as a sum of three positive-semidefinite matrices, it must be positive-semidefinite itself. Furthermore, the three matrices never go to zero simultaneously except when
, and by consequence,
This result implies, as expected, that the filter based on the QUEST measurement model is bounded away from the CRLB except in the case where the measurement is aligned with the boresight and
FURTHER COVARIANCE PROPERTIES
The previous sections derived some matrix inequalities to compare the measurement covariance matrices R wFOV i
and R
QUEST i
and the attitude error covariance matrices P wFOV and P QUEST . This section uses some of these previous results to examine the eigenvalues of these matrices. While equation (32) gives an exact analytical expression for the non-zero eigenvalues of R wFOV i , this expression is too complicated to provide much insight about eigenvalue
magnitudes. An alternative approach seeks bounds on the eigenvalue magnitudes based on the previously derived matrix inequalities.
Reference [11] demonstrates that R in Eqs. (10) and (11), one can infer that η
Combination of these two matrix inequalities yields:
Suppose that the vector v is a unit-length eigenvector of R 
which can be simplified as
Note that the leftmost term of the inequality is equivalent to the corresponding eigenvalue of η
The first two terms of equation (63) yield λ wi ≥ η i σ 2 , and the last two terms yield λ wi ≤ σ 2 . Putting these inequalities together, the non-zero eigenvalues of R wFOV i are bounded according to
Bounds can also be found for the eigenvalues of η
, a matrix that is closely related to the one-measurement can be used to determine lower bounds on the eigenvalues of P QUEST and P wFOV = P DIRECT . Upper bounds cannot be found, as these matrices tend to infinity if the available LOS measurements are not sufficiently independent. In what follows, it is assumed that independent measurements are available, so that finite, invertible matrices P QUEST and P wFOV exist. The derivations also make use of the fact that the minimum eigenvalue of a positive definite matrix is the inverse of the maximum eigenvalue of the matrix inverse.
The inverses of P QUEST and P wFOV are found from equation (53):
Suppose that v is an eigenvector of P QUEST −1 . Then the corresponding eigenvalue is given by
Each term on the right-hand side is maximized when v is also an eigenvector of R QUEST i corresponding to its maximum eigenvalues of σ 2 . An upper bound on λ −1 P q occurs in the limit as this holds for every term in the summation:
The corresponding lower bound on the eigenvalues of P QUEST is then
The calculations are slightly more complicated for P wFOV . Suppose that v is an eigenvector of P wFOV −1 , so that the corresponding eigenvalue is:
The terms on the right-hand side are each bounded above by the maximum eigenvalue of any of the η 
This upper bound on the eigenvalues of P wFOV −1 corresponds to a lower bound on the eigenvalues of P wFOV :
The lower bounds given by Eqs. (69) and (72) are closely related to the theoretical maximum information (in the sense of Fisher) available via the measurement models.
SIMULATIONS
The simulations of Ref. [11] Two different filter implementations for the wide-FOV model are described in Ref. [11] . One of them addresses the singularity of R wFOV i
by performing a transformation based on an eigenvalue/eigenvector covariance decomposition.
The other adds a rank-one update to R wFOV i to make the resulting matrix invertible. Both approaches give the same measurement updates, but Ref. [11] found that in practice the decomposition approach is more sensitive to numerical ill-conditioning. Consequently, this paper's analyses and simulations focus on the EKF with the rank-one covariance update.
As predicted, the EKFs based on the direct sensor model and the wide-FOV measurement model produce results that are nearly identical. Reference [11] found that the 3σ bounds for the QUEST and wide-FOV models differed by about 30%. In contrast, the wide-FOV and direct measurement models had an average difference of 2.6 × 10 −6 % for the case with zero initial estimation error. When an initial estimation error of about 6
• was chosen, consistent with the initial filter covariance assumptions, the average difference in the 3σ bounds was less than 0.01%. To make the comparison more clear, the differences and percent differences of various quantities are also plotted.
Figures 5 and 6 compare the standard deviations for the EKFs based on the QUEST measurement model and the DIRECT measurement model. The differences between the two models are nearly identical to the differences between the QUEST and wide-FOV models in Ref. [11] . Actually the standard deviations are identical from an analytical perspective, but there are small numerical differences.
Although the standard deviations of the wide-FOV and DIRECT models are essentially identical, Fig. 9 shows that there are small differences in the estimated attitude for the two measurement models. In contrast, the differences in attitude estimates between the QUEST and DIRECT methods are much larger, as illustrated in Fig. 10 . The normalized measurement innovation statistics (normalized innovation errors squared) for the QUEST, wide-FOV, and DIRECT measurement models are plotted in Fig. 11 . The figure also shows the associated 99%χ 2 bounds for this statistic. The bounds assume two-dimensional measurements, which is appropriate for three-dimensional LOS vectors that are constrained to have unit length. As evidenced in the figure, the wide-FOV and DIRECT models more closely agree with the theoretical bounds. The wide-FOV model accounts for the changing measurement error covariance far from the sensor boresight, rather than assuming all measurements are equally accurate. In contrast, the classic QUEST measurement model assumes that errors are uniformly distributed around the measurement direction. The wide-FOV and QUEST measurement models were compared to a scheme that uses the two-dimensional sensor focal plane measurements directly, without first converting them to unit vectors. The Fisher information matrix and Cramér-Rao lower bound for this direct model were derived, and the wide-FOV model was shown to achieve this bound. This result implies that no other unit-vector measurement model can outperform the wide-FOV model for the given sensor. Numerical simulations confirm these results by demonstrating that the 3σ bounds were effectively identical for filters based on the direct focal plane measurements and filters that use the wide-FOV model.
