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We give a short proof that the Diophantine theory of the complex function field 
C(h, t2) where ti are algebraically independent over the complex numbers, in the 
language { +,  x ,  t I, t2, 0, 1 } is undecidable. We construct a model of (Z, + ,  x ) 
represented by isogenies of an elliptic curve. D 1992 Academic Press, Inc. 
1. INTRODUCTION 
Denef I-DI] proved that Diophantine equations over formally real 
function fields and complex polynomial rings are undecidable by showing 
that Z is a Diophantine set. He did this by constructing an elliptic curve 
for which the limit at infinity of y/x approaches an arbitrary integer and 
then giving a Diophantine quation using the order structure to determine 
the limit. Then one can use the Matijasevitch, Davis, Putnam, Robinson 
solution Of the 10th Hilbert problem. 
Here instead we construct a model for (Z, +, x ) (more generally for 
certain quadratic rings of algebraic integers) as isogenies of elliptic curves 
defined over C, using Denef's equation. To obtain multiplication it suffices 
to specify that (ran, m) is a multiple of (m, 1), where (c, d) is a multiple of 
(a, b) if and only if there exists k such that c=ka and d=kb. This is 
equivalent to functional dependence of corresponding maps from d' x 8 to 
6 ~ for an elliptic curve 6'. Functional dependence can be characterized by  
the Tsen-Lang theorem. 
Ershov ['E] and Becker and Lipshitz FBL] studied decidability 
problems for complex power series rings, that the Diophantine problem is 
decidable but riot the first order problem. Mason I-M-I and implicitly Lang 
[Ln] give information about Diophantine quations in function fields. 
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2. CERTAIN ELLIPTIC CURVES 
An elliptic curve [Ha, IV.4] is a genus I curve with a point defined over 
a field. It is a group under an operation induced by the property that a line 
through two rational points on a degree 3 curve will intersect it in a third 
rational point symmetric with respect o a certain axis (for the curves we 
consider, the x-axis) to their sum. See also [We]. 
An isogeny of elliptic curves is a nonconstant rational map of the curve 
into itself. If it preserves base point (the identity), it will be a group 
homomorphism. So a general isogeny is the composition of a group 
homomorphism and a translation in the group structure. For any isogeny, 
for instance, if the curve has function field C(t, d) then the image 
coordinates will be functions u, v of t, d satisfying the equation of the curve, 
which in characteristics other than 2 has the form 
),2 = x 2 + ax  + b. 
A convenient subgroup of isogenies whose x coordinates are rational in t 
can be specified by Denef's equation [D1] 
y2(/3 -I- at + b) = x3+ ax + b 
over C. Given solutions f l  (t), f2(t), the pair (f l(t), df2(t)), where t, d are 
x, y coordinates on the original curve, will be an isogeny. The identity is 
1, t. If the isogeny group modulo translations has rank 1 then the only 
translations arising from the Denef equation [DI-I will be points of 
order 2. 
Maps from o ~ x 6 0 to d' will also be compositions of translations and 
group homomorphisms. The algebraic geometric degree do of a map f of 
curves is the degree of the induced extension of function fields [Ha].  
Over a field of characteristic 0 we can ensure rank 1 by taking a curve 
with rational coefficients with non-integer j-invariant [DI ] .  However, we 
can also work with curves having rank 2 isogeny group provided that we 
can determine the group and that it is generated by the identity and 
automorphisms which can be conveniently represented. Such a curve is 
y2 ~--. ,(3 __ X 
with automorphism ( -x ,  /y), where i=  x/-Z-i -. 
LEMMA 1. For fixed a and b ~ O, we can bound the degree of sohttions of 
the isogen)r equation whose x coordinate is a square over any finite extension 
F E of the fimction field of E. 
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Proof  Having the x coordinate a square means that there is a map 
from a curve (~ with the function field F E to the curve 
),2 = x 6 + ax 2 + b. 
But this curve has genus greater than 1 (computed in the Appendix) and 
so Hurwitz' theorem [Ha, IV, Corollary2.4] gives a bound on the 
degree. | 
Note that y~=x3-x  without modification does not satisfy this 
hypothesis; y2 = x 6_  x z has genus 1. The theory of quadratic extensions of 
C(t) is very similar to the theory of quadratic extensions of Q l-W]. 
LEMMA 2. I f  its degree exceeds a computable bound the x coordinate o f  
an isogeny (modulo translations) is a nonsquare locally at some finite prhne 
of  the fimction f ieM C(t, d), i f  it is defined over C(t). 
Proof  By Lemma 1 we have a finite bound on the degree of solutions 
which are squares over C(t) and also over the extension 
F = C(t, x/t - ci), 
where ( t -c i )  are all primes dividing d ~. But a nonsquare p over C(t) is 
locally a nonsquare at some finite prime ( t -c ) .  If p is a nonsquare over F 
then not all such primes divide the square of d. They are the only primes 
which ramify in C(t, d); therefore p is locally a nonsquare in C(t, d). | 
The degree of k times an isogeny is k 2 times the degree of the isogeny 
[Ha, Corollary 4.17]. From the field theoretic definition, degrees multiply 
under composition. This will enable us to eliminate the exceptions by 
taking multiples by a computable k.
3. A MODEL USING ISOGENIES 
Let COm., denote the x coordinate of a homomorphism from 6" x 6" to 6" 
for an elliptic curve 6" which isan m-fold elliptic sum of the identity on the 
first coordinate and an s-fold sum on the second coordinate. In general, it 
will be a function of both t and d. 
The Tsen-Lang theorem I-L, Chap. 11 ] asserts that any quadratic form 
of degree 2 ~ over a degree n function field over an algebraically closed field 
is isotropic, tlaat is, has a nontrivial root. For n = 1, this will allow us to 
detect algebraic dependence. 
Suppose a degree 3 quadratic form 
ax 2 + by 2 + cz 2 = 0 
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over a field F has a nonzero solution, where a, b, c are square free. Locally 
at.any valuation of F if c has order 1 and a, b have order 0, and x, y, and 
z are not 0 then (ab) must be a square in the residue field. 
We define the product of a number by a pair of numbers componentwise. 
The divisibility between pairs is defined accordingly. 
LEMMA 3. The ordered pair (m, s) E Z x Z is a multiple of (n, i ) if and 
only if the equation 
co .... w2+og,.iz'2=l (3.1) 
has a nonzero sohttion over C(tl, d~, t2, d2) at least if we replace the ordered 
pairs by certahl constant multiples c(m, s), c(n, 1). 
Proof. First suppose (re, s) is a multiple k(n, 1). Then t~ .... is the 
composition (-i- denotes elliptic addition) 
d 'x8  n4-i ~ k ~8 x ~. .~,  
where cE~' is the complex projective line. The function 
is a rational function f(x, y) given by the elliptic addition taken k times. 
Since y is algebraic in x, f i s  an algebraic function h(x). Then tom.s = h(to,,.! )
since ton.i is x composed with 
6~x6 , n ~- l~ d," 
Therefore/to.,,. and t..,~ generate a subfield of transcendance d gree 1 in 
C(t l ,  dl, t2, d2). In this subfield by the Tsen-Lang theorem [L, Chap. I 1 ] 
~,,,.s(w ~) + co,.~ (z:) = 1 
is solvable for z, w. 
Now suppose (m, s) is not a multiple of (n, 1). There exists an invertible 
algebraic morphism from 8 x d' to 8 x o ~ corresponding to the matrix 
where the (i,j)-entry is the map from factor i of the range to factor j of the 
domain. 
If P, Q'are points of ~' rational over K - -  C(t~, t2, dl, d2) the map sends 
(P, Q) to (P -nQ,  Q)i; inparticular it sends cok.t to COk_nt.i. This induces 
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a rational map J from K into K which is invertible (the inverse of the 
map (P,Q)--*(P-nQ, Q) is (P ,Q)~(P+nQ,  Q)j. So J is a field 
automorphism which fixes the elements of C and so preserves solvability of 
equations over K. J sends e~ .... to to ......... and co,,.~ to too.i. Replace to ..... 
by to ........ and to,,.~ by too.l and work with these coefficients in the 
equation. 
By Lemma 2, too.~ is locally a nonsquare at some finite prime 1" of 
C(t2, d2). This prime extends a prime ( t2 -c~)  of C(t2) and taking 
congruences modulo F will send t2, d2 to certain .constants ca and c2. 
Then to . . . . . . .  modulo this prime will be taken by sending t2, d2 to c 1, c 2 
as in any algebraic formula such that the result is well defined. This means 
we add the constant function to,(c~, c2) to to ....... o over the elliptic curve 
to get its residue class Ip (the formula also involves y coordinates at these 
two points). In particular, ~, is a constant ranslate of to ....... o. Therefore, 
is nonzero and noninfinite and, by Lemma 2, a nonsquare. 
Then as we observed above, locally at F the quadratic form (3.1) is 
unsolvable. If we replace to .... by co ........ by Lemma 1 we can eliminate the 
low degree exception set. II 
Note that we can specify constants of C by an equation such as 
a3+b3+ 1 =0 
because this equation defines a curve of genus 1 which has no nonconstant 
solutions. 
THEOREM 4. Diophantble quations over C(t~, t2) are not algorithmically 
decidable. 
Proof Choose an elliptic curve 6 over C all of whose isogenies 
preserving base point are multiples of the identity. We form a model of Z 
in which n is represented by an isogeny of degree n. Sums will be elliptic 
sums and if use Denef's equation, equality can be defined by equality of 
twice the isogenies; otherwise we could write an equation for translates. 
To write a general Diophantine equation in this model it suffices to 
define products. By Lemma 3 we can define divisibility of ordered pairs 
( l ,n)  divides (re, p) provided that on 6~x~ ' we can relate isogenies on 
separate factors d' and thus define m on some factor and p on another. 
This can be done by replacing a field with an order 2 extension. For 
instance, cons]der C(tl, t2). Let st, s2 be the symmetric functions and work 
over the field C(s~, s2) writing all functions of tl, t2 as ordered pairs (u, v) 
added and multiplied like sums 
u(sl, s2) + v(sl, s2) ~ - 4s2. 
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Then tl, t2 can be interchanged simply by changing the sign of v. We can 
specify that a map from ~ x ~ to ~ involves one variable ti by again using 
the method of Lemma 3 (with COo. I replaced by tl) or we could use Denef's 
equation with t~. 
In C(t~,t2) we can model, as above, (Z+Z,  +)  with relation 
(a, b)l(c, d) and injections ij: Z--* Z+Z.  Then in C(sl,s2) we have the 
complete structure defined using the formulas for t i in terms of si, letting 
each variable be a sum 
u + v ~ - ~s2. 
And over C(s~, s2) we also have the map which interchanges coordinates 
defined. This gives the model of Z. 
This extends immediately to all algebraically closed fields of charac- 
teristic 0 and any number of variables greater than I. II 
TttEOREM 5. For al O' algebraically closed f ieM K o f  characteristic not 2 
and n > 1, there is 11o algorithm to soh'e Diophanthze quations with coef- 
f icients and variables in K(t~ .... , t,), where t are algebraically #1dependent 
over K. 
Proof  We use the Denef equation 
) f ( t )  =f(x) ,  f (x )  = x 3 - x. 
In Lemma 3, we may replace co by (~o+e). Lemmas2 and 3 will hold 
provided we choose e so that, for solutions co of the Denef curve, (co + e) 
must be a nonsquare over various fields. If (w + c) is a square, we have a 
solution of 
(t ~ + at + b) ) '2 = (x 2 - c) 3 + a(x 2 - c) + b 
given by x = ~ c. 
Then Lemmas 1, 2, and 3 hold except hat we are working in the isogeny 
ring ~' of this elliptic curve consisting of isogenies arising from the Denef 
equation. 
Again, we use a degree2 field extension to interchange variables t~, t2 
and use the Denef equation in one variable to get isogenies constant in the 
other variable. 
But we may choose c so that the right-hand side has distinct roots and 
so that the genus is greater than 1 and no rational map can exist. (The 
roots are expressible using square roots from the roots of the original 
equation.) 
Again irn Theorem4 we can use (1, x)](y, xy) to characterize multi, 
plication, e.g., (l, x ) ( r )= (y, xy). If we have nonmultiples, take an 
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automorphism to get (1, 0) versus (y, r-xy) which will not be algebraically 
dependent, on one another. 
This gives a Diophantine model of (.~', +, x ). By Proposition 8 in the 
Appendix we have a Diophantine description of (Z[ i ] ,  +, x ) as the 
centralizer of i. And by Denef's theorem [D2] Diophantine quations over 
Z[i] are undecidable. |
4. CONCLUSION 
Theorem 4 implies that existence of rational sections of morphisms 
is in general undecidable. Other potential applications are provided in 
[KR], IS]. 
APPENDIX :  COMPUTATION OF GENUS 
PROPOSmON 6. I f  f (X) is a degree 6 polynonlial with disthzct roots, then 
over an algebraically closed fiehi of characteristic not 2, 
yZ =f(x)  
has genus 2. 
Proof Computation of genus is discussed algebraically in [Ha, v.3.9, 
iv.3.11"l. It can be done by blowing up points until singularities are 
resolved. Start with d= 6 for the estimate 
(d -  1 ) (d -  2) 
Then for each singularity of multiplicity m subtract 
(m - 1 ) (m - 2 )  
2 
The Jacobian [2yf'(x)] has no finite roots i f fhas no multiple roots. To 
study the infinite solution replace x, y with x/t, y/t and consider (t, x, y) 
equal to (0, 0~ 1). Now make x, t the new variables. This has the effect of 
making the equation 
t (t ) 
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with a degree 4 singularity at infinity. To blow up points for an equation 
in x, )' one adds new variables it, v and an equation ux=vy.  If either 
variable is nonzero it can be replaced by one, so there are two cases, u = 1 
or v = 1. Setting t = ux and cancelling powers of x, we have 
,l'=x2g(.) 
for a g having constant erm 1. The point 0 lifts to 0 and we have a multi- 
plicity 2 singularity. For vt=x,  after one cancels powers, x=0 is 
impossible so the point (0, 0) does not lift there. Substitute y for u and 
blow up again. For x = vy we have 
3, 2 = v2g(l, y), 
which is an ordinary node and one more blowing up resolves it. Again the 
case y= ux leads to an impossible equation at x = 0 after cancellation. So 
the genus is 
(6 -  1 ) (6 -2 ) -4 (4 -  1 ) -2 (2 -  I ) -2 (2 -  1) 
2 
which is 2. | 
PROPOSn'ION 7. An isogelo' ~ to 8 written as (gl(t, d), gz(t, d)), where o ~ 
is the curve ),2 = x 3 + ax + b over C, arises from a sohaion f l  (t), ./'2 (t) of a 
Denef equation t)3, the fornzula (t, d), goes to (fl(t), df2(t ) if and only if (i) 
g~ is rational over C(t), and (ii) i f  g~ is constant hen g2 = O. A composition 
of two isogenies arishlg from these sohttions is agahl one. P, todulo torsion, 
pohlts of ~ are represented b), base point preservhtg maps, hence a subrblg 
of the isogeny ring. 
Proof It is necessary that the x coordinate of a solution be rational 
since it is the x coordinate of the isogeny. Let an isogeny have a rational 
x coordinate. If the y coordinate has the form ~ times a rational 
function it will conversely be an isogeny from a Denef solution. The 3, 
coordinate will be function 
u(t) + fx/~) v(t), 
whose square is rational so u or v = 0. If v = 0 then y is rational so the 
isogeny sends any pair (y, x), ( -y ,  x) to the same point, but this" cannot 
be, unless it is constant. Rationality of x coordinates is preserved under 
composition, so any nonconstant composition of elements from the Denef 
curve is algain one. This also implies the constant case if one uses a 
distributive law of compositions. 
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Any Denef isogeny preserves the map (additive inverse) 
( -y ,  x) --, (y, x). 
If it is a translate of a base point preserving isogeny this translate has 
order 2. II 
PROPOSmON 8. For p > 2, K of characteristic p, algebraically closed, 
sohttions over K(t) of 
y2f(t) =f(x) ,  f (x )  = x 3 ---'ax 
modulo torsion form a subring of  the isogel O' ring of 6 which (i) contahls 
the Gaussian flategers where i is represented by the isogeny (x, y) goes to (iy, 
-x ) ,  and (ii) has rank at most 4. The centralizer of i hi this rhag is Z[i].  
Proof The identity isogeny and the map 
y---, iy, x ~ - -x 
give elements I, i which generate a subring Z[i] .  The identity has infinite 
order so the induced map of Z[ i ]  into solutions is 1-I. The ring Z[i]  is 
integrally closed so only if the rank is higher, can we have additional 
solutions modulo torsion. 
To study isogenies we may consider their action as a ring of 
homomorphisms on the division points of order m n, m prime, all points 
whose m"-fold elliptic sum is 0. The action of base point preserving 
isogenies on the inverse limit of these division points is faithful since there 
will be infinitely many such points so that they determine an algebraic 
map. This gives a faithful representation of the isogeny ring into 
GL(2, Z~m)), where Z(,,)is the m-adic integers (see [Ha, Ex. 4.8.1]). 
In the case p=4t -  I, there exists an isogeny cq 
x ~ x p, 3, ~ ),t' 
preserving base points. It has the effect 
~(i.x') = -- ix(x); 
therefore, in GL(2, Zo,,)) it is linearly independent of Z[i].  Hence the ring 
has rank 4, because it is a noncommuting subring containing Z[i] .  
But in general the centralizer of i in GL(2, ZCm)) will be Z(m~[i] if 
m-  3 (mod 4). So the centralizer of i in ~ is Z[i] ,  where .~' is the ring of 
base point preserving isogenies. | 
Much more is l~nown about isogeny rings than we have mentioned here 
[si]. 
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