A latest optimization algorithm, named Teaching-Learning-Based Optimization (simply TLBO) was proposed by R. V. Rao et al, at 2011. Afterwards, some improvements and practical applications have been conducted toward TLBO algorithm. However, as far as our knowledge, there are no such works which categorize the current works concerning TLBO from the algebraic and analytic points of view. Hence, in this paper we firstly introduce the concepts and algorithms of TLBO, then survey the running mechanism of TLBO for dealing with the real-parameter optimization problems, and finally group its real-world applications with a categorizing framework based on the clustering, multi-objective optimization, parameter optimization, and structure optimization. The main advantage of this work is to help the users employ TLBO without knowing details of this algorithm. Meanwhile, we also give an experimental comparison for demonstrating the effectiveness of TLBO on 5 benchmark evaluation functions and conclude this work by identifying trends and challenges of TLBO research and development.
Introduction
Teaching-Learning-Based Optimization (TLBO) is firstly proposed by R. V. Rao et al. in 2011 [1] for handling the optimization of mechanical design problems by considering the influence of a teacher on learners. Like other nature-inspired algorithms, e.g., genetic algorithm (GA) [2] and particle swarm optimization (PSO) algorithm [3] , TLBO is also a population-based method and uses a population of solutions to proceed to the global solution. The population is considered as a group or class of learners. Generally speaking, the process of TLBO can be divided into two different parts, i.e., teacher Phase and learner Phase. The teacher phase means learning from the teacher and the learner phase means learning by the interaction among the different learners. The basic philosophy of TLBO method can be gave by observing the following Fig. 1 (a) and Fig. 1 (b) .
(a) Marks obtained by learners taught by two different teachers [1] (b) Model for distribution of marks obtained for a group of learners [2] Fig. Assume there are two different teachers, i.e., T 1 and T 2 , which teach a subject with the same content to the same merit level learners in two different classes. Fig. 1 (a) shows the distribution of marks obtained by the learners of two different classes evaluated by the teachers. Curves 1 and 2 represent the marks obtained by the learners taught by teacher T 1 and T 2 respectively.
It is seen from Fig. 1 (a) that curve-2 represents better results than curve-1 and so it can be said that teacher T 2 is better than teacher T 1 in terms of teaching. The main difference between both the results is their mean (M 2 for Curve-2 and M 1 for Curve-1), i.e. a good teacher produces a better mean for the results of the learners. Learners also learn from interaction between themselves, which also helps in their results.
Based on the above teaching process, a mathematical model is prepared and implemented for the optimization of an unconstrained non-linear continuous function with TLBO. Fig. 1 (b) shows a model for the marks obtained for learners in a class with curve-A having mean M A . The teacher is considered as the most knowledgeable person in the society, so the best learner is mimicked as a teacher, which is shown by T A in Fig. 1 (b) . The teacher tries to disseminate knowledge among learners, which will in turn increase the knowledge level of the whole class and help learners to get good marks or grades. So a teacher increases the mean of the class according to his or her capability. In Fig. 1 (b) , teacher T A will try to move mean M A towards their own level according to his or her capability, thereby increasing the level of learners to a new mean M B . Teacher T A will put maximum effort into teaching his or her students, but students will gain knowledge according to the quality of teaching delivered by a teacher and the quality of students present in the class. The quality of the students is judged from the mean value of the population. Teacher T A puts effort in so as to increase the quality of the students from M A to M B , at which stage the students require a new teacher, of superior quality than themselves, i.e., in this case the new teacher is T B . Hence, there will be a new curve-B with new teacher T B .
R. V. Rao et al. demonstrated that TLBO can obtain the better optimization performance in many fields, e.g., the constrained mechanical design optimization problems [1] , unconstrained and constrained real-parameter optimization problems [4] , and continuous non-linear large scale problems [5] , in comparison with other optimization algorithms [6] [7] [8] . Then, a number of improvements and applications concerning TLBO have been proposed sequentially. In this paper, we want to give a detailed categorization to the current works concerning TLBO from the algebraic and analytic points of view. 
where f(X) is the objective function, X is a vector for design variables such that L L x i U L . 2) Initialize the population. Generate a random population according to the population size and number of design variables. For TLBO, the population size indicates the number of learners and the design variables indicate the subjects (i.e. courses) offered. This population is expressed as follows: [5] Elitist TLBO Algorithm Elitist TLBO algorithm [9] is also proposed by R. V. Rao in 2012. Fig. 3 gives the flowchart of Elitist TLBO algorithm [9] . The concept of elitism is utilized in the original TLBO algorithm to identify the effect on exploration and exploitation capacity of TLBO algorithm, where during every
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Vehicle, Mechatronics and Information Technologies generation the worst solutions are replaced by the elite solutions. In Elitist TLBO, the duplicate solutions are modified by mutation on randomly selected dimensions of the duplicate solutions before executing the next generation. Moreover, the effect of the common controlling parameters of the algorithm, i.e., population size, number of generations and elite-size on the performance of the algorithm are also investigated by considering different population sizes, number of generations and elite sizes.
A Note on TLBO Algorithm
Crepinsek et al. [10] gave an fairly experimentally investigation to the performance of TLBO and their findings have revealed three important mistakes regarding TLBO: 1) at least one unreported but important step; 2) incorrect formulae on a number of fitness function evaluations; and 3) misconceptions about parameter-less control. And, Crepinsek et al. [10] found that unfairly experimental settings and conditions were used to conduct experimental comparisons (e.g., different stopping criteria).
