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探索点数 2 ≤ m ∈ N1，探索点のパラメータ 0 < w ∈ R1，0 < c1 ∈ R1，0 < c2 ∈ R1，
最大反復回数 Tmaxを設定，k = 0とする。
Step 1:[初期化]




0(i = 1, 2, · · · , m)







k+1 = w · vi jk + c1 · rand1()i j · (pbesti jk − xki j) + c2 · rand2()i j · (gbest jk − xki j)
xi jk+1 = xi jk + vi jk+1
i = 1, 2, · · · , m; j = 1, 2, · · · , n
とおく。
Step 3:[pbesti, gbestの更新]
















k = Tmaxの時に探索終了する。もしなければ，k := k + 1として Step 2へ戻る。
上の式の中に記号の定義としては，n ∈ N1：問題の次元，m ∈ N1：探索点数，xi ∈ Rn：i
番目の探索点の位置ベクトル，vi ∈ Rn：i番目の探索点の移動ベクトル， f (xi) ∈ R1：i番
目の探索点の評価値，pbesti ∈ Rn：i番目の探索点がこれまでの探索で発見した最良解，
gbest ∈ Rn：これまでの探索で発見した群全体の最良解，w, c1, c2 ∈ R1：PSOのパラメー
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探索ベクトルの次元数 n ∈ N1，探索ベクトルの個体数m ∈ N1，膨張率 F ∈ R1，交
叉率CR ∈ R1，最大世代数Gmax ∈ N1をとする。
Step 1:[初期化]
初期解集団xi0 ∈ Rn (i = 1, 2, · · · , m)を与え，世代数G = 0とする。
Step 2:[突然変異]
全操作ベクトルxiGに対して，互いに異なるようにランダムに選出されたxr1G, xr2G, xr3G
と膨張率 Fを用いて，下記式の変異ベクトル viG ∈ Rnを生成する。
vi
G = xr1
G + F · (xr2G − xr3G)
Step 3:[交叉（一様交叉）]
全操作ベクトルxGi に対して，交差開始点 aを決めし，操作ベクトルの要素 xi, j毎に
















i ) ≤ f (xGi )
xGi otherwise
Step 5:[終了判定]
G := G + 1とし，G = Gmaxであれば，探索が終了する。もしなければ，Step 2へ
戻る。
2.1.3 Cuckoo Search
Cuckoo Search（CS）アルゴリズムはXin-She Yangにより 2009年において開発された
手法であり，連続最適化問題を解決であり，多点探索のメタヒューリスティクス手法の一




































tx−1e−tdt (x > 0) (2.4)





x̂ := xp + αL(β), (2.5)






xw := xw + αL(β) (2.6)




探索点数m，ステップサイズα > 0，分布調整パラメータの設定範囲 β ∈ [0.3, 1.99]，
排斥率 pa ∈ [0, 1]，最大評価回数 kmaxを定め，評価回数を k = 0とする。
Step 1:[初期化]
初期の探索点xi (i = 1, 2, . . . ,m)は初期配置領域S内からにランダムに生成し，初




x̂ := xp + αL(β)
L(β) = [L1(β), L2(β), . . . , Ln(β)]T
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x̂ f (x̂)≤ f (xq)
xq otherwise
Step 4:[排斥]
排斥確率 paに従い，最悪点xw = arg max
x∈X
{ f (x)}を排斥させる。
xw := xw + αL(β)
L(β) = [L1(β), L2(β), . . . , Ln(β)]T






































































































































βi := βmax − (βmax − βmin)
Ri − 1


















探索点数m，ステップサイズ α > 0，排斥率 pa ∈ [0, 1]，最大評価回数 kmax，βmin，
βmaxを決め，評価回数 k = 0とする。
Step 1:[初期化]
探索点の初期解 xi(i = 1, 2, · · · ,m)を初期配置領域Sからランダムに生成し，探索




βi := βmax − (βmax − βmin)
Ri − 1
m − 1
探索点群からランダムに一つの参照点xp ∈ Xを選択し，以下の式により近傍解 x̂
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を生成する。
x̂ := xp + αL(βi)
L(βi) = [L1(βi), L2(βi), . . . , Ln(βi)]T






x̂ f (x̂)≤ f (xq)
xq otherwise
Step 4:[排斥]
排斥率 paに従い，以下の式で最悪点xw = arg max
x∈X
{ f (x)}を排斥させる。
xw := xw + αL(βmax)
L(βmax) = [L1(βmax), L2(βmax), . . . , Ln(βmax)]T









































































探索点のランキングを基に βを調整する。先行研究の βの調整則を式 (4.1)に示す。
βi := βmax − (βmax − βmin)
Ri − 1











を調整して，パラメータ βの変化範囲を調整する。具体的な βの調整則を式 (4.2)，式 (4.3)
に示す。




βi := βmax − (βmax − βmin2)
Ri − 1

















f (xR) − f (x)best∑m
j=2 { f (x j) − f (x)best}





e j (i = 2, 3, . . . ,m) (4.5)
（0,1）からランダムに数値 rを生成する。もし
S R < r ≤ S R (4.6)
なら，xRを排斥する。
具体的な排斥する探索点を選択するステップは：
(1) m個の探索点の評価値は一番良い探索点の評価値 f1から一番悪い探索点の評価値 fm
まで ( f1... fm)を計算する。
(2) 評価値が一番良い探索点の評価値 f1と他の m − 1個の点の評価値の差を計算する
(k2 = f2 − f1...km = fm − f1)。
(3) すべての評価値差の和 T を計算する。(T = k2 + k3 + ...km)
(4) R1 = k2,R2 = k2 + k3,R3 = k2 + k3 + k4, , ,Rm−1 = k2 + k3 + k4 + k5+ ...+ kmを計算する
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(5) S 1 = R1/T, S 2 = R2/T, , , S m−1 = Rm−1/T の探索点の適応度を計算する。
(6) 評価値が一番良い探索点を選択せず保存する。(0, 1)からランダム rを生成する。
もし rの値が (0, S 1)の範囲内は評価値が 2番目良い点を選択する。もし rの値が










βpa := βmax − (βmax − βmin3)
Rpa − 1








探索点数m，ステップサイズ調整パラメータα > 0，排斥確率 pa ∈ [0, 1]，最大評価
回数 kmax，βmin，βmaxを定め，評価回数 k = 0とする。
Step 1:[初期化]
探索点の初期解 xi(i = 1, 2, · · · ,m)を初期配置領域S内にランダムに与え，探索点
群をX = {xi|i = 1, 2, . . . ,m}とする。探索点の評価値 f (xi)を求め，k := mとする。
Step 2:[レヴィフライト]
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探索点xiのパラメータ βiを以下の式で設定する。
βmin2 = βmin + 0.8 × (βmax − βmin)
k
kmax
βi := βmax − (βmax − βmin2)
Ri − 1
m − 1 (i = 1, 2, . . . ,m)
探索点群から参照点xp ∈Xをランダムに１つ選択し，以下の式で近傍解 x̂を生成
する。
x̂ := xp + αL(βi)
L(βi) = [L1(βi), L2(βi), . . . , Ln(βi)]T











f (xR) − f (x)best∑m
j=2 { f (x j) − f (x)best}
(R = 2, 3, . . . ,m)
選択した排斥点xpaは以下の操作で移動させる。
βmin3 = βmin + 0.8 × (βmax − βmin)
k
kmax
βpa := βmax − (βmax − βmin3)
Rpa − 1
m − 1
xpa := xpa + αL(βpa)
L(βpa) = [L1(βpa), L2(βpa), . . . , Ln(βpa)]T
排斥点の評価値 f (xpa)を求め，k := k + 1とする。
Step 5:[終了判定]
k≥kmaxならば，探索を終了する。さもなければ Step 2へ戻る。













CS，先行研究CSの排斥率 Pa = 0とし，提案手法の排斥率 Pa = 1とする。
4.4.2 実験結果・考察
実験結果の図 4.1-図 4.6と表 4.1-表 4.6(CS:オリジナル CS，PR:先行研究の CS，ACS1:
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図 4.2： 2nminimaにおけるそれぞれの手法に対して平均値の推移図 （オリジナル CS：
青，先行研究：赤，提案手法 (Pa=0)：オレンジ，提案手法 (Pa=1)：紫)
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図 4.6： Griewankにおけるそれぞれの手法に対して平均値の推移図 （オリジナル CS：
青，先行研究：赤，提案手法 (Pa=0)：オレンジ，提案手法 (Pa=1)：紫)
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表 4.1： 2n minimaおける数値実験の結果
2n minima
次元数 手法　 平均値 最良値 最悪値 標準偏差
50
CS -3264 -3450 -3056 975
PR -3308 -3535 -3072 100.1
ACS1 -3304 -3593 -3084 120.7
ACS2 -3320 -3537 -3059 98
100
CS -5837 -6065 -5566 114.3
PR -6167 -6495 -5885 146.8
ACS1 -6383 -6649 -5970 147.7
ACS2 -6358 -6684 -6039 141
300
CS -12188 -12924 -11417 393
PR -14419 -15077 -13668 311
ACS1 -15418 -16145 -14798 309
ACS2 -15431 -16292 -14758 336
1000
CS -13107 -16431 -10732 1179
PR -27873 -30970 -25375 2537
ACS1 -32192 -34839 -29799 1283
ACS2 -32290 -34941 -30164 1071
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表 4.2： Rastriginおける数値実験の結果
Rastrigin
次元数 手法　 平均値 最良値 最悪値 標準偏差
50
CS 452.25 383.40 524.08 35.66
PR 367.02 295.15 470.92 41.08
ACS1 354.28 241.71 437.77 47.63
ACS2 356.31 269.15 499.67 45.54
100
CS 1197 1085 1316 52.6
PR 909 754 1052 71.1
ACS1 891 725 1021 64.6
ACS2 899 726 1044 67
300
CS 4533 4313 4780 98.9
PR 3726 3391 4007 138.7
ACS1 3684 3307 3932 124.1
ACS2 3678 3410 3872 108
1000
CS 17031 16703 17468 159
PR 15126 14517 15740 157
ACS1 15111 14686 15739 227
ACS2 15076 14494 15543 239
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表 4.3： Levyおける数値実験の結果
Levy
次元数 手法　 平均値 最良値 最悪値 標準偏差
50
CS 40.73 10.85 63.18 10.70
PR 29 19.41 41.10 4.99
ACS1 27.60 19.45 36.48 4.17
ACS2 27.84 18.75 41.29 4.87
100
CS 67.98 55.76 87.45 6.56
PR 39.61 32.02 49.02 4.27
ACS1 39.63 27.26 57.38 5.05
ACS2 38.87 29.85 47.15 3.90
300
CS 112.00 97.35 122.26 6.19
PR 71.55 60.71 82.19 4.82
ACS1 70.01 60.43 80.43 4.61
ACS2 70.30 62.47 77.91 4.04
1000
CS 147.12 139.55 155.15 3.40
PR 111.80 104.18 121.06 4.21
ACS1 110.85 102.49 122.40 4.66
ACS2 110.67 100.45 122.02 4.18
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表 4.4： Ackleyおける数値実験の結果
Ackley
次元数 手法　 平均値 最良値 最悪値 標準偏差
50
CS 2.96 2.55 3.94 0.25
PR 6.02 2.83 7.94 1.32
ACS1 5.55 2.79 7.70 1.24
ACS2 5.06 2.69 8.13 1.33
100
CS 4.72 4.21 5.39 0.26
PR 7.56 5.68 8.71 0.71
ACS1 7.23 5.31 8.65 0.75
ACS2 7.25 5.33 8.53 0.86
300
CS 8.32 7.85 8.98 0.24
PR 9.11 8.70 9.43 0.15
ACS1 9.06 8.27 9.39 0.22
ACS2 9.03 8.50 9.39 0.22
1000
CS 10.15 10.01 10.28 0.06
PR 9.89 9.74 10.05 0.06
ACS1 9.85 9.71 10.01 0.06
ACS2 9.85 9.68 9.99 0.07
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表 4.5： Griewankおける数値実験の結果
Griewank
次元数 手法　 平均値 最良値 最悪値 標準偏差
50
CS 1.08 1.05 1.11 0.01
PR 0.86 0.66 1.01 0.08
ACS1 0.67 0.46 0.83 0.09
ACS2 0.67 0.46 0.89 0.09
100
CS 1.89 1.68 2.13 0.10
PR 1.52 1.33 1.82 0.11
ACS1 1.25 1.16 1.41 0.05
ACS2 1.26 1.17 1.36 0.04
300
CS 22.76 19.12 25.01 1.27
PR 18.60 15.98 21.58 1.25
ACS1 14.87 12.77 17.14 1.04
ACS2 14.35 12.46 16.91 0.98
1000
CS 182.04 174.06 190.42 3.55
PR 149.60 138.51 157.16 4.35
ACS1 135.51 127.34 142.82 3.04
ACS2 134.62 126.57 143.43 3.61
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表 4.6： Alpineおける数値実験の結果
Alpine
次元数 手法　 平均値 最良値 最悪値 標準偏差
50
CS 47.63 37.77 58.82 5.33
PR 30.40 18.98 42.50 5.03
ACS1 29.56 19.05 45.48 6.04
ACS2 27.65 18.03 37.13 4.38
100
CS 150.74 119.96 178.66 13.12
PR 102.36 80.90 132.20 11.23
ACS1 94.91 75.49 112.86 9.55
ACS2 94.10 76.22 119.82 9.86
300
CS 666.68 613.75 729.11 23.15
PR 511.84 453.96 563.28 28.27
ACS1 501.44 439.74 569.07 29.00
ACS2 501.47 439.45 596.92 30.60
1000
CS 2728 2639 2829 411
PR 2330 2191 2423 526
ACS1 2299 2210 2391 441
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(x4i − 16x2i + 5xi) (A.1)
xo ≈ (−2.92,−2.92, · · · ,−2.92) , f (xo) ≈ −78n
S = [−5 5]n
(a) 概形 (b) 等高線






(x2i − 10 cos(2πxi) + 10) (A.2)
xo = (0, 0, · · · , 0) , f (xo) = 0
S = [−5 5]n









(xi − 1)2(1 + 10 sin2(πxi+1))
}
+ 10 sin2(πx1) + (xn − 1)2
)
(A.3)
xo = (1, 1, · · · , 1) , f (xo) = 0
S = [−5 5]n















+ 20 + exp(1) (A.4)
xo = (0, 0, · · · , 0) , f (xo) = 0
S = [−5 5]n













i) + 1} (A.5)
xo = (0, 0, · · · , 0) , f (xo) = 0
S = [−50 50]n
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|xi sin xi + 0.1xi| (A.6)
xo = (0, 0, · · · , 0) , f (xo) = 0
S = [−10 10]n
(a) 概形 (b) 等高線
図A.6： Alpine Function
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