Policy and programmatic change in the food retail setting, including excise taxes on beverages with added-caloric sweeteners, new supermarkets in food deserts, and voluntary corporate pledges, often require the use of natural experimental evaluation for impact evaluation when randomized controlled trials are not possible. Although natural experimental studies in the food retail setting provide important opportunities to test how nonrandomized interventions affect behavioral and health outcomes, researchers face several key challenges to maintaining strong internal and external validity when conducting these studies. Broadly, these challenges include 1) study design and analysis; 2) selection of participants, selection of measures, and obtainment of data; and 3) real-world considerations. This article addresses these challenges and different approaches to meeting them. Case studies are used to illustrate these approaches and to highlight advantages and disadvantages of each approach. If the trade-offs required to address these challenges are carefully considered, thoughtful natural experimental evaluations can minimize bias and provide critical information about the impacts of food retail interventions to a variety of stakeholders, including the affected population, policymakers, and food retailers.
INTRODUCTION
The 2015-2020 Dietary Guidelines for Americans argued that shifting to healthier eating patterns will require fostering partnerships between food producers, suppliers, and retailers to increase access to foods and beverages. 1 This strategy is informed by research indicating that low-income, certain racial/ethnic minority, and rural communities tend to have limited access to supermarkets but easier access to fast food restaurants and convenience stores. [2] [3] [4] In turn, these differences in access have been linked to dietary patterns 5 that increase the risk for poor health outcomes such as cardiometabolic disease. 6 To address disparities in access to healthy foods, a variety of policy and programmatic approaches have emerged at the local, state, tribal, and federal levels. For example, governmental approaches include enacting land use and zoning provisions that enable the presence of farmers' markets, offering healthy food financing incentives that support the construction or renovation of grocery stores, and implementing new methods for promoting healthy eating among participants in federal food and nutrition assistance programs. [7] [8] [9] [10] [11] Such government-led initiatives have been accompanied by public-private partnerships and voluntary retailer commitments to improve the retail food environment, particularly in underserved communities. 12 However, knowledge gaps remain about whether, for whom, and how these intervening strategies impact dietary intake or disease outcomes. To address these gaps and develop a deeper understanding of the impacts of these diverse initiatives -within rapidly changing food and political landscapes -researchers need to leverage rigorous research methods while also grappling with the constraints of the policy setting that may preclude the use of "gold-standard" methodological approaches. 13, 14 Randomized controlled trials (RCTs) are often considered the best practice for estimating the causal impact of a change in exposure (ie, an intervention). Well-designed explanatory RCTs can test the efficacy of interventions or the degree to which interventions produce effects under tightly controlled, optimal conditions. 15, 16 Identifying efficacious interventions can ensure that scarce resources are allocated toward those that are most promising. Unbiased estimates of intervention effect sizes can indicate whether interventions are achieving their intended goals and help identify what interventions should be scaled up or discontinued. However, randomly allocating participants to policy interventions is often not feasible. For example, it would be logistically and ethically challenging to randomly assign half of the households in a community to receive a new grocery store that was financed through a healthy food financing initiative and the other half to have no access to the store. Yet, researchers, practitioners, and policymakers alike would like to know whether the new grocery store meaningfully changes community members' dietary behaviors and health outcomes.
For this type of question, and many others in which random allocation of an intervention or policy is not possible or has not occurred, the use of natural and quasi-experimental studies is an important evaluation approach. Although the exact definition is debated, "natural experimental study" generally refers to a study that exploits a change or exposure that is not directly manipulated by the researcher; often, these changes are instead the result of a policy or programmatic intervention (see Appendix S1 in the Supporting Information for this article available online). 17 In addition to allowing researchers to understand the impact of interventions that were not randomly assigned, natural experimental studies test the effectiveness of interventions -that is, the degree to which interventions produce desired effects in real-world settings with heterogeneous populations. 15 Although "pragmatic"
RCTs can also be used to study effectiveness, 16 natural experimental studies often offer greater generalizability than many RCTs and can also provide insight into the feasibility of implementing the intervention in situations when researchers lack control over these processes. Longitudinal observational designs also allow researchers to study effectiveness and offer an improvement over the cross-sectional designs common in food environment research. Causal inference in longitudinal designs may, however, be limited by unmeasured confounders and other threats to internal validity. For these reasons, funding agencies such as the National Institutes of Health are increasingly recognizing the utility of natural experimental evaluations to study changes in the retail food environment, 18 and public health researchers have called for greater use of these designs. 19 However, natural experimental studies are more susceptible to threats to internal validity than RCTs and come with unique challenges in study design, execution, and inference. Evaluating nonrandomized food retail interventions provides both opportunities for new knowledge about how these changes affect important behavioral and health outcomes and particular challenges for evaluators wishing to conduct internally and externally valid research.
This article describes key challenges facing researchers who wish to evaluate changes to the retail food environment with natural experimental studies and puts forth strategies for overcoming these challenges, presenting the advantages and disadvantages of these approaches. Table 1 provides an overview of the key concepts in this article. The challenges fall into 3 broad categories: 1) study design and analysis; 2) selection of participants, selection of measures, and obtainment of data; and 3) real-world considerations. To keep this article grounded in the real-world constraints that govern natural experimental studies, case studies of challenges and solutions are integrated throughout. The article concludes with information on how researchers prioritize evaluation plans and check the scope of their evaluation plan.
CHALLENGES IN STUDY DESIGN AND ANALYSIS
To conduct a natural experimental study in the retail food environment a study design must be established and appropriate analytic methods to carry out this design must be selected. Because researchers conducting natural experimental studies are typically interested in the causal impact of an intervention on some outcome, internal validity is a key concern. This section focuses on some critical methodological and analytic decisions researchers face when evaluating retail food interventions with natural experimental studies and how these in the outcome variable If the intervention and control groups have different baseline levels of the outcome variable, postintervention differences in the outcome variable could be due to the intervention or to these preexisting differences Difference-in-differences models control for preexisting differences in the outcome variable between groups but assume that both groups would follow parallel time trends in the absence of the intervention, an assumption that can be difficult to verify
Differences in underlying trends Even if preexisting differences in the outcome between groups are controlled for, the intervention and control groups may follow different natural trajectories of the outcome. Observed differences at follow-up could then be due to the intervention or to these differences in underlying trends
Multiple interrupted time series (also called comparative interrupted time series) approaches collect data from multiple preintervention time points, allowing the researchers to control for both preexisting differences and differences in the underlying trends between groups
Confounding and selection bias Because participation in naturally occurring interventions or policy changes is typically voluntary, factors related to or determining participation may influence outcomes (rather than the intervention itself changing the outcome). Researchers must understand and account for these potential confounding variables
Measure and include control variables in analyses
Use propensity score matching or inverse probability weights to model selection into intervention
Use instrumental variables to leverage only plausibly exogenous variation in intervention participation/exposure levels Selecting participants and ensuring external validity Resource and time constraints often mean that research teams can only collect data on a fraction of the total population of interest. Procedures to select units for data collection must balance these constraints with a desire to produce results representative of the target population A census will capture data on all units in the population. If a census is not possible, random selection procedures will maximize representativeness, although logistical constraints may prevent random selection. When this is the case, consider strategies to ensure that participants represent the target population of interest Data and measures Selecting outcome measures Researchers must define the constructs they believe might be affected by the intervention and select appropriate, valid, and reliable data collection methods for studying these outcomes. Dietary behaviors are often of interest; researchers must select from among many options for how to define the particular behavior of interest and identify appropriate data collection tools to measure this behavior Consider the evolution of the intervention and the time scale over which to measure the outcome (eg, is short-or long-term change Representing the counterfactual with a control group. As in RCTs, one way to represent the intervention group's counterfactual is by finding a suitable control or comparison group. Causal inference then depends on the extent to which the outcomes in this control group can be assumed to represent what would have happened to the intervention group in the absence of the intervention. A first step in selecting a control group is to articulate a clear definition of the intervention group. In an RCT, this is often relatively simple: the intervention group is the group of individuals (or stores, neighborhoods, communities, etc) randomized to the intervention arm of the trial. In the case of natural experimental studies in healthy food retailing, researchers do not manipulate the exposure or randomize participants; thus, specifying the intervention group is more complex. To illustrate, food retail interventions are implemented at various levels: the geopolitical level (exposure varies across local, state, tribal, or national boundaries); community level (exposure varies across neighborhoods); retailer level (exposure varies across stores); and product level (exposure varies across products) ( Table 2) . Thus the intervention group might be all residents living in a state where a new tax is implemented, all participants in a federal food and nutrition assistance program that offers a new subsidy, all stores in a municipality implementing new minimum stocking requirements, or all products affected by an industry-led reformulation effort. These levels are not necessarily mutually exclusive and will often intersect. For example, if a city were to implement a per-ounce excise tax on beverages with added caloric sweeteners, exposure may vary across products (some products will be taxed, others will not), across geopolitical boundaries (the tax will be implemented within the city but not necessarily outside the city), and even across retailers within the city (eg, if some retailers, such as small businesses, are exempt from the tax).
Once the intervention group is identified, researchers can then use the same characteristics that define the intervention group to define the comparison group. For example, if the intervention group is a neighborhood where a new grocery story is being built, a potential control group might be another neighborhood with similar characteristics that is not slated to have a new grocery store enter. Researchers should attempt to find a control group that is similar enough to the intervention group that any differences in outcomes can reasonably be attributed to the intervention rather than to existing differences between the groups or to differences in natural trends between the groups over time.
In some cases, there may be many possible control groups to choose from. For example, if one state increases its sales tax rate on "disfavored" items such as junk foods and carbonated soft drinks, a researcher might consider several options for a control group, including a nearby state with no change in tax rate as the comparison unit, a state that does not share a border with the state of interest (to avoid potential cross-state shopping concerns), or a state that is geographically more distant but that is matched to the intervention state on important demographic, behavioral, health, or economic characteristics. It may be difficult to determine which of these options represents the best comparison group. In these instances, some have advocated for using a "synthetic control" group design: a datadriven approach in which researchers construct a weighted combination of all potential comparison units (eg, all 50 states) based on how similar those units are to the treated unit on observable characteristics thought to predict the outcome (eg, demographics, employment) and, sometimes, on the preintervention outcome of interest. 20, 21 Additionally, in some instances, multiple types of control groups can be used simultaneously, reflecting that the levels of intervention described above may intersect. For example, suppose an evaluator wishes to estimate the impact of a city-wide 1-cent-perounce excise tax on sugar-sweetened beverages (SSBs). One comparison group might be a nearby or similar city without such a tax (geopolitical level). Another group could be untaxed beverages such as diet sodas, which are similar to SSBs in some ways (eg, they may follow similar seasonal trends in consumption) but are not taxed under most beverage excise policies (product level) (see Cawley and Frisvold 22 for an example using these 2 comparison groups to evaluate the Berkeley tax on SSBs). Triangulating results using multiple comparison groups can strengthen causal inference.
Case study: selecting a control group in the 2104 Minneapolis Staple Foods Ordinance evaluation. A recent example of these considerations comes from an ongoing evaluation of the 2014 Minneapolis Staple Foods Ordinance (SFO), the first and only local policy in the United States that sets minimum stocking standards for all stores with grocery licenses. 9 The SFO requires grocery stores within the Minneapolis, Minnesota, city limits to carry minimum amounts and varieties of specific categories of foods and beverages (eg, fresh fruits and vegetables, whole-grain items). In selecting a comparison community, the research team selected the city of St Paul, Minnesota, which lies adjacent to Minneapolis (its "Twin City"). St Paul was in many ways comparable with Minneapolis and offered the practical advantage of proximity. The 2 cities are similar in terms of demographics and retailer landscape but have 2 distinct city and county governments; thus they are subject to different local policies. The proximity of St Paul allowed for the same team to collect data in both intervention and control sites within the same study period. Moreover, St Paul could capture secular changes (natural changes in the outcome measure that would occur over time even in the absence of a healthy retail intervention) 23 that might occur locally during the study period but might be difficult to measure and control for. This might include changing local norms related to food purchasing or changing perishable food distribution practices among small stores in the greater metropolitan area.
Although St Paul was a practical choice as a comparison site, this decision also presented some risks. It would not have been inconceivable for a similar policy to be enacted in St Paul during the study period, even though the research team confirmed with St Paul authorities that such a policy was not under consideration during the study planning phase. An additional threat to validity in selecting St Paul was the possibility of contamination. Due to the geographic proximity of stores in the 2 cities, many customers might shop in both communities, yielding some overlap between the intervention and control communities. If the increase in healthy items in Minneapolis stores led to an increase in customer demand for healthy products, St Paul stores could change their inventory in response to the changing local norms resulting from the ordinance. All things considered, St Paul was an acceptable choice for a control setting. The research team is in the process of carrying out a prospective evaluation of the policy, collecting data pre-and postimplementation in both communities.
Representing the counterfactual with projected historical trends. In some cases, it may not be possible to choose a control group before the study begins -for example, if policy implementation has already begun. Additionally, in the case of national-level interventions (eg, initiatives by major national retail chains or policies implemented by the federal government), there may be no suitable control group. In these scenarios, rather than using a comparison group to represent the counterfactual, secondary data can be used to construct a counterfactual. Specifically, researchers first determine the historical time trends in the outcome for the intervention group. These trends are then projected forward as an estimate of what would be expected to occur in the absence of the intervention. Researchers then compare the observed postintervention change with the projected postintervention change; if the observed postintervention changes differ from this counterfactual and appropriate methods are used to control for secular trends, contextual factors, and individual and household characteristics, investigators may be able to demonstrate that postpolicy changes were attributable to the policy rather than preexisting trends. This approach has been used to evaluate corporate voluntary initiatives, 24,25 as well as national-level policies, such as Mexico's nationwide 8% excise tax on nonessential energy-dense foods and 1-peso-per-liter excise tax on nondairy, nonalcoholic SSBs. 26, 27 One advantage to this method is that it can be used in conjunction with existing datasets to evaluate programs and policies retrospectively while ensuring a high level of statistical rigor. Nonetheless, a key limitation of this method is its reliance on the assumption that prepolicy trends would have continued into the future if the policy had not been enacted; however, other interventions or secular changes could invalidate this assumption.
Case study: representing the counterfactual for the 2011 Walmart Healthier Food Initiative. In 2011, Walmart introduced a Healthier Food Initiative (HFI), pledging to eliminate trans-fat and reduce added sugar and sodium in products sold in stores, reduce the price of healthier products, and place a front-of-package logo on private-label products meeting nutritional standards. 28 To evaluate the impact of this initiative, researchers examined changes over time in the nutritional profile of household purchases made at Walmart compared with purchases made at other chain grocers. 25, 29, 30 The treated units were purchases of foods made at Walmart, whereas control units were purchases made at other large retail food chains. Examining concurrent trends in packaged food and beverage purchases at both Walmart (intervention) and comparable chain retailers (control) allowed researchers to observe whether Walmart's initiative was associated with changes in purchases' nutritional profile above and beyond industry secular trends. In addition to using a control group, the research team also created counterfactual simulations projecting forward prepledge trends in the nutrient profile of Walmart packaged food purchases. 25 The researchers found that post-HFI shifts in nutrient density and percentage volume of key food groups were similar to or less than what would be expected had pre-HFI trends simply continued, highlighting the importance of accounting for how outcomes might naturally change even in the absence of specific interventions.
Analysis: accounting for key sources of bias
Because natural experimental studies involve interventions that are not randomly assigned nor under the control of the researcher, various sources of bias are possible, and appropriate analytic methods must be used to mitigate these potential problems. Selecting an appropriate counterfactual or control group addresses many sources of bias. 23 Yet, even thoughtfully selected control groups may differ from the intervention group in a variety of ways that undermine internal validity, including differing in preintervention outcomes, underlying time trends, or factors motivating participation in the intervention. Common analytic techniques to address these sources of bias are presented here.
Preexisting differences between groups. In RCTs, randomization ensures that the intervention and control group have similar levels of the outcome variable as a baseline. This ensures that any differences between groups after the intervention has taken place cannot be attributed to preexisting differences in the outcome variable. In natural experimental studies, the intervention and control groups may not have similar levels of the outcome variable at baseline. To overcome this problem, many natural experimental studies use differencein-differences (DiD) estimation. In DiD, data are obtained from both groups before and after the intervention has been implemented. Then, the pre/post difference in the outcome variable is calculated for both groups, and the impact of the intervention is estimated as the difference in these pre/post differences. By comparing the change in the outcome variable over time in the intervention group with the same change in the control group, DiD methods control for any preexisting differences in the outcome variable between the groups. However, this method assumes that the intervention and its counterfactual would have followed parallel trends over time in the absence of the intervention, an assumption that can be difficult to verify or disprove.
Differences in underlying time trends. One way to improve upon a generic DiD design is to obtain data from many preintervention time points and apply a multiple interrupted time series (multiple ITS, also called comparative ITS) approach. In this design, the preintervention time trends in the outcome are modeled for both groups. Then, postintervention data are used to examine whether the intervention group deviates from its preintervention trend by a greater amount than does the control group. An advantage of using multiple ITS over DiD is that multiple ITS controls both for preexisting differences in the outcome variable and for differences in the underlying time trends between the intervention and control groups. Studies that represent the counterfactual with projected historical trends can also make use of ITS designs by comparing observed with projected time trends.
Selection bias and confounding. Two common challenges to natural experimental evaluation are selection bias and confounding. Confounding refers broadly to situations in which observed differences between the intervention and control groups can be explained by factors other than intervention status. Selection bias occurs when the observed differences between intervention and control groups are explained by factors that motivated or led the intervention group to participate in the intervention, rather than being explained by the intervention itself. Individuals, cities, companies, and stores that choose to participate in an intervention may differ in some important ways from those that do not. For example, a city that votes to implement a per-ounce excise tax on beverages with added caloric sweeteners may differ by education level, socioeconomic status, or underlying dietary preferences relative to a city that does not pass a soda tax. These differences might also lead cities with a tax to reduce their SSB consumption over time even if the tax does not itself reduce consumption. When the intervention and control groups have different distributions of key factors (potential confounders) influencing the outcome (including factors that also influence selection into the intervention), these differences must be controlled for or estimates of the intervention's effect will be biased.
To mitigate these issues, it is useful to create a conceptual model of key factors influencing the outcome. These models help the research team identify potential confounders and thus signal what variables need to be controlled for in an analysis (eg, with regression, matching, or stratification procedures, or, for confounders that are stable over time, with longitudinal models such as fixed-effects models). The conceptual model can also incorporate information on the process of selection into the intervention: how and why did the units under study come to be in either the intervention or control group? If factors predicting intervention status are also related to the outcome, researchers should attempt to collect or obtain data on these variables and either control for these factors directly, as in multiple regression, or use them to explicitly model and, therefore, account for selection into the intervention group, as with inverse probability weights 31, 32 or propensity scores. 33 Alternatively, if some factor is known to strongly and exogenously influence participation in an intervention without otherwise influencing the outcome, instrumental variables estimation can exploit this exogenous variation in intervention status to provide an unbiased estimate of intervention impact. 34 Although each of these approaches has drawbacks, they can improve internal validity when their assumptions are met.
Systems science. Public health research and practice increasingly recognize health behaviors and outcomes, as well as interventions to improve these variables, as part of dynamic, complex systems. [35] [36] [37] [38] Studying complex systems requires different methods than the traditional natural experimental designs described here, and future research should explore the potential for these methods (eg, network analysis, systems dynamics, agent-based modeling) to be fruitfully applied to understanding the impacts of food retail interventions.
Case study: accounting for selection bias in the 2011 Walmart Healthier Food Initiative. Selection bias is often relevant to evaluations involving retailer initiatives. Selection bias may be a concern if individuals who are more likely to shop at the intervention retail chain have different characteristics (eg, socioeconomic levels, underlying dietary preferences) than those who shop elsewhere and if these characteristics are also related to the outcome of interest. For example, low-income households tend to be more likely to shop at Walmart than higher-income households and may also purchase different types of foods and beverages. In the Walmart HFI described previously, the evaluation needed to account for the underlying differences in the types of consumers who do and do not shop at Walmart. In addition, selection bias might occur if Walmart's initiative led to changes in its consumer base (eg, by causing new, more health-conscious consumers to opt into shopping at Walmart), which could cause changes in the nutritional profile of purchases made at Walmart due to the shoppers who opted into participating in Walmart's initiatives rather than due to the intervention improving the nutritional profile of existing customers. To correct for the first type of selection bias (underlying fixed household characteristics related to the likelihood of shopping at Walmart), researchers used fixed-effects models, which control for the influence of stable (timeinvariant) household characteristics. 25 To reduce the potential for bias from a changing consumer base, the researchers created inverse probability weights to model the probability of a household shopping at Walmart based on household size, income, race, household composition, and market-level covariates like the local unemployment rate. Weighting observations by the inverse probability of being a Walmart shopper create intervention (Walmart shoppers) and control groups (shoppers at other stores) that are more similar to one another, helping to reduce the likelihood of selection bias.
CHALLENGES SELECTING PARTICIPANTS, SELECTING MEASURES, AND OBTAINING DATA
Once researchers have determined a study design and analytic approach for their natural experimental evaluation, next steps include selecting participants, selecting appropriate measures, and obtaining data on these measures from sampled participants. Natural experimental studies of food retail interventions generate unique challenges in these domains. Because the ideal data sources are not always readily available, many studies choose to include a variety of measures that can be triangulated to give a fuller picture of the effect of the program or policy being evaluated. Primary data collection (eg, store audits or dietary recalls) and secondary data (eg, retailer sales data or business databases) both have advantages and limitations but can complement each other for both exposure and outcomes assessment. Here, specific challenges are highlighted and options for addressing these issues in natural experimental studies of the retail food environment are suggested.
Selecting participants to maximize representativeness
The goal of participant selection is to choose units that represent the underlying group of interest, whether it be a group of individuals, stores, or products. Sometimes, it is possible to obtain data on all units in the population. For example, in an evaluation of the Berkeley 1-cent-per-ounce excise tax on the distribution of SSBs, Cawley and Frisvold 22 took a near-census of retailers in the city. This is also possible when the intervention has a relatively small target population, such as a mobile market program in a subsidized housing community. In the case of interventions meant to serve a community without well-defined borders (eg, new supermarkets may serve nearby residents as well as those who work in the area or who are willing to drive to grocery shop), it may be more difficult to determine exactly who the target population is and thus whom to include in the study. Some studies have chosen to approach a random sample of people within the community the intervention is meant to serve (eg, sampling from the neighborhood where a new supermarket is being built 39 ) or everyone within a certain radius of the intervention site. 40 Another common approach is to conduct intercept surveys in the intervention community (and often also a comparison community not slated to receive any intervention), which some have found improves representativeness in hard-to-contact populations. [41] [42] [43] One complication with place-based sampling strategies in healthy food retail research is that many people do not shop at their closest grocery store, 44 and sampling in a particular location (as in street-intercept surveys) or from within a defined radius from a new store may mean that potential shoppers are missed and/ or that some of those included will not be likely to shop at the store. This may not pose an issue if the sample is large enough and researchers have the resources to oversample to account for the fact that many people included in the data collection may not be exposed to the intervention. In other cases, such as during pilot work or initial efficacy studies, it may be more important that the data collection reach as many potential users of the intervention as possible. Because natural experiments harness real-world observations, there may be finite sample size limits that are not under the researcher's control. Nevertheless, it is always important to calculate and report power as in other quasi-experimental designs. Studies that rely on secondary data (and thus that may not be able to increase their sample size) may wish to conduct post hoc power calculations to understand the implications of the sample size on the ability to detect an effect.
Case study: participant selection in the Pittsburgh Hill/ Homewood Research on Eating, Shopping, and Health Study. One example of participant selection comes from the Pittsburgh Hill/Homewood Research on Eating, Shopping, and Health (PHRESH) Study, a longitudinal quasi-experimental study of households in Pittsburgh, Pennsylvania, before and after the introduction of a new full-service grocery store in the Hill District of Pittsburgh. 45 The researchers are following households in neighborhoods in both the Hill District area (intervention neighborhoods) and in similar but geographically separate areas not receiving a new grocery store (control neighborhoods). To select households, the researchers first created a sampling frame of residential addresses in the intervention and control neighborhoods. Intervention households were randomly sampled within strata of increasing distance to the future grocery store site, with households closest to the new store oversampled. Control households were selected by simple random sample. All sampled households were approached, and, of those who were reached at home and were eligible, 87% agreed to participate. Within households, the primary shopper was interviewed.
This sampling strategy offered several advantages. Using random sampling helped the researchers achieve a study sample that reflected the communities as a whole. 45 In addition, the use of stratified random sampling within the intervention communities allowed for oversampling the households that may be most likely to use the new store. 45 Finally, interviewing the primary shopper in the household, rather than a randomly selected adult, meant that respondents could thoughtfully answer survey items about perceived access to healthy foods, food purchasing habits (eg, types of stores visited, the frequency of shopping, use of the new grocery store). 46 Despite these strengths, the in-person recruitment strategy may have skewed the sample toward the types of households most likely to have someone at home (eg, older, less likely to have children). 46 When possible, collecting data on nonrespondents can help researchers understand the characteristics of those who do and do not participate and correct for differences between the included sample and the target population.
Selecting outcomes
Before data can be obtained from sampled participants, evaluators need to decide what data are needed: what are the key independent, dependent, and control variables that need to be measured to conduct the outcome evaluation. Typically, the independent variable or exposure will be the intervention of interest (eg, a policy or ordinance change, tax, subsidy, label, marketing change). Although the ultimate goal of many natural experiments may be to change health outcomes, it is important to match the outcome of interest to the evolution of the intervention itself. 47 As noted above, like any intervention, natural experimental evaluations require a conceptual model that details expected changes, pathways to change, and potential factors that may affect outcomes. In this way, researchers can identify the most salient outcomes, mediators, process measures, and control variables to measure. Depending on the time available and the stage of the intervention, researchers may decide to focus on food environment outcomes, dietary behaviors, and/or health outcomes.
Food environment outcomes. In some cases, it may be more appropriate to look at food environment outcomes first before examining dietary measures or health outcomes. This may be the case if the natural experiment is unproven or in a pilot phase, the main focus of the evaluation is on understanding implementation, or the natural experiment is a policy designed to cause food environment change (eg, industry initiatives to remove calories from the food system). Prioritizing measuring environmental change may also make sense if there is not a strong indication that the natural experiment will change diet in the given timeframe.
In selecting food environment measures, it is important to consider that there are multiple dimensions to food access, including availability, affordability, accessibility, and acceptability. 48 Although ideally researchers would choose validated measures, most published measures of the food environment do not contain information on reliability or validity. 49, 50 Those that do exist may need to be modified for specific contexts. If resources are available, researchers should consider conducting a validation substudy before or during the data collection process; ideally, validation occurs before the outcome evaluation begins so that a validated measure can be obtained prior to the beginning of data collection. The following case study highlights the importance of selecting culturally appropriate measures and collecting data on multiple food environment indicators as a change in factor can have detrimental effects on others.
Case study: evaluating the impact of the 2009 federal revisions to the Special Supplemental Nutrition Program for Women, Infants, and Children on the retailer environment. Efforts to evaluate the health impact of recent, deliberate changes to federal food assistance programs such as the Special Supplemental Nutrition Assistance Program for Women, Infants, and Children (WIC) highlight challenges with selecting and measuring appropriate outcomes in the retail food store environment. In 2009, federal revisions to WIC increased cash vouchers for fruit and vegetable purchases and updated cost containment, administrative, and WIC food packages. [51] [52] [53] The new policy, set forth by the US Department of Agriculture, sought to influence both the broader retail food environment and individual behavior. Consequently, researchers attempting to evaluate the impact of the new policy had to grapple with whether to focus on measures of the retail food environment (eg, availability, accessibility, and affordability of foods) or measures related to individual-level dietary consumption (eg, purchase and consumption of various foods). Lu et al. 54 recently undertook an evaluation of the WIC program in Texas and opted to examine the broader retail food environment. The researchers also considered geographic differences (ie, urban vs rural) in their evaluation due to urban-rural disparities in the resources of food stores. 55 Moreover, although examining the local retail food environment (eg, in a specific city) is important, WIC policy is driven by state guidelines, 55 so the state, rather than the city, was used as the geographic unit of analysis for the evaluation. One of the first challenges was finding a validated instrument that would capture foods that were culturally relevant for the area and reflected dietary patterns. In this instance, the authors first adapted and field-tested one of the popular validated store survey tools, the Nutrition Environment Measures Survey, for use in the study area. Conceptualizing and measuring the availability, accessibility, and affordability of foods also presented a challenge for the researchers. Availability measurements included the visibility and amount of shelf space allocated to each item, the variety of produce, the stocking and quality of products, and the availability of culturally specific (Hispanic) foods. Accessibility was defined as the visibility and labeling of WIC foods based on marketing principles, such as whether specific foods were at eye-level, and affordability was defined as the price of the least expensive brand item for a particular product. Lu et al. 54 found improved accessibility and availability of food items following the WIC policy update but did not find an improvement in affordability. It is possible that the addition of vouchers may have increased purchasing power among WIC participants but did not make food more affordable to the broader community, which presumably would include many other lowincome families who were not eligible for WIC eligible. This underscores the importance of examining multiple outcomes in the evaluation of food and beverage policies to accurately assess the full impact on the retail food store environment.
Dietary behaviors. Public health evaluators will typically be most interested in whether a healthy food retail intervention changes dietary behaviors, but dietary behavior can itself be complex to measure and define, and which dietary behaviors are of interest will vary with the specifics of the intervention being evaluated. For example, a subsidy program for fruits and vegetables will likely be most interested in measuring fruit and vegetable consumption or nutrients related to these items (eg, fiber), whereas a menu-labeling policy might wish to examine caloric intake at restaurants subject to the policy change. An additional challenge is that even if an intervention is expected to change dietary behaviors in the short term, some have argued that a better outcome measure is whether healthy habits are sustained, rather than just initiated. 56 Although the focus in this article is more on the types of outcomes researchers should consider measuring rather than the specific measurement tools, publications exist that debate the merits of different dietary intake tools. 57 Because collecting individual dietary intake data can be challenging, many food retail studies have chosen to focus instead on looking at changes in store purchases as a proxy for dietary change, relying on the assumption that if people are purchasing healthy food, they are likely to be eating healthier food. A benefit to this approach is that purchase data, when objectively collected, are less subject to desirability bias than self-reported dietary data. Pilot studies or evaluations with limited time to collect data prior to the start of a natural experiment may also favor purchase data. Challenges to using purchase data include limited or incomplete data from smaller markets, such as farmers' markets, corner stores, and mobile markets, because these venues often lack sophisticated point-of-sale systems to track customer purchases. Retail inventory records may be an alternative (ie, looking at trends in wholesale purchases of target items by the participating retailers) in this situation but still may not give a full picture of the effect of the program on diet. Using store-level data on food purchases may indicate that healthy food purchases are increasing but could also represent a change in the customer base at those retailers. To reduce the likelihood of this alternative explanation, researchers can track individuals' purchases over time by collecting individual-level purchase data in the form of customer receipts, personally identifiable purchase data from loyalty cards, or sales records that record customer identity (such as at some mobile markets).
In addition, a final challenge is that researchers may be interested in understanding how the policy impacts total dietary intake because individuals consume many foods and beverages -not just the food(s) or beverage(s) targeted -as well as consume foods from a variety of sources (food retail outlets as well as awayfrom-home sources like restaurants, fast food outlets, or schools). Individuals may respond to policy change by substituting one food or beverage for another or shifting their allocation of in-store and away-from-home food purchases, but sales and food purchase data only capture in-store purchase and, if product categories are restricted, may not capture the full range of substitutions individuals might make. Supplementing purchase or sales data with dietary intake measures such as 24-hour recalls or food-frequency questionnaires may provide a better assessment of the total dietary change. With sales and purchase data, it is preferable to collect data on all products rather than only those targeted by the policy, and it is also useful to collect data from a variety of retail types (supermarket, convenience store, locally owned shop, or tienda) in order to understand potential shifts across retail outlets.
Health outcomes. Individual and population nutritionrelated health outcomes (eg, obesity, diabetes, cardiovascular disease, and certain types of cancer) are also often of interest; however, literature looking at the effects of food environment interventions on health outcomes is generally limited to the collection of body mass index (BMI). Other potential health targets (eg, diabetes, blood pressure) generally require longer-term exposure and thus are not easily collected during the typical evaluation that lasts a year or less. Given the expensive and often invasive procedures required to measure these health outcomes, they would be most appropriate for longer-term evaluations of established interventions, which have already shown changes in purchasing and/or diet. In many cases, longer-term outcomes are studied using other methodologies, such as simulation modeling (see Basu et al. 58 and Wang et al.
59
).
Linking intervention exposure to outcomes. Considerations for defining and measuring the exposure in natural experimental studies have been detailed elsewhere 60 ; here, it is noted that collecting measures of participants' exposure to the intervention can help researchers understand the mechanisms through which an intervention exerts its influences or the reasons why an intervention was not effective. Data on purchasing or store usage behaviors can be used as indicators of intervention exposure and might mediate the relationship between an intervention and a dietary outcome. Selfreported measures of exposure are another alternative. Many studies looking at changes in the food environment, including the case study that follows, have also included perceived access measures, [61] [62] [63] which can serve as both an outcome measure and an indicator of intervention exposure.
Case study: evaluating the impact of the Pittsburgh Healthy Food Financing Initiative on behavioral outcomes in the Pittsburgh Hill/Homewood Research on Eating, Shopping, and Health study. The PHRESH study also highlights the importance of measuring multiple behavioral outcomes to fully understand the effect of healthy food retailer interventions. 46 For their evaluation, the researchers measured dietary intake among a sample of residents in both the intervention and control communities using two 24-hour dietary recalls before and after the supermarket opened. On the follow-up survey, they also asked residents in the intervention community how often they had visited the new supermarket. The evaluation found that, compared with the control communities, participants in intervention communities decreased their consumption of kilocalories, added sugars and solid fats, alcohol, and added sugars. No change in BMI, fruit and vegetable intake, or wholegrain consumption was reported. The researchers also conducted a subgroup analysis comparing individuals in the intervention community who reported regularly using the new store to those who did not. These analyses revealed no significant associations between dietary variables and store usage, although regular shoppers in the intervention community did report increases in perceived access to healthy food compared with residents who did not shop regularly at the new supermarket. The addition of the perceived access measure proved useful in this case because it suggested mechanisms underlying the improvement in dietary variables seen in the intervention community. This study demonstrates the importance of linking intervention exposure to outcomes and of incorporating data on multiple behavioral measures to get a richer picture of how changes to the food retail environment affect individuals.
Obtaining data
Investigators have several options for gathering data to evaluate healthy retail interventions; the best option will depend on the outcomes of interest as well as time and resource constraints. For example, to measure dietary behaviors (eg, consumption of the products targeted by the intervention; overall dietary quality), evaluators can collect their own data using intercept surveys, randomdigit dialing, or other methods of interviewing. But, primary data collection can be resource intensive. Another limitation may be insufficient lead time before a policy is implemented to effectively gather baseline (preintervention) data, particularly for rapidly moving interventions. If primary data collection is not feasible, another option for measuring dietary behaviors is to use publicly available datasets that contain consumption data that can be matched to intervention variables of interest. For example, researchers have modeled the impacts of sales taxes on carbonated soft drinks using surveillance data from the National Health and Nutrition Examination Survey, Behavioral Risk Factor Surveillance Survey, and Youth Risk Behavior Surveillance Survey and using longitudinal studies such as the Early Childhood Longitudinal Study. [64] [65] [66] Additionally, researchers can seek out electronic purchase data, such as store-based scanner data or household electronic purchase data. These datasets can be obtained through private agreements with retailers or, if resources are available, by purchasing them from commercial venders such as the Nielsen Corporation or Information Resources and have been used by some researchers to evaluate healthy food retail interventions.
67 Product-or store-level variables (eg, prices, environmental changes) can be assessed with store-based audits or retailer surveys and use of store-based scanner data (see below for case study examples) or, if available, public databases of prices (eg, the National Institute of Statistics and Geographic Consumer Price Index in Mexico). 68 Data on longer-term outcomes, such as health impacts and cost-effectiveness, may be more difficult to acquire, although each of the aforementioned public datasets contain some health measures (eg, BMI, diabetes).
Case study: 2015 Berkeley sugar-sweetened beverage tax. Recent and ongoing evaluations of taxes on SSBs implemented in Berkeley, California, highlight some of the challenges and opportunities for obtaining data. In March 2015, Berkeley implemented a 1-cent-per-ounce excise tax on the distribution of nonalcoholic, nondairy beverages with added caloric sweeteners. Several outcomes were of interest following implementation, including changes in consumer-facing prices of taxed beverages (ie, "passthrough" rate) as well as changes in purchases and consumption of taxed and untaxed beverages. Different research groups took slightly different approaches to examining these outcomes. As one example, to examine pass-through, 3 separate studies each conducted storebased surveys examining the price of taxed and untaxed beverages before and after the tax was implemented. 22, 69, 70 To collect data on price changes, researchers visited stores and recorded prices of taxed and untaxed products. In 2 studies, 22 ,69 data were also collected from stores in neighboring cities without an SSB tax. These methods allowed researchers to focus data collection efforts on stores of particular interest (eg, Falbe et al. 69 examined stores in low-income areas). In addition, these methods allowed researchers to examine stores that may not have access to or be willing to provide scanner data. Despite the benefits of primary data collection, these time-and resourceintensive approaches could potentially limit sample size in terms of the number of stores visited, the number of products assessed, and the number of time points of data collection. Ng et al. 70 complemented their survey-based store price data with detailed retailer scanner data from 2 chains with stores in both Berkeley and neighboring cities. The combination of these methods increased the number of products and time points examined and allowed for a detailed analysis of trends in prices over time.
To examine changes in beverage consumption, Falbe et al. 71 conducted intercept surveys of residents in Berkeley and 2 comparison cities. This data collection effort was resource intensive, limiting sample size. Additionally, to keep the survey brief, researchers asked participants to report their beverage consumption in broad categories (eg, integer servings per day, week, or month), rather than in quantitatively precise amounts (eg, calories/d) as could be estimated from a 24-hour recall or more intensive dietary assessment method. 57 Silver et al. 72 collected 24-hour beverage recalls from a random sample of Berkeley residents and also obtained point-of-sale data from supermarkets in Berkeley and comparison cities. Because sales data are collected on an ongoing basis, they could be acquired even after the intervention had begun, relieving some of the time pressure of primary data collection. However, purchase data did not contain information on the characteristics of the individuals making purchases.
REAL-WORLD CONSIDERATIONS
In addition to study design, analysis, and data challenges, natural experimental evaluations of healthy food retail interventions often face practical and logistical challenges that RCTs may not. Randomized controlled trials by definition involve a degree of control over intervention implementation, which natural experimental studies lack. The evaluation team must therefore be vigilant in monitoring the development and implementation of the intervention. Natural experimental studies also have real and immediate relevance to a range of stakeholders, including business, government agencies, shoppers, and taxpayers. Thus, successful evaluations require fostering partnerships with key stakeholders. Collecting measures of intervention impact (both costs and benefits) that are most relevant to these stakeholders could help enhance these partnerships.
Implementation and practical challenges
One practical challenge faced in many natural experimental studies is dealing with timing. For example, dietary behaviors often vary seasonally, and intervention assessment must account for seasonality when scheduling data collection. For example, evaluations of the WIC Farmers' Market Nutrition Program, a program to increase WIC participants' access to farmers' markets and community gardens, compared participants' fruit and vegetable intake to the previous season's intake to control for seasonality of fruit and vegetable consumption. 73 In addition to farmer's markets, many mobile market and corner store programs are increasingly relying on locally grown produce to stock their shelves. This poses a challenge to researchers conducting smaller pilot studies because produce availability in many areas can change dramatically throughout the year. Wherever possible, researchers should work to collect data from intervention and control participants contemporaneously and to collect pre-and postintervention data at the same time of the year. However, it may not be possible to wait a full year to complete follow-up measures within the same season or to perfectly time data collection across groups. Including questions about locally grown/seasonal products on food-frequency questionnaires can help ensure that highlighted products are captured in the data collection. Even in these cases, subgroup and sensitivity analyses may be necessary to examine the impact of the timing of data collection on food and beverage consumption.
Another practical challenge is that local policies may be delayed for political reasons or because competing priorities emerge. 74 Unanticipated delays make it challenging to allocate evaluation resources efficiently (eg, hiring and training staff). Additionally, if too much time passes between baseline data collection and intervention implementation, preintervention data can become irrelevant. Although potentially expensive, collecting or obtaining data from multiple preintervention time points can mitigate these issues and also allow for special analytic techniques, such as interrupted time series designs and counterfactual simulations (see above for an example of estimating counterfactual trends from preintervention trend data). Conversely, some interventions move rapidly, making it difficult to obtain data before implementation begins. In these situations, researchers may need to rely on existing datasets, such as household food purchases or store sales data, which can typically be acquired at any time because data collection occurs continuously. In addition, it is not uncommon for organizations to initiate changes in products prior to the formal beginning of a program or policy, as demonstrated by recent school lunch and menu-labeling initiatives and corporate voluntary initiatives. 24, 75, 76 This makes the implementation date ambiguous and complicates analyses. When the true starting date is unknown and continuous data across a time period are available, techniques such as switching regressions 77 can allow investigators to identify the potential starting point that best fits the data.
Another potential challenge is that policies and other initiatives can evolve during their development and implementation. Researchers must keep current with the specifics of the policy language and implementation. When specific policy requirements change, it may be necessary to seek out alternate sources of data or collect additional preimplementation data.
Conducting evaluations in real-world settings requires careful planning and collecting of process measures to address implementation challenges. As described by Moore et al. 78 and demonstrated in the case studies above, process measures have a number of functions, including revealing how contextual factors shape the findings, reflecting on intervention implementation, and illuminating mechanisms of impact. Process evaluation can be useful across all stages of evaluation. In the formative stages, collecting measures on feasibility can inform optimal strategies for implementation or provide helpful feedback to implementers while there may still be an opportunity for course correction. Upon beginning implementation, key process measures include fidelity (whether the intervention was delivered as planned), reach (whether the intervention reaches the intended audience), and dose (the intensity of the intervention). 78 Policymakers and other stakeholder might be particularly interested in process measures pertaining to the use of resources, such as implementation costs, staff training, and communications. 78 Process measures also include barriers and facilitators for implementation. For example, in the evaluation of the Berkeley SSB tax, researchers conducted qualitative interviews with retailers, distributors, and city officials regarding the challenges and successes of implementation. 79 Such information could be used by the city to understand how to better communicate aspects of the tax with the public and business community. Moreover, understanding how the local context might have affected results is important to assess generalizability and may allow other communities to better predict how successful implementation might be given their own local context.
Process evaluation data can also enable a more nuanced outcome evaluation. For example, when an intervention fails to demonstrate a significant effect, researchers can use process evaluation data to assess whether the intervention was truly ineffective, or whether it was simply poorly implemented and therefore unlikely to have had an effect. This may be particularly important in evaluations of nonrandomized, noncontrolled interventions because policy adoption and compliance can be a slow process. In addition, researchers can use process data to examine whether implementation success is related to changes in the outcome of interest (eg, did stores with the best implementation of a retailer intervention also exhibit the largest changes in purchases?) or whether implementation was different across settings. Finally, qualitative assessments can provide valuable insight into the success and barriers faced by stakeholders, as has been demonstrated in new retailer evaluations. 80, 81 In these ways, process measures can help understand the success of shortcomings and unintended consequences of policy implementation.
Case study: practical challenges in evaluating the Minneapolis Staple Foods Ordinance. Under the original proposal of the Minneapolis SFO, which set minimum stocking requirements for 10 categories of food for all licensed grocery stores in the city, retailers were required to carry 15 gallons of low-fat milk and 12 boxes of whole-grain cereal at all times. After seeking feedback from local businesses and business associations, the requirements were reduced to 5 gallons and 4 boxes, respectively, just weeks before the ordinance passed, in order to reduce the burden to stores. This last-minute change presented a challenge in collecting the appropriate data: compliance with the proposed law was defined differently when data collection instruments were created than when the policy was passed. Maintaining a strong collaboration with city partners (eg, representatives from the Health Department and City Council) through all phases of development and passage of the policy ensured that the researchers were informed about decisions to modify the ordinance requirements.
Measuring implementation challenges in the Minneapolis SFO proved important in understanding the policy process. A year after the official policy implementation date, store compliance was still low, likely because enforcement (fines, citations) did not begin until an additional year after implementation. This necessitated a long follow-up period of observations. To examine the implementation challenges faced by stores, the evaluation team conducted interviews at multiple time points with store managers to ascertain what changes managers had made in supply sources and stocking patterns, decision-making around stocking, and perceived changes in item-specific sales. 82 The evaluators plan to conduct growth mixture modeling to examine compliance over time and to determine whether compliance classes exist (eg, immediate compliers, delayed compliers, noncompliers). This method can incorporate categorical latent variables that represent trajectory classes to better understand reasons for successful implementation and challenges at the store level. These analyses will be particularly relevant to stakeholders, including city government officials who are charged with making sure the ordinance and its enforcement are appropriate uses of city resources, and to help develop additional supports for stores who are identified as "high-risk" through compliance trajectory modeling.
Analyses will also evaluate whether elements of implementation differed across the city -for instance, whether low-income areas of the city experience more challenges in implementation or whether prices for staple foods changed as a result of the policy (and changed differentially across neighborhoods). Such measures can help determine whether policies like the SFO are successful in decreasing disparities in healthy food access, as they were intended to do.
Stakeholder relevance
Healthy retail policies and interventions can have impacts beyond diet and health outcomes, and these other outcomes may also be of interest, especially for certain stakeholders in policy, business, and the community. These stakeholders are often interested in economic features of an intervention, including costeffectiveness, return on investment, and aggregate costs and benefits, 13 as well as an intervention's acceptability, implementation, reach, and uptake. 47 Independent evaluators can often provide estimates of these measures.
Although many implementation measures require primary data collection to assess (eg, facilitators and barriers from store owners in implementing a new policy), other measures can be estimated by models based on a review of high-quality research. For example, costeffectiveness studies can be useful in identifying the most economic policies to achieve a particular policy goal, such as reducing obesity. For example, Gortmaker et al. 83 estimated the cost-effectiveness of a hypothetical national excise tax of 1 cent per ounce on all beverages with added caloric sweeteners. They estimated that over 10 years, the tax would result in a net savings of more than $14 million, as the costs of implementation (eg, tax agents, auditors) are easily offset by healthcare savings. Such estimates may resonate with policymakers, but businesses may be more interested in local jobs and economic performance. When industry stakeholders have argued that targeted taxes on foods or beverages will cause job losses, researchers have responded with estimates of the employment impact of these taxes. 84, 85 At the local level, the framework developed to evaluate the Healthy Food Financing Initiative (HFFI) 13 is useful in building the case for collecting smaller-scale metrics of community development, economic development, and job creation alongside metrics of health. In the case of the HFFI and other government-financed initiatives, these metrics are important in demonstrating the impact of investing public funds in the community. More generally, researchers conducting a natural experimental evaluation may wish to align their evaluation with existing policy questions to increase the likelihood the results are used by decision makers. 47 Case study: Veggie Van mobile market. The Veggie Van is a mobile market program designed to deliver reduced-cost locally grown produce and education to lower-income individuals or communities with limited access to fresh fruits and vegetables. To pilot test the effectiveness of the program, the nonprofit organization that developed Veggie Van partnered with researchers at the University of North Carolina, Chapel Hill. The evaluation was structured to benefit both the development and implementation of the Veggie Van program and to assess its effectiveness in increasing fruit and vegetable access and consumption in the target population of low-income and/or food-insecure individuals.
Specifically, the Veggie Van team needed to determine where and when the mobile markets should be open, and the research team wanted to assess the impact the mobile markets had on shoppers. The evaluation met both of these needs by using a multistage recruitment strategy 86 and thoughtful data collection procedures. First, partnerships were developed with community organizations such as health clinics, community colleges, and low-income housing developments that could potentially serve as host sties for the mobile markets. A memorandum of understanding was created between Veggie Van, the host site, and the university. The Veggie Van team had determined that sites would be viable if they had at least 25 people who were interested in participating; thus the research team planned their study recruitment to help estimate interest at each site. A coordinator within each partner organization recruited individuals who frequented the location on a regular basis and asked them to fill out a short questionnaire indicating their potential interest in using the Veggie Van if it were to come to the host site; the Veggie Van team used participants' responses to determine whether there was sufficient interest to support a Veggie Van at the site. The researchers built upon this existing data collection, adding new items to the questionnaire about the participant's ability to access fresh produce, their receipt of government assistance, and their willingness to be contacted by researchers. In addition, to accommodate the evaluation, the coordinator helped identify 30 interested customers to be recruited to participate in the evaluation study. The research team used these 2 pools of potential shoppers to recruit a baseline sample of likely Veggie Van users for the pre/ post evaluation of the new markets. To ensure that the target population was represented, the researchers used a tiered recruitment strategy, first calling individuals who were receiving government assistance, then those who reported barriers to accessing fresh fruits and vegetables. These individuals were resurveyed 2-3 months after the Veggie Vans opened to assess changes in their fruit and vegetable consumption, health, and ability to purchase fruits and vegetables. This recruitment and data collection strategy helped meet the needs of e both the research team and the nonprofit operating the mobile markets.
CONCLUSION
Although there are many challenges to overcome in the use of natural experimental approaches to evaluate programs and policies in the food retail setting, designs that are based on thoughtful conceptual models can minimize bias and provide critical information to stakeholders, including the target population, policymakers, and food retailers. These stakeholders may seek information about whether the policy is associated with the desired outcomes in the short and long term, including shifts in food availability, purchases, and intake, as well as key process and compliance indicators. Evaluations can also capture policy and intervention pitfalls that can provide insight into strategic elements that may need to be strengthened.
As demonstrated in the case examples provided, planning evaluations require a number of trade-offs, so addressing a challenge in one area may require less capability to address challenges in other areas. For example, sales data acquired retroactively can give researchers access to baseline conditions over a long period of time, data they may not have to collect prospectively. But, because data were not collected for the purposes of the specific study, retrospective data may not contain the most precise or useful measures, which may require researchers to compromise some degree of measure validity.
Making trade-offs also often means balancing methodological rigor and practical considerations. For example, complete dietary assessments yield rich outcome data but are extremely resource-intensive to collect. Outcomes that are perhaps the most clinically relevant (eg, obesity) can be difficult to measure and may not change during a relatively short evaluation period; proxy measures that are meaningful and also modifiable within the study period must be identified.
Trade-offs are also relevant to the scope of an evaluation. There are myriad process and outcome measures that may be relevant, all of which may compete for resources. Thus, the scope of an evaluation framework will depend largely on cost, logistics, the degree of stakeholder engagement and collaboration, and the research team's capacity. Different types of measures are important in early, intermediate, and late stages of implementation. Thus, careful planning, including the development of conceptual diagrams that are created with input from (or consideration of) other stakeholders, will help identify priorities and define the scope of the evaluation, given the resources of the research team. Engaging stakeholders throughout the process will help foster an evaluation plan that is "meaningful, measurable and manageable." 13 Finally, trade-offs may also manifest in the balance of internal and external validity of the study. When evaluating the impact of a new policy on a health impact, preserving internal validity (by representing an appropriate counterfactual and minimizing sources of bias) is critical for understanding whether the policy works. Natural experimental studies, which are always conducted in real-world settings, generally compromise some degree of internal validity when compared with studies in tightly controlled laboratory settings. More rigorous demonstration of external validity would require evaluations to be replicated across heterogeneous regions or among a range of subpopulations. 15 For example, HFFIs have been evaluated in a range of studies, but these evaluations typically focus on a single store in a single community. Although it can be tempting to assume that conclusions about the effectiveness of HFFI from these studies will apply to other communities, such generalizations may not be warranted. Considering the continued interest in using the food retail setting as a lever to improve access, affordability, and selection of healthier foods, the increasing number of voluntary corporate pledges, and the proliferation of SSB taxes and other local, state, and federal regulatory options to improve diet and reduce obesity, the use of natural experimental studies to evaluate these policies is likely to increase over time. Because of their inherent design, natural experimental evaluations will almost certainly never be free from methodological concerns, especially as they relate to causality assessment. Most decisions regarding trade-offs are context-specific, meaning that there is no "right" study design decision. Careful consideration of key methodological challenges outlined in this article can help ensure that scholars, policymakers, and other key stakeholders are able to rigorously assess the impact of policies and programs on food access, availability, and intake and inform decisions about priorities and investments for the future.
