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Summary
A quantum dot is a small confined region in space, e.g, an area in a two-dimensional electron
gas confined by metallic gates, where both charge and orbital degrees of freedom become quan-
tized. Recently, also quantum dots consisting of single molecules and carbon nanotubes (macro-
molecules) have been contacted and measured in transistor-like setups. Such systems are inter-
esting from an application point of view due to their small size and possibility of bottom-up
fabrication by chemical synthesis. They may also display new interesting physics, such as
quantized mechanical degrees of freedom and magnetic anisotropy.
One of the first major challenges is to understand the properties of such molecular quantum
dots inside the transport junction, which can deviate significantly from those of the isolated dot
due to the close proximity of the large electrodes. Here the transport current through the system
can act as a tool to investigate its properties, i.e., a transistor setup is a used as a spectroscopic
tool. The main objective of this thesis is to advance this field by developing a general, ex-
plicit theory for transport spectroscopy and applying this to analyze generic models, predicting
new effects, and in experimental collaborations, trying to interpret actual transport spectra and
compare with model calculations using the developed method. A more longterm goal is to use
quantum dots as active electronic components. Here molecular dots offer exciting new possi-
bilities: chemical meta-stability and long life-times of excitations open the door to switching
applications, mechanical degrees of freedom enable them to be used as the ultimate limit of
NEMS (nano electro-mechanical systems) and long spin decoherence times have even lead to
suggestions of molecule-based quantum computers. Such control of quantum dots is also an
important theme of this thesis.
Transport through molecular quantum dots presents a challenging theoretical problem: the
coupling to the electrodes introduces a huge number of degrees of freedom, while a finite bias
voltage prevents methods of equilibrium statistical physics from being used. Additionally, local
interactions on the dot are typically large, preventing them from being treated perturbatively. In
this thesis a generalized master equation approach is used, which treats interactions on the dot as
well as the non-equilibrium condition exactly, while the electrode couplings are treated pertur-
batively. The main theoretical advance is the derivation of explicit expressions for the transport
rates, valid for very general quantum dot models, up to next-to-leading order in the electrode
couplings. Based on the developed formalism a previously unnoticed resonance, associated
with coherent tunneling of electron pairs, is predicted. This occurs even in the well-studied
non-equilibrium Anderson model.
An important application studied in this thesis is coupling between charge tunneling and
quantized vibrational modes of the molecular quantum dot. Several models are studied, showing
interesting physics such as transport-based measurements of the vibrational Q-factor, coherent
coupling between mechanical and electronic degrees of freedom and vibration-induced spin-
blockade. Additionally, experimental transport data on a suspended carbon nanotube are shown
to indicate that an electronic state can pump the vibrational mode out of equilibrium.
Also experiments on carbon nanotubes filled with fullerene molecules (”peapods”) are stud-
ied. The observed spectroscopic effects are reproduced by a model including a coherent cou-
pling of nanotube and fullerene states. Such a coupling is essential if one wants to exploit the
fullerene degrees of freedom in applications. Finally, experimental data on transport through
single-molecule magnets are analyzed and compared with model calculations. The transport
signature of the zero-field splitting, i.e., the energy cost of a quantized rotation of the spin-
vector away from the easy axis, allows the magnetic anisotropy to be extracted. Due to the
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presence of a gate-electrode this could be done for the first time in multiple redox states of the
molecule, which was seen to exhibit an enhanced magnetic anisotropy upon both reduction and
oxidization.
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Zusammenfassung
Ein Quantenpunkt ist eine kleine ra¨umlich begrenzte Region, z.B. ein Gebiet in einem zwei-
dimensionalen Elektronengas eingegrenzt von metallischen Gates, in der Ladung und die or-
bitalen Freiheitsgrade quantisiert sind. Neuerdings ko¨nnen Quantenpunkte, die aus einzelnen
Moleku¨len bestehen, und Kohlenstoffnanoro¨hrchen (Makro-Moleku¨le) in transistora¨hnlichen
Aufbauten geschaltet und vermessen werden. Solche Systeme sind interessant fu¨r Anwendun-
gen aufgrund ihrer geringen Gro¨ße und der Mo¨glichkeit, sie bottom-up durch chemische Syn-
these herzustellen. Sie ko¨nnen außerdem interessante physikalische Effekte zeigen, wie z.B.
quantisierte mechanische Freiheitgrade und magnetische Anisotropie.
Eine der großen Herausforderungen ist es, die Eigenschaften von molekularen Quanten-
punkten innerhalb von Transportaufbauten zu verstehen, da sie sich aufgrund der Na¨he zu den
großen Elektroden deutlich von denen isolierter Quantenpunkte unterscheiden. Der Transport-
strom, der durch das System fließt, kann als Sensor fungieren, um die Eigenschaften des Sys-
tems zu messen, d.h. ein Transistoraufbau dient als Spektroskopieinstrument. Die Hauptauf-
gabe dieser Arbeit ist es, den Fortschritt auf diesem Feld voranzutreiben durch die Entwicklung
einer allgemeinen, expliziten Theorie fu¨r Transportspektroskopie und diese zur Analyse allge-
meiner Modelle anzuwenden. Es sollen neue physikalische Effekte vorausgesagt werden und
durch experimentelle Kollaborationen werden gemessene Transportspektren interpretiert und
mit Modellberechnungen verglichen, die mit der entwickelten Methode gemacht worden sind.
Langfristig betrachtet sollen Quantenpunkte als aktive elektronische Komponenten verwendet
werden. Hier bieten molekulare Quantenpunkte interessante neue Mo¨glichkeiten: Chemische
Metastabilita¨t und lange Lebenszeiten von Anregungen ero¨ffnen die Mo¨glichkeit von Schalt-
prozessen, mechanische Freiheitsgrade erlauben es, sie als absoluten Grenzfall der NEMS
(nano-elektro-mechanische Systeme) zu nutzen und große Spin-Dekoha¨renzzeiten haben sogar
zu Vorschla¨gen moleku¨lbasierter Quantencomputer gefu¨hrt. Eine solche Kontrolle von Quan-
tenpunkten ist ebenfalls ein wichtiges Thema dieser Arbeit.
Transport durch molekulare Quantenpunkte stellt ein schwieriges theoretisches Problem
dar: die Kopplung mit den Elektroden sorgt fu¨r eine hohe Anzahl von Freiheitsgraden und eine
endliche Transportspannung verhindert, dass Methoden der statistischen Gleichgewichtsphysik
angewendet werden ko¨nnen. Außerdem sind lokale Wechselwirkungen auf dem Quantenpunkt
groß, so dass sie nicht sto¨rungstheoretisch behandelt werden ko¨nnen. In dieser Arbeit wird der
Ansatz einer verallgemeinerten Mastergleichung verfolgt, der sowohl Wechselwirkungen auf
dem Punkt, als auch die Nichtgleichgewichtsbedingung exakt behandelt, jedoch die Kopplun-
gen mit den Elektroden sto¨rungstheoretisch berechnet. Der gro¨ßte theoretische Vorteil ist, dass
fu¨r die Transportraten explizite Ausdru¨cke hergeleitet werden, die gu¨ltig sind fu¨r allgemeine
Quantenpunktmodelle bis zur ersten nicht-fu¨hrenden Ordnung in den Elektrodenkopplungen.
Basierend auf dem entwickelten Formalismus wird eine bisher unbeobachtete Resonanz vo-
rausgesagt, die im Zusammenhang steht mit dem koha¨renten Tunneln von Elektronenpaaren.
Sie taucht auch im detailliert untersuchten Anderson Modell auf.
Eine wichtige in dieser Arbeit untersuchte Anwendung ist die Kopplung zwischen tun-
nelnder Ladung und quantisierten Vibrationsmoden des molekularen Quantenpunktes. Ver-
schiedene Modelle werden betrachtet, die interessante Effekte zeigen wie transportbasierte
Messungen des Vibrationsfaktors Q, koha¨rente Kopplung zwischen mechanischen und elek-
tronischen Freiheitsgraden und vibrationsinduzierte Spinblockade. Es werden experimentelle
Transportdaten von frei schwebenden Kohlenstoffnanoro¨hrchen gezeigt um zu verdeutlichen,
dass ein elektronischer Zustand die Vibrationsmode aus dem Gleichgewicht pumpen kann.
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Experimente mit Kohlenstoffnanoro¨hrchen gefu¨llt mit Fullerenmoleku¨len (”peapods”) wer-
den ebenfalls untersucht. Die beobachteten spektroskopischen Effekte werden mittels eines
Modells reproduziert, das eine koha¨rente Kopplung zwischen Nanoro¨hrchen und Fullerenzusta¨nden
annimmt. Diese Kopplung ist essenziell zur Untersuchung der fullerenen Freiheitsgrade in An-
wendungen. Schließlich werden experimentelle Transportdaten durch einzelne Moleku¨lmagnete
analysiert und mit Modellrechnungen verglichen. Die Transportsignatur der Zero-Field-Aufspaltung,
d.h. die Energiekosten einer quantisierten Rotation des Spin-Vektors weg von der bevorzugten
Achse, erlaubt es, die magnetische Anisotropie zu extrahieren. Da eine Gate-Elektrode vorhan-
den ist, ko¨nnte dies zum ersten Mal mittels multipler Redox-Zusta¨nde des Moleku¨ls durchgefu¨hrt
werden, die eine erho¨hte magnetische Anisotropie bei Reduktion und Oxidation zeigen.
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1 Introduction
The continued miniaturization of active electronic components, forming the basis of advances
in information and communication technology, has been at the heart of most technological and
scientific advances since the invention of the integrated circuit in 1958. The famous Moore’s
law [1] predicts that the number of transistors on a typical integrated circuit grows exponentially,
doubling roughly every two years. Even though this trend has continued much longer than was
initially anticipated, it is clear that there is a limit as to how far one can go without fundamentally
changing the basic building blocks of electronic circuits away from the standard silicon-based
semi-conductor technology [2]. Additionally, with decreasing size of devices, basic physics
requires changing the way we describe and think of electronic transport.
First, as the dimension of devices approaches the typical de Broglie wavelength of charge
carriers, their quantum nature must be taken into account explicitly. The field of mesoscopic
physics [3] deals with this regime, bridging the gap between the macroscopic and microscopic
worlds. From a theoretical point of view, the problem is that while the statistical and / or
classical approximations usually employed to describe the macroscopic world are inadequate,
methods suited for a microscopic description are not applicable, as there are still too many
relevant degrees of freedom.
Second, in conventional electronic components the quantized nature of electronic charge is
unimportant due to the large number of charge carriers participating in transport. However, as
the device size shrinks, the Coulomb repulsion between localized electrons increases and charge
quantization becomes crucial. When the energy scale associated with adding an additional elec-
tron to the system becomes larger than the broadening due to thermal and quantum fluctuations,
charge carriers are transferred through the device one-by-one, and transport can even be com-
pletely blocked at low voltages. This phenomenon is known as Coulomb blockade [4].
A system where both the above effects are important is a so-called quantum dot, see e.g., the
review [5]. The name refers to the zero-dimensional nature of the system, i.e., the wave function
of charge carriers residing on the dot is confined in all spatial directions. The dot can be e.g., an
area in a two-dimensional electron gas confined by metallic gates, a semi-conducting nano-wire,
a carbon nanotube or even a single molecule. The quantization of charge, as well as possibly
other degrees of freedom such as orbit and spin, makes quantum dots very similar to atoms and
they have also been referred to as artificial atoms [5]. The interesting new aspect of quantum
dots is, apart from their tunability, the possibility of connecting them in an electric circuit. In a
transport setup the quantum dot is typically coupled to macroscopically large source and drain
electrodes through tunnel junctions. A tunnel current through the device is established when
applying a finite source-drain (or bias) voltage across the junction. Even though only a few of
the electrons residing on the dot are relevant for the transport characteristics, the coupling to
the ”electron baths” of the electrodes makes this a true many-body problem. Additionally, a
finite bias voltage leads to a non-equilibrium situation and induces a non-thermal distribution
on the quantum dot which can not be described by standard methods of equilibrium statistical
mechanics.
In addition to the source and drain, there is often a gate electrode which is only capacitively
coupled to the quantum dot and can be used to electrostatically control the number of electrons
on the dot, as well as the energy cost of adding more electrons. Due to Coulomb blockade and
the quantized level spectrum of the dot, the gate also modulates the magnitude of the tunnel
current, meaning a finite transconductance, allowing the quantum dot circuit to act in a way
similar to traditional field-effect transistors. From an application perspective however, such
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quantum dot single-electron transistors suffer problems with low (or no) gain [6], which makes
it unlikely that they would replace the currently used field-effect transistors. Applications as
highly sensitive charge sensors are more likely. They have also been proposed to be used e.g.,
as building blocks for quantum computers [7] or for sensitive temperature measurements [8].
On the other hand, the transport current can act as a tool to investigate the properties of the
quantum dot. By measuring the current through the dot while varying the bias and gate voltages,
information about the level-structure and charging energies of the dot can be extracted, i.e., a
transistor geometry is used as a spectroscopic tool to investigate the quantum system.
This thesis is dedicated to the theoretical study of transport properties of various types of
quantum dot systems prepared in a transistor type setup. Although the theory developed and
some spectroscopic features predicted are very general, the focus is on quantum dots based on
single-molecules or carbon nanotubes. The central issues are here detection (or spectroscopy),
i.e., how we can learn something about such small systems by studying transport through them,
and control, i.e., how the state of the dot, and thereby its transport characteristics, can be ma-
nipulated by the applied voltages. The outline is as follows:
• Chapter 2 introduces the basic physics of single-electron devices and the spectroscopic
rules for interpreting experimentally obtained transport data. The representation of trans-
port data by stability diagrams, which is used for interpreting both experimental data and
the results of calculations, is explained. The experimentally most common realizations of
quantum dots and their typical properties are briefly reviewed.
• Chapter 3 is dedicated to deriving a theory describing transport through quantum dot
systems acting as single-electron transistors. The theory is based on a generalized master
equation (or kinetic equation) for the stationary reduced density matrix of the quantum
dot. All local interactions on the dot are treated non-perturbatively, while the transport
kernels can be evaluated using perturbation theory in the tunnel coupling to the electrodes.
Explicit expressions in leading and next-to-leading order, valid for a very general class
of quantum dots, are derived and given in Appendix B and C. It is also shown that in
next-to-leading order, it is crucial to account for coherences also between non-degenerate
dot states and not just their occupations. An effective master equation incorporating these
is derived. This theory is used throughout the rest of the thesis to describe transport in
different types of quantum dot systems.
• Chapter 4 predicts a new type of resonance in the non-linear transport spectrum of strongly
interacting quantum dots, which originates from coherent tunneling of electron pairs. It
is shown how to experimentally distinguish this pair-tunneling resonance from single-
electron tunneling, which has the same gate dependence, and an analytic expression for
the resonance shape is derived. These results demonstrate the importance of a complete
summation of the perturbation expansion within a given order, as is done in the theory
developed in chapter 3.
• Chapter 5 discusses transport through molecular quantum dots with a strong coupling to a
quantized vibrational mode (Anderson-Holstein model). It is shown that the shape of the
so-called cotunneling-assisted single-electron tunneling resonances (or vibron absorption
side-peaks) can act as a sensitive probe of the mechanical relaxation rate, e.g., induced by
coupling to substrate phonon modes, and thus of the important Q-factor of the vibrational
motion. Since there are no conservation laws associated with the vibrational quantum
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number in tunneling, including coherences between vibrational states using the effective
master equation derived in chapter 3 becomes crucial.
• Chapter 6 deals with suspended carbon nanotubes, which, like molecular transistors, of-
ten show a strong coupling between charge transport and quantized mechanical degrees
of freedom. Cotunneling-assisted single-electron tunneling resonances in recent experi-
mental transport spectroscopy data resemble the theoretical results in chapter 5. However,
by comparison to further model calculations it is shown that these data can only be re-
produced in a more complex system, including also a strongly coupled excited electronic
state which assists in further pumping the vibrational mode out of equilibrium.
• Chapter 7 discusses transport through a mixed-valence molecular dimer (”molecular dou-
ble quantum dot”), consisting of two monomers which can be locally distorted. Here, an
excess electron delocalizes over the entire dimer and induces a pseudo Jahn-Teller effect,
leading to coherent superpositions of electronic and vibrational states and thus to a break-
down of the Born-Oppenheimer approximation. It is shown how this breakdown can be
detected by transport spectroscopy if a system parameter can be externally controlled. We
suggest the possibility of mechanically controlling the dimer hybridization. Recently, an
alternative has been explored experimentally by changing the length of a molecular wire
in a scanning tunneling microscope setup [9], confirming the results predicted here. Addi-
tionally, it is shown that qualitative features in the transport spectrum reveal the degree of
electron delocalization, an important parameter in physical chemistry of mixed-valence
systems.
• Chapter 8 extends the model of chapter 7 to monomers consisting of heterovalent tran-
sition metal ions with a localized spin, surrounded by ligand shells. The presence of an
excess electron results in a coupling of the monomer spins. This is due to local exchange
on the monomers, inducing a coupling between the monomer spins and that of the excess
electron. Additionally, this coupling causes the degree of delocalization, and therefore
the strength of the pseudo Jahn-Teller effect, to depend on the spin-state of the dimer.
It is shown how this spin-dependent pseudo Jahn-Teller effect allows the spin-state of
the dimer to be detected without applying a magnetic field. Conversely, the spin of the
dimer can be controlled via the molecular vibrations due to a novel vibration-induced
spin-blockade.
• Chapter 9 deals with carbon nanotube peapods, i.e., nanotubes filled with fullerenes. Anti-
crossing differential conductance lines were seen in recent experimental transport spec-
troscopy data of peapod single-electron transistors. Comparison to model calculations
shows that these originate from an ”impurity” state with a weak gate-coupling, which
hybridizes with the states on the nanotube. Interestingly, the transport signature of the
impurity state could easily be mistaken for inelastic cotunneling due to the weak gate-
dependence, but is in fact due to single-electron tunneling. It is argued that the impurity
state is in fact a state localized on the pea-lattice.
• Chapter 10 investigates transport through single-molecule magnets, i.e., molecules with a
high-spin ground state. Inelastic cotunneling resonances in experimental transport spec-
troscopy measurements of Fe4-based single-molecule magnets are shown to reveal the
zero-field splitting, i.e., the energy cost of a quantized rotation of the spin away from the
molecular easy axis. The zero-field splitting is also seen to be associated with a non-linear
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Zeeman effect. Also here comparison to model calculations were crucial in interpreting
the experimental data. Despite complications due to the large molecular spin (giving
rise to a large number of states) and transverse magnetic fields and transverse anisotropy
(making spin a non-conserved quantum number), the transport calculations were made
possible by the theory developed in chapter 3.
The work presented in chapters 7–10 was done in collaboration with Felix Reckermann
(chapters 7 and 8), Sebastian Smerat (chapter 9) and Nikolaos Konstantinidis and Falk May
(chapter 10).
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2 Single-electron devices
The aim of this chapter is to understand how Coulomb interactions allow single electrons to be
controlled in a transport setup and how to interpret transport spectroscopy data. The represen-
tation of transport data by stability diagrams, which is used for interpreting both experimental
data and the results of calculations, is explained. Finally, the most common experimental real-
izations of quantum dots and their properties are briefly reviewed.
2.1 Quantum point contacts and tunnel junctions
A quantum point contact, see e.g., Ref. [10] for a review, is sketched in Fig. 1(a). It is nothing but
a short and narrow constriction, typically formed by electrostatically restricting a 2-dimensional
electron gas (2DEG) in one direction with a top gate, coupled to two electrodes, r = L, R. The
electrodes are associated with chemical potentials µr, which depend on the applied voltages
Vr through µr = µ(0)r − eVr, where µ(0)r is the Fermi energy at zero bias and −e the electron
charge. In a quantum point contact, the width of the constriction is on the order of the Fermi
I Rµ  =−eVRµ  =L −eVL V+
+
+
VL R−
−
− RVLV
C,R
(a) (b) (c)
Fig. 1: (a) Sketch of quantum point contact. The difference in chemical potentials between
the left (L) and right (R) electrodes results in a current through the constriction. (b) Sketch of
tunnel junction. Transport takes place via tunneling of quantized charge. (c) Circuit diagram
for a tunnel junction. The junction is characterized by a resistance R and a capacitance C.
wavelength, meaning that there are only a few open transmission channels close to the Fermi
energy, and the length of the device is smaller than the scattering length of electrons due to
impurities, i.e., transport is ballistic. When the width of the point contact is varied by varying
the voltage applied to the top gate it was found experimentally [11, 12] that the conductance is
quantized and given by
G = 2nG0, (1)
where n is the number of open transmission channels, G0 = e2/h ≈ (26kΩ)−1 is the so-called
quantum of conductance, the factor 2 accounts for spin-degeneracy (this factor is sometimes
included in the definition of G0) and h is Planck’s constant.
Actually, Eq. (1) only holds if all transmission channels are either fully open (transmission
equal to one) or closed (transmission equal to zero). If the gate voltage is tuned so that the
constriction is pinched off beyond the lowest conductance step, the tunneling regime is reached.
Here G≪ G0 and depends exponentially on the applied gate voltage since transport takes place
by tunneling between the left and the right sides of the pinched off constriction, i.e., a tunnel
junction has been formed, see Fig. 1(b). The electrons can then be considered to reside either on
the left or right side of the junction, which can be considered as a capacitor with capacitance C,
see Fig. 1(c). Due to tunneling, a small leakage current flows, resulting in a finite conductance
G = 1/R. Due to the applied bias voltage V = VR − VL, charges ±Q, with Q = CV , build up
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on the capacitor plates. The electrostatic energy of the junction is ∫ Q
0
dQ V = Q2/2C and the
energy change associated with a single electron tunneling across the junction is thus given by
the charging energy
EC =
e2
2C
. (2)
For single-electron charging effects to be important, neither thermal nor quantum fluctuations
should be able to overcome this charging energy. The first condition translates to kT ≪ EC,
where k is the Boltzmann constant and T the electron temperature (note that the electron tem-
perature is often significantly higher than the base temperature of the cryostat). The second
condition can be obtained from the time-energy uncertainty relation, ∆E∆t ∼ h, where ∆E
and ∆t are the energy and time uncertainties respectively. Using the RC-time for the time un-
certainty, ∆t ∼ RC and requiring ∆E ≪ EC, we obtain G ≪ e2/h. The conductance thus
has to be much smaller than the conductance quantum, which is satisfied for a tunnel junction
but not a point contact. However, even when both above conditions are satisfied, single electron
charging effects are typically not seen in tunnel junctions [13, 14]. The reason is that we above
neglected that the charge on the ”capacitor” can not only tunnel across the junction, but also
into the external circuit (electrodes). Unless the associated conductance is also much smaller
than the quantum of conductance, the capacitor charge is not a classically well-defined quantity
and single-electron effects are suppressed due to the associated energy uncertainty. Or, in other
words, due to the extended nature of the electron states, the charge on the capacitor plates is not
quantized (although the tunneling charge is).
2.2 Metallic islands
From the above discussion we realize that what is needed to observe single-electron effects
is a way to confine the charge, preventing it from fluctuating into the electrodes. This can
be achieved by having two tunnel junctions in series, thus creating a small metallic ”island”
between metallic electrodes [15, 16].
2.2.1 Electrostatics
A sketch of the setup is shown in Fig. 2(a) and the equivalent circuit in Fig. 2(b). Due to the
VR+
+ +
+
−
VL
−
−
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+
VG
C  ,RL L C  ,RR R
GV
CG
LV
D
RV
(a) (b)
Fig. 2: (a) Metallic island connected to two electrodes r = R, L and a gate terminal (G). The
applied voltages induce charges on the island. (b) Metallic island (double junction) electrostatic
circuit. The two tunnel junctions are associated with resistances Rr and capacitances Cr, while
the gate electrode is only capacitively coupled to the island (capacitance CG).
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large density of states close to the Fermi energy in metals, the spectrum of single-particle states
on the island is essentially continuous, but single-electron charging effects can be important
as we will see below. The tunnel junction associated with lead r = L, R has capacitance Cr
and resistance Rr = 1/Gr. Additionally we have included a gate electrode (G), which is only
capacitively coupled to the island, i.e., Gg = 0.
Since the screening length in metals is typically much smaller than the island size we assume
the potential on the island to be constant and equal to VD, leading to the so-called constant
capacitance model [17, 18]. The charge associated with capacitor Ck, where k = R, L, G,
is given by Qk = (VD − Vk)Ck and is not quantized. The total excess charge on the island,
Q =
∑
kQk = −eN , is however quantized (the electron number N = 0, 1, 2, . . . is an integer).
Solving for VD we obtain
VD =
1
C
(
Q+
∑
k
VkCk
)
, (3)
where C =
∑
k Ck is the total capacitance of the island. Inserting this into the total electrostatic
energy arising from adding the charge Q to the island we obtain
EN =
∫ Q
0
dQ VD = ECN
2 − e
∑
k
αkVkN, (4)
where αk = Ck/C are the dimensionless voltage coupling parameters and EC = e2/2C is
again the charging energy. As discussed above, single-electron charging effects are important
whenever
kT ≪ EC, G≪ G0, (5)
where G = GL + GR is the relevant total conductance for the RC-time. In contrast to the sin-
gle tunnel-junction, charge quantization is observable if these conditions are met, since, seen
from one junction, the other one always shunts the low-resistance environment. Typical capac-
itances for metallic islands are on the order of C = 10−15F [19], giving EC ∼ 100 µeV, which
corresponds to a temperature of around one Kelvin.
From Eq. (4) we can construct the island chemical potentials
µN = EN − EN−1 = EC (2N − 1)− e
∑
k
αkVk, (6)
i.e., the energy cost of adding the N th electron to an island already occupied by N−1 electrons.
Equations (6) and (4) of course trivially generalizes to a setup with an arbitrary number of
electrodes.
2.2.2 Linear transport
To understand the transport behavior of a metallic island we start by considering the linear
response regime, i.e., we set VL = VR and study the conductance as a function of VG. From
Eq. (6) we see that increasing the gate voltage lowers the island chemical potentials. Whenever
one of them falls below the chemical potentials of the electrodes, see the sketch in Fig. 3(a),
another electron is added to the island. A typical result for the linear conductance is shown in
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Fig. 3: (a) Energy diagram sketch, showing island and electrode chemical potentials. The
rectangles represent the electrode valence bands, with blue denoting filled states (the finite
temperature smearing of the Fermi edges is not shown). The island chemical potentials are
shifted linearly by the applied gate voltage, enabling control of the island electron number. (b)
Coulomb blockade oscillations of the linear conductance: peaks appear when the resonance
condition µN = µL = µR is satisfied for some N = 0, 1, 2, . . . and their width is given by a
combination of the electrode temperature and the quantum (lifetime) broadening of the island
states. Between the conductance peaks the charge on the island is fixed to the indicated integer
value due to Coulomb blockade.
Fig. 3(b). Conductance peaks appear whenever an island chemical potential aligns with that
of the electrodes, as single electrons can then tunnel onto and off the island. The distance
between the peaks is determined by the addition energies, EaddN , or difference between chemical
potentials
EaddN = µN − µN−1 = 2EC. (7)
The peaks are broadened by thermal and quantum fluctuations, but if the conditions (5) are
fulfilled, transport is blocked by charging effects for most gate voltages (Coulomb blockade).
In an experimental setup the gate coupling αG is typically not known a priori and it is therefore
not possible to directly extract the charging energy from a linear response measurement. As we
will see, it can however be done if one applies a bias voltage.
2.2.3 Non-linear transport – stability diagrams
Next we consider the conductance as a function of both gate voltage and bias voltage (V =
VR − VL). A typical result for the conductance is sketched in Fig. 4. A finite conductance
(grey) is only found for a set of voltages (V , VG) for which an island chemical potential falls
in between the electrode chemical potentials. In the white areas, called ”Coulomb diamonds”
due to their shape, the current is suppressed by Coulomb blockade. The edges of the Coulomb
diamonds are found from Eq. (6), setting µN = µr. The precise slopes of the diamond edges
depend on how the bias voltage is applied. In theoretical calculations one typically chooses a
symmetric bias, VR = V/2, VL = −V/2. In this case the slopes of the resonances associated
with the left / right leads (red / blue lines in Fig. 4) are given by
eV ∝ ∓ 2
1∓ αL ± αR eαGVG. (8)
With the common assumption of equal left and right capacitances the island chemical poten-
tials then becomes bias-independent. In experiments on the other hand, typically one lead is
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grounded and the bias applied only to the other lead, e.g., V = VR, VL = 0, and Eq. (8) changes
to
eV ∝


− 1
αR
eαGVG (left resonance)
1
1−αR
eαGVG (right resonance)
(9)
In the limit of small gate capacitance, CG ≪ CR, CL, only the difference between lead potentials
matters; in this limit αL + αR ≈ 1 and Eq. (8) and (9) give the same result. Regardless of the
way the bias voltage is applied, the height of the Coulomb diamonds is exactly the addition
energy Eadd = 2EC. Thus, from a non-linear transport measurement, presented as a stability
diagram as in Fig. 4, the charging energy as well as all capacitances can be directly extracted.
This demonstrates the importance of a gate electrode: in a two-terminal setup it is not possible
to determine these parameters.
C2E
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Fig. 4: Bottom: sketch of a stability diagram, conductance plotted as a function of αGeVG
and eV , where white indicate zero and grey finite values. The boundary lines of the Coulomb
blockade regions correspond to the electrochemical potential diagrams at the top, where a finite
current sets in when single electrons can tunnel both into and out of the island. The transport
processes which become possible along the red / blue diamond edges are tunneling of one
electron onto / out of the island from the left / to the right lead. For V > 0, the slopes of these
left / right resonances follow from equating µL = µN / µR = µN respectively and using Eq. (6).
Both the height and the width of the Coulomb diamonds are given by the addition energy 2EC.
Because of the possibility offered by metallic island transistors to control the electric current
on a single-electron level, they have e.g., been suggested to be used as low noise photodetec-
tors [20] and to define standards of e.g., capacitance [21].
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2.3 Quantum dots
A system where both charge and orbital degrees of freedom are quantized is typically referred
to as a quantum dot. Here we generalize the previous discussion to include these quantized
states.
2.3.1 Dot chemical potentials and linear transport
The derivation of the electrostatic energy of a metallic island, Eq. (4), relied on the screening
length being much smaller than the size of the island. For quantum dots this is not necessarily
the case and deviations from the constant capacitance model are expected and indeed seen
experimentally, both in semi-conducting [22], carbon nanotube [23] and molecular [24, 25]
systems. Despite this we will adopt the derivation of Eq. (4) here since deviations from this
result can usually be accounted for by letting the capacitances depend on the electron number
N or on the applied gate and bias voltages. The simplest model is obtained by assuming that
the ground state (gs) energy of the dot occupied by N electrons can be expressed as a sum of
the occupied (lowest) single-particle orbitals, giving a contribution ǫfree, gsN , and the electrostatic
contributions
EgsN = ǫ
free, gs
N + ECN
2 − e
∑
k
αkVkN. (10)
This form of the dot energy provides an intuitive understanding of the different contributions to
the energy and a link to the simpler case of a metallic island. However, it is of limited use for
realistic systems since e.g., typically the Coulomb interactions associated with different single-
particle orbitals are different. In general we can only say thatEgsN is the energy of the many-body
ground state of some ”dot” Hamiltonian H . Note that the nomenclature ”dot” Hamiltonian,
although commonly used, is somewhat misleading: apart from the voltage dependence (EgsN ∝
−e∑k αkVkN ), the effect of the electrodes necessarily enters in the Coulomb interaction terms
(in the capacitances in EC in the simple case of Eq. (10)).
As for the metallic island, the dot chemical potentials are given by the differences between
ground state energies in consecutive charge states and the addition energies by the differences
of chemical potentials. In the simple case of Eq. (10) this gives
µN ≡ EgsN − EgsN−1 = ǫfree, gsN − ǫfree, gsN−1 + EC (2N − 1)− e
∑
k
αkVk, (11)
EaddN ≡ µN − µN−1 = ǫfree, gsN + ǫfree, gsN−2 − 2ǫfree, gsN−1 + 2EC. (12)
Thus, the discrete single-particle spectrum introduces irregularities in the linear conductance,
cf., Fig. 3. For example in a quantum dot with a set of spin-degenerate levels with a constant
level spacing δ, there will be two conductance peaks separated by 2EC, corresponding to fill-
ing one level, followed by a distance 2EC + δ to the next such pair of peaks, since not only
the charging energy, but also the level spacing has to be overcome. As will be discussed in
Sect. 2.4.3, carbon nanotube quantum dots often have two-fold orbital degeneracy in addition
to the spin degeneracy. This leads four-fold symmetry with sequences of four closely spaced
peaks, followed by a larger distance to the next such sequence.
2.3.2 Non-linear transport spectroscopy - single-electron tunneling
When studying the non-linear conductance it is no longer sufficient to consider the ground states
for different charge numbers since the energy provided by the bias voltage can be used to excite
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the quantum dot. We therefore have to extend the concept of dot chemical potentials to include
also energy differences between excited states in different charge states
µabN = E
a
N − EbN−1, (13)
where a and b label many-body eigenstates of the dot Hamiltonian. The most useful quan-
tity to look at is the differential conductance dI/dV (which is significantly different from the
conductance I/V since the current-voltage characteristics of quantum dots is typically highly
non-linear). If the tunnel coupling to the leads is very weak compared to temperature and addi-
tionally there are no (quasi) degenerate states, transport is dominated by incoherent tunneling of
single-electrons onto or off the dot. These single-electron tunneling (SET) processes can theo-
retically be described by standard lowest order perturbation theory in the tunnel coupling [4, 26]
(Fermi’s golden rule). In this regime usually a thermally broadened peak shows up in the differ-
ential conductance whenever a new transport process becomes possible, since the total current
then increases stepwise.
The resonance condition has to be treated carefully: even though the transition becomes
energetically allowed when µabN = µr, a noticeable effect on the conductance is only observed if
the initial state b has a finite probability to be occupied, see Refs. [27, 28]. The latter occupation
depends on the processes which were already ”switched on” at lower voltages. For this reason
no peaks are seen inside the Coulomb blockade region due to SET. Also, a resonance in the
SET regime can terminate abruptly, see Fig. 5.
From experimental transport data one can extract the dot chemical potentials and thereby the
many-body excitation energies, i.e., use the single-electron transistor setup to do spectroscopy
of the quantum dot. Figure 5(a) demonstrates the basic spectroscopic rules for the simple ex-
ample system sketched in (b). The dot chemical potentials (scale bars in Fig. 5(b)) can be read
off either along the bias or gate axis as indicated in (a). However, in general it is non-trivial to
predict exactly how the differential conductance map will look and the current has to be cal-
culated using e.g., a so-called master equation, see chapter 3. The details depend not only on
the excitation energies, but also on e.g., the strength of the tunnel couplings associated with
the different many-body excitations, model-specific selection rules, the electron temperature
and additional dissipative interactions with the environment (giving additional rates by which
the dot dissipates energy, e.g., by exciting phonon modes in the electrodes or by emitting pho-
tons). Deviations from the basic features discussed above are often seen, e.g., in the form of
completely absent resonances, regions of negative differential conductance (NDC), complete
current suppression [29, 30] or ”fake resonances” [31]. The explanation and prediction of such
”exotic” features in transport spectroscopy data is one of the major themes of this thesis and we
will come back to some particular examples in the following chapters.
2.3.3 Non-linear transport spectroscopy - coherent tunnel processes
Often the simple picture of incoherent SET employed above is insufficient and processes in-
volving quantum coherence in some form become relevant. One example is tunneling into a
coherent superposition of dot eigenstates, which is described by off-diagonal elements of the
density matrix, see e.g., Ref. [32] and chapter 3 of this thesis. This becomes increasingly rele-
vant when the states are close to degenerate.
When the tunnel coupling becomes larger, also coherent tunnel processes involving more
than one tunneling event become relevant (a coherent process involving n tunneling events nat-
urally scale as the nth power of the tunnel coupling). One such example is cotunneling [33, 34],
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Fig. 5: (a) Sketch of stability diagram with differential conductance (dI/dV ) plotted as a func-
tion of αGeVG and eV , where the colored lines indicate peaks (non-zero values), for the simple
quantum dot ”toy model” shown in (b), which has only two charge states, with two many-body
states in each. The edges of the Coulomb diamond, thick black lines, correspond to transitions
(tunneling) between ground states. The transitions involving excited states are indicated by
arrows in (b) and correspond to the differential conductance lines with matching color in (a)
(only shown at positive bias). Each line signals the energy condition when the corresponding
dot chemical potential enters into the bias window. The red and blue lines correspond to tran-
sitions starting from the ground state; they terminate at the edge of the Coulomb diamond (the
dashed part of the lines do not show up in transport). The green line correspond to a tran-
sition starting from an excited state which can only be reached by the blue tunnel process; it
therefore terminates at the blue line. The excitation energies (scale-bars in (b)) can be read
off in two ways as indicated by the corresponding scale-bars in (a): either vertically by the
position of the line where it intersects the Coulomb diamond edge, or horizontally by the gate
voltage of the line extrapolated to zero bias voltage (which however requires first determining
the gate-coupling αG).
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a process in which an electron is transferred from one electrode to the other in one coherent
process, see upper part of Fig. 6(a). The charge on the dot is not changed by the process, which
only includes virtual occupation of a neighboring charge state. Elastic cotunneling, where the
dot state is left unchanged by the tunnel process, is always possible and gives rise to a finite
background conductance in the Coulomb blockade regime. Inelastic cotunneling, where the dot
state is changed in the tunnel process, gives rise to a resonance feature in the Coulomb blockade
regime when the bias voltage equals the excitation energy. Since the charge state of the dot is
not changed, the resonance position is independent of the gate voltage. The strength of the res-
onance however depends on the gate since it is algebraically suppressed with the energy of the
virtual intermediate state involved. While SET processes can only involve lead electrons with
an energy that exactly matches a dot chemical potential, the number of electrode states available
for inelastic cotunneling is proportional to the bias voltage above the threshold set by the level-
spacing. Therefore, to first approximation, cotunneling gives rise to a step, rather than a peak, in
the differential conductance [35]. This can however change due to non-equilibrium occupations,
see Refs. [36, 37] and chapter 4, or non-equilibrium Kondo effect, see e.g., Ref. [38]. If the dot
is excited by an inelastic cotunneling process, the stored energy can be used in a subsequent SET
process, overcoming the Coulomb blockade, see lower part of Fig. 6(a). This combined process
is called cotunneling-assisted single-electron tunneling (COSET), see e.g., Refs. [39, 40] and
chapters 5 and 6, and is possible only if the relaxation time of dot excitations is longer than the
typical time between SET processes. Figure 6(b) shows the additional resonances due to co-
herent two-electron processes for the model introduced in Fig. 5. Inelastic cotunneling allows
direct extraction of excitation energies with increased energy resolution compared to SET since
the associated life-time broadening is smaller [34]. The position of COSET resonances do not
provide additional spectroscopic information compared to what can be obtained from the SET
signal, but their shape and magnitude can reveal details about relaxation (see chapter 5) and
pumping by other excited states (see chapter 6). In quantum dots with a sufficiently large tunnel
coupling, the so-called Kondo effect, first discussed in the context of magnetic impurities in
metals [41], is commonly observed [42, 43, 44] and has been subject to extensive theoretical
investigations [45, 46]. In addition to new spectroscopic features, larger tunnel coupling also
influences the properties of the quantum dot. Quantum fluctuations of the charge broadens and
shifts the dot states and thereby also the differential conductance features [47, 19, 48].
The above features are discussed in many theoretical and experimental works. One of the
central results of this thesis is that this picture is incomplete: also coherent tunneling of electron
pairs can give rise to signatures in the transport spectrum. Most prominently this occurs in
the SET regime as we show in chapter 4. Another type of pair-tunneling resonance has been
predicted in the Coulomb blockade regime, see Ref. [49].
2.4 Different types of quantum dots
The transport theory presented in chapter 3 and the basic spectroscopic features described in
Sect. 2.3.2 and 2.3.3, as well as the new resonance predicted in chapter 4, applies for any type of
quantum dot. However, the main motivation for the work presented in this thesis was transport
through single molecules, but also different carbon nanotube systems are considered. Therefore
the basic physics of these systems is presented here. For completeness we start however by
shortly mentioning more traditional realizations of quantum dots.
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Fig. 6: (a) Chemical potential diagram for the model in Fig. 5, where black lines indicate
ground state chemical potentials and the red line the excited state chemical potential corre-
sponding to adding an electron to the N = 1 excited red state (other excited state chemical
potentials are not shown). Top: schematic of inelastic cotunneling. An electron is effectively
transferred from one electrode to the other in one coherent process, leaving the quantum dot in
an excited state. This becomes energetically possible when the bias voltage exceeds the exci-
tation energy, leading to a resonance feature with a position independent of the gate voltage.
Bottom: if the life-time of the state excited by inelastic cotunneling is long enough, this can
be a starting point for a single-electron tunneling process starting out from this excited state,
which becomes possible above a gate-dependent threshold. This combined process is called
cotunneling-assisted single-electron tunneling (COSET). (b) Sketch of stability diagram with
resonance conditions resulting from coherent one and two electron processes for the model in
Fig. 5. Note that this is not an accurate representation of the actual differential conductance
map since two electron processes give rise to a finite dI/dV everywhere (e.g., due to elastic
cotunneling) and inelastic cotunneling usually result in steps rather than peaks. Dashed lines
are not seen in transport. Note that the COSET lines are only seen above the corresponding
inelastic cotunneling step. The green transition between excited states neither gives rise to an
inelastic cotunneling line, nor does it (normally) appear as COSET.
26 M. Leijnse
2.4.1 Quantum dots made from metallic and semi-conducting materials
The first quantum dots were made in the early 90s by electrostatically confining a two-dimensional
electron gas (2DEG), see e.g., Ref. [50] and the reviews [17, 28]. These so-called lateral quan-
tum dots are fabricated from GaAs–AlGaAs heterostructures grown by molecular beam epi-
taxy. Free electrons are introduced by doping the AlGaAs layer with Si and accumulate in
the GaAs–AlGaAs interface, forming a 2DEG. Metallic ”finger” gates are fabricated on top of
the structure with electron beam lithography and an applied negative gate voltage depletes the
2DEG directly under the gates and enables the formation of a small region of the 2DEG, tunnel
coupled to source and drain electrodes, see Fig. 7(a). A problem is that applying large nega-
tive voltages to the finger gates tend to also increase the tunnel barriers. This makes it difficult
to reach the interesting regime of only a few valence electrons on the dot without making the
coupling to the electrodes too weak, which was however solved by introducing also ”plunger”
gates [51] (bottom narrow gate in Fig. 7(a)). The area of the 2DEG forming the quantum dot
(a) (b)
(c) (d)
Fig. 7: (a) Scanning-electron micrograph image, showing the metallic gates defining a lateral
quantum dot in the 2DEG in the center (marked with a white dot). Arrows indicate tunneling
between the dot and the source / drain electrodes. (b) Sketch of a vertical quantum dot in a
semiconductor hetero-structure. In addition to the source and drain, a side gate (not shown)
can be included. (c) Sketch of a single-electron transistor based on a very small Al particle. (d)
Scanning-electron micrograph image of an InP nanowire quantum dot. The wire is lying on top
of a back-gate. (a) and (b) are taken from Ref. [28], (c) from Ref. [18] and (d) from Ref. [52].
is usually a few hundred nm. Typical charging energies are on the order of a few meV and the
level-spacing a few hundred µeV, making both charge and orbital quantization effects important
at dilution refrigerator temperatures of around 20 mK.
In the mid 90s, so-called lateral quantum dots [53, 54], see Fig. 7(b), were fabricated. These
are semiconductor hetero-structures where the dot is typically made of GaAs or InGaAs, the
contacts of n-doped GaAs and the tunnel barriers separating dot and contacts AlAs or AlGaAs.
Single-electron devices 27
Inclusion of a side-gate allows for electrostatic control. Typical charging energies are of the
same order of magnitude as for lateral quantum dots, but the level-spacing often somewhat
larger (∼ 1 meV). Vertical dots have the advantage that the number of valence electrons on the
dot can more easily be tuned all the way down to zero.
Also in the mid 90s experiments were made with metallic grains so small (radii ∼ 5 nm)
that they displayed true quantum dot behavior [55, 56], see Fig. 7(c) (the gate-electrode was
included in later works [57]). See also the extensive review [18]. Due to their extremely small
size, the charging energies are much larger than for semi-conducting dots, ranging up to 50
meV. However, because of the large density of states in metals, the level-spacing is still small,
a few hundred µeV.
More recently, quantum dots have been made from chemically synthesized semiconductor
nanowires, e.g, made of InP [52] or InAs [58, 59], see Fig. 7(d). The wires are placed on
a SiO2 layer covering a doped Si substrate, acting as a back-gate, and contacted by metallic
contacts defined by electron-beam lithography. The length of the wire between the contacts is
typically between hundreds of nm and a few µm with a width of tens of nm. Charging energy
and level-spacing can be of the same order of magnitude, typically a few meV.
2.4.2 Single-molecules
A natural next step when going to ever smaller structures is to use a single molecule as a quan-
tum dot. Apart from the size, molecules have the advantage that they can be fabricated by
chemistry (bottom up approach, rather than top down). Thus large numbers of identical units
can be made. The first idea of using a single molecule as a functional electronic component was
put forward already in 1974 in Ref. [60], where it was argued that a donor-acceptor structure
could exhibit a diode-like current-voltage characteristic. The experimental difficulties involved
in contacting single molecules however delayed the progress of the field.
The first measurements of transport through single molecules [61, 62] were done by con-
tacting a molecule residing on a conducting substrate by the tip of a scanning tunneling micro-
scope (STM), see Fig. 8(a). This remains a common technique used in many works, see e.g.,
Refs. [64, 65]. The advantage is that by direct imaging, it is possible to verify that one indeed
measures transport through a molecule. Additionally, by first contacting a molecule and then
retracting the tip, mechanical control can be achieved [66]. By repeating the process of contact-
ing and retracting (breaking the tip–molecule bond), a statistical analyses of the type of contacts
formed can be made [67]. It is even possible to use the STM tip to move individual atoms or
molecules into contact with each other [68] and applying a substrate–tip voltage excites the
reactants [69], overcoming the energy barriers for bond formation. Thus chemical synthesis on
the single-molecule level is performed, which can then immediately be followed by transport
measurements (spectroscopy).
One disadvantage of using an STM is the lack of a gate electrode. It is however possible
to perform STM experiments in electrolytic solution [70] (that an electrolyte can act as an
effective gate was first shown for carbon nanotube field-effect transistors in Ref. [71]). The
problem with this type of gating is that the electrolyte affects the properties of the molecule
and low temperatures can not be reached since this would cause the solution to freeze. Another
problem with STM contacts is that the molecule couples strongly to the conducting substrate on
which it is adsorbed. Therefore the weak coupling (”quantum dot”) regime usually cannot be
reached and spectroscopic measurements show strong perturbations from the substrate states.
This problem has been circumvented by coating the conducting substrate with a thin insulating
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(a) (b)
(c) (d)
Fig. 8: Sketch of different ways of contacting a single molecule. (a) Scanning tunneling micro-
scope. The conducting tip is brought into proximity with the molecule lying on a conducting
substrate, forming two tunnel junctions with the molecule in between. (b) Gated mechanical
breakjunction. The size of the gap where the molecule is trapped can be controlled with a high
precision by the pushing rod. In this novel device, the substrate over which the break-junction
contacts are suspended also act as a back-gate, allowing simultaneous electrostatic and me-
chanical control of the molecular quantum dot. (c) Electromigrated junction. The thin wire has
been broken by sending a large current through it and a molecule is trapped in the resulting
nano-gap. (d) Shadow evaporated junction. Gold is deposited at an angle through a mask,
giving some degree of control over the size of the resulting nano-gap. (b–d) were taken from
Ref. [63].
Single-electron devices 29
film of e.g., NaCl, RbI or Xe, on which the molecules are then adsorbed [72]. This allows
spatially resolved imaging of molecular orbitals similar to those of the free molecule [73, 74]
and Coulomb blockade was also observed [74].
Another popular technique for contacting single-molecules is the mechanically controllable
break-junction (MCBJ) [75, 76, 77], shown in Fig. 8(b). Here a thin metallic wire with a
pre-defined breaking point is freely suspended. By bending the underlaying substrate using
a pushing rod the wire is broken into two contacts with a separation that can be tuned with
picometer resolution. Just as with an STM contact, MCBJ has the advantages of mechanical
control and statistical analysis by multiple contact formations. Including a gate-electrode is
difficult, but just as for the STM junctions it has been done in solution [78, 79]. Recently
also low-temperature measurements in gated MCBJ were achieved [80] by using the substrate
over which the contact is suspended as a back-gate, consisting of a SiO2 layer covering the
heavily doped Si gate electrode (see Fig. 8(b)). Since the molecule–gate distance is rather large
(∼ 40nm), the gate couplings achieved were rather low (αG ∼ 0.006), but the combination of
mechanical and electrical control of a molecular quantum dot offers exciting new possibilities,
see e.g., chapter 7.
The most common way of fabricating gated single-molecule devices is by creating a nm
size gap between metal wires (usually gold) lying on top of a back-gate. One way of creating
the gap is by breaking a thin wire by electromigration [81]: driving a large current through
the wire leads to momentum transfer from the conduction electrons to the atoms of the lattice,
eventually breaking the wire (this phenomena was first noticed in microelectronics where it is
undesirable since it leads to failures of wires [82]). A sketch of an electromigrated junction
is shown in Fig. 8(c). The breaking process can be imaged in situ using transmission elec-
tron microscopy [83] or scanning electron microscopy [84]. The conductance of the wire is
measured during the breaking process, which is stopped once the tunneling regime is reached
(G ≪ G0). This crude method leads to unpredictable gap sizes which are often too large
compared to the studied molecule and additionally metal grains can be left inside the junction,
which show quantum dot transport properties similar to single molecules [85]. By feedback one
can switch off the voltage before complete breaking and subsequently let the wire self-break
at room temperature due to the high mobility of gold. This results in more well-defined gaps
and reduces the problems with metal grains [86]. Molecules are usually deposited from solu-
tion, either before or after the breaking process. Alternatively the electrodes can be formed by
shadow evaporation [87] with much greater effort, see Fig. 8(d), and molecules are deposited in
vacuum by quench condensation. Still, both these methods lead to junction geometries which
are largely random. Additionally, there is at present no way to control how the molecule binds
to the contacts, or whether zero, one or several molecules actually bridge the gap. Such infor-
mation can however be extracted from transport spectroscopy in a single-molecule transistor
geometry. Very recent advances of high resolution transmission electron microscopy (HRTEM)
of three-terminal junction also provide direct imaging of atomistic details. There are two com-
monly used gate materials: doped Si gates covered with SiO2 and Al covered with Al2O3. A
Si gate typically has a gate coupling of αG ∼ 0.001 and a breakthrough voltage of ∼ 100 V,
meaning that the potential of the molecule can be shifted by approximately 0.1 eV. An Al gate
has a larger gate coupling (αG ∼ 0.1), but lower breakthrough voltage (∼ 4 V), leading to a
possible potential shift of the molecule of about 0.4 eV [63].
Due to their small size, molecules have much larger charging energies and level-spacings
than other types of quantum dots, and the two are often comparable and can reach several eV
for an isolated molecule. Given the above discussion of gate couplings, one could therefore
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expect that it would hardly ever be possible to reduce or oxidize a molecule in a single-electron
transistor geometry. However, the addition energies found in single-molecule transistors are
much smaller than the vacuum values, typically on the order of hundreds of meV [88]. Still, only
a few redox states of the molecule are usually accessible due to the limitations in the applied
gate voltage and because of chemical stability (there are however experiments demonstrating
access to a much larger number of redox states [87]). The reduction of the addition energy
in a transistor geometry has been observed in several experiments [87, 27, 89] and is due to
a combination of a reduction of the charging energy and the single-particle level spacing (in
molecules often referred to as HOMO-LUMO gap, where HOMO = highest occupied molecular
orbital, LUMO = lowest unoccupied molecular orbital). The reduction of the charging energy
can straightforwardly be explained by electronic polarization effects, giving effective dielectric
constants in excess of the vacuum value and thereby increased capacitances [88]. Understanding
the reduction of the level-spacing is more challenging, but it has been suggested to originate
from renormalization effects induced by image (polarization) charges in the electrodes [90].
Additionally, the molecule–electrode bonds lead to a re-distribution of charges compared to the
isolated molecule, which can also change the level-spacing [88]. Recently, ab initio calculations
have shown reasonable agreement with experiments concerning both charging energy and level-
spacing reduction [25].
In (lateral) semiconducting quantum dots the strength of the tunnel couplings to the source
and drain electrodes can be controlled by the top gates. In a molecular quantum dot a certain
degree of control can instead be achieved by chemical means, by designing the molecule–lead
bond. Basically the molecule can bond to the electrodes either by chemisorption (strong co-
valent bonds), or physisorption (weak van der Waals forces keeping the molecule in place).
Chemisorption is desirable from a stability point of view and therefore often thiol groups (SH)
are functionalized at the ends of the molecule, forming strong bonds to gold electrodes. A
strong bond typically also means large tunnel coupling, which is not desirable if one wishes to
operate the molecular device as a single-electron transistor or do spectroscopy. A strong bond,
but weak tunnel coupling, may be achieved by isolating the thiol group from the rest of the
molecule by a tunnel barrier consisting of, e.g., saturated carbon atoms [88] (as opposed to a
direct π-conjugated bond). In reality such chemical control is difficult and the strength of the
tunnel coupling depends largely on factors which are today beyond experimental control, such
as local lead geometry and molecular binding site.
The promising aspect of molecular electronics is the wide variety of molecules which can
be chemically synthesized. Therefore it is not possible to provide detailed general statements
about the properties of single-molecule transistors. Just to mention a few examples, many stud-
ies have focused on organic molecules such as fullerenes [91, 92], or π-conjugated based on
phenyl-rings (OPV) [27, 24, 87] or tercyclohexylidene [93], but also trimetal complexes have
been studied [94]. Also transport through much smaller molecular units such as H2 [95, 96]
and much larger biomolecules, such as DNA [97, 98], has been studied, but none of these
systems typically show quantum dot behavior. In contrast to conventional quantum dots, in
molecules spin-configurations, lead capacitances and tunnel couplings depend strongly on the
orbital and redox states. From transport spectroscopy data many such details about the proper-
ties of the molecule inside the junction can be extracted, as was recently demonstrated for an
OPV5 molecule in Ref. [24]. The magnetic anisotropy in single-molecule magnets [30, 99] was
recently experimentally and theoretically investigated and a strong charge state dependence of
the magnetic anisotropy was found. This experiment is analyzed in detail in chapter 10.
A general property of single-molecule quantum dots is the presence of quantized vibrational
Single-electron devices 31
degrees of freedom. If the position of the nuclei depends on the molecular charge, a coupling
is induced between electron tunneling and vibrational motion, similar to the standard Franck-
Condon effect [100, 101], but involving transitions between different redox states. Typical
vibrational level-spacings are a few to tens of meV [91, 27] for internal molecular vibrations,
and up to a few meV for center-of-mass motion of the entire molecule in the junction [92].
Chapters 5, 7 and 8 are dedicated to vibrational effects in single-molecule transistors.
2.4.3 Carbon-based molecular quantum dots
Graphene (a monolayer of graphite) consists of carbon atoms arranged in a honeycomb lattice
of hexagons, see Fig. 9(a). The lattice, sketched in Fig. 9(b), is triangular with two atoms per
(a) (b)
(c) (d)
Fig. 9: (a) A piece of graphene, which consists of carbon atoms arranged in a honeycomb
lattice. (b) The lattice of graphene is triangular with two atoms (indicated with blue and yellow)
per unit cell. A SWCNT is uniquely described by the circumferential vector c = na1 + ma2,
describing how the graphene sheet is rolled up into a tube. (c) Close to the Dirac points the
dispersion relation of graphene is linear. When the graphene sheet is rolled up into a SWCNT,
the one-dimensional bands are obtained from slices of the Dirac cone (quantization of the wave
vector in the circumferential direction). (d) Carbon nanotube transistor with a back-gate. (a–b)
are taken from Ref. [102] and (c–d) from Ref. [103].
unit cell and leads to a particularly interesting electronic structure, see e.g., the review [102].
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An sp2 hybridization between the two in-plane p orbitals and an s orbital leads to strong σ
bonds between the carbon atoms. The remaining out-of-plane (pz) orbitals give rise to addi-
tional weaker covalent bonds between neighboring carbon atoms and the formation of a filled
lower (π) and unfilled upper (π∗) band. The π and π∗ bands touch at the two in-equivalent cor-
ners of the Brillouin zone, the K and K ′ points (also called Dirac points). Close to the touching
points the spectrum is linear, see Fig. 9(c), and resembles that of ultra-relativistic massless
Fermions, but with the speed of light replaced by the Fermi velocity. Since the first obser-
vation of isolated graphene [104], this unique property has sparked intense experimental and
theoretical activity, see e.g., the reviews [105, 102]. One of the consequences of the gap-less
ultra-relativistic spectrum is that electrons can not be confined simply by electrostatic gating
due to Klein-tunneling [106, 107]. However, realizations of quantum dots have been discussed
theoretically where the confinement is made possible by non-uniform charge doping of the dif-
ferent layers in bi-layer graphene [108], introducing a gap in the spectrum, or in small pieces of
graphene, so called-graphene nanoribbons [109].
Carbon nanotubes, first observed in the early 90s [110], consist of a rolled up graphene
sheet. These first nanotubes were actually multi-wall carbon nanotubes (MWCNTs), with sev-
eral such graphene rolls inside each other. Here we will mainly focus on single-wall carbon
nanotubes (SWCNTs), discovered somewhat later. A SWCNT is characterized by its circum-
ferential periodicity (n,m), such that the vector c = na1+ma2, see Fig. 9(b), describes a circle
around the tube. Imposing periodic boundary conditions with respect to translations by c, the
wave vector in this circumferential direction becomes quantized, see Fig. 9(c), and the tube is
metallic if the Dirac point is an allowed value and semi-conducting otherwise. The diameter of
SWCNTs can be less than 1nm, with the consequence that they act as truly 1-dimensional sys-
tems, with approximately 1eV separating the different 1D bands. The two in-equivalent Dirac
points of the graphene lattice translate into a four-fold degeneracy of the 1D bands, where the
orbital quantum number is commonly referred to as an isospin.
In the diffusive (high temperature) limit, carbon nanotubes have been shown to operate
e.g., as high performance field-effect transistors (FETs) [111, 112] or pn-junction diodes [113].
From a more fundamental physics point of view, SWCNTs are interesting since their one-
dimensional nature make them ideal realizations of a Luttinger liquid [114] and e.g., power-law
scaling of conductance with temperature has been observed experimentally [115, 116, 117].
At low temperature, the mean-free path of charge carriers in SWCNTs typically exceeds the
tube length and ballistic transport is seen [118, 119]. If the contact resistance is negligible,
the conductance is expected to be 4G0 due to the orbital and spin degeneracy, but conductance
oscillations are observed as a function of gate and bias voltage due to 1D standing-wave inter-
ference [120], similar to Fabry-Perot oscillations in an optical cavity.
If the contact resistance is large enough, carbon nanotubes act as quantum dots, first exper-
imentally realized for ropes of nanotubes in Ref. [121] and in single SWCNTs in Ref. [122].
Fig. 9(d) shows a sketch of a SWCNT single-electron transistor. The gate typically consists of
highly doped Si, covered with SiO2. The nanotubes are often grown in situ on the substrate or
deposited from solution and located with an atomic force microscope (AFM), whereafter the
source and drain electrodes are evaporated as to contact the chosen tube. In this way, the length
of the tube between the contacts can be controlled (usually lengths between 100 nm and a few
µm are used). Typically the charging energy EC is a few meV and the level-spacing ∆E a few
hundred µeV to a few meV, depending on the tube length. The four-fold degeneracy leads to
characteristic features in the low-temperature transport spectroscopy data with a periodicity of 3
small Coulomb diamonds followed by a larger one, corresponding to the larger addition energy
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associated with accessing a higher lying orbital. In many experiments this four-fold symmetry
is broken even at zero magnetic field, see e.g., Ref. [123], indicating that for a nanotube inside a
junction both spin and orbital degeneracy can be broken. Often the so-called extended constant
interaction model [124, 123] provides an appropriate description. This includes a splitting δ
between the two SWCNT subbands, a spin exchange coupling J and a correction dU to the
charging energy when a subband is doubly occupied. All these parameters can be extracted
from a non-equilibrium transport spectroscopy measurement [125], see also chapter 9.
The (potentially broken) four-fold degeneracy also has interesting consequences for the tun-
neling magneto resistance (TMR) if the SWCNT quantum dot is coupled to ferromagnetic elec-
trodes [126] and for the Kondo effect, first observed in SWCNTs in Ref. [127], where also
the isospin can be associated with Kondo correlations [128] and non-equilibrium triplet Kondo
effect has been observed [129]. Carbon nanotubes have also been connected to superconduct-
ing electrodes, see e.g., Ref. [130], and by fabricating top gates across the nanotube multi-dot
structures can be made [131, 132].
By etching away part of the gate oxide underneath the nanotube quantum dot, it can be
suspended [133, 134]. Just as molecular systems, such suspended SWCNT devices display a
coupling between the charge on the tube and its equilibrium shape, leading to Franck-Condon
effects in transport. In contrast to complex molecular structures, due to their high symmetry
only a small set of vibrational modes are expected to be visible in transport through suspended
SWCNTs, see Fig. 10(a–b). The most obvious vibrational motion is the ”guitar string like”
(a) (b) (c)
Fig. 10: (a) Sketch of the different vibrational modes of a suspended SWCNT, from bottom to
top: bending, stretching and radial breathing (RBM) modes. (b) Theoretical prediction of the
length dependence of the energies of the vibrational modes and electronic excitations. Squares
indicate observed values for the stretching mode in low-temperature transport spectroscopy. (c)
HRTEM image of a C60 SWCNT peapod. The regularly spaced fullerenes (”peas”) are clearly
visible inside the SWCNT. (a) and (b) are taken from Ref. [135] and (c) from Ref. [136].
bending mode of the tube. The associated vibrational level-spacing scales as the square of the
inverse tube length and is on the order of µeV for ”normal” length suspended nanotubes (∼500
nm) and quantized excitations of this mode can therefore normally not be observed in transport
experiments. However, in Ref. [137] it was observed at room temperature by applying an AC
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component to the gate voltage, giving a clear signal in the conductance when the gate frequency
matched the resonance frequency of the bending mode, see also Ref. [138, 135]. In contrast, the
vibrational energy of the radial breathing mode is independent of the tube length, being approx-
imately 10 meV for normal tube diameters. Its quantized excitations were observed at relatively
high temperatures (5K) in Ref. [139] by injecting a current into the suspended SWCNT with
an STM tip. The longitudinal ”stretching” mode of suspended SWCNTs is expected to have a
particularly large coupling to the charge on the tube [140]. Recently, standard three-terminal
single-electron transistor setups have been used to detect the quantized excitations this mode,
see Refs. [141, 142, 143, 144] and chapter 6. The vibrational energy is inversely proportional
to the length and normally several hundred µeV.
So-called carbon nanotube peapods, i.e., SWCNTs filled with fullerene molecules, have
attracted a lot of interest. Peapods were first observed by HRTEM in the late 90s [136], see
Fig. 10(c). For a review on peapod fabrication see Ref. [145], while Ref. [146] reviews the elec-
tronic and structural properties. Peapods have been suggested as building blocks for quantum
computers [147], where individual spin qbits are formed by doping the fullerences by incorpo-
rating e.g., a N or Sc atom inside the cage. Readout and manipulation of the stored quantum
information could be done through conduction electrons on the SWCNT, but this depends on
the degree of interaction between tube and fullerene electrons, which is not fully understood.
Single-electron transistors based on peapods can be fabricated in the same way as for normal
nanotubes and have been studied by several groups [148, 149, 150], but the important ques-
tion whether, and how, the fullerenes modify transport compared to clean SWCNTs remains
debated. Chapter 9 deals with transport through peapod quantum dots, and shows that recent
experimental data hints at significant modulation of SWCNT transport by the presence of the
peas through direct hybridization between tube and fullerene orbitals.
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3 Transport theory
The aim of the present chapter is to introduce a systematic theory for non-equilibrium trans-
port through strongly interacting quantum dots, weakly coupled to a number of macroscopic
reservoirs. Parts of the presented material has been published previously in Refs. [151, 152].
3.1 Introduction
The recent experimental advances which were reviewed in chapter 2 have made the theory
of transport through nanoscopic systems a highly active field of research. If interactions can
be neglected, or treated on a mean-field level, transport can be described by the Landauer-
Bu¨ttiker approach [153, 154]. Such methods are however not applicable to quantum dots,
where electron-electron interactions dominate transport. A formula for the current through
an interacting system, coupled to reservoirs and driven out of equilibrium by an applied volt-
age, was derived by Meir, Wingreen and Jauho [155, 156]. In practice the non-equilibrium
(Keldysh) Green’s functions entering this formula can not be calculated exactly and typically
an equation of motion is derived and then truncated, leading to approximate treatment of both
local interactions and lead tunnel coupling, see e.g., Refs. [157, 158]. Computational meth-
ods based on e.g., density functional theory (DFT), combined with non-equilibrium Green’s
functions have been employed to attempt an ab initio description of transport through nanos-
tructures [159, 160, 161]. However, DFT is only a rigorous theory for the ground state, which
is not sufficient to describe transport (extensions to proper treatment of excited states have been
attempted using time-dependent DFT (TD-DFT) [162, 163], but are still at an early stage of de-
velopment). Due to the mean-field treatment of interactions, such methods are also insufficient
to describe effects of strong interactions, such as Coulomb blockade, although some progress
has been made to amend this [164]. Additionally, when comparing to experiments DFT is often
found to greatly overestimate the conductance, especially when there is a rather weak coupling
to the electrodes [165], something which has been attributed to self-interaction errors inher-
ent to the commonly used exchange-correlation functionals [166]. Transport formalisms based
on the GW approximation have been implemented [167], providing an improved description
of exchange-correlation effect compared to DFT and avoiding the self-interaction errors. A
different class of more accurate, but also more numerically intensive, ab initio approaches uses
quantum chemistry methods to evaluate the many-body wave functions, from which the Green’s
functions are obtained [168, 169]. For the equilibrium case, i.e., vanishing bias voltage, numeri-
cally exact methods exist, such as numerical renormalization group (NRG) [170, 171, 172], and
even (in principle) exact analytic methods such as Bethe’s Ansatz [173, 174] and approaches
based on conformal field theory [175, 176]. Attempts are being made to extend these meth-
ods to the non-equilibrium case [177, 178] and other numerical methods based on e.g., time-
dependent density matrix renormalization group (TD-DMRG) [179, 180, 181], quantum Monte
Carlo [182, 183], iterative path integrals [184] and flow equation type renormalization group
approaches [185] are being developed.
Despite this recent progress, generalized master equation (GME) methods continue to play
an important role, and that for good reasons. These approaches are based on deriving an equa-
tion for the stationary state reduced density matrix of the quantum dot. The equation treats
the non-equilibrium condition imposed by the bias voltage in an exact manner and is derived
in the basis of many-body eigenstates of the isolated quantum dot, making it exact also in all
local interactions, while the tunnel couplings to the leads are typically treated perturbatively.
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The general form of the GME has been known for a long time and can be found using many
different but equivalent approaches, see Ref. [186] for a recent review. If the tunnel couplings
are much smaller than temperature, lowest order perturbation theory suffices, which reduces to
classical rate equations [4, 26] for the occupations (diagonal elements of the density matrix) if
the system is free from degeneracies (see Sect. 3.4). If there are degeneracies between states not
associated with selection rules, coherences (off-diagonal elements of the density matrix) have
to be accounted for, see e.g., Refs. [187, 188]. If the tunnel couplings become comparable to
or larger than the temperature one has to go beyond leading order. Partial re-summation of the
perturbative contributions in all orders can be achieved within the so-called resonant tunneling
approximation [189, 190, 191, 192], or in a more sophisticated way through a renormalization
group procedure [193, 194, 195, 196, 38, 197, 198]. These methods have been very useful
when studying complex non-equilibrium many-particle effects such as the Kondo effect, but are
complicated and at present studies have been limited to simple systems or certain parameter
ranges.
Here we will use the real-time transport theory [199, 189], reformulated in terms of Li-
ouville super-operators [196], to evaluate a perturbation expansion including all leading and
next-to-leading order contributions in the tunnel couplings. We obtain explicit expressions for
the transport kernels entering the GME, valid for a large class of quantum dot systems. Equiv-
alent expressions can be derived by iterating the Liouville equation or using projection opera-
tors, see Ref. [152]. Importantly, our method sums up all contributions up to next-to-leading
order, which includes all coherent one- and two-particle processes, such as SET, cotunneling
and COSET. Additionally, it accounts for coherent tunneling of electron pairs, which we found
to give rise to distinct features in the transport spectrum, see chapter 4. The method also ac-
counts for tunneling-induced level-shifts and broadenings [47, 19, 48] as well as for coherences
between dot states (off-diagonal elements of the density matrix), which are important in next-
to-leading order, even when the spectrum is non-degenerate, as we will show in Sect. 3.6.1.
For convenience we use natural units, i.e., set e = ~ = k = 1 from hereon and throughout
the rest of this thesis, unless stated otherwise.
3.2 Model
We consider a quantum dot, connected to a number of macroscopic reservoirs labeled by r.
The electrons in the reservoirs are considered to be non-interacting, but no assumptions are
made concerning the type or strength of the interactions on the dot. The main limitation of
the method is the number of degrees of freedom accounted for in the dot Hamiltonian, which
has to be diagonalized exactly to obtain the many-body eigenstates and energies. Note that
the dot Hamiltonian should be interpreted in the sense discussed in Sect 2.3.1 and therefore
includes the effects of the applied voltages as well as electrostatic renormalization of energy
levels and charging energy (not related to tunneling) due to e.g., capacitive and image charge
effects involving the leads. The entire system is described by Htot = H + HR + HT, where
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HR =
∑
rHr and
H =
∑
a
Ea|a〉〈a|, (14)
Hr =
∑
σ
∫
dω ωcrσ−ωcrσ+ω, (15)
HT =
∑
rσN
∑
η=±1
a′∈(N−η)∑
a∈N
η
∫
dω T aa
′
rση|a〉〈a′|crσηω. (16)
The Hamiltonians are written from the outset in a form which deviates from that commonly
used. This allows crucial simplifications when formulating the perturbation theory in Sect 3.3.2.
In the dot Hamiltonian, H , |a〉 denotes a general many-body eigenstate with energy Ea, which
already includes the effects of the applied voltages. We assume that we can classify these states
by the number of excess electrons, N , on the dot. The electron number, together with other
quantum numbers depending on the model at hand (e.g., spin, magnetic and vibrational), are
labeled by a. We will loosely denote by Na the electron number in state a. Hr describes
reservoir r and is written in terms of continuum field operators
crσ+ω =
1√
ρrσ
∑
k
δ(ǫrσk − ω)crσk, η = +, (17)
crσ−ω =
1√
ρrσ
∑
k
δ(ǫrσk − ω)c†rσk, η = −, (18)
where c†rσk (crσk) are the usual creation (annihilation) operators for electrons in reservoir r
with spin-projection σ, state-index k and energy ǫrσk. We will refer to η as the electron-hole
index1 and ρrσ is the density of states. The continuum reservoir field operators satisfy the anti-
commutation relation
{crσηω, cr′σ′η′ω′} = δrr′δσσ′δη¯η′δ (ω − ω′) , (19)
where η¯ = −η. Inserting (17–18) into (15) and (16) one recovers the standard form of the
reservoir and tunneling Hamiltonians
Hr =
∑
σk
ǫrσkc
†
rσkcrσk, (20)
HT =
∑
N
∑
rσk

a′∈(N−1)∑
a∈N
T aa
′
rσ+|a〉〈a′|crσk −
a′∈(N+1)∑
a∈N
T aa
′
rσ−|a〉〈a′|c†rσk

 . (21)
For this one assumes that there is a unique correspondence between k and ǫrσk. For cases where
this does not hold, it does not lead to an essential problem: one simply labels different branches
of the dispersion relation by an additional index. The tunneling Hamiltonian HT describes the
tunneling into or out of the quantum dot, involving a change of the dot state from a′ to a and
of the dot charge from Na′ to Na = Na′ ± 1 due to 〈a|d†lσ|a′〉 ∝ δNa(Na′+1) and 〈a|dlσ|a′〉 ∝
δNa(Na′−1) (charge conservation, which is the only selection rule assumed). The relevant matrix
1In Ref. [196] the opposite definition of η was used, i.e., η → −η.
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elements are given by superpositions of single-particle tunneling matrix elements tlrσ and many-
body amplitudes of the dot wave function:
T aa
′
rσ+ =
√
ρrσ
∑
l
tlrσ〈a|d†lσ|a′〉, (22)
T aa
′
rσ− =
√
ρrσ
∑
l
t∗lrσ〈a|dlσ|a′〉 =
(
T a
′a
rσ+
)∗
. (23)
These are therefore sensitive to interference effects, see chapter 9. Here l labels a single particle
basis for the dot with corresponding creation / annihilation operator d†lσ / dlσ. Note that the
density of states is incorporated in T aa′rση, simplifying many expressions. The spectral densities
(Γrσ)
a′b′
ab = 2πT
aa′
rσ(Na−Na′ )
T b
′b
rσ(Na′−Na)
(24)
thus represent the set of relevant energy scales for the tunneling. Both ρrσ and tlrσ are assumed
to be energy independent. This is the most relevant physical limit and presents no principle
limitation of the presented method (only numerical). Note that we include a Fermion sign η
in Eq. (16) and (21) since we always write the reservoir operator to the right of the projector.
However, as is shown in Appendix A.1, this exactly cancels in all expressions which involve an
average over the reservoir degrees of freedom. It cancels with an extra Fermion sign appearing
when disentangling the dot and reservoir operators. We can therefore discard the sign η from
the outset, and everywhere treat dot and lead operators as commuting, greatly simplifying the
calculation of signs.
3.3 Generalized master equation
A microscopic quantum dot system coupled to macroscopic reservoirs is completely described
by its reduced density operator P (t), obtained by averaging the total density operator P (t) =
TrRρ(t), where TrR denotes the trace over the reservoir degrees of freedom. The reduced density
operator evolves in time according to a generalized master equation (GME) (or kinetic equa-
tion). The presence of strong non-equilibrium effects (non-linear transport) and strong local
interactions (Coulomb, electron-vibration, etc.) makes the calculation of the transport rates oc-
curring in this equation a cumbersome task. Here our goal is to derive explicit expressions for
the leading and next-to-leading order transport rates in terms of the parameters Ea, T aa
′
rση of the
Hamiltonians (14–16) and the statistical properties of the electrodes T (temperature) and µr
(chemical potential).
3.3.1 Evolution of the reduced density operator
The real-time transport theory, developed in [199, 189, 200] and later extended by several
groups [201, 202, 48], provides straightforward rules for the calculation of the transport rates us-
ing a diagrammatic representation on the Keldysh contour, avoiding any spurious regularization
problems. This technique has been simplified further by using special Liouville super-operators
and corresponding diagrams in the context of a non-equilibrium renormalization group ap-
proach [196, 38, 195]. The starting point is the time evolution of the density operator of the
total system, dot plus reservoirs, which in the Schro¨dinger picture is given by:
ρ(t) = e−iLtottρ(0). (25)
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Here the Liouvillian super-operators in Ltot = L + LR + LT act on an arbitrary operator A by
forming a commutator with the corresponding Hamiltonian, e.g., LA = [H,A]. We assume the
system to be decoupled at the initial time, which we arbitrarily choose as t = 0, such that the
density operator factorizes, ρ(0) = P (0)ρR, where ρR =
∏
r ρr and ρr describes reservoir r.
At the initial time, each reservoir is assumed to be in internal equilibrium independently and is
described by a grand-canonical ensemble. When the tunneling is switched on, the applied bias
voltage causes the chemical potentials of different leads to differ. This puts an inhomogeneous
“boundary condition” on the dot density operator and drives it out of equilibrium. We now take
the Laplace transform of Eq. (25) and trace out the reservoirs
P (z) = Tr
R
∫ ∞
0
dteizte−iLtottP (0)ρR (26)
= iTr
R
1
z − LR − L− LTP (0)ρR (27)
=
i
z − L− iW (z)P (0), (28)
where we assumed that the Laplace transform exists and the last expression is obtained by
expanding the denominator in (27) in powers of the tunneling Liouvillian, LT, carrying out
the trace over the reservoirs and then re-summing a geometric series. To focus on the general
aspect first, the details are deferred to Sect. 3.3.2. Here iW (z) is a super-operator self-energy
(or kernel) and L + iW (z) describes the dot density operator in the presence of the reservoirs.
Rewriting Eq. (28) as
−izP (z)− P (0) = [−iL+W (z)]P (z), (29)
we can easily go back to an equation in time-space by recognizing the left-hand-side as the
time-derivative of the density matrix, while the product on the right-hand-side turns into a con-
volution:
P˙ (t) = −iLP (t) +
∫ t
0
dt′ W (t− t′)P (t′). (30)
Now W (t − t′) appears as a memory kernel in the integro-differential equation for P (t). We
are exclusively interested in the stationary state at t → ∞ (asymptotic solution) of the dot
density operator. Assuming that such a unique stationary state exists, Eq. (30) directly gives the
standard form [199, 19, 196] of the stationary state equation:
0 = −iLP +
[
lim
η→0+
lim
t→∞
∫ t
0
dt′ e−ηtW (t− t′)
]
P, (31)
where P = limt→∞P (t). Note that we did not need to invoke the Markov approximation at
finite times here, but simply assumed that the density matrix is time-independent when t→∞.
Alternatively, an equation for the stationary state can be derived directly in Laplace-space by
taking the zero frequency limit z → i0 in Eq. (29). Using limt→∞P (t) = −ilimz→i0zP (z) (the
simple proof is given in Appendix A.2), we directly obtain
0 = (−iL+W )P, (32)
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where W = limz→i0W (z). This is obviously equivalent to Eq. (31) with W being the zero-
frequency Laplace transform of W (t). Supplemented with the probability normalization con-
dition TrP = 1, where Tr is the trace over the dot degrees of freedom, Eq. (32) uniquely
determines the stationary state. The normalizability derives from the general property
Tr (−iL+W )A = 0, (33)
for any operator A (see Sect. 3.3.3 for a proof).
Matrix elements of a super-operator S are defined according to
Sa
′b′
ab ≡ 〈a|
(
S|a′〉〈b′|
)
|b〉, (34)
meaning that we first act with S on a projector |a′〉〈b′|, generating a new operator, and sub-
sequently take matrix elements of this. When a super-operator acts on an operator A, this
generates a new operator with matrix elements given by
(SA)ab = 〈a|SA|b〉 =
∑
a′b′
〈a|
(
S|a′〉〈a′|A|b′〉〈b′|
)
|b〉 =
∑
a′b′
Sa
′b′
ab Aa′b′ . (35)
More background on super-operators can be found in Refs. [203, 204]. In the basis of the dot
many-body eigenstates, the dot Liouvillian is
La
′b′
ab = 〈a|
(
[H, |a′〉〈b′|]
)
|b〉 = (Ea − Eb)δaa′δbb′ . (36)
Our main objective is to calculate the expectation value of the particle current flowing out of
reservoir r into the dot
Ir(t) = TrtotIˆrρ(t), (37)
where Trtot = TrRTr is the trace over the full system and
Iˆr = − d
dt
Nr = −i[HT, Nr], (38)
with Nr being the number operator for electrons in reservoir r. As is shown in Sect. 3.3.2, this
expectation value can be obtained from a kernel similar to W and the density operator. In the
stationary state: Ir = Tr{WIrP}, where the current kernel, WIr = WIr(z = i0), contains the
subset of tunneling processes described by W which contribute to the stationary state current
through reservoir r. We can now write down the generalized, formally exact, GME
0 =
∑
a′b′
[
−iLa′b′ab +
∞∑
k=1
(
W (2k)
)a′b′
ab
]
Pa′b′ , (39)
1 =
∑
a
Paa, (40)
Ir =
∑
a
∑
a′b′
∑
k
(
W
(2k)
Ir
)a′b′
aa
Pa′b′ . (41)
Here we have expanded the kernels in even order terms 2k in the tunneling Liouvillian account-
ing for coherent k-electron tunnel processes (odd orders vanish when tracing over the reservoirs
since the tunneling Hamiltonian is linear in reservoir field operators). Equations (39–41) com-
pactly formulate the transport problem.
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3.3.2 Evaluation of the transport kernel
Our goal here is to fill in the missing link between Eq. (27) and Eq. (28). In the process we derive
diagrammatic rules which can be used to explicitly evaluate the kernel in any order of pertur-
bation theory. Although being formally equivalent to a diagrammatic expansion on a Keldysh
double contour, see e.g., Ref. [190], the diagram technique derived below has a number of ad-
vantages: (i) it is completely formulated and derived in Laplace space, (ii) a minimal number of
diagrams represents all contributions in a given perturbation order, Keldysh and electron-hole
indices being summed over, (iii) diagrams represent super-operators with diagram rules for-
mally very similar to those for operators, meaning that we can postpone the cumbersome task
of taking matrix elements to the end. Expanding the denominator in (27) we have
P (z) = iTr
R
{
1
z − LR − L +
1
z − LR − LLT
1
z − LR − LLT
1
z − LR − L + . . .
}
P (0) ρR, (42)
where (z − LR − L)−1 is the free propagator and only even powers in LT give a non-vanishing
contribution when performing the trace. The crucial step in developing a compact formalism
is to ensure from the outset that Wick’s theorem can be applied to super-operators in the same
way as for operators. This is achieved by the following definition of super-operators of the dot
(G – also referred to as vertex [super-operator]) and reservoir (J), which act on an arbitrary
operator A according to:
GprσηA = p
NG
∑
N
a2p∈(N+pη)∑
a1p∈N
T a2pa1prσηp
{ |a2+〉〈a1+|A, p = +
−A|a1−〉〈a2−|, p = − (43)
JprσηωA =
{
crσηωA, p = +
Acrσηω, p = − (44)
where
T a2pa1prσηp =
{
T
a2pa1p
rση , p = +(
T
a2pa1p
rση¯
)∗
, p = − (45)
Here p = ± is a Keldysh index, distinguishing between the forward (p = +) and backward
(p = −) time-evolution on a standard Keldysh double contour diagram, see Sect. 3.3.4. The
index η = ± indicates an annihilation / a creation reservoir field operator. Gprση affects a
transition between dot states with different charge and spin. When acting on a density operator,
an electron (pη = +) or a hole (pη = −) with spin-projection σ is added to the dot from
electrode r. The amplitude involves the tunneling matrix element and a Keldysh sign p. An
additional Keldysh sign pNG is included in the the definition of G for reasons that will become
clear below. Importantly, it can easily be assigned in any super-operator expression (i.e., without
taking matrix elements) by counting the number NG of Gs standing to the left (i.e., at later
times). The explicit matrix elements of G (cf., Eq. (34)) required below are
(Gprση
)a1+a1−
a2+a2−
= p1+Na2+−Na2− T a2pa1prσηp δa2p¯a1p¯ , (46)
where p¯ = −p. Here the Keldysh sign pNG is equivalently written as the parity of the charge
difference between the final state of the G, i.e., (−1)Na2+−Na2− = (−1)NG . To see this equiv-
alence, use that acting with LT (∼ G) changes the charge difference between the forward and
42 M. Leijnse
backward contour of a Keldysh diagram by ±1, and that each diagram must start and end in a
state which is diagonal in charge due to charge conservation of the total system. On a Keldysh
contour, the vertex acts on contour p. The δ-function ensures that the state on the opposite
contour (p¯) remains unchanged. With these definitions the interaction LT can be written as
LT =
∑
prση
∫
dωpNGGprσηJ
p
rσηω → p
NGi
i G
pi
i J
pi
i , (47)
where in the second form we have defined the short-hand indices i = riσiηiωi and implicitly
sum over pi, ri, σi, ηi and integrate over ωi. Equation (47) is easily verified by comparing to
what one obtains by inserting the tunneling Hamiltonian (16) in LT = [HT, ·]. Note however
that to obtain (47) one has to exclude the Fermion sign η in (16). As is discussed in Sect. 3.2
and Appendix A.1, this is allowed if we subsequently treat dot and reservoir operators as com-
muting.
As is shown in Appendix A.3, the reservoir super-operators satisfy
LRJ
pi
i = J
pi
i (LR − xi) , (48)
where xi = ηiωi. In each term in the expansion we can then pull all Js through to the left when
adding Xi = x1 + x2 + . . . + xi to LR in the free propagators and, using LRρR = 0, ρR can be
pulled through as well:
Tr
R
1
z − LR − LLT
1
z − LR − LLT . . . LT
1
z − LR − LLT
1
z − LR − LP (0) ρR
= pNGnn . . . p
NG1
1
(
Tr
R
Jpnn . . . J
p1
1 ρR
)
× 1
z +Xn − LG
pn
n
1
z +Xn−1 − LG
pn−1
n−1 . . . G
p2
2
1
z +X1 − LG
p1
1
1
z − LP (0)
(49)
Since the reservoirs are assumed to be non-interacting we can now apply Wick’s theorem to
evaluate the trace over the super-operators J . The details are worked out in Appendix A.4,
where it is shown that this generates a Keldysh sign which exactly cancels pNGnn . . . p
NG1
1 . This
motivates including the canceling sign in the dot (43) and tunneling Liouvillian (47) super-
operators from the outset to keep the final diagram rules simple. Additionally, in each pair-
contraction an additional Keldysh sign enters
γji ≡ pi〈Jpjj Jpii 〉R = piδrjriδσjσiδη¯jηiδ(ωj − ωi)f(pi(xi − ηiµri)/Tri), (50)
where f(x) = (ex + 1)−1 is the Fermi-function and Tri is the temperature of reservoir ri (from
hereon we assume equal temperatures of all reservoirs, Tri ≡ T ). Since all Keldysh signs are
now already accounted for (see Appendix A.4) the Wick’s sign follows in the usual way as the
sign of the permutation which disentangles the super-operator contractions (i.e., equivalent to
Wick’s theorem for operators).
Each super-operator in the expansion (49) can thus be represented diagrammatically as usual
by a directed free propagator line, (z +Xi − L)−1, interrupted by verticesGpii . A contraction of
reservoir super-operators Jpjj and J
pi
i with j > i is represented by an undirected line connecting
the corresponding vertices Gpjj and G
pi
i , see Fig. 11(a). Since ηj = −ηi, ωj = ωi, σj = σi, rj =
ri are enforced by the contraction, it can be unambiguously labeled by the indices of xi, σi, ηi, ri
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1X  =x1
2X  =x1 x2+
x2
x1
x3
x3
nG
n−1X      =
Π0(z) Π0(z)Π0(z)Π0(z) W(z) W(z) W(z)
G G G G123n−1
(a)
(b)
Fig. 11: Diagrammatic representation of super-operator expressions. Processes evolve from
right to left, i.e., the diagrams have the same ordering as the expressions. (a) An example of an
(irreducible) term in the expansion (49). (b) Separation into irreducible parts (self-energy or
kernel, W (z)) and free evolution, Π0 (z) = i (z − L)−1. The rightmost diagram is the only one
contributing to the leading order self-energy, W (2), while the two other diagrams are the only
ones in next-to-leading order, contributing to W (4).
of the rightmost vertex2. The sum in Xi collects only those x indices belonging to lines passing
over the free propagator segment i (contraction lines of one vertex to the left and one to the
right), the other ones cancel due to ηj = −ηi, meaning that xi + xj = 0. We now collect into
W (z) all irreducible diagrams, i.e., those where any vertical cut will hit at least one contraction
line, in the standard way, see Fig. 11(b). i (z − L)−1 is the contributions from free evolution of
the dot. The dot density matrix in Laplace-space is now given by
P (z) =
i
z − L
∞∑
n=0
(
W (z)
i
z − L
)n
P (0) =
i
z − L− iW (z)P (0) , (51)
where in the last step we have arrived at Eq. (28). The expectation value of the current operator
Iˆr (38) is calculated analogously:
Ir (z) = Tr
tot
Iˆrρ (z) = Tr
tot
LIr
i
z − LR − L− LTP (0) ρR = TrWIr (z)P (z) . (52)
In contrast to Eq. (27) we trace over the full system. Under the trace the action of the current
operator Iˆr on an arbitrary operator A has been expressed using the super-operator
LIrA =
1
2
{
Iˆr, A
}
(53)
(note the anti-commutator) which takes the same form as LT:
LIr → (GIr)pii Jpii . (54)
2Ref. [196] used the opposite convention: the leftmost vertex was used to label the contraction. The advantage
of the convention used here is that the indices of the contraction reflects the properties of the electron / hole
initiating the process.
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Going through similar steps as above, we introduce a kernel WIr (z) which differs from W (z)
only by having the last G vertex replaced by a current vertex GIr with matrix elements:(
(GIr)
pi
riσiηi
)a1+a1−
a2+a2−
= δ(ηipi)+δrri
(
Gpiriσiηi
)a1+a1−
a2+a2−
. (55)
In an analogous way one can calculate the expectation value of any operator.
3.3.3 Perturbative expansion and diagrammatic rules
The expression (51) is still formally exact, but requires summing up all irreducible diagrams
(in all orders in LT) to obtain the kernel, which in general is not possible. We can instead
obtain a perturbative expansion in powers of LT: W (z) =
∑∞
k=1W
(2k) (z) (and analogously
for WIr(z)), cf., Eq. (39) and (41). Here W (2k) (z) is obtained from all terms with exactly 2k
tunneling vertices.
We now summarize the diagrammatic rules obtained in Sect. 3.3.2 for calculating the zero-
frequency contribution to the kernel W (z = i0) = W :
W (2k) = −i
∑
contr.
(∏
γ
)
(−1)NpGp2k2k
1
i0 +X2k−1 − LG
p2k−1
2k−1 · · ·Gp22
1
i0 +X1 − LG
p1
1 . (56)
Here one implicitly sums over all occurring Keldysh indices pi = ± as well as ri, σi, ηi and
integrates over all occurring energies xi.
1. (
∏
γ): Draw 2k vertices Gpii , i = 2k, . . . , 1 on a line. Connect pairs G
pj
j , G
pi
i with
j > i by a line denoting a Wick’s-contraction of the corresponding pair of reservoir
super-operators Jpjj , J
pi
i . Equate the indices of G
pj
j to riσi, and −ηi and multiply by
γ = pif(pi(xi − ηiµri)/T ).
A vertex is contracted only to one other vertex and the contractions must be irreducible,
i.e., any vertical line through the diagram will cut at least one contraction line.
2. (−1)Np: Determine the Wick’s-contraction sign by counting the number of crossings of
tunneling lines in the diagram. The parity of this number equals the parity of Np, the
number of permutations required to disentangle the contractions.
3. Assign a propagator (i0 +Xi − L)−1 to segment i between vertex operators Gpi+1i+1 and
Gpii . Here Xi =
∑
l=conn xl is the sum of the energies of contractions passing through
this segment, i.e., the energies xl from all those vertices i > l on the right which are
contracted with some vertex to the left of the segment.
4.
∑
contr.: Perform 1–3 for every possible irreducible Wick’s-contractions of the 2k vertices
and sum them up.
Equation (56) illustrates that the evaluation of all terms for a given order 2k is straightfor-
ward. These diagram rules are applied to calculate explicit expressions for W (2) and W (4) in
Appendix B and C respectively, the main obstacle being the evaluation of the integrals.
The current kernel WIr is simply a subset of the diagrams which have to be calculated for
W . It is obtained by the same rules with the exception that the last vertex is replaced by the
current vertex, Gp2k2k → (GIr)p2k2k . Due to the additional δ-functions in the GIr vertex (55), we
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need only include terms where an electron is added to the dot from reservoir r in the final vertex
(ηp = +). Additionally, due to the trace in Eq. (52) we only need matrix elements which are
diagonal in final states.
The general property of the kernel (W (z))a1+a1−a2+a2− = (W (−z∗))
a1−a1+∗
a2−a2+
guarantees a Hermi-
tian stationary-state density matrix. In the stationary limit (z → i0), we have
Re W a1+a1−a2+a2− = Re W
a1−a1+
a2−a2+
, (57)
Im W a1+a1−a2+a2− = −Im W a1−a1+a2−a2+ . (58)
This has the important implication that elements of the kernel which are diagonal in the double-
indices, a1+ = a1− and a2+ = a2−, are real-valued since they contain pairs of diagrams rep-
resented by complex conjugate expressions (obtained by inverting all p and η indices on a
diagram). The same holds for WIr . This is called the mirror rule, since in terms of Keldysh dia-
grams the operation means permuting all vertices and states between the forward and backward
contour and changing the direction of all arrows.
The property Tr (−iL+W (z)) = 0 was needed in Sect. 3.3.1 to ensure normalizability
of the density matrix. Tr L = 0 follows trivially from (36). The vanishing trace of the kernel
follows directly from the property of the vertex
∑
pi=±
Tr Gpii = 0, (59)
which can be seen from (46). Since every diagram contained in W ends with a vertex operator
and all pi are summed over, this implies Tr W = 0.
The electron number is the only quantity which is assumed to be conserved in the theory
and gives rise to a selection rule; the charge difference between forward and backward Keldysh
contours is conserved by each diagram. To see this, consider the action of a vertex operator
Gpiriσiηi , which changes the charge number on contour pi by piηi. Since in Eq. (56) this is
contracted with Gpjriσiη¯i), this change in charge is either canceled (pj = pi) or equals that on the
opposite contour (pj = −pi). The same holds for all pairs of contractions.
3.3.4 Relation to Keldysh diagrams
The Liouville diagram technique presented above is very compact and well suited for construct-
ing general expressions for the transport rates. The Keldysh type diagrams on the other hand
have the benefit of providing a more intuitive physical picture of tunneling processes and we
will use both diagrammatic formulations in the following. Fig. 11(b) shows the single Liou-
ville diagram for the leading order W (2) and the two diagrams making up the next-to-leading
order kernel W (4). A Liouville type diagram with a given set of indices pi and ηj translates
into a Keldysh type diagram as shown in Fig. 12: the Keldysh indices pi = ± determine the
position of vertex i on the upper / lower contour, while the electron-hole indices ηj = ± de-
termine whether tunneling line i is pointing backward / forward. Since a Liouville diagram
of order 2k has 2k Keldysh indices and k electron-hole indices, the single second order (two
fourth order) Liouville diagrams account for 22p× 2η = 8 (2× 24p× 22η = 128) different Keldysh
diagrams. The corresponding Keldysh diagram rules have been presented both in time-space
and Laplace-space in many previous works, see e.g., Ref. [190].
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η  =−
Fig. 12: A Liouville diagram with a specific set of indices pi and ηj translates directly into a
Keldysh diagram.
3.4 Selection rules
To simplify the evaluation of the transport kernels and the solution of the GME it is useful to
know already from the outset if certain off-diagonal terms of the dot density matrix vanish. The
only such law explicitly enforced here concerns the charge on the quantum dot. As was shown
in Sect. 3.3.3, the matrix elements of W a′b′ab vanish unless the charge differences of the initial
and final states are equal: Na′ −Nb′ = Na −Nb. Together with the assumption that the density
matrix is diagonal with respect to charge at t = 0, before the coupling to the reservoirs is
switched on, this guarantees that it remains so at all times. This conservation law derives from
conservation of charge in the total system, i.e., the dot plus leads, and is only violated if the
leads are superconducting, in which case the above diagrammatic rules have to be modified, see
e.g., Refs. [205, 206]. In general, whenever two states a and a′ differ by some quantum number
which is conserved in the total system, the corresponding coherence will be zero: Paa′ = 0. In
many simple models this is the case for total spin and spin-projection, but these conservation
laws can be broken e.g., if the leads are ferromagnetic, or in single-molecule magnets with a
transverse anisotropy or magnetic field, see chapter 10.
3.5 Second order master equation and coherences
We can rewrite the GME (Eq. (39 – 41)) as matrix equations by collecting the matrix elements of
the density operator into a vector, P, and the elements of the rate super-operators into matrices
W,WIr ,L acting on this vector. In second order in the perturbation expansion the equations
can now be written as
0 =
(−iL + W(2))P, (60)
1 = eTP, (61)
Ir = e
T
W
(2)
Ir
P. (62)
The trace in Eq. (40), (41) is effected by the multiplication with the auxiliary vector eT =
(1, . . . , 1, 0, . . . , 0) to sum up all vector elements corresponding to diagonal density matrix el-
ements (by multiplying with 1) and excluding all off-diagonal elements (by multiplying with
0). The sum-rule on the kernel then reads eTW = 0T . The dot Liouvillian matrix L is given
by Eq. (36) and explicit expressions for arbitrary elements of W(2) for a general quantum dot
model are given in Appendix B, Eq. (148).
Very often the so-called secular approximation [32] is used, meaning that coherences be-
tween non-degenerate states are neglected (L = 0 is enforced). With this approximation the
GME takes a so-called Lindblad form [207], guaranteeing a positive definite density matrix.
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Without the free evolution term, the tunnel couplings just enter as pre-factors in the GME and
uniformly scaling all of them the same way just shifts the current level. Still the solution will
not accurately represent reality unless temperature is much larger than the tunnel couplings.
As we will prove in Sect. 3.6.1, the secular approximation can be rigorously motivated in
second order perturbation theory if the coherences neglected are only between so-called non-
secular (rather than non-degenerate) states, i.e., states which are well separated in energy on a
scale set by the tunnel broadening, |∆E| ≫ Γ, as they only give contributions in higher orders.
Here Γ denotes the total life-time broadening of a state, which depends on the amplitudes of
all possible transitions from this state and therefore also on the gate and bias voltages. When
there are states (with non-vanishing coherences) with |∆E| ∼ Γ, one has to keep the free
evolution term corresponding to these states [208] to avoid neglecting any second order terms.
In this case the GME will not be of Lindblad form and the calculated density matrix and current
contain some effectively higher order contributions. Here care must be taken since the tunnel
couplings do not simply enter as pre-factors to the GME and too large values can result in
unphysical results such as negative occupation probabilities.
3.6 Fourth order master equation
Analogous to Eq. (60–62) the GME up to fourth order is
0 =
(−iL + W(2) + W(4))P, (63)
1 = eTP, (64)
Ir = e
T
(
W
(2)
Ir
+ W
(4)
Ir
)
P. (65)
General expressions for the elements of W(4) are given in Appendix C, Eq. (156). Closed
form expressions are only given for the imaginary part of the integrals, which is all one needs
to calculate if: (i) all tunneling matrix elements are real-valued and (ii) all pairs of states not
associated with selection rules (in the sense discussed in Sect. 3.4) are non-secular. These
assumptions hold for all models treated in fourth order in this thesis, but are not crucial for the
following discussions in this chapter, which we keep completely general.
3.6.1 Elimination of non-secular elements of the density matrix
Whereas in second order the free evolution term can often be eliminated by the secular approx-
imation, this is not possible in fourth order. To prove this and derive an effective treatment of
coherences between non-secular states, we collect secular (s) and non-secular (n) density matrix
elements into separate vectors Ps and Pn. Here the non-secular block, Pn, contains all elements
Paa′ with |Ea − Ea′| ≫ Γ and the secular block, Ps, all other elements (including the diagonal
ones). We now separate (63) into blocks and use the shorthand notation W = W(2) + W(4):[
0s
0n
]
=
[
Wss − iLss Wsn
Wns Wnn − iLnn
] [
Ps
Pn
]
. (66)
It is clear from (36) that L is only non-zero in the nn block and for the elements in the ss block
which are not completely degenerate. The sum-rule implies
e
T
s Wss = 0
T
s , (67)
e
T
s Wsn = 0
T
n , (68)
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We can now eliminate processes into the non-secular sector of the density matrix by solving the
equation from the lower block for the non-secular part, obtaining
Pn = − (Wnn − iLnn)−1 WnsPs, (69)
which obviously contains all orders in the tunnel coupling due to the inverse. Next we in-
sert Eq. (69) back into the equation in the upper block of Eq. (66) and solve for Ps. Since
W
(2k)
nn ∝ Γk and by construction Γ/|Lnn| ≪ 1 we can expand in the small quantity WnnL−1nn .
Consistently neglecting terms of order > H4T we then obtain an effective equation for Ps:
WsPs = 0s, (70)
e
T
s Ps = 1, (71)
where Ws is an effective rate matrix for the secular part of the density matrix, containing cor-
rections from the non-secular elements
Ws = Lss + W
(2)
ss + W
(4)
ss − iW(2)sn L−1nnW(2)ns . (72)
A completely analogous calculation for the correction to the current from non-secular elements
gives
Ir = e
T
s (WIr)s Ps, (73)
where the effective current rate matrix is
(WIr)s =
(
W
(2)
Ir
)
ss
+
(
W
(4)
Ir
)
ss
− i
(
W
(2)
Ir
)
sn
L
−1
nnW
(2)
ns . (74)
It can be shown that (74) is real, ensuring that the current is real. Furthermore, due to Eq. (67–
68) the effective rate matrix satisfies the sumrule eTs Ws = 0Ts , so that Eq. (70) with Eq. (71)
determine the unique stationary solution for the secular part of the density matrix, with the sum
of the diagonal elements being equal to one.
Equations (70–74) form a central result and we comment on their significance and im-
portance. The advantage of the formulation in terms of effective rates, compared to solving
Eq. (63–65) directly, is threefold: (i) the effective rate matrices include the effects of coher-
ences only up to order H4T, just as the other effects of tunneling; (ii) it shows explicitly that the
second order coherences between non-secular states effectively give fourth order effects in the
rates for the occupations, something which is hidden in Eq. (63); (iii) it shows that the matrix
Wnn does not have to be calculated and neither does any fourth order matrix except for W(4)ss ,
significantly simplifying the calculation and reducing the dimension of the GME. The above
derivation also immediately justifies applying the secular approximation in second order: here
we should only keep terms up to orderH2T and thus no corrections from the non-secular elements
enter. The appearance of the correction in the effective rate has an intuitive physical meaning
in the time-domain: it corresponds to a process starting (Wns) and ending (Wsn) in a secular
state, through two tunnel processes. In the intermediate non-secular state the free evolution
involves rapid coherent oscillations at the Bohr-frequencies contained in Lnn (see (36)).
In fact, as we have shown elsewhere [152], the non-secular correction terms in Eq. (72) can
be incorporated in an elegant way by extending the sum of diagrams contributing to the kernel
to include also the one fourth order (Liouville type) ”reducible” diagram, see Fig. 13. This
can easily be verified by applying the diagram rules in Sect. 3.3.3, but (partially) ignoring the
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Fig. 13: The correction terms due to coherences between non-secular states can alternatively
be included through the single fourth order reducible diagram. The dotted line in the free
propagator part indicates that it corresponds to free evolution of non-secular states only, and
only these should be summed over when taking matrix elements.
requirement of irreducibility in rules 1 and 4, i.e., contracting vertex 1 with 2 and 3 with 4 and
using that the integrals over x1 and x2 then separate. Thus, all we need to do to incorporate
the non-secular corrections is to solve the GME for the secular elements of the density matrix,
while relaxing the requirement of internal irreducibility when evaluating the kernels (the non-
secular corrections to the current kernel, Eq. (74), are included analogously). One still has to
be careful though: the first (irreducible) part of the diagram by definition ends in a non-secular
state (Wns), meaning that only non-secular intermediate states should be summed over in the
central (free evolution) part. This also guarantees that the total diagram remains finite. On a
super-operator level this restricted sum can be achieved by replacing the central propagator:
i
i0− L →
i
i0− Lθ (|L| − ηC) , (75)
where θ is the step-function and ηC ≫ Γ is the energy cutoff, below which pairs of states are
included in the secular subspace. This modified propagator is indicated with a dashed line in
Fig. 13. To make the mapping of the correction term in Eq. (72) onto a reducible diagram
we have additionally made the replacement (−L)−1 → (i0 − L) in the free propagator (since
the relevant matrix elements of L are large due to the θ-function in Eq. (75) the imaginary
infinitesimal is irrelevant and can safely be added).
The inclusion of the correction terms from non-secular elements are crucial in fourth order
perturbation theory. These terms scale in the same way as processes described by W(4)ss when
one uniformly reduces the tunneling matrix elements. We have found by numerical calculations
for several model systems that partial cancellations between the non-secular correction terms
and secular fourth order terms occur. These are crucial for obtaining a physical result: if these
corrections are excluded one obtains SET-like resonances in the Coulomb-blockade regime be-
low the inelastic cotunneling threshold. These are artifacts due to incorrect, large occupations of
the excited states, even at zero bias voltage. Depending on the parameters of the model, negative
occupation probabilities may even result. This is particularly problematic when the tunneling
matrix elements (22–23) vary strongly from state to state, which is often the case in molecular
quantum dots: in the Anderson-Holstein model discussed in chapter 5 the tunneling matrix el-
ements depend exponentially on the vibrational excitation number through the Franck-Condon
factors, see Eq. (98); in the nanotube quantum dot studied in chapter 6 an excited electronic state
has a very large tunnel coupling compared to the ground state; in the single-molecule magnets
investigated in chapter 10 a transverse magnetic field and / or transverse magnetic anisotropy
leads to a weak violation of spin selection rules and therefore to small tunneling matrix ele-
ments corresponding to spin-forbidden transitions. Accounting for the non-secular correction
terms no such artifacts occur as long as the tunnel couplings are chosen small enough compared
to the temperature to stay within the perturbative regime.
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Summarizing: in the limit of large level-spacing, Eqs. (70–74) are the correct expressions
for the occupation probabilities and current. Alternatively, one can modify the diagrammatic
rules to include ”reducible” diagrams (in the sense described above). The corrections from
second order non-secular terms contribute only in fourth order in HT : in a consistent second
order calculation they should be omitted whereas in a fourth order calculation they must be
kept. Only for simple models, where selection rules imply Wns = 0, these corrections vanish.
3.6.2 Calculation of secular density matrix elements
Having eliminated the non-secular elements, the remaining problem is the solution of the GME
for the secular elements (70–71) only. This requires some care since the effective rates (72)
contain terms of different orders and solving this GME gives a density matrix, and thereby also
a current, containing contributions in all orders. This can be argued to be inconsistent, since
only terms up to fourth order are calculated consistently, i.e., including all contributions. As
was discussed in previous works [202, 209], there are in general severe problems connected to
formulating a GME which gives the density matrix and current only up to a given order. Both
these works were concerned with the well-known single-level Anderson model and the problem
is most easily understood from this simple example. The dot Hamiltonian (cf., Eq. (14)) is given
by
H =
∑
σ
ǫσnσ + Un↑n↓, (76)
where ǫσ is the energy of the single-particle state with spin-projection σ (including energy
shifts due to the applied voltages), nσ = d†σdσ the corresponding occupation number and U the
additional energy cost for double occupation of the level (cf., Eq. (10): U = 2EC). Fig. 14(a)
shows the result of fourth order perturbation theory in the case of an applied magnetic field,
h = ǫ↓ − ǫ↑, with differential conductance at the bottom (negative bias) and occupation of the
excited spin-state at the top (positive bias). Although the general transport features of this model
were discussed in many works, chapter 4 presents some new findings.
Here we only focus on describing the problems associated with a GME which gives the
current only up to fourth order, i.e., excluding all higher order contributions. If the leads are
non-magnetic, spin-projection is a good quantum number and all non-diagonal (and therefore
also all non-secular) terms of the dot density matrix vanish in (72): Ws = W(2)ss + W(4)ss (we
drop all s-indices in the following). We now expand also the density matrix in powers of HT
P˜ = P(0) + P(2) (77)
and rewrite Eq. (70) as separate second and fourth order equations:
0 = W(2)P(0), (78)
0 = W(4)P(0) + W(2)P(2). (79)
The normalization condition (71) is enforced by eTP(0) = 1, eTP(2) = 0. The current
I˜r = I
(2)
r + I
(4)
r (80)
is obtained from (cf., Eq. (73))
I(2)r = e
T
W
(2)
Ir
P
(0), (81)
I(4)r = e
T
W
(4)
Ir
P
(0) + eTW
(2)
Ir
P
(2). (82)
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Fig. 14: (a) Occupation of excited spin-state, P+ (top, positive bias) and differential conduc-
tance (bottom, negative bias) for the single-level Anderson model, plotted as a function of bias
voltage (V ) and gate voltage αVG, where α is the gate coupling. The spin degeneracy is lifted
by an applied magnetic field h = ǫ↓ − ǫ↑ = 50T , where T is the electron temperature. The dot
is symmetrically coupled to the left and right electrodes: ΓLσ = ΓRσ = 10−2T = 5 × 10−5U .
(b) Energy diagrams in the regions (1), (2) and (3), separated by green dashed lines in (a). In
region (1) only elastic cotunneling is energetically possible and the dot remains in the ground
state. In (2) also inelastic cotunneling can take place, leading to finite occupation of the excited
spin-state, but the only way for the excited dot to return to the ground state is by another inelas-
tic cotunneling process. In (3) the excited state can be emptied also by SET processes (COSET).
The typical time between SET processes is much shorter than between inelastic cotunneling
events and therefore the dot is again found to be in the ground state.
We refer to (77–82) as the ”order-by-order scheme”, which obviously achieves the goal of
calculating the the current only including contributions up to fourth order, which requires the
density matrix to be calculated up to second order. In Appendix A.5 we show that Eq. (70)
and (73) can be obtained by writing the order by order scheme to infinite order, but neglecting
all kernels of higher order than four. We also prove that the order-by-order scheme agrees with
the solution of Eq. (70) for the density matrix up to second order and with the current (73) up
to fourth order.
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To understand physically why and when the order-by-order scheme fails, we consider trans-
port in the N = 1 Coulomb diamond of Fig. 14(a). Different transport regimes are indicated by
(1), (2) and (3) and corresponding allowed tunnel processes are shown in the energy diagrams
in Fig. 14(b). In region (1) only elastic cotunneling processes are energetically allowed and the
ground state is fully occupied. In region (2) the excited spin-state can be populated by fourth or-
der inelastic cotunneling processes, described by W(4)P(0) in the order-by-order scheme. This
leads to finite occupations of the excited spin-state in the second order corrections for the density
matrix, P(2). Since SET out of this state is only possible at larger bias (region (3)), it can only
relax by another inelastic cotunneling process back into the ground state. However, since P(0)
is only non-zero for the ground state the latter process would correspond to W(4)P(2), which is
not included in the order-by-order scheme. This approach thus breaks down since the excited
state is “pumped” up by inelastic tunneling, but not allowed to relax by fourth order processes,
yielding an unphysical solution. Equation (70) on the other hand has well behaved solutions,
in which the occupancy of the excited spin-state is determined by the competition of in- and
out-going fourth order rates, all described by W(4)P. In region (3) the excited spin-state can
also relax by SET processes (W(2)P(2)) and the order-by-order scheme again has well-behaved
solutions agreeing with Eq. (70). This combination of cotunneling and SET is an example of a
COSET process, described in Sect. 2.3.3.
We emphasize that the problem with the order-by-order solution is of physical and not of
numerical nature and occurs even if the equations are solved analytically. It is of a general nature
and occurs whenever all lowest order rates connected to some state are suppressed. Ref. [202]
suggests dividing the Coulomb diamond into different regions, adapting the solution of the
GME thereafter, e.g., using the order-by-order scheme in the SET regime only. However, for
a general quantum dot model such a division is not possible, since even in the SET regime
some rates may be suppressed by e.g., Franck-Condon or magnetic blockade effects. Ref. [202]
additionally suggests a third solution scheme for the master equation, valid only very deep
into the Coulomb blockade regime. This scheme however neglects also fourth order processes
(COSET is not included) and is not applicable to general models. In Ref. [209] it was noted
that (for the Anderson model in a magnetic field) Eq. (70) can give solutions with negative
occupation probabilities in region (1) in Fig. 14(a). This should however not be considered a
real problem: the (very small) negative occupation probabilities and their effect on the current
are of a higher order than what is captured by the method. Still a solution was suggested, using a
truncated version of (70), excluding some (but not all) fourth order rates which do not appear in
the order-by-order scheme. However, although it achieves its goal for the model it was applied
to, this scheme is not guaranteed to yield well-behaved solutions in general.
Always solving Eq. (70) guarantees a physical solution in the sense that in- and out-going
rates of all states are treated on an equal footing and the accuracy of the method is only limited
by the order of the perturbation expansion of the transport kernels. Any artifacts arising from
partial inclusion of higher order terms will correspondingly scale as a higher power of the tunnel
coupling and can thus easily be identified and will vanish if the coupling is reduced.
3.7 Conclusions
In this chapter a generalized master equation for the stationary state density matrix and current
was derived. The transport kernels entering this equation were evaluated by a perturbative
expansion in the tunnel couplings to the leads and explicit expressions in leading and next-to-
leading orders given in Appendix B and C respectively. These expressions are valid for rather
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general quantum dots. However, in next-to-leading order, we limited ourselves to models where
the tunneling matrix elements are real-valued and where there are no (quasi) degenerate pairs of
states with relevant coherences. When either of these requirements are not met, more complex
(double principle value) integrals appear; analytic solutions also for these have been obtained,
but the resulting expressions were not presented here.
The developed method is highly advantageous from a numerical perspective since all (di-
agrammatic) contributions to the transport kernels are given as closed-form expressions. The
main numerical effort lies in summing up the huge number of such expressions occurring for
complex models of molecular quantum dots. However, we have very recently developed a more
efficient but completely equivalent diagrammatic expansion: the (Keldysh type) diagrams can
be ”grouped” and summed on a formal level, resulting in a reduced number of analytic expres-
sions. The resulting modified diagrammatic rules are presented Ref. [152].
Another main advantage of the method presented here is that, in contrast to many other
perturbative approaches [210, 211, 39], one includes all contributions up to a given order of the
perturbation expansion. It is therefore guaranteed that a limit exists where the expansion gives
well-behaved results describing all the dominant tunneling resonances. The results presented
in chapter 4 shows that such a complete summation is indeed crucial. It should however be
said that the precise requirements on the tunnel couplings and temperature for a well-behaved
perturbation expansion are usually not known a priori, but are model-dependent and have to be
found by repeated calculations while decreasing the couplings (or increasing the temperature).
As a rule of thumb, models where there are blockade effects and where the tunnel couplings
have a strong state-dependence (e.g., due to weak violation of selection rules of any kind)
require much smaller Γ/T ratios than e.g, the simple Anderson model.
Finally, we mention that our method has recently been extended by others to include full
counting statistics [212] and an extension to treatment of time-dependent problems is currently
being pursued [213].
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4 Pair-tunneling resonance in the single-electron transport
regime
As a first application of the transport theory derived in chapter 3, this chapter predicts a new
type of resonance, originating from coherent tunneling of electron pairs. This pair-tunneling
resonance is demonstrated for the most basic interacting level model and its relevance in more
complex models is discussed. The material presented here has previously been published in
Ref. [37].
4.1 Introduction
The main topic of this thesis is transport spectroscopy, used as a tool for investigating the in
situ properties of single-electron transistors based on quantum dots in semi-conductor hetero-
structures, nanowires, carbon nanotubes or single molecules. As was discussed in Sect. 2.3.2,
for weak tunnel coupling between the dot and electrodes the basic spectroscopy rules derive
from the simple energy resonance conditions for single-electron tunneling (SET) onto the dot.
As a result, the bias positions of differential conductance (dI/dV ) resonances depend linearly
on the gate voltage due to capacitive effects [17], although deviations are observed in some
cases [25]. For larger tunnel couplings, also inelastic cotunneling processes can be distinguished
as steps in dI/dV , as discussed in Sect. 2.3.3. They allow for spectroscopy of quantum dot
excitations with increased energy resolution [34]. Here an electron is transferred from the high
to the low biased electrode through the dot, using the excess bias-energy to excite the dot by an
energy ∆ǫ in a fixed charge state. Since these electron-hole charge transfer resonances involve
only a virtual charging of the dot, they appear at a bias threshold V = ∆ǫ, independent of
the gate voltage. Using a perturbative expansion in the dot–electrode tunnel coupling, as in
chapter 3, SET processes appear in second order in the tunnel Hamiltonian HT (first order in
the tunnel coupling Γ), while cotunneling appear in fourth order in HT (second order in Γ).
In this chapter we show that, also in fourth order, electron pair-tunneling (PT) gives rise to
distinct, measurable transport effects which, to our knowledge, have been overlooked so far. In
the simplest pair-tunneling process, a pair of electrons is extracted from (added to) one elec-
trode, resulting in a real (dis)charging of the dot by two electrons. Interestingly the resonance
position has the same gate-dependence as SET resonances and occurs deep in the SET regime.
It might therefore be mistaken for a weak SET resonance belonging to some excited state and
one might thereby extract an erroneous level-structure from the spectroscopic data. However,
in contrast to SET, the PT resonance appears as a step in the differential conductance, dI/dV ,
similar to inelastic cotunneling. The PT resonance is an interaction effect: it requires a positive
charging energy much larger than broadening due to thermal and quantum charge fluctuations.
We show how the PT resonance can be distinguished from other types of first and second order
processes and what additional information can be extracted from it. Since spectroscopic data ob-
tained from single-electron transistor devices are often non-trivial to interpret due to unknowns
of the device inside the junction, we provide several independent criteria for its experimental
identification, namely the resonance shape and the dependence on temperature, magnetic field
and junction asymmetry. The PT processes discussed here completely lack any signature inside
the Coulomb blockade region where SET is exponentially suppressed. In this region a different
type of pair-tunneling resonance occurs which is much weaker than the one discussed here since
it appears only in sixth order [49]. Also the latter pair-tunneling process involves neither real
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Fig. 15: Energy differences between many-body eigenstates (dot chemical potentials) of the
Anderson model and sketch of a cotunneling process (a) and a SET process (b). (c) More
detailed sketch of a PT process, giving rise to a resonance at ∆ = U/2 above the SET onset.
Filled (unfilled) circles indicate real (virtual) occupation.
nor virtually doubly occupied states (i.e., remains finite in the U =∞ limit). Fourth order pair-
tunneling resonances were discussed previously for the rare case of negative effective charging
energy [211]. This is similar to pair-tunneling in superconducting grains [214], where SET is
suppressed by the superconducting gap. Also Kondo effect involving electron pairs have been
discussed in this limit [215].
4.2 Model
The simplest model where the pair-tunneling resonance is present is the non-equilibrium single-
orbital Anderson model and we focus on this in the following. The dot Hamiltonian (cf.,
Eq. (14)), introduced already in Sect. 3.6.2, is given by
H =
∑
σ
ǫσnσ + Un↑n↓, (83)
where ǫσ is the onsite energy, nσ the occupation number, ǫ↓ − ǫ↑ = h the Zeeman energy
and U the finite positive charging energy. We let N =
∑
σ nσ denote the electron number on
the dot. The many-body eigenstates are |0〉, |σ〉 and |2〉 with energies E0 = 0, Eσ = ǫσ and
E2 =
∑
σ ǫσ + U .
4.3 Pair-tunneling basics
Let us first present the basic physics. Fig. 15 shows a schematic comparison of tunneling pro-
cesses for the spin-degenerate Anderson model when Eσ is larger than the average chemical
potential µ of the reservoirs, such that the quantum dot is unoccupied at zero bias voltage,
V = 0. Without loss of generality we can take µ = 0 and we furthermore assume symmetric
bias drop, i.e., µL = V/2, µR = −V/2. At low bias transport is dominated by cotunneling
involving virtual occupation of state |σ〉. For larger bias, |V/2| > Eσ − E0, electrons can se-
quentially tunnel into and out of the dot, involving real occupation of state |σ〉. In this regime
double occupation of the dot through two consecutive SET processes only becomes energeti-
cally allowed when additionally the energy difference E2 − Eσ is below the chemical potential
of one lead, i.e., when |V/2| > Eσ + U . Midway between these resonances the coherent tun-
neling of a pair of electrons from the same reservoir becomes possible, i.e., at the resonance
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condition:
|V/2| > 1
2
(
∑
σ Eσ + U) . (84)
The corresponding process is shown in Fig. 15(c). One can think of this as one electron from
just below the Fermi level of the left reservoir tunneling onto state |σ〉, leaving an excess energy
∆ = U/2, which can be used to assist the second electron in reaching state |2〉. Thus, the total
PT process is energy-conserving. However, since there are no internal degrees of freedom on
the dot to store the energy ∆, these two processes have to take place coherently in the short time
set by the time-energy uncertainty relation.
Experimentally, the dot energies can be controlled linearly by the gate voltage Vg. This
produces the characteristic Coulomb diamond figures in differential conductance color-maps as
function of gate- and bias voltage, as discussed in chapter 2. Since the resonance condition (84)
for PT depends on the average of the two dot energies Eσ, the PT lines have the same slope
as SET resonances. To distinguish the PT and SET resonances a consistent calculation of their
transport signature is thus imperative.
4.4 Numerical results
The PT resonance is visible in the transport spectrum when the charging energy is larger than
both the tunnel rate Γ and temperature T and originates from coherent two-electron processes
which become important with increasing Γ. Additionally, the PT resonance occurs in the SET
region where a finite current is flowing and therefore requires a method which simultaneously
describes coherent one- and two-electron processes. This parameter regime is well suited for
the transport theory developed in chapter 3, with kernels calculated up to fourth order in the tun-
neling Hamiltonian. Importantly, this method treats the interaction U exactly, which is essential
for a correct description of the PT resonance.
Figures 16(a–b) show the differential conductance as a function of gate and bias voltage,
where in (b) the spin-degeneracy is lifted by an applied magnetic field. SET processes give
rise to the strong yellow lines which cross at zero bias at the charge degeneracy points. In (b)
additional gate-independent steps show up in the N = 1 Coulomb blockade region, indicating
the onset of inelastic cotunneling leading to occupation of the excited spin-state. Subsequent
relaxation of this state by SET gives rise to additional gate-dependent lines in the Coulomb
blockade region (COSET), see Sect. 2.3.3 and e.g., Refs. [39, 40]. Clearly separated from these
other resonances, the PT resonance associated with an electron pair tunneling onto (off) the dot
appears as a gate-dependent step inside the SET region, indicated by a red solid (green dotted)
arrow in (a) for positive bias. Considering the resonance position and its voltage dependence
only, the PT could be mistaken for a weak SET process involving an excited state of the N = 1
charge state with energy ∆ = U/2 relative to the N = 1 ground state and a small tunnel cou-
pling to the leads. However, the resonance shape provides one crucial clue to the identification
as PT: in Fig. 16(c) we show a bias trace along the red vertical line indicated in Fig 16(a), where
it is seen that the PT resonance appears as a peak in d2I/dV 2, rather than in dI/dV as for SET.
The reason is that, analogous to inelastic cotunneling, the number of electron states in the reser-
voirs available for a PT process is proportional to the bias voltage [35]. Another clear way to
separate PT and SET resonances is that the former exhibits no Zeeman splitting, see Fig. 16(b).
The physical reason is that the tunneling of a pair involves a transition between states with
the same spin (N = 0, 2 electron singlets), expressed by the appearance of the sum E↑ + E↓
in Eq. (84). Since PT relies on an empty or doubly occupied initial state, the resonances do
not continue down into the linear transport regime, making PT an exclusively non-equilibrium
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Fig. 16: (a) dI/dV vs V, Vg (stability diagram), plotted on logarithmic color scale for ΓL =
ΓR = Γ, U = 100T = 2000Γ and CR = CL = 100Cg. (b) Same as (a) except for the finite
Zeeman splitting by h = 15T and asymmetric capacitances CL = 0.7CR = 100Cg. In addition,
the gate capacitance of state 2 is larger: Cg,2 = 1.176Cg. (c) d2I/dV 2 vs V around the PT
threshold VPT at Vg = −0.625UC/Cg (C = CL+CR+Cg), indicated by the red line in (a). This
demonstrates the scaling with 1/U2 and the agreement with the analytic expression Eq. (89)
marked by (A). (d): The two independent Keldysh diagrams contributing to the pair-tunneling
resonance. A sum over σ is assumed and σ¯ denotes the opposite spin-projection of σ.
effect. Additionally, in contrast to the magnetic field excitations, the PT resonances do not
continue horizontally into the N = 1 Coulomb blockade region as inelastic cotunneling steps.
In cases which deviate from the simplest capacitive model, the PT resonance shows an
additional distinct property. In Fig. 16(b) the capacitances associated with the left and right
leads were chosen unequal and the doubly occupied state has a larger gate-coupling (this might
happen if the many-body wave-function of the doubly occupied state is localized closer to the
gate electrode, or is less screened by the source and drain electrodes [24]). This causes the
diamond to be both tilted and skewed, but the PT resonance can still be found by taking the
average bias voltage positions (cf., (84)) of the N = 0↔ N = 1 and N = 1↔ N = 2 ground
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state transitions respectively.
4.5 Analytic solution and comparison to inelastic cotunneling
The precise amplitude and shape of the PT peak are also crucial for its correct identification.
Here an analytic expression for the peak is helpful, which can be obtained for U ≫ T,Γ, h.
For this we focus on the upper left SET region in Fig. 16(a–b) (V > 0, Vg < 0), where the
PT involves the transition |0〉 → |2〉 with both electrons tunneling onto the dot from the left
reservoir. For the Anderson model inside the SET region the problems with the order-by-order
scheme discussed in Sect. 3.6.2 do not occur and we can safely use Eq. (77–82). Relevant for
the PT resonance is the occupation of the N = 0 state, which is obtained from the second order
master equation
P
(0)
0 =
ΓR
2ΓL + ΓR
, (85)
which does not depend on the bias voltage since all second order rates are constant far away
from an SET resonance. Additionally, all fourth order rates are approximately linear in bias
voltage, except the pair-tunneling W LL20 (the fourth order rate for adding two electrons to the dot
from the left lead). The PT contribution to the current is most easily evaluated with respect to
the right reservoir: since this is not directly involved in any PT processes at the here considered
voltages, the peak is solely due to the change in occupations due to PT from the left reservoir.
Of course, current conservation implies IL = −IR. Using this we can evaluate the second
derivative of the current with respect to bias voltage close to the PT resonance
d2IPTL
dV 2
= −
∑
i
(
W
(2)
IR
d2P(2)
dV 2
)
i
(86)
= 2
ΓR
2ΓL + ΓR
P
(0)
0
d2
dV 2
W LL20 (87)
= 2
(
ΓR
2ΓL + ΓR
)2
d2
dV 2
W LL20 , (88)
which shows that the peak in the derivative of the differential conductance directly maps out
the energy dependence of the pair-tunneling rate. There are only two independent terms in
the perturbation expansion which contribute to the PT rate: W LL20 = Re(XLL20 + DLL20 ). These
terms correspond to the real-time diagrams [216] shown in Fig 16(d) and the corresponding an-
alytic expressions can be found in Appendix C (see Sect. 3.3.4 for the correspondence between
Keldysh and Liouville diagrams). We now assume equal capacitances to the left and right reser-
voirs and use the limiting form of the digamma functions for large arguments, see Appendix B,
Eq. (152). The final closed form expression for the PT peak is then given by
d2IPTL
dV 2
=
4ΓLΓR
πTU2
ΓLΓR
(2ΓL + ΓR)
2F
(
E↑ + E↓ + U − V
T
)∑
s=±
1
1 + sh/U
(
1 +
1
1 + sh/U
)
.
(89)
The resonance condition (84) is seen in the argument of the function
F (x) =
d2
dx2
(xb(x)) =
x
2
coth x
2
− 1
2 sinh2
(
x
2
) , (90)
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with b(x) = 1/ (ex − 1) being the Bose function and F (0) = 1/6.
It is of interest to compare PT with inelastic cotunneling, which is theoretically and exper-
imentally well-studied. In general the PT and cotunneling peaks are of comparable magnitude
and their dependence on T and U are the same, implying that PT and cotunneling should be
simultaneously experimentally accessible. A first difference is that the PT peak is completely
insensitive to relaxation processes, since it involves a transition between ground states in dif-
ferent charge sectors. In contrast, the cotunneling resonance consists of two parts. The part
which remains even in the limit where the voltage dependence of the occupations is negligible
(relaxation faster than electron cotunneling and / or asymmetric junction ΓL,R ≫ ΓR,L), is given
by:
d2ICOTL
dV 2
=
8ΓLΓR
πTU2
F
(
h− |V |
T
)
. (91)
This expression is valid at the particle hole symmetric point (center of the N = 1 Coulomb
blockade regime) in the limit U ≫ h > T > Γ. For slow relaxation and ΓL ≈ ΓR the
cotunneling peak-height is additionally increased and also an asymmetry between |V | > h and
|V | < h appears due to the voltage dependence of the occupations [36]. For very small fields
and ΓL = ΓR, the cotunneling peak height is seen to be given by 9/2 times that of the PT
peak. A second difference is that the PT peak is strongly suppressed for very asymmetric tunnel
rates, proportional to the square of the smaller coupling and, characteristically, the forward and
reverse bias PT peak-heights differ by a factor 4, in contrast to the cotunneling peaks which
remain symmetric. Finally, although a magnetic field does not cause a Zeeman splitting of the
PT peak, Eq. (89), it does increase the peak height, in contrast to the cotunneling peak, Eq. (91),
where the situation is reversed: the peak height is independent of the field, while the position
(V = h, independent of Vg) is shifted linearly.
4.6 Outlook – more complex models
Above we have focused on the Anderson model, which is an appropriate description of quantum
dots with a level-spacing exceeding the charging energy, such that only one orbital contributes
to transport below and around the PT resonance. In the case of a dense excitation spectrum,
e.g., due to coupling to a localized vibrational mode as discussed in chapter 5, additional PT
resonances complicate a high-resolution spectroscopic analysis. In all numerical results pre-
sented in chapter 5 the U → ∞ limit was taken, in which case the PT resonance vanishes.
However, we have performed the corresponding calculations also with a finite U and find that
PT resonances give a signature similar to SET associated with a very weakly coupled second
vibrational mode. Additionally, we have performed calculations showing that pair-tunneling
also gives rise to a spectroscopic signature in transport through metallic islands (discussed in
Sect. 2.2).
The finite interaction strength is however crucial: in the non-interacting limit, U = 0, PT is
completely suppressed. In general PT involves interference between the two contributions (di-
agrams) shown in Fig. 16(d). This interference may be constructive, as in the Anderson model,
or destructive in other models. Interestingly, the relative sign of the interfering contributions is
sensitive to the spin of the involved quantum dot states. For a generalized quantum dot model
where the doubly occupied ground state is a spin triplet, we find that PT is suppressed due to
quantum interference and can only partly be induced by a magnetic field. The reason is that
the diagrams XLL20 and DLL20 have different signs, which is however compensated in the case of
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singlet-singlet PT by a difference in spin-signs appearing in the tunneling matrix elements due
to the |σ¯〉 on the lower propagator in DLL20 . For singlet-triplet PT this sign does not appear and
the two contributions cancel exactly. A finite magnetic field changes the relative magnitude of
XLL20 and DLL20 and partly restores the PT for the M = 0 component of the triplet only.
These examples serve to illustrate that pair-tunneling effects are of general importance for
transport through nanosystems. The details will be published elsewhere. The PT also shows
up in transport quantities more complicated than the current, such as the current noise, which
is sensitive to the effective charge transferred in the tunnel process (which is ±2e here). Using
an extension of the real-time approach to the calculation also of shot-noise (including non-
Markovian effects), see Refs. [201, 217], we find that the PT resonance is associated with an
increased Fano factor.
4.7 Conclusions
In this chapter we have theoretically predicted a signature of coherent tunneling of electron pairs
in the single-electron transport regime, for quantum dots with positive charging energies exceed-
ing the broadening by thermal and quantum fluctuations of charge. Current low-temperature
measurements can access such fine details in the first three derivatives of the current with re-
spect to voltage without dropping below the noise level [24]. Also, many molecular and carbon
nanotube devices couple strongly to the electrodes, making first and second order transport fea-
tures similar in magnitude. Quantum dots with comparable level spacing and charging energy
are especially well suited for observation of PT since the background SET current is feature-
less in this case. We mention the possibility of measuring the charging energy by identifying
the PT resonance and reading U/2 off in an experimental stability diagram, thus limiting the
voltages one needs to apply. Alternatively, the pair tunneling resonance provides a consistency
check on SET level assignments. On a general level, the results indicate the importance of com-
plete perturbative treatment of non-equilibrium problems and the dangers of performing partial
summations of a perturbative expansion.
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5 Vibration-assisted cotunneling through single-molecule tran-
sistors
In this chapter we study transport through a single-molecule quantum dot, where the tunneling
current can excite vibrational degrees of freedom of the molecule. To this end, the Anderson
model of chapter 4 is extended with a coupling to a quantized vibrational mode (Anderson-
Holstein model). The presented material has previously been published in Ref. [151].
5.1 Introduction
Electron transport through single-molecule transistors (SMTs) has been intensively studied the-
oretically in recent years [29, 218, 219, 188, 220, 221, 222, 223, 210, 215, 211, 224] driven
by ongoing experimental advances [225, 226, 24, 227, 91, 92, 27]. One of the most distinctive
features of SMTs, compared to artificially nano-structured devices such as quantum dots, is
the coupling between their quantized mechanical and electronic degrees of freedom [27]. The
size and shape distortions of an SMT [91] and its center-of-mass motion [92] result in sharp
transport resonances whose amplitudes are governed by the quantum mechanical overlap of
the corresponding mechanical wave functions. This Franck-Condon (FC) transport effect is of
fundamental interest since it is induced by the change of molecular charge, therefore involving
strong electron charging and non-equilibrium effects, in contrast to the usual FC-effect in opti-
cal spectroscopy where the charge remains unaltered. The FC effect is also important to infer
that a molecule is being measured, since also gold nanoparticles formed in an electromigration
process can show many other transport signatures normally attributed to molecules [85], such
as Coulomb blockade and Kondo effect. Finally, the demonstrated control over the molecular
energy levels of an SMT using a gate electrode provides interesting perspectives for realizing
quantized nano-electromechanical systems (NEMS) [141, 228, 137, 229].
The basic FC transport picture [230] assumes single electrons to sequentially tunnel on and
off the SMT (SET). This is valid in the limit of weak tunnel coupling and for applied gate and
bias voltages such that fluctuations of the molecular charge are not suppressed by Coulomb
interaction (Coulomb blockade) or quantum confinement effects. In this limit it is sufficient
to describe transport in lowest non-vanishing order perturbation theory in the tunneling and
many interesting results have been reported. For instance, a well studied model in this context
is the Anderson-Holstein model, consisting of a spin-degenerate level with a linear coupling
(electron-vibration coupling, λ) between the charge on the level and the coordinate of a vi-
brational mode. For large electron-vibration couplings (λ ≫ 1) the overlap integrals between
low lying vibrational states in two adjacent charge states of the SMT vanish and a suppression
of SET occurs, called Franck-Condon blockade [223]. Here electron transport was found to
take place through self-similar avalanches, leading to bunching of electrons and enhanced shot
noise. Also the case of strong dissipative coupling to the environment (but still weak tunnel
coupling) has been investigated [231, 232]. Extending the basic model with a charge-dependent
vibrational frequency additional resonances occur [219], and interference of vibrational wave
functions was shown to lead to a suppression of the electric current at finite bias [29] due to a
population inversion of the vibrational distribution. If more than one electronic state participate
in transport [233], absorption of vibrational quanta by the excited electronic states can reduce
the vibrational non-equilibrium and stabilize the molecule [234]. However, in certain cases an
excited electronic state with a large tunnel coupling can act in the opposite way and instead
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assist in ”pumping” the vibrational mode out of equilibrium. This is discussed in chapter 6 (see
also Ref. [143]), which compares model calculations to recent experiments on suspended car-
bon nanotubes. More complex models with (quasi-)degenerate electronic orbitals and multiple
modes exhibit (pseudo) Jahn-Teller physics. These may show rectifying behavior [218], dynam-
ical symmetry breaking [188] and current suppression due to Berry phase effects [220]. We will
discuss such models in later parts of this thesis, where chapter 7 predicts distinctive transport
signatures of the breakdown of the Born-Oppenheimer separation (see also Refs. [222, 235])
and chapter 8 discusses correlations of vibration and spin properties, which are shown to e.g.,
induce a vibration-induced spin-blockade (see also Refs. [221, 235]). Also calculations tak-
ing a larger number of vibrational modes into account have been performed [236], where both
the mode energies and electron-vibration couplings were calculated using ab initio methods
(density functional theory).
Since strong coupling to localized vibrational modes in SMTs may result in a suppression
of single-electron tunneling (Franck-Condon blockade), it becomes more urgent to understand
the effect of higher order tunnel processes. Even more so since experimentally SMTs typ-
ically exhibit a significant tunnel coupling. A variety of next-to-leading order effects have
been discussed previously, see also Sect. 2.3.3. For instance, inelastic cotunneling steps have
been observed in many experiments on semi-conductor and molecular quantum-dots [225, 226,
227, 24]. Additional gate voltage dependent transport resonances have been found inside the
Coulomb blockade regime [40] and discussed theoretically [39, 237]. These resonances are
due to SET processes starting from states excited by inelastic cotunneling processes “heating
the molecule” (COSET). It was recently suggested [238] that the COSET resonances can be
used to experimentally estimate the decay-rate of vibrational excitations due to a coupling to a
dissipative environment. Indeed, by extending the Golden-Rule approach by a next-to-leading
order expansion of the T-matrix in the tunneling, it was found [210] that the COSET features are
particularly pronounced in the Anderson-Holstein model in the limit of large electron-vibration
coupling. Finally, it was suggested that strong electron-vibration coupling can result in an
effectively attractive electron-electron interaction, in which case (fourth order) pair-tunneling
processes may dominate transport. This was studied within an effective Anderson model using
the Golden rule approach and a Schrieffer Wolff transformation in Ref. [211].
Here we focus on the Anderson-Holstein model, employing the theory described in chap-
ter 3 with all kernels evaluated up to fourth order in the tunneling Hamiltonian, which enables a
description of all the aforementioned effects. Additionally, compared to most of the above cited
theoretical works, it consistently accounts for broadening and renormalization of the molecular
resonances, which were previously discussed in e.g., Refs. [47, 19, 48, 210], see also Ref. [186].
Additionally, it properly accounts for coherences between non-secular states as described in
Sect. 3.6.1, which is crucial since there are no selection rules connected to the vibrational quan-
tum number.
5.2 Model
The Anderson-Holstein model is described by the dot Hamiltonian (14)
H˜ =
∑
σ
ǫ˜σnσ + U˜n↑n↓ + ω
(
b†b+
1
2
)
+ λN
(
b† + b
)
. (92)
The first two terms, analogous to the standard Anderson model, cf., Eq. (76), describe a single
level with onsite energy ǫ˜σ and Coulomb repulsion U˜ . The third term describes the vibrational
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Fig. 17: Vibrational potentials in charge states N = 0 and N = 1 and lowest corresponding
vibrational wave functions. The minimum of the potentials are shifted along the vibrational
coordinate x by
√
2λ (in units of the zero-point amplitude of the oscillator).
motion, where vibrational quanta are created (annihilated) by b† (b), and the last term describes
a linear coupling between the charge on the level (N =∑σ nσ) and the vibrational coordinate,
where the proportionality constant λ is the electron-vibration coupling. Upon charging, the
equilibrium positions of the nuclei of the SMT are shifted along the normal coordinate of the
vibrational mode by
√
2λ (in units of the zero-point amplitude of the vibrational motion), see
Fig. 17. The tunneling Hamiltonian, Eq. (21), can be written as
H˜T =
∑
rσk
trσc
†
rσkdσ + h.c.. (93)
Due to the coupling to the bosonic operators in Eq. (92), the molecular eigenstates and corre-
sponding tunneling matrix elements can not be read off from Eq. (92) and (93) directly. How-
ever, the coupling can be eliminated by a standard transformation [239]
Htot = U
†HtotU, (94)
U = eλN(b
†−b), (95)
after which the dot and tunneling Hamiltonians are
H =
∑
σ
ǫσnσ + Un↑n↓ + ω(b
†b+
1
2
), (96)
HT =
∑
rσk
trσc
†
rσkdσe
−λ(b†−b) + h.c., (97)
where the onsite and charging energies have been renormalized (ǫ = ǫ˜− λ2ω, U = U˜ − 2λ2ω)
and the shift operator U (U †) has been introduced in the tunneling Hamiltonian. The eigenstates
|a〉 in Eq. (14) thus have an electronic and a vibrational part, |a〉 = |e〉|me〉, where |e〉 = |0〉,
| ↑〉, | ↓〉, |2〉 denotes the electronic state with N = 0, 1, 2 excess electrons on the molecule,
and |me〉 labels the state of the oscillator. Thus the addition of an electron to the SMT induces a
transitionN → N+1, accompanied by a change of its vibrational statem′ → m. From Eq. (97)
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it is seen that the matrix element for this process is reduced relative to the pure electronic tunnel
amplitude by the Franck-Condon overlap of vibrational wave functions in two different charge
states of the SMT:
fmm′ = 〈m|e−λ(b†−b)|m′〉 = (−λ)m−m
′
e−
λ2
2
√
m′!
m!
Lm−m
′
m′ (λ
2), (98)
form ≥ m′ (replacem↔ m′ form < m′) whereLij(x) is the generalized Laguerre polynomial.
The dependence of the Franck-Condon factors on m and m′ was discussed in detail in [29]. For
a tunneling event starting from the vibrational ground state, m′ = 0, the Franck-Condon factors
have a significant amplitude for λ2 − λ < m < λ2 + λ, corresponding to classically allowed
transitions. More generally, for moderate to strong coupling there are broad regions in them,m′
plane, bounded by the so-called Franck-Condon parabola, where vibration-assisted transitions
have significant amplitude. These finite amplitudes for transitions to a range of vibrational states
make the coherence between all pairs of these states important for the fourth order calculation,
even though they are non-degenerate (on the scale of the tunneling broadening), i.e., there are
many non-zero elements of Wdn and Wnd in (72).
Here we are interested in transport close to a charge degeneracy point, accounting for the
fact that the charging energy together with the confinement-induced level-spacing typically con-
stitute the largest energy scales in SMTs. We therefore restrict the model to electronic states
with charge N = 0, 1, equivalent to taking U → ∞ in Eq. (96). In the absence of a magnetic
field ǫ↑ = ǫ↓ = ǫ. Without loss of generality we take ǫ = −αVG, where α is the gate coupling,
i.e., we associate ǫ = 0 with zero gate voltage. The tunneling matrix elements for an electron
tunneling onto the molecule are given by
T aa
′
rσ+ = δszσ
√
ρtrfmm′ , (99)
where the eigenstates are labeled by the quantum numbers a = (sz,m) in theN = 1 charge state
and a′ = (0,m′) in the N = 0 charge state, with sz denoting the spin-projection of the molecule
and tr the single-particle tunnel amplitude. We have everywhere used ω = 40T = 104ΓM,
where ΓM is the maximum SET rate, i.e., ΓM = Γ× max(|fmm′ |2) and Γ = 2πρt2L = 2πρt2R is
the pure electronic tunnel rate for symmetric coupling to the left and right electrodes. We set
the width of the conduction band to D = 250ω.
5.3 Intermediate coupling
The differential conductance as a function of gate and bias voltage is shown in Fig. 18 in the
case of intermediate electron-vibration coupling, λ = 1 in (a) and λ = 2 in (b). The edges of
the Coulomb diamonds correspond to transitions between vibrational ground states. Due to the
quantized nature of the vibration of the SMT, additional sharp peaks appear in the differential
conductance in the SET regime, associated with a change of the vibrational quantum number.
In the Coulomb blockade regime an inelastic cotunneling step appears, corresponding to
tunneling through the molecule while exciting one vibrational quanta. Due to the harmonic
spectrum, this makes every excited vibrational state for fixed N accessible through a sequence
of such tunneling processes: the molecular vibration is driven out of equilibrium. Each inelastic
process involves the virtual occupation of an adjacent charge state with an arbitrary vibrational
excitation number. Similarly, at V = kω inelastic cotunneling processes exciting k vibrational
quanta become possible. The corresponding second and third inelastic cotunneling steps are
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Fig. 18: Stability diagram close to the N = 0 ↔ N = 1 degeneracy point, for λ = 1 (a) and
λ = 2 (b). dI/dV is plotted on a logarithmic scale and the lower end has to be chosen positive,
preventing negative values from being correctly displayed, see e.g., white areas inside the SET
region in (a) which actually correspond to very weak negative differential conductance (NDC).
weakly seen for λ = 2, while, for the tunneling coupling considered here, the suppression of
the corresponding Franck-Condon factors renders them invisible for λ = 1.
Additionally, in Fig. 18(b) gate-dependent lines are seen inside the Coulomb blockade re-
gion. These correspond to SET processes starting out from an excited vibrational state, which
has previously been occupied by inelastic cotunneling processes (COSET) [39, 40, 210, 238,
217], in the context of inelastic electron tunneling spectroscopy (IETS) often referred to as
phonon absorption peaks, see Ref. [240] and references therein. There is in principle noth-
ing that prevents these processes from occurring also for λ = 1, but their signature is less
pronounced and not visible for the parameters chosen here. For even larger electron-vibration
coupling these features become more pronounced as discussed in the next section.
5.4 Cross-over to strong coupling
The results of the calculations for larger electron-vibration coupling are shown in Fig. 19, where
λ = 3 in (a) and λ = 4 in (b). The most obvious consequence of a large electron-vibration cou-
pling is the suppression of the low bias conductance. This Franck-Condon blockade stems from
exponentially vanishing overlap integrals (Franck-Condon factors (98)), between low-lying vi-
brational states [231, 223, 241], which is seen in Fig. 19 as a suppression of the degeneracy
point peak. In the case of an equilibrium vibrational distribution and lowest order transport
calculation, the current would increase exponentially with increasing bias voltage, until the
blockade is lifted at around V/2 = (λ2 − λ)ω = m, corresponding to the first large Franck-
Condon factor fm0. However, when the vibrational distribution is pushed out of equilibrium
by SET processes, this significantly enhances the current compared to the case of equilibrium
vibrations. Additionally, when next-to-leading order transport processes are taken into account,
which was done using the Golden-Rule T-matrix approach in Ref. [210] to study the strong
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Fig. 19: (a–b) Stability diagram for strong electron-vibration coupling, λ = 3 in (a) and λ = 4
in (b). For some values of the applied voltages the COSET processes result in closely spaced
positive and negative differential conductance peaks, corresponding to peaks in the current. (c)
Current as a function of bias voltage for λ = 3 along the dashed green line in (a), where the
COSET processes give rise to a step + peak feature. As the vibrational relaxation rate γ is
increased relative to Γ01 = Γ|f01|2 the peak vanishes, while the step remains. Inset: occupation
of the vibrational ground state of the N = 0 charge state, including also the result for λ = 4
without relaxation. (d) Sketch of lowest vibrational states in the N = 0, 1 charge states. An
example of a COSET process contributing to the step + peak in (c) consists of an inelastic
cotunneling process (blue arrows), followed by a SET process (black arrow) into the vibrational
ground state of the unstable charge state (N = 1). This may in turn relax by SET (red arrow)
to the vibrational ground state of the stable charge state (N = 0).
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coupling regime (λ = 4 and λ = 5), elastic and inelastic cotunneling processes change the
exponential suppression into an algebraic one. Cotunneling processes take place through high
lying virtual intermediate vibrational states (m ∼ λ2) which have a large overlap with the vi-
brational ground state, and the suppression of these processes is only algebraic with respect to
the energy of the virtual state, and therefore with respect to λ.
The lowest inelastic cotunneling step is clearly seen for both λ = 3 and λ = 4. Additionally,
we find an anomalous signature of COSET processes. For low bias voltage, just above the
inelastic cotunneling threshold, these processes give rise to positive differential conductance
(PDC) features, i.e., current steps, showing up as blue lines in Fig. 19. However, at larger bias
voltages for λ = 3 we observe pairs of white and blue lines, corresponding to closely spaced
lines of positive and negative (NDC) differential conductance (see note on logscale in caption
of Fig. 18). The nature of these line-pairs is more clearly seen in the current as a function of
bias voltage, see red solid curve in Fig. 19(c): COSET gives rise to a step in the current and,
surprisingly, superimposed on it a peak. Such a peak has not been reported previously to our
knowledge and represents the central result of this section. We point out that all signatures
in the current depend on a complicated interplay of a multitude of transport processes, also
involving coherent superpositions of vibrational states. However, basically the peak arises due
to a competition between leading and next-to-leading order transport processes and is closely
related to the non-equilibrium vibrational distribution. This becomes clear from the inset of
Fig. 19(c) where we show the occupation of the vibrational ground state of the N = 0 charge
state for bias voltages around the peak. Although many vibrational excitations are involved, the
sketch in Fig. 19(d) gives an indication of the types of relevant tunneling processes. As the bias
voltage exceeds the vibrational level spacing, inelastic cotunneling (blue arrows in Fig. 19(d))
starts to deplete the ground state in favor of higher lying vibrational states in the N = 0 charge
state (the first excited vibrational state acquires almost all of the probability lost in the inset of
(c)). Cotunneling processes starting from the excited states now give a significant contribution
to the current which slowly increases with voltage. As one approaches the threshold for COSET
from below, the current sharply increases as relaxation of these excited states into the N = 1
states by SET (black arrow) becomes energetically allowed with large rates. If the FC-blockade
is not fully developed, a SET process starting from N = 1 into the N = 0 ground state may now
follow with a larger rate than the inelastic cotunneling rate depleting the ground state, enhancing
its occupation. As the voltage moves through the COSET resonance this feedback increasingly
suppresses the contributions from cotunneling processes starting from excited states, thereby
suppressing the current. As a result a thermally broadened peak occurs on top of the current
step in Fig. 19(c). More generally, such peaks appear when cotunneling processes start to
become significant (λ not too small) and compete with SET processes, not fully suppressed by
Franck-Condon blockade (λ not too large).
The effects of relaxation of the vibrational distribution due to a coupling to a dissipative
environment, i.e., to substrate phonon modes, now has an interesting effect: as it is increased, at
first it only suppresses the peak by disrupting the above competition. To illustrate this we have
included a relaxation rate on a phenomenological level through an additional rate matrix Wrelax.
This matrix is calculated in the same way as the tunneling rate matrix W, by performing an
analogous perturbation expansion in the coupling to the dissipative bath γ, with the difference
that the bath operators are bosonic rather than fermionic. However, we here restrict ourselves
to the limit of weak coupling to the bath, γ ≪ Γ, in which case we can stop this expansion
at lowest non-vanishing order, analogous to Ref. [29], and incorporate the result in the fourth
order electronic rate matrix W(4)dd . We emphasize that such a simplified treatment becomes
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invalid as γ ∼ Γ since this requires treating coupling to the electron and phonon reservoirs on
an equal footing. The results for finite γ is shown in the green dashed and blue dotted curves in
Fig. 19(c). The step only vanishes when γ > Γ01 = Γ|f01|2 (not shown), causing the first excited
vibrational state to always relax before being emptied by SET. The peak on the other hand
depends on allowing several cotunneling processes to take place between relaxation events,
and is thus much more sensitive to the coupling to the bath, thereby providing an accurate
experimental probe of the strength of the dissipative coupling. Additionally, since it only occurs
within a range of λ ∼ 2− 3 it also reveals information concerning the strength of the electron-
vibration coupling.
For λ = 4, we find qualitatively similar results as presented in Ref. [210]. The degeneracy
point is almost completely invisible due to the strong Franck-Condon blockade and the COSET
processes do not give rise to peaks, but rather to PDC lines at low bias. The NDC lines seen
at higher bias running perpendicular to the Coulomb diamond edges occur already in a lowest
order calculation within the SET region [223]. These NDC lines are seen to continue into
the Coulomb blockade region in our next-to-leading order calculation and are of a different
origin. The absence of peaks at low bias is due to the fully developed Franck-Condon blockade,
suppressing SET between vibrational ground states, thereby breaking the feedback mechanism
which generates the peaks. The pink, fine dotted line in the inset of Fig. 19(c) shows the ground
state occupation for λ = 4, γ = 0. It is clearly seen that, in contrast to the λ = 3 case, the
ground state does not become fully occupied above the threshold for COSET.
5.5 Conclusions
In this chapter we have studied a molecular transistor coupled to a localized vibrational mode
and shown that the signatures of cotunneling-assisted single-electron tunneling become more
pronounced as the strength of the electron-vibration coupling is increased. In the cross-over to
strong electron-vibration couplings, these COSET processes were shown to give rise to current
peaks in the Coulomb blockade regime, which signal a non-equilibrium vibrational state of the
molecule. Their occurrence thus provides an indication of the strength of the electron-vibration
interaction. Since these peaks depend sensitively on an additional coupling to a dissipative bath,
they also provide a way to experimentally estimate this coupling strength, γ, and thereby the
important Q-factor (Q = ω/γ).
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6 Pumping of vibrational excitations in the Coulomb block-
ade regime in a suspended carbon nanotube
Building on the results of chapter 5, this chapter discusses recent experiments on suspended car-
bon nanotube single-electron transistors, showing gate-dependent excitations in the Coulomb
blockade regime associated with the quantized longitudinal ”stretching” mode of the nanotube.
Calculations using a simplified description of the vibrational mode, as well as an excited elec-
tronic state, reproduces the interesting characteristics of the experimental data. This material
has previously been published in Ref. [143].
6.1 Introduction
Just as single molecules, single wall carbon nanotubes (SWCNTs) constitute an interesting sys-
tem for the study of coupling between vibrational modes and electronic transport. Both bulk
beam mechanics [137, 138] and quantization of phonon modes [139, 141, 144] have already
been demonstrated. Low-temperature Coulomb blockade spectroscopy on quantum dots formed
within the nanotube [121, 122] has led to a well-developed understanding of the electronic struc-
ture of SWCNTs [242, 243, 244]. In suspended SWCNT quantum dots, transport spectroscopy
has also revealed the Franck-Condon effect [231], where the quantized vibrations of the nan-
otube become visible in SET at finite bias. A large electron phonon coupling [141, 144], and
first indications of vibrational phenomena in cotunneling have been observed [144, 135].
Here we discuss recent low-temperature transport measurements on a suspended CNT quan-
tum dot system. We observe signatures of non-equilibrium population of the quantized mechan-
ical oscillations in the transport spectrum, revealed by COSET. The non-equilibrium occupa-
tion is enhanced (”pumped”) by cotunneling processes involving an excited electronic state.
Detailed models are discussed which explain the observations.
Since this chapter contains discussions of and comparisons to experimental results, we re-
frain from using natural units.
6.2 Experimental results
The basic device geometry is sketched in Fig. 20(a), see Ref. [143] and references therein for
details about fabrication and measurement techniques. Measurements were performed in a
dilution refrigerator with a base temperature TMC . 20mK and an electron temperature Tel ≃
100mK. Figure 20(b) shows the differential conductance dI/dVSD as function of back gate
(substrate) voltage Vg and bias voltage VSD of one particular suspended nanotube quantum dot.
This sample has a lithographically designed length of l = 250 nm, and was – from transport
measurements as in Fig. 20(b) – identified to be a semiconducting nanotube with a band gap
of Eg = 200meV. Band gap energy and device length lead to a predicted energy scale of
∆E ≃ 6meV of orbital electronic excitations [244]. In the measurement of Fig. 20(b), the
basic structure of diamond-shaped Coulomb blockade regions with a fixed trapped charge, as
expected for a single quantum dot, is clearly visible. Since the band gap position is known, we
can identify the charge states as Nh = 1 and Nh = 2, respectively.
Figure 21(a) displays a detail measurement of the SET region with 1 ≤ Nh ≤ 2 at low neg-
ative bias, and the adjacent Nh = 2 Coulomb blockade region. A rich spectrum of equidistant
excitation lines with positive slope, corresponding to excitations of the Nh = 1 system (see e.g.,
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Fig. 20: (a) Side view drawing of the sample geometry. (b) Overview stability diagram of
the nanotube quantum dot system in the few-hole region (1 ≤ Nh ≤ 2, with Nh = 0 and
Nh = 3 visible at the edges of the plot). dI/dVSD is plotted on logarithmic color scale, negative
differential conductance is plotted white. In the Coulomb blockade regions, the number of
trapped valence band holes Nh is indicated.
Ref. [244]), is found in SET. This is also detailed in the enlarged plot of Fig. 21(b) (see ar-
rows). Figure 21(c) shows the corresponding excitation energies as function of line number (no
clear features can be identified in the data at the positions expected for lines 4 and 10; this may
e.g., be due to electronic transitions shadowing the vibrational effects in transport). We assign
these excitations to a harmonic vibration whose frequency is ~ω = 0.425meV± 0.004meV, in
good agreement with the bulk mechanics prediction of ~ωvib = 0.44meV for the longitudinal
vibration mode of a 250 nm long nanotube segment [141]. In addition, the data of Fig. 21(a–
b) reveals three faint excitation lines with negative slope (i.e., Nh = 2 excitations), marked by
three black arrows and separated by approximately 0.7meV. It is difficult to confirm a harmonic
spectrum because of the faintness of the three lines.
Figure 21(d) enlarges the region outlined in Fig. 21(a) by a black dashed rectangle, plotting
the differential conductance in logarithmic color scale. Here, Coulomb blockade stabilizes a
total charge of Nh = 2 holes on the nanotube, suppressing SET, but a pattern of gate-dependent
excitation lines, parallel to the edge of the SET region, emerges. Their relative excitation ener-
gies are plotted in Fig. 21(e). A regular spacing corresponding to a harmonic oscillator energy
of ~ω = 0.810meV± 0.025meV is visible, close to the above mentioned energy scale 0.7meV
of the Nh = 2 excitations in SET.
The most straightforward explanation for these lines is that they correspond to COSET.
Their presence thus indicate that the tunnel rate Γ is comparable to or larger than the energy
relaxation rate γ to the ground state. In general, COSET processes can involve intrinsic (e.g.,
orbital) excitations of quantum dots as well as vibrational states. Here, as opposed to the mea-
surements of Ref. [40], the highly regular excitation spectrum observed in Fig. 21(d) strongly
indicates a vibrational origin. The vibrational COSET lines are related to the two-hole charge
state vibrational excitations seen in SET with negative slope. Their presence strongly suggests
storage and subsequent release of energy in the vibrational mode, in contrast to the common
assumption that vibrational relaxation is fast and that the mechanical system is predominantly
found in its ground state.
A particularly interesting feature of the measurement of Fig. 21(a–e) is that the COSET lines
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Fig. 21: (a) Stability diagram in the region where the nanotube is charged with 1 ≤ Nh ≤ 2
holes (linear color scale). (b) Detail zoom of part of the SET region with 1 ≤ Nh ≤ 2, as
marked in (a), using a different color scale. In both (a) and (b), arrows point out line features
corresponding to excited states. (c) Excitation energies corresponding to the lines of enhanced
dI/dVSD in (a) and (b) with positive slope; the x-axis is the line number. The solid line is a
linear fit, resulting in an average energy difference of ∆E = 0.425 ± 0.004meV per line. (d)
Detail zoom of the Coulomb blockade region with Nh = 2, as marked in (a) (logarithmic color
scale). A white dashed line sketches the edge of the SET region. For better contrast, different
color scale ranges are chosen in parts of the plot. (e) Relative excitation energies for the line
features in (d), using the same parameters for position to energy conversion. A linear fit results
in ∆E = 0.810± 0.025meV.
can only be observed beyond a weakly gate-dependent threshold at VSD ≃ −4mV (marked X
in the plots), where the differential conductance is enhanced; i.e., they only occur at energies
higher than 4meV. The line feature marked with X in the measurements represents the onset of
an inelastic cotunneling current, corresponding to an electronic excitation of the quantum dot.
6.3 Model calculation
To understand the interplay between mechanical and electronic excitations we have performed
model calculations, illustrated in Fig. 22, using the theory developed in chapter 3 with kernels
calculated up to fourth order. The two-hole ground state and its vibrational excitations are the
origin of COSET lines as observed in the experiment. To demonstrate this idea, it suffices
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Fig. 22: Single quantum dot model reproducing the observed transport features: (a) Process
and energy level scheme, showing the lead Fermi levels, the accessible states within the quan-
tum dot, and tunneling and relaxation rates relevant for pumping the vibration mode into non-
equilibrium. For a detailed description of the panels and the rates Γ, Γ′, and γ′ see the text.
(b) Calculated stability diagram (logarithmic color scale), for the following parameters: vibra-
tional level-spacing ~ω = 810µeV, kT = 8.6µeV = 10~Γ′ = 103~Γ = 104~γ′ = 104~γ. The
tunnel couplings were chosen smaller than in the experiment to ensure a well-behaved pertur-
bation expansion. Vg is scaled with the gate coupling α. Arrows indicate the enhancement of
COSET at high bias.
to consider a model with several equidistant states A–E (see Fig. 22(a), panel (1)), which are
coupled with the same rate Γ to the one-hole ground state. In addition, an excited two-hole
state X supporting a current with rate Γ′ is introduced. Since the edge of the Coulomb diamond
becomes very broad in the experiment beyond this excitation, an estimate of the ratio of Γ and Γ′
based on the SET current is difficult. However, the strong signature of the inelastic cotunneling
line associated with state X indicates that Γ′ ≫ Γ. The result of a calculation based on this
model is shown in Fig. 22(b). The important characteristic of the experiment is reproduced:
COSET lines are strongly enhanced beyond the threshold for inelastic cotunneling connected
to state X (see arrows in Fig. 22(b)).
The appearance of a set of harmonic COSET lines at high bias can be explained by a sub-
tle interplay of electronic and vibrational excitations, with two coexisting paths. Figure 22(a)
illustrates these two paths; panels (1) and (2) for one and panels (1) and (2′) for the other. For
energies larger than the one of the inelastic cotunneling step at VSD ≃ −4mV a process involv-
ing two stages of inelastic cotunneling becomes possible: the first effectively excites the dot
from state A to state X (panel (1)), the second results in a transition from state X into one of
the states B-E (panel (2)). The rate for each such cotunnel process is ∝ ΓΓ′. Compared to the
low bias situation, this significantly enhances the population of the vibrational excited states
B-E, and thereby the visibility of the vibrational COSET lines, since without access to state X
the limiting rates for COSET are proportional to Γ2 ≪ ΓΓ′. Thus, while COSET lines can in
principle also be present at small bias (|VSD| < 4mV), beyond the inelastic cotunneling step
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Fig. 23: Alternative mechanism for obtaining a vibrational non-equilibrium occupation. (a)
Schematic side-view drawing detailing the possible formation of a small quantum dot beneath
one of the metallic leads. (b) Transport processes for this ”double quantum dot” case: addi-
tional ”cotunneling” processes through the main quantum dot are enabled when the small dot
enters the energy window given by VSD (see text), enabling it to be occupied by SET processes.
they appear more pronounced: The strongly coupled excited state pumps the vibrational mode
out of equilibrium, enhancing its population.
The second path that increases the occupation of the vibrationally excited states B–E in-
volves direct relaxation of state X (panel (2′) in Fig. 22(a)) with a rate γ′. As the precise experi-
mental value of γ′ is unknown, we have verified that the qualitative result that the COSET lines
are strongly enhanced beyond the inelastic cotunneling step connected to state X persists for a
large range of this parameter. An important further qualitative conclusion from the observation
of COSET features is that relaxation from states B–E into the two-hole ground state A (rate γ)
in the experiment can not be faster than the rate for SET out of the quantum dot (γ . Γ).
6.4 Double dot scenario
The model calculations nicely reproduce the COSET features in the experimental data, suggest-
ing that indeed the relevant model has been identified. However, an alternative scenario can not
be completely ruled out. The vibrational mode could alternatively be pumped by an electronic
ground state of a second, smaller quantum dot forming within the nanotube, e.g., beneath one of
the contact electrodes, as drawn in Fig. 23(a). Due to the close proximity to one of the contacts,
the small quantum dot might have a much weaker gate coupling. Local distortions and curving
edges in the measurement of Figs. 20 and 21 may be taken as a hint of such a scenario, as has
also been reported in Ref. [245].
Figure 23(b) illustrates the relevant transport processes for this ”double quantum dot” sce-
nario. The line of enhanced differential conductance marked in Fig. 21 with X now describes
the alignment of the ground state of the smaller dot with the drain lead chemical potential. It
can then be occupied by a SET process as sketched in Fig. 23(b). What can be thought of as
inelastic cotunneling through the main dot may follow, leading to the occupation of an excited
vibrational state. Although the origin of, and tunneling processes associated with, state X differ
from the first scenario, the main effect is the same: state X pumps the vibrational mode through
consecutive tunneling events, which can subsequently relax by SET processes.
The ”double dot” model is somewhat similar to the model discussed in chapter 9 (although
there are no signs of vibrational excitations in that case and the suggested physical origin of the
small quantum dot is different).
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6.5 Frequency doubling
An intriguing feature of the measurement that has not been discussed so far is that the vibra-
tional frequency in the Nh = 2 charge state, as measured both from SET and COSET lines, is
approximately twice as large as that in the Nh = 1 charge state, seen as SET features only. This
difference does not affect the pumping mechanism. It is possibly related to the fact that the ob-
served quantum dot is in the few-carrier regime – in contrast to previous work on longitudinal
phonon excitations in carbon nanotubes [141]. Whereas tension only affects the longitudinal
mode via higher-order effects [141], the transition from e.g., one to two trapped holes involves
a distinct spatial redistribution of charge along the nanotube [242]. This strongly affects the
electrostatic force distribution, which makes variations of vibration mode energies and mode
shapes likely. As shown in Ref. [141], the coupling to the lowest symmetric vibrational mode
of the nanotube may vanish for a charge distribution localized at the center of the nanotube.
In general one may thus expect that the excitation of different modes depends strongly on the
charge state, as we observe in the experiment.
6.6 Conclusions
In conclusion, cotunneling-assisted single-electron tunneling resonances were observed in the
transport spectrum of a suspended carbon nanotube quantum dot, but only above a high bias
voltage threshold. Model calculations showed that such effects can be induced by an excited
electronic state, pumping the vibrational mode out of equilibrium. An alternative explanation
involving an additional smaller quantum dot can not be completely ruled out. The pumping
mechanism offers a perspective for electric control of quantized mechanical motion in nanoscale
transistors by employing the interplay with electronic degrees of freedom.
Finally, the experimental observation of vibrational COSET resonances allows to establish
a lower boundary for the quality factor of the longitudinal mechanical mode [238] (the same
holds for the alternative double dot scenario). The tunnel current at the edge of the low-bias
Coulomb blockade region (|VSD| < 4mV), I ≃ 1 nA, provides an approximation for the SET
rate Γ. For COSET to be visible, the lifetime of vibrational excitations must be larger than the
corresponding timescale τ ≃ 0.16 ns. With the vibrational energy ~ω = 810µeV, one obtains
Q & τ × ω/2π = 31. Since we observe several sidebands, a higher value for Q is more likely
than this lower boundary, depending on the specific relaxation processes.
Pseudo Jahn-Teller dynamics 75
7 Pseudo Jahn-Teller dynamics in single-molecule transistors
This chapter deals with vibration-assisted transport, where we account for the internal structure
of the molecule. This introduces substantial complexities compared to chapters 5 and 6. We
study transport through a molecular dimer, where each monomer can be locally distorted. Thus,
we have to account for at least two vibrational modes, and additionally the electronic degree of
freedom, i.e., the delocalization of an excess electron over the dimer. This results in a break-
down of the standard Born-Oppenheimer separation of electronic and vibrational degrees of
freedom and we predict observable transport effects related to this. The material of this chapter
has previously been published in Refs. [222, 235].
7.1 Introduction
Fundamental to nearly all theoretical works on vibration-assisted transport is the adiabatic Born-
Oppenheimer (BO) approximation, where one separates the timescales of the fast electronic
motion from the slow dynamics of the nuclei. The transport is then governed by the Franck-
Condon principle, as discussed in chapters 5 and 6. A novel aspect of molecule-based NEMS
is that they may display strong vibronic effects (distinct from vibrational) due to the non-trivial
coupled quantum dynamics of the electronic and nuclear degrees of freedom, see Ref. [246] for
a review. Here the Born-Oppenheimer separation of the time-scales for the nuclear and electron
motion breaks down. The system is only adequately described by so-called vibronic states, in
which the coherent coupling renders the concept of electronic and nuclear motion meaningless.
The most prominent and well studied vibronic effect is the dynamical Jahn-Teller (JT) effect,
which occurs in molecules where the electronic ground state is degenerate due to a high spa-
tial symmetry of the static nuclear framework of the (non-linear) molecule. In such systems,
there always exists [247] a vibrational coordinate along which a static distortion will lower the
molecular symmetry and lift the degeneracy. However, in a single molecule, the distortions
are dynamical and the electronic degeneracy is transformed into a vibronic degeneracy, i.e., of
the quantum-mechanical molecular eigenstates. Recently, the selection rules encoded in these
molecular eigenstates (related to the high symmetry) were predicted to block electron transport
through a JT active molecule [220]. An important question now is how to distinguish such
vibronic blockade from spin- [248], magnetic [31] or Franck-Condon [223] blockade effects.
Another issue is that the BO-approximation breaks down even when electronic levels only come
close in energy (on the order of a few vibrational energy spacings). This is referred to as the
dynamical pseudo Jahn-Teller (pJT) effect and occurs in many molecular systems [246]. A
generic problem where it occurs is in determining the degree of delocalization of an excess
electron in molecular mixed-valence compounds [249], which is fundamental to the classifi-
cation by the Robin-Day scheme in physical chemistry [250]. The dynamical pJT effect is
relevant in any system where electrons become delocalized over multiple similar centers, while
local vibrational modes couple to the charge on the centers. Molecular dimers, being of recent
experimental interest [251, 91], constitute a basic system which may exhibit this effect. Such
a system may be called “molecular double quantum dot”. However, due to the vibrations and
the pJT effect its transport properties dramatically deviate from semiconductor double quantum
dots. More generally, such mixed-valence effects are important in functional nanosystems such
as metal-organic supramolecular arrays [252] and polyoxometalates, see e.g., Ref. [253].
In this chapter, we predict transport signatures of the pJT dynamics of a molecular dimer
transistor, which markedly differ from those due to the Franck-Condon effect, allowing the
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breakdown of the Born-Oppenheimer principle to be identified experimentally. We find charac-
teristic non-linear conductance peaks with a sharp dependence of their position, magnitude and
sign on the electro-mechanical parameters of the molecule.
7.2 Model
We consider a dimer molecule consisting of two identical monomers, labeled by i = 1, 2. Each
monomer can vibrate along its individual totally symmetric (“breathing”) mode Qi about the
potential minimum at Qi = 0 with frequency ω. Each monomer also accommodates one elec-
tronic orbital state, |iσ〉, for an excess electron with spin projection σ that can tunnel to the
other monomer with amplitude t via a mechanically stiff bridging ligand. It thereby signifi-
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gap = 2t
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Fig. 24: (a) Sketch of a dimer molecule trapped in a nanogap between two voltage biased
electrodes, Vb = µL − µR, and capacitively coupled to a back-gate (not shown) at voltage
Vg. The monomers (blue) can vibrate along the local totally symmetric breathing mode and are
connected by a mechanically stiff bridge (not shown). (b–c) Adiabatic potentials Wg and We for
the symmetry-breaking molecular distortion Q− (full lines) and harmonic expansions around
Q− = 0 (dashed lines) for (b) weak (λ = 0.7, t = 2.15ω) and (c) intermediate strength of the
pJT effect (λ = 1.93, t = 2.15ω).
cantly distorts the occupied monomer along coordinate Qi due to a change of the bond-lengths
(cf., Fig. 24(a)). The resulting shift of the potential minimum is √2λ, expressed in units of
the zero-point motion energy of the vibration of the undistorted monomers. Thus λ is the di-
mensionless electron-vibration coupling (cf., chapter 5). This model applies, for example, to
a mixed-valence molecule, where the monomers are metal-ions (zero spin) with a surrounding
shell of ligand atoms. Because of its coupling to the presence of the hopping excess electron,
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the local distortion of the monomer is dragged along by the electron and becomes similarly
delocalized over the dimer. This results in coherent electro-mechanical motion and the break-
down of the Born-Oppenheimer separation. The central quantity controlling the character of
the molecular states is the delocalization energy t relative to the coupling λω to the localized
distortion. We note that in Ref. [218], the opposite case of stiff monomers and a distorted bridge
was considered, requiring only a single mode to be considered, whereas here we account for
two vibrational modes and their interplay. Also, below we consider transport up to high bias
Vb ∼ 4t, in contrast to [188].
When the size of the nanogap is varied, which is possible in a mechanically controllable
break-junction, the intra-molecular hopping, t, will change. This allows for an in situ change of
the character of the molecular state. In principle, changes in ω and λ may also occur, but they
do not alter the results qualitatively and can safely be neglected.
We assume charging effects (Coulomb blockade) to be strong enough that only two molec-
ular charge states participate in transport processes, which we label by the number of excess
electrons on the molecule N = 0, 1. The Hamiltonian HN for the molecule in charge state N ,
written in the molecular vibrational coordinates Q± = (Q2 ±Q1)/
√
2, then reads
H0 =
∑
j=±
1
2
ω
(
P 2j +Q
2
j
) (100)
H1 = H0 − λωQ+ + λωQ−(n1 − n2)
+t
∑
σ
(d†1σd2σ + h.c.) (101)
where d†iσ creates an electron in state |iσ〉 and ni =
∑
σ d
†
iσdiσ is the occupation operator. The
symmetric coordinate, Q+, corresponds to the monomer vibrating in phase, i.e., the molecular
breathing mode where the molecule as a whole changes its size. It couples to the total excess
charge, N , of the molecule, resulting in a simple shift of the potential surface along Q+ by an
amount λ (linear term in Eq. (101)), resulting in standard Franck-Condon transport effects. In
contrast, the anti-symmetric mode, Q−, corresponds to the monomers vibrating with opposite
phase. If an excess electron is present, this molecular shape distortion couples to the internal
charge imbalance n1−n2. Due to the intra-molecular tunneling, t, the Hamiltonian (101) mixes
electronic and vibrational states of the mode Q− prohibiting a factorization of the molecular
wave function into a Q−-vibrational and an electronic part. We thus need vibronic states to
describe the excess electron and the pJT-active mode:
|m−, σ〉 = |χ1m−〉|1σ〉+ |χ2m−〉|2σ〉, (102)
Here m− denotes the vibronic quantum number for the joint electron-vibration (Q−) system:
distinguishing these systems is fundamentally impossible due to the quantum coherence. Find-
ing the vibrational coefficients |χim−〉 in the molecular vibronic eigenstates requires diagonal-
ization of the Hamiltonian (101), which has to be done numerically. The Hamiltonian (100)
describing the uncharged molecule can on the other hand be diagonalized exactly with the trans-
formation (94–95) described in Sect. 5.2. Despite the breakdown of the BO-approximation, it
is instructive, e.g., for interpreting the energy spectrum, to consider the adiabatic potentials for
the Q− vibrations, obtained by neglecting the nuclear kinetic energy operator (P− → 0) in
Eq. (101) and to find the electronic eigenstates as function of Q−, while neglecting Q+. The
resulting electronic energies are the ground (g) and excited (e) adiabatic Q−-potential for the
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vibrations
Wg,e(Q−) =
1
2
ωQ2− ∓
√
(λωQ−)2 + t2, (103)
which are sketched in Fig. 24(b–c). However, as we will discuss later, the breakdown of the
BO-approximation may render these potentials meaningless.
7.3 Transport calculation and results
The transport setup is sketched in Fig. 24(a). The molecular (dot) Hamiltonian is specified by
(cf., Eq. (14))
H =
∑
N=0,1
XNHNXN − αVgN, (104)
where XN projects onto states with charge N . We denote by T ir the amplitude for tunneling
between electrode r and monomer i = 1, 2. We consider a linear arrangement as sketched
in Fig. 24(a) by assuming T 2L = T 1R = 0 and, for simplicity, symmetric coupling T 1L = T 2R =√
Γ/(2πρ). Here we are interested in the weak-coupling limit and therefore, in contrast to chap-
ters 4 – 6, only consider contributions up to second order in the tunneling Hamiltonian when
evaluating the transport kernels. Due to the high symmetry, the model contain degeneracies
between states not associated with any selection rules (cf., Sect. 3.4) and coherences between
such states should in principle be included in the calculations (even if the secular approximation
is applied). We have however checked by explicit calculation that these coherences are not rel-
evant for the qualitative transport features and they are therefore neglected in all shown results.
Rather it is more important to take a large number of states into account (on the order of 1000
states).
In order to appreciate the breakdown of the BO separation, we first discuss a case where it
has approximate validity, i.e., the effect of the distortion of the monomers is sufficiently weak.
In Fig. 25(a) we show the differential conductance as function of the applied voltages. Many
excitations appear, involving the Q+ and/or the Q− mode, which are separated in bias voltages
by multiples of 2ω. The first of these excitations starts out at the marker (i) in Fig. 25(a). How-
ever, in contrast to usual Franck-Condon transport spectra [230, 223, 29], the Q− excitations are
weakened within the noticeable gap of 4t (due to exponentially suppressed overlap integrals of
classically forbidden transitions), and enhanced conductance peaks delimit the upper boundary
of the gap (starting out from marker (ii)). One can thus directly estimate the strength of the
delocalization of the excess electron from the transport spectrum.
Furthermore, the excitations spaced in Vb roughly by 2ω also have a detailed substructure of
a dense series of conductance peaks, for instance along the right edge of the transport region,
terminating at the marker (iii). The latter correspond to tunnel processes between Q− excita-
tions of the N = 0 and N = 1 ground potential with the same vibrational quantum number
m− = 0, 1, 2, . . .. For λ2ω ≪ t, the potential Wg(Q−) is approximately harmonic, but with
reduced frequency ωg/ω ≈ 1 − ωλ2/t due to the pJT interaction, see Fig. 24(b). Therefore
the resonances corresponding to different m− occur at slightly different positions [29]. The
equidistant energy spacings correspond to ω − ωg ≈ (λω)2/t ≪ ω. Similarly, above the gap
near marker (ii), a dense series of conductance peaks with negative Vg dependence indicates
that the upper adiabatic potential has a higher frequency ωe/ω = 1 + ωλ2/t. Using the gap
and features at (i)–(iii) in Fig. 25(a) one can thus estimate λ, t and ω from the transport data.
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Fig. 25: Stability diagram (Γ = 2.5 · 10−5ω, T = 4 · 10−3ω) for (a) weak pJT mixing (λ = 0.7,
t = 2.15ω) (b) moderate pJT mixing (λ = 1.93, t = 2.15ω). Inset: high contrast, dashed black
line marking the Vb − Vg trace taken in Fig. 26(a). For convenience the gate voltage is defined
such that Vg = 0 corresponds to the charge degeneracy point.
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Fig. 26: Signature of the pJT effect: anti-crossings as the intramolecular delocalization t is
varied due to a mechanical change of the nanogap size. (a) Evolution with t of the dI/dVb
trace along the line in the Vb, Vg plane marked in the inset of Fig. 25(b). (b) Evolution with t of
energies of the vibronic states for N = 1 (λ = 1.93), with the harmonic Q+-vibration energies
subtracted. The green (dashed) / red (solid) color indicates positive / negative parity. The
anti-crossing in the transport in (a) corresponds to the marked anti-crossing around t ≈ 2.3ω
and E1− ≈ 5ω. (c) Evolution with t of the vibrational parts χ1m−(Q−) for m− = 9 and 10,
respectively. Due to the symmetry of the dimer, the vibronic state has definite molecular parity
π = ±, reflected by the property χ1m−(Q−) = πχ2m−(−Q−).
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For larger values of λ, the adiabatic potentials additionally become an-harmonic due to the pJT
interaction resulting in markedly non-equidistant spacing of the dense series of conductance
peaks.
The most dramatic effect of the pJT interaction is the breakdown of the BO separation for
stronger coupling λ. This occurs when excited states of the two adiabatic potentials We and Wg
come close in energy. These anti-crossings can be observed in the transport at high bias voltages,
Vb > 4t (cf., Fig. 24(c)), where the states of the excited adiabatic potential become accessible
as well. At a first glance, the transport spectrum in this case, shown in Fig. 25(b), seems
inextricably complex. However, clear signatures of the pJT effect are revealed when the nano-
gap size is varied and the intramolecular hopping t changes while the mechanical properties of
the monomers λ, ω remain fixed. In Fig. 26(a) we show the evolution of the dI/dVb trace taken
along the dashed black line in the inset of Fig. 25(b), as t is varied. Experimentally, such data
can be collected with techniques described in [80, 227].
Among the most pronounced dI/dVb resonances, those with a weak t-dependence one
would assign to highly excited vibrations in the lower adiabatic electronic state, Wg, whereas
those with a strong linear t-dependence would correspond to the lowest excitations in the up-
per adiabatic electronic state, We. The main difference in t-dependence stems from the gap,
2t, separating the adiabatic potentials (cf., 24(c)). This distinction is completely lost at the
anti-crossings visible in Fig. 26(a). The conductance anti-crossing at t ≈ 2.3ω maps out the
corresponding anti-crossing in the evolution of the vibronic energy spectrum with t which is
shown in Fig. 26(b). Strikingly, the sign of the conductance of the two anti-crossing transport
resonances is different. This directly relates to the large difference in the kinetic energy of the
nuclear motion of the two anti-crossing adiabatic electronic states. In Fig. 26(c) we show the
real space representation of vibrational components of the vibronic wave functions of the in-
volved states. The weakly t-dependent excitation has a rapidly varying wave function leading
to a small overlap with the vibrational ground state of the uncharged molecule. The occupation
of this state on average reduces the contributions to the current of other states, therefore leading
to NDC [29]. In contrast, the strongly t-dependent excitation is more similar in shape to the
vibrational ground state leading to a much larger overlap integral and therefore positive differ-
ential conductance. At the anti-crossing the strong pJT mixing causes the components of both
vibronic wave functions to rapidly vary. As a result the conductance peaks disappear in a narrow
range of t values in the anti-crossing region. Note that all other resonances, which follow from
the BO approximation and the Franck-Condon principle, smoothly depend on t, making the pJT
effect clearly stand out. Strikingly, the transport anti-crossings seen in Fig. 26(a) are replicas
of one and the same anti-crossing marked in Fig. 26(b), due to the simultaneous excitation of
the Q+ mode. This can be seen from both the voltage distance of the anti-crossings and the
identical t-dependence. Thus, interestingly, the pJT-inactive mode proliferates the violation of
the adiabatic BO separation in the transport. The many other anti-crossings in Fig. 26(b) result
in pJT resonances at different voltages (not shown), and comparison with these calculated levels
allows one to estimate the parameters. More generally, the effects exemplified above may be
expected whenever the pJT mixing is important, that is for minimal separation of the adiabatic
potentials on the order of the vibrational quanta, t ∼ ω, and moderate to strong coupling to the
distortion, λ > 1.
82 M. Leijnse
7.4 Conclusion
In this chapter we have shown for a minimal model exhibiting the dynamical pJT effect, that
the breakdown of the Born-Oppenheimer separation of the electronic and vibrational motion
in a molecular transistor leads to novel transport resonances which can be distinguished from
standard Franck-Condon effects. The combination of electrostatic gating and additional con-
trol of a molecular parameter is crucial to unravel such complex molecular transport processes
and demonstrate coherent electro-mechanical dynamics in molecule-based NEMS. Here we
suggested to mechanically modulate the hybridization in a molecular dimer in a gated mechan-
ical breakjunction. Interesting candidate devices are mixed-valence molecules with a moderate
degree of intramolecular delocalization of the excess electron, so-called Robin-Day Class II
systems. Their electron transport properties may shed new light on the fundamental issue in
physical chemistry of their classification by intramolecular charge transfer.
Finally, we remark that after the results presented here were first published in Refs. [222,
235], experimental evidence of the predicted anti-crossings were found [9], albeit in a different
setup. STM conductance measurements on oligothiophene molecules showed anti-crossings of
e.g., the LUMO and LUMO + 1 as a function of the molecular length (number of thiophene
rings). The energy scales involved suggests this to be associated with a pseudo Jahn-Teller
effect involving a stretching mode of the carbon–carbon bonds between the thiophene rings.
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8 Vibrational detection and control of spin in mixed-valence
molecular transistors
This chapter extends the model of chapter 7 to monomers with a localized spin that couples
to the spin of the excess electron. This induces a double-exchange interaction between the
monomer spins and the strength of the pseudo Jahn-Teller effect depends on the total molecular
spin. The material presented here has previously been published in Refs. [221, 235].
8.1 Introduction
As we have seen in previous chapters, a particularly interesting aspect of single-molecule de-
vices is the strong coupling of the electron current to the mechanical motion and the fully quan-
tum mechanical character of this motion. In addition, in molecular systems with magnetic ions,
the spin degree of freedom becomes important [30, 99, 254, 31, 255, 256], see also chapter 10.
Thus novel magnetic electro-mechanical effects are to be expected [257, 215]. Mixed-valence
molecules exhibit this interplay of quantum nanomechanics and spintronics. They are crucial
also as a building block for supra-molecular devices and serve as benchmark for such systems.
In a mixed-valence dimer, sketched in Fig. 27, an excess electron can be localized on either of
two equivalent metal ions with a local spin, thereby locally distorting the positions of the ligand
atoms coordinating the ion. The pronounced dependence of the delocalization, and hence of the
pJT mixing, on the total spin of the molecule arises due to local direct exchange interaction on
the ions (Hund’s rule), which favors the excess electron spin to be aligned with the ionic spin.
Simultaneously, in such molecules this spin-dependent kinetic energy gain is responsible for the
ferromagnetic double-exchange interaction [258] which competes with other types of exchange
interaction.
In this chapter, we present transport calculations for a model representative of a class of
mixed-valence molecules. We demonstrate that a single-electron transport current can both de-
tect and control the molecular spin due to the non-equilibrium nature of the vibrational motion.
As indicated above, this does not rely on weak spin-orbit effects, but rather on strong direct,
kinetic and double-exchange mechanisms. The pseudo Jahn-Teller dynamics shows up in pro-
nounced sets of vibronic conductance peaks which depend on the spin-values of the molecular
excitations. This provides a way to detect the spin without a magnetic field and probe the in
situ properties of a mixed-valence molecular transistor. Conversely, we show that the electronic
transport current induces non-equilibrium quantized molecular vibrations which drive a pro-
nounced population inversion among the spin-states. Such a molecule can thereby be switched
to a state with a well-defined charge and spin by adjusting the applied voltages. This vibration-
induced spin control arises from the interplay of spin and vibrations intrinsic to mixed-valence
molecules, which may open up new possibilities for detection of mechanical motion and dissi-
pation, magnetic switching and bistability.
8.2 Model
We study the non-equilibrium transport properties of a well-established model for mixed–
valence dimers from chemical physics, see [259, 249] and the references therein for detailed
discussions. The model describes the simplest type of molecule exhibiting the spin-vibration
interplay, consisting of two identical transition-metal ions, labeled by i = 1, 2. The crucial
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Fig. 27: Sketch of a mixed-valence dimer trapped between two electrodes, L,R. The gate
electrode is not shown.
new aspect compared to the model in chapter 7 is that the non-trivial dynamics of the Q− mode
depends on the relative orientation of the local transition-metal ion spins. The molecular Hamil-
tonian for N = 0, 1 excess electrons reads
HN = HNvib − JS1 · S2 − J(s1 · S2 + S1 · s2)−
∑
i=1,2
JHSi · si, (105)
where HNvib is given by Eq. (100–101). The intra-ionic Hund interaction, JH, couples the spin of
the excess electron
si =
1
2
∑
σ,σ′ d
†
iσσσσ′diσ′ , (106)
to the spin of the transition-metal ions, Si, where σ denotes the vector of Pauli-matrices and
si = 0 if no electron is present on ion i. Together with the intra-molecular tunneling, t, in-
corporated in the Hamiltonian through Eq. (101), the intra-ionic Hund interaction results in a
double-exchange splitting 2tS of eigenstates with total molecular spin S [258]:
tS
t
=
S + 1
2
2S1 + 1
≤ 1, (107)
where S1 = S2 denotes the spin-length of the equivalent ions (S1,S2). The result (107) for
the effective tunneling strength tS is obtained by expressing H1 in the electronic basis of total
spin eigenstates using vector coupling coefficients. In the semi-classical limit of large ionic
spins [258], S1 ≫ 1 (not considered further below), this reduces to tS/t = S/2S1 = cos(θ/2),
where θ is the angle between the two classical ionic spins. This makes clear that the kinetic
energy which can be gained by the excess electron is maximal for parallel ionic spins due
to the strong intra-ionic coupling and is suppressed by cos(θ/2), i.e., by the electron spin-
eigenfunction component quantized in the direction of the ionic spin. Importantly, in mixed-
valence molecules JH is much larger than the other energy scales, JH ≫ |J |, ω, t (typical values:
JH ∼ 1 eV, J, t ∼ 1–100 meV, ω ∼ tens of meV) [249, 260, 261]. This scale separation derives
from the intra-atomic origin of JH (direct Hund exchange), in contrast to the intra-molecular
processes involved in the exchange J and hopping t. We assume a ferromagnetic coupling,
JH > 0, i.e., a less than half filled ionic shell. The excitations where Si and si are aligned anti-
parallel can therefore be neglected. The Hamiltonian (105) also incorporates the intra-molecular
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coupling J of the spins of different ions. From hereon we take the length of the ionic spins to
be S1 = S2 = 1/2. The Hamiltonian for the charged molecule consists of an S = 3/2 and an
S = 1/2 diagonal block, with 2S + 1 sub-blocks on the diagonal, and is given by
H1S = H
1
vib|t=tS − 12JS(S + 1) + const. (108)
This makes explicit the interesting property of mixed-valence molecules, that the strength of
the pJT effect depends on the total molecular spin S [249] due to the competition between the
local distortion (coupling λω) and the effective delocalization of the electron (energy tS). For
N = 1 we numerically diagonalize the blocks separately for each spin state S to obtain the
molecular eigenstates, which are not of the adiabatic Born-Oppenheimer form. For N = 0 the
states trivially factorize in Born-Oppenheimer form, see Sect. 5.2.
8.3 Transport calculation and results
As in chapter 7, the molecular Hamiltonian is given by H = XNHNXN − αVgN and we also
here consider a sequential arrangement, i.e., T 1L = T 2R =
√
Γ/(2πρ) and T 2L = T 1R = 0. We
evaluate all transport kernels up second order in the tunneling Hamiltonian and (after verifying
that they are not crucial) neglect all coherences. Additionally, we account phenomenologically
for relaxation due to coupling to a dissipative environment (e.g., substrate phonons). As in
chapter 5 this is done by lowest order perturbation theory in the coupling to the bosonic bath,
but here we additionally account for an energy-dependent density of states (rate γs(v)(E) =
γs(v)0 · (E2/ω2)) for transitions between states with equal spin (γv0) and different spin (γs0). The
latter relate to spin-orbit coupling effects and are therefore assumed to be much smaller than the
former, γs0 ≪ γv0 . The strength of the spin-allowed relaxation of course depends on the type of
the molecular vibration mode and the junction substrate. For examples and discussion of very
slow relaxation in the context of photon-tunneling in single-molecule junctions, see [262] and
the references therein.
8.3.1 Spin-dependent pseudo Jahn-Teller effect - identifying spin values.
The differential conductance as function of the applied voltages is shown in Fig. 28(a), us-
ing a set of parameters representative for mixed-valence dimers with weak electron-vibration
coupling and ferromagnetic intra-molecular coupling: J = 2.9ω, t = 1.5ω, λ = 0.5. The trans-
port spectrum displays a number of sharp, well-separated resonance lines, which are “dressed”
by many more lines with small separations. Two pronounced pairs of excitations appear, cor-
responding to the S = 1/2 and S = 3/2 spin-multiplets which are split due to the intra-
molecular coupling J (cf., Eq. (108)). Each multiplet is split approximately by twice the spin-
dependent intra-molecular tunneling tS , leading to a double-exchange gap which is reduced
by a factor 2 for the S = 1/2 state (t1/2 = t3/2/2, see also Fig. 28(b)). More generally,
the spin parameters can be determined from the ratios of the intra-molecular splittings giving
tS/tS−1 = (S + 1/2)/(S − 1/2). A central result of this work is that an independent check of
this assignment of the spin is provided by the vibronic lines “dressing” the above excitations.
This type of excitations arises when the shape of the vibrational potentials have a significant
charge dependence, see Ref. [29] and discussion in Sect. 7.3. Here their occurrence indicate a
significant pJT mixing in the N = 1 charge state which changes the frequency and additionally
induces anharmonicity in the effective adiabatic potentials. If the pJT effect is weak (as for
S = 3/2), these potentials are approximately harmonic in both charge states, and the spacing
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Fig. 28: (a) Stability diagram (J = 2.9ω, t = 1.5ω, λ = 0.5, Γ = 9 · 10−4ω, γv0 = 3.2 · 10−3Γ,
γs0 = 10
−4Γ, T = 10−2ω). The double-exchange coupling leads to a spin-dependent gap
size of the vibronic spectrum (see arrows). The spectrum of S = 3/2 is harmonic (signalled by
equidistant resonance lines of small energy separation), while the one of S = 1/2 is anharmonic
(non-equidistant lines). (b) Sketch of energy spectrum: The spin-multiplets are split due to the
intra-molecular coupling J . For N = 1, each spin-multiplet is split again by approximately
twice the spin-dependent intra-molecular tunneling, tS , due to the pJT effect. Vibrational /
vibronic excitations are omitted for clarity.
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between these lines (that are due to transitions between excited vibrational and vibronic states)
is even and equals the small frequency difference. For a stronger pJT effect (S = 1/2) the poten-
tial in the N = 1 charge state becomes anharmonic and the lines are unevenly spaced. Clearly,
in Fig. 28(a) the ”dressing” of the lower pair of lines is more evenly spaced than the upper set
of lines, confirming the assignment of high spin state at low energy. Here we merely note that
a detailed analysis of the pJT transport resonances allows the electro-mechanical parameters
tS, λ, ω to be determined quantitatively, by reading off the voltage positions of the resonances.
Also, we have invoked an adiabatic picture for the interpretation, which as we know from chap-
ter 7 has only an approximate validity, and some qualitative transport effects violate it. The
spin identification works very well for t > λ2ω, i.e., when the pJT effect is weak to moderate
(for |J | & t the resonances of the two spin-multiplets can be considered as separate). Thus the
intra-molecular ferromagnetic coupling is revealed by the transport spectrum at zero magnetic
field, by double-exchange and vibronic effects. Finally, we note that the energy average of the
total S multiplets split by double-exchange follows J S, providing a third, independent check
of the spin value assignment.
8.3.2 Current blockade and spin switching.
For a wide range of parameters, the model exhibits a second, even more striking effect, exem-
plified for J = 0.5ω, t = 5.0ω, λ = 1.5 in Fig. 29(a). At low energies, the current is stepwise
reduced when going deeper into the SET region (NDC, blue lines in Fig. 29(a)). Simultane-
ously, the occupation of the molecular state with zero spin and no vibrational excitations grows,
reaching over 90% (see Fig. 29(b)). Within this region the current is strongly suppressed due to
the pronounced population inversion that stabilizes the charge to N = 0 and the spin to S = 0.
This vibration-induced spin-blockade provides another indication for the spin properties of the
mixed-valence molecule and additionally allows the spin to be controlled electrically. The ef-
fect is readily understood by considering the non-equilibrium vibrations induced by the electric
current. First we note that in the low-bias region where the spin-blockade occurs, the direct
transition by electron tunneling from S = 1 → S = 1/2 is energetically not yet possible and
the transition S = 0 ↔ S = 3/2 is generally forbidden by spin selection rules (∆S = ±1/2).
Now consider an electron which has just enough energy to excite a vibrational, Q+, (or vi-
bronic, Q−) quantum, when entering / leaving the molecule (N = 0 ↔ 1). If the molecule
does not immediately relax it can accumulate more quanta in subsequent tunneling processes
as sketched in Fig. 30. Eventually, when a sufficient amount of vibrational energy has been
accumulated a low energy electron can be assisted to excite the molecular spin-system. This
tunnel process brings the molecule to a lower spin state with S = 1/2. Finally, the molecule
can relax to the S = 0 state by a single tunnel process in which the excess energy is dissipated
into the electrodes. Now the molecule is trapped in a state with fixed charge N = 0 and spin
S = 0 and the current is suppressed: neither the S = 3/2 states (due to the spin selection rule)
nor the S = 1/2 state (due to the low bias voltage Vb < (J + t) − 2Vg and a strong Coulomb
interaction on the molecule) are accessible. Fig. 29(b) shows that the spin-blockade is lifted at
higher bias Vb ≈ (J + t) − 2Vg where the direct process back to S = 1/2 becomes possible,
thereby confirming the above mechanism.
Clearly, the vibration induced spin-blockade is expected to break down when the excited
spin state is too high in energy to be reached or when escape processes from S = 0 become
dominant already at low bias voltages. The escape processes, however, have to change the
spin by at least 1 quantum and are therefore parametrically weak, since they relate to spin-
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Fig. 29: (a) Stability diagram (J = 0.5ω, t = 5.0ω, λ = 1.5, Γ = 9 · 10−4ω, γv0 = 1.8 · 10−2Γ,
γs0 = 10
−4Γ, T = 10−2ω). (b) Current vs. Vb (red solid) at Vg = −0.2ω and occupation
probability of S = 0 multiplet with no vibrational/vibronic quanta excited (green dashed).
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Fig. 30: The energy spectrum of the N = 0, 1 charge states and the spin-blockade mechanism.
The line-style distinguishes the total spin values S of the states. The longer lines denote a
vibrational / vibronic ground state whereas the shorter ones are excited by at least one such
quanta. The molecule is “pumped” by a sequence of tunneling events, each time changing
the charge and exciting vibrational and / or vibronic quanta until the S = 1/2 spin state is
reached. From there, the molecule falls into the blocking state (S = 0 vibrational ground state)
via another tunnel process. Since the transition to S = 3/2 is forbidden by spin-selection rules,
S = 0 cannot relax and the current is strongly suppressed.
orbit coupling (γs0 ≪ γv0) or higher order tunnel processes. For instance, the phenomenological
spin-flip relaxation which we included is responsible for the small remnant current in the spin-
blockade region. Secondly, the blocking state has to be reached: the single-electron transport
current “pumps” the vibrational system (rate ∝ Γ) when the temperature is lowered below
the vibrational frequency ω (preventing thermal relaxation) and when the tunnel coupling is
sufficiently weak. It is thus crucial that the intra-molecular vibrations are not strongly damped.
However, relaxation rates can compete with the transport rates without destroying the vibration-
induced spin-blockade as long as the S = 1/2 state can still be efficiently reached using the
vibrations. For the results we present here this is indeed the case. Finally, cotunneling processes
are expected to affect both the access to and the escape from the blocking state. Although
possible in principle, a full fourth order calculation of this model is prohibited by the large
number of states required to describe the vibration-induced spin-blockade. Inspection of the
numerically calculated fourth order rates for a truncated spectrum however indicates that the
presented results are robust against perturbations due to higher-order tunneling. Importantly,
these processes can be suppressed by reducing the tunneling coupling by appropriate choice of
connecting ligand groups.
We note that we have here only discussed the case of ferromagnetic intra-molecular cou-
pling J . However, the vibration-induced spin-blockade is generic and also occurs for anti-
ferromagnetic coupling J < 0 provided that t > |J | and in this case leads to a stabilized excess
charge N = 1 and high spin S = 3/2.
8.4 Conclusions.
Using a representative model we have demonstrated that transport through a mixed-valence
molecular transistor entails an interplay of delocalized excess electrons, localized ionic spins,
ligand-shell vibrations and Coulomb blockade. For this class of molecules transport-induced
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intra-molecular vibrations depend on the total molecular spin. The vibrational energy can be
transferred to the spin-system at specific voltages, subsequently “locking” the spin, vibration
and charge in a well-defined state. The generic model, analyzed here in a non-equilibrium
situation, relates naturally to mixed-valence molecules [249] such as Ru2+,3+ complexes with
pyridine organic ligands of the Robin-Day class II or III. The effects predicted here provide
several bridges between NEMS and spintronic devices and applications in this direction can
be envisaged. Clearly, the predicted vibration-induced spin-blockade effect will be sensitive
to local magnetic fields, mechanical energy dissipation and spin-orbit effects and sensing ap-
plications involving these can be envisaged. Also, the blockade effect indicates slow transport
dynamics: this may be used in the context of switching and bistable operation of molecular
transistors by sweeping voltages non-adiabatically, with the new possibility of magnetic field
control due to the involvement of spin. Finally, from a chemistry perspective, transport mea-
surements provide unique insight in the degree of electron delocalization determining the key
properties of mixed-valence molecules embedded in an electric circuit. Thus the investigation
of complex mixed-valence systems as devices [263] proves to be an interesting new avenue in
single-molecule electronics.
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9 Transport via coupled states in a C60 peapod quantum dot
This chapter discusses recent experiments on carbon nanotubes filled with fullerene molecules.
Although these so-called ”peapods” have recently been studied intensively, the influence of the
fullerenes on transport through the nanotube remains debated. Here it is shown that anomalous
weakly gate-dependent resonances in the experimental data, which anti-cross with the standard
nanotube Coulomb diamonds, are likely to originate from hybridization of tube orbitals with
strongly localized states on the electrostatically shielded fullerenes.
9.1 Introduction
Since the advent [136, 145] of so-called peapod systems, i.e., a single-wall carbon nanotube
(SWCNT) filled with C60 molecules (or other fullerenes), there has been an ongoing experi-
mental and theoretical effort to clarify whether the presence of the C60s changes the electronic
properties of the SWCNT. Band structure calculations [264, 265, 266, 267, 268, 269, 270] have
suggested that the hybridization between the SWCNT and the encapsulated C60 molecules could
lead to an extra band crossing the Fermi-level in a metallic peapod, depending on tube-chirality.
The experimental evidence for such mixing between the two subsystems remains ambiguous.
After the first transmission electron microscopy images of the encapsulated molecules [136],
scanning tunneling microscopy (STM) has probed the modification of the electronic states of
the SWCNT by the presence of fullerenes [271]. These STM-data were rationalized in terms
of a semi-empirical model invoking a coupling between the SWCNT π-orbitals and the t1u
states of C60 of the order of 1.25 eV, thus suggesting a substantial hybridization of the two
subsystems. Later DFT calculations presented in Ref. [266] instead predicted a hybridization
strength of 0.1 eV and subsequent photoemission studies [272] have shown no evidence for
hybridization between C60s and tube. In Ref. [270] it was suggested that both hybridization and
charge transfer between SWCNT and fullerenes strongly depend on the tube diameter.
In low-temperature transport measurements of peapods prepared as three-terminal quan-
tum dots, the influence of the C60s on transport through the SWCNT remains inconclusive as
well. In Refs. [148, 149], it was concluded that the influence is minimal and peapod quantum
dots resemble dots made from empty SWCNTs. In contrast Refs. [273, 150] showed irregular
Coulomb diamond structures which were suggested to derive from the encapsulated C60 system,
but without clear evidence of direct hybridization between SWCNT and fullerene states. Since
there is no way to ascertain exactly which type of peapod is being measured, it is possible that
each of these experiments have probed peapods with rather different electronic structure. For
a consistent picture to emerge, more experiments on high-quality peapod samples are clearly
necessary. The question still remains whether the peapod system can provide new, interesting
and potentially useful functionality for nano-electronic circuitry. From a molecular electronics
perspective, the peapod system is also of more fundamental interest insofar as it represent a next
step in complexity when departing from the relatively well-characterized nanotube systems and
moving to more complex molecular units in a nano-transistor setup.
In this chapter we investigate a recent set of low-temperature transport measurements of
a peapod quantum dot device. As in Refs. [148, 149], well defined Coulomb diamonds are
observed, reflecting the discrete charging of the SWCNT. However, in contrast to Refs. [148,
149] and to similar measurements on empty SWCNT quantum dots, a systematic repetition
of anti-crossings is seen in a large number of consecutive charge states. We show that this
systematic feature must result from a hybridization between nanotube orbitals and a very weakly
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gated impurity state, associated with a large charging energy. Based on the feature-rich transport
spectrum we argue that there is a weak hybridization of the SWCNT with a nearby state on a
small section of C60-molecules residing close to one end of the peapod. However, it can not be
definitely ruled out that we are instead dealing with an accidental impurity outside the SWCNT,
possibly created by the violent acid and ultrasound treatment of the peapod. This does not
diminish the general importance of the transport signature of impurity states.
Since this chapter contains discussions of and comparisons to experimental results, we re-
frain from using natural units.
9.2 Experimental results
The device used in the experiment, including the electrodes separated by L ≈ 600 nm, is shown
schematically in Fig. 31(a) (see Ref. [148] for details of device fabrication). The transport
measurements were done at low temperatures down to 300 mK. Here we concentrate on a
single peapod sample exhibiting highly regular Coulomb blockade peaks in the region −10 <
Vg < 5 V. In Fig. 31(b–c), showing a part of this gate-range, a clear four-electron shell structure
appears, similar to that of empty SWCNTs [274, 275, 141].
Within an extended constant-interaction model [124, 141] the charging energy, EC, subband
splitting, δ, single-particle level-spacing, ∆E, Hund’s rule coupling, J and excess Coulomb
energy, dU , are estimated. The values vary somewhat with gate voltage, see Fig. 31(d). The
value for the single-particle level-spacing corresponds to a tube-length of some 670 nm, roughly
consistent with the lithographically defined source-drain spacing. Unlike the device measured
in Ref. [150], which also exhibited traces of a four-electron shell, the device studied here has
not been accidentally partitioned into smaller sub-systems, since all Coulomb diamonds ”close”
at zero bias. In Ref. [150], the presence of distinct gate voltage regions with rather different and
surprisingly large diamond sizes (Eadd ≃ 10 − 20 meV) for a peapod of length 500 nm, was
interpreted as the tube being separated into two or more smaller ”dots”.
Having established the salient quantum dot features of the data presented in Fig. 31(b–c)
as essentially SWCNT-like, one notices a distinct perturbation of the entire stability-diagram.
Zooming in on two representative gate-ranges, Fig. 32 reveals an almost horizontal line passing
through the diamonds at either positive or negative bias. Due to the very weak gate-dependence,
one might assign this resonance to inelastic cotunneling (see Sect. 2.3.3). However, in contrast
to the experimental data in chapter 6, several consistent observations rule out this possibility.
The weakly gate-dependent excitation anti-crosses with the diamond edges on one side of the
SWCNT diamonds and occurs at the same source-drain voltage in multiple consecutive dia-
monds. Additionally, it only occurs either at positive or negative bias voltage and strongly
perturbs the SET region on the corresponding bias side, showing broad regions of negative /
positive differential conductance (NDC / PDC).
As will be further substantiated below, all these observations are instead consistent with
SET through an impurity state which: (i) is much weaker coupled to the back-gate than are the
levels of the SWCNT; (ii) hybridizes with the levels of the SWCNT; (iii) is associated with a
larger charging-energy than the SWCNT orbitals; (iv) has a significant capacitive and tunnel
coupling only to one lead.
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Fig. 31: (a) Sketch of the peapod quantum dot device. (b–c) Stability diagrams, showing a
regular Coulomb diamond pattern with four-electron shell structure throughout the measured
gate-range. Diamonds are perturbed by a weakly gate-dependent feature superimposed on the
entire structure. (d) Plot showing the weak variations in the peapod quantum dot energy scales
deduced over a representative gate voltage range. (e) Sketch of a large Coulomb diamond with
anomalous slope (black), superimposed on a regular pattern of smaller diamonds (red).
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Fig. 32: Zoom in on two representative sections of gate voltage in Fig. 31. In both panels we
observe a series of anti-crossings (marked by white arrows) with a line of much lower gate
coupling than the main diamond edges.
9.3 Peapod model and transport calculations
Independent of the precise nature of the impurity we can extract detailed information about
this state and its coupling to the SWCNT. Figure 33(a) shows the result of model calculations,
reproducing the transport features in the central part of the lower panel of Fig. 32(b). We
model the SWCNT plus impurity state as sketched in Fig. 33(b), including only the lowest two
subbands of the SWCNT due to the large level-spacing ∆E ∼ EC. Due to the uncertainty in
determining the Hund’s coupling we take J = 0 meV3. We have checked that this does not
affect the following analysis. The other parameters of the constant interaction model [124, 141]
are extracted from the experimental data (cf., Fig. 31 (d)): EC = 2.5, δ = 1.1, dU = 0 meV.
The anti-crossings in the experimental data indicate that both SWCNT orbitals (subbands) |t1〉
and |t2〉 hybridize significantly with the impurity orbital |i〉. Due to the different gate and
bias couplings of the SWCNT and impurity states (see below), the many-body peapod model
(SWCNT plus impurity plus hybridization) has to be diagonalized exactly at each gate and bias
3The estimate of the Hund’s rule coupling J is somewhat problematic, since it never occurs in a difference
between SWCNT ground states in different charge states. Therefore it can not be read off from from the dia-
mond heights, but only from resonances inside the SET regime. Here some ambiguity arises since there are more
excitation lines than predicted by the standard extended constant-interaction model.
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Fig. 33: (a) Calculated stability diagram for a gate voltage range corresponding to the three
central diamonds in the lower panel of Fig. 32. The conductance features are somewhat sharper
than in the experiment since tunnel broadening is not accounted for (leading order perturbation
theory). (b) Model system used in the calculation. The impurity level hybridizes with both
SWCNT subbands (amplitude h), but is only tunnel coupled to the source (rate Γis). Both SWCNT
subbands are coupled with the same rate to source and drain (Γts = Γtd). (c) Sketch of an anti-
crossing. The capacitances associated with the tube and impurity can be read off from the slope
of the resonance lines far from the anti-crossing.
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voltage point. The transport theory presented in chapter 3 with kernels evaluated in leading
order (SET) then suffices to explain all features.
In the experimental setup the voltage is applied only to the source, while the drain lead is
grounded, Vsd = Vs ∝ −|e|µs. The voltage dependence of the orbital energies ǫm, m = t1, t2, i,
is then given by (cf., (10)):
ǫm ∝ −|e|αmg Vg − |e|αms Vsd, (109)
where αmk = Cmk /Cm, with Cm = Cms +Cmd +Cmg . Figure 33(c) shows a sketch of a small part
of a diamond with one anti-crossing and indicates how to read off the gate and bias couplings far
from the anti-crossing, where there is little mixing between the SWCNT and impurity states.
For the SWCNT (regular pattern of Coulomb diamonds) we find αtg = 0.091, αts = 0.298
(the same for both subbands). Although the impurity resonance (weakly gate-dependent line)
crosses the zero-bias line at around Vg = −3.8 V (”impurity degeneracy point”, see Fig. 31(b)),
only one side of the ”impurity diamond” can be resolved, which is not enough to determine
both the gate- and bias couplings. However, another condition is given by the slope of the
broad NDC and PDC features inside the SET region. As discussed below, these indicate a
resonance between SWCNT and impurity orbitals. We estimate αig ≈ 0.0055 and αis ≈ 0.99.
The latter value indicates that the impurity level is ”pinned” to the chemical potential of the
source (Cs ≫ Cd, Cg) and must therefore be localized much closer to this lead. For simplicity
we assume the SWCNT to be symmetrically coupled to the source and drain, Γts = Γtd. (The
general transport features are found not to change qualitatively if an asymmetry is introduced.)
The impurity tunnel rates can not be read off directly, but through an extensive theoretical
survey we find that the best agreement with the experiment is for a source coupling on the order
of the SWCNT tunnel coupling and a negligible drain coupling (Γis = 4Γts,d, Γid = 0 was used
in the calculation shown in Fig. 33(a)). This is consistent with the above finding based on the
capacitances that the impurity level is localized close to the source. The ”top” of the impurity
diamond can not be observed in the experimental data, but due to the large bias coupling the
drain resonance can be observed at both negative and positive bias at around Vg = −7 V in
Fig. 31(c). The vertical distance between these lines is approximately equal to the impurity
charging energy (see Fig. 31(e)) and we find EiC ≈ 6 meV. The hybridization can be estimated
from the magnitude of the anti-crossing, giving h ≈ 0.15 meV.
The agreement between the model calculation, Fig. 33(a), and the experiment, lower panel
of Fig. 32, is striking. We now discuss and explain seven qualitative features seen in both these
plots.
(i) The almost horizontal impurity resonance line, passing through the Coulomb diamonds
at positive bias, results in pronounced anti-crossings with the drain SET resonance only (marked
with white arrows in Fig. 32). At this point states with different numbers of electrons on the
SWCNT and impurity strongly hybridize and the corresponding resonance lines avoid each
other.
(ii) Within the SET regime are broad regions of PDC and NDC, extending from the anti-
crossings. Actually, these are further signatures of the resonant hybridization along the entire
thick solid line sketched in Fig. 33(c). The hybridization results in interference terms in the
tunneling matrix elements (22–23), which may thereby be enhanced or reduced, affecting the
conductance. Importantly, these conductance features do not correspond to the usual condition
of a resonance between a dot and a lead chemical potential, but rather an internal resonance
of the peapod system. Their anomalous width is set by the hybridization h and the tunnel rate
asymmetry, and not by temperature or tunnel broadening.
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(iii) None of the above features are seen at negative bias since, due to the impurity bias
coupling, the states which anti-cross here are at too high energy to participate in transport.
Instead a regular pattern of sharp conductance lines is seen, as expected for a pure SWCNT
system.
(iv) The anti-crossings show an even–odd effect with alternating magnitudes, e.g., the one
in the large central diamond is less pronounced than those in the small neighboring diamonds.
The reason is that, as is easily shown, a filled SWCNT subband hybridizes more strongly with
an empty impurity state, as compared to the case where either one has an open shell.
(v) The impurity resonance line does not pass straight through consecutive diamonds, but
instead makes a small upward jump between two diamonds (when increasing Vg, i.e., going
from left to right). This implies a finite capacitive coupling between SWCNT and impurity
states and therefore a ”SWCNT–impurity” charging energy Et−iC = 0.1 meV, as estimated from
the transport spectrum. Note that this charging energy prevents extracting the impurity gate
coupling by fitting the resonance to a straight line passing through multiple diamonds as in the
sketch in Fig. 31(e).
(vi) In contrast to standard SET, the magnitude of the impurity conductance lines depends
sensitively on the voltages and in particular they become very weak far from the anti-crossing.
The impurity state is only tunnel coupled to the source and the resonance lines seen are due to
tunneling from the drain. Only due to the hybridization with the SWCNT orbitals there is an
effective voltage-dependent tunnel coupling also to the drain, which becomes weaker further
away from the anti-crossing.
(vii) There are also higher lying, much stronger impurity resonances, see especially the
large central diamond. The bias voltage separation to the lower impurity resonance corresponds
to the subband splitting δ = 1.1 meV. No corresponding resonances are seen in gate-ranges
where δ ≈ 0 meV, see upper panel of Fig. 32. Thus, the higher lying impurity resonances must
correspond to tunneling into the impurity, while at the same time the SWCNT is excited by
transferring one electron to the higher subband. This is possible since the hybridization between
the individual subbands and the impurity induces an effective coupling between the subbands.
After such a tunnel process has taken place, a number of fast tunneling events involving excited
states of the SWCNT can follow, before it returns to the Coulomb blocked ground state. This is
the reason for the large amplitude compared to the lower lying impurity resonances.
9.4 Nature of the impurity
Having determined the properties of the impurity state and its coupling to the SWCNT, we now
return to the question of its nature. One possibility is that we are dealing with an accidental
impurity residing outside the tube. In fact, this would be somewhat similar to the alternative
explanation given at the end of chapter 6 (”double dot scenario”), where there were no fullerenes
present. However, after the measurements presented above, the device was suspended by wet
etching in a buffered solution of HF, removing approximately 75 nm of the SiO2 layer. The
result of low-temperature transport spectroscopy measurements after suspension are shown in
Fig. 34 and display features very similar to before suspension. Most importantly, the weakly
gate-dependent impurity resonance is still present after suspension. It is clearly seen at both
negative and positive bias in the gate-range shown in Fig. 34, allowing its charging energy to be
estimated as ∼ 5 meV, close to the value of ∼ 6 meV before suspension4. Also the magnitude
4Note that, unlike the SWCNT, due to the low gate coupling of the impurity its charging energy is not expected
to be significantly changed by the etching, especially if we are dealing with an impurity inside the nanotube.
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Fig. 34: Stability diagram of the same device after suspension by wet etching. The gate capac-
itance is reduced by the introduced gap beneath the tube and as a result the SWCNT charging
energy is somewhat increased. The impurity resonances are still clearly visible.
of the hybridization as well as the impurity tunnel couplings remain essentially unaltered by the
etching process. This makes the scenario of an impurity outside the SWCNT unlikely.
Another possibility would be that the impurity is in fact a segment of the SWCNT close
to the source lead, separated from the rest of the tube by a local defect. However, extensive
model calculations clearly show that the transport data can only be reproduced if the SWCNT
orbitals have a significant coupling to both source and drain leads, on the same order as the
impurity–source tunnel coupling.
Although no conclusive evidence can be claimed, we argue that the above observations
strongly suggest that the impurity is in fact a short chain of C60 molecules inside the SWCNT,
residing close to the source electrode (a charging energy of ∼ 5 − 6 meV rules out the possi-
bility of a single C60). The surrounding nanotube electrostatically shields this fullerene chain,
resulting in the low gate coupling (Faraday’s cage effect).
As mentioned above, some previous studies [271, 266] have suggested tube–impurity hy-
bridizations several orders of magnitude larger than the ∼ 0.15 meV observed here. However,
different studies predict very different hybridization strengths, which is also expected to depend
sensitively on the type of peapod being measured. In the present case, the model calculations
clearly show that we are not dealing with a regular chain of fullerenes extending throughout the
tube, but rather a short segment towards one end. Additionally, the SWCNT is operating in the
quantum dot regime, where electron-electron interactions play a dominant role, which may also
strongly influence the degree of hybridization.
9.5 Conclusions
In conclusion, we have studied experimental low-temperature transport spectroscopy data of
a single-wall carbon nanotube peapod device, operating in the quantum dot regime. Anoma-
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lous weakly gate-dependent resonances which anti-cross with the standard nanotube Coulomb
diamonds are observed in a large number of consecutive charge states. Comparison to model
calculations shows that these originate from an impurity state which is both tunnel and capac-
itively coupled to the nanotube orbitals. Such coupled quantum dot systems could arise in a
number of situations and the detailed study presented here is of general use when interpreting
such spectroscopic data.
We additionally argued that in this specific case, several observations point at the impurity
in fact being a short chain of C60 molecules inside the nanotube. The experimental observa-
tion of hybridization between nanotube and fullerene states at low voltages is important since
it opens up the possibility of utilizing the fullerene degrees of freedom in applications. The
voltage control of the fullerene occupation demonstrated here allows them to be occupied by
a free spin. Alternatively this could be done by further doping the C60s with magnetic atoms
such as N or Sc. The hybridization is then expected to give rise to a coupling between tube
and fullerene spins which is inversely proportional to the energy difference between the cor-
responding orbitals [276] and a corresponding RKKY coupling between the spins on different
fullerenes, or different segments of fullerene chains. Due to the different gate and bias couplings
of nanotube and fullerene states demonstrated here, these couplings can then be controlled by
the applied voltages. The fullerene spin degree of freedom could be used to store quantum
information [147] and the voltage-controlled coherent coupling to conduction electrons on the
nanotube, indicated by the data presented here, provides a possible readout mechanism as well
as an indirect, tunable coupling between different such segments of fullerene chains.
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10 Zero-field splitting in multiple redox states of a single-
molecule magnet three-terminal junction
This chapter analyzes recent three-terminal transport measurements on Fe4 single-molecule
magnets. Due to spin-orbit interaction, such molecules combine a large spin with an easy-
axis magnetic anisotropy and the elementary excitations correspond to a quantized rotation of
the spin away from the easy axis. Inelastic cotunneling resonances observed in zero magnetic
field are identified as one of these fundamental excitations. These allow all magnetic proper-
ties of the molecule in multiple redox states to be determined by transport spectroscopy. The
material presented here has previously been published in Ref. [277].
10.1 Introduction
Magnetic molecules have shown a variety of radically new properties, such as spin-state tun-
ability by light irradiation [278], magnetic hysteresis and quantum tunneling effects [279, 280].
They usually have long spin relaxation and spin coherence times and are therefore of interest
for spintronics [281, 282] and quantum-information processing [283, 284]. Of special interest
are single-molecule magnets (SMMs) [285, 286], which combine a high-spin ground state with
an easy-axis anisotropy intrinsic to the molecule. Attempts to incorporate the archetypal Mn12
SMMs into a three-terminal device [30, 99] were followed by observations that these undergo
electronic alterations when self-assembled on gold surfaces [287]. The Fe4 class of SMMs
offers an interesting alternative, allowing deposition on surfaces [288] and thermal evapora-
tion [289] with retention of magnetic properties.
Characteristic of a SMM is the splitting of the ground spin multiplet, even in the absence of a
magnetic field. The quantum states form a parabolic energy barrier opposing magnetization re-
versal; for the S = 5 ground spin state of the Fe4 molecule the splitting is sketched in Fig. 35(B).
The splitting of the lowest two levels is known as the zero-field splitting (ZFS). The magnetic
anisotropy is described by the parameter D, which for the Fe4 molecule in the bulk phases
equals D = 0.051− 0.056 meV, implying a ZFS of (2S − 1)D = 0.46− 0.50 meV [290, 291].
These values refer to the neutral state - values for charged states cannot be obtained by bulk
measurements. Single magnetic atoms on a surface may also display magnetic anisotropy as
recently demonstrated in two-terminal transport measurements using scanning-tunneling mi-
croscopy (STM)[292, 293]. The anisotropy, however, is surface-induced. Moreover, only a
single charge state is addressed.
Here we investigate experimental transport spectroscopy data of SMMs. The data demon-
strate the possibility to control magnetic properties of an individual SMM by charging it with
a gate voltage. The molecules used are Fe4 molecules with formula [Fe4L2(dpm)6] (Hdpm
= 2,2,6,6-tetramethyl-heptan-3,5-dione) (see Fig. 35). Two derivatives, Fe4Ph and Fe4C9SAc,
were synthesized by functionalizing the ligand H3L = R-C(CH2OH)3 with R = phenyl and
R = 9-(acetylsulfanyl)-1-nonyl, respectively. For details of chemical synthesis and analyzes and
device fabrication, see Ref. [277] and references therein.
Since this chapter contains discussions of and comparisons to experimental results, we re-
frain from using natural units.
Single-molecule magnets 101
Fig. 35: (A) Colored atomic structure of the Fe4 molecules (iron=purple, oxygen=red, car-
bon=grey, sulfur=yellow). Left: Magnetic core with four S = 5/2 iron (III) ions antiferromag-
netically coupled to give a molecular spin S = 5. Center: Fe4C9SAc derivative. Right: Fe4Ph
derivative. (B) Energy diagram of the ground spin multiplet at zero field. The M 6= 0 levels
are doubly-degenerate and lie on a parabolic anisotropy barrier U = DS2 ≈ 1.4 meV. The
ZFS excitation (2S − 1)D corresponds to a reorientation of the spin-vector. (C) Drawing of a
three-terminal junction with a single Fe4Ph molecule bridging two gold electrodes (yellow) on
top of an oxidized aluminum gate (grey).
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10.2 Experimental results
Three-terminal transport measurements were performed at temperature T = 1.6 K. In Fig. 36(A)
and Fig. 37(A–B) we present stability diagrams for two samples at zero magnetic field. Sample
A (Fig. 36) features the Fe4Ph derivative and sample B (Fig. 37) the Fe4C9SAc derivative. In
Fig. 36(A) (sample A) three inelastic cotunneling resonances are visible in the left charge state.
For large negative gate voltages these occur at Vb ≈ ±0.6,±4.6 and ±6.7 mV. For the right
charge state there are lines at Vb ≈ ±0.9 mV and±5 mV. Note that the resonances more resem-
ble peaks than steps in the differential conductance. This is due to a large tunnel coupling to
the electrodes, resulting in significant Kondo-correlations at the low experimental temperature.
Additionally, both sets of excitations are lowered in energy near the charge degeneracy point;
such behaviour has been observed in previous transport experiments with large tunnel couplings
and ascribed to tunneling-induced level renormalization [294]. For sample B cotunneling res-
onances appear at ±0.9 mV and ±5 mV in the left charge state (Fig. 37(A)) and at ±0.6 mV
and ±7 mV in the right (Fig. 37(B)). In this case the resonances show up as steps, reflecting the
smaller tunnel couplings compared to sample A.
In the neutral state the lowest excited high-spin multiplet has spin S = 4 [295]. An im-
portant property of the Fe4 molecule (in contrast to the Mn12 derivatives [30]) is the large
corresponding exchange gap, which in the neutral state is 4.80 and 4.65 meV, for Fe4Ph and
Fe4SC9Ac, respectively [290, 291]. It is therefore likely that the higher lying resonances cor-
respond to such excitations changing the length of the spin-vector. Due to this large exchange
gap, transport below a bias voltage of a few mV probes only magnetic excitations of the ground
high-spin multiplet (i.e., a reorientation of the spin-vector away from the easy-axis).
We focus on the magnetic field dependence of the lowest excitations. In Fig. 36(B–C) and
Fig. 37(C–D), dI/dVb is plotted as a function of Vb for five different magnetic field values at
two gate voltages corresponding to adjacent charge states. The excitation energy increases with
magnetic field without splitting. Additionally, the magnetic field behaviour remains the same if
the direction of the field is reversed (not shown). Such behavior is a hallmark of ZFS described
by the dot spin Hamiltonian [285, 286]
H = −DS2z + gµBB · S. (110)
The first term is the uni-axial easy-axis magnetic anisotropy; the second one the Zeeman inter-
action of the spin S with the magnetic field B, where g is the Lande´ factor and µB the Bohr
magneton.
To quantitatively compare the data with this model, the excitation energy has been deter-
mined from individual dI/dVb curves.
For sample A (Fig. 36(B–C)), we have taken the peak positions as the ZFS excitation en-
ergy and this energy is plotted versus magnetic field in Fig. 36(D–E). For sample B, where the
inelastic cotunneling excitations have the form of conductance steps, we have fitted the mea-
sured dI/dVb to a Lambe-Jaklevic formula [35, 296, 292] and plotted the excitation energies in
Fig. 37(E–F).
We first compare the data of sample A with the model. For the left charge state the energy
of the first excitation at B = 0 T is close to the ZFS value (0.5 meV) in the bulk [290]. We
therefore assume that this is the neutral state, and since the Fe4 molecule maintains its ground
state spin S = 5 when deposited on a surface [288], we estimate D ≈ 0.06 meV. The increase
of the excitation energy with B is linear, which can be fitted (Fig. 36(D)) to the predictions of
Eq. (110) with g = 2.1 and θ = 0◦, where θ is the angle between B and the easy-axis in this
charge state.
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Fig. 36: Sample A: (A) Stability diagram at T = 1.6 K and B = 0 T. In the black regions in
the middle of the plot SET is allowed. The lock-in amplifier saturates in these high conductance
regions. (B) dI/dVb as a function of Vb for Vg = −1.5 V and various B. Successive curves are
offset by 250 nS. (C) Same as (B) for Vg = 2 V and an offset of 400 nS. (D) and (E) Excitation
energy as a function of B for the same Vg values as in (B) and (C). Red lines are fits with
D = 0.06 meV, g = 2.1, S = 5 (D) and D = 0.09 meV, g = 1.8, S = 11/2 (E) and θ = 0◦ for
both cases.
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Fig. 37: Sample B: (A–B) Stability diagram at T = 1.6 K and B = 0 T highlighting the
behavior in two adjacent charge states. (C) dI/dVb as a function of Vb at Vg = 0 V for
successive magnetic fields B. Curves are offset by 125 nS. Red lines are fits to a Lambe-
Jaklevic formula. (D) Same as (C) for Vg = 1.6 V with curve offsets 50, 80, 140 and 220 nS.
(E) Energy of the first excitation as a function of B at Vg = 0.1 V. The red line is a fit for
S = 9/2, D = 0.09 meV, g = 2.0 and θ = 60◦. (F) Same as (E) for Vg = 1.1 V. The red line is
a fit for S = 5, D = 0.06 meV, g = 2.1 and θ = 71◦.
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To estimate the D parameter in the adjacent charge state, its spin has to be known. From the
shift of the degeneracy point in a magnetic field, the change in the ground state spin value can
be determined and an increased S = 11/2 in the reduced state was inferred. From the measured
ZFS we then find an enhanced D ≈ 0.09 meV. Fits to the model give g-factors in the range
g ∼ 1.8− 2.1 and angles θ < 30◦. The fit with g = 1.8 and θ = 0◦ is shown in Fig. 36(E).
For sample B (Fig. 37(E–F)) we observe the bulk ZFS value in the right charge state and
therefore identify this as the neutral state with S = 5 and D ≈ 0.06 meV. A clear non-linear
Zeeman effect is now observed, indicating that the field is at a substantial angle with the easy-
axis. We have fitted the model to the data obtaining g = 2.1 and θ = 71◦. Also for the left
charge state the Zeeman effect is non-linear (Fig. 37(E)) and we obtain a reasonable agreement
with D = 0.09 meV, g = 2.0 and θ = 60◦. Here, we have used S = 9/2 as inferred from the
magnetic field shift of the degeneracy point. Note that for small magnetic fields the data show
a deviation from the model, which is not yet understood.
10.3 Model calculations
In view of the rich SMM excitation spectrum the question arises why only the ZFS excitation is
observed up to a bias of several mV. To answer this question transport calculations are of cru-
cial importance. In Fig. 38(A–B) we show dI/dVb maps calculated using the GME formalism
developed in chapter 3, with kernels evaluated up to fourth order. We model the low-energy
spectrum of two successive charge states including the charge-dependent ZFS. Figure 38 shows
that for the experimental temperature the ZFS dI/dVb-step is dominant, showing a linear Zee-
man effect for θ = 0◦ (Fig. 38(A)) and a non-linear one for θ = 71◦ (Fig. 38(B)). However,
the experimental tunnel couplings are larger than what can be addressed with a perturbative
technique, especially for sample A. Therefore comparisons were done with the results of nu-
merical renormalization group (NRG) calculations using a Kondo model [254]. These cover
the opposite regime compared to the GME approach, with tunnel couplings dominating over
the thermal energy (zero temperature was used in these calculations). The NRG results are
shown in Fig. 38(D–E), where now the ZFS appears as a peak due to the exchange scattering
through the SMM indicating significant Kondo correlations. It should be mentioned at this point
that although NRG is a numerically exact method for the ground state properties, the calculated
non-linear conductance only has approximate validity. The GME approach best captures the
transport signature of sample B, while the NRG calculations give the best result for the strongly
coupled sample A.
Additionally, we have investigated the combined influence of transverse magnetic field and
intrinsic transverse anisotropy up to 20% of the easy-axis term. Both generate quantum tunnel-
ing of the spin-vector through the anisotropy barrier and may induce transport features below the
ZFS excitation [254, 195]. The ZFS excitation presents a bottleneck to all other transitions if the
spin-projection onto the easy-axis is conserved. For the single electron tunneling (SET) regime
this was discussed in Refs. [255, 99]. For cotunneling, the change in the magnetic quantum
number M of the SMM is at most 1 for non-magnetic tunnel barriers. Therefore the excitation
above the ground state M = −S is the state with M = −S + 1, and the excitation energy is
given by the ZFS (2S− 1)D. The transitions between subsequent magnetic states M →M +1
with 0 > M > −S have excitation energies (2|M | − 1)D. These decrease linearly with M and
are all smaller than the ZFS (2S− 1)D. The ZFS transition therefore presents a bottleneck: the
initial states for the lower lying transitions M →M+1 for M = −S+1,−S+2, ... are not oc-
cupied before the highest transition M = −S →M = −S+1 has taken place. Therefore there
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Fig. 38: Calculated dI/dVb as a function of Vb and B assuming symmetric lead couplings,
ΓL = ΓR = Γ. (A) GME result for θ = 0◦ using the parameters estimated for sample A with
electron temperature T = 1.6 K and the gold conduction bandwidth D = 8.1 eV. Shown is the
field evolution of the inelastic cotunneling step for the S = 5 state at gate voltage Vg = −1.5 V.
The conductance is scaled to its maximum value. (B) Same as (A) but using the parameters
estimated for sample B with gate voltage Vg = 1.6 V and θ = 71◦. (C) dI/dVb traces taken
from (B) corresponding to sample B. (D) NRG result for θ = 0◦ for the Kondo model using the
same parameters as in (A), zero temperature and exchange tunneling constant ρJ = 0.1 (ρ =
density of states). (E) Same as (D), but now for θ = 71◦. (F) dI/dVb traces taken from (D)
corresponding to sample A.
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are no resonant step-like features in the conductance for Vb < (2S − 1)D/e: at the ZFS excita-
tion voltage Vb = (2S−1)D/e all allowed transport processes are activated at once. Clearly, the
above argument is weakened if transverse perturbations are taken into account, as they break the
selection rule |∆M | = 1 for inelastic tunneling. This violation can arise from both a transverse
magnetic field component as well as an intrinsic transverse anisotropy. However, we now show
that under the experimental conditions both effects are weak: low temperatures and small spin
(but still S > 1/2) are required to see excitations other than the ZFS.
To include intrinsic transverse anisotropy we extend the Hamiltonian (110) to the transport
model first discussed in [255]. The Hamiltonian accounts for the lowest spin multiplet of the
two subsequent charge states of the SMM. For charge state N we have
HN = −DN(SN)2z + 12EN
[
(SN)2+ + (S
N)2−
]
+ gNµBB · SN (111)
and correspondingly for state N − 1. Here (SN)± are the spin raising and lowering operators.
We take the parameters estimated for sample B, but for simplicity the magnetic field is taken to
be at an angle of 71◦ with the easy axis for both charge states. We consider the maximal effect
of transverse anisotropy terms by taking the ratio EN/DN = 0.2 which is larger than any of the
ratios reported for neutral Fe4 derivatives in the bulk [290, 291]: EN/DN . 0.07 [291]. For
the charged state we assume the same ratio: EN−1 = 0.2DN−1. The calculations were done
neglecting relaxation of the magnetic states due to processes other than the tunneling. Including
these will only further weaken the importance of transitions involving states originating from
the opposite side of the barrier.
In Fig. 39(A–D) we show results of transport calculations for the Coulomb blockade regime
of the charged sector N with S = 5. Figure 39(A) shows the energy spectrum ǫNi , where i labels
the eigenstates, and the inset shows all low-energy excitations ǫNi − ǫNj , i 6= j between states
close to the ground state. In Figs. 39(B) and (D) the evolution of dI/dVb and the occupations
with bias voltage are shown. Figure 39(C) shows the field evolution of the sub-ZFS conductance
features corresponding to the inset of Fig. 39(A) for the lowest temperature trace of Fig. 39(B).
Clearly, the ZFS is the dominant transition at the experimental temperature. Only when lower-
ing the temperature kBT well below the ZFS energy (2S − 1)D ∼= 0.54 meV do new features
develop below the ZFS threshold. These are associated with quantum spin-tunneling through
the uni-axial barrier [254, 195]. Such processes are enhanced when the transverse anisotropy
or magnetic field become stronger and the molecular spin S becomes smaller. Under the exper-
imental conditions the above calculations indicate that the transverse anisotropy effects can not
be detected and therefore can be neglected when explaining the experimental data.
10.4 Conclusions
In summary, we have studied data from low-temperature transport spectroscopy measurements
on a Fe4-based single-molecule magnet and demonstrated electrical control over its magnetic
properties. We found an increase of the magnetic anisotropy for spin reversal by charging,
which is promising in view of applications, but whose origin requires further experimental and
theoretical study.
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Fig. 39: Transport characteristics for sample B calculated using the GME approach with pa-
rameters as indicated in the text. (A) Energy spectrum for SN = 5. (B) Differential conduc-
tance for B = 0.375 T and at a gate voltage Vg = 1.6 V corresponding to Fig. 38(B). The two
curves for temperatures T = 0.05, 0.3 K below the experimental value of 1.6 K illustrate the
existence of features below the ZFS gap due to quantum spin-tunneling. (C) Map of dI/dVb vs.
Vb and B for the same parameters as in (B) for T = 0.05 K. The arrows mark the B = 0.375 T
cross-section at which the conductance and occupations are shown in (B) and (D), respectively.
The ZFS excitation appears as the boundary to the white region since we have adjusted the color
scale to emphasize the small conductance features at lower bias. (D) Occupation probabili-
ties for the four lowest energy states of the SMM corresponding to the T = 0.05 K conductance
curve in (B). At low bias Vb ≈ 0.12 mV the state with opposite maximum spinM ≈ SN becomes
accessible from the M ≈ −SN ground state without noticeably changing the conductance. This
spin-forbidden process is only weakly allowed by the transverse anisotropy and the transverse
magnetic field. Next, at Vb ≈ 0.39 mV and 0.47 mV the two transitions between excited states
M ≈ SN → M ≈ −SN + 1 and M ≈ SN → M ≈ SN − 1 lead to an enhancement of the
M ≈ −SN ground state occupation and a change in the conductance. When the spin-allowed
ZFS bottleneck excitation M ≈ −SN →M ≈ −SN +1 is reached at Vb ≈ 0.56 mV all excited
states become increasingly occupied with bias Vb and the full inelastic current starts to flow.
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11 Conclusions and outlook
In this thesis, electron transport through molecular quantum dots in a transistor-type setup was
studied theoretically, with a particular emphases on models of molecular and carbon nanotube
dots.
11.1 Transport theory and numerical implementation
To describe transport through quantum dots in the Coulomb blockade regime, a generalized
master equation (or kinetic equation) for the stationary dot density matrix was used. From this
stationary state the current through the dot can be obtained. The non-equilibrium condition
imposed by the applied bias voltage, as well as all interactions on the dot, are treated in an
exact manner. The perturbation theory in the tunnel coupling to the reservoirs, as a result,
involves complicated (super-)operator-valued diagrams. The main technical progress presented
in this thesis was the derivation of explicit expressions for the transport kernels appearing in
the master equation, including all leading and next-to-leading order contributions, see Eq. (148)
and Eq. (156). These expressions are valid for very general types of quantum dots.
Prior to the work presented here, master equations applied to transport problems had mainly
been used in leading order. In those cases where next-to-leading order kernels were calcu-
lated, simple models were considered. Relevant models for molecular transistors are however
much more complex and a number of complications arise when going to next-to-leading order.
Most importantly, it was shown in this thesis that the commonly used secular approximation,
i.e., the neglect of coherences between non-degenerate states, breaks down in this case. Their
contributions are crucial for models of molecular quantum dots, which often contain states not
associated with conservation laws for tunneling. The effective set of equations (70–74), incor-
porating these corrections from coherences up to next-to-leading order in the tunnel coupling,
forms another central result of this work.
An important advantage of the developed method is that it can be implemented numeri-
cally in a very general way: basically, the only required input is the spectrum of quantum
dot energy eigenvalues and eigenstates. These are obtained by diagonalizing the dot Hamilto-
nian exactly, which is feasible for fairly complicated models. Thus, the theory can be applied
without the need for further approximations on the model (e.g., assuming harmonic vibrations,
Born-Oppenheimer separation, etc.). Additionally, great care was taken in deriving numeri-
cally efficient expressions: all integrals are solved analytically and the final diagrams given as
closed form expressions. All that is left to do numerically is thus to sum up all diagrams and
subsequently solve the set of linear stationary-state equations.
The method which was presented in this work allows the experimentally relevant regime of
intermediate tunnel couplings to be addressed for more complex models than was previously
possible. However, there are several interesting extensions. One important example is the
treatment of different classes of reservoirs. Calculations with ferromagnetic electrodes have
already been done (but are not included in this thesis). Other possibilities to explore include:
• Transport through quantum dot systems coupled to superconducting electrodes is an area
of recent experimental interest [130]. Since the most interesting features are typically
seen in the cotunneling regime, a treatment of quasiparticle tunneling beyond leading or-
der is desirable. The extension of the real-time transport theory to such systems has been
done in Ref. [205], and could be reformulated in terms of the super-operator language
used in this thesis.
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• An important problem is the consistent treatment of energy transfer processes, e.g., be-
tween localized vibrations and a reservoir of substrate phonon modes, and their effect on
non-equilibrium electron transport. To treat tunneling and energy transfer on an equal
footing, a consistent double perturbation expansion in the coupling to the bosonic and
fermionic reservoirs has to be performed to account for the competition between charge
tunneling and energy exchange. In leading order in the bosonic coupling this was done in
chapters 5 and 8. The challenge is to go beyond this and address the regime where both
couplings are of intermediate strength. Such a theory could also be applied to study the
interesting problem of heat conduction in strongly interacting nanoscopic systems [297]
where temperature and voltage biased reservoirs of both bosonic and fermionic nature
compete.
On a more fundamental level, the theory can be extended in several ways:
• One interesting step is the treatment of time-dependent problems. The diagrammatic
rules presented here can be used to calculate the transport kernels at arbitrary frequency
and one can thereby study the full time-evolution of the quantum dot system. An im-
portant simplifying case is when some external parameters, e.g., the applied voltages or
magnetic fields, are varied at a rate which is slow compared to the time-scale set by the
tunneling [298]. Work in this direction is currently in progress [213].
• More challenging is a non-perturbative treatment of the tunnel coupling, while still treat-
ing the local dot interactions and non-equilibrium condition exactly. A natural choice
would be to use a newly developed renormalization group technique [196], which is based
on the same diagrammatic expansion as was presented here. Up until now this method
has mainly been applied to models with only spin fluctuations (Kondo model) [38, 299],
but some initial results for the Anderson model have been obtained [300]. Further studies
of models including charge fluctuations would allow important experimental issues to be
addressed, e.g., the renormalization [294, 130] and broadening [34] of the inelastic co-
tunneling step close to the single-electron tunneling onset. Here, an efficient numerical
implementation for complex models presents the main challenge.
11.2 Applications
This thesis focused on transport spectroscopy and control of molecular quantum dots. In both
these areas new contributions have been presented.
11.2.1 Transport spectroscopy
Transport spectroscopy allows the current through a nanoscopic system (e.g., a quantum dot) to
detect its properties inside the junction. The basic features in the weak tunnel coupling regime,
due to single-electron tunneling, allow the eigenspectrum of the dot as well as the capacitive
couplings to the electrodes to be determined. At larger tunnel couplings, the single-electron
tunneling resonances become broadened by finite life-time effects. However, at the same time
new resonances due to coherent tunneling of two (or more) electrons provide additional infor-
mation. Standard spectroscopy techniques (IETS) based on inelastic cotunneling resonances
allow for direct extraction of excitation energies within a charge state with increased energy
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resolution compared to single-electron tunneling. The presence of cotunneling-assisted single-
electron tunneling features additionally provides a rough estimate of the dissipative relaxation
rate.
The method developed in this work captures all these effects. The presented model calcula-
tions provide more detailed insight as well as new ways to extract more spectroscopic informa-
tion and even revealed the incompleteness of the standard spectroscopy picture:
• A previously unnoticed transport resonance due to coherent tunneling of electron pairs
was predicted in chapter 4. Due to its gate-dependence, this resonance could easily be
mistaken for single-electron tunneling in experimental spectroscopy data, leading to ex-
traction of an erroneous level-spectra. It was shown how the pair-tunneling resonance can
be identified and such mistakes avoided.
• In chapter 5 it was shown that the cotunneling-assisted single-electron tunneling reso-
nance can have an anomalous shape and lead to negative differential conductance (current
peaks) in the Coulomb blockade regime. This peak shape can be used as a very sensitive
probe of the mechanical relaxation rate of a molecular vibrational mode and additionally
reveals information about the strength of the electron-vibration coupling.
• Chapter 7 showed that it is possible to detect coherent superpositions of vibrational and
electronic states by measuring the evolution of single-electron tunneling resonances as a
molecule is stretched in a mechanical break-junction. Additionally, the resonance shapes
provide information about the shape of the molecular wave function.
• The spin-properties of the mixed-valence dimer molecules studied in chapter 8 were
shown to be detectable by transport spectroscopy, without applying a magnetic field.
Furthermore, several experimental transport spectra were studied, where comparisons to model
calculations were essential in elucidating the dominant physical processes. Also here the stan-
dard spectroscopy rules were often found to be insufficient when interpreting the data:
• In the suspended carbon nanotube experiments analyzed in chapter 6, cotunneling-assisted
single-electron tunneling processes associated with a quantized vibrational mode were
observed, but only above a high-bias threshold. Model calculations revealed that at suffi-
ciently large bias, the vibrational mode is pumped out of equilibrium by multiple inelastic
cotunneling processes involving an excited electronic state of the nanotube.
• Chapter 9 presented spectroscopic data of a carbon nanotube peapod device, showing anti-
crossings of nanotube resonances and a weakly gate-dependent excitation. The weakly
gate-dependent feature could easily be mistaken for inelastic cotunneling, but was shown
through careful model calculations to be a single-electron tunneling resonance associated
with an impurity state weakly coupled to the gate electrode, which additionally hybridizes
with the nanotube orbitals. The magnitude of the anti-crossing revealed the hybridization
strength, and all capacitances, lead tunnel couplings and intrinsic nanotube parameters
could be estimated from the transport spectrum. It is likely that the impurity state is in
fact due to orbitals localized mainly on the fullerenes inside the nanotube.
• In experiments on single-molecule magnets, presented in chapter 10, inelastic cotunnel-
ing features were observed at the expected energy-scale of the zero-field splitting, induced
by magnetic anisotropy intrinsic to the molecule. However, additional anisotropy and
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magnetic fields transverse to the molecular easy axis induce additional low-energy ex-
citations. Here model calculations showed that the corresponding transport resonances,
although present in principle, are not resolvable under the experimental conditions. This
conclusions allowed the magnetic properties of the gated molecule in adjacent charge
states to be determined for the first time.
In summary, in addition to revealing interesting physics in individual case studies, the above
examples both completed and deepened the general insight in tunneling spectroscopy of molec-
ular quantum dots.
11.2.2 Transport control
By transport control we mean the ability to control the properties of the molecular quantum dot
through the applied voltages and magnetic fields. The most basic control is tuning the charge on
the dot with the applied gate voltage or effectively heating it by applying a large bias voltage.
In this thesis several examples of more interesting transport control were presented, including
both model-based predictions and direct experimental observations:
• Chapter 8 demonstrated that the interplay of spin and vibrational degrees of freedom in
mixed valence molecules can be utilized for switching. By properly adjusting the applied
bias voltage, vibrational energy is accumulated by electron tunneling and can be used
to switch the molecule into a non-equilibrium spin-state, associated with dramatically
reduced conductance.
• The low-lying excitations of fullerenes embedded in carbon nanotube peapods and their
voltage-controlled coherent coupling to nanotube conduction electrons, as suggested in
chapter 9, opens up the possibility of utilizing them in applications. One example would
be to introduce a free spin on the fullerenes, either through the applied voltages or by
doping them with magnetic atoms, and then use the spin degrees of freedom to store
quantum information.
• The single-molecule magnets studied experimentally and theoretically in chapter 10 were
seen to change their magnetic properties and show increased anisotropy upon both reduc-
tion and oxidization. Thus, the magnetic properties of such molecules can be controlled
by the applied gate voltage. This is a crucial requirement for storing classical or quantum
information in the magnetic degrees of freedom, which is an important driving force in
the field of molecular magnetism.
Appendices 113
A Supplementary information for chapter 3
In this Appendix we include some proofs for reasons of completeness, which were left out of
the main text in chapter 3.
A.1 Ignoring dot and reservoir commutation relations
Here we prove that in any average over the reservoir degrees of freedom, the Fermion sign in
the tunneling Hamiltonian (16) always cancels against an additional Fermion sign, arising when
pulling the dot operators out of the reservoir average. This allows us to everywhere treat dot
and reservoir operators as commuting. The tunneling Hamiltonian (16) can be written as
HT = ηgici, (112)
where gi =
∑
aa′ T
aa′
i |a〉〈a′|, i = riσiηiωi and we implicitly sum over ri, σi, ηi and integrate
over ωi. Note that since the charge in state a and a′ differ by exactly one, gi contains a sum
over single dot creation or annihilation operators and thus gici = −cigi. Now we consider the
reservoir average over a product of 2n such tunneling terms (the average vanish if the number
of operators is odd)
η2nη2n−1 . . . η1〈g2nc2ng2n−1c2n−1 . . . g1c1〉R = η2nη2n−1 . . . η1(−1)ng2ng2n−1 . . . g1
× 〈c2nc2n−1 . . . c1〉R. (113)
For the average to be non-zero we must have an equal number of creation and annihilation
operators, i.e.,
∑
k ηk = 0, which implies that exactly half of the η = −, or η2nη2n−1 . . . η1 =
(−1)n. This exactly cancels the other sign in (113). The average thus evaluates to precisely
what we would have obtained if we pretended that the dot and reservoir operators commute.
A.2 Stationary density matrix in Laplace space
The stationary limit is given by the coefficient of the 1/z-term in the Laplace transform
lim
t→∞
P (t) = −i lim
z→i0
zP (z). (114)
This is proven by evaluating the Laplace transform using integration by parts
−izP (z) = −iz
∫ ∞
0
dteiztP (t) (115)
= −iz
[
eiztP (t)
iz
∣∣∣∣
∞
t=0
−
∫ ∞
0
dt
eizt
iz
P˙ (t)
]
(116)
= P (0) +
∫ ∞
0
dteiztP˙ (t) (117)
−→
z→i0
lim
t→∞
P (t), (118)
where we used that Imz > 0 in going from (116) to (117).
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A.3 Commutation relation for reservoir super-operators
Here we prove the relation (48). For this we will need the commutator (i = riσiηiωi):
[HR, ci] =
∑
σ
∫
dω ω [crσ−ωcrσ+ω, criσiηiωi ] (119)
=
∑
σ
∫
dω ω
(
crσ−ω {crσ+ω, criσiηiωi} − {crσ−ω, criσiηiωi} crσ+ω
)
(120)
= ωi (criσi−ωiδηi− − δηi+criσi+ωi) (121)
= −xici, (122)
where we have used (19). Assuming pi = + and using the definition (44) of J+i we obtain (A
is an arbitrary operator):
LRJ
+
i A = [HR, ciA] (123)
= [HR, ci]A+ ci [HR, A] (124)
= −xiciA+ J+i LRA (125)
= J+i (−xi + LR)A. (126)
The calculation for pi = − is completely analogous.
A.4 Wick’s theorem for super-operators
Here we show how to apply Wick’s theorem to calculate the expectation value of a product of
2n reservoir super-operators Jpii . The starting point is thus (jl < jl+1, kl < kl+1):
Tr
R
1∏
i=2n
Jpii ρR = TrR cjn+cjn+−1 . . . cj1 ρR ck1ck2 . . . ckn− (127)
= Tr
R
ck1ck2 . . . ckn−cjn+cjn+−1 . . . cj1 ρR, (128)
where n+ + n− = 2n, all pjl = + and all pkl = −, and we used cyclic invariance under the
trace. Obviously we can apply Wick’s theorem to factor (128) into pair-contractions. The only
remaining issue is to determine the sign associated with a contraction 〈Jpilil J
pim
im
〉R, il > im.
To do this we need to order the operators in (128) in the same way as the original expression
with super-operators, i.e., we would like to move each ckl to the right of cjm , such that jm >
kl > jm−1. This requires anti-commuting ckl with all NGkl operators belonging to vertices to
the left of vertex kl, giving a sign (−1)NGkl for each pkl = −. In total we get an overall sign
p
NG1
1 p
NG1
2 . . . p
NGn
n , independent of the way the pairs are contracted:
Tr
R
1∏
i=n
Jpii ρR → p
NG1
1 p
NG1
2 . . . p
NGn
n TrR
1∏
i=n
ci ρR (129)
We note that in the Keldysh formalism this corresponds to having moved all operators to their
corresponding place on the forward contour.
However, since in general 〈cilcim〉R 6= −〈cimcil〉R, we are not allowed to anti-commute
operators belonging to the same pair-contraction. To arrive at (129) we did so whenever the
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right vertex in a pair-contraction had a negative Keldysh index, i.e., in all pairs 〈Jpilil J−im〉R. In
these cases we have to again exchange cil and cim giving another minus sign pim (it is easily
seen that exchanging any two operators in a product involves an odd number of commutations).
Since this sign depends on the way the pairing is done, it is included in the contraction function
γilim in (50).
A.5 Correspondence of different solutions of the master equation
Here we provide supplementary information to Sect. 3.6.2. We start by showing that iteratively
solving the ”order-by-order” equations to infinite order, while neglecting all kernels of sixth and
higher orders, is equivalent to solving Eq. (70) in one step. The starting point is thus (cf., (78–
79))
χ = W¯(2)P(0), (130)
0 = W¯(4)P(0) + W¯(2)P(2), (131)
0 = W¯(4)P(2) + W¯(2)P(4), (132)
.
.
.
Here W(4) is the effective kernel including corrections from coherences between non-secular
states if these are relevant (we everywhere drop the index s). However, we restrict ourselves
to the case where Lss = 0 (i.e., assume that there are no quasi-degenerate states with relevant
coherences). Additionally, we have included normalization of the density matrix by the replace-
ment W(2k) → W¯(2k), where W¯(2k) has row i replaced by a constant γ, and by introducing χ
in the second order equation, which is a zero vector except for element i which is equal to γ.
The matrices W¯(2k) are invertible and we can iteratively solve the equation system, yielding
P
(2k) =
[
− (W¯(2))−1 W¯(4)]k (W¯(2))−1 χ. (133)
We now get the total density matrix by summing over all orders:
P =
∑
k
P
(2k) (134)
=
[
1 +
(
W¯
(2)
)−1
W¯
(4)
]−1 (
W¯
(2)
)−1
χ (135)
=
(
W¯
(2) + W¯(4)
)−1
χ, (136)
which is clearly equivalent to Eq. (70) together with the normalization (71). Interestingly, in the
region where the order-by-order scheme has problems (see Sect. 3.6.2), the term (W¯(2))−1W¯(4)
becomes uncontrollably large, and only by summing the alternating positive and negative con-
tributions (133) to infinite order do we obtain a well-behaved solution.
Analogously we obtain the current by extending Eq. (81–82) to infinite order, but neglecting
all current kernels of sixth and higher orders:
I(2k)r =
{
e
T
W
(2)
Ir
P
(0), k = 1
e
T
[
W
(2)
Ir
P
(2k−2) + W
(4)
Ir
P
(2k−4)
]
, k > 1
(137)
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Summing (137) over k we obtain (73):∑
k
I(2k)r = e
T
[
W
(2)
Ir
+ W
(4)
Ir
]∑
k
P
(2k) = eT
[
W
(2)
Ir
+ W
(4)
Ir
]
P, (138)
which is what we set out to prove.
Next we show that P, obtained by solving Eq. (70–71), differs from P˜ = P(0) + P(2),
obtained by solving Eq. (77), only by fourth order terms. We start by writing (136) as(
W¯
(2) + W¯(4)
) (
P
(0) +∆P
)
= χ, (139)
where P = P(0) + ∆P and ∆P is unknown. Solving for ∆P, using W¯(2)P(0) = χ and
W¯
(4)
P
(0) = −W¯(2)P(2), we obtain the relation
∆P =
[
1 +
(
W¯
(2)
)−1
W¯
(4)
]−1
P
(2) (140)
=
[
1 +O
(
H2T
)]
P
(2) (141)
= P(2) +O
(
H4T
)
, (142)
and thus
P = P(0) + P(2) +O
(
H4T
)
= P˜ +O
(
H4T
)
. (143)
Similarly, we show that Ir, obtained from Eq. (73), differs from I˜r = I(2)r + I(4)2 , obtained from
Eq. (80), only by sixth order terms. Using the above result for P this is trivial:
Ir = e
T
[
W
(2)
Ir
+ W
(4)
Ir
] [
P
(0) + P(2) +O
(
H4T
)] (144)
= I˜r +O
(
H6T
)
. (145)
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B Second order kernel
In second order, there is only one Liouville diagram, see Fig. 39(b). The diagrammatic rules
presented in Sect. 3.3.3 give
W (2) = −iγ21Gp22
1
i0 + x1 − LG
p1
1 . (146)
The explicit evaluation of the matrix elements of this expression is discussed in some detail now,
so that it can be skipped in the fourth order calculation in Appendix C where the expressions are
less transparent, obscuring the basic simple operations. We introduce a shorthand notation for
states on the forward / backward propagators: ai ≡ ai+ai− and their energy difference Eai ≡
Eai+ − Eai− . Taking matrix elements and explicitly writing out summations and integrations
we obtain
(
W (2)
)a0
a2
= −i
∑
p2p1
∑
r1σ1η1
∑
a1±
(
Gp2η¯1r1σ1
)a1
a2
(
Gp1η1r1σ1
)a0
a1
∫
dx1
p1f(p1(x1 − η1µr1)/T )
i0 + x1 − Ea1
.
(147)
Writing out the matrix elements of the vertex operators (see Eq. (43)) and solving the integral
(see Appendix D) we arrive at the explicit expression for the second order rates
(
W (2)
)a0
a2
= −i
∑
p2p1
∑
r1η1
∑
a1±
p2p1
(∑
σ1
T
a2p2a1p2
r1σ1η¯1p2 T
a1p1a0p1
r1σ1η1p1
)
δa2p¯2a1p¯2δa1p¯1a0p¯1
× (−p1φ((Ea1 − η1µr1) /T )− iπf(p1 (Ea1 − η1µr1)/T )) . (148)
The overall sign p1p2 arises from several contributions. There is no Wick’s sign since there
is only one contraction (rule 2). The contraction-function gives a sign p1. Finally, the matrix
elements of the vertices involve a sign p2p1 and additionally a sign p1 since Gp11 has an odd
number of Gs standing to its left.
For the integration we assumed a flat density of states with a large bandwidth D ≫ T,Ea1−
µr, µr − µr′ , i.e., all energies Ea1 lie deep within this band, including all µr, meaning that we
can neglect terms proportional to
∫ D
D−V
dx 1
x
≈ V/D ≪ 1. The imaginary part of the integral
gives a Fermi-function and if the tunneling matrix elements are real-valued, these well known
Golden Rule rates are the only contributions to the elements of W which are diagonal in initial
and final state indices. If there are relevant coherences in the model, such that also elements
of W which are off-diagonal in initial or final indices have to be evaluated, or if the tunneling
matrix elements have a finite imaginary part, also the real part has to be evaluated. This is given
by (x rescaled by T )
φ(λ) = −Re
∫ D
T
−D
T
dx
f(x)
i0 + x− λ (149)
= −Reψ
(
1
2
+ i
λ
2π
)
+ ln
D
2πT
, (150)
where λ = (Ea1 − η1µr1) /T and ψ is the digamma function. To arrive at this form we have
used f(px) = (1− p)/2 + pf(x) and neglected the integral Re ∫ D/T
−D/T
dx (1−p)/2
i0+x−λ
∝ λT/D.
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Clearly, φ (λ) is symmetric for real-valued arguments, and we may write φ((Ea1 − η1µr1) /T ) =
φ ((η1Ea1 − µr1) /T ), i.e., only the distance of the addition energy to the Fermi energy is rel-
evant, irrespective of whether it is an electron / hole process (p1η1 = ±). The curve has a
peak
φ(0) = γE + 2ln2 + ln
D
2πT
= 1.96351 + ln D
2πT
, (151)
where γE is the Euler’s constant, and logarithmic tails for λ≫ 1:
φ(λ) ≈ ln D
λT
. (152)
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C Fourth order kernel
In fourth order we have two irreducible contractions of the four vertices. We refer to the first
diagram (leftmost in Fig. 11(b)) as direct (D type) and the second one (middle in Fig. 11(b)),
which gets an additional sign from the Wick’s contraction, as exchange (X type). Applying the
diagrammatic rules we obtain
W (4) = −iγ32γ41Gp44
1
i0 + x1 − LG
p3
3
1
i0 + x1 + x2 − LG
p2
2
1
i0 + x1 − LG
p1
1 (153)
+iγ42γ31G
p4
4
1
i0 + x2 − LG
p3
3
1
i0 + x1 + x2 − LG
p2
2
1
i0 + x1 − LG
p1
1 , (154)
where the first expression correspond to the D type diagram and the second to the X type.
Taking matrix elements, expanding all indices and explicitly writing out all summations and
integrations this becomes
(
W (4)
)a0
a4
= −i
∑
p4p3p2p1
∑
r2r1
∑
σ2σ1
∑
η2η1
∑
a3±a2±a1±[(
Gp4η¯1r1σ1
)a3
a4
(
Gp3η¯2r2σ2
)a2
a3
(
Gp2η2r2σ2
)a1
a2
(
Gp1η1r1σ1
)a0
a1
×
∫∫
dx1dx2
p2p1f(p2(x2 − η2µr2)/T )f(p1(x1 − η1µr1)/T )
(i0 + x1 − Ea3)(i0 + x1 + x2 − Ea2)(i0 + x1 − Ea1)
− (Gp4η¯2r2σ2)a3a4 (Gp3η¯1r1σ1)a2a3 (Gp2η2r2σ2)a1a2 (Gp1η1r1σ1)a0a1
×
∫∫
dx1dx2
p2p1f(p2(x2 − η2µr2)/T )f(p1(x1 − η1µr1)/T )
(i0 + x2 − Ea3)(i0 + x1 + x2 − Ea2)(i0 + x1 − Ea1)
]
.
(155)
Note that the expressions for D and X differ only by the lower indices of vertex 3 and 4 and by
the electron frequency x1, x2 in the propagator connecting these vertices.
As mentioned in Sect. 3.6 we restrict ourselves to explicit evaluation of the imaginary part
of the integrals. This means that we exclude cases where coherences between secular states are
relevant and only consider models with real-valued tunneling matrix elements.
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We first give the final, explicit result, before discussing how to arrive there.
Re
(
W (4)
)a0
a4
=
1
T
∑
p4p3p2p1
∑
r2r1
∑
η2η1
∑
a3±a2±a1±
δa4p¯4a3p¯4δa3p¯3a2p¯3δa2p¯2a1p¯2δa1p¯1a0p¯1p4p2
×
{(∑
σ2
T
a3p3a2p3
r2σ2η¯2p3 T
a2p2a1p2
r2σ2η2p2
∑
σ1
T
a4p4a3p4
r1σ1η¯1p4 T
a1p1a0p1
r1σ1η1p1
)
1
(Ea3 − Ea1) /T
×
[
F ((Ea2 − η1µr1 − η2µr2) /T, (Ea3 − η1µr1) /T )
− F ((Ea2 − η1µr1 − η2µr2) /T, (Ea1 − η1µr1) /T )
+(p2 − 1)F˜ ((Ea3 − η1µr1) /T )− F˜ ((Ea1 − η1µr1) /T )
]
−
(∑
σ2
T
a4p4a3p4
r2σ2η¯2p3 T
a2p2a1p2
r2σ2η2p2
∑
σ1
T
a3p3a2p3
r1σ1η¯1p4 T
a1p1a0p1
r1σ1η1p1
)
1
(Ea2 − Ea3 − Ea1) /T
×
[
F ((Ea2 − η1µr1 − η2µr2) /T, (Ea1 − η1µr1) /T )
− F ((Ea3 + Ea1 − η1µr1 − η2µr2) /T, (Ea1 − η1µr1) /T )
+ F ((Ea2 − η1µr1 − η2µr2) /T, (Ea3 − η2µr2) /T )
−F ((Ea3 + Ea1 − η1µr1 − η2µr2) /T, (Ea3 − η2µr2) /T )
]}
, (156)
where only two types of functions enter
F (λ′, λ) = π {φ(λ′ − λ)f(λ) + b(λ′) [φ(λ′ − λ)− φ(−λ)]} (157)
→ π
{
φ(−λ)f(λ)− d
dλ
φ(−λ)
}
for λ′ → 0, (158)
F˜ (λ) =
π
2
φ(λ), (159)
where b(λ) = (eλ − 1)−1 is the Bose-function and φ(λ) is given by Eq. (150). All expressions
arising from the integrals are explicitly seen to be well behaved, since they take the form of
differential quotients: whenever a denominator vanishes, the numerator also vanishes with the
same power, resulting in a finite value. The rates are thus well-behaved functions of all model
parameters including the voltages.
We now discuss the steps leading from Eq. (155) to Eq. (156). The tunnel matrix elements
enter automatically via the vertices (Eq. (46)). The four vertices give a sign p4p3p2p1, and the
vertices Gp33 and G
p1
1 give an additional sign p3p1 (since they are followed by an odd number of
vertices towards the left). Combined with the contraction signs p2p1 we get in total a sign p4p1
for both diagrams.
The remaining task is to obtain the closed-form expressions for the imaginary part of the
two integrals. Normalizing the integration variables to T and then shifting them introduces the
energy denominators λ1 = (Ea1 − η1µr1) /T and λ2 = (Ea2 − η1µr1 − η2µr2) /T . For the last
propagator we get λ3 = (Ea3 − η1µr1) /T for the D type and λ3 = (Ea3 − η2µr2) /T for the X
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type diagram. The integrals are then split into partial-fractions:
Ip2p1D =
1
T
∫∫
dx1dx2
f(p2x2)f(p1x1)
λ3 − λ1 Im
(
1
i0 + x1 + x2 − λ2
)
×
(
1
i0 + x1 − λ3 −
1
i0 + x1 − λ1
)
, (160)
Ip2p1X =
1
T
∫∫
dx1dx2
f(p2x2)f(p1x1)
λ2 − λ3 − λ1 Im
(
1
i0 + x1 + x2 − λ2 −
1
i0 + x1 + x2 − λ3 − λ1
)
×
(
1
i0 + x1 − λ1 +
1
i0 + x2 − λ3
)
, (161)
where ID denotes the integral in (155) in the D type and IX the one in the X type diagram.
These can be expressed in the integrals encountered in second order. This is done most effi-
ciently by first noting a number of sumrules which are satisfied by the integrals (but not by the
diagrams!) in the wide-band limit:∑
p1=±
Ip2p1D =
∑
p1=±
Ip2p1X =
∑
p2=±
Ip2p1X = 0. (162)
Summing the integrals over a Keldysh index pi, using
∑
pi=±
f (pixi) = 1, we eliminate one
Fermi-function. We can then first evaluate the integral over xi on the same contour as for the
second order integral, see Appendix D. If the integrand vanishes faster than x−1i the contribution
can be neglected in the wide-band limit, even when performing also the second integral. From
the original expressions for the integrals in Eq. (155) one sees that this is the case, except for
the integrand ID considered as function of x2. Therefore
∑
p2=±
Ip2p1D 6= 0. This implies that
IX is proportional to p1p2, while ID additionally contains a term proportional only to p1:
Ip2p1D =
1
T
p2p1
F (λ2, λ3)− F (λ2, λ1)
λ3 − λ1 +
1
T
p1(1− p2) F˜ (λ3)− F˜ (λ1)
λ3 − λ1 , (163)
Ip2p1X =
1
T
p2p1
F (λ2, λ1)− F (λ3 + λ1, λ1) + F (λ2, λ3)− F (λ3 + λ1, λ3)
λ2 − λ3 − λ1 . (164)
It remains to be shown that F (λ′, λ) and F˜ (λ) actually are given by Eq. (157) and (159) re-
spectively. To do this we now use the expansion
f (p2x2) f (p1x1) = p2p1f (x1) f (x2) +
1
2
p1 (1− p2) f (x1) + 1
2
p2 (1− p1) f (x2) + const.
(165)
As was noted when deriving the above sumrule, only terms containing the product f (x1) f (x2)
give a non-vanishing contribution to the X-type integral, and we only have to consider integrals
of the form
F (λ′, λ) ≡ Im
∫∫
dxdx′
f (x′) f (x)
(i0 + x+ x′ − λ′) (i0 + x− λ) (166)
= −πRe
[∫
dx′
f(x′)
i0 + x′ − λ′ + λf(λ) + b(λ
′)
∫
dx
f(−x)− f(λ′ − x)
i0 + x− λ
]
(167)
= π {φ(λ′ − λ)f(λ) + b(λ′) [φ(λ′ − λ)− φ(−λ)]} . (168)
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Here we expanded Im ((x+ i0) (y + i0))−1 = −πRe{δ (x) (y + i0)−1 + δ (y) (x+ i0)−1} and
used the relation f (x′) f (x) = (f (−x′)− f (x)) b (x+ x′) in the second term.
TheD type integral gives a non-vanishing contribution also for terms containing only f (x1).
This yields the additional integral where f (p2x2) f (p1x1)→ 12p1 (1− p2) f (x1)
F˜ (λ) ≡ 1
2
Im
∫∫
dxdx′
f (x)
(i0 + x+ x′ − λ′) (i0 + x− λ) (169)
= −π1
2
Re
∫
dx
f(x)
i0 + x− λ =
π
2
φ (λ) . (170)
Note that λ′ drops out of the answer since Re
∫ D/T
−D/T
dx′ 1
i0+λ+x′−λ′
vanishes for D/T ≫ λ, λ′.
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D Contraction integral
We comment on the calculation of the integral:∫
dx
f(x)
i0 + x− λ = +Reψ
(
1
2
+ i
λ
2π
)
− ln D
2πT
− iπf (λ) . (171)
It can be calculated with a smooth Lorentzian cutoff of width D/T and the result must then be
expanded in the small parameter λT/D to lowest order [301]. This however involves unneces-
sary complications since the energy scale separation D/T ≫ λ is only used at the end. Here we
indicate how this may be avoided, simplifying this and other similar calculations. We first note
that although −iπf (λ) clearly stems from iIm 1
z−λ+i0
= −iπδ (z − λ) one should not separate
real and imaginary parts until the end of the calculation. We apply the residue theorem for a
contour along the real axis and finite semi-circle in the upper half-plane, i.e., not containing the
pole z = λ− i0. We obtain the integral with a sharp cutoff:
∫ D/T
−D/T
dx
f(x)
x− λ+ i0 = −i
∫ pi
0
dϕz
f(z)
z − λ+ i0
∣∣∣∣
z=Deiϕ/T
− 2πi
kD∑
k=0
1
z − λ+ i0
∣∣∣∣∣
z=ipi(1+2k)
,
(172)
where kD =
[
D
2piT
− 1
2
] ([•] denotes the integer part). We now explicitly calculate the contri-
bution to the contour accounting for D/T ≫ λ. The latter is trivial since f (z) is equal to 1
for pi
2
< arg z < π and 0 elsewhere for z on a semi-circle of radius D/T ≫ λ, as one easily
verifies. Since the remaining part of the integrand is independent of arg z on this contour, we
get a contribution −ipi
2
. In the limit D/T ≫ λ the summation over Matsubara-poles can be
extended to infinity and gives a digamma function plus a term depending logarithmically on the
band-width:
kD∑
k=0
(
1
k + 1
2
+ i λ
2pi
− 1
k + 1
)
+ γE + ln kD ≈ −ψ
(
1
2
+ i
λ
2π
)
+ ln
D
2πT
= −Reψ
(
1
2
+ i
λ
2π
)
+ ln
D
2πT
+ iπf (λ)− iπ
2
, (173)
where we added and subtracted the Euler’s constant, γE = limn→∞
∑n+1
k=1 1/k − lnn. The
contribution from the arc cancels part of the imaginary part Imψ(1/2 + ix) = π tanh(πx)/2 =
π(1/2 − f(2πx)). In contrast, if one takes a cutoff function to make the integral vanish along
the semi-circle for infinite radius [301], one unnecessarily complicates the evaluation of the
residues.
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