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1. INTRODUCTION 
1.1. Statement of Problem 
An equation of the form 
(1.1.1) J^k(x,y)f(y)dy = g(x), c<x<d, 
where k(x,y) and g(x) are given functions and f(x) is an 
unknown function, is called a linear first kind Fredholm 
integral equation. The function k(x,y) is called the kernel 
of this equation. If k(x.y) e L2[(c.d)x(a.b)] and if 
f e Lgtaib), then J^k(x,y}f(yjdy e L2(c,d) (see Taylor and 
Lay [23, p. 202]). Equation 1.1.1 is often written In 
operator notation as 
(1.1.2) Kf = g, 
where K is the linear operator defined by 
Kf = /^k(x,y)f(y)dy. If k(x,y) 6 L2[(c,d)x(a,b)], then for 
Kf - /^k(x,y)f(y)dy, K is a bounded linear operator from 
L2(a,b) to L2(c,d) with ||K|)^ S J^Ik(x,y)|^dxdy (Taylor and 
Lay, p. 202). 
2 
Note that it is not necessary to have (a,b) - (c,d) 
In 1.1.1. However, It is common to use a change of 
variables for each of x and y to obtain an equation 
having the form 
CI.1.3) j'gk(x,y)f(y)dy = g(x), 0<x<l. 
The examples in this paper will usually have this 
standard form. 
First kind Fredholm integral equations are examples 
of ill-posed problems. Hadamard introduced the notion of 
a well-posed problem for partial differential equations. 
Isaacson and Keller [13. p. 21, 22], give the following 
definition for a well-posed problem. A problem is well-
posed if it satisfies the following three criteria: 
(1} the problem has a solution; (2) the solution is 
unique; and (3) the solution depends continuously on the 
data for the problem. First kind Fredholm integral 
equations may not meet any of these criteria. For 
example, If kCx.y) is continuous on [c,dlx[a,bj, then for 
any function f e L2(a,b), Kf(x) will be continuous. 
Hence, if g is not continuous, the equation Kf = g will 
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have no solution. For an example of a first kind 
Fredholm integral equation not satisfying criterion (2) 
for a well-posed problem, let k(x,y) be a continuous 
odd function of y on [-1,1]. Then for any continuous 
even function hCyJ on [-1,11, /_'jk(x,y)h(y)dy • 0. Thus, 
if fg is a solution to 1.1.1 for such a kernel, any 
function of the form fg + h, where h is a continuous even 
function, will also be a solution to this equation. 
Hence, this first kind equation will not have a unique 
solution. 
Criterion (3) for a well-posed problem often causes 
the most trouble for first kind Fredholm integral 
equations. If k(x,y) is an Lg kernel, then by the 
Riemann-Lebesgue Lemma (see Henrici [12, p. 263]), 
J^k(x,y)3in(ny)dy -> 0 as n oo. Thus, if f is a solution 
of equation 1.1.1, then for any constant a, as n <», 
J^k(x,y)[f(y) + oi3in(ny)]dy -» g. Hence, an arbitrarily 
smell perturbation in the right hand side of equation 
1.1.1 can cause an arbitrarily large change in the 
solution of this equation. 
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1.2. Notation and Background 
In this paper, H, Hj. and H2 will denote Hilbert 
spaces. For a review of the properties of Hilbert spaces, 
see Taylor and Lay [23] or Halmos [11]. The inner product of 
elements f and g of a Hilbert space H will be denoted by 
(fig). The norm of an element f of a Hilbert space H will 
be denoted by RfK. The norm satisfies RfU^ - (f.f). It is 
well known that L2(a,b] is a Hilbert space having inner 
product (f,g) = /^f(x)g(x)dx, where g(x) Is the complex 
conjugate of g(x). 
Denote the set of all bounded linear transformations 
from Hj to H2 by BCHjJlj). The set of all bounded linear 
transformations from a Hilbert space H to itself is denoted 
by B(H). For a review of bounded linear transformations, 
see Taylor and Lay [23] or Groetsch [8]. Henceforth, bounded 
linear transformations shall be referred to simply as 
operators. If K e B(H],H2), then the null space of K, 
denoted by N(K), is defined by N(K) « { f e H| t Kf » 0 }. 
In Groetsch [8, p. 59], It Is shown that N(K) Is a closed 
subspace of H, for any operator K e BCHiJi^). The range of 
operator K, denoted by R(K), is defined by 
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R(K) - { g e î g - Kf for some f e H, }. Note that R(K) 
will be a linear subspace of Hg. The norm of operator K, 
d e n o t e d  | ) K | | ,  i s  d e f i n e d  b y  | | K | )  -  s u p {  | | K f | |  :  | | f | |  S i } .  
If f and g are elements of H, then fig means f and g are 
orthogonal. Similarly, if S and T are subsets of H, then 
SIT means every element of S is orthogonal to every element 
of T. If SGH, then the orthogonal complement of S is 
denoted S^. It can be shown that for any SGH, S**" is a 
closed subspace of H, and S^ is the closed subspace spanned 
by S (see Groetsch [8, p. 96]). 
Definition 1.2.1; A subspace S of a Hilbert space H Is the 
orthogonal direct sum of subspaces M and N. denoted 
S > M 0 N, if MIN, and S-{m + n:meM and n € N }. 
In the above definition, the representation of a given 
vector s e S in terms of vectors from M and N is unique. 
For if s - m, + n, - m2 + ng, then m, - mg - h2 - n,, so 
m, - mg is in both M and N. Now, since MIN, we have 
llm, - m^tt^ - Cm, - nigjui - mj) » 0, so m, - m^. Similarly, 
n, - ng. 
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Theorem 1.2.2: If M is a closed subspace of H, then 
H - M © M\ 
For a proof of theorem 1.2.2, see Taylor and Lay [23 
p. 89]. Note that in particular, if K e then 
H, - N(K) ® N(K)\ and - RStî ® Since 
- C R(K)^^)^ - R(K)\ we also have - RÎRJ ® R(K)\ 
Definition 1.2.3; If H - M 0 then the orthogonal 
projection of H onto M is the operator e B(H) given by 
Pj^h - m, where h - m, + m2, e M and e M"*". 
Definition 1.2.4; If K e BCHieHg), then a least squares 
solution of the equation Kf - g is an eleinent f, 6 such 
that BKf, - gl|2 s HKf - g||^ for all f e Hi-
Theorem 1.2.5; If K e BCHjJHj], then there exists a least 
squares solution to the equation Kf - g if and only if 
g e R(K) ® R(K)^. If P is the orthogonal projection of Hg 
onto R(K), then f| Is a least squares solution to Kf - g If 
and only if Kf; - Pg. 
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Proof of Theorem 1.2.5; Since Hg - R(K) © R(K)\ g can be 
written as g - g, + where g, - Pg 6 R(K] and gg e R(K)\ 
Now, for any f 6 Hj, CKf - g^llgg, so ||Kf-g||^ - CKf-gJtf-g) 
- (Kf-gj-ggjKf-gj-gjP - (Kf-gj,Kf-g,) • (ggigg) 
- IIKf-gjB^ 4. ig^H^ 2 Bg^ijZ 
Suppose g 6 R(K) © R(K)^. Then g, e R(K), so there 
exists some f, e H, such that Kf, * gj • Pg. Thus, for any 
f e H,, DKf-gll^ 2 llgjll^ - llKf,-g|)2. Therefore, fj is a 
least squares solution to Kf = g. Clearly, fg e Hj will be 
a least squares solution to Kf » g if and only if 
Kfg = 8% " Pg. 
Now suppose g t R(K) ® R(K)\ Then gj É R(K), so for 
any f e H,, we have ||Kf-gj|| > 0. Since gj e RCK), there 
exists some f, e H, such that llKfrg,ll < HKf-g,||. From 
above, we know that BKf-gH^ - IIKf-gjI^ + Hgjll^. and 
similarly for l|Kf,-g|l^. Now since ||Kf,-g,|| < IIKf-gjfl, we 
see that ||Kf)-g||^ < l|Kf-g||^. Thus, there Is no least squares 
solution to Kf = g.g 
Definition 1.2.6: If K e then an element 
f 6 Hi Is a least squares solution of minimum norm (Issmn) 
to Kf - g if f is a least squares solution to Kf - g, and 
for any other least squares solution fj to Kf - g, 
l l f B  s  W f i O .  
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Theorem 1.2.7; Equation Kf - g has a Issmn if and only if 
g 6 R(K) 0 R(K)\ The Issmn is unique if It exists. 
Proof of Theorem 1.2.7; If g d R(K) © then by theorem 
1.2.5, the equation Kf - g has no least squares solution, 
and hence, can have no Issmn. Thus, suppose 
g e R(K) 0 RQC}'''. Let f, be a least squares solution to 
Kf - g (f, exists by theorem 1.2.5). Since 
f, e Hj - N(K) © N(K)\ we can write ^ - fg + fg where 
fg e N(K] and fg e N(K)\ Note that Kfg - Kf,, so fg is 
also a least squares solution of Kf - g. Let f^ be any 
other least squares solution of Kf - g. Then 
KCf^-fgD - Kf^ - Kfg - 0, so f, - fg 6 N(K). Now 
- ^ CW - Thus, fg is a 
Issmn. Prom above, we see that if fg is also a Issmn, then 
we must have Ufo-fgM^ = 0, so fg » fg. Thus, the Issmn is 
unique.. 
In theorem 1.2.5, it was shown that f, is a least 
squares solution to Kf - g, where K c if and only 
if Kfj - Pg, where P is the orthogonal projection of Hg onto 
RCK). In the proof of theorem 1.2.7, it was shown that if ? 
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was the Issmn to KF - g, where K C then in 
addition to having Kf - Pg, we must also have f e N(K)\ 
These two proofs also show the converse: if K 6 
if Kf, - Pg, and If f, e N00\ then f, Is the Issmn to 
Kf • g. Note that if g^^^ e R(K) © R(K)\ f, is the Issmn 
to Kf * gj. and (2 Is the Issmn to Kf > gy then 
fi+fg e N(K)^ and KCf^+fg) - PCg^+g,). Also, If f, is the 
Issmn to Kf • g, then for any scalar c, cfj 6 N(K)^ and 
KCcfj] - cPg. This motivates the following definition. 
Definition 1.2.8; The generalized inverse of K, denoted K\ 
Is the linear transformation defined on R(K) 0 R(K]''' by 
K^g • f where f is the Issmn to Kf • g (see Groetsch [9, 
p. 115]). 
The discussion in the paragraph preceding definition 
1.2.8 shows that for K 6 BCHfJKj). K^ Is a linear 
transformation from R(K) © RCK)"*" into H|. However, K* might 
not be a bounded linear transformation. In fact, K^ Is 
bounded if and only if R(K] is closed (Groetsch [9, 
p. 116]). 
If K e B(Hj,H2), then the adjoint of K will be denoted 
by K*. An operator K e B(H) Is call self-adjoint if K • K*. 
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The following theorem describes the adjoint for an integral 
operator. A proof of the following theorem can be found in 
Groetsch [8, p. 110]. 
Theorem 1.2.9» If k(x,y) is an Lg kernel, then for the 
integral operator K e BCLgCO.l]) given by 
Kf - J^k(x,y)f(y)dy, we have K"f - J *k(y,x)f(y)dy, where 
k(y,x) Is the complex conjugate of k(y,x). 
Theorem 1.2.10; If K e then 
R(K)^ - NCR*). N(K)^ - RÔÔ and 
RCK*)-^ - N(K). N(K')-^ - mi . 
For a proof of this theorem, see Groetsch [8, p. 112]. 
Definition 1.2.11: If K e B(H) is self-adjoint, then K is 
positive semi-definite if (Kf,f) i 0 for all f e H. 
Definition 1.2.12: For K e B(H), the spectrum of K, denoted 
aCK), is or(K) - { c e C î (K - cl)"' É B(H) >. A complex 
number c is called an eigenvalue of K if there is some 
nonzero f e H such that Kf - cf. The spectral radius of K. 
denoted p(K), is given by p(K) = max { |c| : c e o(K) >. 
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It is well known that o(K) is a compact subset of the 
complex plane when K e B(H]. It should be noted that the 
set of all eigenvalues of an operator is contained in the 
spectrum of the operator. 
Theorem 1.2.13; If K e B(H], then 
oCK) Ç { c e C J |c| s ||KH >. 
For a proof of theorem 1.2.13, see Taylor and Lay [23, 
p. 277]. If K e B(H) Is self-adjoint, define m(K) and M(K) 
by m(K) - lnf{ (Kf,f) : f e H and HfB - 1 }, and 
M(K) » sup{ (Kf,f) » f e H and i|f|l = 1 }. A proof of the 
following theorem can be found In Taylor and Lay, p. 350. 
Theorem 1.2.14; If K e B(H) is self-adjoint, then for m(K) 
and M(K] as above, o(K) G [m(K),M(K}]. 
Since (Kf,f) 2 0 for a positive semi-definite 
self-adjoint operator K e B(H), the following corollary Is 
an immediate consequence of theorems 1.2.13 and 1.2.14. 
Corollary 1.2.15: If K e B(H) is a positive semi-definite 
self-adjoint operator, then o(K) S [0,1|K||J. 
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If K e BCHJ,H2). then K'K e BCH,). The importance of 
the operator K*K will be given in theorem 1.2.16, however, 
some of the useful properties of this operator will be given 
first. Since (K*K)* - KV* - KK, the operator KH IS 
self-adjoint. Also, for all f e Hj, CK"Kf,f) - (Kf,Kf) 
- IIKfH^ 2 0, so K'K is positive semi-definite. On p. Ill of 
[8], Groetsch shows that |)K"K|| - MKN^, so by corollary 
1.2.15, oCK"K) c I0,||K||2], 
Theorem 1.2.16, If K e then K*Kf, - K'g if and 
only if f| is a least squares solution of Kf - g. 
Proof of theorem 1.2.16: Let K e B(H|JH2). Suppose f, is a 
least squares solution of Kf - g. Since Kf - g has a least 
squares solution, by theorem 1.2.5, g e R(K) © RCK)"*". Thus 
g can be written as g » g, + g^, where g, e R(K) and 
gg e R(K)^. Since f, is a least squares solution of Kf - g, 
by theorem 1.2.5, Kf, = g,. Now, by theorem 1.2.10, 
N(K*) - m)\ so K*g - K'Cgj + gg) - K'g, + K'gj 
- K*Kf, + 0 = K'Kf,. 
Conversely, suppose K*Kfj • K*g. Let P be the 
projection of Hg onto R(K). K'Kf, - K'g implies 
K'(Kf, - g) - 0, so Kf, - g e N(K*) - R(K)^ Thus, 
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P(Kf| - g) - 0, so Kf, - PKf, - Pg. This is a sufficient 
condition for f, to be a least squares solution to Kf » g.. 
Definition 1.2.17; If K e BCHiJHg), then K is a compact 
operator if KCB) Is compact for every bounded subset B of 
H,. 
Theorem 1.2.18; If k(x,y) is an Lg kernel on [c,d]x[a,b], 
then the integral operator Kf » J\(x,y)f(y)dy Is a compact 
operator from LgCa^b) to LgCCid). 
For a proof of theorem 1.2.18, see Taylor and Lay [23, 
p. 295]. The proofs of the following three theorems can be 
found in Taylor and Lay on pages 298-301. 
Theorem 1.2.19: If K e B(H]4^2) is compact and R(K) Is 
closed, then dim R(K3 < oo. 
An operator K e B(H,,H2) is said to have finite rank if 
dim R(K) < 00. Since K* Is a bounded linear transformation If 
and only if R(K} is closed, a compact operator K will have a 
bounded generalized Inverse if and only If K has finite 
rank. 
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If K e is of the form 
Kf = k(x,y)f(y)dy, then K has finite ranic if and only if 
the kernel k(x,y) can be written in the form 
{•,, *2 •n^ and ijkg, of LgECid] and 
L2[a,b], respectively. In this case, the Issmn to Kf - g is 
f(y) - 2 «I'/'ify) where a is the solution of a matrix 
1=1 
equation ABa - g. In this matrix equation, A - (a,j) where 
ajj - *|(x)*j(x)dx for 1 £ i, J S nt B - (b,jî where 
b|j - 'P,Cy)t/»j(y)dy for 1 s i, j s n» and 
g - (gj gj^ where •jCxDgCxJdx for 1 s i £ n. 
Theorem 1.2.20; Suppose K e B(Hj,H2) and T e BCHgJHg). If 
either K or T is compact, then TK is compact. 
Theorem 1.2.21: If K e B(H|,H2) is compact, then o(K) is 
countable, and the only possible accumulation point of o(K) 
is 0. Every nonzero element of o(K) is an eigenvalue of K 
of finite multiplicity. 
If K is a compact operator, denote the set of nonzero 
elements of o(K) by OGCK). By theorem 1.2.21, OGCK) can be 
Indexed by a countable set f, say OQ(K) = { X* ; i e f % 
n 
linearly independent sets 
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Assume f = {l,2,...,n} If f Is a finite set having n 
elements, and 9 = {1,2^..} If f Is an Infinite set. 
Theorem 1.2.22: Suppose K e B(H) is a compact self-adjoint 
operator and f is an index set for OgOC). Then for the set 
{ : i e f } of nonzero eigenvalues of K there is an 
orthonormal set { v* : i e f } of associated eigenvectors of 
K such that for all f e H, Kf - Y \,(f,v.)v.. 
ief 
Theorem 1.2.22 is an extension of a well known theorem 
for finite dimensional vector spaces, and is a special case 
of the spectral theorem for self-adjoint operators in B(H). 
The proof of theorem 1.2.22 can be found in Groetsch [8, 
section IV.2]. 
Theorem 1.2.23; Suppose K is as in theorem 1.2.22. Let 
m(K) and M(K) be as in the paragraph following theorem 
1.2.13, and suppose h(x) is a continuous function on 
[m(K)W(K)]. Then [h(K)]f « 2 h(K,)(f,Vi)Vt. 
lef 
A proof of a more general form of theorem 1.2.23 can be 
found In Groetsch [8, p. 191]. The more general form does 
not require K to be compact. 
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The following theorem describes a singular system for 
the integral operator K corresponding to an Lg kernel. 
Details for a proof of this theorem can be found in chapters 
7 and 8 of Smithies [21], particularly on pages 143-145. 
Theorem 1.2.24; Suppose K is the integral operator 
corresponding to an Lg kernel. Let f be the index set for 
OQCK). Then there exists a set ( : i e f % with 
0 < a Pg s .. s s .... and there exist orthonormal 
sets { V| : i e f } G LgCa^) and { Uj : i e ^ } S LgCCid) 
such that: 
(U Uj - MJKvj, i e and 
C2) V, * 1 e f, and 
such that for any f e L2(a,b) and g e L2(c,d), 
Kf - 2 Cl/MJ(f.v,)Uj, and K"g - 2 (1/M,)(g.u,)v,. 
ief ief 
Definition 1.2.25: The set { (U|,V|jMJ) ; i e f } described 
in theorem 1.2.24 is called a singular system for the 
integral operator K. 
Note that if { (UJ.VJJMJ) : i e f } is a singular system 
for an integral operator K, then for each i e f, 
Vj = MJK'uj = and similarly, U| = p^^K'u^. Thus, 
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Kj = l/ji|2 i9 an eigenvalue for K*K with associated 
eigenvector Vj, and is an eigenvalue for KK* with 
associated eigenvector Uj. 
We close this chapter with a theorem by Picard giving 
necessary and sufficient conditions for a first kind 
Fredholm Integral equation having an L2 kernel to have a 
solution. A proof of this theorem can be found in Smithies 
[21. p. 1643. 
Theorem 1.2.26: Let Kf - J^k(x,y)f(y)dy, where k(x,y) is an 
Lg kernel on [c,d]x[a,b], and let g e LgCc.d). Let 
{ (uj,V|imP : 1 e 5 > be a singular system for K. Then the 
equation Kf - g has a solution if and only if 
CD S W,^l(g,u,)|^ < 00, and 
ie# ' 
(2) g 6 RÎKT. 
The Issmn to Kf = g is f = 2 MiCg.U|)Vj. Any other solution 
ief 
to Kf « g will be of the form f, » ^ + f where fg e NCK). 
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2. EXISTING ITERATIVE METHODS 
In this chapter, the numerical solution of first kind 
Fredholm integral equations is discussed. Discretization 
and regularization are discussed in section 2.1. Section 
2.2 gives a theorem which can be used to prove the 
convergence of several different iterative methods. The 
Strand method and the Graves and Prenter method are 
discussed in section 2.3. We will give generalizations of 
these methods in chapter 3. Some numerical examples are also 
given in section 2.3. Finally, In section 2.4. the 
steepest descent, conjugate gradient, and gradient methods 
are described. 
2.1. Discretization and Regularization 
Equation 1.1.1 is usually solved numerically by first 
using some method to obtain a discrete approximation to 
1.1.1, and then solving the approximate equation. There 
are several different methods available for discretizing 
1.1.1. The most common methods involve using a quadrature 
rule to approximate /^k(x,y)f(y)dy, say 
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(2.1.1) J^k(x,y)f(y)dy - W|k(x,y^)f(y^). 
Note that the right hand side of this equation is a function 
of X. Thus, equation 1.1.1 becomes 
The only unknown quantities in equation 2.1.2 are f(yj), 
i-1, 2 n. It is generally impossible to choose these 
n values to obtain equality for all x in (c,d), so a scheme 
is needed for choosing f(y^), l»l, 2, .... n, so that 
jlj w,k(x,y^)f(y^] approximates g(x) for c<x<d. The two most 
common schemes for doing this are collocation and Calerkin's 
method. 
In collocation, m points x,, Xg, ..., x^ in (c,d) are 
chosen. The values of f(y^), i-1, 2, ..., n are then found 
so that equation 2.1.2 is satisfied at each of the points 
Xj, J-1. 2 m. Thus, the full discretization of 
1.1.1 using quadrature and collocation becomes 
(2.1.2) 
(2.1.3) ^ W|k(Xj,y^)f(y^) - g(Xj), J-1, 2, ..., m. 
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If R is the mxn matrix R » (kjj), where kjj • WjkCxj.y^) for 
isism and isjsn, and if 7 - (fCy^),..,f(y^))^ and 
g - (g(x,)H...g(x„))^. then 2.1.3 can be written as the 
matrix aquation 
(2.1.4) Rf - g. 
It is not necessary to have m - n for this method, but often 
m is chosen to be equal to n. If the integral equation has 
the standard form j^gk(x,y)f(y)dy - g(x), 0<x<l, and If 
m - n, then the values of Xj, j-1, 2, n are often 
chosen as Xj - y^ j-1, 2, .... n. 
If the kernel of equation 1.1.1 is an Lg kernel, then 
Galerkin's method can be used. In Galerkin's method, the 
values of f(y^], i>l, 2 n, are chosen so that the left 
hand side of 2.1.2 is the orthogonal projection of g onto 
the subspace of LjCCfd) spanned by ( k(x,y^), k(x,y^) }. 
This leads to a matrix equation as in 2.1.4, where R is 
the nxn matrix R • (k,j), k,j • WjCkCx.y^J.kCx.yj)), and 
where 7 = (f(y,),...,f(y^))^ and g = (g,,...,g^)^ where 
- (g(x),k(x,y^)), i-l, 2, n. 
Other methods for discretizing the integral equation 
1.1.1 do exist. For example, the solution f(y) might be 
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assumed to lie in the space spanned by some finite set of 
functions { hjty) : i-1, 2, n }. If f(y) - V c,h|(y), 
181 
then equation 1.1.1 becomes 
A (2.1.5) 2 c, J^k(x,y)h,(y)dy - g(x), c<x<d. 
The only unknown quantities in 2.1.5 are c*, 
i-1, 2, ..., n. Either collocation or Galerkin's method 
could be used with 2.1.5 to obtain a fully discretized 
approximation to 1.1.1. For a review of discretization 
methods for first kind Fredholm integral equations, see 
Delves and Mohamed [4]. The numerical examples in this 
paper will be discretized using quadrature with collocation. 
The ill-posed nature of integral equation 1.1.1 causes 
severe problems for any numerical method attempting to solve 
1.1.1. Unless the operator K is a finite rank operator, 
the generalized Inverse of K is not bounded, so 
arbitrarily small perturbations in g can cause arbitrarily 
large changes In f. This ill-posed nature is carried over 
to the discrete approximation 2.1.4 of 1.1.1. Matrix K 
in 2.1.4 can be very ill-conditioned for moderately sized 
values of m and n, and as m and n increase, the matrix K 
will become even more Ill-conditioned. See Lee and Prenter 
[16] for details. 
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Since arbitrarily small perturbations in g can produce 
arbitrarily large changes in f, methods for obtaining 
consistent results are needed. Such methods are called 
regularizing methods. 
Definition 2.1.6: A method for solving equation i.l.i is 
called a regularizatlon method if for any 6 > 0 there Is 
some parameter a(S) (called the regularizatlon parameter) 
such that for any g^ with Kg - g^l < 6, if f^^g) Is the 
approximate solution found for Kf - gg using regularizatlon 
parameter a (5), then as 5 -* 0, fj^^j -» K^g. 
One method of regularizing 1.1.1 is called Tikhonov 
regularizatlon (see Tikhonov [24]). For Tikhonov .. 
ragularization, instead of solving Kf - g exactly, one 
chooses fg e H, to minimize the functional 
Fg(f) • IKf - g|^ + alLfl^ where L Is a linear 
transformation on some subset of H, and a Is a fixed 
positive number (the regularizatlon parameter). The success 
of Tikhonov regularizatlon often depends on the appropriate 
choice of a (see Wahba [25]). If L > I, then fg is the 
unique solution to (K'K + al)f •• K'g. Note thiat as a -» 0^, 
K*K + al -» K'K, so one might hope that as a -» 0% the 
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solutions fg, approach a solution to K*!Kf - K'g. See 
Groetsch [10] or Locker and Prenter [17] for more details 
about Tikhonov regularization. 
Another method of regularizing 1.1.1 is by using a 
truncated singular value decomposition. Suppose 
{ (U|,V|tM|) t i e 5 } is a singular system for K. Fix 
e > 0 and let fg be the subset of 9 containing all indices i 
such that ji s 1/e. Let f, - S MjCg,u,)vj. From theorem 
l6?g 
1.2.26 it can be seen that as e -• 0*. f, -» f - K*g. 
Equation 1.1.1 can also be regularized in several 
different ways by using an Iterative method for solving 
Kf « g. For some iterative methods, limiting the number of 
iterations to some positive integer N will regularize the 
solution of Kf « g. The choice of N is analogous to the 
choice of the regularization parameter for Tikhonov 
regularization (see Bakushinskii [3]]. Another way for 
regularizing 1.1.1 using some iterative methods is to stop 
the Iteration when successive iterates f^^, and f^ satisfy 
||f^+, - f„|| < 6 for some fixed positive e. The choice of e 
Is also analogous to the choice of the regularization 
parameter in Tikhonov regularization (see Krasnosel'skii 
et al. [14]]. 
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2.2. A Convergence Theorem for Iterative Methods 
Let K 6 BCHiiHg) be a compact operator normalized so 
that o(K*K) G [0,1]. This can be accomplished by scaling K 
so that |K| s 1. Let g e D(K^) - R(K) 0 R(K)\ and let fg 
be an initial approximation to f - K*g. Write 
ffl • (fcpN * (Vp where (fg)^ is the projection of fg onto 
N(K) and (ffPp is the projection of f^ onto N00\ Let 
f" - f(fo) - f • (fo)^. Note that since Kf' - Kf, f" is a 
least squares solution of Kf - g. We will consider 
iterative methods for which the error at the n**" step can be 
written as 
(2.2.1) fn - f" - •„(K'K)(fo - f") 
where each is a continuous function on [0,1]. 
The following theorem gives sufficient conditions for 
the convergence of iterative methods of this form. 
Nemirovskiy and Polyak prove a more general form of 
this theorem in [19]. The version of this theorem proven by 
Nemirovskiy and Polyak does not require K to be compact and 
allows the functions to be bounded Borel functions. This 
25 
additional generality is of no use for the numerical methods 
presented in this paper, so a simpler proof of a less 
general theorem is presented. The proof presented here is 
from a theorem I proved prior to finding the theorem in [19]. 
Theorem 2.2.2; If there exists a constant C such that 
kn(K)l & C for all n and for all X 6 [0,1], and if 
- 0 for all \ e (0,1], then for the iterative 
method 2.2.1, If^ - f'H - 0. Furthermore, if 
s |*^(\)| for all X e (0,1] and for all n, then 
the convergence is monotone. 
Proof of theorem 2.2.2: Since K'K is a compact 
operator, by theorem 1.2.21, agQc'K) can be indexed by a 
countable set f. Let OQ(K*K) - { X, : i e * % By theorem 
1.2.21, we also know that 0 is the only possible 
accumulation point of Og(K*K). Since K*K is positive 
semi-definite, we may assume that X; 2 Xg 2 ... > 0. By 
theorem 1.2.22, we know that there exists an orthonormal set 
{ V( : i e f } of eigenvectors of K*K with K*Kvj - XjV, for 
all i e f. By theorem 1.2.23 we know that for all n, 
•„(K"K)(fo - f*) - 2 Now, using 
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iteration 2.2.1, we have 
Nfn - - f)||2 - 2 
Since { V| I i e ^ } is an orthonormal subset of H,, by Bessel's 
inequality (Taylor and Lay [23, p. 81]), 
Z Kfo - f.v,)P s Hfo - i 'f  < 00. 
Now fix e > 0. Since 2 ICfn - f",v,)|^ < «, there exist 
iEf 
disjoint subsets fg w^th fg finite and 
^g U >  f ,  such that 2 |(fg - f',Vj)|^ < eV(2C^). Since 
Ic# J 
for all 1 e 5, we have 
|4„(K,3l^l(fo - s C%fo - f'.vpi^ 
< 0^(6^^/(20^)] - e^/2.  
Define M - § Kfg - f>i)P 2 0. If M - 0 then iexg 
,5 - fV,)|^ - 0 < eV2, so suppose M > 0. 
lexg 
Since |*^(\)| - 0 for all \ 6 (0,1], and since fg Is 
finite, there exists some N 2 1 such that for all n 2 N and 
for all I e fg, |*^(\,)|^ < e^/(2M). Then for n 2 N, 
,5 l*n(>^i5l^Cfo - f.v,)l' < Ie2/(2M)] 2 Kfg - f^v^)!^ = 63/2. 
lejTg IGfg 
Hence, for n 2 N, we have 
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- - fV,)!" - - fVt)P 
< e^/2 • Gf/2 - 6^, 
so for n a N, |fn - f*| < e. Therefore, Kn ~ f'N • 0. 
Furthermore, if ^ for all X e (0,1], then 
If.., - '"1= • 2 l«„»,a,Afo - (*.v,)l' 
167 
S S - |fn - SO convergence is 
lef 
monotone.. 
This convergence theorem will bo used in the next 
section to prove the convergence of Strand's iteration, and 
will be used in the next chapter to prove the convergence of 
my modification to Strand's iteration. However, not all 
iterative methods for solving Kf = g can be written in the 
form of 2.2.1. In particular, neither the steepest descent 
method nor the conjugate gradient method can be written in 
the form of 2.2.1, so theorem 2.2.2 does not apply to 
these methods for solving Kf = g. 
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2.3. Methods Related to Strand Iteration 
In this section, the Strand method and the Graves and 
Prenter method for solving Kf - g are given. The Graves 
and Prenter method is a modification of the Strand method 
for the case when K is a symmetric operator. In this case, 
the Graves and Prenter method generally produces numerical 
solutions which are more accurate than those obtained using 
the Strand method. This addition accuracy is illustrated 
by a numerical example. 
2.3.1 Strand's method 
Let K 6 be a compact operator normalized so 
that o(K*K) C [0,1], and let g e R(K) ® R(K)\ We consider 
an iteration of the form 
(2.3.1) - fn.i + DK"(g - Kf„.,), n-1,2,..., 
for solving Kf = g. In 2.3.1, D will be a specified linear 
operator related to K. If D - I, then iteration is called 
Landweber's iteration [15]. The papers by Bakushinskii [3] 
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and Kransnosel'skii et al. [14] are concerned primarily 
with the regularizing properties of Landweber's iteration. 
In 1974, Strand [22] generalized Landweber's iteration by 
inserting the operator D in iteration 2.3.1. In [22] 
Strand proves the following theorem concerning the 
convergence of iteration 2.3.1 for any appropriately chosen 
operator D. Instead of following the method that Strand 
uses to prove this theorem, the proof given here uses 
theorem 2.2.2. 
Theorem 2.3.2» Let D - h(K*K). where h is a continuous 
function on [0,1] such that 0 < xh(x) < 2 for all x e (0,1]. 
Let g 6 R(K) e R(K)\ and let fg - (fjPj, + (fglp where 
(fo)„ e N(K) and (fglp e N(K)\ Let f - kV Then for the 
sequence {f^} defined by iteration 2.3.1, f^ - f • (fo)j,. 
Proof of theorem 2.3.2» Let f' - f + (fg),^, and for 
n - 0, 1, 2, let 6% - fn - f'. Since f is the Issmn to 
Kf - g and (f^)^ e N(K), f* will be a least squares solution 
to Kf - g. Thus, by theorem 1.2.16, K*Kf* « K'g, so 
K*(g - Kf*) - 0. Now, for n - 0, 1, 2, ..., 
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®n+l - fn+i - f 
- f„ + DK*(g - Kfn) - f 
- • DK'(g - Kfn) - DK"(g - Kf") 
-  en + DK*l(g -  Kf„) - (g - Kf*)] 
" e* + DK"K(f" - f„D 
• en - DK*Ke„ 
- (I - DK*K)en. 
Applying the above equality Inductively, we have 
«n« - 0 - DK-Kle* 
- (1 - DK"K)'e„., 
• ... 
- (I - DK'K)"'''eo. 
For n - 0, 1, 2, define •n(*î - [1 - xh(x)]". We now 
have e^ - •n®"K)eQ. Since 0 < xh(x) < 2 for each 
X e (0,1], »n(*) " ° for all x 6 (0,1]. Clearly, 
|*n(X)l & 1 for all X € [0,1] and for all n. Therefore, by 
theorem 2.2.2, Nfn - f*# • 0. In other words, 
A • Î • (WN-. 
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In Iteration 2.3.1. the initial approximation FQ to f 
can be anything in H,. If we want the sequence {f„} to 
converge to f, then we need to choose fg 6 NCK)\ A 
convenient starting function of this type is fg - 0. 
Now suppose Kf • /q k(x,y)f(y)dy where kCx.y) is an Lg 
kernel on [0.1]x[0,l]. By theorem 1.2.18, K is a compact 
operator, so iteration 2.3.1 may be applied to solve the 
equation Kf - g for any g e R(K] ® R(K)\ Let 
{(u,,v,i|j^) I i e be a singular system for K, and for 
i 6 9, let = 1/M,^< Recall that for each i. is an 
eigenvalue of K*K with corresponding eigenvector V|. By 
theorem 1.2.26, the Issmn of Kf - g is f - p,(g,u^)V(.. 
Let fg - 0, and let the sequence {f„} be given by iteration 
2.3.1. Then by theorem 2.3.2, f^ « f. From the proof of 
theorem 2.3.2, we know that for n - 1, 2 
f„ - f - (I - DKW(-f). Since D - h(K*K) for some 
function h continuous on [0.1], define 
•„(x) - (1 - xhCx))". Then, f^ - f - •nCK'K)(-f), so 
fn - [I - •nCK*K)]f. Now, since each •„ is a continuous 
function on [0.1]. we have 
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In - [I - *„(K"K)lf 
- II - •„CK*K)] % M,(ff.Ui)Vj 
le# 
- 2 - •„(K'K)1VJ 
lef 
- 2 M.teAiiîIl -
ief 
- 2 M,CB,U,)C1 - [1 - Xjh(X,)J")v,. 
le* 
Nota that if a is somo fix«d positiva numbar and h is such 
that 1 - [1 - xh(x)l" - 0 for X s o and 1 - II - xh(x)]" -
for X > a, then f^ can be viewed as coming from a truncated 
singular value decomposition. Because of this, Strand 122] 
makes the following definition. 
Definition 2.3.3: The response curve after n iterations 
for 2.3.1 is R„Cx) - 1 - II - xh(x)]". 
Strand chooses the function h so that for 
n - 1, 2 the response curve R^(x) will approximate the 
desired Heaviside function Hg(x) given by 
To achieve this. Strand chooses h as a continuous function 
such that xh(x) approximates H„(x) for 0 s x & 1. Since 0 
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is an accumulation point for the spectrum of any infinite 
rank first kind Fredholm integral operator having an L2 
kernel, a is often chosen to be 0 for solving first kind 
Fredholm integral equations. Since H„ Is discontinuous and 
is continuous for all n, it is not possible to have 
Rn(x) • Hg(x) for all x 6 10,1 J unless a É [0,1). This 
causes no difficulty in practice. Note that if 
0 < xh(x) < 2 for 0 < X S 1, then ^1% R^(x) - HQ(X). 
Since it Is necessary to be able to calculate h(Kl(), 
Strand restricts his choice of functions to polynomials and 
rational functions. For a given degree k, the polynomial 
P,^(x) > xh(x] of degree k chosen is the one that gives the 
least squares fit to Hg(x) on [0,1]: that is, P|((x) is the 
polynomial of degree k which minimizes [H„(x) - P,^(x)]^dx 
over all polynomials p(x) of degree k with p(0) - 0. Some 
of the polynomials P^(x) approximating HQ(X) in this manner are 
listed in Appendix A. Graves and Prenter [7] give some 
other polynomial approximations (which they denote as T^Cx)) 
to HQCX). The approximations of Graves and Prenter are also 
given In Appendix A. 
34 
The polynomial Py(x) of degree seven obtained by 
Strand is 
Py(x) - 804.37Sx^ - 3003x6 + 4504.5x^ - 3465x4 
+ 1443.75x3 _ 315x2 + 31.5x . 
The graphs of Py and some of its response curves are given 
in Figures 2.1 through 2.3, below. Figure 2.1 gives the 
graph of PyCx) for 0 s x S 1. Figure 2.2 gives the graphs 
a 
0. 30 0 .60  0. 00 0. 90 
Figure 2.1. Graph of Py(x) 
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of the response curves Rg(x) and R]o(x) for 0 s x S .1. 
Figure 2.3 gives the graphs of the response curves RggCx) 
and R|oo(x) for 0 s x S .01. 
The only rational functions Strand uses are of the form 
h(x) - l/(x*a). For this function h(x), 0 < xh(x) < 2 for all 
X > 0, so the requirement that o(K*K) S [0,1] is not needed for 
this function. Note that If fg - 0, then 
fj - DK*g - hCKWg - (K*K ^ oI)"'K*g. This is the 
approximate solution obtained using Tikhonov 
2.
 0
0 
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• _ 
10 iterations 
f 
5 iterations 
a 
o 
on 
0 .00 
1 - 1 1 
0. 30 0. 60 0. 90 
(xlO-* ) 
Figure 2.2. Response curves after 5 and 10 iterations 
for the Strand method 
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/ 25 iterations 
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0.00 0.30 0.60 0. 90 
(xlO-2 ) 
Figure 2.3. Response curves after 25 and 100 iterations 
for the Strand method 
regularization with L - I. Iterated Tikhonov regularization 
is also discussed by Miller [18]. For small positive values 
of a, the response curve R|(x) for Strand iteration using 
h(x) " (x + a)"* for one iteration is a good approximation 
to HQCX). See Figure 2.4 (below) for a graph of R,(x) 
obtained in this manner using a = .01. 
Since RJ(x) is a good approximation to HQ(X), the 
theory related to Strand iteration indicates that Tikhonov 
regularization should produce a good approximation to 
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0. 00 0. 30 0. 60 0.90 
Figure 2.4. Graph of y - x/(x + .01) 
f " K^g. If the iteration is continued (instead of stopped 
with f|], the results are consistent with what would be 
obtained using Tikhonov regularization with a smaller value 
of o. For small values of ot, the operator K*K * al is near 
the operator K*K, so the calculation of (K*K + ofI)"'K*g is 
near to an ill-posed problem. The main advantage to using 
iterative Tikhonov regularization over Tikhonov 
regularization is that a larger value of a may be used, so 
the computation of (K*K + al)~' will be better behaved. 
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2.3.2 Graves' and Prenter's method 
Iteration 2.3.1 is for solving Kf * g where K e 
is a general compact operator with o(K*K) C [0,1]. Graves and 
Prenter point out in [7] that if K Is self-adjoint and 
o(K) C [-1,1], then iteration 2.3.1 can be changed to 
(2.3.4) f„ - f„_, 4. D(g - Kf„.,) 
where D - h(K) for some continuous function h on [-1,1] such 
that 0 < xh(x) < 2 for all x e [-1,0) u (0,1]. Note that In 
2.3.4, K* is not used. Also note that if K is scaled so that 
||K| £ 1, then by theorems 1.2.13 and 1.2.14, ao(K) G [-1,1]. 
The proof that this iteration converges is similar to the 
proof of theorem 2.3.2. 
Suppose the Integral equation k(x,y)f(y)dy • g(x), 
0 s X s 1, where k(x,y) is a symmetric kernel, is 
discretized using quadrature and collocation as In 2.1.3. 
If m - n and Xj - y^ for J - 1, 2 n, then for the nxn 
system of equations RT = g as in 2.1.4, the matrix K will 
not be symmetric unless each of the weights Wj is equal. 
This is not usually the case. However, Graves and Prenter 
show that K Is self-adjoint relative to the weighted Inner 
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product (T.g)^ » Wjfjg,. Suppose o(R) G [-1,1]. If to Is 
an initial approximation to the solution of R? • 2, then for 
0 " h(R) where h Is as above, the iteration 
>3] 
(2.3.5) f„ - + D(g - Kf„.,) 
will converge to f • (fg)^ where f is the Issmn to Rf - g 
relative to the weighted inner product, and (TQ)^ is the 
projection of ?Q onto N(K) relative to this weighted inner 
product. If aoQO (or OQCK)) is contained in [0,1], then we 
need h continuous only on [0,1] and 0 < xh(x) < 2 for 
X 6 (0,1], and hence, the same functions Strand chose can be 
used for h(x] fn this case. 
If K is self-adjoint but not positive semi-definite, then 
the function h is chosen so that xh(x) approximates H„(x), 
where a is some fixed non-negative constant and 
0 if -a s X S a 
1 If kl > a 
Since Hg Is an even function, the polynomials xh(x) Graves 
and Prenter choose are even. See Appendix A for a listing 
40 
of the polynomials Q„(x) chosen by Graves and Prenter to 
approximate Hq(X). The graph of the tenth degree polynomial 
approximation to H„(x) is given in Figure 2.5 (below). 
o 
a 
o 
-I .  00 -0. 40 0 .20  0.80 
Figure 2.5. Graph of OjqCX) 
The numerical solutions of integral equations given by 
Graves and Prenter indicate that iteration 2.3.4 is much more 
accurate at solving Kf = g for a self-adjoint compact operator 
K than the corresponding Strand iteration 2.3.1 (see the 
following numerical examples). Graves and Prenter claim 
([7, p. 293]) that the reason for this is that iteration 2.3.4 
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chooses D as a function of K and iteration 2.3.1 chooses D as 
a function of K"K. Since the singular values of are the 
squares of the singular values of K, Graves and Prenter state 
that the improved accuracy comes from using more components in 
the truncated singular value decomposition. However, this is 
not true for the case when K is not positive semi-definite. 
For suppose hg(x) - Og + OjX + ... + and 
hi(x) = 0(qX + «jx^ + ... + If xho(x) is an 
approximation to Hg(x), then xh,(x} is an approximation to 
Ag(x). Note that xh|(x] is an even function. Suppose that 
K' - K, and let Dg - hgCK'K) and D, - h,(K). Using the Strand 
iteration 2.3.1 with Og, we have 
f„ - f„., 4. DgK'Cg - Kf„.,) 
• fn-l + [«ol + «A + ... + anCK*K)"]K*(g - Kf„.i) 
- fn_, • togl • a,K^ + ... OnK^JKCg - Kfn_,) 
- fn., > [«gK 4. 4. ... 4. 
- fn-i + D|(g - Kfn-P 
so using the Strand iteration 2.3.1 with Og is the same as 
using the Graves and Prenter iteration 2.3.4 with D,. In 
fact, if xh(x) is a continuous approximation to Hg(x) on 
[0,1], then x^h(x^) is a continuous approximation to Hg(x) on 
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[-1,1]. Thus, the functions used for iteration 2.3.1 can be 
easily modified for use with iteration 2.3.4 in the case where 
o(K) G 1-1,1]. 
In the case where iteration 2.3.4 is applied to an 
operator that is not positive semi-definite, Graves and 
Prenter replace the operator K*K by K^. If we are working 
directly with a symmetric integral equation, then iteration 
2.3.4 will be the same as iteration 2.3.1, however if we are 
working with the discrete approximation RT - g, then the 
matrix R may not be symmetric. In this case, iterations 2.3.1 
and 2.3.4 can give different results. The claim that using 
functions of K instead of K*K allows more terms of the 
singular value decomposition to be used does not appear to be 
true. Since R is self-adjoint relative to the weighted inner 
product, iteration actually uses K K, where the adjoint is taken 
relative to the weighted inner product. Thus, iteration 2.3.4 
also must deal with the squares of the singular values of R 
(where the singular value decomposition is done relative to 
the weighted inner product). I suspect that the reason that 
iteration 2.3.4 gives better results is that calculations 
involving R R are more sensitive to round-off errors than 
calculations involving R . but more study of this problem is 
needed to determine if this is the case. 
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2.3.3 Numerical comparison of iterative methods 2.3.i and 2.3.4 
As an example of the improved accuracy that can be 
achieved using method 2.3.4, we will consider the 
integral equation 
(2.3.6) J J (X - y)^f(y)dy - (Sx^ - 8x + 3)/12 0 s X s 1. 
This integral equation is from Graves and Prenter [7]. The 
kernel of this equation is symmetric, so both methods 2.3.1 
and 2.3.4 can be applied. The integral operator K for this 
equation is a finite rank operator, so the generalized inverse 
of K is a bounded linear transformation. The Issmn to 
this integral equation is f(y) - y. 
In this and all subsequent examples, the iterations were 
stopped when H f^ - f„_, < 10"®. The iterations were 
stopped after 100 iteration even if this stopping criterion 
had not been satisfied. Also, both iterations 2.3.1 and 2.3.4 
require p(K) & 1. This can be achieved by choosing a scalar c 
such that p(cR) s 1 and then solving the scaled system 
CK7 - eg. The rate of convergence for these iterations 
depends on how well the function xh(x) approximates the 
Heaviside function at the singular values of K. Since our 
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approximations to the Heaviside functions are not very 
accurate near 0, the rates of convergence of these iterations 
can theoretically be increased by choosing c so that 
p(cK) - 1. Due to rounding errors, in practice we had to 
take p(cK) < 1. Also, in practice, calculations involving KlK 
appeared to be more sensitive to rounding errors than 
calculations involving Just K (or K^). so the scale factor for 
iteration 2.3.1 was usually smaller than the scale factor for 
iteration 2.3.4. The operator D for iteration 2.3.1 was 
obtained by taking xh(x) - Tj|g(x) (see Appendix A for the 
polynomial Ti3(x)). The operator D for iteration 2.3.4 was 
obtained by taking xh(x) - Q|q(X) (see Appendix A). 
Table 2.1 (below) gives the results of iterations 2.3.1 
and 2.3.4 applied to equation 2.3.6 discretized using 10-point 
Gaussian quadrature. A scale factor of 4.0 was used for 
iteration 2.3.1, and a scale factor of 5.1 was used for 
iteration 2.3.4. Method 2.3.1 was stopped after 7 Iterations, 
and method 2.3.4 was stopped after 24 iterations. From Table 
2.1, we see that method 2.3.4 gave much better results. It 
should be noted that for this example, each iteration of 
method 2.3.1 took more than twice as many calculations as an 
iteration of method 2.3.4. Also, further iteration with 
method 2.3.1 does not significantly improve the numerical 
solution obtained. 
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Table 2.It Solution to equation 2.3.6 dlscretized using 
10 point Gaussian quadrature 
On - number of iterations) 
y values solution 2.3.1 2.3.4 
(n-7) (n-24) 
.0130467 
.1602952 
.4255628 
.7166977 
.9325317 
.0130467 
.1602952 
.4255628 
.7199977 
.9325317 
.0898367 
.1755689 
.3135397 
.8580069 
.8975300 
.0130480 
.1602953 
.4255618 
.7166971 
.9325324 
Since the weights for Gaussian quadrature are not 
equal, the matrix R obtained by discretizing equation 2.3.6 
using 10-point Gaussian quadrature with collocation at the 
quadrature points is not a symmetric matrix. Hence, as can 
be seen in Table 2.1, iterations 2.3.1 and 2.3.4 give 
different results. Table 2.2 gives the results of the 
numerical solution of equation 2.3.6 dlscretized using 
9-point Chebyshev equal weights quadrature (see Abramowitz and 
Stegun [1, p. 920]) with collocation at the quadrature 
points. Since the matrix R obtained In this manner Is 
symmetric, iterations 2.3.1 and 2.3.4 are equivalent 
(for appropriately chosen operators D). Therefore, only the 
solution obtained using iteration 2.3.1 is given. A scale 
factor of 4.0 was used. 
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Table 2.2> Solution to equation 2.3.6 discretized using 
9-point Chebyshev quadrature 
(8 iterations) 
y values Solution 2.3.1 
.0442153 
.2356191 
.5000000 
.7643809 
.9557947 
.0442153 
.2356191 
.5000000 
.7643809 
.9557947 
.0442972 
.2356167 
.5000002 
.7643814 
.9557940 
As can be seen from a comparison of Tables 2.1 and 2.2, 
the quadrature rule used can have an extreme effect on the 
numerical results obtained. This is well known. For 
example, on pp. 646 - 648, Baker [2] exhibits an Integral 
equation for which discretization using the trapazoidal rule 
will produce good results, but discretization using 
Simpson's rule will not produce good results. 
As a further example of the effects of the quadrature 
rule used, consider the following integral equation. 
(2.3.7) Jp t(x - y)^ + X - y]f(y)dy » g(x), 0 s x s 1, 
where g(x) is chosen so that the solution is f(y) - y. This 
Is a finite rank Integral equation having a non-symmetric 
kernel. Since the kernel is not symmetric, iteration 
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2.3.4 cannot be applied to this equation. Table 2.3 gives the 
numerical solution obtained using 10-point Gaussian quadrature, 
and Table 2.4 give the numerical solution obtained using 
9-point Chebyshev equal weight quadrature. A scale factor of 
1.5 was used for both examples. The results given in Tables 
2.3 and 2.4 were both obtained by choosing the operator D in 
2.3.1 as D - hCK*K), where xh(x) - TjgCx). Notice that 
significantly more accurate results were obtained using 
9-point Chebyshev equal weights quadrature. 
Table 2.3: Solution to equation 2.3.7 discretized using 
10-point Gaussian quadrature 
(100 iterations) 
Value of y Solution 2.3.1 
.0130467 .0130467 .0890252 
.1602952 .1602952 .1749489 
.4255628 .4255628 .3148959 
.7166977 .7166977 .8576845 
.9325317 .9325317 .8953083 
Table 2.4: Solution to equation 2.3.7 discretized using 
9-point Chebyshev quadrature 
(100 iterations) 
Value of y Solution 2.3.1 
.0442153 .0442153 .0421877 
.2356191 .2356191 .2356191 
.5000000 .5000000 .5014528 
.7643809 .7643809 .7638542 
.9557947 .9557947 .9520027 
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2.4. Other Iterative Methods 
This section gives a brief survey of some other iterative 
methods for solving Kf - g where K is a compact operator. The 
steepest descent method, the conjugate gradient method, and 
the gradient method are described. See Groetsch [9] for good 
descriptions of the steepest descent and the conjugate 
gradient methods. Convergence for the steepest descent method 
and the conjugate gradient method cannot be proven using 
theorem 2.2.1 because the error after the n^ iteration cannot 
be written a priori in the form needed to apply theorem 2.2.1. 
The gradient method is somewhat similar to Strand's 
method for solving Kf - g. In fact, our modification to 
Strand's method given in the next chapter contains the 
gradient method as a special case. Convergence of the 
gradient method can be proven using theorem 2.2.1. See 
Nemirovskiy and Polyak [19] for a more detailed description 
of the gradient method. 
2.4.1 Steepest descent 
The steepest descent method for solving Kf > g is 
given by the following equations. For n = 1, 2 let 
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(2.4.1) r„ - K'Kfn - K"g 
«n - Nrnll^/W" 
^n+1 ° ~ 
The name of this method comes from the fact that the 
gradient of the functional J(f) - (Kf - gt^/2 is the vector 
r - KiCf - K'g. Thus, this iteration proceeds by moving In 
the direction in which HKf - gR^ decreases most rapidly. 
The value of «„ is chosen to minimize NKCf^ - ar„) - g|^ 
over all real numbers a. 
Groetsch [9, p. 126] proves the following theorem 
concerning the convergence of the steepest descent method. 
Theorem 2.4.2 Suppose K e % e R(K3 © R(K)\ and 
f - K*g. Let fo - (fo)j, + (fo)p where (fo)j, e NCK) and 
(fo)p e N(K)\ Then jiJS» ^ (^N)* " 0-
2.4.2 Conjugate gradient method 
The conjugate gradient method for solving Kf = g Is 
given by the following equations. 
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(2.4.3) Define - K'Kfg - K"g 
«0 - UrolVllKroll^ 
f| - ffl - «ofQ 
and for n - 1, 2, define 
r„ - KX - K", - r„., -
P„., -
p„ • 'n • P„-.P„., 
«n • fr«.P„)/"tP„l' 
fn-.! = fn - «nPn ' 
Groetsch [9, p. 141] proves the following theorem 
concerning the convergence of the conjugate gradient method. 
Theorem 2.4.4 Suppose K e BCHjiHj) where H, and Hj are 
real Hilbert spaces, and suppose the orthogonal projection 
of g onto R(K) is in RCKK'KJ. Then the conjugate gradient 
method with fg e R(K*K) converges monotonically to f - K*g. 
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2.4.3 The gradient method 
The gradient method for solving Kf « g Is given by 
(2.4.5) - fn - a„(KX - K'g) 
for n - 0, 1, 2, .... We can see that If we take a„ - 1 
for all n. then the gradient method Is the same as 
Landweber's Iteration. More generally, if » a for all n, 
where 0 < a < 2. then the gradient method is the same as 
Strand's method with the function h(x) chosen as h(x) s a. 
The gradient method will be a special case of the modified 
Strand method presented in the next chapter. The following 
theorem concerning the convergence of the gradient method 
follows easily from theorem 2.2.1. The details of the 
proof are essentially the same as in the proof of theorem 
3.1.2 in the next chapter. 
Theorem 2.4.6 Let o,, «2. ... be real numbers such that 
for all X e (0,11, [1 - o„xJ - 0, and suppose there is 
some positive constant M such that for all n 2 1 and for 
all X e [0,1], (1 - ajxîl s M. If fg - (fg)* + Cf^Dp, 
where (fp),, e N(K) and (fgDp e N(K)\ and if f - K*g, then 
for iteration 2.4.5, f„ • f + (fQ)„. 
52 
Nemirovskiy and Polyak [19, pp. 4,5] discuss various 
choices for the values of In general, the optimal 
values for the o^'s depend not only on n, but also on the 
right hand side function g in Kf = g. If the number of 
iterations to be used is fixed a priori, then Chebyshev's 
method [19, p. 5] can be used to choose the values of the 
«n'a. 
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3. THE MODIFIED STRAND ITERATION 
In this chapter, we present modifications to the 
Strand method and to the Graves and Prenter method for 
solving the first kind equation Kf - g. Our modifications 
will enable us to obtain numerical solutions having the 
same accuracy as those obtained using the original methods, 
but requiring approximately 1/2 to 1/3 the number of 
floating point operations as the original methods. 
Numerical examples comparing our modified methods to the 
original methods are given In section 3.3. 
3.1. Description of the Modified Strand Iteration 
Strand iteration for solving Kf * g was given In the 
last chapter as f^ - f^., + DK*(g - Kf^.,), n • 1, 2 
In Strand iteration, D Is a fixed operator (dependent on K). 
The modified Strand iteration is given by: 
(3.1.1) fn - fn_, + D„K'(g - Kf„_,), n - 1, 2 
where the operators D„, n - 1. 2 are to be chosen. 
This is clearly a generalization of Strand iteration. 
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Also, we can easily see that this is a generalization of 
the gradient method 2.4.5, with D„ s a„I in 3.1.1 to obtain 
2.4.5. This modification will allow for a faster response 
than Strand's method to the terms of the singular value 
decomposition corresponding to small singular values. This 
is important since zero Is an accumulation point of the 
spectrum of any infinite rank compact operator. 
The following theorem describes the convergence of the 
modified Strand iteration. The proof of this theorem is 
similar to the proof of the convergence of Strand iteration 
(theorem 2.3.2). It is assumed that K e is a 
compact operator normalized so that aCK*K) G [0,1], that 
g e R(K) © and that fg e Hj. 
Theorem 3.1.2: For n - 1, 2, ..., let h^Cx) be a 
continuous function on [0,1], and let - h^CK^). Suppose 
that for all x e (0,1], [1 - xhj,(x)] = 0, and suppose 
there is some positive constant M such that for all n 2 1 
and for all x e [0,1], if} (1 - xh,(x)]| s M. Let 
ffl • (Vw * (fo)p where (fjPj, e N(K) and (fo)p e N(K)^ . 
Let f • K*g. Then for the sequence {f„ s n - 0, 1, ... } 
defined by iteration 3.1.1, ^1%» f„ - f • (fq)^. 
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Proof of theorem 3.1.2: Let f" - f + for 
n - 0, 1, 2, ..., let e„ - fp - f'. Since Î is the Issmn to 
Kf - g and (fg)^ G N(K), f* will be a least squares solution 
to Kf - g. Thus, by theorem 1.2.16, K*Kf* - K*g, so 
K*(g - Kf*) - 0. Now, for n - 0, 1, 2, ..., 
Gn+I - fn+l - f' 
- fn + D„^,K'(g - Kf„) - f 
- e„ + D„^,K*(g - Kf„) - D„^,K*(g - Kf) 
- e* + D„^,K"t(g - Kf„) - (g - Kf)] 
- e„ 4. - fn) 
- ®n -
- (I - D„^IK*K)EN. 
Applying the above equality inductively, we have 
Gn+l - CI - Dn+jK*K)en 
- (I - Dn+|K"K)(I - DnK"K)e^_, 
• ... 
- (I - DJK"K)EO. 
For n - 0, 1, 2, ..., define •_(x) - # [1 - xh|(x)]. Then j"i 
e„ - •„CK'K)eo. By hypothesis, $^(x) - 0 for all 
X e (0,1] and |*^(x)| s M for all x e [0,1] and for all n. 
Therefore, by theorem 2.2.2, - f + 
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As with Strand iteration, the response curve for n 
iterations of 3.1.1 is defined by R_(x) • 1 - ft tl - xh,(x)]. 
We still want to approximate the Heaviside function 
HGCX] (where HGCX) - 0 if x s 0 and HQ(X) - 1 if X > 0). 
Observe that for Strand iteration, hj(x) • h(x) for all J and 
for some function h(x). In hopes of obtaining faster response 
to small singular values of K (and therefore, faster 
convergence), we will take 
where N is a positive integer and where g^ and g^ are 
appropriately chosen functions. To satisfy the hypothesis 
of theorem 3.1.2, both g, and g^ will be chosen as 
polynomials such that 0 < xgj(x) < 2 for x 6 (0,1] and for 
J - 1, 2. The integer N will be chosen so that the 
resulting response curve converges quickly to Ho(x). 
The function g, will be chosen to obtain a quick response 
to the terms corresponding to relatively large singular values 
of K. The functions chosen by Strand or by Graves and Prenter 
are appropriate for g^. The function g^ will be chosen to 
obtain as quick of a response as possible to the terms 
corresponding to small singular values of K. The rate of 
g,(x) If j s N 
g2(x) if J > N ' 
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response to singular values of magnitude 6 is determined by 
the size of 1 - ôg^Cô). A small value of 1 - fig^Cô) will lead 
to a fast response to singular values of magnitude 6. Hence, 
gg will be chosen to maximize the slope of xgg(x) at 0. Thus, 
we wish to maximize g^CO) over all polynomials of a given 
degree subject to 0 < xgg(x) < 2 for x e (0,11. This maximum 
does not exist, but we can come arbitrarily close to the 
supremum. The next section is concerned with the selection of 
ggCx). 
Graves and Prenter iteration can be modified in a way 
similar to the way we modified Strand's iteration. If K is a 
self-adjoint operator, the modified Strand iteration can be 
changed to the form 
(3.1.3) f„ - f„., 4. D„(g - Kf„.,) 
where = hn(K) for appropriate functions hj,(x), 
n - 1, 2 This is the modified form of the Graves and 
Prenter iteration 2.3.4. As with the Graves and Prenter 
iteration, the functions hn(x), n « 1, 2 will be chosen 
as continuous functions on [-1,1] such that 0 < xh^(x) < 2 for 
all X 6 [-1,0) u (0,1]. If K is also positive semi-definite, 
then the functions h^(x) need satisfy 0 < xhj,(x) < 2 only for 
X € (0,1]. 
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3.2. Choice of Polynomials for the Modified Strand Iteration 
In this section we discuss how to optimally choose g^Cx) 
for both the modified Strand and the modified Graves and 
Prenter iterations. The following lemma and the theorems 
following it describe the polynomials having maximum slope at 
zero and satisfying the requirements p(0) - 0 and 0 S p(x) S 2 
for 0 s X s 1. Recall that we want g^Cx) to satisfy 
0 < xgg(x) < 2. In the lemma, zeros are counted according to 
multiplicity. 
Lemma 3.2.1: Let XQ < X| < ... < x^, and let g be a 
polynomial with g(x^) 2 0 for k even, gCxi^) £ 0 for k odd, 
gCXfl) » 0, and g'Cxq) st 0. Then for k - 1, 2, ... , n, g 
has at least k*l zeros In [XQ,XJ. Furthermore, if 
g(x,j) - 0 and sgnCg'Cx,^]) (-1)\ then g has at least k+2 
zeros in [Xq,X]J1. 
Proof of lemma 3.2.1: (Proof by induction on k.) 
Let k'l. If g'Cxg] > 0, then g has a zero of 
multiplicity greater than one at XQ. so g has at least two 
zeros on [XO,X|]. If g(X|) = 0 also, then g has at least 
three zeros on [XQ,X]] (independent of the value of g'(x,)). 
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Now suppose g'Cxg) > 0. Since gCxq] - 0, g'Cxg) > 0, and 
g(X|) s 0, g clearly has at least one zero on (XQ,X|] (use 
the intermediate value theorem if g(xj) f 0). Thus, since 
gCxg) - 0. g has at least two zeros on [Xq,Xi]. 
Furthermore, suppose g(x,) - 0 and sgn(g'(xj)) # -1. I 
g'Cxj] « 0, then g has a zero of multiplicity greater than 
one at Xj, so g has at least three zeros on [xQ,x^]. Now 
suppose g'(x,) > 0. Then gCxg) - g(X|) - 0 and 
sgnCg'Cxg)) - sgn(g'(X|)) * 1. Thus, there exist 6, and ôg 
with XQ < 6i < 62 < X| . g(6,3 > 0, and gCôg) < 0. Now, by 
the intermediate value theorem, there exists 5 e (GiiGg) 
With g(6) « 0. Hence, g has at least three zeros in 
[XpX,]. 
Suppose the lemma Is true for k > m, where 1 a m < 
Let k - m+1. 
Case I s  g(x„) t* 0 
By hypothesis, g(Xg^)g(Xg;+,) i 0. Suppose gCx^^,) # 0. 
Then since g(x„)g(x„^.|) < 0, by the intermediate value 
theorem, g has at least one zero in (Xq,Xjq^|). Hence, by the 
induction assumption, g has at least m*2 zeros in [xQ,Xgj^|]. 
Furthermore, suppose g(Xg,+|) - 0 and 
3gn(g'(x„+,)) 3* (-1)™*'. By the induction assumption, g 
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must have at least m+2 zeros in [Xo,x„^]]. If g'(Xm+,) - 0, 
then g has a zero of multiplicity greater than 1 at Xm+^ so 
g has at least m+3 zeros on [Xq.X„4.,]. Consider the case 
when 9gn(g'(Xm+,)) - (-1)°. In this case, 
3gn(g(x„)) - (-1)®, gCXja+j) - 0, and 9gn(g'(Xn,+,)) - (-1)°. 
By the continuity of g. there exists some e > 0 with 
such that sgn(g(Xm+,-e)) - By the 
intermediate value theorem, there exists some 5 such that 
x„ < 6 < Xm+,-e < x**; and g(6) - 0. Thus, in this case, g 
has at least m+3 zeros in [xQ,Xm*|] (at least m+1 zeros in 
[Xq,Xqj], at least one zero in zero at 
Case 2t gCx^) « 0 
If sgn(g'(x„)) (-1)", then by the induction 
assumption, g has at least m+2 zeros in [Xq,Xq,]. and hence, 
g has at least m+2 zeros in [xQ,Xn4.|]. If «(«m+P " 0, then 
g has at least m+3 zeros in [Xo,Xg+,] (this is independent 
of g'(Xm+,)). 
Suppose now that sgn(g'(Xn,)) - (-1)® and g(Xn,+|) 0. 
Then, by hypothesis, sgn(g(Xg^+p) - (-l)®"*"'. We now have 
g(Xm) - 0, sgn(g'(x„)) - (-1)®, and 8gn(g(x„+,)) - (-1)®*'. 
so as above, there exists some Ô e (x„.x„4.|) such that 
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g(6) " 0. Thus, by the induction assumption, g has at least 
m+2 zeros in lXo,Xn,+i]. 
Finally, suppose that sgnCg'Cx^)) - (-1)° and 
" 0. By the induction assumption and the assumption 
that g(Xg,+|) - 0, g has at least m+2 zeros on [X(pXm+;]. 
Suppose further that sgn(g'(Xgj^|)) # (-1)™*^ If 
8'(Xjq4.|) = 0, then g has a zero of multiplicity greater than 
one at Xm+^ so by the induction assumption, g has at least 
m+3 zeros on (Xo,Xn,+|J. If sgnCg CXg,*,)) - (-1)°, then as 
in the proof for the k - 1 case, g has at least one zero in 
® has at least m+3 zeros in IXo,x„,+j]. 
This completes the proof of the induction step, so the 
lemma is true by mathematical induction.. 
Definition 3.2.2; For n - 0, 1 and for -1 s x s 1, 
the n*^ degree Chebyshev polynomial T„(x) is given by 
T„(xD - cos(n[arccos(x)]]. 
Using trigonometric Identities, one can easily verify 
that each of the functions T„(x] is a polynomial. From the 
a b o v e  d e f i n i t i o n  w e  s e e  t h a t  - 1  s  T „ ( x )  s  1  f o r  - 1  s x s  1 .  
Also, since n[arccos(x)] takes on all values from 0 to nn, 
we see that for n a 1, iT^tx)! » 1 exactly n+1 times. 
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Theorem 3.2.3: For n - 0, 1 let 
t„(x) - 1 - T„C1 - 2x). If 
S„ - { f(x) : fCx) - è a.x' and 0 s f(x) s 2 for x £ [0,1] }, 
then tn'(O) 2 f'(0) for all f(x) e S^. Furthermore, if 
f(x) e Sn and f'(0) - t„'(0) then f(x) - t^Cx). 
Proof of theorem 3.2.3: For x e [0,1], 1 - 2x e [-1,1]. 
Since -1 s T^Cx) s 1 for x e [-1,1], we see that 
0 s tn(x3 S 2 for X 6 [0,1]. Also, since T^d) » 1, we see 
that tn(0) » 0. Therefore, t^ e S„. 
Note that tgCx) = 0. Since SQ - { 0 }, the result is 
clearly true for n > 0. Suppose n a 1. Since 
{ X e [-1,1] : |Tn(x)| » 1 > has n+l distinct elements, 
{ X e [0,1] : tn(x) • 0 or tn(x) » 2 } also has n+1 distinct 
elements. Label these elements Xg < X; < ... < x^. Since 
tn(0) - 0, Xq - 0. Also, Tn(-l) - (-1)", SO t^Cl) is either 
0 or 2. Thus, x^ « 1. Note that t^Cx^) - 0 if k is even 
and t„(X]() - 2 if k is odd. Let f be any element of S„, and 
define g(x) » f(x) - t^Cx]. Since f(x) • t^Cx) + g(x), we 
must have gCx^) 2 0 if k is even and gCx,,) s 0 if k is odd 
(this follows from the value of t„(x,() and the fact that 
0 s f(xif3 s 2). Also, g(0) = 0. Suppose f'(0) a t^'CO). 
Then g'(0) 2 0. Hence, by lemma 3.2.1, g must have at 
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least n+i zeros on [0,1]. Since g is a polynomial of degree 
n, this can happen only if g(x) = 0. Therefore, 
f'(0) 2 t„'(0), implies f(x) - t„(x) for all x. From this 
the theorem follows.. 
The functions g^(x) of degree n-1 needed for iteration 
3.1.1 are such that xg^(x) are elements of with the further 
restriction that 0 < xg^(x) < 2 for x e (0,1]. Thus, we see 
that it is not possible to choose xg(x) for the iteration to 
have maximum slope at 0. However, it is possible to construct 
a polynomial g(x) such that the slope of xg(x) at 0 is 
arbitrarily close to the supremum of these slopes. This 
construction is described below. 
Definition 3.2.4* Let 0 s e < 1. The set S^Ce) is given 
n 
by S^(e) - { f(x) ; f(x) - 2 a|X\ e s f(Xg) s 2 - e for any 
critical number x^ of f in (0,1), and e & f(l) a 2 - e % 
The next definition describes the construction of an 
element of 3^(6) starting with the function tn(x) from theorem 
3.1.5. It is well known that for n & 1, the Chebyshev 
pol)«nomial T^(x) is increasing on (-«>,-1]. This implies that 
for n a 1, t„(x) = 1 - T„(l - 2x) is increasing on (-co,0]. 
This fact will be used in the following construction. 
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Definition 3.2.5; Let 0 S 6 < 1 be given. Let 5»,, be the 
unique negative number such that - -e/(l - e) (the 
uniqueness of follows from the fact that t„Cx} is 
increasing on (-oo,0]). Define s„ ,(x3 by 
Sn.e(x) -£•(!- e)t„((l - 5»,,). 
Note that 3^,(0) - e + (i - e)tn(6„,) 
- e + (1 - e)[-e/(l - e)] - 0. Since t„(x) s 2 for x s 1, 
it can easily be seen that s^gCx) £ 2 - 6 for x £ 1. The 
critical numbers of s^^Cx) correspond to places where 
(1 - 6„,)x + is a critical number of t^Cx). At these 
points, t^Cx) 2 0, so s^gCx) 2 e at any of Its critical 
numbers. Therefore, s^gCx) Is In S„(e). Also observe that 
9n.e(0) - CI - 6)(1 - 5n,e)t'n(6^g). As e -» 0\ 5^,, - 0", 
so 3*n,e(0) -* t'n(O) as 6 -» 0\ Therefore, we can get 
arbitrarily close to the optimal polynomial for iteration 
3.1.1 by choosing g^(x) so that xg^(x) s s^ gCx), where e Is 
sufficiently close to 0. 
The polynomials of degrees two through thirteen generated 
in this manner using € - .05 are given in Appendix B. For the 
modified Strand iteration 3.1.1 and for the modified Graves 
and Prenter iteration 3.1.3 applied to positive semi-definite 
operators, we will take hj(x] so that xhj(x] > s^,s(x) for 
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some choice of n and for j > N where N is some positive 
Integer. For the modified Graves and Prenter iteration 3.1.3 
applied to symmetric operators which are not positive 
semi-definite, we will take hj(x) so that xhj(x) - s^gCx^) 
for J > N, 
The following figures give comparisons of the response 
curves of Strand iteration and the modified Strand iteration. 
These response curves were obtained using Py(x) for the Strand 
iteration, and using P^(x) for the first ten iterations and 
modified Strand method 
Strand method 
0. 00 0. 30 0. 60 0. 90 
(xlO-2 ) 
Figure 3.1. Response curves after 20 iterations for the 
Strand method and the modified Strand method 
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ggCx) for all subsequent iterations for the modified 
Strand iteration. Comparisons of the response curves of 
Strand iteration and the modified Strand iteration after 20 
iterations, 50 iterations and 100 iterations are given in 
Figures 3.1, 3.2 and 3.3, respectively. Note that the scale 
along the x-axis for Figure 3.3 is different from the scale 
used in Figures 3.1 and 3.2. 
o 
a 
a 
a 
modified Strand method 
Strand method 
0. 00 0.30 0. 60 0. 90 
(xlO"^ ) 
Figure 3.2. Response curves after 50 iterations for the 
Strand method and the modified Strand method 
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a 
modified Strand method 
Strand method 
o 
0. 90 0.60 0. 30 0. 00 
Figure 3.3. Response curves after 100 iterations for the 
Strand method and the modified Strand method 
As can be seen from these figures, the modified Strand 
iteration has a faster response to small singular values of 
K*K. Similar improvements are found in the response curves 
for the modified Graves and Prenter iteration. The following 
definition gives a way of describing this faster response. 
The examples following the definition will illustrate the 
motivation for this definition. 
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Definition 3.2.6: Let R^(x) be the response curve to an 
iterative method for solving the first kind equation 
Kf - g. The regularization effect after n iterations of 
the iterative method is 1/R^'(0). 
A smaller value for the regularization effect 
indicates that more terms of the truncated singular value 
decomposition are being used In the approximate solution. 
Some examples of the regularization effect are given 
below. 
Recall that one form of Tikhonov regularization 
obtains the approximation f,, to f - K^g by 
fg • (K*K + aI)"'K*g, where a is some small positive 
parameter. The function f„ can also be considered as 
the first approximation obtained using Strand iteration 
with h(x) = l/(x + a) and with initial approximation 
fg = 0. The response curve for this example is 
R](x) « x/(x a). The regularization effect after 1 
iteration of Strand's method with this choice of h(x) is 
a. Thus, in this case, the regularization effect is the 
same as the regularization parameter for Tikhonov 
regularization. 
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For Landweber's iteration, which is Strand's method 
with D " I, the response curve after n iterations is 
R^(x) - 1 - [1 - xl". Thus, the regularization effect 
after n iterations of Landweber's method is 1/n. 
Bakushinskii [3] indicates that 1/n plays the role of a 
regularization parameter for this iteration. 
We now compare the regularization effects of 
Strand's method 2.3.1 and the modified Strand method 
3.1.1. For Strand's method we will take the operator D 
obtained from Ti^Cx) (see Appendix A). For the modified 
Strand method, we will take from TjgCx) for k S 10 and 
Djj from s,3 05(x) for k > 10. For n iterations, the 
regularization effect of method 2.3.1 is approximately 
1/(103.918n). If n 2 10, then the regularization effect 
after n iterations for method 3.1.1 is approximately 
l/[326.730(n - 10) + 1039.18]. Thus, for large n, the 
regularization effect of the modified Strand method is 
approximately 1/3 of the regularization effect for the 
unmodified Strand method. Also, we can easily see that 
100 iterations of the Strand method will have about the 
same regularization effect as 39 iterations of the 
modified Strand method. 
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3.3. Numerical Results 
This section gives the results of comparisons of 
Strand iteration 2.3.1 or Graves and Prenter iteration 
2.3.4 with the corresponding modified iteration (3.1.1 or 
3.1.3, respectively). Example 1 has a non-symmetric 
kernel, so iterations 2.3.1 and 3.1.1 were used for 
example 1. All other examples involve symmetric kernels 
and compare iterations 2.3.4 and 3.1.3. All examples 
were discretized using quadrature with collocation at the 
quadrature points. Also, as in section 2.3, all of the 
matrix equations were scaled to increase the rate of 
convergence of the iteration. The scale factor and 
quadrature method used are given with each example. 
All of the tests were run on an AT&T 6300 
microcomputer using the MS-DOS operating system (version 
2.11) and using the Microsoft FORTRAN compiler (version 
3.20). The tests were run using double precision 
arithmetic (64 bits for each floating point number). The 
use of double precision is particularly important with the 
modified iterations (3.1.1 and 3.1.3). This is because if 
the coefficients of the polynomial used are truncated to 
seven digits (single precision), then the range of the 
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perturbed polynomial is not contained in [0,2], so the 
iteration may not converge. Listings of the programs used 
in these tests are contained in Appendix C. 
Three different pairs of polynomials were used to 
get the iteration matrices for these examples. In 
example 1, polynomials Pg(x) and Sg Qg(x) were used. 
For iteration 2.3.1, we take D • h(K*K) where 
xh(x) - Pg(x). For 3.1.1, we take - h^(K"K) where 
xhn(x) » PjCx) if n s 7 and xh^(x) « 9s,.o5(x) if n > 7. 
For examples using the Q,Q(X) - SG^^OGCX) pair, we take 
D • h(K) where xh(x) • Q,o(x) for iteration 2.3.4, and we 
take Dj, = hn(K), where xh^Cx) • Q|o(x) for n s 7 and 
xh^(x) - Sg Qg(x^) for n > 7, for iteration 3.1.3. For 
examples using the Tjgtx) - Qg(x) pair, we take 
D - h(K) where xh(x) - TjgCx), and we take D„ - h^(K) 
where xh^Cx) • Tjgtx) If n s 10 and xh^(x) - s# QgCx) 
if n > 10. With the above choices of polynomials, the 
modified methods 3.1.1 and 3.1.3 will take the same 
number of computations for each iteration as the 
corresponding unmodified methods 2.3.1 and 2.3.4, 
respectively. Thus, the number of iterations needed for 
each method is a good indication of the computational 
effort needed for each method. 
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As in section 2.3, the results of the iterations are 
given for when - fn-ii<» < lO"®. If this stopping 
criterion has not been met after 100 Iterations, then the 
results after 100 iterations are given. Using the 
Pg - Sg og pair for 41 iterations of method 3.1.1 has 
the same regularlzation effect as using Pg for 100 
iterations of method 2.3.1. Using the Q,g - Sg^^g pair 
for 49 iterations of method 3.1.3 has the same 
regularlzation effect as using Q,o for 100 iterations of 
method 2.3.4. Using the - S|3,.os pair for 39 
iterations of method 3.1.3 has the same regularlzation 
effect as using T,3 for 100 iterations of method 2.3.4. 
For any example not satisfying the stopping criterion 
llfn - fn-iBoo < 10"G after 100 iterations, results are 
also given for the number of iterations of the modified 
method needed for the same regularlzation effect as 100 
iterations of the unmodified method. This was done to 
show that about 1/2 to 1/3 the number of iterations for 
the modified methods were needed to achieve the same 
accuracy as the unmodified methods. Examples 2 through 5 
come from Graves and Prenter [7Ï. 
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Example 3.3.1 
(3.3.1) IQ I(X - y)^ + (x - y)If(y)dy - (Sx^ - 2x - 1)/12 
The Issmn of equation 3.3.1 is f(y) - y. The kernel 
of this integral ecpiation is not symmetric, so iterations 
2.3.1 and 3.1.1 were used. This integral equation was 
discretized using 9-point Chebyshev equal weights 
quadrature. A scale factor of 2.0 was used. The 
iteration matrices were obtained from Pg(x) and 
S5 Qg(x). The results are given in Table 3.1. Neither 
2.3.1 nor 3.1.1 satisfied the error tolerance in fewer. 
than 100 iterations, so the results are given for 100 
iterations of method 2.3.4 and for 41 and 100 iterations 
of method 3.1.3. As Table 3.1 indicates, the results 
obtained after 41 Iterations of method 3.1.1 are 
comparable to the results obtained after 100 iterations 
of method 2.3.4. Also, the results after 100 iterations 
of method 3.1.1 are a better approximation to the 
solution. 
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Table 3.1: Solution of equation 111.3.1 
(n - number of Iterations) 
y values solution II.3.1 III.l.l III. 1.1 
(n-100) (n-41) Cn-lOO) 
.0442153 
.2356191 
.5000000 
.7643809 
.9557947 
.0442153 
.2356191 
.5000000 
.7643809 
.9557947 
-.0101649 
.2490334 
.5390600 
.7502024 
.8538397 
-.0087313 
.2486797 
.5380302 
.7505763 
.8565277 
.0389116 
.2369240 
.5038061 
.7629999 
.9458599 
Example 3.3.2 
(3.3.2) (x - y)^f(y)dy - g(x), 0 s x s 1. 
The kernel of this integral equation is symmetric, so 
iterations 2.3.4 and 3.1.3 were compared. The iteration 
matrices were obtained from QjqCx) and Sg gg(x). Three 
different functions g(x) were used. For the first two 
functions g(x), equation 3.3.2 was discretized using 10-point 
Gaussian quadrature. For the third function g(x), equation 
3.3.2 was discretized using 20-point Gaussian quadrature. 
For all three tests, a scale factor of 5.1 was used. 
The first function g(x) used was g(x) - (6x^ - 8x + 3)/12. 
The issmn to 3.3.2 with this function g(x) is f(y) » y. 
The results of this test are given In Table 3.2. As can be 
seen from this table, the modified method 3.1.3 converged 
faster than the unmodified method 2.3.4. 
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Table 3.2: Solution to Cx - y)^f(y)dy - g(x) where 
g(x) - (6x2 _ 8x + 3)/12 
(n - number of iterations) 
II.3.4 
(n-24) 
III.1.3 
(n-16) 
.0130480 
.1602953 
.4255618 
.7166971 
.9325324 
.0130465 
.1602951 
.4255628 
.7166976 
.9325315 
y values solution 
.0130467 
.1602952 
.4255623 
.7166977 
.9325317 
.0130467 
.1602952 
.4255628 
.7199977 
.9325317 
The second function g(x} used with equation 3.3.2 was 
g(x) • (5x2 _ 5x + 3)/15. The Issmn to 3.3.2 with this 
g(x) is f(y) » 16y2 - 16y + 3. The results of this test are 
given in Table 3.3. As can be seen from this table, method 
3.1.3 again converged faster than method 2.3.4. 
Table 3.3» Solution to (x - y)^f(y)dy - g(x) where 
g(x) • (5x2 _ 5x + 3)/15 
(n - number of iterations) 
y values solution II.3.4 III.1.3 
(n-27) (n= 16) 
.0130467 2.7939757 2.7939742 2.7939754 
.1602952 .8463895 .8463894 .8463892 
.4255628 -.9113457 -.9113445 -.9113458 
.7166977 -.2486737 -.2486730 -.2486739 
.9325317 1.9933385 1.9933376 1.9933382 
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The third function g(x) used with equation 3.3.2 was 
g(x) - (sin5/5)x^-2[(5sin5+cos5-l)/2S]x+(10cos5+23sin5)/125. 
This is the function obtained by putting f(y) - cosSy into 
equation 3.3.2, but the Issmn is not cosSy. Since the 
kernel of 3.3.2 is a polynomial of degree 2 in y, each of 
the Legendre polynomials of degree 3 or higher on [0,1] is 
in the null space of the integral operator in 3.3.2. The 
Issmn is the orthogonal projection of cosSy onto the span of 
the first 3 Legendre polynomials on [0,1]. Thus, the Issmn 
for this Integral equation is f(y) = Cgy^ + c,y + Cq where 
Cg • 36cos5/5 + 78sin5/25 +36/5, 
C| = -168cos5/2S - 48sin5/25 - 192/25. and 
Cg - 24cos5/25 + 3sin5/25 + 36/25. The results of this test 
are given in Table 3.3. As with the first two tests using 
this kernel, method 3.1.3 converged faster than method 2.3.4. 
Table 3.4: Solution to J* (x - y)^f(y)dy = g(x) where 
g(x) = (slnS/SJx^ - [(SsinS + cosS - l)/25]x 
+ (lOcosS + 23sInS)/12S 
(n • number of iterations) 
Values of y solution II.3.4 III.1.3 
Cn-27) (n-16) 
.0034357 1.570709 1.570707 1.570709 
.0804415 1.014665 1.014665 1.014665 
.2445665 .076920 .07E JO .076920 
.4617367 -.646324 -.646323 -.646324 
.6868530 -.773692 -.773691 -.773692 
.8731660 -.399974 -.399975 -.399974 
.9819860 .019048 .019046 .019048 
77 
Example 3.3.3 
(3.3.3) /Q e^ny)dy - «(x). 0 s x s 1. 
The kernel of 3.3.3 is symmetric, so methods 2.3.4 
and 3.1.3 were used. Furthermore, the integral operator 
in 3.3.3 is positive definite, so the iteration matrices 
may be obtained from functions approximating the Heaviside 
function on [0,1]. For this example, the iteration matrices 
were obtained from TjgCx) and g,(x). 
Three different functions g(x] were used with equation 
3.3.3. For the first function, the integral equation was 
discretized using 10-point Gaussian quadrature. For the 
other two functions g(x), 20-point Gaussian quadrature was 
used to discretize equation 3.3.3. Neither method 2.3.4 
nor method 3.1.3 satisfied the stopping criterion in fewer 
than 100 iterations for any of these examples, so results 
are given for 100 iterations of 2.3.4 and for 39 and 100 
iterations of 3.1.3. As the tables show, the results 
obtained after 39 iterations of method 3.1.3 are 
comparable to the results obtained after 100 iterations of 
method 2.3.4. Further iteration with method 3.1.3 
produces slightly better results. 
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The first function g(x) used with 3.3.3 was 
g(x) • (e* - l)/x. The Issmn of this equation is f(y) • 1. 
The results of this test are given in Table 3.5. 
Table 3.5s Solution to j! e"*f(yWy - g(x) where 
g(x) - (e* - iVx 
(n - number of iterations) 
y values solution II.3.4 III.1.3 III. 1.3 
(n-100) (n-39) (n»100) 
.0130467 1.000000 .999750 .999752 .999914 
.1602952 1.000000 1.000047 1.000047 1.000018 
.4255628 1.000000 1.000085 1.000084 1.000026 
.7166977 1.000000 .999875 .999877 .999960 
.9325317 1.000000 1.000073 1.000072 1.000024 
The second function g(x) used with 3.3.3 was 
g(x) » (e* + l)/(x + 1). The Issmn of this equation is 
f(y) » e^. The results of this test are given In Table 3.6. 
Table 3.6: Solution to e*^f(y)dy - gCx) where 
g(x) - (e*"*"' + l)/(x + 1) 
(n - number of iterations) 
y values solution II.3.4 III.1.3 III.1.3 
(n-100) (n-39) (n-100) 
.0034357 1.003442 1.003720 1.003717 1.003525 
.0804415 1.083765 1.083856 1.083855 1.083795 
.2445665 1.277068 1.276951 1.276952 1.277032 
.4617367 1.586827 1.586757 1.586758 1.586802 
.6868530 1.987451 1.987573 1.987572 1.987490 
.8731660 2.394480 2.394537 2.394536 2.394501 
.9819860 2.669753 2.669501 2.669504 2.669667 
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The third function g(x) used with 3.3.3 was 
g(x) - [e*(xcosS + SsinS) - x]/(x^ + 25). The Issmn to this 
equation is f(yj - cosSy. Neither method produced very good 
results after 100 iterations, but it appears that the 
iterations are slowly approaching the solution. The results 
of this test are given in Table 3.7. 
Table 3.7: Solution to e**f(y)dy - g(x) where 
g(x) - fe*(xcos5 + SsinS) - xj/(x^ + 25) 
(n - number of iterations) 
y values solution II.3.4 
(n-100) 
III.1.3 
(n-39) 
III. 1.3 
(n-100) 
.0034357 .999852 1.346095 1.344916 1.259899 
.0804415 .920199 .961615 .961255 .936144 
.2445665 .340984 .186678 .187172 .222692 
.4617367 -.672726 -.613255 -.612996 -.595796 
.6868530 -.957476 -.898575 -.899064 -.933404 
.8731660 -.339663 -.427783 -.427981 -.440754 
.9819860 .196258 .271147 .272105 .337387 
Example 3.3.4 
(3.3.4) /g + y^f(y)dy » [(1 + x^)^^ - x^]/3 . 
The Issmn of this integral equation is f ( y )  »  y .  The 
kernel of this equation is symmetric, so methods 2.3.4 and 
3.1.3 were used. The integral equation was discretized 
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using 10-point Gaussian cpjadrature, and a scale factor of 
1.2 was used. The iteration matrices were obtained using 
0|q(x) and s, The results of this example are given 
in Table 3.8. Neither method satisfied the stopping 
criterion before 100 iterations, so results are given for 
100 iterations of method 2.3.4 and for 49 and 100 
iterations of method 3.1.3. As In the earlier examples. 
the results for 49 iterations of method 3.1.3 are 
comparable to the results for 100 iterations of method 
2.3.4. The results after 100 iterations of method 3.1.3 
are slightly better than for 49 iterations. This equation 
was also solved numerically after discretizing using the 
trapezoidal rule and using Simpson's rule. The results 
obtained using methods 2.3.4 and 3.1.3 with these 
discretized approximations to equation 3.3.4 are similar 
to the results in Table 3.8 obtained using 10-point Gaussian 
quadrature. 
Table 3.8: Solution to equation III.3.4 
(n - number of iterations) 
y values solution 11.3.4 III.1.3 III. 1.3 
(n-100) (n»49) (n»100) 
.0130467 .0130467 .0681332 .0680911 .0624333 
.1602952 .1602952 .1566874 .1566849 .1563469 
.4255628 .4255628 .4100759 .4100948 .4126229 
.7166977 .7199977 .7157855 .7157880 .7161316 
.9325317 .9325317 .9454336 .9454170 .9431939 
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Example 3.3.5 
(3.3.5) k(x,y)f(y)dy • (3x - 5x^ + 3x® - x®)/30 
{(1 - x)y lfO£y£x£l 
- y)x ifosxsysi* 
The Issmn to equation 3.3.5 Is f(y) » y - 2y^ + y^. 
This integral equation was discretized using the 11-point 
trapézoïdal rule, and a scale factor of 9.5 was used. When 
method 2.3.4 was used with the iteration matrix coming from 
Qjo(x), only seven iterations were needed to satisfy the 
stopping criterion. Since the modified method 3.1.3 using 
iteration matrices obtained from 0|q(x) and Sg Qg(x) is the 
same as method 2.3.4 for the first seven Iterations, the 
results for these methods will be the same. The results for 
method 2.3.4 are given in Table 3.9. 
Table 3.9: Solution to equation I1I.3.5 
(7 iterations) 
Value of y Solution II.3.4 
.1000000 
.3000000 
.5000000 
.7000000 
.9000000 
.0981000 
.2541000 
.3125000 
.2541000 
.0981000 
.0972066 
.2520066 
.3100067 
.2520066 
.0972066 
82 
4. CONCLUSION 
We presented the modified Strand method (3.1.1) and 
the modified Graves and Prenter method (3.1.3). A method 
for choosing the polynomials used in these methods was given 
in section 3.2. The regularization effect of these 
iterative methods was defined, and we showed that the same 
regularization effect can be achieved using the modified 
methods in 1/2 to 1/3 the number of iterations as the 
unmodified methods. We also pointed out that each 
iteration of one of these modified methods takes the same 
number of floating point operations as each iteration of the 
corresponding unmodified method. Thus, our modified methods 
should produce answers having the same accuracy as the 
unmodified methods using 1/2 to 1/3 the number of floating 
point operations as the unmodified methods. The numerical 
examples given in section 3.3 indicate that this is true in 
practice as well as in theory. 
We discussed the differences between the Strand method 
and the Graves and Prenter method, and we pointed out that 
the reason Graves and Prenter [7] give for the improved 
accuracy of their method compared to Strand's method is 
probably incorrect. Further study is needed to determine 
the actual reason for this improved accuracy. 
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One other area for further work is in the choice of 
polynomials used for the modified methods presented in 
Chapter 3. As we noted in Chapter 3, the polynomials used 
are somewhat sensitive to round-off errors. If we use 
single precision arithmetic with these polynomials, then 
our modified methods may not converge. It may be possible 
to find other polynomials having the desired properties, 
but less sensitive to round-off errors. 
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7. APPENDIX A 
This appendix lists polynomial approximations to the 
Heaviside functions HQCX) and HQ(X). where 
^ , r 0 if X » 0 
L 1 If 0 < X s 1 ' 
and 
° 
The polynomials all pass through the origin. These 
polynomials can all be found in Graves and Prenter 17]. 
7.1. Approximations to HqCX) 
Least squares approximates to HQ(X): 
PgCx) » 8.75x^ - 15x2 + 7 sjj 
Pg(x) = 77x5 _ 210x4 + 210x3 - 93.33x2 + 17.5x 
89 
py(x) = 804.375x^ - 3003x6 + 4504.5x® - 3465x4 
+ 1443.75x3 - 315x2 + 31.5% 
Pg(x) - 9237.8x3 _ 43758x8 + 87516x7 - 96096*6 + 63063x® 
- 25225.2x4 + 6006x3 - 792x2 + 49.5x 
One sided Chebyshev approximates to HgCx): 
Tg(x) - 31173.6101x3 - 142473.400X® + 272410.1886x7 
- 282518.7833x6 + 172286.0031x3 - 62610.4765x4 
+ 13112.74675x3 - 1449.4695x2 + 70.5261x 
T„(x) - 310474.3860x" - 1734290.5174x'° + 4196973.4931X® 
- 5764651.6072X® + 4946148.4714x7 - 2749813.4427x6 
+ 994638.9744x5 - 229024.4715x4 + 31909.5628x3 
- 2451.2065x2 + 87.4800X 
TjaCx) = 3142334.0933x^3 - 20744315.576lx'2 + 60732564.4199x" 
- 103874265.1515x'° + 115084168.8029x3 
- 86558322.6401X® + 45041563.6588x7 - 16222603.1992x6 
+ 3982056.8448x3 - 644623.6115x4 + 65075.4451x3 
- 3735.9298x2 • 103.9184X 
90 
7.2. Approximations to AQCX) 
Least squares approximates to HQCX): 
O^tx) - - ^x^ + ^x^ 
Qg(x) = - ^x^ + 9*2 
Qg(x) - - -^1-x^ + ^^x® - ^§^x^ • ^x^ 
0,Q(x) » *33^%^ - - 130x4 + ^x^ 
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8. APPENDIX B 
This appendix gives the polynomials of maximum slope 
used for iterations 3.1.1 and 3.1.3. These polynomials 
were calculated as described in section 3.2 using e - .05. 
Sg^ogCx) - - 7.699675310984033x2 + 7.749675310984033X 
Sa osCx) - 30.66538382064358x3 _ 46.13115227232486x2 
+ 17.41576845168128X 
s^^os(x) - - 122.39S4543529151X'* + 245.1896088920998x3 
- 153.6924491283857x2 + 30.94829458920096X 
S5 ojCx) - 488.9440425455842x^ - 1223.634783331919x'* 
+ 1072.434279325235x3 - 384.1407941359939x2 
+ 48.34725559709443X 
Sg ggCx) - - 1954.076904444727X® + 5866.476847038837x^ 
- 6606.68988019551 Ix"* + 3431.319909559851x3 
- 806.5926238964158x2 + 69.61265193796587X 
92 
Sy osCx) = 7811.455574950451x7 - 27354.64551229137x® 
+ 37639.93135283292x^ - 25690.48350799950X** 
+ 9006.471191938228x3 - 1505.523583201096x2 
+ 94.74448377036574X 
Sg osCx) . - 31231.27293330277X® + 124976.0007526165x7 
- 203194.2166019087x^ + 172058.4810766504x® 
- 80737.03328840056X'* + 20585.11676818676x3 
- 2580.76852500221 Ix^ + 123.7427511605320X 
Sg^ogCx) - 124879.8434072645x3 - 562140.24993S5936x® 
+ 1054442.845064715x7 - 1066727.447335431X® 
4. 629064.3146019612x® - 217981.68525145S9x'*. 
+ 42455.24350480381x3 - 4147.521510404642x2 
+ 156.6074541401108x 
s,o ggCx) - - 499374.6209007414x'° + 2497524.37886366x3 
- 5308949.261266208X® + 6248371.481609601x7 
- 4444571.955636149x^ + 1957034.442455910x5 
- 524756.4231824894X'* + 80865.00527235359x3 
- 6336.335808663258x2 + 193.3385927257712X 
93 
3„.os(x) » 1997024.859642606x" - 10986004.508358S4x"' 
+ 26098569.28805615x3 - 35038317.50550062X® 
+ 29210518.52166223x^ - 15644565.80337482*® 
+ 5381733.752643750x^ - 1154440.853269174x'* 
• 144543.3862286658x3 - 9293.123897181824x^ 
+ 233.9361669269703X 
S)2^05(x) - - 7986521.003817203x^2 + 47927806.36783265x" 
- 125837621.9210346x") + 189804676.4035029x3 
- 181559244.2070576x3 + 114715826.3088836x^ 
- 48355160.79656365X® + 13419177.61375181x^ 
- 2361320.076819075X'* + 245282.1186059412x3 
- 13179.15746151254x2 + 278.4001767493980x 
S,3,05(X) - 31940742.51360216x^3 - 207646872.0563067x'2 
+ 597092925.6804209x" - 999697222.S483364x'° 
+ 1079500374.778476x3 - 786746788.2772983x® 
+ 393534085.7043168x7 - 134701993.1933662X® 
+ 30891688.10734789X® - 4547673.277084976x'* 
+ 398578.8550017634x3 - 18171.06739535580x2 
+ 326.7306221966440X 
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9. APPENDIX C 
The following program is for the Strand iteration and 
the modified Strand iteration. The input file 'INPUTO.DAT' 
contains the coefficients of the polynomials used for these 
Iterations. This file also contains integers giving the 
degree of the polynomials (NORD), the maximum number of iterations 
allowed (MAXITR), and the number of iterations to do before 
switching polynomials (MCHA3. If MAXITR • MCHA, then 
Strand iteration is done. If MAXITR > MCHA. then the 
modified Strand iteration Is done. 
PARAMETER(NN-20) 
IMPLICIT REAL*8(A-H,0-Z) 
DOUBLE PRECISION KER 
DIMENSION A(NNW3(NND;C(NN);Î(NN,25),TEMP(NN) 
DIMENSION C0EF(13,2),Y(NN),W(NN) 
C 
KER(S,T)"(S-T)m(S-T) 
G(S)-((6.0D0»S-8.0D0)*S+3.0D0)/1.2D1 
F(S)-S 
C 
C SCALE FACTOR USED IS STORED IN SCALE 
C 
SCALE-4.0D0 
C 
C INPUTO.DAT CONTAINS DATA ABOUT THE ITERATION TO BE USED 
C 
OPEN(2fILE-'INPUTO.DAT') 
C 
C INPUT2.DAT CONTAINS DATA ABOUT THE QUADRATURE RULE USED 
C 
OPENO JILE-'INPUT 2.DAT') 
C 
95 
C OUTPUT.DAT WILL CONTAIN THE OUTPUT OF THE RUN 
C 
OPEN(6fILE"'OUTPUT.DAT'.STATUS-*NEW'3 
REA0(2,2)MAXITR^CHA^0RD 
2 F0RMAT(3I4) 
N0R2M2"2*N0RD-2 
NR.N0R2M2+1 
REA0(3,2)N 
K-N-1 
WRITE(6,3) 
3 FORMATC •/K(X.Y)-(X-Y)-'-2 SOLN. FCY3-Y*) 
WRITE (6,5)N0RD>1CHA 
5 FORMATC '/MODIFIED STRAND ITERATION - ORDER-',12, 
X • SWITCHING POINT =',I3) 
WRITE(6,7)SCALE 
7 FORMATC SCALE FACTOR-'^)!3.6,//) 
10 FORMAT (D30.20) 
C 
C GET COEFFICIENTS FOR POLYNOMIALS 
C 
DO 12 I-1,N0RD 
READ(2,10)C0EF(I,1) 
12 CONTINUE 
DO 14 I-1,N0RD 
READ(2,10)C0EF(I,2) 
14 CONTINUE 
C 
C GET WEIGHTS AND POINTS FOR QUADRATURE RULE 
C 
DO 16 I»1,N 
READ(3,10)Y(I) 
16 CONTINUE 
DO 18 I-1J4 
READ(3.10)W(I) 
18 CONTINUE 
C 
C DISCRETIZE THE INTEGRAL EQUATION 
C 
DO 30 J=lj4 
DO 20 I-1,N 
A(I,J)-SCALE*W(J)h«ER(Y(I),Y(J)) 
20 CONTINUE 
B(J)-SCALE*G(Y(J)) 
30 CONTINUE 
C 
Ml-1 
96 
M2-MCHA 
IF(M2.GT.MAXITR)M2-MAXITR 
METH-1 
WRITE(6,50)(Y(I),I-1 ^ ,2) 
50 FORMATC '/ITER'.SC 'JO 15.8),' DIFFERENCE',//) 
55 CONTINUE 
C 
C ITERATION 
C 
DO 90 ITER=M1,M2 
CALL DSET(NR*NN,0.0D04l,l) 
CALL DSCALN(N,-1.0D03,1.TEMP,1) 
CALL DMXPY(N,TEMP,N,NN,X,A) 
CALL DXMPY(N,lJ((l,l),N,l,TEMPfJN,A) 
DO 60 I-2J40R2M2,2 
CALL DMXPY(N,R(1,I),N,NN,R(1,I-1),A) 
CALL DXMPY(N,14l(l,I+l),N,l,R(l,I),NN,A) 
60 CONTINUE 
CALL DSCALN(N,C0EF(l,METH)f(l,l),l.TEMP, 1 ) 
DO 70 I-3,NR,2 
J.(I+l)/2 
CALL DAXPY(N,COEF(J,METH)f( 1,1),1 ,TEMP.l ) 
70 CONTINUE 
C 
C CALCULATE INFINITY NORM OF CHANGE 
C 
DIFF-O.ODO 
DO 75 I-1,N 
DIFF-DMAXl (DIFFfABS(TEMP(I))) 
75 CONTINUE 
CALL DAXPY(N,-1.0D0,TEMP.1X1) 
WRITE(6.80)ITER.CX(I),I-1 ,K,2),DIFF 
80 FORMATC ',I4,6(' 15.8)) 
90 CONTINUE 
IF(M2.EO.MAXITR)GO TO 100 
M1-M2+1 
M2-MAXITR 
METH»2 
GO TO 55 
100 CONTINUE 
C 
C WRITE OUT THE EXACT SOLUTION 
C 
DO 110 I-1,K,2 
TEMP(I)-FCY(I)) 
110 CONTINUE 
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WRITE(6,120)(TEMP(n,I» 1 JÇ,2] 
120 FORMAT(' '.'SOLN'.SC 'JD15.8)) 
STOP 
END 
The following program is for the Graves and Prenter 
iteration and the modified Graves and Prenter iteration. The 
input file 'INPUT 1.DAT* contains the coefficients of the 
polynomials used for these iterations. This file also 
contains integers giving the degree of the polynomials (NORD), 
the maximum number of iterations allowed (MAXITR), and the 
number of iterations to do before switching polynomials 
(MCHA). If MAXITR - MCHA, then Graves and Prenter iteration 
Is done. If MAXITR > MCHA, then the modified Graves and 
Prenter iteration is done. 
PARAMETER(NN-20) 
IMPLICIT REALw8(A-H,0-Z) 
DOUBLE PRECISION KER 
DIMENSION A(NN,NN)JB(NN)J((NN)j%(NN,25),TEMP(NN) 
DIMENSION COEFCl 3,2),Y(NN),W(NN) 
C 
KER(S,T).(S-T)4S-T) 
G(S)-((6.0D0'*S-8.0D0)-S+3.0D0)/1.2D1 
F(S)-S 
C 
C THE SCALE FACTOR USED IS STORED IN SCALE 
C 
SCALE-5.1 DO 
C 
C FILE INPUT 1.DAT CONTAINS THE DATA FOR THE ITERATION USED 
C 
0PEN(2fILE-'INPUT 1 .DAT') 
C 
C INPUT2.DAT CONTAINS DATA ABOUT THE QUADRATURE RULE USED 
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C 
0PEN(3fILE."INPUT2.DAT') 
C 
C OUTPUT.DAT WILL CONTAIN THE OUTPUT OF THE RUN 
C 
0PEN(6fILE-'0UTPUT.DAT',STATUS-'NEW') 
READ(2,2)MAXITR>ICHA^0RD 
2 F0RMAT(3I4) 
N0R2M2-2«N0RD-2 
NR-N0R2M2+1 
READ(3,2)N 
K-N-1 
WRITE(6,3) 
3 FORMATC •.•K(X,Y)-(X-Y)**2 SOLN. FCY)-Y') 
WRITE(6,5)N0RDJvlCHA 
5 FORMATC '/MODIFIED GRAVES ITERATION - ORDER-',12, 
X • SWITCHING POINT -',13) 
WRITE(6,7)SCALE 
7 FORMATC SCALE FACT0R-',D13.6.//J 
10 F0RMAT(D30.20) 
C 
C GET COEFFICIENTS FOR THE POLYNOMIALS USED 
C 
DO 12 I-1,N0R0 
READ(2,10)COEF(I,n 
12 CONTINUE • 
DO 14 I=1J^0RD 
READ(2,10DCOEF(I,2] 
14 CONTINUE 
C 
C GET WEIGHTS AND POINTS FOR QUADRATURE RULE 
C 
DO 16 I-IJM 
READ(3.10)Y(I) 
16 CONTINUE 
DO 18 I-1,N 
READ(3,10)W(I) 
18 CONTINUE 
C 
C DISCRETIZE THE INTEGRAL EQUATION 
C 
DO 30 J.1J4 
DO 20 I=1>J 
ACUD-SCALE-fWUD-KERCYCn.YCJ)) 
20 CONTINUE 
B(J)»SCALE»«G(Y(J)) 
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30 CONTINUE 
Ml = l 
M2-MCHA 
IF(M2.0T.MAXITR)M2-MAXITR 
METH-1 
WRITE(6,S0)(Y(I),I-1JC.23 
50 FORMATr '.'ITER'.SC 'JD1S.8)/ DIFFERENCE',//] 
55 CONTINUE 
C 
C ITERATION 
C 
DO 90 ITER-M1,M2 
CALL DSET(NR*NN,0.0D0,R,1) 
CALL DSCALN(N.-1.0003,1.TEMP, 1) 
CALL DMXPY(N,TEMP,N,NN/,A) 
CALL OMXPY(NJl(l,lî,N,NN,TEMP,A) 
DO 60 I-2f40R2M2,2 
CALL DMXPY(N,R(l.n,N,NN,R(l,I-U,A) 
CALL DMXPYCN1,1+1 ),N,NNJ%( 1,1)^) 
60 CONTINUE 
CALL DSCALN(N,COEF( 1 ,METH),R( 1,1 ),1 ,TEMP, 1 ) 
DO 70 I-3JJR,2 
J.(I*l)/2 
CALL 0AXPY(N,COEF(J,METH),R( 1,0,1 ,TEMP, 1 ) 
70 CONTINUE 
C 
C CALCULATE INFINITY NORM OF CHANGE 
C 
OIFF-O.OOO 
DO 75 I«1^4 
DIFF-DMAXl (DIFF,DABS(TEMP(I))) 
75 CONTINUE 
CALL OAXPYCN,-1.000,TEMP, 1 /, 1 ) 
WRITE(6,80)ITER,(X(I),I= 1 JC.2)J)IFF 
80 FORMAT(' ',14,6(' 'J315.8]) 
90 CONTINUE 
IF(M2.EQ.MAXITR)G0 TO 100 
M1-M2+1 
M2-MAXITR 
METH-2 
GO Tr iP 
100 CONTINUE 
C 
C WRITE OUT THE EXACT SOLUTION 
C 
DO 110 I=1JÎ.2 
100 
TEMP(IÎ-FCY(I)) 
HO CONTINUE 
WRITEC6,120)(TEMP(I),I-1 f,2) 
120 FORMATC '.'SOLN'.SC 'J)15.8)) 
STOP 
END 
The following subroutine will initialize all elements of 
a vector to any given value. 
SUBROUTINE DSET(N,SCALEXINCX) 
DOUBLE PRECISION SCALE^CM 
C 
C N - (INPUT) NUMBER OF ELEMENTS TO INITIALIZE (INTEGER) 
C 
C SCALE - (INPUT) INITIALIZATION VALUE (DOUBLE PRECISION) 
C 
C X - (INPUT - OUTPUT) VECTOR TO BE INITIALIZED (DOUBLE) 
C 
C INCX - (INPUT) STRIDE BETWEEN ELEMENTS TO BE INITIALIZED 
C (INTEGER) 
C 
IF(N.LE.O)RETURN 
IF(INCX.E0.1)GOTO 20 
IX-1 
C 
C CODE FOR INCX .NE. 1 
C 
DO 10 I-l^ 
X(IX)»SCALE 
IX-IX+INCX 
10 CONTINUE 
RETURN 
C 
C CODE FOR INCX .EQ. 1 
C 
20 DO 30 I-l^ 
X(I)=SCALE 
30 CONTINUE 
RETURN 
END 
101 
The following subroutine scales the values of an input 
vector X by a scalar value SCALE and stores the results in an 
output vector Y. This subroutine is similar to the LINPACK 
subroutine DSCAL. The main difference is that the output 
vector may be different from the input vector. 
SUBROUTINE DSCALN(N^CALEAINCX,Y,INCY) 
DOUBLE PRECISION SCALE^CW.YW 
C 
C N - (INPUT) LENGTH OF THE VECTORS (INTEGER) 
C 
C SCALE - (INPUT) VALUE OF THE SCALAR (DOUBLE PRECISION) 
C 
C X - (INPUT) VECTOR TO BE SCALED (DOUBLE PRECISION) 
C 
C INCX - (INPUT) STRIDE BETWEEN ELEMENTS OF X (INTEGER) 
C 
C Y - (OUTPUT) SCALED X (DOUBLE PRECISION) 
C 
C INCY - (INPUT) STRIDE BETWEEN ELEMENTS OF Y (INTEGER) 
C 
IF(N.LE.O)RETURN 
IF((INCX.EO. 1 ).AND.(INCY.EO. 1 ))GOTO 20 
C 
C CODE FOR STRIDE .NE. 1 CASE 
C 
IX-i 
IY-1 
IF(INCX.LT.0)IX»1 -(N-1)*INCX 
IF(INCY.LT.O)IY- 1-(N-1 )*INCY 
DO 10 I-l^ 
Y(IY)=SCALE'#X(IX) 
IX=IX+INCX 
lY-IY+INCY 
10 CONTINUE 
RETURN 
C 
C CODE FOR STRIDE .EO. 1 CASE 
C 
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20 DO 30 I=1J4 
Y(I)-SCALE-X(I) 
30 CONTINUE 
RETURN 
END 
The following two subroutines are from Dongarra and 
Eisenstat [6]. These subroutines are matrix-vector 
subroutines. Subroutine DMXPY multiplies matrix M times 
vector X and adds the results to vector Y. The results of 
this subroutine are returned in vector Y. Vectors X and Y are 
assumed to be stored as stride 1 vectors for DMXPY. 
Subroutine DXMPY multiplies vector X times matrix M and adds 
to result to vector Y. The results of this subroutine are 
returned in vector Y. Vectors X and Y need not be stored as 
stride 1 vectors for DXMPY. 
SUBROUTINE DMXPY(NI,Y;^2J.DM;{;^) 
DOUBLE PRECISION Y(%);{(*)fi(LDM,») 
C 
C N1 - (INPUT) NUMBER OF ELEMENTS IN VECTOR Y, AND NUMBER OF 
C ROWS IN MATRIX M (INTEGER) 
C 
C Y - (INPUT - OUTPUT) VECTOR OF LENGTH N1 TO WHICH THE 
C RESULT OF M»<X IS ADDED (DOUBLE PRECISION) 
C 
C N2 - (INPUT) NUMBER OF ELEMENTS IN VECTOR X, AND NUMBER OF 
C COLUMNS IN MATRIX M (INTEGER) 
C 
C LDM - (INPUT) LEADING DIMENSION OF ARRAY M (INTEGER) 
C 
C X - (INPUT) VECTOR OF LENGTH N2 (DOUBLE PRECISION) 
C 
C M -  ( M A T R I X  O F  N 1  R O W S  A N D  N 2  C O L U M N S  ( D O U B L E  P R E C I S I O N )  
C 
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DO 20 J-lJsf2 
DO 10 1=1^1 
Y(I)=Y(I)^X(J)«M(I,J) 
10 CONTINUE 
20 CONTINUE 
RETURN 
END 
SUBROUTINE DXMPY(NUDY.Y^2^DX;CJLDM>!) 
DOUBLE PRECISION Y(LDY,-«);caDX,*)>I(LDM,*) 
C 
C N1 - (INPUT] NUMBER OF COLUMNS IN ROW VECTOR Y, AND NUMBER 
C OF COLUMNS IN MATRIX M (INTEGER) 
C 
C LDY - (INPUT) LEADING DIMENSION OF ARRAY Y (INTEGER) 
C 
C Y - (INPUT - OUTPUT) ROW VECTOR OF LENGTH N1 TO WHICH IS 
C ADDED THE PRODUCT X-*M (DOUBLE PRECISION) 
C 
C N2 - (INPUT) NUMBER OF COLUMNS IN ROW VECTOR X, AND NUMBER 
C OF ROWS IN MATRIX M (INTEGER) 
C 
C LDX - (INPUT) LEADING DIMENSIONS OF ARRAY X (INTEGER) 
C 
C X - (INPUT) ROW VECTOR OF LENGTH N2 (DOUBLE PRECISION) 
C 
C LDM - (INPUT) LEADING DIMENSION OF MATRIX M (INTEGER) 
C 
C M -  ( I N P U T )  M A T R I X  O F  N 2  R O W S  A N D  N 1  C O L U M N S  ( D O U B L E  
C PRECISION) 
C 
DO 20 J-1^2 
DO 10 I=lj41 
Y(1.I)=Y(1.I)+X(1,J)-M(J,I) 
10 CONTINUE 
20 CONTINUE 
RETURN 
END 
The only other subroutine used Is DAXPY. This subroutine 
Is part of LINPACK. See Dongarra et al. [5J for a listing of 
the single precision version of this subroutine (SAXPY). 
