A family of scaled conjugate-gradient algorithms for large-scale unconstrained minimization is defined. The Perry, the Polak-Ribière and the Fletcher-Reeves formulae are compared using a spectral scaling derived from Raydan's spectral gradient optimization method. The best combination of formula, scaling and initial choice of step-length is compared against well known algorithms using a classical set of problems. An additional comparison involving an ill-conditioned estimation problem in Optics is presented.
Introduction
where
Pre-multiplying by s T k , this gives
Therefore, y
Thus, the hyper-plane
contains the optimum increment d * , which gives x * = x k+1 + d * . Observe that the null direction d = 0 belongs to H only if s T k g k+1 = 0 which is not our assumption at all.
By the discussion above, it is natural to impose, for the search direction d k+1 ,
Then, by (1) ,
For θ k = 1 this formula was introduced by Perry in [9] . If we assume that s T j g j+1 = 0, j = 0, 1, . . . , k, we obtain
If θ k = θ k−1 = 1 this is the classical Polak-Ribière formula. Finally, assuming that the successive gradients are orthogonal, we obtain the generalization of Fletcher-Reeves formula:
In this paper, motivated by the success of the spectral gradient method, we decided to compare the classical choice θ k = 1 with the spectral gradient choice:
In fact, the directions d k = −θ k g k are the ones used by Raydan in his spectral gradient method. The parameter θ k given by (6) is the inverse of the Rayleigh quotient
which, of course, lies between the largest and the smallest eigenvalue of the Hessian average 1 0 ∇ 2 f (x k + ts k )dt. After some numerical experimentation, we observed that the initial trial choice for the step-length α k is a very important parameter that affects the algorithmic behavior. So, we decided to test two different alternatives for this choice.
This paper is organized as follows. In Section 2 we present the model algorithm, giving all the essential features of its implementation. In Section 3 we use the set of test problems of [10] to answer the following questions:
1. Is the choice (6) better than θ k ≡ 1? 2. Which is the best choice for β k , among (3), (4) and (5)? 3. Which is the best initial choice for the step-length?
In Section 4 we compare the new algorithm against CONMIN (a popular conjugate-gradient code based on [11, 12] ) and the spectral gradient method (SGM), using the same test functions of Section 3. In Section 5 we compare the new method against the spectral gradient algorithm using a real-life estimation problem in Optics. Conclusions are given in Section 6.
The algorithm
Keeping in mind the definitions of g k , s k and y k given in the Introduction, we define the Scaled Conjugate Gradient method as follows.
Algorithm SCG
Assume that x 0 ∈ IR n , 0 < σ < γ < 1. Define d 0 = −g 0 and set k ← 0.
Step 1: If g k = 0, terminate the execution of the algorithm.
Step 2:
and
Define α k = α and
Step 3: Compute θ k by (6) (or θ k = 1) and β k by (3), (4) or (5) .
If
Step 4: Set k ← k + 1 and go to Step 1.
It is well known (see [4, 5] ) that a step-length α satisfying (7, 8) exists if f is bounded below along the direction d k . We assume that we have an algorithm that either computes α with those conditions or detects that f is unbounded below. In this case, we say that SCG breaks at iteration k. In practice, we adopted the one-dimensional line search used in CONMIN (see [12] ) for computing α.
The search direction d computed by (9) can fail to be a descent direction. This fact motivated several modifications of Perry's formula in [11] . In our algorithm, when the angle between d and −g k+1 is not acute enough we "restart" the algorithm with the spectral gradient direction −θ k g k+1 . More sophisticated reasons for restarting have been proposed in the literature, but we are interested in the performance of an algorithm that uses this naive criterion, associated to the spectral gradient choice for restarts. Of course, the coefficient θ k is always well defined and positive, since (8) implies that s T k y k > 0. Conditions (7), (8) and (10) are sufficient to prove global convergence of the algorithm under reasonable assumptions. If the gradient of f is Lipschitz-continuous and f is bounded below it can be proved that
See, for example, Theorem 3.1 of [8] and references therein. This implies that every limit point of a sequence generated by the algorithm is stationary.
Discussion of alternatives
In this section we use the test problems considered in [10] to answer the questions formulated in the Introduction. With this purpose, we consider the algorithm SCG with σ = 10 −4 and γ = 0.5.
For each choice of β k (Perry (3), Polak-Ribière (4) or Fletcher-Reeves (5)) we have four methods: M1: θ k is computed by (6) and the initial choice of α is
M3: θ k ≡ 1 and the initial α is computed as in (11);
Tables 1, 2 and 3 display the performance of the algorithms described above. For each algorithm we state the number of function-gradient evaluations (FGE) and the functional value achieved at the approximate solution found (f (x)). For terminating the executions, we used, as in [10] , the criterion
The symbol NaN that appears in some executions of M2 and M4, means that the code tried to evaluate the function (or its gradient) at some point where it is not well defined. This can be avoided using some step-length control, but we decided not to do that in this comparative study. Let f i be the optimal functional value found by method M i and f j the optimal functional value found by M j . We say that, in a particular problem, the performance of M i was better than the performance of
and the number of function-gradient evaluations of M i was less than the number of function-gradient evaluation of M j . The CPU time is not relevant for this comparison because all the alternatives are implemented in a unique code and the linear algebra per iteration is, basically, the same for all the methods.
The experiments were run in a SPARCstation Sun Ultra 1, with an UltraSPARC 64 bits processor, 167-MHz clock and 128-MBytes of RAM memory. All the codes considered in this paper were written in double precision Fortran and were compiled with the f77 compiler (SC 1.0 Fortran v1.4) using the optimization option -O4.
In Table 4 we find a summary of the comparison between the alternatives M1, M2, M3 and M4 of Perry, Polak-Ribière and Fletcher-Reeves. For example, the first entrance of this table should be read as follows: when comparing the performance of Perry-M1 and Perry-M2, Perry-M1 was better than Perry-M2 in 25 problems, worse in 14 problems and they had the same performance in 1 problem. Comparing the best alternatives of each conjugate-gradient formula, we conclude that: Perry-M1 beat Polak-Ribière-M1: 31-05-04, Perry-M1 beat Fletcher-Reeves-M3: 29-07-04, and Polak-Ribière-M1 beat Fletcher-Reeves-M3: 24-10-06.
Comparisons with CONMIN and SGM
The experiments in Section 3 seem to indicate that the best scaled conjugategradient formula is Perry's (3) with the spectral choice (6) of θ k and the initial choice (11) of the step-length. Accordingly, we compared this method against CONMIN [11] and the spectral gradient method. We used the original (Fortran) codes of SGM and CONMIN. SGM was used with the parameters recommended by Raydan [10] . This algorithm uses 3n + O(1) real storage positions whereas CONMIN and SCG require 5n + O(1) real positions.
The results are given in Table 5 . We report function evaluations (FE), gradient evaluations (GE), function-gradient evaluations (FGE), best function value (f (x)) and CPU time (Time). Since the methods compared here do not have the same linear algebra overhead, it makes sense to compare computer times. Considering CPU-time, we observe that Perry-M1 beats both CONMIN and SGM (31-03-06 and 23-12-05, respectively). 
A parameter estimation problem in Optics
In a recent works, the spectral gradient method has been successfully used for a hard inverse problem that consists on the estimation of optical parameters of thin films using transmission data. See [1] . The data of the problem is a set of N transmission observations for different wavelengths ((λ i , T obs i ), i = 1, 2, . . . , N ) and the objective is to recover the true thickness and the refractive and absorption parameters of the film. The unconstrained formulation introduced in [1] is as follows:
The transmission T of a thin absorbing film on a transparent substrate depends on a complicate formula that involves the thickness d, the refractive index n(λ), the absorption coefficient α(λ) and the wavelength λ. The detailed description of the problem, as well as the pointwise unconstrained optimization strategy of solution, can be found in [1] . See, also, [3] . In [2] it has been pointed out that the main reason for slow convergence of the spectral gradient method in critical problems is local ill-conditioning at the solution. This complicating characteristic appears very strongly in this problem, because large variations of absorption coefficients produce an almost null variation of the transmission in the transparent zone of the spectrum. Therefore, the problem is practically under-determined on that zone. On the other hand, the spectral gradient method is very efficient for finding reasonable suboptimal solutions. For this reason, we conjectured that the spectral conjugate gradient variation presented in this paper could combine rapid approach to a solution basin and fast local convergence.
In our experiments we considered the five films analyzed in [1] . The physically acceptable results of the estimation procedure were obtained in [1] using 30000 iterations of the spectral gradient method. Here we used, as stopping criterion for SCG (Perry-M1), the inequality f (x k ) < f Raydan where f Raydan is the minimum value reached by SGM. In Table 6 we give the results. We report IT (number of iterations), FE (functional evaluations),
