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Introduzione
Gli oggetti di studio di questa tesi sono le funzioni armoniche e le loro
proprietà principali.
Nel primo capitolo vengono presentate alcune nozioni fondamentali per
la comprensione dell’elaborato. Viene innanzitutto data la definizione di
funzione armonica: funzione di classe C2 definita su un aperto Ω ⊆ Rn, che
è soluzione dell’equazione di Laplace:
∆u = 0, ∆ =
n∑
i=1
∂2
∂x2i
.
Quest’importante equazione, il cui nome deriva dal matematico, fisico e astro-
nomo Pierre Simon de Laplace, è l’equazione omogenea associata all’equa-
zione di Poisson. Nel XVIII sec. vennero impiegate le equazioni alle derivate
parziali per lo studio di fenomeni fisici, come ad esempio l’analisi della corda
vibrante. Laplace riformulò problemi di attrazione e repulsione di corpi sog-
getti a forze newtoniane riguardanti la meccanica celeste e l’elettrostatica,
utilizzando proprio queste equazioni. La soluzione di tali equazioni è una
funzione u, chiamata potenziale della forza, che ha come derivate parziali
l’opposto delle componenti della forza stessa. Nel 1795, Laplace pubblica un
articolo Théorie des attractions des sphéroides et de la figure des planètes in
cui introduce la funzione potenziale e dimostra che è soluzione dell’equazione
di Laplace in coordinate sferiche. Questo risultato, assieme all’equazione di
Poisson, permise di semplificare la soluzione di problemi al contorno nel caso
di oggetti simili a sfere, le cui soluzioni approssimate sono funzioni armoni-
che.
Successivamente vengono prese in analisi tre particolari proprietà dell’opera-
tore di Laplace e, infine, vengono definite le funzioni radiali.
i
ii INTRODUZIONE
Nel secondo capitolo vengono analizzate le formule di rappresentazione
di Green, per funzioni armoniche. Prima di tutto vengono fornite le nozio-
ni fondamentali di aperto regolare, normale esterna, integrazione per parti
e divergenza, per arrivare infine ad enunciare e dimostrare il teorema di
divergenza: dati Ω ⊆ Rn aperto regolare e F ∈ C1(Ω,Rn), si ha:∫
Ω
divF dx =
∫
∂Ω
< F, ν > dσ.
Grazie a questo teorema, vengono poi analizzate la prima e la seconda identità
di Green e, dopo aver definito anche la soluzione fondamentale normalizza-
ta dell’equazione di Laplace, sarà definita e dimostrata la prima formula di
rappresentazione.
La seconda formula di rappresentazione verrà enunciata grazie all’introdu-
zione della formula di Green. Il capitolo termina con il nucleo di Poisson e
l’analisi della funzione di Green sul disco D(0, r).
Il terzo capitolo tratta le formule di media: data u ∈ C2(Ω,R) funzione
armonica in Ω ⊆ Rn aperto, si hanno:
u(x0) =
1
|∂D(x0, r)|
∫
∂D(x0,r)
u(x) dσ(x),
u(x0) =
1
|D(x0, r)|
∫
D(x0,r)
u(x) dx,
dove la prima è la formula di media di superficie e la seconda di volume. Da
queste formule verranno affrontati la disuguaglianza di Harnack, il teorema
di Liouville e i principi di massimo e minimo forti e deboli, con relative pro-
prietà.
L’ultimo capitolo si occupa di analizzare un primo approccio alla risolu-
zione del problema di Dirichlet. In primo luogo vengono date le definizioni e
analizzate le proprietà delle funzioni subarmoniche e superarmoniche. Questo
tipo di funzioni saranno poi necessarie, nella seconda parte del capitolo, per
la trattazione del metodo di Perron, tramite il quale viene data una prima
risoluzione del problema di Dirichlet:{
∆u = 0, in Ω
u = ϕ, in ∂Ω
con Ω ⊆ Rn aperto connesso e limitato e ϕ funzione limitata in ∂Ω.
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Capitolo 1
Nozioni di base
In questo primo capitolo verranno fornite alcune nozioni di base, utili alla
comprensione degli argomenti trattati in seguito.
1.1 Funzioni armoniche
Definizione 1.1 (Funzione armonica).
Dato Ω aperto di Rn, u ∈ C2(Ω) è detta funzione armonica in Ω se è soluzione
dell’equazione di Laplace
∆u = 0 (1.1)
in Ω.
Indicheremo con H (Ω) l’insieme delle funzioni armoniche su Ω
Definizione 1.2 (Operatore di Laplace).
Sia Ω aperto in Rn e u = u(x1, ...., xn). Definiamo l’equazione di Laplace
come
∆u =
n∑
j=1
∂2u
∂xj2
= 0 (1.2)
Nella definizione data di funzione armonica chiedere che u ∈ C2(Ω) non
sarebbe necessario. Infatti basterebbe assumere l’esistenza delle derivate par-
ziali di secondo ordine.
Vediamo ora alcune importanti proprietà di questa categoria di funzioni e
dell’operatore Laplaciano.
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Osservazione 1. Sia Ω ⊂ C e f : Ω −→ C una funzione olomorfa in Ω. Allora,
considerando
f(z) = f(x+ iy) = u(x, y) + iv(x, y) ∀z ∈ Ω, (1.3)
si ha che
u = Ref
v = Imf
sono funzioni armoniche in Ω.
Dimostrazione. Si noti innanzitutto che u, v ∈ C2(Ω). Per le equazioni di
Cauchy-Riemann si ha il seguente sistema di equazioni alle derivate parziali
per u e v:
∂
∂x
(u+ iv) =
1
i
∂
∂y
(u+ iv)⇐⇒
{
∂u
∂x
= ∂v
∂y
∂v
∂x
= −∂u
∂y
e da questo, per il Teorema di Schwarz, si ottiene:
∂2u
∂x2
=
∂2v
∂x∂y
=
∂2v
∂y∂x
= −∂
2u
∂y2
∂2v
∂y2
=
∂2u
∂y∂x
=
∂2u
∂x∂y
= −∂
2v
∂x2
.
Allora, in conclusione, ∆u(x, y) = ∆v(x, y) = 0, da cui la tesi.
Essendo l’operatore di Laplace lineare, si avrà, in particolare, che la som-
ma di funzioni armoniche e il prodotto di uno scalare per una funzione ar-
monica sono ancora funzioni armoniche.
Le seguenti tre osservazioni mostrano le proprietà di invarianza nell’equazione
di Laplace.
Osservazione 2. Siano p ∈ Rn e u funzione armonica in Ω. Allora la funzione
traslata
up(x) = u(x− p), x ∈ Ω + {p} (1.4)
è ancora una funzione armonica in Ω + {p} = {x ∈ Rn : x− p ∈ Ω}.
Dimostrazione. Innanzitutto la traslazione rispetto a p è una trasformazione
T : Rn → Rn, tale che x̃ = Tx = x− p e l’insieme Ω + {p} = T−1 (Ω). Infatti
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x ∈ T−1 (Ω)⇔ Tx = x− p ∈ Ω.
Per mostrare che la funzione (1.4) è armonica si osserva che
∂
∂xj
[u(x− p)] = ∂u
∂xj
(x− p) ,
perciò ∆ [u (x− p)] = (∆u) (x− p) = 0, essendo x − p ∈ Ω per x ∈ Ω +
{p}
Osservazione 3. La funzione dilatata
uλ (x) = u (λx) , x ∈ λ−1Ω, (1.5)
con λ > 0 e u funzione armonica in Ω, è armonica in λ−1Ω = {x ∈ Rn : λx ∈
Ω}.
Dimostrazione. Analogamente alla dimostrazione precedente, si nota che la
dilatazione rispetto a λ è una trasformazione T : Rn → Rn, tale che x̃ =
Tx = λx e l’insieme λ−1Ω = T−1 (Ω). Infatti x ∈ T−1 (Ω)⇔ Tx = λx ∈ Ω.
Per dimostrare che la funzione definita in (1.5) è armonica, si osserva che
∂
∂xj
[u(λx)] = λ
∂u
∂xj
(λx) ,
e quindi ∆ [u (λx)] = λ2 (∆u) (λx) = 0, essendo λx ∈ Ω per x ∈ λ−1Ω.
Osservazione 4. Date una trasformazione lineare T : Rn → Rn, con matrice
ortogonale rispetto alla base canonica di Rn [Tij], e u funzione armonica in
Ω, allora la funzione
uT (x) = u(Tx) ∀x ∈ T−1(Ω)
è armonica in T−1 (Ω) = {x ∈ Rn : Tx ∈ Ω}.
La dimostrazione viene fatta per semplicità nel caso n=2.
Dimostrazione. Si ha
Tx =
[
T11x1 + T12x2
T21x1 + T22x2
]
=
[
(Tx)1
(Tx)2
]
allora per la regola della catena
∂
∂x1
[uT (x)] =
∂u
∂x1
(Tx)
∂
∂x1
[(Tx)1]+
∂u
∂x2
(Tx)
∂
∂x1
[(Tx)2] = T11
∂u
∂x1
(Tx)+T21
∂u
∂x2
(Tx)
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ed analogamente
∂2
∂x21
[uT (x)] = T
2
11
∂2u
∂x21
(Tx) + [T11T21 + T21T11]
∂2u
∂x1∂x2
(Tx) + T 221
∂2u
∂x22
(1.6)
∂
∂x2
[uT (x)] = T11
∂u
∂x1
(Tx) + T21
∂u
∂x2
(Tx) (1.7)
∂2
∂x22
[uT (x)] = T
2
12
∂2u
∂x21
(Tx) + [T12T22 + T22T12]
∂2u
∂x1∂x2
(Tx) + T 222
∂2u
∂x22
(1.8)
Cos̀ı, combinando (1.6), (1.7) e (1.8) e sfruttando il fatto che I = T TT ,
ovvero:[
1 0
0 1
]
=
[
T11 T21
T12 T22
] [
T11 T12
T21 T22
]
=
[
T 211 + T
2
21 T11T12 + T21T22
T11T12 + T21T22 T
2
12 + T
2
22
]
si trova ∆ [uT (x)] = ∆u (Tx) = 0 essendo Tx ∈ Ω e u ∈ H(Ω).
Vediamo ora una categoria di funzioni armoniche, quelle radiali.
1.2 Funzioni radiali
Definizione 1.3 (Funzioni radiali).
La funzione f : Rn\{0} → R è detta radiale se
f (x) = u (|x|) , con u : (0,∞)→ R. (1.9)
Vediamo ora quali sono le funzioni radiali armoniche. Sia u ∈ C2((0,∞),R)
e f definita come in (1.9). Allora f è di classe C2 e si ha:
∂f
∂xj
(x) = u′(|x|)∂|x|
∂xj
= u′(|x|)2|x|
2xj
= u′(|x|) |x|
xj
∂2f
∂xi∂xj
(x) =
∂
∂xi
(
u′(|x|) xj
|x|
)
= u′′(|x|) xi
|x|
xj
|x|
+ u′(|x|)
δij|x| − xj xi|x|
|x|2
=
= u′′(|x|) xi
|x|
xj
|x|
+ u′(|x|)δij|x|
2 − xixj
|x|3
Allora, posto r = |x|, si ha
∇f(x) = u′(r)x
r
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e per i = j:
∆f(x) =
n∑
j=1
∂2f
∂2xj
(x) = u′′(r)
n∑
j=1
x2j
|x|2
+ u′(r)
n∑
j=1
|x|2 − x2j
|x|3
=
= u′′(r) + u′(r)
n− 1
|x|
= u′′(r) + u′(r)
n− 1
r
.
Allora f(x) = u(|x|) è armonica se e solo se:
u′′(r) + u′(r)
n− 1
|r|
= 0⇐⇒ rn−1
(
u′′ +
n− 1
r
u′
)
= 0
⇐⇒ (rn−1u′)′ = 0⇐⇒ rn−1u′ = c⇐⇒ u′ = c
rn−1
.
Quindi
u(r) =
{
clogr + c0, n = 2
c r
2−n
2−n + c0, n ≥ 3
Si può perciò concludere che, a meno di costanti, le funzioni radiali armoniche
sono
f(x) = u(|x|) = u(r) =
{
logr, n = 2
r2−n, n ≥ 3

Capitolo 2
Formule di rappresentazione di
Green
In questo capitolo verranno enunciate le formule di rappresentazione per
le funzioni armoniche.
2.1 Preambolo
Prima di procedere con la definizione delle formule di rappresentazione di
Green per funzioni armoniche, è necessario dare alcune definizioni utili.
Definizione 2.1 (Aperto regolare).
Sia Ω un aperto di Rn. Ω si dice regolare se:
• Ω è limitato (ha frontiera compatta);
• int(Ω̄)=Ω;
• ∂Ω è una (n-1)-varietà di classe almeno C1.
Definizione 2.2 (Normale esterna).
Sia Ω ⊆ Rn un aperto regolare. Un vettore ν ∈ Rn, |ν| = 1, si dice normale
esterna a Ω in x ∈ ∂Ω se:
• ν⊥∂Ω in x;
• ∃δ > 0 tale che x+ tν /∈ Ω̄, x− tν ∈ Ω, ∀t ∈ (0, δ).
Teorema 2.1.1 (Integrazione per parti).
Dati Ω aperto regolare di Rn e f ∈ C1(Ω̄,Rn). Allora:∫
Ω
∂f
∂xj
dx =
∫
∂Ω
fνj dσ, j = 1, ..., n (2.1)
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dove ν = (ν1, ..., νn) è la normale esterna a Ω.
Definizione 2.3 (Divergenza).
Siano Ω aperto regolare di Rn e F ∈ C1(Ω̄,Rn). Si definisce divergenza di F:
divF =
n∑
j=1
∂Fj
∂xj
.
Siamo ora in grado di enunciare il terorema di divergenza, teorema fon-
damentale per lo studio delle funzioni armoniche e le formule di media.
Teorema 2.1.2 (Teorema di divergenza).
Siano Ω ∈ Rn aperto regolare e F ∈ C1(Ω̄,Rn), allora:∫
Ω
divF dx =
∫
∂Ω
< F, ν > dσ, (2.2)
con ν = (ν1, ..., νn) normale esterna a Ω.
Dimostrazione. Dal teorema di integrazione per parti segue:∫
Ω
divF dx =
∫
Ω
n∑
j=1
∂Fj
∂xj
dx =
n∑
j=1
∫
Ω
∂Fj
∂xj
dx =
=
n∑
j=1
∫
∂Ω
Fjνj dσ =
∫
∂Ω
n∑
j=1
Fjνj dσ =
∫
∂Ω
< F, ν > dσ
.
Osservazione 5. Abbiamo visto come il teorema della divergenza derivi dal
teorema di integrazione per parti. Vale però anche il viceversa:
dati Ω aperto regolare di Rn e F = (0, ..., f, ..., 0) con f ∈ C1(Ω̄,R) nel posto
j-esimo, si ha:
< F, ν >= fνj e divF =
∂f
∂xj
.
Applicando il teorema della divergenza otteniamo:∫
Ω
∂f
∂xj
dx =
∫
∂Ω
fνj dσ.
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2.2 Formula di Green per ∆
Come conseguenza del teorema della divergenza vedremo ora le identità
di Green, da cui derivano le formule di rappresentazione.
Proposizione 2.2.1 (Prima identità di Green).
Siano Ω ⊆ Rn aperto regolare, u ∈ C2(Ω̄,R) e v ∈ C1(Ω̄,R). Allora:∫
Ω
v∆u dx+
∫
Ω
Du ·Dv dx =
∫
∂Ω
v
∂u
∂ν
dσ (2.3)
.
Dimostrazione. Poniamo F = vDu, allora:
divF =
n∑
j=1
∂(v(Dju))
∂xj
=
n∑
j=1
∂
(
v ∂u
∂xj
)
∂xj
=
n∑
j=1
v
(
∂2u
∂x2j
)
+
n∑
j=1
(
∂v
∂xj
∂u
∂xj
)
= v∆u+Du·Dv.
Applicando il teorema della divergenza:∫
Ω
(v∆u+Du ·Dv) dx =
∫
∂Ω
< vDu, ν > dσ =
∫
∂Ω
v
∂u
∂ν
dσ.
Proposizione 2.2.2 (Seconda identità di Green).
Dati Ω ⊆ Rn aperto regolare, u, v ∈ C2(Ω̄,R), allora:∫
Ω
(u∆v − v∆u) dx =
∫
∂Ω
(
u
∂v
∂ν
− v∂u
∂ν
)
dσ. (2.4)
Dimostrazione. Si ha che:
u∆v − v∆u =
n∑
j=1
(
u
∂2v
∂x2j
− v∂
2u
∂x2j
)
=
n∑
j=1
∂
(
u ∂v
∂xj
)
∂xj
−
∂
(
v ∂u
∂xj
)
∂xj
 =
=
n∑
j=1
∂
(
u ∂v
∂xj
− v ∂u
∂xj
)
∂xj
= div(uDv − vDu).
Applicando ora il teorema della divergenza si ottiene:∫
Ω
(u∆v− v∆u) dx =
∫
Ω
div(uDv− vDu) dx =
∫
∂Ω
< uDv− vDu, ν > dσ =
=
∫
∂Ω
(u < Dv, ν > −v < Du, ν >) dσ =
∫
∂Ω
(
u
∂v
∂ν
− v∂u
∂ν
)
dσ.
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Vediamo due particolarità delle identità di Green:
Osservazione 6. Se nella prima identità di Green si sceglie u = v, otteniamo:∫
Ω
(
u∆u+ |Du|2
)
dx =
∫
∂Ω
u
∂u
∂ν
dσ.
L’identità cos̀ı ottenuta è detta identità dell’energia.
Osservazione 7. Scegliendo v ≡ 1 nella seconda identità di Green, si ottiene:∫
Ω
∆u dx =
∫
∂Ω
∂u
∂ν
dσ.
Prima di vedere le formule di rappresentazione di Green, definiamo la so-
luzione fondamentale normalizzata dell’equazione di Laplace. Tale formula
si ottiene dalla seconda identità di Green e dalla soluzione radiale dell’equa-
zione di Laplace:
Fissato x0 ∈ Ω, aperto regolare di Rn, si ha:
Φ(x− x0) =
{
1
2π
log|x− x0|, n = 2
1
n(2−n)ωn |x− x0|
2−n, n ≥ 3
(2.5)
dove ωn è il volume della palla unitaria in Rn.
2.3 Formule di rappresentazione
Siamo ora in grado di definire le formule di rappresentazione di Green.
Proposizione 2.3.1 (Prima formula di rappresentazione di Green).
Sia Ω ⊆ Rn, n ≥ 3, aperto regolare, u ∈ C2(Ω̄). Sia Φ : Rn \ {0} → R la
funzione radiale definita come in (2.5). Allora ∀x0 ∈ Ω, si ha:
u(x0) =
∫
∂Ω
(
∂u
∂ν
Φ(x− x0)− u(x)
∂Φ(x− x0)
∂ν
)
dσ −
∫
Ω
Φ(x− x0)∆u dx.
(2.6)
Dimostrazione. Sia ε > 0, tale che la palla chiusa D(x0, ε) ⊆ Ω. Definiamo
Ωε = Ω \D(x0, ε);
che è un aperto regolare, e poniamo:
v(x) = Φ(x− x0)n(n− 2)ωn = |x− x0|2−n,
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di classe C∞ in Rn \ {x0} ⊇ Ωε.
Applicando la seconda identità di Green alle funzioni u e v su Ωε, si ottiene:∫
Ωε
(u∆v − v∆u) dx =
∫
∂Ωε
(
u
∂v
∂ν
− v∂u
∂ν
)
dσ =
=
∫
∂Ω
(
u
∂v
∂ν
− v∂u
∂ν
)
dσ −
∫
∂D(x0,ε)
(
u
∂v
∂ν
− v∂u
∂ν
)
dσ.
Vogliamo il passaggio al limite per ε → 0, nell’identità precedente. Proce-
diamo per passi:
1. Per come è stata definita, v risulta essere armonica in Ωε, avremo
perciò:∫
Ωε
(u∆v−v∆u) dx = −
∫
∂Ωε
v∆u dx = −
∫
Ω
χΩεv∆u dx
ε→0−→ −
∫
Ω
v∆u dx.
L’ultimo passaggio è giustificato dal teorema della convergenza domina-
ta di Lebesgue, infatti, essendo u ∈ C2(Ω̄), ∆u è continua sul compatto
Ω̄ e perciò limitata e |χΩε| ≤ 1 ∀ε > 0. Inoltre v ∈ L1loc(Rn), infatti,
per ogni compatto K ⊂ Rn ∃R > 0 tale che K ⊆ D(x0, R), allora
abbiamo:∫
K
v(x) dx ≤
∫
D(x0,R)
v(x) dx =
∫
|x−x0|<R
|x− x0|2−n dx.
Ponendo y = x− x0:∫
K
v(x) dx ≤
∫
|x−x0|<R
|x− x0|2−n dx =
∫
|y|<R
|y|2−n dx =
=
∫ R
0
∫
|y|=r
(
|y|2−n dσ(y)
)
dr =
∫ R
0
r2−nnωnr
n−1 dr = nωn
∫ R
0
r dr = nωn
R2
2
< +∞.
Allora v è localmente sommabile. E’ cos̀ı giustificato il passaggio al
limite precedente sotto il segno di integrale.
2. Consideriamo ∫
∂D(x0,ε)
u
∂v
∂ν
dσ.
La derivata normale di una funzione radiale è ancora una funzione
radiale. Infatti, ricordando che la normale esterna a D(x0, ε) è ν =
x−x0
|x−x0| , si ha:
∂v(x)
∂ν
= 〈D
(
|x− x0|2−n
)
,
x− x0
|x− x0|
〉 =
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= 〈(2− n)|x− x0|1−n
(
x− x0
|x− x0|
)
,
x− x0
|x− x0|
〉 = (2− n)|x− x0|1−n.
Su ∂D(x0, ε) risulta che ε = |x− x0|, perciò:
−
∫
∂D(x0,ε)
u
∂v
∂ν
dσ = −
∫
∂D(x0,ε)
u(2− n)ε1−n dσ =
= (n− 2)
(∫
∂D(x0,ε)
(u(x)− u(x0)) dσ +
∫
∂D(x0,ε)
u(x0) dσ
)
ε1−n =
= (n− 2)ε1−n(o(1)nωnεn−1 + u(x0)nωnεn−1)
ε→0−→ n(n− 2)ωnu(x0).
3. Studiamo ora la quantità ∫
∂D(x0,ε)
v
∂u
∂ν
dσ.
Si ha: ∣∣∣∣∫
∂D(x0,ε)
v
∂u
∂ν
dσ
∣∣∣∣ ≤ sup
Ω
|Du|
∫
∂D(x0,ε)
|x− x0|2−n dσ(x) =
c(u)ε2−nnωnε
n−1 = c(u)nωnε
ε→0−→ 0.
In conclusione abbiamo:
−
∫
Ω
v∆u dx =
∫
∂Ω
(
u
∂v
∂ν
− v∂u
∂ν
)
dx+ n(n− 2)ωnu(x0) + 0.
Da cui segue:
−
∫
Ω
Φ(x−x0)n(n−2)ωn∆u dx =
∫
∂Ω
(
u
∂v
∂ν
− v∂u
∂ν
)
dx+n(n−2)ωnu(x0).
Isolando al primo membro u(x0) e per come è stata definita v, abbiamo
la tesi.
Osservazione 8. Se u ∈ H(Ω), allora:
u(x0) =
∫
∂Ω
(
Φ(x− x0)
∂u
∂ν
(x)− u(x)∂Φ(x− x0)
∂ν
)
dσ, ∀x0 ∈ Ω.
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Osservazione 9. Se nella prima formula di rappresentazione prendiamo Ω =
D(x0, r), con x0 ∈ Rn e r ∈ R+, sfruttando il fatto che r = |x−x0| sul bordo,
otteniamo:
u(x0) =
∫
∂D(x0,r)
(
Φ(x− x0)
∂u
∂ν
(x)− u(x)∂Φ(x− x0)
∂ν
)
dσ−
∫
D(x0,r)
Φ(x−x0)∆u(x) dx =
= Φ(r)
∫
∂D(x0,r)
∂u
∂ν
dσ − Φ′(r)
∫
∂D(x0,r)
u dσ −
∫
D(x0,r)
Φ(x− x0)∆u(x) dx =
= Φ(r)
∫
D(x0,r)
∆u dx+
1
nωnrn−1
∫
∂D(x0,r)
u dσ −
∫
D(x0,r)
Φ(x− x0)∆u(x) dx,
allora:
u(x0) =
1
|∂D(x0, r)|
∫
∂D(x0,r)
u dσ −
∫
D(x0,r)
(Φ(x− x0)− Φ(r))∆u(x) dx.
Vediamo ora la prima formula fondamentale di Green nel caso bidimen-
sionale, analizzando la scelta delle costanti in (2.5).
Osservazione 10. Siano Ω ⊆ R2, u ∈ C2(Ω̄) e sia Φ : R2 \ {0} → R2 funzione
radiale armonica definita come in (2.5). Allora, per ogni x0 ∈ Ω vale la
formula di rappresentazione (2.6) con c = − 1
2π
.
Dimostrazione. La dimostrazione è analoga alla precedente, bisogna però
riadattare lo studio di ∫
∂D(x0,ε)
u
∂v
∂ν
dσ.
Infatti:
∂v
∂ν
= Φ′(r) = c
1
r
,
da cui:
−
∫
∂D(x0,ε)
(
u
∂v
∂ν
− v∂u
∂ν
)
dσ = −
∫
|x−x0|=ε
u(x)
c
ε
dσ(x)+
∫
|x−x0|=ε
∂u
∂ν
(clogε) dσ(x) = −I1+I2.
Stimiamo la quantità I2 applicando un cambio di variabili e sfruttando il
teorema di Weierstrass:
|I2| ≤ |c||εlogε|
∫
|z=1|
∣∣∣∣∂u∂ν (x0 + εz)
∣∣∣∣ dσ(z) ≤ |c||εlogε|η ε→0−→ 0.
Applichiamo lo stesso cambio di variabili alla quantità I1:
I1 =
c
ε
ε
∫
|z|=1
u(x0+εz) dσ(z) = c2π
(
1
|∂D(0, 1)|
∫
|z|=1
u(x0 + εz) dσ(z)
)
ε→0−→ c2πu(x0).
Allora, affinchè valga la prima formula di rappresentazione nel caso n = 2,
deve essere c = − 1
2π
.
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Definizione 2.4 (Funzione di Green).
Sia Ω aperto regolare e sia x ∈ Ω fissato. Supponiamo esista una funzione
hx ∈ C2(Ω̄) ∩H(Ω) tale che hx(y) = Φ(x− y), ∀y ∈ ∂Ω.
Se hx esiste per ogni x ∈ Ω, si definisce la funzione di Green per Ω:
G(x, y) = Φ(x− y)− hx(y), ∀x, y ∈ Ω, x 6= y.
Proposizione 2.3.2 (Seconda formula di rappresentazione di Green).
Sia Ω ⊆ Rn aperto regolare, con funzione di Green G, e sia u ∈ C2(Ω̄).
Per ogni x ∈ Ω vale:
u(x) = −
∫
∂Ω
u(y)
∂G(x, y)
∂ν
dσ(y)−
∫
Ω
∆u(y)G(x, y) dy. (2.7)
La quantità −∂G
∂ν
è detta Nucleo di Poisson per Ω.
Dimostrazione. Si applica la seconda identità di Green alle funzioni u e hx,
cos̀ı si ha: ∫
Ω
(u∆hx − hx∆u) dy =
∫
∂Ω
(
u
∂hx
∂ν
− hx
∂u
∂ν
)
dσ.
Essendo hx armonica per definizione, si ha:
0 =
∫
∂Ω
(
u
∂hx
∂ν
− hx
∂u
∂ν
)
dσ +
∫
Ω
hx∆u dy.
Sommando membro a membro questa espressione con la prima formula di
rappresentazione e sfruttando la simmetria della funzione Φ, si ottiene:
u(x) =
∫
∂Ω
[
(Φ(x− y)− hx(y))
∂u
∂ν
− u(y)
(
∂Φ(x− y)
∂ν
− ∂hx(y)
∂ν
)]
dσ+
+
∫
Ω
∆u(hx(y)− Φ(x− y)) dy.
Ricordando che G ≡ 0 su ∂Ω, allora:
u(x) = −
∫
∂Ω
u(y)
∂G(x, y)
∂ν
dσ(y)−
∫
Ω
∆u(y)G(x, y) dy.
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2.4 Il nucleo di Poisson
Cominciamo con la definizione di inversione rispetto alla frontiera del
disco di centro 0 e raggio r.
Definizione 2.5 (Inversione).
Sia D = D(0, r), r > 0, un disco aperto di Rn, n ≥ 3.
Per ogni x ∈ Rn \ {0}, la funzione
x 7−→ x =

(
r
|x|
)2
x, x 6= 0
+∞, x = 0
(2.8)
si definisce inversione rispetto a ∂D(0, r) = ∂D.
Osservazione 11. L’inversione rispetto a ∂D, cioè la funzione x 7−→ x, agisce
in questo modo:
fissati x ∈ Rn e r ∈ R+, tali che |x| > r, allora vale:
|x| = r
2
|x|2
|x| = r
2
|x|
< r.
Tutti i punti al di fuori di D(0, r), tramite questa funzione vengono portati
all’interno del disco.
Allo stesso modo, con le ipotesi precedenti, ma tali che |x| < r, si ha:
|x| = r
2
|x|2
|x| = r
2
|x|
> r.
Cioè tutti i punti all’interno di D(0, r), vengono portati al di fuori del disco.
Se invece |x| = r, la mappa in (2.8) coincide con la funzione identità.
Proposizione 2.4.1.
La funzione di Green del disco D(0, r) è:
G(x, y) = Φ(x− y)− Φ
(
(x− y) |x|
r
)
, ∀x, y ∈ D(0, r), x 6= y. (2.9)
Dimostrazione. Sia x ∈ D(0, r), ∀y ∈ ∂D(0, r), calcoliamo:(
|x− y|
|x− y|
)2
=
|x− y|2
|x− y|2
=
|x|2 + |y|2 − 2 < x, y >
|x|2 + |y|2 − 2 < x, y >
=
|x|2 + r2 − 2 < x, y >∣∣∣∣( r|x|)2 x∣∣∣∣2 + r2 − 2 < r2|x|2x, y > =
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=
|x|2 + r2 − 2 < x, y >(
r
|x|
)2
(|x|2 + r2 − 2 < x, y >)
=
(
|x|
r
)2
Allora
|x− y|
|x− y|
=
|x|
r
, ∀x ∈ D(0, r), x 6= 0,∀y ∈ ∂D(0, r).
Da ciò deriva che:
|x−y|2−n =
(
|x− y| |x|
r
)2−n
⇒ Φ(x−y) = Φ
(
(x− y) |x|
r
)
=
(
|x|
r
)2−n
Φ(x−y).
Osserviamo ora che la funzione:
y 7−→ Φ
(
(x− y) |x|
r
)
=
(
|x|
r
)2−n
Φ(x− y).
verifica le condizioni richieste dalla funzione hx:
1. è C∞(Rn \ {x}), cioè è C∞(D);
2. è armonica in Rn \ {x} ⇒ è armonica in D;
3. ristretta a ∂D coincide con Φ.
Perciò, per ogni x ∈ D(0, r), x 6= 0, la funzione di Green per D(0, r) è:
G(x, y) = Φ(x− y)− Φ
(
(x− y) |x|
r
)
, ∀y ∈ D(0, r).
Proposizione 2.4.2 (Nucleo di Poisson per D(0, r)).
Il nucleo di Poisson per il disco D(0, r) è:
P (x, y) =
1
nωnr
r2 − |x|2
|x− y|n
x ∈ D, y ∈ ∂D. (2.10)
Traslando le variabili x e y, si ha che il nucleo di Poisson per D(α, r) è:
P (x, y) =
1
nωnr
r2 − |x− α|2
|x− y|n
. (2.11)
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Dimostrazione.
P (x, y) = −∂G
∂ν
(x, y) = − < ∇yG(x, y), ν >, x ∈ D, y ∈ ∂D e ν =
y
r
Ora calcoliamo:
∇yG(x, y) = ∇y
(
Φ(x− y)− Φ
(
(x− y) |x|
r
))
=
= ∇y
(
1
n(n− 2)ωn
|x− y|2−n − 1
n(n− 2)ωn
∣∣∣∣(x− y) |x|r
∣∣∣∣2−n
)
=
= − 1
nωn
(
|x− y|1−n
(
x− y
|x− y|
)
(−1)−
(
|x|
r
)2−n
|x− y|1−n
(
x− y
|x− y|
)
(−1)
)
=
=
1
nωn|x− y|n
(
x− y −
(
|x|
r
)2−n( |x− y|
|x− y|
)n
(x− y)
)
=
=
1
nωn|x− y|n
(
x− y −
(
|x|
r
)2−n( |x|
r
)n
(x− y)
)
=
1
nωn|x− y|n
(
x− y − x+
(
|x|
r
)2
y
)
=
=
1
nωn|x− y|n
( y
r2
) (
|x|2 − r2
)
.
Moltiplichiamo tale risultato per la normale esterna al disco, avremo:
− < ∇yG(x, y),
y
r
>=
1
nωn|x− y|n
1
r
(
r2 − |x|2
)
<
y
r
,
y
r
>=
1
nωnr
(
r2 − |x|2
|x− y|n
)
.

Capitolo 3
Formule di media per funzioni
armoniche
Introduciamo ora le formule di media di Gauss per le funzioni armoniche,
analoghe alla formula integrale di Cauchy per le funzioni olomorfe. Tali
formule hanno perciò il ruolo di farci conoscere il valore di una funzione in
ogni punto del dominio in cui è definita.
Ricordiamo che H(Ω) = {f ∈ C2(Ω,R),∆f = 0 in Ω}, con Ω ⊆ Rn
aperto, è l’insieme delle funzioni armonica di classe C2.
Teorema 3.0.3 (Formula di media di superficie).
Sia u ∈ H(Ω). Per ogni disco D(x0, r), tale che D(x0, r) ⊆ Ω, vale:
u(x0) =
1
|∂D(x0, r)|
∫
∂D(x0,r)
u(x) dσ(x) = mr(u)(x0). (3.1)
Ciò significa che la funzione u valutata nel centro del disco è uguale alla
media integrale di u calcolata sul bordo del disco.
Dimostrazione. E’ conseguenza quasi immediata della seconda formula di
rappresentazione di Green (2.7):
u(x0) =
1
|∂D(x0, r)|
∫
∂D(x0,r)
u(x) dσ −
∫
D(x0,r)
(Φ(x− x0)− Φ(r))∆u(x) dx.
Essendo u armonica per ipotesi in Ω, allora ∆u = 0 in D(x0, r), cos̀ı ottenia-
mo:
u(x0) =
1
|∂D(x0, r)|
∫
∂D(x0,r)
u(x) dσ(x).
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Osservazione 12. Dati f funzione olomorfa in Ω0 ⊆ C, z0 ∈ Ω0 e r > 0 tali
che D(z0, r) ⊆ Ω0, allora la formula (3.1) può essere dedotta dalla formula
di Cauchy per f .
Dimostrazione.
f(z0) =
1
2πi
∫
∂D(z0,r)
f(z)
z − z0
dz =
1
2πi
∫ 2π
0
f(z0 + re
it)
reit
rieit dt =
=
1
2π
∫ 2π
0
f(z) dt =
1
2πr
∫ 2π
0
f(z)r dt =
1
2πr
∫
∂D(z0,r)
f(z) dσ(z) =
=
1
|∂D(x0, r)|
∫
∂D(z0,r)
f(z) dσ(z).
Teorema 3.0.4 (Formula di media di volume).
Sia u ∈ H(Ω). Per ogni disco D(x0, r), tale che D(x0, r) ⊆ Ω, vale:
u(x0) =
1
|D(x0, r)|
∫
D(x0,r)
u(x) dx = Mr(u)(x0). (3.2)
Cioè la funzione u valutata nel centro del disco è uguale alla media integrale
di u sul disco.
Dimostrazione. Applicando la formula di media di superficie otteniamo:
u(x0) =
1
nωnρn−1
∫
∂D(x0,ρ)
u(x) dσ(x), ∀ρ ∈ (0, r].
Moltiplicando entrambi i membri per ρn−1 e integrando poi rispetto a ρ in
(0, r], risulta:∫ r
0
ρn−1u(x0) dρ =
1
nωn
∫ r
0
(∫
∂D(x0,r)
u(x) dσ(x)
)
dρ,
da cui:
u(x0)
[
ρn
n
]r
0
= u(x0)
rn
n
=
1
nωn
∫
D(x0,r)
u dx.
In conclusione:
u(x0) =
1
rnωn
∫
D(x0,r)
u dx =
1
|D(x0, r)|
∫
D(x0,r)
u dx.
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Osservazione 13. Sia u ∈ C2(Ω), con Ω aperto di Rn. Allora u verifica la
formula di media di superficie se e solo se verifica la formula di media di
volume.
Dimostrazione.
⇒): u verifica per ipotesi la formula di media di superficie, allora, procedendo
come per la dimostrazione della formula (3.2), si prova che u soddisfa la
formula di media di volume.
⇐): Viceversa, supponiamo che u soddisfi la formula di media di volume,
cioè:
u(x0) =
1
rnωn
∫
D(x0,r)
u(x) dx, ∀D(x0, r) t.c. D(x0, r) ⊆ Ω.
Allora:
u(x0) =
1
rnωn
∫ r
0
(∫
|x−x0|=ρ
u dσ
)
dρ, ρ ∈ (0, r].
Moltiplicando entrambi i membri per rnωn e derivando rispetto ad r, appli-
cando il teorema fondamentale del calcolo integrale nel membro di destra, si
ottiene:
nωnr
n−1u(x0) =
∫
|x−x0|=r
u dσ −
∫
|x−x0|=0
u dσ =
∫
∂D(x0,r)
u dσ.
In conclusione:
u(x0) =
1
nωnrn−1
∫
∂D(x0,r)
u dσ, ∀D(x0, r) t.c. D(x0, r) ⊆ Ω.
Da cui la tesi.
Le formule di media appena trattate caratterizzano le funzioni armoniche:
Teorema 3.0.5.
Sia u ∈ C2(Ω,R), con Ω ⊆ Rn aperto.
Se u soddisfa le formule di media, cioè:
u(x0) =
1
|∂D(x0, r)|
∫
∂D(x0,r)
u dσ, ∀D(x0, r) t.c. D(x0, r) ⊆ Ω,
allora u è armonica in Ω.
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Dimostrazione. La dimostrazione viene fatta per assurdo:
supponiamo esista un punto x0 ∈ Ω tale che ∆u(x0) 6= 0, allora, per il
teorema di permanenza del segno, esiste un disco D = D(x0, r0) ⊂ Ω tale
che ∆u > 0 in D. Definiamo la funzione:
ϕ(r) =
1
nωnrn−1
∫
∂D(x0,r)
u(x) dσ(x), ∀r < r0.
Tale funzione è, per ipotesi, uguale a u(x0). Allora:
0 = ϕ′(r) =
1
nωnrn−1
∫
D(x0,r)
∆u(x) dx > 0,
che è assurdo ⇒ u è armonica.
Corollario 3.0.6.
Sia u ∈ C2(Ω,R), con Ω ⊆ Rn aperto.
u è soluzione dell’equazione di Laplace ∆u = 0 in Ω
⇐⇒ ∀r > 0 tale che D(x0, r) ⊆ Ω vale:
u(x0) =
1
|∂D(x0, r)|
∫
∂D(x0,r)
u(x) dσ(x),
⇐⇒ ∀r > 0 tale che D(x0, r) ⊆ Ω vale:
u(x0) =
1
|D(x0, r)|
∫
D(x0,r)
u(x) dσ(x).
Dimostrazione. La dimostrazione è conseguenza dei teoremi 3.0.3, 3.0.4, 3.0.5
e dell’osservazione 13.
3.1 Conseguenze delle formule di media
In questa sezione verranno presentate alcune particolarità delle funzioni
armoniche, basate sulle formule di media appena viste.
3.1.1 Disuguaglianza di Harnack e teorema di Liouville
Teorema 3.1.1 (Disuguaglianza di Harnack sui dischi).
Sia u ∈ C2(Ω,R), con Ω aperto di Rn, una funzione armonica non negativa
in Ω. Siano x0 ∈ Ω e r > 0, tali che D(x0, 4r) ⊆ Ω.
Allora esiste una costante c, dipendente da n, tale che valga:
sup
D(x0,r)
≤ c(n) inf
D(x0,r)
u, c(n) = 3n. (3.3)
Tale espressione è detta disuguaglianza di Harnack.
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Dimostrazione. Dimostrare la (3.3), equivale a provare che
u(x1) ≤ c(n)u(x2), ∀x1, x2 ∈ D(x0, r).
Siano perciò x1, x2 ∈ D(x0, r). Essendo D(x1, r) ⊂ D(x0, 4r) ⊆ Ω, si può
applicare la formula di media di volume a D(x1, r):
u(x1) =
1
|D(x1, r)|
∫
D(x1,r)
u(x) dx =
1
rnωn
∫
D(x1,r)
u(x) dx.
Essendo D(x1, r) ⊆ D(x2, 3r), si ha:
1
rnωn
∫
D(x1,r)
u(x) dx ≤ 1
rnωn
∫
D(x2,3r)
u(x) dx =
=
ωn(3r)
n
ωnrn
1
|D(x2, 3r)|
∫
D(x2,3r)
u(x) dx = 3nu(x2).
Nell’ultimo passaggio si è applicata la formula di media di volume a u in
D(x2, 3r) ⊂ D(x0, 4r) ⊆ Ω.
In conclusione abbiamo ottenuto:
u(x1) ≤ c(n)u(x2),
con x1 e x2 generici in D(x0, r).
Il seguente teorema è conseguenza della disuguaglianza di Harnack:
Teorema 3.1.2 (Teorema di Liouville).
Sia u ∈ C2(Rn,R) armonica e inferiormente limitata. Allora u è limitata.
Dimostrazione. Poniamo w = inf
Rn
u e v = u− w. Allora:
v ∈ H(Rn), v ≥ 0, inf
Rn
v = 0.
Si può applicare la disuguaglianza di Harnack su v, poichè soddisfa tutte le
ipotesi; scegliendo x0 = 0 si ha:
sup
D(0,r)
v ≤ 3n inf
D(0,r)
v, ∀r > 0.
Passando al limite per r → 0, si ottiene:
0 ≤ sup
Rn
v ≤ inf
Rn
v ⇒ sup
Rn
v = inf
Rn
v = 0.
Allora v ≡ 0, cioè u ≡ w.
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Corollario 3.1.3.
Sia Ω ⊆ Rn un aperto connesso e sia K ⊂ Ω un compatto. Esiste allora una
costante c = c(K,Ω) > 0 tale che:
sup
K
u ≤ c inf
K
u, ∀u ∈ H(Ω), u ≥ 0. (3.4)
Dimostrazione. Osserviamo innanzitutto che esiste un insieme connesso e
compatto K∗ ⊆ Ω tale che K ⊆ K∗.
Infatti, per la proprietà del ricoprimento finito, è possibile ricoprire K con
un numero finito di dischi D(xj, rj), j = 1, ..., p tali che D(xj, rj) ⊆ Ω.
Essendo Ω aperto e connesso, esiste ∀j = 1, ..., p − 1 una poligonale Pj ⊆ Ω
tale che [xj, xj+1] ∈ Pj, allora:
K∗ =
(
p⋃
j=1
D(xj, rj)
)
∪
(
p−1⋃
j=1
Pj
)
è un compatto connesso contenuto in Ω.
Sempre per la proprietà del ricoprimento finito, esiste r > 0 tale che:
K∗ ⊆
q⋃
j=1
D(zj, rj), D(zj, 4rj) ⊆ Ω, ∀j = 1, ..., q.
Essendo K∗ connesso, non è restrittivo supporre:(⋃
j≤k
D(xj, rj)
)
∩D(xk+1, rk+1) 6= 0, ∀k = 1, ..., q−1 con k  2. (3.5)
Infatti, posto Dj = D(xj, rj) si avrà Dj ∩Di 6= 0, j ≥ 2, in caso contrario
Di e
⋃q
j=1Dj sarebbero due aperti che spezzano K
∗.
Rinumerando i Dj possiamo supporre che D1 ∩D2 6= 0. Ora, per la connes-
sione di K∗, esiste j ≥ 3 tale che:
(D1 ∪D2) ∩Dj 6= 0
poichè in caso contrario D1∪D2 e
⋃q
j=3Dj sarebbero due aperti che spezzano
K∗.
Ora come prima, rinumerando i Dj possiamo supporre che (D1∩D2)∪D3 6= 0.
Per iterazione si arriva cos̀ı a provare la (3.5).
Per il teorema precedente vale:
sup
Dj
u ≤ 3n inf
Dj
u, ∀u ∈ H(Ω), u ≥ 0, ∀j = 1, ..., q. (3.6)
Per proseguire con la dimostrazione è necessario enunciare il seguente lemma:
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Lemma 3.1.4. Sia u : A ∪ B → R, con A ∩ B 6= 0 e u ≥ 0. Supponiamo
che sia:
sup
A
u ≤ cA inf
A
u,
sup
B
u ≤ cB inf
B
u,
con cA, cB ≥ 1. Allora:
sup
A∪B
u ≤ cAcB inf
A∪B
u. (3.7)
Dimostrazione. Siano x ∈ A, y ∈ B e z ∈ A ∪B. Per le ipotesi del lemma
si ha:
u(x) ≤ cAu(z), u(z) ≤ cBu(y)⇒ u(x) ≤ cAcBu(y).
Allora, poichè cAcB ≥ cA e cAcB ≥ cB, si prova che:
u(x) ≤ cAcBu(y), ∀x, y ∈ A ∪B.
Torniamo alla dimostrazione del corollario. Applicando più volte il lemma
appena visto si ha:
sup
⋃
Dju ≤ 3qn inf
⋃
Dju, ∀u ∈ H(Ω), u ≥ 0.
Infine, essendo K ⊆ K∗ ⊆
⋃
Dj, si ottiene:
sup
K
u ≤ sup⋃
Dj
u ≤ 3qn inf⋃
Dj
u ≤ 3qn inf
K
u,
che prova la tesi.
Teorema 3.1.5.
Data una successione di funzioni armoniche (uk)k∈N in Ω ⊆ Rn aperto
connesso, tali che:
• uk ≤ uk+1;
• esiste x0 ∈ Ω tale che supuk(x0) < +∞.
Allora la successione converge uniformemente sui compatti di Ω.
Dimostrazione. Preso K un compatto di Ω, poniamo Kx0 = K∪{x0}. Allora
per il corollario precedente si ha, assumendo n ≥ m:
sup
Kx0
|un − um| = sup
Kx0
(un − um) ≤ c inf
Kx0
(un − um) ≤ c (un(x0)− um(x0)) =
= c|un(x0)− um(x0)|
n,m→+∞−→ 0.
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3.1.2 Il principio del massimo
In questa sezione analizzeremo i principi di massimo forte e debole. Per
il primo sono necessarie le formule di media e prova che nel caso di funzioni
armoniche non sono ammessi punti di massimo interni al dominio, a meno
che la funzione non sia costante. Il secondo invece non fa uso delle formule di
media, ma sarà fondamentale per la dimostrazione dell’unicità della soluzione
del problema di Dirichlet.
Corollario 3.1.6.
Siano Ω ⊆ Rn un aperto connesso e u, v ∈ H(Ω) tali che u ≥ v in Ω.
Allora, se esiste x0 ∈ Ω tale che u(x0) = v(x0), si ha:
u ≡ v, in Ω.
Dimostrazione. Poniamo w = u − v. Si ha che w è armonica in Ω e w ≥ 0.
Allora per la (3.4), esiste una costante cx > 0, x ∈ Ω, tale che:
0 ≤ w(x) ≤ sup
{x,x0}
w(x) ≤ cx inf
{x,x0}
w(x) ≤ cxw(x0) = 0,
da cui w(x) = 0⇒ u(x) ≡ v(x).
Teorema 3.1.7 (Principio del massimo forte).
Siano Ω ⊆ Rn un aperto connesso e u ∈ H(Ω). Supponiamo esista x0 ∈ Ω
tale che u(x0) ≥ u(x), ∀x ∈ Ω. Allora u è costante in Ω.
Dimostrazione. La dimostrazione segue dal corollario precedente, in quanto
le funzioni costanti sono armoniche in Ω. Equivalentemente:
Sia M = {y ∈ Ω : u(y) = u(x0)}. Vogliamo provare che M è aperto e chiuso
in Ω.
M è chiuso, poichè controimmagine continua di {0} che è chiuso, in quanto
punto.
Vediamo ora che M è aperto:
ponendo v = u−u(y0), y0 ∈ Ω fissato, si ha v ∈ H(Ω) e v ≤ 0. Applicando
la formula di media di volume si ha:
0 = v(y0) ≤
1
ωnrn
∫
D(y0,r)
v(x) dx, ∀r > 0 t.c. D(y0, r) ⊆ Ω.
Essendo v(x) ≤ 0, si deve avere necessariamente v = 0 quasi dappertutto in
D(y0, r) e poichè u è continua in Ω, allora v = 0 in D(y0, r), cioè:
u(x) = u(y0) = u(x0), ∀x ∈ D(y0, r).
Allora D(y0, r) ⊆M , da cui M è aperto in Ω.
Poichè in un connesso gli unici insiemi sia aperti che chiusi sono il vuoto e
l’insieme stesso, allora Ω ≡M , essendo x0 ∈M .
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Teorema 3.1.8 (Principio del minimo forte).
Siano Ω ⊆ Rn un aperto connesso e u ∈ H(Ω). Se esiste un punto x0 ∈ Ω
tale che u(x0) ≤ u(x), ∀x ∈ Ω, allora u è costante in Ω.
Dimostrazione. E’ sufficiente applicare il principio del massimo forte alla
funzione −u.
Osservazione 14. Sia u ∈ C2(Ω,R) armonica in Ω, con Ω ⊆ Rn dominio,
allora valgono contemporaneamente i principi di massimo e minimo forte.
Ciò asserisce che una funzione armonica non ammette punti di massimo o
minimo interni al dominio, a meno che tale funzione non sia costante.
Osservazione 15. Siano Ω ⊆ Rn un aperto limitato, f ∈ C(Ω,R) e ϕ ∈
C(∂Ω,R).
Il problema di Dirichlet relativo a Ω e ϕ è:{
∆u = f, inΩ
u|∂Ω = ϕ
(3.8)
e consiste nel trovare una funzione u ∈ C2(Ω,R) ∩ C(Ω̄), tale che:
∆u(x) = f, ∀x ∈ Ω e lim
x→y
u(x) = ϕ(y) ∀y ∈ ∂Ω.
Dal principio del massimo forte segue che tale problema ha al più una
soluzione.
Dimostrazione. Per assurdo, supponiamo che (3.8) abbia come soluzioni u, v.
Poniamo w = u− v, allora w è continua in Ω̄ e di classe C2 in Ω, tale che:{
∆w(x) = 0, ∀x ∈ Ω
w(y) = 0, ∀y ∈ ∂Ω
Allora, essendo w 6= 0 per assurdo, dovrebbe esistere un punto x0 ∈ Ω, tale
che:
w(x0) = max
Ω
w oppure w(x0) = min
Ω
w, w(x0) 6= 0.
Allora sarebbe w ≡costante sulla componente connessa contenente x0, cioè
w(y) = w(x0) = 0, per qualche y ∈ ∂Ω.
Teorema 3.1.9 (Principio del massimo debole).
Siano Ω ⊆ Rn un aperto limitato e u ∈ H(Ω). Supponiamo sia:
lim
x→y
supu(x) ≤ 0, ∀y ∈ ∂Ω.
Allora u ≤ 0 in Ω.
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Dimostrazione. Per dimostrare tale teorema è necessario il seguente lemma:
Lemma 3.1.10. Sia u : Ω → R, con Ω ⊆ Rn aperto limitato. Allora esiste
x0 ∈ Ω̄ tale che:
sup
Ω∩D(x0,ρ)
u = sup
Ω
u, ρ > 0.
Dimostrazione. Supponiamo per assurdo che non ci sia uguaglianza e che per
ogni x ∈ Ω̄ esista ρx sia:
sup
Ω∩D(x0,ρx)
u = sup
Ω
u. (3.9)
Dal ricoprimento aperto di Ω̄,
Ω̄ ⊆
⋃
x∈Ω̄
D(x, ρx),
è possibile estrarre, per la compattezza di Ω̄, un sottoricoprimento finito:
Ω̄ ⊆
p⋃
j=1
D(xj, ρxj), x1, ..., xp ∈ Ω̄.
Allora:
sup
Ω
u = max
j=1,...,p
(
sup
Ω∩D(xj ,ρxj )
u
)
,
che è in contraddizione con la (3.9).
Torniamo alla dimostrazione del teorema:
il lemma garantisce l’esistenza di un x0 ∈ Ω̄ tale che:
sup
Ω
u = sup
Ω∩D(x0,ρ)
u, ρ > 0. (3.10)
Se x0 ∈ ∂Ω, da (3.10) segue:
0 ≥ lim
x→x0
supu(x) = lim
ρ→0
(
sup
Ω∩D(x0,ρ)
u
)
= sup
Ω
u,
quindi u ≤ 0 in Ω. Se x0 ∈ Ω, da (3.10) e dalla continuità di u in x0, si ha:
u(x0) = lim
x→x0
u(x) = lim
x→x0
supu(x) = lim
ρ→0
(
sup
Ω∩D(x0,ρ)
u
)
= sup
Ω
u.
3.1 Conseguenze delle formule di media 29
Quindi x0 è un punto di massimo interno per la funzione e dal principio di
massimo forte deriva che u = u(x0) nella componente connessa Ωx0 conte-
nente x0.
Sia y ∈ ∂Ωx0 , dato x ∈ Ωx0 si ha:
lim
x→y
supu(x) = u(x0). (3.11)
Dato poi z ∈ Ω, essendo Ωx0 ⊆ Ω,
lim
x→y
supu(x) ≤ lim
z→y
supu(z). (3.12)
Infine, essendo y ∈ ∂Ωx0 ⊆ ∂Ω, segue che:
lim
z→y
supu(z) ≤ 0. (3.13)
Componendo (3.11), (3.12) e (3.13) si ottiene:
max
Ω
u(x) = u(x0) ≤ 0⇒ u ≤ 0 in Ω.
Teorema 3.1.11 (Principio del minimo debole).
Siano Ω ⊆ Rn un aperto limitato e u ∈ H(Ω). Supponiamo:
lim
x→y
inf u(x) ≥ 0, ∀y ∈ ∂Ω.
Allora u ≥ 0 in Ω.
Dimostrazione. Basta applicare il principio del massimo debole alla funzione
−u.

Capitolo 4
Il problema di Dirichlet
Prima di affrontare il problema di Dirichlet, definiamo le funzioni sup- e
sub- armoniche, che saranno utili per analizzare il metodo di Perron.
4.1 Funzioni superarmoniche e subarmoniche
Definizione 4.1 (Funzioni superarmoniche).
Siano Ω ⊆ Rn e u ∈ C(Ω,R). Allora u si dice funzione superarmonica in Ω
se:
u(x) ≥Mr(u)(x), ∀D(x, r) tale che D(x, r) ⊆ Ω.
D’ora in avanti l’insieme delle funzioni superarmoniche in Ω sarà indicato
come S(Ω).
Definizione 4.2 (Funzioni subarmoniche).
Siano Ω ⊆ Rn e u ∈ C(Ω,R). Allora u si dice funzione subarmonica in Ω se:
u(x) ≤Mr(u)(x), ∀D(x, r) tale che D(x, r) ⊆ Ω.
In particolare, u è una funzione subarmonica se −u è superarmonica, cioè
se −u ∈ S(Ω).
Osservazione 16. Vale:
H(Ω) = S(Ω) ∩ (−S(Ω)) .
Dimostrazione.
⊆): sia u ∈ H(Ω), allora u ∈ C2(Ω) e verifica la formula di media di volume:
u(x) = Mr(u)(x), ∀D(x, r) tale che D(x, r) ⊆ Ω.
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Perciò u, per le definizioni date, è sia superarmonica che subarmonica.
⊇): u è continua in Ω per le definizioni di funzioni superarmoniche e subar-
moniche, valgono inoltre le disuguaglianze:
u(x) ≥Mr(u)(x), ∀D(x, r) tale che D(x, r) ⊆ Ω
e
u(x) ≤Mr(u)(x), ∀D(x, r) tale che D(x, r) ⊆ Ω.
Allora u verifica la formula di media di volume. Per il teorema di Koebe la
funzione è armonica.
Proposizione 4.1.1.
Sia u ∈ C2(Ω), con Ω aperto di Rn. Allora u è superarmonica (subarmonica)
se e solo se ∆u(x) ≤ 0 (≥ 0).
Dimostrazione. La dimostrazione verrà fatta solo per le superarmoniche,
poichè quella per le subarmoniche è analoga.
⇐): per ipotesi ∆u(x) ≤ 0. Dalla formula di rappresentazione sui dischi si
ha:
u(x) =
1
|∂D(x, r)|
∫
∂D(x,r)
u(y) dσ(y)−
∫
D(x,r)
(Φ(y − x)− Φ(r)) ∆u(y) dy,
per ogni D(x, r), tale che D(x, r) ⊆ Ω.
Essendo Φ(y − x)− Φ(r) > 0 e ∆u ≤ 0, vale:
u(x) ≥ 1
|∂D(x, r)|
∫
∂D(x,r)
u(y) dσ(y) = mr(u)(x),
da cui:
u(x) ≥Mr(u)(x).
Allora u è superarmonica.
⇒): viceversa, sia u superarmonica. Per assurdo, sia ∆u(x0) > 0, x0 ∈ Ω.
Allora ∆u > 0 in un intorno Ω0 di x0. Da cui segue che u è subarmonica in
Ω0.
D’altra parte, però, u ∈ S(Ω0), essendo u ∈ S(Ω). Per l’osservazione 16
u ∈ H(Ω0), cioè:
∆u = 0 in Ω0.
Ciò però contraddice l’ipotesi ∆u > 0.
Vediamo ora le formule di media, viste per le funzioni armoniche, adattate
alle funzioni subarmoniche e superarmoniche.
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Teorema 4.1.2 (Formula di sotto(sopra)-media di superficie).
Siano Ω ⊆ Rn aperto e u ∈ C2(Ω,R) funzione subarmonica (superarmonica)
in Ω.
Allora, per ogni disco D(x0, r) tale che D(x0, r) ⊆ Ω, vale la formula di
sotto(sopra)-media di superficie:
u(x0) ≤ (≥)
1
|∂D(x0, r)|
∫
∂D(x0,r)
u(x) dσ(x). (4.1)
Dimostrazione. Consideriamo un disco D = D(x0, r0) ⊂ Ω su cui definiamo,
per ogni r < r0, la funzione:
ϕ(r) =
1
nωnrn−1
∫
∂D(x0,r)
u(x) dσ(x).
Applicando il cambio di variabili x = x0 + rz ed assumendo come normale
esterna a D(x0, r) in x0 il vettore ν =
x−x0
r
, possiamo scrivere:
ϕ(r) =
1
nωn
∫
∂D(0,1)
u(x0 + rz) dσ(z).
Allora:
ϕ′(r) =
1
nωn
∫
∂D(0,1)
∇u(x0+rz)z dσ(z) =
1
nωnrn−1
∫
∂D(x0,r)
∇u(x)x− x0
r
dσ(x) =
=
1
nωnrn−1
∫
∂D(x0,r)
∂u
∂ν
dσ(x) =
1
nωnrn−1
∫
D(x0,r)
∆u(x) dx ≥ (≤)0.
Da ciò deduciamo che ϕ è crescente (decrescente) ∀r ∈ (0, r0). Allora:
ϕ(r) ≥ (≤) lim
r→0
ϕ(r) = lim
r→0
1
nωn
∫
∂D(0,1)
u(x0 + rz) dσ(z) = u(x0).
Da cui, per u subarmonica vale:
u(x0) ≤
1
nωnrn−1
∫
∂D(x0,r)
u(x) dσ(x).
Mentre per u superarmonica:
u(x0) ≥
1
nωnrn−1
∫
∂D(x0,r)
u(x) dσ(x).
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Teorema 4.1.3 (Formula di sotto(sopra)-media di volume).
Siano Ω ⊆ Rn aperto e u ∈ C2(Ω,R) funzione subarmonica (superarmonica)
in Ω.
Allora, per ogni disco D(x0, r) tale che D(x0, r) ⊆ Ω, vale la formula di
sotto(sopra)-media di volume:
u(x0) ≤ (≥)
1
|D(x0, r)|
∫
D(x0,r)
u(x) dσ(x). (4.2)
Dimostrazione. Sfruttando la proprietà di monotonia dell’integrale e par-
tendo dal fatto che valga la (4.1), anzichè la (3.1), la dimostrazione risulta
analoga a quella della formula di media di volume per funzioni armoniche.
Vediamo ora due definizioni di funzioni subarmoniche (superarmoniche),
che sono in realtà equivalenti:
Definizione 4.3.
Sia Ω ⊆ Rn un aperto. Una funzione u ∈ C(Ω,R) si dice subarmonica
(superarmonica) continua in Ω se per ogni disco D = D(x, r), tale che D ⊆ Ω,
vale la formula di sotto(sopra)-media:
u(x) ≤ (≥) 1
|∂D|
∫
∂D
u dσ. (4.3)
Definizione 4.4. Sia Ω ⊆ Rn un aperto. Una funzione u ∈ C(Ω,R) si dice
subarmonica (superarmonica) in Ω se per ogni disco D = D(x, r), tale che
D ⊆ Ω, e per ogni funzione h armonica in D, vale:
u ≤ (≥)h su ∂D ⇒ u ≤ (≥)h in D. (4.4)
Proviamone ora l’equivalenza:
Dimostrazione.
1. Sia u ∈ C(Ω) funzione per cui valga la formula di sotto-media:
u(x) ≤ 1
|∂D|
∫
∂D
u dσ,
per ogni D = D(x, r) tale che D(x, r) ⊆ Ω
Sia h una funzione armonica in D, tale che u ≤ h in ∂D. Allora:
u(x) ≤ 1
|∂D|
∫
∂D
u dσ ≤ 1
|∂D|
∫
∂D
h dσ = h(x),
cioè u ≤ h in D.
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2. Sia u ∈ C(Ω) tale che, per ogni D = D(x, r), con D(x, r) ⊆ Ω, e per
ogni funzione h armonica in D, valga (4.4).
Fissato un disco D tale che D ⊆ Ω, possiamo dire che u ∈ C(∂D).
Consideriamo come funzione h armonica in D la funzione:
h(x) =
{
r2−|x|2
nωnr
∫
∂D
ϕ(y)
|x−y|n dσ(y), x ∈ D
ϕ(x), x ∈ ∂D
(4.5)
con dato al bordo u.
Per ipotesi u ≤ h in tutto il disco D, allora:
u ≤ h = 1
|∂D|
∫
∂D
h dσ =
1
|∂D|
∫
∂D
u dσ,
cioè u verifica la formula di sotto-media.
Per le funzioni superarmoniche valgono i principi del minimo debole e
del minimo forte; per le funzioni subarmoniche valgono invece i principi del
massimo debole e del massimo forte. Le dimostrazioni sono analoghe e quelle
già viste per le funzioni armoniche.
Vediamo quanto detto per le funzioni subarmoniche:
Proposizione 4.1.4.
Per funzioni subarmoniche in Ω ⊆ Rn dominio, definite come in 4.4, valgono:
• principio del massimo debole:
sup
Ω
u ≤ sup
∂D
u;
• principio del massimo forte:
siano u subarmonica e v superarmonica in Ω, dominio limitato, tali che
u ≤ v in ∂D. Allora v > u in Ω, oppure v ≡ u;
• date u1, ..., un funzioni subarmoniche in Ω, allora u(x) = max{u1, ..., un}
è ancora subarmonica in Ω.
Dimostrazione. Le dimostrazioni del punto 1 e 3 sono immediate.
Vediamo invece la dimostrazione del punto 2:
supponiamo per assurdo che esista x0 ∈ Ω tale che:
(u− v)(x0) = sup
Ω
(u− v) = M ≥ 0.
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Per ipotesi v ≥ u in ∂Ω, allora assumiamo l’esistenza di un disco D =
D(x0, r), tale che D(x0, r) ⊆ Ω, tale che:
(u− v)(x) 6= M, ∀x ∈ ∂D.
Siano ū, v̄, funzioni armoniche definite come (4.5), uguali rispettivamente
a u e v in ∂D. Allora, sfruttando la prima proprietà:
M ≥ 0 ≥ sup
∂D
(ū− v̄) ≥ (ū− v̄)(x0) ≥ (u− v)(x0) = M.
Dal principio del massimo forte per le funzioni armoniche si ha che (ū− v̄) ≡
M in D e vale:
(u− v)(x) = M, ∀x ∈ ∂D;
ma ciò è assurdo, poichè contraddice la scelta di D.
Siamo ora in grado di affrontare il problema di Dirichlet, utilizzando il
metodo di Perron.
4.2 Il metodo di Perron
Definizione 4.5.
Sia u ∈ C(Ω) ∩ S(Ω), con Ω ⊆ Rn aperto. Per ogni disco D ⊆ D ⊆ Ω, sia
ϕ ∈ C(∂D). Sia dato inoltre il problema di Dirichlet:{
∆u = 0, in D
u = ϕ in ∂D
(4.6)
La soluzione di (4.6) sarà indicata come HDϕ .
Infine sia uD : Ω→ R, definita come:
uD(x) =
{
u(x) = 0, x ∈ Ω \D
HDϕ , x ∈ D
Vediamo ora alcune proprietà di uD:
Proposizione 4.2.1.
Per ogni u ∈ C(Ω) ∩ S(Ω) e per ogni disco D ⊆ D ⊆ Ω, si ha:
1. uD ≤ u.
2. uD ∈ C(Ω) ∩ S(Ω)
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Dimostrazione. Prima di procedere con la dimostrazione, è necessario enun-
ciare il seguente lemma:
Lemma 4.2.2. Sia u ∈ C(Ω), con Ω ⊆ Rn aperto. Sono equivalenti:
• u ∈ S(Ω)
• ∀D ⊆ D ⊆ Ω⇒ u|D ≥ HDϕ
• ∀D = D(x, r) ⊆ D(x, r) ⊆ Ω⇒ u(x) ≥ 1|∂D|
∫
∂D
u(y) dσ(y).
Dimostrazione.
(1) ⇒ (2): Posta v : D → R, v(x) = u(x) − HDϕ (x), v risulta essere
superarmonica in D, poichè è somma di u e di una funzione armonica. Inoltre
v è continua in D e vale v|∂D = 0.
Per il principio del minimo per funzioni superarmoniche vale:
v ≥ 0 in D,⇒ u|D ≥ HDϕ .
(2)⇒ (3): Dalla formula di Poisson si ottiene:∫
∂D(x,r)
P (x, y)u(y) dσ(y) =
1
|∂D(x, r)|
∫
∂D(x,r)
u(y) dσ(y).
Poichè per ipotesi vale (2):
u(x) ≥ HDϕ (x) =
∫
∂D(x,r)
P (x, y)u(y) dσ(y) =
1
|∂D(x, r)|
∫
∂D(x,r)
u(y) dσ(y),⇒ (3).
(3)⇒ (1): Sia 0 < ρ < r, allora per la (3) si ha:
u(x) ≥ 1
nωnρn−1
∫
∂D(x,ρ)
u(y) dσ(y),
da cui:
nωnρ
n−1u(x) ≥
∫
∂D(x,ρ)
u(y) dσ(y).
Integrando entrambi i membri su ]0, r[, si ottiene:
nωn
(∫ r
0
ρn−1 dρ
)
u(x) ≥
∫ r
0
∫
∂D(x,ρ)
u(y) dσ(y),
cioè:
ωnr
nu(x) ≥
∫
∂D(x,r)
u(y) dy.
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Siamo ora in grado di dimostrare la proposizione:
Se u ∈ C(Ω) ∩ S(Ω), per il lemma si ha che u ≥ uD ed è evidente che
uD ∈ C(Ω). Proviamo che uD ∈ S(Ω).
Sia D′ un disco tale che D′ ⊆ Ω e sia h = HD′uD|∂D′ .
Poichè uD ≤ u e u ∈ S(Ω), si ha:
u|D′ ≥ H
D′
u|∂D′
≥ HD′uD|∂D′ = h.
Se D′ ∩D = ∅, per il lemma, si ha che uD ∈ S(Ω), poichè uD|D′ = u|D′ .
Supponiamo ora che D′ ∩D 6= ∅, allora:
uD − h ≥ 0, in ∂(D′ ∩D), (4.7)
infatti abbiamo già provato che h ≤ u|D′ e uD = h sul bordo di D′.
Per il principio del minimo, da (4.7), si ha:
uD − h ≥ 0, in D′ ∩D.
Allora riassumendo:
h ≤
{
uD, D
′ ∩D
u = uD, D
′ \D
e ciò prova la tesi.
Definizione 4.6 (Subfunzioni e superfunzioni).
Sia ΩRn un dominio limitato e sia ϕ una funzione limitata in ∂Ω. Una
funzione subarmonica u ∈ C(Ω) si dice subfunzione, relativa a ϕ, se vale u ≤
ϕ in ∂Ω. Allo stesso modo, u superarmonica in C(Ω) si dice superfunzione
relativa a ϕ se vale u ≥ ϕ in ∂Ω.
Osservazione 17. Sia ΩRn un dominio limitato e sia ϕ una funzione limita-
ta in ∂Ω. Allora ogni subfunzione relativa a ϕ è minore o uguale ad ogni
superfunzione relativa a ϕ.
Dimostrazione. Siano u subfunzione e v superfunzione relative a ϕ.Posta
w = u − v, allora è una subfunzione relativa a 0 e, essendo w subarmonica,
per il principio del massimo debole visto nella proposizione 4.1.4 si ha:
sup
Ω
w ≤ sup
∂ω
w ≤ 0,
cioè u ≤ v in Ω.
L’insieme delle subfunzioni relative a ϕ è indicato con Sϕ. Tale insieme
gode di due importanti proprietà:
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Osservazione 18. Sϕ 6= ∅.
Dimostrazione. Essendo ϕ limitata in ∂Ω, posto m = inf
∂Ω
ϕ, allora m ∈
Sϕ.
Osservazione 19. sup
v∈Sϕ
v(x) < +∞, ∀x ∈ Ω.
Dimostrazione. Poniamo M = sup
∂Ω
ϕ. Essendo ϕ limitata in ∂Ω, M < +∞.
Prendiamo ora v ∈ Sϕ.
Allora v − M ≤ ϕ − M ≤ 0 in ∂Ω. Applicando il principio del massimo
debole della proposizione 4.1.4, si ha che v ≤M in Ω, allora:
sup
v∈Sϕ
v(x) ≤M < +∞, ∀x ∈ Ω.
Definizione 4.7.
Sia Ω ⊆ Rn aperto, per ogni ϕ ∈ C(∂Ω) poniamo:
HΩϕ = sup
v∈Sϕ
v(x) = u(x).
Enunciamo ora il teorema di Perron:
Teorema 4.2.3 (Teorema di Perron).
Per ogni Ω ⊆ Rn dominio limitato, la funzione:
u(x) = sup
v∈Sϕ
v(x), (4.8)
è armonica in Ω.
Dimostrazione. Dal principio del massimo debole ogni funzione v ∈ Sϕ sod-
disfa v ≤ supϕ, allora u è ben definita. Basta provare allora che u è armonica
in D.
Per la definizione di u, esiste una successione (un)n∈N ⊆ Sϕ, tale che un(x)
n→+∞−→
u(x). Si può supporre che tale successione sia crescente: ponendo vn =
max{u1, ..., un}, si vede che (vn)n∈N è crescente per costruzione; è contenuta
in Sϕ per il punto (3) della proposizione 4.1.4 e un ≤ vn ∀n ∈ N. Perciò:
u(x) = lim
n→+∞
un(x) ≤ lim
n→+∞
vn(x) ≤ u(x),
da cui vn(x)
n→+∞−→ u(x).
Si può dire inoltre che un è armonica in D, per ogni n ∈ N, allora h =
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limn→+∞ un(x) è armonica in D. Se u(x) = h in D, il teorema sarebbe
provato.
Supponiamo allora per assurdo che u(x) 6= h, esiste allora y ∈ D, y 6= x,
tale che u(y) 6= h(y), ma essendo:
h = sup
n∈N
un ≤ sup
u∈Sϕ
u = HΩϕ ,
avremo:
HΩϕ (y) = u(y) > h(y).
Costruendo come prima una successione (wn)n∈N ⊆ Sϕ, tale che wn(y)
n→+∞−→
u(y), non è restrittivo supporre che sia crescente, armonica in D, ∀n ∈ N
e wn ≥ un. Passando al limite per n→ +∞, dall’ultima proprietà elencata,
ricaviamo che w ≥ h in D.
Allora:
u(x) = h(x) ≤ w(x) ≤ u(x).
Quindi w(x) = h(x) e dal principio del massimo forte per le funzioni armoni-
che si ha h = w in D, perciò h(y) = w(y) = u(y), ma per l’ipotesi h(y) < u(y)
si ha un assurdo.
Allora h = u in D, cioè u è armonica in D.
La funzione armonica trovata nel precedente risultato è chiamata soluzio-
ne di Perron del problema di Dirichlet.
Osservazione 20. Se il problema di Dirichlet:{
∆u = 0, in Ω
u = ϕ, in ∂Ω
ha come soluzione classica u ∈ C2(Ω) ∩ C(Ω), allora:
u = HΩϕ .
Dimostrazione. Sia u ∈ Sϕ, allora u ≤ sup
v∈Sϕ
v = HΩϕ . Poichè anche v ∈ Sϕ,
allora:
lim
∂Ω
sup(v − u) ≤ 0, v − u ∈ S(Ω).
Allora v ≤ u in Ω, perciò HΩϕ = sup
v∈Sϕ
v ≤ u. da cui si ottiene u = HΩϕ .
Grazie all’osservazione precedente siamo ora in grado di enunciare il
seguente teorema:
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Teorema 4.2.4.
Il problema di Dirichlet: {
∆u = 0, in Ω
u = ϕ, in ∂Ω
ammette soluzione se e solo se:
lim
Ω3x→y
HΩϕ (x) = ϕ(y),
per ogni y ∈ ∂Ω.
Dimostrazione. La dimostrazione è conseguenza diretta dell’osservazione pre-
cedente.
I punti che verificano la condizione del teorema sono detti regolari. Pri-
ma di dare la definizione di punto regolare è utile analizzare il concetto di
barriera. Infatti nel metodo di Perron lo studio del comportamento al bordo
della soluzione è separato dal problema dell’esitenza. L’assunzione continua
di valori al bordo è legata alle proprietà geometriche del contorno proprio
attraverso il concetto di funzione barriera.
Definizione 4.8 (Funzione barriera).
Siano Ω ⊆ Rn un dominio limitato e ξ ∈ ∂Ω un punto. Allora una funzione
w = wξ ∈ C(Ω) è detta barriera relativa a Ω, in ξ, se verifica:
1. w è superarmonica in Ω;
2. w > 0 in Ω \ {ξ}, w(ξ) = 0.
Il concetto di barriera appena enunciato può essere localizzato al bordo
∂Ω:
Definizione 4.9 (Barriera locale).
Siano Ω ⊆ Rn un dominio limitato e ξ ∈ ∂Ω un punto. Allora una funzione
w = wξ ∈ C(Ω) è detta barriera locale in ξ se esiste un intorno U di ξ, tale
che valga la definizione di barriera per w in Ω ∩ U .
A partire dalla definizione di barriera locale, possiamo enunciare il con-
cetto di barriera relativa a Ω in ξ come segue:
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Osservazione 21. Dato un disco D ⊆ Rn, tale che ξ ∈ D ⊆ D ⊆ U , e posto
m = inf
U\D
w > 0, la funzione:
w̄(x) =
{
min(m,w(x)), x ∈ Ω ∩D
m, x ∈ Ω \D
(4.9)
è una barriera in ξ, relativa a Ω.
Dimostrazione. La continuità di w̄ e la seconda proprietà di funzione barriera
sono immediate. La proprietà (1) di funzione barriera, cioè l’essere superar-
monica in Ω, è garantita dal (3) punto della proposizione 4.1.4, applicata a
funzioni superarmoniche.
Definizione 4.10 (Punto regolare).
Sia Ω ⊆ Rn un dominio limitato, ξ ∈ ∂Ω è un punto regolare se esiste una
barriera in quel punto.
Il lemma seguente evidenzia un primo legame tra il concetto di barriera e
il comportamento al bordo della soluzione del classico problema di Dirichlet.
Lemma 4.2.5. Siano Ω ⊆ Rn un dominio limitato e ϕ una funzione limitata
su ∂Ω. Sia u una funzione armonica in Ω definita dal teorema di Perron
(Teorema 4.2.3). Se ξ ∈ ∂Ω è un punto regolare e ϕ è continua in ξ, allora
u(x)
x→ξ−→ ϕ(ξ).
Dimostrazione. Sia fissato ε > 0 e poniamo M = sup |ϕ|. Poichè ξ è un
punto regolare, esiste una barriera w in ξ. Inoltre, per la continuità di ϕ,
esistono due costanti δ e k, tali che: |ϕ(x) − ϕ(ξ)| < ε, se |x − ξ| < δ, e
kw(x) ≥ 2M , se |x− ξ| ≥ δ.
Le funzioni ϕ(ξ)+ε+kw e ϕ(ξ)−ε−kw sono rispettivamente una superfunzio-
ne e una subfunzione relative a ϕ. Quindi, dalla definizione di u e ricordando
il fatto che ogni superfunzione domina ogni subfunzione, abbiamo:
ϕ(ξ)− ε− kw(x) ≤ u(x) ≤ ϕ(ξ) + ε+ kw(x),
oppure:
|u(x)− ϕ(ξ)| ≤ ε+ kw(x).
Poichè w(x)
x→ξ−→ 0, si ha u(x) x→ξ−→ ϕ(ξ).
Grazie a questo lemma, possiamo concludere con il seguente teorema, che
è condizione necessaria e sufficiente per la risoluzione del classico problema
di Dirichlet per il Laplaciano in un arbitrario dominio limitato.
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Teorema 4.2.6.
Il classico problema di Dirichlet per il Laplaciano, in un dominio limitato
Ω ⊆ Rn, è risolubile per qualsiasi funzione continua su ∂Ω se e solo se tutti
i punti del bordo sono regolari.
Dimostrazione. Se ϕ ∈ C(∂Ω) e i punti del bordo di Ω sono regolari, allora il
lemma precedente afferma che la funzione armonica che verifica il metodo di
Perron risolve il classico problema di Dirichlet, avente ϕ come dato al bordo.
Viceversa, supponiamo che il problema di Dirichlet sia risolto per ogni fun-
zione continua al bordo di Ω. Sia ξ ∈ ∂Ω, allora la funzione ϕ(x) = |x− ξ| è
continua in ∂Ω e la funzione armonica che risolve il problema di Dirichlet in
Ω, con dato al bordo ϕ, risulta essere una barriera in ξ. Perciò ξ è regolare,
come ogni punto di ∂Ω.
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