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A morph between two drawings of the same graph can be thought of as a continuous
deformation between the two given drawings. A morph is linear if every vertex moves
along a straight line segment from its initial position to its final position. In this thesis
we study algorithms for morphing, in which the morphs are given by sequences of linear
morphing steps.
In 1944, Cairns proved that it is possible to morph between any two planar drawings of a
planar triangulation while preserving planarity during the morph [22]. However this morph
may require exponentially many steps. It was not until 2013 that Alamdari et al. proved
that the morphing problem for planar triangulations can be solved using polynomially
many steps [2].
In 1990 it was shown by Schnyder [50, 51] that using special drawings that we call
Schnyder drawings it is possible to draw a planar graph on a O(n) × O(n) grid, and
moreover such drawings can be found in O(n) time (here n denotes the number of vertices
of the graph). It still remains unknown whether there is an efficient algorithm for morphing
in which all drawings are on a polynomially sized grid.
In this thesis we give two different new solutions to the morphing problem for planar
triangulations. Our first solution gives a strengthening of the result of Alamdari et al.
where each step is a unidirectional morph. This also leads to a simpler proof of their
result.
Our second morphing algorithm finds a planar morph consisting of O(n2) steps between
any two Schnyder drawings while remaining in an O(n) × O(n) grid. However, there are
drawings of planar triangulations which are not Schnyder drawings, and for these drawings
we show that a unidirectional morph consisting of O(n) steps that ends at a Schnyder
drawing can be found. We conclude this work by showing that the basic steps from our
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A morph can be thought of as a continuous deformation between two given structures. At a
high level, we can say a morph is an animation whose initial frame is the first structure, and
as time goes by the shape of the first structure changes smoothly until the second structure
is obtained as the final frame of the animation. Thus we can state in very broad terms
that the morphing problem consists of determining a continuous deformation between two
given structures, where the deformation has to satisfy some given constraints. Morphing
can arise in the study of computer graphics [38] and can be used for producing visual
effects for movies [4]. Morphing graphs can be of use in medical imaging and geographical
information systems [7, 8], where the problem consists of reconstructing a surface given
a sequence of parallel slices. In this thesis we treat the problem of morphing straightline
drawings of planar triangulations. In this problem we are given a planar triangulation
T together with two planar drawings of it and we should produce a morph between the
two drawings with the restriction that each frame of the resulting animation is a planar
drawing of T . In this work we provide two different solutions to the morphing problem.
Our main tool for the solution given in Chapter 3 is the notion of unidirectional morphs,
which we introduce here. Our second solution, presented in Chapters 4 and 5, makes use
of Schnyder woods, an important concept due to Schnyder [50, 51] that has had many
significant generalizations and applications in graph theory, partially ordered sets, and
computer science (see e.g. [1, 3, 9, 12, 13, 15, 16, 18, 20, 21, 23, 25, 28–33, 39–42, 47, 49,
56, 57].)
In this introductory chapter we begin by mentioning some relevant results regarding
straightline drawings of planar graphs in Section 1.1. Then we formally introduce concepts
related to morphs in Section 1.2. In Section 1.2 we also comment on previous work on
morphing and related problems. Finally, in Section 1.3 we provide an outline of this thesis.
1
1.1 Planar graph drawings
In 1948, Fáry [27] showed that every planar graph admits a straightline drawing in which
no two edges cross. Later, in 1963, Tutte [55] presented an algorithm which yields planar
drawings of 3-connected planar graphs. However, this algorithm often does not yield good
vertex resolution and for each n ≥ 2 there is a graph with n vertices whose drawing requires
exponential area [26, 53]. It was not until 1990 that de Fraysseix, Pach and Pollack [24]
and Schnyder [50] independently provided linear time algorithms that produce straightline
drawings of a given planar graph on n vertices in an O(n)×O(n) grid.
Throughout this thesis we mainly discuss straightline drawings of planar graph so,
unless stated otherwise, whenever we write drawing we mean straightline drawing. When
thinking about straightline drawings we can see that they uniquely determined by the
positions of the vertices, since the edges will be represented by the line segments joining
the images of their endpoints. We now provide some more details on the algorithms of
Tutte and Schnyder.
1.1.1 Tutte’s algorithm
Tutte’s algorithm for drawing 3-connected planar graphs ([55]) works as follows. Given a
3-connected planar graph G a face f = v1 . . . vk of G is chosen and its vertices are placed
so that the polygon delimited by f is convex. The positions assigned to vertices of f is
then fixed and the positions of the remaining vertices is determined by solving a system of
linear equations involving the Laplacian matrix of the graph [37]. Another approach for
obtaining the coordinates of vertices not incident to f is by proceeding iteratively in the







until (xv, yv) converges [11]. In the following section we will mention a morphing algorithm
which is based on Tutte’s graph drawing algorithm.
1.1.2 Schnyder’s algorithm
Here we provide an overview of Schnyder’s method for producing straightline drawings
of planar triangulations, which will form the basis of our work in Chapters 4 and 5. We
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treat this method in detail in Chapter 2. A Schnyder wood is a special type of orienta-
tion and partition, or assignment of colours, of the edges of a planar triangulation into
three edge disjoint trees, which was first introduced in [51]. There it is shown that every
planar triangulation admits a Schnyder wood, and Schnyder woods are used to provide a
characterization of planar graphs in terms of the dimension of their incidence poset.
In [50, 51] it is shown that Schnyder woods can be used to obtain planar straightline
drawings of planar triangulations. These drawings are realized in an O(n) × O(n) grid.
The way such drawings are obtained is by counting the number of faces in certain regions
that are given by the Schnyder wood. In a paper by Dhandapani [25], where he proves
that given a planar triangulation there exists a greedy drawing of it, it is noted that for a
given Schnyder wood one can obtain a whole class of planar straightline drawings for the
corresponding triangulation. This class of drawings arises from assigning positive weights
to the interior faces and then adding the weights of the faces in the regions. In later
chapters we will see how these weight assignments can be used to produce morphs.
1.2 Morphs
The results on planar straightline drawings of graphs began with proving existence and
then showing a method to obtain planar drawings on a grid, possibly of exponential size.
This was followed by efficient algorithms that obtain drawings of planar graphs on a grid
of size O(n)×O(n). As we will see below, there has been a similar development in results
for planar morphs.
Consider two drawings Γ and Γ′ of a graphG. Amorph between Γ and Γ′ is a continuous
family of drawings of G, {Γt}t∈[0,1], such that Γ0 = Γ and Γ1 = Γ′. When considering a
planar triangulation, we say a face xyz collapses during the morph {Γt}t∈[0,1] if there is
t ∈ (0, 1) such x, y and z are collinear in Γt. We call a morph between Γ and Γ′ planar if Γt
is a planar drawing of T for all t ∈ [0, 1]. A morph is said to be linear if each vertex moves
from its position in Γ0 to its position in Γ1 along a line segment and at constant speed. We
will denote such linear morph by 〈Γ0,Γ1〉. We extend the previous notation in the following
way. If Γ1, . . . ,Γk are straightline planar drawings of a graph, then 〈Γ1, . . . ,Γk〉 denotes
the morph that consists of the k − 1 linear morphs from Γi to Γi+1 for i = 1, . . . , k − 1.
In 1944, Cairns proved that it is possible to morph between any two drawings of a
planar triangulation [22]. An algorithm that morphs between drawings of a fixed planar
triangulation can be derived from Cairns’ proof, and such algorithm requires exponentially
many steps. We provide an overview of this algorithm in Chapter 3. Then, in 1982,
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Thomassen ([54]) provided a generalization of the result of Cairns to 2-connected planar
graphs. The algorithm from Thomassen’s result provides a planar morph between any two
convex drawings of a fixed 2-connected planar graph such that at each point in time during
the morph the current drawing is convex. Thomassen’s approach consists of augmenting
the given graph to a compatible triangulation [54] (later rediscovered independently by
Aronov et al. [6]) and then using Cairns’ procedure to morph between the drawings, thus
also requiring exponentially many steps.
In 1999, Floater and Gotsman provided a polynomial time algorithm to morph between
any two drawings of 3-connected planar graphs [36]. A property of this algorithm is that the
trajectories followed by the vertices may be complex. By using compatible triangulations,
Gotsman and Surazhsky [52] provided a morph based on that of Floater and Gotsman
in which the vertices follow linear trajectories if possible or trajectories that are close to
linear. The last two algorithms are based on the drawing algorithm of Tutte. Note that
for these algorithms, as for Tutte’s drawing algorithm, it is possible to have drawings that
require exponential area.
In 2006 Lubiw, Petrick and Spriggs showed that it is possible to morph between two
planar orthogonal graph drawings while preserving planarity [45]. See also the journal
version of Biedl et al. [14]. Their morph uses polynomially many steps, where each step
is either a linear morph or an operation that introduces bends in the edges incident to a
vertex. Their morph also provides a lower bound for the distance between any two vertices.
In 2011 Lubiw and Petrick provided a planar morph between any two planar drawings of
a graph that allows edges to bend and consists of polynomially many linear morphing
steps [44].
More recently, Alamdari et al. [2] proposed a polynomial time algorithm, based on
Cairns’ approach, that provides a morph between any two drawings of a planar triangula-
tion using O(n2) linear morphs, where n is the number of vertices of the planar triangula-
tion. Very recently it was announced by Angelini et al. [5] that they obtained a morphing
algorithm using only O(n) linear morphing steps. Our Algorithm 1 from Chapter 3 [10]
is used as an essential subroutine in their algorithm. However, the development of the
theory of planar morphs is still missing the final step, namely, an algorithm that keeps all
drawings on a polynomial-sized grid. This remains an important open problem [43]. As
we will mention again in Chapter 7, we have some hope that our work in Chapters 4 and 5
could help make this final step feasible.
4
1.2.1 Floater and Gotsman’s algorithm
Here we provide an outline of Floater and Gotsman’s algorithm. It is based on Tutte’s
algorithm for drawing graphs.
We are given as input two convex drawings Γ0 and Γ1 of a planar 3-connected graph,
where the corresponding exterior faces coincide. Since the exterior faces coincide, the
exterior vertices v1, . . . , vk remain fixed during the morph. Then, we express each interior
vertex as a convex combination of its neighbours in each drawing, that is for each interior





i ∈ {0, 1}, with λi,u > 0 for each u ∈ N(v) and
∑
u∈N(v) λi,u = 1, i ∈ {0, 1}. The existence
of the coefficients, λi,v for each u ∈ N(v) and v ∈ V \ {v1, . . . , vk}, is a consequence of the
convexity of each of the drawings. It was shown by Floater and Gotsman in [34, 35], by
generalizing a result from [55], that a solution to the system (1.1) yields a convex drawing.
The morph proposed in [36] consists of varying the coefficients of the barycentric coor-
dinates in a linear fashion, that is,
λt,u = (1− t)λ0,u + tλ1,u,
for each u ∈ N(v) and v ∈ V \{v1, . . . , vk}. Finally, for each t ∈ [0, 1] we are left to deduce





Thus, by Floater and Gotsman’s result, which generalizes Tutte’s drawing algorithm, we
get a planar drawing for each t ∈ [0, 1] and thus a morph from Γ0 to Γ1.
1.3 Outline of this work
In this work we are only concerned with morphing drawings of planar triangulations. This
thesis is structured as follows. In Chapter 2 we begin by introducing some preliminaries
on Schnyder woods. We introduce the concept of Schnyder wood and then we show that
any planar triangulation admits a Schnyder wood. We then move on to show how to
obtain a planar drawing from a Schnyder wood and an assignment of positive weights on
5
the interior faces. All this discussion is based on the original papers of Schnyder [50, 51].
Then we show that any planar drawing of a planar triangulation may be obtained from a
Schnyder wood together with some assignment of weights on the interior faces. In general
planar triangulations may admit more than one Schnyder wood. It is known that the set
of Schnyder woods of a planar triangulation defines a distributive lattice [19, 30, 48]. We
conclude Chapter 2 by presenting the basic operation that is used to traverse the lattice
and by providing a bound on the distance in the lattice between any two Schnyder woods
of a fixed planar triangulation. This latter material is based on the works of Brehm [19],
Felsner [30] and Ossona De Mendez [48].
The new contributions of this thesis are given in Chapters 3 to 6. A substantial part of
this material represents joint work with P. Haxell and A. Lubiw. In Chapter 3 we present
an improvement on the result of Alamdari et al. [2], where instead of using linear morphs
the morphs are restricted further so that at each step every vertex moves along a fixed
direction. This is done without increasing the number of steps required. We use the term
unidirectional to describe this type of morph. This restriction has the advantage of making


















Figure 1.1: A sequence of triangle flips, counterclockwise along the top row and clockwise
along the bottom row. In each drawing the triangle to be flipped is darkly shaded, and
the one most recently flipped is lightly shaded. The linear morph from each drawing to
the next one is planar. Bottom right illustrates the trajectories followed by vertices during
the sequence of flips.
So far, of the morphs we have described, none of them have the property that the
drawings at each intermediate step can be realized in a grid of polynomial size. In Chapter 4
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we present a planar morph between any two Schnyder drawings consisting of O(n2) steps,
where each of the intermediate drawings can be realized in an O(n) × O(n) grid. In
Figure 1.1 we show the intermediate drawings from the morph resulting from performing
some facial flips. One class of drawings for which the result of Chapter 4 does not apply
is the set of drawings which arise from allowing negative weights on the interior faces.
However, it can be shown that it takes O(n) unidirectional morphing steps to morph from
an arbitrary drawing of a planar triangulation to a Schnyder drawing. This is shown in
Chapter 5. The previous result together with our result from Chapter 4 imply that it
is possible to morph between any two drawings of a planar triangulation in O(n2) steps,
where only O(n) drawings are drawings that may not be realizable in an O(n)×O(n) grid.
Chapter 6 is devoted to showing how it is possible to simulate the basic morphing
steps from our results on morphing Schnyder drawings by using weight shifts. Finally, in




Background on Schnyder woods
In this chapter we introduce some common background and useful tools for future chapters.
Our main aim is to provide an introduction to the theory of Schnyder woods for the case
of planar triangulations.
We start the chapter by defining Schnyder woods. In Section 2.2 we provide a proof of
existence of Schnyder woods. Section 2.3 develops the theory of Schnyder woods by pre-
senting some of their basic properties. We then move on to Section 2.4 where we show how
Schnyder woods can be used to obtain planar drawings of triangulations. All of the mate-
rial in Sections 2.1–2.4 is based on the original papers of Schnyder [50, 51]. We continue
exploring the relations between planar drawings of triangulations and Schnyder woods in
Section 2.5 and show that any planar drawing can be “obtained” from a Schnyder wood
by assigning (not necessarily positive) weights to the interior faces of the triangulation,
this was already observed in [25]. In general a planar triangulation may admit more than
one Schnyder wood, in fact there can be exponentially many for a fixed planar triangula-
tion [32]. Some aspects regarding the set of Schnyder woods for a fixed triangulation are
explored in Section 2.6. It is known that the set of Schnyder woods is well structured, it
defines a distributive lattice, as shown in [19, 30, 48]. In Section 2.7 we provide a bound
for the distance between any two Schnyder woods in the lattice. We obtain this bound
based on work of Brehm [19] and an observation of Miracle et al. [46].
2.1 Schnyder woods
This section is devoted to introducing Schnyder woods. For a graph G and v ∈ V (G) we
use NG(v) to denote the set of neighbours of v in G.
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Given a planar triangulation T , we will distinguish one of its faces and we will call it
the exterior face. We will use a1, a2 and a3 to denote the vertices incident to the exterior
face and they will be referred to as exterior vertices. To picture this geometrically, we
can think of an embedding of T in the plane with a1a2a3 being the unbounded face. The
vertices in V \ {a1, a2, a3} will be called interior vertices. The three edges incident with
a1a2a3 will be called exterior edges and edges not incident with the exterior face will be
referred to as interior edges. Faces of T different from a1a2a3 will be called interior faces,
we denote by F(T ) the set of interior faces of T . If C is a cycle in a planar triangulation
T so that T − C is disconnected, then we define
T \ C = T − {v ∈ V (T ) : v is a vertex in the interior of the region bounded by C}
and
T |C = T−{v ∈ V (T ) : v is a vertex in the interior of the unbounded region defined by C}.
When C is a triangle whose removal disconnects the graph, we call C a separating triangle.
In this case, we can observe that T \C and T |C are planar triangulations. When considering
T |C , with C a triangle, we will let the vertices of C be the exterior vertices of T |C . Given
S ⊆ V (T ) we denote the graph induced by vertices of S by T [S]. Finally, for v ∈ V (T ),
we use N(v) to denote the set of neighbours of v.
A Schnyder wood S of a planar triangulation T with respect to a face f = a1a2a3 is
an assignment of directions and colours 1, 2 and 3 to the interior edges of T such that the
following two conditions hold, see Figure 2.1.
(D1) Each interior vertex v has outdegree 1 in colour i, i = 1, 2, 3. At v, the outgoing edge
in colour i−1, ei−1, appears after the outgoing edge in colour i+1, ei+1, in clockwise
order. All incoming edges in colour i appear in the clockwise sector between the
edges ei+1 and ei−1.
(D2) At the exterior vertex ai, all the interior edges are incoming and of colour i.
We call conditions (D1) and (D2) the interior vertex property and exterior vertex property
respectively. We present an example of a Schnyder wood of the icosahedron in Figure 2.2.
2.2 Existence of Schnyder woods
In this section we show that every planar triangulation admits a Schnyder wood. Before












Figure 2.1: Conditions (D1) and (D2) from the definition of a Schnyder wood. In our
figures we use red, green and blue to denote 1, 2 and 3 respectively
Given a planar triangulation T = (V,E) and u ∈ V with uv ∈ E we denote by Tu,v the
graph obtained by deleting the vertex u in T and adding edges between the neighbours of u
in T and v. This can be thought as contracting uv and disregarding any resulting multiple
edges and loops, and renaming the image of the contracted edge to one of its endpoints,
namely v. We abuse notation and will refer to this operation as an edge contraction.
Lemma 2.2.1. Let T = (V,E) be a planar triangulation on n vertices and let uv ∈ E. If
u and v share exactly two neighbours, then Tu,v is a planar triangulation on n− 1 vertices.
Proof. It should be clear that Tu,v is planar. Now, since u and v share exactly two neigh-
bours, it follows that the number of edges of Tu,v is 3 fewer than those in T . Therefore
Tu,v is planar, has n − 1 vertices and 3n − 6 − 3 = 3(n − 1) − 6 edges. Thus the claim
follows.
Let us prove one more lemma about 2-connected outerplanar graphs before stating the
main theorem of this section.
Lemma 2.2.2. A 2-connected outerplanar graph with at least 4 vertices contains at least
two non adjacent vertices of degree 2.
Proof. We proceed by induction on the number of vertices n. For n = 4 the statement is
clearly true as the 4-cycle and the complete graph on 4 vertices minus an edge, the only
2-connected outerplanar graphs on 4 vertices, satisfy the required property.
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Figure 2.3: Consider the 2-connected outerplanar subgraphs of G, G1 and G2, and use the
induction hypothesis.
Now assume the result holds for 2-connected outerplanar graphs with n ≤ k vertices.
Let G be a 2-connected outerplanar graph with k + 1 vertices, say v1, . . . , vk+1, and let
C denote the exterior cycle of G. Without loss of generality we may assume that C =
v1v2 . . . vk+1. If G is isomorphic to the cycle on k vertices then the result clearly holds.
So suppose there is an edge vivj of G that is a chord of C. Let S1 = {vivi+1 . . . vj} and
S2 = {vjvj+1 . . . vi} and define Gi := G[Sl], l ∈ {1, 2} (see Figure 2.3). Clearly each Gl,
l ∈ {1, 2}, is a 2-connected outerplanar graph with at least one fewer vertex than G and by
the induction hypothesis it contains at least two non adjacent vertices of degree 2. Since
vivj is an edge in Gl, then at least one of the vertices of degree 2 is different from vi and
vj in each Gl. Thus these are two non adjacent vertices of degree 2 in G.
We now offer a proof of existence of Schnyder woods.
Theorem 2.2.3 (Schnyder [50, 51]). Let T be a planar triangulation. If f is a face of T
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then there exists a Schnyder wood with respect to f .
Proof. Let us proceed by induction on the number of vertices. We may assume without
loss of generality that a1, a2 and a3, the vertices incident to f , appear in clockwise order
in the embedding of T .
The result is clearly true when T has 4 vertices. In this case the three interior edges







Figure 2.4: The base case, a Schnyder wood for K4.
Now, suppose every planar triangulation on at most k vertices admits a Schnyder
wood with respect to any face. Let T be a planar triangulation on k + 1 vertices. Let
H := T [NT (a1)]. Clearly H is a 2-connected outerplanar graph, so by Lemma 2.2.2 it has
at least two non adjacent vertices of degree 2. We now have that at least one of these two
vertices, call it b, is different from a2 and a3, since a2 and a3 are adjacent in H. Since
degH(b) = 2 then |NT (a1) ∩NT (b)| = 2. It now follows from Lemma 2.2.1 that T ′ := Tb,a1
is a planar triangulation on k vertices. Thus by the induction hypothesis T ′ admits a
Schnyder wood S ′ with respect to a1a2a3.
We now show how to obtain a Schnyder wood for T from that of T ′. We may assume
without loss of generality that all edges incoming to a1 in S ′ are of colour 1, otherwise
cyclically rotating colours yields a Schnyder wood satisfying this requirement. Let c1, . . . , cl
be the neighbours of b different from a1 and not in NT (a1), see Figure 2.5. Without loss
of generality a1, b′, c1, . . . , cl, b′′ is the clockwise order of the neighbours around b in T ,
where {b′, b′′} = NT (b) ∩ NT (a1). Note that in S ′ the edges cia1 are all of colour 1 and
incoming to a1, 1 ≤ i ≤ l. We now define S as follows. For an edge uv ∈ E(T ), with
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u, v 6∈ {b}, we orient and assign colour to uv as in S ′. We let (b, a1), (b, b′) and (b, b′′)
be of colours 1, 2 and 3 respectively. Finally, each (ci, b) will be of colour 1, 1 ≤ i ≤ l,
see Figure 2.5. Let us show that S as defined above is a Schnyder wood of T . Clearly
the vertex property, either interior or exterior (see properties (D1) and (D2)), holds for
any vertex not in NT (b) ∪ {b}, since the arcs in S coincide with those from S ′. The only
possible obstruction for the interior vertex property (D1) to hold at ci is the arc (ci, b).
Recall that (ci, a1) was replaced with (ci, b), both having colour 1 and oriented away from
ci. So the interior vertex property holds at each ci, 1 ≤ i ≤ l. Now, it can be seen that the
interior vertex property holds for b′, since (b, b′) has colour 2 and is incoming to b′ between
the outgoing arcs of colours 1 and 3. A similar argument shows that the interior vertex
property holds at b′′. Finally, we can note that the interior vertex property holds at b by
construction. The fact that all arcs in S are of colour 1 and incoming to a1 implies that
the exterior vertex property holds at a1, thus concluding the proof.













Figure 2.5: From left to right, the Schnyder woods S ′ and S.
In [50] it is proved that given a planar triangulation T and an exterior face, a Schny-
der wood can be obtained in O(n) time, here n is the number of vertices of the planar
triangulation.
2.3 Properties of Schnyder woods
In this section we present some basic properties of Schnyder woods which we will find
useful to derive further results in the following sections.
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As we will see, one of the relevant properties is that Schnyder woods define a partition
of the interior edges into three edge disjoint trees, each tree defined by each of the colour
classes. We begin by proving the following lemma.
Lemma 2.3.1. Let S be a Schnyder wood and let f be a face incident to three interior ver-





























Figure 2.6: Possible types of interior faces in a Schnyder wood.
Proof. Let x, y and z be the vertices incident to f in clockwise order. First note that it
cannot occur that (y, x) and (x, z) are in S and have the same colour as this contradicts
the interior vertex property (D1) at x. It now follows that f cannot be bounded by arcs
of the same colour, that is, at most two arcs of f have the same colour.
We proceed by considering two possible cases, depending on the number of arcs bound-
ing f that have the same colour. If exactly two arcs incident to f have the same colour,
say i, then they must both be incoming to the same vertex, say x, from what we argued
above. By using the interior vertex property (D1) at y we have that either (y, z) has colour
i− 1 in S or (z, y) has colour i− 1 in S.
Finally, let us consider the case where no two arcs incident to f have the same colour.
Therefore all three arcs have different colours. Suppose that (y, x) is an arc in S. Without
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loss of generality we may assume (y, x) has colour i. By the interior vertex property (D1)
at x have that (x, z) must be of colour i − 1, or else (z, x) would have been of colour i.
Similarly, using the interior vertex property (D1) at z implies that (z, y) must be of colour
i + 1. An analogous argument can be used to show that if (x, y) is an arc in S of, say
colour i, then (y, z) has colour i + 1 and (z, x) has colour i − 1 in S. This concludes the
proof.
For a Schnyder wood S, we define Ti to be the set of arcs of colour i and T−i =
{(u, v)|(v, u) ∈ Ti}, that is, T−i is the set of arcs in Ti reversed. Let x be an interior vertex.
Observe that by following the outgoing edges of colour i starting at x we eventually reach
ai, the uniqueness of this directed path follows from the fact that at each vertex there is a
unique outgoing edge of colour i. Denote by Pi(x) the directed path in colour i from x to
ai. Our aim is to prove that each Ti defines an acyclic digraph. This is a straightforward
consequence of the following lemma.
Lemma 2.3.2. Let T be a planar triangulation. If S is a Schnyder wood of T , then the
digraph defined by T−i−1 ∪ Ti ∪ T−i+1 is acyclic.
Proof. Let us proceed by contradiction. Suppose C is a directed cycle in T−i−1 ∪ Ti ∪ T−i+1
which encloses as few faces as possible. We show that C cannot enclose more than 1 face,








Figure 2.7: It is not possible for C to enclose vertices or to contain chords, otherwise,
irrespective of the orientation of C, we can obtain a cycle enclosing fewer faces.
Suppose there is a vertex x inside the region enclosed by the cycle C. Consider the
subpaths Pi and Pi+1 of the paths paths Pi(x) and Pi+1(x) respectively that start at x and
end at the first vertex they reach that is on C. Note that Pi and Pi+1 do not have any
vertices in common inside C, or else this would contradict the minimality of C since Pi∪P−i+1
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would contain a cycle enclosing fewer faces than C. We have arrived to a contradiction,
since Pi ∪ P−1i+1 ∪ C contains a directed cycle containing fewer faces than C.
Now, assume C encloses more than one face and no vertices. Then C contains a chord.
Irrespective of the colour and orientation of this chord, we see that there is a cycle enclosing
fewer faces than C, a contradiction. The result now follows from Lemma 2.3.1 by observing
that each possible face type is acyclic in T−i−1 ∪ Ti ∪ T−i+1.
From the previous result, together with the fact that at each vertex there is a unique
outgoing edge in each colour, we can see that a Schnyder wood defines a partition of the
interior edges of a planar triangulation into three edge disjoint trees, T1, T2 and T3, where
the edges in Ti are those in S having colour i. Each of these trees can be thought of as
being rooted at an exterior vertex, that is, Ti is rooted at ai. One more consequence of
Lemma 2.3.2 is that for a given vertex v, the three outgoing paths, Pi(v), Pi+1(v) and
Pi−1(v) are vertex disjoint. These properties will be of relevance in a later chapter, so we
summarize them now.
(P1) The digraph defined by T−i−1 ∪ Ti ∪ T−i+1 contains no directed cycle. In particular,
any two outgoing paths at a vertex v have no vertex in common, except for v, that
is, Pi(v) ∩ Pj(v) = {v} for i 6= j.
(P2) The outgoing path of colour i leaving v ends at ai.
We say vertex v is a descendant of vertex u in Ti if u is a vertex of Pi(v). For a vertex u,
we define the set of descendants of u in Ti as
Di(u) := {v ∈ V (T ) : v is a descendant of u in Ti}.
By observing the outgoing paths at a given interior vertex v, we can see that for each v
we obtain a partition of the set of interior faces of the planar triangulation into three sets.
The i-th region, Ri(v), is defined to be the region bounded by Pi+1(v), Pi−1(v) and ai+1ai−1,
see Figure 2.8. We will also use Ri(v) to denote the set of vertices or edges incident to
some face in the region. Note that the sets R1(v), R2(v), R3(v) do not define a partition on









Figure 2.8: Paths and regions for vertex v defined by a Schnyder wood of a planar trian-
gulation.
2.4 Planar drawings from Schnyder woods
In [50, 51] the concept of barycentric embedding is introduced. We proceed to define this
concept and then relate it to the regions defined by a Schnyder wood. A barycentric
embedding of a graph G is an injective function f : V (G) → R3, v 7→ (v1, v2, v3), so that
the following two conditions hold.
• For each v ∈ V (G), v1 + v2 + v3 = 2n− 5, and
• for every uv ∈ E(G) and w ∈ V (G) \ {u, v} there is k ∈ {1, 2, 3} so that uk, vk < wk.
We now state a known result about barycentric embeddings.
Theorem 2.4.1 (Schnyder [50, 51]). Each barycentric embedding of a graph defines a
planar drawing of the graph in the plane x+ y + z = 2n− 5.
Barycentric embeddings for planar triangulations can be obtained from Schnyder woods.
To prove this, we begin by showing the following lemma.
Lemma 2.4.2. Let T be a planar triangulation equipped with a Schnyder wood S and let u
and v be interior vertices. If u ∈ Ri(v) then Ri(u) ( Ri(v). Furthermore, there is exactly
one face in Ri(v) \ Ri(u) if and only if there exists w ∈ Ri(v) such that uvw ∈ Ri(v) and
(v, u), (v, w), (u,w) ∈ S.
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Proof. Let us begin by defining vertices x and y. If u ∈ Pi+1(v) then we let x := u.
Otherwise, we choose x to be the first vertex of Pi+1(u) other than u that is in Pi−1(v) ∪
Pi+1(v) while traversed from u to ai+1. Note that x is not a vertex of Pi−1(v) as this would
contradict the interior vertex property (D1) at x, therefore x is a vertex of Pi+1(v) and
x 6= v. In an analogous fashion we define vertex y, for i − 1 instead of i + 1. Thus y is a























Figure 2.9: Three possible ways of having vertices x and y, in each case we have Ri(u) ⊆
Ri(v).
To prove the inclusion is proper let us begin by noting that x 6= y. This implies that
at least one of x and y, say x, is different from u. If x′ denotes the vertex preceding x in
Pi+1(v), then the face incident to (x′, x) that is in Ri(v) is not in Ri(u). A similar argument
can be used for the case where y 6= u. Therefore the inclusion is proper.
Let us now show that there is exactly one face in Ri(v)\Ri(u) if and only if there exists
w ∈ Ri(v) such that uvw ∈ Ri(v) and (v, u), (v, w), (u,w) ∈ S. Suppose there is no vertex
w ∈ Ri(v) such that uvw ∈ F(T ) and (v, u), (v, w), (u, v) ∈ S. We consider the following
2 possibilities.
1. Assume uv 6∈ E. Suppose it is the case that u ∈ Pi+1(v) ∪ Pi−1(v), say u ∈ Pi+1(v).
Let x′ be the predecessor of u in Pi+1(v) and let x′′ be the predecessor of x′ in Pi+1(v).
Then the edges x′′x and x′u bound faces in Ri(v) that are not in Ri(u). Now, if
u 6∈ Pi+1(v)∪Pi−1(v) then the arcs outgoing u in colours i+ 1 and i− 1 bound faces
in Ri(v) that are not in Ri(u). It follows from (D1) that the faces are distinct, since
the outgoing arc at u of colour i appears between the other two outgoing arcs.
2. For the case where uv ∈ E we have the following. Let w ∈ Ri(v) be a common
neighbour of u and v. If uvw is a not a facial cycle in T , then uvw is a separating
triangle. Therefore there are at least three faces enclosed by uvw and such faces are
in Ri(v) \ Ri(u). Finally, if uvw is a facial triangle two possible cases arise. First
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(v, u) 6∈ S, and thus (u, v) ∈ S. In this case the two faces incident to uv are in
Ri(v) \ Ri(u). Finally, if (u,w) 6∈ S, then (w, u) ∈ S. In this case the two faces
incident to wu are in Ri(v) \Ri(u).
In [50, 51] it is shown that given a planar triangulation T on n vertices equipped with
a Schnyder wood S we can obtain a barycentric embedding defined in terms of S. One
can consider the map f : V (T )→ R3, where f(ai) = (2n− 5)ei, where ei denotes the i-th
standard basis vector in R3, and for each interior vertex v, f(v) = (v1, v2, v3), where vi
denotes the number of faces contained inside region Ri(v).
Dhandapani noted in [25] that the previous result holds more generally. Before proving
such result we introduce some terminology. A weight distribution is a function w : F(T )→
(0, 2n− 5) that assigns to each face in F(T ) a positive weight, such that
∑
f∈F(T ) w(f) =
2n − 5. Let us now show how barycentric embeddings can be obtained from Schnyder
woods and weight distributions.
Theorem 2.4.3 (Schnyder). If S is a Schnyder wood of a planar triangulation T on n




(2n− 5)ei if v = ai
(v1, v2, v3) if v is an interior vertex




Proof. Clearly f satisfies the first condition in the definition of a barycentric embedding,
this follows from the definition of f and that of a weight distribution. We now show that the
second condition holds, noting that injectivity follows from this condition. First note that
no vertex other than ai is mapped to (2n−5)ei, thus if we are given an edge uv ∈ E(T−ai)
then ui, vi < 2n− 5, so the second condition of the definition of a barycentric embedding
holds whenever w is an exterior vertex.
Now, let uv ∈ E(T ) and suppose w ∈ V (T )\{u, v}, with w an interior vertex. It follows
from the planarity of T that uv ∈ Ri(w) for some i ∈ {1, 2, 3}. If u is an exterior vertex,
then clearly u 6= ai and therefore ui < wi, since ui = 0 in this case. A similar assertion
holds if v is an exterior vertex. Now, if u is an interior vertex then by Lemma 2.4.2 we have
that ui < wi since Ri(u) is properly contained in Ri(w) and the weights are all positive.
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Similarly we obtain that vi < wi whenever v is an interior vertex. In either case the
second condition of the definition of barycentric embedding is satisfied. This concludes the
proof.
A consequence of the previous theorem is that whenever we are given a Schnyder wood
S of a planar triangulation T together with a weight distribution w, there is a planar
drawing that can be obtained from S and w. We call such drawing of T the Schnyder
drawing induced by w and S.
Recall that in the definition of barycentric embedding, one of the conditions requires
that for any edge uv ∈ E(G) and x ∈ V (G)\{u, v}, there is a coordinate k ∈ {1, 2, 3}, such
that uk, vk < wk. As noted in the previous proof, this condition is fulfilled by Schnyder
drawings. This property will be of use in other results, so we state it explicitly here.
(R) Let T be a planar triangulation and let S be a Schnyder wood of T . Then, for any
edge uv ∈ E(T ) and any w ∈ V \ {u, v}, there is k ∈ {1, 2, 3} so that u, v ∈ Rk(w).
Consequently, in the corresponding Schnyder drawing we have uk, vk < wk.
2.5 Face weights
As we saw in the previous section, given any Schnyder wood and a weight distribution
we can obtain a planar drawing of the corresponding planar triangulation. The aim of
this section is to prove that any drawing of a planar triangulation can be obtained from a
Schnyder wood and some assignment of weights in the interior faces, where not necessarily
all the weights are positive. The ideas presented in this section are based on a result of
Felsner and Zickfeld [33, Theorem 9], they study the same system of linear equations that
we do but in a different context.
Let T be a planar triangulation, let S be a Schnyder wood and let w : F(T ) → R be
such that
∑
f∈F(T ) w(f) = 2n − 5. We define the Schnyder drawing of T induced by S
and w as the drawing Γ in which each vertex is assigned the position (v1, v2, v3), where
vi =
∑
f∈Ri(v) w(f). Our aim is to show how to obtain the weight function w given a
Schnyder wood S and the positions assigned to each vertex.
Let T be a planar triangulation and let S be a Schnyder wood of T . For an interior
vertex v and a colour i, we define the characteristic vector of Ri(v), χRi(v), to be the (0, 1)-
vector with entries indexed by elements of F(T ), where the entry indexed by f ∈ F(T ) is
equal to 1 if f ∈ Ri(v) and 0 otherwise.
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In this same context we define the incidence matrix of S with respect to colours i and













here 1 denotes the all ones vector in R2n−5.
As we will see, given a Schnyder wood and a drawing of a planar triangulation we will
need to solve a system of linear equations involving the incidence matrix to find the face
weights that induce the given drawing. In the following result we show that the incidence
matrix with respect to any two colours has rank 2n− 5.
Lemma 2.5.1 (Felsner and Zickfeld [33]). Let T be a planar triangulation and let S be
a Schnyder wood of T . Then the incidence matrix of S with respect to colours i and j is
invertible and its inverse has integer entries.
Proof. Let T be a planar triangulation and let S be a Schnyder wood of T . We may assume
without loss of generality that we are considering colours 1 and 2, otherwise we could just
rename the colours. Let A be the incidence matrix of S with respect to colours 1 and 2.
We show A is invertible by showing that it has rank 2n− 5. It is clear that A has rank at
most 2n− 5.
Let f be an interior face of T , for such face we define χf to be the (0, 1)-vector which
has all entries equal to 0, except for the one indexed by f . To show that A has rank at
least 2n − 5 we will show that χf ∈ row(A). We consider three possible cases depending
on the edges in S incident to f .
The first case we consider is when f is incident to an exterior edge, let u be the interior
vertex incident to f . Say the exterior edge is a1a2. Then χf = χR3(u) = 1−χR1(u)−χR2(u).
For the case where the exterior edge is a1a3 or a2a3 we have χf = χR2(u) or χf = χR1(u)
respectively. In either case χf ∈ row(A), as desired.
For the second case, we will assume that the edges of S incident to f form a directed
cycle. Say f = uvw and we have edges (u, v), (v, w) and (w, u) of colours 1, 2 and 3
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respectively. In this case we can observe that
χf = 1− χR2(u) − χR1(w) − χR3(v).
And since χR3(v) = 1− χR1(v) − χR2(v) we get that
χf = χR1(v) + χR2(v) − χR2(u) − χR1(w),
as desired.
Finally, we consider the case when the edges of S incident to f do not form an oriented
cycle. In this case we must have two edges of the same colour pointing towards a vertex
by Lemma 2.3.1. So if we assume f = uvw, we may assume without loss of generality that
the edges in S incident to f are (u, v) and (w, v) in colour 1. Now, it may be the case
that edge (u,w) has colour i+ 1 or (w, u) has colour i− 1. The two cases can be handled
similarly, so we will assume that (u,w) has colour i+ 1 in S. Here we have the following
χf = 1− χR2(u) − χR3(w) − χR1(u),
now, since χR3(w) = 1− χR1(w) − χR2(w) we get that
χf = χR1(w) + χR2(w) − χR2(u) − χR1(u),
therefore A is invertible.
As we can see from the expressions above each χf can be obtained as an integral linear
combination of the rows of A, which implies that the inverse of A has integer entries.
We use Felsner and Zickfeld’s result to derive a new lemma. We show that given any
straightline drawing Γ of T and any Schnyder wood of T such that they have the same set
of exterior vertices, we may find a weight distribution that induces Γ.
Lemma 2.5.2. Let S be a Schnyder wood of a planar triangulation T on n vertices and
let Γ be a straightline drawing of T that has the same exterior vertices as S. Then there
exists a unique function w : F → R satisfying
∑
f∈F w(f) = 2n − 5, such that S and w
induce Γ. Furthermore, if the barycentric coordinates of the drawing Γ are integral, then
the weights inducing such drawing are also integral.
Proof. Let A be the incidence matrix of S with respect to colours 1 and 2. It follows from
the definition of the induced drawing that finding such weight distribution w is equivalent
to solving the system of linear equations Aw = b, where b is the vector obtained from Γ
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by considering the first two barycentric coordinates of each vertex in the same order as in
the rows of A, and 2n− 5 as its last entry.
The result now follows from Lemma 2.5.1. The existence and uniqueness of w follow
from the fact that A is an invertible matrix. We can also conclude that, since the inverse
of A has integer entries, if the coordinates given by b are integral then the resulting weights
given by w will also be integral.
A recognition algorithm for drawings of planar triangulations arising from an assign-
ment of positive weights to the faces and a Schnyder wood can be derived by using the
oriented half-Θ6-graph as defined in [17]1.
2.6 Flipping triangles
In general, there may be exponentially many Schnyder woods for a fixed planar trian-
gulation as proved in [32]. It has also been proved that the set of Schnyder woods is a
distributive lattice [19, 30, 48]. In this distributive lattice, the basic operation to traverse
it is by reversing cyclically oriented triangles and changing colours appropriately, we call
this operation a flip and we describe it in detail at the end of this section. We also state
a result which provides a bound on the distance between any two Schnyder woods in the
lattice.
Let us begin by studying the structure of Schnyder woods within cyclically oriented
separating triangles.
Lemma 2.6.1. Let T be a planar triangulation and let S be a Schnyder wood of T . Assume
there is a cyclically oriented separating triangle C in S. Then the restriction of S to the
edges inside C defines a Schnyder wood of T |C.
Proof. It is clear that the interior vertex property (D1) is satisfied in T |C . We are just left
to show the exterior vertex property (D2). We may assume that C is cyclically oriented in
counterclockwise order, say C = b1, b2, b3. The case where C is clockwise will follow from a
similar argument. We show that all interior edges of T |C at b1 are incoming and have the
same colour, the argument for b2 and b3 is analogous. Suppose, by way of contradiction,
that there is an interior edge of T |C in S having colour i that is outgoing b1. Let j be the
colour of (b1, b2) in S, clearly j 6= i by the vertex property (D1). By property (P2) the path
1Thank you to an anonymous reviewer for pointing out the relationship to half-Θ6-graphs
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Pi(b1) ends at ai, therefore it must leave C through b2 or b3. Clearly b2 6∈ Pi(b1), otherwise
this would contradict property (P1) for Pi(b1) and Pj(b1). Let j′ be the colour of (b3, b1)
and suppose b3 ∈ Pi(b1). We can now see that T−i ∪T−j′ contains a cycle, which contradicts
property (P1). Therefore all interior edges of T |C at b1 are incoming. Furthermore, these
edges must be of the same colour or else, by the vertex property (D1), there would be an
outgoing edge towards the interior of C. To conclude the proof we show that the colours
of interior edges of T |C at b1, b2 and b3 appear in the same cyclic order as the colours of
the interior edges incident to a1 a2 and a3. Let v be an interior vertex of T |C and suppose,
without loss of generality, that Pi(v) uses b1. It now follows that Pi+1(v) and Pi−1(v) leave
through b3 and b2 respectively, otherwise, by the vertex property (D1) we would have that
Pi+1(v) and Pi−1(v) would share a vertex, contradicting (P1). This concludes the proof.
In the following lemma we look at the structure of cyclically oriented separating trian-
gles in a given Schnyder wood.
Lemma 2.6.2. Let T be a planar triangulation and let S be a Schnyder wood of T . If
S has a triangle C at which the edges are oriented cyclically, then C has an edge of each
colour in S. Furthermore, if C is oriented counterclockwise then the edges along the cycle
have colours i, i− 1 and i+ 1 respectively.
Proof. It follows from Lemma 2.3.1 that the result holds for the case where C is a facial
cycle.
Let C = b1b2b3 be a separating triangle and suppose the arcs forming C are α1 = (b1, b2),
α2 = (b2, b3) and α3 = (b3, b1). By property (P1) not all arcs have the same colour. If two
of the arcs share colour i, say α1 and α2, and α3 has colour j, then T−i ∪ T−j contains a
cycle, which contradicts property (P1). Therefore the colours of α1, α2 and α3 are pairwise
distinct. Now, let us assume that C is oriented counterclockwise. Suppose without loss of
generality that α1 has colour i. It suffices to show that α2 has colour i−1 and by rotational
symmetry the result will follow. Suppose, by contradiction that α2 has colour i+ 1. Then
there are two interior edges of T |C that are outgoing b2, and this contradicts Lemma 2.6.1.
Therefore α2 must have colour i− 1. The result now follows.
Given a Schnyder wood S of a planar triangulation T , we can obtain another Schnyder
wood S ′ of T different from S, provided that S contains a triangle C = xyz which is
cyclically oriented. We will assume that the edges of C are directed counterclockwise,
and by symmetry, a similar procedure will also work for triangles directed clockwise. We
describe how to obtain S ′ from S. We may assume without loss of generality and by
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Lemma 2.6.2 that the directed edges in S are (x, y), (y, z) and (z, x), and that they are
coloured 1, 3 and 2 respectively. We obtain S ′ from S in the following way:
1. Every edge having an endpoint outside xyz remains unchanged.
2. Edges on the cycle are reversed and colours change from i to i− 1.
3. Any interior edge of T |C remains with the same orientation and changes colour from
i to i+ 1.
We call such procedure a flip of the triangle xyz. We define a flop to be the analogous
procedure applied to a clockwise directed triangle. The fact that performing a flip or a flop
yields another Schnyder wood is a particular case of a result proven by Brehm [19, p. 44].
Theorem 2.6.3 (Brehm [19]). Let T be a planar triangulation, let S be a Schnyder wood
of T such that S contains a triangle which is oriented counterclockwise and let S ′ be as
described above. Then S ′ is a Schnyder wood of T .
This theorem provides a way to go from a Schnyder wood to another in the lattice. In
fact, this is the basic step to traverse such structure. In the following section we derive a
bound for the distance between any two Schnyder woods in the lattice.
2.7 Flip distance between Schnyder woods
The aim of this section is to provide a bound for the flip distance between any two Schnyder
woods of a fixed planar triangulation. As noted by Miracle et al. [46], a bound of O(n2)
can be obtained from Brehm’s work [19] for the case of 4-connected planar triangulations,
here n denotes the number of vertices of the triangulation. Here we observe that the same
bound holds for any planar triangulation.
A triangle in a Schnyder wood S is called flippable if it is cyclically oriented counter-
clockwise. Floppable triangles are triangles whose edges are cyclically oriented clockwise in
S. Let C be a flippable triangle in S and denote by SC the Schnyder wood obtained from
flipping C in S. We say C1, C2, . . . , Ck is a flip sequence if C1 is flippable in S1 := S, and
Ci is flippable in Si with Si+1 := SCii for 1 ≤ i ≤ k−1. Note that if C1, . . . , Ck defines a flip
sequence, then Ck, . . . , C1 defines a flop sequence. In a 4-connected planar triangulation
T the flippable triangles are precisely the cyclically oriented faces of T , since T does not
contain separating triangles.
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The following result of Brehm will allow us to derive an upper bound for the length of
a maximal flip sequence in any planar triangulation.
Proposition 2.7.1 (Brehm [19, p. 15]). Let T be a 4-connected planar triangulation, let
S be a Schnyder wood of T and let f be an interior face of T . If there is a flip sequence
that contains f at least twice, then between any two flips of f , all the faces adjacent to f
must be flipped.
Let us observe that any maximal flip sequence starting at an arbitrary Schnyder wood
ends at the unique Schnyder wood containing no flippable face. In fact we can derive the
following bound, as suggested in [19, p. 15].
Theorem 2.7.2. Let T be a 4-connected planar triangulation on n vertices with exterior
face f ∗. The length of any flip sequence F is bounded by the sum of the distances in the




d(f, f ∗) = O(n2).
Furthermore, any maximal flip sequence terminates at L, the Schnyder wood containing no
flippable triangles.
Proof. Observe that any face adjacent to the exterior face cannot be flipped. By Propo-
sition 2.7.1 it follows that the number of times a face f can be flipped is bounded by the
distance from f to the exterior face f ∗. Therefore the length of any flip sequence is O(n2),
as claimed. Clearly any maximal flip sequence terminates at the Schnyder wood containing
no flippable face, or otherwise it would contradict its maximality.
A 4-connected block of a graph G is a maximal 4-connected induced subgraph of G.
If G1, . . . , Gk denote the 4-connected blocks of a graph G then we say that they define
a decomposition of G into 4-connected blocks. One more result that will be useful is the
following.
Theorem 2.7.3 (Brehm [19, p. 37]). Consider a planar triangulation T . Let T1, . . . , Tk be
a decomposition of T into 4-connected blocks. Then any flip sequence in S can be obtained
by concatenating flip sequences S1, S2, . . . , Sk, where each Si is flip sequence in Ti.
We now derive an upper bound for the length of maximal flip sequences in planar
triangulations.
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Lemma 2.7.4. Let T be a planar triangulation on n vertices. A maximal flip F sequence
has length O(n2).
Proof. Let T be a planar triangulation on n vertices. Consider a decomposition of T into
4-connected blocks T1, . . . , Tk. Denote by ni the number of interior vertices of Ti, 1 ≤ i ≤ k.
Therefore we have 3 +
∑k
i=1 ni = n. Observe that the length of a maximal flip sequence in
the lattice of Schnyder woods of Ti is O(n2i ) from Theorem 2.7.2. By Theorem 2.7.3 the





now have the following standard claim.






i=1 ni = n − 3 and ni ≥ 0, is maximized when
exactly one of the ni is equal to n− 3 and all others are zero.
Proof of claim. Suppose at least two terms are non zero say 0 < n1 ≤ n2. Let us show
how to increase the value of the sum.
(n1 − 1)2 + (n2 + 1)2 +
k∑
i=3








So the claim holds.




i ) = O(n
2) and therefore the length of a
maximal flip sequence in the lattice of Schnyder woods of T is O(n2).
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Chapter 3
Morphing planar graph drawings with
unidirectional moves
In this chapter we present an improvement on the result of Alamdari et al. [2]. We show
an approach which simplifies that of [2] where the steps that describe the morph are a
simpler type of morph, namely, unidirectional morphs. A unidirectional morph is a linear
morph where every vertex moves parallel to the same line, i.e. there is a line L with unit
direction vector ¯̀ such that each vertex v moves at constant speed from initial position
v0 to position v0 + kv ¯̀ for some kv ∈ R. Note that kv may be positive, negative or zero,
that different vertices may move different amounts along direction ¯̀ and that vertices may
move at different speeds. We call this an L-directional morph.
This chapter is structured as follows. First we present an overview of Cairns’ [22]
procedure in Section 3.1. Then, in Section 3.2 we provide an overview of the technique
used in [2]. This technique can be analyzed in two phases. In Section 3.3 we focus on the
first phase. We show that their first phase can be implemented using only unidirectional
morphs. Finally in Section 3.4 we present a new approach for the second phase of the
technique described in [2] that only uses unidirectional morphs.
3.1 Overview of Cairns’ algorithm
In this section we provide a high-level description of Cairn’s solution to the problem of
morphing between any two straightline drawings of a planar triangulation.
29
Given a planar triangulation T , we call a vertex v ∈ V (T ) a low degree vertex if
deg(v) ≤ 5. We now state a lemma which provides a lower bound on the number of low
degree vertices in planar triangulations.
Lemma 3.1.1. Let T be a planar triangulation. Then T has at least 4 low degree vertices.
Given an n-gon P with vertices p1, . . . , pn in counterclockwise order we define the kernel
of P , K(P ), to be the set consisting of points inside or on P that are visible from any vertex
of P (see Figure 3.1), or explicitly
K(P ) := {p ∈ P |ppi lies entirely within P for all 1 ≤ i ≤ n}.
We provide an alternative definition for K(P ) in terms of half-planes. Let hi be the half-
plane defined by pipi+1 which is to the left of the segment pipi+1 while traversed from pi to












Figure 3.1: Some polygons with shaded regions representing their kernels.
If P is a k-gon with k ≤ n then we say P is a ≤ n-gon.
Lemma 3.1.2 (Cairns [22]). Let P be a ≤ 5-gon, then K(P ) 6= ∅. Furthermore, there is a
vertex a of P such that a ∈ K(P ).
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Proof. Note that the result is clearly true for triangles. Now, for the case of quadrilaterals,
two possibilities arise. If the quadrilateral Q is convex, then the statement holds. However,
if Q is not convex, then exactly one of its vertices is reflex. In such case, the reflex vertex
is in the kernel.
Let us now prove the statement for a pentagon P = abcde, where its vertices are listed
in counterclockwise order. Since the sum of the interior angles of P is 3π it follows that
P cannot have more than two reflex vertices. When P has 0 or 1 reflex vertices, then any
vertex or the reflex vertex is in K(P ) respectively. Now, suppose P has two reflex vertices.
Let us treat two possible subcases. We begin by considering the case where the reflex
vertices are consecutive, say they are a and b, see bottom left of Figure 3.1. In this case
we can observe that the vertex opposite to the segment ab, namely d, is in K(P ). Finally,
for the case where the reflex vertices are non consecutive, say a and c (bottom right in
Figure 3.1), then at least one of them is in the kernel. This follows by observing that if
none of a and c are in the kernel, then they must mutually obstruct their visibility to d
and e respectively, which is not possible.
Let T be a planar triangulation and let Γ0 and Γ1 be two drawings of T such that the
exterior face coincides in Γ0 and Γ1. The first step in Cairns’ inductive approach is to
consider an interior vertex of low degree v. Such vertex exists by Lemma 3.1.1. Then, we
focus on the polygons P0 and P1 defined by the neighbours of v in Γ0 and Γ1 respectively.
By Lemma 3.1.2 there are neighbours u0 and u1 of v such that u0 ∈ K(P0) and u1 ∈ K(P1).
We then consider the planar triangulations T ′0 := T/u0v and T ′1 := T/u1v together with
two drawings Γ′0 and Γ′1. In Γ′i the positions of the vertices are those inherited from the
positions in Γi, for i ∈ {0, 1}. A third drawing is also considered, this is a drawing Γ′2 of
T − v where the polygon P2 defined by the neighbours of v in Γ′2 contains u0 and u1 its
kernel.
The problem can then be solved inductively by obtaining a morphM′0 from Γ′0 to Γ′2
and a morph M′1 from Γ′2 to Γ′1, this is the first phase of this procedure. Note that by
puttingM′0 andM′1 together we do not obtain a true morph, since some vertices become
coincident. However, we may still obtain a morph from Γ0 to Γ1 by using M′0 and M′1.
We call this the second phase. The way to obtain such morph is to extend each drawing
inM′0 andM′1 to a drawing of T . In Cairns’ approach this is achieved by placing v at the
barycenter of the kernel of the ≤ 5-gon defined by the neighbours of v.
There are two aspects to be noted from Cairns’ approach. The first one is that the
number of steps required in total TC(n) satisfies the following recurrence
TC(n) ≤ TC(n− 1) + TC(n− 1).
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This implies that TC(n) = O(2n). The second aspect is that placing v at the barycenter of
the kernel does not guarantee that the resulting morph will be linear, see appendix in [2].
The technique followed in [2] circumvents these two aspects as will be described in the
following section.
3.2 The technique used by Alamdari et al.
In this section we provide an overview of the technique used in [2]. Like Cairns, they follow
a two phase approach. The method in [2] provides two advantages over Cairns’ approach,
namely that only a polynomial number of steps is required and that each step is a linear
morph.
Let us begin by introducing some terminology. Let T be a planar triangulation and
let Γ be a planar drawing of T . Let u ∈ V (T ) and let P be the polygon defined by its
neighbours. If there is a neighbour x of u in the kernel of P , K(P ), then we define the
contraction of u onto x as the family of drawings {Γt}t∈[0,1], where Γ0 = Γ, Γ1 is the drawing
of Tu,x where the position for vertices in Tu,x is inherited from Γ, and as t goes from 0 to 1
the vertex u moves in a linear trajectory at constant speed from its position in Γ to the
position of x in Γ. An uncontraction of u from x is defined in an analogous fashion as
a contraction, where we are given a drawing of Tu,x and u linearly moves away from x
to some point in K(P ). Note that any time a single vertex moves linearly this defines a
unidirectional move, particularly in the case where we perform a contraction of u onto x
or in an uncontraction of u from x the vertex u. We define a pseudo morph as a sequence
of the following kinds of steps:
• a linear morph
• a contraction of a vertex u onto another vertex x, followed by a pseudo morph between
the two reduced drawings, and then an uncontraction of u from x.
The number of steps in a pseudo morph is defined to be the number of linear morphs
plus the number of contractions and uncontractions. As for the case of morphs, say a
pseudo morph is planar if each of the linear morphs in the pseudo morph is planar. The
first phase in the approach from [2] consists of finding a planar pseudo morph with O(n2)
steps.
Recall that in Cairns’ approach we morph to an intermediate drawing in which all
feasible vertices are in the kernel of the ≤ 5-gon P , here by feasible vertex we mean a
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vertex that is in the kernel of P in at least one of two given drawings. This causes the
procedure to have two recursive calls and thus have exponential running time. To avoid
this, the alternative approach is to morph to a drawing that satisfies weaker conditions. The
procedure requires to morph to a drawing Γ2 such that u0, u1 ∈ KΓ2(P ), where u0 ∈ KΓ0(P )
and u1 ∈ KΓ1(P ). In [2] they show that this takes O(n) time. Then by using the recursive
step from Cairns’ approach, they show that the total number of steps required T (n) satisfies
T (n) ≤ T (n− 1) +O(n),
thus yielding that T (n) = O(n2).
In the second phase from [2] the pseudo morph is converted to a true morph that avoids
coincident vertices. This requires a somewhat involved geometric argument that instead of
contracting a vertex p to a neighbour, it is possible to move p close to the neighbour and
keep it close during subsequent morphing steps without increasing the number of steps.
3.3 A pseudo morph with unidirectional morphing steps
Alamdari et al. [2] give a pseudo morph of O(n2) steps to go between any two drawings
of a planar triangulation having the same exterior face. In this section we show that their
pseudo morph can be implemented with unidirectional morphs. They show that the only
thing that is needed is a solution to the following problem using O(n) linear morphs:
PROBLEM 3.2. (4-GON CONVEXIFICATION) Given a planar triangulation T with a
triangle boundary and a 4-gon abcd in a straightline planar drawing of T such that neither
ac nor bd is an edge outside of abcd (i.e., abcd does not have external chords), find a pseudo





Figure 3.2: A 4-gon abcd.
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The main idea is to use Cairns’ approach, namely, find a low-degree vertex, contract it
to a neighbour, and recurse on the resulting smaller graph. Note that each such contraction
is a unidirectional morph. In general, not any low-degree vertex can be chosen to perform a
contraction, as this would obstruct the 4-gon convexification process. A low-degree vertex
p for which the contraction cannot be performed will be called a problematic vertex, and
it satisfies one of the following:
1. p is a vertex of the boundary triangle z1, z2, z3.
2. p is a vertex of the 4-gon abcd and is not on the boundary.
3. p is outside the 4-gon, is not on the boundary, has degree at most 5, and is adjacent
to both a and c, and either a or c is in the kernel of the polygon formed by the
neighbours of p. (In this case contracting p to a or c would create the edge ac outside
the 4-gon.)
In [2] it is shown how to handle each type of problematic vertex. Here we go through
the cases to show that unidirectional morphs suffice in each case.
Problematic vertices of type (2) and type (3) are handled (in their Sections 4.1 and
4.3) by moving linearly a single vertex at a time either by contracting or by moving a
vertex very close to another vertex. Moving one vertex along a linear trajectory is clearly
a unidirectional morph, so there is nothing to be done for these cases.
It remains to consider problematic vertices of type (1) which they do in Section 4.2.
To handle this case they use an operation where one vertex of a separating triangle moves
along a straight line and the other vertices inside the triangle follow along linearly. We
will show that the resulting motion is in fact unidirectional. Note that the statement of
the following lemma is slightly stronger than what we need to show, which is done with
the intention of using the strengthened version later in this chapter.
Lemma 3.3.1. Let a, b, c be the vertices of a triangle and let x be a point inside the triangle
defined by the convex combination λ1a+λ2b+λ3c where
∑
λi = 1 and λi ≥ 0. If a, b, and
c move linearly in the direction of the vector d̄ then so does x.
Proof. Suppose the morph is indexed by t ∈ [0, 1] and that the positions of the vertices at
time t are at, bt, ct, xt. Suppose that a moves by k1d̄, b moves by k2d̄, and c moves by k3d̄.
Thus
at = a0 + tk1d̄
bt = b0 + tk2d̄
ct = c0 + tk3d̄.
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Then
xt = λ1at + λ2bt + λ3ct
= λ1a0 + λ2b0 + λ3c0 + t(λ1k1 + λ2k2 + λ3k3)d̄
= x0 + tkd̄,
where k = λ1k1 + λ2k2 + λ3k3. Thus x also moves linearly in direction d̄.
In [2] it is proven that to handle problematic vertices of type (1) it suffices to handle the
following two cases. We repeat their arguments, adding details of exactly how Lemma 3.3.1
gives unidirectional morphs.
A. There is a boundary vertex, say z1, of degree 3. See Figure 3.3(a).
Then z1 must have a neighbour y that is adjacent to z2 and z3. If abcd lies entirely
inside the triangle C = yz2z3 then we recursively morph T |C . Otherwise abcd must
include at least one triangle outside C. It cannot have both triangles outside C
because of the assumption that there is no edge ac. Thus we can assume without loss
of generality that abcd consists of triangle z1yz2 and an adjacent triangle inside C,
see Figure 3.3(b). The solution is to move y towards z1 to directly convexify abcd. As
y is moved, the interior vertices of T |C follow along linearly. Thus, by Lemma 3.3.1








Figure 3.3: A boundary vertex of degree 3.
B. All three boundary vertices have degree 4. See Figure 3.4(a).
In this case there must exist an internal separating triangle C = y1y2y3 containing
all other interior vertices with yi adjacent to zj for j 6= i, with i, j ∈ {1, 2, 3}. If abcd
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lies entirely inside C then we recursively morph T |C . If abcd lies entirely outside C
then without loss of generality abcd is z2z1y2y3. The solution is to move y2 towards
z1 to directly convexify the 4-gon. As y2 is moved, the interior vertices of T |C follow
along linearly. Thus by Lemma 3.3.1 this is a unidirectional morph.
The final possibility is that abcd consists of one triangle outside C and one triangle
inside C. We may assume without loss of generality that abcd consists of triangle
z1y3y2 and an adjacent triangle inside C, see Figure 3.4(b). We will convexify the
4-gon z1y2y1y3, which will necessarily also convexify abcd. The solution is to move
y1 towards z2 to convexify the 4-gon while the interior vertices of T |C follow along











Figure 3.4: All three boundary vertices of degree 4.
This completes the argument that the pseudo morph of Alamdari et al. can be imple-
mented with unidirectional morphs.
3.4 Avoiding coincident vertices
In this section we show how to convert a pseudo morph to a true morph that avoids
coincident vertices. More precisely, we show that a pseudo morph of k steps that acts on a
planar triangulation, preserves planarity, uses unidirectional morphing steps, and contracts
vertices of degree at most 5 can be converted to a true morph that preserves planarity and
consists of k unidirectional morphing steps. The key to simplifying the second phase
presented in [2] is that in our approach we only allow unidirectional morphs. Let us begin
by stating our main result of this section.
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Theorem 3.4.1. Let T be a planar triangulation and let Γ and Γ′ be two planar drawings of
T that have the same exterior face. IfM = 〈Γ′1, . . . ,Γ′k, 〉 is a planar pseudo morph from Γ
to Γ′ that consists of unidirectional steps then there exists a planar morphM = 〈Γ1, . . . ,Γk〉
from Γ to Γ′ that consists of unidirectional steps.
To prove Theorem 3.4.1 we proceed by induction on the number of vertices, following
an argument similar to that of [2]. Suppose the pseudo morph consists of the contraction
of a non-boundary vertex p of degree at most 5 to a neighbour a, followed by a pseudo
morphM of the reduced graph Tp,a and then an uncontraction of p. The pseudo morphM
consists of unidirectional morphing steps and by induction we can convert it to a morphM
that consists of the same number of unidirectional morphing steps. We will show how to
modify M to Mp by adding p and its incident edges back into each drawing of the morph
sequence. To obtain the final morph, we replace the contraction of p to a by a unidirectional
morph that moves p from its initial position to its position at the start of Mp, then follow
the steps of Mp, and then replace the uncontraction of p by a unidirectional morph that
moves p from its position at the end of Mp to its final position. The result is a true morph
that consists of unidirectional morphing steps and the number of steps is the same as in
the original pseudo morph.
Thus our main task is to modify a morph M to a morph Mp by adding a vertex p of
degree at most 5 and its incident edges back into each drawing of the morph sequence,
maintaining the property that each step of the morph sequence is a unidirectional morph.
It suffices to look at the polygon P formed by the neighbours of p. We know that P has
a vertex a that remains in the kernel of P throughout the morph. We will place p near a.
We separate into the cases where P has 3 or 4 vertices and the case where P has 5 vertices,
the second case being more involved. The following two lemmas handle these two cases,
and together strengthen Lemmas 5.1 and 5.2 of [2] by adding the unidirectional condition.
Furthermore, together they provide a proof of Theorem 3.4.1.
Lemma 3.4.2. Let P be a ≤ 4-gon and let Γ1, . . . ,Γk be straightline planar drawings of P
such that each morph 〈Γi,Γi+1〉, i = 1, . . . , k − 1 is unidirectional and planar, and vertex a
of P is in the kernel of P at all times during the whole morph 〈Γ1, . . . ,Γk〉. Then we can
augment each drawing Γi to a drawing Γpi by adding vertex p at some point pi inside the
kernel of the polygon P in Γi and adding straightline edges from p to each vertex of P in
such a way that each morph 〈Γpi ,Γ
p
i+1〉 is unidirectional and planar.
Proof. Note that if P is a triangle then K(P ) consists of all points inside P and on P . In
this case, it follows from Lemma 3.3.1 that we can place p at a fixed convex combination
of the vertices of P in each of the drawings Γi.
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Now, let us consider the case where P is a 4-gon, say abcd. Here the line segment
ac ⊆ K(P ). Again, by Lemma 3.3.1 we can place p at a fixed convex combination of a and
c in each of the drawings Γi, noting that we can write p as a convex combination of a, b
and c taking the coefficient of b to be 0.
The lemma that handles the case where P is a 5-gon is the following.
Lemma 3.4.3. Let P be a 5-gon and let Γ1, . . . ,Γk be straightline planar drawings of P
such that each morph 〈Γi,Γi+1〉, i = 1, . . . , k − 1 is unidirectional and planar, and vertex a
of P is in the kernel of P at all times during the whole morph 〈Γ1, . . . ,Γk〉. Then we can
augment each drawing Γi to a drawing Γpi by adding vertex p at some point pi inside the
kernel of the polygon P in Γi and adding straightline edges from p to each vertex of P in
such a way that each morph 〈Γpi ,Γ
p
















Figure 3.5: A disk D centered at a whose intersection with the kernel of P (the lightly
shaded polygonal region) is a non-zero-area sector S (darkly shaded). (a) Vertex a is
convex and S is a positive sector. (b) Vertex a is reflex and S is a negative sector.
The proof of Lemma 3.4.3 is more involved and we defer its proof until the end of this
section. Let us begin by introducing some notation and proving some lemmas. Let P
be the 5-gon abcde labelled clockwise. We assume that vertex a is fixed throughout the
morph. This is not a loss of generality because if a moves during an L-directional morph
we can translate the whole drawing back in direction L so that a returns to its original
position. An L-directional morph composed with a translation in direction L is again an
L-directional morph, and planarity is preserved since the relative positions of vertices do
not change.
Observe that at any time instant t during morph 〈Γ1, . . . ,Γk〉 there exists an εt > 0
such that the intersection between the disk D centered at a with radius εt and the kernel
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of polygon P consists of a positive-area sector S of D. This is because a is a vertex of the
kernel of P . Let ε = mint εt be the minimum of εt among all time instants t of the morph.
Fix D to be the disk of radius ε centered at a. In case a is a convex vertex of P ,
the sector S is bounded by the edges ab and ae and we call it a positive sector. See
Figure 3.5(a). In case a is a reflex vertex of P , the sector S is bounded by the extensions
of edges ab and ae and we call it a negative sector. See Figure 3.5(b). More precisely, let
b′ and e′ be points so that a is the midpoint of the segments bb′ and ee′ respectively. The
negative sector is bounded by the segments ae′ and ab′. Note that when an L-directional
morph is applied to P , the points b′ and e′ also move at uniform speed in direction L.
The important property we use from now on is that any point in the sector S lies in the
kernel of polygon P . Let the sector in drawing Γi be Si for i = 1, . . . , k. Let the direction
of the unidirectional morph 〈Γi,Γi+1〉 be Li for i = 1, . . . , k − 1. In other words, 〈Γi,Γi+1〉
is an Li-directional morph.
Our task is to choose for each i a position pi for vertex p inside sector Si so that all the
Li-directional morphs keep p inside the sector at all times. A necessary condition is that
the line through pipi+1 be parallel to Li. We will first show that this condition is in fact
sufficient (see Lemma 3.4.6). Then we will show that such points pi exist.
To simplify our analysis we rotate and translate Li so that it is horizontal and it goes


















Figure 3.6: The one-sided case where Si lies to one side of Li, illustrated for a positive
sector Si. (a) An Li-directional morph to Si+1. (b) p remains inside the sector if and only
if it remains inside D and between the two lines ba and ea.
one-sided case Points bi and ei lie in the same closed half-plane determined by Li. In this
case, whether the sector Si is positive or negative, Li does not intersect the interior
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of Si. See Figure 3.6. An Li-directional morph keeps bi and ei on the same side of
Li so if Si is positive it remains positive and if Si is negative it remains negative.
two-sided case Points bi and ei lie on opposite sides of Li. In this case Li intersects the
interior of the sector Si. See Figure 3.7. During an Li-directional morph the sector
Si may remain positive, or it may remain negative, or it may switch between the two,





















Figure 3.7: The two-sided case where Si contains points on both sides of Li. (a) An Li-
directional morph from the positive sector Si bounded by biaei to the negative sector Si+1
bounded by e′i+1ab′i+1. (b) p remains inside the sector if and only if it remains inside D
and on the same side of the lines bb′ and ee′.
As our main tool we will show that under the action of an L-directional morph any
point p remains in the same half plane h of a line L′ during the morph, provided p ∈ h at
time 0 and at time 1. This is shown in the following two results.
Lemma 3.4.4. Let L be a horizontal line and x0, x1, y0, y1 be points in L. Consider a point
x that moves at constant speed from x0 to x1 in one unit of time. If yi is to the right of xi,
i = 0, 1, and y is a point that moves at constant speed from y0 to y1 in one unit of time
then y remains to the right of x during their movement. Note that x0 may lie to the right
or left of x1 and likewise for y0 and y1.
x0 y0 x1 y1
L
Figure 3.8: Points x and y move from x0 to x1 and from y0 to y1 respectively.
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Proof. Let xi and yi, i = 0, 1, be points as described above, see Figure 3.8. Denote by xt
and yt the positions of x and y for 0 < t < 1. First note that
yi = xi + δi (3.1)
for i = 0, 1, with δi > 0. Since x and y are moving at constant speed, we have xt =
(1− t)x0 + tx1 and yt = (1− t)y0 + ty1. Now, using equation (3.1) in the expression for yt
we have
yt = (1− t)(x0 + δ0) + t(x1 + δ1) (3.2)
= xt + (1− t)δ0 + tδ1, (3.3)
where (1− t)δ0 + tδ1 > 0.
Corollary 3.4.5. Consider an L-directional morph acting on points p, r and s. If p is to
the right of the line through rs at the beginning and the end of the L-directional morph,
then p is to the right of the line through rs throughout the L-directional morph.
Proof. Let pi, ri, si, i ∈ {0, 1} be the initial and final positions of points p, r and s respec-
tively during the L-directional morph. Denote by pt, rt, st the position of p, r and s at time
t, t ∈ (0, 1), respectively. Let L′t denote the line through rt and st. Suppose p0 = (x0, y0)
and p1 = (x1, y1). Note that the height of each point remains unchanged since we are
assuming that L is a horizontal line. Therefore y0 = y1. Let ht be the point on L′t at height
y0. By assumption pi is to the right of hi, i ∈ {0, 1}, so Lemma 3.4.4 implies that pt is to
the right of ht throughout the morph. Consequently pt is to the right of L′t throughout the
morph, as desired.
We are now ready to prove our main lemma about the relative positions of points pi
and pi+1.
Lemma 3.4.6. If point pi lies in sector Si and point pi+1 lies in sector Si+1 and the line
pipi+1 is parallel to Li then an Li-directional morph from Si, pi to Si+1, pi+1 keeps the point
in the sector at all times.
Proof. We use the notation that b moves from bi to bi+1, p moves from pi to pi+1, and
similarly for the remaining points a, c, d, e.
We begin by considering the one-sided case. Note that it suffices to consider only the
case where the sector Si is positive, as the case where Si is negative follows by a similar
argument. Observe that a point p remains in the sector during an Li-directional morph
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if and only if it remains in the disc D and remains between the lines ba and ea. See
Figure 3.6(b). Since pi and pi+1 both lie in the disc D, we have that the line segment
joining them lies in the disc D. Therefore p remains in the disc throughout the morph. In
the initial configuration, pi lies between the lines bia and eia, and in the final configuration
pi+1 lies between the lines bi+1a and ei+1a. Therefore by Corollary 3.4.5 p remains between
the lines throughout the Li-directional morph. Thus p remains inside the sector throughout
the morph.
Now consider the two-sided case. Observe that a point p remains in the sector during
an Li-directional morph if and only if it remains on the same side of the lines bb′ and ee′.
Note that this is true even when the sector changes between positive and negative. See
Figure 3.7(b). As in the one-sided case, p remains in the disc throughout the morph. Also,
p is on the same side of the lines bb′ and ee′ in the initial and final configurations, and
therefore by Corollary 3.4.5 p remains on the same side of the lines throughout the morph.
Thus p remains inside the sector throughout the morph.
We now focus on proving the existence of the points pi. We call the possible positions
for pi inside sector Si, 1 ≤ i ≤ k, the nice points, defined formally as follows:
• All points in the interior of Sk are nice.
• For 1 ≤ i ≤ k − 1, a point pi in the interior of Si is nice if there is a nice point pi+1








Figure 3.9: Ni (lightly shaded) is an Li-truncation of Si in the one-sided case. Ni+1 is
darkly shaded. Li and L′i are the slab boundaries for Ni.
By Lemma 3.4.6 it suffices to show that each of the nice sets is non-empty. We proceed
to characterize the sets. Given a line L, an L-truncation of a sector S is the intersection of
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S with an open slab that is bounded by two lines parallel to L and contains all points of
S in a small neighbourhood of a. In particular, an L-truncation of a sector is non-empty.
Lemma 3.4.7. The set of nice points in Si is an Li-truncation of Si for i = 1, . . . , k.
Proof. Let Ni denote the nice points in Si. The proof is by induction as i goes from k
to 1. All the points in the interior of Sk are nice. Suppose by induction that Ni+1 is an
Li+1-truncation of Si+1.
First let us consider the one-sided case, see Figure 3.9. Let us assume without loss of
generality that the sector Ni+1 lies above Li. The slab determining Ni consists of all lines
parallel to Li that go through a point of Ni+1. The line Li itself forms one boundary of
the slab. The other line delimiting the slab is given by the line L′i parallel to Li and of
maximum height that goes through a point of Ni+1. Note that this slab is non-empty since
Ni+1 contains all of Si+1 in a small neighbourhood of a. Thus the slab contains all points

























Figure 3.10: Ni (lightly shaded) is an Li-truncation of Si in the two-sided case. Ni+1 is
darkly shaded. L′i and L′′i are the slab boundaries for Ni.
Now let us consider the two-sided case, see Figure 3.10. The slab determining Ni
consists of all lines parallel to Li that go through a point of Ni+1. Similar to the previous
case, here we note that the slab is bounded by the lines L′i and L′′i parallel to Li having
maximum and minimum height respectively. Since Ni+1 contains all of Si+1 around a small
neighbourhood of a, it follows that the line Li is strictly below L′i and strictly above L′′i .
43
Thus the slab contains all points of Si around a small neighbourhood of a and therefore
Ni is an Li-truncation of Si.
We are now in position to prove Lemma 3.4.3.
Proof of Lemma 3.4.3. From Lemma 3.4.7 we know that there exist nice points p1, . . . , pk.
We claim that it suffices to place p at pi in Γi and morph in a unidirectional fashion from pi
to pi+1, 1 ≤ i ≤ k−1. The fact that placing p at these positions during the morph satisfies
the desired conditions follows from Lemma 3.4.6 and the fact that the points p1, . . . , pk are
nice.
As mentioned at the beginning of this section, the proof of Theorem 3.4.1 follows from
Lemmas 3.4.2 and 3.4.3. We now present an algorithm resulting from Theorem 3.4.1. This
algorithm takes as input a planar pseudo morphM = 〈Γ′1, . . . ,Γ′k〉 of a planar triangulation
T consisting of unidirectional steps and returns a planar morphM = 〈Γ1, . . . ,Γk〉 consisting
of unidirectional steps, where Γi = Γ′i, i ∈ {1, k}.
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Algorithm 1 Obtain a true planar morph from a given planar pseudo morph
1: procedure Convert pseudo morph to unidirectional morph(M)
Require: M = 〈Γ′1, . . . ,Γ′k〉 a planar pseudo morph of a planar triangulation.
2: if M consists of only linear morphing steps then
returnM .M is already a true planar morph.
3: end if . If there are steps other than linear morphs, then there must be edge
contractions.
4: Let ap be the first edge that is contracted duringM. . Say p is contracted onto a.
5: Let k1 be the step number duringM at which p is contracted onto a.
6: Let k2 be the step number duringM at which p is uncontracted from a.
7: Let 〈Γ′′k1 . . . ,Γ
′′
k2
〉 =Convert pseudo morph to unidirectional




. Here we use a recursive call so that 〈Γ′1, . . . ,Γ′k1−1,Γ
′′
k1
, . . . ,Γ′′k2 ,Γ
′
k2+1
, . . . ,Γk〉 is
a true planar morph of Tp,a.
8: LetM′ := 〈Γ′1, . . . ,Γ′k1−1,Γ
′′
k1
, . . . ,Γ′′k2 ,Γ
′
k2+1
, . . . ,Γk〉.
9: if degT (p) = 3 then
10: Augment each drawing inM′ to contain p as a fixed convex combination of its
neighbours (see Lemma 3.4.2) and let M be the resulting morph.
11: else if degT (p) = 4 then
12: Augment each drawing inM′ to contain p as a fixed convex combination of two
of its neighbours (see Lemma 3.4.2) and let M be the resulting morph.
13: else if degT (p) = 5 then
14: Augment each drawing inM′ to contain p in the corresponding set of nice points







Morphing from one Schnyder drawing
to another
As we saw in Chapter 2, given a Schnyder wood and a weight distribution (a positive
assignment weights to the set of interior faces) we can obtain a planar drawing of the
corresponding planar triangulation. Also recall from Chapter 2, that for a given planar
triangulation there may be exponentially many Schnyder woods. The aim of this chapter
is to show that it is possible to morph between any two drawings obtained from a Schnyder
wood and a weight distribution, even in the case where the corresponding Schnyder woods
differ. The resulting morph can be expressed as 〈Γ1, . . . ,Γk〉, where each Γi is a weighted
Schnyder drawing, the intermediate drawings are on a grid of size O(n) × O(n) and k =
O(n2), where n denotes the number of vertices of the planar triangulation. In Chapter 5 we
discuss how the morph resulting from flipping a facial triangle can be implemented using
3 unidirectional morphs.
This chapter is structured as follows. In the following section we begin by showing that
it is possible to morph, while preserving planarity, between two drawings obtained from
a fixed Schnyder wood and two weight distributions. Section 4.2 is devoted to showing
that planarity is preserved when morphing linearly between two drawings obtained from
Schnyder woods that differ by a face flip and any weight distribution. In Figure 4.1 we
show the intermediate drawings from the morph resulting from performing some facial
flips. In Section 4.3 we show that it is possible to obtain a planar morph consisting of at
most 3 linear morphing steps between any two weighted Schnyder drawings arising from
Schnyder woods that differ by a flip of a separating triangle. Finally, in Section 4.4 we
prove that there exists a sequence of linear morphs of polynomial length between any two
Schnyder drawings of a planar triangulation where each intermediate drawing is realizable
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in an O(n)×O(n) grid. The last section also features the algorithm that morphs between
any two given Schnyder drawings.
Figure 4.1: A sequence of triangle flips. In each drawing the triangle to be flipped is
darkly shaded, and the one most recently flipped is lightly shaded. The linear morph from
each drawing to the next one is planar. At the bottom we illustrate the piecewise linear
trajectories followed by vertices during the sequence of flips.
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4.1 Planar morphs from weight distributions
In this section we prove that if we are given a Schnyder wood of a planar triangulation
and two weight distributions w and w′ on the set of interior faces, then morphing linearly
between the corresponding drawings defines a planar morph. This type of morph will be
used in this chapter at two different stages. The first stage is when we flip separating
triangles. Here a weight distribution satisfying a special condition will be required, thus
redistributing weight will be of use. The second stage will be for the our main result in this
chapter, as it might be the case that the given drawings are not realizable in an O(n)×O(n)
grid. Thus, as a first step we will redistribute weights so that all weights are the same and
thus the drawings are realizable in an O(n)×O(n) grid.
We begin by proving that redistributing weights defines a linear morph. Here we are
only concerned with showing that the resulting morph is linear and not with planarity,
thus some faces may be assigned negative weights.
Lemma 4.1.1. Let T be a planar triangulation and let S be a Schnyder wood of T . Con-
sider two weight assignments w and w′, and denote by Γ and Γ′ the drawings of T induced
by w and w′ respectively. Then the family of drawings induced by wt = (1− t)w + tw as
t goes from 0 to 1 corresponds to the linear morph 〈Γ,Γ′〉.
Proof. Let rti(x) =
∑
f∈Ri(x) w
t(f) and note that rti(x) = (1−t)r0i (x)+tr1i (x). The position
of x at time t, xt, is given by





= (1− t)(r01(x), r02(x), r03(x)) + t(r11(x), r12(x), r13(x))
= (1− t)x0 + tx1.
Therefore each vertex each vertex x moves linearly from its position in Γ to its position as
Γ′, as desired.
Let Γ and Γ′ be drawings induced by two weight distributions and a fixed Schnyder
wood. In the following result we show that the linear morph 〈Γ,Γ′〉 preserves planarity.
Lemma 4.1.2. Let T be a planar triangulation and let S be a Schnyder wood of T . Con-
sider two weight distributions w and w′, and denote by Γ and Γ′ the Schnyder drawings of
T induced by w and w′ respectively. Then the linear morph 〈Γ,Γ′〉 is planar.
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Proof. Consider the family of functions {wt}t∈[0,1], defined as
wt(f) = (1− t)w(f) + tw′(f).
By Lemma 4.1.1 it follows that the drawings induced by wt define a linear morph, and this
linear morph must be 〈Γ,Γ′〉. Note that w0 = w and w1 = w′ are weight distributions.








tw′(f) = 2n− 5,
for any t ∈ [0, 1]. Therefore by Theorem 2.4.3 each drawing is planar. Thus the resulting
linear morph is planar.
The previous result only applies provided the Schnyder wood is fixed. In what follows
we will show how to morph between any two induced Schnyder drawings, even if they are
induced by two different Schnyder woods.
4.2 Flips on faces define morphs
This section is devoted to the analysis of flips of faces in Schnyder woods. We begin by
investigating how the regions for each vertex change and use this to derive the variation
of the barycentric coordinates induced by the Schnyder wood. We finalize the section
by proving that morphing linearly from one Schnyder drawing to another one obtained
by flipping a cyclically oriented face, both drawings given by a fixed weight distribution,
defines a planar morph. We note that our result does not make any assumptions about
the weight distributions, thus the fact that the drawings are realizable in an O(n)×O(n)
grid depends only on the given Schnyder drawings.
Let us begin by introducing some notation. Consider a planar triangulation T equipped
with a Schnyder wood S. Suppose there is a cyclically oriented face xyz in S. Without
loss of generality we will assume that xyz is oriented counterclockwise and that (x, y) has
colour 1. Let S ′ be the Schnyder wood obtained from S by flipping xyz. Let w be a weight
distribution and let (v1, v2, v3) denote the Schnyder coordinates for vertex v obtained from
S and w, and let (v′1, v′2, v′3) denote the Schnyder coordinates for vertex v obtained from
S ′ and w. We use P ′i (v) and R′i(v) to denote the outgoing path from v in colour i and the
i-th region of i in S ′ respectively. For an interior edge pq of T , we define ∆i(pq) to be the
set of faces bounded by the edge pq and the paths outgoing p and q in colour i. Observe
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Throughout this section, we will use S and S ′ to denote the Schnyder woods described
above. We also use f = xyz to denote the face in S which is flipped to obtain S ′. Given
a weight distribution w, the Schnyder woods S and S ′ induce different Schnyder drawings
of T in the plane. We begin by identifying properties of S and S ′.
Lemma 4.2.1. Let T be a planar triangulation and let S and S ′ be Schnyder woods of T
such that S ′ is obtained from S by flipping a counterclockwise cyclically oriented face xyz
with (x, y) coloured 1. Then the following conditions hold:
1. R1(x) = R′1(x), R3(y) = R′3(y) and R2(z) = R′2(z).
2. D1(x) = D′1(x), D2(z) = D′2(z) and D3(y) = D′3(y).
3. The sets D1(x), D2(z) and D3(y) are pairwise disjoint.
Proof. For each of the conditions we just show the first result, since the other can be
derived by analogous arguments.
1. Let us show that R1(x) = R′1(x). Note that the only path outgoing x that changes




2. We claim D1(x) = D′1(x). This is an immediate consequence of 1, since no edges of
S in R1(x) changed from S to S ′.
3. We now show that D1(x) ∩D2(z) = ∅. First note that R1(x) and R2(z) only share
vertices which are in P3(x) and P3(z), see Figure 4.2. Note that x 6∈ P3(z) otherwise,
since x ∈ P2(z), this would contradict (P1). Finally, for any v ∈ D1(x) \ {x} we have
that v 6∈ P3(x), or else this would contradict (P1) as T−1 ∪ T2 ∪ T−3 would contain
a cycle through x and v. This implies in particular that v 6∈ D2(z). Therefore
D1(x) ∩D2(z) = ∅.
Now, we study the difference between the coordinates of the Schnyder drawings corre-
sponding to S and S ′.
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Lemma 4.2.2. Let T be a planar triangulation and let S and S ′ be Schnyder woods of
T such that S ′ is obtained from S by flipping a counterclockwise cyclically oriented face
f = xyz with (x, y) coloured 1 in S. Consider a weight distribution w and let Γ and Γ′ be
the drawings induced by S and w, and S ′ and w respectively. Then the following relation







(v1, v2, v3) if v 6∈ D1(x) ∪D2(z) ∪D3(y)
(v1, v2 − (δ1(yz) + w(f)), v3 + δ1(yz) + w(f)) if v ∈ D1(x)
(v1 + δ2(xy) + w(f), v2, v3 − (δ2(xy) + w(f))) if v ∈ D2(z)
(v1 − (δ3(xz) + w(f)), v2 + δ3(xz) + w(f), v3) if v ∈ D3(y),

























Figure 4.2: A flip of a counterclockwise oriented face triangle xyz showing changes to the
regions. Observe that ∆1(yz) ∪ {f} leaves R2(v) and joins R′3(v) for any v ∈ D1(x).
Proof. It is clear that the coordinates do not change for any of the exterior vertices. Now,
let us analyze how the coordinates change for each interior vertex. First observe that
the 3 outgoing paths at every interior vertex v of T use at most one edge in total from
(x, y), (y, z) and (z, x), as otherwise this would imply that the corresponding paths share a
vertex different from v, thus contradicting property (P1). Let v 6∈ D1(x) ∪D2(z) ∪D3(y).
Note that its regions remain unchanged, since none of the outgoing paths at v changed,
and its coordinates remain unchanged, as the weights remain fixed. Therefore for such
vertex v we have (v′1, v′2, v′3) = (v1, v2, v3). Now we analyze how the coordinates change
from Γ to Γ′ for the vertices in D1(x)∪D2(z)∪D3(y), see Figure 4.2. By Lemma 4.2.1 we
have that the sets D1(x), D2(z) and D3(y) are pairwise disjoint and by symmetry we may
just consider the case v ∈ D1(x). First observe that the face f is contained in R2(v) in S,
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whereas in S ′ it is contained in R′3(v). It is not only f but also the faces in ∆1(yz) that
are in R2(v) in S, and in R′3(v) in S ′, as shown in Figure 4.2. As in Lemma 4.2.1 we have
R1(v) = R
′
1(v). These are the only changes in the regions corresponding to v. Therefore
R′1(v) = R1(v), R′2(v) = R2(v) \ (∆1(yz) ∪ {f}) and R′3(x) = R3(x) ∪∆1(yz) ∪ {f}. This





3) = (v1, v2 − (δ1(yz) + w(f)), v3 + δ1(yz) + w(f)).
The cases when v ∈ D2(x) and v ∈ D3(x) follow from an analogous argument, so the result
now follows.
Now that we know how the coordinates change from one Schnyder drawing to the other,
we use this to prove that morphing linearly between the drawings does not cause any face
in the region R1(x) to collapse. This is done in the following lemma.
Lemma 4.2.3. Let S be a Schnyder wood of a planar triangulation T that contains a face
f = xyz bounded by a counterclockwise directed triangle with (x, y) coloured 1, and let S ′
be the Schnyder wood obtained from S by flipping f . Denote by Γ and Γ′ the Schnyder
drawings induced by S and S ′ respectively and by a fixed weight distribution w. Then
during the morph 〈Γ,Γ′〉 no face in R1(x) collapses.
Proof. Let bce be a face in R1(x) and suppose at least one vertex of b, c and e is in
D1(x), otherwise all vertices remain fixed by Lemma 4.2.2. Therefore at least one of the
vertices b, c, e is moving at constant speed and with direction parallel to the line segment
a2a3, as the first coordinate remains unchanged during the morph. Since the movement
is monotone, no face collapses, as otherwise this would need to be undone by t = 1. We
analyze this in detail by discarding the possibility that bce collapses during the morph in
each of the following cases.
Case 1: The three vertices b, c and e move.
Case 2: Two vertices of b, c and e move, while one remains fixed.
Case 3: Only one of c, b and e moves.
In each case we formulate algebraically the fact that the face bce collapses and proceed
by contradiction.
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Case 1: Let us start by considering the case where b, c, e ∈ D1(x). We prove that there is
no time r ∈ (0, 1) such that b, c and e are collinear in Γr. Assume there is s ∈ R and
r ∈ (0, 1) so that
br = ser + (1− s)cr. (4.1)
By Lemma 4.2.2 this is equivalent to the following system of equations
b1 − (se1 + (1− s)c1) = 0
b2 − r(δ1(yz) + w(f))− (s(e2 − r(δ1(yz) + w(f))) + (1− s)(c2 − r(δ1(yz) + w(f)))) = 0
b3 + r(δ1(yz) + w(f))− (s(e3 + r(δ1(yz) + w(f))) + (1− s)(c3 + r(δ1(yz) + w(f)))) = 0.
By simplifying the last two equations we obtain
b2 − (se2 + (1− s)c2) = 0
b3 − (se3 + (1− s)c3) = 0.
This implies that b, c and e are collinear in Γ, which contradicts the planarity of Γ.
Case 2: Now let us consider the case where exactly two vertices of the face are in D1(x),
say e, c ∈ D1(x). Again, we proceed by contradiction. We consider two subcases.
1. First we consider the case in which there is a point in time r ∈ (0, 1) where the
fixed vertex br lies in the line segment joining cr and er. We can reformulate this
assumption as equation (4.1) for some s ∈ [0, 1] and r ∈ (0, 1). By Lemma 4.2.2,
if we write the explicit system of equations we obtain
b1 − (se1 + (1− s)c1) = 0 (4.2)
b2 − (s(e2 − r(δ1(yz) + w(f))) + (1− s)(c2 − r(δ1(yz) + w(f)))) = 0 (4.3)
b3 − (s(e3 + r(δ1(yz) + w(f))) + (1− s)(c3 + r(δ1(yz) + w(f)))) = 0. (4.4)
Note that c, e ∈ Rj(b), for some j ∈ {1, 2, 3}, by property (R). Since the edges in
R1(x) and R′1(x) coincide, by Lemma 4.2.1, we have that c, e ∈ R′j(b). Therefore




j by property (R). This implies that if j = 1 then equation (4.2)
does not hold. Now, if j = 2, then b2 > c2, e2 which implies that
b2 > c2 − r(δ1(yz) + w(f)), e2 − r(δ1(yz) + w(f)).
So equation (4.3) does not hold. Finally, if j = 3 then
b3 > c3 + (δ1(yz) + w(f)), e3 + (δ1(yz) + w(f))
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which implies that
b3 > c3 + r(δ1(yz) + w(f)), e3 + r(δ1(yz) + w(f))
and therefore equation (4.4) does not hold. Thus there is no r ∈ (0, 1) such that
br lies in the line segment joining cr and er.
2. Now we consider the case where one of the two vertices that are moving, say c,
lies in the line segment joining the fixed vertex and the second moving vertex.
Suppose by contradiction that at time r ∈ (0, 1) we have that cr is in the line
segment joining br and er. This can be written as
cr = sbr + (1− s)er,
for some s ∈ [0, 1] and r ∈ (0, 1). Writing the explicit system of equations yields
c1 − (sb1 + (1− s)e1) = 0 (4.5)
c2 − r(δ1(yz) + w(f))− (sb2 + (1− s)(e2 − r(δ1(yz) + w(f)))) = 0 (4.6)
c3 + r(δ1(yz) + w(f))− (sb3 + (1− s)(e3 + r(δ1(yz) + w(f)))) = 0. (4.7)
Note that, by property (R), vertices b and e must lie in some region j, j ∈
{1, 2, 3}, of vertex c in S. The edges inR1(x) andR′1(x) coincide, by Lemma 4.2.1,
so we have that b, e ∈ R′j(c). Therefore cj > bj, ej and c′j > bj, e′j, by prop-
erty (R) and since bj = b′j. If j = 1 then equation (4.5) does not hold. Now,
if j = 2, since c2 > e2, then c2 − r(δ1(yz) + w(f)) > e2 − r(δ1(yz) + w(f)).
This together with c2 − r(δ1(yz) + w(f)) > c′2 > b2 implies that equation (4.6)
does not hold. Finally, if j = 3, then c3 > e3 implies c3 + r(δ1(yz) + w(f)) >
e3 + r(δ1(yz) + w(f)) and c3 > b3 implies c3 + r(δ1(yz) + w(f)) > b3. This
implies equation (4.7) does not hold. Therefore there is no r ∈ (0, 1) such that
one of the two vertices that are moving lie in the line segment joining the second
moving vertex and the fixed vertex b.
Case 3: We now consider the case where two vertices are fixed, say b and c, and one vertex
is moving, say e. As in the previous case, we consider two possible subcases.
1. Let us begin by showing that it cannot be possible for er to land in the line
segment joining br and cr. If this is the case, then r ∈ (0, 1), as Γ and Γ′ are
planar drawings. Now, let us assume by contradiction that there is r ∈ (0, 1)
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and s ∈ [0, 1] such that
e1 − (sb1 + (1− s)c1) = 0 (4.8)
e2 − r(δ1(yz) + w(f))− (sb2 + (1− s)c2) = 0 (4.9)
e3 + r(δ1(yz) + w(f))− (sb3 + (1− s)c3) = 0. (4.10)
Recall that vertices b and c lie in some region of e by property (R), say b, c ∈
Rj(e). It also follows from property (R) that ej > bj, cj. Since edges in R1(x)
are the same as edges in R′1(x) by Lemma 4.2.1 and property (R), we have that
e′j > bj, c
′
j. Now, if j = 1 then e1 > b1, c1 and so equation 4.8 does not hold. Let
us assume j = 2. In this case we use e′2 > b2, c2. Since e′2 = e2− (δ1(xy) +w(f))
we have that
e2 − r(δ1(xy) + w(f)) ≥ e2 − (δ1(xy) + w(f)) > sb2 + (1− s)c2,
so equation (4.9) cannot be satisfied. Now, if j = 3 we have e3 > b3, c3 and
therefore
e3 + r(δ1(yz) + w(f)) ≥ e3 > sb3 + (1− s)c3,
which implies that equation (4.10) does not hold. Therefore we cannot have
that the face bce collapses by having er along the line segment joining br and cr.
2. We now show that it is not possible for one of the fixed vertices, say b, to
land along the line segment joining the other two vertices, c and e in this case.
Suppose by contradiction that there is r ∈ (0, 1) such that br is in the line
segment crer. Algebraically we have
b1 − (se1 + (1− s)c1) = 0 (4.11)
b2 − (s(e2 − r(δ1(yz) + w(f))) + (1− s)c2) = 0 (4.12)
b3 − (s(e3 + r(δ1(yz) + w(f))) + (1− s)c3) = 0, (4.13)
for some r ∈ (0, 1) and s ∈ [0, 1]. Let j be the index such that c, e ∈ Rj(b) and
bj > cj, ej, this follows from property (R). If j = 1 then we have b1 > c1, e1
and therefore equation (4.11) cannot be satisfied. Now, if j = 2 then we have
b2 > c2, e2. This implies b2 > e2 − r(δ1(yz) + w(f)), therefore
b2 > e2 − r(δ1(yz) + w(f)), c2,





3. Since e′3 = e3 + (δ1(xy) + w(f)) we have that
b3 > e3 + r(δ1(yz) + w(f)), c3,
so equation (4.13) cannot hold.
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We are now in position to prove the main result of this section.
Theorem 4.2.4. Let S be a Schnyder wood of a planar triangulation T that contains a
face f bounded by a counterclockwise directed triangle, and let S ′ be the Schnyder wood
obtained from S by flipping f . Denote by Γ and Γ′ the Schnyder drawings induced by S
and S ′ respectively and by a fixed weight distribution. Then 〈Γ,Γ′〉 is a planar morph.
Proof. Let {Γt}t∈[0,1] = 〈Γ,Γ′〉. Clearly Γ = Γ0 and Γ′ = Γ1 are planar drawings. It suffices
to show that Γt is planar for all t ∈ (0, 1). Let us assume, without loss of generality, that
f = xyz with (x, y) having colour 1 in S. Note that the set of descendants of x, D1(x),
remains unchanged from S to S ′, and also recall that R1(x) = R′1(x), by Lemma 4.2.1.
First let us observe that among the vertices that change position, see Lemma 4.2.2, those in
D1(x) remain in the region of the plane bounded by x0, x1,P3(x) and P2(x), see Figure 4.3.
This follows from the fact that for t = 0 and t = 1 each of these vertices belongs to R1(x)
and that the trajectory followed by each vertex is monotone. This implies that if any face




Figure 4.3: Region in which x and its descendants move.
It follows from Lemma 4.2.3 that no face collapses in Ri(x) during the morph, here
i ∈ {1, 2, 3}.
There is only one last possible source of faces collapsing, namely xyz. Let us show
that there is no point in time r ∈ [0, 1] such that a vertex of xyz, say x, lies in the line
segment determined by the other two points, in this case yz. Since (x, y) has colour 1 in S,
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it follows that x ∈ R1(y). Similarly, since (z, x) has colour 2 in S, we have that x ∈ R1(z).
Therefore x1 < y1, z1. Now, in S ′ we have that (x, z) has colour 1 and (y, x) has colour
3. This implies x ∈ R′1(z) and x ∈ R′1(y). Hence x′1 < y′1, z′1. Thus we have x1 < y1, z1
and x′1 < y′1, z′1 at times 0 and 1 respectively. Now, since x1 = x′1 it follows that for any
r ∈ (0, 1) and s ∈ [0, 1] we will have x1 < s((1− r)y1 + ry′1) + (1− s)((1− r)z1 + rz′1). Thus
xr cannot be in the line segment joining zr and yr. The result now follows.
4.3 Morphs from flips in separating triangles
As we saw in Section 2.6, given a Schnyder wood with a cyclically oriented triangle, it is
possible to flip such triangle to obtain a second Schnyder wood. In the previous section we
showed that when such triangle is a face, we can obtain a planar linear morph between the
two Schnyder drawings. In this section we obtain a similar result for the case where the
triangle is a separating triangle, the difference is that in this case morphing linearly might
not preserve planarity (see Figure 4.4). We will give a planar morph that uses at most 3
steps, each of which is a linear morph.
We make one remark about the complications caused by separating triangles. It is
tempting to simply combine morphs of the outside and the inside of each separating tri-
angle. Essentially, this assigns coordinates to each vertex relative to the Schnyder wood
of the 4-connected block containing the vertex. The difficulty with this approach is that
separating triangles can be nested c · n deep, and we lose control of the grid size, see Fig-
ure 4.5. An upper bound for the grid size following this approach is O(nc)×O(nc). Since
we wish that each intermediate drawing can be realized in an O(n) × O(n) grid we only
consider coordinates with respect to the three exterior vertices of the planar triangulation.
Let us begin by introducing some notation. Throughout this section we let S and
S ′ be Schnyder woods of a planar triangulation T such that S ′ is obtained from S after
flipping a counterclockwise oriented separating triangle C = xyz, with (x, y) coloured 1 in
S. Consider the uniform weight distribution u and the two drawings Γ and Γ′ induced by S
and u and S ′ and u respectively. For the main result of this section, it suffices to consider
a uniform weight distribution because we can get to it via a single planar linear morph, as
shown in Section 4.1. However, for the intermediate results of the section we need more
general weight distributions. We now give an outline of the strategy we follow. As noted
above, morphing linearly from Γ to Γ′ may cause faces inside C to collapse. However, we
can show that there is a “nice” weight distribution that prevents this from happening. Our
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Figure 4.4: The linear morph defined by a flip of a separating triangle might not be planar
if weights are not distributed appropriately. Here we illustrate the flip of the separating
triangle in thick edges. Snapshots at t = 0, and t = 1 are the top. The bottom drawing




Figure 4.5: (a): Positions given by the Schnyder wood of the whole graph, the barycentric
grid is also shown. (b): Black vertices assigned coordinates with respect to the Schnyder
wood of the separating triangle, the local barycentric grid is displayed too. (c): Same
position assignment for black vertices as in (b) with grid from (a). (d): Simultaneous
drawing of (a) and (b).
plan, therefore, is to morph linearly from Γ to a drawing Γ with a nice weight distribution,
then morph linearly to drawing Γ′ to effect the separating triangle flip. A final change of
weights back to the uniform distribution gives a linear morph from Γ′ to Γ′.
This section is structured as follows. First we study how the coordinates change between
drawings induced by S and S ′ and some weight distribution. We then show that no interior
face of T |C collapses while morphing linearly between Γ and Γ
′, where these drawings are
defined in terms of a special weight distribution, see Lemma 4.3.6. After this, we show
that the morph 〈Γ,Γ′〉 is planar. We then prove the main result of this section, which is
the following.
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Theorem 4.3.1. Let T be a planar triangulation and let S and S ′ be two Schnyder woods
of T such that S ′ is obtained from S by flipping a counterclockwise cyclically oriented
separating triangle C = xyz in S. Let Γ and Γ′ be weighted Schnyder drawings obtained
from S and S ′, respectively, with uniform weight distribution. Then there exist weighted
Schnyder drawings Γ and Γ′ on a (6n − 15) × (6n − 15) integer grid such that the morph
〈Γ,Γ,Γ′,Γ′〉 is planar.
Let us begin by writing down the coordinates in Γ for interior vertices of T |C . Let b be
an interior vertex of T |C and denote by βi the i-th coordinate of b in T |C when considering
the restriction of S to T |C with weight distribution w. By analyzing Figure 4.6, we can
see that the coordinates for b in Γ are
(b1, b2, b3) = (x1 + δ3(xz) + β1, z2 + δ1(yz) + β2, y3 + δ2(xy) + β3)
= (x1, z2, y3) + (δ3(xz), δ1(yz), δ2(xy)) + (β1, β2, β3),
(4.14)
We now analyze how the coordinates of vertices change from Γ to Γ′.
Lemma 4.3.2. Let T be a planar triangulation and let S and S ′ be Schnyder woods of T
such that S ′ is obtained from S by flipping a counterclockwise cyclically oriented separating
triangle C = xyz, with (x, y) coloured 1 in S. Consider a weight distribution w and let Γ
and Γ′ be the drawings induced by S and w, and S ′ and w respectively. Let b ∈ V (T ), and








(b1, b2 − (δ1(yz) + wC), b3 + δ1(yz) + wC) if b ∈ D1(x)
(b1 + δ2(xy) + wC , b2, b3 − (δ2(xy) + wC)) if b ∈ D2(z)
(b1 − (δ3(xz) + wC), b2 + δ3(xz) + wC , b3) if b ∈ D3(y)
(x1, z2, y3) + (δ2(xy), δ3(xz), δ1(yz)) + (β3, β1, β2) if b is an interior vertex of TC
(b1, b2, b3) otherwise,
where wC =
∑
f∈F(T |C) w(f), and (β1, β2, β3) denotes the coordinates of b in T |C with
respect to w and S|C.
Proof. Consider a planar triangulation T with a cyclically oriented separating triangle C
in a Schnyder wood S. Let S ′ be the Schnyder wood obtained from S by flipping C.
Consider the planar triangulation T \C. We associate to T \C the two Schnyder woods





















Figure 4.6: A flip of a counter-clockwise oriented separating triangle xyz.
a weight distribution for T \C where the weight of the face xyz is equal to
∑
f∈F(TC) w(f)
and the weight of the remaining faces is given by w. The first three and the last part of
the result now follow from Lemma 4.2.2 applied to T \ C considering the Schnyder woods
and weight distributions described above.
It only remains to analyze how the coordinates change for an interior vertex b of T |C . As
before, let βi denote the i-th coordinate of b in T |C . The coordinates of b in T |C are given
by (4.14). Denote by β′i the i-th coordinate of b in T |C . Similar to (4.14), see Figure 4.6,





3) = (x1 + δ2(xy) + β
′
1, z2 + δ3(xz) + β
′
2, y3 + δ1(yz) + β
′
3)







Considering that the colours of the interior edges of T |C change from i to i + 1 we have





3) = (x1, z2, y3) + (δ2(xy), δ3(xz), δ1(yz)) + (β3, β1, β2).
This concludes the proof.
Our aim in this section is to show that morphing linearly from Γ to Γ′ while preserving
planarity is possible under certain conditions. In the following lemma we show that, for
an arbitrary weight distribution, no interior face of T |C that is not incident to exterior
vertices of T |C collapses during the linear morph from Γ to Γ′.
Lemma 4.3.3. No face formed by interior vertices of T |C collapses in the morph 〈Γ,Γ′〉.
Proof. Let b, c, e ∈ V (T |C) be interior vertices of T |C such that bce is an interior face of
T |C . We proceed by contradiction by assuming there is a time r ∈ (0, 1) during the linear
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morph such that bce collapses, say br is in the line segment joining cr and er. That is,
assume that
br = ser + (1− s)cr (4.15)
for some r ∈ (0, 1) and s ∈ [0, 1]. By (4.14) and Lemma 4.3.2, the left hand side of (4.15)
can be written as
(x1, z2, y3) + (1− r)(δ3(xz), δ1(yz), δ2(xy)) + r(δ2(xy), δ3(xz), δ1(yz)) + βr,
where βr = (1−r)(β1, β2, β3)+r(β3, β1, β2). Similar to what we have above, by using (4.14)
and Lemma 4.3.2, we can rewrite the right hand side of (4.15) as
(x1, z2, y3) + (1− r)(δ3(xz), δ1(yz), δ2(xy)) + r(δ2(xy), δ3(xz), δ1(yz)) + sεr + (1− s)γr,
where εr and γr are defined analogously to βr. So, equation (4.15) is equivalent to
βr − ((1− s)εr + sγr) = (0, 0, 0).
This can be rewritten as
(1− r)β0 + rβ1 − ((1− s)((1− r)ε0 + rε1) + s((1− r)γ0 + rγ1)) = (0, 0, 0),
and rearranging terms yields
(1− r)(β0 − ((1− s)ε0 + sγ0)) + r(β1 − ((1− s)ε1 + sγ1)) = (0, 0, 0).
This is equivalent to the following system of equations
(1− r)(β1 − ((1− s)ε1 + sγ1)) + r(β3 − ((1− s)ε3 + sγ3)) = 0
(1− r)(β2 − ((1− s)ε2 + sγ2)) + r(β1 − ((1− s)ε1 + sγ1)) = 0
(1− r)(β3 − ((1− s)ε3 + sγ3)) + r(β2 − ((1− s)ε2 + sγ2)) = 0.
To simplify the following arguments, we let Qi = βi − ((1 − s)εi + sγi). So the system of
equations now becomes
(1− r)Q1 + rQ3 = 0 (4.16)
(1− r)Q2 + rQ1 = 0 (4.17)
(1− r)Q3 + rQ2 = 0, (4.18)
Since these coordinates were obtained from a Schnyder drawing, we know there is i ∈
{1, 2, 3} so that βi > γi, εi by property (R). We may assume without loss of generality that
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i = 1. This implies in particular that Q1 > 0. We now multiply equation (4.17) by r and





Using this in equation (4.16) we get (1 − r + r3/(1 − r)2)Q1 = 0. Since Q1 > 0 we must
have
(1− r)3 + r3 = 0.
Simplifying the right hand side we get 3r2−3r+1, which has no real roots. This contradicts
our assumption that r ∈ (0, 1) so the result follows.
In the following lemma we show that no interior face of T |C incident to an exterior edge
of T |C collapses, provided that the given weight distribution w satisfies δ1(yz) = δ2(xy) =
δ3(xz). We prove this only for the interior face of T |C incident to xy, as the proof for the
other two faces follows by an analogous argument. For simplicity, let us use δ1, δ2 and δ3
to denote δ1(yz), δ2(xy) and δ3(xz) respectively in what remains of this section.
Lemma 4.3.4. Let w be a weight distribution for the interior faces of T such that δ1 =
δ2 = δ3. The interior face of T |C incident to xy does not collapse during 〈Γ,Γ′〉.
Proof. Let bxy be the interior face of T |C incident with xy. Assume, by contradiction,
that there is a time r ∈ (0, 1) during the morph such that b, x and y are collinear. That
is br = (1− s)xr + syr. Since (b, x) has colours 2 and 3 in S and S ′ respectively, it follows
that x ∈ R1(b) and x ∈ R′1(b). Thus, property (R) implies x01 < b01 and x01 = x11 < b11.
Similarly y3 < b03, b13. Hence for any r ∈ [0, 1], the first coordinate of b is greater than x1
and the third coordinate of b is greater than y3. Therefore s ∈ (0, 1), as otherwise at least
one of these conditions would not hold.
We write the equation from above explicitly, using (4.14) and Lemma 4.3.2:
(x1, z2, y3)+ (1− r)(δ3, δ1, δ2)+r(δ2, δ3, δ1)+ (1− r)(β1, β2, β3)+r(β3, β1, β2) =
(1− s)
[










f∈F(T |C) w(f). By simplifying and analyzing each coordinate separately we
obtain the following system of equations
(1− r)(δ + β1 − s(2δ + wC)) + r(δ + β3 − sδ) = 0 (4.19)
(1− r)(β2 − (1− s)(δ + wC)) + r(β1 − s(δ + wC)) = 0 (4.20)
(1− r)(δ + β3 − (1− s)δ) + r(δ + β2 − (1− s)(2δ + wC)) = 0, (4.21)
where δ = δ1 = δ2 = δ3. Now, since we have that δ + β3 − sδ > 0 then from (4.19) we
conclude that δ + β1 − s(2δ + wC) < 0. Therefore
β1 − s(δ + wC) < −(1− s)δ < 0. (4.22)
A similar analysis on equation (4.21) yields
β2 − (1− s)(δ + wC) < −sδ < 0. (4.23)
It now follows from inequalities (4.22) and (4.23) that there is no r ∈ [0, 1] satisfying (4.20).
The result now follows.
We are only left to discard one more possible source of faces collapsing within T |C ,
namely faces incident to two interior vertices of T |C and an exterior vertex of T |C . As in
the previous lemma, we require that δ1 = δ2 = δ3. We prove this for the case when the
exterior vertex of T |C is x, since the other two cases follow from a analogous argument.
Lemma 4.3.5. Consider a weight distribution w for the interior faces of T such that
δ1 = δ2 = δ3. Then during the linear morph from the corresponding induced Schnyder
drawings Γ to Γ′ with respect to S and S ′ no face incident to two interior vertices of T |C
and x collapses.
Proof. We proceed by contradiction. Let us assume that the face xbc collapses at time r,
with c ∈ R1(b) and b ∈ R3(c) in S. This and property (R) imply in particular that γ1 < β1
and that β3 < γ3.
We will show that b cannot be in the line segment xc at any time r during the morph.
So we have br = (1− s)xr + scr, with r ∈ (0, 1) and s ∈ (0, 1). By an analogous argument,
it will follow that c cannot be in the line segment xb.
We write the previous equation explicitly. From (4.14) and Lemma 4.3.2 we obtain:
(x1, z2, y3) + (1− r)(δ3, δ1, δ2) + r(δ2, δ3, δ1) + (1− r)(β1, β2, β3) + r(β3, β1, β2) =
(1− s)((x1, z2, y3) + (0, δ3, δ2) + (1− r)(0, δ1 + wC , 0) + r(0, 0, δ1 + wC))
+s((x1, z2, y3) + (1− r)(δ3, δ1, δ2) + r(δ2, δ3, δ1) + (1− r)(γ1, γ2, γ3) + r(γ3, γ1, γ2))
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By simplifying and writing equations for each coordinate we obtain the following system
of equations
(1− r)(δ + β1 − s(δ + γ1)) + r(δ + β3 − s(δ + γ3)) = 0 (4.24)
(1− r)(β2 − (1− s)(δ + wC)− sγ2) + r(β1 − sγ1) = 0 (4.25)
(1− r)(β3 − sγ3) + r(β2 − (1− s)(δ + wC)− sγ2) = 0, (4.26)
where δ = δ1 = δ2 = δ3. Now, since β1 > γ1 from (4.24) we get that δ+β1−s(δ+γ1) > 0 and
therefore δ+β3−s(δ+γ3) < 0. From the previous inequality we get β3−sγ3 < −(1−s)δ < 0.
Now, using this in equation (4.26) we get that β2−(1−s)(δ+wC)−sγ2 > 0. Finally, using
the previous inequality in (4.25) we obtain that β1 − sγ1 < 0, contradicting our original
assumption that β1 > γ1. So the result follows.
We require the condition that δ1 = δ2 = δ3, as otherwise there are instances for which
the linear morph between the drawings induced by S and S ′ contains non planar drawings,
see Figure 4.4. We can now show that morphing linearly between drawings Γ and Γ′ defines
a planar morph. Here the drawings Γ and Γ′ are induced by S and S ′ respectively together
with a weight distribution for which δ1 = δ2 = δ3. This is done in the following lemma.
Lemma 4.3.6. Let T be a planar triangulation and let S and S ′ be two Schnyder woods of
T such that S ′ is obtained from S by flipping a counterclockwise directed separating triangle
C = xyz in S. Let w be a weight distribution on F(T ) such that δ1 = δ2 = δ3 and let
Γ and Γ′ be the Schnyder drawings induced by w and S and S ′ respectively. Then 〈Γ,Γ′〉
defines a planar morph.
Proof. It follows from Lemma 4.3.3, 4.3.4 and 4.3.5 that no interior face of T |C collapses
during the morph 〈Γ,Γ′〉. In particular, during the morph every interior vertex of T |C is
in the interior of the triangle xtytzt. Therefore faces collapsing, if any, must arise from
of F(T \ C) \ {xyz}. Finally, Theorem 4.2.4 implies that no face collapses in T \ C. We
conclude that 〈Γ,Γ′〉 defines a planar morph.
We are now ready to prove the main result of this section.
Proof of Theorem 4.3.1. Our aim is to provide a description for the planar drawings Γ
and Γ′. We will show each of these drawings can be realized in a grid which is three
times finer than the (2n− 5)× (2n− 5) grid. For that purpose, we consider drawings in an
(6n−15)×(6n−15) grid and with weight distributionsw such that
∑
f∈F(T ) w(f) = 6n−15.
Under this setup, the uniform weight distribution takes a value of 3 in each interior face.
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Note that if δ1 = δ2 = δ3 then Γ = Γ and Γ′ = Γ
′, and by Lemma 4.3.6 〈Γ,Γ′〉 is planar.
Let us now handle the case in which δ1 = δ2 = δ3 does not hold. Our approach will be the
following. We will define a new weight distribution w′ such that all weights are integers
and δ1 = δ2 = δ3. This weight distribution is used twice together with Lemma 4.1.2 to
obtain two drawings, namely Γ and Γ′.
Let us now begin by defining the weight distribution w′. We require that all the weights
are integers and that the regions, ∆1,∆2 and ∆3, have weight δ := (δ1 + δ2 + δ3)/3. For
each i, i ∈ {1, 2, 3}, we will define sets Ei, Fi,Gi ⊆ ∆i. The idea is to take away two units
of weight from faces in Ei, and one unit of weight from the face in Fi if δi > δ. For the
case where δi < δ we will transfer weight to the face in Gi.
Define the excess weight of region ∆i to be εi := δi − δ, note that εi is an integer. If
εi = 0 we let Ei = Fi = Gi = ∅, as in this case the weight of ∆i should remain unchanged.
If εi is positive and even then we let Ei be any subset of εi/2 faces of ∆i and Fi = Gi = ∅. If
εi is positive and odd, then we begin by letting Ei be any subset of ∆i consisting of bεi/2c
faces of ∆i, then we define Fi to consist of any face in ∆i \Ei and Gi = ∅. If εi < 0 we let
Gi be any set consisting of one face in ∆i and Ei = Fi = ∅. Finally, let E = ∪i∈{1,2,3}Ei,
F = ∪i∈{1,2,3}Fi and G = ∪i∈{1,2,3}Gi. Now, we define w′ as follows.
w′(f) =

w(f) if f 6∈ E ∪ F ∪G
w(f)− 2 if f ∈ E
w(f)− 1 if f ∈ F
w(f)− εi if f ∈ Gi.
It is clear that w′ is a weight distribution, as the weight of an interior face is at least 1.
It can also be seen that the weights given by w′ are integers. Let us show that it satisfies
δ′i = δ, here δ′i refers to the total weight in ∆i given by w′, i ∈ {1, 2, 3}. Note that if εi = 0
then no weight was taken or added in from ∆i in w′, as the sets Ei, Fi and Gi are empty in
this case. Now, suppose εi is positive and even. Then we have |Ei| = εi/2, |Fi| = |Gi| = 0.
Therefore precisely εi units of weight were taken away from ∆i, two units from each face
in Ei. Therefore δ′i = δ. For the case where εi is positive and odd, observe that Gi = ∅. In
this case 2bεi/2c units of weight were taken from faces in Ei and 1 unit of weight from the
face in Fi. This amounts to a total of 2bεi/2c+ 1 = εi units of weight taken away from ∆i,
as desired. Finally, if εi < 0, then the amount of weight added to the face in Gi is −εi. In
any case we get that δ′i = δ, as desired.
Let Γ and Γ be the drawings induced by w and w′, and S respectively. Similarly let
Γ
′ and Γ′ be the drawings induced by w′, w, and S ′. By Lemma 4.1.2 we have that the
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morphs 〈Γ,Γ〉 and 〈Γ′,Γ′〉 are planar. Now, by Lemma 4.3.6 we have that 〈Γ,Γ′〉 is planar.
The result now follows.
Figure 4.7: The morph resulting from flipping a separating triangle.
4.4 Traversing the Schnyder lattice
The main result of this section shows that it is possible to morph between any two Schnyder
drawings in O(n2) linear morphing steps while preserving planarity throughout the morph.
The intermediate drawings in the morph are realizable in an O(n)×O(n) grid.
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Consider a planar triangulation T . Let S and S ′ be two Schnyder woods such that
S ′ can be obtained from S by flipping a cyclically oriented triangle C. Let u denote
the uniform weight distribution and consider the drawings Γ and Γ′ induced by S and S ′
respectively together with the weight distribution u. In Section 4.2 we have shown that it
is possible to morph linearly, while preserving planarity, from Γ to Γ′ provided that C is
an interior face of T . In Section 4.3 we proved that there exists a sequence of at most 4
drawings starting at Γ and ending at Γ′ so that we can morph linearly between consecutive
drawings while preserving planarity, whenever C is a separating triangle. As shown by
Felsner in [30] these are the only two operations that are required to traverse the lattice
of Schnyder woods. In this section we use the results from Sections 4.2 and 4.3 to show
that given any two Schnyder drawings Γ and Γ′ induced by any two Schnyder woods S
and S ′ and any two weight distributions w and w′ respectively, there exists a sequence of
drawings of length O(n2) starting at Γ and ending at Γ′ with the property that linearly
morphing between consecutive drawings preserves planarity and each intermediate drawing
is realizable in an O(n)×O(n) grid.
Theorem 4.4.1. Let T be a planar triangulation and let S and S ′ be Schnyder woods of T .
Consider the drawings Γ and Γ′ induced by S and S ′ together with with weight distributions
w and w′ respectively. There exists a sequence of drawings Γ1, . . . ,Γk such that k = O(n2),
Γ = Γ1, Γ′ = Γk, the linear morph〈Γi,Γi+1〉 is planar, 1 ≤ i ≤ k − 1, and the intermediate
drawings in the sequence can be realized in an O(n)×O(n) sized grid. Furthermore, these
drawings can be obtained in polynomial time.
Proof. Let T be a planar triangulation on n vertices and let S and S ′ be Schnyder woods
of T . Since it may be the case that Γ or Γ′ are not realizable in an O(n)× O(n) grid, we
consider the drawings of T Γ and Γ′ obtained from the uniform weight distribution and
S and S ′ respectively. It just remains to show that we can morph from Γ to Γ′ in O(n2)
steps while realizing each drawing in an O(n)×O(n) grid. This follows from the fact that
〈Γ,Γ〉 and 〈Γ′,Γ′〉 are planar by Lemma 4.1.2.
By Lemma 2.7.4 the flip distance between S and S ′ in the lattice of Schnyder woods is
O(n2). Therefore, there is a path in the lattice of Schnyder woods, P = S1, . . . , Sk, such
that Si differs from Si+1 by a triangle flip, i = 1, . . . , k, with k = O(n2). Note that we
can morph between drawings associated to consecutive Schnyder woods in P in at most 4
steps by Theorems 4.2.4 and 4.3.1. Therefore the total length of the sequence of drawings
is O(n2).
Also note that the drawings in the sequence can be realized in an O(n)×O(n) grid. This
clearly holds for the drawings obtained from uniform weight distributions by Theorem 2.4.3.
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For the drawings obtained from redistributing weight to perform a separating triangle flip,
this holds by Theorem 4.3.1. Finally, note that the intermediate drawings in the morph
can be obtained in O(n2) time, O(n) time per drawing.
To conclude this section we give pseudocode for the algorithm that yields a planar
morph between any two Schnyder drawings that consists of O(n2) linear morphing steps.
Let T be a planar triangulation on n vertices and let Γ1 and Γ2 be two Schnyder drawings
of T . We begin by presenting the procedure Schnyder morph no flip. This procedure
obtains a planar morph consisting of O(n2) linear morphing steps from any Schnyder
drawing Γ to the Schnyder drawing induced by the Schnyder wood with no flippable faces
and the uniform weight distribution, denoted by u.
Algorithm 2 Morph to Schnyder drawing with no flippable triangle.
1: procedure Schnyder morph no flip(Γ)
Require: Γ a Schnyder drawing of a planar triangulation.
2: Let S be the Schnyder wood associated to Γ.
3: Let Γ0 := Γ
4: Let Γ1 be the drawing induced by S and u
5: i := 2
6: while S has a flippable triangle xyz do
7: if xyz is a facial triangle then
8: Redefine S as the Schnyder wood resulting from flipping xyz in S
9: Let Γi be the drawing induced by S and u
10: i := i+ 1
11: else if xyz is a separating triangle then
12: Let w be a weight distribution with δ1 = δ2 = δ3
. δ1, δ2 and δ3 depend on xyz, see Lemmas 4.3.4–4.3.6
13: Let Γi be the drawing induced by S and w
14: Redefine S as the Schnyder wood resulting from flipping xyz in S
15: Let Γi+1 be the drawing induced by S and w
16: Let Γi+2 be the drawing induced by S and u
17: i := i+ 3
18: end if
19: end while
return 〈Γ0, . . . ,Γi−1〉
20: end procedure
We now present the main algorithm of this chapter. It is an algorithm that obtains a
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morph between any two Schnyder drawings of a planar triangulation. We use the procedure
Schnyder morph no flip as a subroutine.
Algorithm 3 Morphing between any two Schnyder drawings
1: procedure Schnyder Morph(Γ1,Γ2)
Require: Γ1 and Γ2 Schnyder drawings of a planar triangulation.
2: Let M1 be the morph resulting from Schnyder morph no flip(Γ1)
3: Let M2 be the morph resulting from Schnyder morph no flip(Γ2)
4: Let M ′2 be the morph resulting from reversing M2






Morphing from a planar drawing to a
Schnyder drawing
In this chapter we show how to morph, using only unidirectional morphs, from an arbitrary
drawing of a planar triangulation to a Schnyder drawing obtained from a positive weight
distribution. We use this result together with our main result from Chapter 4 to prove
that given two drawings Γ1 and Γ2 of a planar triangulation we can find a planar morph
consisting of O(n2) linear morphs from Γ1 to Γ2. This result provides an alternate solution
to the morphing problem to that presented in Chapter 3.
The first result will be proved by induction on the number of vertices of the planar
triangulation T . Observe that the result clearly holds for the planar triangulation K4. The
inductive step will consist of an edge contraction, where the edge ux to be contracted is
such that the resulting graph, Tu,x, is 3-connected and u is a low-degree interior vertex. The
property that Tu,x is 3-connected will imply that it is a planar triangulation with one fewer
vertex, and the property that u is a low-degree vertex will simplify the task of obtaining
a Schnyder wood and a suitable weight distribution for T by using that of Tu,x. In the
following section we discuss the existence of a contractible edge. In Section 5.2 we show
how to obtain a Schnyder wood for T that preserves most of the edges of the Schnyder wood
of Tu,x. Then, in Section 5.3 we show how to obtain a suitable weight distribution that
preserves the positions of all vertices except one. As we will see, in Sections 5.2 and 5.3
we omit an exceptional case. Section 5.4 will be devoted to handling that exceptional
case. The exceptional case requires that we prove that if we allow a certain face to be
assigned a weight of 0 we may still obtain a planar drawing from a Schnyder wood. Then
in Section 5.5 we put together our results from previous sections to show that we can extend
a Schnyder drawing of Tu,x to a Schnyder drawing of T by performing a constant number of
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unidirectional morphs and an uncontraction. Section 5.6 is devoted to stating and proving
the main result of this chapter. Finally, in Section 5.7 we present two algorithms. The
first algorithm produces a morph from an arbitrary drawing to a Schnyder drawing, and
the second algorithm morphs between any two drawings of a planar triangulation. The
approach used in the second algorithm consists of morphing each of the input drawings
to Schnyder drawings and then using our morphing algorithm from Chapter 4 to morph
between the Schnyder drawings.
5.1 Existence of a contractible edge
The inductive step in the proof of the main result of this chapter requires that we reduce
the number of vertices by 1. In order to achieve this, we need to guarantee that there exists
a suitable interior edge to contract. To simplify the argument that follows the inductive
step, we add the condition that one of the endpoints of the edge to contract is a low-degree
interior vertex. In this section we show that there always exists a suitable edge to contract.
Let us begin by formulating precisely what we mean by a suitable contractible edge.
We use notation introduced in Section 2.2 for edge contraction. Let T = (V,E) be a planar
triangulation on n vertices and let Γ be a straightline drawing of T . We call an interior
edge ux ∈ E contractible if the following three conditions hold.
(C1) Vertex u is a low-degree interior vertex, that is deg(u) ≤ 5,
(C2) the graph Tu,x is a planar triangulation on n− 1 vertices, and
(C3) the positions of the vertices given by Γ define a straightline drawing of Tu,x.
Let us now show that there always exists a contractible edge.
Theorem 5.1.1 (Cairns [22]). For any planar triangulation T = (V,E) and any straight-
line drawing Γ of T , there exists a contractible edge.
Proof. By Lemma 3.1.1 there is at least one low-degree interior vertex, call it u. Let N(u)
denote the set of neighbours of u and let P be the ≤ 5-gon in Γ defined by the vertices in
N(u).
By Lemma 3.1.2 there is a vertex x ∈ N(u) that is in the kernel of P , K(P ). Let
us show that ux is the desired contractible edge. Note that vertex u satisfies (C1) by
construction.
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Let y1 and y2 denote the two vertices in P so that y1, x, y2 are consecutive in that
order around u. We claim that N(u) ∩ N(x) = {y1, y2}. Since x ∈ K(P ), every vertex
of P is visible from x. If there were a third vertex of P , say w, such that wx ∈ E, then
since x ∈ K(P ) the edge wx is contained in P and would therefore cross one of uy1 or uy2.
Thus, by Lemma 2.2.1, Tu,x is a planar triangulation on n− 1 vertices, so (C2) is satisfied.
Finally, one can see that since x ∈ K(P ) we have that condition (C3) is also satisfied. The
result now follows.
5.2 Extending the Schnyder wood
In this section we show that given a contractible edge ux, with u a vertex of degree at most
4, there is a unique way to extend a Schnyder wood S ′ of Tu,x to a Schnyder wood S of T ,
where the arcs of S are arcs of S ′, except for the arcs incident to u. For the case where u is
a vertex of degree 5, we will see that there exist three possibilities, depending on the type
of arcs incident to x, and in two of these three cases, we obtain a similar result as above.
The third case will be handled in Section 5.4. The intuition as to why the existence of
these Schnyder woods is relevant, is that they preserve the structure of the regions for each
interior vertex, thus simplifying the process of recovering a suitable weight distribution for
our morph as we will see in the following section. The idea in the proofs of the lemmas in
this section is similar to that of the proof of Theorem 2.2.3 in that an edge is uncontracted
to obtain the new Schnyder wood. The difference in our approach is that in general it is
not the case that an endpoint of the contracted edge is an exterior vertex.
We begin by considering the case where u has degree at most 4.
Lemma 5.2.1. Let T = (V,E) be a planar triangulation and let e = ux ∈ E be a con-
tractible edge with deg(u) ≤ 4. If S ′ is a Schnyder wood of Tu,x then there exists a unique
Schnyder wood S of T such that the arcs of S, except for those incident with u, are arcs
of S ′.
Proof. To obtain the desired Schnyder wood for T we use most of the arcs in S ′. After
this we assign orientation and colours to the remaining edges, the ones incident to u in T .
Let us first consider the case where deg(u) = 3, suppose that x, y and z are the neigh-
bours of u. Then xyz is a face of Tu,x. We may assume without loss of generality that x, y,
z is the clockwise order around u of its neighbours.
We begin by adding all arcs of S ′ to S. As a consequence, the arcs in S not incident
with u, x, y or z satisfy conditions (D1) and (D2) from the definition of Schnyder wood.
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We are only left to add the arcs in S incident with u, for these we proceed as follows.
Let us consider the case where (y, x) ∈ S ′, the case where (x, y) ∈ S ′ can be handled by
a similar argument. We may assume without loss of generality that (y, x) has colour 1,
see Figure 5.1. Since deg(u) = 3 the three arcs at u must be outgoing. Observe that
since (y, x) has colour 1, if condition (D2) is to hold at x then (u, x) must have colour 1,
any other colour would generate two consecutive incoming arcs at x of different colours.
Now, we must have that the colours of (u, y) and (u, z) must be 2 and 3 if condition (D2)
is to hold at u. Here we observe that (y, x) uniquely determined S. Now that we have
defined S, note that the order of the arcs in S around u, x and y satisfy condition (D1)
from the definition of Schnyder wood. Now, since S ′ is a Schnyder wood, it follows from
Lemma 2.3.1 that (z, x) has colour 1 or (x, z) has colour 3. In either case, the order of the
arcs in S around z also satisfy condition (D1) from the definition of a Schnyder wood. An
analogous argument can be used for the case where (x, y) has colour 1 in S ′, in this case










Figure 5.1: The case where deg(u) = 3, and (y, x) ∈ S ′ has colour 1.
Now let us consider the case where deg(u) = 4. Let w, x, y, and z be the neighbours of u
in clockwise order. Then xyz and wxz are faces in Tu,v that share the edge xz. We use the
arcs in S ′ other than (x, z) and (z, x) for S. Let us consider the case where (x, z) ∈ S ′, the
case with (z, x) ∈ S ′ can be handled similarly. Without loss of generality we may assume
that (x, z) has colour 1, see Figure 5.2. If this is the case and if condition (D1) is to hold
at x in S, then there must be an outgoing arc of colour 1 at x in S. Therefore (x, u) must
be of colour 1. Now given that (x, u) has colour 1 and if condition (D1) must hold at u,
it follows that (u, y), (u, z), (u,w) ∈ S and they must have colours 3, 1 and 2 respectively.
At this point we make the observation that the resulting set S, if a Schnyder wood, is
unique. The set of arcs S we have defined satisfies condition (D1) at vertices V \ {w, y, z}.
It follows from Lemma 2.3.1 applied to S ′ and faces xyz and wxz that (y, z) has colour 1
or (z, y) has colour 3, and (w, z) has colour 1 or (z, w) has colour 2 in S. Therefore (u, z)
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being of colour 1 is compatible with the colours of the arcs around z and so condition (D1)
holds at z in S. Again, from Lemma 2.3.1 applied to S ′ and to the face xyz we have that
(y, z) has colour 1 or (z, y) has colour 3, and (x, y) has colour 3 or (y, x) has colour 2. Thus
(u, y) being of colour 3 is compatible with the ordering of the arcs around y and therefore
condition (D1) holds at y. An analysis similar to the one used for y can be used for z to














Figure 5.2: The case where deg(u) = 4, and (x, z) ∈ S ′ has colour 1.
Next we address the case where u has degree 5. There will be one exceptional subcase,
which we will treat in Section 5.4.
Lemma 5.2.2. Let T = (V,E) be a planar triangulation and let e = ux ∈ E be a con-
tractible edge with deg(u) = 5. Say v, w, x, y and z are the neighbours of u in T listed in
clockwise order. If S ′ is a Schnyder wood of Tu,x with at least one of (v, x) and (z, x) in S ′,
then there exists a unique Schnyder wood S of T such that the arcs of S, except for those
incident with u, are arcs of S ′.
Proof. As in the proof of the previous lemma, to obtain the desired Schnyder wood for T
we use most of the arcs in S ′. After this we assign orientation and colours to the remaining
edges, the ones incident to u in T . Note that if both (v, x) and (z, x) are in S ′ then they
must have the same colour since they are consecutive arcs around x. Let us assume without
loss of generality that the arcs incoming to x from {v, z} have colour 1.
We begin by considering the case where both (v, x) and (z, x) are in S ′, see Figure 5.3.
Let us now define S. Begin by taking all arcs in S ′, except (v, x) and (z, x), and adding
them to S. As for the arcs in S incident to u, we let (u, x), (v, u), and (z, u) be of colour
1, (u, y) be of colour 2 and (u,w) be of colour 3. Note that conditions (D1) and (D2) are
satisfied at V \{w, x, y}. Note that in S ′ (x, y) has colour 2 or (y, x) has colour 1, therefore
the arcs at x and y have the proper colours and orientations in S. A similar assertion holds
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for z, where (x, z) has colour 3 or (z, x) has colour 1. Thus S is a Schnyder wood. The
uniqueness of S in this case follows from the fact that in S we must have (v, u) and (z, u)


















Figure 5.3: Arcs (v, x), (z, x) ∈ S ′ have colour 1.
Now, let us consider the case where there is only one incoming arc to x from {v, z}
in S ′. Assume without loss of generality that such incoming arc is (z, x), see Figure 5.4.
It follows that (x, v) is of colour 3. We take all arcs in S ′, except (z, x) and (z, v), and
add them to S. We let the arcs incident to u in S be the following. Take (z, u) and
(u,w) in colour 1, (u, y) in colour 2, and (x, u) and (u, v) in colour 3. It now follows that
conditions (D1) and (D2) hold for vertices in V \ {w, x, y}. Finally, note that (w, x) has
colour 2 or (x,w) has colour 1 and similarly for (x, y) and (y, x). Therefore the arcs at
w, x and y satisfy the conditions in the definition of a Schnyder wood. We arrive to the
conclusion that S is a Schnyder wood. Here the uniqueness follows from the fact that in S
we must have (x, u) of colour 3 and (z, u) of colour 1. Thus the remaining arcs at u must
be outgoing and their colours are determined.
5.3 Finding the weight distribution
Let T be a planar triangulation. One of the steps of the morphing procedure presented
in this chapter consists of performing a sequence of “uncontractions” while maintaining a
weighted Schnyder drawing. In other words, starting from a weighted Schnyder drawing of




















Figure 5.4: Arcs (x, v), (z, x) ∈ S ′ have colours 3 and 1 respectively.
Recall that a weight distribution is an assignment of positive weights to the interior
faces. This section is devoted to showing how to obtain suitable weight distributions for
the Schnyder woods of T obtained from Lemmas 5.2.1 and 5.2.2 from weight distributions
for Schnyder woods of Tu,x, so that the positions of all vertices of Tu,x are preserved. We
begin with Lemma 5.3.1 where we analyze the case where u has degree at most 4. Then
in Lemma 5.3.2 and Lemma 5.3.3 we consider two cases where the degree of u is 5.
Lemma 5.3.1. Let T = (V,E) be a planar triangulation and let e = ux ∈ E be a con-
tractible edge with deg(u) ≤ 4. Assume that Γ′ is a weighted Schnyder drawing of Tu,x
induced by S ′ and w′. Then there exists a weighted Schnyder drawing Γ of T such that the
position of each vertex of Tu,x is preserved from Γ′ to Γ.
Proof. Since we are interested in obtaining a weighted Schnyder drawing of T in which the
positions of vertices of T ′ as given by Γ′ are preserved, our aim will be to use the Schnyder
wood from Lemma 5.2.1 and find a suitable weight distribution that induces the desired
drawing. Most of the weights to obtain the drawing of T will be the same as the ones
assigned by w′, except at the faces incident to u. Let S be the Schnyder wood given by






for all v ∈ V \ {u}.
First let us consider the case where deg(u) = 3 and let us assume without loss of
generality that the arc (u, x) has colour 1 in S. In this case xyz is a face in Tu,x, so let
a := w′(xyz). Let p, q and r denote the weights of uxz, uxy and uyz respectively assigned
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by w, see Figure 5.5. For each face f of Tu,x different from {xyz}, we let w(f) := w′(f).
Since the total weight is 2n−5, we must have p+q+r = a, so taking p = q = r = a/3 yields
a weight distribution. Furthermore, for a given vertex v ∈ V \ {u} if xyz 6∈ R′i(v), then
clearly (5.1) holds. On the other hand, xyz ∈ R′i(v) if and only if uxz, uxy, uyz ∈ Ri(v),
thus (5.1) also holds in this case. We can now conclude the Schnyder drawing of T , Γ,












Now, we move on to the case where deg(u) = 4. Let us assume without loss of generality
that (x, z) has colour 1 in S ′, thus (x, u), (u, z) have colour 1 in S. Let a and b be the
weights given by w′ and let p, q, r and s be the weights given by w to the faces shown in




















Now, since the total weight is 2n− 5, we must have that a+ b = p+ q + r + s. Note that
for every vertex v ∈ V \ {u} we have that xyz ∈ R′i(v) if and only if uxy, uyz ∈ Ri(v).
Likewise for wxz and uwx, uwz. Thus we must have a = p + q and b = s + t. Note that
taking p = q = a/2 and s = t = b/2 yields a weight distribution. Consider the weighted
Schnyder drawing Γ of T obtained from S andw. We now show that Γ satisfies the required
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conditions. Let v be an interior vertex of T , v 6= u. If xyz, wxz 6∈ R′i(v), then since w and





′(f). Therefore in this case
the i-th coordinate of v is preserved from Γ′ to Γ. Three more cases can arise, and in each
of these at least one of xyz and wxz is in R′i(v). We only consider one of those three cases,
noting that the remaining two can be proved in a similar way. Suppose xyz, wxz ∈ R′i(v).
Let A = {uwx, uwz, uxy, uyz} and A′ = {xyz, wxz}. Here we have∑
f∈Ri(v)












Therefore the i-th coordinate is also preserved in this case. Thus the positions of vertices
in Tu,x are preserved from Γ′ to Γ, as desired.
We now consider one case where u has degree 5.
Lemma 5.3.2. Let T = (V,E) be a planar triangulation and let e = ux ∈ E be a con-
tractible edge with deg(u) = 5. Say v, w, x, y and z are the neighbours of u in T listed in
clockwise order. If S ′ denotes a Schnyder wood of Tu,x where both (v, x) and (z, x) are in
S ′ then for any weighted Schnyder drawing Γ′ of Tu,x given by S ′, there exists a weighted
Schnyder drawing Γ of T such that the position of each vertex of Tu,x is preserved from Γ′
to Γ.
Proof. We use a similar approach as in the proof of the previous lemma, again the goal is
to find a weighted Schnyder drawing of T such that the position of each vertex of Tu,x is
preserved. To obtain the weight distribution for the drawing of T we use most of the weights
as given by w′, except for faces incident to u. We may assume without loss of generality
that (v, x) and (z, x) have colour 1 in S ′. Let S be the Schnyder wood given by Lemma 5.2.2
for the case where (v, x), (z, x) ∈ S ′, A = F(T ) \F(Tu,x) = {uvw, uvz, uwx, uxy, uyz} and
A′ = F(Tu,x) \ F(T ) = {vwx, vxz, xyz}.
We begin by finding a suitable weight distribution w for T and then show that the
drawing induced by w and S satisfies the requirements from the statement. Let w′ be a
weight distribution for T ′ and let Γ′ be the Schnyder drawing given by S ′ and w′. First we



























Figure 5.7: 5-gon case 1. The weights a, b and c assigned by w′ on the left, and the weights
p, q, r, s and t assigned by w on the right.
f ∈ A. Let a, b, c and p, q, r, s, t denote the weights given by w′ and w to the faces in A′
and A, see Figure 5.7. In other words it only remains to define p, q, r, s and t. Let us take
p = q = a/2, r = b and s, t = c/2. We have that∑
f∈F(T )











w′(f) = 2n− 5.
Therefore w is a weight distribution.
Let Γ be the Schnyder drawing obtained from S andw. Let us show that Γ preserves the
positions of the vertices of Tu,x from Γ′. Let α be an interior vertex of Tu,x, we show that the
i-th coordinate of α is preserved from Γ′ to Γ. We will consider several cases, depending
whether R′i(α) has (v, x) or (z, x) in its boundary. The first possibility is that none of
(v, x) and (z, x) is in the boundary of R′i(α) and here we must have that A′ ∩ R′i(α) = ∅
or A′ ⊆ R′i(α) (cases 1 and 2 below). If R′i(α) uses (v, x) then α ∈ D1(v). Here we could
have two possibilities, either A′ ∩ R′i(α) = {vwx} when i = 2 or A′ ∩ R′i(α) = {vxz, xyz}
when i = 3 (cases 3 and 4 below). For the case where R′i(α) uses (z, x) we have α ∈ D1(z),
and this can be handled in a similar fashion as the case where α ∈ D1(v). Finally, we
note that no vertex has both arcs (v, x) and (z, x) bounding a given region, since regions
are bounded by directed paths and here the aforementioned arcs are both incoming to x.
Thus, we only consider the following four cases.
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Thus the i-th coordinate of α is preserved from Γ′ to Γ.
2. Now suppose A′ ⊆ R′i(α) in S ′, or equivalently A ⊆ Ri(α) in S. We have∑
f∈Ri(α)












Thus, in this case the i-th coordinate of α is preserved from Γ′ to Γ.
3. Now let us assume that A′∩R′i(α) = {vwx}. By the structure of S we have that this
is equivalent to A ∩ Ri(α) = {uvw, uwx}, since the 1-path of α in S ′ contains (v, x)
if and only if it contains (v, u) and (u, x) in S. We can now deduce that∑
f∈Ri(α)













4. Finally, let us consider the case where A′ ∩ R′i(α) = {vxz, xyz}. Again, we use the
fact that that the 1-path of α in S ′ contains (v, x) if and only if it contains (v, u) and
(u, x) in S, so A′ ∩R′i(α) = {vxz, xyz} is equivalent to A∩Ri(α) = {uvz, uxy, uxz}.
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In this case we have that∑
f∈Ri(α)












That is, the i-th coordinate of α is preserved from Γ′ to Γ.
Therefore Γ is the desired weighted Schnyder drawing.
Let T be a planar triangulation and let wx ∈ E(T ). Recall that given a Schnyder wood
S of T , we use ∆i(wx) to denote the region enclosed by the edge wx and the i-paths in
S outgoing x and w. If we are given a weight assignment of F(T ), then we use δi(wx) to
denote the sum of the weights of the faces in ∆i(wx). Note that it might be the case that
∆i(wx) is empty if (x,w) or (w, x) are in S and have colour i, in such case we also have
that δi(wx) = 0. Now we consider the second case where u has degree 5, in which exactly
one of (v, x) and (z, x) is in S ′. We will note that unlike in the previous cases, we require
that the weight distribution satisfies a certain condition, which involves the weight δi(wx).
The two cases considered in the statement of Lemma 5.3.3 exhaust all possibilities when
exactly one of (v, x) and (z, x) is in S ′.
Lemma 5.3.3. Let T = (V,E) be a planar triangulation and let e = ux ∈ E be a con-
tractible edge with deg(u) = 5. Say v, w, x, y and z are the neighbours of u in T listed in
clockwise order. Let S ′ be a Schnyder wood of Tu,x, w′ be a weight distribution of F(Tu,x)
and Γ′ be the Schnyder drawing given by S ′ and w′. If exactly one of (v, x) and (z, x) is
in S ′, then we have one of the following.
1. Suppose (z, x) ∈ S ′ and (x, v) ∈ S ′. Let i denote the colour of (z, x). If
w′(xyz) > w′(vwx)/2 + δi(wx)
then there exists a weighted Schnyder drawing Γ of T such that the position of each
vertex of Tu,x is preserved from Γ′ to Γ.
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2. Suppose (v, x) ∈ S ′ and (x, z) ∈ S ′. Let i denote the colour of (v, x). If
w′(vwx) > w′(xyz)/2 + δi(xy)
then there exists a weighted Schnyder drawing Γ of T such that the position of each
vertex of Tu,x is preserved from Γ′ to Γ.
Proof. Our aim for this proof is to find a weight distribution w and a Schnyder wood S
for T that yield the desired drawing Γ in each case. For this we use most weights as given
by w′, except at faces incident to u. Clearly cases 1 and 2 are mutually exclusive. We only
prove the result for case 1, as case 2 can be proved by using an analogous argument, so
assume that (z, x) ∈ S ′. Without loss of generality we may assume (z, x) has colour 1, thus
by condition (D1) (x, v) has colour 3 in S ′, see Figure 5.8. Let S be the Schnyder wood
given by Lemma 5.2.2 for the case where (z, x) ∈ S ′ and (v, x) 6∈ S ′, A = F(T )\F(Tu,x) =
{uvw, uvz, uwx, uxy, uyz} and A′ = F(Tu,x) \ F(T ) = {vwx, vxz, xyz}.
We begin by finding the weight distribution w. Let a, b, c and p, q, r, s, t be the weights


























Figure 5.8: 5-gon case 2
w′. Let w(f) := w′(f) for all f ∈ F(T ) ∩ F(Tu,x). Take p = q = (a − c/2 − δ1(wx))/2,
r = b+ c/2 + δ1(wx) and s = t = c/2. We can now deduce that∑
f∈F(T )













and since the weight of each face is positive, we can conclude thatw is a weight distribution.
Now, let Γ be the Schnyder drawing given by w and S. We just need to show that
the positions of vertices of Tu,x are preserved from Γ′ to Γ. Let α be an interior vertex
of Tu,x. Let us prove that the i-th coordinate of α is preserved from Γ′ to Γ. As in the
proof of Lemma 5.3.2, we consider several cases. These cases will depend on whether
R′i(α) is bounded by (z, x) or (x, v). The case where Ri(α) is bounded by none of (z, x)
and (x, v) implies that either A′ ∩ R′i(α) = ∅ or A′ ⊆ R′i(α) and this can be handled in
a similar way to how case 1 and 2 were handled in the proof of Lemma 5.3.2. Here we
focus on the cases where R′i(α) is bounded by exactly one of (z, x) and (x, v), noting that
it is not possible that both arcs (z, x) and (x, v) bound R′i(α). If R′i(α) uses (x, v) then
α ∈ D3(x). Here we could have two possibilities, either A′ ∩R′i(α) = {vwx} when i = 2 or
A′ ∩R′i(α) = {vxz, xyz} when i = 1 (cases 1 and 2 below). Now, if R′i(α) uses (z, x) then
α ∈ D1(z). In this case we could have two possibilities, either A′ ∩ R′i(α) = {xyz} when
i = 2 or A′ ∩R′i(α) = {vwx, vxz} when i = 3 (cases 3 and 4 below).
1. Suppose A′ ∩ R′i(α) = {vwx}. This occurs if and only if A ∩ Ri(α) = {uvw, uwx}.
Thus ∑
f∈Ri(α)












2. Now assume that A′ ∩ R′i(α) = {vxz, xyz}. This is true if and only if A ∩ Ri(α) =
{uvz, uxy, uyz}. Therefore∑
f∈Ri(α)













3. Now let us consider the case where A′ ∩ R′i(α) = {xyz}. Note that this implies
A∩Ri(α) = {uwx, uxy, uyz}, furthermore Ri(α)\R′i(α) = ∆1(wx)∪{uwx, uxy, uyz}.
This implies that ∑
f∈Ri(α)












4. Finally, for the case where A′ ∩ R′i(α) = {vwx, vxz}, we have that A ∩ Ri(α) =
{uvw, uvz} and R′i(α) \Ri(α) = ∆1(wx) ∪ {vwx, vxz}. Therefore∑
f∈Ri(α)
















Thus in each case the coordinates from Γ′ are preserved on Γ, as desired.
5.4 Handling the exceptional case with deg(u) = 5
Let T be a planar triangulation. In the previous section we showed how to obtain a weighted
Schnyder drawing of T from a weighted Schnyder drawing of Tu,x while preserving the
positions of the vertices of Tu,x. However this was only done for the case where deg(u) ≤ 4
or deg(u) = 5 subject to some constraints. In this section we show that it is still possible
to obtain a straightline drawing for the remaining case where deg(u) = 5.
The exceptional case where deg(u) = 5 and no arc is incoming to x in the Schnyder
wood of Tu,x requires a technical lemma. We must show that if we assign a weight of 0 to
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a transitive interior face f of a Schnyder wood S and a positive weight to all remaining
faces, such that the total weight is 2n− 5, then we still obtain a planar drawing of T from
S. Let g ∈ F(T ) be a face incident to three interior vertices. An assignment of weights w
such that w(f) > 0 for all f ∈ F(T ) \ {g}, w(g) = 0 and
∑
f∈F(T ) w(f) = 2n− 5 is called
a near weight distribution of F(T )\{g}. The lemma we prove is a slightly stronger version
that does not require the interior face g to be transitive. The proof is a modification of
Schnyder’s original argument in [51]. We now state the technical lemma.
Lemma 5.4.1. Let T be a planar triangulation, let S be a Schnyder wood of T and let g be
an interior face of T incident to three interior vertices. If w is a near weight distribution
of F \ {g} then the drawing defined by S and w is planar.
Proof. Let Γ be the drawing induced by S and w. Recall that this is a drawing of T in
the plane r + s + t = 2n − 5. We consider two possible cases depending on the type of
face that g is, see Figure 2.6. In case 1 below we consider the case where g is a transitive
face, type (i) or (ii) in Figure 2.6. Then, in case 2 we treat the case where g is a cyclically
oriented face, type (iii) or (iv) in Figure 2.6.
1. Suppose g is a transitive face, type (i) or (ii) in Figure 2.6. Let us show that Γ is
a planar drawing by showing that each of the three projections of Γ to the planes
r = 0, s = 0 and t = 0 are planar, here we use r, s and t to denote the axis in
3-space. Suppose without loss of generality that g = xyz is of type (i) as illustrated
in Figure 2.6, and let us only consider one of the projections Π, say to the t = 0 plane.
Recall that if all weights were to be positive, then property (R) (p. 21) guarantees
that for each edge ab and a vertex c 6∈ {a, b}, there is a coordinate k ∈ {1, 2, 3} such
that ak, bk < ck. Observe that by setting w(g) = 0 this fails only for edge xz and
vertex y. Thus we separate this special case in our analysis.
We begin by showing that no two edges ab and cd cross in Π whenever at least one
of them does not have y as an endpoint or at least one of them is not xz. First we
prove the following claim.
Claim. If the edge ab defines a segment with negative slope as in the figure below,
then no other vertex is mapped to the shaded triangle from Figure 5.9.
Prof of Claim. Suppose by way of contradiction that there is a vertex c mapped to
the shaded region. This implies there is t ∈ [0, 1] such that






Figure 5.9: No vertex mapped to the shaded triangle
and
(1− t)b2 + ta2 ≤ c2 ≤ b2. (5.3)
Now, by our assumptions on the edges ab and cd we have that there is a coordinate
k such that ck > ak, bk. Therefore t ∈ (0, 1). Now, since we have c1 ≤ a1 and
c2 ≤ b2 then we must have k = 3. Thus c3 > a3, b3. Therefore the previous inequality
together with the left-hand inequalities from (5.2) and (5.3) imply
c1 + c2 + c3 > (1− t)b1 + ta1 + (1− t)b2 + ta2 + (1− t)b3 + ta3 = 2n− 5,
which yields a contradiction to c1 + c2 + c3 = 2n− 5. Thus the claim follows.
We now use the previous claim to show that no two such edges ab and cd cross.
Suppose by contradiction that the edges cross. Without loss of generality suppose a
is the vertex with largest first coordinate. There must be i, j, k ∈ {1, 2, 3} such that
cd ∈ Ri(b), ab ∈ Rj(c) and ab ∈ Rk(d). This will imply in particular that bi > ci, di,
cj > aj, bj and dk > ak, bk. Since the edges cross, we cannot have b1 > c1, d1.
Therefore i, j, k ∈ {2, 3}, and we must have j = k. If j = 2 then we would not have
an edge crossing, therefore i = 2 and j = k = 3. Thus c1, d1 < a1 and c2, d2 < b2. It
now follows from our previous claim, that the edges ab and cd do not cross.
Finally let us show that the edge xz does not cross any edge having y as an endpoint,
say ay. Let us begin by proving that if a ∈ {x, z} then the edges do not cross, in
other words, the points x, y and z are not collinear. By analyzing the regions for x, y
and z we conclude that z1 < y1 < x1, x2 < z2 = y2 and x3 < y3 < z3. Therefore, if
x, y and z are to be collinear, there must be t ∈ [0, 1] such that
(y1, y2, y3) = ((1− t)x1 + tz1, (1− t)x2 + tz2, (1− t)x3 + tz3).
89
Since x2 < y2 and z2 = y2 we must have t = 1, but this contradicts the fact that
z1 < y1. Therefore x, y and z are non collinear. Now suppose a is a neighbour of y
that is different from x and z. Clearly any such neighbour satisfies xz ∈ R2(a), thus
x2, z2 < a2. From this it follows that there is no edge crossing in the projections to
the planes r = 0 and t = 0. So, suppose there is an edge crossing in the projection
to the plane s = 0. Note that xz defines a negative slope line segment. By our claim
from above applied to xz and a we conclude that a cannot lie in the shaded region
from Figure 5.9. This together with the facts that a1 < x1, a3 < z3, and x, y and z
are not collinear implies that x must lie inside the shaded region from Figure 5.9. By
using this assumptions we can formulate strict inequalities as (5.2) and (5.3) which
would lead us to a contradiction by an analogous argument to that used in the proof
of the claim. Therefore the drawing given by S and w is planar, as desired.
2. Now let us suppose that g is a cyclically oriented face. In this case we will show that
the positions given by w and S as given in the statement of Theorem 2.4.3 define a
barycentric embedding of T . It is clear that each vertex is assigned a point in the
plane r + s + t = 2n − 5. Let uw ∈ E and let v ∈ V \ {a, b}. If v is an exterior
vertex, say ai then we can see that vi > ui, wi, as desired. Now suppose v is an
interior vertex. We have that uw ∈ Ri(v) for some i ∈ {1, 2, 3}. If u is an exterior
vertex, then ui = 0, since the exterior vertex ai is not in Ri(v). Therefore vi > ui.
Now, if u is an interior vertex, then it follows from Lemma 2.4.2 that the set of faces
A := Ri(u) ( Ri(v) contains at least one face. If |A| ≥ 2 then at least one of the
faces in A has positive weight, therefore vi > ui. Finally, if |A| = 1 the the face in
A cannot be g, as by Lemma 2.4.2 we must have that the face in A is not cyclically
oriented. Thus the face in A has positive weight and therefore vi > ui. An analogous
argument can be used to show that vi > wi. It now follows that w and S define a
barycentric embedding.
So far we have analyzed all possible configurations for contractible edges except two.
The cases that remain to be considered are those where degT (u) = 5, (x, v), (x, z) are in
the Schnyder wood of Tu,x and
1. neither of vwx and xyz are cyclically oriented in the Schnyder wood of Tu,x,
2. at least one of vwx and xyz is cyclically oriented in the Schnyder wood of Tu,x.
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Case 1 is treated in the next lemma, whereas case 2 can be handled by performing a flip
or a flop operation on the cyclically oriented face, thus allowing us to apply Lemma 5.3.3.
We do not state case 2 explicitly as a lemma, instead we will handle it directly when it
arises in the next section.
Lemma 5.4.2. Let T = (V,E) be a planar triangulation and let e = ux ∈ E be a con-
tractible edge with deg(u) = 5. Say v, w, x, y and z are the neighbours of u in T listed in
clockwise order. Suppose S ′ is a Schnyder wood of Tu,x such that (x, v) and (x, z) are in
S ′ and none of vwx and xyz are cyclically oriented. Then
• if (w, x) ∈ S ′ and w′ is a near weight distribution of F(Tu,x)\{vxw} then there exists
a Schnyder wood S and a near weight distribution w of F(T ) \ {uwx} such that the
drawings induced by S ′ and w′ and by S and w coincide at all vertices of Tu,x,
• if (y, x) ∈ S ′ and w′ is a near weight distribution of F(Tu,x)\{xyz} then there exists
a Schnyder wood S and near weight distribution w of F(T ) \ {uxy} such that the
drawings induced by S ′ and w′ and by S and w coincide at all vertices of Tu,x.
Proof. Let Γ′ be the drawing of Tu,x induced by w′ and S ′. By Lemma 5.4.1 we have that
Γ′ is a planar drawing of Tu,x. We may assume without loss of generality that (x, z) has
colour 2 in S ′ and by condition (D1) it follows that (x, v) has colour 3 in S ′. We only prove
the result for the case where (w, x) ∈ S ′, since if (x,w) ∈ S ′ then by property (D1) at x
it follows that (y, x) ∈ S ′ and this case can be handled by an analogous argument. Since
(w, x) ∈ S ′, it follows from (D1) that (w, x) has colour 2 in S ′, see Figure 5.10. We consider
an orientation and assignment of colours S for T where all the arcs in S ′ are preserved
except for (w, x), (x, z) and (x, v). See Figure 5.10 right, for the definition of the remaining
arcs in S. We claim that S is a Schnyder wood of T . Indeed, the vertices in V \ {w, x, y}
satisfy the required conditions. Since (x, y) has colour 1 or (y, x) has colour 3 then the
arcs around x and y have the appropriate colours and order as required by (D1). Finally
w also satisfies condition (D1), and this follows since (w, v) has colour 3, as by assumption
(v, w) 6∈ S ′, (w, u) has colour 2 and (v, w) has colour 3 in S. Thus S is a Schnyder wood
of T , as claimed.
We now proceed to find define a near weight distribution w of F(T ) \ {uwx} such
that together with S it induces a drawing that assigns the same position to vertices in
Tu,x as those from Γ′. Let A = F(T ) \ F(Tu,x) = {uvw, uvz, uwx, uxy, uyz} and A′ =
F(Tu,x) \ F(T ) = {vwx, vxz, xyz}. Let a, b, c and p, q, r, s, t be the weights assigned by w′






























Figure 5.10: 5-gon case 3
define w as follows, we let w(f) = w′(f) for all f ∈ F(T ) ∩ F(Tu,x) and p = q = a/2,
r = s = b/2 and t = 0. We can see that w satisfies∑
fF(T )











w′(f) = 2n− 5.
Therefore the drawing Γ defined by S and w is a planar drawing by Lemma 5.4.1. To
conclude the proof we show that the positions of the vertices of Tu,x in Γ and Γ′ coincide.
Let α be a vertex of T \ {u}. Observe that if α 6∈ D2(x) ∪D3(x), then A ⊆ Ri(α) or






thus the i-th coordinate of α remains unchanged from Γ′ to Γ. Next we consider the three
possible remaining cases, namely α = x, α ∈ D2(x) \ {x} and α ∈ D3(x) \ {x}.
1. Suppose α = x. Here we consider three possibilities, depending on the value of i. If
i = 1 then we have that∑
f∈R1(x)



























Finally, we observe that for i = 3 we have that
∑
f∈R3(x)




















In each case we observe that the coordinates of x remain unchanged.
2. Now assume α ∈ D2(x) \ {x}. Begin by noting that for i = 2 we have that R′2(α) =
R2(α) since A′ ∩R′2(α) = ∅ and A∩R2(α) = ∅. Also observe that (w, x) has colour 2
in S ′ and (w, x) 6∈ S. It follows from this observation that we will require to consider
two possible subcases here, namely α ∈ D2(w) and α ∈ D2(x) \ (D2(w) ∪ {x}).
(a) Suppose α ∈ D2(w). For i = 1 we have∑
f∈R1(α)












Therefore the first and second coordinate of α remain unchanged from Γ′ to Γ.
Since the total weight is 2n− 5 it follows that the third coordinate of α is also
preserved.
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(b) Assume α ∈ D2(x) \ (D2(w) ∪ {x}) and let i = 1. We have the following.∑
f∈R1(α)












As above, since the first two coordinates of α coincide in Γ and Γ′, and since
the total weight is 2n− 5 we have that the position of α remains unchanged in
this case.
3. Finally we consider the case where α ∈ D3(x) \ {x}. For this case we begin by
noting that if i = 3 then we have that R′3(α) = R3(α) since A′ ∩ R′3(α) = ∅ and
A ∩R3(α) = ∅. Now, if i = 1 we have that∑
f∈R1(α)












We note that coordinates 1 and 3 of α are preserved from Γ′ to Γ, and since the total
weight is constant, we conclude that coordinate 2 of α is also preserved.
Therefore the coordinates of vertices in Tu,x are preserved from Γ′ to Γ, as required.
5.5 Towards a morph using unidirectional morphs
Recall that our aim for this chapter is to provide a morph consisting of unidirectional
morphs from an arbitrary drawing of a planar triangulation T to a Schnyder drawing of T
obtained from positive weights. We use an inductive approach on the number of vertices,
by performing edge contractions at each step. After the contraction phase, our aim will be
to uncontract the edges in reverse order while maintaining a weighted Schnyder drawing. If
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we are given a contractible edge then it can be contracted by using a single unidirectional
morph, this follows from the definition of contractible (see conditions (C1), (C2) and (C3)).
The uncontraction phase must be examined carefully since we wish to maintain a Schnyder
drawing during this phase. In this section we use the tools we developed in Sections 5.3
and 5.4 to show that the uncontraction phase can be performed by using only unidirectional
morphs.
This section is structured as follows. We begin by showing that the Schnyder drawings
resulting from shifting weight between adjacent faces define a unidirectional morph. This
result will be useful when the weight distribution requires adjustments. One such case arises
in the configuration given in Lemma 5.3.3. Then we show that the linear morph resulting
from flipping a face, see Theorem 4.2.4, can be implemented by using 3 unidirectional
morphs. We need this because one case arising in Lemma 5.4.2 requires a face flip. We
conclude this section with a lemma that shows that a constant number of unidirectional
morphs suffice to perform uncontractions, while maintaining a Schnyder drawing. The
details pertaining to the uncontraction phase will be stated explicitly in the last section of
this chapter.
As mentioned above, we begin by showing that if we are given a weight distribution and
a Schnyder wood then transferring weight through an edge defines a planar unidirectional
morph.
Lemma 5.5.1. Let T be a planar triangulation and let S be a Schnyder wood of T . If
w and w′ are weight distributions whose values differ only at two adjacent faces, then
morphing linearly between the drawing induced by S and w and the drawing induced by S
and w′ defines a planar unidirectional morph. Furthermore, if xyz ∈ F(T ) is a face of type
(i) or (ii) in S (see Lemma 2.3.1) and w′ is a near weight distribution of F(T ) \ {xyz}
then the resulting morph from the associated drawings is also planar unidirectional.
Proof. Let Γ and Γ′ be the weighted Schnyder drawings obtained from S and w, and from
S and w′ respectively, and let wxz and xyz be the faces at which w and w′ differ. We
may assume without loss of generality that (x, z) has colour i = 1 in S. By Lemma 4.1.2 it
follows that 〈Γ,Γ′〉 is a planar linear morph. The result now follows from the observation
that the only vertices whose positions change are those in D1(x), since they move in a
direction parallel to the exterior edge a3a2.
Let us now show the second statement of the lemma. Let wt = tw′ + (1− t)w and let
Γt be the drawing given by S and wt, t ∈ [0, 1]. From above we have that for any ε > 0 the
morph {Γt}t∈[0,1−ε] is planar unidirectional. By Lemma 5.4.1 we have that Γ1 is a planar
drawing. Therefore, by continuity, {Γt}t∈[0,1] defines a planar unidirectional morph.
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Now we show that the linear morph resulting from a face flip can be implemented as a
sequence of planar morphs consisting of 3 unidirectional morphs.
Lemma 5.5.2. Let T be a planar triangulation and let S and S ′ be Schnyder woods of T
that differ by a face flip. Then the linear morph resulting from flipping from S to S ′, see
Theorem 4.2.4, can be implemented using 3 unidirectional morphs.
Proof. Let f = xyz be the face of T such that flipping f in S yields S ′, let w be a weight
distribution and let Γ and Γ′ be the weighted Schnyder drawings given by w and S and
S ′ respectively. We may assume without loss of generality that (x, y) has colour 1. Note
that in 〈Γ,Γ′〉 the vertices whose position change move in three directions, namely vertices
in D1(x), D2(z) and D3(y) move in directions parallel to the exterior edge a2a3, a1a3 and
a1a2 respectively. Also recall that no edges between these sets cross and that the face xyz
does not collapse during 〈Γ,Γ′〉 by Theorem 4.2.4. Since (z, x), (x, y) ∈ S have colour 2
and 1 respectively, it follows that x ∈ R1(z) and x ∈ R1(y). Now, let s ∈ D2(z). Since
z ∈ P2(s) it follows that x ∈ P2(s) and therefore x ∈ R1(s). Similarly, for any t ∈ D3(y)
we have that x ∈ R1(t). Therefore we have that first coordinate of x in Γ is strictly smaller
than the first coordinates of s and t for any s ∈ D2(z) and t ∈ D3(y), namely x1 < s1, t1.
By a similar analysis we can conclude that the first coordinate of x in Γ′ is strictly smaller
than the first coordinates of s and t for any s ∈ D′2(z) and t ∈ D′3(y), namely x′1 < s′1, t′1.
Since coordinate 1 of x is larger than the first coordinate of any vertex in D1(x) \ {x}, we
have that the vertices in D1(x) remain below the vertices in D2(z) and D3(y) during the
morph 〈Γ,Γ′〉. By Lemma 4.2.3 we have that no face collapses in R1(x) during the morph
〈Γ,Γ′〉. It now follows from our previous two observations that moving all vertices in D1(x)
from their positions in Γ to their positions in Γ′ while maintaining all other vertices fixed
defines a unidirectional planar morph. We can now use similar arguments, now applied
to the second and third coordinates of vertices in D2(z) and D3(y) respectively. This
proves that the morph 〈Γ,Γ′〉 can be simulated by 3 unidirectional planar morphs. During
the first step, vertices in D1(x) move unidirectionally from their positions in Γ to their
positions in Γ′. During the second step, vertices in D2(z) move unidirectionally from their
positions in Γ to their positions in Γ′. Finally, during the third step, vertices in D3(y)
move unidirectionally from their position in Γ to their position in Γ′.
We now state the main result of this section.
Lemma 5.5.3. Let T be a planar triangulation with at least 5 vertices containing a con-
tractible edge ux, with u being the low degree vertex. If Γ′ is a Schnyder drawing of Tu,x,
then we can arrive at a Schnyder drawing Γ of T by performing at most 5 planar unidirec-
tional morphs and an uncontraction of u.
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Proof. Let us assume that Γ′ is the Schnyder drawing of Tu,x obtained from the weight
distributionw′ and the Schnyder wood S ′. We proceed by considering two cases, depending
on the degree of u. The first case to consider is the one with deg(u) ≤ 4. As we will see
this case can be handled in a straightforward fashion. Then we consider the case where
deg(u) = 5, here we further consider three possible subcases, depending on the local
structure of the Schnyder wood S ′ around vertex x.
We begin by considering the case with deg(u) ≤ 4. By Lemma 5.3.1 there exists a
Schnyder drawing Γ of T such that the position of each vertex of Tu,x is preserved from Γ′
to Γ. Note that in Γ′ vertex x is in the kernel of the polygon defined by the neighbours of
u in T . Similarly, u is in the kernel of this same polygon in Γ. Since the kernel is a convex
set, as it is the intersection of half planes, it follows that simply uncontracting vertex u
from x in Γ′ to its position in Γ yields the desired result.
Now we consider the case where deg(u) = 5. Let v, w, x, y and z be the neighbours of
u in T listed in clockwise order, thus Tu,x contains edges vx and xz. We consider three
possible subcases depending on the orientation of the edges vx and xz in S ′.
1. First let us consider the case where (v, x), (z, x) ∈ S ′. This case can be handled as
the case where deg(u) ≤ 4. It follows from Lemma 5.3.2 that there exists a Schnyder
drawing Γ such that the positions of each vertex in Tu,x are preserved from Γ′ to Γ.
We observe that x and u are in the kernel of the 5-gon vwxyz in Γ′ and Γ respectively.
Since the kernel of vwxyz is a convex set we can see the result follows for this case
by uncontracting vertex u from x in Γ′ to its position in Γ.
2. Now we consider the case where exactly one of (v, x) and (z, x) is in S ′. We only
consider the case where (z, x) ∈ S ′, as the other case can be handled in a similar
fashion. Let w′ be the weight distribution associated to Γ′. Our aim will be to
use Lemma 5.3.3 for this case. Note that we may not be able to directly apply such
result, unless w′(xyz) > w′(vwx)/2+δ1(wx). If required we shift enough weight, first
from vwx to vxz and then from vxz to xyz, so that the resulting weight distribution
w′′ satisfies w′′(xyz) > w′′(vwx)/2 + δ1(wx), otherwise let w′′ = w′. Now, let
Γ be the Schnyder drawing resulting from Lemma 5.3.3 applied to T , S ′ and w′′.
Therefore, if Γ′′ denotes the drawing obtained from S ′ and w′′, then we can see that,
by Lemma 5.5.1, we require at most two unidirectional morphs to go from Γ′ to Γ′′
exactly one per weight shift used. At this stage we can simply uncontract u from x
in Γ′′ to its position in Γ, here the uncontraction is possible since x and u are in the
kernel of vwxyz in Γ. This yields the desired result for this case.
3. Finally, we consider the case where neither of (v, x) and (z, x) are in S ′. In particular
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we have that (x, v), (x, z) ∈ S ′. Here we consider two possible subcases. The first
case we consider is that where at least one of vwx and xyz is cyclically oriented in
S ′. As mentioned before, this case will be handled by performing a face flip or flop,
thus reducing the configuration to the one from case 2 above. The second case is
that were none of vwx and xyz is cyclically oriented. For the second case, we will
use Lemma 5.4.2.
(a) Suppose that at least one of the faces vwx or xyz is cyclically oriented. Since
the two cases can be handled in a similar way, we just consider the case where
xyz is cyclically oriented in S ′. If this is the case, then we can flop face xyz to
obtain a Schnyder wood S ′′ in which there is exactly one edge incoming to x,
namely (z, x) ∈ S ′′. At this point we could proceed as in case 2 above. In terms
of morphs, this would require that we use 3 unidirectional morphs to flop face
xyz in Γ′, then possibly use two more unidirectional morphs which represent the
potential weight shifting and the final uncontraction step, these last two morphs
arising from the reduction to case 2. Thus the result holds in this case.
(b) Finally, suppose that none of vwx and xyz is cyclically oriented. We only
consider the case where (w, x) ∈ S ′, as the case where (y, x) ∈ S ′ can be handled
similarly. Since Γ′ is a Schnyder drawing we must have that w′(vwx) > 0.
Our aim will be to apply Lemma 5.4.2, and for this we require a near weight
distribution w(2) of F(Tu,x) \ {vwx}. Let w(2) be defined as follows. Take
w(2)(f) = w′(f) for all f ∈ F(Tu,x)\{vwx, vxz}, w(2)(vxz) = w′(vxz)+w′(vwx)
and w(2)(vwx) = 0. Morphing from Γ′ to the drawing associated to w(2), Γ(2),
can be achieved by using one planar unidirectional morph by Lemma 5.5.1. We
achieve this by depleting the weight of vwx towards the adjacent face vxz. By
applying Lemma 5.4.2 to S ′ and w(2) we obtain a drawing Γ(3) of T in which the
positions of vertices of Tu,x from Γ(2) are preserved. Note that Γ(3) is a drawing
that is obtained from a near weight distribution w(3) of F(T )\{uwx} and from
a Schnyder wood S of T . We define Γ to be the drawing induced by a weight
distribution w and S, where w is a weight distribution obtained from adding
some weight to face uwx in w(3) from, say, faces uvw and uvz. This last step
requires 2 unidirectional morphs and they are planar by Lemma 5.5.1. Therefore
this case can be handled by using 1 planar unidirectional morph from Γ′ to Γ(2),
an uncontraction from Γ(2) to Γ(3), and 2 planar unidirectional morphs from Γ(3)
to Γ. The result now follows.
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5.6 Morphing to a Schnyder drawing using unidirec-
tional morphs
In this section we present the main result of this chapter. We prove that given an arbitrary
drawing Γ of a planar triangulation T , there exists a planar morph consisting of O(n)
unidirectional morphs from Γ to a Schnyder drawing of T . The proof we provide of this
result is by induction—at each step we reduce the number of vertices by performing an
edge contraction. The main result from Section 5.5 is of central importance to our proof,
since we use it for the uncontraction step of our proof.
Let us prove the central result of this chapter.
Theorem 5.6.1. Let T be a planar triangulation and let Γ be any planar drawing of T .
Then there exists a weighted Schnyder drawing Γ′ of T , and a morph from Γ to Γ′ that
requires O(n) unidirectional morphs.
Proof. We proceed by induction on the number of vertices. It is clear that the result holds
for K4, as any planar drawing of it is a weighted Schnyder drawing.
Now, assume the result holds for all drawings of all planar triangulations with fewer
than n vertices. Let T = (V,E) be a planar triangulation on n vertices and let Γ be
an arbitrary planar drawing of T . Let ux ∈ E be a contractible edge of T with u being
the low-degree vertex, this edge exists by Theorem 5.1.1. Clearly there is a unidirectional
pseudo morph from Γ to a drawing Γ1 of Tu,x. By the induction hypothesis, we obtain a
unidirectional pseudo morphM from Γ1 to Γ2, where Γ2 is a weighted Schnyder drawing of
Tu,x. Finally, by Lemma 5.5.3 it follows that there exists a weighted Schnyder drawing Γ′
of T , which can be reached from Γ2 by performing at most 5 planar unidirectional morphs
and an uncontraction of vertex u. Here Γ′ denotes a weighted Schnyder drawing of T .
Putting it all together, going from Γ to Γ1 by contracting ux, from Γ1 to Γ2 by usingM,
and from Γ2 to Γ′ by using the planar unidirectional morphs and the uncontraction, we
obtain a pseudo morph M′ from Γ to Γ′. Note that M′ consists of O(n) steps, since it
consists of the O(n) steps fromM, a contraction, an uncontraction and a constant number
of unidirectional morphs. Now, by our results from Section 3.4, Lemmas 3.4.2 and 3.4.3,
it follows that from the pseudo morph M′ we can obtain a true morph from Γ to Γ′, a
weighted Schnyder drawing, in O(n) unidirectional morphs.
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5.7 Morphing planar triangulations using Schnyder draw-
ings
In this section we present two algorithms that are a consequence of Theorem 5.6.1. The
first algorithm yields a morph consisting of O(n) unidirectional morphs from an arbitrary
drawing of a planar triangulation to a Schnyder drawing. Then we use this algorithm
to provide an alternate solution to the morphing problem as described in Chapter 1. The
planar morph we obtain consists of O(n2) linear morphs and can be thought of as consisting
of two components. The first and last part of the morph transform each of the input
drawings into Schnyder drawings in O(n) unidirectional morphs. The second component of
the algorithm morphs between the two resulting Schnyder drawings by using Algorithm 3,
the morphing algorithm from Chapter 4. The second component has the advantage that
each of the drawings is realized in an O(n)×O(n) grid.
Now we present the algorithm that is directly obtained from Theorem 5.6.1. The proof
of correctness and running time is an immediate consequence of the proof of Theorem 5.6.1.
Algorithm 4 Morphing from an arbitrary drawing to a Schnyder drawing
1: procedure Morph to Schnyder drawing(T ,Γ)
Require: T a planar triangulation and Γ a planar drawing of T .
2: if T has 4 vertices then
return Γ. . Γ is already a Schnyder drawing.
3: end if
4: Let ux be a contractible edge.
5: Let M1 := {Γ(1)t }t∈[0,1] be the contraction of ux.




. Suppose M2 = {Γ(2)t }t∈[0,1]
7: Let M3 be the pseudo morph resulting from Lemma 5.5.3 applied to Γ
(2)
1 .
8: LetM be the pseudo morph obtained by concatenating M1,M2 and M3.
. Note thatM is a pseudo morph from Γ to a Schnyder drawing Γ(2)1 .
9: M =Convert pseudo morph to unidirectional morph(M) . Here we use




We conclude this chapter by presenting the algorithm which provides an alternate
solution to the morphing problem. It should be noted that if we desire that the resulting
morph consists exclusively of unidirectional morphs, then the only thing that needs to be
checked is that the morphs resulting from flipping separating triangles can be simulated
using unidirectional morphs. Unlike the case of flipping facial triangles, Lemma 5.5.2, this
is not essential to the proof of Theorem 5.6.1.
Algorithm 5 Morph between any two drawings of a planar triangulation
1: procedure Find Morph(T ,Γ1,Γ2)
Require: T a planar triangulation and Γ1,Γ2 are planar drawings of T having the same
exterior face.
2: Let M1 be the morph resulting from Morph to Schnyder drawing(T ,Γ1) .
We use Algorithm 4, suppose Γ′1 is the resulting Schnyder drawing.
3: Let M2 be the morph resulting from Morph to Schnyder drawing(T ,Γ1) .
We use Algorithm 4, suppose Γ′2 is the resulting Schnyder drawing.
4: Let M3 be the morph resulting from Schnyder Morph(Γ′1,Γ′2) . Here we use
Algorithm 3, M3 is the morph between Schnyder drawings.
5: Let M ′2 be the morph resulting from reversing M2






Simulating morphing steps via weight
shifts
In this brief chapter we present a theorem that shows that it is possible to simulate the
morph resulting from flipping a facial triangle, as seen in Chapter 4, by shifting weights.
This could be useful, for example, in the implementation of the algorithms given in the
previous chapters, if we develop a general-purpose subroutine for shifting weights. As
we will see this will require that we consider drawings given by assignment of weights to
interior faces that are negative.
6.1 Simulating flips by weight shifts
Let T be a planar triangulation and let S be a Schnyder wood of T . Recall that the
morph resulting from shifting weight across an interior edge of T results in a unidirectional
morph, see Lemma 5.5.1. If the weight is shifted through arc (x, y) ∈ S of colour 1, then
the vertices in D1(x) move unidirectionally in a direction parallel to a2a3. We note that
this unidirectional movement also arises in the morph resulting from flipping a face. See
Theorem 4.2.4, here three sets of descendants move in a direction parallel to each of the
exterior edges. The aim of this section is to show that the morph arising from flipping a
cyclically oriented face f in S can be simulated by shifting weight away from f towards its
three neighbours. Here we allow the weight of f to become negative.
Theorem 6.1.1. Let T be a planar triangulation and let S and S ′ be Schnyder woods of
T that differ by a face flip, say at face f . Suppose Γ and Γ′ are the Schnyder drawings
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induced by S and S ′ and an arbitrary weight distribution w. Then there exists an assign-
ment of weights w′ : F(T ) → R such that w′(f) < 0, w′(g) > 0 for g ∈ F(T ) \ {f},∑
g∈F(T ) w
′(g) = 2n− 5 and the drawing given by S and w′ is Γ′.
Proof. Let us begin by finding an assignment of weights w′ of F(T ) such that the drawing
resulting from w′ and S is Γ′.
Let us assume without loss of generality that the face f = xyz at which S and S ′ differ
is oriented counterclockwise in S. We may assume further that (x, y) ∈ S has colour 1.
Denote by fi, 1 ≤ i ≤ 3, the face adjacent to f through the arc in colour i, see Figure 6.1,










Figure 6.1: The face f and its three neighbours.
We define w′ : F(T ) → R as follows. Let w′(g) := w(g) for all g ∈ F(T ) \ A,




























w(g) = 2n− 5.
Therefore, we may think of w′ as obtained from w by extracting weight from f and
distributing it among the three faces adjacent to it. Let us now show that the drawing
given by S and w′ is Γ′.
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Let v ∈ V . Suppose v 6∈ D1(x)∪D2(z)∪D3(y). If this is the case, then none P1(v), P2(v)
and P3(v) use the edges incident to f . Observe that A ⊆ Ri(v) or A ∩ Ri(v) = ∅ for any
i ∈ {1, 2, 3}. Therefore, since the weight assigned by w was just redistributed among
elements of A, the coordinates of v remain the same as those in Γ. Thus by Lemma 4.2.2
this corresponds to the position of v in Γ′.
Now let us consider the case where v ∈ D1(x) ∪ D2(z) ∪ D3(y). By Lemma 4.2.1 the
sets D1(x), D2(z) and D3(y) are pairwise disjoint and by symmetry we may just consider
the case where v ∈ D1(x). Note that since P2(v) and P3(v) do not use any edge of f then
the weight assigned by w′ to R1(v) remains unchanged, therefore the first coordinate of v
remains unchanged. Now let us analyze the second coordinate of v. The only face in R2(v)
whose weight changed from w to w′ is f1. Note that the increase in the weight of f1 is
δ1 + w(f), therefore the second coordinate of v, v′2, satisfied v′2 = v2 + δ1 + w(f). Finally,
since the total weight is 2n−5, it follows that the third coordinate decreased weight by the





3) = (v1, v2 + δ1 + w(f), v3 − δ1 −w(f)). Thus, by Lemma 4.2.2 this corresponds
to the position of v in Γ′.
We now outline how to implement the morph resulting from the previous theorem.
Consider a planar triangulation T and a Schnyder wood S of T with a flippable face
f = xyz, say with (x, y) ∈ S of colour 1. Let Γ denote the drawing induced by S and an
arbitrary weight distribution w, let S ′ be the Schnyder wood resulting from flipping f in
S and let w′ be the weight distribution obtained from Theorem 6.1.1 applied to S, S ′ and
w. Note that we can think of w′ as reassigning coordinates to the sets D1(x), D2(z) and
D3(y). The weight assignments w′ and w coincide at all faces except at f and its three
neighbours and the changes in weights are closely related to the change of coordinates from
Lemma 4.2.2. Theorem 6.1.1 guarantees that redistributing weights as prescribed by w′
yields the linear morph corresponding to flipping face f . Therefore to simulate the morph
from Theorem 4.2.4 one just needs to redistribute weights as prescribed by w′ and then
reverse and recolour the three arcs (x, y), (y, z) and (z, x).
It should be mentioned that the planar morph resulting from moving linearly a single
vertex can also be implemented using weight shifting. This weight redistribution can also
be implemented for the case where the drawings do not necessarily arise from positive
weight assignments. This together with the simulation of facial flips by weight shifting
would provide the necessary steps for implementing our morphs from Chapter 4 and 5 by





The work developed in this thesis points towards proving that it is possible to morph
between any two drawings of a planar triangulation in polynomially many steps, where
each step is a linear morph and where each intermediate drawing can be realized in a
grid of polynomial size. One possible direction to follow is to improve our result from
Chapter 5 so that we can arrive from an arbitrary drawing of a planar triangulation to a
Schnyder drawing while remaining on a polynomially size grid, say O(nk)× O(nk). Then
this together with our algorithm from Chapter 4, in which we can morph between any two
drawings in the Schnyder lattice while staying on a linear-sized grid, would give a complete
solution to the morphing problem on a polynomial-sized grid.
If true, the previous result would imply, together with the aid of compatible triangu-
lations [6], the existence of a morph between any two planar graphs with polynomially
many steps, where each intermediate drawing can be realized in an O(n2k)×O(n2k) grid.
In order to try to avoid this increase in the grid size, one may try to generalize our re-
sults from Chapters 4 and 5 to another class of graphs, namely 3-connected planar graphs.
The concept of Schnyder wood has been generalized to the class of 3-connected planar
graphs [28], and it is known that drawings in an O(n)×O(n) grid can be obtained in linear
time. It would therefore be interesting to investigate if it is possible to traverse the “lattice
of Schnyder drawings” of a 3-connected planar graph by using the morphs resulting from
performing flip operations.
In Schnyder’s publication [50] he introduced weak barycentric embeddings of graphs.
These embeddings also induce planar graph drawings. Weak barycentric embeddings can be
obtained from Schnyder woods by counting the vertices in a specific way (closely related to
the regions of an interior vertex). We have experimental evidence that the morphs resulting
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from flipping facial triangles in Schnyder woods using the weak barycentric embeddings
yield planar morphs. It would therefore be of interest to try to explore assignment of
weights on vertices as well as to try to study the flip operations under this framework.
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