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We present a solution of two problems of P. Erdijs on packing a set of r graphs into the 
complete graph on n vertices in such a way that each Hamiltonian cycle of the complete graph 
has common edges with each of the r packed graphs. 
1. Introduction 
Denote by S’& the family of all graphs on n vertices which have non- 
Hamiltonian complements, i.e. if G is a subgraph of the complete graph K,, then 
G E X” if and only if every Hamiltonian cycle of K,, has a common edge with G. 
The graphs Gi, G2, . . . , G, are said to be packed into K, if K,, has edge-disjoint 
subgraphs G;, G;, . . . , G: such that GI = Gj, 1 =S i G r (for simplicity Gi is usually 
identified with Gi). 
During his visit in Bratislava, P. ErdGs proposed the following three problems. 
Problem 1 (Pl). Let g(n) be the maximum number r such that there are r graphs 
Gi E Xn, 1 s i s P which can be packed into K,,. Determine g(n). 
Problem 2 (P2). Let e(G) denote the number of edges of G. Determine 
f(n, r) = min i e(Gi) 
i=l 
where the minimum is taken over all r-tuples of graphs Gi E X,, 16 i =s I, such 
that G1, G2, . . . , G, are packed into K,,. 
Problem 3 (P3). Let G be a minimal graph in X:, (i.e. no proper subgraph of G 
belongs to Xa) such that its edges cannot be represented by fewer than r vertices. 
Determine mine(G). Does there exist an absolute constant c such that 
mine(G) > c.r.n? 
As observed by P. Erdiis, it is easy to prove that f(n, r) = r(n - 2) for 
r = 1,2,3 and n 2 3. For r Z= 4 he believed that f(n, r) < 2’ . n. As regards the 
number g(n) he proved log,(n + 1) s g(n) < cfi. 
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In the rest of our note we present a complete solution of both Pl and P2 by 
calculating all values of g(n) and f(n, r). The solution of P3 is given in [2]. 
2. Preliminaries 
Let G E Xn, n 3 3. Then G, the complement of G in K,,, is non-Hamiltonian. 
By a classical result of Pdsa [3] there is either a t, t < (n - 1)/2 such that G 
contains at least t vertices of degree St, or G contains at least (n + 1)/2 vertices 
of degree ~(n - 1)/2. Th is implies that any graph G E X,, can be assigned a 
number t(G) which is defined as the smallest positive integer t, t < (n - 1)/2 (if 
exists) such that G contains at least t vertices of degree an - t - 1; if there is no 
t < (n - 1)/2 with this property then we put t(G) = (n - 1)/2. Note that for 
G E X,, we always have t(G) <n/2. Moreover, if G E SVn and t(G) = t then G 
contains a t-element vertex set incident to at least (i) + t(n - 2t) edges, whence 
e(G) 3 (;) + t(n - 2t) = h,(t) ( some properties of the function h,(t) will play a 
substantial role in subsequent proofs). Observe also that t(G) 3 t(G’) whenever 
G s G’ E Xn. 
On the other hand, for every t <n/2 (if n is fixed) there is a graph 
G = G,(t) E FI& with a very simple structure, such that t(G) = t; it is the graph 
G,(t) = (K, + K,_,,) U &. In [l] this graph is proved to have minimum size 
e(G,,(t)) = h,(t) = (5) + t(n - 2t) among all graphs G E X:, with t(G) = t. 
Moreover, the same paper implicitly contains a proof of the uniqueness of the 
extremal graph G,(t), i.e. for each HE X,, such that t(H) = t, if H # G,(t) then 
e(H) > h,(t). Note that, for t = [(n - 1)/2], the graph G,(t) can be written in the 
form GL = Kc,+i)lz U KCn--1),2 (n odd) or Gi = (Kc,+~),~ - e) U Kc,-z)D (n even). 
For suitable values of t < n/2, the graphs G,(t) have another nice property (as 
regards their packing into K,). To be able to formulate the result, define 
si = 13 - F4] for each i 2 1; this sequence will be used throughout. 
Lemma 1. Let r 3 4. Z~S,+~ <n then the graphs G,(s,), GE(s2), . . . , G,(s,) can be 
packed into K,,. The same is true when the last member G,,(s,) is replaced by GA or 
Gi (according to the parity of n). 
Proof. Let vl, u2, . . . , v, be vertices of the graph K,. We shall define r + 2 
graphs H,, Hz, . . . , H,., H’, H” by writing down their edge sets: 
E(H,)={v,v,}U{v,vi:4~j~n} 
E(H,) = {v~JJ~} U {v2vj; 4 S j 6 n} 
E(H,) = (~3~1) U (ZJ3tJj; 4S j =S n} 
E(Hi) = {z.~~ui”~; 3 . 2i-4 + 1 c j s 3 . 2i-3, 3 . 2i-4 + 1 s k s n, j # k) 
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for i = 4, 5, . . . , r; 
E(H’) = {vjvk; 3 . TV4 + 1 s j < k s 3 * TV4 + (n + 1)/2} (only for n odd) 
E(H”) = {ujivk; 3. T-4 + 16j < k < 3. 2’-4 + (n + 2)/2} - {~J~~v~~}, 
j,, = 3 . 2’-4 + 1, k0 = 3 . 2’-4 + 2 (only for n even). (Here we often made use of 
the fact that IZ 2 3 - T3 + 1, which is equivalent to s,+~ <n.) 
It is a matter of routine to check that H,, Hz, . . . , H, are packed into K,; the 
same remains true when the graph H, is replaced by H’ or H”. But, as it can be 
easily seen, G,(s;) = H, for each i = 1, 2, . . . , r, and GA = H’ (n odd), Gz = H” (n 
even). Cl 
In Section 3 we prove that the packings of graphs described in Lemma 1 are 
optimal for both problems Pl and P2 because 
-they contain as many members of X,, as possible; 
-the union of the first k members (1 c k s r) of these sequences contains less 
edges than any other packing of k graphs of Xfi. 
However, we shall need a technical lemma first. 
Lemma 2. tet 1=5tl=zt2~***Ctr, r 2 4 be integers such that ti 2 si for i = 
1, 2, - . . . ) r 1. Suppose that t, s 3 . Te4 - 1. Then 
(1) 
Proof. Let F(t,, t2, . . . , tr) = Clsi<jsr t;tj, G(t,, t2, . . . , t,) = Cls;s,ff be two 
functions of r variables. Then (1) is clearly equivalent to 
F(T)-G(T)>0 (2) 
for all r-tuples T = (tl, t,, . . . , t,) satisfying the assumptions of Lemma 2. We 
shall divide the proof of (2) into three steps. 
Step 1. It is easy to see that (2) is true for each r-tuple S = (si, s2, . . . , s,-~, t,) 
where si = 13 * ,i-“1 for i = 1, 2, . . . , r - 1 (as defined before) and t, s 3 - 2’-4 - 1. 
Step 2. Take a fixed i, 1 s i c r - 1 and consider two r-tuples Y = 
(s,, . . . 7 Si-17 Sir ti+l, . . , L-l, t,) and Z=(S~, . . . ySi_1, titti+l,. . . J L-1, t,) 
whereti~ti+,~...~t,_,~t,~3.2i-4-1,andt,~s,fork=i,i+1,...,r-1. 
We prove that 
F(Z) - G(Z) 2 F(Y) - G(Y). (3) 
Indeed, a direct calculation yields F(Z) - F(Y) = (ti - Si)(Sl + . . * + Si-1 + ti+, + 
* * * + t,) and G(Z) - G(Y) = (tl - Si)(ti + Si)e If i = 1 then certainly 1 + t, = s, + 
tl~t,_l+t,, and for is2 we have s~+.*.+S~_~Z=S~, t,~ti- Therefore F(Z)- 
F(Y) 2 G(Z) - G(Y), which is equivalent to (3). 
Step 3. Starting from the inequality F(S) - G(S) > 0 (proved in Step 1) and 
repeatedly using Step 2 (r - 1 times for i = r - 1, r - 2, . . . , 1) we obtain the 
desired result. 0 
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3. Main results 
The solution of both problems Pl and P2 is based on the following result. 
Lemma 3. Let Cl, G2, . . . , G,, r 2 4 be graphs packed into K,,. Suppose that 
Gi E xn for i = 1, 2, . . . , I and t(GJ G t(Gz) s. . . s t(G,). Then t(Gi) 2Si for 
i=1,2,. . . ,r. 
Proof. Put t(Gi) = ti and denote by 7; the set of vertices of Gi of degree at least 
rz - 1 - ti (in Gi). According to the definition of the number t(Gi) we have lz[ 2 ti 
if ti < (n - 1)/2, and lTl2 (n + 1)/2 for ti = (n - 1)/2. 
Assume first that tr-1 = t, = (n - 1)/2 and let k = IT,_, II T,I; obviously k 3 1. 
Consider the graph H = K,, - E(G,) - E(G,_l), containing Gi, . . . , Gr_-2 as 
subgraphs. 
Clearly H E %$, H has k isolated vertices, at most k - 1 vertices of degree 
sn - 1 - k, and at least n + 1 - 2k vertices of degree ~(n - 1)/2. These facts 
immediately imply that t(H) = (n - 1)/2, which in turn implies ti = (n - 1)/2 for 
i= 1,2,. . . , r. But we have seen that e(G) 2 h,((n - 1)/2) = (n” - 1)/8 for every 
graph G E %$ with t(G) = (n - 1)/2. Consequently r s 3, which is contrary to our 
assumptions. 
Thus we may suppose t,_l < (n - 1)/2. Since deg,, v > (n - 1)/2 for every 
vertex u E 7, i s r - 1, we have 
~f-llj=& (4) 
1s i <j < r. It can be easily seen that Gi contains at least t,(n - 1 - ti) - (2) edges 
having at least one endvertex in the set r, i = 1, 2, . . . , r. Therefore the graph 
K,, contains at least CfE1 ti(n - 1 - ti) - (2) edges having at least one endvertex in 
the set lJzzl T. But (4) implies that the total number of such edges in K,, cannot 
exceed (Q+,‘+‘r) + (tl + . . . + t,)(n - (tl + . . . + t,)). We have thus obtained 
C;=l t,(n - 1- ti) - (2) 6 (‘I+;‘+~,) + (tl + . . . + t,)(n - (tl +. . . + t,)), and an 
easy computation shows that this inequality is equivalent to 
C titj s ,zcr tf. (5) 
lSi<jSr -- 
Now we shall proceed in our proof by induction on r. For r = 4 Lemma 3 
follows immediately from Lemma 2. Let r 2 5 and let Gi, G2, . . . , G, be 
packed into K,,, Gi E Xi,, 1s i < r, and tl s t2 c . . * s t,. Since the graphs 
Gi, 6. . . , G,_, satisfy the induction hypothesis, we have ti Ssi for i = 
1, 2, . . . , r - 1. But then the r-tuple (tl, tz, . . . , t,) satisfies the first two 
assumptions of Lemma 2. If t, =S 3 . Tm4 - 1 then (1) contradicts (5). Therefore 
t, z s,, which completes the induction step. Cl 
From Lemmas 1 and 3 we immediately obtain the following result which is a 
solution to Pl. 
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Theorem 1. g(n) = 3 + [log,(n - 1)/31 for n 3 4. 
Proof. Let n(r) be the smallest natural number it for which there exist graphs 
Gi E X”, 1 c i s r packed into K,, (the existence of such n(r) follows from Lemma 
1). Suppose that t(G,) s t( G2) s . * * < t(G,), r > 4. Lemma 3 then implies 
t(G,) 2 s, = 3 - 2’-4. However, t(G) is always less than n/2 for any G E X’, whence 
n(r) > 3 e Te3. On the other hand, we see from Lemma 1 that for n 3 1 + 3 - 2rm3, 
r a 4 one can construct graphs G1 , G2, . . . , G, with all the required properties. 
We conclude that n(r) = 1 + 3 * Tm3 for IZ 2 7, which is equivalent to g(n) = 
3 + [log,(n - 1)/3] for IZ 3 7. In the case n = 4, 5, 6 we easily obtain g(n) = 
3. 0 
Answering P2, we show another extremal property of the sequences discussed 
in Lemma 1. To state the corresponding result, put b, = 1 for n odd, and b, = 4 
for n even; the sequence {si} and the function h,(t) have been introduced in 
Preliminaries. 
Theorem 2. Let r 2 4 and s~+~ < n. Then 
The corresponding extremal packing is unique (up to isomorphism) except for the 
case s, = (n + b,)/6 when there are two of them. 
Proof. According to the construction in Lemma 1, the right-hand sides of (6) or 
(7) provide an upper bound on f(n, r). We shall show that these terms are, at the 
same time, lower bounds on f(n, r) for the corresponding intervals of values of r. 
Suppose that the graphs Gi E Xn, 1 s i s r are packed into K,. Put t(Gi) = tj, 
l~i~randassumethatr,<t,<*.*<t r. Clearly 
&(GJP$1UlJ9 
where the equality holds if and only if Gi = Gn(ti) (see the Preliminaries). Thus, 
all we need to show is 
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Both these inequalities will be obtained as consequences of Lemma 3 and of some 
properties of the function h,(t) and the sequence {Si}. 
Observe first that Lemma 3 implies ti 2 si, 1 <i s r. Since h,(t) is strictly 
increasing for 1 G t s (2n - 1)/6, we immediately obtain (8) for s, < (n + b,)/6 
(which is equivalent to I < 3 + log,(n + b,)/9). Moreover, equality in (8) can be 
attained if and only if ti = Siy 1 s i 6 r, which in turn implies the uniqueness of the 
extremal packing sequence of Lemma 1. Further, if (n + b,)/6 < t s (n - 1)/2, 
h,(t) takes its minimum in two points: t = (n + b,)/6 or t = [(n - 1)/2]. This 
together with the preceding observations implies (9) when s,-~ 6 (n + b,)/6. For 
s, = (n + b,)/6, the right-hand terms in (8) and (9) are identical, and the equality 
can hold there if and only if ti = si (1 s i c r) or ti = Si (1 s i s r - l), t, = 
[(n - 1)/2] ; this is the only case giving rise to two extremal packing sequences 
(described in Lemma 1). Otherwise, the extremal sequence for (9) is easily seen 
to be unique, again. 
It remains to settle (9) in the case s,-~ > (n + b,)/6. But apart from the trivial 
cases r s 3 we have 3~,_~ s S, < n/2, SO that s,-~ < (n + b,)/6, implying ti = Si for 
1~ i c r - 2 (by the monotonic properties of h,(t)). In addition, if s,-~ > n/6 then 
s, > n/3, and consequently h,(t,) 2 h,( l(n - 1)/2]). In order to prove h,(t,_,) 2 
h,(s,_,) (which implies (9)) it is enough to show that s,_~ + tr_l < 2n/3 (the rest is 
a consequence of properties of h,(t) for n/6 < t < n - 2). Now, from the proof of 
Lemma 3 one can easily deduce that n 2 tl + tz + - . . + t,. From the facts that 
s1+s*+***+s,_2~s,_i, ti 2 si, and t, > n/3 we obtain 
2n/3>n-t,a(t,+* * * + tr_J + t,-1 z= (s, + * * * + s,-2) + t,-12 s,-1+ L-l, 
as needed. Again, it can be checked that equality in (9) for s,-~ > (n + b,)/6 can 
be attained if and only if ti = Si (1 6 i =S r - 1) and t, = [(n - 1)/2], thus the 
extremal packing sequence is unique also in this case. q 
Note that the sums (6) and (7) can be easily calculated. Define a function 
w(n, r) and a number c, in the following way: w(n, r) = 3 - Y4(2n - 3 * Tm3 - l), 
c, = (n’ - 1)/8 for n odd, c, = (n’ + 2n - 8)/8 for n even. Then 
f(n, r) = w(n, r) for r s 3 + log2(n + b,)D, and 
f(n, r) = w(n, r - 1) + c, for 3 + log,(n + b,)/9 C r S g(n). 
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