In this paper we benchmark five variants of CMA-ES for optimization in large dimension on the novel large scale testbed of COCO under default or modified parameter settings. In particular, we compare the performance of the separable CMA-ES, of VD-CMA-ES and VkD-CMA-ES, of two implementations of the Limited Memory CMA-ES and of the Rank m Evolution Strategy, RmES. For VkD-CMA-ES we perform experiments with different complexity models of the search distribution and for RmES we study the impact of the number of evolution paths employed by the algorithm. The quasi-Newton L-BFGS-B algorithm is also benchmarked and we investigate the effect of choosing the maximum number of variable metric corrections for the Hessian approximation. As baseline comparison, we provide results of CMA-ES up to dimension 320.
INTRODUCTION
The Covariance Matrix Adaptation Evolution Strategy (CMA-ES) [9] is a successful and robust stochastic gradient-free optimizer, addressing difficult non-smooth, non-convex problems. It is a rankbased selection algorithm that adapts a multivariate normal distribution (m, σ 2 C) for candidate solution sampling. The quadratic time and space complexity of the method has led researchers to propose several large scale variants over the last years.
Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. The Comparing Continuous Optimizers platform (COCO) [7] facilitates the automated benchmarking and performance comparison of optimization solvers. In this study, we benchmark promising large scale variants of CMA-ES on the novel bbob-largescale testbed [4] of COCO that extends the bbob suite [8] in dimensions up to 640, maintaining a linear scaling of the function evaluation cost. We include data of CMA-ES up to dimension 320 as baseline and also compare the performance of the gradient based L-BFGS-B method [12] for high dimensional problems, for which we investigate the effect of tuning the parameter that determines the maximum number of directions used for the Hessian approximation.
ALGORITHM PRESENTATION AND PARAMETER SETTING
The Python implementation of CMA-ES 1 provides the option of sampling from a distribution with a diagonal covariance matrix. The method, originally introduced as separable CMA-ES [16] , defines the model with the simplest complexity, and it is benchmarked here under the default parameter setting, denoted sepCMA in the results.
The VD-CMA-ES [1] and its generalization, VkD-CMA-ES [3] We benchmark the Python implementation of both variants, and in the case of VkD-CMA-ES, we consider fixed k = 2, denoted as V2D, as well as online adaptation of k.
The Limited Memory CMA-ES builds on the Cholesky-CMA-ES [17] which conducts only the rank-one update of the covariance matrix implicitly, by operating only on the Cholesky factors of C. We benchmark the original LMCMA implementation [13] , denoted LMCMA14 (14lm in Tables 2 and 3) , and a more recent version [14] , LMCMA17 (17lm in Tables 2 and 3) , both written in C, with the source code obtained from the author 2 and with their default parameter setting. The RmES algorithm [11] is maintaining m evolution paths and the resulting search distribution has m principal search directions. The number m of paths is a key parameter for the algorithm. In our comparison, we consider the values m = 2, denoted R2ES, and m = 10, denoted R10ES. The MATLAB implementation was kindly provided by the authors.
The large scale quasi Newton L-BFGS-B algorithm is also benchmarked with finite difference approximation of the gradient. We benchmark its implementation from the latest version 3 along with the corresponding processor type and number of cores, are presented in Table 1 . The MATLAB implementation of RmES was run with MATLAB R2019a.
RESULTS
Results from experiments according to [10] and [5] on the benchmark functions given in [4] are presented in Figures 1, 2, 3, 4 and 5  and Tables 2 and 3 . The experiments were performed with COCO [7] , version 2.2.1 5 , the plots were produced with version 2.3.3.
The average runtime (aRT), used in the figures and tables, depends on a given target function value, f t = f opt + ∆f , and is computed over all relevant trials as the number of function evaluations executed during each trial while the best function value did not reach f t , summed over all trials and divided by the number of trials that actually reached f t [6, 15] . Statistical significance is tested with the rank-sum test for a given target ∆f t using, for each trial, either the number of needed function evaluations to reach ∆f t (inverted and multiplied by −1), or, if the target was not reached, the best ∆f -value achieved, measured only up to the smallest number of overall function evaluations for any unsuccessful trial under consideration. 4 Equal to 2.220446049250313 × 10 −16 5 The code that was used was under development, with no difference in the definition of the bbob-largescale testbed, which was officially included in version 2. 
OBSERVATIONS AND CONCLUSION
While the performance of LMCMA and RmES does not change between the original and rotated Ellipsoid function, as well as between the original and rotated Rosenbrock function, this is not the case for VkD-CMA. In particular, in dimension 320 the runtime is larger by at least a factor of 10 for the Ellipsoid function when rotations are applied, as presented in Figure 5 . This function is an example that perfectly illustrates the tradeoff of a restricted covariance matrix model that exploits separability and of maintaining rotational invariance: with no rotation, sepCMA is the fastest method, more than 10 times faster than CMA for the most difficult targets. Then VD with one principal search direction, V2D and VkD follow. When rotations are applied, the opposite effect appears, with sepCMA not reaching any target, and VD and V2D showing the worst performance right after sepCMA. convex quadratic Discus function, in dimensions smaller or equal to 160, R10ES is preferable and in dimension 320 R2ES overtakes R10ES, while the picture is opposite for the Bent Cigar function where R2ES dominates R10ES only in dimension 20. This fact suggests that the parameter strongly relates to the number of short axes and a larger value provides more robustness for these functions. As a result, R10ES is clearly superior to R2ES on the group of ill-conditioned functions in dimension 80 and the performance difference becomes less significant in dimension 320.
Another observation is the small success rate of LMCMA and RmES for the Gallagher function f21 in 320D, illustrated in 5. This is due to poor termination conditions of the specific implementations that employ only step size values compared to the other benchmarked solvers, for which the high success rate is attributed to the restart policy.
In the case of L-BFGS-B, increasing the maximum number of corrections is clearly of advantage, that affects mostly the group of ill-conditioned functions. Considering the example of the separable Ellipsoid function in dimension 320 depicted in Figure 5 , the runtime is smaller by a factor of 2 for the easiest targets and this factor increases up to 6 for the most difficult targets. This configuration can imply a slight defect, e.g. for the Bent Cigar function, but in overview it dominates the default setting as can be seen from the aggregated ECDFs of Figures 2 and 3 , where for all budgets the success rate is superior.
Overall, in all dimensions the best configuration of L-BFGS-B has superior success rate than CMA or the best CMA variant for a restricted budget range. As the budget increases, CMA as well as the best CMA variant overtake L-BFGS-B. That is, for dimensions smaller or equal to 40, VkD-CMA shows the highest success rate right after CMA when a sufficient number of function evaluations is used, and for larger dimensions LMCMA17 is better than VkD-CMA.
ACKNOWLEDGEMENTS
The (121) 861 (80) 
