ABSTRACT Homography estimation refers to the problem of computing a 3 × 3 matrix which transfers image points between two images of a planar scene or two images captured from the same location. While existing algorithms exploiting hand-crafted sparse image features are well-established and efficient, recent methods based on convolutional neural networks (CNNs) achieve promising results especially for low-texture scenes. This work proposes to solve homography estimation using a hybrid framework HomoNetComb which incorporates deep learning method and energy minimization. In particular, a customized light-weight CNN named HomoNetSim is designed to calculate an initial estimation of homography, where the network is trained in an end-to-end fashion using large amount of image pairs generated from a publicly available dataset. Due to the tiny size of the employed network, the computation time of both training and inference for HomoNetSim can be reduced significantly compared with existing CNN-based homography estimation method. The initial estimate is then refined via gradient-decent algorithm by minimizing the masked pixel-level photometric discrepancy between the warped image and the destination image in a parallel fashion. Extensive experiments on the large scale synthetic dataset demonstrate that the proposed HomoNetComb improves robustness of homography estimation significantly compared with traditional methods based on sparse image features, and meanwhile HomoNetComb achieves a mean average corner error (MACE) of 0.58 pixels which outperforms previous state-of-the-art CNN-based method. Moreover, the usefulness and applicability of the proposed method is demonstrated by applying it to solve a real-world image stitching problem.
I. INTRODUCTION
In computer vision, the term homography is used to describe the relationship between two images of a 3D plane or two images captured by rotating the camera around its projection center. Specifically, the homography matrix is a reversible 3 × 3 matrix, which maps image points on one image plane to the other one [1] . One reason that homography estimation has drawn much attention from computer vision community is that homography is ubiquitous in practice and numerous applications (e.g., camera calibration [2] , [3] , metric rectification [4] , [5] , 3D reconstruction [6] , image mosaicing [7] , object tracking [8] , etc.) can benefit from it.
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For instance, given an image of a scene suffering from projective distortion, metric rectification can be used to get the fronto-parallel view of it, which leads to a number of practical and smart applications involving projector display. As for planar target tracking, since the homography between two images can be used to infer the transformation between planes, the target can thus be followed even when it is partially or fully occluded.
Homography estimation has been well-studied for decades in computer vision community. Most existing algorithms exploit sparse features such as points, lines, conics and curves in the image to calculate homography, among which hand-crafted corners are the most widely used ones [9] . While these methods are well-established and achieve great performance in terms of efficiency and accuracy in most cases, they cannot handle scenes with textureless surface due to failure in detecting sufficient keypoints, or may introduce incorrect keypoint correspondences in the presence of large variations in appearance due to perspective distortion or illumination changes. Recently, inspired by the success of data-driven deep convolutional neural networks (CNNs) in computer vision [10] - [14] , CNN-based approaches have also been applied to homography estimation. These methods treat the problem as a machine learning task and do not rely on keypoint detection or correspondence matching. Rather than estimating the homography matrix directly, a more popular way is to regress the offsets of predefined corners by a CNN using either a 4-point homography parameterization [15] or dense image points defined by a regular grid [16] . Compared with traditional methods based on sparse hand-crafted features, CNN-based homography estimation methods have better performance for handling textureless scenes, and they are easy to use since putative correspondences are established in an end-to-end fashion. Nevertheless, for scenes with rich texture, the best accuracy that CNN-based homography estimation methods can achieve is still lower than that of traditional sparse feature-based methods.
This work proposes to solve homography estimation using a novel hybrid framework called HomoNetComb incorporating deep learning method and energy minimization. Specifically, the contributions of this work include:
customized light-weight CNN model HomoNetSim is
proposed to predict an initial estimation of homography. HomoNetSim can be trained in an end-to-end fashion using large amount of image pairs generated from the publicly available MS-COCO dataset [17] .
Since the size of the HomoNetSim is tiny (less than 3M parameters), the computation time for both training and inference can be reduced significantly compared with existing CNN-based homography estimation methods.
•
A photometric refinement procedure which is able to refine the homography matrix given an initial estimate is proposed. In particular, the homography matrix is refined iteratively by minimizing the masked photometric discrepancy between the warped image and the destination image via gradient-decent algorithm. The masked photometric loss is able to eliminate the influence of invalid warped regions, which is crucial for avoiding getting stuck in local minima.
• [16] . This paper is structured as follows. Section II provides a brief history of the literature on the topic of homography estimation. Section III presents the models and ideas used in our hybrid homography estimation framework HomoNetComb and also information regarding the training and test image datasets. In Section IV, we present qualitative and quantitative experimental results along with a comprehensive analysis. Finally, concluding remarks and the possible future work is discussed in Section V.
II. RELATED WORK
In the literature, researchers have proposed various techniques for homography estimation. A brief review on two categories of methods including sparse feature-based methods and CNN-based methods is given in the following.
A. SPARSE FEATURE-BASED HOMOGRAPHY ESTIMATION
The most widely used and successful feature-based method for homography estimation is the direct linear transformation (DLT) algorithm which minimizes the algebraic error and requires only a set of four image point correspondences [1] . In practice, a robust homography estimate is essential since tentative point correspondences are commonly contaminated with outliers. The accuracy of the homography estimated by the DLT algorithm can be further improved by minimizing geometric error using the iterative gold-standard (GS) method, which generates an optimal estimation in the sense of minimal reprojection errors [1] . In addition to point features, lines [18] and curves [19] have also been exploited for the computation of homography. Although feature-based homography estimation methods are wellestablished, the accuracy of the estimated homography not only depends on the feature detectors but also on the spatial distribution of sparse features. Moreover, feature-based methods may not be applicable when such sparse features are not available in some cases (e.g., textureless man-made objects).
In particular, the standard point feature-based approaches for homography estimation consist of three stages, namely keypoint detection, correspondence matching, and a DLT algorithm. Specifically, a hand-crafted detector is used to extract keypoints from each image using local invariant features (e.g., SIFT [20] , ORB [21] , SURF [22] , etc.). Correspondence matching aims to match the two detected keypoint sets by a heuristic criterion such as euclidean distance or correlation. Outliers in the initial correspondence set are further eliminated using random sample consensus (RANSAC) scheme [1] . In the last step, the transformation between two images can be established by making use of DLT algorithm which takes as input the two correspondence sets. One major problem with such methods is their requirements for the hand-crafted features and the exhaustive matching step. It may fail when correspondences cannot be detected accurately due to the large variances in illumination and perspective distortion. In addition, designing effective features for new data or tasks typically requires new domain knowledge, which is often unavailable for new scenes. A performance comparison and evaluation of many different local invariant features can be found in [23] .
B. CNN-BASED HOMOGRAPHY ESTIMATION
While remarkable advances of deep learning has been achieved in the field of computer vision during the last decade, research into homography estimation has also been driven towards the use of CNNs. In [15] , a homography between two images are defined by relocation of a set of 4 points, which is also known as the 4-point homography parameterization. Based on this parameterization, DeTone et al. [15] use a CNN called HomographyNet for regressing the offsets of four corners from a pair of images. HomographyNet is essentially built on a VGG-style network architecture [24] with 8 convolutional layers, a pooling layer after each 2 convolutions, and 2 fully-connected layers with a L 2 loss function that measures the difference between the predicted and ground truth 4-point offsets. HomographyNet starts with stacking up images in two channels and processing them together through the network. In comparison, Japkowicz et al. [25] proposed a twin CNN module which processes two images in parallel in the first 4 convolutional layers and concatenates feature maps to generate estimates using another 4 convolutional layers and 2 fully-connected layers. Subsequently, the proposed module is arranged in a stacked manner and trained in a hierarchical fashion to reduce estimation error bounds. While this iterative architecture outperforms HomogrpahyNet, it increases both the model complexity and computational cost. The above techniques have been shown to outperform traditional methods relying on sparse hand-crafted point features, especially in the cases where sufficient features could not be detected and reliably matched between images.
Recently, Nguyen et al. [26] developed a novel network to improve the accuracy of homography which computes the homography estimates using a 4-point parameterization and then predicts an optimized estimate with a pixel-wise photometric loss of the two images. Unlike the aforementioned CNN-based methods using the 4-point parameterization, Zeng et al. [16] formulate homography estimation as a perspective field (PF) prediction task and employ the fully convolutional network (FCN) [27] to learn it from a pair of images. The parameterization basically models the nature of homography, i.e., the pixel-to-pixel bijection. Thus, robust homography estimation can be fulfilled by utilizing dense correspondences established by PF. In particular, an end-to-end model called PFNet is designed to learn the PF and address this new homography parameterization [16] . The proposed deconvolution block follows the residual function fashion, and as such input information can be passed to the output directly by a shortcut connection for the upsampling [16] . The above parameterization does not rely on any specific network and as such it has nice generalization property. Therefore, the PF can be learned by any existing FCN to estimate homographies. The above method outperforms traditional sparse feature-based approaches and achieves the state-of-the-art in terms of accuracy.
CNN has been shown to exhibit superior performance compared with traditional feature-based methods on homography estimation, mainly because that CNN is powerful for capturing the underling feature of images and thus is able to generate a robust prediction of homography. However, we believe that the accuracy of the solution to the homography estimation which is essentially a geometric problem can be further improved by utilizing explicit geometric modeling and optimization. Motivated by this, we combine a customized light-weight CNN and a local photometric error minimization scheme together, resulting in a hybrid framework which was shown to be robust, accurate, yet reasonably efficient for homography estimation.
III. APPROACH
In this section, we present a new hybrid framework called HomoNetComb for estimating homography between two images of the same scene. Within the proposed framework, a customized light-weight CNN named HomoNetSim is designed and trained to obtain an initial estimation of homography, and then a highly accurate estimation is obtained by minimizing pixel-to-pixel photometric error. Both the CNN inference and photometric refinement procedure was implemented in a way to support parallel execution.
Preliminaries of homography and details on the proposed approach are now described in the following subsections.
A. PRELIMINARIES AND NOTATIONS
For the sake of completeness, this section presents the required theoretical background of homography and the notations used in this paper. More details on multi-view geometry can be found in [1] . Let x and x be the projection of a 3D scene point X onto two images, where both x (x ) and X are represented by homogeneous coordinates [1] . Without loss of generality, the first camera is aligned to the world coordinate, i.e., the rotation matrix and the translation vector of the first camera becomes to a 3 × 3 identity matrix I and 3 × 1 zero vector 0, respectively. Thus the camera projection process for the two cameras can be written as x K[I|0]X and x K [R|t], respectively. Here, K and K are the 3×3 calibration matrices of the two cameras, R is the 3 × 3 relative camera rotation matrix, t is the 3 × 1 translation vector between the two cameras, and the notation represents equality up to scale [1] .
The first type of homography is induced by planar scene. As shown in Fig. 1(a) , let L be the light ray back-projected from the image point x. According to the camera projection process, any 3D point
lies on L projects to x. Assume that the 3D point X is on a plane π = v , 1 , it follows that
which determines ρ = −v K −1 x for the scene point X corresponds to x. Projecting X onto the second image according to the camera projection process, we get
Thus the planar homography H relates x and x by x Hx with
The other common type of homography is induced while camera is rotated about its optical center without translational motion (i.e., t = 0, see Fig. 1(b) ). Again, according to the camera projection processes, the projection of X results in
Thus the rotational homography relates x and x by x Hx with
In both cases, the homography H corresponds to a 3×3 matrix defined only up to scale, thus it has eight degrees of freedom.
B. HOMOGRAPHY ESTIMATION WITH CUSTOMIZED LIGHT-WEIGHT CNN
The problem of homography estimation is to compute the 3 × 3 matrix H. CNN-based methods for solving this task take as input a pair of images and output geometric meaningful vectors which correspond to a certain homogrpahy parameterization. This subsection presents details on 4-point homography parameterization and then our proposed light-weight CNN called HomoNetSim for homography initialization, which can be trained much more efficiently compared with existing CNN models.
1) HOMOGRAPHY PARAMETERIZATION AND CONVERSION
While it is straightforward to formulate it as a regression problem which can be solved using CNN, research has found that unrolling the parameters of the homography matrix H into a single vector are actually mixing both rotational and translational terms, and balancing the rotational and translational terms as part of an optimization problem is difficult, making regressing the vector directly challenge [15] . Without loss of generality, by fixing one element of H to 1, a 8-dimensional vector h = (h 00 , h 01 , h 02 , h 10 , h 11 , h 12 , h 20 , h 21 ) can be used to uniquely represent the homography. Thus, the homogeneous coordinates of a pair of image correspondences x = (u, v, 1) and x = (u , v , 1) are related by
which can be rewritten as
Rearranging Eq. 8, we get two linear constraints on the vector h composed by the elements of H, i.e.,
Therefore, given a minimal number of four pairs of image point correspondences, a set of 8 linear equations on h can be obtained. The resulting linear system can be rewritten in the form of
where A and b are the 8 × 8 coefficient matrix and 8 × 1 constant vector, respectively. For homography estimation using CNN, the geometric meaningful sparse 4-point correspondences or pixel-wise dense correspondences is estimated and then converted to the matrix form by solving Eq. 10, rather than regressing the homography matrix directly. Since finding the solution to the linear system defined by Eq. 10 is numerically difficult for matrices with bad condition, we use singular value decomposition (SVD) to solve the problem and compute h. In this way, point correspondences can be easily transformed to the homography matrix H.
To be more specific, a customized CNN is responsible for estimating the correspondences of the four corners in one image, i.e.,
where W and H is the width and height of the image, respectively. Estimating the correspondences x tl , x tr , x lr , and x ll VOLUME 7, 2019 FIGURE 2. The architecture of the customized light-weight CNN HomoNetSim for 4-point relative displacement regression. The convolutional layer in block (1) accepts 2-channel data and outputs 64-channel data, the convolutional layer in block (5) accepts 64-channel data and outputs 128-channel data, the convolutional layers in blocks (2,3,4) accept and output 64-channel data, and the convolutional layers in blocks (6, 7, 8) accept and output 128-channel data.
is equivalent to predict the displacement of transformed coordinates of these four corners, i.e.,
where u and v is the displacement in the horizontal and vertical direction, respectively. Therefore, the homography estimation problem based on 4-point parameterization comes to regressing the following geometric meaningful displacement vector:
In practice, we estimate the relative displacement δ = 1 D δ rather than the absolute displacement, where D is the predefined largest possible displacement. Thus, each element of the normalized δ falls within the range between -1 and 1.
2) NETWORK ARCHITECTURE AND LOSS FUNCTION
In this work, we design a customized light-weight CNN called HomoNetSim to predict the relative displacement vector from two images. Two input images related by a homography are stacked channel-wise and fed into the network to regress δ . The detailed network architecture of HomoNetSim is shown in Fig. 2 . HomoNetSim is architecturally similar to but much simpler than oxfords VGG Net [24] . In particular, we use a combination of convolutional layers (3×3, stride=1, and padding=1) with batch normalization, rectified linear unit (ReLU) activation, and max pooling (2 × 2, stride=2) layers. Dropout with a probability of 0.5 is applied after the final convolutional layer. The output of the dropout layer is followed by a batch normalization layer and a subsequent fully-connected layer with 8 units. The final output is obtained by applying a hyperbolic tangent activation to the output of the fully-connected layer. Our network produces Compared with HomographyNet proposed in [15] , we make the following revisions to it. First, HomoNetSim takes as input a 2-channel grayscale image sized 32 × 32 × 2, which is 16 times smaller than the 128 × 128 × 2 input data used in HomographyNet. Second, we use a simplified VGG-style network consisting of 8 convolutional blocks, where each block contains one or more of the following operations: convolution, batch normalization, ReLU, and max pooling. Third, only one fully-connected layer is used in HomoNetSim, which simplifies the network architecture further. Finally, a hyperbolic tangent activation layer is appended to the fully-connected layer. The above revisions make our network significantly smaller than the original one and suitable for predicting a normalized displacement vector δ . A detailed comparison with several CNN models used for homography estimation is presented in Fig. 3 . In particular, the total number of parameters of the proposed HomoNetSim is less than 3M, leading to dramatic speedup for both training and inference. The 4-point offset loss function L 4pt for the 4-point homography regression problem is chose as the mean square error (MSE), i.e.,
whereδ i andδ i represent the i-th element of the ground truth relative displacement vector and the output of HomoNetSim, respectively.
C. PHOTOMETRIC REFINEMENT WITH GRADIENT-DECENT ALGORITHM
In this subsection, we present a gradient-decent scheme inspired by modern deep learning technique which enabling parallel execution for homography refinement. The basic idea of photometric refinement is to adjust the homography matrix directly so that the difference between the destination image and the warped source image is minimized. The key is that the homography warping operation requires to be implemented in a differentiable manner, which enables backpropagation of the loss function.
1) DIFFERENTIABLE IMAGE WARPING
The two key components of the differential image warping are grid generation and image sampling, where the grid generation procedure creates a grid of coordinates in the source image corresponding to each pixel from the warped image, and the image sampling procedure calculates the pixel value in the warped image according to the transformed coordinates and the pixel values in the source image. Formally, the grid generation procedure aims to generate a flow-field grid G = {G i } = {u i , v i } (i = 1, 2, . . . , N ), which represents a set of pixel locations in the source image V s . Here, N = W × H is the total number of pixels in each image. G is computed from the regular grid of pixel locations G = u i , v i in the warped image V w (the size of V s and V w is the same). In particular, the target grid G and the regular grid G are related by 
where H −1 denotes for the inverse matrix of H. Given the source image V s and the generated flow-field grid G, differential image sampling which computes the warped image V w is implemented. Specifically, in oder to generate the warped image based on the current H, differentiable bilinear interpolation is used to sample pixels from V s . The pixel value 
where the notations · and · denote for the ceiling and floor of a float number, respectively.
2) MASKED PHOTOMETRIC LOSS
In this paper, we use a photometric loss which measures the difference between all the pixel values in the warped image V w and the source image V s . Since V s and V w cover different scope of the scene, some pixel values in V w cannot be calculated from the pixel values in V s . To eliminate the influence of such invalid region, a mask image V m is generated by warping a grayscale image with all pixel values equal to one onto the destination image, such that the pixel values within the invalid region being set to zeros. Given the triplet of images V = {V w , V d , V m } consisting of the warped image, the destination image, and the mask image, the loss function L pd based on photometric discrepancy is defined as follows:
where I d (·, ·) represents the pixel value at a certain location in the destination image V d , N and N k=1 I m u i , v i corresponds to the number of all pixels and the number of valid pixels in V m , respectively. The above masked photometric loss is essentially a L 2 error which masks out invalid pixel locations and measures the photometric discrepancies between the valid sub-region in V w and V d . We have experimentally found that such a mask is crucial, without which the refinement procedure is likely to get stuck in local minima.
D. THE COMPLETE HYBRID PIPELINE
The motivation of our proposed hybrid framework HomoNetComb is that although CNN is robust and powerful for capturing the underling feature of images and thus is able to generate a reasonable prediction of homography even when the scene is lack of texture, the accuracy of the solution to the homography estimation problem which is essentially a geometric problem can be further improved by utilizing explicit geometric modeling and optimization.
To this end, we combine CNN model and photometric refinement into a hybrid framework, where the CNN predicts an initial homography estimate which is refined by minimizing the photometric discrepancies between the warped image and the destination image. Without loss of generality, the width and height of the input images V s and V d is assumed to be the same. The overall workflow of HomoNetComb for homography estimation is summarized in Alg. 1, where the homography matrix is initialized by HomoNetSim and iteratively refined via gradient-decent algorithm with backpropagation. The whole procedure terminates if the decrease of loss becomes below a predefined threshold during the last n t steps. 
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Calculate the decrease of loss l during the last n t iterations;
13
Let i ← i + 1; 14 while l > ; 15 Output the refined homography matrix H ← H (i) .
E. DATASET GENERATION
Training HomoNetSim requires huge amount of data with accurate ground truth labels. However, there is no available public dataset for the task of homography estimation with CNN. To this end, we generate random image pairs with ground truth homography in a way introduced in [15] . In particular, the MS-COCO dataset [17] has been chosen as the base dataset, from which the background image is randomly selected each time when generating a homography related image pair. The MS-COCO dataset consists of three subsets: training dataset with 82,783 images, validation dataset with 40,504 images, and test dataset with 40,775 images. We generate in total 200,000 training image pairs from the training dataset, 2,000 validation image pairs from the validation dataset, and 5,000 test image pairs from the test dataset.
Specifically, a synthetic image pair is generated as follows. First, a reference image V is randomly selected from MS-COCO training (or validation, test) dataset and a square patch V s of size 128 × 128 is randomly cropped from it at position p. Second, the four corners of the image patch V s are randomly perturbed by values δ within the range [−32, 32] , thus the four correspondences define a homography H. Next, the inverse of this homography H −1 is applied to V to produce image V . A second patch V d is cropped from V at position p. In this way, we get a pair of two images V s and V d , where the ground truth relative displacement vector can be calculated by δ = 1 32 δ. A few image samples from our generated training, validation, and test sets are shown in Fig. 4 , where the scenes in the first two rows have rich textures while the last two rows are low-texture scenes. 
IV. EXPERIMENTS
In order to evaluate the performance of our proposed method, we implemented the algorithms and carried out extensive experiments on the datasets described in subsection III-E. The operation system for our test machine is Ubuntu 16.04, and it is equipped with an Intel(R) Core(TM) i7-7700HQ CPU at 2.80 GHz (with 4 cores and 8 threads), a NVIDIA GeForce GTX 1060 GPU, and 16 GB physical memory. The whole system HomoNetComb including HomoNetSim and the photometric refinement procedure is implemented in PyTorch and the Adam optimizer [28] with momentum 0.9 is used for optimization. In particular, HomoNetSim is trained in an endto-end fashion from scratch, where all weights are initialized randomly. The total number of epochs is set to 40 and the initial learning rate is set to 1 × 10 −3 , which is scaled by a factor of 0.1 if the decrease of loss value within an epoch is below 1 × 10 −7 . The batch size for training HomoNetSim is set to 2048, thus each epoch contains 98 steps on the train set containing 200,000 image pairs. As for photometric refinement procedure, the learning rate is fixed to 0.001, is set to 0.001, and n t is set to 30 in our experiments (see Alg. 1 for the details on the workflow).
A. BASELINE METHODS
In order to thoroughly examine the performance of HomoNetSim and HomoNetComb, we carry out both qualitative and quantitative evaluation and make comparisons with existing CNN-based works and feature-based method. In particular, HomographyNet [15] uses a VGG-like network for this task which heavily uses fully-connected layers. HomographyNetR refers to a combination of HomographyNet and our proposed photometric refinement procedure. HCN-2 [25] stacks twin convolutional regression networks in a hierarchical way to estimate the homography between a pair of images. PFNet-300 [16] employs ResNet-50 [29] as the FCN backbone to learn a dense perspective field (PF) and performs robust homography estimation by utilizing the dense correspondences. FCRN [30] is another architecture performing dense prediction task which also built upon ResNet-50. The difference between FCRN and PFNet is that FCRN uses the upsampling block [30] to do deconvolution and does not use any identity block in the deconvolution stage. FCRN-IB refers to a model constructed by adding identity blocks to FCRN in the same way as PFNet. FCN-DenseNet [31] refers to a model constructed by applying the PF on FCN-DenseNet which is a recent model for dense prediction problems. Note that PFNet-300 is trained using 300 epochs and it was the previous state-of-the-art algorithm. As for the feature-based method, we select the classical ORB [21] , SURF [22] , and SIFT [20] descriptors with RANSAC scheme for robust estimation. The above three non-deep learning based algorithms are implemented in OpenCV with default parameter settings and are denoted by ORB+RANSAC, SURF+RANSAC, and SIFT+RANSAC, respectively.
B. EXPERIMENTAL RESULTS
In the evaluation, we focus on both the convergence and accuracy of our proposed method. Representative experimental results are presented in the following.
1) CONVERGENCE ANALYSIS
We first carry out experiments to evaluate the convergence of the training process of our proposed HomoNetSim model. The convergence property is presented in Fig. 5 . In particular, Fig. 5(a) shows the 4-point offset loss L 4pt (see Eq. 14) in each epoch, where HomoNetSim_Loss_Train, HomoNetSim_Loss_Val, and HomoNetSim_Loss_Test refer to the loss on the training, validation, and test set, respectively. The experimental results in Fig. 5(a) demonstrate that the loss on the three (training, validation, and test) sets is on a similar level in all epochs, which decreases from about 0.4 to about than 0.025 in less than 20 epochs. In the training of HomoNetSim, we set the batch size to 2048. One batch takes about 1.3 seconds on our NVIDIA GeForce GTX 1060 GPU and one epoch takes about 130 seconds for our training set which contains 200,000 images. Thus, it costs only about 43 minutes for HomoNetSim to converge and the whole training process can be done in less than 1.5 hours. In Comparison, our implementation of HomographyNet [15] takes more than 10 hours to converge and the previous stateof-the-art model PFNet-300 trained with a batch size of 64 on a NVIDIA Tesla M40 GPU takes about 44 hours of training for the model to converge [16] . It is easy to see that our customized light-weight model HomoNetSim significantly improves the convergence speed compared with existing CNN-based method. Fig. 5(b) shows how the accuracy of HomoNetSim on the training set (denoted by HomoNetSim_MACE_Train), validation set (denoted by HomoNetSim_MACE_Val), and test set (denoted by HomoNetSim_MACE_Test) improves during the training process by measuring the mean average corner error (MACE) [15] , [25] , which is defined as the average distance between the four ground truth and estimated image corners in the 4-point homography parameterization (see sub-subsection III-B1. From the experimental results shown in 5(b), we can see that HomoNetSim achieves similar accuracy on the validation set and the test set, which is slightly worse than that on the training set. In particular, the MACE on the test set drops from about 26 pixels to about 6 pixels in less than 20 epochs, which coincides with the decrease of loss during the training.
In addition to the training of HomoNetSim, we also carry out experiments to evaluate the efficiency of the complete hybrid framework HomoNetComb involving HomoNetSim inference and photometric refinement. Since HomoNetComb can be readily executed in a parallel fashion, we test its running time performance on a batch size of 1024 for both the CNN inference and gradient-decent refinement. The photometric loss L pd (see Eq. 17) and the MACE for the refined homography during the execution are shown in Fig. 5(c) and (d), respectively. The result in Fig. 5(c) shows that the masked photometric loss L pd decreases from about 0.21 to a value a little bit higher than 0.025 in less than 200 seconds. The result in Fig. 5(d) shows that the MACE decreases from about 5 pixels to a value lower than 0.6 pixels in less than 200 seconds, which coincides with the decrease of L pd . The experimental results demonstrate that the proposed HomoNetComb is effective for homography matrix initialization and refinement. The inference time for HomoNetSim is as low as 0.04 milliseconds per image, and the whole processing time of HomoNetComb for a pair of image is about 200 milliseconds on average. In comparison, the inference time for a pair of 128 × 128 images in HomographNet and PFNet-300 (both with a batch size of 64 which is limited by the GPU memory) is about 1.3 milliseconds and 16 milliseconds, respectively. The results indicate that HomoNetSim achieves about 30 times of speedup compared with its counterpart HomographyNet. As for the overall efficiency, although HomoNetComb runs slower than the previous state-of-the-art method PFNet-300, a processing speed of 5 FPS is sufficient for most applications without strict timing constraints. Moreover, the efficiency of photometric refinement in HomoNetComb can be improved by optimization acceleration strategies (e.g., hierarchical refinement scheme). The comparison of inference (execution) time for different methods on NVIDIA GeForce GTX 1060 GPU is shown in Table 1 . 
2) ACCURACY EVALUATION
In order to the evaluate the accuracy of HomoNetSim and HomoNetComb, a detailed comparison of the MACE with existing homography estimation algorithms introduced in subsection IV-A is shown in Fig. 6 . Note that since the sparse feature-based methods may introduce arbitrary large error if it fails to match the correspondence correctly, which will result in unreasonable large MACE. However, the CNN-based methods will ensure that the four corners being constrained within a certain range. To make a fair comparison, in cases that the ORB+RANSAC, SURF+RANSAC, and SIFT+RANSAC return a MACE larger than 64 pixels, we re-calculate the MACE for the three methods using the identity homography matrix instead. Among all the three sparse feature-based methods, ORB+RANSAC is the most inaccurate one which results in a MACE of 13.17 pixels, followed by SURF+RANSAC with a MACE of 10.93 pixels, and then SIFT+RANSAC with a MACE of 3.38 pixels. Note that although SIFT+RANSAC achieves a low MACE, it does not indicate that SIFT perform well on the test set since the estimation errors for failure cases are bounded. As for CNN-based methods, HomographyNet is the most inaccurate one with a MACE of 8.92 pixels. The MACE for the five methods PFNet-300, FCRN-IB, FCRN, FCNDenseNet, and HCN-2 ranges from 0.93 to 6.63 pixels, where HCN-2 is the most inaccurate one and PFNet-300 is the most accurate one serving as the previous state-of-the-art. HomographyNetR achieves a MACE of 1.36 pixels, which is a significant improvement over HomographyNet. In comparison, our proposed HomoNetComb achieves a MACE of 0.58 pixels, which outperforms both HomographyNetR and PFNet-300. It is noteworthy that our proposed HomoNetSim designed based on HomographyNet achieves a considerable improvement over its counterpart, which reveals that the revisions to HomographyNet (see sub-subsection III-B2) is effective. Moreover, the state-of-the-art accuracy achieved by HomoNetComb indicates that a good initialization is important for HomoNetComb and HomoNetSim is able to provide better solution than its counterpart HomographNet.
To see how the proposed photometric refinement procedure in HomoNetComb improves the accuracy of homography estimation, we present some intermediate experimental results on two sample image pairs shown in Fig. 7(b) , where the three images from left to right are the original image (cropped for visualization purpose) with two highlighted regions (red for the source image and green for the destination image), the generated source image, and the destination image. Images shown in Fig. 7 (c,d,e) and Fig. 7 (f,g,h) are the experimental results for the image pair in Fig. 7(a) and Fig. 7(b) , respectively. For each image pair, we present intermediate results at three different iterations. In particular, the results in Fig. 7(c-h ) from top to bottom are the warped source image, warped source image overlayed on the destination image, the visualization of the pixel-wise photometric discrepancy, and the homography represented in the 4-point form (green for ground truth and yellow for estimates). The overlayed images and the visualization of photometric loss provide a intuitive way to inspect how the quality of homography improves at each iteration. The three numbers shown below each group of images indicate the iteration index, the photometric loss L pd , and the MACE. The MACE for the image pair in Fig. 7(a) drops from 6.12 pixels to 0.68 pixels, and meanwhile the MACE for the image pair in Fig. 7(b) In the next experiment, we compare the performance of our proposed framework with SIFT+RANSAC, HomographyNetR, and PFNet-300. Among these methods, SIFT+RANSAC is a classic sparse feature-based method, HomographyNetR is a new method constructed by combining HomographyNet and our proposed photometric refinement procedure, and PFNet-300 is a CNN-based method which represent the previous state-of-the-art. Representative experimental results on six sample image pairs shown in Fig. 8(a) are presented. In particular, the images in Fig. 8(b) , (c), (d), and (e) are the ground truth and estimated homography in the 4-point form (green for ground truth and yellow for estimates) with the MACE displayed on the upper-right of each image. The images in Fig. 8(b) also show the results of SIFT feature matching within the robust homography estimation RANSAC scheme. In all cases, HomoNetComb and PFNet-300 achieve much higher accuracy than SIFT+RANSAC as expected, mainly because sparse feature-based method cannot handle scenes without rich texture properly (e.g., the last three image pairs in Fig. 8(a) ). HomographyNetR achieves the same MACE as HomoNetComb in three image pairs but the MACE for the other three image pairs is very large, which indicates that HomographyNet is not able to consistently provide good initialization for photometric refinement. The above experiment shows that HomoNetComb gain considerable performance improvement over PFNet-300 and HomographyNetR in the majority of cases, which suggests that the combination of our proposed CNN-based model HomoNetSim and the photometric refinement is an effective way to improve the accuracy of homography estimation while maintaining the robustness of estimator.
3) APPLICATION IN IMAGE STITCHING
In order to demonstrate how the proposed HomoNetComb can be utilized to solve real-world problem, in the last experiment we apply HomoNetComb to the image stitching application and investigate its performance. Given a set of images, image stitching (or image mosaicing) aims to composite a single image with larger field of view [7] . The images used in this experiment is generated from the publicly available Lunch Room Blue dataset [32] , which consists of 72 images acquired with a Canon DS50 and perspective lenses with a resolution of 1280 × 1920 pixels at poor light condition. A panorama head was used to approximate a rotation around the vertical axis about the optical center of the camera, such that the captured images are related by homographies. In this experiment, we select ten images from the original dataset and cut out the upper-left part (640 × 480 pixels) to generate a challenge image sequence with large textureless regions (see Fig. 9(a) ).
We compare the stitching result based on HomoNetComb with that of SIFT+RANSAC. In both methods, the homography between each two neighboring images is estimated and then all images are stitched together by transforming each image to a unified coordinate framework using image warping. For SIFT+RANSAC, the features are detected and matched at the original scale. For HomoNetComb, we first resize the input images to get lower resolution images with 32 × 32 pixels and 128 × 128 pixels, which are then fed into HomoNetSim and the photometric refinement model. The output of HomoNetComb can be easily converted back to get the homography relating the images at the original scale. A comparison of stitched images are shown in Fig. 9(b) and (c) . From the highlighted regions, it is easy to see that SIFT+RANSAC introduces noticeable errors which cause blurring effects at overlapping sections, while HomoNetComb is able to handle the textureless scene properly.
V. CONCLUSIONS
While existing algorithms for homography estimation exploiting hand-crafted sparse image features are wellestablished and efficient but are not robust enough for textureless scenes, CNN has recently been shown to be robust and powerful for capturing the underling feature of images and thus is able to generate a reasonable prediction of homography even when the scene is lack of texture. However, the accuracy of the solution to the geometric problem can be further improved by utilizing explicit geometric modeling and optimization.
To this end, this work proposes to solve homography estimation using a hybrid framework HomoNetComb which benefit from both deep learning method and energy minimization. In particular, a customized light-weight CNN HomoNetSim is designed to calculate an initial estimation of homography, which is then refined via gradient-decent algorithm by minimizing the photometric discrepancy between the warped image and the destination image in a parallel fashion. Experiments on a large synthetic dataset demonstrate that the proposed framework is able to improve robustness of homograph estimation compared with traditional methods based on sparse image features significantly, and achieves higher accuracy than the state-of-the-art CNN-based method. The performance of the proposed method is also investigated in a real-world image stitching application.
We believe that the combination of deep learning methods and energy minimization can be a promising way for solving various geometric problems in computer vision, which is worthy to investigate in future research. 
