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The main aim of this paper is to solve the functional equations 
j$ C&td + 2 B&i (2 A&) = da, 01 = 1, 2,..., q, 
and k > 1, in vector variables ti ,..., tl, satisfying the condition II ti 11 = 
(x7’; tJ,)‘lz < S for all i, where Cai , Baj and AdI are given square matrices 
and d, is a given vector. The elements of the vector functions hi and g, are 
unknown continuous functions in vector variables. The study of the other form 
z &W%t) = di for i = 1, 2,..., q 
is postponed at present and will be published in a later communication. The 
applications of the first set of functional equations are given in characterizing 
the gamma and the multivariate normal distributions at the end of the paper. 
In order to solve the required set of functional equations, the certain product 
of two matrices, as defined by Khatri and Rao (1968b), is extended. Let 
A = (A, ,..., A) and B = (B, ,..., B,). Then the extended product A @ B 
is defined by the partitioned matrix 
(A, 0 B, t..., A, 0 JU, 
where @ denotes the Kronecker product. Some interesting properties of this 
extended product along with some useful results in matrix algebra are established. 
1. INTRODUCTION 
Linnik’s functional equation (1964) in two variables t, , t, of the type 
g&1 + U,) + ... + &I + QJ = 5&l) + w,> (1) 
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defined for 1 ti 1 < S (i = 1,2) withgl ,..., g, , .$I and Es as continuous functions, 
was generalized by Khatri and Rao (1968 b) to K-variables t, , t, ,..., t, , while 
it was generalized by Ghurye and Olkin (1962) to two vector variables tl and ta 
and is given by Lemma 4 in Section 3. Now, we consider the extension of Khatri- 
Rao’s result to k-vector variables t, ,..., tk , which can be written as 
defined for 11 ti 11 < 6 (2) 
for all i, /I < k and k > 1, where A = (A, , A, ,..., A,): mk x mr and Aj’ = 
(A1.j 7 A& >***, A&) : m x km are given matrices, and t, ,..., tk are column 
vectors with m-elements. Here, we assume that gj and k+ are continuous functions 
on m-dimensional Euclidean space and our object is to determine conditions on 
A 1 ,--*, A, under which each function in (2) is polynomial, to find an upper 
bound to the maximum degree of the polynomials, and to determine the precise 
estimates of the maximum degree depending on the nature of the matrices 
A 1 ,..., A, . The case when the maximum degree is utmost unity (see Lemma 6) 
is of special interest and is considered in some detail. Conditions under which 
the maximum degree is s < (r + /I - 1) for ,8 > 2 are given in Lemma 6. 
Thus, an increase in the number of variables in Linnik’s equations in vector 
variables places a restriction on the degree of the polynomials. 
As a generalization of (2) we consider the multiple equations of the form 
$ GiWi) + g Barn (2 A&) = 4 3 a = 1, 2 ,..., 4, (3) 
k > 1, defined for II ti // = (CL, tfj)lj2 < 6, i = 1, 2 ,..., k, where g, ,..., g, and 
h 1 ,*-‘, h, are unknown column vector functions with p elements which are 
continuous functions, Cai and Bai are p x p square matrices, and d, is a known 
vector of p elements. In Lemma 7, we determine the conditions under which the 
functions involved in (3) are polynomials of a degree not exceeding a given 
number. The case for k = 1 and hl = gi = g for all j in (3) will be published 
in a later communication. 
We use the solutions of (2) and (3) in characterizing gamma and multivariate 
normal distributions. In characterizing a gamma vector variable, we come across 
a set of functional equations: 
I exP(at’Y) gj(rj) dF(Y) 
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fori = 1, 2,..., m and for all vector t, where F(y) is a distribution function of a 
vector variable y and gj(yj) = exp(yl) for j = 1, 2,..., m or gi(yj) = l/yj for 
j = 1, 2,..., m. These equations have a solution if and only if ujj’ = 0 for 
j # i’. Thus, we get the characterization of independent gamma distributions. 
These results extend the results of Rao (1969) and Khatri and Rao (1968 a, b). 
In Section 2 of the paper, we give some results on matrices and on an extension 
of the certain product of two matrices defined by Khatri and Rao (1968 b). 
The solution of the functional equations (2)-(4) are discussed in Section 3 and 
the main theorems on characterization of the gamma and multivariate normal 
distributions are given in Sections 4 and 5. 
2. SOME RESULTS ON MATRICES AND ON AN EXTENSION 
OF CERTAIN PRODUCT OF MATRICES 
2.1. On Existence of Some Types of Matrices 
LEMMA 1. Let A$ : m x p be given matrices such that p(Aj) = p for all j = 
1, 2,..., Y where p(A) indicates the rank of A. Then, there exists a matrix H : p x m 
such that HA, (j = 1, 2,..., r) are nonsingular and p(H) = p. Further, if 
p(Ai - A,R) = p for some given pair (i, j) (i # j) and R is a square matrix of 
order p x p, then there exists a matrix H : ~5 x m such that p(H) = p(H&) = 
p[H(A, - A,R)] = p for j’ = 1, 2 ,..., r. 
Proof. Suppose there exists a matrix H,:p x m such that HaAj (j = 1,2,..., k) 
are nonsingular and H,,Ak+, is singular. Let us define H, = M,, + A&‘,, where h 
is a nonnull scalar quantity and AZ+,, is the conjugate transpose of Ak+i . Let us 
take 
--h # any ch. root of (H,,Aj)-lA$+,,Ai for j = 1, 2,..., k 
and 
--h-l # any ch. root of (A~+lA~+r)-lH,,Ak+l . 
Then, it is easy to verify that 
I X + W,,Aj)-l A;+& I f 0 and I PI + (A:+l&+J1 WA,+, I f 0, 
i.e., 
I HA I f 0 for j = 1,2 ,..., k + 1. 
Thus, given H, , one can always find nonzero scalar quantity X such that H A* 
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(j = 1, 2,..., k + 1) are nonsingular. Since we have an initial choice as Ho = A,* 
with k = 1, the first part of Lemma 1 follows by induction. For the second part, 
we consider the matrices A, ,..., A,. and Ai - A,R and, using the first part, we 
get the required result. 
DEFINITION 1. A and B matrices of respective orders m x p and m x s 
will be said to be column-wise independent iff p(A, B) = p(A) + p(B). 
DEFINITION 2. Let A be partitioned into (A , A, ,..., A,.). Then, Ai is 
called the i-th partition of A. 
LEMMA 2. Let A = (Aij) and Aii : m x m (i = 1,2 ,..., k; andj = 1, 2 ,..., r) 
begiven matrices. Let Iii, = (O,..., 0, I, , 0 ,..., 0), where I, is an identity matrix of 
order m x m and it is the i-th partition of Imk (i = 1, 2,..., k), and Aj = (A,) : 
mk x m be the j-th partition of A. If every two partitions of (A I,,) are column- 
wise independent andfor each j, p(Aj) = m, then there exists a matrix 
H = (2: ’ 
Wk 
2: 1:::: Hsb)’ 
Hii : m x m, 
such that every two partitions of (HA H) are column-wise independent, Hii 
(i = 1, 2, andj = 2, 3 ,..., k) and H,, are nonsingular and if 
B, (i = 1, 2 andj = 1, 2 ,..., k) 
are nonsingular. 
Proof. Since for each i and j, p(Aj) = p(I(a) = m, so by Lemma 1, we can 
find a matrix Hi : m x km such that for all i = I,2 ,..., k and j = 1, 2 ,..., r, 
Blj = H,A, and Hii = H,I(,, are nonsingular. Let us write 
) : km x km, 
T, = diag(B;: ,..., B;: , H,;’ ,..., H-l) lk > 
Rij = A,B;’ for i = 2, 3,..., k and j 
Rj = (Rij) : (k - l)m x m, 
R = (R,J : (k - l)m x mr, 
P = (I, ,..., I,) : m x (r + k)m, 
S = diag(H;,’ ,..., H;.) = (S, ,..., S,), 
= = 1, 2 )..., 7, 
Si : (k - I)m x m. 
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Then, we have one-to-one transformation 
and since every two partitions of (A, Imk) are column-wise independent, we 
get for i # i’ = 2, 3 ,..., k and j # j’ = 1, 2 ,..., r 
,@) = @J = P(Rj - R,,) = p(Rj - SJ = p(Si - Sir) = m. 
Hence, using all these matrices and using Lemma 1, we can find a matrix 
Ha : m x (k - 1)m such that H,S, , H,Rj , Hs(Ri - R,,), Hs(S( - Sit) and 
H,(R, - Si) are all nonsingular matrices. Hence taking 
H = ($!&a 
) 
: 2m x km, 
we get the required result. Thus lemma 2 is established. 
2.2. Some Properties of Kronecker Product 
DEFINITION 3. Let A = (Q) and B be any two matrices. The Kronecker 
product A @ B is defined by 
A @ B = (a,B). 
Then, we have the following well-known result: 
(i) p(A @ B) = p(A)p(B), (A @ B)’ = A’ @ B’ and (A @ B)(P @ Q) = 
(AP 0 BQ). 
(ii) Let Ai : n, x m, Bi’ = (A,‘,..., Ai-, , A;+, ,..., Ak’) for i = 1, 2 ,..., k 
be given matrices such that 
If 
then 
&) = m for all i. 
T’ = (A,’ @ Br’, A,’ 0 Bs’,..., Ak’ 0 B;), 
p(T) = m2. 
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Proof. We note that p(T) < m2, and 
i 
I,, 0 (B, *W% * . . . 
I,, @ (B2!B2)-‘B2* a.. 
0 
0 0 
------ -__-- ---_-__-_-- . . ----------- 
0 0 a** I,, @ (Bk*Bk)-lB,* 
From this, p(T) 2 p(B1 0 Im) = m2. Hence, p(T) = m2. 
(iii) Let A : n x Y and B : m x r be two given matrices. If 
P(i”,“,) =y2, 
then, p(A) = p(B) = Y. 
Proof. Let P’ = (A’ B’). Then, it is easy to see that 
Then, using (2.2(i)), we get 
P(P) = y, and 
Let a set of linearly independent rows of A be denoted by A1 : p x Y, Y 3 p = 
rank A, and that of P by P, : Y x Y which is nonsingular. Then, deleting the 
dependent rows, we have 
because 
I, @ P;’ 
-A,*(A,A,*)-1 @ A,P;’ O K”‘@“) P;’ 0 I, PI 0 A1 
=P ( 
A1 0 1, 
(Ir - A,*&A,*)-%) 0 Al ) 
< ~(4 0 IJ + P[& - A1 *(A,4 *I-%) 0 41 
=pr +(p -Y)p =p? 
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Hence, we get r = p. This shows that p(A) = Y. Similarly, p(B) = r can be 
established. Thus, (iii) is established. 
2.3. Extension of Product of Two Matrices DeJined by Khatri and Rao. 
DEFINITION 4. Let A and B be column-wise partitioned into r parts, viz., 
A = (A, , A, ,..., A,.) and B = (B, , B, ,..., B,). Then, an extension of the 
certain product defined by Khatri and Rao (1968 b) is defined by 
A@B=(Al@B,,A,@B, ,..., A,@B,). 
The sub-matrix Ai @ & is called the i-th partition of the product matrix 
A @ B. 
DEFINITION 5. Let us write A = (A& where Aij is a matrix of order 
ni x mi for i = 1, 2 ,..., k and j = 1, 2 ,..., r. A matrix AB is defined by the 
matrix obtained from A @ A by deleting the types of the rows (a$’ @ Ai1 , 
a:;’ @ Ait ,..., a::’ @ Ai,.) for i = 1, 2 ,,.., k and 01 = 1, 2,..., ni , where ag’ 
is the orth row vector of Aij . Note that such rows are easy to identify from 
A @I A. 
We may note that when, for each i and j, ni = mj = 1, we get A’ = A# 
as defined by Khatri and Rao (1968 b). We shall write 
(A @)PA@ = (A @)p-1A @ Am = A @ A 0 *** @ A @ Am 
-. v-c/ 
P time8 
and (A @)OA@ = A”. 
We shall now prove some results involving the extended product as given 
by Definition 4. 
(iv) It is easy to see that if C = (C, , C, ,..., C,), then A @ B @ C = 
(A, @ B, @ C, , A, @ B, @ C, ,..., A, @ B, @ C,) because 
(A 0 B) @ C = A @ (B 0 C). 
(v). Let T, and T, be matrices of order n1 x n and s1 x s, respectively, 
and let A : n x m and B : s x p begiven matrices. Then, 
(T, @ T,)(A 8 B) = (T,A 0 T,B). 
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(vi) Let A = (A, ,..., A,) and B = (B, ,..., B,). Then 
P(A 0 W b max [ i Wi) - P(&+~)I p(Bl ,.-, &), i=l 
with ~Oh+d = ~(&+d = 0. 
Proof, Let us denote the orders of Ai and Bi as n x mi and s x qi , and let 
P = (IS @ Bi , I, 0 B, ,..., I, @ B,), Ri = (B, , Bz ,..., BJ, and Q = 
dk(A, 0 IQ, , A, 0 b, , . .., A, @ &). Then, it is easy to verify that 
A@B=PQ. (5) 
If 
LO I,, 0 0 ..* 0 
---I, 0 B,*D,, L 0 I*, 0 . . . 0 
T= ---In 0 B,*D,, --In 0 B,*D,, I,@&& *** 0 , 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
--I, @ B,*D,-,,, -I,@ B,*D,,,, --I, 0 B,*D,-,,, ..* I, 0 Iur I 
(6) 
where (D, , Dj, ,..., DJ = Rj(Rj*Rj)-, (Ri*Rj)- is a g-inverse of Ri*Ri for 
j = 1, 2,..., r - 1. Further, it is easy to see that 
,@,*,,(I, - WRi*W-R*)Bi+J = ,&+I) - PPV (7) 
forj = I, 2,..., r - 1. Then, it is easy to verify that 
In 0 Bl* 
TP* = I, 0 %*(I, - R(R,*W-RI*) (8) 
I, @ B,*(I, - R,:l(R~lR,-,)-R,*_,) 
with Bi = Rj(Ri*Ri)-Rj*B, for i = 1, 2 ,..., j and j = 1, 2 ,..., r - 1. Using 
Khatri’s result (1961), viz., 
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also (5), (6), (8) and (2.2(i)), we get 
,o(A o B) = p(PQ) = p(TP*PQ) 
with R, = 0. Using (7), we get the final result as 
AA @ B) > i MAi) - ~(&+dl PC&) with p(A,+J = 0. 
i=l 
Similarly, the other part, viz., p(A @ B) > Ci=, [p(BJ - p(Bi+r)]p(A1 ,..., A,) 
with p(B,+r) = 0 can be established. This proves the required result. 
(vii) Ifp(B) = CI=, p(BJ or p(A) = CL1 p(k) in (vi), then p(A 0 B) = 
I& PW P&). 
Proof. Since p(Br ,..., B,) = Cl, p(B,), we have 
PP 1 ,..., Bi) = i p(R) for j = 1, 2 ,..., r. 
i=l 
Using this in (vi), we have 
P(A 0 B) 3 c PW ,4W 
i=l 
But, we have 
P(A 8 B) < i ~(4 0 B,) = i P(&) PUS). 
i=l i=l 
These prove the first part of (vii). Similarly, the second part can be established. 
(viii) Let Am be a matrix as given by Definition 5. If p(Aa) = gCI rnz, 
then, (a) every two partitions of A are column-wise independent, 
(b) p(A& ,..., A,&) = p(Air ,..., A;& , A;+,,* ,..., A&) = mi for 
i = 1, 2,..., h andj = 1, 2 ,..., T, and 
(c) p((A @)P A@) = CiCI rnF+‘. 
Proof. From definition, it can be shown that p[ j-th partition of Aa] = mi 
for j = 1, 2 ,..., Y. Let Aj’ = (Aij ,..., A;,), and R;,,I = (Aij ,..., A& , 
A:+,,j ,..., A&). Now, adding certain rows in the j-th partition of A@, we can get 
’ Rwr 0 4 ( ) = = 
Ai 0 RCn, 
m 3 2 for i 1, 2 ,..., k and j = 1, 2 ,..., r. 
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Now, using (2.2(iii)), we get (b). (a) follows from p(A @ A) = &r mi2, which, 
in turn, is obtained fromCF=, mj2 = p(A”) < p(A @ A) < CL1 mj2, and (c) is 
the consequence of (vii). 
(ix) 1fp((A a)* AB) = CL1 my+‘, then 
(a) every two partitions of A are column-wise independent, 
(b) p(A& ,..., ALj) = p(A;, ,..., Ai-,,j , &+l,j ,..., A&) = mi for all i 
and j, and 
(c) p((A @)t Am) = Cj’=, my for t > p. 
This can be established in the same manner as was adopted for (viii). 
3. SOLUTIONS TO SOME FUNCTIONAL EQUATIONS IN VECTOR VARIABLES 
3.1. Functional Equation (2). 
Ghurye and Olkin’s result (1962) will be stated below as Lemma 3. 
LEMMA 3. Let gl(t),...,gn(t) b e unknown continuous functions on R”, and let 
h,(x j y) and h,(x / y) be deJined on Rm x P, and, for each$xed y E R”, let these 
be polynomials in x of degree < a and b, respectively. Let C, , C, ,..., C, be non- 
singular matrices such that 
igjct + cd = Mt I u) + h2(u 1 t) 
dejnedfor jl t II < 6 and II u II < 8. Then, 
(9 Cizl gdt + (2, ) ,u is a polynomial in (t, u) of degree < a + b + r. 
(ii) If, in addition, there exists a nonempty set N = {il ,..., i,} C {I, 2 ,..., r} 
such thatfor i, j E N, Ci = Cj and i E N andj $ N, 1 Ci - Ci 1 # 0, thenCjsNgi(t) 
afd &~gj(f + W are polynomials of degree < (a + b + r - p + 1). 
Now, let us rewrite the functional Eqs. (2) as 
defined for II ti I/ < S for all i = 1, 2 ,..., k, where t’ = (tl’, t,‘,..., ta’) : 1 x mk, 
Aj’ = (A;i , A& ,.**, A&) : m x mk, A = (Ati) and Iii, = (0 ,..., 0, I, , 0 ,..., 0) : 
m x mk, the identity matrix being at the i-th partition. Then, it is easy to see 
that Aj is the j-th partition of A, and 1~~) is the i-th partition of (Ik @ I,). Here 
gl , . . . . g, , h, sm..> h, are unknown continuous functions on R”. 
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LEMMA 4. If  for /3 = k > 1 every two partitions of (A Ix @ I,) are column- 
wise independent and p(Ai) = m for j = 1, 2,..., r, then gj(t) and h<(t) are polyno- 
mials of maximum degree r + k - 1. 
Proof. Using Lemma 2, we can find a matrix 
H = cH; ’ 
KC 
ii:: ;:::; Hzk) 
such that every two partitions of (HA H) are column-wise independent, 
H1, : m x m and Hai (CX = 1, 2 and i = 2, 3,..., k) are nonsingular and if 
with Bij and Bzj being m x m square matrices, then Baj (CX = I,2 and 
j = 1, 2,..., r) are nonsingular. Let 
t, = Ku, , ti = H;iu, + H~~uZ for i = 2, 3 ,..., k. 
Then, for some // u, 11 < 6, (a = 1, 2), the given equation reduces to 
Now, using Lemma 3(ii), we get the required result. 
If in Lemma 4, some of the h,‘s are known to be zero, then the result can be 
modified and is given by Lemma 4’. 
LEMMA 4’. (a) Let /3 = 0 and let, for some i # i’, every two partitions of 
(A, Ifi) , Iti,,) be column-wise independent with p(Aj) = m for all j. Then, g, , 
g, ,..., g, are polynomials of maximum degree r. 
(b) Let ,5 = 1 and let, for some i # 1, every two partition of (A, 1~~) , It,,) 
be column-wise independent with p(Aj) = m for all j. Then, g, , g, ,..., g, , h, are 
polynomials of maximum degree r. 
(c) Let p > 2 and let every two partitions of (A, 1~~) ,..., I(,)) be column-wise 
independent with p(AJ = m for all j. Then, g, , g, ,..., g, , h, , h, ,..., ho are 
polynomials of maximum degree r + p - 1. 
LEMMA 5. Let AB be a matrix as defined in Section (2.3) by taking ni = mj 
= m. If  p(A”) = rm2, thengj(t) and hi(t) f  or all i and j are linear functions in t. 
Proof. By (viii) of Section (2.3), p(A”) = rm2 implies the conditions given 
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in Lemma 4, and hence, gj(t) and h,(t) are polynomials of degree r + k - 1 
utmost. Now, let us write 
and 
where b = Y + k - 1, Zcs, indicates the summation over 01~ , 0~s ,..., (Y, such 
that CL1 aj = /3. Further, let us write 
G3 = h).S .o,....o 3 h W,Pl,l.O.....O >***, 4iLl3-1.1.0 *..., 0 9***) 4j).o ,..., 0.0) : 1 x mO, L " / 
R times w 
and, in the above writing of h~~)~, let the element h!ij,,,Ve.,, be repeated 
{/3!/nl, (a,,!)} times, where CT=“=, 0~~ = /3; and let 
XR’ = (A;,), , A&), ,..., X$.),) : 1 x rm”. (13) 
Taking A = (u~~,~~), we can write the functional Eq. (2) as 
(14) 
Then, collecting the coefficients of (tslilt,& for /3r , pa , = 1, 2,..., m and 
2.1 # iz = 1, 2 ,..., k, we can write them with a necessary permutation matrix 
Q 2 : rm2 X m2r as 
AaQzh, = 0, 
which implies that A, = 0, because p(A”) = p(A@Qs) = rmz. Thus, the second 
degree terms in the polynomial forms (10) and (11) are absent. 
Now, collecting the coefficients 
with at least two W’S nonzero, il # iZ # is f 1, 2 ,..., and & , /3s , & = 1, 2 ,..., m, 
and using a necessary permutation Qs . * rm3 x rm3, we can write them as 
(A 0 Aa) Q3h3 = 0. 
683/l/1-6 
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By (2.3(viii)(c)), p((A 0) Aa) = rm3, since p(A”) = rm2. Hence, h, = 0 
or the third degree terms are absent. Similarly, we can show that h, = 0 for 
j3 = 4, 5,..., b. This proves the required result that g, ,..., g, , hi ,..., h, are linear 
functions. 
LEMMA 6. Ifp((A G~)~A@‘) = rms+2 for s < r + k - I, theng, ,g, ,...,g,, 
h 1 ,..., h, are allpolynomials of degree (s + 1) utmost. 
Proof is similar to that of Lemma 5 if we use the result (ix) in place of (viii) 
of Section (2.3) 
COROLLARY 1. Let p(A) = rm and p(Aj , It,,) = 2m for all i and j. Then 
g, ,..., g, , h, p.m.7 h, are all polynomials of degree 2 utmost. 
Proof. Since p(Aj , I(n) = 2m for all i = 1, Z,..., k; so using (Z.Z(ii)), we easily 
see that the rank of the j-th partition of Am is m2. Since p(A) = cbl p(AJ = rm, 
using (vii), we get p(A @ Am) = rm3. Now, using Lemma 6, we get the required 
result. 
3.2. Functional Equation (3) for k > 1 
Let us write B,’ = (B& , B& ,..., Bij):p X&p B=(B,j):pq Xpr, d’= 
(dl’,..., d,‘), Ci’ = (Cii ,..., CiJ and C = (C&J. Then, the functional Eqs. (3) 
can be written as 
jl Bjgi(Aj’t) + i Cih,(I$) = d i-1 
(15) 
defined for /I ti 11 < 6, t’ = (tl’,..., tk’) : 1 x km, where the elements of gj and 
hi are continuous functions, Bj and Aj are j-th partitions of B and A, respectively, 
and Ci and 1~~) are the i-th partitions of C and IK @ I, , respectively. 
LEMMA 7. (a’) Let C = 0. If  for all j, p(Bj) = p, p(AJ = m and for some 
i # i’, every two partitions of (A, Iti) , Io,)) are column-wise independent, then 
I3 ,.**, g, are vectors in polynomials of degree r. 
(a”) Let C&e = 0 f  or all i” except for i. I f  for all j, p(BJ = p, p(AJ = m 
and for some i’ # i, every two partitions of (A, Iu) , IQ,,) are column-wise inde- 
pendent, then g, ,..., g, , Cihi are vectors in polynomials of degree r. 
(a#‘) Let CiI ,..., Ci, (/3 > 2) be nonnull and other C’s are null. If for all j, 
p(&) = p, p(Aj) = m and every two partitions of (A, Iu,) ,..., I(,,)) are column- 
wise independent, then g, , g, ,..., g, , Cflh,l ,..., Ciahis are vectors in polynomials 
of degree r + /I - 1 utmost. 
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(b) If p(B @ (A @)s A”) = prmS+2, then g, ,..., g, , C,h, ,..., Ckhk ure 
vectors in polynomials of degree (s + 1) utmost. 
(c) If p(B) = pr and p(A) = my, then g, ,..., g, , C,h, ,..., Clchk are 
vectors in linear functions utmost. 
Proof. (a”‘) We shall only prove the result for /3 = k and the general result 
can be proved in the same way. 
Since p(&) = p for all j, by Lemma 1, we can find H such that for all j, 
HB, are nonsingular. Using this, we get 
g,(A,‘t) + i (HB,)-l(HBj)gj(A,‘t) + i (HB,)-l(HC,)h,(I;i~t) = (HB,)-lHd. 
j=2 i=l 
Then, using Lemma 4, we find that the elements of 
glW> P-WVW dt) and (HB,)-l(HC,) hi(t) 
are polynomials of degree Y + K - 1 utmost, and, on account of (HB,)-l(HBj) 
being nonsingular, we get (a”‘). Similarly (a’) and (a”) can be established. 
(b) and (c) follow on the lines given in Lemmas 4 and 5. 
Note. (1) If p(C) = p for all i, then the elements of hl ,..., hk are polynomials. 
(2) The condition that every two partitions of (A, Ik @ I,) are column-wise 
independent can be relaxed as done by Khatri and Rao (1968 b), but we do not 
mention the revised condition here. 
3.3. Functional Equation (4) 
For this, we use Lemma 1 of Khatri and Rao (1968 a), and it is easy to see 
that the marginal distributions yj (j = 1, 2,..., m) are absolutely continuous 
and they are given by 
where 01~ = l/ajj , yi = pjaj , and cq is a constant such that 
s h(Yj I “j 9 Yj) dYj = 1, with E{gdYj)> = ~13 *
Let us write Dj = D{-CO < yj, < co for j’ = 1, 2 ,..., j - 1,j + l,..., m}, 
pjj’ = a,j*/ojj for j # j’, t(j)’ = (tl ,..., tjml , tj+l ,..., t,), and y(j)’ = 
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(Yl ,**.,yj-1 9 yj+1 ,*..> ym). Then, using the method of Lemma 1 of Khatri 
and Rao (1968 a), one can have 
s exp{l/-1 t(j)‘y(j)) &J(y) Dj 
= fj (yj 1 01~ , yj + 5 pjj+ d-1) S,, exp(d--1 P’y(j)} dFj(y(j)), (17) 
j’=l I 
j#j’ 
whereF,(y(j)) = F(y, ,..., yjP1 , co, Y~+~ ,..., yna) forj = 1, 2 ,..., m and for all t(i). 
Particular Cases 
(4 When gdy,) = yj f or all j and Z is symmetric positive definite, then 
the solution of (17) is multivariate normal. 
(b) Let us assume that gj(yj) = exp(yj) for all j = 1,2,..., m. Then 
from (17), it is easy to see that the joint characteristic function +(ti , tj,) of yi and 
yj’ (j # j’) is given by 
(18) 
where 8, = d-1 tj and Bj, = d-1 tj, . (18) will be valid i f f  pjj’ = pjfj = 0. 
Hence, a common solution of (17) exists i f f  pji’ = 0 for all j # j’. This shows 
that xj = exp(yj), j = 1, 2 ,..., m are independently distributed as gamma 
variates. 
(c) Let gj(yj) = l/yj for all j = 1, 2,..., m. Then (16) shows that either 
yj > 0 if yj < 0 or yj < 0 if 3/Y > 0. Thus, the distribution of yj is either a 
gamma one or a conjugate gamma one. Taking yj > 0, and yj = -pj, and 
Lyj = -oLl,j (j = 1, 2 ,..., m), we can get from (17) the joint characteristic 
function #(tj , Q) ofy, andyi’ (forj + j’) as 
r(“I1,j + 1 + @j) r(al.j’ + 1 + ojr) 
wj ’ tj,) = r(oll,j + 1) r(lxr$ + l)(/Ij - pjj, t$ )“j /3F 
r(el,j + 1 + Oj) r(al.j’ + 1 + Oj’) 
= r(Q + 1) I&$ + 1) fl,“j(&, - pj,jej)+ (19) 
for Bj = d-1 tj and Bj, = d-1 tj, . (19) will be valid i f f  pjjj = pij’ = 0. 
Hence, a common solution of (17) exists i f f  pjj’ = 0 for all j f f .  This shows 
that y1 , yz ,..., ym are independently distributed as gamma or conjugate gamma 
variates. 
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Note that the functional Eq. (4) was assumed to be valid for all real t, but in 
Section 5 we see that it is valid for 11 t 11 < 6. Its extension for all t is established 
for the case (b) considered above. For the case (c), another method was adopted 
by Khatri and Rao (1968 b) for m = 1. Here, also, we can adopt the same 
method, modified wherever necessary, and come across the same result as 
mentioned in (c) above. This modified method is not given here and we take 
the result (c) as established even when Eq. (4) is valid for 11 t I/ < S. 
4. CHARACTERIZATION OF MULTIVARIATE NORMAL DISTRIBUTION 
Let x1 , xa ,..., x, be independent random vector variables, not necessarily 
identically distributed. Consider a linear function 
4x,+ 4x2 + .+* + A,x, , 
where A,, A, ,..., A, are nonsingular matrices, which by suitable scaling can be 
written as 
e =x,+x,+ *a-+x,. 
Further, let 
Yl = Cl,% + .'. + Cl?zX, 
.., . . . . . . * . . . . . 
yk = CklXl + “’ + Ckn% 
(21) 
be linearly independent functions, and let k > 1. Let C = (C,J : km x mn, 
where Cij : m x m are square matrices, and let Cj = (CJ : km x m be the 
j-th partition of C. Let Iu) = (0 ,..., 0, I, , 0 ,..., 0) : m x mk where I, is at the 
i-th partition, and 1~~) is the i-th partition of Ik @ I, . 
THEOREM 1. Let k > 1, p(Cj) = m for all j = 1, 2 ,..., n and for some i # i’, 
and let every two partitions of (C, 1~~) , Ici,,) be column-wise independent. Further, 
let x1 ,..., x, have$nite$rst-order moments which can be assumed to be zero. Then, 
the condition 
is necessary and suficient for x1 , x2 , . . . , x, to be distributed as multivariate normals. 
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Proof. The condition (22) is equivalent to 
-- 
E& exp [d-l 5 tiyi] = 0 
i=l 
which gives the functional equation 
2 g, (i C&) = 0 
j=l i=l 
valid for I/ ti 11 < 6, i = 1, 2 ,..., K, wherek(t)gaj(t) = aq$(t)/i%, for 01 -= 1,2,..., m, 
+j(t) is the characteristic function of xj , and g,’ = (grj , g,, ,..., gmj). Using 
Lemma 4’(a), we find that golj(t) are polynomials of degree n utmost. Hence, 
log4?(t) is a polynomial of degree (n + 1) utmost and this is possible if and 
only if log bj(t) is a quadratic function in t. Hence, xi is normally distributed for 
j = 1, 2,..., n. The converse is easy to establish. 
THEOREM 2. Let us consider the linear functions 
k’, = i B,+j 9 a! = 1, 2,..., Q 
j==l 
and 
Yi = -i: Gjxj 3 i = 1, 2 ,..., k > 1. 
j=l 
Let B = (B,,), C = (C&), Bmj and Cij be the square matrices of order m x m, 
and Bj and Ci be the j-th partitions of B and C, respectiwely, with p(Bj) = p(CJ 
m. Let for some i # i’, every two partitions of (C, 1~~) , IQJ,) be column-wise inde- 
pendent. Further, let x1 ,..., x, haveJ(initeJiirst-order moments which can be assumed 
as zero. Then, the condition 
-Ws I Y, ,a.., y,) = 0, for 01 = 1, 2 ,..., q (23) 
is necessary and su#iczknt for x1 , xe ,..., x, to be distributed as multiwariate normals. 
Proof. The condition (23) is equivalent to 
$&a, (iGj%) = 0 for 01 = LZ..., q 
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for 11 ti Ij < 6 for all i, where gj(t) are defined in the proof of Theorem 1. Using 
Lemma 7 (a’), we get gj as a vector whose elements are polynomials in the ele- 
ments of t. Hence the distribution of xj is multivariate normal. The converse 
is easy to verify. 
5. CHARACTERIZATION OF THE GAMMA DISTRIBUTION 
Let x1 , xg ,..., x, be independent random vector variables, not necessarily 
identically distributed. We consider two situations where the elements xflj 
(/I = 1, 2,..., m) of xi (j = 1,2,..., n) are nonnegative and when xsj are arbitrary 
such that xsj f 0 for all /3 andj. 
When Xoj are nonnegative, let us write 
j=k+l 
for i = 1,2 ,..., k > 1, (24) 
and 
for 01 = 1, 2 ,..., q, 
while, when xsj # 0 and arbitrary, let us write 
eO,j = llxBj 9 Wj’ = (Wlj , W2j ,*a*, Wmj), 
Yi = xi + i CijXj 9 
j=k+l 
for i = 1,2 ,..., K > 1, (25) 
and 
for (Y = 1, 2 ,..., q. 
Let C = (C,) : km x m(n - k), Cj = (Cij) : km x m be the j-th partition 
of C and C’J be a matrix as given by Definition 6. 
Let Bo) = (BNi; 01 = 1, 2 ,..., q andj = 1, 2 ,..., k), B(,) = (Bti; (Y = 1, 2 ,..., q 
and j = k + l,..., n), Btn3 = (B,) : qm x m be j-th partition of B(,) with 
p(Btnj) = m for j = 1,2,..., k and p(B(,) @ Cm) = (n k)m3 (or p(B(a)) = 
(n - k)m and p(C) = (n - k)m). 
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THEOREM 3. Let x1 ,..., x, be independent random variables, and let E(xj) < 00 
for all j = 1, 2,..., n. Let yi (i = 1, 2 ,..., K), 6:‘) (a = 1,2 ,..., a) be defined as (24) 
along with the conditions on the coeficient matrices when the elements xBj of xj are 
nonnegative, while let yi (i = 1, 2 ,..., k), 8:” (a = 1,2 ,..., q) be defined as (25) 
along with the conditions on the coe$icient matrices mentioned below (25) when all 
xsi f  0. Then the condition 
E(&) / y1 ,..., yk) = d, constant, (26) 
for a = 1, 2,..., q when xj have nonnegative elements, implies that all xei are 
independent gamma variates. The condition 
E(Ef’ I Yl ,*.., yE) = d, , a constant, (27) 
a = 1, 2,..., q when xsi # 0, implies that all xBi are independent gamma or con- 
jugate gamma variates. 
Proof. Let 
&Xt) = 1 exp(z,, + 1/--l t’zi) dF,(ZI,I[S exp(l/-1 t’zg) dp&)], (28) 
when xoi are nonnegative and zaj = log xtij , or 
g&t) = 1 XG’ exp(2/-1 t’xf) dGi(x,)/[/exp(l/-1 t/xi) dG,(xj)J (29) 
when xoi # 0. Then the condition (26) or (27) is equivalent to 
valid for 11 ti 11 < 6 for i = 1, 2 ,..., R and OL = 1, 2 ,..., q, where [gi(t)]’ = 
(gli(t),gti(t),...,g&t)). Then, using Lemma 7(b) (or (c)), and p(B(m) = m 
for j = 1, 2,..., k, the functions gr(t), ga(t),..., g,Jt) become linear in t for 
(I t jl < 6. The extension of g&t) in (28) f or all t is similar to the univariate case 
considered by Khatri and Rao (1968a). Th en, using the results of Section 3.3(b), 
we get the result for nonnegative variates. In Section (3.3c), we have considered 
the case for (29) for all t but, at the end, we have remarked that the result is 
valid even for 11 t 11 < 6. Hence we get the result for the other case too. Thus, 
Theorem 3 is established. 
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