Abstract. We study the facial structure of a polyhedron associated with the single node relaxation of network flow problems with additive variable upper bounds. This type of structure arises, for example, in production planning problems with setup times and in network certain expansion problems. We derive several classes of valid inequalities for this polyhedron and give conditions under which they are facet-defining. Our computational experience with large network expansion problems indicates that these inequalities are very effective in improving the quality of the linear programming relaxations.
Introduction
We study a polyhedron that arises as a relaxation of network flow problems with additive variable upper bounds, such as network expansion problems and production planning problems with setup times. In a network expansion problem, given a network, with demands on the nodes and capacities on the arcs, we are interested in installing additional capacities on subsets of the arcs of the network so that the total cost of additional capacity installation is minimized. In practice, the capacity cost is a piecewise linear function that exhibits a strong economy of scale. Here we are interested in certain capacity installation cost functions that can be modeled using binary variables, such as step function costs, see [1, 4, 14] . Mixed-integer programming formulations of such network expansion problems typically include constraints of the following type (and possibly other side constraints) for each node of the network
Inequality (1) on the flow variables. N(i) is the index set of binary variables x j representing the availability of resources that increase the capacity of edge i that has capacity u i .
Step function capacity installation costs can be modeled with inequality (2) and generalized upper bound constraints j∈N(i) x j ≤ 1. Multi-item production planning problems with setup times have the following constraints as part of their MIP formulations t ≤t
where d it denotes the demand for item i in period t, u t the total production capacity in period t and a i the setup time required for item i if the machine is setup for this item. Aggregating the demand constraints (4) and the production variables y it for each period, we arrive at the same structure as in (1)- (2) . Additive variable upper bounds (2) generalize simple variable upper bounds y i ≤ u i x i in three respects. First, several binary variables additively increase the upper bound on the continuous variable. Second, the continuous variable is not necessarily restricted to zero when its additive variable bounds are zero. Third, we allow an overlap of additive variable upper bound variables, i.e., N(i) ∩ N(k) = ∅ for i, k ∈ M. This situation typically occurs when capacities are installed on subsets of edges such as on cycles of the network (rings). We also point out that a variable lower bound constraint l i x i ≤ y i can be put into a simple form of AVUB,ȳ i ≤ (u i − l i ) + l ixi , after complementing the binary variable x i and the continuous variable y i assuming that it has a finite upper bound u i . Therefore, the polyhedron with additive variable upper bounds generalizes the single node fixed-charge flow polyhedron introduced in [12, 15] .
In the next section we introduce four classes of valid inequalities for P = {(x, y) ∈ {0, 1} n × IR m + : subject to (1) and (2)} and give conditions under which these inequalities are facet-defining for conv(P). In Sect. 3 we discuss how to find inequalities that are violated by linear programming solutions. In Sect. 4 we present a summary of computational results on the use of the new inequalities in a branch-and-cut algorithm for network expansion problems.
Valid inequalities
Let N = {1, 2, . . . , n} be the index set of binary variables and M = {1, 2, . . . , m} be the index set AVUB constraints. Let N(i) be the subset of N appearing in the AVUB constraint indexed i for i ∈ M and M( j) be the index set of AVUB constraints that
For notational simplicity we use u(i) for u({i}). Throughout we make the following assumptions on the data of the model (1)-(3).
Assumptions:
Assumptions (A.2)-(A.5) are made without loss of generality. If 
is singleton for all j ∈ N and (A.1) can be satisfied by complementing the binary variables when a i j < 0.
Additive flow cover inequalities
, we obtain the following valid inequality for P i∈C
The inequality we will present next is a strengthening of (6). For C + ⊆ M + and
Proposition 2. The additive flow cover inequality (7) is valid for P.
For (x,ȳ) the left-hand side of (7), lhs, equals
To see that the second inequality is valid, observe that i∈C
Remark 1.
For the single node fixed-charge flow model, where (2) is replaced with y i ≤ u i x i , the additive flow cover inequality reduces to the flow cover inequality [15] i∈C
Observe that one can obtain flow cover inequalities (8) for P after splitting the flow variables y i into y i0 ≥ 0 and y i j ≥ 0 for j ∈ N(i) so that y i = y i0 + j∈N(i) a i j and defining variable upper bound constraints y i0 ≤ x i0 with x i0 = 1 and y i j ≤ a i j x i j , for j ∈ N(i) and then substituting y i = j∈N(i) y i j and x i0 = 1. However, this approach may result in weaker inequalities than additive flow cover inequalities (7) if there are overlaps between AVUB constraints, i.e., N(i) ∩ N(k) = ∅ for i, k ∈ M or existing capacities in AVUBs u i for i ∈ M are nonzero. To see this consider y 1 + y 2 ≤ 6, y 1 ≤ 5x, y 2 ≤ 5x. The additive flow cover inequality with C + = {1, 2} is y 1 +y 2 ≤ 6x, whereas the flow cover inequality with the same C + obtained after splitting x into x and x to introduce y 1 ≤ 5x and y 2 ≤ 5x and then substituting x = x = x is y 1 + y 2 ≤ 4+2x. For the other situation, consider y 1 − y 2 ≤ 3, y 1 ≤ 5x, y 2 ≤ 1. The additive flow cover inequality with C + = {1} and L − = {2} is y 1 ≤ 4x, whereas the flow cover inequality with the same C + and L − obtained after introducing the variable upper bound relaxation y 1 ≤ 4x and then substituting x = 1 is y 1 ≤ 3x + 1.
Proposition 3. [2]
The additive flow cover inequality (7) is facet-defining for conv (P) if the following five conditions are satisfied.
Remark 2. For the single node fixed-charge flow the first three conditions of Proposition 3 reduce to 1. C − = ∅, 2. max j∈C + u j > λ, 3. u j > λ for all j ∈ L, which are the sufficient conditions for inequality (8) to be facet-defining [15] . We remark that if Condition 1 does not hold, i.e., C − = ∅, additive flow cover inequality (7) can be strengthened with a nonzero coefficient for x j , j ∈ N(C − ) under certain conditions (see [7] for the case of flow cover inequalities). However, we prefer not to do this strengthening here, since it destroys the superadditivity of the lifting functions that will be introduced in Sect. 2.3. Nevertheless, in many cases the inequality (7) is non-redundant when C − = ∅. Condition 2 may not be needed to define a facet in certain cases with L − = ∅. However, it is necessary if L − = ∅. Condition 3 is necessary, because if it does not hold for some i ∈ L − with u i = 0, then one obtains a dominating inequality by moving i to K . The following example shows that if Condition 4 of Proposition 3 is not satisfied, then the additive flow cover inequality may not be facet-defining. Let P be given by
It is easy to check that the inequality
and L − = {2, 3} is not facet-defining. Also note that if there is no overlap of additive variable upper bounds among continuous variables, then Condition 5 is trivially satisfied.
Additive flow packing inequalities
The next inequality we give is a strengthening of (9). For
Then the additive flow packing inequality is
Proposition 4. The additive flow packing inequality (10) is valid for P.
Proof. Let (x,ȳ) ∈ P and T = { j ∈ N :
For (x,ȳ) the left-hand side of (10), lhs, equals
Otherwise, using i∈C
Proposition 5. [2]
The additive flow packing inequality (10) is facet-defining for conv(P) if the following five conditions are satisfied.
Remark 3. For the single node fixed-charge flow model, the additive flow packing inequality reduces to the flow packing inequality [3, 13] i∈C + ∪L +
It is also possible to obtain flow packing inequalities for P using the transformation mentioned in Remark 1. However such inequalities may be weaker than the additive flow packing inequalities (10) as in the case of flow cover inequalities.
As for the additive flow cover inequalities, in many cases additive flow packing inequalities are non-redundant when C + = ∅. Similar statements as in Remark 2 apply to the other conditions of Proposition 5 as well.
Generalized additive flow cover inequalities
In order to derive more general classes of valid inequalities for P, we fix a subset of the binary variables to zero, derive a valid inequality for the resulting projection, and then lift this inequality with the variables that are fixed to zero. More precisely, let F ⊆ N and consider the projection 
Note that inequality (12) is not necessarily valid for P. Also observe that there exists a point in P F for which the left-hand side of the inequality equals the right-hand side. This is true because by letting x j = 1 for all j ∈ N(C + ), x j = 0 for all j ∈ N(L − ) and y i = 0 for all i ∈ K , we can increase i∈C + y i up to b +ū(C − ) + γ since λ > 0 and γ < λ. In order to derive a generalized additive flow cover inequality for P, we lift (12) with the variables in F. One way to do this, is sequential lifting, in which variables fixed to zero are introduced to (12) one at a time iteratively. In general, lifting of (12) is sequence dependent, that is, different lifting sequences may lead to different lifting coefficients for the same variable.
Let π x x + π y y ≤ π o be a valid inequality for P F with zero coefficients for variables in F. Suppose π x x + π y y ≤ π o is lifted with variable x l , l ∈ F that appears in the AVUB constraints Q ⊆ M. Then the lifting coefficient of x l as a function of its coefficients in the AVUB constraints is
Lemma 1. [8, 16] If the lifting function f is superadditive on IR − , then lifting of
First of all observe that since b +ū(C − ) + γ ≥ 0 and hence the left-hand side of inequality (12) is maximized when y i = 0 for all i ∈ M \ (C + ∪ L − ∪ C − ) and since inequality (12) is tight, the lifting coefficients of x j for j ∈ F \ N(C + ∪ L − ∪ C − ) are zero. In order to make use of Lemma 1, we lift (12) in two phases. In the first phase we lift the inequality with the variables in N(L − ∪ C − ) ∩ F. Then in the second phase we lift the resulting inequality with the variables in N(C + ) ∩ F. When lifting the variables in phases, for convenience, we make the following assumption:
Even if (A.6) is not satisfied, the lifted inequality is still valid for P, but it may not be facet-defining for conv(P). Now, let (12) be lifted first with variable
Then the lifting coefficient associated with x l is equal to
Since b +ū(C − ) + γ ≥ 0, the lifting problem has an optimal solution such that
otherwise we can obtain a solution with the same or better objective value by considering a subset of S or T satisfying these conditions. There are two cases to consider when determining the value of f(−a l (L − ∪ C − )) depending on how i∈C + y i is bounded in an optimal solution. We analyze f(−a l (L − ∪ C − )) separately for each case.
Observe that in Case 2, i.e., if the balance constraint is tight,
It is easy to see that f is superadditive on IR − . So from Lemma 1, the lifting is sequence independent, that is the lifting function f remains unchanged as the projected variables in N(L − ∪ C − ) ∩ F are introduced to inequality (12) sequentially. Therefore,
In the second phase, we lift inequality (14) with
The lifting problem has an optimal solution such that
Again, there are two cases when determining the value of g(−a l (C + )) depending on how i∈C + y i is bounded in an optimal solution.
Now, let
We also define the partial sums w 0 = 0,
. . , r. Next we show that there is a monotone optimal solution to the lifting problem. That is, there exists an optimal solution such that min{v j : j ∈ R ∪ S ∪ T } ≥ max{v j : j ∈ R ∪ S ∪ T }. We prove this claim by a simple interchange argument. For contradiction suppose there is no such solution. Then for some k ∈ {1, 2, . . . r − 1} with v j k > v j k+1 , j k ∈ R ∪ S ∪ T and j k+1 ∈ R ∪ S ∪ T . Let g 1 be the value of the objective function for this solution. Now, consider the solution obtained by exchanging j k and j k+1 and let g 2 be the corresponding objective function value. If the first solution is in Case 1, i.e., 
Repeating this interchange whenever a solution is non-monotone, we arrive at a monotone optimal solution, which completes the proof of the claim.
Therefore, we may assume that R ∪ S ∪ T consists of the first |R ∪ S ∪ T | elements of { j 1 , j 2 , . . . , j r }. Then g(−a l (C + )) can be expressed in a closed form as follows:
It can be shown that g is superadditive on IR − . So from Lemma 1, the lifting is sequence independent and we have the following result.
Proposition 6. The generalized additive flow cover inequality i∈C
is valid for P, where
. . , r and
v j =    a j (C + ), if j ∈ N(C + ) \ F, a j (L − ∪ C − ), if j ∈ N(L − ∪ C − ) ∩ F, a j (L − ), if j ∈ N(L − ) \ F, and { j 1 , j 2 , . . . , j r } = { j ∈ (N(C + ) \ F) ∪ N(L − ) ∪ (N(C − ) ∩ F) : v j > λ − γ } such that v j k ≥ v j k+1 for k = 1, 2, . . . , r − 1.
Proposition 7. The generalized additive flow cover inequality (15) is facet-defining for conv(P) if (12) is facet-defining for conv(P F
).
Generalized additive flow packing inequalities
Here we generalize the additive flow packing inequalities with the same approach taken in Sect. 2.3 for the additive flow cover inequalities. Consider the projection 
To introduce the variables in F into inequality (16), we lift (16) in two phases. First we lift the inequality with the variables in N(C + ∪ L + ) ∩ F. Then in the second phase we lift the resulting inequality with variables in N(C − ) ∩ F. When employing this two phase lifting procedure, for convenience, we assume that
The lifting of inequality (16) proceeds similar to the lifting of inequality (12) . Therefore, we give only the final result here.
Proposition 8. The generalized additive flow packing inequality
. . , r and
. . , r − 1.
Proposition 9. The generalized additive flow packing inequality (17) is facet-defining for conv(P) if (16) is facet-defining for conv(P F
Examples of valid inequalities
Let P be given by
The only additive flow cover inequality satisfying Proposition 3 is
with C + = {1} and L − = {3, 4}, hence λ = 7 and γ = 6. However by projecting a subset F of the binary variables to zero we obtain the following subclass of generalized additive flow cover inequalities with C − = ∅ for P: By Proposition 7 all of the inequalities given above are facet-defining for conv(P). Next, we consider the additive flow packing inequalities. The only additive flow packing inequality satisfying Proposition 5 is
with C − = {3} and L + = {1, 2}, hence µ = 9 and γ = 7. However by projecting a subset of the binary variables F to zero we get the following subclass of generalized additive flow packing inequalities with C + = ∅ for P:
By Proposition 9 all of the inequalities given above are facet-defining for conv(P). Clearly, letting C − nonempty for the generalized additive flow cover inequalities, and C + nonempty for the generalized additive flow packing inequalities we get many more valid inequalities for P.
Separation
In this section we discuss how to find valid inequalities that are violated by linear programming solutions. Since the coefficients of the inequalities introduced in Sect. 2 are nonlinear functions of parameters λ, µ, and γ , the separation problems are nonlinear mixed-integer optimization problems. Therefore we take heuristic approaches to solve the related separation problems.
Recall that in the generalized additive flow cover and generalized additive flow packing inequalities, the lifting coefficients of the variables projected to zero (F) are nonpositive. For that reason, in separating these inequalities it is reasonable to let F be the variables for which the LP values are zero. Thus, if (x * , y * ) is the current fractional LP solution, we consider the subclass of the generalized additive flow cover inequalities (15) and generalized additive flow packing inequalities (17) with F = { j ∈ N : x * j = 0}. Once a violated additive flow cover or a violated additive flow packing inequality is found in the projected space, we lift it with the variables in F. Therefore in the sequel we only discuss the separation of additive flow cover and additive flow packing inequalities.
The approach we take to separate additive flow cover inequalities is similar to the one given in Nemhauser and Wolsey [11] pp. 499-500 for the flow cover inequalities. In order to find a flow cover, we first assume that K = ∅, or equivalently L − = M − \ C − , and relax (7) by reducing (a j (C + )−λ+γ) + to a j (C + )−λ+γ . Then, given a fractional solution (x * , y * ), the violation to maximize is
By substituting u i + j∈N(i) a i j x * j for y * i for all i ∈ C + and canceling terms we get the following upper bound on the violation
Now, let v ∈ {0, 1} |M + | , w ∈ {0, 1} |M − | be the characteristic vectors of C + and C − respectively. The additive flow cover inequality is feasible if λ > γ . This condition can be stated as
Then we have the following 0-1 knapsack problem for finding a cover that maximizes (18)
Note that the step from (18) to (19) is also a heuristic one. If N( j) ∩ N(k) = ∅ for j, k ∈ C + or for j, k ∈ C − , then the objective coefficients are larger than the coefficients of (18).
The solution to this knapsack problem gives us a flow cover (C + , C − ). We refer the reader to Martello and Toth [9] for solution methods to solve knapsack problems. In finding this flow cover, we assumed that L − = M − \C − . However, it may be possible to increase the violation by considering a subset of L − . We also make sure that u i ≥ 0 for all i ∈ L − to satisfy the facet Condition 4 of Proposition 3. Therefore, we use a greedy heuristic to update L − and K . Let
end if end for
Observe that at the end of the improvement, the resulting inequality is feasible, because for the initial L − , u i ≥ 0 for all i ∈ L − and therefore γ can only decrease, which leaves λ > γ satisfied. After choosing the sets C + , C − , L − , and K , we calculate the exact coefficients of the additive flow cover inequality and check for violation. If the inequality is violated by the current fractional solution (x * , y * ), we lift it and add it to the formulation.
Next we discuss how to separate additive flow packing inequalities (10) . Since the separation problem is a nonlinear mixed-integer optimization problem, we again take a heuristic approach to find a violated additive flow packing inequality. We first consider the subclass of the inequalities with L + = M + \ C + . After relaxing the inequality by
, we see that the violation is bounded above by
Using the same definition for v and w, since µ > γ can be written as
we get the following 0-1 knapsack problem to find a violated additive flow packing inequality
Note again that the step from (20) to (21) is also a heuristic one. If N( j) ∩ N(k) = ∅ for j, k ∈ C + or for j, k ∈ C − , then the objective coefficients are larger than the coefficients of inequality (20). Once a flow packing is found in this way, we employ a violation improvement heuristic similar to the one given for the additive flow cover inequalities. If the inequality is violated by the LP solution, we lift it and add it to the formulation.
Computational results
In this section, we present our computational results on solving network expansion problems with a branch-and-cut algorithm. We implemented heuristic separation algorithms for the generalized additive flow cover and flow packing inequalities for the single node relaxation of the problem. We also used the lifted cover inequalities [6] for surrogate 0-1 knapsack relaxations of the single node relaxation, where the continuous flow variables are replaced with either their 0-1 additive variable upper bound variables or with their lower bounds. The branch-and-cut algorithm was implemented with MINTO [10] (version 3.0) using CPLEX as LP solver (version 6.0). All of the experiments were performed on a SUN Ultra 10 workstation with a one hour CPU time limit and a 100,000 nodes search tree size limit.
We present a summary of two experiments. Our data set consists of randomly generated network expansion problems with step function capacity installation costs, which are available at http://ieor.berkeley.edu/∼atamturk/data/avub. In the formulation of these problems, for each arc i we have two constraints
where a i j−1 < a i j for 2 ≤ j ≤ k. In the data set 50% of the nodes are demand nodes and 20% percent of the nodes are supply nodes. Demand is uniformly distributed between 1 and 10. We let a i1 = td/(ns × k), where td is total demand and is ns the number of supply nodes and a i j = 2.25 × a i j−1 for 2 ≤ j ≤ k. To introduce an economy of scale to the costs, we let the cost for installing capacity a i j , c i j = 0.75 × 2.25 × c i j−1 for 2 ≤ j ≤ k and c i1 = 1.
The first experiment is performed to test the effectiveness of the cuts in solving problems with 20 vertices and 70% edge density. These problems were solved using MINTO first with its default settings and then with the above mentioned cutting planes generated throughout the search tree. In Table 1 , we report the number of AVUB variables per flow variable (avubs=k) and the average values for the LP relaxation at the root node of the search tree (zroot), the best lower bound (zlb) and the best upper bound (zub) on the optimal value at termination, the percentage gap between zlb and zub (endgap), the number of generalized additive flow cover cuts (gafcov), generalized additive flow packing cuts (gafpack), surrogate knapsack cover cuts (skcov) added, the number of nodes evaluated (nodes), and the CPU time elapsed in seconds (time) for five random instances. While none of the problems could be solved to optimality without adding the cuts within 100,000 nodes, all of the problems were solved easily when the cuts were added. We note that MINTO does not generate any system cuts for these problems, since it does not recognize that additive variable upper bounds can be relaxed to simple variable upper bounds. Observe that the addition of the cuts improves the lower bounds as well as the upper bounds significantly, which leads to much smaller search trees and overall solution times. Table 1 clearly demonstrates the effectiveness of the cuts. In the next experiment, we solved larger instances of the network expansion problem with 20% edge density to find out the sizes of instances that can be solved with the branch-and-cut algorithm. The results of this experiment are summarized in Table 2 , where we present the number of AVUB variables per flow variable (avubs), the average values for the percentage difference between the initial LP relaxation and zub (initgap), the percentage difference between the LP relaxation after the cuts are added at the root node and zub (rootgap), in addition to endgap, gafcov, gafpack, skcov, nodes, and time for five random instances with 50, 100 and 150 vertices. We note that these problems are much larger than ones for which computations are provided in the literature [5, 14] . Although all of the instances with 50 vertices could be solved to optimality, for the larger instances the gap between the best lower bound and the best upper bound could not be completely closed for most of the problems with 4 or 8 avubs within an hour of CPU time. Nevertheless, the improvement in LP relaxations is very good, ranging between 50% and 98%. For most of the unsolved problems, the best lower bound and the best upper bound were found at the root node in a few minutes; no improvement in the gap was observed later in the search tree. For instance nexp.100.8.5 the value of the initial LP relaxation was 18.23. After adding 916 cuts in 42 rounds the root LP relaxation improved to 220.81, which was in fact the best lower bound found in the search tree, in 617 seconds.
The best upper bound 259 was also found at the root node by a simple heuristic which installs the least cost integral capacity feasible for the flow on each edge provided by the LP relaxation. Therefore, for the unsolved problems it is likely that the actual duality gaps of the improved LP relaxations are much smaller.
More detailed experiments to compare the relative effectiveness of the different classes of cuts revealed that the generalized additive flow cover inequalities were the most effective, and that the lifted surrogate knapsack inequalities were more effective than the generalized additive flow packing inequalities. However, the use of all three classes of cuts delivered the best performance in most cases. From these computational results, we conclude that the valid inequalities derived from the single node relaxations are very effective in improving the LP bounds for network expansion problems.
