If A ∈ M n is totally positive (TP), we determine the maximum open interval I around the origin such that, if µ ∈ I, then A − µI is TP. If A is TP, µ ∈ I and A − µI = LU , then B defined by B − µI = UL is TP, and has the same total positivity interval I. If A is merely nonsingular and totally nonnegative (TN), or oscillatory, there need be no such interval in which A − µI is TN.
Introduction
Totally positive, and the related terms totally nonnegative and oscillatory, are important descriptors in the characterization of matrices appearing in a variety of contexts, see Gantmakher and Krein [3] , Gladwell [5] .
A matrix A ∈ M n is said to be totally positive (TP) (totally nonnegative (TN)) if every minor of A is positive (nonnegative). It is NTN if it is invertible and TN. It is oscillatory (O) if it is TN and a power of A, A m , is TP. If Z = diag(+1, −1, +1, . . .) and ZAZ is O, then A is said to be sign oscillatory (SO); sign oscillatory is a particular case of sign regular.
Cryer [2] proved that if A is NTN, then it has a unique factorization LU with L lower triangular and having unit diagonal, U upper triangular, and B = UL is also NTN. We may extend Cryer's result to matrices that are TP, O or SO. If A is TP then so is B. If A is O then it is NTN, so B is NTN. A power of A is TP so that A m = (LU ) m is TP, and then
For symmetric A, i.e., A ∈ S n , Gladwell [6] extended Cryer's result as follows. Let P denote one of the properties TP, NTN, O or SO. If A has property P, µ is not an eigenvalue of A, A − µI = QR where Q is orthogonal and R is upper triangular with diagonals chosen to be positive, and B is defined by B − µI = RQ, then B also has property P. This result depends on the fact that if A ∈ S n and is nonsingular, then its QR factorization may be effected by making two successive LU factorizations. This is not true for general A ∈ M n .
The following counterexample, with µ = 0, shows that Gladwell's result can not be extended to general A ∈ M n :
If a = 1/5, then A is TP, but B is not even TN. In Section 2 we find a restricted version of Gladwell's result that holds for A ∈ M n .
The total positivity interval
The TP-interval of a TP matrix, denoted by I A , is the maximum open interval around zero such that A − µI is TP for µ ∈ I A . We seek this interval.
Following Ando [1] we let Q p,n denote the set of strictly increasing sequences of p integers taken from {1, 2, . . . , n}. If α = (α 1 , . . . , α p ) ∈ Q p,n and β = (β 1 , . . . , β p ) ∈ Q q,n , we denote the submatrix of A lying in rows indexed by α and columns indexed by β, by A [α|β] .
When α ∈ Q p,n and β ∈ Q q,n , and α ∩ β = φ, then α ∪ β is rearranged increasingly to become a member of Q p+q,n .
We use Sylvester's identity on bordered determinants: 
Proof. The corner minors of
Here q = n − p. Now use Sylvester's identity. If C p = (c ij ).
then, after taking account of the change of sign arising from the column interchanges, we find
Sylvester's identity shows that C p ∈ M p−q is TP, so that all the eigenvalues of C p are positive. If q is odd then (2) shows that
where λ p,lim,R is the least eigenvalue of C p ; R denotes the fact that we are considering right-hand corner minors. If q is even then (2) shows that
For each odd q, (3) gives a lower bound for µ; for each even q, (4) gives an upper bound for µ. The TP interval I A = (−a, b) is bounded by the least of these upper bounds and the greatest of the lower bounds. Thus a = min p=m+1,...,n:q odd c −1
where L denotes the eigenvalues derived from the left-hand corner minors.
Numerical experiments indicated that there was no particular ordering among the eigenvalues λ p,min for different values of p. It proved to be difficult to find a TP matrix A such that A − µI loses its total positivity for a positive value of µ less than that λ 1 , the lowest eigenvalue of A. However, for the TP matrix 
Corollary 2.1. If I A = (−a, b) is the TP interval for
A, then A − diag(µ 1 , µ 2 , . . . , µ n ) is TP provided that µ i ∈ I A , i = 1, 2, . . . , n.
Proof. Let
Consider the minor p (µ 1 , µ 2 , . . . , µ n ) obtained by replacing µI p−q by diag(µ q+1 , . . . , µ p ) in (1). If q has even parity Proof. For given p, denote the matrix C p and scalar c p for B by D p , d p respectively
where
while the corresponding matrix obtained from B is
But C p and D p have the same eigenvalues, so that each upper (lower) bound appearing in (5) for A appears also in the corresponding bound for B, and vice versa. Hence B has TP interval I A . = 0. Now we seek A ∈ M n that is NTN but which has no interval around zero in which it is NTN. Take n = 5, so that . We neek to make the former negative for all positive µ, and the latter negative for all negative µ. To do this, we need to make Note that A is not just NTN, it is O. This counterexample shows that even an oscillatory matrix need not have an interval I A in which it is TN.
Corollary 2.2. Suppose
A ∈ M n is TP, ν ∈ I A , A − νI = LU, B − νI = UL, then B isA − µI =       a 11 − µdet A[1, 2, 3|3, 4, 5] = 0, det A[1, 2|4, 5] > 0 det A[2, 3, 4,
