Introduction
In this paper, we present a combination of two novel numerical algorithms that accurately calculate multiple roots of polynomials with coefficients possibly being inexact without using multiprecision arithmetic.
Polynomial root-finding is among the classical problems with longest and richest history. One of the most difficult issues in root-finding is computing multiple roots. In addition to requiring exact coefficients, multiprecision arithmetic may be needed when multiple roots are present [23] . In fact, using multiprecision has been a common practice in designing root-finding algorithms and softwares, such as those in [2, 13, 14] . Moreover, there is a so-called "attainable accuracy" in computing multiple roots [17, 23, 30] : to calculate an m-fold root to the precision of k correct digits, the accuracy of the polynomial coefficients and the machine precision must be at least mk digits. This "attainable accuracy" barrier also suggests the need of using multiprecision arithmetic. Multiprecision softwares such as [1] are available. However, when polynomial coefficients are truncated, multiple roots turn into clusters, and extending machine precision will never reverse clusters back to multiple roots. In the absence of accurate methods that are independent of multiprecision technology, multiple roots of perturbed polynomials would indeed be intractable.
While multiple roots are considered hypersensitive in numerical computation, W. Kahan [19] proved that if the multiplicities are preserved, those roots can actually be well behaved. More precisely, polynomials with a fixed multiplicity structure form a pejorative manifold. A polynomial is ill-conditioned if it is near such a manifold. On the other hand, for the polynomial on the pejorative manifold, its multiple roots are insensitive to multiplicity-preserving perturbations, unless the polynomial is also near a submanifold of higher multiplicities. Therefore, to calculate multiple roots accurately, it is important to maintain the computation on a proper pejorative manifold.
In light of Kahan's theoretical insight, we propose Algorithm I in §3 that transforms the singular root-finding into a regular nonlinear least squares problem on a pejorative manifold. By projecting the given polynomial onto the manifold, the computation remains structurepreserving. As a result, the roots can be calculated simultaneously and accurately.
In applying Algorithm I, one needs to have a priori knowledge on the multiplicity structure of the polynomial and its initial root estimates. For this input requirement, we propose Algorithm II in §4. The algorithm employs a numerical GCD-finder which contains a successive singular value updating on the Sylvester discriminant matrices as well as an iterative refinement strategy for the recursive GCD computation. The resulting algorithm calculates the multiplicity structure and its initial root approximation for a given polynomial.
In §3.3, we propose a structure-preserving condition number that measures the sensitivity of multiple roots. A polynomial that is ill-conditioned in conventional sense can be well conditioned with the multiplicity structure being preserved, and its roots can be calculated far beyond the barrier of "attainable accuracy". This condition number can easily be calculated. Error bounds on the roots are given for inexact polynomials.
In §3.5 and §4.6, we present separate numerical results for Algorithm I and Algorithm II. The numerical results for the combined algorithm are shown in §5. Both algorithms and their combination are implemented as a Matlab package MultRoot which is electronically available from the author 1 .
The combined algorithm is accurate, stable and reasonably efficient. Taking the coefficient vector as the only input, the output includes the roots and their multiplicities as well as the backward error, the estimated forward error, and the structure-preserving condition number. The most significant features of the algorithm are its remarkable accuracy and its robustness in handling inexact data. As shown in numerical examples, the code accurately identifies the multiplicity structure and multiple roots for polynomials with a coefficient accuracy being as low as 7 digits. With given multiplicities, Algorithm I converges even with data accuracy as low as 3 decimal digits. The code appears to be the first blackbox-type root-finder with such capability.
While numerical experiments reported in the literature rarely reach multiplicity ten, we successfully tested our algorithms on polynomials with root multiplicities as high as 400 without using multiprecision arithmetic. We are aware of no other reliable methods that calculate multiple roots accurately by using standard machine precision. Accurate results for multiple root computation we have seen in the literature, such as the methods of Farmer-Loizou [13] , can be repeated only if multiprecision is used on exact polynomials. A zero-finder for general analytic functions with multiple zeros has been developed by Kravanja and Van Barel [21] . The method uses an accuracy refinement with modified Newton's iteration that also requires multiprecision for multiple roots unless the polynomial is already factored [33] .
There exist general-purpose root-finders using O(n 2 ) flops or less, such as those surveyed in [23] . However, the barrier of "attainable accuracy" may prevent those root-finders from calculating multiple roots accurately when the polynomials are inexact (e.g. see Figure 10 in §4.6) even if multiprecision is used. Our algorithms provide an option of reaching high accuracy on multiple roots at higher computing cost of O(n 3 ) which may not be a lofty price to pay.
The idea of exploiting the pejorative manifold and the problem structure has been applied extensively for ill-conditioned problems. Besides Kahan's pioneer work 30 years ago, theories and computational strategies for the matrix canonical forms have been studied, such as [8, 10, 11, 22] , to take advantage of the pejorative manifolds or varieties. At present, it is not clear if those methods can be applied to polynomials with multiple roots.
Preliminaries

Notations
In this paper, R n and C n denote the n dimensional real and complex vector spaces respectively. Vectors, always considered columns, are denoted by boldface lower case letters and matrices are denoted by upper case letters. Blank entries in a matrix are filled with zeros. The notation (·) represents the transpose of (·), and (·) H the Hermitian adjoint (i.e. conjugate transpose) of (·). When we use a (lower case) letter, say p, to denote a polynomial of degree n, then p 0 , p 1 , · · · , p n are its coefficients as in
The same letter in boldface (e.g. p) denotes the coefficient (column) vector
unless it is defined otherwise. The degree of p is deg(p). For a pair of polynomials p and q, their greatest common divisor (GCD) is denoted by GCD(p, q).
Basic definitions and lemmas
Definition 2.1 Let p(x) = p 0 x n + p 1 x n−1 + · · · + p n be a polynomial of degree n. For any integer k > 0, the matrix
is called the k-th order Cauchy matrix associated with p.
Lemma 2.1 Let f and g be polynomials of degrees n and m respectively with h(
Then h is the convolution of f and g defined by
Proof. A straightforward verification. Q.E.D.
Definition 2.2 Let p be a polynomial of degree n and p be its derivative. For k = 1, 2, · · · n, the matrix of size (n + k) × (2k + 1)
is called the k-th Sylvester discriminant matrix.
Lemma 2.2 Let p be a polynomial of degree n and p be its derivative with u = GCD(p, p ). For j = 1, · · · , n, let ς j be the smallest singular value of S j (p). Then the following are equivalent
Proof. The equivalence between (a) and (b) is trivial to verify, and the assertion that (a) is equivalent to (c) is part of Proposition 3.1 in [24] . Q.E.D.
Lemma 2.3
Let p be a polynomial of degree n and p be its derivative with u = GCD(p, p ) and deg(u) = m = n − k. Let v and w be polynomials that satisfy
Then (a) v and w are co-prime, namely they have no common factors; (b) the (column) rank of S k (p) is deficient by one;
(c) the normalized vector v −w is the right singular vector of S k (p) associated with the smallest (zero) singular value ς k ;
andŵ ∈ C k be coefficient vectors of polynomialsv andŵ respectively that also satisfy C k+1 (p )v − C k (p)ŵ = 0. Then we also have (uw)v − (uv)ŵ = 0, namely wv = vŵ. Since v and w are co-prime, there is polynomial c such thatv = cv andŵ = cw and c is obviously a constant. Therefore, the single vector v −w forms the basis for the null space of S k (p). Consequently, both assertions (b) and (c) follow. The assertion (d) is a direct consequence of Lemma 2.1. Q.E.D.
Lemma 2.4
Let A ∈ C n×m with n ≥ m be a matrix whose smallest two distinct singular values areσ >σ. Let Q R 0 = A be the QR decomposition of A where Q ∈ C n×n is unitary and R ∈ C m×m is upper triangular. From any vector x 0 ∈ C m that is not orthogonal to the right singular subspace of A associated withσ, we generate the sequences {σ j } and {x j }, by the inverse iteration
Then lim
Ax j 2 =σ and
Ifσ is simple, then x j converges to the right singular vectorx of A associated withσ.
Proof. See [27] for straightforward verifications.
Q.E.D.
The Gauss-Newton iteration
The Gauss-Newton iteration is an effective method for solving nonlinear least squares problems. Let G : C m −→ C n with n > m, and a ∈ C n . The nonlinear system G(z) = a for z ∈ C m is overdetermined with no conventional solutions in general. We thereby seek a weighted least squares solution. Let W = diag(ω 1 , · · · , ω n ) be a diagonal weight matrix with positive weights ω j 's. Let · W denote the weighted 2-norm:
Our objective is to solve the minimization problem min
Proof. The real case F : R m −→ R n of the lemma is proved in [9] . The proof for the complex case is nearly identical, except for using the Cauchy-Riemann equation.
By Lemma 2.5, let J(z) be the Jacobian of G(z). To find a local minimum of F (z)
with J (z) = W J(z), we look forz ∈ C m satisfying
In other words, G(z) − a is orthogonal, with respect to v, w ≡ v H W 2 w, to the tangent plane of the manifold Π = u = G(z) z ∈ C m atũ = G(z). p r o j e c t t o t h e t a n g e n t p l a n e u = G ( z The right−hand side a Figure 1 : Illustration of the Gauss-Newton iteration
The Gauss-Newton iteration can be derived as follows (see Figure 1 ). To find a least squares solution z =z to the equation G(z) = a, we look for the pointũ = G(z) that is the orthogonal projection of a onto Π. Let u 0 = G (z 0 ) in Π be nearũ = G(z). We can approximate the manifold Π with the tangent plane
Then the point a is orthogonally projected onto the tangent plane P 0 atû = G(z 0 ) + J(z 0 )(z 1 − z 0 ) by solving the overdetermined linear system
for its weighted least squares solution
As long as J(z 0 ) is of full (column) rank, the pseudo inverse J(z 0 ) + W exists. Therefore u 1 = G(z 1 ) is well defined and is expected to be a better approximation toũ = G(z) than u 0 = G(z 0 ). The Gauss-Newton iteration is then a recursive application of (4) (also see [6, 9] ).
The convergence theory of the Gauss-Newton iteration has been well established for overdetermined systems in real spaces [9] . The following lemma is a straightforward generalization of Theorem 10.2.1 in [9] to complex spaces. Since the lemma itself as well as the proof are nearly identical to those in the real case in [9] , we shall present the lemma without proof.
Lemma 2.6
Let Ω ⊂ C m be a bounded open convex set and F : D ⊂ C m −→ C n be analytic in an open set D ⊃ Ω. Let J (z) be the Jacobian of F (z). Suppose that there exists z ∈ Ω such that J (z) H F (z) = 0 with J (z) full rank. Let σ be the smallest singular value of J (z). Let δ ≥ 0 be a constant such that
If δ < σ 2 , then for any c ∈ 1 σ , σ δ , there exists ε > 0 such that for all z 0 ∈ Ω with z 0 −z 2 < ε, the sequence generated by the Gauss-Newton iteration
is well defined inside Ω, converges toz, and satisfies
where α > 0 is the upper bound of J (z) 2 on Ω, and γ > 0 is the Lipschitz constant of
3 Algorithm I: root-finding with given multiplicities
In this section, we assume that the multiplicity structure of a given polynomial is known. We shall deal with the problem of determining this multiplicity structure in §4. A condition number will be introduced to measure the sensitivity of multiple roots. When the condition number is moderate, the multiple roots can be calculated accurately by our algorithm.
The pejorative manifold
Introduced heuristically by Kahan [19] , a pejorative manifold is formed by polynomials with roots in a given multiplicity structure. Kahan showed that it may be a misconception to consider multiple roots as infinitely ill-conditioned, because they can be insensitive to perturbations that are constrained on the pejorative manifold. Kahan also suggested a possible approach based on the method of Lagrange multipliers to calculate the minimal distances of the given polynomial to all pejorative manifolds. However, it is not clear whether this approach is implementable in numerical computation. We shall propose a novel computational approach and develop a practical algorithm based, in part, on Kahan's theoretical insight. For this purpose, we need more precise formulation and further analysis of the manifold.
A polynomial of degree n corresponds to a vector (or point) in C n
where "∼" denotes this correspondence. For a partition of n, namely a fixed array of positive integers 1 , · · · , m with 1 + · · · + m = n, a polynomial p that has roots z 1 , · · · , z m with multiplicities 1 , · · · , m respectively can be written as
where each g j is a polynomial in z 1 , · · · , z m . We have the correspondence
We now define the pejorative manifold rigorously based on Kahan's heuristic description.
Definition 3.1 An ordered array of positive integers = [ 1 , · · · , m ] is called a multiplicity structure of degree n if 1 + · · · + m = n. For any such given multiplicity structure , the collection of vectors Π ≡ G (z) z ∈ C m ⊂ C n is called the pejorative manifold of multiplicity structure , where G : C m −→ C n defined in (7) - (8) is called the coefficient operator associated with the multiplicity structure .
For example, we consider polynomials of degree 3. First, for multiplicity structure = [1, 2] ,
. A polynomial with one simple root z 1 and one double root z 2 corresponds to the vector
The vectors G [1, 2] (z) in (9) for all z ∈ C 2 form the pejorative manifold Π [1, 2] . Similarly,
. Π [3] is a submanifold of Π [1, 2] that contains all polynomials with a single triple root. Figure 2 shows the manifolds Π [1, 2] (the wings) and Π [3] (the sharp edge) in R 3 . 
Solving the nonsingular least squares problem
be a multiplicity structure of degree n and Π be the corresponding pejorative manifold. If the polynomial p ∼ a ∈ Π , then there is a vector z ∈ C m such that G (z) = a. In general, the polynomial system
is overdetermined except for the plain structure = [1, 1, · · · , 1]. Let W = diag(ω 1 , · · · , ω n ) be a weight matrix and · W denote the weighted 2-norm defined in (2) . We seek a weighted least squares solution to (10) by solving the minimization problem
Two common types of weights can be used. To minimize the overall backward error of the roots, we set W = diag(1, 1, · · · , 1). On the other hand, the weights
lead to minimization of the relative backward error at every coefficient larger than one. All our numerical experiments for Algorithm I are conducted using the weights (12) .
From Lemma 2.5, let J(z) be the Jacobian of G (z). In order to find a local minimum point of
Definition 3.2 Let p ∼ a be a polynomial of degree n. For any given multiplicity structure of the same degree, the vectorz satisfying (13) is called a pejorative root vector or simply pejorative root of p corresponding to the multiplicity structure and weight W .
Our algorithms emanate from the following fundamental theorem by which one may convert the singular problem of computing multiple roots with standard methods to a regular problem by seeking the least squares solution of (10).
Theorem 3.1 Let G : C m −→ C n be the coefficient operator associated with a multiplicity
Proof. Let z 1 , · · · , z m be distinct. To prove J(z) is of full (column) rank, or the columns of J(z) are linearly independent, write the j-th column of J(z) as
, a polynomial in x, be defined as follows,
If On the other hand, suppose z 1 , · · · , z m are not distinct, say, for instance, z 1 = z 2 . Then the first two columns of J(z) are coefficients of polynomials h 1 (x) and h 2 (x) defined as
respectively. Since z 1 = z 2 , these two polynomials differ by constant multiples 1 and 2 . Therefore J(z) is (column) rank deficient. Q.E.D.
With the system (10) being nonsingular from Theorem 3.1, the Gauss-Newton iteration
on Π is well defined. Moreover, we have the convergence theorem based on Lemma 2.6.
be a pejorative root of p ∼ a associated with multiplicity structure and weight (15) is well defined and converges to the pejorative rootz with at least a linear rate. If we have a = G (z) in addition, then the convergence is quadratic.
Proof. Let F (z) = W G (z) − a and J (z) be its Jacobian. F (z) is obviously analytic. From Theorem 3.1, the smallest singular value σ of J (z) is strictly positive. If a is sufficiently close to
will be small enough, making (5) holds with δ < σ 2 . Therefore all conditions of Lemma 2.6 are satisfied and there is a neighborhood Ω ofz such that if z 0 ∈ Ω, the iteration (15) converges and satisfies (6) . If in addition a = G (z), then F (z) = 0 and therefore δ = 0 in (5) and (6) . The convergence becomes quadratic.
As a special case for the structure = [1, 1, · · · , 1], equations in (10) form Viéte's system of n-variate polynomial system. Solving this system via Newton's iteration is equivalent to the Weierstrass (Durand-Kerner) algorithm [23] . When a polynomial has multiple roots, Viéte's system becomes singular at the non-distinct root vector. This singularity appears to be the very reason that causes the ill-conditioning of conventional root-finders: a wrong pejorative manifold is used.
The structure-preserving condition number
There are many insightful discussions on the numerical condition of polynomial roots in the literature such as [7, 15, 19, 28, 25, 29] . In general, a condition number can be characterized as the smallest number satisfying
where h.o.t represents higher order terms of the backward error. For a polynomial with multiple roots, under unrestricted perturbation, the only condition number satisfying (16) is infinity. For a simple example, let polynomial p(x) = x 2 . A backward error ε makes the perturbed polynomialp(x) = x 2 + ε having roots ± √ εi with forward error √ ε in magnitude. The only "constant" c which accounts for √ ε ≤ c ε for all ε > 0 must be infinity.
By changing the computational objective from solving a polynomial equation p(x) = 0 to the nonlinear least squares problem in the form of (11), the structure-altering noise is filtered out, and the multiplicity structure is preserved. With this shift in computing strategy, the sensitivity of the roots can be analyzed differently.
Let's consider the root vector z of p ∼ a = G (z). The polynomial p is perturbed, with multiplicity structure being preserved, to bep ∼â = G (ẑ). In other words, both p andp are on the same pejorative manifold Π . Then
where J(z) is the Jacobian of G (z). Assuming the entries of z are distinct, by Theorem 3.1. J(z) is of full rank. Consequently,
where σ min , the smallest singular value of W J(z), is strictly positive since W and J(z) are of full rank. The distance ẑ − z 2 is the forward error and the weighted distance â − a W measures the backward error. Therefore, the sensitivity of the root vector is asymptotically bounded by 1 σ min times the size of the multiplicity-preserving perturbation. In this sense, the multiple roots are not infinitely sensitive. Definition 3.3 Let p be a polynomial and z be its pejorative root corresponding to a given multiplicity structure and weight W . Let G be the coefficient operator associated with , J be its Jacobian, and σ min be the smallest singular value of W J(z). Then the condition number of z with respect to the multiplicity structure and weight W is defined as
Remark: The condition number κ ,w (z) is structure dependent. The array = [ 1 , · · · , m ] may or may not be the actual multiplicity structure. A polynomial has different condition numbers corresponding to different pejorative roots on various pejorative manifolds. For example, see Table 4 in §3.5.2.
We now estimate the error on pejorative roots of polynomials with inexact coefficients. In this case, the given polynomialp is assumed to be arbitrarily perturbed from p with both polynomials near a pejorative manifold Π . In exact sense, neither polynomial possesses the structure . The nearby pejorative manifold causes both polynomials being ill-conditioned in conventional sense. Consequently, the exact roots ofp can be far from those of p even if two polynomials are close to each other. However, the following theorem ensures that their pejorative roots, not exact roots, may still be insensitive to perturbation.
Theorem 3.3 Let the polynomialp ∼b be an approximation to p ∼ b. Corresponding to the multiplicity structure and weight W , let z andẑ be pejorative roots of p andp respectively,
Proof. From (17),
Since G (ẑ) −b W is a local minimum, we have
and the assertion of the theorem follows.
By the above theorem, when a polynomial is perturbed, the error on the pejorative roots depends on the magnitude of the perturbation (i.e. b −b W ), the distance to the pejorative manifold (namely G (z) − b W ), as well as the condition number κ ,w (z). Although the (exact) roots may be hypersensitive, their pejorative roots are stable if κ ,w (z) is moderate.
For a polynomial p having multiplicity structure , we can now estimate the error of its multiple roots computed from its (inexact) approximationp. The perturbation from p top can be arbitrary, such as rounding up digits in coefficients. The (exact) roots ofp are all simple in general and far from the multiple roots of p. The following corollary ensures that the pejorative rootẑ ofp with respect to the multiplicity structure can be an accurate approximation to the multiple roots z of p.
Corollary 3.1 Under the condition of Theorem 3.3, if z is the exact root vector of p with multiplicity structure , then
Proof. Since z is exact,
The "attainable accuracy" barrier suggests that when multiplicity increases, the roots sensitivity intensifies. However, there is no apparent corelation between the magnitude of the multiplicities and the structure-constraint sensitivity. For example, consider polynomials multiplicities condition 
For the weight W defined in (12) , Figure 3 lists the condition numbers for different multiplicities. As seen in this example, the magnitude of root error can actually be less than that of the data error when the condition number is less than one. The condition theory described above indicates that multiprecision arithmetic may not be a necessity, and the "attainable accuracy" barrier appears to be highly questionable.
In §3.5 and §5, more examples will show that our iterative algorithm indeed reaches the accuracy permissible by the condition number κ ,w (z), which can be calculated with negligible cost. The Jacobian J(z) and its QR decomposition are required by the Gauss-Newton iteration, and can be recycled to calculate κ ,w (z). The inverse iteration described in Lemma 2.4 is suitable for finding the smallest singular value.
The numerical procedures
The iteration (15) requires evaluation of G (z k ) and J(z k ), where the components of G (z) are defined in (7) and (8) Figure 4 . The polynomial multiplication is equivalent to the vector convolution (Lemma 2.1). The poly-
can thereby be constructed from recursive convolution with vectors (1, −z j ) , j = 1, 2, · · · , m. As a result, G (z) is computed through the nested loops shown in Figure 4 as Algorithm EvalG. It takes n 2 +O(n) flops (additions and multiplications) to calculate G (z).
The j-th column of the Jacobian J(z), as shown in the proof of Theorem 3.1, can be considered the coefficients of the polynomial q j (x) defined in (14) . The cost of computing J(z) is no more than mn 2 + O(n) flops. Each step of the Gauss-newton iteration takes O(nm 2 ) flops. Therefore, for a polynomial of degree n with m distinct roots, the complexity of Algorithm I is O(m 2 n + mn 2 ). The worst case occurs when m = n and the complexity becomes O(n 3 ). The complete pseudo-code of the Algorithm I is shown in Figure 5 .
Numerical results for Algorithm I
Algorithm I is implemented as a Matlab code PejRoot. All the tests of PejRoot are conducted with IEEE double precision (16 decimal digits) without extension. In comparison, other algorithms and software may use unlimited machine precision in some cases. input: m, n, a ∈ C n , weight matrix W , initial iterate z 0 , multiplicity structure , error tolerance τ output: Roots z = (z 1 , · · · , z m ), or message of failure Conventional methods, such as Farmer-Loizou methods [13] , are subject to the "attainable accuracy" barrier. We made a straightforward implementation of the Farmer-Loizou third order iteration suggested in [13] and apply it to the same example they used
Both iterations start from z 0 = (1.1, 1.9, 3.1, 3.9) using the standard IEEE double precision. The "attainable accuracy" of the roots are 4, 5, 8, 16 digits respectively. For 100 iteration steps, the Farmer-Loizou method produces iterates that bounce around the roots. In contrast, our iteration smoothly converges to the roots and reaches accuracy of 14 digits. The "attainable accuracy" barrier has no effect on our algorithm. The iterations are shown in Table 1 for three roots x = 1, 2, 3 with highest multiplicities. In the same problem, we increase the multiplicities 10 times as large, generating
10 with 16-digit accuracy in coefficients. In this test, our method still uses the standard 16-digit arithmetic and attains 14 correct digits on the roots, while Farmer-Loizou method uses 1000-digit operations in Maple and fails (Three roots iterations are shown in Table 2 ). There are state-of-art root-finding packages available using multiprecision, such as MPSolve implemented by Bini et al [2] and Eigensolve by Fortune [14] . If the given polynomial is exact (e.g. polynomial with rational coefficients), those packages in general are capable of calculating all roots to the desired accuracy via extending the machine precision according to the "attainable accuracy". For inexact polynomials, the accuracy of those packages on multiple roots are limited no matter how many digits the machine precision is extended. For example, consider the polynomial
The coefficients are calculated to 100-digit accuracy. The "attainable accuracy" for the roots √ 2 and √ 3 are 5 and 10 digits respectively. MPSolve and Eigensolve output nearly identical results in accordance with this "attainable accuracy". In contrast, our software using only 16 digits precision in coefficients without extending the machine precision, still outputs roots of 15 digits accuracy along with accurate multiplicities (see Table 3 ). Figure  6 ). In contrast, the Algorithm I code PejRoot obtains all three multiple roots for at least 14 digits in accuracy by taking two additional iteration steps on the information of multiplicity structure and the initial iterate provided by our Algorithm II in §4. The backward accuracy can easily be verified to be less than 1.36 × 10 −15 . The condition number is 60.4. Therefore, with perturbation at the 16-th digit of the coefficients, 14 correct digits constitute the best possible accuracy that can be expected from any method.
An important feature of Algorithm I is that it does not require the correct multiplicity structure. Computation with different structures is often needed and is permissible with Algorithm I. If the computation is on a "wrong" pejorative manifold, then either the condition number or the backward error becomes large. Table 4 is a partial list of pejorative roots under different multiplicity structures. As shown in Table 4 , if the computing objective is unconstraint minimization of the backward error, like standard methods, then we would get simple, clustered, and incorrect roots as shown in Figure 6 . On the other hand, if the objective is to minimize backward error, subject to a proper sensitivity constraint, say κ ,w (z) > 100, then the only solution is z ≈ (0.9, 1.0, 1.1) with correct multiplicity structure [18, 10, 16] . In short, computing multiple roots of inexact polynomials is a constraint optimization problem. Table 4 : Partial list of multiple roots on different pejorative manifolds
Roots with huge multiplicities
The accuracy as well as stability of Algorithm I seem independent of the multiplicities of the roots. For instance, let's consider the polynomial of degree 1000 The multiplicities of the roots are 100, 200, 300 and 400. These multiplicities are "huge"compared to other numerical examples, usually with multiplicities less than ten, used in the root-finding literature. In addition to such high multiplicities, we perturb the sixth digits of all coefficients of g by multiplying (1 ± 10 −6 ) on each one of them. Using any conventional approach, this perturbation will result in a total loss of forward accuracy, even if multiprecision is used. The code PejRoot of Algorithm I takes a few seconds under Matlab to calculate all roots up to 7 digits accuracy.
Taking the condition number 0.58 into account, this accuracy is optimal. On the same machine, Matlab function roots takes about 15 minutes to produce 1000 incorrect roots, as shown in Figure 7 . 4 Algorithm II: the multiplicity structure and initial root estimates
While Algorithm I can be used on any particular pejorative manifold, of course, the "correct" multiplicity structure is preferred if it is attainable. We present Algorithm II that calculates the multiplicity structure of a given polynomial as well as the initial root approximation for Algorithm I.
Remarks on the univariate GCD computation
For a given polynomial p with u = GCD (p, p ), it is known as early as 1769 by Lagrange that v = p/u has the same distinct roots as p, and all roots of v are simple. If v is obtainable, its simple roots can be calculated using standard root-finders. Based on this observation, the following recursive process is a natural approach to completely factor the polynomial p.
This process is also known as early as 1863 by Gauss. Other squarefree factorization processes, such as Yun's algorithm [31] , have also been proposed in the context of Computer Algebra.
The difficulty in carrying out the process (20) is the GCD computation. The classical Euclidean GCD Algorithm requires recursive polynomial division which may not be numerically stable (see §4.2.3). Therefore, implementations of (20) based on the Euclidean GCD-finder [3, 26] may fail to reach desirable reliability or accuracy (see numerical comparison in §4.6).
Numerical GCD computation has been studied extensively [4, 5, 12, 16, 20, 24] . However, a reliable blackbox-type software is still not available. In [5] , Corless, Gianni, Trager and Watt proposed a novel approach using the singular value decomposition in finding the degree of the GCD, and suggested the possibility of solving a GCD system similar to (22) below as a least squares problem, along with several other possibilities including using the Euclidean algorithm.
There are several unresolved issues in the approach of Corless et al, especially in the stage of calculating the GCD after determining its degree. Among the possible avenues suggested, they seem to prefer using iterative methods to solve the least squares problem similar to (22) below. However, their least squares system is underdetermined by one equation. Moreover, with no clearly decided initial iterate being given, one can only leave this crucial ingredient to guessing or some sort of expensive global search [4] . From [5] and its follow-up work such as [4, 20] it is also not clear which standard optimization algorithm should be selected. We shall demonstrate that the Gauss-Newton iteration, absent from the above works, is apparently the simplest, most efficient and most suitable method in solving the GCD system (22) , and it is at least locally convergent.
The key to carrying out the procedure (20) is the capability to factor an arbitrary polynomial f and its derivative f with a GCD triplet (u, v, w):
, u is monic, v and w are co-prime.
In light of the Corless-Gianni-Trager-Watt approach, which calculates all singular values of a single Sylvester matrix S n−1 (f ), we employ a successive updating process that calculates only the smallest singular values of the Sylvester matrices S j (f ), j = 1, 2, · · · and stop at the first rank deficient matrix S k (f ). With this S k (f ), not only the degrees of the GCD triplet u, v, w are available, we also obtain coefficients of v and w automatically from the resulting right singular vector. In combination with a least squares division in §4.2.3 instead of the unstable long division, we can generate an excellent approximation to the GCD triplet, and obtain an initial iterate that is not clearly indicated in the approach of Corless et al. Consequently, a blackbox-type software computing GCD(f, f ) is developed for the the process (20) .
The discussion on GCD computation is limited to GCD(f, f ) because our objective is mainly root-finding in this paper. With minor modifications, our GCD-finder can easily be adapted to the general GCD problem of arbitrary polynomial pairs.
Calculating the greatest common divisor
Algorithm II is based on the following GCD-finder for an arbitrary polynomial f : STEP 1. Find the degree m of GCD(f, f ). STEP 2. Set up the system (21) in accordance with the degree m. STEP 3. Find an initial approximation to u, v and w for the GCD system (21). STEP 4. Use the Gauss-Newton iteration to refine the GCD triplet (u, v, w).
We shall describe each step in detail.
Finding the degrees of the GCD triplet
Let f be a polynomial of degree n. By Lemma 2.2, the degree of u = GCD(f, f ) is m = n − k if and only if the the k-th Sylvester discriminant matrix is the first one being rank-deficient. Therefore, m = deg(u) can be identified by calculating the sequence of the smallest singular values ς j of S j (f ), j = 1, 2, · · ·, until reaching ς k that is approximately zero. Since only one singular pair (i.e. the singular value and the right singular vector) is needed, the inverse iteration described in Lemma 2.4 is suitable for this purpose. Moreover, we can reduce the computing cost even further by recycling and updating the QR decomposition of S j (f )'s along the way. More specifically, let
We rotate the columns of S j (f ) to formŜ j (f ) in such a way 
that the odd and even columns ofŜ j (f ) consist of the coefficients of f and f respectively. Consequently, the matrixŜ j+1 (f ) is simply formed by adding a zero row at the bottom and two columns in the right onŜ j (f ). Updating the QR decomposition of eachŜ j (f ) requires only O(n) additional flops. The inverse iteration (1) requires O(j 2 ) flops at each S j (f ).
Let θ be a given zero singular value threshold. We shall discuss more about this parameter in §4.4. With successive QR updating and the inverse iteration, the process of finding the degrees of the GCD triplet (u, v, w) can be summarized as follows.
Calculate the QR decomposition of the (n + 1)
use the inverse iteration (1) to find the smallest singular value ς j ofŜ j (f ) and the corresponding right singular vector y j if ς j ≤ θ f 2 then k = j, m = n − k, extract v and w from y j , exit
The quadratic GCD system
Let m = n − k be the degree of GCD(f, f ) calculated in STEP 1. We now formulate the GCD system (21) of STEP 2 in vector form with unknown vectors u, v and w:
Here, the convolution conv(·, ·) is defined in Lemma 2.1. The following lemma ensures this quadratic system is nonsingular.
Lemma 4.1 The Jacobian of the quadratic system (22) is
Proof. It is straightforward to verify (23) by using Lemma 2.1. To prove J(u, v, w) is of full rank, we assume the existence of polynomials
Here, as before, q, r and s are coefficient vectors of q, r and s respectively. From (24), we have vq = −ur and wq = −us. So, wvq − vwq = −uwr + uvs = 0, namely −wr + vs = 0 or wr = vs.
Since v and w are co-prime, there is a polynomial t such that r = tv and s = tw. Consequently, vq = −ur = −utv leads to q = −tu. Because deg(q) = deg(tu) ≤ m, deg(u) = m ≥ 0 and u 0 = 1, the degree of t must be zero. So the polynomial t is a constant. Using the first equation in (24) and u 0 = 1, we have q 0 = −tu 0 = −t = 0. It follows that q = −tu = 0, r = tv = 0 and
The equation u 0 = 1, absent in [5] , plays a crucial role for the system (22) to be nonsingular, and this nonsingularity warrants the local convergence of the Gauss-Newton iteration.
Theorem 4.1 Letũ = GCD(f, f ) withṽ andw satisfying (22), and let W be a weight matrix. Then there exists ε > 0 such that for all u 0 , v 0 , w 0 satisfying u 0 −ũ 2 < ε,
converges to [ũ,ṽ,w] quadratically. Here J(·)
is the weighted pseudo-inverse of the Jacobian J(·) as defined in (23).
Proof. A straightforward verification by using Lemma 2.6 and Lemma 4.1.
Setting up the initial iterate
We now need initial iterates u 0 , v 0 , w 0 for the Gauss-Newton iteration (25) . In STEP 1, when the singular value ς k is calculated, the associated singular vector y k consists of v 0 and w 0 that are approximations to v and w in (22) respectively (see Lemma 2.3). Because of the column rotation in §4.2.1, the odd and even entries of y k form v 0 and w 0 respectively. For the initial approximation u 0 , notice that in theory the long division yields,
with u 0 (x) = q(x) and r(x) = 0. The process itself may not be numerically stable. By Lemma 2.3, the long division (26) with r(x) = 0 is equivalent to solving the linear system
for a least squares solution u 0 that minimizes conv(u 0 , v 0 )−f
2
. This "least squares division" is more accurate than the long division (26) . In fact, the long division (26) is equivalent to solving the (n + 1) × (n + 1) lower triangular linear system
The following theorem indicates that solving (27) for u 0 may be more preferable than using the long division (26). 
The magnitude gap between the condition numbers κ(C m+1 (v)) and κ(L m+1 (v)) can be tremendous for seemingly harmless v and moderate m. Actually, L m+1 (v) can be pathetically illconditioned, making the long division (26) virtually a singular process, while C m+1 (v) is still well conditioned. For example, consider a simple polynomial v(x) = x+25. When m increases, κ(L m+1 (v)) grows exponentially but κ(C m+1 (v)) stays as nearly a constant, see Table 5 . In
627 1.01 × 10 7 9.92 × 10 13 9.46 × 10 27 Table 5 : The comparison between the conditions of (26) and (27) for v(x) = x + 25.
fact, we have not encountered a truly ill-conditioned least squares division (27) in our extensive numerical experiments. On the other hand, the example shown in Table 6 is quite common. In which f = conv(u, v) is rounded up at the eighth digit after decimal point. The difference between the long division (Matlab deconv) and the least squares division is quite substantial.
Extracting v 0 and w 0 from the singular vector and solving (27) for u 0 , we shall use them as the initial iterates for the Gauss-Newton iteration (25) that refines the GCD triplet. Moreover, the linear system (27) is banded, with bandwidth being one plus the number of distinct roots. Therefore, the cost of solving (27) is insignificant in the overall complexity.
Refining the GCD with the Gauss-Newton iteration
The Gauss-Newton iteration is expected to reduce the residual Table 6 : A numerical comparison between long division and least squares division at each step until it is numerically unreducible. We stop the iteration when this residual no longer decreases. The diagonal weight matrix W is used to scale the GCD system (22) so that the entries of W f f are of similar magnitude. Each step of the Gauss-Newton iteration requires solving an overdetermined linear system for its least squares solution z, and requires a QR decomposition of the Jacobian W J(u j , v j , w j ) and a backward substitution for an upper triangular linear system. This Jacobian is a sparse matrix with a special sparsity structure that can largely be preserved during the process. Figure 8 shows the typical sparsity of W J(u, v, w) along with its triangularization. When f is a polynomial of degree n, a straightforward QR decomposition of W J(u, v, w) costs O(n 3 ) flops. Taking the sparsity of W J(u, v, w) into account, it can be verified that the sparse QR decomposition costs O(mk 2 + m 2 k + k 3 ), where, as before, k is the number of distinct roots and m = n − k. The complexity is significantly reduced to between O(n 2 ) and O(n 3 ). 
Computing the multiplicity structure
Moreover, an l-fold root of p(x) appears l times as a simple root of each v m (x), m = 1, 2, · · · , l.
Using the multiplicity structure determined by (30) , we can group the numerically "identical" roots of v j s 1 and obtain the initial root approximation.
Control parameters
We use three control parameters for the recursive GCD computation. The default values of those parameters given below are selected under the assumption that the IEEE standard double precision of 16 decimal digits is used. The first control parameter is the zero singular value threshold θ for identifying the zero singular value. The default choice is θ = 10 −8 . When the smallest singular value ς l ofŜ l (u m−1 ) is less than θ u m−1 2 , it will be tentatively considered as a zero (pending confirmation from the residual information produced by the Gauss-Newton iteration). Then the Gauss-Newton iteration is initiated to further reduce the residual as in (29) to its numerical limit. We use the second control parameter, the initial residual tolerance , to decide if the refined residual is acceptable. Our default choice is = 10 −10 . We accept the GCD triplet (u m , v m , w m ) when the residual
Otherwise, we continue to update S l (u m−1 ) to S l+1 (u m−1 ) and check ς l+1 , · · ·.
The third parameter is the residual tolerance growth factor φ. Whenever a GCD triplet (u m , v m , w m ) and ρ m are calculated, The error in (u m , v m , w m ) may cause the residual ρ m+1 of (u m+1 , v m+1 , w m+1 ) to grow. Therefore, the tolerance may need adjustment. Our default growth factor is 100. After obtaining ρ m , the residual tolerance is adjusted to be max , φ ρ m . Notice that the growth factor is applied to residual ρ m rather than the residual tolerance . The residual tolerance itself may not grow at every step.
From our computing experience, the default control parameters works well for "normal" polynomials, such as those with unclustered roots of moderate multiplicities. For difficult problems, one may manually adjust the parameters. The overall Algorithm II shown in Fig. 9 is implemented as a Matlab code GcdRoot and included in the MultRoot package.
Remarks on the convergence of Algorithm II
There are two iterative components in Algorithm II. One of them is the inverse iteration (1). By Lemma 2.4, the iteration converges for all starting vector x 0 , unless x 0 is orthogonal to the intended singular vector y. The probability of the occurrence of this orthogonality is zero. But even if it occurs, roundoff errors in the numerical computation will quickly destroy the orthogonality during iteration. Therefore, the inverse iteration (1) always converges in practice. The other iterative component is the Gauss-Newton iteration (25) whose local convergence is ensured in Theorem 4.1. Therefore, as long as the rank decision on the Sylvester matrices is accurate and the error on the initial approximation of the GCD triplet is small, Algorithm II will produce correct multiplicity structure and an excellent root approximation.
However, due to the nature of the problem, there is no guarantee that the original multiplicity structure can be identified from an inexact polynomial. When a polynomial is perturbed to a place that has equal distances to two or more different pejorative manifolds, it is somewhat unrealistic to expect any method to recover reliably from the perturbation. Therefore, we have conducted extensive numerical experiments in addition to the results exhibited in this paper. As reported in our software release note [32] , we made a comprehensive test suit of 104 polynomials based on Jenkins-Traub Testing Principles [18] . These polynomials include 
m to obtain u m , v m , w m extract the residual ρ = ρ m as in (31) end if end do adjust the residual tolerance to be max{ , φρ j }, and set all the test examples we have seen in the literature that have been used by experts to test robustness, stability, accuracy and efficiency of root-finders intended for multiple roots. On all the polynomials with multiple roots in the test suit, our package MultRoot consistently outputs accurate root/multiplicity results near machine precision. They are far beyond the "attainable accuracy" barrier that other algorithms are subject to. The report [32] along with the test suit is electronically available in the author's homepage 2 .
Numerical results for Algorithm II
The effectiveness of Algorithm II can be shown by the polynomial (32) using multiprecision generated by Matlab function poly, with coefficients rounded up at 16 digits. Using the default control parameters, Algorithm II code GcdRoot correctly identifies the multiplicity structure. The roots are approximated to an accuracy of 10 digits or more. With this result as input to Algorithm I code PejRoot, we obtained all multiple roots in the end with at least 14 correct digits (Table 7) . Figure 10 shows the computed roots by MPSolve [2] using virtually unlimited number of digits in machine precision. Those results are quite remote from the roots 1, 2, 3, 4.
The Euclidean method has also been used to find GCD in order to identify the multiplicities [3, 26] . Uhlig's pzero [26] is a Matlab implementation based on the Euclidean method. The drawback of the Euclidean method is its reliance on recursive long division that is numerically unstable (see §4.2.3). Here we compare our code GcdRoot with pzero on the polynomials
When the multiplicities increase, the root accuracy deteriorates with pzero, which successfully identifies the multiplicity structure for k = 1 and k = 2 but fails to do so afterwards. In comparison, GcdRoot consistently attains at least 11 digits in root accuracy with increasing multiplicities. The multiplicity structures are identified correctly for k up to 7 and multiplicities up to 28. For the current implementation, the limitation of GcdRoot on this sequence is for k ≤ 7, whereas the root accuracy will stay the same for even larger k. Table 9 : Effect of coefficient error on computed roots
For this sequence of problems, Algorithm II code GcdRoot correctly identifies the multiplicity structure if the coefficients have at least 7 accurate digits. If the multiplicities are manually given rather than computed by GcdRoot, Algorithm I code PejRoot continues to converge even when data accuracy is down to 3 digits. For lower data accuracy, the residual tolerance in GcdRoot needs to be adjusted accordingly. Table 9 shows the results of both programs.
As shown in this test, both methods allow inexact coefficients to certain extent. As usual, Algorithm I is more robust than Algorithm II, but Algorithm I depends on a structure identifier. the condition number, this may not necessarily be incorrect. See Table 11 . When backward error becomes 10 −12 and condition number is tiny (0.0066), they are numerically accurate! In contrast, using the "correct" multiplicity structure [20, 20, 5] , PejRoot outputs roots with backward error 10 −10 and a large condition number 5791.8 (last line in Table 10 ). Table 11 : If the control parameter is not adjusted, tiny root gap makes computed roots identical. However, from the backward errors and the condition number, they are not necessarily wrong answers.
By adjusting the control parameters, GcdRoot can find different pejorative manifolds that are close to the given polynomial. PejRoot then calculates corresponding pejorative roots. The selection of the most suitable solution should be application dependent. to generate a polynomial f of degree 20. We then round all coefficients to 10 decimal digits. The coefficients are shown in the right. We construct multiple roots by squaring f repeatedly. Namely,
A large inexact problem
2 k , k = 1, 2, 3, 4, 5.
At k = 5, g 5 has a degree 640 and twenty complex roots of multiplicity 32. Since the machine precision is 16 digits, the polynomials g k are inexact. Using the default control parameters, our combined program encounters no difficulty in calculating all the roots as well as finding accurate multiplicities. The worst accuracy of the roots is 11-digit. Here is the final result.
