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Rafael E. Carrillo and Kenneth E. Barner
Abstract
Commonly employed reconstruction algorithms in compressed sensing (CS) use the L2 norm as the
metric for the residual error. However, it is well-known that least squares (LS) based estimators are highly
sensitive to outliers present in the measurement vector leading to a poor performance when the noise
no longer follows the Gaussian assumption but, instead, is better characterized by heavier-than-Gaussian
tailed distributions. In this paper, we propose a robust iterative hard Thresholding (IHT) algorithm for
reconstructing sparse signals in the presence of impulsive noise. To address this problem, we use a
Lorentzian cost function instead of the L2 cost function employed by the traditional IHT algorithm. We
also modify the algorithm to incorporate prior signal information in the recovery process. Specifically,
we study the case of CS with partially known support. The proposed algorithm is a fast method with
computational load comparable to the LS based IHT, whilst having the advantage of robustness against
heavy-tailed impulsive noise. Sufficient conditions for stability are studied and a reconstruction error
bound is derived. We also derive sufficient conditions for stable sparse signal recovery with partially
known support. Theoretical analysis shows that including prior support information relaxes the conditions
for successful reconstruction. Simulation results demonstrate that the Lorentzian-based IHT algorithm
significantly outperform commonly employed sparse reconstruction techniques in impulsive environments,
while providing comparable performance in less demanding, light-tailed environments. Numerical results
also demonstrate that the partially known support inclusion improves the performance of the proposed
algorithm, thereby requiring fewer samples to yield an approximate reconstruction.
Index Terms
Compressed sensing, sampling methods, signal reconstruction, nonlinear estimation, impulse noise.
R.E. Carrillo was with the Department of Electrical and Computer Engineering, University of Delaware, Newark, DE
19716 USA. He is now with the Institute of Electrical Engineering, ´Ecole Polytechnique Fe´de´rale de Lausanne (EPFL), CH-
1015 Lausanne, Switzerland. E-mail: rafael.carrillo@epfl.ch. K.E. Barner is with the Department of Electrical and Computer
Engineering, University of Delaware, Newark, DE 19716 USA. E-mail: barner@eecis.udel.edu.
August 9, 2018 DRAFT
2I. INTRODUCTION
Compressed sensing (CS) demonstrates that a sparse, or compressible, signal can be acquired using a
low rate acquisition process that projects the signal onto a small set of vectors incoherent with the sparsity
basis [1]. There are several reconstructions methods that yield perfect or approximate reconstruction
proposed in the literature (see [1]–[3] and references therein). To see a review and comparison of the
most relevant algorithms see [2]. Since noise is always present in practical acquisition systems, a range of
different algorithms and methods have been developed that enable approximate reconstruction of sparse
signals from noisy compressive measurements [1]–[3]. Most such algorithms provide bounds for the
L2 reconstruction error based on the assumption that the corrupting noise is Gaussian, bounded, or, at
a minimum, has finite variance. In contrast to the typical Gaussian assumption, heavy-tailed processes
exhibit very large, or infinite, variance. Existing reconstruction algorithms operating on such processes
yield estimates far from the desired original signal.
Recent works have begun to address the reconstruction of sparse signals from measurements corrupted
by impulsive processes [4]–[8]. The works in [4] and [8] assume a sparse error and estimate both
signal and error at the same stage using a modified L1 minimization problem. Carrillo et al. propose a
reconstruction approach based on robust statics theory in [5]. The proposed non-convex program seeks
a solution that minimizes the L1 norm subject to a nonlinear constraint based on the Lorentzian norm.
Following this line of thought, this approach is extended in [6] to develop an iterative algorithm to solve
a Lorentzian L0-regularized cost function using iterative weighted myriad filters. A similar approach is
used in [7] by solving an L0-regularized least absolute deviation regression problem yielding an iterative
weighted median algorithm. Even though these approaches provide a robust CS framework in heavy-tailed
environments, numerical algorithms to solve the proposed optimization problem are slow and complex
as the dimension of the problem grows.
Recent results in CS show that modifying the recovery framework to include prior knowledge of the
support improves the reconstruction results using fewer measurements [9], [10]. Vaswani et. al assume
that part of the signal support is known a priori and the problem is recast as finding the unknown support.
The remainder of the signal (unknown support) is a sparser signal than the original, thereby requiring
fewer samples to yield an accurate reconstruction [9]. Although the modified CS approach in [9] needs
fewer samples to recover a signal, it employs a modified version of basis pursuit (BP) [1] to perform the
reconstruction. The computational cost of solving the convex problem posed by BP can be high for large
scale problems. Therefore, in [11] we proposed to extend the ideas of modified CS to iterative approaches
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3like greedy algorithms [2] and iterative reweighted least squares methods [12]. These algorithms construct
an estimate of the signal at each iteration, and are thereby amenable to incorporation of a priori support
information (1) as an initial condition or (2) at each iteration. Although the aforementioned methods are
more efficient than BP, in terms of computational cost, a disadvantage of these methods is the need to
invert a linear system at each iteration.
In this paper we propose a Lorentzian based iterative hard thresholding (IHT) algorithm and a simple
modification to incorporate prior signal information in the recovery process. Specifically, we study the
case of CS with partially known support. The IHT algorithm is a simple iterative method that does
not require matrix inversion and provides near-optimal error guarantees [13], [14]. Hard thresholding
algorithms have been previously used in image denoising [15] and sparse representations [16], [17]. All
of these methods are particular instances of a more general class of iterative thresholding algorithms [18],
[19]. A good general overview of iterative thresholding methods is presented in [19]. Related convergence
results are also given in [20].
The proposed algorithm is a fast method with computational load comparable to the least squares (LS)
based IHT, whilst having the advantage of robustness against heavy-tailed impulsive noise. Sufficient
conditions for stability are studied and a reconstruction error bound is derived. We also derive sufficient
conditions for stable sparse signal recovery with partially known support. Theoretical analysis shows
that including prior support information relaxes the conditions for successful reconstruction. Simulations
results demonstrate that the Lorentzian based IHT algorithm significantly outperform commonly employed
sparse reconstruction techniques in impulsive environments, while providing comparable performance in
less demanding, light-tailed environments. Numerical results also demonstrate that the partially known
support inclusion improves the performance of the proposed algorithm, thereby requiring fewer samples
to yield an approximate reconstruction.
The organization of the rest of the paper is as follows. Section II gives a brief review of CS and
motivates the need of a simple robust algorithm capable of inclusion of prior support knowledge. In
Section III a robust iterative algorithm based on the Lorentzian norm is proposed and its properties are
analyzed. In Section IV we propose simple modification for the developed algorithm to include prior
signal signal information and analyze the partially known support case. Numerical experiments evaluating
the performance of the proposed algorithms in different environments are presented in Section V. Finally,
we close in Section VI with conclusions and future directions.
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4II. BACKGROUND AND MOTIVATION
A. Lorentzian Based Basis Pursuit
Let x ∈ Rn be an s-sparse signal or an s-compressible signal. A signal is s-sparse if only s of its
coefficients are nonzero (usually s ≪ n). A signal is s-compressible if its ordered set of coefficients
decays rapidly and x is well approximated by the first s coefficients [1].
Let Φ be an m× n sensing matrix, m < n, with rows that form a set of vectors incoherent with the
sparsity basis [1]. The signal x is measured by y = Φx + z, where z is the measurement (sampling)
noise. It has been shown that a linear program (Basis Pursuit) can recover the original signal, x, from
y [1]. However, there are several reconstruction methods that yield perfect or approximate reconstructions
proposed in the literature (see [1]–[3], [12] and references therein). Most CS algorithms use the L2 norm
as the metric for the residual error. However, it is well-known that LS based estimators are highly
sensitive to outliers present in the measurement vector leading to a poor performance when the noise
no longer follows the Gaussian assumption but, instead, is better characterized by heavier-than-Gaussian
tailed distributions [21]–[24].
In [5] we propose a robust reconstruction approach coined Lorentzian basis pursuit (BP). This method
is a robust algorithm capable of reconstructing sparse signals in the presence of impulsive sampling noise.
We use the following non-linear optimization problem to estimate x0 from y:
min
x∈Rn
‖x‖1 subject to ‖y − Φx‖LL2,γ ≤ ǫ (1)
where
‖u‖LL2,γ =
m∑
i=1
log{1 + γ−2u2i }, u ∈ Rm, γ > 0, (2)
is the Lorentzian or LL2 norm. The LL2 norm does not over penalize large deviations, as in the L2 and
L1 norms cases, and is therefore a robust metric appropriate for impulsive environments [5], [24]. The
performance analysis of the algorithm is based on the so called restricted isometry properties (RIP) of
the matrix Φ [1], [25], which are defined in the following.
Definition 1 The s-restricted isometry constant of Φ, δs, is defined as the smallest positive quantity such
that
(1− δs)‖v‖22 ≤ ‖Φv‖22 ≤ (1 + δs)‖v‖22
holds for all v ∈ Ωs, where Ωs = {v ∈ Rn|‖v‖0 ≤ s}. A matrix Φ is said to satisfy the RIP of order s
if δs ∈ (0, 1).
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5Carrillo et. al show in [5] that if Φ meets the RIP of order 2s, with δ2s <
√
2 − 1, then, for any
s-sparse signal x0 and observation noise z with ‖z‖LL2,γ ≤ ǫ, the solution to (1), denoted as x∗, obeys
‖x∗ − x0‖2 ≤ Cs · 2γ ·
√
m(eǫ − 1), (3)
where Cs is a small constant. One remark is that γ controls the robustness of the employed norm and ǫ
the radius of the feasibility set LL2 ball.
Although Lorentzian BP outperforms state of the art CS recovery algorithms in impulsive environments
and achieves comparable performance in less demanding light-tailed environments, numerical algorithms
to solve the optimization problem posed by Lorentzian BP are extremely slow and complex [5]. Therefore,
faster and simpler methods are sought to solve the sparse recovery problem in the presence of impulsive
sampling noise.
B. Iterative hard thresholding
The iterative hard thresholding (IHT) algorithm is a simple iterative method that does not require matrix
inversion at any point and provides near-optimal error guarantees [3], [14]. The algorithm is described
as follows.
Let x(t) denote the solution at iteration time t and set x(0) to the zero vector. At each iteration t the
algorithm computes
x(t+1) = Hs
(
x(t) + µΦT (y −Φx(t))
)
, (4)
where Hs(a) is the non-linear operator that sets all but the largest (in magnitude) s elements of a to zero
and µ is a step size. If there is no unique set, a set can be selected either randomly or based on a predefined
ordering. Convergence of this algorithm is proven in [13] under the condition that ‖Φ‖2→2 < 1, where
‖Φ‖2→2 represents the spectral norm of Φ, and a theoretical analysis for compressed sensing problems
is presented in [3], [14]. Blumensath and Davies show in [14] that if ‖z‖2 ≤ ǫ (L2 bounded noise) and
δ3s < 1/
√
32, the reconstruction error of the IHT algorithm at iteration t is bounded by
‖x− x(t)‖2 ≤ αt‖x‖2 + βǫ, (5)
where α < 1 and β are absolute constants that depend only on δ2s and δ3s.
C. Compressed sensing with partially known support
Recent works show that modifying the CS framework to include prior knowledge of the support
improves the reconstruction results using fewer measurements [9], [10]. Let x ∈ Rn be an sparse or
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6compressible signal in some basis Ψ and denote T = supp(x). In this setting, we assume that T is
partially known, i.e. T = T0 ∪∆. The set T0 ⊂ {1, . . . , n} is the a priori knowledge of the support of
x and ∆ ⊂ {1, . . . , n} is the unknown part of the support. This scenario is typical in many real signal
processing applications, e.g., the lowest subband coefficients in a wavelet decomposition, which represent
a low frequency approximation of the signal, or the first coefficients of a DCT transform of an image
with a constant background, are known to be significant components.
The a priori information modified CS seeks out a signal that explains the measurements and whose
support contains the smallest number of new additions to T0. Vaswani et al. modify BP in [9] to find an
sparse signal assuming uncorrupted measurements. This technique is extended by Jacques in [10] to the
case of corrupted measurements and compressible signals. Jacques finds sufficient conditions in terms
of RIP for stable reconstruction in this general case. The approach solves the following optimization
program
min
x∈Rn
‖xT c0 ‖1 s. t. ‖y − Φx‖2 ≤ ǫ, (6)
where xΩ denotes the vector x with everything except the components indexed in Ω ⊂ {1, . . . , n} set to
0.
Although the modified CS approach needs fewer samples to recover a signal, the computational cost
of solving (6) can be high, or complicated to implement. Therefore, we extend the ideas of modified
CS to iterative approaches, such as greedy algorithms [2], [26] and iterative reweighted least squares
methods [27], in [11]. Even though the aforementioned methods are more efficient than BP, in terms of
computational cost, a disadvantage is that these methods need to invert a linear system at each iteration.
In the following section we develop a robust algorithm, inspired by the IHT algorithm, capable of
diminishing the effect of impulsive noise and also capable of including partial support information.
III. LORENTZIAN BASED ITERATIVE HARD THRESHOLDING ALGORITHM
In this section we propose a Lorentzian derived IHT algorithm for the recovery of sparse signals
when the measurements are (possibly) corrupted by impulsive noise. First, we present the algorithm
formulation and derive theoretical guarantees. Then, we describe how to optimize the algorithm parameters
for enhanced performance.
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7A. Algorithm formulation and stability guarantees
Let x0 ∈ Rn be an s-sparse or s-compressible signal, s < n. Consider the sampling model
y = Φx0 + z,
where Φ is an m × n sensing matrix and z denotes the sampling noise vector. In order to estimate x0
from y we pose the following optimization problem:
min
x∈Rn
‖y − Φx‖LL2,γ subject to ‖x‖0 ≤ s. (7)
However, the problem in (7) is non-convex and combinatorial. Therefore, we derive a suboptimal strategy
to estimate x0 based on the gradient projection algorithm [28] since the Lorentzian norm is an everywhere
continuous and differentiable function [24]. The proposed strategy is formulated as follows. Let x(t) denote
the solution at iteration time t and set x(0) to the zero vector. At each iteration t the algorithm computes
x(t+1) = Hs
(
x(t) + µg(t)
)
(8)
where Hs(a) is the non-linear operator that sets all but the largest (in magnitude) s elements of a to
zero, µ is a step size and
g = −∇x‖y − Φx‖LL2,γ .
If there is no unique set, a set can be selected either randomly or based on a predefined ordering. The
negative gradient, g, can be expressed in the following form. Denote φi as the i-th row vector of Φ. Then
g(t) = ΦTWt(y − Φx(t)) (9)
where Wt is an m×m diagonal matrix with each element on the diagonal defined as
[Wt]i,i =
γ2
γ2 + (yi − φTi x(t))2
, i = 1, . . . ,m. (10)
We coined the algorithm defined by the update in (8) Lorentzian iterative hard thresholding (LIHT).
The derived algorithm is almost identical to LS based IHT in terms of computational load except for the
additional cost of computing the m weights in (10) and a multiplication by an m×m diagonal matrix, with
the advantage of robustness against heavy-tailed impulsive noise. Therefore the computational complexity
per iteration of LIHT remains O(mn), which is limited by the application of the sensing operator Φ
and its adjoint ΦT . If fast sensing operators are available then the computational complexity is reduced.
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Fig. 1. Weight function for γ = 1. Large deviations have a weight close to zero whilst small deviations have a weight close
to one.
Note that [Wt]i,i ≤ 1, with the weights going to zero when large deviations, compared to γ, are detected.
In fact, if Wt = I the algorithm reduces to the LS based IHT. Thus, the algorithm can be seen as a
reweighted least squares thresholding approach, on which the weights diminish the effect of gross errors
assigning a small weight for large deviations and a weight near one for deviations close to zero. Figure 1
shows an example of the obtained weight function with γ = 1.
In the following, we show that LIHT has theoretical stability guarantees similar to those of IHT. For
simplicity of the analysis we set µ = 1, as in [14].
Theorem 1 Let x0 ∈ Rn. Define S = supp(x0), |S| ≤ s. Suppose Φ ∈ Rm×n meets the RIP of order 3s
and ‖Φ‖2→2 ≤ 1. Assume x(0) = 0. Then if ‖z‖LL2,γ ≤ ǫ and δ3s < 1/
√
32, the reconstruction error of
the LIHT algorithm at iteration t is bounded by
‖x0 − x(t)‖2 ≤ αt‖x0‖2 + βγ
√
m(eǫ − 1), (11)
where α =
√
8δ3s and β =
√
1 + δ2s(1− αt)(1 − α)−1.
Proof of Theorem 1 follows from the fact that Wt(i, i) ≤ 1, which implies that
‖Wtz‖2 ≤ ‖z‖2 ≤ γ
√
m(eǫ − 1),
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9where the second inequality follows from Lemma 1 in [5]. Argument details parallel those of the proof
of Theorem 2 in the next section and, in fact, Theorem 1 is a particular case of Theorem 2. Therefore
we provide only a proof for the later.
Although the algorithm is not guaranteed to converge to a global minima of (7), it can be shown that
LIHT converges to a local minima since [Wt]i,i ≤ 1. Thus the eigenvalues of ΦTWtΦ are bounded above
by the eigenvalues of ΦTΦ and the sufficient condition ‖Φ‖2→2 ≤ 1 guarantees local convergence [14].
Notice that the RIP sufficient condition for stable recovery is identical to the one required by the LS
based IHT algorithm [14].
The results in Theorem 1 can be easily extended to compressible signals using Lemma 6.1 in [2].
Suppose x0 ∈ Rn is a s-compressible signal. Suppose Φ ∈ Rm×n meets the RIP of order 3s and
‖Φ‖2→2 ≤ 1. Assume x(0) = 0. Then, if the conditions of Theorem 1 are met, the reconstruction error
of the LIHT algorithm at iteration t is bounded by
‖x0 − x(t)‖2 ≤ η
(
‖x0 − xs‖2 + ‖x0 − xs‖1√
s
)
+ αt‖x0‖2 + βγ
√
m(eǫ − 1), (12)
where α =
√
8δ3s, β =
√
1 + δ2s(1−αt)(1−α)−1, η =
√
1 + δs and xs is the best s-term approximation
of x0.
B. Parameter tuning
The performance of the LIHT algorithm depends on the scale parameter γ of the Lorentzian norm and
the step size, µ. Therefore, we detail methods to estimate these two parameters in the following.
It is observed in [5] that setting γ to half the sample range of y, (y(1) − y(0))/2 (where y(q) denotes
the q-th quantile of y), often makes the Lorentzian norm a fair approximation to the L2 norm. Therefore,
the optimal value of γ should be (y′(1)−y′(0))/2, where y′ = Φx0 is the uncorrupted measurement vector.
Since the uncorrupted measurements are unknown, we propose to estimate the scale parameter as
γ =
y(0.875) − y(0.125)
2
. (13)
This value of γ considers implicitly a measurement vector with 25% of the samples corrupted by outliers
and 75% well behaved. Experimental results show that this estimate leads to good performance in both
Gaussian and impulsive environments (see Section V below).
As described in [3], the convergence and performance of the LS based IHT algorithm improve if
an adaptive step size, µ(t), is used to normalize the gradient update. We use a similar approach in our
algorithm. Let S(t) be the support of x(t) and suppose that the algorithm has identified the true support of
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x0, i.e. S(t) = S(t+1) = S. In this case we want to minimize ‖y −ΦSxS‖LL2,γ using a gradient descent
algorithm with updates of the form
x
(t+1)
S = x
(t)
S + µ
(t)g
(t)
S . (14)
Finding the optimal µ, i.e., a step size that maximally reduces the objective at each iteration, is not an
easy task and in fact there is no known closed form for such an optimal step. To overcome this limitation,
we propose to use the following suboptimal approach. We update the step size at each iteration as
µ(t) = min
µ
‖W 1/2t [y − ΦS(x(t)S + µg(t)S )]‖22 (15)
=
‖g(t)S ‖22
‖W 1/2t ΦSg(t)S ‖22
,
which guarantees that the objective Lorentzian function is not increased at each iteration.
Proposition 1 Let µ(t) = ‖g(t)S ‖22/‖W 1/2t ΦSg(t)S ‖22 and x(t+1)S = x(t)S + µ(t)g(t)S . Then, if S(t) = S(t+1) =
S, the update guarantees that
‖y − Φx(t+1)‖LL2,γ ≤ ‖y −Φx(t)‖LL2,γ .
Before proving Proposition 1, we need a known result for square concave functions that will be used in
the proof.
Proposition 2 Let f(a) = g(a2) with g concave. Then for any a, b ∈ R we have the following inequality:
f(a)− f(b) ≤ f
′(b)
2b
(a2 − b2)
which is the differential criterion for the concavity of g.
Now we can prove Proposition 1.
Proof: Define
f(a) = log
(
1 +
a2
γ2
)
and r(t) = y − Φx(t).
Using Proposition 2 and the fact that f(x) is square concave, we have the following inequality:
m∑
i=1
f([r(t+1)]i)− f([r(t)]i) ≤ 1
2
m∑
i=1
f ′([r(t)]i)
[r(t)]i
([r(t+1)]2i − [r(t)]2i )
=
1
2γ2
m∑
i=1
[Wt]ii[r
(t+1)]2i +
1
2γ2
m∑
i=1
[Wt]ii[r
(t)]2i .
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This is equivalent to
‖y − Φx(t+1)‖LL2,γ − ‖y − Φx(t)‖LL2,γ
≤ 1
2γ2
‖W 1/2t (y − Φx(t+1))‖22 −
1
2γ2
‖W 1/2t (y − Φx(t))‖22.
From the optimality of µ(t) we have
‖W 1/2t (y − Φx(t+1))‖22 − ‖W 1/2t (y − Φx(t))‖22 ≤ 0.
Therefore
‖y − Φx(t+1)‖LL2,γ − ‖y − Φx(t)‖LL2,γ ≤ 0
which is the desired result.
Notably, if the support of x(t+1) differs from the support of x(t), the optimality of µ(t) is no longer
guaranteed. Thus, if
‖y − Φx(t+1)‖LL2,γ > ‖y −Φx(t)‖LL2,γ ,
we use a backtracking line search strategy and reduce µ(t) geometrically, i.e. µ(t) ← µ(t)/2, until the
objective function in (7) is reduced.
IV. LORENTZIAN ITERATIVE HARD THRESHOLDING WITH PRIOR INFORMATION
In this section we modify the LIHT algorithm to incorporate prior signal information into the recovery
process. The LIHT algorithm constructs an estimate of the signal at each iteration, thereby incorporating
prior knowledge at each step of the recursion. In the following we propose extensions of the LIHT
algorithm to incorporate partial support knowledge. We describe then a general modification to include
the model-based CS framework of [29].
A. Lorentzian iterative hard thresholding with partially known support
Let x0 ∈ Rn be an s-sparse or s-compressible signal, s < n. Consider the sampling model y = Φx0+z,
where Φ is an m × n sensing matrix and z denotes the sampling noise vector. Denote T = supp(x0)
and assume that T is partially known, i.e. T = T0 ∪∆. Define k = |T0|. We propose a simple extension
of the LIHT algorithm that incorporates the partial support knowledge into the recovery process. The
modification of the algorithm is described in the following.
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Denote x(t) as the solution at iteration t and set x(0) to the zero vector. At each iteration t the algorithm
computes
x(t+1) = HT0s−k
(
x(t) +(t) ΦTWt(y − Φx(t))
)
, (16)
where the nonlinear operator HΩu (·) is defined as
HΩu (a) = aΩ +Hu(aΩc), Ω ⊂ {1, . . . , n}. (17)
The algorithm selects the s− k largest (in magnitude) components that are not in T0 and preserves all
components in T0 at each iteration. We coin this algorithm Lorentzian iterative hard thresholding with
partially known support (LIHT-PKS).
The main result of this section, Theorem 2 below, shows the stability of LIHT-PKS and establish
sufficient conditions for stable recovery in terms of the RIP of Φ. In the following we show that LIHT-
PKS has theoretical stability guarantees similar to those of IHT [14]. For simplicity of the analysis, we
set µ = 1 as in section III.
Theorem 2 Let x ∈ Rn. Define T = supp(x) with |T | = s. Also define T = T0 ∪ ∆ and |T0| = k.
Suppose Φ ∈ Rm×n meets the RIP of order 3s − 2k and ‖Φ‖2→2 ≤ 1. Then if ‖z‖LL2,γ ≤ ǫ and
δ3s−2k < 1/
√
32, the reconstruction error of the IHT-PKS algorithm at iteration t is bounded by
‖x0 − x(t)‖2 ≤ αt‖x‖2 + βγ
√
m(eǫ − 1), (18)
where
α =
√
8δ3s−2k and β =
√
1 + δ2s−k
(
1− αt
1− α
)
.
Proof: Suppose x ∈ Rn and T = supp(x), |T | = s (s-sparse signal). If T = T0∪∆, then |∆| = s−k
where |T0| = k. Define
a(t) = x(t) +ΦTWt(y − Φx(t)). (19)
The update at each iteration t+ 1 can be expressed as:
x(t+1) = a
(t)
T0
+Hs−k(a
(t)
T c0
), (20)
therefore x(t+1)T0 = a
(t)
T0
. The residual (reconstruction error) at iteration t is defined as r(t) = x− x(t).
Define T (t) = supp(x(t)) and U (t) = supp
(
Hs−k(a
(t)
T c0
)
)
. It can be easily checked for all t that
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|supp(a(t)T0 )| = k, |U (t)| = s− k and |T (t)| = s. Also define
B(t+1) = T ∪ T (t+1) = T0 ∪∆ ∪ U (t+1).
Then, the cardinality of the set B(t+1) is upper bounded by
|B(t+1)| ≤ |T0|+ |∆|+ |U (t+1)| = 2s− k.
The error r(t+1) is supported on B(t+1). Using the triangle inequality we have
‖xB(t+1) − x(t+1)B(t+1)‖2 ≤ ‖xB(t+1) − a
(t)
B(t+1)‖2 + ‖x
(t+1)
B(t+1) − a
(t)
B(t+1)‖2.
We start by bounding ‖x(t+1)B(t+1) − a
(t)
B(t+1)‖2. Remember that x
(t+1)
T0
= a
(t)
T0
and that by definition of the
thresholding operator, x(t+1)T c0 is the best (s− k)-term approximation to a
(t)
T c0
. Thus, x(t+1) is closer to a(t)
than x, on B(t+1), and we have
‖x(t+1)B(t+1) − a
(t)
B(t+1)‖2 ≤ ‖xB(t+1) − a
(t)
B(t+1)‖2.
Therefore the error at iteration t+ 1 is bounded by
‖xB(t+1) − x(t+1)B(t+1)‖2 ≤ 2‖xB(t+1) − a
(t)
B(t+1)‖2.
Rewrite (19) as
a(t) = x(t) +ΦTWtΦx− ΦTWtΦx(t) +ΦTWtz.
Denote ΦΩ as the submatrix obtained by selecting the columns indicated by Ω. Then
a
(t)
B(t+1) = x
(t)
B(t+1) +Φ
T
B(t+1)WtΦr
(t) +ΦTB(t+1)Wtz
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and we can bound the estimation error as
‖xB(t+1) − x(t+1)B(t+1)‖2 ≤ 2‖xB(t+1) − x
(t)
B(t+1)
− ΦTB(t+1)WtΦr(t) − ΦTB(t+1)Wtz‖2
≤ 2‖r(t)B(t+1) − ΦTB(t+1)WtΦr(t)‖2 + 2‖ΦTB(t+1)Wtz‖2
≤ 2‖(I − ΦTB(t+1)WtΦB(t+1))r(t)B(t+1) − ΦTB(t+1)WtΦB(t)\B(t+1)r
(t)
B(t)\B(t+1)‖2
+ 2‖ΦTB(t+1)Wtz‖2
≤ 2‖(I − ΦTB(t+1)WtΦB(t+1))r(t)B(t+1)‖2
+ 2‖ΦTB(t+1)WtΦB(t)\B(t+1)r(t)B(t)\B(t+1)‖2 + 2‖ΦTB(t+1)Wtz‖2.
Since [Wt]i,i ≤ 1 the eigenvalues of ΦTWtΦ are bounded above by the eigenvalues of ΦTΦ, and,
therefore,
‖xB(t+1) − x(t+1)B(t+1)‖2 ≤ 2‖(ΦTB(t+1)ΦB(t+1) − I)‖2→2‖r
(t)
B(t+1)‖2
+ 2‖ΦTB(t+1)ΦB(t)\B(t+1)‖2→2‖r(t)B(t)\B(t+1)‖2 + 2‖ΦTB(t+1)Wtz‖2.
Notice that
|B(t) ∪B(t+1)| = |T0 ∪∆ ∪ U (t+1) ∪ U (t)|
≤ |T0|+ |∆|+ 2|U (t)| = 3s− 2k.
Using basic properties of the restricted isometry constants (see Lemma 1 from [14]) and the fact that
δ3s−2k > δ2s−k we have the following. Define η = 2
√
1 + δ2s−k.
‖xB(t+1) − x(t+1)B(t+1)‖2 ≤ 2δ2s−k‖r
(t)
B(t+1)‖2 + 2δ3s−2k‖r
(t)
B(t)\B(t+1)‖2 + η‖Wtz‖2
≤ 2δ3s−2k
(
‖r(t)
B(t+1)
‖2 + ‖r(t)B(t)\B(t+1)‖2
)
+ η‖Wtz‖2.
Since B(t)\B(t+1) and B(t+1) are disjoint sets we have ‖r(t)
B(t+1)
‖2+‖r(t)B(t)\B(t+1)‖2 ≤
√
2‖r(t)
B(t)∪B(t+1)
‖2.
Thus, the estimation error at iteration t+ 1 is bounden by
‖r(t+1)‖2 ≤
√
8δ3s−2k‖r(t)‖2 + η‖Wtz‖2.
This is a recursive error bound. Define α =
√
8δ3s−2k and assume x(0) = 0. Then
‖r(t)‖2 ≤ αt‖x‖2 + η‖Wtz‖2
t∑
j=0
αj . (21)
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We need α =
√
8δ3s−2k < 1 for the series in (21) to converge. For faster convergence and better stability
we restrict
√
8δ3s−2k < 1/2, which yields the sufficient condition in Theorem 2. Now we just need to
bound ‖z‖2. Note that [Wt]i,i ≤ 1, which implies that
‖Wtz‖2 ≤ ‖z‖2 ≤ γ
√
m(eǫ − 1),
where the second inequality follows from Lemma 1 in [5].
A sufficient condition for stable recovery of the LIHT algorithm is δ3s < 1/
√
32 (see section III),
which is a stronger condition than that required by LIHT-PKS, since δ3s−2k < δ3s. Having a RIP of
smaller order means that Φ requires fewer rows to meet the condition, i.e., fewer samples to achieve
approximate reconstruction. Notice that when k = 0 (cardinality of the partially known support), we have
the same condition required by LIHT. The results in Theorem 2 can be easily extended to compressible
signals using Lemma 6.1 in [2], as was done in the previous section for LIHT.
B. Extension of Lorentzian iterative hard thresholding to model-sparse signals
Baraniuk et. al introduced a model-based CS theory that reduces the degrees of freedom of a sparse
or compressible signal [29], [30]. The key ingredient of this approach is to use a more realistic signal
model that goes beyond simple sparsity by codifying the inter-dependency structure among the signal
coefficients. This signal model might be be a wavelet tree, block sparsity or in general a union of
s-dimensional subspaces [29].
Suppose Ms is a signal model as defined in [29] and also suppose that x0 ∈ Ms is an s-model sparse
signal. Then, a model-based extension of the LIHT algorithm is motivated by solving the problem
min
x∈Ms
‖y − Φx‖LL2,γ , (22)
using the following recursion:
x(t+1) = Ms
(
x(t) + µ(t)ΦTWt(y − Φx(t))
)
, (23)
where Ms(a) is the best s-term model-based operator that projects the vector a onto Ms. One remark to
make is that, under the model-based CS framework of [29], this prior knowledge model can be leveraged
in recovery with the resulting algorithm being similar to LIHT-PKS.
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V. EXPERIMENTAL RESULTS
A. Robust Reconstruction: LIHT
Numerical experiments that illustrate the effectiveness of the LIHT algorithm are presented in this
section. All experiments utilize synthetic s-sparse signals in a Hadamard basis, with s = 8 and n = 1024.
The nonzero coefficients have equal amplitude, equiprobable sign, randomly chosen position, and average
power fixed to 0.78. Gaussian sensing matrices are employed with m = 128. One thousand repetitions
of each experiment are averaged and reconstruction SNR is used as the performance measure. Weighted
median regression (WMR) [7] and LS-IHT [3] are used as benchmarks.
To test the robustness of the methods, we use two noise models: α-stable distributed noise and Gaussian
noise plus gross sparse errors. The Gaussian noise plus gross sparse errors model is referred to as
contaminated p-Gaussian noise for the remainder of the paper, as p represents the amount of gross error
contamination. To validate the estimate of γ discussed in Section III-B we make a comparison between
the performance of LIHT equipped with the optimal γ, denoted as LIHT-γ1, and the signal-estimated γ,
denoted as LHIT-γ2. The optimal γ is set as half the sample range of the clean measurements.
For the first experiment we consider a mixed noise environment, using contaminated p-Gaussian noise.
We set the Gaussian component variance to σ2 = 10−2, resulting in an SNR of 18.9321 dB when p = 0.
The amplitude of the outliers is set as δ = 103 and p is varied from 10−3 to 0.5. The results are shown in
Figure 2 (a). The results demonstrate that LIHT outperforms WMR and IHT. Moreover, the results also
demonstrate the validity of the estimated γ. Although the reconstruction quality achieved by LIHT-γ2
is lower than that achieved LIHT-γ1, the SNR of LIHT-γ2 is greater than 20 dB for a broad range of
contamination factors p, including contaminations up to 5% of the measurements.
The second experiment explores the behavior of LIHT in very impulsive environments. We compare
again against IHT and WMR, this time with α-Stable sampling noise. The scale parameter of the noise
is set as σ = 0.1 for all cases and the tail parameter, α, is varied from 0.2 to 2, i.e., very impulsive to
the Gaussian case, Figure 2 (b). For small values of α, all methods perform poorly, with LIHT yielding
the most acceptable results. Beyond α = 0.6, LIHT produces faithful reconstructions with a SNR greater
than 20 dB, and often 10 dB greater than IHT and WMR results. Notice that when α = 2 (Gaussian case)
the performance of LIHT is comparable with that of IHT, which is least squares based. Also of note is
that the SNRs achieved by LIHT-γ1 and LIHT-γ2 are almost identical, with LIHT-γ1 slightly better.
For the next experiment, we evaluate the performance of LIHT as the number of measurements varies
for different levels of impulsiveness. The number of measurements is varied from 16 (twice the sparsity
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Fig. 2. Comparison of LIHT with LS-IHT and WMR for impulsive contaminated samples, s = 8, n = 1024 and m = 128.
(a) Contaminated p-Gaussian, σ2 = 0.01. R-SNR as a function of the contamination parameter, p. (b) α-stable noise, σ = 0.1.
R-SNR as a function of the tail parameter, α.
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Fig. 3. Reconstruction SNR as a function of the number of measurements, s = 8 and n = 1024.
level) to 512 (half the dimension of x0). The sampling noise model used is α-stable with four values of
α: 0.5, 1,1.5, 2. The results are summarized in Figure 3, which show that, for α ∈ [1, 2], LIHT yields
fair reconstructions from 96 samples. However for α = 0.5 (most impulsive case of the four), more
samples are needed, 256, to yield a fair reconstruction. Results of IHT with Gaussian noise (α = 2) are
also included for comparison. Notice that the performance of LIHT is comparable to that of IHT for
the Gaussian case. One remark is that LIHT needs more measurements, for a fixed sparsity level, than
Lorentzian BP to yield an accurate reconstruction (see results in [5]). This is a general disadvantage of
thresholding algorithms over L1 minimization based methods [14].
The next experiment evaluates the computational speed of LIHT compared to the previously proposed
Lorentizian BP. For this experiment we measure the reconstruction time required by the two algorithms
for different signal lengths, n = 128, 256, 512, 1024, 2048. We employ dense Gaussian sensing matrices
(no fast matrix multiplication available) and fix m = n/2. Cauchy noise with σ = 0.1 is added to the
measurements. The sparsity level is fixed to s = 8 for all signals lengths. The results are summarized in
Table I with all times measured in seconds. All results are averaged over 200 realizations of the sensing
matrix and the signals. The reconstruction times show that LIHT is at least three orders of magnitude
faster than Lorentzian BP, with both algorithms being robust to impulsive noise. Thus, LIHT presents a
fast alternative for sparse recovery in impulsive environments. One note is that the reconstruction times
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TABLE I
RECONSTRUCTION TIMES (IN SECONDS) FOR LIHT AND LORENTZIAN BP, m = n/2.
n LBP LIHT
2048 758.0145 0.1755
1024 116.5853 0.0730
512 26.3145 0.0426
256 8.7281 0.0102
128 3.3747 0.0059
can be improved if structured sensing matrices that offer fast application of the sensing operator and
its adjoint are used. Examples of these fast operators are the partial Fourier or Hadamard ensembles or
binary sensing matrices.
The last experiment in this subsection shows the effectiveness of LIHT to recover real signals from
corrupted measurements. We take random Hadamard measurements of the the 256 × 256 (n = 65536)
Lena image and then add Cauchy distributed noise to the measurements. For all experiments we use the
Daubechies Db8 wavelet transform as the sparsity basis and assume a sparsity level of s = 6000. We
fix the number of measurements as m = 32000 and set the scale (dispersion) parameter of the Cauchy
noise to σ = 1. Figure 4 shows the clean measurements on the top image and the Cauchy corrupted
measurements in the bottom one.
We compare the reconstruction results of LIHT to those obtained by the classical LS-IHT algorithm,
the LS-IHT with noise clipping and LS-IHT with the measurement rejection method proposed in [31].
To set a clipping rule we assume that we know before hand the the range of the clean measurements and
all samples are clipped within this range, i.e.
yci =


−λ, if yi ≤ −λ
yi, if |yi| < λ
λ, if yi ≥ λ,
where yc denotes the vector of clipped measurements. For the measurement rejection approach we
adapt the framework in [31] to address impulsive noise rather than saturation noise. We discard large
measurements and form a new measurement vector as yr = ySr , where Sr = {i||yi| < λ}. To find the
optimal λ for both approaches we perform an exhaustive search. Table II presents the reconstruction results
for different values of λ in terms of B, where B = maxi |y0i| and y0 denotes the clean measurement
vector. Thus, we select λ = B for the clipping approach and λ = 0.5B for the measurement rejection
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Fig. 4. Example of a 256 × 256 image sampled by a random Hadamard ensemble, m = 32000. Top: clean measurements.
Bottom: Cauchy corrupted measurements, σ = 1.
TABLE II
R-SNR (IN DB) FOR LS-IHT WITH CLIPPING AND REJECTION FOR DIFFERENT VALUES OF λ. B = maxi |y0i|.
λ 0.5B B 2B 3B 4B 5B
Clipping -0.2 13.0 11.4 10.2 9.3 6.0
Rejection 16.2 15.4 14.4 13.4 12.8 10.9
approach. We also compare LIHT to the recovery of sparsely corrupted signals (RSCS) framework
proposed in [8]. In this framework a sparse signal and error model is assumed and both signal and error
are estimated at the same stage using an L1 minimization problem with an augmented measurement
matrix. In our experiments, we assume no signal/error support knowledge for RSCS. For LIHT we
estimate γ using equation (13).
Figure 5 (a) shows the reconstructed image using LS-IHT, R-SNR=-5.3 dB. Figure 5 (b) and 5 (c) show
the reconstructed images using LS-IHT with noise clipping, R-SNR=13.0 dB, and measurement rejection,
R-SNR=16.2 dB, respectively. Figure 5 (d) shows the reconstructed image by RSCS, R-SNR=17.16 dB
and Figure 5 (e) shows the reconstructed image using LIHT, R-SNR=19.8 dB. Figure 5 (f) shows the
reconstructed image from noiseless measurements using LS-IHT as comparison, R-SNR=22.8 dB. From
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TABLE III
LENA RECONSTRUCTION RESULTS FROM CAUCHY CORRUPTED MEASUREMENTS. R-SNR (IN DB) AS A FUNCTION OF m.
s = 6000.
m 2s 3s 4s 5s
LS-IHT -8.5 -5.7 -5.5 -3.4
Clipping 3.9 8.9 9.9 11.5
Rejection 4.7 10.3 11.6 14.0
RSCS 4.8 10.9 11.9 16.8
LIHT 6.9 12.3 13.9 17.9
the results it is clear that LIHT outperform the other approaches with a reconstruction quality about
3 dB worse than the noiseless reconstruction. We also evaluate the reconstruction quality of LIHT and
the benchmark methods as the number of measurements is varied. Table III presents the results for four
different number of measurements, m = {2s, 3s, 4s, 5s}, where s = 6000 is the sparsity level. The
results show the advantage of robust operators in impulsive environments, especially when the number
of measurements is limited.
B. LIHT with Partially Known Support
Numerical experiments that illustrate the effectiveness of LIHT with partially known support are
presented in this section. Results are presented for synthetic and real signals. In the real signal case,
comparisons are made with a broad set of alternative algorithms.
Synthetic sparse vectors are employed in the first experiment. The signal length is set as n = 1000 and
the sparsity level is fixed to 50. The nonzero coefficients are drawn from a Rademacher distribution, their
position randomly chosen and amplitudes {−10, 10}. The vectors are sampled using sensing matrices
Φ that have i.i.d. entries drawn from a standard normal distribution with normalized columns. Each
experiment is repeated 300 times, with average results presented.
The effect of including partial support knowledge is analyzed by increasing the cardinality of the known
set in steps of 10% for different numbers of measurements. The probability of exact reconstruction is
employed as a measure of performance. Figure 6 shows that, as expected, the reconstruction accuracy
grows with the percentage of known support. The results also show that incorporating prior support
information substantially reduces the number of measurements required for successful recovery.
The second experiment illustrates algorithm performance for real compressible signals. ECG signals
are utilized due to the structure of their sparse decompositions. Experiments are carried out over 10-min
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Fig. 5. Lena image reconstruction example from measurements corrupted by Cauchy noise, m = 32000 and s = 6000. (a)
Reconstructed image using LS-IHT, R-SNR=-5.3 dB. (b) Reconstructed image using LS-IHT and noise clipping, R-SNR=13.0 dB.
(c) Reconstructed image using LS-IHT and measurement rejection, R-SNR=16.2 dB. (d) Reconstructed image using RSCS, R-
SNR=17.2 dB. (e) Reconstructed image using LIHT, R-SNR=19.8 dB. (f) Reconstructed image from noiseless measurements
using LS-IHT, R-SNR=22.8 dB.
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Fig. 6. Probability of successful recovery as a function of the number of measurements, for different percentages of partially
known support and signal length n = 1000.
long leads extracted from records 100, 101, 102, 103, 107, 109, 111, 115, 117, 118 and 119 from the
MIT-BIH Arrhythmia Database (see [32] and references therein). Cosine modulated filter banks are used
to determine a sparse representation of the signal [32]. A sparse signal approximation is determined by
processing 1024 samples of ECG data, setting the number of channels, M , to 16, and selecting the largest
128 coefficients. This support set is denoted by T ; note that |T | = 128. Figure 7 shows an example of
a decomposition of a lead of 1024 samples and its decomposition using CMFB.
Three cases are considered. In the first, the median (magnitude) support coefficient is determined and
the coefficients of T with magnitudes greater than or equal to the median are designated as the known
signal support, i.e., the positions of the largest (magnitude) 50% of T coefficients are taken to be the
known signal support. This case is denoted as IHT-PKS-I. The second partially known support case
corresponds to those with magnitude less than the median, i.e., the positions of the smallest (magnitude)
50% of T coefficients since these might be the most difficult to find coefficients. This case is denoted as
IHT-PKS-II. The third and final selection, denoted as IHT-PKS, is related to the low-pass approximation
of the first subband, which corresponds to the first 64 coefficients (when n = 1024). This first subband
accumulates the majority of signal energy, which is the motivation for this case.
Figure 8 compares the three proposed partially known support selections. Each method improves
the performance over standard LIHT, except for IHT-PKS-II when the number of measurements is not
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Fig. 7. Decomposition of an ECG signal using CMFB, M = 16 and n = 1024.
sufficient to achieve accurate reconstruction. Note, however, that the performance of IHT-PKS-II improves
rapidly as the number of measurements increases, with the method outperforming the other algorithms in
this regime. The performance of IHT-PKS-I is very similar to IHT-PKS since most of the first subband
low-pass approximation coefficients are included in the 50% largest coefficients of T set. Notice that
IHT-PKS-I performs slightly better than IHT-PKS for small numbers of measurements.
Also compared with LIHT in Figure 8 are the OMP, CoSaMP, and rwls-SL0 iterative algorithms,
as well as their partially known support versions (OMP-PKS, CoSaMP-PKS, and rwls-SL0-PKS) [11].
For reference, we also include Basis Pursuit (BP) and Basis Pursuit with partially known support (BP-
PKS) [9]. In all cases, the positions of the first subband low-pass approximation coefficients are selected
as the signal partially known support. Note that LIHT-PKS performs better than CoSaMP-PKS for small
numbers of measurements and yields similar reconstructions when the number of measurements increases.
Although the known support versions of the other iterative algorithms require fewer measurements to
achieve accurate reconstructions, LIHT does not require the exact solution to an inverse problem, thus
making it computationally more efficient. And as in the previous example, the performance of Lorentzian
iterative hard thresholding is improved through the inclusion of partially known support information,
thereby enabling the number of measurements requires for a specified level of performance to be reduced.
As a final example we illustrate how the partially known support framework can be applied in image
reconstruction. Consider a wavelet decomposition of natural images. It is observed that the largest
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Fig. 8. Comparison of LIHT, BP, OMP, CoSaMP, rwls-SL0 and their partially known support versions for ECG signals of
length n = 1024.
coefficients are concentrated in the approximation band and the remainder signal, detail coefficients,
is a sparser signal than the original decomposition. Thus, a possible form to incorporate the partially
known support framework is to assume that the approximation band coefficients are part of the true
signal support, i.e., the partially known support. To test our assumption we take random Hadamard
measurements of the the 256× 256 Lena image and then we estimate the image from the measurements.
Figure 9 top left shows the original image. We use the Daubechies DB8 wavelet transform as our sparsity
basis and we approximate the image with the largest 6000 coefficients, thus |T | = 6000. Figure 9 top
right shows the best s-term approximation, s = 6000, with R-SNR=23.9 dB for comparison. We take
m = 16000 measurements and reconstruct the image using the LIHT algorithm and the LIHT-PKS
algorithm. For LIHT-PKS we assume that the approximation band is in the true support of the image
coefficients, k = 2048 for this example. The reconstruction results are shown in Figure 9 bottom left
and Figure 9 bottom right, respectively. The reconstruction SNRs are R-SNR=10.2 dB for the standard
LIHT and R-SNR=20.4 dB for LIHT-PKS. The LIHT-PKS algorithm outperforms its counterpart without
support knowledege by 10 dB, but more importantly, the partially known support reconstruction quality
is 3 dB below the reconstruction quality obtained by the best s-term approximation.
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Fig. 9. Top left: Original 256×256 image. Top right: Best s-term approximation, s = 6000, R-SNR=23.9 dB. Reconstruction
from m = 16000 measurements. Bottom left: LIHT, R-SNR=10.2 dB. Bottom right: LIHT-PKS k = 2048, R-SNR=20.4 dB.
VI. CONCLUDING REMARKS
This paper presents a Lorentzian based IHT algorithm for recovery of sparse signals in impulsive
environments. The derived algorithm is comparable to least squares based IHT in terms of computational
load, with the advantage of robustness against heavy-tailed impulsive noise. Sufficient conditions for
stability are studied and a reconstruction error bound is derived that depends on the noise strength
and a tunable parameter of the Lorentzian norm. Simulations results show that the LIHT algorithm
yields comparable performance with state of the art algorithms in light-tailed environments while having
substantial performance improvements in heavy-tailed environments. Simulation results also show that
LIHT is a fast reconstruction algorithm with scalability for large dimensional problems. Methods to
estimate the adjustable parameters in the reconstruction algorithm are proposed, although computation
of their optimal values remains an open question. Future work will focus on convergence analysis of the
proposed algorithm.
Additionally, this paper proposes a modification of the LIHT algorithm that incorporates known
support in the recovery process. Sufficient conditions for stable recovery in the compressed sensing with
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partially known support problem are derived. The theoretical analysis shows that including prior support
information relaxes the conditions for successful reconstruction. Numerical results show that the modified
LIHT improves performance, thereby requiring fewer samples to yield an approximate reconstruction.
REFERENCES
[1] E. J. Cande`s and M. B. Wakin, “An introduction to compressive sampling,” IEEE Signal Processing Magazine, vol. 25,
no. 2, pp. 21–30, Mar. 2008.
[2] D. Needell and J. A. Tropp, “Cosamp: Iterative signal recovery from incomplete and inaccurate samples,” Applied
Computational Harmonic Analysis, vol. 26, no. 3, pp. 301–321, Apr. 2008.
[3] T. Blumensath and M. E. Davies, “Normalized iterative hard thresholding: guaranteed stability and performance,” IEEE
Journal of Selected Topics in Signal Processing, vol. 4, no. 2, pp. 298–309, Apr. 2010.
[4] J. Laska, M. Davenport, and R. G. Baraniuk, “Exact signal recovery from sparsely corrupted measurements through the
pursuit of justice,” in Proceedings, IEEE Asilomar Conference on Signals, Systems and Computers, Pacific Grove, CA,
Nov. 2009.
[5] R. E. Carrillo, K. E. Barner, and T. C. Aysal, “Robust sampling and reconstruction methods for sparse signals in the
presence of impulsive noise,” IEEE Journal of Selected Topics in Signal Processing, vol. 4, no. 2, pp. 392–408, Apr. 2010.
[6] A. B. Ramirez, G. R. Arce, D. Otero, J. Paredes, and B. Sadler, “Reconstruction of sparse signals from l1 dimensionality-
reduced cauchy random-projections,” IEEE Transactions on Signal Processing, vol. 60, no. 11, pp. 5725–5737, 2012.
[7] J. Paredes and G. R. Arce, “Compressive sensing signal reconstruction by weighted median regression estimates,” IEEE
Transactions on Signal Processing, vol. 59, no. 6, pp. 2585–2601, 2011.
[8] C. Studer, P. Kuppinger, G. Pope, and H. Bolcskei, “Recovery of sparsely corrupted signals,” IEEE Transactions on
Information Theory, vol. 58, no. 5, pp. 3115–3130, 2012.
[9] N. Vaswani and W. Lu, “Modified-cs: Modifying compressive sensing for problems with partially known support,” in
Proceedings, IEEE Int. Symp. Info. Theory, 2009.
[10] L. Jacques, “A short note on compressed sensing with partially known signal support,” Aug. 2009, technical Report,
Universite´ Catholique de Louvain.
[11] R. E. Carrillo, L. F. Polania, and K. E. Barner, “Iterative algorithms for compressed sensing with partially known support,”
in Proceedings, IEEE Int. Conf. on Acoustics, Speech, and Signal Processing, Dallas, TX, Mar. 2010.
[12] R. Chartrand and V. Staneva, “Restricted isometry properties and nonconvex compressive sensing,” Inverse Problems,
vol. 24, no. 035020, pp. 1–14, 2008.
[13] T. Blumensath and M. E. Davies, “Iterative hard thresholding for sparse approximations,” Journal of Fourier Analysis and
Applications, vol. 14, no. 5, pp. 629 – 654, November 2008.
[14] ——, “Iterative hard thresholding for compressed sensing,” Applied and Computational Harmonic Analysis, vol. 27, no. 3,
pp. 265 – 274, November 2009.
[15] J. Bect, L. B. Feraud, G. Aubert, and A. Chambolle, Lecture Notes in Computer Sciences 3024. Springer Verlag, 2004,
ch. A l1-unified variational framework for image restoration, pp. 1–13.
[16] I. Daubechies, M. Defries, and C. D. Mol, “An iterative thresholding algorithm for linear inverse problems with a sparsity
constraint,” Communications on Pure and Applied Mathematics, vol. 57, pp. 1413–1457, 2004.
August 9, 2018 DRAFT
28
[17] K. K. Herrity, A. C. Gilbert, and J. A. Tropp, “Sparse approximation via iterative thresholding,” in Proceedings, IEEE Int.
Conf. on Acoustics, Speech, and Signal Processing, Mar. 2006.
[18] M. Figueiredo and R. Nowak, “An em algorithm for wavelet-based image restoration,” IEEE Transactions on Image
Processing, vol. 12, no. 8, pp. 906–916, 2003.
[19] M. Elad, B. Matalon, J. Shtok, and M. Zibulevsky, “A wide-angle view at iterated shrinkage algorithms,” in SPIE (Wavelet
XII), San Diego, CA, Aug. 2007.
[20] P. L. Combettes and V. R. Wajs, “Signal recovery by proximal forward-backward splitting,” SIAM Journal on Multiscale
Modeling and Simulation, vol. 4, pp. 1168–1200, Nov. 2005.
[21] P. J. Huber, Robust Statistics. John Wiley & Sons, Inc., 1981.
[22] G. R. Arce, Nonlinear Signal Processing: A Statistical Approach. John Wiley & Sons, Inc., 2005.
[23] R. E. Carrillo, T. C. Aysal, and K. E. Barner, “Generalized Cauchy distribution based robust estimation,” in Proceedings,
IEEE Int. Conf. on Acoustics, Speech, and Signal Processing, Las Vegas, NV, Apr. 2008.
[24] ——, “A generalized Cauchy distribution framework for problems requiring robust behavior,” EURASIP Journal on
Advances in Signal Processing, vol. 2010, no. Article ID 312989, p. 19 pages, 2010.
[25] E. J. Cande`s, “The restricted isometry property and its implications for compressed sensing,” Compte Rendus de l’Academie
des Sciences, Paris, Series I, pp. 589–593, 2008.
[26] J. A. Tropp and A. C. Gilbert, “Signal recovery from random measurements via orthogonal matching pursuit,” IEEE
Transactions on Information Theory, vol. 53, no. 12, pp. 4655–4666, Dec. 2007.
[27] R. E. Carrillo and K. E. Barner, “Iteratively re-weighted least squares for sparse signal reconstruction from noisy
measurements,” in Proceedings, Conference on Information Sciences and Systems, Baltimore, MD, March 2009.
[28] D. P. Bertsekas, Nonlinear Programming, 2nd ed. Athenea Scientific, Boston, 1999.
[29] R. Baraniuk, V. Cevher, M. Duarte, and C. Hegde, “Model-based compressive sensing,” IEEE Transactions on Information
Theory, vol. 56, no. 4, pp. 1982 –2001, Apr. 2010.
[30] M. Duarte, C. Hegde, V. Cevher, and R. Baraniuk, “Recovery of compressible signals in unions of subspaces,” in
Proceedings, CISS 2009, March 2009.
[31] J. Laska, P. Boufounos, M. Davenport, and R. Baraniuk, “Democracy in action: Quantization, saturation, and compressive
sensing,” Applied and Computational Harmonic Analysis, vol. 31, no. 3, pp. 429–443, 2011.
[32] M. Blanco-Velasco, F. Cruz-Rolda´n, E. Moreno-Martı´nez, J. Godino-Llorente, and K. E. Barner, “Embedded filter bank-
based algorithm for ecg compression,” Signal Processing, vol. 88, no. 6, pp. 1402 – 1412, 2008.
August 9, 2018 DRAFT
