Abstract. We apply Lusztig's theory of cells and asymptotic algebras to the Iwahori-Hecke algebra of a finite Weyl group extended by a group of graph automorphisms. This yields general results about splitting fields (extending earlier results by Digne-Michel) and decomposition matrices (generalizing earlier results by the author). Our main application is to establish an explicit formula for the number of simple modules in type Dn (except in characteristic 2), using the known results about type Bn due to Dipper, James, and Murphy and Ariki and Mathas.
1. Introduction
1.1.
We consider a finite Weyl group W 1 and let S 1 be the set of simple reflections of W 1 . In addition, we assume that we are given a group homomorphism π : Ω → Aut(W 1 , S 1 ) where Ω is a finite group and Aut(W 1 , S 1 ) is the group of all automorphisms of W 1 which leaves the set S 1 invariant. (This is slightly more general than the set-up in [27] where it is assumed that π is injective.) We form the semidirect product W = W 1 Ω so that, in W , we have the identity ωw 1 ω −1 = π(ω)(w 1 ) for w 1 ∈ W 1 and ω ∈ Ω. The group W is called an extended Weyl group. We have a length function l : W → N 0 given by the formula l(w 1 ω) := l 1 (w 1 ) where w 1 ∈ W 1 , ω ∈ Ω, and l 1 : W 1 → N 0 is the usual length function on W 1 . In particular, this means that all elements of Ω have length 0.
T w1 T ω = T w1ω and T ω T w1 = T ωw1 for w 1 ∈ W 1 and ω ∈ Ω.
The unit element of H is T 1 . (For more details about the construction of IwahoriHecke algebras corresponding to extended finite Weyl groups, even in a slightly more general context, see [3, §10.11] .) Let H 1 be the A-subspace of H spanned by
In Section 3, we use the structure as symmetric algebra to obtain general results about splitting fields and semisimplicity for extended Iwahori-Hecke algebras under specialization.
In Section 4, we apply Clifford theory to study relations between the irreducible representations of extended and non-extended Iwahori-Hecke algebras. In combination with the results in Section 3 this leads to general semisimplicity criteria for extended asymptotic algebras and Iwahori-Hecke algebras; see Theorem 3.2, Corollary 4.7, and (4.8).
The main purpose of Section 5 is to extend the results of [14, 18] to the extended Iwahori-Hecke algebra. In particular, this shows that decomposition matrices for extended Iwahori-Hecke algebras again have a unitriangular shape. In terms of Lusztig's a-function, we obtain a basic result relating the triangular shapes for the extended and the non-extended algebra; see Theorem 5.5 and its corollary. This result allows us to prove in Theorem 5.8 a basic formula on the number of simple modules for specialized algebras. See Examples 5.9 and 5.10.
Finally, Section 6 contains the applications to type D n . The main result is Theorem 6.3 which yields an explicit formula for the number of simple modules. We point out that our proof requires, in an essential way, the results of Ariki and Mathas [2] about type B n and the methods developed in Section 4 (involving the extended asymptotic algebra). These methods yield a classification of the simple modules in type B n which may be different from that of Dipper, James, and Murphy [8] . Towards the end of Section 6, we consider the problem of relating the two classifications. A solution to that problem (which remains open) would lead to a natural parametrization of the simple modules for type D n (in the modular case).
The extended asymptotic algebra
In this section, we briefly recall the basic results about Lusztig's asymptotic version of the extended generic Iwahori-Hecke algebra H as defined in (1.2). Originally, the asymptotic algebra was only defined for the case Ω = {1} in [25] . But, as remarked in [26, 27] , the theory trivially extends to the general case. We indicate at some places exactly how this extension works; see, for example, the formulas in (2.1) and (2.2). [27, 3.1] , for any y, w ∈ W , we define a polynomial P y,w ∈ Z[u] as follows. Writing y = y 1 ω and w = w 1 ω with y 1 , w 1 ∈ W 1 and ω, ω ∈ Ω, we have P y,w = 0 if ω = ω and P y,w = P y1,w1 if ω = ω , where P y1,w1 ∈ Z[u] is the Kazhdan-Lusztig polynomial corresponding to y 1 , w 1 ∈ W 1 . (Note that P y1,w1 = 0 unless y 1 ≤ w 1 where ≤ denotes the Bruhat-Chevalley order on W 1 ; see [22] .) Then we have a new basis {C w | w ∈ W } of H, where
As in
For any x, y ∈ W , we write C x C y = z∈W h xyz C z with h x,y,z ∈ A. Given z ∈ W , we denote by a(z) the smallest integer i ≥ 0 such that v i h x,y,z ∈ R [v] for all x, y ∈ W . This yields a function a : W → N 0 . A deep fact about that function is the following result due to Lusztig [24, Theorem 5.4] :
(a) If h x,y,z = 0, then a(z) ≥ a(x) and a(z) ≥ a(y). Furthermore, for any w 1 ∈ W 1 and ω ∈ Ω, we have (b) C w1ω = C w1 C ω and C ω = T ω , (c) a(w 1 ω) = a(w 1 ). The latter two properties are immediate consequences of the definition.
2.2.
For x, y, z ∈ W , we denote by γ x,y,z ∈ R the constant term of (−v) a(z) h x,y,z −1 . Following [27, 3.1i] , the constants {γ x,y,z } can be used to construct an asymptotic algebra, as follows. Let J be the free R-module with basis {t w | w ∈ W } and multiplication defined by t x t y = z∈W γ x,y,z t z −1 . Then J is an associative algebra with unit element d∈D t d , where D is a certain set of involutions in W . We have
(For proofs in the case where Ω = {1} see [25] .) Let J A be the A-algebra obtained from J by extending scalars from R to A. Then, by [27, 3.2a ], the map φ :
is a homomorphism of A-algebras which preserves the unit elements. The formula in [26, 1.3c] shows that the determinant of φ is a polynomial in R [v] Now we turn to the application of the above constructions to the representation theory of H and its specializations.
Let θ :
A → k be any homomorphim into a field k. By extension of scalars, we obtain corresponding algebras
We write again C w and t w for 1 ⊗ C w and 1 ⊗ t w , respectively. Then any J k -module E can also be regarded as an H k -module via
(For any finite dimensional algebra T over a field, R 0 (T ) denotes the Grothendieck group of the category of finite dimensional T -modules; the class of a T -module V in R 0 (R) will be denoted by [V ] 
We briefly sketch the main ingredients of the proof. For any i ≥ 0, we introduce the following subspaces, following [26, §1] : [20, 6.20] ). Since Q is a splitting field for every finite Weyl group (see [16, Theorem 6.3 .8]), we know that ψ can be realized over Q. Thus, if χ is obtained by inducing ψ, then χ certainly is realized over Q. On the other hand, if ψ can be extended to χ, then Lusztig [23, Prop. 3.2] has shown that ψ can be extended to an irreducible characterψ of W which can be realized over Q. But then there exists a linear character η of W with W 1 in its kernel such that χ is obtained fromψ by tensoring with η (see [20, 6.17] ). The character η can be regarded as a character of Ω and, hence, is realized over
and R is a principal ideal domain (see [34, Theorem 4.17] 
Hence F is a splitting field for W by the remarks in Example 2.10.
Splitting fields and semisimplicity
We will now use the methods in Section 2 to obtain results about splitting fields for specialized algebras. Recall that R is the ring of algebraic integers in a number field F or the localization of that ring in some prime ideal. Furthermore,
. We begin with the asymptotic algebra J.
3.1.
Assume that F is a splitting field for W . Then we have seen in Example 2.6 that J F is a split semisimple algebra. Since R is integrally closed in F , we have Trace(t w , E) ∈ R for every simple J F -module E and every w ∈ W (see [16, Prop. 7.3.8] ). Moreover, since J is a based ring by [27, 3.1j] , there exist non-zero elements f E ∈ F such that
we have in fact f E ∈ R (see [26, 1.3] ). Now consider the linear map τ 0 : J → R defined by τ (t w ) = 1 if w ∈ D and τ (t w ) = 0 otherwise. Then, by [27, 1.1c] , τ 0 is a trace function and the Gram matrix of the bilinear form
is invertible over R. Thus, J is a symmetric algebra. The bases {t w } and {t w −1 } are dual bases of J with respect to the above bilinear form. Hence, using the notation of [16, §7.2] , we see that the elements f E are the Schur elements of J F with respect to the canonical extension of τ 0 to J F .
Theorem 3.2. Assume that F is a splitting field for W . Let p ⊂ R be a prime ideal and k be the field of fractions of
Proof. First assume that J k is split semisimple. Then we necessarily have f E ∈ p for all simple J F -modules E, by a general semisimplicity criterion for symmetric algebras (see [16, Theorem 7.4.7] ).
To prove the converse, first note that if p = {0}, then F = k and the desired assertions are already contained in (3.1). Assume now that p = {0} and, thus, k is a finite field. Then there exists a finite Galois extension k ⊇ k such that J k is split; moreover, J k is semisimple if and only if J k is semisimple (see [4, Cor. 7.14] ). We can extend the canonical map R → k to a ring homomorphism R → k where R is the ring of algebraic integers in a finite extension F ⊇ F . Since J F is split semisimple by Example 2.6, the same holds for J F ; moreover, the scalar extension from F to F defines a bijection between the isomorphism classes of simple J F -modules and simple J F -modules. Clearly, if E is a simple J F -module, f E ∈ R is also the Schur element of the simple J F -module F ⊗ F E. Hence, if f E ∈ p for all E, the above mentioned semisimplicity criterion now implies that J k is split semisimple. Consequently, J k is also semisimple. It remains to show that J k is split, i.e., that every simple J F -module M can be realized over k. Since k is still a finite field, it is enough to show that Trace(t w , M ) ∈ k for all w ∈ W (see [9, Theorem I.19.3] ). But, since J F and J k are both split semisimple, we can apply Tits' Deformation Theorem (see [4, §68A] ). This shows that, for each M there exists a simple J F -module E (unique up to isomorphism) such that, for any w ∈ W , we have Trace(
Hence it is enough to show that Trace(t w , E ) ∈ F for all w ∈ W . But this follows from the fact (already mentioned earlier in the proof), that every simple J F -module is obtained by scalar extension from a simple J F -module. Now we turn to the algebra H and its specializations. The basic result Theorem 2.4 is valid for any ring homomorphism from A into a field. For further applications, it will be convenient to introduce the following notation. Definition 3.3. Let k be a field. We say that a ring homomorphism θ : A → k is an admissible specialization if the following conditions are satisfied.
(a) F is a splitting field for W . This implies that J F and H K are split semisimple algebras; see Example 2.6 and Theorem 2.7. (b) R is the localization of the ring of algebraic integers of F in a prime ideal p, say, and k is the residue field of R. (We allow the case that p = {0} and R = F = k.) In particular, R is a discrete valuation ring and so every simple H K -module can be realized over A and every simple J F -module can be realized over R; see Theorem 2.7 and Remark 2.8. (c) There exists an invertible element ζ ∈ R such that θ is the composition of the specialization A → R, v → ζ, followed by the canonical map R → k = R/p. It also follows that p is either 0 or contains a rational prime number > 0 and so k is either equal to F or a finite field of characteristic . Note that, for any invertible element ζ ∈ R, the specialization map
is an admissible specialization. See also [13, §3] for examples and a discussion of the connections with the modular representation theory of finite reductive groups.
Note that J k only depends on p but not on the specialization v → ζ, since J A is already defined over R. More precicely, we have a canonical isomorphism .) It follows that τ is a symmetrizing trace for H and, hence, H is a symmetric algebra. The basis dual to
Define an
We extend τ canonically to a trace function on H K . Then, for any simple H K -module V , we also have a corresponding Schur element c V ∈ K given by 
To see this, we consider the group homomorphism φ *
On the level of characters, this means that every irreducible character of H k is an integral linear combination of the irreducible characters of J k . Thus, it remains to show that if E is any simple J kmodule, then we have Trace(t w , E ) ∈ k for all w ∈ W . This is seen as follows. By Theorem 3.2, J k is split semisimple. Hence the same holds for J k and, moreover, the scalar extension from k to k defines a bijection between the isomorphism classes of simple J k -modules and simple J k -modules. Thus, ( * ) follows. Now, if k is a finite field, then k is still finite and ( * ) implies that M can be realized over k (see [9, Theorem I.19.3] ). So we can now assume that k = F . To proceed, we note that Theorem 2.4 actually shows more than just the surjectivity of φ * k . Namely, there exists a J k -module E and a surjective H k -module homomorphism p : (E )
* → M such that M does not occur as a composition factor of ker(p). We may certainly assume that E is simple. Then (as already mentioned), E is obtained by scalar extension from a simple J k -module E. Hence (E ) * is obtained by scalar extension from E * and so we have a natural action of the Galois group of k /k on (E ) * . Now, since F has characteristic 0, the composition factors of any H F -module are uniquely determined by the character of that module. Therefore, using ( * ) and the fact that M has multiplicity 1 in (E ) * , the submodule ker(p) ⊂ (E ) * is seen to be invariant under the action of the Galois group. So, by [19, Hilfssatz 13.2] , that submodule is obtained by scalar extension from a submodule U ⊂ E * . Thus, we have
Finally, since H k is split, we can now apply the general semisimplicity criterion for symmetric algebras which we already used in the proof of Theorem 3.2. It yields that H k is semisimple if and only if θ(c V ) = 0 for all simple H K -modules V .
In order to be able to apply the above results in a concrete example, we therefore need to solve the following two problems: (A) Determine a splitting field F for W . (B) Find the Schur elements f E of J F , where F is a splitting field. In the case where Ω is cyclic and generated by a graph automorphism of (W 1 , S 1 ), the answer to (A) is given in Theorem 2.11. In general, it is always enough to take a field F containing all m-th roots of unity, where m is the exponent of W ; see [20, Theorem 10.3] . In the case where Ω = {1}, a complete answer to (B) is given by the formula [27, 3. 4e] (see also (4.5b) below) and the tables in [23, Chap. 4] . A solution to this problem in general will be given in the following section; see Corollary 4.7.
Clifford theory
We assume from now on that F is a splitting field for W , so that J F and H K are split semisimple algebras; see Example 2.6 and Theorem 2.7. The Clifford theory for characters of finite groups yields information about the induction and restriction of characters between W and its normal subgroup W 1 . In this section, we apply a generalization of that theory (see [4, §11C] ) to obtain similar results for the algebras H, H 1 , and their specializations. We begin with the following discussion concerning simple modules over K.
Consider the isomorphism φ
, where φ K is obtained from φ in (2.2) by extending scalars from A to K. We already remarked above that the determinant of φ K is non-zero. Hence, φ K is an isomorphism which is defined over A. Since (φ F ) −1 is an isomorphism which is defined over F , we conclude that Ψ K is an isomorphism such that
for all w, z ∈ W , where the coefficients ξ z,w (v) satisfy the condition that Now let E be a K[W ]-module. Via composition with Ψ K , we can also regard E as an H K -module, which we denote by E v . Since Ψ K is an isomorphism, the correspondence E → E v defines a bijection between the isomorphism classes of simple modules for K[W ] and for H K , respectively. By construction, we have
Thus, the correspondence E → E v is entirely determined by the specialization v → 1. Alternatively, that correspondence can be established using Tits' Deformation Theorem; see [4, §68A] 
Proof. The first statement follows immediately from the fact that Ψ 1,K is the restriction of Ψ K from H K to H 1,K . This also reduces the proof of the second statement to E 1 and E. The required assertion in this case is contained in [20, Lemma 6.8 and Cor. 11.29].
The above result is just a special case of a more general compatibility relation which we will consider next.
Let θ :
A → k be any ring homomorphism into a field k. For ω ∈ Ω, we set Similarly, if we define J ω,k = t w1ω | w 1 ∈ W 1 k ⊆ J k for any ω ∈ Ω, then the subspaces {J ω,k } form an Ω-graded Clifford system in J k and a statement analogous to (a) also holds for the restriction of a simple J k -module to J 1,k . We use the symbol Res 1 to denote the restriction of modules from H k to H 1,k (resp., from J k to J 1,k ). Now consider the homomorphisms φ k : (w 1 ) by (2.1c) , we conclude that the a-invariants of ω M 1 and M 1 are the same. Now we can show that a M1 = a M . Indeed, since M 1 is a submodule of M , it is clear that a M1 ≤ a M . In order to prove the reverse inequality, let w ∈ W be such that a(w) = a M and C w M = 0. We write w = w 1 ω with w 1 ∈ W 1 , ω ∈ Ω. Then we have C w = C w1 T ω ; see (2.1b). Now T ω is an invertible element in H k , so the condition that C w M = 0 implies that C w1 M = 0. Hence, using Clifford's Theorem as in (4.3a), we see that C w1 does not act as 0 on some simple direct summand of Res 1 (M ). Thus, there exists some ω ∈ Ω such that C w1 ( ω M 1 ) = 0. Consequently, a(w 1 ) is less than or equal to the a-invariant of ω M 1 . We have seen before that the latter a-invariant equals that of M 1 . Thus, using (2.1c), we have a M = a(w) = a(w 1 ) ≤ a M1 , as desired.
As far as the simple H K -modules are concerned, we can even obtain a more precise result involving the Schur elements. This is based on the following remarks.
4.5.
Let V be a simple H K -module. Since φ K is an isomorphism, there exists a simple J K -module E such that V is isomorphic to E * . Then the question arises in which way the a-invariants and the Schur elements of E and V are related. As far as the a-invariants are concerned, the answer is that we have 
for any simple H 1,K -module V 1 which occurs in the restriction of V to H 1,K . Consequently, we have a V = a V1 and
where E is a simple J K -module such that V ∼ = E * and E 1 is a simple J 1,K -module such that V 1 ∼ = E * 1 .
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Proof. We use the following interpretation of the Schur elements (see [ where id m denotes the m × m-identity matrix. Now, writing each w ∈ W in the form w = w 1 ω (with w 1 ∈ W 1 , ω ∈ Ω) and using the relations in (1.2), we find that
where the last equality holds since
for all ω ∈ Ω. Now, by (4.3a), we may assume that the restriction of ρ to H 1,K is the matrix direct sum of irreducible representations of H 1,K affording the simple direct summands of the restriction of V . In order to state the following result about the Schur elements of J F , we recall the notion of "bad primes". A prime number p is "bad" for (W 1 , S 1 ) if p divides a Schur element of J 1,F . (Note that Q is a splitting field for W 1 (see Theorem 2.11) and so all Schur elements of J 1,F are rational integers by (3.1).) Thus, p is bad if p is bad for some irreducible component of (W 1 , S 1 ). Using the tables in [23, Chap. 4] , we see that the conditions for the various irreducible types are as follows: see, for example, [16] . These explicit results show that each c V is a product of an integral power of u, various cyclotomic polynomials in u, and an integer which is only divisible by bad primes and the prime divisors of the order of |Ω|. Now assume that θ : A → k is an admissible specialization such that the characteristic of k is either 0 or a prime which is neither a bad prime nor a prime divisor of |Ω|. Then θ(c V ) can only be zero for some V ∈ Irr(H K ) if θ(u) is a root of unity in k. Hence, by Theorem 3.5, the specialized algebra H k if semisimple unless θ(u) is a root unity.
Decomposition numbers
In order to study modular representations of H, we will now place ourselves in the following standard setting.
5.1.
We assume that F is a splitting field for W . Then H K and J F are split semisimple algebras. Now let θ : A → k be an admissible specialization as in Definition 3.3. We assume that the characteristic of k is either 0 or a prime which is not bad for (W 1 , S 1 ) and which does not divide the order of Ω. Then, by Corollary 4.7, the Schur elements of J F remain non-zero in k and so, by Theorem 3.2 and Theorem 3.5, J k is split semisimple and H k is a split algebra. The same statements also hold for the algebras J 1,F , J 1,k , H 1,K and H 1,k (see also [14] ). Then, by [16, Theorem 7.4 .3], we have well-defined decomposition maps
Since all simple H K -modules can be realized over A, the map d θ is given as follows. Let V be a simple H K -module. The condition that V can be realized over A means that there exists an H-moduleV which is finitely generated and free as an
where (V : M ) ∈ N 0 and (V 1 : M 1 ) ∈ N 0 are called the decomposition numbers.
(For any finite dimensional algebra T over a field, we denote by Irr(T ) the set of simple T -modules, up to isomorphism.) As we have seen in (4.8), the algebras H k and H 1,k are semisimple unless θ(u) is a root of unity. Note that, if this is the case, the decomposition matrices are the identity matrices by Tits' Deformation Theorem [4, §68A] . Thus, we will be mainly interested in the case where θ(u) is a root of unity. We define e by
(If no integer i ≥ 2 satisfying the above condition exists, we set e = ∞.) Note that, if θ(u) = 1 and k has characteristic ≥ 0, then e = ∞ (for = 0) or e = (for > 0); in all other cases, e is the order of θ(u) in the multiplicative group of k.
Lemma 5.2. The restriction of modules from H
K to H 1,K (resp., from H k to H 1,k ) induces
maps on the level of Grothendieck groups and we have a commutative
Proof. The commutativity of the diagram is readily established using the characterization of decomposition maps in [13, §2] . To prove ( * ), it suffices to note that, for any ω ∈ Ω, the map T w1 → T ω −1 w1ω defines algebra automorphisms of H 1,K and of H 1,k . The compatibility with the decomposition map is again established using [13, §2] . 
Then there exists a unique bijection B ↔ Irr(H k ), V ↔ V , such that the following two conditions hold:
(a) For all V ∈ B, we have (V : Proof. In the case where Ω = {1}, this has been proved in [14, Theorem 3.3] and [18, Cor. 4.3] . The same proofs apply here again, based on the observation that J k is split semisimple and that d θ can be interpreted in terms of Lusztig's homomorphism
All the required properties of that homomorphism also hold in the case where Ω = {1} (see [25] , [26] , [27] and the remarks in Section 2). 
Note that, while the a-invariants
Now, by Lemma 4.4, ω V 1 has the same a-invariant as V , and this equals a M1 . Thus, we have ω V 1 ∈ B 1 . But then the compatibility relation ( * ) in Lemma 5.2 implies also that V 1 ∈ B 1 , as desired. Now assume that V ∈ B. Using (4.3) and once more Lemma 5.2, we have that (resp., for some V ∈ B II ). From the above discussion we see that
Using the bijection in Theorem 5.3, we also obtain corresponding decompositions 
where M is the second simple H k -module such that Res 1 (M ) = Res 1 (M ) in the case where M ∈ Irr(H k ) I . Thus, the remaining problem is to describe the decomposition numbers (
Finally, we will establish a formula relating the cardinalities of the sets Irr(H k ) and Irr(H 1,k ) (in the case where Ω is cyclic of order 2). This will be based on an argument involving the character table of H 1,K , which is defined in [16, 8.2.9] . In the following discussion, we identify Irr(H K ) and Irr(H 1,K ) with the sets of the corresponding characters. Let R be a set of representatives of minimal length in the conjugacy classes of W 1 . Then the character table of H 1,K is the matrix of all character values χ(T w ) for χ ∈ Irr(H 1,K ) and w ∈ R. We decompose R as a disjoint union of subsets R 0 , R 1 , R 1 , where R 0 consists of all w ∈ R such that σwσ is conjugate to w in W 1 , R 1 ∪ R 1 = R \ R 0 , and R 1 = {σwσ | w ∈ R 1 }. We define the following matrix of character values:
where χ runs over all irreducible characters of H 1,K such that χ = σ χ and w runs over all elements in R 1 . Now consider the specialization map θ : A → k. We denote this map simply by a →ā. Since all character values at basis elements T w lie in A, we can apply θ to all entries of the above matrix; we denote the specialized matrix, with coefficients in k, by∆ (H 1 , σ) 
Thus, we must show that
In order to prove ( * ), let us write Irr(H K ) = {χ 1 , χ 1 , . . . , χ r , χ r , ψ 1 , . . . , ψ s } for r, s ≥ 1, where the notation is such that χ i and χ i have the same restriction to H 1,K and the restriction of ψ j to H 1,K is of the form ψ
Now note that we have the following relations among the character values:
and ψ
(For proofs in the case where (W 1 , S 1 ) is of type D n , see [16, 10.4.6] ; the same proofs work in general.) These relations allow us to partition the whole character table of H 1,K into blocks. We define
Then the character table of H 1,K is of the following form:
Applying the specialization map θ : A → k, we obtain a new matrix with coefficients in k (note that the characteristic of k is not 2)
Now, we know from the discussion in Example 5.7 that there are subsets I ⊆ {1, . . . , r} and J ⊆ {1, . . . , s} such that
We denote by 
In the following discussion, we will consider the matrixX(I, J ) where J is any subset of {1, . . . , s}. First note that we have
Now, after some elementary row and column operations, we see thatX(I, J ) has the same rank as the following block diagonal matrix:
By ( * * ), the rows of the above matrix are linearly independent for J = J. Hence the rows of each of the two diagonal blocks are linearly independent. In particular, this shows that
). Furthermore, if we replace J by any subset J of {1, . . . , s} with J ⊇ J, the rank does not change by ( * * ). This must hold for each of the two diagonal blocks in Y(I, J ) and so we conclude that
Consequently, ( * ) follows by taking J = {1, . . . , s}.
Example 5.9. Let w 0 ∈ W 1 be the unique element of maximal length. Then w 0 has order 2 and conjugation with w 0 defines an automorphism σ 0 ∈ Aut(W 1 , S 1 ). Let Ω = σ 0 . (Note that σ 0 may be the identity.) Then, with the above notation, we clearly have R = R 0 and so ∆(H 1 , σ 0 ) is the empty matrix. Thus, by Theorem 5.8, we have
This can also be seen as follows. Define σ 0 := w 0 σ 0 ∈ W . Then σ 0 has order 2 and it is readily checked that σ 0 commutes with all elements of W 1 . Thus, W is the direct product of W 1 and σ 0 . Using Lemma 4.2, we conclude that will be considered in detail in Section 6. Thus, whenever Ω is generated by a non-trivial graph automorphism which is given by conjugation with w 0 , we know explicitly the number of simple H k -modules (with the assumptions on k as specified in (5.1) Table 8 .1] show that all irreducible characters of H 1,K are invariant under σ except for the two linear characters ε s and ε t given by ε s (T s ) = u, ε s (T t ) = −1 and ε t (T s ) = −1, ε t (T t ) = u. Hence, in these cases, the matrix ∆(H 1 , σ) only has one row and one column. Taking R 1 = {s}, we obtain ∆(H 1 , σ) = ε s (T s ) − ε t (T s ) = u + 1 .
Thus, we see that the rank of∆(H 1 , σ) is 0 or 1 according to whether θ(u) = −1 or θ(u) = −1. The cardinalities of the sets Irr(H 1,k ) are easily computed using the character tables in [16, [16, 7.5.7] , the required cardinality is the rank of the specialized character table.) In type B 2 they are given by 2, 4 for e = 2, 4, respectively, and 5 otherwise. In type G 2 they are given by 3, 5, 5 for e = 2, 3, 6, respectively, and 6 otherwise. (H 1 , σ) . The result is given in Table 1 . (For the labelling of the irreducible characters, see also [3, p. 413] .) Then it can be computed that the rank of∆(H 1 , σ) is 1, 3, 6, 5 for e = 2, 3, 4, 6, respectively, and 7 otherwise, where e is the smallest integer i ≥ 2 such that 1 + θ(u) + θ(u) 2 + · · · + θ(u) i−1 = 0. The cardinalities of the sets Irr(H 1,k ) are known from [11] ; they are given by 8, 15, 19, 20, 24, 24 for e = 2, 3, 4, 6, 8, 12, respectively, and 25 otherwise.
Modular representations in type D n
Throughout this section, we let (W 1 , S 1 ) be a Weyl group of type D n (n ≥ 2) and consider the case where Ω is generated by a graph automorphism of order 2. Then it turns out that W is a Weyl group of type B n . Using the techniques developed Furthermore, there is a choice for the class representatives in R 1 such that the entry of ∆(H 1 , σ) in the row labelled by λ n/2 and the column labelled by µ n/2 is given by σ) is the product of a diagonal matrix (with non-zero diagonal entries) and the specialized character table (χ µ λ (ū 2 )) λµ . By a similar argument as in the proof of Theorem 5.8, the rank of the specialized character table is the number of simple modules for the specialized algebra. Thus, using the known results for the Iwahori-Hecke algebra associated with S n/2 (see Example 5.9), we obtain again the desired formula. The remainder of this section will deal with the problem of describing the set B ⊆ Irr(H K ) explicitly. For this purpose, we first recall some facts about the Dipper-James-Murphy construction of the simple H k -modules.
6.5.
For any (λ, µ) ∈ Λ, Dipper, James, and Murphy [8] have constructed a socalled Specht module S (λ,µ) which is an H-module, finitely generated and free 
