Abstract. An equivalence between Lu's bialgebroids, Xu's bialgebroids with an anchor and Takeuchi's × A -bialgebras is explicitly proven. A new class of examples of bialgebroids is constructed. A (formal) dual of a bialgebroid, termed bicoalgebroid, is defined. A weak Hopf algebra is shown to be an example of such a bicoalgebroid.
Introduction
For some time various generalisations of the notion of a bialgebra, in which the bialgebra is required to be a bimodule but not necessarily an algebra over a (noncommutative) ring have been considered. Motivated by the problem of classification of algebras, a definition of a generalised Hopf algebra was first proposed by Sweedler [18] and later generalised by Takeuchi [20] . This was based on a new definition of a tensor product over noncommutative rings, termed the × A -product. Several years later, motivated by some problems in algebraic topology Ravenel introduced the notion of a commutative Hopf algebroid [14] , which is a special case of the Takeuchi construction. With the growing interest in quantum groups, bialgebroids were discussed in the context of noncommutative [12] , and Poisson geometry. In the latter case, the most general definitions were given by Lu [9] and Xu [21] . Another generalisations of finite Hopf algebras, termed weak Hopf algebras, appeared in relation to integrable spin chains and classification of subfactors of von Neumann algebras [2] [13] . In [7] weak Hopf algebras have been shown to be examples of Lu's bialgebroids.
The aim of the present paper is threefold. Since there is a number of different definitions of generalised bialgebras, it is important to study what are the relations between these definitions. Thus our first aim is to make clear that the notions of a Takeuchi's × A -bialgebra, Lu's bialgebroid, and Xu's bialgebroid with an anchor are equivalent to each other. This fact seems to be anticipted by some experts in the field, but -to the best of our knowledge -there is no explicit proof of this equivalence in the literature. Hereby we provide such a proof. Our second aim it to construct new 2000 Mathematics Subject Classification. 16W30, 13B02.
examples of bialgebroids. We show how to associate a bialgebroid to a braided commutative algebra in the category of Yetter-Drinfeld modules. This result generalises an example considered by Lu. In fact we show that the smash product of a Hopf algebra with an algebra in the Yetter-Drinfeld category is a bialgebroid if and only if the algebra is braided commutative. Our third aim is to propose a notion that is dual to a bialgebroid. It is well-known that a bialgebra is a self-dual notion in the following sense. The axioms of a bialgebra are invariant under formal reversing of the arrows in the commutative diagrams that constitute the definition of a bialgebra. In the case of a bialgebroid such a formal operation on commutative diagrams produces a new object. We belive that this object will play an important role in constructing a self-dual generalisation of a bialgebra.
The paper is organised as follows. In the next section we gather preliminary results on enveloping algebras and rings over enveloping algebras. Then in Section 3 we collect various definitions of bialgebroids and show that, although formulated quite differently, they are in fact equivalent to each other. In Section 4 we construct new examples of bialgebroids. Finally in Section 5 we propose a definition of a notion dual to a bialgebroid and show that weak Hopf algebras provide examples.
Preliminaries
2.1. Notation. We use the following conventions. For an object V in a category, the identity morphism V → V is denoted by V . All rings in this paper have 1, a ring map is assumed to respect 1, and all modules over a ring are assumed to be unital. For a ring A, M A (resp. A M) denotes the category of right (resp. left) A-modules. The action of A is denoted by a dot between elements. For an (A, A)-bimodule M, M A denotes the subbimodule of invariants, i.e., M A = {m ∈ M | ∀a ∈ A, a · m = m · a}.
Throughout the paper k denotes a commutative ring with unit. We assume that all the algebras are over k and unital, and coalgebras are over k and counital. Unadorned tensor product is over k. For a k-algebra A we use m A to denote the product as a map and 1 A to denote unit both as an element of A and as a map k → A, α → α1.
End(A) denotes the algebra of k-linear endomorphisms of A.
For a k-coalgebra C we use ∆ to denote the coproduct and ǫ to denote the counit.
Notation for comodules is similar to that for modules but with subscripts replaced by superscripts, i.e. M C is the category of right C-comodules, ρ M is a right coaction, C M is the category of left C-comodules and M ρ is a left coaction etc. We use the Sweedler notation for coproducts and coactions, i.e. ∆(c) =
(summation understood).
Let A be a k-algebra. Recall from [17] that an A-coring is a coalgebra in the monoidal category of A-bimodules ( A M A , − ⊗ A −, A), i.e., an A-coring is an (A, A)-
We use the Sweedler notation for the coproduct ∆(c) = c (1) ⊗ A c (2) .
Let R be a k-algebra. Recall from [18] , [20] that an R-ring or an algebra over R is a pair (U, i), where U is a k-algebra and i : R → U is an algebra map. If (U, i) is a R-ring then U is an (R, R)-bimodule with the structure provided by the map i,
Equivalently, a map of R-rings is a k-algebra map that is also an R-bimodule map.
Algebras over enveloping algebras:
A e -rings. Let A be an algebra and A = A op the opposite algebra. For a ∈ A,ā ∈Ā is the same a but now viewed as an element inĀ, i.e. a →ā is an antiisomorphism of algebras. Let A e = A ⊗Ā be the enveloping algebra of A. An A e -ring is an algebra in the monoidal category of
, it is an object dual to an A-coring. A e -rings play a key role in the study of isomorphism classes of simple algebras [18] , [20] . The following simple lemma shows that the bialgebroids of Lu [9] (cf. Section 2.4 below) and × A -bialgebras of Takeuchi [20] (cf. Section 2.5 below) have the same input data. 
Proof. If i : A ⊗Ā → H is an algebra map, then s : A → H, s(a) = i(a ⊗ 1) and t :
Conversely, if s and t are as in the lemma then i :
is an algebra map as required. ⊔ ⊓
In the sequel, the expression "let (H, s, t) be an A e -ring" will be understood to mean an object described in Lemma 2. 
and
for all a, b ∈ A,ā ∈Ā and f ∈ End(A).
As explained at the end of Section 2.1, an A e -ring (H, s, t) is an A e -bimodule via the algebra map i : A ⊗Ā → H. Since i(a ⊗b) = s(a)t(b) we can write explicitly all the actions in terms of maps s and t. Thus H is an A-bimodule via s
and H is anĀ-bimodule via t
for all a ∈ A,ā ∈Ā and h ∈ H.
2.3.
The key A e -ring associated to an A e -ring. Let (H, s, t) be an A e -ring and view H as a left A e -module via the first of equations (3) and the first of equations (4) . Equivalently, H is an A-bimodule, with the left A-action as in (3) and the right A-action which descends from the leftĀ-action in (4), i.e.,
Hence one can construct an Abelian group H ⊗ A H which is an A-bimodule via the
Here and in what follows we do not display the summation index in 
the unit 1 H ⊗ A 1 H and the algebra map
for all a ∈ A andb ∈Ā.
2.4.
Bialgebroids. In this section we recall the definitions of a bialgebroid from [9] and of a bialgebroid with an anchor from [21] . Let (H, s, t) be an A e -ring and view H ∈ A M A using the actions as in equations (3) and (5), i.e., a · h = s(a)h, and
(B2) Im(∆) ⊆ Γ(H, s, t) and the corestriction of the coproduct ∆ :
is an algebra map;
An antipode for an A-bialgebroid H is an anti-algebra map τ :
antipode is called a Hopf algebroid.
The notion of a bialgebroid was introduced by J.-H. Lu in [9] . Condition (B2), in its present form, was first stated by P. Xu [21] , while (B3) in this form appears in [19] (in a slightly different convention though).
Remark 2.5. 1) As explained in Section 2.1 the axiom (B1) requires that ∆ : H → H ⊗ A H and ǫ : H → A are maps in A M A , ∆ is coassociative and ǫ is a counit for ∆.
The counit property explicitly means that for all h ∈ H,
The first condition of (B2) explicitly means that
all a ∈ A and h ∈ H. Note that ∆ is not required to be an A e -ring map. It is only a map in A e M. However, we shall prove in Theorem 3.1 that all axioms put together imply that ∆ is a map in M A e too.
2) Definition 2.4 is equivalent to [9, Definition 2.1]. Indeed, in [21, Proposition 3.2] it is shown that (B2) in Definition 2.4 is equivalent to condition 4 in [9, Definition 2.1], which states that the kernel of the map Φ :
On the other hand condition (6) of (B3) is equivalent to the condition in [9] that ker(ǫ) is a left ideal in H. Indeed, suppose that ker(ǫ) is a left ideal in H. Then using that ǫ is an A-bimodule map and that ǫ(1) = 1 one obtains that h−s(ǫ(h)), h−t(ǫ(h)) ∈ ker(ǫ), so (6) holds. The converse is obvious.
3) For future reference we gather here some useful formulae which follow directly from the axioms of a bialgebroid. The facts that ǫ preserves unit and is an A-bimodule map imply that s and t are sections of ǫ, i.e., ǫ(s(a)) = ǫ(t(a)) = a for all a ∈ A. Using this fact and (6) one easily finds that ǫ(gs(a)) = ǫ(gt(a)), for all a ∈ A and g ∈ H Similarly, the facts that ∆ is a unital and A-bimodule map imply that
4) For an A e -ring (H, s, t), let F : H M → A M A , be the restriction of scalars functor.
The actions of A on M are given by the first of equations (3) and (5). If (H, s, t, ∆, ǫ) is an A-bialgebroid, then H M has a monoidal structure such that F is a strict monoidal
The right hand side is well defined because Im(∆) ⊆ Γ. A is the unit object, when
for all g, h ∈ H and a ∈ A. The third equality follows form (6).
Next we recall the notion of a bialgebroid with an anchor from [21] . For a k-algebra A, End(A) is an A e -ring as described in Example 2.2. In fact, we are interested only in the structure of End(A) as a left A ⊗Ā-module given by equations (1). When, following [21] , End(A) is viewed as an A-bimodule, the structure maps are
for all a, b ∈ A and f ∈ End(A). As before the total algebra H of an A e -ring (H, s, t), 
where µ(h)(a) = h ⊲ a, for all a ∈ A and h ∈ H.
Note that the left hand sides of (A1) and (A2) are well defined since µ is an A-
2.5. × A -bialgebras. The notion of a × A -bialgebra was first introduced by M.E.
Sweedler [18] for a commutative A and then generalised by M. Takeuchi [20] to an arbitrary A. In this section we briefly recall Takeuchi's definition. We refer to [20] for details .
Let M and N be A e -bimodules. Following MacLane, let
where the structure of M as a right A-module arises from that of M as a leftĀ-module. Let
The operation − × A − : A e M A e × A e M A e → A e M A e is a bifunctor. Here, for M,
For any two A e -rings (U, i), (V, j), U × A V is an A e -ring via the well defined algebra
Example 2.7. For an A e -ring (H, s, t) view H ∈ A e M A e via the actions (3) -(4).
Proof. Note that aā H ⊗ a H = H ⊗ A H, where H ∈ A M A with (3) and (5). So,
This means exactly that
There exist natural maps
The maps α, α ′ are not isomorphisms in general. End(A) is an A e -ring by Example 2.2. In particular it is an A e -bimodule, so one can define the maps
The following remark [16] , is used in the next section.
Finally we recall the definition of × A -bialgebra from [20] .
is a × A -coalgebra and ∆ and µ are maps of A e -rings.
× A -bialgebras versus bialgebroids
The aim of this section is to explicitly prove that the three notions recalled in the previous section are in fact equivalent to each other.
Theorem 3.1. For an A e -ring (H, s, t), the following data are equivalent :
(1) A bialgebroid structure (H, s, t, ∆, ǫ);
(2) A bialgebroid with an anchor structure (H, s, t, ∆, µ); (1) ⇒ (2), (3). Let (H, s, t, ∆, ǫ) be an A-bialgebroid in the sense of Definition 2.4, and define
The map µ is an algebra morphism since (A, ⊲) ∈ H M. To prove that µ is an Abimodule map take any a, b ∈ A and h ∈ H and compute
where we used (1) to derive the last equality. Similarly,
by (9) . This proves that µ is a map in A M A as required. Next we prove that (A1) and (A2) hold for µ. Using (B2) and (8) we have
Now using the first part of the counit property (7) for hs(a), we obtain
i.e., (A1) for µ. The condition (A2 ) follows from h ⊲ a = ǫ(ht(a)) and the second part of the counit property (7) together with (B2) and (8).
This shows that (H, s, t, ∆, µ = µ ǫ ) is an A-bialgebroid with an anchor in the sense of Definition 2.6, i.e., (1) ⇒ (2).
In fact there is more (and this will be (1) ⇒ (3)), namely the maps µ and ∆ are not only A-bimodule maps or left A e -module maps but also right A e -module maps. This means that they are maps of A e -rings, as required in the definition of × A -bialgebras.
First we show that µ is right A e -linear:
= (µ(h) ·ā)(b),
= ∆(hs(a))
= ∆(ht(ā))
i.e., ∆ is also a map in M A e , hence the corestriction ∆ ′ of ∆ to Γ = H × A H is a map of A e -rings. In conclusion we have proved that a bialgebroid in the sense of Definition 2.4 gives an A-bialgebroid with an anchor in the sense of Definition 2.6.
Furthermore, µ = µ ǫ and ∆ ′ are maps of A e -rings. Remark 2.8 then implies that
(2) ⇒ (1). Let (H, s, t, ∆, µ) be a bialgebroid with an anchor and define ǫ = ǫ µ :
shows that ǫ is a map in A M A , and a counit for ∆. Clearly, ǫ(1 H ) = 1 A . Now only equations (6) remain to be proven.
Apply ǫ to (A1), to obtain
= µ(h)(a).
Similarly, applying ǫ to (A2) we obtain
Using the above result we obtain
i.e. (6) holds. Therefore (H, s, t, ∆, ǫ µ ) is a bialgebroid in the sense of Definition 2.4.
The above result gives µ in terms of ǫ = ǫ µ . Looking at (13) one can apply (1) ⇒ (2) once again. In this way one obtains that for a bialgebroid with an anchor (H, s, t, ∆, µ) the structure maps ∆ ′ (the corestriction of ∆ to H × A H) and µ are in fact maps of 
The pre-braiding (a braiding if H has an antipode) is given by
An algebra A which is also an object in H D H via (A, ·, ρ A ), is called an algebra in 
The following theorem is a generalisation of [9, Theorem 5.1]. 
ǫ(a#h) = ǫ H (h)a, for all a ∈ A and h ∈ H.
Furthermore, if H has a bijective antipode S, then A#H is a Hopf algebroid with the antipode
for all a ∈ A and h ∈ H.
Proof. Clearly, s is an algebra map. We prove now that t is an anti-algebra map if and only if (A, ρ A ) is a right H op -comodule algebra and the braided commutativity relation (14) holds. Take any a, b ∈ A, then t(ab) = (ab) <0> #(ab) <1> , and t(b)t(a) = b <0> (b <1> · a <0> )#b <2> a <1> . Suppose t is an anti-algebra map. Then applying A ⊗ ǫ H to the above equality one obtains equation (14) . It follows then that t(b)t(a) = (14) holds. Then
Assume now that t is an anti-algebra map, or equivalently that (A, ρ A ) is a right H op -comodule algebra such that (14) holds. We prove that Im(∆) ⊆ Γ if and only if
A#H is a right A-module via (5), i.e., using (14) we have
Im(∆) ⊆ Γ if and only if for all a, b ∈ A, h ∈ H we have that (a#h (1) 
Since the tensor product is defined over A and equality (15) holds we have
Thus we conclude that Im(∆) ⊆ Γ if and only if
h (1) · b <0> ⊗ h (2) b <1> = (h (2) · b) <0> ⊗ (h (2) · b) <1> h (1) , i.
e., if and only if (A, ·, ρ
Therefore we have proven that t is an anti-algebra map and Im(∆) ⊆ Γ if and only if (A, ·, ρ A ) is a braided commutative algebra in H D H . It is then straightforward to check that all the remaining conditions in Definition 2.4 hold.
Finally we prove that τ defined in the theorem is the antipode of A#H. The canonical projection (A#H)⊗(A#H) → (A#H)⊗ A (A#H) has a well defined section
i.e., τ is an anti-algebra map. Condition (ANT3) follows from the definition of γ,
while (ANT1) can be established by the following computation
It remains to prove property (ANT2). The left hand side of (ANT2) equals
Since the antipode of H is bijective, (A, ·, ρ
for all h ∈ H and a ∈ a. Now the right hand side of (ANT2) reads
that is exactly the left hand side of (ANT2). Hence, τ is an antipode of A#H. Note Several examples of braided commutative algebras in H D H are known, cf. [5] , [6] , [10] .
Some of them arise in a pure algebraic context other in the Hopf-Galois theory. For example, for an H op -Galois extension, A/B, the centralizer algebra E = C A (B) has a structure of a braided commutative algebra in H D H (we refer to [5] for details).
We indicate now three other ways of obtaining braided commutative algebras. 2. Dually, let (H, σ) be a coquasitriangular bialgebra and (A, ρ) be a right H opcomodule algebra such that
Then (A, ·, ρ) is a braided commutative algebra in H D H , where the left H-action is
3. There is a general way of constructing braided commutative algebras in H D H pointed out in [10] , [5] . Let (V, ·, ρ V ) ∈ H D H and T (V ) be the tensor algebra of V .
Then the (co)-actions of H on V extend uniquely to (co)-actions on T (V ) such that T (V ) becomes an algebra in the category H D H . Let S b (V ) be the "braided symmetric" algebra of V , i.e., S b (V ) := T (V )/I, where I is the two-sided ideal of T (V ) generated by all elements of the form
Using the FRT-construction and Example 4.2 we present now a generic construction of bialgebroids associated to any solution of the quantum Yang-Baxter equation (QYBE). Following [9] , [12] such bialgebroids might be called "quantum groupoids".
Let n be a positive integer and
Let A(R) be the bialgebra associated to R using the FRT construction: A(R) is a free k-algebra generated be (c , for all i, j, k, l = 1, · · · , n (Einstein's summation convention assumed), and the standard matrix bialgebra structure. View R as an endomorphism of V ⊗ V , for an n-dimensional vector space, and define the corresponding braided symmetric algebra S b (V ) = S R (n) as follows. S R (n) is a free k-algebra generated by 
In particular, Proposition 4.3 associates bialgebroids to quantum matrix groups such as GL q (n) and their corepresentation spaces such as the quantum hyperplane (cf.
[11]).
Duals of bialgebroids -bicoalgebroids
On formal level, the notion of a bialgebra is selfdual in the following sense. Write definition of a bialgebra in terms of commutative diagrams. Then the structure obtained by reversing arrows in diagrams defining a bialgebra is again a bialgebra. It is well known that, in general, a dual of a bialgebroid in the above sense is no longer a bialgebroid. This is because by reversing the arrows in diagrams defining an algebra one obtains diagrams defining a coalgebra. Similarly, from bimodules of an algebra one obtains bicomodules of a coalgebra. This suggests that if one wants to construct a dual object to a bialgebroid one has to consider an object within the category of comodules of a coalgebra. Such an object is defined in this section.
Definition 5.1. Let C be a coalgebra over a field k. A bicoalgebroid is a k-coalgebra H which satisfies the following conditions: (BC1) There is a coalgebra map α : H → C and an anti-coalgebra map β : h (2) ). This allows one to view H as a C-bicomodule via left and right coactions
be the corresponding cotensor product.
(BC2) There is a C-bicomodule map µ : H C H → H which is an associative product with respect to the cotensor product and such that for all i g i ⊗ h i ∈ H C H:
There exists a bicomodule map η : C → H which is a unit for µ, i.e.,
and such that for all c ∈ C, ǫ(η(c)) = ǫ(c), and
Few comments are needed in order to see that the above definition makes sense.
The condition (BC2)(a) makes sense because for all i g i ⊗ h i ∈ H C H we have
Equation (17) implies that i g
Furthermore both equations (17) and (18) One way of understanding the relation of an object defined in Definition 5.1 to bialgebroids is to write all the conditions in terms of commutative diagrams. Reversing the arrows, replacing C by A, α by s, β by t, C by ⊗ A , µ by ∆ and η by ǫ one obtains commutative diagrams defining a bialgebroid. Thus, in a formal sense, bicoalgebroid is a notion dual to a bialgebroid.
Another indication that this is the right dualisation of a bialgebroid follows from the following observation. A self-dual generalisation of a Hopf algebra is provided by the notion of a weak-Hopf algebra [1] . A weak bialgebra is a vector space H which is an algebra and a coalgebra with multiplicative (but non-unital) coproduct such that for all x, y, z ∈ H,
A weak bialgebra H is a weak Hopf algebra if there exists an antipode, i.e., a linear map S : A → A such that for all h ∈ H,
Weak Hopf algebras -in the most general form -have been introduced in [2] [13] and studied extensively in connection to integrable models and classification of subfactors of von Neumann algebras. In particular in [7, Proposition 2.3.1] it has been shown that a weak Hopf algebra with bijective antipode is a bialgebroid over A = Imǫ t , where
Presently we show that a weak Hopf algebra is an example of a bicoalgebroid of Definition 5.1 too.
Proposition 5.2. Let H be a weak Hopf algebra with bijective antipode. Let C = H/ ker ǫ t with the canonical surjection π t : H → C. Then C is a coalgebra and H is a bicoalgebroid over C with the following structure maps:
Proof. By [1, Eq. (2.12)] ker ǫ t is a coideal, hence C is a coalgebra. Since α is the canonical projection to a quotient coalgebra it is a coalgebra map. By [1, Theorem 2.10], S is an anticoalgebra map, and therefore so are S −1 and β.
In addition to ǫ t consider also the map ǫ s : H → H, h → 1 (1) ǫ(h1 (2) (19) imply that for all h ∈ H,
We can view the map β as follows. LetS : C s → C be given by c → π t (S −1 h) where 
Thus we conclude that the conditions (BC1) in Definition 5.1 are satisfied.
Next we check conditions (BC2) in Definition 5.1. First note that for all g, h ∈ H,
where we used the first of equations (19) to derive the fourth equality and the fact that ∆ is a multiplicative map to obtain the first and the sixth ones. In particular taking i g i ⊗ h i ∈ H C H, and using the definitions of α, µ, and of the left coaction of C on H we have
This means that the map µ is left C-colinear. Similarly one shows that for all g, h ∈ H,
Since β =S • π s this implies that µ is right C-colinear too.
The map µ is a restriction of the multiplication in a weak Hopf algebra H to H C H, and hence it is associative. Furthermore it will be shown to be comultiplicative in the sense of condition (BC2)(b), once we prove that condition (BC2)(a) holds. To prove the latter we use a number of identities derived in [1] 1 . Take any g, h ∈ H and compute, 
On the other hand
Again since ∆(1) ∈ Imǫ s ⊗ Imǫ t we can apply [1, Eq. (2.31b)] to the last expression to obtain
Next since S1 = 1 and the antipode is an anticoalgebra map by [1, Theorem 2.10] we have S1 (2) ⊗ S1 (1) = 1 (1) ⊗ 1 (2) . Thus we conclude that
and the condition (BC2)(b) is fulfilled. Notice that equation (22) holds for all g, h ∈ H, not only for i g i ⊗ h i ∈ H C H.
To complete the proof of the proposition it remains to prove the existence of the unit, i.e., that conditions (BC3) hold. First of all note that η is well-defined since ker π t = ker ǫ t by the definition of π t . Take any c ∈ C and h ∈ π −1 t (c). Since π t is a 1 Although derived for finite dimensional weak Hopf algebras these equalities hold in the infinite dimensional case too, cf. [7] . coalgebra morphism we have ∆(c) = π t (h (1) ) ⊗ π t (h (2) ) so we can compute c (1) ⊗ η(c (2) ) = π t (h (1) ) ⊗ η(π t (h (2) )) = π t (h (1) ) ⊗ ǫ t (h (2) ) = π t (1 (1) h) ⊗ 1 (2) (by [1, Eq. (2.8a)]) = π t (ǫ t (1 (1) h)) ⊗ 1 (2) = π t (ǫ(1 (1) 1 (1 ′ ) h)1 (2) ) ⊗ 1 (2 ′ ) = π t (ǫ(1 (1) h)ǫ t (1 (2) )) ⊗ 1 (3) (by [1, Eq. (2.11a)]) = π t (ǫ(1 (1) h)1 (2) ) ⊗ 1 (3) = π t (ǫ t (h) (1) ) ⊗ ǫ t (h) (2) = α(η(c) (1) ) ⊗ η(c) (2) , where 1 (1 ′ ) ⊗ 1 (2 ′ ) is another copy of ∆(1). This proves that η is a left C-comodule map. Similarly, η(c (1) ) ⊗ c (2) = ǫ t (h (1) ) ⊗ π t (h (2) ) = ǫ(1 (1) h (1) )1 (2) ⊗ α(h (2) ) = ǫ(1 (1) h)1 (3) ⊗ β(1 (2) ) = 1 (3) ⊗ β(ǫ(1 (1) h)1 (2) ) = ǫ t (h) (2) ⊗ β(ǫ t (h) (1) ) = η(c) (2) ⊗ β(η(c) (1) ), where we used equation (22) to derive the third equality. This proves that η is a right C-comodule map, hence it is a C-bicomodule map.
Next take any h ∈ H, and compute µ(η(α(h (1) )) ⊗ h (2) ) = η(π t (h (1) ))h (2) = ǫ(1 (1) h (1) )1 (2) h (2) = ǫ(h (1) )h (2) = h, µ(h (2) ⊗ η(β(h (1) ))) = h (2) η(π t (S −1 h (1) )) = h (2) ǫ t (S −1 h (1) ) = h (2) ǫ(h (1) 1 (1) )1 (2) (by [1, Eq. (2.23a)]) = h (2) ǫ(h (1) ) = h, as required.
The map ǫ is counital since ǫ • ǫ t = ǫ and π t is a coalgebra morphism. It remains to check whether the last equations in Definition 5.1 hold. Take any c ∈ C, h ∈ π −1 t (c), and compute ∆(η(c)) = ǫ t (h) (1) ⊗ ǫ t (h) (2) = ǫ(1 (1) h)1 (2) ⊗ 1 (3) On the other hand using 1 (1) ⊗ǫ t (1 (2) ) = 1 (1) ⊗1 (2) (cf. [1, p. 391]) we have immediately η(c) (1) ⊗ η(α(η(c) (2) )) = ǫ t (h) (1) ⊗ ǫ t (h) (2) .
Similarly, η(c) (1) ⊗ η(β(η(c) (2) )) = ǫ(1 (1) = ǫ(1 (1) h)1 (2) ⊗ ǫ(1 (3) )1 (4) = ǫ(1 (1) h)1 (2) ⊗ 1 (3) ,
where the first of equations (20) was used in derivation of the third equality. This completes the proof of conditions (BC3), and hence of the whole of the proposition. ⊔ ⊓ Thus we have proven that a weak Hopf algebra is an example of a bicoalgebroid.
At the same time it is an example of a bialgebroid. This suggests that if one imposes a selfduality as a key property that must be enjoyed by a proper generalisation of a bialgebra, such a generalisation should be a bialgebroid over an algebra A and a bicoalgebroid over a coalgebra C at the same time. Some relations between A and C should also be required in order to compare tensor products with cotensor products.
A possible choice might be that C and A are entwined by a map ψ : C ⊗ A → A ⊗ C in the sense of [4] . In this case there is a natural twisted convolution product on Hom(A, C) which has a nice self-duality property in the above sense. Other choices of a relationship between A and C are possible too. Once such a relationship is imposed compatibility conditions between product and coproduct must involve both tensor and cotensor products. What these should be is an interesting open question which we hope to address elsewhere.
