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Abstract—The CHSH no-signalling game studies Bell nonlo-
cality by showcasing a gap between the win rates of classi-
cal strategies, quantum-entangled strategies, and no-signalling
strategies. Similarly, the CHSH* single-system game explores the
advantage of irreversible processes by showcasing a gap between
the win rates of classical reversible strategies, quantum reversible
strategies, and irreversible strategies. The irreversible process of
erasure rules supreme for the CHSH* single-system game, but
this erasure advantage does not necessarily extend to every single-
system game: We introduce the 32-Game, in which reversibility is
irrelevant and only the distinction between classical and quantum
operations matters. We showcase our new insight by modifying
the CHSH* game to make it erasure-immune, while conserving
its quantum advantage. We conclude by the reverse procedure:
We tune the 32-Game to make it erasure-vulnerable, and erase
its quantum advantage in the process. The take-home message is
that, when the size of the single-system is too small for Alice
to encode her whole input, quantum advantage and erasure
advantage can happen independently.
Index Terms—Single-system games, branching programs,
quantum channels, Landauer’s principle
I. INTRODUCTION TO SINGLE-SYSTEM GAMES: CHSH*
No-signalling games (sometimes called nonlocal games)
demonstrate that exploiting quantum mechanics—or more
precisely, quantum entanglement—provide an advantage in
certain distributed-computing tasks. The CHSH game [1], [2]
is the most well-known example of such games; the RGB
no-signalling game is another very simple example [3]. For
both of these games, sharing quantum entanglement allows
to win with better probability than using purely classical
strategies, but not with probability 1 (this was first proven
by Tsirelson [4]); and for both of these games, hypotheti-
cal no-signalling devices called Popescu-Rohrlich boxes [5]
(PR-boxes, or non-local boxes) make winning with certainty
possible.
Single-system games do not study locality, but space-
constrained computations. They were recently (re-)introduced1
by Henaut, Catani et al. [8], who reframed the standard
CHSH game into a game, CHSH* (Fig. 1), where the two
players—instead of being spatially separated—are limited to
deterministically applying conditional gates on a common
2-dimensional system. Henaut, Catani et al. then analyzed
This work is supported by the Swiss National Science Foundation (SNF)
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1The CHSH* single-system game is a two-input read-once branching pro-
gram. Branching programs are a common computational model in complexity
theory [6]; their quantum version has been briefly studied in [7].
the best performance that can be achieved when the players
are restricted to certain types of gates and found out that
quantum reversible gates can do better than classical reversible
gates, but cannot win with certainty—a scenario very similar
to the no-signalling case, but where the advantage comes
simply from the geometry of the quantum state, and not from
entanglement. From their results (see some of them in the
leftmost column of Tab. I), the question that stands out is
whether the erasure gate is to the CHSH* single-system game
what PR boxes are to the standard CHSH no-signalling game.
|0〉 Aa
{0, 1} ∋ a
Bb
b ∈ {0, 1}
m
?
= a · b
Fig. 1: CHSH* is a single-system game that exhibits a be-
haviour analog to the CHSH no-signalling game. Quantum
reversible gates can win better than classical reversible ones,
but cannot reach perfection; while the erasure gate can.
Optimal Win Rate
Gate Set CHSH∗ EI-CHSH∗ 32-Game B32-Game
Classical reversible 3/4 3/4 7/9 4/5
Classical (ir)reversible 1 3/4 7/9 13/15
Quantum reversible 0.85 0.85 5/6 4/5
Quantum (ir)reversible 1 — 5/6 13/15
TABLE I: We examine if having access to irreversible
processes can improve Alice and Bob’s—whether classical
or quantum—win rates in three new single-system games
(rightmost columns). For CHSH and the B32-Game, it does;
while for EI-CHSH and the 32-Game, it does not. “0.85”
stands for Tsirelson’s bound (1/2 +
√
2/4).
To investigate this parallel, we devise a new single-system
game, the 32-Game, for which irreversible processes are not
superior to reversible ones (Sec.-III).
We explain this difference with the CHSH* game by the
fact that in the 32-Game there exists another limitation besides
reversibility—the size of the system (2-dimensional) is smaller
than the size of Alice’s input (a trit)—and it acts as a
bottleneck that makes reversibility irrelevant. We then present
EI-CHSH*, an erasure-immune variant of the CHSH* game, in
which we artificially create this bottleneck so that irreversible
processes lose their edge (Sec. IV).
In both 32-Game and EI-CHSH*, the disparity between the
input size and the system size does not, however, prevent the
existence of a quantum advantage.2
Finally, we show that the 32-Game’s gate hierarchy is
fragile: We bias the input distributions of our first game—
we rename it B32-Game—and give back an advantage to
irreversible gates, while neutralizing the quantum advantage
(Sec. V). Our results are summarized in Tab. I.
II. PRELIMINARIES: SETS OF GATES
We study the optimal strategies for two players (Alice
and Bob) that are restricted to operating on a 2-dimensional
system using various types of logical gates. We ignore sta-
tistical mixture of reversible gates because—when the input
distribution is fixed—drawing gates randomly following some
distribution is never better than applying the best strategy from
this distribution.
We study four sets of gates—classical reversible,
classical (ir)reversible, quantum reversible, and quantum
(ir)reversible—and use a fixed projective measurement.
We represent all gates as quantum channels acting on
2-dimensional systems, using the formalism of quantum
information theory (The books [10] and [11] are two
excellent references).
a) Classical Reversible: We say the channel is classical
reversible if it acts as a permutation between classical states.
A classical state is a quantum state that is diagonal in the
rectilinear basis. There are only two classical reversible gates
for 2-dimensional systems: the identity I :=
(
1 0
0 1
)
, and the
bit-flip X :=
(
0 1
1 0
)
.
b) Quantum Reversible: A quantum reversible channel
is simply a unitary operator U, with U† U = UU† = I.
c) Classical (Ir)reversible: We write (ir)reversible to
designate channels that are not necessarily reversible. We build
the classical (ir)reversible set of gates by adding the erasure
gate to the classical reversible–gates set: The erasure gate
simply outputs 0 (or 1) no matter the input; it is an irreversible
process. While such erasure is a classical operation, it can be
seen as an amplitude-damping quantum channel of probability
1, and be represented by Kraus operators KE1,KE2 :=(
1 0
0 0
)
,
(
0 1
0 0
)
. Erasing to 1 can be obtained by erasing
first to 0, and then flipping the result.
Observation 1. When Bob applies a classical (ir)reversible
gate Bb on the system sent by Alice (on xa), it can be more
intuitive to visualize him as receiving communication xa from
Alice, and then using it to condition a classical reversible gate
Bxa,b.
d) Quantum (Ir)reversible: Quantum (ir)reversible gates
are arbitrary quantum channels and constitute the most general
set of gates that we will consider. They can be represented by
2A striking example of a qubit memory working with high-dimensional
inputs is given in Ref. [9], where a streaming algorithm only needs a quantum
memory of 1 qubit to compute without error a function given some promise,
while, were the memory classical, logn classical bits would be necessary.
Kraus operators {Ki}, such that
∑
iK
†
iKi = I, and whose
action on a quantum state ρ is C(ρ) :=∑iKiρK†i .
Note that closed quantum systems follow Schro¨dinger’s
equation and always evolve unitarily: Genuinely irreversible
quantum gates can thus physically only happen in open
systems, where an external leakage of information is possible.
e) Rectilinear Measurement: A measurement in the rec-
tilinear basis of a state ρ gives the result 1 with probability
tr(ρ |1〉〈1|).
III. QUANTUM ADVANTAGE BUT NO IRREVERSIBILITY
ADVANTAGE: THE 32-GAME
Definition 1. The 32-Game is the single-system game defined
in Fig. 2 with the inputs a, b drawn uniformly at random
(∀i, j ∈ {0, 1, 2}2,Pr(a = i, b = j) = 1/9).
|0〉 Aa
{0, 1, 2} ∋ a
Bb
b ∈ {0, 1, 2}
m
?
= δab
Fig. 2: Alice and Bob must each choose 3 two-dimensional
gates. They then independently receive a random input trit and
apply the corresponding gates on an initial state |0〉, which
is ultimately measured in the rectilinear basis: The winning
condition is that the measurement yields 1 when their inputs
are identical, and that it yields 0 when their inputs are different.
We vary the set of operations they can choose from.
A. Classical Gates
Proposition 1. The best classical reversible strategy for the
32-Game wins it with probability 7/9.
Proof. The following strategy wins with probability 7/9 using
only classical reversible gates: Aa := X
a , Bb := X
b+1 . It
loses only when the inputs are (a = 0, b = 2) or (a = 2, b =
0). Its optimality is a direct corollary of Proposition 2.
Proposition 2. Classical (ir)reversible strategies cannot win
the 32-Game better than classical strictly reversible strategies.
Proof. We use Observation 1 and prove that classical
(ir)reversible strategies cannot win more often than with
probability 7/9.
The state of the system after Alice’s action is xa := X
a |0〉.
We view xa as 1 bit of communication from Alice to Bob. Up
to relabelling of the inputs, there are two different behaviours
for Alice: Either x0 = x1 = x2, which is equivalent to
no communication and cannot win with probability better
than 2/3, or x0 = x1 6= x2. In this case, let y(xa, b) :=
Bxa,bX
a |0〉 be Bob’s output: Then y(x0, 0) = y(x1, 0) and
y(x0, 1) = y(x1, 1), but their respective winning conditions,
δ00 6= δ10 and δ01 6= δ11, are orthogonal—Bob is sure to get
at least one wrong answer for each couple—and the win rate
is, therefore, at most 7/9.
B. Quantum Gates
Proposition 3. The best quantum reversible strategy for the
32-Game wins it with probability 5/6.
Proof. If we define R2pi/3 :=
(
cosπ/3 −i sinπ/3
−i sinπ/3 cosπ/3
)
, the
following quantum reversible strategy wins with probability
5/6:
Aa := X ·Ra2pi/3 , Bb := R2b2pi/3 .
Note that Aa ·Ba = I; Aa ·B¬a ∈ {R2pi/3,R22pi/3} and
tr
(
R2pi/3 |0〉〈0|
)
= tr
(
R22pi/3 |0〉〈0|
)
= 1/4.
Its optimality is a direct corollary of Proposition 4.
Definition 2. The discrimination experiment corresponding to
the 32- single-system game is the following: 0) Alice and Bob
agree on three quantum states ρ0, ρ1, ρ2. 1) Alice is given her
random input a ∈ {0, 1, 2}, and sends to Bob ρa. 2) Bob is
given his random input b ∈ {0, 1, 2}, and needs to guess, using
any means allowed by quantum mechanics, whether Alice
sent him ρb or not. Alice and Bob play together in trying
to minimize Bob’s probability of error.
Lemma 1. The probability of winning the discrimination
experiment bounds from above the probability of winning
the 32- single-system game using a quantum (ir)reversible
strategy.
Proof. Any quantum (ir)reversible strategy for the single-
system game can be turned into a strategy for the discrimi-
nation experiment that wins with the same probability; it thus
cannot be better.
The strategy for the discrimination experiment is the fol-
lowing: Alice sends the conditional state Aa |0〉 to Bob; Bob
applies the quantum channel Bb and then measures in the
rectilinear basis. On outcome 0 he guesses that Alice sent
ρb, and on outcome 1 he guesses otherwise.
Proposition 4. Quantum (ir)reversible strategies cannot win
the 32-Game better than quantum strictly reversible strategies.
Proof. We bound from above the probability of winning the
discrimination-experiment scenario, and the conclusion then
follows from Lemma 1.
The minimal-error measurement for distinguishing two arbi-
trary quantum states ρ and σ, of respective prior probabilities
p and q, was characterized by Helstrom [12]. It gives a tight
bound on the distinguishability success rate:
pguess ≤ 1
2
+
1
2
‖pρ− qσ‖1 , where ‖A‖1 := tr
√
AA† .
We apply it to the 32-Game discrimination-experiment
scenario:
pguess ≤ 1
2
+
1
6
2∑
i=0
∥∥∥∥13ρi − 23 ρi+1 + ρi+22
∥∥∥∥
1
=
1
2
+
1
18
2∑
i=0
‖ρi − ρi+1 − ρi+2‖1 , (1)
where the sums in the indices are understood to be modulo 3.
To bound this quantity from above, we start by observing
that any density matrix can be represented by a real vector
~vi := xixˆ+ yiyˆ+ zizˆ on or inside the Bloch sphere (meaning
‖~vi‖2 ≤ 1):
ρi = (I+xiσx + yiσy + ziσz)/2 .
We introduce the changes of variables
~ri := ~vi − ~vi+1 − ~vi+2 .
Eq. 1 becomes
pguess ≤ 1
2
+
1
18
2∑
i=0
∥∥∥∥∥∥∥∥
:=Ai︷ ︸︸ ︷
− I+ri,xσx + ri,yσy + ri,zσz
2
∥∥∥∥∥∥∥∥
1
. (2)
To evaluate ‖Ai‖1, we note that −Ai is a hermitian matrix
with eigenvalues (1± ‖~ri‖2)/2, and that, therefore,
‖Ai‖1 = tr
√
AiA
†
i = (|1 + ‖~ri‖2|+ |1− ‖~ri‖2|)/2 (3)
=
{
‖~ri‖2 if ‖~ri‖2 ≥ 1
1 if ‖~ri‖2 < 1 .
We now separate the analysis into 4 different cases.
Definition 3. We separate the strategy distributions for the
32-Game discrimination experiment using the parameter
Dmax := #{i s.t. ‖Ai‖1 = 1} .
Dmax corresponds to the maximum number of inputs b = i
for which Bob could completely ignore Alice’s action and
guess according to the highest prior; this is what happens
effectively when for a certain input Bob uses an erasure gate:
He wins with conditional probability max(pi, qi) = 2/3 no
matter Alice’s behaviour.
a) Case Dmax = 0: We use the Cauchy-Schwarz in-
equality, and then the three length constraints, to obtain (note
that ‖~vi‖2 =: ~v2i in the dot-product notation)
2∑
i=0
‖Ai‖1 = ‖~r0‖2 + ‖~r1‖2 + ‖~r2‖2 (4)
≤
√
3
∥∥∥∥∥ ‖~r0‖2 + ‖~r1‖2 + ‖~r2‖2
∥∥∥∥∥
2
=
√
3
√
3(~v20 + ~v
2
1 + ~v
2
2)− 2(~v0 · ~v1 + ~v1 · ~v2 + ~v0 · ~v2)
≤
√
3
√
9− 2(~v0 · ~v1 + ~v1 · ~v2 + ~v0 · ~v2) .
Our task is now to bound from below
~v0 · ~v1 + ~v1 · ~v2 + ~v0 · ~v2 (minimize)
∀i, ~v2i ≤ 1 . (constraints)
We use a Lagrangian multipliers method (the si are slack
constraints):
L({~vi, λi, si}i=2i=0) = ~v0·~v1+~v1·~v2+~v0·~v2+
2∑
i=0
λi(~v
2
i+s
2
i−1) .
The set of vectors minimizing our function include at least
one vector that saturates the unit-length constraint3; without a
loss of generality, and invoking the spherical symmetry, let us
say that it is ~v0 = xˆ.
We pose∇L = 0 and obtain 15 scalar equalities. Examples
are
∂L
∂y0
= 0 ⇐⇒ y1 + y2 = 0 ,
∂L
∂y1
= 0 ⇐⇒ y2 + 2λ1y1 = 0 ,
∂L
∂x0
= 0 ⇐⇒ x1 + x2 + 2λ0 = 0 ,
∂L
∂x1
= 0 ⇐⇒ 1 + x2 + 2λ1x1 = 0 ,
Comparing the first two equations, and then the next two, we
find that either λ0 = λ1 = 1/2, or y1 = y2 = 0. Similarly, if
we were to take in the zˆ direction the analogues of the first
two equations, we would conclude that either λ0 = λ1 = 1/2,
or z1 = z2 = 0. This implies that if λ0 6= 1/2, all vectors are
co-linear (in the xˆ direction) and the strategy is classical, but
then they are of no interest since classical strategies cannot
win better than 7/9 (Prop. 2).
We thus assume λ0 = 1/2, and go back to ∇L = 0. We
develop the vectorial equality
∂L
∂~v0
= 0 ⇐⇒ ~v0 + ~v1 + ~v2 = 0 ,
square it,
(~v0 + ~v1 + ~v2)
2 = 0 ,
and expand it, in conjunction with the length constraints, to
conclude finally that
~v0 · ~v1 + ~v1 · ~v2 + ~v0 · ~v2 = −(~v20 + ~v21 + ~v22)/2 ≥ −3/2 .
(solution)
Injecting this bound back into Eq. 4, and then Eq. 2, we
find that pguess ≤ 5/6 for the case Dmax = 0.
The other cases do not violate this bound as the following
crude inequalities show.
b) Case Dmax = 1: Without losing generality, we pose
‖A0‖1 = 1. We re-write Eq. 4 (the previous case achieves 6).
2∑
i=0
‖Ai‖1 = 1 + ‖~r1‖2 + ‖~r2‖2
≤ 1 +
√
2 ·
∥∥∥∥∥ ‖~r0‖2 + ‖~r1‖2 + ‖~r2‖2
∥∥∥∥∥
2
≤ 1 +
√
2
√
12 ≈ 5.9 .
c) Case Dmax = 2: Without losing generality, we pose
‖A0‖1 = ‖A1‖1 = 1. Then Eq. 4 becomes
2∑
i=0
‖Ai‖1 = 2 + ‖~r2‖2 ≤ 5 .
3That is because if none of the length constraints were saturated, a
homothety could amplify the solution (its value is negative) and minimize
further the function.
d) Case Dmax = 3: Finally,
∑2
i=0 ‖Ai‖1 = 3.
This proves that none of the 4 cases could allow a better
probability of winning than pguess ≤ 5/6, the one achieved in
Prop. 3, and which is then optimal.
IV. GENERALIZING THE INSIGHT: EI-CHSH*
A. When Are Classical (Ir)reversible Gates Optimal?
Proposition 5. For any 2-player single-system game, classical
(ir)reversible strategies are as good as quantum (ir)reversible
strategies if the dimension of the system4 is at least as large
as the size of Alice’s input.
Proof. It follows from Observation 1: If Alice can communi-
cate to Bob her full input, Bob can make sure to produce a
winning output whenever one would be possible.
This condition, which is respected in the CHSH* game,
delimitates when the parallel between the set of (ir)reversible
gates and the class of no-signalling correlations is warranted.
In the framework of sequential transformation contextuality
(as introduced in Ref. [13]), restrictions on the system size
are not reflected at the ontological level, and the condition in
Prop. 5 is, therefore, always fulfilled.
B. When is Irreversibility Irrelevant for Classical Gates?
Proposition 6. For any binary-output 2-player single-system
game, a necessary condition for classical (ir)reversible pro-
cesses to provide an advantage over classical reversible pro-
cesses is that
∃b s.t.
∑
a
pa,bW
(0)
a,b 6=
∑
a
pa,bW
(1)
a,b , (5)
where pa,b is the prior of the inputs, and
W
(o)
a,b =
{
1 if output o wins on inputs (a, b) ,
0 otherwise .
Proof. The negation of Eq. 5 implies that for all inputs b
of Bob, erasing to zero or erasing to one wins with the
same probability (when erasing a two-dimensional system,
Bob effectively decides to ignore Alice’s input). In such cases,
Bob could as well choose at random I or X. Therefore, at
least one of I and X is at least as good as erasing. The
latter cannot, therefore, provide any advantage over reversible
operations.
As shown by the 32-Game with uniformly distributed
inputs—where this condition is satisfied but there is still
no erasure advantage—this condition is necessary, but not
sufficient.
It is open how Prop. 6 extends to the quantum case, or how
to generalize it to higher-dimension outputs.
4We had defined so far the system to be 2-dimensional.
C. The Erasure-Immune CHSH* Game
We illustrate Prop. 6 by modifying the CHSH* game as
to remove its erasure advantage, while keeping the quantum-
unitary advantage. In the variant, Alice is given a second
output that inverts the winning condition with probability 1/2.5
Definition 4. The erasure-immune CHSH* single-system
game (EI-CHSH*) is defined in Fig. 3. The inputs are selected
uniformly at random.
Proposition 7. Classical (ir)reversible gates are not better
than classical strictly reversible ones in the erasure-immune
CHSH* game: They win with at most probability 3/4; while
a quantum-unitary strategy can reach Tsirelson’s bound (≈
0.85). These bounds are tight.
Proof. Any reversible strategy for the CHSH* game—whether
classical or quantum—can be turned into a strategy for the
erasure-immune CHSH* game with the same winning rate,
and vice versa: Alice simply needs to apply a Xa2 gate at
the very beginning of the circuit, effectively turning, when
a2 = 1, the |0〉 initial state into |1〉 (this works because for
2-dimensional reversible gates, the transition rates |0〉 ↔ |1〉
of any strategy are symmetric).
The absence of advantage of classical (ir)reversible pro-
cesses is a direct consequence of Prop. 6.
|0〉 Aa1,a2
{0, 1}2 ∋ a1, a2
Bb
b ∈ {0, 1}
m
?
= a1 · b⊕ a2
Fig. 3: In this erasure-immune variant of the CHSH* game,
classical irreversible processes do not win better than re-
versible ones, but the quantum advantage remains.
V. RECOVERING THE IRREVERSIBILITY ADVANTAGE: THE
B32-GAME
We modify the 32-Game as to make irreversibility relevant
again, and lose the quantum advantage in the process.
Definition 5. We call Biased 32-Game (B32-Game) the same
single-system game that is defined in Fig. 2, but with the
biased input distribution
∀i, j : pa=i,b=j =
{
1/15 if i = j ,
2/15 otherwise .
Proposition 8. The best classical reversible strategy for the
biased 32-Game wins it with probability 4/5.
Proof. For each of their inputs, Alice and Bob can choose
between two operations (I or X). This make for a total of only
26 classical reversible strategies; an exhaustive search reveals
none of them win more than with probability 4/5.
5Note that, differently for example from the secure delegated computing
case of Ref. [14], Alice is here working with Bob and is not purposely hiding
her input from him. Her input is simply too large for the size 2 of the single
system.
Proposition 9. The best quantum reversible strategy for the
biased 32-Game also wins it with probability 4/5.
Proof. Proof omitted. It can be proven using the semi-definite
programming technique developed in Ref. [15], and as it is
used in Ref. [3], to optimize the winning probability of a
no-signalling game version of 32-Game, and then apply the
reduction from the no-signalling game to the single-system
game as it is done in Lemma 1 of Ref. [8].
Proposition 10. The best classical (ir)reversible strategy for
the biased 32-Game wins it with probability 13/15.
Proof. The following classical (ir)reversible strategy is suffi-
cient to win with probability pwin = 1/3+2/3 ·4/5 = 13/15:
Alice applies X if a = 0, and I otherwise; while Bob applies
I if b = 0, and erases Alice’s bit otherwise.
To show it is optimal, we prove that not even quan-
tum (ir)reversible strategies can do better. We use the same
discrimination-experiment technique as in Section III, but skip
over the details. Eq. 2 and Eq. 3 become
pguess ≤ 1
2
+
1
30
2∑
i=0
∥∥∥∥∥∥∥∥
:=Ai︷ ︸︸ ︷
−3 + ri,xσx + ri,yσy + ri,zσz
2
∥∥∥∥∥∥∥∥
1
and
‖Ai‖1 = tr
√
AiA
†
i =
{
‖~ri‖2 if ‖~ri‖2 ≥ 3
1 if ‖~ri‖2 < 3 .
We again analyze the four cases Dmax = 0, 1, 2, 3.
a) Case Dmax = 0: Eq. 4 becomes
2∑
i=0
‖Ai‖1 = ‖~r0‖2 + ‖~r1‖2 + ‖~r2‖2
≤
√
3
√
3 · (3 + 3 + 3) = 9;
all crossed terms disappeared. This bound implies a maximal
winning rate of only pguess ≤ 12 + 930 = 4/5 , which is the
same as Bob simply guessing (ρb+1+ρb+2)/2 without looking
at what Alice sent him.
b) Case Dmax = 3:
∑2
i=0 ‖Ai‖1 = 9.
c) Case Dmax = 2:
∑2
i=0 ‖Ai‖1 = 6+‖~r2‖2 ≤ 11 ; this
bound corresponds to the winning-rate pguess = 13/15 of the
classical reversible strategy we mentioned previously (it uses
2 conditional-erasure gates).
d) Case Dmax = 1: Finally,∑2
i=0 ‖Ai‖1 = 3+‖~r1‖2+‖~r2‖2 ≤ 3+
√
2
√
27 < 11 .
The (ir)reversible classical strategy is optimal:
Corollary 1. Quantum (ir)reversible processes cannot win the
biased 32-Game better than classical (ir)reversible ones.
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