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Abstract 
Selection of the preferred design concept during design represents a major challenge to design 
engineers as the required level of information and rigour to achieve an objective evaluation at 
early stage of design is typically not available. This is particularly evident during evaluation of 
design concepts of complex load-bearing mechanical structures. The engineering design 
concepts during concept design phase typically lack detail and more specific performance 
indicators to enable accurate evaluation. Hence in such cases, a prevailing evaluation approach 
is based primarily on qualitative scores inferred through personal intuition and historical 
experience of the design team or individual experts. The principal motivation behind this 
research is to improve the ability and confidence to select a superior design concept early in the 
design process. The conventional approach is sensitive to individual expertise and availability 
of experienced designers. Therefore, in order to make more informed decisions especially in 
case of complex engineering designs, the concept evaluation methods require more detailed and 
accurate information.  
This research is concerned with the development of a novel method for comparative evaluation 
of engineering design concepts that exhibit nonlinear structural behaviour under load. The 
approach is based on two key concepts: i) an expansion of the conventional substructuring 
technique into the nonlinear domain to enable FEA to be more applicable, effective and 
computationally affordable in early stages of the conceptual design phase; and ii) a restructuring 
of the traditional process by incorporating the optimisation search to provide orderly rule-
guided evolution of design concepts in order to produce objective development metrics which 
alleviates the dependence on personal intuition and historical experience of the engineering 
designers. 
A series of experiments and validation case studies conducted in this research provide 
conclusive evidence that demonstrates the applicability and the significance of the developed 
method in terms of reduced time for evaluation and amount of recurrent knowledge generated 
compared to the more traditional approaches based on the application of FEA in the conceptual 
design phase. Furthermore, a Confidence Index as a performance measure is developed in this 
research to describe the quality of the obtained solutions. The derived Confidence Index is a 
novel contribution to the fields of metaheuristic measurements and engineering concept 
validation methodology. 
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Chapter 1  
Introduction 
In the conceptual design phase, engineering designers aim to generate a wide range of design 
solutions in order to capture potential breakthrough concepts. The time available for this task 
is more often than not constrained due to the typical industry demand for shorter development 
cycles. The time versus completeness (or uncertainty) dilemma is present throughout the course 
of the conceptual design phase. The continual progress in numerical methods provides an 
opportunity for development of innovative engineering design methodologies that have the 
potential to enhance the design process, especially the concept evaluation stage that is deemed 
to be critical since some of the most important decisions relating to the future design are made 
in that early stages of the design process. The incorporation of modern numerical methods in 
the early stages of the conceptual design phase is however still not utilised fully due to often 
excessively high computational costs and associated efforts. This poses a serious problem which 
is commonly circumvented in practice by reserving the expensive numerical evaluations for a 
few selected design concepts that may or may not prove to be the best option. The research 
presented in this thesis aims to develop a novel methodology to allow numerical methods to be 
introduced early in the concept evaluation process by adapting them to become more suitable, 
effective and computationally affordable for evaluation of nonlinear load-bearing structures in 
the conceptual design phase. In this introductory chapter, the research scope and rationale are 
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presented in detail. The outcomes of this research are highlighted by identifying the major 
contributions and findings that pertain to the novel ideas and concepts introduced in this thesis. 
1.1 Motivation 
The importance of knowledge-based evaluation of engineering design concepts in engineering 
product development has been recognised in both the academia [Brown and Eisenhardt, 1995; 
Finger and Dixon, 1989a; 1989b; Griffin and Hauser, 1996; Krishnan and Ulrich, 2001] and in 
practice [Chesbrough and Teece, 2002; Gates, 1999; Welch and Kerwin, 2003]. It is vital that 
the best concepts are selected, as they determine the direction of all other design and 
development phases that follow. It has been recorded in the literature that 60 – 80 percent of 
the overall cost of the design is committed in this phase [Duffy et al., 1993]. Therefore, concept 
selection is a crucial part of product design. This leads to the following fundamental question:  
How can we select the best engineering concept with sufficient confidence at early stages of 
the design process when the required detailed information and rigour to achieve an objective 
evaluation of a wide range of current concepts is typically not available? 
This challenge is particularly evident in the evaluation of design concepts of complex load-
bearing structures that are integrated within or inherently connected with complex mechanical 
engineering systems. The principal approach in all concept evaluation methods is comparative 
assessment of performance of each engineering design against some evaluation criteria. 
However, this is difficult to achieve with rigour because engineering design concepts at this 
early stage usually lack detail and more definite performance indicators to enable accurate 
scoring against the evaluation criteria. Hence, when considering complex load-bearing 
structures, a typically in practice concept evaluation is based on personal intuition and historical 
experience of the design team or individual experts [Ayag and Ozdemir, 2009; Cleland and 
King, 1993; Crossley and Laananen, 1997; Knosala and Pedrycz, 1992; Qiu et al., 2002; Yeo et 
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al., 2004]. This prevailing approach in concept evaluation is based primarily on qualitative 
scores. The principal motivation behind the research presented in this thesis is to improve the 
probability of success in selecting a superior design concept by avoiding guessing of performance 
of a design concept based on qualitative comparisons and by generating knowledge that is based 
on an objective metrics which reduces or alleviates the dependence on personal intuition and 
historical experience of the design team or individual experts 
1.1.1 Research in Concept Selection 
The conventional approach depends on particular expertise of available design engineers, which 
makes it ineffective in absence of prior experience in a particular field. Therefore, in order to 
make more informed decisions especially in case of complex engineering designs, the concept 
evaluation methods require more detailed and accurate information beyond the experience of 
individuals. This problem has been tackled to date using some less popular alternative analysis 
and scoring approaches, such as: development of primitive mathematical (soft models) 
[Bonnema and van Houten, 2006; Darlington and Booker, 2010; Hock, 1997; Sivaloganathan et 
al., 2001]; reverse engineering of a competitive or similar product [Ayag and Ozdemir, 2009; 
Bisgaard, 1992; Suri and Luscher, 2000]; inferring knowledge about a product through literature, 
including patent searches [Ayag and Ozdemir, 2009; Hambali et al., 2009; Suri and Luscher, 
2000; Yeo et al., 2004], or preliminary experimental work [Bisgaard, 1992; Hambali et al., 2009; 
Weaver and Ashby, 1996; Zhong et al., 2012]. These alternative approaches are usually 
associated with high resource and time demands, which is the main reason for their lack of 
popularity in practice. More recently, there have been attempts to utilise finite element analysis 
(FEA) to produce more objective and quantifiable scores for evaluation of design concepts. 
However, the utilisation of FEA in the conceptual design phase has been infrequent and 
partially effective to date because of large amount of computations and of high level of finite 
model fidelity that were required. The FEA is traditionally used later in the detailed design and 
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validation stages of the development process [Firat, 2007; Gelgele, 2006; Kajtaz, 2012; Qian et 
al., 2001] to improve solution synthesis and refinement once a preferred design is fully defined. 
Despite the mentioned shortcomings and their lack of applicability in the conceptual design 
phase, the FEA based approaches are sometimes the only feasible alternatives capable of 
evaluating load-bearing structures due to high complexity of the engineering design concepts. 
The research presented in this thesis attempts to amalgamate disciplines of numerical 
optimisation and FEA in order to develop a novel methodology for comparative evaluation of 
engineering design concepts that exhibit nonlinear structural behaviour under load. This 
approach is based on research that aims at extending the conventional substructuring technique 
[Bathe, 1996] into the nonlinear domain [Kojic and Bathe, 2005], which enabled FEA to be 
more applicable, effective and computationally affordable for this purpose.  
1.2 Methodology 
The research project was formulated based on the motivation discussed in the previous section. 
The main objective of the research is the development of an efficient computer aided 
engineering method for comparative evaluation of nonlinear load-bearing structures in the 
conceptual design phase. The projected outcome is the practical application of this 
methodology to load-bearing structures in automotive and other associated designs. This section 
outlines the guiding research questions as well as the scope of the research project. 
1.2.1 Research Questions 
The research described in this thesis is guided by the following key questions: 
1. How to adapt FEA to become more affordable and applicable in the conceptual 
engineering design phase?  
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Many methods are applied in practice to reduce the computational demand of FEA and 
this question is concerned with the methods for reduction of some of FEA’s high 
demands in terms of time and resources. FEA is responsible for evaluation of the 
concepts and is the main contributing factor to the efficiency of the proposed 
methodology. Furthermore, the uniqueness of the conceptual design phase where lack 
of detail prevents creation of high fidelity finite element models, which are required for 
an effective application of FEA, is a problem. This disqualifies the approaches that are 
traditionally used for this purpose as they are developed for the environment where 
FEA is conventionally used with high fidelity models that can be fully defined.  
2. How to model poorly defined engineering design concepts using FEA?  
The typical lack of detail in the conceptual design phase affects the amount of 
information available to build a reliable finite element model. This often becomes a 
significant challenge as the design of the load-bearing structures tends to be a mutually 
dependent problem between a load-bearing structure and the externally applied loads 
on the load-bearing structure whereby topology of the load-bearing structure is 
dependent on the external loading and concurrently, the external loading tends to be 
dependent on ever-changing boundary surfaces of the underlying load-bearing structure. 
However, the design of the load-bearing structures requires knowledge about the types, 
sizes and locations of the externally applied loads because the design is typically only as 
good and complete as the external load definitions and yet, this information is typically 
not available, or partially available, in the conceptual design phase. 
3. How to improve the poorly defined models of engineering design concepts?  
In the concept evaluation phase, it is important to have reliable and informative models 
of the design concepts in order to make objective and confident decisions. Enhancing 
the poorly defined models of engineering design concepts in order to improve their 
evaluation, and hence improve the final selection, is the ultimate requirement but also 
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a problem that requires a novel perspective as conventional solutions that rely solely on 
domain knowledge of the design engineers may not be sufficient.  
4. Can the proposed method be applied in a practically feasible manner for efficient and 
reliable evaluation of load-bearing structural nonlinear design concept? 
A practical application of this methodology demands an achievement of the following 
requirements:  
• To be computationally affordable and viable; 
• To increase the knowledge about the design concepts and thus minimise 
uncertainty – increase confidence in design concept selection; 
• To improve efficiency of the conceptual design phase without sacrificing 
accuracy. 
The evidence with respect to: model size, efficiency, accuracy and confidence should 
therefore be demonstrated to validate the proposed methodology. 
1.2.2 Contributions 
The research questions provide an outline of the outcomes of this research. This research aims 
to generate novel contributions in the fields of finite element analysis, design research and the 
associated metaheuristic measurements. This section describes some of the key novel 
contributions this research aims to achieve: 
• A unique adaptation of the existing and or novel FEA techniques that are capable of 
utilising limited available information early in the conceptual design phase in order to 
produce results of acceptable accuracy with higher efficiency and with reduced 
computational effort; 
• An efficient and effective representation of engineering design concepts in FEA that is 
based on low fidelity information to genuinely capture ever-changing boundary surfaces 
and topology of the underlying load-bearing structure. Furthermore, this representation 
needs also to be capable of reliable representation of the loading interfaces required for 
external loading transfers; 
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• A method to enhance finite element model fidelity and, in order to improve the 
confidence, to stimulate development of a reliable and informative model of the 
engineering design concepts through the application of FEA; 
• A novel quality indicator as a performance and confidence measure of the generated 
solutions with the aim to numerically quantify certainty in their correctness; 
• The practical implementation and application of the proposed methodology in 
investigation and assessment of the nonlinear load-bearing engineering design concepts. 
1.2.3 Research Scope 
The research questions provide a roadmap for this research. This is assisted by forming a set of 
milestones in order to achieve and validate the practical application of the proposed 
methodology. The thesis is structured such that these milestones are discussed sequentially, 
highlighting the particular contributions and benefits of each milestone as follows. 
• Extension of substructuring technique in the nonlinear domain to allow benefits of 
substructures, especially their high computational efficiency to be applicable to 
nonlinear, load-bearing structures in the conceptual design phase. 
• Integration of numerical optimisation as a search tool in order to scrutinise the design 
concept alternatives in terms of feasibility and adequacy, and therefore through rigorous 
assessment gain more knowledge and confidence for decision making. 
• Reorganising the concept evaluation process by allowing the solutions to be found 
through incremental detailing and evolution of engineering design concepts using FEA 
and numerical optimisation. 
• Implementation of the extended substructuring technique as a complete, user-friendly 
CAE integrated solution in an existing commercial FEA software. 
• The successful application and the validation of the methodology on practical problems 
encountered in the engineering design practice. 
1.3 Thesis Outline 
This thesis is comprised of seven chapters and three appendices.  
36 1.3 THESIS OUTLINE 
 
 
Chapter 2 presents a concise literature review of the current status of the conceptual design 
methods, with an overview of FEA application within an engineering design process and its 
application as a part of concept evaluation approach in particular. In this chapter, the current 
practices in the field of engineering concept evaluation are presented and the demerits of the 
existing approaches are discussed and recognised in order to identify the requirements for a 
novel methodology. Also, in this chapter, the level of FEA utilisation within the existing 
approaches is explored and discussed in particular detail. 
As Chapter 2 successfully identifies impediments to the efficient and affordable application of 
FEA in the conceptual design evaluation phase, in Chapter 3, the developmental effort of 
adapting FEA to the unique environment of the conceptual evaluation phase is presented. This 
is a crucial milestone to the success of the proposed methodology, so a comprehensive 
discussion on development of the novel method that allows the substructures to exhibit a 
nonlinear response is given in this chapter. The principal theory of the methods is described and 
its implementation as an integral part of a commercial finite element solver is also presented in 
this chapter. Chapter 3 addresses the first research question and relevant milestones identified 
in the Research Scope, together with several original contributions of this research. 
This research identifies numerical optimisation as a convenient search tool to improve the 
efficiency of the engineering design concept evaluation and in general, to aid the design engineer 
in a selection of preferred concepts in the conceptual design phase. Chapter 4 provides 
introductions to concepts and techniques of numerical optimisation and highlights their 
similarities with the engineering design process. Metaheuristic measurements which are 
especially applicable to this research in order to develop the Confidence Index as a novel 
indicator of confidence in concept design selection is also discussed in this chapter. Confidence 
Index is one of the original contributions of this research and its detailed derivation is described 
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in this chapter. Furthermore, this chapter lays the foundations for the proposed methodology 
documented in Chapter 5. 
Chapter 5 provides a comprehensive discussion on the proposed methodology via an 
incremental introduction of elements of the proposed methodology before the principal 
algorithm and implementation of its key concepts in ABAQUS are presented. The principal 
elements of the underlying novel methodology such as design search streams, search and decide 
sequence, data units and data exchange are described in detail to aid in apprehension and 
documentation of the proposed methodology. A detail description of the developmental effort 
of implementing the proposed methodology which features interactive numerical optimisation 
and articulation of user preferences in a form of human cognitive interactions is then given in 
order to addresses the research questions concerned with the poorly defined engineering design 
concepts. Furthermore, a suggested implementation strategy is also described in this chapter in 
order to alleviate any implied hindrance in implementing the key concepts of the proposed 
methodology in ABAQUS. 
Discussions and results of the application of the proposed methodology to a select number of 
case study problems are provided in Chapter 6. Three case studies are presented in this chapter 
in an attempt to illustrate some benefits of the proposed methodology and its viability for 
application in evaluation of engineering design concepts. Each case study aims to demonstrate 
a larger spectrum of its capabilities in different application scenarios. The first case study is a 
comparative study with respect to model size, efficiency, accuracy and confidence that is 
performed to validate the developed methodology against more traditional approaches of 
applying FEA in the conceptual design phase. Its primary goal is to provide a quantifiable 
comparative validation of the proposed methodology and to further describe the proposed 
methodology through a practical application. The focus of the study is an optimisation of a 
three-part generic load-bearing assembly with respect to its weight and load-bearing capabilities. 
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The second case study presents an application of the proposed methodology in an extensive 
exploratory search exercise to efficiently discover the latent dependence or other relationships 
between the design input parameters and the objectives in order to identify the best engineering 
concept designs. The focus of the study is a virtual exploration of a lightweight side door 
intrusion bar assembly concepts that would not compromise the strength and stiffness 
requirements for side doors of passenger cars. By contrast to the first case study, the second case 
study aims to illustrate a realistic application of the proposed methodology in terms of 
complexity and amount of uncertainty. This case study also demonstrates a strategy of validating 
the results of the search with the references to quality of the search and computational effort 
in the real situation when quantifiable comparative scores against a benchmark are absent. The 
last case study aims to demonstrate utilisation of the proposed methodology in a comparative 
evaluation of design concepts whereby a comparison of objective spaces is imposed by the 
proposed methodology rather than an inferior and undesirable point design comparison. This 
case study also demonstrates extensive knowledge that is generated when the proposed 
methodology is applied in order to facilitate qualitative, objective and confident judgements. 
On the basis of these case studies, the practical efficiency of the proposed methodology is 
demonstrated and its ability to navigate a complex optimisation search space is highlighted. This 
chapter focuses on addressing the final research question.  
The final chapter summarises the outcomes and contributions of this research and offers 
recommendations for potential areas warranting further research and development. The 
research outcomes are analysed by first revisiting the research questions and providing a 
comprehensive summary of achievements in this research that address those questions; and 
subsequently highlighting the original contributions in detail.  
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Chapter 2   
Evaluation of engineering design 
concepts 
2.1 Overview 
An essential deliverable of an engineering design process is a final and accurate description of 
the artefact. The most important stages of the design process are the generation and evaluation 
of design concepts in order to determine the preferred design. Since the introduction of 
computer aided engineering (CAE), researchers and practitioners strived to utilise them in the 
design process in order to increase knowledge and obtain more complete understanding of the 
problem which would ultimately lead to a greater probability of success in design. While such 
methods have successfully been implemented in the later phases of the design process, their 
implementation in the early stage of concept evaluation was not as effective or as efficient. This 
chapter provides an overview of the relevant elements of the concept selection stage and 
discusses current approaches used in the evaluation of design concept alternatives. An 
introduction to the finite element analysis with respect to its application in the design process 
is provided together with a detailed discussion of its application in the concept selection stage, 
which is of direct relevance to this research. 
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2.2 Conceptual Engineering Design Phase 
2.2.1 Engineering Design Process 
The design process is well defined by Budynas and Nisbett [2010] as a plan to satisfy a specific 
requirement or to solve a problem. It is a complex activity and there have been many attempts 
to construct maps or models of the design process in order to define a general guide for the 
practicing engineers. Some of the more traditional approaches representing the current or 
typical professional heuristic practice are suggested by Dhillon [1995], Dym and Little [1999], 
Otto and Wood [2001], Bouchart et al., [2002], and Mulder [2006]. However, new theories, 
methods and techniques continuously emerge from the engineering design research and practice 
and they include approaches such as design for X [Holt and Barnes, 2010], 
collaborative/concurrent engineering [Ostergaard and Summers, 2009; Yassine et al., 1999], 
affordance-based design [Maier and Fadel, 2009], C-K design theory [Hatchuel and Weil, 2009] 
and others. The most importance difference between the approaches is the inclusion of the later 
design or life cycle phases early in the design process. On the other hand, their similarities can 
be contributed to their association with the systematic approach to design of Pahl et al., [2007] 
upon which the generic model of conventional engineering design process may be constructed 
(see Fig. 2.1). The practicing engineers generally agree with this schematic representation 
[Mosborg et al., 2005], that emphasises the importance of the conceptual design phase.  
2.2.2 Conceptual Design 
As highlighted in Fig. 2.1, the conceptual design phase follows the clarification of the problem 
statement by generating broad solutions that aim to satisfy the design requirements. This phase 
is the most demanding for the design engineer as it is generally a cross-disciplinary activity 
involving several professionals and representatives of the users and stakeholders. The nature of 
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this phase is such that few, if any, universal process models exist, however it is still possible to 
identify a general set of design activities that need to be performed to solve design problems 
and to deliver desirable results. The three common stages of a generic concept design phase are 
shown in Fig 2.2 [Keinonen and Takala, 2006]. Background research incorporates acquisition of 
sufficient knowledge of customer needs, technology forecasts and the business environment in 
order to explore a wide range of possibilities and identify opportunities. Activities such as 
abstraction, establishing function structures, searching for appropriate working principles and 
combining these into a working structure formulate the basic solution path commonly 
accomplished to obtain a number of concept solutions at the concept generation stage. At the 
concept evaluation stage, the generated concepts are reviewed and assessed based on a relevant 
set of criteria. Also, the assumptions made at the concept generation stage are validated and 
developed further. The outcomes of this stage are returned to the preceding stages reflecting 
the iterative nature of the process. While it is generally accepted that the conceptual design 
phase is relatively inexpensive, the decisions made in that early part of the design process impact 
profoundly the cost of the design and manufacturing of the product. The majority of product 
costs are committed in this phase indicating that the greatest influence for cost reduction occurs 
early in the product development process, as indicated in Fig. 2.3. During the conceptual design 
phase typically in excess of 70 – 80 per cent of the commitment to the eventual total cost of 
the product will be made during the expenditure of the initial 20 per cent of the costs [Smith 
and Reinertsen, 1998]. Decisions made during this phase can inevitably freeze many of the 
critical cost factors in a product, making it impossible to significantly reduce its fundamental 
cost structure later in the development process. Any late attempts to modify the product are 
likely to incur extensive time and cost penalties. The penalties are often manifested through 
expensive, unplanned rework during development and the later design phases even of the 
highest standards cannot compensate for a poor design decision taken at the conceptual design 
phase. In the conceptual design phase, it is therefore attempted to generate a number of 
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solutions of the widest range to avoid exclusion of any potential breakthrough concepts. The 
time available or allocated for this task is, more often than not, severely limited due to the 
common demand in industry for shorter development cycles. This time versus completeness 
(or uncertainty) dilemma arises persistently throughout the course of the conceptual design 
phase. Furthermore, the concept evaluation stage often causes conflicts between decision 
makers because of their variations in experience, knowledge, organisational or professional 
loyalty, understanding of the purpose and goals, and/or contradictory purposes and goals. Each 
decision maker may have a different mental model of the concepts, assumptions about them, 
interpretations of realities, expectations, etc. Lack of an objective approach capable of providing 
a shared, codified and most of all, a more informative model that can test and align the decision 
makers' mental models, frequently leads to inefficient navigations in the complex design space 
that ultimately may end in poor decisions with expensive consequences and penalties. The 
demerits of the existing methodologies need to be addressed by a methodology capable of a 
more efficient navigation of the complex design space and also capable of an evaluation of a 
larger number of concept alternatives within the available time budget. Hence, this would 
increase the overall knowledge about the design space by producing data that are based on 
rigorous and objective metrics. This consequently contributes to the creation of a more 
informative model that can test and align the mental models of the participating decision makers 
to produce quantitative, objective and confident judgments. As a result, the improved 
confidence in the judgement pushes the knowledge curve closer to the desired knowledge curve 
(see Fig. 2.3) that is causing a paradigm shift which tends to push the committed cost and design 
freedom curves closer to their respectively desired values and make the overall design process 
more appealing and cost effective. 
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Figure 2.1 - Typical engineering design process map [Pahl et al., 2007] 
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Figure 2.2 - The activity layers of product conceptualisation [Takala and Ekman, 2002] 
2.3 Concept Evaluation of Nonlinear Load-
bearing Structures 
The evaluation of product concepts is one of the critical steps in the concept development 
process and its importance has been recognised in both the academia [Brown and Eisenhardt, 
1995; Finger and Dixon, 1989a; 1989b; Griffin and Hauser, 1996; Krishnan and Ulrich, 2001] 
and in practice [Chesbrough and Teece, 2002; Gates, 1999; Welch and Kerwin, 2003]. At this 
stage decisions whether to discontinue, improve or utilise a concept are made. Research of 
design has been an intensive research area in recent years and the design engineers are currently 
faced with an array of concept selection methods and techniques to aid their design work. 
However, all concept selection methods identified in literature can be deemed as a variation of 
the following main types of methods: 
• Utility theory [Pahl et al., 2007]; 
• Analytic Hierarchy Process (AHP) [Saaty, 2008]; 
• Pugh's graphical evaluation [Pugh, 1995]; 
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• Quality Function Deployment (QFD) matrices (aka "House of Quality") [Marsh 
et al., 1991]; 
• Fuzzy Logic [Thurston and Carnahan, 1992]. 
The principal idea behind all of the concept evaluation methods is that performance of each 
design alternative is analysed and scored against the design objectives. Therefore, three generic 
steps are identified [Roozenburg and Eekels, 1996]: 
Step 1. Determine assessment criteria; 
Step 2. Select candidates for the comparison; 
Step 3. Attain evaluation scores for each candidate. 
 
Figure 2.3 - Lifetime Production Cost (adapted from Buonanno and Mavris [2004]) 
2.3.1 Definition of the assessment criteria 
As evaluation of concepts can only be performed by considering the objectives a design is 
intended to achieve, the comparison criteria must be based on some assessment of the overall 
value or utility of a particular design concept with respect to meeting the design objectives. 
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However, as designs are always multi-objective in order to include technical and economic 
factors, user requirements, safety requirements, etc; the design engineer's preference is 
traditionally represented by means of differentially weighing objectives. The commonly utilised 
weighing schemes are either based on an absolute scale where each preference to an objective 
is specified independently; or on a relative scale where the preference is expressed relative to 
the other preferences.  
2.3.2 Selection of design concepts for comparative assessment 
While it is possible to generate many design concepts at the concept generation stage that 
precedes this evaluation stage, in some cases, not all design concepts are suitable for further or 
detailed evaluation. This step is, at least, a paradox of the conventional concept evaluation 
methods as it recursively implies another evaluation method within its own definition for which 
comparison criteria may not explicitly be specified but rather implied. This step is mandatory 
when function structures are established rather than a complete solution provided at the 
concept generation stage. In particular, at the concept generation stage, a number of possible 
functional components or working principles are generated, which are then combined together 
into a working structure to formulate a basic solution by utilising a morphological chart. 
Therefore, this step typically requires a screening of the formulated solutions based on personal 
intuition and historical experience in order to identify solutions that are not feasible. 
Furthermore, this step is to further qualify the generated solutions in order to reduce the total 
number of generated concepts, so complex and difficult evaluations of performance scores of 
the remaining concepts are potentially more manageable and obtained with less effort.  
2.3.3 Evaluation of comparative scores 
All concept evaluation methods are generic in their nature and they require all scores for the 
evaluation criteria to be obtainable. However, the required level of detailed information and 
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rigour to achieve an objective evaluation of a large number of engineering design concepts is 
typically not available in the early stages of concept design. This defines the attainability of 
evaluation scores and consequently selection of the preferred design concepts to be a major 
challenge to the design engineers. This becomes particularly evident in the evaluation of design 
concepts of complex load-bearing structures that are integrated within or inherently connected 
with complex mechanical engineering systems. Different concept evaluation methods are trying 
to overcome this impediment in their distinctive ways, hence the wide range in concept 
selection methods. Choosing the right concept selection method for a particular design process 
can be a difficult task. 
When considering complex load-bearing structures, the existing concept evaluation methods 
are not providing the means for rigorous and reliable analysis and assessment against the 
evaluation criteria. As complex load-bearing structures are generally integrated within or 
inherently connected with complex mechanical engineering systems, a choice of the evaluation 
method will significantly be influenced by the importance of the load-bearing structure for the 
overall functionality of the system. An extensive review of literature indicates that currently 
analysis and scoring in concept design is based primarily on personal intuition and historical 
experience of the designing team or individual experts [Ayag and Ozdemir, 2009; Cleland and 
King, 1993; Crossley and Laananen, 1997; Knosala and Pedrycz, 1992; Qiu et al., 2002; Yeo et 
al., 2004]. This approach is typically associated with the concept evaluation methods that are 
based on qualitative scores and avert evaluation in absolute terms because they avoid guessing 
of concept performance, which has higher risk of failure in the prediction than a simple 
qualitative comparison. This problem has been tackled to date using some less popular 
alternative analysis and scoring approaches, such as: development of primitive mathematical 
models (soft models) [Bonnema and van Houten, 2006; Darlington and Booker, 2010; Hock, 
1997; Sivaloganathan et al., 2001]; reverse engineering of a competitive or similar product [Ayag 
and Ozdemir, 2009; Bisgaard, 1992; Suri and Luscher, 2000]; acquiring knowledge about a 
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product through literature, including patent searches [Ayag and Ozdemir, 2009; Hambali et al., 
2009; Suri and Luscher, 2000; Yeo et al., 2004], or preliminary experimental work [Bisgaard, 
1992; Hambali et al., 2009; Weaver and Ashby, 1996; Zhong et al., 2012], which are described 
in detail in the ensuing subsections. These alternative approaches are usually associated with 
high resource and time demands, which is the main reason for their lack of popularity in 
practice. Furthermore, they become very inefficient when numerous design concept 
alternatives are present, which diminishes their ability to increase the highly sought knowledge 
about the design concept alternatives. Moreover, the approaches based on personal intuition 
and historical experience of the design team or individual experts are sensitive to expertise and 
availability of suitable participants, which makes them ineffective in the absence of prior 
relevant experience. As Lopez-Mesa and Bylund [2011] report, in spite of presence of some 
prior experience which evidently is not a guarantor of certainty in the concept evaluation stage, 
the design engineers are often not satisfied with the results obtained using such approaches. This 
is mainly due to a lack of rigour and discipline to maintain an objective evaluation in the 
approaches whereby the obtained results are often only average solutions as the possible benefits 
of unique solutions are generally hidden by assumed and often unwarranted risks. The nature 
of designing complex load-bearing structures is such that at this early stage the concepts usually 
lack detail and more definite performance indicators to enable precise scoring against the 
evaluation criteria. To be effective in an environment of technical complexity and innovation, 
the concept evaluation methods require quality information inputs beyond the available 
experience base. This provides the principle motivation for a new method developed in this 
research based on a novel approach to comparative evaluation of nonlinear load-bearing 
engineering designs that utilises numerical optimisation and FEA and hence through rigorous 
assessment gain more knowledge and confidence for more objective and evidence based 
decision making 
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2.3.3.1 Intuition based evaluation approaches 
At the early stage of the design process, the lack of quantitative information is commonly 
compensated by soliciting expert opinions to subjectively rate each candidate against the 
identified criteria. These evaluation approaches tend to be inherently inaccurate as they are 
based on subjective assessments under the circumstances where there is insufficient knowledge 
about the concept characteristics. For example, Ulrich and Eppinger [2007] mention the 
following most frequently encountered intuition based evaluation approaches: 
• Pros and cons – the design team lists the strengths and the weaknesses of each concept 
and makes a choice based upon group opinion; 
• External decision – concepts are turned over to the costumer, client, or some other 
external entity for selection; 
• Product champion – an influential member of the design team chooses a concept based 
on personal preferences; 
• Multivoting – each member of the design team votes for several concepts whereby the 
concept with the most votes is selected. 
Ullman [2003] mentions three additional approaches that rely on subjective ratings based on: 
feasibility judgement, technology-readiness assessment, and Go/No-Go screening. All of these 
approaches, in addition to the obvious sensitivity to the available expertise, are significantly 
influenced by the human factor, that is, the way human process information. According to 
Proctor and Zandt [2011], the manner in which concepts are presented to an evaluation team 
will have a major impact upon the outcome of the evaluation because the human perceptual 
stage of information processing consists of pattern matching, therefore the human evaluators 
are likely to see each concept in terms of concepts that have been previously approved and 
thus, subconsciously tend to discriminate against totally new or revolutionary concepts. In order 
to enhance these approaches and in order to an attempt to minimise the human factor, fuzzy 
logic [Zadeh, 1965] is frequently employed to account for, to some extent, the fuzzy nature of 
the human decision making process when evaluating design concepts. The structure of a 
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Mamdani type fuzzy logic system (FLS) [Mamdani and Assilian, 1975], which is the most 
commonly used fuzzy inference methodology, is shown in Fig. 2.4. A more detailed discussion 
of fuzzy logic systems is provided in Yadav et al., [2003] and Chen et al., [2006]. In general, the 
inputs and the outputs of the FLS are considered as  fuzzy linguistic variables which are labelled 
with linguistic terms like ''very low", ''low", ''medium", ''high", etc. The fuzzy IF-THEN rules 
are then used to conveniently articulate the experts’ knowledge about the relationships between 
the inputs and the outputs, and therefore utilise inaccurate ratings to infer the aggregated overall 
evaluation rating. For example: IF input A is LOW AND input B is HIGH, THEN output X is 
HIGH. In absence of the expert’s knowledge, the fuzzy IF-THEN rules are typically defined 
through ad-hoc expertise. For example, Hambali et al. [2009], in their evaluation of automotive 
bumper beam concepts, compensated the absent experts’ knowledge through an extensive 
review of publications. They have extensively surveyed the available publications in order to 
define their evaluation criteria and the desired performance output. A similar approach was 
adopted in Yeo et al. [2004] for their concept evaluation of load-bearing fixtures. Another 
typically utilised substitution for the experts’ knowledge is knowledge obtained via reverse 
engineering of existing, often, competing products. Unlike the previously described literature-
based knowledge that may include investigations into theories and other natural phenomena, 
reverse engineering is strictly focused on an instantiation of an existing product. For example, 
Suri and Luscher [2000] in their evaluation of snap-fit concepts relied on reverse engineering to 
acquire knowledge for the assessment of novel solutions. They have demonstrated effectiveness 
of this approach in the case of the inexpensive product, however, its effectiveness, mainly due 
to the destructive nature of the reverse engineering, generally deteriorates with complexity as 
the cost of the product increases.  
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Figure 2.4 - General structure of a Mamdani-type FLS 
 
2.3.3.2 Primitive mathematical models – “Soft” Models 
The primary postulates of soft modelling aver that reasoning and decision making should exploit 
the tolerance for imprecision and uncertainty, thus sacrificing precision and rigour in the 
process. Therefore, soft modelling is characterised by the implementation of inexact solutions 
to approximate complex and/or prohibitive systems. It is analogous to soft computing, a term 
used in computer science to model computationally hard tasks for which there is no a known 
algorithm that can compute an exact solution within a realistic time budget. Soft computing 
utilises techniques such as neural networks, fuzzy logic, Bayesian network and chaos theory to 
manage imprecision, uncertainty, partial truth, and approximation to achieve practicability, 
robustness and low cost solutions [Zadeh, 1994]. In the design process of structural mechanical 
assemblies or assembly components, products/components being designed tend to be 
approximately described by various mathematical programming methods [Curran et al., 2006; 
Pope and Schmit, 1971; Sobieszczanski and Leondorf, 1972; Stround and Sykes, 1969; Thorton 
and Schmit, 1968] or by linear spring networks [Gusev, 2004; Hamza and Saitou, 2004; Jagota 
and Bennison, 1994; Kanellos, 2007; Kellomaki et al., 1996; Kilian and Ochsendorf, 2005]. The 
development and calibration of soft models for more complex load-bearing structures may not 
be economically justifiable nor feasible because the calibration generally requires a considerable 
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number of evaluations to produce meaningful outputs [Gesoglu and Guneyisi, 2007]. However, 
for some uncomplicated scenarios such as truss structures, this approach is evidently successful 
[Farshi and Alinia-ziazi, 2010]. The principle disadvantage of this approach is that the soft 
models are surrogates decoupled from particulars of the concept solution they represent. For 
the consequence, they are only capable of capturing very basic and general trends. Furthermore, 
linear and quadratic approximation soft models that are usually encountered in response surface 
methodologies are well suited only for local approximations, that is, in the neighbourhood of a 
single point. 
2.3.3.3 Empirical evaluation 
An experimental validation of the concepts is the most obvious but the most expensive 
approach. Zhong et al. [2012] in their novel design of gear selector, experimentally evaluated 
two final design concepts. Although, the evaluation produced quality results of the highest order 
when compared with the other evaluation approaches, the cost and effort associated with the 
preparation and the execution was significant. The cost becomes the prohibitive factor in 
application of this approach on some load-bearing design concepts as their empirical 
performance evaluations require destructive tests. Furthermore, it typically requires reasonably 
mature concepts which usually are not available in early stages of the conceptual design phase. 
2.3.3.4 Other approaches 
In practice, the presence of tangible and intangible criteria in the concept design evaluation 
usually requires quantitative and qualitative performance measures. This real phenomenon 
motivates the hybrid approach of combining the quantitative and normative evaluation 
approaches with the qualitative and descriptive evaluation approaches, which may not be 
intervened but rather applied separately on the same concept variation. Some other 
contributions and insights in the concept evaluation approaches can be found in the works of 
Bernard [1999], Borg et al. [1999], Chen and Lin [2002], and Koji et al. [2004]. 
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2.3.4 Application of FEA in Concept Evaluation 
As a natural extension to the approach associated with the “soft” models, there have been 
attempts recently to utilise finite element analysis to produce more objective and quantifiable 
scores for evaluation of design concepts in engineering. However, the utilisation of FEA in the 
conceptual design phase has been very infrequent and partially effective to date because of the 
large amount of computations and of high level of finite model fidelity that were required. FEA 
is therefore, traditionally used in the later validation phase of the development process [Firat, 
2007; Gelgele, 2006; Kajtaz, 2012; Qian et al., 2001] to improve solution synthesis once a 
preferred design is fully defined. Despite the mentioned shortcomings and their lack of 
applicability in the conceptual design phase, the FEA based approaches are sometimes the only 
feasible alternatives capable of evaluating load-bearing structures due to high complexity of the 
engineering design concepts. It is therefore the objective of this research to adapt this approach 
to become more affordable and effective in the conceptual design phase, so a more detailed and 
introspective consideration is presented in the ensuing sections. 
2.3.4.1 Typical application of FEA in Engineering Design 
Predicting failure due to unknown stresses by showing problem areas in a material and allowing 
the engineers to explore the theoretical stresses within a structure is the principle contribution 
of FEA. There are generally two types of analysis: 2-D modelling (based on the early works of 
[Melosh, 1961]), and 3-D modelling (based on the early works of Argyris [1964], Gallagher et 
al. [1962], Martin [1968], Melosh [1963]). While 2-D modelling conserves simplicity and has 
modest computational requirements for the analysis, it tends to produce less accurate results. 
On the other hand, 3D modelling produces more accurate results but requires considerably 
higher computational power for an effective execution of the analysis. Accuracy versus 
computational cost or solution convergence is an unavoidable dilemma in FEA that is generally 
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resolved either by a systematic trial-and-error process, or by following set guidelines or even by 
experienced engineering judgement.  
FEA was first used to solve problems of stress analysis, and has since been applied to many other 
problems like thermal analysis, fluid flow analysis, piezoelectric analysis, and many others, 
which has developed FEA into a key, indispensable technology in the modelling and simulation 
of advanced engineering systems in various fields. The historical perspective on the expansion 
of FEA in other engineering fields can be obtained through works of Archer [1965], 
Girijavallabham and Reese [1968], Lyness et al. [1977], Martin [1968], Silvester and Ferrari 
[1983], Wilson and Nickel [1966], Young and Crocker [1975] and, Zienkiewicz and Cheung [ 
1965]. The typical structural areas of the FEA application include stress analysis, buckling and 
vibration analysis. While it is versatile in the range of problem types and application areas, 
overwhelming amounts of the literature indicate that the goal of the FEA application is always 
either to validate, including a prediction of outcomes, or to improve (optimise) the response by 
altering the system. Gelgele [2006] used FEA to investigate implications of dimensions on 
pressure vessels to predict local stresses, while Noor and Atluri [1987] reported application of 
FEA to predict stress changes in an off-shore concrete oil platform and in a core support 
structure of a nuclear reactor as a result of design modifications. Similarly, Xu et al., [2008] 
suggested an approach in predicting stresses in dental implants by using different commercial 
FEA software. In these and similar cases, FEA successfully replaced experimental validation and 
measurements that otherwise may not be feasible due to high costs or reliable due to limitations 
of the experimental apparatus. In particular, a placement of measuring devices, such as strain 
gauges, for an accurate measurement of stresses and stress concentrations is typically difficult 
task in an access to the structures is obstructed or unreachable. The use of FEA as a validation 
tool in vibration studies was reported by Scigliano et al., [2011] for a car windscreen problem 
and by Fransen et al., [2005] for a spacecraft launcher. In studies of this type, FEA significantly 
reduces time as it is capable of measuring a wider spectrum of frequencies within a single 
2.3 CONCEPT EVALUATION OF NONLINEAR LOAD-BEARING STRUCTURES 55 
 
 
measurement attempt, which otherwise using other measurement equipment may need to be 
executed in multiple attempts with probable recalibrations of the apparatus between the 
attempts. FEA is also an attractive choice for compliance validations of new products. For 
example, tubular steel products [Dvorkin and Toscano, 2003], tapered roller bearings [Ramírez 
et al., 2013], inflatable beams [Apedo et al., 2010] or for compliance validations of new 
materials such as the case of the design of a composite roll bar for crashworthiness [Kang et al., 
2012] and composite sandwich structures [Styles et al., 2008]. The FEA validation tests, in 
comparison to the empirical tests, tend to provide the greater and more complete understanding 
of the product performance, which generally leads to significant reductions of the invested costs 
and time. Crashworthiness is an application area where the above FEA benefits are most 
frequently exploited and it is the area where FEA is traditionally utilised for a range of problems 
from automotive [Lau et al., 2006; Obradovic et al., 2012; Sousa et al., 2008] to the aerospace 
[Bisagni, 2002] applications as it provides non-destructive, efficient and yet reliable alternatives 
to physical testing. Another application area where FEA is an established and accustomed 
validation agent or an objective evaluator is optimisation. It is a very rare occurrence in the 
literature to encounter an optimisation objective evaluator other than FEA, especially not in 
the cases of load-bearing structures because it allows for rapid and almost effortless model 
alternations of complex shapes, loading conditions and materials. For example, Cristelo and Kim 
[2006] use FEA for a design and an optimisation of an automotive universal joint; Krishna [2008] 
for an optimisation of a mega-bracket; and Nilsson et al., [1999] for an optimisation of a B-pillar. 
In many scenarios, an evaluation of optimisation objectives is only viable by FEA such as 
problems related to crashworthiness [Kajtaz, 2011; Kajtaz, 2012; Liu, 2008; Qi et al., 2006; Yin 
et al., 2013; Zhang et al., 2012] or forming processes [Bonte et al., 2010; Edke and Chang, 2006; 
Firat, 2007; Shimoda and Tsuji, 2006]. 
The wide range of FEA applications, summarised above in this brief literature review, indicates 
that FEA is beneficial, widely recognised and accepted tool for evaluation of design solution 
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alternatives that are quantifiable, detailed and concrete. By contrast, the concept solutions are 
defined at different detail level which is characterised by nonquantifiable, unclear and 
incomplete information. Ullman [2003] provides a clear distinction between concept and 
product evaluation and suggests that for the concept evaluation, the aim is to use the least 
amount of resources to reliably identify the concepts with the highest potential for becoming a 
quality product. In addition to the requirement for high fidelity finite element model, the FEA 
demand for resources is typically high, which is additional reason why Ullman [2003] explicitly 
recommends FEA as one of the product evaluation approaches rather than a concept evaluation 
approach. Product evaluation or validation typically occur in the later phases of the design 
process when it is possible to generate an adequate amount of detail in order to produce 
complete and high fidelity finite element models and a number of concept designs has 
converged to a smaller and computationally manageable number of alternatives. However, since 
the design challenge in industry today is no longer only to perform faster, better and cheaper 
within the allocated time, but it is extended to include performance with fewer people with 
less experience, the reliance only on the intuition based evaluation approaches may not produce 
expected results. Therefore, it is a motivation of this research to adapt FEA to the design 
concept evaluation phase, so the benefits of FEA can also be efficiently exploited in that phase 
where uncertainty is dominant due to a lack of detail. 
2.3.4.2 Conventional concept evaluation approach based on FEA 
The current FEA based approaches for evaluation of load-bearing structures in engineering 
design at concept evaluation stage use FEA mainly as a numerical processor to execute a point 
comparison between selected design concepts. In this context, the design concepts are 
previously defined using empirical knowledge driven by personal intuition and historical 
experience, whereby FEA is only utilised to differentiate the performance of the design 
concepts with respect to a set of criteria. At present, a typically practiced FEA-based approach 
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for evaluation of load-bearing engineering design is an ad hoc adaptation of a conventional FEA 
application in the conceptual design phase environment whereby the use of FEA closely 
resembles the subsequent product validation phase where FEA is traditionally practiced 
[Davoodi et al., 2011; Hambali et al., 2009; Sapuana et al., 2005]. 
An example of a typical application of the conventional approach based on FEA is best 
described in Davoodi et al. [2011] on concept selection of a car bumper beam. The generic 
process used there can be summarised by the following sequence of steps: 
1. Derive evaluation criteria from the customer requirements 
2. Utilise empirical knowledge, literature or other intuition based techniques to converge 
from a large number of generated concept to a smaller and manageable number of 
concepts 
3. Utilise FEA to execute a point comparison between the selected number of designs 
4. Utilise multi-criteria decision-making tools to select the best concept design 
It is obvious that in order for this approach to be applicable, the high level of detail for the 
selected number of the concepts designs needs to be available. Therefore, this approach is 
generally suited for cases of incremental product development and/or when a sufficient level 
of design expertise is present. Clearly, the principal FEA requirements for high fidelity models 
and high computational demands are not systematically solved but rather circumvented. The 
lack of high fidelity is compensated through the user experience and the high computational 
demands are avoided by restricting the number of evaluations. These circumventions are the 
most critical disadvantage of the current FEA based approach. Attempts to improve on these 
limitations by applying traditional intelligent tools for reduction of the FEA resource 
requirements usually fail as methods such as knowledge based engineering (KBE) [Chapman 
and Pinfold, 2001], neural networks [Nagendra et al., 2005] and response surface modelling 
(RSM) [Uikey et al., 2005] have been developed in and for the environment where FEA is 
conventionally used. In particular, these surrogate-like methods are based on a fully defined and 
existing finite element model for which they create an approximation that is then executed 
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instead of the finite element model. Therefore, to be successfully applied they need a complete 
finite element model, which is, as discussed earlier, typically not available in the concept 
evaluation phase. Also, computational cost associated with preparation and definition of the 
approximations is generally high and there are reports in the literature that question their 
accuracy [Duddeck, 2008]. Furthermore, their principle limitation from the perspective of the 
design concept evaluation is that the generated approximations are decoupled from particulars 
of the concept solution they represent, which generally prevents them from being able to 
capture all desired relations and effects. When considering outcomes of the point comparison 
produced by this approach, in order for it to be effective, the general imperilment of the point 
design comparison should be avoided, which is reflected in a tendency to compare non-optimal 
variations of the concepts or in even the worst case scenario: an optimal variation of one concept 
with the non-optimal variation of another. 
The extensive literature review presented in this Chapter demonstrates a lack of applicable 
methods to define and develop a systematic FEA approach that can be used more effectively in 
the conceptual design phase to increase required knowledge about the concept solutions in 
order to compensate for absence of expertise or relevant prior experience. The research 
presented in this thesis attempts to adapt FEA to the specific environment of the engineering 
concept evaluation phase by solving the identified impediments and demerits of the existing 
approaches.  
2.4 Chapter Summary 
This chapter has presented the elements of design process and has introduced the evaluation of 
design concepts as the most important and most critical stage of the design process as typically 
in excess of 70 – 80 per cent of the commitment to the eventual total cost is made in this stage. 
Although, the principal idea behind the evaluation of design concepts is simple, as it has been 
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discussed in this chapter, the attainability of evaluation scores and consequently selection of the 
preferred design concepts proved to be a major challenge to the design engineers due to the 
lack of quantitative information at the early stages of the design process. As a direct 
consequence, the existing concept evaluation methods are not providing the means for rigorous 
and reliable analysis and assessment against the evaluation criteria and they are primarily based 
on personal intuition and historical experience of the design team or individual experts. They 
tend to be inherently imprecise as they are performed in the conditions where there is 
insufficient knowledge about the concepts characteristics and they are sensitive to expertise 
and availability of the individuals. The insight into alternatives to this predominant type of 
evaluation methods such as “soft” models, empirical evaluation and a series of hybrid approaches 
has also been provided in this chapter. However, demerits of the alternative approaches such 
as high cost, high level of abstraction and approximation significantly affect their effectiveness 
when considering complex load-bearing structures. In this chapter, after a comprehensive 
review of the existing approaches and their demerits, the opportunity to effectively adapt the 
alternative approach based on FEA to the design concept evaluation phase has been identified. 
Therefore, the widely recognised benefits of FEA that are generally exploited at the later stages 
of the design process where FEA is traditionally used, are to be also exploited in the concept 
evaluation stage through the outcome of the research presented in this thesis. 
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Chapter 3     
 
Extension of substructuring 
technique in the nonlinear 
domain 
 
3.1 Overview 
Conventional finite element models based on substructures allow only linear analysis. For this 
reason, in this research it was necessary to introduce a new algorithm capable of substructuring 
nonlinear structural models with sufficient accuracy in order to enable evaluation of engineering 
design concepts of this type in a more objective and rigorous manner. The main requirement 
for successful application of substructuring to this class of design problems is the definition of 
structural stiffness within an engineering design concept, which is in fact, the minimal 
requirement for FEA functionality. The research is based on a novel idea of expanding the 
substructuring technique beyond the linear response expectancy application whereby a scalar 
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qualifier is employed to economically modify original substructure matrix to enable 
substructures to exhibit a nonlinear response. The extension and integration of substructuring 
is crucial to the success of the proposed methodology, as it reduces some of FEA’s high demands 
for time and resources to allow FEA to become more computationally efficient and affordable 
in the conceptual design phase. This chapter provides a comprehensive overview of the 
traditional substructuring process, followed by a detailed description of the developed novel 
method that extends substructures beyond the linearity domain. The implementation of the 
extended substructures within a commercial FEA code (ABAQUS) is then presented.  
3.2 Substructuring 
Structural alternations as a result of an engineering design search imply modifications to their 
finite element models which are usually reflected as changes in member size, material and 
general modifications of the finite element mesh. However, the loads on the structure are 
unaffected by the alternations and as they remain unchanged the situation can symbolically be 
described as: 
Initial system: KU = F (3.1) 
Altered system: K* U* = F (3.2) 
where K* = K + ∆K (3.3) 
        U* = U + ∆U (3.4) 
In order to obtain desired unknowns U*, an obvious approach is a complete resolution of the 
altered system or alternatively to obtain U* with less computational effort than complete 
resolution by utilising information available from the initial system. The alternative, called 
reanalysis approach, was a very attractive solution approach in the infancy of computational 
engineering because of then limited computational resources. Arora [1976] in his 
comprehensive review of reanalysis approaches lists over 80 references describing the reanalysis 
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methods. The reanalysis approaches continued to intrigue researchers for decades later and 
many new approaches have been proposed [Abu Kassim and Topping, 1987; Barthelemy and 
Haftka, 1993]. The various approaches may be categorised as follows [Kirsch, 2008]: 
1. Direct methods, giving exact closed-form solutions and applicable to situations where a 
relatively small part of the structure is changed. They are usually based on the Sherman-
Morrison [1949] and Woodbury [1950] formulas for the update of the inverse of a 
matrix. 
2. Iterative methods, based on convergence from U toward U* at a rate that is case 
dependent. The iterative methods work best when alterations are small since large 
differences between K and K* make the iterations converge slowly or even diverge.  
3. Approximate methods, giving approximate solutions, with the accuracy being 
dependent on the type of changes. They are usually based on a truncated series 
expansion or on a reduced set of structural equations and they are generally suitable for 
situations where changes occur for large parts of the structure. The common 
approximations can be further divided into: local approximations (the Taylor series 
expansion or the binomial series expansion), global approximations (polynomial fitting, 
response surface, or reduced basis methods) and combined approximation (Kirsch and 
Rubinstein [1972] improvements of the iterative method). 
The reanalysis approach used in this research is referred to as substructuring technique and it 
categorised as a direct method of reanalysis. Mathematically, substructuring is considered as a 
partial solution of the complete set of structural equations. Physically, substructuring is 
considered as a division of a structure or a finite element mesh into multiple non-overlapping 
domains (Fig. 3.1). In other contexts, substructuring is also known as blocking or dissection 
(numerical analysis), and diakoptics or tearing (electrical engineering). The substructuring 
process includes the following steps [Cook et al., 2001]:  
• Condensation of degrees of freedom (DOF) and the loads of a substructure to the 
retained nodes. The substructure is then treated as a traditional finite element connected 
to other elements via the retained nodes.  
• Assembly of the stiffness and nodal force contributions from the substructure into the 
global stiffness matrix and the force vector.  
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• Evaluation of the system's equilibrium equations.  
• Recovery of displacements of the condensed nodes from the retained nodes and 
followed by an evaluation of strains and stresses for the substructure. 
 
Figure 3.1 – Schematics of Substructures 
3.2.1 Nodal condensation 
A nodal condensation, or a reduction of the number of element DOF, is utilised to perform a 
partial evaluation of the total finite element system equilibrium equations prior to assembling 
the structure stiffness and force matrices. Originally, it was used to eliminate the internal degrees 
of freedom in a quadrilateral finite element constructed from four triangles [Wilson, 1965]. The 
process consists of employing Gauss elimination to eliminating DOF associated with the 
condensed, also known as slave, nodes until only DOF associated with the retained, or master, 
nodes remain. As the global stiffness matrix is obtained by direct addition of the element 
stiffness matrices, the nodal condensation implies that some of the total Gauss solution is already 
accomplished on the element level which reduces the overall size and bandwidth of the global 
stiffness matrix.  
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In order to establish the equations used in the nodal condensation and further illustrate this 
technique, let ku = f be a linear problem of a substructure under consideration requiring a 
solution [Wilson, 1974]. Let m be the set of all indices of DOF associated with the retained 
(master) nodes. Grouping DOF corresponding to m in the vector um and those corresponding 
to the slave nodes, s, in us, the original problem expression is partitioned into the form: 
mm ms m m
sm ss s s
     
× =    
     
k k u f
k k u f
 (3.5) 
By mimicking Gauss elimination, which is assuming that kss is invertible, vector us is obtained 
using the second row of Eq. (3.1) as: 
1
s ss sm m s
−
= − −u k k u f  (3.6) 
Substituting this into the first row of Eq. (3.1) yields: 
mm m m=k u f  (3.7) 
where:  
1
1
mm mm ms ss sm
m m ms ss s
−
−
= −
= −
k k k k k
f f k k f
  
In mathematics, the stiffness matrix mmk  from Eq. (3.7) is referred to as the Schur complement 
of the matrix kmm in k and it inherits all properties of k [Fuzhen, 2005]. This important quality 
enables a substitution of an unreduced matrix with a condensed matrix and thus allowing all 
consequent matrix operations to uninterruptedly execute. Therefore, the condensed matrices 
are treated as ordinary matrices of any traditional finite element and they are assembled into 
the global stiffness matrix and the equivalent nodal force vector in the standard manner. If 
required, the condensed DOF, us, are recovered using Eq. (3.6) which may be further simplified 
if the loads act on the master nodes only, then fs=0 and Eq. (3.6) simplifies to: 
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1
s ss sm m m
−
= − =u k k u Lu  (3.8) 
where matrix L is a linear transformation between the master and the slave DOF of a 
substructure [Guyan, 1965; Vorob'ev et al., 1994]. The stresses at any point are computed from 
the retained displacements um as follows.  
Given the stress vector: 
 [ ][ ] 0 0Tm s m s= − +σ S S u u Cε σ  (3.9) 
where: 
[ ]
m m
s m
m s
with
=
=
=
S CB
S CB
B B B
 
B - strain-displacement matrix that transforms nodal displacements to strains at any point in 
the substructure 
C - constitutive matrix that transforms effective strains to stresses at any point in the 
substructure 
Substituting us from Eq. (3.6) into Eq. (3.9) yields: 
 
*
m= +
*
σ S u τ  (3.10) 
where:  
*
0 0
1
1
m s
m
ss sm
ss s
−
−
= −
= + +
=
=
*S S S Q
t Cε σ S R
Q k k
R k f
 
In a special case when us contains a single DOF, the described condensation process coincides 
with the standard Gauss elimination technique for solving system of algebraic equations [Bathe 
and Wilson, 1976], implying that the technique can be interpreted as the partial solution of the 
global assembled system KU = F. 
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3.2.2 Benefits and Limitations of Substructures 
Substructuring is a computationally efficient way of handling complex finite element models 
because it reduces the total number of DOF by at least 10 percent, and even more than 30 
percent depending on a problem, without compromising analysis accuracy [Chandrupatla and 
Belegundu, 2002; Kajtaz et al., 2010]. These benefits originate from their generation which is 
based on the standard Gauss elimination technique whereby the nodal condensation performs 
part of the solution of the total finite element system equilibrium equations on the element 
level [Bathe, 1996]. This partial solution of the global system of equilibrium equation is external 
and independent from the remaining equilibrium equations, which can be figuratively 
interpreted as a reuse of the computational time and effort invested in generating a substructure 
at every inclusion of the substructure in a finite element model. The benefits of this type are 
most evident in the case of modelling repetitive geometries as the condensed DOF are processed 
only once. Consequently, the reduced model size leads to a more efficient allocation of 
computational resources due to benefits in shorter computational time and smaller storage 
requirements per analysis step. There is also a more pragmatic advantage in breaking a large 
problem into smaller and more tractable parts allowing for different substructures to be studied 
simultaneously by different design groups.  
Failing to utilise a substructure more than once, also fails to produce the desired computational 
savings as the total effort of producing substructures would be equal to that of using 
uncondensed elements. Hence, the potential computational benefits are only attainable by 
problems that repeatedly employ a single substructure which is definitely the case in this 
research (see Chapter 5). From the perspective of accuracy, in a static linear analysis, 
substructuring is strictly a manipulation of stiffness matrices based on the Gauss elimination 
and therefore introduces no approximations. Consequently, as indicated in Eq. (3.7), the 
response within a substructure is always linear, which is one of the crucial limitations of the 
68 3.2 SUBSTRUCTURING 
 
 
traditional substructuring technique. Hence, their behaviour as pre-defined constant stiffness 
and their traditional application in practice [Burton, 1997; Kammer and Flanigan, 1991; Palekar 
et al., 2003; Postnov and Rodionov, 1982; Singh et al., 1989; Wu et al., 1991; Yiu, 1997]. 
3.2.3 Application of Substructures 
In the early days of FEA, utilisation of substructures was more frequent, whereby their primary 
purpose was to overcome computer memory limitations by dividing a complex elastic structure 
into a multiple of more manageable smaller sections [Araldsen, 1974; Gurujee, 1978; Petersson 
and Popov, 1977]. Substructuring as a parallel computing technique was very attractive for 
distributed computing in networks of workstations working in parallel, as well as in shared 
memory parallel computers. Today, when the computer memory is more abundant and less of 
a performance critical issue, their application shifted to speeding up natural frequency 
extraction, frequency response and eigenvalue analyses [Bennighof et al., 2000; Elssel and Voss, 
2006; Floersheim et al., 2009; Gibson, 2000; Swenson and Bennighof, 2006; Thomas et al., 
2009]. In these areas of the application, the substructuring was established as an unavoidable 
and dominant technique. In particular, Bennighof and Lehoucq [2004] developed Automated 
MultiLevel Substructuring (AMLS) method which was successfully further generalised and 
commercialised by Voss [CDH AG, 2012; Elssel and Voss, 2005; Elssel and Voss, 2006] to 
become a part of many major FEA software packages capable of performing a frequency 
response and eigenvalue analysis. On the other hand, the application of substructuring in the 
other FEA areas is very marginal and if present, always tied to an analysis of elastic structures 
due to their mentioned limitation. The literature review revealed that there were no prior 
attempts to expand substructures in the nonlinear domain as proposed in this research. For 
particular nonlinear problems which require the application of substructures, a round-about 
approach was devised whereby linearly responding parts of a structure were converted to 
substructures and the nonlinearly responding parts remained meshed by traditional finite 
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elements [Bathe and Gracewski, 1981; Burton, 1997; Dodds and Lopez, 1980; Labeas and 
Belesis, 2011; Owen and Goncalves, 1983; Palekar et al., 2003; Wu et al., 1991]. This hybrid 
solution was widely accepted as the main approach for solving such rare problems as there was 
no strong demand to develop a better solution. However, in the context of the engineering 
design concept evaluation, design concept alternatives of complex load-bearing structures 
frequently exhibit nonlinear stiffness responses and hence, neither substructuring technique in 
its original formulation nor the mentioned workaround approach would be a viable solution.  
3.3 Extending Substructures 
In general, nonlinearity involves stiffness or load dependences on displacements which adds 
complexity that the traditional substructures are incapable of managing. In order to improve 
this limitation and expand the substructuring technique beyond the linear response expectancy 
application, the substructuring technique requires an adaptation to the principles of nonlinearity 
and an incremental numerical analysis. This sections summarises the fundamental principles of 
the nonlinear finite element analysis and presents the theory behind the novel concept of 
expanding the substructuring technique into nonlinearity adopted in this research. 
3.3.1 Nonlinearity and Incremental solutions 
In linearity, it is assumed that displacements and rotations are small, stress is directly 
proportional to strain, the loads maintain their original direction as the structure deforms and 
supports remain unchanged [Bathe, 1996]. With these assumptions, the response is directly 
proportional to load and the solution to the finite element equilibrium equation, KU = F is 
obtained in a single step of equation solving as U = K-1 F. Linearity may be a good representation 
of reality or a result of the assumptions made for analysis purposes, but with this not the case, 
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a problem becomes nonlinear. Based on a disagreement with a particular basic assumption used 
in linearity, nonlinearity in structures can be classed as [Bathe, 1996]: 
i. Material nonlinearity - associated with changes in material properties: material not being 
linearly elastic 
ii. Geometric nonlinearity - associated with changes in configuration: displacements of the 
finite elements not being infinitesimally small 
iii. Boundary-condition nonlinearity - associated with changes in boundary conditions: 
DOF become free or restrained at certain load level 
In general, a problem is nonlinear if stiffness or load depends on the displacements which adds 
complexity as equations that describe the solution must incorporate conditions not fully known 
until the solution is known. For a time-independent problem described by the finite element 
equilibrium equation, KU = F, K and/or F are regarded as functions of U in which, unlike in 
linearity, the solution cannot be obtained explicitly nor in a single step of an analysis. Therefore, 
the solution is obtained iteratively in a number of incremental linear steps whereby the tentative 
solution is updated after each step until a convergence test is satisfied [Bathe, 1976; Bathe, 1979; 
Bathe et al., 1978; Bathe et al., 1973]. Crisfield [2000] exhaustively reviews many such solution 
procedures but the most commonly applied implicit procedure in structural analysis is Euler's 
method of solving a first-order differential equations [Butcher, 2003] as the underlying 
incremental method coupled with the Newton-Raphson method for the equilibrium iterations 
[Bathe and Cimento, 1980; Kojic and Bathe, 2005; Strang, 2010]. The Newton-Raphson method 
solves the governing equations by applying the unbalanced forces of externally applied nodal 
loads and nodal point forces that are equivalent to the element stresses. The method is 
summarised by the following sequence of equations [Bathe, 1996]: 
3.3 EXTENDING SUBSTRUCTURES 71 
 
 
  
(3.11) 
(3.12) 
(3.13) 
where Gi–1, σ, B, K, and Ui–1 are, respectively, the unbalanced forces, stresses, strain-
displacement matrix, tangential stiffness and displacements at the start of the ith iteration, F are 
the external forces at the end of the current load increment and ΔUi are the iterative 
displacements for the ith iteration. Tangential stiffness being a function of displacement is 
iteration specific and therefore computed and assembled repeatedly.  
3.3.1.1 Principal theory of extended substructuring technique 
One of the essential aspects of the finite element theory is the calculation of finite element 
matrices. For that purpose, the most practical traditional finite element is the isoparametric 
finite element which defines both element geometry and the unknown field variables directly 
through the application of the interpolation or shape functions. The unknown field variable in 
structural mechanics is the displacement field. A more extensive introduction to the theory 
FEA is provided in Appendix B. The strain vector is defined in terms of derivatives of the 
element displacements with respect to the coordinates and a transformation of the effective 
strains to the stresses at any point in the element is performed through the constitutive matrix, 
which is constant in linear elasticity whereas in nonlinearity it is the consistent tangent matrix 
defined as: 
 tan
( )iu
σ
ε
∂
=
∂
C  (3.14) 
The strain-displacement matrix, including the shape function matrix, and the constitutive 
matrix are required for construction of the element stiffness matrix which is defined from the 
principle of virtual work for an individual element to be:  
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B CB dV= ∫k  (3.15) 
As the equation indicates, the nature of k depends on the material property matrix and it is 
governed by the element's shape functions. In linearity, in order for the basic assumptions of 
linearity to remain valid, both of these entities are constant and independent of the element 
displacements. In nonlinearity, this stiffness formulation also allows for the stiffness adjustments 
at every increment of the iterative process in order to capture variations in matrices B and C as 
a result of the nonlinear changes. 
By contrast, traditional substructures have an explicitly defined stiffness matrix, shown in Eq. 
(3.16), as a result of Gauss elimination which prevents any modifications during an incremental 
analysis. In order to extend substructuring into the nonlinearity, a novel approach is developed 
in this research based on employing a scalar qualifier to economically modify the original 
substructure matrix at every increment and thus, allow substructures to exhibit a nonlinear 
response. The expression in Eq. (3.17) for stiffness matrix of the extended substructure is 
therefore a modification of Eq. (3.16) and presents the novel addition: 
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The scalar qualifiers mi are determined at the substructure generation level or in an intermediate 
phase between the generation and their usage. An approach and effort required for a successful 
evaluation of the qualifiers depends on availability of the numerical code and accessibility to 
the main procedure of a finite element solver. In the case when a full access to a finite element 
solver is available, the qualifiers may theoretically be incorporated into the incremental solution 
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in a form of the modified incremental equation Eq. (3.8), which is shown in Eq. (3.13), however 
a more detail study and validation is required: 
 1
ext
i mm i mm im m −∆ = −k u F k u  (3.18) 
On the other hand in cases of commercial and proprietary finite element solvers when access 
to their code is limited, determining the qualifiers may be more challenging and that is the focus 
of this research with the goal of producing a practical and user-friendly approach. The following 
sections of this chapter are concerned with the detailed development of this approach. 
3.3.2 Determining the qualifiers 
Theoretically, as Eq. (3.18) indicates, there would be one qualifier m for each analysis increment 
step. This ideal solution becomes feasible and practical only if the qualifiers could be determined 
in an analytical or in an economically viable empirical approach. Unfortunately, none of the 
approaches are possible when using commercial finite element solvers. It is impossible to obtain 
a single parameter from the information produced after a substructure generation to analytically 
predict nonlinear response of all elements condensed into the substructure. By contrast, the 
empirical approach would be possible but due to prohibitively high associated computational 
costs, which may exceed the computational cost of running a finite model without 
substructures, this approach is not practical. 
In order to produce a practically feasible empirical solution, the ideal theoretical proposition 
needs to be approximated. Therefore, instead of having a qualifier for every incremental step of 
the analysis, the solution is approximated by assigning a qualifier for multiple incremental steps. 
In this research, a concept of bi-linear stiffness was utilised to mimic the linear and nonlinear 
behaviour, analogous to elastic and plastic material properties. Therefore, Eq. (3.17) becomes: 
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where: a is a timing feedback variable such as the total strain energy 
As Eq. (3.19) indicates, there would only be one qualifier for the entire analysis that is assuming 
all nonlinearity to occur at a uniform gradient. The nonlinear behaviour is, then, defined by 
setting two parameters: 1) m, the scalar qualifier itself, and; 2) t, timing of the modification 
occurrence. Hence, a complex and nonlinear force-displacement curve degenerates into a pair 
of straight lines meeting at the point defined by the parameter t. While the first part of Eq. 
(3.19) that is describing the liner response remained accurate and without further 
approximations, the second part that is describing the nonlinear response introduces 
approximations. The approximations are observed to be within 80 percent of the accuracy for 
most of the test cases because the developed approach is based on an interpolation principle 
whereby three test runs with different combinations of the qualifier m and its timing t are used 
as the basis of the interpolation. The resulting expression is then used to correlate the qualifier 
m with the desired stiffness slope. Similarly, the timing t is correlated with the desired timing 
of the stiffness change.  
3.3.2.1 Parameters, Feedback Variables and their Correlations 
Prior to developing the interpolation method to determine the parameters m and t, a correlation 
study was undertaken to determine the influence of the qualifier m on stiffness manifested as a 
gradient of a force-displacement chart. A power-law-like relationship between the parameter 
m and the gradient S was determined in a mathematical form as follows: 
 bm aS=  (3.20) 
where: a and b are problem specific and unknown values; S gradient (stiffness slope) as a 
feedback variable. 
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In order to find the unknowns in Eq. (3.20), the power law is expanded using the natural 
logarithm: 
 ln( ) ln( ) ln( )m b S a= +  (3.21) 
Eq. (3.15) is modelled using the linear regression approach by fitting a straight line through a set 
of data produced by three calibration runs with different values for the qualifier m. Given that 
the qualifier m is in the range between zero and one, suggested calibration values would be the 
extremes and the median. However, in a few rare occasions, the natural log relationship may 
not always be linear (Fig. 3.2), which may lead to incorrect predictions of the qualifier m if the 
test case values are not carefully chosen. With reference to the problem shown in Fig. 3.2, a 
percentage for a correct prediction would decrease if all three calibration values for m are not 
higher or lower than 0.1. Having a wide range that covers values on either side of this boundary 
will significantly reduce the chance for a correct prediction. This suggests that although a wide 
range is possible, it may not always be suitable. A successfully obtained relationship between 
the qualifier m and the gradient provides means for determining a qualifier m for any desired 
gradient. The same approach is also used to determine the timing of the stiffness modification 
for any desired force or displacement value used as an indicator for change. With an aim to 
analytically correlate the parameters with their respective feedback variables, a methodology 
based on an interpolation of these values was developed. The complete interpolation process 
of determining m and t is fully automated and programmed into a programming routine, which 
requires a limited user interaction that does not go beyond providing of required inputs. The 
inputs are usually associated with defining environment variables and specifying expected 
ranges for the parameters m and t. Details of the computer program and the underlying 
methodology are presented in the following sections. 
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Figure 3.2 – Linear regression 
3.3.2.2 Interpolation method for determining m and t 
Two preparatory activities are required in order to commence with the interpolation. The first 
consists of determining the desired values for the interpolation and the second involves 
determining suitable ranges of values for the parameters. The former is used as the input for the 
software whereas the latter is fully concealed from the end user by the software. In order to 
determine the desired values, the overall response of the finite element model that was 
previously traditionally meshed using standard finite elements needs to be divided into linear 
segments. The number of segments is generally optional and depends on complexity of the 
nonlinear response. However, the maximum number of segments is determined by a number 
of assembly components plus the initial linear segment. Any method can be used for this 
linearisation and the method that has been built into the computer program is based on the 
principle of the linear regression with the objective to concurrently maximise the determination 
coefficients (the R2 values) of all linear segments. Through a search process driven by a genetic 
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algorithm, the best end points of the linear segments and their respective gradients (slopes) are 
determined, whereby they represent the desired values for the subsequent interpolation. 
Although, the suitable ranges for the parameters are user specified inputs, there is a suggested 
procedure that ensures an effective choice of the values. As discussed before, the widest range 
for the parameter m is from 0 to 1 but narrowing of the range is also possible and it may depend 
on amounts of observed deformation and nonlinearity. On the other hand, determining the 
range for the timing parameter t is more involving due to the nature of the parameter itself. 
Since the strain energy has been used here as the timing parameter, the suitable range for this 
parameter was determined from an aggregation of the total strain energies in all elements of the 
traditionally meshed model. The following code sample shows commands for a total strain 
energy output request in ABAQUS: 
*OUTPUT, HISTORY 
*ELEMENT OUTPUT, ELSET=COMPONENT_SET 
 ELSE,  
A careful examination of the produced output reveals the required range. Furthermore, an order 
of the assembly components that undergo the stiffness modification is also determined by 
relative comparison of the total strain energy outputs. As the interpolation operates in the 
natural log space, the third value that is used in the interpolation is the average of the min and 
max logarithmic values as per Eq. (3.22). The third value for the parameter m is obtained in the 
same fashion. 
 
ln(min) ln(max)ln( )
2
third +=  (3.22) 
Once the preparatory activities are completed, the interpolation process commences. This is 
analytically performed and it is concealed from the end user by the developed software. 
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Algorithm 3.1 – Determining the parameters m and t algorithm 
1: Knowing: environment variables; ranges of the parameters m and t 
2: Step 1. Initialise parameters and variables 
3: Step 2. Plot the nonlinear response of the finite element model that had been previously 
  traditionally meshed using standard finite elements 
4: Step 3. Linearise the nonlinear force-displacement plot by utilising Genetic Algorithm 
5  do while the fittest individual is not found 
6:  Step 3a. Segment the nonlinear plot with the desired number of linear segments 
7:  Step 3b. Create a population of individuals consisting of data points representing 
          representing the beginnings and ends of the linear segments 
8:  Step 3c. Grade the individuals by the objective function which is defined as 
       maximisation of all coefficients of determination (R2) values of the 
       simple linear regression model [Montgomery et al., 2012] 
9:  Step 3d. Produce a new population from the fittest individuals by crossover and 
      mutation 
10:  end do while 
11: Step 4. Output the fittest individual as the result of linearisation 
12: Step 5. Obtain desired values for the feedback variables slope and knee. 
13: Step 6. Obtain the correlations via a calibration 
14:  for each segment / UEL: 
15:   for each calibration run corresponding to different combinations of the 
   parameters m and t: 
16:    Create relevant UEL by generating a FORTRAN file 
17:    Run ABAQUS analysis 
18:    Obtain corresponding feedback variable values 
19:   end for each 
20:   Obtain relationship between the parameters and their feedback variables 
21:   Use the desired values as inputs to the relationship to obtain the 
   candidate parameter values 
22:   Run ABAQUS to validate the values and setup the next segment 
23:  end for each 
24: Step 7. Graph the history 
3.3.3 Algorithm of the Interpolation Method 
The complete automation of the interpolation process for determining m and t is summarised 
in the flowchart shown in Fig. 3.3. It is based on establishing correlations between the 
parameters and their feedback variables which are readily obtainable. Further details are 
presented in Algorithm 3.1 and the source code is presented in Appendix A. For demonstrative 
purposes, the underlying principles and procedures are described in detail in Chapter 6.2.2.1 
and in order to test and validate the suggested implementation, a series of the standardised unit 
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tests are presented in Appendix D. Although the algorithm is presented in a sequential order, 
its implementation is parallelised. In particular, the steps of establishing the correlation between 
the parameters and their feedback variables are performed concurrently with the linearisation 
(see Fig. 3.3). 
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Figure 3.3 - Algorithm of the Interpolation Method 
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3.4 Implementation within a commercial 
finite element code 
Although a more thorough implementation of the extended substructures would be possible if 
a custom FEA code was to be developed, there are also some advantages of implementing them 
within a commercial code as a subroutine. From the programming and development perspective 
the most important advantage is the ease of maintaining and porting subroutines in comparison 
with maintaining and porting a complete finite element program. However, from the 
perspective of an end user, the most important advantage is convenience and familiarity with 
the existing commercial codes whereby the extended substructuring is only a complementary 
implement to a spectrum of the existing features, rather than a separate and diverse product. 
Finally, from the perspective of the author, this strategy has been selected in order to satisfy the 
projected outcome of this research which requires the practical and user-friendly application of 
the proposed methodology to an efficient and effective evaluation of load-bearing engineering 
concepts. In this research, the commercial finite element solver ABAQUS was used. To obtain 
the required access and customisation of the stiffness matrix, the substructure extension was 
implemented using the user element definition subroutines called UEL whereby the extended 
substructure was defined as a multi-node finite element with a fully customised element 
formulation. The ABAQUS user subroutine UEL needs to be coded to define the contribution 
of the element to the model and depending on its purpose, the subroutine must define the 
contribution of the element to the residual force vector and the global stiffness matrix, update 
the solution-dependent state variables associated with the element, form the mass matrix, and 
so on. Often, several of these functions must be performed in a single call to the subroutine. 
The element principal contributions to the model during general analysis steps are contribution 
to the residual force vector and the global stiffness matrix. The contribution to the global 
stiffness matrix is the actual element stiffness matrix as defined in Eq. (3.16). Modifying it by 
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an appropriate qualifier m, will actually yield a desired extended substructure. The actual 
process can be summarised by the following steps: 
1. Generate a traditional substructure 
2. Output a stiffness matrix 
3. Store the stiffness matrix in primary or secondary memory storage 
4. Multiply each matrix value with a qualifier m 
5. Use the result as the extended substructure stiffness matrix 
 
3.4.1 ABAQUS User Element Subroutine 
In order for a UEL to be imported into ABAQUS, it must be written in a separate FORTRAN 
file. The UEL subroutine interface is given as follows: 
SUBROUTINE UEL(RHS,AMATRX,SVARS,ENERGY,NDOFEL,NRHS,NSVARS, 
1 PROPS,NPROPS,COORDS,MCRD,NNODE,U,DU,V,A,JTYPE,TIME,DTIME, 
2 KSTEP,KINC,JELEM,PARAMS,NDLOAD,JDLTYP,ADLMAG,PREDEF, 
3 NPREDF,LFLAGS,MLVARX,DDLMAG,MDLOAD,PNEWDT,JPROPS,NJPROP, 
4 PERIOD) 
Quantities such as coordinates, displacements, increments, element properties, load types, 
procedure type etc, are contained in the interface parameters which are fully detailed in the 
ABAQUS manual [Simulia, 2009]. However, for coherence some are mentioned here: 
COORDS Array in which the original coordinates of the elements are stored  
U Array that contains the total values of all variables (DOF's) 
DU Incremental values of all variables 
DTIME Increment of time 
PROPS Material properties like Young's Modulus 
NNODE Numbers of nodes and in element 
NDOFEL Numbers of degrees of freedom element 
LFLAGS An array containing the flags that define the current solution procedure and 
requirements for element calculations 
For static analyses, indicated by LFLAGS(1)=1,2, the stiffness matrix K of the element, and the 
residual vector f must be returned to Abaqus in AMATRX and RHS, respectively. In SVARS, user-
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defined variables like stresses, temperature, damage, etc., can be stored and returned to Abaqus; 
and PNEWDT can be used to set a new time increment. This variable, PNEWDT, allows for an input 
to be provided to the automatic time incrementation algorithms in Abaqus by specifying a ratio 
of a new time increment to the time increment currently being used (DTIME).  
The user element behaviour is defined by its main contribution to the finite element model 
during an analysis that is reflected as loads F at the element nodes which depend on the 
displacement values u at the element nodes. In nonlinear user elements, the forces are also 
dependant on the internal state variables, H, that must be updated at the end of each increment 
through SVARS parameter. Therefore, the solution of the nonlinear system of equations requires 
that the stiffness matrix K, includes all direct and indirect dependencies of the load and 
displacement, which may be expressed as manipulated Eq. (3.8) in the form: 
 
F H
H
∂ ∂
= −
∂ ∂
K
u
  (3.23) 
where: 
∂F = ∂Fext – ∂Fint is an incremental residual quantity similar to G in Eq. (3.12) 
To define a user element, an instruction through the command ∗USER ELEMENT is given in the 
preprocessing stage. This command must appear in the input file before the user element is 
invoked with the ∗ELEMENT option. For the purpose of a unique identification, the command 
∗USER ELEMENT assigns an element type key to a user-defined element which is in the form Un. 
The unique identifier n needs to be a positive integer smaller than 10000 because of the 
limitation on the number of user elements. Since each user element can have any number of 
nodes, their number needs to be declared through this command too. Furthermore, the number 
of the activated degrees of freedom associated with each node must also be declared. If the 
system variable array is to be used, this is where its size is declared too. In the current UEL 
implementation, the size of the system variable array is dependent on the number of degrees of 
freedom and the total number of element nodes, thus it is defined according to the following 
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relation: VAR = 2*(DOF*NODES+1). The user element is then introduced to the model as any 
other ABAQUS element by specifying the Un type identification. Unlike the traditional 
ABAQUS elements that get their properties assigned through the section command, the user 
elements get their properties through *UEL PROPERTY command. The following code sample 
shows a simple example of the user element usage in ABAQUS. 
*USER ELEMENT, TYPE=U100, NODES=5, COORDINATES=6, VAR=32  
   1,2,3,4,5,6  
*ELEMENT, TYPE=U100, ELSET=MY_UEL  
100,  
  1000,  1001,  1002,  1003,  1004,  1005 
*UEL PROPERTY, ELSET=MY_UEL  
In order to compile and include user subroutines in an analysis, the name of a file with the user 
definitions needs to be included in the ABAQUS execution command: 
abaqus job=my_analysis user=my_subroutine.for 
3.4.2 Extended Substructure as ABAQUS User Element 
The unique implementation of extended substructures as an ABAQUS user element via UEL 
subroutine is summarised in Algorithm 3.2. The algorithm is based on the mandatory 
requirements for a definition of the element behaviour whereby the stiffness contribution is 
provided by modifying the original substructure stiffness matrix by an appropriate qualifier at 
applicable time; and the force contribution is adjusted with a force correction to ensure 
continuity at any point of the applied load history profile. In particular, the modified stiffness 
of the underlying substructure unbalances the governing constitutive equilibrium equation 
whereby the externally applied loads also require adjustments to return the system to an 
equilibrium. Unless a force correction is implemented, the analysis would result in an 
undesirable abrupt load change. A complete code of a sample extended substructure is provided 
in Appendix A, however the essential code snippets are addressed and briefly explained here. 
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Algorithm 3.2 – Implementation of extended substructuring in ABAQUS 
1: Knowing: stiffness matrix of a traditional substructure; parameter m and parameter t 
2: Step 1. Initialise parameters and variables 
3: Step 2. Read in the stiffness matrix of a traditional substructure from a file and store in 
  AMATRX[] 
4: Step 3. Define UEL contribution to stiffness: 
5:  if total strain energy greater than parameter t then: 
6:   if nodal force correction is required now then: 
7:    Calculate the nodal force correction to ensure the continuity by 
     by multiplying the force residual of the previous 
     increment with the difference of the parameters m 
8:    Store the nodal force correction for each node in in SVARS[] at 
     locations starting from NDOFEL+1 
9:    Set a flag indicating the nodal force correction was evaluated 
10:  else: 
11:   Recall the nodal force correction from SVARS[] and store in a new array 
12: Step 4. Modify AMATRX[]: AMATRX[] = m * AMATRX[] 
13: Step 5. Calculate UEL contribution to force residual and store in SVARS[] 
14: Step 6. Update the total strain energy and store in SVARS[] 
15: Step 7. Reduce increment size if the gradient change is surpassed in the current 
  increment and repeat the increment with the new increment size 
c ... 
c ... SNIPPET 1 
c ... 
 
      if(svars(2*(NDOFEL+1)).gt.t1) then 
         mm=m1 
c ... 
c ... SNIPPET 2 
c ... 
          do k1=1, NDOFEL 
            ff(k1,1) = (mm-one)*svars(k1) 
            svars(NDOFEL+1+k1) = ff(k1,1) 
c ... 
c ... SNIPPET 3 
c ... 
        amatrx(k1,k2) = amatrx(k1,k2)*mm 
c ... 
c ... SNIPPET 4 
c ... 
        a_force(k1,1) = a_force(k1,1) + amatrx(k1,k2)*u(k2) 
        rhs(k1, 1) = rhs(k1, 1) - (a_force(k1,1)+ff(k1,1)) 
c ... 
c ... SNIPPET 5 
c ... 
        d_energy = d_energy     + (a_force(k1,1)+ff(k1,1))*du(k1,1) 
        d_energy = d_energy     + half*(d_force(k1,1))*du(k1,1) 
c ... 
c ... SNIPPET 6 
c ... 
        svars(2*(NDOFEL+1))= svars(2*(NDOFEL+1))+d_energy 
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Snippet 1. ABAQUS subroutines do not transfer variable values between increments unless 
they are stored in the system variable array, SVARS[]. Therefore, for the purpose of determining 
if the change of the stiffness is required, a value of the total strain energy is stored at the 
particular location in the array. The total strain energy is the parameter a in Eq. (3.19). 
Snippet 2. A force correction per a degree of freedom is calculated to ensure continuity and a 
smooth transition between two modes of the stiffness as per Eq. (3.19). 
Snippet 3. The original substructure stiffness is modified which represents the implementation 
of the second part of Eq. (3.19) that describes the non-liner response 
Snippet 4. The contributions to the residual force vector and the global stiffness matrix are 
defined and updated 
Snippet 5. The total strain energy as the timing parameter is calculated for the updated state of 
the system with purpose of progress tracking and safekeeping 
Snippet 6. The state variables array is updated with the new total strain energy value to allow 
for a continuous transition to the next increment. 
3.5 Chapter Summary 
The substructuring technique as a reanalysis approach has been introduced in this chapter and 
a comprehensive discussion on development of the method which allows the substructures to 
exhibit a nonlinear response has been given. The principal theory of the novel idea whereby a 
scalar qualifier has been employed to economically modify original substructure matrix to 
enable substructures to exhibit a nonlinear response has been described and its unique 
integration into the algorithm has been documented. Furthermore, the insight into 
implementation of the extended substructures as an integral part of a commercial finite element 
solver was also provided. A methodology for establishing a scalar qualifier to economically 
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modify the original substructure matrix has been presented as an algorithm and its 
implementation as a computer program has been demonstrated. 
 
 Chapter 4    
Confidence Index – Novel 
confidence indicator 
4.1 Overview 
The extension of the substructuring benefits into the nonlinear domain coupled with more 
efficient and effective application of FEA in the conceptual design phase provides an 
opportunity for an introduction of numerical optimisation to improve the efficiency of the 
engineering design concept evaluation and, in general, to aid the design engineer in a selection 
of preferred concepts in the conceptual design phase. An engineering design of load-bearing 
structures is typically a compromise between the conflicting requirements relating to stiffness 
and weight. Therefore, a design search is usually executed in a form of a multi-objective 
optimisation. Under the presence of multiple objectives, a single solution that simultaneously 
optimises each objective is unobtainable, therefore various optimisation algorithms are utilised 
to obtain best compromise solutions. The incoherent nature of engineering design concepts 
impose significant levels of uncertainty in their definitions which ultimately affect the efficacy 
of the optimisation algorithms. Furthermore, the implementation of the extended substructures 
in the methodology proposed in this research has also a significant influence on the performance 
and the efficacy of the optimisation algorithms. For these reasons, in this research it was 
necessary to introduce a novel quality indicator as a confidence measure on solution sets 
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generated by the optimisation algorithms in order to quantify these influences (i.e. indexing of 
the optimisation algorithms). In this chapter, before the novel confidence indicator is discussed, 
similarities between optimisation and engineering design, and comprehensive introductions to 
metaheuristic measurements, which are especially applicable to this research, are presented, 
laying the foundations for the proposed methodology documented in the next chapter. 
4.2 Optimisation and Engineering Design 
The objective of an engineering design process is to apply the scientific and engineering 
knowledge to produce best solutions to technical problems within the requirements and 
constraints set by material, technological, economical, legal and other considerations. Therefore, 
an effective engineering design process should always produce optimal solutions, hence, 
optimisation and the engineering design process should be inseparable if not considered as the 
same process. Indeed and contrary to the general impression that optimisation is minimisation 
or maximisation of a quantity or an objective, optimisation is an exhaustive search for the 
ultimate solution that has the highest ranking according to the cost and the utility within the 
imposed requirements and constraints. Furthermore, optimisation provides an insight into the 
physical phenomena by providing relationships between the multiple design goals, relationships 
between the design parameters and also relationships between the goals and the design 
parameters. To appreciate the optimisation process in order to solve engineering design 
problems, it is advantageous to accustom oneself to the terminology and concepts used in the 
broader field of mathematical optimisation applied in the engineering design.  
4.2.1 Objective Functions 
An engineering design process can formally be expressed as an optimisation process since the 
aim of an optimisation process, in principle, is to establish a transformation between the search 
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space (the domain of design inputs or variables) and the objective space (the domain of output 
quantities or objective functions). The objective functions are quantities that are subjects of 
optimisation and they are particularly formulated to reflect design requirements. With the 
respect to engineering design, objective functions are typically defined by statement of 
requirements and it is generally up to the discretion of the design engineer to formulate 
objective functions as a result of quantifying and expressing in mathematical form the physical 
behaviour of an actual physical system. The objectives are expressed as computable functions 
of a set of input parameters and can be identified as: 
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(4.2) 
where f is a vector of objective functions and x is a vector of input parameters (design 
variables). 
Under an assumption of minimising a single objective function in N-dimensional design space, 
an optimisation problem is formally defined as: 
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Different optimisation techniques are utilised to obtain the solution to the problem by 
iteratively and systematically modifying the input design variables, x, to compute the 
corresponding objective function values.  
4.2.2 Design Variables 
The selection of the design parameters is not unique, however their mutual independence is 
essential. With the respect to engineering design, selection and formulation of the design 
parameters affect a level of potential creativity which is extremely important in the conceptual 
design phase of the design process. In particular, if a number of design variables is changeable 
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during a design process, then the process can be classified as creative. By constraining the 
number of design variables and varying their ranges, the design process can be deemed as 
innovative. The design process is considered a routine design if both the number of variables 
and their ranges remain fixed. 
4.2.3 Constraints 
Constraints are imposed conditions in order for a design to function as intended. Their 
application confines the boundaries of the design space if applied on design variables or exclude 
solutions from further considerations if applied on objective functions. When constraints are 
expressible in a mathematical form, they are formally defined as inequalities: 
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4.2.4 Optimisation Techniques 
Similar to optimisation, engineering design is an iterative process and their common goal is to 
maintain an optimal search direction by specifying design variable modifications. Their 
effectiveness and efficiency are determined by the agility to find the optimal solutions by 
expanding the least amount of effort, resources and time. Unlike the optimisation techniques, 
the engineering design process relies not on certain algorithms but on available engineering 
expertise to maintain the search direction. Therefore, its efficiency and, after all, quality of the 
search is limited and this research aims to provide some enhancements to the process. By 
contrast, optimisation techniques are much more efficient and a range of established algorithms 
such as hill-climbing search, local beam search, simulated annealing search and evolutionary 
algorithms [Russell and Norvig, 2003] are readily available. All of these optimisation techniques 
can be described as a type of a heuristic (informed) search strategy whereby problem-specific 
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information other than the problem definition is provided. Furthermore, they are all based on 
local search algorithms which affirms that an optimisation process is indeed a search process. 
Therefore, it is the intension of this research to introduce optimisation techniques early in the 
concept evaluation phase of the engineering design process by substituting inefficient 
engineering design elements with the efficient elements of the optimisation process. In order to 
lay the foundations for the proposed methodology documented in the next chapter, relevant 
optimisation elements and concepts, which are especially applicable to this research, are 
discussed in the ensuing sections.  
4.2.5 Genetic Algorithm 
By far the most popular and most frequently applied optimisation technique in engineering 
design is the Genetic Algorithm (GA) [Goldberg, 1989] from the class of Evolutionary 
Algorithms inspired by evolutionary theory [Jones et al., 2002]. Development of GA is utterly 
important for engineering practice because unlike gradient methods [Keane and Nair, 2005] 
that exploit the objective function gradient to establish the optimal search direction and 
therefore require the objective function to be continuous and differentiable, Genetic Algorithm  
(emerged from the work of John Holland [1975]) is able to handle arbitrary kinds of constraints 
and objectives by consolidating them as weighted components of an evaluation function (in the 
GA terminology fitness function). This characteristic is one of the keys of the success in 
popularity of GA in engineering practice. The further appeal of GA comes from its simplicity 
and elegance as a robust search algorithm to discover good solutions rapidly for difficult high-
dimensional problems. Advantages and efficiency of GA are particularly obvious in engineering 
practice when the search space is large, complex or poorly understood; and domain knowledge 
is scarce or expert knowledge is difficult to encode to narrow the search space. More details on 
GA are presented in Appendix C.  
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4.2.6 Multi-Criteria Optimisation 
Engineering design problems often feature several interacting and conflicting requirements 
which must be satisfied concurrently (see Fig. 4.1). For example, the optimum design of load-
bearing assemblies typically needs to be lightweight but not compromising the strength and 
stiffness requirements. In reality, problems with single, well-defined objective functions tend to 
be the exception rather than the rule and management of compromises between different 
requirements is a discipline of Multi-Criteria Optimisation (MCO). If the multiple criteria can 
be mathematically expressed as objective functions, the optimisation process can be referred to 
as a Multi-Objective Optimisation (MOO) process whereby optimisation of multiple functions 
(a vector function as in Eq. 4.1) involves finding infinite number of solutions unlike a single 
objective optimisation which produces the unique solution.  
 
Figure 4.1 – Illustration of a typical example of conflict on ℝ 
4.2.7 Pareto Optimality 
The optimality of a solution gets further complicated in a presence of conflicting objectives 
because in MOO there does not necessary exist a solution that is absolutely superior to all other 
alternatives and best with respect to all objectives simultaneously. Therefore, for MOO the 
definition of the optimum must be redefined such that there is a solution xi satisfying the 
following condition: 
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If the above condition holds, the solution xi is the Pareto optimal solution which dominates all 
other non-Pareto optimal solutions. The concept of dominance is best expressed as follows: 
If a dominates b then 
1, , :  ( ) ( )  : ( ) ( )i i i ii N f f i f f∀ = ≤ ∧ ∃ <a b a bK   
(4.6) 
Therefore, the Pareto optimal or nondominated solution is a solution that cannot be replaced 
with another solution which improves an objective without worsening the other (Fig. 4.2). 
Mathematically, the total number of Pareto optimal solutions for a problem approaches infinity 
and the whole set of Pareto optimal solutions constitutes the Pareto optimal set. The Pareto 
optimal set always belongs to the boundary of the mapping of the design space (also called 
decision space) into the objective space and it is called the Pareto front in the objective space.  
 
Figure 4.2 – Illustration of a set of points and the first Pareto optimal set for bi-objective functions 
4.2.8 Pareto Front 
An existence of the Pareto front emphasises the typical characteristic of MOO that identifies 
any solution on the Pareto front as an optimal solution. Therefore, the ultimate goal of MOO is 
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to identify the Pareto front for a given problem. In engineering practice, problems are very rarely 
solved by identifying the true or exact Pareto front because of prohibitive computational cost 
and effort [Engelbrecht, 2005]. The computational cost, expressed in units of time, for 
identification of the true Pareto front is defined as function of all possible combinations of 
design variables: 
N
cC t s v= × ×   (4.7) 
where: 
t - time to evaluate one objective function 
s - number of objective functions 
v - number of different values a design variable may assume within its definition range 
N - number of design variables 
Clearly, apart from applying to a trivial problems, the exhaustive methods for identification of 
the true Pareto front are impractical and virtually impossible. Therefore, the aim in solving 
MOO is to produce an approximation characterised by a minimal distance to the true Pareto 
front, and by high diversity (spread). The approximation, therefore, consists of a set of mutually 
nondominating solutions whereby none of the solutions in the set outperforms nor is better 
than any other solution in the set. In MOO, in the absence of the computationally prohibitive 
and virtually unobtainable true Pareto front, this approximation set is accepted and considered 
to be the Pareto front and its set elements are considered to be Pareto optimal solutions. 
4.2.9 Identifying the Pareto Front 
Multi-objective algorithms used for identification of the Pareto front are characterised by the 
nature of the solutions they provide. Some methods tend always to provide Pareto optimal 
solutions but exclude certain solutions on the Pareto front, while other methods may be capable 
of generating the Pareto front but output false Pareto-optimal solutions [Arora, 2004]. The 
inclination of the methods to generate false Pareto optima or to fail to identify all required 
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solutions is not always affected by the methods themselves but also by the problem. An 
illustration of some Pareto landscapes and their associated complexities are shown in Fig. 4.3. 
Hence, a choice of the multi-objective methods is greatly influenced by the design engineer's 
comprehension of the underlying methodology as the complexity of the problem and especially 
complexity of Pareto landscapes is not known a priori. The choice of the method is also an 
indication of how the design engineer intends to manage preference information and based on 
the articulated preference there are three general classifications of multi-objective methods: 
• A priori - The preference of the design engineer are taken in consideration before the 
optimisation process 
• A posteriori - Method delivers a large representative set of Pareto-optimal solutions 
among which the preferred one is chosen after the optimisation process 
• Interactive - Method alternates the generation of some Pareto-optimal solutions with 
the user intervention and the preferences are interactively refined 
The a priori approaches incorporate all the objectives (suitably weighted) in a single function, 
thereby reducing the problem to a single objective optimisation. Well-known a priori methods 
are the weighted aggregation methods, the Lexicographic method [Marler and Arora, 2004] and 
physical programming [Messac, 1996]. Their main disadvantage is that the objective weights 
must be provided in advance, which can influence the solution to a large degree. Moreover, 
producing weights and a single all-inclusive objective function for some problems (e.g. cost and 
efficiency) can be difficult, or even meaningless. The true multi-objective methods (a posteriori 
and interactive) overcome these problems by keeping the objectives separate during the 
optimisation process. A posteriori methods generally involve solving each objective using the 
dominance criteria and the notable and the most popular a posteriori methods are Evolutionary 
Algorithms, a superclass of Genetic Algorithm principles [Coello Coello, 2007; Deb, 2008; 
Fonseca and Fleming, 1995]. Evolutionary algorithms such as the Non-dominated Sorting 
Genetic Algorithm-II (NSGA-II) and Strength Pareto Evolutionary Algorithm 2 (SPEA-2) have 
become standard approaches, although some that are based on particle swarm optimisation and 
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simulated annealing are also significant. These approaches typically produce sets of solutions 
that are good compromise between computational efficiency and a level of approximation 
which significantly contributed to their widespread application. Their main disadvantages is 
that the Pareto optimality of the generated solutions cannot be guaranteed. However, none of 
the generated Pareto solutions dominates the others. Other notable a posteriori methods are: 
PGEN (Pareto surface generation for convex multi-objective instances) [Craft et al., 2006], 
IOSO (Indirect Optimisation on the basis of Self-Organisation) [Egorov, 1998; Egorov et al., 
2002] and SMS-EMOA (S-metric selection evolutionary multi-objective algorithm) [Beume et 
al., 2007]. The interactive methods overcome weaknesses of a priori and a posteriori methods 
by avoiding a definition of global preferences and by only generating Pareto optimal solutions 
that are of an immediate interest to the design engineer. This implicitly reduces computational 
cost and circumvents a requirement for a simultaneous comparison of many Pareto optimal 
solutions. In fact, solving a multi-objective optimisation problem interactively is a constructive 
process whereby the design engineer is incrementally obtaining knowledge on the available 
solutions and timely confronts this knowledge with their evolving preferences. A variety of 
interactive methods has been developed [Chankong and Haimes, 1983; Korhonen, 2005; 
Miettinen, 1999; Statnikov, 1999] and none of them can generally be deemed superior to any 
other. They differ from each other by both the style of interaction and technical 
implementation. However, they can be classified based on the types of preference information 
as [Miettinen et al., 2008]: 
• trade-off information, where the design engineer is expected to provide a judgment over 
presented several objective trade-offs at each iteration 
• reference points, where the design engineer is expected to provide preference in a form 
of  a reference point consisting of desired values for each objective 
• classification of objective functions, where the design engineer is expected to classifying 
objectives at the current Pareto optimal solution into different classes indicating how 
the values of the objectives should be changed in order to get a more preferred solution 
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Figure 4. 3 - Illustration of example Pareto landscapes for bi-objective functions 
4.2.10 Multi-criteria Decision Making (MCDM) 
In some broader sense, multi-criteria optimisation entails two different tasks: i) a search to find 
solutions; and ii) decision making to rank the solutions. They are often separate and consecutive 
tasks but they also can be interleaved as in the interactive multi-objective methods which tends 
to be a preferred hybrid approach [Sindhya et al., 2008; Sindhya et al., 2011]. As the design 
engineer is to ultimately select a solution from the Pareto front, this selection is inherently 
subjective as all Pareto optimal solutions are best compromise solutions and there is no a 
generally defined paradigm for their ranking. The degree of the compromise between the 
solutions varies incoherently which makes the ranking of the compromises the primary and 
ultimate task of the design engineer. In engineering practice, the decision process can be 
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preceded and even accelerated if the relationships between the objectives, or between the 
design parameters or even the objectives and the design parameters are established. Tools like 
the Spearman rank-order correlation coefficient or Pearson correlation coefficient, that are 
based on a statistical approach proved to be valuable asset in establishing such relationships. It 
is therefore, advantageous to generate numerous Pareto optimal solutions in order to enable a 
more informative decision making and minimise cognitive overload during the process.  
4.3 Performance Assessment in Multi-
objective Optimisation 
Complexities in decision making during the concept design and evaluation stages are related to 
the incoherent nature of engineering design concepts. Significant levels of uncertainty in the 
definition of the concepts is the primary cause of such obscurity. There are uncertainties in 
differentiating between objectives and constraints whereby they often interchange, disappear 
or initiate as problem knowledge base expands. Uncertainties associated with the design variable 
ranges are also significant as they are often unknown at the beginning and/or very flexible to 
accommodate an exploration outside of the accustomed regions [Yaochu and Branke, 2005]. 
From the perspective of multi-objective optimisation, these different sources of uncertainty 
constitute a major impediment as they obstruct the identification of the Pareto front. Although 
a rapid increase in the number of available optimisation algorithms has been observed [Zhou et 
al., 2011], confidence in their suggested solutions and the general performance assessment of 
the algorithms are often an issue. The importance of this topic has been recognised and even 
developed into an independent research field.  
Before discussing the novel performance and confidence indicator that was developed in this 
research, it is advantageous to accustom oneself to the key terminology and underlying concepts, 
therefore a brief summary is presented first.  
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4.3.1 General Consideration 
Optimisation algorithms, also referred to as metaheuristics, are usually evaluated empirically 
with respect to quality of obtained solutions and computational effort to generate such 
solutions. In the case of stochastic algorithms such as Evolutionary Algorithms (EA), the 
relationship between the quality and the computational effort is not permanent but described 
by a corresponding probability distribution. In particular, EA are variants of a randomised search 
and their stochastic nature is reflected by a lack of repeatability whereby a different solution 
may be returned for every repeated application on the same problem. Therefore, in order to 
assess performance of such algorithms, samples of the repeated runs on the same problem 
instance are obtained and statistically analysed. In principle, there is a lack of systematic and 
standardised guidelines on a comparison of stochastic multi-objective algorithms [Laumanns et 
al., 2002a], however, the two basic approaches exist in the literature: i) the attainment function 
method which summarises samples in terms of so-called empirical attainment functions 
[Fonseca et al., 2011]; and ii) the more popular approach and the approach adopted in this 
research that is based on the standard statistical testing of quality indicators. The mutual 
relationship between the assessment approaches and their respective advantages and 
disadvantageous remain unclear and there are reported studies indicating that special attention 
is required in this respect [Knowles and Corne, 2002; Zitzler et al., 2003].  
4.3.2 Dominance 
Although the final goal of an optimisation process is a single solution, the process generates 
multiple solutions because information on the preferences of the design engineer are usually 
unattainable or imprecise to formulate a decision making model. However, under the generally 
accepted assumption about the preferences of the design engineer, the best solution must belong 
to the set of Pareto-optimal solutions - the Pareto front. Thereby, the decision (design) space is 
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reduced to the Pareto front. Consequently, the optimisation algorithms in the presence of 
multiple objectives can be ranked according to dominance relations between the Pareto fronts 
they produce. In order to express comparative preferences between multiple optimisation 
algorithms, the dominance relations were defined between their Pareto fronts and they are 
variations of Pareto dominance which were discussed earlier in the context of single solutions. 
The summary of the dominance relations is presented in Table 4.1. 
Table 4.1 – Dominance relations 
Relation Objective Vectors Approximation Sets 
strictly dominates a ≻≻ b a is better than b in all 
objectives A ≻≻ B 
every b ∈ B is strictly 
dominated by at least one a ∈ 
A 
dominates a ≻ b 
a is not worse than b in all 
objectives and better in at least 
one objective 
A ≻ B every b ∈ B is dominated by 
at least one a ∈ A 
better   A ⊳ B 
every b ∈ B is weakly 
dominated by at least one a ∈ 
A and A ≠ B 
weakly dominates a ≽ b a is not worse than b in all 
objectives A ≽ B 
every b ∈ B is weakly 
dominated by at least one a ∈ 
A 
incomparable a || b neither a weakly dominates b 
nor b weakly dominates a A || B 
Neither A weakly dominates 
B nor B weakly dominates A 
 
Figure 4.4 - Examples of dominance relations on solutions (objective vectors) 
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If considering the single solutions shown in Fig. 4.4 and assuming that two objectives are to be 
minimised, the following inferences hold: 
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; ; ; ;
; ; ;
||
a d
a b a c a d b d c d
a b a c a d b d c d
a a b b c c d d
b c
ff
f f f f f
f f f f f
f f f f
 
 
Figure 4.5 – Examples of dominance on the Pareto fronts (approximation sets) 
If considering the approximation sets produced by different optimisation algorithms shown in 
Fig. 4.5 and assuming that two objectives are to be maximised, the following inferences hold: 
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Although not shown in this example, the incomparable relation implies that if none of the 
above dominance relations apply to two sets, then there is the incomparable dominance relation 
between them. 
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4.3.3 Quality Indicators 
Until recently, graphical plots have generally been used to obtain the dominance relations, 
however, some progress has been made and there are several studies in the literature addressing 
this issue in a quantitative manner [Deb et al., 2000; Jaszkiewicz et al., 2001; Van Veldhuizen 
and Lamont, 2000; Zitzler and Thiele, 1998]. In order to quantify the differences in quality in 
more precise statements, quality indicators as performance measures have been introduced. 
Therefore, they are functions that assign each optimisation algorithm a set of real numbers. 
Although advantageous in many aspects, the quality indicators tend to diminish generality since 
every quality indicator represents certain assumption about the preferences of the design 
engineer. Consequently, any function can be a quality indicator as long as it expresses the 
preference and that is the main reason for numerous definitions of quality indicators in the 
literature and a lack of standards for quality evaluation. However, all definitions of quality 
indicators can be classified as either Pareto compliant or Pareto non-compliant. The Pareto 
compliant quality indicators should not contradict the dominance relations. That is, the quality 
indicator of a preferred optimisation algorithm with respect to the dominance relation should 
be at least as good as the quality indicator of the other. Several popular quality indicators that 
are frequently used in the literature are not Pareto compliant since they assess isolated aspects 
of the design engineer's preferences quality such as proximity to the reference utopia (ideal) 
point [Czyzak and Jaszkiewicz, 1998; Knowles and Corne, 2002], spread in objective space 
[Schott, 1995; Wu and Azarm, 2001] or evenness with which the solutions are distributed [Deb, 
2001; Sayın, 2000]. In practice, a combination of several Pareto non-compliant indicators is 
often used to represent different preference information, which may provide a false 
interpretation of completeness and a false impression that the impact of their Pareto non-
compliance is minimised. Therefore, conclusions based on such indicators should not be general 
but restricted to the domain of the quality indicator. 
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4.4 Confidence Index 
Confidence Index (CI) is the quality indicator developed in this research and it is a novel 
addition to the fields of metaheuristic measurements and engineering concept validation 
methodology. This novel quality indicator is based on the principle of counting the number of 
solutions in a generated set of solutions and therefore, it can be categorised in the class of 
cardinality-based indicators. It is an adaptation of the quality indicator principle to the specific 
environment of the engineering concept evaluation methodology in the engineering design 
practice. As the ultimate goal of the engineering concept evaluation stage is to decide on the 
best engineering concept, the preferred optimisation algorithm should be capable of efficiently 
providing a substantially larger number of potential solutions (i.e. Pareto optimal solutions), so 
more informative decisions could be inferred. Therefore, the confidence index is defined in the 
following way: 
pNCI
t
=   (4.8) 
where: 
c
m
Pp
P
=  - percentage of Pareto optimal solutions 
In order to correctly determine p all Pareto optimal solutions found by all approaches 
are aggregated and the Pareto optimal solutions subset of the aggregation is taken. Each 
approach is then credited for its contribution to that set.  
Pc - number of Pareto optimal solutions by the tested approach 
Pm - aggregate of all Pareto optimal solutions by all approaches 
N - number of evaluated solutions 
t - time taken 
From the perspective of metaheuristic measurements, a higher CI score indicates that more 
Pareto optimal solutions were produced and the tested optimisation algorithm weakly 
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dominates the other. Although the class of cardinality-based indicators is traditionally Pareto 
non-compliant, the above formulation of the percentage of Pareto optimal solutions guarantees 
the Pareto compliance of CI as a quality indicator. From the perspective of the concept 
generation and evaluation methodology, a higher CI score indicates higher confidence in 
selecting the best engineering concept. The increased confidence is obtained by generating a 
higher number of potentially best solutions available to the design engineer within the same 
time frame. This indirectly indicates high quality of the product design which is the ultimate 
goal of the engineering concept selection process. However, there is a potential for a misleading 
interpretation of the CI scores since CI compresses all information about the individual quality 
of the provided Pareto optimal solutions, so cautious assertions should be stated based on the 
obtained scores. Nevertheless, its application in the engineering design practice should not be 
diminished especially if the quality of the individual solutions is possible to monitor and control 
externally, which is demonstrated in a case study in Chapter 6. 
Example 4.1 – Application of Confidence Index 
Let algorithm A produce 6 Pareto optimal solutions out of 10 designs. And, let algorithm B 
produce 12 Pareto optimal solutions out of 15 designs. After aggregation, let there be 15 Pareto 
optimal designs and let them be credited as follows: A = 5, B=10. What it can be seen is that 
one solution from A and two from B are no longer the Pareto optimal solutions. In another words, 
after the aggregation, one or more solutions from the other set (produced by the other method) 
were dominating the solutions. Therefore, PA = 5/15 =0.33, PB = 10/15 = 0.66 So, CIA = 
0.33*10 = 3.33 and CIB = 0.66*15 = 9.9, meaning that method B is three times more suitable 
("better") than method A 
Given the stochastic nature of the tested optimisation algorithms and since CI is defined as a 
mapping from a set of best solutions to a set of real numbers, the further performance 
comparisons based on these performance scores are possible by using statistical methods like 
descriptive statistics or standard statistical inference. Another convenience of this novel quality 
indicator is its definition as a rate - a function of time. Frequently in the literature, the quality 
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indicators do not include time as one of its defining parameters [Deb, 2001; Knowles et al., 
2006; Zitzler and Thiele, 1999] but rather as a separate quality indicator as a measure of the 
running time [Giel, 2003; Laumanns et al., 2002b]. Even in such cases, there is an altercation 
whether the time should be expressed in terms of CPU running time or in terms of generated 
solutions. From the perspective of metaheuristic measurements this imposes a significant 
dilemma and requires a more apprehensive approach in order to obtain a more objective and 
more general quality assessment. However, from the perspective of the engineering design 
practice, the wall-clock time spent on engineering concepts is significantly more important, thus 
optimisation algorithms capable of producing quality solutions and reduce the time would be 
preferred and considered favourable irrespective of the sources of the time reduction (e.g. 
principle, implementation etc). 
4.5 Chapter Summary 
In this chapter the optimisation concepts and concepts related to metaheuristic measurements 
which are relevant to this research have been introduced, followed by the introduction of 
Confidence Index (CI) as a novel quality indicator of confidence level associated with the 
solutions generated by the proposed methodology. As the proposed methodology affects the 
performance of the underlying optimisation algorithms, CI provides a comparative and relative 
indexing between the solution sets produced by the proposed methodology and the comparing 
approach. Confidence Index is an adaptation of the quality indicator principle to the specific 
environment of the engineering concept evaluation methodology in engineering design practice 
and as such it is based on the principle of counting the number of quality solutions in a generated 
set of solutions. Therefore, from the perspective of the concept evaluation methodology, a 
higher CI score tends to identify an approach that is capable of providing a higher number of 
potentially best solutions to the design engineer within the same time frame. Although the CI 
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utilisation can be generic and applied for ranking of any solutions sets, in the context of 
engineering concept evaluation, a higher CI score implies higher confidence in selecting the best 
engineering concept since the selection is made from the set of better solutions. 
107 
Chapter 5      
Novel Method for Evaluation of 
Load-bearing Structural Design 
Concepts 
5.1 Overview 
Numerical optimisation is at the core of computational engineering design [Taylor et al., 2007]. 
However, it needs to be implemented at the right time in the development process or else it 
will not add value but it will conflict with the validation work and duplicate effort. By contrast, 
if used strategically, it enables evaluation of early design trade-offs by comparing optimum 
designs instead of any arbitrary designs. This defines optimisation as a powerful tool to support 
design decisions since it improves information fidelity and visibility of the design space. The 
benefits introduced by the extended substructuring such as the reduction of computational 
effort and turnaround time; the set-based exploration of wider design space within the available 
time and budge are significantly exploited when coupled with optimisation algorithms (Chapter 
4.2.4) within the novel methodology that is proposed in this chapter. In order to enhance the 
traditional FEA based approach and to overcome its disadvantages, the traditional approach is 
restructured by incorporating the optimisation algorithm to provide orderly rule-guided 
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evolution of design concepts with the aim to produce knowledge that is established on rigorous 
and objective metrics which alleviates the dependence on personal intuition and historical 
experience of the design team or of individual experts. This chapter provides a comprehensive 
discussion on the proposed methodology via an incremental introduction of elements of the 
proposed methodology before the principal algorithm and implementation of its key concepts 
in ABAQUS are presented. 
5.2 Novel Approach Based on FEA 
The fundamentals of the extended substructuring were described in Chapter 3. Their benefits, 
especially their high computational efficiency, provide an opportunity for FEA to be more 
computationally affordable in the conceptual design phase, which addresses one of the 
aforementioned disadvantages of the traditional approach based on FEA that is currently used 
in practice. Consequently, this allows the optimisation algorithms to be introduced in the 
concept evaluation process in order to improve the efficiency of the engineering design concept 
evaluation. The principle argument of this research is that more objectively and rigorously 
evaluated engineering design concepts are attainable if the numerical optimisation reorganises 
the concept evaluation process by allowing the solutions to be generated through incremental 
detailing and evolution of engineering design concepts using FEA. In this way, all of the principle 
impediments to a successful and effective utilisation of FEA in the conceptual design phase 
(large amount of computations and of high level of finite model fidelity) would be alleviated. 
Furthermore, the additional information produced by the coupled computational methods is 
used to scrutinise the design concept alternatives in terms of feasibility and adequacy, and 
therefore through the rigorous assessment gain more knowledge and confidence for decision 
making. Drawing on these concepts, an interactive and preference based comparative evaluation 
of engineering design concepts based on the nonlinear substructuring analysis is proposed; where 
an optimisation algorithm guides the design search by imposing rules in terms of ranking the 
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engineering design concepts with respect to the set objectives and constraints to aid in a more 
rigorous evaluation of a greater number of design alternatives. The schematic of the proposed 
approach is presented in Fig. 5.1.  
  
Figure 5.1 - Overview of the proposed methodology for comparative evaluation of load-bearing structural design 
concepts 
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5.2.1 Overview of the Proposed Methodology 
The performance requirements from the validation phase of the product development process 
are implemented as objective functions and constraints in numerical optimisation, indicating 
the final outcomes of this concept evaluation phase to be near optimal solutions. The initial 
solutions, taking into consideration the complexities associated with load-bearing structures, are 
to be very general finite element models. Requirements on fidelity, complexity or completeness 
of these initial general finite element models are minimal as the models are not intended to be 
the final solutions used for validation. A minimal proficiency and design intuition are required 
to generate such general finite element models. However, the knowledge and understanding of 
the requirements must be present. The search space is naturally defined by input parameters, 
variations and uncertainties associated with the design problem. At any time, the proposed 
methodology allows the optimisation search algorithm to be interrupted for human cognitive 
interactions. The aim of the user interventions is to allow for high quality concepts to evolve 
and therefore formulate an orderly evolution of design concepts through timely articulations of 
user preferences and rule guided design search imposed by the numerical optimisation. A series 
of knowledge gathering and decision making stages are executed (see Fig. 5.4) until either the 
time budget is exhausted or designs converge, and through this orderly evolution of concepts 
and the rule-guided design search more robust designs emerge. 
5.2.2 Numerical Optimisation as a Model 
The analogy between the engineering design process and the optimisation activity has already 
been established in the previous chapter. Their similarities in the initial input conditions and 
the resulting outputs, and their superficial contrasts in the methodologies of correlating the 
inputs and the outputs, are apparent concepts that justify the analogy. However, a more detail 
observation of the methodologies reveals a further but latent similarity. In particular, the 
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traditional approach based on FEA that has currently been implemented can be interpreted as 
a posteriori type of multi-objective optimisation method whereby generation of solutions as 
well as their fitness rankings are not recursive nor automated but rather based on empirical 
estimates, that is, on intuition or historical experience of the design engineer. In order for the 
traditional approach to transition to the next level of the analogy which is required if an 
optimisation algorithm is to guide the design search, the aforementioned particulars of the 
traditional approach (neither recursive nor automate fitness rankings, empirical estimates, etc) 
are prohibitive factors that cannot be improved unless the extended substructures are 
implemented. Through the enhancements introduced by the extended substructuring, the 
traditional approach based on FEA emancipates from the a posteriori mannerisms; and 
depending on advancements, it is possible to amalgamate it to a variation of the interactive type 
of multi-objective optimisation. Although the superiority of the interactive optimisation 
methods over the other two types of methods has already been discussed in the previous 
chapter, it is beneficial to reiterate their advantageous capability of significantly reducing the 
computational effort by allowing for occasional human cognitive interactions. This imposes a 
compelling improvement not only because of elevating the design process to a more enhanced 
optimisation-driven approach but also because it has been elevated to the provenly best ranked 
type of the optimisation approach. Therefore, similar to the MOO methodology which finds 
optimal solutions, the engineering design process is now equipped for efficient creation optimal 
solutions. 
5.2.3 Incorporating Preferences 
As reported earlier, the dominance based optimisation algorithms, such as Evolutionary Multi-
objective Optimisation (EMO), are the most frequent choice for an optimisation process in 
engineering practice. While they provide the design engineer extensive flexibility in selecting 
the most preferred solution, they may be impractical in the conceptual design phase of the 
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design process due to the excessive number of required objective function evaluations in order 
to identify and exploit the entire Pareto front. However, Fonseca and Fleming [1995] argue that 
the most attractive aspect of the dominance based optimisation algorithms is the intermediate 
information generated which can be exploited by the design engineer to ameliorate preferences 
and consequently reduce the computational effort by improving convergence. This perspective 
is the motivation for this research and the paradigm on which the proposed concept evaluation 
methodology is based. The interactive inclusion of preferences as a part of an optimisation 
algorithm produces a separate class of so called preference-based optimisation algorithms. The 
literature reports numerous examples [Deb, 2001; Fonseca and Fleming, 1993; Wickramasinghe 
and Li, 2008] most of which are comprehensively surveyed by Coello Coello [2000] and 
Rachmawatti and Srinivasan [2006]. However, for this research, the most influential preference-
based optimisation algorithm is the algorithm proposed by Thiele et al. [2009]. It is a variant of 
the preference-based EMO consisting of two stages whereby a coarse initial representation of 
the Pareto front is first obtained, followed by an identification of the most interesting regions. 
The algorithm subsequently continues to focus on these regions exclusively. This research 
adopts the prevalent motif of this algorithm by reorganising the traditional concept evaluation 
process through a series of search and decide stages, which is summarised in a basic algorithm 
shown in Algorithm 5.1. 
5.3 Elements of the Novel Methodology 
As mentioned earlier, numerical optimisation is at the core of the proposed methodology and 
it is strategically utilised as a powerful tool to support design decisions. However, its realisation 
and implementation in the engineering design process requires definitions of additional 
elementary concepts and entities, which are described here before introducing the novel 
methodology developed in this research. 
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Algorithm 5.1 – Proposed methodology for comparative evaluation of load-bearing structural design concepts 
1: foreach certification test 
2:  validation = generate( validation requirements ) 
3:  objectives = generate( objectives ) 
4:  constraints = generate( constraints ) 
5: end foreach 
6:  
7: fem = create( initial general FEA model ) 
8: models = create( fem ) 
9:  
10: while not done do 
11:  //begin the Search stage 
12:  models = SEARCH( models, objectives, constraints, fem, stopping_criterion ) 
13:  //end the Search stage 
14:  //begin the Decide stage 
15:  models = DECIDE( models ) 
16:  //end the Decide stage 
17:  
18:  //CO-CREATE NEW KNOWLEDGE 
19:  objectives = modify( objectives ) 
20:  constraints = modify( constraints ) 
21:  fem = modify( fem ) 
22:  stopping_criterion = modify( stopping_criterion) 
23: end do 
 
5.3.1 Design Search Streams 
A general, reductionist approach has been adopted in this research, which assumes that large 
problems could be broken down into smaller sub-problems/modules. The sub problems are 
defined as individual assembly components that are developed in a true assembly environment 
whereby the cost (preprocessing, simulation, postprocessing) of providing the true assembly 
environment is more economical than if the components themselves were used. This is then 
simultaneously applied to every component of the assembly, creating a series of collaborative 
design search streams executed concurrently. Within each of the collaborative design search 
streams, there is an active component built as a traditional finite element model and there is a 
vector of variable parameters and uncertainties associated with the component (vector V). The 
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rest of the model represents the true assembly environment and is made of the extended 
substructures. There is a vector of static parameters associated with each extended substructure 
(vectors S), as shown in Fig. 5.2. The component and the extended substructures labels are in 
the subscript and their versions are denoted in the superscript. Every new and distinctive vector 
V fully defines a new design concept alternative. The vectors S are updated at regular intervals 
and the updates are usually associated with the decision making stages (Fig. 5.1). While vectors 
V and S are unique within the search stream at any time, their presence and common 
formulation ensures data coherency between the search streams. The importance of the data 
coherency is particularly emphasised when results of the individual search streams are 
aggregated into an integrated result which is required prior the decision making stages. This 
process also requires that obtained solutions irrespective of their origin must be equivalent and 
this equivalency is inherently provided by the developed extended substructures. This therefore 
implies that the vectors V and S are conditionally interchangeable between the design search 
streams. 
V12
S
a
1
S
a
2
S
a
3
  
Figure 5.2 - A design concept alternative within the concurrent design search streams 
5.3.2 Search and Decide Sequence 
As the outcome of the sequence of search and decide stages, the proposed methodology 
approach encompasses two dimensions: knowledge and convergence (see Fig. 5.1 and Fig. 5.3). 
All values of vector V associated with the same vectors S are part of the knowledge gathering 
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dimension. Therefore, the knowledge dimension represents a design search given the same 
assembly environment. Once sufficient knowledge is acquired, a new assembly environment is 
defined and further progress in the convergence dimension is achieved – vectors S change. The 
knowledge is driven by an automated design search of a numerical optimisation algorithm, and 
the convergence is driven by the collaborative decisions of design engineers once the design 
search streams are combined. A consecutive sequence of search and decide actions (Fig. 5.4) 
represents the essence of the proposed approach. 
 
 
Figure 5.3 - Two dimensions of the proposed concept evaluation process 
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Figure 5.4 - The core of the process – consecutive sequence of search and decide actions 
By combining the dimensions of the knowledge and the convergence to form two-dimensional 
space, this newly defined space can then be viewed as a multi-objective search performance 
measure whereby qualitative observations with the respect to the knowledge and convergence 
axes will yield the desired assessment. In particular, the convergence axis measures a distance 
to the ideal solution, while the knowledge measures the dispersion - both of which are equally 
important for a multi-objective search. Furthermore, solutions plotted in this space reveal a 
profile of a search: the high gradient magnitudes favour diversity, hence improved knowledge 
and confidence, and the low gradient magnitudes favour convergence, hence improved 
efficiency. More precisely, the enclosed area between the profile lines and the convergence axis 
represents the search effort characteristic whereby small area indicates a focused and narrow 
but more efficient search, while large area indicates a more diverse and comprehensive but 
inefficient search. Further details and the application of these concepts are described in Section 
6.3.4.1 of Chapter 6. 
5.3.3 Data Units 
The data shared between the design search streams are organised into data units that conceal 
data implementation. By preventing a direct data access and enforcing a utilisation of a defined 
interface, the data integrity is ensured. Therefore, this encapsulation masks the data, which can 
be proprietary, and guarantees privacy of the data contained in the unit, leveraging outsourcing 
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effectively. The encapsulated data generally contains four levels of information: a reduced 
stiffness matrix, a finite element formulation, an extended substructure definition and a vector 
of static parameters associated with the extended substructure (vectors S) (Fig. 5.5). A data unit 
may also contain some additional information to ensure appropriate communication of the 
extended substructure details. This safe and convenient method of data sharing enables more 
resources to be obtained from multiple sources which would otherwise be only limited to the 
resources available locally and within enterprise borders. Furthermore, the embedded flexibility 
of the data unit format (ASCII text) reduces a demand on infrastructure requirements for data 
exchange and communication between the parallel design search streams.  
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Figure 5.5 – Illustration of a Data unit 
5.3.4 Data Exchange 
An exchange of data units is required between the design search streams to complement and 
complete their finite element models which, therefore, requires a degree of collaborative 
infrastructure. While, various solutions have been utilised to facilitate collaboration in different 
technical domains, the proposed methodology typically features a centralised repository for the 
data exchange and therefore provides a robust basis for sharing data between the collaborators. 
Although not absolutely required since the proposed methodology allows any preferred 
communication means suitable for a specific scenario to be implemented, the implementation 
of a repository is recommended to utilise the methodology to its full potential. Apart from the 
more pragmatic benefits of a centralised information distribution, another benefit of the 
repository is its capability to store current and historical versions of data units. The historical 
record of data units proved to be beneficial especially during the decision making stages as 
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correlations between the output results and the extended substructure parameters were often 
sought [Kajtaz et al., 2013a]. The control over the version tracking can be achieved manually or 
by sophisticated automated scripts via a database for an easement of knowledge discovery by 
allowing data to be analysed from different perspectives in order to identify potential 
relationships. The flow of information and the dynamics of a data unit within the three 
characteristic stages of the proposed methodology are presented in Fig. 5.6. 
D
A
T
A
U
N
IT
D
A
T
A
U
N
IT
D
A
T
A
U
N
IT
INTEGRATED
RESULT
E N D
S T A R T
STREAM 2STREAM 1 STREAM N
R
E
SU
L
T
S
R
E
SU
L
T
S
R
E
SU
L
T
S
REPOSITORY
STREAM 2STREAM 1 STREAM N
D
EC
IS
IO
N
 M
A
K
IN
G
N
U
M
E
R
IC
A
L 
SE
A
R
C
H
IN
IT
IA
L
IS
A
T
IO
N
Convergence
N
E
W
K
N
O
W
L
E
D
G
E
NO
YES
  
Figure 5.6– Flow of information during the search 
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Stage 0: Initialisation 
The initial general finite element model, the input parameters and their initial values are defined 
in this step. The values are encapsulated and collaborated via data units. Since the numerical 
optimisations are performed independently within the design search streams, the termination 
criteria are defined at the design search stream level. 
Stage 1: Design search stream 
A population of individuals is formed from the collaborated static parameters associated with 
each extended substructure (vectors S) and the vector of variable parameters and uncertainties 
associated with the component (vectors V). This generates a consistent number of design 
variables in all design search streams ensuring population coherence between them. At the end 
of the search, component specific vector V and the optimisation scores are collaborated with 
the vectors V and the optimisation scores from all other search streams. 
Stage 2: Knowledge gathering / Collaboration / Decision making 
Since the collaborated data is coherent and interchangeable, an integrated result of the recent 
iteration is formed by aggregating the unique results. The integrated result is then utilised as 
input information to collaboratively define new vectors S values (i.e. a new assembly 
environment), improve fidelity of the finite element models and generates new knowledge 
based on the outcomes of the previous search stage. This new information co-created through 
the interaction and coupled with the integrated result is distributed as revised new versions of 
data units. 
5.4 Methodology 
The proposed methodology is illustrated in Fig. 5.7 with the following sequence: 
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1. The complexity of the required certification tests is to be diminished by introducing 
some simplifications and abstractions in order for the objective functions to be 
efficiently evaluated. Also, a compatibility of the intended FEA procedure with 
substructuring technique is mandatory, therefore an adaptation of the certification test 
to a general static nonlinear FEA procedure is required. 
2. – 4. Definitions of the design input parameter, constraints and objectives is not unique 
and it is one of the primary sources of uncertainty in the conceptual design phase of the 
engineering process. As they affect the potential creativity of the entire process, only 
initial and typically liberal definitions are to be given at this stage. Generally, the 
performance requirements from the validation phase of the product development 
process such as crashworthiness, manufacturability, strength, are utilised in formulations 
of these objective functions and constraints. The proposed methodology allows their 
refinements once more knowledge about the design solutions are acquired (Step 13). 
5. Similarly, an initial and general but complete finite element model of a complex load-
bearing system is to be produced at this stage whose definition may be further enhanced 
at the later stages (Step 14). 
6. – 7. These two preparatory steps initiate the disintegration of a complex load-bearing 
system into a series of modules, actualised as a multitude of concurrent design search 
streams. The centralised and joint involvement ends with this step. After this step, the 
methodology actions are performed concurrently and independently within each design 
search stream. 
8. Preparation of Data units is one of the most important steps of the methodology. It 
consists of a number of smaller sub-steps which include an extended substructure 
preparation and definition as well as preparation of all additional information that is 
required to successfully implement the extended substructure at the usage level. Once 
the data unit is prepared, its availability is communicated to the other design streams 
via agreed communication channels which is then followed by a distribution of the data 
unit. Generally, the data units are deposited in the repository or directly exchanged. 
9. Once all required data units are retrieved, a finite element model is developed. At any 
time, the majority of the model consists of the extended substructures obtained from 
the data units. The only traditionally meshed component in the model is the component 
the design stream is assigned to explore.  
10. The interpolation method used for determining the extended substructuring parameters 
m and t is executed in this step. This step provides additional flexibility to account for 
potentially complex behaviours of the extended substructures whereby their response 
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may depend on the component the design stream is assigned to explore. For trivial cases, 
the values can be exchanged between the streams or incorporated in the data units. 
11. A coupling of an FEA solver with an optimisation algorithm that is solely responsible 
for guiding the design search and ranking the engineering design concept with respect 
to implemented design requirements, is performed in this step. The previously defined 
inputs, constraints and the objectives (defined in Steps 2–4, and/or redefined in Step 
13) are implemented in a favourite optimisation working environment since the 
methodology is not limited by a choice of the optimisation algorithm. Steps typical of 
an optimisation study are performed here including specifications of the initial 
population of designs, optimisation parameters and the stopping criteria. 
12. Coherence and interchangeability of the collaborated data allowed for an integrated 
result to be formed by aggregating the unique results from all design search streams. This 
is a preparatory step for the decision making that is to follow. 
13. The primary aim of this step is to determine latent relationships or influential factors 
between the input parameters and the input parameters, and response variables 
thorough utilisation of statistical tools such as a DOE mean plot and an effects matrix 
plot or through any other post-processing and decision making tools including 
multivariate statistical analysis. The obtained relationships are to be exploited for 
forming decisions on new values of input parameters, constraints and the objectives. 
14. The relationships obtained in Step 12 are further exploited to enhance the finite element 
model which originally lacked the detail. Furthermore, the FEA post-processing of 
results obtained earlier enhances knowledge about types, sizes and locations of applied 
loads which is generally unknown or incomplete in the early stages of the conceptual 
design phase.  
15. The new decisions and new finite element models are used to reiterate the methodology 
from Step 8 if inadequate convergence in the data and the finite element model maturity 
is observed. Otherwise, a set of preferred designs is selected before the methodology 
ends. 
Fig. 5.8 shows qualitative trends of the effects of implementing the proposed comparative 
concept evaluation methodology on four key attributes: number of design alternatives, 
confidence, knowledge and model evolution. Initially, the number of potential concepts is very 
high, the confidence, a level of the knowledge and the finite element model fidelity and 
completeness are very low. As the numerical search progresses and as a result of every 
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consecutive sequence of search and decision making actions, the number of potentially 
preferred engineering design concepts will decrease. Hence, resulting in the increase of 
confidence in the suitability of the currently selected design concepts. Furthermore, the finite 
element models evolve into more complete solutions and this increase in detail together with 
the knowledge gathered through the numerical search increases the overall knowledge acquired, 
thus ensuring further increase in the confidence levels. In the following chapter, these trends 
are quantified and compared against the traditional FEA based approach used for evaluation of 
load-bearing structural design concepts. 
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Figure 5.7 - Proposed Methodology 
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Figure 5.8 - Effects of implementing the proposed concept 
5.5 Implementation in ABAQUS 
Steps 8 and 9 are two essential steps of the proposed methodology and unless some prior 
experience is present, their implementation may be impeding. To alleviate any implied 
hindrance, a suggested implementation strategy is presented now and described in a detail via a 
series of sub-steps. Therefore, Step 8 with the respect to preparation of an extended 
substructure may schematically be represented as in Fig. 5.9 and described by the following 
sequence: 
0. The ultimate goal of obtaining an extended substructure of an assembly component is 
the most conveniently achieved if each assembly component is contained within a 
separate ABAQUS input file which is then used as the source file for the extended 
substructuring.  
1. The retained nodes are first identified and then contained in a node set. The definition 
of the retained nodes is also noted and labelled for an extraction 
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The following steps may not be sequentially executed as they are not related by causality, 
however for clarity they are described sequentially.  
2. A reduced stiffness matrix of the component is formed in this step. There are several 
possible courses of obtaining the stiffness matrix in ABAQUS but the most 
accommodating approach is via ABAQUS substructures. In particular, a typical 
ABAQUS substructuring procedure is employed with an explicit request for a reduced 
stiffness matrix output. 
3. The stiffness matrix output is presented in an ABAQUS specific format which is not an 
efficient nor convenient format for further processing by FORTRAN, thus a format 
conversion is performed in this step. The format conversion should be non-destructive 
as the original ABAQUS format is preferred for the UEL declaration. More on the UEL 
declaration has been described in Chapter 3. 
4. The extended substructure of the component as an ABAQUS user element is defined 
in this step. The definition of ABAQUS UEL as a way of representing the extended 
substructures is described in detail in Chapter 3. 
5. Any component interactions with other components require an additional preparation 
for the extended substructure which can be concurrently performed with the last three 
steps. The additional effort is required for a preparation of the interacting regions since 
substructures lack surface geometry upon which ABAQUS can define a contact surface. 
The interacting regions (contact zones) must contain a sufficient number of the retained 
DOF and consequently the sufficient number of the retained nodes in order to genuinely 
model the load transfer, since these retained nodes are used to construct the required 
surfaces. The recommended approach for constructing the contact surfaces is by 
meshing the interacting region with surface elements. This approach provides the most 
flexibility in defining the contact conditions whereby the produced surface can act as 
either a master or slave surface in the simulation. Furthermore, the surface elements 
accurately define the surface geometry of the interacting region without introducing any 
additional stiffness to the model. A care needs to be exercised in order for any additional 
nodes not to be added during this process and to ensure only the retained nodes are used 
for the construction of the surface elements. 
6. A new ABAQUS input file hosting the extended substructure of the component is 
created. It contains the definition and the set of the retained nodes, the declaration of 
the UEL (the definition is in a FORTRAN file) and if required, the definition of the 
interacting region including the construction of the contact surfaces. The definition of 
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the UEL and the reduced stiffness matrix also produced during this process accompany 
this ABAQUS input file to form integral parts of the data unit. 
Identify and contain the 
retained nodes in a set
Produce reduced stiffness 
matrix
Create surface elementsConvert the reduced stiffness 
matrix into an efficient 
FORTRAN readable format
Define an ABAQUS UEL
ABAQUS input file 
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component’s extended 
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included included
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Figure 5.9 – Schematics of an extended substructure preparation 
5.5.1 The model input file layout 
The above process may be described as a conversion of a traditionally FEA modelled component 
into its extended substructure equivalent and the ABAQUS input files may be described as the 
principal representations of the component. Frequent manipulations with the component 
representations occurring in the proposed methodology is supported by this convenient 
expression in the form of separate ABAQUS input files whereby an appropriate representation 
can be effortlessly included or excluded when needed from the complete model. A construction 
of a complete finite element model, which is the principle task of Step 9 of the methodology, 
via a complete inclusion of relevant ABAQUS input files provides an efficient and effective 
management of complex load-bearing assemblies. Moreover, such layout enforces any 
representation of a component to comply with a given interface and in this way ensures 
correctness and completeness of the model. Furthermore, this provides an opportunity for a 
single input file of the entire model to be utilised by all design search streams whereby the only 
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differentiation is an included file representing the traditionally meshed component. This 
particular input file layout is also advantageous as it allows modifications of the model, while 
the file itself remains unchanged during the search and decide iterative loops since the 
modifications are incorporated in the included files. The schematics of the recommended input 
file layout for an implementation in ABAQUS are presented in Fig. 5.10. The layout consists of 
a series of smaller input files which are incorporated in a control input file via *INCLUDE 
command. It consists of five distinct sections where common input files section comprises one 
of them. In this section, the common features to all components are presented that may include, 
but not limited to, material models, section properties, node sets and other assembly entities. 
The component subject to development needs to be isolated and completely contained in a 
single file with all its dependant features. This file constitutes active component section. The 
next, UEL components, section is very similar to the previous section with the only difference 
of having the traditional finite elements, which defines a component, replaced with a single user 
element, i.e. extended substructure. All other components should be included as own and 
separate input files. The information on the boundary conditions, including the loading, and the 
interactions are contained in interface section. This section is common to all search streams and 
immutable for a duration of a single search stage. Its alternations are only permissible upon the 
decisions inferred during the knowledge stage. This layout requires all loading and boundary 
conditions to be applied externally to extended substructures, which prevents all nodes with 
the boundary or load condition to be condensed. Furthermore, for components involved in 
interactions, contact surfaces need to be prepared to comply with the interface specifications. 
This generally implies a correct naming convention. The last section of this layout is step 
definition section. Since the boundary and loading conditions are also defined in *STEP block, 
this section is an inseparable from the boundary conditions defined in the interface section. 
However, it is presented here as a separate section to emphasise its unique purpose and as a 
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reminder of the critical requirement that only static but nonlinear types of analyses are 
permissible. 
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Figure 5.10 – Recommended input file layout for an implementation in ABAQUS 
5.6 Chapter Summary 
In this chapter, an interactive and preference based comparative evaluation of engineering 
design concepts based on the nonlinear substructuring analysis has been proposed; where an 
optimisation algorithm guides the design search by imposing rules in terms of ranking the 
engineering design concepts with respect to the set objectives and constraints to aid in a more 
rigorous evaluation of a greater number of design alternatives. The proposed methodology 
exploits the increase in the computational efficiency created by utilising the extended 
substructuring to reorganises the concept evaluation process by allowing solutions to be found 
through incremental detailing and evolution of engineering design concepts using FEA and thus, 
alleviate the requirement for a high fidelity from the initial model. It also features a series of the 
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human cognitive interactions which enable high quality concepts to progressively evolve as the 
knowledge acquired about the design increases and more details for the finite element models 
become available. To alleviate any implied hindrance in implementing the key concepts of the 
proposed methodology in ABAQUS, a suggested implementation strategy is also provided in 
this chapter. 
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Chapter 6   
Validation Case Studies 
 
6.1 Overview 
The validation of the proposed methodology, including comparisons with the traditional 
approach based on FEA, and its viability for the application in evaluation of engineering design 
concepts is comprehensively discussed using a select number of case studies in this chapter. 
The elements of the proposed methodology discussed earlier are implemented to synthesise an 
efficient framework for a computer aided comparative evaluation of nonlinear structures in the 
conceptual design phase. Three case studies are presented in this chapter in an attempt to 
illustrate further benefits of the proposed methodology and its viability for application in an 
evaluation of engineering design concepts. Each case study aims to demonstrate a larger 
spectrum of its capabilities in different application scenarios. The first case study is an extensive 
comparison of the proposed methodology with the traditional approach based on FEA. The 
second case study demonstrates an application of the proposed methodology in an innovative 
type of engineering design, while the last case study demonstrates its application in a redesign 
type of engineering design. Furthermore, different optimisation solvers are applied in each case 
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study to further demonstrate flexibility and independence of the proposed methodology from 
a choice of the search algorithm. Uninterrupted by a choice of the search algorithm, in all three 
cases the preferred interests of the design engineer are always clearly articulated through the 
implemented human cognitive interactions to direct the search in a preferred direction without 
additional computational effort. The presented case studies also demonstrate the applicability 
of the proposed methodology to problems with a varying level of complexity with respect to 
their nonlinearity and sources of the nonlinearity. On the basis of these case studies, the 
practical efficiency of the proposed methodology is demonstrated and its proficiency in 
navigating complex optimisation search space is highlighted. 
6.2 Case Study 1: Three Part Assembly 
A comparative study with respect to: model size, efficiency, accuracy and confidence was 
performed to provide a quantifiable comparative validation of the proposed methodology and 
to provide a more detailed description of the application of this methodology in the engineering 
design practice. Although the numerical data obtained in this study are specific to the particular 
practical example, common trends are observed throughout other design problems that have 
been investigated. In all cases considered, the most influential factor is the percentage of the 
model size reduction - the higher reduction in the model size, the higher overall benefits 
whereby the time related benefits are the most profound.  
The reference in this study is the traditional FEA based approach incorporated in a typical 
stochastic numerical search for an assembly as a whole. The same initial input parameters (Table 
6.4) and the optimisation parameters (Table 6.5) were used in both cases. The optimisations 
were executed on the same computer infrastructure (2.4GHz CPU with 2 GB of RAM) and 
the comparison was limited to the first 1,000 design concept variations. 
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6.2.1 Finite Element Model 
A working model based on a design of an actual product or system was prepared. This may not 
necessarily be a situation where the proposed approach is precisely practiced, but it was used 
here for demonstrative purposes to illustrate a larger spectrum of capabilities and full benefits 
of the proposed methodology. The model consisted of three components: bracket, holder and 
mount, as shown in Fig. 6.1. At the centre of the mount flat plate, a vertical downward 
displacement was applied as a load. The entire assembly was held static by the boundary 
conditions applied to the bracket and holder. All DOF on the bottom edge of the holder rebar 
were held and the DOF on the edges of the top plate of bracket were constrained as for a simple 
supported beam. Throughout the model, 4-node shell elements with reduced integration were 
used to coarsely mesh the components. The critical contact simulation and load transfer 
between the components were carefully modelled with the master-slave algorithm to replicate 
the interaction occurring in the assembly. The material used in the analysis was modelled as 
elastic, perfectly plastic. 
6.2.2 Extended Substructures 
In order to achieve the best and the quickest solution, the proposed methodology was utilised 
to identify and manipulate the main influences and interactions between design parameters and 
uncertainties affecting the objectives. To facilitate a meaningful distribution of the development 
effort, three design search streams corresponding to the components were formed (streams: 
“Bracket”, “Holder” and “Mount”). Extended substructures were created from each component 
(Fig. 6.2) and notable recognitions in significant model size reductions were immediate. Design 
search stream Bracket developed an extended substructure that reduced the number of active 
DOF by about 92 percent. The original traditionally meshed bracket was reduced to 27 nodes, 
which were then used to construct 12 surface elements and 3 surfaces. Similarly, high reductions 
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in the numbers of active DOF were obtained in the other streams as well (stream Holder around 
93 percent and stream Mount around 95 percent), which are in line with other reported research 
[Chandrupatla and Belegundu, 2002; Kajtaz et al., 2010]. Table 6.1 summarises the final 
recommended values for the parameters used in the definition of the initial extended 
substructures. Although the entire process is integrated in the software and hidden from the 
end user, the underlying principles and procedure are described in detail here for demonstration 
purposes. 
Table 6.1 – Initial extended substructure parameters 
Holder  Bracket  Mount 
m t  m t  m t 
0.0398 52.77  0.0220 140.27  0.0588 18.80 
 
 
 
Figure 6.1 - Three-part Assembly – Working Model 
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Figure 6.2 - Extended substructures of the Components 
  
Table 6.2 – Input range for parameter t 
Component min max third 
Holder 57 67 61.8 
Bracket 121 142 134.3 
Mount 18 32 24 
 
6.2.2.1 Determining the extended substructure parameters m and t 
As discussed in Chapter 2, two preparatory activities are required in order to commence with 
the interpolation. The first consists of determining the desired values for the interpolation and 
the second of determining suitable ranges for the parameters. The former is used as the input 
for the software whereas the latter is fully concealed from the end user by the software. In order 
to determine the desire values, the overall response of the finite element model that had been 
previously traditionally meshed using standard finite elements was decomposed into four linear 
segments. Through a search driven by a genetic algorithm, the best end points of the linear 
segments (knees) and their respective gradients (slopes) were determined and they were used as 
the desired values for the consequent interpolation. The values determined in this example are 
shown in Fig. 6.3. As discussed before, the widest range for the parameter m is from 0 to 1 but 
narrowing of the range is also possible and in this example, the wide range was contracted to 
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[0.06, 0.17]. On the other hand, determining the range for the timing parameter, t was more 
involving due to the nature of the parameter t. Since the strain energy was used as the timing 
parameter, the suitable range for this parameter was determined from an aggregation of the total 
strain energies in all elements of the traditionally meshed model. Furthermore, an order of the 
assembly components that undergo the stiffness modification was also determined by relative 
comparison of the total strain energy outputs. The ranges used in this study are shown in Table 
6.2. The third value that is used in the interpolation was the average of the min and max 
logarithmic values as per Eq. (3.17) and it was utilised to obtain the third values for both 
parameters. 
 
Figure 6.3 – Linearization and the desired values 
Once the preparatory activities had been completed, the interpolation process commenced 
(shown graphically in Fig. 6.4). This is analytically performed and it is concealed from the end 
user by the software. The figure shows a natural log space of the parameter m and its feedback 
variable – the slope, as defined in Eq. (3.15). A line of linear regression was fitted between the 
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data points to obtain the coefficients as required by Eq. (3.16). The data points used for the 
interpolation can also be visualised in the force-displacement space, shown in Fig. 6.5. This 
figure shows the overall responses of the model as combinations of the parameters m and t were 
applied to produce the interpolation data points for the mount substructure. The graphs labelled 
1 to 3 are the three interpolation values and the graph 4 is the predicted outcome based on 
those three interpolation values. Since the outcome was not satisfactory, an additional 
interpolation was performed to obtain a better outcome. The initially predicted outcome was 
used as the fourth interpolation value to obtain much improved result labelled Final. The same 
procedure was also applied on the parameter t and its feedback variable – the force-
displacement coordinate. High determination coefficients (the R2 values) were obtained in all 
cases which increased the confidence in the predicted outcomes. Table 6.3 summarises the 
interpolation data and results used in this example. 
 
 
Figure 6.4 - Interpolation by linear regression 
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Figure 6.5 - Interpolation by linear regression in the force-displacement space 
 
 
 
Figure 6.6 – Accuracy performance of the extended substructures 
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Figure 6.7 - Time improvement factor as a function of the substructure reuses 
The performance of the assembly fully modelled with extended substructures is shown in Fig. 
6.6. The figure indicates that the final response is within 98 percent of accuracy when compared 
to the traditionally meshed model, which proves this as an efficient and reliable technique for 
modelling of repetitive nonlinear structures. The overhead associated with the preparation of 
the extended substructures is quickly recovered. In particular, a model with the extended 
substructures was in this case six times quicker than the traditional model which allowed the 
overhead recovery to occur within the three reuses. A variation of the time improvement factor 
with respect to the number of reuses was also investigated and presented in Fig. 6.7. 
6.2.2.2 Data Units 
The data units containing additional information about the extended substructure application 
and extended substructure interaction environment were compiled within each search stream. 
With intent to further describe the approach, a more detailed example of the bracket 
component is considered. As described in Chapter 5, four levels of information were contained 
in the bracket data unit: a reduced stiffness matrix, a finite element formulation, an extended 
4.0
3.5
3.0
2.5
2.0
1.5
1.0
0.5
T
im
e 
Im
p
ro
v
em
en
t 
F
a
ct
or
30282624222018161412108642
Reuses
138 6.2 CASE STUDY 1: THREE PART ASSEMBLY 
 
 
substructure definition and a vector of static parameters associated with the bracket (vectors S) 
(Fig. 6.8).  
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Figure 6.8 – Bracket data unit 
 
Table 6.3 – Summary of the interpolation 
 
slope 
[kN/mm] m 
knee 
(force) 
[kN] 
t ln(slope) ln(m) ln(knee) ln( t ) 
Mount ln( ) 2.484ln( ) 28.824m S= −
 
Pt. 1 53.16 0.1714 61.06 18.00 10.88 -1.76 8.72 2.89 
Pt. 2 34.30 0.0571 80.35 32.00 10.44 -2.86 8.99 3.47 
Pt. 3 44.24 0.0990 70.70 24.00 10.70 -2.31 8.86 3.18 
         
Holder ln( ) 3.733ln( ) 40.094m S= −
 
Pt. 1 28.60 0.1714 85.42 57.00 10.26 -1.76 9.05 4.04 
Pt. 2 21.34 0.0571 95.16 67.00 9.97 -2.86 9.16 4.20 
Pt. 3 25.15 0.0990 90.29 61.80 10.13 -2.31 9.11 4.12 
         
Bracket ln( ) 3.193ln( ) 32.624m S= −
 
Pt. 1 15.56 0.1714 98.05 121.00 9.65 -1.76 9.19 4.80 
Pt. 2 11.07 0.0571 111.27 149.00 9.31 -2.86 9.32 5.00 
Pt. 3 13.52 0.0990 103.34 134.27 9.51 -2.31 9.24 4.90 
 
6.2.2.3 Data Exchange 
A successful exchange of the data between the streams (via a repository) completed the finite 
element models within each design search stream. The majority of the model consisted of the 
extended substructures (Fig. 6.9). The only traditionally meshed component in the model was 
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the component that was the subject of a development, i.e. bracket, which through its input 
parameters, variations and uncertainties defined the design search space. 
 
Figure 6.9 – Completed models within the streams (from left to right: Bracket, Mount and Holder) 
 
6.2.3 Search by Numerical Optimisation 
The search by numerical optimisation consists of coupling the ABAQUS solver with the 
optimisation engine provided by a commercial optimisation software package modeFrontier 
[ESTECO, 2012]. In the applied optimisation workflow shown in Fig. 6.10, there are three 
commonly found sections in the formulation of an optimisation problem: input parameters, 
constraints and objectives.  
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6.2.3.1 Description of Input Parameters 
A total of seven parameters are used in the design search process. For each of the components, 
a thickness of the component and Young’s Modulus, as the material defining property are used 
as the input parameters. In the case of the holder design, the effects of the plate and rebar 
thicknesses were independently investigated. The input parameters are summarised in Table 
6.4. There are three distinct parts in the input section (Fig. 6.10). The first part is an 
implementation of invariants from the vectors S. The second part is a set of the input parameters 
from the vector V, associated with the active component. And, the last part is a group of 
auxiliary files derived from Data Units. 
6.2.3.2 Description of Constraints and Objectives 
The FEA results are assessed in the constraints section and rated in the objective section. The 
constraints are associated with Mises stress and reaction force. The stress was expected to be in 
the range of 200 to 550 MPa, and the reaction force between 1 and 4 kN. The constraints are 
treated as an additional objective. 
In this study, the objective was to find the lightest design that maximised the reaction force and 
utilisation factor. The utilisation factor is a derived parameter measuring a percentage of 
elements that exceeded a set value of Mises stress. The twofold role of the parameter is to 
monitor and eliminate potential stress concentration and to increase material utilisation. 
Table 6.4 - Input Variables 
Parameter Range Step Initial Value 
Bracket    
Bracket Young’s Modulus [MPa] 190,000 – 210,000 2,000 200,000 
Bracket Thickness [mm] 1 – 10 1 5 
Holder    
Holder Young’s Modulus [MPa] 190,000 – 210,000 2,000 200,000 
Holder Plate Thickness [mm] 1 – 10 1 5 
Holder Rebar Thickness [mm] 1 – 10 1 5 
Mount    
Mount Young’s Modulus [MPa] 190,000 – 210,000 2000 200,000 
Mount Thickness [mm] 1 – 10 1 5 
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Figure 6.10 - Optimisation Workflow 
 
Table 6.5 - Optimisation Algorithm Parameters 
Parameter Value 
Initial Population Size 200 
Number of Generations 5 
Probability of Directional Crossover 0.5 
Probability of Selection 0.05 
Probability of Mutation 0.1 
6.2.3.3 Optimisation Scheduler 
The performance of the developed method is independent of the chosen optimisation 
algorithm, meaning that any available algorithm can be utilised. A proprietary version of the 
Multi-Objective Genetic Algorithm, MOGA-II, was used in this study. MOGA-II is an 
improved version of MOGA (Multi-Objective Genetic Algorithm) by Poloni [Mosetti and 
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Poloni, 1993; Poloni et al., 2000; Poloni and Pediroda, 1998] that uses a smart multi-search 
elitism [Rigoni, 2004; Rigoni and Poles, 2005]. Unlike the standard GA, the efficiency of 
MOGA-II is governed by its four different operators for reproduction: classical crossover, 
directional crossover, mutation and selection; and by the use of elitism (a preservation of the 
prior best solutions in the population). At each step of the reproduction process, a choice of 
the four operators to be applied on the current individual is determined by the predefined 
operator probabilities. Directional crossover, a featured and proprietary operator of this 
algorithm, provides efficiency to the algorithm, however decreases its robustness. It assumes 
that a direction of improvement can be detected by comparing the fitness values of two 
reference individuals, and a new individual is generated by moving in a randomly weighted 
direction that lies within the space enclosed by the given individual and the reference 
individuals (parents) (see Fig. 6.11). For more details on MOGA-II, the reader is referred to the 
paper by Poles [2003]. While several parameters are internally set, in order to successfully utilise 
this algorithm and to provide the robustness and the efficiency to the algorithm, a few user-
provided parameters require settling. Values used in this study are summarised in Table 6.5. 
The recommended probability of the directional crossover is between 0 and 1 where the value 
is indicative of the operator preference (i.e. 1 indicates that only this operator is used). The high 
probability values define a high efficiency search but reduce the robustness, so in case of highly 
nonlinear problems the algorithm may converge to locally optimal solutions. By contrast, the 
low probability values imply the high probability values of the classical crossover which further 
implies the improved spread and robustness of the search but decreased convergence. 
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Figure 6.11 – Illustration of the direction improvement in MOGA-II 
6.2.4 Efficiency Comparison 
In contrast to speed which is a measure of how quickly a design alternative is evaluated, being 
a primary property of an underlying solver, efficiency (or effort) is a metric designed to express 
a number of evaluated design alternatives of a particular quality in a given time frame. 
Alternatively, it can be expressed as time required to evaluate a set number of quality design 
alternatives. The obtained results of the comparison with respect to efficiency are shown in Fig. 
15. As indicated in the graph the traditional approach was outperformed in this study by a 
factor of 2.7. This improvement was determined to be in direct correlation with the model size 
reductions. However, the improvements were not significant initially because of the overhead 
associated with the preparation of the extended substructures. In this particular case, a total of 
18 design evaluations were required before the improvement became positive. This is shown 
in the bottom left graph of Fig. 6.12, highlighting the first 30 minutes of the study. The bottom 
right graph in the same figure shows the rate of improvement. In particular, the factor of 
improvement plateaued at a maximum value once the overhead was recovered. It was 
discovered that the maximum improvement is defined by the ratio of the evaluation times and 
as per the following expression: 
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1 2
, ...
traditional traditional traditional
stream stream stream N
t t tFI average
t t t
− − −
 
=  
 
 (6.1) 
where: 
traditionalt  - time to evaluate the model using the traditional approach 
stream Nt −  - time to evaluate the model within the design search stream “N”. 
The data presented in Fig. 6.12 was based on an assumption that both of the approaches had 
the equal chance of obtaining finite resources. Despite the fact that this assumption seems biased 
towards the traditional approach and restricts the full potential of the proposed methodology, 
it was adopted in order to obtain a plain head-to-head time comparison. In fact, apart from 
providing an effective and efficient coordination of the design search streams, concurrency and 
distributiveness that were in-built in the proposed methodology, enable the numerical search 
to obtain greater resources, recognition and rewards when faced with a competition for finite 
resources (in this instance: computational power). This is due to one of its primary advantages 
which allows the search to be distributed and executed in parallel. Due to the data unit attribute 
to conceal proprietary data and coupled with the distributive nature of the proposed 
methodology itself, the optimisation is able to cross the enterprise and geographical boarders in 
order to obtain at least three times more computational resources than the traditional approach. 
By contrast, the traditional approach lacks this attribute and has to remain within the enterprise 
borders and utilise only the computational power available to a particular enterprise. 
Furthermore, even if the comparison was limited to be only within the enterprise boundaries 
while relying on shared resources such as computer clusters, the optimisation by the proposed 
methodology would tend to obtain more resources because most of the job schedulers favour 
smaller and shorter jobs [Iqbal et al., February 2005; NCI, 2012]. 
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Figure 6.12 - Comparison: Efficiency 
By retrospectively considering the expression for the computational cost defined in Eq. 4.7, a 
methodology such as this, which is capable of a more effective and efficient design space 
exploration, is important in modern design practice when the complexity of the design space is 
significantly increasing due to the augmenting number of design criteria and introduction of 
new more advanced manufacturing processes and materials. Furthermore, it provides novice 
engineers with the freedom and power to seek creative solutions that are perhaps not obvious 
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to even the most experienced ones. The achieved time savings can be utilised not only to obtain 
a better design concept but also to achieve rapid customisation of the designs. 
6.2.5 Accuracy Comparison 
The most critical comparative indicator is the optimality of the selected solution and the ability 
to produce equally good results as the traditional approach. The main objective here was to find 
the lightest solutions which maximised the structural integrity and the material utilisation. As 
Fig. 6.13 indicates, the search within the proposed methodology provided an equally good 
solution as the traditional stochastic search used in the traditional approach. Given the nature 
of multi-objective optimisation a set of optimal compromises satisfying the design criteria was 
obtained among which the design engineer could make the selection according to additional 
constraints. Fig. 6.13 showing the objective space reflects this by indicating that equally good 
solutions were produced by the proposed new methodology rather than identical solutions. 
6.2.6 Comparison of Confidence Levels 
The most valuable and complex comparative indicator is the Confidence Index – a measure of 
certainty in the correctness of the selected designs. Due to the stochastic nature of the 
optimisation search algorithm and in order to objectively assess the confidence levels of the 
proposed methodology against the traditional approach, the complete design search was 
segmented and monitored over a series of 90 minute time intervals (see Chapter 4, Section 
4.3.1). A sample score for one of the time segments is shown in Table 6.6. The scores were 
averaged over the number of the time segments to ensure a uniform score throughout the 
search. The average confidence improvement factor was 4.5 and the variations of the scores 
between the time segments were trivial.  
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Figure 6.13 – Comparison: Accuracy 
 
Table 6.6 - Comparison: Confidence 
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Figure 6.14 - Relationship between time and confidence improvements 
In practice, this superior performance of the proposed methodology for evaluation of concepts 
over the traditional approach with respect to the confidence level can be interpreted as 
improvement in the quality of product design. Of further interest in this study was the 
relationship between the time for concept evaluation and confidence improvement. For this 
purpose, the possibility of compromising the confidence improvements in order to reduce the 
time while still outperforming the traditional approach was investigated. The results of this 
particular investigation are shown in Fig. 6.14. As indicated, the time improvement factor of 
2.3 was achieved when the same confidence index was enforced. This value was expected to 
be lower than the efficiency factor of 2.7 calculated earlier because the time improvement 
factor was related to the non-dominated solutions only, whereas the efficiency factor was 
related to all generated solutions. The small difference between the two indicated that all 
produced solutions were generally of very high quality, once again demonstrating very high 
efficiency of the proposed methodology. Finally, a power-law-like relationship was determined 
between the time and confidence improvements allowing a design engineer to decide if a better 
or a quicker solution was preferred. 
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6.2.7 Summary of Results 
The shorter evaluation times as a direct result of utilising the extended substructures enable 
more efficient navigation of a complex design space and evaluation of a larger number of design 
alternatives which consequently increases the knowledge about the design space. A comparative 
study with respect to model size, efficiency, accuracy and confidence was performed to validate 
the new methodology. Based on the obtained results, the following conclusions can be 
summarised: 
• Extended substructures reduced the original individual component finite element model 
by up to 95 percent of its original size; 
• The new evaluation method is more than 2.7 times efficient than the traditional FEA 
based approach; 
• The confidence index for the new evaluation method is 4.5 times higher than that for 
the traditional FEA based approach; 
• The new evaluation method produced equally optimal solutions as the traditional FEA 
based approach. 
Furthermore, a comparative study of the developed method against the traditional FEA based 
approach indicated that the proposed approach has the capability to obtain greater resources, 
recognition and rewards when faced with a competition for finite resources, such as 
computational power. Overall, the presented new method for comparative evaluation of 
engineering design concepts consistently created more value with less time and effort when 
applied to complex structures characterised by nonlinear behaviour under load. 
6.3 Case Study 2: Side-door intrusion bars 
The traffic accidents are one of the leading causes of mortality in modern society. While 
absolute numbers of fatalities are decreasing, deaths in lateral impacts now account for a larger 
share of the fatalities. In order to minimise injuries due to the side impact, a compulsory 
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reinforcements as energy-absorbing barriers, also known as side-door intrusion bars or impact 
beams, are usually placed in the passenger car doors for additional protection against large 
external forces that are applied upon vehicle collisions. As the introduced impact beams add a 
sufficient degree of rigidity to a passenger car door, they also contribute to the total weight of 
the car. Since the impact beams are manufactured from high-strength steel, in order to 
effectively and economically downweight it by substituting aluminium for high-strength steel, 
a redesign of traditional and the most common impact beam concept is also necessary. An 
accurate prediction of the performance of an impact beam design in a crash test typically 
requires advanced computer modelling or physical experimentation. These experiments are 
expensive to perform and the computer simulations usually require large amounts of 
computational power, unless advanced computer modelling techniques such as the proposed 
methodology are utilised. This case study therefore describes in detail the application of the 
proposed methodology in an innovative engineering design of the side-door intrusion bars and 
discusses the results of the methodology with references to quality of the search, validation and 
computational effort. In this study, the design objective is to explore design variations in order 
to maximise the crash resistance while avoiding compromises in the structural stiffness of the 
designs. Although the manufacturability of the assembly components, as one of the most 
common design requirements, can also be ensured via objective functions, this case study 
addresses it via a comprehensive set of constraints on the input parameters and a series of 
inexpensive verification tests. 
6.3.1 Finite Element Model 
The strength and stiffness requirements for side doors of passenger cars are specified by the 
Australian Design Rule (ADR) 29/00 – Side Door Strength [ADR, 2006] (the US equivalent: 
FMVSS 214-58 FR 14169) where the compulsory testing procedure and the performance 
requirement are described in detail. Due to high costs associated with the experimental testing, 
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computational simulations frequently replace physical tests, hence establishing FEA as a 
preferred validation tool. As the testing procedure involves high velocity impacts, dynamic 
types of FEA are generally performed which gives a rise to high computational demands and 
costs. Therefore, in order to be cost effective, a number of the simulations is frequently kept to 
a minimum and usually on a "need-to" basis. By contrast, the study presented here involves a 
search for a design which generally implies frequent evaluations of the testing procedure. 
Therefore, some simplifications and abstractions need to be introduced to the simulation of the 
testing procedure in order for the search to be efficiently conducted. The main simplifications 
involve modelling of the impact bar assembly in an isolation and replacing the dynamic analysis 
with a quasi-static analysis, thus temporarily overlooking the dynamic effects. Since a relative 
comparative evaluation of engineering designs would be performed, it is assumed that these 
simplifications are permissible and will not significantly affect the overall performance. After 
all, the simplified models at this stage are not to substitute the validation and certification stages 
but to provide efficient means for an arrival to the final designs which will be validated and 
certified later. The simplified side door reinforcing assembly investigated in this study was 
similar to that in Kajtaz [2011] and consists of four components (see Fig. 6.15): 
• Bracket, a short extrusion that encloses and reinforces the door lock; 
• Pole, a long extrusion that houses the door hinges 
• Upper and Lower Cross-Bars (UXB and LXB), two long extrusions disposed in the door 
body joining the door hinges and the lock 
Components bracket and pole can be considered as integral parts of a door frame [Kajtaz, 2012] 
and they were not actively participating in the search, unlike the cross-bars. Their shapes and 
dimensions were constant and consistent for all considered variations of the side door reinforcing 
assembly and they were coarsely meshed with 4-node shell elements with reduced integration. 
The cross-bars are modelled as 3D solids with non-uniform cross-sections, thickness and non-
uniform profile along the length (two profiles lofted together). In order to accurately capture 
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these irregular shapes by an automated meshing algorithm, the cross-bars were meshed with 
general purpose tetrahedral elements and general purpose linear brick elements, with reduced 
integration. All of the elements included advanced hourglass control. To ensure quality results, 
the element mesh needed to be refined using the h-refinement approach where a large number 
of small-sized elements is required (see Appendix B), which was also one of the reasons why a 
traditional explicit FEA was avoided. In particular, the critical time step size for explicit time 
integration is directly proportional to a characteristic element length and a presence of small 
elements drastically reduces the time step, which in turn increases the computational time. The 
critical contact simulation and load transfer between the components were carefully modelled 
with the master-slave algorithm to genuinely replicate the interaction occurring in the test 
procedure. The materials used in the model were represented as isotropic nonlinear Ramberg-
Osgood materials whereby steel used for bracket and pole was represented by the Ramberg-
Osgood coefficient of 8.7 and 650MPa yield strength; and aluminium used for the cross-bars 
was represented by the Ramberg-Osgood coefficient of 5.2 and 200MPa yield strength.  
6.3.2 Concept Search by Numerical Optimisation 
6.3.2.1 Preparation 
Due to high complexity and irregularity of the cross-bars, the engineering design concepts of 
the side door reinforcing assembly can be only effectively evaluated using approaches based on 
FEA. The other approaches are usually based on personal intuition and historical experience or 
acquisition of knowledge through other means. However, since responses of the design concepts 
was not intuitively predictable nor obtainable by any other means, the proposed methodology 
was the only feasible alternatives capable of an effective and computationally affordable 
evaluation of the concepts. The preparatory steps for the adaptation of the side door reinforcing 
assembly to the proposed methodology are presented in the ensuing sections. 
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6.3.2.2 Extended Substructures 
To facilitate a meaningful distribution of the development effort, two design search streams 
corresponding to the components were formed (streams: "UXB" and "LXB" for upper and lower 
cross-bars respectively). Each of the design search streams developed extended substructures 
from their assigned components (Fig. 6.15). The number of retained nodes was determined by 
the interaction of the assigned component with its environment and the most critical interaction 
was the area of the impact between the component and the test barrier. Since this area enables 
the principal load transfer and it is the slave surface in the context of the master-slave algorithm, 
in order to accurately model the load transfer all nodes and their corresponding degrees of 
freedom were retained. This was one of the major impediments to a higher degree of model 
size reduction that is usually achieved if the extended substructures were utilised. Failing to 
retain an adequate number of nodes in this area would permit the master surface penetrations 
which would then lead to the further and overall inaccuracies in the model.  
The majority of the models within the search streams consisted of the extended substructures 
(Fig. 6.15). The only traditionally meshed components were UXB and LXB in their respective 
streams. As shown in Fig. 6.15, the assembly model size was significantly reduced when the 
extended substructures were utilised, which consequently led to shorter FEA completion times 
(Fig. 6.29). In the shown example, the traditionally modelled LXB consisted of more than 
250,000 solid elements, while its counterpart modelled as an extended substructure had only 
96 surface (shell) elements. Similarly, the traditional model of UXB was reduced from more 
than 70,000 solid elements to 100 surface elements. This trend of high model size reduction 
rates is in line with other reported research [Chandrupatla and Belegundu, 2002; Kajtaz et al., 
2010] and it is expected to continue for all other releases of the extended substructures. 
However the actual percentages may vary due to irregularity and unpredictability of the cross-
bar shapes. 
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Figure 6.15 - Finite element models 
6.3.2.3 Data Units and Data Exchange 
The data units were compiled within each search stream to conceal the proprietary information 
and to prepare it for a secure transmission to the outsourced infrastructure. This safe and 
convenient method of data sharing enabled more resources to be obtained from multiple 
sources which would otherwise be only limited to the resources available locally and within 
enterprise borders. Furthermore, the embedded flexibility of the data unit format reduced a 
demand on infrastructure requirements for data exchange and communication between the 
parallel search streams. Hence, a shared cloud storage that is concurrently accessible by all 
parties involved was set up as the repository for the data exchange and the version tracking 
purposes. The record of historical data units proved to be beneficial especially during the 
decision making stages as correlations between the output results and the substructure 
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parameters were often sought. A control over the version tracking was manually performed via 
a database for an easement of the knowledge discovery. In particular, this allowed for data to 
be analysed from different perspectives to identify any potential relationships. 
6.3.2.4 Resources and Infrastructure 
In general, the proposed methodology has low demanding infrastructure requirements as it is 
often compatible with the existing technology and the requirements are usually met with 
available infrastructure. However, due to the large number of free input parameters which 
considerably increased the complexity of the problem, the infrastructure requirements were 
significantly heightened. Since the data management and exchange was provided by the online 
cloud service, the local infrastructure was utilised only for generation of design variations and 
their geometrical verifications. An amount of computation and its intensity associated with the 
generation of design variations were considerable given that the number of input parameters 
was in excess of 120 parameters. Although a generation of valid geometry was driven by a set 
of the validation rules, due to the large number of free parameters in every 100 attempted 
permutations of the input parameters only five of them produced valid geometric shapes. This 
number was further reduced because geometrically feasible solutions may have not always be 
possible to automatically mesh, so the final number of solutions coming to the FEA solver was 
even smaller. Due to the dependencies on a number of software suits, the design generation and 
pre-processing subtasks could not be distributed or outsourced, so a local four-core processor 
with 4GB of RAM was dedicated in order to provide a sufficient number of design concept 
variations at a desired rate. The software suits used for the geometry generation and FEA pre-
processing were SolidWorks [SolidWorks, 2012] and ANSA [Beta, 2010] respectively. A 
concurrent and parallel evaluation of the concept alternatives on multi-core processors was 
utilised to efficiently evaluate a large number of concept alternatives. For that purpose, 
Victorian Partnership for Advanced Computing (VPAC) in Melbourne granted an access and 
156 6.3 CASE STUDY 2: SIDE-DOOR INTRUSION BARS 
 
 
licencing to their high power computing facilities. However, due to the nature of an 
optimisation study and to effectively utilise parallelisation, a large number of available licences 
was demanded, which was not possible to obtain solely from this high-power computing (HPC) 
centre. Typically, HPC centres are not designed to prefer this mode of computational intensity. 
Their preferred mode is a single job requiring large amounts of computational resources and as 
a result licencing pool of HPC centres is relatively small. By contrast, this study required 
relatively small amounts of computational resources for numerous jobs, which consequently 
resulted in a frequent and long queuing, which is very undesirable if the aim is an efficient 
optimisation study. Therefore, in order to accommodate this study, additional resources from 
multiple HPC centres were utilised, namely: National Computational Infrastructure (NCI) in 
Canberra and TotalCEA, a commercial HPC provider from Ann Arbor, Michigan, USA. 
Furthermore, a grid of four local computers was dedicated for this study in order to facilitate 
an efficient optimisation by increasing the opportunity in this competition for finite resources 
(in this instance: licence tokens). Given the multiple sources of the resources and their 
availability conditions, a local computer was dedicated to facilitate a meaningful distribution of 
the computational effort. The infrastructure layout is diagrammatically shown in Fig. 6.16.  
 
Figure 6.16 - Infrastructure layout 
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6.3.3 Search 
6.3.3.1 Optimisation Workflow 
The search consisted of coupling the ABAQUS solver with the optimisation engine provided 
by a commercial optimisation software package modeFrontier. In the applied workflow shown 
in Fig. 6.17, there are three commonly found sections in the formulation of a typical 
optimisation problem: input, processing, and constraints and objectives. Three distinct parts can 
be identified in the input section. The first part is the vector S, an implementation of invariants 
representing the extended substructures. The second part is the vector V, a set of the input 
parameters associated with the active component. And, the last part is a collection of auxiliary 
files derived from the data units which for clarity and an ease of workflow management are not 
grouped but rather distributed around their respective processing nodes. The processing section 
is also made of three distinctive parts which are differentiated by their functionality. The first 
part is a collection of processes responsible for generation of valid geometry, generation of valid 
finite element models and the verification and management of the geometry and the finite 
element models. Given the multiple option paths for processing of results, the second part has 
a managerial role to facilitate a meaningful distribution of the computational effort. Here, 
availability, CPU loading conditions as well as path preferences are assessed and the work load 
is balanced using different schemes such as randomisation, round-robin, weighted affinity and 
longest idle time. At any time during a search, a change to the load balancing scheme is possible 
without any interruptions to the workflow. The last part of the processing section is responsible 
for generation of results. It contained all necessary elements for successful interfacing with the 
local and remote clusters as well as the local grid. Due to a lack of commonalities and high 
variations in the underlying infrastructure, separate programs were needed for each interface. 
The programs ensured secure transfer of files to the remote locations, their remote execution, 
a collection of resulting outputs upon the execution and final clean-ups. The results were then 
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assessed by the constraints and rated by the objective functions in the constraints and objectives 
sections of the workflow. 
 
 
Figure 6.17 – Optimisation workflow 
6.3.3.2 Input Parameters 
The total of 64 parameters per intrusion bar, summarised in Table 6.7, were used in the design 
search process to generate the search space. The parameters were used to control four splines 
in total: the inner and the outer splines located on each end of the intrusion bar.  
Table 6. 7 - Input Variables 
Parameter Range Step Initial Value 
_1__inner 1 – 30 [mm] 1 15.5 
_1__outer 2 – 40 [mm] 1 21 
_2__inner 1 – 30 [mm] 1 15.5 
_2__outer 2 – 40 [mm] 1 21 
_A__inner 10 – 89 [deg] 1 49 
_A__outer 10 – 89 [deg] 1 49 
_L__inner 2 – 150 [mm] 1 85 
_L__outer 2 – 150 [mm] 1 85 
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In this study, splines were manipulated and controlled via spline points as opposed to more 
traditional a control polygon because more general and less localise areas of change were 
preferred (see Fig. 6.18). Therefore, each spline had four spline points and four input parameters 
were associated with each spline point. Two parameters denoted with suffixes "_1" and "_2" 
defined the planar x and y coordinates of the spline points. The other two parameters were the 
tangency control handles used to handle shapes of the splines. The parameters with suffixes 
"_L" controlled the tangent weight or strength of the associated spline point by dictating how 
much influence on the curvature is exerted by the associated control point. For simplicity, a 
symmetrical weight control was used to simultaneously modify the curvature both to the left 
and right of the spline point. The parameters with suffixes "_A" controlled the tangent direction 
of a spline at the associated spline point by modifying the angle of inclination with the x-axis. 
 
Figure 6.18 - Input parameters 
6.3.3.3 Constraints 
Through the permutations of the input parameters, a complex multidimensional design search 
space was defined, however, not all permutations resulted in valid geometries nor were they 
allowable and acceptable. The acceptance criteria was defined by the design requirements 
which require manufacturable components and in this case study, more advanced 
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manufacturing processes such as laser additive manufacturing were permissible. Therefore, in 
order to maximise a throughput of the valid geometry generation, a number of verifications 
were enforced at different levels of the work flow in a form of constraints. The principal 
verification was based on intersections, including self-sections, as this was identified as the 
primary source of all failures in generating valid geometries. The first level constraints were on 
the relative positions of the spline points between the inner and the outer splines. This was to 
minimise the intersections by ensuring that the spline points of the inner spline were always 
inside the spline points of the outer spline. Also, there was a self-section check incorporated as 
a part of these first level constraints. In particular, the self-section was minimised by carefully 
specifying the bounds on the input parameters associated with the tangency controls. The 
second level constraints were the validations on possible intersections of the spline segments 
between the spline points. Due to the lack of manageable controls, an analytical constraint 
capable of a priori detection of such intersections was not possible, therefore an examination of 
the spline was done a posteriori, once the splines were created. Failing to fulfil this constraint 
resulted in an immediate rejection of the geometry as unfeasible. Similarly, cases of an infinitely 
small thickness that resembles a surface were also rejected as an invalid geometry because the 
meshing engine was expecting a solid structure. The validity of the mesh was also checked a 
posteriori, once the meshing was attempted. The next and the final level of the constraints were 
on the results. In particular, there was a lower limit on the value of utilisation factor to ensure 
that the load was correctly transferred onto the intrusion bars. The limiting value was 25% of 
the material yield stress. The implicit and analytical constraint on the inputs and outputs were 
treated as an additional objective during the search. 
6.3.3.4 Objectives 
In this study, as it was mentioned earlier, the objective was to provide a passenger car door with 
lightweight reinforcing assembly, arranged effectively to increase the rigidity of the passenger 
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car door in order to meet the crash resistance requirements by the standards (ADR 29/00) at a 
very low weight penalty. This study considered only the initial crash resistance which is defined 
as the average force required to deform the door over the initial 155mm of crash and follows 
the formulation: 
x
dxxF
CR ∫=
)(
 
(6.2) 
where: CR – crash resistance; F(x) – force-displacement function, and x – displacement. 
Given that two components, bracket and pole, were common to all designs, for simplicity, they 
were excluded from the weigh calculations. Also, for the simplicity, the volume as the output 
parameter was directly used as a measure of weight given that the material density was common 
to all. Therefore, the minimisation of this relative volume was the second objective in the study. 
The third objective was to maximise the utilisation factor. The utilisation factor is a derived 
parameter measuring a percentage of elements that exceeded a set value of Mises stress. The 
twofold role of the parameter is to monitor and eliminate potential stress concentration and to 
increase material utilisation. 
6.3.3.5 Optimisation Algorithm 
As the proposed methodology allows for any choice of the optimisation algorithm, the fast and 
elitist multiobjective genetic algorithm, the Non-dominated Sorting Genetic Algorithm-II 
(NSGA-II) was used in this study. This particular algorithm has recently become a very popular 
and standard approach of solving multiobjective optimisation by the evolutionary algorithms 
because of its capability of finding a well-distributed set of trade-off optimal solutions for two 
or more conflicting objectives of design [Deb et al., 2000]. NSGA-II is a simple yet efficient 
algorithm whereby the population, once initialised, is sorted based on non-domination into 
fronts (the non-dominance is discussed in Chapter 4). The first front is the set of completely 
non-dominant solutions in the current population, followed by the second front being 
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dominated only by the individuals in the first front. The ranking into fronts continues until all 
individuals are allocated to their respective fronts. Every individual in each front are assigned 
fitness values and the rank which is based on the front they belong to. In addition to the fitness 
value, crowding distance is calculated for each individual. The crowding distance is a measure 
of how close an individual is to its neighbours. Large average crowding distance is desired and 
will result in better population diversity. Parents are selected from the population by using 
binary tournament selection based on the rank and crowding distance. An individual is selected 
if the rank is lesser than the other or if crowding distance is greater than the other, whereby the 
crowding distance is compared only if the ranks for both individuals are same. The selected 
population of parents is then used to generate offspring via crossover and mutation operators. 
The population of the parents is then aggregated with the population of the offspring and they 
are sorted again based on non-domination. Only the best N individuals (where N is the 
population size) are selected to form the next generation of individuals. Therefore, in order to 
utilise a robust and efficient design search, few user-defined parameters required to be provide 
and values used in this study are summarised in Table 6.8. 
Table 6.8 - Optimisation Algorithm Parameters 
Parameter Value 
Initial Population Size 50 
Number of Generations 5 
Probability of Cross-Over 0.5 
Probability of Mutation 0.1 
6.3.3.6 Initialisation 
Taking into consideration the complexities of the geometry involved and the uncertainties 
associated with the large number of the free input parameters, design intuition was not a reliable 
principle to determine the initial finite element models because of an inability to predict effects 
of the input parameters on the objectives. Instead, two alternatives were considered: a random 
generation and a median model. The latter alternative referring to a model constructed from the 
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median values of the input parameters was deemed more knowledge based as it allows for a 
more spread search whereas the former increases the uncertainty even further and it was 
considered to be an inferior alternative. Once the input parameters were defined, the extended 
substructures for UXB and LXB were created and the summary of the initial extended 
substructure parameters is presented in Table 6.9. A comparison of their responses with the 
response of the baseline model is shown in Fig. 6.19. 
A successful exchange of the data units between the search streams (via a repository) allowed 
for finite element models to be completed within both search streams. Upon finalising the finite 
element model, a population of individuals was formed from the collaborated static parameters 
associated with the extended substructure and the input parameters and uncertainties 
associated with the active component. A mixture of the design of experiment (DOE) 
methodologies was used to provide the optimisation algorithm with its initial population of 
designs. However, the most effective was design of experiments for constraint satisfaction 
problem (CSP) because of a number of implicit constraints imposed on the input parameters. 
The constraint satisfaction problem is to find an assignment to each variable so that all 
constraints are satisfied. This algorithm is inspired by simulated annealing [Kirkpatrick et al., 
1983] to search for feasible designs where designs are constructed using record-to-record travel 
(RRT) algorithm [Dueck and Scheuer, 1990; Pepper et al., 2002]. The algorithm accepts a new 
solution with an objective value less than the best current value (the record) minus the user 
specified maximum allowed deviation. A small value for the deviation will produce poor results 
within a short search time, whereas if the deviation is high, better results are produced after 
more significant computational effort. Given a low rate (5 percent) of producing the valid 
geometry, the initial population needed to be significantly large in order to reach the target of 
200 concept design variations after five generations, therefore, the initial population sizes were 
about 1000 designs which were created using a random combination of the high and low RRT 
deviation values. The other available DOE methodologies such as random, sobol, uniform latin 
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hypercube were unable to effectively satisfy the first level constraints nor to produce the desired 
population size in reasonable time. The search then commenced and since an evolutionary 
algorithm (NSGA-II) was used, the adopted stopping criterion was the maximum number of 
generations. Once the number of generations reached the maximum of five, the results were 
collaborated with the other search stream.  
 
Figure 6.19 - Responses of the extended substructures versus a full model 
Table 6.9 - Initial extended substructure parameters 
Pole  Bracket  UXB / LXB 
m t  m t  m t 
0.1 5000.0  0.1 3000.0  0.12 120000.0 
6.3.3.7 User Intervention (Decision Making) 
For the purpose of the decision making, an integrated result was formed by aggregating the 
unique results of the most recent iteration. This was allowed due to coherence and 
interchangeability of collaborated data was between the design search streams. Due to the 
complexity and the large number of the parameters, decisions based on intuition and 
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observation were ineffective and impractical, therefore in order to obtain thorough decisions, 
the statistical tools such as a DOE mean plot and an effects matrix plot were utilised. Although 
there are many tools that are available and can be utilised for post-processing and decision 
making (like multivariate statistical analysis), these two proved to be sufficient and efficient for 
this particular stage because they are economical, they do not require a significant additional 
training and, in general, most of the relationships between the parameters and response variables 
can be explained by a limited number of the latent factors, so more elaborative and advanced 
techniques was not deemed necessary.  
 
Figure 6.20 - Factor analysis (top-left: DOE mean plot; top-right: effects matrix plot; bottom-left half-normal 
probability plot; bottom-right: ranking table) 
The DOE mean plots, or main effects plots, are used to determine the importance ranking and 
the best setting for each of the important parameters whereby the importance is determined as 
a significant shift in the mean of the response variable as the parameter changes between high 
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and low states. The high and low states ("+1/-1" or simply "+/-") are defined by splitting the 
design input parameters domain in two equal intervals containing the lowest and the highest 
values. Alternatively, a design input parameter can be important if it leads to a significant change 
in variation (spread) of the response variables as a result of the state changes of the parameter. 
Both definitions are relevant and acceptable however the default definition of important in the 
engineering applications is the former (a shift in the mean). Hence, in this context, a design 
input parameter has the best setting if it results in a typical response that has mean closest to 
the desired objective goal (max/min of the response variable). However, in practice often the 
most significant factor is not a single design input parameter but an interaction between two of 
them. Therefore the effects matrix plot as an extension of the DOE mean plot to include two-
parameter interactions was utilised for that purpose. The strategy adopted in this study 
consisted of separating the design input parameters into groups according to the component 
and the location (the left/right end of a component) associations whereby the effects within 
the allocated groups were considered as primary and the cross-group effects as the secondary. 
The process then continued by the importance ranking of the parameters and their mutual 
interactions. The half-normal probability plot was a graphical tool used to judge effect 
significance and to quickly identify important parameters (including interactions) (Fig. 6.20). 
The separation of important and unimportant factors was done by an empirical straight line 
whereby unimportant factors were on or close to the line and the important factors were 
displaced well off the line. The identified significant factors were confirmed by the factor 
analysis table showing an ordered ranked list of all effects. For some of the most significant 
factors that featured steep mean lines in their DOE mean plots, the best settings were directly 
chosen from the DOE mean plot. For others featuring flat or relatively flat mean lines, a 
deduction of the best settings was more involving and utilised plots of two-parameter 
interactions. In particular, significant interactions with the other significant parameters featuring 
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the steep mean lines were considered and the best setting is deduced based on the following 
rule: 
If the parameter B is with a flat line and the parameter A is with a steep 
line then the best setting for the parameter B is a product of the best 
settings for the parameter A and the interactions between the 
parameters A and B. For example, let the best setting for the parameter 
A be [+] and let the best setting for the interaction between the 
parameters A and B be [-], then the best setting for the parameter B is: 
[+] * [-] = [-]. 
By following this strategy, new values for the extended substructures were qualitatively 
determined. The numerical values for some of the design input parameters were determined by 
analysing the historical data especially considering plots of the objective space. For other input 
parameters, which were lacking the historical data for the recommended settings, the numerical 
values were user specified to satisfy the best setting requirements.  
6.3.4 Results 
6.3.4.1 Exploration of Design Search Space 
Having only two design objectives allows for a convenient way of representing the objective 
space as a two-dimensional chart (Fig. 6.21a). Another convenience is to show the resulting 
engineering design concepts summarised in clusters according to their release following the 
decision making stages. Although, individual solutions are important, representing the objective 
space in this way allows for a discovery of general trends, macro behaviours of the search and 
objectives, and a qualitative assessment of the search activity. Due to the complexity of this 
study, the details of quantifiable comparative scores are not readily available which defines the 
qualitative assessment utterly important. In order to perform the assessment, an auxiliary set of 
the knowledge-convergence axes were attached to the centroid of the first cluster representing 
the randomly generated initial designs. The orientation of the axes was defined by aligning the 
convergence axis with the direction pointing towards an idealised best solution. Since the 
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knowledge-convergence axes can be viewed as the multiobjective search performance measures, 
qualitative observations with the respect to them will yield the desired assessment. As discussed 
in Section 5.2.2, the convergence axis measures a distance to the ideal solution, while the 
knowledge measures the dispersion. By plotting and joining the cluster centroids in this 
coordinate system, a profile of the search with respect to the mentioned measures was devised.  
A balanced mixture of high and low gradient magnitudes was observed whereby the high 
gradient magnitudes favour the diversity, hence improved the knowledge and the confidence, 
and the low gradient magnitudes favour the convergence, hence improved the efficiency. As 
discussed in Section 5.2.2, the enclosed area between the profile lines and the convergence axis 
represents the search effort characteristic whereby a small area indicates a focused and narrow 
but more efficient search, while a large area indicates a more diverse and comprehensive but 
inefficient search. With the reference to Fig. 6.21a, the Release 1 designs were highly offset from 
the user preferred convergence direction which was the result of the decisions concurred at the 
preceding user intervention stage where more information about the design space was deemed 
required. Although, the decision was valid, the execution and the outcome were excessively 
unbalanced and one-objective biased. Since an explicit reference to a desired solution is never 
available a priori, the judgements were based on a desired level of compromise between the 
objectives. Therefore, as a result of the followed user intervention stage, that unfavourable 
situation was rectified without the additional computational effort and the search was directed 
towards the preferred regions of the Pareto front, thereby focusing the computational effort on 
identifying the solutions of higher interest and ultimately increasing the efficiency. Unlike the 
previous cluster shift, the shift from Release 2 to Release 3 was based on the conservative 
decisions associated with its preceding user intervention stage. In particular, new values for the 
extended substructures which define the convergence progress are determined by reflecting on 
the historical data, which in this case, mainly consisted of non-preferred designs.  
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Figure 6.21 - a) Results in the objective space; b) Release contributions 
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Therefore, more cautious choices were made in order to avoid repeating the same mistake and 
exploring less promising portions of the design space. As the result, the search became more 
focused but less comprehensive. Another indicator implying that a conservative decision was 
concurred is the large intersection between the Release 2 and Release 3 clusters. Despite the 
conservative decision, the search yielded an important sub-set of designs that was the most 
influential on the decisions that led to the final cluster of results, Release 4. By contrast to the 
previous clusters and their shifts, Release 4 featured a well-balanced search of the less explored 
and promising regions of the design space. The moderate gradient magnitude of the search 
profile and the moderate area under the profile indicate a fair mixture of the efficiency and the 
comprehension. Furthermore, any additional attempts to improve on these results led to a 
deterioration of the results (cluster: Test) which ultimately led to a conclusion that the Pareto 
front had to be within the current definition of the extended substructures. This release was 
then investigated in detail by allocating most of the computational effort to this design search 
segment (see Fig. 6.21b). In this way, an efficient distribution the computational effort was 
achieved and it was demonstrated that, through the use of a series of user interventions, the 
computational burden of exploring the entire Pareto front was alleviated.  
A different perspective and further insights in the exploration of the design space are possible 
if probability density functions of the objective functions are considered. Fig. 6.22 shows normal 
distributions of the crash resistance and the volume objectives, which are categorised by the 
releases. The charts are used to further profile and assess the underlying concept search. The 
distribution curves of the volume objective indicate that an adequate range of different volumes 
was investigated but the search tended to converge at a value. At the same time, the 
distributions of the crash resistance continued to shift in the desired direction. This was an 
anticipated observation indicating that the search was producing engineering design concepts 
that improve the crash resistance without further material additions. In particular, the search 
was increasing strength by shaping whereby more efficient shapes were discovered in order to 
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increase the mechanical efficiency of the present material. This was the paramount observation 
during this assessment which confirmed that the proposed methodology was indeed producing 
quality results. 
 
 
Figure 6.22 – Normal distribution of grouped by Releases: (above) maximise crash resistance objective; (below) 
minimise volume objective 
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6.3.4.2 Observed Correlations and Effects 
In order to reach the goal of the concept search, which consists of identifying the best 
candidates, the acquired results are analysed for latent dependences or other relationships 
between the data sets of the input parameters and the objectives. Due to the lack of a priori 
hypothesis about factors or patterns of input parameters, the correlation tests were conducted 
in order to explore predictive underlying relationships. In particular, a linear dependence 
between the inputs and the outputs was first assessed by considering the Pearson product-
moment correlation coefficient, which was then followed by an assessment of the Spearman's 
rank correlation coefficient in order to measure the monotonicity of potential relationships. 
Given the previously observed normality of the data, it was expected from these two measures 
to reveal reliable correlations. The effects plots were then utilised to construct an effects 
significance plot, which was used to deduce the best setting for each parameter and ultimately 
to deduce preferred shapes. 
6.3.4.2.1 Correlations with volume objective 
The correlation values using the both coefficients are shown in Fig. 6.23 and for clarity, the grid 
and the horizontal category axis are colour coded. The axis label also consists of multiple levels 
for a convenient identification of the data points. The graphs of the Pearson's and Spearman's 
coefficients are almost identical for all parameters, which are indicating a strong linear 
correlation between the input parameters and the volume as the resulting output variable. A 
correlation with an absolute value higher than 0.4 was deemed strong, and according to the 
figure, almost all input parameters associated with the LXB component are exceeding that value. 
By contrast, all but one input parameter associated with the UXB component are below the 
limiting value. This counter-intuitive observation and biasness towards LXB is explained when 
the individual input parameter values were inspected and compared. In particular, the search 
seemed to favour larger values and therefore larger sizes of LXB, which is then making the LXB 
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associated parameters more prominent and consequently more appearing in determining the 
correlations. This may be due to the assembly configuration and especially due to the difference 
in the angle of inclination LXB and UXB had with the horizontal axis. Although this study did 
not consider the angle as a design variable, the study in Kajtaz [2011] showed that there was a 
link between the angle and the size of the component whereby the smaller the angle, the bigger 
the component. Other observed correlations were as expected and included the patterns such 
as: 
• an inverse proportionality between the volume and the input parameters associated 
with the inner spline; 
• a direct proportionality between the volume and the input parameters associated 
with the outer spline; 
• a strong relationship between the volume and the input parameters associated with 
the curvature ("_A" and "_L") 
 
Figure 6.23 - Volume correlations 
6.3.4.2.2 Correlations with crash resistance objective 
Unlike the previous correlations, the correlations between most of the input parameters and 
the crash resistance output variable are monotonic and nonlinear (Fig. 6.24), which was 
originally anticipated. However, the strongest correlations which were observed may be deemed 
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linear because in their cases the Pearson's and Spearman's coefficients although different in the 
values, tend to conclusively agree. Therefore, it can be concluded that better crash resistance is 
obtained if the input parameters associated with the curvature ("_A" and "_L") are small and 
the input parameters that define dimensions in the direction of the loading are large.  
 
Figure 6.24 - Crash resistance correlations 
6.3.4.2.3 Main Effects 
As the correlation study between the input parameters and the crash resistance objective was 
partially inconclusive, in order to reveal any latent dependence, all input parameters were 
screened for importance by a series of DOE mean plot charts. The importance chart is shown 
in Fig. 6.25, where the importance is expressed as a compound measure that also incorporates 
the interactions effects. A significance of the compound effect exceeding 27 percent was 
considered influential and the input parameters with such scores were identified as critical. The 
limiting value was derived as a score that distinguishes the top ten ranked input parameters 
based on the exclusive importance to the crash resistance objective. However, the interaction 
effects for some input parameters were considerable which ultimately inflated their effect 
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significance to exceed the limiting value and increased the total number of influential input 
parameters.  
 
Figure 6.25 - Main effects significance 
6.3.4.2.4 Best Settings 
A further detail analysis into the DOE plots yielded the recommended best settings for all input 
parameters in order to meet the conflicting objectives (Fig. 6.26). For more than 60 percent of 
the input parameters, the recommended best settings were contradicting and in order to obtain 
the best common setting the effect significance scores were compared on two levels. While the 
first level required a candidate best setting to be at least 50 percent superior to its counterpart 
in order to prevail, the second level required at least 20 percent of superiority. Only five 
parameters (3.9 percent) remained without the best setting after these two levels and received 
a neutral setting which disqualified them from all further considerations.  
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Figure 6.26 - Best settings 
6.3.4.3 Preferred Shape 
Based on the previous analyses of the results, a preferred shape was constructed (Fig. 6.27). The 
best settings of the most influential input parameters (the level one parameters) revealed that 
the following properties were preferred: 
• small radius fillets (sharp corners) 
• straight sides for the sides that were not involved in the impact directly 
• large frontal impact areas 
• thin back sides 
• medium to thick sides parallel to the impact direction (“buckling sides”) 
• very thick front sides (more material for the immediate areas resisting the impact) 
Due to the load being offset more towards the left hand side, the preferred cross-sectional 
shapes of the bar ends were different. The left hand cross-section was preferred to be more 
elongated in the direction parallel to the direction of the impact, while the right hand cross-
section preferred to be more circular. Also, the left hand cross-section preferred more 
protruding shapes oriented so the protrusion is impacted first. This observation is in line with 
the study in Kajtaz [2012] and is intuitively expected since efficient beams tend to distribute 
more material further from the neutral axis of bending in order to increase its bending stiffness. 
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By contrast, the right hand side cross-section preferred to be more rounded and equally 
distributed around its axial direction in order to provide more equally distributed area for 
improved attachments. This observation is considerably influenced by the way the attachments 
were modelled in this study, however since it was one of the common ways of modelling the 
attachment (a rigid connection of the ends to the door structure), the observation may still be 
deemed general. 
 
Figure 6.27 - Preferred shape 
 
Figure 6.28 - Efficiency comparison 
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6.3.4.4 Computational Efficiency 
As mentioned earlier, the reduced model size was directly influencing FEA speed which 
ultimately improved the efficiency of the search and reduced the computational effort. The 
obtained results of the comparison with respect to efficiency are shown in Fig. 6.28 and while 
the plot representing the computational effort by using the extended substructures was based 
on the actual measurements, the plot for the full model was based on an interpolation. The 
interpolation was based on an average of five random samples that were used for a comparative 
validation of the Pareto front which is elaborated in the next section. As indicated in the graph, 
if the extended substructures had not been utilised in this study, there would be 2.6 times fewer 
design alternatives explored for the same time budget. However, these improvements were not 
significant initially because of the overhead associated with the preparation of the extended 
substructures. In this particular case, the improvement became positive after 24 hours and this 
is shown in the insert of the figure, which is highlighting the first 40 hours of the study. The 
data presented in the figure are based on a biased assumption that both modelling approaches 
had the equal chance of obtaining finite resources. This biasness towards the full model was 
adopted in order to obtain a plain head-to-head time comparison.  
6.3.4.5 Validation of the Modelling Assumptions 
In order to assess implications of the modelling simplifications, an adequate selection of the 
design alternatives was validated by a proper dynamic explicit analysis. The selection was made 
from the designs forming the Pareto front and also ensuring a sufficiently wide variation 
(spread). The chosen designs are shown in Fig. 6.29 and a design featuring the "best" compromise 
between the objectives from the perspective of the author was identified and also shown in the 
figure.  
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Figure 6.29 – Validation of the modelling assumptions 
As the figure shows, the dynamic effects are considerable and as the result, the modelling 
simplifications tend to quantitatively underestimate crash resistance of the designs. A more 
conservative response of the simplified models was expected and the presented difference was 
not critical since the intention of the proposed methodology was never to replace the validation 
of selected concepts. Therefore, the conducted assessment was based on a comparative 
evaluation of the trends and the relationships between the groups and the relationships between 
the designs within their respective groups. Both, statically and dynamically tested designs exhibit 
a trend whereby more material implies the higher crash resistance. However, when gradients of 
their estimated Pareto fronts are compared, this relationship is less prominent for the 
dynamically tested models which may indicate that the efficient shaping may be more 
important than anticipated. As discussed earlier, the same conclusion was obtained by the 
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simplified static models; however the indication was not as apparent as with the dynamically 
tested models. When considering the inter design relationships between their corresponding 
groups, there is a correspondence between the two groups which affirms that a "best" design 
chosen from the statically tested group of designs corresponds to a "best" design chosen from 
their dynamically tested counterparts. Although this conclusion is based on a limited number 
of samples, it reassures to a sufficient degree that the modelled simplifications are capable of 
revealing relationships which actually exist between engineering design concepts. More samples 
would definitely increase the confidence in the conclusions and possibly reveal other 
relationships, however due to very high cost associated with obtaining samples, a more detail 
study was not conducted but planned for the future. Instead, the obtained conclusions were 
deemed sufficient to confirm validity of the modelling simplifications. 
6.3.5 Summary of Results 
Due to high efficiency of the proposed methodology, it explored 2.6 times more concept 
alternatives than the comparative traditional approach, which significantly increased necessary 
confidence in the acquired discoveries since a priori hypothesis about factors or patterns of input 
parameters was absent. The conducted virtual exploratory search for a lightweight side door 
intrusion bar assembly concepts revealed the following latent dependence and relationships: 
• There is a strong linear correlation between almost all input parameters associated 
with the LXB component and the volume objective 
• There is a linear correlation between all input parameters associated with the UXB 
component and the volume objective, although the correlation is not as strong as 
that with the LXB components due to the difference in the angle of inclination LXB 
and UXB had with the horizontal axis 
• There is an inverse linear proportionality between the volume and the input 
parameters associated with the inner spline; 
• There is a direct linear proportionality between the volume and the input 
parameters associated with the outer spline; 
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• There is a strong relationship between the volume and the input parameters 
associated with the curvature ("_A" and "_L") 
• There is a monotonic and nonlinear relationship between all input parameters and 
the crash resistance objective 
• Better crash resistance is obtained if the input parameters associated with the 
curvature ("_A" and "_L") are small and the input parameters that define dimensions 
in the direction of the loading are large 
• The following properties are preferred in order to satisfy the conflicting objectives: 
o small radius fillets (sharp corners) 
o straight sides for the sides that were not involved in the impact directly 
o large frontal impact areas 
o thin back sides 
o medium to thick sides parallel to the impact direction (“buckling sides”) 
o very thick front sides (more material to immediate areas resisting the impact) 
Furthermore, based on the acquired knowledge, a recommended and preferred shape of the 
cross-bars should be more elongated in the direction parallel to the direction of the impact and 
more protruding towards the impacting body on the left hand side, while it should be more 
circular on the right hand side to provide a more equally distributed area for improved 
attachments. 
6.4 Case Study 3: Seat Tracks 
This case study aims to demonstrate utilisation of the proposed methodology for comparative 
evaluation of design concepts when a redesign of the load-bearing subassembly of an automotive 
seat adjuster is considered. Three new conceptual solution are identified and their performance 
with the respect to loadbearing and lightweighting is evaluated. Furthermore, an indirect 
comparison with the performance of the current solution is obtained when a preferred concept 
is identified.  
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6.4.1 Generated Concept Solutions 
A selection of preferred concept solutions are generated which implement the desired system 
functionality in their specific and innovative way. While some of the selected solutions resemble 
the current configuration, shown in Fig. 6.30, others tend to be more inventive. The following 
concepts were evaluated using the proposed methodology (Fig. 6.30): 
• CONCEPT #1: While the current solution features of ball bearings to facilitate a 
relative motion between the rails, Concept #1 relies on a sliding device, identified as 
“stopper”, instead. Intuitively, the stopper directly influences the overall weight of the 
solution and it is almost independent with the respect to the crash resistance, which is 
the second objective. However, the implied added stiffness may be beneficial in some 
load cases. It is therefore critical to evaluate if the presence of the stopper is detrimental 
to the overall performance and if there is a particular shape or configuration of the 
stopper that would provide an efficient and effective overall solution. 
• CONCEPT #2: This concept is perceivably an incremental improvement of the current 
solution. From the perspective of the design engineers of the current solution, 
performance of this solution may partially be predicted by their experience-based 
knowledge. However, even for them, there are still ambiguities on effects of the wider 
foot-print, different heights of the components, increased number of point contacts, etc. 
• CONCEPT #3: Unlike the other concepts, Concept #3 is a revolutionarily novel design 
in comparison to the current solution. It reduces the number of components by 
eliminating the rolling balls and ball cages and by absorbing a sliding device directly into 
the design of the rails. Furthermore, it features a number of novelties such as different 
proportionality and topology, surface contacts and a material substitution, whose effects 
cannot be intuitively predicted. 
6.4.2 Finite element Model 
The load-bearing subassembly, shown in Fig. 6.31, as a safety critical component of an 
automotive seat is subject to the specific safety requirements specified in many road safety 
regulatory standards such as FMVSS 207/210 [NHTSA, 1998] or ECE R14 [UNECE, 2006]. A 
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generic model of the load-bearing components usually consists of the front and rear feet, the 
upper and lower rails and the cross members that link the left and the right hand sides. During 
a car crash or the most severe simulated crashworthiness test, the observed failure of a seat is a 
partial separation of the upper and lower rails. The upper and lower rails are usually vertically 
locked together via “C” shaped sections of the rail lips oppositely bent and a rolling mechanism 
between them. As the lower rail is fully fixed to the feet and due to a moment applied to the 
upper rail by the inertia, the “C” shaped sections tend to open causing the separation of the rails 
(see Fig. 6.32).  
 
Figure 6.30 - Current solution and Proposed concepts 
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Figure 6.31 - Load-bearing components 
 
 
Figure 6.32 - Deformation of load-bearing components 
6.4.3 Extended Substructures 
The load transfer between the rails and the rails interfaces themselves were of a very high 
complexity and very nonlinear in their nature. Utilising the traditional substructures would be 
impractical and very inaccurate for this problem, however, the extended substructures allowed 
the benefits of substructuring to be still applicable (see Fig. 6.34 and 6.35). In particular, Fig. 
6.34 indicates a large discrepancy in the response of the assembly if the traditional substructure 
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were used and this discrepancy was then gradually reduced as the extended substructures of the 
components were incrementally introduced by replacing the traditional substructures as 
indicated in Fig. 6.35. The incremental introduction of the extended substructures was not 
necessary and it was used here for the demonstrative purposes only. The intermediate responses 
of the assembly are shown in Fig. 6.35, and Table 6.10 summarises the recommended initial 
values for the parameters used in the substructure definition of Concept #3 (see Fig. 6.33). The 
interpolation approach to determine the parameters m and t, as described in the previous 
chapters, produced final results that are 90 percent accurate when compared with the 
traditional FEA based approach applied to the same class of design problems (Fig. 6.36). The 
practical application required a balance between accuracy, time and effort to produce an 
implementation that was feasible and acceptable. A different user preference with respect to 
these parameters may produce alternative results.  
 
Figure 6.33 - Concept #3 model size – with and without extended substructures 
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Figure 6.34 - Extended substructure versus traditional substructure 
 
Table 6.10 - Extended Substructure Parameters 
Upper Rail  Lower Rail  Front Foot  Rear Foot 
m t  m t  m t  m t 
0.09 1214.37  0.12 2520.27  0.12 1974.80  0.11 2084.6 
 
6.4.3.1 Optimisation Algorithm 
The FEA results produced in the search were assessed by the constraints and rated by the 
objective functions. The objective of the design search was to find the lightest design that 
maximises the crash resistance expressed as a reaction force on applied external loading. The 
input design parameters were carefully defined to effectively produce varieties of the rail 
configurations. The optimisation algorithm used in this study was Multi-objective Particle 
Swarm Optimisation (MOPSO) [Kennedy and Eberhart, 1995]. This algorithm is motivated by 
the simulation of social behaviour of bird flocking. Unlike GA and many other population-
based algorithms mimicking the competitive theory of survival of the fittest, MOPSO promotes 
a concept of maintaining a population of collaborating individuals. The formation of hierarchies 
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within groups is a commonly occurring phenomenon in the nature and is simple to comprehend. 
However, another phenomenon which is more difficult to perceive, is the self-organized 
behaviour of groups where a leader cannot be identified. This is known as swarming and is 
evident from the flocking behaviour of birds or fish moving in unison. Therefore, a solution is 
a swarm member (a bird) in the search space with a velocity which directs the flying of all the 
particles through the problem space whereby the velocity makes explicit reference to a single 
personal best and global best solution – the particle leader. The other operator is a turbulence 
operator (similar to the concept of mutation in GA) which is the only user specified parameter. 
It is used to randomly displace swarm members on the design space to reduce the probability 
of premature stagnation. A small turbulence increases the robustness of the algorithm and the 
value used in this study was 0.2. 
 
 
Figure 6.35 - Extended substructure performance 
188 6.4 CASE STUDY 3: SEAT TRACKS 
 
 
6.4.4 Results 
A limited number of design variations of each concept design would be investigated if the 
traditional approach based on FEA for evaluation of design concepts was utilised in this study. 
Since the details of the finite element models are relatively known and complete, the only 
remaining impediment to the effective utilisation of FEA was the prohibitive computational 
effort. An analysis of a single model variation using the traditional approach lasted in excess of 
two hours on average (compared to 20 minutes in the worst case scenario using the proposed 
methodology) which indicated that a comprehensive comparison study may not be possible to 
complete within the set budget of 24 hours. In particular, only 12 variations of each concept 
would have been obtained by parallelising the traditional approach which is an insufficient 
amount of information in order to concur objective decisions. This further implies that unless 
the proposed methodology or a similar enhancement is utilised, a point design comparison 
would virtually be obtained rather than a comparison of objective spaces. The imperilment of 
the point design comparison is a tendency to compare non-optimal variations of the concepts 
or in even worse case scenario: an optimal variation of one concept with the non-optimal 
variation of another. The result of the comparison is thus influenced by the choice of the non-
optimal variation whereby the conclusion is expectably favourable to the concept that 
contributed with its optimal variation only because its counterpart is the non-optimal solution. 
This can be illustrated by considering Fig. 6.36 that shows the objective spaces of the selected 
concepts. For example, if a non-optimal solution of Concept #3 design presented near (3kg, 
10kN) is compared with an optimal solution of Concept #2 design presented near (3kg, 35kN), 
the preferred option would obviously be the optimal candidate. By contrast, the proposed 
methodology constraints the comparison to only optimal solutions whereby the Pareto fronts 
of all selected concept solutions are presented to the design engineer for further preference 
selection. For this particular study, Fig. 6.36 summarises all non-dominated solutions from the 
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perspectives of load-bearing and lightweighting, however the selection of the preferred concept 
is often greatly influenced by a matrix of other design factors such as manufacturability, cost, 
comfort etc. Nevertheless, if the decision is to be based on the load-bearing and the 
lightwighting only, the Concept #3 would be preferred and Concept #2 would also be 
considered after major enhancements as it has showed potential to outperform the current 
solution in some cases. The sliding device implemented in Concept #1 proved to be detrimental 
to the overall performance of the concept. However, the comprehensive evaluation provided 
by the proposed methodology generated required knowledge to identify disadvantages of this 
concept which may be enhanced in the next design iteration in order to improve its candidacy.  
 
 
Figure 6.36 – Comprehensive concept comparison – comparison of object spaces 
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6.4.5 Summary of Results 
An application of the proposed methodology in a redesign of the load-bearing subassembly of 
an automotive seat adjuster is presented. The proposed methodology efficiently evaluated 
concept variations at a higher rate than the traditional approach based on FEA and therefore 
enabled a comparison of the objective spaces rather than undesirable point design comparisons. 
This significant increase in the amount of knowledge generated demonstrates the superiority of 
the proposed methodology over the traditional approach based on FEA for evaluation of design 
concepts. Furthermore, this more effective and efficient design space exploration provided the 
freedom and power to seek creative solutions, and facilitated the knowledge based decision 
making that extended beyond the experience of individuals. More detailed and accurate 
information which was presented to the design engineer in a form of the Pareto fronts allowed 
for a clear identification of the Concept #3 as the preferred solution, given the load-bearing and 
the lightwighting criteria only. The results also indicated that Concept #2 would also be 
considered after major enhancements as it showed potential to outperform the current solution 
in some cases. 
6.5 Chapter Summary 
Three case studies have been presented in this chapter and they have illustrate some benefits 
of the proposed methodology, including its viability for application in an evaluation of 
engineering design concepts. It has been demonstrated that the proposed methodology: 
• improves the efficiency by factor of 2.6-2.7; 
• reduces the model sizes of the assembly components by up to 90 percent; 
• contains the approximations within 90 percent of the accuracy of the traditional 
approach; 
• is quickly recovering (within one percent of the total computational time) the 
overheads associated with preparation of the extended substructures; 
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• improves the confidence in the produced results by factor of 4.5 
• conclusively generates more knowledge 
• enables a comparison of the objective spaces rather than undesirable point design 
comparisons 
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Chapter 7  
Conclusion 
7.1 Overview 
This research was primarily concerned with the problem of comparative evaluation of nonlinear 
load-bearing structural engineering design concepts in the conceptual design phase. The main 
objective of the research was to improve the accuracy, efficiency and rigour of the selection 
process and the associated decision making. For that purpose, in this research, the substructuring 
FEA technique was extended to enable its application in the nonlinear domain. It was 
established and demonstrated that the role of the extended substructuring technique is of the 
highest importance for the proposed methodology in order to enable FEA to become more 
suitable, effective and computationally affordable for evaluation of nonlinear load-bearing 
structures in the conceptual design phase. Furthermore, the benefits introduced by the extended 
substructuring such as the reduction of computational effort and turnaround time; the set-based 
exploration of wider design space within the available time and budge are significantly exploited 
when coupled with numerical optimisation within the proposed methodology in order to 
enhance evaluation of nonlinear load-bearing structures in the conceptual design phase. This 
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introduction of the numerical optimisation in the conceptual design phase also provided orderly 
rule-guided evolution of design concepts to produce knowledge established on rigorous and 
objective metrics which alleviated the dependence on personal intuition and historical 
experience of the design team or of individual experts. A summary of the research is hereafter 
presented, where the responses to the formulated research questions are presented with relevant 
findings stemming from this research. Avenues for further study are presented, where directions 
to future research which may be potentially warranted are provided. 
7.2 Original Contributions 
This research has contributed to the current body of knowledge in the areas of finite element 
analysis, design research and the associated metaheuristic measurements, and has resulted in a 
unique solution to the problem of objective evaluation of nonlinear load-bearing structures in 
the conceptual design phase. The original contributions stemming from this research are 
presented as general and specific in the following sections. 
7.2.1 General Contributions 
a) Extension of the substructuring technique into the nonlinear domain 
The substructuring technique as a reanalysis approach was introduced in Chapter 
3 as the solution that addresses the research question concerned about adapting 
FEA to become more affordable and applicable in the conceptual design phase. 
The uniqueness of the conceptual design phase characterised by lack of detail 
prevents creation of high fidelity finite element models, which in turn prevents 
application of typically utilised approaches for reduction of some of FEA’s high 
demands for time and resources. Unlike these approaches or other reanalysis 
approaches, the substructures are capable of an efficient and effective 
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representations of engineering design concepts in FEA, which are based on low 
fidelity information to genuinely capture topology of the underlying load-bearing 
structures. As the substructuring technique allows only linear analysis, in this 
research it was necessary to extended it into the nonlinear domain to extend its 
benefits to practical nonlinear problems that are generally encountered in the 
engineering design practice. The research is based on an original idea whereby a 
scalar qualifier was employed to economically modify original substructure matrix 
to enable substructures to exhibit a nonlinear response. The extension and 
integration of substructuring was crucial to the success of the proposed 
methodology. The quantifiable comparative validations conducted in Chapter 6 
reported reductions of FEA’s high demands for time and resources when the 
extended substructures were utilised, which in turn allowed FEA to become more 
computationally affordable in the conceptual design phase. Although the extended 
substructuring technique was intentionally developed for the purpose of 
evaluating the engineering design concepts, its application could be extended to 
general optimisation problems or used as a basis for a collaborative FEA platform 
for rapid design of lightweight structures as suggested in Kajtaz et al. [2010]. 
 
b) Simple and effortless evaluation of the scalar qualifier which requires a limited user 
interaction that does not go beyond setting of the required inputs 
The extension of the substructuring technique theoretically requires one scalar 
qualifier for each analysis increment step. However, this is not practical nor 
computationally viable when implemented in commercial finite element solvers. 
Instead, in order to produce a practically feasible empirical solution, the ideal 
theoretical proposition needed to be approximated, whereby instead of having a 
qualifier for every incremental step of the analysis, the solution was approximated 
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by assigning a qualifier for multiple incremental steps. The nonlinear behaviour of 
a substructure was, then, defined by setting two parameters: 1) m, the scalar 
qualifier itself, and; 2) t, timing of the modification occurrence. Hence, a complex 
and nonlinear substructure response degenerates into a pair of linear gradients 
meeting at the point defined by the parameter t (see Section 3.2.2). In order for 
the parameters to be empirically determined, a method based on an interpolation 
of values was developed and utilised. The complete interpolation process of 
determining m and t is fully automated and programmed into a programming 
routine, which requires a limited user interaction that does not go beyond setting 
of required input parameters. The inputs are usually associated with defining 
environment variables and specifying expected ranges for the parameters m and t. 
In this way, the process is fully concealed from the end user by the computer 
program. The program is presented in Appendix A. 
 
c) Implementation of the extended substructures in a commercial finite element solver 
as user element defined subroutines 
The extended substructures were conveniently and practically implemented as 
user-defined subroutines whereby they were defined only as a complementary 
implement to a spectrum of already existing features of a commercial finite 
element solver, rather than a separate and diverse product. This was one of the 
most important advantages of the proposed methodology. Therefore, by utilising 
the convenience and familiarity of the existing commercial finite element solvers, 
the projected outcome of this research was achieved which required the practical 
and user-friendly application of the proposed methodology. The implementation 
was based on the mandatory requirements for a definition of the element 
behaviour whereby the stiffness contribution was provided by modifying the 
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original substructure stiffness matrix by an appropriate qualifier at applicable time; 
and the force contribution that is adjusted with a force correction to ensure the 
continuity at any point of the applied load history profile. A complete code of a 
sample extended substructure is provided in Appendix A. 
 
d) Integration and practical application of interactive numerical optimisation in the 
conceptual design phase 
The practical application of interactive numerical optimisation and its inclusion in 
the conceptual design phase to impose a rule guided search for the best concepts 
or their variations is the basis of the novel comparative concept evaluation 
methodology presented in this thesis. This provides additional guidance to the 
design engineer since the aim of the numerical optimisation process is, in principle, 
to establish the transformation rules between the domain of design inputs (design 
variables) and the domain of output quantities (objective functions). The frequent 
interruptions for human cognitive interactions discussed in this thesis articulate 
the engineer’s preferences from the beginning of the process. The efficiency of the 
optimisation is further enhanced by these interactions as they allow a rectification 
of unfavourable situation without additional computational effort by redirecting 
the search towards preferred regions of the search space. Numerical optimisation 
and FEA evidently improved the quality of solutions by facilitating an incremental 
detailing and evolution of engineering design concepts (see Chapter 6) which 
consequently alleviated the requirement for high fidelity finite element models. 
Coupled with the efficiency of the extended substructuring, this provided a further 
support for FEA to be more applicable, effective and computationally affordable 
in the conceptual engineering design phase.  
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e) Formulation of the Confidence Index as a novel quality indicator 
The incoherent nature of engineering design concepts imposes significant levels of 
uncertainty in their definition which ultimately affects the efficacy of numerical 
optimisation. For this reason, in this research it was necessary to introduce 
Confidence Index as a novel quality indicator of confidence level associated with 
the solutions generated by the proposed methodology. Confidence Index 
developed in this research provides an original contribution in the fields of 
metaheuristic measurements and engineering concept validation methodology. It 
is an adaptation of the quality indicator principle to the specific environment of 
the engineering concept evaluation methodology in engineering design practice. 
The derived Confidence Index is based on the principle of counting the number 
of quality solutions in a generated set of solutions whereby the higher scores 
indicate the higher confidence in selecting the best engineering design concept. 
Although in this research Confidence Index was developed for the specific 
environment of engineering concept evaluation, it may not be constrained to this 
particular application as it is a universal cardinality-based (based on counting) 
quality indicator that can be applied to any two algorithms in order to produce 
their relative comparisons. 
7.2.2 Specific Contributions 
a) Efficient and more affordable FEA application in the conceptual design phase 
Extended substructures continually reduced finite element model sizes of the 
individual assembly components. This was evident in Case Study 1 where the 
model size reductions were more than 90 percent. Similarly, high reductions in the 
model size were obtained in the other Case Studies presented in this research (Case 
Study 2: a reduction from 250,000 solid elements to 96 shell elements; Case Study 
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3: from 7860 elements to 41 elements), which are in line with other reported 
research [Chandrupatla and Belegundu, 2002; Kajtaz et al., 2010]. The reductions 
in the model sizes were directly translated into reductions in the computational 
time and effort, hence the following efficiency improvement were observed: Case 
Study 1 – by factor of 2.7; Case Study 2 – by factor of 2.6 (interpolated). The 
efficiency in Case Study 3 was not quantified due to the nature and the setup of 
the study, however the proposed methodology evidently produced more 
information for the same time budget. 
 
b) Extended substructures in the nonlinear domain retain accepted levels of accuracy 
Due to the stochastic nature of the optimisation search and the multi-objective 
optimisation in general, a qualitative comparison of the objective spaces is only 
possible. Therefore, in a direct comparison with the traditional approach based on 
FEA, the proposed methodology based on the extended substructures was capable 
of producing equally optimal solutions (see Section 6.2.5). When responses of 
individual design solutions are compared in relevant force-displacement space, the 
model based on extended substructures was within 98 percent of accuracy when 
compared to the traditionally meshed model in Case Study 1. Similar levels of 
accuracy were obtained in Case Studies 2 (95 percent) and 3 (90 percent). Since 
the levels of accuracy are problem specific and dependent on user specifications 
and preferences, the accuracy within 80 percent is still deemed acceptable, 
although not desirable. 
 
c) Minimal cost of preparing extended substructures for nonlinear structural analysis 
The overhead associated with the preparation of the extended substructures is 
often quickly recovered due to much higher efficiency of the extended 
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substructures than that of a traditionally meshed FEA model. In Case Study 1, the 
overhead recovery was within 18 reuses of extended substructures or within 
approximately 1.0 percent of the total computational time. The overhead recovery 
in Case Study 2 occurred after only 3 reuses of extended substructures or within 
less than 0.9 percent of the total computational time. Due to the nature and the 
setup of Case Study 3, this information was not available.  
 
d) Quantification of confidence levels in conceptual design phase 
In Case Study 1, the derived Confidence Index was directly used to measure and 
compare the confidence levels of the results obtained by utilising the proposed 
methodology against those obtained via more traditional approaches of applying 
FEA in the conceptual design phase. The findings indicate that the proposed 
methodology improved the confidence by factor of 4.5 in that particular study (CI 
or the proposed methodology was 255.48, against 56.42 of the more traditional 
method). The same study showed that the time improvement factor of 2.3 was 
achieved when the same confidence index was enforced, allowing a design engineer 
to decide if a better or a quicker solution was preferred. Although expressed 
qualitatively, a high level of confidence was also obtained in Case Study 2 by 
observing high gradient magnitudes of the search profile (see Section 6.3.4.1).  
 
e) Increase in the amount of generated design knowledge early in the design process 
Although quantifying the amount of generated knowledge is outside of the 
research scope of this research, the proposed methodology provides means for its 
qualitative expression. The increase in an amount of generated knowledge can be 
indirectly inferred from quantitative scores for efficiency, accuracy and confidence 
levels. Since the proposed methodology evidently improves these quantities and 
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based on their relationships with the generated knowledge, it can be concluded 
that the amount of generated knowledge also improves. Another indirect indicator 
of the amount of generated knowledge is inferred via profiling of the search. As it 
is discussed and demonstrated in Case Study 2 (see Section 6.3.4.1), the presence 
of high gradient magnitudes of the search profile indicate a broader exploration of 
design search space, which consequently suggests an increase in the amount of 
generated knowledge. 
7.2.3 Summary of Responses to Research Questions 
The following section provides a summary of responses to the research questions that were 
formulated in the introductory Chapter 1.  
1. How to adapt FEA to become more affordable and applicable in the conceptual design 
phase?  
By extending the substructuring technique into the nonlinear domain, the benefits of 
the substructuring such as the reduction of computational effort and turnaround time; 
the set-based exploration of wider design space within the available time and budget 
were also extended to practical nonlinear problems that are generally encountered in 
the conceptual design phase of the engineering design process. Reductions in the finite 
element model sizes for the investigated problems are in excess of 90 percent, which 
are then directly translated to the efficiency improvements. The efficiency 
improvements by factors of 2.6 and 2.7 were observed in the conducted case studies 
without major sacrifices in accuracy (remained within 90 percent) but with increased 
confidence in the obtained results (by factor of 4.5). These benefits are significantly 
exploited when coupled with numerical optimisation within the proposed 
methodology.  
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2. How to model poorly defined engineering design concepts using FEA?  
The extended substructuring technique naturally manages the general lack of detail in 
the conceptual design phase to build a reliable finite element model. As it is elucidated 
in Chapter 3, the mere presence of a load-bearing structure is sufficient to accomplish 
the substructuring and to utilise substructures as adjustable stiffness in order to build a 
general finite element model. Requirements on fidelity, complexity or completeness of 
these general finite element models are initially minimal as the proposed methodology 
allows for progressive enhancements of the models by exploiting the increase of the 
generated knowledge that is facilitated by the increase of the computational efficiency. 
Furthermore, substructures are capable to genuinely capture modelling changes from 
the minimal information. 
 
3. How to improve the poorly defined models of engineering design concepts?  
The increase in computational efficiency is attributed to the extended substructuring 
technique which allowed the proposed methodology to utilise numerical optimisation 
to reorganises the concept evaluation process by allowing solutions to be found through 
incremental detailing and evolution of engineering design concepts using FEA and thus, 
alleviate the requirement for a high fidelity from the initial model. Chapter 5 elucidates 
the proposed methodology which describes the human cognitive interactions as a series 
of the search and decide stages. These user interventions enabled high quality concepts 
to progressively evolve as the knowledge acquired about the design increased and more 
details for the finite element models became available. In this research, the initially 
deficient finite element models were progressively enhanced to a desired level of 
maturity through the formulated and orderly evolution that incorporated timely 
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articulations of user preferences and a rule guided design search imposed by the 
numerical optimisation.  
 
4. Can the proposed method be applied in a practically feasible manner for efficient and 
reliable evaluation of load-bearing structural nonlinear design concept? 
The evidence is provided in Chapter 6 by the means of the quantifiable comparative 
validations with respect to model size, efficiency, accuracy and confidence to 
demonstrate the computational affordability and viability of the proposed methodology.  
In comparison to its more traditional counterpart, the proposed methodology was:  
• improving the efficiency by factor of 2.6-2.7; 
• reducing the model sizes of the assembly components by up to 90 percent; 
• containing the approximations within 90 percent of the accuracy of the 
traditional approach; 
• was quickly recovering (within one percent of the total computational time) the 
overheads associated with preparation of the extended substructures; 
• improving the confidence in the produced results by factor of 4.5 
• conclusively generating more knowledge 
Overall, it became evident that the extended substructuring technique is a viable 
solution to alleviate the computational burden of FEA. Furthermore, high Confidence 
Index scores achieved by the proposed methodology are indicating the significant 
improvement over the more traditional approach based on FEA. 
7.3 Recommendations for Further Research 
This research describes an attempt at improving the evaluation of the evaluation of nonlinear 
load-bearing structures in the conceptual design phase via the development of a novel 
methodology. While the proposed methodology is complete, certain areas could be further 
explored or improved. This section provides a list of potential avenues for future research: 
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• When implementing the scalar modifier for the substructure matrix, it is implemented 
in commercial and proprietary finite element solvers where access to their code is 
limited. This approach at this time seems the most logical option for an industry-type 
setting. Implementing it in a finite element solver with available source code whereby 
the qualifiers may theoretically be incorporated into the incremental solution in a form 
of the modified incremental equation Eq. (3.13) may prove more accurate, economical 
and efficient. It will definitely eliminate the need for the auxiliary parameter t.  
• In the reported case studies, it was observed that the proposed methodology was able 
to locate equally good novel designs. While the methodology is capable of exploring the 
engineering concepts that are constantly under the (increasing) loading, its performance 
in the unloading and/or oscillating loading conditions were not examined in this 
research. 
• Further research in the interpolation method for determining m and t may be required 
to improve its efficiency and results. In particular, the linear segmentation to produce 
the desired interpolation values and the detection of the feedback variables values may 
require further considerations. 
• There is a potential for a misleading interpretation of the Confidence Index scores since 
CI compresses all information about the individual quality of the provided Pareto 
optimal solutions. At the moment, the CI scores are based on relative relationships 
between the competing Pareto fronts but further research may be directed in defining 
the CI scores in the absolute terms which would potentially eliminate the current 
requirement for the external monitoring and control of the quality of the individual 
solutions. 
• In the reported problem of the second case study, the dynamic effects were temporarily 
overlooked. It was then implicitly suggested that the finite element analysis types that 
are incompatible with the substructuring technique, should be approximated with a 
quasi-static analysis, and the implication of the approximation should be verified 
subsequently. Future research in effects of such approximations may be of particular 
significance, especially since majority of the load-bearing structures are verified in 
dynamic tests. Revealing the relationships and devising a verified strategy for such 
problems may be a significantly important addition. 
• The final avenue for future research would be the extension of the above point whereby 
the extended substructuring would directly be applied to dynamic problems. Evaluating 
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its influence on mass matrices and exploring its overall effects may yield some interesting 
observations.  
It is also the opinion of the author that the implementation of the proposed methodology in an 
encapsulated ABAQUS plug-in would be more practical and convenient for the end user. These 
recommendations explore only certain possible avenues for future research within the field of 
the evaluation of nonlinear load-bearing structures in the conceptual design phase. It is clear 
that the proposed methodology has the potential to offer many other improvements, beyond 
those mentioned or investigated in this research. 
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Appendix A: Source Code 
Interpolation Method Source Code 
1 #from __future__ import division 
2 
 
3 from random import randint, random 
4 from operator import add 
5 
 
6 from abaqus import * 
7 from odbAccess import * 
8 from abaqusConstants import * 
9 
 
10 import visualization 
11 import xyPlot 
12 import displayGroupOdbToolset as dgo 
13 
 
14 import subprocess 
15 import re 
16 import math 
17 
 
18 import os 
19 
 
20 ###################################################################### 
21 ### Methods and Classes start ### 
22 ###################################################################### 
23 
 
24 def edit_fortran(odbDir, filename, component, param_m, param_t): 
25 
 
26 
    preText = [] 
27 
    jtypeS = [] 
28 
    jtype = [] 
29 
    postText = [] 
30 
    jj = [] 
31 
 
32 
    file = odbDir+'/'+filename 
33 
     
34 
    new_name = "" 
35 
     
36 
    o = open(file,"r") 
37 
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38 
    if(component == "-"): 
39 
        new_name = filename.split('.')[0]+'__one.'+filename.split('.')[1] 
40 
        outfile = odbDir+'/'+ new_name 
41 
        out = open(outfile,"w") 
42 
        for line in o: 
43 
            if "m1=" in line: 
44 
                for l in xrange(len(line)): 
45 
                    if line[l] == '=': 
46 
                        break 
47 
                line = line[:l+1]+str(param_m)+"\n" 
48 
            elif "t1=" in line: 
49 
                for l in xrange(len(line)): 
50 
                    if line[l] == '=': 
51 
                        break 
52 
                line = line[:l+1]+str(param_t)+"\n" 
53 
            #write to a new file 
54 
            out.write(line) 
55 
        o.close() 
56 
        out.close() 
57 
    else: 
58 
        line = o.readline() 
59 
        #save block till jtype 
60 
        while "if(jtype.eq." not in line: 
61 
            preText.append(line) 
62 
            line = o.readline() 
63 
        while "!!!!!!!" not in line: 
64 
            jtypeS.append(line) 
65 
            line = o.readline() 
66 
        while 1: 
67 
            if not line: break 
68 
            postText.append(line) 
69 
            line = o.readline() 
70 
             
71 
        o.close() 
72 # 
73 
        i = 0 
74 
        while i < len(jtypeS): 
75 
            jt = [] 
76 
            if "if(jtype.eq." in jtypeS[i]: 
77 
                jt.append(jtypeS[i]) 
78 
                i = i + 1 
79 
                while "endif" not in jtypeS[i]: 
80 
                    jt.append(jtypeS[i]) 
81 
                    i = i + 1 
82 
                jt.append(jtypeS[i]) #add endif as well 
83 
            jtype.append(jt) 
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84 
            i = i + 1 
85 
                 
86 
        jtype = [x for x in jtype if x] #removes blank entries 
87 
 
88 
        number = 0.1 
89 
        for p in xrange(len(jtype)): 
90 
            for q in xrange(len(jtype[p])): 
91 
                if component in jtype[p][q]: 
92 
                    r=p 
93 
                    while r < len(jtype[p]): 
94 
                        if "m1=" in jtype[p][r]: 
95 
                            for s in xrange(len(jtype[p][r])): 
96 
                                if jtype[p][r][s] == '=': 
97 
                                    break 
98 
                            jtype[p][r]=jtype[p][r][:s+1]+str(param_m)+"\n" 
99 
                        if "t1=" in jtype[p][r]: 
100 
                            for s in xrange(len(jtype[p][r])): 
101 
                                if (jtype[p][r][s] == '='): 
102 
                                    break 
103 
                            jtype[p][r]=jtype[p][r][:s+1]+str(param_t)+"\n" 
104 
                             
105 
                        r = r + 1 
106 
 
107 
        #write to a file 
108 
        new_name = filename.split('.')[0].split('__')[0]+'__'+ 
109 
           component+'_m'+str(param_m).split('.')[1][:3]+ 
110 
           '_t'+str(param_t).split('.')[0]+'.'+ 
111 
           filename.split('.')[1] 
112 
        outfile = odbDir+'/'+new_name 
113 
        o = open(outfile,"w") 
114 
        for ln in preText: 
115 
            o.write(ln) 
116 
        for ln in jtype: 
117 
            for l in ln: 
118 
                o.write(l) 
119 
            o.write("\n") 
120 
        for ln in postText: 
121 
            o.write(ln) 
122 
        o.close() 
123 
         
124 
    return new_name 
125 ############################## 
126 def run_job(cmds): 
127 
    prs = subprocess.Popen(cmds, shell=True, stdout=subprocess.PIPE, 
128 
               stderr=subprocess.STDOUT) 
129 
    completed = "COMPLETED" 
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130 
    success = 0 
131 
    for line in prs.stdout.readlines(): 
132 
      #print line, 
133 
      if completed in line: 
134 
        success = 1 
135 
    retval = prs.wait() 
136 
    return success 
137 ############################## 
138 def get_slope_and_knee(xy3, loc): 
139 
 
140 
   #get knees 
141 
   ys_only = [] 
142 
   for ii in range(len(xy3[1])): 
143 
    ys_only.append(xy3[1][ii][1]) 
144 
   #get indexes of the mins 
145 
   knees = [] 
146 
   v = 1 
147 
   while v < (len(ys_only)-2): 
148 
    if((ys_only[v] < ys_only[v+1]) and (ys_only[v] < ys_only[v-1])): 
149 
     # 
150 
     print "inside v= "+str(v) 
151 
     first_x = xy3[0][v-1][0] 
152 
     first_y = xy3[0][v-1][1] 
153 
     second_x = xy3[0][v][0] 
154 
     second_y = xy3[0][v][1] 
155 
     third_x = xy3[0][v+1][0] 
156 
     third_y = xy3[0][v+1][1] 
157 
      
158 
     grad1 = (second_y-first_y)/(second_x-first_x) 
159 
     grad2 = (third_y-second_y)/(third_x-second_x) 
160 
      
161 
     print "the grad ratio: "+str(grad2/grad1) 
162 
      
163 
     print "candidate location: "+str(v) 
164 
     if((grad2/grad1)<0.89): 
165 
      knees.append(v) 
166 
      print "added location: "+str(v) 
167 
    v=v+1 
168 
   print knees 
169 
    
170 
   if (len(knees) > 0): 
171 
   #wanted knee is at the last pos of the list 
172 
    if(len(knees) > (loc+1)): 
173 
     print "inside if" 
174 
     #too sensitive and picked up more than one grad change 
175 
     first_x = xy3[0][knees[loc]][0] 
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176 
     first_y = xy3[0][knees[loc]][1] 
177 
     second_x = xy3[0][knees[loc]+2][0] 
178 
     second_y = xy3[0][knees[loc]+2][1] 
179 
     grad = (second_y-first_y)/(second_x-first_x) 
180 
    else: 
181 
     print "inside else" 
182 
     first_x = xy3[0][knees[-1]][0] 
183 
     first_y = xy3[0][knees[-1]][1] 
184 
     second_x = xy3[0][knees[-1]+2][0] 
185 
     second_y = xy3[0][knees[-1]+2][1] 
186 
     grad = (second_y-first_y)/(second_x-first_x) 
187 
     
188 
   else: 
189 
    print "inside outer else" 
190 
    first_x = xy3[0][0][0] 
191 
    first_y = xy3[0][0][1] 
192 
    second_x = xy3[0][-1][0] 
193 
    second_y = xy3[0][-1][1] 
194 
    # 
195 
    grad = (second_y-first_y)/(second_x-first_x) 
196 
    
197 
   return (grad, first_x, first_y, second_x, second_y) 
198 
 
199 def graphThis(odbName, graphLabel, force, displacement, setLabel, 
200 
        nodeLabel, stepLabel, negatives=0): 
201 
     
202 
    closeFlag = 0 
203 
     
204 
    if not graphLabel: 
205 
        odb = session.odbs[odbName] 
206 
        odbFileName = os.path.split(odbFileNameFull)[1] 
207 
        graphLabel = odbFileName.split(".")[0] 
208 
    else: 
209 
        odb = openOdb(odbName) 
210 
        closeFlag = 1 
211 
     
212 
    label = 'Reaction force' 
213 
     
214 
    if (force[0]=='C'): 
215 
        label = 'Point loads' 
216 
         
217 
    session.XYDataFromHistory(name='XYData-1', odb=odb, 
218 
        outputVariableName=label+': '+force+' at Node '+nodeLabel+ 
219 
               ' in NSET '+setLabel, steps=( 
220 
                   stepLabel, ), ) 
221 
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222 
    session.XYDataFromHistory(name='XYData-2', odb=odb,  
223 
        outputVariableName='Spatial displacement: '+displacement+ 
224 
               ' at Node '+nodeLabel+' in NSET '+setLabel, 
225 
                   steps=(stepLabel, ), ) 
226 
         
227 
    # 
228 
    xy1 = session.xyDataObjects['XYData-1'] 
229 
    xy2 = session.xyDataObjects['XYData-2'] 
230 
    if negatives: 
231 
        xy3a = combine(-xy2, -xy1) 
232 
        xy3a.setValues(sourceDescription='combine ( -"XYData-2", -"XYData-1" )') 
233 
    else: 
234 
        xy3a = combine(xy2, xy1) 
235 
        xy3a.setValues(sourceDescription='combine ( "XYData-2", "XYData-1" )') 
236 
     
237 
    tmpName1 = xy3a.name 
238 
    session.xyDataObjects.changeKey(tmpName1, graphLabel) 
239 
    # 
240 
    del session.xyDataObjects['XYData-1'] 
241 
    del session.xyDataObjects['XYData-2'] 
242 
    # 
243 
    to_delete_keys = [] 
244 
    for ii in range(len(session.xyDataObjects.keys())): 
245 
        if(session.xyDataObjects.keys()[ii].find("_temp_") != -1): 
246 
            to_delete_keys.append(session.xyDataObjects.keys()[ii]) 
247 
    for ss in to_delete_keys: 
248 
        del session.xyDataObjects[ss] 
249 
         
250 
    if closeFlag: 
251 
        closeOdb(odb) 
252 ##################################### 
253 def graphError(original, test): 
254 
  xy1 = session.xyDataObjects[original.split('.')[0]] 
255 
  xy2 = session.xyDataObjects[test] 
256 
  xy3a = ((xy2-xy1)/xy1)*100 
257 
  xy3a.setValues(sourceDescription='!_error_'+test) 
258 
  tmpName1 = xy3a.name 
259 
  session.xyDataObjects.changeKey(tmpName1, "!_error_"+test) 
260 
  # 
261 ###################################### 
262 def extract(raw_string, start_marker, end_marker): 
263 
  start = raw_string.index(start_marker) + len(start_marker) 
264 
  end = raw_string.index(end_marker, start) 
265 
  return raw_string[start:end] 
266 ###################################### 
267 def closeOdbs(): 
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268 
    odbnames = session.odbs.keys() 
269 
    for odbname in odbnames: 
270 
        if "__" in odbname or "_one" in odbname: 
271 
            closeOdb(session.odbs[odbname]) 
272 ###################################### 
273 def cleanDir(dir): 
274 
    for dirname, subdirs, files in os.walk(dir): 
275 
        for f in files: 
276 
            if ".for" in f: 
277 
                continue 
278 
            else: 
279 
                if(("__" in f) or ("_one" in f)): 
280 
                    os.remove(dir+'/'+f) 
281 # 
282 def individual(length, min, max): 
283 
  'Create a member of the population.' 
284 
  # 
285 
  mmin = min 
286 
  ret = [] 
287 
  for x in xrange(length): 
288 
    i = randint(mmin,((max/length)*(x+1))) 
289 
    #check if already exists and loop till unique 
290 
    #check if bigger than (previous + buffer of 3 places) 
291 
    while ((i in ret) or (x>0 and i < (ret[x-1]+3))): 
292 
        i = randint(mmin,((max/length)*(x+1))) 
293 
    mmin = i 
294 
    ret.append(i) 
295 
  return ret 
296 # 
297 def population(count, length, min, max): 
298 
  """ 
299 
  Create a number of individuals (i.e. a population). 
300 
 
301 
  count: the number of individuals in the population 
302 
  length: the number of values per individual 
303 
  min: the minimum possible value in an individual's list of values 
304 
  max: the maximum possible value in an individual's list of values 
305 
 
306 
  """ 
307 
  return [ individual(length, min, max) for x in xrange(count) ] 
308 
 
309 
 
310 def rebuildXY(dataXYa, lower, upper): 
311 
    rebuild_X = [] 
312 
    rebuild_Y = [] 
313 
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314 
    rebuild = dataXYa[lower:upper] 
315 
    for r in rebuild:  
316 
        rebuild_X.append(r[0]) 
317 
        rebuild_Y.append(r[1]) 
318 
    return (rebuild_X, rebuild_Y) 
319 
 
320 def fitness_function_1(t, scoreKeeper, MIN_SCORE, BIG_VALUE): 
321 
    sum = 0.0 
322 
    for s in scoreKeeper: 
323 
        if s < MIN_SCORE: 
324 
            sum = sum + BIG_VALUE 
325 
        else: 
326 
            sum = sum + s 
327 
    return abs(t-sum) 
328 def fitness_function_2(scoreKeeper): 
329 
    summed_diff = 0.0 
330 
    for i in xrange(len(scoreKeeper)): 
331 
        j = i + 1 
332 
        while j<len(scoreKeeper): 
333 
            summed_diff = summed_diff + abs(scoreKeeper[i]-scoreKeeper[j]) 
334 
            j = j + 1 
335 
    return(summed_diff) 
336 
 
337 def fitness(individual, target, top_score): 
338 
  """ 
339 
  Determine the fitness of an individual. Lower is better. 
340 
  ie. MINIMISATION 
341 
 
342 
  individual: the individual to evaluate 
343 
  target: the target number individuals are aiming for 
344 
  """ 
345 
  score = 0.00 
346 
  ############### 
347 
  MIN_SCORE = 0.95 
348 
  BIG_VALUE = 1e+09 
349 
  #****************# 
350 
  WEIGHT_F1 = 0.4 
351 
  WEIGHT_F2 = 0.6 
352 
  ############### 
353 
 
354 
  rebuild=[] 
355 
  scoreKeeper=[] 
356 
      
357 
  # Get the segments 
358 
  for i in xrange(len(individual)+1): 
359 
    if(i == 0): 
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360 
        rebuild.append(rebuildXY(dataXY, 0, individual[i])) 
361 
    elif(i == (len(individual))): 
362 
        rebuild.append(rebuildXY(dataXY, individual[i-1], len(dataXY))) 
363 
        # 
364 
    else: 
365 
        rebuild.append(rebuildXY(dataXY, individual[i-1], individual[i])) 
366 
        # 
367 
  #Score each segment 
368 
  for i in xrange(len(rebuild)): 
369 
    try: 
370 
        one = linreg(rebuild[i][0],rebuild[i][1]) 
371 
        scoreKeeper.append(one[2]) 
372 
    except: 
373 
        print "bad sample:: Individual: "+ str(individual) 
374 
 
375 
  #evaluate the functions 
376 
  score = WEIGHT_F1*fitness_function_1(target, scoreKeeper, MIN_SCORE, BIG_VALUE)+ 
377 
      WEIGHT_F2*fitness_function_2(scoreKeeper) 
378 
   
379 
  if (score < top_score[0]): 
380 
    d = 1 
381 
    while d < len(individual)+1: 
382 
        top_score[0] = score 
383 
        top_score[d] = individual[d-1] 
384 
        d = d+1 
385 
         
386 
    print "Top scoring Individual: "+str(individual)+" Score: "+str(top_score)+"\n" 
387 
     
388 
  return score 
389 
 
390 def grade(pop, target, top_score): 
391 
  'Find average fitness for a population.' 
392 
  summed = reduce(add, (fitness(x, target, top_score) for x in pop)) 
393 
  return summed / (len(pop) * 1.0) 
394 
 
395 def evolve(pop, target, top_score, retain=0.2, random_select=0.05, mutate=0.01): 
396 
  graded = [ (fitness(x, target, top_score), x) for x in pop] 
397 
  graded = [ x[1] for x in sorted(graded)] 
398 
  retain_length = int(len(graded)*retain) 
399 
  parents = graded[:retain_length] 
400 
  # randomly add other individuals to 
401 
  # promote genetic diversity 
402 
  for individual in graded[retain_length:]: 
403 
    if random_select > random(): 
404 
      parents.append(individual) 
405 
  # mutate some individuals 
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406 
  for individual in parents: 
407 
    if mutate > random(): 
408 
      pos_to_mutate = randint(0, len(individual)-1) 
409 
      # this mutation is not ideal, because it 
410 
      # restricts the range of possible values, 
411 
      # but the function is unaware of the min/max 
412 
      # values used to create the individuals, 
413 
 
414 
      if (pos_to_mutate == 0): 
415 
        individual[pos_to_mutate] = randint(i_min,  
416 
                          individual[pos_to_mutate+1]-3) 
417 
      elif (pos_to_mutate == (len(individual)-1)): 
418 
        individual[pos_to_mutate] = randint(individual[pos_to_mutate-1]+3, i_max) 
419 
      else: 
420 
        individual[pos_to_mutate] = randint( 
421 
        individual[pos_to_mutate-1]+3, individual[pos_to_mutate+1]-3) 
422 
  # crossover parents to create children 
423 
  parents_length = len(parents) 
424 
  desired_length = len(pop) - parents_length 
425 
  children = [] 
426 
  while len(children) < desired_length: 
427 
    male = randint(0, parents_length-1) 
428 
    female = randint(0, parents_length-1) 
429 
    if male != female: 
430 
      male = parents[male] 
431 
      female = parents[female] 
432 
      half = len(male) / 2 
433 
      if (((female[half:][0]) < (male[:half][0]+3)) or  
434 
        ((female[half:][0]) == (male[:half][0]))): 
435 
        continue 
436 
      else: 
437 
        child = male[:half] + female[half:] 
438 
        children.append(child) 
439 
  parents.extend(children) 
440 
  return parents 
441 # 
442 # ===============================================================# 
443 # 
444 def getData(odbName, force, displacement, setLabel, nodeLabel,  
445 
      stepLabel, negatives=0): 
446 
  odb = openOdb(odbName) 
447 
  print "Inside getData, printing negatives="+str(negatives) 
448 
  label = 'Reaction force' 
449 
  if (force[0]=='C'): 
450 
    label = 'Point loads' 
451 
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452 
  session.XYDataFromHistory(name='XYData-1', odb=odb,  
453 
    outputVariableName=label+': '+force+' at Node '+nodeLabel+ 
454 
               ' in NSET '+setLabel, steps=( 
455 
    stepLabel, ), ) 
456 
   
457 
  session.XYDataFromHistory(name='XYData-2', odb=odb, 
458 
    outputVariableName='Spatial displacement: '+displacement+ 
459 
             ' at Node '+nodeLabel+' in NSET '+setLabel, 
460 
    steps=(stepLabel, ), ) 
461 
   
462 
  xy1 = session.xyDataObjects['XYData-1'] 
463 
  xy2 = session.xyDataObjects['XYData-2'] 
464 
   
465 
  if negatives == 1: 
466 
       print "in negatives" 
467 
       xy3a = combine(-xy2, -xy1) 
468 
       xy3a.setValues(sourceDescription='combine ( -"XYData-2", -"XYData-1" )') 
469 
  else: 
470 
       print "in else" 
471 
       xy3a = combine(xy2, xy1) 
472 
       xy3a.setValues(sourceDescription='combine ( "XYData-2", "XYData-1" )') 
473 
  # 
474 
  xy3c = differentiate(differentiate(xy3a)) 
475 
  xy3c.setValues(sourceDescription='double differentiate F-d') 
476 
   
477 
  tmpName1 = xy3a.name 
478 
  session.xyDataObjects.changeKey(tmpName1, 'outputCurve') 
479 
  # 
480 
  tmpName2 = xy3c.name 
481 
  session.xyDataObjects.changeKey(tmpName2, 'diff_diff') 
482 
  # 
483 
  del session.xyDataObjects['XYData-1'] 
484 
  del session.xyDataObjects['XYData-2'] 
485 
  # 
486 
  # new work 
487 
  xy3b = session.xyDataObjects['outputCurve'] 
488 
  xy3 = [] 
489 
  # 
490 
  xy4b = session.xyDataObjects['diff_diff'] 
491 
  xy4 = [] 
492 
 
493 
  for ii in range(len(xy3b.data)): 
494 
    xy3.append((xy3b.data[ii][0], xy3b.data[ii][1])) 
495 
    xy4.append((xy4b.data[ii][0], xy4b.data[ii][1])) 
496 
     
497 
  del session.xyDataObjects['outputCurve'] 
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498 
  del session.xyDataObjects['diff_diff'] 
499 
   
500 
  to_delete_keys = [] 
501 
  for ii in range(len(session.xyDataObjects.keys())): 
502 
    if(session.xyDataObjects.keys()[ii].find("_temp_") != -1): 
503 
        to_delete_keys.append(session.xyDataObjects.keys()[ii]) 
504 
  for ss in to_delete_keys: 
505 
        del session.xyDataObjects[ss] 
506 
  return (xy3, xy4) 
507 # 
508 # ===============================================================# 
509 # 
510 def linreg(X, Y): 
511 
  """ 
512 
  Summary 
513 
    Linear regression of y = ax + b 
514 
  Usage 
515 
    real, real, real = linreg(list, list) 
516 
  Returns coefficients to the regression line "y=ax+b"  
517 
  from x[] and y[], and R^2 Value 
518 
  """ 
519 
  if len(X) != len(Y):  raise ValueError, 'unequal length' 
520 
  N = len(X) 
521 
  Sx = Sy = Sxx = Syy = Sxy = 0.0 
522 
  for x, y in zip(X, Y): 
523 
    Sx = Sx + x 
524 
    Sy = Sy + y 
525 
    Sxx = Sxx + x*x 
526 
    Syy = Syy + y*y 
527 
    Sxy = Sxy + x*y 
528 
  det = Sxx * N - Sx * Sx 
529 
  a, b = (Sxy * N - Sy * Sx)/det, (Sxx * Sy - Sx * Sxy)/det 
530 
  meanerror = residual = 0.0 
531 
  for x, y in zip(X, Y): 
532 
    meanerror = meanerror + (y - Sy/N)**2 
533 
    residual = residual + (y - a * x - b)**2 
534 
  RR = 1 - residual/meanerror 
535 
  ss = residual / (N-2) 
536 
  Var_a, Var_b = ss * N / det, ss * Sxx / det 
537 
  return a, b, RR 
538 # 
539 # ===============================================================# 
540 # 
541 def runAbaqus(odbDir, history_fortran_file, component,  
542 
        history_param_m, history_param_t, active_component, 
543 
        history_jobNames): 
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544 
         
545 
    mod_fortran_file = edit_fortran(odbDir, history_fortran_file[-1], 
546 
        component, history_param_m, history_param_t) 
547 
         
548 
    history_fortran_file.append(mod_fortran_file) 
549 
         
550 
    job_name = str(len(history_jobNames)+1)+"_uel_"+active_component+ 
551 
           "__"+component+"_m"+str(history_param_m).split('.')[1][:3]+ 
552 
           "_t"+str(history_param_t).split('.')[0] 
553 
 
554 
    history_jobNames.append(job_name) 
555 
    cmds = 'cd "'+odbDir+'"&'+odbDir.split('/')[0]+ 
556 
       '&1st-RUN-Set-Environment.bat&' 
557 
    cmds = cmds+abaqus_cmd+' interactive inp=uel_'+active_component+ 
558 
       '.inp user='+history_fortran_file[-1]+' job='+history_jobNames[-1] 
559 
     
560 
    if run_job(cmds) == 0: 
561 
        print "Job "+job_name+" has not completed successfully" 
562 
        print "Aborting..." 
563 
         
564 
        print "Failed Command: " 
565 
        print cmds 
566 
         
567 
        return 0 
568 
         
569 
    odb = odbDir+"\\"+job_name+".odb" 
570 
     
571 
    return odb 
572 # 
573 # ===============================================================# 
574 # 
575 def evaluate(slope_and_knee, history_param_m, history_param_t,  
576 
       desired_slope, desired_coord): 
577 
    mX = [] 
578 
    mY = [] 
579 
     
580 
    tX = [] 
581 
    tY = [] 
582 
     
583 
    m_sol = 0.00 
584 
    t_sol = 0.00 
585 
     
586 
    for ss in xrange(len(history_param_m)): 
587 
        mX.append(math.log(slope_and_knee[ss][0])) 
588 
        mY.append(math.log(history_param_m[ss])) 
589 
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590 
        tX.append(math.log(slope_and_knee[ss][2])) 
591 
        tY.append(math.log(history_param_t[ss])) 
592 
    try: 
593 
        mEq = linreg(mX,mY) 
594 
        logM = mEq[0]*math.log(desired_slope)+mEq[1] 
595 
        m_sol = math.exp(logM) 
596 
    # 
597 
        tEq = linreg(tX,tY) 
598 
        logT = tEq[0]*math.log(desired_coord)+tEq[1] 
599 
        t_sol = math.exp(logT) 
600 
    except: 
601 
        print "Error with the linear regression routine" 
602 
        print "Check if t limits are reasonable" 
603 
     
604 
    return (m_sol, t_sol) 
605 # 
606 # ===============================================================# 
607 # 
608 ###################################################################### 
609 ### Methods and Classes end ### 
610 ###################################################################### 
611 
 
612 #Run the base model 
613 #The base model is run in Abaqus and this script is called  while in Visualization 
614 #module 
615 
 
616 # These are the only required user specified parameters 
617 material_name = 'ACADEMIC_STEEL' 
618 
 
619 force_var_label = 'RF2' 
620 displacement_var_label = 'U2' 
621 nset_var_label = 'LD' 
622 node_var_label = '661' 
623 step_var_label = 'Step-1' 
624 
 
625 fortran_file = "medium_dev.for" 
626 
 
627 abaqus_cmd = "abq6101" 
628 active_component = "holder" 
629 
 
630 
 
631 initial_param_m1 = 0.50 
632 initial_param_m2 = 1.00 
633 
 
634 # initial parameter t1 is the first limiting value  
635 # initial parameter t2 is the second limiting value 
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636 limits = ['holder': [10.00,50.00], 'mount': [15.00,30.00], 'bracket': [50.00,100.00]] 
637 
 
638 
 
639 m_correction = 1.0 # *100% reduction of the desired value 
640 min_m_correction = 2.5 #multiplication correction for h2/h1 as it can be too low 
641 
 
642 # -----------------------------------------------------------------------------# 
643 ################################################################################ 
644 
 
645 currentViewport = session.viewports[session.currentViewportName] 
646 odbFile = currentViewport.displayedObject 
647 odbFileNameFull = odbFile.path 
648 odbDir = os.path.split(odbFileNameFull)[0] #dir name :: String 
649 odbFileName = os.path.split(odbFileNameFull)[1] #odb file name :: String 
650 odb = session.odbs[odbFileNameFull] 
651 
 
652 graphThis(odbFileNameFull, '', force_var_label, displacement_var_label,  
653 
      nset_var_label, node_var_label, step_var_label, 1) 
654 
 
655 # ### Get the h2/h1 ### 
656 h1 = 0.00 
657 h2 = 0.00 
658 if odb.materials.has_key(material_name): 
659 
    m=odb.materials[material_name] 
660 
    h1 = m.elastic.table[0][0] 
661 
    h2 = (m.plastic.table[-1][0]-m.plastic.table[0][0])/ 
662 
     (m.plastic.table[-1][1]-m.plastic.table[0][1]) 
663 
    initial_param_m2 = (h2/h1)*min_m_correction 
664 else: 
665 
    initial_param_m2 = 0.001*min_m_correction #0.1% 
666 # ################################################# 
667 
 
668 #the upper limit is not one but the mid range between one and the h2/h1 value 
669 #initial_param_m1 = (1.00 - initial_param_m2)/2.0 
670 
 
671 #the upper limit "three" (or N-times) times the h2/h1 value 
672 initial_param_m1 = initial_param_m2*2.5 
673 
 
674 # =================================================================== 
675 #Get desired values 
676 # =================================================================== 
677 dataXY = getData(odbFileNameFull, force_var_label, displacement_var_label, 
678 
         nset_var_label, node_var_label, step_var_label, 1)[0] 
679 
 
680 top_score = [1e+09] 
681 residual_limit = 0.10 
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682 p_count =1000 
683 #the number of UELs - total number of components - 1 real 
684 i_length = (len(limits.keys())-1) 
685 i_min = 3 
686 i_max = int(len(dataXY)-3) 
687 target = 1.00+i_length 
688 
 
689 reblt_X = [] 
690 reblt_Y = [] 
691 
 
692 # 
693 xx = [0.0] 
694 yy = [0.0] 
695 
 
696 segment_X = [] 
697 segment_Y = [] 
698 linear_regression = [] 
699 
 
700 for rt in dataXY: 
701 
    reblt_X.append(rt[0]) 
702 
    reblt_Y.append(rt[1]) 
703 
 
704 if p_count > (len(dataXY)*len(dataXY)): 
705 
    p_count = len(dataXY)*len(dataXY) 
706 
 
707 s = 1 
708 while s < i_length+1: 
709 
    top_score.append(0) 
710 
    s = s+1 
711 
 
712 p = population(p_count, i_length, i_min, i_max) 
713 for i in xrange(10): #2 
714 
    p = evolve(p, target, top_score) 
715 
 
716 c = 2 
717 segment_X.append(reblt_X[0:top_score[1]]) 
718 segment_Y.append(reblt_Y[0:top_score[1]]) 
719 if len(top_score) > 1: 
720 
    while c < len(top_score): 
721 
        segment_X.append(reblt_X[top_score[c-1]:top_score[c]]) 
722 
        segment_Y.append(reblt_Y[top_score[c-1]:top_score[c]]) 
723 
        c = c+1 
724 segment_X.append(reblt_X[top_score[c-1]:-1]) 
725 segment_Y.append(reblt_Y[top_score[c-1]:-1]) 
726 
 
727 for f in xrange(len(segment_X)): 
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728 
    linear_regression.append(linreg(segment_X[f],segment_Y[f])) 
729 
 
730 t = 1 
731 while t < len(linear_regression): 
732 
    xx.append((linear_regression[t][1]-linear_regression[t-1][1])/ 
733 
        (linear_regression[t-1][0]-linear_regression[t][0])) 
734 
    yy.append(linear_regression[t-1][0]*xx[-1]+linear_regression[t-1][1]) 
735 
    t = t+1 
736 
 
737 xx.append(reblt_X[-1]) 
738 yy.append(linear_regression[t-1][0]*xx[-1]+linear_regression[t-1][1]) 
739 
 
740 print '#'*100 
741 print "xx "+str(xx) 
742 print "linear_regression "+str(linear_regression) 
743 print '#'*100 
744 
 
745 ########## 
746 # Desired slopes are stored in linear_regression 
747 # Desired x-coordinates are stored in xx 
748 # Desired y-coordinates are stored in yy 
749 
 
750 #For referencing, plot/create the curve of the linear approximation 
751 ddata = zip(xx,yy) 
752 
 
753 xQuantity = visualization.QuantityType(type=DISPLACEMENT) 
754 yQuantity = visualization.QuantityType(type=FORCE) 
755 session.XYData(name='FD_by_linearisation', data=(ddata),  
756 
    sourceDescription='Result of linearisation', axis1QuantityType=xQuantity,  
757 
    axis2QuantityType=yQuantity, ) 
758 xyp = session.xyPlots['XYPlot-1'] 
759 chartName = xyp.charts.keys()[0] 
760 chart = xyp.charts[chartName] 
761 xy1 = session.xyDataObjects['FD_by_linearisation'] 
762 c1 = session.Curve(xyData=xy1) 
763 chart.setValues(curvesToPlot=(c1, ), ) 
764 session.viewports['Viewport: 1'].setValues(displayedObject=xyp) 
765 session.curves['FD_by_linearisation'].symbolStyle.setValues(show=True) 
766 session.curves['FD_by_linearisation'].symbolStyle.setValues(marker=FILLED_CIRCLE) 
767 session.curves['FD_by_linearisation'].symbolStyle.setValues(size=2) 
768 
 
769 #Get initial limiting cases 
770 # =================================================================== 
771 history_param_m = [initial_param_m1, initial_param_m2] 
772 history_param_t = [initial_param_t1, initial_param_t2] 
773 
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774 #global  
775 history_jobNames = [] 
776 history_fortran_file = [fortran_file] 
777 history = [] 
778 
 
779 slope_and_knee = [] 
780 
 
781 component = "-" 
782 
 
783 #get m0 i.e. m=one for the first component 
784 
 
785 #always uses the last fortran file #fortran file history is global  
786 # ie. not component specific 
787 #uses the first limiting values: m=one; t=100 
788 
    #the second block is: m=h2/h1; t=upper (100*3.5) 
789 
 
790 mod_fortran_file = edit_fortran(odbDir, history_fortran_file[-1],  
791 
                component, 1.0, history_param_t[0]) 
792 
 
793 #update the fortran history 
794 history_fortran_file.append(mod_fortran_file) 
795 
 
796 #create a job and update its history 
797 job_name = "1_uel_"+active_component+"_one" 
798 history_jobNames.append(job_name) 
799 
 
800 ################################################################# 
801 ### The first job run: m=one and t=lower for all 
802 ###   to get the order of yielding 
803 ### 
804 
 
805 cmds = 'cd "'+odbDir+'"&'+odbDir.split('/')[0]+ 
806 
     '&1st-RUN-Set-Environment.bat&' 
807 
 
808 print cmds 
809 
 
810 cmds = cmds+abaqus_cmd+' interactive inp=uel_'+active_component+ 
811 
     '.inp user='+history_fortran_file[-1]+' job='+job_name 
812 
 
813 print cmds 
814 
 
815 prs = subprocess.Popen(cmds, shell=True, stdout=subprocess.PIPE, 
816 
             stderr=subprocess.STDOUT) 
817 
 
818 completed = "COMPLETED" 
819 success = 0 
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820 components = [] 
821 
 
822 for line in prs.stdout.readlines(): 
823 
  #print line, 
824 
   
825 
  if completed in line: 
826 
    success = 1 
827 
 
828 
  if "Component: #" in line: 
829 
    cp = extract(line, '#', '#') 
830 
    cp = cp.rstrip() 
831 
    #print "cp "+cp 
832 
    if cp not in components: 
833 
        components.append(cp) 
834 
     
835 retval = prs.wait() 
836 
 
837 if success != 1: 
838 
    print "Job "+job_name+" has not completed successfully" 
839 
    print "Aborting..." 
840 else: 
841 
    #create a full path to the odb 
842 
    odb = odbDir+"\\"+job_name+".odb" 
843 
    i = 0 #component counter 
844 
     
845 
    print "components :"+str(components) 
846 
     
847 
    for component in components: 
848 
        #history_param_x is component specific 
849 
        #but the initial values are the same 
850 
         
851 
        history_param_m = [initial_param_m1, initial_param_m2] 
852 
        history_param_t = [limits[component][0], limits[component][1]] 
853 
         
854 
        #the first two runs are outright limits: upper and lower 
855 
        for j in xrange(2): 
856 
            odb = runAbaqus(odbDir, history_fortran_file, component, 
857 
              history_param_m[j-2], history_param_t[j-2], 
858 
              active_component, history_jobNames) 
859 
            outData = getData(odb, force_var_label, displacement_var_label, 
860 
               nset_var_label, node_var_label, step_var_label, 1) 
861 
            if j == 0: 
862 
                print "DEBUG: component= "+component 
863 
                slope_and_knee[component]=[] 
864 
                slope_and_knee[component].append(get_slope_and_knee(outData, i)) 
865 
            else: 
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866 
                slope_and_knee[component].append(get_slope_and_knee(outData, i)) 
867 
         
868 
        #the third run is the average of the ln limits 
869 
        m_half = math.log(history_param_m[-1])+ 
870 
              ((math.log(history_param_m[-2])-math.log(history_param_m[-1]))/2.0) 
871 
        m_half = math.exp(m_half) 
872 
         
873 
        history_param_m.append(m_half) 
874 
         
875 
        t_half = math.log(history_param_t[-1])+ 
876 
              ((math.log(history_param_t[-2])-math.log(history_param_t[-1]))/2.0) 
877 
        t_half = math.exp(t_half)          
878 
         
879 
        history_param_t.append(t_half) 
880 
         
881 
        odb = runAbaqus(odbDir, history_fortran_file, component, 
882 
            history_param_m[-1], history_param_t[-1], 
883 
            active_component, history_jobNames) 
884 
        outData = getData(odb, force_var_label, displacement_var_label, 
885 
              nset_var_label, node_var_label, step_var_label, 1) 
886 
        slope_and_knee[component].append(get_slope_and_knee(outData, i)) 
887 # 
888 ###################################################################### 
889 ###################################################################### 
890 
        sol = evaluate(slope_and_knee[component], history_param_m, 
891 
             history_param_t, linear_regression[i+1][0]*m_correction, yy[i+1]) 
892 
         
893 
        #update the history 
894 
        history_param_m.append(sol[0]) 
895 
        history_param_t.append(sol[1]) 
896 # 
897 ######################################################################       
898 ###################################################################### 
899 # 
900 #         RUN PROPOSED m AND t 
901 #          
902 
        #m=suggested m from sol 
903 
        #t=suggested t from sol 
904 
         
905 
        odb = runAbaqus(odbDir, history_fortran_file, component,  
906 
            history_param_m[-1], history_param_t[-1], 
907 
            active_component, history_jobNames) 
908 
        outData = getData(odb, force_var_label, displacement_var_label, 
909 
              nset_var_label, node_var_label, step_var_label, 1) 
910 
        slope_and_knee[component].append(get_slope_and_knee(outData, i)) 
911 
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912 
        #include the new point and run another linear regression 
913 
        sol = evaluate(slope_and_knee[component], history_param_m, 
914 
             history_param_t, linear_regression[i+1][0]*m_correction, yy[i+1]) 
915 
             
916 
        history_param_m.append(sol[0]) 
917 
        history_param_t.append(sol[1]) 
918 
         
919 
        print "Even better value for m: \""+str(sol[0])+"\" for "+component 
920 
        print "Even better value for t: \""+str(sol[1])+"\" for "+component 
921 
         
922 
        print "Updating history... adding \""+component+"\"" 
923 
         
924 
        history[component] = [history_param_m, history_param_t] 
925 
             
926 
        i = i + 1 #increase the counter for the next component 
927 
     
928 
    #Plot the final curve against the base curve + Error curve 
929 
    for job in history_jobNames: 
930 
        full_job_path = odbDir+"\\"+job+".odb" 
931 
        try: 
932 
            graphThis(full_job_path, job, force_var_label, 
933 
            displacement_var_label, nset_var_label, 
934 
            node_var_label, step_var_label, 1) 
935 
        except: 
936 
            print "Job: "+job+" doesn't exist and it is not graphed" 
937 
         
938 
    graphError(odbFileName,history_jobNames[-1]) 
939 
     
940 
    closeOdbs() 
941 
    cleanDir(odbDir) 
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A complete code of a sample extended substructure 
  1 
  2 
  3 
  4 
  5 
  6 
  7 
  8 
  9 
 10 
 11 
 12 
 13 
 14 
 15 
 16 
 17 
 18 
 19 
 20 
 21 
 22 
 23 
 24 
 25 
 26 
 27 
 28 
 29 
 30 
 31 
 32 
 33 
 34 
 35 
 36 
 37 
 38 
 39 
 40 
 41 
 42 
 43 
 44 
 45 
 46 
 47 
 48 
 49 
 50 
 51 
 52 
c***************************************************************** 
      SUBROUTINE UEL(RHS,AMATRX,SVARS,ENERGY,NDOFEL,NRHS,NSVARS, 
     1     PROPS,NPROPS,COORDS,MCRD,NNODE,U,DU,V,A,JTYPE,TIME,DTIME, 
     2     KSTEP,KINC,JELEM,PARAMS,NDLOAD,JDLTYP,ADLMAG,PREDEF, 
     3     NPREDF,LFLAGS,MLVARX,DDLMAG,MDLOAD,PNEWDT,JPROPS,NJPROP, 
     4     PERIOD) 
c 
      include 'aba_param.inc' 
C 
      dimension rhs(mlvarx,*), amatrx(ndofel, ndofel), props(*), 
     1  svars(*), energy(*), coords(mcrd, nnode), u(ndofel), 
     2  du(mlvarx,*), v(ndofel), a(ndofel), time(2), params(*), 
     3  jdltyp(mdload,*), adlmag(mdload,*), ddlmag(mdload,*), 
     4  predef(2, npredf, nnode), lflags(*), jprops(*) 
      parameter (zero=0.d0, one=1.d0, two=2.d0, three=3.d0, 
     1           half = 0.5D0) 
c 
c      ndim   number of spatial dimensions 
c      ndof   number of degrees of freedom per node 
c 
      dimension a_force(NDOFEL,1), ff(NDOFEL,1) 
      dimension d_force(NDOFEL,1) 
c   
c 
      real :: mm,ff,m1,t1, inn 
      real :: d_energy 
 
      CHARACTER*7 :: path33 = 'I:/PhD/' 
      CHARACTER*25 :: name = '-' 
c 
c     initialize rhs and lhs 
c 
      do k1=1, NDOFEL 
        rhs(k1, 1)= zero 
        ff(k1,1)=zero 
        a_force(k1,1)=zero 
        d_force(k1,1)=zero 
        do k2=1, NDOFEL  
          amatrx(k1, k2)= zero 
        end do 
      end do 
 
      d_energy = zero 
c 
c       assemble rhs and lhs 
c 
      ee=1.0 
      m1=1.0 
 
      if(jtype.eq.1) then 
          OPEN (101, file=path33//'bracket.fif2') 
          do k1=1, NDOFEL 
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 54 
 55 
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 87 
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 99 
100 
101 
102 
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104 
105 
106 
107 
108 
109 
            do k2=1, k1             
                READ(101,*) inn 
                amatrx(k1, k2)= inn 
                amatrx(k2, k1)= inn 
            end do 
          end do 
          CLOSE(101) 
c 
        t1=3000.0 
        m1=0.1 
c  
      endif 
 
      if(jtype.eq.2) then 
          OPEN (102, file=path33//'pole.fif2') 
          do k1=1, NDOFEL 
            do k2=1, k1             
                READ(102,*) inn 
                amatrx(k1, k2)= inn 
                amatrx(k2, k1)= inn 
            end do 
          end do 
          CLOSE(102) 
c 
        t1=5000.0 
        m1=0.1 
c  
      endif 
 
      if(jtype.eq.3) then 
          OPEN (103, file=path33//'uxb.fif2') 
          do k1=1, NDOFEL 
            do k2=1, k1             
                READ(103,*) inn 
                amatrx(k1, k2)= inn  
                amatrx(k2, k1)= inn  
            end do 
          end do 
          CLOSE(103) 
c 
        t1=120000.0 
        m1=0.12 
c  
      endif 
 
      if(jtype.eq.4) then 
          OPEN (104, file=path33//'lxb.fif2') 
          do k1=1, NDOFEL 
            do k2=1, k1             
                READ(104,*) inn 
                amatrx(k1, k2)= inn 
                amatrx(k2, k1)= inn 
            end do 
          end do 
          CLOSE(104) 
c 
        t1=120000.0 
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141 
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143 
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166 
        m1=0.12 
c 
      endif 
 
      !!!!!!!!!!!!!!!!!!!!!!!!!!! 
      !!!!!!!!!!!!!!!!!!!!!!!!!!! 
c 
      mm=one 
c 
      if(svars(2*(NDOFEL+1)).gt.t1) then 
         mm=m1 
 
         if(svars(NDOFEL+1).lt.one) then 
         !this assumes that svars() at the initialisation 
         !will take a value lower than one 
          do k1=1, NDOFEL 
            ff(k1,1) = (mm-one)*svars(k1) 
            svars(NDOFEL+1+k1) = ff(k1,1) 
 
          end do 
          svars(NDOFEL+1)=one 
c 
   SELECT CASE (jtype) 
  CASE (1) 
     name = 'bracket' 
  CASE (2) 
     name = 'pole' 
  CASE (3) 
     name = 'uxb' 
  CASE (4) 
     name = 'lxb' 
  CASE DEFAULT 
     name = '-' 
   END SELECT 
c 
          print *, 'Component: #',name, '#U',JTYPE 
          write (6,*) 'Component: #',name, '#U',JTYPE 
          write (6,*) 'Time: #',time(2) 
          write (6,*) 'Energy: ',svars(2*(NDOFEL+1)) 
          write (6,*) '=============================' 
          goto 100 
         endif 
 
         !recall the force correction value 
          do k1=1, NDOFEL 
            ff(k1,1) = svars(NDOFEL+1+k1) 
          end do 
c 
  100    do k1=1, NDOFEL 
          do k2=1, NDOFEL 
            amatrx(k1,k2) = amatrx(k1,k2)*mm 
          end do 
         end do  
      endif 
c 
      do k1=1, NDOFEL 
         do k2=1, NDOFEL 
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168 
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187 
188 
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            a_force(k1,1) = a_force(k1,1) + amatrx(k1,k2)*u(k2) 
            d_force(k1,1) = d_force(k1,1) + amatrx(k1,k2)*du(k2,1) 
         end do 
      end do 
c 
        do k1=1, NDOFEL 
            svars(k1) = zero 
        end do 
c 
        do k1=1, NDOFEL 
            rhs(k1, 1) = rhs(k1, 1) - (a_force(k1,1)+ff(k1,1)) 
            svars(k1) = rhs(k1, 1) 
        end do 
c 
c 
        do k1=1, NDOFEL 
c 
           d_energy = d_energy     + (a_force(k1,1)+ff(k1,1))*du(k1,1) 
           d_energy = d_energy     + half*(d_force(k1,1))*du(k1,1) 
c 
        end do 
c 
        if((svars(2*(NDOFEL+1))+d_energy).gt.(t1*1.20)) then 
            if(svars(NDOFEL+1).lt.one) then 
               PNEWDT = t1/(svars(2*(NDOFEL+1))+d_energy)             
            endif 
        endif 
c 
        svars(2*(NDOFEL+1))= svars(2*(NDOFEL+1))+d_energy 
        ENERGY(2) = svars(2*(NDOFEL+1)) 
c 
      return 
      end 
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Appendix B: Introduction to FEA 
When faced with complex problems, engineers resort to many methods including classic and 
numerical methods. Historically, two classical approaches have been used: closed form solutions 
and approximate solutions such as superposition and series solutions. Due to the increasing 
complexity of engineering problems, although the preferred approach, the closed form solutions 
are frequently inapplicable. Thus approximating structures as a basic shape such as a beam or a 
shell and solving it with a closed form method [Wang and Arora, 2006] is a viable alternative if 
a low fidelity solution is required. Another approach is to utilise finite element analysis which 
reduces a complex problem into a finite number simple problems, and then uses numerical 
methods to arrive at a solution. Finite element analysis is one of several computer simulation 
techniques capable of simulating physical systems and is the dominant engineering analysis 
technique in structural mechanics. It uses a numerical technique called the finite element 
method (FEM). Although used interchangeably, there is a subtle differentiation between FEA 
and FEM where FEM is a numerical technique and FEA is its practical application.  
Like all analysis models, a finite element model that is used in FEA is an abstraction of a more 
complicated physical system. A continuous physical structure is invariably too complex to 
model at every level of detail, therefore in FEA, it is represented by a geometrically similar 
model consisting of multiple simplified representations of discrete regions - finite elements. The 
finite elements are the above-mentioned simple problems to which equations of equilibrium, 
in conjunction with applicable physical considerations such as compatibility and constitutive 
relations, are applied in order to construct a system of simultaneous equations. The solution to 
this system of simultaneous equations by using the techniques of linear algebra or nonlinear 
numerical schemes yields desired output results. 
250 APPENDIX B: INTRODUCTION TO FEA 
 
 
From the early days of FEA that are extending to early works of Hrennikoff [1941] and 
McHenry [1943], enormous advances have been made in the application of the finite element 
method to solve complicated engineering problems. For an extensive bibliography on FEA, the 
reader is referred to the work of Kardestuncer [1987], Clough [1980], or Noor [1991]. 
Basic Theory 
In FEA, the desired unknown output parameters are obtained by minimising an energy 
functional in each finite element, where a functional is a function of another function or a 
function that takes functions as its argument [Argyris, 1954; Argyris and Kelsey, 1960]. For 
stress analysis, which is a representative of structural mechanics, the relevant energy functional 
is the total potential energy of the system and it represents the governing equations for a 
continuous rigid body: 
1
2
T T T
V V S
I II III
dV d bdV d qdSσ εΠ = − −∫ ∫ ∫
14243 14243 14243
 (B.1) 
where: 
σ - stress at any point 
ε - strain at any point 
d - displacement at any point 
b - body force components per unit volume 
q - applied surface traction components at any surface point 
V - volume of the entire region of the structure 
S - part of the structures boundary subject to load 
I - the first term - the internal strain energy 
II - the second term - the potential energy contributions of the body force loads 
III - the third term - the potential energy contributions of the distributed surface loads 
The minimum of the functional is found by equating the derivative of the functional with the 
respect to displacement (in mechanics) with zero, which defines the basic equation for finite 
element analysis [Bathe, 1996; Zienkiewicz and Taylor, 2000]: 
0E
d
∂
=
∂
 (B.2) 
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where E is the energy functional and d is displacement. This expression is based on the 
principle of virtual work stating that under a set of a system of forces, for any displacement, 
the virtual work is zero if a particle is to remain in equilibrium.  
The solution to Eq. B.1 provides the desirable distribution of deformation however it is 
unobtainable by the analytical methods which provide the exact solution typically by using 
mathematical equations. Instead, numerical techniques, such as FEM, aim to provide an 
approximate solutions by eliminating the spatial derivatives and integrals. The elimination 
consists of approximating the partial differential equations with a system of algebraic equations 
which depend on a finite set of parameters. For practical problems, these algebraic equations 
involve numerous unknowns which require considerable arithmetic effort to obtain a solution. 
To manage such high level of computations, the matrix methods are utilised in FEA for 
purposes of simplifying the formulation of the element equations and the most importantly, to 
facilitate programming of the numerical techniques in the computers. Hence, the matrix 
methods are convenient approach for defining and solving the sets of simultaneous algebraic 
equations. The unknowns in FEA are generally associated with force and displacement 
parameters which define two general solution approaches: force or flexibility method [Levy, 
1947] which uses internal forces as the unknowns of the problem; and displacement, or stiffness 
method [Levy, 1953], which assumes the displacements of the nodes as the unknowns of the 
problem. For computational purposes the displacement method is more desirable because of 
its simpler formulation for most structural analysis problems [Kardestuncer, 1974], which 
consequently led to its popularity and a wider application in commercial FEA software. Hence, 
the displacement method will be adopted in this thesis as the solution approach when 
references to the implementation of FEA are discussed.  
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Shape functions 
Therefore, in FEA, the unknown displacements are only assumed at the nodal points whereby 
the nodal points are entities at which elements are connected together and they are associated 
with six degrees of freedom (translations in x-, y-, z- direction and three rotations about the 
axes). The variation of displacement or deformation within the element is described in terms 
of the nodal values by means of polynomial interpolation functions [Courant, 1943]. Thus, the 
following expression holds within every finite element: d = Nu; where: N is the matrix of 
interpolation functions, termed shape functions and u is the vector of unknown nodal 
displacements. The interpolation functions are frequently derived systematically either by a 
judicious inspection process or analytically in such a way that interpolation function Ni assumes 
unit value at node i and is zero at all other nodes. They also need to satisfy three more 
requirements: local support, continuity (intra and inter element) and completeness 
[Zienkiewicz and Taylor, 2000]. The interpolation functions represent the essence of FEM - an 
approximation of an unknown distribution by a known expression – and their definition 
represent the fundamental step in the FEA implementation. This directly implies that the 
polynomial order of interpolation of the shape function stipulates the accuracy of the FEA 
approach which immediately suggests two possible strategies for improving the fidelity, 
however both with their benefits and limitations [Babuska and Guo, 1992]: 
• h-refinement: increasing the local density of elements which introduces a larger number 
of nodal points in the areas of interest but the order of the interpolation function remains 
unchanged 
• p-refinement: the order of the interpolation function is increased so the characteristics 
of approximation of the element are improved without a further increase in the number 
of nodal points. 
For an illustration, one dimensional interpolation functions are shown in Example 2.1. 
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Example 2.1 – One dimensional shape functions 
1 2
0.0 1.0
ξ
Interpolating polynomial function:
u (ξ) = α1 + α2ξ
Linear Interpolation:
Shape functions:
N1 (ξ) = 1 + ξ
N2 (ξ) = ξ
1 2
0.0 1.0
ξ
Interpolating polynomial function:
u (ξ) = α1 + α2ξ + α3ξ2
Quadratic Interpolation:
0.5
3
Shape functions:
N1 (ξ) = (1 + ξ)(1 + 2ξ)
N2 (ξ) = ξ(1 + 2ξ)
N3 (ξ) =4 ξ(1 + 2ξ)
 
Other important finite element matrices 
All other important quantities and their matrix representations are directly or indirectly derived 
from the interpolation functions matrix. Therefore, the strains within an element can be 
expressed in terms of the element nodal displacements as ε = Bu where B is the strain 
displacement matrix. Finally, the stresses may be related to the strains by use of a constitutive 
matrix as σ = C ε. Matrix B is also called the displacement differentiation matrix as it is 
obtained by a differentiation of displacements expressed through the shape functions and the 
nodal displacements: B = DN = [ B1, ... BN ] where D is a matrix of the differential operators. 
Therefore, an element of the strain displacement matrix in three-dimensional space is of the 
form: 
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(B. 3) 
Similarly to the matrix B which is summarising the kinematic equations that relate the strains 
to the displacement gradients, the matrix C relates the stresses to the strains via the material's 
constitutive equations, which describe how material is mechanically constituted. These 
constitutive relations reassert the importance of a material selection in the design process as a 
consideration of both design of material and design with material are of the essential significance. 
Most of engineering materials such as metallic alloys and thermoset polymers are considered 
isotropic which in the special linear case defines the constitutive matrix with only two 
independent variables, as opposed to the 21 elastic constants in the general anisotropic case. 
The two elastic constants that are usually used are the Young's modulus and the Poisson's ratio: 
( ) ( )
1 0 0 0 0 0
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0 0 1 0 0 0
0 0 0 1 2 0 01 1 2
0 0 0 0 1 2 0
0 0 0 0 0 1 2
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 (B. 4) 
For nonlinear cases, including the elastoplastic material behaviour, the constitutive matrix C is 
not constant nor a priori known, thus different material constitutive models are utilised. 
However, the basic concepts may be generalised using the internal variable theory of Coleman 
and Gurtin [1967] which assumes that the stress tensor (matrix) is a function of the current 
strain tensor and a finite number of other parameters derived from the flow theory of 
elastoplasticity: 
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 ( )1, Nf q q=σ ε K  (B. 5) 
Discretised Principle of virtual displacement 
By utilising the relationships for the stress and the strain, the total potential energy of the 
discretised structure (Eq. B.1) is the sum of the energy contribution of all individual elements 
and it is now expressed through the principal unknowns of FEA, i.e. nodal displacements: 
e
e
Π = Π∑     (B. 6) 
( )12 T T T T T Te V V Su B CB udV u N bdV u N qdSΠ = − −∫ ∫ ∫  (B. 7) 
Differentiation of Π in respect to nodal displacements u produces the following equilibrium 
equations for a finite element: 
( )12 T T Te V V SB CB udV N bdV N qdSu
∂Π
= − −
∂ ∫ ∫ ∫  
(B. 8) 
which is usually presented in the following form where ke is the element stiffness matrix and f 
is the load vector: 
0e − =k u f  (B. 9) 
 
( )Te
V
T T
V S
B CB dV
N bdV N qdS
=
= +
∫
∫ ∫
k
f
 (B. 10) 
The ultimate aim is to form the global equation system: KU = F using the element equations 
ki ui = fi of the ith finite element and to solve for the unknown displacement U. 
Finite Element Modelling Steps 
In practice, FEA usually consists of three principal steps: 
1. Preprocessing: where a user constructs an equivalent model of a structure to be analysed 
by subdividing the geometry into a number of finite elements or discrete subregions, 
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thus the name discretisation for this process. Certain element nodes will have prescribed 
loads while the others will have fixed displacements imposed as boundary conditions. 
Material models and interaction properties are also specified for a complete finite 
element model to simulate most closely the actual physical behaviour. Preprocessing is 
an extremely time consuming activity and there is a number of commercial software 
specifically written to aid the engineers in this process. 
2. Analysis: where the finite element model prepared in the preprocessing stage is used as 
input to the finite element solver, which constructs and solves a system of linear or 
nonlinear algebraic equations (i.e. KU = F). Commercial finite element solvers may 
have very large element libraries to facilitate an effective solution to a wide range of 
problem types by only specifying appropriate element types from the library rather than 
changing the solver. 
3. Postprocessing: where produced results are interpreted by the engineers. Commercial 
software implement graphical displays to overlay coloured contours representing stress 
levels over the model in order to assist in visualising the results.  
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Appendix C: Genetic Algorithm 
Genetic Algorithm is a computer science speciality that has emerged from the work of John 
Holland [1975]. It is an adaptive heuristic search algorithm premised on the evolutionary ideas 
of natural selection and genetic whereby the basic concept is designed to simulate processes in 
natural systems necessary for evolution, especially those based on the Darwinian theory of 
survival of the fittest. Genetic algorithms, differing from conventional gradient based search 
techniques, start with an initial set of random solutions called population, thus eliminating the 
requirement of specifying a starting point. An individual in the population, often referred in the 
GA literature as a chromosome, represents a solution to the problem at hand and the population 
evolves through successive iterations, called generations. During each generation, the individuals 
are evaluated, using some measures of fitness. The next generation of individuals, called 
offsprings, is created by a recombination of the currently fittest individuals mimicking the 
process of heredity of good genes and the process is called crossover. Mutation is another genetic 
operation which produces offsprings by spontaneous random changes in the individuals. Once 
created, the new individuals are evaluated and a selection of the fittest, based on the fitness 
function values, among the parents and the offsprings determines a new population. To keep 
the population size constant, unfit individuals are rejected. The cycle of evolution is repeated 
until a desired termination criterion is reached. This criterion can also be set: by the number of 
evolution cycles, the amount of variation of individuals between different generations, or a 
predefined value of fitness. The standard genetic algorithm in its currently most usual form was 
described in Goldberg [Goldberg, 1989] and for the illustration it is presented in Algorithm 4.1 
as a pseudo code. It is worth mentioning that there are numerous variations and hybrid versions 
of this algorithm which are comprising a flourishing field of research and application that goes 
much wider than the original GA. 
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Algorithm C.1 – Standard Genetic Algorithm pseudo code 
1: Standard Genetic Algorithm() 
2: { 
3:  //initialize a usually random population of individuals 
4:  initPopulation P; 
5:  //evaluate fitness of all initial individuals of population 
6:  evaluate( P ); 
7:  //test for termination criterion (time, fitness, etc.) 
8:  while not done do 
9:   //select a sub-population for offspring production 
10:   P* = selectParents( P ); 
11:   //recombine the “genes" of selected parents 
12:   recombine( P* ); 
13:   //perturb the mated population stochastically 
14:   mutate( P* ); 
15:   //evaluate it's new fitness 
16:   evaluate( P* ); 
17:   //select the survivors from actual fitness 
18:   P = survive( P, P*); 
19:  end do 
20: } 
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Appendix D: Unit Testing 
In computer programming, unit testing is an approach by which individual units of source code, 
sets of one or more computer program modules together with associated control data, usage 
procedures, and operating procedures, are tested to determine if they are fit for use. Intuitively, 
one can view a unit as the smallest testable part of an application. In another words, a unit test 
exercises a specific portion of codebase in a particular context. Typically, each unit test sends a 
specific input to a method and verifies that the method returns the expected value, or takes the 
expected action. Unit tests prove that the tested code does in fact do what it is intended to do. 
Given that the Algorithm of the Interpolation Method (Chapter 3.3.3) is implemented in this 
research as a Python code, the Python unit testing framework, sometimes referred to as “PyUnit,” 
is used here. The Python unit testing framework is a Python language version of JUnit, by Kent 
Beck and Erich Gamma. JUnit is, in turn, a Java version of Kent’s Smalltalk testing framework. 
Each is the de facto standard unit testing framework for its respective language. 
In this Appendix, three test cases are presented, which are corresponding to the three blocks as 
shown in Figure 3.3., namely: Linearisation Block, Correlation Block and Output Block. For 
each test a specific input is analytically manipulated in order to obtain analytical 
outputs/results. The analytical outputs are then used to verify the values returned by the 
implemented code. 
Linearisation Block 
In order to test the code for its capability to linearise nonlinear data, three sets of nonlinear data, 
presented in Table D.1 and Figure D.1, are used as the nonlinear input. As it is shown in Figure 
D.1, the lengths of data are of different sizes, with the minimum size of three data points. The 
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goal of the test is to produce three joined continuous linear segments that best fit the data. The 
code maximises the fitness of a line by maximising the R2 values of all three segments 
concurrently. 
Input 
 
Figure D.1 – Graph of the nonlinear input data 
Table D.1 – Nonlinear input data 
Data I Data II Data III 
x y x y x y 
0 0 3 6.297460728 8 7.737824968 
1 5 4 6.689637774 9 7.931602323 
2 5.78344092 5 7.010576056 10 8.109050487 
  6 7.284198412 11 8.272989407 
  7 7.523858041 12 8.425546233 
    13 8.568367955 
    14 8.702757693 
    15 8.829765479 
    16 8.950250709 
    17 9.064926306 
    18 9.174390687 
    19 9.279151395 
    20 9.379642881 
10
8
6
4
2
0
y
20151050
x
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Analytical Outputs 
The software package “IBM SPSS Statistics” that encompasses the entire data analysis process 
has been utilised in this regression analysis. The resulting equations of the lines of best fit as well 
as the coordinates of the joining points are shown in Figure D.2.  
 
Figure D.2 – Analytical Outputs 
 
Unit Testing 
The section of the code that is responsible for the linearisation is spread over the code in the 
main routine (Appendix A: Source Code, Lines: 680 – 744) and subroutine linreg(). In order 
to utilise the Python unit testing framework, the code segments from the main routine needed 
to be contained in a new subroutine. This process of extracting code and putting it into a 
different form, without modifying its current behaviour, is called refactoring and it is a common 
practice in Unit Testing. The newly defined subroutine was named linearisation(). 
10
8
6
4
2
0
y
20151050
x
y = 3.3134x
R
2
 = 0.81938
y = 0.3047x + 5.4375
R
2
 = 0.99039
y = 0.3047x + 5.4375
R
2
 = 0.990391.8302, 5.9952
7.7056, 7.7856
20, 9.4864
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The source code of the unit test program is presented here: 
1 
 
2 #import the_script 
3 import sys 
4 sys.path.append("/Volumes/myPhD/PhD/Amendments-Results/UnitTesting/Linearisation") 
5 import the_script 
6 
 
7 import unittest 
8 
 
9 class SlopeAndKneeDetectionTest(unittest.TestCase): 
10 
 
11 
    dataXY=( 
12 
            (0,0), 
13 
            (1,5), 
14 
            (2,5.78344092), 
15 
            (3,6.297460728), 
16 
            (4,6.689637774), 
17 
            (5,7.010576056), 
18 
            (6,7.284198412), 
19 
            (7,7.523858041), 
20 
            (8,7.737824968), 
21 
            (9,7.931602323), 
22 
            (10,8.109050487), 
23 
            (11,8.272989407), 
24 
            (12,8.425546233), 
25 
            (13,8.568367955), 
26 
            (14,8.702757693), 
27 
            (15,8.829765479), 
28 
            (16,8.950250709), 
29 
            (17,9.064926306), 
30 
            (18,9.174390687), 
31 
            (19,9.279151395), 
32 
            (20,9.379642881), 
33 
           ) 
34 
     
35 
    top_score = [1e+09] 
36 
    residual_limit = 0.10 
37 
    p_count =1000 
38 
    #the number of UELs - total number of components - 1 real 
39 
    i_length = 2 #(len(limits.keys())-1) 
40 
    i_min = 3 
41 
    i_max = int(len(dataXY)-3) 
42 
    target = 1.00+i_length 
43 
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44 
         
45 
    return_values = the_script.linearisation(dataXY) 
46 
     
47 
    ''' 
48 
    print '#'*100 
49 
    print "xx "+str(return_values[0]) 
50 
    print "yy "+str(return_values[1]) 
51 
    print "linear_regression "+str(return_values[2]) 
52 
    print '#'*100 
53 
    ''' 
54 
     
55 
    def test_1st_segment(self): 
56 
        #gradient A 
57 
        self.failUnlessAlmostEqual(3.3134, self.return_values[2][0][0], places=1) 
58 
        #intercept C 
59 
        self.failUnlessAlmostEqual(0, self.return_values[2][0][1], places=1) 
60 
        #R^2 value 
61 
        self.failUnlessAlmostEqual(0.81938, self.return_values[2][0][2], places=1) 
62 
    def test_2nd_segment(self): 
63 
        #gradient A 
64 
        self.failUnlessAlmostEqual(0.3047, self.return_values[2][1][0], places=1) 
65 
        #intercept C 
66 
        self.failUnlessAlmostEqual(5.4375, self.return_values[2][1][1], places=1) 
67 
        #R^2 value 
68 
        self.failUnlessAlmostEqual(0.99039, self.return_values[2][1][2], places=1) 
69 
    def test_3rd_segment(self): 
70 
        #gradient A 
71 
        self.failUnlessAlmostEqual(0.1348, self.return_values[2][2][0], places=1) 
72 
        #intercept C 
73 
        self.failUnlessAlmostEqual(6.7607, self.return_values[2][2][1], places=1) 
74 
        #R^2 value 
75 
        self.failUnlessAlmostEqual(0.99025, self.return_values[2][2][2], places=1) 
76 
 
77 
    def test_1st_knee_point(self): 
78 
        #x coord of the first desired knee point 
79 
        self.failUnlessAlmostEqual(1.8073, self.return_values[0][1], places=1) 
80 
        #y coord of the first desired knee point 
81 
        self.failUnlessAlmostEqual(5.9882, self.return_values[1][1], places=1) 
82 
    def test_2nd_knee_point(self): 
83 
        #x coord of the second desired knee point 
84 
        self.failUnlessAlmostEqual(7.7881, self.return_values[0][2], places=1) 
85 
        #y coord of the second desired knee point 
86 
        self.failUnlessAlmostEqual(7.8105, self.return_values[1][2], places=1) 
87 
 
88 if __name__ == '__main__': 
89 
    unittest.main() 
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The essence of the Python unit testing framework is a creation of the test cases and testing 
subroutines. In the above code, one test, SlopeAndKneeDetectionTest(), was created with 
five testing subroutines in order to test the equations of the slopes and the joining points (“knee” 
points). The subroutines are in-built functions of the Python unit testing framework that fail if 
the two objects are unequal as determined by their difference rounded to the given number of 
decimal places. It should be noted that decimal places are usually not the same as significant 
digits. In this case, the first object is the corresponding value produced by the analytical output 
and the second object is the value that the tested subroutine returns. 
Output 
Upon the execution of the Python unit testing framework, the abbreviated output is produced 
that includes the amount of time the tests took, along with a status indicator for each test (the 
”.” /“dot”/ on the first line of output means that a test passed). As Figure D.3 shows, the 
linearisation PASSED the testing successfully. 
 
Figure D.3 – Abbreviated output of the unit testing 
 
Correlation Block 
The role of the Correlation Block is to generate data in order to establish relationships between 
the parameters m and t, and their corresponding feedback variables. The first and one of the 
most important tasks that needs to be performed is to detect a gradient change and when the 
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change is occurring. That task is tested here. The test data is presented in Table D.2 and Figure 
D.4. It features one gradient change and the code is tested if capable of detecting it. 
Input 
Table D.2 – Nonlinear input data 
Input Data continues continues continues 
x y x y  x x y 
0 0 0.05 55.8831 0.1 60.8777 0.15 66.6127 
0.002 20.6779 0.052 56.0703 0.102 61.092 0.152 66.8596 
0.004 41.4831 0.054 56.2585 0.104 61.3074 0.154 67.108 
0.006 51.9118 0.056 56.4478 0.106 61.524 0.156 67.3578 
0.008 52.1241 0.058 56.638 0.108 61.7419 0.158 67.6091 
0.01 52.3123 0.06 56.8292 0.11 61.9609 0.16 67.8619 
0.012 52.4924 0.062 57.0215 0.112 62.1812 0.162 68.1161 
0.014 52.6677 0.064 57.2148 0.114 62.4027 0.164 68.3719 
0.016 52.8411 0.066 57.4091 0.116 62.6255 0.166 68.6292 
0.018 53.014 0.068 57.6044 0.118 62.8495 0.168 68.888 
0.02 53.1871 0.07 57.8008 0.12 63.0748 0.17 69.1484 
0.022 53.3608 0.072 57.9982 0.122 63.3013 0.172 69.4103 
0.024 53.5352 0.074 58.1968 0.124 63.5292 0.174 69.6738 
0.026 53.7104 0.076 58.3963 0.126 63.7583 0.176 69.9388 
0.028 53.8864 0.078 58.597 0.128 63.9888 0.178 70.2055 
0.03 54.0633 0.08 58.7987 0.13 64.2205 0.18 70.4738 
0.032 54.2411 0.082 59.0016 0.132 64.4536 0.182 70.7436 
0.034 54.4198 0.084 59.2055 0.134 64.688 0.184 71.0152 
0.036 54.5994 0.086 59.4106 0.136 64.9238 0.186 71.2883 
0.038 54.7799 0.088 59.6167 0.138 65.1609 0.188 71.5632 
0.04 54.9614 0.09 59.824 0.14 65.3994 0.19 71.8397 
0.042 55.1438 0.092 60.0325 0.142 65.6392 0.192 72.1178 
0.044 55.3272 0.094 60.242 0.144 65.8805 0.194 72.3977 
0.046 55.5115 0.096 60.4528 0.146 66.1231 0.196 72.6794 
0.048 55.6968 0.098 60.6647 0.148 66.3672 0.198 72.9627 
      0.2 73.2478 
 
 
Figure D.4 – Graph of the input data and the known “knee” point 
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Table D.3 – The second derivative of input data 
2nd Derivative of Input 
Data 
continues 
continues 
continues 
x y x y  x x y 
0 688341 0.05 244.617 0.1 295.166 0.15 358.699 
0.002 -624644 0.052 246.529 0.102 297.073 0.152 361.792 
0.004 -1.93E+06 0.054 248.691 0.104 299.454 0.154 364.187 
0.006 -1.93E+06 0.056 250.363 0.106 302.078 0.156 367.29 
0.008 -642042 0.058 252.224 0.108 304.22 0.158 370.614 
0.01 -2820.26 0.06 253.87 0.11 306.368 0.16 373.242 
0.012 -1224.04 0.062 256.061 0.112 308.803 0.162 376.229 
0.014 -561.945 0.064 257.992 0.114 311.375 0.164 379.202 
0.016 -164.974 0.066 259.401 0.116 313.709 0.166 382.302 
0.018 28.12 0.068 261.826 0.118 315.906 0.168 385.638 
0.02 123.487 0.07 263.934 0.12 318.525 0.17 388.736 
0.022 171.905 0.072 265.316 0.122 321.146 0.172 392.091 
0.024 196.693 0.074 267.261 0.124 323.479 0.174 395.188 
0.026 210.052 0.076 269.651 0.126 326.452 0.176 398.032 
0.028 218.155 0.078 271.561 0.128 329.127 0.178 402.095 
0.03 223.143 0.08 273.466 0.13 330.819 0.18 405.438 
0.032 226.759 0.082 275.848 0.132 333.2 0.182 408.051 
0.034 229.63 0.084 277.758 0.134 336.757 0.184 411.983 
0.036 231.482 0.086 279.427 0.136 339.615 0.186 414.964 
0.038 233.387 0.088 281.807 0.138 341.775 0.188 418.065 
0.04 236.032 0.09 284.487 0.14 344.756 0.19 422.359 
0.042 237.942 0.092 286.349 0.142 347.252 0.192 426.41 
0.044 239.136 0.094 287.956 0.144 349.885 0.194 429.757 
0.046 241.281 0.096 290.39 0.146 352.744 0.196 432.37 
0.048 243.421 0.098 293.013 0.148 355.363 0.198 435.222 
      0.2 438.342 
 
 
Figure D.5 – Graph of the second derivative of input data and the “spike” point 
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Analytical Outputs 
The position of the gradient change has been obtained by inspection of the graph in Figure D.4 
and an examination of the data presented in Table D.2. The changed gradient has been 
calculated by assuming a linear distribution of the data points after the gradient change, thus 
the new gradient has been obtained via a simple division of the rise by the run. The analytically 
obtained values are shown in Figure D.4 and they are:  
• the coordinates of the gradient change: (X=0.006, Y=51.9118) 
• the new gradient: 109.98  
Unit Testing 
The section of the code that is responsible for the detection of the gradient change and a 
calculation of the new gradient is defined in subroutine get_slope_and_knee()(Appendix A: 
Source Code, Lines: 138 – 197). This subroutine accepts two pieces of the critical data as its 
input: 1) the data points themselves; and 2) the second derivative of the data (Table D.3 and 
Figure D.5). The subroutine used for the differentiation is provided by ABAQUS, thus as a 
standard subroutine, it is not a subject of this testing. The subroutine is called 
differentiate() and its output is directly used in get_slope_and_knee(). The purpose of 
the second derivative is to reveal the gradient change location by featuring a “spike”. 
The source code of the unit test program is presented here: 
1 #import the_script 
2 import sys 
3 sys.path.append("../UnitTesting/knee_grad_detection") 
4 import slope_and_knee 
5 
 
6 import unittest 
7 
 
8 class SlopeAndKneeDetectionTest(unittest.TestCase): 
9 
 
10     fd=( 
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11 
        (0, 0), 
12 
        (0.002, 20.6779), 
13 
        (0.004, 41.4831), 
14 
        (0.006, 51.9118), 
15 
 
16 
        #for the brevity, the rest of the data is not shown 
17 
 
18 
        (0.198, 72.9627), 
19 
        (0.2, 73.2478) 
20 
    ) 
21 
     
22 
    diff=( 
23 
        (0, 688341       ), 
24 
        (0.002, -624644  ), 
25 
        (0.004, -621644), 
26 
 
27 
        #for the brevity, the rest of the data is not shown 
28 
 
29 
        (0.198, 435.222  ), 
30 
        (0.2, 438.342    ) 
31 
    ) 
32 
     
33 
    outData=(fd, diff) 
34 
         
35 
    slopeAndknee = slope_and_knee.get_slope_and_knee(outData, 0) 
36 
     
37 
    print "grad: "+str(slopeAndknee[0]) 
38 
    print "first_x: "+str(slopeAndknee[1]) 
39 
    print "first_y: "+str(slopeAndknee[2]) 
40 
    print "second_x: "+str(slopeAndknee[3]) 
41 
    print "second_y: "+str(slopeAndknee[4]) 
42 
     
43 
    def test_gradient(self): 
44 
        self.failUnlessAlmostEqual(109.98, self.slopeAndknee[0], places=1) 
45 
 
46 
    def test_knee_point(self): 
47 
        #x coord of the first detected knee point: 
48 
        self.failUnlessAlmostEqual(0.006, self.slopeAndknee[1], places=1) 
49 
        #y coord of the first detected knee point 
50 
        self.failUnlessAlmostEqual(51.9118, self.slopeAndknee[2], places=1) 
51 
 
52 if __name__ == '__main__': 
53 
    unittest.main() 
54 ## 
 
APPENDIX D: UNIT TESTING 269 
 
 
Output 
The abbreviated output, shown in Figure D.6, indicates that the test has been PASSED 
successfully. 
 
Figure D.6 – Abbreviated output of the unit testing 
 
Output Block 
As it is shown in Figure 3.3, Output Block is responsible for generating relationships between 
the parameters m and t, and their corresponding feedback variables, slope and knee respectively. 
This block is the continuation of the activity that is started in Correlation Block where multiple 
combinations of the parameters m and t are run in order to generate enough data for the 
relationships to be established. It is required to have at least three runs in order to successfully 
complete this task.  
Input 
In order to test the subroutine responsible for generating the relationships, a simple finite 
element model has been created (see Figure D.7). It is a single unit-sized plane stress element 
that has been simply supported and loaded by displacement. The model has then been replaced 
with an extended substructure and three runs have been performed. The values of the 
parameters m and t used in the runs, as well as their corresponding feedback variables (which 
are obtained by using get_slope_and_knee()) are shown in Table D.4. The results of the 
finite element analyses are presented in force-displacement spaces and shown in Figures 8-10. 
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The figures show the responses of the extended substructures with the different parameters (in 
red) and the desired response which is to be matched (in black). 
 
Figure D.7 – Test Problem 
 
Table D.4 – Summary of the testing parameters 
 m t slope [N/mm] 
knee (force) 
[N] 
Pt. 1 0.10 0.40 1030.72 78.51 
Pt. 2 0.05 0.10 515.36 33.12 
Pt. 3 0.005 0.25 51.54 57.90 
 
 
Figure D.8 – Results of the first run: m=0.1 and t=0.40 
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Figure D.9 – Results of the first run: m=0.05 and t=0.10 
 
Figure D.10 – Results of the first run: m=0.005 and t=0.25 
 
Analytical Outputs 
The relationships between the parameters and the feedback variables are in a form of a power 
law, thus when presented in the natural log space, the relationships are linear. Therefore, a line 
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of best fit between the three points reveals the relationship. In order to process the data further, 
Table D.4 has been extended to include the natural log values of the parameters and the 
feedback variables (see Table D.5). 
Table D.5 – Testing parameters with the natural log values 
 m t slope [N/mm] 
knee (force) 
[N] ln(m) ln(t) ln(slope) ln(knee) 
Pt. 1 0.10 0.40 1030.72 78.51 -2.30259 -0.91629 6.93801 4.36322 
Pt. 2 0.05 0.10 515.36 33.12 -2.99573 -2.30259 6.24487 3.49997 
Pt. 3 0.005 0.25 51.54 57.90 -5.29832 -1.38629 3.94236 4.05864 
 
The software package “IBM SPSS Statistics” has then been utilised in this regression analysis and 
the resulting equations of the lines of best fit are shown in Figure D.11.  
 
Figure D.11 – Relationships between the parameter and their feedback variables 
For the desired values for slope: 109.98 and the knee: 51.9118, the above expressions yield the 
following values for the parameters m and t: 0.01067, 0.20712 respectively. When these values 
have been validated in ABAQUS, the following results were obtained (see Figure D.12): 
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Figure D.12 – Response of the extended substructure with the recommended parameters 
 
Unit Testing 
The subroutine that generates the relationship is evaluate() (Appendix A: Source Code, 
Lines: 575 – 604) and it is the subject of the unit testing here. By using the same input data, 
the code has been tested if the same recommended parameter values are returned, i.e. m = 
0.01067 and t = 0.20712. The source code of the unit test program is presented here: 
1 #import the_script 
2 import sys 
3 sys.path.append("../UnitTesting/m_and_t_relationship") 
4 import evaluate 
5 
 
6 import unittest 
7 
 
8 class MAndTRelationshipTest(unittest.TestCase): 
9 
     
10     history_param_t = [0.4, 0.1, 0.25] 
11     history_param_m = [0.1, 0.05, 0.005] 
12
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12 
     
13 
    slope_and_knee = ( 
14 
                        (1030.72, 0.00761699, 78.5101,0.199617, 276.409), 
15 
                        (515.36, 0.00321274, 33.1145, 0.2, 134.531), 
16 
                        (51.54, 0.00561699, 57.8956, 0.199617, 67.8936), 
17 
                     ) 
18 
                      
19 
    desired_grad = 109.98 
20 
    desired_ycoord = 51.9118 
21 
     
22 
     
23 
    sol = evaluate.evaluate(slope_and_knee, history_param_m, history_param_t, 
desired_grad, desired_ycoord) 
24 
     
25 
         
26 
    def test_proposed_m(self): 
27 
        self.failUnlessAlmostEqual(0.010668056, self.sol[0], places=4) 
28 
 
29 
    def test_proposed_t(self): 
30 
        self.failUnlessAlmostEqual(0.207124382, self.sol[1], places=4) 
31 
 
32 if __name__ == '__main__': 
33 
    unittest.main() 
34 ## 
 
Output 
The abbreviated output, shown in Figure D.13, indicates that the test has been PASSED 
successfully. 
 
Figure D.13 – Abbreviated output of the unit testing 
