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ABSTRACT 
The stability of various factorizations of self-adjoint rational matrix functions and 
matrix polynomials, as well as of hermitian solutions of symmetric matrix algebraic 
Riccati equations, is studied. In the first part of this paper results on stability of 
certain classes of invariant subspaces of a matrix which is self-adjoint in an indefinite 
inner product were obtained. These results serve as the main tools in the investigation. 
0. INTRODUCTION 
Let A be an n x n matrix (with complex entries) which is self-adjoint in 
the indefinite inner product [x, y] = (Hx, y) determined by an invertible 
(complex) hermitian matrix H, where (. , -) stands for the standard inner 
product in C”. This means [Ax, y] = [x, Ay] for all X, y E C”, or equiva- 
lently, HA = A*H. A-invariant subspaces, possessing various additional prop- 
erties with respect to the indefinite inner product, play a significant role in 
*This paper was written while the second author was a senior visiting fellow at Vrije 
Universiteit at Amsterdam. 
LINEAR ALGEBRA AND ITS APPLICATIONS 63:133-173 (1984) 133 
0 Elsevier Science Publishing Co., Inc., 1984 
52 Vanderbilt Ave., New York, NY 10017 0024-3795/84/$3.00 
134 A.C. M. RAN AND L. RODMAN 
many topics, among them factorizations of self-adjoint rational matrix func- 
tions and hermitian solutions of a symmetric algebraic Riccati equation. 
In this paper we study the stability of various factorizations of rational 
matrix functions and matrix polynomials which take hermitian values on the 
real axis, as well as the stability of hermitian solutions of the Riccati equation. 
It turns out that these stability problems are intimately connected with the 
stability of A-invariant subspaces which are maximal H-nonnegative or hyper- 
maximal H-neutral. Recall that a subspace M is H-nonnegative (H-nonposi- 
tive) if (Hx, x) 3 0 ((Hx, x) < 0) for all x E M; a subspace M is hyper- 
maximul H-neutral if HM = M I. We remark that an A-invariant maximal 
H-nonnegative (or H-nonpositive) subspace exists always (Pontryagin’s theo- 
rem); this is not true for hypermaximal H-neutral subspaces. The stability of 
these (and other) classes of subspaces has been studied in [27], and the results 
obtained there form a basis for the present paper, which is a continuation of 
[27]. We shall now indicate these connections in more detail. 
Let W(A) be a rational n X n matrix function (with complex entries) with 
W(h) = W(X)* for all real A which are not poles of W(h) [it will be also 
assumed that W(co) = I]. Rational matrix functions are one of the main tools 
in the analysis of linear systems, where they appear as transfer functions (see 
any book on linear systems theory, e.g., [5]). The additional property of being 
hermitian on the real line reflects an important physical characteristic of 
linear systems known as reciprocity (see [2]). Cascade decompositions of the 
linear system with the transfer function W(h) can be described mathemati- 
cally as factorizations of W(A); among them, minimal factorinations of W(A) 
(see Section 2.1 for the definition) are especially important and have been 
studied extensively in [3]. Let 
W(A)=Z,+C(AZ,-A)-% (0.1) 
be a minimal realization for W(A) [so m is the minimal size of a matrix A for 
which a representation of the type (0.1) holds]; here I, is the n X n unit 
matrix. It turns out (see [25]) that the matrices A and A - BC are H-self- 
adjoint for some H, and to any pair of subspaces M and N, where M is 
A-invariant maximal H-nonnegative and N is (A - BC)-invariant maximal 
H-nonpositive, there corresponds a unique minimal factorization 
W(A) =W,(QW,(V (0.2) 
of W(X). We call minimal factorizations obtained in this way special. 
A special factorization (0.2) is called stable if any rational matrix function 
W(X) sufficiently close to W(X), and with W(X) = (W(A))* for real A where 
W(X) is defined, admits a special factorization W(h) = Wi(A)Wz(h) with 
factors Wi(h) and J&(h) as close as we wish to W,(X) and W,(h), respec- 
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tively. Closeness of rational matrix functions is understood in terms of 
closeness of their minimal realizations. Using the results on the stability of 
A-invariant maximal H-nonnegative subspaces obtained in [27], we give a 
criterion for the stability of special factorizations (0.2) in terms of the partial 
pole and zero multiplicities of W(X) and its factors W,(A) and W,(X) 
(Theorem 2.2). 
From the computational point of view a stronger notion of stability (called 
Lipschitz stability) is also important. It is obtained if in the above definition 
of stability one requires, roughly speaking, that the magnitude of the closeness 
of W(A) and W(h) is the same as that of ?$(A) and W(h), i = 1,2. We give 
a criterion for Lipschitz stability of special factorizations (Theorem 2.3), 
which shows, in particular, that a Lipschitz stable special factorization is 
always spectral. 
An important class of special factorizations which appears in many 
applications (see, e.g., [l]), are minimal factorizations of 
W(A) = (Wi(A))*WiN 
the type 
(0.3) 
where the rational matrix function W(h) is nonnegative on the real line, i.e., 
0 < (W(A)x, x) < 00 for all A E R and x E C”. In this case the A-invariant 
[(A - X)-invariant] subspace M [N] corresponding to this factorization is in 
fact hypermaximal H-neutral (see [25]). Using the results on stability of 
A-invariant hypermaximal H-neutral subspaces proved in [27], we give criteria 
for the stability and Lipschitz stability of factorizations (0.3) (Theorems 2.5 
and 2.9). 
Consider now matrix polynomials 
l-l 
L(h)=&+ c AjA,, (0.4) 
j=O 
with n x n matrix coefficients A j = A:, j = 0,. . . , I - 1. Such polynomials 
have attracted much attention recently (see, e.g., [24,12,13,14]); in case I= 2 
they play an important role in the theory of vibrating systems (see [22]). The 
companion matrix C, of the polynomial (0.4) is B,-self-adjoint, where 
A, . ’ A I 1-l 
O_ 
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Moreover (see Part III in [14]) every CL-invariant maximal B,-nonpositive 
subspace gives rise to a factorization 
of L(h), where Mi( X) are manic matrix polynomials. We obtain sufficient 
conditions for the stability of factorizations of the type (0.5) (also called 
special) in terms of the partial multiplicities of zeros of L(A) and its factors 
M,(A) and M,(A) (Theorem 3.2). We remark that special factorizations of a 
quadratic polynomial with hermitian coefficients have been used to study 
such polynomials (see the basic paper [20]). For nonnegative matrix poly- 
nomials L(h) a sufficient condition for stability of factorizations of the type 
L(h) = (M(X))*M(h) (0.6) 
with a manic matrix polynomial M(h) is given as well (Theorem 3.3). Note 
that factorizations (0.6) are special, and the corresponding CL-invariant 
subspace is hypermaximal BL-neutral. Finally, we present a sufficient condi- 
tion for stability of factorizations of self-adjoint polynomials with constant 
signature (Theorem 3.5). 
We remark that the approach to studying the stability of factorizations of 
general rational matrix functions and matrix polynomials via the stability of 
the corresponding invariant subspaces was used in recent works (see [3]; 
Chapters 7, 8 in [4]; Chapter 5 in [14]) and proved to be useful. 
We pass now to the symmetric algebraic matrix Riccati equation 
XL&X + XA, + A*,X - C, = 0, (0.7) 
where A,, Da, C, = CO* are n X n complex matrices, the matrix De is non- 
negative definite, and the pair (A,, D,) is controllable, i.e. rank 
[Da, A,%..., A”,-lD,] = n. Equation (0.7) is important in solving optimal 
control problems in linear systems with quadratic cost functional (see, e.g. 
[2]), and has been studied extensively in the literature (see, e.g. [23, 31, 321 
and references there). It turns out (see 19, 231) that there is a one-to-one 
correspondence between hermitian solutions 
hypermaximal H-neutral subspaces M, where 
A=i 
A0 Ql 
[ 1 C,, -A*, ’ H= 
X of (0.7) 
-C, A*, 
A0 D0 
and A-invariant 
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(we assume H is invertible; then A is H-self-adjoint). This correspondence is 
given by the formula 
(0.8) 
A hermitian solution X of (0.7) is called stable if every equation of the 
type (0.7) which admits a hermitian solution, and whose coefficients are 
sufficiently close to the coefficients of (0.7), has a hermitian solution as close 
as we wish to X. Using the correspondence (0.8) and the results from [27] on 
the stability of A-invariant hypermaximal H-neutral subspaces, we describe 
stable hermitian solutions of (0.7) (Theorem 4.4). In particular, stable hermi- 
tian solutions are exactly those which are isolated in the set of all hermitian 
solutions of (0.7). We deal also with stability of special solutions X of (0.7) 
i.e. such that the matrix (X* - X)(A, + DaX) is nonpositive definite (Theo- 
rem 4.12). Special solutions (in contrast with the hermitian ones) exist always 
and are in one-to-one correspondence with A-invariant maximal H-nonposi- 
tive subspaces. 
The paper consists of four sections. For the reader’s convenience we state 
the main results from [27], which are used extensively throughout the paper, 
in a concise form in the Section 1. The Sections 2 and 3 are devoted to the 
stability of factorizations of rational matrix functions and matrix polynomials, 
respectively, which are hermitian on the real line. Finally, in Section 4 we 
deal with stability of hermitian and special solutions of the Riccati equation. 
Let us agree on some notation. For an m X n matrix X, denote Im X = 
{Xx]xEC”}CCm, KerX={xEC”]Xx=O}.Thenormof Xis 
where the norm (1 y(1 of a vector y E @ n is euclidean. For a square n X n 
matrix X, we denote by Rh( X ) = Ker (hl - X )” the root subspace of X 
corresponding to the eigenvalue X E a(X). The restriction of X to its 
invariant subspace M is denoted Xl,. A direct sum of two subspaces 
M, N E C” is denoted M i N. The notation diag(Z,, . . . , Z,) stands for the 
block diagonal matrix with blocks Z,, . . . , Z, along the main diagonal. 
1. PRELIMINARIES 
1.1. H-Self-Adjoint Matrices and the Sign Characteristic 
Let A be H-self-adjoint. An important characteristic of the pair (A, H) is 
its sign characteristic, which prescribes a sign + 1 or - 1 for each Jordan 
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block with real eigenvalue (if any) in the Jordan normal form of A, in a 
unique way up to permutation of signs corresponding to equal blocks. 
We shall describe the sign characteristic of (A, H) in terms of the zeros of 
the equation det(p - (XH - HA)) = 0 (see Chapter S.5 in [14] and [12, 13, 
151 for more detail). The zeros of this equation are called the proper values of 
the linear bundle XH - HA; they are functions of X. As A is H-self-adjoint, 
for every real h the matrix XH - HA is hermitian. Moreover, XH - HA 
admits the following representation (Theorem S.6.3) in [14]): 
AH- HA= (U(X))*diag(~L,(A),...,~L,(h))U(h), 0.1) 
where pi(h), i = l,..., n, are real valued functions which are analytic in the 
real variable A, and U(h), A E Iw, is an n X n unitary matrix depending 
analytically on the real variable h. (A local version of this result is known as 
Rellich’s theorem; see [28].) Clearly pr(h), ,. . , p,(h) in (1.1) are the proper 
values of hH - HA. Thus, a real number A, is an eigenvalue of A if and only 
if ha is a zero of some pj(A). 
PROPOSITION 1.1. Let A be an n X n H-self&joint matrix, let 
C11(A),..., ~.L,,(A) be the analytic proper values of XH - HA (so that (1.1) 
holds), and let h,, . . . , A, be the different real eigenvalues of A. 
Foreveryi=1,2,...,rwrite 
(uj(X) = (A - hi)““Vij(h) 
where vi j( h i) # 0 and is real. Then the nonzero numbers among mil, . . . , mi, 
are the partial multiplicities of A associated with hi, and the sign of the 
nonzero real number vij(Xi) (f or mij z 0) is the sign attached to the partial 
multiplicity mij associated with hi in the sign characteristic of (A, H). 
1.2. Stability of Invariant Subspaces with Respect to Indefinite Inner 
Products 
In this subsection we recall some results from [27]. 
We take the gap between the subspaces M and N in C” as a natural 
measure of distance: 
gap(M, N) = IIPM - PNlll 
where PIM ( PN) is the orthogonal projection onto M (N). The gap is a metric 
on the set of all subspaces in C”, and makes this set into a complete compact 
metric space with exactly n + 1 connected components, and each connected 
component consists of all subspaces of fixed dimension. 
INVARIANT MAXIMAL SEMIDEFINITE SUBSPACES. II 139 
Let %YO be the set of all pairs (A, H) such that H = H* is invertible and 
A is H-self-adjoint. Let %? c woe,, and suppose for every pair (A, H) E % a 
nonempty set X( A, H) of A-invariant subspaces is given. Put Y = 
{ X(A, H) [(A, H) E W}. A subspace M E &‘-(A, H) is called (%?, X)-stable 
(with respect to (A, H)) if, given E > 0, there exists a 6 > 0 such that for 
every (A’, H’)E%? with ]]A- A’]]+ IIH - H’II < 6 there exists a subspace 
M’ E ,X( A’, H’) for which gap( M, M’) < E. 
A subspace M E X(A, H) is (59, X)-isolated if M is an isolated point (in 
the gap metric) in the set %?“(A, H). 
We shall be interested in maximal nonnegative and hypermaximal neutral 
invariant subspaces. More precisely, we are interested in the following classes 
(V> 0 
(1) For any (A, H)E %Toe,, let .%&,(A, H) [3&&A, H)] be the set of all 
A-invariant maximal H-nonnegative [maximal H-nonpositive] subspaces. A 
subspace M is called H-nonnegative [ H-nonpositive] if (Hx, x) > 0 [(Hz, x) 
< 0] for all x E M. The fact that the sets Z&,(A, H) and .X&,(A, H) are 
nonempty for every (A, H) E q. is well known as Pontryagin’s theorem. 
(2) The set 9?,, consists of all pairs (A, H) in w0 for which there is an 
A-invariant hypermaximal H-neutral subspace. Recall that a subspace M is 
called hypermaximal neutral if it is both maximal nonnegative and maximal 
nonpositive; this is equivalent to the fact that (Hx, x) = 0 for all x E M and 
dimM=i(orderofA).Foreach(A,H)E%h letXh(A,H)bethesetofall 
A-invariant hypermaximal neutral subspaces. One can check (see, e.g., [27, 
Theorem 5.11) that (A, H) E %Th if and only if for each real eigenvalue h, of 
A (if any) the number of odd partial multiplicities of A corresponding to A, is 
even, and exactly half of them have sign + 1 in the sign characteristic of 
(A, H) (so the other half have sign - 1). We are particularly interested in the 
following subsets of ??,,e,: 
(3) qe”,+ is the set of all pairs (A, H) in %Y!, for which all the partial 
multiplicities of A corresponding to real eigenvalues are even, and the signs in 
the sign characteristic of (A, H) are all + 1. The set Xe + (A, H) will be equal 
to Xh(A, H) for (A, H) E Wee,,. 
(4) %+ is the set of all pairs (A, H) in Vh for which A is an invertible 
matrix, all the partial multiplicities of A corresponding to real eigenvalues of 
A are even, and the signs in the sign characteristic of (A, H) are + 1 for 
positive eigenvalues of A and - 1 for negative eigenvalues of A. Again put 
.%,(A,H)=&(A,H)~~(A,H)E~~+. 
For i=h,e+,e+,neg,posput 
q= { ~(A,H)I(A,H)G%‘~} and Ce,,,=%?r_=Ce,. 
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To describe the ( Fi, T )-stable subspaces we need the following notion. A 
pair (A, H), where A is H-self-adjoint, is said to satisfy the sign condition if 
for every real eigenvalue A, of A (if any) the signs in the sign characteristic of 
(A, H) corresponding to even partial multiplicities of A at X, are all equal, 
and the signs corresponding to the odd partial multiplicities of A at X, are 
also all equal. 
The following description of (Vi, T>stable subspaces is taken from [27]. 
THEOREM 1.2. 
(a) For i = neg,pos there exists a (Vi, %)-stable subspace with respect to 
(A, H) if and only if (A, H) satisfies the sign condition. 
(b) For i = h, e + , e +, there exists a (%, X)-stable subspace with res-nect to 
cc> 
(A, H) if and only if (A, H) sati&es the sign condition and the partial 
multiplicities of A corresponding to real eigenvalues (if any) are all even. 
Fori=h,e+,ef,neg,pos, let(A,H)EVi, andassumethatthereisa 
(eii, T)-stable subspace with respect to (A, H). Then the following 
statements are equivalent for a subspace M E %(A, H): 
(1) M is ( Si, &)-stable; 
(2) M is (qi, &)-isolated; 
(3) for each X, E a(A) \ Iw with dim Ker(A, - A) > 1, either 
M 2 R,(I(A) or M n R,JA) = (0). 
From the point of view of numerical analysis the notion of Lipschitz 
stability is important. Let (V?, X) be as above. A subspace M E X(A, H), 
where (A, H) E VT, is called Lipschitz (VT, X)-stable (with respect to (A, H)) 
if there exist positive constants n and k such that for every (A’, H’) E V with 
IIA - A’I1-t IIH - H’ll < n there exists a subspace M’ E X(A’, H’) for which 
gap(M,M’),<k.(IIA-A’II+IIH-H’II). 
Evidently, a Lipschitz (%?, X)-stable subspace is (%, X)-stable. The converse 
is not true in general. For the classes (%‘, 2) we are interested in the 
following description of Lipschitz (U, Y)-stable subspaces was obtained in 
v71. 
THEOREM 1.3. Let (A,H)E%?~, where i=neg,pos,h,e+,e+. Then 
the following are equivalent for a subspace M E %(A, H): 
(a) M is Lipschitz (Vi, %)-stable; 
(b) M is a spectral subspace of A, i.e., a direct sum of root subspaces of 
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(c) the spectrum of A], does not contain any pair of nonreal complex 
con jugate numbers. 
In particular, for i = neg,pos the set %(A, H) contains a Lipschitx 
( %Ti, 4 )-stable subspace if and only if for every real A, E a( A) the quadratic 
form (Hx, x) is either positive definite or negative definite on Ker(h, - A). 
For i = h, e, e f the set Xi(A, H) contains a Lipschitz (Vii, %)-stable sub- 
space if and only if A has no real eigenvalues. 
It is not difficult to see from Theorem I.3 that every Lipschitz (Vie,, &)- 
stable subspace M [with respect to (A, H)] is steady Lipschitz (wi, &)-sta- 
ble (i = pas, neg, h, e + , e f ) in the following sense. There exists E > 0 such 
that every subspace M’ E T( A’, H’) is Lipschitz (wi, q >stable provided 
(A’, H’) E %Ti and 
(]A - A’(]+ IIH - H’]]+gap(M, M’) < E 
(see Theorem 6.8 in [27]). 
As observed in [27, Example 6.61, the (Fi, q)-stability (i = h, e + , e + 
,pos,neg) fails to be steady in the above sense. On can only claim (Theorem 
6.2 in [27]) that given a (Vi, %)-stable subspace M E &(A, H) (i = h, e f, 
e + ) and given E > 0, there exists 6 > 0 such that for every pair (A’, H’) E qi 
with I( A - A’]] + (1 H - H’IJ < 6, there exists a subspace M’ E &(A’, H’) which 
is ( gi, 3 )-stable and gap( M, M’) < E. For i = neg, pos even this property fails 
(Example 6.1 in [27]). 
2. STABILITY OF FACTORIZATIONS OF SELF-ADJOINT RATIONAL 
MATRIX FUNCTIONS 
2.1. Minimal Factorizations 
We recall first some notions and known results concerning rational matrix 
functions (i.e. matrices whose entries are rational functions of the complex 
variable h) and their minimal factorizations. Everywhere in this section it will 
be assumed that the rational matrix functions we deal with have square size 
and value Z at infinity. (Using a linear fractional transformation on h, the case 
of rational matrix functions with determinant not identically zero can easily 
be reduced to this case.) 
Let W(A) be an n X n rational function. A triple of matrices (A, B, C), 
where A is an m X m matrix, C is and n X m matrix, and B is an m X n 
matrix, is called a minimal node for W(X) if 
W(h)=Z,+C(hl,,-A)P’B (24 
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and the size m of A is minimal possible among all triples (A, B, C) for which 
a representation (2.1) holds. Such a minimal node always exists; moreover, it 
is unique up to similarity, i.e., for any two minimal nodes 8 = (A, B, C) and 
8’ = (A’, B’, C’) of the same rational matrix function W(h), there exists a 
unique invertible matrix S such that A’ = S ‘AS, B’ = SP ‘B, C’ = CS (see, 
e.g. [4, Chapter 31). The size of the matrix A in a minimal node (A, B, C) of 
W(h) is called the McMillun degree of W(X) and is denoted 6(W). 
A factorization W(h) = W,( X)W,( X) of the rational matrix function W(h), 
where W,(h) and W,(h) are rational matrix functions as well, is called 
minimal if 6(W) = S(W,)+ 6(W,). Minimal factorizations of W(h) can be 
described in terms of the minimal node 13 = (A, B, C) for W(h), as follows. A 
projection 7~ : Cm + C m is called a supporting projection for 9 if the subspace 
Ker 77 is A-invariant and the subspace Im 77 is (A - BC>invariant [here m is 
the McMillan degree of W(h)]. Each supporting projection 77 gives rise to a 
minimal factorization of W in the following way: 
w(x)= [z+c+A)-‘(I-a)~][~+~7;(~-~)~1~]. (2.2) 
Conversely, every minimal factorization of W into a product of two factors 
can be obtained in this way from a unique supporting projection for the 
minimal node 8 (see [4, Section 1.1 and Theorem 4.81). 
Consider now a rational matrix function W(A) which is self-adjoint on the 
real line, i.e., W(A) = W(A)* for all real X where W(X) is defined. In this case 
a minimal node 8 = (A, B, C) for W(A) has the property that the matrices A 
def 
and Ax =A - BC are H-self-adjoint, where H is an invertible hermitian 
matrix uniquely defined by 0 (see [25]). In fact, N is the unique similarity 
matrix between the minimal nodes B and 8* = (A*, C*, B*) of W(h), i.e., 
HA = A*H; HB = C* and C = B*H. There is a formula for H (Theorem 3.1 
in [4]): 
H= [C*,A*C* ,..., A*“-‘C*][B,AB ,..a, A”-‘BIR, (2.3) 
where m is the size of A, and the superscript R denotes a right inverse. Note 
that the minimality of 0 ensures the linear independence of the rows of 
[B,AB,..., A”-‘B] (cf. [4, Section 3.1]), so the right inverse in (2.3) exists. 
The similarity matrix H between the minimal nodes 8 and 8* will be 
denoted H( 8). 
In general, not every rational matrix function admits a nontrivial minimal 
factorization. However, this is always the case if the rational matrix function is 
self-adjoint. More exactly, the following result holds [25, Theorem 3.31. 
INVARIANT MAXIMAL SEMIDEFINITE SUBSPACES. II 143 
THEOREM 2.1. Let W(h) be a self-adjoint rational matrix function, and 
let 8 = (A, B, C) be its minimal node. Then any A-invariant maximal H(8)- 
nonnegative subspace M and any A ‘-invariant maximal H( B>nonpositive 
subspace MX are complemented to each other: Q: m = M i MX (m = 6( W )). 
So the projection onto MX along M is supporting. 
2.2. Stability of Special Minimal Factorizations 
Let W = W,W, be a minimal factorization of a self-adjoint rational matrix 
function W, with the corresponding supporting projection 7r for a minimal 
node f3 = (A, B, C) of W. This factorization will be called special if Im r is 
maximal H( e)-nonpositive, and Ker ~7 is maximal H(B>nonnegative. This 
definition does not depend on the choice of 8, i.e., being special is a property 
of the minimal factorization itself. Indeed, let 8’ = (A’, B’, C’) be another 
minimal node of W. As a minimal node is unique up to similarity, there exists 
an invertible S such that 
A = SS’A’S, B = S-‘B’ s = C’S, 
Equation (2.2) shows that the supporting projection 71’ for the minimal node 
0’ which corresponds to the same factorization W = W,W, is equal to SaS i, 
so Im 7~‘= S(Imr), Kern’= S(Kera). Now the similarity between the nodes 
0’ and (e’)* is H(e’)= S*-‘H(B)SY’. H ence the subspace Ima is maximal 
H(8)-nonpositive if and only if Imr’ is maximal H(8’)-nonpositive, and the 
subspace Ker 7~ is maximal H( 8 )-nonnegative if and only if Ker 7r’ is maximal 
H( 8’)-nonnegative. 
Theorem 2.1 implies that every self-adjoint rational matrix function admits 
a special minimal factorization. 
To define stability of special minimal factorizations, we shall need a 
measure of distance between two nodes. The distance between the nodes 
f?,=(A,, B,,C,) and &=(A,, B,,C,) where Ai, Bi,Ci are matrices of sizes 
p X p, p X n, n X p, respectively, i = 1,2, is defined by 
llh - e,ll = IIA, - AAl+ IV-4 - Bell+ IIC, - C,ll. 
Note that if W, and W, are rational matrix functions with nodes 8i and e,, 
respectively, then for every closed set Q c C U { OQ} which does not contain 
poles of W, and W,, the inequality 
holds, where the constant C depends only on 51,8,, 6, (cf. [4, p. 1541). 
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Let W(A) be a self-adjoint rational matrix function with a minimal node 0. 
Let W(A) = W,(A)W,(h) be a special minimal factorization of W, where the 
rational matrix function W(X) (i = 1,2) has a minimal node fZi. This factoriza- 
tion will be called stable in the class of special factorizations (for short, 
s-stable) if, given E > 0, there exists a 6 > 0 with the following property: every 
self-adjoint rational matrix function W’(h) with a minimal node 8’ such that 
](I!? - @‘)I < 6, admits a special factorization W’(X)= W[(X)W,‘(X), where the 
rational matrix function W’(A) (i = 1,2) has a minimal node 8; for which 
]]e, - e;ll < &. 
The conditions for s-stability will be given in terms of pole and zero 
multiplicities of the rational matrix functions involved. Let us introduce these 
notions. As in the case of matrix polynomials (see Section S1.5 in [14]) a (not 
necessarily self-adjoint) rational matrix function U(h) admits the following 
representation (local Smith form) for every h, E C: 
U(h) = E(h)diag((X - ho)P’,(h -ho)P2,...,(X - ?~a)~“)F(h), 
where E(h) and F(h) are rational matrix functions defined and invertible at 
ha, and P, G P, d . . . < p,, are integers uniquely determined by W(h) and 
ha. A point h, is a zero (a pole) of U(A) if and only if p, > 0 (pl < 0). 
Letting k be the largest index for which pk < 0, and 1 be the smallest index 
for which p, > 0, the integers - p,, . . . , - p, are the partial pole multiplici- 
ties, k is the geometric pole multiplicity, and - Cfzlpi is the algebraic pole 
multiplicity of U(h) at ha. Analogously, the quantities p,. . . , p,, n - I+ 1, 
and E;=,pi define the partial zero multiplicities, geometric zero multiplicity, 
and algebraic zero multiplicity of U(h) at A,, respectively. 
THEOREM 2.2. Let W(A) be a selfadjoint rational matrix function, and 
let W(h) = W,(X)W,(X) be a special minimal factorization of W. This 
factorization is s-stable if and only if the following conditions hold: 
(i) the pairs (A, H(8)) and (A - BC, H(B)) satisfy the sign condition, 
where B = (A, B, C) is a minimal node of W; 
(ii) the geometric pole (zero) multiplicity of W at h, is 1 for every h, 
which is a common nonreal pole (zero) of W, and W,. 
Proof. Let 7~ be the supporting projection for 0 corresponding to the 
special minimal factorization W = W,W,. Assume conditions (i) and (ii) hold. 
Recall (see Theorem 4.8 in [4]) that the zeros of W, [of W,] are the 
eigenvalues of AX ]rmn [of (I - a)AX ]xera], where AX = A - BC, and the 
partial zero multiplicities of W, [of W,] at X, are equal to the partial 
INVARIANT MAXIMAL SEMIDEFINITE SUBSPACES. II 145 
multiplicities of h, as an eigenvalue of AX lImli [of (I - n)AX IKern]. By 
Theorem 1.2 the AX-invariant maximal H-nonpositive subspace Im 71 is 
(wneg, X”,,,)-stable. An analogous argument with the poles of W, and W, 
shows that the A-invariant maximal H-nonnegative subspace Kerr is 
( qms, %&,)-stable. 
Next, let 0’ = (A’, B’, C’) be a minimal node for the self-adjoint rational 
matrixfunctionW’(X)with ](0’- 011 < 6, w h ere 6 > 0 is small. Let H’ = H( 19’); 
then H' is close to H(0) according to (2.3). Hence, if 6 is small enough, there 
exists an A’-invariant maximal H’-nonnegative subspace M' and an A’X-in- 
variant maximal H’-nonpositive subspace M" such that gap(Ker 7~, M') < E 
and gap(Im 71, M' ' ) < E. By Theorem 2.1 we have C m = M' i M' x. Denoting 
by 7~’ the projection along M' onto M'X, put 
W,l( A) = I, + C’IIm+ (A - 7~‘A’]i,,,,,) - ‘+Z?’ 
and 
W,,(A)= I, + C'IKernz(h - A'IKerns)pl(Z - (rr')B'. 
(2.4) 
(2.5) 
Consider the factorization W = W,W, written in the form (2.2), so 
Bldef(Al 
[ 
def 
KerA- G-wKerJ e2=(7TAiImn,7TB,clImn) 1 
is a minimal node for W, [W,]. The linear transformations which appear in 
these nodes are written as matrices with respect to certain bases xi,. . . , xp 
and yi,. . . , y4 in Ker 7~ and Im r, respectively. There exists a constant C > 0 
(independent of (3’) such that X~,,]]X~- 3ci]]+C~=i]]y;- yj]] < CE for some 
bases xi,. . . , XL and y;, . . . , yi in M' and M'X, respectively (cf. Theorem S4.7 
in [14]). Write the linear transformations in (2.4) and (2.5) as matrices in the 
bases xi,. . . , XL and y;, . . . , y; to obtain a minimal node 0: of Wi‘ (i = 1,2) 
such that I] &’ - fZi I] < Cie, with the positive constant C, independent of 8’. 
Conversely, assume the special minimal factorization W(X) = W,( A)W,( h) 
is s-stable. First, we show that the A-invariant maximal H-nonnegative 
subspace Ker 7r is ( Fps, Xps>stable, where H = H(e). Since W = WiWa is 
s-stable, the same argument as in the proof of Lemma 8.9 in [4] shows the 
existence of w > 0 such that if 8’ is a minimal node for a self-adjoint rational 
matrix function with 118 - 811 < w, then there exists a supporting projection 
7~’ for 8’ with the properties that )I rr’- ~(1 < E, Kerr is maximal H(B’)-non- 
negative, and Imr is maximal H(0’)-nonpositive. Put 6 = (max{ 1, ]]B]]})-‘w, 
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and let A’ be H’-self-adjoint with ]]A - A’[]+ ]lH - H’]] < 6. Then /Ifi’- ~911 <
w, where 8’ = (A’, B, B*H’); also H( 8’) = H’. So we obtain gap( M, Ker 7) < E 
for some A’-invariant maximal H’-nonnegative subspace M ( = Kerr’), and 
Kern is (Ce,,, Xi,)-stable. Analogously one shows that the A X-invariant 
maximal H-nonpositive subspace Im 7~ is ( ?Znneg, qle,)-stable. 
From Theorem 1.2 it now follows that (i) is satisfied. Condition (ii) follows 
also from Theorem 1.2, taking into account the remarks made in the first 
paragraph of the present proof. n 
Condition (i) in Theorem 2.2 can be expressed in terms of the function 
W(X) itself as follows. By Theorem S6.3 in [14] the function W(X) admits a 
representation 
W(h)=(U(X))*diag(~l(h),...,~L,(h))U(h), h E R, (2.6) 
where pl(~j,...,pn(~j are real-valued meromorphic functions of the real 
variable A, and U(X j is an n X n analytic matrix function of h E DB which 
assumes unitary values: U(A)-l = (U(h))*. Clearly, a real point h, is a pole 
(a zero) of W(h) if and only if h, is a pole (a zero) of some pi( h j. For 
h, E R, let @JX,)= { iI1 < i < 72, ha is a pole of pi(h)}, OZ(X,) = { iI1 < i < 
n, A, is a zero of /.ri(h)}. Then the pair (A, H) [(A - BC, H)] from Theorem 
2.2 satisfies the sign condition if and only if for every pole [zero] h, E R of 
W(h) at least on one of the intervals (h, - 6, ha), (h,, ha + 6) (where 6 > 0 
is small enough), the functions y,(h), i E @p(X,) [i E Qz(h,)] are either all 
positive or all negative. This description is a consequence of the main result in 
[16]; see also Proposition 6.4 in [27]. 
A comparison of Theorem 2.2 with Theorem 8.8 in [4] shows that in case 
W has no real poles and zeros, an s-stable special minimal factorization of W 
is stable in general (i.e. allowing also non-self-adjoint perturbations of W and 
nonspecial minimal factorizations of the perturbated function). More gener- 
ally, every s-stable special minimal factorization of W is stable in general if 
for every real zero (pole) A, of W with geometric zero (pole) multiplicity 
larger than one, the algebraic zero (pole) multiplicity at h, coincides with the 
geometric multiplicity. Conversely, if there is a real zero or pole of W for 
which the algebraic multiplicity is larger than the geometric multiplicity, and 
the latter is larger than one, then every s-stable minimal factorization of W is 
not stable in general. 
The number of s-stable special minimal factorizations of W is finite. In 
fact (cf. Section 7 in [26]) an upper bound for this number is given by 
n~=lr(hi).n~=lr(~i), where hi,..., A, [~_li,...,p~] are all the different zeros 
[poles] of W in the open upper half plane, r(hi) = 2 [ $pi) = 21 if the 
geometric zero [pole] multiplicity of W at Xi [1_1 j] is larger than one, and 
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7(X i) [ 7(pi)] equals Z’i + 1 otherwise. Here pi is the algebraic zero [pole] 
multiplicity of W at Xi [pi]. 
2.3. Lipschitz Stability of Special Minimal Facto&&ions 
Let W(h) = W,(h)W,(h) be a special minimal factorization, and let 0 
[respectively, 19~ (i = 1,2)] be a minimal node for W [respectively W, (i = 1,2)]. 
This factorization will be called Lipschitz s-stable if there exist positive 
constants 6 and k such that every self-adjoint rational matrix function W’, 
with a minimal node 8’ such that ]]e’- O(] < 6, admits a special factorization 
W’ = W{W;, where Wi’ (i = 1,2) has a minimal node 0; with ]]f3/ - ei]] G 
kjje’ - 811. 
THEOREM 2.3. A special minimal factorization W = W,W, of a selfad- 
joint rational matrix function W is Lipschitx s-stable if and only if W, and 
W, have no com~n poles and no common zeros. 
Proof. Let 8 = (A, B, C) be a minimal node for W, and let 7~ be the 
supporting projection of 0 for the factorization W = W,W,. 
As in the proof of Theorem 2.2, one shows that the special factorization 
W = WrWs is Lipschitz s-stable if and only if the (A - BC>invariant maximal 
H(8)-nonpositive subspace Im r is Lipschitz (Y_, X&)-stable, and the 
A-invariant maximal H( 0 )-nonnegative subspace Ker r is Lipschitz 
(Ce,,, XiS )-stable. By Theorem 1.3 this happens if and only if Im r is 
(A - X)-spectral and Ker r~ is A-spectral, which means exactly that W, and 
W, have no common poles and zeros (cf. Theorem 4.8 in [4]). l 
For comparison note that according to Theorem 7.7 in [4] a minimal 
factorization V = V,V, of a rational matrix function V (not necessarily self-ad- 
joint) with V( co) = I is Lipschitz stable in the class of all rational matrix 
functions with value I at infinity and all minimal factorizations, provided the 
zeros, as well as poles, of Vi and V, are disjoint. 
It follows from Theorem 2.3 that W admits a Lipschitz s-stable special 
minimal factorization if and only if the pairs (A, H( 0)) and (A x, H( 6)) satisfy 
the sign condition and the geometric and algebraic multiplicities coincide for 
every real zero and pole of W. If W admits Lipschitz s-stable special minimal 
factorization at all, the number of such factorizations is exactly 2k’ ‘, where k 
(1) is the number of different poles (zeros) of W in the open upper half plane. 
All results of this and preceding sections are also valid if we define a 
minimal factorization W = W,W, of a self-adjoint rational matrix function W 
to be special if Im 7r is maximal N(B)- nonnegative and Kerr is maximal 
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N(B)-nonpositive, where 7 is the supporting projection of a minimal node 
t9 = (A, B, C) corresponding to the factorization W = WiW,. 
2.4. Nonnegative Rational Matrix Functions 
In this subsection we shall be interested in nonnegative rational matrix 
functions W(A), i.e. such that for all real A and all x E Cn we have 
0 < ( W(X)x, x) < + cc. In particular, such a W is self-adjoint. 
Let W(A) be a self-adjoint rational matrix function with minimal node 
13 = (A, B, C) [as always, we assume W(h) = I]. Then A and AX = A - BC 
are H(B)-self-adjoint. The nonnegativeness of W(h) can be expressed as 
follows in terms of the pairs (A, H(8)) and (AX, H(B)). 
PROPOSITION 2.4. A self-adjoint rational matrix function W(h) is rwn- 
negative if and only if the partial multiplicities of A and Ax corresponding to 
real eigenvalues are all even and the sign characteristics of both pairs 
(A, N(B)) and (AX, H(B)) consist entirely of + 1’s. 
In other words, W(h) is nonnegative if and only if (A, ZZ(fl)) and 
(Ax, H(B)) belong to V6+. 
Proof. The “only if” part is proved in [25], Proposition 4.2. Conversely, 
suppose (A, H(B)) and (Ax, H(8)) are in we+. Then there exist subspaces M 
and MX which are hypermaximal EZ( @)-neutral and A-invariant and A ‘-in- 
variant, respectively. Clearly these subspaces are maximal H( e)-semidefinite. 
By Theorem 2.1 we have C m = M i MX, where m is the size of A. Let 17 be 
the projection onto MX along M; then 7~ is a supporting projection. Accord- 
ing to [25, Theorem 4.11 the corresponding factorization of W(X) is of the 
form W(h) = (L(A))*L( h). Hence W(X) is nonnegative. n 
For a nonnegative rational matrix W(h) it is natural to consider minimal 
factorizations of the type 
W(h)= (wq)*W), (2.7) 
where L(A) is a rational matrix function. For convenience we shall write 
L,(X) instead of (L(x))*. 
Note that in a minimal factorization W = KL of a nonnegative rational 
matrix function W the equality K = L * holds if and only if the subspaces Im n 
and Kerr are hypermaximal H(e)-neutral (cf. Theorem 4.1 in [25]). Here 7r 
is the supporting projection of the minimal node 8 = (A, B, C) of W corre- 
sponding to W = KL. In particular, a minimal factorization (2.7) is special in 
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the sense of Section 2.2 (this fact was already used in the proof of Proposition 
2.4). 
Let W(h) be nonnegative, with a minimal node 8, and suppose the 
factorization (2.7) is minimal, where L(h) has a minimal node 0,. The 
factorization W = L * L will be called stable under nonnegative perturbations, 
or nn-stable, if for each E > 0 there exists a 6 > 0 such that any nonnegative 
rational matrix function W’ which has a minimal node 8’ with 110 - 8’11 < 6 
admits a minimal factorization W’(X) = L$( A)L’( A), where the rational ma- 
trix function L’(h) has a minimal node 0; with 118; - 0,/ < E. 
The next theorem gives a necessary and sufficient condition for a factori- 
zation W = L, L to be stable in this sense, in terms of poles and zeros of L. 
THEOREM 2.5. Let W(A) = L,(h)L( A) be a minimal factorization of 
the nonnegative rational matrix function W. This factorization is nn-stable if 
and only if for every nonreal pole (zero) A, of W(h) with geometric pole 
(zero) multiplicity larger than 1, exactly one of the two numbers A, and x, 
is a pole (a zero) of L(h). 
For the proof of Theorem 2.5 we need the following lemma which is of 
independent interest. 
LEMMA 2.6. Let (F, H) E %Te+. Then there exists 6 > 0 with the follow- 
ing property: a self-adjoint rational matrix function @ with a minimal node 
@ = (A, &,6) such that 
((F-(A-B~)((+IIH-H(B)JJ<6 (2.8) 
is nonnegative if and only if (A, H(8)) E VC+. 
Proof. The “only if” part follows trivially from Proposition 2.4. 
Let p.,(X),..., p,,,(X) be the analytic proper values of the bundle h H - HF, 
i.e. such that (1.1) holds with A = F. Because of the assumption (F, H) E %‘p + ,
each zero X, of a pi(X) (i= l,..., m) has even order v = v(X,,i) and 
[pi(X)(X - XO))‘lhZho> 0 (see Proposition 1.1). Consequently [maybe after 
renaming the function pi(X)] pi(X)>0 for i=l,...,p and XER, and 
/Ji(X)<O for i=p+1,..., m and X E R. It is not difficult to see (by 
considering large X and using the fact that the signature of H is zero) that in 
fact p = m/2. 
Let 17 beanegativenumbersuchthat pi(X)<27 for i=m/2+1,...,m 
and all X E R, and let K c R be a compact interval such that all real 
eigenvalues of F are in the interior of K. Now choose 6 > 0 in such a way 
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that every Gself-adjoint matrix E with 1) F - E II+ 11 H - G 11 -c 6 has all its real 
eigenvalues in the interior of K and for every h, E K exactly m/2 eigenval- 
ues (counting multiplicities) of the hermitian matrix h,G - GE are > r~. We 
shall verify that this 6 satisfies the requirements of Lemma 2.6. 
Let 8 = (A, b, c) be a minimal node for a self-adjoint rational matrix 
function @ for which (2.8) holds and (A, H( 6)) E Ve+, In view of Proposition 
2.4 we have to show that (A x, A) E Ce,,, where A x = A - Be and Z? = H(6). 
Let p,(h),..., p,(Q [B?(h),..., pz( h )] be the analytic proper values of 
the bundle hfi - HA [of hZ? - fiAx]. As (A, Z?) E Ve+, we can assume (see 
the argument above) that hi(h) > 0 for i = 1,. . ., m/2 and all h E Iw, and 
,k,(A)<Ofori=m/2+1,...,m andall h~IW.Further, 
Since Z?hB*fi is nonnegative definite, we obtain that for every A E Iw the 
number K(A) of indices i (1~ i < m) for which p:(A) > 0 is at least &m. This 
can be seen using the min-max properties of the eigenvalues of a hermitian 
matrix. But in view of the choice of 6 and the condition (2.8), we have 
K(h),<~mforallAEK,andthereforeforallXEIW.HenceK(h)=Bmforall 
XEIW. Now it is easy to see that +rn of the functions F”(A), saybf(A),..., 
fix;,(X), are nonnegative for a all real A, while the functions p:(h) with i 
= +rn + 1,. . . , m are negative for all X E Iw. But then, according to Proposi- 
tion 1.1, we have that (AX, a) E qe+. n 
Proof of Theorem 2.5. Let 0 = (A, B, C) be a minimal node for W, and 
let 7~ be the supporting projection of B corresponding to the minimal 
factorization W = L, L. As in the proof of Lemma 8.9 in [4], one sees that this 
factorization is nn-stable if and only if the following holds: For every E > 0 
there exists 6 > 0 such that every node 8’ = (A’, B’, C’) for which W’(A) = I, 
+ C’(hZ, - A’)-‘B’ is nonnegative and I(&- 01) < 6, has a supporting pro- 
jection r’ with 11~ - ~‘11 < E and with both subspaces Im 7~’ and Kerr’ 
hypermaximal H( @‘)-neutral. 
Assume that for every nonreal pole (zero) A, of W(A) w_ith geometric 
multiplicity larger than 1, exactly one of the numbers h, and h, is a pole (a 
zero) of L(X). Recall (see Section 2.1 and Theorem 3.3 in [4]) that the zeros 
(the poles) of W are the eigenvalues of AX (of A); moreover (Theorem 4.8 in 
[4]) the zeros (the poles) of L are the eigenvalues of A ’ lImn (of 7~A]r,,,,), and 
the zeros (the poles) of L * are the eigenvalues of (Z - ~T)A x IKern (of AlKern). 
In view of Theorem 2.2, the A X-invariant hypermaximal H(8)-neutral sub- 
space Im 7r and the A-invariant hypermaximal H(B)-neutral subspace Ker 7~ 
are ( %?h, Xh )-stable. 
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Now let 6’ = (A’, B’, C’) be a node such that W’(h) = I, + C’(hZ,,, - 
A’))‘B is nonnegative and 118 - 0’11 < 8. If 6 > 0 is small enough, then 8’ will 
be a minimal node for W’ (see Section 3.1 in [4]), and IIZZ(f?)- ZZ(Z3’)ll is as 
small as we wish [see (2.3)]. Since Im 7~ is (eh, X,,)-stable, by choosing 6 > 0 
small enough there exists an A’x-invariant hypermaximal H(B’)-neutral sub- 
space M with gap(M,,Im 71) < E. In the same way, there exists an A’-in- 
variant hypermaximal H( &)-neutral subspace M, with gap( M,, Ker 7r) < E. 
By Theorem 2.1, M, i M, = C”‘. Let 7’ be the projection along M, onto M,; 
then r’ is a supporting projection for 0’. The corresponding factorization of 
W’ is of the form W’ = L’* L’, and 11~’ - ~11 < CE, where the constant C > 0 is 
independent of 7~‘. So the factorization W = L, L is nn-stable. 
Conversely, assume W = L * L is nn-stable. We shall show that the A-in- 
variant hypermaximal H( e)-neutral subspace Ker 7~ is (%/I, X,*)-stable. In- 
deed, let (A’, H’)E VJl be such that IIA - A’ll+ llZZ(e)- ZZ’ll c 8, where 
6 > 0 is small enough. By Theorem 6.5 in [27] it follows that (A’, H’) E VP+. 
Let W’(h) be the self-adjoint rational matrix function with minimal node 
0’ = (A’, Z?, B*H’). By Lemma 2.6, W’(X) is nonnegative. Since the factoriza- 
tion W = L, L is nn-stable, there exists supporting projection 7~’ for 0’ such 
that Im 7~’ and Ker 71’ are hypermaximal H/-neutral and )I r - ~‘(1 is small (see 
the first paragraph of this proof). Hence Kerr’ and Ker 7~ are close in the gap 
metric. In the same way one shows that the AX-invariant hypermaximal 
H(B)-neutral subspace Ima is (gfl, X,,,)-stable. It remains to apply Theorem 
1.2. n 
As a corollary of Theorem 2.5 we have the following 
COROLLARY 2.7. Let W be a nonnegative rational matrix function 
without rwnreal poles and zeros. Then there exists a unique factorization 
W(X) = L *( h)L( A), and this factorization is nn-stable. 
Proof. The uniqueness of the factorization follows from [25, Theorem 
4.31. The stability follows from Theorem 2.5. m 
The proof of Theorem 2.5, combined with the remarks made at the end of 
Section 1.2, reveals the following fact. 
THEOREM 2.8. Let W(h) = L,(h)L(h) be an nn-stable minimal facto& 
zution of a nonnegative rational matrix function W(X) (with W( CO) = I), and 
let 8, (0,) be a minimal node for W(h) (L(h)). Then for every E > 0 there 
exists S B 0 such that any nonnegative rational matrix function w’(A) (with 
W’(m)= Z) having a minimal node 8,) with lie,, - ewll < 6 admits an 
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nn-stable minimal factorization W’(A) = L;(h)L’(A), where L’(h) has a 
minimal node satisfying ) 1 l?,, - tiL 11 < E. 
Again, let W(h) be nonnegative with a minimal node 8. Let W(h) = 
L.(h)L(X) be a minimal factorization, where 0, is a minimal node for L. 
This factorization will be called Lipschitz nn-stable if there exist positive 
constants 6 and k such that every nonnegative rational matrix function W 
with a minimal node 8’ such that 118 - @‘II < 8 admits a minimal factorization 
W’= Li L, where L’ has minimal node 8; with /ISi - &(I G kllO’- 611. 
The approach employed in the proof of Theorem 2.5 (using Theorem 1.3 
instead of Theorem 1.2) allows one to characterize Lipschitz nn-stability as 
follows. 
THEOREM 2.9. Let W(X) be a nonnegative rational matrix function. 
Then there exists a factorization W(h) = L*(h)L(A) which is Lipschitx 
nn-stable if and only if W has no real poles and zeros. In this case a 
factorization W(h) = L.(h)L(h) is Lipschitn nn-stable if and only if L and 
L, have no common poles and no common zeros. 
3. 
3.1. 
STABILITY OF FACTORIZATIONS OF SELF-ADJOINT MATRIX 
POLYNOMIALS 
Special Factorizations and Their Stability 
For the reader’s convenience, we recall first the basic facts about divisibil- 
ity of matrix polynomials. 
Let L(X) = C:=ehjAi be a manic (i.e., with A, = Z) matrix polynomial, 
where Aj are n 2 n complex matrices. Let 
0 z,o..- 0 
. . 
. . . 
c,= . 
. . . 
. . 0 
0 0 L 
-A, . . . . . -A,_, 
be the companion matrix for L. Consider factorizations 
(3.1) 
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of L, where M,(h) has leading coefficient I, and degree k. It turns out that 
such factorizations of L are in one-to-one correspondence with CL-invariant 
subspaces A c 6 n’ with the property that [ I,,01 1 A : A + Q: nk is invertible. 
Such subspaces are called supporting. The factor M2(h) corresponding to a 
supporting subspace A is given by the formula 
M,(X)=hkZ,- [Zn 0 ... O](C+)“(V,+hv,+ ... +XkPIVk), 
(3.2) 
where [V, ... Vk] = ([Znk O]],,))’ (so Vi,. . . , vk are linear transformations: 
Q: ” --* A), and the restriction CL] ,, is similar to the companion matrix for 
M,(X) (see [14, Corollary 3.181). There is also a formula for the quotient 
M,(X)= L(h)M,(h)-‘: 
M,(h)= [A’lkZn- (Z,+XZ,+ ... + Xr-k~‘ZI~k)PC~~~kPY], (3.3) 
where Y = [0 ... 0 Z,] *isannZXnmatrix P.Q:“’ 1 . + Im P is some projec- 
tion with A = Ker P, and 
PY,PC,PY )...) PC;pk-‘PY] -l. 
(Note that the linear transformation 
[ PY, PC,PY,..., PCL-kp’PY] :@“(‘pk)-+ImP 
is always invertible if [I,, 0] ) A is.) 
The definitions of a zero of a rational matrix function and of its partial 
multiplicities at a given point, introduced in Section 2.2, apply to matrix 
polynomials as well. In the sequel the following facts will be widely used (see 
Chapter 1 and 3 in [14]). The zeros of L are the eigenvalues of C,,, and the 
partial multiplicities of a zero of L coincide with its partial multiplicities as an 
eigenvalue of CL. If (3.1) is a factorization of L with the supporting subspace 
A, then the same connection exists between M, and the restriction Cr,,i,, as 
well as between M, and the compression PC,,),, where 0 is a direct 
complement to A in C”‘, and P is the projection on 0 along A. 
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Assume now, in addition, that L(h) is self-adjoint, i.e. Aj = A5 for 
j=O,..., 1 - 1. In such case it is easy to see that CL is B,-self-adjoint, where 
B, is the invertible hermitian matrix given by 
A, . . . A,_, Z. 
. . 0 
BL=: . : : . : 
A 1-l . . 
,I 0 . . . 0. 
The factorization (3.1) wilI be called special if the corresponding supporting 
subspace is II,-nonpositive. The following result (see Chapter 11 in [14] and 
[24]) tells us, in particular, that a special factorization always exists. 
THEOREM 3.1. Let L(h) be a manic selfadjoint matrix polynomial of 
degree 1. Then 
(i) there exists a CI_-invatiant maximal B,-nonnegative (B,-nonpositive) 
subspace A, (A,) such that 
dimA,= ‘ln 
i 
if 1 is even, 
([al]+l)n if lisodd, 
dimA,= [+I]n; 
(ii) L has a manic right divisor L, (L,) with supporting subspace A, 
(A,) and 
degree L1 = i 
+1 if 1 is even, 
[ $I] +1 if 1 is odd, 
degree L, = [&I] . 
Let (3.1) be a special factorization, and let M,(x) = hkI, + hkP ‘Ma, k_ 1 
+ . . . + &,,,, where k = [ill. The special factorization will be called stable 
in the class of special factorizutions, or s-stable, if, given E > 0, there exists a 
6 > 0 such that if L’(A) = X’Z, + h’- ‘A;_ 1 + . . . + A’” is self-adjoint and 
c:,‘,]]A, - AJ]] < 6, then L’(h) admits a special factorization L’(X)= 
M[(h)Mk(A), where M,‘(X) = XkI, + hkP1M2/,k_l + ... + Ml,, with 
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Ci=$]M, j - n/id j]J < E. The next theorem gives a sufficient condition for a 
special factorization to be s-stable. 
THEOREM 3.2. Let L(X) be a manic self-adjoint matrix polynomial, and 
suppose L(h) = M,( h)M,( h) is a special factorization. Assume the following 
conditions hold: 
(i) the pair (C,, BL) satisfies the sign condition, 
(ii) every common nonreal zero of M, and M, is a zero of L with 
geometric multiplicity one. 
Then the factorization L(h) = M,(h)M,(h) is s-stable. 
Proof. In view of conditions (i) and (ii), and by Theorem 1.2, the 
CL-invariant maximal B,-nonpositive subspace A (the supporting subspace for 
the factorization L = M,M,) is ((eneg, X&)-stable. 
Suppose L’(h)= kZ, + x”A\_, + . . . + A’” is a self-adjoint matrix poly- 
nomial with C:<J]Aj - A;]] < 6. Then the pairs (C,, B,) and (C,,, BL,) are 
as close as we wish if we take 6 small. Hence there exists a C,,,-invariant 
maximal B,,-nonpositive subspace A’ such that gap(h, A’) < e, where E > 0 is 
chosen in advance. Taking into account (3.2) and (3.3), this proves the 
theorem. W 
In a natural way one can define Lipschitz s-stability of the special 
factorization L(h) = M,( X)M,( A). Th en, using Theorem 1.3, a sufficient 
condition for Lipschitz s-stability may be obtained. Namely, a special factori- 
zation L = M,M, is Lipschitz s-stable if the zeros of M, and M, are disjoint. 
[Compare with a general theorem which says that a factorization N = NiN, of 
manic matrix polynomials N (not necessarily self-adjoint) with manic matrix 
polynomials Ni and N2 is Lipschitz stable if the zeros of Ni and N, are 
disjoint (see [ 14, Section 5.21 and [ 111); Lipschitz stability is understood in the 
natural sense, allowing general perturbations of N, N,, and N2, keeping their 
degrees fixed and leading coefficients I.] 
Theorem 3.2 remains true also if we had defined a factorization to be 
special in case the supporting subspace A is B,-nonnegative. 
3.2. Nonnegative Matrix Polynomials 
Assume the self-adjoint matrix polynomial L(X) = X’Z, + Ci,‘,XjAj is non- 
negative, i.e. (L(A)x, x) > 0 for all x E C n and X E [w. Recall (see [14, 
Chapter 121 and [13]) that in this case the degree 1 is even, the partial 
multiplicities of L(h) at real points of its spectrum are all even, and the sign 
characteristic of (C,, BL) consists only of + 1’s. In other words, the pair 
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(CIJ, BL) is in We+. Also, L(h) admits a factorization 
L(h) = M*(A)M(A), (3.4) 
where M(h)= hkI, + hk-lMk_r + . . . + M, (k = ;Z). The factorization (3.4) 
is called stable under nonnegative perturbations or nn-stable if the following 
holds: for every E > 0 there exists a 6 > 0 such that every nonnegative matrix 
polynomial L’(h)= h’l, + h”A\_, + . . . + K. such thatCI:k(]Aj - kj]] < 6 
has a factorization L’(h) = M;(h)M’(A), where M’(h) = AkZ, + hkplMl_l 
+ . . . + M,’ with $:AllM, - MJ < E (here k = 4Z). 
The next theorem gives a sufficient condition for the factorization (3.4) to 
be nn-stable. 
THEOREM 3.3. Assume that for every nonreal zero h, of L(X) with 
geometric multiplicity larger than 1, exactly one of the numbers X, and A, is 
a zero of M(X). Then the factorization L(h) = M,(A)M(X) is nn-stable. 
Proof. As was shown in [12] (see also [13] and Chapter 11 and 12 in 
[14]), the factorizations of L of the type (2.1) are in one-to-one correspon- 
dence with supporting subspaces which are hypermaximal B,-neutral. The 
condition of Theorem 3.3 together with Theorem 1.1 ensures that the 
supporting subspace A of the factorization (3.4) is (V$, .&)-stable (as a 
CL-invariant hypermaximal B,-neutral subspace). Now Theorem 3.3 follows 
from the definition of nn-stability, taking into account (3.2) and (3.3). n 
COROLLARY 3.4. lf the matrix polynomial L(h) is nonnegative and does 
not have rwnreal ZRTOS, then there exists a unique factorization of the type 
(3.4), which is nn-stable. 
Proof. As (CL, BL) E Ve+ and CL has no nonreal eigenvalues, there 
exists a unique CL-invariant hypermaximal B,-neutral subspace (see [23], also 
Theorem 2.2 in [27]). So there is a unique manic matrix polynomial M(h) for 
which (3.4) holds. The nn-stability of this factorization follows immediately 
from Theorem 3.3. n 
As shown in [30], under the condition of Corollary 3.4, the coefficients of 
the unique M(A) for which (3.4) holds depend analytically on a real parame- 
ter t, provided the coefficients of L(h) depend analytically on t. 
The nn-stable factorizations described in Theorem 3.3 have the following 
property (assuming the conditions of Theorem 3.3 hold): for every E > 0 there 
exists S > 0 such that every nonnegative matrix polynomial L’(X) = x’l + 
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Ci::,Xj;l; with Cf:k]]Aj - A;]] < 6 admits an nn-stable factorization L’(X) = 
M’,(A)M’(X) with M’(X)= XkZ +Ci:AXjM/ and ~~:~(JMj - A4J] < E. This 
fact can be obtained by using the proof of Theorem 3.3 combined with the 
remark at the end of Section 1.2. 
3.3. Polynomials with Constant Signature 
A matrix polynomial L(h) = X’A, + . . . + A, with hermitian coefficients 
Aj= A;, j=O,..., 1, and det L(X) z 0 is said to have constant signature if 
sig L(A) = sig L(p) for every pair of real numbers X and p which are not 
eigenvalues of L(A). Here sig L(A) denotes the signature of L(A) as a 
hermitian matrix. A matrix polynomial with constant signature admits the 
following factorization (see [IS]); 
L(h) = WdWM(X), (3.5) 
where M(A)=Akl\/ik+ ... + M, is a matrix polynomial, and E is a constant 
hermitian matrix. Note that the case A, = 0 or M, = 0 is not excluded, so in 
fact degree L < 1, degree M < k. 
Factorizations of the type (3.5) arise in several different fields, including, 
for example, the theory of filtering (Chapter 9 in [l]). 
The factorization (3.5) is called stable under constant signature perturba- 
tions, or c. S.-stable if the following holds: for every E > 0 there exists a 6 > 0 
such that every matrix polynomial L’(X) = Ci,,AjA; with hermitian coeffi- 
cients and constant signature satisfying Cf=o](Aj - A;]] < 6 admits a fac- 
torization L’(X) = M’,(X)EM’(X) with M’(X) = Cr,,hjMi such that 
C:=o]JMj - M/II < E. Note that the perturbed matrix polynomials L’(h) and 
M’(h) have degrees less than or equal to 1 and k, respectively; if we want to 
stress this fact the c.s.-stability will be referred to as c.s.-stability with degrees 
(1, k). 
The next theorem gives a sufficient condition for the factorization (3.5) to 
be stable in this sense. We need the following notion of sign characteristic. 
For an n X n matrix polynomial N(x) with hermitian coefficients [so that 
N(h)* = N(X) for all real X] and det N(X) % 0, there exist analytic proper 
values p,(X), . . . , p,,(h), i.e., values for which (1.1) is satisfied with AH - HA 
replaced by N(h). Now we introduce the sign characteristic of N(h) as 
indicated by Proposition 1.1. Namely, for a zero hi of det N(h) write 
pj(h)=(h - hi)“‘l~vij(h), h w ere vij(Xi)#O is real; then the sign of v,~(X,) 
(for mij # 0) is, by definition, the sign in the sign characteristic of N(h) 
attached to its partial multiplicity mi j f 0 at hi. This sign characteristic 
coincides, in case the leading coefficient of N(X) is invertible, with the sign 
characteristic of the pair (C,, BLy) (see [6], also Chapter 12 in [14]). 
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For convenience, we shall assume in the following theorem that L(0) is 
invertible. The general case can be easily reduced to this by consideration of 
e(h) = L(h + o) for a suitable real number a. 
THEOREM 3.5. Let L(h) be a self-adjoint matrix polynomial with con- 
stant signature of degree 6 1 such that L(0) is invertible, and let (3.5) be a 
factorization of L. Assume that for each real eigenvalue h, of the polynomial 
L(h) the partial multiplicities of L at h, are all even and the signs in the sign 
characteristic of L corresponding to these partial multiplicities are all equal, 
and moreover, that the same holds for the eigenvalue 0 of the polynomial 
L(h) = hzkL(V’) (if det t(O) = 0). Assume in addition that for each nonreal 
eigenvalue h, of L(h) with geometric multiplicity larger than 1, exactly one 
of the numbers h, and x, is an eigenvalue of M(h). Then the factorization 
(3.5) is c. S.-stable. 
In connection with the statement of the theorem we remark that given a 
matrix polynomial N(h) with det N(h) d 0 and degree < m the partial 
multiplicities of G(i(h) = X”‘N(h-l) at h, # 0 are the same as the partial 
multiplicities of N(h) at A,’ (see Theorem 7.15 in [14]). Moreover, assuming 
N(h) is self-adjoint and m is even, the signs in the sign characteristic of fi(i(h) 
corresponding to even (odd) partial multiplicities at X, # 0 are equal (oppo- 
site) to the signs in the sign characteristic of N(h) corresponding to these 
partial multiplicities at hi’. Indeed, let p(X)= (h - hO)P f(X), v(h,)vO be 
an analytic proper value of N( h ). Then h”‘p( h - ’ ) is an analytic proper value 
of fi(h) and h”‘p(h-‘) = (h - h;‘)P.( - l)PhPgXr,i-p~(h-l). By definition of 
the sign characteristic we obtain the desired property of fi(‘(A). 
Proof of Theorem 3.5. Without loss of generality we can assume M(0) = 1. 
Consider the polynomials A(x) = hkM( X -‘) and t(h) = AzkL( X-l). Then k 
is manic, L has invertible leading coefficient, and 
t(h)=&(h)E@h), (3.6) 
as one sees from (3.5). The factorization (3.5) is c.s.-stable with degrees 
(Z/c, k) provided the factorization (3.5) is c.s.-stable with degrees (I, k). Hence 
it suffices to show that under the conditions of the theorem the factorization 
(3.6) is c.s.-stable with degrees (2k, k). 
As follows from Theorem 6.13 in [12] (see also Lemma 6 in [18]), for a 
self-adjoint matrix polynomial N(h) with constant signature, invertible lead- 
ing coefficient, and even degree 2k, the pair (C,V, B,v,) belongs to %‘,I,, i.e., 
there exists a C,,,-invariant hypermaximal B,,-neutral subspace, and factoriza- 
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tions N(A) = Q *( x)EQ( X) with manic matrix polynomial Q(A) of degree k 
are characterized by the property that their supporting subspace is hypermax- 
imal B,-neutral. From the conditions of Theorem 3.5 and the remark 
following the statement of this theorem, we obtain in view of Theorem 2.1 
that the CIA-invariant hypermaximal Bi,-neutral subspace which is supporting 
for the factorization (3.5) is (w,,, X,,,)-stable. So the (%,>, X,,)-stability of this 
subspace implies the c.s.-stability of the factorization (3.6) in view of (3.2) 
(3.3). n 
It was shown in [ 181 that a matrix polynomial L(h) with constant 
signature admits a factorization of the type (3.5) with the eigenvalues of A4 
lying in the closed upper half plane. Theorem 3.5 implies that the factoriza- 
tion (3.5) with such M(X) is c-s.-stable provided L(A) satisfies the require- 
ments of Theorem 3.5. 
4. STABILITY OF SOLUTIONS OF THE SYMMETRIC ALGEBRAIC 
RICCATI EQUATION 
4.1. Preliminaries 
Consider the algebraic Riccati equation 
XL&X + XA, + A*,X - Co = 0, (4.1) 
where A,, Da, C, are n X n complex matrices, the matrix Da is nonnegative 
definite, C, = C,*, and the pair (A,, Da) is controllable, i.e., 
rank[ Da, AeD,, . . . , A:- ‘D,] = n. 
We recall some known facts about the equation (4.1). Put 
Note that H = H*, and HA = A*H. Without loss of generality we can and 
will assume that H is invertible and sig H = 0 (otherwise replace A, by 
A, + ail, where a E [w is large enough). So A is H-self-adjoint. The pair 
(A, H) will be called associated with the equation (4.1). 
The following result concerning existence and description of hermitian 
solution of (4.1) was established in [23] (see also [9]). 
THEOREM 4.1. Equation (4.1) has a hermitian solution X = X* if and 
only if the partial multiplicities of A corresponding to its real eigenvalues (if 
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any) are all even. In this case any A-invariant hypermaximal H-neutral 
subspace M has the form 
where X is a hermitian solution of (4.1). Conversely, if X is a hermitian 
solution of (4.1), then the subspace Im I 
[ I X 
is A-invariant h ypermaximal 
H-neutral. 
Thus, assuming (4.1) has hermitian solutions, the set of all such solutions 
X is in one-to-one correspondence [given by (4.3)] with the set of all 
A-invariant hypermaximal H-neutral subspaces M. Moreover (see [31] and 
Chapter II.4 in [17]), the existence of hermitian solutions of (4.1) implies that 
the sign characteristic of its associated pair (A, H) consists of + l’s (of - l’s) 
for positive (negative) eigenvalues of A. (As H is invertible and 
A=i _“I i H, 
[ 1 
the matrix A cannot have a zero eigenvalue.) So Equation (4.1) has hermitian 
solution if and only if (A, H) E ‘Se &. 
The following description of hermitian solutions of (4.1) is sometimes 
more convenient (see also [31], [32], and Chapter II.4 in [17]): 
THEOREM 4.2. Assume the equation (4.1) has hermitian solutions, and 
let (A, H) be its associated pair. Let M, be the spectral subspace of A 
corresponding to the eigenvalues in the open upper half plane. Then for every 
A-invariant subspace N c M, there is a unique hermitian solution X of (4.1) 
such that 
Im 
Z 
[ 1 X nM+=N. (4.4) 
Moreover, the map X + N given by (4.4) is a homeomorphism between the 
set of all hermitian solution of (1.1) and the set of all A-invariant subspaces 
which are contained in M, (in the gap metric). 
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Proof. The first part of Theorem 4.2 (which is proved in [32, 311) follows 
also from Theorem 2.2 in [27] taking into account that (A, H) E %$ +. Note 
the following inequality (see [4, Lemma 7.21): 
(4.5) 
for any two n x n matrices Y, and YZ, where the positive constant C is 
independent of Yi and Y, (but depends on n). Using the inequality (4.5), the 
continuity of the map X + N follows. Finally, again using (4.5) the continu- 
ity of the map N + X is obtained from Theorem 4.1 and Theorem 2.7 in [27]. 
n 
Of special interest are extremal hermitian solutions of (4.1). A hermitian 
solution X of (4.1) is called minimal (muximal) if for every hermitian 
solution Y of (4.1) the difference X - Y is nonpositive definite (nonnegative 
definite). The minimal and maximal hermitian solutions are obviously unique; 
their existence is ensured if the equation (4.1) has a hermitian solution at all 
(see [8]). Characterizations of extremal hermitian solutions are available (see 
[31,23]). 
THEOREM 4.3. Let (A, H) be the associated pair for the equation (4.1), 
and assume that (4.1) has a hermitian solution X. Then the following are 
equivalent: 
(i) X is a maximal (u minimal) hermitian solution of (4.1); 
(ii) Im[ i] contains the spectral subspace M, (M_ ) of A corresponding 
to the open upper (lower) half plane; 
(iii) the spectrum of A, + D,X lies in the closed right (left) half plane. 
4.2. Stability of Hermitian Solutions 
In this section we shall describe the hermitian solutions of (4.1) which are 
stable under small perturbations of (A,, D,, C,) such that the perturbed 
triple is in the same class. To this end it is convenient to introduce the 
following notation. Denote by 9” the set of all triples (A,, D,, CO) with the 
following properties: 
(i) A,, D,,C, are of the same size n X n [n may vary with (A,, DO,Co)], 
and rank[D,, A,, DO,. . . , A”,-‘DO] = n; 
(ii) D,, is nonnegative definite; C, = Co*; 
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(iii) the matrices 
A.C. M. RAN AND L. RODMAN 
are invertible (and hence A is H-self-adjoint), and the signature of H is zero; 
(iv) the algebraic Riccati equation _ - 
XD,X+XA,+A*,X-C,=O 
admits a hermitian solution. 
The pair (A, H) given by (4.2) is called associated 
(A,, D,, C,) E YO. 
with the triple 
Let (A,, Da, Co) E 9”‘. A hermitian solution X of the equation 
XD,X+XA,+A*,X-Co=0 (4.7) 
will be called stable if for every E > 0 there exists a 6 > 0 such that every 
equation 
YD;Y+YA;+A’,*Y-C,‘=O, (4.8) 
with (A’,, D;,C,‘)E 9’” and (IA, - AOll+ llD0 - DJl+ IlC, - C,lll < 6, has a 
hermitian solution Y with 11 X - Y 11 < E (of course, it is assumed that the size 
of the matrices A’,, D,‘, Cd coincides with the size of A,, D,, C,). A hermitian 
solution X of (4.7) is called isolated if there is no other hermitian solution of 
(4.7) in a neighborhood of X. 
The following theorem is one of the main results of this section. 
THEOREM 4.4. Let (A,, D,,C,) be in 9’(‘, and let X be a hermitian 
solution of (4.7). Then the following statements are equivalent: 
(a) X is stable; 
(b) X is isolated; 
(c) for all nonreal eigenvalues of 
A=i 
A” Do 
[ 1 C0 - A*, 
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such that dimKer(h - A) > 1, we have either 
R,(A)cIm 4 
[ 1 or R,(A)nIm !X =(O); [ 1 
(d) each common nonreal eigenvalue of the matrix i(A, + D,X) and its 
adjoint - i(A*, + XD,) is an eigenvalue of A of geometric multiplicity one. 
The proof of Theorem 4.4 will be given in two steps. For the first step we 
need the following definition. Let (A,, D,, C,) E Y’, and let (A, H) be the 
pair associated with (A,, D,, C,). An A-invariant hypermaximal H-neutral 
subspace M [since (A,, D,, C,) E 9’O, such a subspace exists by Theorem 
4.11 is called Y”-stable if for every E > 0 there exists a 6 > 0 such that for any 
(A’,, D,‘,C,‘)E Y0 with ]]A0 - A,]]+ IID,- Doll+ IjC,l- C,ll < 6 there is an 
A’-invariant hypermaximal H’-neutral subspace M’ with gap( M, M’) < E, 
where (A’, H’) is the pair associated with (A’,, D,‘, Ci). In the following 
theorem we shall characterize Y”-stability in different ways. The notions of 
(V,, , -X, >isolatedness and ( V,l, Y,, )-stability were introduced in Section 1.2. 
THEOREM 4.5. Let (A,, D,, C,) E 9’” with the associated pair (A, H), 
and let M be an A-invariant hypermuximal H-neutral subspace. Then the 
following statements are equivalent: 
(a) M is Y’-stable; 
(b) M is (VII, .Tl,)-isolated; 
(c) M is (VT,?, .&)-stable; 
(d) for every nonreal eigenvalue h of A with dimKer( h - A) > 2 either 
MnR,(A)=(O) orMnR,(A)=R,(A). 
Proof. In view of Theorems 4.1 and 1.2 there exist (W,, , 3?,, )-stable 
subspaces with respect to (A, H). Now the equivalence of (b), (c), and (d) 
follows from Theorem 1.2. From the definitions it is clear that (c) implies (a). 
It remains to show that (a) implies (d). Let X, be the 
solution of (4.7), and put 
maximal hermitian 
A’= i 
A” + %X0 Do 
0 -(A*,+x,Q) =’ 1 
H’= 0 
A” + D0X0 
A*, + x,Dn = S*HS, 
D” 1 
‘AS, (4.9) 
(4.10) 
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Note that (A, + DOXO, D,,O) E YO. Indeed (denoting by n the size of A,), 
rank [ D,,(A,+ DoXo)D,,..., (A, + D”X”)“-‘DJ 
CT rank[ D,, AoDo ,..., A”,-‘D,] = n, 
and the Riccati equation 
XD,X + X( A, + D,X,)+ (A, + D,XO)*X = 0 
has a hermitian solution X = 0. Further, the subspace M’ = SP ‘M is A’- 
invariant hypermaximal H’-neutral. Evidently, it is sufficient to prove (d) 
with M and A replaced by M’ and A’, respectively. Arguing by contradic- 
tion, assume that for some nonreal eigenvalue A of A’ we have dim Ker( X - 
A’) > 1 and R,(A’) # M' f’ Rh( A’) # (0). Suppose, for instance, Im h > 0. 
Letting Py, y E Czn, be the truncation of a 2n-dimensional vector y to its 
first n coordinates. denote 
&f=P(M’nN,)cC”, 
where 
N, = Im 
[ 1 L =c27l 0 ’ 
Then fi is Ginvariant, where Z = A. + D,X,. By Theorem 4.3 the spec- 
trum of iZ lies in the closed upper half plane (and therefore the spectrum of 
- iZ* lies in the closed lower half plane). Consequently, N,, contains the 
spectral subspace of A’ corresponding to the open upper half plane, and 
therefore dimKer( Z - h) > 1 and R,(Z) # xf n R,(Z) f (0). By the stability 
result in [3] (see also Theorem 8.1 in [4]), there exists an E > 0 and sequence 
Y,,,, m = 1,2,. . . , such that Y,,, + Z as m + x and every Y,,,-invariant sub- 
space & SatiSfieS gap(&, a)> E. Now put 
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For m large enough, N, contains the spectral subspace of A’,, corresponding 
to the open upper half plane. So gap(N’, M’) > .si for every A:,-invariant 
subspace N’, where &i > 0 does not depend on m and N’. Define A,, = Y,,, 
- D,X, and Cn10 = X,D,X, + X,A,,, + A*,,,X,, m = 1,2,. . . . Then 
(A nrO, Da, C,,,) E y0 (for m large enough), and A,,,, + A,,, C&j + C,, as 
m -+ co. The associated pair (A,, H,) for (A,,o, Da, C&) is given by the 
equalities A’,, = S’A,,S, Hk = S*H,,S. So for every A,,,-invariant hypermaxi- 
ma1 H,,-neutral subspace N the inequality gap(M, N) > E holds with E > 0 
independent of m and N, which contradicts (a). n 
We need also the following simple lemma. 
LEMMA 4.6. Let A,, A,, A,, H,, and H, be n X n matrices, with 
H, = H,* and H, invertible. Put 
and suppose A is H-selfadjoint. Assume also that there is a (%,,, X,, )-stable 
subspace with respect to (A, H). Then the subspace C” i (0) ( c C2") is 
(V,,, X/,)-stable with respect to (A, H) if and only if each common nonreal 
eigenvalue of A, and A, is an eigenvalue of A of geometric multiplicity one. 
We omit the proof of Lemma 4.6 [it follows easily from the description of 
( %A) X/,)-stable subspaces given in Theorem 1.21. 
Now we are in a position to prove Theorem 4.4. 
Proof of Theorem 4.4. In view of the inequalities (4.5), X is stable 
[respectively, isolated] if and only if the A-invariant hypermaximal H-neutral 
subspace Im 
[ 1 4 is y%table [respectively, (%‘,z, &)-isolated]; here (A, H) 
is the pair associated with (A,, Da, C,). Hence the equivalence of (a), (b), and 
(c) follows from Theorem 4.5. For a hermitian solution X, of (4.7) define A’ I 
and H’ by (4.9) and (4.10), respectively. Clearly, the subspace Im x 
[ 1 is 
(%?,L, Z!,>stable with respect to (A, H) if and only if C” i (0) is (%‘,,, Z,z;sta- 
ble with respect to (A’, H’). The latter condition is equivalent to (d) in view 
of Lemma 4.6. Again using Theorem 4.5, we find that (a) and (d) are 
equivalent. n 
An invariant subspace M of an n x n matrix Y is called isolated if there is 
no other Y-invariant subspace in a neighborhood of M. As follows from the 
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main result in [7], M is isolated if and only if either M n R,(Y) = (0) or 
M I Rh(Y) for every eigenvalue h of Y for which dimKer(h - Y) > 1. 
Combining this fact with Theorem 4.2, we obtain another characterization of 
stable ( = isolated) hermitian solutions of (4.7): 
THEOREM 4.7. Let (A,, Do, C”)E ._S“‘, with associated pair (A, H), and 
let M, be the spectral subspace of A corresponding to the open upper half 
plane. Then a hermitian solution X of (4.7) is stable if and only if the 
(unique) A-inuariant subspace N c M + with 
nM+=N 
has the property that either N f~ R,,(A) = (0) or N 1 R,(A) for every eigen- 
value h of A in the open upper half plane such that dim Ker(h - A) > 1. 
In particular, the maximal and the minimal hermitian solutions of (4.7) are 
stable (cf. Theorem 4.3). This fact was proved in [29]. 
An easy calculation (using Theorem 4.7) shows that the number of stable 
hermitian solutions of (4.7) [provided (4.7) has hermitian solutions] is exactly 
ll,k=ir(hj), where hi ,..., A, are all the different eigenvalues of A lying in 
the open upper half plane, and where r( Xi) = 2 if dimKer( Xi - A) > 2, and 
7(hi)= dim R,#(A)+l if dimKer(hi - A)= 1. 
We conclude this subsection with the following property of stable henni- 
tian solutions. 
THEOREM 4.8. Let A,, D,, Co be n x n matrices such that (A,, D,, C,) 
E 3”, and let X be a stable hermitian solution of (4.7). Then for every E > 0 
there exists 6 > 0 such that for any n x n matrices A’,, DC;, C,l with 
(A’,, D;,C,‘)EF~ and 
II-4 - AoIl+ IID,’ - Doll + IIC; - Cd < 6 
there exists a stable hermitian solution Y of the equation 
YD,Y+YA;+A’;Y-C,‘=O (4.11) 
for which JJX - Y 1) < E. 
Proof. According to Theorems 4.5 and 4.6, Y is a stable hermitian 
solution of (4.11) if and only if the subspace Im 
I 
[ 1 
respect to (A’, H’). Now apply Theorem 6.2 in [27]Y 
is (%?/,, , Xj, )-stable with 
W 
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4.3. Lipschitn Stability of Hennitian Solutions 
Let (A,, Do, C,) be in 3”. A hermitian solution X of (4.7) is called 
Lipschitz stable if there exist positive constants 6 and k such that if 
(A’,, Dd’, C,l) is in Y” with I(A, - Abll+ jlDo - Dill+ IlC, - C,llj < 6, then 
the equation 
YD,Y+YA’,+A’,*Y-C,‘=O 
has a hermitian solution Y with 11X -YI( < k.(llA, - Aoll+ ljDo - Dill+ IlC, 
- C,Jl). The following theorem describes the Lipschitz stable solutions. 
THEOREM 4.9. Let (A,, Do, Co) E 9” with the associated pair (A, H), 
and assume that a(A)nR = 0. Then (4.7) has a Lipschitn stable hermitian 
solution. Moreover, the following statements are equivalent for a hermitian 
solution X of (4.7): 
(a) X is a Lipschitz stable hermitian solution of (4.7); 
(b) the spectrum a(AIM), where 
M=Im 4, [ 1 
does not contain any pair of conjugate complex numbers; 
(c) The matrix i(A, + D,X) and its adjoint have no common eigenval- 
ues. 
The proof of this theorem follows the pattern of the proof of Theorem 4.4. 
Let (A,, Do, Co) be in y”, and let (A, H) be its associated pair. An 
A-invariant hypermaximal H-neutral subspace M is called Lipschitz PO-sta- 
ble if there exists positive constants 6 and k such that every (A’,, Di’, C,l) in 
3” with JIA, - Abll+ llDo - D,Jl+ IlC, - C,‘ll < 6 has an A’-invariant hyper- 
maximal H’-neutral subspace M’ with gap(M, M’)< k(llA, - Aoll+ IID0 - 
D,ll+ IF, - Cd>. 
The next theorem is the Lipschitz analogue of Theorem 4.5, after which 
we are in a position to prove Theorem 4.9. 
THEOREM 4.10. Let (A,, Do, Co) be in Y” with the associated pair 
(A, H), and assume that a(A)nlR = 0. The following statements are equiva- 
lent for an A-invariant hypermaximal H-neutral subspace: 
(i) M is Lipschitz Y”-stable; 
(ii) M is Lipschitz (VT,,, %,)-stable; 
(iii) if h E u(AI~), then X E u(AIIf) for any complex number A. 
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Proof The equivalence of (ii) and (iii) follows from Theorem 1.3, and the 
implication (ii) * (i) is evident. So it remains to prove that (i) implies (iii). 
Suppose (i) holds but (iii) does not. Since o(A)n Iw = 0, it follows that there 
exists a nonreal eigenvalue h of A such that h and x are both eigenvalues of 
Al,. Since M is neutral, we get that R,(A) # R,(A)n M # (0). In the same 
way as in the proof of Theorem 4.5, using Theorem 4.7 from [19] instead of 
the stability result from [3], we arrive at a contradiction. n 
Proof of Theorem 4.9. Follows easily from Theorem 4.10, taking into 
account the inequalities (4.5). n 
Theorem 4.9 shows that [assuming a( A) n Iw = 0 ] the number of Lipschitz 
stable hermitian solutions of (4.7) is exactly 2k, where k is the number of 
different eigenvalues of A in the open upper half plane. In particular, the 
minimal and maximal hermitian solutions of (4.7) are Lipschitz stable. One 
can show more (see [29, lo]), namely, under the conditions of Theorem 4.9 
the extremal hermitian solutions are analytic. 
4.4. Stability of Special Solutions 
Consider the algebraic Riccati equation (4.1) with the same assumptions 
as in Section 4.1. Clearly, this equation does not always admit hermitian 
solutions. We introduce a larger class of matrices in which a solution of (4.1) 
exists always. A solution X of (4.1) is called special if the matrix (X* - 
X)( A, + D,X) is nonpositive definite. Any hermitian solution is obviously 
special. It turns out that special solutions of (4.1) exist always (even in cases 
when hermitian solutions do not exist). Moreover, a description of special 
solutions of (4.1) is available (see [23]): 
THEOREM 4.11. Let (A, H) be the pair associated with Equation (4.1). 
Then evey A-invariant maximal H-nonpositive subspace M is of the form 
M=Im i, [ 1 (4.12) 
where X is a special solution of (4.1). Conversely, if X is a special solution of 
(4.1), then the subspace (4.12) is A-invariant maximal H-nonpositive. 
Note that since H is assumed to have signature zero, the dimension of a 
maximal H-nonpositive subspace is n. 
Denote by 9 the set of all triples of matrices (A,,, D,, C,) which satisfy 
the properties (i), (ii), and (iii) of Section 4.2. A special solution X of (4.1) will 
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be called stable in the set of special solutions (for short, s-stable) if given 
E > 0 there exists a 6 > 0 such that Equation (4.8) with (A’,, D,‘, Ci) in y and 
IlAo - AoIl+ 11% - D0’ll-t II’% - W < E has a special solution Y with 11 X - 
Y 11 < E. A special solution X of (4.1) is s-isolated if there is no other special 
solution in a neighborhood of X. With these definitions we have the following 
sufficient conditions for s-stability of special solutions. 
THEOREM 4.12. Let (A,, DO, CO) E F with the associated pair (A, H), 
and assume that (A, H) satisfies the sign condition. Then each of the 
following equivalent conditions implies that a special solution X of (4.1) is 
s-stable: 
(a) X is s-isolated; 
(b) for all nonreal eigenvalues h of A such that dimKer(h - A) > 1, 
either 
R,(A)IIm i 
[ 1 or R,(A)nIm i =(0) [ 1 
holds; 
(c) each common nonreal eigenvalue of the matrices i( A, + D,X) and 
- i( A*, + XD,) is an eigenvalue of A of geometric multiplicity one. 
Proof. We say that an A-invariant maximal H-nonpositive subspace M is 
s-stable if for every E > 0 there is a u > 0 with the following property: for 
every triple (A’,, D~,C,‘)EY with \[A6 - A,(I+ IID,- Doll+ jlC& - C,Ij <u 
and with associated pair (A’, H ‘), there exists an A-invariant maximal 
H’-nonpositive subspace M’ such that gap( M, M’) < E. Theorem 4.11 together 
with the inequalities (4.5) implies that X is s-stable if and only if the subspace 
M= 1 
[ 1 X 
is s-stable, and X is s-isolated if and only if M is isolated in the set of all 
A-invariant maximal H-nonpositive subspace [i.e., M is (celeg, %&,)-isolated]. 
Now by Theorem 1.2 conditions (a) and (b) are equivalent to the 
(Cenep, %&,)-stability of M, which evidently implies the s-stability of M. 
It remains to show that condition (c) is equivalent to the (qneg, X;leg)-sta- 
bility of the subspace Im $ . [ 1 This can be easily done using the transforma- 
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tion 
A=[ _‘X ;]A[; ;]=‘[AO+ODOx _A;rX”al. 
‘=[:, :*lA[: :I=[ (X*-X)(A,+D,X) A*,+X*D, A,+D,X II, ] 
and the analogue of Lemma 4.6 for the class (Vneg, snep). n 
Note that there always exists a special solution X, (X- ) of (4.1) for which 
the spectrum of A],, where 
M=Im[i+] [Mzlm[i_]j. 
lies in the closed upper (lower) half plane. Indeed, the existence of X + 
follows from Theorem 4.11, taking into account that for an H-self-adjoint 
matrix there is an A-invariant maximal H-nonpositive subspace M for which 
a(AIM) lies in the closed upper (lower) half plane; see, e.g. Theorem 1X.7.2 in 
[6] or Section 1.3.12 in [17]. Theorem 4.12 shows that X, and X_ are 
s-stable. 
From now on we shall assume also that the associated pair (A, H) for the 
equation (4.1) satisfies the sign condition [which ensures existence of an 
s-stable special solution of (4.1) by Theorem 4.121. Let M, be the spectral 
subspace of A corresponding to the open upper half plane. Then Theorem 
4.12 together with Theorem 2.2 in [27] ensures that for every A-invariant 
subspace N c M, there exists a unique special solution X of (4.1) such that 
nM+=N. (4.13) 
The correspondence X ---, N given by (4.13) between the set of all special 
solutions of (4.1) and the set of all A-invariant subspaces N such that the 
spectrum of A], lies in the open upper half plane, is a homeomorphism in 
view of Theorem 2.7 in [27]. So we obtain the following supplement to 
Theorem 4.12: 
THEOREM 4.13. Let (A,, DO, CO) E 9’ with the associated pair (A, H), 
and assume that (A, H) satisfies the sign condition. Let M, be the spectral 
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subspace of A corresponding to the open upper half plane. Then a special 
solution X of (4.1) is s-stable provided the A-invariant subspace N c M, with 
nM+=N 
has the property that either N n R,(A) = (0) or N 3 R,(A) for every eigen- 
value XofAwithlmX>Oand dimKer(X-A)>l. 
We leave it to. the reader to state and prove theorems on sufficient 
conditions for Lipschitz s-stability of special solutions. 
The analysis of stability of hermitian solutions of the algebraic Riccati 
equation (4.1), carried out in Sections 4.2 and 4.3, used the properties of the 
pair of matrices (A, H) defined by (4.2) as a main tool. The same results can 
be obtained using the pair (A, H,,), where 
H,zi O I 
[ 1 -I 0’ 
instead of (A, H). To see this, note that A is Ha-self-adjoint and that the sign 
characteristic of (A, H,) consists of + l’s only (see, e.g., Proposition 1.6.8 in 
[17]). Further, since H = H, A, an A-invariant subspace is H-neutral if and 
only if it is Ha-neutral (recall that the invertibility of A is assumed throughout). 
Finally, note that according to Theorem 3.2 in [27] an A-invariant Ha-neutral 
subspace M is (Ce,+, xe+ )-stable if and only if it is stable under perturbations 
of A only, ie., if given e > 0 there exists 6 > 0 such that for every pair 
(A’, H,) E Wee,, with ]I A - A’]] < 6 there exists a subspace M’ E K,+( A’, HO) 
with gap( M, M’) < e. Analogous remarks apply to Lipschitz stability as well. 
However, this approach does not seem suitable for the analysis of stability 
of special solutions, because an A-invariant maximal H-nonpositive subspace 
is in general not He-nonpositive. 
The results (with obvious changes) presented in this subsection would be 
true also if we had defined a special solution X of (4.1) by the property that 
the matrix (X* - X)( A, + D,X) is nonnegative definite. 
REFERENCES 
1 B. D. 0. Anderson and J. B. Moore, Optimal Filtering, Prentice-Hall, Englewood 
Cliffs, N.J., 1979. 
2 B. D. 0. Anderson and S. Vongpanitlerd, Netloork Analysis and Synthesis, 
Prentice-Hall, Englewood Cliffs, N.J., 1973. 
172 A.C. M. RAN AND L. RODMAN 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
H. Bart, I. Gohberg, and M. A. Kaashoek, Stable factorizations of manic matrix 
polynomials and stable invariant subspaces, Integral Equations Operator Theory 
I:4966517 (1978). 
H. Bart, I. Gohberg, and M. A. Kaashoek, Minimal Factorizations of Matrix and 
Qperator Functions, Birbauser, Basel, 1979. 
V. Belevitch, Classical Network Theory, Holden Day, San Francisco, 1968. 
J. Bognar, Indefinite Znner Product Spaces, Springer, New York, 1974. 
S. Campbell and J. Daughtry, The stable solutions of quadratic matrix equations, 
Proc. Amer. Math. Sot. 74:19-23 (1979). 
W. A. Coppel, Matrix quadratic equations, Bull. Austral. Math. Sot. 10:377-401 
(1974). 
A. N. &rilov, On the solutions of quadratic matrix equations (in Russian), in 
Nonlinear Vibrations and ControZ Theory 2, Udmurt State Univ., Izhevski, 1978. 
D. F. Delshamps, A note on the analyticity of the Riccati metric, Amer. Math. 
Sot. Lectures in Appl. Math. 18:37-42 (1980). 
I. Gohberg, P. Lancaster, and L. Rodman, Perturbation theory for divisors of 
operator polynomials, SZAM Z. Math. Anal. 10:1161-1183 (1979). 
I. Gohberg, P. Lancaster, and L. Rodman, Spectral analysis of selfadjoint matrix 
polynomials, Res. Report 419, Dept. of Math. and Statist., Univ. of Calgary, 
Canada, 1979. 
I. Gohberg, P. Lancaster, and L. Rodman, Spectral analysis of selfadjoint matrix 
polynomials, Ann. of Math. 112:34-71 (1980). 
I. Gohberg, P. Lancaster, and L. Rodman, Matrix Polynomials, Academic, New 
York, 1982. 
I. Gobberg, P. Lancaster, and L. Rodman, Perturbations of ZZ-selfadjoint matrices, 
with applications to differential equations, Zntegral Equations Operator Theory 
5:718-757 (1982). 
I. Gohberg, P. Lancaster, and L. Rodman, A sign characteristic for selfadjoint 
meromorphic matrix functions, Applicable Anal., to appear. 
I. Gohberg, P. Lancaster, and L. Rodman, Matrices and Indefinite Scalar 
Products, Birtiauser, Basel, 1983. 
I. Gohberg, P. Lancaster, and L. Rodman, Factorization of selfadjoint matrix 
polynomials with constant signature, Linear and Multilinear Algebra 11:209-224 
(1982). 
M. A. Kaashoek, C. V. M. van der Mee, and L. Rodman, Analytic operator 
functions with compact spectrum, II. Spectral pairs and factorization, Zntegral 
Equations Cperator Theory 5:791-827 (1982). 
M. G. Krein and H. Langer, On some mathematical principles in the linear theory 
of damped oscillations of continua I, II, Integral Equations Operator Theory 
1:364-399, 539-566 (1974). 
H. Kwakernaak and R. Sivan, Linear Optimal Control Systems, Wiley-Intersci- 
ence, New York, 1972. 
P. Lancaster, Lambda Matrices and Vibrating Systems, Pergamon, Oxford, 1966. 
P. Lancaster and L. Rodman, Existence and uniqueness theorems for the alge- 
braic Riccati equation, Znternat. J. Control 32:285-309 (1980). 
24 H. Langer, Factorization of operator pencils, Acfa Sci. Math. (Sxeged) 38:83-96 
(1976). 
25 A. C. M. Ran, Minimal factorizations of selfadjoint rational matrix functions, 
Integral Equations Operator Theory 5:850-869 (1982). 
26 A. C. M. Ran and L. Rodman, Stability of neutral invariant subspaces in 
indefinite inner products and stable symmetric factorizations, Integral Equations 
Operator Theory 6:%6-571 (1983). 
27 A. C. M. Ran and L. Rodman, Stability of invariant maximal semidefinite 
subspaces I, Linear Algebra A&., to appear. 
28 F. Rellich, Perturbation Theory of Eigenvalue Problems, lecture notes, New York 
Univ., 1953. 
29 L. Rodman, On extremal solutions of the algebraic Riccati equation, Amer. Moth 
Sot. Lectures in Appl. Math. 18:311-327 (1980). 
30 L. Rodman, On nonnegative invariant subspaces in indefinite scalar product 
spaces, Linear and Multilinear Algetrra lO:l-14 (1981). 
31 L. Rodman, Maximal invariant neutral subspaces and an application to the 
algebraic Riccati equation, Manuscripta Math. 43: 1-12 (1983). 
32 M. A. Shayman, Geometry of the algebraic Riccati equations, Part I, II, SIAM J. 
Control Optim. 21:375-394, 395-409 (1983). 
INVARIANT MAXIMAL SEMIDEFINITE SUBSPACES. II 173 
Heceiwti 2R July lW3; reoisetl 24 October 198.3 
