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Cap´ıtulo 1
Introduccio´n
Es un hecho conocido la creciente importancia y el amplio campo de aplicacio´n
que las ecuaciones en derivadas parciales tienen en la construccio´n de modelos
matema´ticos para la descripcio´n de una gran variedad de problemas provenientes
de diversas a´reas del saber como, por ejemplo, la economı´a, la f´ısica, la biolog´ıa.
Muchos procesos de las ciencias aplicadas se pueden modelar matema´ticamente
por medio de ecuaciones de evolucio´n. Estas ecuaciones, llamadas ecuaciones de
estado, describen los feno´menos f´ısicos a estudio.
En las ecuaciones de estado de las teor´ıas matema´ticas cla´sicas intervienen
operadores lineales. Sin embargo, algunos de los modelos ma´s complejos utiliza-
dos por las distintas ramas de la ciencia involucran ecuaciones diferenciales no
lineales. Esto es claro en el caso de la teor´ıa de ecuaciones diferenciales ordinarias
y sistemas dina´micos pero en el de las ecuaciones en derivadas parciales no fue
siempre as´ı, debido quiza´s a la ausencia de una teor´ıa general para las mismas.
Un motivo por el cual los sistemas no lineales son ma´s dif´ıciles de analizar
matema´ticamente es que e´stos presentan una serie de propiedades que no mues-
tran las teor´ıas lineales. Por otra parte, las caracter´ısticas esenciales de ciertos
feno´menos del mundo real que describen las ecuaciones de estado esta´n rela-
cionadas directamente con las propiedades originadas por el cara´cter no lineal de
dichas ecuaciones.
Los problemas que t´ıpicamente se presentan en el estudios de ecuaciones dife-
renciales son los relativos a existencia de soluciones locales y globales en tiempo,
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unicidad de las mismas, regularidad y dependencia de las condiciones iniciales,
y comportamiento asinto´tico, para tiempo grande, de las soluciones globales en
tiempo. De esto u´ltimo sera´ de lo que nos ocuparemos a lo largo de esta tesis.
Novedosos me´todos en las a´reas del ana´lisis matema´tico y las ecuaciones dife-
renciales han sido introducidos por el estudio de los procesos no lineales estudiados
durante el siglo XX, siendo uno de los campos de investigacio´n ma´s activos de la
matema´tica de las u´ltimas de´cadas. Aqu´ı utilizaremos el conocido me´todo de
entrop´ıa para realizar el estudio del comportamiento asinto´tico de las soluciones
de ciertas ecuaciones parabo´licas no lineales.
Desde su planteo en la primera mitad del siglo XIX, las ecuaciones diferen-
ciales de evolucio´n de tipo parabo´lico se han utilizado para modelar distintos
procesos de la f´ısica, la biolog´ıa, meca´nica, etc. Un caso especial, es el de las
ecuaciones de reaccio´n-difusio´n las cuales aparecen en el siglo XX. Estas
ecuaciones en forma divergencia son del tipo
ut = div(A(u,∇u, x, t)) + B(u,∇u, x, t), (1.1)
donde A satisface condiciones de elipticidad esta´ndar, y tanto A como B satisfacen
condiciones de crecimiento y regularidad. Podemos pensar que la ecuacio´n (1.1)
es un modelo no lineal de propagacio´n del calor en un medio reactivo y que u ≥ 0
representa la temperatura, div(A) la difusio´n y B modela la reaccio´n.
Como caso especial de las ecuaciones (1.1) esta´n aquellas que pueden escribirse
en la forma
ut = Au+ f(u) (1.2)
siendo A un operador el´ıptico de segundo orden, posiblemente no lineal y dege-
nerado, y f una funcio´n superlineal que representa la reaccio´n.
Los dos modelos escalares cla´sicos del tipo (1.2) son los que consideran f(u) =
λeu y f(u) = up. El primero de ellos, el modelo de reaccio´n exponencial
ut = ∆u+ λe
u
donde λ > 0, es importante en la teor´ıa de la combustio´n [49] bajo el nombre de
modelo de combustible so´lido o ecuacio´n de Frank-Kamenetsky, como as´ı tambie´n
en geometr´ıa diferencial [32] entre otras aplicaciones. En este caso, la existencia
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de solucio´n global depende del para´metro λ, del dato inicial y del dominio. El
otro caso,
ut = ∆u+ u
p (1.3)
donde p > 1 es el modelo ma´s simple en donde aparece el llamado exponente
de Fujita [23] que describiremos despue´s.
Hay numerosos modelos que generalizan (1.3). Uno de ellos es el que es re-
presentado por la ecuacio´n de medios porosos
ut = ∆u
m + up,
donde m > 0 y otro es el caso donde la difusio´n lineal es reemplazada por el
operador q-laplaciano
ut = div
(
|∇u|q−2∇u
)
+ up,
donde q ≥ 1.
Se han encontrado muchas aplicaciones importantes para ecuaciones del tipo
(1.2) incluyendo la propagacio´n de los genes ventajosos y dina´mica de la pobla-
cio´n [1], el desarrollo de epidemias [39], la conduccio´n nerviosa [18], sensibilidad
celular [4] y otros feno´menos biolo´gicos, adema´s de las aplicaciones f´ısicas, tales
como la propagacio´n de las llamas [49], superconductores [14], la solidificacio´n
[47] y los cristales l´ıquidos [42].
Dentro de los casos ma´s sencillos en los cuales la variable espacial es 1-
dimensional podemos mencionar la ecuacio´n de Fisher-Kolmogorov-Petrovsky-
Piscounov, que en la literatura tambie´n se puede encontrar como ecuacio´n de
Fisher-KPP o simplemente como la ecuacio´n de Fisher. Su expresio´n es la si-
guiente
ut = kuxx +mu(1− u).
Aqu´ı k es el coeficiente de difusio´n, el cual es un nu´mero real positivo y m es
una constante positiva. La ecuacio´n de Fisher-KPP es el caso ma´s simple de
una reaccio´n no lineal difuso-reactiva y ha sido extensamente estudiada tanto
por la matema´tica, como por la f´ısica y la biolog´ıa. Fisher y Kolmogorov la
utilizaron para estudiar la propagacio´n de genes mutantes que son cruciales para
la supervivencia de poblaciones distribuidas en ha´bitats lineales.
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Otro ejemplo es la ecuacio´n de Fisher-Kolmogorov generalizada que tam-
bie´n resulta importante para la biolog´ıa, ma´s espec´ıficamente en gene´tica. Es la
ecuacio´n donde el te´rmino fuente es f(u) = u(1− αup), es decir, que la ecuacio´n
es
ut = kuxx + u(1− αup),
con p ≥ 1. Observemos que aqu´ı f es continua, f ′(0) 6= 0 y f ′′ < 0.
Por u´ltimo mencionamos un modelo espec´ıfico de incendio forestal, en este
caso el te´rmino de reaccio´n utilizado es f(u) = uβ(1− u), con lo cual la ecuacio´n
es
ut = uxx + u
β(1− u),
donde β > 1. Notemos que si β = 1 tendr´ıamos la ecuacio´n de Fisher-KPP. El
para´metro β cuantifica el nu´mero de a´rboles necesarios para prender fuego un
espacio verde. Intuitivamente, se espera que para valores altos de β la velocidad
del frente de fuego sea menor.
En este trabajo, nos enfocaremos al caso en que la ecuacio´n (1.2) toma la
forma
ut = ∆u+ f(u) (1.4)
donde f es una funcio´n no negativa y superlineal, es decir que estamos en pre-
sencia de una reaccio´n. Es claro que la ecuacio´n (1.4) generaliza el caso (1.3).
Para empezar, aplicamos el me´todo de entrop´ıa que mencionamos antes en el
caso de la ecuacio´n (1.3) obteniendo el decaimiento de la norma ‖u(., t)‖L2(RN )
de la solucio´n u(x, t) de la ecuacio´n. La aplicacio´n del me´todo en este caso, es
utilizado como testeo para lo que sera´ luego la aplicacio´n del mismo en un caso
ma´s general (1.4).
As´ı mismo, estudiamos el comportamiento asinto´tico de soluciones globales
de la ecuacio´n parabo´lica no lineal en forma divergencia
ut = div(a(x, t)∇u) + up,
donde p > 1 y la funcio´n a(x, t) cumple ciertas hipo´tesis de manera que dicha
ecuacio´n resulta ser una generalizacio´n de (1.3).
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1.1. Contenido de la tesis
En esta seccio´n hacemos una descripcio´n sinte´tica del contenido del trabajo
por cap´ıtulos y los situamos en contexto con respecto a resultados relacionados.
En el cap´ıtulo 2 damos algunas definiciones ba´sicas y hacemos una resen˜a
histo´rica de algunos de los resultados que se han obtenido sobre existencia y
unicidad de soluciones, blow-up, exponentes cr´ıticos y comportamiento asinto´tico
de soluciones de la ecuacio´n ut = ∆u+ u
p.
En el cap´ıtulo 3 hacemos una breve descripcio´n del me´todo de entrop´ıa,
puntualizando su aplicacio´n en una serie de pasos generales. Mencionamos los
dos tipos ma´s frecuentes de tasa de decaimiento. Adema´s, listamos cierto nu´mero
de situaciones en las que se ha aplicado exitosamente el me´todo y, a modo de
ejemplo, detallamos los pasos de la aplicacio´n del mismo a una ecuacio´n de tipo
Fokker-Planck y a una ecuacio´n parabo´lica no lineal de cuarto orden.
En el cap´ıtulo 4 el objetivo es aplicar el me´todo de entrop´ıa al problema{
ut = ∆u+ u
p, x ∈ RN , t > 0
u(x, 0) = u0, x ∈ RN , t = 0,
donde p > 1 y el dato inicial u0 es no negativo y no trivial. Para esto, primero
damos una serie de preliminares, definiciones y resultados previos necesarios.
Luego realizamos los distintos pasos de la aplicacio´n del me´todo de entrop´ıa para
establecer el decaimiento de la solucio´n global en tiempo u(x, t) del problema
cuando t → ∞. Empezamos realizando el cambio de variables adecuado para
transformar el problema original al nuevo problema{
vs = ∆v +
y
2 .∇v + vp−1 + vp, y ∈ RN , s > 0
v(y, 0) = u0, y ∈ RN .
A continuacio´n definimos la funcional de entrop´ıa E(v(s)) adecuada y la co-
rrespondiente produccio´n de entrop´ıa I(v(s)) = −dE(v(s))/ds. Damos algunas
propiedades de la funcional E(v(s)) y de la funcional I(v(s)) que nos lleva a probar
el decaimiento exponencial de las mismas. Se prueba una desigualdad que acota
la norma ‖v(., s)‖L2ρ en te´rminos de la entrop´ıa y de la produccio´n de entrop´ıa.
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Mencionamos aqu´ı que L2ρ(R
N ) es el espacio L2(RN ) con peso ρ = exp(|y|2 /4).
Con esto se deduce que
‖v(., s)‖L2ρ ≤ C e−γs , s ≥ s1 ,
para un tiempo s1 > 0, C una constante positiva y γ =
N
2 − 1p−1 . A partir
de esta cota, deducimos el decaimiento en la norma de L2(RN ) de u(., t). Ma´s
especificamente, deducimos que la norma L2 de u(., t) decae segu´n la tasa
‖u(., t)‖L2 ≤ C (t+ 1)−
N
4 , t ≥ t1 ,
para cierto tiempo t1 > 0 y para C una contante positiva. Adema´s deducimos el
decaimiento de la norma Lq de u(x, t)
‖u(., t)‖Lq ∼ t−
1
p−1
− 2
q
(
N
4
− 1
p−1
)
.
Los resultados presentados en este cap´ıtulo se encuentran publicados en el
art´ıculo [5].
En el cap´ıtulo 5 estudiamos la existencia de soluciones globales no negativas
de la ecuacio´n de reaccio´n-difusio´n{
ut = ∆u+ f(u), x ∈ RN , t > 0
u(x, 0) = u0, x ∈ RN , t = 0
y el decaimiento de las normas ‖u(., t)‖L∞ y ‖u(., t)‖L2 . Para esto mencionamos
algunos resultados previos y algunas definiciones. Establecemos condiciones su-
ficientes sobre u0 y f para la existencia de solucio´n global del problema. En
particular, mencionamos que las hipo´tesis requeridas a la funcio´n f son tales
que generalizan al caso analizado en el cap´ıtulo anterior, esto es, f(u) = up.
Adema´s, damos otros ejemplos distintos de funciones f posibles. La segunda de
estas hipo´tesis, que llamaremos hipo´tesis de subhomogeneidad, es esencial en el
desarrollo del cap´ıtulo y por ello damos una serie de consecuencias que se obtienen
a partir de la misma.
Uno de los dos resultados ma´s importantes, establece que bajo ciertas hipo´te-
sis, se tiene garantizada la existencia global de solucio´n y que, adema´s, e´sta decae
de acuerdo con la tasa
‖u(., t)‖L∞(RN ) ≤ G−1
(− (λ−p+1 − 1) t) ,
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donde G−1 es la funcio´n inversa de la funcio´n estrictamente creciente G(s) =∫ s
a
dτ
f(τ) con a = ‖u0‖L∞ y adema´s λ es una constante que esta´ entre 0 y 1. Las
hipo´tesis impuestas sobre f garantizan que efectivamente el lado derecho de la
desigualdad de arriba tiende a cero cuando t→∞.
Cabe mencionar que al calcular el decaimiento para el caso particular en que
f(u) = up, se obtiene el conocido decaimiento dado por Wang [45]. Para el resto
de las funciones de ejemplo, no obtenemos una cota expl´ıcita del decaimiento sino
que queda en te´rminos de G. Sin embargo, bajo una hipo´tesis adicional, podemos
conseguir un decaimiento del tipo polinomial, esto es, un decaimiento de la forma
t
− 1
q−1 .
En la obtencio´n de la existencia global de solucio´n y el decaimiento de la
norma ‖u(., t)‖L∞ utilizamos la suposicio´n de existencia de una supersolucio´n
estacionaria de ut = ∆u+ f(u). Para esto, damos condiciones sobre f que garan-
ticen la existencia de dicha supersolucio´n estacionaria.
El otro de los dos resultados ma´s importantes es el que provee el decaimiento
de la norma ‖u(., t)‖L2 gracias a la aplicacio´n del me´todo de entrop´ıa. Para la
aplicacio´n de este me´todo se asume una hipo´tesis adicional de la funcio´n f , la
subhomogeneidad de f ′ con un grado menor que la subhomogenedad de f .
Para empezar a aplicar el me´todo, utilizamos un cambio de variables que nos
lleva a trabajar con un nuevo problema que es{
vs = ∆v +
y
2 .∇v + vp−1 + e
p
p−1
s
f(e
− s
p−1 v), y ∈ RN , s > 0
v(y, 0) = v0, y ∈ RN .
La aplicacio´n del me´todo de entrop´ıa para este problema no es tan directo
como lo fue en el problema del cap´ıtulo anterior. Necesitaremos dar ma´s resul-
tados, como un criterio de comparacio´n para el nuevo problema y un resultado
que garantiza, bajo ciertas hipo´tesis, que el signo de vs es negativo. Esta u´ltima
propiedad sera´ usada en forma continua durante la aplicacio´n del me´todo. Luego
definimos la entrop´ıa E(v(s)) y la produccio´n de entrop´ıa I(v(s)) y mostramos
propiedades sobre E((v(s)) e I(v(s)) de las cuales deducimos el decaimiento ex-
ponencial de ambas funcionales. Aqu´ı, otra de las diferencias en la aplicacio´n del
me´todo con respecto al caso f(u) = up es que dE(v(s))/ds ≥ −I(v(s)). Con esto
7
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se deduce que
‖v(., s)‖L2ρ ≤ C e−γs , s ≥ 0,
donde C una constante positiva y γ es la constante positiva definida ma´s arriba.
Entonces, por medio del cambio de variables inverso, se tiene que el decaimiento
de la norma L2 de u(., t) es
‖u(., t)‖L2 ≤ C (t+ 1)−
N
4 , t ≥ 0,
donde C es una constante positiva.
Los resultados de este cap´ıtulo han generado la redaccio´n del art´ıculo [6].
En el cap´ıtulo 6 consideramos el problema parabo´lico{
ut = div(a(x, t)∇u) + up, x ∈ RN , t > 0
u(x, 0) = u0, x ∈ RN , t = 0,
(1.5)
donde p > 1. Damos hipo´tesis sobre la funcio´n a(x, t) y el dato inicial u0, de ma-
nera que este problema generalice el problema tratado en el cap´ıtulo 4. Comen-
zamos aplicando el mismo cambio de variables de antes y pasamos a estudiar el
problema
{
vs = div(A(y)∇v) + y2 .∇v + vp−1 + vp, y ∈ RN , s > 0
v(y, 0) = u0, y ∈ RN .
(1.6)
Obtenemos primero el decaimiento de la norma ‖v(y, s)‖2L2ρ , este es
‖v(y, s)‖2L2ρ ≤ ‖u0‖
2
L2ρ
e−2γ˜s,
donde ρ = ρ(y) > 0 es una funcio´n positiva que cumple ρy2 = A∇ρ y γ˜ > 0 es
una constante definida por γ˜ = θN2 − 1p−1 .
Luego utilizamos el cambio de variables para obtener la tasa de decaimiento
de la norma ‖u(x, t)‖2L2 . E´sta resulta ser
‖u(x, t)‖L2(RN ) ≤ C (t+ 1)−(2θ−1)
N
4 t ≥ t1 ,
donde θ es una constante positiva que acota la funcio´n A y C es una constante
positiva.
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Adema´s, obtenemos el decaimiento de la norma en Lq
(
R
N
)
de u(x, t)
‖u(x, t)‖Lq(RN ) ∼ (t+ 1)−(β+
1
p−1
)− 2
q
[
(2θ−1)N
4
−
(
β+ 1
p−1
)]
,
donde C es una constante positiva, θ es una constante positiva que acota la
funcio´n A y β es una constante positiva relacionada con la norma ‖u(., t)‖L∞ .
En el cap´ıtulo 7 damos algunas conclusiones sobre los resultados obtenidos
en los cap´ıtulos precedentes. Adema´s, trazamos el camino a seguir en un futuro
pro´ximo relacionado con el estudio del comportamiento asinto´tico de soluciones
globales de ecuaciones diferenciales parabo´licas.
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Cap´ıtulo 2
Antecedentes del tema
En este cap´ıtulo daremos algunas definiciones ba´sicas y mencionaremos al-
gunos de los resultados que se han obtenido sobre existencia y unicidad de solu-
ciones, blow-up, exponentes cr´ıticos y comportamiento asinto´tico de soluciones
de algunas ecuaciones de reaccio´n-difusio´n.
2.1. Introduccio´n
Como mencionamos en el cap´ıtulo 1, las ecuaciones parabo´licas del tipo
ut = div(A(x, u,∇u)) +B(x, u,∇u)
donde A cumple condiciones de elipticidad esta´ndar, y donde tanto A como B
cumplen condiciones de crecimiento y regularidad son utilizadas para modelar
distintos feno´menos y procesos en f´ısica, meca´nica, biolog´ıa y otras ciencias. Pode-
mos pensar que la ecuacio´n es un modelo no lineal de propagacio´n del calor en
un medio reactivo y que u ≥ 0 representa la temperatura, div(A) la difusio´n y B
modela la reaccio´n.
En el estudio de estas ecuaciones de evolucio´n, el te´rmino global y local
se refieren a la existencia de la solucio´n para t > 0 o en un intervalo finito a
la derecha del cero respectivamente. El te´rmino blow-up se utiliza para indicar
que la solucio´n estalla en tiempo finito, esto es, cuando existe un tiempo T <∞,
llamado tiempo de explosio´n, tal que la solucio´n u esta´ bien definida para todo
10
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0 < t < T , mientras que
l´ım sup
t→T−
‖u(.t)‖L∞ =∞.
Es decir que en este caso el intervalo de existencia es acotado.
La teor´ıa matema´tica de explosio´n comenzo´ en los an˜os 60 con los trabajos de
Kaplan [29], Fujita [23, 24] y otros. Si bien no existe todav´ıa una teor´ıa completa,
se han realizado estudios detallados de una serie de problemas de distinta com-
plejidad, y se cuenta en la actualidad con una gran cantidad de trabajos sobre el
tema.
Como mencionamos en la introduccio´n, los dos modelos escalares cla´sicos son
el modelo de reaccio´n exponencial
ut = ∆u+ λe
u
donde λ > 0, y el modelo de reaccio´n potencial
ut = ∆u+ u
p (2.1)
donde p > 1.
Dentro de los trabajos que recopilan algunos resultados obtenidos para estas
ecuaciones, podemos mencionar el de Levine [37] del an˜o 1990, un trabajo de A.
De Pablo [15] del an˜o 2006 y otro trabajo de este mismo autor junto con Ferreira,
Quiro´s y Va´zquez [16] del an˜o 2005.
En la pro´xima seccio´n hacemos una s´ıntesis de los resultados ma´s importantes
para el caso en que el te´rmino no lineal es up.
2.2. ut = ∆u+ u
p
2.2.1. Existencia de solucio´n global. Exponente de Fujita.
Mencionamos en esta seccio´n los resultados ma´s importantes que se han
obtenido para el problema{
ut = ∆u+ u
p, x ∈ RN , t > 0
u(0) = u0, x ∈ RN , t = 0.
(2.2)
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Recordemos que Cb
(
R
N
)
es el espacio de todas las funciones continuas y
acotadas definidas sobre RN y a valores reales.
Es conocido que para cualquier u0 ∈ Cb
(
R
N
)
tal que u0 ≥ 0, existe un tiempo
Tu0 > 0 tal que (2.2) tiene una u´nica solucio´n cla´sica u sobre [0, Tu0) tal que u es
acotada sobre RN × [0, T ′] para cualquier 0 < T ′ < Tu0 , y si Tu0 < ∞, entonces
‖u(., t)‖L∞(RN ) →∞ cuando t→ T−u0 . En el caso en que Tu0 <∞ tenemos que u
estalla en tiempo finito y cuando Tu0 = ∞ tenemos que u es solucio´n global de
(2.2).
En referencia a lo anterior, en primer lugar mencionamos un resultado obteni-
do por Fujita [23] en el cual se ve de que´ manera influye el taman˜o de la no
linealidad p en la existencia de solucio´n global y en la existencia de blow-up.
Fujita estudio´ la existencia de soluciones globales no negativas del problema (2.2)
para el caso p > 1 y donde el dato inicial u0 es no negativo y no trivial obteniendo
el siguiente teorema.
Teorema 2.2.1 (Fujita, 1966). Sea p∗ = 1 + 2N . Entonces
1. Si 1 < p < p∗ entonces la u´nica solucio´n global no negativa de (2.2) es
u = 0.
2. Si p > p∗ entonces existen soluciones globales positivas de (2.2) si el dato
inicial u0 es suficientemente chico.
Definicio´n 2.2.2. Al exponente p∗ lo llamamos exponente cr´ıtico (de blow-
up). Ma´s tarde se llamo´ al mismo exponente de Fujita.
La afimacio´n 1. del teorema se llama caso de blow-up y la 2. se llama caso
de existencia global.
Una pregunta natural, que surge inmediatamente, es la siguiente
¿A que´ caso corresponde el exponente cr´ıtico p∗?
Hubo varios autores que han dado respuesta, entre ellos Aronson y Weinberger
[3], Hayakawa [28], Kobayashi, Siaro y Tanaka [33] y Weissler [46]. La respuesta
es que en el caso del exponente cr´ıtico p = p∗, no existe solucio´n global no nula
de (2.2).
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2.2.2. Condiciones sobre u0 para la existencia de solucio´n global
Por lo que observo´ Fujita, es de esperarse el resultado para datos iniciales
pequen˜os. La explicacio´n intuitiva es que si p es grande y el dato inicial es pequen˜o,
entonces la tendencia de la solucio´n al blow-up (que es lo que pasar´ıa si el u´nico
te´rmino en la ecuacio´n fuera up), es inhibido por el efecto disipativo del laplaciano.
Por otro lado, si p esta´ cerca de 1, entonces no importa que tan chico sea el dato
inicial pues el efecto disipativo del laplaciano es insuficiente para evitar el blow-
up.
Sobre la condicio´n para valores de p grandes, tenemos los siguientes resultados,
el primero es de Fujita [23] y el segundo es de Levine [36].
Teorema 2.2.3 (Fujita, 1966). Si p > 1 + 2N , para cualquier k > 0, existe un
nu´mero δ = δ(p,N, k) > 0 pequen˜o tal que cuando 0 ≤ u0(x) ≤ e−k|x|2 sobre
R
N , entonces (2.2) tiene una solucio´n global cla´sica que decae con una tasa t−
N
2
cuando t → ∞. Adema´s, si la solucio´n local puede ser extedida globalmente,
entonces necesariamente
et∆u0 ≤ t−
1
p−1
(
1
p− 1
)1/(p−1)
,
donde
et∆u0 = (4πt)
−N/2
∫
RN
exp
(
−|x− y|
2
4t
)
u0(y)dy.
Es decir que, si u0 es “grande”, entonces la solucio´n local de (2.2) estalla en
tiempo finito au´n cuando p > 1 + 2N .
Teorema 2.2.4 (Levine, 1977). Si el dato inicial es tan grande que
1
p+ 1
∫
RN
up+10 (x)dx >
1
2
∫
RN
|∇(u0(x))|2 dx,
entonces la solucio´n u de (2.2) no puede ser global, ya que no puede pertenecer
a Lp+1 ∩H1 para todo tiempo t, cualquiera sea el p > 1.
Con el fin de mejorar la condicio´n suficiente de Fujita sobre el dato inicial
para conseguir la existencia global de solucio´n de (2.2), Weissler probo´ el siguiente
resultado.
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Teorema 2.2.5 (Weissler, 1981). Si p > 1 + 2N y el dato inicial u0 cumple
(p− 1)
∫ ∞
0
∥∥et∆u0∥∥p−1L∞ dt ≤ 1,
entonces (2.2) tiene una solucio´n global cla´sica. En el caso en que la desigualdad
sea estricta, la solucio´n u converge a cero uniformemente sobre RN cuando t→∞.
Observacio´n 2.2.6. En el caso en que u0 este´ acotado por un mu´ltiplo pequen˜o
de (1 + |x|)−m para un m grande, entonces se cumple la condicio´n del Teorema
de Weissler.
Posterior a este trabajo, Lee y Ni [35], en relacio´n a la condicio´n suficiente
que se le pide al dato inicial u0, obtuvieron el siguiente resultado.
Teorema 2.2.7 (Lee-Ni, 1992). Sea p > 1+ 2N . Para cualquier k > 0, existe una
constante b(p,N, k) pequen˜a tal que si
0 ≤ u0(x) ≤ b(p,N, k)
(
k + |x|2
)−1/(p−1)
,
entonces (2.2) tiene una solucio´n global cla´sica que decae con la tasa t−1/(p−1)
cuando t→∞.
Observacio´n 2.2.8. Lee y Ni tambie´n consiguieron una condicio´n necesaria
sobre u0 para la existencia global de soluciones cla´sicas de (2.2). Esta condicio´n
es
l´ım inf
|x|→∞
|x|2/(p−1) u0(x) ≤ (λ (B1))1/(p−1) .
donde B1 es la bola unitaria en R
N , y λ (B1) es el menor autovalor de −∆ con
la condicio´n de borde 0 sobre ∂B1. Este resultado indica que el decaimiento ma´s
lento de u0 cuando |x| → ∞ que permite la existencia global de solucio´n de (2.2)
es |x|−2/(p−1).
Una pregunta interesante que surgio´ despue´s es la siguiente
¿Que´ tan grande puede ser “b” en el teorema de Lee-Ni de manera
que la existencia global de la solucio´n de (2.2) quede garantizada?
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Para dar una respuesta, consideremos primero la ecuacio´n de Lane-Emden
△u+ up = 0, x ∈ RN u > 0, N ≥ 3.
Es conocido que us = C(N, p) |x|−
2
p−1 donde
C(N, p) =
[
2
p− 1
(
N − 2p
p− 1
)] 1
p−1
,
es solucio´n de la ecuacio´n de Lane-Emden, esto es, es un equilibrio singular de
(2.2). Este hecho so´lo es posible para aquellos valores de p que verifican p ≥
N
N−2 , pues Gidas y Spruck [25] probaron que no hay soluciones estacionarias en
cualquier otro caso.
Definicio´n 2.2.9. Definimos al nu´mero pc por
pc =


(N−2)2−4N+4
√
N2−(N−2)2
(N−2)(N−10) cuando N > 10
∞ cuando 3 ≤ N ≤ 10
Notar que pc > (N + 2)/(N − 2). El siguiente resultado es de un trabajo de
Wang [45] y da respuesta a nuestra pregunta.
Teorema 2.2.10 (Wang, 1993). Supongamos que N ≥ 3.
1. Cuando p > N/(N − 2) y el dato inicial u0 cumple que 0 ≤ u0(x) ≤ λ us,
donde 0 < λ < 1, entonces (2.2) tiene una u´nica solucio´n global cla´sica
u(x, t) con 0 ≤ u ≤ λus. E´sta tambie´n satisface que
u(x, t) ≤ [(λ1−p − 1)(p− 1) t]− 1p−1 , para todo t > 0.
2. Cuando N/(N − 2) < p < pc y si 0 ≤ u0 ≤ us, entonces (2.2) tiene una
solucio´n global cla´sica u tal que 0 ≤ u ≤ us y ‖u(., t)‖L∞(RN ) → 0 cuando
t→∞.
Respuesta: Del teorema anterior podemos deducir que cuando N ≥ 3 y N/(N−
2) < p < pc, b puede ser tan grande como C(N, p) para cualquier k > 0. Cuando
N ≥ 3 y p ≥ pc, b puede estar arbitrariamente cerca de (C(N, p))−.
Antes de dar el siguiente resultado que relaciona la existencia de solucio´n
global u con el dato inicial u0, recordemos el siguiente resultado de Fowler [21]
sobre la existencia de equilibrios radiales de (2.2).
15
CAPI´TULO 2 2.2. ut = ∆u+ u
p
Teorema 2.2.11 (Fowler, 1930). Supongamos que N ≥ 3.
1. Si p > N+2N−2 , existe una familia (uα)α>0 de soluciones regulares, positivas y
radiales de la ecuacio´n de Lane-Emden que satisface
a) uα(r) es decreciente en r, donde r = |x|;
b) r2/(p−1)uα(r)→ L cuando r →∞, donde
L =
[
2(N − 2)
(p− 1)2
(
p− N
N − 2
)]
;
c) uα(0) = α.
2. Si p = N+2N−2 , toda solucio´n regular, positiva y radial de la ecuacio´n de Lane-
Emden esta´ incluida en una familia {uλ}λ>0,
uλ(r) =
(
λ
√
N(N − 2)
λ2 + r2
)(N−2)/2
.
Teorema 2.2.12 (Wang, 1993). Supongamos que N ≥ 3 y que p ≥ (N+2)/(N−
2).
1. Si el dato inicial u0 cumple que 0 ≤ u0(x) ≤ λ uα, para algu´n 0 < λ < 1
y algu´n equilibrio radial uα, entonces (2.2) tiene una u´nica solucio´n global
cla´sica u(x, t) con
u(x, t) ≤ [(λ1−p − 1)(p− 1) t]− 1p−1 , para todo t > 0.
2. Si u0 ≥ λuα para algu´n λ > 1 y algu´n uα, entonces las soluciones locales
cla´sicas de (2.2) estallan en tiempo finito.
2.2.3. Decaimiento de la solucio´n en otras normas
En esta seccio´n mencionaremos un resultado en el cual se da el decaimiento
de la solucio´n global de (2.2) pero en la norma de Lq
(
R
N
)
. Para esto damos
previamente algunas definiciones.
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Definicio´n 2.2.13. Definimos el siguiente tiempo
tmax(u0) = sup
{
T ∈ R+/la solucio´n u ∈ L∞ (RN × [0, T ′]) para todo T ′ < T} .
Definicio´n 2.2.14. Definimos el espacio X :=
{
g ∈ L2ρ ∩ L∞/g ≥ 0 en RN
}
con
la norma ‖.‖ = ‖.‖L2ρ + ‖.‖L∞ .
El espacio L2ρ(R
N ) es el espacio L2(RN ) con peso ρ, donde ρ(x) = e|x|
2/4.
Definicio´n 2.2.15. Definimos ahora los conjuntos
K := {u0 ∈ X/tmax(u0) =∞} y
B := X −K = {u0 ∈ X/tmax(u0) <∞} .
Al interior deK enX lo denotaremos Int(K) y al borde deK enX lo denotaremos
∂K.
El siguiente resultado fue probado por Kawanago [31].
Teorema 2.2.16 (Kawanago, 1996). Supongamos que 1 + 2N < p <
N+2
N−2 . Se
tienen los siguientes resultados
1. El conjuntoK es un conjunto convexo, cerrado y no acotado enX y 0 ∈ Int(K).
2. Para cualquier u0 ∈ X − {0} existe un u´nico τ0 tal que
(a) τ0u0 ∈ ∂K,
(b) τu0 ∈ Int(K) si τ ∈ (0, τ0),
(c) τu0 ∈ B si τ ∈ (τ0,∞).
3. Si u0 ∈ Int(K)− {0}, entonces se tiene que
‖u(., t)‖Lq(RN ) ∼ t
−
(
1− 1
q
)
N
2 para q ∈ [1,∞].
Ma´s precisamente, para q ∈ [1,∞] se cumple que
t
(
1− 1
q
)
N
2
∥∥∥u(., t)−m∞(4πt)−N/2e−|x|2/(4t)∥∥∥
Lq
→ 0,
cuando t→∞, donde m∞ = supt≥0 ‖u(., t)‖L1 ∈ R+.
4. Si u0 ∈ ∂K entonces tenemos que
‖u(., t)‖Lq(RN ) ∼ t
N
2q
− 1
p−1 para q ∈ [1,∞].
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Observacio´n 2.2.17. Para terminar, mencionamos que en el cap´ıtulo 4 estu-
diaremos el decaimiento de la norma ‖u(., t)‖L2 utilizando el me´todo de entrop´ıa.
Obtendremos la misma tasa que Kawanago para el caso q = 2 pero para un rango
de p mayor.
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Cap´ıtulo 3
Me´todo de entrop´ıa
3.1. Descripcio´n del me´todo
El me´todo de entrop´ıa ha demostrado en los u´ltimos an˜os ser una herramienta
eficaz para la comprensio´n de las propiedades cualitativas de modelos f´ısicos y
para una mayor comprensio´n matema´tica de las EDPs no lineales.
Para la aplicacio´n del me´todo es necesario contar con la existencia de solu-
ciones no triviales globales en tiempo de la ecuacio´n que se esta´ estudiando y
con la existencia de una solucio´n de equilibrio, esto es, solucio´n de la ecuacio´n
estacionaria correspondiente.
La idea principal de este me´todo ha sido desarrolada en [2]. Ba´sicamente
consiste en aplicar una estrategia que puede resumirse en los siguientes pasos:
Paso 1: En los casos en los que sea conveniente, aplicar a la ecuacio´n un
cambio de variables adecuado que permita pasar a otro problema y estudiar, en
principio, el comportamiento asinto´tico de las soluciones globales en tiempo del
nuevo problema. Este paso es opcional.
Paso 2: Identificar el equilibrio u∞.
Paso 3: Definir o construir una funcional de entrop´ıa (o ma´s generalmente,
funcional de Lyapunov), E, asociada a la ecuacio´n.
Paso 4: Dado que la funcional de entrop´ıa E alcanza su mı´nimo en el equi-
librio u∞, la diferencia entre una funcio´n u y el equilibrio u∞ se mide con la
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funcional E [u |u∞ ] = E(u)− E(u∞) llamada entrop´ıa relativa. Muchas veces
no es sencillo probar directamente que una solucio´n u converge a u∞ sino que es
ma´s conveniente ver primero que E(u) converge a E(u∞). Esta convergencia se
llama convergencia en entrop´ıa relativa.
Paso 5: El principal objeto de estudio sera´ la funcional llamada produccio´n
de entrop´ıa definida a partir de la derivada respecto del tiempo de la entrop´ıa
por I(u(t)) = −dE(t)/dt.
Paso 6: La meta sera´ obtener el decaimiento de la funcional de entrop´ıa
relativa a partir del decaimiento de la produccio´n de entrop´ıa. Para conseguir
esto, se necesita una desigualdad del tipo Θ (E [u |u∞ ]) ≤ I(u) donde w 7→ Θ(w)
es una funcio´n continua y positiva para w > 0. La idea es que la produccio´n
de entrop´ıa controla a la entrop´ıa relativa. Una desigualdad de este tipo, da
una respuesta inmediata al problema de que u converge al equilibrio u∞ en en-
trop´ıa relativa. Efectivamente, dicha desigualdad genera la inecuacio´n diferencial
Θ (E [u |u∞ ]) ≤ −dE [u |u∞ ] /dt. Luego, las te´cnicas usuales de ecuaciones dife-
renciales ordinarias, implican que E [u(t) |u∞ ]→ 0 cuando t→∞
t
E(u(0)|u∞)
E(u(t)|u∞)
Figura 3.1: Entrop´ıa relativa E(u(t)|u∞)
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Paso 7: A partir del decaimiento de la entrop´ıa relativa tratar de deducir que
u converge a u∞.
Paso 8: Finalmente, por medio del cambio de variables inverso, obtener la
tasa de decaimiento para la solucio´n del problema original.
Observacio´n 3.1.1. En aquellos casos en los que Θ se conoce, se puede obtener
de manera expl´ıcita la tasa de decaimiento de la entrop´ıa relativa.
Ejemplos 3.1.2. Los siguientes ejemplos ilustran dos de las situaciones ma´s
frecuentes.
Si Θ(w) = Cw1+α donde C y α son constantes positivas, la tasa de de-
caimiento es polinomial, esto es, la entrop´ıa relativa decae, al menos, con
la tasa t−1/α.
Si Θ(w) = αw donde α es una constante positiva, la tasa de decaimiento es
exponencial, esto es, la entrop´ıa relativa decae, al menos, con la tasa e−αt.
3.2. Antecedentes de la aplicacio´n del me´todo
Desde hace ma´s de cien an˜os, cuando Boltzmann introdujo la nocio´n de en-
trop´ıa, e´sta ha sido utilizada tanto por f´ısicos como por matema´ticos en el estudio
de los sistemas de disipacio´n. Tambie´n ha ganado terreno en aplicaciones de la
ingenier´ıa a trave´s del importante concepto de informacio´n desarrollado por Shan-
non [40], y en las estad´ısticas despue´s de la invencio´n de la informacio´n de Fisher
[20].
En [2] los autores mencionan varios ejemplos de la utilizacio´n de la entrop´ıa.
Por ejemplo, las aplicaciones que Lax [34] dio del concepto de entrop´ıa a sistemas
hiperbo´licos de leyes de conservacio´n. Adema´s, el teorema de DiPerna y P.-L.
Lions [17] sobre existencia global de soluciones renormalizadas de la ecuacio´n de
Boltzmann, tiene una demostracio´n que esta´ basada en el uso de la entrop´ıa de
Boltzmann. Otro ejemplo es el uso de la entrop´ıa en un trabajo de Nash [38]
sobre la regularidad de la solucio´n de cierto proceso de difusio´n. En todas estas
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obras, la entrop´ıa se presenta para un uso que no es su original, pero resulta ser
de suma utilidad.
Los u´ltimos an˜os han visto el desarrollo del me´todo de entrop´ıa aplicado
al estudio de convergencia al estado de equilibrio. Mencionamos a continuacio´n
algunas de estas aplicaciones del me´todo en relacio´n con distintos tipos de EDPs.
3.2.1. Ecuaciones de difusio´n de tipo Fokker-Planck
En [11], Carrillo y Toscani aplicaron el me´todo de entrop´ıa a la ecuacio´n de
medios porosos. El flujo de un gas en una ecuacio´n de medios porosos N-dimen-
sional esta´ descripta por la solucio´n del problema de Cauchy{
ut = ∆u
m, x ∈ RN , t > 0
u(x, 0) = u0, x ∈ RN .
La funcio´n u representa la densidad del gas en el medio poroso y m > 1 es una
constante f´ısica. En lugar de trabajar con ese problema, aplicaron un cambio
de variables adecuado para pasar al estudio del decaimiento asinto´tico hacia el
estado de equilibrio de la solucio´n de la ecuacio´n del tipo Fokker-Planck{
vs = div (y v +∇vm) , y ∈ RN , s > 0
v(y, 0) = v0(y) ≥ 0, y ∈ RN .
Adema´s, el cambio de variables utilizado garantizaba que el dato inicial antes y
despue´s del cambio de variables sea el mismo. El cambio de variables fue deter-
minado al plantear u(x, t) = (α(t))Nv(α(t), β(t)) y encontrar las funciones α(t)
y β(t) adecuadas que les permitan pasar de un problema al otro. La solucio´n
estacionaria de la ecuacio´n de Fokker-Planck es v∞ =
(
C − m−12m |y|2
)1/(m−1)
. En
este caso, se define la funcional de entrop´ıa por
H(v) =
∫
RN
(
|y|2 v + 2
m− 1v
m
)
dy
y la entrop´ıa relativa es H(v|v∞) = H(v)−H(v∞). Luego calculan la produccio´n
de entrop´ıa que resulta ser 2I(v(s)), donde
I(v(s)) =
∫
RN
v
∣∣∣∣y + mm− 1∇vm−1
∣∣∣∣
2
dy.
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Entonces, prueban que ddsH(v(s)|v∞) = −2I(v(s)) y adema´s que
d
ds
I(v(s)) = −2I(v(s))−R(s),
donde R(s) ≥ 0. Al combinar estos dos resultados, deducen que
0 ≤ H(v(s)|v∞) ≤ I(v(s)) para t ≥ 0.
Al utilizar esta desigualdad en la expresio´n de la derivada de la entrop´ıa relativa,
se concluye el decaimiento exponencial de la entrop´ıa relativa. Despue´s prueban
que ‖v − v∞‖L1 se puede acotar en te´rminos de la entrop´ıa relativa para deducir
finalmente que
‖v − v∞‖L1 ≤ Ce−
N(m−1)+2
(N+2)m−N para t ≥ 0.
Luego utilizan otra vez el cambio de variables para deducir el siguiente decaimien-
to para la solucio´n del problema original
‖u(x, t)−MU(|x| , t)‖L1 ≤ C
(
1
1 + (t/k)
) 1
(N+2)m−N
,
donde U(|x| , t) = t−kN
(
Cte− (m−1)k2m |x|2 t−2k
)1/(m−1)
se llama solucio´n de Ba-
renblatt-Pattle y C es una constante que depende de m y H(v0).
3.2.2. Ecuacio´n parabo´lica no lineal de cuarto orden
En [27], Gualdani, Ju¨ngel y Toscani estudian el comportamiento asinto´tico
para tiempo grande de las soluciones u = u(x, t) de la ecuacio´n
{
ut = − (u (log u)xx)xx , x ∈ Ω, t > 0
u(., 0) = uI ≥ 0, x ∈ Ω,
donde Ω = (0, 1) y las condiciones de borde son
u(0, t) = u0, u(1, t) = u1, ux(0, t) = w0, ux(1, t) = w1, t > 0.
Los autores probaron que si u0, u1 > 0, w0, w1 ∈ R y uI es integrable y
satisface
∫ 1
0 uI − log uIdx < ∞ entonces existe una solucio´n de´bil u del pro-
blema que satisface u(x, t) ≥ 0 en (0, 1) × (0,∞), u ∈ L5/2loc
(
0,∞;W 1,1(0, 1)) ∩
W 1,1loc
(
0,∞;H−2(0, 1)) y log u ∈ L2loc (0,∞;H2(0, 1)).
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Tambie´n probaron que si u0, u1 > 0, w0, w1 ∈ R, entonces existe una u´nica
solucio´n cla´sica de
(u (log u)xx)xx = 0 en (0, 1), u(0) = u0, u(1) = u1, ux(0) = w0, ux(1) = w1,
tal que u(x) ≥ m > 0 para todo x ∈ [0, 1] y la constante m depende so´lo de los
datos de borde.
Si u∞ es la u´nica solucio´n de la estacionaria, definen la entrop´ıa relativa por
E(t) =
∫ 1
0
(
u log
(
u
u∞
)
− u+ u∞
)
dx.
Suponiendo que (log u∞)xx ≤ 0 prueban que
dE(t)
dt
+ I ≤ 0,
donde I denota a la produccio´n de entrop´ıa. Este te´rmino es estimado consi-
guiendo, en consecuencia, la siguiente desigualdad sobre la entrop´ıa
dE(t)
dt
+ 2λE(t) ≤ 0,
para cierto λ > 0. La desigualdad de Gronwall implica la convergencia en entrop´ıa
relativa. Luego, la utilizacio´n de desigualdades del tipo Csiszar-Kullback da la
tasa de decaimiento
‖u(., t)− u∞‖L1(0,1) ≤ Ce−λt, para t > 0,
donde λ y C son constantes que so´lo dependen del dato inicial y de los datos de
borde.
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Cap´ıtulo 4
Comportamiento asinto´tico de
soluciones globales de
ut = ∆u + u
p
Estudiamos el comportamiento asinto´tico de las soluciones no negativas del
problema semilineal parabo´lico{
ut = ∆u+ u
p, x ∈ RN , t > 0
u(x, 0) = u0, x ∈ RN , t = 0.
A partir del trabajo [23] es conocido que la solucio´n no negativa u(x, t) de este
problema estalla en tiempo finito para 1 < p < 1+ 2/N . Adema´s, si p > 1+ 2/N
y la norma de u0 es suficientemente pequen˜a, el problema admite una solucio´n
global. En este cap´ıtulo usamos el me´todo de entrop´ıa para obtener la tasa de
decaimiento de la solucio´n global u(., t).
4.1. Introduccio´n
Consideramos al problema semilineal parabo´lico{
ut = ∆u+ u
p, x ∈ RN , t > 0
u(x, 0) = u0, x ∈ RN , t = 0,
(4.1)
donde p > 1 y u0 es no negativa y no trivial. El intere´s en este cap´ıtulo es estudiar
el comportamineto as´ıntotico de soluciones globales en tiempo para obtener su
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tasa de decaimiento. Este tema ha sido tratado por varios autores con una va-
riedad de te´cnicas. Por una lado, herramientas esta´ndar basadas en estimaciones
a priori o algu´n tipo de principio del ma´ximos han sido aplicadas, por ejemplo,
en [23, 28, 30, 31, 45]. Por otro lado, autores como Bricmont, Kupiainen y Lin,
basados en te´cnicas de renormalizacio´n, han desarrollado un me´todo general para
el estudio del comportamiento asinto´tico de ecuaciones diferenciales parciales no
lineales de tipo parabo´lico (ver [9]) y, tambie´n consideraron el problema cla´sico
del blow-up de las soluciones de ecuaciones de calor no lineal (ver [8]). Aca´, este
tema sera´ tratado usando el me´todo de entrop´ıa. Este me´todo ha sido aplicado
exitosamente, por ejemplo, por J.A. Carrillo y G. Toscani [11] para el compor-
tamiento asinto´tico de soluciones globales de una ecuacio´n del tipo Fokker-Planck
(ver cap´ıtulo 3, subseccio´n 3.2.1).
En [23], Fujita considero´ el problema de evolucio´n (4.1) y probo´ la existencia
de un exponente cr´ıtico p∗ = 1 + 2N , el cual es llamado exponente de Fujita.
Este exponente satisface
para p > p∗, si la norma de u0 es suficientemente pequen˜a, existe una
solucio´n cla´sica positiva y global en tiempo de (4.1) la cual decae a cero
cuando t→∞, en el otro caso la solucio´n estalla en tiempo finito;
para 1 < p < p∗ y cualquier eleccio´n de la condicio´n inicial u0, toda solucio´n
positiva de (4.1) estalla en tiempo.
En el caso p = p∗ Hayakawa [28] probo´ que toda solucio´n positiva de (4.1)
tiene el mismo comportamiento que en el caso 1 < p < p∗. Este hecho tambie´n
ha sido probado por Kobayashi, Sirao y Tanaka [33].
El objetivo principal de este cap´ıtulo es obtener la tasa de decaimiento de la
solucio´n global u(x, t) del problema (4.1) cuando t → ∞. Ma´s especificamente,
deducimos que bajo ciertas hipo´tesis, la norma L2 de u(x, t) decae con la tasa
‖u(x, t)‖L2 ≤ C (t+ 1)−
N
4 , t ≥ t1 ,
para cierto tiempo t1 > 0, como tambie´n la norma L
q de u(x, t)
‖u(x, t)‖Lq ∼ t−
1
p−1
− 2
q
(
N
4
− 1
p−1
)
.
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La organizacio´n de este cap´ıtulo es como sigue. La seccio´n 2 contiene notacio´n
y algunos resultados previos que son necesarios para las siguientes secciones. En la
seccio´n 3 damos un breve resumen acerca de los pasos del me´todo de entrop´ıa. En
la seccio´n 4 obtenemos el decaimiento exponencial para la produccio´n de entrop´ıa
y para la entrop´ıa. La u´ltima seccio´n esta´ dedicada a deducir el comportamiento
asinto´tico de la solucio´n global mencionado arriba.
4.2. Preliminares
La idea es transformar la ecuacio´n del problema (4.1) con el objetivo de
obtener informacio´n importante sobre el comportamiento asinto´tico de la solucio´n
global. Para esto emplearemos el cambio de variables utilizado por Kavian [30] y
Kawanago [31]. Este es,
v(y, s) = (t+ 1)
1
p−1 u(x, t),
x = (t+ 1)1/2y y t = es − 1. (4.2)
Entonces, v(y, s) resulta ser solucio´n del problema{
vs = ∆v +
y
2 .∇v + vp−1 + vp, y ∈ RN , s > 0
v(y, 0) = u0, y ∈ RN .
(4.3)
Notemos que el problema (4.3) tienen la misma condicio´n inicial que el problema
(4.1).
Trabajaremos con los siguientes espacios funcionales con peso.
Definicio´n 4.2.1. Dado r ≥ 1, el espacio Lr (RN) pesado, con peso ρ(y) =
exp(|y|2/4), es el espacio Lrρ
(
R
N
)
=
{
f /
∫
RN
|f |rρ dy <∞} y la norma en dicho
espacio esta´ dada por ‖f‖Lrρ(RN ) =
(∫
RN
(f(y))r ρ dy
)1/r
.
En particular, para el caso r = 2, tenemos el espacio de Hilbert
L2ρ
(
R
N
)
=
{
f /
∫
RN
|f |2ρ dy <∞
}
con el producto interno definido por (f, g)L2ρ(RN ) =
∫
RN
fg ρ dy y la norma dada
por ‖f‖L2ρ(RN ) = (f, f)
1
2 .
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Definicio´n 4.2.2. Definimos el espacio de Hilbert H1
(
R
N
)
pesado, con peso
ρ(y) = exp(|y|2/4), al espacio de Hilbert H1ρ
(
R
N
)
=
{
f ∈ L2ρ/∇f ∈ L2ρ
}
con el
producto interno (f, g)H1ρ(RN ) = (f, g)L2ρ(RN ) + (∇f,∇g)L2ρ(RN ) y la correspon-
diente norma ‖f‖H1ρ(RN ) =
[
‖f‖2
L2ρ(R
N )
+ ‖∇f‖2
L2ρ(R
N )
] 1
2
.
Definicio´n 4.2.3. El espacio H2
(
R
N
)
pesado, con peso ρ(y) = exp(|y|2/4), es
el espacio definido por
H2ρ
(
R
N
)
=
{
f ∈ L2ρ
(
R
N
)
/ ∂if, ∂
2
ijf ∈ L2ρ
(
R
N
)
para todo i, j = 1 . . . N
}
.
A partir de ahora, los espacios Lrρ
(
R
N
)
, H1ρ
(
R
N
)
y H2ρ
(
R
N
)
sera´n notados
simplemente por Lrρ, H
1
ρ y H
2
ρ respectivamente. Como tambie´n las integrales∫
RN
. ρ dy sera´n notadas simplemente por
∫
. ρ dy.
Definicio´n 4.2.4. Para cada v ∈ H2ρ definimos al operador L por Lv = −△v −
y
2 .∇v.
El siguiente resultado sobre el operador L se encuentra en un art´ıculo de
Escobedo y Kavian [19].
Teorema 4.2.5 (Escobedo-Kavian, 1987). Consideremos al operador L definido
arriba, entonces
1. El operador L es autoadjunto y tiene inversa compacta.
2. Los autovalores de L son N+k−12 para todo k ≥ 1 entero.
Observacio´n 4.2.6. Debido a 2. del teorema 4.2.5, λ1 =
N
2 es el menor autovalor
de L y, por lo tanto, es va´lida la siguiente desigualdad
N
2
‖v‖L2ρ ≤
∫
RN
|∇v|2ρ dy. (4.4)
A partir de esta definicio´n, notemos que la ecuacio´n en (4.3) puede ser escrita
en la forma
vs = −Lv + v
p− 1 + v
p. (4.5)
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Observacio´n 4.2.7. La ventaja de utilizar el cambio de variables (4.2) esta´ en
el hecho que el operador L definido arriba tiene inversa compacta y, por lo tanto,
la ecuacio´n (4.5) puede ser estudiada de la misma manera que la ecuacio´n del
calor ut = ∆u+ u
p en una regio´n acotada Ω ⊂ RN .
Es conocido que us = C(N, p) |x|−
2
p−1 donde C(N, p) =
[
2
p−1
(
N − 2pp−1
)] 1
p−1
,
es un equilibrio singular de (4.1), esto es, us es una solucio´n de la ecuacio´n de
Lane-Emden
△u+ up = 0, x ∈ RN u > 0, N ≥ 3.
La ecuacio´n de Lane-Emden surge en aplicaciones de astrof´ısica y geometr´ıa Rie-
manniana. Es conocido que este hecho so´lo es posible para aquellos valores de
p que verifican p ≥ NN−2 , dado que Gidas y Spruck [25] probaron que no hay
soluciones estacionarias en cualquier otro caso.
El siguiente resultado es de un trabajo de Wang [45] y da el decaimiento de
la solucio´n u(x, t) de (4.1) en L∞.
Teorema 4.2.8 (Wang, 1993). Supongamos que N ≥ 3, p > NN−2 y que el dato
inicial u0 cumple que 0 ≤ u0(x) ≤ λ us, donde 0 < λ < 1, entonces (4.1) tiene
una u´nica solucio´n global cla´sica u(x, t) con 0 ≤ u ≤ λus. E´sta tambie´n satisface
que
u(x, t) ≤ [(λ1−p − 1)(p− 1) t]− 1p−1 ,
para todo t > 0.
Observacio´n 4.2.9. Esta desigualdad, en te´rminos del problema (4.3), puede
expresarse de la siguiente manera
v(y, s) ≤ 1
[(λ1−p − 1)(p− 1)] 1p−1
[
es
es − 1
] 1
p−1
, (4.6)
para todo s > 0.
De ahora en adelante, asumiremos que se cumplen las hipo´tesis del teorema
de Wang. Adema´s, a partir de ahora trabajaremos en el conjunto de soluciones
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globales v de (4.3) tales que v ∈ X, con
X =
{
f ∈ H1ρ ∩ L∞/ f ≥ 0 y l´ıms→∞
∫
RN
|∇f(s)|2ρ dy = 0
}
.
4.3. Me´todo de entrop´ıa
Estudiaremos el comportamiento asinto´tico de las soluciones globales en tiem-
po del problema (4.3). Para esto, usaremos el me´todo de entrop´ıa ya mencionado.
La aplicacio´n esencial de este me´todo consistira´ en los siguientes pasos.
Definir una funcional de entrop´ıa E(v(s)) adecuada para la ecuacio´n
(4.3) y estudiar sus propiedades.
Calcular la produccio´n de entrop´ıa
I(v(s)) = − d
ds
E(v(s)) .
Calcular la derivada de la produccio´n de entrop´ıa y obtener una ecuacio´n
diferencial del tipo
d
ds
I(v(s)) = − C I(v(s))−R(s) ,
para cierta constante C > 0 y cierta funcio´n R(s).
Probar las propiedades de R(s) que nos permitan obtener un decaimiento
exponencial de I(v(s)),
I(v(s)) ≤ A e−Cs .
Obtener la misma tasa de decaimiento para E(v(s)) a partir de los items
previos, ma´s espec´ıficamente
E(v(s)) ≤ B e−Cs , para s ≥ s1 y cierta s1 > 0.
Dar una cota de ‖v‖L2ρ en te´rminos de la entrop´ıa y de la produccio´n de
entrop´ıa la cual permita arrivar a la conclusio´n sobre el decaimiento de la
norma mencionado.
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La misma funcional introducida por Kavian y Kawanago ([30] y [31] respec-
tivamente) sera´ usada en este caso como funcional de entrop´ıa. A continuacio´n
damos la definicio´n de la misma.
Definicio´n 4.3.1. Para todo v ∈ H1ρ∩Lp+1ρ la funcional de entrop´ıa esta´ defi-
nida por
E(v) =
∫
RN
[
1
2
|∇v|2 − 1
2(p− 1) v
2 − 1
p+ 1
vp+1
]
ρ dy .
Observacio´n 4.3.2. Notar que v∞ = 0 es un equilibrio de (4.3) y, adema´s,
E(v∞) = 0. Por lo tanto, al definir la funcional de entrop´ıa relativa obtenemos
que E(v(s)|v∞) = E(v(s)) − E(v∞) = E(v(s)). De esta manera, para ver que
v → v∞ = 0 en entrop´ıa relativa debemos ver que E(v(s))→ 0 cuando s→∞.
s
E(v(0))
E(v(s))
Figura 4.1: Funcional de entrop´ıa E(v(s))
Con el fin de obtener el decaimiento anunciado arriba, son necesarias algunas
propiedades de esta funcional. Estas propiedades esta´n resumidas en la pro´xima
proposicio´n. La primera de ellas fue probada por Kavian en [30].
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Proposicio´n 4.3.3. Sea u0 ∈ H1ρ ∩ L∞, u0 ≥ 0, E(u0) < ∞ y v = v(y, s) la
solucio´n global de (4.3), v ∈ X. Entonces
1. Existe s0 ≥ 0 tal que E(v(s0)) ≤ 0 y v(s0) 6= 0, v estalla en tiempo finito;
2. ddsE(v(s)) = −I(v(s)) donde I(v(s)) =
∫
RN
v2sρ dy;
3. Existe M := l´ım
s→∞E(v(s)) y, adema´s, M = 0.
Definicio´n 4.3.4. La funcional I(v(s)) de la proposicio´n 4.3.3 es llamada pro-
duccio´n de entrop´ıa.
Demostracio´n. Para ver la demostracio´n de la primer propiedad, ver [30]. Para
ver la segunda, derivamos a E(v(s)) con respecto a s, obteniendo que
d
ds
E(v(s)) =
∫
RN
[
∇v.∇vs − 1
p− 1vvs − v
pvs
]
ρ dy.
Ahora integramos por partes en el primer te´rmino de la integral de arriba para
escribir la derivada de la siguiente manera
d
ds
E(v(s)) = −
∫
RN
div(∇v ρ)vs dy −
∫
RN
[
1
p− 1vvs + v
pvs
]
ρ dy
= −
∫
RN
[∆v ρ+∇v.∇ρ] vs dy −
∫
RN
[
1
p− 1vvs + v
pvs
]
ρ dy
= −
∫
RN
[
∆v +
1
2
y.∇v + 1
p− 1v + v
p
]
vsρ dy
= −
∫
RN
v2sρ dy = −I(v(s))
donde en el u´ltimo paso utilizamos que v es la solucio´n de (4.3) y la definicio´n de
la produccio´n de entrop´ıa.
Para probar la tercer propiedad, primero observar que debido a la propiedad
2. tenemos que E(v(s)) es no creciente. Debido a 0 ≤ E(v(s)) ≤ E(v(0)) < ∞,
la existencia del l´ımite esta´ garantizada. Por lo tanto, solamente debemos ver
que el l´ımite es igual a cero. Para esta cuestio´n, notamos que el primer te´rmino
en la expresio´n de E(v(s)) tiende a cero cuando s → ∞ dado que v ∈ X. El
segundo te´rmino de esta expresio´n tambie´n va a cero cuando s→∞ debido a la
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desigualdad (4.4). Para ver el comportamiento del tercer te´rmino de la funcional
de entrop´ıa usamos la desigualdad (4.6) y obtenemos
0 ≤
∫
RN
1
p+ 1
vp+1ρ dy
≤
[
es
es − 1
]
1
(λ1−p − 1)(p2 − 1)
∫
RN
v2ρ dy.
La u´ltima expresio´n puede ser acotada para valores grandes de s como sigue a
continuacio´n∫
RN
1
p+ 1
vp+1ρ dy ≤ C 1
(λ1−p − 1)(p2 − 1)
∫
RN
v2ρ dy,
donde C es una constante positiva. Teniendo en cuenta la u´ltima desigualdad,
obtenemos que el tercer te´rmino de E(v(s)) tiende a cero cuando s→∞.
Ahora, queremos probar el decaimiento de la produccio´n de entrop´ıa y, como
consecuencia, el decaimiento de la funcional de entrop´ıa. Esto sera´ mostrado en
la pro´xima seccio´n.
4.4. Decaimiento de la funcional de entrop´ıa
El ca´lculo de dI(v(s))ds es necesario para obtener el decaimiento de la produccio´n
de entrop´ıa. Escribimos a esta derivada de manera conveniente usando que v es
la solucio´n de la ecuacio´n (4.3). Esto es,
d
ds
I(v(s)) =
∫
RN
2 vsvssρ dy
=
∫
RN
2 vs
[
∆vs +
y
2
.∇vs + vs
p− 1 + pv
p−1vs
]
ρ dy
=
2
p− 1 I(v(s))− 2 (Lvs, vs) + 2p
∫
RN
vp−1v2sρ dy
= −2γ I(v(s))− 2 R(s), (4.7)
donde γ es la constante positiva definida por γ = N2 − 1p−1 y R(s) es la funcio´n
dada por
R(s) = (Lvs, vs)L2ρ −
N
2
‖vs‖2L2ρ − p
∫
RN
vp−1v2sρ dy . (4.8)
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4.4.1. Algunos lemas previos
Necesitamos tener ma´s informacio´n acerca de R(s) que permita sacar alguna
conclusio´n acerca del decaimiento de la produccio´n de entrop´ıa. Este es el objetivo
de los pro´ximos tres lemas.
Lema 4.4.1. Sea v ∈ H2ρ y Ω ⊂ RN un conjunto abierto. Entonces∫
Ω
(vLv − N
2
v2)ρ dy ≥ 0 .
Demostracio´n. Observemos que, si XΩ es la funcio´n caracter´ıstica del conjunto
Ω, entonces ∫
Ω
vLv ρ dy =
∫
RN
(vLv) XΩ ρ dy
=
∫
RN
v XΩ(Lv) XΩ ρ dy .
Debido a (Lv) XΩ = L(v XΩ) en casi todo punto, tenemos que∫
Ω
vLv ρ dy =
∫
RN
v XΩL(v XΩ) ρ dy
≥ N
2
∫
RN
(v XΩ)2 ρ dy (4.9)
=
N
2
∫
RN
v2 XΩ ρ dy
=
N
2
∫
Ω
v2 ρ dy,
donde la desigualdad en (4.9) es una consecuencia directa de (4.4). A partir del
u´ltimo ca´lculo queda demostrada la afirmacio´n del lema.
Lema 4.4.2. Sea f ∈ L1(RN ) tal que ∫Ω f dy ≥ 0 para todo conjunto abierto
Ω ⊂ RN . Entonces, f ≥ 0 en casi todo punto en RN .
Demostracio´n. Suponemos que f no es no negativa en casi todo punto, entonces
existe un conjunto medible Ω tal que m(Ω) > 0 y f < 0 en Ω. Aca´, m(Ω) denota
la medida de Lebesgue en RN del conjunto Ω. Entonces,
α =
∫
Ω
f dy < 0.
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Para cada n ∈ N, existe un conjunto abierto Gn ⊂ RN tal que Ω ⊂ Gn y
m(Gn −Ω) < 1n . Podemos elegir a estos conjuntos abiertos Gn de manera que la
sucesio´n (Gn)n sea decreciente con la inclusio´n. Entonces, observemos que∫
Gn
f dy = α+
∫
Gn−Ω
f dy
= α+
∫
RN
ϕn dy (4.10)
donde ϕn = X(Gn−Ω)f . Es bastante claro que las funciones ϕn son funciones
integrables, satisfacen |ϕn| ≤ |f | y, adema´s, verifican que ϕn → 0 cuando n →
∞ en casi todo punto. Entonces, debido al teorema de convergencia dominada,
resulta que
l´ım
n→∞
∫
RN
ϕn dy = 0.
Gracias a la u´ltima igualdad deducimos que existe un nu´mero natural N0, tal que
para todo n ≥ N0 ∣∣∣∣
∫
RN
ϕn dy
∣∣∣∣ < |α|2 . (4.11)
Usando esta desigualdad en (4.10), vemos que esta verifica∫
Gn
f dy ≤ α+
∣∣∣∣
∫
RN
ϕn dy
∣∣∣∣
< α+
|α|
2
=
α
2
,
para todo n ≥ N0. Esto es, la integral de la funcio´n f sobre los conjuntos abiertos
Gn, para n ≥ N0, es negativa. Este hecho contradice la hipo´tesis del lema.
El siguiente lema provee una cota de R(s) en te´rminos de una nueva funcio´n
no negativa con decaimiento exponencial.
Lema 4.4.3. Bajo las mismas hipo´tesis del teorema de Wang y si adema´s se
cumple que λ <
[
3p−1
γ(p−1)2 + 1
] 1
1−p
, entonces la funcio´n R(s) definida por (4.8)
satisface R(s) ≥ −12 K(s) para cierta funcio´n K(s) que verifica
1. K(s) ≥ 0,
2. existe una constante a > 0 y un tiempo s1 > 0, el cual depende de p, N y
λ, tal que
K(s) ≤ K(s1) e−(2γ+a)s, para s ≥ s1, y
35
CAPI´TULO 4 4.4. Decaimiento de la funcional de entrop´ıa
3.
∫∞
0 e
2γsK(s) ds ≤ C, para C una constante positiva adecuada.
Demostracio´n. Definimos la funcio´n K(s) como sigue
K(s) = 2p
∫
RN
vp−1v2sρ dy.
Es claro queK(s) es no negativa. Para ver 2., calculamos la derivada de la funcio´n
K(s) y la escribimos convenientemente utilizando que es solucio´n de (4.3).
dK(s)
ds
= 2p
∫
RN
[(p− 1) vp−2v3s + 2 vp−1vsvss]ρ dy
= 2p(p− 1)
∫
RN
vp−2v2s
(
−Lv + v
p− 1 + v
p
)
ρ dy
+4p
∫
RN
vp−1vs
(
−Lvs + vs
p− 1 + pv
p−1vs
)
ρ dy
=
(
1 +
2
p− 1
)
K(s) + 2p (3p− 1)
∫
RN
v2p−2v2s ρ dy (4.12)
−2p (p− 1)
∫
RN
vp−2v2sLv ρ dy − 4p
∫
RN
vp−1vsLvs ρ dy.
Para conseguir una cota del segundo de los cuatro te´rminos de (4.12), usamos la
desigualdad (4.6) para obtener que
2p (3p− 1)
∫
RN
v2p−2v2s ρ dy ≤
3p− 1
(λ1−p − 1)(p− 1)
es
es − 1 K(s). (4.13)
Para la cota del tercer te´rmino, aplicamos primero los lemas 4.4.1 y 4.4.2 para
deducir que vLv − N2 v2 ≥ 0 a.e., recordando que vp−3v2s ≥ 0 concluimos que∫
RN
(vLv − N
2
v2) vp−3v2s ρ dy ≥ 0 .
Esta desigualdad conduce ra´pidamente a una cota del tercer te´rmino de (4.12) la
cual es un mu´ltiplo de K(s).
2p (p− 1)
∫
RN
vp−2v2sLv ρ dy ≥ 2p (p− 1)
N
2
∫
RN
vp−1v2s ρ dy
= (p− 1) N
2
K(s). (4.14)
Para el u´ltimo te´rmino de (4.12), usamos vsLvs − N2 v2s ≥ 0 a.e. (esto se debe a
los lemas 4.4.1 y 4.4.2) y vp−1 ≥ 0. Obtenemos que∫
RN
(vsLvs − N
2
v2s) v
p−1 ρ dy ≥ 0 .
36
CAPI´TULO 4 4.4. Decaimiento de la funcional de entrop´ıa
Esta desigualdad permite acotar al u´ltimo te´rmino de (4.12) por un mu´ltiplo de
K(s) como sigue
4p
∫
RN
vp−1vsLvs ρ dy ≥ 2p N
∫
RN
vp−1v2s ρ dy
= N K(s). (4.15)
Entonces, tomando en cuenta (4.13),(4.14) y (4.15), tenemos que
dK(s)
ds
≤ −
(
N − 2
p− 1
)
K(s) +
(
1− (p− 1) N
2
)
K(s)
+
3p− 1
(λ1−p − 1)(p− 1)
es
es − 1 K(s)
= −2γ K(s)− µ(s) K(s).
donde
µ(s) = −1 + (p− 1) N
2
− (3p− 1)
(λ1−p − 1)(p− 1)
es
es − 1
= (p− 1) γ − (3p− 1)
(λ1−p − 1)(p− 1) w(s), (4.16)
con w(s) = e
s
es−1 . Ahora, debemos probar que µ(s) > 0 para s ≥ s1, donde s1 es
un tiempo que depende de p, N y λ. Es claro que, debido a (4.16), es equivalente
pedir que para w(s) < B, donde B es la constante definida por
B =
γ (p− 1)2 (λ1−p − 1)
3p− 1 .
Podemos tomar s1 = w
−1(1+B2 ) consiguiendo que µ(s) > 0 para s ≥ s1, dado que
B > 1 debido a la hipo´tesis del lema. Entonces, una cota de la derivada de K(s)
es obtenida a partir de
dK(s)
ds
≤ −(2γ + a) K(s), s ≥ s1,
donde a es una constante positiva (es posible elegir, por ejemplo, a = µ(s1)2 ).
Por lo tanto, a partir de un cierto s1 > 0, la funcio´n K(s) tiene una tasa de
decaimiento exponencial. Esto es,
K(s) ≤ K(s1) e−(2γ+a)s. (4.17)
Esta afirmacio´n prueba la segunda parte del lema. La u´ltima parte del lema puede
ser deducida inmediatamente a partir de las partes previas.
37
CAPI´TULO 4 4.4. Decaimiento de la funcional de entrop´ıa
4.4.2. Decaimiento de I(v(s)) y de E(v(s))
Aplicando el lema anterior a (4.7), obtenemos el decaimiento mencionado para
la produccio´n de entrop´ıa tal como sera´ probado en el siguiente teorema.
Teorema 4.4.4. Bajo las hipo´tesis del lema 4.4.3 y si, adema´s, I(u0) < ∞,
entonces I(v(s)) tiene una tasa de decaimiento exponencial. Ma´s precisamente,
I(v(s)) ≤ [I(u0) + C] e−2γs.
Demostracio´n. A partir de la expresio´n (4.7) obtenemos
e2γs
d
ds
I(v(s)) + 2γe2γs I(v(s)) = −2Re2γs
d
ds
(
e2γs I(v(s))
)
= −2 e2γs R(s).
Utilizamos ahora el lema 4.4.3, para encontrar una cota en te´rminos de K(s),
esto es
d
ds
(
e2γs I(v(s))
) ≤ e2γs K(s).
Integrando entre 0 y s y utilizando la propiedad 3. del lema 4.4.3 obtenemos
e2γs I(v(s))− I(v(0)) ≤
∫ s
0
e2γσ K(σ) dσ
≤
∫ ∞
0
e2γσ K(σ) dσ ≤ C.
De la u´ltima desigualdad se deduce directamente que
I(v(s)) ≤ [I(u0) + C] e−2γs.
Ahora estamos en condiciones de probar que la funcional de entrop´ıa decae
exponencialmente. Esto es lo que se probara´ en el pro´ximo teorema.
Teorema 4.4.5. Bajo las hipo´tesis del teorema 4.4.4, la funcional de entrop´ıa
E(v(s)) tiene decaimiento exponencial, esto es,
E(v(s)) ≤ C e−2γs, para todo s ≥ s1,
para cierto s1 > 0 el cual depende de p, N y λ, y para cierta constante positiva
C que depende de I(u0), p, N y λ.
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Demostracio´n. A partir de 2. de la proposicio´n 4.3.3 y la expresio´n (4.7), tenemos
que
dE(v(s))
ds
=
1
2γ
dI(v(s))
ds
+
1
γ
R
≥ 1
2γ
dI(v(s))
ds
− 1
2γ
K(s), (4.18)
donde la desigualdad en (4.18) es debido a la cota de R(s) en te´rminos de K(s).
Ahora, integrando por partes entre s y b en (4.18) y usando la parte 2. del lema
4.4.3 obtenemos
E(v(b)) − E(v(s)) ≥
≥ 1
2γ
[I(v(b))− I(v(s))]− 1
2γ
(
K(s1)
2γ + a
e−(2γ+a)σ
)∣∣∣∣
b
s
,
for every s ≥ s1. Tomando l´ımite para b→∞ y usando la parte 3. de la proposi-
cio´n 4.3.3, conseguimos que
E(v(s)) ≤ 1
2γ
I(v(s)) +
K(s1)
2γ (2γ + a)
e−(2γ+a)s,
para todo s ≥ s1. Por lo tanto, debido al teorema (4.4.4), se llega al decaimiento
anunciado para la funcional de entrop´ıa
E(v(s)) ≤ C e−2γs, para todo s ≥ s1.
4.5. Comportamiento asinto´tico de la solucio´n
Para finalizar con la aplicacio´n de este me´todo, debemos obtener una cota de
la norma de la solucio´n v(s) en te´rminos de la entrop´ıa E(v(s)) y de la produccio´n
de entrop´ıa I(v(s)). Para este propo´sito definimos la siguiente funcio´n g(s)
g(s) =
1
2
∫
RN
v2(s) ρ dy . (4.19)
El siguiente lema provee una cota de la funcio´n g(s) en te´rminos de E(v(s))
y de I(v(s)), esto es, una cota de la norma de v(s) en el espacio L2ρ.
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Teorema 4.5.1. Bajo las hipo´tesis del teorema (4.4.4) y si, adema´s, p > p˜ ,
donde p˜ esta´ definido por
p˜ =
{
N
N−2 , N = 3 ,
1 + 4N , N ≥ 4 ,
entonces
1.
(
p−1
2 N − 2
)
g(s) ≤ 12 I(v(s)) + (p+ 1) E(v(s)) y
2. g(s) ≤ C e−2γs para todo s ≥ s1, donde s1 es un nu´mero positivo que
depende de p, N y λ, y C es cierta constante positiva que depende de I(u0),
p, N y λ.
Demostracio´n. Observemos que la derivada de la funcio´n g(s) satisface
g′(s) =
∫
RN
vvs ρ dy (4.20)
≤
∫
RN
[
1
2
v2 +
1
2
v2s
]
ρ dy = g(s) +
1
2
I(v(s)). (4.21)
Por otro lado, podemos obtener otra expresio´n para g′(s) reemplazando vs en
(4.20) de acuerdo al problema (4.3) e integrando por partes en el primer te´rmino
de la integral llegamos a
g′(s) =
∫
RN
v
(
−Lv + v
p− 1 + v
p
)
ρ dy
=
∫
RN
(
− |∇v|2 + v
2
p− 1 + v
p+1
)
ρ dy
=
∫
RN
(
− |∇v|2 + v
2
p− 1 +
2
p+ 1
vp+1
)
ρ dy +
+
(
1− 2
p+ 1
)∫
RN
vp+1 ρ dy
= −2E(v(s)) + p− 1
p+ 1
∫
RN
vp+1 ρ dy
Ahora reemplazamos a vp+1 utilizando la ecuacio´n (4.3), obteniendo que
g′(s) = −2E(v(s)) + p− 1
p+ 1
∫
RN
(
vvs + vLv − v
2
p− 1
)
ρ dy
= −2E(v(s)) + p− 1
p+ 1
g′(s) +
p− 1
p+ 1
(Lv, v)− 1
p+ 1
g(s)
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de donde deducimos la siguiente igualdad
g′(s) = −(p+ 1) E(v(s)) + p− 1
2
(Lv, v)− g(s). (4.22)
Debido a (4.4), (4.21) y (4.22), tenemos que(
p− 1
2
N − 2
)
g(s) ≤ 1
2
I(v(s)) + (p+ 1) E(v(s)) .
Como p > 4N + 1 y usando las cotas de la entrop´ıa y la produccio´n de entrop´ıa
en los teoremas 4.4.4 y 4.4.5, respectivamente, conseguimos
g(s) ≤ C e−2γs for s ≥ s1 ,
donde C es una constante positiva la cual depende de N , p, λ y I(v(0)).
Gracias a la definicio´n (4.19), podemos deducir el decaimiento de la norma
de v(s) en el espacio L2ρ el cual es el objetivo del siguiente teorema.
Teorema 4.5.2. Bajo las hipo´tesis del teorema 4.5.1, se tiene que
‖v(y, s)‖L2ρ ≤ C e−γs , s ≥ s1 ,
para s1 > 0 que depende de p, N y λ, y para cierta constante positiva C que
depende de I(u0), p, N y λ.
Ahora podemos usar nuevamente el cambio de variables (4.2) con el fin de
obtener el decaimiento de la solucio´n u(x, t) de (4.1), consiguiendo el pro´ximo
resultado.
Teorema 4.5.3. Bajo las hipo´tesis del teorema 4.5.1, se tiene que
‖u(x, t)‖L2 ≤ C (t+ 1)−
N
4 , t ≥ t1 ,
para t1 > 0 que depende de p, N y λ, y para cierta constante positiva C que
depende de I(u0), p, N y λ.
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Demostracio´n. Observemos que por el cambio de variables (4.2)
‖v(y, s)‖2L2 =
∫
RN
(v(y, s))2 dy
=
∫
RN
(t+ 1)
2
p−1 (u(x, t))2
dx
(t+ 1)
N
2
= e
( 2
p−1
−N
2
)s
∫
RN
(u(x, t))2 dx
= e(−2γ+
N
2
)s‖u(x, t)‖2L2
De esta igualdad junto al teorema 4.5.2 llegamos a
‖u(x, t)‖2L2 = e(2γ−
N
2
)s‖v(y, s)‖2L2
≤ e(2γ−N2 )s‖v(y, s)‖2L2ρ
≤ Ce(2γ−N2 )s e−2γs = Ce−N2 s,
para todo s ≥ s1. De la u´ltima desigualdad podemos deducir que
‖u(x, t)‖L2 ≤ C(t+ 1)−
N
4 ,
para t ≥ t1 como quer´ıamos ver.
Corolario 4.5.4. Bajo las hipo´tesis del teorema 4.5.1 y si q ≥ 2, la norma
‖u(t)‖Lq decae con la siguiente tasa
‖u(x, t)‖Lq ∼ t−
1
p−1
− 2
q
(
N
4
− 1
p−1
)
, (4.23)
for t ≥ t1.
Demostracio´n. Simplemente se utiliza el teorema de interpolacio´n entre L∞ y L2,
ya que tenemos los decaimientos en estos espacios debido al teorema de Wang
4.2.8 y al teorema 4.5.3.
Observacio´n 4.5.5. Notar que, si bien el decaimiento de la norma ‖u‖Lq ∼
t
−N
2
(
1− 1
q
)
obtenido por Kawanago en [31] es mejor que (4.23) en el caso q > 2 y es
el mismo para q = 2, el resultado obtenido en [31] es va´lido para N+2N < p <
N+2
N−2
y el resultado obtenido en este cap´ıtulo corresponde al rango ma´s amplio p > p˜ .
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Observacio´n 4.5.6. El decaimiento obtenido en el teorema 4.5.3 es a partir de
un tiempo t1 en adelante. En el cap´ıtulo 5 vamos a conseguir que tal decaimiento
sea para todo t > 0 para el caso en que u(x, t) sea solucio´n de la ecuacio´n
ut = ∆u+f(u), donde la funcio´n f cumple determinadas hipo´tesis que generalizan
el caso f(u) = up. Esto va a ser posible ya que en ese cap´ıtulo estudiaremos el
signo de vs que nos permitira´ prescindir de la utilizacio´n de la cota de la norma
‖v(., s)‖L∞ en la aplicacio´n del me´todo de entrop´ıa.
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Cap´ıtulo 5
Comportamiento asinto´tico de
soluciones globales de
ut = ∆u + f (u)
Estudiamos la existencia de soluciones no negativas de la ecuacio´n de reaccio´n-
difusio´n {
ut = ∆u+ f(u), x ∈ RN , t > 0
u(x, 0) = u0, x ∈ RN , t = 0,
y damos condiciones suficientes sobre u0 y f para la existencia de solucio´n global
del problema. Adema´s, bajo dichas hipo´tesis, estudiamos la tasa de decaimiento
de la norma ‖u(., t)‖L∞ y utilizamos el me´todo de entrop´ıa para obtener la tasa
de decaimiento de la norma ‖u(., t)‖L2 .
5.1. Introduccio´n
Consideramos el problema parabo´lico{
ut = ∆u+ f(u), x ∈ RN , t > 0
u(x, 0) = u0, x ∈ RN , t = 0,
(5.1)
donde u0 es no negativo y no trivial y la funcio´n f : [0,∞)→ [0,∞). El te´rmino
f(u) de la ecuacio´n en (4.1) es usualmente llamado te´rmino de reaccio´n. Este
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nombre cambia a te´rmino de absorcio´n si se pide que f(u) ≤ 0. Un caso ma´s ge-
neral de la ecuacio´n (4.1), cuando f depende de (x, u,∇u), es usado para modelos
de conveccio´n los cuales aparecieron en el siglo XX para modelar procesos prin-
cipalmente en f´ısica y biolog´ıa. Con especial aplicacio´n a la meca´nica, tecnolog´ıa,
biof´ısica y ecolog´ıa. Ver por ejemplo [7, 41].
Tenemos que mecionar dos art´ıculos de Phuoc y Ve´ron [43, 44]. Uno de ellos,
[43] contiene el estudio de las propiedades globales y locales de las soluciones de
la ecuacio´n de calor pero con absorcio´n superlineal. El segundo [44], ma´s reciente,
trata sobre el estudio de una clase de ecuacio´n de calor degenerada con absorcio´n.
En estos dos papers los autores aplican la conocida aproximacio´n de Galerkin para
obtener la existencia de soluciones y sus propiedades. En este cap´ıtulo, utilizamos
el me´todo de entrop´ıa para deducir el decaimiento en tiempo de la norma de las
soluciones en L2.
Por un lado, el objetivo principal de este cap´ıtulo es obtener la tasa de de-
caimiento de las soluciones globales u(x, t) del problema (4.1) cuando t→∞. Ma´s
especificamente, deducimos que, bajo ciertas condiciones, la solucio´n satisface
‖u(x, t)‖L∞(RN ) ≤ G−1
(− (λ−p+1 − 1) t)
donde λ es una contante entre 0 y 1 y la funcio´n G es tal que el lado derecho de
la desigualdad anterior tiende a cero cuando t→∞.
Por otro lado, como mencionamos antes, usamos el me´todo de entrop´ıa para
deducir que, bajo ciertas hipo´tesis, la norma en L2 de u(x, t) decae con la tasa
‖u(x, t)‖L2 ≤ C(t+ 1)−
N
4 .
La organizacio´n de este cap´ıtulo es como sigue. En la seccio´n 2 damos algunos
preliminares y las hipo´tesis sobre f con algunos ejemplos de tal funcio´n. Esta
seccio´n tambie´n contiene la existencia y unicidad de la solucio´n del problema (5.1)
y la tasa de decaimiento de la norma ‖u(., t)‖L∞ . La seccio´n 3 esta´ dedicada a
obtener la existencia de supersolucio´n estacionaria. En la u´ltima seccio´n aplicamos
el me´todo de entrop´ıa para deducir el comportamiento asinto´tico de la solucio´n
global pero en la norma ‖u(., t)‖L2 .
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5.2. Existencia y unicidad de solucio´n.
Cota de la norma ‖u(., t)‖L∞(RN )
5.2.1. Preliminares
En primer lugar, el objetivo sera´ dar los resultados necesarios que garanticen
la existencia de solucio´n global de (5.1). Para esto, damos algunas definiciones.
Definicio´n 5.2.1. Cb
(
R
N
)
es el espacio de las funciones definidas sobre RN a
valores reales, continuas y acotadas.
El siguiente lema es un resultado conocido, el lector puede ver la demostracio´n
en [3, 45].
Lema 5.2.2 ([3, 45]). Supongamos que f ∈ C1(R) y u¯(x, t), u(x, t) ∈ C 2,1(RN ×
(0, T )) ∩ C(RN × [0, T )) son acotadas en RN × [0, T ′] para todo T ′ < T . Si
u¯(x, 0) ≥ u(x, 0) para todo x ∈ RN y{
u¯t −∆u¯ ≥ f(u¯), en RN × (0, T ) ,
ut −∆u ≤ f(u), en RN × (0, T ) ,
(5.2)
entonces u¯(x, t) ≥ u(x, t) para todo (x, t) ∈ RN × [0, T ). Adema´s, para cualquier
ϕ ∈ Cb(RN ) con u¯(x, 0) ≥ ϕ(x) ≥ u(x, 0) en RN , existe una u´nica solucio´n cla´sica
u(x, t) ∈ C 2,1(RN × (0, T )) ∩ C(RN × [0, T )) del problema{
ut = ∆u+ f(u), en R
N × (0, T ) ,
u(x, 0) = ϕ(x) en RN ,
(5.3)
con la propiedad u¯ ≥ u ≥ u en RN × [0, T ).
Definicio´n 5.2.3. Decimos que una funcio´n u¯ que satisface u¯t −∆u¯ ≥ f(u¯) en
R
N × (0, T ), es una supersolucio´n de (5.3).
Definicio´n 5.2.4. Decimos que una funcio´n u que satisface u¯t −∆u¯ ≤ f(u¯) en
R
N × (0, T ), es una subsolucio´n de (5.3).
Definicio´n 5.2.5. Decimos que una funcio´n u es una solucio´n cla´sica de (5.3)
si u ∈ C 2,1(RN × (0, T )) ∩ C(RN × [0, T )) y satisface (5.3).
46
CAPI´TULO 5
5.2. Existencia y unicidad de solucio´n.
Cota de la norma ‖u(., t)‖L∞(RN )
5.2.2. Hipo´tesis de f
Para garantizar la existencia de solucio´n global para (5.1) debemos ver un
resultado ana´logo al obtenido por Wang (ver [45]) para el caso en que f(x, t, u) =
|x|l up, pero aca´ se obtiene para f(x, t, u) = f(u) con f cumpliendo las condiciones
Hip 1. f : [0,∞)→ [0,∞) continua en [0,∞) y dos veces derivable en (0,∞).
Hip 2. Existe p > 1 tal que f(λt) ≤ λpf(t), para todo 0 ≤ λ ≤ 1 y para todo
t ≥ 0.
Hip 3. f ′ ≥ 0 en (0,∞).
Hip 4. f ′′ ≥ 0 en (0,∞).
Observacio´n 5.2.6. Notar que Hip 2 implica que
Si µ ≥ 1 entonces f(µx) ≥ µpf(x) para todo x ≥ 0.
En efecto, basta con tomar λ = 1µ y t = µx y luego aplicar Hip 2.
Observacio´n 5.2.7. Debido aHip 2 y a la observacio´n 5.2.6 se tiene el siguiente
comportamiento de f :
Para todo t ≤ 1 se cumple que f(t) ≤ f(1)tp.
Para todo t ≥ 1 se cumple que f(t) ≥ f(1)tp.
En la figura 5.1 pueden verse a las funciones f(t) y f(1)tp en un mismo gra´fico.
Observacio´n 5.2.8. Si suponemos que f es continua, se puede verificar fa´cil-
mente que Hip 2 es equivalente a pedir que f(0) = 0 y que la funcio´n f(t)tp sea
no decreciente. Adema´s, bajo estas condiciones y suponiendo la derivabilidad de
f(t), se tiene que
f ′(t) t ≥ p f(t). (5.4)
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f(1)tpf(t)
t
1
f(1)
Figura 5.1: Gra´ficos de f(t) y f(1)tp
En efecto, supongamos que se cumpleHip 2 y sean t1, t2 > 0 tales que t1 < t2,
entonces
f(t1) = f
(
t1
t2
t2
)
≤
(
t1
t2
)p
f(t2).
De esta desigualdad deducimos que
f(t1)
tp1
≤ f(t2)
tp2
,
de donde deducimos que f(t)tp es no decreciente. La condicio´n f(0) = 0 se deduce
inmediatamente de Hip 2 y de la continuidad de f .
Supongamos ahora que f(0) = 0 y que f(t)tp es no decreciente. Si λ = 0 o t = 0
entonces la desigualdad en Hip 2 es va´lida por ser f(0) = 0. Ahora supongamos
que λ ∈ (0, 1] y que t > 0, entonces λt ≤ t y, por lo tanto,
f(λt)
(λt)p
≤ f(t)
tp
.
De la u´ltima desigualdad obtenemos que f(λt) ≤ λpf(t), es decir, se satisface
Hip 2. Para verificar que se cumple (5.4) calculamos
(
f(t)
tp
)′
para todo t > 0,
obteniendo la siguiente expresio´n(
f(t)
tp
)′
=
f ′(t)t− pf(t)
tp+1
.
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Usando ahora que f(t)tp es no decreciente se prueba la desigualdad (5.4).
Ejemplos 5.2.9. Algunos ejemplos de posibles funciones f
Un ejemplo conocido de funcio´n f es f(u) = up, donde p > 1 y donde
el p que garantiza Hip. 2 es el mismo p de la definicio´n de f . Este caso
fue tratado por varios autores a partir del famoso paper de Fujita [23], ver
[5, 30, 31, 45].
La funcio´n f(u) = eu
α − 1 donde α > 1 y el p que garantiza Hip. 2 es
cualquier valor de p que cumpla 1 < p < α.
La funcio´n f(u) = uαeu donde α > 1 y el p que garantiza Hip. 2 es cualquier
valor de p que cumpla 1 < p < α.
5.2.3. Decaimiento de la norma ‖u(x, t)‖L∞
El siguiente lema da condiciones bajo las cuales se puede determinar el signo
de ut.
Lema 5.2.10. Consideramos al problema (5.1) donde f satisface Hip 1-Hip
4. Supongamos que u es una solucio´n cla´sica sobre RN × [0, T ). Entonces, si
u0 es una supersolucio´n (respectivamente subsolucio´n) pero no una solucio´n de
∆u+ f(u) = 0, entonces ut(x, t) < 0 (respectivamente > 0), t > 0.
Demostracio´n. Lo demostramos para el caso en que u0 es supersolucio´n. Primero
usamos el lema 5.2.2 para ver u0 ≥ u. Para esto, tomamos a u0 como u¯ del lema
ya que es una supersolucio´n de ∆u+ f(u) = 0. Por otro lado, podemos tomar a
la solucio´n u como u. Por lo tanto, tenemos que u0(x) ≥ u(x, t).
Ahora, para h > 0 pequen˜o, definimos uh(x, t) = u(x, t + h). Entonces, uh
cumple
uh(x, 0) = u(x, h) ≤ u0(x) = u(x, 0).
Como uh es solucio´n de ut = ∆u+ f(u) entonces podemos tomar a uh como u y
a u como u¯. Por el lema 5.2.2, tenemos que u(x, t) ≥ uh(x, t) para cada h > 0.
Por lo tanto, ut ≤ 0 si t > 0, de donde se deduce la desigualdad estricta a partir
del principio del ma´ximo fuerte.
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El teorema siguiente contiene el resultado principal de la seccio´n. En e´l se
deduce la existencia y unicidad de solucio´n del problema (5.1) y, adema´s, el
decaimiento de la norma ‖u(x, t)‖L∞ .
Teorema 5.2.11. Consideremos al problema (5.1). Supongamos que ψ es una
supersolucio´n, no negativa y acotada de ∆u + f(u) = 0, donde f satisface Hip
1-Hip 4. Si el dato inicial 0 ≤ u0 ≤ λψ para algu´n 0 < λ < 1 y u0 es no trivial,
entonces (5.1) tiene una u´nica solucio´n global cla´sica u que cumple 0 ≤ u ≤ λψ
y para todo t > 0
‖u(., t)‖L∞(RN ) ≤ G−1
(− (λ−p+1 − 1) t) , (5.5)
donde G−1 es la funcio´n inversa de la funcio´n estrictamente creciente G(s) =∫ s
a
dτ
f(τ) con a = ‖u0‖L∞ .
Antes de ver la demostracio´n del teorema 5.2.11, vemos algunas propiedades
de la funcio´n G(s) definida arriba.
Proposicio´n 5.2.12. Bajo las hipo´tesis Hip 1-Hip 4 se tienen las siguientes
propiedades de G(s)
1. G : (0,∞)→ R, G(s) ≤ 0 si s ≤ a y G(s) ≥ 0 si s ≥ a.
2. G(s)→ −∞ cuando s→ 0+.
3. Existe l´ım
s→∞G(s) = ℓ > 0.
4. G(s) es estrictamente creciente.
5. G(s) es co´ncava.
Como para tener una visualizacio´n de la gra´fica de G y de su inversa, ver la figura
5.2.
Demostracio´n. (Proposicio´n 5.2.12) La definicio´n de G e Hip 1 garantizan la
validez de 1. Deducimos 4. y 5. de Hip 1, Hip 3 y de las expresiones G′(s) = 1f(s)
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G(s)
G−1(s)
a
Figura 5.2: Gra´ficos de G y G−1
y G′′(s) = − f ′(s)
(f(s))2
. Para ver 2., sea s > 0 chico y supongamos adema´s que s < a
y s < 1, entonces
G(s) =
∫ s
a
dτ
f(τ)
= −
∫ 1
s
dτ
f(τ)
+G(1)
≤ −
∫ 1
s
dτ
f(1)τp
+G(1).
De la u´ltima desigualdad deducimos que
G(s) ≤
[
1− s−p+1
f(1)(p− 1) +G(1)
]
→ −∞ cuando s→ 0+.
Para probar 3., sea s tal que s > 1 y s > a, entonces
G(s) = G(1) +
∫ s
1
dτ
f(τ)
≤ G(1) +
∫ s
1
dτ
f(1)τp
,
de donde deducimos que
0 ≤ G(s) ≤
(
G(1) +
1− s−p+1
f(1)(p− 1)
)
→
(
G(1) +
1
f(1)(p− 1)
)
,
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cuando s → ∞. De la u´ltima expresio´n y del hecho de ser G creciente tenemos
probado 3.
Observacio´n 5.2.13. Observemos que
[− (λ−p+1 − 1) t]→ −∞ cuando t→∞
y, por lo tanto, por las propiedades de G en (5.5) tenemos que
‖u(., t)‖L∞(RN ) ≤ G−1
(− (λ−p+1 − 1) t)→ 0, para t→∞ .
Ahora estamos en condiciones de probar el teorema 5.2.11.
Demostracio´n. (teorema 5.2.11) Primero veamos que λψ es una supersolucio´n
de (5.1) usando las hipo´tesis sobre ψ. Para esto vemos la siguiente desigualdad
donde hemos utilizado Hip 2 y que p > 1
(λψ)t −∆(λψ)− f(λψ) = −λ∆ψ − f(λψ)
≥ −λ∆ψ − λpf(ψ)
> −λ (∆ψ + f(ψ))
≥ 0
de donde deducimos que λψ es supersolucio´n como quer´ıamos ver. La existencia
global y la unicidad se siguen del lema 5.2.2 con u¯ = λψ y u = 0. So´lo resta
entonces demostrar (5.5). Observemos primero que es suficiente probarlo para el
caso en que u0 = λψ pues en otro caso, se usa el principio de comparacio´n del
lema 5.2.2 y se tiene (5.5).
Para probarlo, consideramos la funcio´n w = ut + δf(u) con δ > 0 a deter-
minar (la funcio´n w es similar a las usadas en [22, 45] por Friedman-Mcleod y
Wang respectivamente). Por un lado, usando que u0 = λψ, Hip 2 y que ψ es
supersolucio´n de ∆u+ f(u) = 0, se deduce que
w|t=0 = [ut + δf(u)] |t=0
= [∆u+ (1 + δ)f(u)] |t=0
= ∆(λψ) + (1 + δ)f(λψ)
≤ λ∆ψ + (1 + δ)λpf(ψ)
≤ −λf(ψ) + (1 + δ)λpf(ψ)
= λf(ψ)
[−1 + (1 + δ)λp−1] (5.6)
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Si se pide que δ = λ−p+1 − 1, entonces en (5.6) se puede concluir que
w|t=0 = 0. (5.7)
Por otro lado, al calcular wt −∆w se obtiene que
wt −∆w = utt + δf ′(u)ut −∆ut − δ∆f(u)
= ∆ut + f
′(u)ut + δf ′(u)ut −∆ut
−δ
[
f ′′(u) |∇u|2 + f ′(u)∆u
]
= f ′(u)ut + δf ′(u)ut − δf ′′(u) |∇u|2 − δf ′(u)∆u
= f ′(u)w − δf ′′(u) |∇u|2
≤ f ′(u)w.
Por el lema 5.2.10, se deduce que ut ≤ 0 y, por lo tanto,
w ≤ δf(u)
≤ δf(λψ)
≤ δf(ψ) ,
donde la u´ltima desigualdad se debe a Hip 3. Adema´s se tiene que
f ′(u) ≤ f ′(λψ)
≤ f ′(ψ) ,
debido a Hip 4. Entonces, de lo anterior y por un principio de tipo Phragme`n-
Lindelo¨f (ver por ejemplo [45], lema 1.3) se obtiene que w ≤ 0. Esto es,
ut + δf(u) ≤ 0 .
De esta u´ltima desigualdad se deduce que∫ s
0
(
ut
f(u)
+ δ
)
dt ≤ 0∫ s
0
[
d
dt
(G(u(x, t)) + δt)
]
dt ≤ 0,
de donde se llega a que
G(u(x, t)) ≤ G(u0(x))− δt
G(u(x, t)) ≤ −δt .
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La u´ltima desigualdad se debe a que u0(x) ≤ a y a las propiedades de G. Uti-
lizando ahora que G−1 es creciente se deduce que
‖u(., t)‖L∞(RN ) ≤ G−1
(− (λ−p+1 − 1) t) ,
quedando demostrado (5.5).
Observacio´n 5.2.14. Notemos que para el caso f(u) = up tenemos que G(s) =
a−p+1−s−p+1
p−1 y, por lo tanto, G
−1(s) =
[−(p− 1)s+ a−p+1] −1p−1 . De esta manera,
se obtiene el conocido decaimiento ‖u(., t)‖L∞(RN ) ≤ [(λ1−p − 1)(p − 1) t]−
1
p−1
(ver [45]).
Proposicio´n 5.2.15. Supongamos que a = ‖u0‖L∞ ≤ 1. Si la funcio´n f satisface
la hipo´tesis adicional
existen q > p y C > 0 tales que C tq ≤ f(t) para 0 ≤ t ≤ 1 ,
entonces, para t ≥ 1
(λ−p+1−1)C(q−1) , se tiene que
‖u(., t)‖L∞(RN ) ≤
((
λ−p+1 − 1)C(q − 1))− 1q−1 t− 1q−1 . (5.8)
Demostracio´n. En efecto, sea s < 1, entonces
G(s) =
∫ s
a
1
f(τ)
dτ
= G(1)−
∫ 1
s
1
f(τ)
dτ.
Como a ≤ 1 entonces G(1) ≥ 0, entonces
G(s) ≥ −
∫ 1
s
1
Cτ q
dτ
= − 1
C(1− q)
(
1− s1−q)
≥ − 1
C(q − 1)s
1−q.
De esta u´ltima desigualdad y usando que G−1 es creciente, podemos deducir que
G−1(−θ) ≤ (C(q − 1)θ) 11−q , para θ > 1
C(q − 1) .
Finalmente, si usamos la desigualdad anterior en (5.5), llegamos a (5.8).
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Observacio´n 5.2.16. Aplicamos el resultado de la proposicio´n anterior a dos de
las funciones ejemplo que venimos mencionando.
Cuando f(u) = eu
α − 1, se cumple la hipo´tesis adicional con C = 1 y q = α
y, por lo tanto, para t ≥ 1
(λ−p+1−1)(α−1) se tiene que
‖u(., t)‖L∞(RN ) ≤
((
λ−p+1 − 1) (α− 1))− 1α−1 t− 1α−1 .
Cuando f(u) = uαeu tambie´n se pueden tomar C = 1 y q = α obteniendo
el mismo decaimiento que se obtuvo en el caso anterior.
Hasta el momento tenemos garantizada la existencia de solucio´n global de
(5.1) bajo ciertas condiciones para la funcio´n f y, adema´s, obtuvimos una cota
para ‖u‖L∞ . Esto fue hecho utilizando la existencia de una supersolucio´n esta-
cionaria de ut = ∆u+f(u). En la siguiente seccio´n, damos condiciones suficientes
para la existencia de dicha supersolucio´n.
5.3. Existencia de supersolucio´n estacionaria
Con el objeto de mostrar que para una funcio´n f que satisface Hip 1-Hip
4 se tiene garantizada la existencia de una supersolucio´n estacionaria de ut =
∆u + f(u), recordemos el siguiente resultado de Fowler [21] sobre existencia de
soluciones estacionarias regulares de ut = ∆u + u
p, es decir, soluciones de la
ecuacio´n de Lane-Emden
∆u+ up = 0 . (5.9)
Teorema 5.3.1 ([21], 1930). Si p > N+2N−2 y N ≥ 3 , existe una familia (uα)α>0
de soluciones regulares, positivas y radiales de (5.9) que satisface
1. uα(r) es decreciente en r, donde r = |x|;
2. r2/(p−1)uα(r)→ L cuando r →∞, donde
L =
[
2(N − 2)
(p− 1)2
(
p− N
N − 2
)]
;
3. uα(0) = α.
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Utilizamos este resultado para deducir la existencia de supersolucio´n esta-
cionaria de ut = ∆u+ f(u).
Corolario 5.3.2. Sea f una funcio´n que satisface Hip 1-Hip 4 y, adema´s,
f(1) ≤ 1. Sea p el para´metro que corresponde a la Hip 2 tal que p > N+2N−2 con
N ≥ 3. Existe, al menos, una supersolucio´n estacionaria u∞ regular, positiva y
radial de ut = ∆u+ f(u) que satisface
1. u∞(r) es decreciente en r, donde r = |x|;
2. r2/(p−1)u∞(r)→ L cuando r →∞;
3. u∞(0) = 1
Demostracio´n. Definimos u∞(|x|) := u1(|x|) donde u1 es como en teorema 5.3.1.
So´lo debemos verificar que u∞ es supersolucio´n estacionaria ya que, claramente,
u∞ satisface 1., 2. y 3. del enunciado.
De la condiciones 1. y 3., tenemos que ‖u∞‖L∞(RN ) = 1. Entonces, por Hip
2, tenemos que
∆u∞ + f(u∞) ≤ ∆u∞ + up∞ f(1)
≤ ∆u∞ + up∞
= 0 .
Observacio´n 5.3.3. ¿Que´ ocurre con las funciones ejemplo que hab´ıamos men-
cionado antes?
Para la funcio´n f(u) = up donde p > 1, con la restriccio´n suplementaria
p > N+2N−2 .
En lugar de la funcio´n f(u) = eu
α − 1 donde α > 1, podemos considerar
f(u) = e
uα−1
e−1 con la restriccio´n adicional α >
N+2
N−2 .
En lugar de la funcio´n f(u) = uαeu donde α > 1, podemos considerar
f(u) = uαeu−1 con la restriccio´n suplementaria α > N+2N−2 .
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5.4. Me´todo de entrop´ıa. Decaimiento de ‖u‖L2
En esta seccio´n utilizaremos el me´todo de la entrop´ıa para obtener el de-
caimiento de la ‖u‖L2 . Para esto necesitaremos una hipo´tesis adicional sobre la
funcio´n de reaccio´n f(t). Lo que pedimos es la subhomogeneidad de la derivada
de f, es decir
Hip 5. Para todo 0 ≤ λ ≤ 1 y para todo t ≥ 0 se cumple que f ′(λt) ≤ λp−1f ′(t),
donde p es el mismo de Hip 2.
Observacio´n 5.4.1. As´ı como Hip 2 genero´ ciertas desigualdades para la fun-
cio´n f , la hipo´tesis anterior garantiza las siguientes propiedades de f ′ que sera´n
usadas en los resultados siguientes.
Para todo µ ≥ 1 y para todo t ≥ 0 se cumple que f ′(µt) ≥ µp−1f ′(t).
Si t ≤ 1 entonces f ′(t) ≤ f ′(1)tp−1.
Si t ≥ 1 entonces f ′(t) ≥ f ′(1)tp−1.
La funcio´n f
′(t)
tp−1
es no decreciente y, por lo tanto,
f ′′(t)t ≥ (p− 1)f ′(t).
Observacio´n 5.4.2. Las funciones ejemplo satisfacen Hip 5.
5.4.1. Cambio de variables. Nuevo problema
Usamos el cambio de variables que fue utilizado en el cap´ıtulo 4 para el caso
en que f(u) = up, este es
v(y, s) = (t+ 1)
1
p−1 u(x, t),
x = (t+ 1)1/2y y t = es − 1. (5.10)
Entonces, v(y, s) resulta ser solucio´n del problema{
vs = ∆v +
y
2 .∇v + vp−1 + e
p
p−1
s
f(e
− s
p−1 v), y ∈ RN , s > 0
v(y, 0) = v0, y ∈ RN .
(5.11)
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Notar que el dato inicial del problema (5.11) es igual al dato inicial del problema
(5.1), esto es u0 = v0. Observemos que la ecuacio´n en (5.11) puede escribirse en
la forma
vs = −Lv + v
p− 1 + e
p
p−1
s
f(e
− s
p−1 v) ,
donde L es el operador autoadjunto dado por Lv = −△v − y2 .∇v. Recordemos
que por el teorema 4.2.5, tenemos que se cumple la desigualdad
N
2
‖v‖L2ρ ≤
∫
RN
|∇v|2ρ dy . (5.12)
Ahora nuestra intencio´n es obtener el signo de vs para poder utilizarlo cuando
definamos la funcional de entrop´ıa. Para esto veamos los siguientes lemas.
Lema 5.4.3. A partir de la consideracio´n de los problemas (5.1) y (5.11) se tiene
que
1. u¯ es una supersolucio´n de (5.1) sii v¯ es una supersolucio´n de (5.11), donde
u¯ y v¯ se obtienen una de la otra por medio del cambio de variables (5.10).
2. u es una subsolucio´n de (5.1) sii v es una subsolucio´n de(5.11), donde u y
v se obtienen una de la otra por medio del cambio de variables (5.10).
Demostracio´n. Para demostrarlo utilizar el cambio de variables (5.10) y las defini-
ciones de sub y supersolucio´n de una ecuacio´n.
Ahora veremos un lema ana´logo al lema 5.2.2 pero para el problema (5.11),
esto es, un criterio de comparacio´n para dicho problema.
Lema 5.4.4. Supongamos que f satisface Hip 1 e Hip 3, v¯(y, 0) ≥ v(y, 0) y
que v¯(y, s) y v(y, s) son super y subsolucio´n de (5.11) respectivamente. Entonces
v¯(y, s) ≥ v(y, s) para todo (y, s) ∈ RN × [0,∞). Adema´s para cualquier ϕ ∈
Cb(R
N ) con v¯(y, 0) ≥ ϕ(y) ≥ v(y, 0) en RN , existe una u´nica solucio´n v(y, s) del
problema (5.11) con la propiedad v¯ ≥ v ≥ v en RN × [0,∞).
Demostracio´n. Por el lema anterior, u¯(x, t) = (t + 1)
− 1
p−1 v¯(y, s) donde x y t se
definen segu´n (5.10), es supersolucio´n de (5.1). De la misma manera, u(x, t) =
(t+ 1)
− 1
p−1 v(y, s) es subsolucio´n de (5.1).
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Adema´s, u¯(x, 0) = v¯(y, 0) ≥ v(y, 0) = u(x, 0). Entonces por el lema 5.2.2
tenemos que u¯(x, t) ≥ u(x, t) para todo (x, t), de donde por el cambio de variables
deducimos que
(t+ 1)
− 1
p−1 v¯(y, s) ≥ (t+ 1)− 1p−1 v(y, s)
v¯(y, s) ≥ v(y, s),
como quer´ıamos ver. Ahora supongamos que tenemos ϕ tal que v¯(y, 0) ≥ ϕ(y) ≥
v(y, 0). Entonces usando otra vez el cambio de variables vemos que ϕ tambie´n
cumple que u¯(x, 0) ≥ ϕ(x) ≥ u(x, 0). Por el lema 5.2.2 sabemos que existe un
u´nica solucio´n u(x, t) de{
ut = ∆u+ f(u), x ∈ RN , t > 0
u(x, 0) = ϕ, x ∈ RN
(5.13)
con la propiedad
u¯(x, t) ≥ u(x, t) ≥ u(x, t) para todo (x, t). (5.14)
Si definimos v(y, s) = (t+ 1)
1
p−1u(x, t) entonces v resulta ser solucio´n de{
vs = ∆v +
1
2y.∇v + vp−1 + e
p
p−1
s
f(e
− s
p−1 v), y ∈ RN , s > 0
v(y, 0) = ϕ, y ∈ RN
y cumple que v¯(y, s) ≥ v(y, s) ≥ v(y, s) para todo (y, s). Adema´s, v debe ser
u´nica pues en otro caso tendr´ıamos otra solucio´n u(x, t) de (5.13) que cumpla
(5.14).
El siguiente lema da condiciones bajo las cuales se puede determinar el signo
de vs.
Lema 5.4.5. Consideramos al problema (5.11) donde f satisface Hip 1-Hip 4.
Supongamos que v es una solucio´n cla´sica sobre RN × [0, T ). Entonces, si v0 es
una supersolucio´n pero no una solucio´n de
∆v +
1
2
y.∇v + v
p− 1 + e
p
p−1
s
f(e
− s
p−1 v) = 0,
entonces vs(y, s) < 0, s > 0.
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Demostracio´n. Primero usamos el lema 5.4.4 para ver que v0 ≥ v. Para esto,
tomamos a v0 como v¯ del lema ya que es una supersolucio´n continua de´bil de
∆v + 12y.∇v + vp−1 + e
p
p−1
s
f(e
− s
p−1 v) = 0. Por otro lado, podemos tomar a la
solucio´n v como v. Por lo tanto, tenemos que que v0(y) ≥ v(y, s).
Ahora, para h > 0 pequen˜o, definimos vh(y, s) = v(y, s + h). Entonces, vh
cumple
vh(y, 0) = v(y, h) ≤ v0(y) = v(y, 0).
Veamos ahora que vh es subsolucio´n de (5.11), es decir, debemos ver que
∆vh +
1
2
y.∇vh + vh
p− 1 + e
p
p−1
s
f(e
− s
p−1 vh) ≥ (vh)s.
Empezamos calculando el lado izquierdo de la u´ltima desigualdad
∆vh(y, s) +
1
2
y.∇vh(y, s) + vh(y, s)
p− 1 + e
p
p−1
s
f(e
− s
p−1 vh(y, s)) =
= ∆v(y, s+ h) +
1
2
y.∇v(y, s+ h) + v(y, s+ h)
p− 1 +
+e
p
p−1
s
f(e
− s
p−1 v(y, s+ h))
= ∆v(y, s+ h) +
1
2
y.∇v(y, s+ h) + v(y, s+ h)
p− 1 +
+e
p
p−1
(s+h)
e
− p
p−1
h
f(e
− s
p−1 v(y, s+ h)).
Si usamos Hip 2 tenemos que
∆v(y, s+ h) +
1
2
y.∇v(y, s+ h) + v(y, s+ h)
p− 1 +
+e
p
p−1
(s+h)
e
− p
p−1
h
f(e
− s
p−1 v(y, s+ h))
≥ ∆v(y, s+ h) + 1
2
y.∇v(y, s+ h) + v(y, s+ h)
p− 1 +
+e
p
p−1
(s+h)f(e−
s+h
p−1 v(y, s+ h))
= vs(y, s+ h) = (vh)s(y, s),
con lo cual queda probado que vh es subsolucio´n como quer´ıamos ver. En conse-
cuencia se puede aplicar el lema 5.4.4 con vh = v y v = v¯. Entonces, por dicho
lema, tenemos que v(y, s) ≥ vh(y, s) = v(y, s + h) para cada h > 0 chico. Por lo
tanto, vs ≤ 0 si s > 0, de donde se deduce la desigualdad estricta a partir del
principio del ma´ximo fuerte.
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Desde ahora en adelante, trabajaremos en el conjunto de soluciones v de (5.11)
tales que v ∈ X, con
X =
{
f ∈ H1ρ ∩ L∞/ f ≥ 0 y l´ıms→∞
∫
RN
|∇f(s)|2ρ dy = 0
}
.
Adema´s, para garantizar la existencia de supersolucio´n estacionaria, supone-
mos que f(1) ≤ 1 y p > N+2N−2 con N ≥ 3.
5.4.2. Descripcio´n de los pasos del me´todo
En este caso, la aplicacio´n del me´todo, nos llevara´ a seguir los siguientes pasos.
Definir una funcional de entrop´ıa E(v(s)) adecuada para la ecuacio´n
(4.3) y estudiar sus propiedades. La funcional de entrop´ıa que definiremos
generalizara´ a la utilizada en el caso f(u) = up.
Calcularemos la derivada de la entrop´ıa la cual cumplira´ que
d
ds
E(v(s)) ≥ −I(v(s)) ,
para cierta funcional positiva I(v(s)) a la que llamaremos produccio´n de
entrop´ıa.
Calcular la derivada de la produccio´n de entrop´ıa y obtener una ecuacio´n
diferencial del tipo
d
ds
I(v(s)) = − C I(v(s))−R(s) ,
para cierta constante C > 0 y cierta funcio´n R(s).
Probar las propiedades de R(s) que nos permitan obtener un decaimiento
exponencial de I(v(s)),
I(v(s)) ≤ A e−Cs .
Obtener la misma tasa de decaimiento para E(v(s)) a partir de los items
previos, ma´s espec´ıficamente
E(v(s)) ≤ B e−Cs , para s ≥ 0.
Notar que aqu´ı, a diferencia de lo hecho en el cap´ıtulo 4, conseguiremos que
el decaimiento para E sea para todo tiempo s ≥ 0.
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A partir de una cota de ‖v‖L2ρ en te´rminos de la entrop´ıa, llegar a la con-
clusio´n sobre el decaimiento de la norma mencionada.
5.4.3. Funcional de Entrop´ıa
A diferencia de lo que nos pasaba para el caso particular f(u) = up (ver
cap´ıtulo 4), para este caso no conoc´ıamos una funcional de Lyapunov que pudie´se-
mos utilizar como candidata a funcional de entrop´ıa. A continuacio´n definimos la
funcional de entrop´ıa para este caso ma´s general.
Definicio´n 5.4.6. Para cada v ∈ H1ρ tal que vf(v) ∈ L1ρ la funcional de
entrop´ıa esta´ definida por
E(v(s)) =
∫
RN
[
1
2
|∇v|2 − 1
2(p− 1) v
2 − v
p+ 1
f(v)
]
ρ dy
donde ρ(y) = exp(|y|2/4).
Observacio´n 5.4.7. Notar que si calculamos E para el caso particular en que
f(u) = up obtenemos la misma funcional de entrop´ıa utilizada en el cap´ıtulo 4
para dicho caso.
Observacio´n 5.4.8. Se puede pedir que v ∈ H1ρ ∩ Lp+1ρ para garantizar que se
pueda definir E(v(s)), ya que si v ∈ Lp+1ρ entonces se satisface vf(v) ∈ L1ρ. Esto
se debe a que
v(s)f(v(s)) = v(s)f
(
v(s)
v(0)
v(0)
)
≤ v(s)
(
v(s)
v(0)
)p
f(v(0)) (5.15)
=
f(v(0))
v(0)p
(v(s))p+1
donde la desigualdad en (5.15) se debe a Hip 2 y al lema 5.4.5.
62
CAPI´TULO 5 5.4. Me´todo de entrop´ıa. Decaimiento de ‖u‖L2
Proposicio´n 5.4.9. Supongamos que f satisface Hip 1-Hip 4. Sean v0 ∈
H1ρ ∩ L∞, v0 ≥ 0, E(v0) < ∞ y v = v(y, s) la solucio´n global de (5.11), v ∈ X.
Supongamos, adema´s, que v0 es una supersolucio´n pero no una solucio´n de
∆v +
1
2
y.∇v + v
p− 1 + e
p
p−1
s
f(e
− s
p−1 v) = 0
y que f ′(‖v0‖L∞) < γ siendo γ = N2 − 1p−1 > 0. Entonces
1. E(v(s)) ≥
[
γ
2 − 1p+1
f(‖v0‖L∞ )
‖v0‖L∞
]
‖v‖2L2ρ > 0;
2. ddsE(v(s)) ≥ −I(v(s)) donde I(v(s)) =
∫
RN
v2sρ dy ≥ 0;
3. Existe M := l´ım
s→∞E(v(s)) y, adema´s M = 0.
Definicio´n 5.4.10. A la funcional I(v(s)) de arriba la llamamos produccio´n
de entrop´ıa.
Demostracio´n. Para probar 1. primero se obtiene la siguiente cota que se deduce
del lema 5.4.5
f(v(s)) ≤ f(v(0))
(v(0))p
(v(s))p
≤ f(v(0))
v(0)
v(s). (5.16)
Si se acota la expresio´n de E(v(s)) utilizando (5.16) y la desigualdad (5.12) se
deduce que
E(v(s)) ≥ 1
2
(
N
2
‖v‖2L2ρ
)
− 1
2(p− 1) ‖v‖
2
L2ρ
− 1
p+ 1
f(v(0))
v(0)
∫
v2ρdy
=
[
γ
2
− 1
p+ 1
f(v(0))
v(0)
]
‖v‖2L2ρ .
A partir de la convexidad de f tenemos que f(v(0))v(0) ≤ f ′(v(0)) ≤ f ′ (‖v0‖L∞) < γ
y, por lo tanto,
[
γ
2 − 1p+1 f(v(0))v(0)
]
> 0 quedando desmostrado 1.
Para demostrar 2., calculamos la derivada de la entrop´ıa respecto de s
dE(v(s))
ds
=
∫ [
∇v.∇vs − vvs
p− 1 −
vsf(v) + vf
′(v)vs
p+ 1
]
ρ dy
= −
∫
vsdiv (ρ∇v) dy −
∫ [
vvs
p− 1 +
vsf(v) + vf
′(v)vs
p+ 1
]
ρ dy
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Calculando la divergencia en la primer integral y usando que ∇ρ = 12yρ llegamos
a
dE(v(s))
ds
= −
∫ [
∆v +
y
2
.∇v
]
vsρ dy −
∫ [
vvs
p− 1 +
vsf(v) + vf
′(v)vs
p+ 1
]
ρ dy
Por otro lado, por (5.4) tenemos que
f(v) + vf ′(v) ≥ f(v) + pf(v)
f(v) + vf ′(v)
p+ 1
≥ f(v).
Como adema´s, por Hip 2, f(v) ≥ e pp−1 sf(e− sp−1 v), podemos deducir que
f(v) + vf ′(v)
p+ 1
≥ e pp−1 sf(e− sp−1 v).
Teniendo en cuenta el signo de vs y a esta u´tlima desigualdad tenemos que
dE(v(s))
ds
≥ −
∫ [
∆v +
y
2
.∇v
]
vsρ dy
−
∫ [
v
p− 1 + e
p
p−1 f(e
− s
p−1 v)
]
vsρ dy
= −
∫
v2s ρ dy
= −I(v(s))
Para probar 3., analicemos cada uno de los te´rminos de la funcional de entrop´ıa.
El primer te´rmino de E(v(s)) tiende a 0 cuando s → ∞ pues v ∈ X. Debido
a (5.12) el segundo te´rmino se puede acotar por un mu´ltiplo del primero de la
siguiente manera
0 ≤ 1
2(p− 1)
∫
v2ρ dy
≤ 1
(p− 1)N
∫
|∇v|2 ρ dy → 0 cuando s→∞.
Para el tercer te´rmino, utilizamos (5.15) para conseguir la siguiente desigualdad
0 ≤ 1
p+ 1
∫
vf(v)ρ dy
≤ 1
p+ 1
∫
f(v(0))
(v(0))p
(v(s))p+1ρ dy
≤ f(v(0))
(p+ 1)v(0)
∫
(v(s))2ρ dy → 0 cuando s→∞
donde la u´ltima desigualdad se debe al lema 5.4.5.
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5.4.4. Decaimiento de la funcional de entrop´ıa
Para simplificar la notacio´n de los ca´lculos que siguen, definimos a la funcio´n
g(s) por
g(s) = e
p
p−1
s
f(e
− s
p−1 v).
Con esta notacio´n, la ecuacio´n del problema con el cambio de variable, puede
escribirse de la siguiente manera
vs = −Lv + v
p− 1 + g(s) .
Se necesita calcular dI(v(s))ds para obtener el decaimiento de la produccio´n de
entrop´ıa. Escribimos a esta derivada de manera conveniente usando que v es
solucio´n de la ecuacio´n (5.11). E´sta es,
d
ds
I(v(s)) =
∫
RN
2 vsvssρ dy
=
2
p− 1 I(v(s))− 2 (Lvs, vs) + 2
∫
vsg
′(s)ρ dy
= −2γ I(v(s))− 2 (Lvs, vs) +N ‖vs‖2L2ρ + 2
∫
vsg
′(s)ρ dy
= −2γ I(v(s))− 2 R(s), (5.17)
donde γ es la constante positiva definida en Proposicio´n 5.4.9 y R(s) es la funcio´n
definida por
R(s) = (Lvs, vs)L2ρ −
N
2
‖vs‖2L2ρ −
∫
vs g
′(s)ρ dy. (5.18)
Necesitamos tener ma´s informacio´n sobre R(s) que nos permita sacar alguna
conclusio´n acerca del decaimiento de la produccio´n de entrop´ıa. El pro´ximo lema
da una cota de R(s) en te´rminos de una nueva funcio´n que es no negativa.
Lema 5.4.11. Supongamos que se cumplen Hip 1-Hip 5 y supongamos que
v0 ≥ 0 es una supersolucio´n estacionaria pero no una solucio´n de
∆v +
1
2
y.∇v + v
p− 1 + e
p
p−1
s
f(e
− s
p−1 v) = 0
y que f ′(‖v0‖L∞) < min
{
1,
[
N(p−1)−2
2(p+
√
3)
]2}
, entonces la funcio´n R(s) definida por
(5.18) satisface R(s) ≥ −K(s) para cierta funcio´n K(s) que cumple
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1. K(s) ≥ 0,
2. Existe una constante µ > 0 la cual depende de p, N y ‖v0‖L∞ , tal que
K(s) ≤ C e−(2γ+µ)s, para s ≥ 0,
donde C es una constante que depende de p, N y ‖v0‖L∞ , y
3.
∫∞
0 e
2γsK(s) ds ≤ C, para cierta constante positiva C.
Observacio´n 5.4.12. Una proposicio´n similar a la anterior se dio en el cap´ıtulo
4 pero para el caso f(u) = up. Notar que en dicho cap´ıtulo el decaimiento de K(s)
es para todo s ≥ s1 mientras que aqu´ı es para todo s ≥ 0. Esto se ha conseguido
aprovechando que conocemos que v(y, s) es decreciente en s.
Demostracio´n. (lema 5.4.11) Definimos a K(s) de la siguiente manera
K(s) =
∫
vs g
′(s)ρ dy.
Debido a la desigualdad (5.12), tenemos que (Lvs, vs)L2ρ − N2 ‖vs‖2L2ρ ≥ 0, con lo
cual obtenemos que R(s) ≥ −K(s).
Para ver que K(s) ≥ 0 es suficiente con ver que g′(s) ≤ 0 pues ya conocemos
el signo de vs. Para esto calculamos g
′(s) y la escribimos de manera conveniente.
g′(s) =
p
p− 1e
p
p−1
s
f(e
− s
p−1 v) + e
p
p−1
s
f ′(e−
s
p−1 v)
d
ds
(
e
− s
p−1 v
)
=
p
p− 1e
p
p−1
s
f(e
− s
p−1 v) + e
p
p−1
s
f ′(e−
s
p−1 v)e
− s
p−1
(
− v
p− 1 + vs
)
=
p
p− 1e
p
p−1
s
f(e
− s
p−1 v)− e
p
p−1
s
p− 1 f
′(e−
s
p−1 v)e
− s
p−1 v +
+esf ′(e−
s
p−1 v)vs
=
e
p
p−1
s
p− 1
[
pf(e
− s
p−1 v)− e− sp−1 vf ′(e− sp−1 v)
]
+
+esf ′(e−
s
p−1 v)vs
≤ 0
donde la desigualdad de arriba se debe al lema 5.4.5 y a la desigualdad (5.4). Por
lo tanto g′(s) ≤ 0 y entonces K(s) ≥ 0.
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Para ver que se cumple 2. la idea es mostrar que K(s) ≤ CK˜(s) siendo
K˜(s) =
∫
vp−1v2sρ dy y C una constante positiva, probar el decaimiento de K˜(s)
y obtener entonces el de K(s). Para ver la desigualdad K(s) ≤ CK˜(s) lo hacemos
por pasos, primero vemos que K(s) ≤ C ∫ f ′(v)v2sρ dy y despue´s veremos que∫
f ′(v)v2sρ dy ≤ C
∫
vp−1v2sρ dy.
Para deducir la desigualdad K(s) ≤ C ∫ f ′(v)v2sρ dy veremos que g′(s) ≥
Cf ′(v)vs. Miremos entonces co´mo acotar por abajo a g′(s)
g′(s) =
p
p− 1e
p
p−1
s
f(e
− s
p−1 v) + e
p
p−1
s
f ′(e−
s
p−1 v)
d
ds
(
e
− s
p−1 v
)
≥ e pp−1 sf ′(e− sp−1 v)
(
e
− s
p−1
v
p− 1 + e
− s
p−1 vs
)
= esf ′(e−
s
p−1 v)
[
− v
p− 1 + vs
]
.
Si ahora utilizamos Hip 5, tenemos que
g′(s) ≥ f ′(v)
[
− v
p− 1 + vs
]
. (5.19)
Por lemas 4.4.1 y 4.4.2 de cap´ıtulo 4 sabemos que vLv − N2 v2 ≥ 0 en casi todo
punto, con lo cual
−Lv ≤ −N
2
v
en casi todo punto. Si usamos esto y que v es solucio´n de (5.11) tenemos que
vs = −Lv + v
p− 1 + e
p
p−1
sf(e−
s
p−1 v)
≤ −N
2
v +
v
p− 1 + e
p
p−1
s
f(e
− s
p−1 v)
≤ −γv + f(v),
la u´ltima desigualdad se debe a la definicio´n de γ y a Hip 2. Si utilizamos la cota
de vs recie´n obtenida y la cota de f(v(s)) deducida en (5.16), tenemos que
vs ≤ −γv(s) + f(v(0))
v(0)
v(s)
=
[
−γ + f(v(0))
v(0)
]
v(s)
≥
[
−γ + f(‖v0‖L∞)‖v0‖L∞
]
v(s)
= (p− 1)
[
γ − f(‖v0‖L∞)‖v0‖L∞
](
− v(s)
p− 1
)
. (5.20)
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Sea β = (p − 1)
[
γ − f(‖v0‖L∞ )‖v0‖L∞
]
. Veamos que β > 0, para esto usamos que f es
convexa y la hipo´tesis sobre f ′(v(0))
f(‖v0‖L∞)
‖v0‖L∞
≤ f ′(‖v0‖L∞) <
(
f ′(‖v0‖L∞)
)1/2
<
N(p− 1)− 2
2(p+
√
3)
< γ,
con lo cual obtenemos que β es una constante positiva. Esto nos permite despejar
en (5.20) y obtener que − vp−1 ≥ 1β vs, de donde
− v
p− 1 + vs ≥
(
1 +
1
β
)
vs.
Ahora utilizamos esto en (5.19), llegando a
g′(s) ≥
(
1 +
1
β
)
f ′(v)vs,
con lo cual tenemos la primera desigualdad que quer´ıamos probar, e´sta es
K(s) ≤
(
1 +
1
β
)∫
f ′(v)v2sρ dy.
Ahora veamos la segunda desigualdad, para esto utilizamos Hip 5
f ′(v(s)) = f ′
(
v(s)
v(0)
v(0)
)
≤
(
v(s)
v(0)
)p−1
f ′(v(0))
≤ f
′(v(0))
(v(0))p−1
(v(s))p−1. (5.21)
Entonces deducimos que∫
f ′(v)v2sρ dy ≤
f ′(v(0))
(v(0))p−1
∫
vp−1v2sρ dy.
Si entonces juntamos estas dos desigualdades, tenemos que
K(s) =
∫
g′(s)vsρ dy
≤
(
1 +
1
β
)
f ′(v(0))
(v(0))p−1
∫
vp−1v2sρ dy
=
(
1 +
1
β
)
f ′(v(0))
(v(0))p−1
K˜(s),
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como quer´ıamos ver. Ahora veamos el decaimiento de esta nueva funcio´n K˜(s)
para lo cual calculamos su derivada respecto de s
dK˜
ds
=
∫ [
(p− 1)vp−2vsv2s + 2vp−1vsvss
]
ρ dy
=
∫ [
(p− 1)vp−2
(
−Lv + v
p− 1 + g(s)
)
v2s
]
ρ dy
+
∫ [
2vp−1vs
(
−Lvs + vs
p− 1 + g
′(s)
)]
ρ dy
y reacomodando los te´rminos obtenemos que
dK˜
ds
= −(p− 1)
∫
vp−2Lv v2sρ dy +
∫
vp−1v2sρ dy
+(p− 1)
∫
vp−2e
p
p−1
s
f(e
− s
p−1 v)v2sρ dy (5.22)
−2
∫
vp−1vsLvsρ dy +
2
p− 1
∫
vp−1v2sρ dy
+2
∫
vp−1vsg′(s)ρ dy.
Necesitamos acotar los seis te´rminos de (5.22) en te´rminos de K˜. Notar que el
2◦ te´rmino de (5.22) es exactamente K˜(s) y el 5◦ te´rmino es 2p−1K˜(s). Adema´s,
los lemas 4.4.1 y 4.4.2 de cap´ıtulo 4 nos permiten acotar al 1◦ y al 4◦ te´rmino de
(5.22) de la siguiente manera
1◦ te´rmino ≤ −(p− 1)N
2
∫
vp−1v2sρ dy
= −(p− 1)N
2
K˜(s),
4◦ te´rmino ≤ −2N
2
∫
vp−1v2sρ dy
= −NK˜(s).
Para acotar el 3◦ te´rmino de (5.22) utilizamos Hip 2 y (5.16) de la siguiente
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manera
3◦ te´rmino ≤ (p− 1)
∫
vp−2e
p
p−1
s
(
e
− s
p−1
)p
f(v)v2sρ dy
= (p− 1)
∫
vp−2f(v)v2sρ dy
≤ (p− 1)f(v(0))
v(0)
∫
vp−2vv2sρ dy
= (p− 1)f(v(0))
v(0)
K˜(s).
Para el 6◦ y u´ltimo te´rmino de (5.22) utilizamos la cota del integrando de K(s)
en te´rminos del integrando de K˜(s) y llegamos a
6◦ te´rmino ≤ 2
(
1 +
1
β
)
f ′(v(0))
(v(0))p−1
∫
v2p−2v2sρ dy
≤ 2
(
1 +
1
β
)
f ′(v(0))
(v(0))p−1
(v(0))p−1
∫
vp−1v2sρ dy
≤ 2
(
1 +
1
β
)
f ′(v(0))
∫
vp−1v2sρ dy
= 2
(
1 +
1
β
)
f ′(v(0))K˜(s).
Entonces, utilizando estas cotas en la desigualdad (5.22) tenemos que
dK˜
ds
≤
[
−(p− 1)N
2
+ 1 + (p− 1)f(v(0))
v(0)
−N + 2
p− 1+
+ 2
(
1 +
1
β
)
f ′(v(0))
]
K˜(s)
= −
(
N − 2
p− 1
)
K˜(s) +
(
1− (p− 1)N
2
)
K˜(s) +
+
[
(p− 1)f(v(0))
v(0)
+ 2
(
1 +
1
β
)
f ′(v(0))
]
K˜(s)
= −2γK˜(s)− µK˜(s),
donde
µ = −1 + (p− 1)N
2
−
[
(p− 1)f(‖v0‖L∞)‖v0‖L∞
+ 2
(
1 +
1
β
)
f ′(‖v0‖L∞)
]
y γ es como antes. Veamos que bajo las hipo´tesis dadas tenemos que µ > 0. Para
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esto, escribimos a µ de manera ma´s conveniente
µ = (p− 1)
(
γ − f(‖v0‖L∞)‖v0‖L∞
)
− 2
(
1 +
1
β
)
f ′(‖v0‖L∞)
= β − 2
(
1 +
1
β
)
f ′(‖v0‖L∞)
=
β2 − 2f ′(‖v0‖L∞)β − 2f ′(‖v0‖L∞)
β
Si calculamos las ra´ıces de la cuadra´tica en el numerador de la expresio´n de
µ encontramos β1 = f
′(‖v0‖L∞) −
√
(f ′(‖v0‖L∞))2 + 2f ′(‖v0‖L∞) < 0 y β2 =
f ′(‖v0‖L∞) +
√
(f ′(‖v0‖L∞))2 + 2f ′(‖v0‖L∞) > 0. Tenemos entonces que
µ =
(β − β1)(β − β2)
β
.
Como adema´s sabemos que β > 0 tenemos que µ > 0 cuando β > β2. Esto es,
(p− 1)
[
γ − f(‖v0‖L∞)‖v0‖L∞
]
> f ′(‖v0‖L∞) +
√
(f ′(‖v0‖L∞))2 + 2f ′(‖v0‖L∞),
es decir que µ > 0 si se cumple que
γ >
f(‖v0‖L∞)
‖v0‖L∞
+
1
p− 1
[
f ′(‖v0‖L∞) +
√
(f ′(‖v0‖L∞))2 + 2f ′(‖v0‖L∞)
]
.
Veamos que esto se cumple usando la hipo´tesis sobre f ′(v(0)) y que f es convexa
f(‖v0‖L∞)
‖v0‖L∞
+
1
p− 1
[
f ′(‖v0‖L∞) +
√
(f ′(‖v0‖L∞))2 + 2f ′(‖v0‖L∞)
]
< f ′(‖v0‖L∞) +
1
p− 1
[(
f ′(‖v0‖L∞)
)1/2
+
√
3
(
f ′(‖v0‖L∞)
)1/2]
<
(
1 +
1 +
√
3
p− 1
)(
f ′(‖v0‖L∞)
)1/2
=
p+
√
3
p− 1
(
f ′(‖v0‖L∞)
)1/2
< γ.
Por lo tanto, µ > 0 como quer´ıamos ver. Entonces, volviendo a la cota de la
derivada de K˜(s) tenemos que
dK˜
ds
≤ −(2γ + µ)K˜(s)
K˜(s) ≤ Ce−(2γ+µ)s.
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Si ahora usamos la cota de K(s) en te´rminos de K˜(s), tenemos que
K(s) ≤ Ce−(2γ+µ)s,
donde la constante C depende de p, N y ‖v0‖L∞ . Con esto tenemos probado 2.
del lema. El ı´tem 3. se deduce directamente del anterior.
Ahora estamos en condiciones de obtener el decaimiento de la produccio´n de
entrop´ıa.
Teorema 5.4.13. Supongamos que se cumplen las hipo´tesis Hip 1-Hip 5 y
supongamos que v0 ∈ H1ρ ∩ L∞ es una supersolucio´n estacionaria pero no una
solucio´n de ∆v + 12y.∇v + vp−1 + e
p
p−1
s
f(e
− s
p−1 v) = 0 y que f ′(‖v0‖L∞) <
min
{
1,
[
N(p−1)−2
2(p+
√
3)
]2}
. Si adema´s se cumple que v0 ≥ 0, I(v0) <∞ y E(v0) <∞
entonces I(v(s)) tiene decaimiento exponencial. E´ste es
I(v(s)) ≤ (I(v(0)) + C) e−2γs,
donde C es una constante que depende de p, N , ‖v0‖L∞ y I(v0).
Demostracio´n. Como calculamos en 5.17
d
ds
I(v(s)) = −2γ I(v(s))− 2 (Lvs, vs) +N ‖v‖2L2ρ + 2K(s).
Si utilizamos que N2 es el menor autovalor de L y la cota de K(s) obtenida en el
lema anterior, tenemos que
d
ds
I(v(s)) ≤ −2γ I(v(s)) + 2K(s)
≤ −2γ I(v(s)) + 2Ce−(2γ+µ)s.
Entonces
d
ds
I(v(s)) + 2γI(v(s)) ≤ 2Ce−(2γ+µ)s
d
ds
(
e2γsI(v(s))
) ≤ 2Ce−µs.
Si ahora integramos entre 0 y s tenemos que
e2γsI(v(s))− I(v(0)) ≤ 2C
∫ s
0
e−µtdt
≤
∫ ∞
0
e−µtdt = C˜.
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Despejando la produccio´n de entrop´ıa en la desigualdad anterior obtenemos lo
que espera´bamos
I(v(s)) ≤
(
I(v(0)) + C˜
)
e−2γs.
El siguiente teorema muestra que la entrop´ıa decae en forma exponencial.
Teorema 5.4.14. Bajo las condiciones del teorema 5.4.13, se cumple que la
entrop´ıa E(v(s)) tiene el siguiente decaimiento exponencial
E(v(s)) ≤ Ce−2γs.
donde C es una constante que depende de p, N , ‖v0‖L∞ y I(v0).
Demostracio´n. Sabemos por 2. de la proposicio´n 5.4.9 que ddsE(v(s)) ≥ −I(v(s)).
Con esta desigualdad y por el teorema anterior tenemos que
d
ds
E(v(s)) ≥ −I(v(s))
≥ −Ce−2γs.
Si ahora integramos entre s y b donde s < b tenemos que∫ b
s
d
ds
E(v(τ))dτ ≥ −C
∫ b
s
e−2γτdτ
E(v(b))− E(v(s)) ≥ C
2γ
e−2γb − C
2γ
e−2γs
Si hacemos b→∞ y usando 3. de la proposicio´n 5.4.9 tenemos que
E(v(s)) ≤ C
2γ
e−2γs.
5.4.5. Comportamiento asinto´tico de la solucio´n
Para terminar de aplicar el me´todo de entrop´ıa la idea es utilizar la cota de
la norma de v(s) en te´rminos de la entrop´ıa E(v(s)) (ver proposicio´n 5.4.9) y el
teorema 5.4.14 para as´ı llegar al decaimiento que busca´bamos.
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Teorema 5.4.15. Supongamos que se cumplen las hipo´tesis Hip 1-Hip 5 y
supongamos que v0 cumple 0 ≤ v0 ≤ λψ donde 0 < λ < 1 y ψ es una supersolucio´n
estacionaria pero no una solucio´n de
∆v +
1
2
y.∇v + v
p− 1 + e
p
p−1
s
f(e
− s
p−1 v) = 0
y que f ′(ψ) < min
{
1,
[
N(p−1)−2
2(p+
√
3)
]2}
. Si adema´s se cumple que ψ ∈ H1ρ ∩ L∞,
I(ψ) <∞ y E(ψ) <∞ se tiene que
‖v(y, s)‖L2ρ ≤ Ce
−γs,
donde C es una constante que depende de p, N y ‖v0‖L∞ .
Demostracio´n. Primero observar que λψ es supersolucio´n de
∆v +
1
2
y.∇v + v
p− 1 + e
p
p−1
s
f(e
− s
p−1 v) = 0.
Para esto se usa Hip 2 y que ψ es supersolucio´n de la siguiente manera
∆(λψ) +
1
2
y.∇(λψ) + λψ
p− 1 + e
p
p−1
s
f(e
− s
p−1λψ) ≤
≤ λ
[
∆ψ +
1
2
y.∇ψ + ψ
p− 1
]
+ λpe
p
p−1
s
f(e
− s
p−1ψ)
≤ λ
[
∆ψ +
1
2
y.∇ψ + ψ
p− 1 + e
p
p−1
s
f(e
− s
p−1ψ)
]
≤ 0.
De esta desigualdad se concluye que λψ es supersolucio´n. Si se supone que v(0) =
λψ, se puede utilizar 1. de la proposicio´n 5.4.9 y teorema 5.4.14 deduciendo que
‖v‖2L2ρ ≤
1[
γ
2 − 1p+1
f(‖v0‖L∞ )
‖v0‖L∞
]E(v(s))
≤ Ce−2γs,
como quer´ıamos ver. Si en cambio v(0) 6= λψ se utiliza el lema 5.4.4 para llegar
tambie´n a la misma conclusio´n.
Ahora so´lo nos resta aplicar el cambio de variables nuevamente para obtener
el decaimiento de la solucio´n del problema (5.1).
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Teorema 5.4.16. Bajo las hipo´tesis del teorema 5.4.15 tenemos que
‖u(x, t)‖L2 ≤ C(t+ 1)−
N
4 ,
donde C es una constante que depende de p, N y u(0).
Observacio´n 5.4.17. El decaimiento obtenido en el teorema 5.4.16 es el mismo
que se obtuvo en el cap´ıtulo 4 para el caso f(u) = up.
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Cap´ıtulo 6
Comportamiento asinto´tico de
soluciones globales de
ut = div(a∇u) + up
En este cap´ıtulo estudiamos el comportamiento asinto´tico de las soluciones no
negativas del problema parabo´lico no lineal en forma divergencia{
ut = div(a(x, t)∇u) + up, x ∈ RN , t > 0 ,
u(x, 0) = u0, x ∈ RN , t = 0.
Bajo la hipo´tesis de existencia global y existencia de una cota de ‖u(x, t)‖L∞ ,
obtenemos la tasa de decaimiento de dicha solucio´n en norma ‖.‖L2 .
6.1. Introduccio´n
Consideramos el problema parabo´lico{
ut = div(a(x, t)∇u) + up, x ∈ RN , t > 0
u(x, 0) = u0, x ∈ RN , t = 0,
(6.1)
donde p > 1, a(x, t) = A((t + 1)−1/2x) con A una funcio´n radial escalar para la
cual existe θ > 12 tal que A(y) ≥ θ, ∀y y el dato inicial u0 es no negativo y no
trivial.
Claramente es una generalizacio´n del problema estudiado en el cap´ıtulo 4, ya
que (4.1) se obtiene de (6.1) haciendo a(x, t) = 1.
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El objetivo en este cap´ıtulo es obtener la tasa de decaimiento de la solucio´n
global en tiempo u(x, t) del problema (6.1) cuando t → ∞. Ma´s precisamente,
deducimos que, bajo ciertas hipo´tesis, la norma en L2
(
R
N
)
de u(x, t) decae con
la tasa
‖u(x, t)‖L2(RN ) ≤ C (t+ 1)−(2θ−1)
N
4 t ≥ t1 ,
donde θ es la constante positiva que acota a la funcio´n A y C es una constante
positiva. Como tambie´n la norma en Lq
(
R
N
)
de u(x, t)
‖u(x, t)‖Lq(RN ) ∼ (t+ 1)−(β+
1
p−1
)− 2
q
[
(2θ−1)N
4
−
(
β+ 1
p−1
)]
,
donde θ es la ya mencionada constante positiva y β es una constante positiva que
definiremos en la seccio´n siguiente.
6.2. Preliminares
Para conseguir el decaimiento de (6.1) supondremos que se cumplen las si-
guientes hipo´tesis
Hip 6. Existe u(x, t) solucio´n global de (6.1).
Hip 7. Existen constantes C, β > 0 de modo que
‖u(x, t)‖L∞(RN ) ≤ C(t+ 1)−(β+
1
p−1
)
.
El siguiente paso sera´ transformar la ecuacio´n del problema (6.1) en otra
ecuacio´n que nos permita obtener informacio´n sobre el comportamiento asinto´tico
de las soluciones globales. Para esto, usamos el cambio de variables utilizado en
los cap´ıtulos 4 y 5. Este es,
v(y, s) = (t+ 1)
1
p−1 u(x, t),
x = (t+ 1)1/2y y t = es − 1. (6.2)
Entonces, v(y, s) resulta ser solucio´n del problema{
vs = div(A(y)∇v) + y2 .∇v + vp−1 + vp, y ∈ RN , s > 0
v(y, 0) = u0, y ∈ RN ,
(6.3)
donde A = A(y) es la funcio´n definida arriba. Notemos que el problema (6.3)
tiene la misma condicio´n inicial que el problema (6.1).
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Observacio´n 6.2.1. A partir de las hipo´tesis Hip 6 y Hip 7 sobre la solucio´n u
de (6.1) obtenemos las siguientes hipo´tesis sobre la solucio´n v(y, s) de (6.3), e´stas
son
Hip 6’ Existe v(y, s) solucio´n global de (6.3).
Hip 7’ Existen constantes C, β > 0 de modo que
‖v(y, s)‖L∞(RN ) ≤ Ce−βs.
Definicio´n 6.2.2. Definimos los siguientes espacios
Lrρ
(
R
N
)
=
{
f /
∫
RN
|f |rρ dy <∞
}
,
H1ρ
(
R
N
)
=
{
f ∈ L2ρ/ ∇f ∈ L2ρ
}
, H2ρ
(
R
N
)
=
{
f ∈ H1ρ/ ∇f ∈ H1ρ
}
,
donde ρ = ρ(y) > 0 es una funcio´n que satisface ρ(y)y2 = A(y)∇yρ(y) y r ≥ 1
es una constante. Relacionadas a estos espacios esta´n las siguientes normas y
productos internos
(f, g)L2ρ(RN ) =
∫
RN
fg ρ dy , ‖f‖L2ρ(RN ) = (f, f)
1
2 ,
(f, g)H1ρ(RN ) = (f, g)L2ρ(RN ) + (∇f,∇g)L2ρ(RN ) ,
‖f‖H1ρ(RN ) =
[
‖f‖2L2ρ(RN ) + ‖∇f‖
2
L2ρ(R
N )
] 1
2
.
Observacio´n 6.2.3. Notemos que debido a que A es radial podemos garantizar
la existencia de una funcio´n ρ que satisface ρ(y)y2 = A(y)∇yρ(y), es decir que
cumpla
ρyi(y) =
ρ(y)
2A(y)
yi para todo i = 1, . . . N. (6.4)
En efecto, por ser A(y) una funcio´n radial, se cumple que
yjAyi = yiAyj . (6.5)
Definamos, por ejemplo, la funcio´n ρ de la siguiente manera
ρ(y) = e
∫ y1
0
s
2A(s,y2,...,yN )
ds
.
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Entonces, claramente si i = 1 se cumple (6.4). Si i 6= 1, usando (6.5) tenemos que
ρyi(y) = ρ(y)
∫ y1
0
− s
2(A(s, y2, . . . , yN ))2
Ayi(s, y2, . . . , yN )ds
= ρ(y)
∫ y1
0
− yi
2(A(s, y2, . . . , yN ))2
As(s, y2, . . . , yN )ds.
De donde podemos deducir que
ρyi(y) =
ρ(y)yi
2
∫ y1
0
d
ds
[
(A(s, y2, . . . , yN ))
−1] ds
=
ρ(y)
2A(y)
yi,
como quer´ıamos ver.
Definicio´n 6.2.4. LA es el operador dado por
(LA(v)) (y) = −div(A(y)∇yv(y))− y
2
.∇yv(y), definido sobre D(LA) := H2ρ .
Observacio´n 6.2.5. Observemos que la ecuacio´n en (6.3) puede ser escrita bajo
la forma
vs = −LA(v) + v
p− 1 + v
p.
Proposicio´n 6.2.6. El operador LA satisface
1. LA es un operador autoadjunto.
2. 〈LA(v), v〉 ≥ θN2
∫
RN
v2ρ dy.
Demostracio´n. Para ver que 1. es va´lido, veamos que se cumple la igualdad
(LA(v), w)L2ρ =
∫
A∇v.∇w ρ dy con lo cual tendremos que (LA(v), w)L2ρ =
(v, LA(w))L2ρ como queremos ver. Calculemos entonces (LAv, w)L2ρ
(LA(v), w)L2ρ =
∫
LA(v) wρ dy
= −
∫
div(A∇v)wρ dy −
∫ (y
2
.∇v
)
wρ dy
=
∫
A∇v.∇ (wρ) dy −
∫ (y
2
.∇v
)
wρ dy
=
∫
A∇v. (ρ∇w + w∇ρ) dy −
∫ (y
2
.∇v
)
wρ dy.
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Si ahora usamos que ρ(y)y2 = A(y)∇yρ(y) tenemos la igualdad
(LA(v), w)L2ρ =
∫
A∇v.∇w ρ dy
como quer´ıamos ver.
Para ver que se cumple 2. calculamos (LA(v), v)L2ρ y acotamos usando la
hipo´tesis sobre la funcio´n A.
(LA(v), v)L2ρ =
∫
RN
A(y)|∇v|2ρ dy
≥
∫
RN
θ|∇v|2ρ dy
≥ θN
2
∫
RN
v2ρ dy,
donde la u´ltima desigualdad es debido a que N2 es el menor autovalor del operador
L(v) = −∆v − y2 .∇v (ver teorema 4.2.5).
6.3. Comportamiento asinto´tico de la solucio´n
El siguiente teorema da la tasa de decaimiento de la solucio´n v(y, s) del pro-
blema (6.3).
Teorema 6.3.1. Consideremos el problema (6.3) y supongamos que se cumplen
Hip 6’ y Hip 7’. Supongamos adema´s que el dato inicial u0 es no negativo y no
trivial, la funcio´n A es una funcio´n radial para la cual existe una constante θ > 12
tal que A(y) ≥ θ para todo y y que p > 1 + 2θN . Entonces,
‖v(y, s)‖2L2ρ ≤ ‖u0‖
2
L2ρ
e−2γ˜s,
donde γ˜ es una constante positiva definida por γ˜ = θN2 − 1p−1 .
Demostracio´n. Si v(y, s) es una solucio´n de (6.3), entonces multiplicando a ambos
lados de la ecuacio´n por vρ y luego integrando por partes con respecto a y, queda
∫
vvsρdy =
∫
div(A(y)∇v)vρ dy +
∫
v(
y
2
.∇v + 1
p− 1v + v
p)ρ dy
= −
∫
A(y) |∇v|2 ρ dy +
∫
(
1
p− 1v
2 + vp+1)ρ dy
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De donde, debido a 2. de la proposicio´n 6.2.6, obtenemos
1
2
d
ds
(∫
v2ρdy
)
= −
∫
A(y) |∇v|2 ρdy +
∫
(
1
p− 1v
2 + vp+1)ρdy
≤ −θN
2
∫
v2ρdy +
∫
(
1
p− 1v
2 + vp+1)ρdy.
Expresando a esta desigualdad de una manera ma´s conveniente, obtenemos
que
1
2
d
ds
(∫
v2ρdy
)
≤
(
−θN
2
+
1
p− 1
)
‖v‖2L2ρ + ‖v‖
p+1
Lp+1ρ
d
ds
(∫
v2ρdy
)
≤ −2γ˜ ‖v‖2L2ρ + 2 ‖v‖
p+1
Lp+1ρ
,
donde γ˜ = θN2 − 1p−1 > 0, debido a la hipo´tesis sobre p. Ahora multiplicamos a
la u´ltima desigualdad por e2γ˜s y obtenemos
d
dw
(e2γ˜w ‖v‖2L2ρ) ≤ 2e
2γ˜w ‖v‖p+1
Lp+1ρ
.
Si ahora integramos respecto de w, entre 0 y s, nos queda
e2γ˜s ‖v‖2L2ρ − ‖u0‖
2
L2ρ
≤ 2
∫ s
0
e2γ˜w ‖v‖p+1
Lp+1ρ
dw.
Por lo tanto, podemos deducir que
‖v‖2L2ρ ≤ ‖u0‖
2
L2ρ
e−2γs + 2
∫ s
0
e−2γ(s−w) ‖v‖p+1
Lp+1ρ
dw.
Si usamos la cota de ‖v(y, s)‖L∞ podemos acotar la norma dentro de la u´ltima
integral como sigue
‖v‖p+1
Lp+1ρ
=
∫
vp+1ρdy ≤ ‖v‖p−1L∞
∫
v2ρdy
= ‖v‖p−1L∞ ‖v‖2L2ρ .
Con esto obtenemos una cota de ‖v(y, s)‖2L2ρ en te´rminos de ‖v0‖
2
L2ρ
y de una
funcio´n V (s) como vemos a continuacio´n.
‖v(y, s)‖2L2ρ ≤ ‖u0‖
2
L2ρ
e−2γ˜s + 2V (s), (6.6)
donde la funcio´n V (s) esta´ definida por
V (s) =
∫ s
o
e−2γ˜(s−w) ‖v(y, w)‖p−1L∞ ‖v(y, w)‖2L2ρ dw
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Lo que buscamos ahora es una cota para esta nueva funcio´n V (s) que nos permita
acotar despue´s a la norma ‖v‖2L2ρ . Para esto calculamos V ′(s) como sigue
V ′(s) = ‖v(y, s)‖p−1L∞ ‖v(y, s)‖2L2ρ − 2γ˜V (s) (6.7)
Si usamos (6.6) en (6.7), queda
V ′(s) ≤ ‖v(y, s)‖p−1L∞ ‖u0‖2L2ρ e
−2γ˜s + 2 ‖v(y, s)‖p−1L∞ V (s)− 2γ˜V (s).
Ahora buscamos escribir a esta desigualdad de manera de poder conseguir una
cota de V (s). Para esto,
V ′(s) + 2
(
γ˜ − ‖v(y, s)‖p−1L∞
)
V (s) ≤ ‖v(y, s)‖p−1L∞ ‖u0‖2L2ρ e
−2γ˜s.
Por lo tanto,
e2(γ˜s−
∫ s
0 ‖v(y,τ)‖
p−1
L∞
dτ)
[
V ′(s) + 2
(
γ˜ − ‖v(y, s)‖p−1L∞
)
V (s)
]
≤
≤ e−2
∫ s
0 ‖v(y,τ)‖
p−1
L∞
dτ ‖v(y, s)‖p−1L∞ ‖u0‖2L2ρ .
Esto es,
d
ds
(
e2(γ˜s−
∫ s
0 ‖v(y,τ)‖
p−1
L∞
dτ)V (s)
)
≤ e−2
∫ s
0 ‖v(y,τ)‖
p−1
L∞
dτ ‖v(y, s)‖p−1L∞ ‖u0‖2L2ρ .
Integramos entre 0 y s a ambos lados de la u´ltima desigualdad y usamos que
V (0) = 0 para deducir que
e2(γ˜s−
∫ s
0 ‖v(y,τ)‖
p−1
L∞
dτ)V (s) ≤
∫ s
0
e−2
∫ w
0 ‖v(y,τ)‖
p−1
L∞
dτ ‖v(y, w)‖p−1L∞ ‖u0‖2L2ρ dw. (6.8)
Obtenemos entonces la cota de V (s) que busca´bamos. E´sta es
V (s) ≤ e−2γ˜se2
∫ s
0 ‖v(y,τ)‖
p−1
L∞
dτ
∫ s
0
e−2
∫ w
0 ‖v(y,τ)‖
p−1
L∞
dτ ‖v(y, w)‖p−1L∞ ‖u0‖2L2ρ dw.
(6.9)
Veamos como escribir de una manera ma´s conveniente esta cota de V (s).
V (s) ≤ e−2γ˜s
∫ s
0
e2(
∫ s
0 ‖v(y,τ)‖
p−1
L∞
dτ−∫ w0 ‖v(y,τ)‖p−1L∞ dτ) ‖v(y, w)‖p−1L∞ ‖u0‖2L2ρ dw
= e−2γ˜s
∫ s
0
e2
∫ s
w
‖v(y,τ)‖p−1
L∞
dτ ‖v(y, w)‖p−1L∞ ‖u0‖2L2ρ dw
= e−2γ˜s
∫ s
0
−1
2
d
dw
[
e2
∫ s
w
‖v(y,τ)‖p−1
L∞
dτ
]
‖u0‖2L2ρ dw
= −1
2
‖u0‖2L2ρ e
−2γ˜s
∫ s
0
d
dw
[
e2
∫ s
w
‖v(y,τ)‖p−1
L∞
dτ
]
dw
= −1
2
‖u0‖2L2ρ e
−2γ˜s
[
1− e2
∫ s
0 ‖v(y,τ)‖
p−1
L∞
dτ
]
. (6.10)
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Ahora usamos (6.10) para acotar la norma ‖v(y, s)‖2L2ρ en (6.6), llegando a
‖v(y, s)‖2L2ρ ≤ ‖u0‖
2
L2ρ
e−2γ˜se2
∫ s
0 ‖v(y,τ)‖
p−1
L∞
dτ .
Utilizamos la cota de ‖v(y, s)‖L∞ , podemos deducir que
e2
∫ s
0 ‖v(y,τ)‖
p−1
L∞
dτ ≤ 1.
Por lo tanto, tenemos que
‖v(y, s)‖2L2ρ ≤ ‖u0‖
2
L2ρ
e−2γ˜s.
Ahora podemos usar el cambio de variables (6.2) para deducir el decaimiento
de la solucio´n u(x, t) de (6.1).
Teorema 6.3.2. Consideremos el problema (6.1) y supongamos que se cumplen
Hip 6 y Hip 7. Supongamos adema´s que el dato inicial u0 es no negativo y no
trivial, la funcio´n A es una funcio´n radial para la cual existe una constante θ > 12
tal que A(y) ≥ θ para todo y y que p > 1 + 2θN . Entonces,
‖u(x, t)‖L2 ≤ ‖v0‖2L2ρ (t+ 1)
−(2θ−1)N
4 .
Observacio´n 6.3.3. Como mencionamos en la introduccio´n, la ecuacio´n (4.1)
se obtiene como caso particular de (6.1) haciendo que a(x, t) = 1 y, por lo tanto,
A(y) = 1 y la constante θ = 1. Entonces, si aplicamos teorema 6.3.2 en este caso,
obtenemos que
‖u(x, t)‖L2 ∼ (t+ 1)−
N
4 ,
que es la misma tasa que se hab´ıa obtenido en el cap´ıtulo 4 para este caso par-
ticular.
En el pro´ximo corolario vemos que utilizando las cotas para las normas de
u(x, t) en L∞ y L2 dadas por Hip 7 y teorema 6.3.2 respectivamente, obtenemos
el decaimiento de la norma ‖u(x, t)‖Lq para q ≥ 2.
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Corolario 6.3.4. Bajo las hipo´tesis del teorema 6.3.2 y si q ≥ 2 tenemos que
‖u(x, t)‖Lq ∼ (t+ 1)−(β+
1
p−1
)− 2
q
[
(2θ−1)N
4
−
(
β+ 1
p−1
)]
Demostracio´n. Para demostrarlo se debe usar simplemente la desigualdad de in-
terpolacio´n, teorema 6.3.2 e Hip 7.
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Cap´ıtulo 7
Conclusiones y trabajo a futuro
7.1. Conclusiones
En s´ıntesis, los aportes de esta tesis son los siguientes.
La aplicacio´n del me´todo de entrop´ıa al problema{
ut = ∆u+ u
p, x ∈ RN , t > 0
u(x, 0) = u0, x ∈ RN , t = 0,
(7.1)
para obtener la tasa de decaimiento de la norma ‖u(., t)‖L2(RN ) y, en con-
secuencia, la tasa de decaimiento de la norma ‖u(., t)‖Lq(RN ). La aplicacio´n
de este me´todo permitio´ ampliar el rango de p para el cual se obtiene el
decaimiento respecto al rango obtenido por Kawanago [31].
La obtencio´n de la tasa decaimiento de la norma ‖u(., t)‖L∞(RN ) de la solu-
cio´n global en tiempo del problema{
ut = ∆u+ f(u), x ∈ RN , t > 0
u(x, 0) = u0, x ∈ RN , t = 0.
(7.2)
Las condiciones impuestas sobre f hacen que este problema generalice el
problema (7.1). La tasa obtenida para este problema en el caso particular
en que f(u) = up recupera la tasa obtenida por Wang.
La aplicacio´n del me´todo de entrop´ıa para obtener la tasa de decaimiento
de la norma ‖u(., t)‖L2(RN ) de la solucio´n de (7.2). Aqu´ı introducimos una
funcional de entrop´ıa adecuada para este problema ma´s general.
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La obtencio´n de la tasa de decaimiento de la norma ‖u(., t)‖L2(RN ) de las
soluciones globales en tiempo del problema{
ut = div(a(x, t)∇u) + up, x ∈ RN , t > 0 ,
u(x, 0) = u0, x ∈ RN , t = 0.
En consecuencia, la obtencio´n de la tasa de decaimiento de ‖u(., t)‖Lq(RN ).
7.2. Trabajo a futuro
Entre los problemas que consideramos interesantes como para abordar en el
futuro mencionamos:
La aplicacio´n del me´todo de entrop´ıa a otras ecuaciones parabo´licas de
evolucio´n que generalicen a (7.1) como puede ser la ecuacio´n del cap´ıtulo
6, es decir,
ut = div(a(x, t)∇u) + up
o la ecuacio´n de medios porosos
ut = ∆u
m + up.
Estudiar el comportamiento asinto´tico de las soluciones globales en tiempo
de la ecuacio´n
ut = ∆u− f(u),
es decir, cuando la ecuacio´n presenta un te´rmino de absorcio´n. En [43],
los autores aplican la conocida aproximacio´n de Galerkin para obtener la
existencia de soluciones y sus propiedades. Nuestro intere´s es encontrar la
tasa de decaimiento de las soluciones de la ecuacio´n.
En varias ecuaciones diferenciales, estrechamente vinculado al comporta-
miento asinto´tico de las soluciones esta´ el problema de la bu´squeda de las
llamadas soluciones autosemejantes que poseen una propiedad de “rescal-
ing”, a saber, si u(x, t) es una solucio´n, entonces la funcio´n uλ(x, t) =
λpu(xλr, tλs) tambie´n lo es para todo valor de λ > 0, y ciertos para´metros
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p, r, s. En aquellas ecuaciones diferenciales de evolucio´n de tipo parabo´lico
que lo permitan, explotar la existencia de soluciones autosimilares para el
estudio del comportamiento asinto´tico para t→∞ de las mismas.
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