Abstract.There is a problem when the amount of available sample is not sufficient for estimating a parameter in sampel survey. Small Area Estimation can handle the problem with use additional variable, but there is a problem when the additional variable hard to get or not strong enough to correlate with the response variable. Empirical Bayes method can handle that because it does not need an additional variable, but there are and in that method which needs to be estimated. This research uses four methods for estimating and that is Moment and Newton Raphson by Rao, Moment and Newton Raphson by Claire. Moment by Claire, Moment and Newton Raphson by Rao are more effective than Newton Raphson by Claire while Empirical Bayes estimator are more effective than direct estimator.
Introduction
A sample survey is one of the methods of collecting data by taking part in the population unit. The result of the survey that obtained before will produce data that further, the data become a piece of information by certain statistical method. The information is used by decision makings like a government agency or non-government agancy to deciding the more proper policy. The form of policy like eradicating poverty, equitable income distribution, government fund allocation, or other business decision.
There are several agencies that need data on smaller areas like sub-district or village for a make on a more efficient policy at this time. However, most of the surveys conducted by certain statistical agency especially in Indonesia conducted in the national, provincial, and regency levels. This is because of several problems in the cost, energy, and time needed in the survey. If the available data forced to estimate the characteristics of a smaller area population then it will produce greater error variance because of the insufficient number of the sample (Rao & Molina, 2015) .
Small Area Estimation (SAE) can be used to resolving the problem in estimating a smaller area population by using additional variables. These additional variables are assumed not to contain an error so it can be obtained from administrative data, village potential, and census (Rao, 2003) . However, there is a problem when the additional variable is hard to find, not strong enough to correlate with the response variable or containing a certain error. There are two levels in SAE that is area level and unit level (Rao, 2003) . Area level on SAE uses the data obtained from the result of population estimation in the area while the unit level in SAE uses the data that is not containing an error or not the result of estimating population like the data of each household. One of the SAE methods is Empirical Best Linear Unbiased Prediction (EBLUP) which is a normal assumption needed for getting an accurate MSE estimator and the type of data is continuous (Rao & Molina, 2015) . It becomes difficult when the type of data is binary and normal assumption is hard to fulfill so it needs to do the transformation. The result from transformation usually bias or mean of sampling error is not 0 when the number of samples is quite small so one of the ways to fix that is can use alternative ways with another method (Rao & Molina, 2015) . There is one of the SAE methods with unit-level that is Empirical Bayes (EB) Beta-Binomial with no covariate which does not require auxiliary variable and the type of data is binary so this method is used when the type of data is binary and the proper auxiliary variable is difficult to get (Rao, 2003) .
From several types of research that have done before give the estimation result of SAE methods always more efficient than direct estimators. This is because of Mean Square Error (MSE) estimator of SAE always smaller than the MSE estimator of the sample survey. As well as EB Beta-Binomial with no covariate method gives the MSE and RRMSE estimator always smaller than MSE and RRMSE estimator of sample survey. Furthermore, most of the previous researches use moment Kleinman method for estimate and values that are used in calculating the EB estimator and its MSE value. A few kinds of literature show that there is another method for estimate and values like maximum likelihood. However, this method will give no closed form result so it needs to do with another iteration method like Newton Raphson (Rao & Molina, 2015) . But, this method is rarely used in several types of research so this research wants to carry out this method in the EB estimator. Eventually, this paper will carry out four methods for estimate and values that are Moment and Newton Raphson by the book of J.N.K.Rao then Moment and Newton Raphson by a module of Claire Elayne Bangerter Owen. These four methods will be used for calculating EB estimator and its MSE value so the aim of this research is to see the implementation result of those four methods in EB Beta-Binomial with no covariate with a different characteristic of the data and to see comparison result between the direct estimator and EB estimator with their RRMSE value.
Methods and Materials

Materials
Source of the data used in this research is secondary data obtained from journals and BPS publications. The data used for this research come from 3 journals that is the graduating cumulative grade point average of randomly selected graduates of the University of Lagos from a journal titled "Bayesian Estimation of Above-Average Performance in Tertiary Institutions: A Case Study of University of Lagos, Akoka, Nigeria." which is the data has more proportion of "success" data. The second data used in this research is the proportion of students who used the motorcycle in each faculty from a journal titled "A Bayesian Model for Estimation of Population Proportions" which is the data has a moderate proportion of "success" data. And the third data used in this research is the proportion of health card ownership status in Yogyakarta from a journal titled "Penerapan Metode Bayes Empirik pada Penggunaan Area Kecil untuk Kasus Biner." which is the data has a fewer proportion of "success" data. Furthermore, this study use data from the BPS publication titled "Data dan Informasi Kemiskinan Kabupaten/Kota Tahun 2017." and use generated data from normal distribution to see the performance of each method in each characteristics of the data.
2.2Methods
To get a value of direct estimator and its MSE value, canbe obtained by the result of calculating "success" proportion and its variance value in each area with
where = "success" proportion in ℎ area, = the amount of "success" sample unit in (Wilcox, 1979) . Also determining the amount of iteration maximum value as 100 and precision value as 0.0001 (Molina & Marhuenda, 2015) .In accordance with Rand R. Wilcox (1979) , log-likelihood function on beta-binomial distribution is 
Furthermore we have to do differentiation twice so it yields matrix Λ 2 × 2 as
To get and estimators with the Newton Raphson method, can be obtained by (Wilcox, 1979) . Also determining the amount of iteration maximum value as 100 and precision value as 0.0001 (Molina & Marhuenda, 2015) . To calculating vector = 1 , 2 , can be obtainedby calculating 
The iteration will stop when the iteration number exceeds 100 or +1 − , +1 − is less than the precision value.
To get EB estimator value will be obtained by calculate
with = + + and = + (Rao & Molina, 2015) . Next step is calculating MSE of EB estimator with Jackknife and Bootstrap methods. Jackknife.Jackknife is one of the iteration method which iterates as much as the amount of the data. At first, calculating .
with ,−ℓ is EB estimator where −ℓ and −ℓ are and estimator without involving ℓ ℎ data on its calculation, = 1, … , ℓ − 1, ℓ + 1, … , (Slamet, 2011) .In accordance with Rao and Molina (2015) , MSE estimator with the jackknife method is obtained by
Bootstrap. In bootstrap method, first thing to do is doing bootstrap resampling for B times in ; = 1, … , ; = 1,2, … , in each area so it yields resampling results in each area with sample that is * = 1 * , 2 * , … , *
. .
with is an EB estimator that uses data * = 1 * , 2 * , … , * on a calculation which is obtained from the result of bootstrap resampling for B times (Slamet, 2011) .In accordance with Butar & Lahiri (2003) , estimator with the bootstrap method is obtained by
RRMSE will be used to compare the result between direct and EB estimator because it can measure the stability of the MSE estimator and gives a more robust result (Chandra, Tzavidis, & Chambers, 2009). RRMSE can be obtained by
where is EB or direct estimator.
3Results and Discussion
This research uses 3 characteristics data differently that is data with more, moderate, and less proportion of the "success" amount. The result of and with the Moment method by Rao or Claire and also with the Newton Raphson method by Rao provides a reasonable and more effective result than the Newton Raphson method by Claire in data with a more and moderate proportion of "success". It provides different result in a less proportion of "success" data that gives the relative same reasonable result of and with those 4 methods as seen below. The result in Table 1 will influence the EB estimator and its MSE value through substitute their value to its formula. All of the estimate and methods provide reasonable results in each data except Newton Raphson by Claire method in more and moderate data. It can be happened because of the characteristics of the data that the Newton Raphson method by Claire is more appropriate in less "success" amounts in binary data. In Table 2 and 3 provide that EB estimator result with Moment or Newton Raphson method by Rao and Moment by Claire for its and estimators are relatively close to each other in more and moderate proportion of "success" data, but if uses Newton Raphson method by Claire for estimate and in EB estimator provide same results so it does not give reasonable result. This is caused by the value of and estimators that obtained before is too big so when substituted to the formula of the EB estimator will provide relative same result in each data. But it provides different results in less proportion of "success" data that all of the EB estimators with 4 methods of estimate and provides relatively reasonable results. Table 4 below shows that the direct estimator in each data is relatively close to the EB estimator in Table 2 and 3. To see the performance of each estimator, we will see in its RRMSE value as in Table 5 . All of the RRMSE value of EB estimators are smaller than RRMSE of direct estimator so EB method is more effective than the direct method. But there are several not reasonable result in RRMSE of EB estimator. For instance, a Bootstrap method with Newton Raphson by Rao provides zero value of RRMSE estimator in each data while bootstrap and jackknife method with Newton raphson by Claire provide zero value in a more and moderate proportion of "success" data. But it does not happen in a less proportion of "success" data. It can be caused by and estimators that obtained before with Newton Raphson and has an effect on the characteristics of the data. Besides that, this research uses R programming for calculating the estimate that has a limited memory capacity. Moment method by Rao or Claire and Newton Raphson by Rao for estimate and are more effective than Newton Raphson by Claire because in any type of data characteristics provide reasonable results than newton raphson by Claire. But in a fewer proportion of "success" data provide a different result that can be caused by the small number of "success" categories in each data. If seen further, it can be happened caused by the number of data that more the number of the data then make an estimate of and with newton raphson by Claire more effectively. So in this research also do calculating the result in poverty proportion data in Aceh regency and a part of the North Sumatra Regency in 2017. The number of the data is 50 and provide and estimators from newton raphson by Claire is also not reasonable. Hence, the number of the data does not quiet influence to newton raphson method by Claire. So that, the moment method by Rao or Claire and newton Raphson by Rao are more effective than newton Raphson by Claire in the EB estimator. Besides that, this research implements simulation with generated data from normal distribution with parameter is the average and standard deviation of each the data to see performance of those and estimator methods. Simulation is done 30 times in each type of data. The result of simulation shows that moment and newton raphson method by Rao give a reasonable result in less, moderate, and more proportion of "success" data. Moment method by Claire also provide reasonable result in less, moderate, and more proportion of "success" data. Same as journal data result, Newton Raphson method by Claire gives relatively unreasonable result in moderate and more proportion of "success" data. Unique event occur again on less proportion of "success" data that give an unreasonable result in almost all of the simulation. It is quiet different with journal data. However in that simulation, there are four generated data give a reasonable result of and estimators in less proportion of "success" data. 
