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　　　　　Itis often said that the first half of the 20th century is the
age of energy and the latter half is the age of information.　Infor-
mation processing involves the effective handl ing of numerical data in
ａ broad sense.　However our principal　interest consists in the infor-
■nationprocessing in ａ narrow sense which is closely related to the
study of intellectual behaviors　of human beings including recognizing
process of two demensional patterns, speech sounds and sequences of
semantic symbols or language, learning process and thought process。
　　　　　Inthese fields, not only solving the mechanism of them but also
the physical real ization of them are pursued.　Ａ number of psychological
and macroscopic experiments have been conducted to study them.　However
it has been difficult to perform physiological and microscopic experi-
merits using human beings as subjects from the nature of the experiments,
though they seem to be inevitable for solving the mechanism of intel-
lectual behaviors of human beings.　　Therefore the structures assumed
under　hypotheses have been investigated regarding ａ psychological
phenomenon as ａ response of ａ black box.　These experiments have been
carried out not only by means of physical devices but also with the aid
of digital computers.　The use of digital　computers seems to increase
more and more in the future because of their flexibility。
　　　　　Inengineering, a number of special machines for character recog-
nition and speech recognition have been designed and studied.　In these
studies, digital computers are also used effectively for the examination
of methods and the checking ０ｆdesigns.　The co-operation of ａ special
machine and ａ computer has been considered positively of late.
－１－
　　　　　Thusdigital computers play the important role in fields of infor-
mation processing.　　１ｔ can be said that the study of information
processing is greatly due to the development of digital computers.
The both are related so closely that the development of computers seems
to be the development of information processing itselｆ。
　　　　　Althoughａ digital computer is often overestiraated so that it is
called an artificial brain, its ability depends deeply upon the program
which is ａ schedule of its operations.　What it can recognize is the
sequence of meaningless symbols to man.　It is almost impossible for
man to handle these meaningless symbols on ａ large scale.　Thus various
kinds of programming languages have been proposed and developed.
However,　as fields　for computer application become wider。it is more
difficult to describe various kinds of problems by one language whatever
general properties it has.　Therefore, a great number of problem
oriented languages or simulation languages have been developed。
　　　　　Inthis thesis, a simulation language which can be used effectively
and conveniently for simulation problems of pattern recognition systems
and connnunication network systems is studied.　For the purpose of test-
ing advantages of the language developed, it is appl ied to speech
analyses.　　The appendix is the reference manual containing detailed
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　　　　　InPennsylvania in 1946 the electronic numerical　integrator and
computer ENIAC, worked hard to improve the rate of hits of anti-aircraft
guns while struggling against the heat radiating from eighteen thausand
vacuum tubes.　Since that time there has been ａ surprising development
in digital computers which has been associated with the rapid advance
in the techniques of the elemental parts comprised in them.　Now the
new generation of the computer, that is,　the generation of man-machine
co-operation is upon us.　　Although various studies have been ｍｊ･万deof
Its possible uses, the abilities of digital computers are especially
important in those fields in which arithmetical operations play an im-
portant role.　Several arithmetical formular languages have been de-
veloped to perform the arithmetical operations easily and effectively・
They seem to have been incorporated in ＦＯＲＴＲＡＮ(１)ａｎｄＡＬＧＯＬ(２)．
Furthermore, FORTRAN and ALGOL are also to be incorporated in the more
powerful general purpose language PL/l。
　　　　　Theincrease of the speed and the memory capacity of the computer
enables ideas previously rejected as impractical to be utilized.　When
Buffon evaluated the value of 霖ｂｙfalling ａ needle, as ａ postlme of
leisure hours, his method was perhaps of mild interest.　However, who
could have predicted　that it would prove to be ａ powerful aid to nvuneri-
cal　experiments?　　Indeed,the rapid progress of the computer enables ａ
method ｓl皿ilarto it, referred to as the Monte Carlo method゛', to be
used effectively in numerical experiments in wide fields in combination
１－
with the new concept of simulation.　This combination of the statisti-
cal or probabilistic method and simulation, due to Von Neumann and Ulam,
has opened the wide areas for computer application。
　　　　　Thedefinition of simulation in ａ broad sense means ａ desk ex-
periment which is carried out using ａ physical, linguistic and raathe-
matical model extracted from the actual object of study.　　Ingeneral
there are the following three types of simulation：all-computer simu-
lation in which only computers are used;　al1-mansimulation in which
only the subjects are used;　and man-machine simulation which can be
constructed by interactions between the computer programs and ａ group of
the subjects.　We will limit ourselves here to the. first type, that is,
all-computer simulation.　This simulation in ａ narrow sense can be
classified into the following two types。
　　　　　Thefirst are those cases in which no other means of experiments
than computer simulation can be obtained.　Since the object of study is
closely related to such real problems as forcasting economic trends in ａ
state, constructing ａ traffic control system in ４ city, etc., the practi-
cal　testing cannot be carried out without accompanying dangers or possi-
ble economic losses。
　　　　　Thesecond are those cases in which it is desired to build up some
system physically, although its specifications are not yet complete.
The simulations supplement the imperfect parts of such systems under
tentative assumptions until these assumptions can be finally verified.
The imperfection may be concerned with para万meters or structures of the
system.　Even in cases where the specifications are completed, the be-
havior of the system is examined hy the computer simulation in order to
discover whether or not the desired results will be achieved so that the
２－
design may be infall ible。
　　　　　Ingeneral simulation can be shovm schematically ＼ｉｎFig.　１一犬１．
The system is the object of study, such as ａ traffic control system or
the building up of ａ physical design as　discussed above.　Al though the
complexity of the system and the uncertainties of so 万ｍｊ･万nyelements of it
are such that it must be investigated with simulation, an investigator
can extract some information from his knowledge of the system in order
to check the results obtained from simulation.　Algorithm or model can
be forntulated on some assu!Tiptions and simplifications from the logical
structures underlying the cotnplicated mechanism of the system.　The
algorithm, which should be referred to rather as ａ specification of the
second type of simulation, is usually representec!by flow charts, block
diagrams, a set of equations. ａ set of sentences, etc..　Programming is
to make ａ program to operate the computer according to this algorithm.
Comparison of the results which are obtained by carrying out the program
with what an inveatigator expects, feeds back the command to al ter some
of ｔｈｅ万parame万tersof the model ０ｒto modify the formulation of the ・bject
of study.　　Thus simulation is performed again by the use of the new
model.　The pattern of formulation, programming, execution, comparison
and reformulation seems to be essential in simulation。
　　　　　Whyis it necesseiry and advantageous to perform computer simulation？
In the first type of sinnilation there is no other means of investigating
the behavior of the system.　In the second type of simulation, the
sy3tem could be studied by construct ing experimental devices.　However,
in order that the model may be as close to such ａ system as the investl-
gator expects, unknovm portions of the model,　that is, hiatu3es in




very difficult to repeat ａ number of experiments for modifying ａ part
of ａ device on account of the enormous time and ｅχpense involved.　By
contrast the elaborate programming system of the computer is so ｆｌｅχible
that these can be done very easily and quickly.　　Indeed, one of the
most profitable advantages of computer simulation lies in this fact.
Furthermore ａ pure experiment that is not disturbed by noise is also
possible if the time and expense required can be spared・　・　Ｔｈｔｔｐ：／／ｗｗw．copic.and.ｔｈｅ.microscopic.behavior.of.the.model．can.be.observed.by
controlling.the.time.scale.in.the.ｃｏｍputer．　In formulating the model ，
which can greatly depend on intuitive factors, we can have more
･flexible
ideas if we assume. the use of computer Ｉsimulation rather than proceeding
０ｎ the basis･ of physical devices。
　　　　Ｉ In general ， the formulated models which may be described with ａ
set of sentences, a set of the equations, flow charts, block diagrams,
etc., are not always suited for programming with general purpose
languages.　　If there be such ａ degree of similarity in the basic
structure of the simulation models that they can be represented with
one of the descriptive methods previously stated, ａ rapid method for
systematic conversion into computer programs can be constructed.　・This
is usually called ａ simulation language.　3imulation languages have
been proposed eind developed
’ｆｏｒｖａｒｉｏｕｓｆｉｅｌｄｓ．（７）－（１５）　　They
not only
afford ways to make simulation programs easily, but also have great
influence ｏｎハthe formulation of simulation models.　In order to achieve
simulation effectively, therefore, it is important to know the features
of various simulation languages before formulating a simulation model
in this sense.
　　　　The study of ａ simulation language, KAIRO (this is a Japanese
● ５－
word meaning ａ circuit), suited for the second type of simulation is
described in the first half of this thesis.　ICAIRO lends itself best
to simulations of information processing systems that are represented
with block diagrams involving analog and digital signals。
　　　　　Chapter２ is ａ discussion of the differences between ａ general
purpose language and ａ simulation language in simulation procedures.
The difficulties that ａ general purpose language will encounter in
simulation procedures are stated in detail.　The need and the require-
mcnts for ａ simulation language are considered to overcome these diffi-
culties。
　　　　　Chapter３ is devoted mainly to the description of the grammatical
rules of KAIRO language.　　With KAIRO　we can make easily ａ program to
simulated ａ model represented with ａ block diagram.　Ａ statement of
KAIRO which corresponds to one of the blocks included in it is expressed
in terms of ａ十name assigned to the block, ａ function code. par an゛ters
and the connection with other blocks.　KAIRO also makes provision for
repeating simulation runs while changing the pareuneters of the model ，
taking into cons iderati on the essential procedure of simulation。
　　　　　Chapter４ is the description of the language processor which trans-
lates KAIRO into FORTRAN.　One of the features of KARIO　is that the
order of statements specifying the model can be arbitrary and independent
of the signal flow.　This fact imposes ａ burden on the language pro-
cessor. This difficulty can be solved by using the list structure and
push-down memory・
　　　　　Inthe latter half of this thesis,　chapters ５ and ６，KAIRO is
applied to studies of speech information processing.　Chapter ５ is de-
voted to the study of infinitely clipped si>eech wave.　The time length
－６－
of zero-crossing intervals is ａ continuous quantity.　　In the present
study, it was quantized so that it was classified in one of the pre-
defined number of intervals.　The speech wave so transformed may be
called ａ time quantized zero-crossing wave.　The intelligibility of
this wave was investigated.　Furthermore, using data obtained in
measuring the intell igibil ity, the confusion matrices were constructed,
and it was found that vowels and fricative consonants were fairly stable,
but that stop consonants and nasal consonants were much confused。
　　　　　Chapter６ is the study of the procedure for automatic extraction
of FORMANT, one of the parameters which play an important role in the
automatic recognition of vowels.　This procedure was studied inde-
pendently of the development of the simulation language, KAIRO, but was
nevertheless done using the computer program, and some successful results
were obtained.　Real izatlon of the procedure with hardware devices
through analog techniques was tried in an attempt to form with the block
types in KAIRO dn estimate of the scale of the whole system.　The
supplementary experiments which were carried out using the block diagram
constructed increased the reliability of the results previously obtained。
　　　　　-Appendixs the users' reference manual of KAIRO language (written
in Japanese).　　It contains the detailed descriptions of the grammar of
KAIRO language, especially the basic functions prepared in KAIRO
language, the operation method, the meaning of error messages and some






　　　　　Ａsimulation model can be described in various ways as stated in
chapter one.　　By whatever form it is represented two kinds of entities,
active and passive can be recognized in the simulation model.　In the
simulation of information processing systems they are exemplｉfied by
devices and signals.　The ・interaction between these entities is that
the signals are acted on by the devices and so changed.　The simulation
model must describe these changes and the time sequence of such inter-
actions in the whole process。
　　　　　Ａspecial program for simulating the model can be written in any
one of the well-known general purpose languages such as FORTRAN, ALGOL
or PL/1, or in one of the so-called simulation languages・　．　Whichever is
used, a general purpose language or ａｓｌｉ皿llationlanguage, the first
atten!tion has to be focused on how to represent the entities and how to
express the interactions and their time sequence.　　It may fairly be said
that the ease of programming and the range of the problems which can be
treated depend on it.　The alternative of ａ general purpose language
offers十the　investigator m£ixiinumfie:xibility in the design and formulation
of the mathematical model ０ｆthe system being studied.　Using the arith:-
metical, the logical ，the control and the input-output statements of ａ
general purpose language,　he can write the progra万ｍトtospecify the inter-
actions one by one and the time advancing mechanism by means of his ovm
progranuning skill ．　Furthermore ，a general purpose language may be used
－８－
／
similarly to ａ simulation language.　　Instead of attempting to write ａ
special progra万万ｍfor each simulation model ，it is built up from ａ set of
subroutines already developed.　Although such ａ method may require ａ
great deal of programming time to develop all the subroutines ，it enables
the investigator to simulate a larger scale of simulation model con-
veniently.　　However it is inevitable that the range of simulation models
which can be built up from ａ finite set of subroutines is limited.
This method may be called ａ modular method.
　　　　　Sofar as the simulation model ，no matter how complicated it may
be, is ｌimited to that whose behavior can be described in terms of
arithmetical and logical statements between algebraic variables, any
algorithmic language is capable of expressing the required model　in
principle.　However flexibility in these points is always associated
with an increase in difficulty in programming.　　The problems to be in-
vestigated by means of simulation are generally those which have no ana-
lytical solutions or which cannot be ｅχpressed in an analytical　form on
account of complexity even if so.　The difficulty which may be en-
countered in writing ａ program ｆｏｒ十complicated models; especially the
dynamically controlled systems,　lies in the control ０ｆ the sequence
which consists of an organization for advancing the time and ordering
the interactions.　It is left in the care of the programmer how to
advance the time through the simulation and how to piece together the
various blocks of program, which express the interactions occurring １ｎ
the model, into ａ consistent order.　This difficulty is the disadvantage
of progranming with a general purpose language・
　　　　　．The next thing that should be done after progra万ｍｍ万ingis debugging・
During the first trial runs of the model,　the programmer must obtain
evidence that his model operates correctly in the computer.　So far as
　　　　　　　　　　　　　　　　　　　　　　　　　　　　－９－
error checking procedure is concerned, there is the difference between ａ
general　purposelanguage itself and ａ modular method.　With the modular
method errors may only possibly occur in the main program which calls
the elaborate subroutines to build up the simulation model.　０ｎ the
otljerhand ，the possibility of committing an error will increase much
more with ａ general purpose language because the programs corresponding
to the subroutines in the modular method must be made from scratch.　Any
language processor of ａ general purpose language can check the programs
for rule violations or capacity violations but as ａ rule, is not able to
check for logical errors in simulation programs.　　In order to obtain
any information to trace the fault, special statements must be inserted
where they seem to be necessary｡
　　　　　Λｓto output reports, a general purpose language stm offers
flexibility in their design whether they be of ａ graphical or ａ tabular
nature.　In this case flexibility is not associated with such difficul-
ties as previously mentioned and so is very advantageous.　　Nevertheless
it will　serve to lighten ａ progranmiing burden to provide subroutines to
generate the graphical and the tabular output reports as well as sub-
routines to calculate the statistics such as the mean and the standard
deviation and to form ａ histogreimas done in the modular method。
　　　　　Turningow to one of the basic elements in a simulation procedure
we consider the modification of the simulation model･　As construction
of the model　in the computer is closely related to the control of
sequence, so is the modification of the model≪　Therefore it may be
more possible to introduce new errors in the program by partially chaingふ．
ing the structure of the model than by simply changing the parameters of
the model.
－10 －
　　　　　Inspite of its flexibility, a general purpose language,　including
the modular method, has been proved to involve great difficulty in the
most important part of ａ simulation procedure, that is, the conversion
of the model　into the actual computer program.
２-２　Simulation language
　　　　　It has been proved that it takes great efforts and much time to
develop ａ simulation program by the use of ａ general purpose language
alone, and therefore that the rapidity and flexibility associated with
computer sinmlation can not be fully attained.　This is because the
problems to be studied by means of computer simulation have become
larger in scale and more complicated in structure with the advance of the
computer.　We have considered tha origin of such difficulties, and ａ
number of simulation languages have been proposed and developed in order
to overcome them.　The range of problems which can be studied efficient-
１ｙ by the use of one of these simulation languages is, of course, narrow-
er than those which can be dealt with by ａ general purpose language・
For ｉｎｓｔａｎｃｅ，ＧＰＳＳ（７）ｉｓｂｅｓｔ suited to certain type3 of scheduling and
waiting line ｐｒｏｂｌｅｍｓ，ＤＹＮＡＭＯ（８）ａｎｄＳＩＭＵＬＡＴＥ（１５）１ｅｎｄｔｈｅｍｓｅｌｖｅｓbest
to simulations of large scale economic systems that are described by
ｅｃｏりometricmodels involving complex feed back mechanisms, and BLODIB
(18)
accepts the sampled data systems described by ａ block diagram.
These simulation languages aim chief!ｙ at the practical utility of an
easy conversion of ａ simulation model　into ａ computer program at the
cost of general ity and flexibilｉｔｙ・
　　　　　　Infact they have been developed with the following objectives in
－11 －
mind　　･¶
　　　　1.To produce ａ generalized structure for designing simulation models.
　　　　２．To provide ａ rapid way of converting ａ simulation model　into ａ
　　　　　　computerprogram･
　　　　３．To provide ａ rapid way of making changes in the simulation model
　　　　　　thatcan be readily reflected in the machine program.
　　　　4.To provide ａ flexible way of obtaining useful outputs for analysis.
　　　　　Sincethe range of programs which can be studied by means of ａ
simulation language is limited to some extent, some degree of similarity
will arise in the basic structure of simulation models.　Thus, because
it is poｓｓｉbleto extract the logical structure underlying the ｌimited
range of problems and certain concepts and operations which are used
commonly in・these ，it is possible ｔ０give more structure to ａ simulation
language　than is possible to ａ general purpose language which has ａ
simple nested block structure.　In this sense simulation languages are
ａ higher order of languages than the general purpose languages。though
simulation languages are taken as particularizations of the general
purpose languages in the sense that, however complicated the simulation
model may be, it can be expressed in principle by means of ａ general
purpose language・
　　　　　Thedescription of ａ simulation model consists of the specification
of events which occur in the model and the specification of the inter-
actions of these events and the time sequence in which these interactions
occur. The events may be described conveniently in terms of such macro
instructions as are provided in ａ simulation language as the basic oper-
ation common in the models rather than ｉｎｽterms of arithmetical ，logical
and control statements of ａ general piu-pose language.　　These macro
－12 －
instructions correspond to the subroutines of the modular method out-
lined in the previous section.　However it is almost impossible to
design ａlanguage so that every facility required in the future is pro-
vided for.　　Consequently, the language should be made open-ended by
allowing the user to design his own facilities in another language, for
example, a general purpose language. or an assembly language・　andto
give these abbreviated names.　This is knovm as the subroutine facility｡
　　　　　　Thecomplexity of the interactions of the events and the time
sequence ｉｎ十whichthey occur depends primarily on the properties of the
simulation model.　For Instance, in methods for moving the model through
time, there eiretwo types of time flow mechanisma in use today - the
fixed time increment programmingｿmethod and the variable time increment
method. Of course the latter method is more complicated than the
former.　Ａ simulation language should be responsible for making ａ　尚
program related to these interactions and the time sequence.　　In par-
ticular the time sequence control should be made automatic because this
is so difficult that it is ａ major shortcoming １ｎａ general purpose
language。
　　　　　　Evenif ａ simulation model is easy to convert into ａ computer
program by the use of ａ simulation language, the possibility ｏｆ･the
occurrence of error still remains.　This is because the more compl１－
cated　is the structure of the model, the more difficult it is to obtain
any information manually to make certain that the model works cot･rectly
in the computer.　It is desirable, therefore,　todiscover the bugs in
the program automatleal1y at early stage，and for it to be possible to
obtainﾒ　conveniently informations which is of use in discovering them。
　　　　　　Withａ general purpose language, rule violations and capacity
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violations cire　only checked before the final　simulation results are
examined.　０ｎ the other hand, the language processor of ａ simulation
language should include ａ diagnostic or error checking program that can
detect not only rule violations and capacity violations but also the
primitive logical errors such as the existence of feed back mechanisms
impossible to order in the sequence.　This is one of the great differ-
ences between the two languages。
　　　　　Outputreports are very important because they are the ｍａ万terial
used to decide the results of the simulation and to issue the command
to modify the simulation model.　It is generally very troublesome to
specify the style of output reports.　In ａ simulation language, it is
desirable to obtain several kinds of output reports such as ａ graphical
output and ａ tabular printing conveniently without the detailed speci-
fication of the output formats.　It seems self-contradictory to desire
ａ wide range of output styles without the detailed specification of
those styles.　The solution is to define styles which seem to be





　　　　　Theadvantages and requirements of ａ simulation language have been
considered in chapter two and have been compared with ａ general purpose
language.　　Under these considerat ions ａ simulation language KAIRO （ａ
Japanese word meaning ａ circuit) has been developed for the digital
computer HITAC一犬5020,which is best suited to the ｐｒｌ。blemsconcerning
the simulation of an information processing system, including both ana-
log and digital signals, such as communication networks, pattern recog-
nition systems and speech analysis and synthesis systems.　It is aBsiuned
that the digital circuits operate synchronously.　　Ａ simulation model is
described in the form of a block diagram dravm with ａ fixed set of pre-
defined block types, the number of which is about fifty.　　In this sense
KAIRO language may be called block diagra万ｍlanguage.　Each block type
represents ａ specific action that is characteristic of some basic oper-
ation that can occur in an information processing system Including both
analog and digital･ signals.　Connection between the blocks of the block
diagram indicates the flow of signals through the model 。　The block
diagra”ｌdescribing the simulation model is converted to ａ set of state-
ments.　One statement corresponds to one block in the block diagram and
is expressed in ｔｅｒ皿ｓof ａ label assigned to the block. ａ ftinction code
expressing block type, its input connections and parameters.　The
sequence of the statements ｍａ万ｙbe arbitrary independently of the flow of
signals through the model.　１ｔ is also possible to repeat simulations
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as changing some parameters of the model。
　　　　　The KAIRO language processor accepts ａ source program consisting '
of ａ set of statements, reveals the sequence of the interactions between
signals eind devices described implicitly by the connection between the
blocks and generates the progra万m written in FORTRAN to simulate the model
which it is desired to investigate.　The generated FORTRAN object
program is once punched on paper tape or cards, or written on ａ magnetic
tape.　　It must further be processed by ａ FORTRAN compiler to execute ａ
simulation run. (See Fig. 3-1)
　　　　　The advantage of using FORTRAN as an inter1anguage between KAIRO
language and machine language enables FORTRAN statements to be inserted
directly into ａ KAIRO source program.　　The flexibilities of FORTRAN are
thereby combined with the facilities of KAIRO.　This combination fa-
cility contributes to designing complex functions not provided as block
type in KAIRO and various kinds of input and output routines.　It is
not desirable to confine to one machine ａ programming system troublesome
to develop in the present situation in which the kind and the scale of
available machines are rapidly developing.　　At least the FORTRAN object
program万〇ｆ KARIO may operate in most other machines, which will probably
have FORTRAN language processors.　　This is another reason for adopting
FORTRAN as an inter1anguage between KAIRO language and machine language・
The disadvantage of doing so is the inefficiency of the final object
machine program resulting from its passing through two language processors。
　　　　　KAIRO is similar ｔｏＧＰＳＳ(７)，ＢＬＯＤＩＢ(ＩＯ)(１８)ａｎｄother digital ana-
㎜
log ｓｉｍｕｌａｔｏｒｓ(２２)(２３)(２４)ｉｎｔｈａｔit is ａ block diagram language.　　It
is ｍａ万inly concerned with the problems of the signal processings which
have less probabil istic characteristics, while GPSS is best suited い
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ニFig.3-1　Block diagram of KAIRO system.
to certain types of scheduling and waiting line problems which are
essentially probabilistic.　Most digital　analog simulators devote thoi,.一一
selves to　the digital　simulation of analog computers, but not to pulse
or logical　circuits.　KAIRO is very similar to BLODIB in the language
structures, which played the part of ａ guiding model　in developing
KAIRO language.　　However, BLODIB is concerned with the sampled data
system.　　In the simulation of continuous circuits whose input and out-
puts are band limited time functions, one must first design ａ pulse
circuit whose output pulse would correspond to the sampled values of the
desired output.　　０ｎ the other hand, KAIRO is rather similar to the
digital analog simulators in that it attempts to simulate ａ continuous
circuit directly, though the approximate computation is essential in the
digital simulation.　This difference will be apparent in the simulation
of ａｌinear network.　It is　per formed by means of ａ z-transform in
BLODIB, whereas KAIRO can simulate directly the linear networks repre-
sented in terms of ａ Laplace transform, a/(s+b) or (as+b)/-((s+c) +cl }・
Although most of digital analog simulators generally use ａ refined inte-
gral procedure such as the second order Runge-Kutta method or predictor-
corrector method, KAIRO adopts ａ simple trapezold rule to reduce the
computing time because most of our problems require ａ number of repeated
cycles in ａ simulation.　The error introduced by this simpl ification of
the integral procedure can be tolerable, as will be exemplified in the
section 3-5.　　KAIRO can handle the logical operations, but is rather
inefficient in ａ large scale logical circuit compared with other special
purpose logical ｓｉｍｕｌａｔｏｒｓ(２５)　　　becauseit has no provisions for
　　　　　　　　　　　　　　　　　　　　　　　　　　　　●partial word procedures.
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３－２　Entities in KAIRO language
3-2-1　Signals and their representations
　　　　　Thereare two kinds of entities, passive and active in KAIRO
language.　　The passive entity is ａ signal　flowing through ａ simulation
model.　The active one is an elemental device constructing the sinai-
lation model, which acts on the signal ．　There are the following four
types of passive entities, that is, signals; (1) analog type, (2)
integer type, (3) logical　type and (4) trigger type.　The analog type
of signal　is represented by ａ floating point number in the computer and
other types of signals with fixed point numbers.　The analog type of
signal　is ａ continuous time function. and the integer type of signal　is
the output of counters, which is used to control ａ circuit with multi-
contacts.　Although it is in practice represented by a binary signal
of multi-channels, it may be idealized to the integer type of signal.
Bothｌ　logical and trigger type of ･signal are two valued logical functions.
As their difference is shown in Ｆｉ９・3-2,the logical type of signal re-
presents the continuous time　function, while the trigger type of signal
represents the time discrete signal.　１ｔ causes each block type to
require the predefined types of signals and to produce the particular
type of signal that the signals flowing in ａ simulation model have their
paticular types. The output of the block type that cannot be defined
exactly as ａ delay line inherits that of input signal.　The type mis-
matching, pertaining to input connection,　thatmay possibly occur in the









　　　　　Thedominant type of entities in KAIRO language is an active entity.
that is, ａ device.　Connection of devices describes a block diagram万,丿ｏ「
ａ simulation model.　０ｎ the other hand ａ signal does not appear ex-
plicitly in the description of the simulation model.　Ａ set of the
elemental　devices are provided as block types.　Each block type re-
presents ａ basic operation which is necessary to handle the kinds of
signals described in the previous sectiotia｡　Ａ list of all the availa-
ble block types is shown in Table 3-1.　　Most block types have some input
terminals十and ａ signal output terminal.　The number of inputs is fixed
in some block types and in the other block types it may be arbitrary in
principle, but the memory capacity of the available computer limits it
to twenty―five in the present form of the language processor.　　Some
block types have more than two output terminal ｓ．　The number of outputs
is fixed in some of them and ｍａ万ｙbe arbitrary but is now limited to
twenty five in the others.　In the current form of the language,　the
























































































Table ３-Ｉ　List of Block Types(continued).
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Table　３－Ｉ　　List　ｏｆ Block Types(continued).























































































block diagram as will be stated in the next section, is ａ simple delay
line only.　　Signal　generators as well as output report generators are
important　in simulation.　For this purpose the six block types are
contained　in the list.　They are two block types to read data from ａ
magnetic tape and from ａ paper tape, a function generator, ａ cosine
wave generator, a random noise generator and an astable multivibrator.
The output report generators are two printing routines, a graphical
output routine and two magnetic tape handling routines.
3-2-3　Construction of ａ block diagram
　　　　　ＫΛinolanguage has been developed to sinnilate ａ block diagram in
which the analog and the digital signals can flow.　The digital parts
of the block diagram have been assumed to operate syschronously.　　In
general　the output of ａ block can depend on the present and all the past
input signals.　The block whose output depends only on the present
input signal or signals is called memoryless.　０ｎ the other hand. the
block whose output depends on the present and the past input signals is
called ａ block with memory.　The time discrete, in other words, synchro-
nous operation does not introduce errors into the output of ａ memoryless
continuous network, while it will Introduce some errors into the output
of ａ continuous network with memory.　For such ａ network to produce the
correct output, the'knowledge of only the input signals at the discrete
time points is not sufficient.　In other words, the output of the block
with memory cannot but be determined approximately by the input signals
at the current and all the past smapling points.　If this approximate
output can be accepted (cannot but be accepted,　in fact)・all the block,
continuous as well as digital‘１ｌto be simulated with KAIRO will thus
－24 －
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operate synchronous1y in thi3 sense.
　　　　　The block whose output is independent of the current input signal
or signals is called ａ delaying-type block, and otherwise ａ nondelaying-
type block.　Only ａ simple delay line is specified as ａ delaying-type
block in the list of block types, that is, Table 3-1.　　The output of ａ
nonde1aying-type block cannot be computed until all the inputs ｔｏ‘this
block have been determined, because the output of this type of block i3
ａ function of its current inputs.　０ｎ the other hand the output of ａ
delaying-type　block　can be determined independently of its present
inputs.　In other words, it is ａ function of (equal　to, in fact) its
past input.　Therefore it must be computed before Its input is over-
written with ａ current value.　．･If another delaying-type block refers
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　●　　　　　．　　●to its output, the output of the former must be computed before ･that of
the latter according to the rule just stated.
　　　　　Thus the language processorヽcannot accept the block diagrtuns
containing the following two kinds of closed loops:
　　　　(1) a closed loop with no delaying-type blocks;
　　　　(2) a closed loop with all delaying-type blocks.
otherwise ， the block diagra° is deemed acceptable.　If the first kind
of closed １００ｐ has £iny physical meaning, its function can be replaced
with any other block type or the acceptable combination of block types
in most cases・ as ａ simple amplifier can be substituted for an amplifier
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　！　　　　　　　　　　　　　　　・　　　　．
with ａ negative feed back loop that １Ｓ not acceptable.　　Rejecting the
second kind of closed loop would not make it difficult to construct ａ
block diagram.　　The reason is that such ａ closed loop cannot produce
any useful output because all the delaying-type blocks are Initial Ized
at zero.　Whenever an acceptable block diagram can be drawn from the
－25 －
block types in the fixed list、it can be simulated to the extent that
the memory of the computer can accommodate.
3－:３　KAIRO statement
　　　　　KAIROlanguage has the two kinds of statements.　One describes
the blocks comprised in ａ block diagram万to be Ｓｌｉ皿ilatedand the other
describes the change of para万meters of ａ block. These are called KAIRO
statements.
3-3-1　statement for the specification of ａ block
　　　　　Thistatement consists of ａ label field. ａ function field・ａ
parameter field and an input field.　One statement describes one block
in the dlagra万万”｀万．　　Thelabel field contains the label assigned to the
block by the programn゛ｒ．　　Itis ａ string consisting ０ｆone to five
alphabetic or numerical characters.　the first of which must be alpha-
betic (in KAIRO language an alphabetic character means one of the
capital letters from Ａ through W, and the letters Ｘ，Ｙ and Ｚ are re-
serve万ｄfor the variable names generated in the object program by the
language processor and the progra皿mer is forbidden to use them in order
to prevent confusion between generated variables and programnier' s labels).
The label ・is regenerated, as it is, for ａ FORTRAN variable representing
the output value of the block in the object program.　　One of the block
types listed in Table ３－１ ｓcontained in the fxinctlon field as ａ
function code.　The parameters given to the block (such as ａ gain of an
amplifier) are separated by commas and listed consecutively in the
parameter field.　They consist of the alphabetic. the integral and the
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real parameter.　The alphabetic parameter Is ａ string composed of one
to ten alphabetic or numerical characters, the first of which must be
alphabetic, and is used for the name of an input or output data file.
The Integral parameter takes the same format as that of the I-type
number and the real parameter takes the S£uneformat as that of the Ｆ－
type number or the restricted E-type number in FORTRAN.　The labels of
the input blocks which must be the labels of other blocks Eirelisted in
the determined order in the input field, separated by coDona万s.　　Insome
block types the number of the parameters £indthat of the input blocks
must be fixed, but they may be arbitrary in other block types。
　　　　　TheKAIRO statement is punched on ａ card in the same format as
that of the assembly language, HISAP> ', of HITAC-5020.　　In column ｌ
ａ blank or a character ｔ･Ｃ･’is punched.　The character indicates that　ｌ
the card should be interpreted as ａ comment card.　The label field
corresponds to the location field in the assembly language (coltinms ２
through 11) and the function field corresponds to the operation field
(columns １２through 18). The parameter and the input field are sepa-
rated by closed quotation-marks and are listed consecutively in columns
１９through ７２corresponding to the address field. Edch statement is
generally punched on one card, but ａ provision for interpreting two or
more cards as one statement is made.　In this case the last comma on ａ
card must be replaced by the continuation symbol　’ｌ／ ’ｌand the infor-






















statement (l) is self-explanatory.　statement (2) expresses that block
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　－
Al is an anpl ifier with ａ gain of １００.０which is connected with block Ａ２
at its input terminal.　　It is shown in statement (3) that the output
values of block RINP are filed with ａ file name of ABCDOO38 ０ｎ the
magnetic tape device of logical number one.　The positioning ０ｆ the
magnetic tape is directed by the second parameter, 2.　In this case
the corresponding operation is to record from ａ loading point and to
rewind after recording.　　Block ADDER is an adder with four input blocks
BBl, BB2, BB3 and BB4.　The way to carry over the information of one
statement to the next card is shown in statement (4).　Block Ｄ is ａ
delay ｌine possessing five units delay.　　Block FG is ａ function
generator producing the signal decided by its parameters at the time
point (the relative clock time　1) when the control signal Tl becomes
one, that　is, logically true.　It takes the values of 0.0, 123.0, 0.0
and ０．０at the relative clock times １，･00, 150 and ２００respectively.
while it takes the interpolated values at nonspecified clock times, and
the value at the last specified clock time is held by the time Ｔ１
becomes one again.
3-3-2　statement for the change of parameters
　　　　　Theformat of this statement is the same as that of the previous
one. In the label　field is written the label of the block whose parame-
ter or parameters are desired to be changed.　The function field has no
－28 －
４entry.　The parameters are called first parameter¶second parameter,
ｅｔＣ・９　inthe order in which they were ｌisted in the statement specify-
ing the block. and if the block has the integral parameters, including
the alphabetic parameters in this case, and the real parameters ， these
are ordered separately.　　The pairs of the ordinal number and ｔｈｅ･value
of the p£irameterwhich was to have been changed are listed, being sepa-
rated by closed quota ti on-marks in the location corresponding to the
parameter field and the input field.　The order in which these pairs
are listed may be independent of the ordinal number of ａ parameter｡
　　　　　　Someparameters, for instance, the number of units delay of block
type ”DEL (delay line)”, which are used to decide the structure of the
corresponding object progrsun cannot be altered by the above mentioned
statement.　The parameters which can be altered generally operate as
mere constants・　　The statement to change the parameters vlll be ｅｘ－・
empl ified below.　The headed statement numbers are in correspondence




The gain of block Al will be changed from １００．０to 120.0 by statement
(2).　statement (3) says that the next file name to ｂｅ’recorded on the
magnetic tape device labeled MAGTP is ABCDOO39.　　In block FG, the
second and the third Integral parameter will be changed from 100 to ５０
and from １５０to １４０respectively, and the second real parameter from
123.0 to 158.8.
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3-3-3　Modification of function by the omission of input blocks
　　　　　The　generalaspects of KAIRO 芦tatement have been described in the
previous sections.　This section and the following two ones will be
assigned to the description of the special but very characteristic
aspects of it.　One of them is that the functions of some block types
can be modified by the omission of some inputs the positions of which
are pre de termi ne d.　It is an advantage for memorizing that the modi-
fication of the ：function has very intlma万te hardware correspondence.
One such modification occurs in block type ”BAT ’１．　Ifit has one
input, then it acts as ａ bias.　０ｎ the contrary if its input is omitted,
then it acts as ａ battery.　other example could be observed in block
type １１GEN " (see statement (6) exempl ified in section 3-3-1)。. If it
has no input, it generates the I>eriodical signal whose period is indi-
cated by its first integral par am万eter。　These examples will be de-








200,　11　100,　150, 200, O., 123・ ， ０・，０．･'．
3-3-4　Block type with multi-outputs
　　　　　Thereare some block type‘ｓwhich are able to offer more than two
outputs in KAIRO language.　　This is one of characteristics of KAIRO
language in comparison･:､with other block diagra万ｍlanguages.　Such block
types contained in the current stockpile are so trivial that this
facility does not seem so efficient.　However it would have enormous
potentiality in the future development of the language.　　For instance、
asstiming that the language would be developed so that it could accept
－30 －
the subroutine written in KAIRO language, the fact that ａ block could
offer multi-outputs would be very necessary, because the subroutine
would often have more than two arguments whose values would be decided
in the subroutines.
　　　　　　Each output of such block type must be labeled in order to dis-










!31ock type ”DIS" is ａ distributor with ａ signal　input and ａ control
input, which distributes the signal　to the output terminal decided by
the control input‘and the value of the parameter to the other output
terminals.　The order of the statements defining the labels of the
outputs is so important that it decides the correspondence of ａ label
to an output terminal 。
3-3-5　Insertion of FORTRAN statement
　　　　　　Itis almost impossible to design ａ language so that every facility
which may be required in the future is provided.　Consequently, it is
desirable for the language to be made open-ended by allowing the
programmer to design his own facilities in other languages.　　In KAIRO
language it is permitted to write FORTRAN statements in ａ source program
on the same level as the KAIRO statement.　Special block type ”FBOX”
is provided for this purpose, which has no particular function, but is
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put at the head of the sequence of FORTRAN statements to be inserted.
Ａ set of FORTRAN statements preceded by ａ ”FBOX" statement acts as
other block types provided in KAIRO language.　　With this block type
the programmer is able to construct his desired functions or nonstandard
input and output operations.　He may write down not only ａ set of
statements expressing his new function directly but also the calling
sequence of the subroutine expressing it and add the subroutine itself
to the generated・object program in the execution run.　One of the
applications of this block type enables him to discover the occurrence
of the abnormal situation of the model being sinnilated in the execution
run and to dump the contents of core memory representing the state of
the model　or to cease the simulation.　It should be noted that block
type ”ＦＢＯχ”cannot define ａ new function code as the so-called　　　　　゛
progrcunmer' s macro can.　　If the new function defined with it is
frequently used in ａ program, its definition, therefore, has to be
















Ａ parameter of ”FBOX”statement indicates the number of FORTRAN state-
merits following it.　The labels of blocks which are referred to in
some FORTRAN　statements must all be listed in the input field.　The
value decided with ａ set of FORTRAN statements is generally assigned
to ｔｈｅ･label defined with ”FBOX”statement as in example １．　If they
decide more than two values, the labels for them must be defined with
"DUM'･ statements as in example ２．
３－４　Control　instructions and source program
3-4-1　Ｃｏ‘ntrol　instructions　'
　　　　　Four control instructions,　”KAIRO”, "CHP”，”ＥＮＤ”and ”ＦＩＮ”９　are
provided in order to define the program units constituting ａ source
progra”゛ｏｆKAIRO language.　　"KAIRO" indicates that the sequence of the
statements following it are those for the specification of ａ block.
”ＣＨＰ･１indicates that the sequence of the statements following it are
those for the change of parameters ･　”ＥＮＤ”,making ａ pair with "KAIRO”
or ”ＣＨＰ”９limits the range of influence of the paired control instruction.
Furthermore ”ＥＮＤ”paired with ”KAIRO” １ｓable to appoint the clock time
as an option at which the simulation will　get through.　”ＦＩＮ” is placed
at the end of the source progra万”|ﾆ｀ﾆ'ｔｏmake the language processor recog-
nize that the source pro万9ｒ肖万ｍis completed。
　　　　　Thecontrol statement. as the statement Including the control
instruction code is called, is punched in the same format as that of ａ
KAIRO statement. Ｉ　Instead of ａ blank, the symbol　”ボ" is punched in
column ｌ in order to emphasize that the card contains the control
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statement.　The control　instruction code is punched in columns １２
through １８and the option starting in column １９if necessary.
3-4-2　Source program of KAIRO language
　　　　　Thereare two program units in KAIRO language.　　One of them
describes the model to be simulated, and consist of the sequence of the
KAIRO statements for the specification of ａ block stated in　　　section
3-3-1≫ preceded by the control statement "KAIRO” and followed by ･'END･･．
As ａ matter of course, it must contain the statements describing ａ１１
the bl ocks in the model ．　The order of the statements contained may be
independent of the constitution of the model ，that is, the block diagra万ｍ・
Although the computation must be done through the signal flow, precisely
according to the rules mentioned in　　　section 3-2-3, the arrngement of
the statements is left to the language processor.　　The progra万nun万ercould
arrange them in cases where the model was represented by ａ simply con-
structed block diagram, but it would be very difficult to do so in cases
where the model was represented by ａ block diagram involving ａ number of
blocks and very complex feed back loops.　　The automatic arrangement of
the statements could lighten ａ programming burden considerably.　　The
model to be simulated can be specified completely by this program unit。
　　　　　Thereare three alternatives for specifying the required length
of ａ simulation run.　The first alternative is offered by the block
types for data input such as ”INPl”and ”INP2”．　These block types can
issue the command to stop the simulation spontaneously at the moment the
data of the file just treated have been exhausted.　The second method
is to appoint the clock time to stop ａ current of the simulation with
the option of an "END” statement.　The details will be illustrated in
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the next section.　The third method is offered by block type ”FBOX"
as stated in the previous section.
　　　　　Anotherprogram unit is employed to simulate the same model
repeatedly while changing some of the peurameters.　It consists of the
sequence of the statements for the change of parameters. headed by
”CHP'･and terminated by ”END".　The order of the statements contained
ｓ゛ｙstill be arbitrary.　One program unit to alter the parameters　・
corresponds to one of the repeated simulations.　The parameters which
have not been altered hold the ０１ｄvalues.　０ｎ the other hand, the
parameters once changed hold the new values by the time they will be
instructed again.
　　　　　Ａsource progreunin KAIRO language is defined with the program
unit to describe the model only or this and some program units to change
the parameters.　In both cases it must be terminated finally by the
control statement ”ＦＩＮ”．
３－５　Example and its results
　　　　　Theresponse of ａ simple LC circuit shovm in Fig. 3-3 to ａ sine
wave was computed by KAIRO language, as ａ typical example.　Let the
input and the output of the circuit be x(t) and y(t) respectively, then
the differential equation describing the circuit is as follows:
今
＋２ａ登＋（ａ２＋ｗ２）ｙ・（ａ２＋ｗ２）ｘ (1)
vhere　・ａ・R/2L　and　ｗ２ ・　１／Ｌ(;－Ｒ２／４Ｌ２．　Theoutput response y(t) to




t) Kas computed under the initial condition
・O at t・０．
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　　　　There are three approaches to solve the equation by menas of
KAIRO language.　　The first approach is to compute the analytical
solution of the differential equation (l) directly with FORTRAN･
It can be obtained as follows after ａ primary computation・









　　　　In the second approach、the representation of the equation （１）
in terms of ａ Laplace transform is intermediate、 as follows;
　　　　　　　　　　　　　　　　　２　　、２
　　　　　　　　Y (s)・：：‘　　゛j゛ﾚ１;･-　Ｉ．､Ｉ　X(s)　　　　　　　　　　　　　(3)
　　　　　　　　　　　　　　( s + a ) + w
Therefore the circuit response in this case can be computed with
block type ”ｎ･T2", which Is implemented to compute the output
response of the circuit represented in terms of ａ Laplace transform
（ｃｓ＋ｄ）／１（ｓ＋ａ）２●b^. In the compiled form of block type ”FLT2"、
the convolution integral of the input signal and the memory function
of the circuit is approximated by the trapezoid rule.
　　　　The third approach is to construct ａ block diagram, referring to
the corresponding representation of the equation､(3) in ｔｅｒ皿B of ａ
z-transform.　It is given by
Ｔ（ｚ）・
　　　ｚ’ｌｅ’゛Ｔ（ａ２ ● w^) 8in(wT)
ｗ ｔ１ － ２ｚ’１ｅ‘゛Ｔｃｏｓ（゛Ｔ）゛ぐ２ｅ’２゛Tj
X(z)
where Ｔis the sampling period.　The following two equations make it









for an example of
KAIRO　source program*
FVAL
Fig.　３－４　The　blockdiagram　for computing the response




　　　　　The three methods shown above are incorporated in Fig. 3-4.
Block TVAL inserts the FORTRAN statements in the KAIRO program with hlock
type ”FBOX”， which describes the procedure to compute the analytical
solution (2) of the differential equation (1). Block FLTER computes the
second output with block type ”FLT2” according to equation (3). The
blocks from block ADDER to block AM3 with the feed back loops composed
of ａ delay line and an amplifier are constructed according to equations
(4) and (5) to produce the third output.　Block ss is ａ cosine gener-
ator to apply the sine wave　x(t) ･> E Bin(>゛ｏｔ）’Ｅ ｃ°ｓ（｀゛ｏｔ“吾）ｔ°
block FXTER and block ADDER.　The three solutions are shown graphi-
cally by block type "GRAPH".
　　　　　The block diagram appearing in Fig. 3-4 is specified by KAIRO
language as in Fig. 3-5, in which the compiled ｌists generated by the
KAIRO compiler are also included.　It should be noted that block type
"GRAPH" is compiled into ａ subroutine subprogram.　　The seunpl ing period
T, that is, the clock time interval with which the whole circuit operates,
was １００micro seconds.　The amplitude Ｅ of the sine wave to be applied
was １０００９and its frequency ゛ｏ／２ｔ ｀゛゛ｓ５００CDS, ゛ｔ first, V゛hich ゛゛ｓ
　　　　　　　　　　　　　･-changed to ３００CDS with the CHP-program as shown in Fig. 3-5.　　The
constants of the LC circuit, that is, the coefficients of equation （１）
were set as follows。
　　　　　　　　　　　　　　　　ａ　ｓ　100 "TC ( rad/sec )
　　　　　　　　　　　　　　　　ｗ　a2000 "TC ( rad/sec ) .












































K003　　GRAPH HAS NOT BEEN REFERRED.　k/ARNINQ ONLY




























































　50112 IFdWATCH.EO.00500) GO TO ５０００
　　　　　　IWATCHsIWATCH・１
　　　　　　DIMENSION V{500)


























　820IJ 1VAL = V(IHaTCH)
　　　　　　SS:FZ(2)*C0S(AZ(3) )
　　　　　　AZ(3):AM0n(AZ(2>・Azt;















｀）１ａＬＪCALL GRAPHZ(GRAPH.r5,MZ(4) .AZ(12).AZ(13) ,0 .HZ <5 ).lEHGCY )




















10CJ4 GO Ｔ０ 5001
　　　　　eNu





















































































































































































































outputs of results　computed by ＫＡ工RO








“ａＴ（ａ２＋ｗ ^) sin( wT)/ w = 0.358791
It shoul d be noted that the factor Ｔ by which the output values of
block ss was multiplied to approximate the delta-function was incorpo-
rated in the gain of block ＡＭ３。
　　　　　Itwas stated that there were three methods for specifying the
required length of ａ simulation run in section 3-4一犬２.　Inthis example
the second method was used.　The clock time to stop the simulation run
was appointed as the option of an "END” statement.　In order to indicate
the use of the option, ”WATCH'･was punched in columns １９through ２３of
that statement and digits to specify the clock time starting in column ２４。
　　　　　Theresults are shovm graphically in Fig. 3-6.　The symbols ０，１
and ２ correspond to the first, the second and the third method respective-
１ｙ．　　Themeasure of agreement of the circuit responses by three differ-
ent methods seems to prove them to be correct as supplementing one
another.　The output response is evaluated larger in absolute value by
the trapezoid rule approximation of the convolusion integral and smaller
ill absolute value by the z-transform method.
３－６　Conclusion
　　　　　Theoutline of KAIRO language, ａ simulation language which is best
suited to the problems concerning information processing systems includ-




吻systems, speech analysis-synthesis systems and pattern recognition
systems, has been described.　KAIRO language is one of the block dia-
gram languages.　It enables the user to build up the model to be
simulated in ａ hardware oriented form,　that ｉｓﾀａ block diagram,　and
so is used conveniently by engineers unfsunil i£ir to the so-called
general purpose languages。
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　－
　　　　　It seems to increase the efficiency of the KAIRO language sig-
nificantly that it allows the FORTRAN statements to be inserted ６ｎ the
same level as the　KAIRO statement*　The parameters of each block
included in ａ block diagreun・ say, the model to be simulated can be
altered conveniently by the statement for this purpose.　　Since the
source progreun of KAIRO language is compiled in FORTRAN language, the
two phases of the　KAIRO compiler and the FORTRAN compiler must be
passed through in order to simulate the model with KAIRO language・
It will be inevitable that passing through these two phases will lower
the efficiency of the final machine program.　　The efficiency of KAIRO
language should be estimated on the basis of the total cost computed
from the building up of the model to the obtaining ０ｆ the simulated
results.　From this point of view it will be expected that ａ rapid
conversion of the model　into ａ simulation program more than meikes up
for　its inefficiency・
　　　　　Among the problems belonging to the same Ｃａｔｅｇory are those for
which ａ simulation language is best suited, or those for which it is
not suited. Some models which can be represented with a block diagram万
can be sinnilated efficiently with KAIRO, but other models cemnot.
What kind of block diagrams is KAIRO unable to simulate efficiently？
It is difficult to answer this question In general terms.　However
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it will be apparent that KAIRO is inadequate for the type of block
diagram in which the necessary signal passes through one ６ｆthe branches
of the block diagram and the other branches are not in use.　Although
KAIRO ｉｓ’applied to ａ broad class of hardware oriented problems, it
assumes that all the blocks included in the block diagrcim万should oper-
ate efficiently in the whole process of the simulation.　Therefore it
does not possess the ability to recognize the idle parts of the circuits
and ｔ０leave the computation of these parts undone.　０ｎ the other hand,
for the block diagrams万which do not include the idle circuits. the
object program of KAIRO may be expected to be as efficient in computer
running time as ａ program directly written in FORTRAN can be.
　　　　　Ifthe programmer's macro and the subroutine composed of KAIRO
statements could be available, KAIRO language would be extremely power-
ful.　The programmer's ”゛crofacility and the subroutine facility are
to define ａ now block type with ａ set of KAIRO statements and ｔ０give
an abbreviated name to it.　The user can call　for it by the abbreviated
name as if it were one of the predefined block types.　　They are nearly
equal　from the point of view of function, but are quite different in the
complexity of compilation.　This will be explained briefly in section
4-6.　The small memory capacity of the available computer obstructs





The KAIRO language processor
　　　　　Ａlanguage processor can be named in various ways corresponding
to the kinds of object languages and the methods of interpreting the
source language.　　The KAIRO language processor should be called ａ pre-
processor in the sense that its object language is not ａ machine
language but FORTRAN, and ａ generator in the sense that the order of
the statements describing ａ simulation model must not coincide with
that of the corresponding portions in the execution of the object machine
program.　　Disregarding these considerations ，we shall call the KAIRC
language processor a compiler which is ａ CODUQOn name given to the
language processor。
　　　　　Thefollowing facts result from the fact that the object language
of KAIRO is FORTRAN.　The first １Ｓ that the KAIRO compiler has only the
responsibility for the translation of KAIRO into FORTRAN.　The final
machine prograun is executed under the supervisor or monitor in the
operating system to which the FORTRAN compiler belongs.　　The second
is that the procedure for each block typo which must be prepared in the
compiler is easier to write in FORTRAN than in the machine language・
The third is that the quality of the object machine program can depend
upon that of the available FORTRAN compiler.　Its shortcoming １Ｓ re-
fleeted at once in the qual ity of the object machine program.　　As ｔ０．
this point. however, it has ｂｅｅｎｒｅｐｏｒｔｅｄ(２８)ｔｈａｔｎｏremarkable differ-
ence between the procedure written In FORTRAN and the procedure written
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in the assembly 1anguage exists in their efficiency, if ｔｈｅ･FORTRAN
compiler has been preserved for ａ few years.　　Infact, it has been
confirmed for some block types that the number of the machine instructions
contained in the final machine program passing through two language
processors is more by ten or twenty per cent than that in the program
written directly in the assembly language by the author。
　　　　　Oneof the most advantageous facilities of KAIRO language seems
to be its facility for an automatic sequence control which contains the
time advancing mechanism and the ordering mechanism of the blocks in
the simulation model.　In general, an advantage of ａ simulation language
invol ves the complexity for the compiler.　Since all　theblocks in the
simulation model have been assumed to operate synchronously in the
present case (see section 3-2-3), the time advancing mechanism becomes
so simple that the clock time can be advancing ａ unit at ａ time.　The
important problem for the KAIRO compiler to solve is the implementation
of the automatic arrangement of the blocks in sequence through the
signal　flows.
４－２　structure of the object program
　　　　The structure of the object program of KAIRO language appears in
Fig. 4-1.　１ｔ is the case that the model will be simulated (n+l) times
while Changir!９the parameters of the model ．　In Fig. 4-1、the variable
Ｊ expresses the content of ａ clock counter、and the constant Ｎ expresses
the required length of one simulation run.　The constant Ｎ is equal to
－１unless it is appointed、with an option in the control statement ”ＥＮＤ”．
In this case、 the command to cease the ｓｌｉ皿llatlonrun must be issued







































program will raove along the path indicated by ･the broken line in Fig. 4-1.
The program unit preceded by the control statement "KAIRO" is translated
into the main program to describe the simulation model and the subroutine
to set parameters.　Each block type has the mould or original pattern
expressed with FORTRAN-!ike notations in the compiler.　It consists of
ａ main operation part and an initial setting peirt if necessary.　Corre-
sponding to these parts of the mould, the main program describing the
sinmlation model　is also divided into the initial setting part and the
main operation part。
　　　　　Thereare two approaches in translating ａ block type.　　One is to
generate directly the FORTRAN statements describing the corresponding
procedure every time　it is used.　The other is to generate only the
calling sequence for ａ closed subroutine describing the operation of the
block type whenever it is used, and the closed subroutine itselｆ only
once, no matter how many times it may be called.　The former takes ａ
short computing time and ａ large space of core memory and fits those
cases where the generated statements are rather few in number.　０ｎ the
゜ｔｌ?ｉｎｄ，ｔｈｅlatter takes ａ smal1 space of core memory and ａ long computing
time due to the overhead time of the closed subroutine, and fits those
cases where the number of statements involved in the subroutine is so
many that the overhead time can be neglected.　Most of the problems to
be investigated with KAIRO language require ａ number of repeated compu-
tations at one simulation experiment, for example ，２０，０００１repetitions
to process the speech data of ａ second Scunpled at the sampl ing period
of ５０micro seconds.　The former was adopted, therefore, for most of
the block types in KAIRO language so that the computing time could become




the closed subroutines in order to 3pare ｔ】lecore memory and to simpl ｉ‘fy
the structure of the object program。
　　　　　WithKAIRO language, it is permitted to repeat the simulations
while changing ａ part of the parameters included in the model.　In order
to implement this facility, the values of the parameters were not em-
bedded in FORTRAN statements as constants, but were set in the array
assigned for the parameters of each･type.　　The constants embedded in
FORTRAN statements could not be changed by means of FORTRΛＮ statements.
The array names ”ＩＺ”for the integral and the alphabetic parameter and
”ＦＺ”for the real one were used for this purpose.　　As to setting the
parameters, the available FORTRAN compiler had tho shortcoming during
the period when the ＫΛIRO compiler was being developed that the state-
ment ”BLOCK DATA" could not ‘be ｕｓｅｄ（２７）．　Ifthis statement were availfi-
ble, the arithmetic expressions, for example, FZ(30) = 43・:3,would not
have to be used in order to set them in the arrays and the computing
time and the core memory could be spared。
　　　　　Theprogram unit preceded by the control statement ”CUP" is trans-
lated into the subroutine to change the values of the parameters re-
quired.　One ”ＣＨＰ”program unit corresponds to one subroutine, which
consists of the arithmetic expressions as exemplified above.　Finally
when the control statement　”FIN" is read in and the number of changes ・
of the parameters is decided, the subroutine to control　the linlcago
between the main program and one of those subroutines is generated.
The structure of the object program, that the procedure for this ｌinkage
is not embedded in the main program but constituted as ａ subroutine
subprogram, has been determined on the principle of decreasing the drum
memory space for the generated program as much as possible.
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４－３　KAIRO compiler
4-3-1　The outline of the KAIRO compiler
　　　　　Theoutlitie of the KAIRO compiler will be described in this
section.　The outlined flow chart of the compiler appears in Fig. 4-2.
Corresponding to each block type, the table which contains the infor-
■nationnecessary to analyze the statement describing the block in the
block diagrcun being simulated, and the mould expressed with FORTRAN-
１ike notation, which is the origianl pattern used to generate the FORTRAN
statements describing the function of the block type, are prepcired in
the compiler.　The table, called ”Function table (F-table for short)”・
consists of eight words per block type and involves the following
information：
　　　　(l)Fhinction code・
　　　　(2)Some indicators representing the special properties of the block
　　　　　　　typesuch as ａ delay line, ａ block with no inputs, etc..
　　　　（:3)the number of each kind of para:meters.
　　　　(4)the number of each type of inputs.・
　　　　(5)informc･tion on the modification of the funct ion by the omission
　　　　　　　ofinputs.
　　　　(6)the number of outputs and their signal types・
　　　　(7)the origin address of the mould.
　　　　(8)the origin address of the special processing program if
　　　　　　　necessary・
The detailed description of the original pattern will be given in later
section.


































































Fig. if-2(b) Outlined flow chart ｏｆ the ＫＡ工ROcompiler(continued).
phases。
　　　　(1)The input phaseﾚｌ｀万eadsthe source万ｐｒｏ万gra万”1describing the block
diagram specifications and generates ａ table named Label table or
L-table for short in preparation of later。phases.　　The input and output
connection of the blocks is also stored in the form of bi-directional
list structure.　This is named the ｌＯＣ:-:tablefor short。
　　　　(2)The arran ement　hase. using the IOC-table, ａｉ･ranges the blocks
in sequence through which the simulation of the blocks will be able to
be executed correctly in the computer。
　　　　(3)The　eneration　hase generates the FORTRAN statements correspond-
ing to each block and puts them out on the appropriate output device。
　　　　(4)The　arameter chan ｅ　hase translates the programs preceded by
the control statement ”ＣＨＰ”intothe subroutine subprograms altering the
pareimeters and also generates the subroutine subprogram controlling the
repetitions of simulation runs。
　　　　　TheKAIRO compiler is written in the assembly language of HITAC
5O2O, and consists of about 8,700 words including the mould of each block
type and is divided into ten chain links, some of which are in corre-
spondence to each phase mentioned above.　The available computer,
HITAC 5020, has ａ core memory of 。１６Ｋ　words.　The system monitor and
input/output system subroutines called by the KAIRO compiler occupy
about 9,700 words.　　The memory assiりnment of the compiler in the availa-
ble memory space is as follows.　The core resident ｐ‘artof the compiler
consists of the main program controlling the chain 1inks, several　funda-
mental and frequently called subroutines and the F-table, occupying
about 1,200 words.　Each chain link occupies at most 1,000 words, and
4,5OO words remain as working space, which is able to accept ａ block
－57 －
diagram including about ３００blocks・
4-3-2　Input phase
　　　　　The　inputphase reads the statements specifying the block diagra”｀万
and generates the L-table and the IOC-table in preparation for later
phases.　The L-table consists of seven words for each block and includes
the following information：
　　　(1) the label assigned to the block by the progranuner・
　　　(2) the number of characters of the label.
　　　(3) the output signal type copied from the F-table.
　　　(4) the number of input blocks.　　　　　　゜
　　　(5) the number of blocks fed to the output.
　　　(6) the numbers of the Integral and the real parameters.
　　　(7) the values of the subscripts in the para万meter arrays　assigned
　　　　　　tothe first parameters of both kinds.
　　　(8) the link addresses of the input and the output connection.
　　　(9) the origin address of the F-table of the block type used in
　　　　　　thistatement.
　　　(10)other temporary information required, such as some indicators
　　　　　　explainedlater.
In the IOC-table, the input and the output connections are stored in
the form of the bi-directional　list structure.　As soon as the state-
ment specifying ａ block is read in, the information on the input con-
nection can be determined, but that on the output connection can not.
It is, therefore, advantageous for saving the ｍｅ皿oryspace that the
information on the output connection is also stored in the form of the
list structure. The L-table and the IOC-table sore shown in Fig. 4-3(b)
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Fig. ４-３(b) The L-table, INORG is the link address











block OUT/f １ｓassumed not to








and (c), together with an example of the input and output connection of
ａ block in Fig. 4-3(a).
　　　The flow chart of the input phase appears in Fig. 4-4.　The input
phase consists of the following six subparts.
　　(l) Subpa£ｔ∧Ｊﾚchecksｆｏ万ｒthe format of the label and looks up its
entry in the Ｌ‘table.　　If the label has been found there, it is ascer-
tained whether it is nnilti-def ined or not.　The subsequent processing
of that statement will be deleted, if it is so.　If it has no entry ｉｎ’
the L-table, the locations for it are secured there.　Instead of the
label, a string of characters, the origin address of these locations
will be used to represent the name of the block in later processes・
The indicator denoted by the character　’ＩＵ” in Fig. 4-4, represent ing
that the function has been defined, is set on.
　　皿皿ｍ
with one of those provided in the F-table or not.　The origin address
of the F-table belonging to that block type is written down in the Ｌ－
table, if it is acceptable.　This origin address will be substituted
for the function code itself to represent the block type in later phases.
There are some block types that must be subjected to special treatment.
For instance, FORTRAN statements following the "FBOX” statement are read
in here and stored in the drum area for this purpose.　　The number of
　　　　　　　－statements to be read in is determined by the peirameter of the ”FBOX"
statement.　Such ａ parameter is read here as the number of units deley
of block type ”ＤＥＬ”，which does not operate simply as ａ constant, but
determines the structure of the compiled program万・
　　心汰ゝ泌‘lats of the parameters an

















































KLg. ４-４　Flow chart of input phase.
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瓦ｇ. 4一々　Ｆ:lowchart ｏｆ input phase (continued),
● 6２ －
” ~
and stores them In the drum area.　The array names”IZ" for the integral
parameter and ”ＦＺ”for the real one are used.　Provided that the content
of the subscript counter corresponding to the first, Nl, of the integral
parameters is thirty, the statement is in the following form and one is
added to the subscript counter;
　　　　　　　　　IZ(30)・Nl.





are generated.　The value of the subscript assigned to the first of the
integral parameters and that of the real ones are recorded in the L-table
and finally the numbers of the integral and the real parameters are
checked with those written in the F-table respectively・　．
　　　(4) Subpart IV looks up the entries of the labelｿｓ appearing １ｎ the
input field consecutively in the L-table, and makes an entry of the label
which has not yet been recorded.　For the block which vas recorded In
the L-table, the indicator, denoted by R(L) in Fig. 4-4, indicating that
the output of the block is connected with an input of another block, is
tested.　If it is not already set on, this is done.　otherwise,　the
indicator, denoted by B(L) in Fig. 4-4, indicating that the block appears
in the input fields more than twice, is set on.　The number, N (L), of
　　　　　　　　　　　　　　　　　　　　　　　　．　　　　　　　　　　　　　　　　　　　　　　　　０
the blocks fed to the output of the block being treated is increased by
one.　　and ａ branch is　further added to those of the list towards the
output.　For the block juat defined, the number, N.(X), of the input
blocks and the link address of the Input connection are written down in
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the L-table,　In the locations following the link address of the list
towards the input, the names of the input blocks are recorded consecu―
tively in the form of the origin address of the L-table.　Provided
that some of the input blocks are omitted, the modification of the
function is done after it is insured that no grammatical violation of
the input omission exists.
　　(5) To subpart V, the control is transferred when ｔｈｅ万"END”state-
ment is read.　Here the existence of the undefined label, which appears
in the input fields of some statements but not in the label　field, is
examined and the matching is done in the number of the input blocks and
their types for each block recorded in the L-table.　If any rule
violations are discovered in steps (1), (2), (3), (4) and (5), the
consecutive compilation is abandoned at the time when the process of
subpart Ｖ is completed.
　　皿　・J-ORTR眼nents to set
parameters, generated in subpart Ill, and puts them out to the appropri-
ate output device in the form of ａ subroutine subprogra万゛．
4-3-3　Arrangement phase
　　　　　Thisphase arranges the blocks in sequence through the signal flow
by using the bi-directional ｌist structure constituted in the input
phase.　The algorithm for arrangement is closely related to the repre-
sentation of ａ delaying-type block in the computer.　The policy of
the KAIRO compiler is that only one trord memory is assigned for one unit
delay.　　Furthermore, all the contents of ａ delay line are to be initial-
ized zero.　Since this is ａ special operation different from that of ａ


























N is the 'number o f the
blocks in　the L-table.
　　　　　　　　　　（､こj）　（ＴＯ NEXT PAGE)






the object progra”｀Ｓｏ that, at the present clock time of the simulation,
the current output can be computed for ａ nondelaying-type block, while
the output for the next clock time can be computed for ａ delaying-type
block.　Thus the alogorithm for arrangement can be derived from the
discussion in the section 3-2-3 as ｆ０１１０ｗＳ：
　　　　(1) a nondelaying-type block cannot be computed before all　the Input
　　　　　　　blocks to it except delaying-type　blocks have been computed・
　　　　(2) a del ay ing-type block cannot be computed before all　the input
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　ｌ＼ blocks except delaying-type blocks and all the blocks fed to it
　　　　　　　have been computed.
The flow chart of the arrangement phase is shown in Fig.h-5．　　This
phase consists of the following two part.
　　　　　　(1) Search of ａ branch.･　　A branch is defined as ａ sequance of
successively computable blocks.　At first the arreingement phase searches
ａ branch for the purpose of computing the blocks included in it consecu-
tively.　　The block which can be the head block of ａ branch is ａ block
with no input such as ａ generator, ａ blpck with
more than two inputs, ａ block with ａ delaying-type block as input, or
ａ block which has ａ single input and whose Input block is fed to more
than two blocks.　The block which C£m be the end block of the branch is
ａ block being fed to the head block of another branch or ａ block, such
as ａ printer, which is not fed to any other blocks.　Thｅｓｅ blocks are
shown in Fig.　４－６(a) and (b).　The block which can be the head one and
sinniltaneously the end one forms ａ branch by itself.　Ａ delay line is
forced to be ａ branch by itself for simplicity of prograjnming.　　Ａ１１the
blocks appearing in the block diagram shoul d be included in some branch.






















●　ｃｌ°sedloop ｃ°「isistingof nondelaying blocks only.　　In Fig. 4-7,
　blocks Bl, Ｂ２and Ｂ３and blocks Cl, Ｃ２and Ｃ３form branches・　，The
　first branch will be denoted as Ｂ and the second as Ｃ for slmpl iclty・
　Blocks Al, A2, A3, Dl and Ｄ２form branches by themselves respective-
　ly.　　First the head block is searched out and the bi-directional
　ｌ1st structure is traced towards the output かom the head block. mj･万rk-
　ing the blocks as traced, until the end block can be found.　This
　process is continued until all　the blocks have been traced。
　　　　　　(2)Arrangement of branches*　Since the connection of the blocks
　can be replaced, with that of the branches by procedure (1), the branches
　should be arranged in sequence through the signal　flow as the next step・
　The first computable branch is that whose head block has no input or has
　only delaying-type blocks as inputs.　The branches satisfying either of
　these requirements are all stored in push-down pop-up memory.　　The
branch is, then, dravm-･from the push-down memory according to the rule
　”last in － first ｏｕｔ”，and compiled.　The word ”compiled" means here
　that the "compiled" branch is signed in order to assume that ａ１１･the
　blocks included in that branch have been computed.　For the branches
　fed to ｔｈｅ万ｂｒａ万nchjust compiled, it is tested in turn according to the
　algorithm for arrangement to see whet!ler they become computable, and
　those which become so are stored in the push-dovn memory*　The same
　proceduz-e is then repeated, modifying the list structure towards the
　output to express the sequence of arranging the blocks・ until the push-
　down memory has no entry ≪md so the arrangement is completed.　The
　branches that have not been compiled In this procedure are turned to




（１） A3 Al Ｂ Ｃ
(2) A3 A1 Ｂ Ｄ２








　　　　　Fig.4-8 shows the transition of the contents in push-down memory
during the procedure for ｔｈｅ･blockdiagram appearing in Fig. 4-7.　　The
branch in the extreme right hand column is drawn out first..　Now assume
that the contents of row (1) are as shown in Fig. 4-8, although they
might depend upon the order of the statements describing the block
diagram shown in Fig. 4-7.　　Branch Ｃ is compiled first and then branch
Ｄ２becomes computable.　It is stored in the push-down memory and at
once drawn from it and compiled.　Branches Ｄ２，Ｂ and Al are compiled
in turn and then branch Ａ２becomes computable.　Last of all branch Ｄ１
becomes computable after branches Ａ２and Ａ３have been compiled.　The
computation order of the blocks are, thus, decided as follows; Ｃ１，Ｃ２，
C3, D2, Bl, B2, B3, Al, A2, A3 and Dl.
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４4-3-4　Generation phase
　　　　　Thisphase generates the FORTRAN statements corresponding to the
blocks according to the order determined in the previous phase.　The
compiled forms of the block type 3 in KAIRO, of course, have different
structures from each other.　So it is not convenient to provide the ，
corresponding procedure to generate the FORTRAN statements for each
block type.　　In order to treat most block types by ａ rather simple
program, the original pattern called ａ statement mould is prepared for
each block type.　　It is ａ sequence of statements with notations similar
to FORTRAN statements and including some operators。
　　　　　Thecompiler scans the symbols in the statement mould sysmbol by
symbol.　Meeting an operator, and making reference to the information
contained in the L-table and the IOC-table, the compiler・interprets it
as will be mentioned below.　The nonoperator symbols are incorporated,
as they are, into the corresponding FORTRAN statement.　＼n＼en the symbol
”＆”ｌwhich indicates the end of one statement in the mould, is found,
the FORTRAN statement just generated is transferred to the buffer memory
for this purpose.　　After the compilation of all　the blocks included in
the block diagram is completed, the generated statements are put out to
an appropriate output device together with some additional type state-
merits and specification statements.　If the block which should be
compiled into ａ subroutine subprogram is included, it is put out there-
after.　　The flow chart of this phase is shown in Fig. 4-9。
　　　　　Thereare three kinds of basic operators used in the statement
mould。
　　　　(1)The re laceraent ｏ erator takes the form ６ｆ”ﾎﾞAB(C)"and is














































a block.　The symbol　”がｌ･indicate。 that two or three symbols follow-
１ｎ９１ｔ are to be interpreted as an operator.　The symbol　’ｉＡ･･，ｅχpress-
ing what kind of information the operator is replaced by, is one of
the symbols ”L", "I", "P", "F", "M"･，･･A" or ｎＳ’･,representing ａ label ，
an input block, an integral parameter, ａ real parameter, ａ‘working
variable of the Integral type, that of the real type and ａ statement
number respectively.　　The information expressed by the symbol　"A"万１ｓ　。．
specified in detail by the next symbol　”B", which is one of the symbols
”ｘｎand IIMI･and ａ digit.　The symbol ”X" means that the terra represented
by the preceding ･symbol　is specified by the content of the repetition
counter, explained in reference to the repetition operator, which plays
the same role as a decimal number　does as will be mentioned beloir.
The symbol　”Ｎ’ｉmeans that the operator is replaced by the number of the
terms expressed by the symbol　”Ａ”, for instance, the number of the input
blocks.　If the symbol　”Ｂ’１ｓａ digit, then the third symbol ”Ｃ’１１ｓ
also interpreted as ａ part of the operator.　・Provided that ａ decimal
number ”ＢＣ”is "03” and the symbol　imti is "I", the operator ”103” is
replaced by the third input label。
　　　　(2)The re etitlon ｏ erator Is employed to express simply the un-
determined p£U*t of the statement mould such as the number of the input
blocks of an adder, and takes the following two forms;　･り9!AR"and ’1がA".
There is ａ counter called the repetition counter to control the repeated
interpretations of the part expressed by the repetition operator.　In
its first form, the second symbol　”A" is ａ variable which has the same
meaning as in the replacement operator, and ”Ｒ’１１ｓａ constant symbol
indicating that the operator ia the repetition one.　This operator sets
the number ， corresponding to ’りφ!ＡＮ･･in the replacement operator, to the
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upper limit of the repetition counter.　The symbol　１１Ａ”of the second
form is one of the symbols ”＋”，”－”and”””．　The”＋”forces the ad-
dition of one to the content of the repetition counter and the ”－”the
subtraction of one from it.　　The pair of the strings ”が""denotes the
range of the undetermined part.　The compiler, meeting the first　”が””，
initializes the content of the repetition counter. and, finding the
second ”戸””,examines whether or not it coincides with the upper limit
of the counter.　If they are not equal, one is added to the content of
the counter and then the flow of the compiler program is controlled to
interpret the part following the first ”が””again.　otherwise, the
repeated interpretations have been completed.　The nesting of the pairs
of the strings ”がIII!ig not allowed.
　　　(3) The deletion ｏ erator is used to delete some statements or ａ
part of ａ statement in the mould conditionally.　　This operator tetkes
the form of ”が￥A が￥”．　Thesymbol　”Ａ”has the same meaning as
in the replacement operator.　If the number involved by ”#ＡＮ”is zero,
the part enclosed by the pair of the strings Ｉ’が￥”isdeleted.
Example










The statement mould of the block type ”ＳＨＲ”is as follows;




and for the main part,










The symbol　”＠･･is substituted for four blanks.　In the present case,
the number to be set to the upper limit of the repetition counter by
the operator ”がＬＲ”is equal　to three and the operators ’りﾀ101”and ”が１０２”
are replaced by the labels　”Ｂ”and ”Ｔ”respectively.　　The operator
”がＬＸ”is interpreted as "Al”，’･Ａ２･ｌor ･･Ａ３”，depending upon the current
content of the counter.　Assuming that statement number ”1009”is
assigned to the operator ”ﾎﾞＳＯＩ”,the compiler interprets the statement
mould and generates the following FORTRAN statements corresponding to





and for the main part、






　　　　　Thisphase reads the program units preceding the control statement
”CUP" and generates the subroutine subprogra万”1万ｓaltering the parameters.
One "CUP” program unit corresponds to one subroutine subprogram.　　The
procedure of this phase is very similar to that of subpart Ill　in the
input phase.　It checks the formats of the parameters and examines
whether or not the ordinal number of the parameter to be changed can be
accepted.　For instance, assuming,　for the block labeled ”Ａ”,that the
number of the integral parameters vas three and that of the real ones
was two, and that the value of the subscript in the array for the integral
parameter was thirty and that for the real one was forty, the statement
instructing the change of the values of the parameters,
　　　　　　　Ａ　　　　　　　　　　l,3O.O"2,4.O"l,17
can be accepted and translated into the arithmetic statements in FORTRAN







cannot be accepted because the number of real parameters must not be
greater than two.　For the statements including any rule violations,
the compilation is omitted and the error messages are issued。
　　　　　Thisphase reads the control statement ”ＦＩＮ”too and generates
the subroutine subprogram to control　over the flow of the object program
so that the simulation runs for the block diagram being studied are
repeated the same numbers of times as the number of the correct ”cin?"
program units previously counted.　Thus, the whole process of compil-
ing ａ source program of KAIRO language has been completed.　The flow
chart of this phase is omitted because of its simplicity・
4-3-6　Programmer・ｓ macro and subroutine
　　　　　Ａprogrammer゛ｓ macro is ａ new funtion which can be defined by the
programmer with the combination of the block type 3 prepared in KAino
language, and can be employed in the same way as the predefined block
types.　Ａ subroutine is also defined with the sequence of KAIRO state-
merits as the programmer's macro, and can be called by the new function
code.　　Their programming advantage lies in the fact that the statements
to define the process required are only presented once in the program,
no matter how many calls for them are made by the main program.　　They
can contribute to omitting the burden of writing the same patterned
program sequence repeatedly and to decreasing the possibility of mtiking
careles3 mistakes.　Although the current form of the compiler cannot
be iinpremented for these facilities, ａ brief account of the algorithm
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to perform them will be given in this section。
　　　　　Inthe interpretation of the prograr°ｌｅｒ゛Ｓmacro, the statement
defining the macro code is read first, and it is supplemented in the
F-table in preparation for its use in the main program.　　As the com-
piler is reading the statements defining the function, the L-table and
the IOC-table for the macro definition, which contain the dummy variables,
such as input labels and parameters to be replaced with the actual ones‘
determined in its use, will be constituted in the same way as is done
in the input phase of the compilation of the ”KAIRO”program unit.
Finding the statement including the macro code in the "KAIRO" program
unit, the compiler will transfer all　the contents of the L-table and
IOC-table　for the macro definition into the corresponding tables pro-
vided for the ”KAIRO”program unit, replacing the duimny veiriables only
used to define it with the actual ones just decided.　This results in
the compiler reading the statements obtained by replacing the dummy
variables with the actual ones.　Thus, the implementation of the
programmer's macro seems to be rather simple.　　　　ニ
　　　　　Thesubroutine'‘of KAIRO language is different from that of ａ
genearl purpose language in that the outputs of it, say, the arguments
whose values can be computed in it, happen to be decided‘independently
of the present inputs, say, the arguments whose values have already been
decided before calling ｉｔ；　inother words, in that they can have delays・
The possibil ity that some outputs have delays and that others have no
delays will　greatly increase the difficulty。
　　　　　Nowit is assumed that the subroutine has ａ single output.　If
it can be computable when the blocks contained in the subroutine are
arranged in sequence through the signal flow on the assumption that no
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●inputs to the subroutine have been determined, it can be decided to have
delays.　　Othenrii3e. it must be insured that it has no delays so that it
can be computable when the blocks ＆ｒｅarranged on the assumption that
all the inputs have been determined, because,　１ｆthe subroutine has any
error, it can happen that It will not be computable on either of the two
assumptions stated above.
　　　　　Thenondelaying-type subroutines written in KAIRO language can
easily be translated into the corresponding ones written in FORTRAN ｂｙ゛
almost the same procedtire as that used to translate the ”ＫＡＩＲＯ”program
unit.　０ｎ the other hand, the delaying-type subroutine is not so simple
as ａ delay line.　In general, the del aying-type subroutine can be shown
schematically in Fig. 4-ll(a).　Al though its output can be computed
independently of the present values of the inputs, only the blocks
included in the part labeled "C" １ｎFig. 4-ll(a), can then be computed.
The other blocks cannot be computed before its Inputs have been de-
ｔｅｒ霜ined.　If its output is fed into one of its inputs through other
nondelaying-type blocks. all　the blocks defining the subroutine cannot
be computed successively.　　This makes it difficult to take the sub-
routine as one block, when the blocks included in the main progra”゛万,that
is,∧the "KAIRO" progra” u゛nit, are eirranged in sequence through' the signal
flow.　This difficulty can be overcome by constituting the compiled
program so that the Initial value may bo computed by the use of the part
labeled ”Ｃ”in Fig. 4-ll(a) before entering the main routine and all the
blocks in the subroutine may be computed to produce the output at the
next clock time in the ｍＡ万１ｎroutine as done in the simple delay lino.
Of course, the two calling sequences must be provided for the call for
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以ｇ．if-11　The general structure of ａ delaying-type
subroutine;　(a) has ａ single output　and (b) has
multi-outputs.
工ｎboth　figures, part Ａis　composed of nondelaying-
type　blocks　and/or　ｄｅ:Laying-typeblocks, part　Ｂ




　　　　　Finallywe will turn to the case in which the subroutine has more
than two outputs.　Their types can be decided by t}ie two arrangement
procedures previously stated.　　In the case that some outputs have delays
and the others no delays, the type of the subroutine itself cannot be
decided.　This difficulty can also be overcome by translating the
delaying-type outputs in the way as just mentioned and assigning thoir
types to the output labels defined by the ”ＤＵＭ”statements as shovni in
Fig. 4-ll{b).　Thus, the body of the subroutine can be taken as ａ non-
delaying-type・
４－４　Errorchecking and error message
　　　　　Oneof the complexities accompanying the simulation program is the
control　０ｆthe sequence in which the events or the phenomena occur in the
model being studied.　The investigator is not of great value in thi3
connection and tends to make ａ program carelessly.　　However・program
errors made here often produce　incredible results and are extremely diffi-
cult to discover and to eradicate.　It has been stated in chapter two
that ａ decided advantage of ａ simulation language compared to ａ general
purpose language is the ability to check for not only。grammatical vio-
lations、but also for some logical errors.　With KAIRO language、the
progrEunmer need not be ｅχplicitlyconscious of a problem of sequence
control、which Ｃａｎ､beachieved spontaneously when the blocks can be
arranged in sequence through the signal　flowon the basis of the con-
nections of the blocks.　The sequence control error corresponds to the
possibility of arranging the blocks in the signal　flowedsequence from
the point of view of error checking.　　This possibility of arrangement
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is examined in the arrangement phase of the compiler.　。Mostkinds of
errors which are not introduced in converting the model　intothe program,
but are included in the model　itself are higher order problems and, of
course,　cannot be discovered by the compiler。
　　　　　Thecompiler checks for the following rule violations mainly due
to the programmer's careless mistakes:　theusage of invalid characters
in ａ label assigned to a block, the format error of p£irameters,the
usages of the function codes undefined in KAIRO language,　the multi-
defined labels and the undefined labels, and the mismatching １ｎthe
number of parameters, the number of input blocks and the types of input
blocks。　？ｈｅoverflows of the tables such as the L-table and the IOC-
table are examined.　An error message is printed out, as ａ rule, at the
time when the error is found.　Ex£unples of the error messages issued




























TOlO　　SOME ERROR OCnURS ABOUT RLANK INPUT.
　　AMP。・　1.38'･AD・
　　AMP　　3"AM1








T005　　F-PART IS UNDEFINED AND REPLACED BY "DUM“．
T007　　NUMBPR OF PARAMETERS IS INVALID.
　　AMP　　-30.6'･ｎ１





K0Q2　　>M4　　HAS BEEN UNDEFINED IN SOURCE PROQRAh¶･
K002　　Ｆ HAS SEEN UNDEFINED IN SOURCE PROQRAf..
K0Q2　　SCHf･I HAS RPPN imOEFINEO IN SOURCE PROQRAr¶．
K003　　CNTER HAS NOT BEEN REFERRED.　WARNING ONLY
SIHCB THEflE IS SOHE ERROR IN SOURCE PROGRAM^ COMPIUAIION CANNOT fi£ COKI・Miicn,




The intelligibility of infinitely clipped, time queintizedspeech wave -
an appli cation of KAIRO language to speech information processing (I)･
５－Ｉ　Introduction
　　　　Theapplications of KAIRO language to speech information processing
were reported in this and next chapter.　For the purpose of harmonizing
these chapters with the previous ones devoted to the description of KAIRO
language, an applied aspect of KAIRO language was rather accentuated than
ａ detailed description of the problems to be studied.　Although these
problems were described only in their essential parts．　itmay be beyond
question that these are the important problems worth to be investigated
in fields of speech Information processing。
　　　　Theproperties of speech wave concerned with the time dimension were
investigated in this chapter.　　Theintelligibility of simplified speech
wave in the amplitude-dimension and the time dimension was measured and
by analyzing these results, the confusion matrices of V£iriousphonemes
were constructed.　The simplification involves dichotomization of the
amplitude of speech wave and quzmtlzation of the time length of an
interval between two adjacent zero-crossing points。
　　　　Thepresent experiment is one of the suitable applications of KAIRO
1anguage, because it is easy to perform it rather with computer simulation
than with physical devices.　Before the description of the experiment,
general properties of speech wave and the necessity for its investigations
will be stated briefly・
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5-1-1　Genearl properties of speech wave
　　　　Wefind the following in the opening sentence of Fant'3 work!29)
”The speech wave is the response of the vacal tract filter systems to
one or more sound sources."　　This expresses vividly the cotnnionview of
those who devote themselves to studies of speech wave in engineering・
It means 押はthematically that the characteristic P(s) of the observed
speech wave can be expressed in terms of the Laplace transform;
　　　　　　　　　　　　P(s)・S(s)T R(s)
where S(s) is the characteristic of ａ sound source, T(8) is the charac-
teristic of the vocal tract filter systems and R(s) is the characteristic
of the radiation from ａ mouth.　The radiation R(s) can be taken as
constant independently of sounds as first approximation, and the sound
source S(s) can be an aperiodic source produced by the vibration of
vocal cords and ａ noise source generated by the constriction or the
closure of the vocal tract.　The transfer function T(s) of the vocal
tract filter systems is closely related to the shape of the vocal　tract
and　is the mathematical representation of an acoustic resonance and anti-
resonance in the mouth cavity system ｉ!icluding the nose cavity.　　The
frequency characteristic of T(s) gives such ａ great variety to speech
wave that it can ｂｅu゛sed for an indespensable means of human conununi-
cation as well as characters.　Above all the spectral pettks of the
spectr‘uin　T(f) which are called formants correspond closely to the
phonemic representation of speech sounds･　These formants are named
first formant ，second formant・ etc. in order they occur In the frequency
scale.　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　゛
　　　　Informa万tionon the naturality due to speaker *s emotions and indi-
viduality ａ８well as linguistic information for human coinmunication
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are conveyed by the speech wave.　It is well-knovm that speech wave has
considerable redundancy from the point of view of the information theory,
regarding it only as ａ means of transmission of linguistic information.
However it may be said that conununication is the more possible in very
noisy circumstances and we can recognize the better ａ particular speaker
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　●
in several ones because speech wave has such an ainotintof redundancy・
　　　　　Ifwe attempt to transmit the linguistically significant information
of speech wave in telephone channel ，we may establish efficient trans-
mission system by eliminating or decreasing of its r edundeincey ･　　In
general, these methods are referred to as bandwidth-compression systems.
　　　　　Asunderstood easily from the process of speech production, the
redundancy of speech wave is due to the continuity of its wave form and
ｔｈｅ鳳ltualdependency of temporally successive values, which corresponds
to the multi-dimensional Markov process in the discrete case.　Although
this fact would suggest the possibility of an efficient encoding process
according to the coding theory of Shannon-Fano, the direct appl ication of
the coding theory to the case of speech wave would require the extremely
complicated encoding-decoding process and ａ great amount of storage for
ａ long time delay.　Therefore, the actual bandwidth-compression systems
are rather the attempts to extract and transmit the bues conveying the
linguistically significant information by analyses of speech wave and to
synthesize it by the use of them at the destination than the attempts to
decrease　its redundancy by the direct application of the coding theory・
In this sense, such　bandwidth- compression systems are generally referred
to as analysis-synthesis systems!３０）　The comprehens ive knowledge of
physical　characteristics of speech production, perception and language
is necessary as ａ background of construction of these systems.
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5-1-2　Zero-crossing wave
　　　　　Zero-crossing wave of speech sounds, which is obtained simply by
clipping of the peaks of the speech wave until　１ｔis reduced to ａ two-
valued function of time, seems to offer the clue for the bandwidth
compression.　The classic experiments of Licklider ａｎｄＰｏｌｌａｃｋ（３１）
demonstrated that the infinitely clipped speech wave had higher intelli-
gibility, although its ampl itude was so distorted.　It was useful to
improve the intelligibility that infinite clipping was preceded by
differentiation and was followed by integration.　Surprisingly the‘
articulation score of such wave which was measured by the use of mono-
isyllabic words was rather ９５ per cent。
　　　　　Themathematical　structure of zero-crossing ･wave was studied in
terms of an analytic signal of the original speech ｗａｖｅ．（３２）　　However・
the question why zero-crossing speech wave has such high Intelligibility
has not been answered sufficiently because it is closely related to the
perceptual mechanism of the auditory system of human beings.　　It was
only shown experimental ly that the nonl inear transforma万tion of infinite
cl ipping preserved the formant structure in the frequency spectrum of
the original speech wave fairly well. (33)(34)
　　　　　Sinceinfinite clipping dichotomizes the amplitude dimension and
no further reduction can be achieved in ampl itude, it is necessary to
operate upon the temporal patterns if the speech wave is to be further
simplified.　Such an experiment was carried out by Ｌｉｃｋｌｉｄｅｒ．（３５）　　In
order to make ａ difference between his experiment and the present one,
the former will be described in detail somewhat。
　　　　　Inhis experiment the simplifying operation was quantization of the
time　scale.　In quantized time ａ rectangular wave can switch only at
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predetermined instants which are set by ａ train of pulses that divides
the time scale into intervals.　Two methods of time quantization were
tested.　According to method A, the output wave switches at the end of
an interval　if. during the interval ，the input wave has switched one or
more times.　According to method B, the output wave switches at the end
of an interval　if, during the interval ，the input wave has switched an
odd ｎμjnberof times.　With quantizing rate between 2,000 and １０，０００
quanta per second, method Ｂ yielded higher intelligibility score than
did method Ａ in articulation tests conducted for subjecting speech wave
to such ａ treatment.　With 10,000 ０ｒmore quanta per second, intelli-
gibil ity was approximately as high as it was with RC filtering and
infinite clipping alone (９５per cent)。
　　　　The effects upon confusions within and between phoneme categories
of subjecting speech wave to infinite clipping have been reported most
recently.　　Vowel1 ike sounds such as vowels and semi-vowels are less
often confused than voiced and unvoiced fricativel ike ones.　stop and
nasal consonants are intermediate between these.
５－２　Planand procedure of experiment
5-2-1　Plan
　　　　Referringto the experiments on infinitely clipped ｓｐｅechwave
described in the previous section, the present experiment was planned
with the aims万ｚ
　　　　(1)to study intelligibility of subjecting speech wave to infinite





　　　　(2) to construct the confusion matrices of various phonemes trans-
formed in such ａ ｗａｙ・
　　　　　The temporal patterns of zero-crossing ０ｆ infinitely cl ipped wave
is the same as that of original speech wave.　In the present experiment
fiirther reduction was performed on the temporal patterns so that the
time length of an interval between two adjacent zero-cross ing points was
transfoi･med into one of intervals which have predetermined widths.
This transformation １Ｓ quantization of the time length of ａ zero-cross-
１ｎ９ interval which Is ａ continuous quantity.　　In Lickl ider ゛ｓ experi-
ｍｅｎｔ（３５）ａｌｓｏreferred to as time quantization, it was time scale that
was quantized.　Thus, as shown in Fig. 5-1, an zero crossing interval
whose time length is shorter than ａ quantum of time scale vanishes and
the probability that several　intervals are incorporated into one interval
increases as the quantum is longer.　　０ｎ the contrail, it was rather ･the
time length of ａ zero-crossing interval than time scale that was
quantized in the present case十and the interval, no matter hov short it
is, of cotirse at the extent of sampling period in computer simulation.
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　・　　　　　　　Ｆ
can be transformed into one interval without vanishing・　　Thus, total
time length of speech wave transformed in such ａ way may increaseﾐor
decrease depending upon methods of quantizing,　though the number of zero-
crossing intervals does not change.　　For this reason, computer simu-
lation seems to be rather adequate than physical devices which are
complicated considerably ｄ０．
　　　　　The used methods of quantizing were 1inear in terms of frequency
scale (in the range of less than 1500 cps).　　The width of an interval
betveen two adjacent zero crossing points was measured by counting ａ









　　　speech wave,　(b) infinitely　clipped wave.　(c) time
４　quantized　wave　in　the　present　experiment,　(d) time
　　　quantized wave　by method Ｂ in Licklider's　experiment.
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１; was transformed into one of intervals with predetermined widths in
the following way.　　Now let Ａｆ (cps) be ａ quantum in terms of frequency
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＜でＳａｎｌｔｈｅりwidth　T of the transformed interval　is equal
to ｂｎ°　　In the range of high frequency where integer ｎ is so large
that integer ａｎis not different ｆｒｏ皿ｉｎｔｅｇｅｒａｎ＋１゛if ｔ ｓ a ', then
ゼ゜ｂｎ(゜ａｎ)゜In other words, the quantizing of the width of an
interval is not perforn･ｅｄ°　An example of correspondence of ａｎ to ｂｎ
for the frequency quantum　∠ｘｆ of ２００cps is shown in table 5-1.　　In























Table ５－２　Listof monosyllabic sounds used for experiments
9２－
　　　Intelligibility of the subjecting speech wave ｔｏ･the trans forni£・tions
just described, including infinite clipping only,･was measured for sixty-
seven monosyllabic sounds shown in Table 5-2.　In the test, transformed
speech sounds were arrfmged in random sequence made with the aid of
shuffl ing of cards and presented to four male listeners who had not been
trained in particular to hearing of zero crossing speech wave, although
they devoted themselves to studies of speech sounds.　Test sounds were
pronounced by ａ ゛｀万１ｅannouncer.
5-2-2　Ｓｉ・ilationprocedure
　　　(l) Simulation program.　The whole block diagram for computer
simulation of the experiments planned in the previous section is

































First simulation program will be explained while input and output pro-
cedures will be later.　The block diagram for production of the time
quantized zero corssing wave is shown in Fig.　５－３・which is, of course,
expressed　　in ｔｅｒ皿3of　block types in KAIRO language.　　Its performance
will be outlined below。
　　　　Theoriginal speech wave that is read in ａ computer through block
INPMT (block type INPl) is transformed into infinitely clipped wave with
Schmidt circuit owv.　Schmidt circuit has two slice levels as par ante-
ters, whose changes cein produce different level crossing waves.　　Counter
CNT is controlled by detecting positive going and negative going points
with two triggering circuits TPl and TP2 respectively.　　It measures the
time length of an interval between two adjacent zero crossing points by
counting ａ train of pulses generated by clock pulse generator CLOCK
whose pulse rate is equal to the sampling rate of original sounds, that
is, 20,000 pulses per second.　In order to adjust the timing an input
to the counter for resetting, the output of block OR, is passing through
delay line IDl.　Measured time length of the interval　is introduced to
an input terminal ０ｆquantizer QNT through block DA under the control of
switch SWTCH whose output is the second input or the third input depend-
ing upon whether the first input is one or zero.　Because a quantizer
can accept only an analog type of signal ，an output of the counter which
　　　　ｉis an integer type of signal　is converted into an analog type of signal
by block DA.　Output of quantizer QNT gives the transformed time length
of ａ　zero crossing interval ，which is used for reproduction of the time
quantized zero crossing ■wave.　　Realization of the reproduction pro-





































Fig. ５－３　Blockdiagram for generation of time quantized zero-crossing wave.
　　　the constitution as shovm in Fig. 5-3 1ｓ adopted,
Further゜゜re,Λin order t°’spare a ■ｏ『』゛tingtime for simulati°ｉ１and ｔ°
demonstrate ａ tricky usage of block type FBOX provided for Insertion
of FORTRAN statements into KAIRO statements。
　　　　　Blocks PSWS and PSWR make ａ pair so that the blocks bounded by
them operate independently of the clock time control1 ing the whole
system.　In other words, from the moment that the output value of
block QNT becomes not equal to zero, the other parts of the system stop
operating but only the bounded parts begin ｔ０ generate ａ rectangular
wave whose width is equal to the output value of block QNT.　While it
is equal　to zero, on the other hand,　the boiinded peirts does not operate
but the other parts ｄ０。
　　　　　Thetime quantized zero crossing wave just generated feeds to block
BUFF (block type OUTl) which is used for ａ temporary storage and records
its input signals on ａ magnetic tape designated by one of its parameters.
Block OUTMT （ｂ１０１１Ｃｋtype 0UT2) does not operate before ａ simulation run
is completed.　It reads the signal recorded on the magnetic tape
written by block type OUTl, normalizes all the values of the signal by
the maximum of absolute values of the signal and records again the normal.-
ized signal ０ｎ another magnetic tape as final simulation result。
　　　　　Inthe block diagram shovm in Fig. 5-3, different speech sounds
can be transformed by changing the filename which is one of the parameters
of block INPMT and different quantizations can be performed by changing
the parameters of block QNT.　KAIRO soiirce program can be written in
the form shown in Fig. 5-4, which cem simulate the block diagram in
Fig. 5-3 while changing input speech sounds。
　　　　　(2)Input and output procediires.　The speech sound to be studied

























































































The speech sound is recorded on one track and clock pulses of ２０１０００pps,
which are used for control1 ing the whole system consisting of an analog-
digital converter and ａ paper tape puncher, ０ｎthe corresponding portion
of the other track.　The speech wave is usually sampled at the rate of
２０，０００cps and converted into ａ digital　form in an accuracy of sign plus －
ten bits by the specially designed analog-digital converter.･　　The paper
puncher punches sampled values in the digital　form on ａ paper tape at
the speed of about　１２０characters per second.　The speech wave is
reproduced repeatedly, converted and punched out little by little.
Thus, the endless tape recorder acts as ａ buffer between the analog-
digital converter and the paper tape puncher.　The desired･part of
speech wave to be analyzed １Ｓdetermined by observing its wave form on
ａ cathode ray tube and set manually on the analog-digital converter。
　　　　Thespeech data punched on ａ paper tape are read in ａ computer to-
gether with ａ filename, the number of records and the number of data in
ａ record and recorded on ａ magnetic tape in the form which can be treated
by block type in KAIRO language。
　　　　This speech data are processed by ａ simulation program and recorded
again on another magnetic tape by the use of WRITE statement of FORTRAN.
Since it cannot be accepted, as it is, by the digital-analog converter,
its format must be converted so that it has no block gap in one speech
wave.　　The conversion is conducted in the different phase from an
execution of simulation program, because ｉｔ･must be done apart from the
supervision of the operating system of the computer.　The simulation
result recorded continuously on the magnetic tape is reproduced £Uld
converted into an analog form by the digital-analog converter, which is
－98 －
used for test sounds for an intelligibility te3t and other analysis、
for instant、frequency analysis by the Sonagraph.
５－３　Intelligibility and confusion matrices
　　　　　　Theintelligibility scores and the standard deviations of the
monosyllabic sounds transformed　as described above　are shovm in Table
5-3.　　Each sound was differentiated with R-C circuit before it was
sampled, and converted into the digital　form.　The time constant was











Table ５-３　Intelligibility scdres and standard deviations
for various methods of quantizing, including　infinite
clipping only and for original sounds: (a) frequency quantum
is ２００cps, （ｂ）ＩＯＯcps, (c) 50 cps, (d) infinite clipping
only and (e) original　sounds.
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In order to test the whole system, shown in Fig. 5-2, including the
analog-digital　converter, the paper tape puncher, the simulation program
and the digital-analog converter, all　the monosyllabic sounds used for
tests were reproduced through the whole system without any transfor-
mation and their intelligibility was measured.　It is also shown in
Table 5-31 which is ９００ｄenough to prove that the whole system operated
correctly.　　The difference cannot be found between the infinite clip-
ping only and the quantizing whose quantum is ５０cps in terms of
frequency scale.　In　order to observe the effects of infinite clipping
and time quantizing Sonagrams of the word /kanda/ are shown in Fig. 5-5。
　　　　　The　intelligibilityscores are not so ９００ｄas those of Licklider
and Pollack.
(31) This is partially because the words in PB lists were
used in their experiment while the meaningless monosyllabic sounds were
used in the present experiment and partially because our listener
had not been trained in particular to hearing of zero-crossing speech
sounds。
　　　　　Theresults obtained with the experiment measuring the intelligi-
bilitv were analyzed and the confusion matrices of various phonemes were
constructed≪　　They are shown in Table 5-4.　Each position of the table
contains the nvimber of phonemes heard incorrectly.　　Since the confusion
between voiced consonants and unvoiced consonants were hardly observed,
they were　grouped in seperate tables.　Furthermore ， semivowels were
omitted from the tables because they were not confused at all.
Monosyllabic sounds used for tests are in the form of cv {consonantキ
vowel)≪　The confusion occurred chiefly in such ａ way that monosyllabic













































ｐ ｔ ｋ ｈ ・,５ ｔ・-tj total
not spoken ２ ２ １ ２ 7 (20)
ｐ ６ ２ １ 9（20）
ｔ， ２ ３ １ 6 (12)
ｋ １ １ ３ １ 6 (20)






heard ｍ ｎ 「
ｂ ｄ ｇ ｚ･３ total
not spoken ２ 2 (20)
ｍ １ ７ １ 9 (20)
ｎ １ ３ １ 5（20）
「 ５ １ １ 7 (20)
ｂ ６ ３ １ ２ １ 13 (20)
ｄ ４ ２ １ 7 (12)
９ ２ ２ ２ 6 (20)
２・了 １ 1 (20)
　　　　　　　　(a-2) voiced sounds
Table 5-4(a) Confusion ｍａ万tricesof phonemes for speech
subjected to infinite clipping and time quantizing ；






ｐ ｔ ｋ ｈ 司 1・■'J total
not spoken １ ．１ 2 (20)
ｐ ８ １ １ IO（20）
ｔ ３ １ 4 (12)
ｋ １ １ ３ 5 (20)
ｈ ２ 13 15 (20)
・，Ｊ １ ３ 4（20）






「 ｂ ・ｄ ｇ 2弓 total
not spoken o（20）
ｍ ６ １ 7 (20)
ｎ ２ １ ２ 5 (20)
「 １ ４ １ １ 7 (20)
ｂ ４ ４ １ ２ １ 12 (2O)
ｄ １ ２ １ ２ 6 (12)
９ １ １ ３ １ 6 (20)
２弓 １ 1 (20)
　　　　　　　(b-2) voiced sounds
Table 5-4(b) Confusion matrices of phonemes for speech
subjected to infinite clipping and time quantizing





ｐ ｔ ｋ ｈ 司 ・,t5 total
not spoken １ １ 2 (20)
ｐ ５ ２ 7（20）
ｔ １ ３ 4 (12)
ｋ １ １ ３ 5 (20)
ｈ ２ ３ ９ 14 (20)
・ｄ ２ 2（20）





ｍ ｎ 「 ｂ ｄ ９ '弓 total
not spoken O（20）
ｍ ４ ２ 6 (20)
ｎ ２ ２ １ 5 (20)
「 ４ １ ２ １ 8 (20)
ｂ ６ ３ １ １ １ 12 (20)
ｄ ３ ２ １ １ 7 (12)
９ １ ２ １ 4 (20)
２弓 O (20)
　　　　　　　　　　(c-2)voiced sounds
Table 5-4(c) Confusion matrices of phonemes for speech
subjected to infinite clipping and time quantizing





ｐ ｔ ､ｋ ｈ 弓 t・-tj total
not spoken ２ １ 3 (2O)
ｐ ６ １ 7（20）
ｔ ３ １ 4 (12)
‘ 　 ｋ
２ ３ 5 (20)
ｈ １ １１ 12 (20)
・ｄ ２ 2（20）




heard ｍ ｎ 「
ｂ ｄ ｇ ｚ・３ total
not spoken O（20）
ｍ ９ １ to (20)
ｎ １ ３ １ 5 (20)
「 １ ２ ２ １ 6 (20)
ｂ ４ ５ １ １ ２ １ 14 (20)






Table 5-4(d) Confusion matrices of phonemes for speech
subjected to infinite clipping and time quantizing
(continued); infinite clipping only･
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tables as　the confusion between phoneme /c/ (spoken) and phoneme ／ｃソ
(heard).　　If cv were heard as CV, the confusion would be shown in the
main diagonal ０ｆeach table.　The confusion contained in row ”not
spoken” means that vowels were heard as the sounds in the form of
consonant + vowel, and the confusion contained in column ”not heard”
means that cv was heard as vowels only.　　The last column of each table
contains the total heard incorrectly for each phoneme and the number of
phonemes used for tests in brackets.　The contents of positions having
no entry are zero。
　　　　　Theffect of infinite cl ipping on the confusion of phonemes is
different　from the results obtained with the experiments conducted with
physical devices, in which amplified and clipped noise filled the silent
interval.　　It Ｗａｓｒｅｐｏｒｔｅｄ（３６）ｔｈａｔthis noise merged with the initial
burst of the stop consonant and Increased the confusion between voiced　．
stop consonants and semivowels, and between unvoiced stop consonants ^
and fricative consonants.　Since noise in the silent interval was
suppressed in the present experiment when the speech wave was sampled
and converted into the digital　form ｂｙ‘the analog-digital converter, the
interference of clipped noise cannot occur 4.　No existence of cl ipped
noise in silent interval causes the initial parts of ａ１１the sounds to
sound ｌike plosives.　The confusion that sound ／ｈ／was heard as sound
　／ｋ／and unvoiced fricative as unvoiced africative is due to this fact.
The initial bwrst of unvoiced stop consonant is characterized with its
sharp explosive and its isolation followed by an aspiration of low
amplitude.　　The mutual confusion between unvoiced stops and vowels is
primarily due to the fact that infinite clipping uniforms the amplitude
of the initial ｂ１λΓstand the aspiration.　It seems to be caused by
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this fact that the longer aspiration has ａ sound, the less it is confused
within phoneme category of unvoiced stops or that of voiced stops・
　　　　　Asexpected,　the larger is the quantum in terms of frequency scale,
the greater effect of quantizing appears on the Intel1 igibil ity scores
and confusion of phonemes.　As the present methods of quantizing give
the change to the frequency spectrum in the range of less than 1500 cps
as shovm in Table 5-1, the great ‘influence appears in vowellike sounds
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　●
which have formants as an Importtint cue in the corresponding range of
frequency,　｀ｌｔ is inferred that vowels, when heard incorrectly. are
more often heard as unvoiced stops than as any other phonemes when the
quantizing changes the formant frequency of ａ vowel towards the fornK･万nt
locus of an unvoiced stop.　”
５－４　Conclusion
　　　　Inthis chapter, one ｏｆ･applications of KAIRO language to speech
information processing was reported.　In these experiments, the・speech
wave was subjected to infinite clipping ０ｆthe amplitude and quantizing
０ｆthe time length of an interval between two adjacent zero crossing
points.　The methods of quantizing were ｌinear in terms of frequency
scale in which the frequency quanta of ５０，１００and ２００cps were used・
Intelligibility of the subjecting speech wave to such trans format ions
was measured and confusion matrices of phoneme were constructed for
various methods of quantizing。
　　　　Theexperiments were slmt･lated by means of ａ computer.　The simu-
lation progra万ｍwas written in KAIRO language which had been developed
in chapters three and four.　Since programming was easier with KAIRO
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language than with other general purpose language, the merit of KAIRO




Ａ procedure for automatic extraction of forniant region an appli-
cation of KAIRO language to speech ｉｎｆｏｒｍａｔｉｏｎｐｒｏｃｅｓｓｉｎｇ(ＩＩ)(３７)(３８)
６－Ｉ　Introduction
　　　　　When speech sounds are analyzed by means of ａ frequency analyzer,
some peaks appear in their spectra.　Especially in vowel sounds, four
dominant peaks are appearing １ｎ the frequency range lower than about
５ kcps.　　As mentioned In chapter five, the frequencies at these peedcs
of the spectrum are called formant frequencies and they are named first
formant, second forma万nt, etc.
゛１ｎ
the order they occur in the frequency
scale and nearly corresponding to the resonance frequencies of the vocal
tract cavity system;　that is, the acoustic tube from ｌips to the glottis.
The lowest two or three forma万nts contribute primarily to the discrimi-
nation among vowels.　At an attempt to recognize the speech sounds
automatically, therefore, the first two or three formants play the
Important roles in vowel sounds.　Al though ａ number of methods of ex-
tracting ｆｏｒｍａｎｔｓ(３９)(恥)(４１１)(４１２)ｈｌａｖｅｌbeen studied by means of digital
　　　　　　　　　　　　　　●　　　　　　　　　　　　●
computers as well as ･various analog techniques ， the method is not dis-
covered by which the accurate forma万nts are extracted automatically and
In real　time。
　　　　　As an approach to the goal ，１ｎ this chapter, a procedure was
studied for extracting the frequency regions, where the formants exist,
rather than the accurate fornu･nt frequencies。
　　　　　Thi3 procedure was studied independently of the development of
KAIRO language but was nevertheless done by using the computer program
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and some successful results were obtained.　Realization of the procedure
with･hardware devices through analog technique was tried by the use of
the block types in KAIRO language in order to obtain an estimate of the
scale of whole system.　The supplementary experiments which were per-
formed using the block diagram constructed increased the reliability of
the results previously obtained.
６－２　Procedure and simulation progreun
6-2-1　Procedure
　　　　　Asmentioned in the preceding section, the tortaant frequency is
frequency at which the dominant peak appears in ａ vowel spectrum.　　ｌｆ
the formant ampli tudes, or the ampl itudes of the dominant petiks in ａ
spectrum, are nearly equal ，the formant regions are expected to be
extracted as the frequency regions where spectral amplitudes are larger
than ａ certain threshold value*　In general the formant amplitudes ，
however, are not equal　in ａ vowel spectriutt.　Especially the second
formant ampl itude of ａ Japanese vowel ／ｕ／is often lower than other
ｆｏｒ皿antamplitudes.　The change of the input level of ａ vowel sound and
of the gain of the frequency analyzing system involves the change of ａ
ST>ectral　level．　In extracting the forma万ntregions by the threshold
method, therefore, it is not suitable to use the constant threshold ａ１１
over the frequency rcinge of interest.　The threshold satisfying the
folloving requirements is desirable:
　　　　(1)it is large or small depending ｏｎ万thelocal ampl itude of ａ
　　　　　　　spectrum,
　　　　(2)it is relatively invariant to the variation of ａ spectral level ，
● １１０ －
　　　　　in other words, the formant regions to be extracted are not
　　　　　changed by it.
Ａ locally weighted mean was adopted as the threshold, since it satisfies
these requirements as shovm below.　The threshold curve was computed ，
for ａ spectimm expressed on ａ ｌinear scale. ，
　　　　Let S(i) be the value of the i-th channel of amplitude spectmim
and T(i) be the corresponding threshold. They are both represented on
ａ linear scale. The forma万nt regions are defined as the frequency
regions in which the difference between the spectrum and its threshold
１Ｓ positive.　Difference D(i) of the i-th channel １Ｓ computed on ａ
decibel scale and threshold T(i) is computed in the form of ａ locally
weighted mean of power ＳｐｅｃｔｒｕｍＳ（１）２．　　Thus,
　　　　　Ｄ（ｉ），２ｏ １０９S(i) - 10 １０９T(i)　(i = 1, 2,　●・・・９ｎ）　　（１）
　　　　　Ｔ（ｉ）＝
舅　
｀゛ijｓ（ｊ）２　　　　　　　　　　（１°･1≫ 2, ..... n)　　(2)'
　　　　　　　　　Ｊ°Ｃ１
where ｃｌis the larger of two integers zero and i-r. ｃ２１ｓthe smaller
of two integers ｎ and i+r, n is the number of channels of the frequency
analyzer used for obtaining the ampl itude spectrum, fifty in the present
case and ｒ is ａ given positive integer° The　"ij　are weighting coef‘
ficients of the j-th channel for the calculation of the threshold of the








where ａｉand ｋ are parameters.　　The ｗｉｉwere equated to zero so that
the difference between S(i) and T(i) might be emphasized in the formant
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regions.　When the parameter ｋ is small ，ａ threshold curve closes to
its original spectrum.　Since the threshold curve is quite coincident
with its original specttnifflat the ｌimit of ｋ tending to zero,　it is no
more useful as ａ threshold curve.　０ｎ the other hand, the threshold
curve becomes　gradually flat, as ｋ increases.　Since the weighting
coefficients are equal at the limit of ｋ tending to Infinite, the
threshold curve does not satisfy the first requirement mentioned above.
Although it is sure from these considerations that the optimum value of ．
the parameter ｋ exists, it is difficult to find it thoreticallv.　　So
the parameter ｋ was set three from the result of the test computation
of the threshold curves for some・spectra in the stationary and the
transient parts of connected vowel soiinds.　The a. are selected such
　　　　　Cxthat　Σｗ　。＝１。　　　　　J=Cl　１Ｊ
　　　　　Inthe present case,　the veiriation of the spectral level means
the multiplication of Ｓ（ｊ）ｂｙａ constant factor Ａ． It Is easily shown
by substituting AS(j) into equations (1) and (2) that difference D(i)
is not changed.　The difference between ａ spectrum and its threshold
is turned to be invariant・to the variation of the spectral level;　in
other words, the fomiftnt regions to be found can be invariant since
they are extracted depending only on the sign of the difference.　０ｆ
course, T(i), locally weighted mean of S(j), is large or small depending
on the local amplitude of the spectrum.　　Thus it is known that T(i)
defined by equation (2) satisfies the two requirements mentioned above.
6-2-2　Block diagram for simulation




with ａ bank of filters.　Outputs of tho filters are rectified, smoothed
by low pass filters and form ａ running spectrum。
　　　　　Thereare two methods of computing the threshold using this
spectrum.　The first is the parallel computing with the circuit consist-
ing of ａ number of resistors connected with output terminals of the bank
of filters as shown in Fig. 6-l(a).　The value of each resistor corre-
sponds to the value of the weighting coefficient appearing in equation
(3).　　The second is the serial computing with the circuit composed of
ａ nmlti-tap delay line or ａ shift register and ａ few resistors connected
with the taps as shown in Fig. 6-i(b).　In this method, the outputs of
the bank of filters are once held, sampled and scanned by ａ multiplexor.
The spectrum which is converted into ａ serial form is led to the weight-
ing circuit and the threshold is computed serially。
　　　　　Thelatter was adopted here for the purpose of decreasing the
number of devices.　Since ａ computing time taken to simulate the bank
of filters increases as the nuinberof filters becomes larger, the
frequency spectrum of speech wave is obtained by means of actual　filters
which will be described in detail later.　Instead of simulating the
bank of filters, the spectrum which is punched on ａ paper tape by the
instruments described in chapter five is read in ａ computer.　The
timing of reading the spectum is controlled by the signal which is to
control the multiplexor acctually。
　　　　　Onthese conditions, the system extracting formant regions were
simulated by the use of KAIRO language.　　The block diagram of the
whole　system is appearing ｉｎ‘Fig.6-2.　It begins to operate by setting
on manual switch ISRT (block type FBOX).　Under the control of the









as CONTROL PART, block SPECT (block･ type FBOX) which ･reads the sttectrum
in ａ computer and converts it into ａ serial　form.　The serial spectrum
is led to the weighting circuit consisting of shift register Ｓ whose
cells sire named Ｓ１１Ｓ２９・・・●・,Sl4 and S15, and amplifiers Ａ１，Ａ２，　・・・・
・.., Al4 and A15.　　The number of cells is related to parameter r, the
width of weighting range・ appearing in the previous section;　that is,
2r+i is equal to the number of colls.　The threshold of the first
channel of the bank of filters appears as an output of adder ADDER in
seven clock times after the serial spectrum is led to the shift register.
Thus the threshold is in turn computed every clock time。
　　　　　The next serial spectrum must begin to be led to the shift register
in eight clock times after the last channel of the current si>ectruni is
led to it in order that the computing of thresholds of the current
spectrum cannot be disturbed by the next spectrum.　The signal con-
trolling犬　this timing is also generated in the control part.　Ita
performance is as follows ．　Counter CNT counts ａ train of pulses and
its output corresponds to the channel number of the spectrum to be read
in.　When it is coincident with the number of channels, coincidence
circuit CIN prodi!ces the signal to trigger monostable multivibrator Ｍ，
which controls the timing mentioned above.　Its pulse width is equal
to the period of seven clock times and during this period the input gate
of the counter is inhibited.　Outputs of the counter and monostable
multivibrator are used for displaying the results too.　The time chart
of this part is shown in Fig. 6-3。
　　　　　The difference between the spectrum and its threshold is printed
out in the same form as the pattern of Sonagram by block PRINT (block
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type FBOX) .　As it must be displayed on a decibel scale, the ratio of
the spectrum to its threshold is computed by block DIV, and the con-
version of it into ａ decibel scale is performed in block PRINT.　In
order to emphasize the ｍａ：ximumsof the differences in the formant
regions they are differentiated spacially by blocks SUB and Dl and the
channels giving the maximums are detected by block ＳＣＨ。
　　　　　KAIROsource program which is converted from Fig. ６－２is shown in
Fig. 6-4.　　Subroutine INPUT which is called here reads the spectrum in









43 44 45 46 47 48 49 5０
１ ２　３　４　５　６　７　８
k3 44 45 46 47 48 49 5０
Fig. 6-3　Time　chart　of　the　block
diagra万ｍshown in RLg. 6-2.
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・#A0833　　　　KAIRO　C






































































































　　　　　The speech wave to be analyzed is once recorded on an endless
tape recorder.　It is reproduced repeatedly and analyzed by ａ frequency
analyzer.　　The short time spectrum obtained is sampled, scanned by ａ
multiplexor and converted into the digital　form by means of the instru-
ment described in chapter ５。
　　　　　The ｆｒｅｑｕｅｎｃｙａｎａｌｙｚｅｒ（４３）ｉｓｃｏｍｐｏｓｅｄof thirty channels.　Each
channel consists of a single tuned filter, an amplifier, a rectifier and
ａ low pass filter.･’ The single tuned filter has ａ half power bandwidth
of ３３ cps and the spacing of their center frequencies is uniformly ３３
cps.　　This bank of filters can cover the frequency range of １３ kcps
through １４ kcps.　The frequency range of speech wave is shifted to this
range by modulation.　The analyzing range of speech wave is determined
by the selection of the carrier frequency of modulation.　The analysis
is conducted on each ｌ kcps for each revolution of the endless tape
recorder　in such ａ way as Ｏ－１kcps,　１－２ kcps, ・・・・・　,7-8 kcps for
corresponding carrier frequency １４ kcps, 15 kcps,　・・・・・　¶２１kcps
　　　　　　　　　丿
respectively.
　　　　　Since vowellike sounds were chiefly used in this experiment, the
analysis was ｌimited at the range of Ｏ－５kcps.　　Thus the spectrum of
１５０channels was obtained.　However, the number of channels was so
large that it was incorporated into the spectrum of ５０ channels by
suniming up outputs of three successive channels in ａ power dimension in





　　　　　Differencespectra D(i) were computed for the complete spectra
obtainsed from vowel 1ike sounds.　The frequency regions in which they
had positive values were extracted as the formant regions.　The differ-
ence spectrum was quantized with ａ２ dB step in the formant regions.
Correspond ing to the complete spectrum of the original sound, the
difference spectrum was printed out.　An appropriate letter was as-
signed for each quantized level　in the formant regions and no letter
were printed out for the regions in which the differences were negative。
　　　　　Thetypical results of this procedure are shown in Fig. 6-5(a)
and (b).　Symbol　”Ｘ'ｉdenotes the quantized level higher than ６ dB,
”が”from６ dB to ４ dB, "*" from ４ dB to ２ dB, and ”。'･･from２ dB to ｏ dB.
Symbol　”○”denotes the channels of peaks in extracted formant regions.
Spectral data in these figures were obtained from sounds /uan/ of word
/takuan/ and /ano/ of word /sano/ which were spoken by ａ ”laletalker.
The first formant region, the second formant region and the third formant
region in Fig. 6-5(a) are extracted clearly,　though low harmonic com-
ponents are also extracted in some parts.　The movements of formant
regions are apparent as much as in the pattern of the Sonagram.　　The
formant regions may be said to be ｅχtracted fairly well for tested
sounds, although they are rather few in number。
　　　　　Theformant regions obtained by thi3 procedure may be used
effectively as the first approximations for the accurate formant extrac-
tion method。say, Analysis-by-Synthesls method which has been
proposed and developed by Stevens, et ａ１．　Because of not requiring so
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if it is desired to deal with ａ great number of data and is not required
high accuracy in extracting formants.　Since the procedure could be
realized with simple analog circuits as shown in Fig. 6-2, it might be
expected to play an important role as ａ part of ａ real　timeprocessing




　　　　　Inthis thesis, a simulation language, KAIRO, was described and
its applications to speech analysis were reported.　KAIRO language is
suited for the simulation of information processing systems, Including
both analog and digital signals, such as character recognition systems,
speech analysis and synthesisｌsystems⊃and communication networks。
　　　　　Thedetailed structure of KAIRO language was explained in chapter
３．　　Ａsimulation model can be described in the form of ａ block diagram
familiar to engineers.　It can be constructed by block types provided
as basic functions which are characteristic in the problems mentioned
above.　Furthermore the programmer can define his desirable functions
with FORTRAN language.　　Ａstatement appearing in KAIRO source program
corresponds to one block in the block diagram and the sequence of state-
ments may be independent ６ｆthe flow of signals.　The extreme of its
advantages is this ability of automatic sequence control which is
committed to the care of the programmer in ａ general purpose language。
　　　　　Inchapter 4, the KAIRO compiler was described in detail.　It is
divided into two main parts.　One analyzes the syntax of ａ source
program and the other interprets block types included in it and converts
them into the corresponding sets of FORTRAN statements.　The structure
of KAIRO language is essentially the representation of ａ block diagram
in terms of the list structure.　Therefore the push down store is
effectively used for the syntactic analysis of the KAIRO program.　　The







Ｆ-？able which contains lnforni£･tion necessary for analysis of ａ state-
ment and the statement mould which is the original pattern for interpre-
tation of block type are provided for each block type.　　Object state-
ments can be obtained simply by replacing the dununy variables contained
in the mould by ｔｈｅ・actual ones specified by the KAIRO statement.　The
addition of ａ new function to the KAIRO language as block type can be
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　－
performed so easily that only the F-Table and the statement mould may
be added to the compiler.
　　　　　Effectiveness of KAIRO language has been proved through its
applications to the siim万llation problems of speech analysis in chapters
５ and ６．　KAIRO language seems to provide the method of converting
ａ simulation model　into ａ computer program.　　Judging from　　　author's
experience in program”ling with FORTRAN language, ａ computing speed of
the object progra万”｀万generated by the KAIRO compiler seems to be as fast
as that of the program coded directly in FX)RTRAN language.　　０ｎ the
other hand,　the object program　tends to be large in comparison with
the program directly coded.　For instance, the circuits composed of ａ
shift register and amplifiers appearing in chapter ６ shoul d be converted
into ａ short and simple program including ａ DO statement, but in fact
the same pattern of program is repeated the same number of times as
that of the ampl ifiers.　This is because the ｐ０１icy of the KAIRO
compiler consists in that ａ computing time is made as short as possible.
　　　　　The design of KAIRO language was planned in April of 1965. The
computer, HITAC-5020, which was used for its development was opened to
the public users in the Kyoto University Computation Center in Octover
of 1965.　　Its core memory of １６ Ｋ words was insufficient for ａ scale
of the compiler.　It was, therefore, obi iged that the core resident
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part of the compiler was so small that it could accept ａ block diagram
including as many blocks as possible.　This fact produced various
kinds of disadvantages on the construction of the compiler.　The
extreme of them was that the handling of ａ magnetic tape was impossible
because the system subroutine for it requir･ed ａ large scale of memory・
The core memory of ３２Ｋ words could accommodate the whole compiler
progra”｀万simultaneously and would enable the object program to be
written on ａ magnetic tape。
　　　　　TheKAIRO compiler was completed in March of 1967 after full　two
years.　　This period does not seem so long as compared with ａ scale
of the compiler.　However, there is no doubt that the facts that the
computation center has been managed completely under ａ closed shop and
that ａ turn around time becomes longer because ｏｆ十atremendous demands
for ａ large scale and high speed computer have made it greatly diffi-









　　　　　Theauthor wishes to express his hearty gratitude ｔｏ･Professor
Toshiyuki Sakai for his constant support, understanding and encourage-
ment during the coiirse of this study。
　　　　　Healso wishes to thank Assistant Professor Shuji Doshlta for his
constant guidance and earnest discussion on the design of the simulation
language and the study of speech analysis。
　　　　　Heis indebted to Mr. K. Tabata, Mr. K. Otani and Mr. M. Mat3ushita
for their co-operations and helps in the experiments of chapter ５。
　　　　　Theauthor wishes to thank staffs of Professor Ｔ． Sakai゛ｓ laboira-
tory, especially Dr. M. Nagao and Dr. H, Nishio for their daily dis-
cussions and useful suggestions during his study.　　Staffes of the Kyoto
University Computation Center helped him in utilizing　the computer KDC-II




　（１）　W.p. Heising,”History and Sumraary of FORTRAN standardization
　　　　Development for the ASA,”Coimn* ACM, Vol. 7, 590-625 (1964).
　（２）　p.Naur, et al.,”Report on the algorithmic language ALGOL ６０，･･
　　　　Coinni*　ACM,Ｖ０１・　3,299-314 (I960).
　(3) "IBM Systenv/36O operating System PL/l Language Specification,･･
　　　　IBM Syst. Reference Library Form No. C28-6571-4 (1966).
　(4) Yu. A. Shreider,・et ａ１・，”THE MONTE CARLO METWOD,”(Pergamon
　　　　Press, London, 1966)　Translated from Ｈ）．ん』ilipeAep,″Meroμ
　　　　CTclTMCTHUeCKH〉（　MCJTbl'mHMM ― MeTO/J MoHTe一回･mo，”
　●　　　（やH3McL・ryid M°ＣＫＩ或　1962）
　(5) Richard Ｅ． Dauson,”Simulation in the Social Science," Simulation
　　　　in Social Science： Readings, by Harold Guetzhow (ed.), (Prentice-
　　　　Hall, Inc・, 1962).
　(6) Harold Guetzhow,”Ａ Use of Simulation in the study of Inter-nation
　　　　Relations,”Behavioral Science ， Vol.　4, 183-191 (1959).
　(7) G. Gordon, "A General Purpose Systems Simulator," IBM Systems
　　　　Journal I (Sept., 1964).
　(8) A. L. Pugh,　”DYNAMO User' s Manual,”(The M.I.T. Iりress, 1963)・
　（９）　H.M. Markowitz, et ａ１・，”SIMSCRIPT, A Simulation Programming
　　　　Language,”(Prentice-Hall ， 1963)・
（１０）　J, L. Kelly, et al.,”Ａ Block Diagram Compiler,”Bell Syst. Tech.
　　　　Ｊ・,Vol.　４０，669-676 (I960),
(11)　J. W. J. Williams,”E.S.P. The Elliott Simulation Package,”The









(12)　J. G. Laski, et al．, "Control and Simulation Language," The
　　　　Computer Journal ，Ｖｏ１・５，194-198 (1962).
(13)　R. V. Conway, et al.,･･CLP ― The Cornell List Processor,"
　　　　Conun万.ACM, Vol. ８，215-216 (1965).
(14)　D. H. Kelley, et at.. "Montecode ― an interpretive program
　　　　forMonte Carlo simulations,･･The Computer Journal ，Vol. 5,
　　　　88-93, (1962).
(15) C. C. Holt,"Program SIMULATE, ａ User・ｓand Programmer's Manual,”
　　　　(Univ. Wisconsin, 1964).
(l6) K. D. Tocher, ･･Review of Simulation Languages,”Operational
　　　　Research Quarterly, Vol. 16, 189-217 (1965).
(17) T. Sekine, et al.,”On Simulation Language ，･ＩＪ．Information
　　　　Processing Society of Japan, Vol.6, 30-38 & 89-95 (1965).
(l8) R. M. Golden,”Digital Computer Simulation of Sampled Data
　　　　Coimnunication Systems Using the Block Diagram Compiler： BLODIB,･Ｉ
　　　　Bell Syst. Tech. Ｊ・， Vol. ４５，345-358 (1966).
(19) T. Sakai, S. Doshita and Y. Niimi, "Block Diagra万ｍsimulation
　　　　System," Record of the 1966 Joint Convention of the KANSAI
　　　　　　　　　　　　　　　＊District of IECEJ ．
(20)　T. Sakal and Ｙ．Niimi･|　”Programming System for Block Diagram
　　　　Simulation,･･Record of the 1966 Joint Convention of the IECEJ ．
(21)　T. Sakai and Ｙ．Niimi,･'Programming System for Block Diagram
　　　　Simulation,”Technical Report of the Professional Group on
　　　　Electronic Computer of IECEJ　, (Jan., 1967).
- 127 -
(22) J. L. Dineley, et al., "KALDAS, an algorithmically based digital
　　　simulation of analogue computation,･Ｉ The Computer Journal ，Vol.9,
　　　181-187 (1966).
(23) M. M. Baum, et al., "Use of digital analogue simulator (DAS),"
　　　The Computer Journal, Vol. 9, 175-180 (1966).
(24) S. Matoba,”Simulator with an Analog Oriented Input Language
　　　(MDAS)," Jour, IECEJ ， Vol. 49, 1351-1356 (1966).
(25) K. Takashima万, et al., '･ＡUniversal Program System Ｓｉｍ!llating
　　　Logic," Jour. Information Processing Society of Japan, Vol. 4,
　　　64-72 (1963)・
(26) "Program Manual HITAC 5020 Ａｓｓ万emblySystem (HISAP)," (Hitachi,
　　　Ltd・, Tokyo, 1965).
(27)　”Program Manual HITAC 5020 FORTRAN (HARP),”(Hitachi Ltd., Tokyo,
　　　1965).
(28) C. J. Shaw, "Assemble or Compile ？'ＩDatamation Vol ． 12, 56-62
　　　(Sept., 1966).
(29) G. Fant,”Acoustic Theory of Speech Production," (Mouton&Co.,
　　　　Hague, i960).
(30) J. L. Flanagan, "Speech Analysis Synthesis and Perception,"
　　　　(Springer-Verlag, Berlin, 1965), p.244.
(31)　J, C. R. Licklider and ｌ．Pollack,”Effects of Di fferentiation,
　　　　Integration, and Infinite Peak Clipping upon the Intelligibility
　　　　ofSpeech,”J. Acoust. Soc. Ａｍ・,Vol. 20, 42-51 (1948).
(32) P. Marcou and Ｊ．Daguet, ”New Methods of Speech Transmission,”
　　　　Information Theory Third London Symposium, 231-244 (1955).
・ 128 -
(33) K. Hiramatsu ，”Zero-crossing Information of S.S.B. Speech Signal ，”
　　　　Ｊ．Acoust. Soc. Japan, Vol. １８，301-309 (1962).
(34) K. Hiraraatsu,”Speech Band Compression System Using S≪S≪Ba―
　　　　Clipping - Formac - ，”J. Acou3t. Soc. Japan, Vol. l8, 3IO-319
　　　　(1962).
(35)　J. C. R. Licklider,”The Intelligibility of Amplitude-Dichotomized,
　　　　Time-Quantized Speech Wave,･･J. Acoust. Soc. Am., Vol. 22, 820-823
　　　　(1950).
(36) W. A. Ainsworth,”Relative Intelligibility of Different Transforms
　　　　of Cl ipped Speech, ”Ｊ．　Acoust. Soc. Ａｍ・, Vol.　41, 1272-1276 (1967).
(37) T. Sakai, S. Doshita and Ｙ． Niimi,”Extraction of Formant Regions
　　　　by ａ Locally Weighted Mean Curve,”Record of the　1964 Joint
　　　　Convention of the IECEJ ．
(38) T. Sakai, S. Doshita and Y. Niimi,”A Procedure for Formant Domain
　　　　Extraction,”Studia Phonologica Vol.IV, 90-95 (i960).
(39) K. N. Stevens,”Toweird ａ Model for Speech Recognition,”J. Acoust.
　　　　Soc.　Ａｍ・，Ｖｏ１・　32,47 (I960).
(40) A. p. Paul, et al., "Automatic Reduction of Vowel Spectra: An ．
　　　　Analysis-by-Synthesis Method and Its Evaluation,”J. Acoust. Soc≪
　　　　Ａｍ・,Vol.　３６，:303 (1964).
(41)　M. V. Mathews, et al.,”Pitch Synchronous Analysis of Voiced
　　　　Sounds," Ｊ． Acoust. Soc.　Ａｍ・,Vol.　33, 179-186 (I96l).
(42)　W. Lawrence,”Formant Tracking by Self Adjusting Inverse Filtering,"
　　　　Paper C5, Stockholm Speech Communication Seminar (1962).
- 129 －
(43)　S. Doshita, "Studies on the Analysis and Recognition of Japanese
　　　　　SpeechSounds,”(Doctoral Thesis, Kyoto University, I965),
　　　　　chapt.　３of PART Ｉ．
lECEJ　ｚ　The Institute of Electrical Communication Engineers of
　　　　　　　　Japan.
- 130 －
