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a b s t r a c t
Consider a system of language equations of the form Xi = ϕi(X1, . . . , Xn)(1 ⩽ i ⩽ n), where
everyϕi may contain the operations of concatenation and complementation. These systems
have been studied in ‘‘Language equations with complementation: Decision problems’’
[A. Okhotin, O. Yakimova, Theoretical Computer Science 376 (2007) 112–126]. This paper
investigates the family of languages representable by unique solutions of such systems.
A method for proving nonrepresentability of particular languages is developed. Several
natural subfamilies of this family are compared to each other and to the main known
families of formal languages. Their position in the hierarchy is established.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
In language equations, the unknowns are formal languages, that is, sets of finite words over a fixed finite alphabet.
Equations are formed from variables and constant languages using operations on languages, such as concatenation and
set-theoretic operations. The first result on language equations was established by Ginsburg and Rice [3], who characterized
the context-free grammars using systems of equations of the following resolved form:
X1 = ϕ1(X1, . . . , Xn)
...
Xn = ϕn(X1, . . . , Xn).
(1)
The right-hand side ϕi of each equation in (1) is an expression formed of variables and singleton constant languages,
connected with concatenation and union. Every such system has a least solution, which consists of context-free languages.
Conversely, every context-free language is representable as a component of a unique solution of a system (1).
Several variants of these equations have been studied. If intersection is added to the list of allowed operations, the
resulting equations represent conjunctive grammars [14]: these are context-free grammars extended with conjunction,
which retain the main practical properties of the context-free grammars and have their own noteworthy theoretical
properties [5,6,15,23], as well as efficient parsing algorithms [19,20,22]. If the complementation is further added, the
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resulting family of equations is computationally complete; to be precise, a language is representable by a unique (least,
greatest) solution of such a system if and only if it is recursive (recursively enumerable, co-recursively enumerable,
respectively) [21]. The same result can be obtained using a single Boolean operation, the symmetric difference [18].
This paper is concernedwith equations of the form (1)with complementation as the only operation besides concatenation.
Such equationswere firstmentioned by Leiss [12], who constructed an equation over a one-letter alphabet {a}with a unique
solution {an | ∃i ⩾ 0 : 23i ⩽ n < 23i+2}, which is obviously a non-regular language, and hence a non-context-free one. A
systematic study of systems (1) with concatenation and complementation has recently been initiated by the authors [24].
Mathematical criteria of the properties of having solutions and of having a unique solution were given (and are briefly
reviewed in Section 2 of this paper). Using these criteria it was shown that, as decision problems, solution existence is
NP -complete, while solution uniqueness is PSPACE-hard and in Π01 , though its decidability remained open. In the case of
linear concatenation, both problems are DLOGSPACE-complete.
Our study continues in the present paperwith the investigation of the family of languages given by the unique solutions of
such systems. Recent results on the computational universality in language equations of an extremely simple form, obtained
by Kunc [10,11] and by Jeż and Okhotin [7,8], make one suspect universality even in this restricted case. However, we show
that these equations are not computationally universal, though their expressive power is not too weak either.
Our first result given in Section 3 is an upper bound: we show that every such system of equations can be simulated
by a Boolean grammar [9,16]. Boolean grammars are a further extension of conjunctive grammars that allows all Boolean
operations in the rules, and maintains their practical properties [19,20,22]. Our equations can be viewed as a subclass of
Boolean grammars, inwhich every nonterminal symbol has a single rule of the form A → ¬α. This, in particular, implies that
the knownupper bound DTIME(M(n))∩DSPACE(n) on the complexity of languages generated by Boolean grammars [16,22],
whereM(n) is thenumber of operations needed tomultiply twon×nmatrices, applies to solutions of our equations. A similar
argument is used to show that any systemwith linear concatenation andwith regular constants can be simulated by a linear
conjunctive grammar [14,15]. In Section 4, a stronger upper bound is established for equationswith linear concatenation and
singleton constants: their unique solutions are always linear context-free. The case of languages over a one-letter alphabet
is considered in Section 5, where it is shown that our equations can represent every regular unary language, as well as some
non-regular languages.
The next question addressed in the paper concerns the limitations of the expressive power of these equations. Our
method for proving nonrepresentability, as developed in Section 6, is based on the notion of a prime language [25,13,4].
The basic result is that a particular kind of languages cannot be represented by unique solutions of resolved systems with
concatenation and complementation, unless these very languages are used as constants. For the case of a unary alphabet,
where this method cannot work, in Section 7 we give a direct proof of nonrepresentability of a certain rather simple
nonregular language.
Altogether five new families of formal languages defined by language equations are introduced in this paper, and in
Section 8 they are compared with the major families of formal languages. All results of this paper are put together to
determine the precise place of the new families in the hierarchy of formal languages.
2. Languages and equations
Let us fix some notation and terminology. The set of finite words over an alphabet Σ is Σ∗, the length of a word
w = a1 . . . am, with ai ∈ Σ , is the number of symbols in it, denoted by |w| = m. The empty word is denoted by ε. A
word y ∈ Σ∗ is a subword of a word w ∈ Σ∗, if w = xyz for some x, z ∈ Σ∗; if xz ≠ ε, such a subword is said to be proper.
The reversal of a wordw = a1 . . . an, where ai ∈ Σ , is the wordwR = an . . . a1.
Any subset of Σ∗ is called a language. The concatenation of two languages K , L ⊆ Σ∗ is the language KL = K · L =
{uv | u ∈ K , v ∈ L}. Once concatenation and set-theoretic complementation are used together, the following identity often
comes of use:
K · L = {w | ∀u, v : w = uv ⇒ u ∈ K or v ∈ L}.
This can be regarded as a separate operation on two languages, denoted by K ⊙ L; this operation is the logical dual of
concatenation [17]. We shall also consider the following left and right quasi-inverses of concatenation: K · L−1 := {u | ∃v ∈
L : uv ∈ K}, K−1 · L := {v | ∃u ∈ K : uv ∈ L}.
A language L ⊆ Σ∗ is called subword-closed, if for every word w ∈ L all its subwords are also in L. Two languages
K , L ⊆ Σ∗ are said to be equal modulo a third language M ⊆ Σ∗ if K ∩ M = L ∩ M; this is denoted K = L (modM). Two
vectors of languages, (L1, . . . , Ln) and (L′1, . . . , L′n), are said to be equal modulo M , if Li = L′i (modM). For any set X let |X |
denote its cardinality and 2X the set of its subsets.
A deterministic finite automaton (DFA) is a quintuple A = (Σ,Q , q0, δ, F), in which Q is a finite set of states, with the
initial state q0 ∈ Q and the set of final states F ⊆ Q , while δ : Q × Σ → Q is a transition function. Extend δ to the
domain Q × Σ∗ as δ(q, ε) = q and δ(q, wa) = δ(δ(q, w), a), denote the set of languages accepted from a state q as
LA(q) = {w | δ(q, w) ∈ F} ⊆ Σ∗, and define the language recognized byA as L(A) = LA(q0). A language is regular if it is
recognized by some DFA. Finally, let Reg denote the family of all regular languages.
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Let us now define the general form of language equations considered in this paper. Let n ⩾ 1 and let (X1, . . . , Xn) be
a vector of variables, which assume values of languages over Σ . A resolved system of language equations, also called an
explicit system [12], is a system of the following general form:
X1 = ϕ1(X1, . . . , Xn)
...
Xn = ϕn(X1, . . . , Xn).
(2)
Here each ϕi is an expression that contains variables and constant languages from some predefined language family (such as
all singletons, all regular languages or all languages), connected with arbitrarily nested concatenation and Boolean set-
theoretic operations from a certain fixed set. Some restrictions on concatenation will also be considered: concatenation
in (2) is said to be linear, if for every subexpression ξ · η in every ϕi either ξ or η is a constant language. Concatenation is
further said to be one-sided linear, if in every subexpression ξ · η it is always ξ (or always η) that is a constant.
A vector of languages (L1, . . . , Ln) is said to be a solution of (2), if a substitution of Lj for Xj for all j turns each equation
into an equality. For any subword-closed language M ⊆ Σ∗, a vector (L1, . . . , Ln), where Lj ⊆ M for all j, is a solution
of (2) modulo M , if the above substitution turns each equation into an equality modulo M . A system (2) is said to have a
strongly unique solution, if its solution modulo every finite subword-closed language is unique; this implies the uniqueness
of a solution in the general sense [21]. Let us say that a solution (L1, . . . , Ln)moduloM can be extended to a solutionmodulo
M ′ ⊃ M , if there exists a solution (L′1, . . . , L′n)moduloM ′, such that (L1, . . . , Ln) = (L′1, . . . , L′n) (modM).
The main subject of this paper are systems (2), in which the only allowed Boolean operation is complementation. The
investigation of these systems started from following interesting example:
Example 2.1 (Leiss [12]). The language equation
X = a · X2
2
2
has the unique solution {an | ∃i ⩾ 0 : 23i ⩽ n < 23i+2}.
In general, as witnessed by the example X = X , language equations with concatenation and complementation do not
necessarily have solutions. The starting point of our study of these equations is the following distinctive property established
in our previous paper, which has no known analogues in other families of language equations:
Lemma 2.2 ([24]). If a system Xi = ϕi(X1, . . . , Xn) (1 ⩽ i ⩽ n) overΣ with concatenation and complementation and with any
constant languages has a solution (L1, . . . , Ln)modulo some finite nonempty subword-closed languageM ⊆ Σ∗, then the system
has a solution (L1, . . . ,Ln), which is equal to (L1, . . . , Ln)modulo M.
In other words, every solutionmodulo a nonempty finite language can be extended to a solution. In particular, this lemma
gives the following necessary and sufficient condition of solution existence:
Theorem 2.3 (Existence Criterion [24]). A system Xi = ϕi(X1, . . . , Xn) (1 ⩽ i ⩽ n) with concatenation and complementation
and with arbitrary constant languages, has a solution if and only if it has a solution modulo {ε}.
Another consequence of Lemma 2.2 is the following result, which abolishes the difference between a unique solution
and a strongly unique solution for this class of language equations.
Theorem 2.4. A system Xi = ϕi(X1, . . . , Xn) (1 ⩽ i ⩽ n) with concatenation and complementation and with any constant
languages, has a strongly unique solution if and only if it has a unique solution.
This is not yet a precise criterion, as, in general, there is no effective procedure for testingwhether a system has a strongly
unique solution. An algorithmically testable criterion of solution uniqueness similar to Theorem 2.2 has been established as
well [24, Thm. 4.12], though its statement is more complicated. Since it is not used in this paper, it is omitted.
In the followingwe consider only systemswith a unique solution, and study the family of languages that occur in solutions
of such systems.
Definition 2.5. Denote byN andNReg the families of languages occurring in unique solutions of resolved systems of language
equations with concatenation and complementation, and using singleton (N) or regular (NReg ) constants. If concatenation in
these equations is restricted to linear, then the families LinN and LinNReg , respectively, are obtained. If it is further restricted
to be left-linear, the resulting families are called LeftN and LeftNReg , respectively.
In general, the notation LinNL, NL and LeftNL will be used to refer to the corresponding equations with constants taken
from a setL ⊆ 2Σ∗ . Now it can be stated that the language {an | ∃i ⩾ 0 : 23i ⩽ n < 23i+2} is in N , because it is the unique
solution of the equation given in Example 2.1.
As in our previous paper [24], it is useful to assume a fixed simple form of the right-hand sides of the equations in a
system (2). The equations shall be either of the form X = YZ or of the form X = const . There is no loss of generality in this
assumption, as every system can be effectively transformed to this form:
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Fig. 1. Hierarchy of language families defined by language equations.
Lemma 2.6 ([24]). Let Xi = ϕi(X1, . . . , Xn) (1 ⩽ i ⩽ n) be a system of language equations with concatenation and
complementation and with any set of constants, and assume that it has a unique solution (L1, . . . , Ln). Then there exists and can
be effectively constructed a system in variables (X1, . . . , Xn, Xn+1, . . . , Xn+m) with a unique solution (L1, . . . , Ln, K1, . . . , Km),
for some languages K1, . . . , Km. Every i-th equation in this system is of the form Xi = XjXk with j, k ∈ {1, . . . , n+m} or Xi = C,
where C is a constant used in the original system or the constant {ε}.
Systems with linear concatenation have a normal form of their own, established analogously:
Lemma 2.7. Let Xi = ϕi(X1, . . . , Xn) (1 ⩽ i ⩽ n) be a system of language equations with linear concatenation and
complementation and with any set of constants, and assume that it has a unique solution (L1, . . . , Ln). Then one can construct a
system using variables (X1, . . . , Xn, Xn+1, . . . , Xn+m), which has a unique solution (L1, . . . , Ln, K1, . . . , Km), where K1, . . . , Km
are some languages. The equation in this system are of the form Xi = XjC, Xi = CXj or Xi = {ε}, where j ∈ {1, . . . , n+m} and C
is a constant used in the original system.
The existing results on language equations of the general form [21] can provide only a very rough upper bound on NReg .
Since unique solutions of language equations with concatenation and Boolean operations are always recursive (Rec), we
obtain N ⊆ Rec . We shall start from a better estimation of their power.
3. Upper bound: Boolean grammars
The expressive power of systems with concatenation and complementation is bounded by Boolean grammars, which are
an extension of the context-free grammars that allows all Boolean operations in the rules.
Definition 3.1 ([16]). A Boolean grammar is a quadruple G = (Σ,N, P, S), where Σ and N are disjoint finite nonempty
sets of terminal and nonterminal symbols respectively; P is a finite set of rules of the form
A → α1& · · ·&αm&¬β1& · · ·&¬βn, (3)
wherem+ n ⩾ 1, αi, βi ∈ (Σ ∪ N)∗; S ∈ N is the start symbol of the grammar.
The system of language equations associated with G is a resolved system over Σ in variables N , in which the equation
for each variable A ∈ N is
A =

A→α1&···&αm&¬β1&···&¬βn∈P
[ m
i=1
αi ∩
n
j=1
βj
]
. (4)
Assume that this system has a strongly unique solution (. . . , LA, . . .), otherwise consider the grammar ill-formed. Then
the language generated by any nonterminal A is defined as LG(A) := LA, while the language generated by the grammar is
L(G) := LG(S).
An alternative semantics for Boolean grammars was proposed by Kountouriotis et al. [9]: under this semantics, every
Boolean grammar is deemed well-formed, and a three-valued language generated by a grammar is defined. However, the
family of standard two-valued languages defined with respect to this semantics is the same as in the above definition. Let
Bool be the set of all languages generated by Boolean grammars.
A Boolean grammar is called conjunctive [14] if n = 0 in every rule (3), that is, the negation is never used and the
associated system of equations does not use the complementation operation. It is context-free if every rule (3) has m = 1
and n = 0. Denote the corresponding families of languages by Conj and CF , respectively.
A Boolean grammar is called linear if for every rule (3) it holds that α1, . . . , αm, β1, . . . , βn ∈ Σ∗∪Σ∗NΣ∗, that is, there
is at most one nonterminal symbol in every conjunct; in this case the concatenation in the associated system of language
equations is linear. It is known that linear Boolean grammars are equal in power to linear conjunctive grammars [15,16],
in which, furthermore, n = 0 in every rule. If a context-free grammar meets this condition, it is called linear context-free.
Denote these language families by LinConj and LinCF .
The known relations between these basic language families defined by language equations are given in Fig. 1. Every arrow
in the figure denotes a proper containment, with the sole exception of the containment Conj ⊆ Bool not known to be proper
[16]: the corresponding arrow is accordingly labeled with a question mark.
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One of the new language families we have defined, namely N , corresponds to another subclass of Boolean grammars,
in which, for every A ∈ N , there is a unique rule (3) with m = 0 and n = 1. For every such grammar, the associated
system (4) uses complementation, unrestricted concatenation and singleton constants, and hence belongs to the type used
in the definition of N . Conversely, every such system of equations can be transformed according to Lemma 2.6, and then
every equation A = w can be replaced with two equations A = A1 and A1 = w, and the resulting system corresponds to a
certain Boolean grammar of the given form. We can thus state the following property:
Proposition 3.2. A language is in N if and only if it is generated by a Boolean grammar, in which every nonterminal has a unique
rule of the form A → ¬β .
The family NReg , defined using equations with regular constants, can be simulated by Boolean grammars by defining
those regular constants inside a grammar and then referring to the nonterminals representing the constants. This result can
be established in a more general context: it is sufficient (and also trivially necessary) that each constant can be generated
by a Boolean grammar.
Lemma 3.3. Every language in NBool is generated by a Boolean grammar. The transformation of a system of equations to a
grammar is effective.
Proof. Given a system of language equations Xi = ϕi(X1, . . . , Xn) (1 ⩽ i ⩽ n) with concatenation and complementation
and with Boolean grammars for its constants, such that (L1, . . . , Ln) is its unique solution, a Boolean grammar for L1 has to
be constructed.
Using Lemma 2.6, construct a system in variables (X1, . . . , Xn, Xn+1, . . . , Xn+m), with equations of the form Xi = XjXk
(j, k ∈ {1, . . . , n+m}) or Xi = Ci, which has a unique solution (L1, . . . , Ln, Ln+1, . . . , Ln+m), for some Ln+1, . . . , Ln+m ⊆ Σ∗.
By Theorem 2.4, this solution is strongly unique.
Every constant Ci is generated by some Boolean grammar Gi = (Σ,Ni, Pi, Si). Let us represent it according to
Definition 3.1 as a separate system of language equations in variables (. . . , Yi,A, . . .)A∈Ni . This system has a strongly unique
solution with Yi,A = LGi(A) for all A ∈ Ni.
Merging these systems for all i with the main system, and replacing each equation Xi = Ci with Xi = Yi,Si , we obtain a
system with all equations of the form (4) that has a strongly unique solution given by Xi = Li and Yi,A = LGi(A). By its form,
the constructed system is associated to a certain Boolean grammar G, such that L(G) = L1. 
A better upper bound for equations with linear concatenation can be obtained by a variant of the same method. It will
now be proved that if the concatenation in such a system is linear, while the constants are regular, then the components of
the solution are generated by linear conjunctive grammars.
Lemma 3.4. Every language in LinNReg is linear conjunctive. The transformation of a system of equations to a grammar is effective.
Proof. Consider a system of language equations Xi = ϕi(X1, . . . , Xn) (1 ⩽ i ⩽ n) with linear concatenation and
complementation andwith regular constants given by finite automata, let (L1, . . . , Ln)be its unique solution. Let us construct
a linear Boolean grammar for L1,
As in the previous result, Lemma 2.7 is used to obtain a system in variables (X1, . . . , Xn, Xn+1, . . . , Xn+m), with equations
of the form Xi = XjCi, Xi = CiXj (j ∈ {1, . . . , n+m}) and Xi = {ε}, which has a unique solution (L1, . . . , Ln, Ln+1, . . . , Ln+m),
for some auxiliary languages Ln+1, . . . , Ln+m ⊆ Σ∗. This solution is strongly unique by Theorem 2.4.
For every equation Xi = CiXj, consider a finite automaton Ai = (Σ,Qi, qi0, δi, Fi) for the language Ci and add |Q | new
variables of the form Yi,q, with q ∈ Q . The equation for each Yi,q is
Yi,q =

a∈Σ
aYi,δi(q,a) ∪ Xi
only if q ∈ Fi
.
Finally, replace the original equation for Xi with Xi = Yi,qi0 .
The case of an equation Xi = XjCi is treated symmetrically, using a finite automaton Bi = (Σ,Qi, qi0, δi, Fi) recognizing
the language CRi , and by defining the equations
Zi,q =

a∈Σ
Zi,δi(q,a)a ∪ Xi
only if q ∈ Fi
.
The equation for Xi is replaced with Xi = Zi,qi0 .
Combine these systemswith themain system. It is claimed that the resulting system has a strongly unique solution given
by Xi = Li, Yiq = LAi(qi) · Lj and Ziq = Lj · (LBi(qi))R.
Let us verify the equations. The equation for every Yi,q, such that q /∈ Fi, holds as follows:
Yimq = {w | δi(q, w) ∈ Fi}Li =

a∈Σ
a{w | δi(q, aw) ∈ Fi}Li
=

a∈Σ
a{w | δi(δi(q, a), w) ∈ Fi}Li =

a∈Σ
aYi,δi(q,a).
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The case q ∈ Fi is verified similarly. For each equation of the form Xi = Yi,qi0 we have
Xi = Li = L(Ai)Lj = LAi(qi0)Lj = Yi,qi0 .
The equations for Zi,q and the equations of the form Xi = Zi,qi0 are verified symmetrically.
Finally, if this system had any other solution, then it would differ from the given solution in its Xi-components, whichwill
give another solution to the original system. Since the original system has a strongly unique solution, this case is impossible.
The constructed system is associated to a certain linear Boolean grammar G with L(G) = L1. Since negation in a linear
Boolean grammar can be eliminated by a known procedure [16], a linear conjunctive grammar for L1 is obtained. 
If constant languages in Lemma 3.4 are further assumed to be singletons, then, as we shall now see, a much stronger
upper bound can be established.
4. Upper bound in the linear case: linear context-free grammars
Let us consider a restricted class of equations, in which, for every occurrence of concatenation in the right-hand sides,
one of the operands must be a constant, and all constants are singletons. Then the equation for each variable Xi is of the
following form:
Xi = ui1ui2 . . . uimiXkivimi . . . vi2vi1 or (5a)
Xi = ui1ui2 . . . uimiwivimi . . . vi2vi1, (5b)
wheremi ⩾ 0,wi ∈ Σ∗ and uij, vij ∈ Σ∗ for all j. Each variable directly depends on at most one variable.
Lemma 4.1. If a system of n equations of the form (5) has a unique solution (L1, . . . , Ln), then for every i (1 ⩽ i ⩽ n) there exists
a system of two equations of the form (5), such that Li is the first component of its unique solution.
Proof. Assume, without loss of generality, that i = 1. If the first variable X1 has an equation of the form (5b), then the rest
of equations can be dropped. If X1 has an equation (5a) referring to itself, then the rest of equations can be dropped. If X1
has an equation (5a) referring to another variable, let us say to X2, while X2 has an equation (5a) referring to itself, then the
variables X3 and on can be dropped.
Finally, if X1 has an equation (5a) referring to X2, while X2 has an equation (5b) or (5a) referring to another variable,
then the right-hand side of the equation for X2 can be substituted for X2 in every equation, while X2 can be dropped.
Then the above procedure can be applied again, and by an inductive argument the number of variables can eventually be
reduced to 2. 
Then, without loss of generality, we can assume the system to contain two variables and be of the form
X = ϕ(Y )
Y = ψ(Y ).
Since the constants are singletons, complementation in the equations can be eliminated in the following way:
Lemma 4.2. LetΣ be an alphabet. Then, for all u, v, y, z ∈ Σ∗ and for all L ⊆ Σ∗,
uyLzv = uΣ∗v ∪ uyLzv. (6)
Proof. Indeed, w ∈ uyLzv if and only if either w is not of the form uxv for any x ∈ Σ∗, or w = uxv, but x /∈ yLz.
The former means w ∈ uΣ∗v, the latter is equivalent to w ∈ uyLzv, and therefore the condition holds if and only if
w ∈ uΣ∗v ∪ uyLzv. 
The identity (6) can be used for equivalent transformation of equations as follows.
Example 4.3. The equation X = aXb is equivalent to the equation X = bΣ∗ ∪ aXb, and they share the unique solution
L0 = {anwbn | w = ε orw ∈ bΣ∗}. Since L0 ∩ a∗b∗ = {ambn |m ⩽ n}, this solution is non-regular.
This method is in fact applicable to every one-variable equation.
Lemma 4.4. Let X = ϕ(X) be a one-variable language equation of the form (5a) that has a unique solution. Then this solution
can be represented in the form {unxvn | n ⩾ 0, x ∈ R} for some words u, v ∈ Σ∗ and for some regular language R, such that
R ∩ uΣ∗v = ∅.
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Proof. Suppose ϕ contains an even number of complementations, that is, the equation is of the form
X = u1u2 . . . u2ℓ−1u2ℓXv2ℓv2ℓ−1 . . . v2v1.
Then, by using the transformation in Lemma 4.2 ℓ times, one can obtain an equation of the form
X = u1 . . . u2ℓXv2ℓ . . . v1 ∪ R
with the same unique solution, where R is of the required form.
If ϕ contains an odd number of complementations, consider the equation X = ϕ(ϕ(X)), which has the same unique
solution and uses an even number of complementations. Then the above proof is applicable. 
These results are sufficient to establish the following upper bound for the expressive power of these equations.
Theorem 4.5. Every language in LinN is linear context-free. The transformation from a system of equations to a grammar is
effective.
Proof. Suppose a language K is given by the first component of a unique solution of a system of language equations
Xi = ϕi(X1, . . . , Xn) (1 ⩽ i ⩽ n) with linear concatenation and complementation and with singleton constants. By
Lemma 4.1, there is no loss of generality in the assumption that the system is of the form X = ϕ(Y ), Y = ψ(Y ). Let
(K , L), where L ⊆ Σ∗, be its unique solution.
The form of L is given by Lemma 4.4, and all such languages are clearly linear context-free. If ϕ contains an even number
of complementations, then Lemma 4.2 can be applied to transform ϕ to a composition of linear concatenation and union
with regular languages, which will give a linear context-free grammar for K .
Consider the case when ϕ contains an odd number of negations. Then the system can be transformed to X = ϕ(Y ),
Y = ψ(Y ), which has the unique solution (K , L). The right-hand side of the equation for X now contains an even number of
negations, which makes the above argument applicable. 
Note that in Theorem 4.5 it is essential that all constants used in the system are singletons. If regular constants are
allowed, the solutions need not be context-free, as demonstrated by the following system of equations.
Example 4.6. Let L0 be the unique solution of the equation X = aXb (see Example 4.3), and let R = b+ ∪ a∗b+ab+. Then
L0 ⊙ R = L0 · R is a non-context-free language.
Consequently, the system of two language equations
X = aXb
Y = X · R
has a unique solution with a non-context-free second component.
Proof. Let us show that
(L0 ⊙ R) ∩ a+b+ab+ = {aibjabk | i ⩾ 1, i ⩽ j, i ⩽ k}. (7)
A word of the form aibjabk with i, j, k ⩾ 1 is in L0 ⊙ R if and only if for every factorization aibjabk = uv it holds that u ∈ L0
or v ∈ R. Consider every such factorization:
• w = at · ai−tbjabk (for all t with 0 ⩽ t < i): then ai−tbjabk ∈ a+b+ab+ ⊆ R, so the condition always holds;
• w = aibt · bj−tabk (for all t , such that 0 ⩽ t < j): then again bj−tabk ∈ b+ab+ ⊆ R and the condition holds;
• w = aibj · abk: since abk /∈ R, aibj must be in L, which is true if and only if i ⩽ j;
• w = aibjabt · bk−t (with 0 ⩽ t < k): then bk−t ∈ b+ ⊆ R and the condition is true;
• w = aibjabk · ε: since ε /∈ R, aibjabk must be in L0, which holds if and only if i ⩽ k.
By the definition of the dual concatenation, the condition of aibjabk being in L0⊙R is the conjunction of the above conditions,
which is exactly (i ⩽ j) ∧ (j ⩽ k), so the equality (7) is proved. Now, if L0 ⊙ R were a context-free language, then, by the
closure of the context-free languages under intersection with regular languages, so would be (7), which is easily refuted
using the pumping lemma. 
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5. The case of a unary alphabet
For every language family L, denote its subfamily defined over the alphabet Σ = {a} by L{a}. The first result we shall
establish is the following: given a finite automaton over this alphabet we shall construct a resolved system of language
equations using one-sided concatenation, complementation and a constant language {a}, such that the first component of
its unique solution is the language recognized by the automaton. This will show that in the unary case there is no difference
between regular and singleton constants.
We start from the following representation. Consider the operation of concatenating a unary language to a singleton {an}
and then taking a union with any fixed finite set of words of length less than n. This operation can be represented using
one-sided concatenation and complementation as follows:
Lemma 5.1. For every number n ⩾ 0 and for every language K ⊆ {ε, a, . . . , an−1}, there exists and can be effectively constructed
an expression ϕ(X) using one-sided concatenation and complementation, such that, for every L ⊆ a∗, ϕ(L) = K ∪ anL.
Proof. The proof is an induction on n. The basis, n = 0, is clear: ϕ(X) is defined as X . Assume that the statement holds for
some n ⩾ 0 and consider the number n′ = n+ 1 and any set K ′ ⊆ {ε, a, . . . , an}. Let K = K ′ ∩ {ε, a, . . . , an−1} and let ϕ be
the expression corresponding to n and K .
If an ∈ K ′, define ϕ′(X) = ϕ(aX). Then, for every L ⊆ a∗,
ϕ′(L) = ϕ(aL) = K ∪ anaL = K ∪ an(ε ∪ aL) = (K ∪ an) ∪ an+1L = K ′ ∪ an+1L.
If an /∈ K ′ (i.e., K ′ = K ), define ϕ′(X) = ϕ(aX). Now, for every L,
ϕ′(L) = ϕ(aL) = K ∪ (an · aL) = K ′ ∪ an+1L,
which completes the induction step and establishes the lemma. 
Consider the well-known fact that every unary DFA consists of a unique loop of one or more states, and a possibly empty
tail of states leading from the initial state to a state in the loop (see an example in Fig. 2). Let us now represent any given
DFA over a unary alphabet using Lemma 5.1 twice, first for the tail and then for the loop.
Theorem 5.2. For every DFA A over Σ = {a} there exists and can be effectively constructed a two-variable resolved system of
language equations with one-sided concatenation and complementation and with the constant language {a}, such that the first
component of its unique solution is L(A).
Proof. Let A = ({a},Q , q0, δ, F). It can be assumed that its set of states is Q = {q0, . . . , qk−1, p0, . . . , pℓ−1} with k, ℓ ⩾ 1,
and the transition function is defined as δ(qi, a) = qi+1 (0 ⩽ i < k−1), δ(qk−1, a) = p0 and δ(pi, a) = pi+1 (mod ℓ) (0 ⩽ i < ℓ),
that is, the states qi form the tail and the states pi form the loop.
Let ϕ be constructed by the method of Lemma 5.1 using n = k and K = {ai | qi ∈ F}, and let ψ be constructed by the
same method with n = ℓ and K = {aj | pj ∈ F}. Consider the system of language equations
X = ϕ(Y )
Y = ψ(Y ).
Because the innermost subexpressions in ϕ(Y ) and ψ(Y ) are either aY or aY , the membership of words in a solution is
defined inductively, which guarantees solution uniqueness. Alternatively, one can decompose ϕ andψ to the form required
by the solution uniqueness criterion [24, Thm. 4.12] and then the form of inner subexpressions implies that the graph
referred in the criterion is acyclic (see the cited paper for details).
So it remains to verify that (L(A), LA(p0)) is a solution of the given system. Consider that LA(p0) = (aℓ)∗ · {aj | pj ∈ F}, and
therefore the equation for Y turns into
(aℓ)∗ · {aj | pj ∈ F} = ψ

(aℓ)∗ · {aj | pj ∈ F}
 = {aj | pj ∈ F} ∪ aℓ(aℓ)∗ · {aj | pj ∈ F},
which is true. Then it is easy to verify the equation for X:
ϕ

(aℓ)∗ · {aj | pj ∈ F}
 = {ai | qi ∈ F} ∪ ak(aℓ)∗ · {aj | pj ∈ F} = L(A),
which completes the proof. 
Let us give an example of a transformation done according to Theorem 5.2.
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Fig. 2. A unary DFA from Example 5.3 (all transitions are by a).
Example 5.3. Consider the unary DFA shown in Fig. 2, which recognizes the language {ε} ∪ a2(a6)∗{a2, a3, a5}. For the loop,
let ℓ = 6 and {i | pi ∈ F} = {2, 3, 5}, which results in the following inductive construction:
ψ(Y ) = ψ6(Y )= ψ5(aY ), p5 /∈ F
ψ5(Y )= ψ4(aY ), p4 ∈ F
ψ4(Y )= ψ3(aY ), p3 /∈ F
ψ3(Y )= ψ2(aY ), p2 /∈ F
ψ2(Y )= ψ1(aY ), p1 ∈ F
ψ1(Y )= ψ0(aY ), p0 ∈ F
ψ0(Y )= Y the base case.
For the tail we have k = 2 and {i | qi ∈ F} = {0}, and thus ϕ is constructed as ϕ(Y ) = aaaY . Substituting ψis into each
other and eliminating a pair of directly nested complementations between ψ3 and ψ4, we obtain the following system of
language equations:X = aaaYY = aaaaaaY .
Its unique solution is X = {ε} ∪ a2(a6)∗{a2, a3, a5}, Y = (a6)∗{a2, a3, a5}.
6. Nonrepresentable languages
In this section, we develop a method for proving that a given language is not in NL for large classes of constants L,
that is, that it cannot be represented by a unique solution of a system of language equations with concatenation and
complementation, and with constants from the given set. Our results separate N from NReg and from other related families.
For other classes of language equations several methods for proving nonrepresentability are known. If the operations are
union and concatenation [3], nonrepresentability can be established, for instance, by the context-free pumping lemma.
Some limitations of equations with union, intersection and linear concatenation [15] can be established by various
counting arguments. If the operations are union, intersection and unrestricted concatenation [14], no method of proving
nonrepresentability is known, though the expressive power of those equations should still be quite restricted. If all Boolean
operations and concatenation are allowed, then such equations represent exactly the recursive sets [21], and therefore a
diagonalization argument is required to prove nonrepresentability.
In our case we found an entirely different condition based upon the notion of a prime language, defined by Salomaa and
Yu [25]. A decomposition of a language L as L = MN is said to be trivial if M = {ε} or N = {ε}, and nontrivial otherwise. A
language L ≠ ∅, {ε} is called prime if it has only trivial decompositions.
It turns out that if both a language and its complement are primes, then representing it by a system of equations with
concatenation and complementation requires having one of these languages among the constants. This follows from the
following stronger statement:
Lemma 6.1. Let (L1, . . . , Ln) be the unique solution of a system of language equations
Xi = ϕi(X1, . . . , Xn), (8)
where every equation is of the form X = YZ or X = C. Suppose that some component L = Li with L ∉ {Σ∗,∅} has no non-trivial
decompositions L = LjLk or L = LjLk with j, k ∈ {1, . . . , n}. Then one of the languages L, L must be among the constant languages
used in the system.
Note that in Lemma 6.1 it is not assumed that the languages Li and Li are prime. This more general form will be essential
later in Section 7.
Proof. Suppose that neither L nor L are among the constants used in the system (8). Assume, without loss of generality, that
ε ∈ L and ε /∈ L. Changing the numbering of variables, we may assume that L1 = · · · = Lℓ−1 = L and Lℓ = · · · = Lm−1 = L
for some ℓ andmwith 1 ⩽ ℓ ⩽ m ⩽ n andm ⩾ 2.
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Consider the equation for each Xi with 1 ⩽ i < m. It cannot be of the form Xi = C , since C /∈ {L, L}. Therefore it is of
the form Xi = XjXk, and hence Li = LjLk. By our assumptions, this decomposition is trivial, i.e., either Lk = ε and Lj = Li, or
Lj = ε and Lk = Li.
Next, construct another system of equations in variables (X1, . . . , Xn) as follows:
Xi = Σ∗ (for all 1 ⩽ i < ℓ) (9a)
Xi = ∅ (for all ℓ ⩽ i < m) (9b)
Xi = ϕi(X1, . . . , Xn) (for all i ⩾ m). (9c)
The solution modulo {ε} of the original system (8) also satisfies the new system (9), and therefore, by Theorem 2.3, the
system (9) has solutions. Let (L′1, . . . , L′n) be any of its solutions that coincides with (L1, . . . , Ln)modulo {ε}, and let us show
that it also satisfies (8).
For 1 ⩽ i < ℓwe have ϕi(X1, . . . , Xn) = XjXk, where either j or k belongs to {ℓ, . . . ,m− 1}. Hence ϕ(L′1, . . . , L′n) = ∅ =
Σ∗ = L′i .
Likewise, for ℓ ⩽ i < m, we have ϕi(X1, . . . , Xn) = XjXk, where either j or k belongs to {1, . . . , ℓ − 1} and ε ∈ L′j, L′k.
Hence ϕi(L′1, . . . , L′n) = Σ∗ = ∅ = L′i .
Consider now the last case, where i ⩾ m. Since (L′1, . . . , L′n) is, by definition, a solution of the system (9), which contains
the same equation (9c), we obtain L′i = ϕi(L′1, . . . , L′n).
Finally, note that these two solutions are distinct, because L = L1 ≠ Σ∗ = L′1 by assumption. Thus we have shown that
the system (8) has two distinct solutions, which contradicts the assumption that its solution is unique. 
Now Lemma 2.6 directly implies the previously announced result:
Theorem 6.2. Suppose L ⊆ Σ∗ and its complement L are primes. Then, if a system of language equations
Xi = ϕi(X1, . . . , Xn) (10)
with concatenation and complementation has a unique solution with L or L among its components, one of these languages must
be among the constant languages used in the system. Accordingly,
L, L /∈ N2Σ∗ \{L,L}.
Example 6.3. LetΣ = {a, b}. The regular language L = aΣ∗b∪ bΣ∗a∪ {ε} and its complement L = aΣ∗a∪ bΣ∗b∪ {a, b}
are primes. Therefore, there exists no system of language equations with concatenation and complementation, such that it
has a unique solution, L or L is among the components of that solution, and neither L nor L is among the constant languages
used in the system.
Suppose L = MN . Since ε ∈ L, we have ε ∈ N,M . Therefore, N,M ⊆ L and a, b ∉ N,M . By definition, ab, ba ∈ L, but
abba, baab ∉ L. Hence, both elements ab and ba are contained either only inM or only in N . Without loss of generality, we
may (and shall) assume that ab, ba ∈ M . Assume that there is y ∈ N such that y ≠ ε. Then aby, bay ∈ L. But these two
words have the same last letter and they cannot both be elements of L. Thus N = {ε},M = L.
Suppose now that L = MN . Here ε ∉ MN , a, b ∈ MN , ab, ba ∉ MN . Hence, only one of the languages M and N (let it
beM) contains ε. Therefore, a, b ∈ N . Again, if y ∈ M and y ≠ ε, then ya, yb ∈ L, but the first letters of these words are the
same and, hence, one of them is an element of L. Therefore,M = {ε}, N = L.
By the same argument one can prove that for each K ⊆ a∗ \ {a} both languages L′ := L ∪ K = (aΣ∗b ∪ bΣ∗a ∪ ε) ∪ K
and L′ are primes. This leads to the following example.
Example 6.4. LetΣ = {a, b}. Then a non-regular language
L′ = aΣ∗b ∪ bΣ∗a ∪ ε ∪ {an | ∃i ⩾ 0 : 22i ⩽ n < 22i+1}∆a(a2)∗
and its complement L′ are primes. According to Corollary 6.2, there exists no system of language equations with
concatenation and complementation and regular constant languages such that it has a unique solution and L or L is among
components of that solution.
In the following we will also need an example of an unrepresentable linear context-free language.
Example 6.5. LetΣ = {a, b}. Then the language
M = (aΣ∗b ∪ bΣ∗a ∪ ε) \ {anbn | n > 1}
and its complement M are primes. Therefore, in particular, M is not representable by equations with concatenation,
complementation and regular constants.
Note that the argument of Example 6.3 proves also thatM is prime. Suppose thatM = PQ . Then again ε ∉ PQ , a, b ∈ PQ ,
ab, ba ∉ PQ , and, hence, only one of P , Q (say P) contains ε. Therefore a, b ∈ Q . Assume that there is y ∈ P such that
y ≠ ε. Then ya, yb ∈ M . Hence y = anbn−1 for some n > 1. Since bab ∈ M , but b, ba, bab ∉ P , we get bab ∈ Q . But
ybab = anbnab ∉ M . A contradiction. TherebyM is prime.
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Fig. 3. The unary language L0 = K1 ∆ K2 ∆ K3 /∈ N.
7. A nonrepresentable unary language
In Section 6, some languages were proved to be nonrepresentable on the basis of the primality of both the language in
question and its complement. However, these methods are restricted to multiple-letter alphabets. In case Σ = {a} there
is no L ⊆ a∗ such that both L and L are primes: one of them is bound to be divisible by {a}. Yet not any language can be
expressed as a solution of our equations. To prove this we need a totally different technique.
Another difficulty in this case lies with the fact that, as we have seen in Theorem 5.2, every regular language over a one-
letter alphabet is representable, and some non-regular languages are representable as well. This makes our construction of
a nonrepresentable language rather complicated.
The desired example is L0 := K1∆ K2∆ K3, where
K1 := {an | ∃i ⩾ 0 : 23i ⩽ n < 23i+2} (11a)
K2 := a(a2)∗ (11b)
K3 := {an, an+1 | n = 23i+1, i ∈ N}. (11c)
The language K1, see Example 2.1, is ‘‘spotted’’ by K2, and then ‘‘defected’’ at 23i+1 by K3. The ranges from 23i to 23i+1 − 1
and from 23i+1+1 to 23i+2−1 contain all even powers of a, while the ranges from 23i+2 to 23(i+1)−1 contain all odd powers.
The ‘‘defect’’ in the ranges of even powers is that the even power a2
3i+1
is not in L0, while the next odd power a2
3i+1+1 is in
L0. The composition of L0 is illustrated in Fig. 3.
Set M0 = L0. Next we define quotients Lh, Mh of L0 and M0 by the formulas Lh = {ah}−1 · L0 = {aℓ | aℓ+h ∈ L0}, and
Mh = {ah}−1 ·M0. Note thatMh = Lh. These languages are non-regular.
Lemma 7.1. All decompositions of Lh and Mh are of the form Lh = {ar}·Lh+r , Mh = {ar}·Mh+r .
Proof. Let X be either Lh orMh and let r ⩾ 0 be the smallest number such that ar ∈ X . Then X = {ar}·Y and we are to prove
that Y is prime. Suppose Y = Y1Y2. By the construction of Y , we have ε ∈ Y , hence ε ∈ Y1, Y2 and Y1, Y2 ⊆ Y . The first step
is to show that one of the sets Y1, Y2 contains only even powers of a. Set k := r+h. Then, Y is either {ak}−1 · L0 or {ak}−1 ·M0.
Assume that there is an odd number s with as ∈ Y2. Then {as}·Y1 ⊆ Y . For all i ⩾ 1, set Yk,i := Y ∩ {an | 2i−1 − k+ 1 <
n < 2i − k}. According to our constructions, Yk,i is either the set of all odd or all even powers of a in the given range
2i−1 − k+ 1 < n < 2i − k. Suppose there is am ∈ Y1 with 2i−1 − k+ 1 < m < 2i − k− s for some i. Then am, am+s ∈ Y and
both am, am+s are elements of Yk,i. Butm andm+ s have different parity. A contradiction. Therefore for each i ∈ N, we have
Y1 ∩ Yk,i ⊆ {an | 2i − k− s− 1 < n < 2i − k}. (12a)
For the same reason, if there is odd t with at ∈ Y1, then
Y2 ∩ Yk,i ⊆ {an | 2i − k− t − 1 < n < 2i − k}. (12b)
The above inclusions show that the sets Y1 and Y2 are too thin for the equality Y1Y2 = Y . Formally speaking, for any
language K ⊆ a∗ consider the following sequence representing the density of a language:
ψn(K) := |K ∩ {a
i | i = 1, . . . , n− 1}|
n
.
It is easy to verify the inequality ψn(K1K2) ⩽ nψ(K1)ψ(K2) for all languages K1, K2 ⊆ a∗. Now, on one hand, clearly
limn→∞ ψn(Y ) = 12 . On the other hand, the above restrictions (12) on Y1, Y2 imply that
ψn(Y1) ⩽
(s+ 3)(log2 n+ 1)
n
, ψn(Y2) ⩽
(t + 3)(log2 n+ 1)
n
,
and therefore
0 ⩽ lim
n→∞ψn(Y1Y2) ⩽ limn→∞
(s+ 3)(t + 3)(log2 n+ 1)2
n
= 0 ≠ 1
2
.
The contradiction obtained proves that one of the sets Y1, Y2 contains only even powers of a. Let us assume that it is Y2.
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Next, observe that Y1 contains at least one odd power of a, otherwise Y = Y1Y2 would have no odd powers. Hence,
according to (12b), nψn(Y2) ⩽ C log2 n for some constant C . We have
Y ∩ (a2)∗ = (Y1 ∩ (a2)∗)Y2,
Y ∩ a(a2)∗ = (Y1 ∩ a(a2)∗)Y2.
Let us show that both sets Y1 ∩ (a2)∗ and Y1 ∩ a(a2)∗ are infinite. If Y1 ∩ (a2)∗ is finite, thenψn(Y1 ∩ (a2)∗) ⩽ C ′n for another
constant C ′. By the above identity on the density of a concatenation,
ψn

(Y1 ∩ (a2)∗)Y2

⩽ nψn(Y1 ∩ (a2)∗)ψn(Y2) ⩽ nC
′
n
C log2 n
n
= CC ′ log2 n
n
→ 0.
However, for n large enough, ψn(Y ∩ (a2)∗) > 18 . This contradiction proves that Y1 ∩ (a2)∗ must be infinite. It is proved
similarly that Y1 ∩ a(a2)∗ is infinite as well.
On the contrary, Y2 has to be finite. Since both ‘‘even’’ and ‘‘odd’’ parts of Y1 are infinite, there are ad1 , ad3 , ad4 ∈ Y1 such
that d1 and d3 are odd, d4 is even, and d1 < d3 < d4. Suppose Y2 contains any am with m > d4. Then there exists a number
j ⩾ 1 with 23j − k ⩽ m < 23j+3 − k. Since d4 < m ⩽ 23j, we know that am, am+d1 , am+d3 , am+d4 are four different elements
of Y with
23j+i − k ⩽ m < m+ d1 < m+ d3 < m+ d4 < 23j+i+2 − k (13)
for some i ∈ {0, 1, 2}. Depending on the parity of k and on whether Y is a quotient of L0 or ofM0, the set Y ∩ {an | 23j − k ⩽
n < 23j+4 − k} contains the following elements:
intervals of numbers k is even and Y = {ak}−1L0, or k is odd and Y = {ak}−1L0, or
k is odd and Y = {ak}−1M0 k is even and Y = {ak}−1M0
23j − k ⩽ n ⩽ 23j+1 − k− 1 all even powers all odd powers
{23j+1 − k, 23j+1 − k+ 1} defect: one odd power defect: one even power
23j+1 − k+ 2 ⩽ n ⩽ 23j+2 − k− 1 all even powers all odd powers
23j+2 − k ⩽ n < 23j+3 − k all odd powers all even powers
23(j+1) − k ⩽ n ⩽ 23(j+1)+1 − k− 1 all even powers all odd powers
If i = 0 in (13), then all elements of Y ∩ {23j+i − k, . . . , 23j+i+2 − k − 1} have the same parity, with the exception of one
‘‘defected’’ element; on the contrary, there are twoeven and twooddelements among {m,m+d1,m+d3,m+d4}. If i ∈ {1, 2},
then there is only one alternation of parity in this range, while the numbersm < m+ d1 < m+ d3 < m+ d4 arranged in an
ascending order have two alternations of parity. In either case these numbers do not fit into Y∩{23j+i−k, . . . , 23j+i+2−k−1},
and this contradiction proves that Y2 is finite.
Now take any i > 2 such that 23i > m for all am ∈ Y2. As shown in the above table, the intersection Y ∩{an | 23i−k ⩽ n <
23i+2−k}mainly consists of elements of the same parity, but has a single ‘‘defect’’: one distinguished power an of a different
parity, with n = 23i+1− k or n = 23i+1− k+ 1. Assume that an ∉ Y1. Then n = n1+m, where an1 ∈ Y1, am ∈ Y2 andm > 0.
Note that an1 ∈ Y , and sincem > 0 is even, n1 has the same parity as n. On the other hand, 23i− k ⩽ n1 < 23i+1− k because
m = n− n1 < 23i; all elements of Y in this range have different parity than n. This yields a contradiction.
The remaining possibility is that an ∈ Y1. In this case, take any am ∈ Y2 with m > 0. Again an+m ∈ Y , 23i+1 − k + 2 ⩽
n+m < 23i+2 − k, and n+m has the same parity as n. A contradiction! It follows that Y2 = {ε}. 
Example 7.2. Let Σ = {a}. Then there is no system of language equations with concatenation and complementation and
regular constant languages such that it has a unique solution and L0 is among components of that solution.
Suppose there is such a system. By virtue of Lemma 2.6, we may assume that L0 is among components of the unique
solution (N1, . . . ,Nn) of a system (8), where every equation is of the form X = YZ or X = C . Let k be the greatest number
such that Lk or Mk = Lk is among {Ni}’s. According to Lemma 7.1, there are no non-trivial decompositions Lk = NjNt or
Mk = NqNs. Hence, by Lemma 6.1, either Lk orMk should be one of the constant languages used in the system. Since both of
them are not regular, we get a contradiction.
Let us now represent this language using a more expressive class of language equations.
Example 7.3 (cf. Example 7.2). The system of language equations
X = a · X2
2
2
(14a)
Y = a2Y ∪ a (14b)
Z = X2 ∩ a2 · X2
2
(14c)
U = X ∆ Y ∆ Z (14d)
has the strongly unique solution (K1, K2, K3, K1∆ K2∆ K3), where Ki are defined as in (11). The language K1∆ K2∆ K3 = L0
is therefore in Bool .
A. Okhotin, O. Yakimova / Theoretical Computer Science 416 (2012) 71–86 83
Fig. 4. Refined hierarchy of language families defined by language equations.
The equation (14a) is from Leiss [12], who proved that L1 is its unique solution, and also noted the following two
equalities:
L′1 = L12 = {an | ∃i ⩾ 0 : 23i+1 ⩽ n < 23i+2}
L′′1 = L12
2
= {an | ∃i ⩾ 0 : 23i < n < 23i+1}.
From these it is easy to see that
L′1 ∩ a2L′′1 =

an | ∃i ⩾ 0 : 23i+1 ⩽ n < 23i+2 and 23i + 2 < n < 23i+1 + 2  
n=23i+1 or n=23i+1+1
 = L3,
which shows that L3 is the unique solution of (14c).
Furthermore, the solution (K1, K2, K3, K1∆ K2∆ K3) of the system (14) is unique in the strong sense, and therefore the
system can be transcribed as a Boolean grammar generating the language L0 from Example 7.2.
This result can be improved in the sense that the same language generated by a conjunctive grammar, that is, belongs
to a solution of a system of language equations Xi = ϕi(X1, . . . , Xn) with union, intersection, concatenation, but without
complementation.
Proposition 7.4. There exists a conjunctive grammar for the language K1∆ K2∆ K3.
To see this, let us rewrite the definitions of these three languages (11) as follows:
K1 := {an | the octal notation of n begins with 1, 2 or 3}
K2 := {an | the octal notation of n ends with 1, 3, 5 or 7}
K3 := {an | the octal notation of n is of the form 20 . . . 00 or 20 . . . 01}.
Hence, the octal notation of lengths of words in each Ki is given by a regular language, and, using the closure of regular
languages under symmetric difference, we obtain that the octal notation of length of words in K1∆ K2∆ K3 is also given by
a regular language. By a general result of Jeż [5, Thm. 4], every such language is conjunctive; the proof is constructive, but
the resulting system of equations is too large to be included here.
8. Strict hierarchy results
The results of the previous sections allow us to establish the position of the language families defined by our classes of
language equations, namely, N , NReg , LinN , LinNReg and LeftN , among the families generated by different classes of language
equations and formal grammars.
The resulting hierarchy is given in Fig. 4, in which the five new families are distinguished by double circles. This figure
elaborates the earlier Fig. 1. As in Fig. 1, every arrow represents an inclusion, and all these inclusions are known to be proper,
except for Conj ⊆ Bool [16], which remains undecided. This hierarchy is established in the following theorems:
Theorem 8.1. I. N ⊂ NReg and LinN ⊂ LinNReg ,
II. NReg ⊂ Bool and LinNReg ⊂ LinConj ,
III. LinN ⊂ LinCF ,
IV. LeftN ⊂ Reg = LeftNReg ,
V. LeftN ⊂ LinN ⊂ N and Reg ⊂ LinNReg ⊂ NReg .
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Proof. I. Both inclusions are obvious, since every singleton constant is regular. The strictness of each inclusion is witnessed
by the regular language from Example 6.3, which is in NReg and in LinNReg , but not in N or in LinN .
II. The first inclusion is by Lemma 3.3, while Lemma 3.4 establishes the second inclusion. Both inclusions are proper due
to Example 6.5.
III. The containment is given by Theorem 4.5, and it is proper due to Example 6.3.
IV. Every regular language is obviously in LeftNReg . The fact that every language in LeftNReg is regular follows from a more
general regularity result on a much larger class of language equations with one-sided concatenation [1,2]. The inclusion
LeftN ⊂ Reg is proper because of Example 6.3.
V. All four inclusions are obvious. The first and the third inclusions are proper due to Example 4.3, which gives a non-
regular language in LinN . The strictness of the second and the fourth inclusion is witnessed by Example 2.1 of a non-linear-
conjunctive language in N . 
All the arrows in Fig. 4 have thus been justified. Let us continue with a comparison of every pair of families in this figure
that are not connected by a directed path.
Let us say that two families of languages L and L′ are incomparable, if L ⊈ L′ and L′ ⊈ L. In particular, it is known
that the families CF and LinConj are incomparable [15].
Theorem 8.2. I. NReg is incomparable with the following families: LinCF , CF and LinConj ;
II. N is incomparable with Reg , LinCF , CF , LinConj and LinNReg ;
III. LinNReg is incomparable with LinCF and CF ;
IV. LinN is incomparable with Reg;
V. Conj ⊈ N and Conj ⊈ NReg .
Proof. I. The language {an | ∃i ⩾ 0 : 23i ⩽ n < 23i+2} from Example 2.1 is in NReg , but not in LinCF , CF or LinConj , since
context-free and linear conjunctive languages over a unary alphabet are known to be regular. On the other hand, the linear
context-free language (aΣ∗b ∪ bΣ∗a ∪ ε) \ {anbn | n > 1} from Example 6.5 is not in NReg .
II. Again, the language from Example 2.1 is in N , but not in Reg , LinCF , CF , LinConj or LinNReg ⊆ LinConj . For the converse,
consider the regular language aΣ∗b ∪ bΣ∗a ∪ ε from Example 6.3, which therefore belongs to each of the families LinCF ,
CF , LinConj and LinNReg ⊇ Reg , but which is known to be not in N .
III. The non-context-free language from Example 4.6 is in LinNReg , but not in LinCF or CF . On the other hand, the
aforementioned language from Example 6.5 is linear context-free, but it is not in NReg , and hence not in LinNReg either.
IV. The language aΣ∗b ∪ bΣ∗a ∪ ε is in Reg but not in LinN , see Example 6.3. The non-regular unique solution of the
equation X = aXb, see Example 4.3, is an example of a language in LinN but not in Reg .
V. Consider again the language from Example 6.5: since it is linear context-free, it is in Conj , but it is known to be not in
NReg and hence not in N . 
The relative weakness of the result in part V of Theorem 8.2 is due to the total lack of techniques for proving
nonrepresentability of languages by conjunctive grammars.
Consider any two distinct families in Fig. 4. If they are connected with a directed path, then one is properly included in
the other (exception: Conj ⊆ Bool , where it is not known whether the inclusion is proper). If they are not connected, then
Theorem 8.2 implies that they are incomparable (exceptions: N and Conj , NReg and Conj ; see Theorem 8.2V). Thus we can
state the following result, which, in particular, implies that all five language families we have introduced are new.
Corollary 8.3. The families Reg , LinCF , CF , LinConj , Bool , LeftN , LinN , N , LeftNReg , LinNReg and NReg are pairwise distinct. The
family Conj is either distinct from all the above families, or coincides with Bool .
Let us now establish an hierarchy formed by these language families restricted to a one-letter alphabet. Using
Theorem 5.2, the following equalities and inclusions between language families we study can be established:
Theorem 8.4. I. LeftN {a} = LeftNReg{a} = LinN {a} = LinNReg{a} = Reg{a};
II. Reg{a} ⊂ N {a} = NReg{a} ⊂ Bool {a}.
III. Conj {a} ⊈ N {a}.
Proof. I. By Theorem 8.1, all these families are contained in LinConj {a}, which is known to be equal to Reg{a}. On the other
hand, all these families contain Reg{a} according to Theorem 5.2, which proves their equality.
II. As shown in the previous part, Reg{a} = LeftN {a}, and then LeftN {a} ⊆ N {a} proves the first inclusion. Its strictness is
witnessed by the language {an | ∃i ⩾ 0 : 23i ⩽ n < 23i+2} from Example 2.1.
To see that N {a} = NReg{a} , consider any system over {a} with concatenation, complementation and regular constants. For
every equation Xi = C in this system, define a new variable X ′i . Let A be a finite automaton, such that L(A) = C , and define the
equations for Xi and X ′i as in Theorem 5.2. The resulting system is equivalent to the original system and uses only singleton
constants.
The final inclusion NReg{a} ⊆ Bool {a} is from Theorem 8.1 (II). Its strictness is witnessed by Examples 7.2 and 7.3.
III. The language L0 from Lemma 7.2 is not in N , but it is in Conj by Proposition 7.4. 
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Fig. 5. Hierarchy of language families restricted toΣ = {a}.
It is known that every unary context-free language, as well as every unary linear conjunctive language, is regular, and
hence the classes LinCF {a},CF {a} and LinConj {a} collapse intoReg{a}. On the other hand, itwas recently discovered by Jeż [5] that
conjunctive grammars can generate the non-regular unary language {a4n |n ⩾ 0}, whichmakes the inclusion Reg{a} ⊂ Conj {a}
proper. The resulting hierarchy of unary languages is given in Fig. 5.
It remains unknown whether conjunctive grammars and Boolean grammars have different expressive power in the case
of a unary alphabet. Given the recent examples of the expressive power of unary conjunctive grammars given by Jeż [5] and
by Jeż and Okhotin [6], it no longer seems out of question that these families might generate the same class of languages.
If these families are different, then conjunctive languages over a unary alphabet might be incomparable with N {a}, giving
a hierarchy exactly as in Fig. 5. The third possibility is that these four classes form a chain of proper inclusions of the form
Reg{a} ⊂ N {a} ⊂ Conj {a} ⊂ Bool {a}. All other cases are ruled out by Theorem 8.4III. Which of these three possible statements
is true, remains an open problem.
9. Conclusion
We have shown that the family of languages specified by unique solutions of resolved language equations with
concatenation and complementation is, on one hand, not a trivial one, as it contains all unary regular languages and some
non-context-free languages. On the other hand, our direct nonrepresentability proofs for a number of specific languages
expose inherent limitations of this family. Using these results, we have separated the five new families of languages from
the families specified by the known classes of language equations. A complete language-theoretic hierarchy has been
established.
What we did not try to achieve, and what could be of a substantial interest, is a complexity-theoretic separation of the
families we have studied. For instance, it is known that the family LinConj contains P -complete languages — and are there
any P -complete languages in NReg or in LinNReg? There are NL-complete languages in LinCF — and does LinN contain any such
languages?
A related question is whether the known upper bounds for parsing complexity of Boolean grammars and linear
conjunctive grammars could be lowered for the families we have introduced. It is known that Bool is contained in both
DSPACE(n) [16] and DTIME(M(n)) [22], whereM(n) is the number of operations needed to multiply two n× nmatrices, so
one could ask whether NReg is contained in DSPACE(n1−ε) for any ε > 0 or in DTIME(o(M(n))). Similarly, are LinNReg or LinN
contained in DTIME(n2−ε) or in DSPACE(n1−ε) for any ε > 0?
The questionswe have suggested for a further study are centered around efficient computational simulations of language
equations with complementation. Perhaps such simulations may be obtained in the form of an automaton characterization
of these equations.
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