A new block backward differentiation formula of order 4 with variable step size is formulated. By varying a parameter in the formula, different sets of formulae with A-stability property can be generated. At the cost of an additional function evaluation, the accuracy of the method is seen to outperform some existing backward differentiation formula algorithms. The strategy involved in controlling the step size ratio is also described. The problems tested with the method show its efficiency in solving stiff initial value problems.
Introduction
Consider a system of first-order stiff initial value problems (IVPs) of the form:
whereȲ = (y 1 , y 1 , y 2 , . . . , y n ) andφ = (φ 1 , φ 2 , . . . , φ n ).
The system (1) becomes stiff if its solution contains components with both slowly and rapidly decaying rates, due to large difference of time scales exhibited by the system. The stiffness property prevents conventional explicit methods from handling the problem efficiently. In solving such problems, stability rather than accuracy determines the choice of the step size. There has been a great deal of interest to develop implicit numerical methods for solving stiff IVPs. Many numerical solvers have been suggested in [6, 15, 19, 25] . Examples include the Runge-Kutta and Adams methods which are based on the approximation of the solution by a polynomial [24] . Implicit Runge-Kutta methods have good stability properties, even though they are very expensive when high order accuracy is required [10] . On the other hand, implicit multistep methods possess high order convergence, but tend to have relatively poor A-stability properties when applied to stiff problems (except the backward differentiation formula (BDF) [19] ). The BDF is proposed in [8] , and its algorithm can be found in [14] . The BDF is still a foundation for most widely used *Corresponding author. Email: mohameds@science.upm.edu.my stiff algorithms. More details on the Runge-Kutta and Adams methods for solving stiff IVPs can be found in [1, 2, 7, 9, 11, 17, 20, 31] . There are other classes of methods developed recently which are based on accelerating the convergence of low order schemes through the use of Richardson extrapolation or deferred correction (called deferred correction methods [5, 13, 18, 26] ). The use of the deferred correction schemes has been somehow limited due to lack of stability [24] . However, the spectral deferred correction method introduced in [10] shows a significant improvement in both stability and accuracy over the classical ones [24] . Such methods have also been found to be suitable for stiff ordinary differential equations (ODEs). Thus to compare between the two algorithms, the Runge-Kutta and Adams methods are direct solvers whose construction is based on the assumption that the given ODE can be approximated by a polynomial and the degree of the polynomial determines the order of the method. On the other hand, the Richardson extrapolation and the deferred correction schemes are based on improving the solution iteratively [16] . The Richardson extrapolation uses a low order method with repeated extrapolation to obtain a higher order method, satisfying higher order accuracy. The deferred correction method initially computes a provisional solution at a set of points and uses it to form an equation for the error or correction in the provisional solution [16] .
In all the methods we mentioned above, the computation proceeds to an approximation y n+1 at the point x n+1 one point at a time. There has been a shift from solving Equation (1) at one point per step, to two or more points (block methods) [21] . Block methods for solving ODEs are studied in [4, 12, 29, 30, 32, 33] . Although a variety of block methods exist, the ones developed for stiff IVPs remain relatively small. Implicit block methods as applied to stiff problems have been developed in [34] . There are other algorithms available for stiff systems which are based on the block backward differentiation formula (BBDF) developed in [22, 23, 35] . Another algorithm called the block extended backward differentiation formula was also developed to improve the accuracy of the BBDF [27, 28] . The formula in [22] is used to implement stiff IVPs with constant step size while the formulae in [23, 35] are based on variation of the step size and have the following form:
where h is the variable step size used, x n = a + nh, y n computed solution; f n = f (x n , y n ), n ≥ 0, β 0,i,r = β 1,i,r = · · · = β k−1,i,r = 0, k = i = 1 represents the formula for the first point, k = i = 2 represents the formula for the second point and r is the value used in the step size changing strategy. For stability reasons, the values of r used in [23] are 1, 2 and 5/8 while those used in [35] are 1, 2 and 10/19. The motivation of this paper is to develop a formula that will be called 2-point new variable stepsize block backward differentiation formula (NVSBBDF) of the form (2); but with β k−1,i,r = 0. In particular, we aim at developing a generalized formula with different values of ρ ∈ (−1, 1), that will compete with existing algorithms for solving stiff IVPs. The formula will have the form:
where β k−1,i,r = ρβ k,i,r . The values of r that would be used in the paper are r = 1, 2 and 5/8, corresponding to the step size control strategy of maintaining constant, doubling or multiplying the step size by a factor of 1.6, respectively. In Section 2 of the paper, the simple but effective idea used in developing the method is described. The stability of the method is analysed in Section 3 and the stability regions are plotted. Section 4 presents the implementation of the method and the step size control strategies. Samples of stiff problems are given in Section 5. Numerical results are presented in Section 6 and are compared with results from existing methods.
Derivation of the method
The method (3) introduced in Section 1 is derived using Taylor's series as follows. 
where k = i = 1, 2.
We consider the derivation of the first point as case 1 and that of the second point as case 2.
The linear operator (4) becomes
Expanding the functions in Equation (5) as Taylor series and collecting like terms give
where C 0,1 = α 0,1 + α 1,1 + α 2,1 + α 3,1 + α 4,1 = 0,
. . .
The set of equations (7) is solved simultaneously and by normalizing α 3,1 to 1 (coefficient of y n+1 ), the following formula is obtained for the first point as:
C 0,1 = C 1,1 = C 2,1 = C 3,1 = C 4,1 = 0 but C 5,1 = 0 indicating that the order of the method is 4.
Adopting a similar procedure as in case 1, the linear operator (4) becomes
and subsequently, the second point is obtained as
For stability purposes, the value ρ is restricted within the interval (−1, 1). In this paper, ρ is taken to be −3/4 and for different values of r, the following formulae are obtained: 
Stability analysis
The stability properties of the methods (11)-(13) are discussed here. We begin by defining zero and A-stability.
Definition 3.1 The methods (11)-(13) are said to be zero stable if no root of their first characteristic polynomial has modulus greater than one; and that any root with modulus one is simple (see [25] ).
Definition 3.2 A method is said to be A-stable if its stability region covers the entire negative half plane (see [12] ).
The formula (11) is first considered and a similar procedure is applied for the formulae (12) and (13) . We begin with the 2-point NVSBBDF, when r = 1. The formula (11) can be represented in matrix form as
which is equivalent to the following matrix equation:
Let hλ =h. Applying the scalar test equation
into Equation (15) 
Equation (17) is equivalent to
where
The stability polynomial of the method is obtained by evaluating the determinant of At 2 − Bt − C, i.e. det |At 2 − Bt − C| to obtain the stability polynomial
For zero stability, we seth = 0 in Equation (19) to obtain the first characteristic polynomial as
Solving Equation (20) for t gives the following values: t = 0, t = 1, t = −0.332668 and t = −0.0163951.
Thus by Definition 3.1, the method (11) is zero stable. The stability region of the polynomial (19) when r = 1 is given in Figure 1 . The method is almost A-stable since the region of stability covers almost the entire negative half plane.
Adopting a similar procedure for the value of r = 2, the characteristic polynomial is obtained as
Settingh = 0 in Equation (21), the first characteristic polynomial obtained is Solving Equation (22) for t gives the following values: t = 0, t = 1, t = −0.0694908 and t = −0.00211689.
By Definition 3.1, the method (12) is zero stable. The stability region is given in Figure 2 .
The region covers the entire negative half plane and hence the method is A-stable.
Using the same procedure for the value of r = 5/8, the characteristic polynomial is obtained as
For zero stabilityh is set to 0 in Equation (23) and the first characteristic polynomial is obtained as
Equation (24) is solved for t to obtain the roots t = 0, t = 1, t = −0.873051 and t = −0.0548813.
The method (13) is therefore zero stable since it satisfies the conditions stated in Definition 3.1. Figure 3 shows the stability region of the polynomial (23). The region almost covers the entire negative half plane. Therefore the method (13) is almost A-stable.
Implementation of the method
Newton's iteration is used in implementing the method. The procedure is described as follows.
The formulae (11)-(13) can be represented in the following form:
where ψ 1 and ψ 2 are the back values. Equation (25) can be rewritten as
which can be represented as
Newton's iteration for the 2-point NVSBBDF method takes the form
Equation (29) is equivalent to
For comparison, the maximum error is computed from the algorithm developed. Let y i and y(x i ) be the computed and the exact solutions of Equation (1), respectively. The absolute error is defined by
The maximum error (MAXE) is given by
where T is the total number of steps and N is the number of equations.
Let Y (i+1) n+1 denote the (i + 1)th iterate and
Then Equation (30) can be written as
which is equivalent toĀ
. Newton's iteration would therefore be used to solve the system (35) . For the different values of r, 
Step size selection
Three techniques are employed in controlling the step size. At the first stage of the integration, an initial step size is determined and the local truncation error (LTE) is computed as follows:
where y k+1 n+2 refers to the formula of order k + 1 and y k n+2 refers to the formula of order k. If the LTE is less than or equal to a specified error tolerance (TOL) (i.e. LTE ≤ TOL), the step size (from the previous block) is maintained as constant (equivalent to the formula when r = 1) and the following is computed:
where p is the order of the method and c is a safety factor, which is considered as 0.5. If new h > (1.6 × old h), then the step size h becomes h = 1.6 × old h (equivalent to the formula when r = 5/8). Otherwise, if LTE > TOL, the step size is halved (equivalent to the formula when r = 2).
Test problems used
The performance of the method is examined using problems of different stiffness levels. Since our method is an extension of [23, 35] , the problems are also tested with the variable step size BBDF and the non-block BDF to allow comparison.
(1) The cosine problem taken from [24, 26] cos(2π x) ),
The problem becomes increasingly stiff as ∈→ 0. We choose ∈= 10 −3 . The exact solution is y(x) = cos(2π x).
(2) The non-normal oscillator problem taken from [24] y (x)
with the initial conditions
which can be transformed into the following linear system
where ∈ is the stiffness parameter. The system has a Jordan form, with a double eigenvalue − ∈ and its general solution contains terms of the form e ∈x and xe ∈x . In our experiment, we choose ∈= 10 3 and ∈= 10 5 .
(3) We consider the system of nonlinear IVP taken from [3] 
The solution, which is independent of ∈ is
The eigenvalues are λ 1 = −1 and λ 2 = −(∈ −1 +2). This allows the degree of stiffness to be regulated. We choose ∈= 10 −5 . (4) We consider the well-known Gear's [15] problem given by y 1 = 998y 1 + 1998y 2 , y 1 (0) = 1, 0 ≤ x ≤ 20,
The exact solution is given by The eigenvalues are −2, −40 + 40i and −40 − 40i.
Numerical results
The numerical results for the test problems given in Section 5 are tabulated. The problems are solved with the non-block BDF, the variable step size BBDF and the NVSBBDF methods. The number of steps taken to complete the integration and the maximum error for the different methods is presented and compared in the tables. In addition, the graph of Log 10 (MAXE) against TOL for each problem is plotted (Figures 4-9 ). From Tables 1-6 , it can be seen that for the different tolerances considered, the NVSBBDF method outperformed both the NBDF and the VSBBDF methods in terms of accuracy. The total number of steps taken in the NVSBBDF is also seem to be less than that in the NBDF method. The new method developed is also seem to be a good method for stiff IVPs.
The graphs also show that the scaled errors for the NVSBBDF method are smaller when compared with those in the NBDF and the VSBBDF methods. This is an indication of improved stability and accuracy in the NVSBBDF method. 
Conclusion
A new set of formulae for the integration of stiff IVPs has been developed. The main feature that distinguishes the new algorithm from the conventional class of BBDF is that the coefficient β k−1,i,r = 0. The formulae are of order 4. As an added advantage, different formulae with good stability properties can be developed by varying the values of ρ within the interval (−1, 1) . For the different values of r, the formula is seen to be A-stable when r is 2 and almost A-stable when r = 1 and r = 5/8. The method is applied to solve stiff IVPs and the code developed proved to be a good solver for stiff problems. The performance of the method when compared with some existing methods is remarkable.
