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The metric geometry of infinite dimensional Lie
groups and their homogeneous spaces∗.
Gabriel Larotonda†,‡
Abstract
We study the geometry of Lie groupsG with a continuous Finsler metric, assuming the existence of a subgroup
K such that the metric is right-invariant for the action of K . We present a systematic study of the metric and
geodesic structure of homogeneous spaces M obtained by the quotient M ≃ G/K . Of particular interest are
left-invariant metrics of G which are then bi-invariant for the action of K . We then focus on the geodesic
structure of groups K that admit bi-invariant metrics, proving that one-parameter groups are short paths for
those metrics, and characterizing all other short paths. We provide applications of the results obtained, in two
settings: manifolds of Banach space linear operators, and groups of maps from compact manifolds. 1
1 Introduction
The purpose of this paper is the study of the geometry of Lie groups G with a continuous Finsler
metric, assuming the existence of a subgroup K such that the metric is right-invariant for the action
of K . In the first part we are concerned with the metric and geodesic structure of homogeneous
spaces M obtained by the quotient M ≃ G/K; we prove a structural result concerning the descent
of the metric to the quotient, showing that a path γ ⊂ G is short when pushed to the quotient if and
only if γ realizes distance among fibers in G (Theorem 3.26). This theorem contains, as particular
instances, many results of the Finsler and Riemannian geometry of homogeneous spaces in finite and
infinite dimensions: for instance geometries of the group of positive invertible operators, and Bures’
metric in state space [5, 22, 27, 29]. Of particular interest are left-invariant metrics of G which
are then bi-invariant for the action of K . In the second part we focus on the geodesic structure of
groups K that admit bi-invariant metrics, proving that one-parameter groups are short paths for those
metrics in locally exponential lie groups, and characterizing all short paths (Theorem 4.22), using
the faces of the unit ball in Lie(K). This theorem has applications to several settings, and provides
a unified treatment of known results from the Finsler geometry, both in finite and infinite dimension
[6, 7, 11, 12]. The third part is concerned with examples and applications of these theorems.
Sincewewant to give a systematic framework to the theory of intrinsic distances derived from tangent
metrics, in the setting of Lie groups and their homogeneous spaces, we will discuss a bit further
this circle of ideas in this introduction. The emphasis is put in infinite-dimensional Lie groups and
manifolds, modeled by locally convex topological vector spaces, and metrics defined as continuous
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distributions of tangent Finsler norms or semi-norms (all the metrics considered in this paper are
non-negative); our metrics are only continuous and not necessarily smooth. There are technical
and fundamental differences with the classical theory of metrics on Lie groups, coming from two
directions: the first one is going from finite dimensional manifolds to infinite dimensional manifolds,
and the second one is going fromRiemannian (or even classical Finsler metrics, which are smooth and
have an auxiliary Riemannian metric given in terms of the Hessian of the metric) to only continuous
tangent metrics. However, it is more often than not that both difficulties arise simultaneously,
since infinite dimensional vector spaces come with intrinsic and interesting continuous norms or
semi-norms.
Many of the ideas proposed here can be extended to principal G bundles, but we preferred to keep
the exposition in the realm of homogeneous spaces for clarity. Let us recall now some standard
results of the classical theory of Riemannian homogeneous spaces, to put in context what we are
trying to achieve here. Let π : G × M → M be a smooth action of a finite dimensional Lie
group G in a smooth finite dimensional manifold M , and let K be the stabilizer of the action at
p ∈ M (i.e. K is the isotropy group of πp = π(·, p)). Denoting π(u, p) = u · p for u ∈ G, then
uLie(K) ⊂ TuG ≃ uLie(G) is the stabilizer of u · p ∈ M . By choosing in G a Riemannian metric
(G, g0)which is right-invariant for the action of K , one obtains a reductive connection, decomposing,
for each u ∈ G, TuG ≃ uLie(K) ⊕ hu where hu is the orthogonal of uLie(K), called the horizontal
distribution. Thus for V ∈ Tu ·pM , denoting κu ·p(V) ∈ hg the unique horizontal lift of V , one obtains
a smooth section κ : T M → h ⊂ TG, and if X is a smooth vector field M , we denote XH = κ ◦ X
the smooth horizontal lift of X in G. The distribution AdG Lie(K) = ker π∗ is also known as the
vertical space, and vectors in this kernel are called vertical vectors.
If (M, g) is a Riemannian metric in M , and we fix p ∈ M , the map π = πp : G → M is
a Riemannian submersion if it is a submersion and its differential is isometric restricted to the
horizontal distribution. Reciprocally, we can endow M with a Riemannian metric g that makes of π
a Riemannian submersion by declaring that π∗u : TuG → Tu ·pM are isometric for all u ∈ G. That
is, if V = π∗uv,W = π∗uv ∈ Tu ·pM , then 〈V,W〉u ·p = 〈VH,WH 〉u ∀ u ∈ G. Note that this can be
restated, using the orthogonality of the distribution, as
‖V ‖u = inf{‖v − uz‖u : z ∈ Lie(K)}. (1)
For π : (G, g0) → (M, g) a Riemannian submersion, let X,Y be smooth vector fields in (M, g), and
let Γ be a geodesic of (G, g0). The folllowing well-know results [36, 2.90, 3.55,2.109] are at the core
of our (non-Riemannian) point of view:
- If ∇0 is the Levi-Civita connection of (G, g0) and ∇ is the Levi-Civita connection of (M, g),
then for all u ∈ G we have (∇XY )pi(u) = π∗u(∇0XHYH ).
- If Γ′(0) is horizontal, then Γ′(t) is horizontal for all t, and γ = π(Γ) is a geodesic of (M, g)
with the same length. Conversely, if γ is a geodesic of (M, g) with γ(0) = π(u), there exists a
unique horizontal lift Γ of γ such that Γ(0) = u and Γ is a geodesic of (G, g0).
- When the metric g0 on G is bi-invariant, it is also well-known that geodesics δ of (G, g0) are
left-translations of one-parameter groups: δ(t) = uetv .
In particular, the Riemannian exponential maps are thus related by ExpM (V) = π ◦ ExpG(VH ), and
by the Hopf-Rinow theorem, if (G, g0) is complete, then (M, g) is complete. For bi-invariant metrics
geodesics of (M, g) are then given by t 7→ π(uetz ) where z ∈ Lie(G) is a horizontal vector, and as a
consequence (M, dg) is a complete metric space.
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In the presentation and results just mentioned for Riemannian manifolds, there are several assertions
that fail for non-Riemannian metrics; they fail for Finsler norms that are not Riemannian, they
fail for Riemannian metrics that are only continuous with respect to the topology of the locally
convex spaces E modeling the manifolds involved, and they even fail for Riemann-Hilbert metrics
on infinite dimensional manifolds. Without being exhaustive, let us mention only that if the metric
is non Riemannian then the horizontal distribution k ⊂ TG is not given, therefore the section
κ : T M → TG and the horizontal lifts XH of fields X in M are not given; the first item the short list
above is lost, and it is unclear if there is a replacement for the Riemannian exponential. The theorem
of Hopf-Rinow is false in infinite dimension (even for Riemann-Hilbert metrics, see McAlpin [50]),
hence the metric properties of the spaces involved cannot be derived from the extendability of
geodesics.
This is also a major problem when the metric is not Riemannian, and there is no connection or
distribution: which is the right notion of geodesic, in the absence of Euler’s equations? We have
taken the approach of the metric geometry (or length spaces, see Burago-Burago and Ivanov [24]):
a path in a manifold is a geodesic if it is minimizing, that is if its length equals the distance among
the endpoints. The distance, of course, is defined as the infima of the lengths of paths joining given
endpoints (usually called the rectifiable distance). Note that the length of a path is a notion that
makes sense for any continuous distribution of tangent norms or semi-norms in the given manifold.
Let us describe now discuss here, with a bit more detal, the contents of this paper. After giving the
necessary context and definitions formanifolds andLie groupsmodeled by locally convex topological
vector spaces, we examine in Section 2 of this paper the continuity of the group operations in G, for
the topology defined by the rectifiable distance, and assuming the group has a smooth exponential,
we also derive some norm inequalities for it. Regarding the action of G on a manifold M , there
is a natural tangent norm for M given by (1) which we call the quotient metric, and we show in
Section 2 of this paper that it is well-defined in this ample context, provided the tangent norms in
G are right-invariant for the action of the isotropy group K . Thus one is faced with two distances
in M , the one given by the infima of lengths of paths in M (measured with the quotient metric),
and the one given by the distance in G among the fibers gK, hK . It is shown (in Section 3) that
both distances agree, as in the Riemannian setting; this opens several applications to Finsler norms
that will be dealt with in Section 5. At the end of Section 3, we discuss analogues of the second
Riemannian property mentioned above, regarding geodesics of G and geodesics of M . The main
results of Section 3 are Theorem 3.26 and Theorem 3.29. If a group G admits a bi-invariant metric,
and the metric is not Riemannian, it is also expected that one-parameter groups will be short paths
for the rectifiable distance, and this is proved in Section 4 of the paper. We also prove that when the
norm is strictly convex, those are the unique possible short paths. For the case of non-strictly convex
norms, we give a nice characterization of all short paths in the group. The main results of that
section are then Theorem 4.11, Theorem 4.15 and Theorem 4.22. We illustrate the use of all these
ideas in the final section of the paper (Section 5), where we take a look at some known results under
the point of view presented here, and we obtain new results regarding distances and geodesics in
several contexts, including groups of maps from compact manifolds (diffeomorphism groups, loop
groups) and groups of Banach space operators and their homogeneous spaces (invertible operators,
isometries, unitary operators, positive operators).
3
2 Lie groups and rectifiable metrics
Let us present in this section some general definitions and considerations that will be used throughout
the paper. Manifolds in this paper will be modeled with charts in a Hausdorff locally convex
topological vector space (shortly l.c.s.). The differential of a map f : M → N among smooth
manifolds will be denoted by f∗ : T M → T N and its specialization by f∗p : TpM → Tf (p)N , p ∈ M .
In this paper, a Lie group G is a manifold such that the operation (x, y) 7→ xy−1 is smooth (at least
C2) as a map G × G → G. If g ∈ G and Lg : h 7→ gh denotes the left multiplication in G, with
some abuse of notation we denote
gv = Lgv = (Lg)∗hv ∈ TghG
for h ∈ G, v ∈ ThG. We denote 1 ∈ G the identity of the group and Lie(G) = T1G its Lie algebra.
The Lie bracket in Lie(G) will be denoted by [·, ·]: it is always a bi-linear, anti-symmetric and
continuous map. If cg(h) = ghg−1 is the conjugation automorphism, i.e. cg = LgR−1g for g ∈ G, we
follow the standard notation Adg = (cg)∗1 with Ad : G → GL(Lie(G)) a group homomorphism.
Remark 2.1. If Lie(G) is not a Banach space then GL(Lie(G)) is not necessarily a Lie group, but
it is a subgroup of the space of diffeomorphisms of Lie(G) therefore there is a natural notion of
smoothness. We denote ad = (Ad)∗1 : Lie(G) → L(Lie(G))which is a linear Lie algebra morphism,
and in fact ad(v)(w) = [v,w] for any v,w ∈ Lie(G) (see Neeb [54, Section II.3]).
2.1 Finsler metrics
In this section we define continuous Finsler metrics over smooth manifolds. For a more radical
approach that drops the smoothness assumption on the manifolds, see Andreev [3]. See also
Berestovskii [17, 18] for a systematic account of finite dimensional homogeneous manifolds with
Finsler metrics defined by distributions in the fiber bundle.
Definition 2.2 (Finsler norms and semi-norms). Let E be a l.c.s., µ = | · | : E → R≥0 a continuous
function.
1. µ is a Finsler semi-norm if it is sub-additive and positively homogeneous: |v + w | ≤ |v | + |w |
and |λv | = λ |v | for v,w ∈ E and λ ∈ R≥0.
2. µ is a non-degenerate Finsler norm if |v | = 0 implies v = 0.
If |tv | = |t | |v | for all t ∈ R, we obtain the standard notion of continuous vector space semi-norm (if
moreover it is non-degenerate, we have a vector space norm).
Definition 2.3 (Finsler metrics for T M). Let M be a manifold modeled by a l.c.s E . Let µ : T M →
R≥0 be a selection of a tangent Finsler semi-norm µp = | · |p : TpM → R≥0, for each p ∈ M .
1. µ is continuous along paths if for each C1 path γ : [a, b] → M the map t 7→ | Ûγt |γt is
continuous.
2. µ is continuous if µ : T M → R is a continuous map.
§ A word of caution: as discussed in the introduction, our definition of Finsler metric is far more
general than the standard one; we are not assuming smoothness, therefore the usual machinery of
Riemann-Finsler geometry [14] is not at hand.
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Definition 2.4 (Uniform Finsler metrics for TG). Let G be a Lie group, µ : TG → R≥0 a continuous
Finsler metric. For each g, h ∈ G, consider the linear operators
(Lg)∗h, (Rg)∗h : (ThG, | · |h) → (TghG, | · |gh),
denote |(Lg)∗h | = sup{|gv |gh : v ∈ ThG, |v |h = 1} and likewise |(Rg)∗h |. Note that when g = 1, both
norms are identically 1 for all h ∈ G.
We say that µ is L-uniform if there exists a τG upper semi-continuous function L : G → R≥0 with
L(1G) = 1 such that |(Lg)∗h | ≤ L(g) for all g, h ∈ G.
Replacing L with R we obtain the definition of R-uniform.
Remark 2.5 (Left-invariant metrics). If we fix | · | a Finsler semi-norm in Lie(G) and define
|v |g = |(Lg)−1∗1 v | for v ∈ TgG, then the group G has a left-invariant Finsler metric | · |g : TgG → R≥0,
because if g, h ∈ G then
|hv |gh = |(gh)−1hv | = |g−1v | = |v |g for v ∈ TgG,
and the map (g, v) 7→ |v |g = |g−1v | is continuous as a map from TG to R. Any left-invariant Finsler
metric in G can be obtained with this procedure.
Note that in this case |Lgv |gh = |h−1g−1gv |1 = |h−1v |1 = |v |h therefore automatically |(Lg)∗h | = 1
for all g, h ∈ G. Note also that |Adg v |1 = |vg−1 |g−1 ≤ R(g−1)|v |1 when the metric is also R-uniform.
Wewill present somemore non-trivial examples of Finsler metrics that are not right nor left invariant
in Section 5, in particular Bures’ metric for invertible operators of a C∗-algebra (Section 5.5.2), and
integral metrics for groups of diffeomorphisms of a compact manifold (Section 5.6.1).
Definition 2.6 (Rectifiable paths and length). We say that a curve α : [a, b] → G is rectifiable if α
is differentiable a.e. in some chart of G and t 7→ | Ûα(t)|α(t) is Lebesgue integrable. It is also possible
to consider rectifiable paths in the metric sense (see [3] and [30, Section 2]), though we won’t be
needing such machinery here.
For piecewise smooth or rectifiable arcs α : [a, b] → G, define the length of α as
Lengthµ(α) =
∫ b
a
| Ûα(t)|α(t)dt.
Definition 2.7. For g, h ∈ G, consider the infima of the lengths of such arcs joining g, h in G,
distµ(g, h) = inf{Lengthµ(α) : α : [0, 1] → G is rectifiable , α(0) = g, α(1) = h}.
Then distµ : G × G → R≥0 is a p.s.d. (pseudo-quasi-distance):
1. it is finite in each arc-wise connected component of G,
2. it obeys the triangle inequality,
3. it is reversible if and only if | · |g is homogeneous (if it is a norm) for each g ∈ G.
More details on asymmetric distances can be found in [49] and the references therein.
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Remark 2.8. The matter of whether distµ(x, y) = 0 implies x = y in G is more subtle. In fact,
even if we start with a norm in the Lie algebra of G (µ(v) = 0 implies v = 0), and consider the
left-invariant metric it induces, there are examples when this fails, see Michor and Mumford [51]
for such an example; see also the paper by Clarke [25].
§ A sufficient condition to obtain the non-degeneracy of distµ (for left-invariant metrics) is given by
asking | · | to induce in Lie(G) its original l.c.s topology. In particular, if G is a finite dimensional
Lie group, distµ is non-degenerate for any chosen norm in Lie(G).
Definition 2.9. We will denote with (G, distµ) the underlying (pseudo-quasi) metric space. Never-
theless, this distance or quasi-distance induces a topology in G, and we will refer to the topology
induced as τµ when needed; otherwise the topology of G will always be the manifold topology
denoted by τG . Clearly τµ will be Hausdorff if and only if distµ is non-degenerate.
We now turn to the the subject of comparing topologies and the continuity of the group operations
for τµ.
Proposition 2.10 (Continuity of the group operations). Let µ be a continuous Finsler metric in TG.
If τG denotes the original topology of G and τµ the one induced by the (pseudo-quasi) metric, then
1. If gi → g in τG , then gi → g in τµ.
2. distµ : (G, τG) × (G, τG) → R is continuous, and τµ is finer than τG .
3. If µ is L-uniform (resp. R), the left (resp. right) multiplication map by g ∈ G is Lipschitz
continuous for distµ with constant L(g) (resp R(g)).
4. If µ is reversible, left-invariant and R uniform (or vice-versa), the product m : G × G → G,
m(g, h) = gh is jointly continuous for distµ, and so is i : G → G, i(g) = g−1, the inversion
map.
Proof. Let (U, ϕ) be a chart around 1 ∈ G, where U = U−1 and V = ϕ(U) is a convex balanced
neighborhood of 0 ∈ Lie(G). If G ∋ gi → g in τG , then vi = ϕ(g−1gi) → 0 in Lie(G). Since
left multiplication is C1, the map ψ : V × V → TG given by (v,w) 7→ (Lg)∗ϕ−1(v)(ϕ−1)∗v(w) is
continuous. Since ψ(0, 0) = (Lg)∗1(ϕ−1)∗00 = 0, if ε > 0 is given, and shrinking V if necessary, we
have |ψ(v,w)|gϕ−1(v) < ε when v,w ∈ V . Let α(t) = gϕ−1(tvi) for t ∈ [0, 1], clearly α joins g to gi
in G. Now Ûα(t) = ψ(tvi, vi) therefore if i ≥ i0 is such that vi ∈ V , then also tvi ∈ V and
distµ(g, gi) ≤ Lengthµ(α) =
∫ 1
0
| Ûα|α =
∫ 1
0
|ψ(tvi, vi)|gϕ−1(tvi )dt < ε,
which in turn implies that distµ(g, gi) → 0 when gi → g in τG . The second assertion is immediate
from the first one.
Nowassume µ is L-uniform, and note that there is a bijection among piecewise smoothmapsα joining
h, k and those joining gh, gk given by left multiplication α 7→ β = gα. Since Ûβ = (gα)· = (Lg)∗α Ûα,
we have
| Ûβ |β = |(Lg)∗α Ûα|gα ≤ L(g) | Ûα|α.
Therefore Lengthµ(β) ≤ L(g)Lengthµ(α), which implies distµ(gh, gk) ≤ L(g) distµ(h, k). The
proof for R-uniform metrics is similar. If the metric is reversible, left-invariant and R-uniform,
assume distµ(gn, g) → 0 and distµ(hn, h) → 0. Then
distµ(gnhn, gh) ≤ distµ(gnhn, gnh) + distµ(gnh, gh)
≤ distµ(hn, h) + R(h) distµ(gn, g) → 0
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therefore the product is jointly continuous. Likewise,
distµ(g−1n , g−1) ≤ R(g−1) distµ(g, gn) → 0.
The proof for right-invariant, L-uniform reversible metrics is similar and therefore omitted. 
Remark 2.11 (Left half-Lie groups). A half-Lie group is a smooth manifold G modeled by a Fréchet
space, such that the group operations are continuous for the manifold topology, and for each g ∈ G,
the map Lg : G → G is also smooth. This notion was recently systematically introduced by Neeb
and Marquis in [48]. Inspection of the results in this section shows that Finsler metrics can be
introduced in that context, and the results of the previous proposition then hold. Left smoothness
can be replaced by right smoothness (in fact this was how it was originally introduced by Kriegl,
Michor and Reiner in [43], to study groups of diffeomorphisms), and evidently the notions of left-
invariant and L-uniform can be replaced by their right counterparts, to obtain the continuity of the
right multiplication map for τµ in the previous proposition.
2.1.1 The local structure
Remark 2.12. If G carries a smooth exponential function, then its derivative can be computed
explicitly: for v,w ∈ Lie(G),
exp∗w(v) = ew
∫ 1
0
Ade−sw v ds = e
w
∫ 1
0
e−s adwv ds
where, fixing w, the convergence of the integral is for each v ∈ Lie(G); and if the Lie algebra is
complete, it defines a linear operator
κw =
∫ 1
0
e−s adw ds
where the convergence is in the locally convex topology of the continuous linear operators of Lie(G).
If Lie(G) is a Banach space, this operator can be computed as the functional calculus ad w 7→
F(ad w) = κw , where F : C→ C is the entire function given by F(λ) = λ−1(1− e−λ), with F(0) = 1.
See [56, Proposition II.5.7] for the details.
Lemma 2.13 (Continuity of the exponential map). IfG has a smooth exponential and µ : TG → R≥0
is left-invariant and R-uniform, then the exponential map exp : Lie(G) → G and its differential are
norm-to-τµ continuous. Explicitly if v,w ∈ Lie(G) and Cw =
∫ 1
0
R(etw ) then
distµ(ev, ew) ≤ Cw |v − w | and |e−w exp∗w(v)| ≤ Cw |v |.
When µ is right-invariant and L-uniform the same bounds hold replacing Cw by Cv =
∫ 1
0
L(etv)dt.
Proof. Let α(t) = eve−tvetw , it a smooth path in G joining ev, ew , its speed is given by Ûαt =
e(1−t)v (w − v)etw . Thus |α−1t Ûαt | ≤ R(etw ) |w − v | and integrating we obtain distµ(ev, ew) ≤
Lengthµ(α) ≤ Cw |w − v |. Likewise,
| exp∗w(v)|ew ≤
∫ 1
0
|e−swvesw |ds ≤
∫ 1
0
R(e−sw )ds |v |. 
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3 Homogeneous spaces
Recall that for g ∈ G, we denote with Lg, Rg, cg = Lg ◦ Rg−1 the left and right multiplication maps
on G and the conjugation map, their differentials at g = 1 ∈ G will be denoted as Lg, Rg,Adg
respectively.
Definition 3.1. We consider a G-homogeneous space M , with the following assumptions:
1. M is a smooth manifold where G acts smoothly (at least C1) and transitively with a left action
π : G × M → M , denoted (g, x) 7→ g · x = πx(g) = ℓg(x).
2. There exists x ∈ M such that each (piecewise) C1 path γ : [a, b] → M starting at x has a
(piecewise) C1 lift Γ : [a, b] → G starting at 1 ∈ G. Namely a path such that Γ(a) = 1 and
πx(Γ) = Γ · x = γ.
Remark 3.2. By the transitivity of the action and the smoothness of the left action of G on itself,
for each y = g · x ∈ M and each (piecewise) C1 path γ : [a, b] → M starting at y, we have a
(piecewise) smooth lift Γ : [a, b] → G starting at g ∈ G. Namely a path such that Γ(a) = g and
πx(Γ) = Γ · x = γ. Actually, we would only need to have a good definition of smooth paths in M
(and the lifting property), the full notion of manifold for M is not used in many considerations.
Note that in particular, for any x ∈ M, g ∈ G, the linearization (πx)∗g : TgG → Tg ·xM is an
epimorphism.
Remark 3.3. Since G is a Lie group, TG has a natural structure of Lie group. For x ∈ M , denote
π∗ : TG → T M given by π∗(g, v) = (πx(g), (πx)∗g(v)). What we are asking that π∗ : TG → T M is
surjective and has the path-lifting property. The assumptions are immediate if G, M are C1 Banach
manifolds and M is the image of a quotient map, since q : g 7→ g · x is a C1 submersion from G to
M and the action is transitive, see for instance Upmeier’s book [62, Theorem 8.19]. In this case we
obtain a stronger assertion, π∗ : TG → T M is a quotient surjective map (thus open).
Definition 3.4. Let x ∈ M , with Kp ⊂ G we will denote the component of the identity of the closed
isotropy subgroup {g ∈ G : g · x = x}. Throughout, we will assume that Kp is a regular Lie group
and that Kp ⊂ G is an initial Lie group (each smooth map f : N → G from a smooth manifold N ,
with values in Kp, is also smooth as a map f : N → Kp).
Remark 3.5. Some remarks follow:
1. That Kp is initial implies that Lie(Kp) = T1Kp = {v ∈ Lie(G) : (πx)∗1v = 0} is a closed Lie
sub-algebra of Lie(G) (see [56, Proposition II.6.3]).
2. That Kp is regular implies that if α : [a, b] → G is piecewise smooth, then α ⊂ Kp if and
only if α(t0) ∈ Kp for some t0 ∈ [a, b] and α−1 Ûα ⊂ Lie(Kp) (equivalently Ûαα−1 ⊂ Lie(Kp)).
Moreover, for each smooth path ξ ⊂ Lie(Kp) there exists a smooth path α ⊂ Kp with α(0) = 1
and Ûαα−1 = ξ.
3. AssumeG has a smooth exponential. Then clearly if v ∈ Lie(G) and exp(tv) ⊂ Kp for all t ∈ R,
then v ∈ T1Kp. On the other hand, if v ∈ Lie(Kp) then considering γ(t) = πx(etv) = etv · x,
we have γ(0) = x and by Lemma 3.14.2 below,
Ûγ(t) = (πx)∗et v Ret vv = (ℓet v )∗x(πx)∗1 Ade−t v v = (ℓet v )∗x(πx)∗1v = 0,
therefore γ is constant and T1K = Lie(Kp) = {v ∈ Lie(G) : exp(tv) ⊂ Kp, t ∈ R}.
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3.1 Metrics invariant for the right action of the isotropy group
Recall that we assume throughout that G is Lie group, acting transitively on M ≃ O(x) with the path
lifting property, and that Kp (the identity component of the isotropy group) is initial and regular.
Note that these hypothesis are fulfilled for Banach-Lie groups G.
Definition 3.6. We assume now that there exists a distinguished p ∈ M and a Finsler norm µ :
TG → R which is right-invariant for the action of Kp; that is if g ∈ G and u ∈ Kp then
|vu|gu = |v |g for all v ∈ TgG.
It is immediate that the length and distance in G are right-invariant for the action of Kp:
distµ(gk, hk) = distµ(g, k) ∀ g, h ∈ G, k ∈ K .
Remark 3.7 (Left-invariant metrics). In particular, if µ = | · | : Lie(G) → R is a metric which is
AdKp -invariant on Lie(G), for the left-invariant metric induced in TG we have
|vu|gu = |u−1g−1vu| = |g−1v | = |v |g
for each g ∈ G, u ∈ Kp, v ∈ TgG. Therefore the induced left-invariant metric is bi-invariant for
the action of Kp. Moreover Lengthµ and distµ : G × G → R (the left-invariant length and distance
induced by µ) are both left and right-invariant for the action of the subgroup Kp. In the next sections
we establish basic properties of groups K with AdK -invariant metrics.
Remark 3.8. Note that for such AdK bi-invariant metrics (see Remark 2.12 and Lemma 2.13)
|e−w exp∗w(v)| ≤ |v | ∀v ∈ Lie(G), w ∈ Lie(K) and distµ(ev, ew) ≤ |w − v |,
thus exp : (Lie(K), | · |) → (K, τµ) is Lipschitz. Clearly, if Γ ⊂ Lie(K) and γ = eΓ ⊂ K then
Lengthµ(γ) =
∫ 1
0
|γ−1 Ûγ | =
∫ 1
0
|e−Γ exp∗Γ ÛΓ | ≤
∫ 1
0
| ÛΓ| = Length(Γ).
3.2 Quotient distance
Wenow return to thematter of giving the quotient space M = G/K ametric and a distance compatible
with the action of the group G. We fix p ∈ M such that µ : TG → R is right-invariant for the action
of K = Kp.
Definition 3.9. Let K ⊂ G be the (regular and initial) Lie subgroup given by the connected
component of the identity of the isotropy {g ∈ G : g · p = p}. Let x = g · p, y = h · p ∈ M , define
the quotient distance Ûd in M = G/K as
Ûd(x, y) = distµ(gK, hK) = inf{distµ(gk1, hk2) : k1, k2 ∈ K}.
Recall we are assuming that the metric µ in G is right-invariant for the action of K = Kp, therefore
Ûd(x, y) = distµ(gK, hK) = distµ(gK, h) = distµ(g, hK) ≤ distµ(g, h). (2)
Note that the name distance is short for pseudo-distance, since it is not necessarily reversible nor
separating ( Ûd(x, y) = 0 does not imply x = y ∈ M).
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Remark 3.10. Since the distance from a point to a closed set is positive in a metric space, this shows
that if distµ is in fact a metric in G, then Ûd is a metric in M (whether it is reversible or not depends
exclusively on the fact of the homogeneity of µ).
Remark 3.11 (Left-invariant metrics). If the metric µ is left-invariant in G, then
Ûd(g · p, h · p) = distµ(K, g−1h), (3)
and the metric is invariant for the action of G in G/K .
Any Cauchy sequence (gn · p)n∈N ⊆ (M, Ûd) can be lifted to a Cauchy sequence in (G, distµ). Thus
one obtains the following:
Theorem 3.12. If (G, distµ) is a complete metric space, then (M, Ûd) is a complete metric space.
The details of the proof can be found in Takesaki’s book [60, p. 109], we remark however that the
hypothesis τG = τµ stated in the textbook is unnecessary).
Remark 3.13 (The group of metrically null elements). Consider the set
Kµ = {u ∈ G : distµ(1, u) = 0},
which is closed in τµ. Assume that the metric µ is reversible (i.e. µ is homogeneous). Then
1. If µ is L-uniform, and u, k ∈ Kµ, then distµ(1, u−1) ≤ L(u−1) distµ(u, 1) = 0 and
distµ(1, uk) ≤ distµ(1, u) + distµ(u, uk) ≤ 0 + L(u) distµ(1, k) = 0.
Hence Kµ 6 K is a closed subgroup.
2. If µ is L-uniform and u ∈ Kµ, g, h ∈ G then
distµ(gu, hu) ≤ distµ(gu, g) + distµ(g, h) + distµ(h, hu)
≤ L(g) distµ(u, 1) + distµ(g, h) + L(H) distµ(1, u) = distµ(g, h),
and with a similar reasoning starting with distµ(g, h) we conclude that distµ(gu, hu) =
distµ(g, h).
3. Therefore if µ is L-uniform then distµ is a right-Kµ invariant metric on G, and it is plain that
distµ(g, h) = 0 if and only if g−1h ∈ Kµ.
4. If µ is L-uniform, note also that if 0 = Ûd(gKµ, hKµ) = Ûd(g, hKµ) we have un ∈ Kµ such
that distµ(g, hun) < 1/n. Hence distµ(g, h) ≤ distµ(g, hun) + distµ(hun, h) < 1/n + 0 = 1/n,
therefore g−1h ∈ Kµ and gKµ = hKµ. Hence the quotient distance Ûd is non-degenerate. and
(G/Kµ, Ûd) is a genuine metric space.
5. If µ is a R-uniform metric, we obtain that Kµ is also a closed subgroup, but now the metric
distµ is left-Kµ invariant on G.
6. If µ is both L and R-uniform, then for any g ∈ G and u ∈ Kµ
distµ(1, gug−1) ≤ L(g)R(g−1) distµ(1, u) = 0
hence Kµ ⊳ K is a normal subgroup.
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3.3 Smooth action and quotient norm
The following lemma collects some elementary identities that will be useful later, and will help us
fix the notation. Its verification is left to the reader:
Lemma 3.14. Let g, g′ ∈ G, x ∈ M , u ∈ Kx . Then
1. ℓg ◦ πx = πx ◦ Lg, (πx)∗g = (ℓg)∗x ◦ (πx)∗1 ◦ (Lg)−1∗1
2. (ℓg)∗x ◦ (πx)∗1 ◦ Adg−1 = (πx)∗g ◦ Rg
3. (πg ·x)∗1 = (πx)∗g ◦ Rg
4. (ℓg−1)∗g ·x ◦ (πx)∗g = (πx)∗1 ◦ (Lg−1)∗g
5. (πx)∗u = (πx)∗1 ◦ (Ru−1)∗u
6. Kg ·x = cg(Kx)
7. Lie(Kg ·x) = Adg(Lie(Kx)).
Remark 3.15. Note that by the last item of the previous lemma, if u ∈ Kx then Ku ·x = Kx therefore
Adu(Lie(Kx)) = Lie(Kx).
Assume that G has a smooth exponential. If v ∈ Lie(Kx) then by Remark 3.5.2, ev ∈ Kx therefore
Adev (Lie(Kx)) = Lie(Kev ·x) = Lie(Kx).
This implies that Lie(Kx) are stable Lie sub-algebras.
The other (and relevant for our purpose) consequence of the previous lemma, is the following, which
will help us establish that the quotient (infinitesimal) metric is well-defined in T M .
Lemma 3.16. Let x ∈ M , g, h ∈ G, Ûg ∈ TgG, Ûh ∈ ThG. Then g · x = h · x and (πx)∗g Ûg = (πx)∗h Ûh if
and only if
u = g−1h ∈ Kx and g−1 Ûg − Adu(h−1 Ûh) ∈ Lie(Kx).
Proof. Assume g · x = h · x and (πx)∗g Ûg = (πx)∗h Ûh. Clearly u = g−1h ∈ Kx. Let γ ⊂ G be a
smooth path with γ(0) = h, Ûγ(0) = Ûh, and consider the identity (g−1γ) · x = g−1 · (γ · x) written as
πx(g−1γ) = ℓg−1πx(γ). Differentiating at t = 0 we obtain
(πx)∗g−1hg−1 Ûh = (ℓg−1)∗h ·x(πx)∗h Ûh = (ℓg−1)∗g ·x(πx)∗h Ûh
where in the last equality we just used once that h · x = g · x. Now since u = g−1h ∈ Kx, the fifth
item of the previous lemma shows that
(πx)∗1(g−1 Ûhh−1g) = (πx)∗g−1h(g−1 Ûh).
Combining the previous equalities, we obtain
(πx)∗1(g−1 Ûhh−1g) = (ℓg−1)∗g ·x(πx)∗h Ûh = (ℓg−1)∗g ·x(πx)∗g Ûg
where in the last equality we used the hypothesis (πx)∗g Ûg = (πx)∗h Ûh. Applying the fourth item of
the previous lemma,
(πx)∗1(g−1 Ûhh−1g) = (ℓg−1)∗g ·x(πx)∗g Ûg = (πx)∗1(g−1 Ûg).
Hence g−1 Ûg − g−1 Ûhh−1g ∈ ker(πx)∗1 = Lie(Kx) as claimed. 
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Since (πx)∗1 : T1G → TxM is an epimorphism with kernel Lie(Kx), we have a natural identification
TxM ≃ Lie(G)/Lie(Kx).
This motivates the following definition (for the case of left-invariant metrics in Banach manifolds,
see Upmeier [62, Proposition 12.31] and the references therein).
Definition 3.17 (Quotient Finsler metric). Assume that the Finsler norm µ inTG is K-right invariant
for given K = Kp. Let v ∈ Tg ·pM , v = (πp)∗g( Ûg) for some Ûg ∈ TgG, and define
µ(v)g ·p = inf{| Ûg − gz |g : z ∈ Lie(K)} = distµg ( Ûg, g Lie(K)),
the linear distance in TgG from any lift Ûg of v to the subspace g Lie(K) ⊂ TgG.
Proposition 3.18. Let µ : T M → R be defined as above. Then
1. It is well defined: if g · p = h · p and (πp)∗g Ûg = (πx)∗h Ûh = v, then
distµg ( Ûg, g Lie(K)) = distµh ( Ûh, hLie(K)),
hence it defines a Finsler norm on each TxM , x ∈ M .
2. If the metric of G is left-invariant, then
µ(v)g ·p = inf{|g−1 Ûg − z | : z ∈ Lie(K)} = distµ(g−1 Ûg,Lie(K))
and
|µ(v)g ·p − µ(w)h ·p | ≤ |g−1 Ûg − h−1 Ûh |. (4)
3. In that case µ is left-invariant for the action of G in M given by the automorphisms (ℓh)∗ :
T M → T M , h ∈ G:
µ((ℓh)∗g ·p(πp)∗g Ûg)hg ·p = µ((πp)∗g Ûg)g ·p = µ((πp)∗1(g−1 Ûg))p
for all g ∈ G, Ûg ∈ TgG.
Proof. If g · p = h · p and (πp)∗g Ûg = (πx)∗h Ûh = v, then by the previous lemma u = g−1h ∈ K and
g
−1 Ûg − g−1 Ûhh−1g ∈ Lie(K). Hence for any z ∈ Lie(K),
distµg ( Ûg, g Lie(K)) ≤ | Ûg − gz |g = | Ûgu − gzu|gu
= |g(g−1 Ûg − z − Adu(h−1 Ûh) + uh−1 Ûhu−1)u|h
= |g(−z′ + uh−1 Ûhu−1)u|h = |guh−1 Ûh − gz′u|h
= | Ûh − hu−1z′u|h = | Ûh − hz′′ |h
where z′, z′′ ∈ Lie(K) are arbitrary (the first change of variable is by addition, and the second one
is by conjugation, Remark 3.15). Taking the infimum over z′′ ∈ Lie(K) we obtain one inequality,
and by symmetry we conclude that the quotient metric is well-defined. It is easy to check that each
µ(·)g ·p is a Finsler norm on each Tg ·pM .
Now assume that the metric µ in G is left-invariant, the first assertion is clear. Choose a minimizing
sequence zn ∈ Lie(K) such that |h−1 Ûh − zn | → µh ·p(w). Then
µ(v)g ·p − |h−1 Ûh − zn | ≤ |g−1 Ûg − zn | − |h−1 Ûh − zn | ≤ |g−1 Ûg − h−1 Ûh |.
Letting n →∞, and doing the same reasoning with the opposite substraction, we obtain the equation
(4). The last assertion is straightforward from the definitions and the identities of Lemma 3.14. 
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Recall the definition of L-uniform (Definition 2.4), that guarantees that left-multiplication is contin-
uous for τµ. If guarantees that the quotient metric is continuous along smooth paths.
Lemma 3.19. Assume that the norm µ : TG → R is L-uniform, then
1. The quotient Finsler metric µ : T M → R of Definition 3.17 is continuous along paths, i.e. if
γ : [a, b] → M is piecewise C1, then t 7→ µ( Ûγt )γt is continuous.
2. If π∗ : TG → T M is a quotient map, then µ : T M → R is continuous.
3. For the left action of G on M we have ‖(ℓh)∗g ·p‖ ≤ L(h) for all g, h ∈ G.
Proof. Let (x,w) = (h · p, (πp)∗h Ûh) ∈ T M and ε > 0. Let zn ∈ Lie(K) be such that | Ûh − hzn |h <
µ(w)x + 1/n for each n ∈ N. Then for each g ∈ G, and v = (πp)∗g Ûg ∈ T M with Ûg ∈ TgG, we have
µ(v)g ·p − | Ûh − hzn |h ≤ L(gh−1) |hg−1 Ûg − hzn |h − | Ûh − hzn |h
≤ L(gh−1 |hg−1 Ûg − Ûh |h + |Lgh−1 | |hzn − Ûh |h − | Ûh − hzn |h
≤ L(gh−1)L(h)|g−1 Ûg − h−1 Ûh |1 + (L(gh−1) − 1)| Ûh − hzn |h .
If we let n →∞, we obtain
µ(v)g ·p − µ(w)x ≤ L(gh−1)L(h)|g−1 Ûg − h−1 Ûh |1 + (L(gh−1) − 1)µ(w)x .
Exchanging v,w we obtain a similar bound; note we can use the inequality just obtained to bound
µ(v)g ·p in terms of µ(w)x (which is fixed) and other terms. The difference |µ(v)g ·p − µ(w)x | is then
controlled by |g−1 Ûg − h−1 Ûh |1 and L(gh−1) − 1, L(hg−1) − 1 (multiplied by some bounded terms).
Then if γ ⊂ M is piecewise smooth and Γ ⊂ G is any piecewise smooth lift, for each s, t ∈ [a, b] the
quantity
|µ( Ûγt )γt − µ( Ûγs)γs |
is controlled by |Γ−1t ÛΓt − Γ−1s ÛΓs |1, and L(ΓtΓ−1s ) − 1, L(ΓsΓ−1t ) − 1 (multiplied by some bounded
terms). This proves that µ is continuous along piecewise C1 paths.
Now assume that π∗ : TG → T M is a quotient map, in particular open. Then for given ε > 0 choose
a neighborhood Z ⊂ TG of (h, Ûh) such that
L(gh−1) − 1, L(hg−1) − 1, |g−1 Ûg − h−1 Ûh | < δ
if (g, Ûg) ∈ Z (by the continuity of the norm µ and the C1 smoothness of the group operations). Then
if (g · p, (πp)∗g Ûg) ∈ π∗(Z), we have that
|µ(v)g ·p − µ(w)h ·p | < ε
by adjusting δ. This proves that µ : T M → R is continuous. To prove the final assertion, recall
ℓh(g · p) = (πp ◦ Lh)(g) thus if v = (πp)∗g Ûg ∈ Tg ·pM , then
(ℓh)∗g ·pv = (πp)∗hg(Lh)∗g Ûg
by Lemma 3.14, which in turn implies
µ((ℓh)∗g ·pv)hg ·p = inf{|(Lh)∗g Ûg − hgz |hg : z ∈ Lie(K)}
≤ L(h) inf{| Ûg − gz |g : z ∈ Lie(K)} = L(h)µ(v)g ·p. 
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Since in any case µ : T M → R is continuous along smooth paths, we now define the quotient length
and metric.
Definition 3.20 (Quotient Length and Distance). Let µ : T M → R be the quotient Finsler metric of
µ : TG → R induced by the action π : G × M → M (Definition 3.17). Let γ ⊂ M be a piecewise
C1 path, and define
LM (γ) =
∫ 1
0
µ( Ûγt )γt dt.
We define accordingly the quotient metric dM (x, y) as the infima of the lengths of curves in M
joining x, y ∈ M .
Remark 3.21. When themetric ofG is left-invariant, these length and distance in M are left-invariant
for the action of the group G, that is LM (h · γ) = LM (ℓhγ) = LM (γ) and
dM (h · x, h · y) = dM (x, y) = inf{LM (γ) : γ(0) = x, γ(1) = y} (5)
for any x, y ∈ M , h ∈ G and γ ⊂ M .
When the metric of G is only L-uniform, then reasoning as in the proof of Proposition 2.10 and
using the bound ‖(ℓh)∗g ·p‖ ≤ L(h) of Lemma 3.19, we obtain
LM (ℓhγ) ≤ L(h)LM (γ) an dM (h · x, h · y) ≤ L(h)dM (x, y).
Thus in any case G acts continuously in the metric space (M, dM ).
This section of the paper was mostly inspired by the work of Recht et al. [32, 33], where the authors
introduce the notion of quotient tangent norm, to study the metric geometry in homogeneous spaces
of the unitary group of a C∗-algebra.
3.4 Comparison of quotient distances
Recall πp : G → M has the path lifting property (Remark 3.2), i.e. each piecewise smooth curve
γ : [a, b] → M starting at x = g · p can be lifted to a piecewise smooth Γ : [a, b] → G such that
Γ · p = γ and Γ(a) = g. Note that by picking z = 0 ∈ Lie(K) we have
µ( Ûγt )γt = inf{| ÛΓt − Γt z |Γt : z ∈ Lie(K)} ≤ | ÛΓt |Γt (6)
for each t, therefore
LM (γ) = LM (Γ · p) ≤ Lengthµ(Γ) and dM (g · p, h · p) ≤ distµ(g, Γ(b)). (7)
As a corollary, we have a comparison of both quotient metrics on M:
Lemma 3.22. Let x, y ∈ M , then dM (x, y) ≤ Ûd(x, y).
Proof. Let x = g ·p, y = h ·p. Pick u ∈ K and any smooth curve Γ ⊂ G joining g to hu, take γ = Γ ·p
that joins g · p to h · p, therefore by inequality (7), dM (g · p, h · p) ≤ distµ(g, hu) = distµ(gu−1, h).
Taking infimum over u ∈ K and recalling (2) proves the assertion. 
Having established the relatively simple inequalities, we now work to obtain reversed inequalities of
lengths and metrics. We start with a definition.
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Definition 3.23 (Isometric and ε-isometric lifts). Let ε ≥ 0, let γ ⊂ M be piecewise smooth, we
say that Γ ⊂ G is an ε-isometric lift of γ if Γ · x = γ and Lengthµ(Γ) ≤ LM (γ) + ε. If ε = 0, we say
that Γ is an isometric lift of γ.
Theorem 3.24. If each γ ⊂ M admits, for each ε > 0, an ε-isometric lift Γε ⊂ G, then dM = Ûd on
M .
Proof. It suffices to prove that dM (g · p, h · p) ≥ Ûd(g · p, h · p) for any g, h ∈ G. To this end, let ε > 0
and pick γ ⊂ M such that LM (γ) ≤ dM (g · p, h · p) + ε, and take its ε-isometric lift Γε ⊂ G starting
at g ∈ G. Since Γε(b) · p = γ(b) = h · p, then Γε(b) = hu for some u ∈ K . Then
Ûd(g · p, h · p) = distµ(gK, h) ≤ distµ(gu−1, h) = distµ(g, hu) ≤ Lengthµ(Γε)
≤ LM (γ) + ε ≤ dM (g · p, h · p) + 2ε. 
We now prove a theorem that establishes the existence of almost isometric lifts. As mentioned in
Definition 3.4, the isotropy group K is assumed to be regular, and the Finsler metric µ : TG → R is
assumed to be L-uniform (Definition 2.4).
Theorem 3.25. Let γ : [a, b] → M be piecewise smooth, starting at x = g · p. Then for each ε > 0
there exists an ε-isometric lift Γε : [a, b] → G of γ with Γε(a) = g.
Proof. Let Λ : [a, b] → G be any piecewise smooth lift of γ, starting at g ∈ G. Let C ≥ 1 be such
that µ( Ûγt )γt ≤ C for all t ∈ [a, b]. Given ε > 0, pick r > 0 such that 3r + r(3r + C) < ε. Let δ > 0
be such that
|µ( Ûγt)γt − µ( Ûγs)γs | < r, |ΛsΛ−1t ÛΛt − ÛΛs |Λs < r, L(ΛtΛ−1s ) − 1 < r
if |s − t | < δ. Take a δ-partition π = {a = t0 < t1 < · · · < tn = b} of [a, b], that is ti+1 − ti < δ.
Denote Λi = Λ(ti), γi = γ(ti) etc. and for each i, pick wi ∈ Lie(K) such that
| ÛΛi − Λiwi |Λi < µ( Ûγi)γi + r .
Let w : [a, b] → Lie(K) be a polygonal path joining {wi}i=0,...,n in their given order, more precisely
let w |[ti,ti+1] be denoted by wt = atwi + btwi+1, with 0 ≤ at, bt ≤ 1 and at + bt = 1 (i.e. we write
at = (ti+1 − t)(ti+1 − ti)−1 and bt = (t − ti)(ti+1 − ti)−1 for the coefficients of the convex combination).
Let u : [a, b] → K be a smooth lift of −w with u(a) = 1, that is Ûuu−1 = −w (Remark 3.5.2). Consider
Γε = Λu. Clearly Γε · p = Λu · p = Λ · p = γ since u ⊂ K . Hence Γε is piecewise smooth lift of γ,
and clearly Γε(a) = g. Now differentiating we obtain ÛΓε = ÛΛu +Λ Ûu, and if t ∈ (ti, ti+1), by the right
K-invariance of µ,
| ÛΓε(t)|Γε (t) = | ÛΛtut + Λt Ûut |Λtut = | ÛΛt + Λt Ûutu−1t |Λt = | ÛΛt − Λtwt |Λt
= |(at + bt ) ÛΛt − Λt (atwi + btwi+1)|Λt ≤ at | ÛΛt − Λtwi |Λt + bt | ÛΛt − Λtwi+1 |Λt
≤ atL(ΛtΛ−1i )|ΛiΛ−1t ÛΛt − Λiwi |Λi + btL(ΛtΛ−1i+1)|Λi+1Λ−1t ÛΛt − Λi+1wi+1 |Λi+1
≤ (1 + r)(at |ΛiΛ−1t ÛΛt − Λiwi |Λi + bt |Λi+1Λ−1t ÛΛt − Λi+1wi+1 |Λi+1).
We now compute
|ΛiΛ−1t ÛΛt − Λiwi |Λi ≤ |ΛiΛ−1t ÛΛt − ÛΛi |Λi + | ÛΛi − Λiwi |Λi ≤ r + µ( Ûγi)γi + r ≤ 3r + µ( Ûγt )γt ,
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and likewise
|Λi+1Λ−1t ÛΛt − Λi+1wi+1 |Λi+1 ≤ 3r + µ( Ûγt )γt .
We also note that both terms are bounded by 3r + C. Therefore
| ÛΓε(t)|Γε (t) ≤ at (3r + µ( Ûγt )γt ) + bt (3r + µ( Ûγt )γt ) + rat (3r + C) + rbt (3r + C)
= 3r + µ( Ûγt )γt + r(3r + C) = µ( Ûγt )γt + 3r + r(3r + C).
Thus | ÛΓε(t)|Γε (t) < ε + µ( Ûγt )γt for t ∈ [ti, ti+1]. Integrating in that interval, we obtain∫ ti+1
ti
| ÛΓε(t)|Γε (t)dt < ε(ti+1 − ti) +
∫ ti+1
ti
µ( Ûγt )γt dt,
and summing over i, we arrive to Lengthµ(Γε) < ε(b − a) + LM (γ). 
As a corollary of the existence of almost isometric lifts, we can now state the main theorem of this
section.
Theorem 3.26. Let G,K, M ≃ G/K be as in Definition 3.1 and µ a L-uniform Finsler metric in G.
Then
1. dM (x, y) = Ûd(x, y) for all x, y ∈ M; equivalently if K = Kp then
2. dM (g · p, h · p) = distµ(g, hK) for any g, h ∈ G.
3. If (G, distµ) is complete, then (M, dM ) is complete.
4. If distµ is a metric in G (i.e. non-degenerate), then dM is a metric in M .
5. If π∗ : TG → T M is quotient, then µ : T M → R and dM : M × M → R are continuous for
the original manifold topology τM .
Proof. The first two items follow from Theorems 3.24 and 3.25. The third assertion then follows
from Theorem 3.12. The fourth assertion is immediate from the right invariance for K . The final
assertion follows from Lemma 4, combined with the fact dM = Ûd. 
3.5 Geodesics
Recall that a lift Γ ⊂ G of γ ⊂ M is isometric if Lengthµ(Γ) = LM (γ). In this section we examine
geodesics of T M (minimizing paths for the quotient distance dM ), which can be considered as the
image of certain special geodesics in TG: minimizing paths in G that are transverse to K .
Definition 3.27 (Minimal lifts). We say that a vector Ûg ∈ TgG is minimal if
| Ûg |g = distµg ( Ûg, g Lie(K)) = inf
z∈Lie(K)
| Ûg − gz |g.
That is, minimal vectors in TG are isometric lifts of vectors in T M .
Remark 3.28. Note that there might not exists minimal lifts, and if | · |g is not strictly convex,
they might not be unique. In the Riemannian (or smooth Finsler setting), minimal lifts are usually
called horizontal lifts, see Durán and Paiva [2]; we prefer to keep the term minimal since horizontal
distributions are rare.
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We now study the relationship among short paths in G and in M ≃ G/K .
Theorem 3.29. Let g, h ∈ G, and let Γ : [a, b] → G joining them. The following are equivalent
1. Lengthµ(Γ) = distµ(g, hK) (in particular Γ is short in G and the distance from g to hK is
realized).
2. γ = Γ · p ⊂ M is a short path joining g · p, h · p, and Γ is an isometric lift of γ.
Proof. Let us prove that 1 ⇒ 2. Let β ⊂ M be any other path joining g · p, h · p, let ε > 0 and take
an ε-isometric lift Λε ⊂ G of β starting at g (Theorem 3.25). Then Λε(b) = hu for some u ∈ K ,
therefore
LM (γ) ≤ Lengthµ(Γ) = distµ(g, hK) ≤ distµ(g, hu) ≤ Lengthµ(Λε) < LM (β) + ε.
This proves that LM (γ) ≤ LM (β), therefore γ is short. Now
Lengthµ(Γ) = distµ(g, hK) = Ûd(g · p, h · p) = dM (g · p, h · p) = LM (γ)
because γ is short in M , therefore Γ is an isometric lift of γ.
We now prove that 2⇒ 1. Let ε > 0 and pick u ∈ K such that distµ(g, hu) < distµ(g, hK) + ε. Pick
a path Λ ⊂ G joining g, hu such that Lengthµ(Λ) < distµ(g, hu) + ε. Since Λ(a) · p = g · p = γ(a)
and Λ(b) · p = hu · p = h · p = γ(b), Λ · p has the same endpoints than γ in M , therefore
Lengthµ(Γ) = LM (γ) ≤ LM (Λ · p) ≤ Lengthµ(Λ)
since γ is short and we have inequality (6). Then
Lengthµ(Γ) ≤ Lengthµ(Λ) < distµ(g, hu) + ε < distµ(g, hK) + 2ε.
This proves that Lengthµ(Γ) ≤ distµ(g, hK), ant the other inequality always holds. 
Remark 3.30. If Γ ⊂ G is as in the previous theorem, then Γ is an isometric lift of γ = Γ ·p restricted
to any sub-interval I ⊂ [a, b], and ÛΓt ∈ TΓt G is a minimal vector for all t ∈ [a, b]. To prove it, it
suffices to observe that
distµ(Γt, h) = distµ(Γt, hK) for all t ∈ [a, b].
Otherwise it would exists u0 ∈ K such that distµ(Γt, hu0) < distµ(Γt, h). Now being minimizing,
distance is additive along Γ, therefore
distµ(g, hK) ≤ distµ(g, hu0) ≤ distµ(g, Γt ) + distµ(Γt, hu0)
< distµ(g, Γt) + distµ(Γt, h) = distµ(g, h) = distµ(g, hK)
a contradiction. Then
Lengthµ(Γ)1t = distµ(Γt, h) = distµ(Γt, hK) = dM (γt, h · p) = LM (γ)1t
for all t ∈ [a, b]. Differentiating with respect to t we obtain the claim
| ÛΓt |Γt = µ( Ûγt )γt = inf
z∈Lie(K)
| ÛΓt − Γt z |Γt ∀ t ∈ [a, b].
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Remark 3.31. For a minimizing path Γ of (G, distµ), it would be natural to conjecture that if ÛΓ is
a minimal vector along Γ, then γ = Γ · p is (at least locally) a minimizing path of (M, dM ). As
mentioned in the introduction of this paper, for Riemannian (or smooth Finsler metrics) this follows
from the Euler equations (see for instance [2, Theorem 3.1]).
§ For certain actions of the unitary group G = U(H) of a Hilbert space (flag manifolds) this last
minimality property was proved by Recht et. al in [32] -for the Finsler metric induced by the uniform
norm-. Then in [7] we proved it for the p-Schatten norms of compact operators, and in [5] it was
proved for the p-norms of finite von Neumann algebras.
4 Bi-invariant metrics
In this section we take a closer look at the geometry of a Lie group K ⊂ G with a metric which
is invariant for the adjoint action of K; the metric considered in this section is the left-invariant
metric induced by the tangent AdK -invariant Finsler metric (therefore it is a bi-invariant metric in
K). Typically, one could consider these groups K as generalizations of isometry groups. Their
Lie algebras are analogous of compact Lie algebras in the finite dimensional setting, and are called
elliptic (see [56, p. 344]).
Remark 4.1 (Bi-invariant intrinsic metrics in locally compact groups). It is worth recalling here that
due to a result from Berestovskii, any locally compact, locally contractible topological group K with
a bi-invariant intrinsic metric d (i.e. a (K, d) is a length space), is a Lie group with a bi-invariant
Finsler metric (see [17, Theorem 7]). Thus the results of this section imply that one-parameter
groups are short paths for the intrisic metric of K .
In what’s left of this section we assume that the Lie group K has a smooth (at least C2) exponential
map. Thus for fixed v ∈ Lie(G), w ∈ Lie(K), the path f (s) = es adwv = Adesw v is smooth.
§ In classical Finsler geometry, where the norm µ is twice differentiable and its Hessian gµ = D2µ2
is positive definite, there is a nice characterization of geodesic vectors, that is, vectors such that
t 7→ etw is a geodesic of the auxiliary metric gµ of the Finsler metric in G. It was obtained by Latifi
[45], and it states that w ∈ Lie(G) is geodesic if and only if gµ(adw(v), v) = 0 for all v ∈ Lie(G).
It generalizes the well-known fact that for a Riemannian bi-invariant metric on a Lie group, adw is
skew-adjoint for the metric gµ (see Milnor [52, Section 7]). In what follows we extend this result to
bi-invariant semi-norms.
Definition 4.2 (Norming functionals). We denote Eµ = (Lie(G), µ) the linear space Lie(G) with
the topology induced by µ. When | · | is degenerate, we denote v˜ to the class of v in the quotient
Lie(G)/N by the closed subspace N = {z ∈ Lie(G) : |z | = 0}; then Lie(G)/N has a non-degenerate
quotient Finsler norm. When ϕ is R-linear and continuous in Eµ (that is, there exists c > 0 such that
|ϕ(z)| ≤ cµ(z) for all z ∈ Lie(G)), it must be ϕ|N = 0.
Let us denote
E∗µ = {ϕ : Lie(G) → R s.t. ϕ|N ≡ 0, ϕ is linear and continuous for µ}.
We also we denote ‖ϕ‖ = sup{|ϕ(v)| : |v | = 1} for ϕ ∈ E∗µ. We say that ϕ ∈ E∗µ is a norming
functional of v ∈ Lie(G) if ϕ(v) = |v |; by the Hahn-Banach theorem each vector v admits at least
one unit norm norming functional, we shall denote it by ϕv.
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Since |v | ≤ |v − z | + |z | = |v − z | ≤ |v | + |z | = |z | when z ∈ N , it is apparent that |v | = ‖v˜‖ :=
inf{|v − z | : z ∈ N} and there is a natural isometric identification
(Lie(G)/N)∗ ≃ E∗µ,
given by ϕ(v) = ϕ˜(v˜).
Proposition 4.3. Let µ = | · | be an AdK -invariant semi-norm in Lie(G), let v ∈ Lie(G). Then
1. If w ∈ Lie(K) and v ∈ N , then adw(v) = [w, v] ∈ N .
2. N ∩ Lie(K) is a closed stable ideal of Lie(K).
3. If w ∈ Lie(K) then for each norming functional ϕ of v (or of −v), we have ϕ([w, v]) = 0.
Equivalently, ϕ ◦ ad v ≡ 0 on Lie(K) when ϕ(±v) = ±|v |.
Proof. If w ∈ Lie(K) then |eadwv | = |v | for all v ∈ Lie(G), in particular if v ∈ N this shows that N is
stable. Moreover α(t) = et adwv ⊂ N therefore eadw(v) ∈ N and also [w, v] = adw(v) = Ûα(0) ∈ N ,
and this proves the first assertion. The second assertion is immediate from the first one. Consider
the expansion in Lie(G)
Adesw v = e
s adw
v = v + s adw(v) + o(s2),
which gives es adwv − v = s[w, v] + o(s2). For each (unit norm) norming functional ϕ of v
ϕ(es adwv) − ϕ(v) ≤ |es adwv | − |v | = 0.
Note that the convergence of the series is in the original topology of the lie algebra of K , thus the
assumption on the continuity of µ (and hence of any ϕ ∈ E∗µ), allows the folllowing: divide by s > 0
and make s → 0+, to obtain ϕ([w, v]) ≤ 0. Replacing w with −w proves that ϕ([w, v]) = 0. The
proof when −ϕ(v) = | − v | is similar and therefore omitted. 
Remark 4.4. If ϕ is a norming functional for v ∈ Lie(G) and w ∈ Lie(K), then
|v | = ϕ(v) = ϕ(v − ad(w)v) ≤ |v − ad(w)(v)|.
In particular 1 − adw is injective for each w ∈ Lie(K).
The next little lemma contains essentially the same information as the Gauss’ Lemma of Riemannian
geometry: the differential of the exponential map along a geodesic preserves angles with the geodesic
speed vector.
Lemma 4.5 (Gauss’ Lemma). Let v,w ∈ Lie(K) and ϕ be a norming functional for w of −w. Then
1. ϕ(eλ adwv) = ϕ(v) for all λ ∈ R,
2. ϕ(e−w exp∗w v) = ϕ(v).
Proof. The functional ϕ is also continuous for the locally convex topology of Lie(G) (since µ is
continuous), therefore the map f (λ) = ϕ(eλ adwv) is smooth (Remark 2.1). Moreover f ′(λ) =
ϕ([w, eλ adwv]) = 0 by the previous proposition. Since f (0) = ϕ(v) we obtain the first assertion.
Using Remark 2.12, we have
ϕ(e−w exp∗w v) = ϕ
(∫ 1
0
e−s adwvds
)
=
∫ 1
0
ϕ(e−s adwv)ds =
∫ 1
0
ϕ(v) = ϕ(v). 
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Since they will play a fundamental role in bi-invariant metrics, let’s define segments and polygonal
paths:
Definition 4.6. A path δ in K is a segment if it is a left translation of a one-parameter group, i.e.
δ(t) = uetz . We say that δ polygonal path if it is a continuous concatenation of segments.
Now we can establish the main result of this section.
Lemma 4.7. Let w : [a, b] → Lie(K) be a piecewise C1 path, let γ = ew . Then
|w(b)| − |w(a)| ≤
∫ b
a
|γ−1t Ûγt | dt = Lengthµ(γ).
Proof. We start by assuming that the path w is of class C2. Note that for each t we have γ−1(t) Ûγ(t) =
e−w(t) exp∗w(t) Ûw(t). Denote wt = w(t), Ûwt = Ûw(t), and for each t ∈ [a, b] pick ϕt a unit norm,
norming functional of wt , i.e. ‖ϕt ‖ = 1, ϕt(wt ) = |wt | (if |wt | = 0 pick ϕt = 0). Then by the
previous lemma
ϕt( Ûwt ) = ϕt(e−wt exp∗wt Ûwt ) ≤ |e−wt exp∗wt Ûwt | = |γ−1t Ûγt |. (8)
Now we pick a partition π = {t0 < t1 < · · · < tn} of the interval [a, b], and denote wi = w(ti), etc.
Since wt is of class C2,
wi = wi−1 + ∆i Ûwi + o(∆2i ),
where ∆i = ti − ti−1. Hence
|wi−1 | ≥ ϕi(wi−1) = ϕi(wi) − ϕi( Ûwi∆i + o(∆2i )) = |wi | − ϕi( Ûwi∆i + o(∆2i )).
We now compute a telescopic sum,
|wb | − |wa | =
∑
i
|wi | − |wi−1 | ≤
∑
i
ϕi( Ûwi)∆i + ϕi(o(∆2i ))
≤
∑
i
|γ−1ti Ûγti |∆i + o(∆2i )
by equation (8) and the fact that ‖ϕi‖ = 1. Refining the partition, it follows that
|w(b)| − |w(a)| ≤
∫ b
a
|γ−1t Ûγt |dt = Lengthµ(γ).
Clearly the inequality holds if w is only piecewise C2. If w is only piecewise C1, take ε > 0 and
approximate γ = ew with a polygonal path P ⊂ K such that |P−1t ÛPt − γ−1t Ûγt | < ε for all t. Since P
is piecewise C2 we obtain
|w(b)| − |w(a)| ≤
∫ b
a
|P−1t ÛPt |dt ≤ Lengthµ(γ) + ε(b − a).
Letting ε → 0+ proves the assertion for the path w. 
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4.1 Locally exponential Lie groups, normed neighbourhood
In this section and the next onewewill assume that the exponentialmap ofK is a local diffeomorphism
for some open ball of the given Finsler semi-norm µ. Adapting the technique from Riemannian
geometry we obtain local minimality of segments.
Definition 4.8. Let K be a Lie group, µ = | · | a bi-invariant Finlser semi-norm in Lie(K), and for
r > 0 let
Br = {v ∈ Lie(K) : |v | < r}, VR = exp(BR).
We assume in this section that there exists R > 0 such that VR is τK open in K , and exp : BR → VR
is a C1-diffeomorphism.
Remark 4.9. Actually, it will suffice to assume that exp |BR is a bijection with its image VR, and
every piecewise C1 path γ ⊂ VR starting at g = 1 has a unique piecewise C1 lift Γ ⊂ BR starting at
v = 0 (that is eΓ = γ). If Lie(K) is a Fréchet space and exp−1 |VR maps smooth curves to smooth
curves, then exp |BR is a diffeomorphism (see [55, Remark II.2.13.(b)]). For other locally convex
spaces, the weaker hypothesis can be useful.
Remark 4.10. The straightforward example of our definition is given by a Banach-Lie group K
and a bi-invariant norm µ = | · | that is equivalent to the original norm modeling the Banach space
Lie(K). Then the radius R > 0 is given by the fact that exp is a local diffeomorphism.
Theorem 4.11 (Local minimality of segments). Let u0, u1 = u0ez ∈ K with |z | < R.
1. Let γ be a piecewise C1 path joining u0, u1. If γ leaves u0VR, then Lengthµ(γ) ≥ R.
2. If δ(t) = u0etz , t ∈ [0, 1], then δ is shorter that any other piecewise C1 path γ in K joining
u0, u1 and distµ(u0, u1) = |z |.
Proof. By the left invariance of the metric it suffices to consider u0 = 1, u1 = u = ez ∈ K . Let
γ ⊂ K be a piecewise C1 path with γ(0) = 1, γ(1) = u. Then I = γ−1(VR) is open and since γ leaves
VR there exists 0 < t0 ≤ 1 such that [0, t0) ⊂ [0, 1] is the connected component containing 0 ∈ I.
Clearly γ |[0,t0) ⊂ VR therefore the hypothesis in Definition 4.8 gives us a path Γ : [0, t0) → Lie(K)
which is piecewise C1, and such that eΓ = γ |[0,t0). For each n ∈ N there exists 0 < tn < t0 such
that |Γtn | ≥ R − 1/n (otherwise Γt0 ∈ BR and then γ(t0) ∈ VR; by the continuity of γ, the component
would be strictly larger). Now differentiating e−Γ exp∗Γ ÛΓ = γ−1 Ûγ and by Lemma 4.7 we obtain
R − 1/n ≤ |Γt0 | ≤
∫ t0
0
|γ−1 Ûγ | ≤ Lengthµ(γ).
Letting n → +∞ proves the first assertion of the theorem. Since Lengthµ(δ) = |z | = r < R, we can
now assume that γ does not leave VR. Let w be a piecewise C1 lift of γ to BR ⊂ Lie(K), w(0) = 0.
Again by Lemma 4.7, recalling w(1) = z by the injectivity of exp |BR , we get
|z | − |0| ≤
∫ 1
0
|γ−1t Ûγt |dt ≤ Lengthµ(γ),
and this proves the second assertion of the theorem Lengthµ(δ) = |z | ≤ Lengthµ(γ). 
By a standard approximation argument, it is clear that
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Corollary 4.12. If u1 = u0e
z with |z | ≤ R, the path δ(t) = u0etz is shorter than any other piecewise
smooth path in K joining them.
Covering the image of a path γ with finite translations of VR, we obtain
Corollary 4.13. If γ is a piecewise smooth path joining given endpoints in K , then Lengthµ(γ) is
larger than a certain polygonal path joining the same endpoints,
Lengthµ(γ) ≥
n∑
i=1
|vi |, vi ∈ BR.
Corollary 4.14. If u0, u ∈ K and distµ(u0, u1) < R, then there exists z ∈ Lie(K) with |z | < R such
that u = u0e
z therefore |z | = distµ(u0, u) = Lengthµ(δ), where δ is the segment generated by z. In
particular
exp(Br ) = Vr = {u ∈ K : distµ(u, 1) < r}
holds for all r ≤ R.
Proof. As usual, we can assume that u0 = 1. Let γ be a piecewise smooth path joining 1, u with
Lengthµ(γ) ≤ distµ(1, u) + ε2 = R − ε2 < R (hence we can assume that γ does not leave VR). In
particular γ(1) = ez with |z | < R. The minimality theorem (Theorem 4.11) settles the proof. 
Metrization and uniform structure If Lie(K) is a Fréchet space, let (| · |n)n∈N be a directed
family of semi-norms defining the topology of Lie(K), with
| · |1 ≤ | · |2 ≤ · · · ≤ | · |n ≤ | · |n+1 ≤ . . .
Let us denote Bn
R
= {z ∈ Lie(K) : |z |n < R} to the open ball of each semi-norm, Bn+1R ⊂ BnR ⊂ · · · ⊂
B1
R
, and denote Vn
R
= exp(Bn
R
). Let us denote dn to the pseudo-distance induced by | · |n in K . Let
dK (g, h) =
∑
n
1
2n
dn(g, h)
1 + dn(g, h)
Assume exp |B1
R
is a diffeomorphism ontoV = V1
R
. Then the same holds for all n ∈ N. Theminimality
theorem implies that the manifold topology of K is the same than the topology induced by the metric
dK .
4.1.1 Uniqueness and the EMD property
For strictly convex Finsler norms we now establish the uniqueness of segments as minimizing paths;
note that if µ is strictly convex then in particular it is non-degenerate therefore Kµ = {1} (see Lemma
4.27 below) and distµ is also non-degenerate.
Theorem 4.15 (Uniqueness for strictly convex norms). Assume that µ = | · | is strictly convex. Let
u0, u1 ∈ K and γ : [a, b] → K be a short rectifiable path joining u0, u1. Then there exists z ∈ Lie(K)
such that u1 = u0e
z and γ is a reparametrization of the segment δ(t) = u0etz . If distµ(u0, u1) < R,
then this segment is unique.
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Proof. We can assume u0 = 1, u1 = u. Let γ be a smooth path joining 1, u with Lengthµ(γ) =
distµ(1, u). Assume first that Lengthµ(γ) < R, then there exists a unique z such that u = ez and
|z | = distµ(1, u) < R. We can assume that γ does not leave VR, so if t1 ∈ (a, b), then γ(t1) = ex
with |x | = distµ(1, γ(t1)). This is because γ, being short, is also short along its path (and so is the
segment). Since distµ(γ(t1), γ(1)) < R there also exists y with |y | < R and γ(1) = γ(t1)ey and
|y | = distµ(γ(t1), 1). Hence γ(1) = ez = exey and
distµ(1, u) ≤ |x | + |y | = Lengthµ(γ |[a,t1]) + Lengthµ(γ[t1,1) = Lengthµ(γ) = distµ(1, u).
Consider the auxiliary path β given by β(t) = etxety . Clearly β joins 1, u in K . Now
β−1t Ûβt = e−t ad y(x + y)
therefore
distµ(1, u) ≤ Lengthµ(β) = |x + y | ≤ |x | + |y | = distµ(1, u).
This implies |x + y | = |x | + |y |, and since | · | is strictly convex, it must be y = λx with λ = |y |/|x |.
Then
u = ez = exey = exeλx = e(1+λ)x,
with |(1 + λ)x | = |x | + |y | = distµ(1, u) = |z | < R. By the injectivity of the exponential map in BR,
it must be (1 + λ)x = z, hence x = sz with 0 < s = (1 + λ)−1 < 1 and γ(t1) = ex = esz , thus γ is a
reparametrization of δ(t) = etz . This proves the local result. Now assume γ is any short path joining
given endpoints in K , again we can assume γ(a) = 1. Partitioning γ in small pieces, each of these of
length strictly shorter than R, we conclude that γ is a (reparametrization of) a polygonal path. If we
call xi to the speeds of each segment, it suffices to show that there exists µi > 0 such that xi+1 = µixi
for each i, to conclude that γ is a segment. If t1 ∈ [a, b] is the first cusp, after a reparametrization
of γ, we can assume that γ |[t1−ε,t1+ε] (wich is still short) is the segment t 7→ etx1 , followed by the
segment t 7→ ex1e(t−1)x2 , parametrized in the interval [0, 2]. Renaming a = 0, t1 = 1, b = 2, we are
in the previous situation where γ |[a,b] is a short path joining its endpoints, of length strictly shorter
than R. Hence the proof above tells us that x2 = µ1x1 for some µ1 > 0. Iterating this argument at
each vertex, we conclude that γ is a segment. 
Remark 4.16. The previous theorem shows than in the case of strictly convex Finsler norms, there
exists a short path γ joining 1, u in K only if u = ez is in the range of the exponential map, and γ
is then a segment. Moreover, if u is close to 1, this segment is unique. It is unclear however what
is the maximal neighborhood of 0 ∈ Lie(K) where the segments are short paths, though one would
expect that this would be the case when the exponential map is a diffeomorphism along the segment
(a set which can be much larger than the µ-ball of radius R).
We now compare the distance in the manifold with the tangent distance and give criteria for equality
to hold.
Theorem 4.17 (The Exponential Metric Decreasing (EMD) property). If v,w ∈ Lie(K) then
distµ(ev, ew) ≤ |w − v |.
1. If w, v commute and |w − v | ≤ R, then equality holds.
2. If equality holds and the norm is strictly convex, then w, v commute.
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Proof. Consider the path β(t) = etwe−tv with length |w − v |. Clearly β joins 1, ewe−v and β−1t Ûβt =
et ad v(w − v), therefore
distµ(ev, ew) = distµ(1, ewe−v) ≤ Lengthµ(β) = |w − v |.
Ifw, v commute then etw e−tw = et(w−v) which is short with the additional hypothesis that |w−v | ≤ R,
and this proves the first assertion.
If equality holds and the norm is strictly convex, by the previous theorem there exists a reparametriza-
tion f : [0, 1] → [0, 1] and z ∈ Lie(K) such that δ(t) = e f (t)z = β(t). For small t, we have
f (t)z = exp−1(etwe−tv). Taking a norming functional ψ for z we have f (t)|z | = ψ(exp−1(etwe−tv)),
therefore f is smooth for small t. Differentiating δ = β we have e f (t)z f ′(t)z = etw(w − v)e−tv
therefore f ′(t)z = et ad v(w − v) for small t. Applying a norming functional ϕ for w − v, we have
f ′(t)ϕ(z) = ϕ(w − v) = |w − v |
by Lemma 4.5. Thus f (t) = at and az = et ad v(w − v) for small t. Differentiating at t = 0 we obtain
[v,w] = ad v(w) = ad v(w − v) = 0 as claimed. 
Remark 4.18. For manifolds of non-positive curvature, one obtains a reversed inequality known as
the EMI (exponential metric increasing property). See [26, Sections 3 and 4.1.4] and the references
therein. Therefore our EMD speaks of the non-negative nature of the curvature of bi-invariant
metrics on Lie groups.
In the case of a Riemannian metric, it is immediate using comparison triangles that if α, β, γ are the
inner angles of a geodesic triangle in K , then
α + β + γ ≥ π.
Moreover, it is not hard to check that the EMDproperty implies that these Lie groupswith bi-invariant
metrics have non-negative curvature condition in the sense of Alexandrov (see [21]).
At the Lie algebra level, the EMD property indicates a contraction property for the local Lie group
structure product:
Corollary 4.19 (The BCH contraction property). If v,w ∈ Lie(K) are such that evew ∈ VR (for
instance if |v + w | < R), then
|BCH(v,w)| = |v ⋆w | = | exp−1(evew)| ≤ |v + w |.
Proof. The hypothesis tells us that z = exp−1(evew) is in BR therefore by the minimality of segments
and the EMD property |z | = distµ(1, ez) = distµ(ev, e−w) ≤ |v + w |. 
Unit spheres with faces We will now establish some facts for semi-norms that are not strictly
convex. There is a nice characterization of short paths in linear spaces, generalized below in Lemma
4.21 for semi-norms (for lack of a better reference we include a proof).
Remark 4.20. For ϕ a unit norm functional in E∗µ, consider {vi}i=1...n ∈ Lie(K) such that ϕ(vi) =
µ(vi) for all i. Then
|
∑
i
vi | ≤
∑
i
|vi | =
∑
i
ϕ(vi) = ϕ(
∑
i
vi) ≤ |
∑
i
vi |,
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and in fact ϕ norms any convex combination of the vi (the set of vectors normed by one fixed ϕ is a
convex cone at v = 0). Reciprocally if the norm is additive on a set of vectors xi, pick a unit norm
ϕ ∈ E∗µ such that ϕ returns the norm of the sum
∑
i xi; it is easy to check that this ϕ returns the norm
of each xi. By the last item of Proposition 4.3, any commutator of these xi is in the kernel of ϕ.
In the following lemma, rectifiable should be interpreted in the sense of inner metric spaces [24]. In
particular a rectifiable path taking values in a vector space is continuous and Lebesgue differentiable,
so it makes sense to compute the integral of the differential; since the path is also absolutely
continuous (having finite length), the integral of the differential is the path itself.
Lemma 4.21. Let E be a Finlser semi-normed space and let Γ : [a, b] → E be a rectifiable path.
Let ϕ ∈ E∗, ‖ϕ‖ = 1 such that ϕ(Γb − Γa) = |Γb − Γa |. Then the following are equivalent:
1. ϕ( ÛΓt) = | ÛΓt | for almost all t ∈ [a, b].
2. ϕ(Γt − Γs) = |Γt − Γs | for almost all a ≤ s ≤ t ≤ b.
3.
∫ b
a
| ÛΓ|dt = |
∫ b
a
ÛΓdt |.
4. The path Γ is short joining its given endpoints.
Proof. If the first assertion holds, then
|Γt − Γs | ≥ ϕ(Γt − Γs) =
∫ t
s
ϕ( ÛΓ) =
∫ t
s
| ÛΓ| = Lts(Γ) ≥ |Γt − Γs |,
thus the second assertion holds. Reciprocally, if the second assertion holds, dividing by t − s and
making t → s+ gives ϕ( ÛΓ(s)) = | ÛΓ(s)|. Now assume 1., then
|
∫ b
a
ÛΓ| ≤
∫ b
a
| ÛΓ| =
∫ b
a
ϕ( ÛΓ) = ϕ(
∫ b
a
ÛΓ) ≤ |
∫ b
a
ÛΓ|,
thus 3. holds. If 3. holds, |Γb − Γa | = |
∫ b
a
ÛΓ| =
∫ b
a
| ÛΓ| = Lba (Γ) therefore Γ is a short path joining
its given endpoints and 4. holds.
Now assume that 4. holds, if ϕ( ÛΓ) < | ÛΓ| in a set of positive measure I ⊂ [a, b], then
|Γb − Γa | = ϕ(Γb − Γa) =
∫ b
a
ϕ( ÛΓ) <
∫ b
a
| ÛΓ|dt = Lba (γ)
which contradicts the minimality of γ. Thus 1. holds. 
For strictly convex Finsler norms, the lemma is trivial since there are no faces thus the only short
regular paths in E are the straight segments. Now we extend the previous lemma to our context
of Lie groups with Ad-invariant metrics. Recall VR = exp(BR) for R the injectivity radius of the
exponential map.
Theorem 4.22 (Non strictly convex Finsler norms in K). Let z ∈ Lie(K) with |z | ≤ R, let γ :
[a, b] → K be a piecewise C1 path joining 1, ez in K . The following are equivalent
1. γ is a short path in K , i.e. Lengthµ(γ) = distµ(1, ez) = z.
2. γ = eΓ ⊂ VR and for any norming functional ϕ of z, ϕ( ÛΓt) = |γ−1t Ûγt | for all t.
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3. γ = eΓ ⊂ VR, there exists a unit norm functional ϕ such that ϕ(Γt) = |Γt | and ϕ(γ−1t Ûγt ) =
|γ−1t Ûγt | for all t. Thus z, γ−1 Ûγ (normalized) sit inside a face of the unit sphere of Eµ.
Proof. If γ is short, since γ(b) = ez , γ does not leave VR therefore δ = eΓ for a piecewise C1 path
joining 0, z and Γ ⊂ BR, hence |Γt | = distµ(1, eΓt ) = distµ(1, γt ) =
∫ t
0
|γ−1 Ûγ | for all t. Note that
since Γ starts at 0, ÛΓa = Ûγa; we first claim that for any such short path, and any norming functional
of z, we have ϕ( ÛΓa) = | ÛΓa |. To prove it, note that
distµ(eγt , ez) ≤ distµ(1, eΓt ) + distµ(eΓt , ez) = ℓta(γ) + ℓbt (γ) = ℓba (γ) = distµ(γa, γb) = |z | ≤ R
thus there exists yt with |yt | ≤ R such that eΓt eyt = ez , and by the minimality theorem again
|yt | = distµ(eΓt , ez). Since eyt = e−Γt ez , yt is in fact piecewise C1, yt = ya+ Ûyc(t−a) = z+ (t−a) Ûyc
for some c ∈ (a, t) and t near a. We now differentiate eΓt = eze−yt in t = a to obtain
ÛΓa = ez exp∗−z(− Ûya).
On the other hand
|yt | ≥ ϕ(yt) = ϕ(z) + (t − a)ϕ( Ûyc) = |z | + (t − a)ϕ( Ûyc) = |Γt | + |yt | + (t − a)ϕ( Ûyc),
which implies that 0 ≥ | Γt
t−a | + ϕ( Ûyc). Letting t → a+ we obtain 0 ≥ | ÛΓa | + ϕ( Ûya). Now since ϕ
norms z, if v = −z then | − v | = |z | = ϕ(z) = ϕ(−v) thus by Gauss’ Lemma
| ÛΓa | ≥ ϕ( ÛΓa) = −ϕ(ez exp∗−z Ûya) = −ϕ(e−v exp∗v Ûya) = −ϕ( Ûya) ≥ | ÛΓa |,
proving the claim ϕ( ÛΓa) = | ÛΓa |. Now for fixed t, let β(s) = esΓt esyt , note that β(0) = 1 and β(1) = ez
and also
|z | ≤ Lengthµ(β) = |e−s ad yt (Γt + yt )| = |Γt + yt | ≤ |Γt | + |yt | = |z |
therefore β is also short, and applying the previous assertion to β we obtain ϕ(Γt + yt ) = ϕ( Ûβ0) =
| Ûβ0 | = |Γt + yt |. Thus |z | = |Γt + yt | = ϕ(Γt + yt ) = ϕ(Γt) + ϕ(yt ) ≤ |Γt | + |yt | = |z |, implying that
ϕ(Γt) = |Γt |. This in turn implies, if s > t ≥ a, that
ϕ(Γs − Γt ) = |Γs | − |Γt | = distµ(1, γs) − distµ(1, γt ) = distµ(γt, γs) =
∫ s
t
|γ−1 Ûγ |.
If t is a smooth point of γ, then dividing by s − t > 0 and letting s → t+ gives ϕ( ÛΓt) = |γ−1t Ûγt |:
this proves that if γ is short, the second condition of the theorem holds. Now assume the second
assertion holds, then
|z | = ϕ(z) =
∫ b
a
ϕ( ÛΓ) =
∫ b
a
|γ−1 Ûγ | = Lengthµ(γ)
therefore γ is short. This proves that the first and second assertions are equivalent. Now assuming
the second assertion, the path γ is short and examining the proof above (of 1 ⇒ 2) we conclude that
ϕ(Γt) = |Γt | for all t. Thus by Gauss’ Lemma
ϕ(γ−1t Ûγt ) = ϕ(e−Γt exp∗Γt ÛΓt) = ϕ( ÛΓt) = |γ−1t Ûγt |,
and the third assertion holds. Finally, assuming the third assertion it is immediate again by Gauss
Lemma that ϕ( ÛΓ) = |γ−1 Ûγ |, and again
|z | = ϕ(z) =
∫ b
a
ϕ( ÛΓ) =
∫ b
a
|γ−1 Ûγ | = Lengthµ(γ) ≥ |z |
shows that γ is short. 
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Corollary 4.23. Let Γ : [a, b] → Eµ be a piecewise C1 short path joining 0, z, let γ = eΓ . Then
|γ−1t Ûγt | = | ÛΓt | for (almost) all t ∈ [a, b]. If |z | ≤ R then γ is short in K with the same length than Γ.
Moreover if ϕ(z) = |z | is a unit norm functional, then
ϕ(γ−1t Ûγt ) = |γ−1t Ûγt | = | ÛΓt | = ϕ( ÛΓt) ∀t ∈ [a, b],
thus z, γ−1 Ûγ and ÛΓ (normalized) sit inside the same face of the unit sphere of Eµ.
Proof. By Remark 3.8 and Lemma 4.7, if a ≤ s ≤ t ≤ b then
|Γt − Γs | = Length(Γ)ts ≥
∫ t
s
|γ−1 Ûγ | ≥ |Γt | − |Γs | = |Γt − Γs |
where the last equality is because Γ is short therefore its length is additive (or use the previous
lemma and the fact that here Γa = 0). Dividing by t − s and taking limits gives the equality of speeds
| ÛΓ| = |γ−1 Ûγ |. Then Lengthµ(γ) = Length(Γ) = |z | = distµ(1, ez) if |z | ≤ R thus γ is also short. By
the previous theorem and lemma, if ϕ is a unit norm functional with ϕ(z) = |z |, then
| ÛΓ| = ϕ( ÛΓ) = |γ−1 Ûγ | = | ÛΓt | for all t ∈ [a, b]. 
Remark 4.24. Let us call a piecewise C1 path γ ⊂ K quasi-autonomous if there exist a unit norm
functional ϕ such that ϕ(γ−1 Ûγ) = |γ−1 Ûγ | for all t. This terminology is borrowed from the study of
the Hofer metric in the groups of symplectomorphisms of a compact symplectic manifold (M, ω),
see [41] and the references therein. By Theorem 4.22, any short path in K is quasi-autonomous. For
finite dimensional Lie groups, it can be proved that if γ is quasi-autonomous, then for a lift eΓ = γ
of γ, it holds ϕ( ÛΓ) = ϕ(γ−1 Ûγ) = |γ−1 Ûγ |, this will be developed elsewhere; thus in that case and
again by Theorem 4.22, any quasi-autonomous path in a finite dimensional group K is short for the
bi-invariant metric.
With these tools we take a closer look at the EMD inequality, with interest in when exactly it turns
into an equality.
Corollary 4.25. If v,w ∈ Lie(K), are such that |w − v | ≤ R, then distµ(ev, ew) = |w − v | if and only
if there exists a unit norm functional ϕ such that ϕ(w − v) = |w − v | and ϕ vanishes on each term of
the BCH expansion of exp−1(−w, v). In that case distµ(esv, esw) = s |w − v | for all s ∈ [0, 1].
Proof. We note that distµ(ev, ew) = distµ(1, e−vew) ≤ |w − v | = Lengthµ(β) with β(t) = e−tvetw =
eBt (note that Bt = BCH(−tv, tw) is theBaker-Campbell-Hausdorff expansion of−tv, tw). Therefore
equality holds if and only if β is short, and this by Theorem 4.22 occurs if and only if β = eΓ, and
there exists ϕ such that
ϕ(e−t adw(w − v)) = ϕ(β−1t Ûβt ) = |β−1t Ûβt | = |w − v | = ϕ( ÛBt) = ϕ(
d
dt
BCH(−tv, tw)).
Evaluating the derivatives of the above equality at t = 0 gives that ϕ(w − v) = |w − v | and that ϕ is
zero in every term of the BCH expansion. Assume now that ϕ is a unit norm functional such that
ϕ(w − v) = |w − v | and ϕ vanishes in each B(w,−v) − w − v. Then
0 ≤ |w − v | − distµ(ev, ew) = |w − v | − |BCH(w,−v)| ≤ ϕ(w − v) − ϕ(BCH(−v,w)) = 0,
thus distµ(ev, ew) = |w − v |. 
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§ Is the above condition equivalent to the assertion: ϕ gives the norm of w − v, and ϕ vanishes on
the Lie ideal generated by v,w? That is, ϕ vanishes on each z = [v, x] + [w, y] for x, y in the Lie
algebra generated by v,w?
Corollary 4.26. If |z | ≤ R and z/|z | is an extremal point of the unit sphere of Eµ, then the only short
piecewise C1 path joining 1, u = ez in K is (a reparametrization of) the segment t 7→ etz .
Proof. Extremal points of the unit sphere are characterized as the intersection of all the maximal
faces, which in turn are described by the norming functionals of z. If γ : [a, b] → K is a short path
joining 1, ez then by (the second part of) Theorem 4.22, the normalized speed γ−1 Ûγ sits inside the
intersection of all these faces, which in this case is the point z/|z |. Thus γ−1t Ûγt = |γ−1t Ûγt |z/|z | = g(t)z
where g(t) = |γ−1t Ûγt |/|z | is continuous and positive. Let f (t) =
∫ t
a
g(s)ds, which is increasing with
f (a) = 0, f (b) = 1, and note that δ(t) = e f (t)z is the only solution of the differential equation
Ûγt = γtgt z with δ(a) = 1 (in the case of locally convex groups, this can be restated as the uniqueness
of paths with a given logarithmic derivative, see [56, Lemma II.3.5]). Then γ = δ thus γ is a
reparametrization of the segment. 
Since Theorem 4.22 shows that the geodesic of K are exactly the exponentials of the geodesics of its
Lie algebra, when K = Un(C) is the group of unitary matrices, this can be used to give a different
description of the non-commutative Horn inequalities (also known as the quantum Horn inequalities
[16]), which describe the relation between the spectrum of x, y, z skew-Hermitian matrices when
exey = ez . This will be discussed in another paper.
This is related to the results obtained by Bialy and Polterovich et al. [23, 41, 44] for the Hofer
metric in the group of symplectomorphisms of a manifold M (Remark 5.14 below). Since the
exponential map is not a diffeomorphism in any neighbourhood of the identity of the group Diff(M)
of diffeomorphisms of M , direct applications to the study of the Hofer metric should be developed
using ad-hoc density techniques; this will appear in detail elsewhere; see also Section 4.2 below.
The nil-elements for the distance As a small ending note of this section, we now expand the
results on the closed normal subgroup Kµ = {u ∈ K : distµ(1, u) = 0} considered in Remark 3.13,
applying the minimality results of this section. Let q : K → K/Kµ denote the quotient map.
Lemma 4.27. Let N = {z ∈ Lie(K) : |z | = 0}, Kµ as before. Then
1. Kµ = exp(N) = {ez : |z | = 0} thus Kµ = {1} iff µ is non-degenerate.
2. Kµ is an embedded locally exponential Lie subgroup in K .
3. The quotient tangent Finsler norm µ˜ in K/Kµ is non-degenerate and bi-invariant, and it
induces the quotient non-degenerate distance in the quotient group K/Kµ.
4. If K is BCH then K/Kµ is BCH and ˜exp ◦ q∗1 = q ◦ exp where ˜exp is the exponential map of
the quotient Lie group.
5. If K is BCH in the µ-ball BR, and B˜R = {v˜ ∈ Lie(K)/N : µ˜(v˜) < r}, then ˜exp|B˜R is a
diffeomorphism onto its open image.
Proof. Clearly distµ(1, ez) ≤ |z | = 0 if z ∈ N , but also note that if u ∈ Kµ then u ∈ VR otherwise all
paths joining 1, u would have length bigger than R, a contradiction. Hence 0 = distµ(1, ez) = |z | by
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the minimality theorem and z ∈ N . That is Kµ = exp(N). Since exp−1 |VR is smooth, it can be used
to define a smooth (global) chart for Kµ = exp(N) = exp(BR ∩ N) = VR ∩ Kµ. This gives Kµ the
structure of a locally exponential Lie subgroup of K [56, Theorem IV.3.3]. In that case we have just
shown that the Lie algebra N (a closed ideal of Lie(K)) is the Lie algebra of the normal subgroup Kµ,
and therefore the Lie group K/Kµ inherits the tangent quotient norm which is now non-degenerate
(and bi-invariant), and by Theorem 3.26 it induces the quotient distance there.
The fourth assertion is due to the quotient theorem for BCH groups (see [37, Theorem 2.20], the
identity ˜exp ◦ q∗ = q ◦ exp is apparent and in fact it is used to define the quotient exponential map
for small v ∈ Lie(K). Note that since q is open then q ◦ exp |BR is open therefore ˜exp|B˜R is open and
smooth. Assume v˜ = q∗v, w˜ = q∗w ∈ B˜r , then v,w ∈ Br and if ˜exp(v˜) = ˜exp(w˜) then q(ev) = q(ew )
or equivalently there exists z ∈ N such that ev = ewez by the first item of this lemma. Then by
the BCH contraction property 4.19 and the fact that z ∈ N , |v | ≤ |w + z | = |w | and reversing
|v | = |w | = |w ⋆ z | < R thus v = BCH(w, z) = w + z′ for some z′ ∈ N . This proves that v˜ = w˜
hence ˜exp is injective in B˜R. 
The lemma above tells us that if we start with a semi-norm in Lie(K), we can divide by its kernel
N , and the quotient norm induces a reasonable and non-degenerate metric in K/exp(N), which is
locally exponential and still complies with the requirements of Definition 4.8, thus K/exp(N) keeps
the nice local minimality properties of segments stated above in this section. Can the additional
assumption that exp is BCH in the ball BR be dropped?
4.2 Relative (or local) minimality
In this section we discuss the applications of Lemma 4.7 for a wider set of Lie groups, that have a
smooth exponential, but it is not injective restricted to any open ball of the tangent norm µ. The
discussion at the beginning of Section 4 applies here (fromDefinition 4.2 to Lemma 4.7). To simplify
the exposition, we will assume that µ is homogeneous and non-degenerate (i.e. µ is a norm).
By Lemma 4.7 and Remark 3.8, if Γ : [a, b] → Lie(K) is a short rectifiable path with Γ(a) = 0, and
γ = eΓ , then
|Γ(b)| ≤ Lengthµ(γ) ≤
∫
| ÛΓ| = |Γ(b)| (9)
where the last equality is by the assumption that Γ is short in the linear space Lie(K). Therefore
γ = eΓ has the same length than Γ and the following is immediate (here we do not ask for exp to be
a local diffeomorphism):
Theorem 4.28 (Exponential variations). Let z ∈ Lie(K), µ a bi-invariant norm in Lie(K). Let
X : (−ǫ, ǫ)×[0, 1] → Lie(K) be a fixed-endpoints variation of the segment X0 = tz, let γs = exp(Xs).
Assume that Xs is piecewise C
1 for each s. Then
Lengthµ(γs) ≥ Lengthµ(γ0) = |z | ∀s ∈ (−ǫ, ǫ).
In fact, if Γ : [a, b] → Lie(K) is any rectifiable short path starting at 0, Xs is a fixed-endpoints
variation of Γ, and γs = e
Xs , then
Lengthµ(γs) ≥ Lengthµ(γ0) = L(Γ) = |Γ(b)| ∀s ∈ (−ǫ, ǫ).
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The notion of local minimality was introduced asminimality among non-wandering curves by Recht
et al. in [31]. The idea is that a path is short with respect to those which are close in some topology
(but not necessarily with respect to all paths joining the given endpoints).
Instead of neighborhoods in the path space, another possible setting is that of a locally exponential
Lie group, where the neighborhood is given by the manifold topology:
Definition 4.29 (Locally exponential groups). Let 0 ∈ U ⊂ Lie(K) be a balanced open neighborhood,
V = exp(U) and assume exp |U : U → V is a C1 diffeomorphism.
What we are loosing here is that exp is a local diffeomorphism restricted to some open ball BR of
the tangent norm.
Theorem 4.30 (Locally minimizing paths). Let µ a bi-invariant norm in Lie(K). Assume K is
locally exponential and z ∈ U. If β is piecewise C1 and joins 1, ez in K , then Lengthµ(β) ≥ |z |,
provided γ does not leave V . Thus if Γ ⊂ Lie(K) is a short rectifiable path joining 0, z with z ∈ U,
then γ = eΓ is locally minimizing, i.e. is short with respect to paths that do not leave V = exp(U).
Proof. If β ⊂ V is a path with the given endpoints, then β = eΛ for a piecewise C1 path Λ ⊂ U
joining 0, z. by Lemma 4.7,
|z | = |Λ(1)| ≤ Lengthµ(β),
proving the first assertion. The second one is immediate from (9). 
In particular, note that segments δ in K are short among paths that are close to δ, with the possibility
of shorter paths leaving the neighborhood V .
Assuming strict convexity, the proof of Theorem 4.15 can be adapted in this context to show that if
there exists a short path in K (minimal among all paths in K) then there must exist a segment joining
the same endpoints:
Theorem 4.31. Assume that K is locally exponential and µ is strictly convex. If γ : [a, b] → K
is short among all paths joining its given endpoints, then there exists z ∈ Lie(K) such that γ(1) =
γ(0)ez , and |z | = Lengthµ(γ).
Proof. We can safely assume that γ(a) = 1, fix t ∈ (a, b). Let U,V = exp(U) be as in Definition
4.29. Pick a partition {a = t0 < t1 < · · · < tn = b} of the interval [a, b] such that t = ti0 for some
i0. Denote ∆i = [ti, ti+1] and make sure that γ |∆i ⊂ γ(ti)V for all i = 0 . . . n − 1. Then there exists
xi ∈ U such that γ(ti+1) = γ(ti)exi and by the local minimality of segments, |xi | ≤ Lengthµ(γ |∆i ).
Therefore ∑
i
|xi | ≤
∑
i
Lengthµ(Γ |∆i ) = Lengthµ(γ) = distµ(1, u) ≤
∑
i
|xi |.
Considering β(t) = etx1 . . . etxn and arguing as in the proof of Theorem 4.15, we conclude that the
xi are aligned and thus γ(b) = ez for some z = λx1 ∈ Lie(K). Since |z | =
∑
i |xi |, the segment is
also short. 
Remark 4.32 (The no-small subgroups property). It is well-known that µ if is a continuous norm
or a Finsler norm (i.e. non-degenerate) on Lie(G), and G is locally exponential, then there exists
a neighborhood W of 0 in Lie(G) such that exp(W) contains no nontrivial subgroup. For lack of a
reference, we include a proof: shrinking, we can assume that there exists 0 ∈ U ⊂ Lie(G) such that
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U is open and convex, and exp |U : U → exp(U) is a diffeomorphism. Fix any R > 0 and consider
the open set W = 12U ∩ BR ⊂ U (since U is convex). Assume K ⊂ exp(W) is a subgroup, let k ∈ K
then there exists w ∈ W such that k = ew . Since K is a group, e2w = k2 ∈ H ⊂ exp(W) therefore
there exists w′ ∈ W such that e2w = ew′. Note that 2w ∈ 2W ⊂ U and the same holds for w′,
therefore 2w = w′ and this proves that 2w ∈ W ⊂ BR. Iterating, we obtain 2nw ∈ BR for all n ≥ 1
or equivalently 2n |w | < R. This is only possible if w = 0, therefore k = 1 and K = {1}.
§ Assuming the existence of z ∈ Lie(G) with |z | < R and ez = 1, the loop δ(t) = etz cannot be
minimizing thus a major obstruction for the local minimality theorem (even for locally exponential
groups) is the existence of arbitrary (norm) small z outside the “flat” neighborhood U ⊂ Lie(K).
4.3 Normal subgroups
In this section we examine the geodesics of a group obtained by a quotient of a Lie group K with
a bi-invariant metric and a locally exponential Lie subgroup. A closed subgroup H ⊂ K is a Lie
subgroup if there exists a 0-neighborhood U ⊂ Lie(K) such that
exp(U ∩ Lie(H)) = exp(U) ∩ H (10)
(hence using the exponential chart, the subgroup is an embedded submanifold). The following
equivalence will be useful (see [56, Section IV]), recall exp∗v(w) = evκv(w) (Remark 2.12):
Lemma 4.33. Let H ⊂ K be a closed normal Lie subgroup of a locally exponential Lie group. Then,
shrinking U if necessary, the following are equivalent:
1. K/H is a locally exponential Lie group.
2. H is a locally exponential Lie subgroup and κv(Lie(H)) = Lie(H) for v ∈ U.
Then in the situation of the previous lemma, if π : K → K0 = K/H is the quotient map and K has a
bi-invariant metric, we obtain the continuous quotient norm (Definition 3.17). Let o = π(1) be the
identity of K0., then for π∗k(v) ∈ TkHK0 with v0 = π∗k(v) we have
|π∗k(v)|kH = inf{|k−1v − z | : z ∈ Lie(H)} = |π∗1(k−1v)|o.
By the naturality of the exponential maps, we have π ◦ expK = expK0 ◦π∗1, and if expK |BR is a
diffeomorphism onto its image VR ⊂ K for some R > 0, then expK0 |B˜r is a diffeomorphism onto
its image V˜r = π(Vr ) ⊂ K0, where B˜r = π∗1(Br ) is the open quotient ball, for some smaller r ≤ R
Therefore the minimality results of Section 4.1 apply. In what follows we estimate this radius with
a lower bound r = R/2.
If the groups are BCH, and w ∈ Lie(H), then locally
ez = evew = v + w + 1/2[v,w] + · · · = v + h
with h ∈ Lie(H), since the Lie algebra of a normal subgroup is a closed ideal. This is the content of
the following lemma.
Lemma 4.34. Let U ⊂ Lie(K) be as in (10), with H ⊂ K a normal subgroup and K/H locally
exponential. If ez = evew with v,w, z ∈ U and w ∈ Lie(H), then z − v ∈ Lie(H).
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Proof. Let zt = exp−1(evetw ) ⊂ Lie(K) which is a smooth path with z0 = v, z1 = z. Then
differentiating ezt = evetw we obtain ezt κzt ( Ûzt ) = eztw (Remark 2.12). Hence κzt ( Ûzt ) = w for all
t ∈ [0, 1]. Since we are assuming that the exponential is invertible for small z, and by the previous
lemma, we have Ûzt = κ−1zt (w) ∈ Lie(H) for all t ∈ [0, 1]. Hence
z = z1 = z0 +
∫ 1
0
Ûzt dt = v +
∫ 1
0
κ−1zt (w)dt = v + h ∈ v + Lie(H). 
Theorem 4.35. Let K be a Lie group with a bi-invariant metric, R > 0 as in Definition 4.8. Let
H ⊂ K be a normal Lie subgroup such that K0 = K/H is locally exponential, assume BR ⊂ U where
U ⊂ Lie(K) is as in (10). Let v ∈ Lie(K) with |v | < R/2. Then
dK0(o, ev · o) = dK (H, ev) = inf{|v − z | : z ∈ Lie(H)} = |π∗1(v)|0,
and the segment
t 7→ γ(t) = expK0(tπ∗1v) = etv · o = π(etv )
is a short path in K0.
Proof. Note that for the quotient metric, γ has constant speed
µ( Ûγt )γt = |π∗et vv |et vH = |π∗1(v)|o = inf{|v − z | : z ∈ Lie(H)} ≤ |v |,
with equality if and only if v is a minimal vector in Lie(K). Let hn ∈ H be a minimizing sequence,
distµ(hn, ev) → distµ(H, ev) ≤ distµ(1, ev) = |v | < R/2. Let n0 be such that distµ(1, evh−1n ) =
distµ(hn, ev) < R/2 for all n ≥ n0. Then evh−1n = ezn for some zn ∈ Lie(K) with |zn | < R/2. Since
distµ(1, h−1n ) ≤ distµ(1, ev) + distµ(ev, h−1n ) = |v | + distµ(ev, evezn ) = |v | + |zn | < R/2 + R/2 = R,
it must be h−1n = e
wn for some wn ∈ Lie(K) with |wn | < R, with wn ∈ Lie(H) by our assumptions.
Thus ezn = evewn for each n ≥ n0 and by the previous lemma, zn = v + xn for some xn ∈ Lie(H),
and
|π∗1v |o ≤ |v + xn | = |zn | = distµ(1, ezn ) = distµ(hn, ev) → distµ(H, ev).
Hence
|π∗1v |o ≤ distµ(H, ev) = dK0(o, ev · o) ≤ LK0(γ) = |π∗1(v)|0. 
5 Applications and examples
In this section we present examples of the theory developed in Section 3 and Section 4. Some of
these examples are new and others are well-known; we have included them hoping that this new
viewpoint will be useful to obtain a better comprehension. To help a bit the exposition, we have
chosen to use dist(·, ·) for distances in the group G and d(·, ·) for distances in the quotient space
M = G/K , with suffixes indicating the Finsler norm used when necessary.
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5.1 Isometries of a Banach space
Let X be a Banach space and consider the uniform norm in L(X) denoted by ‖ · ‖, and denote dist∞
the induced left-invariant metric in GL(X), the group of invertible linear operators on X . Let
K = U(X) = {U ∈ GL(X) : ‖Ux‖ = ‖x‖ ∀ x ∈ X},
the group of isometries of X . It is a Banach-Lie group with Banach-Lie algebra
Lie(K) = {V ∈ L(X) : exp(tV ) ⊂ K ∀ t ∈ R},
the skew-Hermitian operators of L(X). Clearly the uniform norm is bi-invariant for K . It is
well-known that, when restricted to the open ball Bpi = {z : ‖z‖ < π}, the exponential map
exp : Lie(K) → K is a diffeomorphism onto its image Vpi ⊂ K .
Therefore for every u ∈ Vpi there exists z ∈ Lie(K) with ‖z‖ < π such that u = ez , and by Theorem
4.11 the path δ(t) = etz is a short path for the bi-invariant metric d∞ induced by the the uniform
norm, and dist∞(1, u) = ‖ log(u)‖ = ‖z‖.
Remark 5.1. Since K is not necessarily a Lie subgroup of GL(X), the set Vpi is not necessarily open
for the norm topology. For algebraic Banach-Lie subgroups K of GL(X) ∩U(X) however, one can
estimate better the minimality radius in terms of the uniform norm: if K is algebraic of degree n
then K is a submanifold of GL(X) and exp is a diffeomorphism onto {g ∈ K : ‖g − 1‖ < sin(π/n)
(see Harris and Kaup [40]).
5.1.1 Unitary group of a Hilbert space
For X = H a Hilbert space, the situation is much nicer though; recall that
Lie(U(H)) = L(H)ah = {x ∈ L(H) : x∗ = −x},
the anti-Hermitian operators of L(H). It is well-known that exp is a diffeomorphism between the
sets {z ∈ Lie(U(H)) : ‖z‖ < π} and {u ∈ U(H) : ‖u−1‖ < 2}, which happens to be norm dense un
U(H). Besides, each u ∈ U admits a Borelian logarithm z ∈ Lie(U(H)) such that ‖z‖ ≤ π (unique
and with norm ‖z‖ < π if ‖u − 1‖ < 2). Therefore Theorem 4.11 implies that dist∞(1, ez) = ‖z‖
and the geodesical radius ofU(H) is π.
This a known result, obtained independently by Atkin [12, 13], later by Porta and Recht [57], both
using a different technique than ours, involving representations of the one-parameter groups (the
short paths) as geodesics in the sphere of the Hilbert space H.
5.1.2 Matrix groups
Let K = Un stand for the orthogonal or the unitary group of n × n matrices. Let | · | stand for any
weakly unitarily invariant norm (that is |uzu∗ | = |z | for any matrix z and any u ∈ K , see Bhatia’s
book [20, Chapter IV]). Then the discussion of the previous paragraph on the unitary group of a
Hilbert space applies, with more freedom to choose the norm -for example, the p-norms given by
the trace,
|z |p = Tr((x∗x)p/2))1/p
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for 1 ≤ p < ∞, or the Ky-Fan norms, etc. For all these norms Theorem 4.11 implies that one-
parameter groups are short (minimizing) paths for the Finsler metric. Moreover, when the norm is
strictly convex -for instance, the p-norms for p , 1- those are the only minimizing paths (Theorem
4.15), and equality in the EMDproperty dist(ev, ew) ≤ |v−w | only occurs if v,w commute (Theorem
4.17).
For unitarily invariant norms, these results were obtained by Antezana et. al in [11] using a different
technique, involving a fundamental result of Thompson regarding the eigenvalues of a sum of
Hermitian matrices. However, the minimality results seem to be new for weakly unitarily invariant
norms, such as the c-numerical radius
ω(v)c = max{| Tr(cuvu∗)| : u ∈ Un} (11)
for a fixed matrix c such that Tr(c) , 0 and c is not a scalar multiple of the identity (see [20, Section
IV.4]). The usual numerical radius of v can be recovered by picking the one-dimensional projection
c = e1 ⊗ e1.
5.2 Sphere of a Banach space
Let X be a smooth transitive Banach space (the group of isometries U(X) acts transitively on
the unit sphere SX = {x ∈ X : ‖x‖ = 1}, see [15]). Pick any p ∈ SX and consider the natural
transitive, smooth action U(X) × SX → SX given by π(u, x) = u(x). The isotropy group is then
K = {u ∈ U(X) : u(p) = p} which, being algebraic, is a Banach-Lie subgroup ofU(X). Moreover,
u 7→ u(p) is a smooth submersion, therefore the requirements on M = SX in Definition 3.1 are
fulfilled; since dist∞ is a complete metric inU(X) then the distance
dSX (p, u(p)) = dist∞(Kp, u)
is a complete metric in SX . The discussion in Section 5.1 shows that Γ(t) = etz is a short geodesic
ofU(X) for sufficiently small z ∈ Lie(U(H)) = iHerm(X). Therefore by Theorem 3.29, if one can
find z such that Γ gives the distance from 1 to uKp, then γ(t) = etz (p) would be a short geodesic
in SX for the quotient distance dSX (Remark 3.31). Note that by Remark 3.30, z must be a minimal
vector, that is
‖z‖ = inf{‖z − v‖ : p ∈ ker(v)}.
If X = H is a Hilbert space, these metrics have been studied for the action of the p-Schatten groups
(see [4] and the next section). In particular, it was shown in [4, Remark 4.8] that when the Hilbert
space is real, the action of the Hilbert-Schmidt unitary group induces in the unit sphere SH the usual
Riemannian metric (the ambient metric of the inclusion SH ⊂ H).
Sphere of a C∗-Hilbert module Quotient metrics for the sphere SX of Hilbert C∗-module over
a C∗-algebra A were considered by Andruchow and Varela in [10], in connection with the ideas of
the quotient metric for the quotients of unitary groups of C∗ algebras UA/UB developed by Recht
et al. in [32, 33].
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5.3 Classical (restricted) groups of Hilbert space operators
Let H be a complex Hilbert space, and let L(H) stand for the bounded linear operators acting onH .
We will denote with K(H) ⊂ L(H) the ideal of compact operators. For an operator x ∈ L(H), we
denote with σ(x) ⊂ C the spectra of x, with ‖x‖ ∈ R+ the usual operator norm and with x∗ ∈ L(H)
the Hilbert space adjoint of x. For x ∈ L(H) we will denote |x | = √x∗x ∈ L(H)+ the modulus of
operators, and Re(x) = 1/2(x + x∗), Im(x) = 1/2i(x − x∗) their real and imaginary parts, which are
self-adjoint operators.
Let | · |I : L(H) → R+ ∪ {+∞} stand for a norm on L(H), consider
I = {x ∈ L(H) : |x |I < ∞}. (12)
We assume that the norm is symmetric, that is |uzw |I ≤ ‖u‖ |z |I ‖w‖ for v ∈ I, u,w ∈ L(H). Then
I ⊂ L(H) is a proper ideal of compact operators unless | · |I is equivalent to the uniform norm, in
that case we can take I = L(H) or I = K(H). For convenience we will always assume that the
space (12) is complete with respect to the metric induced by the | · |I , thus I is a Banach algebra.
In particular the norm is Ad invariant for the action of the unitary group K = U(H) (and any of
its subgroups). Classical examples of non-equivalent symmetric norms are the p-Schatten norms
1 ≤ p < ∞, see de la Harpe [39]. Of these norms, the 2-norm is also known as the Hilbert-Schmidt
norm, and it comes from the real inner product 〈v,w〉2 = ReTr(vw∗). In finite dimension, it is also
known as the Frobenius norm and it can be also computed as ‖v‖22 =
∑
i, j |vi j |2, where vi j are the
entries of the square matrix v ∈ Mn.
Take G = GL(H) and any symmetric norm | · |I , consider the group
GLI = {g ∈ GL(H) : g − 1 ∈ I}
the usual exponential map exp(z) = ∑
n≥0
1
n! z
n and
Lie(GLI) = {x ∈ L(H) : exp(tx) ⊂ GLI ∀t ∈ R}.
it is easy to check that Lie(GLI) = I, and with the norm | · |I it becomes a normed Banach-Lie
algebra. We provide GLI with the manifold structure as an immersed submanifold of GL(H), via its
Lie algebra and the usual exponential map. We therefore obtain a Banach-Lie group with a topology
that is possible non-equivalent to the uniform topology.
5.3.1 Restricted unitary operators
With the obvious modifications we consider the Banach-Lie subgroup
UI = {u ∈ U(H) : u − 1 ∈ I} ⊂ GLI
and its Banach-Lie sub-algebra Lie(UI) ⊂ Lie(GLI) given by
Lie(UI) = Iah = {v ∈ I : v∗ = −v},
the anti-Hermitian operators of I. For these groups of restricted unitary operators, we obtain the
minimality of one-parameter groups given by Theorem 4.11: to be more specific, if one considers
z in the ball of radius R = π in Ish, ‖z‖ ≤ |z |I < π therefore exp |BR is diffeomorphism onto its
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image. Therefore dI(1, u) = |z |I with the segment t 7→ etz as a short path, unique if the norm is
strictly convex.
This result however is not optimal, since using other techniques it can be shown that any u ∈ UI
can be reached by a minimizing one-parameter group, therefore the geodesic radius ofUI with dI
is infinite (see [6] where it was proved for the p-Schatten norms, p ≥ 2, and [11] for a proof for all
symmetric norms).
§ It would be of interest to investigate further into weakly unitarily invariant norms such as the
c-numerical radius, defined as in (11) for c a trace class operator, that is c in the 1-Schatten class of
compact operators.
5.4 The group of invertible operators in a Banach space
Let X be Banach space, L(X) the algebra of bounded operators and GL(X) the group of invertible
operators as before. Note that GL(X) is open in L(X) therefore TG ≃ GL(X) × L(X).
Let | · | be a weakly symmetric norm in L(X), that is |uvu−1 | = |v | for any v ∈ L(X) and any
isometry u ∈ U(X). We assume that | · | is equivalent to the supremum norm ‖ · ‖, and that it is a
Banach algebra norm (|ab| ≤ |a | |b| for all a, b ∈ L(X)). We further normalize so that |1L(X) | = 1.
The obvious example is | · | = ‖ · ‖, the supremum norm.
There are two essential metrics that we can consider in the group G = GL(X), which are right-
invariant for the action of U(X). Let g ∈ GL(X) and v ∈ TgGL(X) ≃ L(X). Then we can
consider
1. The left-invariant metric, |v |g = |g−1v |.
2. The flat metric, |v |g = |v |.
It is relevant to note that when restricted to U(H) both metrics are equal and give a bi-invariant
metric as constructed in Section 5.1.
The left-invariant metric is also R-uniform with R(g) = |Adg | ≤ ‖g‖‖g−1‖, because
|(Rg)∗hv |h = |vg |hg = ‖(hg)−1vg‖ = ‖Adg(h−1v)‖ ≤ ‖g‖ ‖g−1‖ ‖h−1v‖ = ‖g‖ ‖g−1‖ |v |h.
Thus from Proposition 2.10 we know that the group operations are continuous for the left-invariant
metric in GL. From Lemma 2.13, we also know that the exponential map and its differential
are locally Lipschitz, with a rough bound around w ∈ Lie(G) = L(X) given by the formula
Cw ≤ 1/2(e2‖w ‖ − 1)‖w‖−1.
We claim that the flat metric is L and R uniform. To prove it, note that if v ∈ L(X) is regarded as a
tangent vector at h ∈ GL(X), then (Lg)∗h : ThGL(X) → TgGL(X) is given by v 7→ gv. Therefore
|(Lg)∗h | = sup{|gv |gh : |v |h = 1} = sup{|gv | : |v | = 1} ≤ |g |
because we are assuming it is a Banach algebra norm, therefore choosing L(g) = |g | we have
|(Lg)∗h | ≤ L(g) for all g, h ∈ G and L is continuous, thus the metric is L-uniform. With the same
argument, we can take R(g) = |g | and the flat metric is R-uniform in GL(X).
Remark 5.2 (Left-invariant metric in GL). The geometry of the left-invariant metric in GL(X) is
not well-understood, but there are partial results: for instance if X is a finite dimensional space
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and | · | is the Frobenius norm |v | =
√
Tr(v∗v). We are then in the realm of classical Riemannian
geometry and the unique geodesic (which is locally minimizing) starting at g ∈ GLn, with initial
speed v, is given by t 7→ getv∗et(v−v∗). See [8] for these and related results for the Hilbert-Schmidt
norm and other p-Schatten norms of compact operators in GL(H). See also Theorem 5.6 below.
By the results detailed in Section 5.1, it follows that at least locally, the groupU(H) is geodesically
convex in GL(H) with the left-invariant metric, since the minimizing geodesics for U(H) are
geodesic segments t 7→ getz = getz∗et(z−z∗) because z ∈ Lie(U(H)), therefore z∗ = −z.
Remark 5.3 (Flat metric in GL). The geometry of the flat metric in GL(X) is of course, much
simpler. Since GL(X) is open in L(X), for given g ∈ GL(X), v ∈ TgGL(X) = L(X) there exists
an interval (t−, t+) around 0 ∈ R such that the flat segment δ(t) = g + tv is contained in GL(X) for
t ∈ (t+, t+). It is easy to see that flat segments are short for the flat metric (and in fact, if the norm
is strictly convex, they are the unique short paths among given endpoints). Note that in contrast
with the left-invariant metric, the group of isometries is not geodesically convex as a submanifold
of GL(X), since rarely etz = 1 + tz (unless z2 = 0, which cannot happen when X = H is a Hilbert
space).
LetK be an immersedBanach-Lie groupK ⊂ U(X), and consider the quotient space M = GL(X)/K .
Then M can be given the quotient metric dM (with any of the two metrics) and the theory of Section
3 applies.
When X = H is a Hilbert space and K is the full group of isometries (the unitary group), much more
can be said, since the quotient can be realized as the manifold GL+ of positive invertible operators in
H. In Section 5.5.1 we will give details on the quotient left-invariant metric in GL+ and in Section
5.5.2 we delve into details of the the quotient flat metric in GL+.
5.5 Positive invertible Hilbert space operators
We use the notation of Section 5.3, with I an ideal of bounded operators in L(H). Consider the
action π : G × M → M of G = GLI on M = GL+I , where
GL+I = {a ∈ GLI : a∗ = a, σ(a) ⊂ (0,+∞)}
and π(g, a) = gag∗. Being open in Isa (the self-adjoint operators of I), there is a natural identifica-
tion TGL+I ≃ Isa.
Let x = 1 ∈ M , therefore K = UI . Note that each a ∈ GL+I has a unique logarithm ln(a) ∈ Isa.
Therefore GL+I = {gg∗ : g ∈ I} = π1(GLI) and the action is transitive. For given g ∈ GLI on
p = hh∗ ∈ M = GL+I the action is then given by
ℓg(p) = ghh∗g∗ = gpg∗, (13)
and we have π1(g) = gg∗ therefore
(π1)∗g Ûg = Ûgg∗ + g Ûg∗. (14)
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5.5.1 Left-invariant metric in GL+
We give GLI the left-invariant metric induced by the norm of the ideal. We are in the situation
of the Section 5.4, regarding the Banach algebra I acting on itself by left multiplication (therefore
X = I and GLI = GL(X)). In particular the action (13) is isometric in GL+I with the quotient
metric µ.
We now characterize the quotient of the left-invariantmetric for symmetric norms. In theRiemannian
setting, these are well-know results (see also [46] for the extension for Hilbert-Schmidt operators).
There is a precedent (in some sense) of this result for the uniform norm, in a paper by Corach
and Maestripieri [27, Theorem 2.6], where it is introduced as a variational characterization of the
horizontal lifts on the cone of positive invertible operators of L(H).
We start with a lemma of a well-known result for matrices (see Fan and Hoffman [34]); we include
a proof to illustrate the role of unitary invariance.
Lemma 5.4. Assume that | · |I is a symmetric norm as in Section 5.3. Then for any v ∈ I,
inf
z∈Iah
|v − z |I = | Re(v)|I .
Proof. Taking z = i Im(v) ∈ Iah the inequality | Re(v)|I ≥ infz∈Iah |v − z |I is immediate. On the
other hand, for any z ∈ Iah there exists a unitary u ∈ L(H) such that
| Re(v)| = | Re(v − z)| ≤ u|v − z |u∗
by Thompson’s inequality [61] for the partial order of symmetric operators. It is well-known that
symmetric norms preserve the spectral order, that is 0 ≤ v ≤ w ∈ L(H) implies |v |I ≤ |w |I ,
and also that the norm only depends on the singular values, i.e. |v |I = |v∗ |I = | |v | |I . Hence
| Re(v)|I ≤ |u|v − z |u∗ |I = |v − z |I for any z ∈ Iah . 
Theorem 5.5. Let p = g · 1 = gg∗ ∈ M = GL+I and let v ∈ Tgg∗ M ≃ Isa. If | · |I is symmetric and
µ : T M → R is the quotient metric of the left-invariant metric in GLI , then
µ(v)g ·1 = | Re(g−1 Ûg)|I = 1/2|p−1/2vp−1/2 |I . (15)
The shortest path among p = gg∗, q = hh∗ ∈ M is given by
γp,q(t) = p1/2(p−1/2qp−1/2)tp1/2
with constant speed
µ( Ûγt )γt = 1/2| ln(p−1/2qp−1/2)|I = dI(q−1/2p1/2,UI).
If the norm is strictly convex, γp,q is the unique short path in GL
+
I joining the given endpoints.
Proof. Note that g = p1/2u for some u ∈ UI . Take a smooth path gt ∈ GL such that g0 = g, then
v =
d
dt

t=0
π1(gt ) = d
dt

t=0
gtg
∗
t = Ûgg∗ + g Ûg∗ = Ûgu∗p1/2 + p1/2u Ûg∗.
Then
p−1/2vp−1/2 = p−1/2 Ûgu∗ + u Ûg∗p−1/2 = Adu
(
g
−1 Ûg + (g−1 Ûg)∗
)
= 2Adu
(
Re(g−1 Ûg)
)
.
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Therefore
|p−1/2vp−1/2 |I = 2| Re(g−1 Ûg)|I = 2 inf
z∈Iah
|g−1 Ûg − z |I
by the previous lemma, and we obtain the first equality of the theorem. The proof of the formula
for the geodesic distance can be adapted from the classical theory of geometry in the positive cone,
see the seminal paper by Mostow [53] for the Frobenius norm, and [28, 26] for the extensions to
the uniform norm and symmetric norms in operator algebras. The assertion on the speed of γ is
immediate from the definitions and Theorem 3.26. The assertion on the uniqueness can be proved
using the same idea as in [26, Proposition 3.6]. 
We now obtain corollaries of the previous theorem and the results in Section 3.5, that gives us new
information regarding short paths in the general linear group with the left-invariant metric (Remark
5.2):
Theorem 5.6. Let δ : [0, 1] → GL(H) be the segment δ(t) = getv with g ∈ GL(H), v = v∗ ∈ L(H)
(or any of its restricted versions in GLI , for a symmetric norm | · |I). Then
1. δ is shorter than any other path joining its given endpoints, for the left-invariant metric in GL
induced by the symmetric norm | · |I .
2. Moreover |v |I = LI(δ) = dI(g, gev) = dI(ev,UI) for any g ∈ GL.
Proof. Let h = δ(1) = gev , p = gg∗ therefore p1/2 = √gg∗ = |g∗ |. Let g = |g∗ |u be the right-polar
decomposition of g, with u a unitary operator. Let q = hh∗ = gevev∗g∗ = ge2vg∗. A straightforward
computation shows that 2uvu∗ = ln(p−1/2qp−1/2), therefore
δt · 1 = δtδ∗t = p1/2e2tuvu
∗
p
1/2
= γp,q(t)
and δ is a lift of the minimizing path γ = γp,q ∈ GL+. Moreover,
|δ−1t Ûδ |I = |v |I = 1/2| ln(p−1/2qp−1/2)|I = µ( Ûγt)γ
therefore δ is an isometric lift of γ. By Theorem 3.29 and the left-invariance of the metric, our
claims are proved. 
This result is particularly useful for the trace norm (the 1-Schatten norm) and for the uniform norm
of GL(H), since no geodesics were known for the left-invariant metric of those norms. Even for the
p-Schatten norms this improves significantly the results of [8, 2.1.2]; there we obtained that these
segments were critical points of the length functional, but it was unclear whether they were locally
minimizing (except for the case of p = 2, where Riemannian techniques applied).
Note that the second assertion of the previous theorem says in particular that if v = v∗ then
distI(1, ev) = distI(UI, ev) = |v |I in GLI .
Lemma 5.7. If the norm is strictly convex then for self-adjoint v, the segment δ(t) = getv is the
unique short path in GLI realizing the left-invariant distance from g to gev .
Proof. By left-invariance we can assume that g = 1. Let γ = δ · 1, it joins 1, e2v in GL+ and it is
short with length |2v |I . If Γ is another short path in GL joining 1, ev then β = Γ · 1 joins 1, e2v in
GL+. Using (7) and the previous theorem, we have
LGL+ (β) = LGL+(Γ · 1) ≤ LengthGL(Γ) = distGL(1, ev)
= distGL(UI, ev) = dGL+ (1, e2v) ≤ LGL+(β).
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Therefore β is also short in GL+ and Theorem 5.5 tells us that γ = β. This implies that there exists
a smooth path ut ∈ UI such that Γt = δtut for t ∈ [0, 1]. Therefore ÛΓt = Ûδtut + δt Ûut and
|Γ−1t ÛΓt |I = |u∗t vut + u∗t Ûut |I = |v + u∗t Ûut |I ∀t ∈ [0, 1].
But by Remark 3.30 we also must have for each t
|Γ−1t ÛΓt |I = inf{|v + u∗t Ûut − z |I : z∗ = −z} = |v |I
since u∗t Ûut ∈ Lie(UI) and v∗ = v (see Lemma 5.4). Therefore for each t,
|v + u∗t Ûut |I = |v |I = d = |v − 0|I .
Where d = dist(v,Lie(UI)). Since we are assuming the norm is strictly convex, there can only
be one minimizer in Lie(UI) of the distance from v to that subspace. Hence u∗t Ûut = 0, and ut is
constant. Now 1 = Γ0 = δ0u0 = 1u0 implies that ut = 1 for all t ∈ [0, 1], thus Γ = δ. 
Remark 5.8. It is worth noting that if we give GL the left-invariant metric and GL+ the induced
quotient metric by π1(g) = gg∗, in the inclusion GL+ →֒ GL the metric of GL+ is not the restriction
of the left-invariant metric because of (15). For p, q ∈ GL+, consider v = log(p−1q) the unique
bounded operator determined by the principal branch of the analytic logarithm in C \R≤0. Note that
v = v
∗ if and only if p, q commute. We can rewrite pv = p log(p−1q) = p1/2 ln(p−1/2qp−1/2)p1/2 and
δ(t) = petv = pet log(p−1q) = p1/2(p−1/2qp−1/2)t p1/2 = γp,q(t).
Therefore Theorem 5.6 tells us that p is a geodesic point of the inclusion GL+ →֒ GL when p
commutes with all q ∈ GL+, and this is the case only if p = λ1 for some λ ∈ R>0. Moreover if the
norm is strictly convex, this condition is also necessary by the previous lemma.
Weakly symmetric norms. In the finite dimensional setting, we can give GL+I the left-invariant
metric using any weakly symmetric, since all norms are equivalent. But Lemma 5.4 is false for
such norms in general (it is false that they depend only on the modulus of a matrix, and it false that
0 ≤ a ≤ b implies |a | ≤ |b| for weakly unitarily invariant norms, see Bhatia and Holbrook [21, p.
80]). Therefore we obtain a new geometry in GL+I which for which little is known.
In particular if c is a normal, trace class operator on an infinite dimensional Hilbert space H, it is
known that for the c-numerical radius (11) it holds
1/2‖c‖ ‖v‖ ≤ ω(v)c ≤ (Tr |c |) ‖v‖ = ‖c‖1‖v‖
for all v ∈ L(H) (see Goldberg and Straus [38, Lemma 7]), therefore the c-numerical radius is
equivalent to the uniform norm, and it is bi-invariant for the action of the unitary group of H. It is
then possible to study the geometry of the left-invariant metric induced by the c-numerical radius in
GL, and the quotient norm it induces in GL+ using the techniques introduced here (no results are
known to the author).
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5.5.2 Quotient of the flat metric in GL+ (Bures’ metric)
We now turn to the quotient GL+ = GL/U but we give GL+ the quotient metric of the flat metric
of GL (Remark 5.3), for any weakly unitarily invariant norm | · |I . Now the flat metric is not
left-invariant, therefore the action (13) is not isometric in GL+. However, since the flat metric is
trivial in GL, we have that, for p = π1(p1/2), q = π1(q1/2) ∈ GL+
dGL+ (p, q) = distI(p1/2, q1/2UI) = inf{|p1/2 − q1/2u|I : u ∈ UI}. (16)
For sufficiently close p, q ∈ GL+ the minimizing paths are the image of segments,
γ(t) = π1(p1/2 + tv) = (p1/2 + tv)(p1/2 + tv∗) = p + t(p1/2v∗ + vp1/2) + t2vv∗.
To obtain a better description of the tangent metric in GL+, recall that Iah is the Lie algebra of the
isotropy group UI , and that I = Isa ⊕ Iah. The following will be useful:
Lemma 5.9. For each p ∈ GL+, and w = x + y with x∗ = x, y∗ = −y (a generic vector in I), the
linear map Tp : w 7→ xp + py is an isomorphism of I.
Proof. Clearly Tp is linear; by the open mapping theorem x + y 7→ (x, y) with |(x, y)| = |x |I + |y |I
is an isomorphism. Note that, for symmetric norms, |xp|I ≤ |x |I ‖p‖ for x ∈ I follows from the
definition, and |xp|I ≤ C |x |I ‖p‖ for some constant C > 0 if | · |I is weakly symmetric but equivalent
to ‖ · ‖ in L(H). Therefore in any case |xp + py |I ≤ (|x |I + |y |I)C‖p‖, thus Tp is bounded. Let
xp+ py = xˆp+ pyˆ then mp = pn with m = x − xˆ and n = yˆ − y. By the theorem of Putnam-Fuglede
[59, Theorem 12.16] we also have m∗p = pn∗, thus mp = −pn. Therefore mp = 0 = pn and this
implies x = xˆ, y = yˆ, proving that Tp is a monomorphism. Now write p = es with s∗ = s and
consider
Cs : ξ 7→ pξp−1 + p−1ξp = esξe−s + e−sξes = ead sξ + e− ad sξ = 2 cosh(ad s)ξ.
it is well-known that for self-adjoint s, the linear operator Cs is an isomorphism of I (see [47,
Theorem 12]). If z ∈ I, it is left to the reader to verify that if
x = 1/2 cosh−1(ad s) [zp−1 + p−1z∗] , y = 1/2 cosh−1(ad s) [zp−1 − p−1z∗]
then x∗ = x, y∗ = −y and Tp(x + y) = z. 
Then we have
I = Isa p1/2 ⊕ p1/2 Iah
Let Ûg ∈ T
p
1/2GL, which is identified with I. Then we can write Ûg = xp1/2 + p1/2y where x∗ = x and
y
∗
= −y. Then by (14) a generic v ∈ TpGL+ can be written as
v = (π1)∗g Ûg = xp + px, x∗ = x,
therefore x = (Lp+Rp)−1v. Since p = p1/2 ·1 = π1(p1/2), the tangent quotient norm can be computed
as
µ(v)p = inf{|xp1/2 + p1/2y − p1/2z |I : z∗ = −z} = inf{|xp1/2 − p1/2z |I : z∗ = −z}
= inf{|(Lp + Rp)−1(vp1/2) − p1/2z |I : z∗ = −z}.
By the change of variables z 7→ w = p−1/2zp−1/2 that preserves Iah, this can be rewritten as
µ(v)p = inf
w∈Iah
 [(1 + Adp)−1v − w] p−1/2I . (17)
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Remark 5.10. In particular, for the Frobenius norm | · |2 that comes from trace inner product, it is
easy to check that since x∗ = x, then xp1/2 is orthogonal to the subspace p1/2Iah . Therefore
µ(v)2p = |xp1/2 |22 = Tr(xpx) = 1/2 Tr(x(xp + px)) = 1/2 Tr(v (Lp + Rp)−1v)
which is the Bures metric, of particular relevance in quantum information theory (see Dittmann [29]
and the references therein). That the Bures distance can be computed using the infimum in (16) was
proved recently, see Bhatia, Jain and Lim [22], were they also show that the minimum is attained for
u0 the unitary operator in the polar decomposition of q
1/2p1/2, that is q1/2p1/2 = u0 |q1/2p1/2 |.
§ It would be of interest to obtain better expressions for the quotient tangent metric (17) for other
unitarily invariant norms.
5.5.3 Positive operators in a C∗-algebra
It is worth mentioning that the results of the previous sections, for the particular case of the uniform
norm in the full group GL(H), can be adapted verbatim to a C∗-algebra A.
Proposition 5.11. LetGL(A) be the full group of invertible operators ofA, GL+(A) be themanifold
of positive invertible elements andU(A) the group of unitary elements.
1. Left invariant metric in GL(A): let δ(t) = getv with g ∈ GL(A), v ∈ Ah . Then δ is
shorter than any other path joining its given endpoints, for the left-invariant metric in GL(A).
Moreover ‖v‖ = d∞(ev,U(A)) in GL(A).
2. Bures’ metric in GL+(A): for p ∈ GL+(A) and v∗ = v, the generalized Bures metric is given
by
‖v‖p = inf{‖(Lp + Rp)−1(vp1/2) − p1/2z‖ : z∗ = −z}.
For sufficiently close p, q ∈ GL+(A), minimizing paths are γ(t) = p+ t(p1/2v∗ + vp1/2)+ t2vv∗
and
dGL+ (p, q) = inf{‖p1/2 − q1/2u‖ : u∗ = u−1}.
5.6 Groups of maps
In this section we discuss some applications to groups of smooth functions, we start by considering
groups given by the composition of maps.
5.6.1 The group of diffeomorphisms of a compact manifold
For a compact manifold M , consider the group of its C∞ diffeomorphisms G = Diff(M), under the
composition of maps. Then G is a Lie group with locally convex Lie algebra Lie(G) ≃ X(M), the
smooth vector fields on M (for the details on the manifolds structure see [56, Example II.3.14]).
The exponential map is given by the 1-time evaluation of the flow of a field X: if ϕX(t, p) is the flow
of X ∈ X(M), then expG(X)(p) = ϕX(1, p), shortly exp(X) = ϕX1 . This exponential map is smooth
and exp∗0 = id, but in locally convex spaces there is no general inverse function theorem and usually
expG is not a local diffeomorphism so it is unfit as a chart. The group Diff(M) is however, a regular
Lie group. If M is not compact, Diff(M) is not a manifold but there is a notion of smooth map
ϕ : N → Diff(M) for smooth manifolds N (see [56, Definition II.3.1, p. 329]).
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For a given (smooth, classical) Finsler metric F on M , it is possible to define a tangent norm in TG
with the formula
|X |η =
∫
M
|X(p)|η(p)dµ(p), (18)
recalling X ∈ C∞(M,T M) belongs to TηG if and only if Xp ∈ Tη(p)M for all p ∈ M . The measure
used here can be the Hausdorff/Busemann measure, the Holmes-Thompson metric, or the metric
induced by the auxiliary Riemannian metric (see Berck and Paiva [1] and the references therein). If
f , η ∈ Diff(M) then L f η = f ◦ η and Rf η = η ◦ f thus
(L f )∗X = D f X and (Rf )∗X = X ◦ f ∀X ∈ TηG.
Remark 5.12. Let L( f ) = max{|D fpv |p : |v |p = 1, p ∈ M}, note that L(1) = 1. Since M is
compact, the sphere bundle of M , SM = {(p, v) : p ∈ M, |v |p = 1} is also compact in T M . For
ε > 0, consider the open set in T M
TU = {(q, w) : q ∈ M, |w |q < 1 + ε},
then F (SM,TU) is a neighborhood of the identity map 1∗ : T M → T M , 1∗(p, v) = (p, v), since
Diff(M) has the compact open topology. If fi → 1 in Diff(M), then there exists i0 such that i ≥ i0
implies that ( fi)∗(SM) ⊂ TU, that is |(D fi)pv | f (p) < 1+ε for all p ∈ M , |v |p = 1. Thus L( fi) < 1+ε
for all i ≥ i0, and this proves that L is upper-semicontinuous. Hence these metrics (18) in Diff(M)
are L-uniform.
On the other hand if the metric in M is Riemannian then
f 7→ R( f ) = max{| det(D f −1p )| : p ∈ M}
is continuous and can be used to show that the metric is R-uniform using the change of variables
formula for the integral. What are the possible choices of R for measures compatible with a Finsler
geometry on M , such as the Holmes-Thompson metric? This would provide some control over the
group operations (Proposition 2.10) and the group exponential map (Lemma 2.13).
Remark 5.13. By considering the subgroup K = Diff(M)µ of diffeomorphisms preserving the
measure µ, one obtains that that the metric is right-invariant for the action of K , therefore one can
give the space of densities G/K the quotient metric of Section 3. Extensions of the classical groups
of symplectomorphisms, and Hamiltonian symplectomorphisms (see Kriegl and Michor [42]) can
also be regarded as (pseudo)-metric groups and homogeneous spaces, in this fashion. The groups
of Sobolev diffeomorphisms studied by Ebin and Marsden are only half-lie groups (from the right)
but nevertheless the methods described here in Sections 2 and 3 apply. In particular we have the
equivalent characterization of quotient metrics (Theorem 3.26) and the characterization of geodesics
(Theorem 3.29).
Remark 5.14. When K = Ham(M, ω), the group of Hamiltonian symplectomorphisms of a compact
symplectic manifold M , it is natural to consider the bi-invariant metric given by Hofer. To this
end we recall that for a time dependent Hamiltonian Ht : M → R, its norm is computed as
|Ht | = max Ht − min Ht , and if XHt is the Hamiltonian vector field induced by Ht (i.e. the
symplectic gradient of Ht defined by the relation ω(XHt , ·) = dHt ), then the flow of Ht is given by
the equation Ûφt ◦ φ−1t = XHt . Thus if φt is any path of symplectomorphisms, its length is given by
43
L(φ) =
∫ 1
0
|Ht |dt. As we mentioned earlier, Theorem 4.22 above regarding a characterization of
short paths provides another approach to the characterization of geodesics with this metric (related
to the quasi-autonomous Hamiltonians, see [44]). However, since the hypothesis on the exponential
map being a local diffeomorphism fails for groups of symplectomorphisms, our approach seems to
need further refinement to fully understand the relation.
5.6.2 Gauge groups, Loop groups
Now we discuss groups of maps G = C∞c (M,K) where M is a σ-compact (finite dimensional)
manifold and K is a locally convex Lie group, with the point-wise operations. The lie algebra of
C∞c (M,K) is identified with C∞c (M, k), where k = Lie(K), and if K has a smooth exponential and
v ∈ C∞c (M, k) then
exp(v)(z) = expK (v(z)), z ∈ M
is the smooth exponential of C∞c (M,K). Moreover, if K is a locally exponential then C∞c (M,K) is
locally exponential [56, Theorem IV.1.12]. If in addition, K is regular, then C∞c (M,K) is regular,
and if K is BCH, then so is C∞c (M,K). In particular C∞(M,K) is a BCH-Lie group for any
compact (finite dimensional) manifold M and any Banach-Lie group K . These considerations can
be specialized to loop groups LK = C∞(S1,K), or else generalized to gauge groups Gauc(P) where
q : P → M is a smooth K-principal bundle over M (the gauge group is the group of compactly
supported gauge transformations of the bundle).
If | · | : TK → R is a Finsler metric in K , there are several ways to induce metrics in TC∞c (M,K).
Note that if f ∈ C∞c (M,K), and w ∈ Tf C∞c (M,K), then we can take
|w | f,∞ = max
z∈M
|w(z)| f (z),
or the p-norms
|w | f,p =
(∫
M
|w(z)|p
f (z)dµ(z)
) 1/p
, 1 ≤ p < ∞
where µ is some reasonable measure in M (the volume form of a given Riemannian metric on M , or
ωn for a symplectic form ω in M when dim(M) = 2n, etc.).
There are also interesting variations of these groups using Sobolev spaces where we can apply those
ideas, for example let K be a compact connected Lie groups and let Ls0K = Hs0(M,K) be the
Sobolev Hs0 maps. This is a Hilbert Lie group when s0 > dim(M)/2, and the Laplacian ∆ of M
induces a Sobolev metric in Ls0K (see Freed [35]).
Remark 5.15. It is immediate from these constructions that if the metric in K is left (or right)
invariant, the induced metric is left (resp. right) invariant. If the metric in K is L-uniform, let
L( f ) = max
z∈M
L( f (z)),
note that L(1) = 1 (we denote 1 to the identity of C∞(M,K)). For ε > 0, there exists a neighborhood
U of 1 ∈ K such that L(k) − 1 < ε for k ∈ K . Since C∞(M,K) has the compact open topology, if
fi → 1 there exists i0 such that i ≥ i0 guarantees that fi(M) ⊂ U, which implies L( fi(z)) − 1 < ε for
all i ≥ i0 and all z ∈ M . Taking the maximum over z ∈ M implies L( fi) − 1 ≤ ε for all i ≥ i0. Thus
L : C∞(M,K) → R≥0 is also upper semi-continuous. If g, h ∈ C∞c (M,K) and v ∈ ThC∞c (M,K) then
|(Lg)∗hv(z)|gh(z) = |(Lg(z))∗h(z)v(z)|g(z)h(z) ≤ L(g(z))|v(z)|h(z) ≤ L(g)|v(z)|h(z)
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therefore |(Lg)∗hv |gh,∞ ≤ L(g) |v |h,∞. This shows that the maximum norm is L-uniform in
C∞c (M,K). Likewise, since∫
M
|(Lg)∗hv(z)|pgh(z)dµ(z) ≤ L(g)p
∫
M
|v(z)|p
h(z)dµ(z)
the p-norms are also L-uniform. The same considerations hold for a R-uniform metric in K . Hence
the results of Section 1 and 2 apply to all these constructions. This can be used to compare the
metric in the full group of free loops LK = C∞(S1, K) with the metric in the group ΩK = LK/K
of based loops; there are also interesting actions of G = LGLn in the space of harmonic maps (see
[19] and the references therein).
In particular, if | · | is a bi-invariant metric in K , then those constructions give bi-invariant metrics in
C∞c (M,K), and if K is locally exponential the results of Section 4 regarding the local minimality of
one-parameter groups also apply. Taking into account the examples of Section 5.3, there are several
possible choices of K to combine these ideas.
To end this paper, we illustrate this observations with a particular loop group. Let K = U(H),
the unitary group of a separable complex Hilbert space H, so k = L(H)sh. Let M = S1 so
G = LU = C∞(S1,U(H)) is the loop group of unitary operators. Being a Banach-Lie group,U(H)
is locally exponential; more precisely if Bpi = {z = −z∗ : ‖z‖ < π} then the operator exponential is
a diffeomorphism from Bpi ⊂ Lie(U(H)) onto Vpi = {u ∈ U(H) : ‖u − 1‖ < 2} (recall that we use
‖ · ‖ to indicate the usual supremum operator norm). So we give LU the bi-invariant metric
|v |g = |g−1v |∞ = max{‖g(z)−1v(z)‖ = ‖v(z)‖ : z ∈ S1},
and we note that if v ∈ B˜pi = {v ∈ Lie(G) : max{‖v(z)‖ : z ∈ S1} < π then the exponential map
expG |B˜ → V˜ = expG(B˜) is a diffeomorphism. Hence by Theorem 4.11
Corollary 5.16. Let γ ∈ LU with
|1 − γ |∞ = max{‖1 − γ(z)‖ : z ∈ S1} < 2.
Then there exists a unique v ∈ B˜pi such that γ = expG(v) (that is γ(z) = ev(z) for all z ∈ S1), and
δt = expG(tv) is shorter than any other piecewise smooth path joining its given endpoints 1, g in
LU. In particular for the intrinsic metric induced in the loop group,
dist∞(1, γ) = |v |∞ = max{‖v(z)‖ : z ∈ S1}.
Variations of this statement for the restricted loop groups of compact operators (Section 5.3.1) are
straightforward.
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