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ON THE MOTION OF CURVED DISLOCATIONS IN THREE DIMENSIONS:
SIMPLIFIED LINEARIZED ELASTICITY
IRENE FONSECA, JANUSZ GINSTER, AND STEPHAN WOJTOWYTSCH
Abstract. It is shown that in core-radius cutoff regularized simplified elasticity (where the
elastic energy depends quadratically on the full displacement gradient rather than its sym-
metrized version), the force on a dislocation curve by the negative gradient of the elastic energy
asymptotically approaches the mean curvature of the curve as the cutoff radius converges to
zero. Rigorous error bounds in Ho¨lder spaces are provided.
As an application, convergence of dislocations moving by the gradient flow of the elastic
energy to dislocations moving by the gradient flow of the arclength functional, when the
motion law is given by an H1-type dissipation, and convergence to curve shortening flow in
co-dimension 2 for the usual L2-dissipation is established. In the second scenario, existence
and regularity are assumed while the H1-gradient flow is treated in full generality (for short
time).
The methods developed here are a blueprint for the more physical setting of linearized
isotropic elasticity.
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2 I. FONSECA, J. GINSTER, AND S. WOJTOWYTSCH
1. Introduction
While we typically consider crystalline materials as periodic grids, real crystals have defects.
An important class among them are the line defects known as dislocations.
The creation and motion of crystal dislocations is the key mechanism for the plastic defor-
mation of crystalline solids and has received substantial attention in both the mathematical and
engineering communities. Except for the recent article [Hud18], most rigorous efforts have been
focused on special cases concerning either straight dislocations orthogonal to a plane (see, for
example, [CL05, Gin19, DLGP12, FPP19] for the static setting and [BFLM15, BM17] for the
dynamics) or curved dislocations in a plane (plane models, e.g., [KCnO02]). The study of the the
motion of crystal dislocations have been made on several different scales, from atomistic simula-
tions to the evolution of dislocation densities on a continuum scale (see[Hoc18, Hoc13, Hoc16]),
and in between, see([Bra17]).
We consider the intermediate regime of discrete dislocation lines in a crystal described by a
continuum model of elasticity. However, being an atomistic phenomenon, here the description
of dislocations requires the introduction of a small parameter ε > 0 coupled to the grid scale,
together with the postulate that the crystalline material is well described by a linear continuum
theory of elasticity when further away from the dislocation line than ε and that the energy in the
region of the material closer to the dislocation can be neglected (a core-radius regularization),
see [Pon07] for a justification on the discrete level in the case of screw dislocations. Asymptotics
for such energies as the regularizing parameter ε tends to 0 have been obtained in the language
of Γ-convergence in [CGM15, CGO15].
In this article we consider a model of simplified linearized elasticity in which the energy of a
displacement u of a body with reference configuration Ω is given by the Dirichlet energy
E(u) :=
∫
Ω
|∇u|2 dx.
We will consider the fully linearized isotropic case in future work [FGLW]. The presence of
dislocations is expressed as a non-zero curl, and instead of the deformation gradient ∇u, we
consider as elastic strain a tensor-field β which satisfies curlβ = µ where µ is the Nye dislocation
measure of the dislocation (see below). The measure µ is concentrated on the dislocation line
γ, and thus β cannot be L2-regular and the elastic energy would be infinite. To compensate for
this blow-up, we remove an ε-tubular neighborhood around the curve γ from our domain and
consider the modified elastic energy
Eε(β) :=
∫
Ω\Bε(γ)
|β|2 dx.
Assuming that the elastic energy is minimized given the dislocation line (elastic equilibrium
under plastic side condition), we can then associate an elastic energy to the dislocation itself.
Under the assumption of a slow movement of the dislocation γ compared to the elastic relaxation
time in the crystal, we can expect that γ moves by the gradient flow of this elastic energy.
In this article we find an effective energy Eeffε (γ) which simplifies the non-local interaction
between the boundary of the material body ∂Ω and the dislocation line, and then obtain as-
ymptotic expansions for the energy Eeffε (γ) in ε. In turn, this allows us to deduce the negative
gradient of the effective energy with respect to the variation of the dislocation line, the so-called
Peach-Koehler force FPK,ε. Precisely, we show that Eeffε (γ) converges to the length of the curve
γ (suitably rescaled) and that the Peach-Koehler force approaches the mean curvature of γ, also
rescaled, i.e.,
FPK,ε(γ) ≈ #Hγ +RPK,ε
where RPK,ε is small in L∞(γ) and bounded in C0,α(γ) if γ is a C2,α-curve – the precise result
can be found in Theorem 4.7. Unfortunately, the bounds we obtain are not strong enough
to pass to the limit in the L2-gradient flows of the energies Eeffε since the remainder term is
only bounded in the critical Ho¨lder space, but not necessarily small. However, we prove that if
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solutions to the gradient flow of Eε exist and remain regular up to a given time, do not approach
the domain boundary ∂Ω or develop self-intersections, then these solutions converge to a solution
to curve-shortening flow, which is the gradient flow of the energy limit.
Unconditionally, we prove short-time existence, regularity and convergence for solutions to a
modified gradient flow where the dissipation is given by an H1-type inner product similar to the
one used in [Hud18]. This converts the PDE into a Banach-space valued ODE
∂tΓ = (1−∆Γ)−1 FPK,ε(Γ)
which can easily be solved since the inverse curve Laplacian regularizes the Peach-Koehler force
sufficiently. With this regularized Peach-Koehler force, we can also include non-linear mobilities
which distinguish between edge and screw dislocations (the tangent vector to the dislocation line
γ is orthogonal/parallel to a fixed vector b ∈ R3 respectively, the so called Burgers vector). The
main results on the asymptotics for dislocation dynamics are given in Theorem 5.1 and Corollary
5.5, with further extensions in Remarks 5.2 and 5.6.
The proofs are based on a careful decomposition β as β = S +∇u where S is the strain due
to the presence of the dislocation in an infinite crystal and u encodes the interaction of β with
the domain Ω. We can write S as the convolution of an explicit kernel k with the Nye measure
µ on γ. Explicit formulas are obtained by using the second order Taylor expansion of γ and
estimating the error terms. The Peach-Koehler force is thus doubly non-local in that S depends
non-locally on γ and the force itself is an integral of terms involving S and u over the boundary
of the ε-tubular neighborhood around γ.
This article is structured as follows. In Section 2 we collect some notations which will be used
in the article and may not be standard. Section 3 is devoted to the study of the elastic energy,
the effective energy and its variation. In Section 4 we study the asymptotic behavior of the strain
β as ε → 0 in L∞ and Ho¨lder spaces for regular curves. Then we use our results to obtain an
asymptotic expansion of the Peach-Koehler force. In Section 5 we show that also the gradient
flows of the energies converge (with the aforementioned caveats), and we discuss our results and
future work in Section 6.
2. Notations and Preliminaries
Let us briefly list the notations and concepts used in this article which are slightly non-
standard.
Embeddedness radius of a curve. It is well-known that an embedded C2-curve in R3 has
a tubular neighborhood, i.e. a neighborhood of the form Br(γ) := {x ∈ R3 | dist(x, γ) < r}, for
some r > 0, which is diffeomorphic to S1 ×D1 (where D1 is the unit disk in R2) via a map
Φ : S1 ×D1 → R3, Φ(s, ρ, σ) := γ(s) + r (ρn1(s) + σ n2(s))
for two normal vector fields to γ, n1, n2. We call the supremum of all radii for which such a diffeo-
morphism exists the embeddedness radius of γ. Further details can be found in Appendix A where
we also show that the embeddedness radius is lower-semi continuous under C2,α-convergence of
curves.
Notation. Below we list some notatins used in the sequel.
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X(A;B) function space X (e.g., Lp, C0,α, Hk, . . . ) with domain A and codomain B
D′ space of distributions
a ∧ b cross product of two vectors a, b in R3
A b B A is compactly contained in B, i.e., A ⊆ A ⊆ B and A is compact
C2,α1,α/2 parabolic Ho¨lder space of functions with two continuous spatial derivatives
and one continuous time derivative such that ∂tu and D
2u are simultaneously
C0,α-continuous in space and C0,α/2 in time
f ′ derivative of f with respect to a spatial scalar variable (usually called s)
f˙ time-derivative of f
Ω bounded Lipschitz-domain in R3
b Burgers vector in R3 which is fixed throughout the paper
γ dislocation curve embedded in a domain Ω
τ unit tangent vector γ
′
|γ′| of a curve γ
#
H curvature vector of a curve
Hs s-dimensional Hausdorff measure
µ Nye dislocation measure b⊗ τ · H1|γ
β elastic strain
S singular strain associated to µ
u function such that β = S +∇u
Bε(γ) ε-tube around the curve γ, often abbreviated as Bε
pi closest point projection from Br(γ) to γ
νε exterior normal vector to the tubular neighborhood ∂Bε(γ)
Ωε the set Ω \Bε(γ)
Γ a family of space curves evolving in time
k gradient of the Newton kernel G in three dimensions
Neumann problems. We recall a result on elliptic Neumann problems which we will need
later on. Let f ∈ L2(Ω) and g ∈ L2(∂Ω). We say that a function u ∈ H1(Ω) solves the Neumann
problem { −∆u = f in Ω
∂νu = g on ∂Ω
on the bounded Lipschitz-domain Ω⊂ R3 if ∫
Ω
u = 0 and one of the two equivalent conditions is
met:
(1) u minimizes the energy
∫
Ω
1
2 |∇u|2 − uf dx−
∫
∂Ω
ug dH2.
(2)
∫
Ω
〈∇u,∇ϕ〉dx = ∫
Ω
fϕdx+
∫
gϕdH2 for all ϕ ∈ H1(Ω).
Considering the energy competitor v = 0 in (1) shows that the minimum energy is non-positive,
and therefore ∫
Ω
|∇u|2 dx≤2
∫
Ω
uf dx+ 2
∫
∂Ω
ug dH2
≤ 2 ‖u‖L2(Ω)‖f‖L2(Ω) + 2‖u‖L2(∂Ω)‖g‖L2(∂Ω)
≤ C [‖f‖L2(Ω) + ‖g‖L2(∂Ω)] ‖∇u‖L2(Ω), (2.1)
and so ‖u‖H1(Ω) ≤ C
[‖f‖L2(Ω) + ‖g‖L2(∂Ω)], where the constant C depends on the Poincare´-
and trace-constants of the domain Ω.
If the boundary of Ω is C2-regular, standard regularity estimates imply that u ∈ H2(Ω) and
∂νu = g in the sense of traces.
Further conventions. The vector calculus operators curl and div are applied row-wise to
matrices. In the following, we will not distinguish between a parameterized curve, its reparame-
terizations and its trace.
In addition, our proofs we need several results which we introduce in appendices:
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• For the derivation of the effective energy, we require uniform trace and Poincare´ con-
stants on the domains Ωε = Ω \ Bε(γ) given by the physical body Ω without a tubular
neighborhood of the dislocation. This is the content of Appendix B.
• Both in the proof of these results and obtaining the asymptotic expansion of the Peach-
Koehler force, we require cylindrical coordinates for the tubular neighborhood around
γ which we remove and particularly its boundary. These coordinates are introduced in
Appendix A.
• Finally, in Appendix C we collect a few results on L2- and H1-gradient flows and the
equation (1− δ∆)u = f for small δ.
3. Elastic energy and Peach-Koehler force
3.1. The elastic energy. We consider the minimum of the elastic energy of deformations with
a prescribed topological defect in the form of a fixed dislocation loop γ in a bounded, simply-
connected Lipschitz domain Ω ⊂ R3. For technical reasons, we will in addition assume that Ω is
simply connected.
Let γ : S1 → Ω be a regular, closed Lipschitz curve , and let b ∈ R3 be the Burgers vector
of the dislocation. We denote by γ = γ(S1) also the trace of the curve in R3 and we do not
distinguish between reparametrizations. The Nye dislocation measure of the dislocation is then
given by
µγ := b⊗ τ H1|γ
where τ : γ → S2, τγ(t) := γ
′(t)
|γ′(t)| is the unit tangent to γ. We define the set of associated
admissible strains of the crystal Ω by
A(µγ) := {β ∈ L1(Ω;R3×3) ∩ L2loc(Ω \ γ;R3×3) : curlβ = µγ in D′
(
Ω× R3×3)}.
Note that the condition curlβ = µγ is not compatible with prescribing β ∈ L2(Ω;R3×3). In fact,
we will show later that if β ∈ A(µγ) then
∫
Ω\Bε(γ) |β|2 dx & | log ε| for every ε > 0. On the
other hand, a classical linearized elastic energy is quadratic in the strain, so in order to obtain a
finite energy we use a standard core-radius cut-off approach. We consider a ‘simplified linearized
elasticity’ for the stored elastic energy induced by a dislocation given by the dislocation density
µγ , i.e., we set
Eε(µγ) := inf
{
1
2
∫
Ωε(γ)
|β|2 dx
∣∣∣∣ β ∈ A(µγ)}, (3.1)
where
Ωε(γ) := Ω \Bε(γ) with Bε(γ) ={x ∈ Ω | dist(x, γ) < ε}.
When no confusion is possible, we will also simply write Ωε = Ωε(γ). Note that since γ is a
compact curve in Ω, there is a positive distance between γ and ∂Ω, and so for small enough ε > 0
also Bε(γ) b Ω and ∂Ωε = ∂Ω ∪ ∂Bε(γ).
In this energy (3.1), β plays the role of the deformation gradient, but cannot be a gradient for
topological reasons due to the presence of the dislocation γ where plastic ‘slip’ occurs, encoded
by the non-trivial curl. Heuristically, we can imagine an extra half-plane of atoms wedged in on
one side of γ, but not the other one, see Figure 1.
In physical units, the Burgers vector is proportional to the lattice, the vector b is the normalized
Burgers vector and of order O(1). So the physical energy associated to a single dislocation with
normalized Burgers vector b would be multiplied by the square of the lattice constant, a scalar
multiple of ε.
Remark 3.1. In linear elasticity theories for crystal dislocations the energy becomes
Eε(µγ) := inf
{
1
2
∫
Ωε(Γ)
Cβ : β dx : β ∈ A(µγ)
}
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b
Figure 1. Sketch of a straight edge dislocation line in a three-dimensional
cubic lattice. Left: Deformed configuration with dislocation. Right: Reference
configuration with Burgers vector b.
for a tensorial map C : R3×3 → R3×3 which associates the stress Cβ to the strain β. In our
simplified case, C = id, while isotropic elastic tensors have the form
Cijkl = λ δijδkl + µ
(
δikδjl + δilδjk
)
leading to an elastic energy
Eλ,µε (µγ) := inf
{
1
2
∫
Ωε(γ)
(
2µ
∣∣∣∣β + βT2
∣∣∣∣2 + λ tr(β)2
)
dx : β ∈ A(µγ)
}
.
Assuming that the Lame´ moduli λ, µ satisfy the ellipticity conditions µ > 0, λ + 2µ > 0, this
energy is bi-Lipschitz equivalent to that of simplified linearized elasticity (3.1) due to Korn’s
inequality, and many of the same methods are applicable. This setting will be the topic of future
work [FGLW].
As a first step toward understanding the energy (3.1) we recall how to construct a solution to
the Euler-Lagrange equations to the whole space problem{
divS = 0 in R3,
curlS = µγ in R3.
Notice that the closedness of γ implies that divµγ = 0 in the distributional sense. Then, due
to [BB07, CGO15], a distributional solution S ∈ L 32 (R3;R3×3) ∩ L2loc(R3 \ γ;R3×3) is given by
S := (−∆)−1curlµγ , which is verified in a formal computation
divS = div (−∆)−1curlµγ = (−∆)−1div curlµγ = (−∆)−1 0 = 0
and
curlS = curl (−∆)−1curlµγ
= (curl ◦ curl ) (−∆)−1µγ
= (∇ ◦ div −∆)(−∆)−1µγ
= (−∆)−1∇ (divµγ + (−∆)(−∆)−1µγ)
= (−∆)−1∇ 0 + µγ
= µγ .
It is well known that the inverse of the negative Laplacian (vanishing at infinity) is given by
convolution with the Newtonian kernel G(x) = 14pi |x| , and thus, formally,
S(x) = (−∆)−1curlµγ
= curl (−∆)−1µγ
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= curl x
∫
R3
G(x− y) dµγ(y)
= curl x
∫
γ
G(x− y) b⊗ τy dH1y
= b⊗ curl x
∫
γ
G(x− y) τy dH1y
= b⊗
∫
γ
∇G(x− y) ∧ τy dH1y
= b⊗
∫
γ
k(x− y) ∧ τy dH1y (3.2)
where k(x) := ∇G(x) = −x4pi |x|3 . Clearly, the strain S is C∞ away from the curve γ. We will
investigate the structure of S below in great detail in the case that γ ∈ C2(S1;R3), which will
also give a more precise information on the nature of the singularity.
We can now express the energy Eε(µγ) in terms of S. First we notice that every function
β ∈ A(µγ) can be written as β = S +∇u for some u ∈ W 1,1(Ω;R3) ∩H1(Ωε(γ);R3), and vice
versa since S fixes the curl of β and we assumed Ω to be simply connected. We have∫
Ωε(γ)
1
2
|β|2 dx = 1
2
∫
Ωε(γ)
|S|2 dx+ 1
2
∫
Ωε
|∇u|2 dx+
∫
Ωε(γ)
〈S,∇u〉dx
=
1
2
∫
Ωε(γ)
|S|2 dx+ 1
2
∫
Ωε(γ)
|∇u|2 dx+
∫
Ωε(γ)
(div (Su)− 〈divS, u〉) dx
=
1
2
∫
Ωε(γ)
|S|2 dx+ 1
2
∫
Ωε(γ)
|∇u|2 dx+
∫
∂Ω
u · Sν dH2 −
∫
∂Bε(γ)
u · Sνε dH2,
where νε denotes the exterior unit normal to Bε(γ) on ∂Bε(γ) (i.e., the interior unit normal to
Ωε), ν the exterior normal to Ω on ∂Ω, and where we used the fact that divS = 0. The integrals
are well-defined since S is smooth and bounded away from γ and u ∈ H1(Ωε) has a trace on the
boundary. This motivates the definition of the domain-dependent elastic energy
Iε(u) :=
1
2
∫
Ωε(γ)
|∇u|2 dx+
∫
∂Ω
u · Sν dH2 −
∫
∂Bε(γ)
u · Sνε dH2
for u ∈ H1(Ωε(γ);R3)∩W 1,1(Ω;R3). On the boundary ∂Ωε = ∂Ω∪ ∂Bε(γ), the function has to
be understood in the sense of traces. Moreover, note that the values of u and ∇u in Bε(γ) do
not contribute to the energy Iε(u). On the other hand, every function u ∈ H1(Ωε(γ);R2) can be
extended to a function u ∈ H1(Ω;R2) ⊆W 1,1(Ω;R2). Therefore we may write
Eε(µγ) = 1
2
∫
Ωε(γ)
|S|2 dx+ inf
u∈H1(Ω;R3)
Iε(u). (3.3)
Theorem 3.2. Let b ∈ R3 and let γ be a closed, regular C2-curve. Then for all ε > 0
inf
u∈H1(Ωε(γ);R3)
Iε(u) = min
u∈H1(Ωε(γ);R3)
Iε(u).
Furthermore, the minimizer uε of Iε is unique up to the addition of a constant, and satisfies the
Euler-Lagrange equation with boundary conditions −∆uε = 0 in Ωε,∂νεuε = −Sνε on ∂Bε(γ),
∂νuε = −Sν on ∂Ω.
(3.4)
Proof. The proof uses a standard argument. First notice that since divS = 0, the energy Iε is
invariant under the transformation u → u + c for c ∈ R3. Hence, it is enough to consider the
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minimization in {u ∈ H1(Ωε;R3) :
∫
Ωε
u = 0}. Let v ∈ H1(Ωε;R3) be such that
∫
Ωε
v = 0. Then
Iε(v) ≥ 1
2
∫
Ωε
|∇v|2 dx− ‖v‖L2(∂Ωε;R3)‖Sνε‖L2(∂Ωε;R3)
≥ cε‖v‖2H1(Ωε;R3) − Cε
(‖Sνε‖L2(∂Bε(γ);R3) + ‖Sν‖L2(∂Ω,R3)) ‖v‖H1(Ωε;R3).
Here, v on ∂Ωε has to be understood in the sense of traces. The constants cε, Cε > 0 stem from
Poincare´’s inequality and the trace operator, respectively.
Hence, for fixed ε > 0 the functional Iε is coercive. As Iε is a strongly continuous, convex
function, it is weakly lower-semicontinuous, and thus a minimizer exists. The equation (3.4)
is simply the corresponding Euler-Lagrange-equation whose solution is unique in the subspace
of functions with vanishing average (cf. estimate (2.1)), and thus it is unique in H1(Ωε;R3) up
to the addition of a constant vector. Since S is C∞-smooth away from γ, cf. (3.2), standard
regularity theory for Neumann problems on C2-domains implies that uε is an H
2-function up to
the boundary and the boundary condition is therefore well-defined in the sense of traces. 
3.2. The effective energy. We are now interested in the behavior of the energy Eε as ε → 0.
Since S only depends on the curve γ, the dependence of the elastic energy on the domain Ω is
solely encoded in the function uε and the energy Iε, (3.3). To simplify matters, we will take a
partial limit ε→ 0 only in Iε (i.e. uε). The same strategy was successfully used in [BM17, CL05].
Consider
I : H1(Ω;R3)→ R, I(u) :=
∫
Ω
1
2
|∇u|2 dx+
∫
∂Ω
u · SνH2. (3.5)
Theorem 3.3. There exists a unique (up to the addition of a constant) function u ∈ H1(Ω;R3)
such that
lim
ε→0
min
w∈H1(Ωε(γ);R3)
Iε(w) = I(u),
The function u minimizes I, satisfies the Neumann problem{ −∆u = 0 in Ω,
∂νu = −Sν on ∂Ω
and the solutions uε to the Ωε-problem (3.4) converge to u strongly in H
1(Ω′,R3) for all Ω′ b
Ω \ γ.
Before proving Theorem 3.3, we gather a few results.
Proposition 3.4. Assume that γ ∈ C2(S1; Ω). Then
lim
ε→0
‖Sνε‖L2(∂Bε(γ);R3) → 0.
Proof. We anticipate the results of Theorem 4.1 where we obtain a rigorous asymptotic expansion
of S (4.1) which shows that
‖Sνε‖L∞(∂Bε(γ);R3) = O(| log ε|).
The proof of the estimate is postponed until the next section. Let us emphasize that S = O(ε−1)
on ∂Bε(γ) and that it is only the product Sνε which is bounded in L2(∂Bε(γ)). In addition, we
claim that H2(∂Bε(γ)) = O(ε). This follows from the fact that γ locally looks like a straight
line and consequently ∂Bε(γ) locally looks like a cylinder of radius ε – in fact, more precisely
limε→0 ε−1H2(∂Bε(γ)) = 2piH1(γ).
It follows that ‖Sνε‖L2(∂Bε(γ);R3) = O(ε| log ε|). 
We will now argue that certain trace and extension constants on Ωε are uniform in ε. The
key idea in proving the next two propositions is that, on a small scale, γ looks like a straight line
and Bε(γ) looks like a cylinder. Proving the trace and extension result for a cylinder in three
dimensions is very similar to proving them for a disk in two dimensions, where the Dirichlet
energy is scale-invariant, leading to constants uniform in the radius of the cylinder.
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Recall that the embeddedness radius of a curve γ is in heuristic terms the largest radius for
which the tubular neighborhood {dist(·, γ) < r} is diffeomorphic to a torus – see also Definition
A.1 in the appendix.
Proposition 3.5. There exist ε0 > 0 and C > 0 such that for all 0 < ε < ε0 the trace operator
H1(Ωε;R3)→ L2(∂Bε(γ);R3) satisfies
‖u‖L2(∂Bε(γ);R3) ≤ C‖u‖H1(Ωε;R3).
The constants C and ε0 depend on the C
2-norm of γ and its embeddedness radius.
Of course, since γ does not touch ∂Ω and examining the local nature of the proof of trace
inequalities, also the constants of the trace operator H1(Ωε)→ L2(∂Ω) are uniform in ε < ε0.
Proposition 3.6. There exist ε0 > 0 and C > 0 such that for all 0 < ε < ε0 there exists an
extension operator Tε : H
1(Ωε;R3)→ H1(Ω;R3) such that
‖Tεu‖H1(Ω;R3) ≤ C‖u‖H1(Ωε;R3)
for all u ∈ H1(Ωε;R3). The constants C and ε0 depend on the C2-norm of γ and its embeddedness
radius.
Similarly, if we remove a finite union of discs from a domain in R2, the Poincare´-Friedrich
constant remains uniform – see e.g. [CL05, Proposition A.1]. Also this transfers to our case.
Proposition 3.7. There exist ε0 > 0 and C > 0 such that for all 0 < ε < ε0 and u ∈ H1(Ωε;R3)
the inequality ∫
Ωε
∣∣∣∣∣u(x)−
∫
Ωε
u
|Ωε|
∣∣∣∣∣
2
dx ≤ C
∫
Ωε
|∇uε|2 dx
holds. The constants C and ε0 depend on the C
2-norm of γ and its embeddedness radius.
The proofs of 3.5, 3.6 and 3.7 can be found in the appendix B. We are now ready to prove
this section’s main result.
Proof of Theorem 3.3. Let uε be the minimizer of Iε satisfying
∫
Ωε
uε dx = 0. As v = 0 is always
a competitor for Iε, it follows that supε Iε(uε) ≤ 0. Using Proposition 3.5, we observe that
Iε(uε) =
1
2
∫
Ωε
|∇uε|2 dx+
∫
∂Ω
〈uε,Sν〉dH2 −
∫
∂Bε(γ)
〈uε,Sνε〉dH2
≥ 1
2
∫
Ωε
|∇uε|2 dx− ‖uε‖L2(∂Ω) ‖Sν‖L2(∂Ω) − ‖uε‖L2(∂Bε)‖Sνε‖L2(∂Bε)
≥ 1
2
‖∇uε‖2L2(Ωε) − C
(‖Sν‖L2(∂Ω) + ‖Sνε‖L2(∂Bε(γ))) ‖uε‖H1(Ωε).
Now, applying Propositions 3.7 and 3.4, we have fo some c > 0 independent from ε
Iε(uε) ≥
[
c ‖uε‖H1(Ωε) − C
(‖Sν‖L2(∂Ω) + 1)] ‖uε‖H1(Ωε)
from which we obtain a uniform bound on ‖uε‖H1(Ωε) independent of 0 < ε < ε0. Using
Proposition 3.6, we extend uε to Ω in such a way that
‖Tεuε‖H1(Ω;R3) ≤ C ‖uε‖H1(Ωε;R3).
Since the sequence Tεuε is uniformly bounded in H
1(Ω;R3), there exists a function u ∈ H1(Ω;R3)
such that (up to a subsequence) Tεuε ⇀ u in H
1(Ω;R3). In particular,
∫
Ω
u dx = 0.
We will now show that u minimizes I. Arguing by contradiction, assume that there exists
v ∈ H1(Ω) such that ∫
Ω
v dx = 0 and I(v) < I(u). Using the strict inequality, we can find r > 0
such that
I(v) <
1
2
∫
Ωr
|∇u|2 dx+
∫
∂Ω
〈u,Sν〉dH2
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where in I(u) we replace the whole domain Ω by the smaller set Ωr. As uε minimizes Iε for
0 < ε < ε0, we have
lim sup
ε→0
Iε(uε) ≤ lim
ε→0
Iε(v) = I(v)
<
1
2
∫
Ωr
|∇u|2 dx+
∫
∂Ω
〈u,Sν〉dH2
≤ lim inf
ε→0
[
1
2
∫
Ωr
|∇uε|2 dx+
∫
∂Ω
〈uε,Sν〉dH2
]
≤ lim inf
ε→0
[
1
2
∫
Ωε
|∇uε|2 dx+
∫
∂Ω
〈uε,Sν〉dH2
]
≤ lim inf
ε→0
Iε(uε).
Above we used the facts that uε → u weakly inH1(Ωr), uε → u strongly in L2(∂Ω), ‖Sν‖L2(∂Bε) →
0 by Proposition 3.4, and thus∣∣∣∣∫
∂Bε
〈u,Sν〉dH2
∣∣∣∣ ≤ C ‖uε‖H1(Ωε) ‖Sν‖L2(∂Bε) → 0.
This contradiction allows us to deduce that u is a minimizer of I. Since I is convex and coercive,
the minimizer u is unique and satisfies the corresponding Euler-Lagrange equations{ −∆u = 0 in Ω,
∂νu = −Sν on ∂Ω.
The same proof as above shows that I(u) = limε→0 Iε(uε). In particular we have
∫
Ω′ |∇uε|2 dx→∫
Ω′ |∇u|2 dx for all Ω′ b Ω\γ, thus implying the strong convergence of uε → u in H1(Ω′;R3). 
In view of Theorem 3.3 we define the effective energy of a dislocation by
Eeffε (µγ) = min
u∈H1(Ω)
[∫
Ωε(γ)
|S|2 dx+ I(u)
]
.
In the future, we will always assume that S is associated to γ through (3.2) and u = uγ is the
unique minimizer with zero mean of I, so
Eeffε (µ) =
∫
Ωε(γ)
1
2
|S|2 dx+ I(u). (3.6)
3.3. Variation of the effective energy. In this section we derive an expression of the self-force
as the (negative) quasi-static variation of the effective energy with respect to the dislocation curve
γ. Physically, this means that we consider variations of the energy associated to the equilibrium
stress-field β given a defect measure µ, i.e. variations along which the relaxation to equilibrium
of the crystal is much faster than the movement of the dislocation curve. For this we consider a
closed C2-curve ϕ : S1 → R3 and the associated dislocation densities
µt := b⊗ τtH1|γt ,
where γt = (γ + tϕ) and τt(γ(s) + tϕ(s)) =
γ′(s)+tϕ′(s)
|γ′(s)+tϕ′(s)| . In addition, we denote the associated
functions by St := Sγt and ut := uγt . Note that due to the regularity of γ and ϕ, the domain
ΩT :=
⋃
t∈(−T,T )
{t} × (Ω \ γt)
is open. In this section, the variable t plays the role of the variation parameter, while below it
will be used for physical time.
Our first result is for the domain-independent singular strain S. The variation of S with respect
to γ changes the curl of S in such a gradual way that it does not appear in the derivative. We
show that the derivative of S with respect to the curve γ is given by the spatial gradient of a
function which depends on the direction of the variation.
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First, we prove the following simple lemma.
Lemma 3.8. Let U ⊂ R3 be open and f ∈ C1(U,R3), v, w ∈ R3. Then
[D(f ∧ v)]w − [D(f ∧ w)] v = ∇ [(f ∧ v) · w]− div (f) v ∧ w
= −∇ [(f ∧ w) · v]− div (f) v ∧ w
= ∇ [f · (v ∧ w)]− div (f) v ∧ w.
Proof. It suffices to satisfy the identity when v, w ∈ {e1, e2, e3} are basis vectors in R3 since
both sides of the string of equations are bilinear with respect to the constant vectors. If v = w,
both sides trivially reduce to zero, so without loss of generality, we may assume that v = e1 and
w = e2. We have
f ∧ v =
f1f2
f3
 ∧
10
0
 =
 0f3
−f2

[D(f ∧ v)] · w =
 0 0 0∂1f3 ∂2f3 ∂3f3
−∂1f2 −∂2f2 −∂3f2
01
0
 =
 0∂2f3
−∂2f2

∇ [(f ∧ v) · w] = ∇
 0f3
−f2
 ·
01
0
 = ∇f3.
Interchanging the roles of v and w, we obtain
[D(f ∧ v)] · w − [D(f ∧ w)] · v =
 ∂1f3∂2f3
−∂1f1 − ∂2f2
 =
∂1f3∂2f3
∂3f3
−
 00
∂1f1 + ∂2f2 + ∂3f3

= ∇f3 − div (f) e3 = ∇(f · (v ∧ w))− div (f) (v ∧ w).
The remaining equalities follow simply from (f ∧ v) · w = f · (v ∧ w) = −(f ∧ w) · v. 
Proposition 3.9. Denote ΩT :=
⋃
t∈(−T,T ){t} ×
(
Ω \ γt
)
. There exists T > 0 such that the
functions
Sϕ : ΩT → R3×3, Sϕ(t, x) = St(x)
and
uT : (−T, T )→ H1(Ω;R3×3), uT (t) = ut
are C1-smooth. We have the explicit formula
S˙ϕ(x) := d
dt
∣∣∣∣
t=0
St(x) = −b⊗∇wϕ(x), wϕ(x) :=
∫
γ
〈
k(x− y) ∧ τy, ϕ(γ−1(y))
〉
dH1y,
where k is the same as in (3.2). Moreover, u˙ϕ := ddt
∣∣
t=0
uT satisfies{ −∆u˙ϕ = 0 in Ω,
∂ν u˙
ϕ = −S˙ϕν on ∂Ω.
Proof. In view of (3.2) it holds
St(x) = b⊗
∫ 1
0
k (x− (γ(s) + tϕ(s))) ∧ (γ′(s) + tϕ′(s)) ds.
We remark that for every vector field f : Ω→ R3 and vectors a, b ∈ R3 it holds for every x ∈ Ω
(Df(x) a) ∧ b = D(f ∧ b)(x) a. (3.7)
Using Lemma 3.8 and (3.7), we compute
S˙ϕ(x) =
d
dt
∣∣∣∣
t=0
St(x)
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= b⊗
∫ 1
0
([Dk(x− γ(s))(−ϕ(s))] ∧ γ′(s) + k(x− γ(s)) ∧ ϕ′(s)) ds
= b⊗
∫ 1
0
([Dk(x− γ(s))(−ϕ(s))] ∧ γ′(s)− [Dk(x− γ(s))(−γ′(s))] ∧ ϕ(s)) ds
= b⊗
∫ 1
0
([Dk(x− γ(s))γ′(s)] ∧ ϕ(s)− [Dk(x− γ(s))ϕ(s)] ∧ γ′(s)) ds
= b⊗
∫ 1
0
Dx [k(x− γ(s)) ∧ ϕ(s)] γ′(s)−Dx [k(x− γ(s)) ∧ γ′(s)] · ϕ(s) ds
= b⊗
∫ 1
0
∇x [k(x− γ(s)) · (ϕ(s) ∧ γ′(s))]− (ϕ(s) ∧ γ′(s)) div x(k(x− γ(s)) ds
= b⊗∇x
∫ 1
0
[k(x− γ(s)) ∧ ϕ(s)] · γ′(s) ds
= b⊗∇x
∫
γ
[
k(x− y) ∧ ϕ(γ−1(y))] · τ(y) dH1(y),
where we used the fact that k is the gradient of the Newtonian kernel and thus divergence free
away from its singularity.
Let us fix t ∈ (−T, T ) and t′ → t. In view of formula (3.2), we find that the difference
quotients St−St′t−t′ are uniformly bounded in space (again, away from γ). Since by Theorem 3.3
ut−ut′
t−t′ solves the Neumann problem −∆
(
ut−ut′
t−t′
)
= 0 in Ω
∂ν
(
ut−ut′
t−t′
)
= −
(
St−St′
t−t′
)
ν on ∂Ω
we have ∥∥∥∥ut − ut′t− t′
∥∥∥∥
H1(Ω)
≤ CΩ
∥∥∥∥St − St′t− t′
∥∥∥∥
L2(∂Ω)
such that the difference quotients ut−ut′t−t′ have an H
1-weakly convergent subsequence with a limit
u˙ ∈ H1(Ω). Now, fix ϕ ∈ C∞(Ω). By weak convergence, we can pass to the limit on the left side
of the equation ∫
Ω
〈
∇ut − ut′
t− t′ ,∇ϕ
〉
dx =
∫
∂Ω
〈St − St′
t− t′ , ϕ
〉
dH2
and since t → St(x) is differentiable for every x ∈ ∂Ω, we can use the dominated convergence
theorem to pass to the limit on the right hand side as well. We deduce that u˙ has zero average
and satisfies (3.9). As the solution to (3.9) is unique (up to the addition of a constant) the limit
u˙ does not depend on the subsequence and thus ut−ut′t−t′ ⇀ u˙. This shows that u
T is differentiable
in time with values in H1(Ω;R3) (equipped with the weak topology).
Finally, we show that uT is also differentiable in time with values in H1(Ω;R3) (equipped with
the strong topology. Similarly to the proof of Theorem 3.3 we find that∫
Ω
∣∣∣∣∇ut − u0t− 0
∣∣∣∣2 dx→ ∫
Ω
|∇u˙|2 dx
since if ∫
Ω
|∇u˙|2 dx < lim inf
t→0
∫
Ω
∣∣∣∣∇ut − u0t
∣∣∣∣2 dx
we could show that∫
Ω
|∇u˙|2 dx−
∫
∂Ω
〈
u˙,
St(x)− S0(x)
t
〉
dH2 <
∫
Ω
∣∣∣∣∇ut − u0t
∣∣∣∣2 dx−∫
∂Ω
〈
∇ut − u0
t
,
St(x)− S0(x)
t
〉
dH2
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for some small t since H1(Ω) embeds compactly in L2(∂Ω). This would contradict the charac-
terization of solutions to the Neumann problem as minimizers of an energy functional. It follows
that the difference quotients converge strongly in H1 and thus that uT is differentiable with
values in H1. 
The following Proposition is the main result of this section.
Proposition 3.10. We have
dEeffε (µt)
dt
∣∣∣∣
t=0
= −
∫
∂Bε(γ)
1
2
|S|2 ϕ · νε − wϕ b · (S +∇u)νε − u · S˙ϕνε dH2.
Proof. We use the Reynolds transport theorem [Ant95, Equation (15.23)] for Ωε(γ + tϕ). The
corresponding velocity at t = 0 on ∂Bε(γ) is given by ϕ. We obtain
dEε(µt)
dt
=
d
dt |t=0
[∫
Ωε(γ+tϕ)
1
2
|S|2 dx+
∫
Ω
1
2
|∇u|2 dx+
∫
∂Ω
u · Sν dH2
]
=−
∫
∂Bε(γ)
1
2
|S|2(ϕ · νε) dH2 +
∫
Ωε(γ)
S : S˙ϕ dx+
∫
Ω
∇u : ∇u˙ϕ dx
+
∫
∂Ω
u˙ϕ · Sν + u · S˙ϕν dH2
=−
∫
∂Bε(γ)
1
2
|S|2(ϕ · νε) dH2 −
∫
Ωε(γ)
S : (b⊗∇wϕ) dx
+
∫
∂Ω
(
u˙ϕ · ∂νu+ u˙ϕ · Sν + u · S˙ϕν
)
dH2
=
∫
∂Bε(γ)
(
−1
2
|S|2(ϕ · νε) + wϕb · Sνε
)
dH2 −
∫
∂Ω
(
wϕb · Sν + u · S˙ϕν
)
dH2.
Here, we used that divS = ∆u = 0, ∂νu = −Sν on ∂Ω and the fact that the outer normal of
∂Ωε on ∂Bε(γ) is given by the negative of the outer normal νε of ∂Bε(γ). Now, we notice that
−
∫
∂Ω
wϕb · Sν dH2 =
∫
∂Ω
wϕb · ∂νudH2
=
∫
Ωε
(∆u · bwϕ +∇u : b⊗∇wϕ) dx+
∫
∂Bε(γ)
wb · ∂νεudH2
=−
∫
Ωε
u · b∆w dx+
∫
∂Bε(γ)
(wb · ∂νεu− u · (b⊗∇wϕ)νε) dH2
+
∫
∂Ω
u · (b⊗∇wϕ)ν dH2
=
∫
∂Bε(γ)
(
wb · ∇uνε − u · S˙ϕνε
)
dH2 +
∫
∂Ω
u · S˙ϕν dH2.
Consequently, we find that
dEε(µt)
dt
=
∫
∂Bε(γ)
(
−1
2
|S|2(ϕ · νε) + wϕb · (S +∇u) νε − u · S˙ϕνε
)
dH2.

4. Asymptotic expansions
In this chapter we obtain rigorous asymptotic expansions for the singular strain S, see (3.2),
and the Peach-Ko¨hler force.
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4.1. The singular strain. Denote by r > 0 the embeddedness radius of γ. We recall the
following.
(1) pi : Br(γ)→ γ is the closest point projection, which is well-defined and C1-smooth (C1,α
if γ ∈ C2,α),
(2) dist(x, γ) is C2-smooth in Br(γ) (C
2,α smooth if γ ∈ C2,α),
(3) ν := ∇dist(·, γ) denotes the exterior normal field to the tubular neighborhood Bρ(γ) for
0 < ρ < r.
(4)
#
H : γ → R3 stands for the curvature vector field of γ, i.e. if γ is parametrized by unit
length then
#
Hγ(s) = γ
′′(s).
Theorem 4.1. Let γ ∈ C2(S1;R3) and x ∈ Br(γ). Then
S(x) = 1
2pi
b⊗
(
1
dist(x, γ)
τpi(x) ∧ νx + 1
2
| log dist(x, γ)| τpi(x) ∧ #Hpi(x) +R(x)
)
(4.1)
where R(x) satisfies
(1) ‖R‖L∞(∂Bε(γ)) ≤ C
(
1 + ‖γ‖2C2 + | log ε|
)
for some C which depends on γ only through
the embeddedness radius,
(2) limε→0
‖R‖L∞(∂Bε(γ))
| log ε| = 0. This estimate is not uniform in C
2 and depends on the mod-
ulus of continuity of γ′′,
(3) ‖R‖L∞(∂Bε(γ)) ≤ C
(
1 + ‖γ‖2C2 + ‖γ‖C2,α
)
for some C if γ is C2,α-smooth. The constant
C depends on γ only through the embeddedness radius.
Proof. First we establish the identity (4.1) for a Taylor approximation of the curve γ. In a second
step, we estimate the error terms.
We denote ε := dist(x, γ). Without loss of generality, we assume that
γ(0) = 0, τγ(0) = γ
′(0) = e3, x = ε e1 (⇒ νx = e1).
Recall that
S(x) = b⊗
∫
γ
k(x− y) ∧ τy dH1y = b⊗
∫ 1
0
k(x− γ(s)) ∧ γ′(s) ds.
We fix r˜r > 0 smaller than the embeddedness radius r and such that |〈τγ(s), τγ(s′)〉| ≥ 12 whenever|γ(s)− γ(s′)| ≤ 2r˜.
Step 1. Taylor approximation. We begin by replacing γ by its second order Taylor
polynomial and consider
Pγ : (−r˜, r˜)→ R3, Pγ(s) = 0 + s e3 + s
2
2
#
H =
(γx
2
s2,
γy
2
s2, s
)
,
and we calculate the associated approximation of S(x) as
S˜(x) = b⊗
∫
Pγ
k(x− y) ∧ τy dH1y
= b⊗
∫ r˜
−r˜
k
(
x− Pγ(s)
) ∧ P ′γ(s) ds
= b⊗
∫ r˜
−r˜
−1
4pi
x− Pγ(s)
|x− Pγ(s)|3 ∧ P
′
γ(s) ds
=
1
4pi
b⊗
∫ r˜
−r˜
1[(
γx
2 s
2 − ε)2 + (γy2 s2)2 + s2]3/2
γx2 s2 − εγy
2 s
2
s
 ∧
γxsγys
1
 ds
=
1
4pi
b⊗
∫ r˜
−r˜
1[(
γx
2 s
2 − ε)2 + (γy2 s2)2 + s2]3/2
 γy2 s2 − γys2γxs2 − (γx2 s2 − ε)
γx
2 γy s
3 − γyεs− γx γy2 s3
 ds
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= b⊗ 1
4pi
∫ r˜
−r˜
s2/2[(
γx
2 s
2 − ε)2 + (γy2 s2)2 + s2]3/2 ds
−γyγx
0

+ b⊗ 1
4pi
∫ r˜
−r˜
ε[(
γx
2 s
2 − ε)2 + (γy2 s2)2 + s2]3/2 ds
01
0
 (4.2)
since the odd integrals in e3 direction cancel out due to anti-symmetry. Note that
#
Hγ(0) =
#
HPγ(0) = (γx, γy, 0), and therefore
(−γy, γx, 0) = e3 ∧ (γx, γy, 0) = τpi(x) ∧ #Hpi(x), e2 = e3 ∧ e1 = τpi(x) ∧ νx. (4.3)
In view of (4.1), (4.2) and (4.3), we claim that∫ r˜
−r˜
s2/2[(
γx
2 s
2 − ε)2 + (γy2 s2)2 + s2]3/2 ds = | log ε|+O(1) (4.4)
and ∫ r˜
−r˜
ε[(
γx
2 s
2 − ε)2 + (γy2 s2)2 + s2]3/2 ds =
2
ε
+O(1). (4.5)
Indeed, we obtain with a change of variables∫ r˜
−r˜
s2/2[(
γx
2 s
2 − ε)2 + (γy2 s)2 + s2]3/2 ds
=
∫ r˜
−r˜
s2/2[
ε2 − γxε s2 + 14
(
γ2x + γ
2
y
)
s4 + s2
]3/2 ds
=
1
2
∫ r˜
−r˜
ε2(s/ε)2
ε3
[
1 + |
~H|2 ε2
4 (s/ε)
4 + (1− γxε) (s/ε)2
]3/2 ds
=
1
2
∫ r˜/ε
−r˜/ε
s2[
1 + |
#
H|2 ε2
4 s
4 + (1− γxε)s2
]3/2 ds. (4.6)
Setting
I1(H, t, r˜, ε) :=
∫ r˜/ε
−r˜/ε
s2[
1 + H ε
2
4 s
4 + (1− tε)s2]3/2 ds,
(4.6) reduces to 12I
1(| #H|2, γx, r˜, ε), and we have
I1 (0, 0, r, ε) =
∫ r˜/ε
−r˜/ε
s2
[1 + s2]
3/2
ds
∂HI
1
(
| #H|2, γx, r, ε
)
=
∫ r˜/ε
−r˜/ε
(
−3
2
)
s2[
1 + |
#
H|2 ε2
4 s
4 + (1− γxε)s2
]5/2 ε2 s44 ds
=
−3 ε2
8
∫ r˜/ε
−r˜/ε
s6[
1 + |
#
H|2 ε2
4 s
4 + (1− γxε)s2
]5/2 ds,
∂tI
1
(
| #H|2, γx, r, ε
)
=
3ε
2
∫ r˜/ε
−r˜/ε
s4[
1 + |
#
H|2 ε2
4 s
4 + (1− γxε)s2
]5/2 ds.
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A calculation using hyperbolic functions and their identities shows that
lim
ε→0
[
I1(0, 0, r˜, ε)− 2 | log ε|] = 2 [log(2r˜) + 1] .
The second and third integral do not have any singularities, so it is only the behavior of the
integrand at infinity which determines the behavior of the integral. In the derivative with respect
to | #H|2, the integrand diverges linearly and thus the integral diverges quadratically. Together
with the prefactor, this means that ∂HI
1 = O(1). In the second derivative, the integrand decays
to zero as 1/s, so the integral diverges logarithmically. This means that ∂tI
1 = O(ε| log ε|) and
thus in total ∫ r
−r
s2/2[(
γx
2 s
2 − ε)2 + (γy2 s)2 + s2]3/2 ds = | log ε|+O(1)
proving (4.4).
To obtain (4.5) we write
I0(| #H|2, γx, r, ε) :=
∫ r˜
−r˜
ε[(
γx
2 s
2 − ε)2 + (γy2 s2)2 + s2]3/2 ds
=
1
ε
∫ r˜/ε
−r˜/ε
1[
1 + |
#
H|2 ε2
4 s
4 + (1− γxε)s2
]3/2 ds.
A simple calculation shows that
I0(0, 0, r, ε) =
1
ε
∫ r˜/ε
−r˜/ε
1
[1 + s2]3/2
ds
=
2
ε
(r˜/ε)√
1 + (r˜/ε)2
=
2
ε
+O(ε),
∂HI
0
(
| #H|2, γx, r, ε
)
=
−3ε
8
∫ r˜/ε
−r˜/ε
s4[
1 + |
#
H|2 ε2
4 s
4 + (1− γxε)s2
]5/2 ds
= O(ε | log ε|),
and ∂tI
0
(
| #H|2, γx, r, ε
)
=
3
2
∫ r˜/ε
−r˜/ε
s2[
1 + |
#
H|2 ε2
4 s
4 + (1− γxε)s2
]5/2 ds
= O(1).
Hence I0(| #H|2, γx, r˜, ε) = 2ε +O(1) and we conclude (4.5).
Step 2. Estimate of the remainder for C2-curves. So far we have shown that
S˜(x) =
b
2pi
⊗
[(
ε−1 + f (0)r,ε
(
| #Hpi(x)|2, γx
))
τpi(x) ∧ νx
+
( | log ε|
2
+ f (1)r,ε
(
| #Hpi(x)|2, γx
))
τpi(x) ∧ #Hpi(x)
]
,
where the functions f0r,ε and f
1
r,ε converge to a finite value at the origin and have uniformly
bounded Lipschitz constants. We include these terms in the remainder term R in (4.1). It
remains to estimate how large is the error stemming from the use of the Taylor approximation
in place of γ.
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We decompose Sγ(x) into a local part and a nonlocal part. Assume that γ is parametrized by
unit speed and set
S(x) = Sloc(x) + Snl(x),
where
Sloc(x) :=
∫ r˜
−r˜
k
(
x− γ(s)) ∧ γ′(s) ds and Snl(x) := ∫
S1\[−r˜,r˜]
k
(
x− γ(s)) ∧ γ′(s) ds.
As |k(x)| = 14pi|x|2 , the non-local term is easily estimated as
|Snl(x)| ≤ H
1(γ)
4pi r˜2
(4.7)
when r˜ is small enough (e.g. the embeddedness radius) so we focus on the local term. Using that
(assuming that ε is small enough)
|x− γ(s)|2 ≥ (s2 + ε2)/2 and |x− Pγ(s)| ≥ (s2 + ε2)/2 (4.8)
we find that∣∣Sloc(x)− S˜(x)∣∣ ≤ |b| ∣∣∣∣∣
∫ r˜
−r˜
(
k
(
x− γ(s)) ∧ γ′(s)− k(x− Pγ(s)) ∧ P ′γ(s)) ds
∣∣∣∣∣
≤ |b|
∫ r˜
−r˜
(∣∣[k(x− γ(s))− k(x− Pγ(s))] ∧ γ′(s)∣∣+ ∣∣k(x− Pγ(s)) ∧ [γ′(s)− P ′γ(s)]∣∣) ds
≤ |b|
∫ r˜
−r˜
(∣∣∣∣−14pi x− γ(s)|x− γ(s)|3 + 14pi x− Pγ(s)|x− Pγ(s)|3
∣∣∣∣ ‖γ′‖L∞ + 14pi |x− Pγ(s)|2 |γ′(s)− P ′γ(s)|
)
ds
≤ |b|
4pi
∫ r˜
−r˜
(∣∣∣∣Pγ(s)− γ(s)|x− γ(s)|3
∣∣∣∣+ ∣∣∣∣(x− Pγ(s)) [ 1|x− γ(s)|3 − 1|x− Pγ(s)|3
]∣∣∣∣+ |γ′(s)− P ′γ(s)||x− Pγ(s)|2
)
ds
≤ |b|
4pi
∫ r˜
−r˜
( |Pγ(s)− γ(s)|
(s2/2 + ε2/2)3/2
+
∣∣∣∣(x− Pγ(s)) [ 1|x− γ(s)|3 − 1|x− Pγ(s)|3
]∣∣∣∣+ 2 |γ′(s)− P ′γ(s)|s2 + ε2
)
ds.
(4.9)
Denote by
ω(s) := sup{|γ′′(s1)− γ′′(s2)| : |s1 − s2| < s}
the modulus of continuity of γ′′, and observe that
γ′(s)− P ′γ(s) =
[
γ′ − P ′γ
]
(s)− [γ′ − P ′γ] (0)
=
∫ s
0
(
γ′′(θ)− P ′′γ (θ)
)
dθ
=
∫ s
0
([
γ′′ − P ′′γ
]
(θ)− [γ′′ − P ′′γ ] (0)) dθ
=
∫ s
0
(γ′′(θ)− γ′′(0)) dθ
since P ′′γ is constant as Pγ is a quadratic polynomial. It follows that
|γ′(s)− P ′γ(s)| ≤
∫ s
0
ω(|θ|) dθ ≤ s ω(|s|) (4.10)
and, similarly, that
|γ(s)− Pγ(s)| ≤ s2 ω(|s|). (4.11)
Finally, we note that∣∣∣∣ 1|x− γ(s)|3 − 1|x− Pγ(s)|3
∣∣∣∣ = ∣∣∣∣−3ξ4s · (|x− γ(s)| − |x− Pγ(s)|)
∣∣∣∣ ≤ 3ξ4s ∣∣γ(s)− Pγ(s)∣∣ (4.12)
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where ξs is a point between |γ(s)− x| and |Pγ(s)− x|, so ξs ≥
√
s2+ε2
2 . In view of (4.9), (4.10),
(4.11) and (4.12) we obtain∣∣Sloc(x)− S˜(x)∣∣ ≤ |b|ω(r)
4pi
∫ r
−r
s2
(s2/2 + ε2/2)3/2
+
(
ε2 + s2 + | #H|2s4) 12 3
ξ4s
s2 + 2
|s|
s2 + ε2
ds
(4.13)
≤ |b|ω(r)
2pi
[ ∫ ε
0
√
8 s2
ε3
+
12 (ε2 + s2 + | #H|2s4) 12
ε4
s2 +
2 |s|
ε2
ds
+
∫ r
ε
√
8 s2
s3
+
12
(
ε2 + s2 + | #H|2s4
) 1
2
s4
s2 + 2
|s|
s2
ds
]
≤ |b|ω(r)
2pi
C
(
1 + | #H|2 + | log ε|
)
where C is a universal constant. It follows together with (4.7) – even without a modulus of
continuity estimate – that ∣∣S˜(x)− S(x)∣∣ ≤ C |b| [| log ε|+ 1]
where C depends only on the embeddedness radius and the C1,1-norm of γ. This can be improved
by choosing r˜ = r˜ε such that
r˜ε → 0, 1| log ε| r˜2ε
→ 0
and observing that
|S˜(x)− S(x)|
| log ε| ≤
|S˜(x)− Sloc(x)|+ |Snl(x)|
| log ε| ≤
C ω(r˜ε) (1 + | log ε|)
| log ε| +
C
| log ε| r˜2ε
→ 0
since ω(r˜ε) → 0. As r˜εε → ∞ all the above analysis for S˜ is still valid under this dependence of
r˜ on ε. It follows that ‖R‖L∞(∂Bε) = o(| log ε|).
Step 3. Estimate of the remainder for C2,α-curves. Thus far we have not made much
use of the modulus of continuity estimate in calculations. We can make use of (4.9), (4.10),
(4.11) and (4.12) to obtain instead of (4.13) the estimate
|Sloc − S˜|≤ |b|
4pi
∫ r˜
−r˜
s2ω(s)
(s2/2 + ε2/2)3/2
+
(
ε2 + s2 + | #H|2s4) 12 3
ξ4s
ω(s)s2 + 2
|s|ω(s)
s2 + ε2
ds
≤ C
∫ r˜
−r˜
ω(s)
|s| ds
If ω is such that
∫ r˜
−r˜
ω(s)
|s| ds <∞, we find that ‖R‖L∞(Bε) = O(1). This is in particular the case
in Ho¨lder spaces C2,α. 
Before moving on, let us briefly relate S to physical slip and consider the situation with applied
boundary forces.
Remark 4.2. So far we have assumed that the only stresses in the crystal are due to the presence
of the dislocation γ and that no external forces are applied, such as volume forces coupling to
the displacement in Ω (e.g. electro-magnetic forces), or boundary forces coupling to the energy
on ∂Ω. Boundary forces could be included in the model as (potentially time-dependent) linear
terms in the energy.
To be precise, assume for the moment that Ω is a strictly star-shaped domain, i.e., 0 ∈ Ω
and rΩ b Ω for all 0 < r < 1. Since γ b Ω, there exists r ∈ (0, 1) such that γ ⊂ rΩ and by
construction β = S+∇u is curl-free in the domain Ω\rΩ. Since Ω is strictly star-shaped, Ω\rΩ
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is homeomorphic to the (simply connected) domain B1(0) \ B1/2(0), and so β is a gradient in
Ω \ r · Ω, say β = ∇βlift. The boundary forces are then included, as usual, by
E(µ) := inf
β=S+∇u∈Aµ
{∫
Ω
1
2
|β|2 dx−
∫
∂Ω
〈βlift, fsurf 〉dx
}
.
and act on u as boundary conditions. Physically, a dislocation loop is the boundary of a slip
plane Σ. Assuming that Σ b Ω and γ = ∂Σ, we obtain using Stokes’ Theorem that for any
V ∈ R3 we have〈∫
γ
k(x− y) ∧ τy dH1, V
〉
=
∫
γ
〈k(x− y) ∧ τy, V 〉 dH1
=
∫
γ
〈V ∧ k(x− y), τy〉 dH1
=
∫
Σ
〈
curl y
(
V ∧ k(x− y)), νΣ,y〉 dH2
=
∫
Σ
〈(div k)V − ∂V k(x− y), νΣ,y〉 dH2
=
∫
Σ
〈0−Dyk(x− y)V, νΣ,y〉 dH2
=
(∫
Σ
νTΣ,yDxk(x− y) dH2
)
· V
=
(
∇x
∫
Σ
k(x− y) · νΣ,y dH2
)
· V
if x /∈ Σ since then div k = ∆G = 0 because k is the gradient of the Newton potential. Recall
from (3.2) that S(x) = b ⊗ ∫
γ
k(x − y) ∧ τy dH1 and by definition ∇βlift = S +∇u outside rΩ.
Thus, we find (up to an additive constant)
βlift(x) = u+ b
∫
Σ
k(x− y) · νΣ,y dy.
The slip-plane Σ of βlift is non-unique, but if Σ,Σ′ are two slip-surfaces, then βlift is well-defined
on connected components of Ω\ (Σ∪Σ′) up to additive constants since k is divergence-free away
from γ. We note that in the special case where γ is the unit circle and Σ is the unit disk, we can
calculate βlift at x = (0, 0, x3) as
βlift(x) = u+ b
∫
Σ
k(x− y) · νΣ,y dH2
= u+
b
4pi
∫
{|y|<1}
〈00
1
 , 1
[y21 + y
2
2 + x
2
3]
3/2
 y1y2
−x3
〉 dy1 dy2
= u− b
4pi
∫
{|y|<1}
x3
|x3|3 [
(
y1
x3
)2
+
(
y2
x3
)2
+ 1]3/2
dy1 dy2
= u− b sign(x3)
4pi
∫
{|y′|< 1|x3|}
1
[1 + (y′1)2 + (y
′
2)
2
dy1 dy2
= u− b sign(x3)
4pi
∫ |x3|−1
0
[1 + r2]−3/2 2pir dr
→ u− b sign(x3)
2
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as |x3| → 0±. This shows that the deformation βlift jumps by precisely the Burger’s vector
across the surface Σ since the symmetry only simplified the calculation of the integral. Similar
computations can be made for curved surfaces by Taylor approximation.
From (3.2), it is clear that S ∈ C∞(R3\γ;R3×3). We show that if γ ∈ C2,α then the remainder
term R in (4.1) is C0,α-Ho¨lder continuous.
Let A be a subset of C2(S1;R3) such that all curves in A are uniformly bounded in C2 and
have similar embeddedness radii as well as a uniform lower bound on |γ′|. Using the construction
described in Appendix A.3 We choose normal fields n1, n2 for cylindrical coordinates ψγ;r such
that the maps
A→ C1(S1;R3), γ 7→ ni (i = 1, 2)
are Lipschitz continuous.
Lemma 4.3. The map
Υr : A→ C0(S1 × S1), γ 7→ Rγ ◦ ψγ;r
is Lipschitz-continuous with Lipschitz constant Lε ≤ L(| log ε| + 1) for some L > 0 depending
on A through the uniform bound on the C2-norm, the uniform lower bound on the embeddedness
radius, and a uniform lower bound on |γ′|.
Proof. Step 1. Assume first that γ, η : (−r, r)→ R3 are curves in A such that
γ(0) = η(0) = 0, γ′(0) = η′(0) = e3, x = ε e1.
Replacing Pγ by η in Step 2 in the proof of Theorem 4.1 one immediately derives the analogous
estimates to (4.9), (4.10), (4.11) and (4.12) with ω(s) = ‖γ′′ − η′′‖L∞ . Then we obtain exactly
in (4.13) that
|Slocγ (x)− Slocη (x)| ≤ C (| log ε|+ 1) ‖γ′′ − η′′‖L∞
The non-local contribution to S can be estimated in a straight-forward way by ‖γ− η‖C1 . Since
the τ ∧ ν-term in Sγ and Sη cancels, this means that∣∣∣[| log ε| #Hγ(x) +Rγ(x)]− [| log ε| #Hη(x) +Rη(x)]∣∣∣ ≤ C (| log ε|+ 1) ‖γ′′ − η′′‖L∞
and using the dependence of
#
H on the curve, we deduce that in fact
|Rγ(x)−Rη(x)| ≤ C (| log ε|+ 1) ‖γ − η‖C2 .
Step 2. Consider two curves γ, η in A, and s, θ ∈ S1. There exists an Euclidean motion
M : R3 → R3, Mx = m0 +Ox
with O ∈ SO(3) such that |m0| ≤ ‖γ − η‖C0 , ‖O − I‖R3×3 ≤ ‖γ − η‖C1 , and
M(ψη(s, θ)) = ψγ(s, θ) and γ
′(s) = Oη′(s).
We calculate
SMη(Mx) = b⊗
∫
Mη
k (Mx− y) ∧ τMηy dH1y
= b⊗
∫
η
k (Mx−My) ∧Oτηy dH1y
= b⊗
∫
η
O [k(x− y)] ∧O τηy dH1y
= b⊗
∫
η
O
[
k(x− y) ∧ τηy
]
dH1y
= b⊗O
∫
η
k(x− y) ∧ τηy dH1y.
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since O is an isometry of R3 (so measure preserving for H1) and preserves the orientation of R3,
so it commutes with the cross-product. When we write S = b ⊗ Ŝ and R = b ⊗ R̂, we can use
the first step for γ and Mη to find for x = ψγ(s, θ) that
|Rγ(x)−Rη(x)| = |b|
∣∣R̂γ − R̂η∣∣
≤ |b|
(∣∣∣OR̂η − R̂η∣∣∣+ |R̂Mη − R̂γ |)
≤ |b|
(
‖M − I‖R3×3 ‖R̂η‖L∞ + C (| log ε|+ 1) ‖γ −Mη‖C2
)
≤ C|b| ( ‖γ − η‖C1(1 + | log ε|)‖η‖C2 + C (| log ε|+ 1) [‖γ − η‖C2 + ‖η −Mη‖C2 ])
≤ C|b| (| log ε|+ 1) [‖γ − η‖C1‖η‖C2 + ‖γ − η‖C2 + ‖γ − η‖C1‖η‖C2 ]
≤ C|b| (| log ε|+ 1) ‖γ − η‖C2 .
The constant C depend on the set A through the uniform C2-bound and the uniform lower
bound on the embeddedness radius.

Corollary 4.4. If γ ∈ C2,α(S1;R3) is embedded then it holds for the remainder term in (4.1)
that R ∈ C0,α(∂Bε(γ);R3×3) and for (s, θ), (s′, θ′) ∈ S1 × S1∣∣R ◦ ψε,γ(s, θ)−R ◦ ψε,γ(s′, θ′)∣∣ ≤ C | log ε| ‖γ‖C2,α[|s− s′|α + |θ − θ′|]
where the constant C depends on γ through its C2-norm and embeddedness radius.
Proof. Assume that γ is parametrized by unit speed and set
A := {γs0 | γs0(s) := γ(s+ s0)}.
By Lemma 4.3 we have∣∣Rγ(ψγ(s, θ))−Rγ(ψγ(s0 + s, θ))∣∣ = ∣∣Rγ(ψγ(s, θ))−Rγs0 (ψγs0 (s, θ))∣∣
≤ C (| log ε|+ 1) ‖γ − γs0‖C2
≤ C (| log ε|+ 1) [γ′′]C0,α sα0
for fixed θ ∈ S1. On the other hand, for fixed s we may just use rotations as above to establish
Lipschitz continuity. Indeed, assume that γ(s) = 0, γ′(s) = e3, ψ(s, θ) = εe1. Let M be a
rotation such that Mψ(s, θ) = Mψ(s, θ′). Then by Lemma 4.3∣∣R(ψ(s, θ))−R(ψ(s, θ′))| = ∣∣Rγ(εe1)−Rγ(M εe1)∣∣
=
∣∣Rγ(εe1)−RMM−1γ(M εe1)∣∣
≤ C (| log ε|+ 1) ‖γ −M−1γ‖C2
≤ C (| log ε|+ 1) ‖γ‖C2 ‖M−1 − I‖
= C (| log ε|+ 1) ‖γ‖C2 ‖I −M‖
for the standard matrix norm on R3, which is rotation invariant. The distance between the
rotation M and the identity matrix is proportional to the angle by which M rotates around the
e3 axis, i.e., θ − θ′. We conclude that∣∣Rγ(ψγ(s, θ))−Rγ(ψγ(s′, θ′))∣∣ ≤ C (| log ε|+ 1) ‖γ‖C2,α[|s− s′|α + |θ − θ′|].

4.2. The effective energy. Asymptotics for true elastic energies in the language of Γ-convergence
are available due to [CGO15] in the more general framework of lattice-valued currents. Here, we
present a heuristic argument to justify the asymptotic effective energy.
22 I. FONSECA, J. GINSTER, AND S. WOJTOWYTSCH
Theorem 4.5. Let γ ∈ C2(S1; Ω) be an embedded curve, b 6= 0 a Burgers vector and µ the Nye
dislocation measure. Then there exists a constant E ∈ R such that
lim
ε→0
(
Eeffε (µ)−
|b|2H1(γ)
4pi
| log ε|
)
= E.
Proof. We use the cylindrical coordinates Ψ adapted to γ in a tubular neighborhood Br(γ)
introduced in Appendix A. Let u be the unique (up to the addition of a constant) minimizer of
I associated to γ indirectly through S (see Theorem 3.3). We have using the expansions for S,
(4.1), and |detDΨ|, (A.3),
Eeffε (µ) =
1
2
∫
Ωε(γ)
|S|2 dx+ I(u)
=
1
2
∫
Ωε\Ωr
|S|2 dx+ 1
2
∫
Ωr
|S|2 dx+ I(u)
=
1
2
∫
Ωε\Ωr
|S|2 dx+ Eeffr (µ)
=
1
2
∫
S1
∫ r
ε
∫
S1
|S|2(Ψ(s, ρ, θ)) |detDΨ|dθ dρds+ Eeffr (µ)
=
|b|2
8pi2
∫
S1
∫ r
ε
∫
S1
[
1
ρ2
+O
( | log ρ|
ρ
)]
|γ′(s)| [ρ+O(ρ2)] dθ dρds+ Eeffr (µ)
=
|b|2
8pi2
∫
S1
|γ′(s)|
∫ r
ε
∫
S1
1
ρ
+O(| log ρ|) dθ dρds+ Eeffr (µ)
=
|b|2
8pi2
(
2pi · H1(γ) [log r − log ε] +O(r | log r|))+ Eeffr (µ)
=
|b|2 | log ε|
4pi
H1(γ) +
[
Eeffr (µ) +
|b|2 log(r)
2pi
H1(γ)
]
+O(r | log r|).
Taking the first term on the right hand side to the left and taking the limit ε→ 0 on both sides,
we obtain the statement. The O(r log r) term has only a mild dependence on ε and the limit
exists. 
Remark 4.6. Note that the growth of the effective energy is quadratic in |b|. This may explain
why typically dislocations with a large Burgers vector split into two (or more) dislocations of
very similar length with smaller Burgers vectors b1, b2 such that b1 +b2 = b. The physical growth
rate therefore is |b| – see [CGO15].
We do not see this in our model since the variations we consider do not account for the possibil-
ity of splitting. However, the result is reasonable for all Burgers vectors b in the crystallographic
lattice close enough to the origin, namely all Burgers vectors which cannot be decomposed into
several lattice vectors b1, . . . , bN such that |b1|2 + · · ·+ |bN |2 ≤ |b|2.
4.3. The Peach-Koehler force. The Peach-Koehler force on a dislocation line is defined as
the negative gradient of the effective energy under a variation of the dislocation curve. In this
section, we obtain an asymptotic expansion of this force. Recalling Proposition 3.10 we have
dEeffε (µt)
dt
∣∣∣∣
t=0
= −
∫
∂Bε(γ)
[
1
2
|S|2〈ϕ, ν〉 − wϕ〈b, (S +∇u)ν〉 − 〈u, S˙ϕν〉
]
dH2.
For future purposes, we define the renormalized Peach-Koehler force on the dislocation line γ at
y ∈ γ by
FPK,ε(x) := −f
PK,ε,(1)(x) + fPK,ε,(2)(x) + fPK,ε,(3)(x)
| log ε| , (4.14)
where
fPK,ε,(1)(y) :=−
∫
∂Bε(γ)
1
2
|S|2〈ϕ, ν〉dH2,
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fPK,ε,(2)(y) :=
∫
∂Bε(γ)
wϕ〈b, (S +∇u)ν〉dH2,
fPK,ε,(3)(y) =
∫
∂Bε(γ)
〈u, S˙ϕν〉dH2.
In the following we calculate the three terms separately, using the adapted cylindrical coor-
dinates ψε for ∂Bε(γ) developed in Appendix A. We have seen in Theorem 4.5 that the energy
is, to highest order, given by the arclength functional, and the main result in this chapter is
that, to highest order, its variation is given by curvature (which is the variation of the arclength
functional).
Theorem 4.7. The Peach-Koehler force is
FPK,ε =
|b|2
4pi
#
H +RPK,ε
where
lim
ε→0
‖RPK,ε‖L∞(γ) = 0, ‖RPK,ε‖C0,α ≤ C. (4.15)
The limit is uniform in bounded subsets of C2,α with a uniform embededness radius whereas the
constant C depends on γ through the C2,α-norm and the embeddedness radius.
Proof. Theorem 4.7 follows from the upcoming Lemmas 4.11, 4.12, and 4.13. 
In the next section we often write FPK,εγ and R
PK,ε
γ when the curve γ is allowed to evolve.
Remark 4.8. It is not clear whether or not our C0,α-estimate, (4.15), which is only uniform
modulo | log ε| is optimal, and an improvement in this would likely allow significant advances in
the time-dependent setting where an estimate like ‖RPK,ε‖C0,α ≤ C | log ε|−1 would allow for a
number of new techniques to be applied.
Remark 4.9. As we have seen, it is fairly involved to obtain estimates on the remainder term
even in relatively weak spaces. In some special situations, this term is much better understood,
for example for infinite straight parallel lines. In that case, there is no curvature and long-ranged
interactions between distinct dislocations and between dislocations and the boundary dominate
the picture. This is the setting investigated, for example, in [CL05, BM17].
Remark 4.10. While we have only estimated FPK,ε in the C0,α-norm and can do no better in
a uniform fashion since the leading order term
#
H is only Ck−2,α for Ck,α-curves, we note that
FPK,ε is more regular. Indeed, in view of Proposition 3.10 we have
FPK,ε(y) =
1
2
∫
S1
|S|2(ψε(pi(y), θ))√det gψε(pi(y), θ) ν(pi(y), θ)dθ
−
[∫
∂Bε(γ)
〈
b, (S +∇u)νε
〉
k(x− y) dH2x
]
∧ τy
−
[∫
∂Bε(γ)
〈u(x), b〉 (∂νxk) (x− y) dH2x
]
∧ τy.
Note that the terms involving S, u,∇u and k are C∞-smooth and the regularity of the expres-
sion is dictated by the regularity of the closest point projection pi and its composition with
ψε,det gψε , ν, as well as the regularity of the unit tangent. Since all of these functions are of
class Ck−1,α if γ is an embedded Ck,α-curve, we see that FPK,ε ∈ Ck−1,α, although the bounds
degenerate as ε→ 0.
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Lemma 4.11. The first contribution to the Peach-Koehler force is
fPK,ε,(1) :=
1
2
∫
S1
|S|2(ψε(s, θ))√det gψε(s, θ) νε(s, θ) dθ
= −|b|
2
8pi
| log ε| #H +RPK,ε,(1),
where the remainder term RPK,ε,(1) is uniformly bounded in L∞(γ;R3) and | log ε|−1RPK,ε,(1)
is uniformly bounded in C0,α(γ;R3). The bounds depend on γ through its embeddedness radius,
the C2-norm, and its C2,α-norm, respectively.
Note that it is −fPK,ε,(1) that contributes to the variation since we fPK,ε,(1) expresses the
(positive) variation of energy.
Proof. We use the adapted cylindrical coordinates on ∂Bε(γ) as introduced in Appendix A. Then
we find that∫
∂Bε(γ)
1
2
|S|2〈ϕ, νε〉dH2 =
∫
S1
∫
S1
|S|2(ψε(s, θ)) 〈ϕ(s), νε(s, θ)〉√det gψε(s, θ) dθ ds
=
∫
S1
〈∫
S1
|S|2(ψε(s, θ))√det gψε(s, θ) νε(s, θ) dθ, ϕ(s)〉 ds,
and we define
fPK,ε,(1)(s) := −1
2
∫
S1
|S|2(ψε(s, θ))√det gψε(s, θ) νε(s, θ) dθ.
Using the asymptotic expansion of S in (4.1), we observe that
|S(x)|2 =
∣∣∣∣ 12pi b⊗
(
1
ε
τpi(x) ∧ νx + | log ε|
2
τpi(x) ∧ #Hpi(x) +R(x)
)∣∣∣∣2
=
|b|2
4pi2
(
1
ε2
+
| log ε|
ε
〈 #Hpi(x), νx〉+ 2
ε
〈τpi(x) ∧ νx, R(x)〉
+
| log ε|2
4
| #Hpi(x)|2 + | log ε| 〈τ ∧ #Hpi(x), R(x)〉+ |R(x)|2
)
=
|b|2
4pi2 ε
(
1
ε
+ | log ε| 〈 #Hpi(x), νx〉+ R˜ε(x)
)
where, by Theorem 4.1, R˜ε is uniformly bounded in L
∞ and C0,α-Ho¨lder continuous with Ho¨lder
constant blowing up no faster than O(| log ε|). Without loss of generality we may assume that γ
is parametrized by arclength. Then we note that (see (A.4) in Appendix A.3)√
det gψε(s, ϕ) = ε− ε2δgψε(s, ϕ)
where δgψε is a uniformly bounded and uniformly C
0,α-Ho¨lder continuous function (with bounds
depending on the curvature of γ). It follows that
fPK,ε,(1)(s) = −1
2
∫
S1
|b|2
4pi2 ε
(
1
ε
+ | log ε| 〈 #Hγ(s), cos θ n1(s) + sin θ n2(s)〉+ R˜ε
)
· (ε− ε2δgψε(s, θ)) (cos θ n1(s) + sin θ n2(s)) dθ
=
−|b|2
8pi2
∫
S1
cos θ n1 + sin θ n2
ε
+ | log ε|〈 #Hγ(s), cos θ n1 + sin θ n2〉 (cos θ n1 + sin θ n2) +O(1) dθ,
where the O(1)-term is uniformly bounded in L∞ and is C0,α-Ho¨lder continuous with Ho¨lder
constant growing no faster than | log ε|. The first term in the integral vanishes due to symmetry,
DISLOCATION MOTION IN SIMPLIFIED ELASTICITY 25
so
fPK,ε,(1)(s) =
−|b|2
8pi2
∫
S1
| log ε|〈 #Hγ(s), cos θ n1 + sin θ n2〉 (cos θ n1 + sin θ n2) dθ +RPK,ε,(1)
=
−|b|2
8pi
| log ε| #Hγ(s) +RPK,ε,(1)
where the error term satisfies the same estimates as the O(1) term before. To see that the last
identity holds, use the fact that
∫
S1
cos(θ)2 dθ =
∫
S1
sin(θ)2 dθ = pi. 
Lemma 4.12. The second contribution to the Peach-Koehler force is
fPK,ε,(2) :=
[∫
∂Bε(γ)
〈
b, (S +∇u)νx
〉
k(x− y) dH2x
]
∧ τy
= −|b|
2
8pi
| log ε| #H +RPK,ε,(2),
where the remainder term RPK,ε,(2) is uniformly bounded in L∞(γ;R3) and | log ε|−1RPK,ε,(2)
is uniformly bounded in C0,α(γ;R3). The bounds depend on γ through its embeddedness radius,
the C2-norm, and its C2,α-norm, respectively.
Proof. We note, using Proposition 3.9, that∫
∂Bε(γ)
wϕ〈b, (S +∇u)ν〉dH2
=
∫
∂Bε(γ)
(∫
γ
[k(x− y) ∧ τy] · ϕ(y) dH1y
)〈
b, (S +∇u)(x) νx
〉
dH2x
=
∫
γ
(∫
∂Bε(γ)
〈
b, (S +∇u)(x)νx
〉
k(x− y) dH2x ∧ τy
)
· ϕ(y) dH1y.
We set
fPK,ε,(2)(y) :=
[∫
∂Bε(γ)
〈
b, (S +∇u)νx
〉
k(x− y) dH2x
]
∧ τy.
Using the asymptotic expansion of S, (4.1), we see that
S(x)νx = 1
2pi
[
b⊗
(
1
ε
τpi(x) ∧ νx + | log ε|
2
τpi(x) ∧ #Hpi(x) +R(x)
)]
νx
=
1
2pi
( 〈τpi(x) ∧ νx, νx〉
ε
+
| log ε|
2
〈τ ∧ #Hpi(x), νx〉+ 〈R(x), νx〉
)
b
=
1
2pi
( | log ε|
2
〈τpi(x) ∧ #Hpi(x), νx〉+ 〈R(x), νx〉
)
b,
and so
fPK,ε,(2)(y) =
|b|2
2pi
[∫
∂Bε(γ)
( | log ε|
2
〈τpi(x) ∧ #Hpi(x), νx〉+ 〈R(x), νx〉
)
k(x− y) dH2x
]
∧ τy
+
[∫
∂Bε(γ)
〈b,∇u(x) νx〉 k(x− y) dH2x
]
∧ τy
=
|b|2
2pi
[∫
∂Bε(γ)
( | log ε|
2
〈τpi(x) ∧ #Hpi(x), νx〉+ 〈R(x), νx〉
)
k(x− y) dH2x
]
∧ τy
+
[∫
∂Bε(γ)
〈∇uT b, νx〉 k(x− y) dH2x
]
∧ τy.
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To compute the latter two integrals, we again make simplifying assumptions. Without loss
of generality, we may assume that y = 0 and τy = e3, and we replace γ by its first order
Taylor polynomial Pγ(s) = s e3 when calculating the integral to leading order. This allows us to
explicitly select normal fields n1 = e1, n2 = e2 and evaluate for a fixed vector A[∫
∂Bε(Pγ)
〈A, νx〉 k(x− y) dH2
]
∧ τy
=−
∫ r
−r
∫
S1
〈A, νψε(s,θ)〉
1
4pi
1
[ε2 + s2]3/2
ε cos θε sin θ
s
 εdθ ds
 ∧ τy
=− 1
4pi
∫ r
−r
∫
S1
〈
A,
cos θsin θ
0
〉 1
[ε2 + s2]3/2
cos θsin θ
0
 ε2 dθ ds
 ∧ τy
=−
 1
4pi
(∫ r
−r
ε2
[ε2 + s2]3/2
ds
)∫
S1
〈
A,
cos θsin θ
0
〉cos θsin θ
0
 dθ
 ∧ τy
=− 1
4pi
(∫ r
−r
ε2
ε3 [1 + (s/ε)2]3/2
ε
1
ε
ds
)
piA ∧ τy
=− 1
4
(∫ r/ε
−r/ε
1
[1 + s2]3/2
ds
)
A ∧ τy
=− 1
4
(
2
r/ε√
1 + (r/ε)2
)
A ∧ τy
=− 1
2
(
1 +O(ε)
)
A ∧ τy.
If now A is a C0,α-continuous vector field with A0 = A(γ(0)), then∣∣∣∣ ∫
∂Bε(Pγ)
〈Ax, νx〉 k(x− y) dH2 ∧ τy −
∫
∂Bε(Pγ)
〈A0, νx〉 k(x− y) dH2 ∧ τy
∣∣∣∣
≤ 1
4pi
∫ r
−r
∫
S1
∣∣Aψε(s,θ) −A0∣∣ 1|ψε(s, θ)|2 εdθ ds
≤ 1
4pi
· 2piε
∫ r
−r
[A]C0,α
(
s2 + ε2
)α
2
1
s2 + ε2
ds
=
[A]C0,α
2
∫ r
−r
εα−2
[
(s/ε)2 + 1
]α
2−1 ε2
1
ε
ds
=
[A]C0,α
2
εα
∫ r/ε
−r/ε
1
[1 + s2]1−
α
2
ds
≤ Cα [A]C0,α
2
εα
since the integral converges for α < 1. As before in the asymptotic expansion of S, we can show
that the error we make when approximating γ by the Taylor polynomial is small in ε – note that
coefficient integrals I1, I2 are, to leading order, independent of ε, so it can be shown that the
first order approximation is sufficient here. Above, mean curvature entered the picture through
the expansion of k and S respectively, not the area element where the curvature term appears
only multiplied by ε. The details are similar to the calculations above, using in addition that∣∣P ′γ(s)− γ′(s)∣∣ ≤ ‖γ′′‖L∞ s, ∣∣Pγ(s)− γ(s)∣∣ ≤ ‖γ′′‖L∞ s2,
which imply that ∣∣ψγ,ε(s, θ)− ψPγ ,ε(s, θ)∣∣ ≤ C ‖γ′′‖L∞s
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when the fields n1, n2 are chosen appropriately. It follows that
fPK,ε,(2)(y) =
|b|2
2pi
(
−1
2
)[ | log ε|
2
(
τy ∧ #Hy
)
∧ τy + R˜y ∧ τy +
(∇uT (y)) b+O(εα| log ε|)]
=
|b|2
4pi
[
−| log ε|
2
#
Hy−R˜(y) ∧ τy−∇uT (y) · b+O(εα| log ε|)
]
,
where R˜ is associated to the remainder term R in S, see Theorem 4.1. To see that
(
τ ∧ #H
)
∧τ =
#
H, note that the two vectors are orthogonal and wlog aligned with e1, e2. The same arguments
as above show that ∥∥fPK,ε,(2)γ − fPK,ε,(2)η ∥∥L∞ ≤ C | log ε| ‖γ − η‖C2 ,
which implies the C0,α-Ho¨lder continuity. 
The third term heavily involves the function u, which encodes the interaction of the dislocation
line with the domain boundary. As this term does not contribute to the energy to leading order,
we also do not expect it to contribute to the Peach-Koehler force to leading order.
Lemma 4.13. The third contribution to the Peach-Koehler force
fPK,ε,(3)(y) = −
[∫
∂Bε(γ)
〈u(x), b〉 (∂νxk) (x− y) dH2x
]
∧ τy
is uniformly bounded in L∞(S1L;R3) and | log ε|−1 fPK,ε,(3) is uniformly bounded in C0,α(S1L;R3).
The bounds depend on γ through its embeddedness radius, the C2-norm, and its C2,α-norm,
respectively.
Proof. By Proposition 3.9 we have∫
∂Bε(γ)
〈u, S˙ϕνε〉dH2 =
∫
∂Bε(γ)
〈u,−(b⊗∇wϕ)νε〉dH2
= −
∫
∂Bε(γ)
〈u, b〉 〈∇wϕ, νε〉dH2
= −
∫
∂Bε(γ)
〈u, b〉
〈
∇x
∫
γ
[k(x− y) ∧ τy] · ϕ(y) dH1y, νε(x)
〉
dH2x
= −
∫
∂Bε(γ)
〈u, b〉
∫
γ
[(∂νxk) (x− y) ∧ τy] · ϕ(y) dH1y dH2x
= −
∫
γ
〈[∫
∂Bε(γ)
〈u(x), b〉 (∂νxk) (x− y) dH2x
]
∧ τy, ϕ(y)
〉
dH1y,
and we set
fPK,ε,(3)(y) := −
[∫
∂Bε(γ)
〈u(x), b〉 (∂νxk) (x− y) dH2x
]
∧ τy
= −
[∫
∂Bε(γ)
〈u(x), b〉 −1
4pi |x− y|3
(
I − 3 x− y|x− y| ⊗
x− y
|x− y|
)
νx dH2x
]
∧ τy
=
1
4pi
[∫
∂Bε(γ)
〈u(x), b〉
|x− y|3
(
νx − 3
〈
x− y
|x− y| , νx
〉
x− y
|x− y|
)
dH2x
]
∧ τy
To calculate this integral, as before we replace γ locally by its first order Taylor expansion
Pγ(s) = s e3 and assume that y = 0. The remainder term is as before in O(1) (we skip the proof
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here). For the approximated curve we use the adapted cylindrical coordinates ψε as introduced
in Appendix A and note that
fPK,ε,(3)(y) =
1
4pi
∫ r
−r
∫
S1
〈u(ψε(s, θ)), b〉
[s2 + ε2]3/2
[cos θsin θ
0

− 3
〈
1√
s2 + ε2
ε cos θε sin θ
s
 ,
cos θsin θ
0
〉 1√
s2 + ε2
ε cos θε sin θ
s
] εdθ ds
 ∧ τy+O(1)
=
1
4pi
∫ r−r
∫
S1
〈u(ψε(s, θ)), b〉
[s2 + ε2]3/2

[
1− 3ε2s2+ε2
]
cos θ[
1− 3ε2s2+ε2
]
sin θ
− 3ss2+ε2
 εdθ ds
 ∧
00
1
+O(1).
We can ignore the last component of the integral which will disappear when taking the wedge
product with τy =
00
1
. Next, we notice that since γ b Ω, we can find a smoothly bounded
Ω′ b Ω such that Br(γ) ⊂ Ω′. Classical elliptic regularity theory then yields (see Theorem 2.1)
‖u‖Ck,α(Ω′) ≤ C(k, α,Ω′,Ω) ‖u‖H1(Ω) ≤ C‖Sν‖L2(∂Ω) ≤ C
for any k ∈ N and α ∈ [0, 1]. When choosing k = 2, this allows us to use the approximation
u(ψε(s, θ)) = u(γ(s)) + (∇u)γ(s) ενψε(s,θ) +O(ε2),
where the O(ε2)-term is uniform in s and θ, so that
〈u(ψε(s, θ)), b〉 = 〈u(γ(s)), b〉+ ε
〈
(∇u)Tγ(s)b, νψε(s,θ)
〉
+O(ε2).
Consequently,
fPK,ε,(3)(y) =
1
4pi
∫ r−r
∫
S1
〈u(γ(s)), b〉
[s2 + ε2]3/2

[
1− 3ε2s2+ε2
]
cos θ[
1− 3ε2s2+ε2
]
sin θ
0
 εdθ ds
 ∧
00
1

+
1
4pi
∫ r−r
∫
S1
ε
〈
(∇u)Tγ(s)b, νψε(s,θ)
〉
[s2 + ε2]3/2

[
1− 3ε2s2+ε2
]
cos θ[
1− 3ε2s2+ε2
]
sin θ
0
 εdθ ds
 ∧
00
1
+O(1)
=
1
4pi
∫ r
−r
ε2
[
1− 3ε2s2+ε2
]
[s2 + ε2]3/2
(∫
S1
〈
(∇u)Tγ(s)b, νψε(s,θ)
〉
νψε(s,θ) dθ
)
ds
=
1
4pi
∫ r
−r
ε2
[
1− 3ε2s2+ε2
]
[s2 + ε2]3/2
pi (∇u)Tγ(s)bds,
since the first integral, integrated with respect to θ first, vanishes.
Finally, we remark that similar symmetry arguments can be employed if we do not linearize γ,
but keep the non-linear cylindrical coordinates and reflect directly inside the integral by shifting
the integration domain: ∫ 2pi
0
f(θ) dθ =
1
2
∫ 2pi
0
f(θ) + f(pi + θ) dθ.
The remaining terms are again estimated by the C2-norm of γ. A notable difference to previous
estimates is that the C2-norm enters the estimate despite our use of a first order Taylor expansion
because we are estimating the modulus of continuity of n1, n2 which are only as smooth as γ
′. 
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5. Convergence of the evolution equations
5.1. L2-dissipation. In this section, we provide a convergence result for the gradient flows of
the energies Eeffε to codimension 2 curve shortening flow, which is conditional on the existence
and regularity of the gradient flows for Eeffε . The problem in this section can be summarized as
follows.
(1) If γ ∈ C2,α, then FPK,εγ approaches mean curvature in C0,β for all β < α. The conver-
gence is uniform on suitable subsets of C2,α.
(2) From this, we can deduce that if the equation Γεt = F
PK,ε
γ has a solution and Γ
ε in the
parabolic Ho¨lder space C2,α1,α/2 uniformly in ε, then Γ
ε → Γ in C2,β1,β/2 for all β < α where
Γ is the solution of curve shortening flow.
Recall from Section 2 that C2,α1,α/2 is the space of functions which have one derivative
in time and two in space such that ∂tu and D
2u are Ho¨lder-continuous of order α/2 in
time and α in space.
(3) The proof of existence and regularity is complicated by the fact that we are not dealing
directly with a PDE, but a non-local equation which approximates a PDE in the singular
limit. When expanding the near-field term in the singular part S of the strain (and by
proxy the Peach-Koehler force), the dependence on mean curvature is fully non-linear
through integrals of the form∫ r/ε
−r/ε
1
[1 + s2 + ε2| #H|2 s4]3/2 ds.
For the error estimate we need the C2,α-semi-norm of the space curve, which only makes
the error term small in the C0,β-norm for β < α.
We will not provide a full proof of existence, regularity and convergence but only show con-
vergence conditional on existence and regularity. In Section 5.2 we will prove existence for a
gradient flow with an H1-type dissipation similar to [Hud18].
Theorem 5.1. Let γ0 ∈ C2,α(S1; Ω) be an embedded curve. Assume that there exist T > 0,
ε0 > 0 such that the evolution equations{
∂tΓ =
|b|2
4pi
#
H t > 0,
Γ = γ0 t = 0,
,
{
∂tΓ
ε = FPK,εΓ t > 0,
Γε = γ0 t = 0,
have solutions in the parabolic Ho¨lder space C2,α1,α/2([0, T ]× S1;R3) such that
(1) the curves Γ(t, ·) are embedded in Ω for all 0 < t < T , and
(2) there exists a constant K > 0 independent of 0 < ε < ε0 such that
‖Γε‖C2,α
1,α/2
([0,T ]×S1;R3) ≤ K.
Then Γε → Γ in C2,β1,β/2([0, T ′]× S1;R3) for all T ′ < T and β < α.
Proof. Since ‖Γε‖C2,α
1,α/2
≤ K, using the closed compact embeddings of Ho¨lder spaces we find
Γ˜ ∈ C2,α1,α/2 such that Γε → Γ˜ in C2,β1,β/2 for all β < α. Since Γ˜(0, ·) = γ0 is embedded, it follows
that Γ(t, ·) is an embedded curve for all small enough 0 < t < T˜ with a uniform lower bound on
the embeddedness radius by continuity. Due to the C2,β-convergence, the same is true for Γε for
all small enough ε and all T ′ < T˜ .
By Theorem 4.7, we find that
FPK,εΓε(t,·) −
|b|2
4pi
#
H Γ˜(t,·) = F
PK,ε
Γε(t,·) −
|b|2
4pi
#
H Γ˜ε(t,·) +
|b|2
4pi
#
H Γ˜ε(t,·) −
|b|2
4pi
#
H Γ˜(t,·)
converges to 0 in L∞. It follows that
Γ˜t = lim
ε→0
Γεt = lim
ε→0
FPK,εΓε =
|b|2
4pi
#
H Γ˜,
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so that Γ˜ = Γ on [0, T ′] since the curve shortening flow has a unique solution (see, for example,
[Ham82]). Iterating the argument, we can choose any T ′ < T˜ = T . 
Clearly, the proof hinges on regularity and existence of the solution to the evolution problem
for the effective energy Eeffε . However, assuming that such a priori bounds hold, we could prove
the same result for more physically relevant problems.
Remark 5.2. It is widely accepted that dislocations move differently depending on whether they
are of edge type, i.e., b⊥τ , or screw type, i.e., b ‖ τ . Edge dislocations move only in the plane
spanned by b and τ while screw dislocations may move in a set of crystallographic directions
s1, . . . , sN , one of which is chosen by a maximal dissipation criterion. Real dislocations mix both
types, and except on segments where b and τ are almost parallel, the motion resembles that of
edge dislocations (but see [LRRA14] for a more accurate picture).
This motion law is non-unique when two directions are equally favourable for energy dissi-
pation. Consider the simple situation in which two infinite straight dislocations, modelled by
locations x1, x2, in the plane attract each other with a force f ‖ (x2 − x1). If x1(0) = −e1,
x2(0) = e1, and the crystallographic directions are s1 = e1 + e2, s2 = e1 − e2, then moving in
either direction is equally advantageous energetically. In fact, it is possible to alternate between
the two directions quickly – this gives rise to so-called fine cross slip where the the macroscopic
motion is only in the convex hull of the maximally dissipating directions [BFLM15].
Formally, (x1, x2) ∈ R4 solves the differential inclusion (x˙1, x˙2) ∈ −conv (∂E(x1, x2)) which
means that the time derivative of (x1, x2) lies in the convex hull of the directions of maximal
dissipation. It is easy to see that
x1(t) :=
(−1 + t
λt
)
, x2(t) :=
(
1− t
λt
)
, t ∈ R
satisfy the differential inclusion for any λ ∈ [−1, 1], and therefore that solutions are generally
not unique. It is highly unlikely that such an irregular motion law is going to produce the high
degree of spatial regularity we require. We propose a more regular motion law of the form{
∂tΓ = m
(
γ′
|γ′| , b, F
PK,ε
Γ
)
t > 0,
Γ = γ0 t = 0,
(5.1)
where
m(τ, b, f) = β
(〈
τ,
b
|b|
〉)
〈bτ , f〉 bτ +
[
1− β
(〈
τ,
b
|b|
〉)] ∑N
i=1
∣∣〈f, si〉∣∣p 〈f, si〉 si∑N
j=1
∣∣〈f, sj〉∣∣p
for some large p. Here
bτ :=
b− 〈b, τ〉 τ∣∣b− 〈b, τ〉 τ ∣∣
denotes the projection of b onto the component normal to τ , which is the only direction in
which an edge dislocation can effectively move (since tangential movement is irrelevant due
to reparametrization). The function β : [−1, 1] → [0, 1] should be chosen even, smooth and
monotone on the positive numbers to switch over between the two types of dynamics and satisfy
β(0) = 1, β(±1) = 0. When p is large and there is a unique si which maximizes |〈si, f〉|, then
the quotient will converge to 〈f, si〉 si as p → ∞, otherwise it will pick out the average of the
directions which are most aligned with the force.
This “best” direction lies in the convex hull of the maximally dissipating crystallographic
directions and a simple argument shows that this case occurs exactly if f is parallel to the
average of all these directions, so that energy dissipation is truly maximized.
By the same proof as above, if solutions to (5.1) satisfy uniform bounds in suitable spaces,
they converge to solutions of {
∂tΓ = m
(
γ′
|γ′| , b,
#
HΓ
)
t > 0,
Γ = γ0 t = 0.
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As before, the main issue is that of existence and uniform regularity, which seems difficult for
such a highly non-linear and only degenerately parabolic equation.
Remark 5.3. The following toy example shows that the properties of FPK,ε obtained so far are
not sufficient to prove existence of the gradient flow. Let
f(z) := max{−δ,min{λz, δ}}
for some λ ∈ R and δ > 0. Consider the equation
(∂t −∆)u = f(−∆u).
This equation has the same properties that we isolated in the gradient flow of the Peach-Koehler
force with the non-linearity f playing the role of R and the Laplacian replacing the mean curva-
ture. Specifically, for u ∈ C2,α we find that f(u) is small in C0 and bounded in C0,α, but if we
choose an initial condition u0 such that −δ < −λ∆u0 < δ, then the equation becomes
ut = (1− λ) ∆u
close to u0, which is a backwards heat equation if λ > 1. If u0 is not C∞-smooth, this does not
have a solution since solutions to the heat equation become instantaneously smooth.
In the next section we give an argument that does not require these a priori existence and
regularity assumptions, but which is hinged on a less physical energy dissipation mechanism.
5.2. H1-type dissipation. In this section, we prove existence, regularity and convergence, as
ε → 0, for the gradient flows of Eeffε with respect to an H1-type dissipation. This dissipation
regularizes the evolution equation in a way that is not described by a partial differential equation
anymore, but instead by an ordinary differential equation in an open subset of the Banach space
C2,α, which can be solved by the Picard-Lindelo¨ff theorem. We do not need the parabolicity of
the operator and the smallness of the perturbative term as much as in the case of L2-dissipation.
The procedure is slightly non-standard since the singular perturbation acts on the dissipation
mechanism rather than on the energy functional. A similar procedure has been employed in
[Hud18] using an explicit Euler scheme. Instead, here we employ abstract arguments. We
consider a more specific situation and although we obtain only short time-existence, we prove
higher regularity of the evolving curves and manage to pass to the limit in ε.
Lemma 5.4. Let γ0 ∈ C2,α(S1; Ω) be an embedded curve and
U := {γ ∈ C2,α(S1; Ω) | ‖γ − γ0‖C2,α < ρ}
for some ρ > 0. Then the Peach-Koehler force FPK,εγ is given by a Lipschitz map (uniformly in
ε) from U into the vector space C0,α(S1;R3) if ρ is small enough, i.e.,
‖FPK,εγ − FPK,εη ‖C0,α(S1;R3) ≤ L ‖γ − η‖C2,α(S1;R3)
where L does not depend on ε > 0 (for sufficiently small ε) but may depend on γ0 and ρ.
Proof. In Theorem 4.7, we have seen that FPK,εη is C
0,α-continuous along η with constants
depending only on quantities which can be estimated uniformly in U . It remains to show the
Lipschitz estimate. This proof uses the Lipschitz estimate of Corollary 4.4 and a close inspection
of the remainder terms in the proof of Theorem 4.7. According to the renormalization by a factor
| log ε|−1 of the Peach-Koehler force in (4.14), the factor of | log ε| in Corollary 4.4 disappears.
As we have presented many similar arguments in detail, we leave the details to the reader. 
Consider the scalar product
〈u, v〉(L2+δH1)(γ) :=
∫
γ
(uv + δ 〈∇γu,∇γv〉) dH1 =
∫
γ
(uv + δ〈∇u, τ〉 〈∇v, τ)〉dH1,
where ∇γ denotes the tangential gradient along γ. With respect to this singularly perturbed
L2-inner product for the time-derivative, the gradient flow equation becomes
(1− δ∆Γ(t,·))Γt = FPK,εΓ(t,·) ,
32 I. FONSECA, J. GINSTER, AND S. WOJTOWYTSCH
or, equivalently,
Γt = (1− δ∆Γ(t,·))−1 FPK,εΓ(t,·) . (5.2)
We keep δ > 0 fixed. An interesting open question is whether or not it is possible to take δ → 0
and recover the L2-gradient flow, possibly after taking ε → 0. We provide brief observations in
the linear case in Appendix C. Also, technical results on the operators −δ∆γ + 1 are collected
there.
Corollary 5.5. Solutions to the L2 + δ ·H1-gradient flow (5.2) of Eeffε exist on a time interval
[0, Tδ], where Tδ ≥ Tδ for a constant T independent of ε and δ, and they converge to the
L2 + δ · H1-gradient flow of the arclength functional in C0([0, Tδ];C2,β(S1)) for all β < α as
ε→ 0. To be precise,
‖Γδ,ε(t)− Γδ(t)‖C2,β ≤
C t
δ | log ε|1− βα
exp (Ct) ,
and ‖∂tΓδ,ε(t)− ∂tΓδ(t)‖C2,β ≤
C t
δ2 | log ε|1− βα
exp (Ct)
for suitable constants C.
Proof. Let 0 < δ ≤ 1, ε > 0 and define Φ : U → C2,α(S1;R3) by
Φδ,ε(γ) := (1− δ ·∆γ)−1 FPK,εγ . (5.3)
where U is a suitable open neighborhood of γ0 in C
2,α(S1;R3), namely, all curves in U need to
be embedded in Ω with embeddedness radius uniformly bounded away from 0 (and a uniform
lower distance from ∂Ω), satisfy uniform upper and lower bounds on |γ′| and uniform bounds
in C2,α. Then we use the estimates of Theorem C.1 for the regularizing effect of the operator
(1− δ∆) to show that
‖Φδ,ε(γ)− Φδ,ε(η)‖C2,α(S1;R3) =
∥∥(1− δ ·∆γ)−1 FPK,εγ − (1− δ ·∆η)−1 FPK,εη ∥∥C2,α(S1;R3)
≤ ∥∥(1− δ ·∆γ)−1 (FPK,εγ − FPK,εη )∥∥C2,α
+
∥∥((1− δ ·∆γ)−1 − (1− δ ·∆η)−1) FPK,εη ∥∥C2,α
≤ C
δ
∥∥FPK,εγ − FPK,εη ∥∥C0,α
+
∥∥(1− δ ·∆γ)−1 − (1− δ ·∆η)−1∥∥L(C0,α;C2,α) ‖FPK,εη ‖C0,α
≤ C
δ
‖γ − η‖C2,α + C
∥∥(1− δ ·∆γ)−1 − (1− δ ·∆η)−1∥∥L(C0,α;C2,α) (5.4)
due to Lemma 5.4 and using that the operators ∆γ are uniformly elliptic with uniformly C
0,α-
continuous coefficients for γ close to γ0 and since the Peach-Koehler force on all curves γ in U
is uniformly bounded in C0,α. The behavior of the constants as 1δ is obtained in Theorem C.1
in the appendix. It remains to estimate the norm difference of the regularizing operators.
In view of Theorem C.1 we observe that if f ∈ C0,α(S1) and
(−δ∆γ + 1)uγ = (−δ∆η + 1)uη = f,
then ‖uγ‖C2,α(S1) + ‖uη‖C2,α(S1) ≤ Cδ ‖f‖C0,α , where C is a uniform constant depending only on
U . Furthermore,
0 = (−δ∆γ + 1)uγ − (−δ∆η + 1)uη = −δ∆γ(uγ − uη) + δ (∆γ −∆η)uη + (uγ − uη),
so that v := uγ − uη satisfies
−δ∆γv + v = δ (∆η −∆γ)uη.
Since
‖δ (∆η−∆γ)uη‖ ≤ Cδ ‖γ−η‖C2,α‖uη‖C2,α ≤ Cδ ‖γ−η‖C2,α C
δ
‖f‖C0,α = C ‖γ−η‖C2,α ‖f‖C0,α ,
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we obtain that ∥∥(1− δ ·∆γ)−1 − (1− δ ·∆η)−1∥∥L(C0,α;C2,α) ≤ C ‖γ − η‖C2,α , (5.5)
and by (5.4)
‖Φδ,ε(γ)− Φδ,ε(η)‖C2,α(S1;R3) ≤ Cδ−1 ‖γ − η‖C2,α(S1;R3).
By the Picard-Lindelo¨ff theorem [Ko¨n13, Section 4.II], there exists a time t′ > 0 (depending on
ε and δ) such that the ODE {
d
dtΓ = Φδ,ε(Γ) t > 0,
Γ = γ0 t = 0
(5.6)
has a solution in C1 ([0, t′), U). We observe that solutions exist as long as Γ(t) ∈ U , so using the
fact ‖Φε,δ(γ)‖C2,α ≤ C δ−1 for all γ ∈ U , it follows that
‖Γ(t)− γ0‖C2,α =
∥∥∥∥∫ t
0
Φε,δ(Γ(t)) dt
∥∥∥∥
C2,α
≤
∫ t
0
‖Φε,δ(Γ(t))‖C2,α dt ≤ C t
δ
< ρ.
Since U contains a C2,α-ball of some radius ρ > 0 around γ0, we obtain Γ(t) ∈ U for all t < δρC ,
such that the time of existence Tδ is lower bounded by
ρ
C δ =: Tδ. In view of (5.3), we remark
that (5.6) is precisely the L2 + δ ·H1-gradient flow of Eeffε , therefore we have proved existence to
the corresponding solution equation on a short time interval.
Finally, if β < α then we have∥∥∥∥Φε,δ(γ)− (1− δ∆γ)−1 |b|24pi #Hγ
∥∥∥∥
C0,β
≤
∥∥∥∥(1− δ∆γ)−1(FPK,εγ − |b|24pi #Hγ
)∥∥∥∥
C0,β
≤C
∥∥∥∥FPK,εγ − |b|24pi #Hγ
∥∥∥∥
C0,β
≤C
(∥∥∥∥FPK,εγ − |b|24pi #Hγ
∥∥∥∥
L∞
+
[
FPK,εγ −
|b|2
4pi
#
Hγ
] β
α
C0,α
∥∥∥∥FPK,εγ − |b|24pi #Hγ
∥∥∥∥1−
β
α
L∞
)
(5.7)
for all γ ∈ U due to Theorem C.1, so denoting by Γδ,ε the solution of (5.6) and by Γδ the solution
of {
d
dtΓ = (1− δ∆Γ(t))−1 |b|
2
4pi
#
HΓ(t) t > 0
Γ = γ0 t = 0,
we observe that
‖Γδ,ε(t)− Γδ(t)‖C2,β =
∥∥∥∥∫ t
0
[
Φδ,ε(Γδ,ε(s))− (1− δ∆Γ(s))−1 |b|
2
4pi
#
HΓδ(s)
]
ds
∥∥∥∥
C2,β
≤
∫ t
0
∥∥Φδ,ε(Γδ,ε(s))− Φδ,ε(Γδ(s))∥∥C2,β ds
+
∫ t
0
∥∥(1− δ∆Γ(s))−1(FPK,ε(Γ(s))− |b|2
4pi
#
HΓ(s)
)∥∥
C2,β
ds
≤
∫ t
0
C ‖Γδ(s)− Γδ,ε(s)‖C2,β ds
+
C
δ
∫ t
0
‖FPK,ε(Γ(s))− |b|
2
4pi
#
HΓ(s)‖C0,β ds
≤ C
∫ t
0
‖Γδ(s)− Γδ,ε(s)‖C2,β ds+
C
δ | log ε|1− βα
t.
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In the last inequality, we used (5.7) and the estimates on FPK,ε − |b|24pi
#
H from Theorem 4.7. By
Gro¨nwall’s Lemma we deduce that
‖Γδ,ε(t)− Γδ(t)‖C2,β ≤
C t
δ | log ε|1− βα
exp (Ct)
for all 0 ≤ t ≤ Tδ. Letting ε → 0, we obtain Γδ,ε → Γδ in C0
(
[0, Tδ];C
2,β(S1)
)
. Furthermore,
since
‖∂tΓδ − ∂tΓδ,ε‖C2,β = ‖(1− δΓδ)−1
#
HΓ − (1− δΓδ,ε)−1FPK,ε‖C2,β
and Γδ,ε → Γδ in C0([0, Tδ], C2,β(S1)) for all β < α, we conclude that also the time derivatives
converge, again using Theorem C.1 and (5.5). 
Remark 5.6. The same proof could be applied to an equation of the form{
∂tΓ = m
(
Γ′
|Γ′| , b, (1− δ ·∆Γ)−1 FPK,εΓ
)
t > 0,
Γ = γ0 t = 0,
with a mobility m like in Remark 5.2 to yield an unconditional convergence result as ε → 0.
This versatility comes from the fact the regularized dissipation transformed the PDE problem
into a Banach-space valued ODE. We did not use parabolicity anywhere in the proofs and the
same arguments would go through if we reversed the sign of the time derivative, evolving curves
in the direction of increasing energy. The key tool are error bounds in Ho¨lder spaces.
Remark 5.7. Our choice of H1-type dissipation does not preserve orthogonality of the velocity.
A different H1-type dissipation which automatically gives a normal velocity field is proposed in
[Hud18], and long time existence for the evolution equation is proved. The results in [Hud18]
differ from ours in several ways:
(1) The energy is regularized in a different way and considered in R3 instead of a bounded
domain Ω,
(2) the evolving curves are only C1,α-smooth in space, and
(3) relevant bounds degenerate as | log ε| ε−1 δ−1. While our bounds also degenerate as δ → 0
and the logarithmic factor is a matter of normalization, we improved on the degeneracy
in ε and can pass to the limit.
6. Discussion of Results
While we always phrased our results in terms of a single curve embedded in a domain Ω, the
same arguments apply to a system of finitely many smooth embedded curves that do not touch,
with potentially different Burgers vectors. Many problems in the asymptotic study of dislocation
dynamics remain open.
• We only prove that FPK,ε = |b|24pi
#
H + R where R is small in L∞ and bounded in C0,α
for C2,α-curves. It is likely that showing that R is in fact small in C0,α would allow for
more satisfying results in the time-dependent setting as well.
• Our argument applies only to dislocation loops inside a crystal (or a union of such
loops). These are one class of divergence free line defect, while another one is given
by lines ending at the domain boundary. Our asymptotic expansion is invalid at such
boundary points, and it is not clear whether dislocation curves meeting the boundary
of a crystal at a right angle evolve by the same flow complemented with a Neumann
condition.
Similarly, a dislocation loop may remain regular but move through points of self-
contact under curve-shortening flow before developing singularities, especially when start-
ing from knotted configurations. The asymptotic expansion ceases to be valid near cross-
ings and the local evolution law of curve shortening flow does not ‘see’ such points which
become singular only in a non-local fashion.
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It is to be expected that also the core-radius regularization ceases to be valid at such
configurations and that atomistic effects should influence the dynamics.
• As we observed in Theorem 4.5, the elastic energy is dominated by the distortion field
close to the dislocation line. For straight dislocations, this term is large but independent
of the location of dislocations, so that the Peach-Koehler force only stems from the inter-
action of different dislocation lines and the crystal boundary and thus the fine structure
of the core region is irrelevant.
On the other hand, the Peach-Koehler force on curved dislocations is also determined
by the local properties of the dislocation line to highest order. In this setting, the cut-
off approach may not be justified since it ignores the fine structure of the region close
to the dislocation, which is precisely where the largest part of the energy and force
are concentrated. Atomistic or non-linearly continuum-elastic models might be more
appropriate in this region, especially if the dislocation curves are not assumed to be as
smooth as in this article or when they collide or interact with other defects.
• Instead of simplified linearized elasticity, a more realistic mathematical model would be
linearized isotropic elasticity where the energy of an elastic deformation β with disloca-
tion measure µ is given by
Eλ,µ,ε(β) := 1
2
∫
Ωε
(
2µ |e(β)|2 + λ tr(β)2) dx, e(β) := β + βT
2
, µ > 0, λ+2µ > 0.
Unlike the simplified linearized elastic energy, this functional distinguishes between dis-
locations of edge and screw type (Burgers vector orthogonal/parallel to the tangent line
of the dislocation) since for a rank-one matrix we have
|b⊗ v|2 = |b|2 |v|2
independently of how b, v are oriented, but∣∣e(b⊗ v)∣∣2 = 1
4
[|b⊗ v|2 + 2 〈b⊗ v, v ⊗ b〉+ |v ⊗ b|2] = |b|2|v|2 + 2〈b, v〉2
2
which takes into account the orientation between b and v. The limiting energy becomes an
anisotropic line tension where edge dislocations (b⊥v) are cheaper than screw dislocations
(b ‖ v). The anisotropy stems from the choice of the Burgers vector, not the elastic energy.
Even more realistically, crystals should be assumed to be anisotropic. Atoms in crys-
talline materials are arranged on a lattice which only admits a finite symmetry group
(for example face- or body centered cubic lattices). Polycrystalline materials, which are
composed of many small crystal grains which that by the orientation of the grid, may
appear isotropic on larger scales, but not on the relevant scale for grid defects such as
dislocations.
• Going beyond a pure gradient flow, one may ask how dislocations move under an applied
stress. A relevant case is that of an applied surface force on the domain boundary.
Assuming a slow enough evolution to be quasi-static, we can model this as the gradient
flow of the time dependent energy (see Remark 4.2)
Fε(µ, t) := inf
{
Eλ,µ,ε(β)−
∫
Σ
〈f(t, x), βlift〉dH2x
∣∣∣∣ β ∈ A(µγ)} ,
where Σ ⊂ ∂Ω is a suitable subset of the boundary and f ∈ L2(Σ) is the applied force.
As in the present case, we assume that geometric effects dominate the applied force to
highest order, and that in the limit ε → 0 the pure relaxation of the dislocation lines
dominates. If the forcing is strong, it seems reasonable to scale it appropriately with ε
and instead use the energy functional
F˜ε(µ, t) := inf
{
Eλ,µ,ε(β)− | log ε|
∫
Σ
〈f(t, x), βlift〉dH2x
∣∣∣∣ β ∈ A(µγ)} .
In this scaling, we expect forcing and geometric motion to interact.
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• The asymptotic expansion of Theorem 4.7 ceases to be valid when two curves (or two
segments of the same curve) come closer than | log ε|−1 to each other when the interaction
effects reach the same order as curvature effects. Since | log ε|−1 is only moderately small
even for small ε, this situation may be relevant to the study of real crystals with many
dislocations.
We note that in a phase-field model for planar crystal dislocations with a single Burg-
ers vector in simplified linearized elasticity [KCnO02, GM06, GM05], interaction with
dislocations penetrating the single slip plane can have large influence on the dynamics in
certain scaling limits [DKW18]. More precisely, it is shown that the interaction of dis-
locations in different gliding systems can have a dissipation-like effect that allows even
slightly curved dislocations (and thus, slip regions) to persist over long time scales. This
confirms the link of dislocations to plastic (rather than elastic) deformation, and suggests
that the interaction between dislocations might be a key component in plasticity.
• The H1-type dissipation in Section 5.2 was not physically motivated, and was chosen for
mathematical purposes. Even the L2-gradient flow with constant mobility as a motion
law does not capture the structure of crystalline materials.
It is generally agreed upon that edge dislocations should only be able to move only
in the plane spanned by the dislocation tangent and the Burgers vector, while screw
dislocations can move in certain crystallographic directions dictated by the crystal and
move along one of finitely many vectors according to a maximal dissipation criterion
[BFLM15]. Dislocations of mixed type can, for this purpose, be considered as edge-type
unless the Burgers vector and dislocation tangent are almost parallel.
Note that such a motion law would have tremendous influence on the limiting motion
law: Assume, for example, that γ is a planar curve and that Ω is symmetric under reflec-
tion about the plane. Assume furthermore that γ is an edge dislocation with a Burgers
vector b which is orthogonal to the plane γ lies in. Then, by symmetry, the force acting
on γ will be everywhere in plane, but γ can only move by tangential reparametrization
and in a direction orthogonal to the force. Thus the curve is stationary for all times,
while it would contract to a round point in finite time under curve shortening flow (see
[GH86]).
• We considered the gradient flow evolution of dislocations under the effective energy,
which is quasi-stationary in the sense that the elastic deformation β was always assumed
to be energy-optimal. This requires that the relaxation time of the crystal is much faster
than dislocation movement.
Some of these issues will be addressed in a forth-coming article [FGLW].
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Appendix A. Embeddedness Radius
A.1. Basic ideas. Let γ : S1 → R3 be a closed C1,α-curve, for α > 1/2, which we assume to be
parametrized by arc-length. Then the curve γ′ : S1L → S2 is C0,α-continuous and has a compact
image of Hausdorff dimension at most 1α < 2 [ABM14, Proposition 4.1.7]. In particular, there
exist a vector N ∈ S2 and R > 0 such that BR(N)∩γ′(S1) = ∅, and therefore BR/2(N)∩η′(S1) =
∅ for all η which are sufficiently close to γ in C1,α(S1;R3). For any such curve η, the vector fields
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ετ
εn1 εn2
Figure 2. Sketch of the ε-tube around the curve γ, the tangent τ , and the
normal fields n1 and n2 as constructed below.
η′, n1, n2 : S1 → R3 defined by
n1(s) :=
N − 〈N, η′(s)〉 η′(s)∣∣N − 〈N, η′(s)〉 η′(s)∣∣ , n2(s) := η′(s) ∧ n1(s) (A.1)
form an orthonormal basis of R3 at every s ∈ S1 and are C0,α-Ho¨lder continuous in s, see Figure
2 for an illustration. Now we consider the map
Φη : S
1 × R2 → R3, Φη(s, ρ, σ) := η(s) + ρn1(s) + σ n2(s). (A.2)
We note that Φ has the same degree of smoothness as η′, so if η ∈ C2(S1), then Φη is C1-smooth
and we can compute
∂sΦη(s, 0, 0) = η
′(s), ∂ρΦη(s, 0, 0) = n1(s), ∂σΦη(s, 0, 0) = n2(s).
Because DΦ(s, 0, 0) is invertible for every s ∈ S1, by the inverse function theorem [Dei10, The-
orem 15.2] Φ is locally invertible at (s, 0, 0) for every s ∈ S1. Since S1 is compact and η is
embedded, this can be strengthened to the following well-known statement:
There exist open sets U ⊂ S1 × R2 and V ⊂ R3 such that S1 × {(0, 0)} ⊂ U and Φ : U → V
is a C1-diffeomorphism.
Again using the compactness of S1 and a standard result in topology (sometimes known as
the tube lemma [Mun14, Lemma 26.8]), we may assume that U = S1 × Dr where Dr denotes
the disk of radius r > 0 around the origin in R2.
Definition A.1. Let η ∈ C2(S1;R3) and n1, n2 ∈ C1(S1;R3) be vector fields such that η′, n1, n2
form an orthonormal basis at every point s ∈ S1. Consider the map Φη as in (A.2). We define
the embeddedness radius of the triple (η, n1, n2) as the supremum of all r > 0 for which
Φη : S
1 ×Dr → Φη(S1 ×Dr) ⊂ R3
is a diffeomorphism.
It is easy to see that the embeddedness radius is in fact independent of the choice of n1, n2
(which, for fixed s, only corresponds to a rotation in the plane) and thus we can speak of the
embeddeness radius of η.
A.2. Stability under convergence. As we have seen, the embeddedness radius of every em-
bedded C2-curve γ : S1 → R3 is positive. Our concern now is whether two curves γ, η which are
close in the C2-topology also have similar embeddedness radii. The following theorem gives a
positive answer to this question under an additional Ho¨lder assumption.
Theorem A.2. Let γ ∈ C2,α(S1;R3) also parametrized by arc-length. Let N ∈ S2 be such that
BR(N)∩ γ′(S1) = ∅ for some R > 0, and let r > 0 be such that Φγ : S1 ×Dr → Φγ(S1 ×Dr) is
a diffeomorphism.
Then for all ε > 0 there exists δ > 0, depending on R, γ and α, such that the following
is true: If η ∈ C2,α(S1;R3) is such that ‖η − γ‖C2 < δ and ‖η‖C2,α ≤ ‖γ‖C2,α + 1, then
Φη : S
1 ×Dr−ε → Φη(S1 ×Dr−ε) is a diffeomorphism.
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Proof. It suffices to find δ > 0 such that Φη : S
1 ×Dr−ε → R3 is injective and has an invertible
derivative at every point if ‖η − γ‖C2 < δ.
Denote by GL(3) the (dense and open) set of invertible 3 × 3 matrices and by ∂GL(3) the
non-invertible matrices. Note that by (A.1) and (A.2), ‖Φη −Φγ‖C1(S1×Dr;R3) ≤ (1 +CRr) ‖γ−
η‖C2(S1;R3) for a constant CR depending only on R > 0, so if we choose
δ <
minS1×Dr−ε dist
(
DΦγ , ∂GL(3)
)
2 (1 + CRr)
then DΦη ∈ GL(3) and Φη is locally injective. In particular,
min
p,v
|DΦη(p) · v|
|v| ≥
1
2
min
p,v
|DΦγ(p) · v|
|v| .
Now, assume that Φη(p) = Φη(q) for some p, q ∈ S1 ×Dr−ε. The function
(p, q) 7→
{ |Φγ(p)−Φγ(q)|
|p−q| p 6= q
minv∈S2
∣∣DΦ(q) v∣∣ p = q
has a positive minimum c˜, which implies that
c˜ |p− q| ≤ |Φγ(p)− Φγ(q)|
≤ |Φγ(p)− Φη(p)|+ |Φη(p)− Φη(q)|+ |Φη(q)− Φγ(q)|
< δ + 0 + δ
= 2δ.
This means that the points p, q need to be close – however, if |p− q| < 2 δc˜ , then
1
2
min
p,v
|DΦγ(p) · v|
|v| ≤ minp,v
|DΦη(p) · v|
|v|
≤ |DΦη(p) · (p− q)||p− q|
=
∣∣Φη(p)− Φη(q)−DΦη(p) · (p− q)∣∣
|p− q|
≤ [D
2Φη]C0,α |p− q|1+α
|p− q|
≤ (1 + CRr) [η′′]C0,α
(
2 δ
c˜
)α
≤ C(R, r, γ) δα.
Since the constant on the left hand side is positive, we find that we can choose δ > 0 for which
the inequality becomes false. 
Since r,N and Φγ depend explicitly on γ, we can re-write all constants above as depending
on γ only.
Corollary A.3. Let γ ∈ C2,α(S1;R3) be an embedded curve with embeddedness radius r > 0.
Then there exists ε > 0 such that all curves η ∈ C2,α(S1;R3) satisfying ‖γ − η‖C2 < ε and
‖η‖C2,α ≤ ‖γ‖C2,α + 1 have an embeddedness radius > r/2.
Remark A.4. Of course, all such curves are C2,β-close to γ for all β < α by interpolation.
Remark A.5. It is easy to see that a map with invertible derivative at a point is invertible in a
neighborhood of that point – however, there is no a priori estimate of the size of the neighborhood
if the derivative is only assumed to be continuous since there is no a priori statement how well
the derivative describes the function around the point. It should therefore not be surprising that
a modulus of continuity estimate of some form – realized above as a Ho¨lder estimate – is needed.
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Remark A.6. If n = 2 or n = 4, there are easy proofs for the existence of an orthonormal basis
along every arc-length parametrized C1-curve that do not require any further assumptions like the
Ho¨lder-continuity of the derivative. For n = 2, the normal field is given by n(s) = (−γ˙2(s), γ˙1(s));
for n = 4 we note that S3 is a Lie-group and as such there are three vector-fields X1, X2, X3
forming an orthonormal basis of TpS
3 at every p ∈ S3. The ortho-normal basis is then given by
γ′(s), n1(s) = X1(γ′(s)), n2(s) = X2(γ′(s)), n3(s) = X3(γ′(s)).
Remark A.7. A notable difference between this construction and constructions like the Frenet-
Serret frame is that the frame is defined globally, while the Frenet-Serret frame may develop
discontinuities at points where curvature vanishes since
#
H
| #H| may become discontinuous there. A
second notable difference is that all estimates depend only on the normal fields depend only on
the first derivative of γ, not the first two.
A.3. Cylindrical coordinates. For practical purposes, we choose a slightly different parametriza-
tion of the tubular neigbourhood Bδ(γ) which resembles cylindrical coordinates. We set
Ψ : S1 × [0, δ)× S1 → R3, Ψ(s, r, θ) = γ(s) + r (cos θ n1(s) + sin θ n2(s))
where we identify S1 with the periodic interval [0, 2pi). Observe that n1 ∧ n2 = γ′ pointwise, so
∂sΨ = γ
′ + r (cos θ n′1 + sin θ n
′
2) ,
∂rΨ = cos θ n1 + sin θ n2,
∂θΨ = r (− sin θ n1 + cos θ n2) ,
∂rΨ ∧ ∂θΨ =
(
cos θ n1 + sin θ n2
) ∧ r (− sin θ n1 + cos θ n2)
= r
(
cos2 θ n1 ∧ n2 − sin2 θ n2 ∧ n1
)
= r γ′,∣∣ det DΨ∣∣ = ∣∣〈∂sΨ, ∂rΨ ∧ ∂θΨ〉∣∣
=
∣∣〈γ′ + r (cos θ n′1 + sin θ n′2) , r γ′〉∣∣
= r
∣∣1 + r〈cos θ n′1 + sin θ n′2, γ′〉∣∣
= r
∣∣1− r〈cos θ n1 + sin θ n2, γ′′〉∣∣
= r
∣∣1− r〈 #H, ν〉∣∣
= r
(
1− r〈 #H, ν〉), (A.3)
where
#
H is the mean curvature vector of γ at s and
ν = ν(s, θ) = cos θ n1(s) + sin θ n2(s)
is the exterior normal vector to Br(γ) at Ψ(s, r, θ). In the derivation, we used that
〈γ′, n1〉 ≡ 0 ⇒ 0 = d
ds
〈γ′, n1〉 = 〈γ′′, n1〉+ 〈γ′, n′1〉.
The same argument shows that 〈n1, n′1〉 = 0 and 〈n1, n′2〉 = −〈n′1, n2〉. Now, let us investigate
the cylindrical hull ∂Br(γ) which is parametrized by
ψr : S
1 × S1 → R3, ψ(s, θ) = γ(s) + r (cos θ n1(s) + sin θ n2(s)) .
The volume element
√
det gψr =
√
det
(
DψTr Dψr
)
can be obtained as follows from the area
formula and co-area formula. Let w ∈ C∞c (Br(γ)) be a function where r is the embeddedness
radius. Then, since |∇dist(·, γ)| ≡ 1, we find that∫
Br(γ)
w(x) dx =
∫ r
0
∫
S1L
∫
S1
w(Ψ(r, s, θ)) r
(
1− r〈 #H, ν〉) dθ dsdr∫
Br(γ)
w(x) dx =
∫
Br(γ)
w(x)
∣∣∇dist(x, γ)∣∣ dx
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=
∫ r
0
∫
{dist(x,γ)=r}
w dHn−1 dr
=
∫ r
0
(∫
S1
∫
S1
w(ψr(s, θ))
√
det(gψr ) dθ ds
)
dr
=
∫ r
0
∫
S1L
∫
S1
w(Ψ(r, s, θ))
√
det(gψr (s, θ)) dθ dsdr,
so the fundamental lemma of the calculus of variations shows that√
det(gψr (s, θ)) = r
(
1− r〈 #H, ν〉). (A.4)
almost everywhere and smoothness implies that the identity holds in the strong sense. We used
fairly involved machinery in a simple situation, and the same result can be obtained by a direct,
albeit tedious calculation. In the metric tensor on ∂Bε(γ), scalar products of the vectors n
′
i
occur, which do not cancel out in an obvious way in det(g). It is necessary to use the identities
n2 = ±γ′ ∧ n1 multiple times to translate scalar products back to quantities depending only on
γ, together with close attention to which vectors are orthogonal or parallel.
Appendix B. On the extension and trace constants of Ωε
In this section, we prove uniform extension and trace results and uniform Poincare´ inequalities
for domains Ωε given by a fixed domain Ω from which we removed the ε-tube Bε(γ) around an
embedded C2-curve γ. We make frequent use of the adapted cylindrical coordinates developed
in the previous section.
We begin by proving the uniform trace theorem.
Proof of Proposition 3.5. Let Ψ be the adapted cylindrical coordinates as introduced in Ap-
pendix A. By (A.4) we may choose R > 0 smaller than the embeddedness radius such that
det(DΨ) = r
(
1 − r〈 #H, ν〉) ≥ r2 for r < R (Note that both the C2-norm and the embeddedness
radius of γ enter in the choice of R). Next, let η ∈ C∞(R) be a cut-off function such that
η(z) =
{
1 |z| ≤ R3 ,
0 |z| ≥ 2R3 ,
and − 4
R
≤ η′ ≤ 0,
and set η˜ : Ω→ R, η˜(x) := η(dist(x, γ)). We observe that η˜u = u on ∂Bε(γ) for ε < R3 and that
uη˜ ∈ H10 (Ω) when R < dist(γ, ∂Ω). We observe that
|u|(ψε(s, θ)) = |uη˜|(Ψ(s, ε, θ))
= |uη˜|(Ψ(s,R, θ))− ∫ R
ε
d
dr
|uη˜|(Ψ(s, r, θ)) dr
= 0−
∫ R
ε
[
|u|(Ψ(s, r, θ)) η′(r) + η(r) 〈(Du)T u|u|(Ψ(s, r, θ)), ∂∂rΨ(s, r, θ)
〉]
dr
≤ 4
R
∫ 2R/3
R/3
|u|(Ψ(s, r, θ))dr + ∫ R
ε
∣∣Du∣∣(Ψ(s, r, θ))dr,
since ∣∣∣∣ ∂∂rΨ(s, r, θ)
∣∣∣∣ = ∣∣ cos θ n1(s) + sin θ n2(s)∣∣ = 1. (B.1)
Recall that S1L denotes the circle of length L. Therefore, using Ho¨lder’s inequality we find that∫
∂Bε(γ)
|u|2 dH2 =
∫
S1
∫
S1
|u|2(ψε(s, θ))√det gψε(s, θ) dθ ds
≤
∫
S1
∫
S1
(
4
R
∫ 2R/3
R/3
|u|(Ψ(s, r, θ)) dr + ∫ R
ε
∣∣Du∣∣(Ψ(s, r, θ))dr)2 [ε+Oγ(ε2)] dθ ds
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≤ 2
∫
S1
∫
S1
( 4
R
∫ 2R/3
R/3
|u|(Ψ(s, r, θ)) dr)2 +(∫ R
ε
∣∣Du∣∣(Ψ(s, r, θ)) dr)2
 2εdθ ds
≤ 2
∫
S1L
∫
S1
[
4
3
∫ 2R/3
R/3
|u|2(Ψ(s, r, θ)) dr + (R− ε)∫ R
ε
|Du|2 (Ψ(s, r, θ)) dr
]
2εdθ
≤ 2
∫
S1L
∫
S1
∫ R
ε
([
4
3
|u|2 +R |Du|2
]
◦Ψ
)
2ε
|det(DΨ)| |det(DΨ)|dr dθ ds
≤ 2
∫
S1L
∫
S1
∫ R
ε
([
4
3
|u|2 +R |Du|2
]
◦Ψ
)
2ε
r
2
|det(DΨ)|dr dθ ds
≤ 8
∫
S1L
∫
S1
∫ R
ε
([
4
3
|u|2 +R |Du|2
]
◦Ψ
)
|det(DΨ)|dr dθ ds
≤ 8 max
{
4
3
, R
} ∫
BR(γ)\Bε(γ)
[|u|2 + |Du|2] dx.

Let us move on to the uniform extension theorem.
Proof of Proposition 3.6. Let η ∈ C∞(R) be a cut-off function such that
η(z) =
{
1 |z| ≤ R2
0 |z| ≥ R , −
3
R
≤ η′ ≤ 0
and by abuse of notation write η : Ω→ R, η(x) = η(dist(x, γ)). We define
(Tεu)
(
Ψ(s, r, θ)
)
= (ηu)
(
Ψ
(
s,
ε2
r
, θ
))
for r < ε. By construction, Tεu is continuous at r = ε if u is continuous up to the boundary
and Tεu(x) = 0 if dist(x, γ) <
ε2
R since then η
(
ε2
dist(x,γ)
)
= 0. These matching conditions ensure
weak differentiability of Tεu in the entire domain Ω.
It remains to prove the uniform estimates. In standard Cartesian coordinates, we have
(Tεu)(x) =
{
(uη)
(
ϕε(x)
)
dist(x, γ) < ε
u(x) dist(x, γ) ≥ ε
where ϕε is a sequence of (local) diffeomorphisms given by
ϕε = Ψ ◦ Iε ◦Ψ−1, Iε(r, s, θ) =
(
ε2
r
, s, θ
)
,
and Ψ is again the change of coordinates constructed in Appendix A. Consequently,
∇Tεu = η′
(∇dist(·, γ))⊗ u+ η Du ·Dϕε.
Without loss of generality, let us assume that γ′ = e1, n1 = e2 and n2 = e3. We see that
(c.f. Appendix A)S
DΨ(s, r, θ) =
1− r〈 #H, ν〉 0 0rβ cos θ cos θ −r sin θ
−rβ sin θ sin θ r cos θ

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using as before that 〈n′1, γ′〉 = 〈n1,−γ′′〉 and denoting β := 〈n′2, n1〉 a sort of “torsion” associated
to the moving frame γ′, n1, n2. The inverse of the matrix is given by
(
DΨ
)−1
(s,r,θ)
=

1
1−r〈ν, #H〉 0 0
rβ (cos2 θ−sin2 θ)
1−r〈ν, #H〉 cos θ sin θ
2β sin θ cos θ
1−r〈ν, #H〉 − sin θr cos θr

and thus
(Dϕε)Ψ(s,r,θ) = DΨIε(s,r,θ) · (DIε)s,r,θ ·D(Ψ−1)Ψ(s,r,θ)
= DΨ
(s, ε
2
r ,θ)
· (DIε)(s,r,θ) · (DΨ)−1(s,r,θ).
=
1− ε
2
r 〈
#
H, ν〉 0 0
ε2
r β cos θ cos θ − ε
2
r sin θ
− ε2r β sin θ sin θ ε
2
r cos θ
 ·
1 0 00 − ε2r2 0
0 0 1
 ·

1
1−r〈ν, #H〉 0 0
rβ (cos2 θ−sin2 θ)
1−r〈ν, #H〉 cos θ sin θ
2β sin θ cos θ
1−r〈ν, #H〉 − sin θr cos θr

=
1− ε
2
r 〈
#
H, ν〉 0 0
ε2
r β cos θ
−ε2
r2 cos θ − ε
2
r sin θ
− ε2r β sin θ − ε
2
r2 sin θ
ε2
r cos θ
 ·

1
1−r〈ν, #H〉 0 0
rβ (cos2 θ−sin2 θ)
1−r〈ν, #H〉 cos θ sin θ
2β sin θ cos θ
1−r〈ν, #H〉 − sin θr cos θr

=

1− ε2r 〈
#
H,ν〉
1−r〈ν, #H〉 0 0
0 ε
2
r2 (sin
2 θ − cos2 θ) − 2ε2r2 sin θ cos θ
0 − 2ε2r2 sin θ cos θ ε
2
r2 (cos
2 θ − sin2 θ)
 .
It follows that ||Dϕε||L∞ ≤ C ε2r2 and thus∫
Bε(γ)
|∇Tεu|2 dx =
∫
S1L
∫ ε
ε2
R
∫
S1
|∇Tεu|2(Ψ(s, r, θ)) r
(
1− r〈 #H, ν〉) dθ dr ds
≤ 2
∫
S1L
∫ ε
ε2
R
∫
S1
[
9
R2
|u|2 + C
(
ε2
r2
)2
|∇u|2
](
Ψ
(
s,
ε2
r
, θ
))
r
(
1− r〈 #H, ν〉) dθ dr ds
≤ C
∫
S1L
∫ ε
ε2
R
∫
S1
[|u|2 + |∇u|2](Ψ(s, ε2
r
, θ
))
· ε
2
r
dθ
ε2
r2
dr ds
= C
∫
S1L
∫ R
ε
∫
S1
[|u|2 + |∇u|2] (Ψ (s, r′, θ)) · (r′) dθ dr′ ds
≤ C
∫
BR(γ)\Bε(γ)
|u|2 + |∇u|2 dx.
A simpler version of the same argument applies to the L2-norm. 
Finally, we uniformly bound the Poincare´ constants of the sets Ωε.
Proof of Proposition 3.7. Assume that u ∈ H1(Ω) and, without loss of generality, that ∫
Ωε
u = 0.
Use the extension operator Tε from above and observe that∫
Ω
Tεudx =
∫
Ωε
uε dx+
∫
Bε(γ)
Tεudx =
∫
Bε(γ)
Tεudx
where ∣∣∣∣∣
∫
Bε(γ)
Tεudx
∣∣∣∣∣ ≤
(∫
Bε(γ)
1 dx
) 1
2
(∫
Bε(γ)
|Tεu|2 dx
) 1
2
≤ Cγ ε1/2
(∫
Ω
u2 dx
) 1
2
.
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It follows that ∫
Ωε
|u|2 dx ≤
∫
Ω
|Tεu|2 dx
≤ 2
∫
Ω
∣∣∣∣Tεu− 1|Ω|
∫
Ω
Tεu
∣∣∣∣2 + ∣∣∣∣ 1|Ω|
∫
Ω
Tεu
∣∣∣∣2 dx
≤ 2
∫
Ω
CP |∇Tεu|2 + 1|Ω|2 C
2
γε
(∫
Ω
|u|2 dx
)
≤ 2C
∫
Ωε
|∇u|2 dx+ C
2
γ ε
|Ω|
∫
Ω
|u|2 dx
which means that ∫
Ωε
|u|2 dx ≤ 2C
1− C2γε|Ω|
∫
Ωε
|∇u|2 dx.
For small ε, the denominator is approximately 1 and the constant asymptotically depends on
the Poincare´ constant of Ω as well as the extension constant, but nothing else. 
Appendix C. H1- and L2-gradient flows
We used an H1-type dissipation for physical convenience where the dependence on the gradient
of the velocity was weighted by a small parameter δ. As a proof of concept, we show that in a
simple and linear situation, it is possible to pass to the limit δ → 0 in the evolution equation
and present first properties of solutions to such equations.
Let F : Ω× R× Rn × Rn×n → R be any Lipschitz-continuous function. Then the maps
Aδ : C
2,α(Ω)→ C2,α(Ω), Aδu = (1− δ∆)−1F (x, u,Du,D2u)
are Lipschitz-continuous for all δ > 0 with Lipschitz-constants scaling as 1δ and
A0 : C
2,α(Ω)→ C0,α(Ω), A0u = F (x, u,Du,D2u)
is Lipschitz-continuous. For δ > 0, we can easily prove existence for the evolution equation{
ut = Aδu t > 0
u = u0 t = 0
by the Picard-Lindelo¨ff theorem, even if the operator A0 induced by F fails to be elliptic. If F is
elliptic (and well-enough behaved), in the case δ = 0 existence follows from the existence theory
of parabolic equations. We are interested in the question how well gradient flows of suitable
energy functional E with respect to the inner product
〈u, v〉δ = 〈u, v〉L2 + δ 〈∇u,∇v〉L2
(so Banach-space valued ODEs) approximate solutions to the (parabolic) L2-gradient flow as
δ → 0. We briefly discuss the H1-gradient flow of the Dirichlet energy for some δ > 0 as a model
problem, i.e. the model equation
(1− δ∆)ut = ∆u.
On the circle, this problem admits a direct treatment using Fourier series:
u(t, x) =
∞∑
n=0
an(t) sin(nx) + bn(t) cos(nx)
∆u(t, x) = −
∞∑
n=0
n2an(t) sin(nx) + n
2bn(t) cos(nx)
ut(t, x) =
∞∑
n=0
a˙n(t) sin(nx) + b˙n(t) cos(nx)
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(1− δ∆)ut(t, x) =
∞∑
n=0
(1 + δn2)a˙n(t) sin(nx) + (1 + δn
2)b˙n(t) cos(nx)
which results in the ODEs for the coefficients
(1 + δn2)a˙n = −n2 an ⇒ an(t) = an(0) exp
( −n2
1 + δn2
t
)
and the same for bn. While the exponential decay of coefficients in time resembles the behavior
of solutions to the heat equation, there is a significant difference: the rate of exponential decay
of the higher order coefficients is ‘capped’ at 1δ since
n2
1 + δn2
=
1
δ
δn2
1 + δn2
≤ 1
δ
.
In particular, the rate of the exponential decay approaches 1δ for large n. While this ‘smoothes
out’ functions over time by decreasing oscillations in a non-rigorous sense, we do not observe any
increase in regularity since
an(t) ≈ an(0) · exp
(
δ−1t
)
for large enough n, so the same summability properties hold at times t > 0 and t = 0, while for
the heat equation with δ = 0 instantaneously nk an(t) becomes square-summable for all k ∈ N,
leading to Hk- and thus C∞-regularity. Here, an increase in regularity is not expected since the
equivalent formulation of the equation as
ut = (1− δ∆)−1∆u = ∆ ◦ (1− δ∆)−1u
does not require any particular degree of spacial regularity – in fact, the equation in this form
makes sense in Lp- or Ho¨lder spaces and does not require functions to have derivatives even in
the weak sense. However, we observe that, if the initial condition u(0) lies in Hk for k ≥ 0,
(H0 = L2), we find
‖uδ(t)− u0(t)‖Hk =
∞∑
n=0
[
nk
(
aδn(t)− a0n(t)
)]2
+
[
nk
(
bδn(t)− b0n(t)
)]2
=
∞∑
n=0
n2k
(
an(0)
2 + bn(0)
2
) · [exp( −n2
1 + δn2
t
)
− exp (− n2t)]2
→ 0
due to the dominated convergence theorem. Thus we note:
(1) Solutions to the L2 + δH10 -gradient flow for positive δ are not expected to increase
regularity of solutions, but
(2) as δ → 0, solutions uδ approach the solution u0 of the heat equation in every Hilbert
Sobolev space which contains the initial condition.
The Ho¨lder theory for this problem seems more complicated since the operator
(1− δ∆)−1 : C0,α → C0,α
does not approach the identity map even pointwise in the natural topology. Since uδ ∈ C2,α by
regularity arguments, uδ lies in the small Ho¨lder space c
0,α (the closure of C∞ in the C0,α-norm)
and thus there exist right hand sides f ∈ C0,α which mandate that ‖uδ − f‖C0,α ≥ 1 for all δ.
We provide a statement which is needed above on the behavior of solutions in Ho¨lder spaces.
To keep things simple, we only treat the periodic case (which is all we need on the circle) and do
not consider boundary effects. We believe these results to be well known but have been unable
to find a reference.
Theorem C.1. Let L be a uniformly elliptic operator with C0,α-Ho¨lder continuous coefficients
Lu := −aijDiDju + biu on a flat d-dimensional torus Td and f ∈ C0,α(Td). Denote by uδ the
unique solution of
(δL+ 1)uδ = f.
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Then for all δ < 1 we have
‖uδ‖L∞ ≤ ‖f‖L∞ , [uδ]C0,α ≤ [f ]C0,α
and
‖uδ − f‖L∞ ≤ C1 [f ]C0,α δα/2, ‖uδ‖C2,α ≤ C2
δ
‖f‖C0,α .
The constant C1 depends only on the L
∞-norm of the coefficients of L while C2 depends on the
Ho¨lder norm of the coefficients of L and its uniform ellipticity constant.
Proof. First L∞-estimate. Take a point x where uδ achieves its maximum. Then Luδ(x) ≥ 0
and thus
uδ(x) = f(x)− δLuδ(x) ≤ f(x) ≤ ‖f‖L∞ .
The same can be done at a minimum.
C0,α-estimate. Consider uδ,z = uδ(x + z) which solves (δL + 1)uδ,z = fz = f(· + z). Using
the L∞-estimate, we find that
(δL+ 1)(uδ − uδ,z) = (f − fz) ⇒ ‖uδ − uδ,z‖L∞ ≤ ‖f − fz‖L∞ ≤ [f ]C0,α |z|α
which implies that
|uδ(x)− uδ(x+ z)| ≤ [f ]C0,α |z|α
which is a re-arrangement of the usual Ho¨lder estimate.
C2,α-estimate. The C2,α-estimate is now easy to obtain. We re-arrange the equation to find
that
δ(L+ 1)uδ = f − (1− δ)uδ ⇒ (L+ 1) uδ = f − uδ + δ uδ
δ
which by elliptic regularity theory for the operator L+ 1 implies that∥∥uδ∥∥C2,α ≤ CL ∥∥∥∥f − uδ + δ uδδ
∥∥∥∥
C0,α
≤ CL
δ
(‖f‖C0,α + (1− δ) ‖uδ‖C0,α) ≤ CL
δ
‖f‖C0,α
by the C0,α-estimate.
Second L∞-estimate. We prove C0-convergence by constructing sub- and super-solutions
for uδ. Take a standard mollifier η and consider the convolution fρ = f ∗ ηρ for some parameter
ρ > 0. Then we see that∣∣D2fρ∣∣ = ∣∣f ∗D2ηρ∣∣
=
∣∣∣∣ρ−2 ∫
Td
f(y) (D2η)ρ(x− y) dy
∣∣∣∣
=
∣∣∣∣ρ−2 ∫
Td
(f(y)− f(x)) (D2η)ρ(x− y) dy
∣∣∣∣
≤ [f ]C0,αρ−2
∫
Td
|x− y|α
∣∣∣∣D2η(x− yρ
)∣∣∣∣ dy
≤ [f ]C0,αρα−2
∫
Td
|D2η|(z) dz
since
∫
Td D
2η = 0. The same argument applies to first derivatives. Hence we calculate that
(δL+ 1)
(
fρ − c¯ρβ
) ≤ Cδ (‖(aij)ij‖L∞ρα−2 + |b|L∞ρα−1) [fρ]C0,α + (fρ − c¯ρβ)
≤ CL [f ]C0,α ρα−2δ + f + [f ]C0,α ρα − c¯ ρβ
where the constant CL depends only on the L
∞-norm of the coefficients of L. To make sure that
this is negative, we need to balance
ρβ = ρα = δ ρα−2 ⇒ α = β, ρ2 = δ
and choose c¯ > (CL + 1) [f ]C0,α . Then
(δL+ 1)
(
fδ1/2 − c¯ δα/2
)
≤ f = (δL+ 1)uδ,
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and since the operator δL+ 1 allows a comparison principle, it follows that
uδ ≥ fδ − c¯ δ α2 ≥ f − [f ]C0,α ρα − c¯ δα/2.
Similarly, we construct a super-solution and obtain
f − C1 [f ]C0,α δα/2 ≤ uδ ≤ f + C1 [f ]C0,α δα/2.

Remark C.2. Of course, it would have been possible to include a zeroth order term in L or
suitable boundary conditions which are close enough to f and for parts of the theorem to relax
the continuity condition on the coefficients.
Remark C.3. The same proof based on the translation of f shows that if f ∈ c0,α where
c0,α(Td) =
{
f ∈ C0,α(Td)
∣∣∣∣ limρ→0 sup|x−y|<ρ |f(x)− f(y)||x− y|α = 0
}
then uδ ∈ c0,α as well since
sup
|x−y|<ρ
uδ(x)− uδ(y)
|x− y|α ≤ sup|x−y|<ρ
f(x)− f(y)
|x− y|α
by the same argument. It is easy to see that this implies convergence uδ → f in C0,α.
References
[ABM14] Hedy Attouch, Giuseppe Buttazzo, and Ge´rard Michaille. Variational analysis in Sobolev and BV
spaces: applications to PDEs and optimization. SIAM, 2014.
[Ant95] Stuart Antman. Nonlinear Problems of Elasticity, volume 107 of Applied Mathematical Sciences.
Springer, New York, NY, 1995.
[BB07] Jean Bourgain and Ha¨ım Brezis. New estimates for elliptic equations and Hodge type systems. J. Eur.
Math. Soc. (JEMS), 9(2):277–315, 2007.
[BFLM15] T. Blass, I. Fonseca, G. Leoni, and M. Morandotti. Dynamics for systems of screw dislocations. SIAM
J. Appl. Math., 75(2):393–419, 2015.
[BM17] Timothy Blass and Marco Morandotti. Renormalized energy and Peach-Ko¨hler forces for screw dislo-
cations with antiplane shear. J. Convex Anal., 24(2):547–570, 2017.
[Bra17] Julian Braun. Connecting atomistic and continuous models of elastodynamics. Arch. Ration. Mech.
Anal., 224(3):907–953, 2017.
[CGM15] Sergio Conti, Adriana Garroni, and Annalisa Massaccesi. Modeling of dislocations and relaxation
of functionals on 1-currents with discrete multiplicity. Calc. Var. Partial Differential Equations,
54(2):1847–1874, 2015.
[CGO15] Sergio Conti, Adriana Garroni, and Michael Ortiz. The line-tension approximation as the dilute limit
of linear-elastic dislocations. Arch. Ration. Mech. Anal., 218(2):699–755, 2015.
[CL05] Paolo Cermelli and Giovanni Leoni. Renormalized energy and forces on dislocations. SIAM J. Math.
Anal., 37(4):1131–1160, 2005.
[Dei10] Klaus Deimling. Nonlinear functional analysis. Courier Corporation, 2010.
[DKW18] PW Dondl, MW Kurzke, and S Wojtowytsch. The effect of forest dislocations on the evolution of a
phase-field model for plastic slip. arxiv. org. Arch Ration Mech Anal, 2018.
[DLGP12] L. De Luca, A. Garroni, and M. Ponsiglione. Γ-convergence analysis of systems of edge dislocations:
the self energy regime. Arch. Ration. Mech. Anal., 206(3):885–910, 2012.
[FGLW] I. Fonseca, Janusz Ginster, G. Leoni, and Stephan Wojtowytsch. Asymptotic analysis of the peach-
koehler force in linearly elastic isotropic crystals. in preparation.
[FPP19] Silvio Fanzon, Mariapia Palombaro, and Marcello Ponsiglione. Derivation of linearized polycrystals
from a two-dimensional system of edge dislocations. SIAM J. Math. Anal., 51(5):3956–3981, 2019.
[GH86] M. Gage and R. S. Hamilton. The heat equation shrinking convex plane curves. J. Differential Geom.,
23(1):69–96, 1986.
[Gin19] Janusz Ginster. Plasticity as the Γ-limit of a two-dimensional dislocation energy: The critical
regime without the assumption of well-separateness. Archive for Rational Mechanics and Analysis,
233(3):1253–1288, Sep 2019.
[GM05] A. Garroni and S. Mu¨ller. Γ-limit of a phase-field model of dislocations. SIAM J. Math. Anal.,
36(6):1943–1964, 2005.
[GM06] Adriana Garroni and Stefan Mu¨ller. A variational model for dislocations in the line tension limit. Arch.
Ration. Mech. Anal., 181(3):535–578, 2006.
DISLOCATION MOTION IN SIMPLIFIED ELASTICITY 47
[Ham82] Richard S. Hamilton. Three-manifolds with positive Ricci curvature. J. Differential Geom., 17(2):255–
306, 1982.
[Hoc13] Thomas Hochrainer. Moving dislocations in finite plasticity: a topological approach. ZAMM Z. Angew.
Math. Mech., 93(4):252–268, 2013.
[Hoc16] Thomas Hochrainer. Thermodynamically consistent continuum dislocation dynamics. J. Mech. Phys.
Solids, 88:12–22, 2016.
[Hoc18] Thomas Hochrainer. Dislocation dynamics as gradient descent in a space of currents. In Advances
in mechanics of materials and structural analysis, volume 80 of Adv. Struct. Mater., pages 207–221.
Springer, Cham, 2018.
[Hud18] Thomas Hudson. An existence result for discrete dislocation dynamics in three dimensions.
arXiv:1806.00304 [math.AP], 2018.
[KCnO02] M. Koslowski, A. M. Cuitin˜o, and M. Ortiz. A phase-field theory of dislocation dynamics, strain
hardening and hysteresis in ductile single crystals. J. Mech. Phys. Solids, 50(12):2597–2635, 2002.
[Ko¨n13] Konrad Ko¨nigsberger. Analysis 2. Springer-Verlag, 2013.
[LRRA14] Bing Liu, Dierk Raabe, Franz Roters, and Athanasios Arsenlis. Interfacial dislocation motion and
interactions in single-crystal superalloys. Acta Materialia, 79:216–233, 2014.
[Mun14] James Munkres. Topology. Pearson Education, 2014.
[Pon07] Marcello Ponsiglione. Elastic energy stored in a crystal induced by screw dislocations: from discrete
to continuous. SIAM J. Math. Anal., 39(2):449–469, 2007.
Irene Fonseca, Department of Mathematical Sciences, Carnegie-Mellon University, 5000 Forbes
Avenue, Pittsburgh, PA 15213
E-mail address: fonseca@andrew.cmu.edu
Janusz Ginster, Institut fu¨r Mathematik, Humboldt-Universita¨t zu Berlin, Rudower Chaussee 25,
12489 Berlin
E-mail address: janusz.ginster@math.hu-berlin.de
Stephan Wojtowytsch, Program in Applied and Computational Mathematics, Princeton University,
205 Fine Hall, Princeton, NJ 08544
E-mail address: stephanw@princeton.edu
