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Abstract
In this paper we develop a general method for constructing 3-point functions in confor-
mal field theory with affine Lie group symmetry, continuing our recent work on 2-point
functions. The results are provided in terms of triangular coordinates used in a wave
function description of vectors in highest weight modules. In this framework, compli-
cated couplings translate into ordinary products of certain elementary polynomials. The
discussions pertain to all simple Lie groups and arbitrary integrable representation. An
interesting by-product is a general procedure for computing tensor product coefficients,
essentially by counting integer solutions to certain inequalities. As an illustration of the
construction, we consider in great detail the three cases SL(3), SL(4) and SO(5).
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1 Introduction
The work presented in this paper constitutes a continuation of our recent work on 2-point
functions in conformal field theory with affine Lie group symmetry or affine Lie algebra
for short [1]. Our aim is to develop a systematic and general approach to the computation
of correlators. Thus, in [1] the program was initiated by considering 2-point functions for
all Lie groups and arbitrary representations, integrable or non-integrable. In this paper
we undertake the study of 3-point functions for integrable representations and present
modest speculations on a possible generalization to non-integrable representations.
Our method is based on a wave function formalism where vectors in certain repre-
sentation spaces are translated into polynomials in so-called triangular coordinates x. In
this framework, complicated couplings of highest weight representations are described by
ordinary products of the polynomials. We shall use the notion of elementary couplings
known from the study of tensor or Kronecker products of integrable highest weight rep-
resentations, see e.g. [2, 3, 4] and references therein. This gives rise to a finite set of
elementary polynomials in terms of which our results may be expressed. Certain redun-
dancies, known as syzygies, appear in our formalism as vanishing linear combinations of
simple products of these elementary polynomials.
To the best of our knowledge, the only systematic approach to 3-point functions in
the literature is the work [5] by Ru¨hl1. However, his construction is designed explicitly
to treat integrable representations in the case of SL(N) only. In Section 4 we shall make
some comparative comments.
It should be stressed that our results are completely general wrt the Lie algebra and
the integrable representations, but pertain to the global or horizontal structure of the
3-point function. It is the dependence on the affine coordinates x that is determined
in addition to the well known dependence on the conformal coordinates z. Thus, we
do not discuss the role played by the central extension (or level) k of the affine Lie
algebra. Information on that is encoded in the structure constants which are yet to be
determined. They are closely related to the physical fusion coefficients. In the classical
limit k → ∞ these reduce to the ordinary tensor product coefficients. By construction,
the latter denote the dimensionalities of the spaces of chiral blocks that we obtain. Thus,
in the process of constructing the complete and minimal solution spaces for the 3-point
functions we are also determining the tensor product coefficients. This by-product is an
alternative to more conventional methods.
Besides providing new and systematic results on 3-point functions, our construc-
tion seems amenable of generalizing to non-integrable representations. The indication
is found in the very simple mathematical structure of the correlators, where only linear
combinations of ordinary products of polynomials appear. As discussed in Section 5, a
generalization is currently under investigation.
The remaining part of this paper is organized as follows. In Section 2 we present
some background material. In Section 3 we introduce the wave function formalism and
discuss the general structure of 3-point functions in terms of elementary polynomials
implementing the syzygies. As building blocks, we introduce generalized anharmonic
ratios. In Section 4 we discuss the cases SL(3), SO(5) and SL(4) and present some
1We thank P. Furlan, A.Ch. Ganchev and V.B. Petkova for pointing out this work.
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explicit results working out examples. Section 5 contains some concluding speculations
on possible generalizations, while various technical results on SO(5) and SL(4) are listed
in Appendix A.
2 Notation
Let g be a simple Lie algebra of rank r. h is a Cartan subalgebra of g. The set of
(positive) roots is denoted (∆+) ∆ and the simple roots are written αi, i = 1, ..., r.
α∨ = 2α/α2 is the root dual to α. Using the triangular decomposition
g = g− ⊕ h⊕ g+ (1)
the raising and lowering operators are denoted eα ∈ g+ and fα ∈ g−, respectively, with
α ∈ ∆+, and hi ∈ h are the Cartan operators. In the Cartan-Weyl basis we have
[hi, eα] = (α
∨
i , α)eα , [hi, fα] = −(α
∨
i , α)fα (2)
and
[eα, fα] = hα = G
ij(α∨i , α
∨)hj (3)
where the metric Gij is related to the Cartan matrix Aij as
Aij = α
∨
i · αj = (α
∨
i , αj) = Gijα
2
j/2 (4)
The Dynkin labels Λk of the weight Λ are defined by
Λ = ΛkΛ
k , Λk = (α
∨
k ,Λ) (5)
where
{
Λk
}
k=1,...,r
is the set of fundamental weights satisfying
(α∨i ,Λ
k) = δki (6)
Elements in g+ may be parameterized using “triangular coordinates” denoted by x
α, one
for each positive root, thus we write general Lie algebra elements in g+ as
g+(x) = x
αeα ∈ g+ (7)
We will understand “properly” repeated root indices as in (7) to be summed over the pos-
itive roots. Repeated Cartan indices as in (5) are also summed over. The corresponding
group element is
G+(x) = e
g+(x) (8)
The matrix representation C(x) of g+(x) in the adjoint representation is defined by
Cba(x) = −x
βfβa
b (9)
Now, a differential operator realization
{
J˜a(x, ∂,Λ)
}
of the simple Lie algebra g gen-
erated by {ja} may be defined by
〈Λ, x|ja = J˜a(x, ∂,Λ)〈Λ, x| (10)
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where
〈Λ, x| = 〈Λ|G+(x) (11)
The explicit solution is found to be [6]
E˜α(x, ∂) = V
β
α (x)∂β
H˜i(x, ∂,Λ) = V
β
i (x)∂β + Λi
F˜α(x, ∂,Λ) = V
β
−α(x)∂β + P
j
−α(x)Λj (12)
where
V βα (x) = [B(C(x))]
β
α
V βi (x) = − [C(x)]
β
i
V β−α(x) =
[
e−C(x)
]γ
−α
[B(−C(x))]βγ
P j−α(x) =
[
e−C(x)
]j
−α
(13)
B is the generating function for the Bernoulli numbers
B(u) =
u
eu − 1
=
∑
n≥0
Bn
n!
un (14)
whereas ∂β denotes partial differentiation wrt x
β. Closely related to this differential
operator realization is the equivalent one {Ja(x, ∂,Λ)} given by
Eα(x, ∂,Λ) = −F˜α(x, ∂,Λ)
Fα(x, ∂,Λ) = −E˜α(x, ∂,Λ)
Hi(x, ∂,Λ) = −H˜i(x, ∂,Λ) (15)
The matrix functions (13) are defined in terms of universal power series expansions, valid
for any Lie algebra, but ones that truncate giving rise to finite polynomials of which the
explicit forms depend on the Lie algebra under consideration. Details on the truncations
and the resulting polynomials may be found in [6].
2.1 Affine Current Algebra
Associated to a Lie algebra is an affine Lie algebra characterized by the central extension
k, and associated to an affine Lie algebra is an affine current algebra whose generators are
conformal spin one fields and have amongst themselves the operator product expansion
Ja(z)Jb(w) =
κabk
(z − w)2
+
fab
cJc(w)
z − w
(16)
where regular terms have been omitted. κab and fab
c are the Cartan-Killing form and the
structure coefficients, respectively, of the underlying Lie algebra.
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It is convenient to collect the traditional multiplet of primary fields in an affine current
algebra (which generically is infinite for non-integrable representations) in a generating
function for that [7, 8, 6], namely the primary field φΛ(w, x) which must satisfy
Ja(z)φΛ(w, x) =
−Ja(x, ∂,Λ)
z − w
φΛ(w, x)
T (z)φΛ(w, x) =
∆(φΛ)
(z − w)2
φΛ(w, x) +
1
z − w
∂φΛ(w, x) (17)
Here {Ja(z)} and T (z) are the affine currents and the energy-momentum tensor, respec-
tively, whereas {Ja(x, ∂,Λ)} is the differential operator realization. ∆(φΛ) denotes the
conformal dimension of φΛ. The explicit construction of primary fields for general simple
Lie algebra and arbitrary representation is provided in [6], see also the discussion on wave
functions below.
An affine transformation of a primary field is given by
δǫφΛ(w, x) =
∮
w
dz
2πi
ǫa(z)Ja(z)φΛ(w, x)
=
{
ǫ−α(w)V βα (x)∂β + ǫ
i(w)
(
V βi (x)∂β + Λi
)
+ ǫα(w)
(
V β−α(x)∂β + P
i
−α(x)Λi
)}
φΛ(w, x) (18)
and is parameterized by the d (d is the dimension of the underlying Lie algebra) inde-
pendent infinitesimal functions ǫa(z).
3 3-point Functions
Let W3(z1, z2, z3; x1, x2, x3; Λ(1),Λ(2),Λ(3); k) denote a general 3-point function of the 3
primary fields φΛ(1)(z1, x1), φΛ(2)(z2, x2) and φΛ(3)(z3, x3). Recall that k is the central
extension. The conformal Ward identities or projective invariance allow us to determine
completely the conformal property (z dependence) of the 3-point function, whereby we
may write
W3(z1, z2, z3; x1, x2, x3; Λ(1),Λ(2),Λ(3); k)
= CΛ(1)Λ(2)Λ(3)(k)(z1 − z2)
−∆1−∆2+∆3(z2 − z3)
−∆2−∆3+∆1(z3 − z1)
−∆3−∆1+∆2
· W affn (x1, x2, x3; Λ(1),Λ(2),Λ(3)) (19)
where ∆l = ∆(φΛ(l)) is the conformal weight of the primary field φΛ(l). The affine Ward
identity
0 = δǫW3(z1, z2, z3; x1, x2, x3; Λ(1),Λ(2),Λ(3); k)
= 〈δǫφΛ(1)(z1, x1)φΛ(2)(z2, x2)φΛ(3)(z3, x3)〉+ 〈φΛ(1)(z1, x1)δǫφΛ(2)(z2, x2)φΛ(3)(z3, x3)〉
+ 〈φΛ(1)(z1, x1)φΛ(2)(z2, x2)δǫφΛ(3)(z3, x3)〉 (20)
may then be recast (using (18)) into the following set of d partial differential equations(
3∑
l=1
J˜a(xl, ∂,Λ(l))
)
W aff3 (x1, x2, x3; Λ(1),Λ(2),Λ(3)) = 0 (21)
4
It is easily verified that only the 2r equations for a = ±αi are independent. By induction,
this simply follows from the fact that {J˜a} is a differential operator realization of a Lie
algebra. It is the (finite dimensional) solution spaces to the equations (21) for integrable
representations that we shall discuss in the following. We shall use the notation W aff,m3
to indicate the multiplicities. Thus, m = 1, ..., NΛ(1)Λ(2)Λ(3) where NΛ(1)Λ(2)Λ(3) is the tensor
product coefficient for the coupling (Λ(1),Λ(2),Λ(3)). Note that we are only discussing the
global (k independent) behavior of the correlators, so NΛ(1)Λ(2)Λ(3) is also the dimension
of the space of chiral blocks for the given coupling. The non-trivial dependence on the
central extension k is encoded in the coupling constants CΛ(1)Λ(2)Λ(3)(k). In general, also
the dimension of the space of physical chiral blocks will depend on k since it is given by
the fusion coefficient NΛ(1)Λ(2)Λ(3)(k) (see e.g. [3, 4] and [9]) satisfying
NΛ(1)Λ(2)Λ(3)(k) ≤ NΛ(1)Λ(2)Λ(3)(k =∞) = NΛ(1)Λ(2)Λ(3) (22)
3.1 Wave Functions
Here we shall discuss a wave function picture of the Kronecker or tensor product of a
set of integrable highest weight representations. The idea [6, 1] is to translate states
or vectors in the representation spaces into polynomials in the triangular coordinates
x, upon which vectors in the tensor product modules are given by ordinary products of
polynomials. First we review a few basic properties of conjugate weights and fundamental
representations.
In every highest weight representation of highest weight Λ the weights are given by
λ = Λ −
∑
β where
∑
β is a sum of positive roots or zero. The depth of λ is then
defined as the height of
∑
β. In a finite dimensional irreducible highest weight module
there exists a unique vector (up to trivial renormalizations) of lowest weight character-
ized by having maximal depth. The conjugate representation of such a representation
is a highest weight representation with highest weight Λ+ given by minus the lowest
weight of the original one, while in general all weights in the conjugate representation
are given by minus the ones in the original representation. The conjugate representation
of a fundamental representation (which is a finite dimensional irreducible highest weight
representation of highest weight a fundamental weight) is again a fundamental repre-
sentation. Due to the uniqueness of the conjugate weight we shall write Λi
+
= (Λi)+.
Many fundamental representations (and therefore also many non-fundamental represen-
tations) are self-conjugate, see e.g. [10]. In [1], the natural generalization of the notion
of conjugate weight to non-integrable representations is discussed and the obvious result
is that the conjugate weight Λ+ to an arbitrary weight Λ =
∑r
k=1ΛkΛ
k, integrable or
non-integrable, is given by
Λ+ =
r∑
k=1
Λ+k Λ
k =
r∑
k=1
Λk+Λ
k (23)
Let Λ be an arbitrary integrable weight and let {|λ〉}µ denote a (not necessarily ortho-
normal) basis in the highest weight module generated from the highest weight vector |Λ〉.
A basis element may generically be written
|λ〉µ = fαj1 ...fαjn(µ) |Λ〉 (24)
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The corresponding wave function is defined by
b(x,Λ, {jl}
µ) = 〈Λ, x|λ〉µ
= F˜αj1 (x, ∂,Λ)...F˜αjn(µ) (x, ∂,Λ)1
=
(
V β−αj1 (x)∂β + P
i1
−αj1
(x)Λi1
)
...
·
(
V β−αjn(µ)−1
(x)∂β + P
in(µ)−1
−αjn(µ)−1
(x)Λin(µ)−1
)
P
in(µ)
−αjn(µ)
(x)Λin(µ) (25)
Wave functions for elements in the tensor product of a set of integrable highest weight
modules (Λ(1), ...,Λ(n)) are then simply given by finite sums of products of wave functions
∑
µ1,...,µn
Cµ1...µn|λ(1)〉
µ1 ⊗ ...⊗ |λ(n)〉
µn
→ 〈Λ(1), x1| ⊗ ...⊗ 〈Λ(n), xn|
∑
µ1,...,µn
Cµ1...µn|λ(1)〉
µ1 ⊗ ...⊗ |λ(n)〉
µn
=
∑
µ1,...,µn
Cµ1...µnb(x1,Λ(1), {jl1}
µ1)...b(xn,Λ(n), {jln}
µn) (26)
3.2 Elementary Couplings and Polynomials
When considering generating functions for tensor product coefficients and branching rule
multiplicities, fusion coefficients etc, elementary couplings are very useful, see [2, 3, 4] and
references therein. This is due to their basis properties: they are linearly independent,
all other couplings may be expressed in terms of them while they cannot themselves be
expressed in terms of other (elementary) couplings. In the following we shall be interested
mainly in 3-point couplings to the scalar representation, though the notation introduced
here allows for discussion of general n-point couplings.
Let Lln denote the set of elementary n-point couplings involving the identity or zero
weight exactly n− l times. The set of associated elementary polynomials (corresponding
wave functions) are then denoted E ln. The total sets are denoted
Ln =
n⋃
l=2
Lln , En =
n⋃
l=2
E ln (27)
The element in En associated to the coupling (λ(1), ..., λ(n)) ∈ Ln is denoted
Rλ(1),...,λ(n)(x1, ..., xn) ∈ En (28)
The fundamental property of such an elementary polynomial is that for all Lie algebra
generators (
n∑
l=1
J˜a(xl, ∂, λ(l))
)
Rλ(1),...,λ(n)(x1, ..., xn) = 0 (29)
For elements in E2n, let us introduce the abbreviation
Ri(xj, xk) = R
λ(1),...,λ(n)(x1, ..., xn) if λ(j) = Λ
i, λ(k) = Λ
i+ (30)
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3.2.1 Syzygies
Even though the elements in En are linearly independent, there may exist algebraic rela-
tions between them. They appear when a given coupling may be represented non-uniquely
in terms of elementary couplings, and are conventionally denoted syzygies. Correspond-
ingly, we shall denote a non-trivial algebraic relation between elements of En a syzygy.
Thus, in this wave function formalism syzygies appear as vanishing linear combinations
of ordinary products of elementary polynomials.
3.3 Solutions in Terms of Generalized Anharmonic Ratios
The main result in this paper is a prescription for generating the complete and minimal
set of solutions to the following general ansatz for the affine part of a 3-point function
W aff3 (x1, x2, x3; Λ(1),Λ(2),Λ(3))
=
r∏
i=1
((
Ri(x1, x2)
)pi(1,2) (
Ri(x2, x3)
)pi(2,3) (
Ri(x3, x1)
)pi(3,1))
·
∏
(λ(1) ,λ(2),λ(3))∈L
3
3
(
Rλ(1),λ(2),λ(3)(x1, x2, x3)
)pλ(1),λ(2),λ(3) (31)
where the exponents pi(1, 2), pi(2, 3), pi(3, 1) and pλ(1),λ(2),λ(3) are functions of the weights
Λ(1), Λ(2) and Λ(3). The complete solution is given by a linear combination of such
monomials which, by construction, span the space of chiral blocks.
It is convenient to introduce the following conjugation operation. For any r×s matrix
M the conjugated r × s matrix M+ is defined by interchanging the i’th and j’th rows
when i+ = j, that is when Λi
+
= Λj where {Λi}ri=1 is the set of fundamental weights.
This is a straightforward generalization of the notion of the conjugate weight Λ+ to the
weight Λ since in this respect the weights are r × 1 matrices.
Now, inserting the ansatz (31) in the affine Ward identities (21) leads to the following
linear equation system in the exponents

 I 0 I
+ M1
I+ I 0 M2
0 I+ I M3




p1(1, 2)
...
pr(1, 2)
p1(2, 3)
...
pr(2, 3)
p1(3, 1)
...
pr(3, 1)
pλ(1),λ(2),λ(3)
...
pλ′
(1)
,λ′
(2)
,λ′
(3)


=

 Λ(1)Λ(2)
Λ(3)

 (32)
7
which may be recast into

 I 0 −I M
+
2 −M3
0 I −I −M+1 +M2
0 0 I + I+ M1 −M
+
2 +M3




p1(1, 2)
...
pr(1, 2)
p1(2, 3)
...
pr(2, 3)
p1(3, 1)
...
pr(3, 1)
pλ(1),λ(2),λ(3)
...
pλ′
(1)
,λ′
(2)
,λ′
(3)


=


Λ+(2) − Λ(3)
−Λ+(1) + Λ(2)
Λ(1) − Λ
+
(2) + Λ(3)

 (33)
Note that the matrices M1, M2 and M3 thus defined are r × (dim (L
3
3)) matrices where
any ordering of the elements of L33 may be chosen. Since it is only certain representations
in the Dr series of classical simple Lie algebras and most representations in the Ar and
E6 series that are not self-conjugate, the Br, Cr, E7, E8, F4 and G2 series may be treated
simultaneously in which cases the set of linear equations become

 I 0 0
1
2
(M1 +M2 −M3)
0 I 0 1
2
(−M1 +M2 +M3)
0 0 I 1
2
(M1 −M2 +M3)




p1(1, 2)
...
pr(1, 2)
p1(2, 3)
...
pr(2, 3)
p1(3, 1)
...
pr(3, 1)
pλ(1),λ(2),λ(3)
...
pλ′
(1)
,λ′
(2)
,λ′
(3)


=
1
2

 Λ(1) + Λ(2) − Λ(3)−Λ(1) + Λ(2) + Λ(3)
Λ(1) − Λ(2) + Λ(3)


(34)
The general solution to (32) may be parameterized by a1, ..., an where the number n
depends on the Lie algebra under consideration and is given by the dimension of L3 sub-
tracted the rank of the matrix multiplying the exponent vector in (32). Correspondingly,
there will be n monomials A1, ..., An in the elementary polynomials satisfying(
3∑
l=1
V β−αi(xl)∂xβ
l
)
Am = 0 , m = 1, ..., n (35)
for all simple roots αi (in fact for all roots). These will be denoted generalized anharmonic
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ratios. The terminology is inspired by the well known anharmonic ratio in SL(2)
z =
(z1 − z2)(z3 − z4)
(z2 − z3)(z4 − z1)
(36)
satisfying a condition similar to (35), namely
(
4∑
l=1
V−α(zl)∂zl
)
z = 0
V−α(zl) = −(zl)
2 (37)
In general, there are infinitely many solutions to the linear equation system (32).
However, we are only interested in solutions pertaining to integrable representations where
all exponents in (31) must be non-negative integers, leaving only a finite set of solutions.
This number of solutions may in general exceed the tensor product coefficient for the
coupling in question. The reduction is achieved by employing the syzygies. Indeed,
following from those, the generalized anharmonic ratios satisfy certain algebraic relations
which may be used in obtaining the final (reduced) set of independent 3-point functions,
see Section 4. Thus, an interesting by-product is a general procedure for computing the
tensor product coefficients, essentially by counting integer solutions to the inequalities
ensuring non-negative exponents, and with the complete sets of elementary couplings and
associated syzygies as the only basic (group theoretical) input.
Our construction is illustrated in Section 4 where we consider the generically non-self-
conjugate cases SL(3) and SL(4) (based on the Lie algebras A2 and A3, respectively) and
the self-conjugate case SO(5) (based on the Lie algebra B2). It should be stressed that
the many explicit polynomials in Section 4 and Appendix A are only needed in order to
obtain explicit expressions for the syzygies. These again are only needed in establishing
the algebraic relations satisfied by the generalized anharmonic ratios2. Thus, it would be
very convenient if one could device a general procedure for determining the latter relations
or just the syzygies in our basis of elementary polynomials without employing explicit
knowledge of the polynomials. This is currently under investigation. Nevertheless, in
order to perform the reductions, only the form is needed of the algebraic relations satisfied
by the generalized anharmonic ratios. We shall comment further on this when discussing
the case of SO(5) in Section 4.
3.4 2-point Functions
Here we review the result for the 2-point functions obtained in [1]. The 2-point function
of the primary fields φΛ(1)(z1, x1) and φΛ(2)(z2, x2) in an affine current algebra is given by
W2(z1, z2; x1, x2; Λ(1),Λ(2); k)
= CΛ(1)Λ(2)(k)
δ∆(φΛ(1) ),∆(φΛ(2) )
(z1 − z2)
∆(φΛ(1) )+∆(φΛ(2) )
r∏
i=1
(
Ri(x1, x2)
)pi(Λ(1),Λ(2))
(38)
2The algebraic relations satisfied by the anharmonic ratios depend on the normalizations of the
elementary polynomials. However, qua (25) these are fixed by the choice of basis for the vectors in the
highest weight module.
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where
pi(Λ(1),Λ(2)) = α
∨
i · Λ(1) = α
∨
i+ · Λ(2) (39)
This result is valid for all representations, integrable or non-integrable. It follows immedi-
ately that the conjugate weight Λ+ to an arbitrary weight Λ, integrable or non-integrable,
is given by (23).
4 Explicit Results for 3-point Functions
In this section we shall illustrate our procedure by considering the 3 cases SL(3), SO(5)
and SL(4). Many technical details are referred to Appendix A. The simplest case of
SL(2) is trivial since the loop projective invariance fixes completely the x dependence, to
a form analogous to the z dependence (19). This is a well known result. For higher groups
and to the best of our knowledge, the work [5] by Ru¨hl is the only one discussing general
aspects of 3-point functions using triangular coordinates. However, his construction is
designed explicitly to cover SL(N) only and differs considerably from ours, see below.
4.1 Case of SL(3)
The Lie algebra underlying affine SL(3) current algebra is A2 which has rank r = 2 and
one non-simple root, the highest root θ = α1 + α2. According to the general discussion
above, we need the explicit differential operator realization of the two lowering Chevalley
generators which are easily found to be [6]
F˜α1(x, ∂,Λ) = −(x
1)2∂1 +
(
1
2
x1x2 − xθ
)
∂2 −
1
2
x1
(
1
2
x1x2 + xθ
)
∂θ + x
1Λ1
F˜α2(x, ∂,Λ) =
(
1
2
x1x2 + xθ
)
∂1 − (x
2)2∂2 +
1
2
x2
(
1
2
x1x2 − xθ
)
∂θ + x
2Λ2 (40)
Here we have introduced the abbreviations ∂1 = ∂α1 etc. The elementary couplings are
L23 =
{
(Λ1,Λ2, 0), (0,Λ1,Λ2), (Λ2, 0,Λ1),
(Λ2,Λ1, 0), (0,Λ2,Λ1), (Λ1, 0,Λ2)
}
L33 =
{
(Λ1,Λ1,Λ1), (Λ2,Λ2,Λ2)
}
(41)
It is straightforward to work out explicit representations of the singlets. As an illustration,
|singlet(Λ1,Λ1,Λ1)〉 = |1, 0〉 ⊗ |−1, 1〉 ⊗ |0,−1〉 − |1, 0〉 ⊗ |0,−1〉 ⊗ |−1, 1〉
+ |−1, 1〉 ⊗ |0,−1〉 ⊗ |1, 0〉 − |−1, 1〉 ⊗ |1, 0〉 ⊗ |0,−1〉
+ |0,−1〉 ⊗ |1, 0〉 ⊗ |−1, 1〉 − |0,−1〉 ⊗ |−1, 1〉 ⊗ |1, 0〉 (42)
is the singlet in the elementary coupling (Λ1,Λ1,Λ1) ∈ L33. Here the vector notation
refers to the elements in the fundamental module with highest weight Λ1 where a vector
of weight Λ is denoted by its Dynkin labels
|Λ〉 = |Λ1, ...,Λr〉 (43)
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The basis vectors in the two fundamental representation spaces are
|1, 0〉 |0, 1〉
|−1, 1〉 = f1|1, 0〉 |1,−1〉 = f2|0, 1〉
|0,−1〉 = f2|−1, 1〉 |−1, 0〉 = f1|1,−1〉
(44)
After having introduced the shorthand notation
x±i =
1
2
x1ix
2
i ± x
θ
i (45)
the elementary polynomials may be written
R1(x1, x2) = x
+
1 + x
−
2 − x
1
1x
2
2
R1(x2, x3) = x
+
2 + x
−
3 − x
1
2x
2
3
R1(x3, x1) = x
+
3 + x
−
1 − x
1
3x
2
1
R2(x1, x2) = x
−
1 + x
+
2 − x
2
1x
1
2
R2(x2, x3) = x
−
2 + x
+
3 − x
2
2x
1
3
R2(x3, x1) = x
−
3 + x
+
1 − x
2
3x
1
1
R1,1,1(x1, x2, x3) = x
1
2x
+
3 − x
+
2 x
1
3 + x
1
1(x
+
2 − x
+
3 ) + x
+
1 (x
1
3 − x
1
2)
R2,2,2(x1, x2, x3) = x
2
2x
−
3 − x
−
2 x
2
3 + x
2
1(x
−
2 − x
−
3 ) + x
−
1 (x
2
3 − x
2
2) (46)
In this basis the general ansatz for the x dependent part of the 3-point function becomes
W aff3 (x1, x2, x3; Λ(1),Λ(2),Λ(3))
=
∏
i=1,2
((
Ri(x1, x2)
)pi(1,2) (
Ri(x2, x3)
)pi(2,3) (
Ri(x3, x1)
)pi(3,1))
·
(
R1,1,1(x1, x2, x3)
)p1,1,1 (
R2,2,2(x1, x2, x3)
)p2,2,2
(47)
It is easily verified that with the ordering p1,1,1, p2,2,2 the 3 matrices M1, M2 and M3 in
(32) are all identical to the 2× 2 unit matrix while the conjugate of any 2 × s matrix is
given by interchanging the two rows (since (Λ1)+ = Λ2). Thus, the exponents are given
by
p1(1, 2) = α
∨
1 · Λ(1) −
1
3
(α∨1 − α
∨
2 ) ·
(
Λ(1) + Λ(2) + Λ(3)
)
− (a1 + a2)
p2(1, 2) = α
∨
1 · Λ(2) − α
∨
2 · Λ(3) −
1
3
(α∨1 − α
∨
2 ) ·
(
Λ(1) + Λ(2) + Λ(3)
)
+ a1
p1(2, 3) = α
∨
2 · Λ(3) − (a1 + a2)
p2(2, 3) = −α
∨
1 · Λ(1) + α
∨
2 · Λ(2) +
1
3
(α∨1 − α
∨
2 ) ·
(
Λ(1) + Λ(2) + Λ(3)
)
+ a1
p1(3, 1) =
1
3
α∨1 ·
(
Λ(1) − 2Λ(2) + Λ(3)
)
+
1
3
α∨2 ·
(
2Λ(1) − Λ(2) + 2Λ(3)
)
− (a1 + a2)
p2(3, 1) = a1
p1,1,1 =
1
3
(α∨1 − α
∨
2 ) ·
(
Λ(1) + Λ(2) + Λ(3)
)
+ a2
p2,2,2 = a2 (48)
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parameterized by a1 and a2, while the generalized anharmonic ratios become
A1 =
R2(x1, x2)R
2(x2, x3)R
2(x3, x1)
R1(x1, x2)R1(x2, x3)R1(x3, x1)
A2 =
R1,1,1(x1, x2, x3)R
2,2,2(x1, x2, x3)
R1(x1, x2)R1(x2, x3)R1(x3, x1)
(49)
The single syzygy appears for the coupling (Λ1+Λ2,Λ1+Λ2,Λ1+Λ2) and is worked out
to be
R1,1,1(x1, x2, x3)R
2,2,2(x1, x2, x3) = R
1(x1, x2)R
1(x2, x3)R
1(x3, x1)
+ R2(x1, x2)R
2(x2, x3)R
2(x3, x1) (50)
This means that the generalized anharmonic ratios are related as
A2 = 1 + A1 (51)
It is recalled that Λ1 + Λ2 = θ is the adjoint representation.
Let us illustrate the procedure for obtaining the space of chiral blocks by considering
the coupling above where
Λ(1) = Λ(2) = Λ(3) = Λ
1 + Λ2 (52)
The condition that all powers (48) should be non-negative integers reduces to
a1, a2, 1− a1 − a2 ≥ 0 (53)
with the obvious solution
(a1, a2) ∈ {(0, 0), (0, 1), (1, 0)} (54)
so the space of chiral blocks is generated by the functions
{1, A1, A2} → {1, A1} (55)
The reduction is due to the syzygy. In conclusion, the space of chiral blocks is 2 dimen-
sional (in accordance with the well known result that the corresponding tensor product
coefficient is 2) and is spanned by
W aff,13 = R
1(x1, x2)R
1(x2, x3)R
1(x3, x1)
W aff,23 = R
2(x1, x2)R
2(x2, x3)R
2(x3, x1) (56)
4.2 Case of SO(5)
Here we shall consider the case SO(5) where the affine current algebra is based on the
simple Lie algebra B2. This Lie algebra has rank r = 2 and two non-simple positive roots
denoted
α11 = α1 + α2 , θ = α1 + 2α2 (57)
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A discussion of SO(5) may be found in [11] and the result presented there relevant for
our purpose is the following explicit expression for the differential operator realization of
the two lowering Chevalley operators
F˜α1(x, ∂,Λ) = −x
1x1∂1 +
(
1
2
x1x2 − x11
)
∂2 −
1
2
x1
(
1
2
x1x2 + x11
)
∂11
+
1
3
x1x2x11∂θ + x
1Λ1
F˜α2(x, ∂,Λ) = 2
(
1
2
x1x2 + x11
)
∂1 − x
2x2∂2 +
(
1
3
x1x2x2 − xθ
)
∂11
− x2
(
1
3
x2x11 + xθ
)
∂θ + x
2Λ2 (58)
Here we have introduced the abbreviations x11 = xα11 , ∂1 = ∂α1 etc. The elementary
couplings are
L23 =
{
(Λ1,Λ1, 0), (Λ1, 0,Λ1), (0,Λ1,Λ1),
(Λ2,Λ2, 0), (0,Λ2,Λ2), (Λ2, 0,Λ2)
}
L33 =
{
(Λ1,Λ2,Λ2), (Λ2,Λ1,Λ2), (Λ2,Λ2,Λ1),
(2Λ2,Λ1,Λ1), (Λ1, 2Λ2,Λ1), (Λ1,Λ1, 2Λ2)
}
(59)
Thus, the general ansatz for the affine part of the 3-point function becomes
W aff3 (x1, x2, x3; Λ(1),Λ(2),Λ(3))
=
∏
i=1,2
((
Ri(x1, x2)
)pi(1,2) (
Ri(x2, x3)
)pi(2,3) (
Ri(x3, x1)
)pi(3,1))
·
(
R1,2,2(x1, x2, x3)
)p1,2,2 (
R2,1,2(x1, x2, x3)
)p2,1,2 (
R2,2,1(x1, x2, x3)
)p2,2,1
·
(
R4,1,1(x1, x2, x3)
)p4,1,1 (
R1,4,1(x1, x2, x3)
)p1,4,1 (
R1,1,4(x1, x2, x3)
)p1,1,4
(60)
where p1,2,2, p2,1,2, p2,2,1, p4,1,1, p1,4,1, p1,1,4 is a natural ordering of the exponents. Here we
have introduced the abbreviations (1, 2, 2), (4, 1, 1) etc to denote the elementary couplings
(Λ1,Λ2,Λ2), (2Λ2,Λ1,Λ1) etc. Explicit expressions for the elementary polynomials are
provided in Appendix A. With this ansatz we find that the three matrices M1, M2 and
M3 in (34) are
M1 =
(
1 0 0 0 1 1
0 1 1 2 0 0
)
M2 =
(
0 1 0 1 0 1
1 0 1 0 2 0
)
M3 =
(
0 0 1 1 1 0
1 1 0 0 0 2
)
(61)
The solution to (34) in terms of the exponents may be written
p1(1, 2) =
1
2
α∨1 ·
(
Λ(1) + Λ(2) − Λ(3)
)
−
1
2
(a1 + a2 − a3 + 2a6)
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p2(1, 2) =
1
2
α∨2 ·
(
Λ(1) + Λ(2) − Λ(3)
)
− (a3 + a4 + a5 − a6)
p1(2, 3) =
1
2
α∨1 ·
(
−Λ(1) + Λ(2) + Λ(3)
)
−
1
2
(−a1 + a2 + a3 + 2a4)
p2(2, 3) =
1
2
α∨2 ·
(
−Λ(1) + Λ(2) + Λ(3)
)
− (a1 − a4 + a5 + a6)
p1(3, 1) =
1
2
α∨1 ·
(
Λ(1) − Λ(2) + Λ(3)
)
−
1
2
(a1 − a2 + a3 + 2a5)
p2(3, 1) =
1
2
α∨2 ·
(
Λ(1) − Λ(2) + Λ(3)
)
− (a2 + a4 − a5 + a6)
p1,2,2 = a1 , p2,1,2 = a2 , p2,2,1 = a3
p4,1,1 = a4 , p1,4,1 = a5 , p1,1,4 = a6 (62)
The generalized anharmonic ratios are readily seen to be
A1 =
(R1(x2, x3))
1
2R1,2,2(x1, x2, x3)
(R1(x1, x2))
1
2R2(x2, x3)(R1(x3, x1))
1
2
A2 =
(R1(x3, x1))
1
2R2,1,2(x1, x2, x3)
(R1(x1, x2))
1
2 (R1(x2, x3))
1
2R2(x3, x1)
A3 =
(R1(x1, x2))
1
2R2,2,1(x1, x2, x3)
R2(x1, x2)(R1(x2, x3))
1
2 (R1(x3, x1))
1
2
A4 =
R2(x2, x3)R
4,1,1(x1, x2, x3)
R2(x1, x2)R1(x2, x3)R2(x3, x1)
A5 =
R2(x3, x1)R
1,4,1(x1, x2, x3)
R2(x1, x2)R2(x2, x3)R1(x3, x1)
A6 =
R2(x1, x2)R
1,1,4(x1, x2, x3)
R1(x1, x2)R2(x2, x3)R2(x3, x1)
(63)
Due to the syzygies listed in Appendix A, the generalized anharmonic ratios satisfy the
following set of non-trivial algebraic relations
0 = A4 + t1A2A3 + u1
0 = A5 + t2A1A3 + u2
0 = A6 + t3A1A2 + u3
0 = A1A4 + t4A2 + u4A3
0 = A2A5 + t5A1 + u5A3
0 = A3A6 + t6A1 + u6A2
0 = A4A5 + t7(A3)
2 + u7
0 = A4A6 + t8(A2)
2 + u8
0 = A5A6 + t9(A1)
2 + u9 (64)
The parameters (uℓ, tℓ), ℓ = 1, ..., 9 are given in (91) in Appendix A.
Let us illustrate the procedure by considering the case
Λ(1) = (0, 2) , Λ(2) = (1, 1) , Λ(3) = (1, 1) (65)
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One may show that the corresponding tensor product coefficient is 2. Thus, we expect
to find a 2 dimensional solution space for the chiral blocks. Now, the condition that all
exponents should be non-negative integers reduces to
0 ≤ a1, ..., a6
0 ≤
1
2
(−a1 − a2 + a3 − 2a6)
0 ≤ 1− a3 − a4 − a5 + a6
0 ≤ 1 +
1
2
(a1 − a2 − a3 − 2a4)
0 ≤ −a1 + a4 − a5 − a6
0 ≤
1
2
(−a1 + a2 − a3 − 2a5)
0 ≤ 1− a2 − a4 + a5 − a6 (66)
with solution
(a1, a2, a3, a4, a5, a6) ∈ {(0, ..., 0), (0, 1, 1, 0, 0, 0), (0, 0, 0, 1, 0, 0)} (67)
This means that the space of chiral blocks is generated by
{1, A2A3, A4} (68)
However, due to (64) this set may be reduced to
{1, A4} (69)
which agrees with the tensor product coefficient being 2. In conclusion, the space of
chiral blocks is 2 dimensional and is spanned by
W aff,13 = R
2(x1, x2)R
1(x2, x3)R
2(x3, x1)
W aff,23 = R
2(x2, x3)R
4,1,1(x1, x2, x3) (70)
A seemingly less trivial, yet simpler example is provided by the case
Λ(1) = (2, 0) , Λ(2) = (0, 2) , Λ(3) = (2, 2) (71)
where we find that al = 0, l = 1, ..., 6 in order for the exponents to be non-negative
integers. Thus, the single chiral block is
W aff3 =
(
R2(x2, x3)R
1(x3, x1)
)2
(72)
Note that the reduction in (69) may be inferred even without knowing explicitly
the parameters (tℓ, uℓ) appearing in (64) (more generally (sℓ, tℓ, uℓ) etc, see Appendix
A). All that is required is the knowledge whether or not they are non-vanishing since
the vanishing of a parameter alters the form of the syzygy. This general feature of
our formalism simplifies considerably the task of eliminating the redundancies due to
the existence of syzygies. Nevertheless, in Appendix A we have provided the relevant
parameters in the cases SO(5) and SL(4).
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4.3 Case of SL(4)
The Lie algebra underlying affine SL(4) current algebra is A3 which has rank r = 3 and
three non-simple roots denoted
α12 = α1 + α2 , α23 = α2 + α3 , θ = α1 + α2 + α3 (73)
The relevant differential operators are worked out to be
F˜α1(x, ∂,Λ) = −(x
1)2∂1 −
1
2
x1
(
x12 +
1
2
x1x2
)
∂12 +
(
1
2
x1x2 − x12
)
∂2
+
(
−xθ +
1
2
x1x23 +
1
12
x1x2x3
)
∂23 −
1
2
x1
(
xθ +
1
2
x1x23 +
1
6
x12x3
)
∂θ
+ x1Λ1
F˜α2(x, ∂,Λ) =
(
x12 +
1
2
x1x2
)
∂1 +
1
2
x2
(
1
2
x1x2 − x12
)
∂12 − (x
2)2∂2
−
1
2
x2
(
1
2
x2x3 + x23
)
∂23 +
(
1
2
x2x3 − x23
)
∂3 +
1
6
x2
(
x1x23 − x12x3
)
∂θ
+ x2Λ2
F˜α3(x, ∂,Λ) =
(
xθ +
1
2
x12x3 −
1
12
x1x2x3
)
∂12 +
(
1
2
x2x3 + x23
)
∂2 − (x
3)2∂3
+
1
2
x3
(
1
2
x2x3 − x23
)
∂23 +
1
2
x3
(
−xθ +
1
2
x12x3 +
1
6
x1x12
)
∂θ
+ x3Λ3 (74)
The elementary couplings are
L23 =
{
(Λ1,Λ3, 0), (0,Λ1,Λ3), (Λ3, 0,Λ1),
(Λ2,Λ2, 0), (0,Λ2,Λ2), (Λ2, 0,Λ2),
(Λ3,Λ1, 0), (0,Λ3,Λ1), (Λ1, 0,Λ3)
}
L33 =
{
(Λ1,Λ1,Λ2), (Λ1,Λ2,Λ1), (Λ2,Λ1,Λ1),
(Λ2,Λ3,Λ3), (Λ3,Λ2,Λ3), (Λ3,Λ3,Λ2),
(Λ1 + Λ3,Λ2,Λ2), (Λ2,Λ1 + Λ3,Λ2), (Λ2,Λ2,Λ1 + Λ3)
}
(75)
Thus, the general ansatz for the affine part of the 3-point function becomes
W aff3 (x1, x2, x3; Λ(1),Λ(2),Λ(3))
=
3∏
i=1
((
Ri(x1, x2)
)pi(1,2) (
Ri(x2, x3)
)pi(2,3) (
Ri(x3, x1)
)pi(3,1))
·
(
R1,1,2(x1, x2, x3)
)p1,1,2 (
R1,2,1(x1, x2, x3)
)p1,2,1 (
R2,1,1(x1, x2, x3)
)p2,1,1
·
(
R2,3,3(x1, x2, x3)
)p2,3,3 (
R3,2,3(x1, x2, x3)
)p3,2,3 (
R3,3,2(x1, x2, x3)
)p3,3,2
·
(
R4,2,2(x1, x2, x3)
)p4,2,2 (
R2,4,2(x1, x2, x3)
)p2,4,2 (
R2,2,4(x1, x2, x3)
)p2,2,4
(76)
where p1,1,2, p1,2,1, p2,1,1, p2,3,3, p3,2,3, p3,3,2, p4,2,2, p2,4,2, p2,2,4 is a natural ordering of the ex-
ponents. Here we have introduced the abbreviations (1, 1, 2), (2, 4, 2) etc to denote the
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elementary couplings (Λ1,Λ1,Λ2), (Λ2,Λ1 + Λ3,Λ2) etc. Explicit expressions for the ele-
mentary polynomials are provided in Appendix A. We find the following solution to the
linear equation system (32)
p1(1, 2) =
1
2
α∨1 ·
(
Λ(1) − Λ(2) − Λ(3)
)
+
1
2
α∨3 ·
(
Λ(1) + Λ(2) + Λ(3)
)
− (a1 − a3 + a4 + a5 + a6 + a7)
p2(1, 2) =
1
2
α∨2 ·
(
Λ(1) + Λ(2) − Λ(3)
)
+
1
4
(α∨1 − α
∨
3 ) ·
(
Λ(1) + Λ(2) + Λ(3)
)
− (a2 + a3 − a6 + a9)
p3(1, 2) =
1
2
α∨1 ·
(
−Λ(1) + Λ(2) − Λ(3)
)
+
1
2
α∨3 ·
(
Λ(1) + Λ(2) − Λ(3)
)
− (−a1 − a2 + a6 + a8 − a9)
p1(2, 3) = α
∨
3 · Λ(3) − (a1 + a4 + a5 + a9)
p2(2, 3) =
1
2
α∨2 ·
(
−Λ(1) + Λ(2) + Λ(3)
)
−
1
4
(α∨1 − α
∨
3 ) ·
(
Λ(1) + Λ(2) + Λ(3)
)
− (−a3 + a5 + a6 + a7)
p3(2, 3) =
1
2
α∨1 ·
(
−Λ(1) + Λ(2) + Λ(3)
)
+
1
2
α∨3 ·
(
−Λ(1) + Λ(2) − Λ(3)
)
− (−a1 + a3 − a5 − a7 + a8)
p1(3, 1) =
1
2
(α∨1 + α
∨
3 ) ·
(
Λ(1) − Λ(2) + Λ(3)
)
− (a1 + a2 + a5 + a7 − a8 + a9)
p2(3, 1) =
1
2
α∨2 ·
(
Λ(1) − Λ(2) + Λ(3)
)
−
1
4
(α∨1 − α
∨
3 ) ·
(
Λ(1) + Λ(2) + Λ(3)
)
− (−a2 + a4 + a6 + a8)
p3(3, 1) = a1
p1,1,2 =
1
2
(α∨1 − α
∨
3 ) ·
(
Λ(1) + Λ(2) + Λ(3)
)
− (a2 + a3 − a4 − a5 − a6)
p1,2,1 = a2 , p2,1,1 = a3
p2,3,3 = a4 , p3,2,3 = a5 , p3,3,2 = a6
p4,2,2 = a7 , p2,4,2 = a8 , p2,2,4 = a9 (77)
The generalized anharmonic ratios are readily seen to be
A1 =
R3(x1, x2)R
3(x2, x3)R
3(x3, x1)
R1(x1, x2)R1(x2, x3)R1(x3, x1)
A2 =
R3(x1, x2)R
2(x3, x1)R
1,2,1(x1, x2, x3)
R2(x1, x2)R1(x3, x1)R1,1,2(x1, x2, x3)
A3 =
R1(x1, x2)R
2(x2, x3)R
2,1,1(x1, x2, x3)
R2(x1, x2)R3(x2, x3)R1,1,2(x1, x2, x3)
A4 =
R1,1,2(x1, x2, x3)R
2,3,3(x1, x2, x3)
R1(x1, x2)R1(x2, x3)R2(x3, x1)
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A5 =
R3(x2, x3)R
1,1,2(x1, x2, x3)R
3,2,3(x1, x2, x3)
R1(x1, x2)R1(x2, x3)R2(x2, x3)R1(x3, x1)
A6 =
R2(x1, x2)R
1,1,2(x1, x2, x3)R
3,3,2(x1, x2, x3)
R1(x1, x2)R3(x1, x2)R2(x2, x3)R2(x3, x1)
A7 =
R3(x2, x3)R
4,2,2(x1, x2, x3)
R1(x1, x2)R2(x2, x3)R1(x3, x1)
A8 =
R1(x3, x1)R
2,4,2(x1, x2, x3)
R3(x1, x2)R3(x2, x3)R2(x3, x1)
A9 =
R3(x1, x2)R
2,2,4(x1, x2, x3)
R2(x1, x2)R1(x2, x3)R1(x3, x1)
(78)
Due to the syzygies listed in Appendix A, the generalized anharmonic ratios satisfy the
following set of non-trivial algebraic relations
0 = A7A8 + t1A6 + u1
0 = A8A9 + t2A3A4 + u2
0 = A7A9 + t3A2A5 + u3A1
0 = A4A7 + t4A1A6 + u4A5
0 = A5A8 + t5A4 + u5A6
0 = A6A9 + t6A5 + u6A4
0 = A9 + t7A1A3 + u7A2
0 = A2A8 + t8 + u8A3
0 = A3A7 + t9A2 + u9
0 = A7 + t10A5 + u10A1
0 = A9 + t11A2A4 + u11A1
0 = A8 + t12A3A6 + u12
0 = A1A8 + t13A4 + u13
0 = A9 + t14A3A5 + u14
0 = A7 + t15A2A6 + u15 (79)
The parameters (uℓ, tℓ), ℓ = 1, ..., 15 are given in (98) in Appendix A.
Let us illustrate the procedure by considering the case
Λ(1) = (1, 2, 1) , Λ(2) = (1, 2, 1) , Λ(3) = (1, 2, 1) (80)
One may show that the corresponding tensor product coefficient is 5, e.g. by counting
independent Berenstein-Zelevinsky triangles [12] as discussed in [4]. Thus, we expect to
find a 5 dimensional solution space for the chiral blocks. Now, the condition that all
exponents should be non-negative integers reduces to
0 ≤ a1, ..., a9
0 ≤ 1− a1 + a3 − a4 − a5 − a6 − a7
0 ≤ 1− a2 − a3 + a6 − a9
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0 ≤ a1 + a2 − a6 − a8 + a9
0 ≤ 1− a1 − a4 − a5 − a9
0 ≤ 1 + a3 − a5 − a6 − a7
0 ≤ a1 − a3 + a5 + a7 − a8
0 ≤ 1− a1 − a2 − a5 − a7 + a8 − a9
0 ≤ 1 + a2 − a4 − a6 − a8
0 ≤ −a2 − a3 + a4 + a5 + a6 (81)
with solution
(a1, a2, a3, a4, a5, a6)
∈ {(0, ..., 0), (1, 0, ..., 0), (0, 0, 0, 1, 0, ..., 0), (0, 0, 0, 0, 1, 0, 0, 0, 0)
(0, ..., 0, 1, 0, 0), (0, ..., 0, 1), (1, 0, ..., 0, 1, 0), (0, 1, 0, 1, 0, ..., 0)
(0, 1, 0, 0, 0, 1, 0, 0, 0), (0, 0, 1, 0, 1, 0, ..., 0), (0, ..., 0, 1, 0, 0, 1)} (82)
This means that the space of chiral blocks is generated by
{1, A1, A4, A5, A7, A9, A1A8, A2A4, A2A6, A3A5, A6A9} (83)
However, due to (79) this set may be reduced to
{1, A1, A4, A7, A9} (84)
which agrees with the tensor product coefficient being 5. In conclusion, the space of
chiral blocks is 5 dimensional and is spanned by
W aff,13 = R
1(x1, x2)R
2(x1, x2)R
1(x2, x3)R
2(x2, x3)R
1(x3, x1)R
2(x3, x1)
W aff,23 = R
2(x1, x2)R
3(x1, x2)R
2(x2, x3)R
3(x2, x3)R
2(x3, x1)R
3(x3, x1)
W aff,33 = R
2(x1, x2)R
2(x2, x3)R
1(x3, x1)R
1,1,2(x1, x2, x3)R
2,2,3(x1, x2, x3)
W aff,43 = R
2(x1, x2)R
1(x2, x3)R
3(x2, x3)R
2(x3, x1)R
4,2,2(x1, x2, x3)
W aff,53 = R
1(x1, x2)R
3(x1, x2)R
2(x2, x3)R
2(x3, x1)R
2,2,4(x1, x2, x3) (85)
From a purely algebraic point of view, it is sufficient to consider A1, A4 and A7 as
independent building block functions since the remaining 6 anharmonic ratios in addition
to the constant function may be expressed in terms of these 3 by employing (79). As an
illustration we find
A6 = −
1
t4
A4A7
A1
+
u4
t4t10
(
u10 +
A7
A1
)
(86)
This observation indicates that an alternative but related procedure exists for producing
3-point functions in the case of SL(4). Even though it is based on 3 building block
functions (anharmonic ratios) only, it seems less transparent. In the work [5] by Ru¨hl
a procedure of that kind is discussed. It is designed explicitly to cover SL(N) and he
finds that the number of building block functions (in addition to equivalences to the
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elementary 2-point polynomials Ri(xj, xk)) is equal to the number of solutions to the
constraint system
p1, p2, p3 ∈ ZZ , 1 ≤ p1, p2, p3 ≤ N , p1 + p2 + p3 = N (87)
Indeed, in the case of SL(4) this number is 3. Let us emphasize that [5] only covers
2-point and 3-point functions for SL(N) and that examples of 3-point functions are only
worked out for SL(3).
5 Conclusion
We shall refrain from repeating the results presented in this paper pertaining to integrable
representation. Instead, we shall comment on possible generalizations.
Compared to the case of integrable representations, very little is known about non-
integrable representations. Nevertheless, degenerate [13] and in particular admissible
representations [14] appear naturally in certain physical applications. An important ex-
ample is provided by Hamiltonian reduction where generalized (W extended) minimal
models in CFT are obtained by constraining affine current algebras for admissible rep-
resentations. The entire regime of the Coulomb gas picture is obtained by considering
the broader class of degenerate representations. Thus, it is of great interest to discuss
generalizations from integrable to non-integrable representations. Hamiltonian reduction
at the level of correlators has been discussed in [7, 15, 16]
We believe that the framework of wave functions employed in this paper (and in [6, 1])
is suitable for considering this troublesome generalization. Our belief is mainly based on
the fundamental property of the formalism that all questions for integrable representa-
tions are translated into the simple language of finite polynomials and derivatives thereof.
A natural proposal is to allow for finite products of monomials in the elementary poly-
nomials raised to non-integer powers given by the generically non-integer Dynkin labels.
From the mathematical point of view, such a situation is equally well under control,
though some non-trivial questions arise, e.g. the dimensionality of the solution space
for the chiral blocks. In the case of 2-point functions the generalization is straightfor-
ward and discussed in [1], whereas the case of 3-point functions and eventually higher
point functions are currently under investigation. Also generalizations to supergroups
are currently being investigated where the analogous wave function picture is described
in [17].
Furthermore, we hope to come back elsewhere with a discussion on higher point
functions for integrable representations, in particular 4-point functions. Hamiltonian re-
duction will then yield valuable new results in Toda theory.
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A Examples of Elementary Polynomials and Their
Associated Syzygies
A.1 Case of SO(5)
We find the following 12 elementary polynomials
RΛ
1,Λ1,0 = −2xθ2x
1
2 − 2(x
11
2 )
2 +
1
6
(x12x
2
2)
2 − x11
(
−2xθ2 + 2x
11
2 x
2
2 +
2
3
x12(x
2
2)
2
)
+
(
2x111 + x
1
1x
2
1
) (
2x112 + x
1
2x
2
2
)
−
(
−2xθ1 + 2x
11
1 x
2
1 +
2
3
x11(x
2
1)
2
)
x12
− 2xθ1x
1
1 − 2(x
11
1 )
2 +
1
6
(x11x
2
1)
2
RΛ
2,Λ2,0 = xθ2 +
1
6
x12(x
2
2)
2 − x21
(
1
2
x12x
2
2 − x
11
2
)
+
(
1
2
x11x
2
1 − x
11
1
)
x22 − x
θ
1 −
1
6
x11(x
2
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2
RΛ
1,Λ2,Λ2 =
(
x12x
2
2 − 2x
11
2
)(
xθ3 +
1
6
x13(x
2
3)
2
)
−
(
xθ2 +
1
6
x12(x
2
2)
2
) (
x13x
2
3 − 2x
11
3
)
+ 2x11
(
xθ2 +
1
6
x12(x
2
2)
2
)
x23 − 2x
1
1x
2
2
(
xθ3 +
1
6
x13(x
2
3)
2
)
+
(
−xθ1 + x
11
1 x
2
1 +
1
3
x11(x
2
1)
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) (
x12x
2
2 − 2x
11
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(
−xθ1 + x
11
1 x
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x11(x
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x13x
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3 − 2x
11
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1 x
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2
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11
3
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2
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2
x12x
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2 − x
11
2
)
x23
R2Λ
2,Λ1,Λ1 = 2
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11
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2
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x12(x
2
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−2xθ3x
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3 − 2(x
11
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(x13x
2
3)
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−2xθ2x
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11
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(x12x
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−2xθ3 + 2x
11
3 x
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− 4x21x
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2
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(
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11
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2
3
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2
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2
3
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2
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2
)
+
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4xθ1x
1
1x
2
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θ
1x
11
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4
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x11(x
2
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2
3
(x11)
2(x21)
3
)
·
(
2x112 + x
1
2x
2
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11
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1
3x
2
3
)
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8(xθ1)
2 −
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x11(x
2
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x11(x
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2(x21)
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+ 4x21
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x11x
2
1 − 2x
11
1
)
·
(
−2xθ2x
1
2 − 2(x
11
2 )
2 +
1
6
(x12x
2
2)
2 + 2xθ3x
1
3 − 2(x
11
3 )
2 +
1
6
(x13x
2
3)
2
)
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(
2xθ1 − 2x
11
1 x
2
1 +
4
3
x11(x
2
1)
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)
·
{
2xθ2x
1
2 + 2(x
11
2 )
2 −
1
6
(x12x
2
2)
2 − 2xθ3x
1
3 − 2(x
11
3 )
2 +
1
6
(x13x
2
3)
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+
(
−2xθ2 + 2x
11
2 x
2
2 +
2
3
x12(x
2
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x13 − x
1
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−2xθ3 + 2x
11
3 x
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3 +
2
3
x13(x
2
3)
2
)}
(88)
including the ”permuted” ones
RΛ
1,0,Λ1(x1, x2, x3) = R
Λ1,Λ1,0(x1, x3, x2)
R0,Λ
1,Λ1(x1, x2, x3) = R
Λ1,Λ1,0(x2, x3, x1)
RΛ
2,0,Λ2(x1, x2, x3) = R
Λ2,Λ2,0(x1, x3, x2)
R0,Λ
2,Λ2(x1, x2, x3) = R
Λ2,Λ2,0(x2, x3, x1)
RΛ
2,Λ1,Λ2(x1, x2, x3) = R
Λ1,Λ2,Λ2(x2, x1, x3)
RΛ
2,Λ2,Λ1(x1, x2, x3) = R
Λ1,Λ2,Λ2(x3, x2, x1)
RΛ
1,2Λ2,Λ1(x1, x2, x3) = R
2Λ2,Λ1,Λ1(x2, x1, x3)
RΛ
1,Λ1,2Λ2(x1, x2, x3) = R
2Λ2,Λ1,Λ1(x3, x2, x1) (89)
In (88) the order of the arguments are R(x1, x2, x3). In terms of these elementary poly-
nomials the 9 syzygies become
0 = s1R
0,Λ2,Λ2(x1, x2, x3)R
2Λ2,Λ1,Λ1(x1, x2, x3)
+ t1R
Λ2,Λ1,Λ2(x1, x2, x3)R
Λ2,Λ2,Λ1(x1, x2, x3)
+ u1R
0,Λ1,Λ1(x1, x2, x3)R
Λ2,Λ2,0(x1, x2, x3)R
Λ2,0,Λ2(x1, x2, x3)
0 = s2R
Λ2,0,Λ2(x1, x2, x3)R
Λ1,2Λ2,Λ1(x1, x2, x3)
+ t2R
Λ1,Λ2,Λ2(x1, x2, x3)R
Λ2,Λ2,Λ1(x1, x2, x3)
+ u2R
Λ1,0,Λ1(x1, x2, x3)R
Λ2,Λ2,0(x1, x2, x3)R
0,Λ2,Λ2(x1, x2, x3)
22
0 = s3R
Λ2,Λ2,0(x1, x2, x3)R
Λ1,Λ1,2Λ2(x1, x2, x3)
+ t3R
Λ1,Λ2,Λ2(x1, x2, x3)R
Λ2,Λ1,Λ2(x1, x2, x3)
+ u3R
Λ1,Λ1,0(x1, x2, x3)R
Λ2,0,Λ2(x1, x2, x3)R
0,Λ2,Λ2(x1, x2, x3)
0 = s4R
Λ1,Λ2,Λ2(x1, x2, x3)R
2Λ2,Λ1,Λ1(x1, x2, x3)
+ t4R
Λ1,0,Λ1(x1, x2, x3)R
Λ2,Λ2,0(x1, x2, x3)R
Λ2,Λ1,Λ2(x1, x2, x3)
+ u4R
Λ1,Λ1,0(x1, x2, x3)R
Λ2,0,Λ2(x1, x2, x3)R
Λ2,Λ2,Λ1(x1, x2, x3)
0 = s5R
Λ2,Λ1,Λ2(x1, x2, x3)R
Λ1,2Λ2,Λ1(x1, x2, x3)
+ t5R
0,Λ1,Λ1(x1, x2, x3)R
Λ2,Λ2,0(x1, x2, x3)R
Λ1,Λ2,Λ2(x1, x2, x3)
+ u5R
Λ1,Λ1,0(x1, x2, x3)R
0,Λ2,Λ2(x1, x2, x3)R
Λ2,Λ2,Λ1(x1, x2, x3)
0 = s6R
Λ2,Λ2,Λ1(x1, x2, x3)R
Λ1,Λ1,2Λ2(x1, x2, x3)
+ t6R
0,Λ1,Λ1(x1, x2, x3)R
Λ2,0,Λ2(x1, x2, x3)R
Λ1,Λ2,Λ2(x1, x2, x3)
+ u6R
Λ1,0,Λ1(x1, x2, x3)R
0,Λ2,Λ2(x1, x2, x3)R
Λ2,Λ1,Λ2(x1, x2, x3)
0 = s7R
2Λ2,Λ1,Λ1(x1, x2, x3)R
Λ1,2Λ2,Λ1(x1, x2, x3)
+ t7R
Λ1,Λ1,0(x1, x2, x3)R
Λ2,Λ2,Λ1(x1, x2, x3)R
Λ2,Λ2,Λ1(x1, x2, x3)
+ u7R
Λ1,0,Λ1(x1, x2, x3)R
0,Λ1,Λ1(x1, x2, x3)R
Λ2,Λ2,0(x1, x2, x3)R
Λ2,Λ2,0(x1, x2, x3)
0 = s8R
2Λ2,Λ1,Λ1(x1, x2, x3)R
Λ1,Λ1,2Λ2(x1, x2, x3)
+ t8R
Λ1,0,Λ1(x1, x2, x3)R
Λ2,Λ1,Λ2(x1, x2, x3)R
Λ2,Λ1,Λ2(x1, x2, x3)
+ u8R
Λ1,Λ1,0(x1, x2, x3)R
0,Λ1,Λ1(x1, x2, x3)R
Λ2,0,Λ2(x1, x2, x3)R
Λ2,0,Λ2(x1, x2, x3)
0 = s9R
Λ1,2Λ2,Λ1(x1, x2, x3)R
Λ1,Λ1,2Λ2(x1, x2, x3)
+ t9R
0,Λ1,Λ1(x1, x2, x3)R
Λ1,Λ2,Λ2(x1, x2, x3)R
Λ1,Λ2,Λ2(x1, x2, x3)
+ u9R
Λ1,Λ1,0(x1, x2, x3)R
Λ1,0,Λ1(x1, x2, x3)R
0,Λ2,Λ2(x1, x2, x3)R
0,Λ2,Λ2(x1, x2, x3)(90)
where the first 3 correspond to the coupling (2Λ2,Λ1 + Λ2,Λ1 + Λ2) and permutations
thereof, the next 3 correspond to (Λ1+2Λ2,Λ1+Λ2,Λ1+Λ2) and permutations thereof,
while the last 3 correspond to (Λ1+2Λ2,Λ1+2Λ2, 2Λ1) and permutations thereof. In the
normalization chosen, (88) and (89), the parameters are worked out to be
(t1, u1) = (2, 4) (t2, u2) = (−2,−4) (t3, u3) = (2,−4)
(t4, u4) = (−4, 4) (t5, u5) = (4,−4) (t6, u6) = (−4,−4)
(t7, u7) = (8, 16) (t8, u8) = (8, 16) (t9, u9) = (−8,−16)
(91)
where we have fixed sℓ = 1, ℓ = 1, ..., 9.
A.2 Case of SL(4)
We find that the following polynomials constitute the wave function equivalences of basis
vectors in the 4 highest weight modules Λ1, Λ2, Λ3 and Λ1 + Λ3, respectively
K100(x) = 1
K−110(x) = x
1
23
K0−11(x) = x
12 +
1
2
x1x2
K00−1(x) = x
θ +
1
2
x12x3 +
1
2
x1x23 +
1
6
x1x2x3 (92)
K010 = 1
K1−11(x) = x
2
K−101(x) = −x
12 +
1
2
x1x2
K10−1(x) = x
23 +
1
2
x2x3
K−11−1(x) = −x
θ +
1
2
x1x23 −
1
2
x12x3 +
1
3
x1x2x3
K0−10(x) = −x
2xθ + x12x23 +
1
12
x1(x2)2x3 (93)
K001(x) = 1
K01−1(x) = x
3
K1−10(x) = −x
23 +
1
2
x2x3
K−100(x) = x
θ −
1
2
x1x23 −
1
2
x12x3 +
1
6
x1x2x3 (94)
K101(x) = 1
K−111(x) = x
1
K11−1(x) = x
3
K0−12(x) = x
12 +
1
2
x1x2
K2−10(x) = −x
23 +
1
2
x2x3
K−12−1(x) = x
1x3
L1(x) = x
θ −
3
2
x1x23 −
1
2
x12x3 +
2
3
x1x2x3
L2(x) = −x
1x23 + x12x3 + x1x2x3
L3(x) = x
θ +
3
2
x12x3 +
1
2
x1x23 +
2
3
x1x2x3
K−210(x) = 2x
1xθ − (x1)2x23 − x1x12x3 +
1
3
(x1)2x2x3
K01−2(x) = 2x
3xθ + x12(x3)2 + x1x23x3 +
1
3
x1x2(x3)2
K1−21(x) = −2x
12x23 + x12x2x3 − x1x2x23 +
1
2
x1(x2)2x3
K1−1−1(x) = −2x
23xθ + x2x3xθ − x12x23x3 − x1(x23)2 +
1
2
x12x2(x3)2
24
+
1
6
x1x2x23x3 +
1
6
x1(x2x3)2
K−1−11(x) = 2x
12xθ + x1x2xθ − x1x12x23 − (x12)2x3 −
1
2
(x1)2x2x23
−
1
6
x1x12x2x3 +
1
6
(x1x2)2x3
K−10−1(x) = 2(x
θ)2 +
2
3
x1x2x3xθ −
1
2
(x1x23)2 −
1
2
(x12x3)2
− x1x12x23x3 +
1
18
(x1x2x3)2 (95)
The indices denote the weights of the vectors where we have used the obvious abbreviation
leaving out commas. The special notation L1, L2, L3 is introduced to characterize the
polynomials associated to the weight 0 which appears with multiplicity 3 in the highest
weight module Λ1+Λ3. In terms of these, the 18 elementary polynomials are worked out
to be
RΛ
1,Λ3,0(x1, x2, x3) = K100(x1)K−100(x2)−K−110(x1)K1−10(x2)
+ K0−11(x1)K01−1(x2)−K00−1(x1)K001(x2)
RΛ
1,0,Λ3(x1, x2, x3) = R
Λ1,Λ3,0(x1, x3, x2)
R0,Λ
1,Λ3(x1, x2, x3) = R
Λ1,Λ3,0(x2, x3, x1)
RΛ
3,Λ1,0(x1, x2, x3) = R
Λ1,Λ3,0(x2, x1, x3)
RΛ
3,0,Λ1(x1, x2, x3) = R
Λ1,Λ3,0(x3, x1, x2)
R0,Λ
3,Λ1(x1, x2, x3) = R
Λ1,Λ3,0(x3, x2, x1)
RΛ
2,Λ2,0(x1, x2, x3) = K010(x1)K0−10(x2)−K1−11(x1)K−11−1(x2)
+ K−101(x1)K10−1(x2) +K10−1(x1)K−101(x2)
− K−11−1(x1)K1−11(x2) +K0−10(x1)K010(x2)
R0,Λ
2,Λ2(x1, x2, x3) = R
Λ2,Λ2,0(x3, x2, x1)
RΛ
2,0,Λ2(x1, x2, x3) = R
Λ2,Λ2,0(x1, x3, x2)
RΛ
2,Λ3,Λ3(x1, x2, x3) = K010(x1) {K1−10(x2)K−100(x3)−K−100(x2)K1−10(x3)}
+ K1−11(x1) {K−100(x2)K01−1(x3)−K01−1(x2)K−100(x3)}
+ K−101(x1) {K01−1(x2)K1−10(x3)−K1−10(x2)K01−1(x3)}
+ K10−1(x1) {K001(x2)K−100(x3)−K−100(x2)K001(x3)}
+ K−11−1(x1) {K1−10(x2)K001(x3)−K001(x2)K1−10(x3)}
+ K0−10(x1) {K001(x2)K01−1(x3)−K01−1(x2)K001(x3)}
RΛ
3,Λ2,Λ3(x1, x2, x3) = R
Λ2,Λ3,Λ3(x2, x1, x3)
RΛ
3,Λ3,Λ2(x1, x2, x3) = R
Λ2,Λ3,Λ3(x3, x2, x1)
RΛ
2,Λ1,Λ1(x1, x2, x3) = K010(x1) {K0−11(x2)K00−1(x3)−K00−1(x2)K0−11(x3)}
+ K1−11(x1) {K00−1(x2)K−110(x3)−K−110(x2)K00−1(x3)}
+ K−101(x1) {K100(x2)K00−1(x3)−K00−1(x2)K100(x3)}
+ K10−1(x1) {K−110(x2)K0−11(x3)−K0−11(x2)K−110(x3)}
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+ K−11−1(x1) {K0−11(x2)K100(x3)−K100(x2)K0−11(x3)}
+ K0−10(x1) {K100(x2)K−110(x3)−K−110(x2)K100(x3)}
RΛ
1,Λ2,Λ1(x1, x2, x3) = R
Λ2,Λ1,Λ1(x2, x1, x3)
RΛ
1,Λ1,Λ2(x1, x2, x3) = R
Λ2,Λ1,Λ1(x3, x2, x1)
RΛ
1+Λ3,Λ2,Λ2(x1, x2, x3) = 2K101(x1) {K−11−1(x2)K0−10(x3)−K0−10(x2)K−11−1(x3)}
+ 2K−111(x1) {K0−10(x2)K10−1(x3)−K10−1(x2)K0−10(x3)}
+ 2K11−1(x1) {K0−10(x2)K−101(x3)−K−101(x2)K0−10(x3)}
+ 2K0−12(x1) {K10−1(x2)K−11−1(x3)−K−11−1(x2)K10−1(x3)}
+ 2K−12−1(x1) {K1−11(x2)K0−10(x3)−K0−10(x2)K1−11(x3)}
+ 2K2−10(x1) {K−101(x2)K−11−1(x3)−K−11−1(x2)K−101(x3)}
+ K01−2(x1) {K1−11(x2)K−101(x3)−K−101(x2)K1−11(x3)}
+ K1−21(x1) {K010(x2)K−11−1(x3)−K−11−1(x2)K010(x3)}
+ K−210(x1) {K1−11(x2)K10−1(x3)−K10−1(x2)K1−11(x3)}
+ K1−1−1(x1) {K−101(x2)K010(x3)−K010(x2)K−101(x3)}
+ K−1−11(x1) {K10−1(x2)K010(x3)−K010(x2)K10−1(x3)}
+ K−10−1(x1) {K010(x2)K1−11(x3)−K1−11(x2)K010(x3)}
+ L1(x1) {K010(x2)K0−10(x3)−K0−10(x2)K010(x3)
+ K−11−1(x2)K1−11(x3)−K1−11(x2)K−11−1(x3)
+ K10−1(x2)K−101(x3)−K−101(x2)K10−1(x3)}
+ 2L2(x1) {K0−10(x2)K010(x3)−K010(x2)K0−10(x3)}
+ L3(x1) {K010(x2)K0−10(x3)−K0−10(x2)K010(x3)
+ K−11−1(x2)K1−11(x3)−K1−11(x2)K−11−1(x3)
+ K−101(x2)K10−1(x3)−K10−1(x2)K−101(x3)}
RΛ
2,Λ1+Λ3,Λ2(x1, x2, x3) = R
Λ1+Λ3,Λ2,Λ2(x2, x1, x3)
RΛ
2,Λ2,Λ1+Λ3(x1, x2, x3) = R
Λ1+Λ3,Λ2,Λ2(x3, x2, x1) (96)
while the 15 associated syzygies become
0 = s1R
Λ1+Λ3,Λ2,Λ2(x1, x2, x3)R
Λ2,Λ1+Λ3,Λ2(x1, x2, x3)
+ t1R
Λ2,Λ2,0(x1, x2, x3)R
Λ1,Λ1,Λ2(x1, x2, x3)R
Λ3,Λ3,Λ2(x1, x2, x3)
+ u1R
0,Λ2,Λ2(x1, x2, x3)R
Λ2,0,Λ2(x1, x2, x3)R
Λ3,Λ1,0(x1, x2, x3)R
Λ1,Λ3,0(x1, x2, x3)
0 = s2R
Λ2,Λ2,Λ1+Λ3(x1, x2, x3)R
Λ2,Λ1+Λ3,Λ2(x1, x2, x3)
+ t2R
0,Λ2,Λ2(x1, x2, x3)R
Λ2,Λ1,Λ1(x1, x2, x3)R
Λ2,Λ3,Λ3(x1, x2, x3)
+ u2R
Λ2,Λ2,0(x1, x2, x3)R
Λ2,0,Λ2(x1, x2, x3)R
0,Λ3,Λ1(x1, x2, x3)R
0,Λ1,Λ3(x1, x2, x3)
0 = s3R
Λ1+Λ3,Λ2,Λ2(x1, x2, x3)R
Λ2,Λ2,Λ1+Λ3(x1, x2, x3)
+ t3R
Λ2,0,Λ2(x1, x2, x3)R
Λ1,Λ2,Λ1(x1, x2, x3)R
Λ3,Λ2,Λ3(x1, x2, x3)
+ u3R
0,Λ2,Λ2(x1, x2, x3)R
Λ2,Λ2,0(x1, x2, x3)R
Λ3,0,Λ1(x1, x2, x3)R
Λ1,0,Λ3(x1, x2, x3)
0 = s4R
Λ1+Λ3,Λ2,Λ2(x1, x2, x3)R
Λ2,Λ3,Λ3(x1, x2, x3)
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+ t4R
Λ1,0,Λ3(x1, x2, x3)R
Λ2,Λ2,0(x1, x2, x3)R
Λ3,Λ3,Λ2(x1, x2, x3)
+ u4R
Λ1,Λ3,0(x1, x2, x3)R
Λ2,0,Λ2(x1, x2, x3)R
Λ3,Λ2,Λ3(x1, x2, x3)
0 = s5R
Λ2,Λ1+Λ3,Λ2(x1, x2, x3)R
Λ3,Λ2,Λ3(x1, x2, x3)
+ t5R
Λ3,Λ1,0(x1, x2, x3)R
0,Λ2,Λ2(x1, x2, x3)R
Λ2,Λ3,Λ3(x1, x2, x3)
+ u5R
0,Λ1,Λ3(x1, x2, x3)R
Λ2,Λ2,0(x1, x2, x3)R
Λ3,Λ3,Λ2(x1, x2, x3)
0 = s6R
Λ2,Λ2,Λ1+Λ3(x1, x2, x3)R
Λ3,Λ3,Λ2(x1, x2, x3)
+ t6R
0,Λ3,Λ1(x1, x2, x3)R
Λ2,0,Λ2(x1, x2, x3)R
Λ3,Λ2,Λ3(x1, x2, x3)
+ u6R
Λ3,0,Λ1(x1, x2, x3)R
0,Λ2,Λ2(x1, x2, x3)R
Λ2,Λ3,Λ3(x1, x2, x3)
0 = s7R
Λ2,Λ2,Λ1+Λ3(x1, x2, x3)R
Λ1,Λ1,Λ2(x1, x2, x3)
+ t7R
Λ1,0,Λ3(x1, x2, x3)R
0,Λ2,Λ2(x1, x2, x3)R
Λ2,Λ1,Λ1(x1, x2, x3)
+ u7R
0,Λ1,Λ3(x1, x2, x3)R
Λ2,0,Λ2(x1, x2, x3)R
Λ1,Λ2,Λ1(x1, x2, x3)
0 = s8R
Λ2,Λ1+Λ3,Λ2(x1, x2, x3)R
Λ1,Λ2,Λ1(x1, x2, x3)
+ t8R
0,Λ3,Λ1(x1, x2, x3)R
Λ2,Λ2,0(x1, x2, x3)R
Λ1,Λ1,Λ2(x1, x2, x3)
+ u8R
Λ1,Λ3,0(x1, x2, x3)R
0,Λ2,Λ2(x1, x2, x3)R
Λ2,Λ1,Λ1(x1, x2, x3)
0 = s9R
Λ1+Λ3,Λ2,Λ2(x1, x2, x3)R
Λ2,Λ1,Λ1(x1, x2, x3)
+ t9R
Λ3,Λ1,0(x1, x2, x3)R
Λ2,0,Λ2(x1, x2, x3)R
Λ1,Λ2,Λ1(x1, x2, x3)
+ u9R
Λ3,0,Λ1(x1, x2, x3)R
Λ2,Λ2,0(x1, x2, x3)R
Λ1,Λ1,Λ2(x1, x2, x3)
0 = s10R
Λ1+Λ3,Λ2,Λ2(x1, x2, x3)R
0,Λ1,Λ3(x1, x2, x3)
+ t10R
Λ1,Λ1,Λ2(x1, x2, x3)R
Λ3,Λ2,Λ3(x1, x2, x3)
+ u10R
Λ1,0,Λ3(x1, x2, x3)R
Λ3,Λ1,0(x1, x2, x3)R
0,Λ2,Λ2(x1, x2, x3)
0 = s11R
Λ2,Λ2,Λ1+Λ3(x1, x2, x3)R
Λ1,Λ3,0(x1, x2, x3)
+ t11R
Λ1,Λ2,Λ1(x1, x2, x3)R
Λ2,Λ3,Λ3(x1, x2, x3)
+ u11R
Λ1,0,Λ3(x1, x2, x3)R
0,Λ3,Λ1(x1, x2, x3)R
Λ2,Λ2,0(x1, x2, x3)
0 = s12R
Λ2,Λ1+Λ3,Λ2(x1, x2, x3)R
Λ3,0,Λ1(x1, x2, x3)
+ t12R
Λ2,Λ1,Λ1(x1, x2, x3)R
Λ3,Λ3,Λ2(x1, x2, x3)
+ u12R
Λ3,Λ1,0(x1, x2, x3)R
0,Λ3,Λ1(x1, x2, x3)R
Λ2,0,Λ2(x1, x2, x3)
0 = s13R
Λ2,Λ1+Λ3,Λ2(x1, x2, x3)R
Λ1,0,Λ3(x1, x2, x3)
+ t13R
Λ1,Λ1,Λ2(x1, x2, x3)R
Λ2,Λ3,Λ3(x1, x2, x3)
+ u13R
0,Λ1,Λ3(x1, x2, x3)R
Λ1,Λ3,0(x1, x2, x3)R
Λ2,0,Λ2(x1, x2, x3)
0 = s14R
Λ2,Λ2,Λ1+Λ3(x1, x2, x3)R
Λ3,Λ1,0(x1, x2, x3)
+ t14R
Λ2,Λ1,Λ1(x1, x2, x3)R
Λ3,Λ2,Λ3(x1, x2, x3)
+ u14R
0,Λ1,Λ3(x1, x2, x3)R
Λ3,0,Λ1(x1, x2, x3)R
Λ2,Λ2,0(x1, x2, x3)
0 = s15R
Λ1+Λ3,Λ2,Λ2(x1, x2, x3)R
0,Λ3,Λ1(x1, x2, x3)
+ t15R
Λ1,Λ2,Λ1(x1, x2, x3)R
Λ3,Λ3,Λ2(x1, x2, x3)
+ u15R
Λ1,Λ3,0(x1, x2, x3)R
Λ3,0,Λ1(x1, x2, x3)R
0,Λ2,Λ2(x1, x2, x3) (97)
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The first 3 correspond to the coupling (Λ1+Λ2+Λ3,Λ1+Λ2+Λ3, 2Λ2) and permutations
thereof, the next 3 correspond to the coupling (Λ1 + Λ2 + Λ3,Λ2 + Λ3,Λ2 + Λ3) and
permutations thereof, the next 3 correspond to the coupling (Λ1+Λ2,Λ1+Λ2,Λ1+Λ2+Λ3)
and permutations thereof, whereas the last 6 correspond to the coupling (Λ1 + Λ3,Λ1 +
Λ2,Λ2+Λ3) and permutations thereof. In the normalization chosen, (96), the parameters
are worked out to be
(t1, u1) = (4,−4) (t2, u2) = (−4, 4) (t3, u3) = (4,−4)
(t4, u4) = (2,−2) (t5, u5) = (−2, 2) (t6, u6) = (2, 2)
(t7, u7) = (−2,−2) (t8, u8) = (2, 2) (t9, u9) = (2,−2)
(t10, u10) = (2,−2) (t11, u11) = (2, 2) (t12, u12) = (2, 2)
(t13, u13) = (−2,−2) (t14, u14) = (−2,−2) (t15, u15) = (−2, 2)
(98)
where we have fixed sℓ = 1, ℓ = 1, ..., 15.
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