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We present a computational method capable of designing complex Origamic Ar-
chitecture (OA) report pop-ups that closely depict the given 3D objects, which are
input as digital 3D models. OA is a form of paper craft involving paper cutting
and folding to produce pop-up models of objects. Our method targets a common
type of OA in which each pop-up must be one single connected sheet of paper,
and all the folds must be 90 degrees. These strict geometric requirements make
the pop-up design difficult for most people.
Our method fully automates the design process, using raster graphics rendering
and 2D image processing to produce pop-up designs for the input models. We
render an orthographic view of the model from a view direction 45 degrees above
the horizon to obtain a depth map. The rendering automatically removes irrele-
vant geometry, and the use of the 45-degree view direction offers many critical
benefits. The depth map is then transformed to a valid pop-up plan using only one
single conversion rule that can be applied indiscriminately regardless of the input
surface types. The conversion consists of a depth quantization step and a structure
correction step, and together they produce a valid 2D OA plan that can be cut and
folded to construct the pop-up. Our image-domain approach avoids direct 3D ge-
ometry processing of the input model, and thus averts many potential degeneracy
and robustness issues.
Very little input is required from the user. The user can control the degree of in-
tricacy of the pop-up by specifying a minimum gap size between cuts and folds.
Even though very limited aesthetic control is provided, in many cases, our sys-
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Figure 1.1: (a) and (d) The input 3D object models of the Colosseum and the
Rialto Bridge. (b) and (e) The 2D OA plans generated by our system. The red
lines are the cut lines and green lines the fold lines. (c) and (f) The computer-
generated OA pop-up models constructed from the OA plans.
Recent years have seen the emergence of computer applications that provide as-
sistance, at various levels of automation, in the design and construction of art and
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crafts. Such applications could empower the general public to participate and ex-
press their creativity in certain art forms even without the necessary skills. This
report presents a system that can automatically design complex Origami Archi-
tecture paper pop-ups given 3D models of the objects. We discuss the issues and
challenges of automating such a process, and present the approach we took to a
practical solution. Much of the thesis is devoted to describing the computational
techniques that we use in the solution. We then present some of the results, and
discuss the limitations and future work of our approach.
Origami Architecture (OA) is a form of paper craft that uses paper folding (origami)
and paper cutting (kirigami) to produce paper pop-up models of objects, most of-
ten of architectural structures. Existing in various forms, OA includes pop-up
cards that open at 90, 180, and 360 degrees. The 90-degree OA is special, in
that the constructed pop-up must be a single connected sheet of paper, and glu-
ing must not be used in the construction. One particular form of the 90-degree
OA further restricts all the folds to 90 degrees 1. This 90-degree-fold OA is the
topic of interest in this report, and in the rest of the report, the term OA is used
to refer to it. Figure 1.1(c) and 1.1(f) show two examples of 90-degree-fold OA
pop-ups, which are constructed by cutting and folding a rectangular sheet of pa-
per according to the 2D OA plans shown in Figure 1(b) and 1(e) respectively.
Many more beautiful OA examples can be found in the books by Ingrid Siliakus
[Siliakus and Garrido 2009] and by Masahiro Chatani [Chatani 1984].
Since being developed in the 1980s, OA pop-ups have been commonly found in
greeting cards. It is often a design and architectural challenge to create an OA
that closely depicts a geometrically non-trivial object, and yet be able to “pop up”
when the pop-up card is opened. Some features of the original object may have to
1A 90-degree OA can have folds that are not 90 degrees. See examples in [Chatani 1984].
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be modified, or even omitted, due to the paper limitation. Despite the difficulty,
artists have successfully created stunning and intricate OA paper pop-ups that
seemingly defy the fact that each is still a single sheet of paper. The complexity of
OA creation has restricted the art form to a small group of expert paper engineers.
Novices often find it frustrating to design their own OA pop-ups, and the common
practice is to print out the OA plans created by expert paper engineers and to
follow the instructions religiously to cut and fold the papers.
We have developed a computational method that is able to automatically design
OA pop-up to closely depict a given 3D object. The 3D object is input as an
ordinary digital 3D model, such as a polygon mesh. The result is an OA plan
that the user can print out on a paper. The different types of lines on the OA plan
tell the user exactly where to cut and fold to construct the physical pop-up. Very
few additional user inputs are needed by our system for the OA design. The user
can specify the orientation and position of the input model with respect to the two
main faces of the pop-up, and he can also control the degree of intricacy of the
pop-up by specifying the allowable minimum gap size between neighboring cuts
and folds.
With our system, novices can now easily create intricate OA pop-up models of
many familiar 3D objects and architectural buildings, whose digital 3D models are
often publicly available, or they can make pop-ups of their own 3D models that
they have created using conventional CADmodeling software. With the computed
OA plan, our system can produce and display a 3D model of the pop-up. The
animation of the opening and closing of the pop-up model can also be provided
by our system to further aid visualization.
Figure 1.2 shows the different elements that could appear on an OA. The pop-up
is essentially made up of a back plane, a floor plane, and many other flat faces,
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which are either parallel to the floor plane or to the back plane. All the folds in the
pop-up are right angles, and all the fold lines are straight line segments parallel to
the main fold line. Incorrect design of an OA may result in invalid structures such
as those shown in Figure 1.3. Unless to be discarded to form a hole, a floating face
is invalid because it is entirely disconnected from the rest of the paper. Dangling
faces are undesirable because such structures do not “pop up” when the pop-up
card is opened. However, they are sometimes allowed for aesthetic reasons.
Figure 1.2: Elements in an OA pop-up.




While designing an OA pop-up of an object or while designing a method to com-
pute an OA pop-up, one is confronted with the following two challenges. Chal-
lenge (1): Which surfaces of the input 3D object model should be represented
in the pop-up, and how do we determine them? Challenge (2): What valid OA
structure(s) should these surfaces be converted to, and how do we perform the
conversions? The main contributions of this work come from our answering of
the questions and our unique computational solution for each of them.
2.1 Challenge (1): Geometry Selection
Challenge (1) consists of two issues. Firstly, the portion of the object model that
has been positioned by the user between the floor and back planes may still have
parts that are geometrically impossible to co-exist on the same OA pop-up. We
say there are paper conflicts because these parts of the object model overlap each
other on the 2D OA plan. We need ways to detect paper conflicts. Secondly, we
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need to resolve these paper conflicts, so that we represent only the more visually
relevant parts of the object model on the pop-up. For example, objects in the
interior of a house model are most likely less relevant for the pop-up than the
house exterior.
Figure 2.1: 3D pop-up model coordinates and 2D OA plan coordinates.
Figure 2.2: (a) Projection of the 3D pop-up model onto the x(3D)-y(3D) plane.
(b) Projection of the 3D pop-up model onto a 45-degree orthographic projection
plane.
We have found that an orthographic projection of the object model from a view
direction 45 degree to the back and floor planes would be able to allow us to di-
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rectly detect paper conflict. This observation is made from unfolded OA plans,
which look just like an orthographic 45-degree view of the 90-degree folded pop-
up models. More formally, it can be shown using the 3D-to-2D coordinate trans-
formation described in [Mitani and Suzuki 2004a]. Suppose a 3D OA model and
its 2D OA plan have been given the coordinate systems shown in Figure 2.1, where
the x(3D)-axis and x(2D)-axis coincide with the main fold line, the mapping from
any 3D point in the former to the latter is
x(2D) = x(3D) (2.1)
y(2D) = y(3D) − z(3D) (2.2)
For any fixed 2D point (x(2D), y(2D)), the above equations describe a straight
line in the 3D OA model space. This means that all 3D points on this line are
mapped to the same position on the 2D OA plan. Each line is parallel to the
y(3D)-z(3D) plane, 45 degrees to the back and floor planes, and passing through
the point (x(2D), y(2D), 0). Essentially, the 2D OA plan is the projection of the
3D OA model onto the x(3D)-y(3D) plane along these parallel projection lines as
illustrated in Figure 2.2(a). When the 3D OA model is a valid OA, the projection
is a one-to-one mapping. However, if the OA model is replaced with a general
3D model, multiple points on the model may map to the same point on the x(3D)-
y(3D) plane. These paper conflicts can be detected by checking whether each of
these projection lines intersect the model at more than one point. Equivalently,
the same set of projection lines can be generated by an orthographic projection
onto a projection plane P that is 45 degrees to the back and floor planes, as shown
in Figure 2.2(b). A valid 3D OA model projected onto P results in an image
exactly the same as the original 2D OA plan, albeit with a 1/
º
2 scaling factor in
the vertical dimension of the image.
To resolve paper conflicts, all we need to do is to ensure that only one surface
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point of the object model is selected along each projection line. We would like
to select only the more visually relevant geometry for the pop-up, and the most
natural choice to us are those surface regions that are unoccluded from the 45-
degree view as shown in Figure 2.2(b).
The two objectives naturally led us to use raster graphics rendering for extracting
the required surface geometry of the object model. The rendering automatically
resolves paper conflicts. Using z-buffer hidden surface removal, the output is a
depth map of the front-most surface regions, as viewed from the 45-degree view.
We call this the 45-degree depth map. Subsequent conversion of the extracted
surface geometry to a valid OA model involves modification of this depth map,
which guarantees no paper conflict can occur. Moreover, the 2D position of each
sample in the depth map is exactly its position in the 2D OA plan, so no additional
mapping is required. Besides, the 45-degree depth map offers other important
benefits for subsequent processing, which we elaborate later.
2.2 Challenge (2): Geometry Conversion
Even if there is no paper conflict, the extracted geometry of the object model may
still be far from a valid OA pop-up, where faces must be planar and parallel to
the back plane or floor plane, all folds must be straight and parallel to the main
fold line, and the faces must be connected in a way that allows the OA to properly
“pop up” when the pop-up card is opened.
By observing existing OA pop-ups, there appears to be some rules for the con-
version of common structures. For example, a flat slope is often converted to
staircase, and a curved surface can sometimes be converted to a set of vertical or
horizontal slices. Figure 2.3 shows some common surfaces and their correspond-
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ing OA models. The representation of the quarter-sphere with a set of slices is
very commonly used for dome shaped architectural structures.
Figure 2.3: Some example surfaces and their OA models.
However, in most cases, it is hard to categorize each surface region on the object
model, and even if we could, there is still a problem of integrating the individu-
ally converted regions on the final pop-up. It is risky to try to come out with an
exhaustive set of rules for different surface types, because it is hard to guarantee
that the set is really exhaustive. A viable strategy would be a conversion method
that can be applied indiscriminately without the need to identify the surface type.
We found that many of these different conversions could be generalized to just
quantizing each surface region in the depth map into a set of vertical or horizontal
slices. However, each of these slices may be a floating or dangling face, and in
this case, a correction step is needed to create structural supports to make it valid.
We call this combined operation “slicing and adding supports”.
The idea is demonstrated in Figure 2.4 using the example shapes from Figure 2.3.
A segmentation step is first performed on the depth map to identify each smooth
surface region. The surface regions are shown in the second row of Figure 2.4 in
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different colors. Each surface region is then independently converted to a set of
vertical or horizontal slices, which are shown in the last row of Figure 2.4. To
make the OA valid, some parts of the floating or dangling slices are converted
to structural supports, and the final results are shown in the last row of Figure
2.3. Note that both vertical and horizontal slices can appear on the same pop-up,
and our solution includes a simple heuristics to choose between them for different
surface regions. We implement the slicing operation as a sequence of image pro-
cessing steps, and the adding of supports by solving a face connection problem.
Our method is also able to produce OA structures such as pull-offs and indirect
faces [Chen and Zhang 2006] (see an example in Section 5).
The strategies that we took led us to an image-domain approach. A clear ad-
vantage of this is that we can avoid direct 3D geometry processing of the in-
put model, and thus averts many potential degeneracy and robustness issues that
usually plague geometry processing. Many 3D models that we used in our ex-
periments are actually made up of multiple meshes that intersect each other. In
addition, there is no requirement that the input model must be in polygonal mesh
representation, because all we need is its depth map (and a normal map). For
example, a 3D model represented as implicit function can be rendered using a
modified ray-tracer to produce a depth map (and a normal map) for our system.
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Figure 2.4: (top row) The extracted geometry in the depth maps. (middle row)





In recent years, increasing number of computer applications are being developed
to assist in the creation of various craft works, such as applications to facilitate
the construction of paper crafts. In [Mitani and Suzuki 2004b], the authors cre-
ated paper-craft toys from 3D meshes. With a 3D mesh, the application approxi-
mates the geometric shape using “wide and smooth” triangle strips, which helps
to simplify the mesh and makes the final model foldable.
In the domain of paper pop-ups, there have been a few endeavors. Andrew Glass-
ner has described the use of simple geometry to create various pop-up features
such as folds, spinning wheels, and manymore. [Glassner 2002a], [Glassner 2002b].
In [Lee et al. 1996], a model was developed for the simulation of the opening and
closing of pop-ups. The above work deal with pop-ups that are not constrained to
one single piece of paper, therefore, the approaches cannot be ported over to OA.
In [Hoiem et al. 2005], an application has been developed to create very simple
pop-ups from photographs.
The pioneering work in OA came from Mitani and Suzuki, who have created ap-
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plications to let users design and construct OA models [Mitani and Suzuki 2003],
[Mitani and Suzuki 2004a]. Their applications let the user specify and position
each of the horizontal and vertical faces that are going to appear in the OA pop-up.
The application then automatically checks for validity and highlights any invalid
faces. Their simple algorithm caters for cases like pull-offs, but invalid features
like dangling pieces escape detection. Another attempt at assisted OA design was
by [Chen and Zhang 2006]. Their approach is similar to the previous mentioned,
but features a slightly different validity checking. The authors also simplified the
user input by automatically creating horizontal faces. This way, users only need
to input vertical faces.
All the applications discussed above for the designing and construction of OA
require heavy user input to create the OA model, and the user must already know
exactly how to transform each part of the object to valid OA faces. Even simple
shapes, such as a cylinder, can already be very demanding on the user.
The first automatic approach came from [Li et al. 2010]. The system allows user
to input a 3D model, and it automatically generates an OA plan. Their algorithm
also use the 45 degree orthographic projection to select the visible faces, but sub-
sequently uses an optimization method to find the set of horizontal and vertical
planes to best approximate the visible faces.
User input 3D models could contain a large number of details that is not required
for OA. In the paper [Mehra et al. 2009], the authors proposed a method that sim-
plifies the 3D mesh, using a closed envelop surface to extract a curve network and
to drastically remove details. The result is a geometric model that abstracts the
original model using a set of characteristic curves or contours. As our OA design
algorithm does not usually remove enough details to get good abstractions of com-
plex input models, the algorithm by Mehra et al. can be used as a pre-processing
21
step to simplify the input models. Besides fine details, curved surfaces in the
model pose problems when cutting and gluing are forbidden, as papers are non-
stretchable and have limited flexibility. For this problem, [Kilian et al. 2008] dis-
cusses about the design and digital reconstruction of surfaces that can be achieved
by curved folding. In [Cutler and Whiting 2007], an algorithm is proposed for
remeshing curved surfaces in architectural designs with piecewise planar faces to
satisfy some fabrication constraints associated to the planar construction materi-
als. This algorithm produces folds that may not be 90 degrees and the resulting




The automatic design process starts off with the user providing a 3D geometric
model of the object, and positioning and orientating it with respect to the back and
floor planes. The user then specifies a minimum strip width, which will be used to
limit the minimumwidth of the paper strips produced by the slicing operation. The
minimum strip width indirectly controls how fine the depth quantization would
be. Next, our algorithm performs the main steps illustrated in Figure 4.1 and the
following text:
Figure 4.1: Main steps in the OA Design algorithm.
1. Extracting relevant geometry. We set up an orthographic projection from a
view direction 45 degrees to the back and floor planes, and use raster graph-
ics rendering to produce a depth map of the input model and the back and
floor planes. This automatically resolves paper conflicts and the z-buffering
extracts the relevant geometry for subsequent processing.
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2. Surface segmentation. The depth map and a normal map are used to seg-
ment the depth map into smooth surfaces to produce a segmentation map.
3. Surface slicing. The slicing of the smooth surface regions is performed
by downsampling the depth map and the segmentation map, and then an
upsampling to restore the fine boundaries of each slice.
4. Adding supports. The slices produced may be invalid (floating or dangling),
and in this step, the algorithm finds these faces and corrects them to make
them valid.
5. Correcting surface boundaries. The preceding steps change the surface ge-
ometry by modifying the depth map separately for each surface region. Ad-
jacent surfaces that were originally connected may now be disconnected in
3D space. The algorithm detects these disconnected surfaces and recon-
nects them by modifying their surface boundaries to form fold lines. All
fold lines are made parallel to the main fold line.
6. Generating OA plan. The final modified depth map and segmentation map
are scanned to produce cut and fold lines on the final 2D OA plan.
These steps are elaborated in the following subsections.
4.1 Extracting Relevant Geometry
To achieve geometry selection and to resolve the initial paper conflicts, in our
implementation, we use OpenGL to set up an orthographic projection from a view
direction 45 degrees to the back and floor planes (see Figure 2.2(b)), and render
the 3D input model and the back and floor planes to produce a depth map D.
For convenience in subsequent processing, we re-map each sample inD to a depth
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value measured from a vertical plane that is parallel and in front of the back plane
(and also in front of the object model). We call this the front depth map, F . We
also compute a similar map, called top depth map, T , with depth values measured
from a horizontal plane that is parallel and above the floor plane (and also above
the object model). All values in each of the depth mapsD, F and T are normalized
to the range [0, 1], where 0 represents the closest and 1 the furthest.
Note that F and T are not the same as depth maps directly rendered from a front
view and a top view. Instead, the same image location on D, F and T correspond
to the same point in 3D. This direct pixel correspondence between the three maps
is important. The reason for having F and T is that a vertical or horizontal face
will have constant depth values in F or T . Figure 4.2 shows examples of a D, F
and T depth maps. Note that in F , each vertical face appears in constant intensity,
and likewise for horizontal faces in T .
4.2 Surface Segmentation
Since our approach separately converts each smooth surface region into slices,
it first needs to identify the individual smooth surface regions represented in the
depth map. A segmentation map, S, is computed for this purpose, where each
contiguous segment represents a smooth surface region in the depth map.
For robust segmentation of the depth map, we render an additional image, using
the 45-degree orthographic projection, that encodes the interpolated surface nor-
mals as a RGB color at each pixel. We call this the normal map, N . Maps N and
D have the same image resolution. Figure 4.3 (left) shows an example normal
map.
During segmentation, to decide whether a pixel p should belong to a segment, we
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Figure 4.2: (a) The input 3D model, (b) its 45-degree depth map D, (c) its front
depth map F , and (d) its top depth map T . In the figures (b) - (d), near depths are
represented by dark values, while far depths are represented by bright values.
fit a quadratic curve through the depth value and normal of p’s three neighboring
pixels (in the same column or in the same row) that are already in the segment.
We then use the quadratic curve to predict the depth value and normal of p. If the
predicted normal and depth value are similar to the actual values, the pixel p is
considered to be in the segment. Figure 4.3 (right) shows a segmentation map.
There are two important reasons why surface segmentation is necessary. Firstly,
we want to allow different parts of the object to have different slice orientations
(vertical or horizontal), as this usually produces a better visual approximation of
the model. In our case, a segment serves as the basic unit for the determination of
the slice orientation. Secondly, fold lines and cut lines will be created near or on
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Figure 4.3: (left) An example normal map, and (right) a segmentation map.
the original segment boundaries, and thus better preserving the visual characteris-
tics of the input model.
4.3 Surface Slicing
Surfaces such as curved surfaces and slopes must be converted to some OA struc-
tures. The common treatment for these is either to flatten them if they are not too
significant, or to convert them to strips or slices arranged at different depths to
give the illusion of a curvature. These can be realized by surface slicing, and it
is achieved by quantizing the depth maps. In our method, the quantization of the
depth maps is performed by downsampling the depth maps and the segmentation
map, and then an upsampling to restore the fine boundaries of each slice.
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4.3.1 Choosing Slice Orientation
As mentioned before, both vertical and horizontal slices can appear in the same
pop-up. We decide the slice orientation segment-by-segment using the following
heuristics. Certainly, a flat vertical surface should be sliced such that it still re-
mains as one vertical face, and likewise for a flat horizontal surface. With this in
mind, we determine the slicing direction for a segment as the direction in which
the segment spans the longer distance. Take the flat vertical surface as an example
again. The whole surface is a segment and it spans a longer distance vertically
than horizontally. Therefore, vertical slices are chosen for the vertical surface,
and in this case there is only one slice.
However, this method may not be correct for some curved surfaces. Consider an
example of a standing cylinder that is much wider than it is tall. For its entire side
surface, although the horizontal distance span is larger than its vertical distance
span, it is wrong to slice it horizontally. Instead, for a curved surface, such as the
side surface of a cylinder, we consider every column of the segment and record
its horizontal and vertical distance spans for each column. Out of all the distance
spans recorded for all the columns, we select the maximum horizontal and vertical
distance spans, and subsequently decide the slicing direction based on the larger
of the two maximum distance spans.
For objects, such as a quarter-sphere, that have the same distance spans in both
directions, any direction will produce reasonable results.
4.3.2 Downsampling
The main slicing of the geometry is accomplished by downsampling the depth
map D and the segmentation map S. The downsampling scale factor is the mini-
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mum strip width,W, specified by the user (i.e. eachW W region in the original
maps will be reduced to one pixel). This ensures we do not produce any strips
narrower than W in the final pop-up model.
The downsampling of the depth map D quantizes the depth values as the effect
is equivalent to assigning a constant depth value to each W W region in the
original map. To downsample, we cannot take the mean value within eachW W
region, since this makes no sense to the segmentation map, and for the depth map,
we do not want to use a mean depth value that is in between depth values across
a cut line. The best thing to do is to just do point sampling and take the value of
any pixel within eachW W region, both for the segmentation map and the depth
map. We use the center pixel. The results are a downsampled depth map,DD, and
a downsampled segmentation map, SD.
Next, we further processDD so that pixels in the same segment (provided by SD)
and have similar depth values are grouped together as a subsegment. Each sub-
segment must be a connected group of pixels, and it corresponds to a slice of the
original segment. The depth values of the pixels in the subsegment are replaced
with the mean depth value of the subsegment. The results are a modified down-
sampled depth map, DDS , and a downsampled subsegment map, SDS . Figure
4.5(b) shows a subsegment map of the original high-resolution segmentation map
shown in Figure 4.5(a). Each different color represents a subsegment (slice).
Again, we compute the corresponding front depth map, FDS , and top depth map,
TDS , fromDDS . Intuitively, from the perspective of the downsampled front depth
map FDS , pixels now look like vertical slices, and similarly, those in the top depth
map TDS look like horizontal slices. This is illustrated in Figure 4.4.
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Figure 4.4: Slices in the downsampled depth maps.
Figure 4.5: (a) A segmentation map, S, of a quarter-sphere, (b) its subsegment
map, SDS , and (c) a slice whose smooth boundary has been reconstructed by the
upsampling step.
4.3.3 Upsampling
As slicing is performed on the downsampled depth and segmentation maps, the
fine boundaries of the slices are lost. The algorithm needs to take this information
back to full resolution to continue the computation of the OA plan. Here, we
introduce an upsampling method to recover the fine boundaries of the slices.
A segment in S may have been subdivided into multiple subsegments in SDS .
The segmentation map S must be updated with these new subsegments to repre-
sent the slices. The subsegments in SDS have very blocky boundaries because of
its reduced resolution. Here is how we reconstruct the fine boundary of each sub-
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segment. Consider a subsegmentA in SDS that represents a vertical slice. We first
look into the front depth map F to find the range of depth values within the area
of A. We then find the region in the “mother” segment in S that is within the same
depth range. This region is the refined subsegment in full resolution. Likewise,
for a subsegment that represents a horizontal slice, we use the top depth map T
instead. The result is a full resolution segmentation map, SS , that contains sub-
segments with refined boundaries. Figure 4.5(c) is an example of a full-resolution
subsegment (red color) constructed from a downsampled one (red color) shown in
Figure 4.5(b). Note that the refined subsegment can be larger than the downsam-
pled subsegment.
Other than updating the segmentation map, the depth maps need to be updated
as well. Let BS be a subsegment in the updated full resolution segmentation map
SS , andBDS be the corresponding subsegment in the subsegment map SDS . IfBS
represents a vertical slice, the corresponding region in the front depth map F is
set to a constant depth value equal to the FDS depth value of the subsegmentBDS .
We perform similar operation for horizontal slices. The results are full resolution
front and top depth maps, FS and TS , that contain the depth of each subsegment.
Our downsampling and upsampling approach is able to remove some small or
thin segments that appear in the original segmentation map S. By the nature of
our algorithm, if a segment in S is not sampled at all during downsampling, then it
will be totally discarded during the upsampling step, and the hole left behind will
be filled in using the surrounding segments. However, if a small or thin segment
is sampled and appears in the downsampled segmentation map SD, then during
the upsampling process we have a procedure to explicitly detect it, remove it and
fill in the hole left behind. In our implementation, a segment is considered too
small if its oriented bounding box has one side that is smaller than the minimum
strip width W. The removal of these small or thin segments simplifies the pop-up
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model and can reduce the aliasing artifacts caused by the point sampling of the
downsampling step.
In comparison to using one single set of depth quantization levels for the entire
smooth surface region, our slicing approach has the advantage that the depth quan-
tization can be adaptive to the surface geometry at different part of the surface. For
example, in Figure 4.6, the single surface region is sliced horizontally using two
different sets of quantization levels. This is the indirect result of maintaining an
approximately constant strip width at every slice.
Figure 4.6: The depth quantization is adaptive to the local geometry of the sur-
face.
4.4 Adding Supports
After the slicing operation, the resulting faces may still be invalid. Surfaces like
slopes in the original model are converted to slices that could be dangling or float-
ing faces (see Figure 2.4). To make the OA plan valid, one way is to add supports
to connect the invalid faces, indirectly or directly, to the floor and back planes.
The adding of a support refers to the creation of a new face (usually a thin strip)
that connects an invalid face to other existing faces. However, adding supports to
make an OA valid is not always straightforward. Consider the example in Figure
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4.7(a). There are many ways to support the dangling pieces, some of which are
shown in Figure 4.7(b), (c) and (d). Despite the many ways, none of them can
actually make the OA completely valid. In all three ways, there are always some
pieces left dangling. In addition, (c) and (d) assumes that paper is available from
the sides to be used as support. This assumption may not hold in all situations.
Here, we describe an algorithm to detect and add supports to invalid faces.
Figure 4.7: (a) An invalid OA with dangling faces, and (b–d) different ways of
adding supports.
In essence, a face is valid if it has a path p1 to the back plane and a path p2 to the
floor plane such that p1 and p2 do not go through any common face. Two faces are
connected if they share a fold line. To check for the validity of a face, we adopt an
algorithm similar to that described in [Mitani and Suzuki 2004a]. A set X is first
initialized to contain only the back plane. Then, we recursively add to X those
faces that are connected to some face already in X , but the floor plane is never
added. This is performed until no more faces can be added to X . Similarly, we
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create a set Y starting with the floor plane in it. Faces inX9Y are valid faces. Let
Z be the set of faces not inX 9Y , and if Z is empty, the OA model is completely
valid and no support has to be added.
A face f in Z is either an invalid face, or an indirect face. Invalid face such as a
floating face have zero fold lines, and a dangling face have one fold line. There-
fore, faces with zero or one fold line are definitely considered invalid. An indirect
face on the other hand contains more than one fold line, and are valid features. As
defined in [Chen and Zhang 2006], an indirect face is a face that is connected to
the shared set X 9 Y by a fold line, and via a connective face. As such, we can
detect for such indirect faces by checking if a face f is attached to the shared set
X 9 Y by a fold line, and also by a connective face that is found in Z. Any other
face in Z that contains more than one fold line but yet does not fulfil the indirect
face condition is considered invalid. This detection mechanism is consistent with
the second validity condition in proposition 2 given in [Li et al. 2010], in which
the authors states that:
pk is connected to pk+1, and pk, pk+1 are respectively connected to
some pi, pj where i, j < k and pi, pk+1 are non-coplanar.
where pi is a face and i is the order index given to the face. The author fur-
ther states in their paper that for a valid pop-up, an ordering can always be found.
To show that indirect faces satisfy the validity conditions stated in [Li et al. 2010],
consider a pop-up with both normal faces and an indirect face. And further assume
that the normal faces alone form a valid pop-up. Based on the stated condition,
because the normal faces forms a valid pop-up, there exist an ordering of the nor-
mal faces. Call them p1 to pk−1. Now consider the indirect face, and called it pk.
with that, we can label the connective face pk+1 such that pk and pk+1 respectively
connects to faces pi and pj that are in the valid pop-up where i, j < k, and pi and
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pk+1 are non-coplanar. i and j are definitely < k because they are normal faces and
have been labeled prior to the indirect face. Drawing the parallel to the definition
in [Chen and Zhang 2006], pk is an indirect face that connects toX 9Y via a fold
line to pi, and via a connective face pk+1 to a face pj in X 9 Y .
However, given the stated condition, a series of linearly connected faces (such as
staircases) are not considered valid as they are deemed as unstable. Although we
recognize that these features are unstable, we would still like to relax the condition
and consider them as valid in our algorithm. This is because such features are
very commonly found in artist OA creations. To proof that they are still valid, we
can reduce the connected faces to just few faces by making use of the 45 degree
projection like in Figure 4.8. This reduction is possible because it retains the same
amount of paper used, and the linkage to the rest of the pop-up remains intact.
The reduction only changes the structure of the set of faces locally. In fact this
reduction is employed in [Li et al. 2010] to find the most optimal set of faces to
approximate the visible faces. Because unstable connected faces are disallowed
by their definition, the connected set of faces is reduced to just 2 faces in their
algorithm. As such, the simplified faces reduce to regular faces with convex and
concave folds, which are valid. With that, we can conclude that a series of linearly
connected faces despite being unstable can still be considered valid because their
reduced structure is valid. We can also further conclude that given a series of
linearly connected faces, whose overall structure may or may not be valid, only
the end faces of the connected faces need to satisfy validity condition in order for
the whole set of faces to be considered valid.
The face information required for the validity check is obtained from the down-
sampled subsegment map SDS , and the corresponding front and top depth maps,
FDS and TDS . We use the depth values in FDS and TDS to determine whether
a horizontal portion of a subsegment boundary is a fold or cut. The adding of
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Figure 4.8: Reducing a series of linearly connected faces such as a staircase (in
red) to a few valid and stable faces (in blue).
supports operates on these maps too. One advantage of operating on the reduced-
resolution maps is that whatever new faces we add to SDS for the supports, they
can never be thinner than the minimum strip widthW , because each pixel in SDS
represents a size ofW W in the original segmentation map S.
The approach that we take to support each invalid face f starts by generating one
or two sets of candidate supports that link f to some other existing faces. This
is done without considering the supports that may be added to support the other
invalid faces. Each of these candidate supports is assigned a cost. Then, for each
invalid face, we use a greedy approach to select the least-cost support from each
of its candidate support sets that does not interfere with any of the previously
selected supports.
The candidate supports are generated as follows. We describe the method only
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for invalid vertical faces, as the case for invalid horizontal faces is analogous.
For an invalid vertical face f , we have chosen to connect supports only to its
topmost edge and/or its bottommost edge. If any of the top edges (not necessary
the topmost) of f is already connected to an existing face, we will not try to
support its topmost edge; and likewise for its bottommost edge. Hence, if f is
a completely floating face (has zero other face connected to it), then it will be
supported at both its topmost and bottommost edges.
Suppose the topmost edge of f needs to be supported. For every pixel on the
topmost edge, we generate a candidate support to connect to the first vertical face
directly behind f or to the first horizontal face directly above f in 3D space. This
is illustrated in Figure 4.9. For a topmost pixel that is at the corner, an additional
candidate support is generated by extending one pixel to the right or left. The
result is a set of candidate supports for the topmost edge of f . If the bottommost
edge of f needs to be supported, a similar method is used to generate another
set of candidate supports. But in this case, each bottommost pixel generates a
candidate support to connect to the first vertical face directly in front of f or to
the first horizontal face directly below f .
Each candidate support s is assigned a cost value c(s) = d(s)+ t(s)+v(s), where
d(s) is the length of s, t(s) is a positive constant value if s is generated by the
extension of a corner pixel and is 0 otherwise, and v(s) is a large positive constant
if s splits another face and 0 otherwise. The cost function shows that we prefer
short and straight supports.
Once all sets of candidate supports are generated, our algorithm chooses the best
set of supports for the whole OA using a greedy approach. In each iteration, it
randomly picks an invalid face and selects the least-cost support from each of its
candidate support sets that does not interfere with any of the previously selected
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Figure 4.9: Generating candidate supports for the topmost pixels of an invalid
vertical face.
supports. Two supports interfere with each other if their areas in the segmentation
map overlap each other. Figure 4.10 shows an example of a pop-up model before
and after the support adding.
Figure 4.10: (left) An invalid pop-up model, and (right) the corrected one with
added supports.
A chosen support may split another face and cause the split face to become invalid.
Therefore, the algorithm iteratively checks for invalid faces, adds supports, and
terminates only when there are no more invalid faces. The algorithm is bound to
terminate and the proof is given as follows.
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Consider the validity conditions in [Mitani and Suzuki 2004a]. From the side
view of the faces in the shared set X 9 Y , a valid set of faces forms a side profile
that is convex, see Figure 4.11 - left. In the support construction algorithm, we
try to achieve the same convex side profile. An invalid portion will have a side
profile that is concave or discontinuous. The algorithm then tries to add support to
the invalid face such that this convex side profile can be formed, see Figure 4.11 -
middle and right. In the scenario that a support splits other faces and causes them
to become invalid, the algorithm will add supports to these invalid faces to form
back this convex side profile. The process is repeated and the algorithm will termi-
nate once all the side profiles of the connected faces are convex. This is finite and
achievable because if we consider every possible side profile in a pop-up, there
are (paperWidth~minimumStripWidth) possible side profiles. If we make all
these side profiles of the pop-up convex by adding supports at every column, we
can ultimately achieve a fully convex surface for the pop-up, see Figure 4.12. This
is an extremely strict condition, because it disallows holes, and flattens concave
features totally. However if we only consider the side profiles of the connected
faces and not at every column, the side profiles considered is only a subset of all
the side profiles. This subset is finite, and the algorithm will terminate once the
set is exhausted.
Figure 4.11: Side profiles of (left) a set of valid faces, (middle and right) a set of
invalid faces before and after support adding respectively.
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Figure 4.12: (left) All side profiles, and (right) the OA if all side profiles are made
convex.
Each support we have added is a long strip cut out from one of the existing faces.
Its initial width is the minimum strip width. However, it is visually more pleasing
and sometimes necessary that supports are as wide as possible. For example, after
a slope is sliced, the added supports should be as wide as the width of the slope
(see the example in Figure 2.3 and Figure 2.4). Our method has a post-processing
step to perform support widening. A support s is widened, in both the left and
right directions, if the widened support still connects to the two faces connected
by s, and it does not overlap any other face in the segmentation map. This is
illustrated in Figure 4.13.
After the supports are added and widened, their image areas are directly drawn
onto the full-resolution segmentation map SS (SS is produced by the upsampling
step) as new segments. The corresponding front depth map FS and top depth map
TS are appropriately updated with the depth values of the supports.
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Figure 4.13: Widening of a support. Each colored region is a face on the segmen-
tation map.
4.5 Correcting Boundaries
Two smooth surfaces that are originally connected to each other will get flattened
by the slicing process, and may become disconnected from each other. This can
be easily detected in the depth map before and after the slicing process. If the two
resulting faces are supposed to be connected by a fold line, then one of them must
be a vertical face and the other a horizontal face, and in this case, we must recon-
nect them to form the fold. To let the vertical and horizontal faces meet again, we
can extend the vertical face upward or downward, and extend the horizontal face
forward or backward, until the two faces meet. The intersection is a straight line
segment that is parallel to the main fold line, and it is the new common border
between the two faces.
Take for example a half cylinder shown in Figure 4.14. If we look at a column
of depth values (marked by the vertical red line), the top surface and the side
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surface are connected (see the bottom-left chart). After the slicing process, the
depth values on the side surface, along the same column, has changed, and the top
face and a slice of the side surface have become disconnected (see the bottom-
middle chart). To reconnect them, we extend the side face upwards to intersect
the top face. This intersection becomes the new border between the two faces (see
Figure 4.14 (right)). Besides updating the final depth maps FS and TS , the final
segmentation map SS must be updated with the new borders.
In our implementation, we detect such disconnections between faces by compar-
ing the depth map before and after the slicing process. For each pair of such faces,
we extrapolate their depth values vertically (in the depth map) towards each other
until they meet at a similar value.
Figure 4.14: A half cylinder and a column of its depth values (left column) be-
fore being sliced, (middle column) after being sliced, and (right column) after
correction of the boundary.
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4.6 Generating OA Plan
After the preceding steps, the final depth maps FS and TS , and the final segmen-
tation map SS are ready for the generation of the OA plan. We first convert either
FS or TS to a 45-degree depth map DS . We initialize an empty plan P to be the
same resolution as DS , and we label each pixel in P as we scan through DS and
SS . If a pixel p is at the border of a segment and it experiences a sharp change
in depth across the border, then the corresponding position in P is labeled red to
indicate a cut line. If the depth change is small across the border, it is considered
a fold. In this case, if the pixel below and/or above p and also in the same segment
as p, has a depth value smaller than that of p, then p is marked as dark green to
indicate a concave fold, otherwise it is marked light green to indicate convex fold.
We also have a program that takes the final segmentation map SS and the depth
map DS , and constructs a 3D triangle mesh model of the OA pop-up. The digital





Figures 1.1, 5.2, 5.3 and 5.4 show the 3D pop-up models constructed from the OA
plans generated by our system. We can see in many of them that curved surfaces
in the input models have been converted to multiple parallel slices while flat faces
remain intact. The Quarter Sphere example clearly demonstrates the slicing of
a curved surface. However, in this case, the slicing actually results in dangling
pieces which are made valid by adding supports to the slices. The Rialto Bridge,
the Mayan Pyramid, and the Capitol Building are good examples to illustrate the
conversion of slopes to staircases. Each staircase is the result of slicing the slope
and then adding supports that are widened to the width of the slope. The top of
the Mayan Pyramid is also simplified as the “roof” is too shallow and therefore
flattened. The Colosseum, the Rialto Bridge, and the Capitol Building examples
demonstrate the ability of our algorithm to handle more complex geometry and to
produce complex pop-up models. The Capitol Building has cylinders and domes
stacked atop each other, and the algorithm is able to individually slice each of
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these parts and produce a valid pop-up.
The Quarter Sphere and the Capitol Building (on the dome) examples clearly
demonstrate the result of our support adding algorithm. The Colosseum pop-up
actually has five dangling faces (one on top of the column of two windows, and
four in the four high-storey windows) that are detected by our validity checking
algorithm. They are allowed in this case because dangling faces such as those in
the windows are commonly seen in real pop-ups designed by artists.
Our algorithm is able to produce structures such as pull-offs (see the crosses in
the Chapel model) and indirect faces [Chen and Zhang 2006]. Figure 5.1 shows
two examples of indirect faces that appear in our pop-up models.
Figure 5.2 are photographs of real pop-ups successfully constructed from the OA
plans produced by our system. This shows the physical feasibility of the pop-ups
designed by our system. We printed the OA plans on A4-sized papers.
All the OA plans used for the examples have an image size of 900 by 900 pixels.
The minimum strip width ranges from 10 to 30 pixels. Our algorithm is imple-
mented in MATLAB, and each OA plan can be produced in approximately one
minute. Our implementation has not been optimized, and we believe the running
time can be reduced multiple folds after some optimization.
5.2 Comparison
Compared to the algorithm in [Li et al. 2010], our method generates OA pop-ups
that are closer to artists’ creations. This is evident from the various OAs we gen-
erated that uses the slice-and-support mechanism. Their algorithm generates a
large amount of staircase-like structures in order to approximate the curvature.
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Figure 5.1: (left) Indirect face in Colosseum highlighted in orange. (right) Indi-
rect face in Rialto highlighted in red.
This makes it very difficult for users to fold the OA. Our algorithm instead ap-
proximate curvatures using a few slices, which is much easier to handcraft. An
example of a torus and a sphere are given in Figure 5.5, first and second row.
Although the input models are identical, our algorithm produces much simpler
OAs. In addition, due to the strict constraints on stability in their algorithm, cer-
tain features are over-modified in order to satisfy the stability constraints. Such
modifications may not be desirable. For example in the Rialto Bridge in Figure
5.5, third row. The windows are eroded so the OA can be more stable. In the Em-
pire State Building example in Figure 5.5, last row, the staircases at the bottom
of the building is modified to preserve the stability. Although the modifications
increases the stability, the result is not appealing. Our OA in both of the above
examples do not have such artifacts.
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Figure 5.2: Hand-made paper models of Colosseum and Rialto Bridge con-
structed from OA plans generated by our system.
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Figure 5.3: (From top) Input model and computer-generated pop-up model of
Chapel, Curve Slab, and Quarter Sphere.
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Figure 5.4: (From top) Input model and computer-generated pop-up model of
Mayan Pyramid, Capitol Building and Empire State Building.
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Figure 5.5: (left) From top, 3D models of torus, sphere, Rialto Bridge, and the
Empire State Building, (middle) OA produced by our algorithm, (right) OA pro-




As evident from the results given, some faces still have parts that are thinner than
the minimum strip width. The upsampling process is able to remove some small
or thin segments by checking the size of their oriented bounding boxes. However,
there could be segments that occupy large bounding boxes, but have small thin
strips. As a result, certain long and thin features could escape elimination and ap-
pear in the final pop-up. In addition, the point sampling used in the downsampling
process can cause some of these thin features to produce aliasing artifacts in the
pop-up.
Other than small and thin segments, features such as windows are tricky to handle
for a method based on the slicing approach. This is especially so when windows
appear on a curved surface. As the curved surface is sliced, the algorithm cannot
guarantee that each window appears entirely in a slice. A window could end up
having part of it on one slice and the rest on another.
Another limitation of our algorithm is the application of a single minimum strip
width across the entire model. This may not be desirable for certain models that
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could look better if different parts of the models can be represented at different
levels of details. The Taj Mahal model shown in Figure 6.1 is a good example.
To prevent the central dome from being sliced up into too many thin slices, a
large minimum strip width is used. However, as a result, the smaller domes in the
surrounding are over-simplified beyond recognition.
Many of the issues mentioned above can be mitigated to some extent if the input
model is simplified beforehand to remove details that are not relevant, and mod-
ified so that its geometry is more “friendly” for OA. One existing work that may
be helpful is the method of geometry abstraction and simplification proposed by
Mehra et al. [Mehra et al. 2009]. At this point, for our system, this high-level
geometry abstraction is left to the user.
To improve the usability of our system, we hope to provide a user interface to
allow users to edit the generated pop-ups to refine any undesired features. For
example, a user can select certain segments of the model and give them individ-
ual minimum strip widths to refine these portions. The user may also choose to
remove some features such as windows that appear across multiple slices, so that
the resulting pop-up can look more aesthetically appealing.
Figure 6.1: (left) 3D Model of Taj Mahal. (right) computer-generated pop-up




We have described a computational method to automatically generate valid OA
pop-up plans from 3D models input by the users. One of the important ideas
from the work is the recognition of the relationship between the OA plan and the
45-degree orthographic projection, which allows us to work on the 3D geometry
directly in the 2D space of the OA plan. The other important idea is the approach
of slicing, and together with the adding of supports, it is general enough for us to
deal with many types of input surfaces. Our system has been shown to be robust
enough to produce common OA features like cuts, folds, pull-offs, slices, and
indirect faces. We have also discussed issues and limitations of our method and
have proposed some future improvements.
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