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In this paper we consider learnability in some special numberings, such as Friedberg num-
berings,whichcontainall the recursively enumerable languages, buthave simpler grammar
equivalence problem compared to acceptable numberings. We show that every explanato-
rily learnable class can be learnt in some Friedberg numbering. However, such a result does
not hold for behaviourally correct learning or ﬁnite learning. One can also show that some
Friedberg numberings are so restrictive that all classes which can be explanatorily learnt
in such Friedberg numberings have only ﬁnitely many inﬁnite languages. We also study
similar questions for several properties of learners such as consistency, conservativeness,
prudence, iterativeness and non-U-shaped learning. Besides Friedberg numberings, we
also consider the above problems for programming systems with K-recursive grammar
equivalence problem.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
Consider the following model of learning languages, ﬁrst studied by Gold [14]. A learner receives, one element at a time,
all and only the sentences of a language (such a presentation of data is called text of the language). As the learner receives the
elements of the language, it conjectures hypotheses about what the input languagemight be. The conjecture about the input
languagemay change over time, as more andmore data becomes available. In inductive inference, we use indices from some
underlying numbering or programming system as hypotheses. Following conventions from formal languages, we refer to
these indices as grammars. One can say that the learner is successful if the sequence of grammars output as above converges
to a grammar for the input language. This is essentially the model of TxtEx-learning (=explanatory learning) as proposed by
Gold [14] and subsequently studied by several researchers [1,5,10,16,28,33].
One of the important issues in learning has been the hypotheses space which a learner uses for making its conjectures. A
natural hypotheses space, as considered by Gold [14], is an acceptable programming system. However, there have also been
several studies which consider special programming systems [33]. For example, in the context of learning indexed families
of languages (an indexed family is a uniformly recursive family of languages), the hypotheses space often considered are
themselves indexed families (where the hypotheses spacemight be class-preserving or class-comprising; a class-preserving
hypotheses space contains exactly the languages in the class being learnt while a class-comprising hypotheses space may
contain some other languages in addition to the languages of the class being learnt). Furthermore, considering special
hypotheses spaces have also beenuseful in obtaining various characterizations of learnability—see, for example [17,30,31,33].
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Testing grammar equivalence in acceptable numberings is a difﬁcult problem [26]. In this paper we consider learnability
in some special numberings, which contain all the recursively enumerable languages, butwith simpler grammar equivalence
problem. Friedberg numberings [11] are numberings which contain exactly one grammar for each recursively enumerable
language. Besides their historical importance, Friedbergnumberingsmaybe consideredas anatural hypotheses space, as they
do not contain any redundancy. Another natural class of numberings is the Ke-numberings in which grammar equivalence
problem is recursive in the halting problem. Freivalds et al. [12] considered learnability of recursive functions in Friedberg
and other one-one numberings (for the criteria of explanatory and ﬁnite learning). We extend their study by considering
how the learnability in various common criteria are effected when one uses hypotheses spaces as above.
We show (Theorem 10) that for TxtEx-model of learning, as described above, one can learn every TxtEx-learnable class in
some Friedberg numbering. However, no Friedberg numbering is omnipotent.More precisely, for every Friedberg numbering
η, there exists a TxtEx-learnable class which cannot be learnt using hypotheses space η. Furthermore, there are Friedberg
numberings η which are trivial in the sense that any class TxtEx-learnable in η contains only ﬁnitely many inﬁnite languages
(Theorem 29).
In ﬁnite learning [14], denoted TxtFin, one requires that the learner outputs just one hypothesis, which must be correct.
In contrast to the result for TxtEx-learning, there are TxtFin-learnable classes which cannot be learnt in any Friedberg
numbering (Theorem 11). However, Ke-numberings are not so restrictive, as every TxtFin-learnable class can be learnt in
some Ke-numbering (Theorem 15). Theorem 13 gives a characterization of the recursively enumerable classes which can be
learnt in Friedberg numberings.
Several properties of learners have been considered in the literature. For example a consistent learner [1,4] is a learner
whose hypotheses always generate the data seen up to the point an hypothesis is made. A conservative learner does not
change a hypothesis which is consistent with the input [2,33]. A prudent learner [24] only outputs hypotheses for the
languages which it is able to learn. A conﬁdent learner [24] always converges on any input text, even on texts for languages
outside the class being learnt. A non-U-shaped learner is a learnerwhich does not have a sequence of hypotheses of form “. . . ,
correct hypothesis, . . . , wrong hypothesis, . . . , correct hypothesis, . . .” [3,7,8]. We denote the criteria of prudent, conﬁdent,
consistent andnon-U-shaped learningwithPrudentTxtEx,ConfTxtEx,ConsTxtEx andNUShTxtEx, respectively; accordingly
for restricted variants. We show that, though conﬁdent and consistent learning are not restrictive for learning in Friedberg
numberings (Theorems 16 and 27), non-U-shaped, conservative and prudent learning are restrictive (Theorems 19 and 20).
On the other hand, none of the above properties are restrictive for learning in Ke-numberings (Theorems 21, 23 and 24 along
with Theorems 16 and 27).
Behaviourally correct learning [10,25] is similar to TxtEx-learning except that one does not require syntactic convergence,
but only semantic convergence: the hypotheses conjectured by the learner are correct beyond some time. For Friedberg
numberings, notion of TxtBc collapses to TxtEx due to trivial grammar equivalence problem. It is open at present whether
every TxtBc-learnable class can be learnt in some Ke-numberings—though we can show that every class which can be
TxtFEx-learnt can be TxtBc-learnt in some Ke-numbering (TxtFEx-learning [9] is TxtBc-learning where the learner only
outputs ﬁnitely many distinct hypotheses). We can though show that there exists a non-U-shaped behaviourally learnable
class, which cannot be learnt in non-U-shaped behaviourally correct manner in any Ke-numbering (Theorem 35).
Partial identiﬁcation [24] is a verygeneral criterionwhichpermits to learn the classof all r.e. sets in acceptablenumberings.
We show that this learnability result carries over to learningwith respect to any given Ke-numbering (Theorem 36) although
it does not carry over to all universal numberings (Theorem 37).
The next table summarizes for whichmajor criteria the learningwith respect to Friedberg numberings or Ke-numberings
is restrictive.
Summary of Major Results.
In Friedberg numberings In Ke-numberings In acceptable numberings
FrTxtFin ⊂ KeTxtFin = TxtFin
FrTxtEx = KeTxtEx = TxtEx
ConfFrTxtEx = ConfKeTxtEx = ConfTxtEx
TConsFrTxtEx = TConsKeTxtEx = TConsTxtEx
PrudentFrTxtEx ⊂ PrudentKeTxtEx = PrudentTxtEx
NUShFrTxtEx ⊂ NUShKeTxtEx = NUShTxtEx
FrTxtBc ⊂ KeTxtBc ⊆ TxtBc
NUShFrTxtBc ⊂ NUShKeTxtBc ⊂ NUShTxtBc
2. Notation and preliminaries
Any unexplained recursion-theoretic notions can be found in the textbooks of Odifreddi [23] and Rogers [26].
N denotes the set of natural numbers, {0,1,2,…}. ∅ denotes the empty set. card(S) denotes the cardinality of set S. max(S)
and min(S), respectively, denote the maximum and minimum of a set S, where max(∅) is 0 and min(∅) is ∞. The symbols
⊆ , ⊇ , ⊂ , ⊃, respectively, denote the subset, superset, proper subset andproper superset relationbetween sets.A Bdenotes
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the symmetric difference of A and B: (A ∪ B) − (A ∩ B). The quantiﬁers ∀∞ and ∃∞ mean “for all but ﬁnitely many” and “there
exist inﬁnitely many”, respectively. So
(∀∞n) [P(n)] ⇔ (∃m) (∀n > m) [P(n)] and
(∃∞n) [P(n)] ⇔ (∀m) (∃n > m) [P(n)].
A pair 〈i,j〉 stands for an arbitrary, computable one-to-one encoding of all pairs of natural numbers ontoN [26]. Similarly we
can deﬁne 〈·, . . . ,·〉 for encoding n-tuples of natural numbers, for n > 1, ontoN.
Any partial recursive function of two arguments is called a numbering. For a numbering ψ , ψi(x) denotes ψ(i,x). We let 
denote a Blum complexity measure [6] associated with the numbering ψ . We let ψi,s(x) = ψi(x), if x < s and i(x) < s; ψi,s(x)
is undeﬁned if x  s or i(x) s. We letWψi = domain(ψi) andWψi,s = domain(ψi,s). We call i a ψ-grammar forWψi .
For numberings ψ and η, ψ  η denotes that there exists a recursive function g such that Wψ
i
= Wη
g(i)
for all i. ψ A η
denotes that there exists an A-recursive function g such thatW
ψ
i
= Wη
g(i)
for all i.
E denotes the class of all recursively enumerable (r.e.) subsets of the natural numbers [26]; an r.e. set is also called a
language. F is the class of all ﬁnite sets and I is the class {∅,{0},{0,1},{0,1,2}, . . . ,{0,1, . . . ,n}, . . .}. A universal numbering [26] ψ
is a numbering such that, for all L ∈ E , there exists a ψ-grammar for L. An acceptable numbering [26] ψ is a numbering such
that, for all numberings η, η  ψ . Acceptable numberings are also called Gödel numberings.
ϕ denotesaﬁxedacceptableprogrammingsystemfor thepartial computable functions [26].We letWe = Wϕe = domain(ϕe).
K = {e : e ∈ We}, the diagonal halting problem, is a standard example for a nonrecursive r.e. set.
Friedberg [11] showed that there exist numberings in which every r.e. language has exactly one index (grammar). Hence
the equivalence problem for grammars is obviously recursive in suchnumberings; furthermore, one can easily translate every
numbering with a recursive equivalence problem into a Friedberg numbering. It might be important to relax this condition
and to consider numberings where the equivalence problem is only K-recursive. K-recursive equivalence and translations
have already received some attention; for example Goncharov [15] showed that if two Friedberg numberings of a given
family of r.e. sets are not equivalent but can be K-recursively translated into each other, then this family has inﬁnitely many
non-equivalent numberings.
We are not aware of any common name for numberings with a K-recursive equivalence problem; thus we refer to them
as Ke-numberings, “Ke” standing for “K-recursive equivalence”.
Deﬁnition 1. A Friedberg-numbering is a universal numbering in which every recursively enumerable set has exactly one
grammar. A Ke-numbering is a universal numbering for which the grammar equivalence problem is K-recursive.
A classL is said to be recursively enumerable if there exists an r.e. set S such thatL = {Wi : i ∈ S}. Note that for a non-empty
recursively enumerable classL, there exists a recursive function h such thatL = {Wh(i) : i ∈N}. A classL is said to be one-one
recursively enumerable iff L is ﬁnite or there exists a recursive function h such that L = {Wh(i) : i ∈N} and, for all different
i, j,Wh(i) /= Wh(j).
We now introduce the basic deﬁnitions of inductive inference, that is, of Gold-style computational learning theory.
Deﬁnition 2. A sequence σ is a mapping from an initial segment ofN intoN ∪ {#}. The content of a ﬁnite sequence σ is the
set of natural numbers occurring in σ and is denoted by content(σ ). The length of a sequence σ is the number of elements
in the domain of σ and is denoted by |σ |. For a subset L ofN, Seg(L) denotes the set of sequences σ with content(σ ) ⊆ L. An
inﬁnite sequence T is amapping fromN toN ∪ {#}. Furthermore, content(T) denotes the set of natural numbers in the range
of T . T is a text for L iff L = content(T).
Concatenation of two sequences σ and τ is denoted by στ . If x ∈ (N ∪ {#}), then σx means στ where τ is the sequence
consisting of exactly one element which is x. σ ⊆ τ means that σ is an initial segment of τ and σ ⊂ τ means that σ is a proper
initial segment of τ .
Intuitively, a text for a language L is an inﬁnite stream or sequential presentation of all the elements of the language L
in any order and with the #’s representing pauses in the presentation of the data. For example, the only text for the empty
language is an inﬁnite sequence of #’s. We let T , with possible subscripts and superscripts, range over texts. T [n] denotes the
ﬁnite initial segment of T with length n, that is T [n] is T(0)T(1) . . . T(n− 1). σ ⊂ T denotes the fact that σ is an initial segment
of T . Observe that in this case we have σ = T [|σ |].
Note that one can effectively produce a text for a language L, from its grammar in a given numbering. Canonical text for
Wj (W
ψ
j
) denotes such an effective text.
A learner is an algorithmic mapping from ﬁnite sequences toN ∪ {?}. Output of ? denotes the fact that the learner does
notwish to issue a conjecture on the input. The elements ofN in the output of a learner are interpreted as a grammar in some
predetermined numbering (also called hypotheses space).M, with possible superscripts and subscripts, is intended to range
over language learning machines. We say thatM(T)↓ iff there exists an i such that, for all but ﬁnitely many n,M(T [n]) = i. In
this case we say thatM(T)↓ = i; in the case that there is no such i we say thatM(T)↑.
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We now give the formal deﬁnitions of explanatory (TxtEx) learning, ﬁnite (TxtFin) learning and behaviourally correct
(TxtBc) learning.
Deﬁnition 3. [10,14,25] Suppose ψ is a numbering and let I be a variable ranging over the criteria TxtEx, TxtFin and TxtBc
which are deﬁned now.
(a)M TxtExψ -identiﬁes a text T just in case (∃i : Wψi = content(T))(∀∞n)[M(T [n]) = i].
(b) M TxtFinψ -identiﬁes a text T just in case (∃i : Wψi = content(T))(∃n)[(∀m n)[M(T [m]) = i] and (∀m < n)[M(T [m]) =?]].
(c)M TxtBcψ -identiﬁes a text T just in case (∀∞n)[WψM(T [n]) = content(T)].
(d)M Iψ -identiﬁes an r.e. language L (written: L ∈ Iψ(M)) just in caseM Iψ -identiﬁes each text for L.
(e)M Iψ -identiﬁes a class L of r.e. languages (written: L ⊆ Iψ(M)) just in caseM Iψ -identiﬁes each language from L.
(f) Iψ = {L ⊆ E : (∃M)[L ⊆ Iψ(M)]} and I =⋃ψ Iψ .
Note that parts (d)–(f) are not speciﬁc to I ∈ {TxtEx,TxtFin,TxtBc} but also done for other learning criteria introduced
later. Furthermore, as ϕ is acceptable numbering, it holds for all numberings ψ that TxtExψ ⊆ TxtExϕ , TxtFinψ ⊆ TxtFinϕ
and TxtBcψ ⊆ TxtBcϕ . Thus, I = Iϕ for I ∈ {TxtEx,TxtBc,TxtFin}. For this reason, we often use the notation I-identiﬁcation for
Iϕ-identiﬁcation.
Blum and Blum [5] introduced the notion of locking sequences and Fulk [13] generalized this notion to stabilizing
sequences. We use these notions often in our proofs.
Deﬁnition 4. (a) [13]We say that σ is a TxtEx-stabilizing sequence for a learnerM on a set L iff σ ∈ Seg(L) andM(στ) = M(σ )
for all τ ∈ Seg(L).
(b) [5] σ is called a TxtExψ -locking sequence forM on L iff σ is a stabilizing sequence forM on L andW
ψ
M(σ ) = L.
Lemma 5. [5] Suppose M TxtExψ -identiﬁes L. Then,
(a) there exists a TxtExψ -locking sequence for M on L;
(b) for every σ ∈ Seg(L), there exists a τ ∈ Seg(L) such that στ is a TxtExψ -locking sequence for M on L;
(c) every TxtEx-stabilizing sequence σ for M on L is also a TxtExψ -locking sequence for M on L.
Note that the deﬁnitions for stabilizing and locking sequence, as well as Lemma 5, can be generalized to other learning
criteria such as TxtBc. We often omit the term like “TxtExψ ” from TxtExψ -locking (stabilizing) sequence, when it is clear
from context.
We assume some ﬁxed one-one ordering of all the ﬁnite sequences, σ0,σ1, . . .; thus, one can talk about the least stabilizing
sequence and so on.
Deﬁnition 6. (a) [5]M is order independent iff for all texts T , ifM(T)↓ = i, then for all T ′ such that content(T ′) = content(T),
M(T ′)↓ = i.
(b) [13,27]M is rearrangement independent iff for all σ and τ such that content(σ ) = content(τ ) and |σ | = |τ |,M(σ ) = M(τ ).
Given any learnerM, one can construct a learnerM′ such that TxtEx(M) ⊆ TxtEx(M′) andM′ is rearrangement and order
independent [5,13].
In this paper we are mainly interested in learnability in Friedberg numberings and Ke-numberings. To this end, for any
learning criterion I, we let FrI denote the union of all Iψ , where ψ is a Friedberg numbering and let KeI denote the union of
all Iψ , where ψ is a Ke-numbering.
3. Ke-numberings and Friedberg numberings
In this section, some basic learnability properties are established for Ke-numberings and Friedberg numberings. The next
result shows that there are quite natural examples of Ke-numberings:
Proposition 7. If ψ is a universal numbering such that every inﬁnite r.e. language has only one ψ-grammar, then ψ is a
Ke-numbering.
Proof. Given two different indices i,j, search with help of the oracle K until an x is found such that one of the following
conditions hold:
• x ∈ Wψ
i
Wψ
j
;
• (∀y ∈ Wψ
i
∪Wψ
j
) [y  x].
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The search terminates as either the two sets are different or both are ﬁnite and equal. Having determined x,
Wi = Wj ⇔ Wi ∩ {0,1, . . . ,x} = Wj ∩ {0,1, . . . ,x}.
The above can be checked using the oracle K . 
Remark 8. Note that the Friedberg numberings and Ke-numberings in this paper are numberings of sets, not of functions.
Although they cover all r.e. sets, they do not cover all partial-recursive functions. The learnability results can be translated:
Given a numberingψ covering all r.e. sets and a Friedberg numberingμ covering all partial-recursive functions, let e0,e1,e2, . . .
be a recursive one-one enumeration of {e : ∃x [μe(x)↓> 0]} and deﬁne
νd(x) =
⎧⎨
⎩
0 if x ∈ Wψe and d = 2e;
μek (x) if μek (x)↓ and d = 2k + 1;↑ otherwise.
It is easy to see that (a) ν is a Ke-numbering (for functions) iff ψ is a Ke-numbering (for sets), (b) ν is a Friedberg numbering
(for functions) iff ψ is a Friedberg numbering (for sets) and (c) all Iψ -learnable classes are also Iν-learnable.
So considering numberings of all partial-recursive functions does not bring in really new phenomena except that one has
to adapt the notion of Ke-numbering to a numbering where {〈i,j〉 : νi = νj}T K . The reason is that there is no numbering η
of all partial-recursive functions such that {e : Wηe =N}T K as otherwise there would be a numbering of all total-recursive
functions.
For the ease of notation, we consider in this paper only numberings which are universal in the sense that they cover all
possible domains of functions and not in the sense that they cover all partial-recursive functions.
Theorem 9. Suppose ψ is a Ke-numbering. Then, there exists a Friedberg numbering η such that ψ K η and η K ψ.
Proof. We use a construction similar to that of Kummer [20, pp. 29–30]. In our construction the role of I corresponds to
the role of J2 in Section 2.1 of Kummer’s thesis; the role of E − I corresponds to J1. A journal version of Kummer’s proof is
available as [21]. Let ψ be a Ke-numbering. There is a recursive {0,1}-valued function F such that
• F(i,0) = 0 for all i;
• (∀∞t) [F(i,t) = 1] iff (∀j < i) [Wψ
j
/= Wψ
i
] and (∃x) [x + 1 ∈ Wψ
i
∧ x /∈ Wψ
i
];
Now let
W
η
0
=N;
W
η
〈i,t〉+1=
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
W
ψ
i
if, F(i,t) = 0 and,
for all s > t, F(i,s) = 1;
{x : x < 〈i,t − 1〉} if F(i,t) = 1;
{x : x < 〈i,s − 1〉} if s is the least number with
s > t and F(i,t) = F(i,s) = 0.
Intuitively, for i being the minimal ψ-grammar for an r.e. language not in {N} ∪ I, 〈i,t〉 + 1 is the (only) η-grammar for Wψ
i
,
where t is the unique number such that F(i,t) = 0 and F(i,s) = 1 for all s > t. All the other η-grammars are for languages in
{N} ∪ I, where one makes sure that there is exactly one η-grammar for each of these languages.
It is easy to verify that η is a Friedberg numbering. Moreover,W
ψ
j
= Wηr can be checked using oracle K as follows. As ψ is
a Ke-numbering, one can ﬁnd using the oracle K the minimal iwithW
ψ
j
= Wψ
i
. ThenW
ψ
i
= Wηr iff one of the following four
conditions holds:
• Wψ
i
=N and r = 0;
• r = 〈k,t〉 + 1, F(k,t) = 0, k = i and for all s > t, F(i,t) = 1;
• r = 〈k,t〉 + 1, F(k,t) = 1 andWψ
i
= {x : x < 〈i,t − 1〉};
• r = 〈k,t〉 + 1, F(k,t) = 0, s = min({u > t : F(k,u) = 0}) exists andWψ
i
= {x : x < 〈k,s − 1〉}.
The k and t in the last three conditions are computed from r, thus these variables are not quantiﬁed. Hence each of the above
conditions can be determined K-recursively. It also follows that one can ﬁnd, using oracle K , for any given j the corresponding
r withW
η
r = Wψj and for any given r the minimal i withWψi = Wηr . Thus, the theorem follows. 
Note that for Friedberg numberings, the grammar equivalence problem is recursive. Furthermore, as there is only one
index per language, every learner which converges semantically to a language is already converging syntactically to the
language; hence FrTxtBc = FrTxtEx. Theorem 9 implies that KeTxtEx = FrTxtEx as indices can be translated in the limit
from a given Ke-numbering to a chosen Friedberg numbering. Theorem 21 below shows that TxtEx = KeTxtEx; note that
the proof is delayed to that place as the theorem actually shows a bit more than just TxtEx = KeTxtEx. These two results
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together give the following as our ﬁrst result. Here note that, for function learning, Freivalds et al. [12] showed that every
explanatorily learnable class of recursive functions is learnable in some Friedberg numbering.
Theorem 10. TxtEx ⊆ FrTxtEx.
Note that Proposition 28 below shows that no single Friedberg numbering is enough to learn all the TxtEx-learnable
classes.
4. Finite learning
Freivalds et al. [12] showed that in the context of learning recursive functions, every ﬁnitely learnable class of recursive
functions can be learnt in some Friedberg numbering. In contrast, our next result shows that for TxtFin, requiring learning in
someFriedberg numbering is restrictive. Note that the following result holds, even if one considers learnability of only inﬁnite
languages (which can be proved by easy cylinderiﬁcation of the languages in the class considered in the following proof).
Theorem 11. TxtFin ⊆ FrTxtFin.
Proof. Let L = {L : (∀x ∈ L)[Wx = L]}. Clearly, L ∈ TxtFin. Suppose by way of contradiction that M TxtFin-identiﬁes L in
Friedberg numbering ψ . Without loss of generality assume that M does not output more than one conjecture on any text.
Then, by Smullyan’s double recursion theorem [26], there exist distinct e1,e2 such thatWe1 ,We2 may be deﬁned as follows.
LetWe1 = {e1,e2}andWe2 = {e1,e2}, if thereexist τ1 and τ2 such that content(τi) ⊆ {ei},M(τ1)↓ /= ?,M(τ2)↓ /= ?andM(τ1)↓ /=
M(τ2)↓; otherwise, letWe1 = {e1} andWe2 = {e2}. It is easy to verify thatWei ∈ L. Furthermore, if for some p,M outputs either
? or p, on all sequences in Seg({e1}) ∪ Seg({e2}), then clearlyWe1 /= We2 and thusM does not TxtFinψ -identify L. On the other
hand, if there exist τ1, τ2 such that τi ∈ Seg({ei}), M(τ1)↓ /= ?,M(τ2)↓ /= ? and M(τ1)↓ /= M(τ2)↓, then We1 = We2 and M does
not TxtFinψ -identify L (as ψ is a Friedberg numbering). In either case,M does not TxtFinψ -identify L. 
A learner is prudent [24] if it only outputs grammars (in a given numbering used as hypotheses space) for the lan-
guages it learns (according to a given criterion). We denote prudent learning by attaching “Prudent” to the name of the
criteria. One can strengthen the above proof to show that PrudentTxtFin ⊆ FrTxtFin. This can be done by using the class
L = {We1(M),We2(M) : M is a learning machine}, where e1(M) and e2(M) denote the values of e1 and e2 as in the proof above,
obtained effectively from the learnerM.
Remark 12. In contrast to Theorem 11, one can show that several natural classes are ﬁnitely learnable in Friedberg number-
ings. Themain idea is touse theeven indices toprovideaone-onenumberingof anatural classof sets and touse theodd indices
to make a Friedberg numbering of all remaining r.e. sets. Hence, for every n ∈N, {S : card(S) = n} ∈ FrTxtFin. Furthermore,
{{〈i,j〉 : j ∈N} : i ∈N} ∈ FrTxtFin. Another natural class in FrTxtFin is {S : (∃i) [S ⊆ {〈i,j〉 : j ∈N} and card(S) = f (i)]} for some
recursive function f where only non-empty sets S are considered.
Our next result gives a characterization of FrTxtFin-learning for uniformly recursively enumerable classes.
Theorem 13. A recursively enumerable class is in FrTxtFin iff it is one-one recursively enumerable and in TxtFin.
Proof. Suppose L is r.e. and L ∈ FrTxtFin. LetM and Friedberg numbering ψ be such that L ⊆ TxtFinψ(M). If L is ﬁnite, then
the theorem immediately follows. So assume L is inﬁnite. Let red be a recursive function such thatWψ
i
= Wred(i), for all i. Let
S = {red(i) : (∃L ∈ L)(∃σ ∈ Seg(L))[M(σ ) = i]}.
Let h(j) denote the (j + 1)st element in some one-one enumeration of S. It is easy to verify that hwitnesses that L is one-one
recursively enumerable.
Now suppose L is one-one recursively enumerable and L ∈ TxtFin as witnessed byM. Without loss of generality assume
L is inﬁnite. Let h be such that L = {Wh(i) : i ∈N} and, for all different i,j, Wh(i) /= Wh(j). Without loss of generality assume
thatM only outputs conjectures of form h(j) on any input (whether from or outside the class L).
Before deﬁning the numbering ψ , we need to introduce an auxiliary function F which converges to 1 on minimal indices
of non-members of L ∪ I ∪ {N} and outputs inﬁnitely many zeroes on other inputs. More precisely, there is a {0,1}-valued
recursive function F satisfying the following requirements:
• F(i,0) = 0 for all i;
• (∀∞t) [F(i,t) = 1] iff (∀j < i) [Wj /= Wi] and (∃x) [x + 1 ∈ Wi ∧ x /∈ Wi] and either (∀σ ∈ Seg(Wi)) [M(σ ) = ?] or
(∃σ ∈ Seg(Wi)) [M(σ ) /= ? ∧WM(σ ) /= Wi].
It is easy to verify that the second condition is a	2 condition. Hence such a function F exists. Now the numberingψ is deﬁned
as follows.
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• Wψ
3e
= Wh(e).
• Wψ
3〈i,t〉+1 = Wi, if F(i,t) = 0 and for all s > t, F(i,s) = 1. Otherwise, Wψ3〈i,t〉+1 will be spoiled and becomes some set from I
not assigned to any other value.
• Wψ
3e+2 is eitherN or a member of I.
We assume that the W
ψ
3e+1 which are spoiled and W
ψ
3e+2 together enumerate I ∪ {N} in one-one fashion (except for the
unique element of I ∪ {N}, if any, which belongs to L).
It is now easy to verify that ψ is a Friedberg numbering and one can TxtFinψ -identify L by outputting 3e, whenever M
outputs h(e). 
The above does not give a characterization of FrTxtFin, as the following theorem shows that there does exist a class in
FrTxtFinwhich is not contained in any TxtFin-learnable recursively enumerable class.
Theorem 14. There exists a class L ∈ FrTxtFin which is not contained in any r.e. class in TxtFin.
Proof. LetHe = {Wi : i ∈ We} denote the eth recursively enumerable class. Let
Le =
⎧⎨
⎩
{〈e,1〉} if there exists a j ∈ We such that
{〈e,0〉,〈e,1〉} ⊆ Wj;
{〈e,0〉,〈e,1〉} otherwise.
Let L = {Le : e ∈N}. On one hand one can show that L is not contained in any r.e. class in TxtFin: If Le = {〈e,1〉}, then He
contains a proper superset of Le and is either not learnable or does not contain Le; if Le = {〈e,0〉,〈e,1〉}, thenHe does not contain
Le by the condition to choose Le. Hence in each case, eitherHe is not TxtFin-learnable or does not contain Le.
On the other hand, it is easy to construct a Friedberg numbering ψ where the ψ-grammars for sets containing at most
two elements can be effectively found from the set. Now consider the learner which outputs a ψ-grammar for {〈e,0〉,〈e,1〉},
if it sees 〈e,0〉 in the input. The learner outputs a ψ-grammar for {〈e,1〉}, if it sees 〈e,1〉 in the input and it can verify in time
within the length of the input that {〈e,0〉,〈e,1〉} ⊆ Wj , for some j ∈ We. It is easy to verify that the above learner TxtFinψ -
identiﬁes L. 
In contrast to this, ﬁnite learning is preserved when all Ke-numberings are permitted as hypotheses spaces.
Theorem 15. TxtFin ⊆ KeTxtFin.
Proof. Suppose a TxtFin-learner M is given. Without loss of generality assume that if M outputs a conjecture on some text
for L, then it outputs a conjecture on all texts for L.
Before deﬁning the numbering ψ , we need to introduce an auxiliary function F which converges to 1 on minimal indices
of non-members of TxtFin(M) and outputs inﬁnitely many zeroes on other inputs. More precisely, there is a {0,1}-valued
recursive function F satisfying the following requirements:
• F(i,0) = 0 for all i;
• (∀∞t) [F(i,t) = 1] iff (∀j < i) [Wj /= Wi] and either (∀σ ∈ Seg(Wi)) [M(σ ) = ?] or (∃σ ∈ Seg(Wi)) [M(σ ) /= ? ∧WM(σ ) /= Wi].
It is easy to verify that the second condition is a	2 condition. Hence such a function F exists. Now the numberingψ is deﬁned
as follows.
LetW
ψ
2〈i,t〉 = Wi, if F(i,t) = 0 and F(i,t′) = 1 for all t′ > t.Wψ2〈i,t〉 is a ﬁnite subset ofWi otherwise.
For deﬁningW
ψ
2i+1, let Rs(i,j) be true iff i  s and there exists a σ such that |σ | s, content(σ ) ⊆ Wi,s andM(σ ) = j. Let R*s
be transitive closure of Rs.
Furthermore, letW
ψ
2i+1 =
⋃
s∈Si [
⋃
j:R*s (i,j) Wj,s], where Si = {s : Rs(i,i) and (∃t > s) (∀j,j
′) [(R*s (i,j) ∧ R*s (i,j′)) ⇒ Wj,s ⊆ Wj′ ,t ]}.
Now, 2〈i,j〉 and k are equivalent ψ-grammars iff 2〈i,j〉 = k or bothWψ
2〈i,j〉 andW
ψ
k
are ﬁnite and equal.
Furthermore, 2i + 1 and 2j + 1,where i /= j, are equivalentψ-grammars iff for some s, R*s (i,j) and R*s (j,i) holds and s ∈ Si ∩ Sj
or bothW
ψ
2i+1 andW
ψ
2j+1 are ﬁnite and equal. Thus ψ is a Ke-numbering.
Also, one can TxtFin-identify TxtFin(M) in the numbering ψ by outputting 2M(σ ) + 1, on any input σ . 
5. Explanatory learning with additional constraints
A learner is said to be conﬁdent [24] if it converges on all input texts, irrespective of whether the text is for a language
in the class to be learnt or not. We denote conﬁdent learning by attaching “Conf” to the name of the criteria. The follow-
ing theorem shows that conﬁdent learning in some Friedberg numbering can be achieved for every conﬁdent learnable
class.
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Theorem 16. ConfTxtEx = ConfFrTxtEx.
Proof. It sufﬁces to showConfTxtEx ⊆ ConfFrTxtEx. SupposeM is a conﬁdentTxtEx-learner forL.Without loss of generality
assume thatM is order independent.
Let L′ = {Wj : there exists a least stabilizing sequence σ for M on Wj and it satisﬁes M(σ ) = j}. Note that L ⊆ L′ and M
TxtEx-identiﬁes L′. By Theorem 10 there exists a Friedberg numbering η and a learnerM′ which TxtExη-identiﬁes L′.
Deﬁne M′′ as follows. M′′(T) searches for the least stabilizing sequence σ for M on content(T). Let j = M(σ ). M′′ then
searches for least stabilizing sequence τ for M on Wj . Note that both these searches stabilize as M is a conﬁdent learner. If
σ = τ , then M′′(T) converges to M′(T ′), where T ′ is the canonical text for Wj . Otherwise M′′(T) converges to 0. It is easy to
verify thatM′′ TxtExη-identiﬁes L′ andM′′ is conﬁdent. 
Even though every class which is conﬁdently learnable can be learnt in Friedberg numberings, there is still a subtle
difference between learning in Friedberg numberings and acceptable numberings.
Remark 17. Let L1 = {L : L /= ∅ andWmin(L) = L}. Let L2 = {L : card(L) 2 andWmin(L−{min(L)}) = L}. It is easy to see that both
L1 and L2 are in ConfTxtEx. However, L1 ∪ L2 ∈ TxtEx as can be shown by using the idea of the proof of Case [9] that
TxtFEx2 ⊆ TxtEx (here TxtFEx2 learning allows a learner to eventually vacillate among up to 2 grammars for the language
being learnt—we refer the reader to [9] for details). So ConfTxtEx is not closed under union for acceptable numberings.
However, conﬁdent learning is closed under union, if a Friedberg numbering or Ke-numbering is used.
Proposition 18. Suppose ψ is a Ke-numbering and suppose that L1,L2 ∈ ConfTxtExψ . Then L1 ∪ L2 ∈ ConfTxtExψ .
Proof. Suppose M1,M2 witness that L1,L2 ∈ ConfTxtExψ , respectively. Furthermore, there exists a limit-recursive function
F which computes a value F(i,j) such that F(i,j) ∈ Wψ
i
Wψ
j
wheneverW
ψ
i
/= Wψ
j
. Note that F always converges, even if the
two sets are equal; such an F exists because ψ is a Ke-numbering. Let (Fn)n∈N be a recursive approximation to F . Deﬁne a
new learnerM on a text T as follows.
Let T and n be given. Let x = Fn(M1(T [n]),M2(T [n])).
If x ∈ WM1(T [n]),n ⇔ x ∈ content(T [n]),
thenM(T [n]) = M1(T [n]),
elseM(T [n]) = M2(T [n]).
In the limit, M1 converges on T to some index i and M2 to some index j. Furthermore, limn→∞ Fn(i,j) exists and is some
value x. If x ∈ Wi ⇔ x ∈ content(T), thenM converges to i elseM converges to j. In the case thatWi = Wj , it does not matter
which choice M takes. In case Wi /= Wj , then x ∈ Wi ⇔ x ∈ Wj and M(T) converges to i (respectively, M(T) converges to
j) if x ∈ content(T) ⇔ x ∈ Wi (respectively, x ∈ content(T) ⇔ x ∈ Wj). It follows that M conﬁdently TxtExψ -identiﬁes L1 ∪
L2. 
In contrast to conﬁdence, several other properties donot preserve their full learningpowerwhenusing Friedbergnumberings
instead of Gödel numberings as hypotheses spaces.
A learner is said to beU-shaped on L (see [3,7,8]), if on some text T for L, for somen,m,kwithn < m < k,M(T [n]) andM(T [k])
are grammars for L (in the numbering being used as hypotheses space), butM(T [m]) is not a grammar for L. A learner is said
to be non-U-shaped on L if it is not U-shaped on L. A learnerNUShI-identiﬁes a class L if it I-identiﬁes L and is non-U-shaped
on each L ∈ L.
The following theorem shows that even simple classes such asF , the class of all ﬁnite sets, fail to beNUShTxtEx-identiﬁed
in Friedberg numberings.
Theorem 19. F ∈ NUShFrTxtEx.
Proof. Suppose by way of contradiction thatM witnesses F ∈ NUShTxtExη , where η is a Friedberg numbering. Thus, for all
σ , ifM(σ ) = i and content(σ ) ⊂ WηM(σ ), thenWηi is inﬁnite (otherwise,M is U-shaped on some text forWηM(σ ), as there exists
a τ extending σ such that content(τ ) = content(σ ) andM(τ ) is an η-grammar for content(σ ) and furthermore, there exists a
γ extending τ such that content(γ ) = WηM(σ ) andM(γ ) is a η-grammar forWηM(σ )). It is then easy to verify thatWηi is inﬁnite
iff (a) there exists a σ such thatM(σ ) = i and content(σ ) ⊂ Wη
i
; or (b) for all σ such thatM(σ ) = i, content(σ ) ⊆ Wη
i
.
This gives a 2 procedure for enumerating all inﬁnite r.e. sets, a contradiction to well known result [26]. 
Conservative learning [2,33] requires that a learner does not abandon a hypothesis which is consistent with the input
seen so far. Strongmonotonicity [18] is a requirement that learners always output larger and larger hypothesis: for all texts T
andm,nwithm < n,W
ψ
M(T [m]) ⊆ WψM(T [n]) (where ψ is the numbering used as hypotheses space). Monotonicity is the related
requirement that for all sets L in the class to be learnt, for all texts T for L and allm,nwithm < n,W
ψ
M(T [m]) ∩ L ⊆ WψM(T [n]) ∩ L.
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The following result can be proven by the same idea as the above; namely the class of all inﬁnite sets would be uniformly
recursively enumerable if F would be learnable under one of these criteria.
Theorem 20. The class F is not conservatively, prudently, monotonically or strong monotonically learnable in Friedberg num-
berings.
However, prudence is not restrictive for Ke-numberings.
Theorem 21. TxtEx ⊆ PrudentKeTxtEx.
Proof. Suppose a TxtEx-learnerM is given. Without loss of generality assume that eitherM TxtEx-identiﬁesN orM TxtEx-
identiﬁes each member of I, the class of all initial segments ofN (see [13]).
Let F(·,·) be a recursive function such that limt→∞ F(i,t) converges to σ , if σ is the least stabilizing sequence forM onWi;
limt→∞ F(i,t) does not converge, if there exists no such σ .
Let G(·,·) be a recursive function such that limt→∞ G(i,t) converges to 1 iff i is the least ϕ-grammar for Wi; limt→∞ G(i,t)
does not converge if i is not the least ϕ-grammar forWi.
By standard arguments, F and G as above exist. Let Y =N if M TxtEx-identiﬁes N. Otherwise, Y = ∅. Thus, M TxtEx-
identiﬁes Y ∪ S, for each S ∈ I. We deﬁne theWψ indexing as follows.
W
ψ
2〈j,m,t〉 = Wj , if the following properties hold for all s ∈N:
• M(σm) = j;
• if s = t − 1, then F(j,s) /= F(j,t);
• if s  t, then F(j,s) = σm.
Otherwise,W
ψ
2〈j,m,t〉 = Y ∪ {x : x < s} for the least swhere one of the above properties fails.
Intuitively, the above properties checked if M(σm) = j, σm is the least stabilizing sequence for M on Wj and t is the
convergence point for F(j,·).
LetW
ψ
2〈j,m,t〉+1 = Wj , if the following properties hold for all s ∈N:
• if s = t − 1, then G(j,s) = 0;
• if s  t, then G(j,s) = 1;
• ifm = 0, then there exists an s′ > s such that F(j,s′) /= F(j,s);
• ifm = 〈v,w〉 + 1 ∧ s = v − 1, then F(j,s) /= F(j,v);
• ifm = 〈v,w〉 + 1 ∧ s > v, then F(j,s) = F(j,v);
• ifm = 〈v,w〉 + 1, then there is an s′  s such that [w = min(WM(F(j,v)),s′ Wj,s′ )].
Otherwise,W
ψ
2〈j,m,t〉+1 = Wj,s, for the least s for which one of the above properties fails.
Intuitively, the ﬁrst two properties above check if G(j,·) converges to 1, with t being the convergence point for G(j,·). The
third property checks, for m = 0, whether F(j,·) diverges. The fourth to sixth properties check, for m = 〈v,w〉 + 1, whether v
is the convergence point for F(j,·) and w = min(WM(F(j,v)) Wj).
Claim 22. (a) If M has a least stabilizing sequence on L which is also a locking sequence for M on L, then 2〈j,m,t〉 is a ψ-grammar
for L, where M(σm) = j, and σm is the least stabilizing sequence for M on L and t is the convergence point for F(j,·).
(b) ψ is a universal numbering (though not acceptable).
(c) every inﬁnite recursively enumerable language L, except possibly forN, has exactly one ψ-grammar.
(d)N has exactly one ψ-grammar, except possibly for grammars of the form 2〈j,m,t〉 which eventually follow the otherwise-
clause in the deﬁnition of Wψ above.
(e) M has a least stabilizing sequence for each W
ψ
2i
which is also a locking sequence for M on W
ψ
2i
.
We now prove the claim and then continue with the main proof.
Part (a) follows from the deﬁnition ofW
ψ
2〈j,m,t〉.
For (b), suppose L is r.e., If M has a least stabilizing sequence on L, which is also a locking sequence forM on L, then part
(a) gives a ψ-grammar for L.
Otherwise, let i be the least ϕ-grammar for L. Let t be the convergence point for G(i,·). If M does not have a least sta-
bilizing sequence on L, then 2〈i,0,t〉 + 1 is the ψ-grammar for L. Otherwise, let v be the convergence point of F(i,·). Let
w = min(WM(σ ) Wj), where σ = F(i,v). Then, 2〈i,〈v,w〉 + 1,t〉 + 1 is a ψ-grammar for L.
For (c) note that if M has a least stabilizing sequence on L, which is also a locking sequence for M on L, then the proof of
part (a) gives the only ψ-grammar for L. Otherwise the proof of part (b) gives the only ψ-grammar for L.
Part (d) can be proved similarly to part (c).
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Part (e) follows directly from the deﬁnition ofW
ψ
2〈j,m,t〉: either σm is the least stabilizing sequence forM onWj with t being
convergence point for F(i,·) andM(σm) = j (thus,Wψ2〈j,m,t〉 = Wj) orWψ2〈j,m,t〉 = Y ∪ S for some S ∈ I. Hence, (e) holds.
This completes the proof of the claim. Note that the ψ-grammars 2〈j,m,t〉, which follow the otherwise-clause in the
deﬁnition, are either all grammars forN or are all ψ-grammars for ﬁnite sets. Thus, essentially Proposition 7 can be used to
show that ψ is Ke-numbering. Using part (a) and (e) of the claim, prudent learning of TxtEx(M) follows easily as, on input σ ,
a learner can search for the least t andm such that the following three conditions hold:
• σm ∈ Seg(content(σ )),
• M(σm) = M(σmτ) for all τ such that |τ | |σ | and τ ∈ Seg(content(σ )),
• for all t′ such that t  t′  |σ |, F(M(σm),t′) = σm.
If t andm are found, then the learner outputs 2〈M(σm),m,t〉, else the learner outputs 0. Note that learner only uses grammars
of form 2i. It is easy to verify thatM learns all languages of formW
ψ
2〈j,m,t〉 (which, by part (a) of the above claim, includes all
languages TxtEx-identiﬁed byM). Thus,M is a prudent learner. 
Similarproofs canbeused toshowthatnon-U-shaped learningandconservativenessarenot restrictive forKe-numberings.
Theorem 23. TxtEx ⊆ NUShKeTxtEx.
Proof-Sketch. The proof for this result is similar to the proof of Theorem 21. For this theorem, in the otherwise-clause of
deﬁnition of W
ψ
2〈j,m,t〉, we make W
ψ
2〈j,m,t〉 to be outside the class being learnt (thus Y will beN if M does not TxtEx-identify
N; otherwise Y will be {x : x max(content(τ ))}, where τ is some ﬁxed stabilizing sequence for M on N). Other parts
of the construction are as before. For identiﬁcation, on input text T , at any stage n, one searches for the least sequence
σm ∈ Seg(content(T [n])) which satisﬁes
(∀τ ∈ Seg(content(T [n])) : |τ | n)[M(σmτ) = M(σm)].
Then, the learner computes j = M(σm) and the least t  n, such that F(j,t′) = σm for all t′ with t  t′  n. If suchm,t are not
found, then the learner does not change its previous hypothesis and goes to stage n+ 1. If such j,m,t are found, then the
learner outputs 2〈j,m,t〉. The learner now goes to stage n+ 1 only if it discovers that t is not the convergence point for F(j,·)
or σm is not a stabilizing sequence forM on content(T). We omit the details. 
Theorem 24. Every class which can be conservatively TxtEx learnt can be conservatively learnt in some Ke-numbering.
Proof-Sketch. This proof is also similar to the proof of Theorem 21. Here we do not assume that M identiﬁes N or each
member of I (as this cannot be assumed without loss of generality for conservative learning). However, that is ﬁne as the Y
is not needed in the modiﬁed construction here.
For this theorem, in the otherwise-clause of deﬁnition of W
ψ
2〈j,m,t〉, we make W
ψ
2〈j,m,t〉 to be Wj,s for some s. Other parts
of the construction are as before. For identiﬁcation, on input text T , at any stage n, one searches for the least sequence
σm ∈ Seg(content(T [n])) which satisﬁes
(∀τ ∈ Seg(content(T [n])) : |τ | n)[M(σmτ) = M(σm)].
Then, one computes j = M(σm) and the least t  n, such that F(j,t′) = σm for all t′ with t  t′  n. If such m,t are not found,
then the learner doesnot change its previoushypothesis andgoes to stagen+ 1. If suchm,t are found, then the learner outputs
2〈j,m,t〉. Note that, by conservativeness ofM, ifM learns the input language, then the input language cannot be proper subset
of Wj and hence W
ψ
2〈j,m,t〉. The learner now goes to stage n+ 1 only if it discovers that (a) t is not the convergence point for
F(j,·) and Wψ
2〈j,m,t〉 does not contain the input language (note that if t is not the convergence point for F(j,·), then Wψ2〈j,m,t〉
would bemade ﬁnite by otherwise-clause eventually; thus one can eventually discover ifW
ψ
2〈j,m,t〉 does not contain the input
language) or (b) σm is not a stabilizing sequence for M on content(T) (in which case, by conservativeness of M, Wj and thus
W
ψ
2〈j,m,t〉 does not contain the input segment, as seen at the time when it is discovered that σm is not a stabilizing sequence
forM). We omit the details. 
Remark 25. An iterative learner [28,29] does not remember its history, but bases its conjecture on just the latest input and
its previous conjecture. The proof of Theorem 19 can be easily modiﬁed to show that F cannot be iteratively learnt in any
Friedberg numbering. It is open at present whether every iteratively TxtEx-learnable class can be learnt iteratively in some
Ke-numbering.
A learner is said to be consistent [1,4,32] if for all σ , content(σ ) ⊆ WψM(σ ), where ψ is the numbering used for hypotheses
space. There have been three different versions of consistency studied in the literature. The notion considered here is often
referred to as TCons (see [32]) where the “T” indicates that the learner has to be consistent on all total functions. RCons
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(see [19]) refers to consistent learning when the learners are total, but may not be consistent on inputs outside the class. In
Cons learning (see [4]) the requirement is further relaxed to allow the learners to be partial: the learner may be deﬁned and
consistent only on inputs from the class being learnt. Theorem 27 can be extended to Cons, too. We do not yet know if the
result extends to RCons.
Remark 26. For every n ∈N, there exists a Friedberg numbering η and a prudent, stronglymonotonic and consistent learner
M which TxtExη-identiﬁes {S : card(S) n}.
Theorem 27. Every consistently learnable class can be learnt consistently in some Friedberg numbering.
Proof. Suppose M consistently TxtEx-identiﬁes L in the acceptable numbering ϕ. Without loss of generality assume that
eitherM TxtEx-identiﬁesN orM TxtEx-identiﬁes all members of I. Let F , G and ψ be as deﬁned in the Proof of Theorem 21.
Then,W
ψ
2〈j,m,t〉 = Wj , ifM(σm) = j, F(j,·) converges to σm and t is the convergence point of F(j,·).
Let η be a Friedberg numbering such that ψ K η (such η exists by Theorem 9). Let H be a recursive function such that for
all i, lims→∞ H(i,s)↓ and is a η-grammar forWψi . Thus, eitherH(2〈j,m,t〉,s) is an η-grammar forWj , orM(σm) /= j or F(j,t) /= σm,
or t is not the convergence point for F(j,·) or H(2〈j,m,t〉,s′) /= H(2〈j,m,t〉,s), for some s′  s. We deﬁneM′ as follows.
• M′(σ ) ﬁrst determines j = M(σ ) and the least m such that σm ∈ Seg(content(σ )) and M(σm) = M(τ ) holds for all τ ∈
Seg(content(σ )) satisfying |τ | |σ | and σm ⊆ τ .
• IfM(σm) /= j or F(j,|σ |) /= σm, thenM′(σ ) outputs an arbitrary η-grammar i such thatWηi ⊇ content(σ ).• Otherwise,M′ computes least t such that F(j,t′) = σm, for all t′ with t  t′  |σ |.M′ then waits until one of the following
conditions hold:
(a)W
η
H(2〈j,m,t〉,|σ |) enumerates content(σ );
(b) a t′  t is found such that F(j,t′) /= σm;
(c) a s′  |σ | is found such that H(2〈j,m,t〉,s′) /= H(2〈j,m,t〉,|σ |).
• In case (a),M′ outputs H(2〈j,m,t〉,|σ |).
• In case (b) or (c),M′ outputs an arbitrary η-grammar i such thatWη
i
⊇ content(σ ).
It is easy to see that M′ is deﬁned on all inputs as either σm is not the least stabilizing sequence for M on Wj or t (as in
the deﬁnition of M′) is not the convergence point of F(j,·) or H(2〈j,m,t〉,|σ |) /= lims′→∞ H(2〈j,m,t〉,s′), or H(2〈j,m,t〉,|σ |) is an
η-grammar forWj and thusW
η
H(2〈j,m,t〉,s) contains content(σ ), asM is consistent.
Thus, it is easy to verify that M′ is consistent (for numbering η as hypotheses space), and M′ on any text T for L ∈ L
converges to lims′→∞ H(2〈j,m,t〉,s′), where σm is the least stabilizing sequence forM′ on L,M(σm) = j and t is the convergence
point for F(j,·). It follows thatM′ TxtExη-identiﬁes L. 
6. Learning with respect to a ﬁxed Friedberg numbering
We now investigate how powerful it is to learn with respect to one ﬁxed Friedberg numbering. While TxtEx = TxtExϕ for
every acceptable numbering ϕ, there is no optimal Friedberg numbering in this sense. This result can also be shown using
the result of [12] that for every Friedberg numbering η (for partial functions), one can ﬁnd an explanatory learnable class
of functions, which is not explanatory learnable using η as hypothesis space. Theorem 29 and Remark 30 below show that
there is an adversary Friedberg numbering ψ such that TxtExψ ⊆ TxtExη for every universal numbering η. This is language
learning counterpart of the result from [12] that, for function learning, there exists a Friedberg numbering in which only
ﬁnite classes of recursive functions can be learnt.
Proposition 28. Let η be a Ke-numbering and L1,L2 be as in Remark 17. Then either L1 /∈ TxtExη or L2 /∈ TxtExη. In particu-
lar, TxtEx /= TxtExη.
Proof. Let L1 and L2 be as deﬁned in Remark 17. Note that if Li ∈ TxtExη , then Li ∈ ConfTxtExη . To see this for L1, suppose
M is a TxtExη learner for L1. Deﬁne M′ as follows. On input text T , M′ ﬁrst ﬁnds e = min(content(T)) in the limit. Then, it
determines, in the limit, if e = min(We). If not, then M′(T) converges to 0. Otherwise, M′(T) converges to M(T ′), where T ′ is
canonical text forWe. It is easy to verify thatM
′ is conﬁdent and TxtExη-identiﬁes L1.
Thus, if both L1,L2 belong to TxtExη , then by Proposition 18, L1 ∪ L2 ∈ ConfTxtExη , a contradiction to Remark 17. 
Theorem 29. There exists a Friedberg numbering ψ such that every class in TxtExψ contains only ﬁnitely many inﬁnite
languages.
Proof. Let ϑ be a Friedberg numbering and V0,V1,V2, . . . be a uniformly r.e. sequence of coﬁnite sets such that the function f
mapping e to max(Ve) is total and satisﬁes f (e) > ϕ
K
i
(j) whenever ϕK
i
(j) is deﬁned and i,j  e. Such a set Ve can be deﬁned as
follows. Let g(i,j,s) be such that lims→∞ g(i,j,s) = ϕKi (j) (where the limit lims→∞ g(i,j,s) does not exist, if ϕKi (j) is undeﬁned).
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Now let x ∈ Ve iff x > 0 and there are no i,j  e such that x = 1+max({i,j,si,j ,g(i,j,si,j)}), where si,j is the convergence point of
g(i,j,·), if any. Let Vi,x denote Vi enumerated within x steps. Now deﬁne a numbering η such that
x ∈ Wη〈i,j〉 ⇔ j /∈ Vi,x ∧ j + 1,j + 2, . . . ,j + x ∈ Vi ∧ x ∈ Wϑi .
In other words, for each i and all j /= f (i), Wη〈i,j〉 is ﬁnite and Wη〈i,f (i)〉 = Wϑi . As Wϑ is a Friedberg numbering, one can
conclude that in the numbering η, every inﬁnite set has exactly one index. Finite sets may have several indices. Thus, η is a
Ke-numbering by Proposition 7. Here note that, for inﬁniteWϑ
i
, only η-grammar forWϑ
i
is 〈i,f (i)〉.
Then by Theorem 9 there is a Friedberg numbering ψ and a K-recursive function g such that, for all k, W
η
k
= Wψ
g(k)
. Here
note that ψ-grammar forWϑ
i
is g(〈i,f (i)〉).
Nowconsider any classL inTxtExψ and awitnessM for this. One candeﬁne apartialK-recursive functionh such thath(i) is
the index towhichM converges to on the canonical text ofWϑ
i
; h(i) is undeﬁned ifM does not converge on this canonical text.
There is a partial-recursive function ϕKe such that ϕ
K
e (i) is the component j of the ﬁrst pair 〈k,j〉 with g(〈k,j〉) = h(i) whenever
h(i) is deﬁned. Now if i > e andWϑ
i
is inﬁnite, then ϕKe (i) is either undeﬁned or less than f (i), hence h(i) /= g(〈i,f (i)〉), the only
ψ-grammar forWϑ
i
. As a consequence, L contains only ﬁnitely many inﬁnite sets. 
Remark 30. If L is a TxtEx-learnable class containing only ﬁnitely many inﬁnite languages, then L is in TxtExη for every
universal numbering η.
Recall that L is inclusion free if there are no L,H ∈ L with L ⊂ H. Note that every ﬁnite inclusion-free class L is ﬁnitely
learnable with respect to every universal numbering; the next result shows that for some numberings also the converse is
true.
Proposition 31. There is a Friedberg numbering ψ such that a class L is in TxtFinψ iff L is ﬁnite and inclusion-free.
Proof. Let μ be a one-one numbering of all r.e. sets L with card(N− L) /= 1. Note that there exists such a numbering.
Let S be a simple set such that there is a non-recursive enumeration a0,a1,a2, . . . of the elements ofN− S such that
• for all n there is anmwith an = 〈n,m〉 and
• for all n and e < n, if ϕe(n)↓, then an > ϕe(n).
Let e0,e1,e2, . . . denote a recursive one–one enumeration of S. Then, for e = 〈n,m〉, deﬁneWψe as follows:
x ∈ Wψe ⇔ (e /= ex) ∧ (e ∈ S ∨ x ∈ Wμn ).
It is easy to verify that ψ is a Friedberg numbering. Now consider any ﬁnite learner M. Note that M TxtFinψ -learns at most
ﬁnitely many sets in {L : card(N− L) = 1}, as any ﬁnite set belongs to almost all members of {L : card(N− L) = 1}. Now we
argue that M TxtFinψ -learns at most ﬁnitely many languages of form W
μ
n . Deﬁne ϕe such that ϕe(n) is the only grammar (if
any) output byM on canonical text forW
μ
n . Now, for all n > e, ϕe(n) < an, which is the only ψ-grammar forW
μ
n . Thus,M can
TxtFinψ -identify W
μ
n , only for n e. It follows that M TxtFinψ -identiﬁes only ﬁnitely many sets. Also clearly, if L ⊂ H then
no class containing both L and H can be TxtFinψ -identiﬁed. 
7. Behaviourally correct learning and its variants
TxtFEx-learning [9] denotes TxtBc-learning with the additional constraint that the learner outputs only ﬁnitely many
distinct conjectures on a text for an input language from the class to be learnt. As TxtFEx ⊆ TxtEx, the next result establishes
that behaviourally correct learning in Ke-numberings ismore powerful than explanatory learning in acceptable numberings.
Theorem 32. TxtFEx ⊆ KeTxtBc.
Proof. One deﬁnes the following numbering ψ recursively.W
ψ
〈i,n〉 is enumerated according to the following two steps:
1. Enumerate more and more ofWi until a j < i is found such thatWj,n ⊆ Wi andWi,n ⊆ Wj .
2. If and when such a j as above is found, wait until it is found thatW
ψ
〈i,n〉 enumerated until now is contained inW
ψ
〈j,n〉. If this
never happens, then no further number is enumerated inW
ψ
〈i,n〉. Otherwise,W
ψ
〈i,n〉 followsW
ψ
〈j,n〉.
First it is proven that ψ is a universal numbering. More precisely, one shows that, for all j and for all but ﬁnitely many n,
W
ψ
〈j,n〉 = Wj .
To see this, consider for given j the set S = {i  j : Wi = Wj}and letmbe so large that, for all i ∈ S, for allk  j such thatk ∈ S,
either Wk,m ⊆ Wi or Wi,m ⊆ Wk . It is then easy to see, by induction on elements i of S, that, for all n m, W〈i,n〉 = Wi = Wj .
So ψ is a universal numbering.
Next, for given M, TxtFEx(M) ⊆ TxtBcψ , is shown. This holds as one can convert M(σ ) to 〈M(σ ),|σ |〉 to achieve TxtBcψ -
learning of TxtFEx(M).
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It remains to show that grammar equivalence problem for ψ is K-recursive. Note that for each 〈i,n〉, one can ﬁnd in the
limit p(i,n) such that for some i0 = i > i1 > . . . > ir = p(i,n), forw < r,Wψ〈iw ,n〉 eventually followsW
ψ
〈iw+1,n〉 andW
ψ
〈ir ,n〉 does not
follow any other grammar in the construction above.
Thus, determining equivalence of W
ψ
〈i,n〉 and W
ψ
〈j,m〉 is same as determining equivalence of W
ψ
〈p(i,n),n〉 and W
ψ
〈p(j,m),m〉. Now,
W
ψ
〈p(i,n),n〉 and W
ψ
〈p(j,m),m〉 are same iff W
ψ
〈p(i,n),n〉 and W
ψ
〈p(j,m),m〉 are both ﬁnite and same or p(i,n) = p(j,m) and Wψ〈p(i,n),n〉 and
W
ψ
〈p(j,m),m〉 never leave step 1 in the construction above. Thus, one can solve grammar equivalence problem for ψ using oracle
K . 
Note that FrTxtBc = FrTxtFEx = FrTxtEx and KeTxtFEx = KeTxtEx. These equivalences, together with Theorem 32, give
the followingproper inclusion for behaviourally correct learning; unfortunately it is still unknownwhetherKeTxtBc = TxtBc.
Corollary 33. FrTxtBc ⊂ KeTxtBc.
Note thatTxtFEx ⊆ KeTxtBcbyTheorem32. Furthermore,TxtFEx ⊆ NUShTxtBc [7]. Thusoneobtains the following corollary.
Corollary 34. NUShKeTxtBc ⊂ KeTxtBc.
Recall that for Friedberg numberings explanatory and behaviourally correct learning coincide. Hence Theorem 19 also
shows that F /∈ NUShFrTxtBc. Furthermore, Theorem 23 shows that F is in NUShKeTxtEx as well as in NUShKeTxtBc. This
establishes the ﬁrst proper inclusion in the chainNUShFrTxtBc ⊂ NUShKeTxtBc ⊂ NUShTxtBc; the second proper inclusion
is proven in the next theorem.
Theorem 35. NUShKeTxtBc ⊂ NUShTxtBc.
Proof. For all e, deﬁne auxiliary sets Ae = {e} ∪ {e + x : x ∈ We} and Be = {x : x  e}. The class L = {L : L /= ∅ and Amin(L) ⊆ L
and card(L − Amin(L)) < ∞} then witnesses that the two learning criteria are different.
A learner, which, on input σ , outputs a grammar for content(σ ) ∪ Amin(content(σ )), can be easily seen to NUShTxtBc-
identify L.
Now suppose by way of contradiction that M NUShTxtBcψ -identiﬁes L, where ψ is a Ke-numbering. We claim that the
following three properties hold.
(P1) If there exists σ ∈ Seg(Be) such thatWψM(σ ) = Be and Be = content(σ ) ∪ Ae, then Ae is coﬁnite.
(P2) If there exists σ ∈ Seg(Be) such thatWψM(σ ) = Be and Be /= content(σ ) ∪ Ae, then Ae is coinﬁnite.
(P3) If there does not exist a σ ∈ Seg(Be) such thatWψM(σ ) = Be, then Ae is coinﬁnite.
Tosee (P1)and (P3), note that ifWe is coﬁnite, thenBe ∈ L. Thus, thereexists aσ such thatWψM(σ ) = Be andcontent(σ ) ∪ Ae = Be.
To see (P2), suppose σ ∈ Seg(Be),WψM(σ ) = Be and content(σ ) ∪ Ae /= Be. Suppose byway of contradiction that Ae is coﬁnite.
Then, there exists a τ extending σ such that τ ∈ Seg(Ae ∪ content(σ )) andM(τ ) is a ψ-grammar for Ae ∪ content(σ ). Further-
more, there exists a τ ′ extending τ such that τ ′ ∈ Seg(Be) andM(τ ′) is a ψ-grammar for Be. But this contradicts non-U-shaped
learning of Be byM. Thus, Ae is coinﬁnite.
However, (P1), (P2) and (P3) give us a	3 procedure for checkingwhetherWe is coinﬁnite, a contradiction to awell known
result [23]. (Note that one can ﬁrst ﬁnd a ψ-grammar pe for Be, using oracle for K
′; then using Ke-numbering property of ψ ,
one can check using oracle for K ′ whether there exists a σ such that M(σ ) and pe are equivalent. If so, then one can search
for such a σ and then check whether content(σ ) ∪ Ae = Be, using oracle for K ′). 
8. Partial identiﬁcation
Osherson et al. [24, Exercise 7.5A] introduced the notion of partial identiﬁcation. Here the learner, on any text T for a
set L to be learnt, has to output inﬁnitely often an index e with W
ψ
e = content(T), while all other indices are output only
ﬁnitely often. One can easily see that E , the class of all recursively enumerable sets, is partially identiﬁable in an acceptable
numbering. The same holds for Ke-numberings.
Theorem 36. The class E can be partially identiﬁed using any given Ke-numbering as a hypotheses space.
Proof. Given a Ke-numbering ψ , one can ﬁnd out in the limit whether an index i is minimal for W
ψ
i
. Hence a learner M
partially identifying E can be built as follows. M, on a text T , outputs the index e at least n times iff there is a stage s  n
such thatW
ψ
e,s ∩ {0,1, . . . ,n} = content(T [s]) ∩ {0,1, . . . ,n} and e is believed to be a minimal ψ-index at stage s. It can be easily
veriﬁed that the minimal correct index for content(T) is output inﬁnitely often, and other indices are output only ﬁnitely
often. 
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Although E is partially identiﬁable relative to every Gödel numbering, every Friedberg numbering and every Ke-number-
ing, the next result shows that there are numberings relative towhich only classeswith ﬁnitelymany inﬁnite sets are partially
identiﬁable. So Ke-numberings are well-suited for partial identiﬁcation, compared to some other universal numberings.
Theorem 37. There is a universal numbering η such that every class partially identiﬁable relative to η contains only ﬁnitely many
inﬁnite sets.
Proof. StartingwithaFriedberg-numberingψ , oneconstructsanewnumberingη as follows. Let In = {2n − 1,2n, . . . ,2n+1 − 2}.
Let CK be the plain Kolmogorov complexity [22] relative to the oracle K . In the case that ϕ is a Kolmogorov numbering,
one can deﬁne CK by CK (x) = min({n : (∃y ∈ In)[ϕKy (0) = x}). Let
A = {m : (∃n) [m ∈ In ∧ CK (m) < n]}
be the set of all CK -compressible numbers. Note that A is a K-r.e. set and, for every n, In ⊆ A. Now deﬁne η such that, for every
n and everym ∈ In: ifm /∈ A, thenWηm = Wψn , elseWηm is a ﬁnite subset ofWψn . Note that an inﬁnite setWψn has exactly those
η-indicesmwherem ∈ In ∧ CK (m) n.
Now suppose L is partially identiﬁed by a learnerM. Let Tn be the canonical text forWψn , whereWψn is inﬁnite. Let
B = {m : (∃n) [m ∈ In ∧M outputsm on Tn only ﬁnitely often]}.
If M partially identiﬁes W
ψ
n , then there is an m ∈ In such that In − B = {m}. Hence, there is a constant c such that CK (m)
CK (n) + c. So, for almost all n where M partially identiﬁes Wψn and Wψn is inﬁnite, there is a unique index m ∈ In which is
inﬁnitely often output byM on Tn and which satisﬁesm ∈ A. ThusWηm is ﬁnite in contradiction to the assumption. It follows
that L contains only ﬁnitely many inﬁnite sets. 
Remark 38. Although for acceptable numberings and Ke-numberings the implication “L is behaviourally correct learnable
⇒ L is partially identiﬁable” holds, this is not true for every universal numbering. Suppose L is a class with inﬁnitely many
languages which is learnable relative to a Friedberg numbering ψ . Let η be built from ψ as in the proof of Theorem 37. Then
TxtExψ ⊆ TxtFExη: Given a TxtExψ -learner M and considering any σ , the hypothesis n = M(σ ) is translated into an m ∈ In
whichmaximizes the cardinality ofW
η
m,|σ |. One can show that, wheneverM converges to n, then the new learner is eventually
vacillating among thosem ∈ In, which satisfyWηm = Wψn . Hence L ∈ TxtFExη and L ∈ TxtBcη .
Furthermore, Theorem37 could be slightly improved to show that some classes,with only one inﬁnite set, are not partially
identiﬁablewith respect to some universal numbering η. However, one does not get a characterization (see also Theorem29).
Indeed, the criterion of being identiﬁable with respect to every universal numbering lies somewhere between the criterion
from Theorem 29 and the one that a class has only ﬁnitely many inﬁnite languages.
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