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Let [ be the Riemann zeta-function and write i(s)’ =xna, d:(n) n ’ for real 
s> 1. z > 1, so that dl(n) is a generalized divisor function. We obtain good upper 
bounds for D:(s. t) =x,,< .(d,(n))’ which are uniform in the real variables x, Z. f 
when r> 1, 2 z 1, and I > 0. We also derive sharp new estimates for the maximal 
order of d,(n) which are uniform in both 2 and n. The proofs depend on precise 
uniform estimates for sums of pm” (p prime, 0 > 0). The upper bounds for D,(s, r) 
will be applied in a later paper to establish new results on the distribution of values 
of d,(n). :( 1992 Academic Press. Inc 
1. INTRODUCTION 
The following notation will be used throughout: t, M’, x, J’, z, /I, E, (T are 
real numbers; k, m, n are positive integers; p is a prime number; log, x = 
log log x, log, x = log(log,P1 x) for r = 3,4, . . . . If a is a nonnegative integer, 
pa 11 n means that pa 1 n and p’ + ’ Jn. Empty sums mean 0, empty products 
1. The notations O,,, :,,,, and < 6,C ,.,. imply constants depending at most on 
6, E, . . . . while 0 and -@ without subscripts imply absolute constants. 
Define the function d,(n) by the formulas 
(1.1 1 
and 
d(p”)= (- 1)” 
(z+u- l)(z+a-2)...,- 
(-$(z+;--I)= a! (1.2) 
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for a=O, 1,2, . . . and any p, This function occurs naturally in the expansion 
((sy=n (1 -p-“)-‘=IJ f d,(p”)p-“” 
P P ff=O 
= f d,(n)n-‘, (1.3) 
n=l 
where [ is the Riemann zeta-function and s > 1. It follows from (1.3) that 
for any positive integer k, d,(n) is the number of ordered k-tuples 
(n,, . . . . nk) of positive integers such that n, “-nk = n. In particular, d,(n) is 
the number of distinct positive divisors of n. 
For notational simplicity, we write (d,(n))‘= d,(n)’ throughout, and we 
define 
D,(x, t) = C d,(n)‘. (1.4) 
n d I 
The main objective of this paper is to establish good upper bounds for 
D=(x, t j  which are uniform in the real variables x, z, and t when x > 1, 
z > 1, and t > 0. In order to state the results compactly, we introduce the 
functions 
E(x, y) = (y - 1) log{log x + Y log(3y)) (x>l,y>l) (1.5) 
and 
J(Y) = Y log Y + Y 1%*(3Y) - (1-Y) Y (Y> l), (1.6) 
where y is Euler’s constant. 
THEOREM 1.7. Let x 3 1, E > 0. Then 
D,(x, t) <x exp(E(x, z’) - J(z’) + O,(z’/log(32’))} 
for z>l, t>l+.c, (1.8) 
D-(x, t) d x exp{E(x, z’ ) -J(L) + O(z’ + z log,(3z))} 
for z> 1, t> 1. (1.9) 
Factoring log x out of log xt y log(3y) in (1.5) and applying the 
inequality logf 1 + W) d W, we obtain from (1.8) the estimate 
Dz(x, t) d x(log x)=‘- i exp{ -J(z’) + O,(z’/log(3z’))} (1.10) 
for E > 0, z > 1, t 2 1 + E, and x > exp(z’(log(3z’))*}. A similar estimate can 
be obtained in the same way from (1.9). 
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When 0 < t d 1, we have the following result: 
THEOREM 1.11. Lrt ~33, I> I, O<t< 1. Tlrcrr 
D;(s, f) G s exp; (Y- 1) log, s + r log,( 3:) + O(Z) ). 
In a later paper [22], we shall apply these theorems to a problem on the 
distribution of values of n,(n). That application will make it clear that our 
results on D,(.u, t) have a unique combination of advantages in comparison 
with the earlier work discussed below. In [22], it is crucial to have 
estimates such as (1.8) and (1.9) in which I may be arbitrarily large and the 
implied constants do not depend on t. In addition, the accuracy of the 
results in [22] is due in part to the precision of Theorems 1.7 and 1.11, in 
part to the fact that t may take real values in those theorems (in particular, 
r is not restricted to be an integer as in some of the earlier work). We have 
also gained some generality by allowing : to be real, whereas certain 
previous authors required z to be an integer. 
A number of authors have obtained inequalities or asymptotic formulas 
for D,(x, t) under various assumptions on I’ and t. Perhaps the best 
asymptotic formula is due to Rieger [28, Satz 51, who generalized (and in 
some ways sharpened) previous results of Ramanujan [26], Wilson [37], 
van der Corput [S], and Selberg [29]. (Note that all of the papers of 
Ramanujan referred to here can be found in [27].) Rieger showed that if 
B, x are real with B > 0 and .Y 3 3, if ; is conzplex with (~1 < B, and if t is 
any positive integer, then 
D,(x, t) = P(z, t) r(z’) 1 ?r(log x)=’ ’ + O,,(.u(log X)Re”- ‘), (1.12) 
where I- is the gamma function and 
% 
P(z, z,=n (1 -p+)=’ c P~“d,(p”)’ 
P i Cl=0 I 
. (1.13) 
Rieger even estimated a sum similar to D-(x, t) over values of n in an 
arithmetic progression, and he remarked that his method would show that 
(1.12) continues to hold if t is complex and Z’ means the principal value. 
Mercier [ 171 gave an extension of Rieger’s result for arithmetic progres- 
sions in the special case z-2, I real, with an error term which (like 
Rieger’s) is not uniform in t. It is of interest to note that for fixed real z > 1, 
t 2 1, the asymptotic formula 
D=(x, t) - P(z, t) IJz’)-’ .x(log .x)“- ’ as .r -+ +cc (1.14) 
can be derived from Satz 1.1 of Wirsing [38] by taking A(n) = d=(n)‘. 
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Relation (1.14) was earlier obtained by van der Corput [S] for fixed 
positive integers z, t. 
It can be shown that 
P(z, t) f(z’) l = exp( -J(z’) + O,(z’/log(3z’))} 
for s>O, z >l, t>l+&, (1.15) 
P(z, t)f(z’))‘=exp{-J(z’)+O(r’+zlog,(3z))) 
for z > 1, t3 1, (1.16) 
where J(y) is defined by (1.6). Proofs of these estimates can be based on 
ideas given later in this paper, but the proofs are somewhat involved and 
will be omitted. A combination of (1.15) with (1.12) suggests that the factor 
exp{ -J(z’)} in (1.10) and (1.8) is essentially best possible, but such a con- 
clusion about (1.10) and (1.8) cannot be proved in this way since Rieger’s 
hypotheses for (1.12) essentially restrict both z and t to be bounded. Thus 
there remains some possibility that Theorem 1.7 can be improved 
significantly when z or r is large. However, there is one rather trivial sense 
in which Theorem 1.7 cannot be improved: the function E(x, y) cannot be 
replaced by 
E,(x, y) = (J’ - 1) log{log x + cry log(3”V) > (1.17) 
if a is a sufficiently small positive absolute constant. For example, if we 
factor ccy log(34’) out of log x + cry log(3y) in ( 1.17) and use the inequality 
log(l+w)<w, and if we assume that cc<e?-‘, s>O, t>l+s, and 
zf 2 log x (where x is a large integer), we get 
x exp{E,(x, z’) - J(z’) + O,(z’/log(3z’))} 
<xexp{z’(l -~+loga)+O,(z’/log(3z’))) 
<x < D;(x, t), 
in contrast to (1.8). 
Among the previously known upper bounds for DJx, t), the one most 
similar to Theorem 1.7 is a 50-year-old estimate of MardianiSvili [16]. He 
showed that for real x 2 1 and integers k z 2, m > 1, 
where 
Dk(x, m) < A,(m) x exp((k” - 1) log(log x+ k” - l)>, (1.18) 
A,(m)=k”exp{ -(k”- l)(k- l))‘logk!}. (1.19) 
(In Mardianisvili’s paper, (1.18) is incorrectly stated with < in place of 
641;40!1-5 
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6 .) To compare (1.18) with Theorem 1.7, we need a simple estimate for 
A,(m). Using the inequalities 
which follow from Stirling’s formula, we easily deduce that 
A,(m) = exp( -k”’ log X- + h-“‘- B(li, m) h-“’ ’ log kj 
for lia2, m>2, where O< 13(k, m)< 3. This makes it clear that 
Theorem 1.7 is appreciably stronger than (1.18) when t = m is large, or 
when k is large and m > 2. As we mentioned above, it is also important for 
our application in [22] that t is not restricted to be an integer in 
Theorem 1.7: this enables us to get more precise results in [22] than if we 
were to use (1.18). (Incidentally, our proof of Theorem 1.7 is quite different 
from MardianiSvili’s inductive proof of ( 1.18). ) 
Results somewhat like ( 1.18) (but less precise) were obtained by Hua 
[13, pp. 17-181 for D,(x, m) and (in a more general context) by Shiu [31] 
for a sum similar to 13,(.x, t) (where k is a positive integer and t is real). 
Neither author derived an explicit constant factor such as ( 1.19). 
A generalization of DZ(s, t ) is 
where f(n) is a polynomial in n with integer coefficients. Several authors 
have estimated this sum when - - I 2. The first upper bound was obtained by 
van der Corput [6] for positive integers t, and new proofs of his result for 
positive real t were given by Wolke [40] and Landreau [15]. Certain 
improvements were obtained for any real t by Wolke [39] and for positive 
integers t by Delmer [7], both of whom obtained upper and lower bounds. 
Hua [ 13, Chap. 21 generalized van der Corput’s result to polynomials in 
many variables. None of these bounds for D,(.u, t;f) is uniform in t, and 
apparently none of them has been generalized to D=(x, t; f) for values of I’ 
other than 2. Hence they do not imply Theorem 1.7. It would be interesting 
to know whether Theorem 1.7 has a generalization of the same precision 
for D-(x, t;f). 
Our method for estimating O=(X, t) also leads to new upper bounds for 
d,(n) when both 2 and n are large. Before stating these, we put this problem 
in context with a few observations which will be useful here and later in 
[22]. If z > 1 and a is a positive integer, then by (1.2), 
Z+m-1 
z< 
ii m 
=d,(p”)< fi -+y)zcz.. (1.20) 
m=l In==, 
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Hence if we define 
o(n)= c 1, a(n)= 1 a for n> 1, 
Pin Pa II n 
it follows from (1.1) that 
,co’n) 6 d;(n) < :-’ for z> 1, n= 1,2, . . . . 
From (1.22) and the simple inequality II > 2R(“‘, we get 
(1.21) 
(1.22) 
log d,(n) < (log Z, log n 
log 2 
for 2 z=- 1, n3 1. 
A stronger result is known when z is fixed and n is large. In fact, if z > 1 
and n > 3, then 
log d;(n) d (log z) Li(log n) + O,((log n) exp{ -c,(log, n)‘j2}), (1.24) 
where c, is a positive absolute constant and 
G(x) = 1.’ (log U) ~ ’ du for x> 1. (1.25) 
2 
The case _ - I 2 of (1.24) is due to Ramanujan [25], who also gave several 
similar but weaker results in the same paper and in [24]. His work was 
generalized by Heppner [ II] and Nicolas [ 181 in their work on the maxi- 
mal orders of “prime-independent” multiplicative functions. Their theorems 
include (1.24) (for all z > 1) as a special case and also show that equality 
holds in (1.24) for infinitely many n. The latter fact about equality can be 
stated in a slightly more precise form if we combine the lower bound in 
(1.22) with a known estimate for the maximal order of w(n) (see [20, 
pp. 9991001; compare also [21, Theorem 1.61). The result is 
log d,(n) B (log Z) Li(log n) + O((log -)(log n) exp{ -c,(log, n)‘j2)) 
(1.26) 
for each z > 1 and each n of the form n = np G ~ p with y 2 3. In particular, 
logdJn)>(logz)logn _ / 
log2 n i&Yi+“((log~n)2)} 
(1.27) 
for each Z> 1 and n=n,.,. p (~33). 
Weaker versions of ( 1.24) (1.26), and/or ( 1.27) follow from work of 
Wigert [ 361 (see also [ 10, Chap. IS] ) when z = 2 and (for all z > 1) from 
more general results of several authors: Suryanarayana and Sita Rama 
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Chandra Rao [33], Shiu 1301. Babanazarov and Podzharskii [I]. and 
Drozdova and Freiman [S]. Explicit upper bounds related to ( 1.24) were 
given by Nicolas and Robin [ 191 in the case z = 2. 
While the implied constants in (1.26) and (1.27) are absolute. the implied 
constant in (1.24) depends on z in a way which apparently has never been 
specified in the literature. One might imagine that the right-hand side of 
(1.26) (or the right-hand side of ( 1.27)) is also an upper bound for log d,(n ) 
for all n 3 3, but in fact this is not the case. For we can apply Stirling’s 
formula to ( 1.2) to get 
log L&(2”) = (2/I - 1) log 2 - (l/2) log(&) + O(k ‘) (1.28) 
for k = 1,2, . . . . whereas the right-hand sides of (1.26) and (I .27) are 
asymptotically equivalent to k log 2 when n = 2h and 2 = k -+ +cc. This 
question of how the error term in ( 1.24) depends on - is occasionally of 
some consequence. For example, Oppenheim [23, p. 2061 asserted without 
proof that when z is a positive integer, the right-hand side of (1.27) is also 
an upper bound for log d_(n) for all n b 3, and he used this incorrect asser- 
tion to establish an erroneous bound for a related arithmetical function 
f(n) (defined as the number of factorizations of n into factors larger than 
1, where the order of the factors does not count). Canfield, Erdiis, and 
Pomerance [4] corrected Oppenheim’s bound for f‘(n) without resolving 
the problem of making the error term in (1.24) more explicit. 
In view of all this, it seems worthwhile to prove 
THEOREM 1.29. Define 
Fz(n)= 
(1% d,(n) ) log, n 
(log z) log n 
Suppose thatO<E<l andn316 (>e“). 
1 
F=(n) 6 1 + 0, - 
( > log, n 
if 
,for z > 1, n32. (1.30) 
Then 
1 +E<z<(logn)‘m’, (1.31) 
7 log3 n\ I - log, II FJn)< l+-- 
( 
1 
log2 n 
+ 0, 
log2 n -Tlogn) 
210gn 
if 1 +.Z<,?<p 
log, n ’ 
FZ(n)41+O(&log{l+~}) 
(1.32) 
(1.33) 
210gn 
if - 
log? n 
d z d log n. 
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Also, 
log &(n) <Z + 2 log n if z>log n. (1.34) 
BY (1.27), 
1 
F=‘-(n) 2 1 + - 
1 
log2 fz + O (log,??)’ ( > if 
Z>l,n= n p,y33. (1.35) 
P G Y 
Hence the upper bound for FZ(n) in (1.31) is best possible when 1 + E <Z < 
(log n)‘-“, and we shall give an example (Lemma 5.9) to show that (1.31) 
no longer holds if the hypothesis z d (log n)’ --’ is replaced by z d (I+ E) 
(log n)(log, n)-‘. The same example shows that the error term in (1.32) is 
sharp when z is approximately (log n)(log, n)) ‘. Also, (1.27) shows that 
(1.33) and (1.34) are best possible except for constant factors when z has 
the same order of magnitude as log n. 
From (1.32), (1.33), and (1.35), we easily deduce 
COROLLARY 1.36. Let E > 0, and iet z(n) be any function of n such that 
1 + & 6 z(n) = o(log n) as n + +oo. Then lim sup,, +m F,(,,(n) = 1. 
When z(n) = 2 for all n, Corollary 1.36 becomes Wigert’s classical 
theorem [36] on the maximal order of the ordinary divisor function, later 
generalized by various authors to the case of any constant function 
z(n) = z > 1 (and also to arithmetical functions other than dJn)). See the 
remarks after (1.25) and ( 1.27). 
We have not been able to prove a result as precise as Corollary 1.36 
when z(n) +log n. In this case, our best results are (1.33), (1.34) (1.35), 
and (1.23) (see also the remark just before Lemma 5.9). 
Finally, we remark that the proofs of Theorems 1.7 and 1.29 depend in 
part on simple but precise uniform estimates for sums of p-O when C-J > 0. 
These estimates are presented in Section 3. 
2. PRELIMINARIES AND PROOF OF THEOREM 1.11 
As always, t, w, x, y, z, B, E, cr denote real numbers. For the proofs of 
our main theorems, we need only a few prerequisites from elementary 
prime number theory, namely the Chebyshev inequalities 
YllwY~4Y)= c l@Y/l%Y for ~22 (2.1) 
P s Y  
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and the Mertens formulas 
CP ’ log p = log J‘ + 0( 1) for ~333, (2.2) 
PSI I 
1 log(l-p ‘)= -log,~~-~+0(lllog.t~) 
p<, 
for ~22, (2.3) 
c p~l=log,~‘+;‘+~:log(l-p~‘)+p~‘)+o(l/log~) 
P<? 
for ,r 2’2, (2.4) 
where y is Euler’s constant. All of these results are proved in Hardy and 
Wright [ 10, Chap. 221. 
LEMMA 2.5. Let f be a real-valued multiplicative function such that 
rimes p and a = 1, 2, . . . . Then for x 3 1, c 3 1, we 
where x,, = (log x)/log p. 
Proof: Define 
s(n) = c Ad) f(W) 
din 
for n = 1, 2, . . . . 
where p is the Mijbius function. By the Mobius inversion formula, 
f(n)= C g(d) for n = 1, 2, . . . 
din 
Since g is the “Dirichlet convolution” of two multiplicative functions, it 
follows that g is multiplicative. Furthermore, 
g(P”)=f(P”)--f(P”~‘)30 for a = 1, 2, . . . . any p, 
so g(n) >, 0 for all n. Hence 
d c g(d)(xld)“6x” n 1 g(f) p-““. Q.E.D. 
d< .r p < I 0 G u =s I/, 
The idea of the proof of Lemma 2.5 was previously used in a more 
general context (but only with 0 = 1) by Barban [2]. (The results of this 
paper were summarized in [3, pp. 98-1001, and some of them were 
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strengthened by Wolke [39].) Our introduction of the parameter CJ (a la 
Rankin) is very significant for our present purpose. 
We wish to apply Lemma 2.5 withf(n) = d,(n)‘. To do this effectively, we 
need some simple facts about d,(n). First, it follows from (1.2) that 
d&j”)= fi m-;+z= fi (1+%) 
m=l ??I=1 
(2.6) 
for a = 0, 1, 2, . . . . and hence 
d,(p”--1) < d;(p”) for z > 1, a> 1, any p. (2.7) 
Also, by (1.2) and the binomial theorem, 
C dZ(p”)y”=(l-y)-’ for \vl<l. 
a=0 
(2.8) 
By the ratio test, 
f d,(p~)‘yaconvergesforz> 1, t>O, 1yl-c 1. 
fl=O 
(2.9) 
LEMMA 2.10. Let z > 1, t > 0, CT > 1, x > 1, and let u = max{x, 32’1. Then 
(see (1.4)) 
where 
D;(x, t) B XUR,(Z, t) R,(z, t, 0, x) Rj(Z, t, x), (2.11) 
(2.12) 
R*(z,t,(T,x)= fl (1+(,-l-l)pP}, (2.13) 
3;’ < p < L, 
R,(z, t, x) = n 
i 
1 + f d&f’)‘p-” 
I 
. (2.14) 
3:’ < p < ” u=2 
Proof. Take f(n) = d,(n)’ in Lemma 2.5, noting (2.7). In the resulting 
inequality for D,(x, t), we can replace n, G x by n, G “, since the sum over 
1 < a < xg is empty when p > x. Splitting nP q u at 3z’, we get 
D;(x, t)<xO n 1 + 1 d,(f)’ p-“” 
p<3z’ i I < LI 6 Jp > 
.3z,g<L { 1 +(z’- 1) P-O+ 1 
-.) 2<0<+ 
d;(P”Y p”“], 
and (2.11) follows by (2.9). Q.E.D. 
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We can use the inequality log( 1 + 1~) < it’ to get 
logR~(~,t,a.s)d(~‘--I) 1 p 0 (3.15) 
1;’ < {I $ I 
under the assumptions of Lemma 2.10. When (T = 1, the last sum can be 
estimated by (2.4). For larger values of ci, an obvious approach to the 
estimation of (2.15) is to apply (2.1) to obtain the general bound 
for y > 2, c > 1. Estimate (2.16) is useful if yui ’ is large, but we need a 
more subtle and precise estimate when y u ’ is bounded (and especially 
when y dP ’ is close to 1). We shall obtain such an estimate in Section 3. In 
the meantime, we can use (2.16) to estimate R,(z, t, x): 
LEMMA 2.17. Ifz> 1, t>O, andxa 1, then 
log Rj(Z, t, x) < z’/log(32’), 
Proof. Suppose p > 32’. Using the upper bound in (1.20), we get 
1 + f d;(p”)‘p-“d 1 + f: (z’/p)‘l 
a=2 a=2 
< 1 + (3/2)(z’/p)‘< exp{ (3/2)(z’/p)2). 
It follows that 
logR,(z, t, x)<(3/2)z*’ c p 2, 
p > 3-1 
and the result follows from (2.16). Q.E.D. 
Proof of Theorem 1.11. We apply Lemma 2.10 with ~7 = 1. Since we are 
assuming 0 < t < 1, it follows from (2.12), (2.8), and (2.3) that 
logR,(z, t)Q 1 log f d,(p”)p~“=logR,(z, 1) 
*<3: U=O 
= z log,( 3z) + yz + O(z/log(3z)). (2.18) 
If x< 3z’, then the result follows from Lemma 2.10 and (2.18), since 
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R2(z, t, 1, x) = R3(z, t, x) = 1. If x > 32’, then 21 =I in Lemma 2.10, and 
(2.15) and (2.4) yield 
log R&, t, 1, x) < (z’- l){logz x-log,(3z’)} + O(z’/log(3?)). (2.19) 
The result now follows from (2.18) (2.19) and Lemmas 2.10 and 2.17. 
Q.E.D. 
The estimate (2.18) may appear somewhat crude when t < 1, but in fact 
it cannot be improved very much. For if z is a positive integer and t is any 
fixed real number greater than l/2, (2.12) and (1.28) show that 
logR,(z,t)>log(d,(2’)‘2~‘)-(2t-l)zlog2 as z+ +co. 
It is more difficult to obtain a good upper estimate for R,(z, t) when 
t> 1. Observe that if z> 1 and t> 1, (2.12) and (2.1) give 
log R,(z, t) 2 c log{ 1 + z’p+} % 1 1 $ z’/log(3z’). (2.20) 
p < 32’ p < 3:’ 
We shall show in Lemma 4.7 that log R,(z, t) 6 z’/log(3z’) (for 2 > 1, t > 1) 
unless z is large and t is very near 1, in which case we can obtain only a 
slightly weaker upper bound (this is to be expected because R,(L, t) 3 
R,(z, 1) and we have the precise estimate (2.18) for log R,(z, 1)). 
LEMMA 2.21. Let z> 1, t >O, B> l/2, and let p be any prime and a any 
nonnegative integer. Then 4p”Y~-“6B” n {s(m)(~pP)-‘~~ 
m  < WP) 
where 
h(w)=h(w;z, t)=(z-l)(w”‘-l)- for w>l, 
g(m)=g(m;z,t)={l+m~l(z-l)}’ for m=l,2,.... 
Proof. Let O<y<l. By (2.6), 
The term in braces is less than 1 if and only if m > (z - 1 )( y ~ ’ - 1) ~ ’ = 
a(y), say. Hence 
Taking y = (flp) ~ ‘I’, we get the result, Q.E.D. 
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Define 
LEMMA 2.23. Let I > 1, t > 0, l/2 < fi < 1. Then (in the notations yf 
(2.12) and (2.1)) 
logR,(-, t)+ -7$3~‘)10g(l -B)+(=- 1) T(/jF’?, t,pj. 
Proof By Lemma 2.21, 
f d:(p”)‘p--“<(l -p,-.’ n {g(m)(/Q-‘J. 
Cl=0 mCh(PP1 
Hence by (2.12), 
logR,(z,t)< -n(3z’)log(l-/I)+S(3z’;z,t,fi), 
where we define 
(2.24) 
for all real y, z > 1, t > 0, /? > l/2. We shall complete the proof by showing 
that 
O~S(y;z,t,8)~S(P~‘=‘;z,t,8)~(z-l)T(P~’=’,t,P) (2.25) 
whenever y is real, z > 1, t > 0, and fl> l/2. The frst two inequalities in 
(2.25) follow from the facts that if p ,< flP’z’, then the inner sum in (2.24) 
is nonnegative (since m < h(j?p) implies BP ‘g(m) 3 p), while if p > b ~ ‘z’, 
then the inner sum in (2.24) is empty because h(flp) < 1. To prove the third 
inequality in (2.25), take y = /? ~ ‘z’ in (2.24), invert the order of summa- 
tion, and use Chebyshev’s function 6(x) = C, G .~ log p to get 
= mGG2pl 14Bp’g(m)) ld8p’g(m))- W-‘g(m))). 
(2.26) 
Now for x22, 
e(x) = J3;* (log U) dz(u) = z(x) log x - J” U- ‘X(U) du, 
2 
SUMSOF POWERSOFDIVISORFUNCTIONS 73 
and it follows from (2.1) that 
K(X) log x - 6(x) + x/log x 4 7c(x) for x22. 
Since /F’g(m)a2 for 1 <mGh(2P), we can apply this to (2.26), obtaining 
s(p-‘zt;z,t,p)+ 1 n(B-‘sh))= c c 1. 
rnGh(28) rn<h(ZP) Psp-'g(m) 
Inverting the order of summation again, we find that 
s(p-‘zr; z, t, p) 6 c 1 1 G c h(BP), 
p<P-‘z’ m<h(DpRp) p<p-‘z’ 
which (by (2.22)) completes the proof of (2.25). Q.E.D. 
To estimate T(y, t, /I), first observe that if t > 1 and p 2 2’ and 
l/2 < fi < 1, then 
(pp)‘l’- 1 = p’if{jp- p-l/‘} 2 p’yp- l/2}, 
so 
((j?p)l’f-l}-‘<pp-“’ for t > 1, p > 2’, j3 > l/2. (2.27) 
Combining (2.27) and (2.22), we see that it is desirable to have a good 
upper bound for a sum of the form C,,, p-” when 0 <(r < 1. As we 
remarked after (2.15) and (2.16), it is also desirable to have a better upper 
estimate than (2.16) when G > 1 and y”- ’ is bounded. The next section is 
devoted to obtaining such estimates. 
3. ESTIMATES FOR SUMS OF p-O 
LEMMA 3.1. Let yB3, O<a< 1. Then 
,;.v P-a< ‘l-p 
lW(3Y - “) 
+ log2 Y, 
,&P-“% y1-lu 
ld3Y -7 
+ log2 Y. 
(3.2) 
Proof. When 0 = 1, (3.2) and (3.3) follow from (2.4). Assume c c 1, and 
for notational convenience, write 6 = 1 - 0. Using Stieltjes integration (or 
[ 10, Theorem 421]), we get 
’ ’ 
d-l dn(u)= ys-’ 
P < I’ 
n(y)+(l--)~~tlS-2n(U)dU. (3.4) 
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The upper bound in (2.1 ) can be inserted in (3.4) to give 
Writing 
(3.6) 
and integrating term by term, we find that the last integral in (3.5) is less 
than 
‘L’ (6 log y)” ~7 (6 log JY)“’ < C.h - 1 
1 wz!m “J, (m+l)! m=l filog?,’ 
Now observe that the estimates 
2 z-1 z ___ - ___ 
log( 3z) < log z < log( 3z) 
for z>l (3.7) 
are obvious if z > 2, while for 1 <z d 2, they follow easily from the 
inequalities 24 < 8 - 1 < ue’ (U > 0). Taking z = y” in (3.7) and combining 
the preceding estimate with (3.5), we obtain (3.2). 
Inequality (3.3) can be proved in a similar way with a little more effort, 
but the following proof is slightly simpler: By (2.1), X(U) 8 u/log y for 
2 6 u d y. Insert this in (3.4), carry out the integration, and simplify to get 
c p”-1% 
(+1)-(26-l) 
PS L 6 log ,’ . 
Since y > 3, it follows immediately from (3.6) that 
( y6 - 1 )/log 4’ > (2” - 1 )/log 2, 
and if we combine this with (3.8) and (3.7), we get 
c P”-’ 9 (yb - I)(6 log y) ’ ti y”/log(3J~b). 
P<> 
But trivially 
c PA-’ > 1 p-1810g,) 
P<! P<> 
by (2.4), and (3.3) follows. Q.E.D. 
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Our proof of (3.2) refines a method of Woike [41, p. 2661, who obtained 
p~Fp-udy’-“+log2y (fory>3,0<061) 
but not (3.2) or (3.3). It is, of course, possible to combine various forms of 
the prime number theorem with (3.4) instead of using (2.1), and several 
authors have obtained inequalities or asymptotic formulas for C, G .,’ p - d in 
this way when 0 < 0 d 1. However, their results are either less explicit and 
less elementary than ours (being stated in terms of integrals), or they are 
not uniform in 0, or they involve terms such as log( I -a) which are not 
well-behaved when (T is near 1. See Jordan [ 14, Lemma 61 (where o should 
be replaced by O,), Webb [35], SteCkin [32], and Tenenbaum [34, 
Lemme 21. (See also Hildebrand [ 12, Lemma 31 for related work on 
cp+ P -“log P.) 
LEMMA 3.9. If y 2 2 and (T 2 1, then 
~~~P~“=log14’+Y+c(log(l-P~‘)+p~~J-(~-1)log~ 
P 
+ to- l)‘(log y12 H(o, y)+O(o- 1+ (log y))‘), 
where 0 < H(cs, y) < 1. 
Proof We use Hal&z’s idea [9, p. 2151 of comparing xPGJ p-O with 
C, c ? p ~ ’ by considering 
P 
-1 
-P 
-Lp-I{l ~,-l-.-I,‘““P}~ 
By Taylor’s theorem, 
e --I’ = 1 - u + u’h(u) for u 2 0, where 0 < h(u) < l/2. (3.10) 
Hence 
P -v- -p-’ -(p-l-p-‘I) 
=P -‘-(a-1)p~*logp+(a-l)‘p~~‘(iogp)2h((o-1)logp). 
(3.11) 
Summing (3.11) over p < y and using (2.4), (2.2), and 
c P- ‘(log PY G (1% y) c p-l log p q (log JI)2, 
“p<J P G ., 
we get the result. Q.E.D. 
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Equation (3.10) is not useful if u is large, and correspondinglq. 
Lemma 3.9 is not informative if (a - 1 ) log ~1 is large enough. (See the last 
paragraph of this section.) A similar remark applies to the next lemma, 
which is intended to replace (2.16) when (C - 1) log y is bounded. 
LEMMA 3.12. IJ‘J’> 2 and o > 1, then (in the notation qf‘Lemma 3.9) 
c pP= -log(a-l)-log,y-y+(a-l)logI, 
p> v 
-(0-1)2(logy)‘H(o, y)+O((T- 1 +(logy)-‘). 
Prooj We write 
1 p-Gcp-“- 1 p-~b (3.13) 
P> .i P PQ) 
and proceed to estimate the first sum on the right. Observing that 
log(l+U)=u+o,(u2) for ~2 -1 +E (E>O), 
we define 
G(t)=1 {lo&l-pP’)+pP’; for real z > l/2. 
Then 
Cp-“=logn (l- pP”)-‘+G(o)=log[(a)+G(o). 
a P 
Since 
we have 
log [(a) = -log(a - 1) + O(a - 1). 
Furthermore, 
G’(+x log’ 
p P’(P’--1) 
for 7 > l/2, 
so by the mean-value theorem for derivatives, 
G(a)=G(l)+O(o- 1). 
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Combining our estimates for log [(a) and G(a), we get 
1 p-o= -log(o- l)+G(l)+O(a-1) 
P 
(3.14) 
(for IT > 1). The proof is completed by using (3.14) and Lemma 3.9 in 
(3.13). Q.E.D. 
If CT > 1 and (0 - 1) log y is near 0, then Lemma 3.12 gives 
1 ~~“~log(~~l~logy+~(l)’ 
P > .? 
while (2.16) gives only the weaker estimate 
p;,ll-“” l (o-1)logy’ 
On the other hand, if (cr - 1) log y is large, then Lemma 3.12 gives essen- 
tially nothing better than 
and the first term on the right tends to + 00 as (a - 1) log y --f +co. Hence 
(2.16) is clearly superior to Lemma 3.12 when (a- 1) log y + +co. 
Finally, it is worth noting that when c > 1, there is an estimate for 
C,.? p-” which f o 11 ows immediately from (3.13), (3.14), and (2.16). This 
estimate is more precise than Lemma 3.9 if (T is near 1 and ((T - 1) log y is 
large. 
4. PROOF OF THEOREM 1.7 
To prove our main result on the sum D=(x, t) defined by (1.4), we need 
upper bounds when t B 1 for the quantities R,(z, t), R,(z, t, (T, x), and 
R3(z, t, x) appearing in Lemma 2.10. We have already disposed of 
Rj(z, t, x) in Lemma 2.17. Next we estimate R,(z, t) by using Lemmas 2.23 
and 3.1. For this purpose, we need 
LEMMA 4.1. Let fl> l/2, E > 0. Then we have these estimates for the sum 
T( y, t, fl) defined by (2.22): 
T(y, t, B) ea V(lw Y)-* for t>O, y>2, (4.2) 
T(Y, t, B) <<p,, Y’ ~ I” + 1% Y for t3 1, y>max{3, (1 +E)‘), (4.3) 
T(y, t, PI <s,z Y’ ~ “‘(1% Y) ’ for t21 +~,ybtnax(3,(l+E)'}. 
(4.4) 
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and hence 
[(&J)’ ‘- I ) ’ e,, t/log p for t > 0, /j > 112, any p. 
But for ,r 3 2, 
2 (10gp))‘< 1 I+ c (log.r-‘<p(fog?T’ 
ps i p < I.’ ‘2 1.13 <p < I 
by (2.1), and (4.2) follows. 
For the remainder of the proof, assume that r 3 1 and I’> 
max(3, (1 + c)‘). If Y < 3’, then by (4.2). 
T(y, t, P,-e,j QJ(log j-1 -I= ‘.I f >’ ~- ““(jog y) ‘j(zJ”i’(log y,--‘)- 
6B.c ?’ ‘-‘:‘(logy-‘, 
so that both (4.3) and (4.4) follow in this case. If y > 3’, we split the sum 
in (2.22) at 3’, then apply (4.2) to the first part and (2.27) to the second: 
T(y,t,fi)=T(3’,r,p)+ 1 {(pp)“r-ly 
3’ < p c ,’ 
<[j 3’(log 3’)-’ + c p- ‘:I. (4.5 1 
PSI 
Now observe that 
3 < 3’ = 3( 3’)’ - ‘it < 39 iif, 
Since the function u(log u) -’ increases for u b e, (4.5 j yields 
T(Y, 4 P) @fi .Y’ lif(fog(3Y’-‘l’)}-’ + 1 p-l;r. (4.6) 
PG> 
Estimate (4.3) follows from (4.6) and (3.2). Estimate (4.4) also follows from 
(4.6) and (3.2) since 
fort>l+s. 
log* y<log y<, y’-“‘(log .V)-’ 
Q.E.D. 
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LEMMA 4.7. Let E > 0. Then 
log Ri(z, t) < {z/log(3z)}{zr/log(3z’)j for z > 1, t B 1, (4.8) 
log R,(z, t) eE z’/log(3z’) for z > 1, t > 1 + E, (4.9) 
logR,(z,t)4z’+zlog2(3z) for z>l,t>l. (4.10) 
Proof. In Lemma 2.23, we take /I = 2/3. Using (2.1) and replacing BP ‘z’ 
in Lemma 2.23 by the larger quantity 32’ (for convenience), we get 
logR,(z, t)4z’/log(3zf)+(z- 1) T(3z’, t, 2/3) 
for z > 1, t > 0. By (4.2), 
(4.11) 
T(3z’, t, 2/3) 4 (log z))’ {z’/log(3z’)} for z> 1, t>o, 
so (4.8) follows from (4.11) and (3.7). 
Now suppose t > 1 + E. If 1 <z < 1 + E, then (4.9) follows from (4.8). If 
z > 1 + E, then (4.9) follows from (4.11) and (4.4). 
Finally, we must prove (4.10). By (4.8) and (4.9), we may assume that 
z > 2 and 1 d t < 2. Under these assumptions, (4.10) follows from (4.11) 
and (4.3). Q.E.D. 
Inequality (2.20) shows that (4.9) is best possible. Also, if z > 1 and t >, 1, 
then R,(z, t) z R,(z, 1) by (2.12), so the estimate for log R,(z, 1) in (2.18) 
shows that (4.10) is best possible when t is very near 1. 
Proof of Theorem 1.7. Assume .Y 2 1, z > 1, t Z 1. Apply Lemma 2.10 to 
get 
log D;(x, t) d fJ log x + log R,(z, t, (T, x) 
+ log fi,(z, t) + log R,(z, t, x) (4.12) 
for any CT > 1. We seek to minimize the contribution of the first two terms 
on the right by an appropriate choice of 0. To do this, we first estimate 
log R,(z, t, CJ, x) by combining (2.15) and Lemma 3.12 under the assump- 
tion that (T > 1. Since we need only an upper bound, we can omit the term 
-(a - 1)2 (log y)’ H(a, y) occurring in Lemma 3.12 (since H(a, y) > 0), 
and with a couple of other minor simplifications, we obtain 
0 log x + log R,(z, t, Cr, x) 
d 0 log x - (z’ - 1) log(0 - 1) 
+ (Is - 1) 2 log(3z’) -z’ log,(32’) -yzl 
+ c(c7 - 1) zr + cz’/log( 3z’) for CJ> 1, (4.13) 
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where c is a positive absolute constant, The right-hand side of (4.13) is 
approximately minimized by choosing 
o= 1 +~‘(logs+r’log(3~‘)j I_ 
Substituting this value of (7 in (4.131, simplifying, combining the result with 
(4.12) and applying Lemmas 4.7 and 2.17, we get Theorem 1.7. Q.E.D. 
If we merely took CJ = I in (4.12), we would have to use the estimate 
(2.19) for log R?(z, t, 1, 1) when .Y > 3:‘, and we would obtain the 
inequality 
D,(.u, t)<rexp((?- l)logz.u-:‘log2(3,-‘)+logR,(~, t) 
+ U(z’/iog(3z’))) 
for z > 1, t 3 1, x > 3~‘. This is significantly weaker than Theorem 1.7, and 
this shows the importance of introducing the parameter CJ in the statement 
and proof of Lemma 2.5. 
5. PROOF OF THEOREM 1.29 
LEMMA 5.1. Let n31, z> 1, and t>O. Then 
logd,(n)<t+ logn+O(zt ‘T(3?, t, I)), 
where T(y, t, /3) is defined by (2.22). 
ProoJ: Applying Lemma 2.21 with b = 1, we get 
for any prime p and any nonnegative integer a. If p > z’, then h(p) < 1 and 
the product is empty, so d,(p”)’ p -“< 1 (this follows also from (1.20)). 
Hence by (l.l), 
d=(n)! n - ’ d fl KW’)‘p-“1 
p” II n. P < z’ 
G n n Mm)p-7. 
pln,p<z’ m<h(p) 
Now whenever p < z’ and 1 < m < h(p), we have 
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so it follows that 
d,Wn-‘6 n n {ghdp-‘1. 
p<r’ rnSh(P) 
Taking logarithms, we get 
log cl,(n) < tr’ log n + tP’S(z’; Z, t, 1) 
in the notation of (2.24). The result now follows from (2.25) and the fact 
that T(z’, t. 1) d T( 32’, t, 1). Q.E.D. 
Proof of Theorem 1.29. Assume 0 <E < 1. Combining Lemma 5.1 with 
(4.4). we get 
10gd,(n)dt~‘10gn+O,(t-‘~‘/10g~) for t>l-l-a,;>,l+s. 
The right-hand side is approximately minimized when Z’ has the same 
order of magnitude as log n. Taking Z’ = log n for simplicity, we obtain 
(1.31). 
Next, combine Lemma 5.1 with (4.3) to get 
for z > 1 + E, t > 1. The right-hand side is approximately minimized when Z’ 
has the same order of magnitude as (log n)(log, n)- ‘. If we assume z < 
2(log n)(log, n))’ and set zr= 2(log n)(log, n))‘, then t 3 1, and (1.32) 
follows after some simplification since log, n > log, 16 > 0. 
In proving (1.33) and (1.34), we no longer need Lemma 5.1. Instead, we 
simply observe that for any z > 1, G > 1, n > 1, (1.3) implies 
[(a)= > n-“d,(n), 
so 
log dz(n) < rs log ?I + z log i(o). 
From the proof of Lemma 3.12, we get 
(5.2) 
[(a)<(o- 1))’ (1 +o- l} for a> 1, (5.3) 
and since log(1 +y)<y for y> -1, (5.2) yields 
log d,(n) < CJ log n - Z log(a - 1) + Z( c7 - 1) (5.4) 
for z > 1, r~> 1, n> 1. For fixed z and n, the right-hand side of (5.4) is 
minimized by choosing 
rT= 1 +z(logn+Z)-‘. (5.5) 
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So (5.4) and (5.5) give 
logrl,(n)<logn+~+~log(l +1 ‘logn) (5.61 
for Z> 1, n3 I. 
NOW (1.34) follows immediately from (5.6) and the inequality 
log( 1 + y) d 2’. On the other hand, if z d log n, (5.6) yields 
logd~(n)blogn+u(~log~1 fZ rlogrrj). 
If we define H(y) = .r ’ log( 1 + y). this gives 
log1 n 
F,(n)<--- 
log 2 
(I $O(H(z ‘logn))} 
for n 3 3, 1 < ~6 log n. Observe that H( JJ) decreases for J’ > 0. Thus if n > e” 
and 2(log n)(log, n)-’ d z ,< log n, we have 
log, n 
l>H(1)3H(_-P’logr?)>H A >>- 
( 1 
1% n 
2 log, n’ 
while 
l <low 
llog< 
1% n 1% n 
log, n - log, 12 
=l+O - 
( > log2 n 
= 1 +O(H(Y’logn)). (5.8 1 
Inequality (1.33) follows from (5.7) and (5.8). Q.E.D. 
We did not apply (5.7) for 1 + E 6 z < 2(log n)(log, n)-’ because in that 
case, 
log, n 
;>I+---- ~ 
log z 
log3n+0 1 
log2 n ( > log, n ’ 
and it is easy to check that (5.7) yields nothing better than (1.32). 
When a3 3, we can replace (5.3) by the better inequality 
Combining this with (5.2) and minimizing as before, we obtain, for 
example, 
log d=(n) < s{log(&)+I.4} for ,-36logn 
and n > 2. This is, however, only a minor improvement of ( 1.23). 
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To show more clearly the precision of Theorem 1.29, we include the 
following final result (here [x] denotes the greatest integer not exceeding 
xl: 
LEMMA 5.9. If z is sufficiently large and 
then 
n = n(z) = n pc’/pl, 
p<= 
2 log, n 
F,(n)2 l+- 
1 
log2 n 
+o - 
( ) log,n ’ 
(5.10) 
(5.11) 
ProoJ: For simplicity of notation, write [, = log z, 1, = log, z and 
L, = log n, L, = log, n for r = 2, 3. Fix p < 2, write a = [z/p], and note that 
by (1.2), d,(p”) 3 z”/a!. Hence by Stirling’s formula, 
log d,( p”) 2 zp .- ’ log p + q ~ ’ + O(log z). 
Summing this over all p 6 z and using (2.2) (2.4) and (2.1), we obtain 
log d,(n) > 21, { 1 + .!*/I, + 0( l//r)}. (5.12) 
Similarly, 
so 
L,= c [z/p]logp=21,{1+0(1/~,)j, (5.13) 
p<: 
L~=1,(1+1~/1*+O(l/~f)). (5.14) 
Substituting (5.12), (5.13), and (5.14) in (1.30) and simplifying, we get 
F=(n) > 1 + 2Z2/11 + 0(1/Z,). (5.15) 
Now by (5.14), L, 61, <L,, so (5.14) yields 
(5.16) 
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which implies 
I, = L, + O( L,jL, 1. (5.17) 
Inserting (5.16) in (5.13), we get (5.10). Substituting (5.16) and (5.17) in 
(5.15), we get (5.1 1). Q.E.D. 
It follows from Lemma 5.9 that ( 1.31) no longer holds if the hypothesis 
z < (log n)’ ’ is replaced by z d (1 + &)(log ti)(log, II) ‘. Lemma 5.9 also 
shows that the error term in (1.32) cannot be diminished when z is about 
(log n)(log, n) ‘. 
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