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Resumen: Este art´ıculo propone un me´todo de extraccio´n de equivalentes le´xicos
de traduccio´n a partir de corpora paralelos alineados a niveles superiores a la oracio´n
y etiquetados morfosinta´cticamente. La estrategia que seguiremos toma en cuenta el
efecto discriminante y desambiguador que el contexto local ejerce sobre un elemento
le´xico. Dada una palabra de la lengua fuente y un tipo de contexto particular, el
me´todo propuesto aprende la traduccio´n de la palabra en ese tipo de contexto.
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Abstract: The paper proposes a method to extract translation equivalents from
parallel corpora which were POS tagged and aligned using very large segments. The
strategy we use takes into account the ability of contexts to select senses of words.
Given a word of the source language and a particular type of context, we learn its
word translation within an equivalent context.
Keywords: parallel corpora, multilingual lexical extraction, translation
1. Introduccio´n
Los corpora paralelos pueden ser vistos
como enormes depo´sitos de informacio´n bil-
ingu¨e, mucha de ella de tipo le´xico. En la ac-
tualidad, existe una gran cantidad de me´to-
dos de extraccio´n de le´xicos bilingu¨es a par-
tir de corpora paralelos, en su mayor´ıa con
alineamento a nivel de la oracio´n. (Gale y
Church, 1991; Melamed, 1997; Ahrenberg,
Andersson, y Merkel, 1998; Tiedemann, 1998;
Vintar, 2001; Kwong, Tsou, y Lai, 2004;
Guinovart y Fontenla, 2004). Estos me´to-
dos presentan, al menos, dos dificultades. En
primer lugar, a pesar de existir una gran var-
iedad de sistemas automa´ticos de alineamen-
to a nivel de la oracio´n, los resultados son
mediocres cuando los textos ofrecen fronteras
poco claras en lo que se refiere a la iden-
tificacio´n del fin de la oracio´n. Las dificul-
tades de alineamento se multiplican cuando
el texto fuente o la traduccio´n se presentan
con repetidas elipsis, imprecisiones o reorde-
namientos (Fung y McKeown, 1996). En se-
gundo lugar, muchos de los me´todos de ex-
traccio´n citados se centran exclusivamente en
generar correlaciones monose´micas, es decir
cada expresio´n de la lengua fuente so´lo tiene
una traduccio´n, y cada expresio´n de la lengua
te´rmino es usada para traducir una u´nica ex-
∗ Este trabajo ha sido subvencionado por el Minis-
terio de Educacio´n y Ciencia a cargo del proyecto
Gari-Coter, ref: HUM2004-05658-D02-02
presio´n-fuente. Tales correlaciones son gener-
adas por un algorimo que va eliminando en ci-
clos sucesivos todas las expresiones que com-
piten por servir de traduccio´n, queda´ndose al
final con la ma´s probable para cada palabra
de la lengua fuente (Melamed, 1997). Dada
la naturaleza excluyente de este algoritmo, se
hace imposible el tratamiento de la polisemia
le´xica.
Con el objetivo de evitar la primera difi-
cultad, este art´ıculo propone un alineamento
basado, no en la identificacio´n de fin de ora-
ciones, sino en la deteccio´n de fronteras nat-
urales que delimitan las partes internas del
corpus. La mayor´ıa de los corpora contienen
fronteras naturales que, de manera expl´ıcita,
separan partes ba´sicas del texto, tales como
cap´ıtulos, art´ıculos period´ısticos, resu´menes,
recetas, documentos legales, intervenciones
de personajes o personas jur´ıdicas, cartas,
etc. Nuestro propo´sito es el de utilizar estos
segmentos expl´ıcitos para alinear los corpo-
ra paralelos. Con respecto a la segunda di-
ficultad (i.e., la polisemia), proponemos un
me´todo que asigna traducciones contextuales
a las palabras de la lengua fuente. Para ll-
evar a cabo esta estrategia, nuestro me´to-
do trata de identificar primero corresponden-
cias bilingu¨es entre contextos capaces de dis-
criminar significados. Una vez identificadas
estas correspondencias, nuestro objetivo es
usarlas para extraer traducciones contextual-
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izadas. En concreto, una palabra de la lengua
fuente sera´ asociada a otra palabra de la
lengua te´rmino en un contexto discriminante
espec´ıfico. Esto nos permitira´ vincular una
palabra a varias traducciones, siendo cada
traduccio´n adecuada a un tipo de contex-
to. La precisio´n del sistema alcanza el 89%.
Aunque todav´ıa estamos lejos del 99% al
que se puede llegar usando una extraccio´n
monose´mica (Melamed, 1997), el resultado,
dada las dificultades de la tarea, es cierta-
mente esperanzador.
Este art´ıculo se organiza como sigue.
Primero, la seccio´n 2 describe lo que lla-
mamos alineamento natural. Despue´s, la sec-
cio´n 3 introduce la medida estad´ıstica que
utilizamos para calcular las correlaciones de
traduccio´n entre pares de expresiones as´ı co-
mo las correlaciones entre pares de contextos.
La seccio´n 4 define la nocio´n de contexto dis-
criminante. En la seccio´n 5, describimos el
algoritmo de extraccio´n usado. Y finalmente,
en la seccio´n 6, describimos un protocolo de
evaluacio´n de los resultados obtenidos.
2. Pre-procesamiento y
alineamiento natural
Nuestro me´todo requiere que los textos
paralelos sean pre-procesados hasta el nivel
morfosinta´ctico, es decir, segmentados, lema-
tizados y etiquetados morfosinta´cticamente.
Las experiencias se realizaron sobre textos
en ingle´s, espan˜ol y france´s. Para el pre-
procesamiento de los textos utilizamos soft-
ware libre disponible en la Red. Los tex-
tos ingleses y franceses fueron pre-procesados
con el sistema TreeTagger (Schimd, 2002).
Por su parte, los textos espan˜oles fueron
tratados con Freeling (Carreras et al., 2004).
Como no efectuamos ninguna correccio´n al
resultado del pre-procesamiento, el sistema
de extraccio´n del le´xico bilingu¨e hereda for-
zosamente los errores provenientes del pre-
procesamiento. Por u´ltimo, usamos un escaso
nu´mero de reglas de tipo “pattern-matching”,
a fin de identificar y extraer posibles con-
textos discriminantes en forma de plantillas
le´xico-sinta´cticas. En la seccio´n 4, explicare-
mos la nocio´n de contexto discriminante.
Una vez hecho esto, alineamos los textos
fuente y te´rmino sirvie´ndonos de un proce-
so de deteccio´n de fronteras naturales. Lla-
mamos fronteras naturales a aquellas mar-
cas que organizan los textos en partes visi-
bles y que tienen que ser conservadas en to-
da traduccio´n si se quiere preservar la es-
tructura interna del original. Fronteras nat-
urales ser´ıan cap´ıtulos de novelas, art´ıcu-
los de perio´dicos, re´plicas de obras teatrales,
etc. Dejamos fuera de esta clasificacio´n a los
pa´rrafos porque en todos los corpus que ob-
servamos existen numeros´ısimos casos de tra-
ducciones que no conservan la misma orga-
nizacio´n en pa´rrafos que el texto fuente. El
alineamento en pa´rrafos exige una correccio´n
manual tan costosa y penosa como el alinea-
mento a nivel de la oracio´n. Las experiencias
evaluadas en nuestro trabajo se realizaron so-
bre varios corpora paralelos. Uno de ellos es
un corpus ingle´s-espan˜ol extra´ıdo de las actas
del Parlamento Europeo (corpus PE ). Estos
textos se dividen en intervenciones de repre-
sentantes pol´ıticos. Cada intervencio´n, vista
como una frontera natural de las actas, rep-
resenta un segmento de alineamento. Tam-
bie´n hemos realizado experiencias con una
novela, el Quijote, segmentada en cap´ıtulos,
y con un corpus ingle´s-france´s formado por
textos de la Comisio´n Europea (corpus CE ),
que fue dividido en art´ıculos jur´ıdicos y di-
rectivas (Gamallo, 2005). En el corpus PE,
detectamos ma´s de 3.000 intervenciones que
fueron usadas como segmentos para alinear el
corpus. El principal problema de este tipo de
alineamento es que los segmentos selecciona-
dos pueden ser excesivamente largos. Sin em-
bargo, el alineamento natural tiene una ven-
taja incuestionable. A pesar de que aparezcan
asimetr´ıas (omisiones o an˜adidos) en los tex-
tos paralelos, esto no influye para el correcto
alineamento de todo el corpus. Es decir, con
el alineamento natural, no necesitamos recur-
rir al penoso trabajo de la correccio´n manual.
3. Una medida de semejanza
adaptada al alineamento
natural
Para estimar la probabilidad que tiene una
expresio´n de la lengua te´rmino de ser una tra-
duccio´n de una expresio´n de la lengua fuente
necesitamos contar la frecuencia de aparici-
cio´n de las dos expresiones en todo el corpus
por separado, as´ı como la frecuencia de coa-
paricio´n en cada uno de los segmentos alin-
eados. Utilizamos una versio´n del coeficiente
Dice para medir la correlacio´n entre dos tipos
de expresiones. Dada una expresio´n fuente e1
y su traduccio´n candidata e2, nuestra versio´n
adaptada del coeficiente Dice se define como
sigue:
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Dice(e1, e2) =
2F (e1, e2)
F (e1) + F (e2)
donde
F (e1, e2) =
∑
i
min(f(e1, si), f(e2, si))
y
F (en) =
∑
i
f(en, si)
f(e1, si) representa la frecuencia de la ex-
presio´n e1 en el segmento si. A diferencia
de la mayor´ıa de los trabajos sobre extrac-
cio´n de le´xicos bilingu¨es, consideramos que
la frecuencia de aparicio´n de una expresio´n
en un segmento particular es una informa-
cio´n muy significativa. Dado que los segu-
mentos que utilizamos para alinear el corpus
son ma´s largos que los usados habitualmente,
suele ocurrir que la misma expresio´n tenga
varias ocurrencias en uno uno solo. De esta
manera, una expresio´n de la lengua te´rmi-
no, e2, esta´ fuertemente correlacionada con
una expresio´n de la lengua fuente, e1, si am-
bas tienden a tener las mismas frecuencias
en cada segmento si. La toma en cuenta de
las frecuencias por segmento es una diferen-
cia fundamental con respecto a los enfoques
booleanos esta´ndar. En la mayor´ıa de esos
trabajos, la correlacio´n entre dos expresiones
se establece si ambas tienden a aparecer en
los mismos segmentos. Lo que interesa es si
una expresio´n aparece o no aparece en un seg-
mento dado, y no el nu´mero de veces (Smad-
ja, McKeown, y Hatzivassiloglou, 1996). Sin
embargo, como en nuestros segmentos nat-
urales muchas expresiones diferentes pueden
aparecer en todos los segmentos, necesitamos
un rasgo ma´s informativo que la simple pres-
encia o no, es decir, necesitamos contar el
nu´mero de coapariciones por segmento.
4. Contextos discriminantes
La contribucio´n ma´s importante de este
art´ıculo se encuentra en la elaboracio´n de un
me´todo de extraccio´n de le´xico bilingu¨e que
utiliza contextos discriminadores de sentidos.
Tomemos como ejemplo las dos expresiones
inglesas siguientes:
1. vehicle registration
2. registration of the notification
La expressio´n (1) se traduce en espan˜ol
como ”matr´ıcula del veh´ıculo”, mientras que
la (2) se traduce “registro de la notificacio´n”.
En (1), el modificador “vehicle” se compor-
ta como un contexto discriminante que se-
lecciona un sentido espec´ıfico de “registra-
tion”: la matr´ıcula del veh´ıculo. Este senti-
do se diferencia claramente del selecciona-
do por “of the notification” en la expresio´n
(2), donde “registration” denota una accio´n
particular. Los dos contextos discriminantes
de “registration” en las expresiones (1) y (2)
pueden representarse por medio de estas dos
plantillas le´xico-sinta´cticas:
< vehicle [NOUN] >
< [NOUN] of the notification >
Estos contextos contienen la informacio´n su-
ficiente para poder discriminar el sentido de
las palabras que aparecen en ellos. No´tese que
usamos plantillas le´xico-sinta´cticas para rep-
resentar los contextos discriminantes. Cada
plantilla de este tipo puede ser vista como el
resultado de abstraer una de las dos expre-
siones participantes en una relacio´n sinta´cti-
ca binaria de tipo Nu´cleo-Modificador. Dada
la siguiente dependencia binaria:
of (registration, notification)
donde “registration” es el nu´cleo y “notifica-
tion” el modificador, generamos dos plantillas
le´xico-sinta´cticas:
< registration of [NOUN] >
< [NOUN] of the notification >
Cada una de estas plantillas representa un
contexto potencialmente discriminante. La
formacio´n de contextos discriminantes sigue
el principio de la co-restriccio´n (Gamallo,
Agustini, y Lopes, 2005). Este principio es-
tipula que no so´lo el modificador puede dis-
criminar el sentido del nu´cleo sino que tam-
bie´n e´ste puede seleccionar un sentido partic-
ular del modificador. El algoritmo de extrac-
cio´n que describiremos en la siguiente seccio´n
parte de la idenficacio´n automa´tica de cor-
relaciones bilingu¨es entre contextos discrimi-
nantes.
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5. Descripcio´n del me´todo de
extraccio´n
El me´todo de extraccio´n se divide en dos
etapas. Primero, se extraen correlaciones bil-
ingu¨es entre contextos discriminantes. Y se-
gundo, se utilizan los pares de contextos
aprendidos en la primera etapa para extraer
correlaciones entre palabras potencialmente
polise´micas.
5.1. Etapa 1: extraccio´n de
correlaciones bilingu¨es entre
contextos discriminantes
El primer paso de nuestro me´todo es iden-
tificar y extraer pares bilingu¨es de contex-
tos discriminantes. Para ello, identificamos
dependencias binarias e inducimos todas
las plantillas le´xico-sinta´cticas posibles. Re-
cue´rdese que las plantillas le´xico-sinta´cti-
cas representan contextos discriminantes. El
cuadro 1 muestra algunos pocos ejemplos rep-
resentativos de los diferentes tipos de depen-
dencias que manejamos, as´ı como de sus cor-
respondientes plantillas. En (Gamallo, Agus-
tini, y Lopes, 2005), explicamos en pormenor
el me´todo usado para identificar las depen-
dencias binarias.
No´tese que lobj y robj representan depen-
dencias verbales: el objeto a la izquierda del
verbo (left object) y el objeto a la derecha
(right object). Por u´ltimo modAdj y modN
simbolizan respectivamente la modificacio´n
adjectival y nominal.
Una vez identificadas las plantillas de los
textos fuente y te´rmino, calculamos el co-
eficiente Dice de todos los pares y escoge-
mos, para cada plantilla de la lengua fuente,
su ma´s probable traduccio´n siempre que so-
brepase un determinado valor (>0.4). En los
cuadros 2, 3 y 4 aparecen algunos ejemplos
de correlaciones bilingu¨es entre plantillas que
fueron extra´ıdas del corpus PE.
Es evidente que estas correlaciones de
plantillas le´xico-sinta´cticas se asemejan mu-
cho a las llamadas “plantillas de traduc-
cio´n” (translation templates) dentro del en-
foque Example-Based Machine Translation
(EBMT) (Carl, 1999). Sin embargo, a difer-
encia de la estrategia inductiva y supervisa-
da en EBMT, nuestro me´todo no induce las
plantillas a partir de ejemplos de traduc-
cio´n. Lo que proponemos aqu´ı es un me´to-
do de aprendizaje no supervisado. Las cor-
relaciones entre plantillas se adquieren au-
toma´ticamente por medio de la seleccio´n de
los pares con mejor coeficiente Dice.
En la segunda etapa del algoritmo de ex-
traccio´n, utilizaremos las plantillas como con-
textos lingu¨´ısticos ma´s precisos y apropiados
para aprender correlaciones entre palabras.
5.2. Etapa 2: extraccio´n de
correlaciones entre palabras
Dividimos esta segunda etapa en dos pro-
cesos: la extraccio´n de correlaciones entre pal-
abras monose´micas y la extraccio´n de cor-
relaciones entre palabras potencialmente po-
lise´micas. Los pares de plantillas aprendidos
en la etapa anterior sera´n utilizados en la se-
gunda extraccio´n. So´lo sera´n consideradas las
palabras con frecuencia absoluta > 2.
Extraccio´n de monose´micas: Cuando
una palabra y su posible traduccio´n super-
an el 0,8 de correlacio´n (medida con el co-
eficiente Dice), entonces inferimos que las
dos palabras comparadas tienen un compor-
tamiento monose´mico a lo largo del cor-
pus que sirvio´ de base a la comparacio´n.
De aqu´ı se deduce que los ı´ndices de cor-
relacio´n ma´s altos dan lugar a equivalentes de
traduccio´n exentos de ambigu¨edad. Al igual
que en el “enfoque de correlaciones compet-
itivas” (competitive linking approach) prop-
uesto en (Melamed, 1997), las correlaciones
que superen el nivel de semejanza arriba in-
dicado van a ser eliminadas del espacio de
bu´squeda antes de comenzar el segundo pro-
ceso. Nuestro proceso de extraccio´n de pares
monose´micos no introduce, por tanto, ningu´n
tipo de me´todo innovador. La contribucio´n
principal de nuestro trabajo esta´ en la man-
era co´mo extraemos palabras polise´micas.
Extraccio´n de polise´micas: El espacio
de bu´squeda del segundo proceso contiene
ahora las palabras que no han sido consid-
eradas monose´micas en el proceso anterior
y que pueden instanciar, al menos, uno de
los pares de plantillas extra´ıdos en la eta-
pa 1. El proceso de extraccio´n opera de la
siguiente manera: cada palabra no monose´mi-
ca que instancia una plantilla de la lengua
fuente es comparada con todas las palabras
que instancian la plantilla correspondiente de
la lengua te´rmino. Seleccionamos de todas
estas, aquella que tiene el coeficiente Dice
ma´s alto siempre que sobrepase un determi-
nado valor (e.g., >0.3). Dado que las palabras
candidatas a ser traducciones se escogen en-
tre aquellas que aparecen en el mismo con-
texto discriminante, nos es posible reducir
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Dependencias binarias Plantillas
of (import, sugar) < import of [NOUN] > < [NOUN] of sugar >
robj (approve, law) < approve [NOUN] > < [VERB] law >
lobj (approve, president) < president, [VERB] > < [NOUN] approve >
modAdj(legal, document) < legal [NOUN] > < [ADJ] document >
modN(area, protection) < protection [NOUN] > < [NOUN] area >
Cuadro 1: Dependencias binarias y plantillas
Ingle´s Espan˜ol Dice
< active [NOUN] > < [NOUN] activo > 0,65
< african[NOUN] > < [NOUN] africano > 0,65
< agricultural [NOUN] > < [NOUN] agr´ıcola > 0,63
< alarming [NOUN] > < [NOUN] alarmante > 0,45
< albanian [NOUN] > < [NOUN] albane´s > 0,61
Cuadro 2: Correlaciones bilingu¨es entre plantillas provenientes de dependencias nombre-adjetivo
(extracto de las 5 primeras entradas de la lista con este tipo de plantillas)
Ingle´s Espan˜ol Dice
< [NOUN] after year> < [NOUN] tras an˜o> 0,41
< crime against [NOUN] > < crimen contra [NOUN] > 0,66
< fight against [NOUN] > < lucha contra [NOUN] > 0,43
< violence against [NOUN] > < violencia contra [NOUN] > 0,81
< [NOUN] against discrimination > < [NOUN] contra discriminacio´n > 0,50
Cuadro 3: Correlaciones bilingu¨es entre plantillas provenientes de dependencias nominales con
preposicio´n (extracto de las 5 primeras entradas de la lista con este tipo de plantillas)
Ingle´s Espan˜ol Dice
< africa [VERB] > < a´frica [VERB] > 0,66
< agreement [VERB] > < acuerdo [VERB] > 0,45
< agriculture [VERB] > < agricultura [VERB] > 0,50
< aid [VERB] > < ayuda [VERB] > 0,57
< alcohol [VERB] > < alcohol [VERB] > 0,76
Cuadro 4: Correlaciones bilingu¨es entre plantillas provenientes de dependencias verbales de tipo
“left-object” (extracto de las 5 primeras entradas de la lista con este tipo de plantillas)
el nivel exigido de correlacio´n. Con respec-
to a un contexto discriminante, basta con so-
brepasar el 30% de semejanza para que po-
damos considerar que existe correlacio´n en-
tre la palabra fuente y su posible traduccio´n.
Por consiguiente, consideramos que una pal-
abra de la lengua te´rmino es susceptible de
ser una traduccio´n contextualmente motiva-
da de una palabra fuente si ambas instancian
un par de plantillas correlacionadas y si su
ı´ndice de semejanza supera el 0,3. Por otro
lado, como las comparaciones se realizan en
diversas plantillas le´xico-sinta´cticas (es decir,
en diferentes contextos), una misma palabra
puede correlacionarse con varias de la otra
lengua. Es de esta manera que podemos pro-
poner traducciones contextualizadas de una
palabra polise´mica. A diferencia de los me´to-
dos esta´ndar, el nuestro nos permite generar
correlaciones correctas de una-a-varias pal-
abras. En algunos casos conseguimos hasta
tres traducciones diferentes de una palabra.
Veamos un ejemplo. Nuestro sistema
aprende que la palabra inglesa “area” no
tiene ninguna posible traduccio´n con un
ı´ndice de correlacio´n superior a 0,8. Por tan-
to, el primer proceso no la selecciona co-
mo una palabra monose´mica. Pasamos en-
tonces al segundo proceso. Aqu´ı descubrimos
que “area” instancia plantillas como: < forest
[NOUN] > y < adopt in [NOUN] > (ya que
en el corpus aparecen las expresiones “forest
area” y “adopt in the area”). Adema´s, de-
scubrimos las siguientes correlaciones entre
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plantillas:
<forest [NOUN]> <[NOUN] de bosque> 0.64
<adopt in [NOUN]> <aprobar en [NOUN]> 0.57
Por u´ltimo, comparamos “area” con to-
das las palabras espan˜olas que pueden in-
stanciar las plantillas correspondientes y se-
leccionamos los ı´ndices ma´s altos siempre
que sobrepasen el valor mı´nimo exigido. As´ı,
aprendemos que “area” se traduce como
“zona” en el contexto <[NOUN] de bosque>,
puesto que el ı´ndice de semejanza entre
“area” / “zona” es el ma´s alto en ese con-
texto: 0, 39. Pero tambie´n aprendemos que
“area” se traduce como “a´mbito” en el con-
texto <aprobar en [NOUN]>, puesto que am-
bas palabras obtienen el mayor ı´ndice de cor-
relacio´n, 0,36, de ese contexto. Por consigu-
iente, nuestro sistema consigue aprender que
“area” tiene, al menos, dos traducciones posi-
bles, “zona” y “a´mbito”, y aprende tambie´n
en que´ tipo de contexto discriminante aparece
la traduccio´n.
5.3. Polisemia y asociaciones
indirectas
Segu´n Melamed, el modelo monose´mico es
el ma´s eficaz contra los problemas creados por
las asociaciones indirectas. Son asociaciones
indirectas correlaciones como “christiam” y
“demo´crata”, o “amsterdam” y “tratado”.
Estas asociaciones tienen un ı´ndice elevado
de semejanza debido a que estas palabras
aparecen casi siempre en colocaciones como
“demo´crata cristiano” o “tratado de amster-
dam”. La solucio´n propuesta por el mode-
lo monose´mico es escoger so´lo la mejor cor-
relacio´n (Melamed, 1997) y eliminar todas las
dema´s. Obviamente, esta solucio´n impide el
tratamiento de la polisemia. Nuestro modelo
polise´mico, en cambio, al efectuar compara-
ciones en contextos discriminantes, elimina
de manera natural las asociaciones indirec-
tas. As´ı por ejemplo, la palabra inglesa “am-
sterdam” no sera´ comparada con la palabra
espan˜ola “tratado” puesto que aparecen en
contextos discriminantes diferentes. Al nun-
ca ser comparadas una con otra, se impide
que pueda escogerse “tratado” como posible
traduccio´n de “amsterdam”.
6. Experimentos y evaluacio´n
Realizamos tres experimentos de extrac-
cio´n sobre tres corpus diferentes: un corpus
ingle´s-france´s extra´ıdo de la legislacio´n de la
Comisio´n Europea (CE) que contiene sobre 2
millones de ocurrencias de palabras y 1.050
segmentos, y donde cada segmento es una di-
rectiva o art´ıculo de ley; un corpus ingle´s-
espan˜ol extra´ıdo de las actas del parlamen-
to europeo (PE) con 1 millo´n de ocurren-
cias y 3.000 segmentos, y donde cada seg-
mento se corresponde con una intervencio´n
de un agente pol´ıtico; un corpus formado por
las versiones inglesa y espan˜ola del Quijote,
consitu´ıdo por unas 460 mil ocurrencias y
350 segmentos, y donde cada segmento es un
cap´ıtulo de la novela. El taman˜o medio de
los segmentos generados es el siguiente: las
directivas de CE forman segmentos alinead-
os de unos 20 Kbytes, las intervenciones de
PE son en media de 2 Kbytes, y los cap´ıtu-
los del Quijote oscilan entre 10 y 20 Kbytes.
Esto quiere decir que la alineacio´n natural
puede dar lugar a segmentos que sobrepasan
las 2.000 palabras.
El algoritmo de extraccio´n genero´ tres dic-
cionarios bilingu¨es, uno para cada corpus: a
partir de CE, generamos un diccionario de
2.232 lemas (nombres y adjetivos) y 1.797
plantillas le´xico-sinta´cticas; a partir de PE, se
genero´ un diccionario de 2.368 lemas (nom-
bres, verbos y adjetivos) y 2.551 plantillas; y
a partir del Quijote, extra´ımos 1.161 lemas
(nombres, verbos y adjetivos) y 1.270 plan-
tillas1.
A fin de evaluar nuestro me´todo de ex-
taccio´n, utilizamos en cada experimento un
test de 600 ocurrencias de palabras selec-
cionadas aleatoriamente. Cada test se divide
en 4 partes: 150 ocurrencias de todas las cat-
egor´ıas, 150 so´lo con nombres, 150 so´lo con
adjetivos y 150 so´lo con verbos. Para facilitar
la tarea a los evaluadores, cada palabra selec-
cionada se acompan˜a de su contexto inmedi-
ato. El cuadro 5 muestra los resultados de
la evaluacio´n. Llamamos precisio´n al nu´mero
de traducciones correctas que fueron prop-
uestas por el sistema dividido por el nu´mero
total de traducciones sugeridas. Recall es el
nu´mero de traducciones correctas propuestas
por el sistema dividido por el nu´mero de to-
das las ocurrencias del test. La primera l´ınea
del cuadro refleja los valores obtenidos en los
tests donde se utilizaron palabras de las tres
1Los diccionarios generados pueden ser carga-
dos libremente en: http://gramatica.usc.es/˜gamal-
lo/dicos.htm.
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Cat. Precisio´n ( %) Recall ( %)
PE EC Quij PE EC Quij
todos 89 82 77 76 68 53
nombres 95 83 79 80 72 55
adjs 90 79 58 58 61 26
verbos 86 - 77 64 - 59
Cuadro 5: Evaluacio´n de los resultados en
tres corpora: PE, CE y Quijote.
categor´ıas2. La precisio´n alcanzada oscila en-
tre el 89%, para el corpus PE, que fue di-
vidido en 3.000 segmentos, y 77% para el
Quijote, dividido en apenas 300 segmentos.
Entre ambos, se situ´a CE, con 82% y di-
vidido en 1,050 segmentos. La diferencia de
recall entre los tres corpora mantiene pro-
porciones ana´logas. Parece existir, por tan-
to, una relacio´n fuerte entre nu´mero de seg-
mentos alineados y calidad de extraccio´n. Es-
tos experimentos tienden a mostrar que, para
nuestro me´todo de extraccio´n, el nu´mero de
segmentos alineados es un factor ma´s impor-
tante que el taman˜o de esos segmentos. Si
esto es as´ı, el alineamento por segmentos nat-
urales (cap´ıtulos de novela, cartas, art´ıculos,
etc.) es una opcio´n tan va´lida como el alinea-
mento por oraciones. No es el taman˜o de los
segmentos (20 o 2.000 palabras) lo que deter-
mina la calidad de nuestra extraccio´n, sino
la cantidad de segmentos alineados. Cuando
el nu´mero de segmentos comienza a ser sig-
nificativo, como en el caso del corpus PE, la
precisio´n que se obtiene, 89%, ya es compa-
rable con la de muchos de los trabajos en este
a´rea basados en alineamento a nivel de ora-
ciones. Adema´s, la ventaja que tiene trabajar
con segmentos grandes es que permite ma-
nipular corpus ma´s voluminosos y as´ı tener
mayor cobertura.
Sin embargo, esta evaluacio´n no nos per-
mite aun medir de forma exacta la influen-
cia de los contextos discriminantes en el pro-
ceso de extraccio´n. Para efectuar esta medi-
cio´n, observamos por un lado los resultados
obtenidos en contextos discriminantes y por
otro, que´ traducciones se obtendr´ıan si no
se tienen en cuenta estos contextos (experi-
encia que nos sirve de baseline). El cuadro
6 muestra que el grado de precisio´n de las
traducciones propuestas es mucho ma´s alto
cuando se utilizan contextos discriminantes
2En el caso del corpus CE no fueron extra´ıdos los
verbos.
que cuando se proponen independientemente
del contexto. En particular, si tomamos co-
mo referencia los pares de palabras con un
ı´ndice de correlacio´n no muy alto, entre 0, 3
y 0, 4, el nu´mero de pares correctos sin con-
texto es muy bajo: apenas llega al 25%. En
cambio, cuando los pares con este ı´ndice se
extraen a partir de contextos discriminantes,
el grado de precisio´n alcanza el 78%. Co-
mo la palabra fuente y su posible traduccio´n
esta´n obligadas a co-aparecer en, al menos,
un par de contextos discriminantes equiva-
lentes, nuestro sistema es capaz de apren-
der equivalentes de traduccio´n utilizando val-
ores de semejanza relativamente bajos. Al
poder bajar los ı´ndices de correlacio´n admis-
ibles, el sistema consigue un recall ma´s al-
to, es decir, mayor cobertura de traduccio´n.
Adema´s, dado que podemos aceptar traduc-
ciones con ı´ndices de correlacio´n bajos, esta-
mos en condiciones de proponer, sin perder
demasiada precisio´n, que cada palabra po-
lise´mica tenga varias traducciones posibles.
Dice Precisio´n (%)
+cntx −cntx
>0,3 - <0,4 78 25
>0,5 - <0,6 97 78
>0,7 - <0,8 99 95
Cuadro 6: Precisio´n con contextos discrimi-
nantes y sin contextos.
El cuadro 6 muestra co´mo a medida que
subimos el ı´ndice Dice de correlacio´n, la ex-
traccio´n en contexto no aporta casi ninguna
mejora con respecto a la extraccio´n sin con-
texto. De ello se deduce que las palabras que
participan en correlaciones con ma´s de 0,8
de semejanza tienen un comportamiento ten-
dente a la monosemia. Esto justifica que se
pueda y deba realizar el primer proceso de
la etapa 2 del algoritmo (es decir, la extrac-
cio´n de palabras monose´micas) sin tomar en
cuenta los contextos discriminantes.
Adema´s de estos dos tipos de experien-
cias, contamos realizar en brebe experimen-
tos donde se utilicen un nu´mero muy supe-
rior de plantillas provenientes de diferentes
corpus. Esto nos permitira´ saber si es posible
mantener la precisio´n y mejorar la cobertura
con el aumento de plantillas independientes
del dominio en cuestio´n.
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7. Conclusiones y trabajo futuro
Hemos descrito un me´todo enfocado en la
generacio´n de equivalentes de traduccio´n a
partir de corpora bilingu¨es, previamente alin-
eados por medio de las fronteras naturales
presentes en todo tipo de texto. Los segmen-
tos alineados pueden llegar a ser documentos
de ma´s de 80 ou 90 Kbytes. Para poder lle-
var a cabo la extraccio´n de equivalencias en-
tre expresiones le´xicas en segmentos de tales
dimensiones, utilizamos una medida de seme-
janza que toma en cuenta la frecuencia de
aparicio´n de las expresiones en cada segmen-
to. El objetivo es desarrollar me´todos de ex-
traccio´n de le´xico bilingu¨e sin recurrir al alin-
eamento a nivel de la oracio´n. Podemos pasar
directamente del alineamento natural al alin-
eamento a nivel de palabra sin pasar por la
discutida oracio´n.
Por otro lado, nuestro me´todo da cuen-
ta de la polisemia gracias al uso de contex-
tos discriminantes. Cada palabra no se com-
para con el resto de palabras de su cate-
gor´ıa, sino con aque´llas que aparecen en con-
textos discriminantes correlacionados. Estas
comparaciones contextualizadas son las que
nos permiten aprender traducciones correc-
tas, a pesar de tener ı´ndices de semejanza
bajos. As´ı mismo, nuestro sistema es capaz
de aprender diferentes traducciones contex-
tualizadas de una palabra polise´mica. Es esta
la principal contribucio´n de nuestro trabajo.
Sin embargo, la principal desventaja de este
me´todo es que no esta´ bien adaptado para
identificar sentidos o usos minoritarios de las
palabras en contextos de colocaciones. Por
ejemplo, no permite descubrir que “heavy”
se puede traducir como “fuerte” en la colo-
cacio´n “heavy rain”.
Finalmente, como trabajo futuro, nos pro-
ponemos tratar algo que todav´ıa no hemos
abordado: las correlaciones entre multi-
palabras y palabras simples. Tambie´n nos
proponemos utilizar los pares bilingu¨es de
plantillas le´xico-sinta´cticas como punto de
partida para el aprendizaje de le´xicos bil-
ingu¨es a partir de corpora no-paralelos.
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