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Abstract
Some Ramanujan continued fractions are evaluated using asymptotics of polynomials orthog-
onal with respect to measures with absolutely continuous components.
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1. Introduction
A sequence of orthogonal polynomials satisﬁes a three-term recurrence relation
yn+1(x) = (x − bn)yn(x) − nyn−1(x), n0, (1.1)
with n+1 > 0 and bn ∈ R for n = 0, 1, . . . . There are two special independent
solutions to (1.1), denoted pn and p∗n, with the initial conditions p0 = 1, p−1 = 0,
 Research partially supported by NSF Grants DMS 99-70865, DMS 02-03282.
∗ Corresponding author.
E-mail address: ismail@math.ucf.edu (M.E.H. Ismail).
0001-8708/$ - see front matter © 2005 Elsevier Inc. All rights reserved.
doi:10.1016/j.aim.2005.04.006
M.E.H. Ismail, D. Stanton /Advances in Mathematics 203 (2006) 170–193 171
p∗0 = 0, p∗1 = 1. The ﬁnite continued fraction associated with (1.1) is
Cn(x) = 1
x − b0 − 1
x − b1 − 2
x − b2 − 3
. . . − n−1
x − bn−1
= p
∗
n(x)
pn(x)
.
The above Cn(x) is the nth convergent of the continued fraction
1
x − b0 − 1
x − b1 − 2
. . .
,
n = 1, 2, . . . . Continued fractions of the above type are called J-fractions [12] and are
associated with orthogonal polynomials.
It is clear that knowing the large n asymptotics of pn(x) and p∗n(x) enables us to
evaluate the inﬁnite continued fraction C∞(x) via
C∞(x) = lim
n→∞ Cn(x).
This has been done for a generalization of the Rogers–Ramanujan continued fraction
in [1,10].
Andrews et al. [4] (see our Theorem 4.7) have recently evaluated another Ramanu-
jan continued fraction Cn(1/2), whose limit depends upon the congruence class of n
modulo 3. In this paper, we reprove the evaluation via asymptotics of orthogonal poly-
nomials, and explain that the modulo 3 behavior is typical for continued J-fractions
evaluated at x = cos(/3) when the corresponding orthogonal polynomials are orthogo-
nal with respect to a weight function supported on [−1, 1]. As a byproduct we evaluate
several new continued fractions, see Theorems 4.1–4.6. The modulo 3 behavior can be
generalized to any modulus k, by choosing a suitable value for x which depends upon
k. For the Ramanujan continued fraction, this result is given in Theorem 4.8. Moreover
the modulo k behavior holds for a wide class of orthogonal polynomials which have
the appropriate asymptotics. We discuss this in §5, and give two such general theorems
for modulo k limits, Theorems 5.2 and 5.6. In §6 we demonstrate these ideas using the
Al-Salam–Chihara and q-ultraspherical polynomials. After completing this manuscript
the work of Bowman and McLaughlin [7] was brought to our attention. In §7 we will
compare their results with our own.
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2. A family of q-Chebyshev polynomials
In this section, we collect the basic facts about a system of orthogonal polynomials
introduced by Ismail and Mulla [11]. We state the deﬁning recurrence relation, give
generating functions and asymptotics. The polynomial system considered is a q exten-
sion of the Chebyshev polynomials. These polynomials will be used to explain and
extend the results by Andrews et al. [3,4].
Consider the three-term recurrence relation
yn+1(x) = (2x + aqn)yn(x) − yn−1(x). (2.1)
We deﬁne the polynomial system {pn(x; a, q)} to be the solution of (2.1) with the
initial conditions
p0(x; a, q) = 1, p1(x; a, q) = 2x + a.
The polynomials of the second kind p∗n(x; a, q) are deﬁned as the solutions to (2.1)
with the initial conditions
p∗0(x; a, q) = 0, p∗1(x; a, q) = 2.
It readily follows that
p∗n(x; a, q) = 2pn−1(x; aq, q).
The generating function of {pn(x; a, q)} is easily found from (2.1) to be
P(x, t) =
∞∑
n=0
pn(x; a, q)tn =
∞∑
k=0
aktkq
(
k
2
)
(tei, te−i; q)k+1 , x = cos , (2.2)
see [11].
One can apply Darboux’s method to the generating function (2.2) and ﬁnd the leading
term in the large n asymptotics of pn(x; a, q). Let
F(z, a, q) :=
∞∑
n=0
anz−nq(
n
2 )
(q, q/z2; q)n . (2.3)
We parameterize x by x = cos , so that e±i = x±√x2 − 1. The branch of the square
root is chosen such that
√
x2 − 1/x → 1 as x → ∞. We shall use the notation
(x), 1/(x) = x ±
√
x2 − 1, |(x)| > 1 for x /∈ [−1, 1]. (2.4)
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Proposition 2.1. If x /∈ [−1, 1], then the asymptotic relation
pn(x; a, q) = [(x)]
n+1
(x) − 1/(x)F (z, a, q)(1 + o(1)), as n → ∞, (A)
holds. On the other hand if x ∈ [−1, 1], and z = ei then
pn(x; a, q) = z
n
1 − z−2 F(z, a, q) +
z−n
1 − z2 F(1/z, a, q) + o(1), (B)
as n → ∞.
Proposition 2.2. The asymptotic function F(z, a, q) has the alternative representation
F(z, a, q) = (−a/z; q)∞
∞∑
k=0
(aqz−3)kq3
(
k
2
)
(q, q/z2,−a/z; q)k .
Proof. Apply the 21 to 22 transformation
21(a, b; c; q, z) =
(az; q)∞
(z; q)∞ 22(a, c/b; c, az; q, bz), (2.5)
[9, (III.4)], with a = q−n, b = qn, c = qz−2, z = −aqn/z, and let n → ∞. 
We choose bn = −aqn, n = 1, and replace x by 2x in Cn(x). In view of
Proposition 2.1, to evaluate C∞(x), one must choose a and z so that F(a, z, q) is
evaluable. We collect these choices in the next section.
3. Evaluations of the asymptotic function
In this section we evaluate the asymptotic function F(z, a, q) for various choices of
z and a.
Proposition 3.1. If  = e2i/3, we have
F(ei/3, q, q) = (q; q)∞(q2; q3)∞, (A)
F(ei/3, 1, q) = (q; q)∞[(q; q3)∞ − (q2; q3)∞], (B)
F(ei/3, 1/q, q) = 
q
(q; q)∞[(1 + q)(q; q3)∞ + (q2; q3)∞], (C)
F(ei/3, q2, q) = (q; q)∞[(1 + 2)(q; q3)∞ − 2(q2; q3)∞]. (D)
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Proof. For the ﬁrst evaluation, put z = ei/3 in Proposition 2.2 and use the q3-binomial
theorem. For (B), note that by Proposition 2.2, if  = e2i/3
F(ei/3, 1, q) = (; q)∞
1 − 
∞∑
k=0
q
k+3
(
k
2
)
(−1)k(1 − qk)
(q, q2, q; q)k
= (q; q)∞
∞∑
k=0
q
k+3
(
k
2
)
(−1)k(1 − qk)
(q3; q3)k .
Then use the q3-binomial theorem twice to obtain the stated result. The proofs of (C)
and (D) are analogous to that of (B) and will be omitted. 
The evaluation in (A) was ﬁrst proved by Andrews [2].
Proposition 3.2. The following Rogers–Ramanujan identities
F(p−1/2, p3/2, p2) = (1 − p)
∞∑
n=0
pn
2+n
(p;p)2n+1
= (p3, p7, p10;p10)∞(p4, p16;p20)∞/(p2;p)∞, (3.1)
F(p−1/2, p5/2, p2) = (1 − p)
∞∑
n=0
pn
2+2n
(p;p)2n+1
= (p4, p6, p10;p10)∞(p2, p18;p20)∞/(p2;p)∞, (3.2)
hold for 0 < p < 1.
Proof. These are Eqs. (94) and (96) on Slater’s list of Rogers–Ramanujan-type
identities [16]. 
The results in Proposition 3.2 are valid for complex p with |p| < 1. The square
roots present no problem because Proposition 2.2 indicates that the left-hand sides of
(3.1) and (3.2) are analytic functions of p for |p| < 1. We shall need the evaluations
that correspond to shifting a by q in Proposition 3.2.
Proposition 3.3. The following evaluations of the function F hold:
F(p−1/2, p7/2, p2) = (1 − p)
∑∞
n=0
pn
2+3n
(p;p)2n+1
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= 1
p(p2;p)∞ [−(p
1, p9, p10;p10)∞(p8, p12;p20)∞
+(p3, p7, p10;p10)∞(p4, p16;p20)∞], (3.3)
F(p−1/2, p9/2, p2) = (1 − p)
∑∞
n=0
pn
2+4n
(p;p)2n+1
= 1
p(p2;p)∞ [(p
2, p8, p10;p10)∞(p6, p14;p20)∞
+(p − 1)(p4, p6, p10;p10)∞(p2, p18;p20)∞]. (3.4)
Proof. Observe that
F(p−1/2, p5/2a, p2) = (1 − p)
∞∑
k=0
pk
2+2kak
(p;p)2k+1
= p−1(1 − p)
∞∑
k=0
pk
2
ak(p2k+1 − 1 + 1)
(p;p)2k+1
= −p−1(1 − p)
∞∑
k=0
pk
2
ak
(p;p)2k + p
−1(1 − p)
∞∑
k=0
pk
2
ak
(p;p)2k+1 .
Thus if a = p, these two sums may be evaluated by Slater (99) and (94), respectively.
This is the ﬁrst result. For a = p2, the second sum may be evaluated using formula
(96) of [16], while the ﬁrst sum is
∞∑
k=0
pk
2+2k
(p;p)2k =
∞∑
k=0
pk
2
(p2k − 1 + 1)
(p;p)2k =
∞∑
k=0
p(k+1)2
(p;p)2k+1 +
∞∑
k=0
pk
2
(p;p)2k ,
again evaluable from (98) and (96) of Slater [16]. This establishes the second part and
the proof is complete. 
Analogous to Proposition 3.3, we state without proof three other evaluations which
also follow from Slater, (94), (96), (98), and (99).
Proposition 3.4. We have
F(p−3/2, p1/2, p2) = (1 − p)(1 − p3)
∞∑
n=0
pn
2+n
(p;p)2n+1(1 − p2n+3)
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= (1 − p
3)
(p2;p)∞ [(p
1, p9, p10;p10)∞(p8, p12;p20)∞
+p(p3, p7, p10;p10)∞(p4, p16;p20)∞], (3.5)
F(p−3/2, p5/2, p2) = (1 − p)(1 − p3)
∞∑
n=0
pn
2+3n
(p;p)2n+1(1 − p2n+3)
= (1 − p
3)
p3(p2;p)∞ [(p
1, p9, p10;p10)∞(p8, p12;p20)∞
+ (p − 1)(p3, p7, p10;p10)∞(p4, p16;p20)∞], (3.6)
F(p−3/2, p9/2, p2) = (1 − p)(1 − p3)
∞∑
n=0
pn
2+5n
(p;p)2n+1(1 − p2n+3)
= (1 − p
3)
p6(p2;p)∞ [(p
2 + 1)(p1, p9, p10;p10)∞(p8, p12;p20)∞
+ (−p2+p−1))(p3, p7, p10;p10)∞(p4, p16;p20)∞]. (3.7)
Slater’s (94), (96), (98) and (99) give the next set of evaluations.
Proposition 3.5. We have
F(i, iq, q2) + F(−i, iq, q2) = 2 (q
8, q32, q40; q40)∞(q24, q56; q80)∞
(q4; q4)∞ , (A)
F(i, iq3, q2) + F(−i, iq3, q2) = 2 (q
4, q36, q40; q40)∞(q32, q48; q80)∞
(q4; q4)∞ , (B)
F(i, iq, q2) − F(−i, iq, q2) = 2q (q
12, q28, q40; q40)∞(q16, q64; q80)∞
(q4; q4)∞ , (C)
F(i, iq3, q2) − F(−i, iq3, q2) = 2q3 (q
16, q24, q40; q40)∞(q8, q72; q80)∞
(q4; q4)∞ . (D)
Propositions 3.1–3.5 give examples of evaluations of F at special points of F(z, a, q)
and F(z, aq, q). We can also ﬁnd recurrences in a, which show that if we can evaluate
F(z, a, q) and F(z, aq, q), then we can ﬁnd F(z, aqn, q) for any integer n.
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Proposition 3.6. Let Gn = F(z, aqn, q)/zn. Then Gn has the property
Gn+1 = −pn−1(x; aq, q)G0 + pn(x; a, q)G1,
or equivalently,
F(z, aqn+1, q) = −pn−1(x; aq, q)zn+1F(z, a, q)
+pn(x; a, q)znF (z, aq, q). (3.8)
Proof. A routine calculation shows that
F(z, aqn+1, q) = (1 + z2 + aqn−1z)F (z, aqn, q) − z2F(z, aqn−1, q) (3.9)
which implies that {Gn} satisﬁes the recurrence
yn+1 = (2x + aqn−1)yn − yn−1.
Since {pn(x; a, q), pn−1(x; aq, q)} is a basis of solutions of the above recurrence, Gn
must be a linear combination of pn(x; a, q) and pn−1(x; aq, q) and the proposition
follows. 
Note that the way {pn} appears in (3.9) is similar to the way Lommel polynomials
arise from Bessel functions, see [19].
4. Continued fractions
Let
Cn(x; a, q) = p
∗
n(x; a, q)
2pn(x; a, q)
= 1
2x + a − 1
2x + aq − 1
2x + aq2 − 1
. . . − 1
2x + aqn−1
.
In this section we apply the asymptotic evaluations of §3 to evaluate
C∞(x; a, q) = lim
n→∞ Cn(x; a; q).
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When there is only one term in the asymptotic expansion of Proposition 2.1, the n
dependence is simple, and C∞(x; a, q) exists. If x is chosen so that two terms exist
in Proposition 2.1, C∞(x; a, q) may not exist. However, restricting n to a congruence
class, when x is suitably chosen, will yield a limit.
First we consider the single term case. As before we set x = cos , z = ei, and
|e−i| < |ei|, and it follows from Proposition 2.1 that
C∞(x; a, q) = lim
n→∞
p∗n(x; a, q)
2pn(x; a, q) =
F(z, aq, q)
z F (z, a, q)
. (4.1)
Moreover
C∞(x; aqm, q) = lim
n→∞
p∗n(x; aqm, q)
2pn(x; aqm, q) =
F(z, aqm+1, q)
z F (z, aqm, q)
,
hence
C∞(x; aqm, q)
= −pm−1(x; aq, q)z
m+1F(z, a, q) + pm(x; a, q)zmF(z, aq, q)
−pm−2(x; a, q)zm+1F(z, a, q) + pm−1(x; a, q)zmF(z, aq, q) , (4.2)
holds for x /∈ [−1, 1].
For our ﬁrst theorem we put q = p2, 2x = p1/2 + p−1/2, a = p3/2, and use
Propositions 3.2 and 3.3 to evaluate F(p−1/2, p3/2, p2) and F(p−1/2, p7/2, p2).
Theorem 4.1. If 0 < p < 1, then
1
1 + p + p2 − p
1 + p + p4 − p
1 + p + p6 − p
. . . − p
1 + p + p2n − . . .
= 1
p
− 1
p
(p, p9;p10)∞(p8, p12;p20)∞
(p3, p7;p10)∞(p4, p16;p20)∞ .
Theorem 4.2 below follows from the parameter identiﬁcations q = p2, 2x = p1/2 +
p−1/2, a = p5/2, and the use of Propositions 3.2 and 3.3 to evaluate F(p−1/2, p5/2, p2)
and F(p−1/2, p9/2, p2).
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Theorem 4.2. If 0 < p < 1, then
1
1 + p + p3 − p
1 + p + p5 − p
1 + p + p7 − p
. . . − p
1 + p + p2n+1 − p
...
= 1 + 1
p
− 1
p
(p2, p8;p10)∞ (p6, p14;p20)∞
(p4, p6;p10)∞ (p2, p18;p20)∞ .
To prove Theorem 4.3 we set q = p2, 2x = p3/2 + p−3/2, a = p1/2, and apply
Proposition 3.4 to evaluate F(p−3/2, p1/2, p2) and F(p−3/2, p5/2, p2).
Theorem 4.3. If 0 < p < 1, then
1
1 + p3 + p2 − p
3
1 + p3 + p4 − p
3
1 + p3 + p4 − p
3
. . . − p
3
1 + p3 + p2n − p
3
. . .
= 1
p3
− (p
3, p7;p10)∞(p4, p16;p20)∞
p3((p, p9;p10)∞(p8, p12;p20)∞ + p(p3, p7;p10)∞(p4, p16;p20)∞) .
For Theorem 4.4 we put q = p2, 2x = p3/2 + p−3/2, a = p5/2, and use
Proposition 3.4 to evaluate F(p−3/2, p5/2, p2) and F(p−3/2, p9/2, p2).
Theorem 4.4. If 0 < p < 1, then
1
1 + p3 + p4 − p
3
1 + p3 + p6 − p
3
1 + p3 + p8 − p
3
. . . − p
3
1 + p3 + p2n+2 − p
3
. . .
= (p
2 + 1)(p, p9;p10)∞(p8, p12;p20)∞ − (p2 − p + 1)(p3, p7;p10)∞(p4, p16;p20)∞
p3[(p, p9;p10)∞(p8, p12;p20)∞ + (p − 1)(p3, p7;p10)∞(p4, p16;p20)∞] .
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Next we turn to evaluations which correspond to two terms in the asymptotic formula
of Proposition 2.1. The ﬁrst example has x = 0, z = i, so that
2pn(0; a, q2) ≈ inF (i, a, q2) + i−nF (−i, a, q2).
There are two possible limits, for n even and n odd. Proposition 3.5 evaluates the sums
and differences at a = iq and a = iq3, implying the next two theorems.
Theorem 4.5. If 0 < p < 1, then
lim
n→∞
1
p − 1
−p3 − 1
p5 − 1
. . . − 1−p4n+3
= p
3(p16, p64;p80)∞
(p32, p48;p80)∞ .
Theorem 4.6. If 0 < p < 1, then
lim
n→∞
1
p − 1
−p3 − 1
p5 − 1
. . . − 1
p4n+1
= (p
4, p36;p40)∞(p32, p48;p80)∞
p(p12, p28;p40)∞(p16, p64;p80)∞ .
The evaluation of Andrews et al. [4] chooses z = ei/3, 2x = 2 cos(/3) = 1, and
a = 1 and uses Proposition 3.1. In this case Proposition 2.1 contains two terms for the
asymptotics of pn(x; a, q), and one must restrict n to congruence classes modulo 3 to
get a limiting result. For example, if  = 0, 1, or −1, and z = ei/3, then
lim
N→∞ C3N++1(1/2; 1, q) = limN→∞
p∗3N++1(1/2; 1, q)
2p3N++1(1/2; 1, q) .
Therefore
lim
N→∞ C3N++1(1/2; 1, q)
= z
1+F(ei/3, q, q) − z−1−F(e−i/3, q, q)
z2+F(ei/3, 1, q) − z−2−F(e−i/3, 1, q) . (4.3)
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In view of Proposition 3.1, we have evaluated the continued fraction “C∞(1/2; 1, q)’’
with three different limits. This is equivalent to Theorem 2.8 in [4], which is stated
below.
Theorem 4.7. Let  = 0, 1 or −1.
lim
N→∞
1
1 − 1
1 + q − 1
1 + q2 − 1
. . . − 1
1 + q3N+
= −2 (q
2; q3)∞
(q; q3)∞
(q2; q)∞ − +1(q; q)∞
(q2; q)∞ − −1(q; q)∞ .
In fact it is straightforward to prove the following generalization of (4.3), or Theo-
rem 4.7, to the case of k different limits.
Theorem 4.8. If 0sk − 1, and  := e2i/k then
lim
N→∞ CNk+s(cos(j/k); a, q)
= eij/k 
jsF (eij/k, aq, q) − F(e−ij/k, aq, q)
js+sF (eij/k, a, q) − F(e−ij/k, a, q) , (4.4)
holds for 1j < k.
5. Generalizations
Assume that {pn(x)} is generated by
p0(x) := 1, p1(x) = (x − b0)/a1,
xpn(x) = an+1pn+1(x) + bnpn(x) + anpn−1(x), n > 0, (5.1)
where bn ∈ R and an > 0 for all n. The spectral theorem for orthogonal polynomials
asserts that there is a probability measure  such that {pn(x)} is orthonormal with
respect to .
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Theorem 5.1 (Nevai [14, Theorem 40, p. 143]). Assume that
∞∑
n=1
{ |bn| + |an − 1/2| } converges. (5.2)
Then the orthogonality measure  has the decomposition d = ′(x)dx + d	, where ′
is continuous and positive on (−1, 1) and its support is [−1, 1]. Moreover the function
	 is a jump function (a step function with possibly inﬁnitely many jumps), which is
constant on (−1, 1). Furthermore
lim
n→∞
{
sin pn(cos ) −
√
2

sin 
′(cos )
sin[(n + 1)− ()]
}
= 0, (5.3)
uniformly on every compact subinterval of (0, ). Here  may depend on  but not
on n.
The angle  = () is called the phase shift. For more information on asymptotics
of general orthogonal polynomials the interested reader may consult Nevai’s survey
article [15]. It is worth mentioning that the polynomials of §2 correspond to the case
an = 1/2 and bn = aqn/2.
Assume that {pn(x)} satisﬁes (5.1) and condition (5.2). Let {p∗n(x)} be a solution to
the recursion in (5.1) with the initial conditions
p∗0(x) := 0, p∗1(x) := 1/a1.
The polynomials {p∗n+1(x) : n = 0, . . .} are orthogonal polynomials and p∗n+1(x) is
of exact degree n. If the recursion coefﬁcients in (5.1) satisfy condition (5.2) then
{a1p∗n+1(x)} is also a system of orthonormal polynomials and (5.3) holds for its measure
of orthogonality.
Theorem 5.2. Assume that the convergence condition (5.2) holds and that  and ∗ are
the probability measures with respect to which {pn(x)} and {p∗n+1(x)} are orthogonal.
Let  and ∗ be the phase shifts in (5.3) corresponding to {pn(x)} and {p∗n+1(x)}.
Denote the nth convergent of the inﬁnite continued fraction by
1
x − b0 − a
2
1
x − b1 − a
2
2
x − b2 − a
2
3
. . .
,
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by Cn(x), n = 1, 2, . . . . Then for s = 0, 1, . . . , k − 1 we have
lim
N→∞ CNk+s(cos(j/k))
= 1
a1
√
′(cos(j/k))
(∗)′(cos(j/k))
sin(js/k − ∗(j/k))
sin(j(s + 1)/k − (j/k)) , (5.4)
where 1j < k.
Proof. Apply (5.3) to pn and a1p∗n+1 then use CNk+s(x) = p∗Nk+s(x)/pNk+s(x), with
x = cos(j/k). 
Theorem 3.1 of Andrews et al. [4] is a version of Theorem 5.2 when an = 1, j =
1, k = 3, but their bn was allowed to be complex.
Theorem 5.3 (Nevai [14, Theorem 42, p. 145]). Assume that
∞∑
n=1
n { |bn| + |an − 1/2| } converges. (5.5)
With  as deﬁned in (2.4), the following limiting relation
lim
n→∞
pn(x)
{(x)}n+1 =
2√
x2 − 1
(1/(x)), (5.6)
holds uniformly for |(x)|R > 1 where 
(1/(x)) is a function analytic in the
domain |(x)| > 1.
The function 
 is deﬁned by

(z) = lim
n→∞ 
2n(z) (5.7)
and 
2n(z) is a polynomial in z (= ei) of exact degree 2n and is deﬁned through
2i sin pn(cos ) = ei(n+1)
2n(e−i) − e−i(n+1)
2n(ei), (5.8)
see [18]. The existence of 
 is guaranteed under (5.2), which is weaker than (5.5).
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Theorem 5.4. Assume that (5.5) holds and let 
∗2n(z) be the polynomials in (5.8)
corresponding to a1p∗n+1(cos ) and let 
∗(z) = limn→∞ 
∗2n(z). Then
1
x − b0 − a
2
1
x − b1 − a
2
2
x − b2 − a
2
3
. . .
= (x)
a1

∗(1/(x))

(1/(x))
(5.9)
for x /∈ [−1, 1]. Moreover the convergence is uniform for |(x)|R > 1.
Ramanujan also considered continued fractions where
CN(x, c) = 1
x − b0 − a
2
1
x − b1 − a
2
2
x − b2 − a
2
3
. . . − a
2
N−1
x − bN−1 + c
. (5.10)
Let {pn(x)} and {p∗n(x)} be the numerators and denominators of the continued fraction
Cn(x, 0). Ramanujan probably knew that
CN(x, c) =
p∗N(x) + cp∗N−1(x)
pN(x) + cpN−1(x) , (5.11)
a fact crucial in Marcel Riesz’s treatment of the moment problem [17, p. x, p. 47]. The
polynomials {pN(x)+ cpN−1(x)} are called quasi-orthogonal polynomials [17]. Shohat
and Tamarkin use − instead of c and  has a geometric interpretation.
The next two theorems are the versions of Theorems 5.2 and 5.4 for these continued
fractions.
Theorem 5.5. If (5.5) holds, then
lim
N→∞ CN(x, c) =
(x)
a1

∗(1/(x))

(1/(x))
,
holds for x /∈ [−1, 1].
Proof. Apply (5.6) to pN(x) and p∗N(x) and use (5.11). 
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Theorem 5.6. If (5.2) holds, then
lim
N→∞ CNk+s(cos(j/k), c)
= 1
a1
√
′(cos(j/k))
(∗)′(cos(j/k))
× sin(js/k − 
∗(j/k)) + c sin(j(s − 1)/k − ∗(j/k))
sin(j(s + 1)/k − (j/k)) + c sin(js/k − (j/k)) ,
where 1j < k.
The proof follows from Theorem 5.2 and (5.11).
Remark 5.7. When {an} and {bn} are bounded sequences the measure of orthogonality
is unique. On the other hand, for x /∈ R, CN(x, c) converges to the same value for all
real c if and only if the measure of orthogonality is unique [17].
Recall the Rogers–Ramanujan continued fraction
lim
n→∞
1
1 + p
1 + p
2
1 + p
3
. . . 1 + p
n
1
= (p
1, p4;p5)∞
(p2, p3;p5)∞ . (5.12)
Denote the continued fraction on the left-hand side of (5.12) by RR(p).
Theorem 5.8. If 0 < p < 1, then
lim
n→∞
1
p − 1
−p3 − 1
p5 − 1
. . . − 1−p4n+3 − 1
= (p
1, p4;p5)∞
(p2, p3;p5)∞ = RR(p).
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Theorem 5.9. If 0 < p < 1, then
lim
n→∞
1
p − 1
−p3 − 1
p5 − 1
. . . − 1
p4n+1 − 1
= −RR(−p).
Proof. We will only sketch the proofs of Theorems 5.8 and 5.9. As in the proofs of
Theorems 4.5 and 4.6 we need to ﬁnd
iN−2(i − 1)F (i,−q3,−q2) − i2−N(1 − 1/i)F (−i,−q3,−q2)
iN−1(i − 1)F (i, q,−q2) − i1−N(1 − 1/i)F (−i, q,−q2)
=
⎧⎨
⎩ −
iF (i,−q3,−q2)+F(−i,−q3,−q2)
F (i,q,−q2)+iF (−i,q,−q2) if N is odd,
− iF (i,−q3,−q2)−F(−i,−q3,−q2)
F (i,q,−q2)−iF (−i,q,−q2) if N is even.
We next evaluate these numerators and denominators as inﬁnite products. For the de-
nominators let
H(q) =
∞∑
k=0
qk
2
(q4; q4)k =
(q2; q4)∞
(q, q4; q5)∞ .
By formula (20) on Slater’s list, we conclude that
F(i, q,−q2) − iF (−i, q,−q2)
= H(q/i) − iH(qi) = (1 − i)H(q). (5.13)
The last equality in (5.13) follows by checking the real and imaginary parts and the
even and odd terms of the sum. Similarly
F(i, q,−q2) + iF (−i, q,−q2)
= H(q/i) + iH(qi) = (1 + i)H(−q), (5.14)
which follows from (5.13) by replacing i by −i and q by −q.
For the numerators apply (16) on Slater’s list to get
H2(q) =
∞∑
k=0
qk
2+2k
(q4; q4)k =
(q2; q4)∞
(q2, q3; q5)∞ .
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Therefore we have established
iF (i,−q3,−q2) − F(−i,−q3,−q2)
= iH2(q/i) − H2(qi) = (i − 1)H2(q) (5.15)
and
iF (i,−q3,−q2) + F(−i,−q3,−q2)
= iH2(q/i) + H2(qi) = (i + 1)H2(−q), (5.16)
which complete the evaluation of the numerators and denominators. 
6. Al-Salam–Chihara polynomials
The Al-Salam–Chihara polynomials {Qn(x; a, b|q)} are [5,13]
Qn(cos ) = Qn(cos ; a, b|q)
:= (ab; q)n
an
32
(
q−n, aei, ae−i
ab, 0
∣∣∣∣ q, q
)
= (aei; q)n21
(
q−n, be−i
q1−ne−i/a
∣∣∣∣ q, qa ei
)
. (6.1)
They satisfy the three term recurrence relation
2xQn(x) = Qn+1(x) + (a + b)qnQn(x)
+(1 − qn)(1 − abqn−1)Qn−1(x) (6.2)
and the initial conditions Q0(x) = 1, Q1(x) = 2x−a−b. On the other hand the initial
conditions for Q∗n(x) are Q∗0(x) = 0, Q∗1(x) = 2. The Al-Salam–Chihara polynomials
satisfy condition (5.2) with
an =
√
(1 − qn)(1 − abqn−1)/2, bn = (a + b)qn/2.
In this section we shall explicitly evaluate the continued fractions of §5 for the
Al-Salam–Chihara polynomials using asymptotic results.
The polynomials {Qn(x)} and {Q∗n(x)} have the generating functions
∞∑
n=0
Qn(cos ; a, b|q)
(q; q)n t
n = (at, bt; q)∞
(tei, te−i; q)∞ (6.3)
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and
∞∑
n=0
Q∗n(cos ; a, b|q)
(q; q)n t
n = 2t
∞∑
n=0
(at, bt; q)n
(tei, te−i; q)n+1 q
n, (6.4)
respectively [5]. The polynomials {Qn(x)} and {Q∗n(x)} have the symmetry property
Qn(−x, a, b) = (−1)nQn(x,−a,−b),
Q∗n(−x, a, b) = (−1)n−1Q∗n(x,−a,−b),
which follow from (6.3) and (6.4). Thus we only consider the case 0 < x < 1, or when
x = cos  we may restrict ourselves to 0 <  < /2. With z = ei, and 0 <  <  the
asymptotic formulas
Qn(cos ; a, b|q)
(q; q)n
=
[
(a/z, b/z; q)∞
(q, z−2; q)∞ z
n + (az, bz; q)∞
(q, z2; q)∞ z
−n
]
(1 + o(1)), (6.5)
and
Q∗n(cos ; a, b|q)
(q; q)n =
[
ein
i sin  2
1
(
ae−i, be−i
qe−2i
∣∣∣∣ q, q
)
− e
−in
i sin  2
1
(
aei, bei
qe2i
∣∣∣∣ q, q
)]
+ o(1) (6.6)
follow from (6.3) and (6.4), respectively.
Let Gn(x; a, b, q) denote the nth convergent of the continued fraction
G(x; a, b) := 2
2x − (a + b) − (1 − q)(1 − ab)
2x − (a + b)q − (1 − q
2)(1 − abq)
. . .
. (6.7)
Observe that in general, with z = ei, 0 <  < , then
Q∗n(cos ; a, b|q)
Qn(cos ; a, b|q) = 2z
[
(a/z, b/z; q)∞
(q, qz−2; q)∞ z
2n+2 − (az, bz; q)∞
(q, qz2; q)∞
]−1
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×
[
z2n21
(
a/z, b/z
q/z2
∣∣∣∣ q, q
)
−21
(
az, bz
qz2
∣∣∣∣ q, q
)]
(1 + o(1)).
Apply (III.31) in Gasper and Rahman [9] with their parameters a, b, c chosen as
a/z, b/z, q/z2 to see that
21
(
a/z, b/z
q/z2
∣∣∣∣ q, q
)
= (ab, z
2; q)∞
(az, bz; q)∞
− (z
2, a/z, b/z; q)∞
(z−2, az, bz; q)∞ 21
(
az, bz
qz2
∣∣∣∣ q, q
)
which follows from the q-binomial theorem. Therefore
Gn(cos ; a, b, q)
= −2z
[
(a/z, b/z; q)∞
(q, qz−2; q)∞ z
2n+2 − (az, bz; q)∞
(q, qz2; q)∞
]−1
×
[
21
(
az, bz
qz2
∣∣∣∣ q, q
){
1 + z2n (a/z, b/z, z
2; q)∞
(az, bz, z−2; q)∞
}
−z2n (ab, z
2; q)∞
(az, bz; q)∞
]
+ o(1), (6.8)
where z = ei.
Theorem 6.1. Let k be an odd positive integer and k := e2i/k . With r = 0, 1, . . . ,
k − 1, then
lim
N→∞ GkN+r (cos(/k); a, b, q)
= 2(k−1)/2k
×
[
(−a(k−1)/2k ,−b(k−1)/2k ; q)∞
(q, qk−1k ; q)∞
r+1k −
(−a(k+1)/2k ,−b(k+1)/2k ; q)∞
(q, qk; q)∞
]−1
×
[
21
( −a(k+1)/2k ,−b(k+1)/2k
qk
∣∣∣∣ q, q
)
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×
{
1 + 
r
k (−a(k−1)/2k ,−b(k−1)/2k ,k; q)∞
(−a(k+1)/2k ,−b(k+1)/2k ,k−1k ; q)∞
}
−rk
(ab,k; q)∞
(−a(k+1)/2k ,−b(k+1)/2k ; q)∞
]
.
The proof follows from (6.8). A similar result can be proved for x = cos(j/k),
j = 1, 2, . . . , k − 1. The special case k = 3 is worth noting.
Theorem 6.2. With  = e2i/3 we have
lim
N→∞ G3N+−1(1/2; a, b, q)
= 2(q
3; q3)∞
(−a,−b, q; q)∞ − (−a2,−b2, q2; q)∞
×
[ {
1 + 
−1 (−a,−b,; q)∞
(−a2,−b2,2; q)∞
}
21
( −a2,−b2
q
∣∣∣∣∣ q, q
)
−−1 (ab,; q)∞
(−a2,−b2; q)∞
]
.
For the q-ultraspherical polynomials {Qn(cos ; ei, e−i)} Theorem 6.2 gives
Theorem 6.3.
lim
N→∞ G3N+−1(1/2; e
i/3, e−i/3, q)
= 2(q
3; q3)∞/(; q)∞
(2, q; q)∞ − (, q2; q)∞
×
[ {
1 + 
−1 (2,; q)∞
(,2; q)∞
}
21
(
, 
q
∣∣∣∣ q, q
)
−−1 (
2,; q)∞
(, ; q)∞
]
.
Finally we consider the continued fraction when x /∈ [−1, 1].
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Theorem 6.4 (Askey and Ismail [5]). For x = (z + 1/z)/2 with |z| > 1 we have
lim
n→∞Gn(x; a, b, q) = G(x; a, b)
= 2(q, qz
−2; q)∞
z(a/z, b/z; q)∞ 21
(
a/z, b/z
qz−2
∣∣∣∣ q, q
)
. (6.9)
In particular with z = q/a
G((a2 + q2)/(2aq); a, b) = 2a
q − ab (6.10)
for q > |a|, follows from (6.9) and the q-binomial theorem. Similarly
G((b2 + q2)/(2bq); a, b) = 2b
q − ab
holds for q > |b|.
Theorem 6.5. Let N be the largest integer such that qN+1 > |a|. Then
G(xm; a, b) = 2a(−a
2)m(qm+2/a2; q)m
(qm+1 − ab)q3
(
m+1
2
)
×22
(
q−m, abq−m−1
abq−m, a2q−2m−1
∣∣∣∣ q, a2q−m
)
, (6.11)
where
xm = q
2m+2 + a2
2aqm+1
, m = 1, 2, . . . , N.
Proof. Choose z = qm+1/a then apply the 21 to 22 transformation (III.4) in [9] to
the 21 in (6.9). The result is (6.11). 
A similar theorem can be proved with a and b interchanged.
7. Remarks
In this section we brieﬂy describe the difference between our work and [7]. One
main difference is that we introduce a continuous variable x into the continued fraction
and formulate the convergence of the continued fraction in terms of the asymptotics
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of orthogonal polynomials. This forces the coefﬁcients bn and n in (1.1) to satisfy
bn ∈ R, n0 and n > 0, n > 0. The results in [7] allow bn and n to be complex in a
way that relates n to x. Our results evaluate the mod k convergence of the continued
fractions in terms of the measures of orthogonality of the numerator and denominator
polynomials, a topic not considered in [7].
To further illustrate our approach we consider the associated continuous q-ultraspheri
cal polynomials where
bn = 0, n = (1 − q
n)(1 − qn−1)
4(1 − qn)(1 − qn−1) . (7.1)
Bustoz and Ismail [8] proved that the large degree asymptotics of the monic polynomials
{Pn(cos ; , )} is given by
Pn(cos ; , ) = (; q)∞2n(; q)∞
∣∣∣21(, e2i; qe2i; q, )∣∣∣
× sin[(n + 1)+ ()]
sin 
[1 + o(1)], (7.2)
where () is the argument of 21(, e−2i; qe−2i; q, ). Moreover
P ∗n (x; , ) = Pn−1(x; , + 1). (7.3)
If {Pn(cos ; , )} are orthogonal with respect to a probability measure (x; , ) then
′(x; , ) is supported on [−1, 1] and
′(cos ; , ) = 2

(1 − )(2; q)∞
(1 − )(; q)∞
∣∣∣∣21
(
, e2i
qe2i
∣∣∣∣ q, 
)∣∣∣∣
2
, (7.4)
so that ((∗)′(cos ; , ) = ′(cos ; , + 1).
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