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PENYURIHAN SINAR BERBILANG PELERAIAN UNTUK GEOMETRI 
BERASASKAN TITIK 
ABSTRAK 
Tumpuan utama di dalam tesis ini adalah kajian tentang integrasi teknik 
berbilang peleraian dengan penyurihan sinar di dalam menjanakan imej objek-
objek 3D berasas titik. Sejak kebelakangan ini, terdapat keperluan untuk model-
model 3D yang semakin meningkat kekompleksan geometrinya. lni telah 
menyebabkan penggunaan yang lebih berleluasa teknologi pengimbasan 3D. 
Teknologi ini berupaya mengimbas sesuatu model fizikal yang kompleks untuk 
menghasilkan sesuatu set titik yang padat dan tidak berstruktur. Set ini 
mengandungi banyak maklumat. Walaubagaimanapun, kajian di dalam persepsi 
manusia menunjukkan tidak semua maklumat berkenaan dapat dilihat atau 
diproses oleh seseorang. Maka teknik berbilang peleraian menawarkan peluang 
untuk mengurangkan beban komputasi yang terlibat di dalam melakukan 
penyurihan sinar bagi set data berkenaan. Sumbangan pertama tesis ini di dalam 
perkara ini adalah penggunaan struktur data Hierarki lsipadu Kongkongan untuk 
tujuan penyurihan sinar. Struktur data yang digunakan mengawal tahap perincian 
yang digunakan di dalam penjanaan imej, menghapuskan permukaan terhadang 
dan menggunakan kombinasi isipadu berbentuk sfera dan berbentuk kotak untuk 
mencapai kelajuan penyurihan sinar yang lebih baik. Sumbangan yang kedua 
tesis ini adalah kajian tentang penggunaan teknik berbilang peleraian bersama-
sama dengan struktur data pokok kd yang dioptimakan kosnya. Struktur data 
VIII 
yang terhasil berupaya meningkatkan prestasi penyurihan sinar dengan cara 
mengawal dengan efisien tahap perincian yang digunakan di dalam penjanaan 
imej dan menggunakan sesuatu varian yang baru skema persilangan sinar-
permukaan. Hasil daripada kedua-dua kajian ini menunjukkan yang teknik-
teknik yang dipelopori berupaya menghasilkan imej yang berkualiti dan 
meningkatkan prestasi penyurihan sinar. 
IX 
MULTIRESOLUTION RAY TRACING FOR POINT-BASED GEOMETRY 
ABSTRACT 
The primary concern in this thesis is with the incorporation of multiresolution-
based optimization into ray tracing algorithms specially tailored for point-based 
geometry. In recent years, increasing demand for model complexity has led to an 
increasing use of 3D scanning technologies capable of digitizing a complex 
physical model into a dense, massive and unstructured point cloud. Despite the 
dense amount of information contained in this data set, work in human 
perception study has shown that not all of it will be perceptible by a human 
viewer. Hence multiresolution technique offers an opportunity to reduce the 
computational workload involved in ray tracing such data set. In this respect, the 
first contribution in this thesis is the adaptation and enhancement of a Bounding 
Volume Hierarchy data structure in order to allow for faster ray tracing. The 
resulting data structure incorporates an efficient Level-of-Detail control and 
backface-culling optimization, and uses a mixture of bounding spheres and 
boxes to enable faster ray tracing. The second contribution in this thesis is an 
approach for incorporating multiresolution-based optimization into a point-based 
geometry ray tracer that is already optimized by use of a cost-optimized kd-tree. 
The resulting data structure incorporates an efficient Level of Detail control and a 
new variant of ray-surface intersection scheme that improves the ray tracing 
performance. Both the image quality and the ray tracing performance obtained 
X 






In a number of works related to the perceptual aspect of 3D computer 
graphics system (Reddy 1997, Reddy 2001, Luebke and Hallen 2001, Howlett et al 
2004), it has been shown that the details frequently generated by current computer 
graphics technology are often much more than what users can perceive. 
Multiresolution rendering is an attempt to exploit this fact to reduce the 
computational requirement of computer graphics application. In multiresolution 
rendering, one seek to render an image more efficiently by presenting to the user 
only what would be perceptible and thus saving computational resources that 
would otherwise have been wasted. In implementing multiresolution rendering, 
one must be able to encode and to selectively retrieve different level of details 
(LoD) of a scene or object during a rendering pass. Intuitively, the idea is to select 
a high LoD for objects or surfaces whose details are likely to be seen well by the 
eye and to select a lower LoD for other objects or surfaces. 
Of course, multiresolution technique is inherently tied to work in human 
perception. Much of the perception issue relate to the selection of a LoD given a 
certain user state and the state of the scene or object being viewed. On the other 
hand, the focus in this thesis is on the algorithmic aspect of multiresolution 
technique. Specifically, the author is concerned with studying and designing 
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multiresolution-capable rendering algorithm specialized for ray tracing of point-
based geometry. 
A point-based geometry is an object that comprises of point samples. In this 
thesis, it will be interchangably refered to it as a point set. In fact, frequently in this 
thesis, a ray tracer specialized for point-based geometry shall be frequently refered 
to as a point set ray tracer, rather than a point-based geometry ray tracer. 
The author is interested in point-based representation as for a number of 
years now, points have been the representation of choice for models of very high 
geometric complexity or very high appearance granularity. Typically these models 
are obtained from laser range and optical scanners (Levoy et al 2000), 
procedurally generated (Stamminger and Drettakis 2001) or sampled from a 
polygon-based geometry (Grossman and Dally 1998, Pfister et al 2000). With a 
point-based representation, the surface of a 3D object is described by a set of 
sample points without further topological information such as triangle mesh 
connectivity. It has been shown before that the lack of topological information leads 
to simpler and more efficient rendering (Grossman and Dally 1998, Rusinkiewicz 
and Levoy 2000), simplification (Pauly et al 2002), level-of-detail control 
(Rusinkiewicz and Levoy 2000, Chen and Nguyen 2001, Stamminger and Drettakis 
2001 ), and texturing (Pfister et al 2000) for very complex models. 
The approach commonly used to directly view a point-based geometry is 
splatting (Pfister et al 2000, Zwicker et al 2001 ). In splatting, the basic idea is to 
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iterate through the points in the point set and compute its projection onto the 
screen. A splatting-based point set viewer, examples of which include QSplat 
(Rusinkiewicz and Levay 2000) and Pointshop (Zwicker et al 2002), can typically 
run at an interactive frame rate on a computer system with recent consumer 
graphics hardware. While, it is fast and easy to view a point-sampled geometry 
using splatting, it is nontrivial and expensive to use the technique to create 
advanced accurate lighting effects such as shadows and self-shadowing, 
reflection, and global illumination. On the other hand, ray tracing, being based on 
the simulation of light rays through a 30 environment, can quite easily model such 
effects. 
However, ray tracing tends to be slow. The reason is that while in splat-
based rendering, one projects from points onto the screen, in ray tracing, one 
projects from individual pixels in the screen onto the points. For each frame or 
image to be rendered, a ray is formed going through each pixel and intersected 
against the point set. Hence, while in splatting, one processes the list of points 
once per frame, in ray tracing, one processes it once per pixel. And since, a point-
based geometry can contain millions of points and for anti-aliasing more than one 
ray is casted per pixel, ray tracing of such a dense geometry can take up much 
computational resources. 
Still, animated movies (Toy Story, Over the Hedge, and virtually all others) 
and a great many video clips for computer games were all successfully created 
using methods based on ray tracing. Hence, much effort has been exerted 
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research-wise, to improve ray tracing speed and to bring the ray tracing technique 
closer to the realms of interactive real-time usage on an ordinary personal 
computer. 
Methods that have been reported in the past on improving the performance 
of ray tracing include using specialized spatial data structure (Glassner 1989, 
Havran 2001 ), exploiting ray coherence (Wald 2004, Reshetov et al 2005), tuning 
memory and cache performance (Yoon and Manocha 2006), and using parallel 
computation technology (Wald 2004). A spatial data structure partitions memory 
space into cells in order to speed up the process of traversing a ray to search for 
the closest intersection with a surface. Exploitation of ray coherence works 
because rays close together tends to hit the same portion of a surface, and hence 
they share parts of the computation involved. Tuning memory and cache 
performance can improve overall ray tracing performance especially when dealing 
with large data set, as if memory and cache are not managed wisely, the ensuing 
cache miss and disk crashing will tend to bog down any ray tracer. Finally, parallel 
computation is an attractive approach for speeding up ray tracing as the algorithm 
is quite well-known to be trivial to parallelize. 
Only as recently as 2003 has there been attempts to exploit multiresolution 
methods in ray tracing (Stoll et al 2006, Yoon et al 2006, Christensen 2003). 
Multiresolution ray tracing methods reported thus far have been tailored for 
polygonal scenes. However point-based geometry has a different demand as it is 
geometrically a different representation. Hence, the author's primary motivation in 
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this thesis is to further improve the state-of-the-art in visualization of point-based 
geometry by investigating a multiresolution approach to its ray tracing. 
1.1. Research Scope 
It should be highlighted that in this thesis, the primary concern is with the 
algorithmic aspect of multiresolution ray tracing. As such, only a simple model for 
LoD selection, the aspect of the system that is most tied up to human perception 
study, is used. Hence, the author does not perform any human perception study. A 
survey of existing work in this concern is however provided in Section 2.3.1. 
Furthermore, as far as geometric representation is concerned, this thesis is 
focused on point-based geometry. Hence the methods investigated are specialized 
for point-based geometry. The author made neither substantive investigation nor 
strong claim as to whether the methods, results or conclusions to be reported in 
Chapter 3 and 4 apply for other geometrical representation such as polygonal 
meshes or NURBS surfaces. 
1.2. Research Objectives 
The work as presented in this thesis started out with a mission to improve 
the state of the art in ray tracing of point-based geometry. The general strategy is 
to improve the performance of existing data structures for ray tracing by employing 
multiresolution technique. Two data structures are selected. One is the bounding 
volume hierarchy (BVH), and the other is the kd-tree. The BVH is a simple data 
structure that is widely implemented in many ray tracers. On the other hand, the 
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kd-tree is widely considered to be the state-of-the-art data structures and is 
implemented in high-performance ray tracing engines such as the OpenRT (Wald 
2005). Hence, improving the performance of these two data structures for ray 
tracing would have significant impact in the area of ray tracing. 
The objectives for the work presented in this thesis can then be succinctly 
stated as follows: 
i) To improve the performance of BVH-based ray tracing of point-
based geometry by using multiresolution technique. 
ii) To improve the performance of cost-optimized kd-tree based ray 
tracing of point-based geometry by using multiresolution 
technique. 
1.3. Contributions 
Two general contributions are made in this thesis. First, it is shown how 
multiresolution method can be used to improve the performance of a BVH-based 
ray tracer. While the incorporation of multiresolution method into a BVH-based ray 
tracer is by itself a novelty, the author notes the following specific contributions: 
• Adaptation of a technique from splat-based rendering to compute the 
level-of-detail information stored in the nodes of the BVH tree, 
• Adaptation of a technique from splat-based rendering to use the level-of-
detail information stored in the nodes of the BVH to perform backface 
culling, and 
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• The use of non-spherical shapes to bound nodes which is unlikely to 
project to a pixel area on the screen smaller than a predefined threshold 
value. 
Secondly, a method is presented for integrating multiresolution method into 
a ray tracer that has already been accelerated by use of a cost-optimized kd-tree. 
While this integration is by itself a novelty, the author notes the following specific 
contributions: 
• Adaptation of a technique from splat-based rendering to compute the 
level-of-detail information stored in the nodes of the kd-tree, and 
• A new variant of ray-surface intersection scheme that is faster compared 
to existing methods. 
1.4. Thesis Organization 
The rest of this thesis is organized as follows: In Chapter 2, a sampling of 
related background material is provided. In Chapter 3, work on integrating 
multiresolution capability into a ray tracer based on bounding volume hierarchy is 
discussed. In Chapter 4, a study on integrating the capability into a ray tracer 
already accelerated by a cost-optimized kd-tree is presented. Finally in Chapter 5, 





In this chapter, a sampling of background materials relevant to work on 
multiresolution ray tracing of point-based geometry is provided. In particular, the 
author presents in this chapter an overview of point-based representation, an 
overview of the ray tracing algorithm, and that of multiresolution technique. 
2.1. Point Based Geometry 
The idea of using points as the basis geometric representation dates back 
even before the age of 30 scanning technologies. Points became popular in 
particular with the introduction of particle systems. Early works involving this 
primitive include the modeling of smoke (Csuri et al 1979), clouds (Blinn 1982), fire 
(Reeves 1983), and trees (Smith 1984). In 1985, Levay and Whitted (1985) 
proposed points as a universal modeling primitive and presented algorithms 
allowing for anti-aliased rendering. The use of points for non-fuzzy models, 
however, reemerges in recent years, and this is especially attributed to the need to 
deal with massive data set gathered from 3D scanning devices. These 30 
scanning devices use various technologies to digitize a physical object. These 
technologies are reviewed in the following subsection. 
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2.1.1. 3D Model Digitization 
There exist a variety of approaches to digitize the shape of an object. 
Whatever the approach, the shape is typically acquired as a set of coordinates 
corresponding to points on the object's surface. These coordinates measure the 
distance or depth of the point from a measuring device, and are called range 
values. The measuring device is accordingly called a rangefinder and the data 
acquired is called range data. Three dominant classes of acquisition technologies 
will be briefly discussed: stereo imaging, Coordinate Measuring Machines (CMM) 
and optical triangulation. 
In stereo imaging (Szeliski 1999), the idea is to capture 20 images of 
objects from different viewpoints and to use the known camera coordinates in each 
case to reconstruct the shape of the objects from the photographs. Automatic 
reconstruction addresses issues like finding corresponding objects in different 
images (correspondence), telling objects apart from each other (segmentation), 
identification of similar areas (region detection) and identification of boundaries 
(edge detection). 
CMM (Bosch 1995) on the other hand, takes a brute force approach by 
having mounted, movable touch probes scan the entire surface of an object. The 
movement of the probe with respect to a reference point is tracked, so that the 
location of a contact point can be calculated. CMMs are precise and accurate. 
These have, in fact, led to it being the industry standard for manufacturing 
applications. However, the machinary needs a human operator, the handling 
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clumsy, and the scanning process is typically slow. 
In optical triangulation (Venuvinod et al 2003), a light source, typically laser, 
projects light onto a surface. A sensor then catches the reflected light rays and 
determines their direction. As the positions of the light source, the sensor, and the 
direction of projection are known, the point of intersection of the projected and 
reflected rays can be found. The intersection point gives the range value for the 
surface point that the projected ray hit. By translating or rotating the surface 
through the beam, or by sweeping the beam across the surface, one can then 
acquire the range data for the entire object. 
Whatsoever the method deployed in digitization, one has to note that 
conceptually, in the same way that pixels form the digital elements of 20 images, 
the point samples acquired are the atomic units that collectively describes object 
geometry and appearance. In fact, a point set is, mathematically, a piecewise 
constant surface approximant. What this means is that the point set approximates 
a surface in a linear way, and that the qua1'1ty of the approximation is proportional to 
the average spacing h between the point samples p1. Hence, the approximation 
error of a point set is of the order O(h) (Davis 1975). Consequently, the number of 
point samples required to cover a surface is proportional to the surface area. 
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2.1.2. Computing Local Neighborhood 
For a number of modeling and rendering operations, information on the local 
neighborhood of each sample point in a point set is needed. For example, to 
compute the normal vector for a sample point, one needs to gather information 
about points in its local neighborhood. There is, however, no connectivity 
information explicitly stored in a point-sampled geometry. Hence, given a sample 
point, one cannot directly compute its neighbors. 
There two possible approaches in which these local neighborhoods may be 
constructed; using Euclidean neighborhoods or using k-nearest neighbors. In the 
first approach, all the point samples within a certain radius around a query point 
are defined to be its neighbors. The output from this method is however dependent 
on the sampling density of the surface, as noted by Amenta et al (1998). There 
may be too many or too few neighbors found within a particular region of a surface. 
Furthermore, as also noted by Amenta et al (1998), the neighborhood estimate 
would be erroneous if two separate surfaces or regions of a surface were located 
spatially close to each other. 
On the other hand, if the surface is sufficiently dense, and the sampling 
satisfies certain sampling criteria, especially adaptation to the local feature size, 
the second approach - k-nearest neighbors - provides reliable neighborhood 
information. In fact, Amenta et al (1998) provides a formal proof for the stability of 
the neighborhood estimate if the sampling criteria is fulfilled. 
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The k-nearest neighborhood can be computed efficiently by using a 
hierarchical space partitioning technique such as kd-tree. The kd-tree in this 
context is a multidimensional search tree for points in k dimensional space. For the 
purpose of ray tracing, the value of k is 3. One may understand the kd-tree data 
structure to be an extension of the binary search tree. In a traditional binary search 
tree, records are defined by only one key. In a kd-tree for point based geometry, 
records are defined by 3 keys, corresponding to the x,y and z coordinates of point 
samples within the geometry. Similar to a traditional binary search trees, records 
are inserted and returned using relational operators namely less than ( <) and 
greater than (;::) operators. However, in searching through the kd-tree, the key that 
determines the subtree to use (i.e. left or right) varies with the level in the tree. At 
level L, key number L mod 3 + 1 is used, where the root is at level 0. Therefore, the 
first key (x coordinate) is used at the root, the second key (y coordinate) at level 1, 
and the third key (z coordinate) at level 2. The search process reverts to the first 
key at every 3 levels. 
2.1.3. Computing Normal Orientation 
The normal vector of a point on a surface indicates the orientation of the 
surface at that point This vector is needed, for example, when computing the 
amount of light reflected from the point in consideration. Hence, it is important to 
consider how one would compute normal vectors for points in a point-based 
geometry. 
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The mechanics of computing the normal vector for points or vertices in a 
triangle mesh is well-known. Given a vertex in a triangle mesh, the first step is to 
compute the normals of the triangles adjacent to it. The normal of a triangle is 
computed by taking the cross product of two non-collinear vectors on its plane. The 
second step is to compute the normal vector for the vertex in concern by taking a 
weighted average of the normal vectors of the adjacent triangles. 
For a point-sampled geometry, there is no edge connectivity information as 
is the case for a triangle mesh. Instead one first computes the local neighborhood 
of a point and then one applies Principal Component Analysis based on 
information in that neighborhood to derive the normal vector for that point. Let Po 
be a sample point and {p1, ... , Pk) its nearest neighbors. The covariance matrix is 
given by 
k 
c := L(P;- p)(p;- p)T E 9\Jd 






The covariance matrix C is symmetric and positive semi-definite. A 
symmetric matrix, A, is a square matrix that satisfies: 
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Equation 2.2 
where A r is the transpose of A. 
A positive semidefinite matrix is a square matrix satisfying certain properties 
and whose eigenvalues are all nonnegative. For a detailed exposition of this 
concept, the reader is referred to (Lang 1997). For the purpose of this thesis, it 
suffices to say that the properties of the matrix C is such that the eigenvector 
corresponding to its smallest eigenvalue gives an estimate for the normal direction, 
and hence the normal vector. 
Note that this determines the normal vector up to its sign only- the normal 
vector may be oriented either inward or outward. A consistent orientation over all 
sample points may be constructed by propagation along a minimum-spanning tree 
as done in (Hoppe et al. 1992). 
2.1.4. Splatting Point Samples 
An important task in point-based Computer Graphics is that of rendering a 
point-based geometry so that it appears to comprise of smooth continuous 
surfaces rather than a discrete collection of points. 
The focus in this section is on rendering via splatting. The simplest possible 
approach to splat is to simply render the point set as a collection of closely spaced 
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point primitives viewed orthographically. This can be done using a programming 
library such as OpenGL. Dense sampling is required due to the insufficient object-
space approximation power of purely point-based representations. 
The earliest systematic account of how one may render points for objects 
traditionally represented by polygons is that by Levey and Whitted (1986). Levey 
and Whitted delved into detailed discussion on the concept of 'splatting'. They 
noted that splatting - the projection of point samples onto the image plane -
require that each projected point contributes to more than one pixel. 
Not much was heard again about the work of Levey and Whitted until 1998, 
when Grossman and Dally again proposed the idea of decomposing 3D models 
into point samples. Instead of a completely unorganized point cloud, they used a 
set of depth images that are orthogonally sampled from a given input geometry, as 
illustrated in Figure 2.1. Each pixel in each depth image is a surface sample 
containing geometric position and (view independent) surface color. To prevent 
gaps in images rendered due to the discrete nature of the point samples, 
Grossman and Dally (1998) proposed the use of a multi-layered depth buffer. 
Image 
Figure 2.1: Grossman and Dally (1998) Point Samples Projection 
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Zwicker et al (2001) visited again the concept of splatting. They called points 
on the surface of the sampled geometry a surface splat. In the basic form, a point p 
has a normal vector n and a radius r, and could thus be described as an object-
space circular disk. To better deal with the curved surfaces, elliptical splats, instead 
of circular splats, are used. Figure 2.2 illustrates both circular splat and elliptical 
splat. The two attributes defining an elliptical splat are namely its two tangential 
axes u and v and the respective radii. If the two axes coincide with the principal 
curvature directions of the underlying surface, and the radii are inversely 
proportional to the minimum and maximum curvatures, then the local 
approximation attained is optimal. 
a) b) 
Figure 2.2: a) Circular Splats and b) Elliptical Splats 
Kobbelt and Betsch (2004) discussed a number of properties of splat-based 
surface representation. They drew from differential geometry to note that elliptical 
splats form the best local approximant to a smooth surface. They further compared 
between splat-based and triangle mesh representation. A splat-based 
representation is similar to a triangle mesh representation in that each individual 
splat is a piecewise linear surface primitive. Hence, a splat-based representation 
provides the same quadratic approximation order as a triangle mesh 
representation. Further, just as for a triangle mesh representation, the sampling 
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density for a splat-based representation of a surface can be adjusted according to 
the surface curvature. This adjustment is such that highly detailed regions are 
sampled with a higher density of splats, while flat surface regions are sampled 
more sparsely. A notable difference between a splat-based representation and a 
triangle mesh representation is that a triangle mesh representation has C0 
continuity while a splat-based representation need not be so. A splat-based 
representation however, is C1 continuous. Hence, it is able to approximate a 
surface and yet at the same time provides the same topological flexibility as pure 
point clouds. In all, Kobbelt and Botsch (2004) noted that elliptical splat-based 
representation is a form of surface representation better than triangle meshes. 
A primary limitation of splats is in representing sharp features, such as 
edges or corners in an engineering model. For splat-sampled surfaces, insufficient 
sampling lead to alias artifacts, and in many cases, such artifacts cannot be 
removed by simply increasing the sampling density (Kobbelt and Botsch 2001 ). 
Kobbelt and Botsch (2001) presented a way to solve the problem by aligning the 
sampling with the principal curvature directions of the underlying surface. Pauly et 
al (2003) further showed that if surface splats are to represent a sharp feature, all 
splats that sample the feature have to be clipped against one clipping line if the 
feature to be represented is an edge or two clipping lines if the feature to be 
represented is a corner. 
Another approach to the aliasing problem is by using the moving least-
squares (MLS) technique proposed by Levin (1998). The MLS technique 
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interpolates a given set of point samples using local higher order polynomials and 
has been applied to point-based methods by Alexa et al. (2001 ). An MLS surface is 
defined by using a projection operator that projects points from a vicinity B of the 
MLS surface onto the surface itself. 
MLS surfaces can be used to define a smooth surface from a set of points, 
and have been shown by Alexa et al (2001) to be versatile as a tool to generate 
additional sample points on a point sampled surface, e.g., for up- or down-
sampling a model, for low-pass filtering it, or for mapping points back onto the 
initial surface after local restructuring. However, rendering them, for example by 
up-sampling, is quite involved and does not map to graphics hardware. 
A point-based geometry contains a certain amount of noise. For such 
geometry, a rendering method proposed by Kalaiah and Varshney (2001) may be 
more suitable than a splat-based approach. They build a hierarchy over a given set 
of point using Principal Component Analysis (PCA) of the geometry attributes, 
followed by k-means clustering. Each node in the hierarchy represents a set of 
points. To render the data set, points in viewable nodes are generated using quasi-
random sampling. The viewable nodes are then rendered by splatting the 
generated points. 
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2.2. Ray Tracing 
The idea of using ray shooting for computing images is as old as 1968, 
beginning with the work of Arthur Appel (Appel 1968). Appel introduced it as an 
alternative method for solving the hidden surface problem in rendering solid 
objects. Ray tracing is now an important technique for the creation of photorealistic 
images given a synthetic scene or model description. In ray tracing, as illustrated in 
Figure 2.3, one follows the path of a ray as it travels from the eye point through a 
pixel in the viewing window to the objects in the scene and on to the light sources 
illuminating the scene. 
\:>.06 ~ Light source 
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Figure 2.3: The Ray Tracing Concept 
Algorithmically, ray tracing takes on the form as shown in the following 
pseudocode: 
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For each pixel in image, 
Form a ray that passes through the pixel 
Intersect the ray against each object in the scene 
If there is an intersection 
Color the pixel according to intersection surface property 
Else 
Color the pixel with a background color 
Pseudocode 2.1: The Ray Tracing Algorithm 
The key part in the ray tracing algorithm is where one intersects a ray 
against the objects in a scene. There are two basic problems in doing such 
intersection. First of all, one needs to know how to compute the intersection 
between a ray and an object. The way in which this is to be done depends on the 
geometric primitives involved. It will be explained in the next subsection on how 
this intersection can be done for a point-based geometry. Secondly, one needs to 
search for the closest point or cluster of points that is intersected by the ray. One 
could do so in an exhaustive brute-force manner by simply iterating through the list 
of points in an input point-based scene and finding which is the closest to the ray 
origin along the ray direction. However, given that there could be millions of point 
primitives in a scene, it is important for the search to be done in an efficient 
manner. 
2.2.1. Ray-Surface Intersection 
This section considers ray-surface intersection in the context of point-based 
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geometry. A point-based geometry comprises of a set of point samples. There is a 
fundamental issue in applying ray tracing to a point set A point, mathematically, 
has neither volume nor area. A ray is thin. Hence, the chance of a thin ray hitting a 
mathematical point is practically nil. To deal with this problem in a practical 
manner, previous works point to a few options: 
1) consider each point as defining a small surface area (Schaufler and 
Jensen 2000) 
2) consider using a thick ray, instead of a thin one (Wand et al 2003) 
3) use the original points to define a continuous surface (Adamson and 
Alexa 2003, Wald and Seidel 2005) 
Option 1 
The first option is the simplest and fastest among existing approaches, and 
hence is the first approach that the author implemented in his ray tracer. This shall 
be referred to as the Schaufler-Jensen (SJ) approach. Corresponding naturally to 
the way in which a 3D digitizer scans a physical surface, one associates a disk with 
each point Pi, 0 :> i :> n, where n+1 is the number of points in the input geometry. 
The disk has a certain normal, Ni, and radius, r,, associated with it The disk is 
centered at the point Pi at location p,. The equation of a plane covering the disk is 
given by: 
xN, + yNv + zN: + D = 0 
. . ............ Equation 2.3 
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where x, y, and z are the free variables of the equation, Nx, Ny and Nz are the 
components of the normal N,, and 0 is a real number which is unique for a given 
plane. 
The parametric form of a ray r is given by: 
r(t) = o+td,O:::; t .................... Equation 2.4 
where o is the ray's origin, d the direction vector, and t the parameter. 
The standard ray-plane intersection calculation computes t as follows: 
t= -(Nxox+Nvov+N=o=+D) 
Nxdx + Nydv + Nzdz ......... Equation 2.5 
Substituting t into the parametric form of the ray, one obtains a positional 
value, /. One then check the distance, s, between I and p,. If s < r;, the ray does 
intersect with the disk representing the point P. Otherwise, there is no intersection. 
Figure 2.4 illustrates an example intersection. 
disk 
ray 
Figure 2.4: Ray-Disk Intersection 
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Considering points as disk results in a simple and fast ray-surface 
intersection computation. However, if one intersects with only a single disk, in the 
rendered image, disks may be seen sticking out, especially at curved area. The 
cause of this problem is that the area representing each point actually overlaps, as 
shown in Figure 2.5. 
Figure 2.5: Points as Overlapping Disks 
To alleviate the problem, one intersects the ray with each of the point 
primitives. From each intersection, the corresponding attributes (eg. position, 
normal), attrib;, are then interpolated according to the following weighing scheme 
used by Schaufler and Jensen (2000): 
tt 
.b L,attrib;*lll-p;ll 
a rz = ="--o=-------
L;IIl-p;ll .................. Equation 2.6 
The computed intersection point is slightly dependent on the direction of the 
incoming ray But this, in the author's experience and as also reported by Schaufler 
and Jensen (2000), is not perceptually visible. However in casting shadow rays, 
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this must be taken into account, and a shadow offset must be used. Similar 
adjustments are also required for reflected and transmitted ray. 
Option 2 
The second option, reported by Wand et al (2003), is more expensive than 
the first, as its focus is on anti-aliased ray tracing of polygonal scene rather than 
fast ray tracing of point-based geometry. Points are used to accelerate the ray 
tracing process. The approach will only be briefly described here. 
To obtain the intersection between a point sample p and a cone ray r, as 
described by Wand et al (2003), one first expresses the point in ray coordinates. 
To do this, the vector, d, between p and the ray origin is computed. Note that the 
vector d here does not describe the actual ray direction. Instead, it describes the 
direction from the ray origin to the point p. The scalar product between d and the 
ray orthogonal coordinates n,, u, and v, (see Figure 2.6) expresses the point 
coordinates in ray coordinates. 







ray cone boundary 
------
Figure 2.6: Ray Coordinate System 
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The n, coordinates will then be the ray parameter tat the point in the ray to 
which the sample point orthogonally projects to. A weight is then calculated for the 
point p using an elliptical Gaussian filter (Zwicker et al 2001 ). 
Option 3 
The third option offers the most accurate ray-surface intersection for point-
based geometry. Using this option, one locally blends points together (Alexa et al 
2001) into a form of implicit surface known as point set surface (PSS). In Adamson 
and Alexa (2003), the surface definition is based on a projection operation that 
constructs local polynomial approximation. Hence, to intersect a ray with the 
surface, one can use established methods for ray-polynomial intersection such as 
New1on iteration (Hart 1993) However, the overall framework is computationally 
expensive, especially in the context of ray tracing. 
Wald and Seidel's (2005) simplified the idea to enable real-time ray tracing. 
The radius, r;, associated with the location, p;, of each point sample, P;, defines a 
spherical radius of influence with the following function define the fall-off of its 
influence: 
w,(x) = W(llx- P;ll) 
r, 
............. Equation 2. 7 
where x is any location in 30 space. 
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W(r) defines a non-increasing weight function. For fast ray tracing with large 







................. Equation 2.8 
To intersect a ray with the point samples, one performs a ray marching by 
take k samples 10 , 11, ... along the ray. At each sample ray point, 11, the weighted 
average of the positions of the point samples surrounding the position x at the ray 
parameter 11 is computed as follows: 
_( ) :Lw,(x)p, 
p X= 
:Lw,(x) .......... Equation 2.9 
The weighted average of the normals of the point samples surrounding f) is 
computed as follows: 
"w(x)n 
n(x) = L. ' i 
:Lw,(x) ........ Equation 2.10 
The average position and normal defines a local plane approximation to the 
surface implicitly defined by the point samples. Hence, when one marches along 
an intersecting ray, one stops when the sign of the implicit function at a particular 
step l1+1 differ from that at 1,. When such a point is arrived at, one linearly 
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interpolates between t, and t;+J. If a kd-tree is used for the ray-space traversal, the 
interval over which to march is already known from the ray-tree traversal without 
any further effort. 
In the author's early experiments with the approach of Wald and Seidel 
(2005), it is found that the method is numerically problematic. Specifically, in dong 
the ray marching, even though Wald and Seidel (2005) reported that only 4 ray 
samples are necessary for their models and viewing setup, the author finds in his 
own experimentation that it is sometimes insufficient. Undersampling along the ray 
leads to the ray missing entirely part of the surface of an object, and holes result in 
the rendered image. Instead, up to 12 samples or even more may be necessary. 
Furthermore, even though the PSS method is supposed to define a continuous 
surface over the model, the simplification made by Wald and Seidel (2005) leads to 
an image quality not better than that obtained by using the SJ approach. Examples 
of images produced using Wald and Seidel's adaptation of the PSS and that using 
the SJ are shown in Appendix B. 
2.2.2. Acceleration Data Structure 
An acceleration data structure is a data structure designed to efficiently find 
the intersections of a ray with a scene consisting of a set of geometric primitives. 
Much effort in the past has focused on efficient data structure to accelerate the ray-
object intersection search. Arvo and Kirk's chapter in An Introduction to Ray 
Tracing (Glassner 1989) summarizes the state of the art as of 1989 and still to this 
day provides an excellent taxonomy for categorizing different approaches to ray 
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intersection acceleration. 
Clark (1976) first suggested using bounding volumes to cull collections of 
objects for standard visible-surface determination algorithms. The bounding 
volume is simple conceptually and is commonly in use nowadays, by itself or in 
conjunction with other acceleration data structure. It is basically a simple geometric 
primitive (such as a sphere or an axis-aligned box) that can be intersected with 
very quickly. For each complex object in the scene, one tightly encloses it with a 
bounding volume. Then before one tests a ray against any complex object, one 
tests the ray first against its bounding volume. If a ray does not hit a bounding 
volume, then it cannot possibly hit the object contained within. 
The bounding volume hierarchy (BVH) is a logical extension of the idea of 
bounding volume. Here bounding volumes are computed and stored that enclose 
and bound other bounding volumes, and the process is repeated recursively until 
eventually a tree of bounding volumes is formed. The scene is then ray traced by 
first testing a ray against the nodes in the tree in a downward manner starting from 
the root Rubin and Whitted (1980) developed the first hierarchical data structures 
for scene representation for fast ray tracing. Their method depended on the user to 
define the hierarchy, however. Goldsmith and Salmon (1987) then described an 
algorithm for automatically computing bounding volume hierarchies and were the 
first to apply techniques for estimating the probability of a ray intersecting a 
bounding volume based on the volume's surface area. 
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The BVH structurally organizes objects in a scene into a tree data structure. 
Glassner (1984) introduced the use of octrees for ray intersection acceleration, the 
first spatial data structure that subdivides the space containing the scene rather 
than just organize the scene data itself. In 1995, Whang et al introduced a variant 
of octree called Octree-R. The Octree-R allows arbitrary positioning of the splitting 
planes inside the interior nodes, hence allowing for greater flexibility in handling 
complex scenes. 
Kaplan (1985) described the f1rst use of the kd-trees in 1985. Kaplan 
described a tree construction algorithm where splitting always occur down the 
middle of a node. Jansen (1986) developed an efficient ray traversal algorithm for 
kd-trees. Arvo has also investigated this problem and discusses it in a note in Ray 
Tracing News (Arvo 1988). MacDonald and Booth (1990) then introduced a better 
approach for building trees. They estimated ray-node traversal probabilities using 
relative surface areas. Sung and Shirley (1992) describe a ray traversal 
algorithm's implementation special'1zed for a BSP-tree acceleration data structure 
but applicable as well for a kd-tree. Naylor (1993) and Havran and Bittner (2002) 
revisited many of these issues and introduced useful improvements. Hurley et al 
(2002) suggested a simple but effective optimization; adding a bonus factor for tree 
nodes that are completely empty. Pharr and Humphreys (2004) describes a kd-
tree implementation that incorporates many of the prior work on tree data structure 
for ray tracing. 
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Other approaches are based on volumetric data structure. Fujimoto, Tanaka 
and Iwata (1986), in particular, were the first to introduce uniform voxel grids for ray 
tracing. Snyder and Barr (1987) described a number of key improvements to this 
approach and showed their use for rendering extremely complex scenes. Cazals et 
al (1995) and, Klimaszewski and Sederberg (1997) developed the first hierarchical 
grids. 
Given the multitude of acceleration data structures over the past 20 years, 
one big issue to address when implementing a ray tracer is the choice of 
acceleration data structure to use. While all of these methods generally have the 
same computational complexity of O(N log N), their actual performance varies 
depending on the input scene, the actual coding, the hardware platform and the 
anti-aliasing technique employed. In 2001, however, Havran (2001) in his landmark 
PhD dissertation reported on an extensive empirical experimentation with many of 
the data structures and come to the conclusion that the kd-tree statistically perform 
at least comparably to any other technique for a general scene. Hence, though 
much of the earlier literature (prior to year 2001) on high-end ray tracing reports on 
the use of octree, in practice, nowadays, kd-tree is most commonly used for high-
performance software ray tracing of surface scenes. Uniform grid is also widely 
used nowadays. However, this is due to its simplicity and its suitability to be 
programmed on top of or integrated into hardware circuitry. 
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While both kd-tree and uniform grid are widely used nowadays, they are 
both unsuitable for animated scene due to the large preprocessing time required. 
In very recent work (Wald et al 2006, Wachter and Keller 2006), however, it has 
been shown that BVH is more suitable for real-time ray tracing for animated 
scenes. 
2.2.3. Other Approaches to Accelerate Ray Tracing 
Aside from work investigating better acceleration data structures, there has 
also been work aimed at improving the overall performance of ray tracers and its 
existing data structures. These work include those aimed at improving cache 
memory performance (Yoon and Manocha 2005), casting rays in bundles rather 
than individually (Wald et al 2001, Wald et al 2003, Wald 2004, Reshetov et al 
2005), and exploiting parallel computation (Wald et al 2001, Purcell et al 2002, 
Wald et al 2003, Wald 2004) 
In modern architecture, cache memory plays a very important role in 
determining the performance of a real-time system that needs to process large 
amount of data. For such a system, cache misses are costly. Hence, improving 
cache-hit ratio improves the runtime performance of a ray tracer. Yoon et al (2006) 
studied the cache issue in the context of a kd-tree based ray tracer. They compute 
a cache-coherent layout of the kd-nodes by interpreting the kd-tree as a graph that 
represents the expected runtime access patterns. The layout describes how the 
nodes in the kd-tree are mapped to locations within an array. The quality of the 
layout depends on the structure of the input graph. In order to predict the runtime 
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behavior of graph traversal, they compute the probability that a node will be 
accessed given that its parent node has been accessed before, based on their 
geometric relationship. In their experimentation with massive triangle-based 
models (32 M - 256 M triangles), Yoon et al noted a rendering performance 
improvement of between 10 % and 60% when the cache-coherent layout is used. 
Another approach to improve ray tracing performance using existing data 
structures is to trace rays in bundles. The objective in tracing rays in bundles is to 
reduce the overall number of operations involved in the ray tracing process. 
Significant rendering improvement is obtained if the method is implemented using 
Single Instruction Multiple Data (SIMD) computing feature available in certain 
modern processors. The SIMD capability makes it possible to perform multiple 
mathematical operations at once. Using this feature, Wald et al (2001, 2003) and 
Wald (2005) performed calculations on four rays at the cost of one, and with a 
careful implementation and a close attention to cache coherence, noted a 
performance improvement by a factor of more than 15. 
Reshetov et al (2005) showed how even more rays can be bundled and 
processed at once, by using hierarchical beam structures that serve as proxies for 
collections of rays. Each beam is tested against a kd-tree representing the overall 
scene in order to discard from consideration the subset of the kd-tree (and hence 
the scene) that is guaranteed not to intersect with any possible ray inside the 
beam. This allows for all the rays inside the beam to start traversing the tree from 
some node deep inside thus eliminating unnecessary operations. The original 
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beam can be further subdivided, and one can either continue looking for new 
optimal entry points for the sub-beams, or one can decompose the beam into 
individual rays. 
Note that for ray tracing of finely tessellated model, ray tracing in bundles 
may not be cost-effective as the rays are likely to hit different geometric primitives 
and hence different nodes in the tree. Yoon et al (2006), however, in implementing 
the method in their ray tracer, reported that the incorporation of multiresolution 
representation into the tree alleviates this problem. 
A parallel computing approach is another way to improve ray tracing 
performance. Due to its high degree of parallelism, there has been much work on 
parallel ray tracing. Muuss et al (1995) and Parker et al (1995) were the first to 
show that interactive ray tracing is possible by massive parallelization on large 
shared memory supercomputers. More recently, Wald et al. in an extensive series 
of publications (notably Wald et al 2001, Wald et al 2003, Wald and Seidel 2005) 
demonstrated that interactive frame rates could also be achieved on commodity 
PC clusters. 
While truly parallel system allows for real-time ray tracing, the set up cost is 
often very high. More interesting and more economically feasible are efforts to 
parallelize ray tracing by making use of graphics processing unit or GPU. A 
representative work in this respect is that by Purcell et al (Purcell et al 2002). 
Purcell et al have shown that ray tracing can be realized on relatively cheap GPUs. 
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Purcell treats a GPU as a massively parallel, highly efficient streaming processor. 
Here, the recursive ray tracing algorithm is first reformulated as a stream 
processing task, by expressing the core algorithms of ray tracing - i.e. traversal, 
intersection, and shading- as small kernels that operate on a stream of pixels and 
textures, where each pixel corresponds to exactly one ray. The different kernels 
can then be implemented using pixels shaders, and can be executed by applying 
the respective pixel shader to the pixels of a screen-aligned quad. 
The author's own work as presented in this thesis introduces no new data 
structure. Rather, the objective is to improve the performance of data structures 
that already exist. Hence, the multiresolution approaches to be presented in 
Chapter 3 and 4 complement rather than compete with the approaches presented 
in this subsection. 
2.3. Multiresolution Rendering 
Multiresolution-based technique has the potential to further speed up ray 
tracing. A multiresolution approach encodes different level-of-details (LoD) of a 
single object. One then casts rays against the finest and most detailed 
representations of surfaces for close up view, and use increasingly coarser 
representations for increasing viewing distance. Recently, there has been effort to 
improve the performance of ray tracers by exploiting multiresolution technique. 
Christensen et al (2003) exploits the method by casting secondary rays against a 
coarse geometric rep of the scene. Stoll et al (2006) and Yoon et al (2006) 
describe the method for real-time ray tracing of polygonal models. While 
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multiresolution method may be relatively new in ray tracing, it has been well 
exploited in rendering system based on rasterization. Common forms of LoD are 
namely static LoDs (Carey and Bell 1997), and image-based representations 
(Decoret et al 2003). A notable survey covering many of the known techniques is in 
Luebke et al (2003). 
Point-based geometry has been shown to lend itself in particular to 
multiresolution rendering (Rusinkiewicz and Levoy 2000, Chen and Nguyen 2001 ). 
Unlike in a triangle mesh, there is no connectivity information stored together with 
the points in a point-based geometry. The lack of connectivity lends more flexibility 
and enables the use of conceptually simple method such as averaging of 
neighboring points to form a new LoD (Rusinkiewicz and Levoy 2000). 
The QSplat system is a representative multiresolution rendering system built 
purely for point-based system. It implements a multiresolution hierarchical data 
structure suitable for point splatting. At each node in the hierarchy, an average 
position, normal, and a normal cone is computed. Rusinkiewicz and Levoy (2000) 
showed how the data structure can be used for view frustum culling, backface 
culling and level-of-detail selection, and discuss a compression scheme for 
reducing the size of each node in the tree. The compression scheme is significant 
due to the large memory requirement of their system. The data structure is laid out 
in a very memory efficient way. The position and radius of a node is quantized to 
13 bits, the normal to 14 bits. The color is quantized to 5-6-5 bit and the normal 
cone to 2 bits. The tree structure uses 3 bits in each node to encode the number of 
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children. Rusinkiewicz and Levoy (2000) noted however that compression does 
reduce the runtime rendering performance of their system. 
Botsch et al (2002) described a similarly highly memory efficient point 
splatting system based on an octree subdivision. The primary focus in the work is 
on compression and quantization. They encoded the point coordinate p as the 
center of a cell in the recursive octree subdivision. A byte-code of the subdivision 
provides the tree branching information at each node. The normal n and the color c 
are quantized to less than 2 bytes and 1 byte respectively. No bounding sphere 
size is used as it is implicit in the hierarchy and a normal-cone semi-angle is 
optionally maintained in non-leaf nodes only. 
Chen and Nguyen (2001) described a multiresolution point splatting system 
that work with hybrid representation. They used point splatting to speed up the 
rendering of distant objects, and triangles for close objects. They noted that when a 
point-based object is viewed very closely, or when there are large, flat surfaces in 
the object, point-based rendering becomes less efficient than polygon rendering. 
The approach of Chen and Nguyen is hence suitable as a speed up method of 
arbitrary triangular meshes. Note however, as has been shown by Alexa et al 
(2001) and Ohtake et al (2003), for a point-based model, it is more efficient to 
model local implicit surfaces than to form triangulations. 
36 
2.3.1 Perceptual Model for Multiresolution Rendering 
There have been a number of works that investigate the question of how to 
optimally specify when a particular LoD should be selected so that the user is not 
aware of any visual change. Perceptually-based LoD techniques consider the 
human visual system as an important factor in LoD management. Generally 
perceptually based LoD is based on visual attention theory. This is a theory that 
seeks to explain the way humans focus their conscious attention. It is commonly 
accepted that two primary factors affect attention: certain visual attractors within 
the environment as well as any predefined tasks that the user is performing. These 
factors are typically labeled bottom-up and top-down processes respectively. Yang 
and Chalmers (2005) traced this idea to a very early paper published in 1890 by 
William James in the journal Principles of Psychology (James 1890). 
In a bottom-up process, the eyes are involuntarily drawn towards visually 
salient features. As shown by ltti et al (1998) and Yantis (1996) in their 
experimental studies, these features are such as sudden movement or abrupt 
change of contrasting colors. A shining red object, for example, is very visually 
conspicuous when it is viewed in the dark. 
One way to quantify saliency is by using a saliency map. A saliency map is 
a two dimensional grey scale image which stores saliency value at each of its 
pixels. Hence white pixels correspond to the most salient objects. Saliency maps 
have been applied in global illumination to speed up the computation involved. Yee 
et al. (2001 ), for example, presented a framework for dynamic environments that 
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determines how much rendering effort should be exerted for the different objects in 
the scene. To do this, Yee et al combined a spatiotemporal error tolerance map 
with the saliency map. 
Apart from using salience map, explicit criteria have also been proposed 
that determines the degree to which an object's detail can be perceived by an 
average human observer. Reddy (1997) proposed categorizing the selection 
criteria into four: 
Distance: an object's LoD depends on its distance from the viewpoint 
(Carey and Bell1997; Chrislip and Ehlert 1995; Vince 1993; Kemeny 1993). 
The further an object from the viewpoint, the less the object's LoD. 
Size: an object's LoD depends on its pixel size, or area, on the display 
screen (Roehl 1995, Wernecke 1993). The smaller the projected image of 
the object, the less its LoD. 
Eccentricity: an object's LoD depends on the extent to which it exists in the 
periphery of either the display device or the user's field of view (Watson et al 
1995, Reddy 1995, Ohshima et al 1996, Funkhouser and Sequin 1993, 
Hitchner and McGreevy 1993). The more the object is within the user's field 
of view, the more its LoD. 
Velocity: an object's LoD depends on its velocity relative to the user. 
Velocity here refers to its velocity across the display device or the user's 
retina (Ohshima et al 1996, Amselem 1995, Funkhouser and Sequin 1993, 
Hitchner and McGreevy 1993). The faster the motion of the object, the less 
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its LeD. 
While for bottom-up visual attention process, one starts with the stimulus in 
the environment, for top-down process, one begins with the state of the mind. The 
top-down processes is the visual phenomenon whereby a person's state of mind 
and behavior determines his or her visual attention. For example, people will focus 
on the ball when they are playing a game of tennis. Mack and Rock (1998) formally 
studied this phenomenon and referred to it as lnattentional Blindness. They 
showed that people would not notice objects in a scene, even if the objects are 
significant, if the objects are not being attended to. Cater et al. (Cater et al 2002, 
Cater et al 2003) and Yang and Chalmers (2005) exploit this psychological 
phenomenon to improve rendering performance while maintaining perceived 
rendering quality. 
Sundstedt et al. (2004) introduced what they termed a task-importance map. 
The task-importance map is basically a 20 image with each pixel ranked according 
to its priority. The ranking takes into consideration both bottom-up and top-down 
visual processes, and it defines the order in which pixels should be rendered, The 
ranked list of pixels is then rendered at different quality levels, with high priority 
pixels being rendered with the highest fidelity. Sundstedt et al. (2004) conducted 
psychophysical experiments that confirmed that participants could not perceive 
different quality levels within the selectively rendered animation frames. 
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In the work presented in this thesis, the author only considers the projection 
size of a cluster of point samples in computing the cluster's LoD. As evident in the 
preceding paragraphs, one could employ a more comprehensive approach 
involving both bottom-up and top-down visual attention processes in computing an 
object's LoD. But the author considers this to be beyond the scope of the current 
work, and discusses future work in this direction in Chapter 5. 
2.4. Summary 
Some background materials relevant to the focus of this thesis have been 
discussed in this chapter. Related works can be grouped into three: point-based 
computer graphics, ray tracing and multiresolution rendering technique. In the 2 
chapters to follow, it is shown how multiresolution rendering technique can be 
applied to improve the performance of ray tracing of point-based geometry. 
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CHAPTER 3 
MULTIRESOLUTION RAY TRACING WITH A BOUNDING VOLUME 
HIERARCHY 
3.0. Introduction 
A Bounding Volume Hierarchy (BVH) is a conceptually very simple data 
structure that was first introduced in (Rubin and Whitted 1980). For a general 
scene, one builds a BVH by computing bounding volumes of elements in a scene, 
and then recursively computing bounding volumes over the resulting volumes. In 
the context of ray tracing of point-based geometry, given a set of input point 
samples, one computes a bounding volume for each of the samples based on its 
radius of influence and then applies the same recursive construction procedure. 
The author's motivation to work on a ray tracer based on BVH is largely due 
to the success of the QSplat point splatting system (Rusinkiewicz and Levey 2000). 
QSplat builds a BVH for its input data sample and uses it to accelerate the splatting 
of point samples. Rusinkiewicz and Levey (2000) showed how the information 
stored in the bounding spheres of the tree can be used for backface culling and 
LoD selection in the context of point splatting. 
It is interesting to note that in the context of ray tracing, a BVH is not in 
particular a very efficient data structure. Havran (2001 ), in carrying out over a 
thousand experiments on various acceleration data structure for ray tracing, noted 
that statistically a BVH has the poorest performance. Nevertheless, due to its 
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simplicity, a BVH is a very commonly implemented data structure for ray tracing. In 
fact, Adamson and Alexa (2003) and Wand et al (2003) reported on the use of this 
data structure in their work on ray tracing of point set. 
Due to the simplicity and popularity of BVH, it is worthwhile to investigate 
ways to speed up ray tracing based upon it. Furthermore, the BVH is a tree data 
structure, as is the kd-tree. Work done on accelerating a BVH-based ray tracer, 
therefore, extends naturally to the more difficult problem of accelerating a kd-tree 
based ray tracer. Hence, the author discusses in this chapter how multiresolution 
technique can be adopted to speed up a BVH-based ray tracer. The approach 
adopted is close to that used for the QSplat point splatting system (Rusinkiewicz 
and Levey, 2000). Specially, the author adapts the following ideas from 
(Rusinkiewicz and Levey, 2000) for use in ray tracing: 
• The BVH data structure and its construction, 
• Computation of node size 
• Backface culling 
In addition to the adaptation of ideas from (Rusinkiewicz and Levey, 2000), the 
author innovates the idea of using non-spherical bounding shape for nodes in the 
BVH tree whose projection size exceed a pre-set threshold. 
3.1. Approach 
The author's approach in incorporating multiresolution capability into a BVH-
based point set ray tracer comprises of two main elements: 1) a preprocessing 
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stage for constructing the BVH, and 2) a rendering stage, where rays are actually 
cast into the tree. The preprocessing stage is done once for each input model, 
while the rendering can be repeated indefinitely for any view point, scene or 
lighting setup. 
A schematic diagram depicting the approach is shown in Figure 3.1. 
Enclosed within the 2 boxes with dashed outlines are techniques that have been 
adopted from other works, while that enclosed within the box with thick outline is a 
novel technique introduced in this work. The details of each stage and technique 
will be presented in the paragraphs to follow. 
I Input I 
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Figure 3.1: Schematic Diagram for Multiresolution Ray Tracing with BVH 
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For the preprocessing stage, one assumes as the input a set of point 
samples that defines or that approximates a shape. Each point contains a 
positional value, a normal vector, a material value and a radius value. The 
positional value, (x, y, z), tells the position of the point in object space. The normal 
vector, (nx, ny, nz), specifies the direction of the normal at the point. The material 
value can be of the form (r, g, b) with the components corresponding to red, green, 
and blue color value respectively. The radius value can be used to assign an area 
to a point, with the assumption that its shape in object space is circular. 
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To build the BVH, the author uses the same algorithm as used in QSplat, 
and as illustrated in Figure 3.2. Given the input point set, one first find the axis of 
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its longest extent. The set is then partitioned along the mid point of the extent, and 
process repeated for each of the resulting partitions. Each partition formed in the 
process is represented by a node in the BVH. If the number of points in a partition 
is larger than a certain threshold, the partition will be further subdivided, and it is 
represented by an interior node. Otherwise, it results in a leaf node. As the tree is 
built up, properties at interior nodes are set to the average of the properties of the 
point samples in the concerned partition. The pseudocode for the tree building 
process used in both the author's system and that in QSplat is as follows: 
BuildTree(input list) 
{ 
if (number of point samples < threshold) 
else 
} 
form a leaf node 
return leaf node 
midpoint = PartitionAiongLongestAxis(input list) 
left_subtree_node = BuildTree(portion of input list below midpoint) 
right_ subtree_ node= BuildTree(portion of input list above midpoint) 
form an interior node that parents left_subtree_node and right_subtree_node. 
return interior node 
Pseudocode 3.1: Building BVH Tree 
To reduce the number of nodes in the tree, as in QSplat, the nodes in the 
tree are combined such that the branching factor or the number of children per 
node becomes 4. 
To traverse the resulting BVH, the author uses an algorithm that is 
structurally similar to that used in QSplat. The basic procedure consists of 
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intersecting a ray against the bounding sphere of a node in the tree. If there is no 
intersection, one does not need to recurse into the subtree represented by the 
node. Otherwise, the projection size of the sphere contained in the current node is 
computed. If the projection size is small enough, the node is treated as a leaf. 
Otherwise, the children pointers in the current node are tracked and the nodes in 
the next level of the tree are processed. The traversal procedure is as shown in the 
following pseudocode: 
TraverseHierarchy(node) { 
if (node not visible) 
skip this branch of the tree 
else if (node has no grandchildren) 
intersect ray against point primitives in the node 
else if (benefit of recursing further is low) 
intersect ray against children of current node 
else 
} 
for each child in children (node) 
TraverseHierarchy(child) 
Pseudocode 3.2: Travers1ng BVH Tree 
3.1.1. Level-of-Detail 
QSplat conceptually bases its tree recursion decision on the projected 
sphere size of the current node. A node is recursively processed as an internal 
node if the area of its bounding sphere when projected onto the image plane is 
greater than a threshold. The author adapts this idea for his ray tracer. Key to an 
efficient implementation of the BVH tree traversal is fast approximation of the 
projected size of a sphere on the image plane. To do this approximation, the 
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viewing setup as shown in Figure 3.3 is assumed. 
Figure 3.3: Ray Tracing Viewing Setup 
bounding 
sphere at a 
----....___ node 
The projected size of a bounding sphere is approximated as follows: The 
current ray is first intersected with the image plane to find It, the ray parameter at 
the intersection. Next, when a node in the BVH data structure is reached, the 
projection, !2, of the bounding sphere center onto the ray is computed. Let the 
diameter of the sphere be L. Using similar triangle, the projection size, Lt. of the 
sphere on the image plane is then approximated as follows: 
L =L*XI I f 2 ............. Equation 3.1 
Lt is then scaled according to the resolution of the screen device, and is 
used to determine whether a bounding sphere is far enough so as not to warrant 
further recursion. Note that the obtain value tend to be an underestimation. A 
similar formula was also used in other works (Chen and Nguyen 2001, Yoon et al 
47 
2006). As noted by Chen and Nguyen (2001 ), the error in the approximation 
increases with increasing distance of a sphere from the z axis of the viewing 
system. However, as shown in the example images in Section 3.2, there is no 
obvious artifact due to this inaccuracy. 
3.1.2. Backface Culling 
As in QSplat, the normal and normal cone information stored in a node in 
the BVH tree is used to determine whether the entire subtree represented by a 
node can be eliminated. If the cone faces entirely away from the viewer, the node 
and its subtree are discarded. A cone faces entirely away from the viewer if the dot 
product between the normal and the (normalized) ray direction is positive, and the 
angle between the two is less than the value of the normal cone. Figure 3.4 
illustrates the concept. 
~ 
(rejected) 
Rav I (accepted) 
Figure 3.4: BVH Backface Culling 
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p 8 = p( B I A) = s B Is A 
Pc = p(C I A)= ScI sA ................... Equation 3.3 
where sA, ss, and scare surface areas of sphere A, Band C respectively. 
Let N8 and Nc are the number of children in B and in C respectively. Let the 
number of levels in the tree be 3. Further one assumes the traversal cost, c, for a 
node is the same for all nodes, and one ignores the cost of ray intersection with 
primitives at the leaves of the tree. Expanding Equation 3.2, 
........ Equation 3.4 
Note that in the expansion that the ray shooting cost is dominated by the 
cost of shooting the ray against higher-level nodes of the tree. Inductively, one can 
say that this is true for any number of levels in the tree. Hence, it suffices to use 
bounding boxes at higher levels in the tree. 
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To incorporate this observation into a BVH-based ray tracer, the following 
strategy is adopted: initially whenever the traversal process reaches a node, it 
checks the projected size of the bounding sphere of the node. If the projection size 
is above a certain threshold, the next time it visit the same node, it intersect the 
current ray with the node's bounding box instead of bounding sphere. If the node 
sphere projection size is small enough for it to be treated as a leaf, a check is 
made upon its parent. If the parent has been tested with using bounding box, a flag 
is set indicating that the next time the traversal process reaches the parent node, 
the current ray will be intersected with the node's bounding sphere. 
3.2. Implementation and Results 
The BVH-based approach described in this chapter is implemented in C++ 
as a plug-in for a modified Physically Based Ray Tracer (PBRT), an educational 
freeware ray tracer (Pharr and Humphreys 2004). The PBRT ray-tracing platform 
provides a ready framework for the experimentation that the author seek to do for 
the approach. Compilation was on a Pentium 4 PC with 51 2M main memory and 
running on Linux with the 02 flag used. Note that apart from the compiler-based 
optimization, no further optimization was done for the experimentation. 
Furthermore, the PBRT system is not designed for fast ray tracing, and hence the 
performance result is in terms of seconds rather than milliseconds. 
The author assumes the following hypotheses for the experimentation: 
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1) There will be a decrease in the time required for ray tracing 
a point-based geometry with the use of the multiresolution 
approach described in this chapter. 
2) Using the multiresolution approach described in this 
chapter, there will consistently be a decrease in the time 
required for ray tracing a point-based geometry for 
increasing distances between the geometry and the 
camera. 
To test the hypotheses, the following data set is used in the 
experimentation: a 3,600,600-points dragon, and a 4,999,996-points statue. Both 
models are shown in Figure 3.5. 
Figure 3.5: Dragon and Statue Model for BVH Test 
It takes 700 ms to build the hierarchy for the dragon model, and 1,022 ms 
for the statue model. The resulting hierarchy data structure comprises of 5,365,234 
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nodes for the dragon, and 7,468,783 nodes for the statue, implying a nodes-to-
points ratio of approximately 1.4. The maximum depth in both trees is 17. 
Table 3.1: BVH Rendering Time 
Time BVH BVH+LoD BVH+LoD+BackFace BVH+LoD+BackFace+Box 
Dragon 110 63 53 32 
Statue 421 221 206.5 168 
For the actual rendering test, for each run a total of 665,911 rays are 
deployed and an image resolution of 400 by 400 pixels is used. A pixel projection 
size threshold of 2 is used, and for the ray-surface intersection, the SJ scheme is 
used. As shown in Table 3.1, with a conventional BVH, approximately 420 s is 
required to render the statue model, and 110 s for the dragon model. With the 
inclusion of LoD, rendering time for the statue drops to about 220 s, while that for 
the dragon drops to about 60 s. With inclusion of backface culling, rendering time 
for the statue drops to about 200 s, while that for the dragon drops to about 50 s. 
Finally with the inclusion of box-shape bounding volume higher in the tree, the 
traversal time for the statue drops to 160s and that for the dragon drops to about 
32s. Hence, for the statue model, the total decrease in rendering time is 62%, while 
for the dragon model, it is 71%. Note that despite the limited number of data set 
used in the experimentation, the models used are very non-trivial and are scanned 
from real objects. Hence the performance figures obtained do indicate the 
performance improvement that one can expect from the bounding sphere hierarchy 
algorithm outlined in this chapter. 
The drop in rendering time follows the drop in the average number of nodes 
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visited, as shown in Figure 3.6, and the average number of disk-ray intersections, 
as shown in Figure 3.7. Overall or total drop in average number of node visited by 
a ray is between 60% and 70%. The drop in the average number of ray-disk 
intersections is about 70%. 
# nodes visited 
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Figure 3.7: Number of BVH Surface Intersections 
To prove the author's second hypothesis, a sequence of rendering of the 
dragon model with increasing distance from the camera is performed. The 
rendering sequence is done twice, once with LoD on and once with LoD off. As 
shown in Table 3.2, the result using the author's hierarchy structure is consistently 
better compared to that using just a BVH-tree. 
Table 3.2: BVH Rendering Time with Increasing Distance 
Distance Time (s) with No LoD Time (s) with LoD 
350 158.1 126 
550 146.0 69.4 
750 103.2 45.1 
1500 80.1 20.1 
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Apart from performance aspects, one should consider as well the rendering 
quality. Despite the discrete nature of the surface representation, rendering quality 
is acceptable. Artifacts where visible along the silhouette are due primarily to the 
multisampling code that is used in the program, rather than due to the 
representation or the algorithm that is used. Figure 3.8 shows 2 images of the 
dragon model, one with LeD on and the other off. Figure 3.9 shows further 
examples. 
Figure 3.8: BVH Ray Tracing with and without LeD 
3.3. Discussion and Conclusion 
An approach to speed up a BVH-based point set ray tracer has been 
presented in this chapter. The approach is based on encoding LeD information 
into the BVH so that one can ray trace point-based objects in a multiresolution 
manner. Aside from LeD, the approach also incorporates 2 other techniques to 
speed up the ray tracing process, namely backface culling and bounding shape 
optimization. 
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The performance gain obtained is significant. The experiment shows that 
that the method described in this chapter is able to decrease the time required for 
ray tracing a point-based geometry. Further, with the method, there is consistently 
a decrease in the ray tracing time required for increasing distances between the 
geometry and the camera. 
Note that while only two data sets are used, both describe large and highly 
complex models. Both models contain fine features and many folds and creases. 
Hence the data sets used are suitable to be used as representative or sample 
models for the experiment. 
Further note that performance gain observed in the experiment is very 
noticeable due to that the BVH-based point set ray tracer worked on is, in its 
original form, rather slow. A completely different situation will be seen when a point 
set ray tracer built on top of a cost-optimized kd-tree is considered in the next 
chapter. A cost-optimized kd-tree is already very fast, and attempting to speed up 
its processing further by incorporating multiresolution technique is a challenge. 
Nevertheless, the author believes that the approach investigated and the 
result obtained in this chapter is significant, and will be useful especially to 
practitioners and ray tracing programmers. Further, to the author's knowledge, the 
work in this chapter is the first work to be published (see Publication section at end 
of the thesis) that deals with multiresolution ray tracing of point-based geometry. 
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Figure 3.9: Images Ray Traced using BVH-based Ray Tracer 
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CHAPTER4 
MULTIRESOLUTION RAY TRACING WITH A COST-OPTIMIZED KD-TREE 
4.0. Introduction 
The BVH-based ray tracer that is described in the previous chapter is the 
author's early effort in improving the ray tracing speed of point-based geometry. A 
cost-optimized kd-tree is, however, more commonly used in high-performance ray 
tracing engine. While the structure of the kd-tree is similar to that of the BVH 
described in the previous chapter, there are some fundamental differences: 
1. A kd-tree is strictly a binary tree, while a BVH is a general tree. 
2. In building a kd-tree, the spatial partitioning plane need not be located 
such that it cut down the middle of the longest extent of the current 
bounding extent. In fact, its position is computed in such a way that it 
minimizes a certain ray shooting cost. Such scheme allows flexible 
positioning of the splitting planes, which results in various sizes of the 
elementary cells created by the partitioning process. The cells adapt well 
to the geometry of the scenes. This cost scheme will be explained in 
more detail in Section 4.1.1. 
3. Traversing a ray down a BVH requires intersecting the ray against the 
3D bounding volume of the nodes, while traversing down a kd-tree 
requires only a 1 D intersection test. 
In his extensive study on acceleration data structures for ray tracing, Havran 
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(2001) noted that statistically the cost-optimized kd-tree performs the best for 
arbitrary viewing. To confirm on the performance advantage of the scheme, the 
author implements a basic ray tracer based on a cost-optimized kd-tree and noted 
a performance improvements of orders of magnitude. The inner loop of the kd-tree 
traversal is efficient to the point whereby a na"ive attempt to incorporate 
multiresolution capability into the ray tracer actually results in a decreased 
performance. Surely trying to improve such already fast performance would be a 
challenge and this is what the author had sought to investigate. 
4.1. Approach 
As in the previous chapter, the author's approach in incorporating 
multiresolution capability into a kd-tree-based point set ray tracer comprises of two 
main elements: 1) a preprocessing stage for constructing the tree, and 2) a 
rendering stage, where one actually casts rays into the tree. The preprocessing 
stage is done once for each input model, while the rendering can be repeated 
indefinitely for any view point, scene or lighting setup. 
And again, for the preprocessing stage, one assumes as input a set of point 
samples that defines or that approximates a shape, and with each point containing 
a positional value, a normal vector, a material value and a radius value. 
A schematic diagram depicting the approach is shown in Figure 4.1. 
Enclosed within the box with dashed outline is a technique that has been adapted 
from other work, while that enclosed within the box with thick outline is a novel 
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technique introduced in this work. The details of each stage and technique will be 
presented in the paragraphs to follow. 
!Input I 
+ Preprocessing 
(Rusinkiewicz and Levey 2000, 
Havran 2001, Hurley et al 2002, 
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Figure 4.1: Schematic Diagram for Multiresolution Ray Tracing with Cost-Optimized 
Kd-Tree 
4.1.1. Building the Kd-Tree 
The kd-tree is built in a recursive manner. At each step in the recursion, one 
has a region of space and a set of primitives that overlap the region. One then 
either use an axis-aligned splitting plane to split the region in two and form an 
interior node, or terminate the recursion by forming a leaf node with the 
overlapping primitives. 
The position of the plane is determined using the Surface Area Heuristic 
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(SAH) (Havran 2001 ). The SAH-based plane positioning scheme is a greedy 
scheme that minimizes the probabilistic ray traversal cost for each node 
individually in an attempt to minimize the total cost of casting rays through a scene 
or object. The SAH cost model is derived using known results from geometric 
probability theory. Goldsmith and Salmon (1987) were the first to apply geometric 
probability tools for the construction of acceleration data structures. 
To compute the SAH, one proceeds as follows: At any node of the tree, one 
option is to terminate by creating a leaf node for the current region and geometry. 
In that case, any ray passing through the region will be tested against all of the 
overlapping primitives and the computation cost will be 
N 
Cost= ~),(i) ................... Equation 4.1 
t=l 
where N is the number of primitives in the region and t, (i) is the time to compute a 
ray-object intersection with the lth primitive. 
The other option that one has is to split the region. In that case, the cost incurred 
will be 
'""H A'A 
Cost= t, + p 8 L.f;(b; )+ p A 2)Ja;) ............... Equation 4.2 
i-1 i-1 
where t1 is the time it takes to process the interior node and determine which of the 
children the ray passes through as well as the traversal order, Pa and PA are the 
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probabilities that the ray passes through each of the two regions below and above 
the splitting plane, b; and a, are the indices of primitives below and above the 
splitting plane, and N8 and NA are the number of primitives that overlap the regions 
below and above the splitting plane, respectively. 
The position of the splitting plane determines the cost of processing the 
node as an interior node. The bounding boxes of the objects or points in the input 
data set are first computed. To find the minimum cost configuration for a node, one 
considers each of the three axes - the x, y and z axis - of the object's local 
coordinate system. Let the x axis be the axis currently being considered. For each 
of the bounding boxes, 8;, overlapping the node, one computes the cost of placing 
the splitting plane at each of the two sides of 8, that is orthogonal to the x axis. The 
cost computed is stored in a list sorted in an ascending order. Similar processing 
applies for each of the other two axes - the y and z axis. When the processing is 
complete for all three axes, one places the splitting plane where the cost is the 
minimum. Figure 4.2 illustrates the process. 
As suggested by Hurley et al (2002), in the author's implementation, a slight 
preference is given to choose a split where one of the children has no primitives 
overlapping it. A ray passing through such regions can immediately advance to the 
next kd-tree node without any ray-primitive intersection tests. Thus the cost for split 
and split regions are, respectively: 
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t,N, 
... Equation 4.3 
where be is a bonus value that is zero unless one of the two regions is completely 
empty, in which case it takes on a value between zero and one. 
Figure 4.3 illustrates an example of a kd-tree split that results in a node with 
an empty region. Further split of the node could benefit from the bonus value 
proposed by Hurley et al (2002). 
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Figure 4.2: Possible Positions of Splitting Planes 
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Figure 4.3: An Example Split resulting in an Empty Region 
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To compute the probability value, note that, from geometric probability, 
given a convex volume A contained in another convex volume 8, the conditional 
probability that a ray passing through 8 will also pass through A is the ratio of their 
surface areas sA and sa. One then computes the probabilities pa and PA as follows: 
.................. Equation 4.4 
If the minimum cost of partitioning a node is worse than the cost of 
intersecting the primitives overlapping it, one terminates the construction by 
initializing the node as a leaf. One would also set a node to be a leaf if the 
construction process has already reached the maximum depth in the kd-tree. The 
author set the value of maximum depth, depth max. as done in (Pharr and Humphrey 
2004), by using the following formula: 
depthmox = 8 + 1.3log( N) ............... Equation 4.5 
The kd-tree construction scheme used by the author is, in all, structurally 
similar to that described in (Pharr and Humphrey 2004 ). The overall pseudocode 
for the construction of the basic cost-optimized kd-tree is given below: 
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buildTree(node, depth, primitives) { 
if(number of primitives in node<= max _primitive OR 
depth ~ max_ depth) { 
initialize node as a leaf 
return; 
} 
Choose split axis position for interior node 




C!ass{fy primitives with respect to split into left yrimitives and right primitives 
Initialize node as an interior node with children left _child _node and right_ child node 
<compute LaD information> 
buildTree(lefl_child _node. depth+ I, lefl _primitives) 
buildTree(right_child __ node, depth-+- I, right primitives) 
} 
Pseudocode 4.1: Build1ng the Kd-Tree 
To incorporate multiresolution capability into a ray tracer, one must compute 
the LoD at each node in the kd-tree. The author does this by incorporating the 
following two lines into the pseudocode above: 
'--compute LoD information>: 
Compute an average point 
Assign average point to node 
Pseudocode 4.2: Computing LoD information 
Here, as done in (Rusinkiewicz and Levay, 2000), the simple average of the 
point primitives that overlap a particular region or node is computed. These 
properties include the position, the normal and the color properties. Yoon et al 
(2006) described an alternative approach to compute LaDs in their work on 
multiresolution ray tracing of polygonal data set based on an optimized kd-tree. 
They named each node in their kd-tree an R-LoD node. In their scheme, each R-
LoD node consists of a plane which is a simplification of the descendant triangles 
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contained in an inner node of the kd-tree. Each R-LoD is associated with a surface 
deviation error which is used to quantify the projected screen-space error at 
runtime. However, in the author's case, since the point cluster overlapping a 
particular region is not projected as a single point sample unless the projection size 
of the cluster is no more than a few pixel, there is no need to consider surface 
deviation error. Yet another alternative is whereby, instead of simply taking a 
uniform average for the normal, one computes a weighted average. In this scheme, 
the simple (unweighted) average position is first computed. Then, for the normal 
computation, each normal from the points in the node is weighted with a value that 
is a linear function of the distance from the point to the average position. Again in 
attempting this approach in his ray tracer, due to the small pixel projection size 
threshold that is used in the system, the author noticed no noticeable quality 
advantage when attempting the approach. 
One may compare the averaging done for each interior node to be similar to 
clustering-based surface simplification (Pauly et al 2002). Pauly et al has pointed 
out that for clustering-based surface simplification, the surface error is especially 
pronounced at curved area. In the author's multiresolution rendering context, 
however, this is not significant, as he uses a particular LoD only if the pixel size is 
no less than a certain small threshold (1 to 4 pixels in his experiments). 
It should be further noted that in the author's current implementation, an 
exact representation is used for the LoD stored in each node. Specifically, the 
position, radius, normal, and color information are stored. Hence each point 
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representative requires at least 32 bytes. There is no quantization of the 
information stored in the point representative. Such quantization, as done in the 
QSplat system (Rusinkiewicz and Levey 2000) for example, would help to reduce 
the overall memory requirement. However, the dequantization during the ray 
traversal would slow down the process and cancel out its memory advantage. Note 
further that if memory needs to be conserved, one could compute LoD for only a 
subset of the nodes in the kd-tree as done by Yoon et al (2006). 
4.1.2. A Fast Ray-Surface Intersection Strategy 
The kd-tree provides an optimal way of traversing a ray through the space 
occupied by a point-based geometry. However, traversing the kd-tree is only part 
of the overall performance cost of casting a ray into a scene. The other major cost 
factor is the ray-surface intersection. To maximally take advantage of the fast ray 
traversal performance offered by the cost-optimized kd-tree, it is important to be 
able to perform ray-surface intersection as efficiently as possible. 
Therefore, to spend as little time as possible in intersection routines, the 
author adopts the following strategy: 
1) For ray-LoD intersection at the interior nodes of the kd-tree, ray 
intersection is performed against a single disk representing the 
current interior node. Another alternative for this would be to 
intersect against the disks in the nodes parented by the current 
node, as done in one of the author's previous attempts. However 
with an appropriately small pixel projection size threshold, the 
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author has not seen noticeable quality advantage using this 
approach. 
2) For ray-surface intersection at the leaves of the kd-tree, one 
performs an intersection computation that considers the point 
samples as ray-facing disks. These ray facing disks are always 
perpendicular to an intersecting ray and are easier to intersect 
compared to the ray-disk intersection algorithm used by Schaufler 
and Jensen (2000). This intersection scheme shall be referred to 
as the Ray Facing Disk (RFD) scheme. 
Due to the simplicity of the coding required for the RFD approach, it is fast. 
The image quality obtained thus far with this intersection strategy is also 
reasonably good, as can be seen in Figure 4.4. Appendix B shows higher 
resolution examples and shows as well images produced by both SJ and the PSS 
schemes. As can be seen in the appendix, however, the silhouette of objects 
rendered using this approach appears to be slightly expanded compared to that 
produced using the SJ and the PSS approach. 
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Figure 4.4: RFD Images 
To intersect a ray against an oriented disk represented by an interior node, 
one uses the following pseudocode: 
intersectDisk(ray, node, tmin, /max, hillnfo) { 
intersect ray with plane to obtain parameter 1 
if (t > tmax or I < tmin) 
return false; 
compute point of intersection along ray 
compute distance between point of intersection and node 





Pseudocode 4.3: Intersecting Ray with Disk 
The author's RFD approach to intersecting a ray with the surface 
represented by a leaf is represented by the following pseudocode: 
70 
intersectFrontFacingPoints(nodelist. !min. tma:x ray. hit!nj'o) { 
} 
initialize n to number of children in node 
initialize total_weight to() 
initialize an array weights of size n 
initialize an array ts of size n 
for (each child. childJ { 
compute parametric projection. l, of child, onto ray 
Assign t to ts[i} 
compute actual point, Pray· along ray corresponding tot 
compute distance between Pray and child, 
set weight =distance/ radius of child, 
!((weight >~I) 
set weight = () 
else 
set weight - 1 - }veigh! 
assign weight to weightsfi} 
update total_weight ~- total_weight +weight 
} 
i((lotal_weight <- 0) 
returnfalse; 
initialize average _ _! = 0 
initialize a vector average norma to zero vector! 
for (each child. childJ { 
update average _t =average _t + (weightsfi_/ * ts[i}) 
update average normal= average __ normal -t- (vveights[ij *normal of child) 
} 
set average t -,average_!, total_weight 
set average_ normal = average _normal/ total weight 
update hit Info 
return true; 
Pseudocode 4.4: Intersecting Ray with a Set of Ray Facing Disks 
Note that the primary implementation difference between the RFD approach 
and the SJ ray-disk intersection approach is that in the former approach, the ray-
plane intersection code (9 multiplication, 6 addition, 1 division and 1 if/else) is 
replaced with a cheaper point-ray projection code (3 multiplication, 3 addition). 
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Further, note that in Pseudocode 4.4, the author weighs the contribution of each 
disk using a linear function. A more complex function, such as one with a Gaussian 
shape could, of course be used, but then the computation would be more costly. 
Note as well that the intersection code used at an internal node processed 
as a leaf is much simpler compared to that used at an actual leaf. The reason is 
that since an internal node is rendered as a leaf only when it projects to a small 
pixel area, it seems reasonable to try to keep its ray-surface intersection as simple 
as possible. 
An alternative to computing ray-disk intersection at an internal node is to 
compute a ray-plane intersection as was done by Yoon et al (2006). In (Yoon et al 
2006), a plane is stored at each interior node, and it is implicitly bounded by the 
extent of the kd-tree node in which it resides. In the author's experience, however, 
intersecting rays with such a plane may cause rendering error especially where the 
kd-tree node does not tightly enclose the objects contained within. 
4.1.3. Traversing the Kd-Tree 
The basic kd-tree ray traversal process is highly efficient. Intersecting the 
ray with the scene's overall bounding box gives the initial parametric extent of the 
ray, i.e. the values !min and lmax corresponding to the minimum parametric point 
and the maximum point respectively, If the ray misses the scene bounds, the ray 
traversal method immediately return false. Otherwise it starts to descend into the 
tree, starting at the root. At each interior node, one intersects the ray with the 
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node's splitting plane and determine if one or both of the children nodes need to be 
processed and in what order the ray passes through them. Traversal ends either 
when the ray exits the tree or when the closest intersection is found. The 
pseudocode for the process is as shown below: 
intersectTree(ray, nodes) { 
intersect ray with bounding volume 
if no hit is detected, return 
compute initial parametric range ftmin,tmaxj of ray inside kd-tree extent 
set node the.flrst node in nodes 
set pointrep node.pointrep 
V.-'hile (still more node to process) { 
if(ray.maxt· trnin) hreak: 
if(node is not a leaf) { 
else { 
} 
<check and process LoD> 
compute parametric distance along ray to split plane 
get node children pointers 
advance to next child node and enqueue other child in todo list 
} 
check for intersections inside leaf node 
grab next node to process from todo list 
if(more node to process) { 
else 
set node =,front of todo 
set tmin =- node.tmin 
set !max-- node.tma":r: 
continue while loop 
} 
break out (l/oop 
set hit Info -hit infOrmation 
return hit; 
} 
Pseudocode 4.5: Traversing the Kd-Tree 
To incorporate multiresolution processing, at each interior node, one must 
be able to efficiently compare the projected radius of the sphere stored at the node 
with a threshold. One must be able to do this efficiently so as not to bog down the 
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overall kd-tree traversal process. To do this, the author uses an approach 
discovered in the actual source code of the QSplat system (Rusinkiewicz and 
Levey 2000) and that is simpler and faster than the one described in the previous 
chapter. The QSplat system does not actually explicitly compute the projection size 
of a sphere. Instead, it simply checks the scaled value of the current ray 
parameter. In other words, LoD decision is made based on distance rather than on 
projected sphere size, hence requiring less computation If the radius of the sphere 
at a node is less than 1/c • t,,,, then ray traversal terminates at the node. Here P 
is a pixel projection size threshold, and C is a constant larger than P. The division 
PIC is precomputed. Hence only a single multiplication is needed in computing 
LoD. The pseudocode needed to check and process an LoD is then as follows: 
<check and process LoD> = 
tf (radius of node < PIC * t) 
boo/ hitSomething =-intersect Disk (ray. node, isect), 
if (hitSomething) { 
process hit 
grab next node to process 
if (more node to process) 
else 
} 
set node -'-- todo 
set tmin = todo.tmin 
set tmax todo. tma.x 
continue while loop 
break out of loop 
Pseudocode 4.6: Processing a Node's LoD 









Figure 4.5: Traversing the Kd-Tree. 
As in Yoon et al (2006), if the LoD at a certain node is selected, an 
intersection test is performed at the surface represented at the node. The traversal 
stops whether there is or there is no intersection. Actually, the correct approach is 
to continue the traversal if there is no intersection. This would guarantees against 
holes resulting from the lack of continuity between the different LoD applied to 
different parts of the same surface or model, especially near the silhouette and in 
highly curved areas. However, in the author's experience, adopting such an 
approach would result in more nodes being processed, offsetting the potential 
performance benefit of multiresolution technique. Hence, the author does not adopt 
this approach, and the only measure relied on to avoid holes in the image is to use 
an appropriate pixel projection size threshold. 
4.2. Implementation and Results 
The kd-tree based multiresolution approach described in this chapter was 
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implemented in C++. Unlike in the previous chapter, the author implemented his 
own ray tracing framework, and is hence better able to control and optimize it. 
Compilation was done on a Linux machine with 51 2M main memory and a Pentium 
4 processor, and using gee with the -02 flag on. 
The author assumes the following hypotheses for the experimentation: 
1) The time required for ray tracing a data set will decrease 
with the use of the multiresolution approach described in 
this chapter. 
2) Using the multiresolution approach, the decrease in time 
required for ray tracing a data set will be consistent over 
increasing distances between the test model and the 
camera. 
To test out the hypotheses, 6 different models are used. The sizes of the 
models range from 35,947 to 882,954 points. Note that the author is not able to 
experiment with the 3,600,600-points dragon, and the 4,999,996-points statue 
used in the previous chapter. The reason is that using a kd-tree, the memory 
requirement is much higher compared to that when using the BVH. The ratio of 
number of nodes in the kd-tree to the number of points in the input data set is from 
5 to 10, unlike a BVH tree where the ratio is only about 1.4. Information on the 
model used in the experimentation is in Table 4.1. 
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Table 4.1: Details on Models Used for Kd-Tree Experiments 
Model # input points # kd-tree nodes 
Bunny 35,947 194,893 
Bone 177,907 1,649,965 
Blade 882,954 6,283,579 
Hand 327,323 1,810,155 
Dragon 437,645 2,894,115 
Happy Buddha 543,652 3,497,159 
To obtain performance data, a script is written that collect 52 rendering 
times per model. Each of the rendering time is for a specific distance from the 
camera, and is computed by averaging over 20 repetitions. Each rendering is 
performed by casting 4 rays per pixel over an image with a resolution of 500 by 
500 pixels, using shadow rays and performing Phong lighting. Along with pilot runs 
and such, over 6240 rendering runs were used for the experimentation with the kd-
tree based multiresolution ray tracing. 
To better impart the improvement brought about by the multiresolution 
approach and also the RFD ray-surface intersection approach, the reader is first 
referred to Figure 4.6. The figure shows the rendering time for the different models 
used and the rendering time are shown for increasing distances from the camera. 
Note that for kd-tree ray tracing, rendering time depends primarily on the number of 
pixels covered, not the size of the input model. This has also been noted by Wald 
and Seidel (2005). Consequently, rendering time decreases with increasing 
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distance from the camera. 
Rendering Time without LoD 
~ ~ ~ ~ ~ ~ ~ 0 ~ 0 ~ ~ ~ ~ ~ ~ ~ ~ v ~ ~ ~ ~ ~ ~ ~ ~ 
distance 






Rendering performances recorded during the actual experimentation are 
shown in Figure 4.7 to Figure 4.12. In each figure, performance with the following 
approach is shown: i) using only cost-optimized kd-tree, ii) using RFD ray-
intersection approach (but using no LaD), iii) using the RFD approach and using 
LaDs with pixel size threshold of 2, and iv) using the RFD approach and using 
LaDs with pixel size threshold of 4. A tabular representation of the actual 
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Figure 4.7: Rendering Time for Bunny Data 
Blade 
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Figure 4.8: Rendering Time for Blade Data 
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Figure 4.9: Rendering Time for Bone Data 
Hand 
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Figure 4.10: Rendering Time for Hand Data 
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Figure 4.11: Percentage Improvement for Dragon Data 
HappyBuddha 
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Figure 4.12: Percentage Improvement for Happy Buddha Data 
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In the graphs in Figures 4.7 to 4.12, spikes where present are due to noise 
in the measurement. It can be seen from the graphs that using the RFD ray-
surface intersection alone enables a maximum drop of about 30 % in rendering 
time for the models used. When LoDs with pixel threshold of 2 is used, whether 
there is further improvement or otherwise depends on the data set used. In either 
case, the maximum drop in rendering time, compared to using only the RFD 
intersection scheme, is about 20 %. Further note that there is little perceivable 
difference between the images produced with and without the use of LoD when the 
pixel threshold size is 2. This is shown by the example images in Figure 4.13. 
Figure 4.13: Images of Bunny with (left) and without (right) LoD 
Generally, the most significant improvement attained by the multiresolution 
approach is when a larger pixel threshold size (in the author's experiment, a value 
of 4) is used and when the object is close to the camera, i.e., the bound of the 
object's projection occupies more than 50% of the screen. In fact, a maximum drop 
in rendering time of about 60 % is noticeable within a close-range distance for the 
models used. However, beyond a certain distance, the performance of the author's 
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scheme decreases with increasing distance and eventually it is about the same as 
that when only the original cost-optimized kd-tree is used. The reason is that, as 
noted earlier, for kd-tree based ray tracing, rendering time for a given model 
depends primarily on the number of pixels covered, not the size of the input model. 
Hence, while the author is able to experimentally verify his first hypothesis, he is 
only able to do so partially for the second hypothesis. 
Note however that when using a larger pixel threshold size, the image error 
tends to be more pronounced with increasing distance. Errors are noticeable in the 
current context (i.e. when viewing the image in high resolution and statically) for 
distances 20 units and beyond from the camera. Example images of both close 
range and distant objects are shown in Figure 4.14. 
Appendix A show more samples of the images obtained from the 
experimentation. Figure A.1 shows that the approach presented in this chapter is 
capable of obtaining images of reflective model, and Figure A.2 shows the model 
can be seen from different distances. Figure A.3 and A.4 illustrates the situation for 
texture-mapped model. Note that for figures A.1 to A.4, a pixel threshold size of 2 
is used. Figure A.5 to A.1 0 show the image quality for the rendering of the different 
models at different distances and with pixel threshold size of 2. For Figure A.11 to 
A.16, a pixel threshold size of 4 is used. 
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Figure 4.14: Close-range and Distant Images with (left) and 
without (right) LeD, with Pixel Threshold Size = 4. 
4.3. Discussion and Conclusion 
A framework has been discussed in this chapter for incorporating 
multiresolution capability into a ray tracer already optimized using a kd-tree. The 
framework comprises of 3 major components: i) incorporation of LeD computation 
in the kd-tree construction process, ii) an efficient way to incorporate LeD 
processing in the kd-tree traversal process, and iii) a fast ray-surface intersection 
strategy. 
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The framework presented is significant as it enables considerable 
performance gain in a ray tracer based on cost-optimized kd-tree. For a specific 
distance range close to the camera, it has been observed that a maximum 
performance gain (i.e. drop in rendering time) of 60% has been attained at the cost 
of little noticeable image degradation. The RFD ray-surface intersection variant 
itself enables a maximum performance gain of 30%. It has also been observed that 
the maximal performance gain from the use of LoD representations is when the 
object is close to the camera, and the pixel threshold size is large. 
Note that the primary problem in incorporating multiresolution technique into 
a kd-tree point-set ray tracer is the memory consumption. This is due to the large 
number of nodes in a kd-tree. The kd-tree for the Happy Buddha model, for 
example, has a total of 3,497,159 nodes. In the author's current implementation, 
each node has a size of 41 bytes, and therefore the total memory size required for 
the kd-tree alone is about 143,383,519 bytes. Hence the author's ray tracer given 
the current computing machine cannot cope with data set with a size about a 
million point samples or more. However, the author wishes to point out that this 
limitation actually brings out an aspect of the work not seen before in previous 
works. While multiresolution ray tracing technique has been shown before to be 
advantageous for very large data set, i.e. one for which an external memory 
manager has to be deployed (Yoon et al 2006), the author has in this chapter been 
able to show that it can also bring significant performance advantage when ray 
tracing smaller data set. 
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Chapter 5 
Discussion and Conclusion 
5.0. Introduction 
Ray tracing is a time-consuming but a very important image generation 
technique. While a number of approaches may be taken to speed up the 
computation involved, the author has in this work set out to investigate the 
incorporation of multiresolution technique into the ray tracing of point-based 
geometry. Research has been done on two forms of ray tracing acceleration data 
structure Bounding Volume Hierarchy (BVH) and cost-optimized kd-tree. As stated 
in Section 1.2, the objectives for the research are as follows: 
i) To improve the performance of BVH-based ray tracing of point-
based geometry by using multiresolution technique. 
ii) To improve the performance of cost-optimized kd-tree based ray 
tracing of point-based geometry by using multiresolution 
technique. 
In the previous two chapters, it has shown that both objectives have been 
achieved. In Chapter 3, it has been shown that multiresolution technique can 
significantly improve the performance of BVH-based ray tracing of point-based 
geometry. In Chapter 4, it has been shown that the technique can significantly 
improve the performance of cost-optimized kd-tree based ray tracing of point-
based geometry. The next section highlights both achievements. 
5.1. Highlight 
The work on the BVH ray tracer as presented in this thesis may be 
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considered to be a pilot study, a study done to test the ground and familiarize with 
the terrain, before tackling the tougher problem of accelerating a kd-tree based ray 
tracer. Nevertheless, it has been shown that a multiresolution approach can 
substantially improve the runtime performance of BVH. It has also been shown that 
the information stored in the multiresolution hierarchy can be used to perform 
backface culling. Furthermore, it has been observed that for a given viewing state, 
not all nodes in a tree will project to a sufficiently small pixel region. For such 
nodes, it is more efficient to intersect with its bounding box rather than its bounding 
sphere. Given the simplicity and popularity of BVH, the study conducted on it will 
be useful especially to practitioners. 
Attempting to accelerate a kd-tree based ray tracer is challenging as the kd-
tree already enables a highly efficient traversal of the scene. Backface culling no 
longer help much as the nodes visited by the ray tracer is already implicitly sorted. 
Bounding shape consideration also no longer help as it is no longer relevant in the 
case of a kd-tree based ray tracer. And in order to incorporate LoD-based 
optimization into a kd-tree ray tracer and benefit as much as possible from it, one 
must ensure that the additional computation required is cheap. Towards this end, a 
new variant of ray-surface intersection scheme is introduced to be used at the leaf 
nodes and that fits well into a fast kd-tree based point-set ray tracer. Furthermore, 
QSplat's sphere projection size computation method is adapted, and only a simple 
single ray-disk intersection is performed for LoD. While the traversal part is 
challenging, the tree construction is not much different conceptually from the BVH 
case. Nevertheless, a detailed discussion has been provided in the previous 
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chapter on how one can incorporate multiresolution data into a kd-tree. 
5.2 Remark on Analysis of Result 
In both work on BVH-based and cost-optimized kd-tree based ray tracing, 
the author reports a significant improvement in rendering performance with the 
introduction of multiresolution technique. Of course, as with any rendering work, 
the exact performance figure will depend on the nature of the model used and also 
on the exact viewing and lighting setup. Quantification of these relations is to this 
day still an unsolved problem and is beyond the scope of study in this thesis. 
Further, as is generally the case in work related to point-based geometry (see for 
example Adamson and Alexa 2003, and Wald and Seidel 2005), it is not possible 
to make a strong statistical statement about the performance improvement. This is 
due to the lack of publicly available diverse set of point-based models. The 
situation is of course completely different for media such as 20 images and 
polygonal meshes. 
However, note that the models used in the experimentation reported in this 
thesis are highly complex models that are widely used in many research works and 
can be easily downloaded from the Stanford Graphics data web page 
(graphics.stanford.edu). Furthermore, the viewing and lighting setup used is typical 
or at least can be easily replicated in any ray tracing systems 
Further, in both work on BVH-based and cost-optimized kd-tree based ray 
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tracing, it has been reported that under certain viewing condition, the images 
obtained are of acceptable quality. An image is of acceptable quality if it appears 
without obvious artifacts such as holes or erroneous features. It should be 
highlighted here that in this thesis, as in other Computer Graphics work dealing 
with non-physically based rendering (see for example Adamson and Alexa 2003, 
and Wald and Seidel 2005), the author does not numerically measure an image to 
determine its quality. As is generally the practice in the area, assessment of image 
quality is largely subjective. 
5.3 Limitation 
One primary problem should be noted with the multiresolution ray tracing 
scheme, especially with one based on kd-tree, as presented in this thesis: high 
memory requirement. In the current implementation, a representative point is 
computed for each node in the kd-tree. As explained in Section 4.3, for one 
particular model, the 543,652-point Happy Buddha model, a total memory of 
143,383,519 bytes is needed just to store its kd-tree. Further, since in practice, 
each point can actually contain an arbitrary number of properties (material color, 
BRDF, reflective coefficient, etc.) aside from the rudimentary (position, normal, 
radius), in such a context, the memory requirement can be enormous. The author 
has experimented with 2 approaches in attempting to solve this problem: 
1) Following Yoon et al's proposal (2006), the author tried computing point 
representatives for only a subset of the kd-tree nodes. However, it is found 
that the LoD-based performance gain with this approach is unpredictable. 
Even with a threshold of 4 pixels, there is no consistent drop in rendering time 
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compared to when only the RFD scheme is applied. 
2) The author has also made some initial experiments in compressing and 
quantizing the properties stored in each point representation, as done in the 
QSplat system (Rusinkiewicz and Levey 2000, Namene et al 2004). The data 
in the kd-tree was compressed using Huffman Coding (Cormen et al 2001 ). At 
runtime, as the tree is traversed, each layer is decompressed as it is being 
visited. However, the decompression and dequantization required during the 
tree traversal slows down the rendering. A maximum increase of rendering 
time of about 40% is observed when compression is applied. Similar 
observation has been made in (Rusinkiewicz and Levey 2000, Namene et al 
2004). 
Despite having shown that a multiresolution approach is beneficial for 
models with relatively small memory size (compared to the ones used by Yoon et 
al 2006 for example), it would still be beneficial to work with larger models in the 
future. Hence, the memory requirement problem is something to be worked on as a 
follow-up work. 
5.4 Future Work 
Digitization technology has been and will continue to rapidly grow in both the 
research and the commercial world, and the natural output from this technology is 
always point-based geometries. In the future, driven by research in photometric 
methods and range scanning technology, Computer Graphics technology seems to 
be heading towards the digitization of everything from simple small objects all the 
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way to whole cities and metropolitans. The LIDA (Light Detection And Ranging) 
system, for example, seems to be a promising technology for digitizing large 
geographical areas. Hence, in the future the computer graphics community will be 
looking at not just models with millions of point samples, but models with billions 
and zillions of them. Work on memory-efficient multiresolution ray tracing will 
hence top the wish list, both due to the current practical problem (as discussed in 
the previous subsection) and also due to this vision of digitization-driven Computer 
Graphics. 
It is further expected that exponential growth in the size of practically 
important data set in the future will severely test the performance of any existing 
ray tracing data structures. Sequential ray tracing may no longer be feasible. 
Hence the computer graphics community will need to look at parallel computing on 
either cluster architecture or GPUs to cope with the expected future performance 
need. 
Another avenue of research that should be pursued in the future is a 
theoretical predictive model for the multiresolution schemes explored in this thesis. 
A model should be investigated that can, for example, predict quantitatively how a 
particular multiresolution setting relate to the model characteristics and to the ray 
tracing performance. This would make the performance gain from the use of 
multiresolution-based optimizations more predictable. 
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Yet another avenue of research is to explore the perceptual aspect of 
multiresolution ray tracing of point-based geometry. In the work presented in this 
thesis, the primary determinant of LoD selection is the projection size of a node in 
a spatial tree data structure. The projection size threshold needs to be very small 
to prevent noticeable image errors if the image that one is to be produce is static 
and have high resolution (as is the case in the work presented in this thesis). 
However, if one imagines that sometime in the future, a ray tracing engine based 
on multiresolution technique were to be fast enough to be incorporated into a 
Virtual Reality set up, it would be important then to be able to vary the threshold 
dynamically depending on whether the object and the scene is complex or 
otherwise, whether it is moving fast or slow or not at all, and also on the observer's 
eye gaze and visual attention. One would say that such a rendering algorithm is 
perceptually optimized, i.e. it spends neither too little nor too much computational 
resource in generating images for human observers. 
5.5 Concluding Remark 
To the best of the author's knowledge, at the time of writing, the work as 
presented in this thesis is the first to explore multiresolution-based optimization for 
both BVH-based and kd-tree based ray tracing of point-based geometry. In this 
work, it has shown that multiresolution method can significantly improve the 
performance of a ray tracer based on either data structure. For BVH-based ray 
tracer, this improvement is important as the BVH is a simple-to-implement and a 
widely used data structure nowadays. For kd-tree based ray tracer, it is also 
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important as the kd-tree data structure is commonly considered as the state-of-the-
art data structure for ray tracing. 
Faster ray tracing will lead the computer graphics community closer to the 
dream of photorealistic imageries at an interactive frame rates on a personal 
computer. Faster ray tracing will bring the community closer to the dream of real-
time Virtual Reality that contains graphics so real that its participants could not 
differentiate it from the real world. The work as presented is not a full realization of 
these dreams, but the author believes that it will bring the state-of-the-art in ray 
tracing a step closer towards the realization of these dreams. 
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Appendix A 
Images From Kd-Tree Ray Tracer 
Figure A.l: Shiny Stanford Bunny 
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Figure A.2: Shiny Stanford Bunny at Increasing Distances from Camera 
107 




Figure A.4: Marble-Textured Stanford Bunny at Increasing Distances from Camera 
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r 
Figure A.S: Stanford Bunny Witb (Left) and Wit bout (Rigbt) LoD. Pinl size tbresbold = 2. 
110 
Figure A.6: Blade With (Left) and Without (Right) LoD. Pixel size threshold = 2. 
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Figure A.7: Bone With (Left) and Without (Right) LoD. Pixrl size threshold= 2. 
112 
Figure A.8: Skeletal Hand With (Left) and Without (Rigbt) LoD. Pixel size threshold = 2. 
113 
Figure A.9: Happy Buddha Statue With (Left) and Without (Right) LoD. Pixel size threshold= 2. 
114 
Figure A.IO: Dragon With (Left) and Without (Right) LoD. Pixel size threshold = 2. 
_ ____J 
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Figure A. II : Bunny With (Left) and Without (Right) LoD. Pixel size threshold= 4. 
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Figure 13: Bone With (Left) and Without (Right) LoD. Pixel size threshold= 4. 
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Figure A.l4: Skeletal Hand With (Left) and Without (Right) LoD. Pixel size threshold= 4. 
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t 
Figure A. IS: Happy Buddha With (Left) and Without (Right) LoD. Pixel size threshold= 4. 
120 
Figure A.16: Dragon With (Left) and Without (Right) LoD. Pixel size threshold= 4. 
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Appendix B 
Ray-Surface Intersection Scheme 
Output 
Figure 8 .17: PSS Bunny 
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Figure 8.18: SJ Bunny 
123 
Figure 8.19: RFD Bunny 
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Figure 8.20: PSS Dragon 
125 
Figure 8.21: SJ Dragon 
126 
Figure 8.6: RFD Dragon 
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