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Abstract. This paper studies a periodic optimal control problem governed
by a one-dimensional system, linear with respect to the control u, under an
integral constraint on u. We give conditions for which the value of the cost func-
tion at steady state with a constant control u¯ can be improved by considering
periodic control u with average value equal to u¯. This leads to the so-called
“over-yielding” met in several applications. With the use of the Pontryagin
Maximum Principle, we provide the optimal synthesis of periodic strategies
under the integral constraint. The results are illustrated on a single popula-
tion model in order to study the effect of periodic inputs on the utility of the
stock of resource.
Key-Words. Optimal Control, Pontryagin Maximum Principle, Periodic so-
lutions, Over-yielding.
1. Introduction. In many applications, the control of dynamical models allows
to drive the state x of a system to an operating point, typically a steady state x¯
which is an equilibrium point of the dynamics under a constant control u¯. When a
criterion of performance is associated with the state of the system, it may happen
that a periodic trajectory near the steady state gives a better averaged performance
than at steady state. But such a gain in the performance could be at the price of
higher effort (or cost) on the control variable. The objective of the present work is
to investigate the possibility of improving the performance of a steady state with
periodic solutions, while keeping the same control effort over each time period. We
consider in this work that this effort is measured by the integral of the control u(·)
over a period. Keeping the same effort consists then in imposing that the averaged
control over a periodic solution is equal to the control u¯ at steady state. For this
purpose, we formulate an optimal control problem over periodic solutions, under
an integral constraint on the control. Periodic optimal control has already been
investigated in the literature, mainly under the consideration that solutions are
sought near a steady state optimizing the criterion among stationary solutions. In
particular, the so-called pi-criterion characterizes the existence of “best” periods. It
consists first in determining an optimal steady state among constant controls, and
then in checking on a linear-quadratic approximation if there exists a frequency of a
periodic signal near the nominal constant one that could improve the cost (see [6, 5]).
For instance, in [2, 3, 15], this method has been applied on the chemostat model, and
it has been shown that its productivity can be improved with a periodic control when
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there is a delay in the dynamics. However, there are relatively few theoretical works
about global optimality of periodic controls (apart from [18] for the characterization
of the value function under quite strong assumptions). Most of the existing works
deal with local necessary conditions ([8, 12]), second order conditions ([7, 21, 13])
or approximations techniques ([11, 1, 4]). In [4] for instance, a local analysis is
conducted in the context of age-structured system showing how to improve locally
the cost function by considering periodic controls versus constant ones (but no
integral constraint on the control is considered). It has to be underlined that, in our
approach, we do not have to consider that the steady state is optimizing the criterion
among all stationary solutions of the system (the optimal steady-state control does
not necessarily satisfy the integral constraint). To our knowledge, integral constraint
on the control has not been yet considered in problems of determining optimal
periodic trajectories. Therefore, our objective is some what different than what has
been described above.
In applications for which the control variable is a flow rate of matter (such as in
continuously fed reactors for instance [14]), this constraint amounts to consider that
a given quantity of matter is available for each period of time, and the problem is
then to determine how to deliver this matter during this period (i.e., at a constant
flow rate or not?), maintaining a periodic operation over the future times and max-
imizing the production or the quality of a product over each period. The present
problem has been mainly motivated by the modelling of exploited populations of
stock (or density) x, see, e.g., [10], for which the control variable u is the harvesting
effort (for instance the number of fishermen boats on a lake). In our setting, for
a given steady state x¯ and its associated constant control u¯, we consider the set
of T -periodic trajectories with periodic controls having u¯ as average. We say that
a over-yielding occurs when the averaged utility of the stock x(·) of a T -periodic
solution is larger than the utility of the stock x¯. Let us finally mention [16, 17]
where periodic inputs are studied in the context of population biology and fisheries
management, but with different objectives (no optimization and no such integral
constraint are considered).
To our knowledge, this problem has not been yet addressed theoretically in the
literature. From a mathematical view point, the integral constraint on the input
brings two main difficulties:
1. the existence of non-constant periodic trajectories with a control satisfying
the integral constraint,
2. the characterization of an optimal control under both constraints of periodicity
of the trajectory and the integral constraint on the input,
that we propose to tackle here for scalar dynamics in general framework.
The paper is organized as follows. In Section 2, we formulate the problem and
give a precise definition of over-yielding. We then provide assumptions on the dy-
namics and the cost function that guarantee or prevent over-yielding. In particular,
we show that convexity is playing an important role. In section 3, we synthesize
optimal periodic controls (in particular non constant ones) improving the cost func-
tion compared to steady-state (see Theorem 3.6). In Section 4, we show how to
relax the assumptions of Section 2 that are required on an invariant domain (a, b)
of the dynamics, when these ones are fulfilled only in a neighborhood of x¯. This
leads us to give a result similar to the one of Section 3 but for restrictive values of
the period T . Finally, we illustrate the results of Section 3-4 in Section 5 in the
context of sustainable resource management (see, e.g., [10]). We study the impact
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on the stock of non-constant periodic inputs (harvesting efforts) but with the same
average value, and determine the worst-case scenarios with respect to a given utility
of the stock.
2. Existence of over-yielding. Given two functions f, g : R→ R of class C1, we
consider the control system
x˙ = f(x) + ug(x), (1)
where u is a control variable taking values in [−1, 1]. We suppose that the system
satisfies the following hypotheses:
(H1) There exists (a, b) ∈ R2 with a < b such that g is positive on the interval
I := (a, b) with
f(a)− g(a) = 0 and f(b) + g(b) = 0.
(H2) One has f − g < 0 and f + g > 0 on I.
Remark 1. Hypothesis (H1) implies that the interval I is invariant by (1) whereas
Hypothesis (H2) is related to controllability properties of (1) (that will be used in
the next section for the synthesis of non-constant periodic trajectories). In the rest
of the paper, we shall consider initial conditions in I only.
We define for x ∈ I the function
ψ(x) := −f(x)
g(x)
.
Notice that Hypotheses (H1)-(H2) imply that one has ψ(I) ⊂ [−1, 1]. Therefore,
for any x¯ ∈ I, the control value u¯ defined as u¯ := ψ(x¯) is such that u¯ ∈ [−1, 1].
Note that any such point x¯ is an equilibrium of (1) for the constant control u = u¯.
Throughout the paper, we fix a point x¯ ∈ I as a nominal steady state. In the
sequel, we shall consider T -periodic solutions of (1), where T ∈ R∗+, with a T -
periodic control u that satisfies the integral constraint
1
T
∫ T
0
u(t) dt = u¯. (2)
We then define the set UT of admissible controls as
UT := {u : [0,+∞)→ [−1, 1] s.t. u is meas., T -periodic and fulfills (2)} . (3)
One has the following property.
Lemma 2.1. Under Hypothesis (H1), any T -periodic solution x of (1) in I with
u ∈ UT fulfills the property ∫ T
0
(ψ(x(t))− ψ(x¯)) dt = 0. (4)
Proof. On the interval I, the function g is positive and from equation (1), we get∫ T
0
x˙(t)
g(x(t))
dt = −
∫ T
0
ψ(x(t)) dt+
∫ T
0
u(t) dt.
Define the function
h(x) :=
∫ x
x¯
dξ
g(ξ)
, x ∈ I,
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together with the function t 7→ y(t) := h(x(t)) for t ∈ [0, T ]. For any control
function u that fulfills the constraint (2), one then has
y(T )− y(0) = −
∫ T
0
(ψ(x(t))− u¯) dt,
where u¯ = ψ(x¯). For any T -periodic solution x in I, y is also T -periodic and one
obtains the property (4).
We now require the following hypothesis on x¯.
(H¯) The function ψ satisfies the property.
(ψ(x)− ψ(x¯))(x− x¯) > 0, ∀x ∈ I \ {x¯}.
This hypothesis is related with the asymptotic stability of x¯ for the dynamics (1)
in I with the constant control u¯ (as we shall see in Lemma (2.2), see (5)). For
applications, it sounds also reasonable that the given steady state x¯ is a stable
equilibrium of the system under constant control.
For convenience, we denote by t 7→ x(t, u, x0) the solution of (1) with u ∈ UT
and taking the value x0 ∈ I at time 0. In the following, we shall consider T -periodic
solutions with the initial condition x(0) = x¯ (i.e., that are such that x(T, u, x¯) = x¯
for u ∈ UT ). We first show that Hypothesis (H¯) guarantees the existence of non-
constant such solutions.
Lemma 2.2. Under Hypotheses (H1)-(H¯), there exist non-constant T -periodic so-
lutions of (1) with x(0) = x¯ and u ∈ UT , for any T > 0.
Proof. Consider the constant control u = u¯ and its associated dynamics in I
x˙ = f¯(x) := g(x)(u¯− ψ(x)) = g(x)(ψ(x¯)− ψ(x)). (5)
As the function g is positive on I, Hypothesis (H¯) implies that one has f¯ < 0 on
(x¯, b), and f¯ > 0 on (a, x¯). Therefore, one has the properties
x0 ∈ (x¯, b) ⇒ x(T, u¯, x0) < x0,
x0 ∈ (a, x¯) ⇒ x(T, u¯, x0) > x0. (6)
Consider now any bounded T -periodic measurable function v : [0,+∞) → [−1, 1]
satisfying ∫ T
0
v(t) dt = 0,
and the control function
uε(t) := u¯+ εv(t),
where ε ∈ R. Clearly, uε satisfies the constraint (2) and for ε small enough, one has
uε(t) ∈ [−1, 1] for any t ≥ 0. Define then the function
θ(x0, ε) := x(T, uε, x0)− x0,
for (x0, ε) ∈ I × R. By the Theorem of continuous dependency of the solutions
of ordinary differential equations w.r.t. initial conditions and parameters (see for
instance [19]), θ is a continuous function. From (6), we deduce that
x0 ∈ (x¯, b) ⇒ θ(x0, 0) < 0,
x0 ∈ (a, x¯) ⇒ θ(x0, 0) > 0,
and by continuity of θ, there exists ε 6= 0, x+0 ∈ (x¯, b) and x−0 ∈ (a, x¯) such that
θ(x+0 , ε) < 0 and θ(x
−
0 , ε) > 0. By the Mean Value Theorem, we deduce the
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existence of x0 ∈ (x−0 , x+0 ) such that θ(x0, ε) = 0, that is, the existence of a T -
periodic solution x of (1) with a non-constant control u that satisfies the constraint
(2). From Lemma 2.1, such solution satisfies∫ T
0
(ψ(x(t))− ψ(x¯)) dt = 0,
which implies that the map t 7→ ψ(x(t)) − ψ(x¯) cannot be of constant sign on
[0, T ]. Hypothesis (H¯) implies that x(t)− x¯ has to change its sign. Therefore there
exists t¯ ∈ (0, T ) with x(t¯) = x¯ in such a way that the control function u˜ defined by
t 7→ u˜(t) := u(t+ t¯) guarantees to have x(T, u˜, x¯) = x¯.
Now, let ` : R→ R be a function of class C1 and consider the cost function
JT (u) :=
1
T
∫ T
0
`(xu(t)) dt, (7)
where xu is the unique solution of (1) such that xu(0) = x¯, associated with a
control u ∈ UT . Our aim in this work is to address the question of finding a
periodic trajectory with x(0) = x¯ that has a lower cost than the constant x¯, with a
(T -periodic) control of mean value u¯. For this purpose, we introduce the following
terminology.
Definition 2.3. Given T > 0, we say that (1) exhibits an over-yielding for the cost
(7) if there exists a T -periodic solution x of (1) with x(0) = x¯ associated with a
control u ∈ UT such that JT (u) < `(x¯).
Moreover, we aim to characterize in the next section the strategies realizing the
minimum of the criterion (7) among such controls. The possibility of having an
over-yielding relies on specific assumptions on the cost function and the dynamics,
that we now introduce.
(H3) The function ` : I → R is increasing and the function γ := ψ ◦ `−1 is strictly
convex increasing over `(I).
Remark 2. Hypothesis (H3) implies Hypothesis (H¯). Therefore, by Lemma 2.2,
there exist T -periodic solutions x of (1) with x(0) = x¯ and u ∈ UT , that are different
of the constant solution x¯, when (H1)-(H2)-(H3) are fulfilled. Hypothesis (H3) also
implies that ψ is increasing.
Proposition 2.1. If (H1) and (H3) hold true, any non-constant T -periodic solution
x of (1) with x(0) = x¯ and u ∈ UT satisfies JT (u) < `(x¯).
Proof. Consider a T -periodic solution x with x(0) = x¯ associated with a control in
UT . From Lemma 2.1, equality (4) is satisfied and we deduce∫ T
0
(γ(`(x(t)))− γ(`(x¯))) dt = 0.
For a non-constant solution, we find by Jensen’s inequality
γ
(
1
T
∫ T
0
`(x(t)) dt
)
<
1
T
∫ T
0
γ(`(x(t))) dt = γ(`(x¯)).
Since γ is increasing over `(I) with, we obtain
JT (u) =
1
T
∫ T
0
`(x(t)) dt < `(x¯).
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Remark 3. (i) The result of Proposition 2.1 applies in the simple case where
`(x) = x and ψ is strictly convex and increasing over I.
(ii) If ψ is strictly convex and increasing over I and ` is strictly concave increasing
over I, the result of Proposition 2.1 also holds true (by a similar reasoning).
We now provide sufficient conditions for preventing any over-yielding.
(H4) There exists a continuous function ψ¯ such that
(i) ψ¯ ≥ ψ on I with ψ¯(x¯) = ψ(x¯),
(ii) the function γ¯ := ψ¯ ◦ `−1 is concave increasing on `(I).
Proposition 2.2. If (H1) and (H4) hold true then no over-yielding is possible.
Proof. We suppose by contradiction that there exists a periodic solution x associ-
ated with a control u ∈ UT such that
JT (u) =
1
T
∫ T
0
`(x(t)) dt < `(x¯),
The function γ¯ being increasing on `(I), we have
γ¯
( 1
T
∫ T
0
`(x(t)) dt
)
< γ¯(`(x¯)) = ψ¯(x¯) = ψ(x¯). (8)
Using Jensen’s inequality for γ¯, we can write
γ¯
( 1
T
∫ T
0
`(x(t)) dt
)
≥ 1
T
∫ T
0
γ¯(`(x(t))) dt. (9)
As one has ψ¯ = γ¯ ◦ ` ≥ ψ over , we get
1
T
∫ T
0
γ¯(`(x(t))) dt ≥ 1
T
∫ T
0
ψ(x(t)) dt. (10)
Combining inequalities (8), (9), (10), we obtain
ψ(x¯) >
1
T
∫ T
0
ψ(x(t)) dt,
which is a contradiction with the equality (4) given by Lemma 2.1.
Remark 4. (i) Thanks to the previous proposition, if `(x) = x for x ∈ R and ψ is
strictly concave, then no over-yielding is possible. In the same way, if ` is increasing
on I and γ strictly concave increasing over `(I), then the same conclusion follows.
(ii) Under hypotheses (H1)-(H3), we say that an over yielding is systematic (which
means that it exists for any T > 0, see Proposition 2.1).
3. Determination of optimal periodic solutions. In this Section, we assume
that Hypotheses (H1)-(H2)-(H3) hold true, so that we know that over-yielding is
possible (actually, it is systematic according to Proposition 2.1). For a given T > 0,
we shall say that a solution x of (1) is T -admissible if it is T -periodic with x(0) = x¯
and u ∈ UT . We reformulate the control constraint (2) by considering the augmented
dynamics {
x˙ = f(x) + ug(x),
y˙ = u,
(11)
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together with the boundary conditions:
(x(0), y(0)) = (x¯, 0) and (x(T ), y(T )) = (x¯, u¯T ). (12)
The optimal control problem can be then stated as follows
inf
u∈U
∫ T
0
`(x(t)) dt s.t. (x, y) satisfies (11)− (12), (13)
where U denotes the set of measurable control functions u over [0, T ] taking values
in [−1, 1]. Note that Problem (13) admits a solution by classical existence results.
Indeed, hypotheses (H1)-(H2)-(H3) imply that there exist trajectories of (11) sat-
isfying (12). Since the system is affine w.r.t. the control and ` is continuous, the
existence of an optimal control follows by Filippov’s existence theorem [9].
3.1. Application of the Pontryagin Maximum Principle. We derive nec-
essary optimality conditions using the Pontryagin Maximum Principle [20]. Let
H : R2 × R2 × R× R→ R be the Hamiltonian associated with (13) :
H = H(x, y, λx, λy, λ0, u) = λ0`(x) + λxf(x) + u(λxg(x) + λy),
where λ := (λx, λy) denotes the adjoint vector. Let u ∈ U be an optimal control and
(x, y) a solution of (11)-(12) associated with u. Then, there exists a scalar λ0 ≤ 0
and an absolutely continuous map λ : [0, T ]→ R2 satisfying the adjoint equation{
λ˙x = −λ0`′(x(t))− λx(f ′(x(t)) + u(t)g′(x(t))),
λ˙y = 0,
(14)
for a.e. t ∈ [0, T ]. Moreover, (λ0, λ) 6= 0 and the Hamiltonian condition writes
u(t) ∈ arg max
ω∈[−1,1]
H(x(t), λ(t), λ0, ω) a.e. t ∈ [0, T ]. (15)
Since the dynamics is affine w.r.t. u, the switching function
t 7→ φ(t) := λx(t)g(x(t)) + λy,
provides the following expression of the control u (thanks to (15)): φ(t) > 0 ⇒ u(t) = 1,φ(t) < 0 ⇒ u(t) = −1,
φ(t) = 0 ⇒ u(t) ∈ [−1, 1].
(16)
Moreover, if we differentiate φ w.r.t t, we find that for t ∈ [0, T ]
φ˙(t) = λx(t)[f(x(t))g
′(x(t))− f ′(x(t))g(x(t))]− λ0`′(x(t))g(x(t)).
An extremal trajectory is a quadruple (x, λ, λ0, u) where (x, λ) satisfies the state-
adjoint equations and u the Hamiltonian condition (15). We recall that a singular
arc occurs if φ vanishes on some time interval [t1, t2] with t1 < t2, and a switching
time ts ∈ (0, T ) is such that an extremal control u is non-constant in any neighbor-
hood of ts (which implies that φ(ts) = 0). It is also worth to mention that from
Hypothesis (H2), when φ > 0, resp. φ < 0, then x is increasing, resp. decreasing.
Lemma 3.1. Under Hypotheses (H1)-(H2)-(H3), there is no abnormal extremal
trajectory, i.e., λ0 6= 0.
Proof. If λ0 = 0, then λx cannot vanish from the adjoint equation. Otherwise λx
would be zero over [0, T ] and the switching function would be constant equal to λy.
Since λy cannot be simultaneously equal to 0, φ would be of constant sign over [0, T ]
implying that u = 1 or u = −1 over [0, T ] and a contradiction with the periodicity
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of x(·) (recall that f + g > 0 and f − g < 0 over I). As a consequence, λx is of
constant sign. Now, since λ0 = 0, one has
φ˙(t) = λx(t)g(x(t))
2ψ′(x(t)), t ∈ [0, T ].
We deduce that φ˙ is of constant sign (recall that ψ′ > 0), hence φ is monotone.
Consequently, the extremal trajectory has at most one switching point. Thus, one
has x(t) > x¯ for any time t ∈ (0, T ) implying a contradiction with (4). If x(t) < x¯
for any time t ∈ (0, T ), we conclude in the same way.
Without any loss of generality, we may assume that λ0 = −1.
Remark 5. Considering T -periodic optimal solutions in I without requiring the
initial condition x(0) = x¯, but only x(T ) = x(0) provides the transversality con-
dition λx(T ) = λx(0). However, Lemma 2.1 and Hypothesis (H3) (or simply (H¯))
imply that any T -periodic optimal solution x(·) in I has to pass by x¯. Therefore,
we can impose x(0) = x¯ without any loss of generality, and deduce that λx(·) is
necessarily T -periodic (even though we shall not use this property in the following).
3.2. Properties of switching times. Let us denote by xm and xM the minimum
and maximum on [0, T ] of a T -admissible solution x. Note that for any time t ∈
(0, T ) such that x(t) ∈ {xm, xM}, then one has φ(t) = 0. Indeed, otherwise one
would have φ(t) > 0 or φ(t) < 0. Suppose for instance that φ(t) > 0. From (16),
the control u would be equal to 1 in a neighborhood of t, and thus, from (H2), we
would have a contradiction with the fact that xM is the maximum of x. We proceed
in the same way if φ(t) < 0.
Proposition 3.1. Under Hypotheses (H1)-(H2)-(H3), any extremal satisfies the
following properties.
1. At any switching time ts ∈ (0, T ), one has x(ts) ∈ {xm, xM}.
2. It has no singular arc.
Proof. Let t1, t2 in [0, T ] be such that x(t1) = xm and x(t2) = xM with xm, xM in
I. We deduce that λx(t1)g(xm) = λx(t2)g(xM ) = −λy. Now, since H is conserved
along any extremal trajectory (see for instance [9]), one has
H = −`(xM )− λy f(xM )
g(xM )
= −`(xm)− λy f(xm)
g(xm)
,
implying that (recall that γ = ψ ◦ `−1)
1
λy
=
ψ(xM )− ψ(xm)
`(xM )− `(xm) =
γ(`(xM ))− γ(`(xm))
`(xM )− `(xm) , (17)
As γ is increasing over `(I), one has λy > 0. Suppose now that ts is a switching
time such that x(ts) ∈ (xm, xM ). Using a similar computation as above, we find
that
1
λy
=
ψ(xM )− ψ(x(ts))
`(xM )− `(x(ts)) =
γ(`(xM ))− γ(`(x(ts)))
`(xM )− `(x(ts)) . (18)
Since γ and ` are respectively strictly convex and increasing on [xm, xM ], (17) and
(18) imply a contradiction, thus x(ts) ∈ {xm, xM} as was to be proved.
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Suppose now by a contradiction that there exists a time interval [t1, t2] such that
φ(t) = φ˙(t) = 0 for t ∈ [t1, t2]. Combining φ = φ˙ = 0 over [t1, t2], one finds that
`′(x(t))− λyψ′(x(t)) = 0, ∀t ∈ [t1, t2],
⇒ 1− λyγ′(`(x(t))) = 0, ∀t ∈ [t1, t2] (recall that ψ = γ ◦ `),
⇒ 1λy = γ′(`(x(t))), ∀t ∈ [t1, t2],
Now, since the extremities of the singular arc t1 and t2 must be switching times,
one must have x(t1), x(t2) in {xm, xM}. Suppose for instance that x(t1) = xm.
One then gets 1λy = γ
′(`(xm)) which is a contradiction with (17) (since γ is strictly
convex) and similarly at t = t2. This completes the proof.
At this stage, we have thus proved that optimal trajectories are of bang-bang
type (i.e., they are concatenations of arcs with u = ±1) such that at each switching
time ts one has x(ts) ∈ {xm, xM}. One can show that the number of switching
times is finite (by doing a similar reasoning as for the exclusion of singular arcs).
Moreover, this number is necessarily even. Indeed, let x(·) be a T -admissible
solution of (1) associated with a control u ∈ UT having 2n + 1 switching times
over [0, T ] with n > 0. Note that n = 0 is impossible since the map t 7→ x(t) − x¯
has to change its sign over [0, T ]. Hence, it has to be equal at least once to x¯ on
the interval (0, T ), say at a time t¯, to satisfy (4) which invalidates n = 0. Finally,
observe that the sign of x˙(0+) and x˙(T−), with an odd number of switches, are
necessarily distinct. It follows that the sign of x˙(T−) and x˙(T+) are also distinct.
From the initial condition x(t¯) = x¯, the T -periodic solution over (t¯, T + t¯) switches
then at time t = T , which belongs to the interval (t¯, T + t¯). Since x(T ) = x¯, we
have a contradiction with point 1 of Proposition 3.1. Hence the number of switches
is even.
We focus now on extremal trajectories with two switches.
3.3. Trajectories with two switches. For a given T > 0, we consider trajectories
t 7→ x(t) solutions of (1) on [0, T ] with x(0) = x¯ and associated with a control u
defined by two switching times t1, t2 with 0 < t1 < t2 < T :
u(t) =
∣∣∣∣∣∣
1, t ∈ [0, t1),
−1, t ∈ [t1, t2),
1, t ∈ [t2, T ].
(19)
These trajectories, that we shall call B+B−B+ trajectories, will play an important
role in the following. Note that under Hypotheses (H1)-(H2) a B+B−B+ trajectory
is characterized uniquely by its maximal and minimal values xM = x(t1) and xm =
x(t2) in I. For convenience, we define on the interval I the function
η(x) :=
1
f(x) + g(x)
− 1
f(x)− g(x) .
From Hypothesis (H2), note that η is C1 and positive function on I.
Lemma 3.2. Under Hypotheses (H1)-(H2), if a B+B−B+ trajectory is T -periodic,
then the pair (xm, xM ) satisfies ∫ xM
xm
η(x) dx = T. (20)
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Moreover, if the corresponding control satisfies (2) then the pair (xm, xM ) satisfies∫ xM
xm
η(x)ψ(x) dx = u¯T. (21)
Proof. For t ∈ [0, t1) ∪ [t2, T ), one has x˙ = f(x) + g(x) > 0 and one can write
t1 =
∫ xM
x¯
dx
f(x) + g(x)
, T − t2 =
∫ x(T )
xm
dx
f(x) + g(x)
.
Similarly for t ∈ [t1, t2), one has x˙ = f(x)− g(x) < 0 and
t2 − t1 = −
∫ xM
xm
dx
f(x)− g(x) .
One then obtains
T =
∫ x(T )
xm
dx
f(x) + g(x)
−
∫ xM
xm
dx
f(x)− g(x) +
∫ xM
x¯
dx
f(x) + g(x)
,
and for a T -periodic solution, x(T ) = x¯ gives exactly the property (20). Proceeding
with the same decomposition of the interval [0, T ], one can write∫ T
0
u(t) dt =
∫ xM
x¯
dx
f(x) + g(x)
−
∫ xm
xM
dx
f(x)− g(x) +
∫ x¯
xm
dx
f(x) + g(x)
,
which gives the quality∫ xM
xm
(
1
f(x) + g(x)
+
1
f(x)− g(x)
)
dx = u¯T,
when u fulfills (2). Finally, notice that one has
1
f(x) + g(x)
+
1
f(x)− g(x) = η(x)ψ(x),
for x ∈ I, and thus property (21) is satisfied.
We first analyze the possibilities of satisfying the integral condition (20).
Lemma 3.3. Under Hypotheses (H1)-(H2), for any T > 0 there exists a unique
function βT : [a, b] 7→ [a, b] that satisfies βT (α) > α for any α ∈ I and∫ βT (α)
α
η(x) dx = T, α ∈ I.
Moreover βT is of class C
1, increasing and bijective from [a, b] to [a, b].
Proof. The function f+g is of class C1 and positive on I with (f+g)(b) = 0. Thus,
it is easy to see that K+ := −minx∈[a,b](f + g)′(x) > 0. It follows that one has the
inequality (f + g)(x) ≤ K+(b− x) for any x ∈ I. As the function η satisfies
η(x) >
1
f(x) + g(x)
≥ 1
K+(b− x) > 0, x ∈ I,
one deduces that the map
χ : (ξ−, ξ+) 7→ χ(ξ−, ξ+) :=
∫ ξ+
ξ−
η(x) dx,
is such that for any α ∈ I, χ(α, ·) is of class C1, increasing with χ(α, α) = 0
and χ(α, b) = +∞. By the Implicit Function Theorem, there exists a unique map
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βT : I 7→ I of class C1, such that χ(α, βT (α)) = T for any α ∈ I. Moreover, one
has
β′T (α) =
η(α)
η(βT (α))
> 0, α ∈ I.
The function βT is thus increasing, and then admits limits at the points a+ and b−.
Therefore one has βT (a+) := limα→a+ βT (α) ≥ a and βT (b−) := limα→b− βT (α) ≤ b
that verify χ(a, βT (a+)) = T and χ(b, βT (b−)) = T , since χ is continuous. As
previously, f − g < 0 on I with (f − g)(a) = 0 implies that K− := −minx∈[a,b](f −
g)′(x) > 0. It follows that (f − g)(x) ≥ K−(a− x) for any x ∈ I. Thus, we deduce
that
η(x) > − 1
f(x)− g(x) ≥
1
K−(x− a) > 0, x ∈ I.
If βT (a+) > a, one should then have χ(a, βT (a+)) = +∞ which is not possible
since one has χ(α, βT (α)) = T for any α ∈ I. So, one has βT (a+) = a. As the
function η is positive on I, one also has βT (α) > α for any α ∈ I, and we deduce
that βT (b−) = b. This proves that βT can be extended to a one-to-one mapping
from [a, b] to [a, b].
We are now ready to show that there exists a unique B+B−B+ trajectory that
satisfies both integral conditions (20) and (21).
Proposition 3.2. Under Hypotheses (H1)-(H2)-(H¯), there exists a unique pair
(xm, xM ) ∈ I2 satisfying (20)-(21), and one has xm < x¯ < xM .
Proof. From Lemma 3.3, condition (20) implies to have xM = βT (xm). We thus
have simply to show the uniqueness of xm for the condition (21) to be fulfilled.
Consider the function F : [a, b]→ R defined by
F (α) :=
∫ βT (α)
α
η(x)(ψ(x)− ψ(x¯)) dx, (22)
and notice that conditions (20) and (21) are both satisfied exactly when F (xm) = 0.
From Hypothesis (H¯) and the properties satisfied by the function βT (see Lemma
3.3), one has F (α) > 0 for any α ∈ [x¯, b), and F (α) < 0 for any α ∈ (a, β−1T (x¯)].
By the Mean Value Theorem, there exists xm ∈ (β−1T (x¯), x¯) such that F (xm) = 0.
Moreover, one has
F ′(α) = η(βT (α)) (ψ(βT (α))− ψ(x¯))β′T (α)− η(α) (ψ(α))− ψ(x¯)) .
As βT is increasing and ψ satisfies (H¯), we obtain F
′(α) > 0 for any α < x¯ with
βT (α) > x¯, that is exactly for α ∈ (β−1T (x¯), x¯), and we conclude about the existence
and uniqueness of xm, xM in I, with xm < x¯ and xM > x¯.
Remark 6. The existence and uniqueness of a T−admissible B+B−B+ trajectory
is a straightforward consequence of Lemma 3.2 and Proposition 3.2. Indeed, under
Hypotheses (H1)-(H2)-(H¯), Proposition 3.2 allows to uniquely define a pair (xm, xM )
satisfying (20)-(21). Consider now a solution x(·) of (1) such that x(0) = x¯ which
is such that u = 1 until x(·) reaches xM , say at a time t1 and then u = −1 from t1
until the first time t2 > t1 such that x(t2) = xm, and finally u = 1 until x(·) reaches
x¯. For any T > 0, this construction defines a unique B+B−B+ trajectory that is
T -admissible, thanks to (20)-(21).
It is also worth to mention that xm and xM depend on the period T . In the next
Lemma, we provide properties of xm and xM as functions of T .
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Lemma 3.4. Under Hypotheses (H1)-(H2)-(H¯), the functions T 7→ xm(T ) and T 7→
xM (T ) are continuously differentiable, and respectively decreasing and increasing.
Moreover, one has
lim
T→+∞
xm(T ) = a and lim
T→+∞
xM (T ) = b. (23)
Proof. For each T > 0, we know from Proposition 3.2 that there exists a unique
pair (xm(T ), xM (T )) ∈ I2 satisfying (20)-(21). By the Implicit Function Theorem,
xm and xM are are continuously differentiable w.r.t. T . Let us denote by xm
′,
xM
′ the derivatives of xm and xM w.r.t. T . Differentiating (20)-(21) w.r.t. T then
yields η(xM (T )) −η(xm(T ))
η(xM (T ))ψ(xM (T )) −η(xm(T ))ψ(xm(T ))

︸ ︷︷ ︸
X(T )
 xM ′(T )
xm
′(T )
 =
 1
ψ(x¯)
 ,
where det(X(T )) := η(xM (T ))η(xm(T )) (ψ(xM (T ))− ψ(xm(T ))) > 0. Then xM ′(T ),
xm
′(T ) are given by the expressions
xM
′(T ) =
η(xm(T )) (ψ(x¯)− ψ(xm(T )))
det(X(T ))
> 0,
xm
′(T ) =
η(xM (T )) (ψ(x¯)− ψ(xM (T )))
det(X(T ))
< 0.
From (20) and (21), one has
T
2
(u¯+ 1) =
∫ xM (T )
xm(T )
dx
f(x) + g(x)
<
∫ xM (T )
a
dx
f(x) + g(x)
.
Taking the limit when T tends to +∞ in both side of this inequality, one obtains
limT→+∞ xM (T ) = b. Similarly one can prove that limT→+∞ xm(T ) = a.
3.4. Optimal solutions. According to Proposition 3.2, for any T > 0, we have
seen that there is a uniqueB+B−B+ trajectory xˆT (·) that is T -admissible, generated
by a control that we shall denote uˆT . Moreover, there exists a unique t¯ ∈ (0, T )
such that xˆT (t¯) = x¯. Therefore, there are exactly two T -admissible solutions xˆT (·),
xˇT (·) with two switches, given by uˆT and uˇT with
uˇT (t) := uˆT (t+ t¯), t ≥ 0,
which have the same cost. Similarly, we denote by B−B+B− the trajectory xˇT .
We now study the monotonicity of the cost JT (uˆT ) with respect to T . This prop-
erty is crucial for the optimal synthesis (Theorem 3.6) and relies on the convexity
assumptions on the data.
Lemma 3.5. Under Hypotheses (H1)-(H2)-(H3), one has
S > T > 0⇒ JS(uˆS) < JT (uˆT ).
Proof. Following (19), we denote by t1 and t2 the two successive instants of (0, T )
for which one has uˆT = +1 over [0, t1) ∪ [t2, T ] and uˆT = −1 over [t1, t2). In the
same way, we define s1, s2 as the two successive instants of (0, S) such that one has
uˆS = +1 over [0, s1) ∪ [s2, T ] and uˆS = −1 over [s1, s2). Let us also denote by x, y
the solutions of (1) corresponding to uˆT and uˆS respectively and set xM := x(t1),
xm := x(t2), yM := y(s1), ym := y(s2).
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From Lemma 3.4, one has xM < yM , xm > ym, t1 < s1, and t2 < s2. So, we
introduce a E defined by
E := {s ∈ [0, S] ; y(s) > xM or y(s) < xm},
together with a function ϕ : [0, T ]→ [0, S]\E by
ϕ(t) :=

t if t ∈ [0, t1),
t+ δ1 if t ∈ [t1, t2),
t+ δ1 + δ2 if t ∈ [t2, T ],
where δ1, resp. δ2 is the time spent by y over x, resp. below x. They are given by
δ1 := meas({s ∈ [0, S] ; y(s) > xM}), δ2 := meas({s ∈ [0, S] ; y(s) < xm}).
By construction one has x(t) = y(ϕ(t)), for t ∈ [0, T ] and ϕ is bijective, thus
meas(E) = S − T . Moreover, for any monotonic function ρ : I → R one has∫ T
0
ρ(x(t)) dt =
∫ T
0
ρ(y(ϕ(t))) dt =
∫
[0,S]\E
ρ(y(s)) ds,
by considering the change of variable s = ϕ(t). We then get∫ T
0
`(x(t)) dt =
∫
[0,S]\E
`(y(s)) ds, (24)
and ∫ T
0
γ(`(x(t))) dt =
∫
[0,S]\E
γ(`(y(s))) ds.
As both controls uˆT and uˆS satisfy the constraint (4), one has
1
T
∫ T
0
γ(`(x(t))) dt =
1
S
∫ S
0
γ(`(y(s))) ds = u¯,
which implies
1
S − T
∫
E
γ(`(y(s))) ds = u¯. (25)
Let us now consider a function γˆ : [`(ym), `(yM )]→ R defined by
γˆ(ξ) :=
∣∣∣∣∣∣∣
γ(`(xm)) +
γ(`(xM ))− γ(`(xm))
`(xM )− `(xm) (ξ − `(xm)) for ξ ∈ [`(xm), `(xM )],
γ(ξ) otherwise,
(see Fig. 1). First, note that γˆ is convex increasing and satisfies
γˆ(ξ) > γ(ξ) for ξ ∈ (`(xm), `(xM )). (26)
As one has γ = γˆ in [`(ym), `(yM )]\[`(xm), `(xM )], we also have, thanks to (25),
1
S − T
∫
E
γˆ(`(y(s))) ds = u¯.
By Jensen’s inequality, we obtain
1
S − T
∫
E
`(y(s)) ds ≤ γˆ−1(u¯). (27)
Now, since γˆ is affine over [`(xm), `(xM )], one obtains
γˆ
(
1
T
∫ T
0
`(x(t)) dt
)
=
1
T
∫ T
0
γˆ(`(x(t))) dt >
1
T
∫ T
0
γ(`(x(t))) dt = u¯,
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`(xM )
γˆ
γ
`(xm)
Figure 1. Functions γ = ψ ◦ `−1 and γˆ defined above.
using the fact that x(t) ∈ [xm, xM ] for t ∈ [0, T ], (26) and (4). Therefore, one has
1
T
∫ T
0
`(x(t)) dt > γˆ−1(u¯). (28)
We get by (24), (27) and (28)
1
S
∫ S
0
`(y(s)) ds =
1
S
∫
E
`(y(s)) ds+
1
S
∫
[0,S]\E
`(y(s)) ds
≤ S − T
S
γˆ−1(u¯) +
1
S
∫ T
0
`(x(t)) dt
<
S − T
S
1
T
∫ T
0
`(x(t)) dt+
T
S
1
T
∫ T
0
`(x(t)) dt
=
1
T
∫ T
0
`(x(t)) dt,
which concludes the proof.
We now give our main result.
Theorem 3.6. Assume that Hypotheses (H1)-(H2)-(H3) are fulfilled. Then, for
any T > 0, there are two optimal solutions of (13) given by the controls uˆT and uˇT .
Proof. Since (H3) implies (H¯), Proposition 3.2 gives the uniqueness of a T -admissible
B+B−B+ trajectory (see Remark 6), which amounts to state that there are exactly
two extremals with two switches (corresponding to n = 1), given by the controls
uˆT (·) and uˇT (·). Recall that they have same cost because uˇT (·) is obtained by a
time translation of uˆT (·).
Now, Proposition 3.1 shows that an optimal trajectory consists in 2n (with n ≥ 1)
switches, that occur exactly at the maximal and minimal values. It should be noted
that any such trajectory with 2n switches (n ≥ 1) is Tn -periodic. By construction,
an extremal has to cross x¯ after its two first switches, say at t¯ > 0. From t = t¯, the
control alternates the same values +1 and −1 and switching points occur at exactly
the same values of x(·), namely xM and xm. Therefore, using Cauchy-Lipschitz’s
Theorem, one gets x(t) = x(t+ t¯) for any t ∈ [0, t¯] and successively on the intervals
[t¯, 2t¯], · · · , [(n−1)t¯, nt¯]. Therefore x(·) is t¯-periodic with x(nt¯) = x(T ) = x¯, thus t¯ =
T/n. We deduce that an extremal with 2n switches is T/n-periodic. To conclude,
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suppose that an optimal trajectory has 2n switches with n > 1. Its cost is then equal
to J(uˆT/n). Applying Lemma 3.5 with T and T/n gives J(uˆT ) < J(uˆT/n), which
proves that the optimal solution is achieved for n = 1 (i.e, with two switches).
An interesting consequence of Lemma 3.5 is the monotonicity property of the
cost function evaluated at the optimal solution as a function of T .
Corollary 3.1. The optimal criterion T 7→ JT (uˆT ) is decreasing w.r.t. T .
4. Relaxing the assumptions for local over-yielding. The previous sections
have shown the crucial role played by the monotonicity property of the function
ψ and the convexity of the function γ on the interval I (see Hypotheses (H¯) and
(H3)). In the present section, we consider situations for which these conditions are
not fulfilled on the whole interval I but only in a neighborhood of x¯. Typically,
there could exist other values of x¯ satisfying ψ(x¯) = u¯ (Hypothesis (H¯) is thus not
fulfilled on I) or γ could be only locally convex in a neighborhood of x¯ (Hypothesis
(H3) is thus not fulfilled on I). The idea is then to restrict the values of the period
T for characterizing (periodic) optimal solutions remaining in a neighborhood of x¯
(and presenting over-yielding). Therefore, we expect to no longer have a systematic
over-yielding (see remark 7 and Example 5.2.2 as an illustration).
We first revisit Proposition 3.2 as follows.
Proposition 4.1. Assume that Hypotheses (H1)-(H2) are fulfilled with ψ′(x¯) > 0.
Then there exists Tmax > 0 such that for any T ∈ (0, Tmax), there exists a unique
(xm, xM ) ∈ I2 that verify (20) and (21) with
(ψ(x)− ψ(x¯))(x− x¯) > 0, ∀x ∈ [xm, xM ] \ {x¯}. (29)
Proof. Consider a sub-interval J := (a˜, b˜) ⊂ I with a˜ < x¯ < b˜ such that the property
(ψ(x)− ψ(x¯))(x− x¯) > 0, ∀x ∈ J \ {x¯}. (30)
is fulfilled (as ψ′ is strictly positive at x¯, we know that such an interval exists). Let
us then consider the function f˜ defined on the interval [a, b] by
f˜(x) :=
∣∣∣∣∣∣∣∣∣∣∣∣∣
f(x) if x ∈ J,
−g(x)
(
ψ(a˜) + 1
a˜− a (x− a)− 1
)
if x ∈ [a, a˜],
−g(x)
(
1− ψ(b˜)
b− b˜ (b− x) + 1
)
if x ∈ [b˜, b].
Clearly, the pair (f˜ , g) satisfies Hypotheses (H1)-(H2)-(H¯). The function f˜ is not
C1 but Lipschitz continuous, but one can easily check that Lemma 3.3, Proposition
3.2 and Lemma 3.4 are still valid with f merely Lipschitz continuous. This gives the
existence and uniqueness of xm and xM that verify (20) and (21) for the pair (f˜ , g)
and any T > 0. As T 7→ xm(T ) and T 7→ xM (T ) are respectively decreasing and
increasing w.r.t. T (recall Lemma 3.4), there exists T˜ > 0 such that xm(T˜ ) = a˜ or
xM (T˜ ) = b˜. As f coincides with f˜ on [a˜, b˜], we conclude that xm, xM are the unique
numbers that verify (20) and (21) on [a˜, b˜] for the pair (f, g) and any T ≤ T˜ . This
can be done for any sub-interval J that verifies condition (30). We then consider
Tmax as the supremum of T˜ for all such sub-intervals J .
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Given T < Tmax, one may wonder if is enough to require Hypothesis (H3) to
be fulfilled on [xm, xM ] (instead of I) to obtain the optimality of the controls uˆT ,
uˇT as in Theorem 3.6. However, there could exist extremal trajectories taking
values outside the interval [xm, xM ], without requiring additional assumption on
the function ψ outside this set.
For this purpose, we consider the two controls u− and u+ defined by one switching
time t− ∈ (0, T ) (for u−) and t+ ∈ (0, T ) (for u+) as
u−(t) =
∣∣∣∣ −1, t ∈ [0, t−),1, t ∈ [t−, T ],
u+(t) =
∣∣∣∣ 1, t ∈ [0, t+),−1, t ∈ [t+, T ],
such that the corresponding trajectories x(·, u−, x¯) and x(·, u+, x¯) are T -periodic
(see Fig. 2). Let us then define x−T ∈ R, x+T ∈ R as
0
T
x¯
x+T
x−T
t+
t−
Figure 2. T -periodic solutions x(·, u−, x¯) and x(·, u+, x¯).
{
x−T := x(t
+, u+, x¯),
x+T := x(t
−, u+, x¯).
(31)
One can check that under Hypotheses (H1)-(H2), any T -periodic solution x(·) of
(1) with x(0) = x¯ and control u taking values in [−1, 1] verifies
x(t) ∈ [x−T , x+T ], ∀t ∈ [0, T ]. (32)
Indeed, by comparison of solutions of scalar ODEs over [0, t+], one obtains (since
u+(t) = 1 on [0, t+] and f + ug ≤ f + g, u ∈ [−1, 1]):
x(t) ≤ x(t, u+, x¯), ∀t ∈ [0, t+].
Furthermore, over the time interval [t+, T ], the same reasoning for the backward
dynamics yields (since u+(t) = −1 on [t+, T ] and −(f+ug) ≤ −(f−g), u ∈ [−1, 1]):
x(t) ≤ x(t, u+, x+T ), ∀t ∈ [t+, T ].
It follows that
x(t) ≤ x(t, u+, x¯), ∀t ∈ [0, T ].
By a similar argumentation with the control u− in place of u+, one concludes that
x(t, u−, x¯) ≤ x(t) ≤ x(t, u+, x¯), ∀t ∈ [0, T ],
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which completes the proof of Property (32). It can also be observed that one has
x−T < x¯ < x
+
T and (x
−
T , x
+
T )→ (x¯, x¯) when T → 0.
We give now a result requiring the condition (29) to be fulfilled on [x−T , x
+
T ],
which guarantees that any optimal solution is in the interval [xm, xM ].
Proposition 4.2. Assume that Hypotheses (H1)-(H2) are fulfilled with ψ′(x¯) > 0.
Take T ∈ (0, Tmax) such that
(ψ(x)− ψ(x¯))(x− x¯) > 0, ∀x ∈ [x−T , x+T ] \ {x¯} (33)
where x−T , x
+
T are defined in (31). Then there exists unique xm, xM in [x
−
T , x
+
T ]
satisfying (20) and (21). If ψ is increasing on [xm, xM ], then any T -admissible
solution x(·) verifies
xˆ := max
t∈[0,T ]
x(t) ≤ xM and xˇ := min
t∈[0,T ]
x(t) ≥ xm.
Proof. Fix T ∈ (0, Tmax) that fulfills condition (33). Note that this is possible since
ψ is increasing in a neighborhood of x¯ and (x−T , x
+
T )→ (x¯, x¯) when T → 0.
According to Proposition 4.1, there exists unique xm, xM that verify (20) and
(21). Since there exists a T -admissible trajectory taking the values xm and xM , one
has necessarily
x−T < xm < x¯ < xM < x
+
T . (34)
Consider now any T -admissible solution x. From the property (32), one has xˆ ≤ x+T
and xˇ ≥ x−T . Moreover, from condition (33) and Lemma 2.1, one has xˆ > x¯ > xˇ. Let
tˆ ∈]0, T [ be such that x(tˆ) = xˆ and suppose that one has xˆ > xM . We can assume,
without loss of generality, that x(t) ≥ x¯ is satisfied for any t ∈ [0, tˆ] (if not, consider
t0 := sup{t < tˆ ; x(t) < x¯} and replace x(·) by x(·+ t0)). Let (A,B) ∈ R∗+×R∗+ be
defined by
A :=
∫ xˆ
x¯
dx
f(x) + g(x)
and B := −
∫ xˆ
x¯
dx
f(x)− g(x) .
It can be observed that A and B are the fastest times for a solution of (1) to reach,
respectively, xˆ from x¯ (with the constant control u = 1) and x¯ from xˆ (with the
constant control u = −1). Clearly, one has tˆ ≥ A and T − tˆ > B.
We construct now a T -periodic solution x˜ of (1) such that x˜(0) = x¯ and associated
with a control u˜ defined as follows
u˜(t) =
∣∣∣∣∣∣
u¯ if t ∈ [0, tˆ−A[,
1 if t ∈ [tˆ−A, tˆ[∪[t†, T ],
−1 if t ∈ [tˆ, t†[,
(35)
where t† is given by
t† = T −
∫ x¯
x†
dx
f(x) + g(x)
,
and x† is a solution of κ(x†) = T − tˆ, the map κ(·) being defined by
κ(ξ) :=
∫ x¯
ξ
dx
f(x) + g(x)
−
∫ xˆ
ξ
dx
f(x)− g(x) , ξ ∈ I.
By Hypothesis (H2), the function κ is decreasing and one has
κ(xm) =
∫ xˆ
xm
η(x) dx−A >
∫ xM
xm
η(x) dx− tˆ = T − tˆ,
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and κ(x¯) = B < T−tˆ. Therefore x† is uniquely defined with x† ∈ (xm, x¯). Moreover,
one has
t† = tˆ−
∫ xˆ
x†
dx
f(x)− g(x) ∈ ]tˆ, T [.
Expression (35) is thus well defined. The solution x˜ is depicted on Fig. 3.
u˜ = −1
t
x†
xˆ
x
u˜ = 1
t† Tu˜ = u¯x¯
tˆtˆ− α
u˜ = 1
Figure 3. The solution x˜ in thick line, x in thin line.
Clearly x˜ reaches xˆ at time tˆ and it is below the function x on the interval [0, tˆ].
On the interval [tˆ, t†], x˜ has the fastest descent and therefore stays also below x on
this interval. At time t = t†, one has x˜(t†) = x†. Finally, the constant control u = 1
is the only one that allows to connect x† at time t† to x¯ at time T . So, any periodic
solution has to be above x˜ on [t†, T ]. We conclude that one has x(t) ≥ x˜(t) for any
t ∈ [0, T ]. As ψ(x) > ψ(x¯) for x ∈ [xM , xˆ] and ψ is increasing on [xm, xM ], and as
we have shown that x(t) > xm for any t ∈ [0, T ], one can write∫ T
0
(ψ(x(t))− ψ(x¯)) dt >
∫
{t∈[0,T ]|x(t)≤xM}
(ψ(x(t))− ψ(x¯)) dt
≥
∫
{t∈[0,T ]|x(t)≤xM}
(ψ(x˜(t))− ψ(x¯)) dt
=
∫ xM
x†
(ψ(x)− ψ(x¯))η(x) dx.
To conclude, since one has x† > xm and η > 0 on I, one obtains∫ T
0
(ψ(x(t))− ψ(x¯)) dt >
∫ xM
xm
(ψ(x)− ψ(x¯))η(x) dx = 0,
which is not possible according to Lemma 2.1. We then conclude that the inequality
xˆ ≤ xM is satisfied. In a similar manner, one can prove the other inequality
xˇ ≥ xm.
For periods T > 0 that fulfill conditions of Proposition 4.2, we know that op-
timal solutions remain in the set [xm, xM ]. We then obtain the same conclusion
as Theorem 3.6 when Hypothesis (H3) is fulfilled on the interval [xm, xM ] only, as
stated by the following Theorem.
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Theorem 4.1. Assume that Hypotheses (H1)-(H2) are fulfilled and consider T > 0
such that
i) (ψ(x)−ψ(x¯))(x− x¯) > 0 for any x ∈ [x−T , x+T ]\{x¯}, where x−T , x+T are defined
in (31),
ii) ` is increasing on [xm, xM ] and γ = ψ ◦ `−1 is strictly convex increasing on
[`(xm), `(xM )], where xm and xM are given by Proposition 4.1.
Then, there are two optimal solutions of (13), given by the controls uˆT and uˇT .
Proof. First, assumption ii) implies that ψ is increasing on the interval [xm, xM ].
Thanks to i), we know from Proposition 4.2 that any extremal is such that x takes
values within the interval [xm, xM ]. With assumption ii) instead of Hypothesis
(H3), the reader can easily check that the arguments of Theorem 3.6 apply in the
same manner on [xm, xM ] (instead of the whole interval I), to prove that only the
extremals xˆ and xˇ are optimal.
Remark 7. When hypotheses (H1)-(H2)-(H3) are not all satisfied (what is con-
sidered in this section), over-yielding cannot be guaranteed for any value of T as
in the previous section. However, Theorem 4.1 provides optimal periodic solutions
that present over-yielding.
5. Periodic versus constant strategies in a single population model. We
consider an exploited stock of a renewable resource (fish, forest..) represented by
its density x(t) which follows a dynamics
x˙ = f0(x)− E(t)x, (36)
where the growth function f0 : R+ → R is of class C1 and satisfies f0(0) = 0.
The harvesting effort E, which is considered as a measurable control, takes values
within an interval [0, Emax] (with Emax > 0). Such models have been extensively
studied in the bio-economics literature (see for instance [10] and the references cited
herein). Typically an optimal steady state x¯ associated with a constant control E¯ is
determined as maximizing a bio-economic profit of the harvesting over a discounted
infinite horizon. However, it is not always possible or desirable to apply the theo-
retical value E¯ of the harvesting effort in a constant manner (because of labor laws,
seasonality...), but its average value is usually guaranteed on a period T . In this
context, our objective is to study the impacts on the stock of applying a periodic
harvesting effort instead of a constant one. We study conditions on the growth
function for periodic harvesting effort having negative impact or not. In the case
of negative impact, we then consider the worst scenarios to estimate the maximal
loss that could be expected. There are several ways of measuring the impacts on
a stock, in terms of a function `(x) which measures the well-being of the stock or
its utility (such as recreative activities). In the simplest case, `(x) is just equal to
the stock density x but more generally one can consider that ` : R+ → R is a C1
concave increasing function.
Given a constant control E¯ ∈ (0, Emax), we then consider an associated steady-
state x¯ of (36) such that
h(x¯) = E¯, (37)
where h : R+ → R is the function defined as
h(x) :=
∣∣∣∣∣∣∣
f0(x)
x
if x > 0,
f ′0(x) if x = 0.
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Note that equation (37) may have several solutions. We consider one of them
which leads to a stable equilibrium (one can easily check that this amounts to have
E¯ > f ′0(x¯)). Our aim is to study if the average criterion
JT (E) :=
1
T
∫ T
0
`(x(t)) dt, (38)
can be improved by considering T -periodic inputs E(·) satisfying
1
T
∫ T
0
E(t) dt = E¯, (39)
and T -periodic solutions of (36) associated with E(·) with
x(0) = x(T ) = x¯. (40)
In order to use the previous setting, we consider the following change of variables:
u := 1− 2E
Emax
; f(x) := f0(x)− Emax
2
x ; g(x) :=
Emax
2
x,
and the function ψ becomes
ψ(x) = −f(x)
g(x)
= 1− 2
Emax
h(x).
So, (36) has exactly the form (1) with u ∈ [−1, 1]. Let u¯ ∈ (−1, 1) be the constant
control associated with E¯ such that u¯ = ψ(x¯). We now study the effects of T -
periodic inputs for two growth functions f0: the classical logistic function, and the
modified one with a depensation term (that will highlight Section 4).
5.1. The logistic growth. We recall the classical expression of this model
f0(x) := rx
(
1− x
K
)
,
where r > 0 and K > 0. One can easily check that there exists a positive equilibrium
x¯ of (36) satisfying (37) as soon as E¯ < r. Moreover, x¯ is a stable equilibrium (see
[10]). We assume hereafter that one has E¯ < r. Since one has
(f − g)(x) = x
(
r − Emax − r
K
x
)
; (f + g)(x) = rx
(
1− x
K
)
,
Hypotheses (H1)-(H2) are satisfied for the interval I := (λ(Emax),K) where
λ(Emax) =
∣∣∣∣∣ 0 if Emax > r,h−1(Emax) if Emax < r.
Note that ψ is an affine function: ψ(x) = c1x + c0 with c0 = 1 − 2rEmax , c1 =
2r
KEmax
. When ` is strictly concave, the function γ = ψ ◦ `−1 is strictly convex
(and increasing). Hypothesis (H3) is thus satisfied. According to Proposition 2.1,
there is a systematic over-yielding whatever is T > 0, i.e., the average criterion JT
is always below `(x¯). Its lowest value is given by the two strategies B+B−B+ or
B−B+B− (see Theorem 3.6). Note that when `(x) = x, the function γ is affine and
consequently the criterion JT is always equal to x¯, i.e., the average of the stock is
always equal to x¯.
We now illustrate the over-yielding with the function
`(x) :=
4x
1 + x
,
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which is concave increasing. Numerical simulations have been conducted with the
parameters values r = 3, K = 7, x¯ = 3.5, Emax = 2.5 and E¯ = 1.5. Results are
depicted on Fig. 4.
0 1 2 3 4 5 6 7 8 9 10
 
 
ℓ(x¯)
T
2 4 6 8 10
x¯
λ(Emax )
T
K
xm(T )
xM (T )
Figure 4. Optimal criterion JT (uˆT ) (left) and xm, xM (right) as
functions of the period T for the logistic growth.
5.2. The logistic with depensation. Some populations are known to present a
depensation in the first part of their growth function [10], which is also called a
weak Allee effect. This is represented by the following modification of the logistic
function
f0(x) := rx
α
(
1− x
K
)
,
with α > 2. For this function, one has
h(x) = rxα−1
(
1− x
K
)
,
which is increasing on [0, x?) and decreasing on (x?,K] with
x? :=
α− 1
α
K,
(see Fig. 5). In presence of depensation in the model, one can also easily check that
the function ψ is concave decreasing on [0, xc), convex decreasing on (xc, x
?), and
convex increasing on (x?,K] with
xc :=
α− 2
α
K < x?,
(see Fig. 5).
0
0.2
0.4
 
 
E⋆
x⋆xc K
−1.5
−1
−0.5
0
0.5
1
 
 
x⋆xc K
Figure 5. Graphs of the functions h (left) and ψ (right) for r =
0.3, K = 5, α = 2.5, Emax = 0.5893, E
? = 0.6235.
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We shall consider here the function `(x) = x (i.e., the criterion is simply the
level of the stock x). Let us define
E? := h(x?).
We distinguish now two cases depending if Emax is below or above E
?.
5.2.1. Case 1: Emax < E
?. Note first that there are two solutions λ1(Emax) and
λ2(Emax) on the interval (0,K) of the equation h(x) = Emax such that λ1(Emax) <
x? < λ2(Emax). One can then check that Hypotheses (H1)-(H2)-(H3) are fulfilled
on the interval I := (λ2(Emax),K). For any E¯ ∈ (0, Emax), one can also show,
as in the logistic model, that there exists a unique solution x¯ ∈ I of (37) which is
moreover a stable steady-state of (36) (see [10]). Proposition 2.1 guarantees then
an over-yielding whatever is T > 0.
Fig. 6 depicts the optimal cost value JT (uˆT ) for the following parameter values:
r = 0.3, K = 5, a = 2.5, x¯ = 4, E¯ = 0.48, and Emax = 0.5893.
2 4 6 80
3.84
4.02
 
 
T
x¯
0 1 2 3 4 5 6 7 8 9 10
T
λ2(Emax)
x¯
K
xM (T )
xm(T )
Figure 6. Optimal criterion JT (uˆT ) (left) and xm, xM (right) as
functions of the period T for the depensation model (case 1).
Finally, in presence of depensation in the model with a maximal harvesting effort
Emax < E
?, our analysis shows that periodic solutions cause a systematic decrease
of the mean value of the stock (compared to constant harvesting).
5.2.2. Case 2: Emax > E
?. One can easily check that Hypotheses (H1)-(H2) are
fulfilled on the interval (0,K), but not Hypothesis (H3). Since x¯ is a stable steady-
state of the dynamics, the point x¯ belongs to the interval (x?,K) (see [10]). Note
also that ψ is increasing in a neighborhood of x¯. Proposition 4.1 guarantees then
the existence of the T -periodic trajectory B+B−B+ (or B−B+B−) that satisfies the
integral constraint, for T not too large. Moreover for T small enough, the function
ψ is strictly convex on [xm(T ), xM (T )], and we can conclude about the optimality
of these trajectories according to Theorem 4.1.
Using the same parameter values except Emax = 0.8235, the function F defined
in (22) is depicted on Fig. 7 (left) for different values of T . We recall (see the proof of
Proposition 3.2) that the existence of xm, xM is equivalent to the existence of a zero
of F . One can see on this figure that Tmax as defined in the proof of Proposition 4.1
is approximately equal to 6. For T > 6, we can not conclude about the existence of
bang-bang trajectories., neither about their optimality. On the contrary, for T < 6,
the B+B−B+ and B−B+B− strategies are admissible and optimal, and xm, xM ,
x−T , x
+
T are plotted as function of T on Fig. 7 (right). Remark that property (34)
is fulfilled, for all T < 6. Note that equation h(x) = E¯ has two solutions x < x¯
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x+T
x−T
K
x¯
x
xM (T )
xm(T )
Figure 7. Plot of the function F defined by (22) (left), and xm,
xM , x
−
T , x
+
T (right) as functions of the period T (T < 6) for the
depensation model (case 2).
2 4 6
x¯
T
Figure 8. Optimal criterion JT (uˆT ) for the depensation model
(case 2)
(such that ψ(x) = ψ(x¯)). Finally, on Fig. 8, we present the cost of the B+B−B+
(or B−B+B−) strategy as a function of T (for T < 6).
6. Conclusion. In this work, we have shown that under concavity assumptions,
the optimal trajectory is the steady-state solution, that is, no over-yielding is pos-
sible.
On the contrary, under convexity assumptions, we have proved that there is
exactly one optimal trajectory (up to a time translation) which is bang-bang with
two switches on a period. This optimality result is global and valid for any period T .
We have also relaxed the hypotheses to prove the same optimality result globally,
but for a limited range of values of the period T , when only local convexity is
fulfilled.
The determination of the optimal solution for large values of T when neither
convexity nor concavity assumptions are fulfilled appears to be much more complex,
as the bang-bang solution is no longer admissible.
This analysis was illustrated in the context of a population model subject to a
harvesting effort. Depending on the growth model and the criterion, we are able to
predict the effect of a periodic harvesting efforts (with the same given mean value)
compared to the constant value at steady-state. Such analysis in this context is new
to our best knowledge.
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Some of the techniques we have proposed here to cope with the integral constraint
on the control variable, which is the main characteristic of the problem we have
considered, could be deployed for systems in higher dimensions, and will be the
matter of a future work.
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