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Abstract 
In this paper we complete the analysis done by Ramakrishna and Mukhopadhyay for a data 
node in the bounded disorder (BD) file organization of Litwin and I.omet. by introducing the 
B-tree index into the model. lso, 
$ 
we extend the analysis to the case of BD files with two 
partial expansions as proposed, y Lomet. Our main contribution is a detailed analysis of search 
and insertion costs, and its comparison with P-trees. 
1. Introduction 
Nowadays there are two main file organizations: hashing and tree indexing. New 
hashing techniques achieve single access retrieval, but are very inefficient for range 
search or key sequential access. On the other hand tree indices preserve the key order 
with a higher search cost. Litwin and Lomet [9] proposed the bounded disorder (BD) 
file organization to combine the advantages of both methods. 
This paper complements the analysis presented by Ramakrishna and Mukhopadhyay 
[ 171 concerning the performance of BD files, by including the index in their model. 
They only analyze the behavior of a data node, but not the interaction between data 
nodes due to the index (see [16] for a summary of this work). We show that the data 
node distribution is biased to lower storage utilization. Thus, we are able to compare 
a BD file with other file organizations. In particular, our results show that storage 
utilization is clearly lower, with a clear gain in search and insertion time with respect 
to a B+-tree. 
In Section 2 we describe the bounded disorder method. In Section 3 we analyze 
a genera1 split model, in which BD is a particular case, using the analysis technique 
introduced by Yao [ 191 for the analysis of balanced search trees under random in- 
sertions. In Section 4, we apply the analysis to the BD case to obtain many average 
performance measures in a simple BD file and a BD file using two partial expansions. 
In particular, we obtain expected storage utilization, search time, and insertion time. 
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For the latter we find the optimal bucket size in function of the transfer disk rate and 
the record size. In Section 5 we compare BD with B+-trees. Our results allows to select 
the appropriate BD parameters for a real implementation depending on the application 
requirements. 
Some results concerning asymptotic storage utilization are also presented by 
Matsliach [ 131, which carries out a similar analysis. However, our work, developed 
out independently, and first reported in 1989 [3] is more general and includes many 
aspects not addressed by the mentioned article, like the search and insertion costs and 
a thorough comparison with B+-trees. Recently, an alternative file expansion technique 
was presented [ 161. Part of the results presented here were presented in [6]. 
2. Bounded disorder 
A BD file consists of a B-tree index and data nodes. Each data node is organized 
as a small hash table of m buckets (m > 0) with an additional overflow bucket. Each 
bucket has a capacity for b records (keys). This structure is shown in Fig. 1. 
To insert a new key, we search for the appropriate data node using the B-tree index. 
Then we hash the key to find the appropriate bucket in the data node. If the bucket 
is full, we try to insert the key in the overflow bucket. If this bucket is also full, we 
split the data node into two data nodes as in B-trees [9, lo]. 
As an improvement, Lomet [12] proposed to use partial expansions; in particular, 
two expansions. That is, we have two bucket sizes: b and 3b/2 (b must be even) and 
hence two data node sizes: (m + 1)b and 3(m + l)b/2. When the overflow bucket 
becomes full in a data node of size (m + 1 )b, the next insertion falling in this bucket 
expands the node to a data node of size 3(m + l)b/2, increasing the size of each 
bucket. Note that only b + 1 keys (the overflow bucket plus the inserted key) need to 
be rehashed. This is called a partial expansion. When the overflow bucket of this data 
node overflows, the data node is split into two data nodes of size (m + 1)b. This is 
called a split, that completes a full expansion. 
bucket 
L bucket with capacity for b records 
Fig. 1. BD file. 
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3. Analysis for a general split distribution 
In this section we use fringe anal~~sis [8] to solve a more general case, where the 
split distribution is an arbitrary probability distribution. 
3.1. Single data node size 
Let 2L be the lowest node occupancy at which a split can occur, and H 32L the 
highest node occupancy. Hence, the lowest node occupancy is L. Therefore, we have 
data nodes having from L to H keys. Let Sj be the probability of a split given that 
there are j keys in a data node and a new key is being inserted in the data node, such 
thatsi=Oforj<2Lorj>Hands,,>Oforj32L,andjdH.Histhemaximum 
number of keys per data node, and then we must have SH = 1. 
The analysis applies to a file under random insertions. That is, a new record inserted 
in a file containing n records is equally likely to hit any one of the n + 1 intervals 
between two successive keys. A data node containing j records, contains j intervals (the 
first data node has one more interval, but for large n the effect of this is insignificant 
and hence ignored). 
Similar to [8] (see also [l] or [2]), the probability p;(n) of finding a key in a node 
containing j keys, when there are n keys in the file, is given by 
p~(n + 1) = p/(n) + -&(-(-if l)p,(n)+j(l -Sj-I)P.j-I(nl 
+&2j-2P2,j-2(n) + ?is2;-ip2_j--I(n) +,is21p2j(n)) 
with pj(n) = 0 for j < L or j > H. The first line of the above equation is the loss 
due to an insertion in a data node with j keys and the gain due to an insertion in 
a data node with j - 1 keys that does not trigger a split. The second line gives the 
contribution from an insertion in a data node that splits (that is, there was an overflow). 
These come from two cases: 
1. A split of a node having 2j - 2 (2j) keys, which results in a node with j (j + 1 ) 
keys: and another node with j - 1 (j) keys. 
2. A split of a node having 2j - 1 keys, which results in two nodes with j keys. 
The process is shown in Fig. 2(a). We define A4 = [(H+l)/21 as the highest occupancy 
produced by a split. Note that as SH # 0 and s,~ f 0, we have transitions from 
occupancy H to A4 and from M to smaller occupancies provided that L <M/2. 
This set of equations (j = L,. . ,H), starting from AL = 1 and p,(L) = 0 for 
j # L, allows us to predict the transient behavior of the structure. 
Asymptotically on n, the set of probabilities p, converges to the solution of the 
following linear system of equations [8] for j = L,. . , H, because for large n (steady 
state) we have pj(n + 1) = pi(n) 
(j+l)p, =j(l -Sj~I)Pj-l+jS2j~2P2j-2+2jS2~-~P2j-I fjS2jP2j 
with pi = 0 for j -CL or j > H. 
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(b) 
Size H Size 3H/2 
Fig. 2. Insertion process: (a) simple BD file, (b) BD file with 2 partial expansions. 
For H >j > [(H + 1)/21 = M, the equation is reduced to 
Pj = Fbi” - sj_l )pj_, 
because nodes with higher occupancy than M cannot be the result of node splitting 
since nodes cannot contain more that H keys (see Fig. 2(a)). Thus, p2j, p2j_i and 
p2j-2 are 0 for j > M. Solving, we have for j > M 
Mtl j-l 
Pj = ~PM II (1 -Sk) = p/PM, 
k=M 
Replacing this result in the other equations, wc have for j > M/2 
(j-t l)Pj =j(l -sj-l)pj-1 + E,jPM 
with @j = .iszj-2P2j-2 + 2js,-I fi2j-1 + js,p,. If L > M/2 z H/4 we can solve this 
system in closed form. First, we have 
for j = L, . . . , M - 1. But E,jpj = 1, hence 
This analysis includes Bf-trees and BD files as particular cases. For example, for 
B+-trees, sj = 0 for all j, with the exception of SH = 1 (H is the data node size). 
From the set of probabilities we can compute all the interesting measures [l, 2,7]. 
Table 1 shows the main performance measures and its corresponding formulas, where 
,fim,b denotes the probability of inserting a key in a data node bucket that is full. 
3.2. Partial expansions with two data node sizes 
If we use two expansions, a similar system of equations models the problem. We use 
data nodes of size H and 3H/2. Let pj be the asymptotic probability of inserting a new 
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key in a data node of size H containing j keys, and qj be the asymptotic probability 
of inserting a new key in a data node of size 3Hj2 containing j keys. Now we have 
pi = 0 for j d L or j > H, and qj # 0 for j = 2L + 1, .3H;‘2. 
Let si be the probability of a partial expansion given an insertion in a data node of 
size I-I and ti be the probability of a split given an insertion in a data node of size 
3H/2 (again fjH 2 = 1 ). Because the smallest ,j such that s; # 0 is 2L, we have that 
2L + I is the lowest occupancy for a node of size 3 H/2. Because, in general, t?l,_ 1 # 0. 
the lowest occupancy for nodes of size H is L + 1. 
Then, the asymptotic probabilities are given by the equations 
C.i + 1 )P, =.i(l - LyI-~)pj- I +jb-m-2 + ?ih-~q2,-~ fjf2jq2, 
forj=L+l,...,H and 
C..i+l)Yi=j(l -tj-lkf-I +js,-lpi--l 
for j = 2L + 1,...,3H/2 with JI, = 0 for jdL or j > H, and qi = 0 for ,j<2L or 
j > 3H/2. The first equation considers the effect of the split of a data node of size 
3H/2 on data nodes of size H. The second equation considers the expansion of a data 
node of size H into one of size 3H/2 (see Fig. 2(b)). Note that, in general, .sH_l # 0 
if H 32h (this is the case for BD). 
From this system, we can express q, as a function of p,, viz., 
Also, for j > 3fl/4 we have 
3H j-i 
' = 4(j + 1) k=3H.4 
~ II C1 -sj)P3H;4. 
Replacing these two relations in the set of equations, we obtain a dense linear system 
with 3H/4 - L + 1 equations to be solved. Again, this analysis contain B+-trees and BD 
files with two partial expansions as particular cases. Table 1 also shows the performance 
measures and its corresponding formulas for this case. 
4. Bounded disorder performance 
With relation to the model presented in the previous section, we have to make two 
assumptions: 
l The hashing function is uniform. That is, the probability of inserting a new key in 
each bucket of the data node is the same [ 171. 
l After a split, the bucket distribution of each subset of keys (smaller keys and larger 
keys) is the same as an arbitrary set of keys of the same size. 
For the case of BD files we have L = b and H = (m + 1)b. The probability s, 
was already obtained by Ramakrishna and Mukhopadhyay [ 171. For the computation 
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Table 1 
Formulas for the performance measures 
Measure Notation Simple case Two partial expansions 
Expected number of data P/C”) fi(“) 
nodes of size H with j keys 
D,“@, Tn rn 
Expected number of data D:“‘(n) 4,(n) 
nodes of size 3H/2 with j keys 
7” 
Expected storage utilization H(n) 
in the data nodes 
(H C~AnYj)-’ (H C~~=,p~~nYj 
+~!C~!2,+,4JnYj)-’ 
Probability of splitting Pr.Sp/ir(n) 
during an insertion 
c;*Lwh4 C~Z~4+tt,$(n) 
Probability of a partial PrPe,(n) 
expansion 
C~=,sjJ?i(n) 
Probability of inserting a J+&rf.(“) 
key in the overtlow bucket 
CjPj(n).fim'h Cjpi(n)~m'h + Cj4i(n)f;m'3bi2 
s 
60 70 80 90 100 110 
Load factor (%) 
Fig. 3. Probability of split in a data node as a function of the load factor for nt = 10. 
of this probability we refer the reader to the mentioned paper and [14, 151. Figs. 3 and 
4 show this probability as a function of the load factor (lOOj/mb) for different values 
mZb of b and m. The probability J;. is also computed, for a given j, m, and b, in [ 171. 
In all our examples, Sj is less than 1O-7 for L < H/4. For these, the closed-form 
solution is as good as the exact solution. Nevertheless, all the calculations used the exact 
solution. Fig. 5 shows the asymptotic probabilities for different values of (m + 1)b = 30 
for the sake of comparison. This graph shows how, for a fixed data node size, the 
occupancy distribution changes. The case m = 1 has the same occupancy distribution 
as a B+-tree of data node size 2b [S, 11. Note that p16 is almost the same for the three 
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Fig. 4. Probability of split in a data node as a function of the load factor for h = IO. 
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Fig. 5. Discrete probability distribution of keys in a data node at steady state 
cases considered, and that the distribution is more biased to a small number of keys 
per data node when m increases. 
4.1. Storage utilization 
Figs. 6 and 7 show the transient storage utilization and the effect of changing m or 
b. The first thing to notice is that the storage utilization is much more unstable than 
the B+-tree case (m = 1). This unstability increases if we increase m or b. This is not 
surprising, and is the effect of how many nodes are being handled (see also [7]). 
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B(n) 
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Number of keys (n) 
Fig. 6. Transient behavior for b = 10 
2000 3000 4000 5000 6000 7000 
Number of keys (n) 
Fig. 7. Transient behavior for m = IO 
Figs. 10 and 11 show the asymptotic storage utilization. In Fig. 10 we can see that 
the utilization increases if we increase b. The limit is In 2 z 0.693, as in B+-trees. 
The dashed curve above is the B+-tree case. Fig. 11 shows that the storage utilization 
decreases very fast if we increase m. Of course, the limit for this case is 0. Again, the 
dashed line above is the B+-tree case. 
Using two expansions, we have a similar transient behavior, perhaps somewhat more 
unstable, in particular when b is increased (see Figs. 8 and 9). The asymptotic storage 
utilization is also shown for this case in Figs. 10 and 11. In both cases (m or b is 
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Fig. 8. Transient behavior when using two partial expansions for h .= IO. 
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Fig. 9. Transient behavior when using two partial expansions for m = IO. 
constant) we have a similar curve to the previous case, and the difference between 
both curves is approximately a 13% (absolute) of storage utilization. 
4.2. Search and insertion cost 
In this section, we assume that 
l the whole data node can be read and written in one access; 
l all the B-tree index of the BD-file is in main memory (the BD file was designed to 
achieve this level of buffering for reasonable database sizes [lo]); and 
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Fig. 10. Asymptotic storage utilization for m = 10 
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Fig. 11. Asymptotic storage utilization for b = 10. 
l although in practice the seek time is the dominant term in a disk access, we include 
transfer time because a data node cannot be arbitrarily large. To model the transfer 
time we use tt(records) = recordsIR expressed in time units to access one bucket, 
where R is given by the formula 
R = time to access one bucket (ms) x transfer rate (MB) 
record size (KB) 
with 10 <R < 160 for practical cases (see the appendix). Note that R = cc is equiv- 
alent to not consider the transfer time. 
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Fig. 12. Asymptotic number of accesses per search for PI = IO 
2.1, _ - ,R = 80 _- /- ___--- 
2.0 - Bf-tree, 2 exp Y- - - - -+-tree //- ~ _---- 
1.9 - /‘/ __--- RLrn 
/ 
_/*- 
1.8 - /I // 
1.7- f’ fl 
‘R 
2 4 6 8 10 12 14 16 18 20 22 24 26 28 30 
Number of primary buckets (m) 
Fig. 13. Asymptotic number of accesses per search for h = 10 
The cost of a search, S(n), for both cases is given by S(n) = 1 +P~o,~v(n). Figs. 12 
and 13 show the asymptotic search time for the different cases. 
For a simple BD file, the number of accesses to the data node level during an 
insertion, I(n), is 
r(n) = 2 + Pro,&r) + (2 + 3tt(mb))PQ/;t(n). 
The first term is the normal number of accesses, one to read a bucket, and another 
to write the new bucket. If the bucket is full, we need to access the overflow bucket, 
giving the second term. The last term is the product of splitting the data node when 
the overflow bucket is full. In this case, we need two more accesses to read the whole 
data node (m extra buckets must be transferred), and to write one of the two new 
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data nodes (2m extra buckets must be written for the new nodes). We assume that the 
index is in main memory, thus no disk access is needed to update the corresponding 
index node. 
Similarly, for a BD file with two partial expansions the number of accesses to the 
data node level during an insertion is 
z(n) = 2 + Proverf(n) +(1 + 45mW))Prp,.&) + (2 + tt(7mb/2))Prsprit(n), 
because we need one extra access to read the whole data node when we expand it 
(which implies transferring m buckets while reading, and m expanded buckets while 
writing). When we have a split, we need two extra accesses to read the whole data 
node and to write one of new data nodes (which implies transferring m expanded 
buckets while reading and 2m non-expanded buckets while writing). 
Figs. 15 and 16 show the asymptotic expected number of accesses during an inser- 
tion. Our results are in good agreement with Lomet’s [ 121 experimental and analytical 
results. 
5. Comparison with P-trees 
To make a fair comparison between BD and B+-trees we consider the following: 
l The equivalent B+-tree is given by the case m = 1 (of bucket size 2b), because: 
_ The case m = 0 (bucket size b) is not defined. This was not a problem with the 
original BD file that did not have an overtlow bucket. 
_ The case m = 1 behaves exactly as a B+-tree. A node splits when is completely 
full (both buckets, the unique primary bucket and the overflow bucket must be 
full). 
l We assume that both files use the same B-tree index (same fan-out) and with the 
same sequence of insertions (same expected behavior). 
l We buffer in both cases the top levels of the index in main memory (better buffering 
heuristics depend on the query access pattern). 
Figs. 10 and 11 show the asymptotic storage utilization of BD files compared with 
Bf-trees. We see that the expected storage utilization is always better in the corre- 
sponding B+-tree. Even more, a simple B+-tree has better storage utilization than BD 
with two partial expansions if the bucket size is too small or the number of primary 
buckets too large. 
Because we assume the same index, and all the BD-index is in main memory, to 
include the effect of buffering for the search and insertion time, we need to compute 
the difference of height between a Bf-tree and BD. This difference, Ah, approximates 
the extra number of accesses in the corresponding B+-tree. That is, Ah is the average 
number of levels of the Bf-tree index that will be in secondary memory for equivalent 
structures (see Fig. 14). That is, both the BD and the B+-tree are simple, or both use 
two partial expansions. Therefore, the values between both types of B+-trees are not 
comparable (for that, we refer the reader to [7]). 
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Fig. 14. Effect of buffering when comparing BD and B+-trees 
We can obtain Ah by computing the number of index nodes needed by the BD file. 
If n is the number of elements in the data nodes, the expected number of data nodes 
is NBDo = n/((m + 1)b Uao). Let k be the order of the B-tree index (that is, 2k + 1 is 
the maximum number of children in an index node). By relating the expected number 
of index nodes per level (counting up) with 
NBD;= [,zy,] forNBDi >2k+l 
considering that the expected storage utilization of the index for large II approaches 
In 2 [19], we obtain the total number of BD index nodes, NIao, by adding NBD, 
from 1 until NBD; 6 2k + 1, plus 1 (the root node). Similarly, using the same relation 
between the index levels we compute the Bf-tree index nodes, NIB+, using NBo = 
n/(2b U,+_,,,). Finally, Ah are the bottom levels (including a fraction of a level) 
after buffering NZuo nodes (of the NIB+) of the top levels of the B’-tree index in 
main memory. This number is independent of n, for large n. In the case of two partial 
expansions, a similar derivation is used. The values for the storage utilization of B+- 
trees were obtained from the formulas in [ 1,7]. It is important to note that the storage 
utilization on any level of a B-tree index is different (see [19,8, l]), thus Ah is based 
on asymptotical approximations. Moreover, the expected height of a B-tree is still an 
open problem. 
The corresponding formulas for B+-trees are 
S(n) = Ah + 1 + H(b), 1(n) = Ah + (1 + tt(b))(2 + (1 + min( 1, Ah))Pr,sP,,,(n)) 
for the normal case, and 
S(n) = Ah + 1 + tt(3b/2), 
Z(n) = Ah + (1 + tt(3b/2))(2 + R-,,,,(n) + (1 + min(1, Ah))Pv,Plil(n)) 
when using two partial expansions. In both Z(n) formulas, we have extra accesses when 
we have a split: one to create the second new node, and another one (or a fraction Ah 
of the time if Ah < 1) to update the bottom level of the index when is in secondary 
memory. Table 2 shows Ah when k, m, or b changes. Note that Ah and the transfer 
time is the main difference in search and insertion time between both types of files. 
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Table 2 
Ah in function of k,m, and b 
k 
10 
12 
16 
20 
24 
26 
30 
Simple 
(m = 10,b = 1; 
0.847045 0.8S1900 
0.837547 0.842347 
0.825674 0.830406 
0.818550 0.823241 
0.813801 0.818465 
0.811974 0.8 16628 
0.809052 0.8 13688 
m Simple PE 
(k = 20, b = 10) 
b 
10 0.818550 0.823241 10 0.818550 0.823241 
12 0.855616 0.859038 12 0.813599 0.818739 
16 0.901665 0.903779 16 0.804987 0.8 10922 
20 0.929082 0.930546 20 0.797703 0.804328 
24 0.947246 0.94833 1 24 0.791404 0.798638 
26 0.954204 0.955 156 26 0.788547 0.796061 
30 0.965300 0.965951 30 0.783308 0.79 1343 
Simple PE 
(k = 20,~ = 10) 
Figs. 12 and 13 show the average search time of BD files compared with P-trees. 
A P-tree has better search time only when the number of primary buckets of the BD 
file is very small (m < 3). This is because the data node is so small that is better to read 
the whole node rather to do a second access if we have to read the overflow bucket. 
It may be surprising that the search time of a P-tree with two expansions is higher 
than for the simple case. However, as noted before, those curves are not comparable 
because they are relative to the corresponding BD file. In fact, if we use two partial 
expansions we obtain better insertion time for reasonable data transfer time as shown 
in [7]. 
Figs. 15 and 16 show the expected insertion cost for both structures. There are very 
interesting conclusions to be made: 
There is an optimal bucket size for P-trees if we consider transfer time (not consid- 
ered in [7]). This is because for small bucket sizes the transfer time is not significant, 
but for large sizes it is. 
A P-tree has better insertion time than the corresponding BD file when the number 
of primary buckets is small (for the same reason given for searches). 
A simple BD has better insertion time than BD with two expansions for small R 
(that means large record size and/or slow disk transfer rate) and reasonable number 
of primary buckets. 
There is an optimal ratio between the bucket size and the number of primary buckets 
with respect to insertion time. Again, as for B+-trees, this is the effect of the data 
transfer time (see curve for R = 20 of BD with two partial expansions in Fig. 16). 
Table 3 compares a BD file of parameters m = 10 and b = 10 with a B+-tree of 
bucket size 2b = 20, using a B-tree index of order k = 20, for both cases studied 
(considering R = co). That is, the simple case and using two partial expansions. 
In both cases of our example, there is a 9% difference in storage utilization between 
a Bf-tree and a BD file. However, insertion time is between 30 and 40% bigger, while 
search time is 50&80% bigger. These differences will be smaller or larger for small 
files, as in the growing phase there are periodical variations, but as the file becomes 
larger, the behavior is more stable, reaching the trade-offs mentioned above. Thus, as 
search is the most important operation in a large database, we will want faster answer 
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Fig. 16. Asymptotic number of accesses per insertion for h = 10 
time. Hence, BD should be used. However, depending on the application and the size 
of the file, this trade off may or may not be worth it. For example, in a 10 MByte 
file we trade 900 KBytes for approximately lo-16 ms of access time (for a 20ms disk 
seek time). The difference in the access time will increase as m or b increases. 
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Table 3 
Comparison between a BD file and a @-tree file for large n (m = 10,b = 10) 
Simple case Two expansions 
Measure B+-tree BD B+-tree BD 
U(n) 70% 61% 85% 74% 
I(n) (R = M) 2.85 2.22 2.84 2.06 
S(n) (R = CO) 1.82 1.19 1.82 1.02 
6. Final remarks 
We have shown that there is a trade off between access and insertion time versus 
storage utilization. Bounded disorder provides faster search and insertion time compared 
with B+-trees, but on the other hand the storage utilization is clearly lower. It is not 
possible to draw a more conclusive comparison, because that would depend on the 
parameters used and the application involved. We also show that there is an optimal 
bucket size and number of primary buckets with respect to insertion time due to the 
effect of considering data transfer time. This should be taken in consideration for 
large record size (say 2 KB or more) and/or slow disk transfer rate (say 1 MB/s or 
less). 
A good compromise is to use bounded disorder with two partial expansions and 
a moderate value of m and b. The main problem is that we need to allocate two 
different data node sizes. However, for this case there are allocation algorithms that 
provide very small external fragmentation (less than 5%) [7] (see also [12,4]). 
Finally, we address two issues that can be improved. None of the papers related to 
BD files mentions its worst case. The storage utilization heavily depends on a well 
chosen hashing function, that should distribute the keys uniformly and independently 
of the actual key distribution. This is a delicate issue. In fact, in a 50% occupied data 
node, with m > 4, it may happen that the following 3b/2 records inserted in that data 
node fall in the same bucket. This triggers a split which produces a data node with less 
than a 30% storage utilization. This process may repeat until we reach the minimum 
possible: 2/m. Although the probability of this happening is very small, it shows how 
sensitive is the method. 
Similarly, suppose that a data node splits, and all the records in the overflow bucket 
and the last new record (which produced the overflow) have the same hash value i. In 
[lo] it is suggested that the records in the first bucket are a good sample to choose the 
splitting record (pivot). It may happen that all the records in the ith bucket and the 
overflowed records are less (greater) than the pivot. That is, one of the new data nodes 
also overflows! Again, this may never happen. However, it shows how important is 
the relation pivot-hashing function. 
The above comments suggest that for some applications may be worthwhile to con- 
sider the following: 
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l The hashing function should be carefully selected taking into consideration the type 
of records used and their distribution (which depends on the application). A good 
hashing function is not difficult too choose, but still the behavior of it depends on 
the actual data. 
l The splitting element should be carefully selected. For example, as this is a CPU 
bound process, we can try to have a linear cost function that maximizes the storage 
utilization balance and minimizes the variance of the hashing values in each new 
data node. This can be stated as a linear programming problem. On the other hand, 
the improvement of the storage utilization may be small [ 11,2]. 
l The overflow bucket size should be optimized according to the above. For example, 
allowing 26 overflow records will increase the storage utilization while the search 
time increases slightly. Given a trade-off cost function reflecting the weight of the 
storage utilization and the search time for the actual application, an optimal overflow 
bucket size, obs(m, b), can be chosen. In this cost function, data transfer time must 
be considered. 
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Appendix 
Typical disk systems have a seek time ranging between 10 and 20 ms, with an av- 
erage rotational delay of 8 ms, and with a transference rate varying from 1 to 4 MB 
per second. Typical record sizes range from 0.5 to 2 KB [1X]. Considering that the 
time to access one bucket is approximately 20 ms, including seek time, rotational 
latency, and transfer time, replacing the extremes values in the formula for R we 
have 106R<160. 
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