Summary In this paper we consider the situation where the deterministic components of the processes generating individual series are linear trends and the individual series are independent I(0) or I(1) processes. We show that when those time series are used in ordinary least squares regression, the phenomenon of spurious regression occurs regardless of whether a time trend is included in the regression.
Introduction
Following Granger and Newbold (1974) and Phillips (1986) , the spurious regression phenomenon in econometrics is generally understood to refer to the impact of ordinary least squares regression on independent time series generated by integrated processes. However, as has recently been discussed in the literature, the phenomenon can also occur for regressions involving highly autocorrelated trend stationary processes.
In this paper we consider the situation where the deterministic components of the processes generating individual series are linear trends. In Section 2, the stochastic components are taken to be stationary …rst order autoregressions. We consider the cases where a time trend both is not and is included in the …tted regression. Section 3 of the paper extends these results to what might be viewed as the limiting case, where individual series are generated by random walks with drifts.
Spurious regressions with I(0) processes around linear trends
We consider two independent stationary processes y t and x t around trends, that are generated from the following DGP:
y t = ¹ y +¯yt + u yt ; u yt = Á y u yt¡1 + " yt ; jÁ y j < 1;
x t = ¹ x +¯xt + u xt ; u xt = Á x u xt¡1 + " xt ; jÁ x j < 1: Assumption 1. (i) " yt is i.i.d(0, ¾ 2 y ), (ii) " xt is i.i.d(0, ¾ 2 x ) and (iii) " yt and " xt are independent.
The conditions on " yt and " xt can be relaxed, but we keep Assumption1 for clarity and simplicity. To investigate a possible relationship between y t and x t , a researcher might run an OLS regression of y t on a constant and x t : y t =® +°x t + e t :
This regression has been extensively studied in the literature. When y t and x t are independent random walks without drifts, Granger and Newbold (1974) and Phillips (1986) analysed this regression showing that the OLS estimator°converges to a random variable and its t-statistic diverges with a rate T
1=2
. Examining the same regression, Entorf (1997) proved that if y t and x t are independent random walks with non-zero drifts, then°converges in probability to the ratio of the drift of y t and the drift of x t ; and its tstatistic diverges with the same speed T 1=2 . Similar results were reported by Marmol (1998) in the context of nonstationary fractionally integrated processes. While most studies focus on independent nonstationary processes, Granger et al (2001) and Tsay and Chung (2000) studied the regression, assuming that y t and x t are independent stationary processes without any trend components.
Similarly to these previous studies, we examine the same regression as (2), but assuming that y t and x t are independent stationary processes around non-zero sloping trends; speci…cally at least one of¯y and¯x in (1) is not zero. The following theorems show the impact of these non-zero slope terms on the asymptotic distributions of various statistics from (2).
Theorem 1 Suppose that y t and x t are generated by (1), the equation in (2) is estimated by least squares regression and Assumption 1 holds. If¯y 6 = 0 and¯x 6 = 0, then we havê°p
As in Entorf (1997) , the OLS estimator°converges in probability to the ratio of the two trend coe¢cients,¯y=¯x, and its t-statistic t°diverges. However, t°diverges with a faster rate T 3=2 than Entorf (1997) where t°d iverges with rate T 1=2 . From the probability limit of T ¡3=2 t°in Theorem 1, it can be easily seen that (i) the farther away from zero either¯y or¯x is, the larger the absolute value of t°becomes, and (ii) the closer to one either Á y or Á x is, the smaller the absolute value of t°is. By way of illustration we graph the probability limit multiplied by T 3=2 , which can predict the …nite sample behavior of t°. Figure 1 (a) shows the probability limit multiplied by T
3=2
as a function of¯x with T = 50,¯y = 0:03, Á y = Á x = 0:3 and ¾ y = ¾ x = 1. Even with T as small as 50, the t-statistic becomes larger than 1.96 (the 5% critical value from N(0,1)) once¯x is greater than 0.03. The case with T = 100 and¯y = 0:01 is displayed in Figure 1 (b). With¯y as low as 0.01, the approximated t-statistic is well above 1.96 for almost any values of¯x. When varying¯y while …xing¯x at the same set of values as in Figures 1(a) -1(b) , the same graphs are obtained, which is expected from the expression given in Theorem 1. Hence they are not reported. On the other hand, the impact of changing T is shown in Figure 1 We next consider the case in which only one of¯y,¯x is zero. The following theorem shows the asymptotics in this case.
Theorem 2 Suppose that y t and x t are generated by (1), the equation in (2) is estimated by least squares regression and Assumption 1 holds. If¯y = 0 and¯x 6 = 0, then we have
If¯y 6 = 0 and¯x = 0, then we have
The OLS estimator°converges to zero when the dependent variable y t has no trend and the independent variable x t has one. On the other hand, the same OLS estimator diverges when the trend term is present only in the dependent variable. Even though the behavior of the two OLS estimators are completely di¤erent, their corresponding t-statistics converge to very similar normal distributions. In fact, the variances of the two limiting normal distributions are of the exact same functional form in which the argument is the AR parameter of the variable with no time trend term. For example, when¯y = 0, only Á y determines the limiting distribution. Let Á be either Á y or Á x . Then it can be easily shown that (i) the variance term
2 is greater than unity if and only if 0 < Á < 1 and (ii) the variance term is a monotonically increasing function of Á. The second property implies that as Á approaches unity, the asymptotic rejection rate becomes larger. This is a sharp contrast with the result in Theorem 1 where the t-statistic t°is a decreasing function of Á y and Á x . Therefore, for any stationary AR(1) processes, spurious regressions can occur and the extent of that phenomenon depends on the closeness of the AR parameter Á to unity. Given that we know the exact form of the variance of the limting normal distribution, it is possible to calculate the asymptotic rejection probability based on t°and the 5% critical value (1.96) from N(0,1). Let Z Á denote the limiting normal random variable. Then, the asymptotic rejection probability, denoted ARP (Á), is given by
where © is the cumulative distribution function of N(0,1) and
2 . Figure 2 shows the graph of ARP (Á) against Á. It increases at a faster rate as Á approaches one.
All the results obtained so far are of interest when the trend components y or¯x are small so that the researcher is mistaken in believing that the regression in (2) is correctly speci…ed. Of course, when the trend components are large enough to be easily detected, then a time trend term can be added to the regression; y t =® +^t +°x t + e t :
However, the following theorem shows that adding a time trend does not eliminate spurious e¤ects.
Theorem 3 Suppose that y t and x t are generated by (1), the equation in (4) is estimated by least squares regression and Assumption 1 holds. Then
In contrast with Theorems 1 and 2 in which di¤erent asymptotics result from di¤erent values of¯y and¯x, the results in Theorem 1 are invariant tō y and¯x; they can be either zero or non-zero without a¤ecting the limiting distributions. The t-statistic t°does converge to a normal distribution, but the variance of that distribution is not unity, but a complicated function of the AR parameters, Á y and Á x ; so that unless Á y Á x = 0, using critical values from N(0,1) can lead to spurious rejections. Note that the limiting distribution of t°is the same as the one in Granger et al (2001) in which it is assumed that¯y =¯x = 0 and no trend term is included in the regression. Hence, the results can be regarded as an extension of Granger et al (2001) .
In order to investigate the …nite sample properties of the t-statistic t°i n Theorems 1-3, we conduct some Monte Carlo simulations. The two error terms " yt and " xt are drawn from N(0,1) and various values of T are used: T = 100; 500; 1000; 2000 and 10000: The results based on regressions in (2) and (4) are given in Table 1 and Table 2 respectively. For comparison we also include di¤erent types of stationary DGPs: MA(1) and I(d) with d 2 (¡0:5; 0:5).
We …rst discuss Table 1 . The case of¯y =¯x = 0 has already been reported in the literature, but we include the case here for comparison purpose. When the error terms follow AR(1) processes and both trend components are non-zero, …nite sample rejection rates are 100% regardless the values of other model parameters. This can be easily explained by Theorem 1. For example, for Á y = Á x = 0:9; T = 100 and¯y =¯x = 0:2, the calculation of the probability limit of T ¡3=2 t°in Theorem 1 predicts that t°is 100 3=2 £ 0:0178 = 17:8 which is well above 1.96. As T increases, or either Á y or Á x decreases, the magnitude of t°increases even further. Hence, the rejection rate of 100% is well predicted. When either¯y or¯x is zero, Theorem 2 predicts that the distribution of t°depends only on the AR parameter of the variable with no time trend. The …nite sample rejection rates for the case of¯y = 0;¯x = 0:2 and T = 100, are 5.9%, 15.9% and 67% for Á y = 0, 0.3, and 0.9 respectively (when Á x = Á y ) and 4.8%, 68.2% for Á y = 0, 0.9 respectively (with Á x = 0:9; 0 respectively). The asymptotic rejection probability in (3) predicts that ARP(Á y = 0) = 5%, ARP(Á y = 0:3) =15% and ARP(Á y = 0:9) = 65%. As is obvious from the numbers, the …nite sample rejection rates are very well explained by the asymptotic rejection probabilities whether Á x is equal to Á y or not.
In contrast to the AR(1) cases, when the error terms are generated by MA(1) processes, there are no spurious e¤ects if either¯y or¯x is zero, in which case …nite sample rejection rates are virtually zero. When¯y =¯x = 0:2, the rejection rate is 100% as in the AR(1) cases. When the error terms are fractionally integrated with d 2 (¡0:5; 0:5), the phenomenon of spurious regressions is evident. Tsay and Chung (2000) showed that spurious e¤ects occur if the sum of the long memory parameters for y t and x t is greater than 0.5. When d = 0:4 for both y t and x t , the sum is 0.8 and rejection rates range from 20% to 100% depending on the values of¯y and¯x: Hence, the spurious e¤ects in the case of d = 0:4 con…rm the …ndings of Tsay and Chung (2000) . However, it can be seen that spurious e¤ects can also occur (see the case of d = 0:1) even when the sum of the two long memory parameters is less than 0.5. This …nding has not been reported in the literature. Table 2 shows …nite sample rejection rates when a linear time trend term is added to the regression. First of all, all rejection rates for AR(1) cases become smaller than the corresponding ones in Table 1 . As predicted by Theorem 3, the rejection rates are independent of the values of¯y or x . We also note that when either Á y or Á x is zero, there is no spurious rejection phenomenon. This is not caused by the asymmetry of¯y or¯x:
Rather, it is simply because the asymptotic variance of t°is (1¡Á x Á y ) 2 so that the variance becomes unity when either Á y or Á x is zero. It is interesting to see that while adding a time trend term reduces spurious e¤ects in all AR(1) cases, the same thing produces spurious e¤ects in the MA(1) cases; the rejection rates are about 7% for µ y = µ x = 0:3 and about 11% for µ y = µ x = 1.
Spurious regressions with I(1) processes with drifts
In this section we consider two independent random walks with drifts as in Entorf (1997):
While Entorf (1997) examines the spurious regression phenomenon arising when the regression in (2) is employed, we study the issue using the regression in (4); that is we add a time trend term to his regression equation.
The following theorem shows the asymptotic distributions of some statistics from the regression in (4).
Theorem 4 Suppose that y t and x t are generated by (5), the equation in (4) is estimated by least squares regression and Assumption 1 holds. Then we have
)¯y ¡ ª¯x; Here, V (r) and W (r) are independent Brownian motion processes de…ned as
The results in Theorem 4 is an extension of Phillips (1986); speci…cally the OLS estimator°converges to a random variable and its t-statistic t°d iverges with rate T 1=2 . This should not be surprising since the regression in (4) is identical to the following regressioñ y t =® +°x t + e t (6) where® = 0; andỹ t andx t are the residuals from the regressions of y t and x t on [1; t] respectively. Hence, the only di¤erence between our results and Phillips (1986) is that in the above regression (6)ỹ t andx t are pure random walks in Phillips (1986) and demeaned and detrended random walks in our case. Tables 3 and 4 show the spurious phenomenon in …nite samples. [3] Granger, C.W.J. and Newbold, P. (1974) . Spurious regressions in econometrics, Journal of Econometrics, 2, 111-120.
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Appendix

Proof of Theorem 1
The OLS estimator°is given by°=
When¯y 6 = 0 and¯x 6 = 0, we have the following results:
It is straightforward to show that3
. Hence, we have
x which simpli…es to the expression in the theorem.
Proof of Theorem 2
We …rst consider the case where¯y = 0 and¯x 6 = 0: Since¯x 6 = 0, we still have
The numerator of°scaled by T ¡3=2 is given by
where A = (¡1=2; 1) 0 and Q = . Next we turn to the t-statistic t°which is given by t°=
T 3=2°. Using the fact that3
Now we consider the next case of¯y 6 = 0 and¯x = 0. Since¯x = 0, we have
1 by a law of large numbers. Similarly to the previous case, we have
By combining the results, we have
T 1=2°f or which we have
. This completes the proof.
Proof of Theorem 3
We can rewrite y t =®+^t +°x t +e t as u yt =®+(^¡¯y +°¯x)t +°u xt +e t . Then, we have± = (
Z t u yt where Z t = (1; t; u xt ) 0 and ± = (®;^¡¯y +°¯x;°) 0 . We de…ne D T = diag(T 1=2 ; T 3=2 ; T 1=2 ) and pre-multiply both sides of the expression of± by D T to obtain
It can be shown that
Using the fact that the o¤-diagonal terms are zero, we have
The t-statistic t°is given by t°=°fvâr(°)g ¡1=2 where vâr(°)
e 2 t and i 3 = (0 0 1) 0 . Note that
Proof of Theorem 4
We can rewrite y t =® +^t +°x t + e t as u yt =® +~t +°u xt + e t
where~=^¡¯y +°¯x: Then, we have± = (
The limits of individual terms in the above expression when properly scaled are as follows: Pre-multiplying both sides of (8) by diag(T ¡1=2 ; T 1=2 ; 1) and combining the above results, we have
)¯y ¡ ª¯x:
Noting that the two regressions in (4) and (7) 
