Abstract. This paper proposes a new predictor-corrector interior-point method for a class of semidefinite programs, which numerically traces the central trajectory in a space of Lagrange multipliers. The distinguished features of the method are full use of the BFGS quasi-Newton method in the corrector procedure, and an application of the conjugate gradient method with an effective preconditioning matrix induced from the BFGS quasi-Newton method in the predictor procedure. Some preliminary numerical results are reported.
where S n + denotes the cone of positive semidefinite matrices in the space S n of n × n real symmetric matrices, C, A p ∈ S n (p = 1, 2, . . . , m) given matrices, a p ∈ R (p = 1, 2, . . . , m) given real numbers, and A • X the inner product of A ∈ S n and X ∈ S n (i.e., A • X = Trace A T X = n i=1 n j=1 A ij X ij ). We will also use the notation R ++ ⊆ R and S n ++ ⊆ S n + for the set of positive numbers and the cone of positive definite symmetric matrices, respectively.
Primal-dual interior-point methods [1, 14, 17, 19, 26, etc.] for SDPs have been getting popular, and now several software packages [3, 9, 25, 28, etc.] based on them are available through the Internet. However these software packages are not powerful enough to solve large scale general SDPs, e.g., SDPs with m and/or n larger than several thousand. Serious difficulties arise when we solve the key linear equation Mdy = r with a fully dense m × m matrix M , which is often called the Schur complement equation, to obtain a search direction (dX, dy, dS) ∈ S n × R m × S n . As m gets larger, solving the equation M dy = r by direct methods such as the Cholesky factorization also becomes more expensive and more difficult. When m is larger than ten thousand, it is impossible even to store the entire coefficient matrix M in standard workstations; hence we are forced to use iterative methods such as the CG (conjugate gradient) method and the CR (conjugate residual) method to solve the equation Mdy = r. However the condition number of the coefficient matrix M gets worse rapidly as the iterate (X, y, S) gets closer to an optimal solution in the primal-dual space. Under such circumstances, we need to improve the condition number by applying an appropriate preconditioning to M because, otherwise, even a low accuracy solution of M dy = r would require more and more CG or CR iterations. One of the current important issues is how to obtain an effective preconditioning for the coefficient matrix M without the need to store M . See [6, 18, 22, 27, 33, 34] for more details on applications of iterative methods, preconditioning, and numerical experiments on some large scale SDPs.
Another inefficiency of using primal-dual interior-point methods is that the n × n primal matrix variable X is fully dense in general even when all the data matrices C, A p ∈ S n (p = 1, 2, . . . , m) are sparse. This is a disadvantage of primal-dual interior-point methods compared to the dual scaling method [2] , which generates iterates only in the dual space; note that the dual matrix variable S = m p=1 A p y p − C inherits the sparsity of the data matrices C, A p ∈ S n (p = 1, 2, . . . , m). To overcome this disadvantage, Fukuda et al. [10] and Nakata et al. [21] recently proposed methods based on the positive definite matrix completion for exploiting the aggregate sparsity pattern over the data matrices. Besides interior-point methods, some other computational methods have been also proposed and intensively studied for solving large scale SDPs: the spectral bundle method [13] and nonlinear programming reformulations of SDPs [4, 5, 29] .
Numerical results on large scale SDPs have been reported. They include (i) SDP relaxations of the max-cut problem and the graph bisection problem solved by the spectral bundle method [12, 13] , the dual-scaling method [2] , and nonlinear programming reformulation [4] , (ii) an SDP relaxation of the max clique problem solved by the primal-dual interior-point method with the use of the CG method [22] and the CR method [27] . However, successful numerical results on large scale SDPs have been restricted so far to a few types of such SDPs (arising from SDP relaxation of combinatorial optimization problems on graphs) that do not require highly accurate solutions.
Aiming to resolve many of the difficulties mentioned so far, this paper proposes a new computational method, a Lagrangian dual predictor-corrector path-following interior-point method (abbreviated as LDIPM) for solving a class of SDPs. We may regard the LDIPM as a variant of the simple dual predictor-corrector path-following interior-point method (abbreviated as DIPM) with the use of the standard dual logarithmic barrier functiong(·; µ) : Y ++ → R (µ ∈ R ++ ) defined bỹ The DIPM is a predictor-corrector method that numerically traces the central trajectory {(y(µ), µ) : µ ∈ R ++ } in the dual space, where y(µ) corresponds to the unique minimizer of the problem (1.4) . Although the idea of the DIPM is rather classical and stemmed from the SUMT (sequential unconstrained minimization technique) by ), it provides us with some significant features to overcome the difficulties involved in the primal-dual interior-point method for SDPs. We will outline below the DIPM together with its major advantages and disadvantages.
Letμ ∈ R ++ be fixed. The role of the corrector procedure is to approximate the minimizer y(μ) of the functiong(·;μ) over Y ++ starting from aŷ ∈ Y ++ . Here we assume that the point (ŷ,μ) ∈ Y ++ × R ++ has been generated by the predictor procedure of the previous iteration, or given initially in the first iteration. When we generate a sequenceŷ = y 0 , y 1 , . . . , y k , . . . ∈ Y ++ in the corrector procedure, (a) we can fully utilize various unconstrained optimization methods such as quasiNewton methods with the use of first derivatives. In connection with our predictor procedure, it is convenient for us to use the BFGS quasi-Newton method which updates an approximation H k of the inverse of the Hessian matrix ∇ 2g (y k ;μ) of the functiong(·;μ) at y = y k . Throughout the iterations of the DIPM, (b) the variables (X, y, S) ∈ S n ++ × R m × S n ++ of the primal-dual pair of SDPs (1.1) and (1.2) are evaluated only where (y, S) is an interior feasible solution of (1.2), and the relation XS = µI holds for some µ ∈ R ++ . This implies that the dual matrix variable S inherits the sparsity of the data matrices C, A p (p = 1, 2, . . . , m) as in the existing primal-dual interior-point methods, and also the inverse X −1 = S/µ of the primal matrix variable X shares exactly the same sparsity with S. Furthermore, we can explicitly avoid computing and maintaining the primal matrix variable X if we compute and maintain a (sparse) Cholesky factorization of S. It is noteworthy that even the positive definite matrix completion [10, 21] is unnecessary to retrieve the primal matrix variable. Now, suppose that the rth iterate y r of the corrector procedure attains an approximation of the minimizer y(μ) ofg(·;μ) over Y ++ . Then the point (y r ,μ) lies approximately on the trajectory {(y(µ), µ) : µ ∈ R ++ } or y r ≈ y(μ). We then perform the predictor procedure based on the first-order approximation y(µ
, for some positive µ + less than the currentμ, on the trajectory {(y(µ), µ) : µ ∈ R ++ }. Hereẏ(μ) denotes the first derivative of y(µ) evaluated at µ =μ. In order to compute the derivativeẏ(μ), we apply the CG method to a system of linear equations with coefficient matrix equals to the Hessian matrix ∇ 2g (y(μ);μ) ofg(·;μ) at y = y(μ). It should be emphasized here that (c) the BFGS quasi-Newton matrix H r used in the previous corrector procedure serves as a powerful preconditioning matrix. This preconditioning technique is essential to make our predictor procedure more effective.
In spite of the nice features (a), (b), and (c) mentioned above, (d) there is a major worry that as y(µ) approaches to the boundary of Y ++ , we may encounter numerical difficulties to approximate the minimizer y(µ) since the condition number of the Hessian matrix ∇ 2g (·; µ) gets worse rapidly.
To offset this disadvantage, we will use "a logarithmic barrier function" defined on the entire m-dimensional space R m without any boundary in our Lagrangian dual predictor-corrector path-following interior-point method (LDIPM). We are concerned with the following SDP and its dual
(1.6)
Here I denotes the n × n identity matrix and b a positive number. Throughout the paper we assume:
There is an interior feasible solution X 0 of (1.5), i.e., an X 0 ∈ S n ++ which satisfies the constraints of (1.5) .
(ii) The data matrices A p (p = 1, 2, . . . , m) and I, which appear in the equality constraints of (1.5) , are linearly independent. Note that the primal SDP (1.5) involves a "simplex constraint" X ∈ Ω + ≡ {X ∈ S n + : I • X = b}. Although this constraint is restrictive, the primal SDP (1.5) covers various important SDPs such as SDP relaxations of combinatorial optimization problems. We also note that if the feasible region of a given SDP (1.1) without the simplex constraint is bounded and a bound is known in advance, then we can transform it into the primal SDP (1.5) above. For any given Lagrangian multiplier (dual variable) vector y ∈ R m , we can easily find a (w, S) ∈ R × S n ++ such that (y, w, S) ∈ R m+1 × S n ++ becomes an interior feasible solution of the dual SDP (1.6). This is another important feature of the above primal-dual pair of SDPs (1.5) and (1.6). Helmberg and Rendl [13] dealt with this type of SDPs for which they presented their spectral bundle method.
Based on the Lagrangian duality theory, we will construct a family of strictly convex smooth functions g(·; µ) : R m → R (µ ∈ R ++ ) whose minimizers over the entire space R m form the central trajectory in the space R m of the Lagrange multiplier vector y. For this purpose, we first introduce the dual logarithmic barrier function f (y, w, S; µ) = m p=1 a p y p + bw − µ log det S for every (y, w, S, µ) ∈ R m+1 × S n ++ × R ++ , and then replace the objective function of (1.6) by f (y, w, S; µ)
The variable vector y ∈ R m of the dual SDP (1.6) is now a parameter vector given from outside. For every (y, µ) ∈ R m × R ++ , the problem (1.7) has a unique optimal solution, which we will denote by (w(y; µ), S(y; µ)). More precisely, (w, S) ∈ R× S n ++ is an optimal solution of the problem (1.7) if and only if (1.8) holds for some X ∈ S n ++ .
Now we define the function g(·; µ) : R m → R as the optimal value of the problem (1.7); for every (y,
For every µ ∈ R ++ , g(·; µ) : R m → R turns out to be a smooth strictly convex function having a unique minimizer y = y(µ) over R m , and the set {(y(µ), µ) : µ ∈ R ++ } forms a trajectory in the space R m of the Lagrange multiplier vector y. Utilizing the function g(·; µ) defined above on the entire m-dimensional Euclidean space R m instead of the functiong(·; µ) restricted on Y ++ , our LDIPM numerically traces the trajectory {(y(µ), µ) : µ ∈ R ++ } in a similar way as in the DIPM. In particular, the LDIPM shares the distinguished features (a), (b), and (c) with the DIPM, and is expected to offset the disadvantage (d) of the DIPM to a certain extent.
One crucial feature of using the function g(·; µ) in the LDIPM is that (e) for each (y, µ) ∈ R m × R ++ , the evaluations of the function value g(y; µ), the gradient vector ∇g(y; µ), and the Hessian matrix ∇ 2 g(y; µ) are done by solving the system of nonlinear equations (1.8) [10, 21] . In the development of our method, we implicitly assume that either the size of S is not large compared to the number of equality constraints m in the primal SDP (1.1), or the data matrices C, A p (p = 1, 2, . . . , m) enjoy a nice aggregated sparsity pattern that allows a cheap Cholesky factorization of S. For detailed discussions on sparsity, see Section 4.4.
We present more technical details on the LDIPM in Section 2, a prototype algorithm of the LDIPM and its variants in Section 3, and some additional techniques which enhance the effectiveness and efficiency of the LDIPM in Section 4. In particular, we present how we offset the disadvantage (e) of the LDIPM in Section 4.1 and how we exploit the sparsity in the DIPM and the LDIPM in Section 4.4. We report some preliminary numerical results on the DIPM and the LDIPM in Section 5. We will confirm there that the LDIPM works more efficiently than the DIPM. Remark 1.2. The basic idea of using Lagrangian duals in interior-point methods was originally proposed for LPs in the working papers [15, 16] . However, neither of the papers were published because the method would be unlikely to compete with the primal-dual interior-point method for LPs, which had already become a powerful computational method for solving large scale LPs at that time, and also because some proofs of the main theorem of [16] were incomplete. This was pointed out by Gongyun Zhao. He later proposed an implementable version [30] of interior-point methods based on Lagrangian duals of linear programs, and proved its polynomialtime computational complexity. See also [31, 32] . Finally, Shida [24] extended the Lagrangian dual interior-point method to linear optimization problems over pointed closed convex cones.
Basic analysis.
2.1. Characterization in the primal and the dual spaces. For every y ∈ R m , let us consider a Lagrangian relaxation of the SDP (1.5)
and its dual
It should be noted that, for any y ∈ R m , both SDPs (2.1) and (2.2) have interior feasible solutions; hence they both have optimal solutions and their optimal values coincide with each other. This nice feature is due to the simplex constraint which has not been incorporated into the Lagrangian relaxation and is maintained in (2.1).
The function f (·, ·, ·; µ) :
given in the Introduction corresponds to the logarithmic barrier function of the dual SDP (2.2) where we replaced the objective function m p=1 a p y p + bw of (2.2) by f (y, w, S; µ) to obtain the problem (1.7). We now consider the primal barrier function
, we obtain the problem
For every (y, µ) ∈ R m × R ++ , the problem (2.3) has a unique optimal solution, which we will denote by X(y; µ). Hence we can write the optimal value function
m ×R ++ , the problems (2.3) and (1.7) form a primal-dual pair. Among others, they share the common optimality condition (1.8); X is an optimal solution of the primal problem (2.3) and (w, S) is an optimal solution of the dual problem (1.7) if and only if (1.8) holds. We will denote the unique solution of (1.8) by (X, w, S) = (X(y; µ), w(y; µ), S(y; µ)). We further observe from (1.8) that their optimal value functions g p (·; µ) and g(·; µ) satisfy
hence the difference in the function values between g(y; µ) and g p (y; µ) is constant independent of y ∈ R m as long as µ ∈ R ++ is fixed. Therefore, for each fixed µ ∈ R ++ , the minimization of g(·; µ) over R m and the minimization of g p (·; µ) over R m are equivalent. Suppose that X ∈ S n ++ and S ∈ S n ++ . Then we can describe the coefficient matrix M (or M ) of the so-called Schur complement equation for the HRVW/KSH/M search direction [14, 17, 19] applied to the primal-dual pair of SDPs (1.5) and (1.6) (or applied to the primal-dual pair of SDPs (1.1) and (1.2)) as follows
where
The matrix M (or M ) is known to be symmetric and positive definite. When the primal-dual pair of matrix variables X ∈ S n ++ and S ∈ S n ++ satisfies XS = µI for some µ ∈ R ++ as in the succeeding discussions, we have
In this case, the matrix M (or M ) is also identical to the coefficient matrix of the Schur complement equation for other well-known search directions including the AHO direction [1] and the NT direction [26] .
Computation of the function value, the gradient vector, and the Hessian matrix of g(·; µ). Let (y, µ) ∈ R
m ×R ++ . In order to compute the function value, the gradient vector, and the Hessian matrix of g(y; µ), it suffices to solve the system of equations (1. Lemma 2.1. 
We also see that φ(·; y, µ) is a strictly convex and strictly decreasing function on (λ max , +∞), and that it satisfies φ(w; y, µ) → +∞ as w → λ To solve the equation φ(w; y, µ) = b, we will utilize a similar method to the one often employed in trust region methods for nonlinear unconstrained optimization [7] . Letw ∈ [λ max + µ/b, λ max + nµ/b] be a current iterate. We approximate the function φ(·; y, µ) by a function of the form ψ(w) = β/(w − α). Here, the two real parameters α and β are determined by
We choose the next iterate w + = β/b + α by solving the equation ψ(w) = b. At each iteration of this algorithm, we need to evaluate
In general, this requires O(mn 2 + n 3 ) arithmetic operations. Or, if we compute all the eigenvalues λ 1 , λ 2 , . . . , λ n of the matrix C − m p=1 A p y p in advance, we can easily compute the value and the first derivative of the function φ(·; y, µ) using the relations (2.7). When all the data matrices C, A p (p = 1, 2, . . . , m) are sparse, the former method is cheaper than the latter unless the number of iterations gets larger. This will be discussed again in Section 4.4.
Approximation of the central trajectory in the y-space.
This section will provide theoretical foundations of the predictor procedure of the LDIPM.
Let µ ∈ R ++ . Assume that y = y(µ) ∈ R m is the unique minimizer of the function g(·; µ) over R m . In view of Lemma 2.1, y = y(µ) satisfies A p • X(y; µ) = a p (p = 1, 2, . . . , m). Recall also that X(y; µ) is characterized by the condition (1.8). Therefore y = y(µ) satisfies
for some (X, w, S) = (X(y; µ), w(y; µ), S(y; µ)) ∈ S n ++ × R × S n ++ . This is exactly the condition that characterizes the central trajectory of the primal-dual SDPs (1.5) and (1.6). Thus, we may regard {(y(µ), µ) : µ ∈ R ++ } as the projection of the central trajectory on the space R m of the Lagrange multiplier vector y. In the remainder of this section, we derive systems of linear equations that determine the first derivativė y(µ) and the second derivativeÿ(µ). With these derivatives, we can approximate the trajectory {(y(µ), µ) : µ ∈ R ++ } by either
(the second-order approximation) in a neighborhood of eachμ ∈ R ++ .
For simplicity of notation, we write (X, w, S) = (X(y(µ); µ), w(y(µ); µ), S(y(µ); µ)). Then (X, y, w, S) satisfies all the identities in (2.8). Differentiating those identities once and twice in µ, we obtain
respectively. Here (Ẋ,ẏ,ẇ,Ṡ) and (Ẍ,ÿ,ẅ,S) denote the first and second derivatives of (X, y, w, S) in relation to µ, respectively. From these equations and (ii) of Lemma 2.1, we obtain
where h m+1 and h are given by (2.4), and r q (q = 1, 2, . . . , m), r m+1 are given by
(2.10)
In view of (iii) of Lemma 2.1, we know that the common coefficient matrix
T /h m+1 of the equations in (2.9) is positive definite, so that we can utilize its Cholesky factorization, or iterative methods such as the CG method and the CR method to solve them.
3. Predictor-corrector path-following algorithms in the space R m of the Lagrange multiplier vector y.
3.1. A prototype algorithm using the Newton method. Among various candidates for neighborhoods of the trajectory {(y(µ), µ) ∈ R m × R ++ : µ ∈ R ++ }, we employ the one based on the self-concordant theory [23] . In the LP case, KojimaMegiddo-Mizuno-Shindoh [15] showed the fact that {g(·; µ) : µ ∈ R ++ } forms a self-concordant family. Shida [24] extended this fact to a general class of linear optimization problems over pointed closed convex cones which includes our SDP case. For every ∈ R ++ , define Step 2-N: (Predictor procedure using the Newton method) Let 
Step 1-N: (Corrector procedure using the Newton method) Let z =ȳ k . To approximately solve the problem of minimizing the strictly convex smooth function
by solving the systems of linear equations (2.9) with (X, y, w,
Step 3: Replace k + 1 by k and return to Step 1-N.
In
Step 2-N, we may replace the second-order predictor procedure by the firstorder predictor procedureȳ = y
is unnecessary in this case.
To design efficient algorithms for large scale SDPs based on the prototype algorithm described above, we need to incorporate various practical techniques which have been developed in the field of unconstrained optimization. In particular, we can employ the BFGS quasi-Newton method for the minimization of the function g(·; µ k ) over the entire Euclidean space R m . This will be discussed in Section 3.2. Another important technique is an application of iterative methods such as the CG method and the CR method for solving the system of linear equations (2.9). This will be discussed in Section 3.3.
3.2.
Corrector procedure using the quasi-Newton BFGS method. In
Step 0-BFGS, we initialize H = I ∈ S n ++ , which we will update to approximate the inverse of the Hessian matrix ∇ 2 g(z; µ k ) in Step 1-BFGS below.
Step 
Step 1-N of Algorithm 3.1 has been now replaced by (3.1).
3.3.
Predictor procedure using preconditioned iterative methods. In the predictor procedure, Step 2-N of Algorithm 3.1, we need to compute an approximationẏ =ẏ k ∈ R m of the first derivativeẏ(µ k ), and an approximation y =ÿ k ∈ R m of the second derivativeÿ(µ k ) by solving the systems of linear equations (2.9) with (X, y, w,
Since the common coefficient matrix ∇ 2 g(y; µ) of the equations onẏ andÿ in (2.9) is positive definite by (iii) of Lemma 2.1, we can utilize its Cholesky factorization to solve the first and the second equations exactly. But the coefficient matrix is fully dense in general, and solving the equations exactly by the Cholesky factorization gets more and more expensive when the dimension m of the equations gets larger. We propose below to use iterative methods such as the CG method and the CR method.
Let ∇ 2 g(y; µ)u = v represent either of the equations inẏ andÿ in the system (2.9). Let H k denote the BFGS quasi-Newton matrix, which we have computed in the corrector procedure of the kth iteration. We will use this matrix as a left preconditioner when we apply the CG method (or the CR method) to ∇ 2 g(y; µ)u = v. Specifically, multiplying ∇ 2 g(y; µ)u = v by H k from the left side, we transform it into the equivalent system of linear equations H k ∇ 2 g(y k ; µ k )u = H k v, and then apply the CG method (or the CR method) to the resulting system from an initial point
We use an approximated scaled norm, which we have used in Step 1-BFGS (3.1), as a stopping criteria for the CG method; more precisely, we stop the CG iteration when
Here u denotes an iterate of the CG method.
At each iteration of the CG method, we need to compute a vector ∇ 2 g(z; µ)u ∈ R m for some u ∈ R m . In general, the computation of the vector ∇ 2 g(z; µ)u is much cheaper than the computation of the entire Hessian matrix ∇ 2 g(z; µ).
Note on the simple dual predictor-corrector interior-point method.
In the Introduction, we have introduced the logarithmic barrier functiong(·; µ) : Y ++ → R and the associated family (1.4) of strictly convex minimization problems. After that, we have presented a simple dual predictor-corrector interior-point method, the DIPM, for the SDP (1.2). Recall that the LDIPM is a variant of the DIPM. In this section, we show that all the discussions in Sections 3.1, 3.2 and 3.3 can be easily simplified to adapt them to the DIPM.
We first replace Condition 1.1 by respectively, where M ∈ S m is given by (2.4) with S = S(y; µ). Now we are ready to relate the DIPM to the LDIPM. All the discussions in Sections 3.1, 3.2 and 3.3 remain valid, if we replace
• R m on which g(·; µ) (µ ∈ R ++ ) is defined by the set Y ++ on whichg(·; µ) (µ ∈ R ++ ) is defined, • the system (2.9) of linear equations in the first derivativeẏ and the second derivativeÿ by
where a, r ∈ R m are given by (2.10).
Also we can easily adapt all the discussions on the LDIPM in Sections 4.2, 4.3, 4.4 and 4.5 to the DIPM. Major differences between the DIPM and the LDIPM are: (i) The explicit formula of X(y; µ) is available in the DIPM while X(y; µ) in the LDIPM is computed through an iterative method (Section 2.2). (ii) The Lagrange multiplier vector y of the DIPM is restricted to Y ++ while y of the LDIPM can vary in the entire space R m . Although the DIPM is more attractive due to the feature (i) than the LDIPM, numerical results, which we will report in Section 5, support that the LDIPM is more efficient than the DIPM. We have not realized the exact reason, but the feature (ii) is probably a critical weak point of the DIPM because when y ∈ Y ++ is near to the boundary of Y ++ , a little perturbation to (y, µ) may cause a drastic change in X(y; µ) and g(y; µ).
Additional techniques.

Dynamical adjustment of b.
In many applications of the SDP of the form (1.5), it is not necessary that the equality constraint I • X = b holds strictly. For example, suppose that the feasible region of the equality standard form SDP (1.1) is bounded and that a positive number b satisfying I • X + 1 ≤ b for every feasible solution X of (1.1) is available. Then, adding artificial redundant constraints I •X +X n+1,n+1 = b and X n+1,n+1 ≥ 0 to (1.1), we can transform (1.1) into an SDP of the form (1.5). In this case, we may replace the equality constraint I •X +X n+1,n+1 = b by χ ≤ I•X+X n+1,n+1 ≤ χ, where b−1 < χ ≤ χ < ∞. Thus the equality constraint I • X + X n+1,n+1 = b is allowed to be satisfied loosely.
In general, we may regard the SDP (1.5) itself as a special case of the equality standard form SDP (1.1) in which its feasible region is bounded and a positive number b satisfying I • X + 1 ≤ b for every feasible solution X of (1.5) is available; just take b = b + 1. Therefore we can apply the transformation mentioned above to the SDP (1.5).
We will give another good example. LMI (Linear Matrix Inequality): Let 
. . , m).
Then, we can rewrite (4.1) as our dual form SDP (1.6). In this case, we may replace the objective function bw = w of the resulting SDP by b w with any b > 0; hence the primal equality constraint I • X = b needs to be satisfied loosely in the sense
The looseness of the equality constraint I • X = b will provide our method with lots of flexibility. Theoretically, we consider a class of central trajectories C(b) (b ∈ [χ, χ]) characterized by (2.8). For each fixed b ∈ [χ, χ], we know that the central trajectory C(b) leads to a primal-dual optimal solution of the SDP (1.5), so that we may perform our predictor procedure described in Section 2.3 at any point (X, w, S) = (X(y; µ), w(y; µ), S(y; µ)) which satisfies (2.8) for any b ∈ [χ, χ]. This then allows us to loosely solve the equation φ(w; y, µ) = b, discussed in Section 2.2, such that χ ≤ φ(w; y, µ) ≤ χ. This technique saves much computation time.
On the other hand, the definition of the function g(·; µ) involves b, so that the function value, the gradient vector, and the Hessian matrix of g(·; µ) with a fixed µ are affected by perturbations of b. Therefore, we need to fix b or at least not to perturb b much to consistently perform the minimization of the function g(·; µ) with a fixed µ > 0 in our corrector procedure. In particular, a little perturbation to b may destroy the convergence of the corrector procedure. This would be more serious as µ becomes smaller. As a compromise, we take the following strategy in our numerical experiment reported in Section 5. Let χ : R ++ → R ++ be a nondecreasing continuous function; we took χ(µ) = 10 −7 + min{10 −2 , 10µ} for every µ ∈ R ++ in our numerical experiment. We stop the iteration described in Section 2.2 to compute a solution w = w(y; µ) of the equation φ(w; y, µ) = b with a fixed µ > 0 when |φ(w; y, µ) − b| < χ(µ). Now suppose that the corrector procedure utilizing the Newton iteration or the BFGS iteration has successfully terminated satisfying the stopping criteria (y, µ) ∈ N ( c ) or ∇g(y; µ)
T H∇g(y; µ) ≤ µ c , respectively. Then we must have
Let b = I • X. Then the resulting point (X, y, w, S) lies (approximately) on the central trajectory C(b ), and we can perform
Step 2-N (the predictor procedure using the Newton Method) or its variant (the predictor procedure using a preconditioned iterative method) described in Section 3.3.
A step length based on a quadratic approximation of g(z + αd; µ) in α.
For determining a step length α ∈ (0, 1] in Step 1-N or Step 1-BFGS, we propose to employ a quadratic approximation of g(z + αd; µ) in α:
µ)d be the minimizer of the quadratic function. Then choose a step length α = min{α min , 1.0}. In the case of the DIPM method, we need to shorten the step length α when z + αd ∈ Y ++ . In our numerical experiment, which we will report in Section 5, we multiply the step length α by a constant ratio τ = 0.8 iteratively till z + αd ∈ Y ++ holds. τ was chosen empirically there.
We tried Armijo's and Wolfe's line search rules in our numerical experiments. We found, however, that either of the rules often lead us into a jam or make the BFGS quasi-Newton method not converging. One major reason might be that inaccuracies occur in the computation of the value of the merit function g(·; µ). In particular, when we employed a loose solution w of the equation φ(w; y, µ) = b as described in Section 4.1, they did not work effectively at all. On the other hand, the step length based on the one-step quadratic approximation method without any line search mentioned above worked well in both of the DIPM and the LDIPM.
One additional primal-dual interior-point method iteration to increase the accuracy.
Suppose that the LDIPM using the BFGS quasi-Newton method as the corrector procedure results in approximate optimal solutions X ∈ S n ++ of the primal SDP (1.5) and (y , w , S ) ∈ R m+1 × S n ++ of the dual SDP (1.6) at the th iteration. We will show how we perform one iteration of the primal-dual interior-point method using the HRVW/KSH/M search direction [14, 17, 19] to get approximate optimal solutions with a higher accuracy. We compute a search direction (dX, dy, dw, dS) by solving 1, 2, . . . , m) ,
where β ∈ [0, 1] denotes a centering parameter. Since (y , w , S ) is an interior feasible solution of the SDP (1.6), and X S = µ I holds for some µ ∈ R ++ , we obtain
Here M ∈ S m ++ , h ∈ R m , and h m+1 ∈ R are given by (2.4) with S = S , and
We apply the CG method to the system (4.3) utilizing the BFGS quasi-Newton matrix H obtained at the th iteration as an effective preconditioning matrix. We stopped the CG iteration when an approximate solution dy satisfying .4) is obtained. Here pd > 0. Note that this stopping criterion is compatible with the ones we have employed so far for the BFGS quasi-Newton iteration in the corrector procedure, and the CG method to compute the predictor directions.
The dual step length α d = max{α ∈ [0, 1] : S + αdS ∈ S n + }, the primal step length α p = max{α ∈ [0, 1] :X = X + αdX ∈ S n + }, and the primal objective value C •X can be computed from the sparse matrices S and dS. Details are omitted here.
Exploiting sparsity.
There are many places in which we can exploit the sparsity of data matrices C, A p (p = 1, 2, . . . , m) in the DIPM and the LDIPM. Among others, we mention: (I) A sparse Cholesky factorization NN T of the dual matrix variable S. We use a Cholesky factorization N N T of the dual matrix variable S when we evaluate the value of the function φ(·; y, µ), and its derivative to compute an approximate solution of (1.8). We can apply various existing heuristic methods, such as the minimum degree ordering for less fill-in, the (nested) dissection ordering for less fill-in, and the reverse Cuthill-McKee ordering for reducing bandwidth [11] . More generally, we can handle a case where S is the sum of low rank (dense) matrices in S n and a matrix that allows a sparse Cholesky factorization. Such a case appears in the SDP relaxation of the graph equi-bisection problem. Suppose that S ∈ S ++ has "a sparse and rank--dense structure":
for some , q j , t j ∈ R n (j = 1, 2, . . . , ), and some sparse matrix S 0 that allows a sparse Cholesky factorization 1, 2, . . . , ). Then, applying the Sherman-Morrison formula to each S j (j = 1, 2, . . . , ) recursively, we see that
Consequently, we obtain that
We will call the formula (4.6) as a Cholesky and rank--factorization of S −1 . Note that a multiplication of S −1 to a vector ω ∈ R n is now reduced to the following procedure.
•
Use of the Cholesky and rank--factorization (4.6) of S −1 . Suppose that a Cholesky and rank--factorization (4.6) of the inverse S −1 of a dual matrix variable S of the form (4.5) is available at some iteration. Recall that the identity XS = µI holds. Therefore, if we maintain the vectors q j , t j , u j , v j ∈ R n (j = 1, 2, . . . , ) and a sparse lower triangular matrix N 0 , not only S but also X = µS
is restored at any time saving a significant amount of memory. We should also mention that all the computations in our method can be carried out without restoring the dense matrix X from those vectors and matrices explicitly. We have mentioned above a procedure on how we compute S −1 ω for a given ω ∈ R n . Given F j ∈ S n (j = 1, 2, . . . , q), we can apply that procedure to the computation of
Here e i denotes the ith unit coordinate vector in R n . Assuming that S −1 ω can be done in O(n 2 ) arithmetic operations for any ω ∈ R n , the computation of the trace of matrices above requires O(qn 2 ) arithmetic operations. In most of the computation involving X and S −1 in the LDIPM, q is either 1 or 2. The unique exceptional case is the computation of r p (p = 1, 2, . . . , m + 1) involved in the right hand side of the equation on the second-order derivativeÿ in (2.9). See (2.10). In this case, q turns out to be 3. The approximation of the second derivative is considered to be one of the most expensive parts in the LDIPM even when we use the CG or CR method.
The limited memory BFGS quasi-Newton method.
When the dimension m of the dual variable vector y is large, say, more than several thousand, it is usually impossible to store the entire m × m BFGS matrix H in standard workstations. In such cases, we may replace the full BFGS quasi-Newton matrix used in Step 1-BFGS by the limited memory BFGS update. In their recent paper [20] , Morales and Nocedal proposed to use the limited memory BFGS quasi-Newton matrix for preconditioning the CG method. In our predictor procedure described in Section 3.3, we can employ the limited memory BFGS quasi-Newton matrix for preconditioning the CG method (or the CR method).
Numerical results.
We wrote MATLAB codes for the LDIPM and the DIPM. Each of the methods has four variants using either of the Newton method or the BFGS quasi-Newton method as a corrector procedure, and using either of the first-order or the second-order predictor procedures. The primary purposes here are to verify that they work numerically, and to investigate the effectiveness of the corrector procedure using the BFGS quasi-Newton method and the predictor procedure using the CG method preconditioned by the BFGS quasi-Newton matrix. All the numerical experiments were done by MATLAB Version 5.2 in a Macintosh with Power PC 750 400MHz and 360 MB memory. In this implementation, we used two MAT-LAB matrix types, the standard dense matrix (two dimensional array) type, and the MATLAB sparse matrix type to cope with both dense and sparse data matrices C, A p (p = 1, 2, . . . , m) . The computation of the matrices m p=1 A p y p and C − m p=1 A p y p are done via appropriate matrix types depending on their sparsity. This saved a considerable amount of computational time. However, we employed neither of the sparsity techniques (I) and (II) mentioned in Section 4.4 because simple and/or efficient MATLAB implementation of such techniques is difficult. In particular, we computed and maintained the primal matrix variable X throughout the iterations.
Test problems.
We consider three kinds of SDPs, an SDP relaxation of a box constrained quadratic 0-1 program, a norm minimization problem, and a linear matrix inequality. BQ01IP (Box constrained quadratic 0-1 program). Let Q ∈ S be a matrix whose components are chosen from random numbers uniformly distributed in the interval (0.0, 1.0). Consider the problem:
A upper bound of the objective function value can be computed by solving an SDP relaxation of this problem:
The inequality constraint I•X ≤ +1 is redundant, but is added to transform the SDP into our standard form SDP (1.5) . Let n = + 1, m = , a p = 1.0 (p = 1, 2, . . . , m) , b = + 1, and 
. , m).
Then we can rewrite the SDP above in our standard form (1.5). We used the MATLAB dense matrix type for C and the MATLAB sparse matrix type for A p (p = 1, 2, . . . , m) . Since it is difficult to guess good initial points, the following tentative initial points were chosen
where λ max denotes the largest eigenvalue of C. Here 
NMIN (Norm minimization problem). Let
n = q + r, C = O F T 0 F 0 O , A p = O F T p F p O (p = 1, 2, . . . ,
m).
If we define
5.2.
Parameters, accuracy, and stopping criteria. We tried various values for the parameters p (the tolerance used in the predictor procedure, see Sections 3.1 and 3.3), c (the tolerance used in the corrector procedures, see Sections 3.1 and 3.2), γ (the reduction factor used for the barrier parameter µ in the predictor procedure, see Section 3.1), and cg (the tolerance used in the CG method, see Section 3.3), and then determined the following values for them: p = 1.0, c = 0.01, γ = 0.9, cg = 0.001 for the first-order derivative, and cg = 0.01 for the second-order derivative. Also we used the one-step quadratic approximation method, mentioned in Section 4.2, to choose a step length in the corrector procedure along a search direction generated by either the Newton method or the quasi-Newton BFGS method.
The following symbols are used in the numerical experiments of the next subsections:
p.f.error = the primal feasibility error
Here k denotes the last iteration.
In the numerical experiments which we report next, we stopped the iteration when the relative error and the primal feasibility error both got less than 10 −6 . In all cases, we succeeded in generating approximate optimal solutions with this accuracy, but more sophisticated implementations are required to compute higher accuracy optimal solutions. 
The condition number of
, where H k denotes the quasi-Newton BFGS matrix (see Section 3.3), • "CG1", the number of iterations in the CG method with the initial point H kā for approximating the first derivativeẏ(µ k ) (see (2.9) for the definition ofā), and • "CG2", the number of iterations in the CG method with the initial point H kr for approximating the second derivativeÿ(µ k ) (see (2.9) for the definition of r) changed along the sequence {(y k , µ k )} generated by the BFGS 2nd-order predictor variant of the LDIPM applied to the instance of the SDP relaxation of the BQ01IP with n = 201 and m = 200. We see that the condition number of ∇ 2 g(y k ; µ k ) got worse rapidly after iteration 8 or after the barrier parameter µ k got smaller than 10 −2 . But the condition number of the preconditioned matrix H k ∇ 2 g(y k ; µ k ) remained small, and there was no increasing tendency in the number of iterations of the CG method in the predictor procedure. Figure 5 .1 (a) shows the spectrum of ∇ 2 g(y k ; µ k ), and Figure 5 .1 (b) the spectrum of H k ∇ 2 g(y k ; µ k ) at the 3rd, 6th, 9th, and 12th iterations, respectively. We can also observe from them that the preconditioned matrix H k ∇ 2 g(y k ; µ k ) has a narrower range for its spectrum than the Hessian matrix ∇ 2 g(y k ; µ k ), which is a favorable fact for CG methods. We conclude that it is advantageous to precondition the Hessian matrix Table 5 .2 shows numerical results on the SDP relaxation of the BQ01IP with n = 101, 201, Table 5 iter. = average number of iterations, In all cases where either of the Newton method or the BFGS method was used in the corrector procedure, and either of the first-order or the second-order was used in the predictor procedure, the number of iterations "iter.", the number of the Newton iterations "New.", the number of BFGS quasi-Newton iterations "BFGS", and the CPU time required for the LDIPM are less than those for the DIPM method. In particular, the differences are larger in the first-order predictor cases. From these observations, we may conclude that the log barrier function g(·; µ) in the LDIPM behaves "less nonlinearly" than the log barrier functiong(·; µ) in the DIPM. We must mention, however, that the number of Cholesky factorizations "Chol." required for the LDIPM method is a few times larger than the one required for the DIPM. This is because the evaluations of the function g(·; µ), its gradient, and its Hessian matrix in the LDIPM generally require more than one Cholesky factorization, while the functioñ g(·; µ) in the DIPM is defined in terms of an explicit formula (1.3), and its evaluation requires only one Cholesky factorization. 
The LDIPM vs the DIPM.
(a) Spectrum of ∇ 2 g(y k ; µ k ) (b) Spectrum of H k ∇ 2 g(y k ; µ k ) Fig. 5
The Newton variants vs the BFGS variants.
The BFGS variants and the Newton variants of the LDIPM worked quite similarly in the number of iterations "iter.", while the BFGS variants of the DIPM required a few more iterations than the corresponding Newton variants. This may be also explained by the reason that the log barrier function g(·; µ) of the LDIPM is less nonlinear than the log barrier functiong(·; µ) of the DIPM.
In general, one iteration of the Newton method, one iteration of the quasi-Newton BFGS method, and one iteration of the CG method require O(m 3 ), O(m 2 ), and O(m 2 ) arithmetic operations, respectively. Also each computation of the Hessian matrices ∇ 2 g(y; µ) and ∇ 2g (y; µ) requires O(m 2 n 2 + mn 3 ) arithmetic operations. Although "CG" and "BFGS" of the BFGS variants are larger than "New." of the Newton variants in all cases, the total arithmetic operations required for the BFGS and the CG methods are much smaller than those required for the Newton method. But, we have to pay particular attention to a critical difference in the "Chol." row, which shows the total number of the Cholesky factorization of the dual matrix variable S = Iw − C + m p=1 A p y p computed from a given (y, w), required in the Newton variant and the BFGS variant. In dense computation, one computation of S and its Cholesky factorization require O(mn 2 + n 3 ) arithmetic operations. When m is as large as n, the amount of work required for these computations can be the most time consuming part of the BFGS variant.
5.6. The first-order predictor vs the second-order predictor. In this MATLAB implementation, the BFGS first-order predictor variant behaved a little worse than the BFGS second-order predictor variant in terms of the CPU time. In a more serious implementation using compiler languages like C and C++, the BFGS first-order predictor variant may turn out to be more efficient because the computation of the second-order derivative is expected to be more expensive than that of the first-order derivative. See (II) of Section 4.4. 0, 1, . . . , 200) . Although exploiting sparsity is implemented in a primitive level in this MATLAB code, this table indicates how important it is in the LDIPM and the DIPM. Recall that we exploited neither of the sparsity techniques (I) and (II) mentioned in Section 4.4.
Sparsity
. Table 5.4 shows numerical results on LMI with n = 50, m = 200, and nonzero element density d = 0.04 and 0.2 in the data matrices F p (p =
5.8.
One additional primal-dual interior-point method iteration to increase the accuracy. Table 5 .5 shows the effectiveness of the technique which we have mentioned in Section 4.3. We stopped the iteration of the BFGS first-order variant of the LDIPM applied to 5 problems each of the four types of problems at akth iteration when it attained a primal-dual pair of optimal solutions with the primalfeasibility accuracy and the relative error in the primal and dual objective values both less than 10 −6 (middle column). Then we applied one additional primal-dual interiorpoint iteration using either of the Cholesky factorization or the CG method. We stopped the CG iteration when the stopping criteria (4.4) holds for pd = 10 −5 . From Table 5 .5 , we see that one iteration using the CG method worked as effectively as one iteration using the Cholesky factorization to get highly accurate optimal solutions. 
Concluding remarks.
Although we have reported some numerical results, we are not satisfied. The current code is written in pure MATLAB language, so that it is very slow. It does not take enough sparsity consideration into account to efficiently solve large scale problems. Many issues remain to be studied further towards more practically efficient implementations for large scale problems. Among others, we need to explore the use of Kim Chuan Toh, who read the original version of the paper carefully and informed them lots of essential comments and stimulating questions. Some parts of this revised version are much indebted to his comments and questions.
