Cognitive Agents must be able to decide their actions based on their recognized states. In general, learning mechanisms are equipped for such agents in order to realize intellgent behaviors. In this paper, we propose a new Estimation of Distribution Algorithms (EDAs) which can acquire effective rules for cognitive agents. Basic calculation procedure of the EDAs is that 1) select better individuals, 2) estimate probabilistic models, and 3) sample new individuals. In the proposed method, instead of the use of individuals, input-output records in episodes are directory used for estimating the probabilistic model by Conditional Random Fields. Therefore, estimated probabilistic model can be regarded as policy so that new input-output records are generated by the interaction between the policy and environments. Computer simulations on Probabilistic Transition Problems show the effectiveness of the proposed method.
I. INTRODUCTION
The constitution of cognitive agents is done by acquiring rules for tasks through the interaction of their environment. Hence, this framework is formulated as Reinforcement Learning problems in general [1] . Conventional discrete Reinforcement Learning Algorithms provide us some theoretical support such that algorithms can achieve agents with optimal policy under Markov Decision Process [2] . However, in practical, such theoretical background may not be effective since some problems are far from Markov Decision Process. In addition, conventional Reinforcement Learning Algorithms are a kind of local search algorithms, where reward and value information is locally propagated into neighbor states. Therefore, in the case of huge problems, such value propagation takes much time to learn the whole problem space or cannot learn well. In the case of game or autonomous robots navigation, evolving neural networks and evolutionary fuzzy systems have attracted much attention recently [3] [4] .
Estimation of Distribution Algorithms (EDAs) are a promising Evolutionary Computation method, and have been studied by many researcher for the last decade [5] [6] . The distinguished point of the EDAs is the use of probabilistic models, instead of crossover operator and mutation operator in conventional Evolutionary Computation. The probabilistic models in EDAs play crucial role in their optimization procedure so that the performance of EDAs is dramatically improved. Probabilistic models in EDAs try to model effective genetic information, i.e., schemata, so that conventional EDAs are applied to optimization problems, such as Ising spin grass problem, Max-Sat, Function optimization, attribute selection problems so on [5] [7] [8] [9] . As far as authors know, however, there are few research regarding to the application of EDAs to Reinforcement Learning because it require the interaction with environment.
Conditional Random Fields (CRFs) proposed by Lafferty et al. have been applied to segmentation problems in text processing and bio-informatics [10] [11] . They employ undirected graphical probabilistic model, called Markov Network, in similar to Hidden Markov model. However, it is able to estimate conditional probability distributions, instead of joint probability distribution as in HMM. By realizing the estimation of conditional probability distributions, CRFs outperform HMM in natural text-processing area.
In this paper, a novel Estimation of Distribution Algorithm with Conditional Random Fields for solving Reinforcement Learning Problems is proposed. One of the primal features of the proposed method is direct estimation of Reinforce Learning Agent's policy by using Conditional Random Fields. Therefore, the probabilistic model used in the proposed method does not represent effective partial solutions as in conventional EDA. Another feature is that a kind of undirected graphical probabilistic model is used in the proposed method. Recently, Markov Network is often used in EDA community [12] [13][14] [15] . However, they are using Markov Network for estimating joint probability distribution as in HMM.
The major contributions of this paper are summarized as follows:
• Solution of Reinforcement Learning Problems by using Estimation of Distribution Algorithms, i.e., promising method in ECs.
CRFs are a sort of supervised learners, where knowledge is extracted only from database. The proposed method is able to explore new rules by means of Evolutionary search.
Remaining paper organization is described as follows: Section II begins by introducing Reinforcement Learning Problems. Section III briefly summarizes Conditional Random Fields. General calculation procedure of Estimation of Distribution Algorithms briefly introduced in IV. EDA-CRF proposed in V. Computer simulations on Probabilistic Transition Problems were carried out in Section VI. 
II. REINFORCEMENT LEARNING PROBLEMS
The reinforcement learning problem is the problem of learning from interaction with environments. Such interaction is composed of the perceptions of environments and the actions which affect both of agents and environments. Agents tries to maximize the total amount of reward which is given by environments as consequences of their actions. In other words, the task subject to agents is to acquire the policy π(s, a) which yield a large amount of rewards, where s and a denote states recognized by agents, and actions taken by agents, respectively. The policy can be defined by using probabilistic formulation such as P (a|s). Most Reinforcement Learning algorithms constitute value functions, e.g., state-action value function Q(s, a) and state value function V (s), instead of estimating the policy π(s, a) directory. That is, in the case of conventional Reinforcement Learning algorithms, the policy π(s, a) is approximated by value functions. In this paper, we employ Conditional Random Fields, introducing in the next section to estimate the policy π(s, a).
III. CONDITIONAL RANDOM FIELDS

A. Overview
Conditional Random Fields (CRFs) were firstly proposed by Lafferty et al. in order to apply statistical learning into segmentation problems in text processing. The CRFs is a conditional distribution P (y|x) with an associated graphical structure. A distinguish point of the CRFs is to model such conditional distributions while Hidden Markov Models, which are traditionally used in broad area such as voice recognition, text processing and so on, estimate joint probability distributions P (x, y). This implies we do not have to consider the probabilistic distribution of inputs P (x) since P (x, y) = P (y|x) · P (x). In general, P (x) is unknown. Moreover, in the case of Reinforcement Learning Problems, it depends on agents' acts.
CRFs can be regarded as a mutant of Markov Network since CRFs use undirected graph model to represent probabilistic distribution. That is, variables in the problem are factorized in advance. Each clique (factor) is associated with a local st-1 st st+1
at-1 at at+1 function. In the case of log-linear Markov Network, for instance, joint probability P (y, x) is represented as follows:
where Ψ A denotes a local function for a set of variables y A , x A ∈ {y, x}. Z is a normalized factor which ensures that the distribution sums to 1:
In the case of CRFs, following conditional probabilities P (y|x) are used:
where
B. Linear-chain CRF
The reason why we adopt CRFs to estimate probabilistic model is that CRFs can learn the whole sequence of inputoutput pairs, i.e., episode in the case of reinforcement learning. Although linear-chain CRF is the simplest form among CRFs, it still has such nature. Here, input and output variables x, y are substituted to a sequence of states s = {s 1 , s 2 , . . . , s t } and a sequence of corresponding action a = {a 1 , a 2 , . . . , a t }, respectively. The linear-chain graphical model in this case is depicted in Fig. 2 .
As we can see from this figure, the linear-chain CRFs factorize the set of variables s, a into state-action pairs (s t , a t ) and transition of actions (a t−1 , a t ). The local functions for each time step is defined as follows:
where f k (a t k−1 , a t , s t ) is a feature function which is either 1 {a=at−1} 1 {a=at} or 1 {a=at} 1 {s=st} and λ k denotes parameter for factor k. At that time, equation (3) is rewritten as follows:
C. Parameter Estimation Suppose that N episodes are acquired to estimate the policy: (s (i) , a (i) ), (i = 1, . . . N ). Log likelihood method is used to estimate parameters λ k :
In order to calculate the optimal parameter θ, the partial derivative ∂l ∂λ k of the above equation is used.
IV. ESTIMATION OF DISTRIBUTION ALGORITHMS
Estimation of Distribution Algorithms are a class of evolutionary algorithms which adopt probabilistic models to reproduce individuals in the next generation, instead of conventional crossover and mutation operations. The probabilistic model is represented by conditional probability distributions for each variable. This probabilistic model is estimated from the genetic information of selected individuals in the current generation. Fig. 3 shows the general process of EDAs. As depicted in this figure, the main calculation procedure of the EDAs is as follows:
1) Firstly, the N individuals are selected from the population in the previous generation. 2) Secondly, the probabilistic model is estimated from the genetic information of the selected individuals. 3) A new population whose size is M is then sampled by using the estimated probabilistic model. 4) Finally, the new population is evaluated. 5) Steps 1)-4) are iterated until stopping criterion is reached.
V. EDA-CRF FOR REINFORCEMENT LEARNING PROBLEMS
A. Overview Fig. 4 depicts the calculation procedure of the proposed method, i.e., EDA-CRF. The procedure is summarized as follows:
1) Initial policy π(s, a) is set to be of uniform distribution. That is, by according to the initial policy π(s, a), agents moves randomly. 2) Agents interact with environments by using policy π(s, a) until two episodes are generated. The episode denotes a sequence of pairs (state s t , action a t ). 3) Better episode, i.e., the episode with much reward, among two episodes in the previous step is stored in One of the main differences between conventional EDAs and EDA-CRF is the use of the estimated probabilistic model. Conventional EDAs employs the probabilistic model to generate individuals, i.e., solutions for given problems. Meanwhile, the probabilistic model estimated by CRF represents policy π(s, a). In other words, the probabilistic model dentotes solution itself.
Remarking point of the proposed method is that in 1) in the above procedure, we are not intended to assume the uniform distributions for initial policy. If plenty of observation data, e.g. play-data by human, or episodes by conventional approach, is available, such data can be used to generate initial policy. This means that the proposed method can be easily incorporate human knowledge and can improve it by using evolutionary approach.
B. Interaction with Environments
As mentioned in the previous subsection, probabilistic model from selected episodes represents the policy of agents which decides actions for current situation. CRFs are originally used in text-processing and bio-informatics, where several output (y 1 , y 2 , . . . , y i ) should be decided against corresponding input (x 1 , x 2 , . . . , x i ). Unfortunately, Reinforcement Learning Problems are not such a static problem. Every time step t, agents are subject to decide their outputs. Therefore, we employ factors regarding to deciding outputs are used to decide output. On the other hand, in the building probabilistic model phase, we take account into the whole sequence of pairs (states, actions). The factors used to choose an action a t for Chosen Episodes (s1, a1), (s2, a2),...
Environments
(s1, a1), (s2, a2),... 
By using this probability and following equation, an action a at each time step t is chosen. a = argmaxP (a t |s t , a t−1 ).
Moreover, -greedy method is used in this paper so that, with probability , a new action is randomly chosen, instead of the above action. The parameter is set to be 0.05.
VI. EXPERIMENTS
A. Probabilistic Transition Problems
Probabilistic transition problem is introduced in order to investigate the effectiveness of the proposed method. A start point is located at center position. Agents can take two actions: left and right. By taking these actions, the state of agents is moved to one of adjacent states. However, with probability P w , agents move to opposite direction of their chosen actions. There are two goals, one goal gives the agents reward 100/count, where count denotes the number of steps until agents reaches to goals. Another one punishes the agents with negative reward −100/count. When agents reach to one of the goals, episode is finished. The number of intermediate states are examined 10 and 20.
B. Experimental Results
The proposed method, i.e., EDA-CRF is compared with Q-Learning, well-known Reinforcement Learning Algorithms. The parameters of Q-Learning are set that discount ratio Fig. 8 show the temporal changes of the moving average of the amount of reward in the case of P w = 0.3, the number of intermediate states is 10. X axis in this graph denotes the number of episodes. Drastic changes for EDA-CRFs are occurred at the end of the evaluation of initial individuals. Therefore, such drastic changes can be observed at corresponding population size. In other words, before such changes, agents employ random policy. The number of generation is set to be 10 for all the proposed methods so that the lines for EDA-CRFs 256, 128, 64, and 32, in the graph are terminated before the number of episodes is 5000. As you can see, most EDA-CRFs can effectively evolve the first generation. As we have seen in the previous figures, probability transition problems with P w = 0.3 is difficult problem so that EDA-CRFs with the small number of episodes per generation, i.e., 32 and 64, are prematurely converged. Remarkable points in this figure is that EDA-CRF with 256 episodes per generation converges faster than Q-Learning. Moreover, as we can also see in Figure 6 , EDA-CRFs with the large number of episodes per generation outperform Q-Learning.
VII. CONCLUSION
In this paper, Estimation of Distribution Algorithms with Conditional Random Fields (EDA-CRF) were proposed for solving Reinforcement Learning Problems. By using CRFs where the probabilistic model represents conditional probabilities, the proposed method is enable to cope with reinforce- ment learning algorithms. Comparisons with Q-Learning on probabilistic transition problems show that EDA-CRF is the promising approach. Finally, future works for the proposed method are addressed: Various kinds of problems, including continuous problems, should be examined to evaluate the effectiveness of EDA-CRF. Other factorizations in CRFs are needed to be investigated. We would like to capture the compatibility of problems and factorizations method in CRFs.
