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Stability of viscous shock wave for
compressible Navier-Stokes equations
with free boundary
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†Institute of Applied Mathematics, AMSS, Academia Sinica, Beijing 100190, China
††Department of Mathematics, Graduate School of Science, Beijing University of Tech-
nology and Chemical, Beijing 100029, China
Abstract: A free boundary problem for the one-dimensional compressible
Navier-Stokes equations is investigated. The asymptotic stability of the vis-
cous shock wave is established under some smallness conditions. The proof is
given by an elementary energy estimate.
1 Introduction
We consider the system of viscous and heat conductive fluid in the Eulerian
coordinate
ρt + (ρu)x˜ = 0,
(ρu)t + (ρu
2 + p)x˜ = µux˜x˜,[
ρ(e+
u2
2
)
]
t
+
[
ρu(e+
u2
2
) + pu
]
x˜
= κθx˜x˜ + (µuux˜)x˜,
(1.1)
where u(x˜, t) is the velocity, ρ(x˜, t) > 0 is the density, θ(x˜, t) is the absolute
temperature, p = p(ρ, θ) is the pressure, e = e(ρ, θ) is the internal energy, µ > 0
is the viscosity constant, κ > 0 is the coefficient of heat conduction. Here we
consider the perfect gas case, that is
p = Rθρ, e =
Rθ
γ − 1 + const., (1.2)
where γ > 1 is the adiabatic constant and R > 0 the gas constant.
There has been a large literature on the asymptotic behaviors of the solu-
tions to the system (1.1). However, most results are concerned with the initial
value problem. We refer to [7]-[10], [12]-[13] and references therein. Recently the
initial boundary value problem (IBVP) attracts an increasing interest because
it has more physically meanings and of course produces new mathematical diffi-
culty due to the boundary effect. We refer to [4], [11], [14], [15] for 2×2 case and
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[5], [6], [17] for 3 × 3 case. However, there is few result on the asymptotic sta-
bility of the viscous shock wave to IBVP of the full compressible Navier-stokes
equation (1.1) due to various difficulties. Therefore, the asymptotic stability of
the viscous shock wave to IBVP for (1.1) is our main purpose of the present
paper. We shall consider a free boundary problem of the full compressible
Navier-Stokes equations whose boundary conditions read
(p− µux˜)
∣∣
x˜=x˜(t)
= p0,
θ|x˜=x˜(t) = θ− > 0,
dx˜(t)
dt
= u˜(x˜(t), t), x˜(0) = 0, t > 0,
(1.3)
and initial data
(ρ, u, θ)
∣∣
t=0
= (ρ0, u0, θ0)(x)→ (ρ+, u+, θ+) as x˜→ +∞, (1.4)
where p0 > 0, θ− > 0, ρ+ > 0, θ+ > 0, u+ are prescribed constants. Here the
boundary condition (1.3) means the gas is attached at the boundary x˜ = x˜(t)
to the atmosphere with pressure p0(see [15]). We of course assume the initial
data satisfy the boundary condition as compatibility condition.
Since the boundary condition (1.3) means the particles always stay on the
free boundary x˜ = x˜(t), if we use the Lagrangian coordinates, then the free
boundary becomes a fixed boundary. Thus we transform the Eulerian coordi-
nates (x, t) by
x =
∫ x˜
x˜(t)
ρ(y, t)dy, t = t,
and then change the free boundary value problem (1.1)-(1.4) into
vt − ux = 0, , x > 0, t > 0,
ut + px = µ(
ux
v
)x, x > 0, t > 0,(
e+
u2
2
)
t
+ (pu)x = (κ
θx
v
+ µ
uux
v
)x, x > 0, t > 0,
(p− µux
v
)|x=0 = p0, θ|x=0 = θ−,
(v, u, θ)(x, 0) = (v0, u0, θ0)(x)→ (v+, u+, θ+) as x→ +∞,
(1.5)
where v = 1
ρ
is the specific volume. Since the domain we consider here in the
Lagrange coordinates is {x > 0, t > 0}, we only need to consider the stability
of the 3-viscous shock wave.
Before formulating our main result, we briefly recall some results of the
shock wave for the inviscid system of (1.1). That is, we consider the system
(1.5) without viscosity 
vt − ux = 0,
ut + px = 0,(
e+
u2
2
)
t
+ (pu)x = 0,
(1.6)
2
with the Riemann initial data
(v0, u0, θ0)(x) =
{
(v−, u−, θ−), x > 0,
(v+, u+, θ+), x < 0.
(1.7)
It is well known (for example, see [16]) that the Riemann problem (1.6)-
(1.7) admits a 3-shock wave if and only if the two states (v±, u±, θ±) satisfy the
so-called Rankine-Hugoniot condition
−s(v+ − v−)− (u+ − u−) = 0,
−s(u+ − u−) + (p+ − p−) = 0,
−s
[
(e+ +
u2+
2
)− (e− +
u2−
2
)
]
+ (p+u+ − p−u−) = 0,
(1.8)
and the Lax’s entropy condition
0 < λ+3 < s < λ
−
3 , (1.9)
where p± = p(v±, θ±), e± = e(v±, θ±) and λ3 =
√
γRθ
v
is the third eigenvalue
of the inviscid system (1.6). And the shock speed s is uniquely determined
by (v±, u±, θ±) with (1.8). If the right state (v+, u+, θ+) is given, it is easy to
know that there exists a 3-shock curve S3(v+, u+, θ+) starting from (v+, u+, θ+).
For any point (v, u, θ) ∈ S3(v+, u+, θ+), there exists a unique 3-shock wave
connecting (v, u, θ) with (v+, u+, θ+). Our assumptions on the boundary values
are
(A1). Let (v+, u+, θ+) and θ− be given, there exist unique v−, u− such that
(v−, u−, θ−) ∈ S3(v+, u+, θ+).
(A2). p0 =
Rθ
−
v
−
:= p−.
Remark1. The assumption (A1) is natural.
Remark2. The condition (A2) means that we only consider the stability of
a single viscous shock wave.
It is known that the system (1.5) admits smooth travelling wave solution
with shock profile (V, U,Θ)(x − st) under the conditions (1.8) and (1.9) (see
[1]). Such travelling wave has been shown nonlinear stable for the initial value
problem, see [7] and [9]. A natural question is whether the travelling wave is
stable or not for the initial boundary value problem. In this paper, we give a
positive answer for the free boundary problem (1.1)-(1.4) or (1.5). Our main
result is, roughly speaking, as follows. The precise statement is given in theorem
2.1 below.
Let (v+, u+, θ+) and θ− be given and the assumptions (A1) and (A2) hold,
then the 3-viscous shock wave connecting (v−, u−, θ−) with (v+, u+, θ+) is asymp-
totically stable.
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The plan of this paper is as follows. After stating the notations, in section 2,
we give some properties of the viscous shock wave and the main Theorem 2.1. In
Section 3, we reformulate the original problem to a new initial boundary value
problem. The proof of the Theorem 2.1 is given in section 4 by the elementary
energy method. In section 5, we prove the local existence of the solution by the
iteration method.
Notation: Throughout this paper, several positive generic constants which are
independent of T, β and α are denoted by C without confusions. For function
spaces, H l(R+) denotes the l-th order Sobolev space with its norm
‖f‖l = (
l∑
j=0
‖∂jxf‖2)
1
2 , when ‖ · ‖ := ‖ · ‖L2(R+). (1.10)
2 Preliminaries and Main Result
We first recall some properties of the 3-viscous shock wave. The shock profile
(V, U,Θ)(ξ), ξ = x− st, is determined by
−sV ′ − U ′ = 0,
−sU ′ + P ′ = µ
(
U ′
V
)′
,
−s
(
E +
U2
2
)′
+ (PU)
′
=
(
κ
Θ′
V
+ µ
UU ′
V
)′
,
(V, U,Θ) (±∞) = (v±, u±, θ±),
(2.1)
where P = RΘ/V , E = RΘ/(γ− 1)+ const., (v±, u±, θ±) satisfy R-H condition
(1.8) and entropy condition (1.9) and s is determined by (1.8). Integrating (2.1)
on (−∞, ξ) gives
sµVξ
V
= −
[
P + s2(V − b1
s2
)
]
,
κΘξ
sV
= −
[
E − s
2(V − b1
s2
)2
2
+
b21
2s2
− b2
]
,
U = −(sV + a),
(2.2)
where p± = Rθ±/v±, e± = Rθ±/(γ − 1) + const., a = −(sv± + u±), b1 =
p±+s2v± and b2 = e±+p±v±+s2v2±/2. From [1] and [9], we have the following
proposition:
Proposition 2.1. Assume that the two states (v±, u±, θ±) satisfy the conditions
(1.8) and (1.9), then there exists a unique shock profile (V, U,Θ)(ξ), up to a shift,
of system (2.1). Moreover, there are positive constants c1 and c2 independent
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of γ > 1 such that for ξ ∈ R,
sVξ = −Uξ > 0, sΘξ < 0, (|V − v±|, |U − u±|) ≤ c1de−c2d|ξ|
|Θ− θ±| ≤ c1(γ − 1)de−c2d|ξ|, (|Vξ|, |Vξξ|, |Θξξ|) ≤ c1d2e−c2d|ξ|,
|Θξ| ≤ c1(γ − 1)d2e−c2d|ξ|, |Θξ
Vξ
| ≤ c1(γ − 1),
s2 =
γRθ−(1− d1)
v+v−
, d1 =
d2
1 + d2
, d2 =
(γ − 1)d
2v+
,
(2.3)
where d = v+ − v−.
As pointed out by Liu [7], a generic perturbation of viscous shock wave
produces not only a shift α but also diffusion waves, which decay to zero with a
rate (1+ t)−
1
2 , for the Cauchy problem. That is the solution of the compressible
Navier-Stokes equations asymptotically tends to the translated travelling wave
(V, U,Θ)(x − st + α). The shift α is explicitly determined by the initial value.
Similar to the Cauchy problem, the shift α is also expected for IBVP. For a
kind of initial boundary value problem, in which the velocity is zero on the
boundary, Matsumura and Mei [11] developed a new way to determine the shift
α. A byproduct of [11] showed that, unlike the Cauchy problem, there is no
diffusion wave for IBVP due to the boundary effect. This new idea has been used
by many authors to treat the initial boundary value problem of the system (1.5)
or other related systems (see [4], [14], [15]). In the spirit of [11], we calculate
the shift α for the IBVP (1.5).
We consider the situation where the initial data (v0, u0, θ0) are given in a
neighborhood of (V, U,Θ)(x − β) for some large constant β > 0. That is, we
require the viscous shock wave is far from the boundary initially. Here we can
not directly apply the idea of [11] to compute the shift α since the velocity u(0, t)
on the boundary is not given,while in [11], the velocity is zero on the boundary
and the conservation of the mass (1.5)1 is then used to determine the shift α.
instead of (1.5)1, we use the conservation of momentum (1.5)2 to determine the
shift α because p − µux
v
is given on the boundary for the IBVP (1.5). From
(1.5)2 and (2.1)2, we have
(u − U)t = −[p(v, θ)− P (V,Θ)]x + µ
(ux
v
)
x
− µ
(
Ux
V
)
x
, (2.4)
where (V, U) = (V, U)(x−st+α−β). Integrating (2.4) over [0,∞) with respect
to x and using (2.1) and (A2) yield
d
dt
∫ +∞
0
[u(x, t)− U(x− st+ α− β)]dx
= p− − P (V,Θ)(−st+ α− β) + µU
′
V
(−st+ α− β)
= −s(U(−st+ α− β)− u−).
(2.5)
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Integrating (2.5) with respect to t, we have∫ +∞
0
[u(x, t)− U(x− st+ α− β)]dx
=
∫ +∞
0
[u0 − U(x+ α− β)]dx −
∫ t
0
s(U(−sτ + α− β)− u−)dτ.
(2.6)
We define
I(α) :=
∫ +∞
0
[u0 − U(x+ α− β)]dx
−
∫ +∞
0
s (U(−st+ α− β) − u−) dt.
(2.7)
It follows that
I ′(α) = −
∫ +∞
0
U ′(x+ α− β)dx − s
∫ ∞
0
U ′(−sτ + α− β)]dτ
= u− − u+.
(2.8)
Expectation limt→∞
∫ +∞
0
[u(x, t)− U(x− st+ α− β)]dx = I(α) = 0 gives
α =
1
u+ − u− I(0), (2.9)
and∫ +∞
0
[u(x, t)− U(x− st+ α− β)]dx
= s
∫ +∞
t
[U(−sτ + α− β)− u−]dτ ≤ c1e−c2d|−st+α−β| as t→ +∞.
(2.10)
Therefore the shiftα is uniquely determined by the initial value.
To state our main theorem, we suppose that for some β > 0
(v0(x) − V (x− β), u0(x) − U(x− β), θ0(x) −Θ(x− β)) ∈ H1 ∩ L1. (2.11)
Let
(Φ˜0, Ψ˜0)(x) = −
∫ +∞
x
[v0(y)− V (y − β), u0(y)− U(y − β)] dy,
W˜0(x) = −
∫ +∞
x
[
(e0 +
u20
2
)(y)− (E + U
2
2
)(y − β)
]
dy.
(2.12)
Assume that
(Φ˜0, Ψ˜0, W˜0) ∈ L2. (2.13)
Our main result is
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Theorem 2.1. Suppose that the assumptions (A1) and (A2) hold. Let (V, U,Θ)(ξ)
be the travelling wave solution satisfying (2.1). Assume that 1 < γ ≤ 2 and
(2.11-2.13) hold, then there exists positive constants δ0 and ε0 such that if
(γ − 1)d ≤ δ0, (2.14)
and
‖(Φ˜0, Ψ˜0, W˜0√
γ − 1)‖2 + e
−c2dβ ≤ ε0, (2.15)
then the system (1.5) has a unique global solution (v, u, θ)(x, t) satisfying
v(x, t) − V (x− st+ α− β) ∈ C([0,∞), H1) ∩ L2(0,∞;H1),
u(x, t)− U(x− st+ α− β) ∈ C([0,∞), H1) ∩ L2(0,∞;H2),
θ(x, t) −Θ(x− st+ α− β) ∈ C([0,∞), H1) ∩ L2(0,∞;H2),
(2.16)
and
sup
x∈R+
∣∣(v, u, θ)(x, t) − (V, U,Θ)(x− st+ α− β)∣∣ −→ 0, as t→ +∞, (2.17)
where α = α(β) is determined by (2.9).
3 Reformulation of the Original Problem
Let
(v, u, θ)(x, t) = (V, U,Θ)(x− st+ α− β) + (φ, ψ,w)(x, t), (3.1)
then we rewrite the system (1.5) as
φt − ψx = 0,
ψt +R
(
Θ+ w
V + φ
− Θ
V
)
x
= µ
[
ψx
V + φ
+
(
1
V + φ
− 1
V
)
Ux
]
x
,(
R
γ − 1w +
ψ2
2
+ Uψ
)
t
+R
[
Θ+ w
V + φ
ψ + (
Θ + w
V + φ
− Θ
V
)U
]
x
= κ
[
wx
V + φ
+ (
1
V + φ
− 1
V
)Θx
]
x
+µ
[
ψψx + Uψx + Uxψ
V + φ
+ (
1
V + φ
− 1
V
)UUx
]
x
,
w|x=0 = θ− −Θ(−st+ α− β),
(
Rθ−
V + φ
− µUx + ψx
V + φ
)∣∣
x=0
= p−,
(φ, ψ,w)|t=0 = (φ, ψ,w)(x, 0) := (φ0, ψ0, w0)(x).
(3.2)
We define
(Φ,Ψ)(x, t) = −
∫ +∞
x
(φ, ψ) (y, t)dy,
W (x, t) = −
∫ +∞
x
(
e+
u2
2
)
(y, t)−
(
E +
U2
2
)
(y − st+ α− β)dy.
(3.3)
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Then we have
(φ, ψ,w) =
(
Φx,Ψx,
γ − 1
R
[Wx − (1
2
Ψ2x + UΨx)]
)
. (3.4)
Integrating (3.2) with respect to x yields
Φt −Ψx = 0,
Ψt +R
(
Θ+ w
V +Φx
− Θ
V
)
=
µΨxx
V +Φx
+
(
µ
V + Φx
− µ
V
)
Ux,
Wt +R
(
Θ+ w
V +Φx
− Θ
V
)
U +R
Θ+ w
V +Φx
Ψx
=
κwx
V +Φx
+
(
κ
V +Φx
− κ
V
)
Θx
+
µ
V +Φx
(ΨxΨxx + UxΨx + UΨxx) + (
µ
V +Φx
− µ
V
)UUx.
(3.5)
Introduce a new variable
Ŵ =
γ − 1
R
(W − UΨ), (3.6)
then we write w in the form
w = Ŵx +
γ − 1
R
(
UxΨ− Ψ
2
x
2
)
, (3.7)
and transform the system (3.5) into
Φt −Ψx = 0,
Ψt − b1 − s
2V
V
Φx +
R
V
Ŵx − µ
V
Ψxx +
γ − 1
V
UxΨ = F1,
R
γ − 1Ŵt + (b1 − s
2V )Ψx − κ
V
(
Ŵx +
γ − 1
R
UxΨ
)
x
−sUxΨ+ κ
V 2
ΘxΦx = F2,
(3.8)
where F1 and F2 are nonlinear terms with respect to (Φ,Ψ, Ŵ ), that is
F1 =
γ − 1
2V
ψ2 − φ
V (V + φ)
{
(b1 − s2V )φ−Rw + µψx
}
,
F2 = −κ(γ − 1)
RV
ψψx +
ψ
V + φ
{
(b1 − s2V )φ−Rw + µψx
}
− κφ
V (V + φ)
(
wx − Θxφ
V
)
.
(3.9)
By (3.3)-(3.4), the initial values satisfy
Φ(x, 0) = −
∫ +∞
x
[v0(y)− V (y + α− β)]dy
= Φ˜0(x) +
∫ +∞
x
[V (y + α− β)− V (y − β)]dy
= Φ˜0(x) +
∫ α
0
[v+ − V (x+ ς − β)]dς =: Φ0(x).
(3.10)
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Ψ(x, 0) = −
∫ +∞
x
[u0(y)− U(y + α− β)]dy
= Ψ˜0(x) +
∫ α
0
[u+ − U(x+ ς − β)]dς =: Ψ0(x).
(3.11)
W (x, 0)= −
∫ +∞
x
[
(
Rθ0
γ − 1 +
u20
2
)(y)− ( RΘ
γ − 1 +
U2
2
)(y + α− β)
]
dy
= W˜0(x) +
∫ +∞
x
[
(
RΘ
γ − 1 +
U2
2
)(y + α− β)− ( RΘ
γ − 1 +
U2
2
)(y)
]
dy
= W˜0(x) +
∫ α
0
R
γ − 1[θ+ −Θ(x+ ς − β)] +
1
2
[u2+ − U2(x+ ς − β)]dς
=:W0(x).
(3.12)
Ŵ (x, 0) =
γ − 1
R
[W0(x)− U(x+ α− β)Ψ0(x)] =: Ŵ0(x). (3.13)
Furthermore, by the same way as in [11], we have
Lemma 3.1. Under the assumptions (2.11)and (2.13), (Φ˜0, Ψ˜0, W˜0) ∈ H2 and
the shift
α→ 0 as ‖(Φ˜0, Ψ˜0, W˜0)‖2 → 0 and β → +∞. (3.14)
Lemma 3.2. Under the assumptions (2.11) and (2.13), the initial perturba-
tions (Φ0,Ψ0, Ŵ0) ∈ H2and satisfies
‖(Φ0,Ψ0, Ŵ0)‖ → 0 as ‖(Φ˜0, Ψ˜0, W˜0)‖ → 0 and β → +∞. (3.15)
By (3.3) (3.5) and (2.5), the boundary values satisfy
Ψ(0, t) = −
∫ +∞
0
ψ(y, t)dy
= −s
∫ +∞
t
[U(−sτ + α− β)− u−] dτ := A(t),
(3.16)
Ŵx(0, t)− γ − 1
2R
Ψ2x(0, t) = ω(0, t)− Ux(−st+ α− β)A(t) := B(t). (3.17)
For any T > 0, we define the solution space of the problem (3.5), with the
initial values (3.10), (3.11), (3.13) and the boundary values (3.16), (3.17) by
Xm,M (0, T ) =

(Φ,Ψ, Ŵ ) : (Φ,Ψ, Ŵ ) ∈ C(0, T ;H2);
Φx ∈ L2(0, T ;H1); (Ψx; Ŵx) ∈ L2(0, T ;H2);
sup
t∈[0,T ]
‖(Φ,Ψ,W )(t)‖2 ≤M ; inf
x,t
(V +Φx) ≥ m
 (3.18)
where T,M,m are the positive constants.
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4 Proof of Theorem 2.1
In this section, we give the proof of the Theorem 2.1. Without loss of generality,
we may restrict β > 1 and |α| < 1. First we state the local existence result for
the IBVP (3.8), (3.10)-(3.13) and (3.16)-(3.17), whose proof is given in section
5.
Proposition 4.1.(Local Existence) There exists a positive constant b such that
if ‖(Φ0,Ψ0, Ŵ0)‖2 ≤ M , and if infx,t(V + Φ0x) ≥ m > 0,then there exists a
positive constant T0 = T0(m,M) such that the system (3.8), with the initial val-
ues (3.10), (3.11), (3.13) and the boundary values (3.16), (3.17), has a unique
solution (Φ,Ψ, Ŵ ) ∈ X 1
2
m,bM (0, T0).
Denote that
N(T ) = sup
τ∈[0,T ]
(‖Φ(τ)‖2 + ‖Ψ(τ)‖2 + ‖W (τ)‖2),
N0 = ‖Φ0‖2 + ‖Ψ0‖2 + ‖W0‖2.
Proposition 4.2.(A Priori Estimates) Let (Φ,Ψ,W ) ∈ X 1
2
m,bε(0, T ) be a so-
lution of the problem (3.5) and 1 < γ ≤ 2. Then there exist positive constants
δ1, ε1 and C, which are independent of T , such that if (γ − 1)d ≤ δ1 and
N0 + ε+ β
−1 ≤ ε1, then the following estimate holds for t ∈ [0, T ]
‖(Φ,Ψ, Ŵ
(γ − 1) 12 )(t)‖
2 + ‖(φ, ψ, w
(γ − 1) 12 )(t)‖
2
1 +
∫ t
0
‖(ψ,w)‖22 + ‖φ‖21dτ
≤ C (N0 + e−cdβ).
(4.1)
With the local existence Proposition 4.1 in hand, for the proof of the Theo-
rem 2.1 by the standard continuum process, it is sufficient to prove the a priori
estimate Proposition 4.2. In order to prove the Proposition 4.2, we first give
some Lemmas. The following Lemma is about the boundary estimates.
Lemma 4.3. For 0 ≤ t ≤ T , the following inequalities hold :∫ t
0
(ΦΨ)
∣∣
x=0
dτ,
∫ t
0
(ΨΨx)
∣∣
x=0
dτ,
∫ t
0
(ŴΨ)
∣∣
x=0
dτ,
∫ t
0
(ψw)
∣∣
x=0
dτ ≤ Ce−cdβ,∫ t
0
(ŴxŴ )
∣∣
x=0
dτ ≤ Ce−cdβ + CN(T )
∫ t
0
(‖Ψx‖2 + ‖Ψxx‖2)dτ,∫ t
0
(φψ)
∣∣
x=0
dτ,
∫ t
0
(ψψx)
∣∣
x=0
dτ,
∫ t
0
(ψxψτ )
∣∣
x=0
dτ ≤ C(e−cdβ + ‖φ0‖1),∫ t
0
(wwx)
∣∣
x=0
dτ,
∫ t
0
(wxwτ )
∣∣
x=0
dτ ≤ (γ − 1)d
∫ t
0
‖wxx‖2(τ)dτ + Ce−cdβ.
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Proof. Since s > 0, and β ≫ 1, |α| < 1, we have from (2.3) and (3.16) that
|Ψ(0, t)| = |A(t)| ≤ Ce−cdβe−cdt.
Thus, ∫ t
0
(ΦΨ)
∣∣
x=0
dτ ≤ Cd−1N(T )e−cdβ ≤ Ce−cdβ.
Similarly we can estimate the term
∫ t
0
(ΨΨx)
∣∣
x=0
dτ,
∫ t
0
(ŴΨ)
∣∣
x=0
dτ .
Also,∫ t
0
(ψw)
∣∣
x=0
dτ ≤ N(T )
∫ t
0
|θ− −Θ(−sτ + α− β)|dτ ≤ Ce−cdβ.
From (3.8),
Ŵx(0, t) = w(0, t)− γ − 1
R
(UxΨ(0, t)− Ψ
2
x(0, t)
2
),
so we have from (2.3) that∫ t
0
(ŴxŴ )
∣∣
x=0
dτ ≤ Ce−cdβ + CN(T )
∫ t
0
(‖Ψx‖2 + ‖Ψxx‖2)dτ.
By using the free boundary condition in (1.5), one has
Rθ−
v(0, t)
− µv(0, t)t
v(0, t)
=
Rθ−
v−
,
and then
v(0, t)− v− = (v0(0)− v−)e−
p0
µ
t
= (V (α− β)− v− + φ0(0))e−
p0
µ
t
≤ C(e−cdβ + ‖φ0‖1)e−
p0
µ
t
(4.2)
By using (2.3) and (4.2), we obtain
|φ(0, t)| = |v(0, t)− V (−st+ α− β)|
≤ |v(0, t)− v−|+ |V (−st+ α− β)− v−|
≤ C(e−cdβ + ‖φ0‖1)e−
p0
µ
t + Ce−cdβe−cdt,
|ψx(0, t)| = |p0
µ
(v− − v0(0))e−
p0
µ
t − Ux(−st+ α− β)|
≤ C(e−cdβ + ‖φ0‖1)e−
p0
µ
t + Ce−cdβe−cdt.
Then we get at once∫ t
0
(φψ)
∣∣
x=0
dτ,
∫ t
0
(ψψx)
∣∣
x=0
dτ ≤ CN(T )(e−cdβ + ‖φ0‖1)
≤ C(e−cdβ + ‖φ0‖1),
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and ∫ t
0
(ψxψτ )
∣∣
x=0
dτ =
∫ t
0
(ψx(0, τ)ψ(0, τ))τ dτ −
∫ t
0
(ψxτψ)
∣∣
x=0
dτ
= ψx(0, τ)ψ(0, τ)
∣∣t
0
−
∫ t
0
(ψxτψ)
∣∣
x=0
dτ
≤ CN(T )(e−cdβ + ‖φ0‖1) ≤ C(e−cdβ + ‖φ0‖1).
Finally,∫ t
0
(wwx)
∣∣
x=0
dτ ≤ C(γ − 1)de−cdβ
∫ t
0
e−cdτ‖wx‖ 12 ‖wxx‖ 12 dτ
≤ (γ − 1)d
∫ t
0
‖wxx‖2(τ)dτ + C(γ − 1)de−cdβ
∫ t
0
‖wx‖ 23 (τ)e− 23 cdτdτ
≤ (γ − 1)d
∫ t
0
‖wxx‖2(τ)dτ + C(γ − 1)de−cdβ[N(T )] 23
∫ t
0
e−
2
3
cdτdτ
≤ (γ − 1)d
∫ t
0
‖wxx‖2(τ)dτ + Ce−cdβ,
and∫ t
0
(wxwτ )
∣∣
x=0
dτ ≤ C(γ − 1)d2e−cdβ
∫ t
0
e−cdτ‖wx‖ 12 ‖wxx‖ 12 dτ
≤ (γ − 1)d
∫ t
0
‖wxx‖2(τ)dτ + C(γ − 1)d2e−cdβ
∫ t
0
‖wx‖ 23 (τ)e− 23 cdτdτ
≤ (γ − 1)d
∫ t
0
‖wxx‖2(τ)dτ + C(γ − 1)d2e−cdβ[N(T )] 23
∫ t
0
e−
2
3
cdτdτ
≤ (γ − 1)d
∫ t
0
‖wxx‖2(τ)dτ + Ce−cdβ.
We complete the proof of the lemma 4.3.
Lemma 4.4. For (γ − 1)d ≤ δ0 small enough, then
‖(Φ,Ψ, Ŵ
(γ − 1) 12 )(t)‖
2 +
∫ t
0
‖ |Vx| 12 (Ψ, Ŵ
(γ − 1) 12 )(τ)‖
2dτ
+
∫ t
0
‖(Ψx, Ŵx)(τ)‖2dτ − C(γ − 1)d
∫ t
0
‖Φx(τ)‖2dτ
≤ C
{
‖(Φ0,Ψ0, Ŵ0
(γ − 1) 12 )‖
2 +
∫ t
0
∫ +∞
0
|Ψ| |F1|+ |Ŵ | |F2|dxdτ
}
+CN(T )
∫ t
0
‖Ψxx‖2dτ + Ce−cdβ.
(4.3)
Proof. Let
k(V ) = (b1 − s2V )−1.
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Multiplying the first equation of (3.8) by Φ, the second equation of (3.8) by
k(V )VΨ and the third equation of (3.8) by Rk(V )2Ŵ , respectively, summing
them up, we have
E1(Φ,Ψ, Ŵ )t + E2(Ψ,Ψx) + E3(Ŵ , Ŵx) +G(Ψ, Ŵ ,Φx, Ŵx)
+
{
µk(V )ΨΨx − ΦΨ− Rκk(V )
2
V
(Ŵx +
γ − 1
R
UxΨ)Ŵ +Rk(V )ŴΨ
}
x
= k(V )VΨF1 +Rk(V )
2ŴF2,
(4.4)
where
E1(Φ,Ψ, Ŵ ) =
1
2
(
Φ2 + k(V )VΨ2 +
R2
γ − 1k(V )
2Ŵ 2
)
,
E2(Ψ,Ψx) =
[s
2
(k(V )V )x + (γ − 1)k(V )Ux
]
Ψ2 + µk(V )Ψ2x + µk(V )xΨΨx,
E3(Ŵ , Ŵx) =
sR2
γ − 1k(V )k(V )xŴ
2 + κR
k(V )2
V
Ŵ 2x ),
G(Ψ, Ŵ ,Φx, Ŵx) = κR
(
k(V )2
V
)
x
Ŵ
(
Ŵx +
γ − 1
R
UxΨ
)
+κR
k(V )2
V 2
ΦxΘxŴ + κ(γ − 1)k(V )
2
V
UxΨŴx,
Since
p− ≤ k(V )−1 = b1 − s2V ≤ p+, (4.5)
one has
c
(
Φ2 +Ψ2 +
Ŵ 2
γ − 1
)
≤ E1 ≤ C
(
Φ2 +Ψ2 +
Ŵ 2
γ − 1
)
, (4.6)
E3 ≥ c
(
|Vx| Ŵ
2
γ − 1 + Ŵ
2
x
)
, (4.7)
and for ∀α1 > 0, there ∃ a constant Cα1 such that
|G| ≤ α1
(
|Vx| Ŵ
2
γ − 1 + Ŵ
2
x
)
+Cα1(γ − 1)d
[
|Vx|
(
Ψ2 +
Ŵ 2
γ − 1
)
+Φ2x
]
. (4.8)
By using the method in [9], for γ ∈ (1, 2] and suitably small (γ − 1)d > 0, one
has
inf
x>0
s
2 (k(V )V )x + (γ − 1)k(V )Ux
Vx
> 0,
sup
x>0
µ
{
µ|k(V )x|2 − 4
[
s
2 (k(V )V )x + (γ − 1)k(V )Ux
]
k(V )
}
Vx
< 0,
(4.9)
and then we get
E2 ≥ c(|VxΨ2|+Ψ2x). (4.10)
Combining with the boundary estimates in Lemma 4.3, (4.3) is obtained.
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Lemma 4.5. There is a constant C such that
‖φ(t)‖2 +
∫ t
0
‖φ(τ)‖2dτ
−C{‖Ψ(t)‖2 +
∫ t
0
‖ |Vx| 12Ψ(τ)‖2 + ‖(ψ, Ŵx)(τ)‖2dτ}
≤ C
{
‖Ψ0‖2 + ‖φ0‖2 +
∫ t
0
∫ +∞
0
|φ| |F1|dxdτ
}
.
(4.11)
Proof. Multiplying (3.8)1 by VΨx − VxΨ, (3.8)2 by −V Φx, then applying
∂x to (3.8)1 and multiplying the resulting equation by µΦx, calculating all their
sums, we get
(
µΦ2x
2
− V ΦxΨ)t + (VΨΨx)x + (b1 − s2V )Φ2x
= VxΨΨx + VΨ
2
x +
[
RŴx − s(γ − 1)VxΨ− VtΨ− V F1
]
Φx.
(4.12)
Integrating (4.12) over [0,+∞)×[0, t] with respect to x, t and using the boundary
estimates Lemma 4.2, we obtain Lemma 4.5.
From (3.7), we easily have∫ t
0
‖w(τ)‖2dτ − C
{∫ t
0
‖ |Vx| 12Ψ(τ)‖2 + ‖Ŵx(τ)‖2dτ
}
≤ C
∫ t
0
|ψ2w|dxdτ.
(4.13)
Now we rewrite (3.2) in the form

φt − ψx = 0,
ψt − b1 − s
2V
V
φx +
R
V
wx − ( µ
V
ψx)x−{b1 − s
2V
V
}xφ+ (R
V
)xw = f1
R
γ − 1wt + (b1 − s
2V )ψx − ( κ
V
wx)x + (
κ
V 2
Θxφ)x
− 1
V
{(b1 − s2V )φ−Rw + µψx}Ux = f2,
(4.14)
where f1 and f2 are nonlinear terms with respect to (φ, ψ,w)
f1 = −{ φ
V (V + φ)
[(b1 − s2V )φ−Rw + µψx]}x,
f2 =
1
V + φ
{(b1 − s2V )φ−Rw + µψx}(ψx − 1
V
Uxφ)
−{ κφ
V (V + φ)
(wx − 1
V
Θxφ)}x.
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The following Lemma is the estimates of (φ, ψ, ω) and (φx, ψx, ωx).
Lemma 4.6. There is a constant C such that
‖(φ, ψ, w
(γ − 1) 12 )(t)‖
2 +
∫ t
0
‖∂x(ψ,w)(τ)‖2dτ − C
∫ t
0
‖(φ, ψ,w)(τ)‖2dτ
−(γ − 1)d
∫ t
0
‖wxx‖2(τ)dτ ≤ C‖(φ0, ψ0, w0
(γ − 1) 12 )‖
2
+C
∫ t
0
∫ +∞
0
(|ψ||f1|+ |w||f2|)dxdτ + C(e−cdβ + ‖φ0‖1).
‖φx(t)‖2 +
∫ t
0
‖φx(τ)‖2dτ − C
{
‖ψ(t)‖2 +
∫ t
0
‖(ψ,w)(τ)‖21dτ
}
≤ C
{
‖ψ0‖2 +
∫ t
0
∫ +∞
0
|φx||f1|dxdτ + (e−cdβ + ‖φ0‖1)
}
.
‖∂x(ψ, w
(γ − 1) 12 )(t)‖
2 +
∫ t
0
‖∂xx(ψ,w)(τ)‖2dτ − C
∫ t
0
‖(φ, ψ,w)(τ)‖21dτ
≤ C‖∂x(ψ0, w0
(γ − 1) 12 )‖
2 + C(e−cdβ + ‖φ0‖1)
+C
∫ t
0
∫ +∞
0
(|ψxx||f1|+ |wxx||f2|)dxdτ.
(4.15)
Proof. Multiplying (4.14)1 by φ, (4.14)2 by V k(V )ψ, (4.14)3 by Rk
2(V )w,and
adding them and integrating over x, t, we have
‖(φ, ψ, w
(γ − 1) 12 )(t)‖
2 +
∫ t
0
‖∂x(ψ,w)(τ)‖2dτ − C
∫ t
0
‖(φ, ψ,w)(τ)‖2dτ
+
∫ t
0
[
−φψ +Rk(V )ψw − µk(V )ψψx + κR
V 2
Θxk
2(V )φw − κRk
2(V )
V
wwx
]
x=0
dτ
≤ C‖(φ0, ψ0, w0
(γ − 1) 12 )‖
2 + C
∫ t
0
∫ +∞
0
(|ψ||f1|+ |w||f2|)dxdτ.
Using the boundary estimate in Lemma 4.3, we can get the first inequality in
(4.15).
Now we want to get the estimate of ‖φx‖2 in (4.15)2. Multiplying (4.14)1
by V ψx − Vxψ, (4.14)2 by −V φx, then applying ∂x to (4.14)1 and multiplying
the resulting equation by µφx, calculating all their sums, we get
(
µφ2x
2
− V φxψ)t + (V ψψx)x + (b1 − s2V )φ2x = Vxψψx + V ψ2x+[
Rωx + V (
µ
V
)xψx + V (
b1 − s2V
V
)xφ− (R
V
)xω − Vtψ − V f1
]
φx.
(4.16)
Thus integrating the equation (4.16) and using the boundary estimate Lemma
4.3,we obtain (4.15)2.
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Multiplying (4.14)2 by −ψxx, (4.14)3 by −wxx to get
(
1
2
ψ2x +
R
2(γ − 1)w
2
x)t − (ψxψt + wxwt)x +
µ
V
ψ2xx +
κ
V
w2xx
= −ψxx
[
b1 − s2V
V
φx − R
V
wx + (
µ
V
)xψx + (
b1 − s2V
V
)xφ− (R
V
)xw + f1
]
= −wxx
[
−(b1 − s2V )φx + ( κ
V
)xwx + (
µ
V 2
Θxφ)x
+
1
V
{(b1 − s2V )φ−Rw + µψx}Ux + f2
]
Integrating the above equality and using Lemma 4.3, we can get the third in-
equality of (4.15). The proof of Lemma 4.6 is complete.
Since
|F1, F2| = O(1)
[|(φ, ψ,w)|2 + |(φ, ψ)||(ψx, wx)|] ,
|f1, f2| = O(1)
[|(φ,w)|2 + |(φ,w)||(φx, ψx, wx)|
+|(φx, ψx)||(ψx, wx)|+ |φ||(ψxx, wxx)|] ,
(4.17)
combining (4.17) with the estimates (4.3), (4.11), (4.13), (4.15) and using the a
priori assumption N(T ) ≤ bε sufficiently small, and also letting (γ − 1)d small
enough, we can get the following estimate
N2(T ) +
∫ T
0
‖(ψ,w)‖22 + ‖φ‖21dτ ≤ C¯(N0 + e−cdβ).
where the constant C¯ is independent of T . Thus we get the desired a priori
estimate (4.1) if we choose N0 and e
−cdβ small enough.
5 The Local Existence
In this section, we prove the local existence result Proposition 4.1 by the it-
eration method. First we rewrite the equation (3.8) with the initial values
(3.10)-(3.13) and the boundary values (3.16)-(3.17) as the following
Ψt − µ
V +Φx
Ψxx = g1 := g1(Ψ,Φx,Ψx, Ŵx),
Ψ(0, t) = A(t),
Ψ(x, 0) = Ψ0(x),
(5.1)

R
γ − 1Ŵt −
κ
V +Φx
(Ŵx − γ − 1
2R
Ψ2x)x = g2 := g2(Ψ,Φx,Ψx, Ŵx,Ψxx),
Ŵx(0, t)− γ − 1
2R
Ψ2x(0, t) = B(t),
Ŵ (x, 0) = Ŵ0(x),
(5.2)
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and
Φ(x, t) = Φ0(x) +
∫ t
0
Ψx(x, τ)dτ, (5.3)
where A(t), B(t) is given in (3.16), (3.17) respectively, and
g1 =
b1 − s2V
V +Φx
Φx − R
V +Φx
(Ŵx +
γ − 1
R
UxΨ− γ − 1
2R
Ψ2x), (5.4)
g2 = −b1 − s
2V
V +Φx
ΦxΨx +
κ(γ − 1)
R(V +Φx)
(UxΨ)x + sUxΨ− κΘxΦx
V (V +Φx)
+
µΨxΨxx
V +Φx
− RΨx
V +Φx
[Ŵx +
γ − 1
R
(UxΨ− Ψ
2
x
2
)].
(5.5)
To use the iteration method, we approximate the initial values (Φ0,Ψ0, Ŵ0) ∈
H2(0,+∞) by (Φ0k,Ψ0k, Ŵ0k) ∈ H5(0,+∞) which will be determined later.
For fixed k, we define the sequence {(Φ(n)k ,Ψ(n)k , Ŵ (n)k )(x, t)}∞n=1 by
(Φ
(0)
k ,Ψ
(0)
k , Ŵ
(0)
k )(x, t) = (Φ0k,Ψ0k, Ŵ0k)(x), (5.6)
and if (Φ
(n−1)
k ,Ψ
(n−1)
k , Ŵ
(n−1)
k )(x, t) is given, then we define (Φ
(n)
k ,Ψ
(n)
k , Ŵ
(n)
k )(x, t)
as the following
Ψ
(n)
kt −
µ
V +Φ
(n−1)
kx
Ψ
(n)
kxx = g
(n−1)
1 := g1(Ψ
(n−1)
k ,Φ
(n−1)
kx ,Ψ
(n−1)
kx , Ŵ
(n−1)
kx ),
Ψ
(n)
k (0, t) = A(t),
Ψ
(n)
k (x, 0) = Ψ0k(x),
(5.7)
R
γ − 1Ŵ
(n)
kt −
κ
V +Φ
(n−1)
kx
(Ŵ
(n)
kx −
γ − 1
2R
Ψ
(n)
kx
2
)x
= g
(n−1)
2 := g2(Ψ
(n)
k ,Φ
(n−1)
kx ,Ψ
(n)
kx , Ŵ
(n−1)
kx ,Ψ
(n)
kxx),
Ŵ
(n)
kx (0, t)−
γ − 1
2R
Ψ
(n)
kx
2
(0, t) = B(t),
Ŵ
(n)
k (x, 0) = Ŵ0k(x),
(5.8)
and
Φ
(n)
k (x, t) = Φ0k(x) +
∫ t
0
Ψ
(n)
kx (x, τ)dτ. (5.9)
Now we construct the approximate initial values (Φ0k,Ψ0k, Ŵ0k)(x). Firstly we
choose Φ0k ∈ H5 such that Φ0k → Φ0 strongly in H2 as k →∞. Let
Ψ0(x) := Ψ0(x)−A(0)e−x
2
.
Note that A(0) = Ψ0(0). Then we have Ψ0(x) ∈ H20 . Now we choose Ψ0k(x) ∈
H30 ∩H5 such that Ψ0k → Ψ0 strongly in H2 as k →∞. We construct
Ψ0k(x) := Ψ0k(x) +A(0)e
−x2 , (5.10)
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then we have Ψ0k → Ψ0(x) + A(0)e−x2 = Ψ0(x) strongly in H2 as k → ∞.
Moreover, Ψ0k(x) constructed in (5.10) satisfies the compatibility condition
Ψ0k(0) = A(0) for the approximate equation (5.7). Now we turn to the com-
patibility condition for the equation (5.8). Let
Ŵ 0(x) := Ŵ0(x) −B(0)xe−x
2 − Ŵ0(0)e−x
2
.
It is obvious that Ŵ 0(x) ∈ H20 . So we can choose Ŵ 0k(x) ∈ H30 ∩H5 such that
Ŵ 0k(x)→ Ŵ 0(x) strongly in H2 as k →∞. Set
Ŵ0k(x) := Ŵ 0k(x) +B(0)xe
−x2 + Ŵ0(0)e−x
2
. (5.11)
Then we have Ŵ0k(x) → Ŵ 0(x) + B(0)xe−x2 + Ŵ0(0)e−x2 = Ŵ0(x) strongly
in H2 as k → ∞. Note that B(0) = Ŵ0x(0) − γ−12R Ψ20x(0). We verify that the
approximated initial values Ψ0k(x), Ŵ0k(x) satisfy the following compatibility
condition for the equation (5.8),
Ŵ0kx(0)− γ − 1
2R
Ψ20kx(0) = Ŵ 0kx(0) +B(0)−
γ − 1
2R
Ψ
2
0kx(0) = B(0).
And it is easy to choose that the above approximation (Φ0k(x),Ψ0k(x), Ŵ0k(x))
satisfies ‖(Φ0k,Ψ0k, Ŵ0k)‖2 ≤ 32M and infx(V +Φ0kx) ≥ 23m for any fixed k.
If (Ψ
(n−1)
k ,Ψ
(n−1)
k , Ŵ
(n−1)
k ) ∈ X 12m,bM (0, t0) ∩ C(0, t0;H
5), then g
(n−1)
1 ∈
C(0, t0;H
4). By linear parabolic theory, since Ψ0k ∈ H5, there exists a unique
solution to (5.7) satisfying
Ψ
(n)
k ∈ C(0, t0;H5) ∩C1(0, t0;H3) ∩ L2(0, t0;H6).
Substituting Ψ
(n)
k into g
(n−1)
2 , we have that g
(n−1)
2 ∈ C(0, t0;H3). Using linear
parabolic theory again, we obtain
Ŵ
(n)
k ∈ C(0, t0;H5) ∩ C1(0, t0;H3) ∩ L2(0, T ;H6).
From (5.9), we also have
Φ
(n)
k ∈ C(0, t0;H5) ∩ C1(0, t0;H3) ∩ L2(0, t0;H6).
The elementary energy estimates to the equation (5.7)-(5.8) yield that
‖(Ψ(n)k , Ŵ (n)k )‖22 ≤ (bM)2.
if the time interval t0 = t0(m,M) is suitably small. We omit the detailed
calculations for brevity.
Now from (5.9), we can compute that
‖Φ(n)k ‖22 ≤ (bM)2,
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and
inf
x,t∈[0,t0]
(V +Φ
(n)
kx ) ≥
1
2
m.
Therefore we have (Ψ
(n)
k ,Ψ
(n)
k , Ŵ
(n)
k ) ∈ X 12m,bM (0, t0) ∩ C(0, t0;H
5). Since
‖(Ψ(0)k ,Ψ(0)k , Ŵ (0)k )‖5 is uniformly bounded for fixed k, we can show that (Ψ(n)k ,
Ψ
(n)
k , Ŵ
(n)
k ) is the Cauchy sequence in C(0, t0;H
4). Letting n → ∞ in (5.7)-
(5.9), we get a solution (Φk,Ψk, Ŵk)(x, t) of (5.1)-(5.3) with the initial values
replaced by (Φ0k,Ψ0k, Ŵ0k)(x) in the time interval [0, t0].
In the same way we can show that (Φk,Ψk, Ŵk)(x) is a Cauchy sequence in
C(0, T0;H
2) (takin T0 smaller than t0 if necessary). Now letting k → ∞, we
get the desired unique solution (Φ,Ψ, Ŵ )(x, t) to (5.1)-(5.3) in the time interval
[0, T0].
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