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Abstract
The subjects of the present paper are generalized resultant matrices of two polynomials u(t), v(t) the
coefficients of which are taken from an arbitrary field. The main aim is to construct a basis in the nullspace
of these matrices using a greatest common divisor of u(t) and v(t) and solutions of corresponding Bezout
equations.
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1. Introduction
In the present paper we consider matrices the entries of which are in a given field F. These
matrices have a special structure, they are generalizations of resultant matrices.
Resultant matrices were introduced as square matrices associated with the coefficients of
two real polynomials. For the first time they occur in Euler’s work [4] in elimination theory
(see [20] for more information). Resultant matrices are useful for the study of common divisors
and common multiples of polynomials over C. First relevant papers were published by Sylvester,
Hermite and Cayley in the middle of the 19th century (see [17] for detailed references).
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An important classical result is that the dimension of the kernel of the resultant matrix of
two (complex) polynomials u(t) and v(t) is equal to the number of common zeros of these two
polynomials.
We were introduced into the world of (complex) resultant matrices by Gohberg and by his
student Heinig, [6,7]. In particular, in [6], a basis of the kernel of a resultant matrix is constructed
by using the common roots of u(t) and v(t) and their common multiplicity. Thenceforward
various generalizations and applications were discussed in a large number of further papers such
as, for example, [7,1,10,12–14]. We cannot give a complete list of relevant articles, but let us
refer to the following papers and the references given therein, [9,18,8,16].
The generalization of resultant matrices considered here were introduced for complex
polynomials in [15, Part I, Section 2.5]. We will give a deeper insight into the structure of
the nullspace of such resultant matrices, allowing the entries to be taken from an arbitrary (not
necessarily algebraically closed) field.
The results obtained here will be useful for the computation of inverses of structured matrices,
which we will discuss in a forthcoming paper [3]. Therein the results presented hereafter will
be an important tool for the computation of the entries of the inverses of Toeplitz and Hankel
Bezoutians. Furthermore, they will be used to obtain solutions for inverse problems of such
structured matrices. These results are, for example, important for Wiener–Hopf and spectral
factorizations of real polynomials [11]. We expect that the deeper insight into the kernel structure
of the generalized resultant matrices considered here will lead to further interesting results in
connection with structured matrices.
The rest of the paper is organized as follows. After some preliminary considerations in
Section 2 we introduce the generalized resultant matrices and discuss two important special cases
in Section 3. In Section 4 we prove the main result concerning the structure of the kernel of the
generalized resultant matrices of two polynomials u(t) and v(t). At the end of that section we
propose a procedure how to get a basis in this kernel in a fast way using nothing else but a
greatest common divisor of u(t) and v(t) and solutions of corresponding Bezout equations. As
far as we know these results seem to be new. Finally, in Section 5 we give an example in the field
of residue classes modulo 7. This example is also typical for the type of results that will appear
in [3].
2. Preliminaries
Throughout the paper, Fwill denote an arbitrary field. By { e1, . . . , en }we denote the standard
basis of Fn . As usual, an element of the vector space Fn will be identified with the corresponding
n × 1 (column) matrix, i.e.,
x = (xi )n−1i=0 =
 x0...
xn−1
 .
It will be often convenient to use polynomial language. To x = (xi )n−1i=0 ∈ Fn , we associate the
polynomial
x(t) =
n−1
k=0
xk t
k ∈ Fn[t]
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and call it the generating polynomial of x. Here Fn[t] stands for the space of all polynomials in
the variable t with coefficients in F of degree less than n.
We are going to introduce also the following notation. Let Jn be the matrix of the flip operator
in Fn mapping (xi )n−1i=0 to (xn−i−1)
n−1
i=0 ,
Jn =
 0 1. . .
1 0
 . (2.1)
For a vector x ∈ Fn we denote
xJ = Jnx,
which is in polynomial language
xJ (t) = x(t−1)tn−1.
Note that the subscript n is dropped in the notation xJ as it will always be clear what is the length
of the vector.
Hereafter we need the following m × (m + n) matrix which is associated with a vector
w = (wi )ni=0 ∈ Fn+1,
Dm,m+n(w) =

w0 w1 . . . wn 0
w0 w1 . . . wn
. . .
. . .
. . .
0 w0 w1 . . . wn
 . (2.2)
For x ∈ Fm we have
Dm,m+n(w)T x

(t) = w(t)x(t), (2.3)
which means that the transpose Dm,m+n(w)T can be identified with the operator of multiplication
by w(t) acting from Fm[t] to Fm+n[t].
Apart from the trivial case (w ≡ 0) the matrix Dm,m+n(w) has full rank and thus the dimension
of its kernel (nullspace) is n,
dim ker Dm,m+n(w) = n. (2.4)
We continue with the following basic lemma. Clearly, for p = 0 this gives a characterization
of the kernel.
Lemma 2.1. Let q ∈ Fn+m , w ∈ Fn+1, and p ∈ Fm . Then
Dm,n+m(w)qJ = pJ
if and only if there exist p1,p2 ∈ Fn such that
w(t)q(t) = p1(t)+ p(t)tn + tm+np2(t). (2.5)
Proof. Let w = (wi )ni=0,q = (qi )m+n−1i=0 , and p = (pi )m−1i=0 . Then
Dm,n+m(w)qJ = (w0 qn+m−1− j + · · · + wnqm−1− j )m−1j=0 ,
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and this ought to be equal to the vector pJ = (pm−1− j )m−1j=0 . Via a simple change of indices, that
means that
p j = w0qn+ j + w1qn−1+ j + · · · + wnq j , j = 0, . . . ,m − 1.
Considering the coefficients in the product of the polynomial
w(t)q(t) = (w0 + w1t + · · · + wn tn)(q0 + q1t + · · · + qm+n−1tm+n−1)
=:
m+2n−1
k=0
rk t
k,
we notice that rn+ j = p j for j = 0, . . . ,m − 1 while the coefficients r0, . . . , rn−1 and
rn+m, . . . , r2n+m−1 are arbitrary and determine the polynomials p1(t) and p2(t), which have
degree less than n. 
Another simple proof of Lemma 2.1 can be given by using the identity
Dm,m+n(w) = [ 0 Im 0 ]Dm+n,m+2n(wJ )T = [ 0 Jm 0 ]Dm+n,m+2n(w)T Jm+n,
where the zeros are matrices of size m × n (see also (2.3)).
Let us add the following observations about the structure of the kernel of Dm,m+n(w) in
the special case when F is algebraically closed. In this case, let t0, . . . , tk ∈ F be the roots of
w(t) ∈ Fn+1[t], and let ν0, . . . , νk be their multiplicities. In the case
wn = wn−1 = · · · = wn−ν+1 = 0, wn−ν ≠ 0
we say that w(t) has a root at t∞ = ∞ of multiplicity ν∞ = ν. If w(t) has no root at infinity
(i.e., wn ≠ 0), then ν∞ = 0. Moreover, we introduce the following vectors of Fm+n ,
ℓ
( j)
m+n(∞) := en+m− j , ℓ( j)m+n(0) := e j+1,
and, for t ≠ 0, and t ≠ ∞,
ℓ
( j)
m+n(t) :=

j !

i
j

t i− j
m+n−1
i=0
.
Notice that, for t ≠ ∞ the first j entries of ℓ( j)n+m(t) are zero by definition.
Proposition 2.2. Let F be algebraically closed, let w ∈ Fn+1 \ {0}, and define t0, . . . , tk, t∞ and
ν0, . . . , νk, ν∞ as above. Then the vectors ℓ( j)m+n(ti ) with i = 0, . . . , k,∞; j = 0, . . . , νi − 1,
form a basis of ker Dm,m+n(w). In particular,
dim ker Dm,m+n(w) =
k
i=0
νi + ν∞ = n. (2.6)
Proof. It has already been pointed out above that the dimension of the kernel is n. Since F is
algebraically closed, n equals the sum of the multiplicities of all the roots of w(t) including the
root at infinity.
Since w(t) has a root of multiplicity νi at ti ≠ ∞ we have
wT ℓ( j)n+1(ti ) =
d jw(t)
dt j

t=ti
= 0,
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for j = 0, . . . , νi − 1. A similar statement holds for the shifted vectors w as in this case w(t)
is replaced by tkw(t) for k = 1, . . . ,m − 1 . This implies that ℓ( j)m+n(ti ) lies in the kernel of
Dm,m+n(w). The case t∞ = ∞ is also obvious.
In order to show that the collection of these vectors is linearly independent one considers the
corresponding n × n matrix having as rows the row vectors ℓ( j)m+n(ti )T . Up to one part which
stems from the possible root at t∞ = ∞, this is essentially a (confluent) Vandermonde matrix of
maximal rank. 
3. Resultant matrices
Let u ∈ Fn+1, v ∈ Fm+1, p ≤ min{m, n}, allowing p to be negative. We assume m, n ≥ 0
and introduce the resultant matrix Resp(u, v) of u and v,
Resp(u, v) =

Dm−p,m+n−p(u)
Dn−p,m+n−p(v)

, (3.1)
i.e.,
Resp(u, v) =

u0 u1 . . . un 0
u0 u1 . . . un
. . .
. . .
. . .
0 u0 u1 . . . un
v0 v1 . . . vm 0
v0 v1 . . . vm
. . .
. . .
. . .
0 v0 v1 . . . vm

m − p
 n − p
.
  
m + n − p
In the square case p = 0 we have the “classical” Sylvester resultant matrix. In the “degenerate”
case p = min{m, n} or when u = 0 or v = 0, the kernel structure of Resp(u, v) reduces to the
kernel structure of (2.2). We will exclude these cases without any further mentioning.
Given u(t) ∈ Fn+1[t] and v(t) ∈ Fm+1[t], we introduce a polynomial w(t) as a greatest
common divisor of u(t) and v(t), i.e.,
w(t) = gcd(u(t), v(t)). (3.2)
Moreover, let ν∞ stand for the minimum of the numbers n− degu(t) and m− deg v(t), which is
the minimum of the multiplicities of the roots at infinity of u(t) and v(t). Clearly, the definition
of ν∞ depends on the underlying numbers n and m. Finally we define
ν = degw(t)+ ν∞ (3.3)
and u0 ∈ Fn+1−ν, v0 ∈ Fm+1−ν via
u(t) = w(t)u0(t), v(t) = w(t)v0(t). (3.4)
We associate to w(t) the vector w ∈ Fν+1. This implies that ν∞ is the multiplicity of the root at
infinity of w(t). Moreover, notice that u0(t) and v0(t) are coprime and that degu0(t) = n − ν or
deg v0(t) = m − ν. The latter means that at least one of u0(t) or v0(t) has no root at infinity.
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We call the two polynomials u(t) and v(t) generalized coprime if ν = 0. In other words, they
should be coprime in the usual sense and at least one of them should have no root at infinity.
Rephrasing the above, u0(t) and v0(t) are always generalized coprime.
In the special case where F is an algebraically closed field, we add the following observation.
Let t0, . . . , tk and ν0, . . . , νk be the roots and their multiplicities of the polynomial w(t). Then
(t − ti )νi is a common factor of u(t) and v(t) and νi is the largest such exponent. In particular,
we have
ν =
k
i=0
νi + ν∞. (3.5)
The kernel of the transpose of Resp(u, v) can be analyzed via the equation u(t)x(t) +
v(t)y(t) = 0 with x ∈ Fm−p and y ∈ Fn−p describing this kernel (see also (2.3)). It is easy
to conclude that
dim ker(Resp(u, v))T = max{0, ν − p}, (3.6)
and thus
dim ker Resp(u, v) = max{p, ν}. (3.7)
It is worthwhile to observe that in the case p ≤ 0 the kernel of Resp(u, v) is trivial if and only if
u(t) and v(t) are generalized coprime.
We are now going to examine the structure of the kernel of Resp(u, v) in certain special cases.
3.1. The common root cases
The identity (3.7) implies that, for each p ≤ min{n,m}, the kernel of Resp(u, v) contains
at least ν linearly independent vectors. The proposition below shows that a corresponding
ν-dimensional subspace can be identified with the help of the above introduced polynomial
w(t), w ∈ Fν+1. In the case p > ν, the kernel contains further linearly independent vectors.
Its complete description will be given in Section 4.
Proposition 3.1. Let u ∈ Fn+1, v ∈ Fm+1, w ∈ Fν+1 be as above. Then
ker Dn+m−p−ν,n+m−p(w) ⊆ ker Resp(u, v). (3.8)
Proof. Let q ∈ Fn+m−p be such that qJ is in ker Dn+m−p−ν,n+m−p(w). Then by Lemma 2.1
there exist vectors p1 ∈ Fν,p2 ∈ Fν , such that
w(t)q(t) = p1(t)+ tn+m−pp2(t).
Now we multiply with u0(t) and v0(t) to obtain
u(t)q(t) = u0(t)p1(t)+ tn+m−pu0(t)p2(t),
v(t)q(t) = v0(t)p1(t)+ tn+m−pv0(t)p2(t).
Taking again Lemma 2.1 into account and using the fact that deg u0(t) ≤ n − ν and deg v0(t) ≤
m − ν it follows that qJ is in the kernel of both Dm−p,n+m−p(u) and Dn−p,n+m−p(v) and thus
in the kernel of Resp(u, v). 
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In view of (2.4) it is clear that dim ker Dn+m−p−ν,n+m−p(w) = ν. Combining the previous
result with Proposition 2.2 we obtain the following explicit construction of a basis in this
ν-dimensional space in the case where F is algebraically closed. It is easy to give a direct proof
of this corollary as well (see, e.g., [15, Part I, Theorem 2.3]).
Corollary 3.2. Let F be algebraically closed, and let {ti }ki=0 be the set of all common roots of
u(t) and v(t) and νi the common multiplicity of the root ti . Then the ν vectors, ν defined in (3.5),
ℓ
( j)
m+n−p(ti ) ∈ Fm+n−p ( j = 0, . . . , νi − 1; i = 0, . . . , k,∞)
form a basis of a subspace of dimension ν of ker Resp(u, v). If p ≤ ν, then these vectors form a
basis in the nullspace of Resp(u, v).
3.2. The coprime case for p = 1
Let us now look at another particular case. This case is of importance for the inversion of
Bezoutian matrices (see [3]). If u(t) and v(t) are generalized coprime (i.e., ν = 0), then clearly
dim ker Resp(u, v) = max{p, 0}.
Hence there is nothing to investigate if p ≤ 0. We are now going to consider the case p = 1,
where the kernel is one-dimensional and can be described by one particular vector. Again, the
general case will be deferred to the next section. Notice that with p = 1 we automatically have
n,m ≥ 1.
Theorem 3.3. Suppose u(t) ∈ Fn+1[t] and v(t) ∈ Fm+1[t] are generalized coprime. Then
ker Res1(u, v) = lin {qJ },
where q ∈ Fn+m−1 is defined by its generating polynomial
q(t) = α(t)δ(t)− β(t)γ (t), (3.9)
and α, γ ∈ Fm and β, δ ∈ Fn are uniquely determined by the Bezout equations
u(t)α(t)+ v(t)β(t) = 1, (3.10)
uJ (t)γ J (t)+ vJ (t)δ J (t) = 1. (3.11)
Moreover,
u(t)q(t) = δ(t)− tm+n−1β(t), v(t)q(t) = tm+n−1α(t)− γ (t). (3.12)
Proof. The polynomials u(t) and v(t) are of degree at most n and m, respectively. By definition,
so are the polynomials uJ (t) and vJ (t). Since u(t) and v(t) are coprime and have no common
root at infinity, the polynomials uJ (t) and vJ (t) are coprime, too. Hence the Bezout equations
have unique polynomial solutions of appropriate degree. Eq. (3.11) can be rewritten as
u(t)γ (t)+ v(t)δ(t) = tm+n−1. (3.13)
Let q be defined by (3.9), noting that degq(t) ≤ n+m−2. We compute, using (3.10) and (3.13),
u(t)q(t) = u(t)α(t)δ(t)− u(t)γ (t)β(t)
= (1− v(t)β(t)) δ(t)−

tn+m−1 − v(t)δ(t)

β(t)
= δ(t)− tn+m−1β(t),
1060 T. Ehrhardt, K. Rost / Indagationes Mathematicae 23 (2012) 1053–1069
which is one part of (3.12) and taking Lemma 2.1 into account implies that
qJ ∈ ker Dm−1,m+n−1(u).
Similarly,
v(t)q(t) = v(t)δ(t)α(t)− v(t)β(t)γ (t)
=

tn+m−1 − u(t)γ (t)

α(t)− (1− u(t)α(t)) γ (t)
= tn+m−1α(t)− γ (t),
which is the second part of (3.12) and yields qJ ∈ ker Dn−1,m+n−1(v). Everything together
implies qJ ∈ ker Res1(u, v). Notice that q is nonzero because otherwise α,β, γ , δ would be
zero by (3.12), which contradicts the Bezout equations. 
Let us now remark how one can compute the vector practically. The obvious way to
compute q is by solving both Bezout equations (3.10), (3.11), and then perform polynomial
multiplication using (3.9). For general F, this requires O(n · m) operations for solving the
Bezout equations and also O(n · m) operations for the polynomial multiplication. Note that if
F = C then the computational complexity of the polynomial multiplication can be reduced to
O((m+n) log(m+n)) using FFT techniques. However, no significant reduction of computational
costs seems to be possible for solving the Bezout equation (see e.g. [2,19]).
Hence it is reasonable to look into another possibility, where one needs to solve only one of
the Bezout equations. In fact, one needs to compute only one of the solutions α, β, γ , or δ. The
starting point could be, for instance,
v(t)q(t) = tm+n−1α(t)− γ (t). (3.14)
Given α, this means that q can be computed by polynomial division: one divides tm+n−1α(t) by
v(t) obtaining q(t) and the remainder γ (t). In view of the degrees of the polynomials involved,
this works if vm ≠ 0. Similarly, we can rewrite (3.14) as
vJ (t)qJ (t) = α J (t)− tn+m−1γ J (t). (3.15)
Here we can start from γ to obtain q. This works if v0 ≠ 0.
We can express this equivalently also in matrix language, and write Eq. (3.14) as
Dm+n−1,2m+n−1(v)Tq =
 −γ0n−1
α
 . (3.16)
This equation is an over-determined linear system possessing a unique solution q. Canceling the
first m equations we get the following linear system
vm vm−1 · · · v0 0
vm
. . .
. . .
. . .
. . . v0
. . .
. . .
...
vm vm−1
0 vm

q =

0n−1
α

. (3.17)
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The coefficient matrix of this system is an upper triangular Toeplitz matrix of size m+n−1, which
is nonsingular if vm ≠ 0. In this case, the solution q can be computed by back substitution and
is completely determined by α ∈ Fm . In general, this computation requires O(m · n) operations.
In the case F = C the cost can be reduced to O((m + n) log(m + n)) using FFT (see e.g. [5]).
One can also cancel the last m equations in (3.16) and obtain a lower triangular Toeplitz
system with right hand side given by γ , which is non-singular if v0 ≠ 0. (This corresponds to
polynomial division based on (3.15).)
In complete analogy, one could start from
u(t)q(t) = δ(t)− tm+n−1β(t) (3.18)
instead of (3.14). Then one can solve for q provided that un ≠ 0 or u0 ≠ 0. Notice that due
to the coprimeness of u(t) and v(t), at least one of un or vm , and at least one of u0 or v0 are
nonzero. This means that at least one of the procedures described here works. Notice, however,
that (e.g., in the case F = C) it can happen that all of these four coefficients are nonzero, but
small. This entails stability problems, which seem to be of principle nature and already occur
when solving the Bezout equation (see [19] also for improvements).
4. The structure of the kernel of resultant matrices
The goal of this section is to examine the structure of the kernel of Resp(u, v) in the general
case, where u ∈ Fn+1, v ∈ Fm+1, and p < min{n,m}. Remember that we exclude the (trivial)
cases where u or v are the zero vectors.
We use the notation adopted in Section 3: the polynomial
w(t) = gcd(u(t), v(t))
is associated with the vector w ∈ Fν+1, where ν = degw(t)+ν∞. Recall that in (3.4) we defined
u0 ∈ Fn+1−ν , v0 ∈ Fm+1−ν via
u(t) = w(t)u0(t), v(t) = w(t)v0(t),
which entails that u0 and v0 are generalized coprime. Hence one can uniquely solve the Bezout
equations
α0(t)u0(t)+ β0(t)v0(t) = 1 (4.1)
γ J0 (t)u
J
0 (t)+ δ J0 (t)vJ0 (t) = 1 (4.2)
with α0, γ 0 ∈ Fm−ν and β0, δ0 ∈ Fn−ν . The latter equation is equivalent to
γ 0(t)u0(t)+ δ0(t)v0(t) = tn+m−2ν−1. (4.3)
We have also seen before that
dim ker Resp(u, v) = max{p, ν}
and
ker Dn+m−p−ν,n+m−p(w) ⊆ ker Resp(u, v).
Since dim ker Dn+m−p−ν,n+m−p(w) = ν we have equality in the case p ≤ ν, and there is nothing
left to be done. Hence assume from now on that
p ≥ ν + 1.
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The goal is to construct p−ν linearly independent vectors in ker Resp(u, v) which together with
ker Dn+m−p−ν,n+m−p(w) span the kernel of the resultant matrix.
Hereafter we need the following facts, which are straightforward consequences of
Lemma 2.1.
(A) Let q ∈ Fn+m−p. Then qJ ∈ ker Resp(u, v) if and only if there exist α, γ ∈ Fm,β, δ ∈ Fn
such that
u(t)q(t) = δ(t)− tn+m−pβ(t)
and
v(t)q(t) = tn+m−pα(t)− γ (t).
(B) Let q ∈ Fn+m−p, p ∈ Fn+m−p−ν . Then Dn+m−p−ν,n+m−p(w)qJ = pJ if and only if there
exist ρ, σ ∈ Fν such that
w(t)q(t) = ρ(t)+ p(t)tν + tn+m−pσ (t).
Moreover we need the following statement, which is easy to verify.
(C) Let q ∈ Fn+m−p, and let x, y ∈ F2n+m−p be given. Then
u(t)q(t) = x(t) and v(t)q(t) = y(t)
if and only if
v0(t)x(t) = u0(t)y(t) and w(t)q(t) = α0(t)x(t)+ β0(t)y(t).
Now we are able to state the first part of the main result.
Theorem 4.1. Let u ∈ Fn+1, v ∈ Fm+1, w ∈ Fν+1, and α0,β0, γ 0, δ0 be as above. Assume that
κ := p − ν − 1 ≥ 0, (4.4)
and let q ∈ Fn+m−p. Then qJ ∈ ker Resp(u, v) if and only if there exists a Φ ∈ Fκ+1 such that
Dn+m−p−ν,n+m−p(w)qJ = pJ (4.5)
where p = (zi+κ)n+m−p−ν−1i=0 with z = (zi )n+m−p−ν−1+2κi=0 being given by
z(t) = (α0(t)δ0(t)− β0(t)γ 0(t))Φ(t). (4.6)
Moreover, the mapping Λ : qJ ∈ ker Resp(u, v) → Φ ∈ Fκ+1 is well defined, linear and
surjective.
We remark that the degree of z(t) is at most n +m − 2ν − 2+ κ , which equals n +m − p −
ν − 1+ 2κ . Hence z ∈ Fn+m−p−ν+2κ while p ∈ Fn+m−p−ν . Notice that the vector p arises from
the vector z by deleting the first κ and the last κ entries.
Proof. ⇒: Let us now start with the necessity part of the proof. Assume qJ ∈ ker Resp(u, v).
We can immediately apply (A) in order to get the equations stated there (with certain α,β, γ , δ).
We abbreviate the right hand sides,
x(t) = δ(t)− tn+m−pβ(t), y(t) = tn+m−pα(t)− γ (t), (4.7)
and apply (C). We arrive at
w(t)q(t) = α0(t)x(t)+ β0(t)y(t) (4.8)
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and at v0(t)x(t) = u0(t)y(t), which can be rewritten as
(α(t)u0(t)+ β(t)v0(t)) tn+m−p = γ (t)u0(t)+ δ(t)v0(t).
Taking into account deg u0(t) ≤ n − ν, deg v0(t) ≤ m − ν, deg γ (t) < m, deg δ(t) < n, we
conclude that
Φ(t) := α(t)u0(t)+ β(t)v0(t) (4.9)
is a polynomial of degree at most κ = p − ν − 1, since
Φ(t)tn+m−p = γ (t)u0(t)+ δ(t)v0(t). (4.10)
From (4.9) we find a representation of α(t) and β(t) using (4.1). Indeed, define the polynomial
σ (t) = α(t)β0(t)− α0(t)β(t), and it follows that
α(t) = Φ(t)α0(t)+ v0(t)σ (t), β(t) = Φ(t)β0(t)− u0(t)σ (t). (4.11)
Examining the degree of the polynomials involved in these two equations and using that (due to
generalized coprimeness) at least one of u0(t) or v0(t) attains its maximal degree, it follows that
deg σ ≤ max{ν − 1, κ − 1},
where in the case the maximum is negative (i.e., ν = κ = 0, p = 1) we must have σ = 0. (This
is the case treated in Section 3.2.)
Next we give a corresponding representation of γ (t) and δ(t) using (4.3) and (4.10). Introduce
the polynomial ρˆ(t) = γ 0(t)δ(t)− γ (t)δ0(t) to obtain
γ (t) = t2ν+1−pΦ(t)γ 0(t)− t2ν+1−n−mv0(t)ρˆ(t),
δ(t) = t2ν+1−pΦ(t)δ0(t)+ t2ν+1−n−mu0(t)ρˆ(t).
(4.12)
From the definition of ρˆ(t) it follows that deg ρˆ(t) ≤ n +m − ν − 2, and hence one can define a
polynomial ρ(t) via ρˆ(t) = tn+m−ν−2ρ(t−1). Substituting this into (4.12) yields
γ (t) = tν−κΦ(t)γ 0(t)− tν−1v0(t)ρ(t−1),
δ(t) = tν−κΦ(t)δ0(t)+ tν−1u0(t)ρ(t−1).
(4.13)
Examining the lowest possible powers tk which can occur in the last two equations and using
that at least one of u0(0) or v0(0) is nonzero, it follows that
deg ρ(t) ≤ max{ν − 1, κ − 1},
where as before, in the case ν = κ = 0, p = 1, this means ρ = 0.
Using these expressions for α,β, γ , δ, we obtain expressions for x(t) and y(t) in terms ofΦ,
σ , and ρ, by plugging them into (4.7). Combining them with Eq. (4.8), which we have not yet
used so far, we conclude after some straightforward computation
w(t)q(t) = tν−1ρ(t−1)+ tν−κz(t)+ tn+m−pσ (t), (4.14)
where z(t) := (α0(t)δ0(t) − β0(t)γ 0(t))Φ(t). Notice that the degree of z(t) is at most
n +m − 2ν − 2+ κ = n +m − p− ν − 1+ 2κ . Now we cut off the first and last κ entries from
the vector z in order to obtain the vector p defined in the theorem. In terms of polynomials this
means that we can write
z(t) = tκ−1p1(t−1)+ tκp(t)+ tn+m−p−ν+κp2(t) (4.15)
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with certain polynomials p1(t) and p2(t) of degree less than κ . We obtain
w(t)q(t) = tν−1

ρ(t−1)+ p1(t−1)

+ tνp(t)+ tn+m−p (σ (t)+ p2(t)) .
Comparing the degrees of the polynomials on the left and right hand sides it follows that
deg(ρ(t) + p1(t)) ≤ ν − 1 and deg(σ (t) + p2(t)) ≤ ν − 1. Now we can apply statement
(B) in order to obtain the conclusion (4.5). This concludes the proof of the “only if” part.
⇐: We essentially have to reverse the argumentation. Assume that there exists a polynomial
Φ(t) of degree at most κ = p − ν − 1 such that (4.5) and (4.6) hold. Because it is assumed
that p is obtained from z, we can write (4.15) with certain p1(t) and p2(t). Using statement
(B) and making an appropriate substitution we arrive at Eq. (4.14) with certain polynomials
ρ(t) and σ (t). It can be seen from (4.14) that the degrees of these two polynomials are at most
max{ν − 1, κ − 1}.
Now we define α,β, γ , δ by (4.11) and (4.13) (or (4.12) if one wants to use the auxiliary
polynomial ρˆ(t) = tn+m−ν−2ρ(t−1)). Incidentally, from these definitions it follows immediately
that σ (t) = α(t)β0(t)−α0(t)β(t) and ρˆ(t) = γ 0(t)δ(t)− γ (t)δ0(t). Notice however that while
it is clear that α(t) and β(t) are polynomials we do not yet get the desired estimate on their
degree. Similarly, we cannot yet infer that γ (t) and δ(t) are polynomials, though it follows that
tm−1γ (t−1) and tn−1δ(t−1) must be polynomials.
Next define x(t) and y(t) by (4.7). Through a straightforward computation using (4.7), (4.11),
(4.13) and (4.14) we conclude that
w(t)q(t) = α0(t)x(t)+ β0(t)y(t), v0(t)x(t) = u0(t)y(t).
By multiplying the first equation with u0(t) or v0(t), respectively, and using the second equation
and (4.1) (see statement (C)), it follows that
u(t)q(t) = x(t) = δ(t)− tn+m−pβ(t),
v(t)q(t) = y(t) = tn+m−pα(t)− γ (t). (4.16)
From the equations we can now infer that α(t),β(t), γ (t), δ(t) are polynomials of appropriate
degrees. Now we can use statement (A) to infer that qJ ∈ ker Resp(u, v). This completes the
proof of the “if” part.
Let us finally discuss the mapping Λ. We are first going to show that the map qJ → Φ is
well-defined. As the “only if” part of the theorem states, to each qJ in the kernel of Resp(u, v)
there exists at least one Φ satisfying (4.5) and (4.6). However, it is conceivable that Φ is not
unique. We will show that this is not the case.
Let us assume that (4.5) and (4.6) hold. We can now use all the equations which have been
derived in the “if” part of the proof. In particular, we have seen that there exists α,β, γ , δ such
that (4.16) holds. Note that these quantities were defined by (4.11) and (4.13) as well as through
Φ, σ , and ρ (see (4.14)). Eqs. (4.16) imply that q uniquely determines α,β, γ , δ. Using the
definition (4.11) of α and β, we obtain immediatelyΦ(t) = α(t)u0(t)+β(t)v0(t), which shows
that Φ(t) is uniquely determined by α and β, and thus through q.
The linearity of the map Λ is clear and the surjectivity follows from the fact that Eq. (4.5) is
solvable for each right hand side. 
The above theorem now suggests the following procedure to construct a basis in the nullspace
of Resp(u, v).
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(a) Use the Euclidean algorithm to get w(t) = gcd(u(t), v(t)) and the solutions α0, γ 0 ∈ Fm−ν
and β0, δ0 ∈ Fn−ν of the equations
α0(t)u(t)+ β0(t)v(t) = w(t), γ J0 (t)uJ (t)+ δ J0 (t)vJ (t) = wJ (t).
(b) For k = 0, . . . , κ and with Φ(t) = tk compute zk(t) according to (4.6),
zk(t) = (α0(t)δ0(t)− β0(t)γ 0(t))tk .
(c) Compute solutions qk of the corresponding equation (4.5)
Dn+m−p−ν,n+m−p(w)qJk =

0 Im+n−p−ν 0

zJk .
(d) Find ν linearly independent vectors q(1), . . . ,q(ν) in
ker Dn+m−p−ν,n+m−p(w).
Then the system of vectors
q0,q1, . . . ,qκ ,q(1), . . . ,q(ν)

is a basis in Resp(u, v).
As already pointed out above, Eq. (4.5) is always solvable since the matrix
Dn+m−p−ν,n+m−p(w) has full rank (w ≢ 0).
In the special case when u and v are generalized coprime, i.e., ν = 0, (and w(t) ≡ 1 without
loss of generality) the matrix Dn+m−p−ν,n+m−p(w) reduces to the identity matrix and there is
nothing to solve (which is consistent with the special case p = 1 considered in Section 3.2).
The complexity of Part (a) of the procedure is O(n2), of Part (b) is O((n − ν)2) assuming,
without loss of generality, that m ≤ n. In general the costs for solving one equation in Part (c) is
O((ν + 1)(n + m − p − ν)). Hence it is effective for small ν. Since we have to do this κ + 1
times we get finally for this part the costs of O((κ + 1)(ν + 1)(n + m − p − ν)).
However, as we will see now, the factor (κ + 1) can be dropped. Indeed, Part (a) above can be
significantly simplified. Instead of solving κ + 1 linear equations
Dn+m−p−ν,n+m−p(w)qJk = pJk , k = 0, . . . , κ,
where pJk =

0 Im+n−p−ν 0

zJk it suffices to solve just one such system which is only slightly
larger and arises from the special case p = p0 := ν + 1 (in which case κ = κ0 = 0).
Corollary 4.2. Let u ∈ Fn+1, v ∈ Fm+1, and define ν, w ∈ Fν+1, and α0, . . . , δ0 as above.
Assume that p ≥ ν + 1. Define z ∈ Fn+m−2ν−1 by
z(t) = α0(t)δ0(t)− β0(t)γ 0(t),
and let q = (qi )n+m−ν−2i=0 ∈ Fn+m−ν−1 be a solution of
Dn+m−2ν−1,n+m−ν−1(w)qJ = zJ .
Then the vectors
qk = (qi+k)n+m−p−1i=0 ∈ Fn+m−p
belong to ker Resp(u, v) for k = 0, . . . , κ , (κ = p−ν−1), and are linearly independent modulo
ker Dn+m−p−ν,n+m−p(w).
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Proof. In view of the matrix representation it is easy to verify that the vectors qk are precisely the
vectors defined in (c) above for k = 0, . . . , κ , i.e., they correspond to Φ(t) = tk . The statement
about their linear independence follows by applying the map Λ to them, which was defined in
the previous theorem. 
Hence we arrive at an improved procedure by replacing Parts (b) and (c) as follows.
(b*) Determine z(t) = α0(t)δ0(t)− β0(t)γ 0(t).
(c*) Compute the solution q = (qi )n+m−ν−2i=0 ∈ Fn+m−ν−1 of
Dn+m−2ν−1,n+m−ν−1(w)qJ = zJ (4.17)
to obtain the solutions qk = (qi+k)n+m−p−1i=0 ∈ Fn+m−p; k = 0, . . . , κ .
Solving the system in (c*) requires O((ν + 1)(n +m − 2ν − 1)). The κ + 1 solutions qk are
obtained by simple cutting. Note that in the case F = C the determination of z can be done using
FFT with O((n − ν) log(n − ν)).
A further improvement. In analogy to the alternate procedure suggested at the end of
Section 3.2, one can ask if also in the current situation there exists a procedure to compute a
solution q of (4.17) by using only one solution of the Bezout equations (4.1) and (4.2) instead of
using all four α0,β0, γ 0, δ0 (which define z). The answer is affirmative if w0 ≠ 0 or wν ≠ 0.
First of all, let us remark that we have already reduced the problem to the special case
p = ν + 1 (i.e., κ = 0) via Corollary 4.2 and (b*) and (c*). Therein Φ(t) = 1. Notice that
on the other hand the solution q is in general (i.e., if ν > 0) not uniquely determined. In view
of the equations established in Theorem 4.1 and its proof it becomes clear that also the other
quantities α,β, γ , δ, σ , ρ, are not uniquely determined.
Our claim is that there exists a solution q of (4.14) with σ = 0 and with a certain ρ(t).
Analogously, there exists a (possibly different) solution q of (4.14) with ρ = 0 and with a certain
σ (t). Indeed, Eq. (4.14) reads as
w(t)q(t) = tν−1ρ(t−1)+ tνz(t)+ tn+m−ν−1σ (t) (4.18)
with σ = (σi )ν−1i=0 , ρ = (ρi )ν−1i=0 , w ∈ Fν+1, q ∈ Fn+m−ν−1, and z ∈ Fn+m−2ν−1. In this equation
w is given and z is uniquely determined by (b*). In matrix form it can be written as
wν 0
...
. . .
w2 wν
w1 w2 . . . wν
w0 w1 w2 . . . wν 0
. . .
. . .
. . .
0 w0 w1 . . . wν−1 wν
w0 w1 . . . wν−1
w0
. . .
...
. . . w1
0 w0

qJ =

σν−1
...
σ1
σ0
zn+m−2ν−2
...
z0
ρ0
ρ1
...
ρν−1

.
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One can easily see by inspection that for each given w ≠ 0 and each given z there exists a
solution q with σ = 0. It amounts to consider the upper two blocks therein, which represent a
lower triangular Toeplitz system. Thus the claim is proved.
If wν ≠ 0, then this system is regular, and we can even conclude that now the solution q
is unique. The uniqueness is a consequence of the extra condition σ = 0. Similarly, assuming
w0 ≠ 0, we can show that there exists a unique solution q such that ρ = 0.
Using the “only if” part of Theorem 4.1 and its proof, it follows that with those q, ρ, and
σ = 0, all the equations stated in the proof hold. In particular, Eqs. (4.11) simply become α = α0
and β = β0. Furthermore, Eqs. (4.7) read as
u(t)q(t) = δ(t)− tn+m−ν−pβ0(t), v(t)q(t) = tn+m−ν−1α0(t)− γ (t).
Now we can consider, for instance, the last equation and perform polynomial division: take
tn+m−ν−1α0(t) and divide it by v(t) in order to get q(t) and the remainder γ (t). This works
if vm ≠ 0. (Notice that one must ensure that q(t) and γ (t) have the required degrees.) Similarly,
using the first equation we can compute q(t) from β0(t) by polynomial division, and this will
work provided un ≠ 0. We emphasize that the solution q which we compute in this way is
indeed the one, which is the solution of (4.18). This is a consequence of the uniqueness statement
mentioned above.
Alternatively, if we are looking for a solution q with ρ = 0, we will arrive at corresponding
equations, from which we can compute q in a similar manner (using (4.7) and (4.13)). Polynomial
division can be carried out if u0 ≠ 0 or v0 ≠ 0.
We remark that we may encounter the case where all v0 = u0 = un = vm = 0, or,
equivalently, w0 = wν = 0. Here some modification is possible.
5. Example
We want to present an example where the underlying field F is the field Z/(7Z) of the residue
classes modulo 7. Let
u(t) = 1+ 3t + t3 + 5t4 + t6, v(t) = 2+ 3t + t2 + t4 + t5 + 5t6
be polynomials of F7[t], i.e., n = m = 6. Using the Euclidean algorithm (Matlab version) we
obtain that u(t) and v(t) are generalized coprime and that
α =

1
5
6
4
6
3
 , β =

0
3
6
6
2
5
 , γ =

5
1
3
1
3
5
 , δ =

1
1
2
3
6
2

are the solutions of the Bezout equations (3.10), (3.11). The kernel of Resp(u, v) is trivial for
p ≤ 0 and one-dimensional for p = 1,
ker Res1(u, v) = lin {qJ },
where q = (qi )10i=0 is given by
q(t) = α(t)δ(t)− β(t)γ (t) = 1+ 5t + 1t2 + 6t3 + 6t4 + 2t6 + 2t7 + 5t8 + 5t9 + 2t10.
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For 1 < p ≤ 6 we have
ker Resp(u, v) = lin {(q12−i− j )12−pi=1 }pj=1.
Therefore the underlying kernel has dimension p.
Let us mention that with the notations of [15, Part 1, Section 5.3], we obtain that u(t) and v(t)
are characteristic polynomials of the whole family of (rectangular) Toeplitz matrices defined by
the vector q,
[ qk+i− j ]10−k ki=0, j=0,
where k = 0, . . . , 10. Moreover, the square Toeplitz matrix in this family,
0 6 6 1 5 1
2 0 6 6 1 5
2 2 0 6 6 1
5 2 2 0 6 6
5 5 2 2 0 6
2 5 5 2 2 0

is nonsingular and just the inverse of the Toeplitz Bezoutian of u, v. Such results will be discussed
in our paper [3].
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