The research on human-robot dialogue to support fluent human robot interaction is still in its early stages. Current issues in the human-robot dialogue domain could be divided into two major categories, which are described in this proposal as the "what to say" problem and the "how to say it" problem. The "what to say" problem addresses ways to determine the content of plausible dialogue during human robot interaction, whereas the "how to say it" problem addresses the best ways for a robot to deliver that content (e.g., using text, gestures, speech or different modalities). Dialogue within the robotics domain also needs to address the "when to say it" problem that considers the timing of dialogue delivery (e.g., turn taking).
MOTIVATION
The research on human-robot dialogue to support fluent human robot interaction is still in its early stages [14, 18] . The current issues in the human-robot dialogue domain could be divided into two major categories, which are described in this proposal as the "what to say" problem and the "how to say it" problem. The "what to say" problem addresses ways to determine the content of plausible dialogue during human robot interaction, whereas the "how to say it" problem addresses the best way for a robot to deliver (e.g., using text, speech or different modality) that content. Dialogue within the robotics domain also needs to address the "when to say it" problem that considers the timing of dialogue delivery (e.g., turn taking). This research concentrates on the design and implementation of a logic-based dialogue framework grounded on argumentation theory to address the "what to say" problem of human robot communication during a collaborative task.
BACKGROUND
According to Goodrich and Schultz [8] , "The HRI problem is to understand and shape the interaction between human and robot". Due to the dynamic physical nature of this interaction, HRI has many challenging aspects that are yet to be explored and investigated and providing support for human-robot dialogue is a daunting task.
Dialogue is a communication process between two or more parties. Humans naturally use dialogue to communicate with other humans. Thus, dialogue has been considered as a natural means of communication for humans to interact with robots. As with two humans, human-robot dialogue requires sharing of information (e.g., data, symbols, and context) and control. The style of dialogue varies based on the task and the environment. Typically, a dialogue management module provides the basic functionality to translate human language to machine language and provides feedback that the human uses. A user model represents the system's knowledge about users (e.g., novice, expert) with whom the system interacts [7] .
The research on embodied cues for dialogue with robots delves into the delivery of human-robot dialogue which is referred to in this proposal as the "how to say it" problem [14, 22] . Thomaz and Chao [26] explored the turn-taking aspects of human-robot communication. Turn-taking is the challenge of figuring out which partner has the floor to speak or act during conversation and could be categorized as the "when to say it" problem. Tellex et al. [25] proposed a framework that addresses the challenge of mapping between human language (e.g., here, there) and the robot's external world (e.g, room1, room3). TeamTalk [13] is a multimodal human-robot interface that focuses on interpreting spoken dialogue interactions (as well as mouse clicks and pen gestures) between humans and robots to perform tasks associated with hunting for treasure.
Recently, researchers have looked into generating dialogue for robots (e.g., chef-robot [28] , HRI-OS [7] ) based on a user's level of experience (e.g, novice, expert). In addition, natural language processing (NLP) models have also been integrated into a robot dialogue module [4] . Many existing HRI systems use scripted dialogue management modules (e.g., museum robot [27] , robot receptionist [10] ). However, a scripted dialogue model does not scale for robots (e.g., rescue robot, team robot) that operate in a highly dynamic and changing environment (e.g, rescue arena) where human and robot work together to achieve a common goal. Scheutz et al. [21] demonstrated the challenges faced by natural language parsers for robotics systems. The authors categorized six properties for NLP for robots namely: real-time, parallel, spoken, embodied, situated and dialogue-based. One of the challenges of NLP parsers for robotics is that a large amount of corpus data is required to train the system, which is lacking in the domain of human-robot collaboration. Although a natural language dialogue model is a plausible approach in some contexts, it does not yet address many problems of human-robot dialogue due to lack of feasible NLP solutions.
Fischer [12] studies how robot dialogue could be designed to reduce uncertainty about the capabilities of the robot and the joint task. However, the author uses a Wizard-of-Oz study and does not show how this effective dialogue could be generated. A dialogue framework that can generate effective dialogue incorporating participants' beliefs, plans and goals will go a long way.
Rich et al. [19] proposes an application-independent collaboration manager that supports the user's problem-solving process based on a shared plan theory [9] of discourse that might be useful for effective human-robot dialogue generation. In the agent-oriented software engineering community, researchers have developed a plan-based dialogue model using a belief, desire and intention (BDI) architecture. A logicbased argumentation approach could be incorporated into BDI architecture [20] .
Logic-based argumentation has been proposed for both reasoning and for modeling dialogues between agents. Argumentation theory [15] can be used to evaluate the acceptability of argument, update or persuade participating collaborator's beliefs and resolve conflicts [15] . An argumentationbased model has been used as a mechanism for conflict resolution in the software-agent paradigm [1] by providing support for dialogue. The notion of an argumentation-based dialogue framework stems from natural human-human dialogue and has been applied to software-based agent-agent dialogue [3] . According to Walton and Krabbe [29] , there are six primary types of human dialogue based on participants' knowledge, individual and shared goals. Argumentationbased dialogue has not yet been applied to the human-robot domain, but could be employed to provide effective support to help with diagnosis of robot errors from hardware or software, or conflicts due to changes in the environment. The research described here proposes to apply logic-based argumentation to model three types of dialogues between human and robot.
PROBLEM DOMAIN AND PROPOSAL
Generating effective robot dialogue during human-robot collaboration is a daunting task. Both human and robot have to constantly deal with uncertain and conflicting information while collaborating in the dynamic physical world [30] , which can lead to conflicting beliefs. Information-seeking, inquiry and persuasion dialogues are human communication techniques for conflict resolution during collaboration [16] . At the same time, robot errors may happen due to conflicting information, miscommunication or simply lack of communication. Inquiry and information-seeking dialogues could be employed to resolve robot errors due to miscommunication [11] .
My research proposes an argumentation-based HRI dialogue framework that can provide an effective mechanism of support for generating dialogues to resolve conflicts (i.e., conflicting beliefs, plans and goals) and diagnose robot errors during human-robot collaboration. My approach centers around generating the content of effective dialogue based on reasoning using logical argumentation (e.g., [2] ). In my framework, a robot will have models of its world and of its human dialogue partner that will get updated in real time. Using these two models, the robot will reason about the world and be able to generate plausible task-based dialogue that will aid towards fluent and meaningful human-robot communication resolving conflicting beliefs and explaining robot errors. The proposed research is motivated by the following research hypotheses:
• Hypothesis 1: Dialogue can provide support for conflict resolution during human-robot collaboration.
• Hypothesis 2: Dialogue can provide support for human understanding of why plan/action(s) failed and determining how to recover.
APPROACH AND METHODOLOGY
My argumentation-based human-robot interaction system, ArgHRI, is comprised of several components: an ontology that describes the robot's environment and capabilities, a memory system for the robot to maintain its beliefs, an argumentation engine that supports the robot's internal decision-making, and a dialogue system for interacting with a human.
A critical component of this system is the application of an argumentation engine that the robot can use to reason about how a goal might be achieved, or to resolve conflicts found in the components of its memory. The argumentation engine that will be adapted is called ArgTrust and is a partial implementation of the formal system from [24] .
My contribution to the ArgHRI framework is a dialogue system for discussing the robot's beliefs with the human.
Three types of dialogues from argumentation theory are relevant here: information-seeking, inquiry and persuasion. A dialogue can be modeled as a two-player game, where each player has a set of "moves" she can make, and the rules of the game dictate which moves are allowed under which conditions.
The dialogue game and associated rules for HRI are applied here by identifying four basic needs for human-robot dialogues: (1) the human could ask the robot to do something for her: persuasion; (2) the robot could ask the human for information that the robot does not have and believes that the human has, and vice versa: information-seeking; (3) the robot discovers information that the human does not know or that contradicts something the human knows: persuasion; and (4) the robot and human together agree to find an answer to something neither of them knows: inquiry.
An argumentation-based dialogue manager for humanrobot collaboration will be implemented, as illustrated in Figure 1 , and integrated into the HRTeam framework [23] . HRTeam is designed to support experimentation with mixedinitiative human/multi-robot teams. The current HRTeam system does not contain a dialogue manager. Thus, my proposed argumentation-based dialogue manager will contribute to the existing HRTeam framework. The ArgHRI framework supports human collaboration with only one robot and it does not support natural language processing. The human participant provides the robot with an abstract action plan (e.g., go to room 1) for a given goal (or sub goals). This framework allows the human and robot to engage in a dialogue in which they share premises and can exchange the reasons for the beliefs that they hold to resolve conflicts or diagnose errors. The rules for each type of dialogue (e.g., persuasion dialogue) define the allowable set of responses for each opening and subsequent move. The rules followed here are outlined in [17] and illustrated in Figure 2 .
For the evaluation of the proposed approach, the Treasure Hunt domain [5] will be adapted. The human participant does not have continuous visibility access of the environment and must communicate through dialogues as in a real-world rescue scenario ( [6] ). The shared goal for both human and robot is that the robot needs to find a number of treasures hidden in an arena, within a limited amount of time, while collaborating with the human. All physical experiments will be conducted in the HRTeam arena [23] .
Two different studies will be conducted to examine each hypothesis. The first study will compare the ArgHRI dialogue system that supports persuasion dialogue with a system that does not provide support for such dialogue. My hypothesis is that the human and robot will have a higher task-completion rate and the ArgHRI dialogue framework will demonstrate the effectiveness of persuasion dialogue for resolving conflicting plans, goals and beliefs. The second study will compare the ArgHRI dialogue system that supports information-seeking and inquiry dialogues with a system that does not provide support for such dialogues. My hypothesis is that the human and robot will have higher a task-completion rate and the ArgHRI dialogue framework will demonstrate the effectiveness of information-seeking and inquiry dialogues for recovering from robot errors. 
RESEARCH PLAN

CONTRIBUTION
This research will contribute to both the human-robot interaction and argumentation communities: first by bringing into HRI a structured method for a robot to maintain its beliefs, to reason using those beliefs, and to interact with a human via dialogue to resolve conflicts and diagnose errors; and second, by demonstrating a practical implementation in which argumentation is successfully applied in a real-time domain.
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