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The magnetic structure of the in-plane skyrmions in epitaxial MnSi/Si(111) thin films is probed
in three dimensions by the combination of polarized neutron reflectometry (PNR) and small angle
neutron scattering (SANS). We demonstrate that skyrmions exist in a region of the phase diagram
above at temperature of 10 K. PNR shows the skyrmions are confined to the middle of the film due
to the potential well formed by the surface twists. However, SANS shows that there is considerable
disorder within the plane indicating that the magnetic structure is a 2D skyrmion glass.
PACS numbers: 75.25.-j, 75.30.-m, 75.70.Ak
I. INTRODUCTION
The chiral magnetic interaction discovered by
Dzyaloshinskii1 and Moriya2 plays an important role in
the formation of magnetic nanostructures lacking inver-
sion symmetry. The broken symmetry brought on by the
presence of interfaces3 or a chirality in the bulk crys-
tal structure2,4 leads to a twisting of the magnetic or-
der. Bogdanov first identified this Dzyaloshinskii-Moriya
(DM) interaction’s unusual ability to create stable cylin-
drical magnetic solitons, known as skyrmions5,6, that
could potentially form the basis for low-energy mag-
netic storage devices7–9. While a chiral interaction is a
necessary ingredient to stabilize multi-dimensional soli-
tons in magnetic materials5,6 and other condensed mat-
ter systems10–12, additional interactions are required to
make the skyrmions thermodynamically stable. The
importance of various contributions to their stability
remains an active area of investigation in both bulk
crystals13–16 and in nanostructures.
In the case of magnetic nanostructures, anisotropy17,18
and finite size effects19,20 are two key mechanisms that
give the skyrmion phase its robustness over a large tem-
perature and field range. The latter likely plays the dom-
inant role in creating stable skyrmions in free-standing
chiral magnetic nano-crystals21–24. Studies of the thick-
ness dependence of the magnetic structure in wedge-
shaped specimens reveals the influence of confinement
on the skyrmions’ stability25,26.
Anisotropy is of importance for understanding the
magnetic structure of chiral magnetic epilayers grown
on Si(111) substrates, including MnSi30–32, FeGe33,
FexCo1−xSi
34,35 and MnGe36. A hard-axis out-of-
plane magnetocrystalline anisotropy exists in the case of
MnSi/Si(111)32. Although numerical simulations show
that finite size effects can lead to stable skyrmion states
for small enough values of the hard-axis anisotropy and
film thickness18, no evidence for skyrmions are found
in magnetometry or electron transport measurements in
FIG. 1. (Color online) The phase diagram for a MnSi/Si(111)
film with H‖[11¯0]. The filled (unfilled) circles correspond to
peaks in dM/dH measured in decreasing (increasing) mag-
netic fields for a d = 26.7 nm sample. The blue squares are
minima in dM2/dH2 for increasing magnetic fields27. The
PNR experiments were performed in successively decreasing
magnetic fields at the (H,T ) points shown by the yellow stars
(this study), and by the yellow triangles (Ref. 28). The cyan-
colored area taken from Ref. 29 shows the region where a
drop in the planar Hall effect signal is observed in a similar
d = 26 nm sample measured in a decreasing field.
MnSi/Si(111) for film thicknesses greater than 10 nm for
out-of-plane fields37. A muon-spin rotation study hints
at possible additional magnetic phases38, and a com-
bined Lorentz microscopy and Hall effect study claims
to find evidence for in-plane helicoids and out-of-plane
skyrmions39. However, these microscopy results can be
2explained by structural artifacts40 and the small anoma-
lous Hall effect is explained by non-adiabatic spin trans-
port in the conical phase without a topological contribu-
tion from a skyrmion phase41.
Application of a magnetic field in the easy-plane of
MnSi/Si(111) changes the situation. Even in the ab-
sence of finite size effects, micromagnetic calculations
show that the magnetocrystalline anisotropy is capable
of producing stable skyrmion lattices for a range of mag-
netic field strengths27. SQUID magnetometry reveals
a set of first-order magnetic phase transitions that are
entirely absent in out-of-plane fields for thicknesses be-
tween 0.8 and 3.5 times the zero-field helical wavelength,
LD = 13.9 nm. In Ref. 27, we constructed the magnetic
phase diagram for a d = 1.9LD MnSi film in in-plane
magnetic fields from the static susceptibility, dM/dH .
First-order magnetic phase transitions were identified by
peaks in the susceptibility. Such peaks are due to energy
barriers that arise, for instance, in the transition between
magnetic states with different topology. However, the in-
terpretation of these transitions, reproduced in Fig. 1, is
controversial. At low temperatures, below approximately
T ≃ 12 K, two peaks are found in the field dependence of
dM/dH . PNR in concert with magnetometry measure-
ments demonstrate that these peaks mark the discrete
unwinding of the helicoid from a two-turn to a one-turn
and finally to a twisted ferromagnetic state.
Conversely, Ref. 29 claims to find indirect evidence for
skyrmions from planar Hall effect (PHE) measurements
in this same low temperature region of the phase dia-
gram. However, the author’s interpretation contradicts
the earlier PNR measurements that provide a direct mea-
sure of the magnetic structure. Reference 29 interprets a
drop in the PHE resistivity at low T and high H observed
in the cyan colored region in Fig. 1 as evidence of an in-
plane skyrmion phase. We, however, claim the in-plane
skyrmion phase is only observed in the red shaded region
of Fig. 1. In this region – for temperatures 12 <∼ T
<
∼ 42 K
– three critical fields, denoted as Hα2, Hα1, and Hβ, pro-
vide evidence for the appearance of a magnetic phase not
observed at low temperature. This phase is purportedly
a distinct class of skyrmions with their core magneti-
zations pointing in the plane of the film27. To address
the disagreement over the phase diagram, we report on
a study of the magnetic structure of MnSi/Si(111) with
a combination of polarized neutron reflectometry (PNR)
and small angle neutron scattering (SANS).
II. MODEL
We modeled the magnetic states of MnSi thin films
explored in the neutron scattering experiments with the
Bak Jensen free energy density,42 w,
w = A(∇mˆ)2+Dmˆ·∇×mˆ−K(mˆ·nˆ)2−µ0(H+
1
2
Hd)·M,
(1)
which we have used previously in Ref. 27. Here, mˆ is
a unit vector along the direction of the magnetization
M(r) and H is the magnetic field. The competition be-
tween exchange and the DM interaction, parameterized
by A and D respectively, sets the helical wavelength,
LD = 4piA/D. The model only includes a uniaxial mag-
netocrystalline anisotropy, K, due to epitaxial strain. In
the case of MnSi, the Si substrate induces a compression
of the (111) planes and results in K < 0.32 Solutions to
Eq. 1 for out-of-plane fields in the film limit give rise to
simple 1-dimensional (1D) solutions, namely helical and
conical states37. The intrinsic transition field between
the conical and saturated states is µ0HD = D
2/(2AMs),
whereMs is the saturation magnetization. In the case of
a helical film, this is modified by the demagnetizing field,
Hd = −M · nˆ and the effective field due to the uniaxial
anisotropy, µ0Hu = 2K/Ms, to produce the out-of-plane
saturation field32:
H⊥sat = HD −Hu +Ms. (2)
For in-plane magnetic fields, the solutions to Eq. (1) are
more complex and lead to helicoids28 and skyrmions27.
These magnetic textures were explored by finite differ-
ence methods with a steepest-descent solver implemented
in MuMax343. The magnetization was calculated on a 2D
grid with 256 cells along the z-axis, and 4096 along the
y-direction, with square or nearly square cell dimensions.
Periodic boundary conditions are used along the in-plane
x- and y-directions. The demagnetizing field is neglected
in the calculation since it plays a minor role relative to
the DM interaction7.
III. EXPERIMENT
While Lorentz microscopy has been successfully used
to study out-of-plane skyrmions21–23, the in-plane
skyrmion lattices are generally not amenable to this tech-
nique, which is sensitive to the local magnetization av-
eraged over the film thickness. For TEM measurements
in a cross-sectional geometry, the Fresnel fringes gener-
ated by the film/substrate and film/cap interfaces wash
out any magnetic contrast, unless the electron scatter-
ing potential of the chiral magnet is matched to the sur-
rounding material, as was accomplished in Pt/FeGe/Pt
nanostructures24. This is not the case for MnSi/Si inter-
faces where there is appreciable electron density differ-
ences, and neutron scattering is better suited to investi-
gate the buried magnetic structures in this case.
In this paper, we focus on MnSi films LD < d < 2LD,
where only one row of skrymions are theoretically ex-
pected to form in the middle of the film27. MnSi films
with thicknesses of either d = 25.2 nm or 26.7 nm were
grown by molecular beam epitaxy on Si(111) substrates.
The films were capped with 20 nm of amorphous Si to
protect them from oxidation. The films’ crystal struc-
tures were confirmed with X-ray diffraction and X-ray
reflectometry to screen for any secondary phase. Details
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FIG. 2. (Color online) Experimental geometries used for a)
polarized neutron reflectometry, and b) SANS.
about the sample preparation and growth are given in
Ref. 32 and 41.
We compare the two geometries used in the two neu-
tron scattering experiments in Fig. 2. In the case of PNR,
the specularly reflected beam is measured as a function
of angle of incidence such that the scattering vector of
the measured intensity is always perpendicular to the
film surface. These experiments are only sensitive to the
depth profile of the nuclear and the magnetic scattering
length densities where in-plane variations are averaged
out. The magnetic component of the non-spin flip re-
flectivities is determined by the component of the mag-
netization along the field direction, here taken to be the
x-direction (Fig. 2(a)).
In contrast to PNR, the incident neutron beam in the
SANS experiment is along the film normal (z-direction),
as illustrated Fig. 2(b), and the transmitted beam is mea-
sured with a 2D detector such that the measured inten-
sity is from scattering vectors Q that lie in the plane of
the film. This provides a measure of the in-plane varia-
tion of the magnetization while averaging over variations
across the depth of the film. These complementary ge-
ometries enable us to probe the magnetic structure in all
three dimensions.
A. PNR
PNR measurements were conducted at the Canadian
Nuclear Laboratories with 0.237 nm neutrons on the
D3 reflectometer with an electromagnet and closed-cycle
cryostat44. A spin polarization in excess of 95% was pro-
duced by a CoFe/Si supermirror and a Mezei-type pre-
cession spin flipper. Previous measurements showed that
the spin-flip signal is negligible due to the cancelling ef-
FIG. 3. (Color online) Magnetization (in black) and the static
susceptibility dM/dH is shown (in red) of MnSi films for mag-
netic fields H||[11¯0] at T = 25 K measured by SQUID magne-
tometry. The unfilled circles are measurements in increasing
applied field H , and the filled circles are in decreasing H . (a)
d = 26.7 nm thick MnSi layer, and (b) d = 25.4 nm thick
layer. The stars denote the field value of the neutron experi-
ments presented in Figs. 4 and 7.
fects of the bi-chiral magnetic domains32. Therefore we
measured the spin-up, R+ and spin-down, R− reflectivi-
ties without an analyzer in order to increase the signal-
to-noise ratio. Simulations performed using SimulReflec
software included a correction for the flipping ratio of the
polarizer (see Ref. 45). The magnetic field µ0H was ap-
plied along the in-plane MnSi[11¯0] direction, denoted as
the x direction in Fig. 2 (a).
The stars in Fig. 1 show the (H,T ) points in the
phase diagram sampled by the PNR measurements. The
magnetic state of the sample was prepared by cooling
in a magnetic field µ0H = 0.8 T from T = 100 K to
T = 25 K, where a series of PNR measurements were per-
formed in consecutively decreasing magnetic fields across
the four regions of the magnetic phase diagram. At
T = 25 K, the first-order magnetic phase transitions
occur at fields µ0Hα2 = 0.60 T, µ0Hα1 = 0.38 T, and
µ0Hβ = 0.22 T. We chose fields in between these critical
fields and avoided fields under the peaks in dM/dH in
Fig. 3 since first-order transitions are characterized by
regions of mixed phases that would complicate the anal-
ysis.
An accurate measurement of HD is more difficult in
thin films, but needed for a comparison with theory.
To estimate HD we analyzed M -H loops measured by
SQUID magnetometry. For in-plane fields, the surface
twists that exist in the field induced ferromagnetic state
never fully saturate and complicate the analysis. These
surface twists largely disappear for out-of-plane magnetic
4FIG. 4. (Color online) PNR of a d = 26.7 nm MnSi film for
magnetic fields H||[11¯0] at T = 25 K. (a) Polarized reflec-
tivities at µ0H = 0.7 T in the twisted magnetic state and
the corresponding spin asymmetry in (b). The points with
±σ error bars in (b) - (e) show the spin asymmetry in fields
µ0H = 0.7, 0.5, 0.3 and 0.08 T as indicated, and the solid
and dashed lines show simulations from various models as de-
scribed in the text. The insets show the magnetization depth
profile used in each of the models. The error bars are ±1σ.
fields, and the saturation field is given by Eq. 2. While
HD cannot be determined from the out-of-plane mea-
surement alone, it is possible to obtain the sum of HD
and Hu: from Fig. 3 we find µ0(HD −Hu) = 0.86 T for
the d = 26.7 nm sample at T = 25 K, (obtained from
µ0H
⊥
sat = 1.03 T and Ms = 138 kA/m). To separate
the DM interaction from the anisotropy, we note that
the penetration depth of the surface twists, measured by
PNR, is determined by HD and LD (see Eqs. (9-11) in
Ref. 45). We therefore treat HD as a fitting parameter
in the analysis of the high-field PNR data below.
In Fig. 4(a) we show the reflectivity measurements,
R+ and R−, in this case in a field of µ0H = 0.7 T,
together with the numerical calculations shown by the
solid, dashed or dotted lines. The corresponding depth
profile of the x-component of the magnetic moment m
is shown in the right-hand panel of Fig. 4(b). The
simulations include the nuclear scattering length den-
sities obtained from combined x-ray reflectometry and
PNR measurements32. To make the comparison with
model calculations more clear, the µ0H = 0.7 T data
are presented in terms of the spin asymmetry, α =
(R+−R−)/(R++R−), in the left-hand panel of Fig. 4(b).
For the three remaining field values, the model calcula-
tions fit α, R+ and R− equally well and therefore only α
is shown. Similar to measurements at T = 5 K,28 we find
that the magnetic structure is in a twisted ferromagnetic
state in fields above Hα2. By using the experimentally
determined values LD and Ms as input parameters, we
calculated the magnetic structure using the discrete heli-
coidal model of Ref. 28 withHD as the sole fitting param-
eter. A fit to α in Fig. 4(b) yields µ0HD = 1.06±0.26 T.
The absence of evidence of skyrmions in out-of-plane
magnetic fields constrains Hu < 0, which leads to a best
estimate for µ0HD of approximately 0.85 T. The estimate
for µ0HD = 0.85 T is supported by the lower field data
as higher values for HD lead to worse fits for those fields.
The set of measurements in Fig. 4(c) for µ0H = 0.5 T
represents the region in the phase diagram between Hα2
and Hα1. Unlike the measurements at T = 5K for the
same field range28, the dashed blue curve calculated from
the measured values for LD, Ms, K = −0.46 kJ/m
3
and µ0HD = 0.85 T shows that the scattering from a
helicoidal state is qualitatively different from the mea-
sured asymmetry. The micromagnetic calculations for
this field and set of parameters, shown in Fig. 5(a), in-
dicates that a skyrmion grating is more energetically
favourable than the helicoids. The corresponding neu-
tron spin-asymmetry shown by the solid red curve in
Fig. 4(c) quantitatively reproduces the features in the
PNR. The right-hand panel shows that the difference in
the spin-asymmetries for skyrmions and helicoids arises
from the difference in the average magnetization in the
center of the film. Since this quantity is a function of the
skyrmion density, we have treated LDy as a fitting pa-
rameter in Fig. 4(c). A series of skyrmion gratings with
varying density were calculated with corresponding spin
asymmetries, α(qz). A fit to the µ0H = 0.5 T data in
Fig. 4(c) gave a value LDy = 22 nm ±7 nm, as compared
to the expected equilibrium value LDy = 21 nm assum-
ing that the DM interaction is isotropic. This estimate
is consistent with the more direct measure of the spacing
obtained in the SANS experiments described in the next
section.
The PNR data in Fig. 4(d) was collected after the field
was reduced to µ0H = 0.3 T – the region between Hα1
and Hβ . As the field is lowered below Hα1, the peak
in the susceptibility suggests a change in the topology.
For this field range in the simulation, the skyrmions are
below the strip-out field where they undergo an ellip-
5FIG. 5. (Color online) The calculation of the magnetization
M in the y − z plane of a 26.4 nm thick MnSi films, where
the color-plot corresponds to Mx. (a) Skyrmion grating for
a field of µ0H = 0.5 T. (b) Half of a metastable helicoidal
structure at a field of µ0H = 0.3 T, formed from a skyrmion
when the applied field is dropped below the skyrmion elliptic
instability.
tic instability and elongate into helicoids, as discussed
in Ref. 46. However, the spin asymmetry scattering
expected from a 1D helicoidal modulation, represented
by the blue dashed line, does not agree with the mea-
sured asymmetry. In a real sample, interfacial twists at
the chiral grain boundaries repel skyrmions and restrict
their elliptic distortion below the strip-out field. The
energy barriers associated the film interfaces and grain
boundaries lead to metastable structures consisting of
a helicoid-like structures with half-skyrmions at either
end. An example of one end of such a structure is shown
in Fig. 5(b). These structures have been observed in
FexCo1−xSi crystals
21,47. The calculation initially places
a single skyrmion straddling across the periodic bound-
aries, and the relaxation of the magnetic structure causes
the skyrmion to elongate along the y-direction and fill the
entire width of the simulation. The number of cells in
the simulation along the y-direction is varied in order to
alter the relative amount of skyrmion and helicoid char-
acter in the magnetization depth profile. The red curve
in Fig. 4(d) is for a 20.5 nm wide simulation and corre-
sponds to a single skyrmion. The best fit to the PNR
data is given for a 44± 17 nm wide structure, shown by
the dotted green curve in Fig. 4(d).
Finally, Fig. 4(e) shows that below a field Hβ , a pure
helicoidal state is recovered. In the low field regime, the
calculated ground state helicoid yields a different spin
asymmetry than the data. The presence of bi-chiral do-
mains creates frustration at the grain boundaries that is
responsible for the reported glassy behavior30. This frus-
tration causes disorder in the phase of the helices in each
grain. The resulting rotation of the net magnetization
of the grains away from the applied field produces the
reduction in the average moment observed in the data.
We fit the phase, amplitude and wavelength of the heli-
cal spin-density wave in Fig. 4(e). The right-hand panel
shows the fitted magnetic structure.
B. SANS
The SANS measurements were performed at the NIST
Center for Neutron Research (NCNR) on the NG7 beam
line with a neutron wavelength of 0.500± 0.012 nm. The
sample was mounted in a cryostat with Si windows to
minimize the background signal. The sample-detector
distance was set to 4.5 m to provide a Q-range of 0.08 to
0.75 nm−1. A circular beam-stop blocked neutrons with
scattering vectors |Q| < 0.063 nm−1. Eight Si-capped
MnSi/Si(111) samples with a d = 25.2 nm film thickness
were stacked one on top of another with their film normal
aligned along the incident neutron beam.
The geometry for the SANS experiment is shown in
Fig. 2(b), where the incident neutrons propagate along
the −z direction. The four spin-dependent neutron cross-
sections can be expressed as48,49
I±± = |FN (Q)± FM,x(Q)|
2S(Q), (3)
I∓± = |FM,z(Q)∓ FM,y(Q)|
2S(Q), (4)
with two superscripts for the intensities to denote the
polarization of the out-going and in-coming neutrons
relative to the quantization axis set by the field direc-
tion (along the x-axis). FN (Q) is the nuclear form
factor, FM,i are the components (i = x, y, z) of the
magnetic form factor for a single skyrmion in the film,
and S(Q) is the structure factor. Only the compo-
nent of the magnetization perpendicular to the scatter-
ing vector Q contributes to the scattering cross-section:
M⊥ = M − (M · Qˆ)Qˆ where Qˆ is a unit vector along
Q. Hence the magnetic form factor is a function of this
Halpern-Johnson vector, M⊥,
FM =
∫
M⊥(r)e
iQ·rdr. (5)
In the SANS experiment, Qz is nearly zero and so FM
averages M⊥(r) across the film thickness.
Due to the small volume in the thin film sample, we
used unpolarized neutrons to avoid intensity loss from a
polarizer and analyzer. Therefore to extract the mag-
netic contrast, we performed a differential measurement
at T = 30 K by subtracting a set of SANS intensi-
ties measured at µ0H = 2.0 T, well above the satura-
tion field, from a set of diffraction patterns measured at
µ0H = 0.45 T, in the middle of the skyrmion phase. Data
were collected for a total of 21 hours at each field. The
µ0H = 0.45 T were recorded after dropping the field from
2.0 T. The differential intensity, ∆I = I(H) − I(Hsat),
is proportional to the magnitude of the magnetic form
factor,
∆I(Q) = 2|FM(Q)|
2S(Q), (6)
calculated from Eqs. (3 - 4). We find evidence for
an in-plane modulation of the magnetization along the
y-direction by averaging ∆I(Q), along Qx between
−0.5 and +0.5 nm−1, corresponding to 〈∆I(Qy)〉 in
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FIG. 6. (Color online) An isolated skyrmion taken from a
micromagnetic calculation of a disordered arrangement of in-
plane skyrmions in a field H = 0.53HD . The top-left fig-
ures shows the spin arrangement in the center of the film.
The colour scale encodes the x-component of the magnetiza-
tion. The simulation was used to calculate the x, y, and z-
components of the Fourier transform of the Halpern-Johnson
vector FM (Q), shown in the remained 3 panels.
Fig. 7(a): a weak feature is visible at approximately
Qy = 0.3 nm
−1, corresponding to a mean skyrmion spac-
ing 2pi/0.3 nm−1 = 21 nm, as expected from fits to the
PNR data. However, this feature is very broad and indi-
cates a large amount of disorder in the skyrmion array.
As expected, the feature is absent when ∆I(Q) is aver-
aged along Qy, as shown by 〈∆I(Qx)〉 in Fig. 7(b) since
the field tends to align the skyrmions along the field. In
addition to the scattering from the skyrmions, there is a
relatively large upturn in both 〈∆I(Qx)〉 and 〈∆I(Qy)〉,
at low-Q. We argue below that this is due to Porod
scattering. The Porod contribution can be removed by
taking the difference between 〈∆I(Qy)〉 and 〈∆I(Qy)〉,
leaving the signal from the skyrmions shown in the inset
in Fig. 7(a).
To fit the SANS data, we performed 3D micromagnetic
calculations with MuMax3. The simulation volume was
divided into 256 × 128 × 64 cubic cells along the x-, y-
and z-directions respectively. We used µ0HD = 0.78 T,
K = −3.8 kJ/m3 and Ms = 127 kA/m in the simula-
tions, estimated from magnetometry measurements, and
PNR measurements on similar samples. To simulate the
25.2 nm thick film we implemented periodic boundary
conditions in x and y, and free boundaries in z. We
created a disordered ensemble of skyrmions by relaxing
the spin arrangements from a random arrangement. Al-
though we cannot discern the detailed nature of the disor-
der from the experimental data, we choose to fit the data
by constructing a simple model from the form factor for
a single skyrmion.
Figure 6 shows the spin distribution in the center of
the film of one of the skyrmions from the simulation. It
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FIG. 7. (Color online) SANS measurements of the differential
scattering intensity, 〈∆I〉, integrated over Qx in (a) and over
Qy in (b). The error bars are ±1σ. The dashed line in (a) is
〈∆I(Qy)〉 for the magnetic form factor obtained from micro-
magnetic calculations for a single skyrmion shown in Fig. 6.
The dash-dotted line is the contribution from Porod scatter-
ing. The blue solid line is the best fit to the data with Eq. 6,
with LDy = 21 nm and σL = 5.6 nm. Inset (a) plots the dif-
ference between 〈∆I〉 in Figs. (a) and (b). Inset (b) shows the
calculated differential SANS pattern ∆I(Q) corresponding to
the blue curves in (a) and (b).
shows a conventional skyrmion tube truncated at each
end by chiral Block points, similar to the chiral bobbers
predicted by Rybakov20. These short-length in-plane
skyrmions are not stable in isolation, but are frozen in
by the disorder. Small asymmetries in the spin distri-
bution caused by neighbouring skyrmions were removed
for clarity, although this makes no difference to the cal-
culation of 〈∆I(Qx)〉 and 〈∆I(Qy)〉. The skrymion form
factor calculated from the micromagnetic calculation is
also shown in Fig. 6. The symmetry of the z-component
of the skyrmion Mz(x, y, z) = −Mz(x,−y, z) produces a
nodal line along Qy = 0 in the z-component of FM . The
figure also shows that the other two components of FM
have nodal lines along Qy = 0 due to the nature of the
Halpern-Johnson vector:
FMx = M˜x(Q)Qˆ
2
y, (7)
FMy = −M˜x(Q)QˆxQˆy, (8)
where M˜x(Q) is the Fourier transform of the x-
component of the magnetization (the y-component,
M˜y(Q), integrates to zero across the thickness of the
film). This results in the drop in 〈∆I(Qy)〉 of the form
7factor at low-Q, represented by the dashed grey line in
Fig. 7(a).
The drop in the form factor at Q = 0 implies that the
low-Q upturn is not due to skyrmions and must be due
to longer length scale features. The chiral grain bound-
aries set a second length scale for the problem that is of
the order of several hundred nanometers31. Although the
differential SANS measurement removes the nuclear con-
tribution from the signal, the grain boundaries imprint
their structure on the magnetic texture. The skyrmion
lattice phase possesses a net magnetization, as evidenced
by PNR, and variations in the direction of the net mag-
netization of each grain arise in the sample due to the
frustration at the grain boundaries30. These would be
expected to contribute to Porod scattering. We account
for this scattering by including a Q−4 term in the model
shown by the dash-dotted grey line in Fig. 7(a) and (b).
Note that the influence of the beam stop is also included
in the fit and accounts for the downturn in intensity be-
low Q = 0.063 nm−1.
The disorder in the skrymion lattice was simulated
with a structure factor for a 1D paracrystalline mate-
rial. Under the assumption that the probability distribu-
tion function for the spacing LDy between neighbouring
skyrmions is Gaussian with standard deviation σL, the
structure factor takes the following form50:
S(Q) =
1− e−Q
2σ2L
(1 + e−Q
2σ2
L)− 2e−Q
2σ2
L
/2 cos(QLDy)
. (9)
The best fit to the integrated differential intensities
〈∆I(Qy)〉 and 〈∆I(Qx)〉 is shown by the blue solid line
in Fig. 7 (a) and (b). The calculated SANS pattern cor-
responding to the fit is shown in the inset (b). The fit
gives a mean skyrmion separation LDy = 21 nm and
standard deviation σL = 5.6 nm. This is in reasonable
agreement with the calculated value for the ideal ordered
array of skyrmions (LDy = 24.7 nm for H = 0.53HD,
and d = 25.2 nm). The differential intensity integrated
along Qy, 〈∆I(Qx)〉 is somewhat sensitive to the corre-
lation length of the skyrmions along the direction of the
field (see Fig. 7 (b)). The 〈∆I(Qx)〉 data shows inten-
sity above the Porod scattering term near Q = 0.2 nm−1.
The fit shown in blue corresponds to an average skyrmion
length of Lx = 14 nm.
Although we have chosen the skrymion shown in Fig. 6
in order to be able to fit the skrymion spacing and length,
the actual distribution of skyrmions is likely more con-
tinuous than implied by the figure since the truncation of
the skyrmion tubes introduces additional regions of fer-
romagnetic order between the skyrmions that increases
the overall magnetization of the chiral grain. Assuming
that the disorder in the SANS and PNR samples are the
same, our PNR measurements would rule out a spin dis-
tribution with a significant fraction of short skrymions.
A collection of meandering skyrmion tubes would also
further broaden the modeled peak at Qy ≈ 0.3 nm
−1.
Therefore the value of Lx is likely a representation of the
correlation length of meandering skyrmions tubes rather
than the average length of the tubes.
We conclude from the SANS data that there is a large
degree of disorder in the skyrmion lattice. Both PNR
and SANS give estimates for the mean skyrmion spacing
that are within error of one another.
IV. DISCUSSION
The PNR and SANS experiments provide direct mea-
sures of the magnetic periodicities in our 25 − 27 nm
thick MnSi films that give further insights into the dis-
puted magnetic phase diagram of MnSi thin films. In
the following, we place this new evidence in the context
of previously published results. We focus the discussion
to the portion of the phase diagram corresponding to the
decreasing magnetic field branch of the hysteresis loop,
along which the PNR and SANS data were collected.
PNR measurements show that these MnSi films are in
a ferromagnetic state with surface twists at µ0H = 0.7 T,
both at T = 5 K (Ref. 28) and T = 25 K (Fig. 4(b)) . A
comparison of Figs. 4(b) and (c) demonstrates that PNR
can clearly distinguish between a ferromagnetic state and
a skyrmionic state. There are few skyrmions below T =
10 K, if any, in the decreasing magnetic field branch: the
data indicate for this range of parameters the skyrmions
cover approximately 5% ± 15% of the film. The PHE
signal for these films at T = 5 K (see Fig. 1) does not
appear to be due to skyrmions as claimed in Ref. 29,
and it is therefore important to consider other possible
sources, such as scattering from the frustrated magnetic
structures at the chiral domain walls.
The question of why skyrmions are absent from the
low temperature region of the phase diagram despite the
predictions of micromagnetic calculations is explained by
the kinetics of the problem. As the temperature drops,
increases in the magnetocrystalline anisotropy raises the
skyrmion nucleation energy. It is likely that the dimin-
ishing thermal fluctuations become too small to nucleate
skyrmions, and helicoids remain as metastable objects at
intermediate fields.
There is further disagreement between Refs. 28 and
29 about the winding of the helicoid at low tempera-
tures. At T = 5 K, PNR provides proves that the system
transitions from a twisted ferromagnetic to a set of dis-
crete helicoidal states as the field is lowered. This is sup-
ported by magnetometry, magnetoresistance and theoret-
ical calculations: Analytical solutions to a finite-size 1D
Dzyaloshinskii model explain the thickness dependence
of the transition fields and variations in the sign of the
low-field magnetoresistance28. The model shows that for
a film thickness d < LD, the system has no peaks in the
field dependence of dM/dH , and it transitions contin-
uously from a twisted ferromagnet to a partial helix as
the H is lowered. For LD <∼ d
<
∼ 2D, the system transi-
tions discontinuously from a twisted ferromagnetic to a
1-turn helicoid at a field Hh1 with a corresponding peak
8in dM/dH . For LD <∼ d
<
∼ 2LD, there is an additional
transition from a 1-turn state to a 2-turn state at Hh2.
Similarly, for 2LD <∼ d
<
∼ 3LD the is a third transition
from a 2-turn state to a 3-turn state at Hh3.
The authors of Ref. 29 argue against the presence of
discrete helicoids based on the claim that doubling the
thickness from 25 nm to 50 nm doesn’t increase the num-
ber of helicoidal states, as observed by the number of
peaks in dM/dH . This, however, is incorrect. The heli-
coidal unwinding is inherently non-linear, and the critical
fields must be calculated from the Dzyaloshinskii model
and compared to the broadening of the transitions due to
sample defects, heterogeneity, and grain boundaries. As
the thickness increases, the switching fields all converge
upon H = (pi2/16)HD = 0.617HD – the transition field
to a ferromagnetic state observed in bulk uniaxial heli-
cal magnets. At a thickness of 3.6 LD, corresponding to
the 50 nm thick film in Ref. 29, the 1D model predicts
that the magnetic structure transitions from a twisted
ferromagnet to the 3.5 turn helical ground state via the
nucleation of helicoid turns at fields Hh1 = 0.617HD,
Hh2 = 0.597HD and Hh3 = 0.439HD. But in practice
Hh1 and Hh2 cannot be distinguished in a 50 nm film
because the width of the peaks in dM/dH (of the order
of 0.08 T in Fig. 3) is much larger than Hh1 −Hh2. We
mention in passing that discrete states have also been
observed in micron sized CrNb3S6 crytals
51, but are re-
ported to be absent from FeGe/Si(111) for reasons that
are not clear52.
As the temperature is raised, the MnSi films depart
from the simple discrete helicoid picture. The change in
the dM/dH data with the appearance of an additional
peak heralds a significant change to the magnetic struc-
ture for T >∼ 12 K
27. The pair of large peaks at Hα1 and
Hα2 in dM/dH observed in Fig. 3 demarcate the bound-
aries of the new magnetic phase shown in Fig. 1, which
is the main subject of this paper. The same dM/dH
features are observed by Tomoyuki et al. (see Fig. 4(e)
of Ref. 29), although the authors were dismissive of the
“tiny anomalies in M”. We point out that while the
changes in M are subtle, the peaks in the susceptibili-
ties at Hα1 and Hα2 are not: The peaks in dM/dH in
Fig. 3 are about a factor of 2 times higher than dM/dH in
the neighboring phases, and very similar in magnitude to
bulk MnSi in the middle of the A-phase (compare Fig. 3
with Fig.3(c) in Ref. 53).
In this paper we have used neutrons to probe the
magnetic structure of the phase shown in red in Fig. 1 in
all three dimensions. The PNR measurements presented
in Fig. 4(c) show that the magnetic texture continues
to be highly ordered across the depth of the film, and
that there are solitons localized in the center of the film
that are distinct from the 1D helicoidal modulations
at low temperatures. The numerical calculations of
the skyrmion phase give a good match to the thickness
dependence of M and by fitting the simulations to
Fig. 4(c), we find that the reduction in the average
magnetization in the center of the film corresponds to an
in-plane skyrmion spacing of LDy = 22 nm ±7 nm. The
complementary SANS results confirm that the solitons
in the middle of the film are multi-dimensional: the
skyrmions have an average spacing of 21 nm ±6 nm,
in agreement with the estimate from PNR. While the
in-plane value for LDy is consistent with numerical
calculations of a skyrmion phase, the diffraction shows
that it is highly-disordered in the plane. The combi-
nation of frustration at the irregularly shaped chiral
domain boundaries and thermal fluctuations are likely
factors that contribute to the destruction of long range
order in-plane. Repulsion between the skyrmions and
the surface twists provide a confining potential9,45 that
drives them to the middle of the film and leads to the
creation of a 2D skyrmion glass. It is not clear why there
is no PHE in this region of the phase diagram. However,
the effect, which depends on both band structure and
anisotropic electron scattering, is not fully understood.
In the case of MnSi there are large variations in the size
and sign of the PHE depending on the direction of the
magnetic field and the skrymion signal nearly vanishes
for H‖[111]29. A more in-depth understanding of the
electron scattering in MnSi in all the magnetic textures
is needed to properly interpret the electron-transport
measurements.
V. CONCLUSION
Neutron scattering experiments presented in this paper
provide valuable information about the magnetic struc-
ture of MnSi thin films to resolve two opposing inter-
pretations of previous transport and magnetometry mea-
surements. The neutron experiments confirm the inter-
pretation of the MnSi phase diagram shown in Fig. 1
and prove the existence of multidimensional solitons in
the center of the MnSi films for in-plane magnetic fields.
The SANS data reveal that the skyrmion phase possesses
a large degree of disorder, possibly due to the chiral grain
boundaries. This work, together with previous transport
measurements29,41 will hopefully motivate further theo-
retical work to understand the Hall effect and the planar
Hall effect in B20 thin films.
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