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Implicit Regularization in Matrix Sensing:
A Geometric View Leads to Stronger Results
Armin Eftekhari and Konstantinos Zygalakis
Abstract—We may think of low-rank matrix sensing as a
learning problem with infinitely many possible outcomes where
the desired learning outcome is the unique low-rank matrix that
agrees with the available data. To find this desired low-rank
matrix, for example, nuclear norm explicitly biases the learning
outcome towards being low-rank.
In contrast, we establish here that simple gradient flow of the
feasibility gap is implicitly biased towards low-rank outcomes
and successfully solves the matrix sensing problem, provided
that the initialization is low-rank and sufficiently close to the
manifold of feasible outcomes. Compared to the state of the art,
the geometric perspective adopted here leads to substantially
stronger results.
I. INTRODUCTION
In recent years, beyond its traditional role [1], the framework
of matrix factorization has also served as a means to gain
theoretical insight about inexplicable phenomena in neural
networks, see for example [2], [3], [4], [5]. For example, a
trained deep neural network is an overparametrized learning
machine with zero training error that nevertheless achieves
a small generalization error on unseen data.
That is, a deep neural network perfectly interpolates the
available data and yet surprisingly avoids overfitting, suggest-
ing that the implicit regularization of the training algorithm
(often a variant of stochastic gradient descent) plays a key
role in the success of neural networks [6].
To help understand this phenomenon, [2] studied the implicit
regularization in the context of low-rank matrix sensing,
which we may regard as another overparametrized learning
problem where there are infinitely ways to minimize the
training error to zero by interpolating the available data
vector b. That is, there are infinitely many matrices that
are mapped to b by the linear operator A. However, the
desired learning outcome is the unique low-rank matrix X6
that satisfies ApX6q “ b, as detailed in Section II.
By their own admission, the encouraging findings of [2] were
very limited and this has also been the case for the follow-up
works [3], [5], all reviewed in Section III.
After providing a geometric perspective in Sections IV
and V, the present work establishes substantially stronger
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results for implicit bias in matrix sensing, where we show
in Section VI that simply minimizing }ApUUJq ´ b}2 with
(properly initialized) gradient flow recovers the unique low-
rank matrix X6 that satisfies ApX6q “ b, even though
there are possibly infinitely many matrices UUJ that satisfy
ApUUJq “ b.
II. PROBLEM STATEMENT
For ξ ą 0, consider a dˆ d matrix X6 such that
0 ĺ X6 ă ξ2Id, (1)
where Id P R
dˆd is the identity matrix, and A ĺ B means
that B ´ A is positive semi-definite (PSD). As suggested
by (1), we limit ourselves to PSD matrices, similar to [2].
Note also that the model (1) conveniently assumes a priori
knowledge of (estimate of) }X6}, where } ¨ } stands for the
spectral norm. A useful technical definition follows next.
Definiton 1 (Effective rank). The effective rank of a PSD
matrix X , denoted by effrankpXq, is the smallest integer
r such that there exists a rank-r PSD matrix Xr that is
infinitesimally close to X . That is, }X´Xr}F ď ǫ}X}F for
an infinitesimal ǫ.
The subtle distinction between rank and effrank is only for
technical correctness, which the reader may safely ignore in
a first reading. Note that effrank ď rank. The related border
rank is discussed in [7, Section 3.3].
For symmetric matrices tAiu
m
i“1 Ă R
dˆd, consider the linear
operator A : Rdˆd Ñ Rm and b P Rm, defined as
ApXq :“ rxA1, Xy, ¨ ¨ ¨ , xAm, Xys
J, b :“ ApX6q, (2)
We define the map g : Rdˆp Ñ Rm and the feasibility gap
G : Rdˆp Ñ R as
gpUq :“
1
2
pApUUJq ´ bq, GpUq :“
1
2
}gpUq}22. (3)
For an integer p ě rankpX6q, consider also the set
Mb :“ tU : ApUU
Jq “ b, }U} ď ξu
“ tU : gpUq “ 0, }U} ď ξu Ă Rdˆp, (4)
and note that every matrix U PMb corresponds to a matrix
X “ UUJ P Rdˆd which agrees with the available data in
the sense that ApXq “ b. Our objective is detailed next.
2Objective 2. Given the linear operator A and the data
vector b in (2), the objective of this work is to recover X6
in (1), up to an infinitesimal error.
Towards that goal, recall the notion of restricted injectivity.
Assumption 3 (Restricted injectivity). For an integer r, the
linear operator A in (2) satisfies the r-restricted injectivity
property or r-RIP. That is, ApXq “ 0 implies that X “ 0,
for every PSD matrix X with rankpXq ď r.
A generic linear operator A : Rdˆd Ñ Rm often satisfies
the r-RIP when m “ rΩprdq. A simple example is presented
in the appendix. Throughout, a “ rΩpa1q is equivalent to
a1 “ Opaq, up to logarithmic factors.
In certain benign regimes, Objective 2 can be achieved
using the existing knowledge, as showcased below with an
example.
Example 4 (Thin Burer-Monteiro factorization). Set ξ “ 8
in (1) and p “ rankpX6q in (4). Assume also that Assump-
tion 3 holds with r “ 2p. Consider U 6 P Rdˆp such that
X6 “ U 6pU 6qJ in (1). Assumption 3 then easily implies that
Mb “ tU
6R : RJR “ Ipu in (4). That is, to recover X
6,
it suffices to find a point in the set Mb or, equivalently, it
suffices to solve the optimization problem
min
UPRdˆp
GpUq, (5)
see (3). Even though nonconvex, the landscape of prob-
lem (5) is benign under Assumption 3, in the sense
that problem (5) has no spurious second-order stationary
points (SOSPs). That is, any SOSP of problem (5) is also a
global minimizer of problem (5) with optimal value of zero,
see [8, Theorem 33]. In particular, with the initialization
U0 P R
dˆp, any limit point U of the gradient flow
9Uptq “ ´∇GpUptqq, Up0q “ U0, (6)
is almost surely a global minimizer of problem (5) by [9,
Theorem 4.1]. Therefore, X6 “ U ¨ U
J
and Objective 2 is
thus achieved. Above, 9Uptq “ dUptq{ dt.
Beyond the idealized Example 4, the benign landscape
of matrix sensing in the regime m “ rΩppdq has been
extensively studied in the literature [8].
In this work, however, we are interested in a considerably
more difficult regime, specified by the following assumption.
The first item below ensures that Mb in (4) is not empty,
and the second item reflects the limited sampling budget
common in matrix sensing.
Assumption 5 (Burer-Monteiro factorization).
(i) (Recoverable) rankpX6q ď p.
(ii) (Limited budget) m ă pp2d´ 2p´ 1q.
Under Assumption 5(ii), the limited degrees of freedom
means that the operator A in (2) cannot satisfy the 2p-RIP.
Therefore, unlike Example 4, the set Mb in (4) contains
infinitely many matrices like U that agree with the available
data, in the sense that ApUUJq “ b, but UUJ is far from
X6. This leads us to the central question of this work.
Question 6 (Implicit regularization of gradient flow). Under
Assumption 5, can the gradient flow (6) achieve Objective 2?
III. RELATED WORK
In a very restricted setting, Theorem 1 in [2] gave an
affirmative answer to Question 6, adapted below to our setup
with the aid of [10, Theorem 3.3].
Theorem 7 (State of the art). Set p “ d. If the limit
exists, let pUpU0q P Rdˆd denote the limit point of the
flow (6), initialized at U0 P R
dˆd. Suppose that Assumption 3
holds with r ě 5 ¨ rankpX6q. Then the d ˆ d matrixpU “ limaÑ0 pUpaIdq satisfies pU pUJ “ X6, provided that
the limit exists and also satisfies AppU pUJq “ b, and finally
provided that the matrices tAiu
m
i“1 in (2) commute, i.e.,
AiAj “ AjAi, for every i, j ď m.
A conjecture by [2] and [3, Section 2.2] added that the
requirement that tAiu
m
i“1 commute is likely unnecessary
in Theorem 7. We also note that [5] proved a variant of
Theorem 7 which replaces the requirement that tAiu
m
i“1
commute with the “tame spectrum” condition, a require-
ment so restrictive that implies, among other things, that
rankpX6q “ 1 in (1), see Item 12 in [5, Section 2.4]. The
limitations of the existing theory are summarized below.
Remark 8 (Shortcomings). Theorem 7 is limited to the
case p “ d in (4), and does not guarantee the existence
of the limit pU or whether it would satisfy AppU pUJq “ b.
Moreover, Theorem 7 applies only in limit for a sequence of
initializations which are vanishing multiples of the identity
matrix, and finally requires tAiu
m
i“1 to commute.
Against this background, our work provides a geometric
perspective of this problem, and affirmatively answers Ques-
tion 6 with a much stronger result.
IV. GEOMETRY
To begin, this section studies the geometry of the set Mb
in (4). Recalling (3), note that the (total) derivative of g at
U is the linear operator DgpUq : Rdˆp Ñ Rm, defined as
DgpUqr∆s :“ Ap∆UJq, (7)
and its adjoint is denoted by pDgpUqq˚. The following
assumption is central to our analysis, similar to [11, Assump-
tion 1.1]. Remark 20 later explains why this assumption is
necessary in order to achieve Objective 2.
Assumption 9 (Manifold). Assumption 5 is fulfilled and
there also exists an integer m1 ď rankpX6qd such that
rankpDgpUqq “ m1, (8)
3for every U in an open neighborhood ofMb in (4). Equiva-
lently, tAiUu
m
i“1 span an m
1-dimensional subspace of Rdˆp
for every U in an open neighborhood ofMb.
Under Assumption 9, intpMbq is a closed embedded sub-
manifold of Rdˆp of co-dimension m1, where intp¨q stands
for the relative interior, as shown in the appendix.
V. GEOMETRIC REGULARITY
This section studies the neighborhood of the setMb in (4),
beginning with a quantitative approach to Assumption 9.
Definiton 10 (Geometric regularity). Suppose that Assump-
tion 9 holds and fix ρ P r0,8q. We say that the setMb in (4)
satisfies the pρ,m1q-geometric regularity or pρ,m1q-GR if
min tσm1pDgpUqq : distpU,Mbq ď ρu ą 0, (9)
where σip¨q returns the i
th largest singular value of a linear
operator, and distpU,Mbq “ minU 1PMb }U ´ U
1}F is the
distance from U to the compact setMb.
The next two remarks relate the geometric regularity (GR)
to the existing notions in optimization theory.
Remark 11 (LICQ). Geometric regularity is closely related
to the linear inequality constraint qualification (LICQ) [12,
Definition 12.1]. More specifically, the setMb in (4) satisfies
the p0,mq-GR iff the feasibility problem find U such that
gpUq “ 0 satisfies the LICQ for every U P Mb. In this
sense, GR extends the LICQ to a neighborhood ofMb.
Remark 12 (Polyak-Lojasiewicz condition). Geometric reg-
ularity is also related to the PL condition [13], [14]. If the
compact set Mb in (4) satisfies the pρ,mq-GR, there exists
µ ą 0 such that the feasibility gap G in (3) satisfies
1
2
}∇GpUq}2F “
1
2
}pDgpUqq˚rgpUqs}
2
F
(chain rule)
ě
µ
2
}gpUq}22 “ µ ¨GpUq, (10)
for every U such that distpU,Mbq ď ρ. In view of (10), GR
implies the PL condition for the function G, when restricted
to the ρ-neighborhood ofMb, see [13, Equation (3)].
In passing, we remark that GR is also related to the
Mangasarian-Fromovitz and Kurdyka-Lojasiewicz condi-
tions [15], [16], [17]. Lastly, note that the choice of metric in
Definition 10 is invariant under rotation, i.e., distpU,Mbq “
distpUR,Mbq for every orthonormal matrix R P R
pˆp.
Using a perturbation argument, the next result establishes
that the setMb satisfies the GR under Assumption 9.
Proposition 13 (Geometric regularity). If Assumption 9
holds, then the setMb in (4) satisfies the pρ,m
1q-GR with
ρ “ ρ0 :“
σm1pMbq
2}A}
, (11)
where σm1pMbq :“ mintσm1pDgpUqq : U PMbu ą 0.
Let us also record a consequence of (10) and Proposition 13,
which will be central to the ensuing arguments.
Lemma 14 (No spurious FOSP). Suppose that Assumption 9
holds with m1 “ m. Then any FOSP of G inside the set
tU : distpU,Mbq ď ρ0u is also a global minimizer of G
in (3). That is, if U P Rdˆp satisfies ∇GpUq “ 0 and
distpU,Mbq ď ρ0, then ApU ¨ U
J
q “ b, see (3) and (11).
VI. MAIN RESULT
In Sections IV and V, we studied the geometry of the set
Mb in (4) and its neighborhood. In this section, we will
establish that gradient flow of the feasibility gap G in (6),
if initialized properly, converges to a limit point U such
that U ¨ U
J
is infinitesimally close to X6, thus achieving
Objective 2. The main result of this work is summarized
below in Theorem 18. Let us now turn to the details. The
first lemma in this section states that rank does not increase
along the flow (6).
Lemma 15 (Rank of gradient flow). For an initialization
U0 P R
dˆp, the flow (6) satisfies
rankpUptqq ď rankpU0q, t ě 0. (12)
When initialized close to the setMb in (4), the flow always
remains nearMb, as detailed next.
Lemma 16 (Flow remains nearby). Consider the initializa-
tion U0 P R
dˆp such that rankpU0q ě effrankpX
6q and
distpU0,Mbq is sufficiently small. Suppose that ξ in (1)
is sufficiently large, and that Assumption 3 holds with
r ě 2 ¨ rankpU0q. Suppose also that Assumption 9 holds
with m1 “ m. Then the flow (6) satisfies
distpUptq,Mbq ă ρ0, t ě 0. (13)
Lemma 16 thus establishes that the flow (6) never escapes
the neighborhood of the setMb in (4). This observation will
shortly enable us to prove the convergence of the flow (6),
after recalling the Lojasiewicz’s Theorem [18], [19].
Theorem 17 (Lojasiewicz’s Theorem). If h : Rn Ñ R is an
analytic function and the curve r0,8q Ñ Rn, t Ñ zptq is
bounded and solves the gradient flow 9zptq “ ´∇hpzq, then
this curve converges to an FOSP of h.
Note that GpUq is an analytic function of U on Rdˆp, see (3).
Recall from (4) and (13) that the gradient flow (6) is bounded.
By Theorem 17, the flow (6) thus converges to an FOSP U
of G such that distpU,Mbq ď ρ0, see (13). In fact, by
Lemma 14, this FOSP U satisfies
ApU ¨ U
J
q “ b. (see (3)) (14)
In view of (12) and using the fact that tU : rankpUq ď
rankpU0qu is a closed set, the limit point U also satisfies
rankpUq ď rankpU0q.
4When rankpU0q ě effrankpX
6q and under Assumption 3
with r ě 2 ¨ rankpU0q, it is easy to see that any matrix X
that satisfies rankpXq ď rankpU0q and ApXq “ b must be
infinitesimally close to X6 in (1). In view of (14) and (15),
we therefore conclude that U ¨U
J
is infinitesimally close to
X6. That is, the flow (6) recovers the target matrix X6 and
achieves Objective 2. Our main result below summarizes this
finding, and is followed by several remarks.
Theorem 18 (Implicit regularization). Consider an initial-
ization U0 P R
dˆp such that rankpU0q ě effrankpX
6q
and that distpU0,Mbq is sufficiently small. Suppose that ξ
in (1) is sufficiently large, and that Assumption 3 holds with
r ě 2 ¨ rankpU0q. Suppose also that Assumption 9 holds
with m1 “ m. Then the flow (6) converges to a limit point
U P Rdˆp such that U ¨ U
J
is infinitesimally close to X6
in (1). The requirements on distpU0,Mbq and ξ are given
explicitly in (47) and (49).
Remark 19 (Achieving Objective 2). Consider the example
of generic operator A in the appendix. Suppose that the
initialization U0 P R
dˆp of the flow (6) satisfies rankpU0q ě
effrankpX6q and is close enough to the setMb in (4) of all
matrices with bounded energy that agree with the available
data. Suppose also that ξ in (1) is sufficiently large and
that m “ rΩpeffrankpX6qdq in (2). Lastly, suppose that
Assumption 9 is fulfilled with m1 “ m “ rankpX6qd. Then
Theorem 18 predicts that the flow (6) converges to a matrix
U P Rdˆp such that U ¨ U
J
is infinitesimally close to X6.
Remark 20 (Necessity of Assumption 9). Similar to [11,
Section 6], Assumption 9 with m1 “ m corresponds to the
standard constraint qualifications for the feasibility problem
find U such that GpUq “ 0, which are the weakest sufficient
conditions under which there can in general be any hope of
tractably finding a matrix U that agrees with the available
data in the sense that ApUUJq “ b, see (2) and (3).
Remark 21 (Necessity of A Nearby Initialization). In view
of Lemma 14, any limit point U P Rdˆp of the gradient
flow (6) with distpU,Mbq ď ρ0 also satisfiesApU ¨U
J
q “ b;
this identity is evidently necessary to achieve Objective 2.
Without a nearby initialization, the flow (6) might never
enter the ρ0-neighborhood of Mb and, consequently, the
limit point U (if it exists) would fail to satisfy ApU ¨U
J
q “ b
and achieve Objective 2. However, we point out that the
estimate of ρ0 in Proposition 13 is likely too pessimistic in
practice, see also the numerical example.
We also emphasize the theoretical nature of our results,
which should not be viewed as an initialization technique
for the flow (6). For example, ρ0 and the other quantities
involved in (49) are often difficult to calculate numerically.
Remark 22 (Infinitesimal perturbation). The requirement
that m1 “ m in Theorem 18 is mild and of technical
nature: Under Assumption 9, recall that m1 ď rankpX6qd.
If m1 ă m, then it is often easy to increase m1 by
infinitesimally perturbing X6 to increase rankpX6q without
changing effrankpX6q.
Remark 23 (Closing remarks). For simplicity and insight,
it is common to focus on a flow rather than its discretiza-
tion [4], [2], [3]. Lastly, the RIP cannot hold in low-
rank matrix completion [21]. It is therefore not clear if
Theorem 18 extends to matrix completion.
Remark 24 (Numerical Example). For a small numerical
example, we set d “ 40 in (1), and randomly generate X6
with rankpX6q “ 2 and }X6}F “ 1. For every i ď m “
4 ¨ rankpX6qd, the upper triangular entries of the matrix
Ai in (2) were populated by independent standard Gaussian
random variables. (These tAiui do not commute.) We then
implemented the discretization of (6) with p “ 20, using the
explicit Euler method and the step size of 10´4, initialized
with either a random rank-3 matrix U0 or a random rank-p
matrix U0, both normalized so that }U0}F “ 1. The results,
averaged over three trials, are reported below. If Uk is the
output at iteration k, the figure shows both the feasibility gap
GpUkq and the error }UkU
J
k ´X
6}F versus k. The plots are
consistent with the predictions of Theorem 18.
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6APPENDIX A
MISCELLANEOUS
A. Example of a Generic Linear Operator
For every i ď m, let Ai “ aia
J
i in (2), where ai P R
d is populated by zero mean and unit variance Gaussian random
variables, statistically independent of everything else. Then the linear operator A : Rdˆd Ñ Rm in (2) satisfies the r-RIP
with high probability, provided that m “ rΩprdq.
Indeed, to establish the above claim, it suffices to show that the null space of the operator A does not contain any matrix
with rank at most r, which we now set out to do.
Consider an arbitrary matrix X “ UUJ P Rdˆd where U P Rdˆr. Note that rankpXq ď r and that
xAi, Xy “ xaia
J
i , UU
Jy “ }UJai}
2
2, (16)
for every i ď m. We next verify here that X does not belong to the null space of the linear operator A. To that end, let
tuju
r
j“1 Ă R
d denote the columns of U and note that
}ApXq}1 “
mÿ
i“1
|xAi, Xy| “
mÿ
i“1
}UJai}
2
2
(see (16))
“
mÿ
i“1
r1ÿ
j“1
}uJj ai}
2
2 “:
r1ÿ
j“1
}Guj}
2
2, (17)
where G P Rmˆd is a standard Gaussian matrix, i.e., the entries of G are populated by independent Gaussian random
variables with zero mean and unit variance. Suppose that that m ě rd and then partition the rows of G into matrices
tGju
r
j“1, where each Gj has d columns and at least d rows. Note that tGjuj are independent standard Gaussian random
matrices. It follows from (17) that
}ApXq}1 ě
r1ÿ
j“1
}Gjuj}
2
2. (18)
Almost surely, each Gj is by construction a rank-dmatrix for every j ď m. It therefore follows from (18) that }ApXq}1 ą 0,
i.e., X does not belong to the null space of the linear operator A, as claimed earlier.
B. intpMbq is a Manifold
Let Bξ :“ tU : }U}F ă ξu Ă R
dˆp denote the (open) ball of radius ξ with respect to the Frobenius norm and centered at
the origin. Under Assumption 9, intpMbq “MbXBξ in (4) is a closed embedded submanifold of R
dˆp by [22, Theorem
5.22]. Here, in the notation of the book, we set M “ Bξ , N “ R
m, and F is a smooth map that agrees with g in an open
neighborhood ofMb and does not have any additional zeros outside of that neighborhood.
APPENDIX B
PROOF OF PROPOSITION 13
For U P Rdˆp, let UMb PMb be the projection of U ontoMb, i.e.,
distpU,Mbq “ }U ´ UMb}F ď }U ´ U
1}F, @U
1 PMb. (19)
Above, note that UMb exists by the compactness ofMb in (4), but might not be unique. Using the Weyl’s inequality, note
also that
σm1pDgpUqq ě σm1pDgpUMbqq ´ }DgpUq ´DgpUMbq}. (20)
To compute the operator norm of DgpUq ´DgpUMbq on the far-right above, we note that
}pDgpUq ´DgpUMbqqr∆s}2 “ }Ap∆U
Jq ´Ap∆UJMbq}2 (see (7))
“ }Ap∆pU ´ UMbq
Jq}2 pA is linearq
ď }A} ¨ }∆pU ´ UMbq
J}F
ď }A} ¨ }∆}F}U ´ UMb}
ď }A} ¨ }∆}F}U ´ UMb}F
“ }A} ¨ }∆}F distpU,Mbq, (see (19)) (21)
7for an arbitrary ∆ P Rdˆp. It follows from (21) that
}DgpUq ´DgpUMbq} ď }A} distpU,Mbq. (22)
Using (22), we can simplify (20) as
σm1pDgpUqq ě σm1pDgpUMbqq ´ }A} distpU,Mbq (see (22))
ě σm1pMbq ´ }A} distpU,Mbq. (see (11)) (23)
It immediately follows from (23) that
min
"
σm1pDgpUqq : distpU,Mbq ď
σm1pMbq
2}A}
*
ě ρ0 :“
σm1pMbq
2
ą 0, (24)
which completes the proof of Proposition 13.
APPENDIX C
PROOF OF LEMMA 15
For U P Rdˆp, recall the linear operator DgpUq from (7). The adjoint of this operator is pDgpUqq˚ : Rm Ñ Rdˆp, defined
as
pDgpUqq˚rδs :“ A˚pδq ¨ U “
mÿ
i“1
δiAiU, (25)
where A˚ is the adjoint of the linear operator A in (2) and δi is the i
th entry of the vector δ P Rm. For future use, recall
also that
∇GpUtq “ pDgpUtqq
˚rgpUtqs “ A
˚pgpUtqq ¨ Ut, (see (3),(25)) (26)
where we used the shorthand Ut “ Uptq. Let us also define
Xt :“ UtU
J
t P R
dˆd, (27)
and note that this new flow in Rdˆd satisfies
X0 “ U0U
J
0 , (see (27))
9Xt “ 9UtU
J
t ` Ut
9UJt (see (27))
“ ´∇GpUtq ¨ U
J
t ´ Utp∇GpUtqq
J (see (6))
“ ´A˚pgpUtqqXt ´XtA
˚pgpUtqq. (see (26),(27)) (28)
In the last identity above, we used the fact that tAiui are symmetric matrices in (2). The next technical result establishes
that the flow (28) has an analytic SVD.
Lemma 25 (Analytic SVD). The flow (28) has the analytic SVD
Xt
SVD
“ VtStV
J
t , t ě 0, (29)
where Vt P R
dˆd is an orthonormal basis and the diagonal matrix St P R
dˆd contains the singular values of Xt in no
particular order. Moreover, Vt and St are analytic functions of t on r0,8q.
Proof. In view of (3), GpUq is an analytic function of U in Rdˆp. It then follows from Theorem 1.1 in [23] that the
flow (6) is an analytic function of t on r0,8q. Consequently, Xt “ UtU
J
t is an analytic function of t on r0,8q, see (27).
It finally follows from Theorem 1 in [24] that Xt thus has an analytic SVD on r0,8q, as claimed. This completes the
proof of Lemma 25.
By taking the derivative with respect to t of both sides of (29), we find that
9Xt “ 9VtStV
J
t ` Vt 9StV
J
t ` VtSt 9V
J
t , t ě 0. (30)
By multiplying both sides above by V Jt and Vt from left and right, we reach
V Jt
9XtVt “ V
J
t
9VtSt ` 9St ` St 9V
J
t Vt, t ě 0, (31)
8where we used on the right-hand side above the fact that Vt is an orthonormal basis, i.e., V
J
t Vt “ Id. Taking derivative of
both sides of the last identity also yields that
9V Jt Vt ` V
J
t
9Vt “ 0, t ě 0, (32)
i.e., V Jt
9Vt is a skew-symmetric matrix. In particular, both 9V
J
t Vt and V
J
t
9Vt are hollow matrices, i.e., with zero diagonal
entries. By taking the diagonal part of both sides of (31), we therefore arrive at
9st,i “ v
J
t,i
9Xtvt,i, t ě 0, (33)
where st,i is the i
th singular value of Xt and vt,i P R
d is the corresponding singular vector. By substituting above the
expression for 9Xt from (28), we find that
9st,i “ ´2st,i ¨ v
J
t,iA
˚pgpUtqqvt,i, t ě 0, (see (28),(33)) (34)
where above we used the fact that pst,i, vt,iq is a pair of singular value and its corresponding singular vector for Xt. In
view of the evolution of singular values given by (34), it is evident that
rankpUtq “ rankpXtq ď rankpX0q “ rankpU0q, t ě 0, (see (27)) (35)
which completes the proof of Lemma 15. The two identities above follow from (27).
APPENDIX D
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Recall X6 in (1) and fix X
6
l such that
rankpX6l q “ effrankpX
6q, }X6 ´X6l }F ď ǫ}X
6}F, (36)
for an infinitesimal ǫ. Also recall from Assumption 5 that rankpX6q ď p and let us fix U 6 P Rdˆp such that
U 6pU 6qJ “ X6. (37)
We then note that
}gpU0q}2 ě }gpUtq}2 (see (3),(6))
“
1
2
}ApUtU
J
t q ´ b}2 (see (3))
“
1
2
}ApUtU
J
t ´X
6q}2 (see (2))
ě
1
2
}ApUtU
J
t ´X
6
l q}2 ´
1
2
}ApX6 ´X6l q}2 (triangle inequality)
ě
1
2
}ApUtU
J
t ´X
6
l q}2 ´ ǫ, (see (36)) (38)
for every t ě 0, where ǫ is infinitesimal. As seen above, throughout this proof, we will keep the notation light by absorbing
all constant factors into ǫ. The argument of Ap¨q in the last line above is low-rank, i.e.,
rankpUtU
J
t ´X
6
l q ď rankpUtU
J
t q ` rankpX
6
l q
“ rankpUtq ` effrankpX
6q (see (36))
ď rankpU0q ` effrankpX
6q, (see Lemma 15)
ď 2 ¨ rankpU0q, (39)
for every t ě 0. The last line above uses the assumption that effrankpX6q ď rankpU0q. Moreover, by assumption, the
linear operator A satisfies the p2 ¨ rankpU0qq-RIP, which allows us to lower bound the last line of (38) as
}gpU0q}2 ě
1
2
}ApUtU
J
t ´X
6
l q}2 ´ ǫ (see (38))
ě
α
2
}UtU
J
t ´X
6
l }F ´ ǫ (see Assumption 3)
ě
α
2
}UtU
J
t ´X
6}F ´
α
2
}X6 ´X6l }F ´ ǫ (triangle inequality)
ě
α
2
}UtU
J
t ´X
6}F ´ ǫ (see (36))
“
α
2
}UtU
J
t ´ U
6pU 6qJ}F ´ ǫ, (see (37)) (40)
9for every t ě 0. Above, α ą 0 is a constant and ǫ is infinitesimal. To lower bound the last term above, we rely on the
following technical lemma.
Lemma 26 (Generalized orthogonal Procrustes problem). For matrices U, V P Rdˆp, it holds that
}UUJ ´ V V J}F ě min pσminpUq, σminpMV qq ¨ distpU,MV q, (41)
where
MV :“ tV
1
: ApV 1V 1Jq “ ApV V Jq, }V 1} ď ξu Ă Rdˆp,
σminpMV q :“ min
V 1PMV
σminpV
1q. (42)
Above, σminpUq and σminpV
1q are the smallest nonzero singular values of U and V 1, respectively.
In order to apply Lemma 26, suppose that the flow (6) is initialized at U0 P R
dˆp such that distpU0,Mbq ă ρ0 and let
τ P p0,8q (if it exists) denote the smallest number such that distpUt,Mbq “ ρ0. In particular, note that the flow (6) is
initialized and remains in the ρ0-neighborhood of the setMb for every t ď τ . That is, distpUt,Mbq ď ρ0 for every t ď τ .
We now apply Lemma 26 to the last line of (40) to reach
}gpU0q}2 ě
α
2
}UtU
J
t ´ U
6pU 6qJ}2 ´ ǫ (see (40))
ě
α
2
min pσminpUtq, σminpMbqqdistpUt,Mbq ´ ǫ (see (2),(4),(37) and Lemma 26)
ě
α
2
¨ σminpMb,ρ0qdistpUt,Mbq ´ ǫ, (43)
for every t ď τ , where
σminpMb,ρ0q :“ min tσminpUq : distpU,Mbq ď ρ0u ą 0. (44)
Above, the minimum is achieved and is positive becauseMb in (4) is compact and σminp¨q is continuous. We next upper
bound }gpU0q}2 above as follows. Let U0,Mb PMb denote the projection of U0 onMb in (4), i.e.,
distpU0,Mbq “ }U0 ´ U0,Mb}2 ď }U0 ´ U
1}2, if U
1 PMb. (45)
Above, by compactness of Mb in (4), the projection U0,Mb exists but might not be unique. Using (45), we then upper
bound }gpU0q}2 as
}gpU0q}2 “
1
2
}ApU0U
J
0
q ´ b}2 (see (3))
“
1
2
}ApU0U
J
0
´ U0,MbU
J
0,Mb
q}2 (see (45))
ď
1
2
}A} ¨ }U0U
J
0 ´ U0,MbU
J
0,Mb
}F
ď
1
2
}A} ¨ p}U0} ` }U0,Mb}q ¨ }U0 ´ U0,Mb}F
ď }A}ξ ¨ }U0 ´ U0,Mb}F
“ }A}ξ ¨ distpU0,Mbq, (see (45)) (46)
where the second-to-last line above assumes that ξ satisfies
ξ ě }U0}. (47)
The second-to-last line in (46) also uses the fact that U0,Mb PMb satisfies }U0,Mb} ď ξ, see (4). By combining the lower
and upper bounds for }gpU0q}2 in (43) and (46), we arrive at
distpUt,Mbq ď
2ξ}A}
α ¨ σminpMb,ρ0q
distpU0,Mbq ` ǫ, (see (43),(46)) (48)
for every t ď τ , where ǫ is infinitesimal. By setting
distpU0,Mbq ă ρ0min
ˆ
1,
α ¨ σminpMb,ρ0q
4ξ}A}
˙
´ ǫ, (49)
for an infinitesimal ǫ, it follows from (48) that distpUt,Mbq ă ρ0 for every t ď τ . Recalling the definition of τ earlier,
we conclude that distpUt,Mbq ă ρ0 holds for every t ě 0. This completes the proof of Lemma 16.
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APPENDIX E
PROOF OF LEMMA 26
To prove Lemma 26, let us recall the following standard notion [25].
Lemma 27 (Orthogonal Procrustes problem). For matrices U, V P Rdˆp, the orthogonal Procrustes problem is solved as
distpU, VOpq “ distpUOp, V q :“ min
RPOp
}U ´ V R}F “
b
}U}2
F
` }V }2
F
´ 2}UJV }˚, (50)
where Op is the orthogonal group, i.e., VOp “ tV R P R
pˆp
: RJR “ Ipu Ă R
dˆp, and } ¨ }˚ stands for the nuclear
norm.
We also recall another standard result below [26, Lemma 3], which is proved in Appendix F for completeness.
Lemma 28 (Orthogonal Procrustes problem). For matrices U, V P Rdˆp, it holds that
}UUJ ´ V V J}F ě minpσminpUq, σminpV qq ¨ distpU, VOpq, (51)
where σminpUq and σminpV q are the smallest nonzero singular values of U and V , respectively.
On the other hand, because
VOp ĂMV :“ tV
1
: ApV 1V 1Jq “ ApV V Jq, }V 1} ď ξu, (52)
it holds that
distpU, VOpq ě distpU,MV q. (53)
In combination with Lemma 28, (53) implies that
}UUJ ´ V V J}F ě minpσminpUq, σminpV qq ¨ distpU, VOpq (see Lemma 28)
ě min
ˆ
σminpUq, min
V 1PMV
σminpV
1q
˙
¨ distpU, VOpq pV PMV q
“: min pσminpUq, σminpMV qq ¨ distpU, VOpq
ě min pσminpUq, σminpMV qq ¨ distpU,MV q, (see (53)) (54)
where the minimum over the setMV is achieved by the compactness ofMV in (52) and the continuity of σminp¨q. This
completes the proof of Lemma 26.
APPENDIX F
PROOF OF LEMMA 28
For the convenience of the reader, the proof is repeated from [26, Lemma 3] after minor modifications. Without loss of
generality, we assume throughout this proof that U and V have the singular value decomposition of the form
U “ U ¨ΣU , V “ V ¨ΣV , (55)
where U, V P Rdˆd are orthonormal bases, and the diagonal matrices ΣU ,ΣV P R
dˆd collect the singular values of U and
V , respectively. Note that
}UUJ ´ V V J}2F “ }UU
J}2F ` }V V
J}2F ´ 2xUU
J, V V Jy
“ trpUUJUUJq ` trpV V JV V Jq ´ 2}UJV }2
F
“ trpΣ4U q ` trpΣ
4
V q ´ 2}ΣUU
J
V ΣV }
2
F
“
dÿ
i“1
σ4U,i `
dÿ
j“1
σ4V,j ´ 2
dÿ
i,j“1
σ2U,iσ
2
V,jpu
J
i vjq
2, (56)
11
where σU,i and σV,j are the i
th and j th diagonal entries of ΣU and ΣV , respectively. Also, ui and vj above are the i
th and
j th columns of U and V , respectively. Since U and V both have orthonormal columns, we rewrite the last line above as
dÿ
i“1
σ4U,i `
dÿ
j“1
σ4V,j ´ 2
dÿ
i,j“1
σ2U,iσ
2
V,jpu
J
i vjq
2
“
dÿ
i“1
σ4U,i}ui}
2
2
`
dÿ
j“1
σ4V,j}vi}
2
2
´ 2
dÿ
i,j“1
σ2U,iσ
2
V,jpu
J
i vjq
2
“
dÿ
i,j“1
σ4U,ipu
J
i vjq
2 `
dÿ
i,j“1
σ4V,jpu
J
i vjq
2 ´ 2
dÿ
i,j“1
σ2U,iσ
2
V,jpu
J
i vjq
2. (57)
We can rewrite the last line above more compactly as
dÿ
i,j“1
σ4U,ipu
J
i vjq
2 `
dÿ
i,j“1
σ4V,jpu
J
i vjq
2 ´ 2
dÿ
i,j“1
σ2U,iσ
2
V,jpu
J
i vjq
2
“
dÿ
i,j“1
`
σ4U,i ` σ
4
V,j ´ 2σ
2
U,iσ
2
V,j
˘
puJi vjq
2
“
dÿ
i,j“1
pσ2U,i ´ σ
2
V,jq
2puJi vjq
2
“
dÿ
i,j“1
pσ2U,i ´ σ
2
V,jq
2puJi vjq
2
ě
dÿ
i,j“1
pσU,i ` σV,jq
2pσU,i ´ σV,jq
2puJi vjq
2
ě pminpσminpUq, σminpV qqq
2
dÿ
i,j“1
pσU,i ´ σV,jq
2puJi vjq
2, (58)
where σminpUq and σminpV q are the smallest nonzero singular value of U and V , respectively. By tracing back our steps
in (56)-(58), we find that
}UUJ ´ V V J}2
F
ě pminpσminpUq, σminpV qqq
2
˜
dÿ
i,j“1
pσU,i ´ σV,jq
2puJi vjq
2
¸
(see (56)-(58))
“ pminpσminpUq, σminpV qqq
2
´
}U}2
F
` }V }2
F
´ 2
A
ΣUU
J
V ΣV , U
J
V
E¯
. (59)
To relate the last line above to distpU, VOpq, we next relate the last inner product above to the nuclear norm in (50), i.e.,
}UJV }˚. To that end, note that
}UJV }˚ “ max
}Q}ď1
xUJV,Qy
ě xUJV, U
J
V y p}U
J
V } ď }U} ¨ }V } “ 1 by (50)q
“ xΣUU
J
V ΣV , U
J
V .y, (see (55)) (60)
By substituting the above bound back into (58), we find that
}UUJ ´ V V J}2
F
ě pminpσminpUq, σminpV qqq
2
´
}U}2
F
` }V }2
F
´ 2
A
ΣUU
J
V ΣV , U
J
V
E¯
(see (59))
ě pminpσminpUq, σminpV qqq
2
`
}U}2F ` }V }
2
F ´ 2}U
JV }˚
˘
(see (60))
“ pminpσminpUq, σminpV qqq
2 ¨ pdistpU, VOpqq
2, (see (50)) (61)
which completes the proof of Lemma 28.
