We consider several variants of extended spiking neural P systems (ESNP systems), theoretical frameworks for brain modeling. Special emphasis is laid on ESNPS systems with different colors, and, instead of choosing the rules in the neurons based on the current contents being in a regular set, we also consider the way of choosing the rule to be applied in each neuron consuming the minimal energy. This choice can be accomplished by assigning energy values to each rule or by assigning (different) energy values directly to the colored spikes.
Introduction
Spiking neural P systems were introduced in Ref. 1 . Energy-controlled P systems have already been considered in Refs. 2 and 3, where energy was assigned to the rules and the multisets of rules consuming the maximal amount of energy and the maximal amount of energy within a specific range were investigated. Computational completeness results for everal variants of P systems -P systems with cooperative rules, catalytic and purely catalytic P systems, P systems with target selection -with different derivation modes and using energy control, i.e., taking only those multisets or sets of rules consuming the minimal amount of energy, have been proved in Ref. 4 . Especially for the set derivation modes, introduced in Ref. 5 , even deterministic simulations of the computations of register machines could be obtained.
Definitions
We assume the reader to be familiar with the underlying notions and concepts from formal language theory, e.g., see Ref. 6 .
Prerequisites
We assume the reader to be familiar with the underlying notset of non-negative integers is denoted by N, the set of integers by Z. Given an alphabet V , a finite nonempty set of abstract symbols, the free monoid generated by V under the operation of concatenation is denoted by V*. The elements of V* are called strings, the empty string is denoted by λ, and V*\{λ} is denoted by V + . For an arbitrary alphabet V={a1,...,an}, the number of occurrences of a symbol ai in a string x is denoted by |x| ai . With respect to a specific order on the elements a1,...,an of the alphabet V, the n-tuple (|x| a1 ,...,|x| a n } is called the Parikh vector of x. A finite multiset over an alphabet V={a1,...,an} is a mapping f : V → N. The set of all multisets over V is denoted by V o .
The families of recursively enumerable string languages is denoted by RE. For any family of languages X, Ps(X) denotes the set of Parikh sets of the languages in X; if we do not distinguish between different symbols and only consider sets of numbers, we write N (X).
Register machines
An d-register machine is a tuple M = (d,B,l0,lh,P), where d is the number of registers, B is a set of labels, l0∈B is the initial label, lh∈B is the final label, and P is the set of instructions bijectively labeled by elements of B. The instructions of M can be of the following forms:
p:(ADD(r),q,s), with p∈B\{l h }, q,s∈B, 1≤j≤n.
Increases the value of register r by one, followed by a non-deterministic jump to instruction q or s. This instruction is usually called increment. p:(SUB(r),q,s), with p∈B\{l h }, q,s∈B, 1≤j≤n.If the value of register r is zero then jump to instruction s; otherwise, the value of register r is decreased by one, followed by a jump to instruction q. The two cases of this instruction are usually called zero-test and decrement, respectively. lh: HALT (halt instruction)Stop the machine. The final label lh is only assigned to this instruction. The register machines are known to be computationally complete, equal in power to (non-deterministic) Turing machines: they generate or accept exactly the sets of vectors of non-negative integers which can be generated by Turing machines.
Extended Spiking Neural P Systems
The reader is supposed to be familiar with basic elements of membrane computing, e.g., see Ref. 7 ; comprehensive information can be found on the P systems web page, see Ref. 8 . For the definition of an extended spiking neural P system we refer to Ref. 9 . An extended spiking neural P system (of degree m ≥ 1) (an ESNP system for short) is a construct Π = (N,I,R) where N is the set of cells (or neurons); the neurons may be uniquely identified by a number between 1 and m or by an alphabet of m symbols; I describes the initial configuration by assigning an initial value (of spikes); R is a finite set of spiking rules of the form i:E/a k →P such that i∈{1,...,m} (specifying that this rule is assigned to neuron i), E is the checking set, a regular set over a (the current number of spikes in the neuron has to be from E if this rule shall be executed), k ∈ N is the "number of spikes" (the energy) consumed by this rule, and P is a (possibly empty) set of productions of the form (l,wl) where l ∈{1,...,m} (thus specifying the target neuron), wl ∈{a}* is the weight of the energy sent along the axon from neuron i to neuron l. Depending on the purpose of the ESNP system, we may also specify input and output neurons. Definition 2. A configuration of the ESNPS system Π is described by the actual number of spikes in each neuron. A transition from one configuration to another one works as follows: for each neuron i, i∈{1,...,m}, we non-deterministically choose an applicable rule i:E/a k →P, i.e., the number of spikes in neuron i is in the regular set E; the application of this rule reduces the number of spikes in neuron i by k and adds wl spikes to each neuron l specified in P. The computation of Π halts if no spiking rule can be applied any more.
ESPN systems with colored spikes
We may extend this model of ESNP systems by allowing more than one variant of spikes, i.e., we may use colored spikes a, b, etc.; the set of these colored spikes is denoted by U. In that case, the spiking rules then are of the form i:E/u →P where E is a regular multiset over the finite set of colored spikes U, u is a finite multiset over U, and P is a (possibly empty) set of productions of the form (l,wl) where l ∈{1,...,m} (thus specifying the target neuron) and wl is a finite multiset of colored spikes over U sent along the axon from neuron i to neuron l. A configuration of the ESNPS system with colored spikes is described by the actual multiset of colored spikes in each neuron. The application of a spiking rule i:E/u →P reduces the multiset of colored spikes in neuron i by u and adds the multiset wl to each neuron l specified in P.
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ESNP Systems with Colored Spikes and Energy Control
We consider two variants: the first variant assigns fixed integer values of energy to each colored spike in the system, i.e., instead of a colored spike a∈U we consider the pair [a,f(a)] with f(a) ∈Z. We extend f in the natural way to multisets over U. The energy balance of a spiking rule i:E/u →P then is z = f (v) − f (u) where v is the sum of all multisets wl in P. Such variants of P systems will be called symbol energy-controlled ESNP systems.
In the second variant, the energy is directly assigned to the rules only, and we write spiking rule i:E/u →P <z> where z is the assigned integer energy value. Such variants of P systems will be called rule energycontrolled ESNP systems.
In the case of energy-controlled ESNP systems we now will only cosider spiking rules i:E/u →P with E being the set of all multisets over U, i.e., we can omit E and simply write spiking rule i:u →P and i:u →P <z>, respectively. In order to control the application of rules, we will impose the condition that the resulting energy balance of the applied spiking rules must be minimal.
Computational Completeness Results
We now investigate the computational power of some of the variants defined above.
ESNP systems with colored spikes
With colored spikes, the simulation of register machines becomes trivial. In contrast to the proof given in Ref. 9 , where the contents of the registers had to be encoded by using exponential prime number encoding, we now can directly use the numbers contained in the registers. o / a0 m → λ. After the application of this rule, no spike a0 is present any more, hence, no spiking rule can be applied, i.e., the ESNP system Π halts.
ESNP systems with energy control
We may omit the regular checking sets by replacing them by the condition that the resulting energy balance of the applied spiking rules must be maximal.
Theorem 2. The computations of any register machine can be simulated by an ESNP system with colored spikes and energy control (symbol or rule energy control) in only one node.
Proof. Again we consider an arbitrary d-register machine M = (d,B,l0,lh,P). For each register i, 1≤i≤d, of M, we use a different colored spike ai with 1 being the energy assigned to it. An additional colored spike a0 with energy 2 is used to encode the label l in B={1,...,m} in B, i.e., l is encoded by a0 l . Moreover, we use a special energy spike e with energy -1 to balance the spiking rules. A symbol energy-controlled ESNP system Π = ({1},I,R) with only one neuron simulating the computations of M now can be constructed as elaborated in the following.
The corresponding rule energy-controlled ESNP system is obtained by omitting the energy assigned to the spikes and just taking the energy listed together with the rules between the brackets < and >; we observe that these energy values exactly coincide with the energy balance of the rule in the case of assigning energy values to each spike. Finally we remark that we can omit the target < -2p-1 > . As the energy balance of the decrement rule has a smaller value, in case it is applicable it has priority over the zero-test rule, which fact, in contrast to the previous construction, makes this one even deterministic. In all cases it holds that we have to consume all copies of a0 as otherwise there would exist a rule having smaller energy balance.
Assuming that the halt instruction has label m, the halt instruction can be simulated by the spiking rule 1: [a0,2] m → λ < -2m > which has the minimal energy balance of all spiking rules in the ESNP system Π. Yet the ESNP system Π is not going to halt, too, after having applied this rule, as it still has to eliminate the "garbage" of spikes e, which task can be accomplished by the spiking rule 1: [e,-1] → λ < 1 > . As this spiking rule has even positive energy balance, it cannot be applied as long as spikes a0 are present, i.e., as long as the ESNP system Π still simulates the computations of the register machine M. This observation completes the proof.
Applications
Besides these theoretical computational completeness results as elaborated above ESNP systems with colored spikes allow for using the different colors of the spikes to encode the signal sizes of different sensor inputs as well as of various output effector signals. In contrast to standard spiking neural P systems with only one spike, all these signals can be directly stored in parallel even in one neuron and do not need an exponential prime number encoding, which allows for feasible implementations of control systems.
Conclusion
We have considered several variants of extended spiking neural P systems (ESNP systems) with colored spikes. Computational completeness has been shown for the variants using colored spikes, i.e., more than one kind of spikes. Only the simplest ESNP systems with one neuron are needed if we use colored spikes and either regular multisets as checking sets or energy control, i.e., integer energy values assigned to the spikes or the spiking rules themselves. In case of symbol or rule energy-controlled ESNP systems with colored spikes the simulation of deterministic register machines can even be carried out in a deterministic way.
