In this paper, we construct the autoencoder (AE) for optical wireless communication (OWC) systems with non-negativity and peak power constraints, which provides effective transceiver design in log-normal channel. We consider the cases where perfect channel state information (CSI) or noisy CSI can be obtained under three kinds of communication rate, which is defined as the ratio of channel use number to bit number. Meanwhile, we present the block error rate (BLER) performance to further demonstrate our transceivers' superior performance than common model-based methods. The learned constellation points distribution is provided to understand the transmitter's performance. Numerical simulations are conducted to ensure the best convergence. The results indicate that AE-based transceivers can achieve model-based optimal BLER performance or provide significantly better BLER performance.
Introduction
The increasing requirement for mobile information has been promoting the prosperous development of wireless communication, especially the 5G. However, recent applications' endless demands make classic radio frequency (RF) communication technology frequently encounter traffic congestion. Optical wireless communication (OWC), due to its potential to supply Tbps wireless date rate, is generally deemed as an effective method for high-speed access [1] .
Similar to RF communication, a complete OWC system requires a transmitter and a receiver, which is usually equipped with a laser diode and a photo-detector, respectively. Intensity modulation with direct detection (IM/DD), where messages are modulated through the intensity of light and demodulated with directly received light intensity, is the simplest communication technology for OWC. However, the received signal is always contaminated by noise, which can be categorized into two classes: signal-dependent noise from the light and signal-independent noise from the receiver [2] . For many practical scenarios, background radiation from ambient light is the major cause of noise due to its high intensity.Therefore, the received noise is always modeled as input-independent additive white Gaussian noise (AWGN) [3] . Furthermore, atmospheric turbulence is the dominant unfavorable factor that evidently deteriorates the transceiver's performance. The common models for turbulence contains log-normal [4] , gamma-gamma [5] and negative-exponential [6] models with the increase of turbulence strength. When the propagation distances are above a few kilometers, the variation of the log-amplitude are significant and comparable to the phase, which leads to weak fluctuation. Considering an independent, identically distributed phase delay and scattering, the log-amplitude is Gaussian by the Central Limit Theorem [4] . Therefore, in long range outdoor or underwater scenarios, the log-normal fading model is universally accepted.
The central goal of traditional transceiver design is to conceive efficient communication technologies (such as modulation, demodulation, coding, decoding, etc) to approach channel capacity. However, problems in OWC domains cannot be straightforwardly solved by RF schemes, due to two-fold reasons: first, the transmitted signal in OWC is a lightwave where intensity is proportional to the electric signal instead of its square in RF domain [3] ; second, due to hardware's physical characteristics, light intensity usually satisfies non-negativity, average and peak power constraints, which leads to more constrained signal space model. Classic OWC transceiver design is usually separated into two independent processes. As for the transmitter, coding theory and constellation design [7] have witnessed relatively good performance metrics. As for the receiver, it is general knowledge that maximum likelihood detection (MLD) is theoretically optimal but computationally intensive [8] . However, the above methods require strict mathematical theory based on the model and develop sporadically. Therefore, it is highly valuable to explore techniques with low overhead and approximate optimality for the communication industry.
In the nearby decade, machine learning, especially deep neural network based deep learning, has been successfully applied in numerous fields, such as computer vision, natural language processing and robot control. Recently, inspired by deep learning's potential capability, researchers are trying to transfer such innovative methods to the physical layer of communications network. Classic communication problems have gained better performance when being creatively integrated with deep learning, such as signal detection [9] , resource allocation [10] and modulation classification [11] . Among all deep learning methods, autoencoder (AE) [12] , depicted in Fig. 1 , has fairly good similarity in structure as a communication system, which provides flexible and simple joint optimization methods to design transceiver. In [13] , O 'Shea et.al. initially propose the application of AE in the RF domain. Afterward, some researches extend the scenario to optical fiber communications [14] , multiuser single-input-multiple-output transceiver design [15] , constellation design for AWGN channel with additive radar interference [16] , etc. Meanwhile, a few works on deep learning based OWC are also conducted to evaluate the performance compared with classic model-based schemes. In [17] , Lee et.al. provide an overview of AE's setup for on-off-key (OOK) modulation, multi-colored design and image sensor communication. AE-based single-and multi-user OWC over AWGN under non-negativity and peak power constraints is proposed in [18] .
In this paper, we modify the AE structures in [18] to satisfy the consideration of channel fading models and design corresponding AE-based transceiver. As for the applications of the proposed transceiver, the development of software defined OWC systems provides the feasibility. The trained neural network can be directly integrated into the digital processing back-end, such as FPGA and Raspberry Pi [19] . In order to evaluate the effectiveness of our methods, the common OOK modulation and pulse amplitude modulation (PAM) with minimum mean square error (MMSE) detection are deemed as the benchmark. Then, we put forward three types of AE structures for AWGN channel, perfect channel state information (CSI) (refer to channel fading coefficient herein) and noisy CSI in log-normal channel. To compare the results of model-based and AE schemes, we use block error rate (BLER) performance metric and plot the generated constellation points distribution. For thorough comprehension of AE schemes, we consider three kinds of channel use n and bit number k ratio in OWC systems. When n > k, AE only achieves a few BLER gain than OOK modualtion with Hamming coding scheme using hard-decision decoding. When n = k, AE learns the same BLER performance as OOK modulation with MLD in AWGN channel and log-normal channel with perfect CSI, and reaches certain BLER gain in noisy CSI condition. When n < k, AE reaches the same BLER performance as PAM with MLD in AWGN channel and outperforms it in log-normal channel.
The basic structure of the paper is elaborated as follows. In Section 2, the basic system models are initially constructed. The classic OWC model in log-normal channel is presented with its MMSE detector first and then corresponding AE models with three-fold neural network structures are devised. In Section 3, simulations are conducted to compare the BLER performance of AE-based transceiver with baseline methods under three kinds of communication rate. Eventually, the paper is summarized, and some discussions between classic model-based methods and deep learning methods are proposed in Section 4.
System Model
In this section, we build the basic OWC system model in log-normal channel and give out MMSE detection algorithms under known perfect or noisy CSI. Then, we construct AE model in AWGN channel and log-normal channel with perfect or noisy CSI.
OWC Model
In this paper, the point-to-point single user OWC system in log-normal channel is considered. The model can be mathematically given by
where y is the received signal vector, x ∈ X = {x 1 , . . . , x M } is the transmitted signal vector, H is the channel coefficient matrix, w ∼ N (0, σ 2 w I n ) is the Gaussian noise. Considering the channel coefficients in different channel uses are not coherent. Thus, in the log-normal channel, the channel coefficient matrix H = di ag{h 1 , h 2 , . . . , h n }, where h i , i = 1, 2, . . . , n, follow the same log-normal distribution. Dropping index for convenience, the probability density function (pdf) of h is expressed as,
where μ h and σ 2 h are the mean and the variance of ln h , respectively, which follows Gaussian distribution. To guarantee that the average power of optical signal remains the same, h is normalized such that E [h ] = 1, where E [·] is the expectation operation. Then the pdf of h can be rewritten as
In practical scenario, the parameter σ h represents the scintillation level of optical signal. The typical scintillation level ranges from 0.1 to 0.5 [4] , which corresponds to the weak fluctuation regime.
The conventional receiver usually requires two processes to recover messages. The channel is estimated first and then the signal can be detected. Here, we assume the channel estimation and equalization processes can be completed with other model-based methods, which can be separated from the design of AE-based transceiver. Thus, in the following part, we only consider the symbol detection part of the receiver. Among all detectors, MMSE detector is the common linear detector for its simplicity and low complexity, which can be written aŝ
whereĤ is the estimated CSI, · 2 is the 2-norm. We assume CSI can be obtained via a radio frequency channel, and there might be estimation error. Then, for generality [20] , [21] , we consider each elementĥ i of estimatedĤ follows Gaussian distribution with its mean h i and variance σ
Here we assume the variances of noise added to different element ofĤ are the same, denoted by σ
I n ). When noisy CSI is considered, the above MMSE detector is obviously suboptimal. For brevity, the optimal detection [22] based on maximum likelihood criterion can directly be given aŝ
However, the solution of (5) is time-consuming, thus it is not practically employed in majority of scenarios. Fig. 2 describes the basic AE in an OWC system. The whole system, just like the usual communication system, can be divided into three parts. The transmitter sends the message s ∈ M, M = {1, . . . , M }, which passes through the optical channel. The noisy received vectors will be recovered at the receiver. FC/Activation in Fig. 2 represents the fully connected layer with activation function, whose weight and bias parameters supply mathematically unexplainable numerical computation for the transceiver. In AE, the message s is usually represented as a one-hot vector 1 s ∈ R M , which means only one element of the vector is one with all others being zero. Then, the transmitter part of AE encodes the message s according to the mapping f : M → R n to produce the transmitted vector x = f (s). The signal transmitted by the OWC transmitter usually fulfills non-negativity and peak power constraints owing to the system's hardware physical characteristics. Therefore, the constraint layer for the transmitter is essential, which distinguishes from the normal utilization of AE in computer vision, natural language processing, etc. In order to restrict x ∈ R n as 0 ≤ x(i ) ≤ A , i = 1, . . . , n, a weighted sigmoid activation function is utilized, i.e., A × sigm oi d(·), where A is the peak power constraint. The communication rate of the OWC system is R = k/n bits/channel use, where k = log 2 M bits are transmitted through n channel use (this is denoted as (n, k) below). The channel layer is represented by AWGN with a fixed variance σ 2 w , and the signal to noise ratio (SNR) is defined as A /(2R σ Fig. 2-4 Fig . 3 . OWC AE in log-normal channel (perfect CSI).
Autoencoder Model
noisy vector y ∈ R n and produces the estimate of the transmitted messageŝ, based on the mapping g : R n → M. A softmax activation function, whose output p = e u / e u 2 2 ∈ (0, 1) M (u as input) is a probability vector over all possible messages, is applied at the last layer. The index of the element of p with the largest value is reverted to estimated transmitted messageŝ. The loss function of the training process is the categorical cross-entropy, which is given as
The output dimensions of AE used in each layer is given in Table 1 . When only AWGN channel is considered, the fading layer should be ignored. As a common method, the AE's parameters are trained at a fixed value of SN R to minimize the BLER which is defined as Pr {ŝ = s}.
Similarly, we construct the AE to design transceiver in log-normal channel. In Fig. 3 , we integrate log-normal channel fading layer with the structure in Fig. 2 . Considering the case where CSI can be perfectly estimated, we directly input the randomly generated channel coefficient to the receiver part of AE. However, the channel is varying due to users' mobility and environment's instability. Under certain circumstances, the CSI cannot be accurately estimated but noisy CSI can be accessible. In Fig. 4 , noisy CSI which is generated by the mixture of perfect CSI and noise following standard normal Gaussian distribution is input into the receiver.
Simulation Results
This section simulates the results of AEs for three different conditions, include n > k, n = k and n < k. Meanwhile, we make a comprehensive comparison of the BLER performance and time complexity between the obtained results using AE schemes and model-based schemes.
The detailed layers and corresponding dimensions of AEs are given in Table 1 . As for the setup of activation functions, after numerous simulations, we find that we can obtain worse or the same results as linear activation function, when using other common non-linear activation functions, such as relu, sigmoid, tanh, etc. For lower on-line forward propagation complexity, all the activation functions for our simulation results below are linear functions. For better optimization results, the Adam [23] algorithm is employed. All the neural networks are implemented in Python 3.6.5 with TensorFlow 1.11.0 [24] , where the networks are trained with back-propagation algorithm. We utilize 10 6 samples for the training step, and the batchsize and epochs are set as 16 and 10 respectively. All the hyper-parameters are configured with numerous cross-validation tests, which ensure the best convergence.
The benchmarking methods (model-based method) use maximum likelihood detection (MLD) and MMSE detection in AWGN channel and log-normal fading channel, respectively. The value of peak power A = 2 for all simulation. In figures below, legend OOK (n, k) and AE (n, k) represent the results of AWGN channel. And as for the log-normal channel results, CSI condition whether perfect or noisy is provided.
Case 1: n > k
In this subsection, we simulate the results of case n > k (eg. (7, 4) ), which means more channel uses are provided. For fair comparison, OWC system employing OOK modulation and Hamming (7, 4) code with hard-or soft-decision decoding (HDD or SDD) schemes is considered as baseline methods. The training SN R herein is 10 dB.
In Fig. 5(a) , we plot the (7, 4) systems BLER performance in AWGN channel. The trained AE (7, 4) system has nearly 0.7 dB gain compared with OOK (4, 4) without any channel coding scheme when BLER reaches 10 −5 . However, the AE result can only be 0.2 dB superior to OOK modulation with Hamming (7, 4) HDD method, and be 1.7 dB inferior to SDD method. Fig. 6 gives out the constellation points relative frequency of AE scheme and Hamming OOK (7, 4) method in AWGN channel, whose constellation points have relative higher probability at 0 than 2 and evenly located at 0 and 2, respectively. According to coding theory, Hamming (7, 4) code's minimum Hamming distance (MHD) is 3, which accounts for its 1-bit error correction capability. Observing Fig. 6 , there are only two values for AE's learned constellation points, through which we can infer that AE's transmitter part learns to use OOK modulation with certain unknown channel coding method. To further understand AE's constellation points, we normalize the learned points to 0 or 1, and then find the coding dictionary's MHD is 2 which accounts for its worse performance than Hamming (7, 4) with SDD scheme. In Appendix A, the concrete learned constellation points values of AE (7, 4) in AWGN channel are provided.
In Fig. 5(b) and (c), perfect CSI and noisy CSI (σĥ = 0.1) is simulated in OWC system, respectively. And the AE still fails to learn transceiver structure with the approaching BLER performance as Hamming OOK (7, 4) SDD method. However, the OOK modulation scheme's BLER performance degrades remarkably, while AE's scheme manifests certain robustness like Hamming coding schemes. According to the universal approximation theory of deep neural network, AE ought to be able to learn the optimal transceiver whatever the model is. Thus, one can infer the possibility to create more efficient channel coding schemes with distinguishable AE structures when n > k.
Case 2: n = k
In this subsection, we describe the consequences of AE-based OWC system and OOK modulation with MLD or MMSE detection when n = k, eg. (2, 2), (4, 4) , (8, 8) . In Fig. 7 , we get the BLER performance of AE and OOK schemes when the training SNR is 10 dB.
In the AWGN channel, we observe that AE schemes achieve the same performance of OOK schemes, which seems contradictory to the results of [13] Fig. 3(b) where AE can learn more efficient modulation and detection method than BPSK modulation with MLD for n = k condition. Then, we compare the learned constellation points with OOK modulation constellation points to explore the reasons. Fig. 8 describes the constellation points relative frequency of AE when n = k. We observe that relative frequency of 0 and 2 is 0.5 and 0.5, respectively, which means that all the constellation points located in the vertexes of the constellation spaces to maximize the minimum Euclidean distance (MED) of nearby constellation points. As for the OOK modulation when n = k, the transmitted constellation points are totally the same as the AE's results. Therefore, there is no more channel use for AE to learn constellation points with larger MED, thus AE's performance cannot outperform the OOK modulation with MLD. In [13] , the transmitted constellation points are constrained by average power rather than non-negativity and peak power, which enables the AE to learn constellation points greater than the peak value A thus enlarging the MED and enhancing BLER performance. In log-normal channel, the AE, (2, 2) system is only considered for brevity, learns the same constellation points distribution as in Fig. 8 which already possesses the maximum MED. When perfect CSI can be obtained at the receiver, the AE achieves the BLER performance of the MMSE detector which reaches the corresponding optimal MLD performance. However, Fig. 7 illustrates that when noisy CSI (σĥ = 0.15 or 0.2) is accessible at the receiver, the MMSE detector is no longer the optimal ones. Meanwhile, AE has fairly large BLER gain than model-based detector, which indicates that AE's receiver part has learned better detection algorithms than the model-based MMSE detector.
Case 3: n < k
In this subsection, we provide the simulation for the n < k case (eg. (2, 4) ), which means high-level non-binary modulation will be utilized by the AE. For one channel use condition, the optimal constellation structure under non-negativity and peak power constraints in AWGN channel is uniformly Fig. 9 . The BLER performance of the AE and OWC system for n < k case. distributed PAM, which has been theoretically proved [7] . To the best of authors' knowledge, the optimal constellation structures above one channel use have not yet been provided in closed-form and are always attained by numerical search. Therefore, without loss of generality, we provide the constellation points in two channel use condition in the following simulation results, such as (2, 4) . Comparison method here is 4-PAM with 2 channel use(denoted by PAM (2, 4)) in AWGN and perfect or noisy CSI in log-normal channel. The training SN R herein is 20 dB, owing to higher density of constellation points than the two cases above.In Fig. 9 and Fig. 10 , we simulate the BLER performance and provide the constellation points distribution of AE (2, 4) and PAM (2, 4) in AWGN channel and log-normal channel. The concrete learned constellation points value of Fig. 10(c) and (d) is given in Appendix A.
In AWGN channel, we observe that AE learns the same constellation points as PAM (2, 4) in Fig. 10(a) and (b) . Meanwhile, the BLER curves indicate that AE's receiver can reach the optimal MLD performance of PAM (2, 4) .
In log-normal channel, when channel fading is considered, AE gradually presents distinguishable BLER and constellation points distribution compared with conventional PAM (2, 4) scheme. When perfect CSI is obtainable at the receiver, AE directly learns totally different constellation points against PAM (2, 4) in Fig. 10(c) . Based on the constellation points learned, just like other AEs' detection performance, one can infer that the AE approaches its MLD performance, which requires further verification in theory. Practically, there is around 2 dB gain compared with PAM (2, 4) using MLD performance when BLER is 10 −5 . When noisy CSI (σĥ = 0.03 or 0.05) is taken into account, model-based PAM (2, 4) with MMSE detection method's BLER performance significantly deteriorates. However, the AE's learned transceiver owns better BLER performance, whose gain value is more recognizable when the variance of estimated CSI is enhanced. To understand learned transceiver, the constellation points when σĥ = 0.05 is illustrated in Fig. 10(d) . Then we find that the constellation points follow non-equal Euclidean distance interval distribution, whose interval value is shortened when the point value is small. Numerical researches about constellation design are based on the equal interval, thus lacking theoretically reasonable explanation herein to our knowledge.
Complexity Comparison
The AE is always trained off-line, thus the time and computation complexities of training procedure can be neglected. Once the network is trained, the computation complexity is mainly determined by the forward propagation algorithm. The main operation of AE contains linear matrix multiplications and additions, whose computation complexity can be approximately expressed by O(M 2 + M n). The transmitter part of the transceiver can be replaced by a simple look-up table, therefore we only test the time complexity of the receiver part of the AE-based transceiver and model-based transceiver. All the algorithms and neural networks are implemented with python on a Intel(R) Core(TM) i5-3230M CPU @ 2.60 GHz CPU. The comparison is shown in Table 2 . The time for different methods is obtained with 10 5 samples. The table illustrates that when n and k are relatively small, the difference between MMSE and DNN is not significant. However, when the values are large, such as (7, 4) , the AE shows great superiority in time complexity. Meanwhile, there are still numerous approaches to improve the efficiency of neural network, such as specially designed hardwares and parallelization, which are under active research now.
Conclusion and Discussion
In this paper, we study the AE-based OWC system under non-negativity and peak power constraints in log-normal channel for three kinds of communication rate. For baseline methods which achieve the optimal BLER performace, AE can almost learn the same transceiver structures. For common modulation with MMSE detection and noisy CSI, AE achieves significantly better BLER performance. Therefore, we can summarize that AE is able to achieve theoretically optimal performance and allows unimaginable possibility for more efficient transceiver design against relative inaccurate or intractable models.
However, better connection between model-based communication theory and deep learning should be further discovered. Firstly, classic communication problems are always with specific constraints due to hardware characteristics. But deep learning theory in constrained space still lacks a systematic framework, which deserves more research. Secondly, the dataset for deeplearning-based communication systems usually follows a certain known distribution. Therefore, it provides the possibility to build a training dataset which follows a distinct distribution based on known distributions to optimize the performance for testing datasets. Finally, deep learning inspired results offer better solutions for some circumstances, which enables researchers to conceive more efficient algorithms to develop communication theory. 
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