Convolutions or Hadamard products of analytic functions is a well explored area of research and many nice results are available in literature. On the other hand, very little is known in general about the convolutions of univalent harmonic mappings. So, researchers started exploring properties of convolutions of some specific univalent harmonic mappings and while doing so, they have mostly used well known 'Cohn's rule' or/and 'Schur-Cohn's algorithm', which involves computations that are very cumbersome. The main objective of this article is to present an alternative approach, which requires very less computational efforts and allows us to prove more general results. Most of the earlier known results follow as particular cases of the results proved herein. Let us condider a class S H of complex valued univalent harmonic functions f in the open unit disc D = {z ∈ C : |z| < 1}, having canonical representation f = h + g and normalized by the conditions h(0) = g(0) = 0 = h ′ (0) − 1. The Jacobian J f (z) of f is given by J f (z) = |f z (z)| 2 − |f z (z)| 2 = |h ′ (z)| 2 − |g ′ (z)| 2 .
proved that a harmonic function f = h + g is locally univalent and sense preserving in D if and only if J f (z) > 0 in D. This is equivalent to the existence of an analytic function w(z) = g ′ (z) h ′ (z) , satisfying |w(z)| < 1 in D. Here, w is called the dilatation of f (see Duren (2015) ).
Denote by S 0 H the subclass of S H having functions f with additional normalization condition f z (0) = 0. The subclass of S H (S 0 H ) containing convex functions is denoted by K H (K 0 H ). Let S ⊂ S H be the class of analytic and univalent functions and let K, S * and C be the usual subclasses of S containing convex, starlike and close-to-convex functions, respectively. A domain E in C is said to be convex in the direction ψ, 0 ≤ ψ < π, if every line parallel to the line through 0 and e iψ has an empty or connected intersection with E. A function f is said to be convex in the direction of ψ if it maps D onto the domain convex in the direction of ψ, 0 ≤ ψ < π. If ψ = 0, then f is said to be convex in the direction of the real axis and if ψ = π/2, then f is said to be convex in the direction of the imaginary axis.
The convolution or Hadamard product of two analytic functions f (z) = z + ∞ n=2 a n z n and F (z) = z + ∞ n=2 A n z n , is denoted by f * F and is defined as (f * F )(z) = z + ∞ n=2 a n A n z n . Let f = h + g and F = H + G be two harmonic mappings, then their convolution is denoted by f * F and is defined as f * F = h * H + g * G. Many pleasant results are available in literature on the convolution of analytic functions. For example, Ruscheweyh (1973) proved that 1. f * g ∈ K for all f, g ∈ K; 2. f * g ∈ S * for all f ∈ K and g ∈ S * ; 3. f * g ∈ C for all f ∈ K and g ∈ C.
On the other hand, not much is known about the properties of convolutions of harmonic functions and there are no general results of the kind stated above in this case. For example, for F, G ∈ K H , F * G may not be univalent in D even (see Nagpal (2015) ). However, some researchers started exploring the nature of convolutions of some specific harmonic maps. We mentioned some of them below.
It is well known that if f = h + g ∈ S 0 H maps D onto the right half plane R = {w ∈ C : Rew > −1/2}, then it must satisfy
In 2001, Dorff (2012) started study of convolution of right half plane harmonic mappings. He presented following results.
Theorem 1.1. Let f i = h i + g i be the harmonic right half plane mappings with h i (z) + g i (z) = z 1−z for i = 1, 2. Then f 1 * f 2 ∈ S 0 H and is convex in the direction of the real axis provided, f 1 * f 2 is locally univalent and sense preserving in D.
In the same paper, he defined a family of harmonic mappings V β = u β +v β , obtained from analytic strip mappings, by using 'shearing technique ' Clunie (1984) 
and established the following result.
H and is convex in the direction of the real axis provided, f * V β is locally univalent and sense preserving in D.
Let F 0 = H 0 + G 0 be the harmonic right half plane mapping given by
Then F 0 is called the standard right half plane mapping. Dorff (2012) were able to drop the requirement of local univalence and sense preserving from the above results as under.
. Then for n = 1, 2, F 0 * F ∈ S 0 H and is convex in the direction of the real axis. Here, F 0 is the standard right half plane mapping as defined above.
and is convex in the direction of the real axis.
For a real number γ, 0 ≤ γ < 2π, the mappings f γ = h γ + g γ , given by
is called slanted right half plane mapping and maps the unit disc D onto slanted right half plane given by H(γ) = {w ∈ C : Re(e iγ w) > −1/2} (see Dorff (2012) ). We denote by S H(γ) , the family of all slanted right half plane mappings. Li (2013) proved the following.
H and is convex in the direction of −γ.
Kumar (2016) generalized Theorem 1.3 by taking F a instead of F 0 , where F a = H a + G a ∈ K H is the right half plane mapping given by
and proved the following.
Theorem 1.6. Let F = H +G be the harmonic right half plane mapping with H(z)+G(z) = z 1−z and G ′ (z)/H ′ (z) = e iθ z n (θ ∈ R, n ∈ N). Then F a * F ∈ S H and is convex in the direction of the real axis for all a ∈ [(n − 2)/(n + 2), 1).
Similarly, in an attempt to generalize Theorem 1.4, Kumar (2015) proposed the following conjecture. Which they themselves proved for 0 < β < π and n = 1, 2, 3, 4; and also for the case when β = π/2 and n is a natural number.
Theorem 1.7. Let V β = u β + v β ∈ S H be the harmonic mapping as defined in (1) with v ′ β (z)/u ′ β (z) = e iθ z n (θ ∈ R, n ∈ N). Then F a * V β ∈ S H and is convex in the direction of the real axis for all a ∈ [(n − 2)/(n + 2), 1), where, F a is the harmonic right half plane mapping as defined in (4). Liu (2017) gave the alternative proof of the above result for all n ∈ N and β = π/2. Recently, Beig (2017) considered more general slanted right half plane mappings F (a,α) = H (a,α) + G (a,α) ∈ S H(α) , essentially given by
where, a ∈ (−1, 1), α ∈ [0, 2π) and studied its convolution with another slanted right half plane mapping f γ = h γ +g γ given by (3) and with dilatation
They obtained the following result.
Theorem 1.8. Let F (a,α) = H (a,α) + G (a,α) ∈ S H(α) be given by (5) and f γ = h γ + g γ be given by (3) with dilatation as given in (6). Then F (a,α) * f γ ∈ S H and is convex in the direction of −(α + γ) for all a ∈ [(n − 2)/(n + 2), 1).
Wang (2016) considered a new family of harmonic mappings f c = h c + g c , convex in horizontal direction given by
and presented following result.
Theorem 1.9. For n ∈ N, let f n = h n + g n , be harmonic mappings with
. If n = 1, 2, then f c * f n ∈ S 0 H and is convex in the direction of the real axis, where f c is given by (7).
It has been observed that most of the results listed out above have been proved mostly by using 'Cohn's rule' or/and 'Schur-Cohn's algorithm' Kumar (2016) and computations involved are extremely cumbersome. The main objective of the present article is to present a technique, which is simple to apply and involves very less computations. Our technique enables us to prove more general results and all the results stated above, deduce as particular cases of the results obtained herein.
Convolution of Convex Harmonic Functions
We begin this section by proving the following simple result.
Lemma 2.1. Let k and k ′ be real numbers with k ′ − k > 0. Then for w ∈ C,
Proof. We can easily see that
if and only if
This is equivalent to
We shall also need the following result whose proof runs on the same lines as that of Theorem 2 in Dorff (2012) and hence is omitted.
for some η ∈ R. Then F 1 * F 2 ∈ S H and is convex in the direction of −(α + γ), provided F 1 * F 2 is locally univalent and sense preserving in D. Now, consider a family of harmonic mappings T (η,γ) = R (η,γ) +S (η,γ) , given by
where f is the analytic mapping in D given by
for some η ∈ R. Pommerenke Pommerenke (1963) has shown that zf ′ is starlike in D.
Theorem 2.3. Let F (a,α) = H (a,α) + G (a,α) ∈ S H(α) be given by (5) . Then F (a,α) * T (η,γ) ∈ S H and is convex in the direction of −(α + γ) for a ∈ n−2 n+2 , 1 . Here, T (η,γ) ∈ S H is given by (8).
Proof. From equations in (5), using 'shear technique' (see Clunie (1984) ), we get
In view of Lemma 2.2, it is enough to prove that dilatation
it is therefore enough to prove that | w(z)| < 1 in D. Further, note that
From (8), we get S ′ (η,γ) (z) = e iθ z n R ′ (η,γ) (z) and so S ′′ (η,γ) (z) = e iθ z n R ′′ (η,γ) (z) + ne iθ z n−1 R ′ (η,γ) (z). Putting these values of S ′ (η,γ) and S ′′ (η,γ) in equation (9) 
For a = n−2 n+2 , we note that left hand side of (11) is equal to 1 and for a ∈ n−2 n+2 , 1 , 2 1 − a − n − (n + 2)a 1 − a > 0. and
