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Minimal passive realizations of generalized
Schur functions in Pontryagin spaces
Lassi Lilleberg
Abstract. Passive discrete-time systems in Pontryagin space setting are
investigated. In this case the transfer functions of passive systems, or
characteristic functions of contractive operator colligations, are gener-
alized Schur functions. The existence of optimal and ∗-optimal minimal
realizations for generalized Schur functions are proved. By using those
realizations, a new definition, which covers the case of generalized Schur
functions, is given for defects functions. A criterion due to D.Z. Arov
and M.A. Nudelman, when all minimal passive realizations of the same
Schur function are unitarily similar, is generalized to the class of general-
ized Schur functions. The approach used here is new; it relies completely
on the theory of passive systems.
1. Introduction
An operator colligation Σ = (TΣ;X ,U ,Y;κ) consists of separable Pontryagin
spaces X (the state space), U (the incoming space), and Y (the outgoing
space) and the system operator TΣ ∈ L(X ⊕U ,X ⊕Y), the space of bounded
operators from X ⊕ U to X ⊕ Y, where X ⊕ U , or
(
X
U
)
, means the direct
orthogonal sum with respect to the indefinite inner product. The symbol κ
is reserved for the finite negative index of the state space. The operator TΣ
has the block representation of the form
TΣ =
(
A B
C D
)
:
(
X
U
)
→
(
X
Y
)
, (1.1)
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where A ∈ L(X ) (the main operator), B ∈ L(U ,X ) (the control operator),
C ∈ L(X ,Y) (the observation operator), and D ∈ L(U ,Y) (the feedthrough
operator). If needed, the colligation is written as Σ = (A,B,C,D;X ,U ,Y;κ).
It is always assumed in this paper that U and Y have the same negative index.
All notions of continuity and convergence are understood to be with respect
to the strong topology, which is induced by any fundamental decomposition
of the space in question.
The colligation (1.1) will be called as a system since it can be seen as a
linear discrete time system of the form{
hk+1 = Ahk +Bξk,
σk = Chk +Dξk,
k ≥ 0,
where {hk} ⊂ X , {ξk} ⊂ U and {σk} ⊂ Y. In what follows, the ”system” is
identified with the operator expression appearing in (1.1). When the system
operator TΣ in (1.1) is contractive (isometric, co-isometric, unitary), with
respect to the indefinite inner product, the corresponding system is called
passive (isometric, co-isometric, conservative). In literature, conservative sys-
tems are also called unitary systems. The transfer function of the system (1.1)
is defined by
θΣ(z) := D + zC(I − zA)
−1B, (1.2)
whenever I − zA is invertible. Especially, θΣ is defined and holomorphic in a
neighbourhood of the origin. The values θΣ(z) are bounded operators from
U to Y. Conversely, if θ is an operator valued function holomorphic in a
neighbourhood of the origin, and transfer function of the system Σ coinsides
with it, then Σ is a realization of θ. In some sources, transfer functions of the
systems are also called characteristic functions of operator colligations.
The adjoint or dual of the system Σ is the system Σ∗ such that its system
operator is the indefinite adjoint T ∗Σ of TΣ. That is, Σ
∗ = (T ∗Σ;X ,Y,U ;κ). In
this paper, all the adjoints are with respect to the indefinite inner product.
For an operator valued function ϕ, the notation ϕ∗(z) is used instead of
(ϕ(z))∗ , and the function ϕ#(z) is defined to be ϕ∗(z¯). With this notation,
for the transfer function θΣ∗ of Σ
∗, it clearly holds θΣ∗(z) = θΣ
#(z). Since
contractions between Pontryagin spaces with the same negative index are
bi-contractions (cf. eg. [24, Corollary 2.5]), Σ∗ is passive whenever Σ is.
In the case where all the spaces are Hilbert spaces, it is well known; see
for instance [6, Proposition 8], that the transfer function of the passive system
is a Schur function. That is, contractive operator valued function holomorphic
in the unit disk D. In the case where U and Y are Hilbert spaces and the state
space X is a Pontryagin space, Saprikin showed in [28, Theorem 2.2] that the
transfer function of the passive system (1.1) is a generalized Schur function.
It will be proved later in Proposition 2.5 that this result holds also in the
case when all the spaces are Pontryagin spaces. The generalized Schur class
Sκ(U ,Y), where U and Y are Pontryagin spaces with the same negative index,
is the set of L(U ,Y)-valued functions S(z) holomorphic in a neighbourhood
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Ω of the origin such that the Schur kernel
KS(w, z) =
1− S(z)S∗(w)
1− zw¯
, w, z ∈ Ω, (1.3)
has κ negative squares (κ = 0, 1, 2, . . .). This means that for any finite set of
points w1, . . . , wn in the domain of holomorphy ρ(S) of S and set of vectors
{f1, . . . , fn} ⊂ Y, the Hermitian matrix(
〈KS(wj , wi)fj , fi〉Y
)n
i,j=1
, (1.4)
where 〈·, ·〉
Y
is the indefinite inner product of the space Y, has no more than
κ negative eigenvalues, and there exists at least one such matrix that has
exactly κ negative eigenvalues. A function S belongs to Sκ(U ,Y) if and only
if S#κ ∈ S(Y,U); see [1, Theorem 2.5.2]. The class S0(U ,Y) coinsides with
the ordinary Schur class, and it is written as S(U ,Y).
The direct connection between the transfer functions of passive systems
of the form (1.1) and the generalized Schur functions allows to study the prop-
erties of generalized Schur functions by using passive systems, and vice versa.
Therefore, a fundamental problem of the subject is, for a given θ ∈ Sκ(U ,Y),
find a realization Σ of θ with the desired minimality or optimality properties
(observable, controllable, simple, minimal, optimal, ∗-optimal); for details,
see Theorems 2.7 and 3.5 and Lemma 2.9. The described problem is called
a realization problem. In the standard Hilbert space settings, realizations
problems, as well as other properties of passive systems, were studied, for
instance, by Ando [3], Arov [5, 6], Arov et al. [7, 8, 9, 10], de Branges and
Rovnyak [19, 20], Brodski˘ı [21], Helton [25] and Sz.-Nagy and Foias [30]. The
case where the state space is a Pontryagin space while incoming and outgo-
ing spaces are still Hilbert spaces, unitary systems were studied, for instance,
by Dijksma et al. [22, 23], and passive systems by Saprikin [28], Saprikin
and Arov [12], Saprikin et al. [11] and by the author in [27]. The case where
all the spaces are Pontryagin spaces, theory of isometric, co-isometric and
conservative systems is considered, for instance, in [1, 2, 24].
Especially, in [6], Arov proved the existence of so-called optimal minimal
realizations of an ordinary Schur function; for definitions, see Section 3. The
proof was based on the existence (right) defect functions. For an ordinary
Schur function S(ζ), the (right) defect function ϕ of S is, roughly speaking,
the maximal analytic minorant of I − S∗(ζ)S(ζ). More precicely, this means
that for almost every (a.e.) ζ on the unit circle T, it holds
ϕ∗(ζ)ϕ(ζ) ≤ I − S∗(ζ)S(ζ),
and for every other operator valued analytic function ϕ̂ with similar property,
it holds
ϕ̂∗(ζ)ϕ̂(ζ) ≤ ϕ∗(ζ)ϕ(ζ).
For the existence of defect functions, see [30, Theorem V.4.2], and for a
detailed treatise, see [16, 17, 18]. In [7], Arov et al. constructed (∗-)optimal
minimal passive systems in the Hilbert space setting without using defect
functions. The construction can be done by taking an appropriate restriction
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of some system. In the indefinite setting, if one uses a suitable definition of
optimality, a similar method as was used by Arov et al. still produces a (∗-
)optimal minimal passive system. In Pontryagin state space case, this was
proved by Saprikin [28]. It will be shown in Theorem 3.5 that the same result
still holds in the case where all the spaces are Pontryagin spaces.
The study of the class of generalized Schur functions Sκ(U ,Y) was con-
tinued in [11, 12], in the case where U and Y are Hilbert spaces and the state
space is a Pontryagin space. In [12], Saprikin and Arov used the right Kre˘ın-
Langer factorization of the form S = SrB
−1
r for S ∈ Sκ(U ,Y), and proved
that the existence of the optimal minimal realization of S is equivalent to
the existence of the right defect function of Sr. However, they did not define
the defect functions for the generalized Schur functions. This was done by
the author in [27] by using the Kre˘ın-Langer factorizations. With the defini-
tion given therein, the main results of [4] were generalized to the Pontryagin
state space setting. The main subjects of [27] include some continuation of
the study of products of systems and the stability properties of passive sys-
tems, subjects treated earlier by Saprikin et al. in [11]. In the present paper,
it will be shown that a concept of defect functions can be defined in the
case where all the spaces are Pontryagin spaces. The key idea here is to use
optimal minimal passive realizations and conservative embeddings. By using
such a definition, it is shown that one can generalize and improve some of
the main results from [4], using different proofs than those given in [4] or
[27], see Theorem 4.8. Furthermore, in Theorem 4.10, the main results from
[9, 10] concerning the criterion when all the minimal realizations of a Schur
function are unitarily similar, is generalized to the present indefinite setting.
The proof will be carried out entirely by using the theory of passive systems,
without applying Hardy space theory or the theory of Hankel operators as in
the proof provided in [10].
The paper is organized as follows. In Section 2 basic facts of linear
systems, Julia operators, dilations and embeddings are recalled. As a prepa-
ration, it is shown in Proposition 2.3 that an arbitrary passive linear system
has a conservative dilation. Moreover, Lemma 2.9 gives some usefull rep-
resentations and restrictions of passive systems. That lemma will be used
extensively later on in this paper.
In Section 3, the existence and basic properties of (∗-)optimal minimal
realizations are established. The main result of this section is Theorem 3.5.
The generalized defect functions are introduced in Section 4. In partic-
ularly, Theorem 4.10 in this section can be seen as the main result of the
paper.
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2. Linear systems, dilations and embeddings
Let Σ = (TΣ;X ,U ,Y;κ) be a linear system as in (1.1). The following sub-
spaces
X c := span {ranAnB : n = 0, 1, . . .} (2.1)
X o := span {ranA∗nC∗ : n = 0, 1, . . .} (2.2)
X s := span {ranAnB, ranA∗mC∗ : n,m = 0, 1, . . .}, (2.3)
are called, respectively, controllable, observable and simple subspaces. The
system is said to be controllable (observable, simple) if X c = X (X o =
X ,X s = X ) and minimal if it is both controllable and observable. When
Ω ∋ 0 is some symmetric neighbourhood of the origin, that is, z¯ ∈ Ω when-
ever z ∈ Ω, then also
X c = span {ran (I − zA)−1B, z ∈ Ω} (2.4)
X o = span {ran (I − zA∗)−1C∗, z ∈ Ω} (2.5)
X s = span {ran (I − zA)−1B, ran (I − wA∗)−1C∗, z, w ∈ Ω} (2.6)
The system (1.1) can be expanded to a larger system without changing
the transfer function. It can be done by using the so-called Julia operator,
see (2.8) below. For a proof of the following theorem and more details about
the Julia operators, see [24]. The basic information about the indefinite inner
product spaces and their operators can be recalled from [13, 15, 24].
Theorem 2.1. Suppose that X1 and X2 are Pontryagin spaces with the same
negative index, and let A : X1 → X2 be a contraction. Then there exist Hilbert
spaces DA and DA∗ , linear operators DA : DA → X1, DA∗ : DA∗ → X2 with
zero kernels and a linear operator L : DA → DA∗ such that it holds
I −A∗A = DAD
∗
A, I −AA
∗ = DA∗D
∗
A∗ , (2.7)
and the operator
UA :=
(
A DA∗
D∗A −L
∗
)
:
(
X1
DA∗
)
→
(
X2
DA
)
(2.8)
is unitary. Moreover, DA, DA∗ and UA are unique up to unitary equivalence.
Remark 2.2. The operator DA from Theorem 2.1 is called a defect operator
of A.
A dilation of a system Σ = (A,B,C,D;X ,U ,Y;κ) is any system of the
form Σ̂ = (Â, B̂, Ĉ,D; X̂ ,U ,Y;κ), where
X̂ = D ⊕X ⊕D∗, ÂD ⊂ D, Â
∗D∗ ⊂ D∗, ĈD = {0}, B̂
∗D∗ = {0}.
(2.9)
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The spaces D and D∗ are required to be Hilbert spaces. The system operator
TΣ̂ of Σ̂ is of the form
TΣ̂ =

A11 A12 A130 A A23
0 0 A33
 B1B
0
(
0 C C1
)
D
 :

DX
D∗

U
→

DX
D∗

Y
 ,
Â =
A11 A12 A130 A A23
0 0 A33
 , B̂ =
B1B
0
 , Ĉ = (0 C C1) .
(2.10)
The system Σ is called a restriction of Σ̂. Recall that subspace N of
the Pontryagin space H is regular if it is itself a Pontryagin space with the
inherited inner product of 〈·, ·〉H. The subspace N is regular precicely when
N⊥ is regular, where ⊥ refers to orthogonality with respect to the indefinite
inner product of H. Since X clearly is a regular subspace of X̂ , there exists
the unique orthogonal projection PX from X̂ to X . Let Â↾X be the restriction
of Â to the subspace X . Then, the system Σ can be represented as
Σ = (PX Â↾X , PX B̂, Ĉ↾X , D;PX X̂ ,U ,Y;κ). (2.11)
Dilations and restrictions are denoted by
Σ̂ = dil
X→X̂
Σ, Σ = res
X̂→X
Σ̂, (2.12)
mostly without subscripts when the corresponding state spaces are clear. A
calculation show that the transfer functions of the original system and its
dilation coincide. Moreover, if Σ is passive, then is any retriction of it. The
following proposition shows that a passive system has a conservative dilation.
For the Hilbert space case, this result is from [5], and for the Pontryagin state
space case, see [28].
Proposition 2.3. Let Σ = (A,B,C,D;X ,U ,Y;κ) be a passive system. Then
there exists a conservative dilation Σ̂ = (Â, B̂, Ĉ,D; X̂ ,U ,Y;κ) of Σ.
Proof. Since the system operator T of Σ is a contraction, by Theorem 2.1,
there exists a Julia operator(
T DT∗
D∗T −L
∗
)
:
(
X ⊕ U
DT∗
)
→
(
X ⊕ Y
DT
)
⇐⇒ (A BC D
) (
PXDT∗
PYDT∗
)
(
D∗T ↾X D
∗
T ↾U
)
−L∗
 :
(XU
)
DT∗
→
(XY
)
DT
 (2.13)
with properties introduced in Theorem 2.1. Denote EH(h) = 〈h, h〉H for a
vector h in an inner product space H. Then, for x ∈ X , u ∈ U and f ∈ DT∗ ,
one has
EX (x) + EU (u) + EDT∗ (f) = EX (Ax+Bu+ PXDT∗f)
+ EY(Cx+Du+ PYDT∗f)
+ EDT (D
∗
T ↾Xx+D
∗
T ↾Uu− L
∗f).
(2.14)
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Also, for given x′ ∈ X , y ∈ Y and f ′ ∈ DT , there exists an unique triplet
x ∈ X , u ∈ U and f ∈ DT∗ such that A B PXDT∗C D PYDT∗
D∗T ↾X D
∗
T ↾U −L
∗
xu
f
 =
x′y
f ′
 (2.15)
Define
ℓ2−(DT ) :=
−1⊕
−∞
DT , ℓ
2
+(DT∗) :=
∞⊕
1
DT∗ , X̂ := ℓ
2
−(DT )⊕X ⊕ ℓ
2
+(DT∗),
where
⊕
denotes an orthogonal sum of Hilbert spaces. Since ℓ2−(DT ) and
ℓ2+(DT∗) are Hilbert spaces, the space X̂ clearly is a Pontryagin space with the
negative index κ. For u ∈ U and (. . . f−1, x, f1 . . .) ∈ X̂ , where the underlined
element belongs to X , define the operators
Â(. . . , f−2, f−1, x, f1, f2, f3, . . .) :=
(. . . , f−1, D
∗
T ↾Xx− L
∗f1, Ax+ PXDT∗f1, f2, f3, . . .),
B̂u := (. . . , 0, D∗T ↾Uu,Bu, 0, . . .),
Ĉ(. . . , f−1, x, f1, . . .) := Cx+ PYDT∗f1.
A calculation shows that the system Σ̂ := (Â, B̂, Ĉ,D; X̂ ,U ,Y;κ) is a dila-
tion of Σ. Moreover, calculations by using the identities (2.14) and (2.15)
show that the system operator TΣ̂ is unitary, and therefore the system Σ̂ is
conservative. 
It is possible that D = {0} or D∗ = {0} in (2.9). In those cases, the zero
space and the corresponding row and column will be left out in (2.10). In
particular, if the system Σ with the system operator T as in (1.1) is isometric
(co-isometric), then DT = 0 (DT∗ = 0), and proceeding as in the proof of
Proposition 2.3, it is possible to construct a conservative dilation Σ̂ of the
form (2.10) such that D = {0} (D∗ = {0}). Moreover, for an arbitrary pas-
sive system as in (1.1), it is possible to construct an isometric (co-isometric)
dilation Σ̂ of the form (2.10) such that D∗ = {0} (D = {0}).
There is also an another way to expand the system (1.1), and it is called
an embedding. In this expansion, the state space and the main operator will
not change. The embedding of the system (1.1) is any system determined by
the system operator
TΣ˜ =
(
A B˜
C˜ D˜
)
:
(
X
U˜
)
→
(
X
Y˜
)
⇐⇒ A (B B1)(C
C1
) (
D D12
D21 D22
) :
 X(U
U ′
)→
 X(Y
Y ′
) , (2.16)
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where U ′ and Y ′ are Hilbert spaces. The transfer function of the embedded
system is
θΣ˜(z) =
(
D D12
D21 D22
)
+ z
(
C
C1
)
(IX − zA)
−1
(
B B1
)
=
(
D + zC(IX − zA)−1B D12 + zC(IX − zA)−1B1
D21 + zC1(IX − zA)−1B D22 + zC1(IX − zA)−1B1
)
=
(
θΣ(z) θ12(z)
θ21(z) θ22(z)
)
,
(2.17)
where θΣ is the transfer function of the original system. The embedded sys-
tems will be needed in Section 4.
It will be proved in Proposition 2.5 below that the transfer function of
any passive system (1.1) is a generalized Schur function with index not larger
than the negative index of the state space. For a special case where incoming
and outcoming spaces are Hilbert spaces, this result is due to [28, Theorem
2.2]. The proof of the general case follows the lines of Saprikin’s proof of the
special case.
Lemma 2.4. Let Σ = (A,B,C,D;X ,U ,Y;κ) be a passive system with the
transfer function θ. Denote the system operator of Σ as T. If
DT =
(
DT,1
DT,2
)
: DT →
(
X
U
)
DT∗ =
(
DT∗,1
DT∗,2
)
: DT∗ →
(
X
Y
)
, (2.18)
are defect operators of T and T ∗, respectively, then the identities
IY − θ(z)θ
∗(w) = (1− zw¯)G(z)G∗(w) + ψ(z)ψ∗(w), (2.19)
IU − θ
∗(w)θ(z) = (1− zw¯)F ∗(w)F (z) + ϕ∗(w)ϕ(z), (2.20)
with
G(z) = C(IX − zA)
−1, ψ(z) = DT∗,2 + zC(IX − zA)
−1DT∗
1
,
(2.21)
F (z) = (IX − zA)
−1B, ϕ(z) = D∗T,2 + zD
∗
T,1
(IX − zA)
−1B, (2.22)
hold for every z and w in a sufficiently small symmetric neighbourhood of the
origin.
Proof. By applying the results from [1, Theorem 1.2.4] and the identities in
(2.7), one deduces that for every z and w in a sufficiently small symmetric
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neighbourhood of the origin, it holds
IY − θ(z)θ
∗(w) =
(
C(IX − zA)−1 IY
)((IX − w¯A∗)−1C∗
IY
)
−
(
zC(IX − zA)−1 IY
)
TT ∗
(
w¯(IX − w¯A∗)−1C∗
IY
)
=
(
C(IX − zA)−1 IY
)((IX − w¯A∗)−1C∗
IY
)
−
(
zC(IX − zA)−1 IY
)
(I −DT∗D
∗
T∗)
(
w¯(IX − w¯A∗)−1C∗
IY
)
= C(IX − zA)
−1(IX − w¯A
∗)−1C∗ + IY
−
(
zC(IX − zA)−1 IY
)(w¯(IX −DT∗,1D∗T∗,1)(IX − w¯A∗)−1C∗−DT∗,1D∗T,2
−w¯DT∗,2D
∗
T∗,1
(IX − w¯A
∗)−1C∗+ IY−DT∗,2D
∗
T∗,2
)
= (1− zw¯)C(IX − zA)
−1(IX − w¯A
∗)−1C∗
+ zw¯C(IX − zA)
−1DT∗,1D
∗
T∗,1
(IX − w¯A
∗)−1C∗ + zC(IX − zA)
−1DT∗,1D
∗
T,2
+ w¯DT∗,2D
∗
T∗,1
(IX − w¯A
∗)−1C∗ +DT∗,2D
∗
T∗,2
= (1− zw¯)G(z)G∗(w) + ψ(z)ψ∗(w).
Similar calculations show that (2.20) holds also, and the proof is complete.

Note that if Σ in Lemma 2.4 is isometric (co-isometric), then DT = 0
(DT∗ = 0) and therefore ϕ ≡ 0 (ψ ≡ 0).
Proposition 2.5. If Σ = (A,B,C,D;X ,U ,Y;κ) is a passive system, the the
transfer function θ of Σ belongs to Sκ′(U ,Y), where κ′ ≤ κ.
Proof. Denote the system operator of Σ as T. By Lemma 2.4, the kernel Kθ
defined as in (1.3) has a representation
Kθ(w, z) = G(z)G
∗(w) + (1− zw¯)−1ψ(z)ψ∗(w), (2.23)
where G(z) and ψ(z) are defined as in (2.21). Since the negative index of X is
κ and the negative index of the Hilbert space DT∗ is zero, it follows from [1,
Lemma 1.1.1.], that for any finite set of points w1, . . . , wn in the domain of
holomorphy of θ and the set of vectors {y1, . . . , yn} ⊂ Y, the Gram matrices(
〈G∗(wj)yj , G
∗(wi)yi〉X
)n
i,j=1
,
(
〈ψ∗(wj)yj , ψ
∗(wi)yi〉DT∗
)n
i,j=1
,
have, respectively, at most κ and zero negative eigenvalues. The kernel (1 −
zw¯)−1 has no negative square, since it is the reproducing kernel of the clas-
sical Hardy space H2(D). The Schur product theorem shows that the ker-
nel (1 − zw¯)−1ψ(z)ψ∗(w) has no negative square. Then it follows from [1,
Theorem 1.5.5] that the kernel Kθ has at most κ negative square. That is,
θ ∈ Sκ′(U ,Y), where κ′ ≤ κ, and the proof is complete. 
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Definition 2.6. A passive realization Σ of a genaralized Schur function θ ∈
Sκ(U ,Y) is called κ-admissible if the negative index of the state space of Σ
coinsides with the negative index κ of θ.
In what follows, this paper deals mostly with the κ-admissible realiza-
tions. It will turn out that the κ-admissible realizations of θ ∈ Sκ(U ,Y)
are well behaved is some sense; they have many similar propeties than the
standard passive Hilbert space systems.
The following realizations theorem is well known, see [1, Theorems 2.2.1,
2.2.2 and 2.3.1].
Theorem 2.7. For a generalized Schur function θ ∈ Sκ(U ,Y) there exist re-
alizations Σk = (Tk;Xk,U ,Y;κ), k = 1, 2, 3, of θ such that
(i) Σ1 is observable co-isometric;
(ii) Σ2 is controllable isometric;
(iii) Σ3 is simple conservative.
Conversely, if the system Σ has some of the properties (i)–(iii), then θΣ ∈
Sκ(U ,Y), where κ is the negative index of the state space of Σ.
Recall that a Hilbert subspace of the Pontryagin space X is a regular
subspace such that its negative index is zero. Conversely, anti-Hilbert sub-
space is a regular subspace such that its positive index is zero. When U and
Y happens to be Hilbet spaces, the transfer function θ of the passive system
Σ = (TΣ;X ,U ,Y;κ) belongs to class Sκ(U ,Y) (with κ = ind−X ) if and only
if (X s)⊥ is a Hilbert subspace [27, Lemma 3.2]. In the case when U and Y are
Pontryagin spaces with the same negative index, the transfer function θ of the
isometric (co-isometric, conservative) system Σ = (TΣ;X ,U ,Y;κ) belongs to
class Sκ(U ,Y) if and only if (X
c)⊥ ((X o)⊥,(X s)⊥) is a Hilbert subspace [1,
Theorem 2.1.2]. For a passive system, one has the following result.
Proposition 2.8. For a passive realization Σ = (A,B,C,D;X ,U ,Y;κ) of
θ ∈ Sκ(U ,Y), spaces X
c, X o and X s are regular and their orthogonal com-
plements are Hilbert subspaces.
Proof. Let Ω be a symmetric neighbourhood of the origin such that (I−zA)−1
and (I − zA∗)−1 exist for every z ∈ Ω. Represent the kernel Kθ as in (2.23).
Since Kθ has κ negative square, a similar argument used in the proof of 2.5
shows that the kernelK1(z, w) = G(z)G
∗(w), whereG(z) = C(I−zA)−1, has
κ negative square. It follows now from [1, Lemma 1.1.1’] that span{ran (I −
wA∗)−1C∗, w ∈ Ω} contains a κ-dimensional maximal anti-Hilbert subspace
Xκ. Then, Xκ⊕ (Xκ)⊥ = X is a fundamental decomposition of X . Especially,
(Xκ)⊥ is a Hilbert subspace of X . But(
span{ran (I − wA∗)−1C∗, w ∈ Ω}
)⊥
= (X o)⊥ ⊂ (Xκ)
⊥,
which implies that (X o)⊥ is a Hilbert subspace, and therefore its orthocom-
plement X o is regular.
By duality argument, the space X c is a regular subspace and the space
(X c)⊥ is a Hilbert subspace. It easily follows from (2.1)–(2.3) that (X s)⊥ =
Minimal realizations 11
(X c)⊥ ∩ (X o)⊥, and therefore (X s)⊥ is also a Hilbert subspace and X s is
regular. 
It follows from the Proposition 2.8 above that the state space X of a
κ-admissible realization Σ of θ ∈ Sκ(U ,Y) can be decombosed to the control-
lable, observable and simple parts. Using this fact, the lemma below, which
will be used extensively, can be proved.
Lemma 2.9. Let Σ = (A,B,C,D;X ,U ,Y;κ) be a passive system such that
the spaces (X o)⊥, (X c)⊥ and (X s)⊥ are Hilbert subspaces of X . Then the
system operator T of Σ has the following representations
T =


(
A1 A2
0 Ao
) (
B1
Bo
)
(
0 Co
)
D

 :


(
(X o)⊥
X
o
)
U

→


(
(X o)⊥
X
o
)
Y

 (2.24)
T =


(
A3 0
A4 Ac
) (
0
Bc
)
(
C1 Cc
)
D

 :


(
(X c)⊥
X
c
)
U

→


(
(X c)⊥
X
c
)
Y

 (2.25)
T =


(
A5 0
0 As
) (
0
Bs
)
(
0 Cs
)
D

 :


(
(X s)⊥
X
s
)
U

→


(
(X s)⊥
X
s
)
Y

 (2.26)
T =



A
′
11 A
′
12 A
′
13
0 A′ A′23
0 0 A′33



B
′
1
B′
0


(
0 C′ C′1
)
D

 :



 (X
o)⊥
PXoX c
X
o
∩ (X c)⊥


U

→



 (X
o)⊥
PXoX c
X
o
∩ (X c)⊥


Y


(2.27)
T =



A
′′
11 A
′′
12 A
′′
13
0 A′′ A′′23
0 0 A′′33



B
′′
1
B′′
0


(
0 C′′ C′′1
)
D

 :



X
c
∩ (X o)⊥
PXcX o
(X c)⊥


U

→



X
c
∩ (X o)⊥
PXcX o
(X c)⊥


Y


(2.28)
The restrictions
Σo = (Ao, Bo, Co, D;X
o,U ,Y;κ) (2.29)
Σc = (Ac, Bc, Cc, D;X
c,U ,Y;κ) (2.30)
Σs = (As, Bs, Cs, D;X
s,U ,Y;κ) (2.31)
Σ′ = (A′, B′, C′, D;PX oX c,U ,Y;κ) (2.32)
Σ′′ = (A′′, B′′, C′′, D;PX cX o,U ,Y;κ) (2.33)
of Σ are passive, and Σo is observable, Σc is controllable, Σs is simple, and
Σ′ and Σ′′ are minimal. For any n ∈ N0 and any z in a sufficiently small
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symmetric neighbourhood of the origin, it holds
AnB = AncBc = A
n
sBs, (2.34)
(I − zA)−1B = (I − zAs)
−1Bs = (I − zAc)
−1Bc, (2.35)
A∗
n
C∗ = A∗o
n
C∗o = A
∗
s
n
C∗s , (2.36)
(I − zA∗)−1C∗ = (I − zA∗s)
−1C∗s = (I − zA
∗
c)
−1C∗c . (2.37)
Moreover, if Σ is co-isometric (isometric), then so are Σo and Σs (Σc and
Σs).
Proof. Since (X o)⊥, (X c)⊥ and (X s)⊥ are Hilbert spaces, the spaces X o, X c
and X s are regular subspaces with the negative index κ. It follows from the
identities (2.1)–(2.3) that
(X o)⊥, (X s)⊥ are A-invariant,
(X c)⊥, (X s)⊥ are A∗-invariant,
ranC∗ ⊂ X o ⊂ X s,
ranB ⊂ X c ⊂ X s,
, (2.38)
and the representations (2.24)–(2.26) follow. That is, Σo,Σc and Σs are re-
strictions of the passive system Σ, ans therefore they are passive.
Let TΣk be the system operator of Σk where k = o, c, s, and let xˆ ∈
X k ⊕ U and x˘ ∈ X k ⊕ Y. Calculation show that
TΣk xˆ = T xˆ, k = c, s,
T ∗Σk x˘ = T
∗x˘, k = o, s.
It follows from the equations above that if Σ is co-isometric (isometric), then
so are Σo and Σs (Σc and Σs).
Suppose x ∈ X o such that CoAnox = 0 for every n = 0, 1, 2, . . .. Then
CAnx =
(
0 Co
)(A1 A2
0 Ao
)n(
0
x
)
= C0A
n
0x = 0,
and the identity (2.2) implies that x ∈ X o ∩ (X o)⊥ = {0}. Thus x = 0, and
it can be deduced that Σo is observable. Similar arguments show that Σc is
controllable and Σs is simple, the details will be omitted.
Let u ∈ U , and n ∈ N0. Then, by (2.25) and (2.26),
AnBu =
(
A3 0
A4 Ac
)n(
0
Bc
)
=
(
0
AncBcu
)
= AncBcu
AnBu =
(
A5 0
0 As
)n(
0
Bs
)
=
(
0
AnsBsu
)
= AnsBsu,
and (2.34) holds. By Neumann series,
(I − zA)−1B =
∞∑
n=0
znAnB
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holds for all z in a sufficiently small symmetric neighbourhood of the origin,
and (2.35) follows now from (2.34). The equalities (2.36) and (2.37) can be
deduced similarly.
Since the orthocomplements (X o)⊥ and (X c)⊥ are Hilbert subspaces, it
follows from [28, Lemma 3.1] that PX oX c and PX cX o are regular subspaces,
and
X o ∩ (PX oX
c)⊥ = X o ∩ (X c)⊥, X c ∩ (PX cX
o)⊥ = X c ∩ (X o)⊥.
Since (X o)⊥ ⊂ (PX oX c)⊥, (X c)⊥ ⊂ (PX cX o)⊥ and all the spaces are regular,
simple calculations show that
(PX oX
c)⊥ = (X o)⊥ ⊕ (X o ∩ (PX oX
c)⊥),
(PX cX
o)⊥ = (X c)⊥ ⊕ (X c ∩ (PX cX
o)⊥).
Therefore,
X = PX oX
c ⊕ (PX oX
c)⊥ = (X o)⊥ ⊕ PX oX c ⊕ (X
o ∩ (PX oX
c)⊥)
= (X o)⊥ ⊕ PX oX c ⊕ (X
o ∩ (X c)⊥),
and similarly, X = (X c ∩ (X o)⊥) ⊕ PX cX o ⊕ (X c)⊥. Since (X o ∩ (X c)⊥
and X c ∩ (X o)⊥ are also Hilbert spaces, the spaces PX oX c and PX cX o are
Pontryagin spaces with the negative index κ. By considering the properties
in (2.38), the representations (2.27) and (2.28) follow now easily. That is, Σ′
and Σ′′ are restrictions of Σ, and therefore passive.
Denote X ′ := PX oX c. Represent the system operator T of Σ as in (2.27).
Then
PX ′A
nB = PX ′
A′11 A′12 A′130 A′ A′23
0 0 A′33
nB′1B′
0
 =
 0A′nB′
0
 = A′nB′,
and similarly A′∗nC
′
∗ = PX ′A
∗nC∗. Therefore,
X ′
c
= span {ranA′nB′ : n = 0, 1, . . .} = span {ranPX ′A
nB : n = 0, 1, . . .}
= PX ′span {ranAnB : n = 0, 1, . . .} = PX ′X c = PX ′PX oX c = PX ′X ′
= X ′,
and similarly X ′o = PX ′X o = X ′, which implies that Σ′ is minimal. A similar
argument shows that Σ′′ is minimal, and the proof is complete. 
Note that in particular, Lemma 2.9 implies the existence of a minimal
passive realization of θ ∈ Sκ(U ,Y).
Definition 2.10. The restrictions Σo,Σc,Σs,Σ
′, and Σ′′ in Lemma 2.9 are
called, respectively, the observable, the controllable, the simple (or proper),
the first minimal and the second minimal restrictions of Σ.
The first minimal and the second minimal restrictions will be considered
later in Sections 3 and 4.
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Two realizations
Σ1 = (A1, B1, C1, D1;X1,U ,Y;κ1), Σ2 = (A2, B2, C2, D2;X2,U ,Y;κ2)
of the same function θ ∈ Sκ(U ,Y) are called unitarily similar if D1 = D2 and
there exists a unitary operator U : X1 → X2 such that
A1 = U
−1A2U, B1 = U
−1B2, C1 = C2U. (2.39)
In that case, it easily follows that κ1 = κ2. Unitary similarity preserves dy-
namical properties of the system and also the spectral properties of the main
operator. If two realizations of θ ∈ Sκ(U ,Y) both have the same property
(i), (ii) or (iii) of Theorem 2.7, then they are unitarily similar [1, Theorem
2.1.3].
The realizations Σ1 and Σ2 above are said to be weakly similar if D1 =
D2 and there exists an injective closed densely defined possible unbounded
linear operator Z : X1 → X2 with the dense range such that
ZA1x = A2Zx, C1x = C2Zx, x ∈ D(Z), and ZB1 = B2, (2.40)
where D(Z) is the domain of Z. In Hilbert state space case, a result of Helton
[25] and Arov [5] states that two minimal passive realizations of θ ∈ S(U ,Y)
are weakly similar. However, weak similarity preserves neither dynamical
properties of the system nor the spectral properties of its main operator.
Helton’s and Arov’s statement holds also in case where all the spaces
are indefinite. This result is stated for reference purposes. Similar argument
as Hilbert space case can be applied, definiteness of the inner product play no
role. For a proof of special cases, see [14, Theorem 7.1.3], [29, p. 702] and [27,
Theorem 2.5]. Note that the realizations are not assumed to be κ-admissible
or passive.
Proposition 2.11. Two minimal realizations of θ ∈ Sκ(U ,Y) are weakly sim-
ilar.
3. Optimal minimal systems
For κ-admissible realizations of θ ∈ Sκ(U ,Y), where U and Y are Pontryagin
spaces with the same negative index, one can form the similar theory of
optimal minimal passive systems as represented in the standard Hilbert space
case in [7] and the Pontryagin state space case in [28]. Techniques, definitions
and notations to be used here are similar to what appears in those papers.
Denote EX (x) = 〈x, x〉X for a vector x in an inner product space X .
The same notation has been used in the proof of Proposition 2.3. Following
[7, 12, 28], a passive realization Σ = (A,B,C,D;X ,U ,Y;κ) of θ ∈ Sκ(U ,Y)
is called optimal if for any passive realization Σ′ = (A′, B′, C′, D′;X ′,U ,Y;κ)
of θ, the inequality
EX
(
n∑
k=0
AkBuk
)
≤ EX ′
(
n∑
k=0
A′kB′uk
)
, n ∈ N0, uk ∈ U , (3.1)
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holds. On the other hand, the system Σ is called *-optimal if it is observable
and
EX
(
n∑
k=0
AkBuk
)
≥ EX ′
(
n∑
k=0
A′kB′uk
)
, n ∈ N0, uk ∈ U , (3.2)
holds for every observable passive realization Σ′ of θ. The requirement for
observability must be included for avoiding trivialities, since otherwise every
isometric realization of θ would be ∗-optimal; see Lemma 3.3 below and [7,
Proposition 3.5 and example on page 144].
In the definition of optimality, the requirement that the considered re-
alizations are κ-admissible is essential, as the example below shows.
Example 3.1. Let
Σ = (A,B,C,D;X ,U ,Y;κ), Σ′ = (A′, B′, C′, D′;X ′,U ,Y;κ′),
where κ < κ′, be passive realization of θ ∈ Sκ(U ,Y). Suppose that (3.1)
holds. By Lemma 2.9, if (3.1) holds for Σ, it holds also for the controllable
restriction Σc = (Ac, Bc, Cc, D
′;X c,U ,Y;κ) of Σ. For any vector x of the
form
x =
M∑
n=0
AncBcun, {un} ⊂ U , M ∈ N0,
define
Rx =
M∑
n=0
A′nB′un.
It is easy to deduce that R is a linear relation. Moreover, since Σc is control-
lable by Lemma 2.9, R is densely defined. Since (3.1) holds, R is contractive.
It follows now from [1, Theorem 1.4.2] that R can be extended to be every-
where defined contractive linear operator. Since ind−X c = κ < κ′ = ind−X ′,
it follows from [24, Theorem 2.4] that linear operator from X c to X ′ cannot
be contractive, and hence (3.1) cannot hold.
It will be shown in Theorem 3.5 below that an optimal (∗-optimal) min-
imal realization exists, and it can be constructed by taking the first (second)
minimal restriction, introduced in Definition 2.10, of simple conservative re-
alizations. More lemmas will be needed before that.
Lemma 3.2. Let Σ = (A,B,C,D;X ,U ,Y;κ) is a passive realization of θ ∈
Sκ(U ,Y), and let Σs = (As, Bs, Cs, D;X s,U ,Y;κ) be the restriction of Σ to
the simple subspace. Then, the first (second) minimal restrictions of Σ and
Σs coinside.
Proof. Only the proof of the statement conserning about the second minimal
restrictions is provided, since the other case is similar. To make notation less
cumbersome, write X s = Xp, where p refers to proper part. By Lemma 2.9,
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the equalities (2.34) and (2.36) hold, and it easily follows that
X o = X op , X
c = X cp
(X o)⊥ = (X s)⊥ ⊕ (X op )
⊥, (X c)⊥ = (X s)⊥ ⊕ (X cp )
⊥,
where orthogonal complements (X op )
⊥ and (X cp )
⊥ are taken with respect to
the space Xp. Therefore,
PX cX
o = PX cpX
o
p ⊂ X
s = Xp,
and consequently,
PPXcpX
o
p
Ap↾PXcpX
o
p
= PPXcX oA↾X s↾PXcX o = PPXcX oA↾PXcX o,
PPXcpX
o
p
Bp = PPXcX oB,
Cp↾PXcpX
o
p
= C↾PXcX o ,
which shows that the second minimal restrictions of Σ and Σs co-inside. 
To prove the (∗-)optimality of a system, the following lemma is helpful.
Lemma 3.3. Let
Σ = (A,B,C,D;X ,U ,Y,κ), Σ̂ = (Â, B̂, Ĉ,D; X̂ ,U ,Y, κ),
Σ′ = (A′, B′, C′, D;X ′,U ,Y;κ),
be realizations of θ ∈ Sκ(U ,Y) such that Σ is passive, Σ̂ is a passive dilation
of Σ and Σ′ is the first minimal restriction of Σ̂. Then
EX ′
(
n∑
k=0
A′kB′uk
)
≤ EX
(
n∑
k=0
AkBuk
)
, n ∈ N0, uk ∈ U . (3.3)
Moreover, for any isometric realization Σ1 = (A1, B1, C1, D;X1,U ,Y, κ) of
θ, it holds
EX
(
n∑
k=0
AkBuk
)
≤ EX1
(
n∑
k=0
Ak1B1uk
)
, n ∈ N0, uk ∈ U . (3.4)
Note that Proposition 2.3 quarantees the existence of a passive dilation
Σ̂ of Σ with the properties discribed above.
Proof. Since Σ̂ is a dilation of Σ, the system operator TΣ̂ has a representation
TΣ̂=
(
Â B̂
Ĉ D
)
=

A11 A12 A130 A A23
0 0 A33
 B1B
0
(
0 C1 C
)
D
 :

DX
D∗

U
→

DX
D∗

Y
 ,
(3.5)
Minimal realizations 17
where D and D∗ are Hilbert spaces. On the other hand, by Lemma 2.9, Σ̂
can also be represented as
TΣ̂ =

A′11 A′12 A′130 A′ A′23
0 0 A′33
 B′1B′
0
(
0 C′ C′1
)
D
 :

X1X ′
X3

U
→

X1X ′
X3

Y
 ,
where X1 = (X̂
o)⊥,X ′ = P
X̂ o
X̂ c and X3 = X̂
o ∩ (X̂ c)⊥. The spaces X1 and
X3 are Hilbert spaces, and X ′ is a Pontryagin space with the negative index
κ. Let n ∈ N0 and {uk}nk=0 ⊂ U . Since X3 ⊂ (X̂
c)⊥, it holds
EX ′
(
n∑
k=0
A′kB′uk
)
= E
X̂
(
PX ′
n∑
k=0
ÂkB̂uk
)
= E
X̂
(
n∑
k=0
ÂkB̂uk
)
− E
X̂
(
PX1
n∑
k=0
ÂkB̂uk
)
− E
X̂
(
PX3
n∑
k=0
ÂkB̂uk
)
= E
X̂
(
n∑
k=0
ÂkB̂uk
)
− E
X̂
(
PX1
n∑
k=0
ÂkB̂uk
)
. (3.6)
With D and D∗ as in (3.5), the identities in (2.9) hold. Therefore, it follows
from the identities (2.1) and (2.2) that D∗ ⊂ (X̂ c)⊥ and D ⊂ (X̂ o)⊥ = X1.
A similar calculation as above yields then
EX
(
n∑
k=0
AkBuk
)
= E
X̂
(
n∑
k=0
ÂkB̂uk
)
− E
X̂
(
PD
n∑
k=0
ÂkB̂uk
)
. (3.7)
Since X1 is a Hilbert space, the inclusion D ⊂ X1 implies
E
X̂
(
PD
n∑
k=0
ÂkB̂uk
)
≤ E
X̂
(
PX1
n∑
k=0
ÂkB̂uk
)
.
It follows now from the equations (3.6) and (3.7) that
EX ′
(
n∑
k=0
A′kB′uk
)
≤ EX
(
n∑
k=0
AkBuk
)
,
and the inequality (3.3) is proved.
Assume that Σ̂ is isometric. Since D is a Hilbert space, it follows from
(3.7) that
EX
(
n∑
k=0
AkBuk
)
≤ E
X̂
(
n∑
k=0
ÂkB̂uk
)
. (3.8)
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By Lemma 2.9, the system operator of Σ̂ can be represented as
TΣ̂ =
(A3 0A4 Ac
) (
0
Bc
)
(
C1 Cc
)
D
 :

(
(X̂ c)⊥
X̂ c
)
U
→

(
(X̂ c)⊥
X̂ c
)
Y
 ,
where the restriction Σc = (Ac, Bc, Cc, D; X̂ c,U ,Y, κ) is controllable isomet-
ric, and for every n = 0, 1, 2, . . . , it holds ÂnB̂ = AncBc. Therefore
E
X̂
(
n∑
k=0
ÂkB̂uk
)
= E
X̂ c
(
n∑
k=0
Ac
kBcuk
)
. (3.9)
Similar argument show that if Σc1 = (A
c
1, B
c
1, C
c
1 , D;X
c
1 ,U ,Y, κ) is the restric-
tion of the isometric system Σ1 = (A1, B1, C1, D;X1,U ,Y, κ) to the control-
lable subspace X c1 , then Σ
c
1 is controllable isometric and it holds
EX1
(
n∑
k=0
A1
kB1uk
)
= EX c
1
(
n∑
k=0
Ac1
kBc1uk
)
. (3.10)
But Σ0 and Σ
c
1 are unitarily similar, and therefore
E
X̂ c
(
n∑
k=0
A0
kB0uk
)
= EX c1
(
n∑
k=0
Ac1
k
Bc1uk
)
. (3.11)
By combining (3.8)–(3.11), the inequality (3.4) follows. 
Remark 3.4. It follows from the inequality (3.4) of Lemma 3.3 that if there
exists an observable isometric realization of θ ∈ Sκ(U ,Y), then it is ∗-optimal.
In the standard Hilbert space case, results of Arov [6] show that there
exist optimal minimal realizations of a Schur function. The construction was
based on the existence of the defect functions, see Section 4. Arov et. all
provided new geometric proofs of these results in [7]. Saprikin used those
new proofs and generalized Arov’s results to Pontryagin state space case in
[28]. It will be proved next that Arov’s results holds in the case when all
spaces are Pontryagin spaces. The geometric proofs in [7] can still be applied
in the precent setting with few appropriate changes.
Theorem 3.5. Let θ ∈ Sκ(U ,Y), where U and Y are Pontryagin spaces with
the same negative index. Then:
(i) The first minimal restriction of a simple conservative realization of θ is
optimal minimal;
(ii) The minimal passive system Σ∗ is optimal if and only if the dual system
Σ is *-optimal minimal;
(iii) The second minimal restriction of a simple conservative realization of θ
is *-optimal minimal;
(iv) Optimal (*-optimal) minimal systems are unique up to unitary similar-
ity, and every optimal (*-optimal) minimal realization of θ is the first
minimal restriction (second minimal restriction) of some simple conser-
vative realization of θ.
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Proof. (i) Let Σ′ = (A′, B′, C′, D;X ′,U ,Y;κ) be the first minimal restriction
of a simple conservative realization Σ̂′ = (Â′, B̂′, Ĉ′, D; X̂ ′,U ,Y;κ) of θ ∈
Sκ(U ,Y). Let Σ = (A,B,C,D;X ,U ,Y;κ) be the first minimal restriction of
some conservative realization of θ such that its state space has negative index
κ. To prove that Σ′ is optimal, Lemma 3.3 shows that it is enough to prove
EX ′
(
n∑
k=0
A′kB′uk
)
≤ EX
(
n∑
k=0
AkBuk
)
, n ∈ N0, uk ∈ U . (3.12)
By Lemma 3.2, it can be assumed that Σ is the first minimal restriction of
some simple conservative realization Σ̂ = (Â, B̂, Ĉ,D; X̂ ,U ,Y;κ) of θ. Since
Σ̂ and Σ̂′ are both simple conservative, they are unitarily similar, so there
exists a unitary operator U : X̂ → X̂ ′ such that
Â = U−1Â′U, B̂ = U−1B̂′, Ĉ = Ĉ′U.
Easy calculations shows that X̂
′o = U X̂ o, X̂
′c = U X̂ c, (X̂
′o)⊥ = U(X̂ o)⊥,
(X̂
′c)⊥ = U(X̂ c)⊥ and P
X̂
′oX̂
′c = UP
X̂ o
X̂ c. In particular,
PX = PP
X̂o
X̂ c
= U−1P
P
X̂
′o X̂
′cU = U
−1PX ′U,
which implies
A = PX Â↾X = U
−1PX ′Â
′U↾X = (U↾X )
−1PX ′Â
′↾X ′U↾X = (U↾X )
−1A′U↾X
B = (U↾X )
−1B′, C = C′U↾X .
It follows that Σ and Σ′ are unitarily similar and the corresponding unitary
operator is U0 = U↾X . Then
EX
(
n∑
k=0
AkBuk
)
= EX
(
U−10
n∑
k=0
A′kB′uk
)
= EX ′
(
n∑
k=0
A′kB′uk
)
,
Then (3.12) holds, and Σ′ is an optimal minimal system.
(ii) Let Σ∗ = (A∗, C∗, B∗, D∗;X ,Y,U ;κ) be an optimal minimal passive
realization of θ# ∈ Sκ(Y,U). Then Σ = (A,B,C,D;X ,U ,Y;κ) is a minimal
passive realization of θ ∈ Sκ(U ,Y). Consider an arbitrary observable passive
realization Σ′ = (A′, B′, C′, D;X ′,U ,Y;κ) of θ ∈ Sκ(U ,Y). Then Σ
′
∗ =
(A
′
∗, C
′
∗, B
′
∗, D∗;X ′,Y,U ;κ) is a controllable passive realization of θ#. For
a vector of the form
x′ =
n∑
k=0
A
′
∗
k
C
′
∗yk, n ∈ N0, yk ∈ Y,
define
Sx′ =
n∑
k=0
(A∗)
k
C∗yk.
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Since Σ
′
∗ is controllable and Σ∗ is optimal, the domain of S is dense, and it
holds
EX (Sx) = EX
(
n∑
k=0
(A∗)
k
C∗yk
)
≤ EX ′
(
n∑
k=0
A
′
∗
k
C
′
∗yk
)
= EX ′(x).
That is, S is a contractive linear relation with the dense domain. Then [1,
Theorem 1.4.4] shows that the closure of S, which is still denoted as S, is
contractive everywhere defined linear operator from X ′ → X . Since X ′ and
X are Pontryagin spaces with the same negative index, S∗ : X → X ′, is
contractive as well. The transfer functions of the Σ and Σ′ coincide, and
therefore CAmB = C′A′
k
B′ for every m ∈ N0. By definition, S(A
′
∗)mC
′
∗ =
(A∗)mC∗, or what is the same thing, C′A′
m
S∗ = CAm, for every m ∈ N0.
Then also
C′A′
m+k
B′ = CAmAkB = C′A′
m
S∗AkB for m, k ≥ 0.
This implies A′
k
B′ = S∗AkB since the system Σ′ is observable. It follows
now that
S∗
(
n∑
k=0
AkBuk
)
=
n∑
k=0
A′
k
B′uk.
Therefore,
EX ′
(
n∑
k=0
A′
k
B′uk
)
= EX ′
(
S∗
(
n∑
k=0
AkBuk
))
≤ EX
(
n∑
k=0
AkBuk
)
,
since S∗ is contractive. This proves that Σ is ∗-optimal.
Suppose then that Σ = (A,B,C,D;X ,U ,Y;κ) is minimal passive ∗-
optimal realization of θ ∈ Sκ(U ,Y). Then Σ∗ is a minimal passive realiza-
tion of θ# ∈ Sκ(Y,U). To prove the optimality of Σ∗, it suffices to con-
sider all the minimal passive realizations of θ#; see Lemma 3.3. Let Σ
′
∗ =
(A
′
∗, C
′
∗, B
′
∗, D∗;X ′,Y,U ;κ) be a minimal passive realization of θ#. Then
Σ′ is a minimal passive realization of θ. Since Σ is ∗-optimal, the inequality
EX
(
n∑
k=0
AkBuk
)
≥ EX ′
(
n∑
k=0
A′kB′uk
)
, n ∈ N0, uk ∈ U ,
holds. Define Kx =
∑n
k=0 A
′kB′uk for x =
∑n
k=0 A
kBuk. Using similar tech-
niques as above,K can be extended to be a contractive operator from X → X ′
such that
K∗(A
′
∗)kC
′
∗ = (A∗)kC∗.
Since K∗ is contractive,
EX
(
n∑
k=0
A∗
k
C∗yk
)
= EX
(
K∗
n∑
k=0
A
′
∗
k
C
′
∗yk
)
≤ EX ′
(
n∑
k=0
A
′
∗
k
C
′
∗yk
)
,
for {yk} ⊂ Y. This shows that Σ∗ is optimal.
(iii) Let Σ be a simple conservative realization of θ ∈ Sκ(U ,Y). Then
Σ∗ is a simple conservative realization of θ#, and the first minimal restriction
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Σ∗′ of Σ∗ is optimal minimal by the part (i). By using the representations
(2.27) and (2.28) from Lemma 2.9, it is easy to deduce that the dual system
of Σ∗′ is the second minimal restriction Σ′′ of Σ, and it follows from the part
(ii) that Σ′′ is ∗-optimal.
(iv) Only the proofs of the claims considering optimal minimal realiza-
tions will be given, since the claims considering ∗-optimal minimal realizations
can be proved analogously. Let
Σj = (Aj , Bj , Cj , D;Xj ,U ,Y;κ), j = 1, 2,
be optimal minimal realizations of θ ∈ Sκ(U ,Y). In a sufficiently small neigh-
bourhood of the origin, the transfer functions θΣ1 and θΣ2 of the systems Σ1
and Σ2 have the Neumann series and they coincide, so C1A
k
1B1 = C2A
k
2B2
for k = 0, 1, 2, . . . Since Σ1 is controllable, vectors of the form
x =
N∑
k=0
Ak1B1uk, uk ∈ U ,
are dense in X1. Define
Ux =
N∑
k=0
Ak2B2uk. (3.13)
Because Σ2 is controllable as well, vectors of the form Ux are dense in X2.
Since Σ1 and Σ2 both are optimal realizations, EX1(x) = EX1(Ux), and
therefore U is an isometric linear relation with the dense domain and the
dense range. It follows now from [1, 1.4.2] that the closure of U is a unitary
operator, which is still denoted as U. Then, trivially B1 = U
−1B2. For vector
x in (3.13), it holds
UA1x = U
N∑
k=0
Ak+11 B1uk =
N∑
k=0
Ak+12 B2uk = A2Ux.
It follows that UA1x = A2Ux holds in a dense set, and therefore by conti-
nuity, everywhere. Thus A1 = U
−1A2U. Moreover, for k = 0, 1, 2, . . . , one
concludes
C1A
k
1B1 = C2A
k
2B2 = C2UA
k
1B1.
Since spank∈N0A
k
1B1 is dense in X1, it must be C1 = C2U. It has been shown
that the unitary operator U has all the properties of (2.39), and therefore Σ1
and Σ2 are unitarily similar.
Suppose then that Σ = (A,B,C,D;X ,U ,Y;κ) is an optimal minimal
realization of θ. Let Σ̂0 = (Â0, B̂0, Ĉ0, D; X̂0,U ,Y;κ) be some simple conser-
vative realization of θ. Lemma 2.9 shows that the system operator of Σ̂ can
be represented as
TΣ̂0 =

A′11 A′12 A′130 A′ A′23
0 0 A′33
 B′1B′
0
(
0 C′ C′1
)
D
 :

X1X ′
X2

U
→

X1X ′
X2

Y
 ,
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where X1 = (X̂
o)⊥,X ′ = P
X̂ o
X̂ c and X2 = X̂
o ∩ (X̂ c)⊥. Then the system
Σ′ = (A′, B′, C′, D;X ′,U ,Y;κ) is the first minimal restriction of Σ̂, and it
follows from part (i) that Σ′ is optimal minimal, and moreover, as proved
above, unitarily similar with Σ. Therefore, there exists a unitary operator
U : X → X ′ such that A = U−1A′U,B = U−1B′ and C = C′U. Define
TΣ̂ =
(
Â B̂
Ĉ D
)
=

A′11 A′12U A′130 A U−1A′23
0 0 A′33
 B′1B
0
(
0 C C′1
)
D
 :

X1X
X2

U
→

X1X
X2

Y
 ,
and let Σ̂ be the system corresponding the system operator TΣ̂. Easy calcu-
lations show that Σ̂ and Σ̂0 are unitarily similar and
Û =
I 0 00 U 0
0 0 I
 :
X1X
X2
→
X1X ′
X2

is the corresponding unitary operator. Therefore Σ̂ is a simple conservative
system. Now Û maps PX oX c to PX ′oX ′
c
, and ÛX ′ = UX ′ = X . It follows
that Σ is the first minimal restriction of Σ̂. 
4. Generalized defect functions
If U and Y are Hilbert spaces, it is well known that S ∈ S(U ,Y) is holomor-
phic in the unit disk and it has non-tangential contractive strong limit values
almost everywhere (a.e.) on the unit circle T. Therefore, S can be extended
to L∞(U ,Y) function, that is, the class of weakly measurable a.e. defined
and essentially bounded L(U ,Y)-valued functions on T. Then it follows from
[30, Theorem V.4.2] that there exist a Hilbert space K and an outer function
ϕS ∈ S(U ,K) such that
ϕ∗S(ζ)ϕS(ζ) ≤ I − S
∗(ζ)S(ζ) (4.1)
a.e. on T, and if a function ϕ̂ ∈ S(U , K̂), where K̂ is a Hilbert space, has this
same property, then
ϕ̂∗(ζ)ϕ̂(ζ) ≤ ϕ∗S(ζ)ϕS(ζ) (4.2)
a.e. on T. The function ϕS is called the right defect function of S. For the
notions of the outer functions, ∗-outer functions, inner functions and ∗-inner
functions, see [30, Chapter V]. From [30, Theorem V.4.2] it is also easy to
deduce that there exists a Hilbert space H and a ∗-outer function ψS ∈
S(H,Y) such that
ψS(ζ)ψ
∗
S(ζ) ≤ I − S(ζ)S
∗(ζ) (4.3)
Minimal realizations 23
a.e. ζ ∈ T and if a Schur function ψ̂ ∈ S(Ĥ,Y) has this same property, then
ψS(ζ)ψ
∗
S(ζ) ≤ ψ̂(ζ)ψ̂
∗(ζ). (4.4)
The function ψS is called the left defect function of S. Both ϕS and ψS are
unique up to a unitary constant.
The theory of the defect functions is considered, for instance, in [16,
17, 18]. Various connections of defect functions and passive realizations can
be found in [4, 9, 10]. The definition of the defect functions was generalized
for functions S ∈ Sκ(U ,Y) in [27] by using the Kre˘ın-Langer factorizations
and the fact that all functions in Sκ(U ,Y) have also contractive strong limit
values a.e. on T. If U and Y are Pontryagin spaces such that their negative
index is not zero, the defect functions cannot be defined similarly as in the
Hilbert space settings, since S ∈ Sκ(U ,Y) may not be extendable to the unit
circle. In the Hilbert state space case, Arov and Saprikin showed in [12] that
for a function S = SrB
−1
r ∈ Sκ(U ,Y), where SrB
−1
r is the right Kre˘ın-Langer
factorization of S, the existence of the optimal minimal realization of S is
connected with the existence of the right defect function of Sr. In general,
similar connections exist with certain functions constructed by embedded
systems, and those function are called defect functions; this is the approach
taken here.
Suppose that Σ = (A,B,C,D;X ,U ,Y;κ) is a passive realization of
θ ∈ Sκ(U ,Y). Denote the system operator of Σ by T. Theorem 2.1 shows that
there exists a Julia operator of T. By using the same notation as in (2.13),
one can form the Julia embedding Σ˜ of the system Σ. Then the corresponding
system operator T˜ is a Julia operator of T, and it is of the form
TΣ˜ =
 A
(
B DT∗,1
)(
C
D∗T,1
) (
D DT∗,2
D∗T,2 −L
∗
) :
 X( U
DT∗
)→
 X( Y
DT
) , (4.5)
where
DT∗=
(
DT∗,1
DT∗,2
)
, DT =
(
DT,1
DT,2
)
, DT∗D
∗
T∗=IX −TT
∗, DTD
∗
T =IX −T
∗T,
such that DT and DT∗ have zero kernels. The transfer function of the Julia
embedding is
θΣ˜(z) =
(
D + zC(I − zA)−1B DT∗,2 + zC(I − zA)
−1DT∗,1
D∗T,2 + zD
∗
T,1
(I − zA)−1B −L∗ + zD∗T,1(I − zA)
−1DT∗,1
)
=
(
θ(z) ψ(z)
ϕ(z) χ(z)
)
.
(4.6)
Lemma 2.4 shows that the identities
I − θ(z)θ∗(w) = (1− zw¯)G(z)G∗(w) + ψ(z)ψ∗(w), (4.7)
I − θ∗(w)θ(z) = (1− zw¯)F ∗(w)F (z) + ϕ∗(w)ϕ(z) (4.8)
where
G(z) = C(IX − zA)
−1, F (z) = (IX − zA)
−1B,
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holds for every z and w in a sufficiently small symmetric neighbourhood
of the origin. If the negative index of U and Y is denoted as κ1, a similar
argument as in the proof of Proposition 2.5 shows that the kernels Kϕ(w, z)
and Kψ(w, z) defined as in (1.3) have at most κ+ κ1 negative squares.
Definition 4.1. Let U and Y be Pontryagin spaces with the same negative
index. Let Σ = (A,B,C,D;X ,U ,Y;κ) be an optimal minimal passive real-
ization of θ ∈ Sκ(U ,Y), and let Σ˜ be the Julia embedding of it, represented
as in (4.5). Then the function ϕ in (4.6) is defined to be the right defect
function ϕθ of θ.
Moreover, let Σ = (A,B,C,D;X ,U ,Y;κ) be a ∗-optimal minimal pas-
sive realization of θ ∈ Sκ(U ,Y), and let Σ˜ be the Julia embedding of it,
represented as in (4.5). Then the function ψ in (4.6) is defined to be the left
defect function ψθ of θ.
Remark 4.2. Since optimal (∗-optimal) minimal realizations are unitarily sim-
ilar by Theorem 3.5, and Julia operators for contractive operator are essen-
tially unique by Theorem 2.1, it can be deduced that the defect functions
are essentially uniquely defined by θ ∈ Sκ(U ,Y). The definition above is also
slightly different from the one given in [27] for functions in the class Sκ(U ,Y),
where U and Y are Hilbert spaces.
The right defect function of θ ∈ Sκ(U ,Y) and the left defect function of
θ# are closely related to each other.
Lemma 4.3. For θ ∈ Sκ(U ,Y), it holds ϕ
#
θ = ψθ# and ψ
#
θ = ϕθ#
Proof. Let Σ = (A,B,C,D;X ,U ,Y;κ) be an optimal (∗-optimal) minimal
realization of θ. Denote the system operator of Σ as T, and the Julia operator
TΣ˜ of T as in (4.5). By Theorem 3.5, the system Σ
∗ is ∗-optimal (optimal)
minimal, and a calculation shows that T ∗
Σ˜
is the Julia operator of T ∗. Now
the results follow means of (4.6). 
In the Hilbert space settings, S ∈ S(U ,Y) has factorizations of the form
S = SiSo = S∗oS∗i,
where Si ∈ S(Y,Y) is inner, So ∈ S(U ,Y) is outer, S∗o ∈ S(U ,Y) is ∗-outer
and S∗i ∈ S(Y,Y) is ∗-inner [30, p. 204]. The next proposition shows that
for an ordinary Schur function θ ∈ S(U ,Y), the outer factor of ϕθ and the ∗-
outer factor of ψθ defined above coincide essentially with the usual definition
of defect functions.
Proposition 4.4. Let θ ∈ Sκ(U ,Y), where U and Y are Hilbert spaces. Then
ϕ∗θ(ζ)ϕθ(ζ) ≤ I − θ
∗(ζ)θ(ζ) (4.9)
a.e. on T, and if a generalized Schur function ϕ̂ ∈ Sκ′(U , K̂), where K̂ is a
Hilbert space and κ′ does not depend on κ, has this same property, then
ϕ̂∗(ζ)ϕ̂(ζ) ≤ ϕ∗θ(ζ)ϕθ(ζ), (4.10)
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a.e. on T. If κ = 0, denote the inner and outer factors of ϕθ as ϕθi and
ϕθo , respectively. Then, ϕθi is an isometric constant, and if ϕ
′ is an outer
function with properties (4.1) and (4.2), then it holds Uϕθo = ϕ
′, where U is
a unitary operator.
Moreover,
ψθ(ζ)ψ
∗
θ (ζ) ≤ I − θ(ζ)θ
∗(ζ)
a.e. ζ ∈ T and if a generalized Schur function ψ̂ ∈ Sκ′(Ĥ,Y), where K̂ is a
Hilbert space and κ′ does not depend on κ, has this same property, then
ψθ(ζ)ψ
∗
θ (ζ) ≤ ψ̂(ζ)ψ̂
∗(ζ)
a.e. ζ ∈ T.If κ = 0, denote the ∗-inner and ∗-outer factors of ψθ as ψθ∗i
and ψθ∗o , respectively. Then, ψθ∗i is a co-isometric constant, and if ψ
′ is a
∗-outer function with properties (4.3) and (4.4), then it holds ψθ∗oU
′ = ψ′,
where U ′ is a unitary operator.
Proof. Let
Σ = (A,B,C,D;X ,U ,Y;κ) (4.11)
be an optimal minimal realization of θ. Denote the system operator of Σ as
T, the Julia operator TΣ˜ of T as in (4.5) and the function ϕ = ϕθ as in (4.6).
Since TΣ˜ is unitary, the operator
TΣ′ =
 A B( C
D∗T,1
) (
D
D∗T,2
) : (X
U
)
→
 X( Y
DT
) . (4.12)
must be isometric, and therefore the system
Σ′ =
(
A,B,
(
C
D∗T,1
)
,
(
D
D∗T,2
)
;X ,U ,
(
Y
DT
)
;κ
)
is an isometric realization of the function
(
θ
ϕθ
)
. Since Σ′ is an embedding
of the minimal system Σ, the system Σ′ is also minimal. It follows from
Theorem 2.7 that
(
θ
ϕθ
)
∈ Sκ (U ,Y ⊕DT ) . Since contractive boundary values
of generalized Schur functions exist for a.e. ζ ∈ T, it holds(
θ∗(ζ) ϕ∗θ(ζ)
)( θ(ζ)
ϕθ(ζ)
)
≤ I ⇐⇒ ϕ∗θ(ζ)ϕθ(ζ) ≤ I − θ
∗(ζ)θ(ζ)
for a.e. ζ ∈ T.
Suppose that a function ϕ̂ ∈ Sκ′(U , K̂), where K̂ is a Hilbert space, has
the property
ϕ̂∗(ζ)ϕ̂(ζ) ≤ I − θ∗(ζ)θ(ζ)
for a.e. ζ ∈ T. Since the function ϕ̂ has the left Kre˘ın–Langer factorization
of the form ϕ̂ = B−1ϕ̂ ϕ̂l, where ϕ̂l is an ordinary Schur function, it holds
ϕ̂∗(ζ)ϕ̂(ζ) = ϕ̂∗l (ζ)ϕ̂l(ζ)
for a.e. ζ ∈ T. Then the function
θ˘ =
(
θ
ϕ̂l
)
, (4.13)
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belongs to the Schur class Sκ
(
U ,Y ⊕ K̂
)
, and it has a controllable isometric
realization Σ˘ with the system operator
TΣ˘ =
 A1 B1(C1
C2
) (
D1
D2
) : (X1
U
)
→
 X1(Y
K̂
) .
That is,
θ˘(z) =
(
θ(z)
ϕ̂l(z)
)
=
(
D1
D2
)
+ z
(
C1
C2
)
(I − zA1)
−1B1
=
(
D1 + zC1(I − zA1)−1B1
D2 + zC2(I − zA1)−1B1
)
.
It follows that
Σ1 = (A1, B1, C1, D1;X1,U ,Y;κ) (4.14)
is a realization of θ, and since Σ˘ is isometric and K̂ is a Hilbert space, the
system Σ1 is passive. Since TΣ˘ is isometric, the defect operator DTΣ˘ of TΣ˘ is
zero, and it follows from Lemma 2.4 that
I − θ˘∗(z)θ˘(z) = I − θ∗(z)θ(z)− ϕ̂∗l (z)ϕ̂l(z)
=
(
1− |z|2
)
B∗1 (I − zA
∗
1)
−1)(I − zA1)
−1B1
(4.15)
whenever the expressions are meaningful. By combining the identities (4.8)
and (4.15) for optimal minimal realization Σ, one gets(
1− |z|2
)
B∗1(I − zA
∗
1)
−1(I − zA1)
−1B1 + ϕ̂
∗
l (z)ϕ̂l(z)
=
(
1− |z|2
)
B∗(I − zA∗)−1(I − zA)−1B + ϕθ
∗(z)ϕθ(z)
(4.16)
for every z in a sufficiently small symmetric neighbourhood Ω of the origin.
Since the system Σ is optimal, if follows by using Neumann series that〈
B∗(I − zA∗)−1(I − zA)−1Bu, u
〉
= EX
(
(I − zA)−1Bu
)
= EX
(
∞∑
n=0
AnBuzn
)
≤EX1
(
∞∑
n=0
An1B1uz
n
)
=
〈
B∗1(I − zA
∗
1)
−1(I − zA1)
−1B1u, u
〉
for every z ∈ Ω and for every u ∈ U . Then it follows from (4.16) that
ϕ̂∗l (z)ϕ̂l(z) ≤ ϕθ
∗(z)ϕθ(z), z ∈ Ω.
By continuity,
ϕ̂∗l (ζ)ϕ̂l(ζ) = ϕ̂
∗(ζ)ϕ̂(ζ) ≤ ϕθ
∗(ζ)ϕθ(ζ) (4.17)
for a.e. ζ ∈ T.
Next suppose that κ = 0. By combining (4.2) and (4.17), it can be
deduced that
ϕ
′
∗(ζ)ϕ′(ζ) = ϕθ
∗(ζ)ϕθ(ζ) = ϕθo
∗(ζ)ϕθi
∗(ζ)ϕθi(ζ)ϕθo (ζ) = ϕθo
∗(ζ)ϕθo (ζ)
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for a.e. ζ ∈ T. Then it follows from [30, Proposition V.4.1] that ϕ′ = Uϕθo ,
where U is a unitary operator. If one puts an outer function ϕ̂l = ϕθo = U
−1ϕ′
in (4.13), the construction of an optimal minimal system used in the proof
of [6, Theorem 7] shows that the associated system Σ1 in (4.14) is optimal.
Since Σ in (4.11) is also optimal, for every z ∈ D, it holds
B∗(I − zA∗)−1(I − zA)−1B = B∗1 (I − zA
∗
1)
−1(I − zA1)
−1B1,
and then by (4.16)
‖ϕθi(z)ϕθo(z)u‖ = ‖ϕθo(z)u‖
for every z ∈ D and every u ∈ U . The outer function ϕθo(z) has a dense
range for every z ∈ D [30, Proposition V.2.4]. This implies that ϕθi(z) is an
isometry for every z ∈ D, and arguing as in the proof of [30, Proposition
V.2.1] one deduces that ϕθi is an isometric constant. The claims involving ϕθ
are proved.
The claims involving ψθ follow now directly by applying Lemma 4.3. 
Lemma 4.5. Let
Σ0 = (A0, B0, C0, D;X0,U ,Y;κ), Σ = (A,B,C,D;X ,U ,Y;κ)
be passive realizations of θ ∈ Sκ(U ,Y) such that Σ0 is optimal. If for every
z and w in a sufficiently small symmetric neighbourhood Ω of the origin the
equality
B∗(I − wA∗)−1(I − zA)−1B = B∗0(I − wA
∗
0)
−1(I − zA0)
−1B0 (4.18)
holds, then Σ is optimal.
Proof. It follows from Lemma 2.9 that the system operator TΣ of Σ can be
represented as in (2.25), the restriction Σc = (Ac, Bc, Cc, D;X c,U ,Y;κ) of Σ
to the controllable subspace X c is controllable passive, and (2.34) and (2.35)
hold.
Let
x =
M∑
j=1
AjcBcuj, M ∈ N, {uj}
M
j=1 ⊂ U . (4.19)
For the vectors of the form (4.19), define
Rx =
M∑
j=1
A
j
0B0uj. (4.20)
Since Σc is controllable, the domain of R is dense. Moreover, Σ0 is optimal,
and therefore EX0 (Rx) ≤ EX c (x) . That is, R is contractive, and it follows
from [1, Theorem 1.4.2] that the closure ofR is everywhere defined contractive
linear operator. It is still denoted by R. Since
(I − zAc)
−1Bc =
∞∑
n=0
znAncBc, (I − zA0)
−1B0 =
∞∑
n=0
znAn0B0,
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holds for every z in a sufficiently small symmetric neighbourhood Ω of the
origin, it follows by continuity that
R
(
(I − zAc)
−1Bcu
)
= (I − zA0)
−1B0u
for every z ∈ Ω and u ∈ U . Then
R
 M∑
j=1
(I − zjAc)
−1Bcuj
 = M∑
j=1
(IX0 − zjA0)
−1B0uj,
for all M ∈ N, {zj}Mj=1 ⊂ Ω, and {uj}
M
j=1 ⊂ U . Equalities (2.35) and (4.18)
imply now
EX c
 M∑
j=1
(I − zjAc)
−1Bcuj

=
M∑
j=1
M∑
k=1
〈
B∗c (I − zkA
∗
c)
−1(I − zjAc)
−1Bcuj , uk
〉
U
=
M∑
j=1
M∑
k=1
〈
B∗0(I − zkA
∗
0)
−1(I − zjA0)
−1B0uj, uk
〉
U
= EX0
 M∑
j=1
(I − zjA0)
−1B0uj

= EX0
R
 M∑
j=1
(I − zjAc)
−1Bcuj
 .
.
This implies that R is isometric in span{ran (I − zA1)−1B1, z ∈ Ω}, which is
a dense set, since Σ1 is controllable. Since R is bounded, it is now isometric
everywhere, and identity (4.20) implies that Σc is optimal. Then it follows
from (2.34) that Σ is optimal, and the proof is complete. 
The main results of [4, Theorem 1.1] were generalized to the Pontryagin
state space setting in [27, Theorem 4.4]. By using Definition 4.1, it can be
shown that parts of this result, as well as [10, Theorem 1], hold also in the
case when all the spaces are indefinite. Moreover, certain parts of [4, Theorem
1.1], [10, Theorem 1] and [27, Theorem 4.4] can be improved. Before stating
these results, some lemmas are needed.
Lemma 4.6. Let θ ∈ Sκ(U ,Y). Then the following statements are equivalent:
(i) all κ-admissible minimal passive realizations of θ are unitarily similar;
(ii) there exists a minimal passive realization of θ such that it is both optimal
and ∗-optimal;
(iii) all κ-admissible minimal passive realizations of θ are both optimal and
∗-optimal.
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Proof. (i) ⇒ (iii). Suppose (i). Let
Σ1 = (A1, B1, C1, D;X1,U ,Y;κ), Σ2 = (A2, B2, C2, D;X2,U ,Y;κ)
be, respectively, minimal passive and optimal (∗-optimal) minimal passive
realizations of θ. Let U be the unitary operator from X1 to X2 with the
properties described in (2.39). An easy calculation shows that
EX2
(
n∑
k=0
Ak2B2uk
)
= EX1
(
U
n∑
k=0
Ak1B1uk
)
= EX1
(
n∑
k=0
Ak1B1uk
)
for every u ∈ U and for every n = 0, 1, 2, . . . which implies that Σ1 is actually
optimal (∗-optimal), and therefore (iii) holds.
(iii) ⇒ (ii). The claim (iii) trivially implies (ii).
(ii) ⇒ (i). Suppose (ii). Let the systems
Σ1 = (A1, B1, C1, D;X1,U ,Y;κ), Σ2 = (A2, B2, C2, D;X2,U ,Y;κ)
be minimal passive realizations of θ such that Σ1 is optimal and
∗-optimal. Let
Z be the weak similarity mapping from X1 to X2 with the properties described
in (2.40). It follows from (2.40) that all elements of the form
∑n
k=0 A
k
1B1uk
belongs to the domain of Z, and Z
(∑n
k=0 A
k
1B1uk
)
=
∑n
k=0 A
k
2B2uk. Recall
also here the construction of Z in the proof of [27, Theorem 2.5]. Since Σ1 is
both optimal and ∗-optimal,
EX2
(
n∑
k=0
Ak2B2uk
)
= EX2
(
Z
n∑
k=0
Ak1B1uk
)
= EX1
(
n∑
k=0
Ak1B1uk
)
.
Then it follows from [1, Theorem 1.4.2] that the operator Z has a unitary
extension, and the properties in (2.39) follow by continuity. Therefore Σ1
and Σ2 are unitarily similar. Since unitary similarity clearly is a transitive
property, (i) holds, and the proof is complete. 
Lemma 4.7. If the system Σ = (A,B,C,D;X ,U ,Y;κ) is an optimal passive
realization of θ ∈ Sκ(U ,Y), then X c ⊂ X o.
Proof. According to Proposition 2.8, the spaces X o and (X o)⊥ are regular
subspaces and (X o)⊥ is a Hilbert space. It follows from Lemma 2.9 that
the system operator T of Σ can be represented as in (2.24), and the restric-
tion Σo = (Ao, Bo, Co, D;X o,U ,Y;κ) of Σ to the observable subspace X o is
observable passive realization of θ. For n = 0, 1, 2, . . ., it holds
An =
(
An1 f(n)
0 An0
)
,
where f(n) is an operator depending on n. Then for any N ∈ N0 and any
{un}Nn=0 ⊂ U , it holds
N∑
n=0
AnBun=
(∑N
n=0 (A
n
1B1un + f(n)Boun)∑N
n=0A
n
oBoun
)
=
P(X o)⊥ (∑Nn=0AnBun)
PX o
(∑N
n=0A
nBun
)  .
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This implies
EX
(
N∑
n=0
AnBun
)
=E(X o)⊥
(
P(X o)⊥
(
N∑
n=0
AnBun
))
+ EX o
(
N∑
n=0
AnoBoun
)
.
But since Σ is optimal and (X o)⊥ is a Hilbert space, one deduces that
P(X o)⊥
(
N∑
n=0
AnBun
)
= 0.
That is, span{AnB : n = 0, 1, . . .} ⊂ X o and since X o is closed, also
span{AnB : n = 0, 1, . . .} = X c ⊂ X o.

The next Theorem contains promised extensions for some results of [4].
In particular, the fact that statements (I)(b), (II)(b) and (III)(b) implies the
other statements, respectively, in parts (I), (II) and (III), is new also in the
Hilbert space setting.
Theorem 4.8. Let θ ∈ Sκ(U ,Y), where U and Y are Pontryagin spaces with
the same negative index.
(I) The following statements are equivalent:
(a) ϕθ ≡ 0;
(b) all κ-admissible controllable passive realizations of θ are minimal
isometric;
(c) there exists an observable conservative realization of θ;
(d) all simple conservative realization of θ are observable;
(e) all observable co-isometric realizations of θ are conservative.
(II) The following statements are equivalent:
(a) ψθ ≡ 0;
(b) all κ-admissible observable passive realization of θ are minimal co-
isometric;
(c) there exists a controllable conservative realization of θ;
(d) all simple conservative realization of θ are controllable;
(e) all controllable isometric realizations of θ are conservative.
(III) The following statements are equivalent:
(a) ϕθ ≡ 0 and ψθ ≡ 0;
(b) all κ-admissible simple passive realization of θ are minimal con-
servative;
(d) there exists a minimal conservative realization of θ.
Proof. (I) (a) ⇒ (b). Suppose (a). Let the systems
Σ = (A,B,C,D;X ,U ,Y;κ), Σ0 = (A0, B0, C0, D;X0,U ,Y;κ)
be, respectively, a controllable passive and an optimal minimal passive real-
izations of θ. Represent the Julia embeddings of Σ and Σ0 as in (4.5). Then,
(4.8) holds for Σ. Since ϕθ ≡ 0, if follows from the definition of ϕθ that
I − θ∗(w)θ(z) = (1− zw¯)B∗0(I − w¯A
∗
0)
−1(I − zA0)
−1B0
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holds for every z and w in a sufficiently small symmetric neighbourhood
Ω of the origin. Since Σ0 is optimal, by considering the Neuman series of
(I − zA0)−1B0 and (I − zA0)−1B0, one deduces that
B∗0 (I − z¯A
∗
0)
−1(I − zA0)
−1B0 ≤ B
∗(I − z¯A∗)−1(I − zA)−1B, z ∈ Ω.
Then it holds ϕ∗(z)ϕ(z) ≤= 0 for every z ∈ Ω. But since ϕ(z) is an operator
whose range belongs to the Hilbert space DT , this implies
ϕ(z) = D∗T,2 + zD
∗
T,1
(I − zA)−1B = 0, z ∈ Ω.
It follows that D∗T,2 = 0. Since Σ is controllable, span{(I − zA)
−1B; z ∈ Ω}
is dense in X , and therefore also D∗T,1 = 0. Then DT = 0, so T is isometric,
and Σ is a controllable isometric system. In particular, if Σ is chosen to be
minimal passive; for the existence, see Lemma 2.9, the previous argument
shows that Σ is a minimal isometric realization of θ. Since all controllable
isometric realizations of θ are unitarily similar, they are now also minimal,
and (b) holds.
(b) ⇒ (c). Suppose (b). Let Σ′ = (A′, B′, C′, D;X ′,U ,Y;κ) be an opti-
mal minimal passive realization of θ. The existence of Σ′ follows from The-
orem 3.5 (i). By assumption, Σ′ is isometric. It follows from Theorem 3.5
(iv) that Σ′ is the first minimal restriction of the simple conservative system
Σ = (A,B,C,D;X ,U ,Y;κ). By Lemma 2.9, the system operator TΣ of Σ
can be represented as in (2.27), where now X ′ = PX oX c. Since the system
operator
TΣ′ =
(
A′ B′
C′ D
)
:
(
X ′
U
)
→
(
X ′
Y
)
,
of Σ′ is isometric and TΣ is unitary, an easy calculation using the fact that
the range space (X o)⊥ is a Hilbert space shows that B′1 = 0 and A
′
12 = 0 in
(2.27). But then for every x ∈ (X o)⊥ and every n = 0, 1, 2, . . . ,
B∗A∗nx =
(
0 B′
∗
0
)A′11∗ 0 00 A′0∗ 0
A′13
∗
A′23
∗
A′33
∗
nx0
0
 = 0.
That is, (X o)⊥ ⊂ (X c)⊥ and therefore X c ⊂ X o. Since Σ is simple, this
implies now X o = X . Then Σ is observable, and (c) holds.
(c)⇒ (a). Suppose (c). Let Σ = (A,B,C,D;X ,U ,Y;κ) be an observable
conservative realization of θ. By Lemma 2.9, Σ can be represented as in (2.27).
The first minimal restriction (2.32) of Σ is an optimal minimal realization of
θ by Theorem 3.5 (i). But since Σ is observable, X o = X and (X o)⊥ = {0}.
It follows that the reprentations (2.25) and (2.27) coinsides. That is, the first
minimal restriction Σ′ is just a restriction to the controllable subspace of Σ.
By Lemma 2.9, Σ′ is now isometric. Thus if one constructs a Julia operator
of TΣ′ as in (2.13), DTΣ′ = 0, and then it follows from the definition of ϕθ
and (4.6) that ϕθ ≡ 0, and (a) holds.
The equivalences of the statements (c), (d) and (e) follow easily from the
facts that all observable co-isometric realizations of θ are unitarily similar, all
simple conservative realization of θ are unitarily similar and unitary similarity
32 L. Lilleberg
preserves the structural properties of the system and system operator. The
part (I) is proven.
(II) The proof is analogous to the proof of the part (I), and the details
are omitted.
(III) (a)⇒ (b). Suppose (a). By combining the parts (I) and (II), it fol-
lows that all controllable or observable passive realizations of θ are minimal
conservative. Consider a simple passive realization Σ= (A.B,C,D;X ,U ,Y;κ)
of θ. It follows from Lemma 2.9 that the contractive system operator T of
Σ can be represented as in (2.24), where the restriction Σo in (2.29) is ob-
servable passive, and therefore now minimal conservative. Then the system
operator
TΣo =
(
Ao Bo
Co D
)
:
(
X o
U
)
→
(
X o
Y
)
of Σo is unitary. Let x ∈ X o. Then, by contractivity of T and unitarity of
TΣo
E
A1 A2 B10 Ao Bo
0 Co D
0x
0
 = E
A2xAox
Cox
 = E (A2x) + E ((A0xCox
))
= E (Tx) ≤ E(x) = E(TΣox) = E
((
A0x
Cox
))
.
Since A2x ∈ (X o)⊥ and (X o)⊥ is a Hilbert space, it follows that A2 = 0. If
one chooses u ∈ U , a similar argument as above shows that B1 = 0. Then for
any n ∈ N, it holds
AnB =
(
A1 0
0 Ao
)n(
0
Bo
)
=
(
0
AnoBo
)
,
A∗nC∗ =
(
A∗1 0
0 A∗o
)n(
0
C∗o
)
=
(
0
A∗no C
∗
o
)
.
This is only possible if (X o)⊥ = 0, since Σ is simple. But then the systems
Σ0 and Σ coincide, so the system Σ is minimal conservative, and (b) holds.
Now (b) trivially implies (c), and the fact that (c) implies (a) follows
by combining the parts (I) and (II). The proof is complete. 
Remark 4.9. If U and Y are Hilbert spaces, it follows from [27, Lemma 3.2]
that simple passive realizations of θ ∈ Sκ(U ,Y) are κ-admissible. There-
fore, in that case it is not necessary to assume the considered systems to
be κ-admissible in Lemma 4.6 and Theorems 4.8 and 4.10, since the other
assumptions already guarantee it. However, if U and Y are Pontryagin spaces
with the same negative index, it is not known that are all simple passive, or
even all minimal passive, realizations of θ ∈ Sκ(U ,Y) κ-admissible.
If ϕθ ≡ 0 (ψθ ≡ 0), then Theorem 4.8 shows that all κ-admissible mini-
mal passive realizations of θ ∈ Sκ(U ,Y) are minimal isometric (co-isometric).
In particular, they are controllable isometric (observable coisometric), and it
follows from Theorem 2.7 that they are unitarily similar. This situation can
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occur also when the defect functions do not vanish identically. In what follows,
the range of ϕθ and the domain of ψθ will be denoted, respectively, by Dϕθ
andDψθ . In the Hilbert space settings, it is well known [17, 18] that for a stan-
dard Schur function θ ∈ S(U ,Y), there exists a function χθ ∈ L∞(Dψθ ,Dϕθ)
such that the function
Θ(ζ) :=
(
θ(ζ) ψθ(ζ)
ϕθ(ζ) χθ(ζ)
)
(4.21)
has contractive values for a.e. ζ ∈ T. Under certain normalizing conditions
for the functions ϕθ and ψθ, the function χθ is unique. In general, χθ may has
negative Fourier coefficients and therefore it is not a Schur function. In that
case the function Θ in (4.21) is not a Schur function either. However, Arov
and Nudelmann showed in [9, 10] that Θ is a Schur function if and only if
all minimal passive realizations of θ are unitarily similar. This result will be
generalized to the indefinite settings in the following theorem. The proof uses
optimal and ∗-optimal realizations as in [9, 10], but it is more elementary.
Theorem 4.10. Let θ ∈ Sκ(U ,Y), where U and Y are Pontryagin spaces with
the same negative index, and let ϕθ and ψθ be defect functions of θ. Then all
κ-admissible minimal passive realizations of θ are unitarily similar if and only
if there exist an L(Dψθ ,Dϕθ)-valued function χθ analytic in a neighbourhood
of the origin such that
Θ =
(
θ ψθ
ϕθ χθ
)
∈ Sκ
((
U
Dψθ
)
,
(
Y
Dϕθ
))
(4.22)
Proof. Suppose that all κ-admissible minimal passive realizations of θ ∈
Sκ(U ,Y) are unitarily similar. Then it follows from Lemma 4.6 that every
κ-admissible minimal passive realization is optimal and ∗-optimal. Take any
κ-admissible minimal passive realization Σ of θ and consider its Julia em-
bedding as in (4.5). Then the transfer function (4.6) of the Julia embedding
belongs to the class Sκ (U ⊕DT∗ ,Y ⊕DT ) , and since Σ is both optimal and
∗-optimal, the upper right corner and lower left corner of (4.6) are defect
functions of θ. Choose χθ = χ in (4.6), and the necessity is proven.
Suppose then that there exists an L(Dψθ ,Dϕθ)-valued function χθ such
that Θ in (4.22) belongs to the class Sκ (U ⊕Dψθ ,Y ⊕Dϕθ ) . It suffices to
show that there exists minimal passive realization Σ of θ such that it is both
optimal and ∗-optimal; see Lemma 4.6. Let
ΣΘ = (A, B˜, C˜, D˜;X ,U ⊕Dψθ ,Y ⊕Dϕθ ;κ)
be a simple conservative realization of Θ ∈ Sκ (U ⊕Dψθ ,Y ⊕Dϕθ ) . Then the
system operator TΘ of ΣΘ can be represented as
TΘ =
 A (B B1)(C
C1
) (
D D12
D21 D22
) :
 X( U
Dψθ
)→
 X( Y
Dϕθ
) .
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In a sufficiently small symmetric neighbourhood Ω of the origin, it holds
Θ(z) =
(
θ(z) ψθ(z)
ϕθ(z) χθ(z)
)
=
(
D + zC(I − zA)−1B D12 + zC(I − zA)−1B1
D21 + zC1 + (I − zA)−1B D22 + zC1(I − zA)−1B1
)
.
The spacesDϕθ and Dψθ are Hilbert spaces, and therefore it follows that Σ =
(A,B,C,D;X ,U ,Y;κ) is a passive realization of θ. Since ΣΘ is conservative,
Lemma 2.4 shows that
I −Θ(z)Θ∗(w)
=
(
IY − θ(z)θ∗(w)− ψθ(z)ψ∗θ(w) −θ(z)ϕ
∗
θ(w) − ψθ(z)χ
∗
θ(w)
−ϕθ(z)θ∗(w)− χθ(z)ψ∗θ(w) IDϕθ − ϕθ(z)ϕ
∗
θ(w) − χθ(z)χ
∗
θ(w)
)
= (1− w¯z)C˜(I − zA)−1(I − w¯A∗)−1C˜∗
= (1− w¯z)
(
C(I − zA)−1(I − w¯A∗)−1C∗ C(I − zA)−1(I − w¯A∗)−1C∗1
C1(I − zA)−1(I − w¯A∗)−1C∗ C1(I − zA)−1(I − w¯A∗)−1C∗1
)
I −Θ∗(w)Θ(z)
=
(
IU − θ∗(w)θ(z) − ϕ∗θ(w)ϕθ(z) −θ
∗(w)ψθ(z)− ϕ∗θ(w)χθ(z)
−ψ∗θ(w)θ(z) − χ
∗
θ(w)ϕθ(z) IDψθ − ψ
∗
θ (w)ψθ(z)− χ
∗
θ(w)χθ(z)
)
= (1− w¯z)
(
B∗(I − w¯A∗)−1(I − zA)−1B B∗(I − w¯A∗)−1(I − zA)−1B1
B∗1(I − w¯A
∗)−1(I − zA)−1B B∗1(I − w¯A
∗)−1(I − zA)−1B1
)
.
That is,
IY − θ(z)θ
∗(w) = (1− w¯z)C(I − zA)−1(I − w¯A∗)−1C∗ + ψθ(z)ψ
∗
θ(w),
(4.23)
IU − θ
∗(w)θ(z) = (1− w¯z)B∗(I − w¯A∗)−1(I − zA)−1B + ϕ∗θ(w)ϕθ(z).
(4.24)
An easy calculation and Lemma 4.3 show that the equation (4.23) is equiva-
lent to
IY − θ
#∗(w)θ#(z)=(1− w¯z)C(I − w¯A)−1(I − zA∗)−1C∗ + ϕθ#
∗(w)ϕθ#(z).
(4.25)
Let
Σ′ = (A′, B′, C′, D;X ′,U ,Y;κ), Σ′′ = (A′′, B′′, C′′, D;X ′′,U ,Y;κ)
be, respectively, an optimal minimal and a ∗-optimal minimal realizations of
θ. It follows from Theorem 3.5 (ii) that Σ′′
∗
= (A′′
∗
, C′′
∗
, B′′
∗
, D;X ′′,U ,Y;κ)
is an optimal minimal realization of θ#. Then, by the definition of ϕθ and
ϕθ# , it holds
IU − θ
∗(w)θ(z) = (1− wz)B′∗(I − w¯A′∗)−1(I − zA′)−1B′ + ϕ∗θ(w)ϕθ(z)
IY − θ
#∗(w)θ#(z) = (1− wz)C′′(I − w¯A′′)−1(I − zA′′∗)−1C′′∗ + ϕθ#
∗(w)ϕθ#(z).
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It follows that
B∗(I − w¯A∗)−1(I − zA)−1B = B′∗(I − w¯A′∗)−1(I − zA′)−1B′,
C(I − w¯A)−1(I − zA∗)−1C∗ = C′′(I − w¯A′′)−1(I − zA′′∗)−1C′′∗.
By using Lemma 4.5, it can be deduced that Σ and Σ∗ are optimal systems.
Then it follows from Lemma 4.7 that X c = X o and therefore X s = X c = X o.
By Lemma 2.9, the restriction Σs = (As, Bs, Cs, D;X s,U ,Y;κ) of Σ to the
simple subspace X s is simple, and it holds AnB = AnsBs and A
∗nC∗ =
A∗s
nC∗s for every n ∈ N0. That is, Σs and Σ
∗
s also are optimal systems. More-
over, they are minimal since X s = X c = X o. It follows now from Theorem
3.5 (ii) that Σs is also
∗-optimal, and the proof is complete. 
Acknowledgements I wish to thank Seppo Hassi for helpful discussions while
preparing this paper.
References
[1] D. Alpay, A. Dijksma, J. Rovnyak, and H. S. V. de Snoo, Schur functions,
operator colligations, and Pontryagin spaces, Oper. Theory Adv. Appl., 96,
Birkha¨user Verlag, Basel-Boston, 1997.
[2] D. Alpay, T.Y. Azizov, A. Dijksma and J. Rovnyak, Colligations in Pontrya-
gin Spaces with a Symmetric Characteristic Function, Linear Operators and
Matrices, Oper. Theory Adv. Appl., 130, Birkha¨user, Basel, 2002.
[3] T. Ando, De Branges spaces and analytic operator functions, Division of
Applied Mathematics, Research Institute of Applied Electricity, Hokkaido
University, Sapporo, Japan, 1990.
[4] Yu. M. Arlinski˘ı, S. Hassi and H.S.V de Snoo, Parametrization of contractive
block operator matrices and passive discrete-time systems, Complex Anal.
Oper. Theory 1 (2007), no. 2, 211–233.
[5] D. Z. Arov, Passive linear steady-state dynamical systems, Sibirsk. Mat. Zh.
20 (1979), no. 2, 211–228 (Russian); English transl. in Siberian Math. J. 20
(1979), no. 2, 149–162.
[6] D. Z. Arov, Stable dissipative linear stationary dynamical scattering sys-
tems, J. Operator Theory 2 (1979), no. 1, 95–126 (Russian); English transl.
in Oper. Theory Adv. Appl., 134, Interpolation theory, systems theory and
related topics (Tel Aviv/Rehovot, 1999), 99–136, Birkha¨user, Basel, 2002.
[7] D. Z. Arov, M. A. Kaashoek, and D. P. Pik, Minimal and optimal linear
discrete time-invariant dissipative scattering systems. Integr. Equat. Oper.
Theory, 29 (1997), 127–154.
[8] D. Z. Arov, M. A. Kaashoek, and D. P. Pik, The Kalman-Yakubovich-Popov
inequality for discrete time systems of infinite dimension, J. Operator Theory
55 (2006), no. 2, 393–438.
[9] D. Z. Arov and M. A. Nudel’man, A criterion for the unitary similarity of
minimal passive systems of scattering with a given transfer function, Ukra¨ın.
Mat. Zh. 52 (2000), no. 2, 147–156 (Russian); English transl. in Ukrainian
Math. J. 52 (2000), no. 2, 161–172.
36 L. Lilleberg
[10] D.Z. Arov and M. A. Nudel’man, Conditions for the similarity of all minimal
passive realizations of a given transfer function (scattering and resistance
matrices), Mat. Sb. 193 (2002), no. 6, 3–24 (Russian); English transl. in Sb.
Math. 193 (2002), no. 5-6, 791–810.
[11] D. Z. Arov, J. Rovnyak and S. M. Saprikin, Linear passive stationary scat-
tering systems with Pontryagin state spaces, Math. Nachr. 279 (2006), no.
13–14, 1396–1424.
[12] D. Z. Arov and S. M. Saprikin, Maximal solutions for embedding problem
for a generalized Shur function and optimal dissipative scattering systems
with Pontryagin state spaces, Methods Funct. Anal. Topology 7 (2001), no.
4, 69–80.
[13] T. Ya. Azizov and I. S. Iokhvidov, Foundations of the theory of linear opera-
tors in spaces with indefinite metric, Nauka, Moscow, 1986; English transl.,
John Wiley & Sons Ltd., Chichester, 1989.
[14] H. Bart, , I. Z. Gohberg, M. A. Kaashoek and A. C. M. Ran, Factorization
of matrix and operator functions: the state space method, Oper. Theory Adv.
Appl., 178, Linear Operators and Linear Systems, Birkha¨user Verlag, Basel,
2008.
[15] J. Bogna´r, Indefinite inner product spaces, Ergebnisse der Mathematik und
ihrer Grenzgebiete, Band 78. Springer-Verlag, New York-Heidelberg, 1974.
[16] S. S. Boiko, V. K. Dubovoj, B. Fritzsche and B. Kirstein, Models of con-
tractions constructed from the defect function of their characteristic func-
tion. Operator theory, system theory and related topics (Beer-Sheva/Rehovot,
1997), 6787, Oper. Theory Adv. Appl., 123, Birkha¨user, Basel, 2001.
[17] S. S. Boiko, V. K. Dubovoj, Defect functions of holomorphic contractive op-
erator functions and the scattering suboperator through the internal chan-
nels of a system. Part I, Complex Anal. Oper. Theory 5 (2011), no. 1, 157196.
[18] S. S. Boiko, V. K. Dubovoj, A. Ya. Kheifets, Defect functions of holomorphic
contractive operator functions and the scattering suboperator through the
internal channels of a system: Part II. Complex Anal. Oper. Theory 8 (2014),
no. 5, 9911036.
[19] L. de Branges and J. Rovnyak, Square Summable Power Series, Holt, Rine-
hart and Winston, New-York, 1966.
[20] L. de Branges and J. Rovnyak, Appendix on square summable power series,
Canonical models in quantum scattering theory, Perturbation Theory and its
Applications in Quantum Mechanics (Proc. Adv. Sem. Math. Res. Center,
U.S. Army, Theoret. Chem. Inst., Univ. of Wisconsin, Madison, Wis., 1965),
pp. 295–392, Wiley, New York, 1966.
[21] M.S. Brodski˘ı, Unitary operator colligations and their characteristic func-
tions, Uspekhi Mat. Nauk 33 (1978), no. 4(202), 141–168, 256 (Russian);
English transl. in Russian Math. Surveys 33 (1978), no. 4, 159–191.
[22] A. Dijksma, H. Langer and H. S. V. de Snoo, Characteristic functions of uni-
tary operator colligations in piκ-spaces, Operator theory and systems (Am-
sterdam, 1985), 125–194, Oper. Theory Adv. Appl., 19, Birkha¨user, Basel,
1986.
Minimal realizations 37
[23] A. Dijksma, H. Langer and H. S. V. de Snoo, Unitary colligations in Πκ-
spaces, characteristic functions and Sˆtraus extensions, Pacific J. Math. 125
(1986), no. 2, 347–362.
[24] M. A. Dritschel and J. Rovnyak, Operators on indefinite inner product
spaces, Lectures on operator theory and its applications (Waterloo, ON,
1994), 141–232, Fields Inst. Monogr., 3, Amer. Math. Soc., Providence, RI,
1996.
[25] J. W. Helton, Discrete time systems, operator models, and scattering theory,
J. Functional Analysis 16 (1974), 15–38.
[26] M. G. Kre˘ın and H. Langer, U¨ber die verallgemeinerten Resolventen und
die charakteristische Funktion eines isometrischen Operators im Raume Πκ
(German), Hilbert space operators and operator algebras (Proc. Internat.
Conf., Tihany, 1970), pp. 353–399, Colloq. Math. Soc. Ja´nos Bolyai, 5.
North-Holland, Amsterdam, 1972.
[27] L. Lilleberg, Isometric discrete-time systems with Pontryagin state space,
Complex Anal. Oper. Theory (2019). https://doi.org/10.1007/s11785-019-
00930-1
[28] S. M. Saprikin, The theory of linear discrete time-invariant dissipative scat-
tering systems with state piκ-spaces, Zap. Nauchn. Sem. S.-Peterburg. Ot-
del. Mat. Inst. Steklov. (POMI) 282 (2001), Issled. po Line˘ın. Oper. i Teor.
Funkts. 29, 192–215, 281 (Russian); English transl. in J. Math. Sci. (N. Y.)
120 (2004), no. 5, 1752–1765.
[29] O. J. Staffans, Well-posed linear systems, Encyclopedia of Mathematics and
its Applications, 103, Cambridge University Press, Cambridge, 2005.
[30] B. Sz.-Nagy and C. Foias, Harmonic analysis of operators on Hilbert space,
North-Holland, New York, 1970.
