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In the recent years deep learning based approaches have dominated different types of clas-
sification problems. Usually these approaches require large amounts of training data to train a
model capable of generalizing to any unseen data of the same type. However, in some applica-
tions it might be difficult to gather training data efficiently and it would be beneficial to classify new
samples using only a few or even a single training example.
For us humans the knowledge from previously learned concepts is relatively easy to transfer
to unfamiliar concepts, therefore many researchers have experimented with this idea in machine
learning classification tasks. The idea of only using a single labelled example to classify unseen
data is known as one-shot learning and has been successful especially in the field of computer vi-
sion. Many of the modern approaches for one-shot learning utilize a special neural network archi-
tecture named siamese network. This architecture can be trained to predict similarities between
inputs, and can be used for a metric-based approach to one-shot learning. Siamese networks
have been used for different audio related tasks before, however their usage in one-shot learning
for audio classification has received less attention compared to computer vision.
The purpose of this thesis is to extend the idea of one-shot learning to environmental audio
classification and see if this approach is feasible. The proposed system was trained and evaluated
on the ESC dataset, consisting of 50 different environmental audio categories. The final one-shot
evaluation was done to 5 completely unseen classes, using only a single example of each class
when performing the classification. The results show that convolutional siamese networks are
indeed a valid approach to the difficult one-shot classification task for environmental audio.
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11 INTRODUCTION
As humans we are able to recognize different environmental audio events (everyday en-
vironmental sounds which are neither music or speech) relatively easily using our audi-
tory senses. However, a computer has to rely on complicated algorithms to perform this
seemingly easy task. This is traditionally done by extracting and processing useful fea-
tures from an audio recording followed by a classification procedure. Manually choosing
which features to extract and which classifier to use can be very dependent on the type
of the audio events, thus complicating the approach. This can be avoided to a certain
degree with the use of deep learning.
Deep learning approaches to environmental audio scene classification is a relative new
concept. The use of deep learning in computer vision classification tasks has been widely
studied in the last decades, specifically with convolutional neural network based architec-
tures [1][2][3]. However, in audio classification deep learning is a relatively new and still
constantly developing field of research [4][5][6]. Publicly available datasets, such as ESC
[7] and Google’s AudioSet [8], are being released to encourage research in multiple audio
classification domains.
Traditional deep learning based classification requires large amounts of training data to
create a model capable of generalizing to similar unseen data. This is due to the diversity
and possible redundant information in the given data. However, in some cases there
is not enough training data available and an alternative approach is required. The idea
of one-shot learning is to be able to classify an unseen sample by using only a single
labelled example. This can be done by first learning a general similarity function using a
training dataset, which can then be extended to measure the similarity between unseen
target samples and comparison samples. The dataset used for classifying completely
new samples is not required to be as extensive as in traditional deep learning classifiers,
which can be thought as one of the main benefits of one-shot learning.
One-shot learning can be performed with deep learning approaches, one being by utiliz-
ing a siamese neural network [9][10][11]. A siamese network architecture can be used
for calculating a metric between two input samples. This means that the model has two
input networks acting as encoders which are then combined and fed to an output network
to produce a certain metric. This metric-based approach to one-shot learning has been
proven to work e.g. for image recognition [9] and speaker identification [10], indicating
that this method could also be used for environmental audio classification.
2The purpose of this thesis is to explore the idea of using one-shot learning with siamese
networks for environmental sound event classification. The goal is to also investigate
if this method is a viable approach for audio classification tasks with small amount of
data available. The approach follows previous research done in one-shot learning and
siamese networks and aims to extend this to environmental sound event classification.
The remainder of this thesis is arranged as follows. Publications and research related
to one-shot learning and siamese neural networks are discussed in Chapter 2. Chapter
3 explains the proposed approach, including the model architecture and its background,
training procedure and the execution of one-shot classification. The experiments are in-
troduced in Chapter 4, which covers the dataset used, preprocessing of this data, model
optimization and training, and the final evaluation. Finally, Chapter 5 presents the sum-
mary of this thesis and discussion regarding possible related future work.
32 RELATED WORK
In the field of computer vision one-shot learning with siamese neural networks has been
researched e.g. in handwritten character recognition [9] and object category classification
[12]. However, in audio event classification, where the goal is to recognize the labels of
environmental sounds, this concept has publicly received only small amount of research
attention. This is most likely due to deep learning approaches being relatively new in the
context of audio, only publicly appearing in the last 10 years [4][5][6].
The idea of one-shot learning originated from a publication by Li Fei-Fei et al. [13] where
a Bayesian approach was used to perform one-shot learning for image classification. The
authors aimed to create a Bayesian model that is able to generalize to new object classes
with very few examples, possibly just one, thus naming their original algorithm Bayesian
One-Shot algorithm. This was followed by another publication by Li Fei-Fei et al. further
studying this concept [12]. One-shot learning was later also studied by Lake et al. [14]
in the domain of handwritten characters where they approached one-shot learning in the
view of cognitive science. Their idea was that by using knowledge from previously seen
characters their generative model would be able to deduce the hidden strokes in unseen
characters. They have since extended their research of concept learning and one-shot
classification to multiple publications and released the Omniglot dataset as a benchmark
dataset for image one-shot classification [14][15][16].
Koch et al. [9] explored the idea of using deep convolutional siamese networks for one-
shot learning image classification tasks. The authors trained a siamese network model
on the Omniglot handwritten character dataset to rank similarities between different input
pairs, which was then used to generalize to entirely unseen classes. This metric-based
approach was able to learn generic image features capable of generalizing to one-shot
classification, outperforming all baselines available at the time. They also suggested to
extend this approach to one-shot learning tasks in other domains [9]. Vinyals et al. [17]
from Google DeepMind further developed this idea by deploying a more complex network
architecture and a training procedure mimicking the test conditions. Their idea was to
have a deep learning model learn an end-to-end nearest neighbour classifier by training
on one-shot classification tasks rather than learning a similarity function between inputs.
They were able to significantly improve one-shot classification on the Omniglot dataset
compared to other competing approaches [17]. Furthermore, one-shot learning with con-
volutional siamese networks was also studied in the context of relation extraction between
entities [11]. The authors considered this fine-grained relation extraction as a one-shot
4classification problem where the goal was to predict uncommon relations between sam-
ples by only using one or a few examples. They were able to produce promising results
and demonstrated the possible benefits to domain-specific information extraction [11].
Recently, Dong et al. used a quadruplet siamese deep neural network in their 2019
publication [18] for one-shot learning for visual object tracking. Their proposed network
architecture differed from previous work by using a total of four input instances for one-
shot learning. The authors used the combination of two different loss functions, triple and
pair loss, where the triplet loss was calculated with respect to three instances and the pair
loss with respect to a single pair of instances. The combination weights between these
losses was selected using an additional weight layer to automatize the weight adjusting
process.
One-shot learning with siamese networks has not been studied as widely in the con-
text of audio as in computer vision. In a 2018 publication [10] Vélez et al. proposed
a siamese convolutional neural network architecture for one-shot speaker identification.
Their goal was to train a model to learn if two audio clips are from the same speaker
even for completely new speakers. This could be then utilized as part of a service robot
which constantly encounters new users. The proposed system consisted of three different
parts: a generic verifier, an external database for entries of known users and a speaker
selection system, where the verifier was used to inspect if two audio signals are from the
same speaker. This generic verifier system was implemented as a convolutional siamese
network where the input audio signals were represented as time-frequency spectra. The
authors also tested several different architectures for the siamese network and reported
the three best performing models. These three models were based on the well known
VGG [19] and ResNet 50 [20] architectures and were able to reach an average accuracy
of 81.2% in real-life environment evaluation tasks, concluding that one-shot learning with
siamese networks can be extended to real-life audio classification tasks. The problem of
multimodal one-shot learning was studied in a publication by Eloff et al. [21] where the
authors used pairs of spoken and visual digits to investigate if a siamese model would be
able to perform one-shot classification to this multimodal input data. They were able to
achieve superior accuracy results compared to a nearest neighbour classifier for image
pixels and dynamic time warping over speech.
Besides one-shot learning, siamese networks have been also used for other audio-
related problems. Manocha et al. [22] proposed a new approach to content-based re-
trieval for audio with the use of siamese networks. The authors’ goal was to use a siamese
model to obtain encoded vector representations of audio samples, where semantically
similar audio can be then retrieved easily using this vector representation. The vector for-
mation can be thought as audio fingerprinting where semantic information is stored into
a easily comparable numerical form. The results concluded by the authors showed that
their approach was able to capture semantic similarities between audio samples from the
same class and could be used for different audio retrieval tasks. In a recent 2019 publica-
tion by Zhang et. al [23] the authors utilized siamese convolutional neural networks in the
context of sound search. Their approach was to train a siamese model capable of extract-
5ing features and estimating similarity between vocal imitations and original sounds. The
authors proposed two systems for this problem, symmetric IMINET and asymmetric TL-
IMINET. The two encoders in IMINET followed the idea of having two identical networks
which are trained from scratch, whereas TL-IMINET used pretrained encoding networks
which were trained by transfer learning from spoken language recognition and environ-
mental sound classification tasks. Their results showed that both versions were able
to beat a state-of-the-art system and that using transfer learning for a siamese network
noticeably improves the audio retrieval performance [23].
63 METHODOLOGY
The approach to one-shot learning for environmental audio proposed in this thesis is
divided into three conceptual components:
• Proposed model
• Model training procedure
• One-shot classification process
The proposed model and it’s background is introduced in Section 3.1, the training pro-
cedure and the formation of training pairs is discussed in Section 3.2, and finally the
execution of one-shot classification is explained in Section 3.3.
3.1 Model
A siamese neural network composed of convolutional layers was used to perform one-
shot learning for environmental audio classification. This approach followed the basic
idea of using matching convolutional neural networks for one-shot learning presented by
Koch et al. [9]. The principles of convolutional neural networks and siamese networks
followed by the proposed model are discussed in the next three subsections respectively.
3.1.1 Convolutional neural networks
A convolutional neural network (CNN) refers to a specific kind of neural network which uti-
lizes convolutional layers in addition to a conventional feedforward neural network (FNN)
consisting of input, hidden and output units. The basic CNN architecture was first pro-
posed by Fukushima in the 1980 published paper Neocognitron: A Self-organizing Neural
Network Model for a Mechanism of Pattern Recognition Unaffected by Shift in Position
[24], where convolutional and downsampling layers were first introduced. A feedforward
network is neural network architecture where the information moves in one direction and
the connections between units do not form any cycles of loops [25]. An example of a
simple FNN is depicted in Figure 3.1.
A convolutional layer uses a mathematical operation called convolution, which is defined
for a two-dimensional input I and a two-dimensional kernel K as [26]
S(i, j) = (K ∗ I)(i, j) =
∑︂
m
∑︂
n
I(i−m, j − n)K(m,n), (3.1)
7Figure 3.1. An example of a simple feedforward neural network.
where i and j represent the two-dimensional indices and the convolution operation is
denoted with an asterisk. The kernel K is sometimes referred to as a filter and the output
S as a feature map. The latter comes from the idea that each convolutional layer extracts
certain features from its input and outputs these as a feature map. The convolution
operation is illustrated in Figure 3.2
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Figure 3.2. Convolution operation.
Convolutional neural networks are appealing in many deep learning applications due to
their filtering nature, where interesting pixel patterns are extracted from input features.
After the first introduction of automated gradient-based learning by LeCun et. al in their
1998 publication [1], automated weight optimization for neural networks has been imple-
mented in most deep learning libraries. Additionally, after the first GPU implementation
of a CNN by Chellapilla et al. [2], multiple libraries for GPU supported deep learning have
been published, enabling larger networks and faster training compared to CPU imple-
mentations.
83.1.2 Siamese networks
A siamese network is a neural network architecture which takes two inputs instead of
one and computes a metric from these inputs. The idea is to have two identical input
networks acting as encoding layers, which can then be merged and fed into a single
output network. Weights for both input networks have to be updated identically in order
to have two identical encoding networks. This concept was first introduce by Bromley
et al. in Signature Verification using a "Siamese" Time Delay Neural Network, where a
siamese neural network was utilized for comparing an unknown signature to a known
one [27]. The goal of a siamese network is to learn to extract interesting and diverse
features from inputs which can be then used to form a vector representing the semantic
information of each input. Encoded vectors can be then used in the output network to
calculate a metric based on the encoded semantic information stored in the vectors.
Using convolutional neural networks as part of a siamese network is appealing due to
their ability to extract possibly very diverse features and their lesser amount of parameters
compared to a vanilla fully connected neural network. The filtering nature of convolutional
layers, where a single kernel is used to all the regions of an image, also improves the
translation invariance to the input data.
3.1.3 Proposed model
The model used for this thesis consists of two convolutional input networks, followed by
a merging layer and a final output layer. The input networks share the same architec-
ture and weights in order to act as identical encoding layers for both inputs. This also
means that the weights are updated simultaneously for both networks during training.
The proposed architecture for a single input network consists of several convolutional
blocks followed by a fully connected layer. A single convolutional block consists of a con-
volutional layer with a given number of filters, a batch normalization layer, a rectified linear
unit (ReLU) activation unit and a max-pooling layer. A batch normalization layer normal-
izes the outputs of the previous layer by transforming the mean of the activations close to
zero and the standard deviation close to 1. ReLU activation function is defined as [26]
g(z) = max(0, z), (3.2)
meaning the output is zero for all negative input values. For the fully connected layers a
Sigmoid activation function was used [26]:
σ(z) =
1
1 + exp(−z) . (3.3)
The max-pooling layer downsamples the output of the previous layer by applying a max
filter to subregions of certain size. This reduces the number of learnable parameters and
helps to prevent overfitting.
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Figure 3.3. A simple convolutional siamese network architecture for audio spectra.
The simplest way to implement the merging layer is to calculate some element-wise dis-
tance metric between the two encoded convolutional network output feature vectors. The
two metrics proposed here were the absolute difference and squared difference between
the two vectors, which were both used in the parameter optimization process discussed
in Section 4.3. Other metrics, such as cosine similarity, could also be used here.
The final output layer consists of a single fully connected unit with a sigmoid activation
function. This acts as a simple output network for the merged difference feature vector
and could be extended into a more complex network. The simplest proposed siamese
network architecture is illustrated in Figure 3.3.
Due to the high number of parameters (possibly several millions) involved in a neural
network, the model tends to eventually overfit to the training dataset. This means that
the model performs really well on the training data but is not able to generalize to unseen
test data. One way to prevent this is to use dropout [28] as part of the learning process.
The idea of dropout is to randomly omit some amount of units during the network weight
optimization, but still use all units when performing the network task. This random dropout
can be implemented to both convolutional and fully connected units. The proposed model
uses unique dropouts for both convolutional and fully connected layers, where the dropout
amounts are chosen in the model optimization discussed in Section 4.3.
3.2 Training
Before a siamese model can be used to perform one-shot classification to unseen classes,
it has to be trained on a diverse dataset to learn to extract and compare semantic informa-
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tion from input data. The number of training samples is easy to keep high when forming
training pairs for a siamese network with two inputs, therefore the diversity of the dataset
is more important. The number of different classes used in training affects how well the
final model is able to generalize to unseen samples from unseen classes.
The proposed training procedure consists of first forming input pairs used for training
and their corresponding similarity labels, followed by the actual weight optimization. The
similarity labels used here are either 0 or 1, where 1 indicates same class and 0 different
class. The training dataset should consist of both negative and positive pairs, where a
negative pair refers to samples from different classes and a positive pair to samples from
the same class. Pairs are formed by taking a random sample from a dataset, pairing this
with a specific number of positive and negative pairs, and finally excluding the sample to
prevent duplicate pairs. This process is then iterated until no more pairs can be formed.
It should be noted that the number of negative pairs can be made significantly larger
than the number of positive pairs, therefore the optimal ratio of negative to positive pairs
should be tested when implementing the final model.
Two possible loss functions used for weight optimization are proposed, the first one being
mean squared error (MSE) defined as
LMSE =
1
n
n∑︂
i=1
(yi − pi)2. (3.4)
This can be further simplified for a single binary output
LMSE = (y − p)2, (3.5)
where p is the predicted output value and y is either 0 or 1 indicating the correct label of
the input (positive or negative pair).
The second loss function, binary cross-entropy, is defined as [26]
LBCE = −(y log(p) + (1− y) log(1− p)), (3.6)
where again p is the predicted value and y is the correct input label.
Binary cross-entropy is commonly used for classification tasks due to its logarithmic be-
haviour, where the loss increases exponentially for predictions further from the ground
truth. However, in the case of a siamese network the output can be interpreted as a sim-
ilarity score and therefore MSE can possibly also be a valid loss function. Both of these
loss functions were used as part of the hyperparameter optimization process described
in Section 4.3.
For the loss function minimization process the Adam optimizer [29] is proposed. Adam
is an alternative to the traditional stochastic gradient descent optimization and has been
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Figure 3.4. Illustration of one-shot classification process for n classes.
adapted in many deep learning applications. Benefits of Adam mentioned by the original
authors are e.g. its computational efficiency, straightforward implementation and small
memory requirements [29]. They also pointed out how the optimizer is able to solve
deep learning problems more efficiently compared to other methods available at the time,
which may be one reason to its popularity.
3.3 One-shot classification
The one-shot classification task can be performed by comparing a query sample to a
support dataset. A support dataset used for comparison consists of samples each be-
longing to a different class, where one of these classes corresponds to the input samples
class. Each sample from the support dataset is then paired with the query sample to pro-
duce similarity scores for the whole comparison dataset. For the final prediction the class
of the support sample most similar to the query sample is chosen. The classes used for
one-shot classification should be unseen by the final model to ensure the one-shot nature
of the evaluation. This process is illustrated in Figure 3.4.
Mathematically this can be described as predicting the class ĉ of a query sample x̂,
where ĉ ∈ C (category space) and x̂ ∈ A (audio spectrogram space). The discrete
category space C for n categories is denoted as C = {c(i)}ni=1. The corresponding
support set for categories C can be denoted as S = {x(i)s }ni=1, where each support audio
spectrogram x(i)s ∈ A represents a single example of each class c(i) from C. The test
sample x̂ is then matched to the support set S using a trained siamese model to produce
similarity predictions for each class example x(i)s . Each prediction can be interpreted as
the probability that the given test sample x̂ belongs to the class c(i) of x(i)s or formally
P (c(i)|x̂). The best prediction for the unknown class ĉ can be thus found by finding the
12
class from C with the highest probability given the sample x̂:
ĉ = argmax
C
P (C|x̂) (3.7)
This can be easily implemented by first storing the class probabilities calculated from the
support set into a vector and then finding the index which corresponds to the maximum
probability. The order in which each class probability is stored is required to be known
in order find the class corresponding the highest probability. Most deep learning libraries
are able to take batches of inputs and export the results in a single matrix or vector.
Therefore, the class probabilities can be efficiently calculated by forming the query and
support set sample pairs and stacking these into an input batch. This can then be fed
into the network to produce an output vector containing each class probability.
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4 EXPERIMENTS
The implementation was done using the Keras library [30]. Keras is a neural network
library for python which uses a lower level deep learning library, e.g. Tensorflow [31], as
it’s backend. It was developed to act as as a easy-to-use deep learning library enabling
fast neural network experimentation.
The implemented model was trained and evaluated using the ESC-50 dataset [7] de-
scribed in Section 4.1. followed by how the data was pre-processed in Section 4.2. Model
optimization and training are discussed in Sections 4.3 and 4.4 respectively. Finally, the
final evaluation and one-shot classification results are presented in Section 4.5
4.1 ESC Dataset
The ESC dataset is a publicly available collection of 2000 annotated 5 second audio clips
divided into 50 various sound events. These sound events can be further grouped into
5 bigger categories each containing 10 classes. The dataset was created to generate
more attention to research in environmental audio classification and to act as a publicly
available dataset for baseline comparisons. The original publication by Piczak also pro-
vided an estimation of human accuracy and baseline approaches for environmental audio
classification [7]. All major groups and their classes are presented in Table 4.1.
Table 4.1. ESC classes
Animals Natural soundscapes & water sounds Human, non-speech sounds Interior/domestic sounds Exterior/urban noises
Dog Rain Crying baby Door knock Helicopter
Rooster See waves Sneezing Mouse click Chainsaw
Pig Crackling fire Clapping Keyboard typing Siren
Cow Crickets Breathing Door, wood creaks Car horn
Frog Chirping birds Coughing Can opening Engine
Cat Water drops Footsteps Washing machine Train
Hen Wind Laughing Vacuum cleaner Church bells
Insects (flying) Pouring water Brushing teeth Clock alarm Airplane
Sheep Toilet flush Snoring Clock tick Fireworks
Crow Thunderstorm Drinking, sipping Glass breaking Hand saw
This dataset has two variants used for supervised learning, ESC-50 and ESC-10, of which
the former includes all of the 50 sound events and the latter includes 10 classes from three
general groups. Moreover, the dataset includes an additional unlabelled dataset used for
unsupervised learning. [7] For the purpose of this thesis the full 50 class dataset was
used due to its higher number of different classes. A large and diverse training category
14
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Figure 4.1. Examples of audio spectra.
space is beneficial when training a siamese model for this way the model is more likely to
learn to extract generally useful features and generalize to new unseen classes.
4.2 Data preparation
For each sound clip with a sampling rate of 44.1 kHz, a logarithm-scaled mel-frequency
spectrogram with FFT window size of 2048, hop length of 512 samples (11.6 ms) and 128
mel-bands was calculated in order to use a CNN approach for the dataset. The resulting
size of each calculated mel-log audio spectrogram was 128 × 431. This spectrogram
representation has proven to produce reasonable results when using a CNN based model
for audio classification [6]. Examples of the spectrogram representation are shown in
Figure 4.1.
A siamese network requires two inputs in order to produce and an output metric repre-
senting the distance between the inputs. These input pairs were formed randomly while
simultaneously ensuring that no duplicate pairs are used. The pairs consisted of positive
and negative pairs, where a positive pair refers to two samples of the same class and a
negative pair to two samples of different classes. Different negative to positive training
pair ratios were used as part of the model optimization process in Section 4.3 to study
the behaviour of the model.
4.3 Model optimization
Choosing the architecture and parameters for a model is somewhat a tedious task to
perform by hand. This process can be automated using a technique called sequen-
tial model-based optimization (SMBO) [32], which can be generally applied to instances
where a minimized function is too costly to be evaluated. Model-based optimization is
able to reduce the number of evaluations compared to traditional optimization strategies,
thus suiting well for deep learning hyperparameter optimization. Generally, SMBO is
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implemented by iteratively fitting and evaluating a model with different configurations of
parameters and then using each observed model instance to decide which parameter
configurations should be investigated. The main benefit of this technique is its ability to
interpolate model performance between already observed configurations and the possi-
bility to extrapolate model performance to unseen parameter configurations [32].
There are many methods for implementing SMBO, one being Tree-structured Parzen Es-
timator (TPE) algorithm [33]. The goal of TPE is to suggest a parameter configuration
for the next iteration based on the search history of previous iterations. The algorithm
considers each parameter in the parameter space separately, i.e. the possible correlation
between multiple parameters is ignored. For a parameter x, TPE defines two densi-
ties, l(x) and g(x), based on the previous k observations {x(1), ..., x(k)}. These density
functions are formed by splitting the observations based on performance (loss) y and
threshold y∗ for each observation and using this to define the two densities. TPE models
p(x|y) using the two densities [33]:
p(x|y) =
⎧⎨⎩l(x), if y < y∗g(x), if y > y∗ (4.1)
TPE then uses p(y)p(x|y) as the parametrization of p(x, y) to optimize expected improve-
ment (EI). The original publication shows that by using this parametrization, EI is maxi-
mized with high probability points from l(x) and low probability points from g(x) [33]. The
tree structure of the algorithm enables easy evaluation of several parameter candidates
from l(x) by observing g(x)l(x) for each candidate. The parameter value yielding the greatest
EI is returned on each algorithm iteration.
Hyperopt [34] is a python implementation of SMBO search with TPE algorithm for general
model parameter optimization or other awkward search spaces. Hyperopt finds optimal
parameter configurations from a parameter space based on a given objective function.
The parameter space may include different model attributes, e.g. the number of convolu-
tional layers or the learning rate of the optimizer. For choosing the parameters during the
optimization, Hyperopt uses different types of distributions for each parameter and alters
these distributions based on the previous search history using TPE.
The optimization process for this thesis was done by first choosing which model attributes
should be used as optimized hyperparameters. These hyperparameters were then used
to form a configuration space to which Hyperopt is used to search over. Each hyperpa-
rameter was given an unique value distribution which defines if the values are chosen
discretely from a predefined list using TPE or from a certain continuous distribution. The
search spaces consisted of discrete choices of values and logarithmic uniform distribu-
tions. Values drawn from a logarithmic uniform distribution are drawn uniformly in the
logarithmic domain. Log-uniform distribution is good for modelling learning rate and de-
cay of an optimizer for it varies across several orders of magnitude. The objective function
was defined as the mean one-shot classification accuracy on the validation set subtracted
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Figure 4.2. Hyperparameter optimization process.
from one, as Hyperopt is designed to minimize the given objective function. This way the
hyperparameters are optimized based on the one-shot classification task rather than the
training task.
The proposed model was optimized using 40 classes from the ESC-50 dataset and val-
idated using other 5 classes for one-shot classification. The remaining 5 classes were
left out for the final evaluation. The optimization procedure was iterated 50 times using
Hyperopt [34] to find the best suitable parameters for the one-shot classification task.
The number of training epochs for each instance was kept at 12 as previous experiments
on the validation data showed that the general accuracy of the model could be seen af-
ter only 12 epochs. Before each training instance, the random seeds used by different
libraries were set to a known value. This was to ensure that the optimization was min-
imally effected by randomness. The hyperparameter optimization process is visualized
in Figure 4.2 where one-shot classification accuracy on the validation set for each model
instance and the best accuracy so far is displayed. The figure shows how SMBO search
with the TPE algorithm is able to find better hyperparameters which improve the one-shot
accuracy on the validation set.
4.4 Training
After the optimization process, the hyperparameters which yielded the best one-shot clas-
sification accuracy were chosen. These hyperparameters are shown in Table 4.2. The
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Table 4.2. Hyperparameter configuration space.
Hyperparameter Search space Optimization result
Number of convolutional layers {1, 2, 3, 4} 3
Number of filters per layer {16, 32, 64} 64
Number of fully connected units {125, 250, 500} 500
Distance metric {absolute difference, squared difference} squared difference
Loss function {MSE, binary crossentropy} MSE
Learning rate Log-uniform in range [10−4, 10−2] 6.11 ∗ 10−3
Decay Log-uniform in range [10−7, 10−5] 1.59 ∗ 10−6
Dropout in convolutional layers {0.0, 0.25, 0.5} 0.25
Dropout in fully connected layers {0.0, 0.25, 0.5} 0.25
Negative-to-positive pair ratio {1, 2} 1
best hyperparameters were then used to fit a model by using the same 40 training and
5 validation classes as in the optimization process. The validation classes were used
after each training epoch to monitor how well the current model performs on the one-shot
task rather than simply monitoring the optimized loss function. The maximum number of
epochs was set to 40 while using early stopping to prevent unnecessary training epochs.
Early stopping was implemented by defining a patience threshold of 10, which indicates
how many epochs without one-shot accuracy improvement the training should continue
before stopping. The model instance which performed best on the validation dataset was
chosen to perform the final one-shot classification test on the last unseen 5 classes. This
was implemented by saving the model weights each time a new best validation accuracy
was achieved, and finally loading the best saved weights after the training. The two sep-
arate one-shot datasets for validation and final evaluation was done to ensure that the
hyperparameter optimization and training processes would not optimize the parameters
only to the validation set, but also to the unseen evaluation dataset.
4.5 Evaluation
The final evaluation was done with the remaining 5 classes which were left out in the op-
timization and final training process. The model trained using the optimized parameters
and the same 40 and 5 classes from Section 4.4 was evaluated by performing one-shot
classification to the unseen 5 classes. The final one-shot classification was performed
400 times with random unique pair combinations for each class totalling up to 2000 eval-
uations. This tries to ensure the generality of the results. The final results are presented
in a confusion matrix in Figure 4.3, where rows indicate the ground truth and columns the
model predictions.
The mean accuracy of the final one-shot classification evaluation was 79.1% which is
significantly better than random guessing. This indicates that the final siamese model
was able to learn to extract useful features from audio spectra which can be used to
encode audio to a vector-form while preserving its semantic information. The accuracy
scores for individual categories varied from 69.5% to 90.0%, concluding that the one-shot
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Figure 4.3. Results presented in a confusion matrix.
Table 4.3. Accuracy scores for the final results.
Category Accuracy
Church bells 90.0%
Clapping 69.5%
Coughing 74.8%
Rooster 73.6%
Thunderstorm 87.5%
Mean total 79.1%
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classification task is very dependent on the relations between the classified categories.
Categories with similar features in their frequency spectra are more difficult for the model
to distinguish. The accuracy scores for each category and the mean accuracy calculated
from the results in Figure 4.3 are presented in Table 4.3.
The confusion matrix in Figure 4.3 shows that clapping and coughing were repeatedly
mixed by the model. This may be due to both clapping and coughing consisting of single
short sounds, which would also explain why especially clapping was often classified as
the sound of a thunderstorm. Another interesting relation found in the results is how the
sound of a rooster was multiple times wrongly classified as the sound of church bells.
This could be interpreted as the result of common relations in the higher frequencies of a
sound of a rooster and church bells. However, church bells are interestingly enough not
classified as a rooster as often which may be due to the variability in the dataset.
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5 CONCLUSION
The goal of this thesis was to study and experiment if one-shot learning with siamese con-
volutional networks could be utilized in environmental audio classification. The proposed
approach followed previous related work where deep learning metric-based approaches
were shown to produce reasonable results for both computer vision and audio related
one-shot classification tasks. The proposed siamese network architecture contained two
convolutional feature extracting and encoding networks and an output network capable of
calculating a distance metric between the two inputs. The code for the experiments done
in this thesis is available at GitHub1.
Experiments show that the proposed approach is able to produce reasonable results
when performing 2000 one-shot classifications to 5 totally unseen classes. The main dif-
ficulties in the final evaluation were related to audio clips which share common relations
in their frequency spectra, indicating that the feature extraction is still lacking. However,
with more distinct categories the model was able to reach up to 90% accuracy. This con-
cludes that a convolutional siamese network is indeed a valid approach to the challenging
task of one-shot classification for environmental audio.
Experiments done in this thesis are still very limited and could be extended to study the
idea of one-shot classification for environmental audio with siamese networks more. The
approach used should be further evaluated using cross-validation and different datasets
as the results shown here are limited to a single 5-class one-shot classification evalu-
ation. Different divisions of training and testing classes should also be experimented
with to study how the proposed siamese model performs on these. Additionally, the ratio
between negative and positive training pairs should be studied more, possibly even im-
plementing some form of hard negative mining where only the negative pairs which are
hard to distinguish are used as part of the training set.
In order to achieve more significant results, state-of-the-art architectures should be exper-
imented with. As shown by Vélez et al. [10], VGG [19] and ResNet [20] based models are
able to reach high accuracy in noisy real-life environments. Therefore, this idea should
be also studied with environmental audio one-shot classification, possibly incorporating
other famous architectures such as AlexNet [35]. Transfer learning, where the two en-
coding networks are pretrained on a relevant task and then transferred to the siamese
network, is also a possible concept to study when striving for superior accuracy scores.
1https://github.com/tapioho/oneshot-learning-environmental-audio
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Zhang et. al proved this to be a valid approach when implementing convolutional siamese
networks for audio [23]. Transfer learning could be also coupled with the idea of using
state-of-the-art architectures stated above. Finally, a more specific loss function and a
better training procedure could improve the results. The training procedure should imi-
tate the final one-shot classification task, as proposed by Vinyals et al. [17], in order to
ensure that the optimized training objective is similar to the test conditions. This means
that the training data would consists of query samples and support sets used for one-shot
classification, instead of negative and positive similarity pairs.
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