Path Constraints for Databases With or Without Schemas by Fan, Wenfei
University of Pennsylvania
ScholarlyCommons
IRCS Technical Reports Series Institute for Research in Cognitive Science
January 1999
Path Constraints for Databases With or Without
Schemas
Wenfei Fan
University of Pennsylvania
Follow this and additional works at: http://repository.upenn.edu/ircs_reports
University of Pennsylvania Institute for Research in Cognitive Science Technical Report No. IRCS-99-04.
This paper is posted at ScholarlyCommons. http://repository.upenn.edu/ircs_reports/43
For more information, please contact libraryrepository@pobox.upenn.edu.
Fan, Wenfei, "Path Constraints for Databases With or Without Schemas" (1999). IRCS Technical Reports Series. 43.
http://repository.upenn.edu/ircs_reports/43
Path Constraints for Databases With or Without Schemas
Abstract
This dissertation introduces a path constraint language and investigates its associated implication and finite
implication problems.
This path constraint language has proven useful in a variety of database contexts, ranging from semistructured
data as found for instance on the Web, to structured data such as data in object-oriented databases. It is
capable of expressing natural integrity constraints that are not only a fundamental part of the semantics of the
data, but are also important in query optimization.
Path constraint implication is investigated for two models for semistructured data: the semistructured data
model and the deterministic data model. Databases in these models are unconstrained by any type system or
schema. For the semistructured data model, it is shown that, despite the simple syntax of the constraint
language, its associated implication problem is r.e. complete and its finite implication problem is co-r.e.
complete. However, in light of these undecidability results, several decidable fragments of the constraint
language are identified. These fragments suffice to express many important integrity constraints such as
referential integrity, inverse relationships and local database constraints. For the deterministic data model, it is
shown that the implication and finite implication problems for the path constraint language are finitely
axiomatizable and decidable in cubic-time. Path constraint implication is also studied for structured data, i.e.,
data constrained by a schema. In the context of three practical object-oriented data models, a number of
complexity results on the implication and finite implication problems for the path constraint language are
established. In addition, the interaction between path constraints and type systems is investigated. It is
demonstrated that adding a type to the data may in some cases simplify the analysis of path constraint
implication, and in other cases make it harder.
More specifically, it is shown that there is a path constraint implication problem that is decidable in PTIME in
the untyped context, but that becomes undecidable when a type system is added. On the other hand, there is
an implication problem that is undecidable in the untyped context, but becomes not only decidable in cubic-
time but also finitely axiomatizable when a type system is imposed.
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ABSTRACT
PATH CONSTRAINTS FOR DATABASES WITH OR WITHOUT
SCHEMAS
Wenfei Fan
Advisors: Peter Buneman and Scott Weinstein
This dissertation introduces a path constraint language and investigates its associated
implication and nite implication problems.
This path constraint language has proven useful in a variety of database contexts, ranging
from semistructured data as found for instance on the Web, to structured data such as
data in object-oriented databases. It is capable of expressing natural integrity constraints
that are not only a fundamental part of the semantics of the data, but are also important
in query optimization.
Path constraint implication is investigated for two models for semistructured data: the
semistructured data model and the deterministic data model. Databases in these models
are unconstrained by any type system or schema. For the semistructured data model, it is
shown that, despite the simple syntax of the constraint language, its associated implication
problem is r.e. complete and its nite implication problem is co-r.e. complete. However, in
light of these undecidability results, several decidable fragments of the constraint language
are identied. These fragments suce to express many important integrity constraints
such as referential integrity, inverse relationships and local database constraints. For the
deterministic data model, it is shown that the implication and nite implication problems
for the path constraint language are nitely axiomatizable and decidable in cubic-time.
Path constraint implication is also studied for structured data, i.e., data constrained by a
schema. In the context of three practical object-oriented data models, a number of com-
plexity results on the implication and nite implication problems for the path constraint
language are established. In addition, the interaction between path constraints and type
systems is investigated. It is demonstrated that adding a type to the data may in some
cases simplify the analysis of path constraint implication, and in other cases make it harder.
v
More specically, it is shown that there is a path constraint implication problem that is
decidable in PTIME in the untyped context, but that becomes undecidable when a type
system is added. On the other hand, there is an implication problem that is undecidable
in the untyped context, but becomes not only decidable in cubic-time but also nitely
axiomatizable when a type system is imposed.
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Part I
Introduction
This dissertation investigates a class of path constraints and their associated implication
and nite implication problems in a variety of database contexts, ranging from semistruc-
tured data, i.e., data whose structure is not constrained by a schema, to structured data,
i.e., data constrained by a schema.
There is a natural analogy between this work and inclusion dependency theory established
for the relational data model. The theory of inclusion dependencies constitutes an im-
portant part of relational database theory. It provides a formal mechanism for expressing
certain integrity constraints that commonly arise in practice, and has proven useful for
optimizing queries and for performing updates in the context of relational databases (see
[5] for more detailed discussions of inclusion dependency theory). In the same way, the
class of path constraints investigated here is important to a variety of data models devel-
oped to meet the demands of a wide range of applications. At one end of the spectrum,
these models include sophisticated ones with richer constructs than the relational model,
such as object-oriented models proposed to deal with, for example, computer-aided design
and oce information systems. At the other end, among these models are semistructured
data models, which have recently emerged in response to the needs of data integration,
data browsing and querying unstructured data as found for instance on the Web. In these
models, these path constraints are capable of expressing natural integrity constraints that
are not only a fundamental part of the semantics of the data, but are also important in
query optimization.
To use path constraints in query optimization, it is important to be able to reason about
them. That is, one needs to settle the question of constraint implication. The implica-
tion and nite implication problems for path constraints, which are the central technical
1
problems investigated in this dissertation, are also interesting in their own right. They
are connected to the key issues of computer sciences. In addition, these problems lie at
the conuence of nite model theory, bounded variable logics, feature logics, logics of pro-
grams and language theory. The complexity results established here may shed light on
these related topics.
Part I of the dissertation introduces the path constraint language. More specically,
 Chapter 1 presents the motivation for the study of the path constraints, briey
describes the main results of the dissertation, covers related research, and provides
a road map through this dissertation.
 Chapter 2 formally denes the path constraint language, and describes its associated
axiomatizability, implication and nite implication problems.
2
Chapter 1
Introduction
This chapter presents the motivation for studying path constraints (Section 1.1), describes
the main results of this dissertation (Section 1.2), and covers related work (Section 1.3).
The structure of the dissertation is outlined in Section 1.4.
1.1 Motivation
The fundamental motivation for the study of path constraints is to incorporate more
semantics into data models, including those with richer constructs than the relational
model. To illustrate this, consider the following object-oriented schema:
class studentf
Name: string;
Taking: set(course);
g
class coursef
CName: string;
Enrolled: set(student);
g
Students: set(student);
Courses: set(course);
in which we assume that the declarations Students and Courses dene (persistent) entry
points into the database. As it stands, this declaration does not provide full informa-
tion about the intended structure. Given such a database we would expect the following
3
informally stated constraints to hold:
(a) 8 s 2 Students 8 c 2 s:Taking (c 2 Courses)
(b) 8 c 2 Courses 8 s 2 c:Enrolled (s 2 Students)
That is, any course taken by a student must be a course that occurs in the database extent
of courses, and any student enrolled in a course must be a student that similarly occurs in
the database. We shall call such constraints extent constraints.
We might also expect an inverse relationship to hold between Taking and Enrolled.
Object-oriented databases dier in the ways they enable one to state and enforce extent
constraints and inverse relationships. Compare, for example, O2 [11] and ObjectStore [59].
Let us develop a more formal notation for describing such constraints. To do this we borrow
an idea that has been exploited in semistructured data models (e.g., [8, 20, 68, 69, 70]) of
regarding semistructured data as an edge-labeled graph. In our object-oriented database
there are two sets of objects, Students and Courses. We express this in semistructured
data representation by building a graph with a root node r and a node for each object.
Edges connect the root to these object nodes, and these edges are labeled either Students
or Courses. Edges emanating from these nodes indicate attributes or relationships with
other objects and are appropriately labeled. For example, a node representing a student
object has a single Name edge connected to a string node, and multiple Taking edges
connected to course nodes. See Figure 1.1 for an example of such a graph.
Using this representation of data we can examine certain kinds of constraints.
Extent constraints. By taking edge labels as binary predicates, constraints of the form
(a) and (b) above can be stated as:
8 c (9 s (Students(r; s) ^ Taking(s; c))! Courses(r; c))
8 s (9 c (Courses(r; c) ^Enrolled(c; s))! Students(r; s))
Here r is a constant denoting the root node, and variables c, s range over vertices. The
rst constraint above states that any vertex that is reached from the root by following a
Students edge followed by a Taking edge can also be reached from the root by following a
4
Name
C1 S2S1 C2
Students Courses Students Courses
"Phil4""Smith" "Chem3" "Jones"
CName CNameName
Taking
Enrolled
Taking
Enrolled
Taking
Enrolled
r
Figure 1.1: Representation of a student/course database
Courses edge. Similarly, the second asserts that any vertex that is reached from the root
by following a Courses edge followed by an Enrolled edge can also be reached from the
root by following a Students edge.
Inverse constraints. These are common in object-oriented databases [31]. With respect
to our student/course schema, the inverse between Taking and Enrolled is expressed as:
8 s (Students(r; s)! 8 c (Taking(s; c)! Enrolled(c; s)))
8 c (Courses(r; c)! 8 s (Enrolled(c; s)! Taking(s; c)))
Local database constraints. In database integration it is sometimes desirable to make
one database a component of another database, or to build a \database of databases".
Suppose, for example, we want to bring together a number of student/course databases as
described above. We might write something like:
class School-DBf
DB-identifier: string;
Students:set(student); // as defined above
Courses: set(course); // as defined above
g
Schools: set(School-DB);
Now we may want certain constraints to hold on components of this database. For exam-
5
ple, the \extent constraints" described above now hold on each member of the Schools
set. Here we refer to a component database such as a member of the set Schools as a local
database and its constraints as local database constraints. Extending our graph represen-
tation by adding Schools edges from the new root node to the roots of local databases,
the local extent constraints are:
8 d (Schools(r; d) ! 8 c (9 s (Students(d; s) ^ Taking(s; c)) ! Courses(d; c)))
8 d (Schools(r; d) ! 8 s (9 c (Courses(d; c) ^Enrolled(c; s)) ! Students(d; s)))
The semantics conveyed by the constraints given above is important both as part of the
database denition and also for query optimization. However, data models including widely
used commercial object-oriented models cannot represent (at least part of) this semantic
information. It is desirable to overcome this limitation by incorporating these constraints.
A path constraint language. These considerations give rise to the question whether
there is a constraint language which will capture these integrity constraints. To answer
this question, we consider a class of constraints of either the form
8x ((r; x) ! 8 y ((x; y)! (x; y)));
or the form
8x ((r; x) ! 8 y ((x; y)! (y; x)));
where (x; y) ((x; y), (x; y)) represents a path, i.e., a sequence of edge labels, from node
x to node y. As demonstrated above, (x; y) can be expressed as a logic formula with
two free variables x and y by treating edge labels as binary predicates. These constraints
are called path constraints. We use Pc to denote this class of path constraints. This path
constraint language is capable of expressing all the integrity constraints we have so far
encountered. It properly contains the class of word constraints introduced in [9].
This path constraint language is dened for a graph model in which data is represented as
an edge-labeled rooted directed graph. In a graph representing a database, the root node
r indicates a persistent entry point into the database, the vertices represent data entities,
and the edges are labeled with attribute names.
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Semistructured data can be represented in this graph model. Semistructured data is char-
acterized as having no type constraints, irregular structure and missing schema [2, 18]. In
short, it refers to data whose structure is not constrained by a schema. Semistructured
data is commonly found on the World-Wide Web, in biological databases and after data
integration. In particular, documents of XML (eXtensible Markup Language, [17, 76]) can
also be viewed as semistructured data [38]. The unifying idea in modeling semistructured
data is the representation of data as a graph in the graph model. For example, Figure 1.2
shows a graph representing the following XML data:
<?XML version = "1.0">
<bib>
<book ISBN = "12" author = "345">
<title> ... </title>
<publisher> ... </publisher>
</book>
<book ISBN = "23" author = "123" ref = "12">
<title> ... </title>
</book>
<book ISBN = "34" author = "123" ref = "23">
<title> ... </title>
</book>
<person SSN = "123" wrote = "34 23">
<name> ... </name>
</person>
<person SSN = "345" wrote = "12">
<name> ... </name>
<age> ... </age>
</person>
</bib>
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Figure 1.2: Representation of an XML document
With the recent popularity of semistructured data, this graph model is often referred to
as the semistructured data model (abbreviated to SM) in the literature [2, 18].
As illustrated by the student/course example, structured data can also be represented
as a graph in SM. Structured data is data constrained by a schema, such as in object-
oriented databases. The type system or schema denition can be viewed as imposing a type
constraint on the data. A graph representing the data must satisfy the type constraint.
Because of the expressive power of the graph model, path constraints of Pc are dened on
both semistructured data and structured data. In these database contexts, path constraints
have found a wide range of applications, which we next briey describe.
Query optimization. Path constraints of Pc are useful in optimizing queries. To illus-
trate this, consider the student/course database given in Figure 1.1. Suppose, for example,
we want to nd the names of all the courses enrolled by students who are taking the course
\Chem3". Without the inverse and extent constraints for the database described above,
one would write the query as Q1 (in OQL syntax [31]):
Q1 select distinct c.CName
from Courses c,
c.Enrolled s,
s.Taking c'
where c'.CName = "Chem3"
8
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cities citiescities
connect
connectconnect
connect
connect
"Philadelphia"
connect
Wall-street
Name
"Washington D.C."
r
"New York"
NameName
White-house
Figure 1.3: An example tour database
Given the inverse and extent constraints, one can show that Q1 is equivalent to Q2 given
below:
Q2 select distinct c.CName
from Courses c',
c'.Enrolled s,
s.Taking c
where c'.CName = "Chem3"
In other words, given the path constraints, one can rewrite Q1 to Q2. In most cases, Q2
is more ecient than Q1. Indeed, Q2 complies with the familiar optimization principle
originating in relational database theory: performing selections as early as possible.
As another example, consider the tour database given in Figure 1.3. Suppose we want
to nd all the cities connected to Philadelphia via one or more connect edges. Without
knowledge of any path constraint on the database, the only way to formulate this query is
by using some form of recursion. However, given the Pc constraints below:
8x (cities(r; x) ! 8 y (9 z (connect(x; z) ^ connect(z; y))! connect(x; y)))
8x (cities(r; x) ! 8 y (connect(x; y)! connect(y; x)))
we are able to write the query without using recursion as (in Lorel [8] syntax):
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select c
from r.cities p, p.connect c
where p.Name = "Philadelphia"
Semantic specication. Path constraints of Pc also oer a mechanism to describe struc-
tural information missing in the semistructured data model. Structural information is
useful for query formulation and optimization. It also facilitates browsing data and ex-
ploring data formats especially when the data is exported to external applications. For
XML documents, in particular, there are cases in which structural information is required
to enforce content models. For this purpose, XML provides an optional document-structure
grammar, called DTD (Document Type Descriptor. See [17, 76]), to describe semantic in-
formation. For example, consider the XML document represented in Figure 1.2. To ensure
that cross-references in the document are handled properly, the following DTD is needed:
<!ELEMENT book (title, publisher?)>
<!ATTLIST book
ISBN ID #required
author IDREFs #implied
ref IDREFs #implied>
<!ELEMENT person (name, age?)>
<!ATTLIST person
SSN ID #required
wrote IDREFs #implied>
This DTD species that a book element contains an element title and an optional element
publisher. It has an ISBN attribute which is the key of the book element. It may also
have author and ref attributes which refer to other elements of the document. Similarly,
a person element contains a name element and an optional age element. It has a SSN
attribute which is the key of the person element, and may contain a wrote attribute refer-
ring to other elements. However, XML and XML DTD are not sucient to specify content
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or semantics. To overcome this limitation, numerous object-oriented type systems have
been proposed for adding structure or semantics to XML documents. Among these pro-
posals, several [16, 44, 60, 61] advocate the need for integrity constraints. These integrity
constraints are important in interpreting XML documents. Whether such constraints will
be specied as extensions to existing type systems such as XML-Data [61], SOX [44], DCD
[16], or whether they will be added as independent constructs, is not yet clear, and, in all
probability, they will be added in both ways. For example, XLink [63] is independent of
any type system and can express simple co-reference constraints. XML-Data, on the other
hand, embeds restricted forms of extent and inverse constraints in it:
 Range constraints that declare restriction on the types of the elements to which an
element may refer. For example, the author attribute of a book element can only
refer to person elements, and the wrote of attribute of a person element can only
refer to book elements. In XML-Data, these can be expressed as:
<elementType id = "book">
...
<attribute name = "author" dt = "IDREFs" range = "#person" />
</elementType>
<elementType id = "person">
...
<attribute name = "wrote" dt = "IDREFs" range = "#book" />
</elementType>
It should be mentioned that these are just type restrictions and have no connection
with the notion of extent.
 Correlatives that describe XML elements representing bidirectional relations. How-
ever, inverse relationships between attributes cannot be expressed as correlatives. For
example, the inverse relationship between author attributes of book elements and
wrote attributes of person elements cannot be expressed in XML-Data. If author
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and wrote were XML elements rather than attributes, then the inverse relationships
could be described as correlatives:
<elementType id = "wrote">
...
<correlative type = "#author"/>
</elementType>
<elementType id = "author">
...
<correlative type = "#wrote"/>
</elementType>
These integrity constraints can be expressed as Pc constraints. For example, on the XML
document shown in Figure 1.2, one may impose the following extent and inverse constraints:
8x (9 y (book(r; y) ^ author(y; x))! person(r; x))
8x (9 y (person(r; y) ^ wrote(y; x))! book(r; x))
8x (9 y (book(r; y) ^ ref(y; x))! book(r; x))
8x (book(r; x)! 8 y (author(x; y)! wrote(y; x)))
8x (person(r; x)! 8 y (wrote(x; y)! author(y; x)))
Extent and inverse constraints on semistructured databases convey semantics commonly
found in object-oriented databases. As another example, consider the following constraints
for a Web database of a school:
8x (Dept(r; x)! 8 y (TA(x; y) ! Student(x; y)))
8x (Dept(r; x)! 8 y (TA(x; y) ! Employee(x; y)))
8x (Dept(r; x)! 8 y ((Student(x; y) ^Employee(x; y)) ! TA(x; y))) (y)
Here r indicates the home page of the school, which has links to the home pages of depart-
ments in the school. The home page of a department is in turn linked to home pages of
employees, students and teaching assistants of the department. Abusing object-oriented
database terms, these constraints state that
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 TA of a department is a \subclass" of both Student and Employee of the department;
and
 the \extent" of TA is the intersection of the \extents" of Student and Employee.
The rst two constraints above are in Pc and the constraint (y) is in P
^
c , which is a mild
generalization of Pc to be studied in Chapter 5.
In the context of structured databases, it turns out that path constraints are also needed
for many other reasons besides query optimization. First, many referential integrity con-
straints can be expressed as path constraints. For structured data, checking and maintain-
ing these referential integrity constraints are central to performing updates and loading
databases. Second, these referential integrity constraints are also used in database integra-
tion and transformations both to ensure information capacity preservation and to improve
performance (see Chapter 5 of [58] for detailed discussions of this subject). Third, some
fundamental features of object-oriented databases can be captured by path constraints.
Including these constraints in new data models helps incorporate object-oriented features
into these models.
Path constraint implication. To take advantage of path constraints, it is important to
be able to reason about them. This gives rise to the question of logical implication for path
constraints, the most important theoretical question in connection with path constraints.
In general, we may know that a set of path constraints is satised by a database. The
question of logical implication is: What other path constraints are necessarily satised by
the database? To see why logical implication is important, consider the queries Q1 and
Q2 given above against the student/course database. To show that Q1 can be rewritten
to Q2, the following constraints of Pc are also needed in addition to the given inverse and
extent constraints:
8 s (9 c1 (Courses(r; c1) ^Enrolled(c1; s)) ! 8 c (Taking(s; c)! Enrolled(c; s)))
8 c (9 c1 (Courses(r; c1) ^ 9 s (Enrolled(c1; s) ^ Taking(s; c)))! Courses(r; c))
To use these constraints, we need to show that they necessarily hold if the given extent and
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inverse constraints hold. That is, they are implied by the given constraints. As another
example, consider the XML document depicted in Figure 1.2. The path constraints below,
which are implied by the given extent and inverse constraints on the data, are useful for
understanding and querying the XML data:
8x (9 y (book(r; y) ^ 9 z (ref(y; z) ^ ref(z; x)))! book(r; x))
8x (9 y (person(r; y) ^ 9 z (wrote(y; z) ^ 9w (ref(z; w) ^ author(w; x)))) ! person(r; x))
8x (9 z (book(r; z) ^ ref(z; x))! 8 y (author(x; y)! wrote(y; x)))
8x (9 z (book(r; z) ^ 9w (ref(z; w) ^ author(w; x)))! 8 y (wrote(x; y)! author(y; x)))
As pointed out by [60], it is important to be able to reason about constraints on XML data.
Because of this, a reasoning mechanism is expected to be built on top of RDF (Resource
Description Framework [60]), which is a model proposed for specifying semantics of XML
data.
There are two forms of implication problems associated with path constraints. In the con-
text of structured data, databases are usually considered to be nite. Logical implication is
called nite implication for the case in which only nite database instances are permitted.
It is also interesting to consider logical implication in the traditional logic framework in
which innite instances are also allowed. In fact, in the context of semistructured data,
some databases, e.g., the one consisting of all the pages on the Web, are sometimes viewed
as innite [10]. Logical implication is called unrestricted implication, or simply implication,
for the case in which both nite database instances and innite instances are permitted.
The central technical problems investigated in this dissertation are the implication and
nite implication problems for path constraints. These problems are studied in a variety
of database contexts.
Path constraint implication in the context of semistructured data. We investigate
path constraint implication for two models for semistructured data. One is SM given
above. The other, recently developed in [21] and referred to as the deterministic data
model (abbreviated to DM), is a variant of SM in which the edge relations of a graph are
deterministic. That is, the edges emanating from any node in the graph have distinct labels.
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In many applications, the deterministic data model is more appropriate for representing
semistructured data. For example, when modeling Web pages as a graph, a node stands
for an HTML document and an edge represents a link with an HTML label from one
document (source) to another (target). In many situations it is reasonable to assume that
the HTML label uniquely identies the target document. Even if this is not literally the
case, one can achieve this by including the URL (Universal Resource Locator) of the target
document in the edge label. This yields a deterministic graph.
It turns out that path constraint implication has widely dierent complexities in these two
models. In the context of DM, the implication and nite implication problems for Pc are
simple enough to be decidable in cubic-time. In contrast, in the context of SM, these
problems are hard enough to be undecidable.
Path constraint implication in the context of structured data. We investigate
path constraint implication for several object-oriented models, which are similar to those
studied in [3, 5, 6, 31, 58].
One important issue is the interaction between path constraints and the type system.
The type system or schema denition may be viewed as imposing a type constraint on
the data. For typed data, path constraint implication is considered in the context of the
instances of a schema. That is, in the databases satisfying the type constraint determined
by the schema. This is referred to as path constraint implication over a schema. Because
of the impact of type constraints, in general we can no longer expect results developed
for semistructured data to hold when a type is imposed on the data. Path constraint
implication in the presence of types is a rich source of questions. However, although it is
central to the study of path constraints on structured data, the interaction between path
constraints and type constraints has received little attention.
While there has been considerable recent activity [32, 34, 43, 71] in optimizing object-
oriented queries in the presence of constraints, there has, to our knowledge, been almost
no work on the formulation of constraints, let alone the study of the implication problem.
In [71] a rather general approach is taken: constraints are represented as boolean queries
that are true, and a general framework for program optimization is used to deal with both
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the optimization and the implication problem. In this setting, constraints are at least as
expressive as rst-order logic, and the issue of what classes of constraints have decidable
implication problems is not separated from the general optimization problem.
Given the graph representation that we have adopted, we can cleanly separate typing issues
from other constraints. Consider the following ODL [31] specication (loosely related to
our previous XML example) which denes Book and Person classes:
interface Book
(extent book) (B1)
f attribute String title;
relationship set<Person> author (B2)
inverse Person::wrote; (B3)
g
interface Person
(extent person) (P1)
f attribute String name;
relationship set<Book> wrote (P2)
inverse Book::author ; (P3)
g
Strike out the extent and inverse declarations at lines B1, B3, P1, P3, and change
relationship to attribute on lines B2 and P2. One is now left with a standard object-
oriented class/type declaration. In fact it is a declaration that can be expressed directly
in a language such as C++ with type templates.
We can consider the extent and inverse declarations as added constraints:
 Extent constraints. For any book b, b:author is a subset of the extent person. Simi-
larly, for any person p, p:wrote is a subset of extent book.
 Inverse constraints. For any book b and for any p in b:author, b is a member of
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p:wrote. Similarly, for any person p and for any b in p:wrote, p is a member of
b:author.
Thus, if we consider a database instance to be a graph (such as Figure 1.2 suitably mod-
ied) we can understand an ODL schema as imposing two kinds of constraints: (a) type
constraints, which dictate the general structure of the graph, and (b) path constraints
which dictate inclusions among certain sets of objects. We should remark that type con-
straints cannot be expressed as path constraints and vice versa.
We study the interaction between path and type constraints for two reasons. First, path
constraints have proven useful for structured data. To make use of path constraints in
the context of structured data, their associated implication problems should be studied
in the presence of types. Second, even in the study of path constraint implication for
semistructured data, there are cases in which type constraints are inevitable. For example,
although the XML standard itself does not require any schema or type system, a number
of proposals [16, 44, 61] have been developed that roughly correspond to data denition
languages. These allow one to constrain the structure of XML data by imposing a schema
or a type constraint on it. These and other proposals (e.g., [60]) also advocate the need
for certain integrity constraints, which can be expressed as Pc constraints. It is likely that
future XML proposals will involve both forms of constraints, and it is therefore appropriate
to understand the interaction between them.
A number of results on the interaction between path and type constraints are established
in this dissertation. These results show that adding structure to semistructured data may
in some cases simplify reasoning about path constraints, and in other cases make it much
harder.
Another issue is the impact of complex value equality on path constraint implication. In a
semistructured database, it is assumed that every data entity has a unique identier. Two
data entities are equal if and only if they have identical identiers. This is also the case
in the object-oriented model considered in [3]. In some object-oriented database systems
such as those studied in [5, 6, 31, 58], however, complex values with nested structures
are supported. In these systems, a complex value may not have a unique identier. Two
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such data entities are equal if and only if their values are equal. This equality relation is
referred to as complex value equality . Complex value equality can be viewed as imposing
an equality constraint on the data. The presence of equality constraints raises a host of
problems, and makes the analysis of path constraint implication more delicate. This issue
is also investigated in this dissertation.
Axiomatization. A notion related to path constraint implication is (nite) axiomatiz-
ability. That is, the problem to determine whether there exists a (nite) set of inference
rules which is sound and complete for path constraint implication and nite implication.
It is desirable to develop a nite set of inference rules for a class of constraints. Infer-
ence rules can be used not only for generating symbolic proofs of implication, but also for
studying the essential properties of the constraints. In general, the existence of a nite
set of inference rules is a stronger property than the existence of an algorithm for testing
implication. There are constraint languages for which there is no nite set of inference
rules but there is an algorithm for testing their logical implication. For example, the class
of unary inclusion dependencies and functional dependencies does not have a nite axiom-
atization for nite implication. However, there is an algorithm for testing its associated
nite implication in cubic-time [36].
Several results on the nite axiomatizability of path constraints are also established in this
dissertation.
1.2 Contributions
The following contributions are made.
 A path constraint language, Pc, is introduced. This language formalizes a variety of
integrity constraints that commonly arise in practice and are a fundamental part of
the semantics of the data. The language is of interest in connection with databases
adhering to a variety of data models, ranging from sophisticated ones with richer
constructs than the relational model such as object-oriented models, to semistruc-
tured models recently developed in response to the need of querying unstructured
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data as found for instance on the Web. The constraints of Pc are important in query
optimization. These constraints are also useful for specifying structural informa-
tion about semistructured data and for ensuring information capacity preservation
in database transformations.
 Abstractions of semistructured as well as structured databases are presented in terms
of rst-order logic. These help pave the way for applying results originating in nite
model theory or various nonstandard logics to databases.
 A number of complexity results on path constraint implication are established.
In the context of semistructured databases, two graph models are considered.
{ In SM.
 It is shown that despite the simple syntax of Pc, the implication problem
for Pc is r.e. complete and the nite implication problem for Pc is co-r.e.
complete. Indeed, two fragments of Pc are identied, and the existence of
a conservative reduction from the set of all rst-order sentences to each of
the two fragments is established.
 In light of these undecidability results, several fragments of Pc are identied,
and the decidability of the implication and nite implication problems for
each of these fragments is established. These fragments suce to express
important semantic information such as extent constraints, inverse rela-
tionships and local database constraints commonly found in object-oriented
databases, and can be used for optimizing query evaluation and for specify-
ing structural information about semistructured data. In addition, each of
these fragments properly contains the class of word constraints introduced
and studied in [9].
{ In DM.
 In contrast to the undecidability results established in SM, it is shown that
in DM, the implication and nite implication problems for Pc coincide and
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are decidable in cubic-time. In addition, there is a nite axiomatization for
implication and nite implication of constraints of Pc.
 Two generalizations of Pc are investigated. One generalization, denoted
by P c , allows wildcards in path expressions. The other, denoted by P

c ,
represents paths by regular expressions. It is shown that the implication
nite implication problems for P c are decidable, but these problems for P

c
are undecidable.
In the context of structured databases, three object-oriented models are considered.
One of them is a restricted type system, and the others are generic type systems.
{ Interaction between path constraints and type constraints is investigated. It is
shown that results developed for semistructured data may no longer hold in the
presence of types.
 On the one hand, there is a fragment of Pc whose associated implication
and nite implication problems are decidable in PTIME in the context of
SM, but that become undecidable in the context of the two generic object-
oriented models.
 On the other hand, there is another fragment of Pc whose associated im-
plication and nite implication problems are undecidable in SM, but that
become decidable in cubic-time in the restricted object-oriented model.
{ It is shown that the implication and nite implication problems for Pc are de-
cidable in the restricted object-oriented model, but are undecidable in the two
generic models. However, the decidability of the implication and nite implica-
tion problems for word constraints is established for each of these models. In
addition, in some special cases, word constraint implication is nitely axioma-
tizable and is decidable in PTIME.
{ The impact of complex value equality is investigated. In particular, word con-
straint implication is studied in the context of an object-oriented model sup-
porting complex value equality. A characterization of databases of this model
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is presented in terms of equality and type constraints. It is shown that in this
context, the implication and nite implication problems for word constraints
remain decidable.
1.3 Related research
The idea of representing data as an edge-labeled graph and using paths to specify naviga-
tional queries dates back to the early 1980s [66, 80]. Recently, the idea has been exploited
and adapted to a variety of new database applications, ranging from querying object-
oriented databases (e.g., XSQL [56], OQL-doc [4]) to querying semistructured data (e.g.,
UnQL [20], Lorel [8], W3QS [57], MSL [69], WebSQL [65], STRUQL [41], STRUDEL [40],
XML-QL [38]). Similar graph data models were also considered in [13, 37].
Deterministic graphs are also of interest in other areas. They form a special class of feature
structures studied in feature logics [72]. They are also investigated in deterministic propo-
sitional dynamic logics [49, 75] and in deterministic transitive closure logics (DTC) [47, 53].
It should be mentioned that the path constraints considered here are not expressible in fea-
ture logics or in deterministic propositional dynamic logic (even with converse). Although
they can indeed be expressed in DTC, in general, one cannot establish tight upper bounds
for them by reducing their associated (nite) implication problems to the (nite) satisa-
bility problem for DTC. In fact, even two-variable DTC possesses undecidable satisability
and nite satisability problems [47].
Optimization techniques for queries on semistructured data have been formally studied in
[20, 73, 8, 9]. In [20], a lambda calculus for semistructured data was presented. This yields
a framework for graph transformations which, in turn, allows an optimized evaluation of
UnQL queries. In [73], a query decomposition method was proposed as an ecient query
evaluation strategy on distributed data sources. In [8], the optimization techniques for
generalized path expressions in object-oriented databases developed by [33] were consid-
ered for semistructured data. Recently, [9] investigated query optimization by using path
inclusion constraints.
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Structural information about semistructured data has been investigated in [19, 42, 67,
68]. In [19], a schema of a semistructured database was dened by means of graphs and
simulation. Using the graph schemas, [42] provided optimization techniques for queries
with regular path expressions. The problem of inferring structure of semistructured data
was considered in [67, 68]. In [67], an algorithm was developed for approximately classifying
objects into a type hierarchy. In [68], an approach to schema discovery by traversing
navigation paths was presented.
Path constraints of Pc can be viewed as a generalization of inclusion dependencies (see,
e.g., [5] for detailed discussions of inclusion dependency theory). In a relational database,
inclusion dependencies compare values from dierent columns of one or more relations.
Likewise, in a data graph, path constraints compare data entities reachable by following
dierent navigational paths. However, the applicability of inclusion dependencies is limited
to relational databases. In contrast, path constraints of Pc have proven useful in a variety
of database contexts far beyond relational databases.
There has also been work on constraint languages dened in terms of paths for structured
data [78, 35, 14, 54, 79, 55, 71] as well as for semistructured data [9]. A class of functional
constraints, called path functional dependencies, was proposed in [78, 35]. The axiomatiz-
ability and decidability of its associated unrestricted implication problem were established
in [78, 14, 54]. This constraint language generalizes functional dependencies in the rela-
tional data model for semantic and object-oriented data models. It diers signicantly
from the path constraint language Pc investigated in this dissertation, which is a general-
ization of (unary) inclusion dependencies in the relational model for both structured and
semistructured data.
In [79, 35], a class of constraints for specifying range restrictions associated with paths,
called specialization constraints, was proposed for object-oriented data models. The ax-
iomatizability and decidability of its associated implication and nite implication problems
were established in [55]. A specialization constraint asserts a type condition which is often
specied by a schema. The central dierence between specialization constraints and path
constraints of Pc is that specialization constraints are type constraints for a graph repre-
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senting a schema, whereas the path constraints specify inclusion relations for a graph rep-
resenting data. In particular, specialization constraints must be associated with a schema,
whereas the path constraints of Pc are dened for both structured and semistructured
data.
Recently, a class of constraints, called EPCDs (embedded path-conjunctive dependencies),
was introduced and studied for typed data in [71]. It was shown there that the implication
and nite implication problems for EPCDs are decidable. The class of EPCDs is weaker
than Pc in some aspects. For example, quantier nesting is allowed in Pc but not in EPCDs.
In other aspects, it is stronger than Pc. For example, non-emptiness can be expressed in
EPCDs but not in Pc.
Closer to the work reported in this dissertation is the path inclusion constraint language
introduced and investigated by Abiteboul and Vianu in [9]. A constraint in this language
is an expression of the form p  q or p = q, where p and q are regular expressions denoting
paths in a graph representing semistructured data. In particular, if p and q are paths, i.e.,
sequences of labels, the constraint is called a word constraint . A constraint p  q (p = q)
expresses the inclusion (equality) relation between the two sets of nodes reachable along
p and q. The decidability of the implication problems for the language was established
in [9] for the semistructured data model SM. In addition, [9] also showed that word
constraint implication is decidable in PTIME. This constraint language diers from the
constraint language Pc in expressive power. On the one hand, the constraint language of
[9] allows a more general form of path expressions than Pc. On the other hand, it cannot
capture inverse constraints and local database constraints, whereas these constraints can
be expressed in Pc. Indeed, the language of [9] is contained in L
2
1!, the two variable
fragment of the innitary language L1!, whereas Pc expresses constraints which are not
L21! denable. Since the constraint language Pc is neither included in L
2
1! nor categorized
as a quantier prex fragment of rst-order logic, our results concerning the implication
problems for Pc are orthogonal to classical work on the decision problem for fragments of
rst-order logic (cf. [15]). In comparing this work to [9], it should also be noted that [9]
does not consider the question of logical implication in the context of typed data.
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Finally, several decidability/undecidability results of this dissertation are proved by re-
duction to/from well-known results established in rst-order logic [15], bounded variable
logics [45, 46] and language theory [51].
1.4 Organization
The remainder of this dissertation is made up of four parts. The rest of the introduc-
tory part presents some formal denitions. Parts II and III investigate path constraint
implication for semistructured data and structured data, respectively. Finally, there is a
concluding part.
Part I Introduction
Chapter 2 formally introduces the path constraint language, Pc. The nite axiomatizabil-
ity, implication and nite implication problems for Pc are also described.
Part II Path Constraints on Semistructured Data
Chapter 3 presents two models for semistructured data: the semistructured model SM
and the deterministic data model DM. An abstraction of databases is introduced in
terms of rst-order logic for each of these models. Using this abstraction, the notion of
path constraint implication is rened.
Chapters 4 and 5 study path constraint implication in the context of SM. The results
presented in these two chapters are taken from [22, 24, 25, 26].
Chapter 4 establishes the undecidability results on path constraint implication in the
context of SM. Two fragments of Pc are identied. It is shown that for each of the two
fragments, the implication problem is r.e. complete and the nite implication problem
is co-r.e. complete. Indeed, the existence of a conservative reduction from the set of all
rst-order sentences to each of the two fragments is established.
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Chapter 5 identies several fragments of the language Pc, and establishes the decidability
of the implication and nite implication problems for each of these fragments in SM.
In addition, it is demonstrated that these fragments suce to express important semantic
information such as extent constraints, inverse relationships and local database constraints
commonly found in object-oriented databases. It also presents a mild generalization of Pc,
P^c , and shows that the undecidability and decidability results on the fragments of Pc also
hold on the analogous fragments of P^c .
Chapter 6 investigates path constraints in the context of DM. The decidability of the
implication and nite implication problems for Pc is established. In addition, it is shown
that Pc is nitely axiomatizable. A cubic-time algorithm for testing implication and nite
implication of Pc constraints is presented. This chapter also introduces two generalizations
of Pc, namely, P
 
c and P

c . The language P
 
c is dened by including wildcards in path ex-
pressions, and P c is dened by representing paths as regular expressions.. It is shown that
in DM, while the implication and nite implication problems for P c are decidable, these
problems are undecidable for P c . The results reported in this chapter were established in
[30].
Part III Path Constraints on Typed Data
Chapter 7 presents three object-oriented data models which do not support complex
value equality and are similar to the one studied in [3]. An abstraction of databases is
introduced in terms of type constraints for each of these models. The notion of path
constraint implication over a schema is also described.
Chapter 8 studies the implication and nite implication problems for Pc for each of the
object-oriented models introduced in Chapter 7. It is shown that in the context of one
of these models, the implication and nite implication problems for Pc are decidable in
cubic-time and are nitely axiomatizable. In the two other models, these problems are
undecidable. In addition, it is shown that in all three of these models, the implication and
nite implication problems for the class of word constraints are decidable. Moreover, in
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some special cases, word constraint implication is nitely axiomatizable and is decidable
in PTIME. Some results presented in this chapter were reported in [22, 27, 28].
Chapter 9 investigates the interaction between path and type constraints. In particular, it
identies a fragment of Pc whose associated implication and nite implication problems are
decidable in PTIME in SM, but that become undecidable in some object-oriented models.
In addition, it identies another fragment of Pc whose associated implication and nite
implication problems are undecidable in SM, but that become decidable in cubic-time in
an object-oriented model. The results reported in this chapter are taken from [23, 28].
Chapter 10 studies the impact of complex value equality on path constraint implication.
An object-oriented model supporting complex value equality is introduced. An abstraction
of the databases in this model is given in terms of both type and equality constraints. It
is demonstrated that there is indeed an interaction between path and equality constraints.
Finally, a small model argument is presented to establish the decidability of the implication
and nite implication problems for word constraints in the presence of both type and
equality constraints. The results described in this chapter were established in [29].
Part IV Conclusion
Chapter 11 summarizes the results reported in this dissertation and identies directions
for further work.
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Chapter 2
Path Constraints
This chapter formally denes the path constraint language Pc. We rst present the vo-
cabulary of Pc, and then dene paths and path constraints of Pc. Finally, we describe the
notions of implication, nite implication and axiomatization.
2.1 Vocabulary
We assume the standard notations of variable, constant, formula, sentence, signature and
structure used in rst-order logic [39] and model theory [50]. The constraint language
investigated in this dissertation uses predicate (relation) and constant symbols. Function
symbols are not allowed. We use K and l with subscripts or superscripts for predicate
symbols, and treat equality as a built-in predicate. We use x, y and z for variables, r
with superscripts for constants, ',  and  for formulas and sentences, and G and H with
subscripts for structures.
The vocabulary of the constraint language is specied by a relational signature
 = (r; E);
where r is a constant and E is a nite set of binary relation symbols.
We specify a -structure G by giving (jGj; rG; EG), where
 jGj is a set called the universe (domain) of G. The elements of jGj are called the
elements (nodes) of G. We use a, b, c and o for nodes of G.
 rG is an element of G and is called the root node of G.
 EG is a set of binary relations on jGj, each of which is named by a relation symbol
of E. For each K 2 E, we write KG for the relation in G named by K.
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The cardinality (size) of G is dened to be the cardinality of jGj.
An important property of -structures is that there is a natural mapping between them
and edge-labeled rooted directed graphs. A -structure G can be naturally depicted as a
graph with jGj as the set of vertices and EG as the set of labeled edges. The root of the
graph is rG. In addition, for all a; b 2 jGj and K 2 E, there is an edge labeled with K
from a to b in the graph if and only if (a; b) 2 KG.
Let G and H be -structures. We say that G is a substructure of H if jGj  jHj, rG = rH ,
and for each K 2 E, KG is the restriction of KH to jGj.
2.2 Paths
A path, i.e., a sequence of labels, can be represented as a logic formula with two free
variables.
Denition 2.1: A path is a formula (x; y) having one of the following forms:
 x = y, denoted by (x; y) and called the empty path;
 K(x; y), where K 2 E and E is the set of binary relation symbols in signature ; or
 9z(K(x; z) ^ (z; y)), where K 2 E and (z; y) is a path.
Here the free variables x and y denote the tail and head nodes of the path, respectively.
We write (x; y) as  when the parameters x and y are clear from the context.
We have seen many examples of paths in Chapter 1. Among them are:
9 z (Students(x; z) ^ Taking(z; y))
9 z (person(x; z) ^ 9w (wrote(z; w) ^ 9 v (ref(w; v) ^ author(v; y))))
The concatenation of paths (x; z) and (z; y), denoted by (x; z) (z; y) or simply  ,
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is dened by:
(x; z)(z; y) =
8>>>><
>>>>:
(x; y) if  = 
9z(K(x; z) ^ (z; y)) if  = K
9u(K(x; u) ^ (0(u; z)  (z; y))) if (x; z) = 9u(K(x; u) ^ 0(u; z))
For example, the paths above can be written as:
Students  Taking(x; y)
person  wrote  ref  author(x; y)
We use ()m to denote the m-time concatenations of , dened by:
()m =
8><
>:
 if m = 0
  ()m 1 otherwise
A path  is said to be a proper prex of %, denoted by  p %, i there exists a path 
such that  6=  and % =   .
A path  is said to be a prex of %, denoted by  p %, i either  p % or  = %.
Similarly,  is said to be a sux of %, denoted by  s %, i there exists  such that
% =   .
For example, the prexes of path person  wrote  ref  author include the empty path ,
person, person  wrote, person  wrote  ref and person  wrote  ref  author. Its suxes
include , author, ref  author, wrote  ref  author and person  wrote  ref  author.
The length of path , jj, is dened by:
jj =
8>>>><
>>>>:
0 if  = 
1 if  = K
1 + jj if  = K  
For example, jStudents  Takingj = 2 and jperson  wrote  ref  authorj = 4.
In particular, a path of either the form (r; x) or (x; r), where r is the constant in ,
can be expressed as a formula with at most two distinct variables. For example, the path
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Students  Taking Enrolled(r; x) can be expressed as:
9 y (Enrolled(y; x) ^ 9x (Taking(x; y) ^ Students(r; x)))
This formula uses only two distinct variables.
2.3 Path constraint language Pc
The path constraint language Pc is formalized as follows.
Denition 2.2: A path constraint ' is an expression of either the forward form
8x ((r; x)! 8 y ((x; y)! (x; y)));
or the backward form
8x ((r; x)! 8 y ((x; y)! (y; x)));
where ; ;  are paths, called the prex , left tail and right tail of ', and denoted by pf('),
lt(') and rt('), respectively.
A path constraint is called a forward constraint if it is of the forward form, and is called
a backward constraint if it is of the backward form.
The set of all path constraints is denoted by Pc.
For example, all the path constraints presented in Chapter 1 (except (y)) are constraints
of Pc.
As demonstrated in Chapter 1, path constraints of Pc are capable of expressing extent,
inverse and local database constraints.
Next, we identify several special subclasses of Pc.
We call a path constraint ' of Pc a simple path constraint if pf(') = . That is, ' is of
either the form
8 y ((r; y)! (r; y));
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or the form
8 y ((r; y)! (y; r)):
The set of all simple path constraints is denoted by Ps.
A proper subclass of simple path constraints, called word constraints, was introduced and
investigated in [9].
Denition 2.3: A word constraint ' is an expression of the form
8 y ((r; y)! (r; y));
where  and  are paths, denoted by lt(') and rt('), respectively.
The set of all word constraints is denoted by Pw.
In other words, a word constraint is a forward path constraint of Pc with its prex being
the empty path .
As demonstrated in Chapter 1, extent constraints can be expressed as word constraints.
2.4 Implication and nite implication
We borrow the standard notions of model and implication from rst-order logic [39].
Let G be a structure and ' a sentence. We use G j= ' to denote that G satises ' (i.e.,
G is a model of '). Let  be a set of sentences. We use G j=  to denote that G satises
 (i.e., G is a model of ). That is, for every  2 , G j= .
Let  [ f'g be a nite set of sentences. We use  j= ' to denote that  implies '. That
is, for every structure G, if G j= , then G j= '. Similarly, we use  j=f ' to denote that
 nitely implies '. That is, for every nite structure G, if G j= , then G j= '.
Let C be a class of sentences. The implication problem for C is the problem of determining,
given any nite subset  [ f'g of C, whether  j= '. Similarly, the nite implication
problem for C is the problem of determining, given any nite subset [f'g of C, whether
 j=f '.
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The central technical problems investigated in this dissertation are the implication and
nite implication problems for Pc and fragments thereat.
The notion of implication and nite implication for Pc shall be rened in Parts II and III.
2.5 Axiomatization
We shall also use the notion of axiomatization (see [5, 36, 48] for detailed discussions of
this notion).
Let C be a class of sentences. An axiomatization of C is a set of inference rules I that
is used to syntactically derive a sentence ' of C from a nite subset  of C. We write
 `I ' if ' is derivable (provable) from  using I. The sequence of sentences occurring in
the derivation is called an I-proof of ' from . An axiomatization I (or a set of inference
rules I) is sound for (nite) implication of C if for each nite subset  [ f'g of C, when
 `I ', then  j= ' ( j=f '). An axiomatization I is complete for (nite) implication
of C if for each nite subset  [ f'g of C, when  j= ' ( j=f '), then  `I '.
An axiomatization is said to be nite if it consists of nitely many inference rules.
A class of sentences C is said to be axiomatizable for (nite) implication if there is an
axiomatization of C that is both sound and complete for (nite) implication of C. The
class C is said to be axiomatizable if there is an axiomatization of C that is sound and
complete for both implication and nite implication of C. Similarly, C is said to be nitely
axiomatizable if there is a nite axiomatization of C that is sound and complete for both
implication and nite implication of C.
We shall use the following well-known results (see, e.g., [5]). Let C be a class of sentences
and I a nite set of inference rules.
 If I is sound and complete for nite implication of C, then the nite implication
problem for C is decidable.
 If I is sound and complete for nite implication of C, and moreover, I is sound
for implication of C, then both the implication problem and the nite implication
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problem for C are decidable.
Several results on the nite axiomatizability of Pc and Pw in certain contexts are established
in this dissertation.
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Part II
Path Constraints on Semistructured Data
The goal of Part II is to settle the question of path constraint implication in the context
of semistructured databases. The implication and nite implication problems for path
constraints are the most important theoretical issues in connection with path constraints.
In Part II, we limit the discussions to semistructured data, by which we mean data whose
structure is not constrained by a schema. Recently, semistructured data has arisen con-
siderable interest. The quest for semistructured data naturally arises from a variety of
applications, including data browsing, data exchange and integration, and querying un-
structured data as found for instance on the World-Wide Web and in biological databases.
We consider two models for semistructured data. One represents data as an edge-labeled,
rooted, directed graph. This model is referred to as the semistructured data model (SM).
The other is a variant of SM, called the deterministic data model (DM). In DM, data
is represented as a graph in SM with deterministic edge relations. That is, the edges
emanating from any node in the graph have distinct labels. These two models are formally
presented in Chapter 3.
Chapters 4 and 5 investigate path constraint implication for SM. More specically, Chap-
ter 4 shows that, despite the simple syntax of Pc, the implication problem for Pc is r.e.
complete, and the nite implication problem for Pc is co-r.e. complete. These results
are rather surprising since Pc is a mild generalization of Pw, which possesses decidable
implication and nite implication problems in SM [9].
These undecidability results motivate our search for decidable fragments of Pc which retain
sucient expressive power to make them of interest from a database perspective. Chap-
ter 5 identies several fragments of Pc, and establishes the decidability of the implication
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and nite implication problems associated with each of these fragments in SM. It also
demonstrates that these fragments suce to express many important integrity constraints,
including extent, inverse and local databases constraints discussed in Chapter 1. In ad-
dition, in Chapter 5 we investigate the class of conjunctive path constraints, P^c , which
is a generalization of Pc. We show that the undecidability and decidability results on the
fragments of Pc investigated here also hold on the analogous fragments of P
^
c .
Chapter 6 studies path constraint implication for DM. In contrast to the undecidability
results established in Chapter 4, it is shown that in DM, the implication and nite impli-
cation problems for Pc are not only decidable in cubic-time, but also nitely axiomatizable.
This demonstrates that the determinism condition of DM simplies the analysis of path
constraint implication. This chapter also investigates two generalization of Pc, namely,
P c and P

c . The language P
 
c allows wildcards in path expressions, and P

c is dened in
terms of regular expressions. It is shown that for P c , the implication and nite implica-
tion problems are decidable. However, these problems for P c remain undecidable. This
undecidability result shows that the determinism condition of DM does not trivialize the
problem of path constraint implication.
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Chapter 3
Semistructured Data Models
This chapter presents two models for semistructured data. One is the well-known graph
model, often referred to as the semistructured data model (SM) in the literature [2, 18].
Interest in the other model, called the deterministic data model (DM), is rather recent
[21]. We give an abstraction of databases in terms of rst-order logic for each of these
models, and rene the notion of path constraint implication in the context of SM and
DM. We also introduce two extensions of Pc, denoted by P
 
c and P

c , respectively, which
will be investigated in Chapter 6 for DM.
3.1 The semistructured data model SM
Semistructured data is usually modeled as an edge-labeled, rooted, directed graph, e.g., in
UnQL [20] and in OEM [8, 68, 70]. Along the same lines, here we use an abstraction of
semistructured databases as (nite) rst-order logic structures of signature
 = (r; E)
described in Chapter 2.
In a -structure G, the constant rG indicates an entry point into the database represented
by G, and the universe jGj represents the set of data entities of the database. Structure
G can be depicted as a rooted edge-labeled directed graph with jGj as the set of vertices,
EG the set of labeled edges and rG the root.
We call this model the semistructured data model , abbreviated to SM.
We rene the notion of path constraint implication in SM as follows. Let  [ f'g be a
nite subset of Pc. We use  j=s ' to denote that  implies ' in SM. That is, for every
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-structure G, if G j= , then G j= '. Similarly, we use  j=(s;f) ' to denote that 
nitely implies ' in SM. That is, for every nite -structure G, if G j= , then G j= '.
In SM, the implication problem for Pc is the problem of determining, given any nite set
 [ f'g of constraints in Pc, whether all -structures that satisfy  are also models of '
( j=s '). The nite implication problem for Pc is the problem of determining, given any
nite subset  [ f'g of Pc, whether all nite -structures that satisfy  are also models
of ' ( j=(s;f) ').
We write  j=s ' ( j=(s;f) ') simply as  j= ' ( j=f ') if the context SM is understood.
In the context of SM, the implication and nite implication problems for path constraints
are investigated in Chapters 4 and 5.
3.2 The deterministic data model DM
For data found in many applications, the graph is deterministic, i.e., the edges emanating
from each node in the graph have distinct labels. For example, when modeling Web pages
as a graph, a node stands for an HTML document and an edge represents a link with an
HTML label from one document (source) to another (target). It is reasonable to assume
that the HTML label uniquely identies the target document. Even if this is not literally
the case, one can achieve this by including the URL (Universal Resource Locator) of the
target document in the edge label. This yields a deterministic graph. As another example,
consider ACeDB [74], which is a database management system popular with biologists.
A graph representing an ACeDB database is also deterministic. In general, any database
with \exportable" data identities can be modeled as a deterministic graph by including
the identities in the edge labels. Here by exportable identities we mean directly observable
identities such as keys. Some relational and object-oriented database management systems
support exportable identities. In particular, in the OEM model (see, e.g., [8]), there are
exportable object identities. To capture this, we consider a data model for semistructured
data which is a variant of SM , referred to as the deterministic data model (DM). In DM,
data is represented as a deterministic, rooted, edge-labeled, directed graph. That is, for
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Figure 3.1: An example semistructured database in DM
each node a and label K, there exists at most one edge labeled K going out of a. An
important feature of DM is that in this model, each component of a database is uniquely
identied by a path.
Along the same lines of the abstraction of databases in SM , we represent a database in
DM as a (nite) -structure satisfying the determinism condition:
^
K2E
8x y z (K(x; y) ^K(x; z)! y = z):
Such structures are called deterministic structures.
In the context of DM, we also study two extensions of Pc, denoted by P
 
c and P

c , re-
spectively. Below we rst use an example to illustrate how P c and P

c constraints can be
used in query optimization in the context of DM, and then formally dene P c and P

c .
Finally, we rene the notion of path constraint implication in the context of DM.
3.2.1 An example.
To demonstrate applications of path constraints in the context of DM, let us consider
Figure 3.1, which collects information on employees and departments. It is an example of
semistructured data represented in the deterministic data model. In Figure 3.1, there are
two edges emanating from the root node r, which are labeled emp and dept and connected
to nodes Emp and Dept, respectively. Edges emanating from Emp are labeled with employee
ID's and connected to vertices representing employees. An employee node may have three
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edges emanating from it: an edge labeled manager and connected to his/her manager, an
edge labeled supervising that connects to a node from which there are outgoing edges
connected to employees under his/her supervision, and an edge labeled name. Similarly,
there are vertices representing departments that may have edges connected to employees.
Observe that Figure 3.1 is deterministic.
Path constraints. Typical path constraints on Figure 3.1 include:
8x (emp  manager(r; x)! emp  (r; x)) (1)
8x (emp   supervising  (r; x)! emp  (r; x)) (2)
8x (emp  (r; x)! 8 y (manager(x; y)! supervising  (y; x))) (3)
Here \ " is a \wildcard" symbol, which matches any edge label. Path formulas can be
naturally generalized to include wildcards. The path constraints above describe inclusion
relations. More specically, 1 states that if a node is reached from the root r by following
emp   manager, then it is also reachable from r by following emp  . It asserts that the
manager of any employee is also an employee that occurs in the database. Similarly, 2
states that if a node is reached from r by following emp   supervising  , then it is also
reachable from r by following emp  . constraint 3 states that for any employee x and for
any y, if x is connected to y by a manager edge, then x is reachable from y by following
supervising  . These are constraints of P c , one of generalizations of Pc that will be
studied in Chapter 6.
We generalize P c by representing paths as regular expressions. This generalization is
denoted by P c . For example, the following are constraints of P

c :
8x (emp  (r; x)! 8 y (manager manager(x; y)! supervising  (y; x))) ( 1)
8x (emp  (r; x)! 8 y (supervising  (x; y)! manager manager(y; x))) ( 2)
Here  is the Kleene closure. These constraints describe an inverse relationship between
manager  manager and supervising  . More specically,  1 asserts that for any em-
ployee x and for any y, if y is reachable from x by following one or more manager edges,
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then x is reachable from y by following path supervising  . Similarly,  2 asserts that if
y is reachable from x by following supervising  , then x is reachable from y by following
one or more manager edges. The constraint language P c will also be studied in Chapter 6.
As opposed to P c constraints, path constraints of Pc contain neither wildcards nor the
Kleene star. In the deterministic data model, Pc constraints express path equalities. For
example, the following can be described by Pc constraints:
emp  e1 manager = emp  e2 ('1)
dept  d1  emp  e1 = emp  e1 ('2)
These can also be expressed as word constraints. Observe that the paths in the Pc con-
straints above do not contain wildcards and the Kleene closure.
Semantic specication with path constraints. The path constraints above describe
certain typing information about the data. For example, abusing object-oriented database
terms, 1 asserts that a manager of an employee has an \employee type", and in addition,
is in the \extent" of \class" employee. By using 1, it can be shown that for any employee
x and any y, if y is reachable from x by following zero or more manager edges, then y
also has an \employee type" and is in the \extent" of employee. A preliminary type
system was proposed in [21] for the deterministic data model, in which the types of paths
are dened by means of path constraints. This is a step in unifying the (programming
language) notion of a type with the (database) notion of a schema.
Query optimization with path constraints. To illustrate how path constraints can
be used in query optimization, consider again the database represented in Figure 3.1.
Suppose, for example, we want to nd the name of the employee with ID e1 in department
d1. One may write the query as Q1 (in Lorel syntax [8]):
Q1: select X.name
from r.dept.d1.emp.e1 X
Given path constraint '2, the query Q1 can be rewritten as Q
0
1:
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Q01: select X.name
from r.emp.e1 X
One can easily verify that Q1 and Q
0
1 are equivalent.
As another example, suppose we want to nd the names of the employees connected to
Smith by one or more manager edges. Without path constraints, one would write the
query as Q2 (in Lorel syntax):
Q2: select X.name
from r.emp.% X, X(.manager)+ Y
where Y.name = "Smith"
In Lorel, % denotes wildcard and (.manager)+means one or more occurrences of .manager.
Given constraints  1,  2, 1 and 2, we can rewrite Q2 as Q
0
2, which nds the names of
the employees under the supervision of Smith:
Q02: select X.name
from r.emp.% Y, Y.supervising.% X
where Y.name = "Smith"
It can be veried that given those path constraints, Q2 and Q
0
2 are equivalent. In addition,
Q02 is more ecient than Q2 because it does not require the traversal of sequences of
manager edges. It should be mentioned that to show that Q2 and Q
0
2 are equivalent, we
need to verify that certain constraints necessarily hold given that  1,  2, 1 and 2 hold.
That is, they are implied by  1,  2, 1 and 2. In particular, we need to show that  3
below is implied by  1,  2, 1 and 2:
8x (emp  manager(r; x)! emp  (r; x)) ( 3)
3.2.2 Path constraint languages P c and P

c
We next formally dene P c and P

c .
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Path constraint language P c . To dene P

c , we rst generalize the syntax of path
expressions.
We represent path expressions as regular expressions, dened by the syntax:
e ::=  j K j e  e j e+ e j e
Here  is the empty path, K 2 E (E is the set of binary relation symbols in ), , + and
 represent concatenation, union and the Kleene closure, respectively.
Let p be a regular expression and  be a path. We use  2 p to denote that  is in the
regular language generated by p.
We also treat a regular expression p as a logic formula p(x; y), where x and y are free
variables. A deterministic structure G satises p(x; y), denoted by G j= p(x; y), if there
exist path  2 p and nodes a; b 2 jGj such that G j= (a; b).
Recall that the wildcard symbol \ " matches any edge label. We can express \ " as a
regular expression. More specically, let E, the nite set of binary relation symbols in
signature , be enumerated as K1; K2; :::; Kn. Then \ " can be dened as the regular
expression:
K1 +K2 + ::: + Kn:
In Section 3.2.1, we have seen the following path expressions that can be represented as
regular expressions:
manager manager
emp  manager
Using regular expressions, we dene P c as follows.
Denition 3.1: A constraint  of P c is an expression of either the forward form:
8x (p(r; x)! 8 y (q(x; y)! s(x; y)));
or the backward form:
8x (p(r; x)! 8 y (q(x; y)! s(y; x)));
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where p, q and s are regular expressions, denoted by pf( ), lt( ) and rt( ), respectively.
For example, all the path constraint given in Section 3.2.1 are (or can be expressed as) P c
constraints.
A deterministic structure G satises a constraint  of P c , denoted by G j= , if the
following condition is satised:
 when  is a forward constraint: for all a; b 2 jGj, if there exist paths  2 p and
 2 q such that G j= (rG; a) ^ (a; b), then there exists a path  2 s such that
G j= (a; b);
 when  is a backward constraint: for all a; b 2 jGj, if there exist paths  2 p and
 2 q such that G j= (rG; a)^(a; b), then there exists  2 s such that G j= (b; a).
Path constraint language P c . We next present P
 
c . Path constrains of P
 
c are dened
in terms of path expressions represented by a restricted form of regular expressions:
w ::=  j K j w  w j w + w
That is, we dene path expressions to be regular expressions which do not contain the
Kleene closure. Let us refer to such expressions as -free regular expressions.
The following should be noted about -free regular expressions.
 The regular language generated by a -free regular expression is nite.
 The wildcard symbol \ " can be expressed as, in fact, a -free regular expression.
For example, we have seen in Section 3.2.1 the following path expressions that can be
represented as -free regular expressions:
emp  manager
emp   supervising 
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Using -free regular expressions, we dene P c as follows.
Denition 3.2: The path constraint language P c is dened to be
P c = f j  2 P

c ; pf(), lt() and rt() are -free regular expressionsg;
where pf(), lt() and rt() are described in Denition 3.1.
For example, path constraints 1, 2 and 3 given in Section 3.2.1 are P
 
c constraints, but
 1,  2 and  3 are not in P
 
c .
Path constraint languages Pc and Pw. As opposed to P
 
c and P

c constraints, Pc
and Pw constraints are dened in terms of paths, i.e., sequences of edge labels, which are
syntactically dened by:
 ::=  j K j K  
In other words, they are dened in terms of regular expressions containing neither the
wildcard symbol nor the Kleene closure. The languages Pc and Pw are restrictions of P
 
c .
More specically,
Pc = f' j ' 2 P
 
c ; pf('), lt(') and rt(') are pathsg;
Pw = f' j ' 2 Pc; ' is a forward constraint, pf(') = g:
For example, constraints '1 and '2 given in Section 3.2.1 can be described by Pc constraints
(in fact, Pw constraints):
8x (emp  e1 manager(r; x)! emp  e2(r; x))
8x (emp  e2(r; x)! emp  e1 manager(r; x))
8x (dept  d1  emp  e1(r; x)! emp  e1(r; x))
8x (emp  e1(r; x)! dept  d1  emp  e1(r; x))
Note that  1,  2,  3, 1, 2 and 3 are not Pc constraints.
Summary. Comparing the expressive powers of these constraint languages, we have
Pw  Pc  P
 
c  P

c
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It should be noted that while -free regular expressions, Pw, Pc and P
 
c are denable in
rst-order logic, regular expressions and P c are not.
3.2.3 Path constraint implication in DM.
Next, we rene the notion of path constraint implication in DM.
Let C 2 fPw; Pc; P
 
c ; P

c g and  [ f'g be a nite subset of C. We use  j=d ' to denote
that  implies ' in DM. That is, for every deterministic structure G, if G j= , then
G j= '. Similarly, we use  j=(d;f) ' to denote that  nitely implies ' in DM. That is,
for every nite deterministic structure G, if G j= , then G j= '.
In DM, the implication problem for C is the problem of determining, given any nite set
[f'g of constraints in C, whether all the deterministic structures that satisfy  are also
models of ' ( j=d '). The nite implication problem for C is the problem of determining,
given any nite subset  [ f'g of C, whether all the nite deterministic structures that
satisfy  are also models of ' ( j=(d;f) ').
An axiomatization I is said to be sound for (nite) implication of C in DM if for each
nite subset  [ f'g of C, when  `I ', then  j=d ' ( j=(d;f) '). An axiomatization
I is complete for (nite) implication of C in DM if for each nite subset  [ f'g of C,
when  j=d ' ( j=(d;f) '), then  `I '.
We write  j=d ' ( j=(d;f) ') simply as  j= ' ( j=f ') if the context DM is understood.
For example, let  = f 1;  2; 1; 2g, where  1,  2, 1 and 2 are given in Section 3.2.1.
Then the question whether  j=  3 ( j=f  3) is an instance of the (nite) implication
problem for P c . In Section 3.2.1, this implication is used in the proof of the equivalence
of the queries Q2 and Q
0
2.
In the context of DM, the implication and axiomatization of path constraints are investi-
gated in Chapter 6.
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Chapter 4
Undecidable Implication Problems in SM
This chapter investigates the implication and nite implication problems for Pc in the con-
text of SM. We show that, despite the simple syntax of Pc, both the implication and nite
implication problems for Pc are undecidable. We begin by presenting two sublanguages
of Pc, Pf and P+, in Section 4.1. We then establish the undecidability of the implication
and nite implication problems for P+ and Pf in Sections 4.2 and 4.3, respectively. More
specically, we show that for each of these sublanguages, the implication problem is r.e.
complete and the nite implication problem is co-r.e. complete.
4.1 Undecidable subclasses of Pc
In this section, we rst identify two sublanguages of Pc, for which we shall show that the
implication and nite implication problems are undecidable. We then review the denitions
of two-register machines and conservative reductions, which are used when establishing the
undecidability results.
As observed by [9], every word constraint (in fact, every simple path constraint) can be
expressed by a sentence in two-variable rst-order logic (FO2), the fragment of rst-order
logic consisting of all relational sentences with at most two distinct variables (see [15, 45]
for in-depth presentations of FO2). Recently, [45] has shown that the satisability problem
for FO2 is NEXPTIME-complete by establishing that any satisable FO2 sentence has a
model of size exponential in the length of the sentence. The decidability of the implication
and nite implication problems for word constraints (and for simple constraints) in SM
follows immediately. In fact, Abiteboul and Vianu have directly established (without
reference to the embedding into FO2) that the implication problems for word constraints
are in PTIME [9].
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Figure 4.1: Structures distinguishable by Pc
A class of more general path constraints, denoted by P w, was also studied in [9]. A
constraint of P w has either the form p  q or p = q, where p and q are regular expressions
representing paths. Let p be a regular expression and  be a path. We use  2 p to denote
that  is in the regular language generated by p. A structure G satises a P w constraint
p  q i for any a 2 jGj, if there exists paths  2 p such that G j= (rG; a), then there
exists a path  2 q such that G j= (rG; a). A structure G satises p = q i G satises
both p  q and q  p. It is easy to verify that P w is contained in L
2
1!, the two variable
fragment of the innitary language L1!. It was shown in [9] that the implication and nite
implication problems for P w coincide and are decidable in EXPSPACE in the context of
SM.
In contrast to word constraints, many path constraints in Pc are not expressible in FO
2
or even in L21!.
Example 4.1: Consider the structures G and G0 given in Figure 4.1. It is easy to verify,
using the 2-pebble Ehrenfeucht-Frasse style game [12, 52], that G and G0 are equivalent
in FO2 and L21!. However, G and G
0 are distinguished by the Pc constraint
' = 8x (K(r; x)! 8 y (K(x; y)! 9z(K(x; z) ^K(z; y))));
because G j= ' but G0 6j= '. This shows that ' is expressible in neither FO2 nor L21!.
In addition, both the implication and nite implication problems for Pc are undecidable.
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Theorem 4.1: In the context of SM, the implication problem for Pc is r.e. complete,
and the nite implication problem for Pc is co-r.e. complete.
4.1.1 Sublanguages P+ and Pf
In fact, the undecidability results given above also hold for two proper subclasses of Pc,
which are dened below.
One of the subclasses, Pf , is the set of all the constraints of Pc having the forward form.
The other, P+, is the set
f' j ' 2 Pc; lt(') 6= ; rt(') 6= g:
Here the notations lt(') and rt(') are described in Denition 2.2. Note that P+ is the
largest subset of Pc without equality.
For P+ and Pf we have the following theorems, from which Theorem 4.1 follows immedi-
ately.
Theorem 4.2: In the context of SM, the implication problem for P+ is r.e. complete,
and the nite implication problem for P+ is co-r.e. complete.
Theorem 4.3: In the context of SM, the implication problem for Pf is r.e. complete,
and the nite implication problem for Pf is co-r.e. complete.
We prove Theorems 4.2 and 4.3 in Sections 4.2 and 4.3, respectively. The idea of the
proofs is to establish a reduction from the halting problem for two-register machines [15].
In other words, we prove the existence of a conservative reduction from the set of all
rst-order sentences to each of the two sublanguages.
Before we present the detailed proofs, we rst recall the denitions of two-register machines
and conservative reduction classes given in [1, 15].
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4.1.2 Two-register machines
A two-register machine (2-RM) M consists of two registers register1; register2, and is
programmed by a numbered sequence I0; I1; :::; Il of instructions. Each register contains a
natural number.
An instantaneous description (ID) of M is (i;m; n), where i 2 [0; l], m and n are natural
numbers. It indicates that M is ready to execute instruction Ii (or at \state i") with
register1 and register2 containing m and n, respectively.
An instruction of M is either an addition or a subtraction, which denes a relation !M
between IDs, described as follows:
 addition: (i; rg; j), where rg is either register1 or register2, 0  i; j  l. The
semantics of the addition instruction is: at state i, M adds 1 to the content of rg,
and then goes to state j. Accordingly:
(i;m; n)!M
8><
>:
(j;m + 1; n) if rg = register1
(j;m; n + 1) otherwise
 subtraction: (i; rg; j; k), where rg is either register1 or register2, 0  i; j; k  l. The
semantics of the subtraction instruction is: at state i, M tests whether the content
of rg is 0, and if it is, then goes to state j; otherwise M subtracts 1 from the content
of rg and goes to the state k. Accordingly:
(i;m; n)!M
8>>>>>>><
>>>>>>>:
(j; 0; n) if rg = register1 and m = 0
(k;m  1; n) if rg = register1 and m 6= 0
(j;m; 0) if rg = register2 and n = 0
(k;m; n  1) if rg = register2 and n 6= 0
The relation !M can be understood as a set of rewrite rules for IDs.
We use )M to denote the reexive and transitive closure of !M . The relation of M-
reachability C )M D holds just in caseM , started from ID C, reaches ID D by application
of zero or more !M rewrite rules.
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To describe the halting problem for 2-RMs, we borrow the following notations from [1, 15].
Denition 4.1 [1, 15]: Let X be a class of sentences. We write
 N(X) for the set of all unsatisable sentences in X; that is,
N(X) = f j  2 X;  does not have a modelg;
 F (X) for the set of all nitely satisable sentences in X; that is,
F (X) = f j  2 X;  has a nite modelg:
We write FO for the set of all rst-order sentences.
Recall the following well-known result [77]:
There is an eective partial procedure by which, given a sentence in FO, we
can test whether it has no model, a nite model, or only innite models. The
procedure terminates in the rst two cases, but does not terminate in the last
case.
We x ML to be a two-register machine with the following behavior (the existence of such
a machine follows from the result just quoted. See [1, 15] for further discussion). The two-
register machine ML has two halting states: (1; 0; 0) and (2; 0; 0). For each  2 FO, let
m( ) be an appropriate encoding of  (a natural number) and C( ) be the ID (0;m( ); 0)
of ML. Started from C( ),
 ML halts at (1, 0, 0) i  is not satisable; and
 ML halts at (2, 0, 0) i  has a nite model.
In other words, ML has the following property. For i = 1; 2, let
HML;i = f j  2 FO; C( ))ML (i; 0; 0)g:
Then HML;1 is N(FO) and HML;2 is F (FO).
Here halting of ML means that the ID sequence becomes constant when reaching a stop
state. This stop condition can be assumed without loss of generality [15].
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4.1.3 Conservative reductions
Recall the following denitions from [1, 15].
Denition 4.2 [15]: Let X and Y be recursive classes of sentences. A reduction from X
to Y is a recursive function f : X ! Y such that for any  2 X,  is satisable i f( )
is satisable.
A conservative reduction from X to Y is a recursive function f : X ! Y such that for any
 2 X,
  is satisable i f( ) is satisable; and
  is nitely satisable i f( ) is nitely satisable.
A recursive class of sentences X is said to be a conservative reduction class if there exists
a conservative reduction from FO to X.
The (nite) satisability problem for a recursive class of sentences X is the problem of
determining, given any  2 X, whether  has a (nite) model.
Obviously, if a recursive class of sentences X is a conservative reduction class, then
 the satisability problem for X is co-r.e. complete; and
 the nite satisability problem for X is r.e. complete.
To show that a recursive subset X of FO is a conservative reduction class, it suces
to reduce N(FO) and F (FO) to N(X) and F (X), respectively. More precisely, this is
described by the notion of semi-conservative reductions as follows.
Denition 4.3 [15]: Let X and Y be recursive classes of sentences. A semi-conservative
reduction from X to Y is a recursive function f : X ! Y such that
 f(N(X))  N(Y ); and
 f(F (X))  F (Y ).
Lemma 4.4 [15]: If there exists a semi-conservative reduction from FO to a recursive
subset X of FO, then X is a conservative reduction class.
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4.2 The undecidability of the implication problems for P+
Next, we establish the undecidability of the implication and nite implication problems
for P+ dened in Section 4.1.
We prove Theorem 4.2. It suces to show that the set
S(P+) = f
^
 ^ :' j ' 2 P+;   P+;  is niteg
is a conservative reduction class. To establish the conservative reduction class property
for S(P+), by Lemma 4.4, it suces to show that there is a semi-conservative reduction
from FO to S(P+).
We establish the existence of such a semi-conservative reduction by reduction from the
halting problem for two-register machines. To do this, we rst present an encoding of
two-register machines in terms of sentences in P+, and then prove a reduction property of
the encoding. Using this reduction property, we dene a semi-conservative reduction from
FO to S(P+).
4.2.1 Encoding
Let M be a two-register machine. Assume that M is programmed by
I0; I1; : : : ; Il:
We also assume that the set E of binary relation symbols in signature  includes:
 the predicates encoding the states of M :
{ K0;K1; :::;Kl,
{ K 0 ;K
 
1 ; :::;K
 
l ;
 the predicates encoding the contents of the registers (natural numbers):
{ R+1 ; R
 
1 : to encode the successor and the predecessor of the contents of register1;
{ R+2 ; R
 
2 : to encode the successor and the predecessor of the contents of register2;
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{ E01; E
 
01: to indicate that the content of register1 is 0;
{ E02; E
 
02: to indicate that the content of register2 is 0;
 the predicates distinguishing register1 from register2 and identifying the root r:
{ L1; L
 
1 : to identify register1;
{ L2; L
 
2 : to identify register2; and
{ Lr: to identify the root r.
We now dene the encoding as follows.
Registers
We encode the contents of the registers by N , which is the conjunction of the path
constraints of P+ given below.
 Successor, predecessor:
{ 1 = 8x (L1(r; x)! 8 y (R
+
1 (x; y)! R
 
1 (y; x)))
{ 2 = 8x (L1(r; x)! 8 y (R
 
1 (x; y)! R
+
1 (y; x)))
{ 3 = 8x (L2(r; x)! 8 y (R
+
2 (x; y)! R
 
2 (y; x)))
{ 4 = 8x (L2(r; x)! 8 y (R
 
2 (x; y)! R
+
2 (y; x)))
(1; 2; 3 and 4 are constraints of the backward form.)
{ 5 = 8x (L1(r; x)! 9 y (R
+
1 (x; y) ^ L
 
1 (y; r)))
{ 6 = 8x (L2(r; x)! 9 y (R
+
2 (x; y) ^ L
 
2 (y; r)))
(5 and 6 are simple constraints of the backward form.)
 Register identication:
{ 7 = 8x (9 y (L1(r; y) ^R
+
1 (y; x))! L1(r; x))
{ 8 = 8x (9 y (L1(r; y) ^R
 
1 (y; x))! L1(r; x))
{ 9 = 8x (9 y (L2(r; y) ^R
+
2 (y; x))! L2(r; x))
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{ 10 = 8x (9 y (L2(r; y) ^R
 
2 (y; x))! L2(r; x))
(7; 8; 9 and 10 are simple constraints of the forward form.)
 States: for i 2 [0; l],
{ i11 = 8x (L1(r; x)! 8 y (Ki(x; y)! K
 
i (y; x)))
{ i12 = 8x (L2(r; x)! 8 y (K
 
i (x; y)! Ki(y; x)))
(i11 and 
i
12 are constraints of the backward form.)
 Zeros:
{ 13 = 8x (L1(r; x)! 8 y (E
 
01(x; y)! E01(y; x)))
{ 14 = 8x (9 y (L1(r; y) ^E
 
01(y; x))! Lr(r; x))
{ 15 = 8x (9 y (Lr(r; y) ^E01(y; x))! E01(r; x))
{ 16 = 8x (9 z (L1(r; z) ^ 9 y (E
 
01(z; y) ^E02(y; x)))! E02(r; x))
(13 is a constraint of the backward form, 14; 15 and 16 are simple constraints
of the forward form.)
{ 17 = 8x (E01(r; x)! L1(r; x))
{ 18 = 8x (E02(r; x)! L2(r; x))
(17 and 18 are simple constraints of the forward form.)
IDs
We encode each ID C = (i;m; n) of M by
'C = 8x (L1(r; x)! 8 y ((R
 
1 )
m E 01 E02  (R
+
2 )
n(x; y)! Ki(x; y)));
where   (abbreviation for (x; z) (z; y)) stands for the concatenation of paths (x; z)
and (z; y), and ()m stands for the m-time concatenations of , as dened in Section 2.2.
The constraint 'C is in P+. It has the forward form. More specically, pf('C) = L1,
lt('C) = (R
 
1 )
m  E 01  E02  (R
+
2 )
n, and rt('C) = Ki. The notations pf , lt and rt are
described in Denition 2.2.
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Instructions
For each i 2 [0; l], we encode the instruction Ii by Ii given below.
 Addition:
{ For (i; register1; j), Ii is
ia1 = 8x (L1(r; x)! 8 y (9x
0 (R 1 (x; x
0) ^Ki(x
0; y))! Kj(x; y))):
Here ia1 is a constraint of the forward form with pf(
i
a1
) = L1, lt(
i
a1
) = R 1 Ki
and rt(ia1) = Kj.
{ For (i; register2; j), Ii is
ia2 = 8x (L1(r; x)! 8 y (9 y
0 (Ki(x; y
0) ^R+2 (y
0; y))! Kj(x; y))):
Here ia2 is a constraint of the forward form with pf(
i
a2
) = L1, lt(
i
a2
) = Ki R
+
2
and rt(ia2) = Kj.
 Subtraction:
{ For (i; register1; j; k), Ii is 
i
s1
= is1;0 ^ 
i
s1;n
, where
is1;0 = 8x (E01(r; x)! 8 y (Ki(x; y)! Kj(x; y)));
is1;n = 8x (L1(r; x)! 8 y (9x
0 (R+1 (x; x
0) ^Ki(x
0; y))! Kk(x; y))):
Here is1 is a conjunction of forward two constraints. The rst conjunct 
i
s1;0
is a constraint with pf(is1;0) = E01, lt(
i
s1;0
) = Ki and rt(
i
s1;0
) = Kj . In the
second conjunct is1;n , pf(
i
s1;n
) = L1, lt(
i
s1;n
) = R+1 Ki and rt(
i
s1;n
) = Kk.
{ For (i; register2; j; k), Ii is 
i
s2
= is2;0 ^ 
i
s2;n
, where
is2;0 = 8x (E02(r; x)! 8 y (K
 
i (x; y)! Kj(y; x)));
is2;n = 8x (L1(r; x)! 8 y (9 y
0 (Ki(x; y
0) ^R 2 (y
0; y))! Kk(x; y))):
Here is2 is a conjunction of two constraints. The rst conjunct is a constraint
of the backward form with pf(is2;0) = L1, lt(
i
s2;0
) = K i and rt(
i
s2;0
) = Kj .
The second conjunct is a constraint of the forward form with pf(is2;n) = L1,
lt(is2;n) = Ki  R
 
2 and rt(
i
s2;n
) = Kk.
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The encoding of the program of M is M =
l̂
i=0
Ii . Clearly, M is a conjunction of path
constraints in P+.
Now we show that the encoding above has the following reduction property.
Proposition 4.5: Let M be a two-register machine. For all IDs C and D of M ,
C )M D i N ^M ^ 'C ! 'D is valid:
Proof: The proof consists of two parts.
(1) Assume C )M D. We show that for each model G of N ^ M ^ 'C , G j= 'D. To
show this, it suces to show that for each natural number t and each ID C 0 of M , if C 0
is reached by M in t steps starting from C (denoted by C )tM C
0), then G j= 'C0 . We
prove this claim by induction on t.
Base case: If t = 0, then the claim holds since G j= 'C .
Inductive step: Assume the claim for t.
Suppose that C )tM C1 !
Ii
M C
0, where C1 = (i;m; n), and C1 !
Ii
M C
0 stands for that C 0
is reached by executing instruction Ii at C1. Then by the induction hypothesis, we have
G j= 'C1 . That is
G j= 8x (L1(r; x)! 8 y ((R
 
1 )
m E 01  E02  (R
+
2 )
n(x; y)! Ki(x; y))):
We show by reductio that the claim holds for t+ 1 for each case of Ii, which has six cases
in total.
Case 1 : Ii = (i; register1; j). In this case, C
0 must be (j;m+ 1; n).
Suppose, for reductio, that there exist a; b 2 jGj, such that
G j= L1(r; a) ^ (R
 
1 )
m+1 E 01  E02  (R
+
2 )
n(a; b) ^ :Kj(a; b);
then there exists c 2 jGj, such that
G j= R 1 (a; c) ^ (R
 
1 )
m E 01  E02  (R
+
2 )
n(c; b):
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By 8 in N , we have G j= L1(r; c). Thus by G j= 'C1 , G j= Ki(c; b). Hence
G j= L1(r; a) ^R
 
1 (a; c) ^Ki(c; b):
Thus by ia1 in M , we have G j= Kj(a; b). This contradicts the assumption.
Case 2 : Ii = (i; register2; j). In this case, C
0 must be (j;m; n+ 1).
Suppose, for reductio, that there exist a; b 2 jGj, such that
G j= L1(r; a) ^ (R
 
1 )
m E 01 E02  (R
+
2 )
n+1(a; b) ^ :Kj(a; b);
then there exists c 2 jGj, such that
G j= (R 1 )
m E 01  E02  (R
+
2 )
n(a; c) ^R+2 (c; b):
By G j= 'C1 , we have G j= Ki(a; c). Hence
G j= L1(r; a) ^Ki(a; c) ^R
+
2 (c; b):
Thus by ia2 in M , we have G j= Kj(a; b). This contradicts the assumption.
Case 3 : Ii = (i; register1; j; k) and m = 0. In this case, C
0 must be (j; 0; n).
Suppose, for reductio, that there exist a; b 2 jGj, such that
G j= L1(r; a) ^E
 
01  E02  (R
+
2 )
n(a; b) ^ :Kj(a; b);
then by G j= 'C1 , we have G j= Ki(a; b). In addition, there exists c 2 jGj, such that
G j= L1(r; a) ^E
 
01(a; c):
By 13; 14 and 15 in N , we have G j= E01(r; a). Hence
G j= E01(r; a) ^Ki(a; b):
Thus by is1;0 in M , we have G j= Kj(a; b). This contradicts the assumption.
Case 4 : Ii = (i; register1; j; k) and m = p+ 1. In this case, C
0 must be (k; p; n).
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Suppose, for reductio, that there exist a; b 2 jGj, such that
G j= L1(r; a) ^ (R
 
1 )
p  E 01 E02  (R
+
2 )
n(a; b) ^ :Kk(a; b);
then by 5 in N , there exists c 2 jGj, such that
G j= L1(r; a) ^R
+
1 (a; c):
By 7; 1 in N , we have G j= L1(r; c) ^R
 
1 (c; a). Hence
G j= L1(r; c) ^ (R
 
1 )
p+1 E 01  E02  (R
+
2 )
n(c; b):
Thus by G j= 'C1 , G j= Ki(c; b). Hence
G j= L1(r; a) ^R
+
1 (a; c) ^Ki(c; b):
Thus by is1;n in M , we have G j= Kk(a; b). This contradicts the assumption.
Case 5 : Ii = (i; register2; j; k) and n = 0. In this case, C
0 must be (j;m; 0).
Suppose, for reductio, that there exist a; b 2 jGj, such that
G j= L1(r; a) ^ (R
 
1 )
m E 01  E02(a; b) ^ :Kj(a; b);
then by G j= 'C1 , we have G j= Ki(a; b). By 
i
11 in N , G j= K
 
i (b; a). Moreover, there
exist c; d 2 jGj, such that
G j= (R 1 )
m(a; d) ^E 01(d; c) ^E02(c; b):
By G j= L1(r; a) and 8 in N , we have G j= L1(r; d). Thus by 16 in N , G j= E02(r; b).
Hence
G j= E02(r; b) ^K
 
i (b; a):
Thus by is2;0 in M , we have G j= Kj(a; b). This contradicts the assumption.
Case 6 : Ii = (i; register2; j; k) and n = p+ 1. In this case, C
0 must be (k;m; p).
Suppose, for reductio, that there exist a; b 2 jGj, such that
G j= L1(r; a) ^ (R
 
1 )
m  E 01 E02  (R
+
2 )
p(a; b) ^ :Kk(a; b);
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then there exist c; d 2 jGj, such that
G j= (R 1 )
m(a; c) ^E 01  E02(c; d) ^ (R
+
2 )
p(d; b):
By 8 in N , we have G j= L1(r; c). By 16 in N , G j= E02(r; d). By 18 in N ,
G j= L2(r; d). By 9 in N , G j= L2(r; b). Therefore, by 6 in N , there exists e 2 jGj,
such that G j= R+2 (b; e). Hence
G j= L1(r; a) ^ (R
 
1 )
m  E 01 E02  (R
+
2 )
p+1(a; e):
By G j= 'C1 , we have G j= Ki(a; e). By 3 in N and G j= R
+
2 (b; e), G j= R
 
2 (e; b). Hence
G j= L1(r; a) ^Ki(a; e) ^R
 
2 (e; b):
Thus by is2;n in M , we have G j= Kk(a; b). This contradicts the assumption.
Hence the claim holds for t+ 1 for all the cases of Ii.
(2) Conversely, assume C 6)M D. We show that N ^M ^'C ! 'D is not valid. That is,
we show that N ^M ^'C ^:'D is satisable. To show this, we construct a -structure
G such that G j= N ^M ^ 'C and G j= :'D.
The structure G is dened as follows. The universe of G consists of a distinguished node
rt, which is the interpretation of the constant r in G, and two distinct innite chains of
natural numbers. More specically, let IN denote the set of all natural numbers, then
jGj = frtg [ IN [ fi0 j i 2 INg:
The relations in G are populated as follows (the superscript G is omitted in the relation
names):
Lr = f(rt; rt)g
E01 = f(rt; 0)g E
 
01 = f(0; rt)g
E02 = f(rt; 0
0)g E 02 = f(0
0; rt)g
L1 = f(rt; i) j i 2 INg L
 
1 = f(i; rt) j i 2 INg
L2 = f(rt; i
0) j i 2 INg L 2 = f(i
0; rt) j i 2 INg
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Figure 4.2: The structure G in Proposition 4.5
R+1 = f(i; i + 1) j i 2 INg R
 
1 = f(i+ 1; i) j i 2 INg
R+2 = f(i
0; (i + 1)0) j i 2 INg R 2 = f((i + 1)
0; i0) j i 2 INg
Ki = f(m;n
0) j C )M (i;m; n)g K
 
i = f(n
0;m) j (m;n0) 2 Kig
See Figure 4.2 for the structure G (E 01; E
 
02; L
 
1 ; L
 
2 ; R
 
1 ; R
 
2 ;K
 
i edges are omitted in the
graph).
It is easy to verify the following claims.
Claim 1: G j= 'C ^ :'D.
60
This is because C )M C and C 6)M D.
Claim 2: G j= N .
This is immediate from the construction of G.
Claim 3: G j= M .
Claim 3 follows from the simple facts given below.
 Fact 1 : G j= Ki(m;n
0) i C )M (i;m; n).
 Fact 2 : If C )M (i;m; n) !
Ii
M C
0, then C )M C
0. Moreover, C 0 must satisfy the
following conditions.
{ If Ii = (i; register1; j), then C
0 = (j;m+ 1; n).
{ If Ii = (i; register2; j), then C
0 = (j;m; n+ 1).
{ If Ii = (i; register1; j; k) and m = 0, then C
0 = (j; 0; n).
{ If Ii = (i; register1; j; k) and m = p+ 1, then C
0 = (j; p; n).
{ If Ii = (i; register2; j; k) and n = 0, then C
0 = (j;m; 0).
{ If Ii = (i; register2; j; k) and n = p+ 1, then C
0 = (j;m; p).
 Fact 3 : If G 6j= M , i.e., there exists Ii for some i 2 [0; l] such that G 6j= Ii , then
there exist m;n0 2 jGj, such that
{ if Ii = (i; register1; j), then G j= Ki(m;n
0) ^ :Kj(m+ 1; n
0),
{ if Ii = (i; register2; j), then G j= Ki(m;n
0) ^ :Kj(m; (n+ 1)
0),
{ if Ii = (i; register1; j; k), then either
 G j= Ki(0; n
0) ^ :Kj(0; n
0), where m = 0, or
 G j= Ki(p+ 1; n
0) ^ :Kk(p; n
0), where m = p+ 1,
{ if Ii = (i; register2; j; k), then either
 G j= Ki(m; 0
0) ^ :Kj(m; 0
0), where n = 0, or
 G j= Ki(m; (p+ 1)
0) ^ :Kk(m; p
0), where n = p+ 1.
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Using these facts, Claim 3 can be easily veried by reductio. More specically, suppose
G 6j= M . Then there is i 2 [0; l] such that G 6j= Ii . Here Ii has six cases. For each
of these cases, the assumption contradicts the facts above. As an example, consider the
case where Ii is (i; register1; j). By Fact 3, there must be nodes m;n
0 2 jGj, such that
G j= Ki(m;n
0) ^ :Kj(m+ 1; n
0). By Fact 1, C )M (i;m; n
0). In addition, by Fact 2, we
have C )M (j;m+1; n
0). Thus again by Fact 1, G j= Kj(m+1; n
0). This contradicts the
assumption. The proofs for the other cases are similar.
Therefore, if C 6)M D, then N ^ M ^ 'C ^ :'D is satisable.
This completes the proof of Proposition 4.5.
4.2.2 Semi-conservative reduction
Taking advantage of the reduction property established above, we now dene a recursive
function f : FO ! S(P+) by:
f( ) 7! N ^ M ^ 'C( ) ^ :'(1;0;0)
where C( ) is the ID (0;m( ); 0) of ML with an appropriate encoding m( ) of  , as
described in Section 4.1.2.
The proposition below shows that f is indeed a semi-conservative reduction from FO to
S(P+).
Proposition 4.6: Let ML be the two-register machine described in Section 4.1.2. For
each rst-order sentence  ,
1.  2 HML;1 i f( ) is not satisable; and
2. if  2 HML;2, then f( ) has a nite model.
Proof: Recall HML;1 = N(FO) and HML;2 = F (FO) from Section 4.1.2.
(1) By Proposition 4.5, we have that
C( ))ML (1; 0; 0) i N ^ M ^ 'C( ) ! '(1;0;0) is valid:
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That is, C( ) )ML (1; 0; 0) i N ^ M ^ 'C( ) ^ :'(1;0;0) is not satisable. Notice
that  2 HML;1 i C( ) )ML (1; 0; 0). Therefore,  2 HML;1 i f( ) is not satisable.
This completes the proof of claim 1.
(2) We show that if  2 HML;2, then f( ) has a nite model.
First note that if  2 HML;2, then the computation of ML with initial ID C( ) is nite.
Therefore, the set
SIDC( ) = f(i;m; n) j C( ))ML (i;m; n)g
is nite. Hence there is a natural number p, such that for each (i;m; n) 2 SIDC( ),
m+ 2  p and n+ 2  p.
Now we construct a nite model H for N ^ M ^ 'C( ) ^ :'(1;0;0). The universe of H
has 2p+ 1 nodes. More specically,
jHj = frt; 1; 2; :::; pg [ f10; 20; :::; p0g;
where rt is the interpretation of the constant r in H.
The binary relations Lr; E01; E02; E
 
01; E
 
02;Ki and K
 
i in H are exactly the same as those
in the -structure G given in the proof of Proposition 4.5. The binary relations L1, L
 
1 ,
L2, L
 
2 , R
+
1 , R
 
1 , R
+
2 and R
 
2 are populated in H as follows (the superscript H is omitted
in the relation names):
R+1 = f(i; i + 1) j 0  i < pg [ f(p; p)g
R 1 = f(i+ 1; i) j 0  i < pg [ f(p; p)g
R+2 = f(i
0; (i + 1)0) j 0  i < pg [ f(p0; p0)g
R 2 = f((i + 1)
0; i0) j 0  i < pg [ f(p0; p0)g
L1 = f(rt; i) j 0  i  pg
L 1 = f(i; rt) j 0  i  pg
L2 = f(rt; i
0) j 0  i  pg
L 2 = f(i
0; rt) j 0  i  pg
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Figure 4.3: The structure H in Proposition 4.6
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See Figure 4.3 for the structure H (E 01; E
 
02; L
 
1 ; L
 
2 ; R
 
1 ; R
 
2 ;K
 
i edges are omitted in the
graph).
Note that the relations Ki and K
 
i in H are well-dened, since if C( ) )ML (i;m; n),
then m < p  1 and n < p  1. In addition, it is easy to verify that H is well-dened.
We now show that H is indeed a model of N ^ M ^ 'C( ) ^ :'(1;0;0).
First, by C( ))ML C( ) and C( ) 6)ML (1; 0; 0), we have that H j= 'C( ) ^ :'(1;0;0).
Second, it is easy to verify that H j= N . Note here it is to ensure H j= 5 ^ 6 that we
require H j= R+1 (p; p) ^R
+
2 (p
0; p0).
Finally, we show that H j= M . It is straightforward to verify the following simple facts.
 Fact 4: If C( ))ML (i;m; n), then m < p  1 and n < p  1.
 Fact 5: If (i;m; n) !IiML (j;m1; n1), then m1  m + 1 and n1  n + 1. As a result
of Fact 4, m1 < p and n1 < p. Here (i;m; n) !
Ii
ML
(j;m1; n1) stands for that ML
reaches (j;m1; n1) by executing instruction Ii at (i;m; n).
In addition, Facts 1, 2 and 3 for showing G j= M in the proof of Proposition 4.5 are also
true here. Therefore, the argument for showing G j= M in the proof of Proposition 4.5,
together with Facts 4 and 5 above, proves H j= M .
Hence H is indeed a nite model of N ^M ^ 'C( ) ^ :'(1;0;0).
This completes the proof of Proposition 4.6.
Corollary 4.7: The function f dened above is a reduction from FO to S(P+).
Proof: By the denition of ML, for each  2 FO,  is satisable i  62 HML;1. As
shown in the proof of Proposition 4.6,  62 HML;1 i f( ) is satisable. Therefore, f is a
reduction from FO to S(P+).
As an immediate result of Proposition 4.6 and Lemma 4.4, we have the following corollary.
Corollary 4.8: The set S(P+) is a conservative reduction class.
From Corollary 4.8, Theorem 4.2 follows immediately.
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4.3 The undecidability of the implication problems for Pf
Finally, we establish Theorem 4.3. As in the proof of Theorem 4.2, we show that the set
S(Pf ) = f
^
 ^ :' j ' 2 Pf ;   Pf ;  is niteg
is a conservative reduction class. To do this, we rst present an encoding of two-register
machines with sentences in Pf , and then prove a reduction property of the encoding. Using
this reduction property, we dene a semi-conservative reduction from FO to S(Pf ).
4.3.1 Encoding
Let M be a two-register machine as described in Section 4.2.1. Assume that the set E of
binary relation symbols in signature  is the same as the one described in Section 4.2.1,
except that the predicates Lr and K
 
i for i 2 [0; l] are no longer required here.
We dene the encoding as follows.
Registers
We encode the contents of the registers by fN , which is the conjunction of the path
constraints of Pf given below.
 Successor, predecessor:
{ 1 = 8x (L1(r; x)! 8 y (9 z (R
+
1 (x; z) ^R
 
1 (z; y))! (x; y)))
(pf(1) = L1, lt(1) = R
+
1  R
 
1 and rt(1) = .)
{ 2 = 8x (L1(r; x)! 8 y (9 z (R
 
1 (x; z) ^R
+
1 (z; y))! (x; y)))
{ 3 = 8x (L2(r; x)! 8 y (9 z (R
+
2 (x; z) ^R
 
2 (z; y))! (x; y)))
{ 4 = 8x (L2(r; x)! 8 y (9 z (R
 
2 (x; z) ^R
+
2 (z; y))! (x; y)))
{ 5 = 8x (L1(r; x)! 8 y ((x; y)! 9 z (R
+
1 (x; z) ^R
 
1 (z; y))))
(pf(5) = L1, lt(5) =  and rt(5) = R
+
1  R
 
1 .)
{ 6 = 8x (L2(r; x)! 8 y ((x; y)! 9 z (R
+
2 (x; z) ^R
 
2 (z; y))))
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 Register identication: 7; 8; 9 and 10 are the same as given in Section 4.2.1.
 Zeros:
{ 11 = 8x (9 y (L1(r; y) ^E
 
01(y; x))! (r; x))
(11 is a simple path constraint with lt(11) = L1  E
 
01 and rt(11) = .)
{ 12 = 8x (L1(r; x)!
8 y (E 01(x; y)! 9 z (E
 
01(x; z) ^ 9 z
0 (E01(z; z
0) ^E 01(z
0; y)))))
(pf(12) = L1, lt(12) = E
 
01 and rt(12) = E
 
01 E01  E
 
01.)
{ 13 = 8x (L1(r; x)! 8 y (9 z (E
 
01(x; z) ^E01(z; y))! (x; y)))
(pf(13) = L1, lt(13) = E
 
01 E01 and rt(13) = .)
{ 14 = 8x (9 y (L1(r; y) ^ 9 z (E
 
01(y; z) ^E02(z; x)))! E02(r; x))
(14 is a simple constraint with lt(14) = L1 E
 
01  E02 and rt(14) = E02.)
{ 15 = 8x (E02(r; x)! 8 y ((x; y)! 9 z (E
 
02(x; z) ^E02(z; y))))
(pf(15) = E02, lt(15) =  and rt(15) = E
 
02 E02.)
{ 16 = 8x (E02(r; x)! L2(r; x))
IDs
The encoding of each ID C of M , 'C , is the same as the one given in Section 4.2.1.
Note that 'C is in Pf .
Instructions
The encoding of each instruction Ii, Ii , is the same as the one given in Section 4.2.1,
except
is2;0 = 8x (L1(r; x)! 8 y (Ki  E
 
02 E02(x; y)! Kj(x; y))):
Here pf(is2;0) = L1, lt(
i
s2;0
) = Ki E
 
02  E02, and rt(
i
s2;0
) = Kj .
The encoding of the program of M is fM =
l̂
i=0
Ii .
It is clear that fM is a conjunction of path constraints in Pf .
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Analogous to Proposition 4.5, we establish the reduction property of the encoding above
as follows.
Proposition 4.9: Let M be a two-register machine. For all IDs C and D of M , we have
that
C )M D i 
f
N ^
f
M ^ 'C ! 'D is valid:
Proof:
(1) Assume that C )M D. As in the proof of Proposition 4.5, we prove by induction on
step t that for each ID C 0 of M and each model G of fN ^ 
f
M ^ 'C , if C )
t
M C
0 then
G j= 'C0 . This can be shown in basically the same way as for Proposition 4.5, except for
the following cases in the inductive step.
Case 3 : Ii = (i; register1; j; k) and m = 0. In this case, C
0 must be (j; 0; n).
Suppose, for reductio, that there exist a; b 2 jGj, such that
G j= L1(r; a) ^E
 
01  E02  (R
+
2 )
n(a; b) ^ :Kj(a; b):
Then by G j= 'C1 , we have G j= Ki(a; b). In addition, there exists e 2 jGj, such that
G j= L1(r; a) ^E
 
01(a; e):
By 12 in 
f
N , there exist c; d 2 jGj, such that
G j= L1(r; a) ^E
 
01(a; c) ^E01(c; d):
Thus by 13 in 
f
N , we have G j= (a; d). Hence
G j= L1(r; a) ^E
 
01(a; c) ^E01(c; a):
By G j= L1(r; a) ^ E
 
01(a; c) and 11 in 
f
N , we have G j= (r; c). Thus G j= E01(r; a).
Hence
G j= E01(r; a) ^Ki(a; b):
Thus by is1;0 in 
f
M , we have G j= Kj(a; b). This contradicts the assumption.
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Case 4 : Ii = (i; register1; j; k) and m = p+ 1. In this case, C
0 must be (k; p; n).
Suppose, for reductio, that there exist a; b 2 jGj, such that
G j= L1(r; a) ^ (R
 
1 )
p  E 01 E02  (R
+
2 )
n(a; b) ^ :Kk(a; b):
Then by 5 in 
f
N , there exists c 2 jGj, such that
G j= L1(r; a) ^R
+
1 (a; c) ^R
 
1 (c; a):
By 7 in 
f
N , we have G j= L1(r; c) ^R
 
1 (c; a). Hence
G j= L1(r; c) ^ (R
 
1 )
p+1 E 01  E02  (R
+
2 )
n(c; b):
Thus by G j= 'C1 , we have G j= Ki(c; b). Hence
G j= L1(r; a) ^R
+
1 (a; c) ^Ki(c; b):
Thus by is1;n in 
f
M , we have G j= Kk(a; b). This contradicts the assumption.
Case 5 : Ii = (i; register2; j; k) and n = 0. In this case, C
0 must be (j;m; 0).
Suppose, for reductio, that there exist a; b 2 jGj, such that
G j= L1(r; a) ^ (R
 
1 )
m E 01  E02(a; b) ^ :Kj(a; b):
Then by G j= 'C1 , we have G j= Ki(a; b). Moreover, there exist c; d 2 jGj, such that
G j= (R 1 )
m(a; d) ^E 01(d; c) ^E02(c; b):
By G j= L1(r; a) and 8 in 
f
N , we have G j= L1(r; d). Thus by 14 in 
f
N , we have
G j= E02(r; b):
By 15 in 
f
N , there exists e 2 jGj, such that
G j= E 02(b; e) ^E02(e; b):
Hence
G j= L1(r; a) ^Ki(a; b) ^E
 
02(b; e) ^E02(e; b):
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Thus by is2;0 in 
f
M , we have G j= Kj(a; b). This contradicts the assumption.
Case 6 : Ii = (i; register2; j; k) and n = p+ 1. In this case, C
0 must be (k;m; p).
Suppose, for reductio, that there exist a; b 2 jGj, such that
G j= L1(r; a) ^ (R
 
1 )
m  E 01 E02  (R
+
2 )
p(a; b) ^ :Kk(a; b):
Then there exist c; d 2 jGj, such that
G j= (R 1 )
m(a; c) ^E 01  E02(c; d) ^ (R
+
2 )
p(d; b):
By 8 in 
f
N , we have G j= L1(r; c). By 14 in 
f
N , G j= E02(r; d). By 16 in 
f
N ,
G j= L2(r; d). By 9 in 
f
N , G j= L2(r; b). Therefore, by 6 in 
f
N , there exists e 2 jGj,
such that
G j= R+2 (b; e) ^R
 
2 (e; b):
Hence
G j= L1(r; a) ^ (R
 
1 )
m  E 01 E02  (R
+
2 )
p+1(a; e):
By G j= 'C1 , we have G j= Ki(a; e). Hence
G j= L1(r; a) ^Ki(a; e) ^R
 
2 (e; b):
Thus by is2;n in 
f
M , we have G j= Kk(a; b). This contradicts the assumption.
(2) Conversely, assume that C 6)M D. It is easy to verify that the structure G (without
Lr and K
 
i edges) given in the proof of Proposition 4.5 is a model of 
f
N ^
f
M ^'C ^:'D.
4.3.2 Semi-conservative reduction
We dene a recursive function g : FO ! S(Pf ) by:
g( ) 7! fN ^ 
f
M ^ 'C( ) ^ :'(1;0;0)
where C( ) is the ID (0;m( ); 0) of ML with an appropriate encoding m( ) of  , as
described in Section 4.1.2.
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Proposition 4.10 below shows that the function g is indeed a semi-conservative reduction
from FO to S(Pf ).
Proposition 4.10: Let ML be the two-register machine described in Section 4.1.2. For
each rst-order sentence  ,
1.  2 HML;1 i g( ) is not satisable; and
2. if  2 HML;2, then g( ) has a nite model.
Proof: The proof is the same as the proof of Proposition 4.6, except that here in the
structure H shown in Figure 4.3, there are no Lr and K
 
i edges.
Corollary 4.11: The function g dened above is a reduction from FO to S(Pf ).
From Proposition 4.10 and Lemma 4.4 follows the corollary below. As a result, Theorem 4.3
follows.
Corollary 4.12: The set S(Pf ) is a conservative reduction class.
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Chapter 5
Decidable Restricted Implication Problems in SM
The undecidability results of Chapter 4 suggest that we search for fragments of Pc which
possess decidable implication problems, and yet retain sucient expressive power of the
full language. This chapter identies several fragments of Pc which share the following
properties. First, they each properly contain the set of word constraints. Second, each of
them fails to be included in two-variable rst-order logic. Third, they allow the formulation
of many semantic relations which are of interest from the point of view of database theory.
And nally, the implication and nite implication problems for each of them are decidable
in the context of SM.
This chapter begins by introducing three fragments of Pc in Section 5.1. The decidabil-
ity of the implication and nite implication problems associated with these fragments is
established in Sections 5.2, 5.3 and 5.4, respectively. Finally, a mild generalization of Pc,
P^c , is investigated in Section 5.5.
5.1 Decidable fragments of Pc
In this section, we describe three fragments of Pc and their associated implication and
nite implication problems.
5.1.1 The prex restricted implication for Pc
The implication problems for simple path constraints, which are known to be decidable,
can be viewed as a restricted form of the implication problems for Pc. More specically,
the implication problems for Ps are the implication problems for Pc under the following
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restriction: for any nite subset of Pc in the implication problems, the prex of each
constraint in the subset is the empty path.
By replacing this prex restriction with a weaker one, we dene the prex restricted
implication problems for Pc as follows.
Denition 5.1: A prex restricted subset of Pc is a nite subset of Pc in which the prexes
of all the constraints have the same length.
The prex restricted (nite) implication problem for Pc is the problem of determining,
given any prex restricted subset  [ f'g of Pc, whether all the (nite) models of  are
also models of '. In particular, in the context of SM, that is the problem to determine
whether for all (nite) -structure G, if G j=  then G j= '.
Obviously, the implication problems for word constraints are special cases of the prex
restricted implication problems for Pc. Moreover, in contrast to word constraint impli-
cation, prex restricted implication cannot be stated in two-variable rst-order logic. A
convenient argument for this is that f'g, where ' is the constraint given in Example 4.1,
is a prex restricted subset of Pc. However, ' is not expressible in FO
2.
Many cases of integrity constraint implication commonly found in databases are instances
of the prex restricted implication problem for Pc. Among these are implications for inverse
constraints and local database constraints. As an example, consider the set consisting of
the following local inverse constraints in the school databases described in Chapter 1:
8 s (9 d (Schools(r; d) ^ Students(d; s))! 8 c (Taking(s; c)! Enrolled(c; s)))
8 c (9 d (Schools(r; d) ^ Courses(d; c))! 8 s (Enrolled(c; s)! Taking(s; c)))
and the constraint
8 s1 (9 d (Schools(r; d) ^ Students(d; s1)) ! 8 s2 ((s1; s2)!
9 c (Taking(s1; c) ^Enrolled(c; s2)))):
This set is a prex restricted subset of Pc.
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Another instance of prex restricted implication is the implication of the constraint
8x (cities(r; x)! 8 y (9 z (connect(x; z) ^ connect(z; y))! connect(y; x)))
from:
8x (cities(r; x) ! 8 y (9 z (connect(x; z) ^ connect(z; y))! connect(x; y)))
8x (cities(r; x) ! 8 y (connect(x; y)! connect(y; x)))
5.1.2 Sublanguage P
Some cases of path constraint implication canvassed earlier are not instances of the prex
restricted implication. For instance, recall the two extent constraints and the two inverse
constraints for student/course databases given in Chapter 1:
8 c (9 s (Students(r; s) ^ Taking(s; c))! Courses(r; c))
8 s (9 c (Courses(r; c) ^Enrolled(c; s))! Students(r; s))
8 s (Students(r; s)! 8 c (Taking(s; c)! Enrolled(c; s)))
8 c (Courses(r; c)! 8 s (Enrolled(c; s)! Taking(s; c)))
The set consisting of these constraints is not a prex restricted subset of Pc.
The constraints in the last example, however, are in the sublanguage P of Pc dened
below.
Denition 5.2: A -restricted path constraint ' is a constraint in Pc with jlt(')j  1.
That is, either lt(') = , or lt(') = K for some K 2 E. Here the notation lt(') is
described in Denition 2.2.
The set of all simple path constraints and all -restricted path constraints is denoted by
P .
The (nite) implication problem for P is the problem of determining, given any nite
subset  [ f'g of P , whether all the (nite) models of  are also models of '. In the
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context of SM, that is the problem to determine whether for all (nite) -structure G, if
G j=  then G j= '.
Note that the class of word constraints is a proper subset of P. In addition, not all
constraints in P are expressible in two-variable rst-order logic. Indeed, the constraint '
given in Example 4.1 is in P, but is not in FO
2.
5.1.3 The extended implication for P
Recall the local extent constraints given in Chapter 1:
8 d (Schools(r; d) ! 8 c (9 s (Students(d; s) ^ Taking(s; c)) ! Courses(d; c)))
8 d (Schools(r; d) ! 8 s (9 c (Courses(d; c) ^Enrolled(c; s)) ! Students(d; s)))
Consider the set consisting of these local extent constraints and the local inverse constraints
given in Section 5.1.1. This set is neither a prex restricted subset of Pc nor a subset of
P . However, the constraints in this set share the following property: all of them are
constraints in student/course databases as shown in Figure 1.1 augmented with a common
prex Schools. In general, when represented in a global environment, path constraints in
a local database are augmented with a common prex.
This example motivates the following extension of P.
Denition 5.3: Let  be a path and ' be a constraint in P . The extension of ' with
prex , denoted by (';), is the constraint dened either by
8x (  pf(')(r; x)! 8 y (lt(')(x; y) ! rt(')(x; y)))
when ' is of the forward form, or by
8x (  pf(')(r; x)! 8 y (lt(')(x; y) ! rt(')(y; x)))
when ' is of the backward form. Here  is the path concatenation operator, and pf , lt and
rt are dened in Denition 2.2.
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Let  be a path and  be a nite subset of P . The extension of  with prex  is the
subset of Pc dened by
f(';) j ' 2 g:
Such a set is called a prex extended subset of P .
The extended (nite) implication problem for P is the problem of determining, given any
prex extended subset  [ f'g of P, whether all the (nite) models of  are also models
of '. In the context of SM, that is the problem to determine whether for all (nite)
-structure G, if G j=  then G j= '.
For instance, the set described in the last example is a prex extended subset of P .
Note that the (nite) implication problem for P is a special case of the extended (nite)
implication problem for P . As an immediate result, implications of word constraints are
special cases of extended implications of constraints of P . Moreover, extended implications
of constraints of P cannot be stated in two-variable rst-order logic.
5.2 Decidability of the prex restricted implication for Pc
In this section, we establish the decidability of the prex restricted implication problems
for Pc.
Theorem 5.1: In the context of SM, the prex restricted implication and nite implica-
tion problems for Pc are decidable.
The idea of the proof is to show that the satisability and nite satisability problems for
the set
Sp = f
^
 ^ :' j  [ f'g is a prex restricted subset of Pcg
are decidable. That is, we show that it is decidable to determine, given any  2 Sp,
whether there is a (nite) -structure such that G j=  .
Recall the following notion from [15].
Denition 5.4 [15]: A recursive class X of rst-order logic sentences has the small model
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property for satisability i there exists a recursive function s such that for each  2 X,
if  is satisable, then  has a nite model of size at most s(j j), where j j stands for the
length of  .
To show the decidability of the satisability and nite satisability problems for Sp, it
suces to establish the small model property for Sp. To do this, we use a path label
criterion to characterize whether a -structure satises a sentence of Sp. More specically,
given a structure G and a sentence  of Sp, we label each node of G with paths in  . The
path label of G, LB(G; ), is the collection of the labels of all the nodes in G. This path
label has the following properties:
 for any -structure H, if LB(H; ) = LB(G; ), then H j=  i G j=  ; and
 there is a -structure H of size at most 2 2
2 j j
, such that LB(H; ) = LB(G; ).
In the remainder of this section, we present the path label criterion and show that it has
the properties described above.
5.2.1 A path label criterion
We rst dene the path labels, and then discuss their properties.
Path labels
Given a -structure G and a sentence  in Sp, we dene a path label LB(G; ) to charac-
terize whether G j=  .
Let G = (jGj; rG; EG) and  =
V
 ^ :'. We use the following sets to denote the paths
in  :
Paths( ) = fpf() j  2  [ f'gg
Paths( ) = flt() j  2  [ f'gg
Paths+ ( ) = frt() j  2  [ f'g;  is a forward constraintg
Paths  ( ) = f rt() j  2  [ f'g;  is a backward constraintg
Paths(;)( ) = Paths( ) [ Paths
+
 ( ) [ Paths
 
 ( )
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Here the notation   denotes the pair ( ; ). We use this notation merely to distinguish
the occurrence of a path as the right tail of a backward constraint as opposed to a forward
constraint.
For each node a in jGj, we dene a path label using paths in Paths( ) and Paths(;)( ).
This label consists of a pair of sets. The rst component of the pair is the set of paths
from rG to a which are in Paths( ). That is,
lb(a;G;  ) = f j  2 Paths( ); G j= (r
G; a)g:
The second is a collection of sets of paths in Paths(;)( ). Each set consists of the paths
between the node a and a node in jGj. More specically, for each b 2 jGj, let:
lbs(a; b;G;  ) = f j  2 Paths( ); G j= (a; b)g
lbs(a; b;G;  ) = f j  2 Paths
+
 ( ); G j= (a; b)g
[ f  j    2 Paths  ( ); G j= (b; a)g
lbs(;)(a; b;G;  ) = lbs(a; b;G;  ) [ lbs(a; b;G;  )
The second component of the label is dened by:
lb(;)(a;G;  ) = flbs(;)(a; b;G;  ) j b 2 jGjg
More precisely, we dene the label of node a in G w.r.t.  by:
lb(a;G;  ) =
8><
>:
(;; ;) if lb(a;G;  ) = ;
(lb(a;G;  ); lb(;)(a;G;  )) otherwise
The label of G w.r.t.  is dened by
LB(G; ) = flb(a;G;  ) j a 2 jGjg:
Every label l 2 LB(G; ) is a pair of sets. We refer to the rst component of l as lb(l),
and the second as lb(;)(l). In addition, we use the following notations:
LB(G; ) = flb(l) j l 2 LB(G; )g
LB(;)(G; ) = flb(;)(l) j l 2 LB(G; )g
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We now consider a special case of LB(G; ). If  involves simple constraints only, i.e.,
 [ f'g is a subset of Ps, then Paths( ) = fg. Thus we have:
LB(G; ) =
8><
>:
f(; lb(;)(r
G; G;  ))g if jGj is a singleton set
f(; lb(;)(r
G; G;  )); (;; ;)g otherwise
In this case, the cardinality of LB(G; ) is at most 2.
Properties of the path labels
The most important property of LB(G; ) is that it characterizes whether G j=  .
Let G be a -structure and  a sentence, as described above. We say that LB(G; )
satises  i it satises the following conditions.
 For each  2 , LB(G; ) satises . That is, for any l 2 LB(G; ) and s 2 lb(;)(l),
if pf() 2 lb(l) and lt() 2 s, then
{ rt() 2 s if  is a forward constraint, and
{  rt() 2 s if  is a backward constraint.
 LB(G; ) does not satisfy '. That is, there exists l 2 LB(G; ) and s 2 lb(;)(l),
such that pf(') 2 lb(l), lt(') 2 s, and
{ rt(') 62 s if ' is a forward constraint, and
{  rt(') 62 s if ' is a backward constraint.
Lemma 5.2: For any -structure G and any sentence  2 Sp, G j=  i LB(G; ) satises
 .
Proof: Let  =
V
 ^ :'. It suces to show that for each  2  [ f'g, G j=  i
LB(G; ) satises . Without loss of generality, assume that all the constraints in [f'g
are forward constraints. The proof for the backward case is analogous.
(1) Assume G j= , we want to show that LB(G; ) satises .
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Suppose, for reductio, that LB(G; ) does not satisfy . That is, there exist l 2 LB(G; )
and s 2 lb(;)(l), such that pf() 2 lb(l) and lt() 2 s, but rt() 62 s. By the denition
of the path labels, there are a; b 2 jGj such that lb(a;G;  ) = l and lbs(;)(a; b;G;  ) = s.
Hence,
G j= pf()(rG; a) ^ lt()(a; b) ^ :rt()(a; b):
This contradicts the assumption.
(2) Conversely, assume G 6j= . we want to show that LB(G; ) does not satisfy .
Suppose, for reductio, that LB(G; ) satises . That is, for every l 2 LB(G; ) and every
s 2 lb(;)(l), if pf() 2 lb(l) and lt() 2 s, then rt() 2 s. However, since G j= :,
there exist a; b 2 jGj, such that
G j= pf()(rG; a) ^ lt()(a; b) ^ :rt()(a; b):
Thus by the denition of the path labels, pf() 2 lb(a;G;  ), lt() 2 lbs(;)(a; b;G;  ),
but rt() 62 lbs(;)(a; b;G;  ). Let l = lb(a;G;  ) and s = lbs(;)(a; b;G;  ). Clearly, l
and s contradict the assumption.
From Lemma 5.2 follows immediately the corollary below.
Corollary 5.3: For all structuresG;H, and any sentence  2 Sp, if LB(G; ) = LB(H; ),
then G j=  i H j=  .
The size of a path label
We next examine the cardinality of LB(G; ). We use jSj to denote the cardinality of a
set S.
Given a sentence  2 Sp, where  =
V
 ^ :', it is easy to verify that
jPaths( )j  j j;
jPaths(;)( )j  j j:
For every -structure G and every l 2 LB(G; ), lb(l) is a subset of Paths( ) and
80
lb(;)(l) is a subset of the power set of Paths(;)( ). Therefore,
jLB(G; )j  2j j+2
j j
:
In particular, if  involves simple constraints only, then jLB(G; )j  2.
We dene the prex length of  , s( ), to be jpf(')j. Note that the prexes of all the
constraints in  [ f'g have the same length.
5.2.2 The small model property
Next, we establish the small model property for Sp. Using the path label criterion described
above, it suces to show the following.
Proposition 5.4: For each -structure G and each sentence  in Sp, there is a -structure
H, such that
1. the size of H is at most 2 2
2 j j
; and
2. LB(H; ) = LB(G; ).
The proof of the proposition requires two lemmas and the following notation.
Denition 5.5: Let G be a -structure, m be a natural number and a 2 jGj. The
m-neighborhood of a in G is the structure G(a) = (jG(a)j; rG(a); EG(a)), such that
 jG(a)j = fc j c 2 jGj; there is path , jj  m and G j= (a; c) _ (c; a)g;
 rG(a) = a; and
 for all b; c 2 jG(a)j and each K 2 E, G(a) j= K(b; c) i G j= K(b; c).
That is, G(a) is the restriction of G to jG(a)j with a as the new root.
Given a -structure G and a sentence  in Sp, the rst lemma below proves the existence
of a -structure G which has the following properties.
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 LB(G;  ) = LB(G; ). In addition, for each l 2 LB(G; ), there is a distin-
guished node al 2 jGj such that lb(al; G;  ) = lb(l).
 For each a 2 jGj, if lb(a;G;  ) 6= ;, then a does not have any outgoing edge.
That is, for each K 2 E and b 2 jGj, G j= :K(a; b).
We shall proceed to construct the -structure H described in Proposition 5.4 such that
G is the s( )-neighborhood of r
H in H. This ensures that LB(H; ) = LB(G; ).
Lemma 5.5: For each -structure G and each sentence  in Sp, there exists a -structure
G = (jGj; r
G ; EG), such that
1. the size of G is at most j j+ 2
j j+2 j j;
2. there is a subset L of jGj, such that
(a) there is a bijection f : LB(G; )! L, such that for each l 2 LB(G; ),
i. lb(l) = lb(f(l); G;  ) = f j  is a path; G j= (r
G ; f(l))g,
ii. for each K 2 E and b 2 jGj, G j= :K(f(l); b);
(b) for each b 2 jGj n L,
i. lb(b;G;  ) = ;,
ii. there is a unique path  such that G j= (r
G ; b). In addition, jj < s( ).
Proof: Let I( ) =
[
%2Paths( )
f j  p %g. Here  p % stands for that  is a proper
prex of %, as dened in Chapter 2. We construct G using LB(G; ) and I( ) as follows.
For each  2 I( ), let a be a distinguished node, and for each l 2 LB(G; ), let al be a
distinguished node. Let
 L = fal j l 2 LB(G; )g;
 jGj = L [ fa j  2 I( )g;
 rG =
8><
>:
a if s( )  1
alb(rG;G; ) otherwise;
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Figure 5.1: The structure G in Lemma 5.5
 for all a; b 2 jGj and K 2 E, G j= K(a; b) i there exists  2 I( ), such that
a = a (i.e., a 62 L), and one of the following conditions is satised:
{ there exists % 2 I( ), such that b = a% (i.e., b 62 L), and % =  K; or
{ there exists l 2 LB(G; ), such that b = al (i.e., b 2 L), and there exists
% 2 lb(l), such that % =  K.
The structure G is basically a rooted acyclic directed graph (see Figure 5.1). It has the
following properties.
 The restriction of G to fa j  2 I( )g is a tree of height s( ) 1. For each node
a in the tree, there is a single path  from the root r
G to a.
 At level s( ), there are jLB(G; )j many nodes. Each of these nodes is uniquely
marked with a label l 2 LB(G; ). In addition, it does not have any outgoing edges,
and all its incoming edges are from leaves of the tree mentioned above.
We now verify that G indeed meets all the requirements of the lemma.
(1) The size of G.
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Let size(A) denote the size of a structure A. Since jLj = jLB(G; )j  2
j j+2j j and
jI( )j  j j, size(G) is at most
j j+ 2j j+2
j j
:
In particular, when s( ) = 0, jLB(G; )j  2 and size(G) is at most 2.
(2) The properties of L.
The bijection f from LB(G; ) to L can be dened by: l 7! al. To verify the other
properties of L, rst observe the following simple fact.
Claim: For every % 2 I( ), f j  is a path; G j= (r
G ; a%)g = f%g.
This claim can be veried by a straightforward induction on j%j. From this claim and the
construction of G, the second statement of the lemma follows.
The next lemma deals with LB(;)(G; ). Given a label l in LB(G; ), it constructs a
-structure Gl = (jGlj; r
Gl ; EGl) such that
lb(;)(r
Gl ; Gl;  ) = lb(;)(l):
We shall construct the structure H described in Proposition 5.4 in such a way that for
each l in LB(G; ), Gl is part of H, and moreover,
lb(;)(r
Gl ;H;  ) = lb(;)(r
Gl ; Gl;  ):
Lemma 5.6: Let G be a -structure and  a sentence in Sp. For each label l in LB(G; ),
there is a -structure Gl, such that
1. the size of Gl is at most 2
j j; and
2. lb(;)(r
Gl ; Gl;  ) = lb(;)(l).
Proof: We give a ltration argument. To do this, we need the following notations.
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First, we dene the following sets:
I+( ) =
[
%2Paths( )[Paths
+
 ( )
f j  p %g
I ( ) =
[
 %2Paths  ( )
f  j  s %g
I( ) = I+( ) [ I ( )
Here  p % denotes that  is a prex of %, and  s % denotes that  is a sux of %, as
described in Chapter 2. It is easy to verify that jI( )j  j j.
Second, by l 2 LB(G; ), there exists a 2 jGj such that
lb(a;G;  ) = l:
Using a, we dene a mapping g from jGj to the power set of I( ), such that for each
b 2 jGj,
g(b) 7! f j  2 I+( ); G j= (a; b)g [ f  j    2 I ( ); G j= (b; a)g:
Using the mapping g, we dene an equivalence relation  on jGj such that
b  b0 i g(b) = g(b0):
Let [b] denote the equivalence class of b with respect to . We proceed to construct a
-structure Gl = (jGlj; r
Gl ; EGl) whose nodes are these equivalence classes:
 jGlj = f[b] j b 2 jGjg;
 rGl = [a];
 for all o1; o2 2 jGlj and K 2 E, Gl j= K(o1; o2) i there exist b1; b2 2 jGj, such that
[b1] = o1, [b2] = o2, and G j= K(b1; b2).
We next show that Gl is indeed the structure desired.
(1) The size of Gl.
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For each b 2 jGj, g(b)  I( ). Since jI( )j  j j, the size of Gl is at most 2
j j.
(2) lb(;)(r
Gl ; Gl;  ) = lb(;)(l).
It suces to show the following claim.
Claim 1 : For each b 2 jGj, lbs(;)(r
Gl ; [b]; Gl;  ) = lbs(;)(a; b;G;  ).
For if Claim 1 holds, then
lb(;)(r
Gl ; Gl;  ) = flbs(;)(r
Gl ; c;Gl;  ) j c 2 jGljg
= flbs(;)(r
Gl ; [b]; Gl;  ) j b 2 jGjg
= flbs(;)(a; b;G;  ) j b 2 jGjg
= lb(;)(a;G;  ):
= lb(;)(l):
To verify Claim 1, it suces to show the following.
Claim 2: For every b 2 jGj and  2 I+( ), G j= (a; b) i Gl j= (r
Gl ; [b]).
Claim 3: For every b 2 jGj and   2 I ( ), G j= (b; a) i Gl j= ([b]; r
Gl).
For if these claims hold, then from Paths(;)( )  I( ) and the denition of lbs(;)
follows Claim 1.
We next show Claim 2 by induction on jj. Similarly, Claim 3 can be veried.
Base case: jj = 0. That is,  = . By the denition of g, it is straightforward to verify
that Gl j= (r
Gl ; [b]) i g(b) = g(a) i  2 g(b) i b = a i G j= (a; b). Therefore, Claim
2 holds in this case.
Inductive step: Assume the claim for jj = m.
We next show that the claim holds for jj = m+ 1. That is,  is of the form % K, where
% 2 I+( ), j%j = m and K 2 E.
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First, suppose that G j= (a; b). Then there exists c 2 jGj, such that
G j= %(a; c) ^K(c; b):
By the induction hypothesis,
Gl j= %(r
Gl ; [c]):
Moreover, by G j= K(c; b) and the denition of Gl, we have
Gl j= K([c]; [b]):
Therefore, Gl j= (r
Gl ; [b]).
Conversely, assume that Gl j= (r
Gl ; [b]). Then there exists o 2 jGlj, such that
Gl j= %(r
Gl ; o) ^K(o; [b]):
By the denition of Gl and Gl j= K(o; [b]), there exist o1; b1 2 jGj, such that [o1] = o,
[b1] = [b], and
G j= K(o1; b1):
In addition, since Gl j= %(r
Gl ; o) and [o1] = o, by the induction hypothesis, we have that
G j= %(a; o1):
Therefore, G j= (a; b1). That is,  2 g(b1). By [b1] = [b], we have that g(b1) = g(b).
Therefore,  2 g(b). Hence G j= (a; b).
This completes the proof of Lemma 5.6.
Finally, we prove Proposition 5.4. As mentioned earlier, given a -structure G and a
sentence  in Sp, we dene the structure H described in Proposition 5.4 such that
 the structure G in Lemma 5.5 is the s( )-neighborhood of r
H in H;
 for each l 2 LB(G; ), Gl in Lemma 5.6 is part of H such that
{ rGl = f(l), where f is the function specied in Lemma 5.5,
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{ lb(;)(r
Gl ;H;  ) = lb(;)(r
Gl ; Gl;  ) = lb(;)(l), and
{ lb(r
Gl ;H;  ) = lb(l).
Note that the proof below uses the restriction on prexes described in Denition 5.1.
Proof of Proposition 5.4: Given a -structure G and a sentence  in Sp, let G be
the structure specied in Lemma 5.5, and for each l 2 LB(G; ), let Gl be the structure
specied in Lemma 5.6. Without loss of generality, assume that jGlj \ jGj = ; and
jGlj \ jGl0 j = ; if l 6= l
0. We build -structure H = (jHj; rH ; EH), as follows.
 jHj = jGj [
[
l2LB(G; )
(jGlj n fr
Glg);
 rH = rG ;
 For all a; b 2 jHj and each K 2 E, H j= K(a; b) i one of the following conditions is
satised:
{ a; b 2 jGj and G j= K(a; b);
{ For some l 2 LB(G; ), a; b 2 jGlj and Gl j= K(a; b);
{ Let L be the subset of jGj and f the function specied in Lemma 5.5. For
some l 2 LB(G; ),
 a = f(l), b 2 jGlj and Gl j= K(r
Gl ; b); or
 b = f(l), a 2 jGlj and Gl j= K(a; r
Gl); or
 a = b = f(l) and Gl j= K(r
Gl; rGl).
Intuitively, H is built from G and Gl's by identifying f(l) with r
Gl for each l 2 LB(G; ).
See Figure 5.2 for the structure H.
We now show that H is indeed the structure desired.
(1) The size of H.
Obviously,
size(H) = size(G) +
X
l2LB(G; )
size(Gl)  jLB(G; )j:
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Figure 5.2: The structure H in Proposition 5.4
By Lemmas 5.5 and 5.6, the size of H is at most
j j + 2j j+2
j j
2 j j;
which is no larger than 2 2
2 j j
.
Note that when s( ) = 0, the size of H is at most 2
j j.
(2) LB(H; ) = LB(G; ).
It suces to show the claim below.
Claim: Let L be the set and f the function specied in Lemma 5.5. They have the
following properties.
1. For each a 2 jHj n L, lb(a;H;  ) = (;; ;).
2. For each l 2 LB(G; ), lb(f(l);H;  ) = l.
For if the claim holds, then LB(G; )  LB(H; ). In addition, by Lemma 5.5, f is a
bijection between LB(G; ) and L. Therefore, LB(H; ) = LB(G; ).
To show the claim, rst observe the following simple facts about H, which are immediate
from the denition of H.
Fact 1 : For any l 2 LB(G; ) and a; b 2 jHj, if b 2 jGlj and a 62 jGlj, then for each path ,
89
 H j= (a; b) i there are  and %, such that  =   % and H j= (a; f(l)) ^ %(f(l); b);
 H j= (b; a) i a = f(l) and Gl j= (b; r
Gl).
Fact 2 : For any l 2 LB(G; ) and a 2 jHj, if there is path  such that H j= (f(l); a),
then either a 2 jGlj or a = f(l).
Fact 3 : For each l 2 LB(G; ), for any path  and node a 2 jGlj \ jHj,
H j= (f(l); a) i Gl j= (r
Gl ; a);
H j= (a; f(l)) i Gl j= (a; r
Gl);
H j= (f(l); f(l)) i Gl j= (r
Gl ; rGl):
Using the facts above, we examine the following cases.
Case 1 : a 2 jGj n L. By Facts 1 and 2, all the paths from r
H to node a are in G. By
Lemma 5.5, there is only one path from rH to a, and the length of the path is less than
S( ). By the denition of the path labels and the restriction on prexes described in
Denition 5.1, we have
lb(a;H;  ) = (;; ;):
Case 2 : For some l 2 LB(G; ), a 2 jGlj n fr
Glg. By Fact 1, if there is path  from rH to
node a, then there must be paths  and %, such that  = % andH j= (a; f(l))^%(f(l); b).
In addition, since a 6= f(l), we have % 6= . By Lemma 5.5, jj = s( ). Hence s( ) < jj.
Therefore, by the denition of the path labels and the restriction on prexes described in
Denition 5.1, we have
lb(a;H;  ) = (;; ;):
Case 3 : a 2 L. That is, a = f(l) for some l 2 LB(G; ). By Lemma 5.5 and Fact 1,
lb(a;H;  ) = lb(l). By Facts 2, 3 and Lemma 5.6, we have
lb(;)(a;H;  ) = lb(;)(l):
Hence lb(a;H;  ) = l.
Therefore, the claim holds.
This completes the proof of Proposition 5.4
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5.3 Decidability of the implication problems for P
In this section, we establish the decidability of the implication problems for P, which is
the sublanguage of Pc dened in Section 5.1.2.
Theorem 5.7: In the context of SM, the implication and nite implication problems for
P are decidable.
In the same way as in the proof of Theorem 5.1, we show Theorem 5.7 by establishing the
small model property for the following set of sentences:
S(P) = f
^
 ^ :' j ' 2 P ;   P ;  is niteg:
To do this, we give a ltration argument. Given a satisable sentence  in S(P), we nd
the set of paths in  and use a path labeling mechanism similar to the one employed in
the proof of Theorem 5.1. More specically, let G be a model of  . We use the paths in
 to label each node of G, and therefore, obtain the label of G with respect to  . The
cardinality of this label is determined only by j j, the length of  . We then construct a
-structure H, such that H and G have the same label with respect to  , and moreover,
H j=  . In addition, each node of H has a unique path label. The size of H is, therefore,
bounded by the cardinality of the label of G with respect to  , which is at most 2 j j. Thus
the small model property is established.
We rst dene the path labels, called relative path labels. Using the path labels, we then
establish the small model property for S(P).
5.3.1 Relative path label
Given a satisable sentence  of S(P), where  =
V
^:', we use the following sets to
denote paths in  :
Paths(;)( ) = fpf() j  2  [ f'gg [ flt() j  2  [ f'g;  2 Psg
I(;)( ) =
[
%2Paths(;)( )
f j  p %g
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I(') =
8><
>:
f j  p rt(')g if ' is a forward constraint
f j  s rt(')g if ' is a backward constraint
Here  p % ( s %) means that  is a prex (sux) of %, as dened in Chapter 2.
Let G be a model of  , G = (jGj; rG; EG), and (a; b) be a pair of nodes in jGj such that
G j= pf(')(r; a) ^ lt(')(a; b) ^ :rt(')(a; b)
if ' is a forward constraint, and
G j= pf(')(r; a) ^ lt(')(a; b) ^ :rt(')(b; a)
if ' is a backward constraint. This pair is referred to as a witness of :' in G.
For each c 2 jGj, we label c with a pair. The rst component of the pair is
ls(;)(c;G;  ) = f j  2 I(;)( ); G j= (r
G; c)g:
The second component is dened to be:
ls'(c; a;G;  ) =
8><
>:
f j  2 I('); G j= (a; c)g if ' is a forward constraint
f j  2 I('); G j= (c; a)g if ' is a backward constraint
The path label of node c in G relative to  and a is dened to be:
ls(c;G;  ; a) = (ls(;)(c;G;  ); ls'(c; a;G;  ))
The path label of G relative to  and a is dened to be:
LS(G; ; a) = fls(c;G;  ; a) j c 2 jGjg
Note that for each c 2 jGj,
  2 ls(;)(c;G;  ) i c = r
G, and
  2 ls'(c; a;G;  ) i c = a.
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We next examine the size of a relative path label.
Given a satisable sentence  of S(P), where  =
V
 ^ :', let G be a model of  and
(a; b) a witness of :' of G. Note that for each c 2 jGj,
ls(;)(c;G;  )  I(;)( );
ls'(c; a;G;  )  I('):
In addition, it is easy to verify that
jI(;)( )j+ jI(')j  j j:
Hence
jLS(G; ; a)j  2 j j:
The notion of relative path labels diers from the one described in Section 5.2.1 in the
following aspects. First, relative path labels are dened for models of satisable sentences
in S(P), rather than for arbitrary -structures. Second, the relative path label of a
node in a structure involves only the paths between the node and two xed nodes of the
structure, whereas the one given in Section 5.2.1 contains paths related to all the nodes
in the structure. As a result, a relative path label has a much smaller cardinality. Third,
a relative path label does not characterize whether a -structure is a model of a sentence
in S(P), but based on it we are able to form a ltration argument to establish the small
model property for S(P).
5.3.2 The small model property
Based on relative path labels we establish the following proposition, from which follows
Theorem 5.7.
Proposition 5.8: Every satisable sentence  of S(P) has a model of size at most 2
j j.
Proof: Let  be a satisable sentence in S(P), where  =
V
 ^ :'. Since  is
satisable, there is a -structure G = (jGj; rG; EG) such that G j=  . It follows that there
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exist a; b 2 jGj such that (a; b) is a witness of :' in G. That is,
G j= pf(')(r; a) ^ lt(')(a; b) ^ :rt(')(a; b)
if ' is a forward constraint, and
G j= pf(')(r; a) ^ lt(')(a; b) ^ :rt(')(b; a)
if ' is a backward constraint.
Consider LS(G; ; a). As in the proof of Lemma 5.6, we dene an equivalence relation 
on jGj by:
b  b0 i ls(b;G;  ; a) = ls(b0; G;  ; a):
We denote the equivalence class of b with respect to  as [b]. By taking these equivalence
classes as nodes, we proceed to construct a -structure H = (jHj; rH ; EH) as follows:
 jHj = f[b] j b 2 jGjg;
 rH = [rG];
 for each K 2 E and o1; o2 2 jHj, H j= K(o1; o2) i there are b1; b2 2 jGj such that
[b1] = o1, [b2] = o2, and G j= K(b1; b2).
We next show that H j=  , and moreover, the size of H is at most 2 j j.
(1) The size of H.
Obviously, the size of jHj is at most jLS(G; ; a)j. Therefore, size(H) is at most 2 j j.
(2) H j=  .
It suces to show following claims.
Claim 1: For any path  and all c; d 2 jGj, if G j= (c; d), then H j= ([c]; [d]).
Claim 2: For each c 2 jGj, ls(c;G;  ; a) = ls([c];H;  ; [a]).
Using these claims, we show H j=  as follows. The proofs of these claims will be given
shortly.
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We rst show that H j= . Suppose, for reductio, that there exists  2  such that
H j= :. Without loss of generality, assume that  is a forward constraint (the argument
for the backward case is analogous). Then there exist c; d 2 jHj, such that
H j= pf()(rH ; c) ^ lt()(c; d) ^ :rt()(c; d):
We have two cases to consider.
Case 1:  is a simple constraint. That is, pf() =  and c = rH .
In this case, the assumption is equivalent to
lt() 2 ls(;)(d;H;  ) and H j= :rt()(r
H ; d):
By the denition of H, there exists d1 2 jGj, such that [d1] = d. By Claim 2,
ls(;)(d1; G;  ) = ls(;)(d;H;  ):
Thus lt() 2 ls(;)(d1; G;  ). That is, G j= lt()(r
G; d1). By G j= , G j= rt()(r
G; d1).
By Claim 1, we have H j= rt()(rH ; d). This contradicts the assumption.
Case 2:  is a -restricted constraint, i.e., jlt()j  1.
If jlt()j = 0, then c = d. Thus by the assumption,
pf() 2 ls(;)(c;H;  ) and H j= :rt()(c; c):
By the denition of H, there exists c1 2 jGj, such that [c1] = c. By Claim 2,
ls(;)(c1; G;  ) = ls(;)(c;H;  ):
Thus pf() 2 ls(;)(c1; G;  ). That is, G j= pf()(r
G; c1). By G j= , G j= rt()(c1; c1).
Thus by Claim 1, we have H j= rt()(c; c). This contradicts the assumption.
If jlt()j = 1, then lt() = K for some K 2 E. By the assumption, we have
pf() 2 ls(;)(c;H;  ) and H j= K(c; d) ^ :rt()(c; d):
By the denition of H, there exist nodes c1; d1 2 jGj, such that [c1] = c, [d1] = d and
G j= K(c1; d1). By Claim 2, we have that
ls(;)(c1; G;  ) = ls(;)(c;H;  ):
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As a result, we have G j= pf()(rG; c1). Thus G j= pf()(r
G; c1) ^K(c1; d1). By G j= ,
G j= rt()(c1; d1). Thus by Claim 1, we have that H j= rt()(c; d). Again, this contradicts
the assumption.
Therefore, H j= .
We next show that H j= :'. Since (a; b) is a witness of :' in G,
G j= pf(')(rG; a) ^ lt(')(a; b):
By Claim 1,
H j= pf(')(rH ; [a]) ^ lt(')([a]; [b]):
By Claim 2, we have that ls'(b; a;G;  ) = ls'([b]; [a];H;  ). As a result, when ' is a
forward constraint, by G j= :rt(')(a; b), we have that
H j= :rt(')([a]; [b]);
and when ' is a backward constraint, by G j= :rt(')(b; a), we have that
H j= :rt(')([b]; [a]):
Therefore, H j= :'.
We now show Claim 1 by induction on jj.
Base case: If jj = 0, then c = d. Hence clearly [c] = [d]. That is, H j= ([c]; [d]).
Inductive step: Assume the claim for jj = m.
We now consider  with jj = m+ 1. By jj = m+ 1, there are path % and label K 2 E,
such that  = % K and j%j = m. By G j= (c; d), there exists a node c0 2 jGj, such that
G j= %(c; c0) ^K(c0; d):
By the induction hypothesis, H j= %([c]; [c0]). Furthermore, by the denition of H, we
have H j= K([c0]; [d]). Hence H j= ([c]; [d]).
Finally, we show Claim 2 by reductio.
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Suppose that there exists c 2 jGj, such that
ls(c;G;  ; a) 6= ls([c];H;  ; [a]):
Then we examine the following three cases.
Case 1: ls(;)(c;G;  ) 6= ls(;)([c];H;  ).
To see this assumption leads to a contradiction, it suces to show the claim below.
Claim 3: For each  2 I(;)( ) and c 2 jGj,  2 ls(;)(c;G;  ) i  2 ls(;)([c];H;  ).
We show this claim by induction on jj.
Base case: jj = 0. That is,  = . It is easy to see that
 2 ls(;)(c;G;  ) i c = r
G;
 2 ls(;)([c];H;  ) i [c] = [r
G]:
Thus by the denition of f , we have that  2 ls(;)(c;G;  ) i  2 ls(;)([c];H;  ).
Inductive step: Assume the claim for jj = m. We next consider the claim for jj = m+1.
Suppose  2 ls(;)(c;G;  ). That is, G j= (r
G; c). Then by Claim 1, H j= (rH ; [c]).
That is,  2 ls(;)([c];H;  ).
Conversely, assume that  2 ls(;)([c];H;  ). Then there exist d 2 jHj, K 2 E and path
% 2 I(;)( ), such that  = % K, j%j = m and
H j= %(rH ; d) ^K(d; [c]):
Because H j= K(d; [c]), by the denition of H, there exist nodes c1; d1 2 jGj such that
[c1] = [c], [d1] = d and G j= K(d1; c1). Moreover, by the induction hypothesis, we have
% 2 ls(;)(d1; G;  ). That is, G j= %(r
G; d1). Hence
 2 ls(;)(c1; G;  ):
By [c1] = [c], we have that ls(;)(c;G;  ) = ls(;)(c1; G;  ). Thus  2 ls(;)(c;G;  ).
Therefore, Claim 3 holds. As a result, the assumption in Case 1 leads to a contradiction.
97
Case 2: ls'(c; a;G;  ) 6= ls'([c]; [a]; G;  ).
As for Case 1, it suces to prove the following claim.
Claim 4: For each  2 I(') and each c 2 jGj,  2 ls'(c; a;G;  ) i  2 ls'([c]; [a];H;  ).
The proof of Claims 4 is similar to that of Claim 1, by induction on jj. Here we assume
that ' is a backward constraint. The proof for the forward case is analogous.
Base case: jj = 0. That is,  = . It is easy to see that
 2 ls'(c; a;G;  ) i c = a;
 2 ls'([c]; [a];H;  ) i [c] = [a]:
By the denition of f , we have that  2 ls'(c; a;G;  ) i  2 ls'([c]; [a];H;  ).
Inductive step: Assume the claim for jj = m. We next consider the claim for jj = m+1.
Assume  2 ls'(c; a;G;  ). That is, G j= (c; a). Then by Claim 1, H j= ([c]; [a]). That
is,  2 ls'([c]; [a];H;  ).
Conversely, assume that  2 ls'([c]; [a];H;  ). Then there exist d 2 jHj, % 2 I(') and
K 2 E, such that  = K  %, j%j = m and
H j= K([c]; d) ^ %(d; [a]):
Since H j= K([c]; d), by the denition of H, there are c1; d1 2 jGj such that [c1] = [c],
[d1] = d and G j= K(c1; d1). By the induction hypothesis, we have that % 2 ls'(d1; G;  ).
That is, G j= %(d1; a). Hence
 2 ls'(c1; a;G;  ):
By [c1] = [c], we have that ls'(c; a;G;  ) = ls'(c1; a;G;  ). Thus  2 ls'(c; a;G;  ).
Therefore, Claim 4 holds. Hence the assumption in Case 2 also leads to a contradiction.
This completes the proof of Proposition 5.8.
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5.4 Decidability of the extended implication for P
In this section, we prove the decidability of the extended implication problems for P .
Theorem 5.9: In the context of SM, the extended implication and nite implication
problems for P are decidable.
We prove the theorem by reduction to the implication problems for P , whose decidability
is established by Theorem 5.7.
Let Paths denote the set of all paths, and let
Se(P) = f
^
 ^ :' j  [ f'g is a prex extended subset of Pg:
Recall the set S(P) dened in the proof of Theorem 5.7. We dene the prex extension
function from S(P) to Se(P) to be the mapping
f : S(P) Paths! Se(P);
such that
f(
^
 ^ :'; ) 7!
^
2
(; ) ^ :(';):
To prove Theorem 5.9, it suces to show the proposition below.
Proposition 5.10: Let  be a sentence in S(P),  a path, and f the prex extension
function from S(P) to Se(P). Then
1.  is satisable i f( ;) is satisable;
2.  is nitely satisable i f( ;) is nitely satisable. In addition, if  has a nite
model of size N , then f( ;) has a nite model of size N + jj.
For if Proposition 5.10 holds, then Se(P) has the small model property for satisability.
More specically, given  2 Se(P), we can determine a path  and  2 S(P) in linear
time, such that  = f( ; ). In addition, jj  j j + jj. If  is satisable, then by
Proposition 5.10, so is  . By Proposition 5.8,  has a model of size at most 2 j j. Thus
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again by Proposition 5.10,  has a model of size at most 2 j j+ jj, which is no larger than
2 jj.
We next show Proposition 5.10.
Proof: We only prove (2) of the proposition. The proof of (1) is similar.
First notice that if jj = 0, then f( ;) =  . Obviously, the proposition holds in this
case. Hence in the sequel, we assume that jj  1.
Let  =
V
 ^ :', and let
R = f j  is a path,  p g:
Here  p  means that  is a proper prex of , as described in Chapter 2. The proof of
the proposition is carried out as follows.
(1) Suppose that  has a nite model G = (jGj; rG; EG). We show that f( ;) has a
nite model H = (jHj; rH ; EH), and moreover, the size of H, size(H), is size(G) + jj.
We construct H as follows. For each  2 R, let c be a distinguished node not in jGj. Let
 jHj = jGj [ fc j  2 Rg;
 rH = c;
 For all a; b 2 jHj and each K 2 E, H j= K(a; b) i one of the following conditions is
satised:
{ there exists  2 R, such that a = c and b = cK and  K 2 R; or
{ there exists  2 R, such that  =  K and a = c and b = r
G; or
{ a; b 2 jGj and G j= K(a; b).
Obviously, size(H) = size(G) + jj.
To show that H j= f( ;), rst observe the following simple facts, which are immediate
from the construction of H.
Fact 1: fc j c 2 jHj; H j= (c; c)g = fr
Gg.
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Fact 2: For each a 2 jGj and each c 2 jHj n jGj, there exists no path  such that
G j= (a; c).
Next, we show that H j=
^
2
(; ) ^ :(';).
First, suppose, for reductio, that there exists  2  such that H j= :(; ). Without loss
of generality, assume that  is a forward constraint (the argument for the backward case
is analogous). Then there exist a; b; c 2 jHj, such that
H j= (c; a) ^ pf()(a; b) ^ lt()(b; c) ^ :rt()(b; c):
By Fact 1, a = rG. By Fact 2, b; c 2 jGj, and moreover, by the construction of H,
G j= pf()(a; b) ^ lt()(b; c) ^ :rt()(b; c):
That is, G j= :. This contradicts the assumption that G j=  .
Second, since G j=  , G j= :'. Without loss of generality, assume that ' is a forward
constraint (the argument for the backward case is analogous). Hence there exist b; c 2 jGj,
such that
G j= pf(')(rG; b) ^ lt(')(b; c) ^ :rt(')(b; c):
By Fact 1, H j= (c; r
G). Hence by the construction of H,
H j= (c; r
G) ^ pf(')(rG; b) ^ lt(')(b; c) ^ :rt(')(b; c):
That is, H j= :(';).
Hence H j= f( ;). Therefore, H is a nite model of f( ;).
(2) Suppose that f( ;) has a nite model G = (jGj; rG; EG). We construct a nite
model of  .
Without loss of generality, assume that ' is a forward constraint (the proof for the back-
ward case is analogous). Since G j= :(';), i.e.,
G j= 9x y (  pf(')(rG; x) ^ lt(')(x; y) ^ :rt(')(x; y));
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there exist a; b; c 2 jGj, such that
G j= (rG; a) ^ pf(')(a; b) ^ lt(')(b; c) ^ :rt(')(b; c):
Let m = maxfjpf()j + jlt()j + jrt()j j  2  [ f'gg + 1, and let G(a) be the m-
neighborhood of a in G, as described in Denition 5.5. Clearly, G(a) is a nite -structure.
We next show that G(a) j=  .
We rst show that G(a) j= :'. Since jpf(')j+ jlt(')j < m and jpf(')j+ jrt(')j < m, we
have that b 2 jG(a)j and c 2 jG(a)j. Thus by the denition of G(a), we have
G(a) j= pf(')(a; b) ^ lt(')(b; c) ^ :rt(')(b; c):
That is, G(a) j= :'.
Second, we show by reductio that for each  2 , G(a) j= . Suppose that there exists
 2 , such that G(a) j= :. Without loss of generality, assume that  is a forward
constraint (the proof for the backward case is analogous). Then there exist d; e 2 jG(a)j,
such that
G(a) j= pf()(a; d) ^ lt()(d; e) ^ :rt()(d; e):
Thus by the denition of G(a), we have
G j= (rG; a) ^ pf()(a; d) ^ lt()(d; e) ^ :rt()(d; e):
That is, G j= :(; ). This contradicts the assumption that G j= f( ;).
This completes the proof of the proposition.
Note that the proof of Proposition 5.10 does not use any special property of P , and
therefore, still holds for arbitrary recursive subsets of Pc. More specically, given any
recursive subset X of Pc, we can dene the function  for sentences of X in the same way
as in Denition 5.3. Similarly, the prex extended subsets of X can also be dened. Let
S(X) = f
^
 ^ :' j  [ f'g is a nite subset of Xg;
Se(X) = f
^
 ^ :' j  [ f'g is a prex extended subset of Xg:
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Dene the prex extension function from S(X) to Se(X) as the mapping
fx : S(X) Paths! Se(X);
such that
fx(
^
 ^ :'; ) 7!
^
2
(; ) ^ :(';):
It is easy to see that the argument for Proposition 5.10 also serves as a proof of the theorem
below.
Theorem 5.11: Let X be a recursive subset of Pc,  a sentence in S(X),  a path, and
fx the prex extension function from S(X) to Se(X). Then in the context of SM,
1.  is satisable i fx( ;) is satisable;
2.  is nitely satisable i fx( ;) is nitely satisable. In addition, if  has a nite
model of size N , then fx( ;) has a nite model of size N + jj.
5.5 Conjunctive path constraints
In this section, we present a mild generalization of Pc, P
^
c , and show that the results
established in the previous sections also hold for P^c .
We rst dene P^c as follows.
Denition 5.6: A conjunctive path constraint  is an expression of either the forward
form
8x (
^
2A
(r; x)! 8 y (
^
2B
(x; y)! (x; y)));
or the backward form
8x (
^
2A
(r; x)! 8 y (
^
2B
(x; y)! (y; x)));
where A;B are non-empty nite sets of paths, and are denoted by pf() and lt(), respec-
tively. Here  is a path, denoted by rt().
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The set of all conjunctive path constraints is denoted by P^c .
For example, all the constraints given in Chapter 1 are constraints of P^c . In particular,
the constraint (y):
8x (Dept(r; x)! 8 y ((Student(x; y) ^Employee(x; y))! TA(x; y)))
is also in P^c , where A = fDeptg and B = fStudent; Employeeg. In Chapter 1, it was
demonstrated that constraints of this form are very useful for, among others, describing
structural information.
Every path constraint of Pc is a conjunctive path constraint of P
^
c . As an immediate
corollary of the undecidability results established for Pc, we have the following.
Corollary 5.12: In the context of SM, the implication problem for P^c is r.e. complete,
and the nite implication problem for P^c is co-r.e. complete.
Let P^f be the set of all the constraints of P
^
c having the forward form, and let
P^+ = f' j ' 2 P
^
c ; rt(') 6= ; none of the paths in lt(') is g:
Then Pf  P
^
f and P+  P
^
+ . Therefore, from Theorems 4.2 and 4.3 follow immediately
the following corollaries.
Corollary 5.13: In the context of SM, the implication problem for P^+ is r.e. complete,
and the nite implication problem for P^+ is co-r.e. complete.
Corollary 5.14: In the context of SM, the implication problem for P^f is r.e. complete,
and the nite implication problem for P^f is co-r.e. complete.
We next dene fragments of P^c analogous to the fragments of Pc described in Section 5.1.
Denition 5.7: A nite subset  of P^c is called a prex restricted subset of P
^
c i for all
,  in , all the paths in pf() [ pf( ) have the same length.
The prex restricted (nite) implication problem for P^c is the problem of determining,
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given any nite prex restricted subset  [ fg of P^c , whether all the (nite) models of
 are also models of .
Denition 5.8: A simple conjunctive path constraint  is a constraint of P^c with pf()
being fg.
A -restricted conjunctive path constraint  is a P^c constraint such that for each  2 lt(),
jj  1. That is, either  = , or  = K for some K 2 E.
The set of all simple conjunctive path constraints and all -restricted conjunctive path
constraints is denoted by P^ .
The (nite) implication problem for P^ is the problem of determining, given any nite
subset  [ fg of P^ , whether all the (nite) models of  are also models of .
Denition 5.9: Let  be a path and  be a constraint in P^ . The extension of  with
prex , denoted by (; ), is the constraint in P^c dened either by
8x (
^
2 pf()
  (r; x)! 8 y (
^
 2 lt()
(x; y)! rt()(x; y)))
when  is of the forward form, or by
8x (
^
2 pf()
  (r; x)! 8 y (
^
 2 lt()
(x; y)! rt()(y; x)))
when  is of the backward form.
Let  be a path and  be a nite subset of P^ . The extension of  with prex  is the
subset of P^c dened by
f(; ) j  2 g:
Such a set is called a prex extended subset of P^ .
The extended (nite) implication problem for P^ is the problem of determining, given any
prex extended subset  [ fg of P^ , whether all the (nite) models of  are also models
of .
The following decidability results can be veried analogously to Theorems 5.1, 5.7 and 5.9,
respectively.
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Corollary 5.15: In the context of SM, the prex restricted implication and nite impli-
cation problems for P^c are decidable.
Corollary 5.16: In the context of SM, the implication and nite implication problems
for P^ are decidable.
Corollary 5.17: In the context of SM, the extended implication and nite implication
problems for P^ are decidable.
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Chapter 6
Path Constraint Implication in DM
This chapter studies path constraint implication in the context of the deterministic data
model DM. More specically, four path constraint languages and their associated impli-
cation and nite implication problems are investigated in DM: Pw (Denition 2.3), Pc
(Denition 2.2), and two extensions of Pc, namely, P
 
c (Denition 3.2) and P

c (Deni-
tion 3.1).
The constraint languages Pw and Pc have been studied for the semistructured data model
SM. In [9], it was shown that implication and nite implication of word constraints are
nitely axiomatizable and are decidable in PTIME in the context of SM. In Chapter 4, it
has been shown that in SM, the implication problem for Pc is r.e. complete and the nite
implication problem for Pc is co-r.e. complete (Theorem 4.1). As immediate corollaries of
Theorem 4.1, we have the following:
Corollary 6.1: In the context of SM, the implication and nite implication problems for
P c are undecidable.
Corollary 6.2: In the context of SM, the implication and nite implication problems for
P c are undecidable.
This chapter shows that in the context of DM, Theorem 4.1 and Corollary 6.1 break
down. This demonstrates that the determinism condition ofDM simplies reasoning about
path constraints. However, the implication and nite implication problems for P c remain
undecidable in the context of DM. This undecidability result shows that the determinism
condition of DM does not trivialize the problem of path constraint implication.
In summary, this chapter establishes a number of complexity results for the following
constraint languages in the context of DM:
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 The class of word constraints Pw (Section 6.1). We show that the axiomatization
developed in [9] is no longer complete for Pw. In light of this breakdown, we present
a nite axiomatization for Pw in DM, and moreover, provide a cubic-time algorithm
for testing word constraint implication.
 The class of path constraints Pc (Section 6.2). In contrast to Theorem 4.1, we
show that in DM, implication and nite implication of Pc constraints are not only
decidable in cubic-time, but are also nitely axiomatizable.
 A generalization of Pc, P
 
c , dened in terms of -free regular expressions (Section 6.3).
We show that in contrast to Corollary 6.1, the implication and nite implication
problems for P c become decidable in the context of DM.
 A generalization of Pc, P

c , dened in terms of regular expressions (Section 6.4). We
show that the implication and nite implication problems for P c remain undecidable
in the context of DM.
Before we prove these complexity results, we rst describe an important property of de-
terministic structures.
Lemma 6.3: Let G be a deterministic structure. Then for any path  and node a 2 jGj,
there is at most one node b such that G j= (a; b).
This lemma can be veried by a straightforward induction on jj.
6.1 The implication problems for Pw
In this section, we show that in the context of the deterministic data model DM, Pw has
the following properties:
 The implication and nite implication problems for Pw are decidable in linear-space.
 Pw is nitely axiomatizable.
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 There is an algorithm for testing implication and nite implication of constraints of
Pw in cubic-time.
6.1.1 The decidability
We begin with a small model argument for the decidability of the implication and nite
implication problems for Pw.
Proposition 6.4: In the context of DM, the implication and nite implication problems
for Pw coincide and are decidable in linear-space.
Proof: It suces to show:
Claim: Let [ f'g be a nite subset of Pw, and  =
V
^:'. If there is a deterministic
structure G such that G j= , then there exists a deterministic structure H such that
H j=  and the size of H is at most the length of .
For if the claim holds, then the satisability problem corresponding to the implication
problem for Pw has the small model property. Therefore, the implication and nite impli-
cation problems for Pw coincide and are decidable in linear-space.
To show the claim, assume that there is a deterministic structure G satisfying . Recall
that a constraint  of Pw can be described as
8x (lt( )(r; x)! rt( )(r; x));
where lt( ) and rt( ) are paths, as described in Denition 2.3. Let
Pts() = flt( ); rt( ) j  2  [ f'gg;
CloP ts() = f j % 2 Pts();  p %g:
Here  p % stands for that  is a prex of %. Let E be the set of edge labels appearing
in some path in Pts(). Then we dene H to be (jHj; rH ; EH) such that
 jHj = fa j a 2 jGj;  2 CloP ts(); G j= (rG; a)g,
 rH = rG,
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 for all a; b 2 jHj and K 2 E, H j= K(a; b) i K 2 E and G j= K(a; b).
It is easy to verify that H j=  and H is deterministic, since G has these properties. In
addition, by Lemma 6.3, the size of jHj is at most the cardinality of CloP ts(), which is
at most the length of .
6.1.2 A nite axiomatization
In the context of SM, it has been shown in [9] that the following inference rules are sound
and complete for implication and nite implication of constraints of Pw:
 Reexivity:
8x ((r; x) ! (r; x))
 Transitivity:
8x ((r; x) ! (r; x)) 8x ((r; x)! (r; x))
8x ((r; x)! (r; x))
 Right-congruence:
8x ((r; x)! (r; x))
8x (  (r; x)!   (r; x))
These rules, however, are not complete for Pw in the context of DM. To illustrate this,
let  be a path and consider the following constraints of Pw:
' = 8x ((r; x)! (r; x))
 = 8x ((r; x)! (r; x))
By Lemma 6.3, it is easy to verify that ' j= . However, this implication cannot be derived
by using the rules given above.
Next, we show that Pw is still nitely axiomatizable in the context of DM. To do this, we
rst give the following lemma.
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Lemma 6.5: For every nite subset  [ f'g of Pw,
 j= ' i  [ f9x (lt(')(r; x))g j= ';
 j=f ' i  [ f9x (lt(')(r; x))g j=f ':
Proof: Obviously, if  j= ' then  [ f9x (lt(')(r; x))g j= '.
Conversely, if  [ f9x (lt(')(r; x))g j= ', then
 j= 9x (lt(')(r; x))! 8x (lt(')(r; x)! rt(')(r; x)):
That is,
 j= 8x:lt(')(r; x) _ 8x (:lt(')(r; x) _ rt(')(r; x)):
Since 8x:lt(')(r; x) j= 8x (:lt(')(r; x) _ rt(')(r; x)), we have
 j= 8x (lt(')(r; x)! rt(')(r; x)):
That is,  j= '.
The same proof can be used to show the nite case.
Based on this observation, we extend Pw by including constraints of the existential form:
9x (r; x)
Here  is a path. Constraints of this form enable us to assert the existence of paths. As
pointed out by [63, 64], this ability is important for specifying Web link characteristics.
Let
P ew = Pw [ f9x (r; x) j  is a pathg:
For P ew, we consider a set of inference rules, Iw, which consists of the following and Re-
exivity, Transitivity, and Right-congruence given above.
 Empty-path:
9x (r; x)
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 Prex:
9x (  (r; x))
9x (r; x)
 Entail:
9x (r; x) 8x ((r; x) ! (r; x))
9x (r; x)
 Symmetry:
9x (r; x) 8x ((r; x) ! (r; x))
8x ((r; x)! (r; x))
Let [ f'g be a nite subset of P ew. We use  `Iw ' to denote that ' is provable from 
using Iw. That is, there is an Iw-proof of ' from . For example, it is easy to verify the
following:
f9x (r; x); 8x ((r; x)!   (r; x)); 8x ((r; x)! (r; x))g
`Iw 8x (  (r; x)! (r; x))
f9x (  (r; x)); 8x ((r; x)! (r; x)); 8x ((r; x)!   (r; x))g
`Iw 8x (  (r; x)! (r; x))
The theorem below shows that Iw is a nite axiomatization of Pw in the context of DM.
Theorem 6.6: In the context of DM, for every nite subset  [ f'g of Pw,
 j= ' i  [ f9x (lt(')(r; x))g `Iw ';
 j=f ' i  [ f9x (lt(')(r; x))g `Iw ':
Proof: By Lemma 6.5, we only need to show that
 [ f9x (lt(')(r; x))g j= ' i  [ f9x (lt(')(r; x))g `Iw ':
Soundness of Iw can be veried by induction on the lengths of Iw-proofs. For the proof of
completeness, it suces to show
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Claim: Let  [ f'g be any nite subset of Pw and k be any natural number such that
k  maxfjlt( )j; jrt( )j j  2  [ f'gg:
Then there is a nite deterministic structure G such that
 G j=  [ f9x (lt(')(rG; x))g, and
 for every path  such that jj  k, if G j= 8x (lt(')(r; x)! (r; x)), then
 [ f9x (lt(')(r; x))g `Iw 8x (lt(')(r; x)! (r; x)):
For if the claim holds and suppose that  [ f9x (lt(')(r; x))g j= ', then we have G j= '
because G j= [f9x (lt(')(r; x))g. In addition, because G is nite, if it is the case where
 [ f9x (lt(')(r; x))g j=f ', then we also have G j= '. Thus again by the claim,
 [ f9x (lt(')(r; x))g `Iw 8x (lt(')(r; x)! rt(')(r; x)):
Next, we show the claim. To dene the structure G described in the claim, let
N = f j  is a path; jj  k;  [ f9x (lt(')(rG; x))g `Iw 9x (r; x)g:
Then the following should be noted:
 By Empty-path in Iw,  2 N .
 By Prex in Iw, if  2 N , then all the prexes of  are also in N . That is, N is
prex-closed.
We also dene an equivalence relation  on N as follows:
  % i  [ f9x (lt(')(rG; x))g `Iw 8x ((r; x)! %(r; x)):
It should be noted that for all ; % 2 N , [f9x (lt(')(rG; x))g `Iw 8x ((r; x)! %(r; x))
i  [ f9x (lt(')(rG; x))g `Iw 8x (%(r; x)! (r; x)), by Symmetry in Iw.
Let [] be the equivalence class of  with respect to . For each  2 N , let o([]) be a
distinct node. We then dene G to be (jGj; rG; EG), where
113
 jGj = fo([]) j  2 Ng,
 rG = o([]),
 for every K 2 E and o([]); o([%]) 2 jGj, G j= K(o([]); o([%])) i [%] = [ K]. This
is well-dened by Transitivity, Right-congruence and Symmetry in Iw.
We next show that G is indeed the structure described in the Claim.
(1) G is a nite deterministic structure.
It should be noted that N is nite. Therefore, jGj is nite. In addition, G is deterministic
because of Symmetry, Transitivity and Right-congruence in Iw.
(2) G j=  [ f9x (lt(')(r; x))g.
It suces to show
Claim 1: For every  2 N and path % such that j%j  k, G j= %(rG; o([])) i % 2 [].
For if Claim 1 holds, then by lt(') 2 N , we have that G j= lt(')(rG; o([lt(')]). That is,
G j= 9x (lt(')(r; x)):
In addition, for every  2 , if there exists a 2 jGj such that G j= lt()(rG; a), then by
Claim 1 and the fact that G is deterministic, lt() 2 N and a = o([lt()]). By Entail in
Iw, we have rt() 2 N , and moreover, rt()  lt(). Therefore, again by Claim 1, we
have G j= rt()(rG; o([lt()])). Thus G j= . Hence G j= .
We show Claim 1 by induction on j%j.
Base case: % = .
Clearly, G j= (o([]); o([])) i [] = [] i  2 [].
Inductive step: Assume Claim 1 for %. We next show that Claim 1 also holds for % K.
If G j= % K(rG; o([])), then by the induction hypothesis and Lemma 6.3, we have
G j= %(rG; o([%])) ^K(o([%]); o([])):
By the denition of EG, G j= K(o([%]); o([])) i [] = [% K]. Therefore, % K 2 [].
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Conversely, if %K 2 [], then by Prex in Iw, we have % 2 N . By the induction hypothesis,
G j= %(rG; o([%])):
By the denition of EG, G j= K(o([%]); o([%  K])). Moreover, by %  K 2 [], we have
[% K] = [] and therefore, G j= % K(rG; o([])).
(3) For any  such that jj  k,  [ f9x (lt(')(r; x))g `Iw 8x (lt(')(r; x) ! (r; x)) if
G j= 8x (lt(')(r; x)! (r; x)).
Note that lt(') 2 N . By Claim 1,
G j= lt(')(r; o([lt(')])):
Thus if G j= 8x (lt(')(r; x)! (r; x)), then G j= (rG; o([lt(')])). Again by Claim 1, we
have  2 [lt(')]. That is,   lt('). Hence by the denition of  and Symmetry in Iw, we
have
 [ f9x (lt(')(r; x))g `Iw 8x (lt(')(r; x)! (r; x)):
This completes the proof of Theorem 6.6.
In fact, Iw is a nite axiomatization of P
e
w.
Theorem 6.7: In the context of DM, for every nite subset  [ f'g of P ew, if ' 2 Pw,
then
 j= ' i  [ f9x (lt(')(r; x))g `Iw '
 j=f ' i  [ f9x (lt(')(r; x))g `Iw ':
Otherwise, i.e., when ' is a constraint of the existential form,
 j= ' i  `Iw '
 j=f ' i  `Iw ':
Proof: Soundness of Iw can be veried by induction on the lengths of Iw-proofs. For the
proof of completeness, we consider two cases.
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(1) ' 2 Pw.
The proof for this case is similar to the argument for Theorem 6.6.
(2) ' 62 Pw. That is, ' = 9x (r; x).
In this case, it suces to show
Claim: Let  [ f'g be any nite subset of P ew and k be any natural number such that
k maxfjlt( )j; jrt( )j j  2  \ Pwg and k  maxfjj j 9x (r; x) 2  [ f'gg:
Then there is a nite deterministic structure G such that
 G j= , and
 for every path  such that jj  k, if G j= 9x (r; x), then  `Iw 9x (r; x).
For if the claim holds and  j= 9x (r; x), then we have G j= 9x (r; x), since G j= .
In addition, since G is nite, if  j=f 9x (r; x), then we also have G j= 9x (r; x). Thus
again by Claim,  `Iw 9x (r; x). That is,  `Iw '.
Next, we show the claim. We rst dene the following:
N = f j  is a path; jj  k;  `Iw 9x (r; x)g
  % i  `Iw 8x ((r; x)! %(r; x))
In addition, we dene [], o([]) and G as in the proof of Theorem 6.6. Then using the
same argument given in the proof of Theorem 6.6, we can verify
Claim 1: For every  2 N and path % such that j%j  k, G j= %(rG; o([])) i % 2 [].
Using Claim 1, we can show the following.
Statement 1: G j= .
Let  be any constraint in . If  is 9x (r; x), then we have  2 N , and in addition, by
Claim 1, G j= (rG; o([])). That is, G j= .
If  2 Pw, then by using the same argument given in the proof of Theorem 6.6, it can also
be shown that G j= .
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Statement 2: For every path  such that jj  k, if G j= 9x (r; x), then  `Iw 9x (r; x).
If G j= 9x (r; x), then there exists % 2 N such that G j= (rG; o([%])). By Claim 1,
 2 [%]. By the denition of N and , we have  2 N and in addition,
 `Iw 9x (r; x):
This completes the proof of Theorem 6.7.
6.1.3 An algorithm
Next, we present an algorithm for testing word constraint implication. This algorithm
takes as input a nite subset  of Pw and a path . It returns as output a deterministic
structure G having the following properties: there is o 2 jGj such that G j= (rG; o), and
moreover, for any path ,
G j= (rG; o) i  [ f9x(r; x)g `Iw 8x ((r; x)! (r; x)):
By Theorem 6.6, this algorithm can be used for testing implication and nite implication
of word constraints.
The algorithm (Algorithm 6.1) is given in Table 6.1. The procedure merge(a; b) used in
the algorithm is shown in Table 6.2. The structure G computed by Algorithm 6.1 can be
naturally extended to a -structure by letting KG = ; for any K 2 E nE.
It should be noted that the rationale behind step 4 (1) of Algorithm 6.1 is Lemma 6.3. In a
deterministic graph G, for any path , if there is o 2 jGj such that G j= (rG; o), then o is
unique. As a result, every constraint in  is used at most once by the algorithm. In general,
this does not hold in graphs of SM. It is because of this property that Algorithm 6.1 has
low complexity.
For the complexity of the algorithm, the following should be noted. Let nE be the car-
dinality of E, nG the size of jGj, n the length of  and , and n the cardinality of
.
 nE  n, nG  n and n  n.
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Algorithm 6.1:
Input: a nite subset  of Pw and a path 
Output: the structure G described above
1. E := the set of edge labels appearing in either  or some path in constraints of ;
2. Rules := ;
3. G := (jGj; rG; EG ), where
 jGj = fo() j  p ; o() is a distinct nodeg,
 rG = o(),
 EG is populated such that G j= K(o(); o(%)) i % =  K;
4. repeat until no further change:
if 8x ((r; x)! %(r; x)) 2  and there is o 2 jGj such that G j= (r
G; o) then
(1) Rules := Rules n f8x ((r; x)! %(r; x))g;
(2) for each  K p % do
if there is no o 2 jGj such that G j=  K(rG; o) then
(i) add to jGj a distinct node oK ;
(ii) add to EG an edge labeled K from o to oK ,
where o 2 jGj such that G j= (r
G; o);
(3) merge(o; o%);
5. output G.
Table 6.1: An algorithm for testing word constraint implication in DM
procedure merge(a; b)
1. for each K 2 E do
if there is o 2 jGj such that G j= K(o; b) then
(1) delete from EG the edge labeled K from o to b;
(2) add to EG an edge labeled K from o to a;
2. for each K 2 E do
if there is ob 2 jGj such that G j= K(b; ob) then
(1) delete from EG the edge labeled K from b to ob;
(2) add to EG an edge labeled K from a to ob;
(3) if there is oa 2 jGj such that G j= K(a; oa) and oa 6= ob then
merge(oa; ob);
3. jGj := jGj n fbg;
Table 6.2: Procedure merge used in Algorithm 6.1
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 Step 4(1), (2) and (3) are executed at most n times.
 Testing whether G j= (rG; o) in step 4 can be done in at most O(nG jj) time.
Therefore, it can be done in O(n2) time. By using appropriate data structure, e.g.,
(variable length) array indexed by edge labels in E, this can be done in O(jj) time,
i.e., O(n) time.
 The procedure merge is executed at most nG times. Each step takes O(nE nG) time.
Hence the total cost of executing merge is O(n2G nE), i.e., O(n
3). Again, by using
appropriate data structure, this can be done in O(n2) time.
Therefore, Algorithm 6.1 runs in O(n3) time. In addition, when implemented using ap-
propriate data structures, this algorithm runs in O(n2) time.
Next, we show that Algorithm 6.1 is correct.
Proposition 6.8: Given a nite subset  of Pw and a path , Algorithm 6.1 computes a
nite deterministic structure G having the following property: there exists o 2 jGj, such
that G j= (rG; o), and in addition, for any path ,
G j= (rG; o) i  [ f9x(r; x)g `Iw 8x ((r; x)! (r; x)):
Proof: The step 4 of Algorithm 6.1 ensures that G j= , taking advantage of the fact that
G is deterministic and because of Lemma 6.3. In addition, step 3 ensures that there is
o 2 jGj, such that G j= (rG; o). Therefore, if [f9x(r; x)g `Iw 8x ((r; x)! (r; x)),
then by Theorem 6.6, we have
G j= (rG; o):
Conversely, by a straightforward induction on the number of steps in the construction of
G by the algorithm, we can show that for all paths  and %, if there is a 2 jGj such that
G j= (rG; a) ^ %(rG; a), then
 [ f9x(r; x)g `Iw 8x ((r; x)! %(r; x)):
Indeed, each step of the construction in fact corresponds to applications of some rules in Iw.
For example, step 4(2) corresponds to an application of Prex, and merge corresponds to
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applications of Transitivity, Right-Congruence and Symmetry in Iw. Thus if G j= (r
G; o),
then we have  [ f9x(r; x)g `Iw 8x ((r; x)! (r; x)).
From Proposition 6.8, Algorithm 6.1, and Theorem 6.6, the corollary below follows imme-
diately.
Corollary 6.9: In the context of DM, the implication and nite implication problems
for Pw are decidable in cubic-time.
6.2 The implication problems for Pc
This section generalizes the results established in the last section to Pc. In contrast to the
undecidability of the implication and nite implication problems for Pc in SM, we show
that in the context of DM, Pc has the following properties:
 The implication and nite implication problems for Pc coincide and are decidable in
linear-space.
 There is a nite axiomatization for (nite) implication of Pc constraints.
 There is a cubic-time algorithm for testing (nite) implication of Pc constraints.
6.2.1 The decidability
With slight modication, the small model argument for Proposition 6.4 is also applicable
to the proposition below.
Proposition 6.10: In the context of DM, the implication and nite implication problems
for Pc coincide and are decidable in linear-space.
Proof: As in the proof of Proposition 6.4, it suces to show:
Claim: Let  [ f'g be a nite subset of Pc, and  =
V
^ :'. If there is a deterministic
structure G such that G j= , then there exists a deterministic structure H such that
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H j=  and the size of H is at most the length of .
To show the claim, assume that  has a deterministic model G. Let
Pts() = fpf( )  lt( ); pf( )  rt( ) j  2  [ f'g;  is of the forward formg
[ fpf( )  lt( )  rt( ) j  2  [ f'g;  is of the backward formg;
CloP ts() = f j % 2 Pts();  p %g:
Let E be the set of edge labels appearing in some path in Pts(). Then we deneH in the
same way as in the proof of Proposition 6.4. It is easy to verify that H is a deterministic
structure, H j= , and in addition, by Lemma 6.3, the size of jHj is at most the cardinality
of CloP ts(), which is at most the length of .
6.2.2 A nite axiomatization
Before we present a nite axiomatization for Pc, we rst study basic properties of con-
straints of Pc in DM.
Lemma 6.11: Let ' be a forward constraint of Pc:
' = 8x ((r; x)! 8 y ((x; y)! (x; y)));
and  be a constraint of Pw:
 = 8x (  (r; x)!   (r; x)):
Then for any deterministic structure G, G j= ' i G j=  .
Proof: If G j= : , then there is b 2 jGj such that
G j=   (rG; b) ^ :  (rG; b):
Thus there exists a 2 jGj such that G j= (rG; a) ^ (a; b). In addition, G j= :(a; b)
since otherwise G j=   (rG; b). Hence there are a; b 2 jGj such that
G j= (rG; a) ^ (a; b) ^ :(a; b):
121
Thus G j= :'.
Conversely, if G j= :', then there are a; b 2 jGj such that
G j= (rG; a) ^ (a; b) ^ :(a; b):
By Lemma 6.3, a is the unique node such that G j= (rG; a). Thus
G j=   (rG; b) ^ :  (rG; b):
That is, G j= : .
Lemma 6.12: Let ' be a backward constraint of Pc:
' = 8x ((r; x)! 8 y ((x; y)! (y; x)));
and  be a constraint of Pw:
 = 8x ((r; x)!     (r; x)):
Then for any deterministic structure G, if G j= 9x (  (r; x)), then G j= ' i G j=  .
Proof: Assume that G j= 9x (  (r; x)). Then there are a; b 2 jGj such that
G j= (rG; a) ^ (a; b):
By Lemma 6.3, a is the unique node such that G j= (rG; a), and b is the unique node
such that G j= (a; b).
If G j= : , then
G j= (rG; a) ^ :    (rG; a):
Clearly, G j= :(b; a) since otherwise G j=     (rG; a). Therefore,
G j= (rG; a) ^ (a; b) ^ :(b; a):
That is, G j= :'.
Conversely, if G j= :', then there are a0; b0 2 jGj such that
G j= (rG; a0) ^ (a0; b0) ^ :(b0; a0):
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By Lemma 6.3, a0 = a and b0 = b. In addition, G j= :    (rG; a) since otherwise
G j= (b; a). Hence
G j= (rG; a) ^ :    (rG; a):
Thus G j= : .
Lemma 6.13: For every nite subset  [ f'g of Pc,
 j= ' i  [ f9x (pf(')  lt(')(r; x))g j= ';
 j=f ' i  [ f9x (pf(')  lt(')(r; x))g j=f ':
Proof: Obviously, if  j= ' then  [ f9x (pf(')  lt(')(r; x))g j= '.
Conversely, if  [ f9x (pf(')  lt(')(r; x))g j= ', then
 j= 9x (pf(')  lt(')(r; x))! ':
That is,
 j= 8x:pf(')  lt(')(r; x) _ ':
Note that ' is of either the forward form:
8x (:pf(')(r; x) _ 8 y (:lt(')(x; y) _ rt(')(x; y)));
or the backward form:
8x (:pf(')(r; x) _ 8 y (:lt(')(x; y) _ rt(')(y; x))):
Since 8x (:pf(')  lt(')(r; x)) j= 8x8 y (:pf(')(r; x) _ :lt(')(x; y)), we have
8x (:pf(')  lt(')(r; x)) j= ':
Hence  j= '.
The same proof is also applicable to the case of nite implication.
Based on Lemma 6.13, we extend Pc by including constraints of the existential form as
follows:
P ec = Pc [ f9x (r; x) j  is a pathg:
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As mentioned in the last section, constraints of the existential form assert existence of
paths.
For P ec , we consider a set of inference rules, Ic, which consists of the following and those in
Iw given in the last section. Note that the inference rules below are sound in DM because
of Lemmas 6.11 and 6.12.
 Forward-to-word:
8x ((r; x) ! 8y ((x; y)! (x; y)))
8x (  (r; x)!   (r; x))
 Word-to-forward:
8x (  (r; x)!   (r; x))
8x ((r; x) ! 8y ((x; y)! (x; y)))
 Backward-to-word:
9x (  (r; x)) 8x ((r; x)! 8y ((x; y)! (y; x)))
8x ((r; x)!     (r; x))
 Word-to-backward:
9x (  (r; x)) 8x ((r; x)!     (r; x))
8x ((r; x) ! 8y ((x; y)! (y; x)))
Let [ f'g be a nite subset of P ec . We use  `Ic ' to denote that ' is provable from 
using Ic. That is, there is an Ic-proof of ' from .
Similar to Theorem 6.6, the following theorem shows that Ic is indeed a nite axiomati-
zation of Pc.
Theorem 6.14: In the context of DM, for every nite subset  [ f'g of Pc,
 j= ' i  [ f9x (pf(')  lt(')(r; x))g `Ic ';
 j=f ' i  [ f9x (pf(')  lt(')(r; x))g `Ic ':
Proof: By Lemma 6.13, we only need to show
 [ f9x (pf(')  lt(')(r; x))g j= ' i  [ f9x (pf(')  lt(')(r; x))g `Ic ':
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The proof is similar to the proof of Theorem 6.6. Soundness of Ic can be veried by
induction on the lengths of Ic-proofs. For the proof of completeness, it suces to show
Claim: Let  [ f'g be any nite subset of Pc and k be any natural number such that
k  maxfjpf( )j+ jlt( )j + jrt( )j j  2  [ f'gg:
Then there is a nite deterministic structure G such that
1. G j=  [ f9x (pf(')  lt(')(rG; x))g,
2. for every path  such that jj  k   jpf(')  lt(')j,
 if G j= 8x (pf(')(r; x)! 8 y (lt(')(x; y)! (x; y))), then
 [ f9x (pf(')  lt(')(r; x)))g `Ic
8x (pf(')(r; x)! 8 y (lt(')(x; y)! (x; y)));
 if G j= 8x (pf(')(r; x)! 8 y (lt(')(x; y)! (y; x))), then
 [ f9x (pf(')  lt(')(r; x)))g `Ic
8x (pf(')(r; x)! 8 y (lt(')(x; y)! (y; x))):
To see why this claim suces, suppose that  [ f9x (pf(')  lt(')(r; x))g j= '. Then by
G j=  [ f9x (pf(')  lt(')(r; x))g, we have G j= '. In addition, since G is nite, if it is
the case where  [ f9x (pf(')  lt(')(r; x))g j=f ', then we also have G j= '. Thus again
by the claim, we have
 [ f9x (pf(')  lt(')(r; x))g `Ic ':
Next, we show the claim. Let
N = f j  is a path; jj  k;  [ f9x (pf(')  lt(')(rG; x))g `Ic 9x (r; x)g:
Recall the equivalence relation  on N dened in the proof of Theorem 6.6. We also use
[] to denote the equivalence class of  with respect to . For each  2 N , we create a
distinct node o([]). Let G be the structure dened in the proof of Theorem 6.6. Using
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the same proof, we can show that G is a nite deterministic structure. In addition, we can
also show the following claim:
Claim 1: For every  2 N and path % such that j%j  k, G j= %(rG; o([])) i % 2 [].
Using Claim 1, we show the following.
(1) G j= 9x (pf(')  lt(')(rG; x)).
Clearly, pf(')  lt(') 2 N . Thus by Claim 1,
G j= pf(')  lt(')(rG; o([pf(')  lt(')])):
(2) G j= .
Suppose, for reductio, that there is  2  such that G j= : . Then we show that the
assumption leads to a contradiction.
If  is a forward constraint 8x ((r; x)! 8 y ((x; y)! (x; y))), then there are a; b 2 jGj
such that
G j= (rG; a) ^ (a; b) ^ :(a; b):
Thus by Lemma 6.3 and Claim 1, we have    2 N , a = o([]) and b = o([  ]). By
Forward-to-word and Entail in Ic, we have    2 N and moreover,
      :
Therefore, again by Claim 1, we have G j=   (rG; o([  ])). By Lemma 6.3, we have
G j= (o([]); o([  ])):
This contradicts the assumption.
If  is a backward constraint 8x ((r; x) ! 8 y ((x; y) ! (y; x))), then there are
a; b 2 jGj such that
G j= (rG; a) ^ (a; b) ^ :(b; a):
Again by Lemma 6.3 and Claim 1, we have    2 N , a = o([]) and b = o([  ]). That
is,
G j= 9x (  (r; x)):
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By Backward-to-word and Entail, we have      2 N and moreover,
      :
Therefore, again by Claim 1, we have G j=     (rG; o([])). By Lemma 6.3, we have
G j= (o([  ]); o([])):
This again contradicts the assumption.
Thus G j=  . Hence G j= .
(3) G has the property described by (2) of Claim.
Let  be a path such that jj  k   jpf(')  lt(')j.
If G j= 8x (pf(')(r; x)! 8 y (lt(')(x; y)! (x; y))), then by Lemma 6.11,
G j= 8x (pf(')  lt(')(r; x)! pf(')  (r; x)):
By pf(')  lt(') 2 N and Claim 1, we have
G j= pf(')  (rG; o([pf(')  lt(')]));
and moreover,
pf(')  lt(')  pf(')  :
Thus by the denition of  and Symmetry in Ic, we have
 [ f9x (pf(')  lt(')(r; x)))g `Ic 8x (pf(')  lt(')(r; x)! pf(')  (r
G; x)):
By Word-to-forward in Ic, we have
 [ f9x (pf(')  lt(')(r; x)))g `Ic 8x (pf(')(r; x)! 8 y (lt(')(x; y)! (x; y))):
If G j= 8x (pf(')(r; x)! 8 y (lt(')(x; y) ! (y; x))), then by G j= 9(pf(')  lt(')(r; x))
and Lemma 6.12, we have
G j= 8x (pf(')(r; x)! pf(')  lt(')  (r; x)):
127
Since pf(')  lt(') 2 N , by Prex in Ic, we have pf(') 2 N . By Claim 1, we have
G j= pf(')  lt(')  (rG; o([pf(')]));
and moreover,
pf(')  pf(')  lt(')  :
Thus by the denition of  and Symmetry in Ic, we have
 [ f9x (pf(')  lt(')(r; x))g `Ic 8x (pf(')! pf(')  lt(')  (r; x)):
By Word-to-backward in Ic and G j= 9x (pf(')  lt(')(r; x)), we have
 [ f9x (pf(')  lt(')(r; x)))g `Ic 8x (pf(')(r; x)! 8 y (lt(')(x; y)! (y; x))):
This completes the proof of Claim, and therefore, the proof of Theorem 6.14.
In addition, it can be shown that Ic is also a nite axiomatization of P
e
c .
Theorem 6.15: In the context of DM, for every nite subset  [ f'g of P ec , if ' 2 Pc,
then
 j= ' i  [ f9x (pf(')  lt(')(r; x))g `Ic ';
 j=f ' i  [ f9x (pf(')  lt(')(r; x))g `Ic ':
Otherwise, i.e., when ' is an existential constraints,
 j= ' i  `Ic ';
 j=f ' i  `Ic ':
The proof of this theorem is similar to the proof of Theorem 6.14.
6.2.3 An algorithm
Next, we present an algorithm for testing implication of constraints of Pc. This algorithm
takes as input a nite subset  of Pc and two paths  and . It computes a deterministic
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structure G such that there are a; b 2 jGj, G j= (rG; a)^(a; b), and in addition, for any
path ,
G j= (a; b) i  [ f9x (  (r; x))g `Ic 8x ((r; x)! 8 y ((x; y)! (x; y)));
G j= (b; a) i  [ f9x (  (r; x))g `Ic 8x ((r; x)! 8 y ((x; y)! (y; x))):
By Theorem 6.14, this algorithm can be used for testing implication and nite implication
of Pc constraints.
The algorithm (Algorithm 6.2) is shown in Table 6.3, which uses procedure merge given in
Table 6.2. The structure G computed by the algorithm can be extended to a -structure
by letting KG = ; for any K 2 E n E.
Similar to the analysis of Algorithm 6.1 given in the last section, it can also be shown that
Algorithm runs in O(n3) time, where n is the length of  and   . In addition, when
implemented using appropriate data structures, the algorithm runs in O(n2) time.
The proposition below shows that Algorithm 6.2 is correct.
Proposition 6.16: Given a nite subset  of Pc and paths , , Algorithm 6.2 computes
a nite deterministic structure G having the following property: there are a; b 2 jGj such
that G j= (rG; a) ^ (a; b), and in addition, for any path ,
G j= (a; b) i  [ f9x (  (r; x))g `Ic 8x ((r; x)! 8 y ((x; y)! (x; y)));
G j= (b; a) i  [ f9x (  (r; x))g `Ic 8x ((r; x)! 8 y ((x; y)! (y; x))):
Proof: The step 4 of Algorithm 6.2 ensures that G j= , taking advantage of the fact
that G is deterministic and by using Lemma 6.3. In addition, step 3 ensures that there
are a; b 2 jGj, such that
G j= (rG; a) ^ (a; b):
Thus if  [ f9x (  (r; x))g `Ic 8x ((r; x) ! 8 y ((x; y) ! (x; y))), then by Theo-
rem 6.14,
G j= (a; b):
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Algorithm 6.2:
Input: a nite subset  of Pc and paths , 
Output: the structure G described above
1. E := the set of edge labels appearing in either    or some path in constraints of ;
2. Rules := ;
3. G := (jGj; rG; EG ), where
 jGj = fo() j  p   ; o() is a distinct nodeg,
 rG = o(),
 EG is populated such that G j= K(o(); o(%)) i % =  K;
4. repeat until no further change:
(1) if 8x ((r; x)! 8 y (%(x; y)! (x; y))) 2  and there are o; o% 2 jGj such that
G j= (rG; o) ^ %(o; o%) then
(i) Rules := Rules n f8x ((r; x)! 8 y (%(x; y)! (x; y)))g;
(ii) for each  K p  do
if there is no o 2 jGj such that G j=  K(o; o) then
(a) add to jGj a distinct node oK ;
(b) add to EG an edge labeled K from o to oK ,
where o 2 jGj such that G j= (o; o);
(iii) merge(o%; o);
(2) if 8x ((r; x)! 8 y (%(x; y)! (y; x))) 2  and there are o; o% 2 jGj such that
G j= (rG; o) ^ %(o; o%) then
(i) Rules := Rules n f8x ((r; x)! 8 y (%(x; y)! (y; x)))g;
(ii) for each  K p  do
if there is no o 2 jGj such that G j=  K(o%; o) then
(a) add to jGj a distinct node o%K;
(b) add to EG an edge labeled K from o% to o%K,
where o% 2 jGj such that G j= (o%; o%);
(iii) merge(o; o%);
5. output G.
Table 6.3: An algorithm for testing path constraint implication in DM
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Similarly, if  [ f9x (  (r; x))g `Ic 8x ((r; x)! 8 y ((x; y)! (y; x))), then
G j= (b; a):
Conversely, by a straightforward induction on the number of steps in the construction of
G by the algorithm, we can show that for all paths  and %, if there exists a node o 2 jGj
such that G j= (rG; o) ^ %(rG; o), then  [ f9x (  (r; x))g `Ic 8x ((r; x)! %(r; x)).
Indeed, each step of the construction in fact corresponds to applications of some rules in
Ic. For example, step 4 (1) corresponds to an application of Forward-to-word, step 4 (2)
corresponds to an application of Backward-to-word, step 4 (1) (ii) and 4 (2) (ii) correspond
to applications of Prex, and merge corresponds to applications of Transitivity, Right-
Congruence and Symmetry in Ic. As a result, if G j= (a; b), then by Word-to-forward in
Ic, we have
 [ f9x (  (r; x))g `Ic 8x ((r; x)! 8 y ((x; y)! (x; y))):
Similarly, if G j= (b; a), then by Word-to-backward in Ic, we have
 [ f9x (  (r; x))g `Ic 8x ((r; x)! 8 y ((x; y)! (y; x))):
From Proposition 6.16, Algorithm 6.2 and Theorem 6.14, the corollary below follows im-
mediately.
Corollary 6.17: In the context of DM, the implication and nite implication problems
for Pc are decidable in cubic-time.
6.3 The implication problems for P c
This section shows that in contrast to Corollary 6.1, the implication and nite implication
problems for P c are decidable in the context of the deterministic data model.
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Proposition 6.18: In the context of DM, the implication and nite implication problems
for P c are decidable.
Proof: To establish the decidability of the implication and nite implication problems for
P c , it suces to give a nite model argument. That is, it suces to show the following
claim.
Claim: Let [f'g be a nite subset of P c , and let  =
V
^:'. If there is a deterministic
structure G such that G j= , then there is a nite deterministic structure H such that
H j= .
For if the claim holds, then the implication and nite implication problems for P c coincide
and are decidable.
To show the claim, assume that there is a deterministic structure G satisfying . Recall
that a constraint  of P c is of either the form
 8x (pf( )(r; x) ! 8 y (lt( )(x; y) ! rt( )(x; y))) (i.e., the forward form), or the
form
 8x (pf( )(r; x)! 8 y (lt( )(x; y)! rt( )(y; x))) (i.e., the backward form),
where pf( ), lt( ) and rt( ) are -free regular expressions, as described in Denition 3.2.
Let
PEs() = fpf( )  lt( ); pf( )  rt( ) j  2  [ f'g;  is of the forward formg
[ fpf( )  lt( )  rt( ) j  2  [ f'g;  is of the backward formg;
P ts() = f% j % is a path; p 2 PEs(); % 2 pg;
CloP ts() = f j % 2 Pts();   %g:
Here % 2 p means that path % is in the regular language generated by -free regular
expression p, and   % stands for that path  is a prex of path %. Let E be the set
of edge labels appearing in some path in Pts(). Then we dene H to be (jHj; rH ; EH)
such that
 jHj = fa j a 2 jGj;  2 CloP ts(); G j= (rG; a)g,
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 rH = rG,
 for all a; b 2 jHj and K 2 E, H j= K(a; b) i K 2 E and G j= K(a; b).
It is easy to verify that H j=  and H is deterministic, since G has these properties. By
Lemma 6.3, the size of jHj is at most the cardinality of CloP ts(), which is nite because
the regular language generated by a -free regular expression is nite. This proves the
claim. It should be noted that E and CloP ts() are determined by  only.
6.4 The implication problems for P c
This section establishes an undecidability result in the context of DM.
Theorem 6.19: In the context of DM, the implication and nite implication problems
for P c are undecidable.
Theorem 6.19 shows that the determinism condition of DM does not reduce the analysis
of path constraint implication to a trivial problem.
We prove Theorem 6.19 by reduction from the word problem for (nite) monoids. Before
we present the details of the proof, we rst review the word problem for (nite) monoids.
6.4.1 The word problem for (nite) monoids
Recall the following notions from [5, 62].
Denition 6.1: A monoid is a triple (M; ; 1), where
 M is a nonempty set,
  is an associative binary relation on M , and
 1 is an element ofM that is the identity for . That is, for any a 2M , 1a = a = a1.
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A monoid (M; ; 1) is said to be nite if M is nite.
Denition 6.2: Let   be a nite alphabet. The free monoid generated by   is ( ; ; ),
where
   is the set of all nite strings with letters in  ,
  is the concatenation operator on strings, and
  is the empty string.
Denition 6.3: Let   be a nite alphabet. An equation (over  ) is a pair (; ) of strings
in  .
Let a nite set of equations
 = f(i; i) j i; i 2  
; i 2 [1; n]g;
and a test equation  be (; ), where ;  2  . Then  j=  ( j=f ) if for every
(nite) monoid (M; ; 1) and every homomorphism h :   !M , if h(i) = h(i) for each
i 2 [1; n], then h() = h().
The word problem for (nite) monoids is the problem of determining, given  and ,
whether  j=  ( j=f ).
The following result is well-known (see, e.g. [5, 62]).
Theorem 6.20: Both the word problem for monoids and the word problem for nite
monoids are undecidable.
6.4.2 The undecidability
We prove Theorem 6.19 by reduction from the word problem for (nite) monoids. To
do this, we present an encoding of the word problem for (nite) monoids in terms of the
(nite) implication problem for P c .
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Let  0 be a nite alphabet and 0 be a nite set of equations over  0. Without loss of
generality, assume  0  E, where E is the set of binary relation symbols in . Assume
 0 = fKj j j 2 [1;m]; Ki 6= Kj if i 6= jg;
0 = f(i; i) j i; i 2  

0; i 2 [1; n]g:
Note here that each symbol in  0 is a binary relation symbol in E. Therefore, every 
in  0 can be represented as a path formula, also denoted by . In addition, we use  to
denote the concatenation operator for both paths and strings.
Let e0 be the regular expression dened by:
e0 = (K1 +K2 + : : :+Km)

We encode 0 in terms of a subset  of P

c , as follows:
 = f8x (e0(r; x)! 8 y (i(x; y)! i(x; y))) j i 2 [1; n]g [
f8x (e0(r; x)! 8 y (i(x; y)! i(x; y))) j i 2 [1; n]g:
Let (; ) be a test equation, where  and  are arbitrary strings in  0. We encode this
test equation as
' = 8x (e0(r; x)! 8 y ((x; y)! (x; y))):
It should be noted that in the encoding above, only forward constraints of P c are used.
The lemma below shows that the encoding above is indeed a reduction from the word
problem for (nite) monoids.
Lemma 6.21: Let 0, (; ),  and ' be given as above. Then in the context of DM,
0 j= (; ) i  j= ', (a)
0 j=f (; ) i  j=f '. (b)
Proof: We prove (b) only. The proof of (a) is similar and simpler.
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(if ) Suppose that 0 6j=f (; ). Then we show that  6j=f '. That is, we show that
there exists a nite deterministic structure G, such that G j=  and G 6j= '.
To do this, we rst dene some notations. By 0 6j=f (; ), there exist a nite monoid
(M; ; 1) and a homomorphism h :  0 ! M such that for every i 2 [1; n], h(i) = h(i),
but h() 6= h(). Based on M and h, we dene an equivalence relation  on  0 as follows:
  % i h() = h(%):
For every  2  0, let b be the equivalence class of  with respect to . Let
C0 = fb j  2  0g:
Using these notations, we construct a deterministic structure G = (jGj; rG; EG) as follows.
(1) jGj.
For each b 2 C0 , let o(b) be a distinct node. Then we dene
jGj = fo(b) j b 2 C0g:
(2) rG = o(b).
(3) The binary relations are populated as follows: For every K 2 E and o(b); o(b%) 2 jGj,
G j= K(o(b); o(b%)) i  K 2 b%.
Next, we show that G is indeed the structure desired. More specically, we verify the
following claims.
Claim 1: G is a nite deterministic structure.
To show that G is nite, it is sucient to show that the set C0 is nite. Consider a
function f : C0 !M dened by
f : b 7! h():
Clearly, f is well-dened, total and injective. Therefore, because M is nite, C0 is also
nite.
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We next show that G is deterministic. By the construction of G, it is easy to see that for
every  2  0 and j 2 [1;m], o(
d Kj) is the unique node such that G j= Kj(o(b); o( d Kj)).
This is because h is a homomorphism, and as a result, if 1  2, then
h(1 Kj) = h(1)  h(Kj)
= h(2)  h(Kj)
= h(2 Kj):
Claim 2: G j= .
Suppose, for reductio, that there is i 2 [1; n] such that
G 6j= 8x (e0(r; x)! 8 y (i(x; y)! i(x; y))):
Then there is  2 eo and o(b); o(b%) 2 jGj such that
G j= (rG; o(b)) ^ i(o(b); o(b%)) ^ :i(o(b); o(b%)):
To see that this leads to a contradiction, it suces to show:
Fact 1: For all o(b); o(b%) 2 jGj and  2  0,
G j= (o(b); o(b%)) i d   = b%:
For if Fact 1 holds, then by the assumption, d  i = b%, but d  i 6= b%. However, since h is
a homomorphism and i  i, we have
h(  i) = h()  h(i)
= h()  h(i)
= h(  i):
Thus   i    i. Hence d  i = d  i. This contradicts the assumption.
Similarly, we can also show that for every i 2 [1; n],
G j= 8x (e0(r; x)! 8 y (i(x; y)! i(x; y))):
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We show Fact 1 by induction on jj.
Base case:  = .
Clearly, G j= (o(b); o(b%)) i o(b) = o(b%) i b = b%.
Inductive step: Assume Fact 1 for . We next show that Fact 1 also holds for  K.
If G j=  K(o(b); o(b%)), then by the induction hypothesis and Lemma 6.3, we have
G j= (o(b); o(d  )) ^K(o(d  ); o(b%)):
By the denition of G, G j= K(o(d  ); o(b%)) i    K 2 b%. Therefore,
d   K = b%:
Conversely, suppose that d   K = b%. By the induction hypothesis,
G j= (o(b); o(d  )):
Again by the denition of G, G j= K(o(d  ); o( d   K)). Hence by d   K = b%, we have
G j=  K(o(b); o(b%)):
Claim 3: G 6j= '.
By Fact 1, G j= (rG; o(b)). By h() 6= h(), we have
o(b) 6= o(b):
Therefore, again by Fact 1, we have G 6j= (rG; o(b)). Hence
G j= (rG; o(b)) ^ :(rG; o(b)):
Note that  2 e0. That is, the empty path  is in the language generated by the regular
expression e0. Thus
G j= 9 x y (e0(r
G; x) ^ (x; y) ^ :(x; y)):
That is, G 6j= '.
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(only if ) Suppose that there exists a nite deterministic structure G such that G j= 
and G 6j= '. Then we show that 0 6j=f (; ). More specically, we dene a nite monoid
(M; ; 1) and a homomorphism h :  0 ! M such that for every i 2 [1; n], h(i) = h(i),
but h() 6= h().
To do this, we dene another equivalence relation  on  0, as follows:
  % i G j= 8x(e0(r; x)! 8 y ((x; y)! %(x; y))) ^
8x (e0(r; x)! 8 y (%(x; y)! (x; y))):
Then by G j= , for every i 2 [1; n], we have i  i. In addition, by G 6j= ', we have
 6 .
For every  2  0, let [] denote the equivalence class of  with respect to . Then clearly,
for every i 2 [1; n], [i] = [i]. However, we have [] 6= [].
Using the notion of , we dene
M = f[] j  2  0g:
An important property of M is described as follows.
Claim 4: M is nite.
To show this, for every  2  0, let
S = f(a; b) j a; b 2 jGj; G j= e0(r
G; a) ^ (a; b)g:
In addition, let
SG = fS j  2  

0g:
Since S  jGj  jGj and jGj is nite, SG is nite. Moreover, it is easy to verify the
following:
Fact 2: For all ; % 2  0,   % i S = S%.
To see that Fact 2 holds, rst assume that   %. Then for each (a; b) 2 S, by the
denition of S, we have
G j= e0(r
G; a) ^ (a; b):
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By the denition of  and the assumption that   %, we have
G j= e0(r
G; a) ^ %(a; b):
Hence (a; b) 2 S%. Therefore, S  S%. Similarly, it can be shown that S%  S. Hence
S = S%:
Conversely, assume that S = S%. Suppose, for reductio, that  6 %. Without loss of
generality, assume that
G 6j= 8x(e0(r; x)! 8 y ((x; y)! %(x; y))):
Then there exist a; b 2 jGj, such that
G j= e0(r
G; a) ^ (a; b) ^ :%(a; b):
That is, (a; b) 2 S but (a; b) 62 S%. Hence S 6= S%. This contradicts the assumption.
Therefore, Fact 2 holds.
Next, consider a function g :M ! SG dened by
g : [] 7! S:
Using Fact 2 above, it is easy to see that g is well-dened, total and injective. Therefore,
because SG is nite, M is also nite.
Next, we dene a binary operation  on M by
[]  [%] = [  %]:
It is easy to verify the following claims.
Claim 5:  is well-dened.
To see this, for all 1; 2; %1; %2 2  

0 such that 1  2 and %1  %2, we show that
1  %1  2  %2:
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To do this, consider all o; o1 2 jGj such that
G j= e0(r
G; o) ^ 1  %1(o; o1):
Clearly, there exists o0 2 jGj such that
G j= 1(o; o
0) ^ %1(o
0; o1):
By 1  2, we have
G j= 2(o; o
0):
Note that e0  2  e0. That is, the language generated by the regular expression e0   is
contained in the language generated by e0. By %1  %2, we also have
G j= %2(o
0; o1):
Hence
G j= 2  %2(o; o1):
Therefore,
G j= 8x (e0(r; x)! 8 y (1  %1(x; y)! 2  %2(x; y))):
Similarly, we can show that
G j= 8x (e0(r; x)! 8 y (2  %2(x; y)! 1  %1(x; y))):
Therefore, 1  %1  2  %2. Hence  is well-dened.
Claim 6:  is associative.
This is because for all []; [%]; [] 2M ,
([]  [%])  [] = [  %]  []
= [  %  ]
= []  ([%  ])
= []  ([%]  []):
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Claim 7: [] is the identity for . This is because for any [] 2M ,
[]  [] = [] = []  []:
These claims show that (M; ; []) is a nite monoid.
Finally, we dene h :  0 !M by
h :  7! []:
Clearly, h is a homomorphism since
h(  %) = [  %] = []  [%] = h()  h(%):
In addition, for every i 2 [1; n], by [i] = [i], h(i) = h(i). Moreover, by [] 6= [],
h() 6= h(). Therefore,
0 6j=f (; ):
This completes the proof of Lemma 6.21.
From Lemma 6.21 and Theorem 6.20, Theorem 6.19 follows immediately.
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Part III
Path Constraints on Structured Data
In Part II, a number of results on path constraint implication have been established in the
context of semistructured databases, i.e., databases without schemas. From these results
we have developed a reasonable understanding { in the context of untyped data { of the
interesting decision problems for such constraints. There are useful restrictions of path
constraints with a decidable implication problem. One might be tempted to think that
the imposition of a type system, which imposes some regularity on the data, would be
to generate new classes of path constraints with decidable implication problems. This
may be the case. However one of the main results of this work is to establish the possibly
surprising result that the presence of types actually complicates the implication problem for
path constraints: there are decidable path constraint problems that become undecidable
in the presence of types. Moreover the type used in the construction of this result is not
particularly \pathological".
In Part III, we consider path constraint implication in the context of structured databases,
i.e., databases constrained by a type system or schema.
What is the dierence between path constraint implication in the context of semistructured
data as opposed to structured data? In structured databases, path constraint implication
is considered in connection with a schema. More specically, the implication problem for
path constraints over a schema  is the problem of determining, given a nite set [f'g
of path constraints, whether all the database instances of  that satisfy  are also models
of '. Here an instance of the schema  has a certain structure specied by . In other
words, an instance of  must satisfy certain type constraints imposed by . In contrast,
a semistructured database is free of type constraints.
Here we address the question whether there is interaction between type constraints and
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path constraints. We show that some results on path constraint implication in semistruc-
tured databases no longer hold in the presence of types. For example, consider the impli-
cation and nite implication problems for the path constraint language Pc. In the context
of the semistructured data model SM, as shown in Chapter 4, these implication problems
are undecidable. In the typed context, however, the (nite) implication problem for Pc
over a schema is decidable as long as the schema does not contain recursive types, i.e.,
self-referential data structures. This is because in any instance of such a schema, there are
only nitely many navigation paths. In other words, the language Pc over the schema has
only nitely many sentences up to equivalence, and therefore, its associated implication
problem is decidable. In addition, schemas with recursive types may also have severe im-
pact. In Part III, we show that these schemas may in some cases simplify the analysis of
path constraint implication, and in other cases make it harder. More specically, we show
that on the one hand, there are implication problems associated with path constraints that
are decidable in the context of semistructured data but that become undecidable in the
presence of these schemas. On the other hand, the reverse can also occur.
One may wonder why imposing a schema on the data can alter the computational com-
plexity of the path constraint implication problem in unexpected ways. For orientation,
we provide intuitive background here. An implication problem for a logical language L is
determined by a collection of structures S which interpret that language. We say that a
nite set  of L sentences S-implies an L sentence ' just in case for every structure G 2 S,
if G j= , then G j= '. Suppose we are given two classes of structures S 0  S, each inter-
preting L. In general, the computational complexity of the S-implication problem for L
may bear no obvious connection to the complexity of the S 0-implication problem for L. A
justly famous example of this is given by the case where L is the collection of all rst-order
sentences with a single binary relation and S and S 0 are the classes of all relational struc-
tures and all nite relational structures respectively. Then, the completeness theorem for
rst-order logic and Church's Theorem together tell us that the S-implication problem for
L is r.e.-complete, while Trahktenbrot's Theorem tells us that the S 0-implication problem
for L is co-r.e.-complete (see, e.g., [15]). Note that in this example, S 0 is not rst order
denable over S.
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In Part III, we will study implication problems for collections of path constraints which can
be represented as proper fragments L of rst-order logic. Again, let S be the collection of
all structures. When we consider the S-implication problem for L in the context of a type
constraint , what we really mean is the S 00-implication problem for L where S 00 is the
collection of structures in S which satisfy the type constraint . In Part III, we will give
examples where the S-implication problem for L is undecidable, but the S 00-implication
problem for L is decidable. This sort of situation is quite familiar. For example, the
S-implication problem for rst-order logic is undecidable, but the S 00-implication problem
for rst-order logic is decidable when S 00 is the collection of linear orderings (and this
collection is determined by a rst order \constraint"). On the other hand, also in Part III,
we exhibit situations in which the S-implication problem for L is decidable, but the S 00-
implication problem for L is undecidable. This possibility is perhaps a bit less familiar,
namely the possibility that by imposing a restriction on a collection of structures we can
turn a decidable implication problem into an undecidable implication problem. Indeed, in
the context where L is the collection of all rst-order sentences and the restriction itself
is rst order, this is clearly impossible, since in this case, the implication problem for the
restricted class is simply a special case of the unrestricted implication problem. But in
the context of the interaction between path and type constraints, this is precisely not the
case. Namely, the type constraints we consider cannot be expressed in the path constraint
languages in question. We hope this observation will clarify the results of Part III, which
exhibit a path constraint implication problem which is decidable with respect to a collection
of structures S, but is undecidable with respect to the collection of structures G 2 S which
satisfy a given type constraint .
To disclose the interaction between type constraints and path constraints, we study path
constraint implication in the context of three practical object-oriented data models: M,
M+ and M+f . These models are similar to those considered in [3, 5, 6, 31, 58]. They
support classes, the record and (nite) set constructs, and recursive structures. However,
like the model studied in [3], these models do not support complex value equality (a notion
to be addressed in Chapter 10).
These object-oriented data models are formally dened in Chapter 7. An abstraction of
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databases is given in terms of type constraints for each of these models. In addition,
the denitions of path constraints and path constraint implication are also rened in the
context of these models.
In Chapter 8, the implication and nite implication problems for Pc are investigated in the
context of these object-oriented data models. We show that these problems are decidable
in cubic-time in M, but are undecidable in M+ and M+f . However, in M
+ and M+f , we
show that the implication and nite implication problems for the class of word constraints,
Pw, are decidable.
A full treatment of the interaction between path and type constraints is presented in
Chapter 9. We show that on the one hand, there are implication problems associated
with path constraints that are undecidable in the semistructured data model SM, but
that become decidable in cubic-time in the object-oriented model M. On the other hand,
there are also implication problems that are decidable in PTIME in SM, but that become
undecidable in M+ and M+f .
Finally, we investigate the impact of complex value equality on path constraint implica-
tion in Chapter 10. To do this, we introduce another object-oriented model, M, which
supports complex values with nested structures. We show that complex value equality
can be characterized in terms of equality constraints, and equality constraints also interact
with path constraints. In the context of M, we show that the implication and nite
implication problems for the class of word constraints, Pw, remain decidable.
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Chapter 7
Object-Oriented Data Models
This chapter introduces three object-oriented data models: M+f , M
+ andM, presents an
abstraction of databases for each of these models in terms of type constraints, and renes
the denitions of path constraints and path constraint implication in the context of these
models.
We begin with a presentation of the modelM+f (Section 7.1). Similar to the models studied
in [3, 5, 6, 31, 58], M+f supports classes, the record and nite set constructs, and recursive
structures. We then describe the model M+ (Section 7.2), which is same as M+f except
that it supports the set construct instead of the nite set construct. That is, sets in M+
are not necessarily nite. Finally, we study the model M (Section 7.3), which supports
classes, the record construct, and recursive structures, but does not allow sets or nite
sets.
7.1 The model M+f
We rst dene database schemas and their instances inM+f , and then present an abstrac-
tion of databases in M+f in terms of type constraints. Finally, we rene the denitions of
path constraints and path constraint implication in the context of M+f .
7.1.1 Database schemas and instances
Assume a xed countable set of labels, L, and a xed nite set of base types, B. Examples
of base types include int and string.
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Denition 7.1: Let C be some nite set of classes. The set of types over C, TypesC , is
dened by the syntax:
t ::= b j C
 ::= t j ftg j [l1 : t1; : : : ; ln : tn]
where b 2 B, C 2 C, and li 2 L. The notations ftg and [l1 : t1; : : : ; ln : tn] represent set
type and record type, respectively. We reserve  to range over TypesC .
Denition 7.2: A schema is a triple  = (C; ; DBtype), where
 C is a nite set of classes,
  is a mapping: C ! TypesC such that for each C 2 C, (C) 62 B [ C, and
 DBtype 2 TypesC n (B [ C).
Here we assume that every database of a schema has a unique (persistent) entry point,
and DBtype in the schema species the type of the entry point.
Example 7.1: An example schema of M+f is 0 = (C; ; DBtype), where
 C consists of a single class Person,
  maps Person to a record type [name : string; spouse : Person], and
 DBtype is fPersong.
Denition 7.3: A database instance of schema (C; ; DBtype) is a triple I = (; ; d),
where
  is an oid (object identity) assignment that maps each C 2 C to a nite set of oids,
(C), such that for all C;C 0 2 C, (C) \ (C 0) = ; if C 6= C 0;
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 for each C 2 C,  maps each oid in (C) to a value in [[(C)]], where
[[b]] = Db;
[[C]] = (C);
[[fg]] = fV j V  [[ ]]; V is niteg;
[[[l1 : 1; :::; ln : n]]] = f[l1 : v1; :::; ln : vn] j vi 2 [[i]]; i 2 [1; n]g;
here Db denotes the domain of base type b;
 d is a value in [[DBtype]], which represents the (persistent) entry point into the
database instance.
We denote the set of all database instances of schema  by I().
Example 7.2: An instance of the schema 0 given in Example 7.1 is (; ; d), where
 (Person) = fp1; p2; p3; p4g,
  : (Person)! [[[name : string; spouse : Person]]] is dened by:
(p1) 7! [name : \Smith"; spouse : p2]
(p2) 7! [name : \Mary"; spouse : p1]
(p3) 7! [name : \Joe"; spouse : p4]
(p4) 7! [name : \Maria"; spouse : p3]
 d = fp1; p2; p3; p4g.
7.1.2 Abstraction of databases
We next present an abstraction of databases inM+f . Since structured data can be viewed
as semistructured data further constrained by a schema, along the same lines of the ab-
straction of semistructured databases described in Chapter 3, we represent a structured
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database as a rst-order logic structure satisfying a certain type constraint determined
by its schema. Such a structure can also be depicted as an edge-labeled, rooted, directed
graph.
To do this, we rst dene the rst-order signature determined by a schema. Two compo-
nents of such signatures are described as follows.
Denition 7.4: Given a schema  = (C; ; DBtype), we dene the set of binary relation
symbols and the set of types determined by , denoted by E() and T (), respectively,
to be the smallest sets having the following properties:
 DBtype 2 T () and C  T ();
 if DBtype = fg (or for some C 2 C, (C) = fg), then  is in T () and  is in
E();
 if DBtype = [l1 : 1; : : : ; ln : n] (or for some C 2 C, (C) = [l1 : 1; : : : ; ln : n]),
then for each i 2 [1; n], i is in T () and li is in E().
Note here we use the distinguished binary relation  to denote the set membership relation.
This diers slightly from the presentation in Chapter 1.
Obviously, both E() and T () are nite. In addition, every type in T () except DBtype
is either a class type or a base type. That is,
T ()  C [ B [ fDBtypeg:
Denition 7.5: The signature determined by schema , (), is a triple
(r; E(); R());
where r is a constant symbol (denoting the root), E() is the nite set of binary relation
symbols (denoting the edge labels) dened above, and R() is the nite set of unary
relation symbols (denoting the sorts) dened by fR j  2 T ()g.
For example, the signature determined by the schema given in Example 7.1 is (r; E; R),
where
150
 r is a constant, which in each instance (; ; d) of the schema intends to name d;
 E = f; name; spouseg; and
 R = fRDBtype; RPerson; Rstringg.
We specify a ()-structure G by giving (jGj; rG; EG; RG), where jGj, rG and EG are
interpreted in the same way as in Chapter 2, and RG is a set of unary relations on jGj.
Each of these unary relations is named by a relation symbol in R(). For each R 2 R(),
we write RG for the relation in G named by R .
We intend to represent an instance I of a schema  as a (nite) ()-structure G that
satises a certain type constraint imposed by . More specically, let  = (C; ; DBtype),
I = (; ; d) and G = (jGj; rG; EG; RG). Intuitively, we use jGj, rG, EG and RG to
represent data entities, the entry point d, record labels and set membership, and types
of the data entities, respectively. This representation must satisfy the type constraint
imposed by . Informally, the type constraint is stated as follows.
 Every element of jGj must have a unique type in T (). In particular, rG is of
DBtype.
 If an element a of jGj has type  , then a must satisfy the constraint imposed by  :
{ If  is a base type b, then a has no outgoing edge.
{ If  = f 0g, or  is a class type C and (C) = f 0g, then all the outgoing edges
of a are labeled with  and lead to elements of type  0.
{ If  = [l1 : 1; : : : ; ln : n], or  is a class type C and (C) = [l1 : 1; : : : ; ln : n],
then a has exactly n outgoing edges. These edges are labeled with l1, ..., ln,
respectively. In addition, for each i 2 [1; n], if G j= li(a; b) for some b 2 jGj,
then b has type i.
Formally, the type constraint imposed by a schema can be formulated as a sentence in
two-variable logic with counting [15, 46], C2. Two-variable logic FO2 is the fragment of
rst-order logic consisting of all relational sentences with at most two distinct variables
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[15, 45], and C2 is the extension of FO2 with counting quantiers. In particular, below
we use the counting quantier 9 !, whose semantics is described as follows: structure G
satises 9 !x (x) if and only if there exists a unique element a of G such that G j=  (a).
Denition 7.6: Let  be a schema. For each  in T (), the constraint determined by 
is the sentence 8x (x) dened as follows:
 if  = b, then  (x) is
R (x)! 8 y (
^
l2E()
:l(x; y));
 if for some C 2 C,  = C and (C) = f 0g (or  = DBtype = f 0g), then  (x) is
R (x)! 8 y (
^
l2E()nfg
:l(x; y)) ^ 8 y ((x; y)! R 0(y));
 if for some C 2 C,  = C and (C) = [l1 : 1; : : : ; ln : n] (or  = DBtype and
DBtype = [l1 : 1; : : : ; ln : n]), then  (x) is
R (x)! 8 y (
^
l2E()nfl1;:::;lng
:l(x; y)) ^
^
i2[1;n]
(9 ! y li(x; y) ^ 8 y (li(x; y)! Ri(y))):
The type constraint determined by schema  is the sentence () dened by:
RDBtype(r) ^
^
2T ()
8x (x) ^ 8x (
_
2T ()
R (x) ^
^
2T ()
(R (x)!
^
 02T ()nfg
:R 0(x)))
Note here for simplicity, we assume that for each base type b 2 B, the domain of b, Db, is
innite. If Db is nite, i.e., the cardinality of Db is some natural number n, then we dene
the constraint determined by b to be the following sentence in C2:
8xb(x) ^ 9
=n xRb(x):
Here b(x) is the formula determined by b given in Denition 7.6, and 9
=n is another
counting quantier. The semantics of 9=n is described as follows: a structure satises
9=n x (x) if and only if there are exactly n elements in the structure satisfying  . When
base type b has a nite domain, we substitute this constraint for 8xb(x) in ().
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* * **
p1 p4p2 p3 
name
"Smith" "Mary" "Joe" "Maria"
name name
spouse
spouse
spouse
spouse
name
Figure 7.1: An example of abstract databases in M+f
Using the type constraint dened above, we present an abstraction of databases in the
object-oriented model as follows. Its justication will be given later in this section.
Denition 7.7: An abstract database of a schema  is a nite structure G of the signature
() such that G j= ().
We denote the set of all abstract databases of a schema  by Uf ().
We use U() to denote the set of all the structures of signature () satisfying the following
conditions: for each G 2 U(), G j= () and G respects the nite set rule. That is, for
each set type  2 T () and each o 2 RG , there are only nitely many o
0 in G such that
G j= (o; o0). As a result, each node in G has nitely many outgoing edges.
An example structure is depicted in Figure 7.1. This structure represents the database
instance given in Example 7.2.
7.1.3 Path constraints revisited
Next, we rene the denitions of paths and path constraints in the context of M+f , and
justify the abstraction of databases given above by considering path constraint satisability.
Why do we need to rene these denitions? Given the signature (r; E(); R()) deter-
mined by a schema , one could dene paths and path constraints in the same way as in
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Denitions 2.1 and 2.2. These denitions, however, are somewhat too coarse in the context
of the object-oriented model. Because of the type constraint (), some paths are not
meaningful in the structures of U(). That is, there exists path (x; y) dened in this
way such that for all G 2 U() and all a; b 2 jGj,
G 6j= (a; b):
Such paths are said to be undened over . A path constraint is said to be trivial over
schema  if it is satised by either all the structures in U() or by none of them. Path
constraints containing undened paths are trivial.
As an example, consider the schema 0 given in Example 7.1. It is easy to verify that the
path
0(r; x) = 9 y (spouse(r; y) ^ spouse(y; x)):
is undened over 0 by examining (0). As a result, the constraint
8x (0(r; x)! (r; x))
is satised by all the structures in U(0), and the constraint
8x ((r; x)! 0(r; x))
is not satised by any structure in U(0) as long as (r; x) is not undened over 0.
Path constraints may also be trivial even if they do not contain undened paths. For
example, consider
8x ((r; x)! 9 y ((r; y) ^ name(y; x))):
It is easy to verify that this constraint cannot be satised by any structure G in U(0).
This is because G j= (0). As a result, for every a 2 jGj such that G j= (r
G; a), a has
type Person, and for any b 2 jGj such that G j=  name(rG; b), b has type string. Again
by G j= (0), every element of jGj has a unique type. Hence this constraint does not
hold in G.
We are not interested in trivial constraints since their satisability can be simply deter-
mined by examining the schema. These considerations suggest that we rene the denitions
of paths and path constraints in the context of M+f to exclude trivial constraints.
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Formally, we dene paths in M+f in terms of nite state automata [51].
Denition 7.8: Let  = (C; ; DBtype) be a schema inM+f . The nite state automata
determined by  is dened to be M() = (S; A; ; s; F ), where
 the set of states S is T (), the set of types determined by ;
 the alphabet A is E(), the set of binary relation symbols determined by ;
 the initial state s is DBtype;
 the set of nal states F is also T (); and
 the transition function  is dened as follows: For every  2 T (),
{ if  = f 0g, or  = C and (C) = f 0g, then (; ) =  0;
{ if  = [l1 : 1; : : : ; ln : n], or  = C and (C) = [l1 : 1; : : : ; ln : n] for some
C 2 C, then for every i 2 [1; n], (; li) = i.
Dene a (partial) function b : T ()E() ! T () by:
b(; ) = 
b(; K) = (b(; ); K)
Here E() stands for the Kleene closure of E().
A path  over  is an element of E() such that there is  2 T () and b(; ) is dened.
Let Paths() be the language accepted by M(). A valid path over  is an element of
Paths(). The type of a valid path , type(), is dened to be b(DBtype; ).
It is easy to verify that b is indeed a function. As a result, the type of a valid path is well-
dened and unique. In particular, the empty path  is in Paths() and type() = DBtype.
Example 7.3: The nite state automata determined by the schema 0 given in Exam-
ple 7.1 is shown in Figure 7.2.
Equivalently, Paths() can be dened inductively as follows:
155
* namestart
spouse
DBtype Person string
Figure 7.2: The nite state automata determined by the schema given in Example 7.1
 the empty path  is in Paths() and type() = DBtype;
 for any  2 Paths(), where type() =  ,
{ if for some C 2 C,  = C and (C) = f 0g (or  = DBtype = f 0g), then   
is a path in Paths() and type(  ) =  0;
{ if there exists C 2 C such that  = C and (C) = [l1 : 1; : : : ; ln : n] (or
 = DBtype = [l1 : 1; : : : ; ln : n]), then for each i 2 [1; n],   li is in Paths()
and type(  li) = i.
As in Chapter 2, a path over a schema can be expressed as a rst-order logic formula
(x; y), where x and y denote the tail and head nodes of the path, respectively. In the
same way, the notions of path concatenation, prex, sux, and length can be dened.
It is easy to verify that every path over schema  is a sux of some path in Paths(). In
addition, for every  2 Paths() and every  p ,  is in Paths(). That is, Paths()
is prex-closed. Here  p  denotes that  is a prex of .
Next, we dene path constraints in the context of M+f .
Denition 7.9: A path constraint ' over schema  is an expression of either the forward
form
8x ((r; x)! 8 y ((x; y)! (x; y)));
or the backward form
8x ((r; x)! 8 y ((x; y)! (y; x)));
where ; ;  are paths over . In addition,
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 if ' is of the forward form, then    2 Paths(),    2 Paths(), and moreover,
type(  ) = type(  );
 if ' is of the backward form, then  2 Paths(),    2 Paths(), and moreover,
type() = type(    ).
The path  is called the prex of '. The paths ,  and  are denoted by pf('), lt(')
and rt('), respectively.
We denote the set of all path constraints over  by Pc().
Denition 7.10: A word constraint ' over schema  is a sentence of the form
8x ((r; x) ! (r; x));
where  and  are in Paths(), and type() = type(). We denote ,  as lt(') and
rt('), respectively.
We use Pw() to denote the set of all word constraints over .
When  is understood from the context, we write Pc() and Pw() simply as Pc and Pw.
We borrow the standard denition of models from rst-order logic [39]. LetG be a structure
in U() and ' a constraint in Pc(). Then we write G j= ' if G is a model of '.
Example 7.4: The sentences
 = 8x ((r; x)!   spouse(r; x))
' = 8x (  spouse(r; x)! (r; x))
 = 8x ((r; x)! 8 y (spouse(x; y)! spouse(y; x)))
are path constraints over the schema 0 given in Example 7.1. In particular,  and ' are
word constraints over 0. Let G be the structure given in Figure 7.1. It is easy to verify
that G j=  ^ ' ^  .
In an instance (; ; d) of the schema, these constraints are interpreted as
8x (x 2 d! 9 y (y 2 d ^ y:spouse = x)),
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8x (9 y (y 2 d ^ y:spouse = x)! x 2 d),
8x (x 2 d! 8 y (x:spouse = y ! x = y:spouse)),
respectively. Here y:spouse stands for the projection of record y at attribute spouse, and
d is a subset of (Person). The constraint  states: \each person in the set d is the spouse
of someone in d", and ' states: \if a person is the spouse of someone in d, then the person
is in d". The constraint  species an inverse relation: \for each person x in d, if x is the
spouse of y, then y is the spouse of x".
As illustrated by the example above, path constraints over a schema  can be naturally
interpreted in database instances of . Likewise, the notion \I j= '" can also be dened
for an instance I of  and a constraint ' of Pc().
The agreement between databases and their abstraction with respect to path constraints
is revealed by the following lemma, which justies the abstraction of structured databases
dened above.
Lemma 7.1: Let  be a schema. For each I 2 I(), there is G 2 Uf (), such that
(y) for every ' 2 Pc(), I j= ' i G j= ':
Similarly, for each G 2 Uf (), there is I 2 I(), such that (y) holds.
Proof: Let  = (C; ; DBtype).
(1) Given I 2 I(), we construct G 2 Uf (), such that for each ' 2 Pc(), I j= ' i
G j= '.
Let I = (; ; d). Then we dene V to be the smallest set satisfying the following condi-
tions:
1. d 2 V ;
2. for every v 2 V ,
 if v is a set (or v is an oid and () is a set), then every element of v (or ())
is in V ;
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 if v is a record (or v is an oid and (v) is a record), then every attribute of v
(or (v)) is in V .
For every v 2 V , let o(v) be a distinct node. Let G = (jGj; rG; EG; RG), where
 jGj = fo(v) j v 2 V g;
 rG = o(d);
 for each o(v) 2 jGj and  2 T (), G j= RG (o(v)) i v is of type  ;
 for all o(v); o(v0) 2 jGj,
{ G j= (o(v); o(v0)) i v0 2 v (or v0 2 (v) if v is an oid),
{ for each l 2 L \ E(), G j= l(o(v); o(v0)) i v0 = v:l (or v0 = (v):l if v is an
oid). Here v:l means the projection of v at attribute l, i.e., the l component of
v.
It is straightforward to verify the following:
 G 2 Uf (); that is, G is a nite ()-structure and G j= ();
 for each ' 2 Pc(), G j= ' i I j= '. This can be easily veried by reductio.
(2) Given G = (jGj; rG; EG; RG) in Uf (), we dene I = (; ; d), such that I 2 I()
and for every ' 2 Pc(), I j= ' i G j= '.
To do this, for each base type b 2 T (), we dene an injective mapping gb : R
G
b ! Db,
where RGb is the unary relation in G denoting the sort b, and Db is the domain of b. By
the denition of the type constraint determined by b given earlier and since G satises the
constraint, such a mapping always exists. We substitute gb(o) for each o in R
G
b .
The instance I is dened as follows.
 for each C 2 C, (C) = RGC ;
 for each o 2 (C),
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{ if (C) = [l1 : 1; : : : ; ln : n], then (o) = [l1 : o1; : : : ; ln : on], where for each
i 2 [1; n], oi 2 jGj and G j= li(o; oi);
{ if (C) = fg, then (o) = fo0 j o0 2 jGj; G j= (o; o0)g;
 if DBtype = [l1 : 1; : : : ; ln : n], then let d = [l1 : o1; : : : ; ln : on], where for each
i 2 [1; n], oi 2 jGj and G j= li(r; oi);
if DBtype = fg, then let d = fo0 j o0 2 jGj; G j= (r; o0)g.
Note that this is well-dened since G j= (). It is easy to verify that I 2 I(), and in
addition, G j= ' i I j= '.
This proves Lemma 7.1.
From the lemma follows immediately the corollary below.
Corollary 7.2: Let  be a schema and  [ f'g a nite subset of Pc(). Then the
following statements are equivalent:
1. There is I 2 I() such that I j=
V
 ^ :'.
2. There is G 2 Uf () such that G j=
V
 ^ :'.
Proof: Suppose that there is I 2 I() such that I j=
V
 ^ :'. By Lemma 7.1, there is
G in Uf (), such that for each  2  [ f'g, I j=  i G j=  . Therefore, G j=
V
 ^ :'.
Conversely, suppose that there isG 2 Uf () such that G j=
V
^:'. Again by Lemma 7.1,
there is I 2 I(), such that for each  2  [ f'g, G j=  i I j=  . Therefore,
I j=
V
 ^ :'.
Because of Corollary 7.2, we can describe path constraint implication in terms of logic
structures instead of database instances.
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7.1.4 Path constraint implication revisited
In the context of structured databases, path constraint implication is restricted by a
schema. More specically, let  be a schema in M+f and  [ f'g be a nite subset
of Pc(). Then We use  j= ' to denote that  implies ' over . That is, for every
G 2 U(), if G j=  then G j= '. Similarly, we use  j=(f;) ' to denote that  nitely
implies ' over . That is, for every G 2 Uf (), if G j=  then G j= '. We write  j= '
( j=(f;) ') as  j= ' ( j=f ') when  is clear from the context.
The implication problem for Pc() over schema  is the problem of determining, given any
nite set  [ f'g  Pc(), whether  j= '. Similarly, the nite implication problem for
Pc() over schema  is the problem of determining, given any nite set [f'g  Pc(),
whether  j=(f;) '.
The (nite) implication problem for path constraints (Pc) in the context of M
+
f is the
problem to determine, given any schema  inM+f , whether the (nite) implication problem
for Pc() over schema  is decidable.
Similarly, the (nite) implication problem for Pw() over schema  and the (nite) im-
plication problem for word constraints (Pw) in the context of M
+
f can be dened.
7.2 The model M+
To further explore the impact of type systems on path constraint implication, this section
introduces another object-oriented model, M+.
The model M+ is a mild variant of M+f . The dierence between these two is that M
+
supports the set construct, whereas M+f supports the nite set construct. As a result,
M+ allows innite sets, while sets in M+f must be nite.
Syntactically, types, schemas and instances inM+ are dened in the same way as inM+f .
However, the semantic interpretation of set types in M+ is dierent from that in M+f .
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More specically, in M+, the domain of a set type fg is dened to be
[[fg]] = fV j V  [[ ]]g:
As a result, innite sets are allowed in M+.
Given a schema  in M+, the notions of E(), T (), R(), (), and type constraint
() can be dened in the same way as in M+f . Along the same lines, the notions of
abstract databases of  and Uf () can also be dened. However, the denition of U()
is dierent. Here U() denotes the set of all the ()-structures satisfying (). The
structures in U() are not required to respect the nite set rule. That is, nodes representing
sets in such structures are allowed to have innitely many outgoing edges.
As inM+f , given a schema  inM
+, the notions of Paths(), Pc(), Pw(), j=, j=(f;) ,
and the implication and nite implication problems for Pc() and Pw() over  can be
dened. Similarly, the implication and nite implication problems for path constraints
(Pc) and word constraints (Pw) in the context of M
+ can also be dened.
It can be shown that Lemma 7.1 also holds in M+.
The following should be noted.
 For any schema  in M+, U() is denable in rst-order logic. As a result, if the
implication problem and the nite implication problem for path constraints coincide
in M+, then both problems are decidable. However, in the next chapter, we shall
show that in M+, these problems are dierent.
 In contrast, for a schema  in M+f , if T () contains set types, then U() is not
denable in rst-order logic. As a result, the equivalence of the implication problem
and the nite implication problem for path constraints in M+f does not necessarily
lead to the decidability of these problems. In the next chapter, we shall show that in
M+f , it is indeed the case where the implication problem and the nite implication
problem for path constraints are equivalent, but these problems are undecidable.
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7.3 The model M
Next, we introduce a restriction of M+f , M. In the next chapter, we shall show that in
the context of M, path constraint implication has low complexity.
The modelM supports classes, the record construct and recursive structures. However, it
does not allows sets. More specically, the type system of M is dened as follows.
Denition 7.11: Let C be some nite set of classes. The set of types over C, TypesC , is
dened by the syntax:
t ::= b j C
 ::= t j [l1 : t1; : : : ; ln : tn]
where b 2 B, C 2 C, and li 2 L.
The notions of schemas and instances inM can be dened in the same way as in Section 7.1.
Example 7.5: An example schema in M is (C; ; DBtype), where
 C consists of a single class person,
  maps person to a record type:
[Name : string; Father : person; Mother : person; Spouse : person; Likes : person]
 DBtype is [John : person; Mary : person].
An instance of the schema is (; ; d), where
 (person) is a set, including p1, p2, p3, p4, p5, p6, : : :
 the function
 : (person)! [[[Name : string; Father : person;Mother : person;
Spouse : person; Likes : person]]]
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Figure 7.3: An example of abstract databases in M
is given by:
p1 7! [Name : \John"; Father : p3; Mother : p4; Spouse : p2; Likes : p1]
p2 7! [Name : \Mary"; Father : p5; Mother : p6; Spouse : p1; Likes : p2]
: : :
 d = [John : p1; Mary : p2]. This database can only be accessed via d.
A database of this schema represents the family trees of John and Mary.
Databases ofM are comparable to feature structures studied in feature logic [72]. Feature
structures have proven useful for representing linguistic data.
Given a schema  in M, the notions of E(), T (), R(), (), and type constraint
() can be dened in the same way as in Section 7.1, except that set types are not
considered here. Similarly, the notions of abstract databases of , Uf () and U() can
also be dened.
For example, the structure depicted in Figure 7.3 can be viewed as an abstraction of (a
fragment of) the database instance given in Example 7.5.
It should be noted that for any  in M, U() is denable in rst-order logic.
As inM+f , given a schema  inM, we can dene Paths(), Pc(), Pw(), j=, j=(f;) ,
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and the implication and nite implication problems for Pc() and Pw() over . Similarly,
we can also dene the implication and nite implication problems for path constraints (Pc)
and word constraints (Pw) in the context of M.
It is easy to verify that Lemma 7.1 also holds in the context of M.
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Chapter 8
Path Constraint Implication in Structured Data
This chapter investigates path constraint implication in the context of the object-oriented
data models introduced in the last chapter.
 In the context of M+f . Section 8.1 shows that the implication and nite implication
problems for path constraints (Pc) are undecidable inM
+
f . However, the implication
and nite implication problems for word constraints (Pw) are decidable. In addition,
in a special case, word constraint implication is decidable in PTIME.
 In the context of M+. Section 8.2 shows that the undecidability and decidability
results established in Section 8.1 also hold in M+. Some of these results, however,
require dierent proofs.
 In the context of M. In contrast to the undecidability results established in the
previous sections, Section 8.3 shows that in M, the implication and nite impli-
cation problems for Pc are not only decidable in cubic-time, but are also nitely
axiomatizable.
8.1 In the context of M+f
The main results of this section are the following.
Theorem 8.1: In the context of M+f , the implication and nite implication problems for
path constraints (Pc) are undecidable.
Theorem 8.2: In the context of M+f , the implication and nite implication problems for
word constraints (Pw) are decidable.
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We rst show Theorem 8.1, and then investigates word constraint implication. In partic-
ular, we show that in a special case, word constraint implication is decidable in PTIME.
8.1.1 The undecidability of the implication problems for Pc
We show the undecidability of the nite implication problem for Pc by reduction from
the word problem for nite monoids. To establish the undecidability of the implication
problem for Pc, we show that in M
+
f , the implication problem and the nite implication
problem for Pc coincide. As mentioned in Section 7.2, the equivalence of the implication
problem and the nite implication problem for Pc inM
+
f does not lead to the decidability
of these problems. This is because these problems are considered in connection with some
schema  in M+f , and U() is not denable in rst-order logic.
We rst show the undecidability of the nite implication problem for Pc. To do this, we
present an encoding of the word problem for nite monoids in terms of the nite implication
problem for Pc. We then show that the encoding is indeed a reduction.
Recall the description of the word problems for nite monoids given in Section 6.4. Let
 0 be a nite alphabet and 0 be a nite set of equations (over  0). Without loss of
generality, assume
 0 = flj j j 2 [1;m]; li 6= lj if i 6= jg;
0 = f(i; i) j i; i 2  

0; i 2 [1; n]g:
Using  0, we dene a schema 0 in M
+
f as follows:
0 = (C; ; DBtype);
where
 C = fC;Csg,
  is dened by:
C 7! [l1 : C; : : : ; lm : C]
Cs 7! fCg
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 DBtype = [a : C; b : Cs], where a; b 62  0.
Note here that each symbol in  0 is a record label of C, and thus is in E(0), which is
the set of binary relation symbols determined by 0. Moreover, every  in  

0 can be
represented as a path over 0, also denoted by . In addition, it is straightforward to
verify the following lemma using the type constraint (0) determined by 0.
Lemma 8.3: For each G 2 U(0) and every  2  

0, G has the following properties.
1. There is a unique o 2 jGj such that G j= a  (rG; o). This node is denoted by o.
2. For any o 2 jGj, if G j= RGC(o), then there is a unique o
0 2 jGj such that G j= (o; o0).
Next, we encode equations over  0. We encode 0 in terms of two nite subsets 1 and
2 of Pc(0).
1. The constraint
8x (a(r; x)! b  (r; x))
is in 1. Moreover, for each j 2 [1;m], the following constraint is in 1:
8x (b    lj(r; x)! b  (r; x))
1 consists of only the constraints dened above.
2. For each (i; i) 2 0, the following constraint is in 2:
8x (b  (r; x)! 8 y (i(x; y)! i(x; y)))
2 consists of only the constraints dened above.
We encode a test equation (; ) over  0 as a constraint in Pc(0):
'(;) = 8x(a  (r; x) ! a  (r; x)):
We reduce the word problem for nite monoids to the problem of determining whether
1 [ 2 j=(f;0) '(;):
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It should be noted that all the constraints in the encoding are forward constraints of
Pc(0).
Before we show that this is indeed a reduction, we rst present some basic properties of
U(0) and 1, which can be easily veried by using Lemma 8.3.
Lemma 8.4: For every G 2 U(0) and all ;  2  

0, if
G j= 8x (b  (r; x)! 8 y ((x; y)! (x; y)));
then
G j= 8x (b  (r; x)! 8 y ((x; y)! (x; y))). (a)
Similarly, if
G j= 8x (a  (r; x)! a  (r; x));
then
G j= 8x (a  (r; x)! a  (r; x)). (b)
Proof: We show (a) only. The proof of (b) is similar.
By Lemma 8.3, for each o 2 jGj such that G j= b  (rG; o), there is a unique node o1 2 jGj
such that G j= (o; o1). Similarly, there is a unique node o2 2 jGj such that G j= (o; o2).
This is because o 2 RGC . By G j= 8x (b  (r; x) ! 8 y ((x; y)! (x; y))), we have
o1 = o2:
Hence G j= 8x (b  (r; x)! 8 y ((x; y)! (x; y))).
Lemma 8.5: For every G 2 U(0), if G j= 1, then for every  2  

0,
G j= b  (rG; o);
where o is the unique node in jGj such that G j= a(r
G; o). In addition, for all o; o
0 2 jGj
such that G j= b  (rG; o0) ^ (o0; o), we have
G j= b  (rG; o):
Proof: By a straightforward induction on jj.
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Figure 8.1: A structure in U(0) that satises 1
By Lemma 8.5, the structures in U(0) that satisfy 1 have the form shown in Figure 8.1.
Lemma 8.6: For every G 2 U(0), if G j= 1 and
G j= 8x (b  (r; x) ! 8 y ((x; y)! (x; y)))
for some ;  2  0, then
G j= 8x (a  (r; x)! a  (r; x)):
Proof: By Lemma 8.3, there is a unique node o 2 jGj such that
G j= a(rG; o):
Denote this node by oa. Again by Lemma 8.3, there is a unique node o 2 jGj such that
G j= a  (rG; o);
and there is a unique node o 2 jGj such that
G j= a  (rG; o):
Therefore, G j= (oa; o) ^ (oa; o). By Lemma 8.5,
G j= b  (rG; oa):
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As a result, if G j= 8x (b  (r; x)! 8 y ((x; y)! (x; y))), then
o = o:
Hence G j= 8x (a  (r; x)! a  (r; x)).
Finally, we show that the encoding given above is indeed a reduction from the word problem
for nite monoids. It suces to show the following lemma.
Lemma 8.7: In the context of M+f , for all  and  in  

0,
0 j=f (; ) i 1 [ 2 j=(f;0) 8x (a  (r; x) ! a  (r; x)).
Proof:
(if ) Suppose that 0 6j=f (; ). Then we show that there exists structure G 2 Uf (0),
such that G j= 1 [ 2, but G 6j= 8x (a  (r; x)! a  (r; x)).
By 0 6j=f (; ), there exist a nite monoid (M; ; 1) and a homomorphism h :  

0 !M
such that for every i 2 [1; n], h(i) = h(i), but h() 6= h(). Using M and h, we dene
an equivalence relation  on  0 as follows:
  % i h() = h(%):
For every  2  0, let b be the equivalence class of  with respect to . Let
C0 = fb j  2  0g:
Using C0 , we construct structure G = (jGj; r
G; EG; RG) as follows.
(1) jGj.
For each b 2 C0 , let o(b) be a distinct node. In addition, let or and ob be two distinct
nodes. Then we dene
jGj = for; obg [ fo(b) j b 2 C0g:
(2) rG = or.
(3) The unary relations are populated as follows.
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 RGC = fo(b) j b 2 C0g.
 RGCs = fobg.
 RGDBtype = forg:
(4) The binary relations are populated as follows.
 G j= a(or; o(b)).
 G j= b(or; ob).
 For each b 2 C0 , let G j= (ob; o(b)).
In addition, for each j 2 [1;m], let G j= lj(o(b); o(d  lj)).
By the construction of G, it is easy to verify the following claims.
Claim 1: G 2 Uf (0).
To see this, rst note that if   %, then   lj  %  lj for all  and % in  

0 and j 2 [1;m].
This is because h is a homomorphism, and as a result, if h() = h(%), then
h(  lj) = h()  h(lj)
= h(%)  h(lj)
= h(%  lj):
Second, C0 is nite. To see this, consider a function f : C0 !M dened by
f : b 7! h():
Clearly, f is well-dened, total and injective. Therefore, because M is nite, C0 is also
nite. Therefore, G is nite.
Claim 2: G j= 1.
This is immediate from the construction of G.
Claim 3: G j= 2.
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First, by assumption, for every i 2 [1; n], i  i. In addition, for every  2  

0,
h(  i) = h(  i):
This is because h is a homomorphism. Therefore,   i    i. That is,
d  i = d  i:
Second, by the construction of G, for any o 2 jGj, if G j= b  (or; o), then o = o(b) for
some  2  0. Moreover, by Lemma 8.3, for each % 2  

0, there is a unique o
0 2 jGj, such
that
G j= %(o(b); o0):
By a straightforward induction on j%j, it can be shown that
o0 = o(d  %):
Therefore, for each o(b) such that G j= b  (or; o(b)), o( d  i) is the unique node in jGj
such that
G j= i(o(b); o( d  i)):
Similarly, we have G j= i(o(b); o( d  i)). By o( d  i) = o( d  i), we have
G j= i(o(b); o( d  i)):
Therefore, for each i 2 [1; n],
G j= 8x (b  (r; x)! 8 y (i(x; y)! i(x; y))):
That is, G j= 2.
Claim 4: G 6j= 8x (a  (r; x)! a  (r; x)).
As in Claim 3, we can show that
G j= a  (or; o(b));
G j= a  (or; o(b)):
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In addition, o(b) is the unique node in jGj such that G j= a  (or; o(b)). By assumption,
we have  6 . Thus b 6= b. Hence o(b) 6= o(b). Therefore,
G j= a  (or; o(b)) ^ :a  (or; o(b)):
That is, G 6j= 8x (a  (r; x)! a  (r; x)).
(only if ) Suppose that there exists G 2 Uf (0), such that G j= 1 [ 2, but
G 6j= 8x (a  (r; x)! a  (r; x)):
Then we show that 0 6j=f (; ). That is, we show that there exist a nite monoid
(M; ; 1) and a homomorphism h :  0 ! M such that for every i 2 [1; n], h(i) = h(i).
However, h() 6= h().
To do this, we dene another equivalence relation on  0 as follows:
  % i G j= 8x(b  (r; x) ! 8 y ((x; y)! %(x; y))):
Note that by Lemma 8.4, it can be easily veried that  is indeed an equivalence relation.
By G j= 2 and Lemma 8.4 (a), for every i 2 [1; n],
i  i:
In addition, because G 6j= 8x (a  (r; x) ! a  (r; x)), by Lemma 8.4 (b) and Lemma 8.6,
we have G 6j= 8x (b  (r; x)! 8 y ((x; y)! (x; y))). Therefore,
 6 :
For every  2  0, let [] be the equivalence class of  with respect to . Then clearly, for
every i 2 [1; n], [i] = [i], but [] 6= [].
Using the notion of , we dene
M = f[] j  2  0g:
It can be shown that M has the following property.
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Claim 5: M is nite.
To show this, for every  2  0, let
S = f(a; b) j a; b 2 jGj; G j= b  (r
G; a); G j= (a; b)g:
In addition, let
SG = fS j  2  

0g:
By Lemma 8.3, S is a nite function from jGj to jGj. Since jGj is nite, there are nitely
many such functions. Therefore, SG is nite. Moreover, it is easy to verify that for all
; % 2  0,
  % i S = S%:
Consider a function g :M ! SG dened by
g : [] 7! S:
Clearly, g is well-dened, total and injective. Therefore, because SG is nite, M is also
nite.
Next, we dene a binary operation  on M by
[]  [%] = [  %]:
It is easy to verify the following claims.
Claim 6:  is well-dened.
To see this, for all 1; 2; %1; %2 2  

0 such that 1  2 and %1  %2, we show that
1  %1  2  %2:
By lemma 8.3, for every o 2 jGj such that G j= b  (rG; o), there exists a unique o1 2 jGj
such that
G j= 1  %1(o; o1):
In addition, there is a unique o0 2 jGj such that
G j= 1(o; o
0) ^ %1(o
0; o1):
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By 1  2, we have G j= 2(o; o
0). By Lemma 8.5 and G j= b  (rG; o) ^ 1(o; o
0), we
have G j= b  (rG; o0). Thus by %1  %2, we also have G j= %2(o
0; o1). Hence
G j= 2  %2(o; o1):
Therefore,
G j= 8x (b  (r; x)! 8 y (1  %1(x; y)! 2  %2(x; y))):
That is, 1  %1  2  %2.
Claim 7:  is associative.
This is because for all []; [%]; [] 2M ,
([]  [%])  [] = [  %]  []
= [  %  ]
= []  ([%  ])
= []  ([%]  []):
Claim 8: [] is the identity for .
This is because for any [] 2M ,
[]  [] = [] = []  []:
By these claims, (M; ; []) is a nite monoid. Finally, we dene h :  0 !M by
h :  7! []:
Clearly, h is a homomorphism since
h(  %) = [  %] = []  [%] = h()  h(%):
In addition, for every i 2 [1; n], by [i] = [i], h(i) = h(i). Moreover, by [] 6= [],
h() 6= h(). Therefore, 0 6j=f (; ).
This completes the proof of Lemma 8.7.
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From Lemma 8.7 and Theorem 6.20, the undecidability of the nite implication problem
for Pc in M
+
f follows immediately.
Next, we show the undecidability of the implication problem for Pc. To do this, it suces
to show he following lemma.
Lemma 8.8: Let  be any schema in M+f . For every nite subset  [ f'g of Pc(), ifV
 ^ :' has a model in U(), then it has a model in Uf ().
For if the lemma holds, then for every nite subset  [ f'g of Pc(),
 j= ' i  j=(f;) ':
To see this, rst note that if  j= ', then  j=(f;) '. Conversely, if  6 j= ', then by
Lemma 8.8,  6 j=(f;) '. Therefore, the implication problem for Pc is undecidable if and
only if the nite implication problem for Pc is undecidable.
Below we show Lemma 8.8.
Proof of Lemma 8.8: Given  [ f'g  Pc() and a model G of
V
 ^ :' in U(),
we construct a nite structure G0 such that G0 2 Uf () and G
0 j=
V
 ^ :'. To do this,
we rst dene the notion of k-neighborhood of a structure, as follows (recall that a similar
notion is dened in the context of semistructured data in Denition 5.5).
For each structure G in U() and each natural number k, the k-neighborhood of G is the
substructure Gk of G with its universe
jGkj = fo j o 2 jGj; G j= (r
G; o) for some  2 Paths() with jj  kg:
Given  and ' as described above, let
k = maxfjpf( )j+ jlt( )j + jrt( )j j  2  [ f'gg + 1;
and let Gk be the k-neighborhood of G. Here the notations pf , lt and rt are described in
Denition 7.9. We construct G0 as follows. For each  2 T (), let o() be a distinct node,
and let G0 = (jG0j; rG
0
; EG
0
; RG
0
), where
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 jG0j = jGkj [ fo() j  2 T ()g,
 rG
0
= rGk ,
 for each  2 T (), RG
0
 = (R
G
 \ jGkj) [ fo()g,
 EG
0
is EGk augmented with the following:
{ for each o 2 RG \ jGkj, if  = [l1 : 1; :::; ln : n] (or for some class C,  = C
and (C) = [l1 : 1; :::; ln : n]), and if for some i 2 [1; n] and any o
0 2 jGkj,
Gk 6j= li(o; o
0), then let G0 j= li(o; o(i));
{ for each type  2 T (), if  = [l1 : 1; :::; ln : n] (or for some class C,  = C
and (C) = [l1 : 1; :::; ln : n]), then for each i 2 [1; n], let G j= li(o(); o(i)).
We now show that G0 is indeed the structure desired.
(1) G0 2 Uf ().
SinceG 2 U(), each node in jGj has nitely many outgoing edges. Hence by the denition
of Gk, jGkj is nite. In addition, T () is nite. Therefore, by the construction of G
0, jG0j
is nite. In addition, it can be easily veried that G0 j= ().
(2) G0 j=
V
 ^ :'.
The following can be easily veried by reductio:
Claim: G j=
V
^:' i Gk j=
V
^:'. In addition, if Gk is the k-neighborhood of G
0,
then G0 j=
V
 ^ :' i Gk j=
V
 ^ :'.
By the claim, it suces to show that Gk is also the k-neighborhood of G
0. To do this,
assume for reductio that there exist o() 2 jG0j and  2 Paths() such that jj  k and
G0 j= (r; o()). Without loss of generality, assume that  has the shortest length among
such paths. Then by the construction of G0, there exist o 2 jGkj, l 2 L and 
0 2 Paths(),
such that
  = 0  l and G0 j= 0(rG
0
; o) ^ l(o; o());
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 there is  2 T () such that  = [l : ; :::] (or  = C and (C) = [l : ; :::] for some
class C), o 2 RG , and for any o
0 2 jGkj, Gk 6j= l(o; o
0); and
 Gk j= 
0(rG
0
; o). This is because for each  2 T (), o() does not have any outgoing
edge to any node of jGkj.
By G 2 U(), there is o0 2 jGj such that G j= l(o; o0). By the argument above, o0 62 jGkj.
Hence by the denition of k-neighborhood, there is no path  2 Paths() such that
jj < k and G j= (r; o)^ l(o; o0). Therefore, 0 must have a length of at least k. That is,
jj > k. This contradicts the assumption. Hence Gk is indeed the k-neighborhood of G
0.
Therefore, G0 is indeed the structure desired. This proves Lemma 8.8.
8.1.2 The decidability of the implication problems for Pw
Next, we study word constraint implication in the context of M+f . We rst prove Theo-
rem 8.2, and then show that in a special case, word constraint implication is decidable in
PTIME.
As observed by [9], word constraint implication can be expressed in two-variable rst-order
logic FO2 in the context of the semistructured data model SM. In addition, [9] showed
that in SM, both the implication and nite implication problems for word constraints are
decidable in PTIME.
However, in the context ofM+f , word constraint implication cannot be stated in FO
2. This
is because in the (nite) implication problem for Pw() over a schema , each structure
considered must satisfy (), which is in C2 (two-variable logic with counting) but is not
in FO2.
In addition, the proof of the decidability of word constraint implication given in [9] also
breaks down in M+f . The proof is established by showing that a set of inference rules,
IAV , is sound and complete for word constraint implication. This set consists of Reexivity,
Transitivity and Right-congruence described in Section 6.1. However, the lemma below
shows that the proof no longer holds in M+f .
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Lemma 8.9: In the context of M+f , IAV is not complete for word constraint implication.
Proof: Consider the constraints  and ' given in Example 7.4. By induction on the lengths
of proofs, it can be shown that ' is not provable from  using IAV . More specically, it
can be shown that if ' were provable from  using IAV , then the length of lt(') would be
strictly less than the length of rt(').
However, by the type constraint determined by the schema 0 given in Example 7.1, it is
indeed the case where fg j=0 '. More specically, consider an instance I of the schema
satisfying , where I = (; ; d). Let s = fx:spouse j x 2 dg and let jdj, jsj denote the
cardinalities of d and s, respectively. By the type constraint determined by record type,
jsj  jdj. By I j= , d  s. Hence d = s, and therefore, I j= '.
Next, we show that in M+f , word constraint implication is still decidable.
Proof of Theorem 8.2: The decidability of the nite implication follows from the de-
cidability of the nite satisability problem for C2, which was established by [15], since
the type constraints are expressible in C2 and all the word constraints are expressible in
FO2. As a result, the implication problem for word constraints is also decidable, because
of Lemma 8.8.
Next, we consider word constraints of the form:
8x ((r; x) !   (r; x)):
We refer to such a constraint as a constraint having the -form. Over a schema  inM+f ,
the -form (nite) implication problem for Pw() is the problem to determine, given any
nite set  [ f'g of -form constraints in Pw(), whether  j= ' ( j=(f;) ').
We next show that -form implication and nite implication problems for Pw() are de-
cidable in PTIME.
Proposition 8.10: Over any schema  in M+f , the -form implication and nite impli-
180
cation problems for Pw() are nitely axiomatizable and are decidable in PTIME.
To show this proposition, it suces to show the following lemma.
Lemma 8.11: Over any schema  in M+f , IAV is sound and complete for -form impli-
cation and nite implication problems for Pw(). That is, for any nite set  [ f'g of
-form constraints in Pw(),  `IAV ' i  j= ', and  `IAV ' i  j=(f;) '.
Here  `IAV ' stands for that ' is provable from  using IAV . That is, there is an
IAV -proof of ' from .
For if Lemma 8.11 holds, then the PTIME decidability of -form implication and nite
implication follows immediately from the lemma below, which was established in [9].
Lemma 8.12 [9]: Let  be a nite set of word constraints and  a path. The set
RewriteTo() = f j  `IAV 8x ((r; x)! (r; x))g
is a regular language recognized by a nondeterministic nite state automata constructible
in polynomial time from  and . In particular, whether  `IAV 8x ((r; x) ! (r; x))
can be decided in PTIME.
Proof of Lemma 8.11: The soundness of IAV can be veried by a straightforward
induction on the lengths of IAV -proofs.
For the proof of the completeness, it suces to show the following claim.
Claim 1: Given any schema  and nite set [f'g of -form constraints in Pw(), there
is G 2 Uf () such that G j= , and in addition, if G j= ', then  `IAV '.
For if Claim 1 holds and  j= ', then by G j= , we have G j= '. In addition, by
G 2 Uf (), if  j=(f;) ', then we also have G j= '. Thus again by Claim 1,  `IAV '.
We next show Claim 1 by constructing the structure G desired.
Let  = (C; ; DBtype). We rst assume that for each base type b 2 T (), the domain
181
of b is innite. Let
k = maxfjlt( )j; jrt( )j j  2  [ f'gg + 1:
We dene the structure G described in Claim 1 in two steps: we rst dene the k-
neighborhood of G, Gk, and then construct G from Gk. The notion of k-neighborhood is
described in the proof of Lemma 8.8.
To construct Gk, we dene the following.
 Pathsk() = f j  2 Paths(); jj  kg.
 An equivalence relation  on Pathsk() dened by
   i  `IAV 8x ((r; x)! (r; x)) and  `IAV 8x ((r; x)! (r; x)):
 b denoting the equivalence class of  with respect to .
 A = fb j  2 Pathsk()g.
 type(b) = type(), where type() is the type of path  determined by . This is
well-dened since if  and  are in the same equivalence class, then by the denition
of Pw(), type() = type().
 A partial order  on A dened by
b  b i  `IAV 8x ((r; x)! (r; x)):
Note that this is well-dened by Transitivity in IAV .
We dene Gk = (jGkj; r
Gk ; EGk ; RGk) as follows.
 For each b 2 A, let o(b) be a distinct node and let jGkj = fo(b) j b 2 Ag.
 Let rGk = o(b).
 For each  2 T (), let RGk = fo(b) j b 2 A; type(b) = g.
 The binary relations in EGk are populated as follows.
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{ For each o(b), if type(b) = [l1 : 1; : : : ; ln : n] (or type(b) is some class C 2 C
and (C) = [l1 : 1; : : : ; ln : n]), and there is  2 b with jj < k, then for
each i 2 [1; n], let Gk j= li(o(b); o(d  li)). Note that this is well-dened by
Transitivity and Right-congruence in IAV .
{ For each o(b), if type(b) = fg (or type(b) is some class C 2 C and (C) = fg),
and there is  2 b with jj < k, then for each b  d  , let Gk j= (o(b); o(b)).
Based on Gk, we dene G as follows. For each  2 T (), let o() be a distinct node. Let
G = (jGj; rG; EG; RG), where
 jGj = jGkj [ fo() j  2 T ()g;
 rG = rGk ;
 for each  2 T (), RG = R
Gk
 [ fo()g;
 for each l 2 E(), if Gk j= l(o; o
0), then G j= l(o; o0). Moreover,
{ for each o(b) 2 jGkj, if type(b) = [l1 : 1; :::; ln : n] (or type(b) is some class
C 2 C and (C) = [l1 : 1; : : : ; ln : n]), and for some i 2 [1; n], o(b) does not
have any outgoing edge labeled with li, then let G j= li(o(b); o(i));
{ for each o(b) 2 jGkj, if type(b) = fg (or type(b) is some class C 2 C and
(C) = fg), then let G j= (o(b); o());
{ for each type  2 T (), if  = [l1 : 1; :::; ln : n] (or  is some class C 2 C and
(C) = [l1 : 1; : : : ; ln : n]), then for each i 2 [1; n], let G j= li(o(); o(i)).
We now show that G is indeed the structure described in Claim 1.
1. G 2 Uf ().
Obviously, jGj is nite since Pathsk() and T () are nite. We next show that for each
o 2 jGj, if o 2 RG , then G j=  (o). Here  is the constraint determined by type  as
described in Denition 7.6.
Case 1: o = o().
183
By the construction of G, it is obvious G j=  (o()).
Case 2: o = o(b).
If type(b) = b for some base type b, then by the construction of Gk, o(b) does not have
any outgoing edge. Thus G j=  (o(b)).
If  = [l1 : 1; : : : ; ln : n] (or  = C and (C) = [l1 : 1; : : : ; ln : n]), we have two cases to
consider.
First, if for each  2 b, k  jj, then by the construction of G, for each i 2 [1; n],
G j= li(o(b); o(i));
and moreover, these are all the outgoing edges of o(b). Clearly, o(i) 2 RGi . Hence we
have that G j=  (o(b)).
Second, suppose that there is  2 b, such that jj < k. Then by the construction of Gk,
for each i 2 [1; n],
G j= li(o(b); o(d  li)):
By Denition 7.8, type(d  li) = type(  li) = i. That is, o(d  li) 2 RGi . Moreover, by
Right-congruence, for each  2 b, we have   li    li. Hence o(b) has a unique outgoing
edge labeled with li. Therefore, G j=  (o(b)).
If  = f 0g (or  = C and (C) = f 0g), again we consider two cases.
If for each  2 b, k  jj, then by the construction of G, G j= (o(b); o( 0)). In addition,
o(b) does not have any other outgoing edge. Clearly, o( 0) 2 RG 0 . Hence G j=  (o(b)).
Now suppose that there is  2 b with jj < k. Then by the denition of G, for each  in
Pathsk(), if b  d  , then G j= (o(b); o(b)). Moreover, G j= (o(b); o( 0)). These are
all the outgoing edges from o(b). Therefore, o(b) has nitely many outgoing edges, which
are all labeled with . In addition, clearly o( 0) 2 RG 0 . Moreover, by b  d  , we have
type(b) = type(d  ) =  0. Hence o(b) 2 RG 0 . Thus G j=  (o(b)).
This proves that G j= (), and consequently, G 2 Uf ().
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2. G j= .
It suces to show the following claim.
Claim 2: For each  2 Pathsk(), let
obj() = fo j o 2 jGkj; G j= (r; o)g;
inf() = fo(b) j b 2 A; b  bg:
Then obj() = inf().
To see this, assume for reductio that there is  2 , where  = 8x ((r; x)!   (r; x)),
such that G 6j=  . That is, there is o 2 jGj, such that G j= (r; o) ^ :  (r; o).
If o 2 jGkj, then o 2 obj(). By  `IAV  , we have b  d  . Hence inf()  inf(  ).
Therefore, by Claim 2, obj()  obj(  ). Hence o 2 obj(  ). That is, G j=   (r; o).
This contradicts the assumption.
If o 2 jGj n jGkj, i.e., o = o() for some type  2 T (), then by the denition of Pw(),
type( ) = type() =  . By Denition 7.8, type() = fg. Since o(b) 2 inf(), by Claim
2, o(b) 2 obj(). That is, G j= (r; o(b)). By the construction of G, G j= (o(b); o()).
Hence G j=   (r; o()). This again contradicts the assumption.
Hence G j= .
We next show Claim 2 by induction on jj.
Base case:  = .
Since all the constraints in  have the -form, by IAV , it is easy to see that for each  in
Pathsk, if b  b, then  = . Therefore, inf() = fo(b)g = frGg = obj().
Inductive step: Assume Claim 2 for jj < m.
We next show the claim holds for  K, where K is either  or some record label l.
(1) inf( K)  obj( K).
Let o be a node in inf( K).
185
If K 6= , then by Denition 7.8, type(b) is some record type with label K. In addition,
by the denition of inf , there is  2 Pathsk() such that o = o(b) and b  d K. Since
all the constraints in  have the -form, by IAV , there must be 
0 2 Pathsk() such that
 = 0 K and b0  b:
This can be veried by a straightforward induction on the lengths of IAV -proofs of the
constraint 8x ((r; x) !   K(r; x)) from . Thus o( b0) 2 inf(). By the induction
hypothesis, we have that o( b0) 2 obj(). That is,
G j= (r; o( b0)):
Since j0j < jj  k and type(0) = type(), by the denition of G,
G j= K(o( b0); o( d0 K)):
Therefore, o(b) 2 obj( K). That is, o 2 obj( K).
IfK = , then by Denition 7.8, type(b) = ftype()g. Moreover, there is  2 Pathsk()
such that o = o(b) and b  d  . By the induction hypothesis, o(b) 2 inf() = obj().
That is,
G j= (r; o(b)):
Since b  d  , by the construction of Gk,
G j= (o(b); o(b)):
Hence o(b) 2 obj(  ). That is, o 2 obj(  ).
Therefore, inf( K)  obj( K).
(2) obj( K)  inf( K).
For each o 2 obj( K), there is o0 2 obj(), such that G j= K(o0; o).
If K 6= , then type() is some record type with label K. By the induction hypothesis,
inf() = obj(). Thus o0 2 inf(). Hence there is some  2 Pathsk(), such that b  b
186
and o0 = o(b). Since o 2 jGkj and G j= K(o(b); o), by the construction of Gk, there must
be  2 b such that jj < k and
o( d K) = o:
Since b = b and b  b, by Right-congruence,
d K  d K:
Hence o( d K) 2 inf( K). That is, o 2 inf( K).
If K = , then type() = ftype(  )g. By the induction hypothesis, inf() = obj().
Thus o0 2 inf(). Hence there is  2 Pathsk() such that b  b and o0 = o(b). By the
denition of Pw(), type(b) = ftype(  )g. Since o 2 jGkj and G j= (o(b); o), by the
construction of Gk, there must be  2 b such that jj < k. Hence d   2 A. In addition,
there must be  2 Pathsk() such that
b  d   and o(b) = o:
Since  2 b, we have b = b. Since b  b, by Right-congruence, d    d  . By
Transitivity,
b  d  :
Hence o(b) 2 inf(  ). That is, o 2 inf(  ).
Therefore, obj( K)  inf( K). This proves Claim 2.
3. If G j= ', then  `IAV '.
Let ' = 8x ((r; x) !   (r; x)). Since  and    are in Pathsk() and G j= ', we have
obj()  obj(  ). Hence by Claim 2, we have
inf()  inf(  ):
Since o(b) 2 inf(), we have o(b) 2 inf(  ). Therefore, by the denition of inf ,
b  d  
Hence  `IAV '.
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This shows that if the domain of each base type in T () is innite, then Claim 1 holds.
Now suppose that some base types in T () have nite domains (assume that each of these
nite domains has at least two elements). We construct a structure G0 which has all the
properties described in Claim 1 as follows.
Let G be the structure dened above. For each base type b 2 T () with a nite domain
and for all b, b in A, we identify o(b) with o(b) in jGj if all the following conditions are
satised:
 type(b) = type(b) = b;
 if dlt(') 6 drt('), then none of the following holds:
{ dlt(')  b and b  drt('),
{ dlt(')  b and b  dlt(').
In addition, we equalize o() with o(b) for some b 2 A such that b 6= drt('). If such b
does not exist, then let o() be a distinct node as before.
Let G0 be the structure constructed from G by equalizing nodes in jGj as described above.
Clearly, jG0j  jGj, and for each base type b 2 T (), if the domain of b is nite, then
RG
0
b has at most two elements. In addition, by the denition of G
0, it is easy to verify the
following claims.
Claim 3: G0 j= ().
Claim 4: For each  2 Pathsk() and o 2 jG0j, if G j= (r; o), then G0 j= (r; o).
Claim 5: If G0 j= ', then G j= '.
These suce for a proof of Claim 1. For by Claim 3, G0 2 Uf (). Using Claim 4, it is
easy to verify that G0 j=  by reductio. By Claim 5, if G0 j= ', then by the proof above,
 `IAV '.
This completes the proof of Lemma 8.11.
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8.2 In the context of M+
This section shows that the results established in the last section also hold in the context
of M+.
Theorem 8.13: In the context of M+, the implication and nite implication problems
for path constraints (Pc) are undecidable.
Theorem 8.14: In the context of M+, the implication and nite implication problems
for word constraints (Pw) are decidable.
8.2.1 The undecidability of the implication problems for Pc
Recall that the only dierence between M+ and M+f is that M
+
f supports nite sets,
whileM+ supports sets which are not necessarily nite. Syntactically, every schema  in
M+f is also a schema in M
+. In addition, Uf () in M
+
f is the same as Uf () in M
+.
However, U() in M+ is denable in rst-order logic, while U() in M+f is not.
As a result, the reduction from the word problem for nite monoids given in the last section
also provides a proof of the undecidability of the nite implication problem for Pc in the
context ofM+. Indeed, it is easy to verify that Lemmas 8.3, 8.4, 8.5, 8.6 and 8.7 also hold
in M+.
In addition, in the context of M+, the encoding given in the last section also serves as
a reduction from the word problem for monoids to the implication problem for Pc. More
specically, in M+, the following lemma holds:
Lemma 8.15: Let  0, 0, 0, 1 and 2 be described as in the encoding given in
Section 8.1. In the context of M+, for all  and  in  0,
0 j= (; ) i 1 [ 2 j=0 8x (a  (r; x) ! a  (r; x)), (a)
0 j=f (; ) i 1 [ 2 j=(f;0) 8x (a  (r; x) ! a  (r; x)). (b)
The proof of (b) of the lemma is the same as the proof of Lemma 8.7. The proof of (a) is
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similar and, in fact, simpler.
Theorem 8.13 follows from Lemma 8.15 immediately.
One may wonder why Lemma 8.15 (a) does not hold in the context of M+f . As shown
by Lemma 8.5, for any structure G in U(0), if G j= 1, then G has the form shown in
Figure 8.1. Let ob be the node in G such that G j= b(r
G; ob). The node ob represents a
set, and for any o 2 jGj, if o 62 frG; obg, then
G j= (ob; o):
That is, all the nodes of G except rG and ob are elements of ob. Therefore, if G is innite,
then ob represents an innite set. This is not allowed inM
+
f . In other words, inM
+
f , such
structures cannot be in U(0). However, this is not the case in the context of M
+.
8.2.2 The decidability of the implication problems for Pw
In the context of M+, word constraint implication is also decidable.
Proof of Theorem 8.14: For any schema  in M+, the type constraint () is in
two-variable logic with counting, C2. In addition, the set of word constraints, Pw(), is
denable in two-variable rst-order logic FO2, which is a fragment of C2. Therefore, The
decidability of the nite implication problem for Pw() follows from the decidability of
the nite satisability problem for C2 [15]. Moreover, the decidability of the implication
problem for Pw() follows from the decidability of the satisability problem for C
2, which
was established in [46].
Again, the proof of the decidability of the implication problem for Pw above is not appli-
cable in the context of M+f . This is because over a schema  in M
+
f , U() may not be
denable in rst-order logic, and therefore, may not be denable in C2.
In the context of M+, -form implication and nite implication of word constraints are
also decidable in PTIME.
Proposition 8.16: Over any schema  in M+, the -form implication and nite impli-
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cation problems for Pw() are nitely axiomatizable and are decidable in PTIME.
Indeed, it is easy to verify that the proof of Proposition 8.10 is also applicable here.
8.3 In the context of M
In contrast to Theorems 8.1 and 8.13, this section shows that in the context of M, path
constraint implication is not only decidable in cubic-time, but is also nitely axiomatizable.
Theorem 8.17: In the context of M, the implication and nite implication problems for
path constraints (Pc) are nitely axiomatizable and are decidable in cubic-time.
We rst present a nite axiomatization for implication and nite implication of path con-
straints, and then provide a cubic-time algorithm for testing path constraint implication.
8.3.1 A nite axiomatization
We consider a set of inference rules, Ir, consisting of the following rules and Reexivity,
Transitivity and Right-congruence given in Section 6.1:
 Commutativity:
8x ((r; x)! (r; x))
8x ((r; x)! (r; x))
 Forward-to-word:
8x ((r; x) ! 8y ((x; y)! (x; y)))
8x (  (r; x)!   (r; x))
 Word-to-forward:
8x (  (r; x)!   (r; x))
8x ((r; x) ! 8y ((x; y)! (x; y)))
 Backward-to-word:
8x ((r; x) ! 8y ((x; y)! (y; x)))
8x ((r; x)!     (r; x))
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 Word-to-backward:
8x ((r; x)!     (r; x))
8x ((r; x) ! 8y ((x; y)! (y; x)))
Let  be a schema in M and  [ f'g be a nite subset of Pc(). We use  `Ir ' to
denote that ' is provable from  using Ir.
The theorem below shows that Ir is indeed a nite axiomatization of path constraints.
Theorem 8.18: Let  be any schema in M. For every nite subset  [ f'g of Pc(),
 j= ' i  `Ir ';
 j=(f;) ' i  `Ir ':
As an immediate result, over any schema  in M, the implication and nite implication
problems for Pc() coincide and are decidable. To see this, let  [ f'g be any nite
subset of Pc(). If  j= ', then obviously  j=(f;) '. Conversely, if  j=(f;) ',
then  `Ir '. By the soundness of Ir for implication, we have  j= '. Thus these two
problems coincide. In addition, since U() is denable in rst-order logic, the equivalence
of these problems leads to the decidability of both problems.
The collapse of the undecidability is due to the following lemma, which can be proved by
a straightforward induction on the length of  and by using (). On untyped data and
in the context of M+ and M+f , this lemma does not hold in general.
Lemma 8.19: Let  be an arbitrary schema in M, and G 2 U(). Then for every  in
Paths(), there is a unique o 2 jGj, such that G j= (rG; o).
Using Lemma 8.19, it is easy to verify the following:
Lemma 8.20: Let  be a schema in M, ' be a forward constraint of Pc():
' = 8x ((r; x)! 8 y ((x; y)! (x; y)));
and  be a word constraint in Pc():
 = 8x (  (r; x)!   (r; x)):
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Then for any G 2 U(), G j= ' i G j=  .
Proof: If G j= : , then there is b 2 jGj such that
G j=   (rG; b) ^ :  (rG; b):
Thus there exists a 2 jGj such that G j= (rG; a) ^ (a; b). In addition, G j= :(a; b)
since otherwise G j=   (rG; b). Hence there are a; b 2 jGj such that
G j= (rG; a) ^ (a; b) ^ :(a; b):
Thus G j= :'.
Conversely, if G j= :', then there are a; b 2 jGj such that
G j= (rG; a) ^ (a; b) ^ :(a; b):
By Lemma 8.19, a is the unique node such that G j= (rG; a). Thus
G j=   (rG; b) ^ :  (rG; b):
That is, G j= : .
Lemma 8.21: Let  be a schema in M, ' be a backward constraint of Pc():
' = 8x ((r; x)! 8 y ((x; y)! (y; x)));
and  be a word constraint in Pc():
 = 8x ((r; x)!     (r; x)):
Then for any G 2 U(), G j= ' i G j=  .
Proof: If G j= : , then there is a 2 jGj such that
G j= (rG; a) ^ :    (rG; a):
By Lemma 8.19, there is b 2 jGj such that G j= (rG; a) ^ (a; b). Clearly, G j= :(b; a)
since otherwise G j=     (rG; a). Hence there are a; b 2 jGj such that
G j= (rG; a) ^ (a; b) ^ :(b; a):
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Thus G j= :'.
Conversely, if G j= :', then there are a; b 2 jGj such that
G j= (rG; a) ^ (a; b) ^ :(b; a):
By Lemma 8.19, a is the unique node such that G j= (rG; a), and b is the unique node
such that G j= (a; b). Therefore, G j= :    (rG; a) since otherwise G j= (b; a).
Hence
G j= (rG; a) ^ :    (rG; a):
Thus G j= : .
Using these lemmas, we show Theorem 8.18 as follows.
Proof of Theorem 8.18: Soundness of Ir can be veried by induction on the lengths of
Ir-proofs. For the proof of completeness, it suces to show
Claim 1: Let  be a schema in M,  [ f'g be any nite subset of Pc() and k be any
natural number such that
k maxf jpf( )j + jlt( )j+ jrt( )j j  2  [ f'gg:
Then there is G 2 U() such that
1. G j= ,
2. for every path  such that jj  k   jpf(')  lt(')j,
 if G j= 8x (pf(')(r; x)! 8 y (lt(')(x; y)! (x; y))), then
 `Ir 8x (pf(')(r; x)! 8 y (lt(')(x; y)! (x; y)));
 if G j= 8x (pf(')(r; x)! 8 y (lt(')(x; y)! (y; x))), then
 `Ir 8x (pf(')(r; x)! 8 y (lt(')(x; y)! (y; x))):
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For if Claim 1 holds and  j= ', then by G j= , we have G j= '. In addition, by
G 2 Uf (), if  j=(f;) ', then we also have G j= '. Thus again by Claim 1,  `Ir '.
We next show Claim 1.
Let  = (C; ; DBtype). We rst assume that for each base type b 2 T (), the domain
of b is innite.
We dene the structure G described in Claim 1 in two steps: we rst dene the k-
neighborhood of G, Gk, and then construct G from Gk. The notion of k-neighborhood is
described in the proof of Lemma 8.8.
To construct Gk, we dene the following, which are similar to those dened in the proof
of Lemma 8.11.
 Pathsk() = f j  2 Paths(); jj  kg.
 An equivalence relation  on Pathsk() dened by
   i  `Ir 8x ((r; x)! (r; x)):
It should be noted that by Commutativity in Ir,  `Ir 8x ((r; x) ! (r; x)) i
 `Ir 8x ((r; x)! (r; x)).
 b denoting the equivalence class of  with respect to .
 A = fb j  2 Pathsk()g.
 type(b) = type(), where type() is the type of path  determined by . This is
well-dened since if  and  are in the same equivalence class, then by the denition
of Pw(), type() = type().
Using these notions, we dene Gk = (jGkj; r
Gk ; EGk ; RGk) as follows.
 For each b 2 A, let o(b) be a distinct node and let jGkj = fo(b) j b 2 Ag.
 Let rGk = o(b).
 For each  2 T (), let RGk = fo(b) j b 2 A; type(b) = g.
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 For each o(b), if type(b) = [l1 : 1; : : : ; ln : n] (or type(b) is some class C 2 C
and (C) = [l1 : 1; : : : ; ln : n]), and there is  2 b with jj < k, then for each
i 2 [1; n], let Gk j= li(o(b); o(d  li)). Note that this is well-dened by Transitivity
and Right-congruence in Ir.
Based on Gk, we dene G as follows. For each  2 T (), let o() be a distinct node. Let
G = (jGj; rG; EG; RG), where
 jGj = jGkj [ fo() j  2 T ()g;
 rG = rGk ;
 for each  2 T (), RG = R
Gk
 [ fo()g;
 for each l 2 E(), if Gk j= l(o; o
0), then G j= l(o; o0). Moreover,
{ for each o(b) 2 jGkj, if type(b) = [l1 : 1; :::; ln : n] (or type(b) is some class
C 2 C and (C) = [l1 : 1; : : : ; ln : n]), and for some i 2 [1; n], o(b) does not
have any outgoing edge labeled with li, then let G j= li(o(b); o(i));
{ for each type  2 T (), if  = [l1 : 1; :::; ln : n] (or  is some class C 2 C and
(C) = [l1 : 1; : : : ; ln : n]), then for each i 2 [1; n], let G j= li(o(); o(i)).
We now show that G is indeed the structure described in Claim 1.
1. G 2 Uf ().
As in the proof of Lemma 8.11, it is easy to verify that jGj is nite and G j= ().
2. G j= .
We rst show the following claim.
Claim 2: For every  2 Pathsk(), G j= (rG; o(b)).
As an immediate result of Claim 2 and Lemma 8.19, o(b) is the unique node in G such
that G j= (rG; o(b)).
We show Claim 2 by induction on jj.
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Base case:  = .
Recall that rG = o(b). Obviously, G j= (rG; o(b)).
Inductive step: Assume Claim 2 for . We next show that Claim 2 also holds for   l,
where   l 2 Pathsk().
By the induction hypothesis, G j= (rG; o(b)). Since   l 2 Pathsk(), j  lj  k. Hence
jj < k. By  2 b and the denition of G, we have
G j= (rG; o(b)) ^ l(o(b); o(d  l)):
That is, G j=   l(rG; o(d  l)).
Hence Claim 2 holds.
Using Claim 2, we show G j= .
Suppose, for reductio, that there is  2  such that G j= : . Then we show that the
assumption leads to a contradiction.
If  is a forward constraint 8x ((r; x)! 8 y ((x; y)! (x; y))), then there are a; b 2 jGj
such that
G j= (rG; a) ^ (a; b) ^ :(a; b):
Thus by Lemma 8.19 and Claim 2, we have a = o(b) and b = o(d  ). By Forward-to-word
in Ir, we have
      :
Therefore, again by Claim 2, we have G j=   (rG; o(d  )). By Lemma 8.19, we have
G j= (o(b); o(d  )):
This contradicts the assumption.
If  is a backward constraint 8x ((r; x) ! 8 y ((x; y) ! (y; x))), then there are
a; b 2 jGj such that
G j= (rG; a) ^ (a; b) ^ :(b; a):
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Again by Lemma 8.19 and Claim 2, we have a = o(b) and b = o(d  ). By Backward-to-
word in Ir, we have
      :
Therefore, again by Claim 2, we have G j=     (rG; o(b)). By Lemma 8.19, we have
G j= (o(d  ); o(b)):
This again contradicts the assumption.
Thus G j=  . Hence G j= .
3. G has the property described by (2) of Claim 1.
Let  be a path such that jj  k   jpf(')  lt(')j.
If G j= 8x (pf(')(r; x)! 8 y (lt(')(x; y)! (x; y))), then by Lemma 8.20,
G j= 8x (pf(')  lt(')(r; x)! pf(')  (r; x)):
By Claim 2 and Lemma 8.19, we have
G j= pf(')  (rG; o( dpf(')  lt(')));
and moreover,
pf(')  lt(')  pf(')  :
Thus by the denition of  and Commutativity in Ir, we have
 `Ir 8x (pf(')  lt(')(r; x)! pf(')  (r; x)):
By Word-to-forward in Ir, we have
 `Ir 8x (pf(')(r; x)! 8 y (lt(')(x; y)! (x; y))):
If G j= 8x (pf(')(r; x)! 8 y (lt(')(x; y)! (y; x))), then by Lemma 8.21, we have
G j= 8x (pf(')(r; x)! pf(')  lt(')  (r; x)):
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By Claim 2 and lemma 8.19, we have
G j= pf(')  lt(')  (rG; o( dpf(')));
and moreover,
pf(')  pf(')  lt(')  :
Thus by the denition of  and Commutativity in Ir, we have
 `Ir 8x (pf(')(r; x)! pf(')  lt(')  (r; x)):
By Word-to-backward in Ir, we have
 `Ir 8x (pf(')(r; x)! 8 y (lt(')(x; y)! (y; x))):
Thus when all the base types in T () have innite domains, Claim 1 holds. As in the
proof of Lemma 8.11, when some base types in T () have nite domains, the argument
above can be modied slightly to establish Claim 1 in this case.
This completes the proof of Claim 1, and therefore, the proof of Theorem 8.18.
8.3.2 An algorithm
Next, we present an algorithm for testing path constraint implication in the context ofM.
Let  be a schema in M. Similar to Algorithm 6.2, this algorithm takes as input a nite
subset  of Pc() and a path  in Paths(). It computes a pseudo model G of  having
the following properties: G j=  and there are a; b 2 jGj such that G j= (rG; a)^(a; b).
In addition, for any path ,
G j= (a; b) i  `Ir 8x ((r; x)! 8 y ((x; y)! (x; y)));
G j= (b; a) i  `Ir 8x ((r; x)! 8 y ((x; y)! (y; x))):
By Theorem 8.18, this algorithm can be used for testing implication and nite implication
of constraints of Pc().
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Before we present the algorithm, we rst dene the following. Let  be a schema in M,
 be a nite subset of Pc() and    2 Paths(). We dene
Pts(;   ) = f  g [
fpf( )  lt( ); pf( )  rt( ) j  2 ;  is of the forward formg [
fpf( )  lt( )  rt( ) j  2 ;  is of the backward formg;
CloP ts(;   ) = f j % 2 Pts();  p %g:
Here  p % denotes that  is a prex of %.
Using these notions, we give the algorithm (Algorithm 8.1) in Table 8.1. The procedure
merge(a; b) used in Algorithm 8.1 is given in Table 8.2.
The following should be noted about Algorithm 8.1.
Remark 1: Algorithm 8.1 is independent of any particular schema. Although it is required
that input constraints and path are dened over some schema in M, no particular infor-
mation about the schema is used by the algorithm. As a result, this algorithm can be used
in the context of any schema in M.
Remark 2: Let  be a schema in M, and an input of the algorithm be a nite subset 
of Pc() and a path    2 Paths(). Then the structure G computed by the algorithm
may not be in U(). However, G can be naturally extended to a structure H 2 Uf (), as
follows. Let H = (jHj; rH ; EH ; RH), where
 jHj = jGj [ fo() j  2 T (); o() is a distinct nodeg;
 rH = rG;
 for each  2 T (),
RH = fo()g [ fo j o 2 jGj;  2 Paths(); type() = ; G j= (r
G; o)g;
 for each l 2 E(), if G j= l(o; o0), then H j= l(o; o0). Moreover,
{ for each o 2 jGj, if there exists path  2 Paths() such that G j= (rG; o) and
type() = [l1 : 1; :::; ln : n] (or type() is some class C in C and moreover,
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Algorithm 8.1:
Input: a nite subset  of Pc() and a path    2 Paths()
Output: the structure G described above
1. E := the set of edge labels appearing in either    or some path in constraints of ;
2. Rules := ;
3. G := (jGj; rG; EG ), where
 jGj = fo() j  2 CloP ts(;   ); o() is a distinct nodeg,
 rG = o(),
 EG is populated such that G j= l(o(); o(%)) i % =   l;
4. for each  2  do:
(1) if  = 8x ((r; x)! 8 y (%(x; y)! (x; y))) then
(i) Rules := Rules n f8x ((r; x)! 8 y (%(x; y)! (x; y)))g;
(ii) merge(o%; o),
where o%; o 2 jGj such that G j=   %(r
G; o%) ^   (r
G; o);
(2) if  = 8x ((r; x)! 8 y (%(x; y)! (y; x))) then
(i) Rules := Rules n f8x ((r; x)! 8 y (%(x; y)! (y; x)))g;
(ii) merge(o; o%),
where o; o% 2 jGj such that G j= (r
G; o) ^   %  (r
G; o%);
5. output G.
Table 8.1: An algorithm for testing path constraint implication in M
procedure merge(a; b)
1. for each o 2 jGj do
if there is l 2 EG such that G j= l(o; b) then
(1) delete from EG the edge labeled l from o to b;
(2) add to EG an edge labeled l from o to a;
2. for each l 2 E do
if there are oa; ob 2 jGj such that G j= l(b; ob) ^ l(a; oa) and oa 6= ob then
(1) delete from EG the edge labeled l from b to ob;
(2) add to EG an edge labeled l from a to ob;
(3) merge(oa; ob);
3. jGj := jGj n fbg;
Table 8.2: Procedure merge used in Algorithm 8.1
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(C) = [l1 : 1; : : : ; ln : n]), and in addition, for some i 2 [1; n], o does not have
an outgoing edge labeled li, then let H j= li(o; o(i));
{ for each type  2 T (), if  = [l1 : 1; :::; ln : n] (or  is some class C 2 C and
(C) = [l1 : 1; : : : ; ln : n]), then for each i 2 [1; n], let H j= li(o(); o(i)).
It is easy to verify that H 2 U() as long as   Pc() and   2 Paths(). In addition,
it is easy to verify that H is nite, and therefore, H 2 Uf ().
We call the structure H dened above the extension of G with respect to .
Remark 3: The rationale behind the procedure merge is Commutativity, Transitivity and
Right-congruence in Ir.
Remark 4: The rationale behind step 4 (1) (i) and 4 (2) (i) of Algorithm 8.1 is Lemma 8.19.
Let  be a schema inM and G 2 U(). For any path  2 Paths(), there exists a unique
o 2 jGj such that G j= (rG; o). As a result, every constraint in  is applied only once by
the algorithm. It is because of this property that Algorithm 8.1 has low complexity.
Next, we analyze the complexity of the algorithm. Let nE be the cardinality of E, nC
the cardinality of CloP ts(;   ), nG the size of jGj, n the length of  and   , and n
the cardinality of . Then the following should be noted.
 nE  n, nC  n, nG  n and n  n.
 Step 4 is executed n times.
 Testing whether G j= (rG; o) in step 4 can be done in at most O(nG jj) time.
Therefore, it can be done in O(n2) time. By using appropriate data structure, e.g.,
(variable length) array indexed by edge labels in E, this can be done in O(jj) time,
i.e., O(n) time.
 The procedure merge is executed at most nG times. Each step takes O(nE nG) time.
Hence the total cost of executing merge is O(n2G nE), i.e., O(n
3). Again, by using
appropriate data structure, this can be done in O(n2) time.
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Therefore, Algorithm 8.1 runs in O(n3) time. In addition, when implemented using ap-
propriate data structures, this algorithm runs in O(n2) time.
The proposition below shows that Algorithm 8.1 is correct.
Proposition 8.22: Let  be a schema in M. Given a nite subset  of Pc() and path
   2 Paths(), Algorithm 8.1 computes a structure G having the following property:
G j= , and there are a; b 2 jGj such that G j= (rG; a) ^ (a; b). In addition, for any
path ,
G j= (a; b) i  `Ir 8x ((r; x)! 8 y ((x; y)! (x; y)));
G j= (b; a) i  `Ir 8x ((r; x)! 8 y ((x; y)! (y; x))):
Proof: Step 4 of Algorithm 8.1 ensures that G j= , because of Lemma 8.19. In addition,
step 3 ensures that there are a; b 2 jGj, such that G j= (rG; a) ^ (a; b). Let H denote
the extension of G with respect to . Then it is easy to verify that H j= (rG; a)^(a; b)
and H j= . Thus if  `Ir 8x ((r; x)! 8 y ((x; y)! (x; y))), then by Theorem 8.18,
H j= (a; b). By the denition of H, it is easy to verify that
G j= (a; b):
Similarly, if  `Ir 8x ((r; x) ! 8 y ((x; y) ! (y; x))), then H j= (b; a). Again by
the denition of H, it is easy to verify that
G j= (b; a):
Conversely, by a straightforward induction on the number of steps in the construction of G
by the algorithm, it can be shown that for all paths  and %, if there exists a node o 2 jGj
such that G j= (rG; o) ^ %(rG; o), then  `Ir 8x ((r; x) ! %(r; x)). Indeed, each step
of the construction in fact corresponds to applications of some rules in Ir. For example,
step 4 (1) corresponds to an application of Forward-to-word, step 4 (2) corresponds to an
application of Backward-to-word, and merge corresponds to applications of Transitivity,
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Right-congruence and Commutativity in Ir. As a result, if G j= (a; b), then by Word-to-
forward in Ir, it can be veried that
 `Ir 8x ((r; x)! 8 y ((x; y)! (x; y))):
Similarly, if G j= (b; a), then by Word-to-backward in Ir, it can be veried that
 `Ir 8x ((r; x)! 8 y ((x; y)! (y; x))):
From Proposition 8.22, Algorithm 8.1 and Theorem 8.18, Theorem 8.17 follows immedi-
ately.
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Chapter 9
Interaction between Path and Type Constraints
This chapter investigates the interaction between path constraints and type constraints.
It shows that in general, results on path constraint implication developed in the context of
semistructured data may no longer hold when a type is imposed on the data. The presence
of types may in some cases simplify reasoning about path constraints, and in other cases
make it harder. To demonstrate this, two fragments of the path constraint language Pc
and their associated implication and nite implication problems are investigated:
 Two restricted implication problems associated with path constraints of Pc are iden-
tied in Section 9.1, referred to as EIPs (extended implication and nite implication
problems for word constraints) and PBIPs (prex bounded implication and nite
implication problems for path constraints), respectively.
 On the one hand, Section 9.2 shows that in the context of the semistructured data
model SM, EIPs are undecidable, but in the context of the object-oriented model
M, these problems become decidable in cubic-time.
 On the other hand, Section 9.3 shows that in SM, PBIPs are decidable in PTIME,
but in the context of the object-oriented models M+ and M+f , these problems be-
come undecidable.
9.1 Restricted implication problems: EIPs and PBIPs
The aim of Chapter 9 is to demonstrate the impact of type constraints on path constraint
implication. In the last chapter, we have shown that some undecidability results estab-
lished in the context of semistructured data break down in the presence of types. More
specically, the implication and nite implication problems for Pc are undecidable in the
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semistructured data model SM (Theorem 4.1). However, although these problems remain
undecidable in the context of the object-oriented models M+f and M
+ (Theorems 8.1
and 8.13), they become decidable in cubic-time in the object-oriented model M (Theo-
rem 8.17). In this chapter, we show that these results also hold on a fragment of Pc, whose
associated implication and nite implication problems are referred to as EIPs (extended
implication and nite implication problems for Pw).
One is tempted to think that adding type to data simplies reasoning about path con-
straints, as demonstrated above. However, this is not always the case. In this chapter, we
show that some decidability results established in the context of semistructured data also
break down when a type is imposed on the data. More specically, we identify another
fragment of Pc, whose associated implication and nite implication problems are referred
to as PBIPs (prex bounded implication and nite implication problems for Pc). We show
that PBIPs are decidable in PTIME in the semistructured data model SM, but become
undecidable in the object-oriented models M+f and M
+.
This section describes these two fragments and their associated implication and nite
implication problems.
9.1.1 The extended implication problems for Pw
Recall the class of word constraints, Pw, described in Chapter 2, and the prex extension
function  dened in Denition 5.3. Given a constraint ' 2 Pw:
8x ((r; x)! (r; x))
and a path , the function  extends ' with prex  as follows:
('; ) = 8x ((r; x) ! 8 y ((x; y)! (x; y))):
Using Pw and , below we dene a fragment of Pc:
Denition 9.1: Let  be a path. The extension of Pw with prex  is dened to be
Pw() = Pw [ f('; ) j ' 2 Pwg:
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We use Pw to denote the set f('; ) j ' 2 Pwg.
Obviously, Pw() is a mild generalization of Pw.
The driving force behind the interest in Pw() is its ability to express extent and local
extent constraints. As demonstrated in Chapter 1, Pw is capable of expressing extent
constraints, which are important integrity constraints commonly arise in practice. As
illustrated in Section 5.1, in general, when represented in a global environment, extent
constraints in a local database are augmented with some common prex . These local
extent constraints are represented as constraints in Pw .
As an example, consider the XML document given in Chapter 1. Suppose this document
is the bibliography of the library at University of Pennsylvania. This bibliography can be
viewed as a database, as depicted in Figure 1.2. Let us refer to this database as Penn-bib.
The following constraints of Pw express extent constraints on Penn-bib:
'1 = 8x (book  author(r; x)! person(r; x))
'2 = 8x (person  wrote(r; x)! book(r; x))
' = 8x (book  author  wrote(r; x)! person(r; x))
It is natural to expect that Penn-bib has links to external resources, e.g., bibliographies
at MIT, Warner and O'Reilly. In XLink (XML Link language [63]), these links can be
specied by:
<external xml: link = "external" inline = "false" >
<locator href = "MIT" />
<locator href = "Warner" />
<locator href = "O'Reilly" />
</external>
Each of these external bibliographies can also be treated as a database of the form depicted
in Figure 1.2. These databases are local databases of Penn-bib. In our graph representation,
there are edges emanating from the root node of Penn-bib that are labeled with MIT,
Warner, O'Reilly, and lead to these local databases. It is natural to expect the extent
constraints above to hold on these local databases. For example, we want the following
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constraints to hold on the MIT database:
1 = 8x (MIT (r; x)! 8 y (book  author(x; y)! person(x; y)))
2 = 8x (MIT (r; x)! 8 y (person  wrote(x; y)! book(x; y)))
 = 8x (MIT (r; x)! 8 y (book  author  wrote(x; y)! person(x; y)))
These constraints are called local extent constraints. It should be noted that '1, '2, ',
1, 2 and  are in Pw(MIT ).
Next, we describe the implication and nite implication problems associated with Pw().
Denition 9.2: In the context of the semistructured data model SM, the extended (nite)
implication problem for word constraints (Pw) is the problem of determining, given any
nite subset [ f'g of Pw(), where  is a path, whether  j= ' ( j=f '), i.e., whether
all the (nite) -structures that satisfy  are also models of '.
We use the abbreviation EIPs to refer to these problems.
For example, let  be the set consisting of '1, '2, 1, 2 and  given above. The question
whether  j= ' ( j=f ') is an instance of the extended (nite) implication problem for
Pw.
In the context of structured data, EIPs can be dened similarly.
Denition 9.3: Let  be a schema in M+f and  be a path in Paths(). The extension
of Pw() with prex  is dened to be
Pw(; ) = Pw() [ f('; ) j ' 2 Pw(); ('; ) 2 Pc()g:
We use Pw () to denote the set f('; ) j ' 2 Pw(); ('; ) 2 Pc()g.
Denition 9.4: In the context of M+f , the extended (nite) implication problem for word
constraints (Pw) is the problem of determining, given any schema  inM
+
f and any nite
subset  [ f'g of Pw(; ), where  2 Paths(), whether  j= ' ( j=(f;) '), i.e.,
whether for any G 2 U() (G 2 Uf ()), if G j=  then G j= '.
In the same way, Pw(; ) and EIPs can be dened in the context of M
+ and M.
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9.1.2 The prex bounded implication problems for Pc
Next, we introduce another fragment of Pc.
Denition 9.5: Let  be a path and K a binary relation symbol. A constraint ' of Pc is
said to be bounded by  and K if it is of the form
8x ( K(r; x)! 8 y ((x; y)! (x; y)));
where  6=  and K 6p  (i.e., K is not a prex of ).
A subset  of Pc with prex bounded by  and K is a nite subset of Pc such that for each
' 2 , either ' is bounded by  and K, or for some path 0, pf(') =   0 and K 6p 
0.
In addition, if 0 = , then ' is of the form
8x ((r; x) ! 8 y ((x; y)! K(x; y))):
Denition 9.6: In the context of the semistructured data model SM, the prex bounded
(nite) implication problem for path constraints (Pc) is the problem of determining, given
any nite subset  [ f'g of Pc with prex bounded by  and K, where  is a path, K is
a binary relation symbol and ' is bounded by  and K, whether  j= ' ( j=f ').
We use the abbreviation PBIPs to refer to these problems.
As an example, consider the set consisting of 1, 2,  given above and the following:
 1 = 8x (Warner(r; x)! 8 y (book  author(x; y)! person(x; y)))
 2 = 8x (Warner(r; x)! 8 y (person  wrote(x; y)! book(x; y)))
 01 = 8x (O
0Reilly(r; x)! 8 y (book  author(x; y)! person(x; y)))
 02 = 8x (O
0Reilly(r; x)! 8 y (person  wrote(x; y)! book(x; y)))
Then this set can be viewed as a subset of Pc with prex bounded by the empty path 
and MIT . In particular, 1, 2 and  are constraints bounded by  and MIT . Let  be
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the set f1; 2;  1;  2;  
0
1;  
0
2g. The question whether  j=  ( j=f ) is an instance of
the prex bounded (nite) implication problem for Pc.
Intuitively, PBIPs describe implication and nite implication of certain local extent con-
straints. More specically, let DB be a database and DBl be a local database of DB
which is connected to DB by path  K. Constraints bounded by  and K can be viewed
as local extent constraints on DBl. A subset  of Pc with prex bounded by  and K
consists of such local extent constraints and constraints on other local databases connected
to DB by some path   0, where K 6p 
0. It can be partitioned into 1 and 2, where
1 consists of local extent constraints on DBl, and 2 contains constraints on other local
databases. PBIPs study implication and nite implication of local extent constraints on
DBl (i.e., 1) in the presence of constraints on other local database (i.e., 2).
In the context of structured data, PBIPs can also be dened.
Denition 9.7: Let  be a schema in M+f ,  2 Paths() and K 2 E(). A constraint
' of Pc() is said to be bounded by  and K if it is of the form
8x ( K(r; x)! 8 y ((x; y)! (x; y)));
where  6=  and K 6p .
A subset  of Pc() with prex bounded by  and K is a nite subset of Pc() such that
for each ' 2 , either ' is bounded by  and K, or for some path 0 over , pf(') =  0
and K 6p 
0. In addition, if 0 = , then ' is of the form
8x ((r; x) ! 8 y ((x; y)! K(x; y))):
Denition 9.8: In the context ofM+f , the prex bounded (nite) implication problem for
path constraints (Pc) is the problem of determining, given any schema  in M
+
f and any
nite subset  [ f'g of Pc() with prex bounded by  and K, where  2 Paths(),
K 2 E() and ' is bounded by  and K, whether  j= ' ( j=(f;) ').
In the same way, PBIPs can be dened in the context of M+ and M.
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9.2 Undecidability and decidability of EIPs
This section investigates EIPs (the extended implication and nite implication problems
for word constraints). The main results of this section are the following.
1. In the context of the semistructured data model SM, EIPs are undecidable.
2. In contrast, in the context of the object-oriented data model M, EIPs are decidable
in cubic-time.
3. In the context of M+f , EIPs remain undecidable.
4. In the context of M+, these problems are also undecidable.
9.2.1 The undecidability of EIPs in the context of SM
We begin by establishing the undecidability of the extended implication and nite impli-
cation problems for word constraints in the context of SM.
Theorem 9.1: In the context of the semistructured data model SM, the extended im-
plication and nite implication problems for word constraints are undecidable.
In fact, we show that these undecidability results also hold for a special case of the extended
(nite) implication problem, dened as follows.
Denition 9.9: In the context of SM, the unit extended (nite) implication problem for
word constraints is the problem of determining, given any nite subset [ f'g of Pw(K),
where K 2 E (E is the set of binary relation symbols in signature ), whether  j= '
( j=f ').
For the unit extended (nite) implication problem for word constraints, we have the fol-
lowing theorem, from which Theorem 9.1 follows immediately.
Theorem 9.2: In the context of SM, the unit extended implication and nite implication
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problems for word constraints are undecidable.
These theorems strengthen the undecidability results established in Chapter 4 by providing
an undecidability fragment of Pc smaller than P+ and Pf , which are the two undecidable
sublanguages studied in Chapter 4.
These new undecidability results are rather surprising. As shown by [9], in SM the
implication and nite implication problems for Pw are decidable in PTIME. As a result,
by Theorem 5.11, it can be shown that for any path , the implication and nite implication
problems for Pw are also decidable in PTIME. However, Theorem 9.1 shows that Pw(),
which is Pw [ P

w , possesses undecidable implication and nite implication problems.
We prove Theorem 9.2 by reduction from the word problem for (nite) monoids. Recall the
word problem described in Section 6.4. We rst present an encoding of the word problem
for (nite) monoids in terms of the unit extended (nite) implication problem for word
constraints, and then show that the encoding is indeed a reduction.
Let  0 be a nite alphabet and 0 be a nite set of equations (over  0). Without loss of
generality, assume
 0 = flj j j 2 [1;m]; li 6= lj if i 6= jg;
0 = f(i; i) j i; i 2  

0; i 2 [1; n]g:
Then we dene a rst-order logic signature
0 = (r;  0 [ fKg);
where K 62  0, r is a constant symbol, and  0 [ fKg is a set of binary relation symbols.
Note here that each symbol in  0 is a binary relation symbol in 0. Therefore, every 
in  0 can be represented as a path formula, also denoted by . In addition, we use  to
denote the concatenation operator for both paths and strings.
We encode 0 in terms of 1  Pw and 2  P
K
w .
1. 1 consists of the following constraints:
8x ((r; x) ! K(r; x))
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8x (K  lj(r; x) ! K(r; x))
for every j 2 [1;m].
2. 2 consists of the following constraints:
8x (K(r; x) ! 8 y (i(x; y)! i(x; y)))
8x (K(r; x) ! 8 y (i(x; y)! i(x; y)))
for every (i; i) 2 0.
Let (; ) be a test equation, where  and  are arbitrary strings in  0. We encode such
a pair of strings with a pair of constraints in Pw:
'(;) = 8x ((r; x) ! (r; x))
'(;) = 8x ((r; x)! (r; x))
We reduce the word problem for monoids to the problem of determining whether
1 [ 2 j= '(;) ^ '(;);
and analogously, reduce the word problem for nite monoids to the problem of determining
whether
1 [ 2 j=f '(;) ^ '(;):
Before we show that this encoding is indeed a reduction, we rst present a basic property
of 1.
Lemma 9.3: For every 0-structure G, if G j= 1, then for every  2  

0 and o 2 jGj such
that G j= (rG; o), we have
G j= K(rG; o):
In addition, for all o; o0 2 jGj such that G j= K(rG; o0) ^ (o0; o), we have
G j= K(rG; o):
Proof: By a straightforward induction on jj.
213
Next, we show that the encoding given above is indeed a reduction from the word problem
for (nite) monoids. It suces to show the following lemma.
Lemma 9.4: In the context of SM, for all  and  in  0,
0 j= (; ) i 1 [ 2 j= 8x ((r; x) ! (r; x)) ^ 8x ((r; x) ! (r; x)), (a)
0 j=f (; ) i 1 [ 2 j=f 8x ((r; x)! (r; x)) ^ 8x ((r; x)! (r; x)). (b)
Proof: We prove (b) only. The proof of (a) is similar and simpler.
The argument is similar to the proof of Theorem 6.19.
(if ) Suppose that 0 6j=f (; ). Then we show that 1 [2 6j=f 8x ((r; x)! (r; x)).
That is, we show that there exists a nite 0-structure G, such that G j= 1 [ 2 but
G 6j= 8x ((r; x)! (r; x)).
To do this, we rst dene some notations. By 0 6j=f (; ), there exist a nite monoid
(M; ; 1) and a homomorphism h :  0 ! M such that for every i 2 [1; n], h(i) = h(i),
but h() 6= h(). Based on M and h, we dene an equivalence relation  on  0 as follows:
  % i h() = h(%):
For every  2  0, let b be the equivalence class of  with respect to . Let
C0 = fb j  2  0g:
Using these notations, we construct a structure G = (jGj; rG; EG) as follows.
(1) jGj.
For each b 2 C0 , let o(b) be a distinct node. Then we dene
jGj = fo(b) j b 2 C0g:
(2) rG = o(b).
(3) The binary relations are populated as follows: For each b 2 C0 , let G j= K(o(b); o(b)).
In addition, for each j 2 [1;m], let G j= lj(o(b); o(d  lj)).
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Figure 9.1: The structure G in the proof of Lemma 9.4
The structure G is shown in Figure 9.1. Obviously, G is not a deterministic structure.
By the construction of G, it is easy to see that for every  2  0 and j 2 [1;m], o(
d  lj) is
the unique node such that G j= lj(o(b); o(d  lj)). This is because h is a homomorphism,
and as a result, if 1  2, then
h(1  lj) = h(1)  h(lj)
= h(2)  h(lj)
= h(2  lj):
Using this property of G, it is also easy to verify the following claims.
Claim 1: G is nite.
To show this, it is sucient to show that C0 is nite. Consider a function f : C0 !M
dened by f : b 7! h(). Clearly, f is well-dened, total and injective. Therefore, because
M is nite, C0 is also nite.
Claim 2: G j= 1.
This is immediate from the construction of G.
Claim 3: G j= 2.
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First, by assumption, i  i for every i 2 [1; n]. In addition, for every  2  

0,
h(  i) = h(  i);
because h is a homomorphism. Therefore,   i    i. That is,
d  i = d  i:
Second, by the construction of G, for any o 2 jGj, o = o(b) for some  2  0. Moreover, by
the property of G described above, for each % 2  0, it can be shown by a straightforward
induction on j%j that there is a unique o0 2 jGj, such that G j= %(o(b); o0). In addition,
o0 = o(d  %). Therefore, for each o(b) such that G j= K(o(b); o(b)), o( d  i) is the unique
node in jGj such that
G j= i(o(b); o( d  i)):
Similarly, we have G j= i(o(b); o( d  i)). By o( d  i) = o( d  i), we have
G j= i(o(b); o( d  i)):
Therefore, for each i 2 [1; n], G j= 8x (K(r; x) ! 8 y (i(x; y) ! i(x; y))). Similarly, it
can be shown that G j= 8x (K(r; x)! 8 y (i(x; y)! i(x; y))). Therefore, G j= 2.
Claim 4: G 6j= 8x ((r; x)! (r; x)).
As in Claim 3, we can show that
G j= (o(b); o(b));
G j= (o(b); o(b)):
In addition, o(b) is the unique node in jGj such that G j= (o(b); o(b)). By assumption,
we have  6 . Thus b 6= b. Hence o(b) 6= o(b). Therefore,
G j= (o(b); o(b)) ^ :(o(b); o(b)):
That is, G 6j= 8x ((r; x)! (r; x)).
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(only if ) Suppose that 1 [ 2 6j=f 8x ((r; x) ! (r; x)) ^ 8x ((r; x) ! (r; x)).
We show that 0 6j=f (; ). More specically, we dene a nite monoid (M; ; 1) and a
homomorphism h :  0 !M such that for every i 2 [1; n], h(i) = h(i), but h() 6= h().
To do this, we dene another equivalence relation on  0. By assumption, there exists a
nite 0-structure G, such that G j= 1 [ 2, but
G 6j= 8x ((r; x) ! (r; x)) ^ 8x ((r; x)! (r; x)):
Without loss of generality, assume that there is o 2 jGj such that
G j= (rG; o) ^ :(rG; o):
Based on G, we dene an equivalence relation  on  0 as follows:
  % i G j= 8x(K(r; x)! 8 y ((x; y)! %(x; y))) ^
8x (K(r; x)! 8 y (%(x; y)! (x; y))):
Then by G j= 2, for every i 2 [1; n], i  i. By G j= 1, G j= K(r
G; rG). In addition, by
G j= (rG; o)^:(rG; o), we have G 6j= 8x (K(r; x)! 8 y ((x; y)! (x; y))). Therefore,
 6 .
For every  2  0, let [] denote the equivalence class of  with respect to . Then clearly,
for every i 2 [1; n], [i] = [i]. However, [] 6= [].
Using the notion of , we dene
M = f[] j  2  0g:
An important property of M is described as follows.
Claim 5: M is nite.
To show this, for every  2  0, let
S = f(a; b) j a; b 2 jGj; G j= K(r
G; a) ^ (a; b)g:
In addition, let
SG = fS j  2  

0g:
217
Since S  jGj  jGj and jGj is nite, SG is nite. Moreover, it is easy to verify the
following:
Fact: For all ; % 2  0,   % i S = S%.
To see that the fact holds, rst assume that   %. Then for each (a; b) 2 S, by the
denition of S, we have
G j= K(rG; a) ^ (a; b):
By the denition of  and the assumption that   %, we have
G j= K(rG; a) ^ %(a; b):
Hence (a; b) 2 S%. Therefore, S  S%. Similarly, it can be shown that S%  S. Hence
S = S%:
Conversely, assume that S = S%. Suppose, for reductio, that  6 %. Without loss
of generality, assume that G 6j= 8x(K(r; x) ! 8 y ((x; y) ! %(x; y))). Then there exist
a; b 2 jGj, such that G j= K(rG; a)^(a; b)^:%(a; b). That is, (a; b) 2 S but (a; b) 62 S%.
Hence S 6= S%. This contradicts the assumption. Therefore, the fact holds.
Next, consider a function g :M ! SG dened by
g : [] 7! S:
Using the fact above, it is easy to see that g is well-dened, total and injective. Therefore,
because SG is nite, M is also nite.
Next, we dene a binary operation  on M by
[]  [%] = [  %]:
It is easy to verify the following claims.
Claim 6:  is well-dened.
To see this, for all 1; 2; %1; %2 2  

0 such that 1  2 and %1  %2, we show that
1  %1  2  %2:
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To do this, consider all o; o1 2 jGj such that
G j= K(rG; o) ^ 1  %1(o; o1):
Clearly, there exists o0 2 jGj such that
G j= 1(o; o
0) ^ %1(o
0; o1):
By 1  2, we have G j= 2(o; o
0). By Lemma 9.3 and G j= K(rG; o)^ 1(o; o
0), we have
G j= K(rG; o0):
Thus by %1  %2, we also have G j= %2(o
0; o1). Hence G j= 2  %2(o; o1). Therefore,
G j= 8x (K(r; x)! 8 y (1  %1(x; y)! 2  %2(x; y))):
Similarly, we can show that
G j= 8x (K(r; x)! 8 y (2  %2(x; y)! 1  %1(x; y))):
Therefore, 1  %1  2  %2.
Claim 7:  is associative.
This is because for all []; [%]; [] 2M ,
([]  [%])  [] = [  %]  []
= [  %  ]
= []  ([%  ])
= []  ([%]  []):
Claim 8: [] is the identity for . This is because for any [] 2M ,
[]  [] = [] = []  []:
These claims show that (M; ; []) is a nite monoid.
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Finally, we dene h :  0 !M by
h :  7! []:
Clearly, h is a homomorphism since h(  %) = [  %] = []  [%] = h()  h(%).
In addition, for every i 2 [1; n], by [i] = [i], h(i) = h(i). Moreover, by [] 6= [],
h() 6= h(). Therefore,
0 6j=f (; ):
This completes the proof of Lemma 9.4.
From Lemma 9.4, Theorem 9.2 follows immediately.
9.2.2 The decidability of EIPs in the context of M
In contrast to the undecidability results established above, the extended implication and
nite implication problems for word constraints are decidable in cubic-time in the context
of M. The cubic-time decidability follows from Theorem 8.17, which shows that in M,
the implication and nite implication problems for Pc are decidable in cubic-time. Because
for any schema  in M and any path  2 Paths(), Pw(; )  Pc(), the cubic-time
decidability of EIPs in M follows immediately..
9.2.3 The undecidability of EIPs in the context of M+f
Next, we show that in the context of M+f , EIPs remain undecidable.
Theorem 9.5: In the context of the object-oriented modelM+f , the extended implication
and nite implication problems for word constraints are undecidable.
The undecidability of the extended nite implication problem can also be established by
reduction from the word problem for nite monoids. In fact, the proof of Theorem 8.1
provides such a reduction. To see this, recall the schema 0 in M
+
f and the encoding 1,
2 and '(;) dened in Section 8.1. In particular,
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 1 consists of the following: for each j 2 [1;m],
8x (a(r; x) ! b  (r; x))
8x (b    lj(r; x) ! b  (r; x))
 2 consists of the following: for each j 2 [1;m],
8x (b  (r; x)! 8 y (i(x; y)! i(x; y)))
 '(;) = 8x(a  (r; x)! a  (r; x)).
Obviously, 1 [ f'(;)g  Pw(0) and 2  P
b
w (0). Hence
1 [ 2 [ f'(;)g  Pw(0; b  ):
Therefore, by Lemma 8.7, this encoding is a reduction from the word problem for nite
monoids to the extended nite implication problem for word constraints.
As a result, the undecidability of the extended implication problem for word constraints
follows from Lemma 8.8. Indeed, Lemma 8.8 shows that for any schema  in M+f and
every nite subset  [ f'g of Pc(),  j= ' i  j=(f;) '. Therefore, the extended
implication problem and the extended nite implication problem for word constraints
coincide in the context ofM+f . Thus the extended implication problem for word constraints
is also undecidable.
9.2.4 The undecidability of EIPs in the context of M+
In the context of M+, EIPs are also undecidable.
Theorem 9.6: In the context of the object-oriented modelM+, the extended implication
and nite implication problems for word constraints are undecidable.
The proof of this theorem is the same as the argument for Theorem 8.13. Recall that
Theorem 8.13 is established by reduction from the word problem for monoids and the
word problem for nite monoids. The encoding in the reduction involves constraints in
Pw(0; b  ) only. Therefore, from Lemma 8.15, Theorem 9.6 follows immediately.
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9.3 Decidability and undecidability of PBIPs
In this section, we study PBIPs (the prex bounded implication and nite implication
problems for path constraints). The main results of this section are the following.
1. In the context of the semistructured data model SM, PBIPs are decidable in PTIME.
2. In contrast, the same problems become undecidable in the context of the object-
oriented model M+.
3. In the context of the object-oriented modelM+f , these problems are also undecidable.
4. In the context of the object-oriented model M, PBIPs are decidable in cubic-time.
9.3.1 The decidability of PBIPs in the context of SM
We rst establish the decidability of the prex bounded implication and nite implication
problems for Pc in the context of SM.
Theorem 9.7: In the context of the semistructured data model SM, the prex bounded
implication and nite implication problems for path constraints are decidable in PTIME.
To simplify the proof, we consider a special case of the prex bounded (nite) implication
problem, which is dened below.
Denition 9.10: Let K be a binary relation symbol. A constraint restricted by K is a
constraint of Pc bounded by the empty path  and K.
A subset of Pc restricted by K is a nite subset of Pc with prex bounded by  and K.
Denition 9.11: In the context of SM, the simple prex bounded (nite) implication
problem for path constraints (Pc) is the problem of determining, given a subset  [ f'g
of Pc restricted by a binary relation symbol K, where ' is also restricted by K, whether
 j= ' ( j=f ').
The lemmas below allow us to consider the simple prex bounded (nite) implication
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problem for Pc only.
Lemma 9.8: In the context of SM, the prex bounded (nite) implication problem for
Pc is decidable in PTIME if the simple prex bounded (nite) implication problem for Pc
is decidable in PTIME.
Lemma 9.9: In the context of SM, the simple prex bounded implication and nite
implication problems for path constraints are decidable in PTIME.
To prove Lemma 9.8, we rst generalize the function  given in Section 9.1 as follows.
Let  be a path and ' be a constraint in Pc. Then we dene ('; ) to be
 8x (  pf(')(r; x)! 8 y (lt(')(x; y) ! rt(')(x; y))), if ' is a forward constraint, or
 8x (  pf(')(r; x)! 8 y (lt(')(x; y) ! rt(')(y; x))), if ' is a backward constraint.
For every subset  of Pc, the set f(';) j ' 2 g is called the extension of  with common
prex .
Lemma 9.8 follows from the lemma below.
Lemma 9.10: Let [ f'g be a nite subset of Pc, and  be a path. Then in the context
of SM,
 j= ' i f(; ) j  2 g j= ('; ), (a)
 j=f ' i f(; ) j  2 g j=f ('; ). (b)
Using Lemma 9.10, we prove Lemma 9.8 as follows. Let  [ f'g be a nite subset of Pc
with prex bounded by a path  and a binary relation symbol K. Then by Denition 9.5,
 [ f'g is in fact the extension of a set 0 [ f'0g of Pc with common prex , where
0 [ f'0g is a subset of Pc restricted by K. More specically,  = f(; ) j  2 
0g and
' = ('0; ). In addition, given  [ f'g,  can be determined in linear-time, and given
, 0 [ f'0g can be computed in linear-time. Thus by Lemma 9.10, if the simple prex
bounded (nite) implication problem for Pc is decidable in PTIME, then so is the prex
bounded (nite) implication problem for Pc.
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To prove Lemma 9.9, recall the following from [9].
Lemma 9.11 [9]: In the context of SM, the implication and nite implication problems
for word constraints are decidable in PTIME.
In addition, we also need the following lemma. Note that by Denition 9.5, a subset  of
Pc restricted by K can be partitioned into K and r, where
K = f' j ' 2 ; ' is restricted by Kg;
r =  n K :
We call K the critical subset of  with respect to K.
Lemma 9.12: Let  [ f'g be subset of Pc restricted by K, K be the critical subset of
 with respect to K, and ' 2 K . Let 
0
K = K n f'g. Then in the context of SM,
 j= ' i 0K j= ' (a)
 j=f ' i 
0
K j=f '. (b)
Next, we prove Lemma 9.9 by reducing the simple bounded (nite) implication problem for
Pc to the (nite) implication problem for Pw. To do this, we dene a mapping ! : Pc ! Pw
as follows: For each  2 Pc,
! :  7! 8x (lt()(r; x) ! rt()(r; x)):
Here the notations pf , lt and rt are described in Denition 2.2. It should be noted that ! is
computable in time linear in the length of . Let [f'g be a subset of Pc restricted by K,
which is partitioned into K and r as described above, and ' 2 K . Let 
0
K = K nf'g.
By Denition 9.5, all the constraints in K have the common prex K. That is, each
constraint  2 K has the form:
8x (K(r; x)! 8 y ((x; y)! %(x; y))):
Thus we have  = (!(); K). Hence by Lemmas 9.10 and 9.12, the reduction can be
given as:
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 j= ' i 0K j= ' i f!() j  2 
0
Kg j= !(')
 j=f ' i 
0
K j=f ' i f!() j  2 
0
Kg j=f !(')
Therefore, the PTIME decidability of the simple prex bounded (nite) implication prob-
lem for Pc follows from Lemma 9.11.
Finally, we prove Lemmas 9.10 and 9.12.
Proof of Lemma 9.10: The proof below is similar to the proof of Proposition 5.10. We
show (b) only. The proof of (a) is similar and simpler.
To prove (b), it is sucient to show that
V
 ^ :' has a nite model i
^
2
(; ) ^ :('; ) has a nite model.
To simplify the discussion, assume that all the constraints in  [ f'g are of the forward
form. The proof for the backward case is similar.
(if ) Suppose that
^
2
(; )^:('; ) has a nite model G = (jGj; rG; EG). Then we
construct a nite model of
V
 ^ :'. That is, we construct a nite -structure H such
that H j=
V
 ^ :'. Here  is the signature dened in Section 2.1.
Since G j= :('; ), i.e.,
G j= 9x y (  pf(')(rG; x) ^ lt(')(x; y) ^ :rt(')(x; y));
there exist a; b; c 2 jGj, such that
G j= (rG; a) ^ pf(')(a; b) ^ lt(')(b; c) ^ :rt(')(b; c):
Let m = maxfjpf()j + jlt()j; jpf()j + jrt()j j  2  [ f'gg + 1. Then using a, m
and G, we dene H = (jHj; rH ; EH) as follows.
 jHj = fo j o 2 jGj; G j= (a; o);  is a path and jj  mg.
 rH = a.
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 For every K 2 E and all o; o0 2 jHj, H j= K(o; o0) i G j= K(o; o0). Here E is the
set of binary relation symbols in .
It is easy to verify the following.
(1) H is nite. This is because jGj is nite and jHj  jGj.
(2) H j= :'.
Since jpf(')j + jlt(')j < m, we have that b 2 jHj and c 2 jHj. Thus by the denition of
H, we have
H j= pf(')(a; b) ^ lt(')(b; c) ^ :rt(')(b; c):
That is, H j= :'.
(3) H j= .
We show this by reductio. Suppose that there exists  2 , such that H j= :. Then
there exist d; e 2 jHj, such that
H j= pf()(a; d) ^ lt()(d; e) ^ :rt()(d; e):
Since jpf()j+ jlt()j < m and jpf()j+ jrt()j < m, by the denition of H, we have that
G j= (rG; a) ^ pf()(a; d) ^ lt()(d; e) ^ :rt()(d; e):
That is, G j= :(; ). This contradicts the assumption that G j= f(; ) j  2 g.
(only if ) Suppose that
V
 ^ :' has a nite model G = (jGj; rG; EG). Then we show
that
^
2
(; ) ^ :('; ) has a nite model H = (jHj; rH ; EH), as follows. Let
L = f j  is a path,  p g:
Here  p  denotes that  is a proper prex of , as described in Chapter 2. For each
 2 L, let c be a distinct node not in jGj. Let
 jHj = jGj [ fc j  2 Lg;
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 rH = c;
 For all a; b 2 jHj and each K 2 E, H j= K(a; b) i one of the following conditions is
satised:
{ there exists  2 L, such that a = c and b = cK and  K 2 L; or
{ there exists  2 L, such that  =  K and a = c and b = r
G; or
{ a; b 2 jGj and G j= K(a; b).
It is easy to verify the following.
(1) H is nite. This is because both jGj and L are nite.
(2) H j= :('; ).
To show this, we rst observe the following simple facts, which are immediate from the
construction of H.
Fact 1: rG is the unique node in jHj such that H j= (c; r
G). In addition, for all
; % 2 L and K 2 E,
H j= K(c; c%) i % =  K:
Fact 2: For each  2 L, K 2 E and each a 2 jGj n fr
Gg, we have
H j= :K(c; a) ^ :K(a; c):
In addition, if  6=  K, then
H j= :K(c; r
G) ^ :K(rG; c):
However, if  =  K, then
H j= K(c; r
G) ^ :K(rG; c):
Using these facts, we show that H j= :('; ). By G j= :', there exist b; c 2 jGj, such
that
G j= pf(')(rG; b) ^ lt(')(b; c) ^ :rt(')(b; c):
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By Facts 1 and 2,
H j= (c; r
G) ^ pf(')(rG; b) ^ lt(')(b; c) ^ :rt(')(b; c):
That is, H j= :('; ).
(3) H j= f(; ) j  2 g.
Suppose for reductio that there exists  2  such that H j= :(; ). Then there exist
a; b; c 2 jHj, such that
H j= (c; a) ^ pf()(a; b) ^ lt()(b; c) ^ :rt()(b; c):
By Fact 1, a = rG. By Fact 2, b; c 2 jGj, and moreover, by the construction of H, we have
G j= pf()(a; b) ^ lt()(b; c) ^ :rt()(b; c):
That is, G j= :. This contradicts the assumption that G j= .
This completes the proof of Lemma 9.10.
Proof of Lemma 9.12: We show (b) only. The proof of (a) is similar and simpler.
The if direction can be veried by using the argument for Lemma 9.10. For the only if
direction, suppose that
V
0K ^:' has a nite model. Then we show that ^:' also has
a nite model
H = (jHj; rH ; EH):
By Denitions 9.5 and 9.10, for every  2 K , pf() = K. In addition, lt() 6=  and K is
not a prex of lt(). Recall the function ! : Pc ! Pw dened above. It is easy to see that
K is the extension of the set f!() j  2 Kg with common prex K. By Lemma 9.10
and the assumption that
V
0K ^ :' has a nite model, we have that
^
20
K
!() ^ :!(')
also has a nite model. In addition, by the proof of lemma 9.10, if
^
20
K
!() ^ :!(') has
a nite model G! = (jG!j; r
G! ; EG!), then
V
0K ^ :' has a nite model
G = (jGj; rG; EG);
such that G has the following properties:
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Figure 9.2: The structure H in the proof of Lemma 9.12
 jGj = jG!j [ fr
Gg and rG 62 jG!j.
 EG is EG! augmented by the following: G j= K(rG; rG!). In other words, EG is
EG! [ fK(rG; rG!)g.
Using G, we can dene a nite model H of  ^ :' such that jHj = jGj, rH = rG, and
EH = EG [ fK(rH ; rH)g. The structure H is shown in Figure 9.2.
Clearly, H and G have the same size. Therefore, H is nite.
Below we show that H is a model of  ^ :'. Let r =  n K .
(1) H j= r.
For every  2 r, by Denitions 9.5 and 9.10, K is not a prex of pf(). Therefore, if
pf() 6= , then by the construction of H, there are no o; o0 2 jHj, such that
H j= pf()(rH ; o) ^ lt()(o; o0):
Therefore, H j= . If pf() = , then by Denition 9.5,  is
8x ((r; x)! K(r; x)):
Clearly, H j=  since (rH ; rH) 2 KH . Therefore, H j= r.
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(2) H j= 0K .
Suppose, for reductio, that there is  2 0K such that H j= :. Since  is restricted by K,
by Denitions 9.5 and 9.10,  is of the form
8x (K(r; x)! 8 y ((x; y)! (x; y)));
where K 6p  and  6= . Thus by the denition of H, if H j= :, then there exists
o 2 jG!j, such that
H j= K(rH ; rG!) ^ (rG! ; o) ^ :(rG! ; o):
In addition, we have
G! j= (r
G! ; o) ^ :(rG! ; o):
That is, G! j= :!(). This contracts the assumption that structure G! is a model of^
20
K
!() ^ :!('). Therefore, H j= . Hence H j= 0K .
(3) H j= :'.
Note that ' is restricted by K. Hence ' is of the form
8x (K(r; x)! 8 y ((x; y)! (x; y)));
where K 6p  and  6= . By G j= :', there are o; o
0 2 jGj, such that
G j= K(rG; o) ^ (o; o0) ^ :(o; o0):
Clearly, by the denition of G, o = rG! and o0 2 jG!j. By the denition of H, r
H = rG
and in addition,
H j= K(rH ; rG!) ^ (rG! ; o0) ^ :(rG! ; o0):
That is, H j= :'.
This completes the proof of Lemma 9.12.
The following should be noted.
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(1) The proof above is not applicable in the context of M, M+ or M+f . More specically,
for any schema  in these models, the structure H shown in Figure 9.2 is not in U(),
because of the type constraint (). To see this, suppose, for reductio, that H 2 U() for
some  = (C; ; DBtype). Since H j= () and rH is the root node of H, we must have
rH 2 RHDBtype:
In M+f , M
+ and M, DBtype must be either a record or a set type, but cannot be a
class type. In addition, a record or a set type cannot be dened in terms of itself. More
specically, if DBtype = fg, then  6= DBtype, and if DBtype = [l1 : 1; : : : ; ln : n],
then for every i 2 [1; n], i 6= DBtype. Moreover, every node in H has a unique type.
Because of this, if H j= K(rH ; o), then o 62 RHDBtype. However, H j= K(r
H ; rH). Hence
rH 62 RHDBtype. This leads to a contradiction.
It should be mentioned that for a structure G 2 U() and o 2 jGj, if o 2 RGC for some
class C 2 C, then it is possible that G j= K(o; o). This may occur when, for example,
(C) = [K : C; : : :]. However, in this case, o has a unique outgoing edge labeled K. In
other words, if G j= K(o; o) then there is no o0 2 jGj such that o0 6= o and G j= K(o0; o).
Note that H j= K(rH ; rH) ^K(rH ; rG!) and rH 6= rG! . Hence even if rH 2 RGC , H still
cannot be in U() as long as (C) is a record type.
(2) The proof of Theorem 9.7 does not conict with Theorem 9.1. Recall 1, 2, '(;)
and '(;) dened in Section 9.2. The set 1[2[f'(;); '(;)g is not a prex bounded
subset of Pc.
9.3.2 The undecidability of PBIPs in the context of M+
In contrast to the decidability results established above, below we show that in the context
of the object-oriented model M+, PBIPs are undecidable.
Theorem 9.13: In the context of M+, the prex bounded implication and nite impli-
cation problems for path constraints are undecidable.
231
The proof is similar to that of Theorem 9.6, by reduction from the word problem for (nite)
monoids. Recall the alphabet  0 described in Section 8.1. Using  0, we dene a schema
1 in M
+ as follows:
1 = (C; ; DBtype);
where
 C = fC;Cs; Clg,
  is dened by:
C 7! [l1 : C; : : : ; lm : C]
Cs 7! fCg
Cl 7! [a : C; b : Cs; K : Cl]
where a; b;K 62  0.
 DBtype = [l : Cl], where l 62  0 .
We encode equations over  0 in terms of constraints in Pc(1). Recall the nite set 0 of
equations described in Section 8.1. We encode 0 in terms of a nite set , which consists
of the following constraints of Pc(1):
1. 8x (l(r; x)! 8 y ((x; y)! K(x; y)));
2. 8x (l K(r; x)! 8 y (a(x; y)! b  (x; y)));
3. for each j 2 [1;m], 8x (l K(r; x)! 8 y (b    lj(x; y)! b  (x; y)));
4. for each (i; i) 2 0, 8x (l  b  (r; x) ! 8 y (i(x; y)! i(x; y))).
We encode a test equation (; ) over  0 with the constraint
'(;) = 8x (l K(r; x)! 8 y (a  (x; y)! a  (x; y))):
It is easy to see that  [ f'(;)g is a subset of Pc(1) with prex bounded by l and K.
More specically, this set can be partitioned into r and K such that
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 r consists of the constraints specied in (1) and (4), and
 K consists of '(;) as well as those dened in (2) and (3).
All the constraints in K are bounded by l and K, while the constraints in r are not. In
addition, for any  2 r, pf() is either l  b   or l. In particular, if pf() = l, then  is
the constraint given in (1).
We reduce the word problem for monoids to the problem of determining whether
 j=1 '(;);
and analogously, reduce the word problem for nite monoids to the problem of determining
whether
 j=(f;1) '(;):
As in Section 9.2, it is easy to verify the following lemmas.
Lemma 9.14: For each G 2 U(1), G has the following properties.
1. There is a unique node o 2 jGj, such that G j= l(rG; o). This node is denoted by ol.
2. There exists a unique node oK 2 jGj, such that G j= l K(r
G; oK). In addition, if
G j= 8x (l(r; x)! 8 y ((x; y)! K(x; y))), then oK = ol.
3. For every  2  0, the following statements hold.
(a) There is a unique o 2 jGj such that G j= a  (ol; o). This node is denoted by
o.
(b) For every o 2 jGj, if G j= RGC(o), then there is a unique o
0 2 jGj, such that
G j= (o; o0).
Lemma 9.15: For every G 2 U(1) and all ;  2  

0, if
G j= 8x (l  b  (r; x)! 8 y ((x; y)! (x; y)));
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then
G j= 8x (l  b  (r; x)! 8 y ((x; y)! (x; y))):
Similarly, if
G j= 8x (l K(r; x)! 8 y (a  (x; y)! a  (x; y)));
then
G j= 8x (l K(r; x)! 8 y (a  (x; y)! a  (x; y))):
Lemma 9.16: For every G 2 U(1), if G j= , then for every  2  

0, we have
G j= l  b  (rG; o);
where o is the unique node in jGj such that G j= la(r
G; o), as specied in Lemma 9.14.
In addition, for every o; o0 2 jGj such that G j= l  b  (rG; o0) ^ (o0; o), we have
G j= l  b  (rG; o):
Lemma 9.17: For every G 2 U(1), if G j=  and for some ;  2  

0,
G j= 8x (l  b  (r; x)! 8 y ((x; y)! (x; y)));
then
G j= 8x (l K(r; x)! 8 y (a  (x; y)! a  (x; y))):
Next, we show that the encoding given above is indeed a reduction from the word problem
for (nite) monoids.
Lemma 9.18: In the context of M+, for all  and  in  0,
0 j= (; ) i  j=1 8x (l K(r; x)! 8 y (a  (x; y)! a  (x; y))), (a)
0 j=f (; ) i  j=(f;1) 8x (l K(r; x)! 8 y (a  (x; y)! a  (x; y))). (b)
Proof: The proof is similar to that of Lemma 8.7. We prove (b) only. The proof of (a) is
similar and simpler.
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(if ) Suppose that 0 6j=f (; ). Then we construct a (1)-structure G 2 Uf (1), such
that G j=  and G 6j= 8x (l K(r; x)! 8 y (a  (x; y)! a  (x; y))).
By 0 6j=f (; ), there exist a nite monoid (M; ; 1) and a homomorphism h :  

0 !M
such that for every i 2 [1; n], h(i) = h(i), but h() 6= h(). Using M and h, we dene
an equivalence relation  in the same way as in the proof of Lemma 8.7. In addition, for
each  2  0, let b be dened as in the proof of Lemma 8.7. Similarly, we dene C0 .
Using C0 , we dene G = (jGj; r
G; EG; RG) as follows.
(1) jGj.
For each  2  0, let o(b), or and ob be dened as in the proof of Lemma 8.7. In addition,
let ol be a distinct node. Then we dene
jGj = for; ob; olg [ fo(b) j b 2 C0g:
(2) rG = or.
(3) The unary relations RGC , R
G
Cs
and RGDBtype are dened in the same way as in the proof
of Lemma 8.7. In addition, let RGCl = folg.
(4) The binary relations are populated as follows.
 G j= l(or; ol).
 G j= K(ol; ol).
 G j= a(ol; o(b)).
 G j= b(ol; ob).
 For each b 2 C0 , let G j= (ob; o(b)).
In addition, for each j 2 [1;m], let G j= lj(o(b); o(d  lj)).
The structure G is shown in Figure 9.3. It should be noted that since ol 2 R
G
Cl
, it is valid
to have G j= K(ol; ol). However, since (Cl) is a record type, there is no o 2 jGj such that
o 6= ol and G j= K(ol; ol) ^K(ol; o).
As in proof of Lemma 8.7, it is easy to verify that
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Figure 9.3: The structure G in the proof of Lemma 9.18
 G 2 Uf (1),
 G j= , and
 G 6j= 8x (l K(r; x)! 8 y (a  (x; y)! a  (x; y))).
(only if ) Suppose that there is G 2 Uf (1), such that G j= , but
G 6j= 8x (l K(r; x)! 8 y (a  (x; y)! a  (x; y))):
Then we show that 0 6j=f (; ). That is, we show that there exist a nite monoid
(M; ; 1) and a homomorphism h :  0 ! M such that for any i 2 [1; n], h(i) = h(i),
but h() 6= h().
To do this, we dene another equivalence relation on  0 as follows:
  % i G j= 8x (l  b  (r; x) ! 8 y ((x; y)! %(x; y))):
As in the proof of Lemma 8.7, it can be shown that for every i 2 [1; n], i  i. In
addition,  6 .
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As in the proof of Lemma 8.7, we dene [] for every  2  0, and using the notion of [],
dene M and . In addition, as in the proof of Lemma 8.7, the following can be veried.
 M is nite.
  is well-dened.
  is associative.
 [] is the identity for .
Therefore, (M; ; []) is a nite monoid.
We dene h :  0 !M by
h :  7! []:
As in the proof of Lemma 8.7, the following can be veried.
 h is a homomorphism.
 For every i 2 [1; n], h(i) = h(i).
 h() 6= h().
Therefore, 0 6j=f (; ).
This completes the proof of Lemma 9.18.
9.3.3 The undecidability of PBIPs in the context of M+f
In the context of M+f , PBIPs are also undecidable.
Theorem 9.19: In the context of the object-oriented model M+f , the prex bounded
implication and nite implication problems for path constraints are undecidable.
The proof of the undecidability of the prex bounded nite implication problem for Pc
is the same as that of Theorem 9.13. By Lemma 8.8, the undecidability of the prex
bounded implication problem for Pc follows from the undecidability of the prex bounded
nite implication problem for Pc.
237
9.3.4 The decidability of PBIPs in the context of M
Obviously, the prex bounded implication and nite implication problems for Pc are special
cases of the implication and nite implication problems for Pc. As an immediate result of
Theorem 8.17, PBIPs are decidable in cubic-time.
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Chapter 10
Equality, Type and Word Constraints
In the previous chapters, path constraint implication has been investigated in the context
of data models supporting identity equality . That is, in these models it is assumed that
each data entity has a unique identity, and two data entities are equal if and only if they
have the same identify. However, this is not the case in some object-oriented database
systems. In these systems, complex values with nested structures are common. Such a
complex value may not have a unique identity. The equality relation on these values is
dened to be complex value equality , rather than identity equality. A natural question
here is whether complex value equality interacts with path constraints.
This chapter studies the impact of complex value equality on path constraint implication.
Complex value equality and its interaction with path constraints are addressed in Sec-
tion 10.1. In Section 10.2, an object-oriented data model supporting complex values with
nested structures, M, is introduced. In addition, an abstraction of databases of M is
presented in terms of both type constraints and equality constraints. In the presence of the
type and equality constraints, word constraint implication is investigated in Section 10.3.
In this context, the decidability of the implication and nite implication problems for word
constraints is established.
10.1 Complex value equality
In the previous chapters we have studied path constraint implication for a variety of data
models, ranging from semistructured data models (SM, DM) to object-oriented models
(M, M+ and M+f ). In these models, the equality relation on data entities has a simple
semantics.
As in OEM [8, 68, 70], it is assumed in SM and DM that each data entity has a unique
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identity, and two data entities are equal if and only if they have the same identify. This
equality relation is referred to as identity equality .
As in the object-oriented model studied in [3], the equality relation in M, M+ and M+f
is also dened to be identity equality. To illustrate this, consider a schema  in M, M+
or M+f . Let  = (C; ; DBtype). Then as mentioned in Section 7.1, the set of types
determined by  consists of DBtype, base types and class types. That is,
T ()  C [ B [ fDBtypeg:
Each value of a type in T () has a unique identity. More specically, an object of a class
has an oid (object identity), a basic value (i.e., a value of a base type) is uniquely identied
by the value itself, and in any instance of , DBtype has a distinguished value called the
root. The equality relation on these values is dened by comparing their identities. As a
result, a database of  can be viewed as a collection of identities. The value represented
by an identity is either a basic value, a record consisting of basic values and oids, or a set
consisting of basic values or oids. In other words, these models do not support complex
values with nested structures such as sets of records or records with set components.
In some object-oriented database systems such as those studied in [5, 6, 31, 58], how-
ever, complex values with nested structures are common. For examples, recall the stu-
dent/course schema given in Chapter 1. In this schema, the classes student and course
are mapped to the following types:
student 7! [Name : string; Taking : fcourseg]
course 7! [CName : string; Enrolled : fstudentg]
Values of such types are records with set components. These values are not allowed inM,
M+ or M+f . Such a complex value may not have a unique identity. Consequently, the
equality relation on complex values cannot be simply treated as identity equality.
The equality relation on complex values is called complex value equality , denoted by  and
dened as follows:
1. Let v1 and v2 be values of a base type. Then v1  v2 if v1 = v2 (i.e., v1 and v2 are
identical).
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2. Let o1 and o2 be objects of a class. Then o1  o2 if o1 and o2 have the same oid.
That is, equality on objects is dened by comparing object identities.
3. Let s1 and s2 be of a set type. Then s1  s2 if for every x 2 s1, there is y 2 s2 such
that x  y, and vice versa.
4. Let r1 and r2 be values of record type [l1 : 1; : : : ; ln : n]. Then r1  r2 if for every
i 2 [1; n], r1:li  r2:li. Here v:l stands for the projection of v at attribute l.
A natural question to answer here is whether complex value equality interacts with path
constraints. In other words, when complex value equality is supported, whether the com-
plexity results on path constraint implication established in the previous chapters still
hold? One may question the need to investigate this since at rst glance, complex value
equality appears to have no severe impact on path constraint implication. This appearance
can be dispelled by considering the following example.
Example 10.1: We consider an object-oriented model, M, which supports complex
values with nested structures. That is, in M, complex values such as records with set
components are allowed. We compare M and M+f with respect to word constraint
implication.
Let  be a schema in M+f and 
0 a schema in M:
: class player f
record (Name: string,
Rank: int)
g
class team f
set(player)
g
Team1, Team2: team;
0: class player /* as defined above
Team1, Team2: set(player);
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An instance of  is a value of database type (DBtype):
[Team1 : team; Team2 : team]:
Note that team is a class type. Similarly, a database instance of 0 is a value of DBtype:
[Team1 : fplayerg; T eam2 : fplayerg];
which is a complex value with nested structure. It should be noted that 0 is not a schema
in M+f .
Let Jones and Smith be objects of player, created by:
Jones = new player("Jones", 2);
Smith = new player("Smith", 3);
Using these objects, an instance I of  and an instance I 0 of 0 are given as follows:
I: Team1 = new team(Jones, Smith);
Team2 = new team(Jones, Smith);
I 0: Team1 = set(Jones, Smith);
Team2 = set(Jones, Smith);
The databases I and I 0 are represented by the graphs shown in Figure 10.1, in which r
denotes the root and  denotes the set membership relation.
Now let us consider the following word constraints:
'1 = 8x (9 y (Team1(r; y) ^ (y; x))! 9 y (Team2(r; y) ^ (y; x)))
'2 = 8x (9 y (Team2(r; y) ^ (y; x))! 9 y (Team1(r; y) ^ (y; x)))
' = 8x (Team1(r; x)! Team2(r; x))
Here '1 and '2 ensure that Team1 and Team2 consist of the same players. Constraint '
in fact states that Team1 and Team2 are equal, since DBtype is a record type in both 
and 0. It is easy to see that I j= '1 ^ '2 but I 6j= '. This is because in I, Team1 and
Team2 are objects with dierent oids even if they consist of the same players, i.e., they
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Figure 10.1: Databases in Example 10.1
have the same value. However, I 0 j= '1 ^ '2 and I
0 j= '. The reason is that in I 0, Team1
and Team2 are dened to be sets. As a result, they are equal as long as they consist of
the same players. In fact, it can be shown that in the context of database instances of 0,
f'1; '2g indeed implies '. In contrast, over any schema  in M
+
f , if '1, '2 and ' are in
Pw(), then f'1; '2g does not imply '.
This example shows that the dierence between the denitions of equality inM+f andM

gives rise to dierent outcomes of word constraint implication.
As illustrated by the example above, complex value equality interacts with path con-
straints. In other words, it does make life harder. In the context of M+f , M
+ and M, it
has been shown in Chapter 7 that a schema can be characterized in terms of a type con-
straint. The interaction between type constraints and path constraints has been studied
in Chapter 9. However, in the presence of complex value equality, an equality constraint
is also needed, in addition to type constraint, to capture the semantics of a schema. The
interaction of the three dierent forms of constraints { equality, type and path constraints
{ has not been addressed in the previous chapters or reported in any literature.
The rest of this chapter investigates the interaction of equality, type and word constraints.
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To focus on the central issue and to simplify the discussion, we dene an object-oriented
model M in the avor of the nested relational model [5]. That is, the set and record
constructs are required to alternate (i.e., set of sets and record with a record component
are prohibited). We characterize a schema  inM in terms of an equality constraint, in
addition to the type constraint dened in Chapter 7. We represent database instances of 
as (nite) logic structures satisfying both the type constraint and the equality constraint.
Using this abstraction, we show that the implication and nite implication problems for
word constraints are decidable in the context of M. More specically, we present an
elementary proof of the decidability by giving a small model argument. That is, given a
nite set  [ f'g of word constraints, we show that if
V
 ^ :' has a model, then it has
a model of size at most exponential in the length of
V
 ^ :'.
It should be noted that complex value equality is a notion dierent from the so called
shallow and deep equalities [3]. To clarify the dierence, below we review the denitions
of these predicates.
 Shallow equality , denoted by s, is dened in the same way as value equality except
for the case of objects, which is given as follows. Let o1 and o2 be objects of a class,
and v1, v2 be the values of o1 and o2, respectively. Then o1 s o2 if v1  v2.
 Deep equality , denoted by d, can be described as follows.
1. Let v1 and v2 be values of an atomic type. Then v1 d v2 if v1 = v2 (i.e., v1
and v2 are identical).
2. Let o1 and o2 be objects of a class, and v1, v2 be the values of o1 and o2,
respectively. Then o1 d o2 if v1 d v2.
3. Let s1 and s2 be of a set type. Then s1 d s2 if for every x 2 s1, there is y 2 s2
such that x d y, and vice versa.
4. Let r1 and r2 be values of record type [l1 : 1; : : : ; ln : n]. Then r1 d r2 if for
every i 2 [1; n], r1:li d r2:li.
Shallow and deep equalities on objects are not oid equality. That is, they are not dened
by comparing object identities. In particular, the denition of deep equality is recursive
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and thus is not denable in rst-order logic [3]. In contrast, we shall show that complex
value equality is denable in rst-order logic.
10.2 The object-oriented model M
In this section, we present the object-oriented modelM, dene equality constraints, and
give an abstraction of the databases of M in terms of equality and type constraints.
Finally, we justify the abstraction with respect to word constraint implication.
10.2.1 Schemas and instances in M
We begin by describing the object-oriented model M. Assume a xed countable set of
labels, L, and a xed nite set of base types, B.
Denition 10.1: Let C be some nite set of classes. The set of types over C, denoted by
TypesC , is dened by the following abstract syntax:
 ::= b j C j Set j Record
Set ::= fbg j fCg
Record ::= [l1 : ; : : : ; ln : ]
 ::= b j Set
where b 2 B, C 2 C, and li 2 L. We reserve  to range over Types
C .
Denition 10.2: A schema in M is a triple  = (C; ; DBtype), where
 C is a nite set of classes,
  is a mapping: C ! TypesC such that for each C 2 C, (C) 2 Record, and
 DBtype is a record type in TypesC having the form:
[l1 : f1g; : : : ; ln : fng]
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Here we assume that every database has a unique (persistent) entry point, and DBtype
in a schema species the type of the entry point. The entry point is a collection of sets.
This denition of database schema is in the same spirit as those found in [5, 6, 58].
The following should be noted about the denitions above.
 Given a schema  = (C; ; DBtype) in M, DBtype can be converted into a \pure
type", i.e., a type containing no classes, by continuously substituting (C) for C for
any C 2 C. In this pure type, the set and record constructs alternate. That is, there
is no set of sets or record with a record component. This is in the avor of the nested
relational model [5].
 To simplify the discussion, we require that a set consists of either basic values or
oids. That is, inM, complex values with nested structures are limited to be values
of Record. In addition, a record in M consists of only basic values and sets. This
restriction can be removed without aecting the decidability results of this chapter.
Example 10.2: The schema 0 given in Example 10.1 can be described as (C; ; DBtype),
where
 C = fplayerg,
  maps player to [Name : string; Rank : int], and
 DBtype = [Team1 : fplayerg; T eam2 : fplayerg].
Example 10.3: The student/course schema given in Chapter 1 can be specied in M
as (C; ; DBtype), where
 C = fstudent; courseg,
  is dened by:
student 7! [Name : string; Taking : fcourseg]
course 7! [CName : string; Enrolled : fstudentg]
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 DBtype = [Students : fstudentg; Courses : fcourseg].
It should be noted that this is not a schema in M+f , M
+ or M.
The instances of a schema in M is dened in the same way as in Denition 7.3.
Example 10.4: The instance I 0 of 0 given in Example 10.1 can be described as (; ; d),
where
 (player) = fJones; Smithg,
  : player! [[[Name : string; Rank : int]]] is dened by
Jones 7! [Name : \Jones"; Rank : 2]
Smith 7! [Name : \Smith"; Rank : 3]
 d is dened to be [Team1 : fJones; Smithg; T eam2 : fJones; Smithg].
10.2.2 Equality and type constraints
As in Chapter 7, we present an abstraction of databases ofM in terms of rst-order logic.
We rst characterize every schema  in M by means of two rst-order logic sentences,
called the type constraint and the equality constraint determined by , respectively. We
then represent databases of  as (nite) logic structures satisfying the type and equality
constraints. Such a structure can be depicted as an edge-labeled rooted directed graph.
To dene type and equality constraints, we rst specify the rst-order vocabulary deter-
mined by a schema. As in Denition 7.4, given a schema  in M, the set of binary
relation symbols E() and the set of types T () determined by  can be dened. Using
T () and E(), we dene the vocabulary as follows.
Denition 10.3: The signature determined by a schema  in M is a quadruple
() = (r; E(); R(); Q());
where
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 r is a constant symbol, denoting the root;
 E() is the nite set of binary relation symbols denoting the edge labels;
 R() is the nite set of unary relation symbols dened by fR j  2 T ()g, which
denote the sorts; and
 Q() is the nite set of binary relation symbols dened by f j  2 T ()g, which
denote the equality symbols of dierent sorts.
Example 10.5: The signature determined by the schema of Example 10.3 is (r; E; R; Q),
where
 r is a constant, which in each instance (; ; d) of the schema intends to name d;
 E = f; Students; Courses; Name; Taking; CName; Enrolledg;
 R = fR j  2 Tg and Q = f j  2 Tg, where
T = fDBtype; student; course; string; fstudentg; fcoursegg:
Given the vocabulary () determined by schema , we dene the type constraint ()
determined by  in the same way as in Denition 7.6. In addition, we dene the equality
constraint determined by  as follows.
Denition 10.4: Let  be a schema inM. For every  in T (), the equality constraint
determined by  is the sentence 8x y  (x; y) dened as follows.
 If  = b or  = C for some C 2 C, then  (x; y) is
x  y $ x = y:
 If  = f 0g, then  (x; y) is
x  y $ R (x) ^R (y) ^ 8 z1 9 z2 ((x; z1)! (y; z2) ^ z1  0 z2) ^
8 z1 9 z2 ((y; z1)! (x; z2) ^ z1  0 z2):
248
 If  = [l1 : 1; : : : ; ln : n], then 

 (x; y) is
x  y $ R (x) ^R (y) ^
^
i2[1;n]
8 z1 8 z2 (li(x; z1) ^ li(y; z2)! z1 i z2):
The equality constraint determined by  is the sentence () dened by
^
2T ()
8x y  (x; y) ^ 8x y (
_
2T ()
x  y ! x = y):
The following should be noted.
 For each  2 T (), the denition of  is not recursive, i.e.,  is not dened in
terms of itself. This is because in M, only classes can be dened recursively, and
the equality on objects is dened by comparing oids.
 The type constraint is in two-variable logic with counting, C2. In contrast, the
equality constraint cannot be expressed in C2.
 Both type and equality constraints are denable in rst-order logic.
Using the type and equality constraints dened above, we give an abstraction of the
databases of M as follows.
Denition 10.5: An abstract database of a schema  is a nite ()-structure G such
that G j= () ^ (). We denote the set of all abstract databases of schema  by
Uf ().
We use U() to denote the set of all the ()-structures satisfying the following conditions:
for each G 2 U(),
 G j= () ^ (); and
 G respects the nite set rule. That is, for each set type  2 T () and for each
o 2 RG , there are only nitely many o
0 in G such that G j= (o; o0).
As a result, each node in G has nitely many outgoing edges.
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It should be noted that U() is not denable in rst-order logic.
The justication of the abstraction will be given later in this section.
Next, we compare M with M+f .
In contrast to M, M+f does not support complex values with nested structures. In
addition, the equality relation in M+f is dened to be identity equality. That is, two data
entities are equal if and only if they have the same identity.
Because the equality in M+f has a simple semantics, a schema  in M
+
f can be char-
acterized by the type constraint () alone. As a result, an abstract database of  is
dened to be a nite ()-structure satisfying (), and U() is dened to be the set of
()-structures which satisfy () and respect the nite set rule.
10.2.3 Word constraints revisited
As in the context of M+f , given a schema  in M
, the notions of Paths(), Pw(),
j= , j=(f;) , and the implication and nite implication problems for Pw() over  can be
dened. Similarly, the implication and nite implication problems for word constraints in
the context of M can also be dened (see Section 7.1 for these denitions).
It should be mentioned that over a schema  inM, the implication and (nite) implica-
tion problem for Pw() is considered in connection with U() (Uf ()), which consists of
()-structures satisfying both () and (). As mentioned above, () is not de-
nable in C2. Therefore, word constraint implication cannot be stated in C2 in the context
of M. Recall that in Section 8.1, we establish the decidability of the nite implication
problem for word constraints in the context ofM+f by reducing it to the nite satisability
problem for C2. However, in the context of M, the proof is no longer applicable. In the
next section, we shall investigate word constraint implication in the context of M.
Next, we justify the abstraction of databases of M dened above.
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Example 10.6: The following are word constraints over the schema given in Example 10.3.
 = 8x (Students    Taking  (r; x) ! Courses  (r; x));
' = 8x (Courses   Enrolled  (r; x)! Students  (r; x)):
In an instance (; ; d) of the schema,  and ' are interpreted as:
8x (9 y (y 2 d:Students ^ x 2 y:Taking) ! x 2 d:Courses)
8x (9 y (y 2 d:Courses ^ x 2 y:Enrolled) ! x 2 d:Students)
respectively. As mentioned earlier, v:l stands for the projection of record v at attribute l.
The constraint  states: \any course taken by a student in database d is a course in d ",
and ' states: \any student who enrolls in a course in database d is a student in d ".
As illustrated by Example 10.6, word constraints over a schema  inM can be naturally
interpreted in database instances of . Likewise, the notion \I j= '" can also be dened
for an instance I of  and a constraint ' of Pw().
The agreement between databases of M and their abstraction with respect to word
constraint implication is elaborated by the following lemma. This lemma is similar to
Lemma 7.1 established in the context of M+f .
Lemma 10.1: Let  be any schema inM. Then for each I 2 I(), there is G 2 Uf (),
such that
(y) for every ' 2 Pw(), I j= ' i G j= '
Similarly, for each G 2 Uf (), there is I 2 I(), such that (y) holds.
Proof: Let  = (C; ; DBtype).
(1) Given I 2 I(), we construct G 2 Uf (), such that for each ' 2 Pw(), I j= ' i
G j= '.
Let I = (; ; d). Then we dene V to be the smallest set satisfying the following:
1. d 2 V ;
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2. for every v 2 V ,
 if v is a set, then every element of v is in V ;
 if v is a record (or v is an object and (v) is a record), then every attribute of
v (or (v)) is in V .
For every v 2 V , let o(v) be a distinct node. Let G = (jGj; rG; EG; RG; QG), where
 jGj = fo(v) j v 2 V g;
 rG = o(d);
 for each o(v) 2 jGj and  2 T (), G j= RG (o(v)) i v is of type  ;
 for each  2 T (), the relation  is dened to be f(o(v); o(v)) j o(v) 2 R
G
 g;
 for all o(v); o(v0) 2 jGj,
{ for each l 2 L \ E(), G j= l(o(v); o(v0)) i v0 = v:l (or v0 = (v):l if v is an
object);
{ G j= (o(v); o(v0)) i v0 2 v.
Then it is straightforward to verify the following:
 G 2 Uf (); that is, G is a nite ()-structure and G j= () ^ 
();
 for each ' 2 Pw(), G j= ' i I j= '. This can be easily veried by reductio.
(2) Given G = (jGj; rG; EG; RG; QG) in Uf (), we dene I = (; ; d) in I(), such
that for every ' 2 Pw(), I j= ' i G j= '.
To simplify the discussion, we assume that for every base type b, its domain Db is innite
(a similar proof for the nite case can be given as in the proof of Lemma 7.1). By this
assumption, there exists an injective mapping gb : R
G
b ! Db, where R
G
b is the unary
relation in G denoting the sort b.
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For every C 2 C, let (C) = RGC . We then dene a mapping
f : jGj !
[
2T ()
[[ ]]
as follows: For each o 2 jGj,
 if o 2 RGC for some C 2 C, then let f(o) = o;
 if o 2 RGb for some base type b, then let f(o) = g(o);
 if o 2 RG and  = [l1 : 1; : : : ; ln : n], then let f(o) = [l1 : f(o1); : : : ; ln : f(on)],
where for i 2 [1; n], oi 2 jGj and G j= li(o; oi);
 if o 2 RG and  = f
0g, then let f(o) = ff(o0) j o0 2 jGj; G j= (o; o0)g.
Note that f is well-dened and is an injection, since G is nite and G j= () ^ ().
Now let
 d = f(rG);
 for each C 2 C and each o 2 (C), if (C) = [l1 : 1; : : : ; ln : n], then
(o) = [l1 : f(o1); : : : ; ln : f(on)];
where for i 2 [1; n], oi 2 jGj and G j= li(o; oi).
Again, this is well-dened. In addition, it is easy to verify that I 2 I(), and moreover,
G j= ' i I j= '.
From Lemma 10.1 follows immediately the corollary below.
Corollary 10.2: Let  be any schema inM and [f'g be any nite subset of Pw().
Then there is I 2 I() such that I j=
V
 ^ :' if and only if there is G 2 Uf () such
that G j=
V
 ^ :'.
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10.3 Word constraint implication in the context of M
In this section, we establish the decidability of the implication and nite implication prob-
lems for word constraints in the context of M.
Theorem 10.3: Over arbitrary schema  in M, both the implication and nite impli-
cation problems for Pw() are decidable.
We prove Theorem 10.3 by giving a small model argument. Let  = (C; ; DBtype) be a
schema in M. Given any nite subset  [ f'g of Pw(), we show that if
V
 ^ :' has
a model in U(), then it has a model G of size at most 2mN , and G 2 Uf (), where N is
the length of
V
 ^ :', and m is the maximum record width of  dened by
m = 1 +maxf n j  2 T ();  = [l1 : 1; : : : ; ln : n] or
() = [l1 : 1; : : : ; ln : n] if  2 Cg:
Before we give the proof, we rst describe two techniques used to establish the small model
property. The rst is a simple ltration argument. Using it we show that if
V
 ^ :' has
a model in U(), then there is a ()-structure G such that the size of G is at most 2mN
and
G j=  ^ :' ^ ():
It should be noted that if the equality constraint () is not taken into account, this
ltration argument alone suces. The second technique is referred to as identifying oper-
ation. Using it we construct H from G such that the size of H is no larger than the size
of G, and in addition, under certain conditions,
H j=  ^ :' ^ () ^():
Finally, we use a slightly stronger ltration argument and the identifying operation to
prove Theorem 10.3.
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10.3.1 A ltration argument
We rst present a simple ltration argument. It should be noted that for an object-oriented
model which does not support complex values with nested structures and is in the avor of
the nested relational model, this argument alone is sucient to establish the small model
property for word constraint implication.
We begin with a few denitions.
Let  be a schema in M and  [ f'g be a nite subset of Pw(). Then we dene the
following:
Pts( [ f'g) = flt(); rt() j  2  [ f'gg
CloP ts( [ f'g) = f j % 2 Pts( [ f'g);  p %g
Here the notations lt and rt are described in Denition 7.10, and  p % stands for that 
is a prex of %, as described in Chapter 2.
It is straightforward to verify the following.
Lemma 10.4: Let N be the length of
V
^:'. Then the cardinality of CloP ts([f'g)
is at most N .
Let G be a ()-structure. Then for every a 2 jGj, we dene
lb(a; G;  [ f'g) = f j  2 CloP ts( [ f'g); G j= (rG; a)g:
In addition, we dene the label of G with respect to  [ f'g to be
LB(G;  [ f'g) = flb(a; G;  [ f'g) j a 2 jGjg:
An important property of LB(G; [f'g) is that it characterizes whether G j=
V
^:'.
Lemma 10.5: Suppose that
V
^:' has a model G. Then for every ()-structure H,
if LB(H;  [ f'g) = LB(G;  [ f'g), then H j=
V
 ^ :'.
Proof: We rst show that H j= . Suppose, for reductio , that there is  2  and a 2 jHj,
such that
H j= lt()(rH ; a) ^ :rt()(rH ; a):
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Then we have lt() 2 lb(a; H; [f'g), but rt() 62 lb(a; H; [f'g). By the assumption
that LB(H;  [ f'g) = LB(G;  [ f'g), we have lb(a; H;  [ f'g) 2 LB(G;  [ f'g).
Hence there is b 2 jGj such that lb(b; G;  [ f'g) = lb(a; H;  [ f'g). Therefore,
G j= lt()(rG; b) ^ :rt()(rG; b):
Hence G 6j= . This contradicts the assumption that G j= .
Next, we show that H j= :'. By G j= :', there exists b 2 jGj such that
G j= lt(')(rG; b) ^ :rt(')(rG; b):
Therefore, we have lt(') 2 lb(b; G;  [ f'g), but rt(') 62 lb(b; G;  [ f'g). By the
assumption that LB(H;  [ f'g) = LB(G;  [ f'g), there must be some node a 2 jHj
such that lb(a; H;  [ f'g) = lb(b; G;  [ f'g). Therefore,
H j= lt(')(rH ; a) ^ :rt(')(rH ; a):
Hence H j= :'.
An important property of the type constraints () is described as follows.
Lemma 10.6: Let  be a schema in M and  be a path in Paths(). Then for every
()-structure G satisfying () and for every node o in G, if G j= (rG; o), then o 2 RG ,
where  = type().
Proof: A straightforward induction on jj.
Next, we present the ltration argument.
Proposition 10.7: Let  be a schema in M and  [ f'g be a nite subset of Pw().
If
V
 ^ :' has a model G and G j= (), then there is a ()-structure H such that
H j=
^
 ^ :' ^ ();
and the size of H is at most 2mN , where N is the length of
V
 ^ :', and m is the
maximum record width of .
Proof: Let  = (C; ; DBtype). Since G j= (), for every a 2 jGj, there is  2 T ()
such that a 2 RG . We dene mlb(a) to be either
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 lb(a; G;  [ f'g), if  62 C and  is not a record type, or
 (lb(a; G;  [ f'g); (l1; lb(a1; G;  [ f'g)); : : : ; (ln; lb(an; G;  [ f'g))), if  is
record type [l1 : 1; : : : ; ln : n] (or  2 C and () = [l1 : 1; : : : ; ln : n]), and for
i 2 [1; n], G j= li(a; ai).
Let MLB(G) = fmlb(a) j a 2 jGjg. For each s 2 MLB(G), let os be a distinct node.
We dene a function f : jGj ! MLB(G) such that for each a 2 jGj, f : a 7! os where
s = mlb(a).
Using f , we dene H = (jHj; rH ; EH ; RH ; QH) as follows.
 jHj = ff(a) j a 2 jGjg.
 rH = f(rG).
 EH is populated as follows: for each K 2 E and oa, ob 2 jHj, H j= K(oa; ob) i
there exist a; b 2 jGj such that G j= K(a; b), f(a) = oa and f(b) = ob.
 For every  2 T () and o 2 jHj, o 2 RH i there is a 2 jGj such that f(a) = o and
a 2 RG . This is well-dened by Lemma 10.6 and the assumption that G j= ().
 For every  2 T (), we dene  be f(o; o) j o 2 R
H
 g.
Next, we show that H is indeed the structure described in the proposition.
(1) The size of H.
For every a 2 jGj, either mlb(a)  CloP ts( [ f'g), or mlb(a)  CloP tsm( [ f'g).
Hence by Lemma 10.4, the size of H is at most 2mN .
(2) H j= ().
By Lemma 10.6 and the assumption that G j= (), it is easy to verify that for every
o 2 jHj, there is a unique  2 T () such that o 2 RH . In addition, by the denition of
H, it is easy to verify the following.
 rH 2 RHDBtype.
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 For every  2 T (D) and o 2 RH ,
{ if  is either a base type or a set type, then H j=  (o);
{ if  = [l1 : 1; : : : ; ln : n], or  = C and (C) = [l1 : 1; : : : ; ln : n] for some
C 2 C, then
H j= 8 y (
^
l2E()nfl1 ;:::;lng
:l(o; y)) ^
^
i2[1;n]
(9 y li(o; y) ^ 8 y (li(o; y)! Ri(y))):
By the denition of mlb(o), it can also be shown that if  or () is a record type, then
H j=
^
i2[1;n]
9 ! y li(o; y):
To see this, without loss of generality, suppose for reductio that there exist o1; o2 2 jHj,
such that
H j= l1(o; o1) ^ l1(o; o2) ^ o1 6= o2:
Then by the denition of EH , there exist a; b; c; d 2 jGj such that f(a) = f(c) = o,
f(b) = o1, f(d) = o2, and G j= l1(a; b) ^ l1(c; d). By the denition of f and mlb, we have:
mlb(a) = (lb(a; G;  [ f'g); (l1; lb(b; G;  [ f'g)); : : : )
mlb(c) = (lb(c; G;  [ f'g); (l1; lb(d; G;  [ f'g)); : : : )
mlb(a) = mlb(c)
mlb(b) 6= mlb(d)
By Denition 10.1, 1 is neither a class type nor a record type. Hence
mlb(b) = lb(b; G;  [ f'g);
mlb(d) = lb(d; G;  [ f'g):
Hence by mlb(b) 6= mlb(d), we have mlb(a) 6= mlb(c). This contradicts the assumption
that f(a) = f(c).
Therefore, we have H j= ().
(2) H j=
V
 ^ :'.
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It suces to show the following claim.
Claim: For every a 2 jGj, lb(a; G;  [ f'g) = lb(f(a); H;  [ f'g).
For if the claim holds, then LB(H;  [ f'g) = LB(G;  [ f'g). Thus by Lemma 10.5,
we have H j=
V
 ^ :'.
Next, we show that for every  2 CloP ts( [ f'g),
 2 lb(a; G;  [ f'g) i  2 lb(f(a); H;  [ f'g):
This can be veried by induction on jj as follows.
Base case:  = . Note that rG is the unique node in G such that  2 lb(rG; G;  [ f'g).
Hence  2 lb(a; G;  [ f'g) i a = rG i f(a) = rH i  2 lb(rH ; H;  [ f'g).
Inductive step: Assume the claim for jj. We next show that the claim also holds for  K,
where  K 2 CloP ts( [ f'g).
If  K 2 lb(a; G;  [ f'g), then there is b 2 jGj such that
G j= (rG; b) ^K(b; a):
By the induction hypothesis, we have  2 lb(f(b); H;  [ f'g). By the denition of EH ,
H j= K(f(b); f(a)):
Therefore,  K 2 lb(f(a); H;  [ f'g).
If  K 2 lb(f(a); H;  [ f'g), then there exists b 2 jHj such that
H j= (rH ; b) ^K(b; f(a)):
By the denition of EH , there exist o1; o2 2 jGj such that f(o1) = b, f(o2) = f(a) and
G j= K(o1; o2). By the induction hypothesis, we have
 2 lb(o1; G;  [ f'g):
Hence  K 2 lb(o2; G;  [ f'g). By f(o2) = f(a) and the denition of f , we have
lb(a; G;  [ f'g) = lb(o2; G;  [ f'g):
Hence  K 2 lb(a; G;  [ f'g).
Therefore, the claim holds. This completes the proof of Proposition 10.7
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10.3.2 Identifying operation
Next, we introduce an operation called identifying . Using this operation we are able to
construct structures that satisfy necessary equality constraints. More specically, let  be
a schema inM and [f'g be a nite subset of Pw(). Then if there is a ()-structure
G such that
G j=
^
 ^ :' ^ ()
and G satises certain conditions, then we can construct H from G such that
H j=
^
 ^ :' ^ () ^ ();
and the size of H is no larger than the size of G.
Before we describe the identifying operation, we rst present some basic properties of the
data model M.
Let  be a schema in M and  = (C; ; DBtype). Then we use BC() to denote the
set T () \ (B [ C).
Lemma 10.8: Let  be a schema inM,  = (C; ; DBtype) and G be a ()-structure
such that G j= (). Then G has the following properties.
1. For every a 2 jGj, if a 2 RG and  62 BC(), then either  = DBtype or  = f
0g.
2. For every a 2 jGj, if a 2 RGDBtype and a 6= r
G, then for every path  2 Paths(),
G 6j= (rG; a).
Proof: By the denition of T () and Paths(), it is easy to see that if  2 T (), then
there is  2 Paths() such that type() =  . Hence it suces to show the following
claim.
Claim: For every  2 Paths(), if  6= , then either type() 2 BC() or type() is a
set type.
For if the claim holds, then for every  2 T () n BC(),  is either DBtype or a set
type. That is, the rst statement of the lemma holds. The second statement can also be
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veried by reductio, using the claim. Suppose, for reductio, that there is a 2 RGDBtype and
 2 Paths() such that a 6= rG and G j= (rG; a). Then  6=  since a 6= rG. If  is not
, then it follows from the claim that type() cannot be DBtype. However, if G j= ()
and G j= (rG; a), then by Lemma 10.6 and a 2 RGDBtype, we have type() = DBtype.
This contradicts the claim.
Next, we show the claim by induction on jj.
Base case:  = K for some K 2 E. By Denition 10.2, type(K) must be a set type.
Hence the claim holds in this case.
Inductive step: Assume the claim for jj. We show that the claim also holds for  K,
where  K 2 Paths(). By the induction hypothesis, type() is either in BC() or is
a set type. Since   K 2 Paths(), type() 62 B. By Denition 10.2 and the denition
of T (), if type() 2 C then type( K) is either in BC() or is a set type. Similarly, if
type() is a set type, then type( K) 2 BC(). Hence the claim holds for  K.
Corollary 10.9: Let  be a schema in M and  [ f'g be a nite subset of Pw().
If there is G in U() such that G j=
V
 ^ :', then there is H in U() such that
RHDBtype = fr
Hg, H j=
V
 ^ :', and the size of H is no larger than the size of G.
Proof: Let H be the substructure of G such that
jHj = fa j a 2 jGj; G j= (rG; a) for some  2 Paths()g:
It is easy to verify that H j= () ^ () and
LB(H;  [ f'g) = LB(G;  [ f'g):
Hence by Lemma 10.5, H j=
V
 ^ :'. By Lemma 10.8, we also have RHDBtype = fr
Hg.
In the sequel we assume that for every ()-structure G, RGDBtype = fr
Gg. By Corol-
lary 10.9, this assumption does not aect the outcome of word constraint implication in
the context of M.
Next, we dene the identifying operation.
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Denition 10.6: Let  be a schema in M, G be a ()-structure that satises (),
G = (jGj; rG; EG; RG; QG), and o1; o2 be two distinct nodes in jGj. Then o1 and o2 are
said to be identiable if there is  2 T () nBC(), such that G j= RG (o1) ^R
G
 (o2), and
in addition, the following conditions are satised.
 If  = f 0g, then for every a 2 jGj, G j= (o1; a) i G j= (o2; a).
 If  = [l1 : 1; : : : ; ln : n], then for any i 2 [1; n] and a 2 jGj, G j= li(o1; a) i
G j= li(o2; a).
The structure resulting from identifying o1 and o2 in G is dened to be
G1 = (jG1j; r
G1 ; EG1 ; RG1 ; QG1);
where
 jG1j = (jGj n fo1; o2g) [ fog, where o 62 jGj,
 rG1 = rG,
 for all a; b 2 jG1j and K 2 E(),
{ if a 6= o and b 6= o, then G1 j= K(a; b) i G j= K(a; b),
{ if a = o and b 6= o, then G1 j= K(o; b) i G j= K(o1; b) (i G j= K(o2; b)),
{ if a 6= o and b = o, then G1 j= K(a; o) i G j= K(a; o1) _K(a; o2);
 for every  0 2 T () n fg, RG1 0 = R
G
 0 ; and in addition,
RG1 = R
G
 [ fog n fo1; o2g;
 for every  0 2 T () n fg and all a; b 2 jG1j, a 
G1
 0 b i a 
G
 0 b; and in addition,
a G1 b i (a; b) is in 
G
 [o1=o; o2=o] [ f(o; o)g;
where G [o1=o; o2=o] stands for substituting o for every occurrence of o1 and o2 in
the relation G .
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Figure 10.2: The identifying operation
The identifying operation is shown in Figure 10.2.
The following should be noted about structure G1 described in Denition 10.6.
 The root rG is not in fo1; o2g. This is because we assume R
G
DBtype = fr
Gg by
Corollary 10.9.
 There is no K 2 E() such that G1 j= K(o; o). This is because  is not a class type.
As a result,  cannot be dened in terms of itself. Thus G 6j= K(o1; o2) _K(o2; o1),
since G j= ().
 For every a 2 jGj and K 2 E(), G1 j= K(o; a) i G j= K(o2; a). This is because
G j= K(o1; a) i G j= K(o2; a).
Next, we show that the identifying operation has certain properties.
Lemma 10.10: Let , G, o1, o2, G1 and o be as described in Denition 10.6. Then G1
has the following properties.
1. G1 j= ().
2. For every  2 Paths() and a 2 jG1j,
(a) if a 6= o, then a 2 jGj, and in addition, G1 j= (r
G1 ; a) i G j= (rG; a);
(b) if a = o, then G1 j= (r
G1 ; o) i G j= (rG; o1) _ (r
G; o2).
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Proof: The rst statement of the lemma can be easily veried by reductio. We prove the
second statement by induction on jj.
Base case:  = . Note that rG 62 fo1; o2g. Hence G1 j= (r
G1 ; a) i a = rG1 i a = rG i
G j= (rG; a). Hence the statement holds for this case.
Inductive step: Assume the statement for jj. We show that the statement also holds for
 K, where  K 2 Paths().
(1) Assume that a 6= o. By Denition 10.6, clearly a 2 jGj.
First, assume that G j=  K(rG; a). Then there exists b 2 jGj, such that
G j= (rG; b) ^K(b; a):
If b 62 fo1; o2g, then by Denition 10.6, b 2 jG1j and b 6= o. Thus by the induction
hypothesis and Denition 10.6, we have G1 j= (r
G1 ; b) ^K(b; a).
If b 2 fo1; o2g, then by the induction hypothesis we have
G1 j= (r
G1 ; o):
By Denition 10.6, we have
G1 j= K(o; a):
Hence G1 j=  K(a; b).
Conversely, assume that G1 j=  K(r
G1 ; a). Then there exists b 2 jG1j such that
G1 j= (r
G1 ; b) ^K(b; a):
If b 6= o, then by the induction hypothesis, b 2 jGj and
G j= (rG; b):
By Denition 10.6, we have
G j= K(b; a):
Hence G j= (rG; b) ^K(b; a).
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If b = o, then by the induction hypothesis,
G j= (rG; o1) _ (r
G; o2):
By Denition 10.6, we have
G j= K(o1; a) ^K(o2; a):
Hence G j= (rG; b) ^K(b; a).
(2) Assume that a = o.
First, assume that G j=  K(rG; o1) _  K(r
G; o2). Without loss of generality, assume
that G j=  K(rG; o1). Then there exists b 2 jGj, such that
G j= (rG; b) ^K(b; o1):
Clearly, b 62 fo1; o2g, since otherwise we would have had G1 j= K(o; o). By Denition 10.6,
b 2 jG1j and b 6= o. By the induction hypothesis,
G1 j= (r
G1 ; b):
By Denition 10.6, we have
G1 j= K(b; o):
Hence G1 j=  K(r
G1 ; a).
Conversely, assume that G1 j=  K(r
G1 ; a). Then there exists b 2 jG1j such that
G1 j= (r
G1 ; b) ^K(b; a):
Clearly b 6= o since otherwise we would have had G1 j= K(o; o). By the induction hypoth-
esis, b 2 jGj and
G j= (rG; b):
By Denition 10.6,
G j= K(b; o1) _K(b; o2):
Hence G j=  K(rG; o1) _  K(r
G; o1).
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This completes the proof of Lemma 10.10.
Using Lemma 10.10, we study the impact of the identifying operation on word constraint
implication. To do this, we rst introduce the following notion.
Denition 10.7: Let , G, o1 and o2 be as described in Denition 10.6. Let ' be a word
constraint in Pw(). Then G is said to respect :' when identifying o1 and o2 if there
exists a 2 jGj such that
G j= lt(')(rG; a) ^ :rt(')(rG; a);
and in addition, either a 62 fo1; o2g, or a = o1 and G j= :rt(')(r
G; o2).
Corollary 10.11: Let , G, o1, o2 and G1 be as described in Denition 10.6. Let [f'g
be a nite subset of Pw(). If G j= , then G1 j= . In addition, if G respects :' when
identifying o1 and o2, then G1 j= :'.
Proof: We rst show that if G j= , then G1 j= . Suppose, for reductio, that there
exists  2  and b 2 jG1j, such that
G1 j= lt()(r
G1 ; b) ^ :rt()(rG1 ; b):
If b 6= o, then by Lemma 10.10, b 2 jGj and in addition,
G j= lt()(rG; b) ^ :rt()(rG; b):
This contradicts the assumption that G j= .
If b = o, then by G j= , we have
G j= :lt()(rG; o1) _ rt()(r
G; o1);
G j= :lt()(rG; o2) _ rt()(r
G; o2):
Again by Lemma 10.10, we have
G1 j= :lt()(r
G; o) _ rt()(rG; o):
This contradicts the assumption that G1 6j= .
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Next, we show that if G respects :' when identifying o1 and o2, then G1 6j= '. Let a 2 jGj
such that
G j= lt(')(rG; a) ^ :rt(')(rG; a):
If a 62 fo1; o2g, then a 2 jG1j and a 6= o. Since G j= lt(')(r
G; a) ^ :rt(')(rG; a), by
Lemma 10.10, we have
G1 j= lt(')(r
G1 ; a) ^ :rt(')(rG1 ; a):
That is, G1 6j= '.
If a = o1 and G j= :rt(')(r
G; o2), then again by Lemma 10.10, we have
G1 j= lt(')(r
G1 ; o) ^ :rt(')(rG1 ; o):
Therefore, G1 6j= '.
Next, we illustrate how to construct structures that satisfy equality constraints using the
identifying operation.
Denition 10.8: Let  be a schema in M and H be a nite ()-structure satisfying
(). Then the ultimately identied structure constructed from H is dened to be structure
Gm, where
G1 = H;
Gi+1 = the structure resulting from identifying two identiable nodes in Gi;
and Gm is the structure constructed at stage m such that there are no distinct identiable
nodes o1, o2 in jGmj.
Ultimately identied structures have the following properties.
Proposition 10.12: Let  and H be as described in Denition 10.8. Then the following
statements hold.
1. The ultimately identied structure G constructed from H exists. In addition, the
size of G is no larger than the size of H.
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2. For every nite subset  [ f'g of Pw(), if H j=  then G j= . In addition, if
H j= :' and at each stage i of the construction described in Denition 10.8, Gi
respects :' when identifying nodes, then G j= :'.
3. G j= ().
4. If for any  2 T (), H j= 8x y (x H y ! x = y), then G j= 
().
Proof:
(1) To see that the ultimately identied structure G constructed from H exists, consider
the sequence of structures constructed in Denition 10.8. This sequence is nite since H
is nite and in addition, the size of Gi+1 is strictly less than the size of Gi unless i = m.
As a result, G exists. In addition, the size of G is no larger than the size of H.
(2) The second statement of the proposition can be veried by a straightforward induction
on stage i, using Corollary 10.11.
(3) The third statement of the proposition follows from Lemma 10.10.
(4) To show the last statement of the proposition, rst, by induction on i, it is easy to
show that for any  2 T (), Gi j= 8x y (x 
Gi
 y ! x = y). Therefore,
G j= 8x y (x G y ! x = y). (y)
Second, we show that G j=
^
2T ()
8x y  (x; y). Suppose, for reductio, that there exist
a; b 2 jGj and  2 T (), such that
G j= RG (a) ^R
G
 (b) ^ :

 (a; b):
We consider the following cases of  .
If  = b, or for some C 2 C,  = C, then by the denition of G and Denition 10.6, it is
easy to see that
a G b i a = b:
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That is, G j=  (a; b). This contradicts the assumption.
If  = f 0g, then by (y) and G j= : (a; b), we have G 6j= a 
G
 b and
G j= 8x9 y ((a; x) ! (b; y) ^ x G 0 y) ^ 8x9 y ((b; x)! (a; y) ^ x 
G
 0 y):
By (y), we have G j= a 6= b and
G j= 8x y (x G 0 y ! x = y):
Therefore,
G j= 8x ((a; x) $ (b; x)):
That is, a and b are identiable. This contradicts the denition of G.
Similarly, if  = [l1 : 1; : : : ; ln : n], then by (y) and G j= :

 (a; b), we have G 6j= a 
G
 b
and for every i 2 [1; n],
8x8 y (li(a; x) ^ li(b; y)! x 
G
i
y):
By (y), we have G j= a 6= b and for every i 2 [1;m],
G j= 8x y (x Gi y ! x = y):
Therefore, by G j= (), for every i 2 [1;m], we have
G j= 8x (li(a; x) $ li(b; x)):
That is, a and b are identiable. This again contradicts the denition of G.
Therefore,
G j=
^
2T ()
8x y  (x; y) ^ 8x y (
_
2T ()
x  y ! x = y):
That is, G j= ().
This completes the proof of Proposition 10.12.
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10.3.3 The decidability of word constraint implication in M
Finally, we show Theorem 10.3. More specically, let  = (C; ; DBtype) be a schema in
M and  [ f'g be a nite subset of Pw(). We show that if
V
 ^ :' has a model in
U(), then it has a small model G of size at most 2mN and G 2 Uf (), where N is the
length of
V
 ^ :', and m is the maximum record width of .
Consider  = type(lt(')). By Lemma 10.8,  can be one of the following:
1.  2 BC(),
2.  = DBtype,
3.  = f 0g.
For the rst case, the ltration argument and identifying operation given above are su-
cient to establish the small model property.
Corollary 10.13: Let  be a schema in M and [ f'g be a nite subset of Pw(). If
type(lt(')) 2 BC() and
V
^:' has a model in U(), then it has a model G in Uf ()
such that the size of G is at most 2mN , wherem and N are as described in Proposition 10.7.
Proof: By Proposition 10.7, if
V
 ^ :' has a model in U(), then there is a structure
H such that
H j=
^
 ^ :' ^ ();
and the the size of H is at most 2mN .
Let G be the ultimately identied structure constructed from H. By Proposition 10.12,
the size of G is at most 2mN . By the denition of H given in the proof of Proposition 10.7,
we have that for every  2 T (), H j= 8x y (x H y ! x = y). Hence again by
Proposition 10.12, G j= (). In addition, by H j= (), we also have G j= ().
Since H j= , by Proposition 10.12, G j= . In addition, by H j= :', there is a 2 jHj
such that
H j= lt(')(rH ; a) ^ :rt(')(rH ; a):
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By Lemma 10.6, a 2 RH where  = type(lt(')). Since  2 BC(), by Denition 10.6,
it can be shown by a straightforward induction on i that a is in jGij for every i 2 [1;m],
where Gi is the structure constructed at stage i in the denition of G, as described in
Denition 10.8. Indeed, a cannot be identied with any other node in any jGij. Hence for
every i 2 [1;m], Gi respects :'. Therefore, by Proposition 10.12, G j= :'.
Now assume that  = DBtype. Let H be the structure constructed in the proof of
Proposition 10.7, and G be the ultimately identied structure constructed from H. By
Corollary 10.9 and the proof of Proposition 10.7, it is easy to see that RHDBtype = fr
Hg.
Therefore, rH cannot be identied with any other node in the construction of G. Thus by
Proposition 10.12, G is indeed the small model of
V
 ^ :' described above.
Finally, let us consider  = f 0g. Let H and G be as described above, and Gi be the
structure constructed at stage i in the denition of G. Consider node a in jGij such that
Gi j= lt(')(r
Gi ; a) ^ :rt(')(rGi ; a);
It is possible that when constructing Gi+1, a is identied with some b 2 jGij such that
H j= rt(')(rGi ; b). If this happens, then it is possible that G j= '.
To prevent this, we need to use a slightly stronger ltration argument. We rst give
the following denition and lemma, which illustrate the motivation for strengthening the
argument given in the proof of Proposition 10.7.
Denition 10.9: Let  = (C; ; DBtype) be a schema inM, ' be a word constraint in
Pw() such that type(lt(')) = f
0g, and H be a ()-structure. Then H is said to satisfy
the isolation condition with respect to ' if there exists a 2 jHj such that
H j= lt(')(rH ; a) ^ :rt(')(rH ; a);
and moreover, for any b 2 jHj such that H j= rt(')(rH ; b), there exists c 2 jHj such that
either H j= (a; c) ^ :  (b; c) or H j= :  (a; c) ^ (b; c):
Lemma 10.14: Let , H, G,  and ' be as described in Proposition 10.12. Assume that
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H j=
V
 ^ :' and type(lt(')) = f 0g. Then G j=
V
 ^ :' if H satises the isolation
condition with respect to '.
Proof: Since H satises the isolation condition with respect to ', there exists a 2 jHj,
such that
H j= lt(')(rH ; a) ^ :rt(')(rH ; a);
and moreover, by Denition 10.6, for any b 2 jHj such that H j= rt(')(rH ; b), a and b
are not identiable in H. Hence H respects :' when identifying nodes in H. In addition,
the structure G2 resulting from identifying any two identiable nodes o1 and o2 in H
also satises the isolation condition with respect to '. To see this, rst notice that by
Denition 10.1, lt(') must be of the form   K, where K is a record label and either
type() = DBtype, or type() 2 C. In both cases, for any node o 2 jHj such that
H j= (rH ; o), o 62 fo1; o2g. The same statement also holds for any o 2 jHj such that
H j=  K  (rH ; o). Because of this, by Denitions 10.6 and 10.9, it is easy to verify that
identifying o1 and o2 does not violate the isolation condition with respect to '.
In fact, by a straightforward induction on i, it can be shown that every Gi constructed in
the denition of G satises the isolation condition with respect to '. Therefore, Gi respects
:' when identifying identiable nodes. Thus by Proposition 10.12, G j=
V
 ^ :'.
The purpose of introducing a stronger ltration argument is to ensure the isolation condi-
tion. We give the argument in two steps. We rst convert an arbitrary model of
V
^:'
to a model with certain property. We then rene the notion of mlb dened in the proof
Proposition 10.7 based on this property.
Recall the notion of lb introduced in Section 10.3.1. For each G 2 U(), we dene an
equivalence relation  on jGj as follows:
a  b i lb(a; G;  [ f'g) = lb(b; G;  [ f'g):
Let [o] denote the equivalence class of o with respect to , and let [G] = f[o] j o 2 jGjg.
Denition 10.10: Let  and ' be as described in Denition 10.9, G be a ()-structure,
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and a 2 jGj such that
G j= lt(')(rG; a) ^ :rt(')(rG; a):
Then G is said to have the semi-isolation property with respect to ' if it satises the
following condition: for every [b] 2 [G] such that rt(') 2 lb(b; G;  [ f'g), there exist
c; c0 2 jGj, such that one of the following holds:
 G j= :  (a; c) and for any o 2 [b], G j= (o; c);
 G j= (a; c) and for any o 2 [b], G j= :  (o; c);
 G j= (a; c)^(a; c0), and there is a unique b0 2 [b] such that G j= (b0; c)^:(b0; c0).
In addition, for any o 2 [b], if o 6= b0, then G j= :  (o; c).
The nodes c and c0 are called the isolating nodes for a and [b].
Lemma 10.15: Let  = (C; ; DBtype) be a schema in M and  [ f'g be a nite
subset of Pw() such that type(lt(')) = f
0g. If
V
 ^ :' has a model in U(), then
there is a ()-structure H such that H j=
V
^:'^() and H has the semi-isolation
property with respect to '.
Proof: Let G be a model of
V
 ^ :' in U(). Then there exists a 2 jGj such that
G j= lt(')(rG; a) ^ :rt(')(rG; a):
By G j= () ^ (), for every b 2 jGj such that G j= rt(')(rG; b), there exists c 2 jGj
such that either G j= (a; c)^: (b; c), or G j= : (a; c)^(b; c). For each [b] 2 [G] such
that rt(') 2 lb(b; G;  [ f'g), we modify G as follows.
 If there exists c 2 jGj and b0 2 [b] such that G j= :  (a; c) ^ (b0; c), then for all
o 2 [b], we add an edge labeled with  from o to c.
 If there exists c 2 jGj such that G j= (a; c) and for any o 2 [b], G j= :  (o; c), then
c is the isolating node for a and [b].
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 Otherwise there must be c; c0 2 jGj and b0 2 [b], such that G j= (a; c) ^ (a; c0) and
G j= (b0; c) ^ :  (b0; c0). In this case, for any o 2 [b], if o 6= b0, then we remove all
the edges labeled with  from o to c.
Let H be the structure resulting from modifying G as above. Then it is easy to see that
H has the semi-isolation property with respect to ' and H j= (). In addition, by
Lemma 10.5, it is easy to verify that H j=
V
 ^ :'.
Using Lemma 10.15, we present a stronger ltration argument as follows.
Proposition 10.16: Let ,  and ' be as described in Lemma 10.15. If
V
 ^:' has a
model in U(), then it has a model H such that
H j=
^
 ^ :' ^ ();
H satises the isolation condition with respect to ', and the size of H is at most 2mN ,
where N is the length of
V
 ^ :', and m is the maximum record width of .
Proof: By Lemma 10.15, there exists a model G such that G j=
V
^:'^(), and G
has the semi-isolation property with respect to '. Hence there exists a 2 jGj such that
G j= lt(')(rG; a) ^ :rt(')(rG; a);
and for every b 2 jGj such that G j= rt(')(rG; b), there exist isolating nodes c[b]; c
0
[b] for a
and [b]. Recall the notions of mlb and f given in the proof of Proposition 10.7. We rene
the denition of mlb such that
 for every b 2 jGj such that G j= rt(')(rG; b),
mlb(b) = (lb(b; G;  [ f'g); tag(b; c[b]); tag(b; c
0
[b]));
where
tag(b; o) =
8><
>:
true if G j= (b; o)
false otherwise
 mlb(a) = a,
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 for every b 2 jGj such that G j= rt(')(rG; b), mlb(c[b]) = c[b] and mlb(c
0
[b]) = c
0
[b].
Dene function f and structure H as in the proof of Proposition 10.7. Similarly, it can be
shown that H j= (). Moreover, since m  2, it is easy to verify that the size of H is at
most 2mN . In addition, for every o 2 jGj, it can be veried that
lb(o; G; [f'g) = lb(f(o); H; [f'g): (z)
Hence by Lemma 10.5 and the assumption that G j=
V
 ^ :', we have H j=
V
 ^ :'.
Next, we show that H satises the isolation condition with respect to '.
By the denition of mlb, for any b 2 jGj such that G j= rt(')(rG; b), f(c[b]) = c[b] and
f(c0[b]) = c
0
[b]. We also have f(a) = a. In addition, by the the denition of H, it is easy to
show the following:
H j= (f(b); c[b]) i G j= (b; c[b])
H j= (f(b); c0[b]) i G j= (b; c
0
[b])
H j= (a; c[b]) i G j= (a; c[b])
H j= (a; c0[b]) i G j= (a; c
0
[b])
Hence c[b] and c
0
[b] are isolating nodes for a and [f(b)] in H. By (z), we have
H j= lt(')(rH ; a) ^ :rt(')(rH ; a):
Moreover, for any o 2 jHj, if H j= rt(')(rH ; o), then o = f(b) for some b 2 jGj such
that G j= rt(')(rG; b). Therefore, by Denitions 10.10 and 10.9, it can be shown that H
satises the isolation condition with respect to '.
The following corollary completes the proof of Theorem 10.3.
Corollary 10.17: Let ,  and ' be as described in Lemma 10.15. If
V
 ^ :' has a
model in U(), then it has a model H in Uf () such that the size of H is at most 2
mN ,
where N is the length of
V
 ^ :', and m is the maximum record width of .
Proof: By Lemma 10.15, if
V
^:' has a model in U(), then there is a ()-structure
H such that H j=
V
^:'^() and H has the semi-isolation property with respect to
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'. Thus by Proposition 10.16, there is H 0 such that H 0 j=
V
 ^ :' ^ (), H 0 satises
the isolation condition with respect to ', and the size of H 0 is at most 2mN . Let G be the
ultimately identied structure constructed from H 0. Then by Lemma 10.14,
G j=
^
 ^ :':
By Proposition 10.12, the size of G is at most 2mN , and in addition,
G j= (D):
By the denition of H 0 given in the proof of Proposition 10.16 (see also the proof of
Proposition 10.7), we have that for every  2 T (), H 0 j= 8x y (x H
0
 y ! x = y).
Thus again by Proposition 10.12, we have
G j= (D):
Hence G 2 Uf ().
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Part IV
Conclusion
This dissertation has introduced a path constraint language, Pc, and investigated its asso-
ciated implication and nite implication problems in a variety of database contexts.
 In Part I, applications of path constraints of Pc have been described.
 In Part II, path constraint implication has been studied in the context of semistruc-
tured databases, i.e., databases without schemas.
 Part III, path constraint implication has been investigated in the context of struc-
tured databases, i.e., databases with schemas.
 A number of complexity results on path constraint implication have been established
in Parts II and III. These results are summarized in Part IV. In addition, directions
for further research are also identied in this part.
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Chapter 11
Conclusion and Further Work
This chapter summarizes the results reported in this dissertation and identies further
research directions.
11.1 Summary
The primary goal of this research has been to explore the applications of path (inclusion)
constraints and to settle the question of path constraint implication in a variety of database
contexts.
There is a natural analogy between this work and inclusion dependency theory developed
for the relational model. Inclusion dependency theory has been well established as an im-
portant part of relational database theory (see [5] for a survey of dependency theory). It
has proven very useful for relational databases. However, with the development of more so-
phisticated database models with richer constructs than the relational model, dependency
(constraint) theory has been considered somewhat out of fashion. Little work on inclusion
constraint theory for the new data models has been seen. In fact, to my knowledge, only
the work reported in [9] is close to this research.
This dissertation argues that path (inclusion) constraints can play an important role in
a variety of database contexts. To this end, a path constraint language, Pc, has been
introduced. This constraint language captures a number of natural integrity constraints.
Among these constraints are extent constraints, inverse relationships and local database
constraints, which are commonly found in object-oriented databases. These constraints
are not only a fundamental part of the semantics of the data, but are also important in
query optimization. Recently, they have gained a new vigor in semistructured databases
with the popularity of the World-Wide Web. In particular, these constraints can be used
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to specify structural information of semistructured data, which is not constrained by a
schema, and can even be used to support some object-oriented features. In the context of
sophisticated database models such as object-oriented models, these constraints also arise
from a wide range of applications. They are useful not only for query optimization, but
also for database updates and transformations. Applications of the path constraints of Pc
have been addressed in Part I.
The question of logical implication for path constraints is the most important theoretical
question in connection with path constraints. To take advantage of path constraints, it
is important to be able to reason about them. Implication and nite implication of path
constraints are not only interesting in their own right, but are also related to problems in
nite model theory, bounded variable logics, feature logics, logics of programs and rewrite
systems. The focus of this dissertation has been on path constraint implication.
Complexity results. The implication and nite implication problems for path constraints
of Pc have been studied in Part II for semistructured databases. Two semistructured data
models have been considered. One is the semistructured data model [2, 8, 18, 20, 68, 70],
referred to as SM. In SM, data is represented as a rooted, edge-labeled, directed graph.
The other is the deterministic data model recently developed in [21], referred to as DM.
The model DM is a variant of SM, in which data is represented as a rooted, edge-labeled,
directed graph with deterministic edge relations. That is, the edges emanating from any
node in the graph have distinct labels. It turns out that path constraint implication has
widely dierent complexities in these two models. In the context of DM, the implication
and nite implication of constraints of Pc are simple enough to be decidable in cubic-time
and nitely axiomatizable. In contrast, in the context of SM, these problems become hard
enough to be undecidable.
In the context of SM, it has been shown that despite the simple syntax of the language
Pc, its associated implication problem is r.e. complete and its nite implication problem
is co-r.e. complete. These undecidability results also hold for two fragments of Pc. One
of the fragments is the largest subset of Pc without equality. The other is the set of path
constraints of Pc having the forward form. Indeed, the existence of a conservative reduction
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Implication Finite implication
Path constraint language Pc r.e. complete co-r.e. complete
Sublanguage Pf of Pc r.e. complete co-r.e. complete
Sublanguage P+ of Pc r.e. complete co-r.e. complete
Prex restricted subsets of Pc Decidable Decidable
Sublanguage P of Pc Decidable Decidable
Prex extended subsets of P Decidable Decidable
Table 11.1: Path constraint implication in the context of semistructured data (SM)
from the set of all rst-order sentences to each of the two fragments has been established.
These undecidability results are rather surprising since Pc is a mild generalization of the
class of word constraints, Pw, introduced and studied in [9], which possesses decidable
implication and nite implication problems.
However, there is good news. The undecidability results motivated the search for decidable
fragments of the language Pc which retain sucient expressive power. Several fragments
have been identied, which share the following properties. First, they each properly contain
the set of word constraints. Second, in contrast to the class of word constraints, each
of these fragments fails to be included in two-variable rst-order logic, a fragment of
rst-order logic whose decidability is known. Third, they allow the formulation of many
semantic relations which are of interest from the point of view of database theory, including
extent constraints, inverse relationships and local database constraints commonly found in
object-oriented databases. And nally, they each possess decidable implication and nite
implication problems.
In addition, a generalization of Pc, P
^
c , has been investigated. It has been shown that the
undecidability and decidability results on the fragments of Pc also hold on the analogous
fragments of P^c .
The main results on path constraint implication in the context of SM are summarized in
Table 11.1.
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Implication Finite implication
Word constraint language Pw Decidable (cubic-time) Decidable (cubic-time)
Finitely axiomatizable Finitely axiomatizable
Path constraint language Pc Decidable (cubic-time) Decidable (cubic-time)
Finitely axiomatizable Finitely axiomatizable
Extension P c of Pc Decidable Decidable
Extension P c of Pc Undecidable Undecidable
Table 11.2: Path constraint implication in the context of semistructured data (DM)
In the context of DM, four path constraint languages have been considered: Pw, Pc, P
 
c
and P c . The constraint languages P
 
c and P

c generalize Pc by including wildcards in path
expressions and by representing paths as regular expressions, respectively. In contrast to
the PTIME decidability of word constraint implication established in the context of SM
by [9], it has been shown that in DM, the implication and nite implication problems for
Pw are decidable in cubic-time. In contrast to the undecidability results in SM mentioned
above, the implication and nite implication problems for Pc in DM are not only decidable
in cubic-time, but are also nitely axiomatizable. In addition, the implication and nite
implication problems for P c are also decidable in DM. These demonstrate that the
determinism condition of DM simplies reasoning about path constraints. However, the
implication and nite implication problems for P c remain undecidable in DM. This
undecidability result shows that the determinism condition of DM does not reduce the
analysis of path constraint implication to a trivial problem. See Table 11.2 for the main
results established in the context of DM.
It is tempting to directly apply the complexity results established for semistructured data to
structured data, i.e., data constrained by a schema. However, the presence of type systems
or schemas can alter the computational complexity of the path constraint implication
problem in unexpected ways. The type system or schema denition can be viewed as
imposing a type constraint on the data. The type constraints give rise to a host of new
problems.
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Object-oriented data models
M M+ M+f
Implication and nite Decidable (cubic-time) Decidable Decidable
implication for Pw Finitely axiomatizable
Implication and nite Decidable (cubic-time) Undecidable Undecidable
implication for Pc Finitely axiomatizable
Table 11.3: Path constraint implication in the context of structured data
Path constraint implication has been investigated for structured data in Part III. To
explore the impacts of dierent type constructs on path constraint implication, three prac-
tical object-oriented data models have been considered: M, M+ and M+f . The model
M supports classes, records and recursive structures. The models M+ and M+f extend
M by also supporting sets and nite sets, respectively. These models are similar to those
studied in [3, 5, 6, 31, 58]. The implication and nite implication problems for Pw and Pc
have been investigated in the context of each of these models. The main results on these
problems are shown in Table 11.3.
One might think that the imposition of a type system, which imposes some regularity on
the data, would simplify the analysis of path constraint implication. This may be the case.
However one of the main results of this dissertation is to establish the possibly surprising
result that the presence of types actually complicates the implication problem for path
constraints: there are decidable path constraint problems that become undecidable in the
presence of types. It has been shown that adding a type constraint to the data may in some
cases simplify reasoning about path constraints, and in other cases make it harder. Because
of this, results on path constraint implication developed in the context of semistructured
databases may no longer hold in the presence of types. To demonstrate this, two forms of
implication problems associated with path constraints of Pc have been investigated. One
is referred to as the extended implication and nite implication problems for Pw (EIPs).
The other is referred to as the prex bounded implication and nite implication problems
for Pc (PBIPs). It has been shown that, on the one hand, EIPs are undecidable in the
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The extended (nite) The prex bounded (nite)
implication for Pw implication for Pc
The semistructured data Undecidable Decidable (PTIME)
model SM
Object-oriented Decidable (cubic-time) Decidable (cubic-time)
model M
Object-oriented Undecidable Undecidable
model M+
Object-oriented Undecidable Undecidable
model M+f
Table 11.4: The interaction between path and type constraints
context of the semistructured data model SM, but they become decidable in cubic-time
in the context of the object-oriented model M. On the other hand, PBIPs are decidable
in PTIME in SM, but in the context of the object-oriented models M+ and M+f , these
decidability results break down. The interaction between path and type constraints is
demonstrated in Table 11.4.
Another issue studied in Part III is the impact of complex value equality on path constraint
implication. As in OEM [8, 68, 70], it is assumed that in SM andDM, each data entity has
a unique identity, and two data entities are equal if and only if they have the same identify.
This equality relation is referred to as identity equality. InM, M+ andM+f , the equality
relation is also dened to be identity equality. However, in some object-oriented database
systems such as those studied in [5, 6, 31, 58], complex values with nested structures
are common. Examples of such complex values are sets of records or records with set
components. These complex values may not have a unique identity. As a result, the
equality relation on complex values is dened to be complex value equality. It has been
shown that complex value equality can be characterized by an equality constraint, which
is denable in rst-order logic. The interaction between equality and path constraints has
been addressed. In particular, word constraint implication has been studied in the context
of an object-oriented model M, which supports complex values with nested structures.
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An abstraction of databases of M has been presented in terms of equality and type
constraints. In the presence of both equality and type constraints, it has been shown that
the implication and nite implication problems for Pw remain decidable.
Proof techniques. A number of undecidability and decidability results have been estab-
lished in this dissertation. Below we briey summarize the techniques used in the proofs
of these results.
The techniques for establishing the undecidability results include the following.
 Reduction from the halting problem for two-register machines [1, 15] (Theorems 4.1,
4.2 and 4.3).
 Reduction from the word problem for (nite) monoids [5, 62] (Theorems 6.19, 8.1,
8.13, 9.1, 9.2, 9.5, 9.6, 9.13 and 9.19).
The techniques for establishing the decidability results include the following.
 Small model argument [15] (Theorem 5.1, Propositions 6.4, 6.10 and 6.18).
 Filtration argument [72] (Theorems 5.7 and 10.3).
 Algorithm for testing implication (Corollaries 6.9, 6.17 and Theorem 8.17).
 Finite axiomatization for both implication and nite implication (Propositions 8.10
and 8.16). The idea is to develop a nite set of inference rules that are sound and
complete for both implication and nite implication. As a result, the implication
and nite implication problems coincide and are decidable.
 Reduction to decidable decision problems (Theorem 5.9, 8.2, 8.14 and 9.7).
11.2 Further research
There remain many open questions related to the work reported in this dissertation. Some
immediate and signicant extensions to this work are described below.
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There are two questions about path constraint implication to which I have not yet been able
to nd satisfactory answers. One is about implication and nite implication of constraints
of a sublanguage of P c , P

w, in the context of the deterministic data model DM. The
language P w is dened as follows:
P w = f j  2 P

c ;  is of the forward form, pf() = g:
In the context of the semistructured data model SM, P w has been studied in [9]. It
was shown there that in SM, the implication and nite implication problems for P w are
decidable in EXPSPACE. In the context of DM, it has been shown in this dissertation
that the implication and nite implication problems for P c are undecidable. However, it
remains open whether the implication and nite implication problems for P w are decidable
in the context of DM. These problems are closely related to the satisability and nite
satisability problems for deterministic propositional dynamic logic with converse [49, 75],
which are, to my knowledge, also open.
The other open question related to path constraint implication is the interaction between
path constraints and complex value equality. In Chapter 10 of this dissertation, it has
been shown that word constraint implication is decidable in the context of an object-
oriented model M, which supports complex values with nested structures. It remains
open whether the implication and nite implication problems for Pc are decidable in the
context of M. A conjecture here is that these problems are undecidable, and the unde-
cidability may be established by reduction from the word problem for (nite) monoids.
A signicant extension to this work would be a study of how to check and maintain path
constraints, which is left undone in this dissertation. The most promising approach to
achieving this is perhaps by developing an incremental mechanism. In particular, the
incremental maintenance algorithm for materialized views over semistructured data devel-
oped in [7] may shed light here.
Another signicant extension would be a design of path constraint syntax that is con-
formable with XML and XML DTD [17]. For example, consider the following Pc con-
straints given in Chapter 1:
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8x (book  author(r; x)! person(r; x))
8x (person  wrote(r; x)! book(r; x))
8x (book(r; x)! 8 y (author(x; y)! wrote(y; x)))
8x (person(r; x)! 8 y (wrote(x; y)! author(y; x)))
In XML syntax, these constraints may be expressed as:
<constraint>
<inclusion path = "book.author" memberOf ="person" />
</constraint>
<constraint>
<inclusion path = "person.wrote" memberOf ="book" />
</constraint>
<constraint>
<prefix path = "book" />
<inverse path = "author" inverseOf = "wrote"/>
</constraint>
<constraint>
<prefix path = "person" />
<inverse path = "wrote" inverseOf = "author"/>
<constraint>
One should be able to describe in this syntax external links such as those studied in [63].
To accomplish this, much more remains to be done.
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