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 People with hearing disabilities are those who are unable to hear, resulted in 
their disability to communicate using spoken language. The solution offered 
in this research is by creating a one way translation technology to interpret 
spoken language to Indonesian sign language system (SIBI). The mechanism 
applied here is by catching the sentences (audio) spoken by common society 
to be converted to texts, by using speech recognition. The texts are then 
processed in text processing to select the input texts. The next stage is 
stemming the texts into prefixes, basic words, and suffixes. Each words are 
then being indexed and matched to SIBI. Afterwards, the system will arrange 
the words into SIBI sentences based on the original sentences, so that the 
people with hearing disabilities can get the information contained within the 
spoken language. This technology success rate were tested using Confusion 
Matrix, which resulted in precision value of 76%, accuracy value of 78%, 
and recall value of 79%. This technology has been tested in SMP-LB Karya 
Mulya on the 7th grader students with the total of 9 students. From the test, it 
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1. INTRODUCTION  
Deaf people refers to that who has disabilities in hearing function. This condition might be either 
temporary or permanent. For those living around people with hearing disabilities, a special communication 
form is highly needed in order to properly deliver the message in a conversation [1-3]. Indonesian sign 
language system or sistem isyarat Bahasa Indonesia (SIBI) is a sign language system specifically developed 
for people with hearing disabilities. Indonesian sign language system follows Indonesian grammatical 
structure, and the morphology is also based on Bahasa Indonesia [4-6]. The Indonesian sign language system 
also includes prefixes, basic words, and suffixes [7]. 
Within the information technology field, especially in Indonesia, there are still very limited 
researchers developing technology on translating language specific for people with hearing disabilities. 
Technologies which have been developed currently for people with hearing disabilities are Indonesian 
vocabularies dictionary, and Indonesian sign language morphology [8, 9] 
Creating special facilities for people with hearing disabilities is a heavy task. In 2001, the 
Indonesian government had just established the dictionary of Indonesian sign language system, of which 
during that time there were only a few technology developments on the field. Meanwhile, the hearing 
disabled people were in high needs of communication tools to be used in receiving information in the form of 
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audio [10]. The solution of this problem is to develop a one-way translation technology from spoken 
language to Indonesian sign language system. 
In 2018, we developed a data set on Indonesian sign language system according to the morphology 
in Bahasa Indonesia. The data set includes prefixes, basic words, and suffixes. The research was entitled 
“Database of Indonesian Sign System” [11]. This research is the continuation from the preceding research in 
2018. In this research a technology would be developed to conduct one way translation from spoken 
language to Indonesian sign language system [12]. Indonesia novelty of this research is being able to make an 
interpreter of spoken language into Indonesian sign language, by following the morphology of Indonesian.  
Input used in this research consists of sentences delivered orally (audio), which then was recorded 
using microphones in laptops or mobile phones. The voice would subsequently be converted into texts using 
speech recognition technology [13-15]. The texts would later enter the processing stage. Text processing is 
used to select input sentences [16, 17]. Text processing consists of several stages such as case folding, 
tokenizing, and stemming. Case folding is conducted to homogenize the letters to lower case letters. 
Tokenizing is used to trim the sentences to words. The last stage is stemming which is used to separate word 
elements to prefixes, basic words, and suffixes [18, 19]. 
The words which have been identified into a number of prefixes, basic words, and suffixes would 
then go through indexing process with the prepared database [20]. Finally, the words would be converted to a 
word in Indonesian sign language system (Images). In order not to change the information contained in 
Indonesian sign language system, the pictures will be arranged in the formation based on the input sentences. 
This translation technology has gone through two stages of tests. The first test was using confusion matrix 
aimed to identify accuracy, precision, and recall [21, 22]. The second test was conducted to understand to 
what extent the students of SMP-LB Karya Mulya are able to use this technology. 
 
 
2. RESEARCH METHOD  
This research focuses on technology on translating spoken Bahasa Indonesia to Indonesian sign 
language system. To implement this technology, a long process should be conducted. The process spans from 
inserting input in the form of sentences which are normally used by Indonesian people in regular 
conversation to produce output in the form of sign language to be received by people with hearing 
disabilities. This application was built in website base so that it is accessible in all kinds of platforms [23]. 





Figure 1. Flowchart of the new technology on translating spoken language to Indonesian sign language 
system 
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2.1.  Speech recognition 
Speech Recognition is the process of converting audio to texts. Audios are sourced from the society 
who are not familiar with sign language system but are aiming to deliver message towards their hearing-
impaired counterparts. Information conveyed by the society is in the form of spoken sentences (audio). Then, 
the audio input would be converted into texts by using speech recognition [24, 25]. The output produced 
from speech recognition process are sentences (texts). The Figure 2 is a simplified figure showing the speech 
recognition process. 
Speech recognition is biometric recognition, which is the process of a computer recognizing what 
someone is saying based on the tone of voice that is converted into digital text. This system is very good if it 
is used to develop communication applications for the general public with hearing impairers. The process is 
to convert sound spectrum data into digital form and convert it to text. Speech recognition has several steps 
that are important for recognizing sounds. The following are the steps that speech recognition uses to 
recognize sound. 
 Receiving input data 
 Extraction, i.e. input data storage as well as database creation 
 Benchmarking/matching, which is the stage of matching new data with voice data (matching grammar) in 
the database 
 User identity validation 
 After the data is validated, the user (general public) can submit information that will be conveyed to the 
deaf through microphone 





Figure 2. Processing audio to texts 
 
 
2.2.  Text processing 
The texts produced in the previous stage were not arranged yet, therefore text processing is needed 
to arrange and to split the texts based on their syllables [26, 27]. The following are stages in text processing. 
 
2.2.1. Case folding 










Tokenizing is splitting the previously homogenized texts into words. The words are recognized by 
space, enter, and tabulation. The Figure 4 is an illustration of the tokenizing process. 
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Furthermore, stemming is the process to separate prefixes, basic words, and suffixes [28, 29] 
stemming is made from Bahasa Indonesia morphology structure, which is depicted as:  
 
𝑃𝑟𝑒𝑓𝑖𝑥 + 𝐵𝑎𝑠𝑖𝑐 𝑊𝑜𝑟𝑑 + 𝑆𝑢𝑓𝑓𝑖𝑥 
 
Affixation is the process of adding / affixing or affixing. Affixation consists of: 
 prefix (prefix): ber-, be-, PER-, per-, di-, ter-, ke, se 
 suffix (suffix): -kan, -an, -i 
The use of words in Indonesian usually gets a prefix or suffix, for example the word eats, the word 
gets a prefix of the word and the word (makan) eat basically. The Table 1 is a list of words that get prefix and 
suffix. Stemming in this research is specifically designed to build translator technology for people with 
hearing disabilities. The images of sign language system or sistem bahasa isyarat (SBI) are sourced from 
dictionary of sign languages published in 2001 by the Department of Education. The total data of words 
taken is 3340 words consist of basic words, prefixes, and suffixes. To develop this technology, a data set is 
needed to store the words/texts. The texts would later be stored in database, and are called as basic words in 
this research. Texts (SIBI) were stored in repository or specified folder entitled “Image of SIBI”. The purpose 
of separating basic words and images of SIBI is to accelerate the data collection process. 
By splitting the prefixes and suffixes, stemming process will identify the basic words. The identified 
basic words are later traced for its Id. Every word going through this translator technology should pass 
stemming process, in the Figure 5 show the example of sentence input and the stemming process. The 
processed basic words were then shown based on their Ids, the Ids were subsequently matched with the 
images of words (SIBI) stored in the repository. 
 
 
Table 1. List of sentences to test 
Number Word Prefix Basic Word Suffix 
1. Memakan (eat) Me- Makan (eat)  
2. Membaca (read) Mem- Baca (read)  
3. Bersihkan (cleaning)  Bersih (cleaning) -kan 
4. Menulis (write) Me- Tulis (write)  





Figure 5. Stemming process 
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2.2.4. Text to image 
The process of converting text to images (SIBI) uses an Id as a link between text and image text 
(SIBI). Text images (SIBI) are stored in a specific repository, to allow faster access and lighten system 
performance. Figure 6 is a simple image showing the process of converting text to text image (SIBI). In this 
research, Indexing is conducted to match the texts with images (SIBI). The following chart illustrates the 










Figure 7. Illustration on matching text Id to image Id 
 
 
2.2.5. Sentences in sign language 
Images of words (SIBI) which were previously separated then being arranged in a sentence (SIBI). 
Images of sentences (SIBI) can be easily seen by the people with hearing disabilities. The display in this 
output is still in black and white based on its sources in the dictionary which were obtained through image 





Figure 8. Sentences in the form of Indonesian sign language system (SIBI) 
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3. RESULTS AND DISCUSSION  
3.1.  Precision and recall accuracy analysis 
Model testing is an essential step, considering the application will be directly related to the people 
with hearing disability [30-32]. To analyze accuracy, precision, and recall test of this application, confusion 
matrix is used. Data is used to test 100 sentences (audio) to be converted to images of texts (SIBI). Data in 
Table 2 is data used in system testing. By using confusion matrix, researcher can assess system success rate, 
by calculating accuracy, precision, and recall as success parameter. The Figure 9 shows accuracy, precision 
and recall calculation. 
 
 
Table 2. List of sentences to test 
Number Sentence 
1 saya membaca buku setiap sore 
2 stop, apa yang kamu lakukan 





Figure 9. Research result analysis using confusion matrix 
 
 
The data is obtained from the application testing results. From the data, researcher is allowed to 
acquire accuracy, precision, and recall values of the application. The detailed calculation is shown in (1)-(3). 
The calculation has resulted in the values of precision is 76%, accuracy is 78%, and recall is 79%. It can be 






























= 0,79  
 
3.2.  Testing of translator technology in students of SMP-LB Karya Mulia Surabaya 
Testing of translator technology in Surabaya Mulya Junior High School-LB students is needed, 
considering that this translator technology will be used by deaf people. Translator technology was tested on 
1st grade students of SMP-LB Surabaya, these students were aged 12-13 years. The system was tested on 9 
students. The Figure 10 is a photo of the trial activities carried out at SMP-LB Karya Mulya Surabaya. 
Instrument is needed to measure the success of translator technology, in the pilot phase a questionnaire is 
used. To analyze the number of students from SMP-LB Karya Mulya Surabaya who rate this application it is 
good to use (4). 
 
Index formula % =
total score
Y
∗ 100   (4) 
 
From (4), it is found that the percentage of students who gave excellent grades, can be seen more 
clearly in the Table 3. 
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The results that show are 
very good 
1. Interface 87 % 
2. Navigation menu 71 % 
3. Translation results 98 % 
4. User Guide 73 % 
5. Informative 98 % 
6. Recording sensitivity 87 % 
Average 86 % 
 
 
From the results in Figure 3 it can be concluded that 86% of respondents rated translator technology 
as very good. This research also gets some advice from people with hearing impairment such as improving 




4. CONCLUSION  
This new technology on translating spoken language (audio) to Indonesian sign language system is 
capable to translate spoken language to SIBI language. The stages in conducting translation are speech 
recognition, text processing, basic words, images of SIBI, stemming, indexing, sentences in sign language, 
and video in SIBI. Video is used to allow the people with hearing disabilities to receive output easily. This 
translating technology has been tested through converting spoken sentences. The total number of spoken 
sentences is 100 sentences. From the test, it was obtained the data such as: precision value of 76% and 
accuracy value of 78%. The recall value in this system is already good in the number of 79%. From that, it 
can be concluded that the system has been able to translate spoken sentences to pictured sentences in the 
form of SIBI images. Whereas for interface assessment, navigation menu, translation results, user guide, 
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