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1 Example R Code for Fitting VDFR Models Using mgcv
In this section we present the code we use to fit the VDFR models and their extensions. This
code assumes that Y is a vector of length N containing the outcome data, f is a character
string containing the outcome family (e.g., “gaussian” or “binomial”), and X is an N × J matrix
containing the predictor functions in wide format, where J is the maximum number of observations
per subject. By “wide format”, we mean that the columns of X represent different values of t,
with the first measurement of X(t) in the left-most column of X, and columns filled to the right
until the final measurement for that subject. The remaining cells of the column should contain
NA values. We also assume that the time points corresponding to the columns of X are stored in
the length J vector t.vec, and the domain widths are stored in the length N vector T.i. The
ith element of T.i should be a monotonic transformation of the number of observed data points
in the ith row of X. By default, we define the first observed value of X to occur at t = 0, and a
function with only one observed value will have Ti = 0.
We demonstrate how to fit all seven VDFR models described in the paper. Fitting the models
consists of (1) creating matrices to represent the coordinates of the regression surface (e.g., t
and Ti); (2) converting the functional predictor matrix to the appropriate format (e.g., domain-
standardization); (3) de-meaning the functions appropriately; (4) final preparation of the predictor
matrices; and (5) fitting the model using the gam function from the mgcv package.




# Assign coordinate matrices
t.mat <- matrix(t.vec, nrow=N, ncol=J, byrow=TRUE)
s.mat <- matrix(seq(0,1,length=J), nrow=N, ncol=J, byrow=TRUE)




# Domain-standardized X functions
X.ds <- t(apply(X, 1, function(x) {
J.i <- sum(!is.na(x))
if (J.i==1) {
y <- rep(x[1], J)
} else {






X.lin <- X.ds * T.mat
X.qud <- X.ds * T.mat^2
# Get mean function on both the t and s scales
idx <- !is.na(as.vector(X))
fit.mean.t <- gam(X[idx] ~ s(t.mat[idx], T.mat[idx], k=K))
mean.mat.t <- matrix(nrow=N,ncol=J)
mean.mat.t[idx] <- predict(fit.mean.t)
fit.mean.s <- gam(as.vector(X.ds)~s(as.vector(s.mat), as.vector(T.mat), k=K))
mean.mat.s <- matrix(predict(fit.mean.s), nrow=N, ncol=J)
# De-mean
X.unt.dm <- X - mean.mat.t
X.ds.dm <- X.ds - mean.mat.s
X.ni.dm <- X.ni - matrix(colMeans(X.ni ), nrow=N, ncol=J, byrow=TRUE)
X.lin.dm <- X.lin - matrix(colMeans(X.lin), nrow=N, ncol=J, byrow=TRUE)
X.qud.dm <- X.qud - matrix(colMeans(X.qud), nrow=N, ncol=J, byrow=TRUE)
# Final preparation of the predictor matrices for gam
J.mat <- matrix(apply(X,1,function(x) sum(!is.na(x))), nrow=N, ncol=J)
X.unt.dm <- X.unt.dm/J.mat










# Fit each model
fit.unt <- gam(Y ~ s(t.mat.01, T.mat.01, by=X.unt.dm, k=K), family=f,
method="REML")
fit.lag <- gam(Y ~ s(t.mat.01, T.mat.01, by=X.lag.dm, k=K), family=f,
method="REML")
fit.ds.tprs <- gam(Y ~ s(t.mat.01, T.mat.01, by=X.ds.dm, k=K), family=f,
method="REML")
fit.ds.tpbs <- gam(Y ~ te(t.mat, T.mat, bs="ps", by=X.ds.dm, k=c(15,10)), family=f,
method="REML")
fit.ni <- gam(Y ~ s(t.mat, by=X.ni, bs="ps", k=30), family=f,
method="REML")
fit.lin <- gam(Y ~ s(t.mat, by=X.ni, bs="ps", k=30) +
s(t.mat, by=X.lin, bs="ps", k=30), family=f, method="REML")
fit.qud <- gam(Y ~ s(t.mat, by=X.ni, bs="ps", k=30) +
s(t.mat, by=X.lin, bs="ps", k=30) +
s(t.mat, by=X.qud, bs="ps", k=30), family=f, method="REML")
4
2 Additional Simulation Results
2.1 Functional Models
In the paper, we discussed how our detailed simulation exercise considered 3×2×2×4×2 = 96
total scenarios:
1. Three choices for the sample size, N : 100, 200, and 500.
2. Two distributions for Ti: uniform or right-skewed
3. Four different possibilities for the true coefficient function, β(t, Ti), described below.
4. Two different types of outcomes: continuous and binary. We fit gaussian models to the
continuous outcomes, and logistic models to the binary outcomes.
5. Two choices for measurement error in X(t): none vs. some
The main text only presented four of these scenarios: the four coefficient functions for the
scenario when N = 200, Ti was chosen from a right-skewed (truncated negative binomial)
distribution, measurement error was present in X(t), and the outcome was continuous. Here, we
present the rAMSE, rMSE, and AUC statistics for all scenarios, as they were presented in Figure




















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































N=500, Skewed, ME, Binomial
17
2.2 Summary Statistic Models
Table 1: Median cross-validated rMSE (for continuous outcomes) and AUC (binary outcomes) for each of the
five summary statistic models, under each scenario, across the 1000 simulated datasets. Scenarios include 3
sample sizes N , two distributions of Ti (Uniform or Skewed), two options for the measurement error σ
2
X , four




rMSE (Continuous Outcome) AUC (Binary Outcome)
β1(t, Ti) β2(t, Ti) β3(t, Ti) β4(t, Ti) β1(t, Ti) β2(t, Ti) β3(t, Ti) β4(t, Ti)
100 U 0
Mean 1.962 1.557 1.795 1.859 0.539 0.550 0.857 0.676
Med 1.962 1.559 1.889 1.882 0.538 0.551 0.840 0.674
Max 1.960 1.558 2.292 1.997 0.539 0.550 0.731 0.619
Sum 1.962 1.554 2.401 2.078 0.538 0.540 0.786 0.587
Slope 1.609 1.566 2.551 2.104 0.921 0.538 0.670 0.577
100 U 1
Mean 1.963 1.558 1.818 1.866 0.538 0.549 0.853 0.676
Med 1.963 1.559 1.886 1.880 0.538 0.550 0.841 0.671
Max 1.962 1.559 2.310 2.005 0.540 0.549 0.726 0.615
Sum 1.962 1.554 2.402 2.078 0.539 0.541 0.784 0.585
Slope 1.774 1.555 2.551 2.106 0.901 0.533 0.666 0.569
100 S 0
Mean 1.890 1.601 1.636 1.814 0.538 0.626 0.931 0.804
Med 1.888 1.601 1.782 1.844 0.539 0.630 0.917 0.795
Max 1.887 1.611 2.400 2.054 0.539 0.595 0.810 0.726
Sum 1.887 1.615 2.643 2.152 0.538 0.599 0.870 0.729
Slope 1.556 1.619 2.879 2.290 0.900 0.540 0.597 0.541
100 S 1
Mean 1.890 1.603 1.705 1.829 0.540 0.627 0.925 0.798
Med 1.889 1.602 1.808 1.850 0.539 0.629 0.915 0.791
Max 1.887 1.611 2.451 2.073 0.538 0.600 0.798 0.716
Sum 1.887 1.617 2.644 2.154 0.539 0.597 0.865 0.723
Slope 1.753 1.597 2.881 2.293 0.863 0.539 0.585 0.532
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200 U 0
Mean 1.972 1.584 1.806 1.870 0.527 0.542 0.854 0.674
Med 1.972 1.584 1.903 1.891 0.527 0.543 0.840 0.668
Max 1.972 1.585 2.309 2.006 0.527 0.541 0.729 0.618
Sum 1.972 1.577 2.420 2.091 0.527 0.527 0.785 0.586
Slope 1.627 1.588 2.574 2.118 0.920 0.526 0.669 0.582
200 U 1
Mean 1.972 1.585 1.828 1.873 0.526 0.543 0.852 0.673
Med 1.972 1.585 1.896 1.889 0.527 0.540 0.841 0.668
Max 1.972 1.585 2.324 2.013 0.528 0.540 0.726 0.613
Sum 1.972 1.577 2.421 2.090 0.526 0.528 0.784 0.583
Slope 1.811 1.581 2.581 2.119 0.900 0.525 0.666 0.577
200 S 0
Mean 1.898 1.650 1.642 1.825 0.527 0.626 0.929 0.800
Med 1.897 1.648 1.787 1.851 0.528 0.629 0.917 0.792
Max 1.896 1.655 2.408 2.063 0.527 0.602 0.808 0.725
Sum 1.895 1.658 2.652 2.162 0.527 0.596 0.868 0.725
Slope 1.571 1.658 2.901 2.297 0.898 0.526 0.588 0.531
200 S 1
Mean 1.898 1.649 1.717 1.841 0.527 0.622 0.925 0.796
Med 1.898 1.648 1.815 1.861 0.526 0.623 0.915 0.790
Max 1.898 1.653 2.460 2.080 0.527 0.597 0.796 0.717
Sum 1.897 1.658 2.654 2.166 0.527 0.596 0.865 0.723
Slope 1.780 1.646 2.904 2.297 0.864 0.521 0.584 0.524
500 U 0
Mean 1.976 1.609 1.811 1.877 0.518 0.539 0.855 0.676
Med 1.976 1.609 1.909 1.900 0.517 0.540 0.840 0.670
Max 1.975 1.608 2.311 2.016 0.517 0.538 0.731 0.618
Sum 1.976 1.602 2.431 2.098 0.518 0.520 0.786 0.585
Slope 1.634 1.610 2.584 2.129 0.919 0.515 0.670 0.579
500 U 1
Mean 1.976 1.609 1.833 1.882 0.517 0.540 0.851 0.673
Med 1.976 1.609 1.903 1.901 0.517 0.538 0.840 0.669
Max 1.976 1.608 2.330 2.023 0.517 0.540 0.725 0.614
Sum 1.976 1.602 2.432 2.098 0.517 0.520 0.783 0.586
Slope 1.832 1.606 2.592 2.131 0.900 0.516 0.669 0.577
19
500 S 0
Mean 1.902 1.677 1.647 1.837 0.518 0.624 0.930 0.799
Med 1.902 1.675 1.795 1.865 0.518 0.628 0.917 0.791
Max 1.901 1.684 2.417 2.073 0.518 0.596 0.808 0.724
Sum 1.901 1.687 2.664 2.177 0.518 0.596 0.868 0.722
Slope 1.576 1.689 2.913 2.310 0.900 0.517 0.591 0.518
500 S 1
Mean 1.902 1.679 1.720 1.851 0.518 0.623 0.924 0.797
Med 1.901 1.678 1.822 1.873 0.517 0.624 0.915 0.791
Max 1.901 1.684 2.466 2.091 0.517 0.600 0.796 0.716
Sum 1.901 1.687 2.667 2.178 0.517 0.595 0.865 0.720
Slope 1.790 1.683 2.915 2.311 0.862 0.514 0.588 0.516
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3 Additional Models fit to ICAP Data
3.1 Choices for De-meaning and Treatment of Ti
In modeling the SOFA data, we were faced with the choice of whether or not to de-mean the
predictor functions, and also whether log(Ti) should be included in the model as a linear term
or a smooth (nonparametric) term. For a more complete discussion of the implications of these
choices, see Section 3.3 of the main paper. We decided to base these decisions on the method
that provided the best cross-validated AUC statistics. For both outcomes, AUC statistics were
higher when the functions were not de-meaned. The highest AUC statistics for when log Ti was
modeled as a smooth term for mortality, but as a linear term for physical impairment. The main
text shows the results of those models; the following tables present the results for the functional
models in all four of these scenarios.
Table 2: AUC statistics for functional models, when predictor functions are de-meaned and log Ti is modeled as
a linear term.
Mortality Physical Impairment
In-sample Cross-validated In-sample Cross-validated
Functional Models:
Untransformed 0.9290.9300.970 0.9010.9070.947 0.7920.8200.888 0.7450.7940.857
Lagged 0.9280.9360.967 0.9010.9110.949 0.7940.8200.888 0.7440.7900.861
DS (TPRS) 0.9390.9400.986 0.9150.9230.960 0.8020.8270.924 0.7600.7900.874
DS (TPBS) 0.9400.9460.980 0.9170.9250.961 0.8010.8290.906 0.7530.7890.866
DS (No Interaction) 0.9290.9420.968 0.9180.9330.960 0.7880.8260.883 0.7460.7970.861
DS (Linear) 0.9310.9430.971 0.9140.9310.959 0.7960.8310.897 0.7540.7940.863
DS (Quadratic) 0.9340.9460.974 0.9170.9310.962 0.8000.8300.904 0.7440.7880.866
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Table 3: AUC statistics for functional models, when predictor functions are de-meaned and log Ti is modeled as
a smooth term.
Mortality Physical Impairment
In-sample Cross-validated In-sample Cross-validated
Functional Models:
Untransformed 0.9340.9390.973 0.9070.9150.952 0.8080.8210.917 0.7500.7750.873
Lagged 0.9380.9430.973 0.9110.9170.952 0.8130.8230.922 0.7470.7720.872
DS (TPRS) 0.9390.9470.989 0.9160.9290.962 0.8340.8280.957 0.7600.7820.881
DS (TPBS) 0.9420.9490.982 0.9190.9320.962 0.8350.8310.939 0.7610.7760.875
DS (No Interaction) 0.9320.9460.972 0.9180.9340.963 0.8150.8290.909 0.7580.7900.875
DS (Linear) 0.9360.9470.977 0.9170.9330.962 0.8270.8320.921 0.7560.7900.876
DS (Quadratic) 0.9410.9500.982 0.9220.9350.963 0.8330.8410.932 0.7540.7750.872
Table 4: AUC statistics for functional models, when the functions are not de-meaned and log Ti is modeled as a
linear term.
Mortality Physical Impairment
In-sample Cross-validated In-sample Cross-validated
Functional Models:
Untransformed 0.9320.9450.974 0.9090.9190.953 0.8130.8380.911 0.7560.7840.871
Lagged 0.9350.9440.972 0.9110.9200.952 0.8120.8360.911 0.7600.7900.875
DS (TPRS) 0.9350.9480.976 0.9190.9320.957 0.8250.8470.943 0.7660.7900.888
DS (TPBS) 0.9360.9490.979 0.9190.9350.964 0.8110.8290.945 0.7500.7840.883
DS (No Interaction) 0.9280.9420.967 0.9160.9330.957 0.7670.8260.886 0.7270.7970.860
DS (Linear) 0.9330.9430.969 0.9170.9310.959 0.7730.8310.902 0.7250.7940.862
DS (Quadratic) 0.9350.9460.974 0.9180.9320.960 0.7890.8300.907 0.7350.7880.863
Table 5: AUC statistics for functional models, when functions are not de-meaned and log Ti is modeled as a
smooth term.
Mortality Physical Impairment
In-sample Cross-validated In-sample Cross-validated
Functional Models:
Untransformed 0.9400.9480.977 0.9130.9190.955 0.8220.8380.917 0.7560.7810.868
Lagged 0.9410.9470.977 0.9110.9180.955 0.8150.8360.910 0.7600.7900.872
DS (TPRS) 0.9420.9490.983 0.9220.9330.960 0.8370.8470.946 0.7690.7850.875
DS (TPBS) 0.9420.9500.981 0.9200.9360.961 0.8280.8300.940 0.7570.7790.873
DS (No Interaction) 0.9340.9460.971 0.9160.9340.957 0.8070.8290.902 0.7510.7900.867
DS (Linear) 0.9370.9470.973 0.9140.9330.957 0.8190.8320.914 0.7570.7890.871
DS (Quadratic) 0.9430.9500.977 0.9190.9350.959 0.8280.8410.926 0.7480.7750.874
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3.2 Alternative Transformations of Ti
In our paper, we noted that we investigated three different transformations of the Ti variable, to
see whether it improved model fit. In other words, instead of estimating the coefficient function
β(t, Ti), we estimate β
∗(t, w(Ti)), where w(·) is a monotonic transformation function. The
three w(·) functions considered were the identity function (no transformation), log-transform,
and quantile-transform. The paper presents the results from the log-transformed models; here




















































Figure 1: Estimated coefficient functions for the association between daily SOFA score and mortality in the ICAP
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Figure 2: Estimated coefficient functions for the association between daily SOFA score and impaired physical





















































Figure 3: Estimated coefficient functions for the association between daily SOFA score and mortality in the ICAP
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Figure 4: Estimated coefficient functions for the association between daily SOFA score and impaired physical
function in the ICAP dataset, using the quantile-transformed Ti.
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3.3 Sensitivity Analyses
Recall that 33 of the 520 subjects in the dataset contained days where SOFA was not assessed,
because the subject was temporarily discharged from the ICU. Our analysis used a last-observation-
carried-forward imputation to complete the dataset. In order to investigate whether the missing
data causes our results to be biased, we conducted several sensitivity analyses.
3.3.1 Complete Case Analysis
For this analysis we excluded all subjects who contained any missing data. This resulted in 487
remaining subjects for the mortality analysis, and 216 for the physical impairment analysis. Here,
we present only the results from the scenario that was presented in the paper (log transform for
Ti, no de-meaning, and a smooth term for log Ti in the mortality analysis but a linear term in
the physical impairment analysis.
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Table 6: AUC statistics for each model from the complete case analysis.
Mortality Physical Impairment
In-sample Cross-validated In-sample Cross-validated
Functional Models:
Untransformed 0.952 0.929 0.829 0.783
Lagged 0.954 0.929 0.828 0.789
DS (TPRS) 0.955 0.941 0.817 0.790
DS (TPBS) 0.956 0.943 0.824 0.786
DS (No Interaction) 0.953 0.943 0.824 0.793
DS (Linear) 0.954 0.941 0.826 0.789
DS (Quadratic) 0.955 0.943 0.825 0.779
Summary Statistic Models:
Mean 0.908 0.901 0.819 0.795
Median 0.908 0.901 0.819 0.796
Maximum 0.888 0.882 0.817 0.797
Cumulative 0.867 0.862 0.817 0.793
Slope 0.809 0.795 0.811 0.784
Additional Models:
β1X¯i + f2(Ti) 0.909 0.900 0.819 0.792
f1(X¯i) + β2Ti 0.908 0.901 0.819 0.791
f1(X¯i) + f2(Ti) 0.909 0.900 0.819 0.788
f(X¯i, Ti) 0.908 0.901 0.819 0.794
β1X¯i + β2Ti + β3X¯iTi 0.908 0.901 0.818 0.791
β1X¯i + f2(Ti) + f3(X¯iTi) 0.909 0.900 0.818 0.784
f1(X¯i) + β2Ti + f3(X¯iTi) 0.909 0.900 0.818 0.785
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Figure 6: Functional estimates from the complete case analysis of physical impairment.
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3.3.2 Linear Interpolation
For this analysis we imputed the missing data using a linear interpolation procedure, as opposed
to LOCF as was done in the primary analysis.





DS (TPRS) 0.928 0.771
DS (TPBS) 0.928 0.778
DS (No Interaction) 0.930 0.793
DS (Linear) 0.926 0.788








β1X¯i + f2(Ti) 0.893 0.787
f1(X¯i) + β2Ti 0.895 0.795
f1(X¯i) + f2(Ti) 0.893 0.786
f(X¯i, Ti) 0.894 0.796
β1X¯i + β2Ti + β3X¯iTi 0.894 0.790
β1X¯i + f2(Ti) + f3(X¯iTi) 0.892 0.776
f1(X¯i) + β2Ti + f3(X¯iTi) 0.893 0.789
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Figure 8: Functional estimates from the physical impairment outcome using linear interpolation of gaps.
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