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Abstract
The structure of the network underlying many complex systems, whether artificial or natural, plays a significant
role in how these systems operate. As a result, much emphasis has been placed on accurately describing networks
using network theoretic metrics. When it comes to generating networks with similar properties, however, the set
of available techniques and properties that can be controlled for remains limited. Further, whilst it is becoming
clear that some of the metrics currently used to control the generation of such networks are not very prescriptive
so that networks could potentially exhibit very different higher-order structure within those constraints, network
generating algorithms typically produce fairly contrived networks and lack mechanisms by which to systematically
explore the space of network solutions. In this paper, we explore the potential of a multi-objective novelty-biased
GA to provide a viable alternative to these algorithms. We believe our results provide the first proof of principle
that (i) it is possible to use GAs to generate graphs satisfying set levels of key classical graph theoretic properties
and (ii) it is possible to generate diverse solutions within these constraints. The paper is only a preliminary step,
however, and we identify key avenues for further development.
1 Introduction
Almost any complex system that involves the interaction of constituent components can be represented as
a network. The structural properties of this network will fundamentally affect the way the system operates
and thus an accurate description of these properties is often essential to our ability to predict and control
the system’s behavior. Not surprisingly, there has been much emphasis on applying network theoretic
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metrics to seek to explain the behaviour of complex systems, e.g., brain connectomics [1]. When it comes
to generating networks with similar properties, however, the situation is very different. There exists only
few network generating algorithms, see [2–4] and Refs 10, 24, 35, 38, 45 in [5], and these are typically
only capable of creating networks that satisfy a limited number of classical network characteristics such
as global clustering (the propensity of nodes that share a commmon neighbour to be connected), degree
distribution (the probability distribution of the number of connections attached to each node) and, more
recently, motif distribution for a limited set of such motifs, see Refs in [6]. In terms of how realistic and usable
the generated networks are, these algorithms have two major limitations. First, they are deterministic by
construction and are only concerned with fitting the constraints, as opposed to generating diverse networks
that fit the constraints (but see [7] or [8] for approaches to uniform sampling of graphs with given arbitrary
degree sequence). Second, and compounding the above, there is increasing evidence that controlling for
classical indicators such as degree distribution and global clustering does little by way of accounting for
important structural differences including local clustering, betweenness centrality, higher-order structure, all
of which can have significant effects on the dynamics of a network [9]. There is therefore a need for a more
open ended or flexible method for generating networks, one which will not only satisfy a set of criteria but
also provide the means to sample the diversity of the space of solutions (it is assumed that, save for the
smallest networks, exhaustive mapping of all valid networks is unrealistic).
As a population-based method of searching the feature space [10], genetic algorithms (GA) are in principle
well suited to deal with this multi-objective problem, and indeed, they have been used in a number of related
but distinct problems. Risi et al. [11] use Hybercube-based NeuroEvolution of Augmenting Topologies
(HyperNEAT) to evolve artificial neural networks (ANN) with a particular substrate geometry, enabling
them to explore alternative network structures and the effect they have on the ANN behaviour. Although
the work demonstrates the power of GAs to evolve networks of a particular topology, it still relies on choosing
the type of network geometry beforehand and is therefore too constrained for our problem. The case for
using novelty rather than an objective function as a guiding principle for exploring the feature space has
been made by [12] with the Novelty Search algorithm in which solutions evolved are less restricted.
In this paper we explore the viability of using GAs to (a) generate networks that satisfy various require-
ments and (b) sample the diversity of the space of possible network structures under those requirements. In
Section 2, we describe the GA with particular focus on the multi-objective fitness function and novelty-biased
population updating. In Section 3, we report results obtained when network sizes, degree distributions, clus-
tering are varied and characterise the diversity of the feature space of valid networks. Finally, in Section 4,
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we discuss a number of avenues for further development, in particular, in relation to network encoding and
scaling up, and ways to improve novelty search through either adaptive mutation rate or different fitness
functions.
2 Methods
Two objectives must be fulfilled:
1. find valid networks, that is, networks that have the desired degree distribution and global clustering
2. optimise the diversity of these networks, where diversity is specified by a set of measures.
Below, we describe the distinctive features of our approach which is otherwise very standard.
2.1 Encoding of the networks
Due to the unknown nature of the feature space, we chose to encode networks through their adjacency matrix
M . An element mi,j of M was set to 1 (unweighted networks) if there was a connection between i and j
and i 6= j (no self-connection), 0 otherwise. As we further limited ourselves to undirected networks, only
the upper (or lower) triangle of the matrix needed to be stored yielding a genome size of (N − 1)(N − 2)/2
where N was the number of nodes in the network. Encoding networks by their adjacency matrix makes
the extraction of their network theoretic characteristics trivial. All measures described in the paper were
implemented using the Brain Connectivity Toolbox [13] in the Matlab environment.
2.2 Fitness
Multi-objective optimisation in GAs is a complex problem with many alternative methods, see [10, 14] for
example. Here, for simplicity, we used a weighted sum (or priori) approach [10]. Namely, the total fitness F
was a weighted sum of two fitness terms – the constraint fitness CF (see Section 2.2.1) and the novelty fitness
NF (see Section 2.2.2) – with their respective weighting determined through experiments. The involvement
of these fitness terms in the population update will be detailed in Section 2.3.
2.2.1 Network constraining fitness (CF)
Each evolved network was assessed in terms of its compliance with two constraints: a specified degree
distribution (CF1) and a set global clustering coefficient (CF2). Once again, a weighted sum approach was
used with each component evaluated as a distance. Both components were given equal weighting, except in
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Table 1: Number of valid networks for all configurations tested. Numbers in bold denote configurations for
which more than one run was obtained. The actual number of runs (between 1 and 4) is provided in the
text where appropriate. <50 denote configurations for which runtime exceeded a self-imposed limit of 2 days
on the high-performance computing facilities. The exact number of valid networks is not shown as these
configurations were excluded from any analysis. Empty cells denote configurations for which simulations are
planned but yet to be carried out.
Size 12 16 20 60 110 160 200
Clustering 0.2 0.4 0.6 0.8 0.2 0.2 0.4 0.6 0.8 0.2 0.2 0.2 0.2
D
is
tr
ib
. Poisson 50 50 <50 <50 50 50 <50 <50 <50 50 50 50 50
Normal 50 50 50 <50 <50 50 50 50 <50 50 50 50 50
5-Regular 50 50 50 50 <50 <50 <50 50 <50
the case of k-regular networks in which case it was found helpful to set a higher weight on CF1, reflecting
the increased difficulty of finding k-regular networks. The CF value was then scaled in the range [0,1], 0
being the best fitness and corresponding to both CF1=0 and CF2=0. Thus CF acted as a gating or filtering
mechanism.
2.2.2 Novelty encouraging fitness (NF)
The novelty (or diversity) of an individual network was measured in terms of 7 structural measures: (1-2)
Number of connections and density of the network. Although unlikely to change much due to our fixed
network size in Normal and Poisson distributed-networks, changes in these measures could have significant
effect on overall structure; (3) Average shortest path, a very common measurement that is important to
network dynamics [3]; (4-5) mean and range of local clustering. As valid networks are only specified by a
global clustering coefficient, there can be significant difference in how clustering is distributed across the
network [9]; and (6-7) mean and range of nodal betweenness centrality, an indicator of how involved a node
is in the shortest paths between all nodes in the network. The NF value of a network was computed from
the difference between its measures and the average of those of valid networks previously evolved by the GA
(see next Section), scaled in the range [0, 1]. Once again, a weighted-sum approach was used. The NF value
was subtracted from CF in order to reward diversity, i.e., at a given CF value, that network with the highest
NF becomes the fittest (the smallest F – which can be a negative value).
2.3 Population updating
To mitigate the effects of increasing network size, we used a steady state GA [15], i.e., unlike the more
traditional generational method, all individuals (100 in our implementation) remain in the population until
they are replaced. Elitism in the population was introduced as follows. When valid networks (CF=0)
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appeared, they were removed (one individual per generation at most) from the population and placed in a
separately maintained pool of solutions (of size 50 in our implementation). It was against those solutions
that the NF fitness was calculated, i.e., new individuals were selected based on how different they were from
previously evolved valid networks (NF=0 when the pool of solutions is empty). Although multiple copies
of the same or similar networks were allowed into the pool of solutions, this only happened when these
networks were extremely prevalent since they were actively discouraged by the GA through the novelty
bias implemented by NF. Thus, the distribution of solutions in the pool could be thought of as a coarse
approximation of the prevalence of structure types in the space of solutions (as long as prevalence is high).
Note that since the pool of solutions changes, the process resembles a form of environmental evolution
with the fitness of the population affected by external factors that are then changed by the population –
albeit on a different time scale – rather than a straightforward Pareto optimization involved in using more
than one fitness measure.
2.4 Selection
At the start of the GA the population was initialised by randomly assigning 1 or 0 to each element of the
individual’s genes. The (total) fitness F of each individual network in the population was calculated and
then updated each time a mutation was applied to an individual. As the fitness of an individual was only
updated when it was selected, for the first few iterations after a network was added to the pool of solutions,
those individuals in the better part of the population were still most likely to be selected despite being
similar to the network just added to the pool. Although this is quickly corrected after a few iterations, it
means that selection methods such as fitness-based selection (where a individual’s chance of being selected
is proportional to only its fitness) is not very effective at selecting potentially interesting individuals, i.e.,
individuals that are structurally different from the network just added to the pool of solutions, albeit with
an as-yet uncompetitive fitness). Thus, we used rank-based selection in descending order (i.e., the best
individual in the population is ranked last).
2.5 Genetic operations (mutation)
Other than through replacing networks added to the pool of solution, mutation was the only source of
creation of new networks. The mutation rate (normally 60%) was set as the percentage of potential links
of a randomly picked node whose values (1 if the link exists, 0 otherwise) were flipped with probability 0.5.
It should immediately be noted that such mutation does not preserve the degree distribution (there is no
5
Figure 1: Three networks from the pool of solutions obtained from one run for 5-regular networks with 12
nodes and global clustering C=0.6.
rewiring). Whilst it would be trivial to do so, this (computationally wasteful) approach was selected in first
instance in order to maximise the exploration of the feature space. Note that when dealing with k-regular
networks, where all nodes must have the same number of connections, we found that even finding valid
networks (CF=0) proved a significant challenge. In such cases, a slight variation was used which will be
described in Section 3.1.1.
3 Results
To establish the feasibility of (1) find valid networks and (2) maximise their diversity, we investigated the
performance of our approach when sampling target configurations along two dimensions: network size and
topological complexity. As shown in Table 1, the network sizes considered varied between 12 and 200
nodes. Both homogeneous networks (k-regular networks) and heterogeneous (Poisson distributed, normally
distributed) networks were evolved with the target global clustering ranging from 0.2 to 0.8. In the below,
we report and analyse our main findings in terms of (i) the ability of our approach to produce valid networks
with alternative structures (see Section 3.1), (ii) the effectiveness of the approach in controlling the diversity
of the population of valid networks obtained (see Section 3.2), and (iii) the possibility that the above results
provide useful insights as to the structure of the space of valid networks.
3.1 Ability to produce valid networks with diverse structure
3.1.1 K-regular networks
We begin with small networks with a homogeneous degree distribution. K-regular networks are networks in
which all nodes have the same degree (number of links). For example, a 2-regular network would be a loop
where all nodes have exactly 2 connections [16]. This enables us to tightly control the overall density of the
network (value of K divided by the number of nodes N) whilst implementing a degree distribution which is
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Figure 2: Three networks from the pool of solutions obtained from one run for Poisson networks with 20
nodes and global clustering C=0.2.
very simple to test for. The CF1 fitness of the k-regular networks was determined as the sum of two terms:
(1) a regularity term calculated as the range of degrees found in the network – with 0 denoting a regular
network, and (2) a degree term calculated as the difference between target and measured degrees. Of these
2 terms, the most challenging for the GA to minimise is the regularity. This is because whereas a single flip
(creation or deletion of a link) will uniquely determine whether the degree term increases or decreases, there
is no mechanism to prevent this flip from negatively impacting the regularity term (e.g., through deleting a
link from the node with the smallest degree). To (partly) mitigate this problem without biasing the novelty
of the search, the CF1 component of the CF fitness was weighted higher than CF2 (CF1=60% of total CF)
to favour establishment of the regularity of the network before searching for the desired global clustering
level.
Here, it is worth mentioning that when small-sized k-regular networks are considered, not all configura-
tions can be realised, e.g., a 5-regular network with 13 nodes. This is further compounded by the constraint
of a set global clustering coefficient. We therefore limited our investigations to possible configurations, as
given in [16], with preliminary experiments used to determine realisable clustering coefficients by testing
whether it was possible to find at least one valid network. We found that when limiting CF1 to its regularity
component, it was always possible to find networks achieving a set level of global clustering.
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Figure 1 shows three networks from the pool of solutions for a representative configuration. It demon-
strates that (a) it was possible to evolve valid networks and (b) that there was some diversity in the pool
of solutions. Examination of the time course for the evolution of one valid k-regular network (data not
shown) revealed that as the value of CF1 decreased the time needed to achieve this decrement increased
slightly. This trend continued until the regularity component of CF1 reached 1, i.e., within ±1 from the
desired value of K, at which point the time taken increased sharply. This is easily explained by the much
reduced likelihood of a beneficial mutation. To address this, we modified the mutation mechanism so that
when an individual with CF1 ≤ 2 was subjected to mutation the node selected to be mutated was chosen
via rank-based selection, with the nodes with the most common degree value least likely to be selected. This
led to a reduction in the time taken without any effect on the observed level of diversity (data not shown).
This method was only applied to k-regular networks and would not be applicable to any other form of degree
distribution without significantly affecting diversity.
3.1.2 Poisson and normal networks
As k-regular networks are hardly representative of real-world networks, we now consider two other forms
of degree distribution: Poisson and normal. Note that whereas Poisson distributed networks are frequently
studied – they are quite common in telecommunication, astronomy, biology and large random networks [3],
networks with normal degree distribution are not. This distribution was purely selected for the purpose of
demonstrating the generality of our approach. A more realistic distribution would be either scale free or
log-normal.
For both types of network, the CF1 value was calculated on the basis of the R2 value obtained when
fitting the network’s degree distribution with the expected distribution. CF1 was set to 0 when R2¡0.05. We
should acknowledge that an oversight led to the average degree not being actually controlled for. However, we
found that the evolved networks tended to have a remarkably similar average degree, and, where necessary,
relevant quantities (e.g., number of motifs) were normalised (see Section 3.3.3 for example) so that we do
not believe this oversight affects the validity of our results in any way.
Figures 2 and 3 show three networks from the pool of solutions for representative configurations of Poisson
and normal networks. These figures confirm that yet again, (a) it was possible to evolve valid networks and
(b) that there was diversity in the pool of solutions. Runtime for these types of network was much shorter
than for k-regular networks and network sizes up to 200 nodes were attempted with similar results (data not
shown due to difficulty with showing structure in large networks).
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Figure 3: Three networks from the pool of solutions obtained from one run for normal networks with 20
nodes and global clustering C=0.6.
3.1.3 A note about runtime
We limited all runs to two days of runtime on the high-performance computing cluster (64 cores and 256GB
RAM). As a result, we could not obtain the required 50 valid networks in a number of configurations (see
Table 1). As previously mentioned, because we were mostly concerned with establishing proof of principle, we
adopted simple but clearly wasteful forms of network encoding and mutation. Although it is clear that longer
runtimes were to be expected from increasing network size (genome size increasing in N2), the complexity
of the space of possible solutions also plays a critical role and cannot be underestimated. For example, at
equal network size (12-20 nodes), there were significant differences in runtime between k-regular networks
on the one hand and Poisson and normal networks on the other hand, the former being much costlier. This
aspect will be investigated further in Section 3.3.
3.2 Effectiveness of the novelty bias
Here we consider the effectiveness of our approach in controlling diversity in the pool of valid networks. We
start by noting that, except for the most trivial of all setups (e.g., very small k-regular networks for which
the entire space of solution is computationally tractable), it is impossible to quantify the extent to which the
50 evolved networks are representative of the true space of possible realisations for each of the configuration
considered. Therefore, in the absence of ground truth, we examine the effect that selection for novelty has
9
Figure 4: Diversity in k-regular (K=5, C=0.6; 4 runs for the NF:on condition, 1 run otherwise), Poisson
(C=0.2; 3 runs for the NF:on condition, 2 runs for the NF:off condition, 1 otherwise) and normal (C=0.6;
2 runs for the NF:on condition, 1 otherwise) 12-node networks when three novelty scenarios are considered:
NF:off (blue), no novelty fitness involved in the population update; NF:on (red), the default mode of oper-
ation; NF:Loc Clus (green), NF calculated as the range of local clustering. Standard deviations are shown
where available.
on the diversity of the networks evolved. We carried out simulations for 3 conditions. In the first condition
(NF:off), the NF value was held to 0 throughout evolution, i.e., no novelty bias. In the second condition
(NF:on), the NF value was calculated and used as described in Sections 2.2 and 2.3. Finally, in the third
condition (NF:Loc Clus), only the range of local clustering (item 5 in the definition of NF, see Section 2.2)
was used to determine NF. As shown by Figure 4, without the novelty bias, the pool of networks show less
diversity (over the 7 measures) and across all distributions. This decrease in diversity is not uniform, with
normally distributed networks showing the largest effect.
These differences suggest that although some diversity is possible without the selective pressure imple-
mented by NF, it is limited. When NF is determined by the range of local clustering, diversity is comparable
(or even greater in the case of normally-distributed networks) to that when all 7 items are included. This
suggests that of the 7 measures, maximising the range of local clustering may be one of the most effective
means of promoting diversity in the population. This is not particularly surprising as the range of local
clustering is a reasonable marker of the diversity of motif distribution at node level (see Section 3.3.3 for
more on this topic). However, this is speculative only and it could also be the result of the GA reaching a
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Figure 5: Diversity in k-regular (K=6, C=0.2; 1 run), Poisson (C=0.2; 3 runs for N=12, 1 otherwise) and
normal (C=0.6; 2 runs for N=12, 1 otherwise) networks when network size is varied. Standard deviations
are shown where available although too small to be visible.
Pareto optimum when trying to fulfil all NF measures. More thorough testing is required to determine how
sensitive diversity is to each of the 7 measures.
3.3 Insights about the space of solutions
An interesting notion is that performance of the GA in evolving a population of valid solutions may provide
useful insights as to the nature of the space of solutions. In this Section, we examine the diversity of the
evolved networks in terms of how it is affected by changes in degree distribution, global clustering, network
size and mutation rate, as well as in terms of complexity beyond that specified by the fitness function.
3.3.1 Degree distribution, clustering and diversity
We begin by considering the effect on diversity of increasing the network size. Here, the intuition is that
an increased network size should lead to an increase in the number of valid networks possible, potentially
leading to an increase in diversity of the valid networks. Figure 5 shows the diversity obtained when varying
the network size from 10 to 20 (data for N>20 not shown) for the three distributions considered. For k-
regular networks, there is a small but significant increase in diversity with increasing node size. Although
the small range of network sizes considered to date means we can only speculate as to whether this trend
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Figure 6: Diversity (as measured by the NF fitness) for k-regular (K=5, C=0.2; 4 runs for mutation rate of
0.6, 1 run otherwise), Poisson (C=0.2; 2 runs for mutation rate of 0.6, 1 run otherwise) and normal (C=0.6;
2 runs for mutation rate of 0.6, 1 run otherwise) networks with 12 nodes. For each network configuration,
data is provided for mutation rate of 0.3, 0.6 and 0.8 (from left to right). Standard deviations are shown
where available.
would continue, the low diversity (in relation to the other two distributions) is consistent with the fact that
in a strictly controlled degree distribution such as with k-regular networks, alternative networks may be few.
In fact it is highly likely that with the pool size used here, the majority of network structures possible have
been included. Support for this hypothesis comes from Figure 4 in which it is observed that the diversity of
the pool of networks is barely affected by the inclusion of the novelty bias in the selective pressure. Further
evidence comes from Figure 6 and will be discussed in Section 3.3.2. Finally, the lack of alternative network
structures is demonstrated by how diversity was affected by a change in the target global clustering (data
not shown). Diversity was unchanged when clustering values were 0.2, 0.4 and 0.6. When clustering reached
0.8 (which is very prescriptive), diversity collapsed to near 0 value. When non-trivial clustering coefficients
are considered, the number of possible networks increase with larger network sizes, however, diversity in the
pool of solutions only marginally increases.
With Poisson and normal networks, a complete reversal of the trend is observed with a decrease in
diversity with increasing network size. This decrease continues when larger network sizes are considered
(from 60 to 200 nodes, data not shown). This decrease is associated with a range of local clustering which
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converges (data not shown). Although this finding may seem counter-intuitive, this result is consistent with
previous findings suggesting that as networks become larger the complexity of their network diminishes.
For example, loops, which play a key role in the emergence of higher-order structure (see Section 3.3.3) are
only seen in relatively small networks [17]. When the target global clustering coefficient increases, diversity
decreases (data not shown). Once again, it is observed that the range of local clustering converges to a
fixed value. This is expected since increased clustering imposes tighter constraints on the types of sub-graph
a node can be associated with. Namely, the number of closed triples should increase which can only be
implemented through closed order-3 subgraphs (i.e., triangles) or order-4 subgraphs such as fully connected
squares and squares with one diagonal (see Section 3.3.3). Not surprisingly, it is the mean path length (item
3 in the definition of NF, see Section 2.2) which shows the most variability.
For all configurations considered, diversity in the pool of solutions for both Poisson and normal configura-
tions exceeds that of k-regular networks, with normal networks showing the greatest diversity. Whether the
difference uncovered by the GA is a true reflection of the space of possible solutions or merely a consequence
of an increased likelihood of the GA actually finding solutions (e.g., due to the random graph generation
used to initialise the networks) will be the subject of further investigation.
3.3.2 Sparsity of the space of solutions
As the pool of valid networks is of fixed size, and it allows the addition of networks that are only slightly
different to those already added, we can expect the rate of mutation to significantly impact how the GA
explores the space of solutions. Very low rates should provide good sampling but at the cost of limited
diversity. Very high rates, on the other hand, would lead to a random search and would likely be very low-
yield, especially given our wasteful approach to mutation (here, rewiring would have a significant advantage).
As previously stated, most of our results were obtained with a mutation rate of 0.6 as preliminary experiments
showed it to be effective in most cases. Here, we examine the effect of a changing mutation rate on the
diversity of the pool of valid networks.
As shown by Figure 6, this effect is heavily dependent on the network’s target distribution. For 5-regular
12-node networks, the rate of mutation has very little effect, consistent with our previous observations that
there are only a few possible valid networks, clustered together in the feature space. In contrast, for normally-
distributed networks, an increase of the mutation rate from 0.3 to 0.6 yields a considerable improvement in
diversity suggesting that clusters of valid networks are scattered across the feature space and can only be
accessed if the mutation rate is sufficiently high. When the mutation rate increases further (approaching
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Figure 7: Prevalence of order-4 motifs in a sample of valid networks found for 12-node networks with normal
degree distribution and a global coefficient of 0.6. Motifs are as follows: fully connected square (c4), square
with one diagonal (d4), square (e4), star (s4), open chain (u4).
random search), diversity starts decreasing.
3.3.3 Beyond NF: Higher-order structure
Network analysis in a number of biological systems has revealed the presence of motifs, that is, subgraphs
that occur at a frequency significantly higher than that expected by chance. Increased diversity in terms of
motif distribution at node-level (i.e., the probabilities of a node to be a member of a set of motifs) should
lead to increased range of local clustering (which we suggested played a key role in the diversity of the
networks presented earlier). Here, we focus on normally-distributed networks for which measured diversity
was maximal when NF was calculated on the basis of the range of local clustering (see Figure 4). For
each network of a representative sample of 11 networks from the pool of valid 12-node networks with global
clustering of 0.6, we determined the prevalence of 5 order-4 motifs (fully connected squares, squares with
one diagonal, empty squares, stars and open quadruples) using the motif-counting algorithm proposed in [9].
To account for average degree variation between networks, the count for each motif was first normalised to
the number of triangles in the network (since all networks are valid, the ratio of triangles to open triples was
fixed and equal to 0.6). As shown by Figure 7, substantial diversity in motif composition is observed despite
the preserved global clustering.
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4 Conclusions
Being capable of generating networks with given network theoretic characteristics would be very useful at
a time when there is strong focus on a network-centric analysis of complex systems. Indeed, an essential
tool for inference is the availability of proper null models. However, the current state of the art is quite
limited, with available mathematical methods only capable of dealing with a few coarse indicators (typically
degree distribution and global clustering). Even then, there is currently no mechanism by which to explore
the diversity of the space of solutions for a given set of constraints. With this paper, we set on exploring
the possibility that GAs provide a viable alternative. We described a novelty-biased methodology which we
tested in a range of scenarios (different degree distributions and global clustering coefficients). Our results
suggest that GAs are indeed a potentially viable approach to sampling the space of solutions of networks
satisfying network theoretic characteristics. As far as we know, our paper is the first proof of concept in this
area.
However, although we have shown that the GA was capable of finding novel valid networks in a range of
degree distributions and global clustering, and for a range of sizes, there were cases (e.g., Poisson distributed
networks with clustering of 0.8 or higher) where the GA was unable to find 50 valid networks within a
reasonable time frame, namely, two days of runtime on the high-performance computing cluster (64 cores
and 256GB RAM). Whilst this can be possibly attributed to the sparse nature of the space of valid networks,
it is also clear that our methodology could be improved at various levels. In the following, we identify three
key avenues for further development.
Encoding for larger networks
It is quite manifest that, whilst an adjacency-matrix based encoding provides maximal accuracy, it is an
inefficient representation that makes scaling to larger network sizes difficult, and our empirical resuts show
that. From a theoretical viewpoint, however, it is unclear that larger networks should necessarily lead to
more complex spaces of solutions. For example, in random networks, loops (which contribute to higher-order
structure) disappear in the limit of network size. This leaves us with the interesting option of decreasing the
level of detail the GA uses for encoding the networks. Based on recent work [6], a possible solution would
be to encode networks in terms of a motif decomposition. Mutations would then change the number and
position of those motifs. In addition to decreasing the size of the genome, this method may allow the GA to
focus on those motifs that most affect the diversity of the network.
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Adaptive mutation rate
Our results have shown that the choice of rate of mutation greatly impacts both the speed of evolution and
the diversity of solutions obtained. Given a fairly limited pool size and the lack of prior knowledge about
the number of solutions to a given combination of constraints, it is of importance to try to ensure maximum
diversity within the pool. In this paper, the mutation rate was set so that a connection of a selected node
had a 60% chance of changing. This was found to be a good fit for all network sizes used here but it should
be improved with further testing and/or knowledge of the feature space. For example, if valid networks are
sparse but clustered, then it would be desirable to have a rate of mutation that is based on how far the
individual being mutated is from one of these groups of valid networks. Control of the mutation rate would
make it possible to control the tendency of new individuals to either explore the neighbourhood of a group
of valid networks or maximize novelty.
Weighting of the fitness functions and alternative multi-objective optimization
We chose weighted sum (or priori) approach to multi-objective optimisation for simplicity, and also because
we had no prior knowledge about the structure of the space of solutions. However, this approach suffers from
an important limitation in that the choice of weighting factors can significantly affect the results [10]. In this
paper, we made do with a fixed weight for each of factor, estimated from preliminary experiments. This,
along with the changing rate of NF as the GA unfolded was sufficient to coarsely sample the space of possible
valid networks and guess their diversity. Use of methods more similar to random-weight or weight-based
GA [18] may enable us to say more about the detailed topology of the space of valid networks. Alternatively,
one could use a more Pareto set like method whereby a population of valid networks is evolved and then
those networks are explored for novelty via an altering objective function such as VEGA [19] or some kind
of Pareto-reckoning approach such as SPEA [14]. In particular, if valid networks are clustered, one could
evolve valid networks via a method of ”niched-selection” [20].
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