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Abstract
For a graph G and integer k ≥ 1, we define the token graph Fk(G) to be the graph
with vertex set all k-subsets of V (G), where two vertices are adjacent in Fk(G) whenever
their symmetric difference is a pair of adjacent vertices in G. Thus vertices of Fk(G)
correspond to configurations of k indistinguishable tokens placed at distinct vertices of
G, where two configurations are adjacent whenever one configuration can be reached
from the other by moving one token along an edge from its current position to an unoc-
cupied vertex. This paper introduces token graphs and studies some of their properties
including: connectivity, diameter, cliques, chromatic number, Hamiltonian paths, and
Cartesian products of token graphs.
1 Introduction
Many problems in mathematics and computer science are modeled by moving objects on the
vertices of a graph according to certain prescribed rules. In “graph pebbling”, a pebbling
step consists of removing two pebbles from a vertex and placing one pebble on an adjacent
vertex; see [10] and [11] for surveys. Related pebbling games have been used to study
rigidity [13, 14], motion planning [1, 19], and as models of computation [22]. In the “chip
firing game”, a vertex v fires by distributing one chip to each of its neighbors (assuming the
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number of chips at v is at least its degree). This model has connections with matroids, the
Tutte polynomial, and mathematical physics; see [18] for a survey.
In this paper we study a model in which k indistinguishable tokens move from vertex to
vertex along the edges of a graph. This idea is formalized as follows. For a graph1 G and
integer k ≥ 1, we define Fk(G) to be the graph with vertex set
(V (G)
k
)
, where two vertices A
and B of Fk(G) are adjacent whenever their symmetric difference A△B is a pair {a, b} such
that a ∈ A, b ∈ B and ab ∈ E(G). Thus the vertices of Fk(G) correspond to configurations
of k indistinguishable tokens placed at distinct vertices of G, where two configurations are
adjacent whenever one configuration can be reached from the other by moving one token
along an edge from its current position to an unoccupied vertex. We thus call Fk(G) the
k-token graph of G. See Figure 1 for an example.
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Figure 1: The 2-token graph of the 7-vertex path.
The aim of this paper is to introduce token graphs and study some of their properties. We
make the following contributions: We prove tight lower and upper bounds on the diameter of
token graphs (Section 3). We prove tight lower bounds on the connectivity of token graphs
(Section 3). We characterize the cliques in token graphs in terms of the cliques in the original
graph, and derive an exact formula for the clique-number of a token graph (Section 4). We
present upper and lower bounds on the chromatic number of token graphs, and conclude
that every token graph has chromatic number at least (roughly) half the chromatic number
of the original graph and at most the chromatic number of the original graph (Section 5).
We establish sufficient conditions for the existence or non-existence of a Hamiltonian path
in various token graphs (Section 6). We show that token graphs contain certain Cartesian
products as induced subgraphs (Section 7). Finally, we suggest some new research problems,
mostly related to graph reconstruction (Section 8).
1We consider undirected, simple and finite graphs; see [5]. A k-set is a set with cardinality k. For a set
S, let
`
S
k
´
be the set of all k-sets contained in S. Let [a, b] := {a, a + 1, . . . , b} and [n] := [1, n]. For sets A
and B, let A△B := (A ∪ B) \ (A ∩ B).
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A key example in our study is when G is a complete graph. Then the token graph is
called a Johnson graph, which is widely studied due to connections with coding theory. The
Johnson graph J(n, k) is the graph whose vertices are the k-subsets of an n-set, where two
vertices A and B are adjacent whenever |A ∩ B| = k − 1 (or alternatively, if |A△B| = 2).
Observe that Fk(Kn) ≃ J(n, k). Many results in this paper generalize known properties of
Johnson graphs.
2 Basic Properties
Throughout this paper, G is a graph with n vertices and k is a positive integer. To avoid
trivial cases, we assume that n ≥ k + 1. The number of vertices in Fk(G) is:
|V (Fk(G))| =
(
n
k
)
.
To calculate the number of edges in Fk(G), charge each edge AB of Fk(G) to the unique
edge ab of G, for which A△B = {a, b}. The number of edges of Fk(G) charged to ab is
(n−2
k−1
)
.
Hence
|E(Fk(G))| =
(
n− 2
k − 1
)
|E(G)| .
The neighborhood of each vertex A of Fk(G) is
{A \ {v} ∪ {w} : v ∈ A,w ∈ V (G) \A, vw ∈ E(G)} .
Thus the degree of A in Fk(G) equals the number of edges between A and V (G)\A. Straight-
forward bounds on the minimum and maximum degree of Fk(G) follow.
With only one token, the resulting token graph is isomorphic to G. Thus
F1(G) ≃ G . (1)
Since two vertices A and B are adjacent in Fk(G) if and only if V (G) \A and V (G) \B
are adjacent in Fn−k(G),
Fk(G) ≃ Fn−k(G) . (2)
We sometimes use (2) to assume that k ≤ n2 . Also note that (1) and (2) imply two known
properties of the Johnson graph: J(n, 1) ≃ Kn and J(n, k) ≃ J(n, n− k).
At times, we study the token graph that arises when tokens are fixed at certain vertices.
Given a set X ⊆ V (G) with |X| = r ≤ k, we define Fk(G,X) to be the subgraph of
Fk(G) induced by the vertices of Fk(G) that contain X as a subset. This definition can be
interpreted as having r tokens fixed at X, and k − r tokens moving on G−X. Hence
Fk(G,X) ≃ Fk−r(G−X) . (3)
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3 Connectivity and Diameter
In this section we establish tight bounds on the connectivity and diameter of Fk(G) in terms
of the same parameters in G.
The following notation will be helpful. Let A be a k-set in a graph G. Let P be an
ab-path in G such that a ∈ A and b 6∈ A. Let A′ := A \ {a} ∪ {b}. Say A ∩ P = {v1, . . . , vq}
ordered by P (although not necessarily consecutive in P ), where v1 = a. Let A
−→
P A
′ be the
path between A and A′ in Fk(G) corresponding to the following sequence of token moves:
First move the token at vq along P to b, then for i = q − 1, q − 2, . . . , 1 move the token
at vi along P to vi+1. Each move is along a path containing no tokens. Thus these moves
correspond to a path in Fk(G). Observe that this path terminates at A
′. Each edge in
A−→P A
′ corresponds to an edge in P . Thus the length of A−→P A
′ equals the length of P .
Theorem 1. Let G be a connected graph with diameter δ. Then Fk(G) is connected with
diameter at least k(δ − k + 1) and at most kδ.
Proof. We prove the upper bound by induction on |A△B| with the following hypothesis:
“for all vertices A,B of Fk(G) there is an AB-path in Fk(G) of length at most
δ
2 |A△B|.”
This implies that Fk(G) is connected with diameter at most kδ.
If A△B = ∅ then A = B and there is nothing to prove. Now assume that A△B 6= ∅.
Since G is connected there is a path P between some vertex a ∈ A − B and b ∈ B − A.
Thus A−→P A
′ is a path in Fk(G) from A to A
′ := A \ {a} ∪ {b}. Observe that |A′△B| =
|A△B| − 2. By induction there is path between A′ and B in Fk(G) of length at most
δ
2 |A
′△B| = δ2 |A△B|− δ. Since the length of A
−→
P A
′ equals the length of P , which is at most
δ, there is path between A and B in Fk(G) of length at most
δ
2 |A△B|.
Now we prove the lower bound. Let x and y be vertices at distance δ in G. For i ∈ [0, δ],
let Vi be the set of vertices in G at distance i from x. Thus V0 = {x} and y ∈ Vδ. Let d(v)
be the distance between x and each vertex v.
Let a be the minimum index such that |V0 ∪ · · · ∪ Va| ≥ k. Likewise, let b be the
maximum index such that |Vb ∪ · · · ∪ Vδ| ≥ k. Let A be a subset of V0 ∪ · · · ∪ Va such that
V0 ∪ · · · ∪ Va−1 ⊂ A. Let B be a subset of Vb ∪ · · · ∪ Vδ such that Vb+1 ∪ · · · ∪ Vδ ⊂ B.
Consider any path from A to B in Fk(G). Each token initially at a vertex v ∈ A is moved
to some vertex v′ ∈ B. Since edges in G are either within some set Vi or between sets Vi and
Vi+1, at least d(v
′)− d(v) moves are needed to move the token from v to v′. Thus Fk(G) has
diameter at least ∑
v∈A
(d(v′)− d(v)) =
∑
w∈B
d(w) −
∑
v∈A
d(v) .
The first summation is minimized when b = δ − k+1 and |Vj| = 1 for all j ≥ b. The second
summation is maximized when a = k−1 and |Vi| = 1 for all i ≤ a. Thus Fk(G) has diameter
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at least
δ∑
j=δ−k+1
j −
k−1∑
i=0
i = k(δ − k + 1) .
Note that both bounds in Theorem 1 are achievable. If Pδ+1 is the path on δ+1 vertices
and k ≤ δ + 1, then Pδ+1 has diameter δ and Fk(Pδ+1) has diameter k(δ − k + 1). And,
as illustrated in Figure 3, if T is the tree obtained by adding k vertices adjacent to each
endpoint of Pδ−1, then T has diameter δ and Fk(T ) has diameter δk.
b b b
b
b
b
b
b
b
kk
δ − 1
Figure 2: Configurations at distance δk in Fk(T ).
We now consider the connectivity of Fk(G) when G is highly connected.
Lemma 2. Let A be a k-set in a graph G. Let a and b be vertices of G such that a ∈ A
and b 6∈ A. Let P and Q be internally disjoint ab-paths in G. Then A−→P A
′ and A−→Q A′ are
internally disjoint paths in Fk(G), where A
′ = A \ {a} ∪ {b}.
Proof. First suppose that |P ∩A| ≥ 2. Let P ∩A = {v1, . . . , vp} ordered by P , where v1 = a.
Consider an arbitrary internal vertex R of A−→P A
′. Then |R ∩ P | = p and R contains a
vertex in the sub-path (vp, b] of P . Thus R does not contain {v2, . . . , vp}. On the other
hand, {v2, . . . , vp} is contained in every vertex of A
−→
Q A′. Thus A
−→
P A
′ and A−→Q A′ are
internally disjoint, and we are done. Similarly if |Q ∩A| ≥ 2.
Now assume that P ∩A = Q∩A = {a}. Without loss of generality, P is not the edge ab.
Thus P \{a, b} 6= ∅. Thus every internal vertex of A−→P A
′ contains some vertex in P \{a, b}.
On the other hand, no internal vertex of A−→Q A′ contains a vertex in P \{a, b}. Thus A
−→
P A
′
and A−→Q A′ are internally disjoint.
We need the following technical result in the proof of Lemma 4 below.
Lemma 3. Let H be a complete bipartite graph with colour classes Y and Z, where |Y | < |Z|.
Suppose that the edges of H are coloured red and blue, such that each vertex in Y is incident
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to at most one red edge. Then H contains a set M of blue edges, such that each vertex in Y
is incident to exactly one edge in M , and the union of the red edges and M is acyclic.
Proof. We proceed by induction on |Y |. The base case is trivial. Since there are more
vertices in Z than red edges, some vertex x ∈ Z is incident to no red edge. Let v be any
vertex in Y . Let vw be the red edge incident to v (if any). Let H ′ := (H − v) − x. Let R
and R′ be the sets of red edges in H and H ′ respectively. By induction, there is a set M ′
of blue edges in H ′, such that each vertex in Y − v is incident to exactly one edge in M ′,
and R′ ∪M ′ is acyclic. Let M :=M ′ ∪ {vx}. Thus v (and every vertex in Y ) is incident to
exactly one edge in M . Since x is incident to no red edge, M ∪R is obtained from M ′ ∪R′
by adding the edges xv and vw (if it exists). Thus M ∪R is acyclic.
A chord of a path P in a graph G is an edge vw ∈ E(G) \ E(P ), such that both v and
w are in P , but the endpoints of P are not v and w. Thus P is chordless if the subgraph of
G induced by V (P ) has maximum degree at most 2.
Lemma 4. Let G be a t-connected graph. Let A and B be vertices of Fk(G) such that
|A△B| = 2. Then there are t internally disjoint AB-paths in Fk(G). Moreover, if t ≥ k
then there are k(t− k + 1) internally disjoint AB-paths in Fk(G).
Proof. Let a and b be the vertices in A \B and B \ A respectively. By Menger’s Theorem,
G contains internally disjoint ab-paths P1, . . . , Pt. Thus A
−→
P1 B, . . . , A
−→
Pt B are internally
disjoint AB-paths in Fk(G) by Lemma 2. This proves the first claim.
Now assume that t ≥ k+1. As illustrated in Figure 3, let P1, . . . , Ps, Q1, . . . , Qℓ be a set
of internally disjoint ab-paths, such that s+ ℓ ≥ t, where each of the paths P1, . . . , Ps do not
intersect A ∩ B, and each of the paths Q1, . . . , Qℓ do intersect A ∩ B. Choose such a set of
paths such that s+ ℓ is maximal and each path is chordless.
Let C be the set of vertices in A∩B that intersect one of Q1∪ · · · ∪Qℓ. Since Q1, . . . , Qℓ
are internally disjoint, each vertex in C is in exactly one of Q1, . . . , Qℓ. Let D be the set of
vertices in A∩B that do not intersect Q1 ∪ · · · ∪Qℓ. Thus C and D partition A∩B. Hence
|C|+ |D| = k − 1 and ℓ ≤ |C| ≤ k − 1 and
s ≥ t− ℓ ≥ t− |C| = t− (k − 1− |D|) = t− k + 1 + |D| .
The AB-paths that we construct in Fk(G) are of three types. The first and second types
are straightforward. By Lemma 2,
A−→P1 B, . . . , A
−→
Ps B,A
−→
Q1B, . . . , A
−→
QℓB
are internally disjoint AB-paths in Fk(G), called type-P and type-Q paths respectively. Note
that since Pi avoids A ∩ B, the path A
−→
Pi B in Fk(G) corresponds to the sequence of token
configurations obtained by simply moving the token from a along Pi to b.
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Figure 3: Illustration for the proof of Lemma 4.
For each vertex v ∈ A ∩ B, we construct a set of type-R paths in Fk(G) between A and
B as follows.
First consider v ∈ C. Then v ∈ Qi for exactly one i ∈ [ℓ]. Let Yv := NG(v)\ (A∩B)\Qi.
Since G is t-connected, |NG(v)| = degG(v) ≥ t. Since Qi is chordless, v has only two
neighbours in Qi. Since |A ∩ B| = k − 1 and v ∈ (A ∩ B) − NG(v), we have |Yv| ≥
t− (k − 2)− 2 = t− k.
Now consider v ∈ D. Let Yv := NG(v) \ (A ∪ B). Since G is t-connected, |NG(v)| =
degG(v) ≥ t. We have |A ∪ B| = k + 1 and v ∈ (A ∪ B) \ NG(v). Moreover, since s + ℓ
is maximal, the path (a, v, b) is not in G. Thus a 6∈ NG(v) or b 6∈ NG(v). Hence |Yv| ≥
t− (k − 1) = t− k + 1.
Now let Yv be a subset of itself with exactly t− k vertices if v ∈ C, and exactly t− k+1
vertices if v ∈ D. Note that Yv 6= ∅ since t ≥ k+1. And by construction, a 6∈ Yv and b 6∈ Yv.
Let Hv be the complete bipartite graph with colour classes Yv and [s]. Colour the edges
of Hv as follow. If y ∈ Pi for some y ∈ Yv and i ∈ [s], then colour the edge yi in Hv red.
Colour every other edge in Hv blue. Since each vertex in Yv is in at most one of P1, . . . , Ps,
each vertex in Yv is incident to at most one red edge in Hv. We now verify that Lemma 3 is
applicable to Hv with Y = Yv and Z = [s]. If v ∈ C then |Z| = s ≥ t− k+ 1 > t− k = |Yv|.
If v ∈ D then |D| ≥ 1 and |Z| = s ≥ t − k + 1 + |D| > t − k + 1 = |Yv|. In both cases,
Lemma 3 is applicable .
Thus there is set Mv of blue edges in Hv, such that each vertex in Yv is incident to
exactly one edge in Mv, and the union of the red edges and M is an acyclic subgraph of
Hv. Note that |Mv | = |Yv|. For each edge yi ∈ Mv, let R〈v, y〉 be the type-R path in
Fk(G) corresponding to the following token moves (where all the tokens at (A∩B) \ {v} are
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stationary):
(1) move the token at v to y,
(2) move the token at a along the path Pi to b,
(3) move the token at y back to v.
We now prove that the type-R paths are internally disjoint. Suppose to the contrary
that R〈v, y〉 and R〈v′, y′〉 share a common internal vertex, for some (v, y) 6= (v′, y′). Thus
yi is an edge of Mv, and y
′i′ is an edge in Mv′ , for some i, i
′ ∈ [s]. Each internal vertex in
R〈v, y〉 consists of (A ∩B) \ {v} ∪ {y} plus some vertex in Pi. Hence
(A ∩B) \ {v} ∪ {y, x} = (A ∩B) \ {v′} ∪ {y′, x′}
for some vertices x in Pi and x
′ ∈ Pi′ . Since A ∩ B ∩ Yv′ = ∅ and y
′ ∈ Yv′ , we have
y′ 6∈ (A ∩ B) \ {v}, implying y′ ∈ {x, y}. Since A ∩ B ∩ Pi′ = ∅ and x
′ ∈ Pi′ , we have
x′ 6∈ (A ∩ B) \ {v}, implying x′ ∈ {x, y}. Thus {x′, y′} = {x, y}, implying (A ∩ B) \ {v} =
(A ∩ B) \ {v′} and v = v′. Hence yi and y′i′ are edges in the same set Mv. Since each
vertex in Yv is incident to exactly one edge in Mv, we have y 6= y
′. Thus x = y′ and y = x′,
implying y ∈ Pi′ and y
′ ∈ Pi. Hence, in Hv, the edges yi
′ and y′i are both red. Since yi and
y′i′ are blue edges, i 6= i′. Thus (y, i, y′, i′) is a blue–red–blue–red cycle in Hv with both blue
edges in Mv. This contradiction proves that the type-R paths are pairwise disjoint.
We now prove that each type-P path is internally disjoint from each type-R path. Sup-
pose on the contrary that some path A−→Pi B intersects some path R〈v, y〉 at an internal vertex
in common. Now v is in every internal vertex of A−→Pi B (that is, the token at v never moves
in this sequence). On the other hand, v is in no internal vertex of R〈v, y〉. This contradiction
proves that each type-P path is internally disjoint from each type-R path.
We now prove that each type-Q path is internally disjoint from each type-R path. Sup-
pose on the contrary that some path A−→QiB intersects some path R〈v, y〉 at an internal vertex
W in common. Let yj be the blue edge in Mv, where j ∈ [s]. By the construction of Hv,
we have y 6∈ Pj . If v 6∈ Qi then v is in every internal vertex of A
−→
QiB (that is, the token at
v never moves in this sequence). On the other hand, v is in no internal vertex of R〈v, y〉.
Thus v ∈ Qi and v ∈ C. Since y ∈ Yv and Yv ∩ Qi = ∅, we have y 6∈ Qi. Similarly, since
y ∈ Yv and Yv ∩A∩B = ∅, we have y 6∈ A∩B. Every internal vertex of R〈v, y〉 contains y.
But every internal vertex of A−→QiB is contained in (A ∩ B) ∪Qi. This contradiction proves
that each type-Q path is internally disjoint from each type-R path.
We have s type-P paths and ℓ type-Q paths. For each v ∈ C we have t−k type-R paths,
and for each v ∈ D we have t − k + 1 type-R paths. In total, the number of AB-paths in
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Fk(G) is
s+ ℓ+ |C|(t− k) + |D|(t− k + 1)
= s+ ℓ+ (|C|+ |D|)(t− k) + |D|
= s+ ℓ+ (k − 1)(t− k) + |D|
≥ t+ (k − 1)(t − k)
= k(t− k + 1) .
Therefore we have k(t− k + 1) pairwise internally disjoint AB-paths in Pk(G).
Theorem 5. If G is t-connected, then Fk(G) is t-connected for all k ≥ 1.
Proof. By (2), we may assume that k ≤ n2 . Let C be a minimum (vertex) cut-set of Fk(G).
We will prove that |C| ≥ t, implying Fk(G) is t-connected.
Let A and B be vertices in distinct components of Fk(G) − C, such that |A△B| is
minimum. If |A△B| = 2 then by Lemma 4, there are t internally disjoint AB-paths in
Fk(G), implying |C| ≥ t. Now assume that |A△B| = 2r ≥ 4.
Let A \ B = {a1, . . . , ar} and B \ A = {b1, . . . , br}. For each i ∈ [r] and each vertex
x ∈ V (G) \ (A ∪ B), define Ai,x := A \ {ai} ∪ {x} and Bi,x := B \ {bi} ∪ {x}. Suppose
that Ai,x /∈ C and Bj,x /∈ C for some i, j and x. Since A△Ai,x = {ai, x}, by the minimality
of |A△B|, A and Ai,x are in the same component of Fk(G) − C. Similarly, B and Bj,x
are in the same component of Fk(G) − C. Also Ai,x△Bj,x = (A△B) \ {ai, bj}, implying
|Ai,x△Bj,x| = 2(r − 1). Thus Ai,x and Bj,x are in the same component of Fk(G). Hence A
and B are in the same component of Fk(G). This contradiction implies that at least one of
Ai,x and Bj,x is in C for all i, j and x.
Hence, for each x ∈ V (G) \ (A ∪ B), the set C includes all of {Ai,x : i ∈ [r]} or all of
{Bj,x : j ∈ [r]}. This gives r(n− k − r) vertices in C (since |A ∪B| = k + r).
Now for each i ∈ [r] and j ∈ [r], let Ai,j := A \ {ai} ∪ {bj} and Bi,j := B \ {bi} ∪ {aj}.
There are 2r2 such sets. Suppose that Ai,j /∈ C. Thus A and Ai,j are in the same component
of Fk(G)−C since A△Ai,j = {ai, bj}. And B and Ai,j are in the same component of Fk(G)−C
since |B△Ai,j| = 2(r − 1). Hence A and B are in the same component of Fk(G) − C. This
contradiction proves that Ai,j ∈ C. Similarly, Bi,j ∈ C. These vertices were not counted in C
earlier. Thus, since r ≥ 2 and k ≤ n2 ,
|C| ≥ r(n− k − r) + 2r2 > r(n− k) ≥ 2(n− k) ≥ n > t .
Therefore Fk(G) is t-connected.
Theorem 5 is best possible when t ≤ k. Let G be a t-connected graph containing an edge
cut S of t edges, such that the union A of some components of G− S has exactly k vertices
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(for example, take a matching of t edges between two disjoint copies of Kk). Then A has
degree t in Fk(G). Thus Fk(G) has connectivity exactly t. We now prove a stronger bound
for large t and sufficiently large graphs.
Theorem 6. If G is t-connected and t ≥ k and n ≥ 12kt, then Fk(G) is k(t−k+1)-connected.
Proof. Let C be a minimum (vertex) cut-set of Fk(G). Let A and B be vertices in distinct
components of Fk(G) − C, such that |A△B| is minimum. If |A△B| = 2 then by the second
part of Lemma 4, there are k(t − k + 1) internally disjoint AB-paths in Fk(G), implying
|C| ≥ k(t− k + 1). Now assume that |A△B| = 2r ≥ 4. As in the proof of Theorem 5, since
r ≥ 2 and n ≥ 12kt and k
2 − 3k + 4 ≥ 0.
|C| ≥ r(n− k − r) + 2r2 = r(n− k + r) ≥ 2(n − k + 2) ≥ kt− 2k + 4 ≥ k(t− k + 1).
Thus Fk(G) is k(t− k + 1)-connected.
The lower bound on the connectivity of Fk(G) in Theorem 6 is best possible. For example,
if G is t-regular and contains a k-clique X, then X has degree k(t−k+1) in Fk(G), implying
Fk(G) has connectivity at most k(t−k+1). As a concrete example, G = Kt+1 is t-connected,
t-regular, and contains a k-clique. Thus the Johnson graph J(t + 1, k) ≃ Fk(Kt+1) has
connectivity at most k(t− k + 1). In fact, the connectivity of J(t+ 1, k) equals k(t− k + 1)
[4, 12]. We conjecture the following generalization:
Conjecture 1. If G is a t-connected graph and t ≥ k, then Fk(G) is k(t− k+1)-connected.
Note that Conjecture 1 with k = 2 can be proved using the same method as the proof of
Theorem 5 (since |C| ≥ r(n− k − r) + 2r2 = 2(n− 2− 2) + 8 = 2n > 2t > k(t− k + 1)).
4 Cliques
A clique in a graph G is a set of pairwise adjacent vertices in G. The clique number ω(G) of
G is the maximum cardinality of a clique in G. In this section we characterize the cliques in
Fk(G), and derive an exact formula for the clique-number of Fk(G). These results are well
known in the case of Johnson graphs [3].
Lemma 7. Let A,B,C be three pairwise adjacent vertices in Fk(G). Then either B∩C ⊂ A
or A ⊂ B ∪ C (but not both).
Proof. Suppose on the contrary that B ∩ C 6⊂ A and A 6⊂ B ∪ C; that is, there are vertices
x ∈ (B∩C)\A and a ∈ A\(B∪C). Since A and B are adjacent in Fk(G) and a ∈ A\B and
x ∈ B \ A, we have A△B = {a, x}. Similarly, A△C = {a, x}. Thus B ∪C ∪ {a} \ {x} ⊆ A.
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Since B and C are adjacent in Fk(G), we have |B ∪ C| = k + 1. Thus |A| ≥ k + 1, which is
the desired contradiction. Thus A ⊂ B ∪ C or B ∩ C ⊂ A.
Now suppose that A ⊂ B∪C and B∩C ⊂ A. Since B and C are adjacent, |B∩C| = k−1
and |B ∪ C| = k + 1. Since |A| = k, we have A = B or A = C, which is the desired
contradiction. Thus A 6⊂ B ∪ C or B ∩ C 6⊂ A.
We now use Lemma 7 to characterize cliques in Fk(G).
Theorem 8. Let X be a set of vertices in Fk(G). Then X is a clique of Fk(G) if and only
if there is a clique K of G and a set S ⊆ V (G), such that K ∩ S = ∅ and either
(a) X = {S ∪ {v} : v ∈ K} and |S| = k − 1, or
(b) X = {(S ∪K) \ {v} : v ∈ K} and |S|+ |K| = k + 1.
Proof. The “if” direction is immediate. To prove the “only if” direction, letX be an arbitrary
clique of Fk(G).
First suppose that |X| = 2. ThenX = {A,B} for some edge AB of Fk(G). Let S := A∩B
and K := A△B. Then X satisfies (a). In fact, it also satisfies (b).
Now assume that |X| = p ≥ 3. Say X = {A1, . . . , Ap}. For distinct i, j ∈ [3, p], the two
options given by Lemma 7 for A1, A2, Ai and A1, A2, Aj are incompatible. That is, if say
Ai ⊂ A1 ∪A2 but A1 ∩A2 ⊂ Aj , then |Ai△Aj | = 4, implying Ai and Aj are not adjacent in
Fk(G). Thus one of the following cases apply:
• A1 ∩ A2 ⊂ Ai for all i ∈ [p]: Let S := A1 ∩ A2. Since |S| = k − 1, each Ai contains a
vertex vi such that Ai = S ∪ {vi}. Thus Ai△Aj = {vi, vj} for distinct i, j ∈ [p]. Since
Ai and Aj are adjacent in Fk(G), vi and vj are adjacent in G. Thus K := {vi : i ∈ [p]}
is a clique in G, and X = {S ∪ {v} : v ∈ K}. Hence X satisfies (a).
• Ai ⊂ A1 ∪ A2 for all i ∈ [p]: Since |A ∪ B| = k + 1, each Ai contains a vertex vi such
that Ai = (A1 ∪A2) \ {vi}. Thus Ai△Aj = {vi, vj} for distinct i, j ∈ [p]. Since Ai and
Aj are adjacent in Fk(G), vi and vj are adjacent in G. Thus K := {vi : i ∈ [p]} is a
clique in G. Moreover, X = {(S ∪K) \ {v} : v ∈ K} where S := (A1 ∪A2) \K. Hence
X satisfies (b).
This completes the proof. Note that in both cases S =
⋂
iAi and K =
⋃
iAi \ S.
We obtain the following formula for the clique-number of a token graph.
Theorem 9. ω(Fk(G)) = min{ω(G),max{n− k + 1, k + 1}}.
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Proof. We first prove the upper bound on ω(Fk(G)). Let X be a clique in Fk(G) with
ω(Fk(G)) vertices. Thus X satisfies (a) or (b) in Theorem 8. In case (a), n ≥ |S| + |K| =
k − 1 + |X|. In case (b), |X| = |K| ≤ |S| + |K| = k + 1. Thus |X| ≤ n − k + 1 or
|X| ≤ k + 1, implying |X| ≤ max{n − k + 1, k + 1}. In both cases, |X| = |K| ≤ ω(G).
Therefore ω(Fk(G)) = |X| ≤ min{ω(G),max{n− k + 1, k + 1}}.
We now prove the lower bound on ω(Fk(G)). Let K be a clique in G with ω(G) vertices.
Consider the following two constructions of cliques in Fk(G):
• Let K ′ be a subset of K with min{ω(G), n−k+1} vertices. Thus |V (G)\K ′| ≥ k−1.
Let S be a subset of V (G) \K ′ with k− 1 vertices. Thus {S ∪{v} : v ∈ K ′} is a clique
in Fk(G) with |K
′| vertices. Hence ω(Fk(G)) ≥ min{ω(G), n − k + 1}.
• Let K ′ be a subset of K with min{ω(G), k + 1} vertices. Since n ≥ k + 1, there is a
subset S of V (G) \K ′ with (k+1)− |K ′| vertices. Thus {(S ∪K ′) \ {v} : v ∈ K ′} is a
clique in Fk(G) with |K
′| vertices. Hence ω(Fk(G)) ≥ min{ω(G), k + 1}.
Therefore ω(Fk(G)) ≥ max{min{ω(G), n − k + 1},min{ω(G), k + 1}}, which equals
min{ω(G),max{n− k + 1, k + 1}}.
Corollary 10. Assuming k ≤ n2 , we have ω(Fk(G)) = min{ω(G), n − k + 1}.
For Johnson graphs, Corollary 10 amounts to a special case of the Erdo˝s-Ko-Rado theo-
rem, which states that if 0 < t < k and F is a family of k-subsets of an n-set and n ≥ n0(k, t)
and the intersection of any two sets in F has cardinality at least t, then |F| ≤
(n−t
k−t
)
. Wilson
[25] proved this result with n0(k, t) = (t+1)(k− t+1), which is best possible. Observe that
a clique in J(n, k) is such a family F for t = k − 1. In this case, Wilson’s Theorem states
that ω(J(n, k)) ≤ n− k + 1 whenever n ≥ 2k.
5 Chromatic Number
In this section we study the chromatic number of Fk(G) in terms of the chromatic number
of G. Our first result is an upper bound on χ(Fk(G)).
Theorem 11. χ(Fk(G)) ≤ χ(G).
Proof. Let c : V (G) → {0, 1, . . . , χ(G) − 1} be a coloring of G. To each vertex A of Fk(G),
assign the color
c′(a) :=
(∑
x∈A
c(x)
)
mod χ(G) .
12
Let A and B be two adjacent vertices in Fk(G). Thus A△B = {a, b} for some edge ab of G.
Suppose on the contrary that c′(A) = c′(B). Thus
∑
x∈A
c(x) ≡
∑
y∈B
c(y) (mod χ(G)) .
Since A△B = {a, b}, we have c(a) ≡ c(b) (mod χ(G)). Hence c(a) = c(b), and c is not a
coloring of G. This contradiction proves that c′ is a coloring of Fk(G).
Note that Theorem 11 holds with equality whenever ω(G) = χ(G) and n ≥ ω(G)+k−1,
in which case χ(Fk(G)) ≥ ω(Fk(G)) ≥ ω(G) = χ(G) by Theorem 9.
We now consider lower bounds on the chromatic number of token graphs. By Theorem 9,
we have χ(Fk(G)) ≥ ω(Fk(G)) = min{ω(G),max{n − k + 1, k + 1}}. But we can obtain
qualitatively stronger lower bounds in terms of χ(G) as follows. First consider the case when
Fk(G) is bipartite.
Proposition 12. If Fk(G) is bipartite for some k ≥ 1, then Fℓ(G) is bipartite for all ℓ ≥ 1.
Proof. By Theorem 11, it suffices to prove that if Fk(G) is bipartite then G is bipartite.
Equivalently, we prove that if G is not bipartite then Fk(G) is not bipartite. Suppose that G
is not bipartite. Thus G contains an odd cycle C = (v1, . . . , vp). First suppose that p ≥ k+1.
Hence
{v1, v2, . . . , vk−2, vk−1, vk}{v1, v2, . . . , vk−2, vk−1, vk+1}{v1, v2, . . . , vk−2, vk−1, vk+2} · · ·
{v1, v2, . . . , vk−2, vk−1, vp}{v1, v2, . . . , vk−2, vk, vp}{v1, v2, . . . , vk−1, vk, vp} · · ·
{v1, v3, . . . , vk−1, vk, vp}{v2, v3, . . . , vk−1, vk, vp}
is a p-cycle in Fk(G). Thus Fk(G) is not bipartite. Now assume that p ≤ k. Let A be a set
of k−p+1 vertices in V (G)\C (which exist since n ≥ k+1). Then Fk(G,A) ≃ Fp−1(G−A)
by (3). Since C is contained in G − A, by the above construction, there is an odd cycle in
Fp−1(G −A). Thus there is an odd cycle in Fk(G,A), which is a subgraph of Fk(G). Thus
Fk(G) is not bipartite.
We have the following general lower bound on χ(Fk(G)).
Theorem 13. χ(Fk(G)) ≥
n−k+2
n χ(G)− 1.
Proof. The result holds for k = 1 since F1(G) ≃ G. Now assume that k ≥ 2. Let V1, . . . Vχ(G)
be the colors classes in a coloring of G with χ(G) colors. Assume that |V1| ≥ · · · ≥ |Vχ(G)|.
Thus for each index m,
m∑
i=1
|Vi| ≥
mn
χ(G)
. (4)
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Let m be the minimum index such that
∑m
i=1 |Vi| ≥ k − 1. Thus (4) implies that
(m− 1)n
χ(G)
≤
m−1∑
i=1
|Vi| ≤ k − 2 . (5)
Let X be a subset of
⋃m
i=1 Vi of cardinality k − 1. Since G[X] is m-colorable,
χ(G) ≤ χ(G[X]) + χ(G−X) ≤ m+ χ(G−X) .
By (3), G−X ≃ F1(G−X) ≃ Fk(G,X), which is a subgraph of Fk(G). Thus
χ(G) ≤ m+ χ(Fk(G,X)) ≤ m+ χ(Fk(G)) .
By (5),
χ(G) ≤
k − 2
n
χ(G) + 1 + χ(Fk(G)) .
The result follows.
Theorem 13 and (2) imply the following lower bound on χ(Fk(G)) independent of k.
Theorem 14. χ(Fk(G)) ≥ (
1
2 +
2
n)χ(G)− 1 for all k ≥ 1.
Theorem 14 gives a lower bound of roughly 12χ(G) on χ(Fk(G)). However, the best
upper bound example we know of is χ(Fk(G)) ≤ χ(G)−2, which is achieved for G = Kn and
k = 3, for all n > 7 and n ≡ 1 (mod 6) or n ≡ 3 (mod 6); see [15, 17, 24]. In this case, an
independent set in J(n, 3) is a Steiner triple system. Etzion and Bitan [6] give some other
values of n and k for which χ(J(n, k)) < n. These results suggest the following question,
which is open even for Johnson graphs.
Open Problem 1. Does there exist a constant c > 0 such that χ(Fk(G)) ≥ χ(G) − c for
every graph G and integer k ≥ 1?
6 Hamiltonian Paths
In this section we study conditions for the existence or non-existence of Hamiltonian paths
in token graphs. First note that all Johnson graphs are Hamiltonian [9]. Now consider the
case when G = Pn, the path on n vertices; see Figure 1. A Hamiltonian path in Fk(Pn)
would correspond to a Gray code of adjacent transpositions for the set of binary strings of
length n with k ones. This Gray code exists if and only if n is even and k is odd; see [20,
p. 133] or [21]. Thus Fk(Pn) contains a Hamiltonian path if and only if n is even and k is
odd. Hence:
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Theorem 15. If a graph G contains a Hamiltonian path and n is even and k is odd, then
Fk(G) contains a Hamiltonian path.
Note that the existence of a Hamiltonian cycle or path in G does not imply that Fk(G)
contains a Hamiltonian cycle or path. For example, C4 is Hamiltonian, but F2(C4) ≃ K2,4
does not even contain a Hamiltonian path. More generally, if G is bipartite and
(n
k
)
is odd2,
then Fk(G) is bipartite by Theorem 11, but Fk(G) is not Hamiltonian, since every bipartite
Hamiltonian graph has even order. Even if Fk(G) has even order, it may not contain a
Hamiltonian path. For example, let V1 and V2 be the color classes of Km,m. Then Fk(Km,m)
is also bipartite by Theorem 11, and the color classes are
W1 = {A ∈ V (Fk(Km,m)) : |A ∩ V1| is even} and
W2 = {A ∈ V (Fk(Km,m)) : |A ∩ V1| is odd} .
Thus, by an identity of Gould [7] (see [23, p. 61]),
|W1| − |W2| =
k∑
i=0
(−1)i
(
m
i
)(
m
k − i
)
=


0 if k is odd
(−1)k/2
(
m
k/2
)
if k is even .
Hence for even k,
∣∣|W1|− |W2|∣∣ > 2 and therefore Fk(Km,m) does not contain a Hamiltonian
path. On the other hand, Fk(Km,m) contains a Hamiltonian path for odd k by Theorem 15.
7 Cartesian Product
The Cartesian product GH of two graphs G and H is the graph with vertex set V (G) ×
V (H), where two vertices (g, h) and (g′, h′) are adjacent in GH whenever g = g′ and
hh′ ∈ E(H), or h = h′ and gg′ ∈ E(G). The Cartesian product of m ≥ 3 graphs G1, . . . , Gm
is defined recursively as G1(G2 · · ·Gm). We now show that certain induced subgraphs
in a token graph are in fact Cartesian products.
Let H and H ′ be two disjoint induced subgraphs of a graph G. Let r and s be integers
such that 1 ≤ r ≤ |V (H)| and 1 ≤ s ≤ |V (H ′)| and r + s = k. Observe that the subgraph
of Fk(G) induced by all k-sets A of G such that |A ∩ V (H)| = r and |A ∩ V (H
′)| = s is
isomorphic to Fr(H)Fs(H
′). Thus Fr(H)Fs(H
′) is an induced subgraph of Fk(G). We
conclude:
Theorem 16. If H1, . . . ,Hm are pairwise disjoint induced subgraphs of a graph G, then for
all integers s1, . . . , sm such that 1 ≤ si ≤ |V (Hi)| and
∑
si = k, the graph Fs1(H1) · · ·Fsm(Hm)
is an induced subgraph of Fk(G).
2While most binomial coefficients are even, there are infinitely many non-trivial binomial coefficients that
are odd; see [8, 16].
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In the case k = 2, Theorem 16 has the following interpretation:
Corollary 17. Let H and H ′ be two disjoint induced subgraphs of G. Then HH ′ is an
induced subgraph of F2(G).
Corollary 17 implies, for example, that the ⌊n2 ⌋× ⌈
n
2 ⌉ grid graph is an induced subgraph
of F2(Pn); see Figure 1. This shows that F2(G) can have unbounded treewidth even for trees
G. Moreover, F2(G) can have unbounded clique minors even for trees G, since F2(K1,n) is
isomorphic to Kn with each edge subdivided once.
8 Open Problems
We now consider some open problems regarding Fk(G) that are related to graph reconstruc-
tion. Does a given token graph uniquely determine the original graph? We conjecture that
this is indeed so.
Conjecture 2. Let G and H be two graphs, such that Fk(G) ≃ Fk(H) for some k. Then
G ≃ H.
This conjecture is related to the well known Reconstruction Conjecture; see [2] for a
survey. The deck of a graph G is the multiset of unlabeled graphs {G − v : v ∈ V (G)}.
The Reconstruction Conjecture states that a graph is uniquely determined up to isomor-
phism by its deck. Similarly, Conjecture 2 states that a graph is uniquely determined up
to isomorphism by one of its token graphs. Given that each element of the deck of G is an
induced subgraph of F2(G), it is possible that progress in this direction will shed light on
the Reconstruction Conjecture.
We conclude the paper with two definitions: For r ∈ [k], let Fk,r(G) be the graph with
vertex set
(V (G)
k
)
, where two vertices A and B in Fk,r(G) are adjacent whenever |A△B| = 2r
and there is a perfect matching between A\B and B \A in G. This graph is a generalization
of the token graph since Fk(G) ≃ Fk,1(G). It is also a generalization of the Kneser graph
KGn,k, whose vertices are the k-subsets of an n-set, where two vertices A and B are adjacent
whenever A ∩ B = ∅. Observe that KGn,k ≃ Fk,k(Kn). Finally, let F
′
k,r(G) be the variant
where instead we require that every edge is present between A \ B and B \ A. Then again
Fk(G) ≃ F
′
k,1(G) and KGn,k ≃ F
′
k,k(Kn). The study of Fk,r(G) and F
′
k,r(G) is an open line
of research.
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