Abstract: This paper deals with the speed control of a permanent-magnet brushless direct current (PMBLDC) motor.
Introduction
DC motors are widely used because the methods to control their speed are very simple and precise [1] . To overcome the issue of mechanical wear out of DC motors, PMBLDC motors are being used [2] . Various areas of application of PMBLDC motors are aerospace, domestic appliances, automotive, consumer, medical, industrial automation, instrumentation, electric vehicles, etc. [3] . A few advantages of PMBLDC motors over the conventional brushed DC motors include better speed-torque characteristics, higher efficiency, long operating life, higher speed, noise-free operation, and lower maintenance. The torque to weight ratio of a PMBLDC motor is also higher as compared to conventional DC motors [4] .
PID controllers have been widely used in industry for many decades to improve the transient as well as steady-state characteristics of the system in general [5] . The properties of fractional order operators (s α , where -2 < α < 2) were explored in recent research work to enhance system performance [6] [7] [8] [9] . The FOPID controller is an extension of the traditional PID controller by using the theory of fractional calculus [10] . It has five independent parameters, i.e. three controller gains (K p , K i , K d ) and two additional fractional order operators (α , β ). This expansion adds more robustness and flexibility to the system [7] [8] [9] . The advantages of FOPID controllers over the integer order PID controllers include reduced steady-state error, reduced oscillations and overshoot, reduced control efforts, better response time, robustness to variation in the gain of the plant (iso-damping property), good output disturbance rejection, and inherent memory characteristics [6] [7] [8] [9] [10] [11] [12] . FOPID controllers are tested in a few places like level control of a spherical tank, speed control of brushed DC and permanent magnet DC motor, position control of Maglev systems, or chaotic system control [7] [8] [9] [10] [11] [12] [13] [14] .
Several tuning methods are available for FOPID controllers in both the time and frequency domains [15] . Artificial intelligence (AI) tuning methods such as the artificial bee colony (ABC) algorithm, ant colony optimization (ACO) algorithm, genetic algorithm (GA), bacterial swarm optimization (BSO), and particle swarm optimization (PSO) are employed to find out the controller parameters [15] [16] [17] [18] . The optimization methods explore the multidimensional search space by using numerous particles, chromosomes, honey bees, or bacteria. In a global search space issue, the AI optimization techniques perform superiorly compared to the conventional techniques because of the randomness of the search, multiple solutions, more search space area coverage, etc. [17] . From the AI point of view, the PSO technique is one of the most fruitful methods of swarm intelligence [18] . This technique has several advantages like stable convergence characteristics, simple implementation, and good computational efficiency. The dynamic weight concept is introduced in the PSO method and a new algorithm is developed, which is known as dPSO [19] . The tuning method concentrates on the minimization of the time domain-based objective function. The p-z interlacing approximation method is used to realize fractional order operators in the sense of integer order [7, 20] . This paper aims to present a novel control scheme with a digitally implementable FOPID for a PMBLDC motor drive. The approximation, tuning, and implementation of the FOPID controller are shown in the paper. Improvement in transient and steady-state performance is supported by the results. A comparison with a conventional PID controller and its analysis is provided to prove the effectiveness of the control scheme. The major objectives of this paper include:
• Modeling and design of the digital FOPID-based PMBLDC motor drive.
• Suggestion of a cost-effective solution using a four-switch three-phase inverter in place of the conventional six-switch inverter.
• Use of a frequency domain pole-zero interlacing algorithm to realize the FOPID controller and its implementation using an FPGA.
• Optimization of the FOPID controller through the dynamic PSO (dPSO) technique and its contribution towards the improvement of the controller.
• Minimization of settling time, error signal, control signal, and phase currents by using the proposed controller.
The rest of the paper is organized in the following way: Section 2 discusses the modeling of the PMBLDC motor drive system, followed by the proposed controller design in Section 3. Section 4 discusses the control scheme. Results are given in Section 5 and the paper is summarized in Section 6.
Modeling of the PMBLDC motor drive
Typical waveforms of a PMBLDC motor with square wave shaped phase current and trapezoidal back-emf (electromotive force) distribution are shown in Figure 1 [4] . It is observed from Figure 1 that the back-emf is fixed for 120
• and changes linearly with the rotor angle before and after it. The phase currents and the corresponding phase back-emf voltages need to be synchronized to drive the motor with constant maximum torque [21] . In every mode, two phases are conducting while the other phase is silent. Figure 2 displays the block diagram of a PMBLDC motor-fed four-switch three-phase inverter. The model of the PMBLDC motor consists of three phases. The sum of three phase currents must add up to zero as in Eq.
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(1). 
Here, I a , I b , I c are the phase currents. The PMBLDC motor is presented by using a set of differential equations as in Eq. (2) .
Here, V an , V bn , V cn are the phase voltages; R a , R b , R c are the resistances of motor windings per phase; e an , e bn , e cn are phase to neutral back-emfs; and λ a , λ b , λ c are the flux linkages. The PMBLDC motor model can also be written as in Eq. (3) .
As the permanent magnet is inducing the rotor field, it requires that the inductances should not be dependent upon the rotor position, so:
Here, L s is the self-inductance per phase and M is the mutual inductance per phase. Using Eqs. (4) and (5), Eq. (3) reduces to:
The flux linkages are represented as in Eq. (7).
Back-emf is the function of a rotor position (θ r ) with amplitude of E = K b ω m , where K b is the back-emf constant and ω m is the mechanical speed of the rotor. Back-emf of phase a is given in Eq. (8) and similarly e b and e c can be written using Figure 1 .
The three phase currents are obtained by reorganizing Eq. (2) as:
The electromagnetic torque ( T e ) is obtained from Eq. (10):
Here, Z p is the number of pole-pairs. The speed of the motor (ω r ) is obtained using the following differential equation (Eq. (11)):
Here, T L is the load torque, B is the frictional coefficient, and J is the moment of inertia. Rotor position in electrical degrees is calculated using Eq. (12):
Here, θ 0 is the rotor's initial position. All these equations (Eqs. (1)- (12)) are used for modeling the PMBLDC motor. The motor specifications are given in the Appendix.
Four-switch (FS) inverter
The inverter is composed of four switches as shown in Figure 2 [21] . Switches could be MOSFETs or IGBTs [22] . The current commutation is controlled electronically in a PMBLDC motor. Stator windings must be energized in sequence to rotate the PMBLDC motor. The PMBLDC motor requires three Hall effect sensors to give the information about the position of rotor. The respective windings are energized by controlling the appropriate conducting switches. The switching sequence of the FS inverter is given in Table 1 , which is decided using the Hall effect signals. As per the switching sequences, the current regulation is done by a hysteresis current control method. Hence, this method is known as the direct current controlled pulse width modulation (PWM) scheme [23] . The inverter generates the phase voltages for the PMBLDC motor using switching functions S a and S b .
The terminal voltages V a0 and V b0 are obtained by Eq. (13): 
Here, V dc is the voltage across the DC bus. Terminal phase voltage V xn is obtained by Eq. (14):
Here, V x0 is the terminal voltage of phase x and V n0 is the terminal voltage at the star point of the motor. 
Eqs. (13)- (15) are used to model the proposed four-switch inverter.
Design of the proposed FOPID controller
The FOPID controller has widened the control span from point to plane [10] . This can control real-world processes more accurately with smaller control efforts [7, 9, 12] . A fractional order system can be represented by the following differential equation (Eq. (16)).
Here, D αn is the fractional derivative of order αn with respect to variable t . The FOPID controller is shown by the differential equation in Eq. (17) .
Here, c(t) is the control signal and e(t) is the error signal. Using Laplace transform, the controller's transfer function is expressed by Eq. (18).
Here, K p , K i , K d are the proportional, integral, and derivative constants and α, β are positive real numbers. The fractional operator is of infinite order in the sense of integers. There is a need to approximate it into a finite dimensional system [7, [24] [25] [26] . The frequency domain p-z interlacing approximation method is used to approximate the fractional operator, which is explained further.
Digital approximation of fractional-order operator with p-z interlacing algorithm
Each transfer function can be represented by its p-z pairs [7, 10] . The Bode magnitude plot of the noninteger order transfer function possesses the slope of ± 20α dB/dec while the phase plot is constant at a value equal to ± 90α
• . This slope and phase angle can be obtained by interlacing real p-z pairs on a negative real axis. The n th order approximation can be achieved within the desired band of frequency (ω L , ω H ) , as per the error band (ε) around required phase angle ϕ req = 90α
• [20] . The algorithm is used to obtain the p-z pairs, which assures the phase angle within the tolerance limit of approximately 1
• . The p-z pairs are obtained in the algorithm as follows in Eq. (19):
The asymptotic Bode phase plot of the fractional differentiator is shown in Figure 3 with α = 0.6, ϕ req = 54
• , ω L = 0.1 rad/s , and ω H = 1000 rad/s . For the given parameters, the actual phase plot oscillates with the root mean squared (RMS) error of 0.001
The average phase angle is obtained as 54.004
is approximately the same as ϕ req . Similarly, a fractional order integrator is designed. In [24] [25] [26] [27] , the derivation of the relationships for the poles and zeros of the different rational approximation methods are given. They require the solution of transcendental equations for getting pole and zero positions. The novelty of the proposed technique lies in the use of the Bode asymptotic phase plot in place of the Bode magnitude plot for deriving the pole-zero positions and reducing the error from the constant phase value. The proposed technique ensures the phase plot tolerance within ±ε
• . The comparative phase plot of different approximation techniques [24] [25] [26] is shown in Figure 4 . Table 2 shows the RMS error between the actual transfer function and the corresponding approximated models obtained by using different approximation methods. The clear advantage of the proposed method is to get the best value of required phase angle for the given specification. In the proposed method, the RMS error is reasonably small to get a globally flat phase for the frequency band of interest. The digital FOPID controller is used so that its hardware implementation will be easy. The discretization of the fractional operator s α is the key point of the digital implementation of the FOPID controller [28] . Two steps are needed for discretization. The first one is the frequency domain approximation of the operator in continuous time and the second one is discretizing the obtained continuous-time transfer function. Here, the Tustin method is chosen for discretization with 0.001 s as sample time (T). Tustin approximation uses the formula given in Eq. (20) .
The discretization c(z) of continuous time transfer function c(s) is obtained as:
Tuning methodology: the dPSO method
In this paper, the controller parameters are obtained by using the dynamic particle swarm optimization method. Every particle in the moving swarm presents a solution of the problem, which is determined by velocity as well as position [18] . The position vector of every particle is denoted by the unknown parameters to be found. The required number of particles is called the population. Every particle in the population travels with updated direction and velocity to come nearer to the required solution. The dPSO algorithm is a modification of the conventional PSO method. The product of difference in the objective function value between a particle and its global best or individual best is added in dPSO. The change in a particle's position is in direct proportion with the iteration, which relies upon the global best, individual best, and a random velocity [19] . The dPSO algorithm analyzes the workspace with the velocity of a particle, which is obtained as in Eq. (22):
Here, p id is the individual best, p gd is the global best, x id is the current position of the particle, v id is the velocity of the particle, rand is a random function, randn is a random positive/negative value generator, and sf 1 , sf 2 , sf 3 are scaling factors. The size of the population is considered to be 200, maximum iterations are set as 100, and the desired band of frequencies is selected as ω L = 0.1 rad/s , ω H = 1000 rad/s. Integrated time absolute error (ITAE) is selected as an objective function to be minimized because of good selectivity. The change in the system's parameters influences the value of the ITAE, which gives a significant improvement in parameter tuning [18, 29] . The ITAE function is given in Eq. (23):
Here, e(t) gives the deviation between the actual value and specified value. The objective function value J IT AE is reduced from 0.5398 (with PID) to 0.4051 (with FOPID), which denotes an improvement of performance of about 24.95%. The values of the controller parameters obtained in Table 3 are used in the PID and FOPID controllers. 
S. N. Controller
Gain and fractional order value 
The controller transfer function is computed using Eq. (18).
4. Eq. (18) is approximated using the p-z interlacing method and then discretized. 
5. The approximated controller transfer function as in Eq. (24) is used in the control scheme as a speed controller and the performance of the PMBLDC motor is observed. Figure 6 presents a schematic diagram of the speed control scheme of a PMBLDC motor. A four-switch inverterfed PMBLDC motor drive with a novel digital FOPID controller is modeled as discussed in Sections 2 and 3. PID and FOPID controllers are considered to control the speed of the motor drive in this control scheme. A reference speed is given as input and the controller provides the control signal in accordance with the generated speed error. The generated reference current is fed as input to the current controller. Further, the current controller generates switching pulses, which are generated by comparing the reference input signal and modes generated from the motor module to operate the switches of an inverter. The simulation is carried out in the MATLAB environment.
Control scheme

FPGA-in-the-loop implementation
The control scheme is verified using the FPGA-in-the-loop (FIL) wizard of MATLAB/Simulink. The FPGA-inloop implementation of the control scheme is given in Figure 7 . Figure 8 shows the FIL implementation windows. In this scheme, the digital FOPID controller is implemented using Altera's DE2-115 FPGA development board (Family Cyclone IV E), while the other scheme is as it is in MATLAB. The scheme is successfully tested and the improved results are obtained with the proposed controller. 
Results and discussion
The performance of the PMBLDC motor with PID and FOPID controllers is studied by using time domain analysis. The speed response of the PID and FOPID controlled plant is given in Figure 9 while the torque response is given in Figure 10 . Speed response is observed at a reference speed of 250 rpm with load torque of 5 Nm. From Table 4 and Figure 9 it is clear that the FOPID controller smoothly controls the plant with less settling time and reduced peak overshoot (%).
Error analysis is given in Table 5 and presented in Figure 11 . It is observed that the integrated absolute error (IAE), integrated time absolute error (ITAE), and integrated square error (ISE) are lower with the FOPID controller. The IAE value is calculated by Eq. (25): The ITAE value is calculated by Eq. (26): The ISE value is calculated by Eq. (27):
The error is related to an integral part of the controller. In the integral path, as the error moves over time, the integral will continue to sum it up and multiply it by constant K i . The integral path is used to remove constant error in the system; no matter how small the error, it will sum up that error, which will be significant enough to adjust the controller output. With FOPID, not only the integrator gain but also the integration order is adjustable. Hence, it effectively controls the speed as compared to its integer counterpart.
A control signal is shown in Figure 12 . Its analysis is given in Table 5 and presented in Figure 13 . It is observed that the control efforts taken by the FOPID controller are very less compared to its integer counterpart. The PID controller works with instantaneous values at a point for differentiation and takes previous values (with equal weights) in integration, whereas the fractional order differentiation and integration take past values into consideration with decreasing weights and therefore it has a memory effect on it. This memory effect gives ideal filtering action and thus a smooth control signal is achieved using the FOPID controller. The FOPID controller works with less control efforts than the conventional PID controller; therefore, it is more efficient. Control efforts are quantified using the performance indices of integrated time absolute control effort (ITACE), integrated absolute control effort (IACE), and integrated square control effort (ISCE). The IACE value is calculated by Eq. (28) 
IACE
The ITACE value is calculated by Eq. (29): The generated back-emf for the PID and FOPID controllers is shown in Figures 14 and 15 , respectively. As the response of the PID controller-fed PMBLDC motor is slow as compared to the FOPID, the generated back-emf is increasing slowly, as can be seen in Figures 14 and 15 . The corresponding phase currents for both the controllers are shown in Figures 16 and 17 , respectively. The RMS value of phase currents is calculated and tabulated in Table 6 . The RMS phase currents in the case of the FOPID controller are less (also fewer peaks are observed in the current waveforms), which suggests that the proposed scheme with the FOPID controller is energy-efficient. The modes generated for controlling the inverter switches are given in Figure 18 . 
Conclusion
The speed control of a fractional order PID-controlled PMBLDC motor is investigated to provide a solution for implementing the high-performance motor drive. A closed-loop controlled PMBLDC drive is modeled and The results of the conventional PID and FOPID controller-fed PMBLDC motor are compared. It is seen that the proposed FOPID controller reduces overshoot, rise time, settling time, IAE, ISE, and ITAE in comparison with the conventional PID controller. Control efforts of the proposed controller are also much less. The current required to drive the motor is less, which points towards the energy-efficient nature of FOPID controllers. In reference to the analysis, it can be summarized that the best-tuned FOPID can perform better than the besttuned PID. The digital controller is implemented using FPGA and tested in the FPGA-in-the loop wizard.
To get results that are even more promising it would be better to design the controller using multiobjective optimization techniques.
The motor specifications are given in Table A1 . 
