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Il momento storico che attraversiamo è fortemente caratterizzato da un’am-
pia diffusione di dispositivi mobili che ricoprono molteplici fette di mercato
e rispecchiano le piú disparate esigenze personali e commerciali.
Un ulteriore tema molto attuale è la necessità di raccogliere dati di con-
testo da fornire alle applicazioni che basano il loro funzionamento sullo stato
dell’ambiente in cui gli utenti sono immersi.
I due fattori sono complementari dal momento che i dispositivi mobili di
cui sopra, attualmente sono dotati di un elevato numero di sensori (es.: GPS,
accelerometri, sensori di campo magnetico,. . . ), ciascuno capace di fornire dei
dati ambientali e questo, unito ad una altissima diffusione territoriale degli
smartphone, porta diretti allo scopo di questa tesi.
Infatti, basandosi su concetti ampiamente sviluppati nell’ambito delle re-
ti di sensori, si propone la realizzazione di un middleware distribuito parte
sulla rete fissa e parte sugli smartphone: questi ultimi si occuperanno della
raccolta dati sul campo, mentre la parte realizzata sulla rete fissa si occuperà
dell’organizzazione della raccolta dati. Il tutto sarà realizzato al fine di for-




The hystorical moment we live in is characterized by a wide spread of mobile
devices, precisely smartphones, used by people living into different contexts.
Moreover smartphones bring on board a great number of sensors (GPS, acce-
lerometers, magnetic sensors,. . . ), each one capable of collecting a precisely
type of data from the environment.
In parallel an interesting and up-to-date theme is data retrieval from
environment : a lot of context-aware services need those informations to tune
their behavior.
Those two over presented subjects converged into this thesis work.
Borrowing concepts from Wireless Sensor Network’ s theory, we propose
a middleware, to be distributed between smartphones and a server-side: the
former used to collect data directly to the urban environment and the latter
used by a client application to direct sensors’ sensing and collection process.
The architecture we want to build through this work aims to make mo-
dularity the main concept in order to provide space for future expansion by
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Capitolo1
Introduzione
L’evoluzione del calcolo distribuito, paradigma di cooperazione fra termi-nali remoti collegati in rete, va di pari passo con la sempre maggior
diffusione di dispositivi mobili. Data la trasportabilità di questi dispositivi,
capaci di seguire l’utente in ogni suo spostamento, è plausibile che in un futu-
ro prossimo la maggior parte degli accessi verso la rete fissa verrà effettuata
da terminale mobile. Per questi motivi sta crescendo l’interesse verso i mo-
derni smartphone come nodi in grado di eseguire, seppur con risorse minori
rispetto ai terminali fissi, programmi distribuiti. Per smartphone si intendo-
no comunemente dispositivi portatili che abbinano funzionalità da telefono
cellulare a quelle di gestione di dati personali, dispositivi che negli ultimi
anni mostrano caratteristiche hardware e software paragonabili a quelle di
personal computer. La declinazione più semplice di quest’ultimo aspetto
prevede l’impiego degli smartphone come interfacce mobili di comunicazione
con la rete fissa, per incrementarne le modalità di accesso. Un’idea meno ov-
via ma sicuramente più interessante dal punto di vista della programmazione
distribuita consiste nell’incorporare le risorse messe a disposizione dai dispo-
sitivi mobili all’interno della rete fissa, intendendo con “risorse“ la capacità
di fornire dati ambientali dei moderni smartphone. Secondo gli ultimi trend
tecnologici, infatti, gli smartphone sono equipaggiati sempre più frequente-
mente con sensori in grado di misurare fenomeni ambientali come posizione
(GPS) o accelerazione (accelerometro triassiale). Le misurazioni prodotte
dai sensori incorporati negli smartphone vengono generalmente sfruttate per
variare il comportamento del dispositivo nei confronti del proprio utente
(attivazione di vibrazioni o suoni a seconda della vicinanza dello schermo
all’utente o della velocità di movimento ecc.). Tuttavia nulla vieta lo sfrut-
tamento dei dati ambientali in questione per la realizzazione di applicazioni
distribuite che trattino gli smartphone come nodi mobili di una rete a livel-
lo applicativo. Tali reti rappresentano l’astrazione di una Wireless Sensor
Network dinamica in cui i nodi produttori di informazioni sono esattamente
1
1.1. STATO DELL’ARTE 2
i sensori incorporati all’interno degli smartphone. Il presente lavoro di tesi
affronta la progettazione e realizzazione di un middleware che consenta alle
proprie applicazioni clienti di ottenere dati ambientali dagli smartphone. Il
sistema, chiamato CloudSensor, si configura quindi come l’astrazione di una
rete dinamica di sensori in grado di produrre dati secondo modalità formali
specificate dai suoi clienti.
1.1 Stato dell’arte
Per definire l’ambito operativo del lavoro di tesi vengono di seguito espo-
sti alcuni concetti ed esempi riguardanti la tipologia del sistema che si è
realizzato.
1.1.1 Servizi context-aware
Si definiscono context-aware applicazioni espressamente concepite per am-
bienti pervasivi ed ubiqui, che siano in grado di fornire un risultato in dipen-
denza da informazioni di contesto, quali ad esempio la posizione dell’utente,
le sue preferenze, la capacità del dispositivo e le risorse disponibili. La strut-
tura interna di una applicazione context-aware, che rientra nella classe delle
applicazioni distribuite, prevede due ruoli:
• context consumer: entità che richiedono informazioni di contesto
per modificare il comportamento globale dell’applicazione, cioè quello
visibile ai suoi clienti.
• context provider: entità che producono e offrono informazioni di
contesto.
I protocolli secondo cui consumer e provider comunicano rimangono tra-
sparenti alle applicazioni clienti, che possono comunicare con le applicazioni
context-aware solo per mezzo di un insieme noto di operazioni (API). I para-
digmi secondo cui le interazioni provider-consumer possono essere organizzati
all’interno di una applicazione context-aware sono tre:
• Direct Access to Sensors: si sfruttano più provider che vengono
acceduti direttamente da più consumer secondo le proprie necessità.
• Middleware Infrastructure: un sistema di middleware funziona da
unico provider a cui si rivolgono più consumer. Il middleware fa da
intermediario nei confronti di entità che rilevano e forniscono ad esso
informazioni di contesto, disaccoppiandoli dai consumer. Ai consumer
viene fornita una API di utilizzo del middleware, insieme di tutte e
sole le operazioni a essi permesse nei confronti del sistema.
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• Context Server: un modulo software funziona da unico consumer,
interfacciandosi direttamente con più provider e ricevendo da essi le
informazioni di contesto che espone alle applicazioni clienti come unica
sorgente.
Per quanto riguarda le finalità delle applicazioni context-aware si possono
individuare due categorie:
• context information source: applicazioni che rendono disponibili ai
clienti le informazioni di contesto prodotte dai context provider.
• context synthesis services: applicazioni che rielaborano la infor-
mazioni di contesto per offrie ai clienti servizi più complessi della
memorizzazione dati.
Nel caso di context information source, le modalità con cui le applicazio-
ni clienti si procurano informazioni di contesto implicano l’utilizzo di query,
definite context-query, che possono essere composte per filtrare i dati re-
cuperabili dal servizio interrogato. In alternativa si instaura una relazione
publisher-subscriber fra il servizio context-aware e l’applicazione cliente, per-
mettendo alla seconda di essere notificata in modo asincrono non appena il
primo produca informazioni utili.
1.1.2 Applicazioni Mobile Phone Sensing
Un interessante sottoinsieme delle applicazioni context-aware è costituito
dalle applicazioni Mobile Phone Sensing (MPS). Queste sono applicazioni
distribuite in cui le informazioni di contesto vengono prodotte da smartpho-
ne e possono comprendere anche i dati ambientali che i sensori sui dispositivi
mobili rilevano. Le applicazioni MPS vengono classificate in tre gruppi a se-
conda del grado di cooperazione imposto agli smartphone che vi partecipano,
che si ripercuote anche sugli scopi delle applicazioni stesse.
• personal sensing: applicazioni che l’utente usa per raggiungere uno
scopo individuale, senza alcun obiettivo condiviso da più utilizzatori
della stessa applicazione;
• group sensing: applicazioni in cui un insieme di individui partecipa
ad un’attività comune, di tipo pubblico, che rispetta determinati livelli
di privacy (ad es.: attività di social network). In questo caso gli utenti
sfruttano l’applicazione per finalità individuali e mettono a disposizione
le proprie informazioni di contesto ad altri utenti con interessi simili.
• community sensing: applicazioni di utilità comune (ad es.:analisi del
traffico cittadino o del livello di rumorosità di una certa zona urbana).
A tali attività partecipa un numero rilevante di utenti che mette a
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disposizione il proprio smartphone per finalità utili a un pubblico molto
vasto e composto da persone che non hanno necessariamente gli stessi
interessi nei confronti dell’applicazione MPS. La precisione dei risultati
su cui l’applicazione basa il proprio funzionamento è in questo caso
direttamente proporzionale alla densità di sensori sparsi sul territorio
.
Una ulteriore classificazione delle applicazioni MPS è condotta in base
al grado di controllo che il possessore dello smartphone ha sulla partecipa-
zione del proprio dispositivo all’applicazione. Esistono a tal proposito due
paradigmi:
• participatory sensing : l’utente regola direttamente il recupero e
l’erogazione delle informazioni prodotte dallo smartphone.
• opportunistic sensing : l’utente, una volta avviato il software sul
proprio smartphone, non ha controllo delle informazioni prodotte, che
vengono gestite interamente dall’applicazione.
Considerando pro e contro dei due paradigmi, si nota che il primo ha il
beneficio di demandare all’utente la scelta del tempo e dello spazio in cui
lo smartphone si comporta da context provider, evitando di produrre dati
quando non necessario. Il secondo paradigma, invece, implicando la produ-
zione continua di informazioni, può comportare overhead ogni volta in cui
uno smartphone non debba necessariamente comportarsi da provider. Si
evince tuttavia che opportunistic sensing è più vantaggioso per applicazio-
ni che debbano rispettare vincoli temporali non controllabili dall’utente. I
due paradigmi non sono mutuamente esclusivi ed esistono pertanto appli-
cazioni MPS con comportamenti ibridi fra essi. Anche per quanto riguarda
memorizzazione e trattamento delle informazioni sugli smartphone esistono
più categorie di applicazioni MPS. Si evidenziano a tal proposito, applica-
zioni mobili che raccolgono dati al loro interno e vi eseguono elaborazioni di
raffinamento, e altre che, non appena rilevati, li inviano ad un server cen-
tralizzato che si occuperà del loro trattamento. Una possibile applicazione
delle applicazioni MPS risiede nell’utilizzo degli smartphone come insiemi di
nodi sensori. Come esposto in precedenza, infatti, i moderni dispositivi mo-
bili, oltre a vantare risorse computazionali paragonabili a quelle di personal
computer, ospitano sempre più frequentemente sensori in grado di rilevare
fenomeni ambientali di varie tipologie. In tale ipotesi le applicazioni per reti
di sensori, definite continue sensing, potrebbero essere sostituite da applica-
zioni MPS. Esempi di questo concetto comprendono applicazioni in ambito
sanitario, per le quali l’utilizzo di un dispositivo dalle fattezze di un telefono
in luogo di sensori veri e propri, dall’aspetto inusuale agli occhi degli uten-
ti, potrebbe garantire un grado di penetrazione e quindi di utilità maggiore
all’applicazione stessa. Tuttavia in un simile scenario sussiste la necessità
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di informazioni rilevate con periodi temporali ridotti, vincolo spesso non ri-
spettabile dai sensori incorporati negli smartphone. Ciò è dovuto al livello di
astrazione ancora troppo alto con cui i sistemi operativi dei moderni smart-
phone consentono l’accesso all’hardware. Inoltre frequenti sollecitazioni ai
sensori finalizzate al recupero di informazioni possono abbattere in modo
rapido l’autonomia energetica del dispositivo ospitante.
1.2 Il sistema CloudSensor
Alla luce delle classificazioni esposte nei precedenti paragrafi è possibile sta-
bilire in modo formale le caratteristiche del sistema CloudSensor, oggetto
del presente lavoro di tesi. Questo si configura come un’applicazione MPS
che gestisce dati ambientali, ovvero misurazioni quantitative di fenomeni
ambientali, in luogo di informazioni di contesto. Si noti che i dati ambienta-
li rappresentano un sottoinsieme della categoria “informazioni di contesto”,
concetto più ampio e comprendente anche dati relativi a preferenze espresse
dagli utenti e a risorse di calcolo disponibili in un dato istante. Per la sua
natura di applicazione MPS, parte delle componenti del sistema esegue su
smartphone e parte su terminali fissi con funzionalità di coordinamento dei
terminali mobili. Il numero di dispositivi mobili che partecipano al sistema
può variare nel tempo. Il sistema CloudSensor rispetta la struttura interna
delle applicazioni context-aware esposta in 1.1.1 distribuendone i ruoli nella
maniera seguente:
• i context provider sono gli smartphone , che mediante i propri sensori
rilevano dati ambientali rendendoli disponibili ai consumer.
• i context consumer sono servizi web di raccolta dati installati su ter-
minali fissi con funzione di web server, che ricevono dati dai provider
e li rendono disponibili alle applicazioni clienti del sistema.
Il sistema CloudSensor è un’applicazione context information source, che
non esegue una elaborazione dei dati ambientali rilevati ma li rende dispo-
nibili ai propri clienti affinchè siano essi a raffinarli secondo procedure speci-
fiche. Questo implica che il sistema possa essere utilizzato a sua volta come
macro context provider per la realizzazione di ulteriori applicazioni MPS,
che accedendovi si procurano dati ambientali senza dover implementare la
logica di loro rilevazione. L’interazione fra le applicazioni clienti e il sistema
sono strutturate secondo il paradigma middleware infrastructure: le prime
possono accedere al secondo mediante un insieme definito di operazioni, det-
te “operazioni CloudSensor“. Si realizza così, nei confronti delle applicazioni
clienti, la trasparenza dei moduli in esecuzione all’interno del sistema e delle
diversità hardware dei terminali mobili che vi partecipano. Inoltre il sistema
presenta le caratteristiche di:
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• modularità: la struttura software del sistema, sia lato server che
terminale mobile, è organizzata in moduli, ognuno dei quali espone
una propria interfaccia e svolge un insieme di funzionalità omogenee e
indipendenti da quelle degli altri moduli.
• scalabilità: l’estensione del sistema mediante l’implementazione di
nuovi moduli è stata resa semplice grazie a meccanismi di polimorfismo
e integrazione dinamica.
Prima di scendere nel dettaglio delle componenti del sistema CloudSen-




Nel presente capitolo saranno esaminati gli strumenti software con cui il
sistema di acquisizione dati ambientali da smartphone, che d’ora in aventi
verrà chiamato CloudSensor, è stato sviluppato. In particolare si fornirà una
descrizione di base dello stack software Android di Google e dei framework
1 Sensor Web Enablement messo a disposizione dalla 52◦North.
Il primo è stato impiegato per la realizzazione del lato dispositivo mobile del
sistema CloudSensor, mentre il secondo per il suo lato server.
2.1 Android
Android è uno stack software open-source che include un sistema operativo,
un middleware, alcune applicazioni di base e un insieme di librerie API per
la scrittura di applicazioni ex-novo. Fino pochi anni fa, la classe dei dispo-
sitivi mobili era rappresentata esclusivamente dai telefoni cellulari. Questi
supportavano sistemi operativi “chiusi” che richiedevano ambienti di svilup-
po proprietari, dando la priorità alle applicazioni native a scapito di quelle
scritte da terze parti. Indirettamente, questo fenomeno si è tradotto in una
barriera artificiale per gli sviluppatori di applicazioni che sfruttassero le cre-
scenti potenzialità dell’hardware a loro disposizione.
In Android, applicazioni native e di terze parti sono scritte con le stesse API
ed eseguite in concorrenza. Tali API supportano l’accesso ai sensori, registra-
zione video, utilizzo di servizi basati su rilevamento della locazione, servizi
in background, database relazionali, comunicazione inter-applicazione, gra-
fica in 2D e 3D. Inoltre Android presenta una vasta documentazione, una
grande comunità di sviluppatori e costi di sviluppo e distribuzione nulli. Per
queste motivazioni Android rappresenta una ottima opportunità per creare
applicazioni mobili innovative e ad alta diffusione.
1In questo contesto, con il termine framework si intende un insieme di librerie per lo




Storicamente, gli sviluppatori, dovendo programmare in C o C++, hanno
spesso affrontato la necessità di conoscere l’hardware specifico cui le loro
applicazioni sono destinate, generalmente una sola tipologia di dispositivo
o un insieme di dispositivi con un unico produttore. Con l’evoluzione della
tecnologia e la diffusione dell’accesso mobile a Internet, questo approccio re-
strittivo è divenuto obsoleto. Più recentemente, sono state create piattaforme
come Symbian per garantire una maggiore diffusione alle applicazioni mobili,
in modo che potessero sfruttare in maniera migliore l’hardware disponibile.
Queste piattaforme offrono possibilità di accesso all’hardware di un disposi-
tivo mobile, ma richiedono la scrittura di codice C/C++ complesso e fanno
largamente uso di API con cui è notoriamente difficile lavorare. Tale diffi-
coltà è ulteriormente amplificata per le applicazioni che devono lavorare su
hardware potenzialmente eterogeneo e che fa uso di particolari funzionalità,
come il GPS. Nel recente passato, la più grande innovazione per lo sviluppo
di applicazioni su dispositivi mobili è stata l’introduzione delle MIDlet Ja-
va. Le MIDlet vengono eseguite su una Java Virtual Machine, un processo
che astrae l’hardware sottostante e permette la creazione di applicazioni in
grado di girare su un’ampia gamma di dispositivi, tutti forniti del supporto
a Java. Tuttavia questi vantaggi sono ottenuti pagando il prezzo di una pos-
sibilità di accesso all’hardware ristretta. Nello sviluppo di applicazioni per
dispositivi mobili, era infatti considerato normale il fatto che applicazioni
native, create dai produttori del dispositivo, ricevessero maggiori possibilità
di accesso all’hardware e diritti di esecuzione rispetto quelle sviluppate da
terze parti come le MIDlet. L’introduzione di questa tecnologia ha pertanto
espanso l’accesso allo sviluppo, ma la carenza di possibilità di interazione
con l’hardware di basso livello ha parallelamente reso le applicazioni dei nor-
mali programmi “da desktop” o siti web progettati per il rendering su uno
schermo più piccolo, senza sfruttare la mobilità dei dispositivi come valore
aggiunto.
Android fa parte di una nuova generazione di sistemi operativi mobili pro-
gettati per un hardware dalle crescenti potenzialità. Sistemi come Windows
Mobile, Apple iPhone e Palm Pre forniscono oggi un ambiente di sviluppo
più ricco e semplificato per le applicazioni mobili. Tuttavia, a differenza di
Android, sono stati realizzati su sistemi operativi proprietari che in molti
casi privilegiano le applicazioni native rispetto quelle di terze parti, limitano
le comunicazioni fra applicazioni e dati nativi del dispositivo, e controllano
o riducono la distribuzione di applicazioni non native su di essi. Android
offre nuove possibilità alle applicazioni mobili fornendo un ambiente di svi-
luppo aperto basato su un kernel Linux open-source. L’accesso all’hardware
è consentito a tutte le applicazioni mediante un’insieme di librerie e le in-
terazioni fra le applicazioni di diversa natura sono pienamente supportate e
rigorosamente controllate. In Android, tutte le applicazioni hanno gli stessi
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diritti. Applicazioni native e di terze parti sono scritte con le stesse API,
vengono eseguite in concorrenza e sono totalmente intercambiabili da parte
dell’utente.
2.1.2 La scelta di Android
Le applicazioni Android vengono scritte in linguaggio Java2, caratteristica
che assicura una loro facile realizzazione e una alta portabilità. Proprietà
come il supporto alla grafica 3D e ai database relazionali sono disponibili
anche in altri ambienti di sviluppo. Tuttavia per la realizzazione del sistema
CloudSensor si sono rese necessarie caratteristiche che solo Android è in
grado di fornire:
Esecuzione in background
Android consente la realizzazione di applicazioni che seguono un modello
event-driven, lavorando “in silenzio” mentre altre applicazioni vengono usate
dall’utente o il dispositivo è inutilizzato, suona, vibra o lampeggia. Esempi
di applicazioni che si comportano secondo questo modello sono i player mul-
timediali, servizi che monitorano siti Internet o che variano i parametri di
funzionamento del dispositivo in base alla sua locazione o all’ora del giorno.
Condivisione dei dati e comunicazione inter-processo
Android permette lo scambio di messaggi e la condivisione dei dati fra ap-
plicazioni. Per contenere eventuali rischi di una simile possibilità, il processo,
i dati salvati e i file di ogni applicazione rimangono privati finchè non ven-
gono esplicitamente condivisi con le altre mediante un apposito meccanismo
di sicurezza basato su permessi.
Uguaglianza fra applicazioni di diversa natura
Android non discrimina applicazioni native da applicazioni sviluppate da
terze parti. Questo consente una elevata modellabilità del comportamento
di un dispositivo mobile senza opporre limitazioni sull’accesso ai dati e al-
l’hardware.
Le caratteristiche elencate hanno permesso una modellazione ottimale del
comportamento richiesto al sistema CloudSensor, giustificando la scelta di
Android come ambiente di sviluppo per la parte di esso che risiede su dispo-
sitivo mobile.
2A differenza delle applicazioni Java vengono però eseguite su una macchina virtuale
chiamata Dalvik e diversa da una tradizionale JVM.
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Figura 2.1: Stack Android
2.1.3 Struttura dello stack Android
Lo stack software Android si compone essenzialmente di un kernel Linux e un
insieme di librerie C/C++ accessibili attraverso un framework applicativo
che fornisce servizi per la gestione delle applicazioni. Il tutto è organizzato
secondo una struttura stratificata per livelli di astrazione crescenti come
segue.
Kernel Linux: Le funzionalità di più basso livello (come driver per l’hard-
ware, gestori di memoria, dei processi, della sicurezza, di rete e dell’alimen-
tazione) sono affidate a un kernel Linux 2.6. Esso realizza inoltre un livello
di astrazione che raccorda l’hardware e il resto dello stack software.
Librerie e ambiente di esecuzione: Lo strato immediatamente al di
sopra del kernel include varie librerie C/C++ di basso livello, fra le quali
• Librerie per la riproduzione di audio e video
• Manager del display del dispositivo
• Librerie grafiche
• Librerie SQLite per supporto a database relazionali
• SSL e WebKit per la sicurezza in rete e web browsing
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Ciò che differenzia lo stack software nel suo complesso da una implementazio-
ne mobile di Linux è invece l’ambiente di esecuzione, costituito da ulteriori
librerie, che forniscono sia gran parte delle funzionalità date dale librerie
Java di basso livello tradizionali che funzionalità specifiche per Android, e
dalla macchina virtuale Dalvik. Proprio tale ambiente costituisce il motore
di esecuzione delle applicazioni e, insieme alle librerie C/C++, rappresenta
la base del framework applicativo.
Sebbene le applicazioni vengano scritte in Java, Dalvik non è una Java Vir-
tual Machine. Dalvik è una macchina virtuale basata su registri, ottimizzata
per permettere l’esecuzione in concorrenza di sue istanze multiple che si ba-
sa sul kernel Linux per la gestione dei thread e della memoria. Tutti gli
accessi all’hardware e ai servizi forniti dal sistema operativo sono mediati da
Dalvik, che cosituisce a tutti gli effetti un middleware. L’impiego di una mac-
china virtuale per ospitare l’esecuzione delle applicazioni garantisce a queste
l’indipendenza dalla specifica implementazione hardware del dispositivo.
Framework applicativo: Provvede le classi usate per creare le applica-
zioni Android. Inoltre fornisce una astrazione generica per l’accesso all’hard-
ware e gestisce l’interfaccia utente e le risorse allocate alle appplicazioni.
Strato Applicazione: Tutte le applicazioni, sia native che di terze parti,
sono costruite sullo strato applicazione mediante lo stesso insieme di librerie
API. Lo strato applicazione gira nell’ambiente di esecuzione, utilizzando le
classi e i servizi resi disponibili dal framework applicativo. Ogni applicazione
che gira su questo strato costituisce un processo a sè stante in esecuzione su
una propria istanza di Dalvik.
Chiarita la struttura dello stack Android di base, non resta che esaminare la
struttura generale delle applicazioni che eseguono al di sopra di esso.
2.1.4 Struttura di una applicazione Android
Una applicazione Android consiste in un insieme di componenti lascamente
accoppiate, le cui caratteristiche sono descritte in un file XML, detto mani-
fest file, che descrive inoltre la struttura secondo cui esse sono organizzate
a comporre l’applicazione stessa. Di seguito, nel fornire una descrizione sin-
tetica delle componenti standard disponibili nella versione di riferimento di
Android, ci si sofferma maggiormente su quelle di interesse per la compren-
sione dell’architettura e implementazione del sistema CloudSensor, ovvero
Activity, Service, Intent e Broadcast Receivers, fornendo una descrizione di
massima per le rimanenti.
Activity
il front-end di ogni applicazione che richiede interazione con l’utente. In
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Figura 2.2: Ciclo di vita di una Activity
questi casi ogni schermata è rappresentata da una classe che estende la classe
Activity. L’approccio generalmente seguito prevede la creazione di una Acti-
vity che funzioni da interfaccia principale, corredata da Activity secondarie
che implementano funzionalità aggiuntive. Le applicazioni Android non con-
trollano il proprio tempo di vita: l’ambiente di esecuzione gestisce i processi
di ognuna di esse e, di conseguenza, quelli di ogni Activity che ne fa parte.
Una Activity viene quindi eseguita secondo un ciclo di vita che prevede la
transizione tra più stati. Lo stato di una Activity concorre a determinare la
priorità assegnata dal sistema all’applicazione di cui fa parte. Tale priorità,
a sua volta, influenza la probabilità con cui l’ambiente di esecuzione possa
terminare l’applicazione e quindi le Activity che le appartengono.
A determinare lo stato di una Activity è la sua posizione nell’Activity
stack, struttura dati last-in-first-out che tiene traccia delle Activity in esecu-
zione nel sistema. Quando una nuova Activity viene lanciata, la schermata
ad essa associata viene inserita in cima allo stack. Se l’utente chiude la Acti-
vity, questa viene rimossa dalla cima dello stack e la successiva diviene attiva.
Quando il gestore della memoria deve decidere quale applicazione terminare
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per liberare risorse, utilizza lo stack per calcolarne la priorità basandosi su
quella delle loro Activity. Durante il proprio ciclo di vita una Activity può
transire tra 4 stati (vedi Figura 2.2):
• Active se occupa la cima dell’Activity stack, interagisce con l’utente
e si mantiene tale a meno di azioni di quest’ultimo che ne implichino
la scomparsa dal display del dispositivo. Affinchè venga mantenuto
lo stato Active, è possibile che Android debba terminare Activity che
occupano le ultime posizioni dell’Activity stack, per assicurare che sia-
no disponibili le risorse richieste. Quando un’altra Activity diviene
Active, quella che lo era precedentemente entra in stato Paused.
• Paused se è visibile ma non ha il focus 3. In questo stato la Activity
viene trattata come se fosse Active, ma non riceve alcun input dall’u-
tente. In casi di estrema necessità Android termina le Activity in stato
Paused per recuperare risorse richieste dall’unica in stato Active. Se
la sua schermata è completamente rimossa dal display, una Activity
entra in stato Stopped.
• Stopped se non è visibile. Vengono tuttavia mantenute in memoria
le informazioni sul suo stato e diviene candidata alla terminazione da
parte del sistema.
• Inactive se è stata terminata dal sistema e non è stata lanciata nuo-
vamente. Le Activity in stato Inactive sono state rimosse dall’Activity
stack e devono essere riavviate prima di essere visualizzate e acquisire
input.
Le transizioni di stato non sono deterministiche e vengono amministrate dal
gestore della memoria. Android assegna una maggiore priorità di terminazio-
ne alle applicazioni con Activity in stato Inactive rispetto a quelle in stato
Stopped. Solo in casi di estrema necessità di risorse il sistema termina le
applicazioni con Activity in stato Paused. A ogni transizione è associato
un handler, che rappresenta una serie di azioni che vengono compiute prima
dell’ingresso nel nuovo stato.
Intent
framework di scambio messaggi inter-applicazione ed intra-applicazione.
Gli Intent possono essere usati per:
• Avviare implicitamente Activity e/o Service, non specificandone il no-
me ma una azione che si desidera sia da essi compiuta
• Notificare l’occorrenza di un evento a più componenti, non necessaria-
mente della stessa applicazione
3una Activity ha il focus a un certo istante se è in primo piano nel display e può
interagire direttamente con l’utente
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• Avviare esplicitamente una Activity o un Service, specificandone il
nome
La visibilità inter-applicazione degli Intent trasforma un dispositivo Android
da una piattaforma contenente una collezione di componenti indipendenti a
un sistema completamente interconnesso. Un Intent viene descritto median-
te due parametri che prendono il nome di action e data. Essi svolgono una
funzione analoga rispettivamente a metodo e URL di una richiesta HTTP: le
actions sono costanti che rappresentano una operazione, i data sono identifi-
catori univoci di una risorsa oggetto dell’operazione. Così come un browser
è in grado di processare un richiesta HTTP costituita da una coppia <meto-
do, URL>, Android riesce a determinare quali siano le Activity e i Service
che possono gestire un certo Intent. Oltre action e data, un Intent può
opzionalmente presentare anche ulteriori parametri:
• MIME type: indica il tipo della risorsa cui l’action è relativa, se non
è noto il valore del parametro data
• Component : classe della Activity o del Service che deve ricevere
l’Intent.
• Extras: informazioni generiche che si desidera inviare al ricevitore. Il
tipo di informazioni che il ricevitore può gestire dipende da esso e deve
essere doverosamente documentato.
Si noti che specificando un valore per il parametro Component si fornisce ad
Android l’indicazione esatta della componente cui l’Intent deve essere instra-
dato. Ciò rende superfluo l’utilizzo della coppia <action, data>, in quanto
l’operazione da compiere è implicita nelle azioni che il ricevente esegue al
suo avvio. Un approccio di questo tipo prende il nome di routing esplicito
ed è preferibile per instradare Intent con una visibilità intra-applicazione.
Se invece si desidera che un Intent possa essere ricevuto da componenti di
applicazioni diverse, native o di terze parti, si ricorre all’approccio definito
routing implicito. Questo prevede invece la specifica di una coppia <action,
data> e implica un decision process svolto da Android per determinare l’in-
sieme dei potenziali ricevitori. Una Activity o Service viene eletto ricevitore
di un Intent se supporta la sua action e il suo MIME type (se presente). Una
componente Android supporta un set di valori per i parametri citati se nel
file manifest, il quale descrive l’intera applicazione, questi sono specificati
all’interno del nodo XML che rappresenta la componente stessa. Una ter-
za possibilità per l’instradamento degli Intent è rappresentata dal broadcast
routing. Gli Intent inviati con questa tecnica prendono il nome di Broad-
cast Intent, non richiedono la specifica obbligatoria dei parametri sopraci-




intercettatori di Broadcast Intent incorporabili all’interno di altre com-
ponenti. Affinchè sia abilitato, un Broadcast Receiver deve essere creato e
registrato al sistema. La registrazione può essere statica, se le caratteristiche
del Broadcast Receiver vengono cablate in XML nel manifest file, o dinami-
ca, se viene esplicata a tempo di esecuzione dell’applicazione mediante le
librerie apposite. In entrambi i casi la registrazione richiede la specifica di
un filtro che elenchi le actions degli Intent che il Broadcast Receiver deve
intercettare. Le applicazioni con Broadcast Receivers registrati staticamen-
te possono non essere in escuzione quando vengono inviati Intent che questi
ultimi sono in grado di ricevere. Tuttavia, se ciò accade, vengono avviate
automaticamente, caratteristica che permette la costruzione di un sistema
event-driven. Viceversa, un Broadcast Receiver registrato dinamicamente
riceverà Broadcast Intent solo se l’applicazione della componente in cui è
incorporato è in esecuzione. Questa pratica è utile per la comunicazione fra
il back-end di una applicazione e il front-end rappresentato dalle Activity.
A ogni Broadcast Receiver è associato un handler che va in esecuzione alla
ricezione di un Broadcast Intent ed effettua le elaborazioni da fare in risposta
all’evento notificato da quest’ultimo.
Service
i Service, così come le Activity, sono componenti in grado di compiere
elaborazioni, ma eseguono in background e non possono quindi ricevere in-
put dall’utente. Un Service viene impiegato per implementare operazioni
temporalmente costose che devono continuare anche se le Activity dell’ap-
plicazione di cui fanno parte non sono attive o visibili. I Service vengono
eseguiti all’interno del thread principale dell’applicazione di cui fanno parte
e generalmente, una volta attivati, creano a loro volta uno o più thread che
effettuano le loro elaborazioni caratteristiche. Il ciclo di vita di un Service
(vedi Figura 2.3), diversamente da quello di un Activity, consta di due stati:
Active e Stopped. Un Service entra in stato Active se un’altra componente,
non necessariamente della sua stessa applicazione, invia un Intent di cui il
Service è ricevitore. A questo punto la componente si avvia e i suoi dati
restano in memoria finchè non viene terminata dall’ambiente di esecuzione,
per necessità di risorse, o dalla ricezione di un Intent di terminazione, ad
opera di un Activity o Service. La priorità di esecuzione dei Service è per
default maggiore di quella delle Activity in stato Inactive e Stopped, ma in
caso di terminazione forzata vengono automaticamente riavviati non appe-
na i loro requisiti in termini di risorse possono essere soddisfatti. Dato che
le elaborazioni che svolgono sono esguite in background, i Service possono
presentare la necessità di comunicare al front-end di un applicazione, quindi
ad Activity, o ad altre componenti del back-end le informazioni di loro com-
petenza. Tale problema viene risolto o implementando un meccanismo di
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Figura 2.3: Ciclo di vita di un Service
callback o utilizzando i Broadcast Intent come veicolo di propagazione delle
informazioni all’intero sistema.
Content Providers
collezioni di dati condivisibili, i Content Providers sono usati per la gestio-
ne dei database propri di un’applicazione. Rappresentano il mezzo principe
per la condivisione dati inter-applicazione. Ciò significa che è possibile con-
figurare un Content Provider per consentire ad altre applicazioni l’accesso ai
dati della propria e viceversa. I dispositivi Android comprendono Content
Providers nativi che rendono accessibili database predefiniti come quello dei
contenuti multimediali memorizzati e dei contatti telefonici.
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Widgets
componenti grafiche che possono essere aggiunte alle schermate visualizza-
te sul display di un dispositivo. Rappresentando una variante dei Broadcast
Receivers, le Widgets consentono la creazione di front-end interattivi che va-
riano il proprio aspetto grafico in risposta all’occorrenza di eventi. L’insieme
di Widgets che compone una schermata può essere costruito staticamente,
mediante un file XML che associa un nodo a ogni Widget ed ha una strut-
tura gerarchica a seconda degli annidamenti di queste, o dinamicamente, se
a tempo di esecuzione si usano le chiamate a librerie per il posizionamento
e gestione degli oggetti grafici.
Notifications
framework di notifica eventi nei confronti dell’utente. Le Notifications
permettono di segnalare l’occorrenza di eventi all’utente senza interrompere
le Activity da essi avviate. Sono la tecnica principale con cui i Service o i
Broadcast Receivers, componenti che eseguono in background, rendono noti
i risultati delle proprie elaborazioni al front-end della loro applicazione.
2.2 Sensor Web Enablement
Nella presente sezione si descrive il framework impiegato nell’implementa-
zione di parte del lato server del sistema CloudSensor. Il software descritto
è messo a disposizione gratuitamente dalla 52◦North, una rete no-profit di
partner attivi nel mondo della ricerca, dell’industria e della pubblica ammi-
nistrazione. La 52◦North, mediante l’iniziativa che prende il nome di Sensor
Web Enablement (SWE), porta avanti un processo di standardizzazione av-
viato dall’ Open Geospatial Consortium (OGC), consorzio internazionale di
417 membri dedito alla creazione di interfacce standard per la gestione delle
reti di sensori.
2.2.1 Architettura generale
I protocolli e i servizi definiti dall’architettura SWE consentono la sinergia
di reti di sensori eterogenei e applicazioni clienti, realizzando di fatto un
middleware che nasconde le diversità hardware e software dei sensori stessi,
che vengono mostrati alle applicazioni clienti come una unica rete service-
oriented interoperabile e scalabile. Nello stesso modo in cui il linguaggio
HTML e il protocollo HTTP dettano lo standard per lo scambio di qualsiasi
tipo di informazione in rete, l’iniziativa SWE si focalizza sullo sviluppo di
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standard per il processo di discovery4, scambio ed elaborazione delle osserva-
zioni prodotte dai sensori e di protocolli per la descrizione ed esecuzione degli
algoritmi che regolano tale produzione (processo di tasking). In particolare
le funzionalità indirizzate nell’ambito delle reti di sensori comprendono:
• Discovery dei sensori e/o delle osservazioni5 che soddisfano i requisiti
di un applicazione cliente.
• Determinazione delle caratteristiche hardware e software di un sensore.
• Accesso ai parametri del sensore che consentono automaticamente l’e-
laborazione e la localizzazione delle osservazioni.
• Recupero di osservazioni real-time e loro codifica secondo uno standard.
• Tasking dei sensori per ottenere osservazioni di interesse.
Nell’ambito dell’iniziativa SWE, le sopracitate funzionalità sono state im-
plementate stabilendo codifiche per la descrizione di sensori e osservazioni e
definendo interfacce standard per la realizzazione di servizi web ovvero dei
framework. Gli standard e le interfacce attualmente definiti e prototipati
sono i seguenti:
1. Observations & Measurements Schema (O&M) - Modelli e sche-
mi XML standard per la codifica delle osservazioni, real-time e non.
2. Sensor Model Language (SensorML) - Modelli e schemi XML
standard per la descrizione dei sensori: fornisce informazioni richieste
per il processo di discovery dei sensori, i loro parametri regolabili, la
localizzazione geografica ed elaborazion delle osservazioni.
3. Transducer Markup Language (TransducerML o TML) - Mo-
dello concettuale e schemi XML per la descrizione dei trasduttori e il
supporto dello streaming real-time di dati da e verso reti di sensori.
4. Sensor Observation Service (SOS) - Framework per la richiesta,
filtraggio e recupero delle osservazioni e informazioni associate a una
rete di sensori. Funziona da intermediario fra un applicazione cliente
e un database di osservazioni o un canale in cui vengono prodotte
real-time.
5. Sensor Planning Service (SPS) - Framework per la richiesta di
produzione di osservazioni secondo precisi set di parametri ( processo
4processo di rilevazione automatica della presenza delle istanze di una certa entità in
rete
5Nella presente sottosezione, col termine “osservazione”, si indica una misurazione di
dati ambientali prodotta da un sensore e codificata secondo un formato stabilito. Per una
definizione rigorosa si rimanda alla sottosezione 2.2.2
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di tasking dei sensori). Funziona da intermediario fra una applicazione
cliente e un ambiente di gestione diretta dei sensori.
6. Sensor Alert Service (SAS) - Framework per la realizzazione di
un sistema publish-subscribe6 che notifichi gli eventi di produzione
osservazioni alle applicazioni clienti in maniera asincrona.
7. Web Notification Service (WNS) - Framework per l’invio asincro-
no di messaggi da parte dei servizi SAS e SPS.
La sinergia degli standard e dei framework citati è funzionale alla realizzazio-
ne di reti di sensori che si integrino nella rete Internet rendendo trasparente
alle applicazioni clienti l’eterogeneità che diversifica le due tipologie di rete
e provvedendo accesso “a caldo” alle osservazioni e alle caratteristiche dei
dispositivi che le producono secondo una filosofia plug-and-play. Il progresso
della tecnologia digitale sta rendendo possibile la dotazione di una connessio-
ne cablata o meno pressochè a ogni tipo di sensore esistente. Tali connessioni
supportano l’accesso remoto ai parametri di controllo, ai dati prodotti, al-
le informazioni di localizzazione e sulle caratteristiche hardware e software
dei dispositivi. Se al di sopra della connessione girano protocolli Internet,
il linguaggio XML può essere usato per pubblicare descrizioni formali delle
capabilities dei sensori, della loro posizione geografica e delle interfacce da
questi offerte per il tasking e la codifica dati. Pertanto le applicazioni clienti
possono processare e interpretare i dati XML, abilitando in rete il discovery
automatico di sensori e la valutazione delle loro caratteristiche basata sul-
le descrizioni che questi rendono pubbliche. Tali informazioni consentono
anche alle applicazioni di geolocalizzare ed elaborare le osservazioni senza
richiedere una conoscenza a priori dei dispositivi che le producono. Nel se-
guito della trattazione ci si limita alla descrizione con maggior dettaglio dei
framework Sensor Observation Service e Sensor Planning Service, impiegati
per la realizzazione del sistema CloudSensor.
2.2.2 Sensor Observation Service (SOS)
Il framework Sensor Observation Service fornisce una API per la memorizza-
zione, l’organizzazione e il recupero dei dati e metadati associati a un sistema
di sensori. Le misurazioni prodotte da sensori, sia statici (ad es., monito-
raggio delle acque) che dinamici (ad es., immagini satellitari), costituiscono
6Modello per la comunicazione asincrona fra diversi processi, oggetti o altri agenti. In
questo schema, mittenti e destinatari di messaggi dialogano attraverso un tramite, detto
dispatcher o broker. Il mittente di un messaggio (publisher) non conosce l’identità dei
destinatari (subscriber) ma si limita a "pubblicare" il proprio messaggio al dispatcher. I
destinatari si rivolgono a loro volta al dispatcher "abbonandosi" alla ricezione di messaggi.
Il dispatcher quindi inoltra ogni messaggio inviato da un publisher a tutti i subscriber
interessati a quel messaggio.
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Figura 2.4: Scenario applicativo generale per il SOS
ad oggi una larga parte dei dati impiegati nei sistemi geospaziali. L’approc-
cio seguito dal SOS prevede l’accesso ai dati di interesse secondo modalità
analoghe sia per i sensori statici che dinamici. Ciò rappresenta un compito
complesso, dato che, storicamente, gli utenti dei sensori si sono divisi fra
“utenti di sensori statici” e “utenti di sensori dinamici”, categorie pressochè
separate e con terminologie, prospettive ed esigenze differenti. Lo scenario
applicativo generale in cui il SOS si colloca è quello di insiemi di sensori
indirizzati dall’esterno come entità unitarie, dette “costellazioni”. Ogni co-
stellazione presenta proprietà codificate in maniera univoca secondo schemi
XML standard (SensorML, TML) ed è accessibile alle applicazioni clienti
mediante il SOS. In questa ottica i dati prodotti dai sensori vengono codifi-
cati secondo le specifiche O&M , mentre i sistemi di sensori sono modellati
mediante specifiche SensorML e TML (cfr. sottosezione 2.2.1).
In questo modo viene definito un modello descrittivo “orizzontale” comu-
ne per tutti i sensori, nascondendo le loro eterogeneità hardware e software
al di sotto di uno strato middleware che offre ai propri clienti una API per
il loro utilizzo. Tali operazioni si dividono in due gruppi: core operations,
fondamentali per il funzionamento basilare del framework, transactional ope-
rations e enhanced operations, per funzionalità avanzate. Di seguito si precisa
la terminologia impiegata nell’esposizione dei dettagli dei profili operazionali.
• Osservazione - Il dato prodotto al termine del processo di misurazione
eseguito da un sensore e del successivo processo di codifica di tale dato
come n-upla di valori numerici, con n dipendente dalla tipologia di
fenomeno misurata. Ad esempio un GPS produrrà osservazioni date
da coppie di valori (latitudine e longitudine), mentre un accelerometro
triassiale produrrà triple di valori (accelerazioni rilevate su ciascuno
degli assi cartesiani).
• Offering - Raggruppamento logico di osservazioni rese disponibili dal
SOS e correlate fra loro. I parametri che decretano l’appartenenza di
una osservazione a una offering devono essere definiti in modo da ga-
rantirle la “densità”, ovvero la proprietà per cui una query che specifichi
2.2. SENSOR WEB ENABLEMENT 21
i parametri caratteristici della offering non produca come risultato un
insieme vuoto.
• Fenomeno - Grandezza fisica o matematica che un sensore misura. La
misurazione di un fenomeno a un dato istante comporta la misurazione
del valore delle sue componenti in quell’istante.
• Procedura - Metodo, algoritmo o strumento mediante cui una mi-
surazione viene eseguita. Nel seguito con “procedura” si indicherà un
sensore o una costellazione di sensori.
• Sensore - Una entità in grado di produrre osservazioni relative a un
fenomeno.
Nei successivi due paragrafi si prendono in esame le operazioni secondo la
classificazione in core e transactional, per poi fornire un esempio di loro uso
che chiarisca la loro successione temporale ai fini del recupero e pubblicazione
di osservazioni. Per la descrizione delle operazioni del profilo enhanced si
rimanda alla documentazione ufficiale del SOS.
Core Operations
Le operazioni del profilo core richiedono una implementazione obbligatoria
in ogni versione del SOS e sono le seguenti:
• GetCapabilities - Consente alle applicazioni clienti di recuperare me-
tadata relativi a una specifica istanza di SOS. Tra i metadati associati
a ogni istanza vengono indicate le offering che essa è in grado di for-
nire, ognuna delle quali modella una costellazione e i sensori registrati
presso di sè. Sia le offering che i sensori sono rappresentati da un
identificatore univoco assegnato dal sistema.
• DescribeSensor - Richiede i metadati relativi a una procedura il cui
identificatore è specificato come parametro. I metadati ottenuti come
risultato dell’operazione sono codificati come un documento SensorML
o TML contenente informazioni sulle caratteristiche hardware della
procedura e sulle grandezze che è in grado di misurare.
• GetObservation - Esegue una query sul database gestito dal SOS
finalizzata al recupero delle osservazioni che soddisfano i criteri di ri-
cerca espressi. Tali criteri vengono costruiti specificando parametri che
comprendono il periodo temporale di produzione dell’osservazione de-
siderata, l’identificatore della procedura che l’ha generata, il fenomeno
di cui essa è istanza ed altre.
Il profilo core definisce quindi l’insieme delle operazioni cui un’applicazione
cliente ricorre per acquisire conoscenza delle procedure sotto il controllo di
una particolare istanza di SOS, con visibilità di costellazione o di sensore,
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e per recuperare dal suo database le osservazioni che rispondono ai criteri
di ricerca che essa specifica. In questa ottica le applicazioni clienti vengono
dette sensor data consumers (SDC).
Transactional operations
Il profilo transactional raggruppa operazioni la cui implementazione non è
obbligatoria ai fini del funzionamento base del SOS, definito dal profilo core.
Le operazioni che ne fanno parte sono le seguenti:
• RegisterSensor - Permette a una applicazione cliente di registrare
una procedura presso il SOS. Il processo di registrazione notifica quin-
di la presenza della procedura al SOS, fornendo contestualmente una
descrizione delle sue caratteristiche (SensorML o TML). A sua volta
il SOS assegnerà alla procedura un identificatore univoco e la inserirà
nella lista delle procedure sotto il suo controllo, lista che sarà ritornata
come risposta all’invocazione della GetCapabilities a terze applicazioni
clienti. Solo le procedure che hanno effettuato con successo il proces-
so di registrazione presso il SOS possono inserirvi osservazioni affinchè
siano pubblicate.
• InsertObservation - Consente a una procedura l’inserimento di nuove
osservazioni nel database gestito dal SOS. L’operazione richiede come
parametro l’identificatore univoco ottenuto come risposta alla Regi-
sterSensor, condizione necessaria per la pubblicazione di osservazioni
attraverso il SOS. Le osservazioni inserite devono essere codificate in
XML secondo le specifiche O&M (cfr. sezione 2.2.1)
Le operazioni descritte vengono impiegate da quelle applicazioni che hanno
il controllo diretto delle procedure e che vogliono pubblicarne le osservazioni
e i metadati, in modo che siano resi visibili attraverso le API del SOS. Simili
applicazioni prendono il nome di sensor data publishers (SDP).
Scenario operativo
Per comprendere al meglio il funzionamento del SOS, è opportuno fornire
esempi circa le interazioni che questo deve gestire nei confronti di applicazioni
consumer e publisher.
1. Sensor Data Consumer - una applicazione SDC è interessata al re-
cupero di osservazioni da una o piùprocedure. Essa, tuttavia, può non
avere conoscenza a priori dell’esistenza di istanze di SOS cui rivolgere
le proprie richieste. Questo problema, se sussiste, viene risolto me-
diante un processo di discovery delle istanze del servizio accessibili in
rete, basato sull’interrogazione di ulteriori servizi web definiti Catalog
Service (CS). Un CS permette alle istanze di SOS attive di registrarsi
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Figura 2.5: Diagramma di flusso delle azioni compiute da un SDC
per far sì che la loro esistenza sia resa pubblica ai SDC che effettua-
no il processo di discovery. Un CS è quindi in grado di rispondere a
query strutturate avanzate dai consumers con un elenco di istanze di
SOS che ne soddisfano i parametri (tempi di rilevazione delle osserva-
zioni gestite, fenomeni rilevati, collocazione geografica delle procedure
gestite ed altri).
Una volta identificate le istanze di SOS cui rivolgersi, il SDC avvia un
processo di discovery per le osservazioni, inoltrando una richiesta di
GetCapabilities. La risposta a tale richiesta è un documento XML che
descrive le proprietà dell’istanza e contiene un elenco degli identificato-
ri delle procedure che rende accessibili. Specificando tali identificatori,
il SDC può ottenere, con una DescribeSensor, i metadati associati a
ogni procedura, codificati in SensorML o TML. L’utilità di questo pas-
so è quella di consentire una eventuale discriminazione delle procedure
in base alle loro caratteristiche in modo da identificare quelle in gra-
do di soddifare nel modo migliore i requisiti del SDC in termini di
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osservazioni richieste. Isolato un insieme di procedure di interesse, il
SDC recupera le osservazioni invocando la GetObservation, operazione
con cui inoltra una query al database del SOS specificando una serie
di parametri, fra cui compare l’identificatore di una procedura, che
consentono il filtraggio finalizzato al ritorno dei dati di suo interesse.
2. Sensor Data Publisher - le applicazioni SDP funzionano da inter-
mediarie fra le istanze di SOS che supportano il transactional profile e
i dispositivi sensori. Così come i SDC, anche i SDP possono non avere
conoscenza dell’esistenza di una o piùistanze di SOS in rete. Anche in
questo caso un simile problema viene risolto con l’interrogazione di un
CS. Un SDP può pubblicare le osservazioni che gestisce solo se ha no-
tificato al SOS di riferimento l’esistenza delle procedure che sono sotto
il suo controllo. Tale processo prende il nome di “registrazione” e viene
esplicato come primo passo mediante la RegisterSensor.
Si noti che, mediante l’invocazione preventiva di una GetCapablities,
il SDP può acquisire l’elenco degli identificatori delle procedure regi-
strate al SOS, e e nel caso che una o piùdi quelle di sua competenza
vi compaiano, evitare una ulteriore richiesta di RegisterSensor. Una
volta eseguita con successo la registrazione, un SDP può pubblicare
osservazioni presso il SOS invocando la InsertObservation, specifican-
done come parametri l’identificatore della procedura che ha prodotto il
dato e il valore numerico dell’osservazione. Sarà poi responsabilità del
SOS inserire nel proprio database l’osservazione e fornirla agli eventuali
SDC che ne facciano richiesta.
Si noti che il framework SOS, costituendo a tutti gli effetti un sistema di
middleware, realizza il disaccoppiamento fra i SDC e i SDP, rendendo non
necessaria all’uno la conoscenza della presenza dell’altro. Per queste carat-
teristiche il SOS risulta particolarmente utile come repository “intelligente”
di osservazioni e informazioni dettagliate relative ai loro produttori. Inoltre
la sua aderenza agli standard definiti dall’iniziativa SWE circa la codifica
delle suddette informazioni garantisce il suo corretto funzionamento con ti-
pologie di sensori estremamente diverse, dai satelliti a quelli incorporati su
uno smartphone. Per queste caratteristiche il SOS è stato impiegato nella
realizzazione del lato server del sistema di acquisizione dati sensoriali.
2.2.3 Sensor Planning Service (SPS)
Il framework SPS provvede una interfaccia per il comando dei sensori e dei
sistemi che li circondano e gestiscono, con lo scopo di consentire la program-
mazione e l’esecuzione di operazioni di rilevazione dati ambientali secondo
una metodologia standard su dispositivi dalle caratteristiche hardware e soft-
ware eterogenee. Il contesto operativo del SPS si estende quindi a tutti gli
scenari in cui sorge la necessità di progettare una campagna di misurazione,
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Figura 2.6: Diagramma di sequenza delle azioni compiute da un SDC
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Figura 2.7: Diagramma di flusso delle azioni compiute da un SDP
definita task, che stimoli i dispositivi cui è rivolta a produrre osservazioni se-
condo un comportamento parametrizzato e regolato dalle applicazioni clienti
del framework. Pertanto il SPS si configura come un middleware che, aven-
do sotto il proprio controllo insiemi di dispositivi in generale diversi, offre
alle applicazioni clienti una API per modellare, controllare e mettere in atto
processi di rilevazione dati ambientali secondo modalità desiderate. Esiste
quindi una diversità di scopo fra il SOS e il SPS: mentre il primo è destinato
a funzionare come un database di osservazioni che vi vengono inserite già
codificate secondo gli standard SWE, il secondo esplica il comando dei sen-
sori ai fini dell’innesco dei processi che producono ex-novo le osservazioni.
Le operazioni SPS si dividono in due categorie: informational operations,
per il recupero di informazioni su stato, caratteristiche e metadati relative ai
dispositivi che un SPS gestisce, e functional operations, per la sottomissione
e gestione di tasks. Di seguito si fornisce una panoramica delle operazioni
citate, con maggiore attenzione per quelle necessarie alla comprensione del
funzionamento del sistema CloudSensor.
Informational operations
Il profilo informational è costituito da operazioni atte a recuperare infor-
mazioni circa le caratteristiche di una istanza di SPS e /o dei dispositivi che
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Figura 2.8: Diagramma di sequenza delle azioni compiute da un SDP
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gestisce.
• GetCapabilities - Consente alle applicazioni clienti di recuperare i
metadati (capabilities) che descrivono le proprietà dell’istanza SPS di
riferimento. Questi vengono codificati e ritornati sottoforma di do-
cumento XML e comprendono, oltre a informazioni circa il server
su cui esegue il SPS, una lista di identificatori univoci associati dal
framework ai sensori ad esso registrati, classificati per tipologia di
fenomeno misurato.
• DescribeTasking - Supporta la richiesta da parte di una applicazione
cliente dell’elenco dei parametri secondo cui può essere modellato un
task su uno specifico sensore il cui identificatore è noto a chi invoca l’o-
perazione e viene fornito come parametro della stessa. il SPS risponde
alla richiesta fornendo informazioni circa il nome e i valori ammessi per
ciascuno dei parametri che devono essere esplicitati dall’applicazione
cliente per avanzare una richiesta di Submit (vd. paragrafo successivo).
• DescribeResultAccess - Permette a una applicazione cliente di recu-
perare informazioni circa dove e come possono essere accedute le infor-
mazioni che un task precedentemente sottomesso da essa ha prodotto
e/o sta producendo. Il SPS potrà quindi rispondere fornendo l’indiriz-
zo di un qualsiasi servizio atto alla memorizzazione e pubblicazione di
osservazioni, come ad esempio un SOS.
• GetStatus - Consente alle applicazioni clienti di ricevere informazioni
circa lo stato corrente di un task. La GetStatus richiede pertanto come
parametro l’identificatore del task di cui si vuole conoscere lo stato e
prevede come ritorno un messaggio che precisa la fase in cui questo si
trova.
Functional operations
Il profilo functional comprende le operazioni necessarie all’esecuzione e
manipolazione di task. Il SPS assegna ad ogni task che accetta un identifica-
tore univoco, che viene ritornato all’applicazione cliente che ne ha richiesto
l’esecuzione. Tale identificatore rimane valido fino al termine del task e verrà
usato come parametro per tutte le operazioni relative alla sua manipolazione
(Update, Cancel) o al suo stato di avanzamento (GetStatus).
• GetFeasibility - Procura all’applicazione che la invoca un feedback
relativo alla fattibilità di un task. In particolare, la richiesta di GetFea-
sibility necessita della specifica dei valori dei parametri che descrivono
il task, in modo che il SPS possa a sua volta impiegarli per compiere
uno studio di fattibilità al termine del quale viene ritornato un giudizio
di accettazione o rifiuto. Le modalità con cui viene svolto lo studio di
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fattibilità sono strettamente dipendenti dal tipo di sensore che si con-
sidera. Il SPS è in grado di gestire correttamene gli studi di fattibilità
di tutti i sensori sotto il suo controllo grazie alle componenti software
definite plugin7, che dettaglieremo nel prossimo capitolo.
• Submit - Sottomette un task al SPS, descrivendolo mediante un in-
sieme di parametri di esecuzione. Tali parametri variano a seconda
della tipologia di sensore cui si intende far eseguire le misurazioni e
il loro elenco esaustivo può essere recuperato dall’applicazione cliente
mediante una richiesta di DescribeTasking. La risposta a una richiesta
di Submit, in caso di esito positivo, stabilisce che il SPS ha accettato
il task, ne specifica un identificatore univoco e non assicura che la sua
esecuzione sia iniziata. Per sapere se il task è entrato in esecuzione è
necessario ricorrere, come già esposto, a una richiesta di GetStatus.
• Update - Consente l’aggiornamento dei parametri di esecuzione un
task dopo che questo sia già stato accettato dal SPS a seguito di una
Submit. Dovendo aggiornare il comportamento di un task, la Update
richiede la specifica di un nuovo insieme di valori per tutti i parametri
di esecuzione che il sensore cui è rivolta supporta. La risposta a una
richiesta di Update è un giudizio binario che stabilisce l’esito positivo
o negativo dell’operazione.
• Cancel - Permette la cancellazione di un task, sottomesso in preceden-
za, di cui si fornisce l’identificatore come parametro. La risposta a una
richiesta di Cancel è un giudizio binario positivo se il task in esecuzio-
ne viene correttamente interrotto, negativo se si cerca di terminare un
task non piùin esecuzione o non interrompibile.
Descritto quindi l’insieme di operazioni che interferiscono direttamente coi
processi di misurazione, è ora opportuno fornire un esempio operativo del
funzionamento del SPS, che mostri quale sia la loro corretta successione
temporale in sinergia con le operazioni del profilo informational.
Esempio di funzionamento del SPS
Si supponga l’esistenza di una videocamera all’interno di un edificio la cui
situazione interna costituisce dato di interesse per una applicazione cliente.
Analogamente a quanto visto negli esempi di funzionamento del SOS, non è
detto che all’applicazione cliente sia nota l’esistenza di una particolare istan-
za di SPS che abbia sotto il suo controllo la videocamera presente nell’edificio
da monitorare. Per questo motivo il primo passo che essa deve compiere in
7allo stato attuale della trattazione, il lettore consideri il plugin come un contenitore
di metodi che vengono invocati dal SPS per generare le risposte alle richieste di qualsiasi
operazione che coinvolga un sensore. Si consideri inoltre che ci sia una corrispondenza
biunivoca tra tipologia di sensore e tipologia di plugin.
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tale ipotesi è l’interrogazione di un Catalog Service (CS) cui si registrino
le istanze di SPS attive in rete8. In particolare l’applicazione richiederà al
CS l’elenco dei SPS che hanno una area di servizio9 comprendente l’edifi-
cio. Una volta scoperta l’esistenza di un istanza SPS che fa al suo caso, il
cliente le inoltra una richiesta di GetCapabilities, ottenendo in risposta un
documento XML in cui sono codificati i metadati relativi al servizio e la lista
degli identificatori dei sensori che rende accessibili per l’inoltro di task. Fra
questi ultimi comparirà l’identificatore della videocamera che il cliente inten-
de sfruttare per il monitoraggio. Prima che la videocamera possa eseguire
misurazioni per conto del cliente, questo può richiedere al SPS l’indirizzo
del servizio che invece sarà impiegato per memorizzare e pubblicare i dati
prodotti. Per farlo inoltra una richiesta di DescribeResultAccess, ricevendo
in risposta dal SPS l’indirizzo di una istanza di SOS. Sapendo dove reperire
i dati di suo interesse, il cliente può voler acquisire maggiori dettagli sui pa-
rametri di comportamento della videocamera che deve esplicitare per farle
eseguire un task secondo le proprie necesità. La chiamata a DescribeTasking
ritorna come risposta un elenco esaustivo di tali parametri, specificandone i
range/insiemi di valori per essi ammissibili e classificandoli in “obbligatori”
e “opzionali”. Questa operazione riveste un ruolo fondamentale, in quanto
l’istanza SPS di riferimento potrebbe gestire videocamere di tipologie diver-
se. Ad esempio una di esse potrebbe supportare solamente il controllo dello
zoom, mentre altre anche orientazione e sensibilità agli infrarossi, e il cliente
potrebbe necessitare quindi di dati non rilevabili da un qualsiasi dispositivo
di quelli controllati dal SPS con cui dialoga. A questo punto il cliente è
in grado di descrivere l’operazione che vuole far eseguire alla videocamera
secondo tutti i parametri necessari, ma può inoltrare una richiesta di Get-
Feasibility cui allega come parametro la descrizione, per sapere dal SPS se
il task progettato sarà eseguibile nell’intervallo di tempo che gli è stato as-
segnato. Ricevuta questa richiesta, il SPS esegue lo studio di fattibilità per
conto della videocamera e, se i vincoli che questa ammette a tal fine sono
soddisfatti dai parametri del task, comunica al cliente che può procedere alla
sottomissione di quest’ultimo. La risposta, in caso di esito positivo, include
anche un identificatore assegnato univocamente al task. Lo studio di fattibi-
lità, passo opzionale, potrebbe consistere nel controllare se nell’istante in cui
il cliente lo richiede la videocamera è già occupata ad eseguire un task per
conto di un’altra applicazione, o potrebbe richiedere un processo decisionale
piùcomplesso basato su parametri come priorità dei task o indirizzi IP della
videocamera e del cliente. Nell’ipotesi che il task sia fattibile, il cliente può
finalmente eseguire una Submit, con cui ne assegna l’esecuzione all’istanza
SPS con cui sta interagendo. Ciò può essere fatto inviando al SPS l’identi-
8Il funzionamento di questi Catalog Service è del tutto analogo a quello descritto negli
esempi di funzionamento del SOS visti nella sottosezione 2.2.2
9con “area di servizio” si intende l’area geografica che contiene tutti i sensori gestiti dal
SPS
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ficatore del task ottenuto dalla risposta alla GetFeasibility (evitando così di
specificare un elenco di parametri operazionali potenzialmente molto esteso)
oppure, nel caso in cui lo studio di fattibilità non sia stato eseguito, la lista
dei parametri descrittivi del task. Il SPS risponde confermando l’accetta-
zione del task, azione che tuttavia può non implicare una sua immediata
esecuzione, e fornendo un identificatore univoco per il task sottomesso10. A
questo punto il cliente può informarsi sullo stato di avanzamento del proprio
task invocando la GetStatus e, se l’esecuzione è stata avviata, modificarne
i parametri di comportamento con una Update, operazione che richiede la
specifica dei parametri da variare con i rispettivi nuovi valori. Se poi, per
motivazioni dipendenti o meno dall’applicazione, il cliente intende interrom-
pere le rilevazioni, è sufficiente che inoltri una richiesta di Cancel specificando
l’identificatore del task che intende interrompere. In caso di interruzione la
videocamera non sarà più impegnata in rilevazioni per conto del cliente e
verrà resa nuovamente utilizzabile dal SPS. Il cliente potrà quindi recupe-
rare le osservazioni prodotte dalla videocamera rivolgendosi al SOS di cui
possiede l’indirizzo secondo le modalità illustrate nella sottosezione 2.2.2.
I framework SPS e SOS costituiscondo due potenti middleware per la
gestione semplificata di operazioni complesse su sensori da parte di applica-
zioni clienti. Per queste caratteristiche verranno impiegati come basamento
per la costruzione del sistema CloudSensor, che rappresenta a sua volta un
middleware per l’interfacciamento trasparente delle applicazioni clienti con
i sensori incorporati negli smartphone. Questi ultimi, nell’ottica del siste-
ma, funzioneranno da fonti di osservazioni relative all’ambiente in cui il loro
dispositivo ospitante è immerso, informazioni che le applicazioni clienti sfrut-
teranno per costruire servizi che variano dinamicamente il proprio compor-
tamento o output conformandosi a cambiamenti che proprio dall’ambiente
sono prodotti. Nel capitolo successivo si dettaglia l’architettura secondo cui
è stato relizzato il sistema CloudSensor per assolvere agli scopi citati.
10L’identificatore fornito in risposta una Submit ha generalmente struttura e finalità
diverse da quello fornito a seguit di una GetFeasibility. Mentre il primo identifica un
task che è definitivamente stato preso in consegna dal SPS e che prima o poi entrerà
in esecuzione, il secondo denota un task ancora esterno al sistema che è stato reputato
accettabile in un periodo di tempo specificato.
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Nel presente capitolo verrà descritta l’architettura software secondo cui è
stato strutturato il sistema CloudSensor. Le scelte operate in fase di defi-
nizione dell’architettura rispondono a molteplici scopi, il più importante dei
quali è l’integrazione dei dispositivi mobili nella rete Internet. Questo pro-
cesso implica la possibilità di accedere agli smartphone mediante i protocolli
di rete preesistenti, dove per “accesso” si intende in questa sede il recupero
di dati ambientali prodotti dai sensori incorporati negli smartphone.
In questa ottica i sensori costituiscono i componenti di una rete che ac-
quisisce nodi dinamicamente e il sistema CloudSensor, nella sua globalità,
rappresenta un middleware che “avvolge” la rete rendendola a tutti gli effetti
un servizio web e mediando le interazioni in ingresso e uscita con le applica-
zioni cliente.
Un secondo scopo del sistema è infatti la possibilità di creare un servizio
in grado di supportare la richiesta e il recupero di dati ambientali secondo
un interfaccia HTTP standard che sfrutti dialetti XML per la codifica delle
richieste di operazione e delle conseguenti risposte. In questo modo le entità
utilizzatrici, già in grado di gestire sessioni HTTP, non devono subire adat-
tamenti al proprio software per supportare nuovi protocolli atti all’accesso
al servizio realizzato.
Una terza caratteristica conferita al sistema consiste nella sua alta scala-
bilità. Prevedendo ulteriori evoluzioni dell’hardware degli smartphone e in
particolare delle tipologie di sensori che questi ospitano, si è conferita al
sistema CloudSensor la possibilità di gestirne di nuovi non modificando la
sua implementazione, ma aggiornandone i parametri di configurazione. Que-
sto approccio è stato esteso anche al supporto da parte del sistema di nuove
operazioni per il suo utilizzo da parte delle applicazioni clienti. Come già sta-
bilito, il sistema CloudSensor rappresenta un middleware e come tale espone
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una API per il suo utilizzo. La API in questione è costituita dall’unione
delle operazioni rese disponibili dai due servizi web su cui l’architettura del
sistema, in particolare il suo lato server, basa il proprio funzionamento: il
Sensor Observation Service (cfr. sez. 3.2.1) e il Sensor Planning Service (cfr.
sez. 2.2.3).
I possibili utilizzi del sistema CloudSensor coprono uno scenario appli-
cativo potenzialmente molto vasto. Nella sua formulazione di base, esso
potrebbe venire impiegato come un produttore e distributore di dati rilevati
per applicazioni di monitoraggio ambientale. Integrando poi al sistema un
framework per la notifica asincrona degli eventi di produzione delle osserva-
zioni, in modo che le applicazioni clienti possano dichiarare il proprio interes-
se al monitoraggio di un insieme di fenomeni, si può facilmente ottenere un
sistema publish-subscribe che esegua il dispatching di dati ambientali in re-
te. Utilizzi più evoluti del sistema CloudSensor potrebbero implicare un suo
dispiegamento come piattaforma per la realizzazione di servizi environment-
aware, ovvero dal comportamento dinamico regolato dalle variazioni di un
ambiente che si intende monitorare. In questo contesto potrebbero rientrare
servizi localizzati di monitoraggio del traffico, di percorso e delle condizio-
ni atmosferiche, così come sistemi di allarme sensibili al movimento, servizi
di navigazione urbana in base a itinerari calcolati staticamente o dinami-
camente e social-network pervasivi. Nei prossimi paragrafi verrà descritta
l’architettura del sistema CloudSensor, illustrando le funzionalità offerte dai
moduli che la costituiscono, rimandando al capitolo successivo i dettagli
implementativi.
3.1 Struttura ad alto livello
L’architettura del sistema CloudSensor può essere suddivisa ad alto livello
in due parti (Figura 3.1): un lato server, destinato ae essere eseguito su cal-
colatori fissi, e un lato dispositivo mobile, dispiegato su smartphone con il
supporto ad Android. Nel seguito della trattazione definiremoCloudSensor
Service (CSS) il primo e CloudSensor Acquisition & Management
System (CSAMS) il secondo. Tutte le interazioni fra applicazioni clienti e
sistema, o fra parti remote del sistema, avvengono via HTTP. Ogni richiesta
di operazione o risposta corrisponde all’invio al destinatario dei suoi para-
metri, codificati come documento XML.
Il CSS costituisce il front-end del sistema: ogni applicazione che ne fa uti-
lizzo deve interfacciarsi direttamente con il CSS via HTTP avanzando una
richiesta di operazione. Si ricorda che le operazioni esposte dalla versione
attuale del sistema CloudSensor sono un sottoinsieme dell’unione di quel-
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Figura 3.1: Visione architettura CS ad alto livello di dettaglio
le rese disponibili dai framework SOS e SPS. I compiti specifici del CSS
comprendono:
1. Ricezione e controllo di correttezza sintattica delle richieste di opera-
zione.
2. Traduzione delle richieste di operazione in un formato intelligibile al
CSAMS.
3. Inoltro delle richieste di operazione ai dispositivi mobili e ricezione
delle conseguenti risposte.
4. Costruzione delle risposte alle richieste di cui al punto 1.
5. Invio all’applicazione cliente delle risposte di cui al punto 4.
Così come fra applicazioni clienti e CSS, anche fra quest’ultimo e CSAMS la
comunicazione avviene su protocollo HTTP, ricorrendo tuttavia a una codi-
fica che non richieda l’inclusione di documenti XML ma che descriva il tipo
di operazione richiesta e i parametri associati mediante una query string1.
Il CSAMS rappresenta il back-end del sistema CloudSensor, provvedendo al-
la produzione delle informazioni che il CSS classifica internamente e pubblica
1Secondo il World Wide Web, una query string è la parte di URL di una richiesta
HTTP che contiene i dati da passare all’applicazione web cui la richiesta è indirizzata.
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Figura 3.2: Struttura CSS ad alto livello
nei confronti di un’applicazione cliente.
In questa ottica il CSAMS si configura come una macrocomponente inacces-
sibile e invisibile dalle applicazioni clienti, che svolge computazioni per loro
conto su mediazione del CSS.
I compiti specifici del CSAMS comprendono:
1. Ricezione e studio di fattibilità delle richieste di operazione.
2. Traduzione delle richieste di operazione in chiamate alle librerie di
gestione dei sensori.
3. Espletamento delle rilevazioni ambientali secondo le modalità decise
dalle applicazioni clienti.
4. Invio delle osservazioni prodotte al CSS.
5. Comunicazione degli esiti delle operazioni al CSS.
In generale saranno attive contemporaneamente in rete molte istanze di
CSAMS, ognuna delle quali viene eseguita su uno smartphone e controlla
un insieme di sensori rimanendo in attesa di richieste di operazione in arrivo
dal CSS.
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3.2 Struttura CSS
Il CSS (Figura 3.2) rappresenta il lato server del sistema CloudSensor ed è
accessibile come un servizio web. Il suo funzionamento si basa sulla collabo-
razione tra istanze dei framework SOS e SPS (già precedentemente descritti
nelle sezioni 2.2.2 e 2.2.3), il cui codice è stato riutilizzato, e componenti
software ulteriori realizzate in linguaggio Java. Di seguito l’elenco completo
delle componenti del CSS:
• Sensor Planning Service




3.2.1 Sensor Observation Service e Sensor Planning Service
Il nucleo operativo del CSS è costituito dalle istanze dei servizi SOS e SPS.
Sono infatti essi che contengono la logica necessaria alla gestione dei proces-
si di tasking dei sensori, di codifica, classificazione e memorizzazione delle
osservazioni.
Le operazioni che il sistema CloudSensor, nella sua implementazione attuale,
rende disponibili ai propri utilizzatori, come per esempio applicazioni clien-
te che vogliano realizzare dei servizi basati sulle variazioni dei parametri
ambientali, comprendono:
• per la sottomissione di un task Submit (SPS);
• per l’interruzione di un task sottomesso al sistema Cancel (SPS);
• per il recupero delle osservazioni prodotte da un taskGetObservation
(SOS);
• per il recupero degli identificatori dei sensori controllati dal sistema
GetCapabilities (SOS & SPS).
Per i dettagli su di esse si rimanda alle sottosezioni 2.2.2 e 2.2.3, mentre
adesso si tratteranno le operazioni che il CSS rende disponibili al CSAMS
per interazioni interne al sistema.
Occorre prestare attenzione al fatto che sia il SOS che il SPS, per acquisire
conoscenza dell’esistenza di un sensore, necessitano di esplicare un proces-
so di registrazione con cui il dispositivo mobile che lo contiene richieda per
esso l’assegnazione di un identificatore univoco e quindi il suo inserimento
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all’interno del documento di risposta ad una richiesta di GetCapabilities.
Tale processo viene innescato da ogni smartphone all’avvio del CSAMS, co-
me parte di una fase definita “di bootstrap”, nei confronti di SOS e SPS.
La registrazione al SOS si traduce in una richiesta di RegisterSensor alla
quale è allegata la descrizione SensorML o TML del sensore che si intende
registrare, richiesta cui il SOS risponde computando e ritornando al CSAMS
l’identificatore assegnato al sensore. Proprio a seguito di questa assegnazio-
ne l’ identificatore viene incluso nel documento XML ritornato dal SOS in
risposta a una richiesta di GetCapabilities e quindi reso visibile alle appli-
cazioni cliente. La registrazione al SPS coinvolge invece passi ulteriori che
meritano un approfondimento ai fini della loro comprensione.
SPS e astrazione dei sensori
Mentre al SOS è necessario far sapere che un sensore esiste come produt-
tore di osservazioni, ovvero come entità che effettua inserimenti periodici
di dati all’interno di una o più tabelle del database gestito dal framework,
le operazioni da compiere sul SPS in fase di registrazione di sensori hanno
una complessità maggiore. Il SPS infatti, a differenza del SOS, mantiene al
proprio interno informazioni di stato per ogni sensore che controlla. Queste
informazioni vengono modellate come istanze di una classe Java, detta SP-
SPlugin, che prendono il nome di plugin e rappresentano la struttura dati
con cui il SPS astrae l’hardware dei sensori che gestisce, racchiudendo la
logica che funziona da livello di adattamento all’ interfaccia SWE offerta per
ogni tipo di dispositivo. Pertanto si può pensare alla classe Java di un plugin
come astrazione di una specifica tipologia di sensori (ad es.: sensore incor-
porato in uno smartphone Android), mentre alle istanze di tale classe come
astrazioni dei sensori fisicamente esistenti (ad es.: l’accelerometro presente
sullo smartphone Android identificato dal numero di telefono 1234567890).
La classe di un plugin deve implementare obbligatoriamente gli handler delle
operazioni SPS che si vuole siano supportate dal tipo di sensore che astrae.
Tali handler, oltre a portare lo stesso nome delle operazioni cui sono relativi,
eseguiranno le azioni necessarie a soddisfare le richieste in modo dipendente
dal tipo di sensore.
Un plugin si configura pertanto come lo strato software di mediazione fra
il SPS e i dispositivi mobili.
Alla luce di queste osservazioni, i passi da compiere per registrare sensori al
SPS sono i seguenti:
1. Creazione di una classe Java che implementi la logica di gestione delle
operazioni SPS in base alle caratteristiche del sensore che astrae. La
classe deve essere poi posta, insieme a tutte le altre di cui necessita per
la compilazione, in un archivio compresso di tipo JAR e inserita nella
cartella delle librerie ad uso del SPS. Questo passo viene eseguito dagli
sviluppatori del software di estensione alle funzionalità del SPS.
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2. Invocazione di una operazione di UpdateAMConfiguration, opera-
zione SPS non destinata alle applicazioni clienti. Questa operazione
richiede come parametri il nome della classe del plugin e un identifi-
catore, scelto dall’entità che notifca al SPS l’esistenza di un sensore,
che sarà usato come alias del nome della classe all’interno del sistema.
Disponendo di questi parametri, il SPS stabilisce un legame biunivoco
fra nome della classe e alias, entrando a conoscenza dell’esistenza di
una nuova tipologia di sensore. Si noti che in questo passo non viene
creata alcuna nuova struttura dati.
Questo passo viene eseguito una sola volta dall’entità che amministra
gli aggiornamenti al funzionamento del SPS.
3. Invocazione di una operazione di RegisterSensor. In questa fase si
specifica come parametro una descrizione XML del sensore che com-
prenda la lista dei suoi parametri di funzionamento con i rispettivi
valori (che il SPS utilizzerà per istanziare un oggetto della classe di cui
al passo 1 e inizializzarne i membri dato privati), e dei parametri di
comportamento regolabili dai clienti che gli sottometteranno task.
Viene inoltre dichiarato il tipo di sensore fornendo l’alias citato al pas-
so 2. A questo punto il SPS è a conoscenza dell’esistenza di un sensore
che gli è disponibile per l’esecuzione di misurazioni ed ha allocato in
memoria un oggetto cui inoltrerà le richieste di operazione affinchè
vengano esplicate. Questo passo viene compiuto da ogni istanza di
CSAMS al proprio avvio e procura all’applicazione un identificatore
univoco, computato dal SPS, con cui il sensore oggetto della registra-
zione potrà essere indirizzato per le operazioni del profilo functional
(cfr. sez. 2.2.3). Inoltre l’identificatore viene inserito dal SPS nel-
la lista dei sensori controllati e reso visibile ai clienti che eseguono
una GetCapabilities come parte del documento XML ritornato in sua
risposta.
Esplicate le registrazioni al SOS e SPS, i sensori risultano integrati alla re-
te e possono essere acceduti via HTTP attraverso i framework, così come
prefissato negli obiettivi del sistema CloudSensor. Il funzionamento di SOS
e SPS come componenti del CSS rimane pertanto quello per cui sono stati
progettati e realizzati, esposto nella sezione 2.2.
3.2.2 Naming Server
Nella realizzazione di un sistema che renda accessibili in rete sensori incor-
porati su dispositivi mobili, sorge un problema legato alla volatilità degli
indirizzi IP.
Dato che i moderni smartphone, per cui è stato pensato il sistema Cloud-
Sensor, accedono alla rete mediante connessioni senza fili, è altamente proba-
bile che, variando geograficamente la propria posizione, subiscano variazioni
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di indirizzo IP. Il fenomeno complica il recapito delle richieste di operazione
dal CSS alle istanze di CSAMS, che normalmente avviene su sessioni HTTP
a loro volta aperte su protocollo IP.
Una possibile soluzione al problema implica l’indirizzamento dei dispositivi
mobili per mezzo del loro numero telefonico, informazione sicuramente stati-
ca nel tempo. Unendo quest’ultima osservazione alla necessità inderogabile
di impiegare sessioni HTTP per mettere in comunicazione le varie parti del
sistema CloudSensor, si rende necessaria una mappatura dei numeri telefonici
su indirizzi IP.
In questa ipotesi, le associazioni <numero telefonico, indirizzo IP> re-
lative a un dato smartphone, definite binding, devono essere periodicamente
aggiornate per rispecchiare correttamente le possibili variazioni dell’indiriz-
zo IP. Inoltre ogni richiesta indirizzata a un dispositivo mobile avanzata al
CSS implica una traduzione del numero telefonico, usato come parametro,
nel corrispondente indirizzo IP, processo trasparente alle applicazioni clienti
autrici della richiesta e totalmente confinato all’interno del sistema.
Il Naming Server è la componente CSS che esplica le azioni appena espo-
ste. Modellato come una Java Servlet e quindi accessibile mediante richieste
HTTP standard, il Naming Server è un servizio web che gestisce una tabel-
la di traduzione dei numeri telefonici in indirizzi IP e che espone a i suoi
utilizzatori, in particolare al SPS e al CSAMS, le seguenti operazioni:
• Register - Permette la registrazione di un nuovo binding nella tabella
di traduzione e richiede come input numero telefonico e indirizzo IP
del dispositivo richiedente.
• Resolve - Consente la risoluzione di un numero telefonico nell’indirizzo
IP che gli è correntemente associato. Richiede come input il numero
telefonico e ritorna al richiedente l’indirizzo IP.
• Cancel - Esegue la cancellazione di una entry della tabella di tra-
duzione, quindi elimina un binding. Richiede come input il numero
telefonico che identifica il binding.
Nella attuale implementazione del CSS, il Naming Server viene interrogato
dal SPS all’occorrenza di una richiesta di Submit. Questa infatti conterrà
l’identificatore di un sensore da cui è possibile ricavare il numero telefonico
del dispositivo mobile al quale la richiesta deve essere inoltrata. Pertanto il
SPS, invocando l’handler di gestione della Submit come metodo del plugin
che astrae il sensore obiettivo (vd. 3.2.3), effettua una preventiva risoluzione
del numero telefonico invocando una Resolve. Il Naming Server quindi, se
riscontra la presenza di un binding relativo al numero telefonico considera-
to nella tabella di risoluzione, risponde con l’indirizzo IP di cui il SPS ha
bisogno. Le istanze di CSAMS attive, dal canto loro, invocheranno periodi-
camente un’operazione di Register per rendersi visibili al CSS attraverso il
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Figura 3.3: Esempio di transazione con il Naming Server
Naming Server. Ogni binding ha un tempo di vita limitato al termine del
quale viene eliminato dalla tabella, da qui la necessità di rinnovare la regi-
strazione periodicamente da parte delle istanze di CSAMS. In Figura 3.3 è
mostrato un esempio di interazione tra i moduli Feasibility Engine, Naming
Server e SPS Plugin.
3.2.3 SPS Plugin
Come evidenziato in 3.2.1, il plugin è la struttura dati che contiene al suo
interno lo stato di un sensore registrato al SPS e i metodi di gestione delle
richieste SPS che esso supporta. Nel caso del sistema CloudSensor, i sensori
Figura 3.4: Astrazione di un sensore singolo mediante plugin
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Figura 3.5: Astrazione di piú sensori mediante plugin
a bordo degli smartphone possono essere astratti con una interfaccia comu-
ne, indipendentemente dal fenomeno che misurano. Ciò accade perché ogni
sensore supportato dal sistema viene considerato come un produttore di dati
che può trovarsi in due stati:
• attivato, se è stato oggetto di una richiesta di Submit e sta eseguendo
un task,
• o disattivato, se il task che eseguiva è terminato o è stato oggetto di
una richiesta di Cancel.
In tale ipotesi non è necessario differenziare la gestione delle operazioni
SPS a seconda del fenomeno misurato ed è quindi sufficiente un unico plu-
gin, definito Android Plugin(Figura 3.4), per astrarre tutti i sensori degli
smartphone che si intende integrare nel sistema. L’Android Plugin, nella
implementazione attuale del sistema CloudSensor, contiene al suo interno:
• URL del Naming Server depositario dell’indirizzo IP dello smartphone
che ospita il sensore astratto. Questa informazione viene memorizzata
all’atto della registrazione del sensore al SPS (cfr. sez. 3.2.1)
• Parametri descrittivi del task in esecuzione sul sensore astratto, me-
morizzati ogni volta che il SPS, intercettata una richiesta di Submit,
sottopone un nuovo task al plugin, in modo che possa inoltrarlo al
sensore astratto.
• Indentificatore del task in esecuzione sul sensore astratto, computato e
memorizzato dopo che il CSAMS ha confermato l’accettazione di una
richiesta di task al plugin e prima che questo, attraverso il SPS, inoltri
tale messaggio all’applicazione cliente che ha avanzato la richiesta di
Submit.
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• Handler dell’operazione Submit.
• Handler dell’operazione Cancel.
Una variante dell’Android Plugin, progettato per astrarre una singola istan-
za di sensore, consiste nel Meta Plugin(Figura 3.5), che invece astrae tutti i
sensori dediti alla misurazione di un certo fenomeno registrati al SPS. L’e-
sistenza del Meta Plugin virtualizza quindi una classe di sensori come un
unico dispositivo che può essere fatto oggetto delle operazioni SPS consuete.
Il vantaggio di un simile approccio si manifesta nei casi in cui una appli-
cazione cliente necessiti di osservazioni prodotte da un alto numero, sia n,
di sensori. In questo scenario infatti l’applicazione non dovrà avanzare n
richieste di Submit bensì una sola, evitando la generazione di alti volumi
di traffico. La traduzione di tale unica richiesta in n distinte, ciascuna poi
recapitata a un sensore diverso, verrà operata dal Meta Plugin in maniera
trasparente all’applicazione cliente.
3.2.4 SOS Plugin
Il SOS Plugin è la componente CSS che riceve dalle istanze di CSAMS i dati
grezzi delle osservazioni e li codifica in documenti XML, secondo le specifiche
stabilite dall’iniziativa SWE (cfr. sez. 2.2), per poi effetuarne l’inserimento
all’interno del database del SOS. Per “dati grezzi” si intende una quadrupla
di letterali alfanumerici che rappresentano:
• valori che quantificano il fenomeno misurato da un sensore.
• marca temporale che attesta l’istante di produzione dell’osservazione.
• identificatore SOS del sensore che ha prodotto l’osservazione.
• identificatore del fenomeno misurato.
Sfruttando queste informazioni il SOS Plugin confeziona osservazioni sotto-
forma di documenti XML che utilizzerà come parametro per le chiamate a
InsertObservation, operazione che rende disponibili le osservazioni alle ap-
plicazioni cliente del sistema mediante il database del SOS. La presenza del
SOS Plugin solleva le istanze di CSAMS, quindi i dispositivi mobili, dall’elea-
borazione e formattazione di documenti XML, operazione spesso dispendiosa
in termini di memoria e tempo di calcolo, riducendo il consumo di potenza
e rendendo il sistema più reattivo.
3.3 Struttura CSAMS
Il CSAMS è la macrocomponente che gestisce le elaborazioni sugli smartpho-
ne ultimando l’esecuzione delle operazioni che le applicazioni cliente richie-
dono al sistema CloudSensor. Il CSS infatti inoltra le richieste di operazione
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Figura 3.6: Visione ad alto livello del CSAMS
alle istanze di CSAMS attive e queste, a loro volta, provvederanno a tradurle
in chiamate ai driver per l’interfacciamento con i sensori dello smartphone
su cui eseguono. Il CSAMS possiede un architettura stratificata, definita
stack CSAMS, in cui ogni livello, dall’alto verso il basso, compie operazioni e
adotta forme di descrizione dei dati sempre più vicine a quelle del supporto
ai sensori offerto dal sistema operativo di Android. I livelli che compongono
lo stack CSAMS (mostrato in Figura 3.6), elencati per profondità crescente
nell’architettura, sono i seguenti:
• Feasibility Engine
• Scheduler
• i Sensor Wrapper
• SOS Feeder
Non vengono considerati facenti parte dello stack CSAMS, che comprende la
logica necessaria allo svolgimento delle computazioni, le seguenti componenti,
che svolgono invece funzioni di inizializzazione:
• Interfaccia utente
• Boot Loader
Tutte le componenti citate sono state progettate e realizzate per il funziona-
mento su piattaforma Android. Di seguito si fornisce comunque una descri-
zione specifica del loro funzionamento indipendente dall’implementazione,
aspetto che verrà trattato nel prossimo capitolo.
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3.3.1 Interfaccia utente (UI)
L’interfaccia utente rappresenta un front-end grafico per l’applicazione CSAMS.
Interagendo con la UI, l’utente dello smartphone su cui viene eseguito il
CSAMS, può:
• tarare i parametri di funzionamento dell’applicazione in base alle pro-
prie preferenze (cfr. 3.3.2)
• avviare il ciclo di vita dell’applicazione, rendendo a tutti gli effetti lo
smartphone un produttore di osservazioni.
• controllare lo stato del ciclo di vita in termini di osservazioni prodotte
e sensori attivati, se l’applicazione è già stata avviata.
I parametri impostabili mediante UI vengono acceduti dal Boot Loader, che
li impiega per inizializzare il funzionamento del CSAMS.
3.3.2 Boot Loader (BL)
Il Boot Loader non costituisce un livello operativo dell’architettura CSAMS
quanto piuttosto una procedura necessaria alla sua inizializzazione. Questa
componente esplica infatti le registrazioni dei sensori ospitati dallo smart-
phone presso le componenti SOS e SPS del CSS, innescando le procedure
descritte in 3.2.1. Inoltre, per tarare il funzionamento del CSAMS, il BL
raccoglie le impostazioni fornite dall’utente dello smartphone circa:
• i sensori che, fra quelli disponibili sullo smartphone, potranno essere
acceduti dal CSS.
• i limiti inferiori in termini di periodo di misurazione che saranno uti-
lizzati per decretare i task accettabili.
• le modalità di invio dati verso il CSS.
• gli URL delle componenti CSS da indirizzare nel corso del ciclo di vita
del CSAMS.
Il processo di registrazione prevede la costruzione di documenti SensorML o
TML che descrivano i sensori e che sono allegati alle richieste di Register-
Sensor che il BL rivolge alle istanze di SOS e SPS del CSS. Tuttavia se i
sensori risultano già registrati le richieste citate non vengono avanzate, evi-
tando l’apertura di connessioni HTTP inutili e dispendiose. Pertanto, prima
di avviare la procedura di registrazione, per stabilire se un sensore ne neces-
siti veramente, il BL consulta un database in cui vengono memorizzati gli
identificatori ritornati come risposta all’invocazione di RegisterSensor. Se
nel database il sensore in esame risulta già registrato, questo viene eliminato
dalla lista dei sensori da registrare. La procedura di registrazione termina
quando tutti i sensori sono stati registrati correttamente.
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Figura 3.7: Flusso di operazioni dello studio di fattiblità
3.3.3 Feasibility Engine (FE)
Il Feasibility Engine è la componente che riceve le richieste di operazione dal
CSS e rappresenta per questo il livello più alto dello stack CSAMS. I suoi
compiti prevedono:
Attesa di richieste di operazione. Il FE riceve dal CSS richieste HTTP
GET che codificano, per mezzo della query string associata, l’identificato-
re dell’operazione comandata e i valori dei relativi parametri, processo che
implica l’ascolto su una porta in attesa di connessioni.
Parsing dei parametri operazionali e studio di fattbilità. Una
volta ricevuta la query string che rappresenta l’operazione da eseguire, il FE
ne estrae i parametri e avvia uno studio di fattibilità in base ad essi. Tale
processo implica una validazione dei parametri secondo un insieme di regole
che tiene conto dei vincoli imposti dall’hardware e dall’utente del dispositivo
applicate come segue:
• Controllo sul supporto del tipo di sensore specificato da parte del
CSAMS. Se il CSAMS è in grado di produrre osservazioni del tipo
richiesto lo studio procede.
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• Controllo sullo stato del sensore oggetto dell’operazione. Se il sensore
non sta eseguendo task lo studio procede.
• Controllo sul periodo di misurazione richiesto. Se il periodo è al di
sopra dei limiti imposti dal proprietario dello smartphone che ospita
il sensore come impostazioni di funzionamento del CSAMS lo studio
procede.
Se l’insieme dei parametri operativi soddisfa tutte le regole, il task viene
giudicato fattibile dal Feasibility Engine e inoltrato al Task Scheduler.
Si noti che, per effettuare lo studio di fattibilità, il FE deve conoscere sia lo
stato dei sensori, i quali si trovano alla base dello stack CSAMS, che impo-
stazioni di livello applicativo. Questo rende lo stack CSAMS un’architettura
stratificata cross-layer, che ottimizza lo studio di fattibilità evitando che,
affinchè possa essere compiuto, la richiesta di operazione che ne è oggetto
debba essere inoltrata fino all’ultimo livello del sistema.
Se il task non viene giudicato fattibile, la richiesta di Submit non viene
ulteriormente inoltrata e il FE notifica al CSS l’esito negativo dell’operazione.
In Figura 3.7 viene mostrato il flusso di operazioni su detto.
Registrazione al Naming Server. Il FE effettua periodicamente una
richiesta di Register al Naming server attivo nel CSS. Con questa operazione
il CSAMS crea e rinnova a intervalli di tempo regolari un binding fra il nu-
mero telefonico e indirizzo IP attuale dello smartphone su cui è in esecuzione,
rendendosi reperibile dal CSS. Il periodo di rinnovamento della registrazione
è inferiore al tempo di vita dei binding che il Naming Server memorizza nella
propria tabella di traduzione.
3.3.4 Task Scheduler (TS)
Il Task Scheduler riceve dal Feasibility Engine le richieste di operazione e
provvede all’attivazione (Submit) o disattivazione (Cancel) dei sensori fisici.
Il TS è quindi il livello che, in maniera indipendente dal tipo di sensore
che ne è oggetto, instrada le richieste di operazione filtrate dal FE verso le
componenti software loro attuatrici, il cui comportamento invece dipende
dalle caratteristiche del sensore che gestiscono. Inoltre il TS tiene traccia
dei task attivi sul CSAMS mediante una task queue, struttura dati in cui
per ogni sensore disponibile si annota lo stato di funzionamento (attivato o
disattivato). Sarà da questa struttura dati che il TS desumerà le informazioni
di stato da passare al FE per consentirgli di eseguire lo studio di fattibilità.
3.3.5 Wrapper
Il livello Wrapper rappresenta lo strato di interfaccia tra l’hardware del dispo-
sitivo mobile, costituito da un tipo di sensore, e il resto dello stack CSAMS.
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Esso infatti traduce i parametri operativi dei task che il TS gli inoltra in,
chiamate alle librerie per il comando dei sensori, in modo che questi produ-
cano osservazioni secondo un periodo e per un intervallo di tempo forniti dai
parametri stessi. Considerata una singola istanza di CSAMS, in esecuzione
su uno smartphone, esistono pertanto tante istanze di Wrapper quanti sono
i tipi diversi di sensori ospitati dal dispositivo. Ciascuno di essi gestisce in
maniera specifica per il fenomeno misurato dal sensore con cui dialoga, l’e-
vento di produzione di una nuova osservazione.
Questa caratteristica consente la diversificazione delle elaborazioni che ven-
gono compiute sui dati grezzi ottenuti dai sensori a seconda del fenomeno
rilevato, permettendo così una prima elaborazione non appena il dato viene
prodotto.
Effettuato quindi il raffinamento preliminare delle osservazioni grezze, il
Wrapper ne associa i valori numerici a una marca temporale, un identifi-
catore del tipo di fenomeno osservato e un identificatore del sensore da cui
sono stati prodotti, così costruendo la quadrupla di elementi che il CSAMS
invia come output dei task eseguiti al CSS.
Ogni Wrapper pertanto, dopo aver recuperato e arricchito una nuova osser-
vazione dai sensori, la invia al SOS Feeder, componente che ne curerà la
memorizzazione e invio verso il CSS.
3.3.6 SOS Feeder (SF) e SOS Buffer (SB)
Il SOS Feeder è la componente che riceve dai Wrapper le osservazioni e prov-
vede al loro invio verso il database SOS del CSS. L’upload delle osservazioni
può avvenire secondo due modalità distinte, la scelta delle quali è rimandata
all’utente del dispositivo mobile su cui il CSAMS è in esecuzione.
Il SOS Buffer è la struttura dati deputata a contenere le osservazioni tem-
poraneamente. Si noti che il SF non impiega il SB come un contenitore per
tutte le osservazioni che riceve dai Wrapper, ma vi ricorre solo per garantire
ad esse persistenza in memoria in modo da poterle accedere dopo periodi di
inattività. Per chiarire le interazioni fra SF e SB è opportuno dettagliare le
modalità secondo cui l’upload delle osservazioni può avvenire:
• Upload istantaneo - La ricezione di un nuovo dato prodotto unWrap-
per innesca un immediato upload a opera del SF, il quale apre una
connessione HTTP verso il CSS (componente SOS Plugin) inviando-
gli una query string che codifica le quattro parti dell’osservazione. Se
il CSS risulta raggiungibile in rete questa mnodalità non implica la
memorizzazione di alcun dato nel SB. Se invece il CSS non è raggiun-
gibile, le osservazioni ricevute vi vengono memorizzate, in modo che ne
possa essere fatto l’upload non appena la connettività in rete sia stata
ripristinata.
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• Upload periodico - Secondo questa modalità il SF, ricevute osser-
vazioni dal Wrapper, le memorizza all’interno del SB, per poi farne
l’upload a intervalli di tempo regolari. Il periodo di tempo usato per
compiere l’upload costituisce un parametro regolabile dall’utente e al
suo scadere il SF invia al CSS l’intero contenuto del SB. Anche in que-
sto caso, se il CSS non risulta accessibile, il SB viene impiegato per
memorizzare le osservazioni prodotte dai Wrapper.
Pertanto, mentre il Feasibility Engine rappresenta il punto di ingresso dei
task inoltrati dal CSS, il SOS Feeder costituisce il punto di uscita delle
osservazioni che essi producono.
3.3.7 Esempio operativo
Si fornisce di seguito un esempio di funzionamento del sistema CloudSensor
(Figura 3.8), al fine di esporre in modo migliore la successione temporale
delle interazioni fra le sue componenti fin qui descritte.
Si consideri un’applicazione cliente, sia C, che sia interessata all’acqui-
sizione periodica della posizione geografica di un dispositivo mobile D che,
ovviamente, partecipa al sistema CloudSensor, avendo installata su di sè
l’applicazione CSAMS.
Inizialmente, quando il CSAMS su D non è in esecuzione, l’utente del di-
spositivo imposta dall’interfaccia utente le sue preferenze circa il minimo
periodo di campionamento imponibile ai propri sensori, l’insieme di sensori
da rendere disponibili e il periodo con cui D farà upload delle osservazioni
prodotte verso il lato server. Impostati tali parametri, l’utente di D avvia il
CSAMS. Ciò si traduce nell’avvio del Boot Loader, il quale esegue dapprima
un controllo preventivo sui sensori da registrare presso SOS e SPS, poi avvia
la procedura di registrazione (cfr. 3.2.1).
Supponendo conclusa con successo la fase di registrazione, il Boot Loader
termina lanciando il Feasibility Engine, il quale eseguito in background, si
pone in ascolto di richieste operative dall’esterno del dispositivo su una porta
stabilita dall’utente di D. Da questo momento D è a tutti gli effetti visibile
e raggiungibile mediante il CSS da parte di C, dato che il FE, oltre ad at-
tendere richieste operative, invia periodicamente al Naming Server le coppie
<indirizzo IP, numero telefonico> che rendono correttamente indirizzabile
il dispositivo su cui viene eseguito (cfr. 3.2.2).
L’applicazione C, che ha calcolato secondo le proprie necessità il periodo di
campionamento della posizione e l’intervallo di tempo per cui è interessata
a tale dato, inoltra al sistema CloudSensor una richiesta di GetCapabilities.
Questa azione consente a C, che non ha alcuna visibilità interna del sistema
e quindi dei dispositivi che gestisce, di ottenere la lista dei sensori che le
sono resi accessibili, classificati a seconda dei fenomeni ambientali che rile-
vano. Appurato che in questa lista compare l’identificatore del sensore di
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Figura 3.8: Diagramma di sequenza per l’esempio operativo descritto
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posizione ospitato da D, sia P, C sottomette al sistema (al suo SPS) una
richiesta di Submit che reca come parametro l’identificatore di P, il periodo
di campionamento e la durata temporale che descrivono esaustivamente il
task di rilevazione periodica della posizione di D. Questi parametri vengono
trasmessi sottoforma di documento XML.
La richiesta perviene al SPS, il quale ne demanda la gestione al plugin che
astrae presso di esso il sensore P. Il plugin, a sua volta, esegue un controllo
sulla correttezza sintattica della richiesta ma non è a conoscenza dell’attuale
indirizzo IP di D, parametro di cui ha bisogno per inoltrare al dispositivo la
richiesta. Tuttavia il plugin conosce l’URL del Naming Server depositario
dell’indirizzo IP di interesse (cfr. 3.2.3), entità cui viene periodicamente no-
tificato dal Feasibility engine di D. Il plugin avanza quindi al Naming Server
una richiesta di Resolve, impiegando come parametro il numero telefonico di
D, calcolato in modo automatico dall’identificatore di P. Il Naming Server,
ricevuta la richiesta, effettua un lookup della sua tabella di risoluzione, rica-
vando l’indirizzo IP associato al numero telefonico di D, inviandolo quindi al
Plugin. A questo punto il plugin è in grado di inoltrare la richiesta di Submit
a D, operazione che compie dopo averne codificati i parametri sottoforma di
query string.
Il Feasibility Engine in esecuzione su D riceve quindi una richiesta di task e,
dopo averne estrapolati i parametri descrittivi, avvia lo studio di fattibilità
per l’operazione (cfr. 3.3.3). Da questo momento la richiesta è all’interno del
CSAMS su D. Supponendo che la richiesta si riveli fattibile, il FE comunica
l’esito positivo dello studio al SPS, e questo a C, confermando a entrambi
l’accettazione del task sottomesso dall’applicazione al sistema CloudSensor.
Viene quindi attivato dal FE il Task Scheduler, che riceve i parametri del
task, determina il sensore (P) cui esso è destinato e lo inoltra al Wrapper
che lo gestisce.
Parallelamente, il TS aggiorna la propria task queue, dichiarando P non
utilizzabile da terze parti per tutta la durata del task che sta per esegui-
re. In questo modo, eventuali altre richieste di Submit, che pervengono a
D in tale intervallo di tempo, sono giudicate non fattibili dal FE e non si
tradurranno nell’esecuzione di un task da parte di P. Il TS attiva dunque il
Wrapper che ha in gestione P e questo avvierà l’esecuzione del task comanda-
to da C periodicamente eseguendo una lettura della posizione geografica da
P. Ogni lettura, che consterà di latitudine e longitudine, viene poi corredata
dal Wrapper con una marca temporale e l’identificatore con cui P è stato
registrato al SOS. L’insieme di queste informazioni è inviato al SOS Feeder,
componente che, in dipendenza delle preferenze espresse dall’utente di D,
può inviarle istantaneamente o in modo differito nel tempo al SOS Plugin in
esecuzione nel CSS.
Quando una nuova osservazione prodotta da P giunge al SOS Plugin, questo
la codifica come un documento XML la cui struttura dipende dal tipo di
fenomeno quantificato dall’osservazione stessa (cfr. 3.2.4). Compiuta tale
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formattazione, il SOS Plugin avanza una richiesta di InsertObservation al
SOS, inserendo una nuova osservazione nel suo database. In questo modo
ogni osservazione prodotta da P è finalmente visibile e recuperabile da C.
L’applicazione, a sua volta, inoltra al sistema CloudSensor (al suo SOS),
una richiesta di GetObservation, ovvero una query al suo database volta ad
ottenere come output una o più osservazioni prodotte da P. Così operando,
C riesce a procurarsi periodicamente informazioni sulla posizione di D, man-
tenendo la libertà di interrompere il task che produce tali dati invocando sul
sistema CloudSensor una operazione di Cancel.
Capitolo4
Implementazione
Questa sezione riguarda la descrizione dettagliata, dei moduli specificitrattati in questo lavoro di tesi, ma prima di passare alla descrizione
vera e propria è necessario specificare ulteriormente (rispetto a quanto già
detto nella sezione 2.1.4), alcune particolarità della piattaforma Android
per contestualizzare correttamente tutti i moduli che di seguito verranno
descritti.
4.1 Il Manifest File
L’AndroidManifest.xml (in Appendice A.3 è mostrato quello usato nell’ap-
plicazione CloudSensor), è posto all’interno della root directory del progetto
ed è un componente fondamentale per la corretta compilazione ed esecuzione
dell’applicazione.
Questo fornisce tutte le informazioni necessarie affinchè l’applicazione possa
essere creata correttamente in fase di compilazione, e principalmente:
• fornisce un nome al package Java che contiene l’applicazione. In questo
caso cloudsensor.csams,
• descrive le componenti dell’applicazione quali Service, Activity, Broa-
dcast Receiver e Content Provider, tramite i nomi delle classi e le loro
capacità di interazione (come per esempio gli Intent che i moduli uti-
lizzano per la comunicazione), in modo tale che il sistema sappia quali
siano le possibilità di comunicazione tra moduli.
Nel caso dell’applicazione CSAMS, i moduli registrati sono:
– Le Activity:
∗ cloudsensor.csams.UserInterface.InterfaceTab : questa
è l’entry point dell’applicazione, che raccoglie tutte le activity
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sotto elencate per realizzare l’interfaccia a schede. La sua de-
finizione all’interno del file manifesto, prevede la specifica di
un intent filter (cioè la definizione di un canale di comunica-
zione su cui l’Activity ascolta) di tipo android.intent.action.-
MAIN con categoria android.intent.category.LAUNCHER, ta-
le da rendere questo modulo il main per l’applicazione Cloud-
Sensor.
∗ cloudsensor.csams.UserInterface.GeneralSettings : tab
relativo alla scelta del sensore da impostare;
∗ cloudsensor.csams.UserInterface.PrefSensor : scherma-
ta che compare a seguito della precedente, per impostare il
periodo minimo di campionamento;
∗ cloudsensor.csams.UserInterface.StartStop : tab che rac-
coglie il tasto per la partenza, ripartenza e chiusura dell’ap-
plicazione;
∗ cloudsensor.csams.UserInterface.ApplicationStatus : tab
per riassunto dello stato dell’applicazione;
∗ cloudsensor.csams.UserInterface.AdvSettings : tab per
impostazioni generali avanzate;
∗ cloudsensor.csams.UserInterface.Tuning : tab che per-
mette post elaborazione delle osservazioni raccolte.
– I Service:
∗ cloudsensor.csams.FeasibilityEngine.FeasibilityEngine
: servizio che effettua lo studio di fattibilità di un task in
arrivo sullo smartphone dal server SPS;
∗ cloudsensor.csams.Scheduler.Scheduler : servizio per l’or-
ganizzazione dei Wrapper attivi nella raccolta dati;
∗ cloudsensor.csams.Boot.Boot : servizio che realizza la pro-
cedura di Bootstrap per la registrazione dei sensori al CSS;
∗ cloudsensor.csams.SOSFeeder.SOSFeeder : servizio che ge-
stisce e smaltisce le osservazioni.
• determina quali processi ospitano l’applicazione, generalmente single
thread. Nel caso dell’applicazione CSAMS, esisteranno dei thread atti
allo svolgimento di operazioni di utilità, ma l’applicazione si limiterà
ad utilizzare il thread principale.
• descrive i permessi che le componenti dell’applicazione richiedono per
accedere certe operazioni “protette”, come l’accesso alla rete o ai dati
dell’utente. Nel caso dell’applicazione realizzata, si son dovuti impo-
stare i seguenti permessi:
– android.permission.INTERNET : usato per accedere alla rete;
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– android.permission.ACCESS_FINE_LOCATION : usato per recu-
perare i dati realtivi alla posizione geografica con granularità “fine”
tramite GPS;
– android.permission.ACCESS_COARSE_LOCATION : usato per re-
cuperare i dati realtivi alla posizione geografica con granularità
“grossolana” tramite l’identificatore della cella della rete cellulare
o tramite la localizzazione della rete WiFi;
– android.permission.WRITE_EXTERNAL_STORAGE : usato in fase
di debug per creare dei veri e propri documenti nella memoria
esterna (nella fattispecie una scheda SD);
– android.permission.READ_PHONE_STATE : questo consente l’ac-
cesso ai dati personali del proprietario dello smartphone. Nel
nostro caso è stato usato per recuperare il numero telefonico del-
l’utente al fine di creare un identificatore univoco per i sensori
partecipanti al servizio di raccolta dati;
– android.permission.ACCESS_NETWORK_STATE : permette di veri-
ficare se e che tipo di connettività è presente.
Tali permessi impostati dal programmatore dell’applicazione, permet-
tono l’accesso a dati potenzialmente sensibili, tali da intaccare la priva-
cy dell’utente proprietario dello smartphone. Ragion per cui sia prima
del momento dell’installazione (cioè accedendo all’Android Market1
per scaricare l’applicazione), sia quando l’applicazione è già installa-
ta, viene mostrato un quadro riassuntivo dei permessi, in maniera tale
che l’untente sia messo al corrente di come l’applicazione userà il suo
dispositivo mobile.
• determina quale sia il livello minimo delle API Android che l’applica-
zione richiede. Nel caso del’applicazione CloudSensor, la versione di
Android usata è stata la 2.1 - update 1 (API level 7), la stessa instal-
lata sui due dispositivi usati per le prove (Samsung Galaxy S e HTC
Nexus One),
• elenca le librerie che l’applicazione deve linkare.
Specifiche sui moduli
Di seguito verranno rese le specifiche di funzionamento ad un maggior livello
di dettaglio per i moduli seguenti:
• Interfaccia utente
• fase di Boot
1https://market.android.com/
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• SOS Feeder
• Observation buffer
Tali moduli sono da integrarsi con il lavoro di tesi svolto da Andrea Seri,
per portare al sistema CS completo.
4.2 Interfaccia utente
In tale sitema si ha la necessità di permettere un’interazione utente/archi-
tettura per soddisfare esigenze quali:
• lasciare all’utente il controllo completo sulle operazioni che il suo smart-
phone compie durante l’attività di recupero dati venendo incontro ai
principi propri del volunteer computing,
• permettere di impostare delle preferenze: esse equivalgono all’accetta-
zione da parte dell’utente di determinati livelli di privacy da lui scelti.
Tali preferenze saranno inoltre fondamentali per il corretto funziona-
mento dei moduli componenti l’applicazione CSAMS, perchè saranno
le impostazioni dell’utente a stabilire i limiti con cui l’applicazione
eseguirà le sue funzioni.
• Rendere l’architettura il più generale possibile, cioè svincolare comple-
tamente ciò che l’interfaccia permette di impostare, da ciò che un’e-
ventuale applicazione remota lato server, richiede,
• permettere all’utente di registrarsi ai servizi lato CSS specificando al
SOS e all’SPS quali sensori potranno essere indirizzati per la raccolta
dati, compito svolto durante la fase di Bootstrap,
• avviare e fermare il servizio di raccolta dati,
• infine, controllare lo stato dell’applicazione durante l’arco temporale in
cui sarà attiva sullo smartphone.
4.2.1 Collocazione
L’interfaccia utente si può collocare trasversalmente alla parte CSAMS del-
l’architettura CS, dal momento che il suo scopo principale è permettere l’im-
postazione dei parametri a cui tutti i moduli faranno riferimento. Tali pre-
ferenze, naturalmente, potrebbero essere già cablate all’interno dell’applica-
zione da avviare sullo smartphone, ma questa opportunità è stata scartata
per promuovere una maggiore flessibilità e un maggior controllo da parte del
possessore dello smartphone.
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Figura 4.1: Dettaglio dei tab dell’interfaccia
4.2.2 Interazioni e interfacce
Dato che tale modulo deve interfacciarsi direttamente con l’utente, per per-
mettergli di avere sotto controllo le informazioni alle quali gli si vuol dare la
possibilità di accedere, è stata pensata una struttura a tab2 tale da permet-
tere una visione chiara e coincisa di ciò che l’utente potrà impostare. Questa
sarà organizzata come segue (vedi Figura 4.1):
• START/STOP : in questo tab, verrà visualizzato un solo pulsante
che permetterà di avviare, riavviare e stoppare l’applicazione (quindi i
servizi connessi).
• SENSORS : qui si potrà avere l’elenco completo dei sensori utlizzabi-
li, quindi si potrà scegliere quale usare, e quale frequenza minima di
rilevamento verrà permessa per tale sensore.
• STATUS : riassume sinteticamente le impostazioni attualmente scel-
te nell’applicazione quali numero di telefono, porta che verrà usata
dal plugin SPS per inoltrare a questo dispositivo le richieste di Task,
indirizzi dei servizi del CSS, numero delle osservazioni trattate, ecc.
• TUNING : questo tab mostra, per ogni sensore abilitato dall’utente nel
tab SENSORS, un checkbox che si può spuntare o meno, se si accetta
che durante l’esecuzione di un Task sul dispositivo mobile i dati di una
certa tipologia siano spediti o meno al SOS Plugin. Tale tab è pensato
per fornire un’iterfaccia per un esempio di filtraggio delle osservazioni,
dopo che queste sono state raccolte.
Di vitale importanza per il corretto funzionamento dell’applicazione, e
non di meno dell’intero sistema di raccolta dati, è il numero telefonico del-
l’utente dello smartphone. Questo verrà utilizzato per identificare univoca-
mente il dispositivo, insieme all’indirizzo ip che questo userà per il traffico
2Il nome viene dall’inglese tab, linguetta, perché le varie schede con le diverse pagine
visualizzate hanno in cima una linguetta, appunto, per scegliere quale mostrare.
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dati.
Si sottolinea in questa sezione il problema, perché alcuni provider telefonici
non rilasciano il numero di telefono nella scheda sim (questo altro non è che
un campo numerico in una struttura dati interna alla scheda, che se lasciato
vuoto restituisce un puntatore a null).
Quindi è assolutamente necessario demandare all’utente la specifica del pro-
prio numero telefonico nel caso sussista tale situazione.
Questo verrà richiesto all’apertura dell’applicazione, nel caso non si possa
prelevare con i metodi implementati direttamente da Android.
Altro elemento importante usato per poter realizzare agevolmente l’inter-
faccia è stato un database dei sensori, anche questo collocato trasversalmente
a tutti i moduli dell’interfaccia.
All’interno di questo vengono registrati tutti i sensori abilitabili dall’appli-
cazione, facenti parte dell’insieme di quelli per cui saranno implementati i
seguenti moduli software specifici:
• lato CSS l’SPS Plugin (vedi sezione 3.2.3), che fungerà da interfaccia
tra il CSAMS e il servizio SPS: tale plugin conterrà le caratteristiche
necessarie per indirizzare correttamente le richieste di Task al sensore
e le grandezze da lui trattate,
• lato CSAMS il Wrapper (vedi sezione 3.3.5) corrispondente, che fun-
gerà da interfaccia tra il sensore fisico e il resto del CSAMS.
L’utente sarà quindi abilitato a decidere quali sensori fornire al servizio di
raccolta dati.
Come accennato prima, uno dei compiti principali dell’interfaccia, è im-
postare le preferenze che serviranno per il corretto funzionamento di tutti i
moduli del CSAMS. Tali dati dovranno essere condivisi e per adempiere a
tale compito, l’interfaccia utilizza due strutture dati principali:
• SharedPreferences : questa è una facility messa a disposizione da An-
droid. Nella pratica si tratta di accedere ad una struttura dati dinamica
che permette la memorizzazione di coppie nome/valore della maggior
parte dei tipi dati disponibili nel linguaggio Java.
Si userà questo strumento per memorizzare quei dati che dovranno es-
sere condivisi tra più moduli dei quali si dovrà tener traccia anche dopo
la chiusura dell’applicazione.
• CSAMSSettings : è un modulo contenente delle variabili inizializzate
e non, che serve per gestire informazioni all’interno della singola ese-
cuzione dell’applicazione. Accedere alle variabili è un modo più veloce
del precedente ma per certe operazioni di passaggio parametri, si è ri-
velato maggiormente efficace il metodo delle SharedPreferences perchè
garantisce la persistenza dei dati.
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4.2.3 Tecnologia usata e moduli implementati
Riguardo lo sviluppo delle interfacce, vanno fatte delle precisazioni relativa-
mente a come Android gestisca la loro programmazione.
Per prima cosa riguardo le modalità di implementazione, è necessario
sottolineare che si cerca sempre di tenere separata la parte di presentazione,
quindi il layout che verrà presentato all’utente, dalla parte funzionale (rea-
lizzata con linguaggi procedurali).
In base a questa considerazione, la maggior parte dell’interfaccia è stata
scritta usando:
• XML, per dettare l’ossatura delle varie Activity che realizzano i tab
dell’interfaccia (soprattuto all’interno di quei tab che mantengono la
stessa struttura durante tutta l’esecuzione dell’applicazione),
• linguaggio procedurale (sostanzialmente Java) per creare quei tab o
quelle parti di interfaccia che devono essere dinamiche, come per esem-
pio il tab TUNING, che viene creato totalmente a “runtime”. Natural-
mente il linguaggio procedurale all’interno di un’Activity viene sempre
ampiamente usato per quei compiti che devono essere svolti durante
l’utilizzo dell’interfaccia, per i quali non si rivela necessario creare dei
Service esterni.
Altra cosa di cui tener conto durante l’implementazione dell’interfaccia
Android, è il ciclo di vita delle Actvity (vedi Figura 2.2).
è di primaria importanza ridefinire correttamente i metodi onCreate, onStart,
onResume, onStop e onDestroy, perché sia garantita un’esecuzione coerente
alle proprie esigenze.
Per esempio la creazione di un’Activity con layout dinamico, deve avvenire
ogni qual volta si visualizzerà il tab corrispondente, quindi il metodo per la
creazione degli elementi dovrà essere posto nella onResume, che è appun-
to il metodo che viene richiamato ogniqualvolta si rende visibile in primo
piano l’Activity. Mentre si può richiamare nella onCreate un metodo che
crea staticamente il tab (magari caricandolo dal layout XML col metodo
Context.setContentView(layout);), perché non ci sarà bisogno di effet-
tuare l’aggiornamento del contenuto a runtime.
Altro esempio che sottolinea l’importanza della ridefinizione dei metodi su
detti, riguarda le risorse limitate offerte da Android per la comunicazione
tra Activity e Service: i BroadcastReceiver (vedi sezione ??). Solitamente
la registrazione di un tale ascoltatore di messaggi broadcast si effettua nella
onStart o nella onResume e se non si effettua la de-registrazione nelle corri-
spondenti onPause e onStop, si incorre in errori di BroadcatIntent leakage,
cioè si occupa una risorsa che non verrà sicuramente utilizzata e che potrebbe
essere impegnata dall’Activity che viene mostrata al posto della precedente.
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Figura 4.2: Dettaglio moduli componenti il package cloudsensor.csams.-
UserInterface
Per quanto riguarda i moduli che compongono l’interfaccia (ossia il pac-
kage cloudsensor.csams.UserInterface), si veda la Figura 4.2.
Questi sono tutti implementati tramite delle classi che estendono la clas-
se Activity, perciò per la loro programmazione si è dovuto tenere conto,
in maniera rigorosa della corretta ridefinizione dei metodi citati prima. Di
seguito si fornisce una breve descrizione delle funzionalità che ciascun mo-
dulo implementa. I nomi dei moduli sono quelli realmente usati nel package
UserInterface:
InterfaceTab : è realizzato tramite un’estensione particolare della classe
Activity, TabActivity, che serve appositamente per la creazione di
interfacce a tab. Infatti la sua funzione principale è impostare nella
onCreate, il contenuto di tutti i tab riferendoli ai vari moduli che rea-
lizzano tali Activity.
In questa Activity è presente inoltre il BroadcastReceiver IntentRecei-
ver, usato per notificare che ci son stati degli errori durante l’esecu-
zione dell’applicazione (come un timeout scaduto mentre si cercava di
contattare un server, per esempio), tali da invalidare il corretto fun-
zionamento dell’applicazione. Questo riceve un Intent in seguito alla
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pressione, da parte dell’utente, di un tasto presente in un messaggio
di errore nella statusbar (vedi sezione 4.2.5), che si traduce in una
chiusura dell’applicazione.
StartStop : compito principale di questa Activity è mostrare il bottone
tramite il quale avviare, riavviare e fermare la partecipazione dello
smartphone alla raccolta dati.
Alla pressione del bottone START si avvierà la procedura di regi-
strazione e partenza del FeasibilityEngine, mentre alla pressione dello
STOP, si bloccheranno i Service (se attivi) in esecuzione, chiudendo
l’applicazione.
Alla pressione del tasto START, o RESTART, verrà mostrato un pro-
gressDialog, cioè una semplice animazione che indicherà all’utente che
l’applicazione sta operando.
In questa Activity sono presenti inoltre, due BroadcastReceiver:
mIntentReceiverNormal : usato per ricevere messaggi dal modulo
di Boot, quando la registrazione termina correttamente.
mIntentReceiverError : usato per ricevere messaggi dal Boot, ma
stavolta in seguito ad un processo di registrazione scorretto.
Questi ricevitori broadcast, alla ricezione del messaggio, hanno i se-
guenti comportamenti:
mIntentReceiverNormal : mostra un dialog che notifica all’utente
che tutto è andato a buon fine e aggiunge un’icona alla status bar
di Andorid (cliccando la quale si può ritornare all’applicazione
senza necessità di riaprirla dall’icona canonica).
mIntentReceiverError : mostra un dialog che notifica all’utente
quanti e quali sensori non si sono registrati correttamente.
GeneralSettings Compito di tale modulo è quello di fornire all’utente l’in-
terfaccia necessaria affinchè possa impostare le preferenze relative alla
frequenza di recupero dati per il sensore selezionato.
Per fare ciò si mostra uno Spinner (cioè un menù a scorrimento) dalla
quale si può selezionare un solo elemento, in questo caso il sensore che
si vuole impostare. Tale Spinner, viene riempito con i valori dei nomi
dei vari sensori, nella onCreate.
L’operazione di riempimento dello Spinner, ha come effetto collaterale
quello di riempire il database dei sensori (DBAdapterSensors descritto
più avanti).
Nella schermata quindi si vede un secondo tasto (Set Sensor) che per-
mette di passare alla schermata successiva per impostare i valori relativi
al sensore.
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PrefSensor : questa è l’Activity che viene mostrata in seguito alla pressio-
ne del tasto Set Sensor, in GeneralSettings.
Qui l’utente ha la possibilità di abilitare o disabilitare il sensore per la
registrazione (di default è disabilitato). Se lo abilita, viene mostrato
uno Spinner, riempito con dei valori di frequenza, espressa in millise-
condi, che servirà da guida per lo studio di fattibilità nel Feasibility
Engine.
Impostato tale valore si può tornare alla schermata precedente, cioè
GeneralSettings.
ApplicationStatus : è un’Activity che funge da semplice riepilogo per tut-
te le impostazioni presenti nelle variabili del modulo CSAMSSettings,
con in più dei contatori che forniscono il numero delle osservazioni trat-
tate (recuperate dai sensori e spedite al SOS Plugin, in modo da dare
l’idea di come l’applicazione stia operando).
AdvSettings : questa è un’Activity che permette all’utente di impostare
la maggior parte dei parametri tecnici per l’applicazione.
Un elenco di questi elementi, in ordine di apparizione, è il seguente:
phone number : se ne permette qui la modifica nel caso in cui l’utente abbia
inserito in maniera scorretta il suo numero nel dialog all’avvio dell’ap-
plicazione, dato che in quella sede non è possibile effettuare nessun
controllo a priori sul numero e sul suo fomato.
port number : questo serve per impostare su quale porta il Feasibility Engine
dovrà ascoltare le richieste di task in arrivo dall’SPS Plugin.
URL SOS Server : questo viene impostato dall’utente solo se varia rispetto
alle impostazioni di default e punta all’istanza del SOS che risiede sul
server che ospita il CSS.
URL SPS Server : questo viene impostato dall’utente solo se varia rispetto
alle impostazioni di default e punta all’istanza del SPS che risiede sul
server ospitante il CSS.
Naming Server : questo viene impostato dall’utente solo se varia rispetto
alle impostazioni di default e punta all’istanza del Naming Server che
risiede sul server che ospita il CSS.
URL SOS Plugin: questo viene impostato dall’utente solo se varia rispetto
alle impostazioni di default e punta all’istanza del SOS Plugin che
risiede sul server che ospita il CSS.
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Buffer Size: tramite uno Spinner, viene proposta una serie di dimensioni
per il buffer delle osservazioni (vedi sezione 4.5). L’utente ha quindi la
possibilità di scegliere quanto spazio demandare alla raccolta dati sulla
memoria del suo smartphone.
Observation Upload Period : qui viene mostrato sempre uno Spinner che
elenca varie possibilità. Tra le tante che rappresentano dei periodi
espressi in millisecondi, ce n’e’ una che rappresenta l’upload istantaneo
(vedi sezione 4.4 per un ulteriore approfondimento).
Tuning : è l’Activity usata per effettuare l’esempio di filtraggio di cui si
è parlato precedentemente. Nella schermata si vedrà per ogni sensore
abilitato, un checkbox che servirà per permettere o meno, l’inoltro delle
osservazioni al SOS Plugin. Questa Activity interagisce direttamente
con il buffer delle osservazioni: nel caso in cui l’utente decida di non
permettere l’inoltro al CSS di un determinato tipo di fenomeno, duran-
te l’esecuzione di un task, si provvederà a svuotare il DB delle osserva-
zioni eliminando, se ce ne fossero, le righe corrispondenti alle osserva-
zioni che l’utente attualmente non permette. Inoltre tramite un array
contenuto nel modulo CSAMSSettings, phenomenonsToSendToSOS[],
si effettuerà il filtraggio delle osservazioni nel seguente modo: l’array
viene impostato a 1 nelle posizioni relative ai sensori per i quali si abili-
ta la spedizione, e 0 viceversa e quando arriverà al modulo SOSFeeder
un’osservazione non permessa, questa verrà semplicemente scartata.
Il processo è reversibile, dal momento che l’utente, quando vuole, può
reimpostare il permesso all’inoltro al CSS per quel tipo di dato, risele-
zionando il checkbox corrispondente.
DBAdapterSensors : questo modulo non fa parte direttamente dell’in-
terfaccia ma opera un ruolo di primaria importanza nei suoi confronti,
fornendo tutte le informazioni necessarie affinchè ci sia coerenza tra la
situazione dei sensori interna all’applicazione e la situazione che per-
cepisce l’utente tramite l’interfaccia.
Il database contiene per ogni sensore abilitabile i seguenti campi:
1. _id : identificativo unico della riga corrispondente
2. sensorid : intero che identifica il fenomeno osservato dal sensore.
3. sensorname : tipologia di sensore.
4. minsensingfreq : frequenza minima di recupero dati, impostata
dall’utente nel tab PrefSensor.
5. enabled : se il sensore è stato abilitato al recupero dati sempre
nel tab PrefSensor.
6. sosregistrationid : identificativo unico del sensore all’interno del
servizio SOS. Tale identificatore è ottenuto dopo la fase di Boo-
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Figura 4.3: Sequenza schermate per l’avvio dell’applicazione.
tstrap in cui avviene la registrazione del sensore ai servizi lato
CSS.
7. isregistered : indica se il sensore sia o meno registrato al SOS.
Si noti che, seppur la registrazione avvenga sia nei confronti del SOS che
dell’SPS, l’identificativo che interessa memorizzare nel DBAdapterSensors,
quindi lato CSAMS, è solo quello relativo al SOS, dato che verrà riutilizzato
nel momento in cui sarà necessario inoltrare l’osservazione al SOS Plugin,
lato CSS.
In questo modulo, implementato come una semplice classe pubblica,
sono definiti molti metodi di utilità per l’iterfaccia, che si trova a dover
continuamente avere informazioni fresche dei sensori coinvolti.
4.2.4 Esempio di funzionamento
Di seguito viene proposto un elenco di passaggi da seguire per avviare cor-
rettamente l’applicazione, impostare e modificare le impostazioni e fermarne
l’esecuzione.
1. Al fine di avviare l’applicazione sullo smartphone, premere sull’icona
relativa, mostrata in Figura 4.3 fig.1. Dopo tale pressione:
• se lo smartphone, causa le impostazioni del provider telefonico,
non è abilitato a rilasciare il numero di telefono, viene mostrata
la schermata con il dialog che ne permette l’inserimento manuale
come mostrato in Figura 4.3 fig.2.
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Figura 4.4: Schermate che si incontrano per le impostazioni del sensore
• se lo smartphone ha correttamente rilasciato il numero di telefono,
o si avvia l’applicazione per la seconda volta (quindi con il numero
di telefono già impostato), allora viene mostrato direttamente il
dialog di benvenuto, come si vede in Figura 4.3 fig.3.
2. si passa direttamente alla schermata relativa al tab SENSORS (vedi
Figura 4.4 fig1): da qui possiamo selezionare il sensore che ci interessa
per poi passare ad impostarne i parametri premendo il tasto Set Sensor.
• questa schermata (Figura 4.4 fig2), mostra un checkbox deselezio-
nato. Se lo si spunta (abilitando quindi il sensore), verrà mostra-
to uno Spinner per l’impostazione del periodo di campionamento
(che definisce un intervallo minimo di cui il task può usufruire
per portare a termine la raccolta dati). Dopo aver scelto questo
periodo, col tasto Previous si torna alla schermata precedente.
3. se si volesse cambiare una tra le impostazioni elencate in 4.2.3 sez.
AdvSettings, lo si potrebbe fare semplicemente agendo sui box editabili
e sugli spinner a fine schermata nel tab SETTINGS (vedi Figura 4.5
fig. 1).
4. si può quindi visualizzare il tab STATUS, per vedere se le impostazioni
globali sono corrette (Figura 4.5 fig. 2).
5. lo step successivo consiste nell’avviare l’applicazione, tramite il tasto
START nel tab START/STOP. In Figura 4.6 è mostrata una sequenza
di schermate nel caso di un avvio corretto (si noti che alla fine del
processo di avvio comparirà un’icona in alto a sinistra nella status bar).
A questo punto l’applicazione CloudSensor sta girando e l’utente non
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Figura 4.5: Dettaglio settaggi avanzati e scheda stato applicazione.
si deve preoccupare di cosa avviene sullo smartphone. Un’icona sulla
status bar gli notifica che l’applicazione è correttamente in esecuzione.
6. Riaprendo in un secondo momento l’applicazione (usando l’icona sul
desktop dello smartphone o l’icona di notifica sulla status bar, come si
vede in Figura 4.7) si può agire in 3 modi:
(a) aprire i vari tab senza modificare niente e successivamente chiude-
re l’applicazione tramite il tasto hardware delle smartphone Home
o Back.
(b) modificare qualche impostazione (come per esempio aggiungere un
sensore al processo di raccolta dati oppure aggiornare on-the-go
l’URL di un server o la dimensione del buffer). A questo proposito
verrà proposto di riavviare l’applicazione per eventualmente ripe-
tere il processo di registrazione e reinizializzare i moduli in attività
con i parametri modificati, tramite il tasto RESTAR&EXIT (vedi
Figura 4.8 per un esempio di schermate che si incontrerebbero in
questo caso: in fig.1 e 2 si modifica il periodo di Upload, poi si
passa al tasto RESTART (fig. 3), che fa ripartire la procedura di
Bootstrap in fig.4, fino al completamento dell’avvio (fig.5)).
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Figura 4.6: Dettaglio schermate della procedura di avvio terminata con esito
corretto.
Figura 4.7: Scheramte durante la procedura di apertura applicazione usando
la status bar.
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Figura 4.8: Esempio sequenza schermate che portano al riavvio
dell’applicazione
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Figura 4.9: Dettaglio schermata TUNING.
Figura 4.10: Procedura di STOP
(c) l’utente può decidere di non vole più fornire dati di un certo tipo
all’applicazione che li raccoglie, quindi può agire nel tab TUNING
(vedi Figura 4.9 dove in fig. 1 i due sensori sono abilitati entrambi
alla raccolta dati, mentre nella fig. 2 solo il sensore di posizione):
in base a quali sensori saranno abilitati, compariranno le checkbox
corrispondenti selezionate di default, che se deselezionate, evitano
che l’applicazione CSAMS spedisca dati al CSS. Questa scelta può
essere modificata dall’utente a suo piacimento, senza l’obbligo di
riavviare l’applicazione.
7. Al fine di fermare tutti i Service attivi e chiudere definitivamente l’ap-
plicazione, la si deve riaprire per selezionare il tab START/STOP e
cliccare sul tasto STOP & EXIT (Figura 4.10: in fig. 1 è mostrato il
tasto di stop che quando cliccato, apre un dialog che chiede all’utente
se è certo di voler chiudere l’applicazione. Se decide di si, viene ripor-
tato al desktop quindi i servizi attivi verranno chiusi chiusi, altrimenti
viene semplicemente riportato al tab START/STOP). A questo punto
l’applicazione non sarà più attiva sullo smartphone dell’utente.
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Figura 4.11: Notifiche di errore nella status bar
4.2.5 Gestione eccezioni
Nell’applicazione CloudSensor, per la gestione delle situazioni di errore si
ricorre ad una classe che estende Exception, CSAMSException, che viene
utilizzata principalmente per notificare all’utente situazioni di errore irrever-
sibile o condizioni che non permettano il corretto funzionamento dell’appli-
cazione.
Gli esempi più lampanti di ciò li possiamo ricercare nei momenti in cui l’ap-
plicazione tenta la connessione al server SOS o SPS (quindi durante registra-
zioni o invio delle osservazioni) o durante la comunicazione della coppia <ip,
numeroTelefonico> al Naming Server.
In tutti questi casi, qualora venisse meno la connettività, si notificherà all’u-
tente tale situzione con un’icona e un messaggio particolare nella status bar
(vedi Figura 4.11).
L’utente prendendo atto di tale evento, aprendo la status bar (trascinando
una linguetta verso il basso), si troverà davanti a una schermata del tipo
mostrato in Figura 4.12, dove è in evidenza la situazione d’errore, nella
fattispecie un timeout durante la connessione verso il NamingServer. Dal
momento che la situazione è irreversibile, all’utente sarà richiesto di chiude-
re l’applicazione e ritentare in un prossimo futuro il riavvio della stessa (per
esempio nel momento in cui si renderà conto del ripristino della connettività
sullo smartphone), per permettere la corretta esecuzione del servizio.
4.3 Fase di Boot
Come si è visto precedentemente, il dispositivo mobile è un fornitore di ser-
vizi nei confronti di un utilizzatore esterno, ma prima ancora nei confronti
del CSS. Dal momento che l’architettura proposta comprendente i moduli
software della 52◦North, è pensata per una conformazione di rete totalmen-
te dinamica, dove i nodi che servono i dati, compaiono e scompaiono senza
preavviso, il CSS dovrà avere la possibilità di sapere quali dispositivi, quindi
quali sensori, siano attualmente disponibili, implementando un metodo di
registrazione dei nodi coinvolti.
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Figura 4.12: Notifica completa di errore nella status bar
A tal proposito, è stata pensata la fase di Boot (anche detta Bootstrap),
inizialmente descritta nella sezione 3.3.2.
Questa viene avviata ogni volta che l’applicazione è fatta partire tramite il
tasto START o RESTART nel tab START/STOP al fine di:
• raccogliere tutte le preferenze impostate dall’utente nell’interfaccia per
effettuare il corretto settaggio dei moduli coinvolti nell’applicazione
CSAMS,
• eseguire la procedura di registrazione a SOS e SPS per tutti quei nodi
sensore dello smartphone abilitati dall’utente ma non ancora registrati
al CSS, tralasciando quelli già registrati,
• avviare il Feasibility Engine che si pone subito in ascolto delle richieste
si task dal SPS Plugin ed inoltre effettua il binding al Naming Server,
• notificare all’utente se e come la procedura di registrazione sia termi-
nata.
4.3.1 Collocazione
Tale procedura si trova sempre all’interno del CSAMS, quindi lato disposi-
tivo mobile, ma non fa parte dell’architettura in quanto non è un modulo
componente, ma solo una procedura di avvio, appunto.
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4.3.2 Interazioni e comportamento
La fase di Boot, interagisce con l’interfaccia utente, dalla quale viene iniziata
alla pressione del tasto START & EXIT (o dopo una procedura di restart).
Dopo l’avvio, questa può terminare in vari modi:
1. correttamente:
(a) se la procedura ha registrato tutti i sensori abilitati dall’utente ai
servizi SOS e SPS
(b) oppure se i sensori di cui si tenta la registrazione, sono già stati
precedentemente registrati.
2. con errore:
(a) nel caso in cui non si riesca ad ottenere un identificatore per il
sensore coinvolto (sia durante la registrazione al SOS che all’SPS)
(b) oppure nel caso di connettivtà assente.
Nei casi 1.a e 1.b verrà mostrato un alert che notifica che la fase di Boot
è terminata correttamente e che quindi i sensori sono stati registrati, ed un
tasto che, quando premuto, chiuderà l’interfaccia grafica dell’applicazione e
lascerà in esecuzione i moduli in background (nella fattispecie il Feasibility
Engine che si preoccuperà, successivamente alla ricezione di un task, di at-
tivare a catena gli altri moduli necessari al suo trattamento).
Nei casi 2.a e 2.b, verrà mostrato semplicemente un alert che notifcherà come
l’applicazione non sia riuscita nell’intento di registrare i sensori, quindi un
tasto per chiudere l’applicazione stessa. Qui sarà l’utente a scegliere quando
riprovare a registrare i sensori.
Se la procedura termina correttamente, la fase di Boot esegue un ultimo
compito prima di esaurirsi, cioè interagisce con il buffer dei sensori, aggior-
nando il campo relativo all’identificatore restituito dal SOS e impostanto il
flag che denota il sensore come registrato.
In Figura 4.13 possiamo vedere un diagramma di flusso relativo alle varie
fasi che si attraversano durante il Bootstrap fino alla corretta registrazione
dei sensori.
Si noti come solo l’identificativo restituito dal SOS venga memorizzato nel da-
tabase dei sensori, dal momento che quello restituito dal SPS non ha nessuna
utilità pratica nel caso di questo lavoro.
4.3.3 Tecnologia
Per la realizzazione di questa procedura, sono stati scritti due moduli:
1. Boot : è un Android Service che nella onCreate, effettua in sequenza
le seguenti operazioni:
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Figura 4.13: Flowchart relativo alla fase di Boot in caso di registrazione
corretta a SOS e SPS
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• myRegisterReceiver() registra il BroadcastReceiver che riceverà
il messaggio dal Feasibility Engine, se la registrazione terminerà
correttamente,
• doRegistration() effettua la registrazione sequenziale dei sen-
sori abilitati e non ancora registrati creando un oggetto di tipo
RegistrationService per ciascuno di questi sensori,
• startFeasibilityEngine() fa partire il Feasibility Engine a se-
guito della terminazione corretta della fase precedente di registra-
zione.
In questo modulo è presente un BroadcastReceiver, receiveFromFea-
sibilityEngine, usato per raccogliere l’Intent che arriverà dal modulo
Feasibility Engine appunto, alla fine della fase di Boot, per notifica-
re che l’ultimo anello della catena di eventi è stato portato a termine.
Questo farà si che venga impacchettato un nuovo Intent che a sua volta
notificherà la correttezza della fase di avvio al modulo StartStop, per
permettere la notifica all’utente del risultato della procedura, tramite
un dialog.
2. RegistrationService : realizzato come una semplice classe che offre
le funzionalità necessarie alla registrazione. L’istanza di tale classe è
un oggetto che viene inizializzato con i seguenti parametri (non sono
tutti quelli usati, ma solo i più caratteristici per permettere al lettore
la comprensione del funzionamento):
• indice del fenomeno osservato dal sensore in esame, utilizzato per
creare i documenti di registrazione, dato che i metodi con cui
questi vengono stilati, sono parametrici rispetto al tipo di sensore.
• identificativo alfanumerico del sensore, usato per la registrazio-
ne a SOS e SPS. Tale stringa viene proposta ai due servizi che
lo completeranno, in caso di terminazione corretta del processo
di registrazione, con una sequenza di tag utili all’identificazione
univoca del sensore all’interno delle istanze dei servizi SOS e SPS.
Ogni istanza del RegistrationService effettua le seguenti operazioni:
(a) crea il documento di registrazione da spedire al SOS server. In
Appendice A.1 è mostrato un esempio di documento XML che
viene creato in questo momento.
(b) apre una connessione nei confronti del SOS server
(c) invia il documento usando il metodo POST
(d) attende una risposta dal server
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Figura 4.14: Moduli componenti in package cloudsensor.csams.Boot.
(e) all’arrivo della quale estrae l’identificatore fornito dal servizio
SOS, che nel caso in esame è di questo tipo:
urn:ogc:object:feature:Sensor:cloudsensor:1-1555521555 3.
(f) memorizzandolo in una variabile per un uso futuro (cioè per iden-
tificare correttamente la provenienza delle osservazioni, quando
queste verranno spedite al SOS Plugin);
(g) crea il documento di registrazione da spedire al SPS server. In
Appendice A.2 è mostrato un esempio di documento XML che
viene creato in questo momento.
(h) apre una connessione nei confronti del SPS server
(i) invia il documento usando il metodo POST
(j) attende una risposta dal server
(k) all’arrivo della quale estrae l’identificatore fornito dal servizio
SPS, che nel caso in esame è di solito di questo tipo:
urn:ogc:object:feature:Sensor:cloudsensor:1-1555521555
(l) in questo passo l’identificatore viene recuperato per verificare che
la procedura sia terminata correttamente ma, come detto prima,
non viene poi riutilizzato, almeno sul CSAMS;
In Figura 4.14 sono mostrati i moduli componenti il package cloudsen-
sor.csams.Boot.
Il funzionamento dei due moduli Boot e RegistrationService, insieme,
è il seguente: il Boot dopo aver registrato il BroadcastReceiver, fa partire
la registrazione. I sensori che verranno presi in considerazione, si è detto,
saranno quelli abilitati e non ancora registrati. Corrispondentemente a tali
sensori, verrà inizializzata una struttura dati (array), usata per memorizzare
3Notiamo come l’ultima parte dell’identificatore, 1-1555521555, sia composta da due
sezioni separate da “-”: la prima rappresenta l’identificatore numerico del sensore, mentre la
seconda rappresenta il numero telefonico dell’utente. In questo modo si riesce a identificare
univocamente tutti i sensori partecipanti all’attività di recupero dati.
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lo stato della registrazione.
Le registrazioni avverranno sequenzialmente e, alla fine dell’ultima, verrà
fatta una verifica per capire l’esito della procedura.
Si considera riuscita la registrazione se:
• i server erano entrambi raggiungibili al momento della registrazione
(altrimenti si incorre in errore a runtime di timeout nella connessione,
che generano una notifica particolare all’utente),
• e se entrambi (SOS e SPS) hanno restituito l’identificatore del sensore
Se per esempio i sensori abilitati sono 3, e di questi uno non viene registrato
correttamente, secondo i principi sopra esposti, ma gli altri due si, la regi-
strazione viene dichiarata fallita e viene subito notificato all’utente l’errore
lanciando un Intent di tipo Broadcast che verrà ricevuto dal modulo StartS-
top. Nel dialog che verrà creato verranno elencati i sensori non registrati.
Si è scelto di modellare in questo modo la procedura di registrazione,
perché se un’applicazione cliente di tipo context-aware, o che comunque ha
bisogno di informazioni ambientali, avesse necessità restrittive riguardo a
quale tipo di sensori mobilitare sul territorio, lo smartphone che abilitasse
solo alcuni sensori tra quelli necessari all’applicazione, sarebbe inutile ai fini
del buon successo della campagna di raccolta dati.
4.4 SOS Feeder
È uno dei moduli centrali nell’architettura, incaricato di due compiti princi-
pali:
• ricevere le osservazioni “grezze” dai wrapper e gestirle (memorizzandole
o recapitandole al centro di raccolta dati),
• inviare al SOS Plugin (quindi lato server) documenti in formato XML
contenenti le osservazioni su dette.
4.4.1 Collocazione
Il SOS Feeder è un modulo all’interno del CSAMS.
4.4.2 Interazioni e interfacce
Questo modulo interagisce, lato CSAMS, con i Wrapper che gli sommini-
strano le osservazioni e con il database che le raccoglie, e lato remoto con il
SOS (esattamente con il SOS Plugin), spedendo le osservazioni raccolte. In
Figura 4.15 vengono mostrate le interazioni pricipali.
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Figura 4.15: Interazioni principali del SOSFeeder con gli altri moduli
dell’architettura.
Il SOS Feeder all’avvio dell’applicazione è in uno stato di attesa, cioè
esiste come classe, ma non è presente ancora una sua istanza, finchè non
arriva un messaggio da uno dei Wrapper attivi, contenente i valori dell’os-
servazione.
Questa è caratterizzata dai parametri:
• istante temporale in cui è stata raccolta l’osservazione,
• identificatore del sensore (fenomeno osservato),
• valori recuperati.
A questo punto il SOSFeeder si inizializza e verifica come trattare i dati.
Come è stato detto precedentemente (vedi sezione 3.3.6), esistono due
modalità di recupero dati, una istantanea e una ritardata, quindi a seconda di
quale preferenza è stata espressa dall’utente, si avrà uno dei comportamenti
seguenti:
inoltro istantaneo : appena arriva l’osservazione, si verifica se la connet-
tività è presente:
• se SI, viene creata la querystring per il SOS, e tramite la GET si
fanno pervenire i parametri al server,
• se NO, l’osservazione è memorizzata nel Buffer locale delle osser-
vazioni.
inoltro ritardato : all’arrivo dell’osservazione, questa verrà memorizzata
in un database interno al CSAMS (di cui si parlerà nella sezione succes-
siva), e verrà fatto partire il thread timer responsabile dell’invio delle
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Figura 4.16: Diagramma di flusso relativo a SOSFeeder e TimerTask.
osservazioni al SOS Plugin: questo thread partirà dopo l’intervallo di
tempo specificato, creerà i documenti per l’inoltro delle osservazioni e
infine invierà contemporaneamente tutte le osservazioni. Di norma, si
risveglierà a intervalli regolari di tempo, per verificare la presenza di
nuovi elementi da spedire (tali elementi saranno presenti nel databasee
delle osservazioni solo in caso di Task in esecuzione), e in caso afferma-
tivo li inoltrerà al server. Quando si effettuerà questo tipo di upload
verso il SOS, non si farà distinzione tra i tipi di osservazioni inviate
(dato che nel buffer coesisteranno contemporaneamente osservazioni
provenienti da più tipi di sensori), infatti si preleveranno tutte quelle
presenti e sequenzialmente si invieranno al server. Alla fine degli invii,
si svuoterà il database.
In Figura 4.16, è mostrato un diagramma che illustra la logica interna al
modulo e come il SOSFeeder si avvalga di un processo parallelo per l’inoltro
dei dati in caso di spedizione ritardata al server, il TimerThread appunto.
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Figura 4.17: Moduli componenti il package cloudsensor.csams.SOSFeeder.
4.4.3 Tecnologia
Per la realizzazione del SOSFeeder sono stati realizzati 3 moduli più il buffer
delle osservazioni (di cui si parlerà successivamente), come si può vedere in
Figura 4.17.
SOSFeeder : è una classe che estende un Android Service e i suoi compiti
sono due:
• ricevere le osservazioni dai vari Wrapper attivi nel CSAMS,
• formattare correttamente le osservazioni in uscita dal CSAMS.
La ricezione delle osservazione avviene in seguito alla ricezione di un
Intent, impacchettato e spedito al SOSFeeder da un Wrapper attivo in
quel momento.
Tale Intent contiene i parametri necessari alla chiamata della register-
ObservationFromWrapper, che richiede:
• observation : una stringa contenente i valori dell’osservazione
• time : un timestamp dell’istante in cui è stata prelevata l’osser-
vazione
• phenomenon : identificatore del fenomeno osservato
• sensorId : identificatore del sensore che ha recuperato l’osserva-
zione
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Dopo la ricezione dell’Intent si verifica quindi quale sia la modalità
di recupero dati e si procede alla chiamata o dei metodi del modulo
PostImmediately o a far partire il thread presente nel modulo PostTask.
PostImmediately : come detto prima tale classe viene usata nel caso in cui
l’invio delle osservazioni avvenga immediatamente dopo la ricezione da
parte del SOSFeeder dell’osservazione singola. Questo modulo è rea-
lizzato come una semplice classe, e mette a disposizione, dopo l’istan-
ziazione di un oggetto PostImmediately, il metodo post, che appunto
porta a termine l’invio dell’osservazione. Questo metodo:
1. verifica se la connettività verso il SOS server è presente:
• se SI, passa allo step successivo
• se NO, memorizza l’osservazione nel buffer delle osservazioni
2. tramite il metodo send, impacchetta una querystring e contatta il
SOS Plugin, che si vede recapitare, tramite una GET, i 4 elementi
visti sopra.
PostTask : è una classe che estende la classe TimerTask che permette la
realizzazione di thread autonomi, che si attivano in maniera temporiz-
zata con periodo costante. In questo caso il periodo è recuperato dalle
preferenze impostate dall’utente, memorizzato in un campo dati della
classe CSAMSSettings, uploadPeriod.
Il task si attiva ogni uploadPeriod millisecondi e svolge le seguenti
operazioni:
1. verifica se la connettività verso il SOS Plugin è presente:
• se è possibile raggiungere il server SOS:
(a) vengono prelevate tutte le osservazioni dal database e
memorizzate in una struttura dati particolare, chiamata
Cursor, che permette di scorrere agevolmente i risultati
di un interrogazione ad un database
(b) per ogni osservazione
i. si prepara la querystring (con i 4 parametri citati so-
pra), da inviare al SOS Plugin tramite il metodo http
GET,
ii. si apre una connessione per fornire l’osservazione al
SOS Plugin.
iii. infine si torna al punto i.
• se non è possibile raggiungere il server SOS, si passa diretta-
mente al passo 2.
2. il thread attende il tempo necessario e allo scadere del periodo,
ripete le operazioni dal passo 1.
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Il TimerThread rimarrà attivo finchè il thread padre, cioè il SOS Feeder
non verrà esplicitamente chiuso o dall’utente o dal sistema operativo.
4.5 Observation buffer
Come detto precedentemente le osservazioni recuperate dai Wrapper, sono
trattate dal SOS Feeder (descritto in 4.4) che se ne ha la necessità, le me-
morizza temporaneamente in una struttura dati.
Durante la realizzazione del lavoro, sono sorte esigenze quali:
• memorizzazione dati durante inoltro ritardato o in caso di connettività
assente,
• necessità di memorizzare per ogni osservazione informazioni tra loro
eterogenee,
• permettere nello stesso momento all’interno del buffer la coesistenza di
osservazioni di tipo differente,
• realizzare, in tempi successivi alla raccolta, delle politiche di privacy
per l’utente o comunque una post elaborazione dei dati.
È stato scelto, perciò, di realizzare un buffer per mezzo di una Base di Dati,
soluzione che fornisce tutta la flessibilità necessaria al soddisfacimento di tali
bisogni.
Si è parlato nell’ultima esigenza elencata, di privacy e post-elaborazione
dei dati raccolti: un esempio pratico che unifica questi punti è stato realizzato
con un filtraggio delle osservazioni in uscita dal CSAMS, e in particolare la
funzionalità implementata tramite il tab TUNING (vedi sezione 4.2.4 punto
6c).
4.5.1 Collocazione
Il buffer delle osservazioni si colloca all’interno del CSAMS, dentro il package
SOSFeeder, proprio perché l’interazione con questo modulo è molto forte.
4.5.2 Interazioni e interfacce
Il buffer delle osservazioni è acceduto solamente dal SOS Feeder, sia per
l’immissione dei dati che per il prelievo.
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4.5.3 Tecnologia
La realizzazione del buffer è affidata ad una sola classe interna al package
SOSFeeder che si occupa di fornirgli tutti i metodi necessari per inserire,
prelevare e modificare i dati presenti.
La classe e’ strutturata in modo da realizzare un oggetto di tipo Singleton4,
della quale deve esistere una sola istanza in tutta l’applicazione.
La classe fornisce, quindi, i metodi pubblici che fungono da interfaccia per
i metodi privati più interni che realizzano le vere e proprie funzionalità del
database di tipo SQLite. Tale scelta è stata effettuta per permettere future
modifiche nel caso in cui si voglia realizzare il buffer diversamente, magari
con una semplice struttura dinamica.
I campi che costituiscono attualmente la singola tabella del database,
sono:
• _id : identificativo unico per le righe delle osservazioni
• observation : una stringa contenente i dati veri e propri nel formato
deciso dal Wrapper,
• time : istante di tempo in cui la rilevazione è effettuata,
• phenom_id : identificatore del fenomeno osservato,
• sensor_id : identificatore del sensore all’interno dello smartphone.
Le operazioni piú importanti che la classe SOSBufferDB espone al SO-
SFeeder sono:
• insertObservationIntoBuffer : metodo usato dal SOS Feeder per inse-
rire un osservazione che arriva dal Wrapper;
• retrieveBurstObservationFromBuffer : metodo usato dal PostTask (ed
eventualmente dal PostImmediately), per recuperare tutte le osserva-
zioni al fine di spedirle consecutivamente al SOSPlugin;
• destroyPhenomenonRows : metodo usato per effettuare il così detto
“filtraggio”, quello visto nell’esempio del tab TUNING (vedi 4.2.4 punto
6c). Infatti se nel buffer sono già presenti elementi non ancora spediti
al SOS Plugin, relativamente ad osservazioni di un certo tipo, e l’utente
4è un design pattern creazionale che ha lo scopo di garantire che di una determinata
classe venga creata una e una sola istanza, e di fornire un punto di accesso globale a
tale istanza. L’implementazione più semplice di questo pattern prevede che la classe
singleton abbia un unico costruttore privato, in modo da impedire l’istanziazione diretta
della classe. La classe fornisce inoltre un metodo getter statico che ritorna una istanza della
classe (sempre la stessa), creandola preventivamente o alla prima chiamata del metodo, e
memorizzandone il riferimento in un attributo privato anch’esso statico.
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decide improvvisamente che non vuole più condividere dati di quel tipo,
istantaneamente si devono cancellare dal database tutte le osservazioni
fino a quel momento conservate.
• destroyBuffer : usato dal SOSFeeder per, appunto, ripulire il buffer a
seguito di un invio massivo delle osservazioni presenti, a causa della
scadenza del timer task (o eventualmente, nel caso del PostImmedia-
tely, qualora si ripresentasse la possibilità di connettersi al server SOS,
dopo un periodo di irraggiungibilità).
Capitolo5
Conclusioni e Sviluppi futuri
5.1 In conclusione
La tesi svolta, è stata incentrata soprattutto sullo studio e sviluppo di un
metodo efficace e funzionale di raccolta dati attraverso l’uso di smartphone
dotati di Android e la piattaforma server-side fornita dalla 52◦North, al fine
di realizzare un’architettura il più generale e flessibile possibile.
Proprio la flessibilità è stata uno dei principali obiettivi del lavoro, dato che
l’architettura CS è stata pensata subito come un substrato alla nascita di
applicazioni context-aware senza però orientarla verso nessuna direzione rea-
lizzativa in particolare.
Si è puntato al soddisfacimento di tutti quei punti che sono stati esposti
nell’introduzione e che caratterizzano un sistema di raccolta dati, in maniera
tale da permettere ad un programmatore di un servizio web che sfrutta la
context awareness, di svincolarsi dall’implementazione della parte sottostan-
te. Con intenti del tutto simili è stata sviluppata l’interfaccia, che come si è
visto nelle sezioni precedenti, è del tutto generale, lasciando all’utente ampio
potere decisionale, e quindi al programmatore della parte client application
(lato server) ampio spazio di movimento.
Un altro principio cardine che si è portato avanti, è stato quello della modu-
larità dell’applicazione: l’organizzazione attuale divide chiaramente i compiti
tra i vari moduli sia lato server, quindi all’iterno del CSS, sia lato dispositivo
mobile, cioè CSAMS. Questo è stato fatto principalmente per due motivi:
prima di tutto, isolare le singole funzionalità in modo tale da permetter-
ne l’ottimizzazione in fase di realizzazione, in secondo luogo, guardando al
futuro, permettere ad un’eventuale programmatore che volesse espandere o
migliorare l’architettura, di farlo basandosi semplicemente sulle interfacce
offerte da ogni singolo modulo.
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5.2 Proposte per sviluppi futuri dell’architettura
Per quanto concerne i temi che avrebbero necessità di essere ulteriormente
trattati e sviluppati, se ne identificando in questa sede alcuni principali.
Come primo, il fatto che il lavoro ha toccato marginalmente le tematiche
del Cloud Computing, che sono attualmente i motori propulsivi dei servizi
che via via si sviluppano nella rete. Un allargamento in questo senso dell’ar-
chitettura, potrebbe essere necessario nel momento in cui il servizio CS ve-
nisse utilizzato su larga scala, perché permetterebbe una maggior flessibilità
di gestione della parte concernente la rete fissa.
Un’altra tematica che potrebbe avere degli sviluppi futuri, è l’espansione
del parco sensori abilitabili per il servizio, che garantirebbe un panorama di
analisi dei dati molto ampio, se si pensa alle possibilità che la rielaborazio-
ne dei dati permette (attualmente, infati, sono disponibili gli adattamenti
software lato smartphone e lato server, solo per sensore di accelerazione e
GPS).
Altro tema interessante, sarebbe la realizzazione di un’interfaccia ad-hoc
per le applicazioni stand-alone su smartphone, con le quali l’utente deve
avere un’interazione limitatissima. Quindi si potrebbe pensare in maniera,
per così dire, “application specific”, e usare un sottoinsieme delle preferenze
possibili, partendo dalle esigenze che avrebbe un’applicazione cliente a cui
interessasse la raccolta dati sul territorio tramite questa architettura.
Altro possibile sviluppo, riguarda la post-elaborazione dei dati su dispo-
sitivo mobile, successivamente alla loro raccolta, o comunque prima che gli
stessi siano spediti al SOS server. Operare in tal senso permetterebbe lo
sviluppo di un ulteriore grado di privacy e libertà di decisione nell’ambi-
to dell’applicazione distribuita di raccolta dati per dell’utente che ha deci-
so di partecipare a tale servizio. Oppure, sempre nell’ambito di una post-
elaborazione, pensare di fornire dati rielaborati al server, come per esempio
anzichè inviare le componenti x, y e z che fornisce il sensore di accelerazione,
inviare solo il valore del modulo, per esempio.
Come ultimo suggerimento utile, in questa sede, si propone la risoluzione
di un problema legato alla connettivtà: sarebbe necessario poter usufruire
agevolmente di una connessione nei due sensi, dal CSS verso i CSAMS e
viceversa, dal momento che durante la realizzazione di questo lavoro si sono
avuti dei problemi di indirizzamento degli smartphone da parte del CSS, dato
che mentre il server possiede solitamente un indirizzo pubblico, facilmente
indirizzabile, gli smartphone si trovano ad operare sotto reti sempre differenti
(a livello di indirizzamento ip), e questo crea dei problemi di raggiungibilità
dall’esterno. La risoluzione di tale problema non riguardava questo lavoro,
ma la sua soluzione sarebbe necessaria al fine di rendere operativo al 100%
il sistema CS.
Appendice A
.1 XML di registrazione al SOS
1 <?xml version=" 1 .0 " encoding="UTF−8"?>
<Reg i s t e rSenso r s e r v i c e="SOS" version=" 1 . 0 . 0 "
3 xmlns=" ht tp : //www. openg i s . net / sos /1 .0 "
xmlns:swe=" ht tp : //www. openg i s . net /swe /1 . 0 . 1 "
5 xmlns:ows=" ht tp : //www. opengeo spa t i a l . net /ows"
xmlns :x l i nk=" ht tp : //www.w3 . org /1999/ x l i nk "
7 xmlns:gml=" ht tp : //www. openg i s . net /gml"
xmlns:ogc=" ht tp : //www. openg i s . net /ogc"
9 xmlns:om=" ht tp : //www. openg i s . net /om/1 .0 "
xmlns:sml=" ht tp : //www. openg i s . net /sensorML /1 . 0 . 1 "
11 xmlns :x s i=" ht tp : //www.w3 . org /2001/XMLSchema−i n s t ance "
xs i : s chemaLocat ion=" ht tp : //www. openg i s . net / sos /1 .0
13 h t tp : // schemas . openg i s . net / sos /1 . 0 . 0 / so sReg i s t e rSen so r . xsd
h t tp : //www. openg i s . net /om/1 .0
15 h t tp : // schemas . openg i s . net /om/1 . 0 . 0 / ex t en s i on s /
ob s e r va t i onSpe c i a l i z a t i on_ove r r i d e . xsd" >
17 <!−− Sensor Descr ip t i on parameter ; Current ly , t h i s has to be a
sml:System −−>
<SensorDesc r ip t i on>
19 <sml:SensorML version=" 1 . 0 . 1 ">
<sml:member>
21 <sml:System xmlns :x s i=" ht tp : //www.w3 . org /2001/XMLSchema−i n s t anc e
" >
23 <!−−sm l : i d e n t i f i c a t i o n element must conta in the ID o f the sensor
−−>
<sm l : i d e n t i f i c a t i o n>
25 <sm l : I d e n t i f i e r L i s t>
<sm l : i d e n t i f i e r>
27 <sml:Term d e f i n i t i o n=" urn : og c : d e f : i d en t i f i e r :OGC:un i que ID ">
<sml :va lue>urn:ogc :object : feature :Sensor :CSAMSGPS</ sml :va lue>
29 </sml:Term>
</ sm l : i d e n t i f i e r>
31 </ sm l : I d e n t i f i e r L i s t>
</ sm l : i d e n t i f i c a t i o n>
33
<!−− sm l : c a p a b i l i t i e s e lement has to conta in s t a t u s and mob i l i t y
in format ion −−>
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35 <sm l : c a p a b i l i t i e s>
<swe:SimpleDataRecord>
37 <!−− s t a t u s i nd i ca t e s , whether sensor i s c o l l e c t i n g data at the
moment ( t rue ) or not ( f a l s e ) −−>
<sw e : f i e l d name=" s ta tu s ">
39 <swe:Boolean>
<swe :va lue>f a l s e</ swe :va lue>
41 </ swe:Boolean>
</ sw e : f i e l d>
43 <!−− s t a t u s i nd i ca t e s , whether sensor i s mobi le ( t rue ) or f i x e d
( f a l s e ) −−>
<sw e : f i e l d name="mobile ">
45 <swe:Boolean>
<swe :va lue>true</ swe :va lue>
47 </ swe:Boolean>
</ sw e : f i e l d>
49 </swe:SimpleDataRecord>
</ sm l : c a p a b i l i t i e s>
51
<!−− l a s t measured po s i t i o n o f sensor −−>
53 <sm l : p o s i t i o n name=" s en s o rPo s i t i on ">
<swe :Pos i t i on re ferenceFrame=" urn :ogc :de f : c r s :EPSG:4326 ">
55 <swe : l o c a t i on>
<swe:Vector gml : id="STATION_LOCATION">
57 <swe : coo rd ina t e name=" ea s t i n g ">
<swe:Quantity>
59 <swe:uom code="degree "/>
<swe :va lue>7.52</ swe :va lue>
61 </ swe:Quantity>
</ swe : coo rd ina t e>
63 <swe : coo rd ina t e name="north ing ">
<swe:Quantity>
65 <swe:uom code="degree "/>
<swe :va lue>52.90</ swe :va lue>
67 </ swe:Quantity>
</ swe : coo rd ina t e>
69 <swe : coo rd ina t e name=" a l t i t u d e ">
<swe:Quantity>
71 <swe:uom code="m"/>
<swe :va lue>52 .0</ swe :va lue>
73 </ swe:Quantity>
</ swe : coo rd ina t e>
75 </ swe:Vector>
</ swe : l o c a t i on>
77 </ swe :Po s i t i on>
</ sm l : p o s i t i o n>
79
<!−− l i s t con ta in ing the input phenomena f o r t h i s sensor system
−−>
81 <sml : i nput s>
<sml : InputL i s t>
83 <sml : input name="Lat i tude ">
<swe:ObservableProperty d e f i n i t i o n="
urn : c l oud s en so r : d e f : phenomenon : l a t i t ude "/>
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85 </ sml : input>
<sml : input name="Longitude ">
87 <swe:ObservableProperty d e f i n i t i o n="
urn : c l oudsenso r :de f : phenomenon : l ong i tude "/>
</ sml : input>
89 </ sml : InputL i s t>
</ sml : i nput s>
91
<!−− l i s t con ta in ing the output phenomena o f t h i s sensor system ;
ATTENTION: the s e phenomena are parsed and i n s e r t e d in t o the
database ; they have to conta in o f f e r i n g e lements to determine




95 <sml :output name="Lat i tude ">
<swe:Quantity d e f i n i t i o n="
urn : c l oud s en so r : d e f : phenomenon : l a t i t ude ">
97 <gml:metaDataProperty>
<o f f e r i n g>
99 <id>CLOUDSENSOR</ id>
<name>Locat ion f o r CloudSensor</name>
101 </ o f f e r i n g>
</gml:metaDataProperty>
103 <swe:uom code="degree "/>
</ swe:Quantity>
105 </ sml :output>
<sml :output name="Longitude ">
107 <swe:Quantity d e f i n i t i o n="
urn : c l oudsenso r :de f : phenomenon : l ong i tude ">
<gml:metaDataProperty>
109 <o f f e r i n g>
<id>CLOUDSENSOR</ id>
111 <name>Locat ion f o r CloudSensor</name>





117 </ sml :OutputList>
</ sml :outputs>
119
<!−− d e s c r i p t i o n o f components o f t h i s sensor system ; t h e s e are





125 <sm l : i d e n t i f i c a t i o n>
<sm l : I d e n t i f i e r L i s t>
127 <sm l : i d e n t i f i e r>
<sml:Term d e f i n i t i o n=" u r n : c l o u d s e n s o r : d e f : i d e n t i f i e r : u n i q u e ID ">
129 <sml :va lue>u rn : c l oud s en s o r : ob j e c t : f e a t u r e : S en s o r :GPS</ sml :va lue>
</sml:Term>
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131 </ sm l : i d e n t i f i e r>
</ sm l : I d e n t i f i e r L i s t>
133 </ sm l : i d e n t i f i c a t i o n>
<sml : i nput s>
135 <sml : InputL i s t>
<sml : input name="Lat i tude ">
137 <swe:ObservableProperty d e f i n i t i o n="
urn : c l oud s en so r : d e f : phenomenon : l a t i t ude "/>
</ sml : input>
139 <sml : input name="Longitude ">
<swe:ObservableProperty d e f i n i t i o n="
urn : c l oudsenso r :de f : phenomenon : l ong i tude "/>
141 </ sml : input>
</ sml : InputL i s t>
143 </ sml : i nput s>
<sml :outputs>
145 <sml :OutputList>
<sml :output name="Lat i tude ">
147 <swe:Quantity d e f i n i t i o n="




151 <sml :output name="Longitude ">
<swe:Quantity d e f i n i t i o n="
urn : c l oudsenso r :de f : phenomenon : l ong i tude ">
153 <swe:uom code="degree "/>
</ swe:Quantity>
155 </ sml :output>
</ sml :OutputList>








165 </ Senso rDesc r ip t i on>
167 <!−− ObservationTemplate parameter ; t h i s has to be an empty
measurement or ca tegory at the moment , as the 52N SOS only







173 <om: f e a tu r eO f In t e r e s t></ om: f e a tu r eO f In t e r e s t>
<om: r e su l t uom=""></ om: r e su l t>
175 </om:Measurement>
</ObservationTemplate>
177 </Reg i s t e rSenso r>
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Documenti/SOSRegister.xml
.2 XML di registrazione all’SPS
1 <Reg i s t e r xmlns=" ht tp : //www.52 north . org / sps /v1−00/am"
xmlns :n52sps=" ht tp : //www.52 north . org / sps /v1"
3 xmlns :x s i=" ht tp : //www.w3 . org /2001/XMLSchema−i n s t ance "
xs i : s chemaLocat ion=" ht tp : //www.52 north . org / sps /v1−00/am ht tp :
//52 north . org /schema/ sps /1 . 0 . 0 /am/amRegister . xsd">
5
<PluginType>AndroidPlugin</PluginType>
7 <n52 sp s :A l i a s>0−393281748995</ n52 sp s :A l i a s>
9 <n52sps :Senso rCon f i gura t i on>
11 <cvs>
PhoneNumber−>393281748995;
13 SensorIndex−>0: p o s i t i o n ;
NamingService−>ht tp : / / 127 . 0 . 0 . 1 :8080 /
NamingServer/naming
15 </ cvs>
17 </ n52sps :Senso rCon f i gura t i on>
19 <registerAtWNS>f a l s e</registerAtWNS>
</Reg i s t e r>
Documenti/SPSRegister.xml
.3 Manifest File dell’applicazione
<?xml version=" 1 .0 " encoding="utf−8"?>
2 <mani fe s t xmlns :andro id=" ht tp : // schemas . android . com/apk/ r e s /
android "
package=" c loudsenso r . csams"
4 andro id :ver s ionCode="1"
android:vers ionName=" 1 .0 ">
6
<!−− PERMISSIONS −−>
8 <uses−permis s ion android:name="android . permis s ion .INTERNET
" />
<uses−permis s ion android:name="android . permis s ion .
ACCESS_FINE_LOCATION" />
10 <uses−permis s ion android:name="android . permis s ion .
ACCESS_COARSE_LOCATION" />
<uses−permis s ion android:name="android . permis s ion .
WRITE_EXTERNAL_STORAGE" />
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12 <uses−permis s ion android:name="android . permis s ion .
READ_PHONE_STATE"/>





<app l i c a t i o n andro id : i c on="@drawable/ csamscloudynexus "
and r o i d : l a b e l="@str ing /app_name">
18
<!−− ACTIVITIES −−>
20 <a c t i v i t y android:name=" c loudsenso r . csams . Us e r In t e r f a c e .
Inter faceTab "
and r o i d : l a b e l="@str ing /app_name">
22 <intent− f i l t e r>
<act i on android:name="android . i n t en t . a c t i on .MAIN
" />
24 <category android:name="android . i n t en t . category .
LAUNCHER" />
</ intent− f i l t e r>
26 </ a c t i v i t y>
<a c t i v i t y android:name=" c loudsenso r . csams . Us e r In t e r f a c e .
Pre fSensor "/>
28 <a c t i v i t y android:name=" c loudsenso r . csams . Us e r In t e r f a c e .
Genera lSe t t ing s "/>
<a c t i v i t y android:name=" c loudsenso r . csams . Us e r In t e r f a c e .
StartStop "/>
30 <a c t i v i t y android:name=" c loudsenso r . csams . Us e r In t e r f a c e .
App l i ca t i onStatus "/>
<a c t i v i t y android:name=" c loudsenso r . csams . Us e r In t e r f a c e .
AdvSett ings "/>
32 <a c t i v i t y android:name=" c loudsenso r . csams . Us e r In t e r f a c e .
Tuning"/>
34 <!−− SERVICES −−>
<s e r v i c e andro id : enab l ed=" true "
36 android:name=" c loudsenso r . csams .
Fea s i b i l i t yEng i n e . F ea s i b i l i t yEng i n e "/>
38 <s e r v i c e andro id : enab l ed=" true "
android:name=" c loudsenso r . csams . Scheduler .
Scheduler ">
40 <intent− f i l t e r>
<act i on android:name=" c loudsenso r . csams .
i n t en t .ACTION_SUBMIT_TASK" />
42 <act i on android:name=" c loudsenso r . csams .
i n t en t .ACTION_CANCEL_TASK" />
</ intent− f i l t e r>
44 </ s e r v i c e>
46 <s e r v i c e andro id : enab l ed=" true "
android:name=" c loudsenso r . csams . Boot . Boot"/>
48
<s e r v i c e andro id : enab l ed=" true "
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50 android:name=" c loudsenso r . csams . SOSFeeder .
SOSFeeder"/>
52 </ app l i c a t i o n>
54 </mani f e s t>
Documenti/AndroidManifest.xml
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