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Focusing on competitive Lotka–Volterra model in random environments, this paper uses
regime-switching diffusions to model the dynamics of the population sizes of n different
species in an ecosystem subject to the random changes of the external environment. It is
demonstrated that the growth rates of the population sizes of the species are bounded
above. Moreover, certain long-run-average limits of the solution are examined from several
angles. A partial stochastic principle of competitive exclusion is also derived. Finally, simple
examples are used to demonstrate our ﬁndings.
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1. Introduction
Proposed by Lotka [29] and Volterra [50], the well-known Lotka–Volterra models concerning ecological population mod-
eling have been extensively investigated in the literature. When two or more species live in proximity and share the
same basic requirements, they usually compete for resources, food, habitat, or territory. A deterministic, competitive Lotka–
Volterra system with n species is given by
dxi(t)
dt
= xi(t)
[
bi −
n∑
j=1
aijx j(t)
]
, i = 1,2, . . . ,n, (1.1)
where xi(t) represents the population size of species i at time t , the constant bi is the growth rate of species i, and
aij represents the effect of interspeciﬁc (if i = j) or intraspeciﬁc (if i = j) interaction. The quotient bi/aii is the carrying
capacity of the ith species in absence of other species. In a vector form, we can rewrite (1.1) as
dx(t)
dt
= diag(x1(t), x2(t), . . . , xn(t))[b − Ax(t)], (1.2)
where x = (x1, . . . , xn)′ is an n-dimensional state vector, b = (b1, . . . ,bn)′ , A = (aij) is an n × n matrix, known as the com-
munity matrix, and z′ denotes the transpose of z.
If there exists an n × n positive deﬁnite, diagonal matrix C such that C A + A′C is positive deﬁnite, then the determin-
istic Lotka–Volterra system (1.1) has a non-negative and globally stable equilibrium point for every b ∈ Rn [45,46]. Global
asymptotic stability in Volterra population systems was investigated in [14]; a set of suﬃcient conditions for the existence
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later; limit cycles of some deterministic competitive three-dimensional Lotka–Volterra systems were treated in [53]. Ran-
dom perturbations to the Lotka–Volterra model were considered in the literature; see, for example, [1,13,22] and references
therein. Nowadays, it is understood that Lotka–Volterra equations are equivalent to replicator dynamics from evolution-
ary game theory; see, for example, the book [16] by Hofbauer and Sigmund. We refer the reader to [2,10,12,18,23] for
up-to-dated advances on stochastic replicator dynamics. Recent progress has identiﬁed intrinsic noise, stemming from the
discreteness of individuals, as a major component, and linked it to noise terms in stochastic differential equations, see [35,
37,48], and others. Some recent work on Lotka–Volterra models can also be found in [6,15,25,26,34,49,51,52,56] and many
references therein.
In [32], Mao et al. examined asymptotic behaviors of the stochastic n-dimensional Lotka–Volterra systems. In their paper,
the interspeciﬁc or intraspeciﬁc interactions were perturbed by white noise and the stochastic Lotka–Volterra system
dx(t) = diag(x1(t), x2(t), . . . , xn(t))[(b − Ax(t))dt + σ x(t)dw(t)] (1.3)
was considered, where σ = (σi j)n×n is a constant matrix satisfying certain conditions and w(·) is a one-dimensional stan-
dard Brownian motion. One of the main results in [32] is that the environmental noise can suppress a potential population
explosion; see also [8,31] among others in this connection.
It has been noted that (for example, [4,19]) the growth rates and the carrying capacities are often subject to environ-
mental noise as well. Moreover, the qualitative changes of the growth rates and the carrying capacities form an essential
aspect of the dynamics of the ecosystem. These changes usually cannot be described by the traditional (deterministic or
stochastic) Lotka–Volterra models. For instance, the growth rates of some species in the rainy season will be much different
from those in the dry season. Moreover, the carrying capacities often vary according to the changes in nutrition and/or food
resources. Similarly, the interspeciﬁc or intraspeciﬁc interactions differ in different environments. Frequently, the switching
among different environments is memoryless and the waiting time for the next switch is exponentially distributed. Thus we
can model the random environments and other random factors in the ecological system by a continuous-time Markov chain
α(t), t  0 with a ﬁnite state space M = {1, . . . ,m}. Let the Markov chain α(·) be generated by Q = (qα), that is,
P
{
α(t + t) =  | α(t) = α, α(s), s t}= {qαt + o(t), if  = α,
1+ qααt + o(t), if  = α, (1.4)
where qα  0 for α, = 1, . . . ,m with  = α and ∑m=1 qα = 0 for each α = 1, . . . ,m. This paper continues our effort in
studying asymptotic properties of regime-switching Lotka–Volterra models started in [58], and provides deeper understand-
ing and far reaching results compared to the aforementioned reference.
The stochastic Lotka–Volterra ecosystem in random environments is described by the following stochastic differential
equation with regime switching
dx(t) = diag(x1(t), . . . , xn(t))[(b(α(t))− A(α(t))x(t))dt + Σ˜(α(t)) ◦ dw(t)], (1.5)
or equivalently, in component-wise form
dxi(t) = xi(t)
{[
bi
(
α(t)
)− n∑
j=1
aij
(
α(t)
)
x j(t)
]
dt + σi
(
α(t)
) ◦ dwi(t)
}
, i = 1, . . . ,n, (1.6)
where w(·) = (w1(·), . . . ,wn(·))′ is an n-dimensional standard Brownian motion, and for α ∈ M, b(α) = (b1(α), . . . ,bn(α))′ ,
A(α) = (aij(α)), Σ˜(α) = diag(σ1(α), . . . , σn(α)) represent different growth rates, community matrices, and noise intensities
in different external environments, respectively. We assume throughout the paper that bi(α) > 0 for each α ∈ M and each
i = 1, . . . ,n. As usual, let both the Markov chain α(·) and the Brownian motion w(·) be deﬁned in the same complete
probability space (Ω,F ,P) and that α(·) and w(·) are independent. Without loss of generality, we also assume that the
initial conditions x(0) and α(0) are non-random.
Based on the arguments in [22], we used stochastic differential equation in Stratonovich form [44] in (1.5); see also
[21, Section 5.5] or [40, Chapter 3] for explanations why the Stratonovich integral is more appropriate than the Itô integral
in many situations.
The mechanism of the ecosystem described by the stochastic Lotka–Volterra in random environments (1.5) can be ex-
plained as follows. Assume that initially, the ecosystem is in environment ı ∈ M or the Markov chain α(0) = ı . Then the
Markov chain rests in state ı for a random duration that is exponentially distributed, and ecosystem obeys the stochastic
differential equation
dx(t) = diag(x1(t), . . . , xn(t))[(b(ı) − A(ı)x(t))dt + Σ˜(ı) ◦ dw(t)],
until the environment changes or the Markov chain α(t) jumps to another state, say, j . Then the ecosystem obeys the
stochastic differential equation
dx(t) = diag(x1(t), . . . , xn(t))[(b(j) − A(j)x(t))dt + Σ˜(j) ◦ dw(t)]
for a random amount of time until the external environment switches or the Markov chain α(t) jumps to a new state again
and so on.
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For instance, the study of trajectory behavior of Lotka–Volterra competition bistable systems and systems with telegraph
noises was considered in [7], stochastic population dynamics under regime switching was treated in [30], the dynamics
of a population in a Markovian environment were studied in [43], the evolution of a system composed of two predator–
prey deterministic systems described by Lotka–Volterra equations in random environment was investigated in [47], the
complexity of solutions of some predator–prey models was studied in [5,55]. We recently studied the dynamics of the
population sizes of the species in the ecosystem described by regime-switching diffusions [58].
It is well known that (1.6) is equivalent to the following stochastic differential equation in the Itô sense
dxi(t) = xi(t)
{[
ri
(
α(t)
)− n∑
j=1
aij
(
α(t)
)
x j(t)
]
dt + σi
(
α(t)
)
dwi(t)
}
, i = 1,2, . . . ,n, (1.7)
where ri(α(t)) := bi(α(t)) + 12σ 2i (α(t)) for each i = 1,2, . . . ,n. For use in later sections, we introduce the generator L
associated with (1.5) as follows. For any V :Rn ×M →R such that V (·,α) is twice continuously differentiable with respect
to the variable x for each α ∈ M, we deﬁne
LV (x,α) :=
n∑
i=1
∂
∂xi
V (x,α)xi
(
ri(α) −
n∑
j=1
aij(α)x j
)
+1
2
n∑
i=1
∂2
∂x2i
V (x,α)x2i σ
2
i (α) +
∑
 =α
qα
[
V (x, ) − V (x,α)]. (1.8)
A couple of remarks about (1.5) and its ramiﬁcations are in order. In our setup, the random environments are modeled by
a continuous-time Markov chain with a ﬁnite state space M. If the cardinality of the state space is large (that is, |M| =m
is a large number), the computational effort is a real concern. Nevertheless, not all elements or components in M change
at the same rate; some of them vary rapidly, whereas others change slowly. One may split the states of M into several
groups or subspaces according to their rates of variations, then aggregate all states in each group into one element. The
resulting process has a reduced state space M. Although the aggregated process with state space M is non-Markovian, it
has a limit that is a Markov process. If |M| 	 |M|, a substantial savings will be achieved. This approach is based on a
two-time-scale approach for computational complexity reduction; see [54] for more details. As for modeling possibilities,
the environments or the state space of the Markov chain could also be countable. Along another line, there have been much
recent interests on using a spatial modeling approach. For example, one may be interested in how the spatial form of local
communities affect the coexistence of species competing for resources or involved in other ecological interactions. There
are many situations where the strength of species’ interactions depends on the physical distance of separation. Moreover, in
reality, the species of the ecosystem are rarely distributed evenly in the space. One possible way to incorporate this spatial
structure is to consider interacting particles and stochastic partial differential equations, see, for example, [33,36,38] among
many others. One advantage of this approach is that it naturally accounts both for intrinsic noise and spatial degrees of
freedom. A recent treatment of stochastic partial differential equations can be found in [3].
In [58], we used regime-switching diffusion to model the evolutions of ecosystem in random environments, demonstrated
that if the ecosystem is self-regulating or competitive, then the population will not explode in ﬁnite time almost surely, and
proved that the positive solution of the associated stochastic differential equation is stochastically bounded, continuous,
and has ﬁnite moments. In addition, we proved in [58] that the positive solution of the associated stochastic differential
equation is positive recurrent with respect to a bounded set in Rn . In contrast to the existing results, our new contributions
in this paper are as follows.
• We demonstrate that the growth rates of the population sizes of the species are bounded above.
• We obtain some asymptotic properties, in particular, certain long-run-average limits of the solution from several angles.
• We derive a partial stochastic principle of competitive exclusion.
It would be interesting to compare the results obtained in [58] and this paper with those of the traditional setup of
stochastic modeling without random environment (without regime switching). In the absence of regime switching, the
system is completely modeled by stochastic time evolution in a ﬁxed environment. The results in a ﬁxed environment
correspond to ours in the case when the Markov chain has only one state or the Markov chain always stays in the ﬁxed
state (environment). When random environments are considered, the system’s qualitative behavior can be drastically dif-
ferent; see, for instance, the detailed discussions in Examples 5.1 and 5.2. The recent work [24] reveals that the random
environments could provide stabilizing or destabilizing effects. This is even more pronounced when one deals with ran-
domly switching ordinary differential equations. It is well known that Hartman–Grobman theorem indicates that near a
hyperbolic equilibrium point x0, the non-linear system x˙ = f (x) has the same qualitative structure as that of the linear
system x˙ = ∇ f (x0)x, whereas the topological equivalence may not hold for a non-hyperbolic equilibrium point (e.g., a cen-
ter). In [59], comparing x˙ = f (x,α(t)) and x˙ = ∇ f (x0,α(t))x for α(t) being a Markov chain taking values in a ﬁnite set,
we demonstrated that although some of the linear equations have centers, as long as the spectrum of the coeﬃcients of
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topologically equivalent to the linear system. In light of these observations, one can imagine that it is possible to derive
similar results for the Lotka–Volterra model. For example, the asymptotic results in Sections 3 and 4 could be obtained
under weaker assumptions, say, conditions (2.1) or (4.8) are valid not for each α ∈ M, but only for some α ∈ M. However,
more thoughts are needed in this direction.
The rest of the paper is arranged as follows. For convenience of the reader, we brieﬂy recall the main results of [58] in
Section 2. The main results of this paper are arranged in Sections 3 and 4. Section 3 is devoted to the growth rates of the
population sizes of the species in the ecosystem, in particular, we show that the growth rates are bounded above. We obtain
certain long-run-average limits of the solution from several angles in Section 4. A partial stochastic principle of competitive
exclusion is also arranged in Section 4. To illustrate the results, we provide several simple examples in Section 5. Finally, we
close the paper with concluding remarks in Section 6.
2. Suppression of population explosion and properties of the solution
As alluded to in the Introduction, this work focuses on the evolutions of some competitive ecosystem in random envi-
ronments. By competitive system, we mean that all the values in the community matrix A(α) are non-negative. That is,
aij(α) 0 for all α ∈ M and i, j = 1,2, . . . ,n. Further, we assume that the competitions among the same species are strictly
positive so that each species grows “logistically” in any environment. To interpret it in another way, members of the same
species compete with one another. Take for instance, bee colonies in a ﬁeld [41]. They will compete for food strongly with
the colonies located near to them. Similar phenomena abound in the nature, see, for example, [39]. Hence it is reasonable
to assume that the self-regulating competitions within the same species are strictly positive. Therefore we assume
(A1) For each α ∈ M = {1,2, . . . ,m} and i, j = 1,2, . . . ,n with j = i,
aii(α) > 0 and aij(α) 0. (2.1)
To proceed, we ﬁrst state a result, whose proof can be found in [58].
Theorem 2.1. Assume (A1). Then the following assertions hold.
(i) For any initial conditions x(0) = x0 ∈Rn+ and α(0)) = α ∈ M, where
R
n+ :=
{
(x1, . . . , xn): xi > 0, i = 1, . . . ,n
}
,
there is a unique solution x(t) to (1.5) on t  0, and the solution will remain in Rn+ almost surely, i.e., x(t) ∈ Rn+ for any t  0
with probability 1.
(ii) For any p > 0,
sup
t0
E
[
n∑
i=1
xpi (t)
]
 K < ∞, (2.2)
and hence
limsup
T→∞
1
T
T∫
0
E
[∣∣x(t)∣∣p]dt < ∞. (2.3)
(iii) The solution of (1.5) is stochastically bounded (or bounded in probability) in the sense that for any ε > 0, there is a constant
H = Hε such that for any initial data x0 ∈Rn+ , we have
limsup
t→∞
P
{∣∣x(t)∣∣ H} 1− ε. (2.4)
(iv) The solution of (1.5) is continuous a.s.
(v) The solution x(t) to (1.5) is positive recurrent with respect to the domain
Eρ :=
{
x ∈Rn+: 0 < xi < ρ, i = 1,2, . . . ,n
}
,
where ρ is a suﬃciently large positive number.
Remark 2.2. Compared to the results in [30–32], our model itself, rather than the random noise, suppresses population
explosion. It indicates that as long as the n different species in the ecosystem are competing among each other, in particular,
the self-regulating competition within the same species is positive, then population explosion will not happen almost surely
(i.e., the population explosion may happen only with probability 0). It appears that this result is in good agreement with
the reality in the nature.
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E
[∣∣x(t) − x(s)∣∣4] K |t − s|2. (2.5)
It is worth mentioning that (2.5) implies that almost all sample paths of the solution (1.5) is Hölder continuous with
exponent γ < 14 . That is, there is a null set N with P(N) = 0 such that for every ω ∈ Ω − N , there exists a random variable
h(ω) > 0 such that
P
{
ω: sup
0s, t<∞, |t−s|<h(ω)
|x(t,ω) − x(s,ω)|
|t − s|γ 
2
1− 2−γ
}
= 1. (2.6)
Remark 2.4. Recall that an Rn-valued stochastic process ξ(t) is said to be recurrent with respect to some non-empty bounded
open subset E of Rn if P{τ x < ∞} = 1 for any x /∈ E , where x = ξ(0) and τ x is the hitting time of E for ξ x(t) (i.e., the ﬁrst
time that the process ξ x(t) enters the set E , or τ x := {t  0: ξ x(t) ∈ E}). The process ξ(t) is said to be positive recurrent with
respect to E if E[τ x] < ∞ for any x /∈ E . See [21,57] for some detailed discussions on recurrence and positive recurrence
properties of diffusion and regime-switching diffusion processes.
3. Limit inequalities
This section examines certain asymptotic limits of the system under consideration. Speciﬁcally, we demonstrate that the
growth rates of the population sizes of the species satisfy some limit inequalities. To this end, we will need the strong law
of large numbers for local martingales [28], which states that if M(t), t  0 is a local martingale satisfying (i) M(0) = 0 a.s.
and (ii) the quadratic variation 〈M(t),M(t)〉 Kt for some constant K > 0 and any t  0, then limt→∞ M(t)/t = 0 a.s.
Theorem 3.1. Assume (A1). Then the solution x(t) of (1.5) satisﬁes
limsup
T→∞
1
T
[
log
(∣∣x(T )∣∣)+ β√
n
T∫
0
∣∣x(s)∣∣ds] κ a.s., (3.1)
where
β := min{aii(α), i = 1,2, . . . ,n, α = 1,2, . . . ,m}, (3.2)
and
κ := max{bi(α) + σ 2i (α), i = 1,2, . . . ,n, α = 1,2, . . . ,m}. (3.3)
Proof. Deﬁne
V (x,α) = log(|x|), (x,α) ∈Rn+ × M.
Then we can readily verify that
∂V
∂xi
(x,α) = xi|x|2 , and
∂2V
∂x2i
(x,α) = 1|x|2 −
2x2i
|x|4 .
Generalized Itô’s Lemma then implies that
log
(∣∣x(t)∣∣)− log(∣∣x(0)∣∣)= t∫
0
n∑
i=1
x2i (s)
|x(s)|2
[
ri
(
α(s)
)− n∑
j=1
aij
(
α(s)
)
x j(s) + 12
(
1− 2x
2
i (s)
|x(s)|2
)
σ 2i
(
α(s)
)]
ds
+
t∫
0
n∑
i=1
x2i (s)
|x(s)|2 σi
(
α(s)
)
dwi(s)
=
t∫
0
n∑
i=1
x2i (s)
|x(s)|2
[
bi
(
α(s)
)+ σ 2i (α(s))− x2i (s)|x(s)|2 σ 2i (α(s))
]
ds
−
t∫
0
1
|x(s)|2
n∑
i=1
x2i (s)
n∑
j=1
aij
(
α(s)
)
x j(s)ds +
t∫
0
n∑
i=1
x2i (s)
|x(s)|2 σi
(
α(s)
)
dwi(s)
 κt +
n∑
i=1
Mi(t) −
t∫
1
|x(s)|2
n∑
i=1
x2i (s)
n∑
j=1
aij
(
α(s)
)
x j(s)ds,0
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∫ t
0
x2i (s)
|x(s)|2 σi(α(s))dwi(s), whose quadratic variation is
〈
Mi(t),Mi(t)
〉= t∫
0
1
|x(s)|4 x
4
i (s)σ
2
i
(
α(s)
)
ds Kt.
Thus the law of large numbers for local martingales [28] implies that
1
t
n∑
i=1
Mi(t) =
n∑
i=1
1
t
Mi(t) → 0 a.s. as t → ∞. (3.4)
Hence we have
log
(∣∣x(t)∣∣)+ β√
n
t∫
0
∣∣x(s)∣∣ds log(∣∣x(0)∣∣)+ κt + n∑
i=1
Mi(t)
+
t∫
0
[
β√
n
∣∣x(s)∣∣− 1|x(s)|2
n∑
i=1
x2i (s)
n∑
j=1
aij
(
α(s)
)
x j(s)
]
ds.
Note that (2.1) implies that for any (x,α) ∈Rn+ × M, we have
β√
n
|x| − 1|x|2
n∑
i=1
x2i
n∑
j=1
aij(α)x j 
β√
n
|x| − 1|x|2
n∑
i=1
x2i βxi
= β|x|2
(
|x|3√
n
−
n∑
i=1
x3i
)
 β|x|2
(
n3/2√
n
[
1
n
(
x21
)3/2 + · · · + 1
n
(
x2n
)3/2]− n∑
i=1
x3i
)
= 0.
Thus it follows that
log
(∣∣x(t)∣∣)+ β√
n
t∫
0
∣∣x(s)∣∣ds log(∣∣x(0)∣∣)+ κt + n∑
i=1
Mi(t),
and hence by virtue of (3.4),
limsup
t→∞
1
t
[
log
(∣∣x(t)∣∣)+ β√
n
t∫
0
∣∣x(s)∣∣ds] limsup
t→∞
log(|x(0)|)
t
+ κ + 1
t
n∑
i=1
Mi(t) = κ,
as desired. 
Note that for any x ∈Rn+ , it follows from the Cauchy–Schwartz inequality that
n∑
i=1
xi 
(
n∑
i=1
12
)1/2( n∑
i=1
x2i
)1/2
= √n|x|.
Therefore we obtain the following corollary from Theorem 3.1 immediately.
Corollary 3.2. Assume (A1). Then the solution x(t) of (1.5) satisﬁes
limsup
T→∞
1
T
[
log
(
n∑
i=1
xi(T )
)
+ β
n
n∑
i=1
T∫
0
xi(s)ds
]
 κ a.s.
The next theorem shows that the total population of the ecosystem cannot grow too fast.
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limsup
T→∞
log(|x(T )|)
log T
 1. (3.5)
Proof. Our proof is motivated by the works [8] and [32]; we use similar ideas. Deﬁne V (t, x,α) = et log(|x|) for (t, x,α) ∈
[0,∞) ×Rn+ × M. Then it follows from generalized Itô’s lemma that
et log
(∣∣x(t)∣∣)− log(∣∣x(0)∣∣)
=
t∫
0
es
n∑
i=1
x2i (s)
|x(s)|2
[
ri
(
α(s)
)− n∑
j=1
aij
(
α(s)
)
x j(s) + 12
(
1− 2x
2
i (s)
|x(s)|2
)
σ 2i
(
α(s)
)]
ds
+
t∫
0
es log
(∣∣x(s)∣∣)ds + t∫
0
es
n∑
i=1
x2i (s)
|x(s)|2 σi
(
α(s)
)
dwi(s).
Denote
Mi(t) =
t∫
0
es
x2i (s)
|x(s)|2 σi
(
α(s)
)
dwi(s),
whose quadratic variation is
〈
Mi(t),Mi(t)
〉= t∫
0
e2s
|x(s)|4 x
4
i (s)σ
2
i
(
α(s)
)
ds.
By virtue of the exponential martingale inequality [11], for any positive constants T , δ, and β , we have
P
{
sup
0tT
[
Mi(t) − δ2
〈
Mi(t),Mi(t)
〉]
> β
}
 e−δβ .
Choose T = kγ , δ = nεe−kδ , and β = θekδ log(k)εn , where k ∈ N, 0 < ε < 1, θ > 1, and γ > 0 in the above equation. Then it
follows that
P
{
sup
0tkγ
[
Mi(t) − nεe
−kγ
2
〈
Mi(t),Mi(t)
〉]
>
θekδ logk
εn
}
 k−θ .
Since
∑∞
k=1 k−θ < ∞, it follows from the Borel–Cantalli Lemma that there exists some Ωi ⊂ Ω with P(Ωi) = 1 such that for
any ω ∈ Ωi , an integer ki = ki(ω) such that for any k > ki , we have
Mi(t)
nεe−kγ
2
〈
Mi(t),Mi(t)
〉+ θekγ logk
εn
, for all 0 t  kγ .
Now let Ω0 :=⋂ni=1 Ωi . Then P(Ω0) = 1. Moreover, for any ω ∈ Ω0, let
k0(ω) := max
{
ki(ω), i = 1,2, . . . ,n
}
.
Then for any ω ∈ Ω0 and any k k0(ω), we have
n∑
i=1
t∫
0
es
x2i (s)
|x(s)|2 σi
(
α(s)
)
dwi(s) =
n∑
i=1
Mi(t)
nεe−kγ
2
n∑
i=1
〈
Mi(t),Mi(t)
〉+ θekγ logk
ε
,
where 0 t  kγ . Then it follows that
et log
(∣∣x(t)∣∣)− log(∣∣x(0)∣∣) t∫
0
es
n∑
i=1
x2i (s)
|x(s)|2
[
ri
(
α(s)
)− n∑
j=1
aij
(
α(s)
)
x j(s) + 12
(
1− 2x
2
i (s)
|x(s)|2
)
σ 2i
(
α(s)
)]
ds
+
t∫
es log
(∣∣x(s)∣∣)ds + t∫ nεe−kγ
2
e2s
n∑
i=1
x4i (s)
|x(s)|4 σ
2
i
(
α(s)
)
ds + θe
kγ logk
ε
0 0
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t∫
0
es
{
log
(∣∣x(s)∣∣)+ n∑
i=1
x2i (s)
|x(s)|2
[
bi
(
α(s)
)+ σ 2i (α(s))− n∑
j=1
aij
(
α(s)
)
x j(s)
]
+
n∑
i=1
(
εne−kγ
2
es − 1
)
x4i (s)σ
2
i (α(s))
|x(s)|4
}
+ θe
kγ logk
ε
.
Note that for any t ∈ [0,kγ ], s ∈ [0, t], and (x,α) ∈Rn+ × M, we have
log
(|x|)+ n∑
i=1
[
x2i
|x|2
[
bi(α) + σ 2i (α) −
n∑
j=1
aij(α)x j
]
+
(
εnes−kγ
2
− 1
)
x4i σ
2
i (α)
|x|4
]
 log
(|x|)+ κ − 1|x|2 β
n∑
i=1
x3i + K
 log
(|x|)+ κ − β√
n
|x| + K  K .
Hence it follows that for all 0 t  kγ with k k0(ω), we have
et log
(∣∣x(t)∣∣)− log(∣∣x(0)∣∣) t∫
0
Kes ds + θe
kγ logk
ε
= K (et − 1)+ θekγ logk
ε
.
Thus for (k − 1)γ  t  kγ , we have
log
(∣∣x(t)∣∣) e−t log(∣∣x(0)∣∣)+ K (1− e−t)+ θekγ logk
εe(k−1)γ
= e−t log(∣∣x(0)∣∣)+ K (1− e−t)+ θeγ logk
ε
,
and hence it follows that
log(|x(t)|)
log t
 log(|x(0)|)
et log t
+ K (1− e
−t)
log t
+ θe
γ logk
ε log((k − 1)γ ) .
Now let k → ∞ (and so t → ∞) and we obtain
limsup
t→∞
log(|x(t)|)
log t
 θe
γ
ε
.
Finally, by sending γ ↓ 0, ε ↑ 1, and θ ↓ 1, we have
limsup
t→∞
log(|x(t)|)
log t
 1,
as desired. 
Corollary 3.4. Under the conditions of Theorem 3.3,
limsup
T→∞
log |x(T )|
T
 0 a.s. (3.6)
Proof. Note that by Theorem 3.3,
limsup
T→∞
log |x(T )|
T
= limsup
T→∞
log |x(T )|
log T
limsup
T→∞
log T
T
 limsup
T→∞
log T
T
.
Then limsupT→∞ log T /T = 0 leads to (3.6). 
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To proceed with our study, we demonstrate further asymptotic properties of the systems. We ﬁrst consider the large
time behavior of log xi(T )/T . To this end, we consider two auxiliary stochastic differential equations{
dui(t) = ui(t)
[(
bi
(
α(t)
)− aii(α(t))ui(t))dt + σi(α(t)) ◦ dwi(t)],
ui(0) = xi(0), i = 1, . . . ,n,
(4.1)
and ⎧⎪⎨⎪⎩dli(t) = li(t)
[(
bi
(
α(t)
)−∑
j =i
ai j
(
α(t)
)
u j(t) − aii
(
α(t)
)
li(t)
)
dt + σi
(
α(t)
) ◦ dwi(t)],
li(0) = xi(0), i = 1, . . . ,n.
(4.2)
Then it follows from [20] that both (4.1) and (4.2) have unique positive solutions for any initial condition x(0) =
(x1(0), . . . , xn(0)) ∈Rn+ . Moreover, the solutions are
ui(t) = exp
{∫ t
0 bi(α(s))ds +
∫ t
0 σi(α(s))dwi(s)
}
1
xi(0)
+ ∫ t0 aii(α(s))exp{∫ s0 bi(α(τ ))dτ + ∫ s0 σi(α(τ ))dwi(τ )}ds , (4.3)
and
li(t) =
exp
{∫ t
0 bi(α(s)) −
∑
j =i ai j(α(s))u j(s)ds +
∫ t
0 σi(α(s))dwi(s)
}
1
xi(0)
+ ∫ t0 aii(α(s))exp{∫ s0 bi(α(τ )) −∑ j =i ai j(α(τ ))u j(τ )dτ + ∫ s0 σi(α(τ ))dwi(τ )}ds , (4.4)
respectively. Furthermore, the comparison principle [17] implies that
li(t) xi(t) ui(t), for each i = 1, . . . ,n. (4.5)
Lemma 4.1. Assume (A1). Then for each i = 1, . . . ,n,
lim
t→∞
logui(t)
t
= 0 a.s.
Proof. By virtue of Corollary 3.4, we have
limsup
t→∞
logui(t)
t
 limsup
t→∞
log |u(t)|
t
 0 a.s.
Thus it remains to show that lim inft→∞ logui(t)t  0. Note that the quadratic variation of the stochastic integral∫ t
0 σi(α(s))dwi(s) is
∫ t
0 σ
2
i (α(s))ds Kt . Thus the strong law of large numbers for local martingales [28] implies that
1
t
t∫
0
σi
(
α(s)
)
dwi(s) → 0 a.s. as t → ∞. (4.6)
Hence it follows that for any ε > 0, there exists some positive T < ∞ such that∣∣∣∣∣
t∫
0
σi
(
α(s)
)
dwi(s)
∣∣∣∣∣< εt a.s. for any t  T .
Then for any t > s T , we have∣∣∣∣∣
t∫
s
σi
(
α(τ )
)
dwi(τ )
∣∣∣∣∣
∣∣∣∣∣
t∫
0
σi
(
α(τ )
)
dwi(τ )
∣∣∣∣∣+
∣∣∣∣∣
s∫
0
σi
(
α(τ )
)′
dwi(τ )
∣∣∣∣∣ ε(t + s) a.s. (4.7)
Note that we can write by virtue of (4.3) and (4.7) that for any t > T
u−1i (t) =
1
ui(t)
= u−1i (T )exp
{
−
t∫
T
bi
(
α(s)
)
ds −
t∫
T
σi
(
α(s)
)
dwi(s)
}
+
t∫
aii
(
α(s)
)
exp
{
−
t∫
bi
(
α(τ )
)
dτ −
t∫
σi
(
α(τ )
)
dwi(τ )
}
dsT s s
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{
−
t∫
T
bi
(
α(s)
)
ds + ε(t + T )
}
+
t∫
T
aii
(
α(s)
)
exp
{
−
t∫
s
bi
(
α(τ )
)
dτ + ε(s + t)
}
ds a.s.
Therefore,
e−2ε(t+T )u−1i (t) u
−1
i (T )exp
{
−
t∫
T
bi
(
α(s)
)
ds − ε(t + T )
}
+
t∫
T
aii
(
α(s)
)
exp
{
−
t∫
s
bi
(
α(τ )
)
dτ − ε(t − s) − 2εT
}
 K < ∞ a.s.
That is, u−1i (t) Ke2ε(t+T ) a.s. Hence it follows that
logu−1i (t)
t
 1
t
(
log K + 2ε(t + T )) a.s.,
and so
limsup
t→∞
logu−1i (t)
t
 2ε, or lim inf
t→∞
logui(t)
t
−2ε a.s.
But ε > 0 is arbitrary, we therefore conclude that
lim inf
t→∞
logui(t)
t
 0 a.s.
This completes the proof of the lemma. 
Denote for any i, j = 1,2, . . . ,n, aˆi j := max{ aij(α)a jj(α) : α ∈ M = {1, . . . ,m}}. We assume assumption (A2) holds throughout
the rest of the section.
(A2) For each α ∈ M and each i = 1, . . . ,n,
bi(α) −
∑
j =i
aˆi jb j(α) 0. (4.8)
Lemma 4.2. Assume (A1) and (A2). Then for each i = 1, . . . ,n,
lim inf
t→∞
log li(t)
t
 0 a.s. (4.9)
Proof. We divide the proof into several steps.
Step 1. By virtue of (4.4), we can verify that for any t > T > 0
l−1i (t) = l−1i (T )exp
{
−
t∫
T
[
bi
(
α(s)
)−∑
j =i
ai j
(
α(s)
)
u j(s)
]
ds −
t∫
T
σi
(
α(s)
)
dwi(s)
}
+
t∫
T
aii
(
α(s)
)
exp
{ t∫
s
[∑
j =i
ai j
(
α(τ )
)
u j(τ ) − bi
(
α(τ )
)]
dτ −
t∫
s
σi
(
α(τ )
)
dwi(τ )
}
ds.
Step 2. Recall that u j(t), j = 1, . . . ,n, is a solution to (4.1) with initial condition u j(0) = x j(0). Then it follows from
generalized Itô’s Lemma that for any 0 s < t ,
logu j(t) = logu j(s) +
t∫ [
b j
(
α(τ )
)− a jj(α(τ ))u j(τ )]dτ + t∫ σ j(α(τ ))dw j(τ ),
s s
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t∫
s
a j j
(
α(τ )
)
u j(τ )dτ = logu j(s) − logu j(t) +
t∫
s
b j
(
α(τ )
)
dτ +
t∫
s
σ j
(
α(τ )
)
dw j(τ ). (4.10)
Then for j = i,
t∫
s
ai j
(
α(τ )
)
u j(τ )dτ =
t∫
s
ai j(α(τ ))
a jj(α(τ ))
a jj
(
α(τ )
)
u j(τ )dτ
 aˆi j
t∫
s
a j j
(
α(τ )
)
u j(τ )dτ
= aˆi j
(
logu j(s) − logu j(t) +
t∫
s
b j
(
α(τ )
)
dτ +
t∫
s
σ j
(
α(τ )
)
dw j(τ )
)
. (4.11)
Step 3. By virtue of Lemma 4.1 and (4.6), for any ε > 0, there exists some T > 0 such that∣∣∣∣∣
t∫
s
σ j
(
α(τ )
)
dw j(τ )
∣∣∣∣∣ ε(s + t) a.s. (4.12)∣∣logu j(t)∣∣ εt a.s., (4.13)
for any j = 1, . . . ,n and t > s T . Now apply (4.12) and (4.13) in (4.11), we have
t∫
s
ai j
(
α(τ )
)
u j(τ )dτ  aˆi j
( t∫
s
b j
(
α(τ )
)
dτ + 2ε(s + t)
)
a.s. (4.14)
Then it follows from (4.7) and (4.14) that for almost all ω ∈ Ω ,
l−1i (t) l
−1
i (T )exp
{
−
t∫
T
[
bi
(
α(τ )
)−∑
j =i
aˆi jb j
(
α(τ )
)]
dτ + ε(t + T )
(
1+ 2
∑
j =i
aˆi j
)}
+
t∫
T
aii
(
α(τ )
)
exp
{
−
t∫
s
[
bi
(
α(τ )
)−∑
j =i
aˆi jb j
(
α(τ )
)]
dτ + ε(t + s)
(
1+ 2
∑
j =i
aˆi j
)}
ds.
Moreover, assumption (A2) implies that
l−1i (t) l
−1
i (T )exp
{
ε(t + T )
(
1+ 2
∑
j =i
aˆi j
)}
+
t∫
T
aii
(
α(τ )
)
exp
{
ε(t + s)
(
1+ 2
∑
j =i
aˆi j
)}
ds.
Therefore, similar to the proof of Lemma 4.1, we have
exp
{
−2ε(t + T )
(
1+ 2
∑
j =i
aˆi j
)}
l−1i (t) K < ∞ a.s.
and hence
limsup
t→∞
log l−1i (t)
t
−2ε
(
1+ 2
∑
j =i
aˆi j
)
a.s.
Finally, using the fact that ε > 0 is arbitrary, we obtain (4.9). 
Now, a combination of (4.5), Lemma 4.1, and Lemma 4.2 gives us the following theorem.
Theorem 4.3. Assume (A1) and (A2). Then for each i = 1, . . . ,n,
lim
t→∞
log xi(t)
t
= 0 a.s. (4.15)
C. Zhu, G. Yin / J. Math. Anal. Appl. 357 (2009) 154–170 165To proceed, we obtain another limit result as a consequence of Theorem 4.3. We also reveal its ramiﬁcations in a simple
case with two species live in random environments.
Theorem 4.4. Assume (A1) and (A2). Suppose also that the continuous-time Markov chain α(·) is ergodic with stationary distribution
π = (π1, . . . ,πm). Then for each i = 1,2, . . . ,n,
lim
T→∞
1
T
n∑
j=1
T∫
0
aij
(
α(t)
)
x j(t)dt = bi a.s. (4.16)
where
bi :=
m∑
α=1
παbi(α). (4.17)
Proof. (i) It follows from generalized Itô’s Lemma [42] that
log xi(T ) = log xi(0) +
T∫
0
[
bi
(
α(t)
)− n∑
j=1
aij
(
α(t)
)
x j(t)
]
dt +
T∫
0
σi
(
α(t)
)
dwi(t),
and hence
1
T
n∑
j=1
T∫
0
aij
(
α(t)
)
x j(t)dt = log xi(0)
T
− log xi(T )
T
+ 1
T
T∫
0
bi
(
α(t)
)
dt + 1
T
T∫
0
σi
(
α(t)
)
dwi(t). (4.18)
(ii) Clearly, as T → ∞, log xi(0)/T → 0, and by virtue of Theorem 4.3, log xi(T )/T → 0 a.s.
(iii) Denote M(t) = ∫ t0 σi(α(s))dwi(s). Then its quadratic variation is given by
〈
M(t),M(t)
〉= t∫
0
[
σi
(
α(s)
)]2
ds
t∫
0
max
α∈M
{
σi(α)
2}ds Kt.
Thus, by the strong law of large numbers for local martingales [28],
1
T
M(T ) = 1
T
T∫
0
σi
(
α(s)
)
dwi(s) → 0 a.s. as T → ∞. (4.19)
(iv) Next, by the ergodicity of α(·), we obtain that as T → ∞
1
T
T∫
0
bi
(
α(t)
)
dt →
m∑
α=1
παbi(α) = bi a.s. (4.20)
It then yields limT→∞ 1T
∑n
j=1
∫ T
0 aij(α(t))x j(t)dt exists. Moreover, the limit is nothing but bi as desired. The proof of the
theorem is concluded. 
Recall that the classical deterministic principle of competitive exclusion (see, for example, [9, Section 6.3]) states that if
the coeﬃcients of the following 2-dimensional deterministic competitive system{
x˙1 = x1(b1 − a11x1 − a12x2),
x˙2 = x2(b2 − a21x1 − a22x2)
satisfy bi > 0, aij > 0 for i, j = 1,2, b1 > a12a22 b2, and b2 >
a21
a11
b1, then the equilibrium point (x∗1, x∗2) is asymptotically stable,
where
x∗1 =
a22b1 − a12b2
a11a22 − a12a21 > 0, x
∗
1 =
a11b2 − a21b1
a11a22 − a12a21 > 0,
and the equilibria (b1/a11,0) and (0,b2/a22) are saddle points. Theorem 4.4 enables us to derive the following partial
stochastic principle of competitive exclusion.
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Markov chain α(·) be ergodic with stationary distribution π = (π1, . . . ,πm). If the community matrix A(α) = A = (aij) is indepen-
dent of the random environments and satisﬁes the following conditions:
(i) a11 > 0, a12  0, a22 > 0, a21  0, and a11a22 − a12a21 > 0,
(ii) for α = 1,2, . . . ,m, b1(α) > a12a22 b2(α), b2(α) >
a21
a11
b1(α).
Denote the solution of (1.5) by x(t) = (x1(t), x2(t))′ . If
lim
T→∞
1
T
T∫
0
x j(t)dt exists a.s. for j = 1,2,
then
lim
T→∞
1
T
T∫
0
x j(t)dt → x∗j , a.s. as T → ∞,
for j = 1,2, where x∗1 = a22b1−a12b2a11a22−a12a21 > 0, x∗1 =
a11b2−a21b1
a11a22−a12a21 > 0, and b1,b2 are as in (4.17).
Proof. Denote xˆ j(T ) := 1T
∫ T
0 x j(t)dt for j = 1,2. Note that the conditions of Theorem 4.4 are satisﬁed. Thus by virtue of
Theorem 4.4 and the assumption that limT→∞ xˆ j(T ) exists for j = 1,2, we have⎧⎪⎨⎪⎩
a11 lim
T→∞ xˆ1(T ) + a12 limT→∞ xˆ2(T ) = b1,
a21 lim
T→∞ xˆ1(T ) + a22 limT→∞ xˆ2(T ) = b2.
Note that condition (i) implies that the linear system Ay = b has a unique solution
y =
(
x∗1
x∗2
)
=
( a22b1−a12b2
a11a22−a12a21
a11b2−a21b1
a11a22−a12a21
)
,
where b = (b1,b2)′ . Moreover, using conditions (i) and (ii), we can verify that both x∗1 and x∗2 are positive. Therefore, we
must have
lim
T→∞ xˆ j(T ) = limT→∞
1
T
T∫
0
x j(t)dt = x∗j > 0, j = 1,2.
This completes the proof. 
5. Examples
Example 5.1. We ﬁrst consider a single species ecosystem in random environments. Let x(t) > 0 denote the population size
of a certain species at time t and assume that x(t) satisﬁes the following stochastic equation
dx(t) = x(t)[b(α(t))− a(α(t))x(t)]dt + x(t)σ (α(t)) ◦ dw(t), (5.1)
where w(·) is a 1-dimensional standard Brownian motion, α(·) ∈ {1,2} is a continuous-time Markov chain generated by
Q = (−2 2
3 −3
)
, and
b(1) = 3, a(1) = 4, σ (1) = 0.2,
b(2) = 2, a(2) = 1, σ (2) = 0.
Note that (5.1) can be regarded as the following two diffusions
dx(t) = x(t)[b(1) − a(1)x(t)]dt + x(t)σ (1) ◦ dw(t), (5.2)
x˙(t) = x(t)[b(2) − a(2)x(t)], (5.3)
coupled by the Markov chain α(·). Since both a(1) and a(2) are positive, it follows from Theorem 2.1 that for any initial
condition x(0) = x0 > 0 and α(0) ∈ {1,2}, there exists a unique positive solution x(t), t  0. See the sample path (with
initial condition x(0) = 3 and α(0) = 2) in Fig. 1(a). Also, the conclusion of Theorem 3.3 holds. See Fig. 1(b) for the graph of
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Fig. 1. Evolutions of a ecosystem in random environments.
(a) Environment 1: sample path of (5.2) (b) Environment 2: sample path of (5.3)
Fig. 2. Comparison of the dynamics in environments 1 and 2.
log(x(t))/ log t corresponding to the sample path plotted in Fig. 1(a). For comparison, we also demonstrate the sample paths
of (5.2) and (5.3) (without switching) in Figs. 2(a) and 2(b), respectively.
It is clear from the sample paths plots that the population size ﬂuctuates around the carrying capacity b(1)/a(1) = 0.75
in the ﬁrst environment (as demonstrated in Fig. 2(a)) and stabilizes at the carrying capacity b(2)/a(2) = 2 in the second
environment (as demonstrated in Fig. 2(b)). But in random environments, the population dynamic displays much more
vibrations in Fig. 1(a) due to the changes of the environments.
Example 5.2. Consider an ecosystem consisting two species live in random environments. Let x1(t), x2(t) denote the popula-
tion sizes of species 1 and 2, respectively. For simplicity, assume that the random environments are modeled by a two-state
Markov chain with generator Q = (−4 4
3 −3
)
. Assume x(t) = (x1(t), x2(t))′ satisﬁes the following stochastic differential equa-
tion:
dx(t) = diag(x1(t), x2(t))([b(α(t))− A(α(t))x(t)]dt + Σ˜(α(t)) ◦ dw(t)), (5.4)
where w(·) is a 2-dimensional Brownian motion, and
b(1) =
(
1.5
1
)
, A(1) =
(
0.51 1.09
1.2 1.44
)
, Σ˜(1) =
(
0.5 0
0 −0.5
)
,
b(2) =
(
1
1.5
)
, A(2) =
(
1 0.9
0.5 1.5
)
, Σ˜(2) =
(−0.2 0
0 0.1
)
.
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Fig. 3. Sample phase portrait and component-wise sample paths of (5.4) with initial conditions x(0) = (2,2)′ and α(0) = 1.
(a) Environment 1, component-wise sample path of (5.5) (b) Environment 2, component-wise sample path of (5.6)
Fig. 4. Comparison of the dynamics in environments 1 and 2.
with initial conditions x(0) = (2,2)′ , and α(0) = 1. Note that condition (2.1) is satisﬁed. So it follows from Theorem 2.1 that
for any initial condition x(0) ∈R2+ and α(0) ∈ {1,2}, there exists a unique solution x(t) ∈R2+ to (5.4). See the sample phase
portrait demonstrated in Fig. 3(a) and the component-wise sample path in Fig. 3(b). Note that Fig. 3(a) also illustrates that
starting from the initial point (2,2), the process x(t) is positive recurrent with respect to the rectangle {(x1, x2): 0 < x1 <
1.6, 0 < x2 < 1.2}.
It is well known that associated with (5.4), there are two stochastic differential equations
dx(t) = diag(x1(t), x2(t))([b(1) − A(1)x(t)]dt + Σ˜(1) ◦ dw(t)), (5.5)
dx(t) = diag(x1(t), x2(t))([b(2) − A(2)x(t)]dt + Σ˜(2) ◦ dw(t)), (5.6)
switching back and forth from one to another according to the movement of α(·). To see the differences between random
environments and a deterministic environment, we also plot the component-wise sample paths of (5.5) and (5.6) (without
regime switching) in Figs. 4(a) and 4(b), respectively. Note that in the ﬁrst environment, the population size of the second
species x2(t) approaches zero very quickly. But for the ecosystem (5.4) in random environments, due to the changes in
the random environments, both x1(t) and x2(t) remain positive in the time span [0,10] (as demonstrated in Fig. 3). While
we do not know whether the probability of extinction of a certain species in the ecosystem will decrease or increase in
the random environments versus deterministic environment, the example certainly illustrates that our model using regime-
switching diffusions is versatile and more ﬂexible than the traditional models.
C. Zhu, G. Yin / J. Math. Anal. Appl. 357 (2009) 154–170 169Fig. 5. Component-wise sample paths of (5.7) with initial conditions x(0) = (0.1,1.60)′ and α(0) = 1.
Example 5.3. Consider a 2-dimensional competitive ecosystem:
dx(t) = x(t)[b(α(t))− ax(t)]dt + Σ˜(α(t))x(t) ◦ dw(t), (5.7)
where w(t) is a 2-dimensional standard Brownian motion, α(t) is a continuous time Markov chain generated by Q =(−2 2
5 −5
)
, and
b(1) =
(
4
3
)
, b(2) =
(
1
1
)
, a =
(
2 4
1 6
)
,
Σ˜(1) =
(
0.5 0
0 −0.5
)
, Σ˜(2) =
(−0.2 0
0 0.1
)
.
We can verify that the conditions of Theorem 4.5 are satisﬁed. Thus if
lim
T→∞ xˆ j(T ) := limT→∞
1
T
T∫
0
x j(t)dt exists a.s. for j = 1,2,
we must have limT→∞ xˆ j(T ) = x∗j for j = 1,2, where
x∗1 =
a22b1 − a12b2
a11a22 − a12a21 = 0.6786, x
∗
2 =
a11b2 − a21b1
a11a22 − a12a21 = 0.2679.
The component-wise sample paths demonstrated in Fig. 5 conﬁrm our calculation.
6. Concluding remarks
This paper is devoted to the asymptotic properties of competitive Lotka–Volterra model in random environments. We
have used a continuous-time Markov chain to model the random environments and a regime-switching diffusion to model
the dynamics of the populations of the n different species in the ecosystem. We have demonstrated that the growth rates of
the population sizes of the species are bounded above. We have also studied certain long-run-average limits of the solution
from several angles. As a byproduct of the asymptotic studies, we have obtained a partial stochastic principle of competitive
exclusion.
Some interesting questions deserve further investigation. One may propose more realistic but complex models, for exam-
ple, regime-switching diffusions with Poisson jumps. The motivation is that the population may suffer sudden-environmental
shocks, e.g., earthquakes, hurricanes, epidemics, etc. Moreover, it is interesting to study the probability of extinction of cer-
tain species. Another problem of interest is to consider the principle of competitive exclusion in the stochastic setting.
As was indicated in Section 1, the strength of species’ interactions usually depends on the physical distance of separation.
In reality, the species of the ecosystem are rarely distributed evenly over a featureless environment. Therefore, to incorporate
the spatial structure, it is worthwhile to use Markov processes on lattices or stochastic partial differential equations to model
the dynamics of the ecosystem.
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