Abstract. Cumulative sum (CUSUM) statistics are widely used in the change point inference and identification. This paper studies the two problems for high-dimensional mean vectors based on the supremum norm of the CUSUM statistics. For the problem of testing for the existence of a change point in a sequence of independent observations generated from the mean-shift model, we introduce a Gaussian multiplier bootstrap to approximate critical values of the CUSUM test statistics in high dimensions. The proposed bootstrap CUSUM test is fully data-dependent and it has strong theoretical guarantees under arbitrary dependence structures and mild moment conditions. Specifically, we show that with a boundary removal parameter the bootstrap CUSUM test enjoys the uniform validity in size under the null and it achieves the minimax separation rate under the sparse alternatives when the dimension p can be larger than the sample size n.
Introduction
This paper studies the problems of change point inference and identification for mean vectors of high-dimensional data in finite samples. High-dimensional data are now ubiquitous in many scientific and engineering fields and data heterogeneity is the rule rather than the exception. A central problem of studying the data heterogeneity is to detect structural breaks in the underlying data generation process. Perhaps the most two fundamental questions for abrupt changes are: i)
is there a change point in the data? ii) if so, when does the change occur? Let X n 1 = {X 1 , . . . , X n } be a sample of independent random vectors in R p generated from the mean-shift model
where µ ∈ R p is the population mean parameter, δ n ∈ R p is the mean-shift parameter, and ξ 1 , . . . , ξ n are independent and identically distributed (i.i.d.) mean-zero random vectors in R p with common distribution function F . Denote Σ = Cov(ξ 1 ). Under the mean-shift model, if δ n = 0 or m = n, then X 1 , . . . , X n form a sample of i.i.d. random vectors and no change point occurs. In this paper, our first goal is to test for whether or not there is a change point in the mean vectors µ i := E(X i ), i.e., to test for H 0 : δ n = 0 and H 1 : δ n = 0 and there exists an m ∈ {1, . . . , n − 1},
where the alternative hypothesis H 1 is parameterized by the change point signal δ n and location m. If a change point is detected in the mean vectors (i.e., H 1 is accepted), then our second goal is to identify the change point location m.
For a fixed sample size n and the i.i.d. Gaussian noise ξ i ∼ N (0, Σ), the maximum loglikelihood ratio statistics before and after the change point at s = 1, . . . , n − 1 in H 1 are given
where Λ s is the maximum likelihood ratio between H 1 and H 0 , and
is a sequence of dependent random vectors in R p . Then H 0 is rejected if max 1≤s<n log(Λ s ) is larger than a critical value. In literature, {Z n (s)} n−1 s=1 are called the cumulative sum (CUSUM) statistics [20] . Note that the maximum log-likelihood ratio statistics in (3) require the knowledge or an estimate of the covariance matrix Σ. If p is larger (or even much larger) than n, then estimation of Σ itself becomes a challenging problem and the spectral norm consistency of Σ (or the inverse Σ −1 ) is possible under additional structural assumptions (such as sparsity) on the covariance matrix [8, 9, 11, 12, 15] . In practical applications, those restrictive assumptions can be easily violated such as in the problem of detecting structural breaks in financial data with latent factors [5] . In contrast, tests based on the CUSUM statistics in (4) do not involve Σ and they are more robust to the misspecification on covariance structures. Therefore, we consider the problems of change point testing and estimation based on the CUSUM statistics in the high-dimensional setting.
To build a decision rule for testing a change point, we need to cautiously aggregate the random vectors Z n (s), s = 1, . . . , n − 1. [21] consider the change point detection on mean vectors under the mean-shift model (1) with ξ i being i.i.d. N (0, σ 2 I p ). They propose the linear and scan statistics based on the 2 aggregations of the CUSUM statistics and derive the change point detection boundary. [32] considers the ∞ aggregation of the CUSUM statistics and establishes a Gumbel limiting distribution under H 0 . [32] also considers the bootstrap approximations to improve the rate of convergence. [19] consider the estimation problem of change points in the (marginal) variances of high-dimensional time series under a multiplicative model. They propose the 1 aggregation of a thresholded version of the CUSUM statistics such that a sparsifying step with a tuning parameter is used to avoid noise accumulation in the aggregation. [47] consider the estimation problem of change points in the high-dimensional mean vectors in reduced dimensions by sparse projections and they derive the rate of convergence for estimating the change point location. In all aforementioned papers [21, 19, 32, 47] , strong structural assumptions (i.e., spatial sparsity in the sense that the components {X ij } p j=1 are independent or weakly dependent) are imposed to substantially reduce the intrinsic complexity of the problem.
In this paper, we do not make strong assumptions on the dependence structure of the underlying data distribution and we consider the multivariate CUSUM statistics (4) in the ∞ norm aggregated form: 
where s ∈ [1, n/2] is a boundary removal parameter. Removing boundary points is necessary in detecting a change point since the distributions of |Z n (s)| ∞ that are close to the endpoints are difficult to approximate on fewer data points. Then H 0 is rejected if T n is greater than a critical value such as the (1 − α) quantile of T n . Under H 0 , {Z n (s)} n−1 s=1 is a covariance stationary process in R p (i.e., E[Z n (s)] = 0 and Cov(Z n (s)) = Σ). To approximate the distribution of T n , extreme value theory is a commonly used technique to derive the Gumbel type limiting distributions [35, 43] . However, it has two serious limitations. First, it requires stringent conditions to ensure that T n is weakly convergent to a tight limit. Second, even if the weak limit exists, the rate of convergence is known to be very slow [43, 26, 32] .
To overcome those fundamental difficulties, we consider the bootstrap approximation to the finite sample distribution of T n without referring any limiting distribution of T n . In Section 2, we propose a Gaussian multiplier bootstrap, tailored to the CUSUM test statistics in (4) . The proposed bootstrap test is fully data-dependent and requires no tuning parameter. This is in contrast with the thresholding-aggregation method of [19] , which requires further data-dependent procedures to choose the threshold and is not easy to justify. We will show in Section 3.1 that the bootstrap CUSUM test is a uniformly valid inferential procedure under H 0 when p can be larger (or even much larger) than n and no explicit condition on the dependence structure among the components {X ij } p j=1 is needed. This is in contrast with the work [21, 19, 32, 47] , where the components are assumed to be either independent or weakly dependent. Moreover, we will show in Section 3.2 that, under a mild signal strength condition, our bootstrap CUSUM test is consistent in the sense that the sum of type I and type II errors is asymptotically vanishing [25, Chapter 6.2] . In addition, the requirement on the signal strength can achieve the minimax separation rate derived in [21] under the sparse alternatives H 1 (i.e., the change occurs only in a few number of components X 1 , . . . , X n ).
If a change point is detected, then we estimate the change point location by maximizing the supremum norm of the generalized CUSUM statistics at two different weighting scales. The first estimator is based on the covariance stationary CUSUM statistics in (4) . In Section 3.3, we show that it is consistent in estimating the location at the parametric rate n −1/2 (up to a logarithmic factor) for sub-exponential observations. The second estimator is a non-stationary CUSUM statistics, assigning less weights on the boundary data points. In this case, we show that it achieves the best possible rate of convergence on the order n −1 (up to a logarithmic factor) under some stronger side conditions. In both cases, the dimension impacts the rate of convergence only through the logarithm factors. Therefore consistency of the CUSUM location estimators is possible when p can be much larger than n.
1.1. Literature review. Change point testing and estimation have a long history [45, 46, 41, 16, 31, 49, 10, 20, 33, 6, 23, 13, 37, 29, 27, 22, 24, 40, 3, 4, 7, 51, 30] and there are two major lines of change point tests in literature: sequential tests and fixed sample size tests [34] . In the sequential testing problems (such as phase II in the statistical process control [42] ), if one wants to test the in-control hypothesis δ n = 0 and the out-control mean-shift hypothesis for a given δ n = 0 in model (1), then Wald's classical sequential probability ratio test (SPRT) is a parametric test based on the probability distributions of X n 1 [45, 46] . In the process monitoring and control charts, the CUSUM test proposed in [41] and its variants [16, 31] are nonparametric extensions of the SPRT. A multivariate version of the CUSUM charting statistics is proposed in [48] . Optimality of the SPRT and CUSUM tests in terms of the minimum expected average run length can be found in [46, 38, 42] .
Recently, finite sample approximations to the distribution of maxima of sums of independent mean-zero random vectors in high dimensions are studied in [17, 18] . We highlight that validity of our bootstrap CUSUM test for the change point does not (at least directly) follow from the Gaussian and bootstrap approximation results in [17, 18] . The reason is that, in the change point detection context, the extreme-value type test statistic T n defined in (5) is the maximum of a sequence of dependent random vectors Z n (s), s = s, . . . , n − s. Therefore, the distributional approximation results developed in [17, 18] require substantial modifications in the change point analysis. Bootstrap approximations have been extended to partial sums of weakly dependent time series in [50, 52] and more general nonlinear statistics in [14] . However, the CUSUM statistics do not verify those dependence structures.
1.2.
Organization. The rest of this paper is organized as follows. The bootstrap change point test and the estimation of the change point location are described in Section 2. In Section 3, we derive the size validity and power properties of the bootstrap test, as well as the rate of convergence for the change point location estimator by the generalized CUSUM statistics. In Section 4, we report some simulation results for the change point testing and estimation for a variety of distributions with different dependence structures and moment conditions. Proofs of the main results in Section 3 are given in Section 5.
1.3. Notation. For q > 0 and a generic vector x ∈ R p , we denote |x| q = ( p i=1 |x i | q ) 1/q for the q norm of x and we write |x| = |x| 2 . For a random variable X, denote X q = (E|X| q ) 1/q . For
and (L ψ β , · ψ β ) is a Banach space [36] . For β ∈ (0, 1), · ψ β is a quasi-norm, i.e., there exists
random variables X and Y . We shall use C 1 , C 2 , . . . and K 1 , K 2 , . . . to denote positive and finite constants that may have different values. Throughout the paper, we assume n ≥ 4 and p ≥ 3.
2. Methodology 2.1. Bootstrap CUSUM test. We first introduce a bootstrap procedure to approximate the distribution of T n . Let e 1 , . . . , e n be i.i.d. N (0, 1) random variables independent of X 1 , . . . , X n .
be the left and right sample averages at s, respectively. Define
Then the bootstrap test statistic is defined as
Note that the Gaussian multiplier bootstrap test statistic T * n is computable in the sense that its Monte Carlo samples can be repeatedly drawn from the multiplier random variables e 1 , . . . , e n .
Then the conditional quantiles of T * n given X n 1 approximate the quantiles of T n . Therefore, a critical value of the bootstrap test can be chosen as q T * n (1 − α), where
is the (1 − α) conditional quantile of T * n given X n 1 . In particular, for any α ∈ (0, 1), we reject
Remark 1 (Comparisons with [32] under H 0 ). In a related work, [32] considers the change point tests for high-dimensional time series based on the following version of the CUSUM statistics
whereσ 2 j is a consistent estimator for the long-run variance of {X ij } i∈N . Then H 0 is rejected if T n = max 1≤j≤p B nj is larger than a critical value. Under H 0 and the spatial sparsity conditions (Assumption 2.2 in [32] ), he establishes a Gumbel limiting distribution forT n (after suitable normalizations). To improve the rate of convergence, he also proposes a parametric bootstrap
where
and
bootstrap validity is derived under the same spatial sparsity assumption as in the Gumbel limit.
There is an important difference betweenT Y n in [32] and our bootstrap test based on T * n . Note that the conditional covariance matrices of Z * n (s) given X n 1 are sample analogs of covariance matrices of Z n (s). We will show in Section 3.1 that T * n can approximate the distribution of T n without assuming any kind of spatial sparsity conditions. On the contrary, since {Y ij } are i.i.d., even when X 1 , . . . , X n are independent observations, the parametric bootstrap B Y nj does not mimic the general dependence structure among the components {X ij } p j=1 . In addition, the bootstrap validity of T * n we establish in Theorem 3.1 and Corollary 3.2 below is non-asymptotic and it holds without assuming a Gumbel-type limiting distribution for T n .
2.2.
Estimating the change point location under the alternative hypothesis. If a change point is detected in the mean vectors (i.e., H 1 is accepted), then our next goal is to identify the change point location m. Specifically, we estimate t m = m/n, m = 1, . . . , n, where the data X 1 , . . . , X n are observed at evenly spaced time points and their index variables are normalized to [0, 1] . We consider the change point location estimator based on the generalized CUSUM statistics [28] 
where θ is a weighting parameter satisfying 0 ≤ θ < 1. Obviously, the CUSUM statistics Z n (s)
in (4) is a special case of θ = 1/2, i.e., Z n (s) = Z 1/2,n (s). Then we estimate m bŷ
and we use tm θ =m θ /n to estimate t m . It is easily seen that, for smaller values of θ, Z θ,n (s) assigns less weights on the boundary data points. Therefore, if the true change point location is bounded away from the two endpoints, we expect that tm θ with a smaller weighting parameter can achieve better rate of convergence. For example, if t m ∈ (0, 1) is fixed and p = 1, then it is known that the {Z 0,n (s)} n−1 s=1 converges weakly to a functional of the Weiner process and the corresponding maximizerm 0 achieves the rate of convergence of the order n −1 , which is clearly the best possible rate and is faster than the parametric rate n −1/2 [4, 28] . Instead of considering the whole family of the generalized CUSUM statistics indexed by θ ∈ [0, 1), we consider two important cases of θ = 1/2 (covariance stationary) and θ = 0 (non-stationary) in this paper. For θ = 1/2, Z 1/2,n (s) is related to the proposed bootstrap CUSUM statistics Z * n (s) in (6) and the maximum log-likelihood ratio statistics in (3) under the normality with Σ = σ 2 Id p . For θ = 0, Z 0,n (s) is related to the parametric bootstrap in [32] .
Remark 2 (Comments on the boundary). It should be noted that in the bootstrap CUSUM test, we must remove the boundary points from approximating the distribution of T n . If the boundary points are included in the maxima T n and T * n , then the conditional distribution of T * n (given X n 1 ) does not provide an accurate approximation to the distribution of T n . Theorem 3.1 and Theorem 3.3 provide the precise rate of convergence that characterizes the boundary removal parameter s to ensure the consistency (in terms of the sum of type I and type II errors) of the bootstrap CUSUM test. On the other hand, the estimation problem in (9) does not exclude the endpoints outside the interval [s, n − s]. However, in practice, if the existence of a change point is not known as a priori and it is decided by a test, then the boundary restriction is implicitly imposed for both testing and estimation in empirical applications [4] .
Main results
Denote P 0 (·) and P 1 (·) as the probability computed under H 0 and H 1 , respectively. is to establish finite sample bounds for the (random) Kolmogorov distance between T n and T * n :
From this, we can derive the asymptotic bootstrap validity for certain high-dimensional scaling limit for (n, p). In particular, with ρ * (T n , T * n ) = o P (1), we can show that type I error of the bootstrap test is asymptotically controlled at the exact nominal level α ∈ (0, 1); i.e.,
Let b,b, q > 0. We make the following assumptions. (C) ξ ij ψ 1 ≤b for all i = 1, . . . , n and j = 1, . . . , p. and 2,n = n 2/q log 3 (np)
. Theorem 3.1 (Bounds on the Kolmogorov distance between T n and T * n under H 0 ). Suppose H 0 is true and assume (A) and (B) hold. Let γ ∈ (0, e −1 ) and suppose that log(γ −1 ) ≤ K log(pn) for some constant K > 0. 
holds with probability at least 1 − γ.
(ii) If (D) holds, then there exists a constant C > 0 only depending on b,b, K, q such that
Based on Theorem 3.1, we have the uniform size validity of the bootstrap CUSUM test.
Corollary 3.2 (Uniform size validity of Gaussian multiplier bootstrap for the CUSUM test).
Suppose H 0 is true and assume (A) and (B) hold. Let γ ∈ (0, e −1 ) and suppose that log(γ −1 ) ≤ K log(pn) for some constant K > 0. 
Consequently, if log
Consequently, if max{log
As a leading example, we consider the change point detection and estimation in Section 3.2 and 3.3 when the (normalized) true change point location t m = m/n ∈ (0, 1) is fixed. Then it is sufficient to choose the boundary removal parameter s = c 1 n c 2 for some (small) constants is true with a change point m ∈ [s, n − s] and assume (A) and (B) hold. Let ζ ∈ (0, 1/2) and
(i) If (C) holds and
for some large enough constant
(ii) If (D) holds and |δ n | ∞ obeys (14) for some large enough constant
Remark 3 (Rate-optimality on the change point detection for sparse alternatives). Under the i.i.d. Gaussian noise ξ i ∼ N (0, Id p ) in the mean-shift model (1), the detection boundary for a change point in a Gaussian sequence is characterized in [21] . Let a > 0 and suppose that a change point
occurs in the first k components at the location m in the sequence X 1 , . . . , X n . Following [21] , we consider the scaling limit p = n c 1 and
then the number of components with a change point is highly sparse. In this case, the minimax separation condition for H 0 and H 1 is given by
Specifically, detection is impossible if lim sup p→∞ r p < √ 2c 2 − 1 and detection is possible if lim inf p→∞ r p > 2c 2 /(1 − log 2). On the other hand, choosing α n = n −c for some constant c > 0 in Corollary 3.2 and Theorem 3.3, we see that if
for some large constant C * > 0, then our bootstrap CUSUM change point test achieves the minimax separation rate in the high sparsity regime (with stronger side conditions to ensure the bootstrap validity). Hence, the signal strength requirement for detection in the proposed bootstrap test achieves the minimax optimal rate under the sparse alternatives. On the other hand, it should be noted that, under the dense alternatives c 2 ∈ [0, 1/2], our bootstrap CUSUM test remains consistent in detecting the change point signal in the sense that the sum of type I and type II errors converges to zero. However, in such case, the bootstrap CUSUM test does not reach the detection boundary and the minimax separation rate [21] .
Remark 4 (Monotonicity of power in the signal strength). Inspecting the argument in proving Theorem 3.3, it is seen that the type II error of the bootstrap CUSUM test is bounded by a probability depending on the change point signal strength |δ n | ∞ and location m (cf. equation (38)). Specifically,
and Z ξ n (s) are the CUSUM statistics computed on the ξ n 1 random variables. Since the distribution ofT n does not depend on δ n and the conditional quantile q T * n (1 − α) is bounded by O(log 1/2 (np)) with a large probability under H 1 , the power of the bootstrap CUSUM test is lower bounded by a quantity that is non-decreasing in |δ n | ∞ . Simulation examples in Section 4 confirm our theoretical observation (see Figure 3 below). In addition, since t m (1 − t m ) is maximized at t m = 1/2, a change point near the middle is easier to detect than it is near the boundary. lim sup
where S = {j ∈ {1, . . . , p} : δ nj = 0} and K b is the size of blocks. There are two major differences from the bootstraps in [32] . First, our Gaussian multiplier bootstrap CUSUM test is asymptotically valid and powerful for a change point under both H 0 and H 1 . Second, detection by our bootstrap CUSUM test relies on a lower bound on the signal strength quantified by |δ n | ∞ , which is much weaker than (17) . For example, it is possible that the minimum signal strength min j∈S δ 2 nj decays to zero faster than (log n)/K b , while our bootstrap CUSUM test remains valid since it only requires |δ n | ∞ satisfies a mild lower bound in (14).
3.3.
Rate of convergence of the change point location estimator. Our third main result is concerned with the rate of convergence of the change point location estimator tm θ , wherem θ is defined through (9) and (8) . We first consider the case of θ = 1/2 corresponding to the covariance stationary CUSUM statistics.
Theorem 3.4 (Rate of convergence for change point location estimator: θ = 1/2). Suppose that (B) holds and H 1 is true. Suppose that log(γ −1 ) ≤ K log(np) for some constant K > 0.
(i) If (C) holds, then there exists a constant C > 0 depending only onb, K such that
(ii) If (D) holds with q > 2, then there exists a constant C > 0 depending only onb, K, q such that
Note that the non-degeneracy Condition (A) is not needed in estimating the change point location. Consider a fixed t m ∈ (0, 1) as in our leading example. It is seen from Theorem 3.4 that tm 1/2 is consistent for estimating t m if the signal strength satisfying: i) |δ| ∞ n −1/2 log 2 (np) in the sub-exponential moment case; ii) |δ| ∞ n −1/2+1/q log(np) in the polynomial moment case.
From Part (i) of Theorem 3.4, it should also be noted that the change point location estimator tm 1/2 does not attain the optimal rate of convergence. In particular, consider the setup where t m ∈ (0, 1), p = 1, and |δ n | = c is a constant signal. Then the rate of convergence in (18) reads
; that is, up to a logarithmic factor, the change point estimator has the parametric rate of convergence of the order n −1/2 . In such setup, however, it is known that the best possible rate of convergence for estimating the change point location is of the order n −1 [28] , which is achieved by maximizing |Z 0,n (s)| (i.e., the non-stationary CUSUM statistics). Therefore, it is interesting to study the impact of dimensionality on the rate in the case of θ = 0 when the true change point t m ∈ (0, 1) is fixed. This is the content of the following theorem. Denote 
(ii) If (D) holds for some q ≥ 2, then there exists a constant C := C(b, K, q, c 1 , c 2 ) > 0 such that
Based on Theorem 3.5, we see that the dimension impacts the optimal rate of convergence for estimating the change point location only on the logarithmic scale. Compared with Theorem 3.4, we see that faster convergence of tm 0 than that of tm 1/2 is possible when t m ∈ (0, 1) is fixed and the dimension grows sub-exponentially fast in the sample size. On the other hand, tm 1/2 is more robust to estimate the change point when its location is near the boundary, i.e., t m → 0 and t m → 1 are allowed to maintain the consistency in Theorem 3.4; see our simulation result in Section 4.4 for numeric comparisons.
Simulation studies
In this section, we report the size and power of the bootstrap change point test, as well as the error of the change point location estimators through a simulation study.
4.1. Setup. We first generate i.i.d. ξ i in model (1) from three distribution families.
(1)Multivariate Gaussian distribution:
(2)Multivariate elliptical t-distribution with degree of freedom ν: ξ i ∼ t ν (V ) with the probability density function [39, Chapter 1]
The covariance matrix of ξ i is Σ = ν/(ν − 2)V . In our simulation, we use ν = 6.
(3)Contaminated Gaussian: ξ i ∼ ctm-Gaussian(ε, ν, V ) with the probability density func-
The covariance matrix of
In our simulation, we set ε = 0.2 and ν = 2.
For each family, we consider three different structures of V .
(1)Independent: V = Id p , where Id p is the p × p identity matrix.
(2)Strongly dependent: V = 0.8J + 0.2Id p , where J is the p × p matrix containing all ones. 
4.2.
Size of the bootstrap CUSUM test. For each α ∈ (0, 1), we denoteR(α) as the proportion of the empirically rejected null hypothesis from our bootstrap CUSUM test. Table 1 shows the uniform error in size sup α∈(0,1) |R(α) − α|. Two observations can be drawn from Table 1 .
First, the approximation errors in the Gaussian cases are smaller than the corresponding errors of t-distribution and contaminated Gaussian cases in most setups. This is because the distribution of the CUSUM test statistic is approximated by the (parametric) Gaussian multiplier bootstrap.
If the underlying data distribution is Gaussian, then the Gaussian multiplier bootstrap CUSUM test will be more accurate. Second, for all three distributions, the stronger dependency structure, the better approximation quality. This aligns well with our intuition that stronger dependence helps in the bootstrap approximation under the supreme norm.
In Figure 1 , three examples are displayed to compare the empirical sizeR(α) with true nominal size α. Among the three selected setups, we observe that the strongly dependent multivariate
Gaussian distribution with V = 0.8J +0.2Id has the best approximation, while the independently distributed t 6 (Id) distribution has the largest deviation. However, the overall approximation is quite accurate. Next, we show the box-plots of estimated distribution for the quantiles of q Tn (1 − α) over bootstrapped T * n at the pre-specified level α = 0.05. and consider the change occurring in the first coordinate δ n1 only. Figure 3 shows the empirical powers for p = 300 and s = 40 at the signal strength |δ n1 | ranging from 0 to 1. We observe that the power of the bootstrap CUSUM test is monotonically increasing in the signal strength and the power eventually reaches 1 as |δ n1 | is large enough. We also note that the change point location m also impacts the power (data are not shown due to the space limit). It is shown that when |δ n | ∞ is reasonably large,m 1/2 is more concentrated on the true change point thanm 0 , which slightly shifts to the middle. It is also seen thatm 1/2 selects the boundary points a few times as the change point estimate. Therefore, to further improve the performance ofm 1/2 , removing boundary points in the estimation step as in the boostrap CUSUM test is desirable (Remark 2).
Proofs
In this section, we prove the main results in Section 3. We first present a useful maximal inequality for weighted partial sums of independent and centered random vectors.
Lemma 5.1 (Talagrand's inequality for weighted partial sums of independent and centered random vectors). Let X 1 , . . . , X n be independent and centered random vectors in R p and {a is } n i,s=1
be an n × n matrix of real numbers. Define
(i) Let β ∈ (0, 1] and suppose that X ij ψ β < ∞ for all i = 1, . . . , n and j = 1, . . . , p. Then, ∀η ∈ (0, 1], there exists a constant C > 0 depending only on β and η such that we have for t > 0
(ii) Let s ≥ 1 and suppose that E|X ij | s < ∞ for all i = 1, . . . , n and j = 1, . . . , p. Then, ∀η ∈ (0, 1], there exists a constant C > 0 depending only on s and η such that we have for t > 0
Proof of Theorem 3.1. Suppose that H 0 is true. We may assume log 7 (np) ≤ s for otherwise (10) and (11) trivially hold by choosing the constant C > 0 large enough therein. For s = 1, . . . , n − 1,
and a s = (a 1s , . . . , a ns ) . Denote X = (X 1 , . . . , X n ) as the p × n data matrix and A = (a s , . . . , a n−s ). Then we can write
Since E[Z n (s)] = 0 under H 0 , without loss of generality, we may assume µ i ≡ 0. Note that, for
Step 1: Gaussian approximation for CUSUM statistic. Let Z n = (Z n (s), . . . , Z n (n − s)) = X(a s , . . . , a n−s ) = XA be the CUSUM transformation of X. Let vec(Z n ) be the column stacked version of Z n , i.e.
vec(Z n ) = (Z n (s) , . . . , Z n (n − s) ) is the [(n − 2s + 1)p] × 1 vector associated with Z n . Then we can write
where ⊗ is the Kronecker product of two matrices. Since E[vec(X)] = 0 and Cov(vec(X)) = Γ, where Γ is the block diagonal matrix of size (pn) × (pn) with Σ being the diagonal sub-matrices,
be a joint mean-zero Gaussian random vector in R (n−2s+1)p with the same covariance matrix as
Set B n = (2b 2 s −1 n) 1/2 . By assumption (B), we have for = 1, 2,
Note that s 1/2 |a is | ≤ 1 for all s = s, . . . , n − s.
Part (i). If (C) holds, then we have
By [18, Proposition 2.1], there exists a constant C 1 > 0 depending only on b andb such that
Part (ii). If (D) holds, then we have
for all i = 1, . . . , n. By [18, Proposition 2.1], there exists a constant C 1 > 0 depending only on
Step 2: Gaussian comparison forȲ n and bootstrap CUSUM statistic T * n . Let
be the sample covariance matrices based on the left and right observations at s, respectively.
and A * s = (a * 1s , . . . , a * ns ). Let e = (e 1 , . . . , e n ) . Then we can write
Since e ∼ N (0, Id n ), it follows that Z * n |X n 1 ∼ N (0, A * A * ). Next, we compute an explicit expression for the covariance matrix of Z * n given X n 1 . Some routine algebra show that for any
Then there exists a universal constant K 1 > 0 such that
Let∆ be a positive real number and E = {∆ ≤∆}. By [14, Lemma C.1], there exists a constant C 2 > 0 depending only on b such that on the event E, we have
Part (i). If (C) holds, then we choosē
Then there exists a constant
holds with probability at least 1 − γ. Combining (27) and (33), we obtain (10).
Part (ii). If (D) holds, then we choosē
holds with probability at least 1 − γ. Combining (28) and (35), we obtain (11).
Lemma 5.2 (Bound on max 1≤i≤4∆i ). Suppose H 0 is true and assume (A) and (B) hold. Let γ ∈ (0, e −1 ) and suppose that log(γ −1 ) ≤ K log(pn) for some constant K > 0. Let∆ i , i = 1, . . . , 4
be defined in (30) .
(i) If (C) holds and log 5 (np) ≤ s, then there exists a constant C > 0 depending only onb, K such that
(ii) If (D) holds with q ≥ 4, then there exists a constant C > 0 depending only onb, K, q such that
Proof of Corollary 3.2. Under H 0 , we write P = P 0 . Let Y n be a joint Gaussian random vector defined in (26) andȲ n = |Y n | ∞ . Let ρ (α) = P({T n ≤ q T * n (α)} {T n ≤ qȲ n (α)}) and A B = (A \ B) ∪ (B \ A) be the symmetric difference of two events A and B. Note that
By [14, Lemma C.3] , there exists a constant C > 0 only depending on b such that for any real number∆ > 0, we have
where∆ is defined in (31) .
Part (i). Assume (C) and choose∆ in (32). By Lemma 5.2, we have P(∆ >∆) < γ/2.
Combining with (27), we get (12) . Uniform convergence of P(T n ≤ q T * n (α)) to α follows by choosing γ = n −1 .
Part (ii)
. Assume (D) and choose∆ in (34) . By Lemma 5.2, we have P(∆ >∆) < γ/2.
Combining with (28), we get (13) . Uniform convergence of P(T n ≤ q T * n (α)) to α follows by
Proof of Theorem 3.3. Under H 1 , without loss of generality, we may assume µ = 0. Then
Observe that the CUSUM statistic (computed on X 1 , . . . , X n ) in (4) can be written as
is the mean shift. Note that |∆ s | ∞ reaches its maximum at s = m, i.e., max s≤s≤n−s
LetT n = max s≤s≤n−s |Z ξ n (s)| ∞ . Then we have
from which it follows that the type II error of our bootstrap test obeys
Let β n ∈ (0, 1) and∆ :
Clearly,∆ is a random quantity that is σ(X 1 , . . . , X n )-measurable. Then,
Observe that the distribution ofT n does not depend on δ n . Hence,T n has the same distributions as T n under H 0 .
) be a joint mean-zero Gaussian random vector in R (n−2s+1)p , where A is defined in (24) . DenoteȲ n = |Y n | ∞ . By the Gaussian approximation (27) , there exists a constant
holds for all t ∈ R. By [44, Lemma 2.2.2], Ȳ n ψ 2 ≤ C 2 log 1/2 (np), where C 2 > 0 is a constant depending only onb. So we have ∀t > 0,
Choosing t = C 3 [log(ζ −1 ) log(np)] 1/2 for some large enough constant C 3 > 0, we get P(Ȳ n > t) ≤ 2ζ C 2 3 /C 2 2 ≤ 2ζ. Now, take β n = C 1 1,n + 2ζ. Since qT
we deduce that
Next, we deal with q T * n (1 − α). Recall thatŜ − n,s andŜ + n,s are defined in (29) . By the Bonferroni inequality, we have 
Next, we bound the quantiles t n,α := Φ −1 (1 − α/(2np)). Recall that n ≥ 4, p ≥ 3, and α ∈ (0, 1).
Since Φ −1 (·) is a strictly increasing function, we have t n,α ≥ Φ −1 (23/24) > 1.73. By the standard Gaussian tail bound 1 − Φ(x) < φ(x)/x for all x > 0, we deduce that
Therefore, t n,α < 2 log(np/(2α)) and
for some universal constant
it follows from Lemma 5.2 that there exists a constant C 4 > 0 depending only onb, K such that
and the same probability bound holds for max s≤s≤n−s max 1≤j≤p |ξ − sj | 2 . Combining with (41), we deduce that there exists a constant C 5 > 0 depending only onb, K such that
Then (15) follows from the last inequality together with (14), (39) , and (40).
Part (ii). Assume (D)
. By the Gaussian approximation (28), there exists a constant
holds for all t ∈ R. By the same argument as in Part (i), we have (41) and (40) hold with β n = C 1 { 1,n + 2,n } + 2ζ. By Lemma 5.2, there exists a constant C 2 > 0 depending only on b, K, q such that
and the same probability bound holds for max s≤s≤n−s max 1≤j≤p |ξ − sj | 2 . Then the rest of the proof follows similar lines as in Part (i).
Lemma 5.3 (Bound onψ). Assume that X 1 , . . . , X n are independent random vectors that are generated from the model (1). Then we havē
Proof of Theorem 3.4. In this proof, we use K 1 , K 2 , . . . to denote universal constants. Note that
where ∆ s is defined in (37) . Therefore, |E[Z n (·)]| ∞ reaches its maximum at m and we have
So we get
Hence, for any 1 ≤ s ≤ n, we have
By the triangle inequality,
Combining the last inequality with (43) and using
Replacing s bym 1/2 and noticing that |Z n (m)| ∞ ≤ |Z n (m 1/2 )| ∞ , we obtain that
where the last step follows from the inequality
, where a is is defined in (24) .
Part (i). Assume (C)
. By [1, Theorem 4], we have ∀t > 0,
Choosing t = K 3b log(np) log(γ −1 ) in (45) for some large enough universal constant K 3 > 0, we deduce that there exists a constant C := C(b, K) > 0 such that
Combining the last inequality with (44), we obtain (18).
Part (ii)
. Assume (D) with q ≥ 2. By [2, Theorem 2], we have ∀t > 0,
where τ 2 and M have the same definitions as in Part (i). By [44, Lemma 2.2.2], we have
Combining the last inequality with (44), we obtain (19) .
Proof of Theorem 3.5. Without loss of generality, we may assume δ nj ≤ 0 for all 1 ≤ j ≤ p. In addition, we may assume that
in Part (i), and
in Part (ii), because otherwise (20) and (21) trivially hold by choosing the constant C > 0 large enough. Denote h(t m ) = t m ∧ (1 − t m ). To simplify the notation, we writẽ
where Z n (s) is defined in (4), andm =m 0 . Let j * be an index in {1, . . . , p} such that max 1≤j≤pZnj (m) =Z nj * (m). It is clear that j * is a random variable depending on m. By Lemma 5.4,Z nj * (m) = max 1≤j≤p |Z nj (m)| ≥ 0 holds with probability greater than 1 − γ/36. For r ≥ 1, observe that
Thus we have P(|tm − t m | > r/n) ≤ I + II, where
Because of the symmetry, we only deal with I since II obeys the same bound. Let
and G be the event where max s≥m+r |Z n (s)| ∞ is attained at the coordinates of j ∈ S, i.e.,
By Lemma 5.4, P(G) ≥ 1 − γ/18. From now on, our analysis will be restricted to events G and Z nj * (m) ≥ 0, where the union event holds for probability greater than 1 − γ/12. Note that |x| ≥ y ≥ 0 implies that either x − y ≥ 0 or x + y ≤ 0. Then we have
≤P max 
Since ξ i = X i − E(X i ) and δ nj ≤ 0 for all 1 ≤ j ≤ p, we have
Then we have III ≤ V + V I, where
Here the second inequality for bounding V is due to ξ 1 , . . . , ξ n are i.i. 
Then we have
Then we obtain that
So now we have I ≤ V + 2V I + 2V II + γ/12.
Part (i). Suppose (C) holds. To bound V, applying Lemma 5.1, we have for any u > 0 P max Note that τ 2 1 ≤ r −1b and
Using Lemma E.1 in [18] , we have
Therefore, we have
.
Let u * = C * (b, K)r −1/2 log 2 (np). Then it follows from the assumption log(1/γ) ≤ K log(np) that
Similarly, to bound VI, by Lemma 5.1, we have for any u > 0
Let u = C (b, K)n −1/2 log 1/2 (np). Then it yields that
For VII, notice that
Then it follows that
Now combining these estimates into (51), (52) , and (53), we conclude that I ≤ γ/2 holds under the assumption ( 
holds for all u > 0. Note that τ 2 1 ≤ r −1b , and for q ≥ 2 we have M 1 2 ≤ M 1 q with
Thus,
Then, we have
To bound VI, note that
where τ 2 2 and M 2 are defined the same as in in Part (i). Since τ 2 2 ≤ n −1b and
As log(γ −1 ) ≤ K log(np), we can take
For VII, notice that n log(np) max{1, γ −2/q n 2/q log(np)}. In addition, if δ nj ≤ 0 for all 1 ≤ j ≤ p, then P max 1≤j≤p Z nj (m) =Z nj * (m) ≥ 1 − γ/36 in both (i) and (ii), where j * ∈ {1, . . . , p} is defined asZ nj * (m) = max 1≤j≤pZnj (m). 
Then Y 1 , . . . , Y n is a sequence of independent mean-zero random matrices in R n×p . Note that
is an immediate consequence of Lemma E.3 in [18] .
Proof of Lemma 5.2. Part (i). Assume (C). Writê
By Part (i) of Lemma 5.1, there exists a universal constant K 1 > 0 such that for all t > 0,
Note that
By the Cauchy-Schwarz inequality and assumption (B), we have
By [18, Lemma E.1], there exists a universal constant K 3 > 0 such that
Therefore, we get
Choose t = C 1 s −1/2 log 1/2 (np) for some large enough constant C 1 := C 1 (b, K) ≥ 1. Using log(γ −1 ) ≤ K log(np) and log 5 (np) ≤ s, we obtain that
Since X 1 , . . . , X n are i.i.d. under H 0 ,∆ 1 and∆ 2 share the same distribution and therefore∆ 2 also obeys the bound (54).∆ 3 and∆ 4 can be dealt similarly. Indeed, by Lemma 5.1, there exists a universal constant K 5 > 0 such that for all t > 0, 
So it follows that
Using t = Cs −1/2 log 1/2 (np) log(γ −1 ), we get
Part (ii). Assume (D). By Part (ii) of Lemma 5.1, there exists a constant
such that for all t > 0,
where τ 2 and M have the same definition as in Part (i). As in Part (i), τ 2 ≤b 2 s −1 . Note that
Therefore, there exists a constant C 3 (q) > 0 such that
Now, choosing t = C 4 {s −1/2 log 1/2 (np) + γ −2/q s −1 n 2/q } for some large enough constant C 4 := C 4 (b, K, q) ≥ 1. Using log(γ −1 ) ≤ K log(np) and log 3 (np) ≤ n, we obtain that P ∆ 1 ≥ C 5 {s −1/2 log 3/2 (np) + γ −2/q s −1 n 2/q log(np)} ≤ γ/4.
Other terms∆ i , i = 2, 3, 4 can be similarly handled and details are omitted.
Proof of Lemma 5.3. Recall thatX − s = s −1 s i=1 X i ,X + s = (n − s) −1 n i=s+1 X i , andξ − s ,ξ + s are similarly defined by replacing X n 1 with ξ n 1 . Then, elementary calculations yield v is ξ i ≤K 3 log(np)τ + log(np) M 2 ≤K 3 b n log(np) +b log 2 (np) ≤C 1 (b, K) n log(np).
Thus we get
v is ξ i ≥ C 1 (b, K) n log(np) + t ≤ exp − 4t 2 3bn + 3 exp − t K 4b log(np) .
Choosing t = C 2 (b, K) n log(γ −1 ) and using log(γ −1 ) ≤ K log(np), we have v is ξ i ≤K 4 b n log(np) +bn 1/q log(np) .
v is ξ i ≥ C 5 (b, K) n log(np) + n 1/q log(np) + t ≤ exp − 4t 2 3bn + K 5 nb q t q .
Choosing t = C 6 (b, K, q){ n log(γ −1 ) + γ −1/q n 1/q } and using log(γ −1 ) ≤ K log(np), we have 
