We introduce a space-time discretization for linear first-order hyperbolic evolution systems using a discontinuous Galerkin approximation in space and a Petrov-Galerkin scheme in time. We show wellposedness and convergence of the discrete system. Then we introduce an adaptive strategy based on goaloriented dual-weighted error estimation. The full space-time linear system is solved with a parallel multilevel preconditioner. Numerical experiments for the linear transport equation and the Maxwell equation in 2D underline the efficiency of the overall adaptive solution process.
Introduction
Space-time methods for time-dependent PDEs discretize the full problem in the space-time cylinder, and then the corresponding large algebraic system is also solved for the full problem. This is in contrast to the method of lines or Rothe's method, which first use a discretization either in space or in time and then apply standard techniques for the other variable. Our methods are based on treating space and time simultaneously in a variational manner. Depending on the choice of the ansatz and the test spaces, the methods become either explicit or implicit. Explicit methods are computationally efficient but suffer from severe limitations for the time step size, where the length of the time edge of the space-time elements is restricted by the smallest local resolution scale in space. To circumvent these restrictions, we focus on implicit methods.
A fully implicit space-time approach allows for flexible adaptive discretizations which combine adaptivity in space with local time stepping. A further motivation for developing space-time methods is the design of modern computer facilities with an enormous number of processor cores, where the parallel realization of conventional methods becomes inefficient. Since these machines allow a fully implicit space-time approach, new parallel solution techniques are required to solve the huge linear systems, particularly for time-dependent applications in three spatial dimensions.
In recent years, discontinuous Galerkin (DG) methods in space have become very popular, see, e.g., [18] for time-dependent first-order systems, where this discretization is coupled with explicit time integration. An application of this method to acoustic and elastic waves is considered in [7] combined with an adaptive space-time hp-strategy. Here, we extend these spatial DG discretization by a Petrov-Galerkin method in time with continuous ansatz space and discontinuous test space (see, e.g., [3] ). A space-time method for elastic waves with a second-order formulation in space and implicit discontinuous Galerkin time discretization is considered in [22] .
An alternative discontinuous Petrov-Galerkin (DPG) approach is proposed by L. Demkowicz (see [6] for an overview and [9] for space-time applications) for general linear first-order systems, where weak approximations are constructed by introducing skeleton variables. The application of this technique to the timeharmonic case is analyzed in [32] . For acoustic and elastic waves, the hybridization in space (applied to the second-order formulation) is presented in [26] , and a hybrid space-time discontinuous Galerkin method is proposed in [29] . Both methods are implicit in every time slab, and only Dirichlet traces are used for the hybrid coupling. Space-time (Trefftz) discontinuous Galerkin methods for wave problems are analyzed in [8, 23] .
Error estimation for linear wave equations (considered as second-order equations) is studied in [3, 17, 27] and for more general hyperbolic systems in [21] . Simple residual error indications are not sufficient for wave problems since, in the hyperbolic case, the error is transported and thus not correlated to large local residuals. Reliable error control requires the adjoint problem, as it is introduced for goal-oriented techniques in [3] , to be solved. This technique requires a variational approach, since this allows for an error representation with respect to a given linear error functional.
In principle, all parallel solution methods in space apply also to implicit time integration schemes. Parallel strategies in time are studied extensively on the basis of the 'parareal' idea [2, 16, 24] . A general overview over the most popular algorithms and software packages is given in [13] . Methods such as MGRID [12] and PFASST [10] were developed under the aspect that they can be easily incorporated into existing time sequential code. In addition, solution concepts specially adapted to the full space-time problem were proposed. E.g., the wavefront method extends a spatial domain decomposition into time slices, see [14] for an application to the one-dimensional wave equation. In [15] a space-time multigrid method for parabolic problems is analyzed. A multigrid method for higher order discontinuous Galerkin discretizations of advection problems is proposed in [28] .
In this paper we present a fully implicit and parallel adaptive space-time discontinuous Galerkin discretization for linear first-order hyperbolic problems. The paper is structured as follows. In Section 2 we introduce a setting for linear hyperbolic operators by reference to applications in the field of linear transport and acoustic and electro-magnetic waves, and we establish the well-posedness of the space-time variational problem based on a technique developed in [31] . In Section 3, following the setting established in [20] , we consider a semi-discrete discontinuous Galerkin discretization in spatial direction with upwind flux. On this basis we define an implicit Petrov-Galerkin space-time discretization in Section 4, and we prove wellposedness of the discrete method and convergence on tensor product space-time meshes. In Section 5 we propose a goal-oriented space-time error indicator based on the explicit computation of the dual solution. In Section 6 a multilevel preconditioner with semi-coarsening first in time and then in space is defined. Within the parallel finite element software system M++ [30] the adaptive method and the multilevel solution method are realized in Section 7. Moreover, the efficiency of the full scheme is demonstrated for two models, the linear transport equation and Maxwell's equations in 2D.
A Space-Time Setting for Linear Hyperbolic Operators
Let Ω ⊆ ℝ D be a bounded Lipschitz domain, and let H ⊆ L (Ω) J be a Hilbert space with weighted inner product (v, w) H = (Mv, w) ,Ω , where M ∈ L ∞ (Ω) J×J is uniformly positive and symmetric. We consider a linear operator A : D(A) → H with domain D(A) ⊂ H. For given initial function u ∈ D(A), final time T > and right-hand side f ∈ L ( , T; H), we study the evolution equation
We specialize A to the case of linear balance laws determined by a flux function
In the subsequent analysis, we assume homogeneous initial and boundary conditions that are included in the domain D(L). Our considerations extend to initial values u ̸ = 0 by replacing f(t) with f(t) − Au in (2.1). Also inhomogeneous boundary conditions can be analyzed by modifying the right-hand side when the existence of a sufficiently smooth extension of the boundary data can be assumed.
We define the bilinear form b : V × W → ℝ with b(v, w) = (Lv, w) ,Q , and we establish the standard Babuška setting (see, e.g., [5, Theorem III.3.6] 
Proof. The continuity follows from the upper bound |b(v, w)| ≤ ‖v‖ V ‖w‖ W . To prove the inf-sup condition we first note that for all v ∈ C ( , T; D(A)) with v( ) = 0 we have
M∂ t v(s), v(s)
,Ω ds dt
where the final inequality follows from
The inf-sup stability ensures that the operator L ∈ L(V, W) is injective and that the range is closed. Thus, the operator is surjective by construction and the inverse L − is bounded in L(W, V). This yields directly the following result [5, Theorem III.3.6] .
satisfying the a priori bound ‖u‖ V ≤ T + ‖M − / f‖ ,Q .
A Semi-Discrete Discontinuous Galerkin Discretization in Space
In this section we consider the semi-discrete evolution equation
in a finite dimensional subspace H h ⊂ H associated to the mesh size h of the underlying mesh defined below. The discrete operator A h ∈ L(H h , H h ) will be constructed from a discontinuous Galerkin discretization. The discrete mass operator M h ∈ L(H h , H h ) is the Galerkin approximation of M defined by
Note that the discrete mass operator M h is represented by a block diagonal positive definite matrix. We assume that Ω is a bounded polyhedral Lipschitz domain decomposed into a finite number of open elements K ⊂ Ω such that Ω = ⋃ K∈K K, where K is the set of elements in space. Let F K be the set of faces of K, and for inner faces f ∈ F K let K f be the neighboring cell such that f = ∂K ∩ ∂K f , and let n K be the outer unit normal vector on ∂K. The outer unit normal vector field on ∂Ω is denoted by n.
Integration by parts of Av = div F(v) gives for smooth ansatz functions v and smooth test functions ϕ K ,
This formulation is now the basis for the discretization. We select polynomial degrees p K , and we define the local spaces H h,K = ℙ p K (K) J and the global discontinuous Galerkin space
where
is the upwind flux obtained from local solutions of Riemann problems, see [20, Section 2] . Again using integration by parts, we obtain
and
The upwind flux guarantees that the discrete operator is non-negative, i.e., (A h v h , v h ) ,Ω ≥ for v h ∈ H h . For the examples in Section 2, the numerical upwind flux in homogeneous media is given as follows (see [20] for the explicit solution of Riemann problems in heterogeneous media).
Linear Transport. We have n ⋅ F(u) = u n ⋅ q and
Electro-Magnetic Waves. We have n ⋅ F(E, H) = (−n × H, n × E) ⊤ and
The perfect conducting boundary conditions on f = ∂K ∩ ∂Ω are modeled by the (only virtual) definition of
A Petrov-Galerkin Space-Time Discretization
Let Q = ⋃ R∈R R be a decomposition of the space-time cylinder into space-time cells R = K × I with K ⊂ Ω and I = (t − , t + ) ⊂ ( , T); R denotes the set of space-time cells. For every R we choose local ansatz and test spaces
, and we define the global ansatz and test space
By construction, functions in W h are discontinuous in space and time, and functions in V h are continuous in
In addition we aim for dim(V h ) = dim(W h ), which restricts the choice of V h,R . In the most simple case this can be achieved for a tensor product space-time discretization with a fixed mesh K in space and a time series = t < t < ⋅ ⋅ ⋅ < t N = T, i.e., R = ⋃ K∈K ⋃ N n= K × (t n− , t n ). Then, we can select a discrete space H h with H h,K = ℙ p (K) J independently of t, and in every time slice we define W h,R = H h,K constant in time on R = K × (t n− , t n ). This yields in this case piecewise linear approximations in time,
a. x ∈ Ω and n = , . . . , N, and
In the general case, we select locally in space and time polynomial degrees p R and q R in R, and we set for the local test space
The discontinuous Galerkin operator in space is extended to the space-time setting defining
In order to show that a solution to our Petrov-Galerkin scheme exists, we check the inf-sup stability of the discrete bilinear form b h (⋅, ⋅) with respect to the discrete norm
For the verification of the inf-sup stability, we introduce the L -projection
Moreover, we define the non-negative weight function in time d T (t) = T − t, and we observe
Proof. Transferring the proof of Lemma 2.1 to the discrete setting yields
Referring to Theorem 2.2, Lemma 4.1 shows the existence of a unique discrete Petrov-Galerkin solution (provided that the assumptions in Lemma 4.1 are satisfied).
The convergence will be analyzed with respect to the discrete norm ‖⋅‖ V h . For v ∈ V the consistency of the numerical flux in (4.1) yields
. This shows that A h and thus also ‖⋅‖ V h can be evaluated in V + V h and that b h (⋅, ⋅) is continuous with respect to this extension.
Theorem 4.3.
Let u ∈ V be the solution of (2.2) and u h ∈ V h its approximation solving (4.3). Then, we have
If in addition the solution is sufficiently smooth, we obtain the a priori error estimate
for t, x and p, q ≥ with t
Proof. The consistency (3.1) of the discontinuous Galerkin method yields
and thus also consistency of the Petrov-Galerkin setting, i.e.,
This gives for all v h ∈ V h and w h ∈ W h ,
and thus
Now we assume that the solution is regular satisfying
J is a suitable Clément-type interpolation operator. By standard assumptions on the right-hand side and the mesh regularity we obtain a bound depending on t in time and x in space.
We check the assumptions of Lemma 4.1 for the special case of a tensor product discretization where the polynomial degrees in time are fixed on every time slice I = (t n− , t n ) ⊂ ( , T) and the polynomial degrees in space are fixed on every K ⊂ Ω. Then we have the local spaces
on a space-time cell R = K × I ∈ R, i.e., p R = p K and q R = q I . Note that for q I ≡ the Petrov-Galerkin method in time is equivalent to the implicit midpoint rule, see also [3] .
Lemma 4.4.
In the case of tensor product space-time discretizations, condition (4.2) is satisfied, i.e., for v h ∈ V h we have
Proof. Let H h be the discontinuous Galerkin space in Ω with H h,K = ℙ p K (K). In the tensor product case, for v h ∈ V h and w h ∈ W h representations exist in the form
with orthonormal Legendre polynomials λ I,k ∈ ℙ k in L (I) and ψ I,k , ϕ I,k ∈ H h . We observe 
we obtain in the tensor product case A h = A h Π h and thus 
Duality Based Goal-Oriented Error Estimation
In order to develop an adaptive strategy for the selection of the local polynomial degrees p R , q R we derive an error indicator with respect to a given linear goal functional E ∈ W ὔ . Following the framework in [4] , we define the adjoint problem and solve the dual problem. Then, the error is estimated in terms of the local residual and the dual weight. The adjoint operator L * = −∂ t + A * in space and time is defined on the adjoint Hilbert space
Note that we have w(T) = 0 for w ∈ V * , so that the adjoint space-time problem can be solved backward in time. In case of the linear hyperbolic problems discussed in Section 2 it holds
For the evaluation of the error functional E we introduce the dual solution u * ∈ V * with (w, L * u * ) ,Q = ⟨E, w⟩, w ∈ W.
Let u ∈ V be the solution of (2.2), and u h ∈ V h its approximation solving (4.3). Now we derive an exact error representation for the error functional in the case that the dual solution is sufficiently smooth such that u * (⋅, t)| f ∈ L (f) J for all faces f ∈ F h and a.a. t ∈ ( , T). Inserting the consistency of the numerical flux (3.2) and using (5.1) yields for all w h ∈ W h ,
From this error representation, inserting some projection w h = Π h u * , we obtain the estimate
However, this bound cannot be used since it depends on the unknown function u * . In applications, the following heuristic error bound is used instead. Let u * h ∈ W h be a numerical approximation of the dual solution given by
using the transposed finite element matrix). Then we replace the projection error u
where I h is a higher-order recovery operator (or a lower order interpolation operator). Then, the right-hand side of the error bound (5.2) is replaced by ∑ R∈R η R with
These terms contain the given data functions f and M and are computed by a quadrature formula. Alternatively a term ‖f − f h − (M − M h )∂ t u h ‖ ,R could be separated to control this data error. Usually, this error contribution is of minor importance. This is especially the case in our numerical examples.
Remark 5.1. The error indicator construction extends to nonlinear goal functionals E ∈ C (W). Then, the dual solution u * ∈ V * depends on the primal solution, i.e.,
The estimate (5.2) applies also to |E(u) − E(u h )|, since we have [19] 
and the second term is quadratic in ‖u − u h ‖ ,Q and will thus be neglected. In our numerical examples E ὔὔ is constant.
Space-Time Multilevel Preconditioner
In this section we address the numerical aspects in particular solution methods for the discrete hyperbolic space-time problem. First we describe the realization of our discretization using nodal basis functions in space and time, and then a multilevel preconditioner is introduced, and it is tested for different settings to derive a suitable solution strategy.
Nodal Discretization.
Here we consider the case of a tensor product space-time mesh R = ⋃ N n= R n with time slices R n = ⋃ K∈K K × (t n− , t n ) and variable polynomial degrees p R , q R in every space-time cell R. Let {ψ n R,j } j= ,...,dim W h,R be a basis of W h,R and define 
and the right-hand side f = (f , . . . , u N ) with f n j,R = (f, ψ n R,j ) ,R . Sequentially, this system can be solved by a block-Gauss-Seidel method (corresponding to implicit time integration),
provided that D n can be inverted efficiently. In parallel, this requires a distribution only in space (see Figure 1) . Here, we discuss parallel multilevel preconditioners with a distribution of the full space-time mesh, cf. Figure 2 .
Multilevel Methods. For space-time multilevel preconditioners we consider hierarchies in space and time. Therefore, let R , be the coarse space-time mesh, and let R l,k be the discretization obtained by l = , . . . , l max uniform refinements in space and k = , . . . , k max refinements in time. Let V l,k be the approximation spaces on R l,k with fixed polynomial degrees p R ≡ p and q R ≡ q. Let L l,k be the corresponding matrix representations of the discrete operator L h in V l,k . The multilevel preconditioner combines smoothing operations on different levels and requires transfer matrices between the levels. Since the spaces are nested, we can define prolongation matrices P For the smoothing operations on level (l, k) we consider the block-Jacobi preconditioner or the blockGauss-Seidel preconditioner (where all components corresponding to a space-time cell R build blocks) with damping parameter θ l,k . The corresponding iteration matrices are given by 
with Jacobi smoothing (cf. Figure 3) , and restricting in space yields
with Gauss-Seidel smoothing, cf. Figure 4 for an illustration of the two options and Algorithm 1 for the recursive realization of the multilevel preconditioner.
The different multilevel strategies are tested for the linear transport equation with fixed polynomial degrees (p, q) = ( , ). We consider a divergence-free vector field q(x) = π (−x , x ) ⊤ on Ω = (− , ) with homogeneous right-hand side f = , constant density ρ ≡ , final time T = , and starting with a 2D Gaussian pulse u (x) = exp(− . ((x − ) + x ) ).
Several tests indicate that a block-Jacobi smoother with ν l,k = smoothing steps and damping parameter θ J = . in time, and a block-Gauss-Seidel smoother with ν h = pre-and postsmoothing steps and no damping (θ GS = ) in space is a suitable choice. The contraction number of the two-level method on different space-time meshes R l,k is estimated by the averaged convergence rate of the preconditioned linear iteration Table 1 . One observes that coarsening in time leads to stable multilevel behavior (the number of iteration steps is bounded by a constant) as long as k − l ≥ , i.e., the ratio between t and x is bounded. For coarsening in Table 1 . Degrees of freedom of the transport example in the space-time domain on different space-time levels (starting with = × space-time cells in R , ), and iteration steps and averaged rates for a residual reduction by the factor − of the linear iteration with two-level multilevel preconditioners in time or space.
space, we observe that the iteration steps are independent of the time level k, but not bounded in l. At least the increase is small enough to achieve a benefit by using a multilevel method. For higher spatial dimensions D > coarsening in space is cheaper than coarsening in time, since refining in time doubles the effort whereas refining in space increases the effort by a factor D > .
This and the previous observations motivate a strategy for the space-time multilevel solver, where we at first only coarse in space until the lowest spatial level is reached. Afterwards we coarse in time up to a lowest temporal level where t/ x is still small enough. The full multilevel V-cycle is illustrated in Figure 5 .
The results for this strategy applied to the test problem are given in Table 2 . Due to the problems, observed for the two-level in space strategy, we achieve a moderate growth of iteration steps, when refining in space. We observe the same behavior for a 2D Maxwell test problem in Q = ( , ) × ( , ), where the initial and boundary conditions are given by
, see Table 3 . Table 3 . Degrees of freedom for the Maxwell example in the space-time domain on different space-time meshes (starting with = × space-time cells in R , ), and iteration steps and averaged rates for a full space-time multilevel method for the Maxwell example with Jacobi smoothing in time (ν l,k = , θ l,k = . ) and Gauss-Seidel smoothing in space (ν l,k = ).
In the adaptive case a coarse cell may correspond to a set of fine space-time cells of different polynomial degrees. To set up a polynomial distribution on the subspaces V l− ,k or V l,k− (and correspondingly on W l− ,k or W l,k− ) which does not impair the convergence rate, we apply the following strategy. For every coarse cell we use the highest polynomial degree in space and time on the subset of fine cells. Hence, we interpolate all solutions on the fine cells to this highest polynomial degree and use the restriction or prolongation matrices of the uniformly refined case. For the adaptive computations in the next section we observe the same (cf. Tables 4 and 5 Table 7 . Uniform vs. adaptive refinement on = × space-time cells distributed to 1024 processes (ϑ = 1e-3, E ex = 4.0257e-1). On level 3 and 4 the effort is estimated, since we were not able to compute the reference values with uniform refinement. Algorithm 2. Adaptive algorithm 1: assemble the linear system L u = f with low-order polynomial degrees 2: compute u h by using GMRES with multilevel preconditioner 3: while max R (p R ) < p max and max R (q R ) < q max do 4: compute u * h and a recovery I h u * h 5:
compute η R on every cell R 6:
increase polynomial degrees on marked cells 8: redistribute cells on processes for better load balancing 9: compute u h with a new distribution of p R and q R
Numerical Tests for Space-Time Adaptivity
Finally, we present results for the full adaptive method. We test the convergence properties for two examples, the linear transport equation for a configuration with known solution, which serves as a test problem to verify our methods, and a more sophisticated configuration for electro-magnetic waves in two spatial dimensions which is closer to practical applications. Here we use a generalized minimal residual solver (GMRES) equipped with the multilevel preconditioner from Section 6 and a residual reduction of − as stopping criterion. The adaptive strategy is described in Algorithm 2 depending on a parameter ϑ < for the adaptive selection criterion.
Linear Transport. In the following numerical example we investigate the performance and reliability of our p-adaptive algorithm in comparison with uniform refinement for the example on the previous section. Since the characteristics for the transport vector q(x) = π (−x , x ) ⊤ are circles, we find u(x, ) = u (x). We start with an initial coarse mesh with = × space-time cells which is refined 3 times in space and time to 524 288 cells. The coarse problem is solved by using a parallel direct solver [25] . Furthermore we use loworder polynomial degrees (p, q) = ( , ) as initial distribution on Q. In this test we aim to minimize the error E = |E(u) − E(u h )| towards the quadratic energy functional
using the dual error indicator derived in Section 5. Hence the adaptive strategy minimizes the energy error in Q. The exact solution of the dual problem
with homogeneous Dirichlet boundary conditions is given by u * (x, t)
Thus, u * also corresponds to a Gaussian pulse (traveling backwards in time). Figure 6 shows the adaptive solution in the space time domain. In comparison with Figure 7 we see that highest polynomial degrees are only used in areas where the pulse is actually located, whereas lowest polynomial degrees are used everywhere else. The adaptive results are given in Table 5 and Figure 8 . First we observe that the estimation for the dual error e * h = u * h − I h u * h approximates the exact dual error e * = u * − u * h well. Using the solutions u and u h , the exact errors E = |E(u) − E(u h )| and ‖u h (T) − u(T)‖ ,Ω can be computed. Furthermore E can be estimated using (5.2) with approximations e * h and u h . These results, denoted as E h , almost coincide with E. Finally, the sum over all cell-wise estimated errors η R = ∑ R∈R η R computed by (5.2) shows the same asymptotic behavior, which is required for reliable error estimation.
The benefit of adaptive strategies becomes clear in Figure 9 , where we compare the adaptive solution with a uniformly refined solution (see Table 4 ). On the last refinement level we achieve the same errors E and ‖u h (T) − u(T)‖ ,Ω by using only approximately . million degrees of freedom. This corresponds to a reduction of about % compared to the uniformly refined case. The benefit depends on the underlying problem. But if the solution is strongly located (e.g., a Gaussian pulse or a single wavefront) or one is only interested in small parts of the solution (as in our next example), it is possible to save a large amount of computational resources.
Electro-Magnetic Waves. We consider a 2D transverse electric wave u = (H , H , E ) ⊤ with wavelength λ = .
It is scattered by a double slit with slit gap a = and slit width b = . The scattered wave enters the computational domain Q = ( , ) × (− , ) × ( , ) on the left (see Figure 10 ). Furthermore we apply constant material parameters μ = ε = and reflecting boundary conditions. Behind the double slit one observes a diffraction pattern with several local intensity extrema. In applications one is often only interested in certain small parts of the scattered wave. Therefore we choose the region of interest as S = ( . , ) × ( , ) × ( , ) to resolve the first minimum at the right end of our computational domain as good as possible. Hence the energy error This corresponds to a screen or receiver somewhere in S to receive and measure the scattered wave as illustrated in Figure 10 . Since in this setting the exact value of E(u) is not known, we approximate E by extrapolation:
We perform two tests on two different levels with 256 and 1024 processes, respectively. In the first case the initial coarse mesh consists of = × space-time cells and is refined 2 times in space and time up to 606 208 cells. We use 256 processes to compute a uniform and an adaptive refined solution. Similarly to the first example we observe from Table 6 that the estimated value of the error functional coincidences in both cases and we are able save about 73% of the degrees of freedom.
In the second case we use 1024 processes for a problem that is refined once more in space and time up to 4 849 664 cells. To be able do some reasonable load balancing according to the degrees of freedom on each cell, we have to refine the coarse mesh too (i.e., × cells). For all tests up space-time degrees of freedom, we see from Table 7 that we save about 79% of the degrees of freedom and hence are still able to compute an accurate adaptive solution (with respect to E). In both cases we used a Gauss-Seidel preconditioned GMRES solver for the coarse problem. Figure 11 shows the time evolution of the scattered wave computed on 1024 processes. The diffraction pattern and the result of the adaptive error estimation are clearly visible. The adaptive solution uses highest polynomial degrees in areas where it is necessary to have a high resolution in S and lowest polynomial everywhere else.
All numerical results where computed with 256 or 1024 processes on the ForHLR cluster at KIT, where a node contains two Intel Xeon E5-2670 v2 (2.5 GHz, 10 cores) and 64 GB memory.
Conclusion
We have demonstrated for the linear transport equation and for polarized waves in 2D that discontinuous Galerkin methods in space combined with a Petrov-Galerkin discretization in time yield a stable scheme. The numerical results confirm that a dual weighted error estimator together with a space-time multigrid strategy is efficient. It remains an open question to provide convergence estimates for the adaptive scheme and to derive bounds for the condition number of the multigrid preconditioner. Moreover, the extension to 3D simulation will be a challenge for the next generation of massive parallel machines.
