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Finalmente, para realizar la selección entre una población X y un candidato de la 
población niutada Y se aplica el critero de aceptación metrópolis a cada elemento de X 
y Y. Esto define una familia de operadores de aceptación Ap : RN x RN H ON, la cual es 
descrita en el Algoritmo 4. 
Operador Ap (X, Y) 
Para todos los elementos z k  E X,yk E Y hacer: 
Hacer AU = U(yk) - U(xk) 
Si AU 5 O, hacer uk = yk; 
Si AU > O, hacer uk = y,+ con prob. exp[-pAU] 
uk = x k  con prob. (1 - exp[-pAU]) 
Hacer Ap(X,Y) = ( ~ 1 , - - - , U N )  
Algoritmo 4 
Algoritmo general de búsqueda estocástica 
Definición 
El algoritmo general de búsqueda estocástica (AGBE) se define por el sistema dinámico 
con 
= Sy(x(t)) 
donde en general los parámetros P, p, J y y pueden ser variables en el tiempo y la población 
inicial x ( O )  es determinada de forma aleatoria. 
Se pueden determinar de forma simple los valores específicos de los parámetros para los 
siguientes casos: 
- para recocido simulado (RS) clásico con N puntos de inicio: J = y = O ; P incre- 
ment ándose; 
- estrategia evolutiva: ,B = J = 0; 
- algoritmo genético: ,O = 0; 
- recocido simulado paralelo recombinado : y = O ; P incrementándose. 
Se pueden encontrar valores apropiados diferentes de cero para todos los parámetros para 
incrementar la eficacia de los algoritmos. Las pruebas de convergencia pueden verse en la 
referencia 15. 
430 S. Botello, J.L. Marroquín y E. Oñate 
Estudiaremos el con~portamiento del AGBE para un problema "acadén~ico": la opti- 
mización de estructuras plaiias con rótulas6 que puede ser utilizada para soportar el techo 
de llaves industriales. 
La optimización de la estructura consiste en eiicontar la sección transversal de cada 
elemento (de un conjunto discreto, por ejemplo, de un catálogo), de tal forma que todos las 
tensiones que se encuentren sobre ella sean menores que u11 valor permisible, y el peso total 
de la estructura sea lo menor posible. 
Llanlando x(e) la entrada de catálogo seleccionada para cada elemento e de la estructura, 
la funcióil de costo a ser minimizada será 
donde p,, A, y Le son el peso específico, la sección transversal de catálogo x(e) y la longitud 
del elemento e; 60, es la cantidad de tensión que excede el valor máximo permisible y X un 
factor de penalización para la tensión en exceso (en nuestro caso consideramos X = IOOOQ). 
En la Figura 1 se muestra la estructura con rótulas, la cual se encuentra sujeta a 11 
cargas horizontales de 4,994 kg cada una de ellas y con condiciones de apoyo en su base. El 
material utilizado para todas las barras es acero con un módulo elástico de 2 , l  x lo6 kg/cm2 
y la tensión máxima permisible es de 3,500 kg/cm2. Las secciones transversales posibles van 
de 0,l  hasta 50,l cm con incrementos de 0,5 cm2, de tal forma que el espacio de estados 
para cada elemento es de tamaño 100. Considerando de antemano que la estructura debe de 
ser simétrica, se determinan solamente 25 tipos de materiales en las 49 barras que forman 
la estructura. 
Figura 1. Estructura de barras unidas con rótulas de una nave iridustrial utilizada para 
ericontar su peso mínimo cumpliendo condiciones de servicio 
Consideramos una población de tamaño N = 20 y optimizamos la estructura para 
diferentes parámetros del AGBE. Los resultados se muestran en la Figura 2. Podemos ver 
en (a) los resultados obtenidos con los parámetros ,6 = 1,01, p = 0,1, y = 1 (con escalado 
lineal) y [ = O, 8 que ofrecen la mejor relación entre velocidad de convergencia y calidad de 
la solución. En uiia máquina con 20 procesadores podríamos obtener resultados 20 veces 
más rápidos que los que se obtinen utilizando un algoritmo de RS. En (b) se muestran las 
diferentes trayectorias para RS con diferentes temperaturas. Notar que en una máquina 
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secuencial. El comportamiento óptimo (en términos de la carga computacional total y la 
calidad de la solución) se obtiene precisamente en este caso 15. 
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Iteración 
Figura 2. Resultados de la optimización en peso de la estructura de la nave industrial de la 
Figura 1. (a) Coniportaniiento de la convergencia (sobre 20 corridas Moxitt:Carlo) 
de: estrategia evolutiva (líiiea discoiitinua delgada), algoritmos genéticos (líriea 
discontiniia gruesa), AGBE para 6 = O sin cross-over (línea discontinua), ItSI'It 
(línea punteada) y AGBE con cross over (línea sólida). (b) Coiriportaiiiierito del 
RS convencional para el problema de la nave industrial para = 1,001 (curva 
piiiiteada gruesa), /3 = 1,0002 (curva punteada) y /3 = 1,0001 (curva sólida). La 
líriea liorizontal indica el peso obteiiido para AGBE después dc 1500 iteracioncs 
(Notar que las escalas en (a) y (b) soii diferentes) 
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Como otro ejemplo se presenta la optimización de un puente formado de 213 barras con un 
máxiiiio de 96 tipos de barras diferentes (por condiciones de simetría), con una longitud de 
24 metros de claro (formado por 12 celdas de 2 metros cada una), con una altura máxima 
de la estructura de 8 metros, sujeta a una carga carga uniforme de 800 kilogramos por 
cada celda y una carga lateral que tiene un valor niáxiino en su extremo superior de 1000 
kilogramos (Figura 3). El catálogo utilizado es de la empresa AHMSA (Altos Hornos de 
México, S.A.), en el que se incluyen 233 perfiles estructurales. 
Figura 3. Estructura de barras unidas con rótulas para un puente de 24 tiietros de claro 
para ser optimizado con un catálogo de seccioiies real 
Figura 4. Resultados de la optiruización en peso de la estructura del puente de la Figura 3. 
Coiriportairiieiito de la convergencia para recocido sitiiulado RS utilizaiido rc- 
ducción de la tensión permisible en diseíío de elementos (línea continua) y siti 
utilizar dicha reduccióri (línea discoritinua) 
El acero utilizado tiene una fluencia de 2500 kg/cm2. En dicho catálogo encontramos 
el área y los momentos de inercia en ejes principales de cada uno de los perfiles. Para 
realizar el diseño de los elementos se utilizaron las especificaciones del AISC (American 
Institute of Steel Coiistruction) bajo concepto de tensiones de servicio. La función de costo 
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utilizada es similar a la descrita en (10). El tamaño de la población utilizada es de 1 (dado 
que trabajamos en una máquina con un sólo procesador), con un factor de ,f? = 1,001, 
realizando 20000 iteraciones. El resultado del comportamiento de la optiinización puede 
verse en la Figura 4. E11 la referencia15 se muestran las secciones finales recomendadas, 
indicándose adeinás un porcentaje de eficiencia de tensiones de trabajo contra resistentes 
en cada una de ellas. Cabe destacar que la estructura tiene un peso menor cuando no se 
considera el efecto de reducción de resistencia para tensiones de coinpresión, conlo es lógico 
esperar. 
CONCLUSIONES 
Se presenta una familia de búsqueda estocástica en paralelo de cuatro parámetros que 
incluye como casos particulares varias técnicas populares, como son los algoritmos genéticos, 
estrategias evolutivas y recocido sin~ulado (con múltiples puntos de inicio) y algunas técnicas 
híbridas como el recocido simulado paralelo reconlbinado. También se incluye un nuevo 
algoritmo que combina el recocido simulado en paralelo con selección. 
El hecho de tener una familia paramétrica de algoritmos abre la posibilidad de utilizar 
técnicas de búsqueda numérica para encontar los parámetros óptimos para cada clase de 
problemas en particular. Experiinentalrnente, pudimos determinar que estos parámetros 
óptimos se encuentran en general en el interior de un espacio de parámetros. 
Los mejores resultados se obtuvieron para técnicas de recocido simulado en paralelo 
con interacción ya sea con la selección o con cruzainiento, ambos con aproximadamente el 
mismo tipo de respuesta. Para el caso en que los elementos de una cadena de cromosomas 
no tengan interaccioiles localizadas, el efecto del cruzamiento es menor que el de selección1', 
motivo por el cual la forma más general de obtener una buena solución consiste en utilizar 
el AGBE combinando la selección con el cruzamiento, obteniendo de esta forma en general, 
los resultados mejores y más robustos. 
La rapidez de la convergencia del algoritmo implica que el tanzaño de la población se 
incremente; sin embargo la carga computacional se aumenta. El mejor de los resultados 
puede ser obtenido utilizando máquinas paralelas donde el número de procesadores sea igual 
al número de poblaciones, de tal forma que un procesador es asignado a cada individuo. En 
particular para máquinas en serie, los mejores resultados se obtienen utilizando el algoritmo 
común de recocido simulado, exceptuando los casos en que se prefiere obtener una solucióii 
razonable (alrededor de un subóptimo) en el menor tiempo posible. En este caso el AGBE 
con una población de pequeño tamaño (por ejemplo N = 4) se pueden obtener buenos 
resultados y una muy buena relación entre calidad y costo coinputacioilal, trabajando en 
máquinas de un sólo procesador. 
Finalmente, se puede considerar extender el algoritmo con más operadores y parámetros. 
Un candidato es incluir la diversidad de forina explícita. Sin embargo en algunos casos puede 
ser posible obtener mejores resultados, si exceptuanlos el caso en que se desean obtener todos 
los óptimos11. La ganancia obtenida por este operador adicional es menor que el costo de 
encontrar los valores óptimos del nuevo parámetro. 
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