ABSTRACT
INTRODUCTION
The Gumbel type-II distribution was introduced by German mathematician Emil Gumbel (1891 Gumbel ( -1911 in 1958, and is useful in predicting the chance of meteorological phenomena, such as annual flood flows, earthquakes, and other natural disasters. It has also been found to be satisfactory in describing the life expectancy of components. The The corresponding probability density function (PDF) of (1) Recently, many authors have contributed to statistical methodology and characterization of Gumbel type-II distribution. For example, Kotz and Nadarajah (2000) discussed some properties of Gumbel distribution. Feroze and Aslam (2012) considered Bayesian analysis of Gumbel type-II distribution under doubly censored samples using different loss functions. Corsini et al. (2002) discussed the maximum likelihood (ML) algorithms and Cramer-Rao (CR) bounds for the location and scale parameters of the Gumbel distribution. Ali Mousa et al. (2002) studied the Bayesian estimation in order to analyze both the parameters of Gumbel distribution based on record values. Similarly, Malinowska and Szynal (2008) obtained Bayesian estimators for two parameters of a Gumbel distribution based on kth lower record values. Nadarajah and Kotz (2004) introduced beta Gumbel (BG) distribution which provides closed-form expressions for the moments, asymptotic distribution of extreme order statistics as well as discussed the maximum likelihood estimation procedure. Miladinovic and Tsokos (2009) studied the sensitivity of Bayesian reliability estimates for modified Gumbel failure models under five different parametric priors using squared error loss function. Al-Baidhani and Sinclair (1987) and Hossain and Howlader (1996) studied different estimation methods in case of complete samples. However, Bayesian estimations under different loss functions are not frequently discussed. Bayesian estimators under different loss functions involve integral expressions, which are not analytically solvable. Therefore, Lindley's approximation technique is suitable for solving such problems.
The main objective of this study is to develop the Bayesian estimators under different loss functions and compare them with maximum likelihood estimators (MLEs) in terms of bias and mean squared error (MSE) of the estimate. The rest of the paper is organized as follows. In Section 2, the MLEs and observed Fisher information matrix for Data Science Journal, Volume 12, 10 August 2013 parameters are derived. Bayesian estimation under LINEX (linear exponential) loss function and general entropy loss function are discussed in Section 3. Simulation study is presented in Section 4, and one real data set is analyzed in Section 5. Finally, conclusion is given in Section 6. 
MAXIMUM LIKELIHOOD ESTIMATION
Then the log-likelihood function can be written as
. 
BAYESIAN ESTIMATION
In Bayesian estimation, we consider two types of loss functions. The first one is LINEX loss function, which is asymmetric. The LINEX loss function was introduced by Varian (1975) , and several authors, such as Basu and Ebrahimi (1991) , Rojo (1987) , and Nassar and Eissa (2004) , have used this loss function in different estimation problems. This function rises approximately exponentially on one side of zero and approximately linearly on the other side. The LINEX loss function can be expressed as (5) is is discussed in Calabria and Pulcini (1996) . The second type of loss function is the generalization of the entropy loss, which is discussed by Dey and Liu (1992) and Dey (1987) . The general entropy loss is defined as
where  is an estimate of  . The Bayes estimator relative to the general entropy loss is
exists and is finite. For k=1, the Bayes estimator (9) coincides with the Bayes estimator under the weighted squared error loss function, and for k= -1, the Bayes estimator (9) coincides with the Bayes estimator under the squared error loss function. Further, the Bayesian estimators under LINEX loss function and general entropy loss function are provided in Appendix.
SIMULATION STUDY
To compare the performance of theoretical results, the samples are generated from Gumbel type-II distribution using the inverse transformation technique by considering different values of parameters. Sample size is varied to observe the effect of small and large samples on the estimators. For each sample size, we compute maximum likelihood estimates of  and  and the Bayesian estimates under LINEX loss and entropy loss were computed using
Laplace's approximation and Lindley's approximation respectively. 
DATA ANALYSIS
In this section we consider the real data set obtained from Nichols and Padgett (2006) , which represents the breaking stress of carbon fibres (in Gba). The data consist of 100 observations and are presented in Table 5 . Table 5 . Breaking stress of carbon fibres (in Gba). 3.7, 2.74, 2.73, 2.5, 3.6, 3.11, 3.27, 2.87, 1.47, 3.11, 4.42, 2.41, 3.19, 3.22, 1.69, 3.28, 3.09, 1.87, 3.15, 4.9, 3.75, 2.43, 2.95, 2.97, 3.39, 2.96, 2.53, 2.67, 2.93, 3.22, 3.39, 2.81, 4.2, 3.33, 2.55, 3.31, 3.31, 2.85, 2.56, 3.56, 3.15, 2.35, 2.55, 2.59, 2.38, 2.81, 2.77, 2.17, 2.83, 1.92, 1.41, 3.68, 2.97, 1.36, 0.98, 2.76, 4.91, 3.68, 1.84, 1.59,3.19, 1.57, 0.81, 5.56, 1.73 The point estimates of α and β and their standard deviations (SD) are summarized in Table 6 . It is observed that the Bayesian estimates under general entropy loss function and LINEX loss function are close to the ML estimates. When we compare the ML estimators with Bayesian estimators using Lindley's approximation in terms of their standard deviations, the approximate Bayesian estimators perform better than the MLEs. 
CONCLUSION
In this paper we consider classical and Bayesian estimators under the assumption of LINEX loss and general entropy loss functions. Neither Bayesian nor maximum likelihood estimators can be obtained in closed forms. Lindley's approximation is used to obtain the Bayesian estimates, and it is concluded that the approximation works very well even for small sample sizes though the computation of Lindley's technique based on the maximum likelihood estimators. We compare the performance of different methods by Monte Carlo simulations. Simulations showed that the Bayesian estimators under general entropy loss function and LINEX loss function perform better than the maximum likelihood estimators. However, it is observed that for large sample sizes the Bayesian and maximum likelihood estimates become closer in terms of their MSEs.
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