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Abstract
In this paper the reader is introduced to an algorithm that revolutionized the complexity of problems that could be handled in
electromagnetics in the past decennium. The algorithm, called fast multipole method, has allowed the solution of problems with
many millions of degrees of freedom with reasonable computer resources. The method is explained on different levels of abstraction.
It is illustrated by means of a wire scattering problem that is applied for the exact simulation of a piece of metamaterial with a
negative index of refraction. It is the ﬁrst time that an exact numerical veriﬁcation of the lens effect in a negative index metamaterial
is performed.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
One of the effects of Moore’s law is the fact that simulations of ever larger and more complex problems are possible.
However, the invention of new algorithms often allows for a much more dramatic increase in the complexity of problems
that can be handled. One such example is the fast multipole method (FMM) and its multilevel extension called the
multilevel fast multipole algorithm (MLFMA).
The FMM method ﬁnds its origin in interstellar interaction problems where the interactions between N objects are
calculated. A direct calculation of these interactions requires O(N2) operations and O(N2) memory capacity to store
them. An FMM as developed in [7] reduces the complexity of this problem to O(N) operations and O(N) memory
capacity. [7] deals with a Laplacian problem. The method has been extended to wave equation problems in [12] and
later a multilevel version has been developed, the MLFMA, in [10]. The MLFMA for so-called method of moments
(MoM) problems has a computational complexity of O(N) or O(N logN) and also a memory requirement of O(N) or
O(N logN) depending on the geometry.
In this paper we will provide the reader with an introduction to FMM and MLFMA. First, by application to a
many particle problem, the concept of FMM will be explained. Then we explain the difference between low and high
frequency multipole methods. To mathematically illustrate the method we consider the problem of the scattering of
electromagnetic waves by thin wire structures. This problem is described by an integral equation that is solved by
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the Galerkin MoM on which we apply the MLFMA. Finally, we use this technique, to illustrate the scattering by a
so-called negative index material that is artiﬁcially constructed by a complex wire conﬁguration embedded in a host
medium.
This paper does not aim to give a full review of FMM and MLFMA, nor proposes to provide the reader with all
technical details to solve the wire scattering problem. We rather want to provide the reader with a touch of FMM and
MLFMA at different levels of abstraction allowing him or her to grasp the ideas behind these methods as being used in
electromagnetics. Perhaps, this will allow the reader to study these techniques more profoundly and lead him or her to
use these algorithms in other ﬁelds of interest. For a rather thorough introduction in FMM and MLFMA we refer the
reader to [2].
2. Many particle problem
To gain some insight in FMM it is useful to consider a set of N mutually interacting particles. One could think of a
set of point charges as in an ionized plasma or a set of masses as the stars in a galaxy. Let Fij denote the force exerted
by particle j on particle i. Hence, the total force acting on particle i is
Fi =
N∑
j=1
Fij . (1)
If one wants to simulate the evolution of the interacting particles, using e.g. a ﬁnite difference approximation applied on
the equations of motion, one needs to evaluate the forces Fi , i=1, . . . , N , at each time step. This means a computational
complexity of O(N2). For large problems this soon becomes unacceptable.
Consider a cloud of particles that is far away from two other particles A and B as shown in Fig. 1. To calculate the
force exerted by the particles in the cloud on A and B it is obvious that one could replace the particles in the cloud by
one large equivalent particle at its “centre of mass”, i.e. a monopole representation, and just calculate the interaction
between this equivalent particle and A and B as shown in Fig. 2. To increase the accuracy of the interaction one could
also add a dipole, quadrupole, etc … to the “centre of mass” of the cloud.
To calculate the interactions between all particles, in a large set of N particles, one divides this set into a num-
ber of clouds, each containing a certain amount of particles as shown in Fig. 3. The interaction between parti-
cles that are in clouds that are separated far from each other are calculated using the multipole expansion as
explained above. Interactions between particles in clouds that are close to each other or between particles within
one cloud are calculated individually. It is clear that this procedure will drastically reduce the computational
complexity.
This procedure could be improved further by clustering clouds in larger clouds and so on in order to obtain a
hierarchical tree-like structure of clouds. In this way one can show that the computational complexity for a dense
three-dimensional set of particles reduces to O(N).
A
B
Fig. 1. A cloud of particles interacting with two other particles A and B.
A
B
Fig. 2. An equivalent particle (monopole) interacting with two other particles A and B.
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Fig. 3. A number of clouds. The long arrow represents a multipole interaction between two well separated clouds. The small arrows represent
individual interactions.
3. Method of moments for thin wires
Consider a current density j(r) with corresponding charge density (r) = − 1j∇ · j(r) embedded in free space. We
assume a time-harmonic regime with ejt time dependence. The electric ﬁeld generated by j(r) is given by [15]
e(r) = −j0
∫
V
G(r|r′)j(r′) dV ′ − 1
0
∇
∫
V
G(r|r′)(r′) dV ′, (2)
with the free space Green function G(r|r′) given by
G(r|r′) = 1
4
e−jk0|r−r′|
|r − r′| . (3)
k0 = √00 with 0 is the permittivity and 0 the permeability of free space.
Now consider a thin perfect electric conducting wire with radius a subject to an incident electric ﬁeld ei (r). This
ﬁeld will induce surface current densities j(r) on the wire generating a scattered electric ﬁeld es(r) that will cancel
the tangential component of the incident electric ﬁeld on the surface of the wire. Since we assume a thin wire we can
assume that the current is ﬂowing on the axis of the wire and that we impose the cancellation of the tangential total
electric ﬁeld e(r) = ei (r) + es(r) also on the axis of the wire. We come back to this assumption later on. This allows
us to write the following integral equation for the current on the wire:
lim
r→c e
i (r).u(r) = lim
r→c
[
j0
∫
c
G(r|r′)u(r) · j(r′) dc′ + 1
0
u(r) · ∇
∫
c
G(r|r′)(r′) dc′
]
, (4)
with c the curve describing the wire (See Fig. 4) and u(r) the unit vector tangent to the wire at the point r.
To solve this integral equation we use a Galerkin MoM. To this end the wire is divided into a number of segments
and the current along the wire is represented by an expansion in triangular basis functions ti (r) as indicated in Fig. 4.
Hence, we can expand the current density as
j(r) =
N∑
i=1
Ii ti(r)u(r), (5)
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c
ti(r)
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j(r)
u(r)
j(r).u(r)
Fig. 4. A thin wire.
with Ii , i =1, . . . , N , the discrete unknowns of the problem. If pi(r)=∇ · [ti (r)u(r)] then we can represent the charge
density as
(r) = − 1j
N∑
i=1
Iipi(r). (6)
An equation for the N unknowns Ii , i=1, . . . , N , is obtained by imposing the integral equation (4) in an average sense,
by testing it with the functions ti (r), i=1, . . . , N . This leads, after some manipulations, to a linear system of equations
of the form
Z · I = V, (7)
with
Zij = j0
∫
ci
∫
cj
ti (r)tj (r
′)G(r|r′) dc′ dc + 1
j0
∫
ci
∫
cj
pi(r)pj (r
′)G(r|r′) dc′ dc, (8)
and
Vi =
∫
ci
ti (r)e
i (r).u(r) dc, (9)
where ci is the support of ti (r) along the wire. The expression (8) is only valid when there is no overlap between ci and
cj . In the opposite case the expression (8) will be singular. This can be resolved by incorporating the ﬁnite diameter of
the wire in those cases. Since, for the remainder of this paper, it is not relevant how this is done, and since this can be
found in many basic textbooks [14] we will not pursue this issue. The integrations in (8) and (9) are typically performed
numerically using Gaussian quadrature rules [1].
The solution of the linear system (7) solves the problem.
4. FMM
4.1. Iterative solution
The linear system (7) can be solved using direct methods such as LU decomposition [6]. These direct solvers require
O(N3) operations. Another approach is to use an iterative solver where iterative guesses Ii are inserted in the left-hand
side of (7) until it equals the right-hand side V up to a prescribed accuracy. Each iteration requires the multiplications
of Z with a new guess Ii consuming O(N2) operations. The total computational cost if P iterations are necessary is
O(PN2). If P is much lower than N the gain using an iterative solution is dramatic.
Different iterative solution techniques exist [6]. The most common ones are Jacobi, Gauss-Siedel and conjugate
gradient based techniques such as the stabilized bi-conjugate gradient technique and TFQMR.
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Fig. 5. Two interacting groups in the low frequency limit.
The bottleneck of the solution now remains the calculation of the matrix vector products Z · Ii . Such a product can
be seen as the calculation of the ﬁelds generated by N sources in N points, where the sources and the ﬁeld points are on
the same locations. Differently we could see this as the interaction between N objects where the interaction between
two objects j and k is described by ZjkIi,k . Such an N object interaction problem can be solved efﬁciently using the
technique as qualitatively explained in Section 2.
4.2. Low frequency FMM
Suppose that the wire structure under consideration is small with respect to the wavelength. However, the geometry
of the wire is complex requiring a large number of discretisation segments. We divide the segments into a number of
groups each containing a certain amount of segments. Let us assume for simplicity that this amount is the same for each
group and equal to M. The situation is depicted in Fig. 5 where two groups GJ and GI of the wire structure are shown.
Suppose that we want to evaluate the ﬁeld in group GI due to the sources in group GJ . This interaction is described by
the submatrix ZIJ of Z. Suppose also that GJ and GI are well separated. Because the groups are small compared to
the wavelength the ﬁeld emanating from group GJ will be rather smooth after some distance from the group GJ . This
means that this ﬁeld can be described by a limited number of degrees of freedom A that is much smaller than M and
that the rank of ZIJ approximately is A. Let Ii,J be the currents in group GJ at iteration i then the product ZIJ · Ii,J
can be evaluated much faster using a singular value decomposition of ZIJ =U
T
IJ ·IJ · V IJ where only the largest A
singular values are retained in IJ , which then has dimensions A × A.
Instead of using a singular value decomposition one could as well use a multipole expansion of the ﬁeld generated
by the sources in group GJ . The number of multipoles B needed to describe the ﬁeld emanating from group GJ will
also be much smaller than M. The matrix ZIJ is now expanded as ZIJ = P
L
I · T
L
IJ · Q
L
J , where Q
L
J represents the
expansion in multipoles of the sources in group GJ around its centre, where T
L
IJ is a translation matrix to translate the
multipole expansion from the centre of GJ to the centre of GI and where P
L
J assembles the incoming multipoles to
calculate the ﬁelds in the different segments in group GI . The translation matrix T
L
IJ is a dense matrix, has dimensions
B × B and is much smaller than the matrix ZIJ with dimensions M × M . This multipole decomposition of the ﬁeld
explains the name “fast multipole method”.
In both cases the interactions between groups that are not well separated are calculated directly using ZIJ .
4.3. High frequency FMM
Now suppose that the wire structure is large with respect to the wavelength. The situation is now depicted in Fig. 6.
Since group GJ is comparable to the wavelength and the number of segments M inside GJ is limited the ﬁeld generated
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GJ
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Fig. 6. Two interacting groups in the high frequency limit.
by the sources in GJ will, even after some distance, still have a complex structure with a number of degrees of freedom
comparable to M. Hence, a singular value decomposition will not provide any advantage. Also a multipole expansion
will not be efﬁcient since the number of multipoles will be large and the process will be numerically unstable.
The solution is to use an expansion of ZIJ , when GI and GJ are well separated, of the form ZIJ =P
H
I · T
H
IJ ·Q
H
J ,
where Q
H
J represents the expansion in plane waves of group GJ , where T
H
IJ is a translation matrix to translate the
plane waves from GJ to GI and where P
H
J assembles the incoming plane waves to calculate the ﬁelds in the different
segments in group GI . The translation matrix T
H
IJ now is a diagonal matrix of dimensions comparable to those of ZIJ .
Again interactions between groups that are not well separated are calculated directly using ZIJ .
4.4. Multilevel FMM
Both low and high frequency FMMs can be enhanced by using them in a hierarchical multilevel scheme. Groups
can be clustered in groups of groups and so on. In this way a tree-like structure is generated. The calculation of the
ﬁeld at a certain point due to a certain source is performed at the highest possible level in the tree, i.e. in the largest
possible groups to which the source and the ﬁeld point belong provided that these two groups are well separated such
that the matrix expansion ZIJ =P I · T IJ ·QJ is valid. The calculation of multipole expansions on a given level from
the multipole expansions of the level below is done in the same way as calculating the multipole expansions on the
lowest level from the sources. The same is valid for the plane wave expansion in the high frequency FMM.
5. Low frequency FMM for wire structures
We will now brieﬂy explain the mathematics behind the low frequency FMM applied to wire structures.As mentioned
above the segments are grouped into a number of groups and instead of calculating the individual interactions between
each pair of segments the interactions are calculated groupwise. This is illustrated in Fig. 7. In the integral equation (4)
the interaction between a segment located at rs and a segment located at ro is described by the Green function G(ro|rs)
given by, and mathematically expressed through, the following expansion of the Green function:
G(ro|rs) = 14
e−jk0|ro−rs |
|ro − rs | = −
jk0
4
h
(2)
0 (k0|ro − rs |), (10)
with h(2)0 the spherical Hankel function of second kind and order 0. We simpliﬁed the situation somewhat by neglecting
the integrations over basis and test functions and assuming just pointwise interactions. Nevertheless, those basis and
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Fig. 7. Two segments at rs and ro in two groups with centres Rs and Ro.
test function integrations can be seen as a number of pointwise interactions after discretising them using Gaussian
quadrature rules.
Now we make use of the following addition theorem:
h
(2)
0 (k0|ro − rs |) =
∑
L1
∑
L2
0,L1(rs − Rs)	L1,L2(Ro − Rs)L2,0(Ro − ro), (11)
where Rs and Ro, respectively, are the centres of the source and the observation group and where rs and ro are two
arbitrary points on the segments in the source and observation groups. Li is a multiindex of the form (li , mi) where
li = 0, 1, . . . ,+∞ and mi = −li , . . . , 0, . . . , li . Further we have that
	L1,L2(r) =
∑
L3
4j l1+l2−l3h(2)l3 (k0r)Yl3,m3(
,)AL1,L2,L3 , (12)
L1,L2(r) =
∑
L3
4j l1+l2−l3jl3(k0r)Yl3,m3(
,)AL1,L2,L3 , (13)
with jl the spherical Bessel function of order l, with (r, 
,) the spherical coordinates of r, and with Yl,m(
,) the
spherical harmonics deﬁned as
Yl,m(
,) =
√
2l + 1
4
(l − m)!
(l + m)!P
m
l (cos 
)e
jm
, (14)
for m0 and Yl,m(
,)= (−1)mY ∗l,−m(
,) for m< 0 where Pml (cos 
) is the associated Legendre function. Finally
AL1,L2,L3 is given by
AL1,L2,L3 = (−1)m
√
1
4
(2l1 + 1)(2l2 + 1)(2l3 + 1)
×
(
l1 l2 l3
0 0 0
)(
l1 l2 l3
−m1 m2 m3
)
, (15)
where the Wigner 3j -symbols are used [8].
The ﬁrst part of the addition theorem (11) represents the expansion in multipoles of the sources in the source group
and is called the aggregation. The second part in (11) represents the translation of the multipoles from the source group
to the observation group. Finally the last part in (11) combines the different multipoles again at the different observation
points and is called the disaggregation. In practice the summations over l1 and l2 will be limited to a number associated
to a requested accuracy. In practice one would also have to normalize the spherical Bessel and Hankel functions in
order to overcome numerical overﬂow or underﬂow. Remark that (11) has indeed the structure ZIJ = P
L
I · T
L
IJ · Q
L
J
as explained in Section 4.2.
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Fig. 8. A unit cell with two orthogonal bow-tie wire elements.
x
y
z
source
1 m
2 m
Fig. 9. A cubic periodic lattice of unit cells constituting a piece of metamaterial.
Applying this in a multilevel scheme is mathematically rather straightforward. E.g. when adding one extra level (11)
becomes
h
(2)
0 (k0|ro − rs |)
=
∑
L1,...,L4
0,L1(rs − R1s )L1,L2(R1s − R2s )
× 	L2,L3(R2o − R2s )L3,L4(R2o − R1o)L4,0(R1o − ro), (16)
536 F. Olyslager et al. / Journal of Computational and Applied Mathematics 215 (2008) 528–537
−5 −3 −1 1 3 5 7 9 11
x
y
8
7
6
5
4
3
2
1
0
−1
−2
Fig. 10. Scattered ﬁeld in the horizontal plane containing the source of the structure of Fig. 9.
where R1o and R1s are the group centres on the lowest level and where R2o and R2s are the group centres on the highest
level.
6. Some recent advances in FMM
In a general scattering problem one is often confronted by smaller geometrical details compared to the wavelength
requiring a low frequency FMM, whereas the total structure itself extends to many wavelengths meriting a high
frequency FMM. Combining both methods is not so easy and recent research has been devoted to ﬁnding a uniform
MLFMA that is valid for all frequencies. Strategies e.g. aim at incorporating evanescent plane waves into the high
frequency MLFMA in order to keep it applicable to low frequencies [3].
The Green functions in the integral equations need not be restricted to those of free space case. Recently, techniques
have been developed to apply MLFMA to more complex Green functions that are not available under closed form. In
particular we mention Green functions for layered media where techniques have been proposed in [9,16].
The FMM is not limited to frequency domain. In [5] the plane-wave time domain method was developed that extends
MLFMA to time domain integral equation problems.
7. Example
In recent years the interest in so-called metamaterials has increased dramatically. A metamaterial is an artiﬁcial
material that is composed of a number of small inclusions that are embedded in a host medium. The properties of
the inclusions can drastically change the effective material parameters of the host medium. By including small loops
and wires in a host medium it is possible to obtain a medium that behaves as a homogeneous medium with negative
permittivity and negative permeability in certain frequency bands. This was experimentally veriﬁed in [13]. A material
with negative permittivity and negative permeability is also called a negative index medium. In [11] it was argued that
a slab of negative index material acts as a perfect lens, i.e. it focuses a point source on one side of the slab into a point
on the other side of the slab irrespective of the wavelength and hence without any aberrations.
In this example we consider a metamaterial where the inclusions are bow-tie wire elements. A unit cell with two
orthogonal bow-tie elements is shown in Fig. 8. The unit cells are periodically stacked in a cubic lattice of 7×4×7 unit
cells as shown in Fig. 9. The frequency is chosen such that the free space wavelength  is 3.52m. Each bow-tie element
is discretised using the MoM into 18 segments yielding 36 unknowns for each cell, or a total of 7056 unknowns. A
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point source is placed at a distance of 2m centred in front of the slab and the scattered ﬁeld by the slab is calculated. The
result in the horizontal plane through the source is shown in Fig. 10. Such bow-tie elements yield negative permittivity
and permeability in certain frequency bands [4]. A focusing effect is clearly visible at the opposite side of the slab
indicating that the metamaterial indeed behaves as a negative index material. The focusing effect is not perfect due
to the limited number of cells in the slab and due to its ﬁnite and still relatively small dimensions. The asymmetry is
due to the asymmetric ﬁlling of the unit cell. The memory requirements were around 100 MByte and about 5000 s of
CPU-time were needed on a 2 GHz Pentium PC to solve the problem.
8. Conclusion
In this paper the FMM was explained on different levels of abstraction. The method was mathematically explained
by considering the scattering of electromagnetic waves at a set of thin wires. This allowed us to numerically verify for
the ﬁrst time the lens effect of a negative index material composed of periodic arrangement of many wire elements
embedded in free space.
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