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Las aplicaciones de técnicas provenientes de la Geometría Diferencial moderna y
la Topología han ayudado a una mayor comprensión de los problemas provenientes
de la teoría de Sistemas Dinámicos. Estas aplicaciones han reformulado la mecánica
analítica y clásica en un lenguaje geométrico que junto a nuevos métodos analíticos,
topológicos y numéricos conforman una nueva área de investigación en matemática
y física llamada Mecánica Geométrica.
La Mecánica Geométrica se configura como un punto de encuentro de disciplinas
diversas como la Mecánica, la Geometría, el Análisis, el Álgebra, el Análisis Numé-
rico, las Ecuaciones en Derivadas Parciales, entre otras. Actualmente, la Mecánica
Geométrica es un área de investigación pujante con fructíferas conexiones con otras
disciplinas como la Teoría de Control no-lineal y los Sistemas Dinámicos.
El objetivo de la Teoría de Control es determinar el comportamiento de un sistema
dinámico por medio de acciones externas de forma que se cumplan ciertas condiciones
prefijadas, como por ejemplo, que haya un extremo fijo, los dos, que ciertas variables
no alcancen algunos valores u otro tipo de situaciones más o menos complicadas.
Las aplicaciones de la Mecánica Geométrica en Teoría de Control han causado gran-
des progresos de esta área de investigación. Por otro lado, los sistemas híbridos son
sistemas dinámicos que poseen dos componentes particulares en su dinámica: una
dinámica a tiempo continua y una dinámica discreta. Estos sistemas son capaces de
modelar varios sistemas ingenieriles como por ejemplo robots bípedos y el trabajo
cooperativo con drones.
La teoría de reducción es uno de los temas más estudiados de la Mecánica Geo-
métrica. El punto de partida de todos los trabajos que estudian este tema es eliminar
variables asociadas con un grupo de simetrías para reducir los grados de libertad
de un sistema mecánico. En Mecánica Geométrica, las variedades simplécticas son
utilizadas como espacios de fases de momentos, es decir, fibrados cotangentes en un
espacio de configuración Q. En ese caso, las variedades simplécticas son los espacios
naturales en las cuales se realiza la formulación Hamiltoniana de la Mecánica Clásica
en el sentido autónomo. Dado un grupo de Lie, si el grupo de Lie actúa en Q, enton-
ces se puede reducir la variedad simpléctica T ∗Q con respecto a la correspondiente
acción levantada al cotangente y la aplicación momento canónica.
Una de la formulaciones modernas de la teoría de reducción es conocida como re-
ducción simpléctica o reducción de Marsden-Weinstein. La idea principal es la siguien-
te: suponer que un grupo de Lie actúa simplécticamente en una variedad simpléctica
y que la aplicación momento está dada. El conjunto de nivel de esta aplicación, está
equipado con una 2-forma canónica cerrada que generalmente no es no-degenerada.
Bajo ciertas condiciones, se puede cocientar con respecto al grupo de isotropía para
así eliminar las variables degeneradas y obtener una nueva 2-forma que resulta ser
simpléctica. En el marco de sistemas que dependen explícitamente del tiempo, la
situación es diferente. El espacio de configuraciones es una variedad diferenciable con
su parte en el conjunto de números reales. Entonces, el espacio de fases es un fibrado
cotangente T ∗Q×R que extiende T ∗Q. En este sentido, uno puede pensar en aplicar
nuevamente los resultados conocidos a este nuevo marco y realizar una teoría análoga
dependiente en el tiempo.
En esta Tesis, el estudio de reducción por simetrías para sistemas Lagrangianos y
Hamiltonianos híbridos es desarrollado en profundidad generalizando los resultados
ya conocidos. Todos los distintos procesos de reducción que aparecen en mecánica
de sistemas a tiempo continuo, de una u otra manera, pueden ser llevados a cabo en
el contexto híbrido y así conseguir un sistema equivalente (que luego recuperará la
solución del original) más fácil de resolver.
El presente trabajo de investigación incluye nuevos resultados en el área de la Me-
cánica Geométrica que permiten el estudio de sistemas mecánicos (en particular sobre
técnicas de reducción aplicadas en distintos contextos), su aplicación a la teoría de
control y a los sistemas híbridos con y sin dependencia del tiempo. Presentamos una
nueva formulación geométrica para la dinámica de los sistemas mecánicos de orden
superior reducidos y la existencia de términos magnéticos, tanto en estos sistemas
como en los sistemas mecánicos híbridos, que aparecen luego de aplicar un proceso de
reducción Hamiltoniana. El trabajo desarrollado en esta Tesis contribuye a la Mecá-
nica de Orden Superior, la Mecánica Discreta, la Teoría de reducción, la estabilidad
y reducción de los Sistemas Mecánicos Híbridos, la Geometría Cosimpléctica y la
Teoría de Control Geométrico.
Introducción
La Mecánica Geométrica estudia, entre otros tópicos de la Física Matemática,
las formulaciones Lagrangiana y Hamiltoniana de la Mecánica utilizando técnicas de
Geometría Diferencial. De esta manera se enriquece el estudio de las ecuaciones de
movimiento de muchos sistemas mecánicos provenientes de las áreas de ingeniería y
física teórica ya que se explora la estructura geométrica de los mismos. El énfasis
en la geometría se realiza como un intento de entender cualitativamente, entre otras
cosas, la dinámica de diversos sistemas mecánicos. También se encuentran ventajas,
por ejemplo, que permiten diseñar métodos numéricos para integrar ecuaciones de
movimiento.
Uno de los principales intereses de la mecánica geométrica es el estudio de los sis-
temas que presentan simetrías dadas por la acción de un grupo de Lie sobre el espacio
de configuraciones del sistema. La descripción geométrica de la mecánica Lagrangia-
na y Hamiltoniana tiene la ventaja de brindar ecuaciones de movimiento intrínsecas
y globales que son invariantes respecto a cambios de coordenadas en el espacio de
configuración. Para un sistema con n grados de libertad, la mecánica Lagrangiana da
lugar a un sistema de n ecuaciones diferenciales ordinarias de segundo orden llamadas
ecuaciones de Euler-Lagrange que, dada una condición inicial, determinan comple-
tamente la evolución del sistema. La descripción Hamiltoniana (que es localmente
equivalente a la Lagrangiana, cuando el Lagrangiano es regular), en cambio, describe
la evolución mediante un sistema de 2n ecuaciones diferenciales ordinarias de primer
orden denominadas ecuaciones de Hamilton.
Cuando un sistema mecánico presenta una simetría es natural plantear el proble-
ma de eliminar los grados de libertad que resultan irrelevantes para obtener ecua-
ciones de movimiento que involucren sólo a las variables físicamente relevantes. Este
proceso suele llamarse reducción de la simetría del sistema.
La teoría de reducción ha jugado un papel importante en el estudio de los sis-
temas dinámicos tanto en matemática como en física, y en particular en el campo
de la mecánica geométrica. Algunas de las diversas áreas que se relacionan con el
estudio de la teoría de reducción para sistemas dinámicos son, por ejemplo geometría
simpléctica, teoría de grupos de Lie, sistemas integrables y teoría de estabilidad. El
crecimiento en número de investigaciones que relacionan estas técnicas en la última
década es la mejor evidencia del interés de las comunidades matemática y física en
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este tema. Vamos a asumir que la estrategia de reducción en sistemas dinámicos con
simetrías de un grupo no es completamente nuevo para el lector. En líneas genera-
les, uno intenta hacer uso de la simetría del sistema para simplificar las ecuaciones
dinámicas en un conjunto de ecuaciones reducidas, por un lado, y el conjunto de
ecuaciones de reconstrucción, por otro lado. El sistema reducido muchas veces está
definido en un espacio con un número menor de grados de libertad y por lo tanto
se espera que sus ecuaciones de movimiento sean más fáciles de resolver. Cuando la
solución del sistema reducido es conocida entonces la solución completa se obtiene
mediante ecuaciones de reconstrucción que codifican la relación entre las soluciones
del espacio reducido y el original. En mecánica geométrica, existen básicamente dos
teorías generales de reducción, que corresponden a las dos formulaciones clásicas de
la mecánica. En este sentido, uno puede decir que la reducción Hamiltoniana se basa
en considerar una reducción de la estructura geométrica subyacente, mientras que
la reducción Lagrangiana se basa en reducir un principio variacional. Pero, como es
usual, la terminología es cuestionable. Por ejemplo, a través del proceso de reduc-
ción clásico de Routh para sistemas Lagrangianos con simetrías puede realizarse una
genuina reducción simpléctica de Marsden-Weinstein para sistemas Lagrangianos.
Hay una clase de teorías de reducción que da cuenta de cantidades conservadas
de un grupo de simetrías G. En este caso, uno primero restringe la atención la sub-
variedad dada por el conjunto de cantidades conservadas, y luego sólo considera las
clases de equivalencia por el grupo de simetrías de la subvariedad, que es, en general,
un subgrupo propio de G. En realidad la acción del grupo de simetrías en el caso
de los sistemas Lagrangianos o Hamiltonianos relacionan la existencia de integrales
primeras de la dinámica y resulta que han sido muy fructíferos en la teoría de reduc-
ción moderna. El Teorema de Noether es el que hace referencia a la relación entre
simetrías y cantidades conservadas de un sistema aunque por razones históricas esta
terminología es usualmente reservada sólo para el formalismo Lagrangiano. En el caso
donde (P,Ω) es una variedad simpléctica, un camino es construir integrales primeras
de las ecuaciones de Hamilton a partir de una aplicación momento J : P → g∗ que
pueden ser equivariante o no con respecto a la acción coadjunta de G en g∗, donde g∗
denota el dual del algebra de Lie asociada con el grupo de Lie G. Si fijamos un valor
regular µ ∈ g∗ de J , la subvariedad J−1(µ) es invariante bajo Gµ (subgrupo de G
que describe la isotropía de µ), y el espacio de órbitas J−1(µ)/Gµ puede ser dotado
de una estructura simpléctica canónicamente definida.
El Teorema de reducción simpléctica se aplica directamente al caso de la dinámica
Hamiltoniana, donde la variedad simpléctica (T ∗Q,ΩQ) es el fibrado cotangente del
espacio de configuración Q y ΩQ es su estructura simpléctica canónica. Este caso in-
cluye muchos de los teoremas de reducción, tales como la reducción para la familia de
integrales de Liouville y Jacobi. Sorprendentemente, si bien los principales resultados
de esta reducción simpléctica son bien conocidos y estudiados por varias décadas,
su contraparte Lagrangiana que es llamada reducción de Routh ha despertado gran
interés en los últimos años.
El método de Routh es aplicable a Lagrangianos L con coordenadas cíclicas,
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situación que identificamos con grupos de simetrías abelianos. El mismo Routh fue
capaz de eliminar estas variables usando la conservación del momento. Este método
puede ser generalizado para acciones de grupos no abelianos, y este contexto es
precisamente el punto de partida de esta tesis.
Los sistemas Lagrangianos standar se pueden generalizar y dan lugar a los lla-
mados sistemas Lagrangianos magnéticos. Esta clase de sistemas dan un enfoque
sistemático de los diferentes aspectos de la reducción de Routh ya que ésta puede
ser entendida como una técnica de reducción en la clase de sistemas Lagrangianos
magnéticos.
Muchas teorías físicas se formulan con Lagrangianos de orden superior, es decir
que no sólo dependen de las posiciones y velocidades del sistema, sino de las ace-
leraciones y derivadas de mayor orden. Por ejemplo, el Lagrangiano de la teoría de
la relatividad de Einstein contiene derivadas de segundo orden del campo métrico.
También, si consideramos la formulación Hamiltoniana de los sistemas no lineales
descriptos por las ecuaciones de Korteweg, obtenemos que ésta involucra un Lagran-
giano de orden superior. Dos ejemplos clásicos de Lagrangianos de segundo orden
aparecen en la teoría elástica del rayo y la del movimiento de la partícula rotando
por traslaciones centrales. Por otro lado, Lagrangianos de orden superior aparecen
cuando se estudia, por ejemplo, la acción de gravitación de Einstein-Hilbert.
Todos estos ejemplos admiten simetrías, y entonces resulta interesante el estudio
de aplicaciones momento para sistemas Lagrangianos de orden superior con simetrías.
Esto es uno de los puntos principales a estudiar en este trabajo ya que buscamos
generalizar los resultados presentados en [37] y poder caracterizar el espacio reducido
del lado Hamiltoniano y la forma simpléctica reducida.
En la primera parte de esta tesis consideramos sistemas mecánicos de orden su-
perior y generalizamos el formalismo de las ecuaciones de Euler-Lagrange de orden
superior para sistemas Lagrangianos que presentan un término magnético. Estos sis-
temas son obtenidos luego de aplicar un proceso de reducción a un Lagrangiano de
orden “k”. El término magnético aparece como una deformación de la 2-forma ca-
nónica en el espacio reducido. Se ve que, bajo hipótesis de regularidad, la forma
simpléctica Lagrangiana es el pull-back, vía la Transformada de Legendre de orden
superior, de una 2-forma simpléctica del cotangente reducido.
Otro tipo de sistemas que resultan sumamente interesantes para estudiar por su
aplicación a la robótica, son los llamados sistemas mecánicos híbridos. Los sistemas
híbridos son sistemas dinámicos que poseen dos componentes en su dinámica de na-
turaleza diferentes: una continua y una discreta. Los sistemas híbridos son capaces
de modelar varios sistemas físicos, como por ejemplo, sistemas múltiples UAV [60],
[81], sistemas computacionales embebidos [24], [67], [40], vehículos móbiles subactua-
dos [36] y robots bípedos. En este último caso el movimiento de la pierna antes del
impacto con el suelo viene descripto por un sistema dinámico a tiempo continuo, y
cuando el pie toca al suelo hay una transición dada por una aplicación discreta que
6 INTRODUCCIÓN
produce un cambio en las condiciones iniciales de sistema, ver por ejemplo Figura 1
y [79], [80], [82].
Figura 1: Caminata de los robots bípedos como un sistema híbrido
Los sistemas híbridos simples son una clase de sistemas dinámicos introducidos
en [54], llamados de esta manera por su formulación simple. Estos sistemas híbridos
están caracterizados por una 4-upla H = (D,X, S,R) donde D es una variedad
diferenciable, el dominio, X es un campo vectorial diferenciable en D, S es una
subvariedad de D con co-dimensión 1 llamada superficie de impacto, y R : S → D
una aplicación diferenciable denominada aplicación de impacto. Esta clase de sistemas
híbridos fueron principalmente empleados para entender propiedades de locomoción
para bípedos e insectos ([5], [49], [86]). Cuando el campo vectorial X está asociado
a un sistema mecánico (Lagrangiano o Hamiltoniano), se han considerados enfoques
alternativos para el sistema mecánico con restricciones ([25], [26], [52], [51] y [55]).
Uno de los resultados más importantes de este trabajo consiste en establecer los
ingredientes fundamentales para formular la mecánica geométrica de los sistemas
híbridos. El estudio de reducción de simetrías para sistemas Lagrangianos y Hamil-
tonianos híbridos es desarrollado en el Capítulo 4 de esta tesis y resulta un paralelo
de los distintos procesos de reducción considerados para los sistemas mecánicos a
tiempo continuo. Tal estudio construye un puente entre la mecánica geométrica y
una clase muy importante de sistemas dinámicos estudiados en el área de robótica.
En sistemas dinámicos, las simetrías son transformaciones en el espacio de es-
tados que dejan las ecuaciones de movimiento invariantes. Una clase de simetrías
que naturalmente aparece en los sistemas mecánicos son las llamadas simetrías de
tiempo reversibles. Estas simetrías, como su nombre indica, dejan las ecuaciones de
movimiento invariantes si el tiempo se invierte; es decir, presentan invarianza bajo la
transformación t 7→ −t.
La comprensión del comportamiento cualitativo de un sistema dinámico en base
de las propiedades de sus órbitas periódicas ha sido un tema de sumo interés en
la investigación de los sistemas dinámicos desde los estudios de Poincaré [71]. Los
INTRODUCCIÓN 7
resultados relativos a órbitas periódicas son el caso más conocido y para su estudio
se usan resultados de los sistemas dinámicos reversibles. Por ejemplo, se han usado
las simetrías tiempo dependientes para encontrar órbitas periódicas que han sido
empleadas en las restricciones del problema de 3 cuerpos en aerodinámica [9].
Si un sistema dinámico exhibe una simetría, se tiene una cantidad conservada que
permite realizar la reducción de un grado de libertad. Generalmente en el caso de los
robots bípedos la simetría aparece en el ángulo de inclinación (ver Figura 2).
Figura 2: Simetría
Como ya dijimos uno de los procesos de reducción clásica en mecánica es llamado
método de reducción de Routh [42]. En los últimos años hubo un crecimiento intere-
sante en el uso del método de Routh, principalmente motivado por aplicaciones físicas
([16], [38], [58], [59]). Para sistemas híbridos, el método de Routh fue introducido por
A. Ames y S. Satry y lo aplicaron en el contexto de locomoción bípeda ([4], [5], [8]).
En este trabajo incorporamos el enfoque anterior estudiando las condiciones suficien-
tes para las cuales los sistemas Routhianos híbridos simples exhiben una solución
periódica.
La búsqueda de ciclos límites en sistemas híbridos es un campo de investigación
en robótica y control automático comunitario. Por ejemplo los trabajos de Mc’Geer
están relacionados con el estudio de la caminata para caminantes de dinámica pasiva
([21],[66]). En este contexto, el estudio de la estabilidad de órbitas ha sido el análisis
más explorado en este campo, la descripción cualitativa para la dinámica híbrida en
direcciones que son transversales a las que definen las órbitas periódicas. El método
de aplicación de Poincaré es una herramienta fundamental para el estudio de la
estabilidad de órbitas de ese paso de caminata ([47], [45], [74], [75], [85], [86]). En la
mayoría de los estudios analizados se emplea este enfoque, asumiendo la existencia
de soluciones de órbitas periódicas. Entonces uno realiza el análisis de estabilidad
correspondiente de las órbitas por examinación de los autovalores de la linealización
de la aplicación de Poincaré. Resultados similares para sistemas híbridos simples (no
Routhianos) relacionados con la existencia de soluciones periódicas pueden verse en
[11] y [23]. Condiciones suficientes para la existencia y unicidad de la aplicación de
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Poincaré pueden ser encontrados en [19] y los resultados sobre la estabilidad de las
soluciones periódicas para los sistemas híbridos simples 2D pueden ser encontrados
en [43].
El objetivo fundamental del Capítulo 5 de este trabajo consiste en establecer ba-
jo qué condiciones podemos asegurar la existencia de órbitas periódicas en sistemas
híbridos simples reducidos, en particular, sistemas híbridos Routhianos simples. Por
la introducción de simetrías tiempo reversibles, las trayectorias para sistemas Rout-
hianos híbridos simples serán encontrados en órbitas periódicas si las trayectorias
empiezan en un punto fijo de la aplicación de simetría. Estableceremos caracteriza-
ciones de los autovalores asociados con la linealización de la aplicación de Poincaré
para estas soluciones periódicas. Entonces estudiaremos la existencia de movimientos
periódicos y probaremos que las órbitas periódicas son marginalmente estables y que
pueden conducir a explorar las perturbaciones de los sistemas Routhianos híbridos
para lograr órbitas periódicas en ciclos límites estables.
Como una aplicación, nosotros empleamos los resultados dados en este trabajo
para encontrar las órbitas periódicas en sistemas mecánicos híbridos sobreactuados
con un grado de sobreactuación en la variable cíclica. En particular, emplearemos los
resultados para el resorte de dos dimensiones del péndulo invertido para controlar la
pierna del resorte.
Como se comentó anteriormente, uno de los primeros tratamientos de la reducción
de simetrías para sistemas mecánicos puede encontrar los trabajos de los pioneros de
Routh en la segunda mitad de los 19th. El proceso de Routh, es Lagrangiano en
su naturaleza, y se basa en el uso de las llamadas variables cíclicas o ignorables
(variables de las cuales el Lagrangiano no depende explícitamente). Como es bien
sabido, variables cíclicas conducen a momentos conservados, y estos dan lugar a la
construcción de la función Lagrangiano reducida, que actualmente conocemos como
Routhiano. Las ecuaciones de Euler-Lagrange para el Routhiano involucran menos
variables que las ecuaciones de Euler-Lagrange para el Lagrangiano original, y las
soluciones de las ecuaciones dinámicas para el Routhiano, junto con el valor momento
prescripto para un sistema reducido, puede ser usado para reconstruir soluciones del
sistema Lagrangiano original.
Muchos son los trabajos que realizan aportes a la geometrización y generalización
de esta técnica de reducción pero, a nuestro entender, el análogo híbrido no ha si-
do ampliamente discutido en la literatura. La estrategia híbrida para la reducción de
Routh para sistemas híbridos Lagrangianos simples con variables cíclicas es encontra-
do en [8], inspirado en mejorar el entendimiento de la caminata de modelos bípedos
(ver [6] y algunas de sus referencias y [4] para mas detalles). En este trabajo también
consideramos sistemas híbridos que describen sistemas Lagrangianos no-autónomos
y donde la superficie de impacto permite evolucionar en el tiempo.
Además, y aunque la discusión y los ejemplos en este trabajo están forzados en la
clase de sistemas con coordenadas cíclicas, la estrategia presentada aquí se extiende
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a simetrías más generales (que es, codificar simetrías en acciones no abelianas). Cabe
señalar que dicha estrategia es escencialmente la versión cosimpléctica de los desarro-
llos presentados en [58], mejorando las condiciones usuales necesarias en reducción
híbrida.
Finalmente, motivados por las aplicaciones potenciales extra para la caminata de
los robots bípedos sobre superficies que se mueven en el tiempo, y obtener una mejor
comprensión de los estados del paso, desarrollamos la teoría general para reduccio-
nes de simetrías de sistemas híbridos dependientes en el tiempo donde la dinámica
continua está gobernada por un Lagrangiano. Las condiciones suficientes para este
proceso de reducción se muestran en dos ejemplos que ilustran la aplicabilidad del
esquema propuesto. El primero (ver la Figura 3) es un billar circular donde el radio
del círculo define una variedad que cambia en el tiempo de acuerdo con la función de
tiempo f(t). El segundo es un billar circular de radio uno cuya superficie es asumida
aspera, de modo que el Lagrangiano incluye una disipación del tipo Rayleigh.
f(t)
m
Figura 3: Billar circular
La organización de esta tesis doctoral, y sus principales contribuciones, están
descriptas a continuación:
Capítulo 1: realizamos una breve reseña de los conceptos básicos de la Geome-
tría Diferencial y la mecánica geométrica, que serán usados a lo largo de todo
el trabajo.
Capítulo 2: en este capítulo presentamos la reducción de sistemas mecánicos
en sus versiones Lagrangiana y Hamiltoniana. Estudiamos en detalle la llama-
da reducción de Routh. En particular, completamos las demostraciones de los
principales resultados de esta teoría y desarrollamos dos ejemplos: el primero
es bien conocido en la literatura, (una partícula en un campo magnético) y el
segundo se trata de un ejemplo que no ha sido tratado aún (mecanismo pla-
nar: dos cuerpos rígidos con carga). Siguiendo a [37] presentamos los sistemas
Lagrangianos y Hamiltonianos Magnéticos.
Capítulo 3: en este capítulo consideramos los resultados presentados en [31]
sobre la reducción de sistemas de Orden Superior en sus versiones Lagrangiana
y Hamiltoniana. Damos una identificación del espacio Hamiltoniano reducido
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y de su forma simpléctica correspondiente. En el marco de la formulación La-
grangiana, mostramos los inconvenientes que se presentan a la hora de buscar
un Routhiano de orden superior equivalente al usual aunque caracterizamos el
espacio reducido, tal como se propone para orden 1 en [37]. Además, escribi-
mos ecuaciones de movimiento de orden superior para sistemas Lagrangianos
y Hamiltonianos de orden superior.
Capítulo 4: en este capítulo estudiamos los sistemas mecánicos híbridos. Comen-
zamos con los conceptos básicos para conocer las características de los mismos.
Consideramos sistemas híbridos Lagrangianos simples y sistemas híbridos Ha-
miltonianos simples siguiendo las ideas tratadas en [4]. Realizamos el primer
aporte al respecto que involucra una equivalencia entre ambos formalismos de-
finiendo la Transformada de Legendre entre estos sistemas híbridos y con ella
probamos en la Proposición 4.1.24 que la misma mapea los flujos híbridos La-
grangianos en flujos híbridos Hamiltonianos. En este sentido, estudiamos una
aplicación de esta clase de sistemas a sistemas holónomos a trozos ilustrando
el mismo con el Ejemplo bola-ranura 4.1.25, planteado del lado Lagrangiano y
Hamiltoniano.
Para esta clase de sistemas, además, generalizamos los procesos de reducción
Simpléctica y de Routh planteados en [4] sólo tratados para grupos de Lie G
abelianos, a variedades más generales en los Teoremas 4.4.28, 4.4.33, 4.4.38, las
Proposiciones 4.4.20, 4.4.36, 4.4.40 y Corolario 4.4.29 e ilustramos los mismos
con ejemplos como el del Péndulo esférico invertido y el de la Bola que rebota en
una superficie sinusoidal que sólo habían sido planteados en un formalismo, para
ambos esquemas. Utilizamos la transformada de Legendre para relacionarlos y
además planteamos el Ejemplo del cuerpo rígido con un rotor interno.
Con el fin de relacionar estos sistemas con aquellos que presentan términos
magnéticos, asociamos en la Subsección 4.2.3 el espacio reducido de los siste-
mas híbridos Hamiltonianos, en la Proposición 4.2.33 utilizando una conexión y
definimos los sistemas híbridos Hamiltonianos Magnéticos. En este sentido ilus-
tramos con dos ejemplos: una partícula magnética rebotando en una esfera y el
Heavy Top híbrido, tratados en los Ejemplos 4.2.38 y 4.2.42 respectivamente.
Realizamos otro aporte del lado Hamiltoniano que es sobre la reducción de Pois-
son a sistemas híbridos. Para ello definimos las variedades de Poisson híbridas y
probamos diversos resultados para estos sistemas (Teorema 4.3.6 y Proposición
4.3.10). Ilustramos con el ejemplo del Péndulo esférico invertido.
Por último planteamos (Proposiciones 4.5.2 y 4.5.6) la equivalencia entre los
sistemas híbridos reducidos ilustrando con diversos ejemplos y aplicando dichos
resultados a los mismos.
Capítulo 5: en este capítulo analizamos las condiciones necesarias y suficien-
tes para la existencia de órbitas periódicas en sistemas híbridos Routhianos
simples, que son obtenidos a partir de realizar un proceso de reducción de sis-
temas Lagrangianos y que presentan una simetría tiempo reversible. Damos las
nociones básicas de los mismos y ejemplificamos con el sistema "The 2D one
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leg robotic hopper". Los resultados de este capítulo están presentados en las
Proposiciones 5.2.4, 5.2.5, el Lema 5.2.11 y los Teoremas 5.2.7, 5.2.12.
Por otro lado, también estudiamos una consecuencia de la existencia de órbitas
periódicas en sistemas híbridos de control Routhianos. Los resultados obtenidos
fueron los Teoremas 5.3.3, 5.3.9 y ejemplificamos con el Resorte de péndulo
invertido 2D.
Capítulo 6: en este capítulo estudiamos las ideas básicas de la geometría cosim-
pléctica, los sistemas dependientes en el tiempo y el proceso de reducción de los
mismos. Los principales resultados están presentados en Proposiciones 6.1.7 y
6.3.6, 6.5.1. Luego ejemplificamos estos resultados obtenidos con dos sistemas
el billar con pared movil y el billar con disipación.
Las publicaciones científicas derivadas de esta tesis doctoral son:
1. L. Colombo and E. Eyrea Irazú. Symmetries and periodic orbits in simple hy-
brid Routhian systems. Aceptado. Octubre 2019. Correspondiente al Capítulo
5 de esta tesis.
2. L. Colombo, E. Eyrea Irazú, E. García-Toraño Andrés. Hybrid Routhian reduc-
tion for time-dependent simple hybrid systems. Enviado para su publicación.
Abril 2019. Correspondiente al Capítulo 6 de esta tesis.
3. L. Colombo and E. Eyrea Irazú. Reduction by symmetries of hybrid mechanical
systems. Enviado para su publicación. Julio 2019. Correspondiente al Capítulo
4 de esta tesis.
4. E. Eyrea Irazú and Marcela Zuccalli. Reduction of higher-order magnetic sys-
tems. En preparación. Correspondiente al Capítulo 3 de esta tesis.
Los resultados científicos derivados de esta tesis doctoral fueron presentados en
diversas comunicaciones, charlas científicas y en presentaciones en formato poster, a




En este primer capítulo recordamos algunos conceptos elementales de geometría
diferencial que son necesarios para el desarrollo del trabajo y fijamos la notación que
vamos a usar en todos los capítulos que siguen.
1.1. Cálculo en variedades diferenciables
Definición 1.1.1. Sea M un conjunto:
i) Un n-par coordenado (U,ϕ) es un par ordenado donde U ⊆M y ϕ : U → W
es una biyección, siendo W ⊆ Rn un conjunto abierto.
ii) Dos n-pares coordenados (U,ϕ), (V, ψ) están C∞-relacionados si
ψ ◦ ϕ−1 : ϕ(U ∩ V )→ ψ(U ∩ V ) es una aplicación de clase C∞.
iii) Un n-subatlas en M es una familia (Ui, ϕi)i∈I de n-pares C∞-relacionados




iv) Un n-atlas en M es un n-subatlas maximal.
v) Una variedad diferenciable n-dimensional es un conjunto M con un n-atlas.
Observación 1.1.2. Una variedad diferenciable hereda una estructura topológica de
su estructura diferenciable.
Definición 1.1.3. Dadas M y M ′ variedades diferenciables de dimensión m y m′
respectivamente, si A ⊆ M es abierto, f : A → M ′ es diferenciable si para todo
m-par coordenado (U,ϕ) del atlas en M y todo m′-par coordenado (V, ψ) del atlas
en M ′, ψ ◦ f ◦ ϕ−1 : ϕ(U ∩ A) ⊂ Rm → Rm′ es diferenciable.
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Notación: C∞(M,N) = {f : M → N/f es diferenciable}.
Notación: C∞(M,R) denota las funciones diferenciables de M en R.
Definición 1.1.4. Sea M una variedad diferenciable.
i) Una curva diferenciable en M es una función diferenciable γ : (a, b) ⊂ R→
M .
ii) El espacio tangente a M en m ∈M es el espacio vectorial de dimensión n
TmM := {vectores tangentes a m ∈M}.





Puede verse que TM es una variedad diferenciable de dimensión 2n (si M es
de dimensión n).
iv) Un campo vectorial X sobre M es una asignación
X : M → TM
X(m) = Xm
donde Xm ∈ TmM ∀m ∈M .
v) Se dice que X es un campo vectorial diferenciable sobreM si ∀ f ∈ C∞(M)





siendo γ(t) una curva en M tal que γ(0) = m.
Notación: X (M) = {campos vectoriales diferenciables sobre M}.
Definición 1.1.5. Sea M una variedad diferenciable
i) Sea f : M → N una aplicación diferenciable. Definimos el diferencial de f
en m ∈M como la aplicación lineal
(Tf)m = (df)m = (f∗)m : TmM → Tf(m)N
dada por
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((df)mX)(m) := Xm(g ◦ f) , ∀ g ∈ C∞(N).
ii) Dados X, Y ∈ X (M), se define el corchete de campos como la aplicación
bilineal antisimétrica [·, ·] : X (M)×X (M)→ X (M) dada por
[X, Y ]m(f) := Xm(Y f)− Ym(Xf).
Proposición 1.1.6. Se tiene que ∀X, Y, Z ∈ X (M) se verifica que
[X, [Y, Z]] + [Y, [Z,X]] + [Z, [X, Y ]] = 0
Esta relación es llamada identidad de Jacobi.
Observación 1.1.7. Como un álgebra de Lie es un espacio vectorial V con una
aplicación bilineal, antisimétrica que verifica la identidad de Jacobi, se tiene que el
espacio vectorial real X (M) con corchete de campos resulta un álgebra de Lie.
Definición 1.1.8. Dada M una variedad diferenciable, tenemos
i) Una p-forma diferenciable en m ∈ M es una aplicación diferenciable ωm
p-lineal y antisimétrica definida sobre TmM ; es decir
ωm : TmM × ...× TmM → R
ωm(X1, ..., Xp) := (−1)|σ|ωm(Xσ(1), ..., Xσ(p))
donde | σ | representa el signo de una permutación σ del conjunto {1, ..., p}.
Denotamos por Fp(m) el conjunto de las p-formas diferenciables en m.
ii) Una p-forma diferenciable en M es una aplicación diferenciable ω : M →⋃
m∈M
Fp(m) tal que ω(m) ∈ Fp(m)∀m ∈M.
Observación 1.1.9. T ∗mM = F1(m).
Notación: El conjunto de las p-formas diferenciables sobre M lo denotamos como
Fp(M).
Observación 1.1.10. Sea T ∗M =
⋃
m∈M
T ∗M , donde T ∗M = F1(m), el espacio de las
1-formas diferenciables en m es una variedad diferenciable de dimensión 2n.
Definición 1.1.11. i) Dados α ∈ Fp(M) y X ∈ X (M) se define la contracción
de α con X, iXα, como la (p− 1)-forma diferenciable dada por
iXα(X1, ..., Xp−1) := α(X,X1, ..., Xp−1).
ii) Si α ∈ Fp(M) y β ∈ F q(M), se define el producto exterior de α y β como
la (p+ q)-forma diferenciable
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donde (α⊗ β)σ(X1, ..., Xp+q) = (α⊗ β)(Xσ(1), ..., Xσ(p+q)), siendo
(α⊗ β)(X1, ..., Xp, Y1, ..., Yq) := α(X1, ..., Xp)β(Y1, ..., Yq).
Observación 1.1.12. F0(M) = C∞(M).
Definición 1.1.13. i) La única aplicación lineal d : Fp(M) → Fp+1(M) que
cumple que,
a) si f ∈ F0(M), entonces df es el diferencial usual de funciones f ∈ C∞(M),
b) si α ∈ Fp(M) y β ∈ F q(M), entonces
d(α ∧ β) := dα ∧ β + (−1)pα ∧ dβ
c) d2 = 0.
Esta aplicación se denomina diferencial exterior.
ii) Se dice que ω es una p-forma cerrada si dω = 0.
iii) Dada f : M → N una aplicación diferenciable entre variedades diferenciables,
se define la aplicación pull-back de f de la siguiente manera
f ∗ : Fp(N)→ Fp(M)
(f ∗α)m(X1, ..., Xp) := αf(m)(f∗X1, ..., f∗Xp).
iv) Dados f ∈ C∞(M) y X ∈ X (M), la derivada de Lie de f con respecto a
X se define como
LXf : M → R
LXf(m) := df(m)(X(m))
donde df es el diferencial usual de una función sobre M de clase C∞.
v) Dados X, Y ∈ X (M), se define la derivada de Lie de Y con respecto a X
como
LXY := [X, Y ].
vi) Una derivación de C∞(M) es una aplicación θ : C∞(M) → C∞(M) que es
R-lineal y tal que
θ(fg) = (θ f)g + f(θ g) ∀ f, g ∈ C∞(M).
Definición 1.1.14. Si X ∈ X (M), LX : Fp(M) → Fp(M) es el único operador
lineal sobre Fp(M) tal que LX coincide con LX en los dos casos mencionados en la
definición 1.1.13. Lo llamamos la derivada de Lie con respecto a X.
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Recordemos algunas propiedades importantes de la derivada de Lie y las aplica-
ciones pull-back:
Proposición 1.1.15. i) La derivada de Lie conmuta con el diferencial exterior.
Esto es, dada α ∈ Fp(M) se tiene que
LXdα = dLXα ∀X ∈ X (M).
ii) Sean f : M → N un difeomorfismo y α ∈ Fp(M). Para X ∈ X (M), se tiene
que
Lf∗Xf
∗α = f ∗LXα.
iii) Para α ∈ Fp(M) y X e Y ∈ X (M) se verifica que
a) i[X,Y ]α = LXiY α− iYLXα
b) LXα = diXα + ixdα
iv) El pull-back conmuta con el diferencial exterior. Esto es, si f : M → N es una
aplicación diferenciable y α ∈ Fp(N), se tiene que
f ∗(dα) = d(f ∗α).
Definición 1.1.16. Una variedad simpléctica es un par (M,Ω) donde Ω es una
2-forma cerrada y no degenerada sobre M .
Observación 1.1.17. Dada la variedad simpléctica M = T ∗Q, consideraremos ΩQ su
forma canónica.
Teorema 1.1.18. Teorema de Darboux
Sea M una variedad simpléctica de dimensión n, entonces localmente se puede tomar
un sistemas de coordenadas (q1, q2, ..., qn, p1, p2, ..., pn) tal que Ω = dqi ∧ dpi.
Lema 1.1.19. Sean N y M dos variedades diferenciables, α una 2-forma cerrada en




Definición 1.1.20. Dada una función suave f : TQ → R se define una aplicación




f(v + tw) |t=0
donde v, w ∈ TqQ.
Es decir, Ff(v).w es la derivada de f en v a lo largo de la fibra TqQ en la dirección
de w y también se llama derivada a lo largo de la fibra.
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1.2. Acciones de grupos de Lie
Definición 1.2.1. Un grupo de Lie de dimensión n, es una variedad diferenciable
G de dimensión n que tiene una estructura de grupo, tal que la aplicación
G×G → G
(g, h) 7→ g−1h
es diferenciable, donde G × G es la variedad diferenciable producto de G consigo
mismo.
Definición 1.2.2. Sea M una variedad diferenciable. Una acción a izquierda de
un grupo de Lie G sobre M es una aplicación diferenciable φM : G ×M → M que
satisface las siguientes propiedades:
i) φM(e,m) = m ∀ m ∈M
ii) φM(g, φM(h,m)) = φM(gh,m) ∀ g, h ∈ G y ∀ m ∈M.
Observación 1.2.3. De manera análoga a como definimos una acción a izquierda
podemos considerar acciones a derecha de un grupo de Lie G sobre una variedad
diferenciable M . En este caso se cumple que
φM(h, φM(g,m)) = φM(hg,m) ∀ g, h ∈ G, ∀ m ∈M.
Observación 1.2.4. Una acción φM de G sobre M define las siguientes aplicaciones
diferenciables. Dado g ∈ G, se tiene el difeomorfismo dado por
φMg : M →M
φMg (m) = φ
M(g,m)
Notemos que del mismo modo, id |M= φMg ◦ φMg−1 . Entonces, (φMg )−1 = φMg−1 .
Ejemplo 1.2.5. i) G actúa sobre sí mismo por traslaciones a izquierda y derecha.
Estas traslaciones, respectivamente, están dadas por
L : G×G→ G y R : G×G→ G
L(g, h) = gh R(g, h) = hg
Tenemos entonces,
Lg : G→ G y Rg : G→ G
Lg(h) = gh Rg(h) = hg
ii) G actúa sobre sí mismo por conjugación
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I : G×G→ G
I(g, h) = ghg−1
Entonces, se tiene el llamado automorfismo interior de G asociado a g
Ig(h) = ghg
−1 = (Lg ◦Rg−1)(h).
iii) Levantamiento al fibrado tangente: Si φM es una acción de G sobre M se
puede considerar la acción de G sobre TM dada por
φTM : G× TM → TM
donde φTM(g, (m, vm)) = (φM(g,m), (dφMg )m(vm)).
Definición 1.2.6. Si φM es una acción de G sobre M y f ∈ C∞(M), se dice que f
es invariante por la acción φM o (G-invariante) si f ◦ φMg = f ∀ g ∈ G.
Definición 1.2.7. Un campo vectorial X sobre G es un campo vectorial inva-
riante a izquierda si ∀ g ∈ G,
(Lg)∗X = X.
Observación 1.2.8. Es claro que XL(G) es un subespacio vectorial de X (G) y puede
verse que
[XL(G),XL(G)] ⊆ XL(G)
donde [., .] denota el corchete usual entre campos.
Proposición 1.2.9. Existe un isomorfismo natural entre los espacios vectoriales
XL(G) y TeG.
Definición 1.2.10. Dados ξ, η ∈ TeG, se define un corchete de Lie en TeG por
[ξ, η] := [Xξ, Xη](e).
Observación 1.2.11. Así, TeG tiene estructura de álgebra de Lie que hereda de la
estructura de subálgebra de Lie de (XL(G), [., .]).
Definición 1.2.12. TeG con esta estructura de álgebra de Lie es el álgebra de Lie
del grupo G.
Definición 1.2.13. i) Dado X ∈ X (M), una curva α : (a, b) ⊂ R → M es una
curva integral de X si
α
′
(t) = X(α(t)) ∀ t ∈ (a, b).
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ii) Dado X ∈ X (M), el flujo de X es el conjunto de aplicaciones
ϕt : M →M
tales que t→ ϕt(m) es la curva integral de X tal que ϕ0(m) = m.
iii) Definimos
φξ : R→ G





iv) La aplicación exponencial se define como
exp : g→ G
exp(ξ) := φξ(1).






es el generador infinitesimal de la acción asociado a ξ.
Lema 1.2.15. SeaM una variedad y φ una acción se tiene la siguiente identificación
para el generador infinitesimal φ∗gξM = (Adg−1ξ)M .
Observación 1.2.16. Equivalentemente, f es G-invariante si LξMf = 0 ∀ ξ ∈ g.
Sea φQ una acción de G sobre Q, φQ : G × Q → Q. Esta acción se levanta al
cotangente de Q y se tiene la acción
φT




g (αq).X = αφQg (q)((φ
Q
g )∗X)
con X ∈ TqQ y αq ∈ T ∗qQ.
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Definición 1.2.17. Dado G un grupo de Lie y M una variedad, el subgrupo de
isotropía de m ∈M es el subgrupo
Gm = {g ∈ G/gm = m}.
Definición 1.2.18. Un acción en M se dice:
i) Libre: si Gm = {e} para cada m ∈M .
ii) Propia: si la aplicación G × M → M × M dada por (g,m) 7→ (m, gm) es
propia.
1.3. Formas de conexión en fibrados principales
Definición 1.3.1. Sean M una variedad suave y G un grupo de Lie. Un fibrado
principal P con base M y con grupo de estructura G, también llamado G-fibrado
consiste en una variedad suave P y una proyección suave π : P → M que satisface
las siguientes condiciones:
i) G actúa a derecha libre y propiamente sobre P .
ii) π(G · p) = π(p) para todo p ∈ P .
iii) P es localmente trivial. Esto significa que alrededor de cada m ∈ M existe un
abierto U y un difeomorfismo ϕ : π−1(U)→ G× U que es equivariante, donde
G actúa en G× U por traslaciones a derecha en el primer factor.
La fibra π−1(m), donde m ∈ M , son las órbitas de la acción y M es el espacio de
órbitas del G-espacio P , que denotamos M = P/G.
Definición 1.3.2. Una conexión principal A en el fibrado principal π : P → M
es para cada punto p ∈ P la elección de un subespacio vectorial Hor(p) de TpP que
complementa al subespacio V ert(p) = {π−1(π(p))} tal que
i) Hor(p) depende diferenciablemente de p.
ii) TpP = Hor(p)⊕ V ert(p).
iii) Hor(p.a) = (Ra)∗Hor(p), ∀a ∈ G.
Definición 1.3.3. Dados dos espacios fibrados sobre la misma variedad base π1 :
P1 → M y π2 : P2 → M , definimos el fibrado producto como el fibrado con
base M de la siguiente manera
P1 ×M P2 = {(p1, p2) ∈ P1 × P2 / π1(p1) = π2(p2)}.
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Definición 1.3.4. Dado p ∈ P , una 1-forma de conexión principal en el fibrado
principal π : P →M es una aplicación suave A : TP → g tal que
i) A(ξP (p)) = ξ ∀ p ∈ P y ξ ∈ g
ii) A(TpΦa · vp) = Ada(A(vp))Q.
Observación 1.3.5. Es claro que
Hor(p) = {vp ∈ TpP/A(vp) = 0}.
Definición 1.3.6. Dada una 1-forma de conexión principal A en un fibrado principal
π : P →M , su curvatura asociada es la 2-forma sobre P g-valuada dada por
B(vp, wp) = dA(Hor(vp), Hor(wp)).
1.4. Grupos de Lie
En esta sección recordaremos algunos resultados básicos de grupos de Lie. En
particular, usamos la trivialización a izquierda de grupos de Lie G para describir el
fibrado tangente y cotangente de G y la aplicación momento canónica J : T ∗G→ g∗.
En este sentido ilustraremos la teoría, considerando el caso especial cuando G es el
grupo de Lie SO(3). Sea G un grupo de Lie con g su álgebra de Lie y consideremos
la acción l de G en si misma por traslaciones a izquierda es decir,
l : G×G→ G
dada por
l(g, h) = lg(h) = gh.
Usando la trivialización a izquierda, el fibrado tangente y cotangente, TG y T ∗G,
pueden identificarse con las variedades producto G× g y G× g∗, respectivamente,
G× g→ TG, (g, ξ) ∈ G× g 7→ (Tglg)(ξ) ∈ TgG
G× g∗ → T ∗G, (g, ν) ∈ G× g∗ 7→ (T ∗g lg−1)(ν) ∈ T ∗gG
Por lo tanto, podemos referirnos a esta trivialización definiendolo como cuerpos
coordenados. Bajo la identificación previa, la estructuta simpléctica ΩG de T ∗G
está dada por
ΩG(g, ν)((ξ, α), (ξ
′, α′)) = −α(ξ′) + α′(ξ) + ν([ξ, ξ′]),
para (g, ν) ∈ G× g∗ y (ξ, α), (ξ′, α′) ∈ g× g∗ ' TgG× Tνg∗ ' T(g,ν)(G× g∗).
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Describiremos ahora la aplicación del grupo de Lie SO(3) de matrices ortogonales




 cos θ sen(θ) 0− sen(θ) cos(θ) 0
0 0 1
 , θ ∈ R

Denotamos por Aθ las matrices de rotación del ángulo θ alrededor del eje z.
Claramente, K es difeomorfo al grupo de Lie abeliano S1 vía la identificación Aθ 7→
eiθ. El álgebra de Lie so(3) de SO(3) puede identificarse con R3 vía la aplicación hat
ˆ: R3 → so(3)
dada por
v 7→ v̂
donde v̂ es la matríz de rotación simétrica tal que
v̂w = v ∧ w
para todo w ∈ R3. El álgebra de Lie S1 de S1 es justo 〈e3〉 ⊂ R3, donde e3 el el tercer
vector de la base canónica de R3. En coordenadas, tenemos el difeomorfismo
T ∗(SO(3)) ' SO(3)× (R3)∗ ' SO(3)× R3
donde tenemos la identificación de R3 con su dual vía el par canónico. La acción
levantada al cotangente y la aplicación momento están dadas, respectivamente, por
(Aθ, (A,Π)) 7→ (AθA,Π),
(A,Π) 7→ (AΠ) · e3,
para Aθ ∈ SO(3) y (A,Π) ∈ SO(3)×R3 ' T ∗(SO(3)). Notar que SO(3) es un grupo
de Lie reducible con respecto al subgrupo K, es decir, el álgebra de Lie de so(3)
admite la descomposición
so(3) ' R3 = 〈e1, e2〉 ⊕S1
donde 〈e1, e2〉 es un subespacio Ad(S1)-invariante de so(3).
1.5. Grupo de rotaciones de R3
Consideramos el espacio euclídeo R3 con su producto escalar ususal (, ) :
((x1, x2, x3), (y1, y2, y3)) = x1y1 + x2y2 + x3y3.
También denotaremos el producto escalar como (x, y) = x · y donde x = (x1, x2, x3)
e y = (y1, y2, y3).
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El grupo ortogonal O(3) está formado por el conjunto de transformaciones
lineales de R3 que preservan el producto escalar usual. Es decir, si denotamos por
M(3) ≡ L(R3,R3) al conjunto de matrices reales:
M(3) = {R = (Rij | Rij ∈ R, i, j = 1, 2, 3)}
entonces R ∈ O(3) si se verifica
(Rx,Ry) = (x, y).
Por lo tanto,
O(3) = {R ∈M(3) | RRT = I},
donde RT denota la matríz traspuesta de R e I es la matríz identidad. Como
det(RRT ) = det(R)2 = 1 entonces detR = 1 ó detR = −1, lo que divide el gru-
po ortogonal O(3) en dos componentes conexas.
El grupo de rotaciones SO(3) es la componente conexa de O(3) que contiene
a la identidad I, es decir,
SO(3) = {R ∈M(3) | RRT = I, det(R) = 1}.
SO(3) es un grupo de Lie compacto y conexo.
El álgebra de Lie so(3) de SO(3) es
so(3) =TISO(3)
={Ṙ(0) | R(t) ∈ SO(3),R(0) = I}
={A ∈M(3) | A es antisimétrica}.
Por lo tanto, una matríz A ∈ so(3) si y sólo si es una matríz real 3×3 antisimétrica,
o, lo que es lo mismo
(Ax, y) + (x,Ay) = 0.
Consideremos la aplicación lineal i : so(3)→ R3 definifa por
i
 0 −a3 a2a3 0 −a1
−a2 a1 0
 = (a1, a2, a3) = a
que resulta un isomorfismo.
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1.6. Ángulos de Euler
Los ángulos de Euler constituyen un conjunto de tres coordenadas angulares que
sirven para especificar la orientación de un sistema de referencia de ejes cartesianos
respecto a otro sistema de referencia de ejes ortogonales normalmente fijos.
Una rotación de α radianes sobre el eje x está definido como
Rx(α) =
 1 0 00 cosα − senα
0 senα cosα

Similarmente, una rotación de β radianes sobre el eje y está definido como
Ry(β) =
 cos β 0 sen β0 1 0
− sen β 0 cos β

Finalmente, una rotación γ radianes sobre el eje z está definido como
Rz(γ) =
 cos γ − sen γ 0sen γ cos γ 0
0 0 1

Los tres ángulos anteriores son los Ángulos de Euler y son los valores de las
tres rotaciones intrínsecas que describen el sistema y se expresan generalmente como
(α, β, γ), donde −π ≤ α ≤ π, −π ≤ γ ≤ π y 0 ≤ β ≤ π. Dada A ∈ SO(3) puede
obtenerse en términos de las tres rotaciones, una sobre cada uno de los ejes principales
y queda expresada de la siguiente manera:
A =
 cos γ cos β cos γ sen β senα− sen γ cosα cosα sen β cos γ + sen γ senαsen γ cos β sen γ sen β senα + cos γ cosα sen γ sen β cosα− cos γ senα




Reducción de Sistemas Mecánicos
con simetrías
En este capítulo consideramos sistemas mecánicos con simetrías analizando dis-
tintos marcos y teorías de reducción.
Cuando se consideran las formulaciones Lagrangiana y Hamiltoniana de la mecá-
nica clásica, se observa que son particularmente interesantes los sistemas mecánicos
que presentan los llamados términos magnéticos. Estos términos suelen aparecer co-
mo un ingrediente geométrico del sistema o bien como un dato de la dinámica del
mismo.
2.1. Sistemas Hamiltonianos
La versión Hamiltoniana de la mecánica se realiza en el fibrado cotangente del
espacio de configuraciones del sistema y mediante una función suave sobre esta va-
riedad llamada función Hamiltoniana o Hamiltoniano que usualmente es la energía
total. Esta formulación explota la riqueza geométrica de las variedades simplécticas.
Definición 2.1.1. Dadas (M,Ω) una variedad simpléctica y H : M → R una fun-
ción diferenciable sobre M , se define el campo vectorial XH como el único campo
identificado con la 1-forma dH por medio de la forma no degenerada Ω. Es decir, el
campo XH es el único campo sobre M tal que
iXHΩ = dH.
El campo XH es llamado campo vectorial Hamiltoniano de H.
Definición 2.1.2. Un sistema Hamiltoniano está dado por una terna (M,Ω, H)
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donde (M,Ω) es una variedad simpléctica y H : M → R es una función diferenciable
llamada Hamiltoniano del sistema.
Si M es el fibrado cotangente de una variedad diferenciable Q de dimensión n y
Ω es la forma canónica ΩQ en M = T ∗Q que en coordenadas locales (qi, pi) se escribe









con i = 1, ..., n.
Estas son llamadas ecuaciones de Hamilton que forman un sistema de 2n
ecuaciones diferenciales de primer orden.
Veremos, siguiendo [62], que en un fibrado cotangente T ∗Q existe una manera na-
tural de definir transformaciones canónicas que usualmente son llamadas traslaciones
en la fibra y que permiten modificar la estructura simpléctica canónica ΩQ de T ∗Q
con las formas conocidas como términos magnéticos.
Proposición 2.1.3. Dada A una 1-forma en Q consideremos la aplicación tA :
T ∗Q → T ∗Q definida como αq 7→ αq + A(q) para todo αq ∈ T ∗qQ que es llamada
traslación en la fibra por A. Entonces t∗AθQ = θQ + π
∗
QA, con ΩQ = dθQ siendo
θQ el potencial simpléctico canónico en T ∗Q y π∗Q : T ∗Q → Q es la proyección
canónica. Por lo tanto, t∗AΩQ = ΩQ − π∗QdA.
Corolario 2.1.4. Luego, tA es una transformación canónica si y sólo si π∗QdA = 0.
Proposición 2.1.5. Se tiene que
i) Si B es una 2-forma cerrada en Q, entonces ΩB = ΩQ − π∗QB es una forma
simpléctica en T ∗Q.
ii) Si B y B′ son 2-formas cerradas en Q tales que B − B′ = dA entonces la
aplicación tA es un difeomorfismo simpléctico de (T ∗Q,ΩB) en (T ∗Q,ΩB′).
Definición 2.1.6. El término extra π∗QB es usualmente llamado término magné-
tico.
Proposición 2.1.7. Dado un Hamiltoniano H y B = dA una 2-forma en Q, consi-
deremos el Hamiltoniano definido como HB(q, p) = HA(q, p) = H(q, p−A). Entonces,
los sistemas Hamiltonianos (T ∗Q,ΩB, H) y (T ∗Q,ΩQ, HB) tienen las mismas ecua-
ciones de movimiento; es decir, son sistemas dinámicos equivalentes.
Vamos a considerar el ejemplo de una partícula en un campo magnético descripto
de estas dos maneras equivalentes.
2.1 Sistemas Hamiltonianos 29
Ejemplo 2.1.8. Partícula en un campo magnético
Sean Q = R3 las posibles configuraciones del sistema, T ∗Q parametrizado con
coordenadas (x, y, z, ẋ, ẏ, ż), B una 2-forma cerrada en R3 dada por B = Bxdy∧dz−
Bydx ∧ dz +Bzdx ∧ dy. Sea B = Bxǐ+By ǰ +Bzǩ la divergencia asociada.
Pensando a B como un campo magnético, las ecuaciones de movimiento para





v × B, donde c es la carga de la partícula; v = (ẋ, ẏ, ż) = q̇ es la velocidad
de la partícula.
i) Consideramos en R3×R3 la forma cerrada simpléctica modificada ΩB = m(dx∧
dẋ + dy ∧ dẏ + dz ∧ dż) − e
c
B. El Hamiltoniano H, la energía cinética, es







Escribiendo XH(px, py, pz) = (px, py, pz, ṗx, ṗy, ṗz), la ecuación iXHΩB = dH da
















ii) Consideramos ahora B = dA con A una 1-forma, la forma canónica usual ΩB, el
Hamiltoniano modificado HA(q, p) = 12m ‖ p−
e
c


























































































Ahora presentamos un ejemplo con estructura simpléctica modificada.
Ejemplo 2.1.9. Mecanismo planar: Dos cuerpos rígidos con carga
Consideremos dos cuerpos rígidos idénticos, cada uno con masa M , momento de
inercia I y longitud l. La orientación del cuerpo 1 es medida por el ánguno θ respecto
al eje inercial y la orientación del cuerpo 2 es medido por el ángulo ϕ medido respecto
del cuerpo 1.
Al final los dos cuerpos se juntan en un punto que es el centro de masa común
a ambos, con cargas eléctricas e1 y e2 respectivamente. También se considera que el
sistema está bajo la influencia de un campo magnético con fuerza B.
Vamos a escribir las ecuaciones de movimiento de este sistema considerando el Ha-
miltoniano dado por la energía y la estructura simpléctica modificada con el término
magnético.
La posición del pivote (centro donde se unen los dos cuerpos) se describe por un
vector X = (x, y) ∈ R2. Por lo tanto el espacio de configuraciones es Q = SE(2) ×
S1 w R2 × S1 × S1 parametrizado por (x, y, θ, ϕ). Consideremos el Lagrangiano (en
ausencia del campo magnético) como la energía cinética, es decir, L(X, θ, ϕ, Ẋ, θ̇, ϕ̇) =





El Hamiltoniano está dado por
































= 2Iθ̇ + Iϕ̇ y pϕ =
∂L
∂ϕ̇
= Iθ̇ + Iϕ̇.















































Consideremos la forma modificada de la siguiente manera:
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donde B = Bdx ∧ dy. Entonces
iXHΩB(.) = ΩB(XH , .)
(dx ∧ dpx)(XH , ·) + (dy ∧ dpy)(XH , ·) + (dθ ∧ dpθ)(XH , ·)







B(dx ∧ dy)(XH , ·)
= dx(XH)dpx(·)− dx(·)dpx(XH) + dy(XH)dpy(·)

















= Axdpx(·)− dx(·)Apx + Aydpy(·)










































































pθ = (Aϕ + 2Aθ)I
pϕ = (Aϕ + Aθ)I
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2.2. Sistemas Lagrangianos
La versión Lagrangiana de la mecánica se formula con el fibrado tangente TQ y
una función diferenciable L : TQ → R, llamada función Lagrangiana o Lagran-
giano, que usualmente está dada por la energía cinética menos la energía potencial.
2.2.1. Descripción variacional y ecuaciones de Euler-Lagrange
Definición 2.2.1. Un sistema Lagrangiano está dado por un par (Q,L) donde Q
es una variedad diferenciable, el espacio de configuraciones, y L : TQ → R es una
función diferenciable llamada Lagrangiano del sistema.





donde q : [0, T ]→ Q es una curva suave en Q y q̇ : [0, T ]→ TQ es su curva velocidad
de manera tal que q̇(t) ∈ Tq(t)Q ∀ t ∈ [0, T ].
Una variación infinitesimal de q es una curva suave δq : [0, T ] → TQ tal que
δq(t) ∈ Tq(t)Q ∀ t ∈ [0, T ]. Se dice que δq es una variación a extremos fijos si
δq(0) = 0 y δq(T ) = 0.
El principio variacional de Hamilton establece que las trayectorias del sistema
están dadas por los puntos críticos del funcional A(q); es decir, las curvas q que
satisfacen que
dA(q).δq = 0
para toda variación δq a extremos fijos, donde d denota el diferencial exterior de la
acción A definida sobre el espacio de curvas suaves C∞(R, Q) = {q : [0, T ] → Q}.


































Entonces, tomando variaciones a extremos fijos se tiene que los puntos críticos de
A son las soluciones de las ecuaciones de Euler-Lagrange que resultan











Estas ecuaciones determinan un sistema de n ecuaciones diferenciales de segundo
orden.
Considerando el fibrado de segundo orden (ver capítulo 3 para más detalles) T 2Q
con coordenadas (q, q̇, q̈) se puede decir que existe un único operador
EL : T 2Q→ T ∗Q




















y una única 1-forma θL =
∂L
∂q̇
dq sobre TQ tal que
dA(q(t)) · δq(t) =
ˆ T
0




2.2.2. Transformada de Legendre
Recordemos que un sistema Lagrangiano es hiperregular si la transformada
de Legendre FL : TQ→ T ∗Q con vq 7→ FL(vq) es un difeomorfismo global.
Dado un sistema Lagrangiano hiperregular (Q,L), se puede definir una estructura
simpléctica en TQ usando la transformada de Legendre: denotamos la 2-forma en TQ
obtenida como el pull-back de ΩQ por FL, como ΩLQ := (FL)∗ΩQ.
Si φ es una acción de un grupo de Lie G sobre Q, la acción levantada φTQ de
G en TQ es una acción canónica para la variedad simpléctica (TQ,ΩLQ). Además, la
transformada de Legendre es un simplectomorfismo equivariante entre las variedades








Consideremos ahora el mismo ejemplo de la partícula en un campo magnético que
ya estudiamos en el marco de la mecánica Hamiltoniana.
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Ejemplo 2.2.2. Partícula en un campo magnético
Consideremos R3 × R3, el Lagrangiano del sistema viene dado por
L(x, y, z, ẋ, ẏ, ż) = m
2
(ẋ2 + ẏ2 + ż) y entonces las 3 ecuaciones de segundo orden de













Consideramos B = dA con A una 1-forma. Consideremos la forma canónica usual




Via la transformada de Legendre, podemos obtener el Lagrangiano modificado




‖ q̇ ‖2 + e
c
A(q)q̇, donde A(q) = (A1(q), A2(q), A3(q)) Calculamos en-





















































Luego, como teníamos que B = dA se verifica que las ecuaciones del Lagrangiano
obtenidas a partir del Hamiltoniano modificado con un término magnético y la forma
simpléctica usual, son equivalentes a las ecuaciones de Euler Lagrange obtenidas con
el Hamiltoniano usual y la forma simpléctica modificada con un término magnético
via la transformada de Legendre.
2.3. Sistemas de Poisson
En muchos casos de interés resulta conveniente generalizar la formulación Ha-
miltoniana de la mecánica reemplazando el fibrado cotangente por una variedad de
Poisson.
Definición 2.3.1. Un corchete de Poisson en una variedad M es una operación
bilineal {, } en F0(M) = C∞(M) tal que
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i) (F0(M), {, }) es un álgebra de Lie
ii) {, } es una derivación en cada factor, esto es,
{FG,H} = {F,H}G+ F{G,H} para todas F,G y H ∈ F0(M).
Una variedad M con un corchete de Poisson en F0(M) es denominada variedad
de Poisson y se denota como (M, {., .}).
Definición 2.3.2. Dada una variedad simpléctica (M,Ω), si f, g ∈ F0(M), se define
el corchete de Poisson canónicamente asociado a Ω de f y g como la función {f, g}Ω ∈
F0(M) dada por
{f, g}Ω(m) := Ωm(Xf , Xg).
Observación 2.3.3. Si tomamos un sistema local de coordenadas {qi, pi}i=1,...,n en M
tenemos que









Observación 2.3.4. (F0(M), {., .}) es un álgebra de Lie real.
Corolario 2.3.5. La aplicación definida de F0(M) en X (M) que le asigna a cada f
su campo Hamiltoniano Xf es un antihomomorfismo de álgebras de Lie.
X{f,g} = −[Xf , Xg].
Proposición 2.3.6. Sean (M,Ω) una variedad simpléctica y f, g ∈ F0(M). Enton-
ces,
{f, g} = −LXfg = LXgf.
Definición 2.3.7. Un sistema de Poisson está dado por una terna ((M, {., .}), H)
donde (M, {., .}) es una variedad de Poisson y H : M → R es una función diferen-
ciable.
Las ecuaciones de movimiento de un sistema de Poisson están dadas por
ḟ = {f,H} ∀ f ∈ F(M)
.
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2.4. Reducción de Sistemas Hamiltonianos con
simetrías
En esta sección vamos a recordar cómo es natural eliminar las simetrías de los
sistemas Hamiltonianos utilizando aplicaciones momento.
2.4.1. Sistemas Hamiltonianos con simetrías
Definición 2.4.1. Una simetría del sistema Hamiltoniano (M,Ω, H) es una acción
canónica de un grupo de Lie G sobre M tal que el Hamiltoniano H resulta G-
invariante.
Definición 2.4.2. Sean (M,Ω) una variedad simpléctica conexa, φM : G×M →M
una acción del grupo de Lie G sobre M . Decimos que una función
J : M → g∗
es una aplicación momento para esta acción si, ∀ ξ ∈ g,
dĴ(ξ) = iξMΩ,
donde Ĵ(ξ) : M → R es tal que Ĵ(ξ)(m) = J(m).ξ y ξM es el generador infinitesimal
de la acción correspondiente a ξ. En otras palabras, J es una aplicación momento si
XĴ(ξ) = ξM , ∀ ξ ∈ g.
Proposición 2.4.3. Dados g ∈ G y ξ ∈ g, definimos la aplicación ψg,ξ : M → R
dada por ψg,ξ(m) = Ĵ(ξ)(φg(m))− Ĵ(Adg−1ξ)(m).
Definición 2.4.4. La aplicación σ : G→ g∗ dada por σ(g).ξ = valor cte. de ψg,ξ es
llamada cociclo co-adjunto asociado al momento J.
Observación 2.4.5. La aplicación φg,ξ satisface la identidad de cociclo
σ(gh) = σ(g) + Ad∗g−1σ(h).
Definición 2.4.6. Una función momento es llamada Ad∗-equivariante si
J(φg(m)) = Ad
∗
g−1J(m) ∀ g ∈ G
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Observación 2.4.7. J es equivariante si y sólo si su cociclo asociado es nulo. El cociclo
σ de una aplicación momento cualquiera nos da una medida de su no equivarianza.
En caso de no tener equivarianza, la acción puede ser modificada de manera que el
momento resulte equivariante con respecto a la nueva acción llamada afín. En efecto,
si definimos la aplicación ϕ : G× g∗ → g∗ como
ϕ(g, α) = Ad∗g−1α + σ(g)
entonces ϕ resulta ser una acción y J es equivariante con respecto a ella.
Ejemplo 2.4.8. Consideremos una acción φ de G sobre Q y su acción levantada al
cotangente T ∗Q. Si ΩQ es la estructura simpléctica canónica sobre T ∗Q, la aplicación
momento equivariante J : T ∗Q→ g∗ para esta acción está dada por
〈J(αq, ξ)〉 = αq(ξQ(q)), ∀ ξ ∈ g.
Para un sistema Hamiltoniano (M,Ω, H) con simetría se tiene una importante
ley de conservación conocida como el Teorema de Noether.
Teorema 2.4.9. Sea φ una acción simpléctica de G en (M,Ω) con aplicación mo-
mento J . Supongamos que H : M → R es invariante bajo la acción, que es,
H(x) = H(φg(x)) para todo x ∈ M y g ∈ G. Entonces si Ft es el flujo de XH ,
J(Ft(x)) = J(x), ∀x ∈M.
2.4.2. Reducción de Marsden-Weinstein
Este proceso de reducción para sistemas hamiltonianos con simetrías está basa-
do en la propiedad importante de que la aplicación momento es una constante de
movimiento del sistema. Seguiremos las ideas propuestas en [61].
Teorema 2.4.10. (Reducción de Marsden-Weinstein) Sea (M,Ω) una variedad sim-
pléctica conexa con G un grupo de Lie que actúa libre, propia y canónicamente en
M . Sea J una aplicación momento para la acción con coclico no equivariante. Sea
µ ∈ J(M) un valor regular de J y denotamos por Gµ el grupo de isotropía de µ
respecto a la acción afin de G en g∗. Entonces (Mµ,Ωµ) con Mµ = J−1(µ)/Gµ es
una variedad simpléctica tal que Ωµ es una 2-forma únivocamente determinada por
i∗µΩ = π
∗
µΩµ, donde iµ : J−1(µ) → M y πµ : J−1(µ) → Mµ son la inclusión y la
proyección canónicas respectivamente.





Sea H una función en M que es invariante bajo la acción de G. Entonces, el
campo vectorial hamiltoniano XH es tangente a J−1(µ) y existe un hamiltoniano h
en Mµ tal que i∗µH = π∗µh, tal que la restricción de XH a J−1(µ) está πµ-relacionada
con Xh.
Figura 2.1
Observación 2.4.11. En general, la variedad simpléctica Mµ no es un fibrado co-
tangente aunque en lo que sigue vemos que se puede conseguir una identificación
simpléctica con un fibrado cotangente (para más detalles ver Capítulo 4, Sección 4.3
en [1]).
2.4.3. Reducción al fibrado cotangente
Ahora veremos cómo se puede identificar la variedad cocienteMµ con un producto
fibrado y cómo aparecen en este contexto los llamados términos magnéticos que
permiten realizar esta identificación.
Consideremos ahora el fibrado cotangente T ∗Q con su forma simpléctica canónica
ΩQ = dθQ, y un grupo G que actúa sobre Q por la acción φQ y por lo tanto en T ∗Q
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por el levantamiento al cotangente de esta acción como ya definimos:
φQ : G×Q→ Q
φT
∗Q : G× T ∗Q→ T ∗Q
tal que
(g, αq) 7−→ T ∗g.qφg−1(αq)
La aplicación J : T ∗Q → g∗ está definida por 〈J(αq), ξ〉 = 〈αq, ξQ(q)〉. Se puede
ver que J es equivariante con respecto a la acción coadjunta en g∗; es decir, J ◦φT ∗Qg =
Ad∗g−1 ◦ J, ∀g ∈ G. Supongamos que φQ es libre y propia. Consideremos el fibrado
principal π : Q→ Q/G.
Definición 2.4.12. El fibrado de vectores verticales con respecto a la proyección
del fibrado principal π : Q→ Q/G, está dado por
V π = {v ∈ TQ | Tπ(v) = 0}
o sea, (V π)q = {vq ∈ TqQ | Tqπ(vq) = 0} ∀ q ∈ Q.
Su anulador es el espacio V ◦π ⊂ T ∗Q tal que
V ◦π = {αq ∈ T ∗Q | αq(vq) = 0,∀ vq ∈ (V π)q}.
Lema 2.4.13. Bajo las hipótesis anteriores, se tiene que V ◦π = J−1(0).
Demostración. Vemos la doble inclusión entre los conjuntos V ◦π y J−1(0).
i) V ◦π ⊂ J−1(0)
Sea αq ∈ V ◦π. Queremos ver que J(αq) = 0 o lo que es lo mismo que ∀ ξ ∈ g,
〈J(αq), ξ〉 = 0.
Por definición de aplicación momento se tiene que 〈J(αq), ξ〉 = 〈αq, ξQ(q)〉 y
entonces como ξQ(q) ∈ V π, 〈αq, ξQ(q)〉 = 0 Por lo tanto, αq ∈ J−1(0).
ii) J−1(0) ⊂ V ◦π
Sea αq ∈ J−1(0). Entonces ∀ ξ ∈ g, 〈J(αq), ξ〉 = 0. Esto es, 〈αq, ξQ(q)〉 = 0.
Entonces, considerando v = ξQ(q) para algún ξ ∈ g, 〈αq, v〉 = 0 que significa
que αq(v) = 0, para todos los verticales. Por lo tanto αq ∈ V ◦π.
Veremos ahora cómo establecer una traslación en las fibras que nos permita iden-
tificar la subvariedad J−1(0) con cualquier subvariedad J−1(µ).
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Dada una conexión A en el fibrado principal π : Q → Q/G, para cada q ∈ Q se
define la aplicación Aq : TqQ → g dada por Aq(vq) = A(vq). Sea A∗q : g∗ → T ∗qQ su
aplicación dual, definida como
〈A∗q(µ), vq〉 = 〈µ,Aq(vq)〉.
Lema 2.4.14. Dada una conexión A en el fibrado principal Q → Q/G, si µ ∈ g∗
es un valor regular de la aplicación J , entonces existe un difeomorfismo φµA entre
J−1(µ) y J−1(0).
Demostración.
Consideremos φµA : J
−1(µ)→ J−1(0) definida como φµA(αq) = αq−A∗q(µ) y veamos
que es un difeomorfismo.
En primer lugar, es claro que si αq ∈ J−1(µ) entonces αq − A∗q(µ) ∈ J−1(0) ya
que si ξ ∈ g
〈J(αq −A∗q(µ)), ξ〉 = 〈(αq −A∗q(µ)), ξQ(q)〉
= 〈αq, ξQ(q)〉 − 〈A∗q(µ), ξQ(q)〉
= 〈αq, ξQ(q)〉 − 〈µ,Aq(ξQ(q))〉
= 〈J(αq), ξ〉 − 〈µ, ξ〉 = 0
ya que αq ∈ J−1(µ)
Es claro que φµA es inyectiva y se puede verificar fácilmente que φ
µ
A es suryectiva
ya que dado βq ∈ J−1(0) si consideramos αq = βq +A∗q(µ) se tiene que φ
µ
A(αq) = βq
y 〈J(αq), ξ〉 = 〈µ, ξ〉 ∀ ξ ∈ g
Por construcción φµA y su inversa son suaves y por lo tanto, φ
µ
A es un difeomorfismo.
Observación 2.4.15. Es sencillo ver que Gµ además de actuar sobre J−1(µ) actúa
sobre J−1(0). Esto es, si αq es tal que J(αq) = 0 se tiene que para todo ξ ∈ g,







para algún ξ′ ∈ g y por lo tanto, J(φT ∗Qa (αq)) = 0.
Lema 2.4.16. La aplicación φµA define un difeomorfismo [φ
µ
A] entre los espacios co-
ciente J−1(µ)/Gµ y J−1(0)/Gµ de manera tal que el siguiente diagrama conmuta









siendo π0µ : J−1(0)→ J−1(0)/Gµ la proyección canónica.
Demostración. Definimos [φµA]([αq]) = [φ
µ
A(αq)].
Por definición de fibrados, para ver que está bien definida sólo alcanza con ver
que φµA respeta la acción. Entonces deberíamos ver que φ
µ




Luego, φµA(a ·αq) = aαq −A∗q(µ). Por otro lado si φ
µ
A(αq) = αq −A∗q(µ), entonces
ã · φµA(αq) = ãαq − ãA∗q(µ), con a = ã. Luego, quiero demostrar qye A∗q(µ) = aA∗q(µ)
con a ∈ Gµ.
Se tiene entonces, por un lado 〈A∗q(µ), v〉 = 〈µ,A(v)〉 (por definición de aplicación
dual).
Por otro lado, 〈a · A∗q(µ), v〉 = 〈A∗q(a ·µ), v〉 = 〈a ·µ,A(v)〉 = 〈µ,A(v)〉, pués a ∈ Gµ.
En el paso de arriba, usamos que a · A∗q(µ) = A∗q(a · µ), veamos que esto se cumple.
Sabemos que, como a ∈ Gµ se cumple que A∗q(a · µ) = A∗q(µ), entonces sólo debemos
ver que a · A∗q(µ) = A∗q(µ)





Por otro lado, 〈A∗q(µ), v〉 = 〈µ,A(v)〉.
∴ a · A∗q(µ) = A∗q(µ).
Ahora vamos a ver que J−1(0) puede identificarse con un producto fibrado.
Lema 2.4.17. Existe un difeomorfismo entre J−1(0) y T ∗(Q/G)×Q/G Q.
Demostración.
Consideremos β : J−1(0) → T ∗(Q/G) ×Q/G Q dada por β(αq) = (α̃[q], q) donde
〈α̃[q], Tπq(vq)〉 = 〈αq, vq〉 = αq(vq).
Veamos que β es un difeomorfismo:
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i) Buena definición:
β está bien definida por construcción y además como α̃[q] ∈ T ∗[q](Q/G) y q ∈ Q,




que fibra enQ/G pues estoy en la misma
fibra.
ii) β es inyectiva:
Sean αq, γq ∈ J−1(0) entonces J(αq) = J(γq) = 0. Consideremos β(αq) = β(γq),
queremos ver que αq = γq.
Como
β(αq) =β(γq)
(α̃[q], q) =(γ̃[q], q)
α̃[q] =γ̃[q]
Entonces, para ver que αq = γq deberiamos ver que ∀ vq ∈ TqQ, 〈αq, vq〉 =
〈γq, vq〉, pero 〈αq, vq〉 por definición es
〈αq, vq〉 =〈α̃[q], Tπq(vq)〉
=〈γ̃[q], Tπq(vq)〉
=〈γq, vq〉
iii) β es suryectiva:




, entonces debemos ver que existe
αq ∈ J−1(0) tal que β(αq) = (γ[q], q).
Sea αq(vq) = (γ[q], Tπq(vq)). Luego, β(αq) = (α̃[q], q), entonces veamos que se
cumple que α̃[q] = γ[q].
〈α̃[q], Tπq(vq)〉 =〈αq, vq〉 = 〈γ[q], Tπq(vq)〉
Por lo que α̃[q] = γ[q].
iv) β es suave por construcción y por lo tanto lo es su inversa.
Finalmente, β es un difeomorfismo.
Observación 2.4.18. Entonces se tiene el siguiente diagrama conmutativo
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Por otro lado, es inmediato verificar que Gµ actúa sobre T ∗(Q/G) ×Q/G Q de
la siguiente manera a · (α̃[q], q) = (α̃[q], a · q) y por lo tanto, se puedo considerar el
cociente (T ∗(Q/G)×Q/G Q)/Gµ y se tiene la proyección canónica al cociente
pµ : T
∗(Q/G)×Q/G Q→ (T ∗(Q/G)×Q/G Q)/Gµ
Vamos a identificar esta variedad cociente con un producto fibrado.
Lema 2.4.19. Consideramos











Entonces χ es un isomorfismo.
Demostración.
i) Buena definición:

















, se tiene que α̃[q] = γ̃[q̃] y que aq = q̃,


























, veamos que se cumple que















[α̃[q], q]Gµ =[γ̃[q], q]Gµ .
iii) χ es suryectiva: por construcción.
Por lo tanto se tiene que χ es un isomorfismo
(T ∗(Q/G)×Q/G Q)/Gµ ' T ∗(Q/G)×Q/G Q/Gµ.
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Se puede verificar fácilmente que β da lugar a una aplicación [β] en los espacios
cociente de manera análoga a como se comprobó que [φµA] está bien definida en el
Lema 2.4.16.
Lema 2.4.20. Se puede definir [β] tal que el siguiente diagrama conmute







Proposición 2.4.21. Se tiene que J−1(µ)/Gµ ' T ∗(Q/G)×Q/G Q/Gµ.
Demostración.
Utilizando los resultados anteriores se tiene que el siguiente doble diagrama es con-
mutativo










donde [φµA] : J
−1(µ)/Gµ → J−1(0)/Gµ y [β] : J−1(0)/Gµ → T ∗(Q/G)×Q/G Q/Gµ.
Entonces [φ̃µA] := [β] ◦ [φ
µ
A] : J
−1(µ)/Gµ → T ∗(Q/G)×Q/GQ/Gµ es un difeormor-
fismo
Nuestro objetivo es modelizar la variedad simpléctica (J−1(µ)/Gµ,Ωµ). Hemos
identificado el espacio J−1(µ)/Gµ con T ∗(Q/G) ×Q/G Q/Gµ y vamos a caracterizar
la forma simpléctica Ωµ.
En primer lugar veamos que dado µ ∈ g∗, una conexión principal A : TQ → g
define una 1-forma de conexión Aµ : TQ → R dada por Aµ(·) := 〈µ,A(·)〉. Muchas
veces se escribe Aµ = A∗(µ), por lo que A∗q(µ)(·) : TqQ → R dada por A∗q(µ)(·) :=
〈µ,A(·)〉.







donde la acción de Gµ sobre R es trivial.
Lema 2.4.22. Aµ es Gµ- invariante.
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Corolario 2.4.23. La 2-forma dAµ es Gµ- invariante.
Demostración. Para ver que dAµ es Gµ- invariante veamos que LξQdAµ = 0 para
todo ξ ∈ g.
Por la fórmula mágica de Cartan se tiene que
LξQdAµ = iξQd(dAµ) + diξQdAµ = diξQdAµ = 0
ya que iξQdAµ = 0 (utilizando Cartan) pues por un lado Aµ es Gµ-invariante y por lo
tanto LξQAµ = 0 y además diξQAµ = 0 pues iξQAµ es una función constante respecto
de q, ya que iξQAµ(q) = 〈µ, ξ〉.
Lema 2.4.24. Existe una única 2-forma cerrada sobre Q/Gµ que denotamos como
βµ tal que π∗Q,Gµβµ = dAµ donde πQ,Gµ : Q → Q/Gµ denota la proyección canónica
al cociente.
Demostración. Veamos que βµ es única y cerrada en Q/Gµ.
i) βµ es única:








π∗Q,Gµ(γµ − βµ) =0
γµ − βµ =0
γµ =βµ.




βµ = d(dAµ) = ddAµ = 0
Luego dβµ = 0. Por lo tanto dβµ es cerrada.
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Veamos ahora que con la estructura simpléctica canónica ΩQ/G sobre T ∗(Q/G)
y esta 2-forma cerrada βµ sobre Q/Gµ se puede definir una estructura simpléctica
sobre el producto fibrado T ∗(Q/G)×Q/GQ/Gµ de manera tal que la identificación de
este espacio con la variedad simpléctica (Mµ,Ωµ) resulte un isomorfismo simpléctico.
Para esto consideramos las siguientes proyecciones
i) π1 : T ∗(Q/G)×Q/G Q/Gµ → T ∗(Q/G)
ii) π2 : T ∗(Q/G)×Q/G Q/Gµ → Q/Gµ
iii) π0 : J−1(0)→ T ∗(Q/G)×Q/G Q/Gµ
Definimos la 2-forma cerrada en T ∗(Q/G)×Q/GQ/Gµ dada por π∗1(ΩQ/G)+π∗2(βµ).
Definición 2.4.25. Con las hipótesis de arriba, Bµ := π∗2(βµ) es denominado tér-
mino magnético.
Observación 2.4.26. Cabe señalar que
i) Este término magnético aparece como un término necesario para corregir la
forma canónica de T ∗(Q/G) de manera tal que se puede identificar con la 2-
forma Ωµ en J−1(µ)/Gµ. A menudo se dice que la forma ΩQ/G está deformada
con un término magnético.
ii) Como se observa en los cálculos previos, todo esto se define a partir de una
1-forma de conexión principal Aµ. En realidad, si para cada µ ∈ g∗ se tie-
ne una 1-forma Aµ que es Gµ-invariante (no necesariamente definida a par-
tir de una conexión principal A), podemos identificar la variedad simpléctica
(J−1(µ)/Gµ,Ωµ) con (T ∗(Q/G)×Q/G Q/Gµ, π∗1(ΩQ/G) + π∗2(βµ)).
Con todas las identificaciones realizadas es sencillo verificar la siguiente relación
(ver [61] para más detalles).
Lema 2.4.27. La forma π∗1(ΩQ/G) + π∗2(βµ) es el pull-back de Ωµ por la aplicación









y, por lo tanto, es una 2-forma simpléctica.
Finalmente se tiene el siguiente resultado.
Teorema 2.4.28. Sean una acción libre y propia de un grupo de Lie G sobre Q,
su acción levantada a T ∗Q y µ un valor regular de la aplicación momento asociada.
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Fijando una conexión principal A, la variedad (J−1(µ)/Gµ,Ωµ) es simplectomorfa
con (T ∗(Q/G)×Q/G Q/Gµ, π∗1(ΩQ/G) + π∗2(Bµ)) vía [φ̃
µ
A].










donde [φ̃µA] := [β] ◦ [φ
µ
A].
Observación 2.4.29. Con este modelo para el espacio reducido (Mµ,Ωµ) se puede
definir el hamiltoniano reducido hµ en las variables de un producto fibrado y escribir
las ecuaciones de movimiento reducidas en las variables de esta variedad simpléctica.
2.5. Reducción de Sistemas Lagrangianos con sime-
trías
En esta sección analizamos dos tipos de reducción de sistemas Lagrangianos con
simetrías; la análoga a la reducción simpléctica de Marsden-Weinstein y la llama-
da reducción al tangente análoga a la llamada reducción al cotangente de sistemas
Hamiltonianos. En este contexto presentamos la reducción de Routh que usa las
cantidades conservadas del sistema.
2.5.1. Sistemas Lagrangianos con simetrías
Definición 2.5.1. Dada una acción libre y propia φ de G en Q, se dice que el
sistema Lagrangiano (Q,L) es invariante si L es una función invariante para la
acción levantada de φ al fibrado tangente TQ.
Si L es un Lagrangiano hiperregular se puede definir una aplicación momento
para la acción φTQ sobre la variedad simpléctica (TQ,ΩL).
Definición 2.5.2. Una aplicación momento está dada por JL = J ◦FL : TQ→ g∗
y JL es equivariante con respecto a la acción coadjunta en g∗
Observación 2.5.3. Es claro que JL es G-invariante si y sólo si J es G-invariante.
2.5.2. Reducción Lagrangiana de Marsden-Weinstein
Consideraremos ahora la versión Lagrangiana del Teorema de Marsden-Weinstein,
para Lagrangianos invariantes.
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Teorema 2.5.4. Versión Lagrangiana del Teorema de Marsden-Weinstein
Sea G un grupo de Lie que actúa libre y propiamente por φ sobre Q y φTQ la acción
levantada al tangente. Sea (Q,L) un sistema Lagrangiano invariante tal que L es
hiperregular. Si µ es un valor regular de JL entonces la variedad cociente (J−1L (µ)/Gµ)
es una variedad simpléctica con estructura simpléctica (ΩL)µ definida por la condición
i∗µΩL = π
∗
µ(ΩL)µ, donde iµ : J
−1
L (µ) → TQ y πLµ : J
−1
L (µ) → J
−1
L (µ)/Gµ son la





Observación 2.5.5. Como en el caso de la reducción simpléctica de Marsden-Weinstein
se puede formular esta versión Lagrangiana para momentos Lagrangianos JL con
cociclo no equivariante.
2.5.3. Reducción al fibrado tangente
De manera análoga a como trabajamos en la llamada reducción al fibrado cotan-
gente vamos a construir un modelo para la variedad simpléctica (J−1L (µ)/Gµ, (ΩL)µ).
En primer lugar vamos a probar que si L satisface una condición adicional de
regularidad, la variedad cociente J−1L (µ)/Gµ se identifica con un producto fibrado
análogo al producto fibrado que se identifica con J−1(µ)/Gµ.
Definición 2.5.6. Un lagrangiano L, G-invariante es llamado G-regular, si para
vq ∈ TqQ fijo, la aplicación J vqL : g → g∗ definida como ξ 7→ JL(vq + ξQ(q)) es un
difeomorfismo.
Observación 2.5.7. A partir de esta noción observamos que
i) L es localmente G-regular si J vqL es un difeomorfismo local en entornos del 0
para cada vq ∈ TQ.
ii) Si L es G-regular, entonces L es localmente G-regular.
Con esta hipótesis sobre L de G-regularidad se puede demostrar que J−1L (µ)/Gµ
es difeormorfo a un espacio fibrado sin recurrir al uso de una familia de 1-formas
indexadas con el dual del álgebra como hicimos en la formulación Hamiltoniana.
Lema 2.5.8. Sean L un lagrangiano invariante G-regular y µ ∈ g∗. Entonces existe
un difeomorfismo
J−1L (µ)/Gµ
∼= T (Q/G)×Q/G Q/Gµ.
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Demostración.
Se puede verificar que la aplicación
Πµ : J
−1
L (µ)→ T (Q/G)×Q/G Q
dada por
vq 7→ (Tπ(vq), q)
es un difeomormfismo que da lugar a otro difeomorfismo en las variedades que se
obtienen al tomar cociente por Gµ (para detalles ver [37]). O sea, la aplicación
[Πµ] : J
−1
L (µ)/Gµ → T (Q/G)×Q/G Q/Gµ
es un difeomorfismo.
Para describir la estructura simpléctica (ΩL)µ que existe en J−1L (µ)/Gµ vamos a
usar el difeomorfismo [Πµ] y vamos a considerar el siguiente difeomorfismo entre los
productos fibrados T (Q/G)×Q/G Q/Gµ y T ∗(Q/G)×Q/G Q/Gµ dado por
[φ̃µA] ◦ [FLµ] ◦ [∆µ] : T (Q/G)×Q/G Q/Gµ → T
∗(Q/G)×Q/G Q/Gµ
como se muestra en el siguiente diagrama, siguiendo [37]
T (Q/G)×Q/G Q J−1L (µ) J−1(µ) J−1(0)











i) FLµ := FL|J−1L (µ) : J
−1
L (µ)→ J−1(µ) que induce una aplicación en los cocientes
por Gµ.
ii) [FLµ] : J−1L (µ)/Gµ → J−1(µ)/Gµ.
iii) ∆µ y [∆µ] las inversas de Πµ y [Πµ] respectivamente.
Vamos a considerar el pull-back de la forma simpléctica π∗1(ΩQ/G) + Bµ por el




(T (Q/G)×Q/G Q/Gµ, ([φ̃µA] ◦ [FLµ] ◦ [∆µ])
∗(π∗1(ΩQ/G) + Bµ).
Es claro que para describir la forma (ΩL)µ en el espacio que modela J−1L (µ)/Gµ
fue necesario considerar una familia de 1-formas Aµ.
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2.5.4. Reducción de Routh
Puede verse que esta estructura simpléctica en T (Q/G) ×Q/G Q/Gµ puede defi-
nirse como el pull-back de (π∗1(ΩQ/G) + Bµ) por la transformada de Legendre de un
Lagrangiano modificado por una 1-forma que da lugar a una aplicación que llamamos
Routhiano.
Definición 2.5.9. Dado un lagrangiano L : TQ → R, G-invariante y G-regular y
una conexión principal A en el fibrado π : Q→ Q/G, para cada µ ∈ g∗ definimos la
aplicación Rµ = L − Aµ, donde Aµ : TQ → R es la 1-forma conexión considerada
antes.
Claramente, por construcción Rµ es Gµ-invariante y su restricción a J−1L (µ) de-
fine una aplicación reducida [Rµ] en J−1L (µ)/Gµ. Usando la identificación entre este
cociente y el fibrado producto T (Q/G)×Q/G Q/Gµ se define la aplicación
Rµ := [Rµ] ◦ [∆µ] : T (Q/G)×Q/G Q/Gµ → R
y se denomina Función de Routh o Routhiano que es un Lagrangiano redu-
cido.
Proposición 2.5.10. Se puede definir la transformada de Legendre del Routhiano
Rµ y ver que bajo las condiciones anteriores
[φ̃µA] ◦ [FLµ] ◦ [∆µ] = FR
µ.
Finalmente estamos en condiciones de enunciar el siguiente teorema de reducción.
Teorema 2.5.11. Dado un lagrangiano L, G-invariante y G-regular en un espacio
de configuraciones Q. Entonces la reducción de Marsden-Weinstein de (TQ,ΩLQ) con
momento JL = µ es la variedad simpléctica
(T (Q/G)×Q/G Q/Gµ, (FRµ)∗(π∗1(ΩQ/G) + Bµ))
Al considerar la reducción de Routh (que puede pensarse como la versión Lagran-
giana de la reducción Marsden-Weinstein), el sistema que se obtiene es un sistema
Lagrangiano con términos magnéticos, que también puede pensarse como un Lagran-
giano modificado con estos términos magnéticos, y usualmente suele denominarse
Routhiano.
Ejemplo 2.5.12. Péndulo con resorte
El sistema consiste en una partícula con masa m moviéndose en el plano horizon-
tal, sujeta al origen de un resorte con constante de fricción k (ver Figura 2.2).
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m(ṙ2 + r2θ̇2)− 1
2
kr2.
Figura 2.2: Péndulo con resorte
El sistema es invariante bajo traslaciones en la dirección de θ, ya que, si ψa(r, θ) =
(r, θ + a) denota la acción entonces












m(ṙ2 + r2θ̇2)− 1
2
kr2 = L(r, θ)
La aplicación momento para esta acción es JL = ∂L∂θ̇ = mr
2θ̇, y las ecuaciones de
Euler-Lagrange son




Fijamos un valor regular para la aplicación momento, 0 6= µ = mr2θ̇ y sea A = dθ
la conexión estándar cuyo término de curvatura es nulo. El Routhiano es obtenido
como:
Rµ(r, ṙ) = (L− µθ̇) |µ=mr2θ̇=
1
2
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Las ecuaciones de Euler-Lagrange para Rµ son
mr̈ = −kr + µ
2
mr3
y las soluciones de esta ecuación están en correspondencia con las soluciones de las
ecuaciones de Euler-Lagrange para L con momento µ. Para ver eso, observemos que
de las ecuaciones anteriores se tiene
mr̈ = −kr + µ
2
mr3




= −kr + µ
r




= θ̇2mr − kr.
Finalmente, como d
dt
µ = 0 por ser el momento una cantidad conservada, se tiene
que d
dt
(mrθ̇) = 0 (Esto es, mr2θ̇ es constante a lo largo de las ecuaciones de Euler-
Lagrange).
Ejemplo 2.5.13. Tres cuerpos rígidos planares
Consideremos tres cuerpos rígidos planares que tienen un punto en común O, con-
siderado en [37]. Cada cuerpo puede rotar libremente alrededor de O, ortogonalmente
al plano. El espacio de configuración es S1× S1× S1 con coordenadas (θ, φ, ψ) donde
θ es el ángulo que el primer cuerpo rígido hace con una dirección fija en el plano (ver
Figura 2.3), φ es el ángulo del segundo cuerpo con respecto al primero y ψ denota el
ángulo del tercer cuerpo con respecto al segundo cuerpo (ver Figura 2.3).
Figura 2.3: Tres cuerpos rígidos
Suponemos que el potencial es de la forma V (ϕ, ψ) de forma tal que tenemos un
Lagrangiano S1-invariante:











I3(θ̇ + ϕ̇+ ψ̇)
2 − V (ϕ, ψ);
pues
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L(γa(θ, ϕ, ψ))

























I3(θ̇ + ϕ̇+ ψ̇)
2 − V (ϕ, ψ)
= L(θ, ϕ, ψ).

































Fijamos un valor regular µ para el momento JL = ∂L∂θ̇ , y entonces queda
JL = (I1 + I2 + I3)θ̇ + (I2 + I3)ϕ̇+ I3ψ̇.
Si consideramos el conjunto de nivel de la aplicación momento para µ, {JL = µ},
entonces tenemos que
θ̇ =
µ− (I2 + I3)ϕ̇− I3ψ̇
I1 + I2 + I3
.
Consideremos la conexión plana (es decir, con un término con curvatura nula)
dada por A0 = dθ + cos(ψ)dϕ. El Routhiano






















µ(I2 + I3)(1− cos(ψ))
I1 + I2 + I3
ϕ̇+
µI3
I1 + I2 + I3
ψ̇ − V (ϕ, ψ).
Luego, se puede ver que las ecuaciones de Euler-Lagrange para Rµ son equivalentes
a las ecuaciones de Euler-Lagrange para las variables (ϕ, ψ) de L. Asimismo, con la
ecuación momento completamos las soluciones del sistema original.
2.6. Reducción de Sistemas de Poisson
Se puede reducir simetrías presentes en variedades de Poisson y en general esto
se hace sin una aplicación momento tomando cocientes.
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Sea (P, {·, ·}) una variedad de Poisson. Una acción φg : P → P de un grupo de
Lie se dice acción de Poisson si el corchete es invariante por ella; es decir, que el
corchete de funciones G-invariantes es invariante.
Teorema 2.6.1. Sea G un grupo de Lie y Ψ una acción de Poisson que actúa en
una variedad de Poisson P . Supongamos que P/G es una variedad diferenciable y
π : P → P/G es una submersion. Entonces hay un único corchete de Poisson {·, ·}red
en P/G llamado corchete de Poisson reducido, tal que
{F,K}red ◦ π := {F ◦ π,K ◦ π} (2.6.2)
para todo F,K ∈ F0(P/G).
Definición 2.6.3. Si H : P → R es una función G-invariante en P , entonces de-
finimos la función reducida Hred : P/G → R en P/G que está unívocamente
determinado por la relación
Hred ◦ π = H
2.7. Sistemas Lagrangianos y Hamiltonianos Mag-
néticos
Como vimos, estos procesos de reducción no resultan ser un proceso cerrado en la
categoría de los sistemas Lagrangianos y Hamiltonianos. Por un lado, los espacios re-
ducidos no resultan fibrados tangentes ni cotangentes y por otro lado, las estructuras
simplécticas se modifican con los llamados términos magnéticos.
En esta sección, siguiendo a [37] presentamos los llamados sistemas Lagrangianos
y Hamiltonianos Magnéticos que incluyen a los sistemas que se obtienen al considerar
la reducción Lagrangiana de un sistema Lagrangiano.
Definición 2.7.1. Sea ε : P → Q un fibrado sobre Q, definimos una fuerza mag-
nética B en P como una 2-forma cerrada en P .
Definición 2.7.2. Un sistema Lagrangiano magnético es una clase de sistema
Lagrangiano que consiste en una ternaMLB := (ε : P → Q,L,B) donde ε : P → Q es
un fibrado, L una función diferenciable en el fibrado producto TQ×QP (independiente
de las velocidades tangentes de las fibras de ε) y B un término de fuerza magnética
en P .
Observación 2.7.3. Notar que la definición anterior incluye la definición clásica de
sistemas Lagrangianos considerando P = Q, ε = idQ y B = 0, donde idQ : Q → Q
es la función identidad en Q. En este sentido, el concepto de sistema Lagrangiano
magnético extiende el concepto estándar de sistemas Lagrangianos.
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Los elementos de las variedades Q y P serán denotados por q y p, respectivamente.
Si dimQ = n y dimP = n+k, las coordenadas en la fibra ε : P → Q están dadas por
(qi, pa) para i = 1, ..., n y a = 1, ..., k = dimP − dimQ. Por lo tanto, las coordenadas
del fibrado inducido TQ×Q P están dadas por (qi, vi, pa). Dado que el Lagrangiano
es independiente de las velocidades en las coordenadas pa, y L es interpretado como





















La notación usual para trabajar con estos sistemas es la siguiente.
i) El fibrado producto TQ×Q P se representa como TPQ y los puntos de TPQ se
denotan como (vq, p) donde vq ∈ TqQ y p ∈ P tal que ε(p) = q.
ii) De manera análoga, el fibrado producto T ∗Q×Q P se abrevia como T ∗PQ y sus
puntos se denotados por (αq, p) donde αq ∈ T ∗qQ y p ∈ P tal que ε(p) = q.
iii) Vε denota la distribución en P de vectores tangentes verticales respecto a ε.
iv) ε̂ : TP → TPQ es la asignación sobre P que asigna a un elemento vq ∈ TP el
elemento (Tε(vq), p) ∈ TPQ.
v) τ1 : TPQ → TQ es la proyección que le asigna a un elemento (vq, p) ∈ TPQ el
vector vq ∈ TQ y τ2 : TPQ→ P la proyección que le asigna el punto p ∈ P .
vi) π1 : T ∗PQ → T ∗Q la proyección que le asigna αq ∈ T ∗Q a (αq, p) ∈ T ∗PQ y
π2 : T
∗
PQ→ P la proyección que proyecta (αq, p) ∈ T ∗PQ en p ∈ P .
vii) La transformada de Legendre correspondiente a L : TPQ→ R es la aplicación







L(vq + twq, p),
donde wq ∈ TqQ.
viii) Utilizando la trasformada de Legendre, el pull-back de la 2-forma π∗1ΩQ + π∗2B
por FL en T ∗PQ da lugar a una 2-forma presimpléctica en TPQ (esto es, una
2-forma cerrada pero no necesariamente de rango constante) dada por
ΩL,B := FL∗(π∗1ΩQ + π∗2B).
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ix) La función EL : TPQ→ R definida por EL(vq, p) = 〈FL(vq, p), (vq, p)〉−L(vq, p)
es llamada energía del sistema Lagrangiano magnético. Aquí la contracción de
un elemento (αq, p) ∈ TPQ con un elemento (vq, p) ∈ TPQ es definida como
〈(αq, p), (vq, p)〉 = 〈αq, vq〉.














Definición 2.7.4. Una curva p(t) en P es llamada solución del sistema La-
grangiano magnético MLB si la curva inducida γ(t) = (q̇(t), p(t)) ∈ TPQ, con
q(t) = ε(p(t)) ∀ t, satisface la ecuación
iγ̇(t)Ω
L,B(γ(t)) = −dEL(γ(t)).
Localmente, la 2-forma ΩL,B y el diferencial de la energía del sistema Lagrangiano






∧ dqi + 1
2























Una curva p(t) = (qi(t), pa(t)) en P es una solución del sistema Lagrangiano
magnéticoMLB sí y sólo si se satisface el siguiente sistema de ecuaciones diferenciales









= Bij q̇j + Biaṗa, (2.7.5)
− ∂L
∂pa
= −Biaq̇i + Babṗb, (2.7.6)
donde i = 1, ..., n y a = 1, ..., k. Estas son las ecuaciones de Euler-Lagrange para el
Lagrangiano L̃ = ε̂∗L : TQ → R en TQ sujeto al término magnético. Si P = Q y
εIdQ es la identidad en Q, L̃ = L y las ecuaciones de movimiento se corresponden
con las ecuaciones de Euler-Lagrange clásicas.
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Definición 2.7.7. Un sistema Lagrangiano magnético es llamado regular si se sa-
tisfacen las siguientes condiciones:
i) La 2-forma ΩB = π∗1ΩQ + π∗2B es simpléctica.
ii) FL : TPQ→ T ∗PQ es un difeomorfismo local.
Definición 2.7.8. Si FL : TPQ → T ∗PQ es un difeomorfismo global, el sistema
Lagrangiano magnético es llamado hiperregular.
Observación 2.7.9. Si consideramos (TQ,L,ΩLQ = FL∗(ΩQ)) se tiene un sistema La-
grangiano magnético.
Proposición 2.7.10. Dado un sistema Lagrangiano magnéticoMLB hiperregular, la
2-forma ΩL,B = FL∗(π∗1ΩQ + π∗2B) determina una estructura simpléctica en TPQ.
Observación 2.7.11. La Proposición 2.7.10 implica que un sistema Lagrangiano mag-
nético hiperregular induce una estructura simpléctica en TPQ y la dinámica del sis-
tema está gobernada por el campo vectorial asociado a la energía del sistema con
respecto a la estructura simpléctica ΩL,B, esto es, las ecuaciones de movimiento para
un sistema Lagrangiano magnético se describen intrínsecamente (es decir, indepen-
dientes de la elección de coordenadas) como
iXELΩ
L,B = −dEL.
Vamos a considerar ahora el ejemplo de la partícula en un campo magnético como
un sistema Lagrangiano magnético y Hamiltoniano que ya analizamos en las secciones
anteriores como sistema Lagrangiano.
Ejemplo 2.7.12. Consideremos el ejemplo de la partícula en un campo magnético tra-
tado en el Ejemplo 2.2.2. Como puede observarse, se trata de un sistema Lagrangiano
magnético, donde ε : P → Q, siendo P = R3 con coordenadas pa, con a = 1, 2, 3 y
Q = R3 con coordenadas qi, con i = 1, 2, 3, B una 2-forma cerrada en P = R3 y el
Lagrangiano del sistema L : TR3 ×R3 R3 → R. Dado que TR3 ×R3 R3 fibra sobre R3,
haciendo el cambio de índices a = i se tiene que pa = pi = qi, para i = 1, 2, 3. Por lo




‖ vi ‖2 .
Por lo tanto (ε : R3 → R3, L,B) es un sistema Lagrangiano magnético.
La 2-forma cerrada ΩL,B en TR3 ×R3 R3 está dada por




donde c es la velocidad de la luz y e es la carga del electrón. Luego, las ecuaciones

















que, son exactamente las ecuaciones 2.7.5 con Bij = Bq3 , Bia = Bq2 y Bab = Bq1 .
Definición 2.7.13. Un sistema Hamiltoniano magnético consiste en una terna
MHB := (ε : P → Q,H,B) donde ε : P → Q es un fibrado sobre Q, H una funcion
diferenciable en el fibrado producto T ∗Q ×Q P , denominada Hamiltoniano, y B es
una 2-forma cerrada en P .
Definición 2.7.14. Un sistema hamiltoniano magnético es hiper-regular si ΩB es
simpléctica y FH es un difeomorfismo global.
Existe una estructura simpléctica ΩB sobre T ∗Q×QP dada por ΩB = π∗1ΩQ+π∗2B.
Una curva (qi(t), pi(t), pa(t)) T ∗Q×QP es una solución de las ecuaciones de Hamilton
para la variedad presimpléctica (T ∗Q ×Q P,ΩB) sí y sólo sí se satisface el siguiente













Sea FH : T ∗PQ → TPQ la transformada (es decir, la derivada fibrada del Ha-
miltoniano) del sistema Hamiltoniano magnético MHB , que asigna a cada elemento
αq ∈ T ∗Q un (vq, p) ∈ TPQ determinado por la relación:





H(αq + uα̃q, p),
para α̃q ∈ T ∗qQ.
Vamos a considerar el ejemplo de la partícula en un campo magnético como un
sistema Hamiltoniano magnético que ya analizamos en las secciones anteriores como
sistema Hamiltoniano.
Ejemplo 2.7.18. Volviendo al ejemplo de la partícula en un campo magnético tratado
en el Ejemplo 2.1.8, se trata también de un sistema Hamiltoniano magnético, donde
ε : P → Q, siendo P = R3 con coordenadas ra, con a = 1, 2, 3 y Q = R3 con
coordenadas pi, con i = 1, 2, 3, B una 2-forma cerrada en P = R3 y el Hamiltoniano
del sistema H : T ∗R3 ×R3 R3 → R, con la misma observación del cambio de índices,
el Hamiltoniano está dado por
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Por lo tanto (ε : R3 → R3, H,B) es un sistema Hamiltoniano magnético.
Luego, las ecuaciones de movimiento vienen dadas por













que, son exactamente las ecuaciones 2.7.15 con Bij = Bp3 , Bia = Bp2 y Bab = Bp1 .

Capítulo 3
Reducción de Sistemas Mecánicos de
orden superior
Muchos sistemas de interés en mecánica se formulan con Lagrangianos y Hamil-
tonianos que dependen de derivadas de orden superior. Un análisis detallado de la
geometría de orden superior necesaria para estas formulaciones puede encontrarse,
por ejemplo, en [15], [17], [28], [29], [44], [32] y [68]. En esta sección presentamos los
conceptos básicos para la formulación de la teoría de sistemas mecánicos de orden
superior siguiendo [32] y su reducción en presencia de simetrías.
Como vimos en la Sección 2, al estudiar la reducción de sistemas Lagrangianos
aparecen los llamados términos magnéticos que permiten definir una clase más ge-
neral de sistemas Lagrangianos, los llamados sistemas Lagrangianos magnéticos, que
resultan incluir a los sistemas que se obtienen al considerar la reducción de una
simetría.
El objetivo fundamental de este capítulo consiste en adaptar esta construcción al
caso de sistemas de orden superior. Para esto, presentamos una noción de término
magnético de orden superior y una noción de sistemas Hamiltonianos y Lagrangianos
magnéticos de orden superior. También mostramos que hasta ahora existen algunas
dificultades para definir un análogo del Routhiano considerado para sistemas de orden
1 en el caso de orden superior.
3.1. Sistemas Lagrangianos de orden Superior
En esta sección presentamos el formalismo Lagrangiano para sistemas que invo-
lucran Lagrangianos que dependen de derivadas de orden superior.
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3.1.1. Fibrado Tangente de Orden Superior
Definición 3.1.1. Dada Q una variedad diferenciable de dimensión n, definimos una
relación de equivalencia en el espacio de curvas suaves C∞(R, Q) = {q : R→ Q} de la
siguiente manera: dadas q1(t) : R→ Q y q2(t) : R→ Q dos curvas suaves, si a ∈ R+ y
t ∈ (−a, a) decimos que tienen un contacto de orden k en q0 = q1(0) = q2(0) si para
cualquier carta local (ϕ,U) de Q tal que q1(0) y q2(0) ∈ U se tiene que ∀ s = 0, ..., k
ds
dts




Denotamos por [q(t)]k0 a la clase de equivalencia de q.
Definición 3.1.2. Definimos T kQ como el conjunto de las clases de equivalencia
[q(t)]k0 que tiene estructura de variedad diferenciable de dimensión (k + 1)n.
En coordenadas locales, los elementos [q]k0 de T kQ pueden ser escritos como
(q
(0)




1 , ..., q
(1)
n , ..., q
(k)
1 , ..., q
(k)
n )
donde q(l) denota la derivada de orden l de q.
Definición 3.1.3. Un Lagrangiano de orden k es una función diferenciable Lk :
T kQ→ R; es decir, una función suave que depende de derivadas de orden superior.
Definición 3.1.4. El Fibrado Tangente de orden k sobre Q está dado por la
variedad T kQ y la aplicación suave τ kQ : T kQ→ Q donde τ kQ([q]k0) = q(0) = q0.
















que claramente resultan suaves.
Definición 3.1.6. Dada f : Q → R una función diferenciable, sus funciones levan-







Definición 3.1.7. Dada una función suave f : M → N se tiene que




0 ) := [f ◦ q]
(k)
f(0).
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3.1.2. Sistemas Lagrangianos de orden superior: descripción
variacional
Definición 3.1.8. Un Sistema Lagrangiano de orden k es un par (Q,Lk) donde
Q es una variedad diferenciable y Lk : T kQ→ R es un lagrangiano de orden k,
Lk([q]
(k)
0 ) = L
k(q, q̇, q̈, ..., q(k))
Para describir la dinámica dada por estos sistemas, seguimos la Sección 3 en [30].
Dados dos puntos x, y ∈ T (k−1)Q definimos el espacio formado por las curvas que
conectan x con y de la siguiente manera:
C2k(x, y) := {q : [0, T ]→ Q/q ∈ C2k([0, T ], Q); q(k−1)(0) = x, q(k−1)(T ) = y}
Dada una curva q en C2k(x, y) el espacio tangente a C2k(x, y) en q se define como:
TqC2k(x, y) = {X ∈ C2k−1([0, T ], TQ) / ;X(t) ∈ Tq(t)Q,X(k−1)(0) = 0, X(k−1)(T ) = 0}





Definición 3.1.9. El principio de Hamilton establece que una curva q ∈ C2k(x, y)
es una trayectoria del sistema Lagrangiano de orden superior (Q,Lk) si y sólo si q es
punto crítico de A.
Para encontrar dichos puntos necesitamos caracterizar las curvas q tales que
dA(q)(X) = 0 ∀X ∈ TqC2k(x, y).
Trabajando de manera análoga a cómo se caracterizan los puntos críticos del
funcional acción para un sistema lagrangiano (Q,L) se pueden caracterizar los puntos
críticos del funcional acción definido a partir de un Lagragiano de orden superior.
Teorema 3.1.10. Sea Lk : T kQ → R un Lagrangiano de orden superior y A su
funcional acción asociado definido sobre C2k([0, T ], Q).
Entonces existe un único operador
ELk : T 2kQ→ T ∗(T k−1)Q
y una única 1-forma ΘkL en T (2k−1)Q tal que para toda variación de la forma δqs ∈







































Considerando los puntos críticos del funcional acción se obtienen las ecuaciones












Definición 3.1.11. Sea la 2-forma ΩkL sobre T (2k−1)Q definida como ΩkL := −dΘkL.











3.1.3. Sistemas Lagrangianos de orden superior con simetrías
Definición 3.1.13. Sean Q una variedad, G un grupo de Lie y ΦQ : G × Q → Q
una acción libre y propia de G sobre Q. Entonces la acción levantada al fibrado
tangente de orden superior T kQ
ΦT






0 ) := T
kΦg([qt]
(k)
0 ) = [Φg ◦ q]
(k)
0 .
Localmente se tiene que Φkg(q, q̇, q̈, ..., q(k)) = (Φg(q), TΦg(q̇), T 2Φg(q̈), ..., T kΦg(q(k)))
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Definición 3.1.14. Un sistema Lagrangiano de orden k con simetrías es un sistema
Lagrangiano (Q,Lk) tal que el Lagrangiano Lk es invariante por la acción ΦTkQ.
Definición 3.1.15. El generador infinitesimal ξTkQ se define como


















Definición 3.1.16. La aplicación momento de orden k para esta acción sobre
la variedad simpléctica (T kQ,ΩkL) es una aplicación suave JkL : T (2k−1)Q→ g∗ tal que





3.2. Sistemas Hamiltonianos de orden Superior
En esta sección presentamos los sistemas Hamiltonianos de orden superior y su
relación con los sistemas Lagrangianos de orden superior.
3.2.1. Sistemas Hamiltonianos y Transformada de Legendre
de orden superior
Definición 3.2.1. Un Hamiltoniano de orden k está dado por una función dife-
renciable Hk : T ∗(T (k−1)Q)→ R llamada Hamiltoniano de orden k del sistema.
Definición 3.2.2. Un sistema Hamiltoniano de orden k es una terna
(T ∗(T (k−1)Q),ΩkQ, H
k) donde T ∗(T (k−1)Q) es un fibrado cotangente de orden superior
y H : T ∗(T (k−1)Q)→ R es una función suave.
Observación 3.2.3. Los puntos de T ∗(T (k−1)Q) se denotan como
(q, q̇, q̈, ..., q(k−1), p̂(0), ..., p̂(k−1)) donde p̂i representa el i-ésimo momento generalizado
de Jacobi-Ostrogradski.
Definición 3.2.4. Una curva es trayectoria del sistema Hamiltoniano de orden su-
perior con Hamiltoniano Hk si es una curva integral del campo vectorial Hamil-





donde ΩkQ es la forma simpléctica canónica en T ∗(T (k−1)Q).
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Para establecer una relación entre sistemas Lagrangianos y Hamiltonianos de
orden superior se define una transformada de Legendre de orden superior que requiere
del uso de los momentos generalizados de Ostrogradski y por lo tanto se denomina
transformada de Legendre-Ostrogradski.
Definición 3.2.5. La transformada de Legendre-Ostrogradski
FLk : T (2k−1)Q→ T ∗(T (k−1)Q)
es la aplicación definida como
FLk(q, q̇, q̈, ..., q(2k−1)) = (q, q̇, q̈, ..., q(k−1), p̂(0), ..., p̂(k−1))











Definición 3.2.6. Sí FLk es un difeomorfismo global se dice que el Lagrangiano Lk
es hiperregular y el Hamiltoniano asociado está definido como
Hk := EkL ◦ (FLk)−1 : T ∗(T (k−1)Q)→ R
Observación 3.2.7. Se puede ver que las formas ΘkL y ΩkL que son llamadas las formas
de Poincaré-Cartan verifican que
ΘkL = (FL
k)∗ΘkQ ∈ Ω1(T (2k−1)Q)
ΩkL = (FL
k)∗ΩkQ ∈ Ω2(T (2k−1)Q)
donde ΘkQ y ΩkQ son las formas canónicas en T ∗(T (k−1)Q).
Definición 3.2.8. La función energía de orden k EkL : T (2k−1)Q→ R asociada a







En coordenadas se tiene EkL =
k−1∑
i=0
p̂(i)q(i+1) − Lk(q(0), ..., q(k)).
Observación 3.2.9. La solución de las ecuaciones de Euler-Lagrange de orden k está
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3.2.2. Sistemas Hamiltonianos de orden superior con
simetrías
De ahora en más, utilizamos la siguiente notación.
Sea la variedad diferenciable Q̃ = T (k−1)Q y consideremos la variedad simpléctica
(T ∗Q̃,ΩQ̃) donde, como siempre, ΩQ̃ es la forma simpléctica canónica en T
∗Q̃.
Si φQ es una acción de un grupo de Lie G sobre Q, como ya dijimos esta acción
se puede levantar a Q̃ y luego, de manera canónica, a su fibrado cotangente.
Entonces, la acción φQ : G × Q → Q es la levantada al cotangente T ∗Q̃ de la
siguiente manera
φT
∗Q̃ : G× T ∗Q̃→ T ∗Q̃
donde
(g, q(0), q(1), ..., q(k−1), p̂(0), p̂(1), ..., p̂(k−1)) =(
φg(q
(0)), Tφg(q
(1)), ..., T (k−1)φg(q
(k−1)), (φQ̃g−1)
∗(p̂(0), p̂(1), ..., p̂(k−1))
)
Esta acción resulta simpléctica y su aplicación momento asociada Jk : T ∗Q̃→ g∗
está definida por
〈Jk(q(0), q(1), ..., q(k−1), p̂(0), p̂(2), ..., p̂(k−1)), ξ〉 =
〈(q(0), q(1), ..., q(k−1), p̂(0), p̂(1), ..., p̂(k−1)), ξQ̃(q
(0), q(1), ..., q(k−1))〉,
siendo ξQ̃ el generador infinitesimal de orden superior.
Es claro que Jk es equivariante con respecto a la acción coadjunta de G sobre g∗;










Definición 3.2.10. Un sistema Hamiltoniano de orden k con simetrías es un sistema
Hamiltoniano (T ∗(T (k−1)Q), Hk) tal que el Hamiltoniano Hk es invariante por la
acción ΦT ∗(T (k−1)Q).
3.3. Reducción de sistemas Hamiltonianos de orden
Superior
En esta sección vamos a considerar sistemas Hamiltonianos de orden superior con
simetrías y vamos a recordar el clásico proceso de reducción de Marsden-Weinstein
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y el proceso de reducción al cotangente.
3.3.1. Reducción de Marsden-Weinstein
En primer lugar recordemos el Teorema de Marsden-Weinstein para el caso de la
variedad simpléctica (T ∗Q̃,ΩQ̃) y el momento de orden superior J
k.
Teorema 3.3.1. Sea (T ∗Q̃,ΩQ̃) una variedad simpléctica con G un grupo de Lie
que actúa libre, propia y canónicamente en T ∗Q̃ por levantamientos. Sean Jk una
aplicación momento equivariante y µ ∈ Jk(T ∗Q̃) un valor regular de Jk. Entonces
((T ∗Q̃)µ,Ωµ) con (T ∗Q̃)µ = (Jk)−1(µ)/Gµ es una variedad simpléctica donde Ωµ es
una 2-forma únivocamente determinada por i∗µΩQ̃ = π
∗
µΩµ, donde iµ : (Jk)−1(µ) →






3.3.2. Reducción al fibrado cotangente
La idea ahora, es determinar un modelo para (como ocurre en orden k = 1) el
espacio (Jk)−1(µ)/Gµ. Para esto consideremos el fibrado principal πQ̃ : Q̃ → Q̃/G y
adaptemos los resultados del Capítulo 2, Sección 2.4 para el caso Q̃ = T (k−1)Q.
Definición 3.3.2. Definamos el fibrado de vectores verticales de orden supe-
rior con respecto a la proyección πQ̃, como V πQ̃ dado por
V πQ̃ = {v ∈ TQ̃ | TπQ̃(v) = 0}
siendo
(V πQ̃)q̃ = {vq̃ ∈ Tq̃Q̃ | Tq̃πQ̃(vq̃) = 0}.
Su anulador es el espacio V ◦πQ̃ ⊂ T ∗Q̃ tal que
V ◦πQ̃ = {α
(k) ∈ T ∗Q̃ | α(k)(v) = 0∀ v ∈ V πQ̃}
siendo α(k) = (q(0), q(1), ..., q(k−1), p̂(0), p̂(1), ..., p̂(k−1)).
Tenemos entonces:
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Lema 3.3.3. Bajo las hipótesis anteriores, se tiene que V ◦πQ̃ = (J
k)−1(0).
Dado un fibrado principal πQ̃ : Q̃→ Q̃/G consideramos una 1-forma de conexión
Ak : TQ̃→ g. Es decir,
i) Ak(ξQ̃(q̃)) = ξ.
ii) Ak(Tq̃ψg · v) = Adg(Ak(v)) que se denomina propiedad de equivarianza.
iii) Para µ ∈ g∗ y vq̃ ∈ Tq̃Q̃ se tiene que Akµ(q̃)(vq̃) = 〈µ,Ak(vq̃)〉.
Sea (Akq̃)∗ : g∗ → T ∗q̃ Q̃ su aplicación dual, dada por
〈(Akq̃)∗(µ), vq̃〉 = 〈µ,Ak(vq̃)〉
que es una conexión de orden 1 sobre un fibrado principal de orden superior.
Lema 3.3.4. Sea µ ∈ g∗, entonces existe un difeomorfismo φµAk entre (J
k)−1(µ) y
(Jk)−1(0).
Como en el Capítulo 2, φµAk : (J
k)−1(µ) → (Jk)−1(0) da lugar a una aplica-
ción definida en las variedades cociente. Se observa que Gµ actúa en (Jk)−1(µ) y en
(Jk)−1(0).
Lema 3.3.5. Sea






que resulta ser un difeomorfismo.
Lema 3.3.6. Existe un difeomorfismo entre (Jk)−1(0) y T ∗(Q̃/G)×Q̃/G Q̃.
Lema 3.3.7. Sea Gµ el grupo de isotropía. Puede verse que Gµ está bien definida en
T ∗(Q̃/G)×Q̃/G Q̃ de manera análoga a como lo hacía en la Observación 2.4.18.
Por lo tanto, puedo considerar el cociente de (T ∗(Q̃/G)×Q̃/G Q̃)/Gµ por Gµ y ver
que el espacio (T ∗(Q̃/G)×Q̃/G Q̃)/Gµ se identifica con T ∗(Q̃/G)×Q̃/G Q̃/Gµ.
Lema 3.3.8. Consideramos
χ(k) : (T ∗(Q̃/G)×Q̃/G Q̃)/Gµ → T
∗(Q̃/G)×Q̃/G Q̃/Gµ
definido de manera análoga a como se hizo en el Lema 2.4.19 y por lo tanto χ(k) es
un isomorfismo.
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Observación 3.3.9. Utilizando los resultados vistos en los Lemas anteriores, se tiene
que







donde [φµAk ] : (J
k)−1(µ)/Gµ → (Jk)−1(0)/Gµ y
[βk] : (Jk)−1(0)/Gµ → T ∗(Q̃/G)×Q̃/G Q̃/Gµ, por lo que podemos finalmente identi-
ficar
(Jk)−1(µ)/Gµ ' T ∗(Q̃/G)×Q̃/G Q̃/Gµ
vía el difeomorfismo [βk] ◦ [φµAk ] := [φ̃
µ
Ak ], es decir
[φ̃µAk ] : (J
k)−1(µ)/Gµ → T ∗(Q̃/G)×Q̃/G Q̃/Gµ.
Nuestro objetivo es caracterizar la variedad simpléctica
((T ∗Q̃))µ,Ωµ) = ((J
k)−1(µ)/Gµ,Ωµ), donde Ωµ es una 2-forma únivocamente deter-
minada por i∗µΩQ̃ = π
∗
µΩµ.
Por lo visto, logramos identificar los espacios
(Jk)−1(µ)/Gµ y T ∗(Q̃/G) ×Q̃/G Q̃/Gµ. Como (Jk)−1(µ)/Gµ no es el cotangente de
ningún espacio no tiene una forma canónica, pero tiene una forma Ωµ que es sim-
pléctica.
Vamos a estudiar como en el desarrollo de este proceso de reducción aparecen
naturalmente términos para corregir ciertas estructuras simpléticas que llamaremos
términos magnéticos de orden superior de manera análoga a lo que analizamos en el
Capítulo 2.
En primer lugar veamos que fijado µ ∈ g∗, la conexión principal Ak : TQ̃ → g
define una 1-forma de conexión Akµ : TQ̃ → R dada por Akµ(·) = 〈µ,Ak(·)〉 que
puede escribirse como Akµ = (Ak)∗(µ) ya que (Ak)∗q̃(µ)(·) : Tq̃Q̃ → R está dada por
(Ak)∗q̃(µ)(·) = 〈µ,Ak(·)〉.
Lema 3.3.10. Akµ es Gµ- invariante, por lo que induce una aplicación en el cociente.
Lema 3.3.11. Si Akµ es Gµ- invariante, entonces dAkµ es Gµ- invariante.
Lema 3.3.12. dAkµ baja al cociente Q̃/Gµ, por lo que existe una única βkµ en Q̃/Gµ
que es cerrada tal que π∗
Q̃,Gµ
βkµ = dAkµ, siendo πQ̃,Gµ : Q̃→ Q̃/Gµ una submersión.
Entonces, dada ΩQ̃/G la 2-forma canónica en T
∗(Q̃/G) y βkµ la 2-forma cerrada
en Q̃/Gµ, definamos las siguientes proyecciones:
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i) πk1 : T ∗(Q̃/G)×Q̃/G Q̃/Gµ → T ∗(Q̃/G)
ii) πk2 : T ∗(Q̃/G)×Q̃/G Q̃/Gµ → Q̃/Gµ
iii) πk0 : (Jk)−1(0)→ T ∗(Q̃/G)×Q̃/G Q̃/Gµ






Definición 3.3.13. Con las hipótesis consideradas más arriba, Bkµ := (πk2)∗(βkµ) es
denominado el término magnético de orden superior.
Como en el caso de los sistemas Hamiltonianos (de orden 1), el mismo aparece
como una necesidad para corregir la forma canónica de T ∗(Q̃/G) para caracterizar la
2-forma Ωµ de (Jk)−1(µ)/Gµ para que sea canónica. A menudo se dice que la forma
ΩQ̃/G está deformada con un término magnético.
Como se observa en los cálculos previos, todo ésto se define por medio de una
1-forma de conexión principal; por lo que dada una 1-forma Akµ podemos identificar
la variedad simpléctica ((Jk)−1(µ)/Gµ,Ωµ) con
(T ∗(Q̃/G)×Q̃/G Q̃/Gµ, (πk1)∗(ΩQ̃/G) + (πk2)∗(βkµ)).
Teorema 3.3.14. Dada G una acción en Q̃ que actúa libre y propiamente y consi-
deramos su acción levantada al cotangente T ∗Q̃. Sea µ un valor regular de la apli-
cación momento Jk con subgrupo de isotropía Gµ. Fijando una conexión principal








Observación 3.3.15. Con este modelo para el espacio reducido ((Jk)−1(µ)/Gµ,Ωµ) se
puede definir el Hamiltoniano reducido hµ en las variables de un producto fibrado
y escribir las ecuaciones de movimiento reducidas en las variables de esta variedad
simpléctica.
3.4. Reducción de sistemas Lagrangianos de orden
superior
3.4.1. Reducción Lagrangiana de Marsden-Weinstein
Teorema 3.4.1. Sea G un grupo de Lie que actúa libre y propiamente por ΦQ so-
bre Q y ΦTkQ la acción levantada al tangente de orden k. Sea (Q,Lk) un siste-
ma Lagrangiano invariante tal que Lk es hiperregular. Si µ es un valor regular de
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JkL entonces la variedad cociente (JkL)−1(µ)/Gµ es una variedad simpléctica con es-












3.4.2. Reducción al fibrado tangente
Como comentamos anteriormente vamos a ver con un ejemplo sencillo que existen
problemas para definir el Routhiano de orden superior de manera análoga a como
se define en orden 1, como una combinación entre el Lagrangiano y la aplicación
momento debido a que éstos están definidos en espacios diferentes.




− 2(x(4) + y(4)) = 0, EL(x) ≡ 2x(4) + y(4) = 0,
Observemos que a la segunda ecuación la podemos escribir como la ley de con-
servación del momento
2x(3) + y(3) = cte = µ.
De hecho, es fácil chequear que la ecuación anterior es precisamente la aplicación
momento (es fácil comprobarlo con la definición). Derivando la conservación del mo-




− y(4) = 0,




+ V (y). A partir de Lr y la conservación de momento se puede obtener una
solución completa como sigue. Uno integra la ecuación de Euler-Lagrange de Lr para
obtener y(t) y luego resuelve la ecuación del momento para obtener x(t) (en este
último paso, el valor de la constante µ elegida es relevante).
La pregunta es: ¿cómo obtener Lr a partir de L y de la ecuación de la conservación
del momento? Hay algo que es radicalmente diferente del caso de Lagrangianos de
orden 1. En orden 1 podemos tomar una combinacón conveniente de L y el momento
y obtener Lr (que se conoce como Routhiano) de manera directa.
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Aquí es mucho más complicado porque J está definido sobre T 3Q, luego “difícil-
mente” una operación sencilla que involucre L y J nos va a quitar la dependencia de
ẍ (¿u otra cosa?) de L.
3.5. Sistemas Lagrangianos y Hamiltonianos Mag-
néticos de orden Superior
En esta sección vamos a generalizar la noción de sistemas Lagrangianos y Ha-
miltonianos magnéticos dada en [37] al caso de orden superior. Para hacerlo vamos
a usar la noción de término magnético de orden superior que presentamos en las
secciones previas.
Definición 3.5.1. Un sistema Lagrangiano magnético de orden k consiste
en una terna MLkB := (ε : T ∗(T (k−1)Q) → T (k−1)Q,Lk,Bk), donde T ∗(T (k−1)Q) es
el espacio de configuración del sistema, ε : T ∗(T (k−1)Q) → T (k−1)Q es un fibrado,
Lk : T kQ ×T (k−1)Q T ∗(T (k−1)Q) → R un lagrangiano magnético de orden k y Bk es
una 2-forma cerrada en T ∗(T (k−1)Q) que se denomina término de fuerza magnético
de orden superior.
Observación 3.5.2. Si k = 1 la definición anterior recupera la definición usual de
sistemas lagrangianos con términos magnéticos (ver [37] para más detalles).
De manera análoga a como se hizo para orden q, la notación usual para trabajar
con estos sistemas es la siguiente.
i) p̂i denota, para cada i = 1, ..., k − 1, los momentos de Ostrodradsky definidos











ii) La aplicación diferenciable
πk1 : T
∗(T (k−1)Q)×T (k−1)Q T ∗(T (k−1)Q)→ T ∗(T k−1Q)
como la proyección al primer factor.
iii) La aplicación diferenciable
πk2 : T
∗(T (k−1)Q)×T (k−1)Q T ∗(T (k−1)Q)→ T ∗(T (k−1)Q)
como la proyección al segundo factor.
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iv) La transformada de Ostrogradski-Legendre correspondiente a Lk
FLk : T (2k−1)Q×T (k−1)Q T ∗(T (k−1)Q)→ T ∗(T (k−1)Q)×T (k−1)Q T ∗(T (k−1)Q)
definida como
FLk(q(0), q(1), ..., q(2k−1), p̂(0), p̂(1), ..., p̂(k−1))
= (q(0), q(1), ..., q(k−1), p̂(0), p̂(1)..., p̂(k−1), p̂(0), p̂(1)..., p̂(k−1))
v) La función Energía EkL : T (2k−1)Q×T (k−1)Q T ∗(T (k−1)Q)→ R dada por
EkL(q




p̂(i)q(i+1) − Lk(q(0), q(1), ..., q(k), p̂(0), p̂(1), ..., p̂(k−1))
vi) Sea ΩkQ = dΘkQ la forma simpléctica canónica en T ∗(T (k−1)Q), definimos la
2-forma cerrada en T (2k−1)Q×T (k−1)Q T ∗(T (k−1)Q) de la siguiente manera
ΩL
k,Bk := (FLk)∗((πk1)∗ΩkQ + (πk2)∗Bk)





















































































Queremos hallar las Ecuaciones de Euler-Lagrange para un sistema Lagrangiano
magnético de orden superior.
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Definición 3.5.3. Una curva p(t) ∈ T ∗(T (k−1)Q) es solución del sistema lagran-
giano magnéticoMLkB si la curva inducida
γ(t) = (q(0)(t), q(1)(t), ..., q(k)(t), p̂(0)(t), p̂(1)(t), ..., p̂(k−1)(t)), con q(t) = ε(p(t)) para
todo t satisface la ecuación
iγ̇(t)Ω
Lk,Bk(γ(t)) = −dEkL(γ(t))

























































































































(j) − δ0dq(0) − δ1dq(1) − ...− δkdq(k)

























































(j) − δ0dq(0) − δ1dq(1) − ...−



























(0) − q(1) d
dt
δ1,2dq
























(0) − q(2) d
dt
δ1,3dq





















(k) − δ0dq(0) − δ1dq(1) − ...−



















































































= dδ1 ∧ dq(0) −
d
dt




+ dδ2 ∧ dq(1) −
d
dt
dδ3 ∧ dq(1) + ...+ (−1)k−2
dk−2
dtk−2
dδk ∧ dq(1) + ...+
























i ∧ dp̂(0)a + Biadq
(1)
i ∧ dp̂(1)a + ...+
+ Biadq
(k−1)
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= δ0,1dq
(0) + δ1,1dq


















− q(1)δ0,1dq(0) − q(1)δ1,1dq(1) − ...− q(1)δk,1dq(k)




(0) − q(2) d
dt
δ1,2dq







(0) − p̂(2) d
dt
δ̂1,2dq


























































































(1) + ...+ p̂(k)δ̂k−1,2dq
(1)
− q(2)δ0,2dq(0) − q(2)δ1,2dq(1) − ...− q(2)δk,2dq(k)




(1) − q(2) d
dt
δ1,3dq







(1) − p̂(2) d
dt
δ̂1,3dq



























































































(k−1) + ...+ p̂(k)δ̂k−1,kdq
(k−1)−
− q(k)δ0,kdq(0) − q(k)δ1,kdq(1) − ...− q(k)δk,kdq(k)−
























a − p̂(2)a Biadq
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i) Comencemos ahora juntando los términos que tienen dq(0) de la expresión
iγ̇(t)Ω
Lk,Bk(γ(t)) = −dEkL(γ(t))
− q(1)δ0,1 + q(1)
d
dt







δ0,3 + ...− q(2)(−1)k−2
dk−2
dtk−2
δ0,k − q(k)δ0,k − δ0
= δ0,1q
(1) + δ1,1q
(2) + ...+ δk,1q
(k+1)+
+ p̂(1)δ̂0,1 + p̂
(2)δ̂1,1 + ...+ p̂
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+ q
(1)













i Bij − p̂(1)a Bia
ii) Si realizamos el mismo procedimiento pero para los términos que tienen dq(1),
se observa que todos se anulan.
iii) De manera similar ocurre para todos los términos de dq(j) para j = 1, ..., k.



















i Bia − p̂
(j+1)
b Bab
Observación 3.5.4. Si se considera k = 1 las ecuaciones anteriores recuperan las
ecuaciones de Euler-Lagrange para sistemas lagrangianos magnéticos usuales.
Definición 3.5.5. Un sistema Lagrangiano magnético de orden k es llamado regular
si se satisfacen las siguientes condiciones:
i) La 2-forma (πk1)∗ΩkQ + (πk2)∗Bk es simpléctica.
ii) FLk es un difeomorfismo local.
Observación 3.5.6. Si FLk es un difeomorfismo global, el sistema lagrangiano mag-
nético de orden k es llamado hiperregular.
Proposición 3.5.7. Si un sistema Lagrangiano magnético de orden k
(ε : T ∗(T (k−1)Q)→ T (k−1)Q,Lk,B) es hiperregular, la 2-forma
ΩL
k,Bk = (FLk)∗((πk1)∗ΩkQ + (πk2)∗Bk) determina una estructura simpléctica en
T (2k−1)Q×T (k−1)Q T ∗(T (k−1)Q).
Observación 3.5.8. Luego, se tiene que un sistema Lagrangiano magnético hiperregu-
lar de orden k induce una estructura simpléctica en T ∗(T (k−1)Q)×T (k−1)QT ∗(T (k−1)Q)
y su dinámica está representada por el campo vectorial hamiltoniano con respecto a






Claramente, cada curva integral de XEkL proyecta una solución del sistema Lagran-
giano magnético de orden k.
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Definición 3.5.9. Un sistema Hamiltoniano magnético de orden k consiste
en una ternaMHkB := (ε : T ∗(T (k−1)Q) → T (k−1)Q,Hk,B) donde ε : T ∗(T (k−1)Q) →
T (k−1)Q un fibrado;Hk una función suave en el fibrado producto T ∗(T (k−1)Q)×T (k−1)Q
T ∗(T (k−1)Q), denominada Hamiltoniano de orden k, y B es una 2-forma cerrada en
T ∗(T (k−1)Q).
Proposición 3.5.10. Una curva (q(0), q(1), ..., q(k−1), p̂(0), p̂(1), ..., p̂(k−1))
en T ∗(T (k−1)Q)×T (k−1)Q T ∗(T (k−1)Q) es una solución de las ecuaciones de Hamilton
de orden k para la variedad presimpléctica (T ∗(T (k−1)Q)×T (k−1)QT ∗(T (k−1)Q),ΩH
k,Bk)








i Bij − p̂(1)a Bia = −
∂Hk
∂qi




FHk : T ∗(T (k−1)Q)×T (k−1)Q T ∗(T (k−1)Q)→ T (2k−1)Q×T (k−1)Q T ∗(T (k−1)Q)
la transformada de Hamilton de orden k del Hamiltoniano Hk asigna a cada
(q(0), q(1), ..., q(k−1), p̂(0), p̂(1), ..., p̂(k−1)) ∈ T ∗(T (k−1)Q)×T (k−1)Q T ∗(T (k−1)Q) un
(q(0), q(1), ..., q(2k−1)) ∈ T (2k−1)Q×T (k−1)Q T ∗(T (k−1)Q).
Definición 3.5.12. Un sistema Hamiltoniano magnético de orden k es hiperregular
si ΩHk,Bk es simpléctica y FHk es un difeomorfismo (global).
Observación 3.5.13. Existe una estructura simpléctica ΩHk,Bk sobre







Reducción de Sistemas Mecánicos
Híbridos
En este capítulo estudiamos, siguiendo [4], los sistemas mecánicos híbridos que
resultan ser sistemas dinámicos sumamente útiles para modelar varios sistemas fí-
sicos. Estudiamos la reducción de sistemas híbridos en presencia de simetrías tanto
en el marco Lagrangiano como Hamiltoniano. Introducimos las nociones de trans-
formada de Legendre híbrida y la usamos para establecer, bajo ciertas hipótesis de
regularidad, la equivalencia entre sistemas híbridos Lagrangianos y sistemas híbridos
Hamiltonianos.
También definimos sistemas híbridos magnéticos en sus dos variantes y conside-
ramos un proceso de reducción para ellos.
4.1. Generalidades sobre Sistemas Mecánicos Híbri-
dos Simples
En esta sección daremos las nociones de sistemas híbridos simples y el correspon-
diente sistema dinámico asociado. De ellos deduciremos, como casos particulares, los
sistemas híbridos Hamiltonianos simples y sistemas híbridos Lagrangianos simples.
Finalmente, introduciremos la noción de transformación de Legendre entre sistemas
mecánicos híbridos simples y mostraremos la correspondiente equivalencia entre am-
bos formalismos.
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4.1.1. Sistemas Híbridos Simples
Definición 4.1.1. Un Sistema Híbrido Simple está caracterizados por una 4-upla
H = (D,S, R,X) donde D es una variedad diferenciable que suele denominarse do-
minio, S es una subvariedad embebida de D de codimensión 1 denominada superficie
de impacto, R : S → D es una aplicación diferenciable llamada función de impacto
y X es un campo vectorial diferenciable en D.
La dinámica asociada con un sistema híbrido simple está descripta por un sistema
autónomo con un impacto instantáneo. Denotamos por ΣH la dinámica del sistema
híbrido simple generado por H , de la siguiente manera:
ΣH =
{
ẋ(t) = X(x(t)), x−(t) /∈ S
x+(t) = R(x−(t)), x−(t) ∈ S
(4.1.2)
donde x : I ⊂ R → D y x−(t) := ĺım
τ−→t−
x(τ) y x+(t) := ĺım
τ−→t+
x(τ), denotan los
estados instantáneos antes y después de que la trayectoria x intersecte S (es decir
que impacte a S).
R : S → D es una aplicación contínua y denotando por R(S) la clausura de R(S),
asumiremos que R(S)∩S = ∅, y por lo tanto un impacto no conduce inmediatamente
a otro impacto. Además, asumiremos que H satisface:
(H1) S 6= ∅ y existe un subconjunto abierto U ⊂ D y una aplicación diferenciable
h : U → R tal que S = {x ∈ U | h(x) = 0} con ∂h
∂x
(s) 6= 0 para todo s ∈ S; es
decir, S es una subvariedad embebida de D de codimensión 1.
(H2) Una trayectoria γ : [0, tf ]→ D intersecta la superficie de impacto S en
t−i = inf{t > ti−1 | γ(t) ∈ S}
donde estamos considerando [0, tf ] =
N−1⋃
i=0
[ti, ti+1], con t0 = 0 y tf = tN . Le
permitimos a la trayectoria γ que no sea diferenciable pero sí contínua en t−i .
Esto es que, la velocidad antes del impacto, ẋ−, puede ser diferente a, ẋ+, la
velocidad después del impacto con S, es decir, ẋ(t−i ) 6= ẋ(t+i ).
Definición 4.1.3. Una función ϕ : [0, tf ) → D, con tf ∈ R ∪ {∞}, tf > 0 es una
solución de (4.1.2) si satisface:
i) ϕ es contínua a derecha en [0, tf ),
ii) Los límites laterales a izquierda y a derecha en cada punto t ∈ [t0, tf ) existen
y son denotados por ϕ−(t) := ĺım
τ−→t−
ϕ(τ) y ϕ+(t) := ĺım
τ−→t+
ϕ(τ),
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iii) existe un subconjunto T ⊂ [0, tf ) cerrado y discreto llamado conjunto de
impactos, tal que,
a) ∀ t /∈ T , ϕ(t) es diferenciable, dϕ(t)
dt
= X(ϕ(t)) y ϕ(t) /∈ S
b) ∀ t ∈ T , ϕ−(t) ∈ S y ϕ+(t) = R(ϕ−(t)).
Observación 4.1.4. Una solución de un sistema híbrido puede experimentar un estado
Zeno que es cuando ocurren infinitos impactos en un intervalo finito de tiempo [4]. En
este trabajo se tratarán sistemas híbridos como en [86], donde estos comportamientos
estén excluidos. Las condiciones necesarias y suficientes para la existencia de un
comportamiento Zeno son estudiados en [57]. Asumimos que R(S) ∩ S = ∅ y el
conjunto de tiempos de impacto es cerrado y discreto, lo que significa que no hay una
acumulación de impactos en un mismo punto.
Definición 4.1.5. La terna DH = (D,S, R) con los elementos D, S y R definidos
anteriormente es llamada variedad híbrida.
Definición 4.1.6. Un flujo híbrido es una terna
χH = (Λ,J , C),
donde:
i) Λ = {0, 1, 2, ...} ⊆ N es una colección (finita o infinita) de conjuntos indexados,
ii) J = {Ii}i∈Λ es un intervalo híbrido, donde Ii = [τi, τi+1] si i, i+1 ∈ Λ y IN−1 =
[τN−1, τN ] o [τN−1, τN) o [τN−1,∞) si |Λ| = N , N finito, con τi, τi+1, τN ∈ R y
τi ≤ τi+1,
iii) C = {ci}i∈Λ es una colección de soluciones de X, es decir, ċi = X(ci(t)) para
todo i ∈ Λ, tal que las siguientes condiciones se satisfacen para cada i, i+1 ∈ Λ.
a) ci(τi+1) ∈ S,
b) R(ci(τi+1)) = ci+1(τi+1).
La condición inicial de un flujo híbrido será denotada por x0 = c0(τ0). Entonces,
cuando queremos hacer explícita la condición inicial de χH escribiremos χH (x0).
Ejemplo 4.1.7. Consideremos el siguiente sistema planar en coordenadas polares:
ṙ =1− r, (4.1.8)
θ̇ =1. (4.1.9)
Dada una condición inicial (r0, θ0) el flujo del sistema viene dado por
ϕt(r0, θ0) =
(
(r0 − 1)e−t + 1, θ0 + t
)
.
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Si consideramos la subvariedad de R× S1 dada por S = {(r, θ) | θ = α}, y la función
R(r, α) = (βr, γ)
con 0 ≤ γ < α ≤ 2π, β > 0, entonces la 4-upla (R× S1, S, R,X) con X el campo de
vectores que definen las ecuaciones (4.1.8) y (4.1.9) define un sistema híbrido, donde
el tiempo de impacto ti = α− γ.
4.1.2. Sistemas híbridos Hamiltonianos simples
Definición 4.1.10. Un Hamiltoniano Híbrido es una terna
H = (Q,H, h),
donde
i) Q es el espacio de configuraciones,
ii) H : T ∗Q→ R es un Hamiltoniano,
iii) h : Q→ R es una función tal que h−1(0) describe una subvariedad de Q (dando
lugar a una ligadura holónoma, ligadura definida mediante las posiciones, del
sistema hamiltoniano descripto por H).
Dado un Hamiltoniano híbrido, se puede asociar un Sistema Híbrido Hamiltoniano
de la siguiente manera:
Definición 4.1.11. Un Sistema Híbrido Simple H = (D,S, R,X) se dice que es
un Sistema Híbrido Hamiltoniano Simple si está determinado por HH :=
(T ∗Q,S, R,XH), donde XH : T ∗Q → T (T ∗Q) es el campo vectorial hamiltoniano







, S ⊂ T ∗Q y R : S → T ∗Q satisfa-
cen las mismas condiciones que la Definición 4.1.1.




γ̇(t) = XH(γ(t)), γ
−(t) /∈ S
γ+(t) = R(γ−(t)), γ−(t) ∈ S
donde γ(t) = (q(t), p(t)) ∈ T ∗Q.
Las trayectorias admisibles para estos sistemas dinámicos son descriptas a conti-
nuación. Nosotros usaremos la definición dada por [86] para sistemas con impulsos.
Otra caracterización para trayectorias admisibles, dependiendo del contexto, puede
encontrarse en [13] y [41].
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Definición 4.1.12. Una solución para un sistema híbrido Hamiltoniano simple,
HH , es una curva γ : [0, tf )→ T ∗Q que satisface:
i) γ es contínua a derecha
ii) sus límites a izquierda y derecha existen para t ∈ (0, tf ) (denotados por γ+(t)
y γ−(t), respectivamente)
iii) el conjunto de impactos, J ⊂ [0, tf ) es cerrado y discreto.
El conjunto de tiempos de impactos está definido como en la Definición 4.1.6 tal que
para todo t /∈ J , γ(t) es diferenciable, γ̇(t) = XH(γ(t)) y γ(t) /∈ S. Adicionalmente,
si t ∈ J , entonces γ−(t) ∈ S y γ+(t) = R(γ−(t)).
Observación 4.1.13. Notar que la continuidad a derecha de las soluciones implica
que γ(t) = γ+(t) para todo punto en su dominio de definición. Si γ0 ∈ T ∗Q denota
un estado inicial a tiempo t0, la solución en t0 será denotada por γ(t0, γ0). Cuando
γ0 /∈ S, γ(t0, γ0) = γ0 y cuando γ0 ∈ S, γ(t0, γ0) = R(γ0) = γ(t0, R(γ0)).
Observación 4.1.14. El flujo híbrido asociado a un sistema híbrido Hamiltoniano sim-
ple es una colección de trayectorias como en la Definición 4.1.6 donde la dinámica del
campo vectorial es el campo vectorial Hamiltoniano y las trayectorias son soluciones
para el sistema híbrido Hamiltoniano simple.
Observación 4.1.15. Si χH (x0) = (Λ,J , C) es el flujo híbrido asociado con un Siste-
ma híbrido Hamiltoniano simple, entonces la definición 4.1.6 implica que ci(t) debe
satisfacer las ecuaciones de Hamilton asociadas a H para cada i ∈ Λ.
4.1.3. Sistemas híbridos Lagrangianos simples
Definición 4.1.16. Un Lagrangiano Híbrido es una terna
L = (Q,L, h),
donde
i) Q es el espacio de configuraciones,
ii) L : TQ→ R es un Lagrangiano regular,
iii) h : Q→ R es una función tal que h−1(0) describe una subvariedad de Q.
De manera análoga a la descripción Hamiltoniana, dado un Lagrangiano híbrido,
se puede asociar un sistema híbrido Lagrangiano de la siguiente manera:
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Definición 4.1.17. Un Sistema Híbrido Simple H = (D,S, R,X) se dice que
es un sistema híbrido Lagrangiano simple si está determinado por HL :=
(TQ,S, R,XL), siendo XL : TQ → T (TQ) es el campo vectorial Lagrangiano aso-













donde S ⊂ TQ y
R : S → TQ satisfacen las condiciones dadas en la Definición 4.1.1.




γ̇(t) = XL(γ(t)), γ
−(t) /∈ S
γ+(t) = R(γ−(t)), γ−(t) ∈ S
donde γ(t) = (q(t), q̇(t)) ∈ TQ.
Definición 4.1.18. Una solución para un sistema híbrido Lagraniano simple, HL,
es una curva γ : [0, tf )→ TQ, que satisface:
i) γ es contínua a derecha
ii) sus límites a izquierda y derecha existen para t ∈ [0, tf ) (denotados por γ+(t)
y γ−(t), respectivamente)
iii) el conjunto de impactos, J ⊂ [0, tf ) es cerrado y discreto.
El conjunto de tiempos de impactos está definido de modo que para todo t /∈ J ,
γ(t) es diferenciable, γ̇(t) = XL(γ(t)) y γ(t) /∈ S. Adicionalmente, si t ∈ J , entonces
γ−(t) ∈ S y γ+(t) = R(γ−(t)).
Observación 4.1.19. Como antes, notar que la continuidad a derecha de las soluciones
implica que γ(t) = γ+(t) para todo punto en su dominio de definición. Si γ0 ∈ TQ
denota un estado inicial a tiempo t0, la solución en t0 está denotada por γ(t0, γ0).
Cuando γ0 /∈ S, γ(t0, γ0) = γ0 y cuando γ0 ∈ S, γ(t0, γ0) = R(γ0) = γ(t0, R(γ0)).
Observación 4.1.20. El flujo híbrido asociado a un sistema híbrido Lagrangiano simple
es una colección de trayectorias como en la definición 4.1.6 donde la dinámica del
campo vectorial es el campo vectorial Lagrangiano y las trayectorias son soluciones
para el sistema híbrido Lagrangiano simple.
Observación 4.1.21. Si χH (x0) = (Λ,J , C) es el flujo híbrido asociado con un siste-
ma híbrido Lagrangiano simple, entonces la definición 4.1.6 implica que ci(t) debe
satisfacer las ecuaciones de Euler-Lagrange asociadas a L para cada i ∈ Λ.
4.1.4. Equivalencia entre Sistemas Lagrangianos Híbridos
simples y Sistemas Hamiltonianos Híbridos simples
Existe una manera de relacionar un sistema híbrido Lagrangiano simple con un
sistema hibrido Hamiltoniano simple induciendo la noción de transformada de Le-
gendre para esta clase de sistemas dinámicos.
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Definición 4.1.22. Dados HL = (DL,SL, RL, XL) y HH = (DH,SH, RH, XH) de-
finimos la transformada de Legendre entre estos sistemas híbridos simples
FLH : HL →HH como la aplicación entre sistemas híbridos simples cumpliendo las
siguientes condiciones
i) FL(DL) = DH donde FL : TQ→ T ∗Q es la Transformada de Legendre usual,
es decir, FL : TQ→ T ∗Q definida por:




donde vq, wq ∈ TqQ.
ii) FL(SL) = SH.
iii) FL ◦RL = RH ◦ FL|SL .
iv) (FL)∗XL = XH.
Observación 4.1.23. Notar que i) es trivial ya que FL cubre la identidad en Q, y
además obsérvese que la condición ii) puede escribirse como:
0 ≥ dhq q̇ = dhqM−1Mq̇ = dhqM−1p = 〈p, dhq〉.
Con esta definición, podemos probar el siguiente resultado que establece la rela-
ción entre ambos sistemas.
Proposición 4.1.24. Sea χH = (Λ,J , C) un flujo híbrido asociado con HL con
condición inicial (q0, q̇0). La imagen de HL por FLH es un flujo híbrido asociado
con HH con condición inicial (q0, p0 = FL(q0)).
Demostración. Como XL y XH están FL-relacionados, (es decir FL(XL) = XH) si
γi(t) es una curva integral de XL, γ̃i(t) = FL ◦ γi(t) es una curva integral de XH.
Tomando entonces γ0(t) solución con condición inicial γ0 = (q0, q̇0) definida en [τ0, τ1],
entonces γ̃0(t) es solución con condición inicial γ̃0 = (q0, p0) definida en [τ0, τ1].
De la misma manera, tomando γ1(t) solución con condición inicial γ1 = (q1, q̇1) defi-
nida en [τ1, τ2], entonces γ̃1(t) es solución con condición inicial γ̃1 = (q1, p1) definida
en [τ1, τ2].
Consideremos γi(t) solución con condición inicial γi = (qi, q̇i) definida en [τi, τi+1],
entonces γ̃i(t) será solución con condición inicial γ̃i = (qi, pi) definida en [τi, τi+1].
Veamos que γ̃i(t) cumple que γ̃i(τi+1) ∈ SH y que RH(γ̃i(τi+1)) = γ̃i+1(τi+1). Por la
propiedad de FL, tenemos que:
(i) γ̃i(τi+1) = (FL ◦ γi)(τi+1) = FL(γi(τi+1)) y dado que γi(τi+1) ∈ SL entonces
γ̃i(τi+1) ∈ SH por la condición ii) de la Definición 4.1.22.
(ii) RH(γ̃i(τi+1)) = RH ◦ FL ◦ γi(τi+1) = FL ◦ RL ◦ γi(τi+1) = FL ◦ γi+1(τi+1) =
γ̃i+1(τi+1).
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4.1.5. Aplicación: sistemas holónomos a trozos
Los sistemas holónomos a trozos son sistemas mecánicos híbridos, sujetos a liga-
duras holónomas entre los tiempos de impacto y preservando el momento (lineal y/o
angular) en el tiempo de impacto. Estos sistemas fueron estudiados para aplicaciones
a locomoción en, por ejemplo, [49], [72] y [77]. En estos sistemas, las restricciones en
las posiciones cambian en cada impacto. Aunque éstos sistemas son diferenciables y
holónomos entre los impactos, en general, preservan la energía y el momento angular,
pero hay una pérdida de energía en los tiempos de impacto. Como en los sistemas
noholónomos, a pesar de que se preserva la energía, los sistemas holónomos a trozos
pueden exhibir comportamientos asintóticamente estables en su dinámica [76].
La dinámica para un sistema holónomo a trozos (híbrido) está determinada por
las ecuaciones de Euler-Lagrange con efectos de impulso, preservando el momento en















= 0, (q−, q̇−) ∈ S




i denotan los tiempos justo antes y después del tiempo de
impacto ti en S.
Ejemplo 4.1.25. (Sistema bola-ranura) El sistema bola-ranura fué introducido en [76]
como el sistema híbrido análogo del sistema noholónomo conocido como Trineo de
Chaplygin [10] (ver figura 4.1), donde la cuchilla del trineo es reemplazada por una
bolilla fija en la estructura interna del sistema y moviéndose a lo largo de una ranura.
Más detalles sobre la dinámica de este sistema híbrido simple y las aplicaciones
pueden encontarse en [20], [49] y [77]. Lo sorprendente de este ejemplo es que, cuando
la longitud de la ranura tiende a cero, la estabilidad de los puntos fijos de este sistema
coinciden con los del Trineo de Chaplygin [76].
Figura 4.1: Trineo de
Chaplygin
Figura 4.2: Sistema bola-
ranura
Consideremos un cuerpo rígido con masa m y momento de inercia I, con una
ranura recta de longitud d en el centro, como se muestra en la Figura 4.2.
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El frente termina a una distancia a del centro de masa G (a puede ser negativo) y
cuando llega a un extremo de la ranura a una distancia b del centro de masa, ésta es
instantáneamente reemplazada en el otro extremo de la ranura (es decir, el impacto
es a b = a+ d). El cuerpo se mueve libremente en el plano sin fricción, sujeto a una
condición holónoma de una bola P que corre a lo largo de la ranura, estando ésta
fija en el plano. Su posición relativa al centro de masa está dada por l(t) ∈ (a, b)
y la orientación del cuerpo por θ(t). El espacio de configuraciones del sistema es
Q = R × S1 donde las variables del espacio de configuración l y θ describen los dos
grados de libertad del sistema.
El Lagrangiano para este sistema (en coordenadas polares) está dado por
L(l, θ, l̇, θ̇) =
1
2




La dinámica para el sistema antes del tiempo de impacto t está determinado por las
ecuaciones de Euler-Lagrange
l̈ = lθ̇2, θ̈2 = − 2mll̇θ̇
ml2 + I
. (4.1.27)
La superficie de impacto está dada por
SL = {(l, θ, l̇, θ̇) ∈ TQ | l+ = a y l− = a+ d}.
Por la ley de la preservación del momento en el tiempo de impacto se tiene que










Como en [49], nosotros nos restringimos al caso en que l(t) está prescripta. Usando




ma(a+ d) + I
m(a+ d)2 + I
)
:= θ̇−A. (4.1.28)












= ml̇ y pθ =
∂L
∂θ̇
= θ̇(ml2 + I) entonces H : T ∗(R × S1) → R está
dado por









Por otro lado, dado que SL depende sólo de Q, SH = SL, esto es,
SH = {(l, θ, pl, pθ) ∈ T ∗Q | l+ = a, l− = b = a+ d}.
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El campo Hamiltoniano asociado a H está dado por
XH(l, θ, pl, pθ) =
(












Veamos ahora, que podemos aplicar la Proposición 4.1.24 al sistema híbrido La-
grangiano simple determinado por (TQ,SL, RL, XL) y obtener como solución el sis-
tema híbrido Hamiltoniano simple determinado por (T ∗Q,SH, RH, XH):
i) FL(DL) = DH: ya que FL es un difeomorfismo, en particular es suryectiva.
ii) FL(SL) = SH: dado que SL sólo depende de las configuraciones en Q.



























= RH ◦ FL|SL .









⇔ pθ = θ̇(ml2 + I)⇒ ṗθ = θ̈(ml2 + I) + θ̇(2mll̇).
Reemplazando en las ecuaciones de Euler Lagrange (4.1.27), se obtiene




θ̈(ml2 + I) + θ̇(2mll̇) = 0.
Por lo tanto, ṗl =
mlp2θ
(ml2+I)2
y ṗθ = 0 que son las ecuaciones de Hamilton (4.1.30).
Notar que en [77], (también ver [20], [72] y [49]), l se prescribe, y por lo tanto el
sistema se reduce a un grado de libertad y durante cada paso el momento angular
de la bola a lo largo de la ranura se conserva, esto es pθ = (ml + I)θ̇ = constante.
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Integrando durante cada impacto, es decir, en (θn−1, θn) := (θ(t+n−1), θ(t−n )), junto
con (4.1.28), se tiene un sistema lineal de ecuaciones en diferencias en las variables
(θn, pθn)
θn = θn−1 +Bnpθn , (4.1.32)
pθn = Apθn−1 . (4.1.33)
Los puntos fijos de este sistema discreto vienen dados por un contínuo de puntos
fijos de la forma (θ∗, p∗θ = 0) y, por lo tanto, dado un ángulo inicial θ(0) y momento
angular pθ0 uno obtiene recursivamente utilizando (4.1.33) la relación pθn = Anpθ0 . El
comportamiento asintótico es determinado por A ya que los autovalores del sistema
(4.1.32)-(4.1.33) son λ1 = 1 y λ2 = A. Si |A| < 1 el momento angular pθ se aproxima
asintóticamente a cero, es decir ĺım
n−→∞
Anpθn = 0 y por lo tanto del sistema (4.1.32) se
deduce que, θ tiende a una constante, es decir, el cuerpo se mueve asintóticamente a lo
largo de la línea recta. El sistema presenta una estabilidad neutra (es decir, un centro
para el sistema) cuando A = 1 y es inestable cuando |A| > 1. Notar que este ejemplo
muestra el mismo comportamiento de estabilidad que el sistema noholónomo del Tri-
neo de Chaplygin [76], en el sentido que, el sistema preserva el momento y la energía
(recordar que los sistemas Hamiltonianos no pueden exhibir estabilidad asintótica)
pero la aplicación de impacto actúa como una ligadura noholónoma que da lugar a
la disipación de energía y por lo tanto el sistema puede exhibir un comportamiento
asintóticamente estable a pesar de que preserve la energía.
4.2. Reducción Simpléctica para Sistemas Híbridos
Hamiltonianos Simples
En esta sección extenderemos el método de Reducción Simpléctica de Marsden-
Weinstein [62] para sistemas híbridos Hamiltonianos simples. Para ello, en primer
lugar, daremos los ingredientes básicos necesarios para poder aplicar la reducción a
estos sistemas, ilustrando con algunos ejemplos que no fueron tratados en [4].
4.2.1. Reducción Simpléctica
Definición 4.2.1. Sea H = (D,S, R,X) un sistema híbrido simple. Consideramos
una acción Φ : G×D → D de un grupo de Lie G en el dominio D. Φ es una acción
hibrida si Φ|S es una acción de G en S y para todo g ∈ G
R ◦ Φg|S = Φg ◦R. (4.2.2)
Observación 4.2.3. Notar que la Definición 4.2.1 significa que para todo g ∈ G tene-
mos que el siguiente diagrama conmuta







En otras palabras, R es equivariante con respecto a las acciones Φ y Φ|S .
Dado un Sistema híbrido Hamiltoniano simple, H = (T ∗Q,SH, RH, XH), consi-
deremos la acción en T ∗Q obtenida mediante el levantamiento cotangente de la acción
Φ en Q. Esto es, dado g ∈ G, y la acción Φ : G×Q→ Q, consideramos la acción de
G en T ∗Q denotada por
ΦT
∗Q : G× T ∗Q→ T ∗Q,
y definida de la siguiente manera
ΦT
∗Q(g, (q, p)) := T ∗Φg−1(q, p) = (Φg(q),Φ
∗
g−1(p))
∀ g ∈ G y (q, p) ∈ T ∗Q.
Definición 4.2.4. Decimos que Φ es una acción híbrida libre y propia, si Φ es una
acción libre, propia e híbrida.
Definición 4.2.5. Un Hamiltoniano híbrido, H=(Q,H, h), es G-invariante para
una acción Φ deG enQ si h yH sonG-invariantes con respecto a Φ y su levantamiento
cotangente respectivamente; es decir,
h(Φg(q)) = h(q) y H(ΦT
∗Q
g−1 (q, p)) = H(q, p),
para todo g ∈ G y (q, p) ∈ T ∗Q.
Observación 4.2.6. Notar que la última ecuación es que H es G-invariante por la





g−1 (·)〉〉Φg(q) = 〈〈·, ·〉〉q (4.2.7)







para p, p′ ∈ T ∗qQ y Kij = M(q)−1 (con M(q) la matríz inercial).
Definición 4.2.8. El coeficiente de restitución es una medida del grado de con-
servación de la energía cinética en un choque entre partículas (ver [13] para más
detalles)
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Definición 4.2.9. En un sistema Hamiltoniano el impacto está dado por la ecuación
de impacto Newtoniana Pq : T ∗qQ→ T ∗qQ definida por (ver [13])




donde 0 ≤ e ≤ 1 es el coeficiente de restitución.
Proposición 4.2.11 (A. Ames [4]). Si H = (Q,H, h) es G-invariante y la función
de impacto está dada por una ecuación de impacto Newtoniana, entonces la acción
levantada al cotangente ΦT ∗Q de G en T ∗Q es una acción híbrida.











donde R : S → D está definida como R(q, p) = (q, Pq(p)), y Pq(p) definida en (4.2.10).
















para todo g ∈ G, (q, p) ∈ T ∗qQ con q ∈ h−1(0).
Dado que h es G-invariante, se tiene que ΦT
∗Q
g−1 (dhq) = dhΦg(q). Observemos que
ΦT
∗Q
g−1 ◦ Pq(p) = Φ
T ∗Q









donde esta igualdad viene dada por el hecho que ΦT
∗Q
g−1 (dhq) = dhΦg(q), con lo cual
(4.2.12) = ΦT
∗Q









es constante. Por lo tanto,
(4.2.13) = ΦT
∗Q
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Usando (4.2.7) se tiene que
(4.2.14) = ΦT
∗Q























y por lo tanto




Definición 4.2.18. Dada una variedad híbrida DH = (D,S, R) definida como en
la Definición 4.1.5, un grupo de Lie G y una acción híbrida Φ, definimos el espacio
de órbitas híbridas como
DH /G = (D/G,S/G, R̂)
donde D/G y S/G son los espacios de órbitas obtenidas mediante Φ y Φ|S , respec-
tivamente, y R̂ : S/G → D/G es la función de impacto inducida en el espacio de
órbitas. Es decir, si π : D → D/G está dada por π(x) = [x] ∈ D/G (la aplicación
que envía x en la Φ-órbita de x, es decir, x ∼ Φg(x) para todo g ∈ G, siendo ∼ la
relación de equivalencia de x); y R̂ viene dada por
R̂([x]) = [R(x)] = π(R(x)).
Proposición 4.2.19 (A. Ames [4]). Si Φ : G × D → D es una acción híbrida
libre y propia, definida como en la Definición 4.2.4, entonces DH /G es una variedad
híbrida. Más aún; existe una submersión π : D → D/G tal que el siguiente diagrama







Definición 4.2.20. Una aplicación momento Ad∗-equivariante J : D → g∗ es una
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Con todos estos ingredientes se puede definir un G-espacio Hamiltoniano asociado
a un sistema Hamiltoniano híbrido simple.
Definición 4.2.21. Un G-espacio Hamiltoniano Híbrido está dado por
(DH , ωcan,Φ, J)
tal que (D,ωcan) es una variedad simpléctica, ωcan la 2-forma simpléctica canónica
en T ∗Q, Φ es una acción simpléctica híbrida (es decir Φ es simpléctica e híbrida) y
J es una aplicación momento híbrida Ad∗-equivariante.
Proposición 4.2.22 (A. Ames [4]). Dado H = (Q,H, h), si h es G-invariante,
entonces J : D → g∗ definido por
〈J(q, p), ξ〉 = 〈p, ξQ(q)〉 (4.2.23)
es una aplicación momento híbrida Ad∗-equivariante donde ξQ es el generador infi-
nitesimal asociado a ξ (ver definición 1.2.14).
Teorema 4.2.24 (A. Ames [4]). Si H = (Q,H, h) es G-invariante, entonces la 4-upla
dada por (DH, ωcan,ΦT
∗Q, J) es un G-espacio Hamiltoniano híbrido.
Definición 4.2.25. Sea H = (D,S, R,X) un sistema híbrido simple. Supongamos
que µ es un valor regular de J : D → g∗. Decimos que µ es un valor regular híbrido
si es también un valor regular de J |S . Esto es, el siguiente diagrama conmuta, donde
J−1(µ) y J |−1S (µ) son subvariedades embebidas de D






Teorema 4.2.26 (A. Ames [4]). Sea (DH , ωcan,Φ, J) un G-espacio Hamiltoniano
híbrido. Si µ ∈ g∗ es un valor regular híbrido de J , donde J es Ad∗-equivariante y la
acción de Gµ en J−1(µ) es libre, propia e híbrida, entonces
DHµ = (Dµ, Sµ, Rµ) := (J
−1(µ)/Gµ, J |−1S (µ)/Gµ, R̂|J |−1S (µ))
es una variedad híbrida.
Observación 4.2.27. La variedad híbrida introducida en el Teorema anterior está
referida al espacio de fases reducido híbrido. Para entender mejor ésta variedad
híbrida, notemos que la submersión πµ : J−1(µ)→ J−1(µ)/Gµ junto con la Definición
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4.2.20 y Definición 4.2.25 se tiene que el siguiente diagrama conmuta
g∗
DH SH DH














donde πµ|J |−1S (µ) es también una submersión y las inclusiones iH , iJS e iSµ son las
inclusiones canónicas iH : SH ↪→ DH , iJS : J |−1S (µ) ↪→ J−1(µ) y iSµ : Sµ ↪→ Dµ,
respectivamente.
Teorema 4.2.28 (A. Ames [4]). Dado un sistema híbrido Hamiltoniano simple
H asociado a un Hamiltoniano G-invariante, y un G-espacio Hamiltoniano híbri-
do satisfaciendo las hipótesis del Teorema 4.2.26, existe un Hamiltoniano reducido
Hµ : Dµ → R y un sistema Hamiltoniano híbrido reducido Hµ asociado a Hµ,
Hµ = (Dµ,Sµ, Rµ, Xµ),
donde Xµ está determinado por las soluciones de dHµ = iXµωµ, con ωµ la 2-forma
simpléctica reducida, unívocamente determinada por i∗µω = π∗µωµ.
Definición 4.2.29. Si H es un Hamiltoniano G-invariante en DH , entonces el Ha-
miltoniano reducido Hµ en Dµ está unívocamente determinado por la relación
Hµ ◦ πµ = H ◦ iµ,
donde πµ : J−1(µ)→ J−1(µ)/Gµ es la proyección al cociente e iµ : J−1(µ)→ T ∗Q es
la inclusión.
Teorema 4.2.30 (A. Ames [4]). Dados H y Hµ como en el Teorema 4.2.28, si
χH (x0) es el flujo híbrido asociado a H con x0 ∈ J−1(µ), entonces el flujo híbrido
χHµ asociado al sistema híbrido Hamiltoniano reducido Hµ está dado por
χHµ(πµ(x0)) = (Λ,J , πµ(C))
donde πµ(C) := {πµ(ci) : ci ∈ C} y Λ, C, J se definen como en Definición 4.1.6.
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4.2.2. Ejemplos
En esta subsección trataremos ejemplos que no fueron analizados en [4] para
mostrar cómo el proceso de reducción es aplicable.
Ejemplo 4.2.31. Péndulo Esférico
Consideremos un péndulo esférico invertido, que se mueve sobre una superficie
como se muestra a continuación. La naturaleza híbrida de este sistema viene dada
por el impacto del péndulo sobre la superficie.
Figura 4.3: Péndulo esférico
El espacio de configuraciones (ver Figura 4.3) es QP = S2 y, usando coordenadas
locales, denotamos un elemento q ∈ S2 por q = (θ, ϕ). El momento asociado a q es
denotado por p ∈ T ∗q S2 descripto en coordenadas locales por p = (pθ, pϕ).
El Hamiltoniano del sistema HP : T ∗S2 → R está dado por









Consideramos la función hP : S2 → R dada por hP (θ, ϕ) = R cos(θ) que describe el
impacto de la masa del péndulo con la superficie. Se tiene entonces el Hamiltoniano
híbrido dado por H = (QP , HP , hP ). Para este Hamiltoniano híbrido, el sistema
híbrido Hamiltoniano simple HH está dado por HH = (DH ,SH , RH , XH) donde
i) DH = {(θ, ϕ, pθ, pϕ) ∈ T ∗S2 : cos(θ) ≥ 0} es el dominio, donde el ángulo θ se
mueve en el eje horizontal positivo,
ii) SH = {(θ, ϕ, pθ, pϕ) ∈ T ∗S2 : cos(θ) = 0 y pθ ≥ 0} es la superficie de impacto,
iii) RH(θ, ϕ, pθ, pϕ) = (θ, ϕ,−epθ, pϕ), donde 0 ≤ e ≤ 1 es el coeficiente de restitu-
ción,
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Sea G = S1 actuando por rotaciones en el eje vertical, es decir, Ψ : S1 × S2 → S2
es la acción dada por
Ψ(ψ, (θ, ϕ)) = (θ, ϕ+ ψ).
La acción Ψ en DH levantada al cotangente T ∗S2 está dada por
ΨT
∗S2(ψ, (θ, ϕ, pθ, pϕ)) = (θ, ϕ+ ψ, pθ, pϕ).
ΨT
∗S2 es una acción híbrida pues,
(ΨT
∗S2







































, ϕ+ ψ,−epθ, pϕ
)
.
Entonces cumple con la ecuación (4.2.2) de la Definición 4.2.1. Sea, ξ ∈ g ∼= R, el
generador infinitesimal asociado a la acción dado por,
ξS2(θ, ϕ) = (0, ξ) ∈ T(θ,ϕ)S2.
La aplicación momento J : T ∗S2 → R está dado por
J(θ, ϕ, pθ, pϕ) = pϕ.
J es una aplicación momento Ad∗-equivariante híbrida ya que satisface la ecuación
(4.2.23) de la Proposición 4.2.22. Por lo tanto, se tiene que (DH, ωcan,ΨT
∗Q, J) es un
G-espacio Hamiltoniano Híbrido , siendo DH = (DH ,SH , RH) la variedad híbrida.
Calculemos ahora el sistema híbrido reducido. Denotamos Hµ = (QPµ , HPµ , hPµ)
y se desea hallar el Sistema Híbrido asociado. El espacio T ∗(S2/S1), identificado con









Además hPµ(θ) = R cos(θ). La variedad híbrida para el péndulo esférico híbrido
reducido DHµ = (DHµ ,SHµ , RHµ) está caracterizada por
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i) DHµ = {(θ, pθ) ∈ T ∗(QPµ) : cos(θ) ≥ 0},
ii) SHµ = {(θ, pθ) ∈ T ∗(QPµ) : cos(θ) = 0 y pθ ≥ 0},
iii) RHµ(θ, pθ) = (θ,−epθ),










Por lo tanto, se tiene que el sistema híbrido Hamiltoniano reducido asociado al pén-
dulo esférico híbrido está dado por HHµ = (DHµ ,SHµ , RHµ , XHµ) donde los elementos
de HHµ están caracterizados por (i)-(iv).
Ejemplo 4.2.32. Pelota que rebota en una superficie sinusoidal
Consideremos una pelota que rebota en una superficie sinusoidal como se describe
en la Figura 4.4.
Figura 4.4: Pelota que rebota en una superficie sinusoidal
Sea QB = R3, y consideremos el Hamiltoniano HB : T ∗R3 → R dado por








donde g es la constante gravitacional. Para este sistema definimos el impacto mediante
hB : R3 → R dada por hB(x1, x2, x3) = x3 − senx2, que describe la altura de la
pelota respecto con el suelo (superficie sinusoidal). Se tiene entonces el Hamiltoniano
híbrido dado por H = (QB, HB, hB). Para este Hamiltoniano híbrido, el sistema
híbrido Hamiltoniano simple HH está dado por HH = (DH ,SH , RH , XH) donde
i) DH = {(x, p) ∈ T ∗R3 : x3 − senx2 ≥ 0} es el dominio,
ii) SH = {(x, p) ∈ T ∗R3 : x3 = senx2 y − p2 cosx2 + p3 ≤ 0} es la superficie de
impacto,
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iii) RH(x, p) = (x1, x2, senx2, p1, p2Γ1(x2) + p3Γ2(x2), p2Γ2(x2) + p3Γ3(x2)), donde






















Sea G = R actuando por traslaciones en el eje vertical; es decir, Φ : R×R3 → R3
es la acción dada por
Φ(a, (x1, x2, x3)) = (x1, x2 + a, x3),
con a ∈ R y la correspondiente acción levantada al cotangente T ∗R3 está dada por
ΦT
∗R3(a, (x1, x2, x3, p1, p2, p3)) = (x1, x2 + a, x3, p1, p2, p3).
ΦT
∗R3 es una acción híbrida pues,
(ΦT
∗R3
a ◦RH)(x, p) =ΦT
∗R3
a (x1, x2, senx2, p1, p2Γ1(x2) + p3Γ2(x2), p2Γ2(x2) + p3Γ3(x2))
= (x1, x2 + a, senx2, p1, p2Γ1(x2) + p3Γ2(x2), p2Γ2(x2) + p3Γ3(x2))
con x = (x1, x2, x3), p = p1, p2, p3 y
ΦT
∗R3




a |SH )(x1, x2, senx2, p1, p2, p3) =
= (x1, x2 + a, senx2, p1, p1, p2Γ1(x2) + p3Γ2(x2), p2Γ2(x2) + p3Γ3(x2)) .
Es decir, se cumple la ecuación (4.2.2) de la Definición 4.2.1. Sea ξ ∈ g ' R, el
generador infinitesimal asociado a la acción, con lo cual, la aplicación momento J :
T ∗R3 → R está dada por
J(x1, x2, x3, p1, p2, p3) = p1.
J es una aplicación momento Ad∗-equivariante híbrida ya que satisface la ecuación
(4.2.23) de la Proposición 4.2.22. Por lo tanto, se tiene que (DH , ωcan,ΨT
∗Q, J) es un
G-espacio híbrido Hamiltoniano, siendo DH = (DH ,SH , RH) la variedad híbrida.
Calculemos ahora el sistema híbrido reducido. Denotamos Hµ = (QBµ , HBµ , hBµ)
y se quiere hallar el sistema híbrido asociado. Sea T ∗(R3/R) ' T ∗(R2), es decir,
QBµ = R2. El Hamiltoniano reducido Hµ : T ∗R2 → R está dado por









Además hµ(x2, x3) = x3 − senx2. La variedad híbrida reducida para la pelota que
rebota en la superficie sinusoidal DHµ = (DHµ , SHµ , RHµ) está dado por
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i) DHµ = {(x2, x3, p2, p3) ∈ T ∗R2 : x3 − senx2 ≥ 0},
ii) SHµ = {(x2, x3, p2, p3) ∈ T ∗R2 : x3 = senx2 y − p2 cosx2 + p3 ≤ 0},
iii) RHµ(x2, x3, p2, p3) = (x2, x3, p1, p2Γ1(x2)+p3Γ2(x2), p2Γ2(x2)+p3Γ3(x2)) , donde
0 ≤ e ≤ 1 es el coeficiente de restitución,










Por lo tanto, se tiene que el Hamiltoniano reducido HHµ = (DHµ ,SHµ , RHµ , XHµ)
está caracterizado por los elementos (i)-(iv).
4.2.3. Sistemas Híbridos Hamiltonianos con Términos Mag-
néticos
Consideremos un sistema híbrido Hamiltoniano simple H = (DH ,SH , RH , XH),
con DH ⊂ T ∗Q. En esta sección consideramos que DH es un fibrado principal, con
proyección π : DH → DH/G definiendo dicho fibrado, donde G es el grupo de estruc-
tura. Denotamos por V π el fibrado de vectores verticales con respecto a la proyección
π y V ◦π su anulador, un subfibrado vectorial de DH .
Recordemos que (ver Lema 2.4.17 en Capítulo 2) si H es un Hamiltoniano G-
invariante y µ = 0 ∈ g∗, existe un difeomorfismo
S̃ : J−1(0)→ T ∗(Q/G)×Q/G Q.
Proposición 4.2.33. Dada Hµ = (Dµ,Sµ, Rµ, Xµ) la variedad híbrida Hamiltoniana
reducida, cumpliendo las hipótesis del Teorema 4.2.26 y dada una 1-forma de conexión
ADL : DL → g, existe un difeomorfismo [φ
µ
ADL
] : Dµ = J
−1(µ)/Gµ → T ∗(Q/G)×Q/G
Q/Gµ; de manera que [φµADL ] hace que el siguiente diagrama sea conmutativo
g∗
DH SH DH



















donde iH : SH ↪→ DH , iJS : J |−1SH (µ) ↪→ J
−1(µ) y iSµ : Sµ ↪→ Dµ, son las
inclusiones canónicas respectivamente.
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Demostración. En primer lugar notemos que la parte superior del diagrama conmuta
por lo visto en la Observación 4.2.27.
Por otra parte, como [φµADL ] : Dµ = J
−1(µ)/Gµ → T ∗(Q/G) ×Q/G Q/Gµ es un
difeomorfismo considerando la 1-forma de conexión ADL : DL → g por la Proposición
2.4.21 del Capítulo 2. Por lo tanto, podemos asociar el espacio cociente Dµ con un
producto fibrado.
Entonces, juntando estos dos resultados, se tiene que el diagrama conmuta.
Observación 4.2.34. Bajo las condiciones anteriores, dado un sistema híbrido Hamil-
toniano simple se puede obtener un sistema híbrido Hamiltoniano reducido, de ma-
nera que su dominio sea un fibrado producto dotado de una estructura simpléctica.
Además, las soluciones de las ecuaciones de Hamilton asociadas al sistema híbrido Ha-
miltoniano simple pueden proyectarse en soluciones del sistema híbrido Hamiltoniano
reducido y, más aún, teniendo soluciones de las ecuaciones de Hamilton asociadas al
sistema híbrido Hamiltoniano reducido (mediante un proceso de reconstrucción) se
pueden obtener soluciones para el sistema híbrido Hamiltoniano simple.
La 1-forma Aµ determina una 1-forma Gµ-invariante en Q, donde Aµ : Q→ DH .
Luego, dAµ es una 2-forma en Q, que puede proyectarse a una 2-forma Bµ en Q/Gµ.
Sean las siguientes proyecciones tal como las consideramos en el Capítulo 2:
i) π1 : T ∗(Q/G)×Q/G Q/Gµ → T ∗(Q/G) dada por (α̃[q], [q]) 7→ α̃[q],
ii) π2 : T ∗(Q/G)×Q/G Q/Gµ → Q/Gµ dada por (α̃[q], [q]) 7→ [q],
iii) πµ : J−1(µ)→ J−1(µ)/Gµ dada por α 7→ [α],
iv) π0 : V ◦π → T ∗(Q/G) ×Q/G Q/Gµ dada por α 7→ (α̃[q], [q]), definida en el
Capítulo 2.
También como en el Capítulo 2, sean ΩQ/G la 2-forma en T ∗(Q/G) y Bµ una
2-forma en Q/Gµ. Entonces se tiene una 2-forma cerrada en T ∗(Q/G) ×Q/G Q/Gµ
dada por
B = π∗1(ΩQ/G) + π∗2(Bµ) (4.2.35)
donde ΩQ/G y Bµ se definieron en la Subsección 2.4.3 del Capítulo 2. Luego π∗2(Bµ)
usualmente se denomina término magnético.
Definición 4.2.36. Para el difeomorfismo
[φ̃AµDL
] : J−1(µ)/Gµ → T ∗(Q/G)×Q/G Q/Gµ
definido en la Proposición 4.2.33, como T ∗(Q/G) ×Q/G Q/Gµ está equipado con la
2-forma simpléctica B, se dice que [φ̃AµDL ] en un simplectomorfismo.
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Definición 4.2.37. Un Sistema Híbrido Hamiltoniano Magnético es un sis-
tema híbrido Hamiltoniano reducido dotado de un término magnético. Éste está
determinado por la 5-upla HHµ := (T ∗(Q/G)×Q/G Q/Gµ,Sµ, Rµ, XHµ ,B), donde
i) Hµ : T ∗(Q/G)×Q/G Q/Gµ → R es un Hamiltoniano reducido.
ii) Sµ ⊂ T ∗(Q/G) ×Q/G Q/Gµ es la superficie de impacto, una subvariedad de
codimensión uno del espacio reducido.
iii) Rµ : Sµ → T ∗(Q/G)×Q/G Q/Gµ, es la función de impacto reducida.
iv) XHµ es el campo vectorial Hamiltoniano asociado a Hµ.
v) B es una 2-forma cerrada en T ∗(Q/G) ×Q/G Q/Gµ deformada con un término
magnético π∗2(Bµ), definida como en la Ecuación 4.2.35.
Ejemplo 4.2.38. Partícula magnética rebotando en una esfera
Consideremos un electrón de masa m en un campo magnético donde el electrón
se mueve dentro de una esfera.
Consideremos Q = R3 × so(2). Sea M = Q/so(2) una variedad Riemanniana de
dimensión 3, π : Q → M un fibrado principal, tal que T ∗π : T ∗Q → T ∗(Q/so(2)) es
el fibrado cotangente asociado al fibrado principal.
Sea A : TQ → so(2) ' R una conexión principal en Q con A∗ : so(2)∗ → T ∗Q





‖ T ∗π(q, p) ‖2M +
ẽ
c
‖ A∗(q, p) ‖so(2)∗
donde ẽ es la carga del electrón y c la velocidad de la luz. Aquí, ‖ · ‖M denota la
norma inducida por la métrica de la variedad RiemannianaM y ‖ · ‖so(2)∗ una norma
en so(2)∗. Como π(θ · q) = π(q), ∀ q ∈ Q y θ ∈ so(2), entonces el Hamiltoniano H es
so(2)-invariante, pues
H(θ · (q, p)) = 1
2m
‖ T ∗π(θ · (q, p)) ‖2M +
ẽ
c




‖ T ∗π(q, p) ‖2M +
ẽ
c




‖ T ∗π(q, p) ‖2M +
ẽ
c
‖ A∗(q, p) ‖so(2)∗
= H(q, p)
donde Ad∗θ = Idso(2)∗ pues so(2) es abeliano.
El Hamiltoniano del sistema H : T ∗(R3 × so(2))→ R está dado por






A(q, p) · p,
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siendo A una 1-forma que cumple que B = dA, es decir B = 5×A y A = (A1, A2, A3)
y donde q = (x, y, z), p = (px, py, pz). Consideremos
i) DH = {(q, p) ∈ T ∗(R3× so(2)) : h(q) ≥ 0} con h : R3× so(2)→ R, una función
diferenciable dada por h(x, y, z, θ) = x2 + y2 + z2 − r2, r ∈ R+.
ii) SH = {(q, p) ∈ T ∗(R3 × so(2)) : h(q) = 0}, es decir, el medio cascarón de la
esfera que define h.
iii) RH(q, p) : SH → DH dada por RH(q, p) = (q, Pq(p)), donde Pq(p) definida como
en la Definición 4.2.10,
RH(x, y, z, θ, px, py, pz, pθ) =(
x, y, z, θ, px − ê
x2px
r2
, py − ê
y2py
r2
, pz − ê
z2pz
r2




donde ê = 1 + e y 0 ≤ e ≤ 1 es el coeficiente de restitución.
iv) XH el campo vectorial Hamiltoniano asociado a H.
Por lo tanto (DH , SH , RH , XH) es un sistema híbrido Hamiltoniano simple.
Sea Φ : so(2)× (R3× so(2))→ (R3× so(2)) la acción (θ, q) 7→ θ · q y su levantada
al cotangente, la acción ΦT ∗(R3×so(2)) : so(2)×T ∗(R3× so(2))→ T ∗(R3× so(2)) dada
por
(θ̃, (q, p)) 7→ (θ̃ · (q, p, θ, pθ)).
Donde q y p están definidos como antes, q = (x, y, z) y p = (px, py, pz). ΦT
∗(R3×so(2))







q, px − ê
x2px
r2
, py − ê
y2py
r2
, pz − ê
z2pz
r2






θ · x, θ · y, θ · z, θ · θ, px − ê
x2px
r2
, py − ê
y2py
r2
, pz − ê
z2pz
r2




= RH ◦ ΦT
∗(R3×so(2))
θ |SH (q, p)
=
(
θ · x, θ · y, θ · z, θ · θ, px − ê
x2px
r2
, py − ê
y2py
r2
, pz − ê
z2pz
r2









donde se cumple con ecuación (4.2.2) de la Definición 4.2.1.
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Sea J : T ∗(R3 × so(2)) → so(2)∗ ' R una aplicación momento híbrida, ya que
satisface la ecuación (4.2.23) de la Proposición 4.2.22. Dado µ ∈ so(2)∗ ' R un valor
regular híbrido de J , es decir J(q, p) = µ, consideramos la subvariedad J−1(µ) ⊂
T ∗(R3 × so(2)).
Aplicando la Proposición 4.2.33, el espacio reducido viene dado por J−1(µ)/Gµ w
T ∗(Q/G)×Q/G Q/Gµ = T ∗R3 ×R3 R3, donde Gµ = so(2) es el grupo de isotropía de
µ. Por lo tanto, considerando








ii) DHµ = {(q, p) ∈ T ∗R3 ×R3 R3 : h(q) ≥ 0} con h : Q → R, una función
diferenciable dada por h(x, y, z) = x2 + y2 + z2 − r2, donde q = (x, y, z) y r es
el radio de la esfera.
iii) SHµ es una subvariedad de co-dimensión 1 de T ∗R3×R3R3, dada porH(x, y, z) =
0.
iv) RHµ : SHµ → DHµ es la función de impacto dada por RHµ(q, p) = (q, Pq(p)),
donde Pq(p) definida como en la Definición 4.1.29 (pero sin dependencia de θ).
v) XHµ el campo vectorial Hamiltoniano para el Hamiltoniano reducido Hµ, donde
las ecuaciones de movimiento vienen dadas por las ecuaciones de Lorenz que
describen el movimiento de una partícula cargada con masa m en un campo
magnético
−→







µ̇ = 0 (4.2.40)
Por lo tanto, el sistema híbrido Hamiltoniano reducido es un sistema híbrido Hamil-
toniano magnético.
Observación 4.2.41. Como podemos observar, el Hamiltoniano del ejemplo anterior,
que está sujeto a un término magnético B, es exactamente el Hamiltoniano modifi-
cado del ejemplo de la partícula en un campo magnético tratado en Ejemplo 2.1.8.
Ejemplo 4.2.42. Heavy Top Híbrido
El sistema mecánico Heavy Top consiste en un cuerpo rígido con un punto fijo
en su extremo inferior como se muestra en la Figura 4.5. El cuerpo rígido se mueve
bajo la influencia de un campo gravitacional.
El espacio de configuraciones del sistema es Q = SO(3). El espacio de fases,
T ∗(SO(3)), es difeomorfo a SO(3) × R3 usando una trivialización a izquierda de
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Figura 4.5: Heavy Top
T ∗(SO(3)) (ver Sección 1.5). Bajo esta identificación la función Hamiltoniana que




I−1ε Π · Π +MglA−1k · χ
donde Iε : so(3) ' R3 → so∗(3) ' R3 es el momento de inercia del cuerpo rígido
perturbado con un parámetro ε ∈ R, dado por Iε = (I1 + ε, I2 + ε, I3 + ε) donde
(I1, I2, I3) ∈ R3 es el momento de inercia del cuerpo rígido sin perturbación, M es la
masa del cuerpo, Π es el momento angular (Π = (Π1,Π2,Π3), Π ∈ so∗(3) ' R3), g es
la constante gravitacional, k ∈ R3 un vector constante con la misma dirección que el
eje z en R3, χ un vector unitario que conecta el punto fijo en el extremo del cuerpo
rígido con el centro de masa del cuerpo, l denota la longitud del segmento que va del
punto fijo del cuerpo rígido al centro de masa del cuerpo rígido y A ∈ SO(3). Aquí,
“ · ” : R3 × R3 → R3 es el producto escalar usual en R3.
Definimos el sistema híbrido Hamiltoniano asociado al Heavy Top de la siguiente
manera. Consideremos
i) DH = T ∗(SO(3)) ' SO(3)× R3, el dominio,
ii) SH ⊂ SO(3)× R3 una subvariedad de DH de codimensión 1, dada por
SH =
{




(A,Π) ∈ SO(3)× R3 | (A,Π) := (Id,Π)
}
donde γ es uno de los ángulos de Euler (ver Sección 1.6 para más detalles), en
particular γ es la rotación sobre el eje z denotada Rz(γ), es decir, cuando γ = 0
se tiene
Rz(0) =
 1 0 00 1 0
0 0 1
 .
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donde α, β, γ corresponden a los ángulos de Euler para las rotaciones en los
ejes x, y, z respectivamente y donde Π+3 = (I3 + ε)Ω3, siendo Ω3 la velocidad
angular alrededor del eje z; que cumple
ε = −1, si Π−3 > 0,
ε = 1, si Π−3 < 0,
ε = 0, si Π−3 = 0.
Por lo tanto, cuando se impacta con la subvariedad SH se tiene:
si ε = −1, RH(α−, γ−, β−,Π−1 ,Π−2 ,Π−3 ) =
(
α−, β−, 0,Π−1 ,Π
−
2 , (I3 − 1)Ω3
)
,
si ε = 1, RH(α






α−, 0, β−,Π−1 ,Π
−
2 , (I3 + 1)Ω3
)
,
si ε = 0, RH(α











iv) XH es el campo Hamiltoniano para el Heavy Top y está dado por una transi-
ción de sistemas híbridos que irán evolucionando con respecto a la función de
impacto hasta que γ = 0. Ahí, dependiendo si {ε = −1, 1, 0} tengo alguna de
las tres opciones anteriores hasta que nuevamente γ = 0 y comienza un nuevo
flujo para el campo Hamiltoniano. Las ecuaciones para el Heavy top con inercia
















siendo Γ = A−1k.
Consideremos G = SO(2) (y al ser abeliano G = Gµ) un subgrupo cerrado de
SO(3) cuya representación viene dada por
SO(2) =
Aθ =
 cos θ sen θ 0− sen θ cos θ 0
0 0 1
 , θ ∈ S1
 ' S1
vía el difeomorfismo Aθ 7→ eiθ. Consideremos también que G actúa en SO(3) por
rotaciones en el eje vertical. La acción levantada a SO(3)× R3 denotada por
ΦT
∗Q : SO(2)× (SO(3)× R3)→ (SO(3)× R3)
está dada por
ΦT
∗Q(Aθ, (A,Π)) = (AθA,Π).
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ΦT
∗Q es una acción libre, propia e híbrida, pués cumple con la Definición 4.2.1. Sea
g = so(2) ' R el álgebra de Lie de G, donde g∗ = so(2)∗ denota su dual.
Tomemos κ = e3 el vector canónico de la base estándar de R3. Sea µ ∈ so(2)∗, la
aplicación momento
J : (SO(3)× R3)→ so(2)∗ ' R
dada por J(A,Π) = AΠ · e3. J es Ad∗-equivariante e híbrida pués cumple con la
Ecuación (4.2.23) de la Definición 4.2.20. Además
J−1(µ) = {(A,Π) ∈ (SO(3)× R3) | AΠ · e3 = µ}.
Notar que, para µ ∈ R, como SO(2) es abeliano, el subgrupo de isotropía Gµ coincide
con SO(2).
Consideremos Aµ : T (SO(3))→ R una conexión en el fibrado principal
πSO(3),Gµ : SO(3)→ (SO(3)/SO(2)) ' S2.
Luego de una trivialización a izquierda, la conexión trivializada Ã viene dada por
Ã : SO(3)× R3 → R,
Ã(A, v) = Av · e3
con v ∈ R3.
Consideremos la aplicación SO(3)→ S2 dada por A 7→ A−1 · e3. Su proyección al
tangente λ : SO(3)× R3 → TS2 está dada por
λ(A, v) = (A−1e3, A
−1e3 × v),
donde hemos identificado
TsS2 ' {b ∈ R3 | b · s = 0}.
Dado que A−1e3 · (A−1e3 × v) = 0, entonces A−1e3 × v ∈ TA−1e3S2.
Consideremos el difeomorfismo [φAµ ] : J−1(µ)/SO(2)→ T ∗S2 dada por
[A,Π] 7→ (A−1e3, A−1e3 × v).
Aquí hemos identificado T ∗s S2 con su propio dual y la métrica estándar de S2.
Observar que usando la Proposición 4.2.33 podemos identificar J−1(µ)/Gµ con
T ∗(Q/G)×Q/G Q/Gµ es decir se tiene que J−1(µ)/Gµ ' T ∗S2 ×S2 S2 ' T ∗S2.
Luego, por la Definición 4.2.36 [φAµ ] resultará un simplectomorfismo si T ∗S2 está
equipado con una 2-forma simpléctica en T ∗S2 deformada por un término magnético
Bµ asociado a Aµ. Por construcción (ver ecuación (4.2.35)) Bµ está determinado por
π∗S2βµ donde πS2 : T
∗S2 → S2 es la proyección canónica y βµ es la 2-forma en S2
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caracterizada por π∗SO(3),SO(2)βµ = dAµ y, por lo tanto, βµ = −µωS2 , donde ωS2 es la
forma simpléctica de área en S2, es decir,
ωS2(x)(u, v) = −x · (u× v), ∀x ∈ S2, u, v ∈ TxS2 ⊆ TxR3 ' R3.
Mediante el simplectomorfismo [φAµ ] se tiene que q = A−1e3 ∈ S2, pq = A−1e3 ×
Π ∈ T ∗A−1e3S
2. Además, también se tiene que pq = q × Π y q · pq = 0.
Por lo tanto, obtenemos la forma simpléctica reducida en T ∗S2 dada por ΩS2 +
µπ∗S2(ωS2), donde ΩS2 es la 2-forma simpléctica canónica en T
∗S2. Entonces [φAµ ]
resulta ser un simplectomorfismo.
Se tiene entonces que el sistema híbrido Hamiltoniano magnético asociado al
Heavy Top híbrido viene dado por
i) DHµ = T ∗S2 el dominio del Heavy Top híbrido reducido,
ii) SHµ ⊂ T ∗S2 una subvariedad de DHµ de codimensión 1, SHµ = SH |(J |SH )−1(µ) .
Usando que en SH , A = Id, se tiene que J |SH : SH → so(2) ' R viene dada
por J |SH (A,Π) = Π · e3 = Π3. Por lo tanto
(J |SH )−1(µ) = {(A,Π) ∈ SO(3)× R3 | A = Id3×3, Π · e3 = µ}.
Entonces
SHµ = {(q, pq) ∈ T ∗S2 | q = e3, pq = e3 × Π, Π · e3 = µ}.
iii) RHµ : SHµ → T ∗S2 viene dada por
RHµ(q
−, p−q ) = (q
+, p+q )
donde q+ = e3 ∈ S2 y p+q = (−Π2,Π1, 0).




Π−1ε (pq× q) · (pq× q) +µΠ−1ε (q)(pq× q) +
1
2
µ2(Π−1ε q) · q+Mglq ·χ
con (pq × q) ∈ T ∗S2 satisfaciendo q ∈ S2 ⊂ R3 y q · pq = 0.
Esta expresión se obtiene al considerar que R3 = span{q, pq, q× pq} y entonces
Π = λ1q + λ2pq + λ3(q × pq). Resolviendo para λ1, λ2, λ3, usando las relaciones
AΠ · e3 = µ, q = A−1e3, q · pq = 0, pq = A−1e3 ×Π = q×Π, y calculando q ·Π,
pq ·Π y (q× pq) ·Π se obtienenen λ1 = µ, λ2 = 0, λ3 = 1. Luego reemplanzando
Π en H se obtiene la fórmula para Hµ.
v) ΩS2 + µπ∗S2(ωS2) la 2-forma simpléctica en T
∗S2 deformada por un término
magnético.
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vi) Para calcular el campo vectorial Hamiltoniano reducido, XHµ , suponemos por
simplicidad en los cálculos que µ = 0, pero sin embargo la metodología se
puede aplicar a cualquier µ. Sin embargo, el campo de vectores XHµ y en parti-
cular, resolver para los multiplicadores de Lagrange, da lugar a expresiones muy
trabajosas para hacer las cuentas a mano. Para obtener las correspondientes
expresiones de las ecuaciones reducidas, se recomienda para µ 6= 0 resolver el
sistema resultante para los multiplicadores mediante cálculo simbólico en Ma-
ple o Matlab.
Por lo que la 2-forma simpléctica del espacio reducido T ∗S2 es la 2-forma sim-
pléctica canónica ΩS2 .
Las ecuaciones definiendo T ∗S2 como subvariedad de T ∗R3 ' R3 × R3 son
‖ q ‖2 −1 = 0 y q · pq = 0, por lo que el Hamiltoniano extendido tiene la forma
H0ext(q, pq) = Hµ(q, pq) + λ(q · pq) + ν(‖ q ‖2 −1)
donde λ y ν son los multiplicadores de Lagrange que debemos determinar.
Las ecuaciones de Hamilton para H0ext vienen dadas por
q̇ = q × Π−1ε (pq × q) + λq +Mgl · χ
ṗq = pq × Π−1ε (pq × q)− λpq − 2µq
con (q, pq) ∈ T ∗S2, Π = A−1e3.
Dado que q · q̇ = 0 y pq · q̇ + pq · q = 0, entonces
q̇ = q × Π−1ε (pq × q) +Mgl · χ
ṗq = pq × Π−1ε (pq × q).
4.3. Reducción en Variedades de Poisson Híbridas
En esta sección presentamos la noción de variedades de Poisson híbridas para
generalizar la reducción de Sistemas híbridos Hamiltonianos Simples de la Sección
4.2 a reducción híbrida de variedades de Poisson.
Definición 4.3.1. Una Variedad de Poisson Híbrida está caracterizada por una
4-upla Hpoiss = (D,S, R, {·, ·}) donde D es una variedad diferenciable, el dominio,
S es una subvariedad embebida de D de codimensión 1, la superficie de impacto,
R : S → D una aplicación diferenciable, la función de impacto y {·, ·} es un corchete
de Poisson en D, definido como en la Sección 2.3.1.
Aquí, la dinámica asociada con una Variedad de Poisson Híbrida está descripta
por un sistema no-autónomo con un impacto instantáneo. Denotamos por ΣHpoiss
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ẋ(t) = {x(t), H}, x−(t) /∈ S
x+(t) = R(x−(t)), x−(t) ∈ S
donde x : I ⊂ R → D y x−, x+ denotan los estados inmediatos antes y después de
que la curva integral asociada a la dinámica continua intersecte a S.
Definición 4.3.2. Sea Hpoiss = (D,S, R, {·, ·}) una variedad de Poisson híbrida.
Consideramos una acción Φ : G×D → D de un grupo de Lie G en el dominio D. Φ
es una acción de Poisson híbrida si Φ|S es una acción híbrida de G en S y para
todo g ∈ G que cumple que ∀F,G ∈ F0(D)
{F,G} ◦ Φg = {F ◦ Φg, G ◦ Φg}
y además ∀M,N ∈ F0(S)
{M,N} ◦ Φg|S = {M ◦ Φg|S , N ◦ Φg|S}.
Observación 4.3.3. Notar que la definición 4.3.2 significa que para todo g ∈ G tenemos







En otras palabras, R es equivariante con respecto a las acciones Φ y Φ|S .
Definición 4.3.4. Decimos que Φ es una acción de Poisson híbrida libre y propia,
si Φ es una acción libre, propia e híbrida.
Definición 4.3.5. Dada una variedad de Poisson híbrida Hpoiss = (D,S, R, {·, ·})
definida como en 4.3.1, un grupo de Lie G y una acción de Poisson híbrida Φ, defi-
nimos el espacio de órbitas híbridas asociado a la acción de Poisson como
DHpoiss/G = (D/G,S/G, R̂)
donde D/G y S/G son los espacios de órbitas obtenidas mediante Φ y Φ|S , respec-
tivamente, y R̂ : S/G → D/G es la función de impacto inducida en el espacio de
órbitas. Es decir, si π : D → D/G está dada por π(x) = [x] ∈ D/G (la aplicación
que envía x en la Φ-órbita de x, es decir, x ∼ Φg(x) para todo g ∈ G, siendo ∼ la
relación de equivalencia de x); y R̂([x]) = [R(x)] = π(R(x)).
Teorema 4.3.6. Sea G un grupo de Lie y Φ una acción de Poisson híbrida que
actúa en una variedad de Poisson híbrida Hpoiss. Supongamos que D/G y S/G son
variedades diferenciables y π : D → D/G y π|S : S → S/G son submersiones, de
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D/G y S/G respectivamente. Entonces hay un único corchete de Poisson {·, ·}red en
D/G llamado corchete de Poisson reducido, tal que
{F,K}red ◦ π := {F ◦ π,K ◦ π} (4.3.7)
y además
{M,N}red ◦ π|S := {M ◦ π|S , N ◦ π|S} (4.3.8)
para todo F,K ∈ F0(D/G) y todo M,N ∈ F0(S/G) de manera que
Ĥpoiss = (D/G,S/G, R̂, {·, ·}red)
es una variedad de Poisson híbrida.
Demostración. Para cada F,K ∈ F0(D/G) y g ∈ G como Φ es una acción de Poisson
híbrida y π es G-invariante, se tiene que
{F ◦ π,K ◦ π} ◦ Φg = {F ◦ π ◦ Φg, K ◦ π ◦ Φg} = {F ◦ π,K ◦ π}
por lo tanto {F ◦ π,K ◦ π} es G-invariante.
Para cada M,N ∈ F0(S/G) y g ∈ G como Φ es una acción de Poisson híbrida y
π|S es G-invariante, se tiene que
{M ◦ π|S , N ◦ π|S} ◦ Φg = {M ◦ π|S ◦ Φg, N ◦ π|S ◦ Φg} = {M ◦ π|S , N ◦ π|S}
entonces {M ◦ π|S , N ◦ π|S} es G-invariante.
Las funciones {F ◦ π,K ◦ π} y {M ◦ π|S , N ◦ π|S} pueden ser expresadas como
ϕ ◦ π y ϕ|S ◦ π|S respectivamente, para ϕ ∈ F0(D/G) y ϕ|S ∈ F0(S/G). Denotamos
ϕ = {F,K}red, que define un corchete de Poisson {·, ·}red en D/G, que cumpliendo
con las ecuaciones (4.3.7) y (4.3.8). Notar que {·, ·}red es el único corchete de Poisson
en D/G definido por π. Entonces (D/G,S/G, R̂, {·, ·}red) es una variedad de Poisson
híbrida.
Definición 4.3.9. Si H : D → R es una función G-invariante en D, entonces de-
finimos la función reducida Hred : D/G → R en D/G que está unívocamente
determinada por la relación
Hred ◦ π = H
Proposición 4.3.10. Con Hpoiss y Ĥpoiss como en el Teorema 4.3.6, si χHpoiss(x0)
es el flujo híbrido de Hpoiss con x0 ∈ D, entonces el flujo híbrido χĤpoiss asociado a
la variedad híbrida de Poisson reducida Ĥpoiss está dado por
χĤpoiss(π(x0)) = (Λ,J , π(C))
donde π(C) := {π(ci) : ci ∈ C} y C, Λ, J como en la Definición 4.1.6.
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Demostración. Sea credi (t) = π|S(ci(t)). Tenemos que probar que credi (τi+1) ∈ S/G y
que R̂(credi (τi+1)) = credi+1(τi+1):
i) credi (τi+1) = π|S(ci(τi+1)) y dado que ci(τi+1) ∈ S entonces credi (τi+1) ∈ S/G.
ii) R̂(credi (τi+1)) = R̂(π|S(ci(τi+1))) = π(R(ci(τi+1))) = π(ci+1(τi+1)) = credi+1(τi+1).
Observación 4.3.11. Sea Hpoiss = (D,S, R, {·, ·}) una variedad de Poisson híbrida, y
J : D → g∗ una aplicación momento Ad∗-equivariante híbrida para la acción de un
grupo de Lie G. Sea µ un valor regular híbrido de J . Si D es simpléctica, la estructura
de Possion en J−1(µ)/Gµ es la estructura simpléctica reducida ωµ.
Ejemplo 4.3.12. Consideremos el péndulo esférico invertido que tratamos anterior-
mente en el Ejemplo 4.2.31. Recordamos que el espacio de configuraciones es Q = S2
y, usando coordenadas locales, denotamos un elemento q ∈ S2 por q = (θ, ϕ). El
momento asociado a q es denotado por p ∈ T ∗q S2 descripto en coordenadas por
p = (pθ, pϕ).
El Hamiltoniano del sistema H : T ∗S2 → R está dado por









Consideremos el corchete de Poisson para éste sistema



















Por lo que Hpoiss = (D,S, R, {·, ·}S2) es un variedad de Poisson híbrida, para D =
DH , S = SH y R = RH definidas como en el Ejemplo 4.2.31.
Utilizando el corchete de Poisson y recordando que q̇ = {q,H} y que ṗ = {p,H},
obtenemos las ecuaciones de Hamilton que están dadas por
θ̇ ={θ,H} = pθ
mR2
,
ϕ̇ ={ϕ,H} = pϕ
mR2 sen2 θ
,




ṗϕ ={pϕ, H} = 0.
116 Reducción de Sistemas Mecánicos Híbridos
Sea G = S1 actuando por rotaciones en el eje vertical, es decir, Φ : S1 × S2 → S2
es la acción dada por
Φ(ψ, (θ, ϕ)) = (θ, ϕ+ ψ)
y su acción levantada al cotangente T ∗S2, es decir ΦT ∗S2 : S1 × T ∗S2 → T ∗S2 dada
por
ΦT
∗S2(ψ, (θ, ϕ, pθ, pϕ)) = (θ, ϕ+ ψ, pθ, pϕ).
Veamos que la acción es Poisson híbrida, es decir que cumple que
{f, g}S2 ◦ ΦT
∗S2 = {f ◦ ΦT ∗S2 , g ◦ ΦT ∗S2}S2 , (4.3.13)
para funciones f, g : T ∗S2 → R. Para ello, consideremos las funciones coordenadas
F1(θ, ϕ, pθ, pϕ) = θ, F2(θ, ϕ, pθ, pϕ) = ϕ, F3(θ, ϕ, pθ, pϕ) = pθ y F4(θ, ϕ, pθ, pϕ) = pϕ.
Luego, calculando el lado izquierdo de la igualdad (4.3.13) se tiene
{·, ·}S2 θ ϕ pθ pϕ
θ 0 0 1 0
ϕ 0 0 0 1
pθ -1 0 0 0
pϕ 0 -1 0 0
Es decir,
{f, g}S2 ◦ ΦT
∗S2 =

1, si f = θ y g = pθ o sí f = ϕ y g = pϕ
−1, si f = pθ y g = θ o sí f = pϕ y g = ϕ
0, en cualquier otro caso.
Calculemos ahora el lado derecho de la igualdad (4.3.13)
{·, ·}S2 θ ◦ ΦT
∗S2 ϕ ◦ ΦT ∗S2 pθ ◦ ΦT
∗S2 pϕ ◦ ΦT
∗S2
θ ◦ ΦT ∗S2 0 0 1 0
ϕ ◦ ΦT ∗S2 0 0 0 1
pθ ◦ ΦT
∗S2 -1 0 0 0
pϕ ◦ ΦT
∗S2 0 -1 0 0
que, como puede observarse, da exactamente lo mismo que en el caso anterior. Por
lo que la acción es Poisson híbrida. Calculemos ahora la variedad de Poisson híbrida
reducida. Sea D/G = T ∗S2/S1 ≈ T ∗(S2/Z1), donde S2/Z1 ' (0, 2π). El Hamiltoniano
reducido Hred : T ∗S2/S1 → R se obtiene como
Hred(θ, pθ, pϕ) = H(θ, ϕ, pθ, pϕ) ◦ π(θ, ϕ, pθ, pϕ),
y está dado por
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donde π : T ∗S2 → T ∗S2/S1 es la proyección dada por
π(θ, ϕ, pθ, pϕ) = (θ, pθ, pϕ).














Entonces, utilizando el corchete de Poisson reducido, podemos obtener las ecuaciones





ṗθ ={pθ, Hred} =
p2ϕ cos θ
mR2 sen3 θ
−mgR sen θ (4.3.15)
ṗϕ ={pϕ, Hred} = 0. (4.3.16)
Por lo que Ĥpoiss = (D/G,S/G, R̂, {·, ·}red) es la variedad de Poisson híbrida redu-
cida, para
i) D/G = {(θ, 0, pθ, pϕ) ∈ T ∗S2/S1 : cos(θ) ≥ 0},
ii) S/G = {(θ, 0, pθ, pϕ) ∈ T ∗S2/S1 : cos(θ) = 0 y pθ ≥ 0},
iii) R̂(θ, 0, pθ, pϕ) = (θ,−epθ)
Observación 4.3.17. Notar que, de la ecuación (4.3.16), como ṗϕ = 0 se tiene que pϕ =
µ = cte y sustituyendo en ecuación (4.3.16) se obtienen exactamente las ecuaciones
reducidas del Ejemplo 4.2.31.
4.4. Reducción de Routh para Sistemas Híbridos La-
grangianos
En esta sección vamos a generalizar la reducción de Routh conocida a este tipo
de sistemas híbridos. Consideraremos para ello las distintas situaciones: Q = P ×G
(con G abeliano y no abeliano y P una variedad arbitraria) y para Q una variedad
arbitraria.
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4.4.1. Reducción clásica de Routh para Sistemas Híbridos La-
grangianos
En esta sección recordaremos las nociones básicas para la Reducción de Routh en
sistemas híbridos Lagrangianos simples considerando Q = P ×G, siendo G un grupo
abeliano, como se describe en [4].
Definición 4.4.1. Un Lagrangiano híbrido cíclico es un lagrangiano híbrido L =







Definición 4.4.2. Para un Lagrangiano híbrido cíclico, L = (P ×G,L, h), podemos
obtener una función de impacto reducida hµ : P → R. Definimos el Routhiano
Híbrido por
Lµ = (P,Lµ, hµ),
que es a su vez un Lagrangiano híbrido.
Definición 4.4.3. Dado un Lagrangiano L : T (P × G) → R que es cíclico, el
Routhiano Lµ : TP → R está dado por
Lµ(θ, ϕ, θ̇, ϕ̇) = [L(θ, θ̇)− µT ϕ̇]
∣∣∣
J−1L (µ)
donde µ es el valor regular híbrido definido en Definición 4.2.25 pero para el La-
grangiano L y JL : TQ→ g∗ una aplicación momento Lagrangiana Ad∗-equivariante
híbrida cumpliendo las propiedades de la Proposición 4.2.22.
Definición 4.4.4. En un sistema híbrido Lagrangiano simple el impacto puede
venir dado por la ecuación de impacto Newtoniana P̄ : T (P ×G)→ T (P ×G) dada
por
P̄ (q, q̇) = q̇ − (1 + e) dhq q̇
dhqM(q)−1dhTq
M(q)−1dhTq (4.4.5)
donde M(q) es la matríz de masa del sistema.
Lema 4.4.6 (A. Ames [4]). Dado P̄ (q, q̇) como en la Ecuación (4.4.5), Pµ(θ, θ̇) está
dada por







siendo Mµ(θ) = Mθ(θ)−MTϕ,θ(θ)M−1ϕ (θ)Mϕ,θ(θ).
Definición 4.4.8. Para el Routhiano Híbrido Lµ el sistema híbrido Routhiano
asociado está dado por
Hµ = (DLµ,SLµ, RLµ, XLµ)
con DLµ = TP el dominio reducido, SLµ ⊂ TP una subvariedad de TP de codi-
mensión 1, XLµ el campo vectorial Routhiano usual asociado al Routhiano Lµ y
RLµ : SLµ → TP dada por RLµ(θ, θ̇) = (θ, P̄µ(θ, θ̇)), para P̄µ(θ, θ̇) la función de
impacto definida como en la Ecuación (4.4.7).
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Proposición 4.4.9 (A. Ames [4]). Si L es cíclico, entonces el siguiente diagrama








donde π : TQ→ TP es la proyección al primer factor de TP × TG.
Teorema 4.4.10 (A. Ames [4]). Sea L un Lagrangiano híbrido, Lµ el Routhiano
híbrido asociado, con H y Hµ, sus sistemas híbridos Lagrangianos asociados res-
pectivamente. Si χH (x0) = (Λ,J , C) es un flujo híbrido de H con x0 ∈ J−1L (µ),
entonces
χHµ(π(x0)) = (Λ,J , π(C))
es un flujo híbrido de Hµ, donde π(C) = {π(ci) : ci ∈ C}.
4.4.2. Ejemplos
Ejemplo 4.4.11. Péndulo Esférico
Consideremos el Ejemplo del péndulo esférico invertido tratado en el Ejemplo
4.2.31. El espacio de configuraciones es QP = S2 y, usando coordenadas locales,
denotamos un elemento q ∈ S2 por q = (θ, ϕ). La velocidad asociada a q es denotada
por q̇ ∈ TqS2 descripto en coordenadas locales por q̇ = (θ̇, ϕ̇). El Lagrangiano del
sistema LP : TS2 → R está dado por




θ̇2 + ϕ̇2 sen2(θ)
)
+mgR cos(θ).
Consideramos, hP (θ, ϕ) = R cos(θ) como en el Ejemplo 4.2.31. Se tiene entonces
el Lagrangiano híbrido dado por L = (QP , LP , hP ). Para este Lagrangiano híbrido, el
sistema híbrido Lagrangiano simple HL está dado por HL = (DL,SL, RL, XL) donde
i) DL = {(θ, ϕ, θ̇, ϕ̇) ∈ TS2 : cos(θ) ≥ 0} es el dominio, donde el ángulo θ se
mueve en el eje horizontal positivo,
ii) SL = {(θ, ϕ, θ̇, ϕ̇) ∈ TS2 : cos(θ) = 0 y θ̇ ≥ 0},
iii) RL(θ, ϕ, θ̇, ϕ̇) = (θ, ϕ,−eθ̇, ϕ̇), donde 0 ≤ e ≤ 1 es el coeficiente de restitución,
iv) El campo vectorial Lagrangiano XL está dado por
XL(θ, ϕ, θ̇, ϕ̇) =
(
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Notar que, LP es cíclica respecto de ϕ, pués ∂L∂ϕ = 0 y además hP también lo es. Sea




Tomando JL(θ, ϕ, θ̇, ϕ̇) = µ, se tiene que ϕ̇ = µmR2 sen2(θ) . Calculemos ahora el sistema
















θ̇2 +mgR cos(θ)− µ2
2mR2 sen2(θ)
.
Además hPµ(θ) = hP (θ, µ) = R cos(θ). El sistema híbrido Routhiano para el péndulo
esférico reducido es descripto por
i) DLµ = {(θ, θ̇) ∈ T (QPµ) : cos(θ) ≥ 0},
ii) SLµ = {(θ, θ̇) ∈ T (QPµ) : cos(θ) = 0 y θ̇ ≥ 0},












Por lo tanto, se tiene que el sistema híbrido Lagrangiano reducido asociado al péndulo
esférico está dado por HLµ = (DLµ ,SLµ , RLµ , XLµ) donde los elementos HLµ están
caracterizados por (i)-(iv).
Ejemplo 4.4.12. Pelota que rebota en una superficie sinusoidal
Consideremos el Ejemplo de la pelota que rebota en una superficie sinusoidal
tratado en el Ejemplo 4.2.32. Sea QB = R3, y consideremos el Lagrangiano LB :








donde g es la constante gravitacional. Como en el Ejemplo 4.2.32 hB(x1, x2, x3) =
x3 − senx2. Se tiene entonces el Lagrangiano híbrido L = (QB, LB, hB). Para este
Lagrangiano híbrido, el sistema híbrido Lagrangiano simple HL está dado por HL =
(DL,SL, RL, XL) donde
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i) DL = {(x, ẋ) ∈ R3 × R3 : x3 − senx2 ≥ 0} es el dominio,
ii) SL = {(x, ẋ) ∈ R3 × R3 : x3 = senx2 y ẋ3 − cosx2ẋ2 ≤ 0},
iii) RL(x, ẋ) = (x, PL(x, ẋ)) donde
PL(x, ẋ) =




con 0 ≤ e ≤ 1 es el coeficiente de restitución,
iv) y el campo vectorial Lagrangiano XL está dado por
XL(x, ẋ) =
(
ẋ1 ẋ2 ẋ3 0 0 −g
)T
.









Tomando JL(x, ẋ) = µ, se tiene que ẋ1 = µm . Calculemos ahora el sistema híbrido
reducido.
El Routhiano: Lµ : T (R2)→ R está dado por












Además hLµ(x2, x3) = hB(µ, x2, x3) = x3− senx2. El sistema híbrido Routhiano para
la pelota que rebota en la superficie sinusoidal es descripto por
i) DLµ = {(x2, x3, ẋ2, ẋ3) ∈ R2 × R2 : x3 − senx2 ≥ 0},
ii) SLµ = {(x2, x3, ẋ2, ẋ3) ∈ R2 × R2 : x3 = senx2 y ẋ3 − cosx2ẋ2 ≤ 0},
iii) RLµ(x2, x3, ẋ2, ẋ3) = (x2, x3, PLµ(x2, x3, ẋ2, ẋ3)) donde








iv) y el campo vectorial XLµ dado por
XLµ(x2, x3, ẋ2, ẋ3) =
(
ẋ2 ẋ3 0 −g
)T
.
Por lo tanto, se tiene que el sistema híbrido Lagrangiano reducido
HLµ = (DLµ ,SLµ , RLµ , XLµ) está caracterizado por (i)-(iv).
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Observación 4.4.13. Veamos ahora, que podemos aplicar la Proposición 4.1.24 al
sistema híbrido Lagrangiano simple para el Péndulo esférico determinado por
(TQ,SL, RL, XL) y obtener como solución el sistema híbrido Hamiltoniano simple
determinado por
(T ∗Q,SH, RH, XH):
i) FL(DL) = DH: sí, ya que FL es un difeomorfismo, en particular es suryectiva.
ii) FL(SL) = SH: sí, dado que SL sólo depende de las configuraciones en Q.































= RH ◦ FL|SL .










⇔ pϕ = ϕ̇(mR2 sen2 θ)
entonces,
ṗϕ = ϕ̈(mR
2 sen2 θ) + ϕ̇(2mR2 sen θ cos θθ̇).








2 sen2 θ) + ϕ̇(2mR2 sen θ cos θθ̇) = 0,
por lo tanto, ṗθ =
p2ϕ cos θ
mR2 sen3 θ
− mgR sen θ y ṗϕ = 0 que son las ecuaciones de
Hamilton para éste ejemplo.
Observación 4.4.15. Veamos ahora, que podemos aplicar la Proposición 4.1.24 al
sistema híbrido Lagrangiano simple para la pelota que rebota en la superficie sinu-
soidal determinado por (TQ,SL, RL, XL) y obtener como solución el sistema híbrido
Hamiltoniano simple determinado por (T ∗Q,SH, RH, XH):
i) FL(DL) = DH: sí, ya que FL es un difeomorfismo, en particular es suryectiva.
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ii) FL(SL) = SH: sí, dado que SL sólo depende de las configuraciones en Q.


































por lo tanto considerando ẋ = (ẋ1, ẋ2, ẋ3)




















=RH ◦ FL|SL .













⇔ p3 = mẋ3 ⇒ ṗ3 = −mg.
Reemplazando en las ecuaciones de Euler-Lagrange para la pelota que rebota




que corresponden con las ecuaciones de Hamilton para éste ejemplo.
4.4.3. Reducción de Routh para Sistemas Híbridos Lagran-
gianos en una clase de variedades producto
En ésta sección describiremos la reducción de Routh para sistemas híbridos La-
grangianos cuyo espacio de configuración es de la forma Q = P ×G, donde P es una
variedad arbitraria, G el grupo de Lie, no necesariamente abeliano y el Lagrangiano
L está definido en TQ = TP × TG, es decir, L : TP × TG→ R.
Observación 4.4.16. Recordemos que podemos identificar TG con G × g, es decir,
vg 7→ (g, ξ), con ξ = g−1vg ∈ g. Por lo tanto, el fibrado tangente TQ = TP × TG
es isomorfo a TP × G × g y entonces el Lagrangiano L : TP × G × g → R tendrá
coordenadas (vs, g, ξ).
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Sea H = (DL,SL, RL, XL) un sistema híbrido Lagrangiano. Consideramos la
acción a izquierda de G en Q, dada por
ΦQg′(s, g) = (s, g
′g)
y su acción levantada al tangente, ΦTQ : G× TQ→ TQ, dada por
(g′, (vs, vg)) 7→ (vs, g′g, ξ).
Definición 4.4.17. Un Lagrangiano híbrido L = (Q,L, h) se dice que es
G-invariante si existe una acción Φ de G en Q tal que h y L son G-invariantes con
respecto a Φ y su levantamiento tangente, respectivamente, es decir,
h(ΦQg′(s, g)) = h(s, g), y L(Φ
TQ
g′ (vs, vg)) = L(vs, g, ξ)
para todo g ∈ G y (vs, gξ) ∈ TQ.
Definición 4.4.18. Una aplicación momento JL, Ad∗-equivariante, se dice que es una







donde JL está definida por





L(vs, g(ξ + tAdg−1η)). (4.4.19)
Proposición 4.4.20. Si L = (Q,L, h) es G-invariante y la función de impacto está
dada por una ecuación de impacto Newtoniana (4.4.5), entonces la acción levantada
al tangente ΦTQg′ de G en DL es una acción híbrida.









donde RL : SL → DL está definida como RL(q, q̇) = (q, P̄ (q, q̇)), y P̄ (q, q̇) definida en
(4.4.4), es decir, tenemos que probar que el siguiente diagrama conmuta
TqQ TqQ
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para todo g′ ∈ G, (q, q̇) ∈ TqQ con q ∈ h−1(0).
Dado que h es G-invariante, se tiene que ΦTQg′−1(dhq) = dhΦg′ (q). Observemos que











donde ésta igualdad viene dada por el hecho que ΦTQg′−1(dhq) = dhΦg′ (q), con lo cual












Usando (4.2.7) se tiene que















y por lo tanto




Definición 4.4.27. Sea H = (DL,SL, RL, XL) un sistema híbrido Lagrangiano.
Supongamos que µ es un valor regular de JL : DL → g∗. Decimos que µ es un valor
regular híbrido si es también un valor regular de JL|SL . Esto es que el siguiente
diagrama conmuta, donde J−1L (µ) y J
−1












Teorema 4.4.28. Sea H = (DL,SL, RL, XL) un sistema híbrido Lagrangiano. Sea
µ ∈ g∗ un valor regular híbrido de JL, donde JL es Ad∗-equivariante y sea la acción
de Gµ en J−1L (µ) libre, propia e híbrida, entonces
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Hµ = (Dµ,Sµ, Rµ) := (J−1L (µ)/Gµ, J
−1
L |SL(µ)/Gµ, R̂L|J−1L |SL (µ))
es un sistema híbrido Lagrangiano reducido.
Demostración. Como µ ∈ g∗ es valor regular híbrido de JL, entonces J−1L |SL(µ) es una
variedad y, en particular, una subvariedad de J−1L (µ). SeaGµ = {g ∈ G : Ad∗g−1µ = µ}
el grupo de isotropía de µ, entonces la acción Φ de G enDL, que es una acción híbrida,
por la Ad∗-equivariaza de JL, se restringe a una acción de Gµ en J−1L (µ)
Φ : Gµ × J−1L (µ)→ J
−1
L (µ).
Más aún, como esta acción es libre y propia entonces Dµ = J−1L (µ)/Gµ es una va-
riedad. Nuevamente, por ser JL Ad∗-equivariante, Φ se puede restringir a la acción
Φ|SL de J−1L |SL(µ)
Φ|SL : Gµ × J−1L |SL(µ)→ J
−1
L |SL(µ)




entonces Φg(x) ∈ J−1L |SL(µ). Por lo tanto se prueba que R̂L|J−1L |SL (µ) es equivariante
con respecto a la acción de Gµ en J−1L |SL(µ) y a la acción de Gµ en J
−1
L (µ), es decir,















Corolario 4.4.29. Dado un sistema híbrido Lagrangiano H = (DL,SL, RL, XL)
asociado a un Lagrangiano G-invariante L, satisfaciendo las hipótesis del Teorema
4.4.28, entonces existe un sistema híbrido Lagrangiano reducido Lµ definido como en
la Definición 4.4.2 y un sistema híbrido Lagrangiano reducido asociado a Lµ
Hµ = (Dµ,Sµ, Rµ, Xµ)
donde el Lagrangiano reducido (Routhiano) está dado por
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Demostración. Bajo estas hipótesis y utilizando el Teorema 4.4.28 existe un Rout-
hiano híbrido Lµ definido como en la Definición 4.4.2 y un sistema híbrido Routhiano
asociado a Lµ. Además (ver para más detalles [61], [37]), las ecuaciones de Routh,


















para x ∈ P , ν = Ad∗gµ y Λ(vs) : g∗ → g que es una aplicación diferenciable que
depende de vs ∈ TP tal que F2Lµ(vs,Λ(vs)(ν)) ≡ ν para (vs, ν) ∈ TP × g arbitrarios






Lµ(vs, ξ + tη)
Definición 4.4.32. Si L es un Lagrangiano G-invariante en DL, entonces el La-
grangiano reducido Lµ en Dµ está unívocamente determinado por la relación
Lµ ◦ πµ = L ◦ iµ,
donde πµ : DL → DL/G es la proyección canónica al cociente.
Teorema 4.4.33. Con H y Hµ como en el Teorema 4.4.28, si χH (x0) es el flujo
híbrido de H con x0 ∈ J−1L (µ), entonces el flujo híbrido χHµ asociado al sistema
híbrido Lagrangiano reducido Hµ está dado por
χHµ(πµ(x0)) = (Λ,J , πµ(C))
donde πµ(C) := {πµ(ci) : ci ∈ C} y Λ, J como en la Definición 4.1.6.
Demostración. Sea cµi (t) = πµ(ci(t)). Necesitamos probar que
i) cµi (τi+1) ∈ Sµ
ii) Rµ(cµi (τi+1)) = c
µ
i+1(τi+1)
iii) ċµi (t) = Xµ(c
µ
i (t))
Consideremos primero el caso en el que i = 0. Como x0 = c0(τ0) ∈ J−1L (µ), sabemos
que c0(t) ∈ J−1L (µ) para todo t ∈ [τ0, τ1]; como c0(τ1) ∈ SL implica que c0(τ1) ∈
J−1L (µ)|SL . Entonces se tiene que
i) c0(τ1) ∈ J−1L (µ)|SL ⇒ πµ(c0(τ1)) = c
µ
0(τ1) ∈ Sµ.
128 Reducción de Sistemas Mecánicos Híbridos
ii) Por la equivarianza de Rµ tenemos
Rµ(c
µ
0(τ1)) = Rµ(πµ(c0(τ1))) = πµ(RL(c0(τ1))) = πµ(c1(τ1)) = c
µ
1(τ1).
iii) Esta última condición ċµ0(t) = Xµ(c
µ
0(t)) se cumple por contrucción.
Finalmente, se tiene que c1(τ1) ∈ J−1L (µ). Por lo tanto, se puede ver (por inducción
aplicado para i) que i, i+ 1 ∈ Λ y entonces ci(τi) ∈ J−1L (µ) como se quería.
Observación 4.4.34. Como se observa anteriormente, la reducción se realiza mediante
el grupo de isotropía Gµ. Otra manera de realizar la reducción en este tipo de varie-
dades producto, donde en grupo G no es abeliano es cocientando por todo el grupo
G. En ese caso, Dµ resultaría TP × g y el Lagrangiano reducido Lµ : TP × g → R;
que como puede verse extiende los resultados que se exponen en [A. Ames [4]].
4.4.4. Reducción de Routh para Sistemas Híbridos Lagran-
gianos
En esta sección describiremos la version general de la reduccion de Routh para
sistemas híbridos Lagrangianos considerando que Q es una variedad arbitraria.
Definición 4.4.35. Dado un sistema híbrido Lagrangiano, H = (DL,SL, RL, XL),
consideremos la acción en TQ obtenida mediante el levantamiento de una acción en
Q. Dado g ∈ G, para una acción Φ : G×Q→ Q consideremos la acción de G en TQ
denotada por
ΦTQ : G× TQ→ TQ,
y definida de la siguiente manera
ΦTQ(g, (q, q̇)) := TΦg−1(q, q̇) = (Φg(q),Φ
TQ
g−1(q̇))
∀ g ∈ G y (q, q̇) ∈ TQ.
Proposición 4.4.36. Para L = (Q,L, h), si h es G-invariante, entonces JL : D → g∗
definido por
〈JL(q, q̇), ξ〉 = 〈FL(q, q̇), ξQ(q)〉 (4.4.37)
es una aplicación momento híbrida Ad∗-equivariante, donde ξQ es el generador infi-
nitesimal asociado a ξ (ver Definición 1.2.14).
Teorema 4.4.38. Dado un sistema híbrido Lagrangiano H = (DL,SL, RL, XL)
asociado a un Lagrangiano G-invariante L, satisfaciendo las hipótesis del Teorema
4.4.28, entonces existe un Lagrangiano reducido Lµ : Dµ → R y un sistema híbrido
Lagrangiano reducido asociado a Lµ
H Lµ = (D
L
µ ,SLµ , RLµ , XLµ ),
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donde Xµ son las ecuaciones de Routh definidas en Ecuación (4.4.30).
Definición 4.4.39. Si L es un Lagrangiano G-invariante en DL y ADL : DL → g
una 1-forma de conexión, entonces el Lagrangiano reducido Lµ en Dµ está definido
como
Lµ(q, q̇) := L(q, q̇)− 〈ADL , µ〉 .
Generalmente, al Lagrangiano reducido Lµ se lo suele denominar Routhiano.
Consideremos un sistema híbrido Lagrangiano simple H = (DL,SL, RL, XL),
con DL ⊂ TQ. Asumiremos que DL es un fibrado principal, con proyección π :
DL → DL/G definiendo dicho fibrado, donde G es el grupo de estructura y L es un
Lagrangiano G-regular definido como en la Definición 2.5.6.
Proposición 4.4.40. Sean H Lµ = (DLµ ,SLµ , RLµ , XLµ ) la variedad híbrida Lagrangiana
reducida cumpliendo las hipótesis de la Teorema 4.4.28, ADL : DL → g una 1-forma
de conexión y L un lagrangiano G-regular, invariante con µ ∈ g∗. Entonces existe un
difeomorfismo
J−1L (µ)/Gµ
∼= T (Q/G)×Q/G Q/Gµ :
de manera que hace conmutar al siguiente diagrama, siendo

























donde las inclusiones iL, iJLS e iSLµ son las inclusiones canónicas iL : SL ↪→ DL,
iJLS : JL|
−1
S (µ) ↪→ J
−1
L (µ), iSLµ : Sµ ↪→ Dµ.
Demostración. Notar que la parte superior del diagrama conmuta por lo visto en
Teorema 4.4.28.
Consideremos la siguiente aplicación:
Πµ : J
−1
L (µ)→ T (Q/G)×Q/G Q
dada por
vq 7→ (Tπ(vq), q),
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que es suave. Definimos su inversa (Πµ)−1 como sigue: dado un punto (v[q], q) ∈
T (Q/G) ×Q/G Q, elegimos vq ∈ TQ tal que Tπ(vq) = v[q]. Por la G-regularidad del
Lagrangiano L, existe un único ξ ∈ g tal que JL(vq +ξQ(q)) = µ. Entonces, definimos
la aplicación suave (Πµ)−1(v[q], q) = vq + ξQ(q).
Veamos que está bien definida: sea wq ∈ TQ tal que Tπ(wq) = w[q], se tiene que
wq = vq + ηQ(q) para algún η ∈ g, entonces
µ = JL(vq + ξQ(q)) = JL(wq − ηQ(q) + (ξ − η)Q(q)).
Por otro lado, podemos ver que Πµ es Gµ equivariante con respecto a la acción de
Gµ sobre T (Q/G)×Q/G Q dada por g · (v[q], q) = (v[q], g · q), ya que
Πµ(Φ
TQ(g, vq)) = Πµ(g · vq)
= (Tπg(vq), q)
= (v[q], g · q)
= Gµ(Πµ(vq))
donde ΦTQ es la acción levantada al tangente. Entonces, la aplicación
[Πµ] : J
−1
L (µ)/Gµ → T (Q/G)×Q/G Q/Gµ
es un difeomorfismo.
4.4.5. Ejemplos
Ejemplo 4.4.41. Pelota que rebota en una superficie sinusoidal
Volvamos al ejemplo de la pelota que rebota en una superficie sinusoidal tratado en
el Ejemplo 4.2.32, pero ahora adicionando una conexión. SeaQB = R3, el Lagrangiano








donde g es la constante gravitacional. Como en el Ejemplo 4.2.32
hB(x1, x2, x3) = x3− senx2. Se tiene entonces el sistema híbrido Lagrangiano simple
dado por L = (QB, LB, hB). Para este sistema híbrido Lagrangiano simple, el sistema
híbrido Lagrangiano HL está dado por HL = (DL,SL, RL, XL) donde
i) DL = {(x, ẋ) ∈ R3 × R3 : x3 − senx2 ≥ 0} es el dominio,
ii) SL = {(x, ẋ) ∈ R3 × R3 : x3 = senx2 y ẋ3 − cosx2ẋ2 ≤ 0},
iii) RL(x, ẋ) = (x, PB(x, ẋ)) donde
PL(x, ẋ) =
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iv) El campo vectorial Lagrangiano XL está dado por
XL(x, ẋ) =
(
ẋ1 ẋ2 ẋ3 0 0 −mg
)T







= JL(x1, x2, x3, ẋ1, ẋ2, ẋ3) = mẋ1
Tomando JL(x, ẋ) = µ, donde JL es la aplicación momento, se tiene que ẋ1 = µm . Cal-
culemos ahora el sistema híbrido reducido. El Routhiano Lµ : TR2 → R, utilizando
una conexión A, está dado por:
Lµ(x2, x3, ẋ2, ẋ3) = LB − 〈A, µ〉 |µ=mẋ1
donde la conexión está dada porA = α(x2, x3)ẋ2+β(x2, x3)ẋ3. Entonces el Routhiano
viene dado por








2 −mgx3 − µα(x2, x3)ẋ2 − µβ(x2, x3)ẋ3.
Además hLµ(x2, x3) = x3 − senx2. El sistema híbrido Routhiano para la pelota que
rebota en la superficie sinusoidal está dado por
i) DLµ = {(x2, x3, ẋ2, ẋ3) ∈ R2 × R2 : x3 − senx2 ≥ 0},
ii) SLµ = {(x2, x3, ẋ2, ẋ3) ∈ R2 × R2 : x3 = senx2 y ẋ3 − cosx2ẋ2 ≤ 0},
iii) RLµ(x2, x3, ẋ2, ẋ3) = (x2, x3, PLµ(x2, x3, ẋ2, ẋ3)) donde
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De manera análoga se tiene
∂Lµ
∂x3































































Por lo tanto, se tiene que el sistema híbrido Lagrangiano reducido
HLµ = (DLµ ,SLµ , RLµ , XLµ) está caracterizado por (i)-(iv).
4.5. Equivalencia entre Sistemas Híbridos Lagran-
gianos Reducidos y Sistemas Híbridos Hamilto-
nianos reducidos
De manera análoga a cómo se relacionan un sistema híbrido Lagrangiano simple
con un sistema híbrido Hamiltoniano simple induciendo la noción de Transformada
de Legendre, se puede relacionar un sistema híbrido Lagrangiano reducido con un
sistema hibrido Hamiltoniano reducido, como sigue.
Definición 4.5.1. Dados H Lµ = (DLµ ,SLµ , RLµ , XLµ ) y Hµ = (Dµ,Sµ, Rµ, Xµ) defini-
mos la transformada de Legendre entre sistemas híbridos reducidos [FLH ] :
H Lµ → Hµ como la aplicación entre sistemas híbridos reducidos cumpliendo las
siguientes condiciones:
i) [FLµ](DLµ ) = Dµ donde [FLµ] : J−1L (µ)/Gµ → J−1(µ)/Gµ es la transformada
de Legendre reducida usual, dada por
(v[q], [q]) 7→ (α̃[q], [q]),
donde α̃[q] está definido por 〈α̃[q], ṽ[q]〉 = 〈αq, vq〉 para cada vq tal que Tπ(vq) =
ṽ[q], con π : Q→ Q/G.
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ii) [FLµ](SLµ ) = Sµ.
iii) [FLµ] ◦RLµ = Rµ ◦ [FLµ]|SLµ .
iv) ([FLµ])∗XLµ = Xµ.
Proposición 4.5.2. Sea χH Lµ = (Λ,J , π(C)) un flujo híbrido asociado con H Lµ con
condición inicial (π(q0), π(q̇0)). La imagen de H Lµ sobre [FLH ] es un flujo híbrido
asociado con Hµ con condición inicial (π(q0), π(p0)) = [FLµ](π(q0)).
Demostración. Como XLµ y Xµ están FLµ-relacionados, si π(γi(t)) es una curva inte-
gral de XLµ , π(γ̃i(t)) = FLµ ◦π(γi(t)) es una curva integral de Xµ. Tomando entonces
π(γ0(t)) solución con condición inicial π(γ0) = (π(q0), π(q̇0)) definida en [π(τ0), τ1],
entonces π(γ̃0(t)) es solución con condición inicial π(γ̃0) = (π(q0), π(p0)) definida en
[τ0, τ1].
De la misma manera, tomando π(γ1(t)) solución con condición inicial
π(γ1) = (π(q1), π(q̇1)) definida en [τ1, τ2], entonces π(γ̃1(t)) es solución con condición
inicial π(γ̃1) = (π(q1), π(p1)) definida en [τ1, τ2].
Consideremos π(γi(t)) solución con condición inicial π(γi) = (π(qi), π(q̇i)) definida
en [τi, τi+1], entonces π(γ̃i(t)) será solución con condición inicial π(γ̃i) = (π(qi), π(pi))
definida en [τi, τi+1].
Veamos que π(γ̃i(t)) cumple que π(γ̃i)(τi+1) ∈ Sµ y que
Rµ(π(γ̃i)(τi+1)) = π(γ̃i+1)(τi+1). Por la propiedad de FLµ, tenemos que:
(i) π(γ̃i)(τi+1) = (FLµ ◦ π(γi))(τi+1) = FLµ(π(γi)(τi+1)) y dado que π(γi)(τi+1) ∈
SLµ entonces π(γ̃i)(τi+1) ∈ Sµ.
(ii) Rµ(π(γ̃i)(τi+1)) = Rµ ◦ FLµ ◦ π(γi)(τi+1) = FLµ ◦ RLµ ◦ π(γi)(τi+1) = FLµ ◦
π(γi+1)(τi+1) = π(γ̃i+1)(τi+1).
Observación 4.5.3. Volvamos al ejemplo del Péndulo esférico. Veamos que podemos
aplicar la Proposición 4.5.2 al sistema híbrido Lagrangiano reducido determinado por
(DLµ ,SLµ , RLµ , XLµ ) y obtener como solución el sistema híbrido Hamiltoniano reducido
determinado por (Dµ,Sµ, Rµ, Xµ):
i) FLµ(DLµ ) = Dµ: Dado que FLµ es un difeomorfismo, en particular es suryectiva.
ii) FLµ(SLµ ) = Sµ: Dado que SLµ sólo depende de las configuraciones en Q.
134 Reducción de Sistemas Mecánicos Híbridos























= Rµ ◦ FLµ|SLµ .





⇔ pθ = mR2θ̇ ⇒ ṗθ = mR2θ̈,







y por lo tanto, ṗθ =
p2ϕ cos θ
mR2 sen3 θ
−mgR sen θ que son las ecuaciones de Hamilton
para el Péndulo esférico reducido.
Definición 4.5.5. Dados un sistema híbrido Lagrangiano reducido y un sistema
híbrido Hamiltoniano reducido, definimos la Transformada del Routhiano, FRµ :
T (Q/G)×Q/G Q/Gµ → T ∗(Q/G)×Q/G Q/Gµ, como
FRµ = [φ̃µADL ] ◦ [FLµ] ◦ [Πµ],
donde [φ̃µADL ] está definido como en la Proposición 4.2.33, [FLµ] definido como en la
Definición 4.5.1 y [Πµ] definida como en la Proposición 4.4.40.
Proposición 4.5.6. Dados H Lµ = (DLµ ,SLµ , RLµ , XLµ ) un sistema híbrido Lagrangiano
reducido y Hµ = (Dµ,Sµ, Rµ, Xµ) un sistema híbrido Hamiltoniano reducido, usando
los ingredientes anteriores, se tiene que el siguiente diagrama conmuta:




−1(µ) J |−1S (µ)
















Demostración. La parte derecha del diagrama conmuta por lo visto en la Proposición
4.2.33 y la parte izquiera por lo visto en la Proposición 4.4.40. Luego, considerando
el difeormorfismo de la transformada del Routhiano definido en la Definición 4.5.5,
se tiene que el diagrama conmuta, como queríamos ver.
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Definición 4.5.7. Un Sistema Híbrido Lagrangiano Magnético es un sistema
híbrido Lagrangiano dotado de un término magnético, y está determinado por H Lµ :=
(T (Q/G)×Q/G Q/Gµ,SLµ , RLµ , XLµ ,BL), donde:
i) Lµ : T (Q/G)×Q/G Q/Gµ → R es un Routhiano.
ii) SLµ ⊂ T (Q/G)×Q/G Q/Gµ.
iii) RLµ : SLµ → T (Q/G)×Q/G Q/Gµ
iv) XLµ es el campo vectorial Routhiano asociado a Lµ.
v) BL es una 2-forma cerrada en T (Q/G)×Q/G Q/Gµ definido como
BL = (FRµ)∗(π∗1(ΩQ/G) + π∗2(Bµ)),
deformado con un término magnético.
Observación 4.5.8. Por todo lo visto anteriormente, se tiene que existe una analogía
tanto entre los sistemas híbridos Lagrangianos y los sistemas híbridos Hamiltonianos;
como en sistemas híbridos Lagrangianos reducidos y los sistemas híbridos Hamilto-
nianos reducidos.
4.5.1. Ejemplos
Ejemplo 4.5.9. Consideremos Q = R3×so(2). SeanM = Q/S1 una variedad Rieman-
niana de dimensión 3, G = S1 un grupo de Lie, π : Q → Q/S1 un fibrado principal,
tal que Tπ : TQ → T ∗(Q/S1) el fibrado tangente asociado al fibrado principal. Sea





‖ Tπ(q, q̇) ‖2M +
ẽ
c
‖ A(q, q̇) ‖so(2)
donde ẽ es la carga del electrón y c la velocidad de la luz. Como π(θ · q) = π(q),
∀ q ∈ Q y θ ∈ S1, entonces el Lagrangiano L es invariante, pués
L(θ · (q, q̇)) = m
2
‖ Tπ(θ · (q, q̇)) ‖2M +
ẽ
c




‖ Tπ(q, q̇) ‖2M +
ẽ
c




‖ Tπ(q, q̇) ‖2M +
ẽ
c
‖ A(q, q̇) ‖so(2)
= L(q, q̇)
donde Adθ = Idso(2) pués SO(2) es abeliano.
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i) DL = {(q, q̇) ∈ TQ : h(q) ≥ 0} con h : Q→ R, una función diferenciable dada
por h(x, y, z) = x2 + y2 + z2− r2, donde q = (x, y, z) y r es el radio de la esfera,
ii) SL = {(q, q̇) ∈ TQ : h(q) = 0}, es decir, el medio cascarón,
iii) RL(q, q̇) : SL → DL dada por RL(q, q̇) = (q, P (q, q̇)), donde P (q, q̇) definida
como en 4.4.5,
RL(x, y, z, q̇1, q̇2, q̇3) =
(
x, y, z, q̇1 − (1 + e)x
2q̇1
r2
, q̇2 − (1 + e)y
2q̇2
r2




iv) XL el campo vectorial Lagrangiano asociado a L.
Por lo tanto (DL, SL, RL, XL) es un sistema híbrido Lagrangiano simple.
Sea Φ : SO(2)×Q→ Q la acción (θ, q) 7→ θ · q y su levantada al tangente, la acción
ΦTQ : SO(2)× TQ→ TQ dada por
(θ, (q, q̇)) 7→ (θ · q, q̇),
que es una acción híbrida pués cumple que
RL ◦ ΦTQ|SL = ΦTQ ◦RL.
Sea JL : TQ → g∗ la aplicación momento híbrida, ya que satisface la ecuación
(4.2.23) de la Proposición 4.2.22. Dado µ ∈ g∗ un valor regular híbrido de JL, es decir
J(q, q̇) = µ y consideremos la subvariedad J−1L (µ) ⊂ TQ. Aplicando la Proposición
4.4.40, el espacio reducido viene dado por J−1L (µ)/Gµ w T (Q/G)×Q/G Q/Gµ, donde
Gµ es el grupo de isotropía de µ.
Consideremos ahora Q = R3 × SO(2). El Lagrangiano del sistema dado por






A(q, q̇) · q̇
Aplicando la Proposición 4.4.40, el espacio reducido viene dado por J−1L (µ)/Gµ w
T (Q/G) ×Q/G Q/Gµ = TR3 ×R3 R3. que será el espacio reducido. Por lo tanto,
considerando








ii) DLµ = {(q, q̇) ∈ TR3 ×R3 R3 : h(q) ≥ 0} con h : Q → R, una función diferen-
ciable dada por h(x, y, z) = x2 + y2 + z2− r2, donde q = (x, y, z) y r es el radio
de la esfera,
iii) SLµ es una subvariedad de co dimensión 1 de TR3 ×R3 R3,
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iv) RLµ : SLµ → DLµ dada por RL(q, q̇) = (q, P (q, q̇)), donde P (q, q̇) definida como
en la Definición 4.4.4,
v) XLµ el campo vectorial Lagrangiano para el Lagrangiano reducido Lµ, donde las
ecuaciones de movimiento son del tipo fuerzas de ley de Lorenz que describen
el movimiento de una partícula cargada con masa m en un campo magnético−→







µ̇ = 0 (4.5.11)
Por lo tanto, el sistema híbrido Lagrangiano reducido es un sistema híbrido Lagran-
giano magnético.
Observación 4.5.12. Como podemos observar, el Lagrangiano del ejemplo anterior,
está sujeto a un término magnético B y es exactamente el Lagrangiano modificado
del ejemplo de la partícula en un campo magnético tratado en el Ejemplo 2.2.2.

Capítulo 5
Existencia de Órbitas Periódicas en
Sistemas Híbridos Reducidos
Las simetrías son utilizadas en un amplio rango de sistemas nolineales para extraer
información de los aspectos cualitativos del sistema, en particular, sistemas cuya di-
námica está determinada por funciones Lagrangianas o Hamiltonianas. Para sistemas
híbridos que poseen dinámica continua determinada por una función Lagrangiana, y
también poseen una variable cíclica, sus grados de libertad pueden reducirse por el
llamado método reducción de Routh híbrida.
En este capítulo, estudiaremos condiciones suficientes para la existencia de órbitas
periódicas en sistemas híbridos que provienen de la reducción de Routh híbrida y
que además exhiben simetrías tiempo-reversible. Exploraremos algunos aspectos de
estabilidad de estas órbitas mediante la caracterización de los autovalores de la matriz
Jacobiana asociada a la correspondiente aplicación de Poincaré. Aplicaremos también
los resultados para encontrar soluciones periódicas en sistemas de control híbridos
Routhianos infractruados.
5.1. Sistemas híbridos Routhianos simples
Cuando el espacio de configuraciones esQ = P×G (es decir,D = TQ = TP×TG)
con G un grupo de Lie abeliano y P una variedad diferenciable, en [4] y [8] A. Ames y
S. Sastry introducen la noción de sistemas híbridos Routhianos. Esto se basa en dos
propiedades de invarianza permitiendo la reducción por simetrías: un Lagrangiano
cíclico regular L : TQ → R y una función h : Q → R, con h cíclica y definida en
la misma coordenada que L. Estas dos propiedades de invarianza permiten definir el
Routhiano Rµc : TP → R y la función reducida h̄ : P → R.
A. Ames y S. Sastry mostraron que si γ es la trayectoria para un sistema híbrido
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Lagrangiano simple comenzando en γ0 ∈ J−1(µ), con J : TQ → g∗ la aplicación
momento asociada que preserva el momento µ (ver [62] para más detalles), entonces
la trayectoria para el sistema híbrido Routhiano simple comenzando en π(γ0) con
π : TQ→ TP proyectado sobre el primer factor de TQ = TP×TG, está determinado
por π(γ(t)).
Definición 5.1.1. Un sistema híbrido simple H = (D,X,S, R) es un sistema
híbrido Routhiano simple si está determinado por H R
µ
c := (TP,XRµc ,Sµ, Rµ),
donde XRµc : TP → T (TP ) es el campo vectorial Routhiano, Sµ es la superficie
de impacto reducida dada por S |(JL|S)−1(µ) con µ el momento determinado por la
cantidad conservada que surge de la coordenada cíclica y Rµ : Sµ → TP es la
aplicación de impacto en Sµ dada por R |(JL|S)−1(µ).
Definición 5.1.2. La dinámica del sistema híbrido Routhiano simple gene-
rado por H R
µ







γ̇(t) = XRµc (γ(t)), si γ
−(t) /∈ Sµ,
γ+(t) = Rµ(γ−(t)), si γ−(t) ∈ Sµ,
(5.1.3)
donde γ(t) = (xa(t), ẋa(t)) ∈ TP .
Notar que, como antes, Rµ : Sµ → TP es continua y si denotamos por Rµ(Sµ)
la clausura de Rµ(Sµ) entonces podemos asumir Rµ(Sµ)∩ Sµ = ∅ y por lo tanto, un
impacto no conduce inmediatamente a otro impacto. Asumiremos que H R
µ
c satisface
(ver Sección 4.1 [86] para más detalles)
(A1) Sµ 6= ∅ y existe un subconjunto abierto U ⊂ TP y una función diferenciable
h̄ : U → R tal que Sµ = {x ∈ U | h̄(x) = 0} con ∂h̄
∂x
(s) 6= 0 para todo s ∈ Sµ (esto
es, Sµ es una subvariedad embebida de TS de co-dimensión 1).
(A2) Una trayectoria γ : [0, T ] → TP cruza la superficie Sµ en t−i = inf{t >
0|γ(t) ∈ Sµ}. Nosotros le permitimos a la trayectoria γ que no sea diferenciable pero
sí contínua en t−i . Esto es que, la velocidad antes del impacto ẋ− puede ser diferente
a la velocidad ẋ+ después del impacto en Sµ, es decir, ẋ(t−i ) 6= ẋ(t+i ).
La condición de que la configuración a derecha después del impacto no permanezca
en Sµ (que es, Rµ(Sµ) ∩ Sµ = ∅), se convierte en la condición de la existencia
de velocidades de estado que el sistema tiene moviéndose fuera de la superficie de
impacto a derecha después del impacto, que es,∇h̄(γ(ti))·γ̇(t+i ) ≤ 0, con h̄ : TP → R
como en A1.
Una trayectoria de un sistema híbrido Routhiano está determinada por la diná-
mica asociada con el Routhiano hasta el instante cuando el estado cruza la superficie
de impacto Sµ. Nos referimos al instante como el tiempo de impacto. Hay un cam-
bio instantáneo en la componente de velocidad del estado en el tiempo de impacto. La
aplicación de impacto da nuevas condiciones iniciales para que la dinámica continua
evolucione hasta que un nuevo impacto ocurra.
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Observación 5.1.4. Definimos un sistema híbrido Routhiano simple a partir de un
sistema híbrido simple como en [4]-[7]. Sin embargo nuestra definición es un poco
diferente, pero no es contradictoria con la que se da en [4] y [5]. La restricción que
define Sµ es diferenciable y satisface ambas conjeturas A1, A2, (esto no está deter-
minado por restricciones unilaterales como las consideradas en [4]-[7] y [13] ya que
utilizamos el enfoque usado para sistemas con efectos de impulso siguiendo [45] y
[86]). Usualmente, y especialmente en locomoción bípeda, la aplicación de impacto
está dada por la ubicación de los pies en el suelo y proviene de una ecuación de im-
pacto Newtoniana [5], [7], [13]. En esta sección sólo asumimos (como en [45] y [86])
que Rµ es diferenciable y está embebida en Sµ satisfaciendo A1, A2 .





son consideradas continuas a derecha y con límite finito a izquierda en cada impacto
con Sµ. Más precisamente, de manera análoga a como se definió antes:





curva γ : [t0, tf )→ TP , tf ∈ R∪{∞}, tf > t0, única para una condición inicial dada,
que depende continuamente de ella, satisfaciendo A2, y tal que:
(i) γ(t) es continua a derecha en [t0, tf ),
(ii) los límites a izquierda y derecha, denotados por γ−(t) y γ+(t), respectivamente,
existen en cada punto t ∈ (t0, tf ),
(iii) existe un subconjunto cerrado y discreto I ⊂ [t0, tf ), los tiempos de impacto,
tal que, para cada t /∈ I, γ(t) es diferenciable, γ̇(t) = XRµc (γ(t)), y γ(t) /∈ Sµ;
y para t ∈ I, γ−(t) ∈ Sµ y γ+(t) = Rµ(γ−(t)).
Notar que la continuidad a derecha de las soluciones implica que γ(t) = γ+(t)
para todo punto en su dominio de definición. Si α0 ∈ TP denota la condición inicial a
tiempo t0, la solución en t0 es denotada por γ(t0, α0). Cuando α0 /∈ Sµ, γ(t0, α0) = α0
y cuando α0 ∈ Sµ, γ(t0, α0) = Rµ(α0) = γ(t0, Rµ(α0)) (ver Sección 4.1 en [86] para
más detalles).
Observación 5.1.6. Las ecuaciones de Euler-Lagrange para Rµc involucran menos va-
riables, que son más fáciles de resolver. Si el Lagrangiano L es regular, entonces
uno procede resolviendo éstas primero, y entonces usando la restricción del momento
µ = ∂L
∂θ̇
se reconstruyen las soluciones buscadas de Euler-Lagrange para L.
Una preocupación especial es cuando tomamos traslaciones de esta técnica de
reducción para sistemas híbridos. La razón es que las colisiones con la superficie de
impacto, en general, modificarán el valor de la aplicación momento. Por lo tanto, si
J = {Ii}i∈Λ es el intervalo híbrido (ver Definición 6.3.5), el Routhiano tiene que
estar definido en cada Ii tomando en cuenta el valor del momento µi después de
la colisión a tiempo τi. Notar que esto también tiene influencia en la aplicación de
impacto R reducida.
Denotemos:
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i) µi el momento del sistema en Ii = [τi, τi+1],
ii) Rµi la reducción de R |(JL|S)−1(µi),
iii) Sµi está dado por S |(JL|S)−1(µi) .
Con lo cual, hay una secuencia de sistemas híbridos Routhianos.
[τ0, τ1] (S,R
µ0
c ,Sµ0 , Rµ0)
[τ1, τ2] (S,R
µ1
c ,Sµ1 , Rµ1)








Similarmente como en [8], el proceso de reconstrucción del flujo híbrido reducido
para el flujo del Lagrangiano híbrido implica una integración recursiva en cada etapa
del diagrama previo en la variable cíclica usando la solución del sistema híbrido
Routhiano reducido, esto implica obligadamente la restricción del momento en la
solución reconstruida.
Ejemplo 5.1.7. El robot saltarín de una pierna 2D
El robot saltarín de una pierna 2D consiste en un resorte cargado en un péndulo
invertido junto con un cuerpo rígido planar sujeto en la cima del resorte (ver Figura
5.1). Este modelo es un esquema de la representación para el estado de fases de un
robot bípedo corriendo o saltando con un pie en el suelo (ver [3] para más detalles).
El punto común del vínculo es el centro de masa del cuerpo rígido (es decir, el resorte
de la pierna está sujeto a la cadera junto con el centro de masa).
Figura 5.1: El robot saltarín de una pierna 2D
El espacio de configuraciones del sistema es Q = (R × S1) × S1, localmente pa-
rametrizado por las coordenadas q = (ξ, ϕ, θ) que describen la longitud del resorte,
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el ángulo del resorte con respecto al suelo (es decir, el ángulo formado entre la línea
que conecta el punto de apoyo del centro de masa y el eje vertical gravitacional)
y la inclinación del cuerpo rígido, respectivamente. Denotamos por m la masa del
cuerpo rígido, I su momento de inercia, el resorte se considera sin masa y l0 denota
la longitud de la pierna sin carga del resorte.
El movimiento está dividido en dos fases: la posición inicial con punto de apoyo
fijo, la pierna bajo compresión y el cuerpo balanceándose hacia adelante (es decir, θ
es creciente); y una fase de trayectoria que ocurre cuando el cuerpo rígido se mueve,
describiendo un movimiento balístico bajo la influencia de la gravedad. La transición
entre ambas fases ocurre cuando el resorte está descomprimido (es decir, está des-
cargado) hasta el momento en que el resorte toca el suelo nuevamente. Ambas fases
definen el sistema híbrido.
El Lagrangiano que describe el cambio de fases está dado por la energía cinética





m(ξ̇2 + ξ2ϕ̇2) +
1
2
Iθ̇2 − (mgξ cosϕ+ V (ξ)).
Para describir la superficie de impacto y la aplicación de impacto, notemos que
la trayectoria comienza cuando la longitud del resorte alcanza su longitud máxima
(es decir, ξ = l0). Por lo tanto la superficie de impacto está dada por
S = {(ξ, ϕ, θ, ξ̇, ϕ̇, θ̇) ∈ TQ|ξ = l0}.
Asumimos que en el comienzo la posición inicial de la pierna está cuando el
ángulo es −ϕ0. Utilizando coordenadas polares x = ξ senϕ, y = ξ cosϕ y dado que
y+ = l0 cos(−ϕ0) = l0 cos(ϕ0), la aplicación de impacto está dada por
R(x−, y−, θ−, ẋ−, ẏ−, θ̇−) = (−l0 senϕ0, l0 cosϕ0,−θ−, ẋ−,−ẏ−,−θ̇−).
Notar que el Lagrangiano y las restricciones que definen la superficie de impacto,
h(q) = ξ − l0, son cíclicas en θ. Por lo tanto denotando µ a la cantidad conservada,
el Routhiano Rµc : T (S1 × R)→ R está dado por
Rµc (ξ, ϕ, ξ̇, ϕ̇) =
m
2
(ξ̇2 + ξ2ϕ̇2)− µ
2
2I
−mgξ cosϕ− V (ξ).
Notar que el Routhiano Rµc básicamente describe el movimiento del péndulo in-
vertido con resorte (SLIP) que fue usado como un modelo que razonablemente pro-
porciona una plantilla para los movimientos del plano del centro de masa (COM) de
diversos sistemas de piernas como fue referido en [49] y estudiado más en detalle en
[39] y [35]. La fase aérea consiste en un movimiento de proyectil (o balístico) para el
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Figura 5.2: Péndulo invertido con resorte 2D
COM (donde la única fuerza externa es la gravedad) al final del cual, cuando ξ = l0,
la siguiente fase de postura comienza como se muestra en la Figura 5.2.
Las ecuaciones de Routh para Rµc están dadas por









que definen el campo vectorial Routhiano
XRµc (s) =
(























ṡ(t) = XRµc (s(t)), si s
−(t) /∈ Sµ,
s+(t) = Rµ(s−(t)), si s−(t) ∈ Sµ,
(5.1.8)
donde
Sµ = {(ξ, ξ̇, ϕ, ϕ̇) ∈ T (R× S1)|ξ = l0}
y
Rµ(x−, y−, ẋ−, ẏ−) = (−l0 senϕ0, l0 cosϕ0, ẋ−,−ẏ−).
5.2. Simetría tiempo reversible y soluciones periódi-
cas en sistemas híbridos Routhianos simples
En esta sección estudiaremos cómo imponer simetrías en un campo vectorial Rout-
hiano XRµc describiendo la dinámica a tiempo continua de un sistema híbrido Rout-
hiano simple y en la aplicación de impacto para conseguir movimientos periódicos en
esta clase de sistemas híbridos.
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5.2.1. Simetría tiempo reversible para sistemas híbridos Rout-
hianos simples
Como fue visto en [56] (ver también [3]), la noción de simetría tiempo rever-
sible juega un rol fundamental en sistemas mecánicos que son invariantes sobre la
transformación (q, q̇, t) 7→ (q,−q̇,−t). Esta simetría implica que para una trayec-
toria en el espacio de fases γ(t) = (q(t), q̇(t)) con condición inicial γ0 = (q0, q̇0)
entonces β(t) = (q(−t),−q̇(−t)) es también solución para el sistema con condición
inicial β0 = (q0,−q̇0). En particular, en el espacio de configuraciones, si tenemos la
trayectoria q(t), también se tiene que es trayectoria q(−t).
Definición 5.2.1. [56] Un difeomorfismo R : TP → TP es llamado simetría tiem-
po reversible para el campo vectorial de Routh XRµc con Routhiano R
µ
c : TP → R
si R es una involución, que es R ◦R = Id, y se satisface que
dR
dt
(γ(t)) = −XRµc (R(γ(t))). (5.2.2)
Esto es, el campo vectorial de Routh satisface XRµc (R(q, q̇)) = −dR(q, q̇) ·XRµc (q, q̇).
Al campo vectorial de Routh que satisface la condición 5.2.2 lo llamamos campo
vectorial de Routh reversible sobre la simetría tiempo reversible R.
Observación 5.2.3. Notar que el nombre “tiempo reversible” está dado por el hecho
de que la ecuación (5.2.2) puede ser escrita como




donde −t significa el tiempo reversible del campo vectorial X t
Rµc
.
Proposición 5.2.4. Consideremos una simetría tiempo reversible R para XRµc . Si
γ∗ es un punto fijo de R que es γ(0) = γ∗ para γ una curva integral de XRµc pasando
por γ∗, entonces R(γ(t)) = γ(−t).
Demostración. Consideremos γ̃(t) = R(γ(−t)), entonces γ̃(0) = R(γ(0)) = R(γ∗) =
γ∗. Esto es, γ y γ̃ satisfacen la misma condición inicial.
Notar que ˙̃γ(t) = −dR· γ̇(−t), pero γ(t) es una solución de XRµc , entonces ˙̃γ(t) =
−dR ·XRµc (γ(−t)).
Por ser R una simetría tiempo reversible para XRµc , entonces se tiene que ˙̃γ(t) =
XRµc (R(γ(−t))), y por definición de γ̃(t), se tiene que ˙̃γ(t) = XRµc (γ̃(t)). Por lo tanto,
γ̃(t) es una solución para XRµc con condición inicial γ
∗. Por unicidad de soluciones
para un problema con valores iniciales, γ̃(t) = γ(t), que es R(γ(−t)) = γ(t). Como
R es una involución, R(γ(t)) = γ(−t).
Teorema 5.2.5. Sea Rµc : TP → R una aplicación Routhiana invariante bajo la
aplicación R : TP → TP ,
R(q(t), q̇(t)) = (F (q(t)),−dF (q) · q̇(t)) (5.2.6)
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con F : Q→ Q una involución diferenciable. Si γ es una solución tal que γ∗ = (q∗, q̇∗)
es un punto fijo de R, entonces R(γ(t)) = γ(−t). En particular F (q(t)) = q(−t).
Demostración. Sea γ(t) una solución de las ecuaciones de Routh para Rµc con condi-
ción inicial γ(0) = γ∗ y consideremos la aplicación γ̃(t) = R(γ(−t)). Dado que γ∗ es
un punto fijo de R ambas curvas en TP , γ(t) y γ̃(t), satisfacen las mismas condicio-
nes iniciales. Como Rµc es invariante bajo R, Rµc (γ̃(t)) = Rµc (R(γ(−t))) = Rµc (γ(−t))
y dado que las ecuaciones de Routh son invariantes bajo (q, q̇, t) 7→ (q,−q̇,−t),
Rµc (γ̃(t)) = R
µ
c (γ(t)). Por lo tanto, γ̃(t) y γ(t) satisfacen las mismas ecuaciones de
Routh. Luego, por unicidad de soluciones del problema a valores iniciales, se tiene
que R(γ(t)) = γ(−t). Luego, se tiene que F (q(t)) = q(−t).
5.2.2. Existencia de órbitas periódicas
Ahora, basados en las propiedades del Routhiano, encontramos condiciones sufi-
cientes para la existencia de soluciones periódicas en sistemas híbridos Routhianos
simples en analogía con los resultados para sistemas Hamiltonianos invariantes estu-
diados en [23].




un sistema híbrido dinámico Routhiano simple con Rout-
hiano Rµc : TP → R invariante bajo R : TP → TP definido como en Ecuación
(5.2.6). Si γ es una solución tal que γ∗ es un punto fijo de R, γ cruza la superficie
de impacto S en t−i = inf{t > 0|γ(t) ∈ S} y la aplicación de impacto está definida
como R(γ−(ti)) = R(γ−(ti)) entonces γ(t) es una solución periódica para ΣH Rµc con
período 2t−i .
Demostración. ComoRµc es invariante bajoR, por el Teorema 5.2.5,R debe satisfacer
R(γ(t)) = γ(−t). En particular, para t = t−i , usando la notación γ(t−i ) = γ−(ti),
tenemos R(γ−) = γ(−t−i ) = γ−(−ti). Dado que por definición R(γ−) = γ+(t) se
tiene que γ(t+i ) = γ(−ti) y por lo tanto, justo después del impacto, γ(t) es reiniciada
comenzando en γ(−ti) entonces, ésta es periódica con período 2t−i .
La ventaja de este resultado es que podemos encontrar órbitas periódicas mirando
justamente la función del Routhiano, por ejemplo usando la aplicación de Poincaré.
También, dependiendo de la cantidad de puntos fijos, éste provee una familia de
soluciones periódicas en lugar de una sóla órbita periódica.
Ejemplo 5.2.8. El robot saltarín de una pierna 2D - continuación
Consideremos el sistema híbrido 2D dado por un robot saltarín planar como en
el Ejemplo 5.1.7. Hemos visto que después de emplear la reducción de Routh, este
sistema se convierte en el conocido péndulo invertido con resorte 2D.
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Consideremos la función F : R × S1 → R × S1 como F (ξ, ϕ) = (ξ,−ϕ). F es
una involución diferenciable. Usando F podemos construir la aplicación de simetría
R : T (R× S1)→ T (R× S1) usando (5.2.6) como
R(ξ, ϕ, ξ̇, ϕ̇) = (ξ,−ϕ,−ξ̇, ϕ̇).
Es fácil chequear que Rµc ◦ R = Rµc .
Los puntos fijos de R están dados por γ∗ = (ξ∗, 0, 0, ϕ̇∗), para un ξ∗ y ϕ̇∗. Sea
t−i el instante donde γ cruza la superficie de impacto Sµ y definiendo Rµ(t−i ) =
Rµ(ξ−, ϕ−, ξ̇−, ϕ̇−) = R(ξ−, ϕ−, ξ̇−, ϕ̇−) = (l0,−ϕ0,−ξ̇−, ϕ̇−). Por lo tanto, por el
Teorema 5.2.7, existe una solución periódica del sistema híbrido Routhiano reducido
determinado por Rµc y Rµ para el robot saltarín 2D, con período 2t
−
i .
5.2.3. Aplicación de Poincaré
El método de secciones de Poincaré provee un método sistemático para testear
si existen o no ciclos límites en un sistema dinámico. En primer lugar definimos
la hipersuperficie E transversal a la órbita del sistema que es llamada sección de
Poincaré. La aplicación de Poincaré P : E → E es construida de la siguiente manera:
dado x ∈ E, supongamos que la solución φ(t, x) intersecta E transversalmente en
tiempo t = TI(x). Entonces la aplicación de Poincaré está definida como P(x) :=
φ(TI(x), x). Si, por otro lado, la solución nunca intersecta a E, entonces la aplicación
de Poincaré no puede definirse en ese punto.
Si x∗ ∈ E es tal que P(x∗) = x∗, entonces x∗ es llamado punto fijo. Por definición
de P , esto significa que cuando una trayectoria comienza en x∗, la solución retorna
a x∗ en tiempo TI(x∗), significando que la solución φ(t, x∗) es periódica con período
T = TI(x
∗). El conjunto de puntos trazado en el plano es llamado órbita periódica
o también ciclo límite. Existe una correspondencia uno a uno entre los puntos fijos
de la aplicación de Poincaré y las órbitas periódicas. En realidad, los puntos fijos
corresponden a la intersección de la órbita periódica con E, o dicho de otra manera,
los puntos fijos corresponden a condiciones iniciales en E para los que la solución
correspondiente dé lugar a una órbita periódica.
Denotamos los puntos de E en los que la solución impacta en tiempo tk como
x[k] : x(tk) := φ(tk, x0). Entonces, por la definición de aplicación de Poincaré, x[k +
1] = P(x[k]), que es un sistema de tiempos discretos que evoluciona en la Sección de
Poincaré E.
La aplicación de Poincaré P : E → E convierte el problema de encontrar ciclos
límites en encontrar puntos de equilibrio para un sistema de tiempos discretos que
evolucionan en la Sección de Poincaré, específicamente, x[k + 1] = P(x[k]), con
x[0] ∈ E. La estabilidad de los ciclos límites puede ser determinada analizando la
estabilidad de los puntos de equilibrio x∗ = P(x∗).
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El método de Poincaré es conceptualmente igual por crecimiento a la dimensión
del sistema: la Sección de Poincaré E está definida como una hipersuperficie tras-
versal a la órbita periódica y la aplicación de Poincaré P : E → E está definida
por iniciar la ecuación diferencial en E y seguir una solución resultante hasta la
primera intersección con E en el sentido opuesto como se ilustra en la Figura 5.3;
si la intersección no ocurre, la aplicación de Poincaré no está definida en el punto.
Luego las órbitas periódicas de la ecuación diferencial corresponden a puntos fijos de
la aplicación de Poincaré, ellos corresponden a encontrar solución a P(x) − x = 0.
Una vez que un punto fijo es encontrado, la equivalencia entre los puntos fijos y los
puntos de equilibrio del sistema de tiempos discretos x[k + 1] = P(x[k]), x[0] ∈ E,
puede explorarse para estudiar la estabilidad o inestabilidad de la órbita analizando
los autovalores de la matriz Jacobiana de la linealización en el equilibrio.
Figura 5.3
5.2.4. Análisis de estabilidad para órbitas periódicas




(con período 2t−i ) asociado a una
simetría tiempo reversible R : TP → TP y γ∗ = γ(0) un punto fijo de R. Para el
análisis de estabilidad de esta órbita, usamos el método de la aplicación de Poincaré
[46], [70].
Sea P la aplicación de Poincaré correspondiente a la órbita periódica γ(t), que
es, P : Sµγ∗ → S
µ
γ∗ , siendo S
µ
γ∗ (es decir, la superficie de impacto reducida en el punto
fijo γ∗) la sección de Poincaré, una hipersuperficie en γ∗, de co-dimensión uno del
espacio de configuración reducido, donde asumimos que γ∗ ∈ Sµγ∗ .
Dado que γ es una órbita periódica y γ(0) = γ∗, por definición de aplicación de
Poincaré, P(γ∗) = γ∗. Empleando el método de aplicación de Poincaré para el análisis
de estabilidad tenemos que γ(t) es asintóticamente estable en γ∗ si los autovalores
de la matríz Jacobiana de P (es decir, su aplicación tangente) en γ∗, denotado por
T P : Tγ∗Sµγ∗ → Tγ∗S
µ
γ∗ , están en el interior del círculo unitario (es decir, si el sistema
discreto γn+1 = P(γn) es asintóticamente estable en γ∗).
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Denotamos por Fix(f) el conjunto de puntos fijos asociados a la función f : TP →
TP , que es,
Fix(f) = {x ∈ TP |f(x) = x}.
Dado que R es un difeomorfismo, Fix(R) es una subvariedad embebida de TP
y asumimos que tiene dimensión constante, r = dim(Fix(R)) < dim(TS). Por lo
tanto, existe una hipersuperficie Sµγ∗ de γ∗ tal que TγFix(R) ⊂ TγS
µ
γ∗ . Denotamos
por {qα} = (q1, . . . , qr) con 1 ≤ α ≤ r las coordenadas locales de la subvariedad
Fix(R). Por lo tanto, en este conjunto de coordenadas locales, si γ∗ ∈ TP , se tiene
que γ∗ = (γ∗1 , . . . , γ∗r , 0, . . . , 0) ∈ Fix(R), entonces P(γ∗, 0) = γ∗.
Definición 5.2.9 ([86]). Sea φ(t, α0) una solución para ΣH Rµc . Entonces la aplicación
TRµ : TP → R ∪ {∞} dada por
TRµ(α0) =
{
inf{t ≤ 0|φ(t, α0) ∈ Sµ} si existe t : φ(t, α0) ∈ Sµ,
∞ en otro caso
(5.2.10)
es llamada aplicación de impacto tiempo reversible.
Luego, denotamos por λi los autovalores de la matríz Jacobiana T P , y
Λ0 = {#λi tal que |λi| = 0}, Λ1 = {#λi tal que |λi| = 1}
donde # significa “cantidad”.
Lema 5.2.11. Sea γ(t) una solución periódica para un sistema híbrido simple ΣH
como en la Ecuación 4.1.2, y P : S → S la aplicación de Poincaré correspondiente
a γ(t). Si rango(R) = β es constante, entonces Λ0 ≥ n− 1− β.
Demostración. Consideremos la aplicación N : R(S)→ S dada por
N(x) = φ(TR(x), x). Por lo tanto, P(x) = N(R(x)) y se tiene que
T P(γ∗) = dN(R(γ∗)) · dR(γ∗).
Dado que rango dN(R(γ∗))·dR(γ∗) ≤ rango (dR(γ∗)) = β y dim(S) ≤ n−1, por
el Teorema del rango constante y el hecho de que el núcleo de T P es precisamente
el espacio de autovalores de 0, se tiene que Λ0 ≥ n− 1− β.




un sistema híbrido Routhiano simple que satisface
R(γ(t)) = γ(−t) con γ(0) = γ∗ un punto fijo de R. Si γ(t) es una solución pe-
riódica transversal de Sµγ∗ en γ∗, entonces Λ1 ≥ r.
Demostración. Por la hipótesis de transversalidad, podemos emplear el Teorema 3.3
en [43] y entonces existe un subconjunto abierto O ⊂ TP de γ∗ con Sµγ∗ ⊂ O,
donde cada trayectoria que comienza en O cruza Sµ y donde existe una aplicación
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de Poincaré P : Sµγ∗ → S
µ
γ∗ . Denotamos por P = [P1,P2, . . . ,Pn−1] la aplicación de
Poincaré en coordenadas locales (xa, ẋa) ∈ TP , satisfaciendo P(γ∗, 0) = γ∗ donde
γ∗ ∈ Fix(R). Como R es una simetría tiempo reversible, cada solución que comienza
en γ∗ es una órbita periódica.
Es fácil chequear que T Pij(γ∗) = δij con δij = 1 si i = j y δij = 0 si i 6= j, para
i = 1, . . . , n − 1 y j = 1, . . . , r, donde T Pij denota la (i, j)-entrada para la matríz
Jacobiana de P . En realidad, se tiene que
T Pii(γ∗) =ĺım
h→0




γ∗i + h− γ∗i
h
= 1,
y para i 6= j,
T Pij(γ∗) =ĺım
h→0







Por lo tanto T P tiene los últimos r autovalores λi con |λi| = 1.
Ejemplo 5.2.13. El robot saltarín de una pierna 2D: continuación
Consideremos la situación del Ejemplo 5.2.8, que es un sistema 4-dimensional en
T (R× S1). Los puntos fijos de R son γ∗ = (ξ∗, 0, 0, ϕ̇∗). Entonces dim(Fix(R)) = 2.
Por el Teorema 5.2.12, Λ1 ≥ 2. Entonces T P(γ∗) es de la forma
T P(γ∗) =

1 0 ∗ ∗
0 1 ∗ ∗
0 0 ∗ ∗
0 0 ∗ ∗
 .
Dado que rango(Rµ) = 2, Λ0 ≥ 1. Por lo tanto T P(γ∗), en una apropiada elección
de coordenadas, tiene la forma
T P(γ∗) =

1 0 ∗ 0
0 1 ∗ 0
0 0 ∗ 0
0 0 ∗ 0
 .
Entonces el conjunto de autovalores de T P es {1, 1, λ, 0}. Luego, si |λ| < 1, la
órbita periódica es marginalmente estable.
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Observación 5.2.14. Notar que en el ejemplo anterior podemos caracterizar la estabi-
lidad neutral de la solución periódica γ. Sería interesante considerar perturbaciones
en sistemas híbridos Routhianos simples, similarmente a lo tratado en [75], mientras
las perturbaciones preserven la simetría, en el sentido de que podemos rotar la neu-
tralidad de una órbita periódica estable en un ciclo límite estable, y emplear una
aproximación a la reducción [83], [84] podemos emplear en el caso de perturbaciones
que no preservan la simetría. Ésto se explorará en un trabajo futuro considerando una
adaptación del método para sistemas híbridos dado en [35] y [83], respectivamente.
5.3. Aplicación de existencia de órbitas periódicas
en sistemas híbridos de control Routhianos
Ahora, aplicaremos los resultados dados en la sección previa a sistemas de control
subactuados. Estudiamos la noción de dinámica cero híbrida dada en [86] junto con
una simetría tiempo reversible y podemos obtener una caracterización con facilidades
para buscar soluciones periódicas en sistemas híbridos de control Routhianos.
5.3.1. Sistemas mecánicos de control subactuados
Un sistema de control subactuado es un sistema donde la cantidad de actuadores
es menor que la dimensión del espacio de configuración.
Consideremos una aplicación Lagrangiana L : TQ→ R, con dim(Q) = n y cíclica
con respecto a una de sus coordenadas. Asumimos que la variable cíclica es la última
por simplicidad en la expresión, que es, qi = (xa, θ), a = 1, . . . , n−1, siendo θ cíclica.
En el sentido de crear una ley de control para controlar el sistema híbrido Routhiano
simple, agregamos un control en las ecuaciones dinámicas, es decir, la dinámica ahora





























donde α = 1, . . . , k; β = k + 1, . . . , n − 1, con u(t) = (u1(t), ..., uk(t)) ∈ U control
impuesto y donde U es un subconjunto abierto de Rk, el conjunto de controles admi-
sibles. Asumimos que el último de los grados de libertad no está controlado, es decir,
en el espacio de configuraciones la variable cíclica θ está sin controlar.
Empleando la reducción de Routh, como la variable cíclica está sin controlar,
entonces las ecuaciones reducidas están ahora controladas por las ecuaciones de Routh
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Las ecuaciones anteriores descienden de un modelo de sistema de control afín de
la forma
γ̇ = XRµc (γ) + C(γ)u := X(γ, u) (5.3.1)
donde C es una matríz constante, XRµc el campo vectorial de Routh y X : TP ×U →




(TP, U,Sµ, Rµ, X) con Sµ y Rµ como en la Definición 5.1.1 y X : TP ×U → T (TS)
definido en (5.3.1) es llamado sistema híbrido de control Routhiano. Un sistema
híbrido Routhiano simple es un sistema híbrido de control Routhiano con U = {0}.
5.3.2. Dinámica cero híbrida y soluciones periódicas para sis-
temas híbridos Routhianos simples de control
Definición 5.3.2 ([53]). Consideremos el campo vectorial de control X(γ, w) dado
en (5.3.1). La subvariedad embebida Z de TP dada por
Z = {γ̃ ∈ TS|∃!u?(γ̃) tal que X(γ̃, u?(γ)) ∈ Tγ̃Z}
es llamada la subvariedad dinámica cero de TP y ˙̃γ = X(γ̃, u?(γ̃)) es la dinámica
cero asociada en Z.
Teorema 5.3.3. Consideremos un sistema de control γ̇ = X(γ, u) como en (5.3.1)
con campo vectorial Routhiano asociado XRµc y Z la subvariedad de dinámica cero
asociada. Si Z es invariante bajo la simetría tiempo reversible R para XRµc ,
C(R(γ))Γ(u) = −(dR(γ)C(γ))u (5.3.4)
para todo γ ∈ TP y Γ : U → U es una aplicación uno a uno invertible, entonces
si γ∗ es un punto fijo de R en Z la solución γ(t) : I → TP con condición inicial
γ(0) = γ∗ permanece en Z y R(γ(t)) = γ(−t) ∀ t ∈ I. Más aún, para todo γ ∈ Z se
tiene que u?(R(γ)) = Γ(u?(γ)) y
X (R(γ)) = −dR(γ) ·X ,
donde X y R denotan las restricciones en Z de X y R respectivamente.
Demostración. Si γ∗ ∈ Z es un punto fijo de R, por definición de dinámica cero
X(γ, u?(γ)) ∈ TγZ ∀ γ ∈ Z, por consiguiente γ(t) ∈ Z ∀ t ∈ I. Más aún, por
Teorema 5.2.5 R(γ(t)) = γ(−t).
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Ahora, dado que Z es invariante bajo R, que es R(γ) ∈ Z ∀ γ ∈ Z, entonces
−dR(γ) ·X(γ, u?(γ)) ∈ TR(γ)Z. (5.3.5)
Por definición de dinámica cero
X(R(γ), u?(R(γ))) ∈ TR(γ)Z.
Usando que C(R(γ)))Γ(u(γ)) = −(dR(γ)C(γ))u(γ) y el hecho que R es una
simetría tiempo reversible para XRµc , −dR(γ) ·XRµc (γ) = XRµc (R(γ)). Por lo tanto,
XRµc (R(γ)) + C(R(γ))Γ(u
?(γ)) ∈ TR(γ)Z.
Finalmente por Definición 5.3.2 el control u?(γ) es único, (5.3.5) es equivalente a
XRµc (R(γ)) + C(R(γ))Γ(u?(γ)). Por lo tanto ∀ γ ∈ Z, Γ(u?(γ)) = u?(R(γ)) y dado
queR es una simetría tiempo reversible paraXRµc , se tiene que−dR(γ)·X(γ, u?(γ)) =
X(R(γ), u?(R(γ))) ∈ TR(γ)Z .
La siguiente definición está en analogía con [86] para la clase de sistemas híbridos
de control Routhianos:
Definición 5.3.6. Sea H R
µ
c
c un sistema híbrido de control Routhiano simple y Z la
subvariedad de dinámica cero para XRµc impuesta por u
?(γ). DenotandoW = Z∩Sµ,
la subvariedad Z es llamada invariante híbrida si Rµ(W) ⊂ Z.













γ̇(t) = X (γ(t), u?(γ(t))), γ−(t) /∈X
γ+(t) = Rµ|Z(γ−(t)), γ−(t) ∈ W .
(5.3.8)






es llamada la dinámica híbrida




Teorema 5.3.9. Consideremos la situación y las hipótesis del Teorema 5.3.3 pero






satisfaciendo γ(0) = γ∗ con γ∗ ∈ Z un punto
fijo de la simetría tiempo reversible R para XRµc con Z invariante híbrido. Si además
γ cruza la superficie de impacto W en t−i = inf{t > ti−1|γ(t) ∈ W} y la aplicación
de impacto está definida como Rµ(γ−(ti)) = R(γ−(ti)) entonces γ(t) es una solución
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Demostración. Por el Teorema 5.3.3 γ(t) ∈ Z y R(γ(t)) = γ(−t) ∀ t ∈ I. En particu-
lar, para ti = t−i , denotando γ(t
−
i ) = γ
−(ti) ∈ W , tenemos R(γ−) = γ−(−ti). Como
Rµ(γ−(ti)) = R(γ−(ti)), Rµ(γ−) = γ+(t) y entonces γ(t+i ) = γ(−ti). Por lo tanto,
después del impacto, la solución γ(t) se reinicia en γ(−ti), entonces es periódica con
período 2t−i .
Notar que por el resultado previo, dependiendo de la cantidad de puntos fijos, se
tiene una familia de soluciones periódicas en vez de una sola órbita periódica.
Ejemplo 5.3.10. Péndulo invertido con resorte controlado 2D
Consideremos el robot saltarín 2D con dos grados de libertad sin controlar, uno
en el ángulo de inclinación y el otro en la altitud del cuerpo rígido (es decir, nosotros
solo controlamos la longitud del resorte). Empleando los resultados del Ejemplo 5.1.7
las ecuaciones de Routh controladas están dadas por









donde u es un torque aplicado al largo del resorte. Considerando el potencial elástico
como V (ξ) = 1
2
κ(ξ − l0)2, con κ ∈ R+ la constante del resorte.
Siguiendo el Ejemplo 5.2.8 consideramos la involución diferenciable
F (ξ(t), ϕ(t)) = (ξ(t),−ϕ(t)) y R(γ(t)) = (ξ(t),−ϕ(t),−ξ̇(t), ϕ̇(t)). Fijamos los pun-
tos de R como γ∗ = (ξ∗, 0, 0, ϕ̇∗). El Routhiano Rµc es invariante bajo R y XRµc es un
campo vectotial Routhiano tiempo reversible. Entonces
R(γ(t)) = (ξ(−t),−ϕ(t),−ξ̇(t), ϕ̇(−t)), como consecuencia del Teorema 5.2.5.
Ahora, definimos la subvariedad de dinámica cero como
Z =
{




donde h es una función de ϕ. Notar que esta elección de h deja Z invariante bajo R









Notar que C(γ) ◦ R(γ) = −dR(γ)C(γ) y entonces Γ(u) = u.
















− h(ϕ)ϕ̇2 + g cosϕ+ κ(h(ϕ)− l0)
m
y es fácil chequear que éste satisface u?(−ϕ, ϕ̇) = u?(ϕ, ϕ̇), que es, u?(R(γ)) =
Γ(u?(γ)). La aplicación R en Z está dada por
R(ϕ, ϕ̇) = (h(ϕ),−ϕ,−∂h
∂ϕ
ϕ̇, ϕ̇).
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Luego γ̃∗ = (h(0), 0,− ∂h
∂ϕ
|ϕ=0 · ϕ̇∗, ϕ̇∗) es un punto fijo de R en Z, la solución γ(t)
con γ(0) = γ̃∗ permanece en Z. Finalmente, si definimos la superficie de impacto
S como en el Ejemplo 5.2.8 y la aplicación de impacto como Rµ(ξ−, ϕ−, ξ̇−, ϕ̇−) =
R(ξ−, ϕ−, ξ̇−, ϕ̇−) = (l0,−ϕ0,−ξ̇−, ϕ̇−) entonces W = {(ϕ, ϕ̇) ∈ Z|h(ϕ) = l0} y Z es
invariante híbrido porque h es una función dada. Por lo tanto, γ(t) es una solución




En este capítulo, estudiaremos sistemas híbridos que describen la evolución de
Lagrangianos no-autónomos y donde la superficie de impacto involucra el tiempo. El
objetivo fundamental es brindar una teoría general de la reducción por simetrías de
sistemas híbridos dependientes en el tiempo, donde la dinámica continua está dada
por aplicaciones Lagrangianas que dependen del tiempo.
Aunque el enfoque y los ejemplos en este trabajo están basados en el caso de coor-
denadas cíclicas, el objetivo que aquí presentamos puede ser generalizado a simetrías
más generales (que son, simetrías por acciones de grupos no abelianos).
En primer lugar, introduciremos los resultados básicos de geometría de los siste-
mas mecánicos dependientes en el tiempo y, seguidamente las variedades cosimpléc-
ticas y el Teorema de reducción cosimpléctica usual. Luego, definiremos los sistemas
mecánicos híbridos dependientes en el tiempo, la relación entre formalismos Lagran-
giano y Hamiltoniano y los sistemas híbridos dependientes en el tiempo con simetrías.
Por último, daremos el esquema del proceso de reducción para esta clase de siste-
mas híbridos, discutiendo el proceso de reconstrucción de las soluciones de manera
numérica y analítica. La teoría será ilustrada con dos ejemplos de sistemas híbridos
dependientes en el tiempo: una partícula que se mueve en una superficie con borde,
donde el borde es movible; y una partícula que se mueve sobre una superficie rugosa
que produce disipación.
6.1. Geometría de Sistemas Mecánicos dependientes
en el tiempo
Sea Q el espacio de configuraciones del sistema mecánico, una variedad diferen-
ciable de dimensión n con coordenadas locales q = (q1, . . . , qn). Sea TQ el fibrado
tangente de Q, descripto localmente por posiciones y velocidades para el sistema
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(qi, q̇i) ∈ TQ con dim(TQ) = 2n. Sea T ∗Q su fibrado cotangente, descripto local-
mente por posiciones y momentos para el sistema (qi, pi) ∈ T ∗Q con dim(T ∗Q) = 2n.
El fibrado tangente y el fibrado cotangente en un punto q ∈ Q son denotados como
TqQ y T ∗qQ respectivamente.
Consideremos un Lagrangiano dependiente en el tiempo L : R × TQ → R, y
denotemos por FL : R× TQ→ R× T ∗Q la transformada de Legendre asociada a L
FL : R× TQ→ R× T ∗Q,
(t, q, q̇) 7→ (t, q, p := ∂L/∂q̇).
Asumimos que el Lagrangiano es hiperregular, es decir FL es un difeomorfismo
entre R×TQ y R×T ∗Q. Si L es hiperregular, uno puede trabajar sobre las velocidades
q̇ = q̇(t, q, p) en términos de (t, q, p) y definir una función Hamiltoniana (la "energía
total") H : R× T ∗Q→ R como
H(t, q, p) = pT q̇(t, q, p)− L(q, q̇(t, q, p)),
donde usamos la inversa de la Transformada de Legendre para expresar q̇ = q̇(t, q, p).
Ejemplo 6.1.1. Una importante clase de éstos sistemas son descriptos por Lagrangia-
nos de la forma "energía cinética menos energía potencial"
L(t, q, q̇) =
1
2
q̇TM(q)q̇ − V (q, t),
donde M(q) es una matríz definida positiva y V (q, t) es la energía potencial, que
puede depender del tiempo. La transformada de Legendre asigna q̇ a p = M(q)q̇ y L
es hiperregular ya que M(q) es definida positiva. El Hamiltoniano es
H(t, q, p) = pTK(q)p+ V (q, t)
con K(q) la matíz inversa de M(q).
Usaremos las ideas de la formulación de la mecánica que está basada en la noción
de variedades cosimplécticas.
Definición 6.1.2. Una estructura casi cosimpléctica en una variedad Q de dimen-
sión impar 2n+1 es un par (η,Ω), donde η es una 1-forma y Ω es una 2-forma tal que
η ∧ Ωn es una forma de volumen en Q. La estructura se dice que es cosimpléctica
si η y Ω son cerradas.
Definición 6.1.3. Una variedad cosimpléctica es una variedad M dotada de una
estructura cosimpléctica (η,Ω).
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Cada estructura cosimpléctica (η,Ω) en Q induce un isomorfismo de C∞(Q)-
modulos [(η,Ω) : X(Q)→ Ω1(Q) definido por
[(η,Ω)(X) = iXΩ + η(X)η, (6.1.4)
para cada campo vectorial X ∈ X(Q). Un isomorfismo de fibrados vectoriales (de-
notado por el mismo símbolo) [(η,Ω) : TQ → T ∗Q es también inducido. Entonces
T = [−1(η,Ω)(η) en Q es llamado el campo vectorial de Reeb de la variedad cosim-
pléctica (Q, η,Ω) y está caracterizado por la siguiente condición:
iTΩ = 0, η(T) = 1.
Definición 6.1.5. Una aplicación suave Ψ : Q→ Q′ entre dos variedades cosimpléc-
ticas (Q, η,Ω) y (Q′, η′,Ω′) se dice que es cosimpléctica si Ψ∗η′ = η y Ψ∗Ω′ = Ω.
En ese caso, el campo vectorial de Reeb T de Q es Ψ-proyectable y su proyección es
el campo vectorial de Reeb T′ de Q′, es decir,
TΨ ◦T = T′ ◦Ψ.
Primero describiremos la mecánica Hamiltoniana. Para describir la dinámica no-
autónoma de los sistemas Hamiltonianos, uno puede considerar la variedad R× T ∗Q
equipada con la estructura canónica cosimpléctica
Ω = dq ∧ dp, η = dt,
con T = ∂t el campo vectorial de Reeb. Notar que T es el único campo vectorial en
R× T ∗Q tal que iTΩ = 0 y iTdt = 1, con la expresión como la de arriba.
Dado un Hamiltoniano H(t, q, p), el campo vectorial Hamiltoniano XH es el
campo vectorial en R× T ∗Q definido por
iXHΩ = dH −T(H)η, iXHη = 0.
Finalmente, la evolución del campo vectorial correspondiente al Hamiltoniano H,
denotado por ZH , está definido por

















, ṗ = −∂H
∂q
,
donde la componente "∂t" de ZH es el conjunto de parámetros de solución del "tiem-
po" t.
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En el esquema Lagrangiano, asumiendo la condición de hiperregularidad mencio-
nada antes, puede ser usado un proceso similar. La variedad R × TQ da lugar a la
estructura cosimpléctica





, η = dt, (6.1.6)
con dependencia del tiempo en el Lagrangiano1. Aquí (·)∗ denota el pull-back estándar
de formas diferenciales.
Construimos la función energía EL : R× TQ→ R dada por
EL(t, q, q̇) = 〈FL(t, q, q̇), q̇〉 − L(t, q, q̇),
y obtenemos el campo vectorial Hamiltoniano asociado a la estructura cosimpléctica
(6.1.6) y el Hamiltoniano EL. Ésto da lugar al campo vectorial de evolución, que











donde Γ(t, q, q̇) es obtenido despejando q̈ de las ecuaciones de Euler-Lagrange.
Finalmente, es bien conocida la equivalencia entre la dinámica Lagrangiana y la
Hamiltoniana vía FL en el caso en que L sea hiperregular. El siguiente resultado
extiende la relación para sistemas dependientes del tiempo.
Proposición 6.1.7. La transformada de Legendre FL mapea ZL en ZH . En otro
sentido (FL)∗ZL = ZH , donde
(FL)∗ : T (R× TQ)→ T (R× T ∗Q)
es el push-forward (la transformada inducida en el espacio tangente) de FL.
Demostración. Apliquemos el Lema 1.1.19 a ϕ = FL y α = Ω. Luego se tiene que
(FL)∗(iZHΩ) = i(FL−1)∗ZH (FL
∗Ω).







1Nosotros usaremos el mismo símbolo η para las dos 1-formas en diferentes variedades.
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Por otro lado, el lado derecho de la igualdad puede escribirse como
i(FL−1)∗ZH (FL
∗Ω) = i(FL−1)∗ZH (ΩL)
Por lo tanto se tiene que
ZL = (FL−1)∗ZH
o lo que es lo mismo
(FL)∗ZL = ZH .






Por otro lado, el lado derecho de la igualdad puede escribirse como
i(FL−1)∗ZH (FL
∗η) = i(FL−1)∗ZH (ηL)
= ηL((FL−1)∗ZH)
= (FL−1)∗ZH
Por lo tanto se tiene nuevamente que
ZL = (FL−1)∗ZH
o lo que es lo mismo
(FL)∗ZL = ZH .
6.2. Teorema de reducción cosimpléctica
6.2.1. Acciones cosimplécticas
Definición 6.2.1. Sea G un grupo de Lie. Una acción φ : G×M →M de un grupo
de Lie G en una variedad cosimpléctica (M, η,Ω) se dice que es cosimpléctica si
φg : M →M es una aplicación cosimpléctica, g ∈ G.
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Definición 6.2.2. Dada una acción cosimpléctica φ : G ×M → M , una aplicación
diferenciable J : M → g∗ se dice que es una aplicación momento si el generador
infinitesimal ξM ∈ X(M) de la acción asociada para algún ξ ∈ g es el campo vectorial
Hamiltoniano de la función Jξ : M → R definido por Jξ(q) = J(q) · ξ.
Definición 6.2.3. La aplicación momento J se dice que es Ad∗-equivariante si es
equivariante con respecto a la acción φ y la acción coadjunta Ad∗ : G× g∗ → g∗, es
decir,
J(φg(q)) = Ad∗g−1(J(q)), para algún q ∈M.
Definición 6.2.4. Un elemento ν ∈ g∗ se dice que es un valor débilmente regular
de J si J−1(ν) es una subvariedad cerrada en M y para cada q ∈ J−1(ν) el espacio
tangente Tq(J−1(ν)) coincide con el núcleo de TqJ .
6.2.2. Teorema de reducción Cosimpléctica
Sea ν ∈ g∗ un valor débilmente regular de una aplicación momento Ad∗-
equivariante J : M → g∗ para una acción φ : G×M →M . Si Gν denota el grupo de
isotropía de ν con respecto a la acción coadjunta, es decir
Gν = {g ∈ G : Ad∗gν = ν},
entonces φ induce una acción φ : Gν × J−1(ν) → J−1(ν) de Gν en la subvariedad
J−1(ν) (ver [1] para más detalles).
Siguiendo [2] decimos que la acción es cocientable si el espacio de órbitas Mν =
J−1(ν)/Gν admite una estructura de variedad diferenciable y la proyección canónica
πν : J
−1(ν)→Mν es una submersión suryectiva. Por supuesto, un caso en que ocurre
esto es cuando la acción es libre y propia. Si la acción φ : G ×M → M es libre y
propia, entonces φ induce una acción de Gν en J−1(ν) que es también libre y propia,
para cada ν ∈ g∗.
Teorema 6.2.5 (Teorema de reducción cosimpléctica, [2]). Sea φ : G×M →M una
acción cosimpléctica de un grupo de Lie G en una variedad cosimpléctica (M, η,Ω).
Supongamos que J : M → g∗ es una aplicación momento Ad∗-equivariante asociada
a φ tal que
T(J) = 0 (6.2.6)
donde T es el campo vectorial de Reeb de M . Sea ν ∈ g∗ un valor débilmente re-
gular de J tal que la acción inducida de Gν en J−1(ν) sea cocientable. Entonces,
Mν = J
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donde πν : J−1(ν)→Mν es la proyección canónica y iν : J−1(ν) ↪→M es la inclusión
canónica.
Más aún, la restricción T
∣∣∣
J−1(ν)
de T es tangente para J−1(ν) y πν-proyectable
en el campo vectorial de Reeb Tν de Mν.
6.3. Sistemas mecánicos híbridos simples dependien-
tes en el tiempo
En lo que sigue extenderemos las definiciones dadas en [7, 8] para Lagrangianos
dependientes del tiempo.
Definición 6.3.1. Un sistema Lagrangiano híbrido simple dependiente en el
tiempo (t-HLS) es una tupla L = (Q,L,S, R) donde
i) Q es una variedad diferenciable,
ii) L : R× TQ→ R es un Lagrangiano dependiente en el tiempo,
iii) S es una subvariedad embebida de R×TQ de co-dimensión uno, la superficie
de impacto,
iv) R : S → R× TQ es una aplicación diferenciable, la aplicación de impacto.
Asimismo, uno define un sistema Hamiltoniano híbrido simple dependiente
en el tiempo (t-HHS) como una tupla H = (Q,H,S, R), donde H : R× T ∗Q→ R
es un Hamiltoniano dependiente del tiempo y los elementos de la variedad híbrida
son ahora definidos en T ∗Q en lugar de en TQ.
Ejemplo 6.3.2. Billar con paredes móviles
Consideremos una partícula con masa m en el plano que se mueve libremente
sobre una superficie definida por un círculo cuyo radio oscila en el tiempo dado por
la función f(t), es decir,
x2 + y2 = f(t).
Aquí Q = R2, el Lagrangiano L : R× TR2 → R está dado por









y la superficie de impacto es un subconjunto de R× TR2 ' R× R2 × R2 dado por
S = (R× TQ) ∩ {x2 + y2 = f(t), (ẋ, ẏ) · (x, y) ≥ 0}.
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f(t)
m
Figura 6.1: Un “billar” con paredes móviles
Este conjunto S describe la situación en que la partícula se mueve hasta que
golpea el borde exterior del billar 2. Bajo la hipótesis de la elasticidad en la colisión,
la aplicación de impacto está dada por [50]
(t, x, y, ẋ−, ẏ−) 7→ (t, x, y, ẋ+, ẏ+)
con
ẋ+ = ẋ− +
ḟ(t)− 2(xẋ− + yẏ−)
f(t)
x,
ẏ+ = ẏ− +
ḟ(t)− 2(xẋ− + yẏ−)
f(t)
y.
Ejemplo 6.3.3. Billar con disipación
Discutiremos ahora una nueva aplicación de Lagrangianos dependientes en el tiem-
po para sistemas con disipación. Consideremos la siguiente variación del ejemplo
anterior. Una partícula que se mueve sobre un billar en el plano definido por la
circunferencia x2 + y2 = 1. La superficie del billar asumimos que es áspera en el
sentido que la fricción es proporcional a la velocidad (la disipación es del tipo de
Rayleigh, ver por ejemplo [10]). Las ecuaciones de movimiento de la partícula sobre
esta variedad son entonces
mẍ = −cẋ, mÿ = −cẏ. (6.3.4)
para alguna constante c > 0. Para adaptar estas ecuaciones en la forma Lagrangiana,
podemos construir el siguiente Lagrangiano dependiente en el tiempo L : R×TR2 →
R dado por









Notar que las ecuaciones de Euler-Lagrange para L son las ecuaciones de movi-
miento deseadas. La superficie de impacto y la aplicación de impacto son obtenidas
2Para simplicidad en la definición de superficie de impacto, asumimos que la partícula sólo golpea
el borde cuando el borde es movido hacia afuera. Algunos ejemplos de este tipo de situaciones pueden
ser obtenidos con funciones crecientes como f(t) = 1 + t o f(t) = 2− exp (−t).
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reemplazando f(t) = 1 en el Ejemplo 6.3.2. Notar que la aplicación de impacto en
este caso coincide con la dada por la función h : Q→ R en [8] en el caso del impacto
plástico (es decir, cuando el coeficiente de restitución es e = 1).
Ya hemos visto en la Proposición 6.1.7 que en el caso hiperregular hay una equi-
valencia entre las descripciones Lagrangiana y Hamiltoniana de un sistema mecánico.
Ahora extenderemos esta equivalencia a sistemas híbridos dependientes del tiempo.
Necesitamos la siguiente definición:
Definición 6.3.5. Un flujo híbrido para L es una tupla χL = (Λ,J ,C ), donde
a) Λ = {0, 1, 2, ...} ⊆ N es un conjunto de puntos finito (o infinito),
b) J = {Ii}i∈Λ un conjunto de intervalos, llamado intervalos híbridos donde
Ii = [τi, τi+1] si i, i + 1 ∈ Λ y IN−1 = [τN−1, τN ] o [τN−1, τN) o [τN−1,∞) si
|Λ| = N , N finito, con τi, τi+1, τN ∈ R y τi ≤ τi+1,
c) C = {ci}i∈Λ es una colección de soluciones del campo vectorial ZL específica-
mente la dinámica de tiempo contínua, es decir, ċi = ZL(ci(t)) para todo i ∈ Λ,
y tal que para cada i, i+ 1 ∈ Λ,
(i) ci(τi+1) ∈ S,
(ii) R(ci(τi+1)) = ci+1(τi+1).
Análogamente, uno puede definir la noción de flujo híbrido χH para un t-HHS H .
La relación entre ambos flujos híbridos está dado por el siguiente resultado, donde
para más claridad usaremos la notación L = (Q,L,S, R), H = (Q,H,SH , RH).
Proposición 6.3.6. Si χL = (Λ,J ,C ) es el flujo híbrido para L , SH = FL(S), y
RH está definido en el sentido que FL ◦R = RH ◦ FL |S , entonces
χH = (Λ,J , (FL)(C )) con (FL)(C ) = {(FL)(ci)}i∈Λ.
Demostración. Por la Proposición 6.1.7 si ci(t) es una curva integral de ZL, c̃i(t) =
(FL ◦ ci)(t) es una curva integral para ZH . En este sentido, si consideramos una
solución c0(t) con valor incial c0 = (q0, q̇0) definida en [τ0, τ1], entonces c̃0(t) es una
solución con valor inicial c̃0 = (q0, p0) definido en [τ0, τ1]. Igualmente para una so-
lución c1(t) definida en [τ1, τ2], tenemos una solución correspondiente c̃1(t) definido
en el mismo intervalo híbrido [τ1, τ2]. Procediendo inductivamente, uno encuentra
ci(t) definido en [τi, τi+1]. Sólo queda chequear que c̃i(t) satisface c̃i(τi+1) ∈ SH y
RH(c̃i(τi+1)) = c̃i+1(τi+1), pero usando las propiedades de FL, tenemos que,
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(i) c̃i(τi+1) = (FL ◦ ci)(τi+1) = FL(ci(τi+1)) y dado que ci(τi+1) ∈ S entonces
c̃i(τi+1) ∈ SH .
(ii) RH(c̃i(τi+1)) = RH◦FL◦ci(τi+1) = FL◦R◦ci(τi+1) = FL◦ci+1(τi+1) = c̃i+1(τi+1).
6.4. Simetrías en sistemas mecánicos híbridos sim-
ples dependientes en el tiempo
Sea L = (Q,L,S, R) un t-LHS. El punto de partida para la redución por simetrías
es una acción ψ : G × Q → Q de algún grupo de Lie G en la variedad Q. Hay un
levantamiento natural de la acción ψ para el espacio R× T ∗Q,
ΨT
∗Q : G× (R× T ∗Q)→ (R× T ∗Q),
(g, (t, q, p)) 7→ (t, T ∗ψg−1(q, p)).
La acción ΨT ∗Q cuenta con las siguientes propiedades (ver [2]):
(i) ΨT ∗Q es una acción cosimpléctica, lo que significa que, si denotamos ΨT ∗Qg ≡
ΨT
∗Q(g, ·), (ΨT ∗Qg )∗Ω = Ω y (ΨT
∗Q)∗η = η.
(ii) Admite una aplicación momento Ad∗-equivariante
J : R× T ∗Q→ g∗
dado por
〈J(t, q, p), ξ〉 = 〈p, ξQ〉 ∀ ξ ∈ g,
donde ξQ(q) := ddtψexp(tξ)q es el generador infinitesimal de ξ ∈ g.
Asimismo, hay una acción levantada para R× TQ denotada por ΨTQ
ΨTQ : G× (R× TQ)→ (R× TQ),
(g, (t, q, q̇)) 7→ (t, Tψg(q, q̇)).
De manera análoga al Capítulo 4 por una acción híbrida en el t-LHS L =
(Q,L,S, R) nos referimos a una acción de un grupo de Lie ψ : G×Q→ Q tal que
(i) L es invariante bajo ΨTQ, es decir L ◦ΨTQ = L.
(ii) ΨTQ se restringe a la acción en S.
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(iii) R es equivariante con respecto a la acción previa, específicamente
R ◦ΨTQg |S= ΨTQg ◦R.
En el caso de la acción híbrida, ΨTQ admite una aplicación momento
Ad∗-equivariante (Lagrangiana) JL : R× TQ→ g∗ dada por
JL = J ◦ FL.
Esto da lugar directamente a la invarianza de L, que implica que FL es un difeomor-
fismo equivariante, es decir
FL ◦ΨTQg = Ψg ◦ FL.
De manera análoga al Capítulo 4 la aplicación momento equivariante híbrida da la
noción de aplicación momento híbrida. Para ejemplificar, en el caso de R×T ∗Q,
J es una aplicación momento híbrida si el diagrama
g∗





conmuta, donde i denota la inclusión canónica de S a R× T ∗Q.
La situación de interés para nosotros es cuando la acción es de un grupo abeliano,
es decir G = S1 (el caso que G = R es análogo; y si G es un producto uno puede
realizar un proceso iterado): esto corresponde a la noción clásica de coordenadas
cíclicas. Asumiremos ahora que Q = S1 ×M donde M es llamado el espacio de
formas y la acción está dada por
ψα : S1 ×M → S1 ×M,
(θ, x) 7→ (θ + α, x). (6.4.2)
Si bien esta es una suposición sólida siempre local, se tiene que el procedimiento
anterior, se aplica al dominio de interés de un problema específico. Los resultados más
generales cuando la variedad no es un producto global o un grupo de Lie arbitrario
(no necesariamente abeliano) se pueden obtener usando las mismas herramientas,
pero implican más tecnicismos como la introducción de una conexión principal.
Ejemplo 6.4.3. Billar con paredes móviles
Introduciendo coordenadas polares, el Lagrangiano viene dado por
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donde θ es una coordenada cíclica. En otras palabras, L es invariante bajo la acción
levantada al tangente
(t, r, θ, ṙ, θ̇) 7→ (t, r, θ + α, ṙ, θ̇).
Teniendo en cuenta que en la aplicación de impacto 2(xẋ− + yẏ−) no es más
que 2rṙ−, se deduce que R satisface la condición de equivarianza. Esto significa que
tenemos una acción híbrida con aplicación momento ξ ∈ g = R, ξR2 = ξ∂θ):






que es precisamente el momento angular.
Veamos cómo queda el impacto
ẋ+ = ẋ− +
ḟ(t)− 2(xẋ− + yẏ−)
f(t)
x, (6.4.5)
ẏ+ = ẏ− +
ḟ(t)− 2(xẋ− + yẏ−)
f(t)
y. (6.4.6)
a) Primero veamos qué ocurre cuando f(t) = const., por ejemplo f(t) = 1, enton-
ces tenemos que
ẋ+ = ẋ− − 2(xẋ− + yẏ−)x,
ẏ+ = ẏ− − 2(xẋ− + yẏ−)y.









(ẋ+)2 = (ẋ−)2 + (2rṙ−)2x2 − 4xẋ−rṙ−,
y simétricamente para ẏ+. Sumando (ẋ+)2 + (ẏ+)2 concluimos que
(ṙ+)2 = (ṙ−)2 + (2rṙ−)2(x2 + y2)− 4(xẋ− + yẏ−)rṙ−
= (ṙ−)2 + 4r2(ṙ−)(r2 − 1).
Esto significa que, como la colisión ocurre en r = 1, se tiene que (ṙ+)2 = (ṙ−)2,
entonces la solución que se obtiene (físicamente) es ṙ+ = −ṙ−.















donde hemos reemplazado la expresión para ẋ+, ẏ+ y usamos que x2 + y2 = r2
y (yẋ− − ẏ−x) = −r2θ̇−.
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b) Cuando f(t) no es constante uno puede proceder en el mismo sentido, elevando
al cuadrado ambos lados de (6.4.5) y (6.4.6), usando la misma identificación y












Cuando f(t) = 1 recuperamos ṙ+ = −ṙ−. Un cálculo computacional simple
muestra que la regla de impacto para θ̇ no depende de f(t). Es decir, encontra-
mos nuevamente θ̇+ = θ̇−.
Es decir, la aplicación de impacto en coordenadas polares tiene la forma











La hipótesis de la condición de elasticidad implica, en particular, que la aplicación
momento se preserva.
Ejemplo 6.4.8. Billar con disipación
Aquí la acción híbrida tiene una aplicación momento






Notar que en este caso JL es una constante del movimiento tiempo dependiente
producido por el amortiguamiento del momento angular, esto es, mr2θ̇ decae expo-
nencialmente en el tiempo por el efecto producido por la fricción. El mapa de retorno
se obtiene tomando f(t) = 1 en la expresión (6.4.9)
(ṙ−, θ̇−) 7→ (ṙ+ = −ṙ−, θ̇+ = θ̇−).
De nuevo, el valor de la aplicación momento no se modifica con la colisión.
6.5. Reducción de ciertas simetrías para sistemas
mecánicos híbridos simples dependientes en el
tiempo
En esta sección estudiaremos la reducción de simetrías para sistemas híbridos
Lagrangianos dependientes en el tiempo. Comenzaremos explorando el esquema Ha-
miltoniano y luego, definiendo el Routhiano, procederemos con el caso Lagrangiano.
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Reducción de t-HHS. Consideremos un t-HLS L = (Q,L,S, R) equipado con
una acción híbrida ψ. Daremos la reducción para el t-HHS H = (Q,H,SH , RH)
asociado, discutido en la Proposición 6.3.6. Consideramos un valor regular híbrido
µ ∈ g∗ de J : R × T ∗Q → g∗, donde µ es un valor regular de ambos J y J |S : S →
g∗. Combinando esta definición con el diagrama conmutativo (6.4.1), el siguiente
diagrama
J−1(µ) J |−1S (µ) J−1(µ)
R× T ∗Q S R× T ∗Q
RH |Si
i RH
conmuta, donde J−1(µ) y J |−1S (µ) son subvariedades embebidas de R × T ∗Q y S,
respectivamente.
Podemos aplicar el análogo híbrido del Teorema de reducción cosimpléctica pa-
ra el t-HHS H . Notar que, como L es invariante bajo ΨTQ, entonces también el
Hamiltoniano H lo es bajo ΨT ∗Q. Como resultado obtenemos que:
(i) El espacio reducido J−1(µ)/Gµ (con Gµ el grupo de isotropía de µ) es una
variedad cosimpléctica, y la estructura cosimpléctica reducida está caracte-
rizada en términos de la submersión J−1(µ) → J−1(µ)/Gµ y la inclusión
J−1(µ) ↪→ R× T ∗Q.
(ii) Si denotamos por Hµ la reducción de H |J−1(µ) a J−1(µ)/Gµ, la evolución del
campo vectorial ZH proyecta en ZHµ .
En nuestra situación, como asumimos que G = S1, tenemos la identificación
J−1(µ)/Gµ ' R× T ∗(Q/G),
y la estructura cosimpléctica reducida es precisamente la estructura cosimpléctica
canónica en R× T ∗(Q/G). Combinando las observaciones de arriba, concluimos que
el t-HHS H se reduce en un t-HHS Hµ con Hµ = (Q/G,Hµ, (SH)µ, (RH)µ).
Aquí, la superficie de impacto reducida (SH)µ y la aplicación de impacto reducida
(RH)µ son las reducciones de las restricciones del conjunto de nivel J−1(µ) de SH y
RH , respectivamente. El proceso es muy similar al descripto en [7] para la reducción
al fibrado cotangente de sistemas híbridos.
El esquema de reducción del lado Lagrangiano puede ahora ser obtenido por un
Hamiltoniano adaptando el esquema en [58] para el conjunto cosimpléctico. La idea
clave es que, como L es invariante bajo ΨTQ, la transformada de Legendre FL es un
difeomorfismo tal que:
(i) es equivariante con respecto a ΨTQ y ΨT ∗Q,
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(ii) preserva los conjuntos de nivel de la aplicación del momento, es decir,
FL(J−1L (µ)) = J−1(µ) ,
(iii) relaciona ambas estructuras cosimplécticas, es decir, (FL)∗Ω = ΩL y (FL)∗η = η
(FL es a veces referido como un cosimplectomorfismo).
Luego la aplicación FL se reduce al cosimplectomorfismo (FL)red entre espacios
reducidos. Por lo tanto tenemos la conmutatividad del siguiente diagrama:







En el caso particular de coordenadas cíclicas (G = S1), el espacio reducido
J−1L (µ)/Gµ puede ser identificado con R × T (Q/G) y la dinámica reducida es La-
grangiana con respecto a la aplicación Lagrangiana reducida en T (Q/G), conocida
como Routhiano o aplicación de Routh, y que es denotada por Lµ. El siguiente
diagrama ilustra la situación
R× TQ R× T ∗Q





El caso abeliano discutido puede ser extendido a una situación más general sin
considerar tal estructrura abeliana del grupo y la exploraremos en un trabajo a futuro
usando las mismas ideas que en [58].
6.5.1. El Routhiano y la reducción de t-HLS
Describimos ahora la construcción del Routhiano Lµ. Usando las notaciones en
(6.4.2), el Lagrangiano tiene una coordenada cíclica θ, es decir L es una aplicación de
la forma L(t, θ̇, x, ẋ). La conservación de la aplicación momento JL = µ está dada por
∂L/∂θ̇ = µ, y uno puede usar esta relación para expresar θ̇ como una función de las
variables restantes (las coordenadas no cíclicas) y sus velocidades, y el valor regular
prescripto de la aplicación momento µ. Por lo que, podemos escribir θ̇ = θ̇(t, x, ẋ, µ).
El Routhiano es nuevamente definido como
Lµ(t, x, ẋ) =
[
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donde la notación significa que tenemos cada punto θ̇ expresado como una función
de (t, x, ẋ, µ). Esta función depende solamente de (t, x, ẋ), y por lo tanto puede ser
interpretada como una nueva función Lagrangiana en el espacio reducido R×T (Q/G).
Nosotros también llamamos a esta función reducida Routhiano. La importancia del
Routhiano viene de la siguiente Proposición (ver [10] para más detalles).
Proposición 6.5.1. En la situación anterior:
(a) Cada solución de las ecuaciones de Euler-Lagrange para L con momento µ
proyecta en soluciones del Routhiano Lµ.
(b) Cada solución de las ecuaciones de Euler-Lagrange para Lµ es la proyección de
ecuaciones de Euler-Lagrange para L con momento µ.
Las ecuaciones de Euler-Lagrange para Lµ involucran menos variables, ellas son
más fáciles de resolver. Uno procede usualmente resolviendo éstas primero, y entonces
usando la restricción del momento ∂L
∂θ̇
= µ para reconstruir las soluciones buscadas
de las ecuaciones de Euler-Lagrange para L.
Una preocupación especial es cuando tomamos traslaciones de esta técnica de
reducción para sistemas híbridos. La razón es que las colisiones con la superficie de
impacto, en general, modificarán el valor de la aplicación momento 3. Por lo tanto, si
J = {Ii}i∈Λ es el intervalo híbrido (ver Definición 6.3.5), el Routhiano tiene que estar
definido en cada Ii tomando en cuenta el valor del momento µi después de la colisión
a tiempo τi. Notar que esto también tiene influencia en la aplicación de impacto R
reducida.
Denotemos:
i) µi el momento del sistema en Ii = [τi, τi+1],
ii) Rµi la restriccíon de R |J−1(µi),
iii) Sµi la restriccíon de JL |−1S (µi).
Con lo cual, hay una secuencia de t-HLS’s reducidos.
[τ0, τ1] (Q/G,Lµ0 ,Sµ0 , Rµ0)
[τ1, τ2] (Q/G,Lµ1 ,Sµ1 , Rµ1)








3En los ejemplos consideraremos sólo colisiones elásticas en los que la aplicación momento se
preserva.
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El hecho de que el momento pueda, en general, cambiar con las colisiones hace
que el proceso de recontrucción sea más desafiante. Si uno quisiera, como es usual,
usar la solución reducida para reconstruir la dinámica original, uno necesita calcular
los datos híbridos reducidos después de cada colisión. Esto significa que una vez que
se ha obtenido la solución reducida entre dos eventos de colisión, es decir t = τn
y t = τn+1, uno debería reconstruir está solución para obtener el nuevo momento
después de la colisión en τn+1 y usar este nuevo momento para contruir un nuevo
sistema híbrido reducido cuya solución se obtiene hasta que la nueva colisión ocurra
en τn+2, y así siguiendo.
Similarmente como en [8], el proceso de reconstrucción del flujo híbrido reducido
para el flujo del Lagrangiano híbrido implica una integración recursiva en cada etapa
del diagrama previo en la variable cíclica usando la solución del t-HLS reducido, esto
implica obligadamente la restricción del momento en la solución reconstruida.
Ejemplo 6.5.2. Billar con disipación
Usando la relación (6.4.9), el Routhiano toma la forma


















La superficie de impacto reducida es Sµ = {r2 = 1, ṙ > 0}. La aplicación de im-
pacto (con f(t) = 1) implica que su reducción es (r, ṙ−) 7→ (r, ṙ+ = −ṙ−). Se obtiene
entonces el siguiente t-HLS L = (Qred, Lµ,Sµ, Rµ), con Qred ' R+ parametrizado en
coordenadas radiales r.
Ejemplo 6.5.3. Billar con paredes móviles
Un cálculo directo, usando (6.4.4), muestra que


















La aplicación de impacto reducida está determinada por la expresión (6.4.7) para
ṙ+ (notar que la expresión en el cociente solo involucra r, ṙ y f(t)). La superficie
de impacto reducida es Sµ = {r2 = f(t), ṙ > 0}. Uno obtiene el siguiente t-HLS
L = (Qred, Lµ,Sµ, Rµ), con Qred ' R+ parametrizado en coordenadas radiales r.
Las figuras 6.2 y 6.4 muestran los resultados numéricos usando PYTHON de dos
diferentes valores de la disipación para el parámetro c. Los parámetros restantes son
los mismos en las dos simulaciones: m = 1, r(0) = 0.5590, ṙ(0) = 2.8621, θ(0) =
1.1071 (rad), θ̇(0) = −3.0400 (rad/s), y la función f(t) está dada por
f(t) = 2− exp(t/10).
La dinámica reducida (dada por un sistema híbrido para Lµ) se resuelve numé-
ricamente y usando para integrar (numéricamente) la ecuación de reconstrucción
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Figura 6.2: Simulación para c =
0.25





















con µ determinado para las condiciones iniciales. Además (6.3.4) admite una solución
explícita,













y entonces una comparación con la solución analítica puede ser obtenida fácilmente.
Notar que los tiempos de impacto en que la partícula rebota son obtenidos numéri-
camente y también, en este caso, “analiticamente”.















Figura 6.4: Simulación para c =
0.10










Figura 6.5: Simulación para c =
0.10
Conclusiones y Trabajo a futuro
Conclusiones
En esta tesis hemos desarrollado resultados en el área de reducción por simetrías
para distintas clases de sistemas mecánicos. Nos hemos enfocado principalmente en
su aplicación a sistemas de orden superior, sistemas híbridos y cosimplécticos. Tres
casos donde aún quedan problemas abiertos por estudiar.
En el Capítulo 2 nos hemos centrado en estudiar los sistemas dinámicos Lagran-
gianos, Hamiltonianos y de Poisson de orden 1, ilustrando con dos ejemplos. El primer
ejemplo es clásico en la literatura de Mecánica Geométrica, una partícula en un cam-
po magnético, y el segundo ejemplo, no estudiado en la literatura aún, e introducido
en esta Tesis, es un sistema de dos cuerpos rígidos interconectados bajo la influencia
de un campo magnético. En particular estudiamos la reducción de los mismos ha-
ciendo hincapié en la obtención de un término magnético. Cuando la dinámica del
sistema mecánico en cuestión está gobernada por una función Hamiltoniana, estudia-
mos lo reducción de Marsden-Weinstein, y cuando la dinámica viene dada por una
función Lagrangiana, la reducción de Routh.
En la reducción al fibrado cotangente hemos completado los resultados previos
para la demostración del teorema de reducción, que no aparecía explícitamente desa-
rrollado en la literatura. En particular, hemos desarrollado los Lemas 2.4.13, 2.4.14,
2.4.16, 2.4.17, 2.4.19, 2.4.22, 2.4.23 y 2.4.24. Mediante ellos, caracterizamos el espacio
cociente como un producto fibrado dotado de una 2-forma cerrada y deformada con
un término magnético. Por otro lado, aplicando el proceso de reducción de Routh al
fibrado tangente, dado un Lagrangiano L : TQ→ R que es regular, y vía la transfor-
mada de Legendre se puede también caracterizar el espacio cociente como un fibrado
producto.
Siguiendo [37] estudiamos los sistemas Lagrangianos y Hamiltonianos con térmi-
nos magnéticos, analizando las correspondientes ecuaciones de movimiento. Además
hemos ilustrado la teoría con el ejemplo de la partícula en un campo magnético.
En el Capítulo 3 hemos estudiado sistemas mecánicos de orden superior en sus
versiones Lagrangiana y Hamiltoniana. En la Subsección 3.1.1 repasamos las ideas
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básicas del fibrado tangente de orden superior y definimos un Lagrangiano de orden
k. Además, hemos expuesto la descripción variacional de los mismos y presentamos
las ecuaciones de movimiento para éstos. Hemos también analizado los sistemas La-
grangianos de orden superior con simetrías.
Vía la trasformada de Ostrogradski-Legendre hemos construido el Hamiltoniano
de orden superior y las ecuaciones de Hamilton que describen la dinámica asociada
a este Hamiltoniano.
El resultado original del Capitulo 3 consistió en extender los resultados de la re-
ducción al cotangente de sistemas Hamiltonianos de orden 1 a un fibrado cotangente
de orden superior, obteniendo así (mediante la incorporación de una conexión en
un fibrado principal convenientemente elegido) la caracterización el espacio reducido
con un fibrado producto. Además, caracterizamos la 2-forma resultante del espacio
reducido y definimos en la Definición 3.3.13 un término magnético de orden superior
dando lugar a la respuesta de la pregunta planteada en el artículo [30] sobre la defi-
nición de un término magnético de orden superior. Del lado Lagrangiano observamos
los problemas que ocurrían a la hora de relacionar esto vía la transformada de Le-
gendre de orden superior que sigue siendo una pregunta abierta y continuaremos su
estudio como un trabajo futuro derivado de esta tesis.
Por último en el Capitulo 3, generalizamos la idea de sistemas Lagrangianos y
Hamiltonianos magnéticos estudiados en [37] para sistemas de orden superior y de-
rivamos intrínsecamente las ecuaciones de Euler-Lagrange de orden superior para
estos, notando que, si k = 1 recuperábamos las ecuaciones para orden 1.
En el Capítulo 4 estudiamos la reducción de los sistemas mecánicos Híbridos.
Comenzamos por presentar dichos sistemas y repasar las nociones básicas para los
sistemas híbridos Hamiltonianos simples y los sistemas híbridos Lagrangianos sim-
ples. En la subsección 4.1.4 definimos la transformada de Legendre para esta clase de
sistemas y demostramos, en la Proposición 4.1.24, que el flujo híbrido de un sistema
híbrido Lagrangiano es transformado en uno Hamiltoniano mediante la transforma-
ción de Legendre. Ilustramos esta teoría con una aplicación de sistemas holónomos a
trozos mediante el ejemplo del sistema bola-ranura.
También estudiamos la reducción simpléctica tratada en [4] extendiendo los re-
sultados de manera de lograr una caracterización del espacio reducido como un pro-
ducto fibrado y definiendo sistemas híbridos Hamiltonianos magnéticos. Ilustramos
esta teoría con dos ejemplos de interés: una partícula magnética rebotando en una
esfera (Ejemplo 4.2.38) y el heavy top híbrido (Ejemplo 4.2.42).
En la Sección 4.3 estudiamos variedades de Poisson híbridas y el proceso de reduc-
ción de los mismos. Como una aplicación de la teoría hemos estudiado la reducción
de un péndulo invertido híbrido Ejemplo 4.3.12 tratado en [4] pero para un sistema
de Poisson mostrando que las soluciones obtenidas son las análogas a las del Ejemplo
4.2.31.
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Por último estudiamos la reducción para sistemas híbridos Lagrangianos, reduc-
ción de Routh, en sus dos versiones: Q = P × G (con G un grupo no abeliano)
extendiendo así los resultados obtenidos en [8] a sistemas híbridos a un caso de varie-
dades producto y para una variedad Q general, definiendo los sistemas híbridos con
términos magnéticos, que provienen al igual que como vimos anteriormente (de un
proceso de reducción). Ilustramos esta teoría con diversos ejemplos dependiendo del
contexto en el que nos encontrábamos.
En la Sección 4.5 demostramos la equivalencia entre los sistemas híbridos La-
grangianos reducidos y los sistemas híbridos Hamiltonianos reducidos, mostrando
que la transformada de Legendre reducida envía flujos reducidos Lagrangianos en
flujos reducidos Hamiltonianos.
En el Capítulo 5 estudiamos las condiciones suficientes para la existencia de órbi-
tas periódicas en sistemas híbridos que provienen de la reducción de Routh híbrida
y además exhiben simetrías de tiempo reversibles. Comenzamos dando los conceptos
generales de sistemas híbridos Routhianos simples ilustrando con el ejemplo del robot
saltarín de una pierna, en el Ejemplo 5.1.7.
En la Sección 5.2 definimos la simetría tiempo reversible y probamos en la Propo-
sición 5.2.4 y en el Teorema 5.2.5 algunas propiedades de los mismos. Basadas en las
propiedades del Routhiano, encontramos condiciones suficientes para la existencia de
órbitas periódicas para esta clase de sistemas híbridos y demostramos en el Teorema
5.2.7 la existencia de órbitas periódicas. Continuamos ilustrando lo visto nuevamente
con el Ejemplo 5.2.8 del robot saltarín de una pierna.
En la Sección 5.2.4 recordamos los conceptos básicos de la aplicación de Poin-
caré y mediante ello, analizamos la estabilidad de las órbitas periódicas, brindando
condiciones suficientes para la obtención de dichas órbitas en el Teorema 5.2.12. Fi-
nalizando esta subsección concluimos el Ejemplo 5.2.13 del Robot saltirín de una
pierna.
Por último, aplicamos los resultados anteriores a sistemas de control subactuados.
Estudiamos la noción de dinámica cero híbrida dada en [86] junto con una simetría
tiempo reversible y obtuvimos una caracterización para buscar soluciones periódicas
en sistemas híbridos de control Routhianos subactuados. Brindamos en el Teorema
5.3.9 condiciones para la existencia de las órbitas, ilustrando estos resultados con el
Ejemplo 5.3.10 del péndulo invertido con resorte controlado.
En el Capítulo 6 estudiamos sistemas híbridos que describen la evolución de La-
grangianos no-autónomos y donde la superficie de impacto involucra el tiempo. En
primer lugar repasamos los resultados básicos de la geometría de sistemas mecánicos
dependientes en el tiempo, de variedades cosimplécticas y el Teorema de reducción
cosimpléctica. Extendimos en la Proposición 6.1.7, los resultados del Teorema 3.6.2
en [1] que relaciona los campos Lagrangianos y Hamiltonianos dependientes en el
tiempo. Estudiamos el Teorema de reducción cosimpléctica y sus hipótesis para lue-
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go poder generalizarlo a sistemas híbridos. En la Sección 6.3 definimos los sistemas
híbridos dependientes en el tiempo en sus versiones Lagrangiana y Hamiltoniana y
dotamos a estos espacios de los elementos necesarios para poder realizar una reduc-
ción por simetrías, del lado Hamiltoniano reducción del tipo Marsden-Weinstein y del
lado Lagrangiano del tipo reducción de Routh. A lo largo de todo el capítulo, fuimos
ilustrando con dos ejemplos de interés: un Billar con disipación y un Billar con pare-
des móviles. Por último, para el Billar con paredes móviles, realizamos simulaciones
mediante PYTHON para ilustrar las trajectorias del sistema híbrido reducido.
Trabajo a futuro
En el Capítulo 3 hemos estudiado y generalizado la reducción en el fibrado
T ∗(T k−1Q) e identificado el espacio reducido como un producto fibrado. Nos pre-
guntamos, ¿qué ocurre del lado Lagrangiano? Pudimos observar que no es sencillo,
como ocurre en el caso de orden 1, que vía la trasformada de Legendre se pueden
relacionar los espacios. Resulta imposible caracterizar el espacio reducido y constriur
el Routhiano como una combinación entre el Lagrangiano y el momento de orden
superior (como lo hacíamos en orden 1) ya que estas aplicaciones viven en espacios
diferentes; entonces nos gustaría seguir estudiando este tema y analizar si es posible
construir el Routhiano de alguna otra manera para poder extender la reducción de
Routh a orden superior.
En los Capítulos 4, 5 y 6 estudiamos los sistemas híbridos en sus diferentes va-
riantes que modelan el andar de los robots bípedos entre otros ejemplos de interés en
ingeniería. Nuestro propósito de investigación como trabajo a futuro consiste en estu-
diar la dinámica, la geometría subyacente y el diseño sistemático de leyes de control
por retroalimentación para un “legged system”, con dos aplicaciones concretas que
incluyen bípedos que caminan en superficies que se mueven en el tiempo y modelos
de exoesqueletos para evitar que el pie resbale en superficies peligrosas, como por
ejemplo, superficies mojadas y poder diseñar un control de lazo cerrado para que el
cuerpo se mantenga estable y por lo tanto el robot camine estable.
Para eso, nos gustaría primero estudiar la geometría, dinámica e integrabilidad
de un legged system a través de la teoría geométrica de Hamilton-Jacobi para un
sistema híbrido cuya dinámica contínua viene dada por una función Hamiltoniana con
aplicaciones a modelos que se utilizan para locomoción bípeda. La teoría geométrica
de Hamilton-Jacobi para sistemas híbridos nunca ha sido estudiada ni abordada.
Concretamente, algunos de nuestros intereses son: la unificación de la teoría geo-
métrica de Hamilton-Jacobi de tiempo discreto y contínuo para desarrollar la teoría
geométrica de Hamilton-Jacobi para sistemas híbridos, la aplicación a 2D SLIP, la
integrabilidad de las ecuaciones de Hamilton-Jacobi y la descripción en términos de
estratificaciones de los espacios de configuración.
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Como consecuencia de los resultados obtenidos en el Capítulo 5, estamos intere-
sados en desarrollar leyes de control para el caminar estable de bípedos basados en
la creación de un tipo de simetrías para describir la dinámica de los bípedos como
soluciones periódicas de un sistema mecánico híbrido, e introducir un nuevo método
para lograr la estabilidad asintótica al caminar en bípedos que caminan en superficies
que se mueven en el tiempo y modelos de exoesqueletos para evitar que el pie resbale
en superficies que producen deslizamiento.
También, querríamos realizar una extensión del método de simetrías desarrollado
en el Capítulo 5 de esta Tesis para sistemas dependientes del tiempo y su aplicación
a la creación de leyes de control por retroalimentación para mantener estable un
bípedo que camina en una superficie que se mueve en el tiempo, como así tambien la
extensión de tal método para sistemas Routhianos con disipación.
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