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Abstract
We consider the task of Extreme Multi-Label
Text Classification (XMTC) in the legal do-
main. We release a new dataset of 57k leg-
islative documents from EUR-LEX, the Euro-
pean Union’s public document database, anno-
tated with concepts from EUROVOC, a multi-
disciplinary thesaurus. The dataset is substan-
tially larger than previous EUR-LEX datasets
and suitable for XMTC, few-shot and zero-shot
learning. Experimenting with several neural
classifiers, we show that BIGRUs with self-
attention outperform the current multi-label
state-of-the-art methods, which employ label-
wise attention. Replacing CNNs with BIGRUs
in label-wise attention networks leads to the
best overall performance.
1 Introduction
Extreme multi-label text classification (XMTC), is
the task of tagging documents with relevant la-
bels from an extremely large label set, typically
containing thousands of labels (classes). Ap-
plications include building web directories (Par-
talas et al., 2015), labeling scientific publica-
tions with concepts from ontologies (Tsatsaronis
et al., 2015), product categorization (McAuley and
Leskovec, 2013), categorizing medical examina-
tions (Mullenbach et al., 2018; Rios and Kavu-
luru, 2018b), and indexing legal documents (Men-
cia and Frnkranz, 2007). We focus on legal text
processing, an emerging NLP field with many ap-
plications (Nallapati and Manning, 2008; Aletras
et al., 2016; Chalkidis et al., 2017), but limited
publicly available resources.
We release a new dataset, named EURLEX57K,
including 57,000 English documents of EU legis-
lation from the EUR-LEX portal. All documents
have been tagged with concepts from the Euro-
pean Vocabulary (EUROVOC), maintained by the
Publications Office of the European Union. Al-
though EUROVOC contains more than 7,000 con-
cepts, most of them are rarely used in practice.
Consequently, they are under-represented in EU-
RLEX57K, making the dataset also appropriate for
few-shot and zero-shot learning.
Experimenting on EURLEX57K, we explore the
use of various RNN-based and CNN-based neural
classifiers, including the state of the art Label-
Wise Attention Network of Mullenbach et al.
(2018), called CNN-LWAN here. We show that
both a simpler BIGRU with self-attention (Xu et al.,
2015) and the Hierarchical Attention Network
(HAN) of Yang et al. (2016) outperform CNN-
LWAN by a wide margin. Replacing the CNN en-
coder of CNN-LWAN with a BIGRU, which leads to
a method we call BIGRU-LWAN, further improves
performance. Similar findings are observed in the
zero-shot setting where Z-BIGRU-LWAN outper-
forms Z-CNN-LWAN.
2 Related Work
Liu et al. (2017) proposed a CNN similar to that
of Kim (2014) for XMTC. They reported re-
sults on several benchmark datasets, most no-
tably: RCV1 (Lewis et al., 2004), containing
news articles; EUR-LEX (Mencia and Frnkranz,
2007), containing legal documents; Amazon-12K
(McAuley and Leskovec, 2013), containing prod-
uct descriptions; and Wiki-30K (Zubiaga, 2012),
containing Wikipedia articles. Their proposed
method outperformed both tree-based methods
(e.g., FASTXML, (Prabhu and Varma, 2014)) and
target-embedding methods (e.g., SLEEC (Bha-
tia et al., 2015), FASTTEXT (Bojanowski et al.,
2016)).
RNNs with self-attention have been employed in
a wide variety of NLP tasks, such as Natural Lan-
guage Inference (Liu et al., 2016), Textual Entail-
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ment (Rockta¨schel et al., 2016), and Text Classifi-
cation (Zhou et al., 2016). You et al. (2018) used
RNNs with self-attention in XMTC comparing with
tree-based methods and deep learning approaches
including vanilla LSTMs and CNNs. Their method
outperformed the other approaches in three out of
four XMTC datasets, demonstrating the effective-
ness of attention-based RNNs.
Mullenbach et al. (2018) investigated the use of
label-wise attention mechanisms in medical code
prediction on the MIMIC-II and MIMIC-III datasets
(Johnson et al., 2017). MIMIC-II and MIMIC-III
contain over 20,000 and 47,000 documents tagged
with approximately 9,000 and 5,000 ICD-9 code
descriptors, respectively. Their best method, Con-
volutional Attention for Multi-Label Classifica-
tion, called CNN-LWAN here, includes multiple
attention mechanisms, one for each one of the
L labels. CNN-LWAN outperformed weak base-
lines, namely logistic regression, vanilla BIGRUs
and CNNs. Another important fact is that CNN-
LWAN was found to have the best interpretability
in comparison with the rest of the methods in hu-
man readers’ evaluation.
Rios and Kavuluru (2018b) discuss the chal-
lenge of few-shot and zero-shot learning on the
MIMIC datasets. Over 50% of all ICD-9 labels
never appear in MIMIC-III, while 5,000 labels oc-
cur fewer than 10 times. The same authors pro-
posed a new method, named Zero-Shot Attentive
CNN, called Z-CNN-LWAN here, which is simi-
lar to CNN-LWAN (Mullenbach et al., 2018), but
also exploits the provided ICD-9 code descrip-
tors. The proposed Z-CNN-LWAN method was
compared with prior state-of-the-art methods, in-
cluding CNN-LWAN (Mullenbach et al., 2018) and
MATCH-CNN (Rios and Kavuluru, 2018a), a multi-
head matching CNN. While Z-CNN-LWAN did not
outperform CNN-LWAN overall on MIMIC-II and
MIMIC-III, it had exceptional results in few-shot
and zero-shot learning, being able to identify la-
bels with few or no instances at all in the train-
ing sets. Experimental results showed an improve-
ment of approximately four orders of magnitude in
comparison with CNN-LWAN in few-shot learning
and an impressive 0.269 R@5 in zero-shot learn-
ing, compared to zero R@5 reported for the other
models compared.1 Rios and Kavuluru (2018b)
also apply graph convolutions to hierarchical re-
lations of the labels, which improves the perfor-
1See Section 5.2 for a definition of R@K.
mance on few-shot and zero-shot learning. In this
work, we do not consider relations between labels
and do not discuss this method further.
Note that CNN-LWAN and Z-CNN-LWAN were
not compared so far with strong generic text clas-
sification baselines. Both Mullenbach et al. (2018)
and Rios and Kavuluru (2018b) proposed sophis-
ticated attention-based architectures, which intu-
itively are a good fit for XMTC, but they did not di-
rectly compare those models with RNNs with self-
attention (You et al., 2018) or even more complex
architectures, such as Hierarchical Attention Net-
works (HANs) (Yang et al., 2016).
3 EUROVOC & EURLEX57K
3.1 EUROVOC Thesaurus
EUROVOC is a multilingual thesaurus maintained
by the Publications Office of the European
Union.2 It is used by the European Parliament, the
national and regional parliaments in Europe, some
national government departments, and other Eu-
ropean organisations. The current version of EU-
ROVOC contains more than 7,000 concepts refer-
ring to various activities of the EU and its Member
States (e.g., economics, health-care, trade, etc.).
It has also been used for indexing documents in
systems of EU institutions, e.g., in web legislative
databases, such as EUR-LEX and CELLAR. All EU-
ROVOC concepts are represented as tuples called
descriptors, each containing a unique numeric
identifier and a (possibly) multi-word description
of the concept concept, for example (1309, im-
port), (693, citrus fruit), (192, health control),
(863, Spain), (2511, agri-monetary policy).
3.2 EURLEX57K
EURLEX57K can be viewed as an improved ver-
sion of the EUR-LEX dataset released by Men-
cia and Frnkranz (2007), which included 19,601
documents tagged with 3,993 different EUROVOC
concepts. While EUR-LEX has been widely used
in XMTC research, it is less than half the size of
EURLEX57K and one of the smallest among XMTC
benchmarks.3 Over the past years the EUR-LEX
archive has been widely expanded. EURLEX57K is
a more up to date dataset including 57,000 pieces
2https://publications.europa.eu/en/
web/eu-vocabularies
3The most notable XMTC benchmarks can be found
at http://manikvarma.org/downloads/XC/
XMLRepository.html.
of EU legislation from the EUR-LEX portal.4 All
documents have been annotated by the Publica-
tions Office of EU with multiple concepts from the
EUROVOC thesaurus. EURLEX57K is split in train-
ing (45,000 documents), development (6,000), and
validation (6,000) subsets (see Table 1).5
Subset Documents (D) Words/D Labels/D
Train 45,000 729 5
Dev. 6,000 714 5
Test 6,000 725 5
Table 1: Statistics of the EUR-LEX dataset.
All documents are structured in four major
zones: the header including the title and the name
of the legal body that enforced the legal act; the
recitals that consist of references in the legal back-
ground of the decision; the main body, which is
usually organized in articles; and the attachments
that usually include appendices and annexes. For
simplicity, we will refer to each one of header,
recitals, attachments and each of the main body’s
articles as sections. We have pre-processed all
documents in order to provide the aforementioned
structure.
While EUROVOC includes over 7,000 concepts
(labels), only 4,271 (59.31%) of them are present
in EURLEX57K. Another important fact is that
most labels are under-represented; only 2,049
(47,97%) have been assigned to more than 10 doc-
uments. Such an aggressive Zipfian distribution
(Figure 1) has also been noted in other domains,
like medical examinations (Rios and Kavuluru,
2018b) where XMTC has been applied to index
documents with concepts from medical thesauri.
The labels of EURLEX57K are divided in three
categories: frequent labels (746), which occur in
more than 50 training documents and can be found
in all three subsets (training, development, test);
few-shot labels (3,362), which appear in 1 to 50
training documents; and zero-shot labels (163),
which appear in the development and/or test, but
not in the training, documents.
4 Methods Considered
We experiment with a wide repertoire of methods
including linear and non-linear neural classifiers.
We also propose and conduct initial experiments
4https://eur-lex.europa.eu
5Our dataset is available at http://nlp.cs.
aueb.gr/software_and_datasets/EURLEX57K,
with permission of reuse under European Union c©,
https://eur-lex.europa.eu, 1998–2019.
Figure 1: EUROVOC concepts frequency.
with two novel neural methods that aim to cope
with the extended length of the legal documents
and the information sparsity (for XMTC purposes)
across the sections of the documents.
4.1 Baselines
4.1.1 Exact Match
To demonstrate that plain label name matching
is not sufficient, our first weak baseline, Exact
Match, tags documents only with labels whose de-
scriptors appear verbatim in the documents.
4.1.2 Logistic Regression
To demonstrate the limitations of linear classifiers
with bag-of-words representations, we train a Lo-
gistic Regression classifier with TF-IDF scores for
the most frequent unigrams, bigrams, trigrams, 4-
grams, 5-grams across all documents. Logistic
regression with similar features has been widely
used for multi-label classification in the past.
4.2 Neural Approaches
We present eight alternative neural methods. In the
following subsections, we describe their structure
consisting of five main parts:
• word encoder (ENCw): turns word embed-
dings into context-aware embeddings,
• section encoder (ENCs): turns each section
(sentence) into a sentence embedding,
• document encoder (ENCd): turns an entire
document into a final dense representation,
• section decoder (DECs) or document decoder
(DECd): maps the section or document repre-
sentation to a many-hot label assignment.
All parts except for ENCw and DECd are optional,
i.e., they may not be present in all methods.
Figure 2: Illustration of (a) BIGRU-ATT, (b) HAN, and (c) BIGRU-LWAN.
4.2.1 BIGRU-ATT
In the first deep learning method, BIGRU-ATT
(Figure 2a), ENCw is a stack of BIGRUs that con-
verts the pre-trained word embeddings (wt) to
context-aware ones (ht). ENCd employs a self at-
tention mechanism to produce the final represen-
tation d of the document as a weighted sum of ht:
at =
exp(h>t u)∑
j exp(h
>
j u)
(1)
d =
1
T
T∑
t=1
atht (2)
T is the document’s length in words, and u is
a trainable vector used to compute the attention
scores at over ht. DECd is a linear layer with
L = 4, 271 output units and sigmoid (σ) activa-
tions that maps the document representation d to
L probabilities, one per label.
4.2.2 HAN
The Hierarchical Attention Network (HAN) (Yang
et al., 2016), exploits the structure of the doc-
uments by encoding the text in two consecutive
steps (Figure 2b). First, a BIGRU (ENCw) followed
by a self-attention mechanism (ENCs) turns the
word embeddings (wit) of each section si with Ti
words into a section embedding ci:
vit = tanh(W
(s)hit + b
(s)) (3)
a
(s)
it =
exp(v>itu
(s))∑
j exp(v
>
iju
(s))
(4)
ci =
1
Ti
Ti∑
t=1
a
(s)
it hit (5)
where u(s) is a trainable vector. Next, ENCd, an-
other BIGRU with self-attention, converts the sec-
tion embeddings (S in total, as many as the sec-
tions) to the final document representation d:
vi = tanh(W
(d)ci + b
(d)) (6)
a
(d)
i =
exp(v>i u
(d))∑
j exp(v
>
j u
(d))
(7)
d =
1
S
S∑
i=1
a
(d)
i ci (8)
where u(d) is a trainable vector. The final decoder
DECd of HAN is the same as in BIGRU-ATT.
4.3 MAX-HSS
Initial experiments we conducted indicated that
HAN is outperformed by the shallower BIGRU-
ATT. We suspected that the main reason was the
fact that the section embeddings ci that HAN’s
ENCs produces contain useful information that is
later degraded by HAN’s ENCd. Based on this as-
sumption, we experimented with a novel method,
named Max-Pooling over Hierarchical Attention
Scorers (MAX-HSS). MAX-HSS produces section
embeddings ci in the same way as HAN, but then
employs a separate DECs per section to produce
label predictions from each section embedding ci:
p
(s)
i = σ(W
(m)ci + b
(m)) (9)
where pi is an L-dimensional vector containing
probabilities for all labels, derived from ci. DECd
aggregates the predictions for the whole document
with a MAXPOOL operator that extracts the highest
probability per label across all sections:
p(d) = MAXPOOL(p
(s)
1 , . . . , p
(s)
S ) (10)
Intuitively, each section tries to predict the labels
relying on its content independently, and DECd ex-
tracts the most probable labels across sections.
4.3.1 CNN-LWAN and BIGRU-LWAN
The Label-wise Attention Network, LWAN (Mul-
lenbach et al., 2018), also uses a self-attention
mechanism, but here ENCd employs L indepen-
dent attention heads, one per label, generating L
document representations dl =
∑
t altht (l =
1, . . . , L) from the sequence of context aware
word embeddings h1, . . . , hT of each document d.
The intuition is that each attention head focuses
on possibly different aspects of h1, . . . , hT needed
to decide if the corresponding label should be as-
signed to the document or not. DECd employs L
linear layers with σ activation, each one operating
on a label-wise document representation dl to pro-
duce the probability for the corresponding label.
In the original LWAN (Mullenbach et al., 2018),
called CNN-LWAN here, ENCw is a vanilla CNN.
We use a modified version, BIGRU-LWAN, where
ENCw is a BIGRU (Figure 2c).
4.4 Z-CNN-LWAN and Z-BIGRU-LWAN
Following the work of Mullenbach et al. (2018),
Rios and Kavuluru (2018b) designed a similar ar-
chitecture in order to improve the results in docu-
ments that are classified with rare labels. In one of
their models, ENCd creates label representations,
ul, from the corresponding descriptors as follows:
ul =
1
E
E∑
e=1
wle (11)
where wle is the word embedding of the e-th word
in the l-th label descriptor. The label representa-
tions are then used as alternative attention vectors:
vt = tanh(W
(z)ht + b
(z)) (12)
alt =
exp(v>t ul)∑
j exp(v
>
j ul)
(13)
dl =
1
T
T∑
t=1
altht (14)
where ht are the context-aware embeddings pro-
duced by a vanilla CNN (ENCw) operating on the
document’s word embeddings, alt are the attention
scores conditioned on the corresponding label rep-
resentation ul, and dl is the label-wise document
representation. DECd also relies on label represen-
tations to produce each label’s probability:
pl = σ(u
>
l dl) (15)
Note that the representations ul of both encoun-
tered (during training) and unseen (zero-shot) la-
bels remain unchanged, because the word embed-
dings wle are not updated (Eq. 11). This keeps the
representations of zero-shot labels close to those
of encountered labels they share several descriptor
words with. In turn, this helps the attention mech-
anism (Eq. 13) and the decoder (Eq. 15), where the
label representations ul are used, cope with un-
seen labels that have similar descriptors with en-
countered labels. As with CNN-LWAN and BIGRU-
LWAN, we experiment with the original version of
the model of Rios and Kavuluru (2018b), which
uses a CNN ENCw (Z-CNN-LWAN), and a version
that uses a BIGRU ENCw (Z-BIGRU-LWAN).
4.5 LW-HAN
We also propose a new method, Label-Wise Hier-
archical Attention Network (LW-HAN), that com-
bines ideas from both HAN and LWAN. For each
section, LW-HAN employs an LWAN to produce L
probabilities. Then, like MAX-HSS, a MAXPOOL
operator extracts the highest probability per label
across all sections. In effect, LW-HAN exploits the
document structure to cope with the extended doc-
ument length of legal documents, while employing
multiple label-wise attention heads to deal with the
vast and sparse label set. By contrast, MAX-HSS
does not use label-wise attention.
5 Experimental Results
5.1 Experimental Setup
Hyper-parameters were tuned on development
data using HYPEROPT.6 We tuned for the fol-
lowing hyper-parameters and ranges: ENC output
units {200, 300, 400}, ENC layers {1, 2}, batch
size {8, 12, 16}, dropout rate {0.1, 0.2, 0.3, 0.4},
word dropout rate {0.0, 0.01, 0.02}. For the best
hyper-parameter values, we perform five runs and
report mean scores on test data. For statistical sig-
nificance, we take the run of each method with the
best performance on development data, and per-
form two-tailed approximate randomization tests
(Dror et al., 2018) on test data. We used 200-
dimensional pre-trained GLOVE embeddings (Pen-
nington et al., 2014) in all neural methods.
6https://github.com/hyperopt
5.2 Evaluation Measures
The most common evaluation measures in XMTC
are recall (R@K), precision (P@K), and nDCG
(nDCG@K) at the top K predicted labels, along
with micro-averaged F -1 across all labels. Mea-
sures that macro-average over labels do not con-
sider the number of instances per label, thus being
very sensitive to infrequent labels, which are many
more than frequent ones (Section 3.2). On the
other hand, ranking measures, like R@K, P@K,
nDCG@K, are sensitive to the choice of K. In
EURLEX57K the average number of labels per
document is 5.07, hence evaluating at K = 5 is
a reasonable choice. We note that 99.4% of the
dataset’s documents have at most 10 gold labels.
While R@K and P@K are commonly used,
we question their suitability for XMTC. R@K
leads to unfair penalization of methods when doc-
uments have more than K gold labels. Evaluating
at K = 1 for a document with N > 1 gold labels
returns at most R@1 = 1N , unfairly penalizing
systems by not allowing them to return N labels.
This is shown in Figure 3, where the green lines
show that R@K decreases as K decreases, be-
cause of low scores obtained for documents with
more than K labels. On the other hand, P@K
leads to excessive penalization for documents with
fewer than K gold labels. Evaluating at K = 5
for a document with just one gold label returns at
most P@5 = 15 = 0.20, unfairly penalizing sys-
tems that retrieved all the gold labels (in this case,
just one). The red lines of Figure 3 decline as K
increases, because the number of documents with
fewer than K gold labels increases (recall that the
average number of gold labels is 5.07).
Similar concerns have led to the introduction
of R-Precision and nDCG@K in Information Re-
trieval (Manning et al., 2009), which we believe
are also more appropriate for XMTC. Note, how-
ever, that R-Precision requires that the number of
gold labels per document is known beforehand,
which is not realistic in practical applications.
Therefore we propose R-Precision@K (RP@K)
where K is the maximum number of retrieved
labels. Both RP@K and nDCG@K adjust to
the number of gold labels per document, without
unfairly penalizing systems for documents with
fewer than K or many more than K gold labels.
They are defined as follows:
1 2 3 4 5 6 7 8 9 10
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
K top predictions
BIGRU-ATT
HANs
BIGRU-LWANs
Figure 3: R@K (green lines), P@K (red), RP@K
(black) scores of the best methods (BIGRU-ATT, HANs,
BIGRU-LWAN), for K = 1 to 10. All scores macro-
averaged over test documents.
RP@K =
1
N
N∑
n=1
K∑
k=1
Rel(n, k)
min (K,Rn)
(16)
nDCG@K =
1
N
N∑
n=1
ZKn
K∑
k=1
2Rel(n,k) − 1
log2 (1 + k)
(17)
HereN is the number of test documents; Rel(n, k)
is 1 if the k-th retrieved label of the n-th test doc-
ument is correct, otherwise 0; Rn is the number of
gold labels of the n-th test document; andZKn is a
normalization factor to ensure that nDCG@K = 1
for perfect ranking.
In effect,RP@K is a macro-averaged (over test
documents) version of P@K, but K is reduced to
the number of gold labels Rn of each test docu-
ment, if K exceeds Rn. Figure 3 shows RP@K
for the three best systems. Unlike P@K, RP@K
does not decline sharply as K increases, because
it replaces K by Rn (number of gold labels) when
K > Rn. For K = 1, RP@K is equivalent to
P@K, as confirmed by Fig. 3. For large values of
K that almost always exceed Rn, RP@K asymp-
totically approaches R@K (macro-averaged over
documents), as also confirmed by Fig. 3.
5.3 Overall Experimental Results
Table 2 reports experimental results for all meth-
ods and evaluation measures. As expected, Exact
Match is vastly outperformed by machine learning
methods, while Logistic Regression is also unable
to cope with the complexity of XMTC.
ALL LABELS FREQUENT FEW ZERO
RP@5 nDCG@5 Micro-F1 RP@5 nDCG@5 RP@5 nDCG@5 RP@5 nDCG@5
Exact Match 0.097 0.099 0.120 0.219 0.201 0.111 0.074 0.194 0.186
Logistic Regression 0.710 0.741 0.539 0.767 0.781 0.508 0.470 0.011 0.011
BIGRU-ATT 0.758 0.789 0.689 0.799 0.813 0.631 0.580 0.040 0.027
HAN 0.746 0.778 0.680 0.789 0.805 0.597 0.544 0.051 0.034
CNN-LWAN 0.716 0.746 0.642 0.761 0.772 0.613 0.557 0.036 0.023
BIGRU-LWAN 0.766 0.796 0.698 0.805 0.819 0.662 0.618 0.029 0.019
Z-CNN-LWAN 0.684 0.717 0.618 0.730 0.745 0.495 0.454 0.321 0.264
Z-BIGRU-LWAN 0.718 0.752 0.652 0.764 0.780 0.561 0.510 0.438 0.345
ENSEMBLE-LWAN 0.766 0.796 0.698 0.805 0.819 0.662 0.618 0.438 0.345
MAX-HSS 0.737 0.773 0.671 0.784 0.803 0.463 0.443 0.039 0.028
LW-HAN 0.721 0.761 0.669 0.766 0.790 0.412 0.402 0.039 0.026
Table 2: Results on EURLEX57K for all, frequent (> 50 training instances), few-shot (1 to 50 instances), and zero-
shot labels. All the differences between the best (bold) and other methods are statistically significant (p < 0.01).
In Section 2, we referred to the lack of pre-
vious experimental comparison between meth-
ods relying on label-wise attention and strong
generic text classification baselines. Interestingly,
for all, frequent, and even few-shot labels, the
generic BIGRU-ATT performs better than CNN-
LWAN, which was designed for XMTC. HAN also
performs better than CNN-LWAN for all and fre-
quent labels. However, replacing the CNN encoder
of CNN-LWAN with a BIGRU (BIGRU-LWAN) leads
to the best results overall, with the exception of
zero-shot labels, indicating that the main weak-
ness of CNN-LWAN is its vanilla CNN encoder.
5.4 Few-shot and Zero-shot Results
As noted by Rios and Kavuluru (2018b), de-
veloping reliable and robust classifiers for few-
shot and zero-shot tasks is a significant challenge.
Consider, for example, a test document referring
to concepts that have rarely (few-shot) or never
(zero-shot) occurred in training documents (e.g.,
‘tropical disease’, which exists once in the whole
dataset). A reliable classifier should be able to at
least make a good guess for such rare concepts.
As shown in Table 2, BIGRU-LWAN outper-
forms all other methods in both frequent and few-
shotlabels, but not in zero-shot labels, where Z-
CNN-LWAN (Rios and Kavuluru, 2018b) provides
exceptional results compared to other methods.
Again, replacing the vanilla CNN of Z-CNN-LWAN
with a BIGRU (Z-BIGRU-LWAN) improves perfor-
mance across all label types and measures.
All other methods, including BIGRU-ATT, HAN,
LWAN, fail to predict relevant zero-shot labels (Ta-
ble 2). This behavior is not surprising, because
the training objective, minimizing binary cross-
entropy across all labels, largely ignores infre-
quent labels. The zero-shot versions of CNN-
LWAN and BIGRU-LWAN outperform all other
methods on zero-shot labels, in line with the find-
ings of Rios and Kavuluru (2018b), because they
exploit label descriptors, which they do not update
during training (Section 4.4). Exact Match also
performs better than most other methods (exclud-
ing Z-CNN-LWAN and Z-BIGRU-LWAN) on zero-
shot labels, because it exploits label descriptors.
To better support all types of labels (frequent,
few-shot, zero-shot), we propose an ensemble of
BIGRU-LWAN and Z-BIGRU-LWAN, which outputs
the predictions of BIGRU-LWAN for frequent and
few-shot labels, along with the predictions of Z-
BIGRU-LWAN for zero-shot labels. The ensem-
ble’s results for ‘all labels’ in Table 2 are the same
as those of BIGRU-LWAN, because zero-shot labels
are very few (163) and rare in the test set.
The two methods (MAX-HSS, LW-HAN) that ag-
gregate (via MAXPOOL) predictions across sec-
tions under-perform in all types of labels, sug-
gesting that combining predictions from individ-
ual sections is not a promising direction for XMTC.
5.5 Providing Evidence through Attention
Chalkidis and Kampas (2018) noted that self-
attention does not only lead to performance im-
provements in legal text classification, but might
also provide useful evidence for the predictions
(i.e., assisting in decision-making). On the left
side of Figure 4a, we demonstrate such indica-
tive results by visualizing the attention heat-maps
of BIGRU-ATT and BIGRU-LWAN. Recall that
BIGRU-LWAN uses a separate attention head per
label. This allows producing multi-color heat-
maps (a different color per label) separately indi-
cating which words the system attends most when
predicting each label. By contrast, BIGRU-ATT
uses a single attention head and, thus, the result-
ing heat-maps include only one color.
(a) COMMISSION DIRECTIVE (EEC) No 82/147
(b) COMMISSION REGULATION (EEC) No 3517/84
Figure 4: Attention heat-maps for BIGRU-ATT (left) and BIGRU-LWAN (right). Gold labels (concepts) are shown at
the top of each sub-figure, while the top 5 predicted labels are shown at the bottom. Correct predictions are shown
in bold. BIGRU-LWAN’s label-wise attentions are depicted in different colors.
6 Conclusions and Future Work
We compared various neural methods on a new le-
gal XMTC dataset, EURLEX57K, also investigat-
ing few-shot and zero-shot learning. We showed
that BIGRU-ATT is a strong baseline for this XMTC
dataset, outperforming CNN-LWAN (Mullenbach
et al., 2018), which was especially designed for
XMTC, but that replacing the vanilla CNN of CNN-
LWAN by a BIGRU encoder (BIGRU-LWAN) leads
to the best overall results, except for zero-shot la-
bels. For the latter, the zero-shot version of CNN-
LWAN of Rios and Kavuluru (2018b) produces
exceptional results, compared to the other meth-
ods, and its performance improves further when
its CNN is replaced by a BIGRU (Z-BIGRU-LWAN).
Surprisingly HAN (Yang et al., 2016) and other
hierarchical methods we considered (MAX-HSS,
LW-HAN) are weaker compared to the other neu-
ral methods we experimented with, which do not
consider the structure (sections) of the documents.
The best methods of this work rely on GRUs and
thus are computationally expensive. The length
of the documents further affects the training time
of these methods. Hence, we plan to investigate
the use of Transformers (Vaswani et al., 2017; Dai
et al., 2019) and dilated CNNs (Kalchbrenner et al.,
2017) as alternative document encoders.
Given the recent advances in transfer learning
for natural language processing, we plan to ex-
periment with pre-trained neural language models
for feature extraction and fine-tuning using state-
of-the-art approaches such as ELMO (Peters et al.,
2018)), ULMFIT (Howard and Ruder, 2018) and
BERT (Devlin et al., 2019).
Finally, we also plan to investigate further the
extent to which attention heat-maps provide use-
ful explanations of the predictions made by legal
predictive models following recent work on atten-
tion explainability (Jain and Wallace, 2019).
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