We consider analytic continuations of Fourier transforms and Stieltjes transforms. This enables us to define what we call complex moments for some class of probability measures which do not have moments in the usual sense. There are two ways to generalize moments accordingly to Fourier and Stieltjes transforms; however these two turn out to coincide. As applications, we give short proofs of the convergence of probability measures to Cauchy distributions with respect to tensor, free, Boolean and monotone convolutions.
Observation on Cauchy distributions
Let µ a,b be the Cauchy distribution
with parameters a ∈ R and b > 0. This distribution has many important properties in probability theory, which we call tensor probability theory, and also in noncommutative probability theory, especially in free, Boolean and monotone probability theories [14, 19, 20] . For instance, µ a,b is an infinitely divisible distribution with respect to tensor, free, Boolean and monotone convolutions. Moreover, µ a,b is a strictly 1-stable distribution with respect to the four convolutions [4, 7, 9, 19] . These facts are proved by calculating the Fourier transform and Stieltjes transform. The calculation for the tensor convolution differs from the other three: it is characterized by the multiplication of Fourier transforms while the other three convolutions are characterized by using Stieltjes transforms (see (1.1)-(1.4)). In addition, the Fourier transform strongly differs from the Stieltjes transform: the former is not (real) analytic in general but the latter is always analytic in the complex plane except for the real line. In spite of this difference, the four concepts of infinite divisibility have one-to-one correspondence to each other by using the so-called Bercovici-Pata bijections; the reader is referred to [3, 8] and also [6] . A universal role of Cauchy distributions comes from the fact that they are fixed by the Bercovici-Pata bijections.
We note that there are other nontrivial relations involving these four convolutions. For instance, some free 1 2 -stable distributions are infinitely divisible in the tensor sense [16] (this is also the case in the monotone case, while its explicit calculation is not in the literature). Gaussian distributions are also such examples: they are infinitely divisible both in the tensor and free senses [2] . These measures are however not fixed points of the Bercovici-Pata bijection. Now we go on to the idea of this paper. The Fourier transform of a probability distribution µ on the real line is defined by
and the Stieltjes transform is defined by
is also important in noncommutative probability theory. We use the usual notation for convolutions: * for the tensor convolution (the usual convolution), ⊞ for the free convolution, ⊎ for the Boolean convolution and ⊲ for the monotone convolution. These convolutions are characterized by [4, 14, 20, 19] 
Im z < 0} which will be explained in detail later. The upper half plane is usually used in free probability; however we choose C − to define a correspondence between a Fourier transform and a Stieltjes transform. The following observation on Cauchy distributions will be helpful to understand the reason.
It is well known that F µ a,b and G µ a,b are calculated as
where sign(x) = 1 for x > 0 and sign(x) = −1 for x < 0. {µ at,bt } t≥0 is easily shown to become a convolution semigroup in tensor, free, Boolean and monotone senses, and therefore µ a,b is infinitely divisible. Moments of a probability measure can be obtained as the coefficients of the Taylor expansion of F µ (z) or the Laurent expansion of G µ (z). More precisely, let m n (µ) be the nth moment of µ and then
We neglected here the convergence of the series.
Let C + be the upper half plane. G µ a,b is analytic in C − and it has analytic continuation from C − to C \{a + ib}. We denote this function by
We then have the convergent series
for |z| > √ a 2 + b 2 . At first sight a similar idea seems impossible for the Fourier transform because of the absolute value of z. However, if we restrict the domain to z > 0, then F µ a,b (z) = e iaz−bz = e i(a+ib)z , z > 0. We denote its analytic continuation to C by F µ a,b :
Since the same coefficient (a+ ib) n appears in both Fourier and Stieltjes transforms, we decide to call m n (µ a,b ) := (a + bi)
n the complex moments of the Cauchy distribution. In the next section, we extend the concept of complex moments to more general probability measures.
This paper is organized as follows. The most important class of probability measures to be considered is P 1 which roughly consists of probability measures with analytic densities at infinity. In Section 2, we clarify similarity between the Fourier transform and the Stieltjes transform regarding analytic properties, extending the definition of moments and four kinds of cumulants to P 1 . More precisely, we generalize moments in two different ways: one by means of analytic continuation of the Fourier transforms from z > 0 to C, and the other by analytic continuation of Stieltjes transforms from C − to C − ∪ {z ∈ C; |z| > R} for some R > 0. While these transforms have different analytic properties, such defined moments turn out to coincide. Then four kinds of cumulants can be defined and satisfy the moment-cumulant formulae. These moments and cumulants are complex numbers and we call them complex moments and complex cumulants respectively. Then the Cauchy distributions turn out to have the same complex cumulants in any sense of tensor, free, Boolean and monotone. This reveals a universal role of Cauchy distributions. In Section 3 we prove that the sum of i.i.d. random variables divided by the number of them converges to a Cauchy distribution, using complex moments and cumulants. This holds in any case of tensor, free, Boolean and monotone convolutions. In particular the monotone case is quite new since a complex analytic method is not known to examine limit behavior of monotone convolutions of probability measures with infinite moments. In Section 4 we characterize P 1 in terms of Fourier transforms and Stieltjes transforms; the characterization by Fourier transforms results in a kind of Paley-Wiener theorem.
Complex moments
We introduce a class P 1 of probability measures µ of the forms
where ν and λ satisfy the following properties.
(A1) ν is a positive measure with compact support.
(A2) There exist 0 < r < R and a real analytic function p(x) = ∞ n=2 an x n which is absolutely convergent for |x| > r and is non-negative on |x| ≥ R such that λ(dx) = p(x)1 |x|≥R (x)dx.
We also define P 2 consisting of µ = ν + λ, where ν is a positive measure with finite second moment and λ satisfies the property (A2).
Example 2.1. The following measures satisfy the property (A2).
(a) Cauchy distributions λ = µ a,b defined on |x| ≥ R with R > |a| + b.
for sufficiently large R > 0, where P (x) and Q(x) are polynomials satisfying that deg P (x) + 2 ≤ deg Q(x) and P (x), Q(x) ≥ 0 for |x| > R.
dx on |x| ≥ R with R > 1, where n ≥ 1 and p ≥ 1 are natural numbers.
(c) and (d) are generalizations of (a) and (b) respectively. In (a), we can define ν to be the restriction of the Cauchy distribution µ a,b on [−R, R], and then µ a,b = ν + λ belongs to P 1 .
We check the property (A2) for the Cauchy distribution µ 0,1 for instance. The density function is given by
This series converges for |x| > 1.
The free, Boolean and monotone convolutions are all characterized by using Stieltjes transforms. Therefore, we consider the analytic continuation of Stieltjes transforms.
Proposition 2.2. Let λ be a positive measure on (−∞, −R] ∪[R, ∞) which satisfies (A2). Then
for Im z < 0. We notice that Im v > 0. Then it holds that
where C R is the semicircle C R = {R −1 e iθ ; −π ≤ θ ≤ 0} with the counterclockwise direction. The last expression is also valid for |v| < R −1 as well as for v ∈ C + . The Taylor expansion of it becomes
The tensor convolution (the usual convolution) is characterized by the multiplication of Fourier transforms. Therefore, we in turn consider analytic continuation of Fourier transforms. 
Proof. We have for z > 0
Then the path in the integral (2.2) can be changed as
where Γ R,ε is a curve consisting of two line segments [−R −1 , −ε] and [ε, R −1 ] and a semicircle C ε −1 . Therefore we have
for z > 0. This expression continues F λ from (0, ∞) to C.
It is natural to define what we call complex moments of λ by the sequence b n for free, Boolean and monotone probability theories and by c n for tensor probability theory. There is no a priori evidence that these two ways define the same quantities. However, the two analytic continuations give the same complex moments as is understood from the proofs:
for all n ≥ 0 and they are expressed as
where γ R = {Re iθ ; 0 ≤ θ ≤ π} equipped with counterclockwise direction. We denote b n by m n (λ).
Proof. We have proved that
w n+2 dw. We can easily prove that this integral is equal to γ R z n p(z)dz.
Therefore we can generalize moments both in terms of the Fourier transform and the Stieltjes transform.
Definition 2.5. (Complex moments). We define the nth complex moment of µ ∈ P 1 by m n (µ) = m n (ν) + m n (λ), where ν and λ are given by a decomposition in (2.1). Similarly we define the first and second moments of µ ∈ P 2 by m j (µ) = m j (ν) + m j (λ) for j = 1, 2.
Remark 2.6. (1) The decomposition in (2.1) and the choice of the convergence radius R of λ are not unique. It is however not difficult to prove that the definition of complex moments does not depend on these ambiguities. (2) We notice that the domain (0, ∞) of the Fourier transform and the domain C − of the Stieltjes transform play analogous roles in the analytic continuations. The information of G µ on C + is recovered from the relation G µ (z) = G µ (z); this is similar to the relation F µ (z) = F µ (−z).
dx on R, a ∈ R. This is the convolution of µ 0 and δ a . Since the binomial expansion holds for the moments of the tensor convolution, the nth complex moment is m n (µ a ) = n k=0
In general, if µ ∈ P 1 is symmetric, there exist r n ∈ R such that m n (µ) = r n i n . This is because the Fourier transform takes real values on R and therefore the coefficient of z n (z > 0) in the Taylor expansion is a real number for any n.
In addition to moments, we can extend cumulants. We need the following fact whose proof is identical to that in [10] . We find that the four kinds of cumulants of the Cauchy distribution µ a,b are given by
This helps us to understand a universal role of Cauchy distributions in noncommutative probability theory. From now on we show basic properties of complex moments and cumulants.
Proposition 2.10. Im (m 1 (µ)) ≥ 0 for all µ ∈ P 2 .
Proof. Let µ = ν + λ be a decomposition in (2.1). We have only to consider λ. By Theorem 2.4 m 1 (λ) is calculated as
Since p(x) is a positive function, a 2 ≥ 0. Therefore, Im (m 1 (µ)) = πa 2 ≥ 0.
The above fact will be used in Section 3 to formulate convergence of probability measures to Cauchy distributions.
The following property follows from the integral representation of complex moments in Theorem 2.4. This result means that the set P 1 is analogous to the set of probability measures with compact supports. Proposition 2.11. Let µ = ν + λ ∈ P 1 be a decomposition as in (2.1) , where ν is supported on
Proof. Let p be the density function of λ. We have
for a constant C > 0. This completes the proof.
Remark 2.12. In Section 4 we introduce a canonical constant R µ of µ ∈ P 1 . Then we can take the constant R arbitrarily near to R µ : R µ = inf{R ≥ 0; sup n≥1
Let P(n), N C(n), I(n) and M(n) be respectively the sets of partitions, non-crossing partitions, interval partitions and monotone partitions of {1, · · · , n}. Only the monotone partitions are equipped with order structure. The reader is referred to [10, 15] for details. For a partition π = {V 1 , · · · , V k } ∈ P(n) and a sequence {r n } n≥1 ⊂ C, we define r π := r |V 1 | · · · r |V k | .
Since we defined complex moments via analytic continuations, the following properties hold.
Proposition 2.13. The moment-cumulant formulae hold:
The proof is the same as the usual case where µ has a compact support; the reader is referred to [10, 17, 18, 19] and also [11] for a unified treatment of (2.4), (2.5) and (2.6).
Let D c be the dilation operator defined by
for all bounded continuous function f .
Proposition 2.14. Let µ, µ 1 , µ 2 ∈ P 1 . The complex cumulants are additive and homogeneous:
Remark 2.15. As proved in Corollary 4.2, P 1 is closed under the four kinds of convolutions, and hence the above cumulants such as K T n (µ 1 * µ 2 ) are well-defined. This proof is also the same as the usual one. See [10, 11, 17, 18, 19] for details.
Convergence of probability measures to Cauchy distribution
Now we prove that the distribution of
converges weakly to Cauchy distributions for i.i.d. random variables X i with the distribution in P 1 or P 2 . We consider only probability measures since difficulty arises to formulate the results in terms of unbounded operators. It is known that P 2 belong to the domain of attractor of Cauchy distributions in tensor, free and Boolean probability theories [3, 7] . There are however two merits in the approach of this paper: the proof is simple; the two parameters a and b appearing in the limit distributions can be explicitly calculated in terms of complex moments.
Before proving them, we introduce a tool in free probability. A domain of F −1 µ for a probability measure µ is defined as follows. It is known that there exists a domain Ω such that F µ has the right inverse F −1 µ on Ω. It is possible to choose Ω of the form Ω = α>0 Γ α,βα for some β α > 0, where Γ α,β = {z ∈ C − ; |Re z| < α|Im z|, Im z < −β}. Proof. As usual we take a decomposition µ = ν + λ in (2.1). It is well known that R e ixz ν(dx) = ν(R) + im 1 (ν)z + o(z) as z → 0. Therefore we have
for z ≥ 0. We notice that m 1 (µ) has a non-negative imaginary part from Proposition 2.10. Therefore the limit is the Fourier transform of the Cauchy distribution µ a,b with a = Re (m 1 (µ)) and 
by using the Nevanlinna representation
for ν, where τ is a positive finite measure [1] . The right inverse can be written as F −1
. We show that g(z) → 0 in the non tangential limit z → ∞. The equality
)) → 0. Therefore, g(z) → 0 in the non tangential limit. Finally we obtain
as N → ∞ for all z ∈ C − . Thus µ 
The weak convergence follows from Theorem 2.5 in [13] .
We can prove a similar result for the monotone convolution. This is quite new since there are not complex analytic methods to analyze iteration of monotone convolutions of probability measures without the usual moments. Now we prove a limit theorem using the complex moments. In this case we restrict the class of probability measures to P 1 . We need a Lemma.
Proof. We prove this by induction. Assume that |m n (µ ⊲N )| ≤ (NR) n for all n ≥ 0. Since we complex moments via analytic continuation, it holds that
for ρ, σ ∈ P 1 [10] . If |m n (ρ)| ≤ R n 1 and |m n (σ)| ≤ R n 2 for all n, then we have
. We replace ρ by µ and σ by µ ⊲N , and then the above inequality Proof. Applying 2.14, we get K
The limit complex cumulants are the complex monotone cumulants of the Cauchy distribution µ a,b , and therefore m n (µ M N ) converges to (a + bi) n as N → ∞. Therefore the
(a+bi) n z n+1 in the sense of formal power series. Moreover, the estimation
holds for some R > 0 from Lemma 3.2 and Proposition 2.14; this implies that G µ M N (z) converges to G µ a,b (z) uniformly in |z| ≥ 2R. Thus we obtain the weak convergence µ M N → µ a,b using Theorem 2.5 in [13] .
4 Characterization of the set P 1
In this section we characterize the class P 1 in terms of analytic properties of G µ (z) and its reciprocal
, and moreover in terms of F −1 µ and Fourier transforms F µ (z). Similarity between P 1 and probability measures with compact supports will be understood from the characterizations; in particular, characterization by means of Fourier transforms results in a kind of Paley-Wiener theorem.
We recall that µ ∈ P 1 has a density of the form ∞ n=2 an x n for sufficiently large |x|. Let R µ be defined by R µ = inf{R > 0; µ| |x|≥R (dx) = ∞ n=2 a n x n dx}.
For instance, R µ 0,b = b. µ is compactly supported if and only if a n = 0 for all n. If µ is compactly supported, then R µ is equal to inf{R > 0, supp µ ⊂ [−R, R]}. We will prove that R µ plays a role similar to the compactly supported case.
We introduce notation and terminology. Ω −1 denotes the set {z ∈ C;
1 z ∈ Ω} ⊂ C + , where Ω is the domain introduced in Section 3. An entire function f in C is said to be of finite order if there exist 0 ≤ ρ < ∞ and C 1 , C 2 > 0 such that |f (z)| ≤ C 1 e C 2 |z| ρ for all z ∈ C. The infimum of such ρ that the above C 1 , C 2 exist is called the order of f . If f has an order ρ, then f is said to be of finite type if lim a→∞ a −ρ log(sup |z|≤a |f (z)|) < ∞. The value of the limit superior is called the type of f . We refer the reader to [12] for more information on entire functions.
Changing the path, we obtain N 0 e tξ F µ (iξ)dξ. Now Lévy's inversion formula (see Theorem 6.2.1 in [5] for instance) implies that µ has the absolutely continuous density
Im cn t n+1 for |t| > R, which completes the proof.
5. The equalities of r µ (k) and R µ are easily proved by using the above proofs of 1, 2, 4 and Theorem 2.4 and Proposition 2.11. Proof. This is immediate since the convolutions are characterized as (1.1)-(1.4).
