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Abstract
Many brokers have adapted their operation to exploit the potential of the
web. Despite the importance of the real estate classifieds, there has been little
work in analyzing such data. In this paper we propose a two-stage regression
model that exploits the textual data in real estate classifieds. We show how
our model can be used to predict the price of a real estate classified. We also
show how our model can be used to highlight keywords that affect the price
positively or negatively. To assess our contributions, we analyze four real
world data sets, which we gathered from three different property websites.
The analysis shows that our model (which exploits textual features) achieves
significantly lower root mean squared error across the different data sets and
against variety of regression models.
1. Introduction
Real estate classifieds constitute an integral part of the real estate mar-
ket. A real estate classified provides a concise description of a real estate unit
that is available either for rent or sale. Traditionally, such classifieds were
publicized using printed materials such as newspapers or dedicated classifieds
periodicals. The Internet revolutionized the classifieds business, as with other
advertisement sectors. The large reduction in price, coupled by efficient and
quick search service, removed the restriction on classifieds size (from a max-
imum of few tens of words to practically unlimited textual description) and
allowed the inclusion of multi-media images and videos. Such revolution can
be verified through the valuation of Zillow, one of the biggest websites that
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specializes in posting real-estate classifieds, at 50 billion USD.1 Although at
some point it was feared that such a new trend in advertising properties may
threaten the profitability of traditional brokerage companies, many brokers
have adapted their operation to exploit what the web has to offer; and they
integrated the web technology into their process [5].
Nowadays, many large brokerage companies developed their own web-
sites to list their properties, in addition to listing their properties on 3rd
party web portals. In United Arab Emirates, where the real estate market
constitutes 12.5% of the GDP,2 several major website portals targeted real
estate classifieds. Examples include Gulf News Ads (www.gnads4u.com), Du-
bizzle (www.dubbizle.com), Bayut (www.bayut.com), and Property Finder
(www.propertyfinder.ae). Furthermore, major real estate brokering compa-
nies list classifieds on their own websites, such as such as Better Homes
(www.bhomes.com) and Hamptons (www.hamptons.ae).
Despite the importance of the real estate classifieds, there has been little
work in analyzing such data. In particular, most of the previous work that
applied data mining to real estate data focused on structured attributes
such as number of bedrooms, area, location, etc. [8] (a broader view of
related work is given in Section 5). For example, Zillow website provides
Zestimate service which attempts to automatically valuate a real estate unit.
The service relies on history of previously sold houses, using only structured
features [12].
However, for classifieds, the unstructured and ungrammatical3 textual
attributes (typically the classified title and description) are important com-
ponents of a classified that should not be ignored as they may encapsulate
ad hoc features (such as ”remodeled house”, ”near X hotel”). While many
websites try to capture ad hoc features in a form of a checklist that ad posters
can mark, it is hard to account for all possible features in such manner, par-
ticularly rare features. Also some ad hoc features may appear suddenly over
time (e.g. due to the opening of a new park or a hotel).
In this work we investigate the use of text mining, along with other data
mining techniques, to analyze real estate classifieds. Our aim is to explore
1”Hedge fund sees Zillow becoming a $50B company”, http://www.inman.com/2014/
11/19/zillows-biggest-investor-expects-portal-to-reach-50b-valuation/
accessed pm 1st of September 2015.
2”Dubais GDP climbs 4.4%”, Khaleej Times, 12th June 2013.
3Ungrammatical means the text does not strictly conform to grammatical rules.
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two important research questions:
• Can the use of text mining improve the accuracy of predicting the price
of a real estate classified?
• Can we identify which keywords affect the price of a real estate unit
either positively or negatively?
Answering these questions will be valuable for real estate agents, and even
home owners who directly post classifieds. Predicting a more accurate price,
for a real estate unit, that takes into account the textual unstructured data
(not just the structured data) will prevent the stakeholder from overestimat-
ing or underestimating the price. Furthermore, by identifying the important
keywords, the stakeholder can refine the unit description and title to better
reflect the price being asked.
We propose a two-stage regression model to solve both of these questions.
The first stage of our model uses only structured features of a classified (such
as the number of bedrooms and the location) to make an initial prediction
of the real estate unit. The second stage uses the textual features of the
same classified to refine the initial prediction. We conducted the analysis
on four data sets of real estate classifieds. The datasets were gathered from
three different websites that post real estate classifieds in United Arab Emi-
rates. We show that our proposed approach improves the prediction of a
property price or rental. We also illustrate how text mining combined with
a linear regression model can be used to identify keywords that affect the
price negatively or positively. Table 1 shows an example classified that was
automatically highlighted using our proposed system.
To summarize, the contributions of this paper are:
• proposing a 2-stage regression model that exploits the textual features
of a real estate classified to improve the price prediction of the real
estate unit.
• showing how our proposed model can be used to automatically highlight
keywords that affect the real estate price positively or negatively
• collecting 4 datasets of real estate classifieds and using the 4 datasets
to evaluate our proposed model.
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2 BR+maid with full sea views is available for rent in Al Hasser,
Shoreline Apartment, Palm Jumeirah. Vacant and ready to move in.
The 20 Shoreline Apartment buildings that line the east side of The
Trunk feature some of the Middle Easts most desirable apartments.
Five exclusive beachfront clubhouses cater to residents, providing
world class fitness centres, retail outlets, al fresco dining,
swimming pools and direct access to the islands white sand beaches.
Facilities: 5 Health Clubs ( 1 for 4 apartments blocks), Large
Swimming Pool, Modern Gym, Children’s playground, and Restaurants
Table 1: Sample classified with important words highlighted. Words in red affect the price
of the classified negatively (e.g. Jumeirah), while words in blue affect the price positively
(e.g. Palm).
The rest of the paper is organized as follows. The following section de-
scribes how the data was collected and prepared. We then explain our pro-
posed data mining process for predicting the price of real estate units using
text mining and linear regression model. This is followed by the evaluation
and analysis of our proposed approach using the collected data. We then
discuss the related work and conclude our paper.
2. Data Preparation
We extracted our data from three major websites that post on-line res-
idential real estate classifieds in the United Arab Emirates. The data was
collected in the period from 17th of September to 6th of October, using our
own web crawler.4 The collected data contained both apartments (flats) and
villas (houses) that are offered for either sale or rent. A total of 20,600 records
were extracted. Table 2 illustrates the extracted features.
The extracted data was then cleaned as follows. Duplicate classifieds
(identical title and description) were removed to endup with 19644 records.
Then outliers were removed as follows. First, the average rent/price per
bedroom was calculated by deviding Price over Beds + 1 (the added one
was needed in case of a studio apartment which has value Beds = 0). Records
with unreasonably low/high price were removed according to the following
4While more sophisticated crawlers do exist,[16], for our purposes we preferred a simple
and efficient crawler.
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Name Type Description
Title Text Title of the classified.
Description Text Description of the property.
Beds Integer Number of bedrooms in a property
Baths Integer Number of bedrooms in a property
Size Integer Built area of the property (in square feet)
Location Nominal Each nominal value represents a neighborhood.
Price Integer The renting or selling price of the property.
Table 2: The features of the data set.
conditions. For the rental properties we only accepted the properties that
satisfy the condition 100000 ≥ AverageRent ≥ 10000.5 . The properties that
are up for sale needed to satisfy the condition: 1000000 ≥ AveragePrice ≥
100000. This resulted in further reduction in the number of records to 16008
divided as follows:
• Apartments for rent: 8192 records
• Houses for rent: 2105 records
• Apartments for sale: 4599 records
• Houses for sale: 1112 records.
Finally, all textual features were converted to lower-case.
3. 2-Stage Regression Model with Text-Mining
Figure 1 illustrates the process we propose to analyze real estate classifieds
data. The main idea is to use a 2-stage regression model to predict the
price/rent of a real estate classifieds. The first regression model (Stage-1
regression model in the figure) attempts to predict the price of a real estate
classified using only structured features (such as the number of bedrooms
and the location). The second regression model attempts to predict the
remaining difference in price between the actual price and the predicted price
from Stage-1 regression model.
5The rental price in Dubai is annual, and the currency is Arab Emirates Dirham (AED)
(The Dirham is pegged to the US dollar at a rate of 3.67 AED per US dollar).
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The decomposition of the regression of the price in two (sequential) stages
achieves the following benefits:
Allowing different regression model for each stage . This is impor-
tant because while linear regression is convenient to use for the second
stage to highlight which keywords are(not) important, linear regression
is not necessarily the best regression model for the first stage.
Intuitive semantics . With such decomposition, the semantics of the lin-
ear regression weights for the second stage are clear: explain why cer-
tain units have lower than (lager than) expected price, as predicted
by the first regression model (which relies primarily on structured fea-
tures), using keywords.
Easier integration with state-of-the-art . Since the current state-of-
the-art techniques in automatic valuation of real estate units rely on
structured features, our two stage approach allows easier integration
with such techniques.
The process was implemented using RapidMiner.6 The following sub-
sections describe the different components of our proposed approach in fur-
ther detail.
3.1. Stage 1: Predicting Price Using Structured Features
The first stage in our model uses structured features to predict the price
of a real estate unit. The first step is converting the location attribute, which
is nominal, to numerical attributes. This is done by creating a set of binary
attributes, one binary attribute for each nominal value of the location. For
example, ”Dubai Marina” is a possible value of the location attribute. After
this step we have a binary feature ”loc dubai marina”, which equals 1 if and
only if the location attribute equals ”Dubai Marina”, otherwise it equals 0.
The final step of Stage 1 is building a regression model for predicting the
price using the structured (now numerical) features. We have considered 3
regression models in our evaluation: linear regression (LR), artificial neural
networks (NN) [9], and support vector machine regression (SVMR) [19]. We
6RapidMiner is an open-source system for data mining that allows building a rich
data-flow process of data-mining operators (http://rapid-i.com).
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describe LR in the following section because it is important to understand
how we highlight important keywords. However, for the other two regression
models, we refer the interested reader to the corresponding citation.
3.2. Price Decomposition
Before building the model for Stage 2, the predicted price in Stage 1 is
calculated using the fitted model of Stage 1. Then the difference between the
actual price and the price predicted by Stage 1 is calculated. This difference
in price becomes the target attribute for Stage 2. In other words, Stage 2
attempts to predict the difference between the actual price and the price
predicted using only structured features.
3.3. Stage 2: Using Text Mining to Improve Predicted Price
The second stage converts the textual attributes to numerical features.
As we mentioned earlier, The purpose of applying text-mining is to discover
the effect of the hidden information in Title and Description features that
might enhance the accuracy of predicting a property’s price. First, the text
is tokenized by splitting the text into sequence of tokens, words. Tokens that
are less than 4-characters length are removed. Then, stop-word tokens are
removed using a list of English stop-words. A stop-word is a word that has
little distinguishing power, such as ”the”, ”is”, and ”at”. This is followed by
the generation of n-Grams terms. A term n-Grams is a series of successive n
tokens. For example, the set of 1-Gram terms is the set the original tokens.
The set of 2-Gram terms contains sequences of two tokens and so forth. To
avoid terms that too rare (possibly outliers) or too common (does not help
in distinguishing classifieds), all terms that appear in less than Tmin percent
or more than Tmax percent of all classifieds are removed. The final step
is computing the Term Frequency-Inverse Document Frequency (TF-IDF)
for each term (in each classified). The TF-IDF counts how many times a
particular term (n-Gram) i appears in the text of classified j, which is then
inversely weighted by how common the term is across different classifieds:
TF-IDF(i, j) = TF (i, j) ∗ IDF (i)
where TF (i, j) = F (i,j)|F | , F (i, j) is the number of occurrences of Term i in
Classified j, |F | is the length of the F vector (F(i,j) ∀i), IDF (i) = log N
Ni
, N
is the number of documents (classifieds), and Ni is the number of documents
that contain Term i.
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By the end of this step, the text of each classified is converted to a numer-
ical vector representation. Each feature in the vector corresponds to a term,
where the value is the TF-IDF of the term. The features are then filtered to
reduce their numbers. We removed features that are highly correlated with
one another (keeping only one feature from each set of correlated features).
Two features are considered correlated if the correlation between them ex-
ceeds 0.99. The final step of Stage 2 is building the regression model. Here
we only use linear regression model because it assigns a weight for each term.
LR follows the simple model:
PredictedPrice(j) =
∑
i
wi.ai
where wi is the weight corresponding to feature i and ai is the value of
feature i. The learning algorithm finds the best values for the weights based
on the the dataset that minimizes (squared) error (between the actual price
and the predicted price). The weight intuitively reflects the feature’s effect on
the price. For example, when a feature has a positive weight value, it means
that the feature works toward increasing the price. Similarly, having a feature
with negative weight has the effect of decreasing the price. We show in the
following section how this intuition helps in identifying important keywords.
3.4. Applying the Model
Figure 2 illustrates how the generated 2-stage regression model can be
used to predict the price of a real estate classified. Each stage predicts a
component of the price, and the two components are summed to generate
the final prediction.
As we also showed in Table 1, the weights of the LR model of Stage 2 can
be used to highlight important keywords.
4. Analysis
To evaluate our approach, we computed two performance metrics: the
Root Mean Squared Error (RMSE) and the correlation between the predicted
price and the actual price. These two measures were computed for each of the
four datasets, with and without using the textual features. In other words,
we compared our 2-stage regression model (which incorporated text mining)
to the traditional (1-stage) regression model (which relied only on structured
features). The comparison is done using three different regression models for
9
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the first stage while linear regression was used for the second stage. Figure
3 summarizes our results for the 4 datasets and the 3 regression models of
Stage 1. In the remainder of this section we discuss in more detail the results
for each regression model of Stage 1.
Table 3 and Table 4 summarize the results when linear regression (LR)
was used for the first stage. The tables show a clear and statistically signif-
icant improvements, in all four datasets, when using our 2-stage approach.
The RMSE is reduced and the correlation increased. It is worth noting that
the RMSE is a higher and the correlation lesser for houses when compared
to apartments. This is due to the larger variety of houses even within the
same neighborhood, in addition to the smaller number of house classifieds
(compared to apartments).
Table 3: Root Mean Squared Error (RMSE) when linear regression was used in the Stage
1 of our 2-stage regression model.
Dataset RMSE w/o text-mining RMSE with text mining
Renting apartment 36737 +/- 1046 32047.045 +/- 1352.944
Renting house 61752 +/- 2814 57687.191 +/- 3176.731
Selling apartment 465525 +/- 8399 415685.369 +/- 18292.775
Selling house 735377 +/- 29075 727541.031 +/- 78869.986
Table 4: The correlation (between predicted and actual price) when linear regression was
used in the first stage of our 2-stage regression model.
Dataset Corr. w/o text-mining Corr. with text mining
Renting apartment 0.838 +/- 0.012 0.881 +/- 0.008
Renting house 0.845 +/- 0.021 0.871 +/- 0.017
Selling apartment 0.856 +/- 0.013 0.889 +/- 0.011
Selling house 0.809 +/- 0.038 0.817 +/- 0.051
Table 5 and Table 6 show similar results when we used artificial neural
network (ANN) for the Stage 1. The tables show again a clear and statisti-
cally significant improvements when using our 2-stage approach against the
traditional 1-stage approach (that also uses artificial neural network). The
RMSE is reduced and the correlation increased in all four datasets. It is
worth noting that across all datasets the performance of artificial neural net-
work is worse than linear regression, but the use of text mining in Stage 2
still improved performance.
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Table 5: Root Mean Squared Error (RMSE) when artificial neural network regression was
used in the first stage of our 2-stage regression model.
Dataset RMSE w/o text-mining RMSE with text mining
Renting apartment 44648.549 +/- 6795.781 34843.054 +/- 5676.464
Renting house 85353.454 +/- 26446.908 69535.376 +/- 6847.498
Selling apartment 579014.731 +/- 120081.461 443262.976 +/- 24856.718
Selling house 1193741.188 +/- 568449.993 920461.846 +/- 144612.999
Table 6: The correlation (between predicted and actual price) when artificial neural net-
work regression was used in the first stage of our 2-stage regression model.
Dataset Corr. w/o text-mining Corr. with text mining
Renting apartment 0.811 +/- 0.034 0.871 +/- 0.027
Renting house 0.714 +/- 0.244 0.816 +/- 0.040
Selling apartment 0.835 +/- 0.024 0.878 +/- 0.016
Selling house 0.490 +/- 0.339 0.684 +/- 0.110
Table 7 and Table 8 show similar results when we used support vector
machine regression (SVMR) for the first stage of our approach. Similar to
the previous regression models we evaluated, the tables show a clear and sta-
tistically significant improvements when using our 2-stage approach against
the traditional 1-stage approach (that also uses SVMR). Interestingly, using
the traditional 1-stage approach, SVMR is slightly worse than LR. However,
using our approach and exploiting the textual features of ads, SVMR results
in the lowest RMSE and the highest correlation in all four datasets with a
clear advantage over linear regression for the Selling House dataset.
Table 7: Root Mean Squared Error (RMSE) when support vector machine regression was
used in the first stage of our 2-stage regression model.
Dataset RMSE w/o text-mining RMSE with text mining
Renting apartment 37550.226 +/- 1814.974 32003.126 +/- 1676.801
Renting house 62682.050 +/- 4487.318 57377.165 +/- 3531.160
Selling apartment 467869.878 +/- 13612.336 415388.299 +/- 18916.617
Selling house 746897.386 +/- 46691.263 688058.699 +/- 66977.813
To understand why text mining reduced the RMSE, we investigated the
linear regression model in Stage 2 to identify which words affected the price
positively or negatively. Table 9 lists a sample of the discovered important
13
Table 8: The correlation (between predicted and actual price) when support vector ma-
chine regression was used in the first stage of our 2-stage regression model.
Dataset Corr. w/o text-mining Corr. with text mining
Renting apartment 0.833 +/- 0.014 0.880 +/- 0.009
Renting house 0.843 +/- 0.02 0.871 +/- 0.018
Selling apartment 0.855 +/- 0.013 0.889 +/- 0.011
Selling house 0.802 +/- 0.038 0.829 +/- 0.050
words. Few of the words that affected the price are related to the location.
While the location attribute in the original dataset7 did specify the location
of the unit in a structured manner, only one location was allowed. Textual
description on the other hand allowed mentioning nearby prime locations
and landmarks. For example, the Palm islands and Downtown are prime
locations in Dubai, and therefore affect the price positively in several of the
datasets. The Burj refers to Burj Khalifa, the tallest artificial structure in
the world, which is a prime landmark with luxurious real estate surrounding
it. The Sports city is a new real estate project that is not fully developed yet
(hence the reduction in rent). Most of the words that affected the price nega-
tively made sense, such as deal, offer, road, price and sale. Interestingly,
some of the words affected the price negatively despite representing positive
sentiment, such as spacious and nice. This is in contrast to words like
amazing, stunning and beautiful that also represent positive sentiment
but affected the price positively. A possible explanation is that only words
with strong positive and confident sentiment affect the price positively, while
words with weak positive sentiment reflect weaker confidence in the actual
worth of the real estate property.
5. Related Work
Due to the importance of valuating a real estate property, there has been
extensive research on automatic valuation [18, 17, 3, 2, 14, 11]. Most of that
work used hedonic models, which assumed the price can be predicted from
a combination (usually linear) of the property structured features [6] such
as number of bedrooms and the location. Traditional hedonic models were
7Recall that the location attribute was converted to binary attributes corresponding to
each location value.
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Table 9: Sample of words (uni-gram and bi-gram) that affect the price of a real estate
classified (either positively or negatively)
Dataset Positive words Negative Words
Renting study, suite sale, sports
Apartment palm, amazing nice, deal
Renting downtown, palm partial, deal
House luxurious, stunning offer, village
Selling burj, quality road, covered
Apartment study, beautiful cluster, plot
Selling proud, finishing hotel, fully
House golf, views price , spacious
based on human expertise, where the model parameters are usually hand-
coded by experts, unlike our proposed method here, which uses data mining.
There has been growing literature on the use of data mining techniques to
analyze real estate data [13, 8, 4, 7, 10], however, most of the previous work
focused only on structured features and ignored textual features. We review
sample of these works in the remainder of this section.
One of the early works [13] used decision tree and neural network tech-
niques to predict the sale price of a house. The analysis used data with 15
numerical features that represent the houses characteristics plus a categor-
ical feature that corresponds to the address. The dataset consisted of 1000
records that were collected from the houses sales transactions in Miami, US.
Unlike our work, the analysis focused only on properties for sale (did not
include rentals), used only structured features (no text mining) and relied
on a much smaller dataset (compared to our +50,000 records). A broader
analysis was conducted in [21], covering 295,787 transactions from four cities
in the US. Again, only numerical features were used (although more exten-
sive features were used, almost 200) and no textual features were used (also
despite attempting to predict the price, no performance criterion was re-
ported). A more recent work [8] proposed Adaptive Neuro Fuzzy Inference
System (ANFIS) and tested the system over 360 records of past sales prop-
erties in Midwest, US. The dataset had 14 numerical features and again no
textual feature was used.
Another research paper [7] focused on studying the prediction of prices
of apartments in city in Macedonia. Among the three data mining tech-
niques that were applied on a dataset of 1200 sales transactions, the logistic
15
regression (very similar to linear regression) was found to be the superior in
prediction accuracy over decision tree and neural network techniques. Like
the other earlier mentioned papers, there was no use of textual data. Some
attempted to add structure to unstructured and ungrammatical data. How-
ever, this requires domain knowledge to build a reference structure (model)
which can be used to extract the corresponding features [15]. Our proposed
approach does not require deep domain knowledge (aside from simple data
cleansing, the whole process is mostly automated).
The most related work to ours was concurrently and independently devel-
oped for analyzing real estate classifieds in the United States [20]. However,
that work only used textual features along with structured features in one
stage and therefore does not offer the flexibility and the semantic meaning
(for keywords) as our 2-stage model.
6. Conclusion and Future Work
We propose in this paper a 2-stage regression model that uses text mining
to improve the prediction of the price of real estate classifieds. We show that
using text mining significantly reduces the RMSE of prediction. We also
show how our proposed approach can identify keywords that affect the price
positively or negatively.
One of the direction we want to pursue is extending our analysis to the
Arabic language (which is commonly used in our region). We are also consid-
ering the integration of our system with a named-entity recognition compo-
nent [1], particularly for identify locations in ungrammatical text, to improve
accuracy.
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