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NONDEGENERACY AND THE JACOBI FIELDS OF ROTATIONALLY SYMMETRIC
SOLUTIONS TO THE CAHN-HILLARD EQUATION
A´LVARO HERNA´NDEZ AND MICHA L KOWALCZYK
Abstract. In this paper we study rotationally symmetric solutions of the Cahn-Hilliard equation in R3
constructed in [14] by the authors. These solutions form a one parameter family analog to the family of
Delaunay surfaces and in fact the zero level sets of their blowdowns approach these surfaces. Presently we
go a step further and show that their stability properties are inherited from the stability properties of the
Delaunay surfaces. Our main result states that the rotationally symmetric solutions are non degenerate and
that they have exactly 6 Jacobi fields of temperate growth coming from the natural invariances of the problem
(3 translations and 2 rotations) and the variation of the Delaunay parameter.
1. Introduction
1.1. Statement of the main result. In the classical van der Waals-Cahn-Hilliard theory that describes
the process of phase separation of two components of a binary alloy one considers the Helmholtz free energy
functional
(1.1) Eε(u) =
∫
Ω
(
F (u(x)) +
1
2
ε2|∇u(x)|2
)
dx
in H−1(Ω) subject to the average concentration to be constant, i.e.
(1.2)
1
|Ω|
∫
Ω
u dx = m,
where m ∈ [−1, 1] (see [12], [13] for details) and the double-well potential F (u) corresponds to the free energy
density at low temperatures, which this paper we will take explicitly
F (u) =
1
4
(
1− u2)2 , F ′(u) = u3 − u.
From now on we will denote F ′(u) = −f(u). Note that constant functions u ≡ ±1 are minimizers of this
functional subject to m = ±1. The Euler-Lagrange equation (with f(u) = −F ′(u)) is
(1.3)
ε2∆u+ f(u) = δε in Ω,
∂u
∂ν
= 0 on ∂Ω,
1
|Ω|
∫
Ω
u dx = m
where δε is a Lagrange multiplier.
Using Γ-convergence approach Modica [33] showed that minimizers uε of (1.1) subject to constraint (1.2)
Γ-converge, as ε→ 0, to the function 1−2χA0, where χA0 is the characteristic function of an open set A0 ⊂ Ω.
Moreover ∂A0 ∩ Ω is locally a surface of constant mean curvature (CMC surface for short). Geometrically
the set A0 minimizes the perimeter functional PerΩ(A) among the sets A ⊂ Ω whose volume is fixed. A
generalisation of these results was given by Sternberg [37]. Furthermore Hutchinson and Tonegawa [15] studied
limits of general critical points (1.1) and showed that their limits are locally minimal or CMC surfaces. On
the other hand it is known [20] that if a set A ⊂ Ω is an isolated mimimizer of the perimeter functional
subject to the constant volume constraint then there exists a sequence of minimizers uε of (1.1) which Γ
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converges to A. This result can be used to construct solutions to (1.3) at least in dimension 2 , see [9]. The
most complete construction is due to Pacard and Ritore´ [35] who proved the following: if M is a compact
Riemannian manifold and N is a non degenerate minimal or CMC sub manifold of M which divides M into
2 disjoint components then for all sufficiently small ε there exist critical points of (1.1) whose 0 level set
converges to N . The counterpart of this theory for the time dependent problem was developed among others
by Alikakos, Bates and Chen [2] who proved that as ε → 0 the time evolution of interfaces is governed by
the Helle-Shaw problem-of course CMC surfaces are stationary points of the flow. More detailed description
of the Cahn-Hilliard flow and key spectral tools can be found for instance in [4], [6], [5], [3], [8] and the
references therein. Additional examples of stationary solutions for the singular perturbation problem in a
bounded domain have been constructed in [41], [40], [7].
In this paper we consider stationary solutions of the Cahn-Hilliard in the whole space, namely solutions to
the following problem:
(1.4) ∆u + f(u) = δ, in R3,
It is convenient to rescale the equation (1.4) by dilation of the independent variable by a (large) factor ε−1 > 0
x 7−→ ε−1x,
and obtain an equivalent form of (1.4):
(1.5) ε∆u+
1
ε
f(u) = ℓε, in R
3
.
where we have denoted δε = ℓε. Clearly, if uε is a solution of (1.5) then v(x) = uε
(
εx
)
is a solution of (1.4).
On the other hand, if v is a solution of (1.4) then uε(x) = v
(
x
ε
)
is a solution of (1.5). In particular this means
that while phase transition of the solutions of (1.4) are of order 1, for the solutions of (1.5) they are of order
ε. Thus the latter are more ”concentrated” and are blowdowns of the former. In the sequel we will focus on
on the form (1.5) of the stationary Cahn-Hilliard equation. From what we have said above about the singular
perturbation problem it is clear that level sets of these solutions should converge, as ε tends to 0, to CMC
surfaces in R3.
Now we will describe a family of such solutions. Let Dτ , τ(0, 1) be a Delaunay unduloid and let Nτ be its
normal vector field. Without loss of generality we may assume that Dτ is normalised in such a way that its
mean curvature is 1. Let us notice that the surface Dτ divides the space into two disjoint components Ω
±
τ ,
such that R3 \Dτ = Ω+τ ∪Ω−τ , where Nτ points towards Ω+τ . By changing the orientation of Dτ if necessary
we can chose Nτ in such a way that Ω
+
τ contains the axis of symmetry of the surface. The following result is
proven in [14]:
Theorem 1.1. For all τ ∈ (0, 1) there exits ετ > 0 such that for all ε ∈ (0, ετ ) the problem
(1.6) ε∆u+
1
ε
f(u) = ℓε in R
3
has a solution wτ , which is one-periodic in the direction of the z-axis and rotationally symmetric with respect
to rotations about the same axis. As ε→ 0 we have ℓε = 1 +O(ε), and wτ satisfies
wτ → 1 as ε→ 0 in Ω+τ ,
wτ → −1 as ε→ 0 in Ω−τ ,
uniformly over compacts. Moreover wτ is differentiable as a function of the parameter τ .
The solution described in the above theorem can be translated in the direction of the coordinate axis and
rotated about the x and y axis (accepting that the z axis is its axis of the rotational symmetry). Additionally
the parameter of the family τ ∈ (0, 1) can be varied as well. The 5 symmetries and ∂τwτ determine 6 Jacobi
fields of the linearized operator
(1.7) Lwτ = ε∆+
1
ε
f ′(wτ ).
We will call them the geometric Jacobi fields. It is natural to ask whether all Jacobi fields come from these
natural invariances. The answer is provided by our main result:
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Theorem 1.2. (i) For all τ ∈ (0, 1) and all small ε the operator Lwτ is nondegenerate in the sense that
KerLwτ = 0.
(ii) There exists a > 0 such that the linear subspace of solutions of
Lwτφ = 0,
with temperate growth in the direction of the axis of rotation of wτ i.e. such that
(1.8) ‖φe−a|z|‖L2(R3) <∞,
has dimension 6 and coincides with the linear subspace of the geometric Jacobi fields.
We will see that any geometric Jacobi field is either bounded or it grows linearly in the direction of the z
axis. Note however that our theorem does not exclude the possibility of existence of a solution of Lwτφ = 0
such that φ satisfies (1.8) with some large value of a.
To explain the importance of this result let us go back to the construction of Pacard and Ritore´ [35]. They
consider problem (1.5) but instead of the whole space on a smooth, compact manifold M . They assume that
there exists N ⊂M which is a smooth sub manifold of constant mean curvature such that it is the nodal set
of a smooth function on M for which 0 is a regular value. In particular it follows that N divides M into two
disjoint componentsM±(N), similarly as Dτ divides R3. Furthermore it is assumed that N is non degenerate
in the sense that the kernel of the Jacobi operator of N
LN = ∆N + |AN |2 +Ricg(νN , νN)
is empty. Under these hypothesis it is shown in [35] that for any small ε there exists a solution of the Cahn-
Hilliard equation (1.3) which converges uniformly to ±1 over compact subsets of M±(N). Our existence
result in Theorem 1.1 also relies on the non degeneracy of the Delaunay surfaces, which in this case means
that their Jacobi operator does not have kernel, and moreover it uses the fact that the Jacobi fields of these
surfaces can be classified. Theorem 1.2 goes further since it provides a classification of the Jacobi fields of the
family wτ of rotationally symmetric solutions of (1.5). This type of result is crucial if one wants to construct
new solutions to (1.4) build upon more complicated CMC surfaces in R3, such as some of those constructed
for instance in [19], [18], [29], [28], [26], [17], [16] (see also related construction in [23] for the Allen-Cahn
equation on the plane).
To explain this let us recall that a non compact, Alexandrov embedded, complete CMC surface with finite
topology outside of a compact set consists of finitely many half Delaunay surfaces ([32], [31], [22]) called
Delaunay ends. In addition if the number of ends of such surface is k and this surface is non degenerate then
set of nearby CMC surfaces is an analytic manifold of dimension 3k. This was proven by Kusner, Mazzeo and
Pollack in [24] and the argument of their paper is in many ways inspired by the similar result for the singular
Yamabe problem [30]. One of the problems is to decide whether given CMC surface is non degenerate and
this is rather difficult problem except for the Delaunay surface for which separation of variables and ODE
methods can be used to prove non degeneracy (see also [21]). Pushing these arguments further one can also
classify Jacobi fields with temperate growth [29] and show that all of them came from the natural invariances
of the family of Delaunay surfaces. Starting from non degenerate Delaunay surface with k ends one can built
more complicated examples by gluing to it either an extra end or another non degenerate surface and thus
obtain CMC surfaces with arbitrary many ends. In some cases these new surfaces are also nondegenerate,
see for instance [29], [28], [17], [16].
Theorem 1.2 is the precise analog of the result proven in [29] but in the case of the Cahn-Hilliard equation.
Given what we said about the linear properties of the Delaunay surface its assertion is expected, which does
not mean that the proof is equally obvious. Certainly what needs to be done is to connect the stability
properties of the Delaunay surface Dτ and the corresponding solution wτ of (1.5) and this can be achieved
by expressing wτ in the Fermi coordinates of Dτ (Section 2.2). While wτ is localized near Dτ this kind of
expression is only valid in a neighbourhood of the surface and this is what complicates the situation (see
Section 2.3). In order to deal with this in this paper we replace the operator Lwτ with another operator Lwτ
(Section 2.4), which locally agrees with the original one but which is easier to analyze. Using this idea in
Section 3 we prove our theorem.
4 A´LVARO HERNA´NDEZ AND MICHA L KOWALCZYK
In this paper C, c will stand for generic positive constants, δ will be a small, ε independent constant and
α ∈ (0, 1) will be a constant as well.
2. Preliminaries
2.1. The surfaces of Delaunay. As we have seen, our results are based in great part and in some sense
they parallel the theory of CMC surfaces in R3 and because of this we begin by describing the basic geometric
object in this paper which is the family of Delaunay surfaces. The following is a summary of what can be
found for instance in [27] or [26]. The Delaunay unduloids Dτ , τ ∈ (0, 1) are CMC surfaces of revolution in
R3 and based on this one can easily parametrize them. Indeed, such parametrization has form
(2.1) Rτ (z, θ) = (ρτ (z)θ, z), (z, θ) ∈ R× S1,
where
2ρτ√
1 + (∂zρt)2
− ρ2τ = τ2, ρτ (0) = 1−
√
1− τ2.
We can ”normalize” the Delaunay surface and suppose that the mean curvature of Dτ is 1 for all τ ∈ (0, 1).
A convenient way to parametrize Delaunay unduloids is to use the isothermal coordinates:
(2.2) Xτ (s, θ) =
1
2
(τeστ (s)θ, κτ (s)), (s, θ) ∈ R× S1,
where functions (στ , κτ ) are the unique solutions of the following system of ODEs:
(2.3)
(∂sστ )
2 + τ2 cosh2 στ = 1, ∂sστ (0) = 0, στ (0) < 0,
∂sκτ − τ2 cosh2 στ = 0, κτ (0) = 0.
We will now summarize some basic facts about the Delaunay surfaces and their isothermal parametrization
(we reproduce here as well as elsewhere in this section the results proven in [29], [30]). We note first of all
that στ is periodic, and consequently the surfaces Dτ are one-periodic along the z-axis: namely, if Tτ denotes
the minimal period then
Dτ = Dτ + Tτe3.
Clearly we have the relation
Tτ =
1
2
κτ (sτ ),
where sτ is the minimal period of στ .
The Jacobi operator JDτ of Dτ is defined by:
(2.4) JDτ := ∆Dτ + |Aτ |2,
where ∆Dτ is the Laplace-Beltrami operator on Dτ and |Aτ |2 is the square of the norm of the second
fundamental form of Dτ . In the isothermal coordinates (s, θ) ∈ R× S1 its expression is given by:
(2.5) JDτ =
1
τ2e 2στ
{
∂2s + ∂
2
θ + τ
2 cosh(2στ )
}
.
The geometric Jacobi fields on Dτ solve JDτΦ = 0 and are of three types:
(1) The Jacobi fields arising from infinitesimal translations. For any e ∈ R3, |e| = 1 we define:
ΦT,eτ = e ·Nτ ,
where Nτ is the unit normal vector to Dτ . The coordinate vectors ej, j = 1, 2, 3 generate three
linearly independent Jacobi fields Φ
T,ej
τ corresponding to translations of Dτ in the directions of the
coordinate axis. We note that in the isothermal coordinates
ΦT,e3τ = Φ
T,e3
τ (s), Φ
T,ej
τ = Φ
T,ej
τ (s, θ), j = 1, 2.
It is important to notice that the Jacobi fields Φ
T,ej
τ are bounded.
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(2) The Jacobi fields arising from infinitesimal rotations. Let e ∈ R3, |e| = 1 be such that e · e3 = 0.
The Killing vector field corresponding to the rotation about the vector e is:
x 7−→ (x · e)e3 − (x · e3)e.
We define the Jacobi field associated to this vector field by:
ΦR,eτ = [(x · e)e3 − (x · e3)e] ·Nτ .
There are clearly two linearly independent Jacobi fields associated to the rotations. They are:
ΦR,e1τ , Φ
R,e2
τ ,
and they correspond to rotations about the coordinate axis. Note that in isothermal coordinates
functions Φ
R,ej
τ , j = 1, 2 grow linearly as functions of s.
(3) The Jacobi field associated with the variation of the Delaunay parameter. We define:
ΦDτ = −∂τXτ ·Nτ .
This Jacobi field is somewhat harder to write explicitly however it can be shown that the function
ΦDτ (s) is linearly growing.
In summary, the Jacobi operator JDτ has at least 6 explicit Jacobi fields which are either linearly growing or
bounded. We know that these are all Jacobi fields with temperate growth.
2.2. The Fermi coordinates near Delaunay unduloids. Let Dτ be a Delaunay unduloid as above and,
let HDτ denote its mean curvature. By Nτ we will denote its inner unit normal. We will assume that there
exists a tubular neighborhood Nδ of Dτ of width 2δ in which we can introduce local system of coordinates
(Fermi coordinates) (y, t) ∈ Dτ × (−δ, δ) setting:
x 7−→ (y, t), where x = y + tNτ (y).
We suppose that this map, which we denote by Y , is in fact a diffeomorphism from Nδ to Dτ × (−δ, δ)
whenever δ is taken sufficiently small. In the sequel we will use the inverse of this map
Y −1 : Dτ × (−δ, δ) −→ Nδ
(y, t) 7−→ x.
Given a function w : Nδ → Rn we define its pullback Y ∗w to Dτ × (−δ, δ) by the diffeomorphism Y as:
Y ∗w(y, t) = w ◦ Y −1(y, t).
For technical reasons we will chose later the size of the tubular neighbourhood δ depending on ε but for now
on we just take δ small.
We will now derive formulas expressing the Laplace operator ∆ in R3 in terms of the Fermi coordinates
(y, t) ∈ Dτ × (−δ, δ). We define for each t ∈ (−δ, δ)
Dτ,t = {x ∈ Nδ | dist (Dτ , x) = t}.
In other words Dτ,t is the surface obtained from Dτ by translation in the direction of the normal by t. Then
the well known formula gives:
∆ = ∆Dτ,t + ∂tt −HDτ,t∂t,(2.1)
where HDτ,t denotes the mean curvature of Dτ,t. We need to expand these operators in terms of the variable
t. By g and gt, respectively, we will denote the metric on Dτ , Dτ,t (induced from R
3). Let us fix a point on
Dτ and some local parametrisation X(u), u ∈ U ⊂ R2 of Dτ in a neighbourhood of this point (X could be
the isothermal coordinates but any parametrization will do). In terms of these local coordinates we get the
following relation:
gz,ij = gij + taij + t
2bij ,(2.2)
where
gij = (∂ujX · ∂uiX), aij = (∂ujX · ∂uiNτ ) + (∂uiX · ∂ujNτ ),
bij = (∂uiN · ∂ujNτ ).
(2.3)
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Then, for the matrix g−1t = (g
ij
t )i,j=1,...,2 we get, provided that |t| is sufficiently small:
g−1t = g
−1 + tM1 + t2M2,(2.4)
where
M1 =M1(u), M2 =M2(u, t),
are smooth matrix functions. The expression for the Laplace-Beltrami operator on Dτ in local coordinates
is:
∆Dτ =
1√
det (g)
∂uj
(√
det (g)gij∂ui
)
= gij∂uiuj +
1√
det (g)
∂uj
(√
det (g)gij
)
∂ui
= gij∂uiuj − gkℓΓikℓ∂ui ,
where Γikℓ are the Christoffell symbols. A similar formula holds for ∆Dτ,t . Using this we can write:
∆Dτ,t = ∆Dτ + cij∂uiuj + di∂ui .
where
(2.5)
cij = g
ij
t − gij ,
di = g
kℓ
t
(
Γit,kℓ − Γikℓ
)
+ Γikℓ
(
gkℓt − gkℓ
)
.
Expressions in local coordinates for cij , di can be further derived using the above expansions, however their
exact form is not crucial here. The point is that these functions are small in terms of |t|:
(2.6) |cij(u, t)|+ |di(u, t)| ≤ C|t|.
With a choice of local coordinates on Dτ the constant in the above estimate does not depend on the point
on Dτ .
Next, we will expand the mean curvature HDτ,z . To this end by kj , j = 1, 2 we will denote the principal
curvatures of Dτ . Then we have
HDτ,t =
2∑
j=1
kj
1− tkj
=
2∑
j=1
kj + t
2∑
j=1
k2j +Q,
= HDτ + t|ADτ |2 +Q,
(2.7)
where
Q(y, t) = t2
2∑
j=1
k3j + t
3
2∑
j=1
k4ε,j + . . . ,(2.8)
and |ADτ | is the norm of the second fundamental form on Dτ . Summarizing all this using (2.1) we can express
the Laplace operator in Fermi coordinates as follows
(2.9) ∆ = ∂tt +∆Dτ −
(
HDτ + t|ADτ |2 +Q
)
∂t + A,
where A is a differential operator whose coefficients are given in (2.5) and satisfy (2.6).
Next we introduce stretched Fermi coordinates
t =
t
ε
, y = y.
As before we have a diffeomorphism Yε and its inverse Y
−1
ε : Dτ × (− δε , δε ) → Nδ, and for any function
w : Nδ → Rk we define its pullback by Yε by:
Y ∗ε w(y, t) = w ◦ Y −1ε (y, t).
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Taking into account formula (2.9) we get
(2.10) ∆ = ε−2∂tt − ε−1(HDτ + εt|ADτ |2 +Qε)∂t +∆Dτ + Aε.
where
Qε(y, t) = Q(y, εt), Aε(y, t) = A(y, εt).
2.3. Two ended Delaunay solutions of the Cahn-Hilliard equation. Locally near the surface Dτ the
function wτ , which is the solution of the Cahn-Hilliard equation described in Theorem 1.1 should, to main
order, depend on the stretched Fermi variable t only. To find this first approximation of wτ we use (2.10)
where we ignore terms of order o(ε). Arguing formally we are lead to solving the following problem:
(2.11)
U ′′ − εHDτU ′ + f(U) = εℓε, in R,
f (U(±∞)) = εℓε,
where we also have to determine the Lagrange multiplier ℓε. This function can be found by a straightforward
perturbation argument assuming U = Θ+O(ε) where Θ is the unique odd, monotonically increasing solution
of the Allen-Cahn equation (equivalent to setting ε = 0 in (2.11)), see [14] for details. We have U(±∞) =
±1 + σ±ε , where
(2.12) f(±1 + σ±ε ) = εℓε.
Also,
ℓε = ℓ0 +O(ε), ℓ0 = −1
2
HDτ
∫
R
Θ′(s)2 ds.
Now we will briefly summarise some of the tools and results in [14]. From the proof of Theorem 1.1 we
can describe the local behaviour of wτ in more details. To this end it is useful to express wτ near Dτ in the
local stretched Fermi coordinates (y, t) introduced above. We define weighted Ho¨lder norms on Dτ × R by:
(2.13)
‖u‖C0,αµ (Dτ×R) = sup
t∈R
(cosht)µ‖u‖C0,α(Dτ×(t−1,t+1)),
‖u‖C1,αµ (Dτ×R) = ‖u‖C0,αµ (Dτ×R) + ‖∇Dτ×Ru‖C0,αµ (Dτ×R),
‖u‖C2,αµ (Dτ×R) = ‖u‖C0,αµ (Dτ×R) + ‖∇Dτ×Ru‖C0,αµ (Dτ×R) + ‖∇2Dτ×Ru‖C0,αµ (Dτ×R).
With these definitions there exists µ0 > 0 and α0 > 0 such that for 0 < µ < µ0 and 0 < α < α0 it holds:
(2.14) Y ∗ε wτ (y, t) = U(t) +OC2,αµ (Dτ×R)(ε2−α).
Above the symbol OC2,αµ (Dτ×R)(ε2−α) denotes functions whose C2,αµ (Dτ × R) norm is bounded by a constant
times ε2−α. This formula is valid in a tubular neighbourhood Nδ(ε) of Dτ , where δ(ε) = O(ε2/3). In local
variables this means |t| ≤ Cε−1/3. Outside of this neighbourhood we have
(2.15) wτ = ±1 + σ±ε + ψ, where ‖ψ‖C2(R3) ≤ Ce−c/ε
1/3
.
In fact more is true. We claim that wτ converges exponentially to constants ±1 + σε away from Dτ . More
precisely, if Dτ is given as surface of revolution of the curve x1 = ρτ (z) then
(2.16) |wτ (r, z) + 1− σ−ε | ≤ C exp
[− c
ε
(r − ρτ (z))
]
, r > ρτ (z), r =
√
x21 + x
2
2,
with similar estimate when r < ρτ (z). To prove this we note that (2.16) is valid in a tubular neighbourhood
of Dτ by (2.14) and the fact that t and
(r−ρτ (z))
ε are comparable in this neighbourhood. Far form Dτ we use
the fact that wτ = ±1+σ±ε +ψ, where ψ is an exponentially small in ε function (see (2.15)) and a comparison
argument. These estimates can be made more precise as far as the rate of exponential decay but we will not
need such a precision here.
One property that we will need in the sequel is differentiability of wτ with respect to τ ∈ (0, 1). Although
this is not explicitly stated in [14] this property also follows from the proof of Theorem 1.1 by a rather
standard argument using the version of the Banach fixed point theorem in [10]. We will omit the details
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pointing out only that the ansatz U(t) is a differentiable function of τ since the Fermi coordinate is a smooth
function of τ . For future reference we note that we have on Dτ (i.e. t = 0)
∂τt = ε
−1∂τXτ ·Nτ = −ε−1ΦDτ ,
where ΦDτ is the Jacobi field on Dτ associated with the change of the Delaunay parameter.
2.4. The linearized operator near Dτ . Our main objective in the next section will be to study the
linearized operator of the Delaunay solution
(2.17) Lwτ = ε∆+
1
ε
f ′(wτ ),
as an operator defined for functions on R3 and here we will introduce some basic observations and notations
needed later.
Using (2.10) we find expression of Lwτ in stretched Fermi coordinates in Nδ:
(2.18) Y ∗ε Lwτu = ε
−1 [∂ttu− ε(HDτ + εt|ADτ |2 +Qε)∂tu+ f ′(wτ )u]+ ε∆Dτu+ εAεu,
where with some abuse of notation we write u and wτ instead of Y
∗
ε u and Y
∗
ε wτ (we will consistently abuse
notation this way whenever it is unambiguous). One technical problem we will have to face in this paper is
the fact that while the operator Lwτ is defined in R
3 its expression in local coordinates Y ∗ε Lwτ makes sense
only in Nδ and not as we would like in Dτ ×R. There are possibly many ways to extend Y ∗ε Lwτ and we will
chose one of them for the rest of the paper. Let χ(s) be a smooth nonnegative cut-off function equal to 1 for
|s| ≤ 1 and equal to 0 for |s| > 2. We set
(2.19) χε/δ(t) = χ
(εt
δ
)
.
We need to extend the function Y ∗ε wτ in such a way that it is defined outside of Nδ. To this end we set
wτ = χε/δ(t)Y
∗
ε wτ +
(
1− χε/δ(t)
)
U(t).
Next we define the extension of the operator Y ∗ε Lwτ by
(2.20)
Lwτu = ε
−1 [∂ttu− ε (HDτ + εtχε/δ(t)|ADτ |2 + χε/δ(t)Qε) ∂tu+ f ′(wτ )u]+ ε∆Dτu+ εχε/δ(t)Aεu.
As we will see Lwτ resembles the operator
Lu = 1
ε
[∂ttu+ f
′(Θ)u] + ε
[
∆Dτu+ |ADτ |2u
]
whose kernel is fairly easy to determine by separation of variables. Indeed, taking u = Θ′(t)ψ(y) we get
(2.21) L(Θ′ψ) = εΘ′ [∆Dτψ + |ADτ |2ψ]
and therefore the Jacobi fields of Dτ determine the Jacobi fields of L. Let us explain in what sense Lwτ and
L are similar. To do this we will use the operator Lwτ (our theory of the operator Lwτ is based on exploiting
this link). First we need a function which will play a role of Θ′(t). Since our proof is based on a perturbation
argument there is no unique way to define such a function but a natural candidate seems to be ∂tY
∗
τ,h0
wτ .
An important observation to make is that ∂t and ∆ do not commute so we do not have Lwτ∂twτ = 0 and as
we will see below the commutator [∆, ∂t] gives rise to the term |ADτ |2 in L. Since ∂tY ∗τ,h0wτ is defined only
in Nδ we define the extension of this function to Dτ × R by
(2.22) V = χε/δ(t)∂tY
∗
ε wτ +
(
1− χε/δ(t)
)
U ′(t),
where U is the solution of (2.11). Note that V depends on t ∈ R and y ∈ Dτ but using (2.14) we get
(2.23) V(y, t) = U ′(t) +OC1,αµ (Dτ×R)(ε2−α),
globally on Dτ × R, which means that the dependence on y is mild. Next we calculate
(2.24) Lwτ V = χε/δLwτ ∂tY
∗
τ,h0wτ +
(
1− χε/δ
)
LwτU
′ +
[
Lwτ , χε/δ
]
∂tY
∗
τ,h0wτ +
[
Lwτ , 1− χε/δ
]
U ′.
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The first term above is the most complicated. For brevity let us denote vτ = ∂tY
∗
τ,h0
wτ . With this notation
differentiating the equation satisfied by wτ in Nδ with respect to t we have
Lwτ vτ − ε|ADτ |2vτ = ε [Qε, ∂t] vτ + ε [Aε, ∂t]Y ∗ε wτ ,
where [A,B] = AB −BA. By definition of Qε we see that
[Qε, ∂t] vτ = −ε2

2t 2∑
j=1
k3j + 3εt
2
2∑
j=1
k4ε,j + . . .

 vτ = OC1,αµ (Dτ×R)(ε2)
The differential operator Aε contains derivatives in y ∈ Dτ only while Y ∗ε wτ is, up to orderOC2,αµ (Dτ×R)(ε2−α),
a function of t. This gives
ε [Aε, ∂t]Y
∗
ε wτ = εAε∂tY
∗
ε wτ − ε∂tA(y, εt)Y ∗ε wτ = OC0,αµ (Dτ×R)(ε3−α).
It follows that in Nδ we get
Lwτ vτ − ε|ADτ |2vτ = OC0,αµ (Dτ×R)(ε3−α)
Considering other terms in (2.24) from the fact that χε/δ = χε/δ(t) and (2.14) we get[
Lwτ , χε/δ
]
∂tY
∗
τ,h0wτ = OC0,αµ (Dτ×R)(ε3−α).
Similar estimates hold for terms involving U ′(t). In summary we get
(2.25) Lwτ V− ε|ADτ |2V = OC0,αµ (Dτ×R)(ε3−α).
Now let ψ ∈ C2,α(Dτ ) be fixed. Using (2.25) we get
(2.26)
Lwτ (ψV) = ψLwτ V+ εV
(
∆Dτ + χε/δAε
)
ψ + ε
[
∆Dτ + χε/δAε, V
]
ψ
= ψ
(
Lwτ V− ε|ADτ |2V
)
+ εV
(
∆Dτ + |ADτ |2 + χε/δAε
)
ψ + ε
[
∆Dτ + χε/δAε, V
]
ψ − εψ(∆ + χε/δ)V
= εV
(JDτ + χε/δAε)ψ + ε [∆Dτ + χε/δAε, V]ψ +OC0,αµ (Dτ×R)(ε3−α)ψ,
where JDτ is the Jacobi operator on Dτ . For future reference we note that
(2.27)
∥∥[∆Dτ + χε/δAε, V]ψ∥∥C0,αµ (Dτ×R) ≤ Cε2−α‖ψ‖C1,α(Dτ ).
Observe that formula (2.26) is quite similar to (2.21) and in particular it is clear that if Lwτ (ψV) ≈ 0 then
ψ should be a Jacobi field on Dτ , and as a consequence we should get an approximate Jacobi field of wτ .
Indeed we can easily find describe explicit Jacobi fields of the two ended Delaunay solution wτ which are
approximately of the form ψV. Let h =
∑3
i=1 hiei be a vector, Rϑ(x) = Rϑ1,ϑ2(x) be a rotation in R3, where
ϑi is the angle of the rotation about the xi axis i = 1, 2, and η be a number such that |η| is small. Then the
function
Φh,ϑ,η(wτ ) = (wτ+η ◦ Rϑ)(x+ h),
is also a solution of the Cahn-Hilliard equation (1.5). In particular, taking derivatives of Φh,ϑ,η(wτ ) with
respect to the parameters we get
Lwτ∂hiΦh,ϑ,η(wτ ) |h,ϑ,η=0 = 0, i = 1, 2, 3,
Lwτ∂ϑiΦh,ϑ,η(wτ ) |h,ϑ,η=0 = 0, i = 1, 2,
Lwτ∂ηΦh,ϑ,η(wτ ) |h,ϑ,η=0 = 0,
and hence the 6 dimensional linear space
(2.28) Iwτ = span {∂hiΦh,ϑ,η(wτ ) |h,ϑ,η=0, ∂ϑiΦh,ϑ,η(wτ ) |h,ϑ,η=0, ∂ηΦh,ϑ,η(wτ ) |h,ϑ,η=0}.
These are the geometric Jacobi fields of Lwτ introduced in already in the inrtoduction. For future use we
state the following lemma:
10 A´LVARO HERNA´NDEZ AND MICHA L KOWALCZYK
Lemma 2.1. With the above notations the following formulas hold in a tubular neighbourhood Nδ(ε), δ(ε) =
O(ε 23 ):
(2.29)
Y ∗ε ∂hiΦh,ϑ,η(wτ ) |h,ϑ,η=0 = ε−1ΦT,eiτ V+OC1,αµ (Dτ×R)(1),
Y ∗ε ∂ϑiΦh,ϑ,η(wτ ) |h,ϑ,η=0 = ε−1ΦR,eiτ V+OC1,αµ (Dτ×R)(1),
Y ∗ε ∂ηΦh,ϑ,η(wτ ) |h,ϑ,η=0 = ε−1ΦDτ V+OC1,αµ (Dτ×R)(1).
Proof. We recall that by (2.14) in Nδ(ε) we have
(2.30) Y ∗ε wτ (y, t) = U(t) +OC2,αµ (Dτ×R)(ε2−α).
In Nδ(ε) we can write explicitly using the isothermal coordinates on Dτ :
(2.31) x = Xτ (s, θ) + εtNτ (s, θ).
Now, fix a unit vector e ∈ R3 and denote xh = x + he. Taking derivative in h of (2.31) and evaluating at
h = 0 we get:
e = ε∂etNτ + ∂es[∂sXτ + εt∂sNτ ] + ∂eθ[∂θXτ + εt∂θNτ ].
Taking the scalar product with Nτ , ∂sXτ and ∂θXτ we find expression for ∂et, ∂es, ∂eθ. Note in particular
that ∂eit = ε
−1ei · Nτ = ε−1ΦT,eiτ . Then, taking derivatives ∂ei of (2.30) we get the first formula in (2.29).
We follow a similar argument to show the two remaining identities. 
3. Proof of Theorem 1.2
3.1. A functional analytic setting for Lwτ . We will introduce suitable weighted Sobolev norms to study
the invertibility theory for Lwτ . Let dist (x, Dτ ) denote the signed distance function, where we chose the
orientation of Dτ in such a way that the sign of dist (x, Dτ ) agrees with that of ρτ (z)− r. We have globally
|dist (x, Dτ )| ≤ |ρτ (z)− r|,
and the two quantities are comparable near Dτ . Recall that above we have denoted t =
1
εdist (x, Dτ ) as long
as |dist (x, Dτ )| ≤ δ.
We will define the weighted Sobolev norms we will use in the sequel. First, let us consider Sobolev spaces
L2(Dτ × R) and Hs(Dτ × R). Since functions in these spaces can be expressed in terms of the isothermal
coordinates (s, θ) and the Fermi coordinate t we define
L2a,γ(Dτ × R) = cosh−a(s) cosh−γ(t)L2(Dτ × R), Hsa,γ(Dτ × R) = cosh−a(s) cosh−γ(t)Hs(Dτ × R).
Second, let us consider the subspace Hℓ(R3)+ (respectively H
ℓ(R3)−) of Hℓ(R3) which consists functions
supported in the set {z ≥ −1} (respectively in {z ≤ 1}). We define weighted Sobolev norms in these subspaces
as follows
(3.1)
‖u‖Hℓa,γ(R3)+ =
ℓ∑
|α|=0
‖e aze γ
(
r−ρτ (z)
ε
)
Dαu‖L2(R3)+ ,
‖u‖Hℓa,γ(R3)− =
ℓ∑
|α|=0
‖e−aze γ
(
r−ρτ (z)
ε
)
Dαu‖L2(R3)− ,
where α = (α1, α2, α3) is a multi index and derivatives are taken with respect to xj , j = 1, 2, and z (which
we will identify with x3 when convenient). Note that γ measures the rate of decay or growth of the solution
in the transversal direction to Dτ and a measures the rate of decay or growth along the axis of Dτ in the
positive (respectively negative) direction. Finally, we define
Hℓa,γ(R
3) = Hℓa,γ(R
3)+ ⊕Hℓa,γ(R3)−.
With these definitions when γ > 0, a > 0 our spaces consist of exponentially decaying functions, in the
opposite case they are exponentially increasing. Combinations of signs for γ and a are of course allowed.
JACOBI FIELDS OF ROTATIONALLY SYMMETRIC SOLUTIONS TO THE CAHN-HILLARD EQUATION 11
The norms Hsa,γ(Dτ × Iδ/ε), where Iδ/ε = (−δ/ε, δ/ε), and Hsa,γ(R3 ∩ {|dist (x, Dτ )| < δ}) are equivalent
in the following sense:
(3.2)
‖φ‖L2a,γ(R3∩{|dist (x,Dτ )|<δ}) ≤ Cε1/2‖Y ∗ε φ‖L2a∗,γ∗ (Dτ×Iδ/ε),
‖φ‖L2a,γ(R3∩{|dist (x,Dτ )|<δ}) ≥ Cε1/2‖Y ∗ε φ‖L2a∗,γ∗ (Dτ×Iδ/ε),
where in general constants a, γ, a∗, γ∗ and a∗, γ∗ are different. In addition, relating the norms of gradients
and second derivatives we expect to loose powers of ε. For instance
(3.3)
‖∇φ‖L2a,γ(R3∩{|dist (x,Dτ )|<δ}) ≤ Cε−1/2‖∇Y ∗ε φ‖L2a∗,γ∗ (Dτ×Iδ/ε),
‖∇φ‖L2a,γ(R3∩{|dist (x,Dτ )|<δ}) ≥ Cε1/2‖∇Y ∗ε φ‖L2a∗,γ∗(Dτ×Iδ/ε).
Similar estimates hold for the second derivatives. We will use these estimates later on.
3.2. The Fourier-Laplace transform of Lwτ . We will consider the linear operator Lwτ acting on the space
L2a,γ(R
3) with dense domain D(Lwτ ) = H
2
a,γ(R
3) defined by
Lwτ : H
2
a,γ(R
3) 7−→ L2a,γ(R3),
u 7−→ Lwτu.
The important property of the operator Lwτ is the fact that it is periodic in z. This will allow us to define
the Fourier-Laplace transform of Lwτ (this idea was originated by Taubes [39], [38] and developed in the form
that we adopt here in [30] and [27]).
To begin we define the Fourier-Laplace transform for functions on R by:
(3.4) hˆ(σ, ζ) = F(h) =
∑
−∞<k<∞
e−i(k+σ)ζh(σ + k), σ ∈ [0, 1), ζ = µ+ iν.
Observe that with this definition we have
(3.5) hˆ(σ + 1, ζ) =
∑
−∞<k<∞
e−i(k+1+σ)ζh(σ + k + 1) = hˆ(σ, ζ).
Note that the definition we adopt here is slightly different from the one in [30]-the two differ by a factor
e−iσζ .
The Fourier-Lapalace transform can be inverted and the inverse is given by an explicit formula. To state
it let s ∈ R be given and denote the fractional part of s by smod 1. With this notation we have
(3.6) h(s) = F−1(hˆ)(s) = 1
2π
∫ 2π
µ=0
e isζ hˆ(smod 1, ζ) dµ,
where we integrate along the line Im ζ = ν, ζ = µ + iν (see [39]). The Fourier-Laplace transform is well
defined in the Schwarz class S and, by Cauchy’s theorem, the value of the integral in the inversion formula
does not depend on ν, since the segment along which we integrate can be vertically shifted. However, for
our purpose it is convenient to consider the class of functions which are allowed to grow exponentially at
+∞ (or at −∞). Suppose for instance that h is a continuous function, supported in [−1,∞) and such that
|e ash(s)| < ∞. Then the series in (3.4) is well defined as long as Im ζ = ν < a. Likewise, we can define the
transform on a subspace:
Hℓa(R)+ = e
−asHℓ(R),
of the Sobolev space Hℓ(R) consisting of functions supported in [−1,∞), where a is the rate of exponential
decay or growth. In a similar way we define the subspace Hℓa(R)− of H
ℓ(R) consisting of exponentially
decaying or growing functions supported in (−∞, 1]. As long as Im ζ = ν ≤ a the Fourier-Laplace transform
of h ∈ Hℓa(R)+ is well defined. Moreover the function h can be recovered from hˆ(·, ζ) if the path of integration
in the formula (3.6) is taken in the lower half plane H−a = {Im (ζ) = ν ≤ a}. The situation is similar when
instead we consider the Fourier-Laplace transform in the space of functions Hℓa(R)−, except that now the
transform is defined in the upper half plane H+a = {Im ζ = ν ≥ a}.
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We observe that from Plancherel’s formula:
(3.7)
∫ 2π
µ=0
∫ 1
0
|hˆ(σ, ζ)|2 dσ dµ =
∫
R
|e νsh(s)|2 ds, ζ = µ+ iν,
it follows that L2 norms of the Fourier-Laplace transforms are equal to the exponentially weighted L2 norm
of functions. This property is crucial for our purpose.
Note that if u(σ, ζ) is an L2([0, 1]) function which is analytic as a function of ζ with values in L2([0, 1])
in the lower half plane H−a then, by Cauchy’s theorem, the path of integration in the inversion formula (3.6)
can be shifted down to any path ζ = µ+ iν, ν < a. If in addition u(·, ζ) is bounded by e−ν along such paths
then the inverse transform F−1u(s) is supported in [−1,∞). This explains the reason we have paid so much
attention to functions defined on a half-line. On the other hand Fourier-Laplace transforms of functions in
Hℓa(R)+ have the property described above.
The Fourier-Laplace transform plays a similar role as the Fourier transform in the theory of linear PDEs
with constant coefficients when the differential operator at hand is periodic with respect to the independent
variable. To fix attention on a concrete example let us suppose that A(s) : L2a(R)+ → L2a(R)+, s ∈ R is a
family of densely defined, linear operators. Then it is natural to define
(3.8) Aˆ(σ, ζ)hˆ = Â(s)h(σ, ζ).
Now, let us suppose that A is periodic with period 1, i.e. A(s) = A(s+ 1). We have
Aˆ(σ, ζ)hˆ =
∑
−∞<k<∞
e−i(k+σ)ζA(σ + k)h(σ + k) = e−iζσA(σ)e iζσ hˆ,
hence explicitly
(3.9) Aˆ(σ, ζ) = e−iζσA(σ)e iζσ .
With our definition of the Fourier-Laplace transform we have hˆ(σ) = hˆ(σ+1) and also Aˆ(σ, ζ) = Aˆ(σ+1, ζ).
It follows that the operator Aˆ(σ, ζ) is naturally defined on functions in the space of L2 functions defined on
S1. Through the identification u(σ) = u˜(e 2πiσ) we consider this as a space of periodic functions on [0, 1] and
denote it by L2per([0, 1]).
Often one has to deal with operators that are periodic with period T > 0 that is not necessarily equal
to 1. It is elementary to modify our definitions of the Fourier-Laplace transform of a function and a linear
operator in this case. For a given function h and T > 0 our objective is to obtain define the Fourier-Lapalace
transform of h which is periodic of period T . We set hT (x) = h(Tx) and let naturally hˆ(ξ, ζ) = hˆT (ξ/T, ζ)
so that
hˆ(ξ, ζ) =
∑
−∞<k<∞
e−i(ξ+Tk)ζ/Th(ξ + Tk), h(x) =
1
2π
∫ 2π
µ=0
e ixζ/T hˆ(xmod T, ζ/T ) dµ,
the Plancherel’s formula is∫ 2π
µ=0
∫ T
0
|hˆ(σ, ζ)|2 dσ dµ =
∫
R
|e νs/Th(s)|2 ds, ζ = µ+ iν,
and the Fourier-Laplace transform of a T periodic operator A is
Aˆ(ξ, ζ) = e−iξζ/TA(ξ)e iξζ/T .
The operator Aˆ(ξ, ζ) acts on a space of functions L2per([0, T ]). Note that from the Plancherel’s formula we
see that if h ∈ L2a(R)+ and its Fourier-Laplace transform is T periodic then it is natural to take ζ = µ+ iν =
µ+ iT a, µ ∈ (0, 2π) as the path of integration.
In many applications, and this will be in particular the case in our context, the family of operators Aˆ(σ, ζ)
is Fredholm and depends holomorphically on the variable ζ. If this is the case one can use the analytic
Fredholm theorem to conclude that either Aˆ(σ, ζ) is nowhere invertible or it is invertible in the set of all
admissible ζ except possibly a discrete set. If the latter happens then in order to solve the equation
A(x)h = g,
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we can pass to the Fourier-Laplace transform
(3.10) Aˆ(ξ, ζ)hˆ(ξ, ζ) = gˆ(ξ, ζ) =⇒ h(x) = 1
2π
∫ 2π
µ=0
e ixζ/T (Aˆ−1gˆ)(xmod T, ζ/T ) dµ,
where in the last integral the path of integration should avoid the poles of Aˆ−1(xmodT, ζ). If between two
such paths there is no pole of Aˆ−1(xmodT, ζ) then the path of integration can be shifted from one of the
paths to the other horizontally without changing the value of the integral. This follows by Cauchy’s theorem,
since the integrals over the vertical segments cancel out due to (3.5). This means for instance that we can
get the inverse of A(x) in a space of functions L2a(R)+ whenever Aˆ
−1(ξ, ζ) is analytic in some neighbourhood
of the segment ζ = µ+ iT a, µ ∈ [0, 2π]. Alternatively, this means that Aˆ−1(ξ, ζ) is well defined in the space
L2per([0, T ]), for ζ = µ+ iT ν, |ν − a| < κ with some κ > 0. It may however happen that Aˆ−1(ξ, ζ) is analytic
along two paths ζj = µ+iT νj, j = 1, 2, µ ∈ [0, 2π] and ν1 < ν2, but it has a pole at some ζ∗ = µ∗+iT ν∗, with
ν1 < ν
∗ < ν2, µ∗ ∈ (0, 2π). In this case formula (3.10) would give two solutions h1 and h2 (by integrating over
the paths ζ = µ + iT νj, j = 1, 2) which would differ by an element of the kernel of A(x). This corresponds
to the residue of Aˆ−1(ξ, ζ), ζ∗ = µ∗ + iT ν∗.
3.3. Mapping properties of Lwτ in weighted Sobolev spaces. Going back to our context, we see that
since Lwτ is Tτ periodic in the z variable, and so is it induces a family of operators on L
2
γ,per(R
2 × [0, Tτ ]),
which is densely defined and holomorphic, as a function of ζ, in a neighbourhood of the segment [0, 2π]. Here
and below Hℓγ,per(R
2 × [0, Tτ ]) is a subspace of Hℓ(R2 × [0, Tτ ]) which consists of functions that are periodic
in z and whose grow (decay) away from Dτ is controlled by e
−γ
(
r−ρτ (z)
ε
)
, cf. (3.1). Later on we will also
consider the space of functions Hℓγ,per(D˚τ ×R) consisting of functions defined on D˚τ (here by D˚τ we denote a
one period portion of Dτ with the top and the bottom identified) and whose decay away from D˚τ is controlled
by e−γt. These two norms are related locally, near D˚τ , by formulas analogous to (3.2)–(3.3).
If we restrict Lwτ to the subspace of L
2
a,γ(R
3)+ of L
2
a,γ(R
3) functions that are supported in the set z > −1,
and consider it as acting on Fourier-Laplace transforms of such functions, then we can obtain a parametrix for
the operator Lwτ via the Fourier-Laplace inversion formula (3.10). As we pointed out earlier the advantage
in working with the family Lˆwτ (ζ), is the fact that we can use the theory developed in [25] and [34].
Using the Fourier-Laplace transform we can consider the family of operators Lˆwτ (ζ) instead of Lwτ . We
will write the operator Lˆwτ (ζ) in terms of variables (x1, x2, ξ) (here ξ ∈ [0, Tτ ]):
Lˆwτ (ζ) = ε[∆ + T
−2
τ (∂ξξ + 2iζ∂ξ − ζ2)] +
1
ε
f ′(wτ )
This operator is defined for functions in H2γ,per(R
2 × [0, Tτ ]) and induces a densely defined operator on
L2γ,per(R
2 × [0, Tτ ]). In order that the inversion formula for the Fourier-Laplace transform made sense we
need to know the Fredholm property at least for ζ = µ + iν, where µ ∈ [0, 2π] and |ν| is small, or in other
words when ζ is in a neighbourhood of the segment [0, 2π]. In order to prove that this operator is Fredholm
we use the following:
Lemma 3.1. Let AR = {(x, ξ) | r − ρτ (ξ) ∈ (−R,R), r = |x| =
√
x21 + x
2
2, ξ ∈ [0, Tτ ]} and let M > 0 be such
that f ′(wτ ) < −
√
2
2 in R
2 × [0, Tτ ] \AεM . There exists δτ > 0 such that for all ζ = µ+ ia, µ ∈ [0, 2π], and γ
such that a2 + γ2 < δτ , and all sufficiently small ε, it holds
(3.11) ε‖∇φ‖2L2γ,per(R2×[0,Tτ ]) + ε
−1‖φ‖2L2γ,per(R2×[0,Tτ ]) ≤ C‖Lˆwτ (ζ)φ‖
2
L2γ,per(R
2×[0,Tτ ]) + Cε
−1‖φ‖2L2(AεM ).
for any function φ ∈ H2γ,per(R2 × [0, Tτ ]). The constant C above depends on ζ,M and γ.
Proof of Lemma 3.1. This type of estimate is well known and it can be found for instance in [1]. We will
outline the proof here (following the proof of a similar result in [11]). We agree that Γ is one of the functions
Γ = e γ
(
r−ρτ (ξ)
ε
)
, Γ = coshγ
(r − ρτ (ξ)
ε
)
.
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We take a cutoff function χεM which is supported in the complement of the set AεM/2 and is identically equal
to 1 in the complement of the set AεM . Let us denote
φζ = e
iζξ/Tτφ,
so that
Lˆwτφ = e
− iζξ/Tτ [ε∆+
1
ε
f ′(wτ )]φζ = g.
Multiply the left hand side of the last equation by φ¯Γχ2εM and integrate by parts. This gives∫
R2×[0,Tτ ]
Lˆwτ (ζ)φφ¯Γχ
2
εM = −ε
∫
R2×[0,Tτ ]
[|∇φζ |2 + ζ2|φζ |2]Γχ2εM +
1
ε
∫
R2×[0,Tτ ]
f ′(wτ )|φζ |2Γχ2εM
− ε
∫
R2×[0,Tτ ]
∇φζ φ¯ζ∇(Γχ2εM )
Young’s inequality gives for example
ε|∇φζ · ∇Γφ¯ζ | ≤ εκ|∇φζ |2Γ + ε
4κ
|φζ |2 |∇Γ|
2
Γ
≤ εκ|∇φζ |2Γ + Cγ
4εκ
|φζ |2Γ.
Combining similar manipulations and adjusting the constants in the Young’s inequality and the exponent γ
suitably we find
(3.12)
ε
∫
R2×[0,Tτ ]
|∇φζ |2Γχ2εM +
1
ε
∫
R2×[0,Tτ ]
|φζ |2Γχ2εM ≤ C
∫
R2×[0,Tτ ]
|g|2Γχ2εM + Cε
∫
R2×[0,Tτ ]
|φζ |2|∇χεM |2.
As |∇χεM | = O(ε−1) and
|φζ | = e ξImζ/Tτ |φ|, |∇φ| = |∇(e− iζξ/Tτφζ)| ≤ e |ξImζ|/Tτ |∇φζ |+ |ζ|
Tτ
e |ξImζ|/Tτ |φζ |,
the Lemma follows from this. 
Remark 3.1. Estimate (3.12) is of separate interest and it and its variants will be used for instance when we
analyse the operator Lwτ below. In particular we will need such a variant in the proof Lemma 3.4 (to follow).
To explain this let us suppose that the weight function Γ depends on z as well, say Γ = (cosh z)ae γ
(
r−ρτ (z)
ε
)
and consider the problem
Lwτφ = g,
where φ, g ∈ L2a,γ(R3). Choosing the cutoff function χεM as above (understood now as a function on R3) and
multiplying by φΓχ2εM we see that the term we need to control is of the form
ε|∇φ · ∇Γφ| ≤ εκ|∇φζ |2Γ + Cγ
4εκ
|φζ |2Γ,
where the last inequality follows since we still have
|∇Γ|
Γ
≤ Cε−1.
As a consequence we get an estimate of the same type as (3.12) but with integrals taken over the whole space
R3.
Lemma 3.2. The operator Lˆwτ (ζ) acting on H
2
γ,per(R
2 × [0, Tτ ]) is Fredholm.
Proof of Lemma 3.2. We need to show that Lˆwτ (ζ) has finite dimensional kernel, closed range and that
codimension of the range is also finite. To see that the dimKer Lˆwτ (ζ) is finite we argue by contradiction.
Using notation of Lemma 3.1 let
B1 =
{
φ ∈ H2γ,per(R2 × [0, Tτ ]) | Lˆwτ (ζ)φ = 0, ‖φ‖L2(AεM ) = 1
}
.
By Lemma 3.1 we know that set B1 is bounded in H1γ,per(R2 × [0, Tτ ]) and then by Sobolev embedding it is
compact in L2(AεM ) and thus it must be finite dimensional. To show that Lˆwτ (ζ) has finite range we argue
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similarly (see for instance [34] for a detailed proof). To show that the codimension of the range is finite we
use the fact that dimKer Lˆwτ (ζ) = codimRange(Lˆwτ (ζ¯)), by duality (the dual of L
2
γ,per(R
2 × [0, Tτ ]) being
L2−γ,per(R
2 × [0, Tτ ])). 
We will use this in proving:
Proposition 3.1. There exists δτ > 0 and a finite set S0, such that for all a, γ with a2 + γ2 < δτ , a /∈ S0,
for all sufficiently small ε and for all g ∈ L2a,γ(R3) there exists a solution of the problem
(3.13) Lwτφ = g,
where φ ∈ H2−|a|,γ(R3).
Note that even if the right hand side of (3.13) is decaying as z → ±∞ (i.e. a > 0) we get a solution which
in general may be increasing as z → ±∞ at the exponential rate proportional to e |a||z|.
Proof of Proposition 3.1. The idea of the proof is to show that Lˆwτ (ζ) is an isomorphism for ζ in some
neighbourhood of [0, 2π], except possibly a finite set of points, and then use the parametrix formula to solve
(3.13). Since Lˆwτ (ζ) is a Fredholm family of holomorphic operators in an open set U ⊂ C with [0, 2π] ⊂ U it
is either non invertible everywhere in U or it is invertible except a discrete subset of U [36]. In particular, if
we consider ζ ∈ [0, 2π] (note that the operator Lˆwτ (ζ) is self adjoint for ζ ∈ R) and are able to show that it
is injective there except possibly a discrete set of points then we will conclude that it is invertible in [0, 2π]
except the discrete set and then the same will be true at least in a neighbourhood U of this segment.
To carry out this plan we consider Lˆwτ taken with respect to variable z. This operator is defined on the
space of functions in H2per(R
2 × [0, Tτ ]) which consists of functions which are periodic with period Tτ . Recall
that we have
Lˆwτ (ζ) = e
−iζξ/Tτ {ε∆+ ε−1f ′(wτ )}e iζξ/Tτ .
We want to express Lˆwτ in terms of the stretched Fermi co-ordinates in Nδ. Let D˚τ be the one period piece
of Dτ (i.e. 0 ≤ z ≤ Tτ ) with the top and the bottom identified. The natural domain for the expression
of the Fourier-Laplace transforms of functions in L2per(R
2 × [0, Tτ ]) in the stretched Fermi coordinates is
D˚τ × [−δ/ε, δ/ε]. For example from the definition of the shifted Fermi coordinates we see that
(Y ∗ε ξ)(y, t) = [y+ εtNτ(y)] · e3.
It is convenient to extend this function from D˚τ × [−δ/ε, δ/ε] to D˚τ × R. We will use for this purpose the
cutoff function χδ/ε defined in (2.19) and set
ξ∗ = χε/δ(Y ∗ε ξ) + (1− χε/δ)y · e3
for the extension of (Y ∗ε ξ) = ξ∗, understanding that this is a function of (y, t).
We use the operator Lwτ (see (2.20)) to define also a natural extension of Lˆwτ to D˚τ × R
L˜wτ (ζ) = e
−iζξ∗/TτLwτ e
iζξ∗/Tτ .
The operator L˜wτ (ζ) is ”almost” the Fourier-Laplace transform of Lwτ . Note that L˜wτ (0) = Lwτ . The
strategy of the proof is to show first that the operator L˜wτ (ζ) is injective and then conclude from this that
Lˆwτ (ζ) is injective.
We will study the kernel of L˜wτ (ζ) in the space of functions L
2
γ,per(D˚τ ×R). Let us suppose that for some
γ, |γ| < δτ , and ζ ∈ [0, 2π] there exists a function φ ∈ H2γ,per(D˚τ × R)
L˜wτ (ζ)φ0 = Lwτ (e
iζξ∗/Tτφ0) = Lwτφ0ζ = 0,
where we have denoted
(3.14) φ0ζ = e
iζξ∗/Tτφ0.
We can normalize ‖φ0ζ‖L2γ(D˚τ×R) = 1 and then by elliptic estimates for any M > 0 in the set D˚τ × (−M,M)
the function φ0ζ is bounded (we bound the real and imaginary parts of φ0ζ separately). Take M large so
that f ′(wτ ) < −2 + η with some small η > 0. Take δτ in the statement of the Proposition small so that
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γ ∈ (−√2− η,√2− η). Using the comparison principle for the operator L˜wτ it is then easy to show that in
fact
(3.15) |φ0ζ(y, t)| = |φ0| ≤ Ce−
√
2−η|t|
and therefore φ0 ∈ H2(D˚τ × R).
For complex valued functions φ1, φ2 ∈ L2(D˚τ × R) we define Hermitian inner product
〈φ1, φ2〉 =
∫
D˚τ×R
φ1φ¯2dVD˚τ dt
Above ∇D˚τ and dVD˚τ are respectively the gradient and the volume element on D˚τ . We introduce an
orthogonal decomposition in L2(D˚τ ×R) as follows: Let V be the function defined in (2.22) (we recall that it
is an extension of ∂tY
∗
ε wτ ). Given a function φ ∈ L2(D˚τ × R) we denote φζ = e iζξ
∗/Tτφ and decompose
φζ = φ
‖
ζ + ψζV,
where
φ
‖
ζ ∈ Xγ :=
{
φ ∈ L2γ,per(D˚τ × R)
∣∣∣∣
∫
R
φV dt =
∫
R
φ¯V dt = 0
}
, ψζ =
∫
R
φζV dt∫
R
V2 dt
.
In particular for φ0 ∈ Ker L˜wτ (ζ) we have
(3.16) Lwτφ0ζ = Lwτφ
‖
0ζ + Lwτ (ψ0ζV) = 0
and
(3.17)
〈
−Lwτφ‖0ζ , φ‖0ζ
〉
= −
〈
Lwτψ0ζV, φ
‖
0ζ
〉
.
We will use this identity to estimate φ
‖
0ζ in terms of suitable norm of ψ0ζ . To do so we need:
Lemma 3.3. It holds
(3.18)
∣∣∣〈−Lwτφ‖ζ , φ‖ζ〉∣∣∣ ≥ Cε
(
‖∂tφ‖ζ‖2L2(D˚τ×R) + ‖φ
‖
ζ‖2L2(D˚τ×R)
)
+ Cε‖∇D˚τφ
‖
ζ‖2L2(D˚τ×R).
Proof of Lemma 3.3. We recall the well known fact: with Θ(x) = tanh
(
x√
2
)
the bilinear form
(3.19)
∫
R
|ψ′|2 − f ′(Θ)ψ2
is positive definite on the space of functions L2(R) orthogonal to Θ′(x). Consider a quadratic form
B(φ, φ) = 1
ε
∫
D˚τ×R
|∂tφ|2 + ε2|∇D˚τφ|2 − f ′(Θ)|φ|2
for φ ∈ Xγ . Write
φ = φ1 + φ2Θ
′, where (φ1, Θ′) = 0, φ2 =
(φ,Θ′)
(Θ′, Θ′)
,
and where we have denoted
(φ, ψ) =
∫
R
φψ¯ dt
We have
0 = (φ, V) = (φ,Θ′) + (φ, V −Θ′) = φ2 (Θ′, Θ′) + (φ, V −Θ′) ,
and also
0 = ∇D˚τ (φ, V) =
(
∇D˚τφ, V
)
+
(
φ,∇D˚τ V
)
= ∇D˚τφ2 (Θ′, Θ′)
2
+
(
∇D˚τφ, V −Θ′
)
+
(
φ,∇D˚τ V
)
Since
V−Θ′ = U ′ −Θ′ +OC1,αµ D˚τ×R(ε2−α) = OC1,αµ D˚τ×R(ε), ∇D˚τV = OC1,αµ D˚τ×R(ε2−α)
we get
(3.20) ‖φ2Θ′‖H1(D˚τ×R) ≤ Cε‖φ‖H1(D˚τ×R).
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By (3.19)
B(φ1, φ1) ≥ C
ε
(
‖φ1‖2L2(D˚τ×R) + ‖∂tφ1‖
2
L2(D˚τ×R) + ε
2‖∇D˚τφ1‖2L2(D˚τ×R)
)
,
hence from (3.20)
B(φ, φ) ≥ C
ε
(
‖φ‖2
L2(D˚τ×R) + ‖∂tφ‖
2
L2(D˚τ×R) + ε
2‖∇D˚τφ‖2L2(D˚τ×R)
)
,
for any φ ∈ Xγ .
We get
〈−Lwτφ‖ζ , φ‖ζ〉 = B(φ‖ζ , φ‖ζ)−
1
ε
∫
D˚τ×R
[f ′(wτ )− f ′(Θ)]|φζ |2 dVD˚τ dt
− ε
2
∫
D˚τ×R
∂t
(
tχε/δ
) |AD˚τ |2|φζ |2 dVD˚τ dt+ 〈χε/δQε∂tφζ , φζ〉+ ε〈χε/δAεφζ , φζ〉
= B(φ‖ζ , φ‖ζ) +
(O(1) +O(ε/δ) +O(δ2)) (‖φ‖ζ‖2L2(D˚τ×R) + ‖∂tφ‖ζ‖2L2(D˚τ×R)
)
+O(εδ)‖∇D˚τφ
‖
ζ‖2L2(D˚τ×R).
Since δ can be taken as small as we wish the assertion of the Lemma follows. 
Now, we need to control the mixed term in (3.17)
〈−Lwτ (ψ0ζV), φ‖0ζ〉 = −ε
〈
V
(JDτ + χε/δAε)ψ0ζ , φ‖0ζ〉− ε〈[∆Dτ + χε/δAε, V]ψ0ζ , φ‖0ζ〉
+
〈
OC0,αµ (Dτ×R)(ε3−α)ψ0ζ , φ
‖
0ζ
〉
=
〈
OC0,αµ (Dτ×R)(ε2)∇D˚τψ0ζ ,∇D˚τφ
‖
0ζ
〉
+
〈
OC0,αµ (Dτ×R)(ε3−α)ψ0ζ , φ
‖
0ζ
〉
where the last equality follows because the coefficients of the operator Aε are bounded by εt and V is
exponentially decaying in t. By the Cauchy-Schwarz inequality for any some η > 0 small we get
(3.21)
∣∣∣〈−Lwτ (ψ0ζV), φ‖0ζ〉∣∣∣ ≤ η (ε−1‖φ‖0ζ‖2H1(D˚τ×R) + ε‖φ‖0ζ‖2H1(D˚τ×R)
)
+ Cηε
3‖ψ0ζ‖2H1(D˚τ ).
It follows from (3.17) and Lemma 3.3
1
ε
(
‖∂tφ‖0ζ‖2L2(D˚τ×R) + ‖φ
‖
0ζ‖2L2(D˚τ×R)
)
+ ε‖∇D˚τφ
‖
0ζ‖2L2(D˚τ×R) ≤ Cε
3‖ψ0ζ‖2H1(D˚τ ).
Now consider the orthogonal complement of Xγ . From (2.26) we obtain:
Lwτ (ψ0ζV) = εV
(
JD˚τ + χε/δAε
)
ψ0ζ + ε
[
∆Dτ + χε/δAε, V
]
ψ0ζ +OC0,αµ (Dτ×R)(ε3−α)ψ0ζ ,
Using this and projecting (3.16) onto V and integrating over R we get
(3.22) JD˚τψ0ζ = T (ψ0ζ , φ0ζ)
where
(3.23)
‖T (ψ0ζ, φ0ζ)‖L2(D˚τ ) ≤ Cδ‖ψ0ζ‖H2(D˚τ ) + C
(
ε−1‖φ‖0ζ‖L2(D˚τ×R) + ε2−α‖φ
‖
0ζ‖H1(D˚τ×R)
)
≤ C
(
δ‖ψ0ζ‖H2(D˚τ ) + ε‖ψ0ζ‖H1(D˚τ )
)
We claim that from this it follows that for any ζ ∈ (0, 1) there exists εζ > 0 such that for any ε ∈ (0, εζ) we
have ψ0ζ = 0 and hence φ0 = 0. To show this claim we note that by definition
ψ0ζ =
(φ0ζ , V)
(V, V)
=
(
e iζξ
∗/Tτφ0, V
)
(V, V)
=
(
e iζ(y3+εχε/δtNτ ·e3)/Tτφ0, V
)
(V, V)
=
e iζy3/Tτ
(
e iζεχε/δtNτ ·e3)/Tτφ0, V
)
(V, V)
= e iζy3/Tτ ψ˜0ζ
where ψ˜0ζ is periodic in y3 with period Tτ . We see that ψ0ζ satisfies
ψ0ζ(y1, y2, y3 + Tτ ) = e
iζψ0ζ(y1, y2, y3), y = (y1, y2, y3) ∈ Dτ ,
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with similar relation for ∂y3ψ0ζ . By Proposition 4.2 in [27] we know that the operator JD˚τ is invertible in the
space of functions satisfying these conditions as long as ζ ∈ (0, 2π) with an inverse whose norm depends on
τ . The claim now follows from (3.22) and (3.23).
In particular we conclude that the operator L˜wτ (ζ) is injective for ζ ∈ (0, 2π) and by the same argument
for ζ ∈ (−2π, 0) (note that L˜∗wτ (ζ) = L˜wτ (−ζ)). A version of Lemma 3.1 for L˜wτ (ζ) shows that this operator
is Fredholm, depends analytically on ζ and, as a consequence, it is invertible in a neighbourhood of [0, 2π]
except for a discrete set.
Now let us suppose that for some ζ ∈ (0, 2π) there exists a function φ0 ∈ H2γ,per(R2 × [0, Tτ ]), with some
γ, |γ| small, such that Lˆwτ (ζ)φ0 = 0. Since φ0 is bounded locally near D˚τ we can use comparison principle
to show that φ0 is decaying away from D˚τ at least like e
−√2−η |r−ρ(ξ)|ε (the argument is similar to the one
leading to (3.15)). Using Lemma 3.1 we get
(3.24) ‖φ0‖H2±γ,per(R2×[0,Tτ ]) ≤ Cε−1‖φ0‖L2per(R2×[0,Tτ ]).
We normalize ‖φ0‖H1per(R2×[0,Tτ ]) = 1 and set φ˜0 = χε/δY ∗ε φ0. With this notation (see (3.2))
‖φ˜0‖L2(D˚τ×R) ∼ ε−1/2‖φ0‖L2({dist (x,D˚τ )<δ})
since dtdVD˚τ ∼ ε−1dx. Similarly, we have
‖φ˜0‖H1(D˚τ×R) ∼ ε1/2‖φ0‖H1({dist (x,D˚τ )<δ}).
Next, we observe that since φ0 is decaying exponentially away from D˚τ we have by (3.24)
‖φ0‖2H1per(R2×[0,Tτ ]) = ‖φ0‖
2
H1({dist (x,D˚τ )<δ}) + ‖φ0‖
2
H1({dist (x,D˚τ )>δ})
≤ ‖φ0‖2H1({dist (x,D˚τ )<δ}) +O(e
−cδ/ε)‖φ‖2H1γ,per(R2×[0,Tτ ])∩H1−γ,per(R2×[0,Tτ ])
≤ ‖φ0‖2H1({dist (x,D˚τ )<δ}) +O(ε
−1e−cδ/ε)‖φ0‖2H1per(R2×[0,Tτ ]),
hence
(3.25) ‖φ0‖2H1({dist (x,D˚τ )<δ}) ≥
1
2
‖φ0‖2H1per(R2×[0,Tτ ]) =
1
2
.
Given all this we claim that we can find a nontrivial function φ˜ = φ˜0 + φ˜1, ψ ∈ L2(D˚τ × R), such that
L˜wτ (ζ)φ˜ = 0, by solving
(3.26)
L˜wτ (ζ)φ˜1 = −
[
χε/δ, L˜wτ (ζ)
]
φ˜0−e−iζξ∗/Tτχε/δ(1−χε/δ)
[(
εt|ADτ |2 +Qε
)
∂t + εAε
]
e iζξ
∗/Tτ φ˜0 := Rε/δ(y, t).
In fact, since Rε/δ is supported in the set δ/2ε ≤ |t| ≤ δ/ε therefore
‖Rε/δ‖L2(D˚τ×R) ≤ Ce−cδ/ε‖φ0‖H1γ,per(R2×[0,Tτ ])∩H1−γ,per(R2×[0,Tτ ]).
Next we decompose φ˜1 = φ˜
‖
1 + ψ˜1V and use (with only slight modifications) the argument that we have used
to show that L˜wτ (ζ) is injective to get:
‖φ˜1‖H1(D˚τ×R) ≤ Cε−1‖Rε/δ‖L2(D˚τ×R) ≤ Ce−cδ/ε‖φ0‖L2per(R2×[0,Tτ ]).
From (3.25) it now follows
‖φ˜‖H1(D˚τ×R) ≥ ‖φ˜0‖H1(D˚τ×R) − ‖φ˜1‖H1(D˚τ×R)
≥ Cε1/2‖φ0‖2H1({dist (x,D˚τ )<δ}) +O(e
−cδ/ε)‖φ0‖L2per(R2×[0,Tτ ]) > 0,
for ε sufficiently small. This contradicts the fact that L˜wτ (ζ) is injective. Taking this into account we see that
Lˆwτ (ζ) is invertible at least for ζ ∈ (0, 2π), and thus by the Fredholm alternative is invertible for all ζ such
that |Im ζ| < δτ , expect possibly a finite set where Lˆ−1wτ (ζ) has poles. We claim that the required properties
of Lwτ follow now by taking the inverse Fourier-Laplace transform at any a for which Lˆ
−1
wτ ,γ(ζ) is well defined
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for ζ = µ + iTτa, µ ∈ [0, 2π]. Indeed, given g ∈ L2a,γ(R3) with a2 + γ2 < δτ and cutoff functions χ±(z) such
that χ+(z) + χ−(z) = 1 and suppχ+ = (−1,∞) we can solve
Lwτφ
± = χ±g.
To do this we let gˆ± to be the Fourier-Laplace transforms of g±. Then we solve
Lˆwτ (ζ)φˆ
± = gˆ± =⇒ φˆ± = Lˆwτ (ζ)−1gˆ±,
and by taking the inverse of the Fourier-Laplace transform F we determine
φ± = F−1(Lˆwτ (ζ)−1gˆ±),
and define
φ = Gwτ (g) := φ
− + φ+.
This ends the proof.

Remark 3.2. We will describe a useful consequence of local elliptic estimates. Let us suppose that we know
a priori φ, g ∈ L2a,γ(R3) where
∆φ = g.
The goal is to obtain weighted Sobolev estimates for the derivatives of φ. First, consider a cube Qr(x0) centred
at x0 ∈ R3 and with its sides equal to r. Standard elliptic estimates show
r‖D2φ‖L2(Qr(x0)) + ‖∇φ‖L2(Qr(x0)) ≤ C‖g‖L2(Q2r(x0)) + Cr−1‖φ‖L2(Q2r(x0)).
If r = ε then we get from this
ε‖D2φ‖L2a,γ(Qε(x0)) + ‖∇φ‖L2a,γ(Qε(x0)) ≤ C‖g‖L2a,γ(Q2ε(x0)) + Cε−1‖φ‖L2a,γ(Q2ε(x0)),
since the exponential weights are comparable on the sets with diameters proportional to ε. Arranging now a
countable collection of cubes {Qε(xj)}j∈N in such a way that for each xj the number of cubes Q2ε(xj′ ), j′ 6= j,
whose intersection with Qε(xj) is nonempty is finite and bounded independently on j, while at the same time
R3 = ∪j∈NQε(xj), we see that above local estimates can be summed up to yield:
(3.27) ε‖D2φ‖L2a,γ(R3) + ‖∇φ‖L2a,γ(R3) ≤ C‖g‖L2a,γ(R3) + Cε−1‖φ‖L2a,γ(R3).
Lemma 3.4. Let φ ∈ L2a,γ′(R3) be a solution of Lwτφ = g with g ∈ L2a,γ(R3) where γ > 0, γ′ < γ and
a2 + γ2 < δτ , a
2 + γ′2 < δτ . Then φ ∈ L2a,γ(R3). An analogous statement holds when we assume that γ < 0
and γ < γ′.
Proof. We follow the proof of a similar result in [11]. Let χ be a cutoff function supported in the set
εM < r − ρτ (z), r2 = x21 + x22, and such that χ ≡ 1 in the set r − ρτ (z) > 2εM where M is chosen so that
f ′(wτ ) < −1 for r − ρτ (z) > εM . We calculate
Lwτ (χφ) = χg + [ε∆, χ]φ ≡ g1, [ε∆, χ]φ = ε∆(χφ)− εχ∆φ.
We have ε∇χ = O(1) and ε∆χ = O(ε−1). Moreover, by local elliptic estimates applied to the equation
∆φ = ε−1g + ε−2f ′(wτ )φ
we can show that (see Remark 3.2)
‖ε∇χ · ∇φ‖L2a,γ(R3) ≤ Cε−1‖g‖L2a,γ(R3) + Cε−2‖φ‖L2a,γ′(R3).
We find from this
‖ε∇χ · ∇φ‖L2a,γ(R3) + ‖εφ∆χ‖L2a,γ(R3) ≤ Cε−1‖g‖L2a,γ(R3)‖+ Cε−2‖φ‖L2a,γ′(R3).
Above, we use the fact that the weighed norms ‖ · ‖L2a,γ(R3) and ‖ · ‖L2a,γ′(R3) are comparable in the set
r − ρτ (z) ∈ [εM, 2εM ]. From this we obtain
‖g1‖L2a,γ(R3) ≤ Cε−1‖g‖L2a,γ(R3) + Cε−2‖φ‖L2a,γ′(R3).
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Now we solve the problem
Lwτφ1,R = g1, in ΩεM,R,
φ1,R = 0, on ΩεM,R,
in a bounded set ΩεM,R = {εM < r − ρτ (z) < R, |z| < R}. Using similar argument as the one leading to
(3.12) in the proof of Lemma 3.1 we get
‖φ1,R‖H1a,γ(ΩεM,R) ≤ Cε−1/2‖g1‖L2a,γ(R3)
≤ Cε−3/2‖g‖L2a,γ(R3) + Cε−5/2‖φ‖L2a,γ′(R3).
Note the that in the first of the above inequalities only the right hand side of the equation appears, which is
due to the fact that we assumed homogeneous Dirichlet boundary conditions on φ1,R and we do not need to
introduce the cut off function χεM in proving a version of Lemma 3.1 needed here. Letting R→∞ we get a
solution φ1 of the equation Lwτφ1 = g1 but now in the set εM < r − ρτ (z), such that
‖φ1‖H1a,γ(R3) ≤ Cε−3/2‖g‖L2a,γ(R3) + Cε−5/2‖φ‖L2a,γ′(R3).
We also have Lwτ (χφ − φ1) = 0 and φ1 = χφ = 0 along the surface εM = r − ρτ (z). Then, an estimate
similar to (3.12), shows that actually χφ = φ1. Similar argument applied in the set −εM > r − ρτ (z) ends
the proof. 
3.4. The deficiency space and the kernel of Lwτ . Let us summarize our results so far. Let g ∈ L2a,γ(R3)
with a2 + γ2 < δτ , and cutoff functions χ
±(z) such that χ+(z) +χ−(z) = 1 and suppχ+ = [−1,∞) be given.
(i) As in Proposition 3.1 we can solve
Lwτφ
± = χ±g
where φ± ∈ H2−|a|,γ(R3)± (except for a finite set of a).
(ii) If we have Lwτφ = g, φ ∈ L2a,γ′(R3), g ∈ L2a,γ(R3) with γ > 0 and γ′ < γ then φ ∈ H2a,γ(R3). In
particular if g is decaying exponentially away from the surface Dτ , so that we have g ∈ L2a,γ(R3) ∩
L2a,−γ(R
3) then φ ∈ H2a,γ(R3)∩H2a,−γ(R3). This means that the decay rate of the solution away from
the nodal set improves together with the rate of decay of the right hand side.
(iii) When the right hand side decays both along the nodal set and in the direction transversal to it, for
example g ∈ L2a,γ(R3)∩L2a,−γ(R3), with a > 0, then we can use the parametrix to solve the equation
Lwτφ
+ = χ+g and determine a solution φ+ such that χ+φ+ ∈ L2a,γ(R3)+ ∩L2a,−γ(R3)+. At the same
time we can find another solution φ+1 , such that χ
+φ+1 ∈ L2−a,γ(R3)+ ∩ L2−a,−γ(R3)+ and we get the
following decomposition:
φ+ =
k∑
j=1
Z+j + φ
+
1 ,
where Z+j are in the kernel of the operator Lwτ . Then we have
φ+ = χ+φ+ + χ−φ+ = χ+φ+ + χ−φ+1 +
k∑
j=1
Z+j χ
−,
where (χ+φ+ + χ−φ+1 ) ∈ H2a,γ(R3). Of course we can argue similarly for the equation Lwτφ− = χ−g
and thus at the end we get the following formula
φ = φ0 +
k∑
j=1
χ−Z+j +
k∑
j=1
χ+Z−j ,
where φ0 ∈ H2a,γ(R3). This is the so called linear decomposition formula. It says that any solution to
Lwτφ = g can be decomposed into an exponentially decaying part and and a linear combination of
2k functions which are related to the residues of Lˆ−1wτ ,γ(ζ) at its poles. We say that these functions
belong to the deficiency space. Clearly the elements of the kernel of Lwτ (which is k dimensional)
belong to the deficiency space and thus removing them from it we obtain a space on which Lwτ is an
isomorphism (see Lemma (3.5) below).
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Before stating precisely the next Lemma we introduce weighted Sobolev spaces
L¯a,γ(R
3) := L2a,γ(R
3) ∩ L2a,−γ(R3), H¯sa,γ(R3) := Hsa,γ(R3) ∩Hsa,−γ(R3).
Note that φ ∈ L¯a,γ(R3) decays away from Dτ as cosh−γ
(
r−ρτ (z)
ε
)
if γ > 0, and decays (for a > 0) or grows
(for a < 0) along Dτ at the rate cosh
−a z. Based on observations (i)–(iii) we have:
Lemma 3.5. Let γ > 0, a > 0, with a2 + γ2 < δτ and let us define the deficiency space
Dwτ = span
{
χ+Zj, χ
−Zj , j = 1, . . . k, Zj ∈ KerLwτ
}
.
We further decompose Dwτ = Kwτ ⊕ Ewτ , where Kwτ = KerLwτ . Then the operator
Lwτ : H¯
2
a,γ(R
3)⊕ Ewτ −→ L¯2a,γ(R3)
φ 7−→ Lwτφ.
is an isomorphism.
Note that dim Ewτ = k = dimKwτ and that we know already that k ≥ 6 = dim Iwτ where the linear
subspace Iwτ was defined in (2.28). We will show next that indeed k = 6.
Proposition 3.2. We have Kwτ = Iwτ .
Proof of Proposition 3.2. The idea of the proof is to relate the kernel of the operator Lwτ with the space of
the Jacobi fields of the operator JDτ that is explicitly known and in particular its dimension is 6. Let us
consider a φ ∈ Kwτ . A priori it may happen that φ is exponentially increasing in the z variable but we know
already (see the argument leading to (3.24) an also Lemma 3.4 and Remark 3.1) that it must be decaying
at least like cosh−γ( r−ρτ (z)ε ) with some γ > 0. In particular all integrations with respect to the transversal
direction to Dτ that will appear below are justified.
Next, we note that formula (2.26) suggests that near the surface Dτ the elements of Kwτ should be
proportional, asymptotically as ε→ 0, to V times a function on Dτ . To make this rigorous we first prove the
following:
Lemma 3.6. Let φ ∈ Kwτ be such that
(3.28)
∫
R
(Y ∗ε φ)(y, t)V(y, t)χε/δ(t) dt = 0, ∀y ∈ Dτ .
Then we have φ ≡ 0.
Proof of Lemma 3.6. As we have pointed out it is not hard to show that φ decays exponentially like cosh−γ
( r−ρτ (z)
ε )
and so we can compute ∫
R2
φ2(x, z) dx = h(z), x = (x1, x2).
Direct calculation shows:
(3.29)
ε
2
d2h
dz2
=
∫
R2
[
ε|∇xφ|2 − 1
ε
f ′(wτ )φ2
]
dx+ ε
∫
R2
|∂zφ|2 dx.
We claim that the orthogonality condition (3.28) implies
(3.30)
∫
R2
[
ε|∇xφ|2 − 1
ε
f ′(wτ )φ2
]
dx ≥ κ
ε
∫
R2
φ2(x, z) dx =
κ
ε
h,
with some constant κ > 0. To prove this claim we need:
Lemma 3.7. There exists a constant κ > 0 such that for any sufficiently large R and any v ∈ H1((−R,R))
it holds ∫ R
−R
|v′|2 − f ′(Θ)v2 ≥ κ
∫ R
−R
v2 whenever
∫ R
−R
vΘ′χR = 0,
where χR is a smooth cutoff function supported in (−R,R) such that χR(x) = 1 in (−R/2, R/2).
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A proof of this Lemma (using for instance (3.19) as a point of departure) is omitted.
Changing to Fermi coordinates we have in Nδ:
(3.31) ε|∇xφ|2 = 1
ε
|∂tY ∗ε φ|2 +O(ε)|∂sY ∗ε φ|2 +O(ε)|∂θY ∗ε φ|2.
Next, for a fixed z we consider a diffeomorphism (x1, x2) 7→ (θ, t) defined by
xj = (X(s, θ) + εtNτ (s, θ)) · ej
where s = s(θ, t; z) is determined from
z = (X(s, θ) + εtNτ(s, θ)) · e3.
The Jacobian matrix of this map can can be calculated explicitly but for our purpose it is enough to note
that
dx1dx2 = εµ0(θ) dθdt + ε
2
tµ1(θ, t) dθdt,
where µ0, µ1 are positive densities and
|µ1(θ, t)| ≤ C.
From this we find
(3.32)
∫
R2
[
ε|∇xφ|2 − 1
ε
f ′(wτ )φ2
]
dx ≥
∫ 2π
0
{∫
|t|≤δ/ε
[|∂tY ∗ε φ|2 − f ′ (Θ(t)) |Y ∗ε φ|2] dt
}
µ0dθ
+
∫
R2\Nδ
[
ε|∇xφ|2 + 1
ε
φ2
]
dx
−K(δ + ε)
∫
R2
[
ε|∇xφ|2 + 1
ε
φ2
]
dx
The potential f ′(wτ ) in the first line on the left can be replaced by f ′(Θ) on the right of this line since
Y ∗ε wτ = Θ +O(ε). The term in the second line above appears because f ′(wτ ) < −2 + η in the complement
of Nδ. Finally, all the other terms are of smaller size and can be controlled by the integral in the third line
times K(δ + ε), where K is a constant. Using Lemma 3.7 and going back to the original variables we get∫ 2π
0
{∫
|t|≤δ/ε
[|∂tY ∗ε φ|2 − f ′ (Θ(t)) |Y ∗ε φ|2] dt
}
µ0dθ ≥ C
ε
∫
Nδ
φ2 dx.
It follows ∫
R2
[
ε|∇xφ|2 − 1
ε
f ′(wτ )φ2
]
dx ≥ C
ε
∫
R2
φ2 dx−K(ε+ δ)
∫
R2
[
ε|∇xφ|2 + 1
ε
φ2
]
dx,
hence
[1 +K(ε+ δ)]
∫
R2
[
ε|∇xφ|2 − 1
ε
f ′(wτ )φ2
]
dx ≥ C
ε
∫
R2
φ2 dx − K(ε+ δ)
ε
∫
R2
[1 + f ′(wτ )]φ2 dx
which gives (3.30) provided that ε and δ are small enough.
From (3.30) and (3.29) we find
ε
2
d2h
dz2
− κ
ε
h > 0.
By Lemma 3.5 we know a priori that φ, hence h, is growing in z at ±∞ at some exponential rate which
is independent on ε. Applying the comparison principle we see that h, and hence φ, is actually decaying
as z → ±∞, at some exponential rate proportional to ε−1. Using again orthogonality condition (3.28) we
calculate
〈−Lwτφ, φ〉 =
∫
R3
[
ε|∇φ|2 − 1
ε
f ′(wτ )φ2
]
dxdz ≥ cε−1‖φ‖2L2(R3),
hence φ ≡ 0 as claimed. This ends the proof of the Lemma.

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We continue with the proof of the Proposition. For a given φ ∈ Kwτ we define
ϕ = (Y ∗ε φ)χδ/ε.
The function ϕ is a cutoff of Y ∗ε φ and is supported in Nδ. Since φ ∈ H¯2a,γ(R3) with some a ∈ R, and γ > 0
both small (φ decays or grows in z like cosh−a z, and it decays like cosh−γ
( r−ρτ (z)
ε
)
away from Dτ ) we have
that ϕ ∈ H2a∗,γ∗(Dτ × R) with some a∗ ∈ R and γ∗ > 0 both small. We also have
‖ϕ‖L¯2a∗,γ∗ (Dτ×R) ≤ Cε
−1/2‖φ‖L¯2a,γ(R3),
with similar estimates for other Sobolev norms. Note that since φ decays like cosh−γ
( r−ρτ (z)
ε
)
away from Dτ
then ϕ decays at least like cosh−γ¯ t with some γ¯ > 0. Above estimate holds then for any γ∗ < γ¯ and we will
consider only γ∗ restricted this way.
In what follows we will argue by contradiction and we will assume that dimKwτ > 6. Since we know ex-
plicitly six linearly independent elements in Kwτ , which are the geometric Jacobi fields spanning the subspace
Iwτ defined in (2.28) we can find a function φ ∈ Kwτ such that φ /∈ Iwτ and in particular we can assume
(3.33)
∫
Dτ×R
χδ/ε(Y
∗
ε φ)(Y
∗
ε Φ•) cosh
a∗(s) dVDτ dt = 0, ∀Φ• ∈ Iwτ .
We decompose
ϕ = ψV+ ϕ‖,
∫
R
χε/δϕ
‖(y, t)V(y, t) dt = 0.
From Lemma 3.6 we know that ψ 6= 0 and therefore we can assume ‖ψ‖L2
a∗
(Dτ ) = 1 (indeed we expect
‖ϕ‖‖L2a∗,γ∗ (Dτ×R) = o(1)). We compute
Lwτϕ = (Y
∗
ε Lwτ )ϕ+ [Lwτ − (Y ∗ε Lwτ )]ϕ ≡ g,
where, more explicitly,
(Y ∗ε Lwτ )ϕ = ε
−1[(Y ∗ε φ)∂ttχε/δ + 2∂t(Y
∗
ε φ)∂tχε/δ]− (HDτ + εt|ADτ |2 +Qε)(Y ∗ε φ)∂tχε/δ
[Lwτ − (Y ∗ε Lwτ )]ϕ = (1 − χε/δ)(εt|ADτ |2 +Qε)∂tϕ− ε(1− χε/δ)Aεϕ.
It is not hard to see that
‖χε/δg‖L¯2a∗,γ∗ (Dτ×R) ≤ O(e
−cδ/ε)‖ϕ‖H¯2a∗,γ∗ (Dτ×R),
since γ∗ < γ¯. Using this we can calculate∫
R
χε/δLwτϕV dt =
∫
R
χε/δgϕV dt
which gives
(3.34) JDτψ = T (ϕ‖, ψ),
where T is a linear operator satisfying
(3.35)
‖T (ϕ‖, ψ)‖L2a∗(Dτ ) ≤ Cε
−1‖ϕ‖‖L¯2a∗,γ∗(Dτ×R) + Cε‖ϕ
‖‖H¯2a∗,γ∗ (Dτ×R) + Cε
1−α‖ψ‖H1a∗ (Dτ ) + Cδ‖ψ‖H2a∗(Dτ ),
with some α ∈ (0, 1). Next we will estimate ϕ‖. Since this argument is similar to that of Proposition 3.1 we
will outline the main points omitting some tedious but straightforward calculations. Let K > 0 be a large
constant and χ± : R → R+ be smooth cutoff functions such that χ+ + χ− ≡ 1, χ+(s) = 1 when s > 1 and
χ+(s) = 0 when s < −K and additionally K|χ±s |+K2|χ±ss| ≤ C.
We define ϕ‖,± = χ±ϕ‖. Taking the Fourier-Laplace transform (with respect to s) we get
(Lwτϕ
‖,±)
∧
= (χ±Lwτϕ
‖)∧ +
([
Lwτ , χ
±]ϕ‖)∧
= (χ±g)∧ − (χ±Lwτ (ψV))∧ + ([Lwτ , χ±]ϕ‖)∧ .
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We can project
(3.36)
∫
[0,Tτ ]×[0,2π]×R
ϕˆ‖,±(Lwτϕ
‖,±)
∧
=
∫
[0,Tτ ]×[0,2π]×R
ϕˆ‖,±(χ±g)∧
−
∫
[0,Tτ ]×[0,2π]×R
ϕˆ‖,±
(
χ±Lwτ (ψV)
)∧
+
∫
[0,Tτ ]×[0,2π]×R
ϕˆ‖,±
([
Lwτ , χ
±]ϕ‖)∧
Since we have ∫
R
χε/δϕˆ
‖,±
V dt = 0,
therefore the bilinear form on the left hand side in (3.36) is positive definite and by an argument similar to
the one in Proposition 3.1 we get∣∣∣∣∣
∫
[0,Tτ ]×[0,2π]×R
ϕˆ‖,±(Lwτϕ
‖,±)
∧
∣∣∣∣∣ ≥ Cε ‖ϕˆ‖,±‖2L2([0,Tτ ]×[0,2π]×R) ≥ Cε ‖ϕ‖,±‖2L2a∗(Dτ×R)± ,
where the last inequality follows from Plancherel’s identity. Using Cauchy-Schwarz inequality and Plancherel
identity again on the right hand side of (3.36) we find
ε−1‖ϕ‖,±‖L2a∗(Dτ×R)± ≤ C
(
‖χ±g‖L2a∗(Dτ×R)± + ‖χ
±Lwτ (ψV)‖L2a∗(Dτ×R)± +
∥∥∥[Lwτ , χ±]ϕ‖∥∥∥
L2a∗(Dτ×R)±
)
Using an argument similar to the one indicated in Remark 3.1 and Remark 3.2 we can show from this
(3.37)
ε−1‖ϕ‖,±‖L2a∗,γ∗ (Dτ×R)± + ε‖∇ϕ
‖,±‖L2a∗,γ∗(Dτ×R)± + ε‖D
2ϕ‖,±‖L2a∗,γ∗ (Dτ×R)± ≤ CR
R ≡
(
‖χ±g‖L2a∗,γ∗ (Dτ×R)± + ‖χ
±Lwτ (ψV)‖L2a∗,γ∗ (Dτ×R)± +
∥∥∥[Lwτ , χ±]ϕ‖∥∥∥
L2a∗,γ∗ (Dτ×R)±
)
.
We have
‖χ±g‖L2a∗,γ∗ (Dτ×R)± ≤ O(e
−cδ/ε)
(
‖ϕ‖‖H2a∗,γ∗ (Dτ×R) + ‖ψ‖H2a∗(Dτ )
)
‖χ±Lwτ (ψV)‖L2a∗,γ∗ (Dτ×R)± ≤ Cε‖ψ‖H2a∗ (Dτ )∥∥∥[Lwτ , χ±]ϕ‖∥∥∥
L2a∗,γ∗ (Dτ×R)±
≤ Cε
K
‖ϕ‖‖H1a∗,γ∗ (Dτ×R).
Combining these inequalities we get from (3.37)
(3.38) ε−1‖ϕ‖‖L2a∗(Dτ×R) + ε‖∇ϕ
‖‖L2a∗,γ∗ (Dτ×R) + ε‖D
2ϕ‖‖L2a∗,γ∗ (Dτ×R) ≤ Cε‖ψ‖H2a∗(Dτ ).
This and estimate (3.35) imply
‖T (ϕ‖, ψ)‖L2a∗ (Dτ ) ≤ C(ε
1−α + ε)‖ψ‖H2a∗(Dτ ) + Cδ‖ψ‖H2a∗ (Dτ ).
Decomposing ψ = ψ+ + ψ−, where ψ± = χ±ψ we can use the Fourier-Laplace transform to show that
ψ = ψ0 + ψ1
where ψ0 is a linear combination of the the geometric Jacobi fields and
(3.39) ‖ψ1‖H2a∗ (Dτ ) ≤ C‖T (ϕ
‖, ψ)‖L2a∗(Dτ ) ≤ C(ε
1−α + ε)‖ψ‖H2a∗(Dτ ) + Cδ‖ψ‖H2a∗ (Dτ ).
At the same time from (3.33), (3.38) and Lemma 2.1 we see that ψ satisfies∫
Dτ
ψΦ•τ cosh
a∗ s dVDτ = 0 =⇒
∫
Dτ
ψ0Φ
•
τ cosh
a∗ s dVDτ = −
∫
Dτ
ψ1Φ
•
τ cosh
a∗ s dVDτ
for each geometric Jacobi field Φ•τ of JDτ . It follows that
‖ψ0‖L2a∗(Dτ ) ≤ C‖ψ1‖L2a∗(Dτ )
which, together with (3.39), implies ψ1 ≡ 0 hence ψ ≡ 0, which is a contradiction. The proof of the proposition
is complete.
JACOBI FIELDS OF ROTATIONALLY SYMMETRIC SOLUTIONS TO THE CAHN-HILLARD EQUATION 25

References
[1] Shmuel Agmon, Lectures on exponential decay of solutions of second-order elliptic equations: Bounds on eigenfunctions of
n-body schrodinger operations. (mn-29), Princeton University Press, 1982.
[2] Nicholas D. Alikakos, Peter W. Bates, and Xinfu Chen, Convergence of the Cahn-Hilliard equation to the Hele-Shaw model,
Arch. Rational Mech. Anal. 128 (1994), no. 2, 165–205. MR 1308851 (97b:35174)
[3] Nicholas D. Alikakos, Xinfu Chen, and Giorgio Fusco, Motion of a droplet by surface tension along the boundary, Calc. Var.
Partial Differential Equations 11 (2000), no. 3, 233–305. MR 1797871 (2001k:35016)
[4] Nicholas D. Alikakos and Giorgio Fusco, The spectrum of the Cahn-Hilliard operator for generic interface in higher space
dimensions, Indiana Univ. Math. J. 42 (1993), no. 2, 637–674. MR 1237062 (95b:35089)
[5] , Slow dynamics for the Cahn-Hilliard equation in higher space dimensions: the motion of bubbles, Arch. Rational
Mech. Anal. 141 (1998), no. 1, 1–61. MR 1613496 (99d:35013)
[6] Nicholas D. Alikakos, Giorgio Fusco, and Vagelis Stefanopoulos, Critical spectrum and stability of interfaces for a class of
reaction-diffusion equations, J. Differential Equations 126 (1996), no. 1, 106–167. MR MR1382059 (97d:35100)
[7] Peter W. Bates and Giorgio Fusco, Equilibria with many nuclei for the Cahn-Hilliard equation, J. Differential Equations
160 (2000), no. 2, 283–356. MR 1737000 (2001b:35145)
[8] Xinfu Chen, Spectrum for the Allen-Cahn, Cahn-Hilliard, and phase-field equations for generic interfaces, Comm. Partial
Differential Equations 19 (1994), no. 7-8, 1371–1395. MR 1284813 (95f:35023)
[9] Xinfu Chen and Micha l Kowalczyk, Existence of equilibria for the Cahn-Hilliard equation via local minimizers of the
perimeter, Comm. Partial Differential Equations 21 (1996), no. 7-8, 1207–1233. MR 1399196 (97e:35079)
[10] Shui Nee Chow and Jack K. Hale, Methods of bifurcation theory, Grundlehren der Mathematischen Wissenschaften [Fun-
damental Principles of Mathematical Science], vol. 251, Springer-Verlag, New York-Berlin, 1982. MR 660633 (84e:58019)
[11] Manuel del Pino, Micha l Kowalczyk, and Frank Pacard, Moduli space theory for the Allen-Cahn equation in the plane,
Trans. Amer. Math. Soc. 365 (2013), no. 2, 721–766.
[12] Paul C. Fife, Models for phase separation and their mathematics, Electron. J. Differential Equations (2000), No. 48, 26 pp.
(electronic). MR 1772733 (2001k:35147)
[13] , Pattern formation in gradient systems, Handbook of dynamical systems, Vol. 2, North-Holland, Amsterdam, 2002,
pp. 677–722. MR 1901064 (2003i:35006)
[14] Alvaro Hernandez and Micha l Kowalczyk, Rotationally symmetric solutions to the Cahn-Hilliard equation, Discrete Contin.
Dyn. Syst. Ser. A 37 (2017), no. 2, 801–827.
[15] John E. Hutchinson and Yoshihiro Tonegawa, Convergence of phase interfaces in the van der Waals-Cahn-Hilliard theory,
Calc. Var. Partial Differential Equations 10 (2000), no. 1, 49–84. MR 1803974 (2001m:49070)
[16] Mohamed Jleli, End-to-end gluing of constant mean curvature hypersurfaces, Ann. Fac. Sci. Toulouse Math. (6) 18 (2009),
no. 4, 717–737. MR 2590386 (2011a:53104)
[17] Mohamed Jleli and Frank Pacard, An end-to-end construction for compact constant mean curvature surfaces, Pacific J.
Math. 221 (2005), no. 1, 81–108. MR 2194146 (2007a:53011)
[18] Nicolaos Kapouleas, Constant mean curvature surfaces in Euclidean three-space, Bull. Amer. Math. Soc. (N.S.) 17 (1987),
no. 2, 318–320. MR MR903742 (88g:53013)
[19] , Complete constant mean curvature surfaces in Euclidean three-space, Ann. of Math. (2) 131 (1990), no. 2, 239–330.
MR MR1043269 (93a:53007a)
[20] Robert V. Kohn and Peter Sternberg, Local minimisers and singular perturbations, Proc. Roy. Soc. Edinburgh Sect. A 111
(1989), no. 1-2, 69–84. MR 985990 (90c:49021)
[21] N. Korevaar, R. Kusner, and J. Ratzkin, On the nondegeneracy of constant mean curvature surfaces, Geom. Funct. Anal.
16 (2006), no. 4, 891–923. MR 2255385 (2007m:53006)
[22] Nicholas J. Korevaar, Rob Kusner, and Bruce Solomon, The structure of complete embedded surfaces with constant mean
curvature, J. Differential Geom. 30 (1989), no. 2, 465–503. MR 1010168 (90g:53011)
[23] Micha l Kowalczyk, Yong Liu, Frank Pacard, and Juncheng Wei, End-to-end construction for the Allen–Cahn equation in
the plane, Calculus of Variations and Partial Differential Equations (2014), 1–22 (English).
[24] R. Kusner, R. Mazzeo, and D. Pollack, The moduli space of complete embedded constant mean curvature surfaces, Geom.
Funct. Anal. 6 (1996), no. 1, 120–137. MR MR1371233 (97b:58022)
[25] Robert B. Lockhart and Robert C. McOwen, Elliptic differential operators on noncompact manifolds, Ann. Scuola Norm.
Sup. Pisa Cl. Sci. (4) 12 (1985), no. 3, 409–447. MR MR837256 (87k:58266)
[26] Rafe Mazzeo and Frank Pacard, Constant mean curvature surfaces with Delaunay ends, Comm. Anal. Geom. 9 (2001),
no. 1, 169–237. MR 1807955 (2002b:53005)
[27] , Bifurcating nodoids, Topology and geometry: commemorating SISTAG, Contemp. Math., vol. 314, Amer. Math.
Soc., Providence, RI, 2002, pp. 169–186. MR 1941630 (2004b:53015)
[28] Rafe Mazzeo, Frank Pacard, and Daniel Pollack, Connected sums of constant mean curvature surfaces in Euclidean 3 space,
J. Reine Angew. Math. 536 (2001), 115–165.
[29] Rafe Mazzeo, Frank Pacard, and Daniel Pollack, Conformal theory of Alexandrov embedded constant mean curvature
surfaces in R3, Global Theory of Minimal Surfaces (David Hoffman, ed.), AMS/Clay Mathematics Proceedings 2, AMS/Clay
Mathematics Proceedings 2, 2005.
26 A´LVARO HERNA´NDEZ AND MICHA L KOWALCZYK
[30] Rafe Mazzeo, Daniel Pollack, and Karen Uhlenbeck, Moduli spaces of singular Yamabe metrics, J. Amer. Math. Soc. 9
(1996), no. 2, 303–344. MR MR1356375 (96f:53055)
[31] William H. Meeks, The topology and geometry of embedded surfaces of constant mean curvature, Bull. Amer. Math. Soc.
(N.S.) 17 (1987), no. 2, 315–317.
[32] William H. Meeks, III, The topology and geometry of embedded surfaces of constant mean curvature, Journ. Diff. Geometry
27 (1988), no. 3, 539–552.
[33] Luciano Modica, The gradient theory of phase transitions and the minimal interface criterion, Arch. Rational Mech. Anal.
98 (1987), no. 2, 123–142. MR 866718 (88f:76038)
[34] Frank Pacard, Connected sum contruction in geometry and nonlinear analysis, Unpublished lecture notes, 2008.
[35] Frank Pacard and Manuel Ritore´, From constant mean curvature hypersurfaces to the gradient theory of phase transitions,
J. Differential Geom. 64 (2003), no. 3, 359–423. MR MR2032110 (2005e:58018)
[36] Michael Reed and Barry Simon, Methods of Modern mathematical Physics IV: Analysis of Operators, Academic Press,
1978.
[37] Peter Sternberg, The effect of a singular perturbation on nonconvex variational problems, Arch. Rational Mech. Anal. 101
(1988), no. 3, 209–260. MR 930124 (89h:49007)
[38] Clifford Henry Taubes, Self-dual connections on 4-manifolds with indefinite intersection matrix, J. Differential Geom. 19
(1984), no. 2, 517–560. MR 755237 (86b:53025)
[39] , Gauge theory on asymptotically periodic 4-manifolds, J. Differential Geom. 25 (1987), no. 3, 363–430.
[40] Juncheng Wei and Matthias Winter, On the stationary Cahn-Hilliard equation: bubble solutions, SIAM J. Math. Anal. 29
(1998), no. 6, 1492–1518 (electronic). MR 1636688 (99i:35043)
[41] , Stationary solutions for the Cahn-Hilliard equation, Ann. Inst. H. Poincare´ Anal. Non Line´aire 15 (1998), no. 4,
459–492. MR 1632937 (2000b:35093)
Universidad de Los Andes, Facultad de Ingenier´ıa y Ciencias Aplicadas.
E-mail address: ahernandez2@miuandes.cl
Departamento de Ingenier´ıa Matema´tica and Centro de Modelamiento Matema´tico (UMI 2807 CNRS), Universi-
dad de Chile.
E-mail address: kowalczy@dim.uchile.cl
