IS A smooth closed oriented manifold and a: n,(X)-+ U(I) is a unitary representation, then Atiyah, Singer, and Patodi[Z] defined an invariant 7(X, a) via the theory of spectral asymmetry (these denoted p,(X); but their sign conventions differ from ours, see Section 1). In fact y(X, a) measures the alteration or "defect" of the n-invariant of a Riemannian manifold X when "twisted" by such a representation a. This invariant had arisen also another way-as a signature defect-for instance in [l2] , [ 131, [7] , in the case that a multiple qX bounds an oriented Y"' admitting a representation a: 7~,( Y)+ U(I) extending a. Namely in this case y(X, a) = +(sign (Y, 5) -I sign(Y)),
where sign (Y, 6) is signature of Y with local coefficients. Our main result is an intrinsic homotopy invariant computation of y(X, a) in the case where a factors over a free abelian group; a: r,(X)-+ Z'+ U(f). The calculation is in terms of a certain linking form in homology of infinite cyclic covers of X, which we call "monodromy" of X. The invariant y(X, a) is not a homotopy invariant in general, as computations for lens spaces easily show. In Part II we will describe applications to a homotopy invariant calculation of a-invariants of certain group actions, signature defect of coverings, invariants of knots, etc.
The results of this paper were first announced at the Oberwolfach topology meeting of 1974 (see also . The proofs have been considerably simplified since then, yielding also some improvement in the results. The research was supported in part by the National Science Foundation.
In the following, all manifolds are assumed smooth, compact and oriented. Smoothness is for convenience only and could be dispensed with. If X is not connected, n,(X) will mean the free product of the fundamental groups of the components of X. This paper is organized as follows. In 01 we define the y-invariant and recall some of its properties.
In §2 we define, for a closed manifold X2"-' plus a given homotopy class f E [X, S'], a homotopy invariant isometric structure x(X, f) = (H, b, t) consisting of a finite dimensional complex vector space H with a (-l)"-'-hermitian form b and an isometry t: H -+ H. We call x(X, f) the monodromy of (X, f), since if f: X + S' is a fibration with fiber F say, then %'(X, f) = (H,-,(F; C), bf, t) , where bF is the (-I)"-'-hermitian intersection form on H,_,(F; C) and t: H,_,(F; C)-+ H,_,(F; C) is the monodromy of the fibration.
Note that [X, S'l = Horn (r,(X), Z) = H'(X; Z), so we can consider f interchangeably also as a homomorphism r,(X)+ Z or as a cohomology class in H'(X; Z). The monodromy is in fact equivalent to the homology linking form on the CJ-torsion of H,_l(x; C) , where X is the infinite cyclic cover of X classified by f and CJ is the group algebra over C of the infinite cyclic group. We use initially, however, a less abstract and hence more convenient definition of %'(X,f) and postpone its description as a linking form to the final section (0 11). If p: r,(X)--+ U(r) is a unitary representation, we can also define monodromy with coefficients in the corresponding local coefficient system, and we denote it W(X P), f). In 93 we define, to any isometric structure L%' = (H. b, t) , an invariant A(%') E R and state our main result. In the simplest case it is as follows.
Note that a unitary representation T: 2 + U(f) determines an isometric structure S?'(r) = (C', h, T( 1)) where h is the standard hermitian metric and vice versa. We use the notation %'@T for Z@% (T) = (H@C', b@h, t@~(l)). (
THEOREM 1. (i) If the representation a: T,(X)-+ U(l) factors as a =

ii) More generally, if p: n,(X)+ U(r) is a further representation, then with x = X((X* B), f) r(X,a~P)-I.Y(X,P)=h(~~T)-I'A(~).
Part (ii) of this theorem allows us to give an inductive computation of y(X, (Y) if Q is any unitary representation which factors over a free abelian group. We have described the result for unitary representations a: rr,(X)+ U(1), but, in fact, the signature defect definition of y(X, a) extends under suitable restrictions to indefinite hermitian representations a: a,(X) + lJ(f, m) and Theorem 1 holds in this more general situation.
The precise statement is given in Theorem 3.2. 904-9 give the proof. § §4 and 5 are technical, giving an alternative definition of monodromy via "isometric relations". $6 collects some properties of Wall's nonadditivity formula for signatureI which are of interest in their own right. These are then used in §7 to give an initial computation of the y-invariant in terms of monodromy in the bounding case. $8 completes the proof in the bounding case and finally in 99 the general case is deduced by a simple bordism argument.
In 08 we also prove the following result, which was, in fact, the original starting point of this research.
PROPOSITION 2. If g: Yzn + S' is a fibration of the compact manifold-with-boundary Y** over S', then
sign(Y) = A(%'(aY, g/Jy)). This is true also with local coefficients (Proposition 8.5) . Note that in this proposition Z' = Z'(aY, gjay) is the usual middle dimensional monodromy of the fibration JY + S'. The fact that this fibration bounds as a fibration implies that %'= (H, b, t) is "null-bordant", that is, %! has a "invariant kernel" K C H with K = K' = fK. For null-bordant %' the invariant A(%') has a particularly simple description: A(%') = -sign (b'/HJ, where HI is the (t -I)-primary part of H and 6' is the (maybe degenerate)
form b '(x, y) = b((t -t-')x, y) . Throughout the paper we use monodromy with coefficients in C, but it can be defined with any coefficients, and an easy universal coefficients argument shows that %'(X, f) is the hermitianization @(X, f)@C of the rational monodromy of (X, f). In §10 we describe how our results extend to compute certain torsion invariants of X in terms of rational monodromy.
The rational monodromy is in fact a very rich invariant -in an appendix we show that every skew-symmetric isometric structure over Q occurs as ZQ(X3, f) for a suitable 3-manifold X. Finally, in § 11 we prove the promised description of monodromy (over any field F of coefficients) as a homology linking form on the FJ-torsion of H. 
ch (T) is defined as follows:
T classifies a flat hermitian bundle E+ BG which can be split as the sum E = E'@ E-of a positive definite and a negative definite bundle (no longer flat in general) and we put ch (T) = ch (E') -ch (E-), considered as an element of fi*(BG; Q) = J?*(G; Q). It is shown in [ 13) that (G, T) is good if I_L is definite, and for arbitrary T so long as G belongs to a large class 5% of groups defined in [13] which includes all finite groups, all abelian groups, and is closed under Cartesian product free product direct limits finite extensions, and quotienting by finite normal subgroups, among other things. Furthermore, it follows easily from the definition that, if (G, T) and (H, p) are good, then so is (G X H, T@)cL).
Now suppose we have a closed manifold X2"-' and a hermitian representation a: r,(X) + Aut (U). Suppose further that some multiple q(X, a) bounds a (Y'", CT) say (by this we mean, of course, that 8Y'" = qX and that for each component X of 8Y the composition VT,(X) -+ 7ri( Y) + Aut (U) equals a). Let r+ Y be the local coefficient system classified by 5. Then cup product, the hermitian form r@&r + C and evaluation on the fundamental class [Y, au] If ho is indefinite we need the following condition to ensure that y(X, a) is well defined (independent of the choice of Y and a), see [13] .
ASSUMPTION.
We assume that a factors through some good structure pair (G, T); that is Q = dog for some g: w,(X)-, G. Further, we assume that 6 admits a similar factorization CT = TO&? extending the factorization of a. In particular, some multiple of (X, g) must bound for y(X, a) to be defined.
In general 7(X, a) will depend on the choice of factorization of a through a good structure pair (G, T), but if we restrict a to be definite or G to be finite or abelian (or more generally G to be a central extension of a finite group) then y(X, CI) only depends on (X, a) ([13] Theorem 7.2). Since this includes the cases of most interest to us here, we will continue to suppress the factorization of a from our notation for the y-invariant.
More generally, in the above situation suppose p: T,(X)+ Aut (V) is a further hermitian representation and suppose p also extends to a representation p: r,(Y) + Aut (V). Then we can define r((X, P), (u) = i(sign ( Y, a 86) -sign (6) sign (Y, p)) and this is well defined so long as a satisfies the assumption above; no condition on P. The proof is the same as for the previously mentioned special case, proved in [131. if the right side is defined (that is, if some multiple of (X, (g, h) : n,(X)4 G X H) bounds, a multiple of (X, h) then bounds, too).
Proof. The right side of the equation, if defined, is well defined, since (G x H, T@F) is good. By definition the equations says
which holds, since sign (6 @p) = sign (6) sign (6). Now suppose it is not necessarily true that a multiple of (X, a) bounds, but that a: n,(X)+ Aut( U) is a unitary representation, i.e. the form ho is positive definite. Then y(X, cu) can be defined up to sign as the invariant p_(X) of Atiyah, Patodi and Singer [2] .
We choose our sign conventions so that y(X, a) agrees with the previous definition if (X, a) (X, + X2> = z-,(X,) 
* T,(XJ + U(I) induced by a, on 71,(X,) and a2 on T,(XZ).
(ii) y(-X, a) = -y(X, a), where -X is X with reversed orientation. Since Im i* is finite dimensional, this proves the lemma.
is a hermitian coefficient system classified by a representation p: rr'(X) + Aut (V) say, then A lifts to a coefficient system i + X and we can repeat the definition of 2(X, f) using coefficients in ,? to define X((X, A), f). We also denote this x((X, PI, f). If T-X is the coefficient system classified by Q then r is the pullback under f: X + S' of the coefficient system over S' classified by T. Hence r-, d is the pullback of a coefficient system over R and is thus trivial. Hence H"-'(2, r @ I%) = H"-'(J?, A) @ U and the proposition now follows directly from the definition of 5Y((X, LY @p), f).
We close this section with a brief digression. We can think of f E [X, S'] = H'(X, Z) as a cohomology class and form the first higher Novikov signature
, where IV*"-* C X2"-' is any submanifold dual to f, us above.
Proof. The first equality is precisely how Novikov[ 171 proved the homotopy invariance of sign (f). It can be seen as follows (which is essentially Novikov's proof). It will follow from our discussion that if a multiple of (X, f) bounds then sign (2(X, f)) = 0. Thus sign (x(X, f)) is a bordism invariant of (X, f). So is sign(f), so one must only compare the values of these two invariants on generators of fL,_'(S'), which is a trivial calculation.
The second equality follows the same way, or alternatively directly from the Hirzebruch index theorem.
A(X) AND THE MAIN THEOREM
To any (2 I)-hermitian isometric structure 2' = (I-I, b, t) we shall define an invariant A(%') E R with the following properties
where In particular, if p: r,(X) + U(1) is the trivial representation, this becomes the equation y(X, a) = h(%'(X, f)@~) -sign (7). A(X(X,f)), which can be considered to be an extension of the definition of y(X, a) to the non-unitary non-bounding case for a which factor over a cyclic group (if o! factors over a finite cyclic group, y(X, a) is defined, since a multiple of (X, a) bounds).
It is plausible that the definition can be further extended to any (Y which factors over an abelian group in such a way that Theorem 3.2 remains true'if one interprets y((X, p), (r) by the equation of Lemma 1.1. Before we start on the proof of 3.2 we describe how this Theorem (or rather the special case: Theorem 1 of the introduction) permits calculation of 7(X, a) for any a: r,(X)+ U(I) which factors over a free abelian group. An alternative approach to the above theorem might be to use the fact that representations T: Z"-, U(1) which factor through Z are dense in all such representations and use a suitable continuity property of the invariant y(X, a). Such an approach would allow one to deal also with the indefinite case. However y(X, a) does not have very nice continuity properties-the best we know is the following theorem, which allows one to use this approach on an open dense set of representations.
THEOREM 3.4.
If fx: rl(X)+ Z" is given, such that a multiple of (X, fl) bounds, then y(X, TQ~#) is focalfy constant on an open dense set of 7 E Hom (Z', Aut (U)).
In fact Z' can be replaced in this theorem by any group in the class % mentioned in $1. We just sketch the proof. Assume for convenience that (X, fiY) itself, rather than just a multiple of (X, fA
is the signature of a hermitian form which varies algebraically with T E Horn (Z', Aut (U)), by first triangulating Y and then using Ranicki and Sullivan's "semi-local intersection matrix" [ZO] (which generalizes to manifolds with boundary and local coefficients) to compute the relevant signatures. The theorem follows from this.
Note that in the non-bounding case Theorem 3.4 fails already for X = S', by Theorem (lJ)(vi).
$4. ISOMETRIC RELATIONS ON HERMITIAN SPACES
This section contains technical results on relations on hermitian vector spaces which we will use to give an alternate description of the monodromy %'(Xzn-',f). We are interested in additive relations between two vector spaces V and W, that is subspaces R C VX W. In analogy with composition of functions we define the composition of relations R, C V x W and Rz C U x V in the usual backward way as R,oR2 = {(x, z) E U x W(3 y E V with (x, y) E Rr and (y, z) E R,}.
For R C V x W we also make the usual definitions (A C V):
The following lemma lets one interpret an additive relation R C V X W as the graph of an isomorphism from a subquotient of V to a subquotient of W. given by a(y) = (0, y, 0) and P(x, y, z) = (x, z) and
O+K-:R,xR,:R,-'W+R>W+O,
with maps ytx, y, z) = ((x, Y), (Y, z)) and S((X, Y), ( w, z)) = y -w. These give dimension equations which combine to give The only application we shall make of Lemma 4.3 is the following.
Let R"{O} and R"W be the limits of the sequences
Since W is finite dimensional these sequences stabilize after a certain time, that is R'{O} = R"{O} and R'W = R"W for j sufficiently large. Proof. This is immediate by 4.2, since R' and R-j are isometric relations by 4.3.
Taking the graph of an isometry allows one to consider an isometric structure as an isometric relation. We now describe conversely how to derive an isometric structure from an arbitrary isometric relation.
LEMMA AND DEFINITION 4.5. Let R be an isometric relation and put B = R"(O), so BL = R"W and there is an induced non-degenerate form (also denoted by 6) on
is the graph of an isometry t: H -+ H. We denote the isometric structure (H, b, t) 
by X(R).
Proof. Note that the modular law
holds for subspaces of a vector space, so in such a situation we can and will omit parentheses.
In particular for subspaces of a hermitian space it follows that XcX~j(x+Ynx~)~=x+Y~nx~.
Applying this to S,,=(BxB)+RfT(B'xB'), considered as a subspace of W x (-W), shows So = So', whence also S = S',. so S is an isometric relation.
Next we observe that if (x, y) f S,, then certainly (x, y) E (B x B) + R, so if x E B then y E RB. But RB = RR"(O) = R"(0) = B, so we have shown S,,B c B. ,Hence S(O) = (0). Thus by Lemma 4.2, SH = {O)I = H and S is the graph of an isometry from a subquotient of H onto the whole of H. For dimensional reasons it follows that S is the graph of an isometry t: H + H.
The next lemma, which gives a more symmetric description of X(R), will be needed to determine the topological meaning of this isometric structure.
LEMMA 4.6. Let R be an isometric relation on ( W, b) and put A = R-"(O) and B = R"(0) and C = A'fl B' and D = Rad (b/C) = C r) Cl. Put HI = C/D and S, = [(D x D) + R II (C x C)]/D x D C H, x (-HI).
Then the pair (H,, SJ is isomorphic to the pair (H, S) of Lemma 4.5 and fhus also defines 2'(R).
Proof. We first show that the inclusion i: 
MONODROMY VIA ISOMETRIC RELATIONS
Let X2"-' be a closed manifold and f: X --, S' a map, given up to homotopy. For some smooth representative t and some regular value p E S' of this f put N = f-'(p) (equivalently N*"-* C X2"-' . IS any submanifold representing the PoincarC dual of f~ [X, S'] = H'(X; 2)). Let X' be X cut open along N, so the boundary of X' consists of two copies N' and N-of N.
The infinite cyclic cover Y? of X, used in the definition of monodromy, can be constructed by taking Z copies . . . , XI,, X&X;,. . . of X' and pasting them together by pasting NF to NF+, for each i E Z (Fig. 1) . The covering transformation T: .f + J? is the map which moves the picture one step to the right.
N-N'
Fig. I.
Now let A+X
be any hermitian coefficient system over X. Then we have induced coefficient systems over X', N and J?, and in this section homology and cohomology are to be taken with coefficients in the corresponding local system, and cup product and intersection forms are the induced (2 l)-hermitian forms on these (co)-homology groups. To simplify notation, we will not write out the coefficients explicitly, and therefore also write X(X, f) for X((X, A), f) and so on.
As oriented manifolds 8X' = N-+(-N') = N +(-N), where -N is N with reversed orientation.
Let W = H,,_,(N) with (2 I)-hermitian intersection form. Let
R = Ker (H,_l(aX')-+ H,_I(X')) C H,_,(aX') = W@(-W).
The Poincare duality diagram where vertical arrows are given by intersection forms, shows that R = Ker i, = R', so R is an isometric relation on W.
PROPOSITION 5.1. In the notation of Lemma 4.5, the monodromy %'(X,f) satisfies X(X, f) = x(R).
Proof. Let i: N C X be the inclusion of one copy of N in X, and i*: H"-I(.%;)+ H"-'(N) the induced map in cohomology.
We need the following lemma. 
Definition. Sign (W; A,, AZ, A3) = sign w. Recall that if w is skew hermitian this means 'sign (iw).
It is not hard to see that (A, ,I (A2 + A,))/((A, fl A2) + (A, n A3)) is unaltered
up to isometry by even permutations of A,, A?, A3 while odd permutations reverse the sign of w (see Wall [21] ). Thus sign (W; A,, AZ, A3) is an alternating function of its last three arguments.
The reason for introducing this invariant is the following theorem. Proof. Wall's proof for trivial local coefficients extends word for word to the present situation, see Meyer [9] .
We shall need the following properties of Wail's invariant. which preserves Wall's form, so after factoring radicals on both sides it becomes an isometry, proving (i).
(ii). Since DCA; for i=l, 2, AiCD' for i=l, Another property we shall need is the following pleasing "cocycle property". 
2, so A,n(A,+A,)= A, n (Az+A,) n D'=A, n (AZ+(A3 n D'))=A, n (A?+(D+A,nD')).
= E@ (-E) where E G C" with standard hermitian metric for some n. Any A C E@ (-E) with A = Ai is the graph A = R(f) of an isometry f E Aut (E) = U(n). Let Ai = R(fi)
, i = 0, 1, 2, 3. Consider four copies of the annulus Y; = {x E R*Il 5 1x15 2}, i = 0, 1,2,3. On Yi consider the local coefficient system Ai + Yi with fiber E defined by the following picture (Fig. 2, indices modulo 4) . That is, Ai is classified by the representation riT;( Yi) = Z + Aut (E) = U(n) which takes 1 E Z to fi-'fi+l E U(n). NOW we can paste these four annuli together as in Fig. 3 to get a four-punctured sphere Y with a coefficient system A-+ Y. Denote A restricted to and inserting this into the previous equation proves the proposition.
The following consequence of the cocycle formula, involving a special case of Wall's invariant, is basic for later calculations.
Definition.
If 2 = (H, 6, t) is a (-t I)-hermitian isometric structure and K c H satisfies K = K' (so sign (2) = 0), denote 
sign(XK):= sign(H@(-H),A(H),K@K,R(f)), where A(H) = {(x,x) E H@(-H)} and R(t) = {(x, tx) E H@ -H} is the graph of t.
LEMMA 6.5. Let 2 = (H, b, t) and 2" = (H, 6, t') be two isometric structures on the same hermitian space (H, b). Let Ki
R(t))-sign (H@(-H); AH, K&j Kz, R(t)) = sign (H Cl3 (-H); AH, K, @ K,, R(f)) -sign (If $ (-H); AH, KzQ3 Kz, R(f)).
Using the cocycle formula (6.3) with A,, = AH, A, = K,@ K,, A2 = K,@ KZ, A, = R(t), the left side of this equation can be rewritten skn(HCB(-H);K,@K,,KZ@K2,R(t))-sign(H @(-H);AH, K, @I K,, KZ@ K3).
Similarly the right side can be rewritten as the same thing with t replaced by t', so the Then g'[aY x {O}= g)aY, so g and g' fit together to give a map gl: Y,+S'. Let
VI = g,-'(p).
Then V, = (X' U X' U . . . U X') U V (k copies of X') where the copies of X' wind around aY X I = X X I parallel to the outer boundary and spiralling inwards. Proof. By the remarks at the beginning of the proof of lemma 4.5, it is irrelevant how we bracket the above expressions. We shall show inductively that for any isometric relation R one has
For k large this is the formula of the lemma. 
since (x, y) E (RO @ RO) + R implies y E RW. On the other hand (RO@RO)+R~T(RW~RW)={(~,~)E(RO@RO)+R(~ E RW, yE R W} = {(x, y) f (RO@ RO) + R(x E RW}, so (*) is proved for k = 1.
Assume (*) is proved for k and denote the relation defined in (*) by Rk. Then 
L@L,R)=sign(W@(--W);AW,L@L,AB+Rn(AB)') =sign(W@(-W);AW,L@L,(B@B)+Rr)(B'@B'))
=sign(W@(-W);(B@B)+AWn(B'@B'),L@L,(B@B)+Rn(B'@B')) =sign(H@(-H);AH,K@K,S).
Since S is the graph of t: H + H, the latter is by definition sign (2, K). proving the lemma. Putting (7.1), (7.3), (7.5) together we have shown: 
COMPLETION OF PROOF IN THE BOUNDING CASE
To complete the proof of (3.2) in the bounding case we must show, in view of Proposition 7.1: , tx) , c--y.
We shall need the following well known lemma. On the other hand, since ZZz has a kernel for each z, sign (5%':) = 0, so the definition of A(%') shows that I\(X) = A(%!,).
We must thus show that sign (X,, K,) = -A(%',), in other words that
We shall work in H,, and for any A C H, we use the notation A" or A' for orthogonal complement of A in H, with respect to the form b' or b respectively. By Lemma 8.3 it s&ices to show
Now ((t -I)-'K#' = {x E H,(b((t -t-')y, x) = 0 for all x E (t -I)-'K,} = ((t -t-')(t -I)-'K,)'.
But t -t-l = f_'(f + I)(t -l), so (t -t-,)(t -1)-'K, = t-'(t + l)(t -l>(t -I)-'K, = t-'(t + l)(K, n Im (t -1)) = K, n Im (t -l), since t-'(t + 1) is an isomorphism on H, and maps K, to K, and Im (t -1) to Im (t -1). On the other hand (Im(t -I))' = {x E H,(b((t -l)y, x) = 0 for all y E H,} = {x f H,lb(y, (t-' -1)x) = 0 for all y} = {xl(t-' -1)x = 0) = Ker (t-' -1) = Ker (t -1). Thus
as we wished to prove.
We are now ready to prove Proposition 8.1. First observe that it suffices to prove it for hermitian SY, for if X = (N, b, t) is skew hermitian then replacing X by (H, -ib, t) multiplies the hermitian form b' of Lemma 8.2 by -i and hence does not change its signature, so the left side of equation ( If %' has an invariant kernel K, then K @I U is an invariant kernel.for both SY@ T and %'@I 8, so cr(X, T) = 0 follows directly from Lemma
has an invariant kernel It thus remains to prove a(%', T) = 0 for %' and T as above. If 7 is the trivial representation t9 then the statement is trivial, so assume ~(1) = w = e21riu and z = ezV'* with O<a, b < 1. A trivial computation thus shows a(%', t) = 0, completing the proof of (8.1) and hence also of Theorem 3.2 in the bounding case.
Before completing the proof of 3.2 in the non-bounding case we note a further consequence of our computations, which was announced in the introduction. it suffices to prove Theorem 1 when T is an irreducible representation T: Z+ U(1). We first check two special cases. Then the boundary of (M, g) is the disjoint union
Furthermore the representation p: T'(X)-+ U(r) induces representations on the fundamental groups of X x [0,2], hence M, hence on each component of dM. We denote these representations also by p. Now Theorem 1 is true for 6'(M, p, g) = (X, p, f) + (-X, p, c) + (N X S', p, p) , since this is the bounding case already proven. It is true for (-X, p, c) and (N X S', /3. p) since these are cases (i) and (ii) discussed above. It follows that it is true for (X, p, f), as was to be proven.
$10. INVARIANTS OF RATIONAL MONODROMY
One can define monodromy equally well using other coefficients instead of C. Using rational coefficients the monodromy @(X2"-',f) is a (-I)"-'-symmetric isometric structure over Q. A simple universal coefficient argument shows that the complex monodromy %'(X, f) is the hermitianization %@(X, f)@C of the rational monodromy.
This of course restricts the possibilities for x(X, f), but as we show in an appendix, it is the only restriction, at least for n even: every skew-symmetric isometric structure over Q occurs as monodromy. Most of the discussion of this paper holds with rational (or other) coefficients if one replaces signature of forms by "Witt invariant" of forms throughout. This leads to torsion invariants analogous to y-invariants and computations of these via rationai monodromy.
We describe this in the interesting special case that the representation a: ml(X) + Aut (U) involved, is a non-singular integral bilinear representation. Let W,(Z) and W,(Q) denote the Witt groups of non-singular (?I)-symmetric bilinear spaces over Z and Q. Let W,(Q/Z) denote the Witt group of non-singular (& I)-symmetric bilinear forms T x T--f Q/Z on finite abelian groups T. There is a split exact sequence due to Knebusch and Milnor (@I, [ 111, see also [16] or [l] for an exposition closest to the present one).
+ W+(Z) + W+(Q) : W+(Q/Z) + 0.
Further , 
Thus if we denote rQ(X, a) = W( Y, 5) -W(A) . W(Y) E W+(Q),
then the free part of yQ, being given by signature, is just our previous y-invariant, while the torsion part 6yQ(X, a) is given by 6yQ(X, a) = W(A). f(X) -I(X, a), and is thus defined even if (X, cr).does not bound.
The analogue of Proposition 7.1 holds (with the same proof as before) for yQ, by replacing signature by Witt invariant throughout. This gives a computation of rQ(X, a) in terms of monodromy in the bounding case. For the torsion part of y? this computation can be extended to the non-bounding case by the argument of $9. This is an easy calculation and yields the result: Here h,, is the given form on A.
(ii) If p: n-,(X)+ Aut (B) is a further non-singular integral bilinear representation, then the same formula gives 1(X, Q @I/3> -W(A). I(X, j?) on replacing *(X,f) by *((X7 P), f) above.
It would be more satisfactory to have a formula more like the one of Theorem 3.2, but we have not been able to find a suitable substitute for the algebraic invariant A(%') of Theorem 3.2.
MONODROMY AS A LINKING FORM
Let X" be a closed oriented manifold and X+X an infinite cyclic covering classified by an element f E Horn (r,(X), Z) = H'(X, Z). For any field F of coefficients, H,(X; F) is a finitely generated module over the group ring FJ of the (multiplicative) infinite cyclic group J. Let Tor H,(X) denote the FJ-torsion submodule of H,(X).
FJ is a principal ideal domain, so for some c$,,...,c& Tor H,(X) is also. (ii) The action of J on Tor H*(x) is by isometries of this form. If m = 2n -1 is odd then (Tor H,_,(z), S, t) is the monodromy SVF(X, f) ouer F, where t E J is the generator.
Milnor [ IO] proved an analogous statement to (i) above in cohomology in case H,(X) = Tor H,(X).
In this case there is in fact a duality isomorphism H,(2) = Hm-lmq(X) (see Milnor lot. cit.: this follows from the long exact sequence in our proof of (i) below, the analogous one in cohomology and Poincare duality) and our statement is "dual" to his. In the more general situation of the above theorem one can also translate to cohomology, but not at all so pleasantly. Before giving proofs we describe the linking pairing S. If P is an integral domain, let QP denote its quotient field. For any space X the short exact sequence O+ P + QP -+ QPlP --f 0 induces a long exact sequence . . . + H,(X; QPlP) :H,_,(X; P)+ H&X; QP)+ . .
and it is easy to see that Im 6 = Tor H,_,(X; P) = {x E H,_,(X; P)(px = 0 for some 0 # p E P}, If X'" is a closed oriented manifold one therefore obtains a linking form L: Tor H,(X; P) x Tor H,,_,_,(X; P)+ QP/P, by L(x, y) =x . 6-'y, where the dot denotes the intersection pairing H,(X; P) x H,,_,(X; QP/P)+ QP/P (defined in the usual way either via intersection of cycles or as Poincare dual of the cup product pairing H "-"(X; P) x Hq(X; QP/P)+ QPIP). For P = Z this is a well known description of the classical linking form on Tor H*(X; Z). Now if X-,X is the above infinite cyclic covering then we may take the corresponding local coefficient system FJ over X as our coefficients P. 
Remark.
It is not hard to show that tr satisfies the equation
. t'] for all [x] E QFJIFJ (and is in fact uniquely determined by this). In particular the form L can be recovered from S by L(x, y) = [i+-'2jzoS(t-'X, y) . tj].
Proof of Theorem 11.1. We shall first prove the theorem using a differently defined form S' and then show that S' = S.
We can construct the infinite cyclic covering X from its classifying element f E H'(X; Z) by cutting X open along a submanifold N"-' C X dual to f to obtain a manifold X' with ax' = N + (-N) and then pasting infinitely many copies X:, i E Z, of X' together end to end (see 85). Let X, = U ;,,X: and _% = U i<,,Xi, so _% = x7_ U &+.
Let 
O-+FJ+ FJ+@ FJ_+ F[J]-+O
given by maps x+(x, -x) and (x, y)+ x -f y. Considering these modules as local coefficient modules over X, we get a long exact homology sequence where H,(X) is usual homology (that is with compact supports), H;(X) is homology with closed supports (based on infinite but locally finite chains), H*'(X) is homology with supports in {t"X+(k E Z} (based on locally finite chains c which are supported in some t'X+), and H;(X) is homology with supports in {t'X_]k E Z}. Indeed, if we assume X triangulated and work simplicially, then the chain complexes defining H*(X; F[Jl) and H;'(X), H*(X; FJ,) and N:(X) and so on, are identical, but we can also work in any other theory that allows closed supports-sheaf theoretic, singular, tech-type, etc., see for instance Olk[lS] for a comparison of these theories.
Looking at the connecting homomorphism 6' on the chain level we see that it is equal to the composition 6': Hfl,(%) 4 H,(N)+ H,(X), where the first map intersects cycles in x with N and the second is induced by the inclusion N C 2. Define a pairing So: HrL,(J?) X HE!-j(X)+ F by 5&(x, y) = 6'~ . y, where the dot represents the usual intersection pairing Hi(X) x Hi+(x)-, F. By the description of 6' above, So is graded symmetric. Also, since the above intersection pairing is non-singular, the radical of S, is precisely Ker 6', so So induces a non-singular form S' on H$'(x)/Ker 6' = Im 8'. To complete the proof of part (i) of the theorem for S' we must show Im 6' = Tor H,(z).
By our description of 6' above, Im 6' has finite dimension over F, so Im 6' C Tor H*(x).
On the other hand suppose x E H,(x) is a FI-torsion element, say a . x = 0 with a E FJ. Let a, be the map H,(x)-+ HZ(x). Since H;(x) is a module over FJ+ and a is invertible in FJ,, it follows from a * a+(x) = a+(a . X) = 0 that a+(x) = 0. Similarly a-(x) = 0, so a(x) = (a+(x), -a-(x)) = 0, so x E Ker a = Im 6'. Thus Tor H, (2) C Im 6', as was to be shown. The first statement of part (ii) of the theorem is clear, while the second follows immediately on observing that the form S, above is the Poincart dual of the form So we used to define monodromy (see § §2 and 5). Thus the theorem is proved for S'. Finally we show that S'= S. Note that S' can be described as the form Conclusion. Let T C Sp(2n, Q) be the subgroup of matrices as in case 6. We claim Sp(2n, Z) . T = Sp(2n, Q), completing the proof, in view of cases 1 and 6. Indeed, let .% = {K C Q'"IK = K'}. Then Sp(2n, Q) acts transitively on .%! with isotropy subgroup T (see below), so .%J = Sp(2n, Q)/T. But also Sp(2n, Z) acts transitively on YL! with subgroup T II Sp(2n, Z), so the inclusion of Sp(2n, Z)-tSp(2n, Q) induces a bijection Sp(2n, Z)/T fl Sp(2n, Z)-, Sp(2n, Q)/T, which proves our claim. To see that Sp(Zn, Z) acts transitively on x, note that Sp(2n, Z) certainly acts transitively on the set of simplectic bases of Z*" and x is an equivariant quotient of this set. Since Sp(2n, Z) acts transitively, Sp(2n, Q) does so too. The isotropy subgroups are evidently as claimed.
