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QUANTUM UNIQUE ERGODICITY FOR RANDOM BASES OF
SPECTRAL PROJECTIONS
KENNETH MAPLES
Abstract. We consider a random wave model introduced by Zelditch to study the behavior
of typical quasi-modes on a Riemannian manifold. Using the exponential moment method, we
show that random waves satisfy the quantum unique ergodicity property with probability one
under mild growth assumptions.
1. Introduction
The theory of quantum chaos is concerned with the high energy limit of quantizations of
classical dynamical systems. For example, let (M, g) be a compact Riemannian manifold and
let ∆ denote the positive Laplace-Beltrami operator. It is natural to ask how the eigenfunctions
∆fk = λkfk behave as the eigenvalues λk grow to infinity. It is known [6, 2, 9] that if the classical
geodesic flow Gt on S
∗M is ergodic, i.e. if for every continuous function f ∈ C0(S∗M) we have
lim
T→∞
1
T
∫ T
0
f(Gt(x)) dt =
∫
S∗M
f dω
then the eigenfunctions fk are quantum ergodic in the following precise sense: For every observ-
able (zeroeth order psuedo-differential operator) A ∈ Ψ0(M) there is a density 1 subsequence
fki of the eigenfunctions such that
〈Afki , fki〉 i→∞−−−→
∫
S∗M
σA dω
where σA is the principal symbol of A. Thus, for classically ergodic systems the densities
|fk|2 dV of most of the eigenfunctions will converge to the uniform measure in the high energy
limit.
In the physics literature, it is expected that the high energy behavior of such quantizations of
classical ergodic systems should match what is predicted by random matrix theory [8]. Towards
this end, several models for a random sequence of functions have been proposed to simulate
various limiting behaviors. In a series of articles, Zelditch [10, 11, 12] introduced a random
matrix model to analyze the limiting behavior of a random sequence of functions which are
short linear combinations of eigenfunctions, each with eigenvalue λj growing to infinity. Let us
now recall this model.
Fix a compact Riemannian manifold (M, g) and let P ∈ Ψ1(M) be a first order pseudo-
differential operator (see e.g. [4] for definitions). For example, as above we may choose P =
√
∆
to be the square root of the positive Laplacian. Then because P is a positive Hermitian
(unbounded) operator on L2(M), it has positive eigenvalues {λj}∞j=1 where we have fixed the
ordering λj ≤ λj+1 for each j ≥ 1. We can make a (non-canonical) choice of eigenfunctions
fj ∈ L2(M) so that Pfj = λjfj and 〈fj , fk〉 = δj,k.
Because P is self-adjoint we can partition its spectrum into disjoint intervals Ik ⊂ R and
construct spectral projections Πk : L
2(M) → Hk, where Hk is the finite-dimensional span of
the eigenfunctions with eigenvalues in Ik. These projections are self-adjoint.
For each spectral projection Πk, let us write f
(k)
1 , . . . , f
(k)
d for the sequence of eigenfunctions
with eigenvalues in Ik; here d = dimHk. Then we can define a random orthonormal basis
of Hk by constructing Uk ∈ U(Hk) randomly according to Haar measure and defining g(k)j :=
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Ukf
(k)
j . Note that the joint law of the random basis (g
(k)
j )
d
j=1 is independent of the choice of
the eigenfunctions fj for repeated eigenvalues because Haar measure is invariant.
This construction can be extended to all of L2(M) in the following natural way. Let U ∈
U(L2(M)) be the operator which acts diagonally on the block decomposition
U : L2(M) ∼=
∞⊕
k=1
Hk →
∞⊕
k=1
Hk
∞∑
k=1
hk 7→
∞∑
k=1
Ukhk
and the sequence (Uk)
∞
k=1 ∈
∏∞
k=1U(Hk) is constructed according to the product measure which
projects to Haar measure on each block. In probabilistic language, we simply choose (Uk) as
a sequence of independent Haar unitary matrices of the appropriate dimension. We therefore
have the random sequence gj = Ufj which forms a basis for L
2(M).
For any sequence φj of functions in L
2(M), we say that (φj)
∞
j=1 is ergodic if for all A ∈ Ψ0(M)
with principal symbol σA,
lim
N→∞
1
N
N∑
j=1
|〈Aφj, φj〉 −
∫
S∗M
σA dω|2 = 0.
In particular, by a classical argument there is a subsequence ji with
lim inf
N→∞
#{ji ≤ N}
N
= 1
such that 〈Aφji, φji〉 i→∞−−−→
∫
S∗M
σA dω.
Now we can recall the previous results of Zelditch on this random wave model.
Theorem 1.1 (Zelditch [10, 11, 12]). Suppose the spectral projections Πk satisfy dimHk →∞
and the Weyl asymptotics 1
dimHk
TrΠkAΠk →
∫
S∗M
σA dω for all A ∈ Ψ0(M). Then with
probability one the random sequence (gj)
∞
j=1 = (Ufj)
∞
j=1 is ergodic.
Note in particular that this theorem does not require that the underlying manifold (M, g)
have ergodic geodesic flow.
It is of interest to know when the dense subsequence condition above can be improved.
In applications, this eliminates the possibility of high energy quantum states with “scarring”
effects. We say that (φj)
∞
j=1 is uniquely ergodic if for all A ∈ Ψ0(M) with principal symbol
σA,
lim
j→∞
〈Aφj, φj〉 =
∫
S∗M
σA dω.
If the sequence (φj)
∞
j=1 is uniquely ergodic, then it is easy to see that satisfies the ergodic
property as well.
The purpose of this article is to prove that the random wave model satisfies this stronger
condition as well.
Theorem 1.2. Under the same conditions as Theorem 1.1, if additionally dimHk > Ckǫ for
some ǫ > 0 then with probability one the random sequence (gj)
∞
j=1 is uniquely ergodic.
The additional condition is very weak. Indeed, in most of the applications the intervals will
contain approximately kr log(k)s for some k, s ≥ 1.
The proof can be summarized as follows. As in the theorem of Zelditch, we show that as-
suming Weyl asymptotics the diagonal matrix coefficients 〈Ag(k)j , g(k)j 〉 can be given the explicit
form
〈Ag(k)j , g(k)j 〉 =
d∑
i=1
νi|Uij|2 +
∫
S∗M
σA dω + o(1)
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where (Uij)
d
i,j=1 ∈ U(Hk) is a random matrix distributed according to Haar measure and νi are
the recentered eigenvalues of ΠkAΠk. Then, we decompose the entries of (Uij) with an analogue
of the law of large numbers to compare the sum to a sum of independent random variables.
This, in turn, can be controlled using the exponential moment method.
After the completion of this work, the author learned of results using analogous methods due
to Burq and Lebeau [1]. In their article, they show that almost every basis for the space of
spherical harmonics is bounded in Lp norms, as well as other estimates for specific geometric sit-
uations. This article, in contrast, proves quantum ergodicity for random bases of eigenfunctions
for all geometries where the intervals of eigenvalues are growing sufficiently fast.
The organization of this article is as follows. In Section 2 we review the assumptions on
the distribution of the eigenvalues of P . These assumptions will allow us to conclude that
the eigenvalues of the block diagonal part of the observable A are controlled as we allow the
energy to grow to infinity. In Section 3 we transform the matrix coefficients 〈Agj, gj〉 into an
appropriate sum over the eigenvalues of ΠkAΠk. Next, Section 4 recalls classical formulas for
the coefficients of a Haar-distributed unitary matrix. The proof of Theorem 1.2 is completed
in Section 5.
2. Assumptions
The assumptions we place on the manifold are the same as those used in [11, 12]. We first
recall that the eigenvalues of P have a predictable asymptotic distribution, so we can control
the dimension of the spaces Hk.
Lemma 2.1 (Weyl asymptotics [5]). Let (Mn, g) be a compact Riemannian manifold. Then if
(λj)
∞
j=1 is the spectrum of P , then
#{λj ≤ λ} = const. µ(S∗M)λn +O(λn−1).
Furthermore, if the geodesic flow Gt is aperiodic, then the error term can be improved to o(λ
n−1).
Next, we would like to know how the eigenvalues of the projections ΠkAΠk develop as k →
∞. We can control the moments of the eigenvalues using the following lemma which is a
generalization of an early result of Sze¨go. To establish Theorem 1.2, we only require upper
bounds on the second moment.
Lemma 2.2 (Sze¨go [3, 7]). With P , λj and Ik as defined above, for any observable A ∈ Ψ0(M)
and for all m ≥ 1,
lim
k→∞
1
#{λj ≤ λ} Tr(ΠjAΠj)
m =
∫
S∗M
σmA dω.
where σA is the principal symbol of A.
Finally, we observe that because the observable A is self-adjoint, we can assume a priori
absolute bounds on the eigenvalues of the projections ΠkAΠk, as follows.
Lemma 2.3 (Trivial bound). Let A ∈ Ψ0(M) be a zero order Hermitian pseudo-differential
operator on a compact Riemannian manifold (M, g). Let Π be a projection onto a d-dimensional
subspace of L2(M), d <∞, and let −∞ < ν1 ≤ · · · ≤ νd <∞ denote the eigenvalues of ΠAΠ.
We then have the bounds
−‖A‖ ≤ ν1 ≤ · · · ≤ νd ≤ ‖A‖.
Proof. Note that ‖ΠkAΠk‖ ≤ ‖A‖ < ∞ uniformly in k, and the inequalities follow because
ΠkAΠk is self-adjoint. 
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3. A combinatorial reduction
We begin by converting the matrix coefficients 〈Aψ(k)j , ψ(k)j 〉 into combinatorial formula in
terms of the eigenvalues of ΠkAΠk. In fact, we show that every matrix coefficient has a nice
interpretation in terms of the coefficients of a Haar distributed unitary matrix.
Proposition 3.1. Let P , A, Ik, Hk and Πk be as above. Let f (k)1 , . . . , f (k)d denote the eigen-
functions of P with corresponding eigenvalues in Ik, so that they form an orthonormal basis of
Hk. Suppose ν1, . . . , νd are the eigenvalues of ΠkAΠk and U ∈ U(Hk) is distributed according to
Haar measure. Then there is a random V ∈ U(Hk), also distributed according to Haar measure,
so that for all 1 ≤ i, j ≤ d we have
〈AUf (k)i , Uf (k)j 〉 =
d∑
ℓ=1
νℓVℓ,iVℓ,j
where Vℓ,i and Vℓ,j are the coefficients of V in the basis f
(k)
1 , . . . , f
(k)
d . In particular, on the
diagonal we have
〈AUf (k)i , Uf (k)i 〉 =
d∑
ℓ=1
νℓ|Vℓ,i|2.
Proof. Since ΠkAΠk is Hermitian, by the spectral theorem there exists a basis φ1, . . . , φd of Hk
so that ΠkAΠkφj = νjφj for each 1 ≤ j ≤ d. If we expand Uf (k)i and Uf (k)j into this basis and
expand the sum, we deduce
〈AUf (k)i , Uf (k)j 〉 =
d∑
ℓ=1
νℓ〈Uf (k)i , φℓ〉〈Uf (k)j , φℓ〉.
Let T : Hk → Hk denote the unitary change-of-basis operator mapping f (k)ℓ 7→ φℓ. Note that
this mapping is deterministic (so it does not depend on U). Then 〈Uf (k)i , φℓ〉 = 〈T ∗Uf (k)i , f (k)ℓ 〉 =
〈V f (k)i , f (k)ℓ 〉 where V := T ∗U is distributed according to Haar measure by invariance. We thus
conclude that
〈AUf (k)i , Uf (k)j 〉 =
d∑
ℓ=1
νℓ〈V f (k)i , f (k)ℓ 〉〈V f (k)j , f (k)ℓ 〉 =
d∑
ℓ=1
νℓVℓ,iVℓ,j
as required. 
It is convenient to recenter the eigenvalues of ΠkAΠk so that the sum is balanced around
zero. This is possible precisely when the projections Πk satisfy local Weyl asymptotics.
Proposition 3.2. Let P , A, Ik, Hk, Πk, U , and V be as above. Let ν1, . . . , νd denote the
eigenvalues of ΠkAΠk. Suppose that the sequence of projections satisfies local Weyl asymptotics,
i.e.
1
d
TrΠkAΠk =
1
d
d∑
i=1
νi
k→∞−−−→
∫
S∗M
σA dω
where σA is the principal symbol of A. Then for all 1 ≤ i, j ≤ d we have
〈AUf (k)i , Uf (k)j 〉 = δi,j
∫
S∗M
σA dω +
d∑
ℓ=1
ηℓVℓ,iVℓ,j + o(1)
where
ηℓ = νℓ − d−1
d∑
t=1
νt
and the implied constant is uniform in i and j.
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Proof. This follows from Proposition 3.1 and the identities
d∑
ℓ=1
Vℓ,iVℓ,j = δi,j
which hold because V is unitary. 
4. Explicit formulae for Haar unitary matrices
Proposition 3.1 suggests that it suffices for us to understand the distribution of the entries of
a random unitary matrix in a fixed basis. For our application, it suffices for us to consider the
distribution of the entries in one column of the matrix. It is well-known that each column takes
values uniformly in the complex unit sphere, which can easily be seen by the invariance of Haar
measure. For convenience, we will state the result in probabilistic language, which amounts to
a change of variables.
Proposition 4.1. Suppose X ∈ Cd is distributed uniformly on the unit sphere. Then there
are independent random variables ξ1, . . . , ξd, e1, . . . , ed, with ξ1, . . . , ξd uniformly distributed on
{z ∈ C | |z| = 1} and e1, . . . , ed with density e−x dx on R+, so that
X = (ξ1
√
e1
e1 + · · ·+ ed , . . . , ξd
√
ed
e1 + · · ·+ ed )
as random variables.
Proof. Recall that the uniform distribution on the unit sphere in Cd can be constructed with a
random vector Y ∈ R2d with Gaussian density e−π|y|2 dy. Indeed, if Y is such a vector then with
probability one it is non-zero, so the normalized vector Y/|Y | is well-defined and on the unit
circle in R2d ∼= Cd with the mapping (y1, . . . , y2d) 7→ (y1 + iy2, . . . , y2d−1 + iy2d). The Gaussian
is trivially invariant under orthogonal transformation so the density of Y/|Y | is uniform on the
unit sphere.
To compute the densities, for each 1 ≤ k ≤ d we change variables to see
e−π(y
2
2k−1
+y2
2k
) dy2k−1dy2k = rk exp(−πr2k) drdξk = exp(−πek) dekdξk.
Here each ξk is uniform on the unit circle in C. Thus, the result follows after scaling the densities
of e1, . . . , ed by a common factor so that their density on R
+ is e−x dx, as required. 
The denominators in the previous formula are inconvenient because they introduce depen-
dencies between the different coefficients of the matrix. The next proposition shows that we
can replace them with a constant factor at the cost of an arbitrarily small error in our repre-
sentation, so that the coefficients are close to independent.
Lemma 4.2 (Law of large numbers). Let e1, . . . , ed be iid exponential random variables with
distributions e−x dx. Then for all 0 < δ less than some absolute constant, there is a random
variable θ ∈ R with |θ| < δ almost surely and
e1 + · · ·+ ed = (1 + θ)d
with probability 1−O(e−Cδ2d), where the constants are absolute.
Proof. We begin with the upper bound. We bound by the exponential moment and the inde-
pendence of e1, . . . , ed, for all 0 < t < 1,
P(e1 + · · ·+ ed > (1 + δ)d) ≤ exp(−t(1 + δ)d)
d∏
j=1
E exp(tej).
We have
E exp(tej) =
∫ ∞
0
exp((t− 1)x) dx = 1
1− t
6 KENNETH MAPLES
by computation. With the asymptotic
exp(−t− 1
2
t2) ≥ 1− t ≥ exp(−t− 5
8
t2)
for 0 < t < 1/4, we bound
P(e1 + · · ·+ ed > (1 + δ)d) ≤ exp(−t(1 + δ)d+ td + 5
8
t2d)
≤ exp(−tδd + 5
8
t2d).
On the interval 0 < t < 1/4 where this equation is valid, the coefficient of d is minimized at
t = 4
5
δ, assuming δ < 5
16
. We thus have
P(e1 + · · ·+ ed > (1 + δ)d) ≤ exp(−4
5
δ2d)
as required.
For the lower bound,
P(e1 + · · ·+ ed < (1− δ)d) ≤ exp(t(1− δ)d)
d∏
j=1
E exp(−tej)
for all 0 < t. As before we have
E exp(−tej) = 1
1 + t
≤ exp(−t + 1
2
t2)
for all positive t, so
P(e1 + · · ·+ ed < (1− δ)d) ≤ exp(−δtd + 1
2
t2d)
and, choosing t = δ the lower bound follows.
To construct θ, we thus let E denote the event that both the upper and lower bounds hold
and set
θ = (d−1(e1 + · · ·+ ed)− 1)1E
which verifies the conditions required. 
5. Quantum ergodicity via decorrelation
In this section we show how to use the decomposition of a random matrix to analyze the
random sums appearing in Proposition 3.1.
In [12], Zelditch controls the sums over eigenvalues from Proposition 3.1 by computing the
moments of a certain polytope. Namely, if ν1, . . . , νd are the eigenvalues of ΠkAΠk, then he
shows that it suffices to compute the moments of the polytope P which is the set of convex
combinations of ντ(1), . . . , ντ(d) for τ ∈ Sd. It turns out that we can control the matrix coefficients
simply with Proposition 4.2 and the exponential moment method. The following argument is
standard in combinatorial probability.
Proposition 5.1. Let ν1, . . . , νd ∈ R be such that
−D ≤ ν1 ≤ · · · ≤ νd ≤ D
and so that
∑d
k=1 νk = 0. Furthermore, suppose that
M :=
d∑
k=1
|νk|2 <∞.
QUANTUM UNIQUE ERGODICITY FOR RANDOM BASES OF SPECTRAL PROJECTIONS 7
Let U ∈ U(d) be a Haar distributed random unitary matrix. Then for each 1 ≤ i ≤ d we have
the large deviation inequality
P(|
d∑
k=1
νk|Uk,i|2| > α) = O(exp(−c′′α2d2/M) +M exp(−cd))
which holds for all α = O(MD−1d−1), where the constants are absolute.
Proof. By Proposition 4.1 and Lemma 4.2 we can write the sum in the form
d∑
k=1
νk|Uk,i|2 =
d∑
k=1
νk
ek
e1 + · · ·+ ed
where e1, . . . , ed are a family of independent exponential random variables with density e
−x dx
on R+. Fix a δ > 0. By Lemma 4.2, there is an event E with P(E) = 1− e−cδ2d and a random
variable θ with |θ| < δ such that
d∑
k=1
νk
ek
e1 + · · ·+ ed = 1E
1
d(1 + θ)
d∑
k=1
νkek +O(1EcM),
where we applied Cauchy-Schwarz in the second term. We have by Markov’s inequality for
any t > 0 and α > 0
P(|
d∑
k=1
νkek| > αd) ≤ 2 exp(−tαd)E exp(t
d∑
k=1
λkek)
Because the exponential random variables are independent,
E exp(t
d∑
k=1
νkei) =
d∏
k=1
E exp(tνkek) =
d∏
k=1
∫ ∞
0
exp(tνks− s) ds.
Let us suppose that 2tD ≤ 1. Then the integral converges and we have
E exp(t
d∑
k=1
νkek) =
d∏
k=1
1
1− tνk = exp(
d∑
k=1
νkt+O((νkt)
2)).
Combining terms and using the fact that ν1 + · · ·+ νd = 0, we get
E exp(t
d∑
k=1
νkek) = exp(O(
d∑
k=1
(νkt)
2)) = exp(O(Mt2)).
We conclude that
P(
d∑
k=1
νk|Uk,i|2 > α) ≤ 2 exp(−tαd+O(Mt2))
for all 2tD ≤ 1. Set t = c′αdM−1 for c′ > 0 such that the right hand side is bounded by
exp(−c′′α2d2/M) 
Proof of Theorem 1.2. Let Ek,α denote the event that |〈Ag(k)j , g(k)j 〉 −
∫
S∗M
σA dω| > α for some
1 ≤ j ≤ dimHk =: d. By Proposition 3.1 and Proposition 3.2, this is bounded by the event
that |∑dk=1 νk|Uk,j|2| > α for some 1 ≤ j ≤ d, where ν1+ · · ·+ νd = 0. By the union bound and
Proposition 5.1 we conclude that
P(Ek,α) ≤ O(d exp(−c′′α2d2/M) +M exp(−cd)).
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By the Sze¨go asymptotics (or just our assumption on the upper bound of the second moment)
we know that M =
∑d
j=1 νj → M∞ as k → ∞. If we let α = Cd−1(log d) for some C > 0
suitably large then the right hand side is bounded by O(d−C). In particular,
∞∑
k=1
P(Ek,α) ≤
∞∑
k=1
(dimHk)−C <∞
By the Borel-Cantelli lemma and the assumptions on dimHk, with probability one at most a
finite number of the events Ek,α can hold, and the result follows as α→ 0. 
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