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Abstract
The results of this paper concern the effective cardinal structure of the subsets of [ω1]<ω1 , the set of all countable subsets of
ω1. The main results include dichotomy theorems and theorems which show that the effective cardinal structure is complicated.
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1. Introduction
In the effective setting the analysis of non-ordinal cardinals can be a subtle and difficult problem. Typical results
are dichotomy theorems, [2], or theorems that the cardinal structure is complicated, [7]. This paper contains results of
each type.
For each set Y of ordinals and for each ordinal α, [Y ]α denotes the set of all subsets Z ⊆ Y such that Z has
ordertype α, and [Y ]<α denotes the set of all subsets Z ⊆ Y such that Z has ordertype less than α.
We study the effective cardinal structure of subsets of [ω1]<ω1 , the set of all countable subsets of ω1. Equivalently
one can view this as the study of equivalence relations onRwhich effectively admit invariants which are countable sets
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Fig. 1. The uncountable cardinals below |[ω1]ω |.
of countable ordinals. Rather than restrict to suitably definable sets to define the notions of cardinals below |[ω1]<ω1 |,
we work in the theory, ZF + DC + ADR, and consider arbitrary sets.
We first identify the cardinals of the uncountable subsets of [ω1]ω (or equivalently the cardinals of the uncountable
subsets of ωω1 , the set of all ω-sequences of countable ordinals). We prove that there are exactly 5 such cardinals, and
these are the cardinals of the sets;
R, ω1,R ∪ ω1,R× ω1, [ω1]ω;
see Fig. 1.
More precisely we prove the following theorem.
Theorem 1 (ZF + DC + ADR). Suppose that X ⊆ [ω1]ω and that X is uncountable. Then there is a bijection
between X and one of the following 5 sets;
R, ω1,R ∪ ω1,R× ω1, [ω1]ω. 
We next consider subsets of [ω1]<ω1 . Our first result is a dichotomy theorem. One version is the following.
Theorem 2 (ZF + DC + ADR). There is a least cardinal below |[ω1]<ω1 | which is not below |[ω1]ω|. 
In the effective theory of equivalence relations on R, this theorem states that there is in terms of complexity a least
equivalence relation which admits invariants from [ω1]<ω1 and which does not admit invariants from [ω1]ω.
The next version supplies more information (by identifying the minimum cardinal). Define
S1 =
{
a ∈ [ω1]<ω1 | sup(a) = (ω1)L[a]
}
.
Theorem 3 (ZF + DC + ADR). Suppose that X ⊆ [ω1]<ω1 . Then either:
(1) |X | ≤ |[ω1]ω|; or
(2) |S1| ≤ |X |. 
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As an immediate corollary one obtains that assuming ZF + DC + ADR, the cardinal, |S1|, is a minimal
cardinal above |R| in the partial order of all uncountable cardinals below |[ω1]<ω1 |, in fact |S1| is the minimum
cardinal above |R| in the partial order of all uncountable cardinals below |[ω1]<ω1 | which are not above the
cardinal, ω1.
One application is the following theorem (cf., Theorem 23).
Theorem 4 (ZF + DC + ADR). There is a sentence φ such that for all X ⊆ [ω1]<ω1 ,
|X | = |R|
if and only if
(H (ω1), X)  φ. 
There is a very subtle aspect of this theorem which concerns even subsets of R× ω1. Assuming ZF + DC + ADR
there exist sets X ⊂ R×ω1 such that |X | = |R| but such that there is no bijection, f : X → R, such that f ∈ L(X,R),
cf. Theorem 25.
Turning to the structure of the cardinals above |S1|, define
A1 =
{
a ∈ [ω1]<ω1 | ordertype(a) = (ω1)L[a]
}
,
and define
S2 =
{
a ∈ [ω1]<ω1 | sup(a) = (ω2)L[a]
}
.
The associated cardinals, |A1| and |S2|, are natural candidates as structural successors (in some sense) to |[ω1]ω| and
|S1|.
The proof of Theorem 1 generalizes to prove the following variation, which shows that |A1| is in many ways the
nontrivial structural successor to |[ω1]ω|, for example |A1| is a minimal cardinal above |[ω1]ω × S1| and there are
exactly 11 uncountable cardinals smaller than |A1|, cf. Corollary 27, see Fig. 2. The Dichotomy Theorem is used in
the proof.
Theorem 5 (ZF + DC + ADR). Suppose that X ⊆ A1 and that X is uncountable. Then |X | ≤ |[ω1]ω| or |X | belongs
to the set,{|S1|, |S1 ∪ ω1|, |S1 × ω1|, |S1 ∪ (R× ω1)|, |S1 ∪ [ω1]ω|, |S1 × [ω1]ω|, |A1|} . 
However in Section 6, we shall also prove several theorems which show that the cardinal structure below |S2| is
extremely complicated in a variety of ways. In the context of AD,  denotes the supremum of the ordinals, α, such
that there exists a surjection, ρ : R → α. Assuming ZF + DC + AD,  is “large”.
Theorem 6 (ZF + DC + ADR). Let P be the partial order of the cardinals of subsets of S2. Then:
(1) P contains a -sequence of pairwise incomparable cardinals;
(2) P contains an increasing -sequence of cardinals;
(3) P contains a decreasing -sequence of cardinals. 
We will also sketch the proof of the following theorem which shows that the partial of cardinals below |S2| is
universal for partial orders, (P,<P ), for which there is a surjection of R onto P .
Theorem 7 (ZF + DC + ADR). Let P be the partial order of the cardinals of subsets of S2. There is an injection
e : P(R) → P
such that for all A, B ∈ P(R), A ⊆ B if and only if e(A) ≤ e(B). 
The following theorem shows another kind of complexity; as an immediate corollary one obtains that there exists
an uncountable set X0 ⊂ S2 such that |X0| = |X0| + |X0|.
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Fig. 2. The uncountable cardinals below |A1|.
A version of this theorem has been proved by Thomas, [10], in the setting of cardinals |R/E | where E is a Borel
equivalence relation with no uncountable equivalence classes, obtaining the analogous corollary, an example for which
|R/E | = |R/E | + |R/E |.
Theorem 8 (ZF + DC + ADR). There is a set X0 ⊂ S2 and a countably complete nonprincipal filter, FX0 , on X0
such that for all injections,
h : X0 → X0,
there is a set Y ∈ FX0 such that h|Y is the identity. 
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Of course, with X0 as in the statement of Theorem 8 one can simply takeFX0 to be the filter generated by countable
intersections of the sets of fix points of injections
h : X0 → X0.
However for the precise version of Theorem 8 which we shall prove (Theorem 70), the filter FX0 has an explicit and
direct definition.
We fix a surjection
πCODE : R → H (ω1),
which is ∆1-definable in H (ω1). The next theorem shows that the property, |X | = |Y |, is not a local property of
(X, Y ) even for subsets of S2 which are relatively simple.
Theorem 9 (ZF + DC + ADR). There is a set
X ⊂ R× S2
such that
{t ∈ R | πCODE(t) ∈ X}
is Σ 13 and such that the set
{(a, b) ∈ R×R | |Xa | = |Xb|}
is complete Σ∼21, where for each a ∈ R, Xa = {c ∈ S2 | (a, c) ∈ X}. 
Finally the methods used to prove the previous two theorems yield the following theorem. This concerns the
cardinals,
|2ω/E |
where E ⊂ 2ω × 2ω is a Π∼ 03 equivalence relation. Fix a set
U ⊂ 2ω × (2ω × 2ω)
which is Π∼ 03 and universal for Π∼ 03 subsets of 2ω × 2ω.
For each a ∈ 2ω let
Ua = {(b, c) | (a, (b, c)) ∈ U} .
Theorem 10 (ZF + DC + ADR). Let I be the set of (a0, a1) such that
(i) Ua0 and Ua1 are equivalence relations,
(ii) |2ω/Ua0 | = |2ω/Ua1 |.
Then I is complete Σ∼21. 
We conclude this introduction with a few remarks on the history of the results in this paper. The results of Section 3
and Section 4 were obtained over 10 years ago but never published. The remaining results are either entirely new
or significantly improve earlier results by extending them to the cardinals below |S2|. Theorem 10 improves earlier
unpublished versions of Woodin (for Π∼ 05 equivalence relations) and of Ketchersid (for both Π∼ 04 and Σ∼04 equivalence
relations). The new ingredient in the proof of Theorem 10 is Theorem 33. Even with Theorem 33, the proof for
Π∼ 03 equivalence relations seems rather subtle, requiring either results from core model theory and the simple Pmax-
variation, Qmax, or requiring somewhat more complicated Pmax-variations.
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2. Preliminaries
We make a number of definitions and state several theorems which we shall require. The theorems state results
which are typical from the theory of AD+. The theory,
ZF + DC + ADR
equivalent to the theory
ZF + DC + AD+ + ADR
which in turn is equivalent to the theory,
ZF + DC + AD + “Every set A ⊂ R is Suslin”.
There is a survey of some aspects of the theory of AD+ in [3].
We adopt the convention that R = ωω. If σ ⊂ Ord, then σ codes a set X if X ∈ Lα[σ ] where α > sup(σ ) is the
least such that Lα[σ ] is admissible and if X is definable in Lα[σ ] from σ (by a fixed formula, ΨCODE(x0)). Our only
additional requirements are that if σ codes X then X ∈ Vη for some η < sup(σ ) and σ ∩ ω = ∅, the latter is simply
to avoid interference with codings by subsets of ω.
Definition 11. Suppose that
f : [ω1]<ω1 → [ω1]<ω1 .
Then f satisfies condensation if for all transitive sets, M , such that M is closed under f and such that M  ZFC, if
X ≺ (M, f ∩ M) and if fX is the image of f ∩ X under the transitive collapse of X then fX ⊆ f . 
Definition 12. Suppose that
f : [ω1]<ω1 → [ω1]<ω1 .
The term-relation for f , denoted τ f , is the set of all pairs,
(〈P, τ 〉, 〈γ, p, α〉) ∈ H (ω1)
such that
(1) P is a partial order,
(2) τ ⊂ P× ω1,
(3) for all sufficiently generic filters, g ⊂ P, if p ∈ g and if
σ = {η | g ∩ {q | (q, η) ∈ τ } = ∅}
then sup( f (σ )) = γ and α ∈ f (σ ). 
Definition 13. Suppose that
f : [ω1]<ω1 → [ω1]<ω1
and that M is a countable transitive set such that
M  ZFC
and such that for all α ∈ M ∩ Ord,
τ f ∩ (Mα × H (ω1)) ∈ M.
Then M is f -full if for all
(〈P, τ 〉, 〈γ, p, α〉) ∈ τ f ∩ M
if g is M-generic and if
σ = {η | g ∩ {q | (q, η) ∈ τ } = ∅} ,
W. Hugh Woodin / Annals of Pure and Applied Logic 140 (2006) 161–232 167
then sup( f (σ )) = γ and
f (σ ) = {α∗ | (〈P, τ 〉, 〈γ, p∗, α∗〉) ∈ τ f ∩ M for some p∗ ∈ g} . 
The next definition involves the coding map
πCODE : R → H (ω1).
Definition 14 (ZF + DC + ADR). Suppose that A ⊆ R and that
f : [ω1]<ω1 → [ω1]<ω1 .
Then f is A-good if:
(1) f satisfies condensation;
(2) For all x ∈ R, f (ax) = 1 if and only if πCODE(x) ≺ (H (ω1), A) where ax =
{
2n+13m+1 | x(n) = m};
(3) Suppose M is a countable transitive model of ZFC such that M is closed under f . Then A ∩ M ∈ M and
(R ∩ M, A ∩ M) ≺ (R, A);
(4) Suppose M is a countable transitive model of ZFC such that M is closed under f . Suppose that σ ∈ M ∩ [ω1]<ω
and σ codes a pair (P, τ ) where P is a partial order and τ ⊂ P × η for some η < sup(σ ). Then f (σ ) codes
τ f ∩ ({(P, τ )} × H (ω1));
(5) Suppose M is a countable transitive model of ZFC such that M is closed under f . Then M is f -full. 
Theorem 15 (ZF + DC + ADR). Suppose that A ⊆ R. Then there exists a function
f : [ω1]<ω1 → [ω1]<ω1
such that f is A-good.
Proof. Viewing R as ωω, recall that a set, B ⊂ R, is Suslin if there exists a tree T ⊂ (ω × λ)<ω such that B = p[T ];
where p[T ] is the projection of the tree T , this is the set of x ∈ ωω such that for some y ∈ λω ,
(x |n, y|n) ∈ T
for all n < ω.
The theorem can be proved from the hypothesis that every set of reals is Suslin together with the hypothesis
that there is no uncountable sequence of reals. These both follow from ZF + DC + ADR. We sketch a proof from
these hypotheses assuming that for each λ < , there is a surjection from R onto H (λ+), which is also implied by
ZF + DC + AD.
Define by induction a sequence,
〈(Ai , Ti , πi , κi ) : i < ω〉
such that
(1.1) A0 = A,
(1.2) Ti ⊂ (ω × λi )<ω, Ti is a tree, and Ai = p[Ti ],
(1.3) πi : R → H (λ+i ), πi is a surjection,
(1.4) κi is least such that Lκi (H (λ+i ), Ti , πi ) is admissible,
(1.5) Ai+1 =
{
z ∈ R | πCODE(z) = TC(X) for some X ≺ Lκi (H (λ+i ), Ti , πi )
}
, where TC(X) is the transitive collapse
of X .
One can show that for all k < i < ω, λ+k < λ
+
i and further that both Tk and πk are definable in (H (λ
+
i ), Ti ).
For each i < ω, define
fi : [ω1]<ω1 → [ω1]<ω1
as follows: fi (a) = b where b codes (in a canonical fashion) the transitive collapse of Z and Z is the set of
x ∈ Lλ+[Ti ][a] such that x is definable in Lλ+[Ti ][a] with parameters from {a} ∪ sup(a) ∪ {Ti }.
By DC the sequence 〈 fi : i < ω〉 exists. It is straightforward to verify the following. Suppose that M is a countable
transitive set, M  ZFC, and for each i < ω, M is closed under fi . Then for each i < ω,
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(2.1) τ fi ∩ M ∈ M ,
(2.2) M is fi -full.
One can also verify that if
X ≺ 〈M, fi ∩ M : i < ω〉
then for each i < ω, if f Xi is the image of fi ∩ M ∩ X under the transitive collapse of X , then f Xi ⊂ fi .
We now define f (σ ) for all σ ∈ [ω1]<ω1 such that σ ∩ ω = ∅. Fix σ and let
e : ω1 → ω1
be the order isomorphism, e(α) = ω + α.
(3.1) If for some i < ω, and for some τ ∈ [ω1]<ω1 ,
σ = {i} ∪ e[τ ]
then f (σ ) = fi (τ ).
(3.2) If σ ⊂ ω and σ = ax for some x ∈ R such that πCODE(x) ≺ (H (ω1), A) then f (σ ) = 1.
(3.3) Otherwise f (σ ) = 0.
Let Z = {σ ∈ [ω1]<ω1 | σ ∩ ω = ∅}. It is straightforward to extend f |Z (which we have just defined) to a function
f : [ω1]<ω1 → [ω1]<ω1
such that f is A-good.
Suppose σ ∈ [ω1]<ω1\Z . Define f (σ ) by induction on sup(σ ) such that:
(4.1) If σ codes a pair (P, τ ) where P is a partial order and τ ⊂ P× η for some η < sup(σ ). Then f (σ ) = σ ∗ where
σ ∗ codes τ f ∩ ({(P, τ )} × H (ω1)), σ ∗ ∈ Lω1 [σ ][ f |Z ] and σ ∗ is the least such set.
(4.2) f (σ ) = 0 otherwise.
Recall if σ codes X then X ∈ Vη for some η < sup(σ ). Therefore the conditions (4.1) and (4.2) uniquely specify the
extension of f |Z to f and it is easily checked that f is A-good. 
Suppose that
f : [ω1]<ω1 → [ω1]<ω1,
M is a countable transitive set,
M  ZFC,
H (ω1)M is closed under f and f |(H (ω1))M ∈ M .
Let I be the nonstationary ideal on ωM1 as computed in M . The structure, (M,I), is iterable if all generic iterations
are wellfounded. The structure, (M,I), is f -iterable if for all (countable) iterations,
j : (M,I) → (M∗,I∗),
j ( f ∩ H (ω1)M ) = f ∩ H (ω1)M∗ .
The following observation will be useful. Suppose that (M,I) is f -iterable. Then H (ω2)M is closed under f and
f ∩ H (ω2)M ∈ M .
We shall need the following theorem which is an easy corollary of the results of [3]. The statement of this theorem
involves the coding map
πCODE : R → H (ω1),
which we have fixed.
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Theorem 16 (ZF + DC + ADR). Suppose that A ⊆ R, B ⊂ R,
fA : [ω1]<ω1 → [ω1]<ω1
is A-good,
fB : [ω1]<ω1 → [ω1]<ω1
is B-good and
B = {z ∈ R | πCODE(z) ≺ (H (ω1), fA)} .
Suppose that N is a countable transitive set, N  ZFC, N is closed under fB , and κ is an uncountable regular
cardinal of N.
Then for each κ < α < N ∩ Ord there exist a transitive set M and δ ∈ M such that:
(1) M  ZFC;
(2) δ > α and δ is a Woodin cardinal in M;
(3) M ∩ Vα = N ∩ Vα;
(4) Suppose that g0 ⊂ Coll(ω,< κ) is M-generic and g1 ⊂ CollM[g0](κ,< δ) is M[g0]-generic. Suppose that
I ∈ M[g0][g1] and that either I = (INS)M[g0][g1] or
M[g0][g1]  “I is a uniform normal saturated ideal on ω1”.
Then (M[g0][g1],I) is fA-iterable. 
3. The cardinals below |[ω1]ω|
We analyze the possible cardinals of uncountable subsets of [ω1]ω. As we have previously indicated there are
exactly 5 such cardinals.
We first show that these 5 cardinals are distinct, this an easy consequence of the partition property of ω1.
Lemma 17 (ZF + DC + AD). No two of the following sets have the same cardinality,
R, ω1,R ∪ ω1,R× ω1, [ω1]ω.
Proof. It suffices to prove that there is no injection of [ω1]ω into R× ω1 and no injection of R× ω1 into R ∪ ω1.
Suppose toward a contradiction that
f : [ω1]ω → R× ω1
is an injection. Let ( f0, f1) be the coordinate functions associated to f so that for all a ∈ [ω1]ω, f (a) =
( f0(a), f1(a)).
Using the partition property on ω1 with exponent ω there exists a closed unbounded set, C ⊂ ω1, such that f0 is
constant on [C]ω and so f1 must be an injection on [C]ω. But this implies that [C]ω can be wellordered which is a
contradiction.
Now suppose, again toward a contradiction, that
f : R× ω1 → R ∪ ω1
is an injection. Let
Y = {x ∈ R | f (x, η) ∈ ω1 for some η < ω1} .
If R\Y is countable then R can be wellordered and so R\Y is uncountable. This implies that R\Y contains a perfect
set which in turn yields, using f , an injection
g : R× ω1 → R.
But this implies that |R| = |R × ω1| which implies there is an uncountable sequence of (distinct) reals and this is a
contradiction. 
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In Section 5 we will prove that ADR is necessary to prove Theorem 18, more precisely assuming ZF+DC+AD+,
the conclusion of Theorem 18 is equivalent to ADR; see Theorem 25.
Theorem 18 (ZF + DC + ADR). Suppose that X ⊆ [ω1]ω and that X is uncountable. Then there is a bijection
between X and one of the following 5 sets;
R, ω1,R ∪ ω1,R× ω1, [ω1]ω.
Proof. Fix an uncountable set X ⊆ [ω1]ω.
Let
π : R → [ω1]ω
be a natural coding map; so that π is a surjection and π is ∆1-definable in H (ω1).
Let A ⊆ R be the set of z ∈ R such that π(z) ∈ X .
Let
fB : [ω1]<ω1 → [ω1]<ω1
be B-good where
B = {z ∈ R | πCODE(z) ≺ (H (ω1), X)} .
For each set S ∈ X let MS = Lω1[S][ fB ]. Thus for each S ∈ X ,
(1.1) MS  ZFC,
(1.2) (H (ω1)MS , X ∩ H (ω1)MS ) ≺ (H (ω1), X).
We partition X into 3 pieces. Let X0 be the set of S ∈ X such that S ∈ H (ω1)MS . Note that if X0 is uncountable
then |X0| = |R|.
Let IS be the set of countable ordinals, η, such that η is a Silver indiscernible for each z ∈ R ∩ MS .
Note that for each ordinal α < ω1 there exists z ∈ R ∩ MS such that α is definable in L[z] from a finite subset of
IS and z; we have that for all z ∈ R, z# exists so there is no difficulty with this sort of claim, definability in L[z] is
first order in V .
Let X1 be the set of S ∈ X\X0 such that there exists z ∈ R ∩ MS and a finite set σ ⊂ IS such that each element of
S is definable in L[z] from σ ∪ {z}.
Finally let X2 = X\(X0 ∪ X1).
We first suppose that X2 is uncountable. We shall prove that |X2| = |[ω1]ω|.
Suppose S ∈ X2. Wellorder the finite subsets of ω1 as follows. First ∅ < a for all finite sets a ⊂ ω1. Then by
induction
a < b
if max(a) < max(b) or if max(a) = max(b) and
a\ {η} < b\ {η}
where η = max(a) = max(b).
For each i < ω let αSi be the i -th element of S and let σ
S
i be the least finite subset of IS such that for some
z ∈ R ∩ MS , αSi can be defined in L[z] from σ Si ∪ {z}. Clearly 〈σ Si : i < ω〉 ∈ MS .
Let τS = ∪
{
σ Si | i < ω
}
. Fix z ∈ R ∩ MS such that for all i < ω, αSi is definable in L[z] from σ Si ∪ {z}. We make
a key claim.
Claim. Suppose that i < ω and αSi ≥ (ω1)MS . Then σ Si is definable in L[z] from αSi ∪ {z}.
Suppose a is a finite subset of ω1 and that σ is the least finite subset of IS such that for some y ∈ MS , a is definable
in L[y] from σ ∪ {y}. Then max(σ ) ≤ max(a). This follows easily from the fact that for all t ∈ R ∩ MS , t# ∈ MS .
To prove the claim let a0 be the least finite subset of ω1 such that α is definable in L[z] from a0 ∪ {z}. Note that a0
is definable in L[z] from (α, z). We show that a0 = σ Si .
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Clearly max(a0) ≤ max(σ Si ). By the preceding remark, max(a0) = max(σ Si ). Let a1 be the least finite subset of
ω1 such that (α, max(a0)) is definable in L[z] from (a1, z). Thus a1 = a0\ {max(a0)}. Exactly as above it follows that
max(a1) = max(σ Si \ {η}) where
η = max(a0) = max(σ Si ).
Continuing it follows that σ Si = a0, and this proves the claim. Note that we have really proved that σ Si is simply the
minimum subset of IS such that for some y ∈ MS , a is definable in L[y] from σ Si ∪ {y}.
Let α be the ordertype of τS and let t0 ∈ MS ∩ R code α. We work in V . Let It0 be the set of countable ordinals η
such that η is a Silver indiscernible of L[t0]. For each countable set τ ⊂ ω1 let Cτ be the closure of τ .
For each set τ ⊂ ω1 such that
(τ, Cτ ,<) ∼= (τS, CτS ,<)
let Sτ be the unique sequence 〈αi : i < ω〉 such that for each i < ω,
(L[t0], αSi , η : η ∈ τS) ≡ (L[t0], αi , η : η ∈ τ ).
By the partition property for ω1 there exists a closed unbounded set C ⊂ IS such that either
(2.1) for all τ ∈ [C]αS if
(τ, Cτ ,<) ∼= (τS, CτS ,<)
then Sτ ∈ X ; or
(2.2) for all τ ∈ [C]αS if
(τ, Cτ ,<) ∼= (τS, CτS ,<)
then Sτ ∈ X .
Choose y ∈ R such that Iy ⊂ C where Iy is the set of η < ω1 such that η is a Silver indiscernible of L[y].
Since
(H (ω1)MS , X ∩ H (ω1)MS ) ≺ (H (ω1), X)
we can choose C and y such that y ∈ MS . Therefore since τS ⊂ Iy , necessarily in V , Sτ ∈ X for all sets τ ⊂ C such
that
(τ, Cτ ,<) ∼= (τS, CτS ,<).
By the claim above, if τ0 ⊂ C , τ1 ⊂ C , and
(τ0, Cτ0 ,<) ∼= (τ1, Cτ1 ,<) ∼= (τS, CτS ,<),
then Sτ0 = Sτ1 . This yields an injection of [ω1]ω into the set X .
Now we assume that X2 is countable and that X1 is uncountable. Note that for each S ∈ X1 there exists z ∈ MS ∩R
such that S ∈ L[z]. For each S ∈ X1 let σS be the least finite subset of IS such that for some z ∈ R ∩ MS , S ∈ L[z]
and S is definable in L[z] from σS ∪ {z}. As above using the partition property for ω1 in V it follows that there exists
y ∈ R ∩ MS such that for all σ ⊂ Iy if |σ | = |σS | then Sσ ∈ X1 where Sσ ∈ L[z] is the (unique) element such that
(L[z], Sσ , σ ) ≡ (L[z], S, σS).
In the natural wellordering of MS , let (zS, yS) be the least such pair (z, y). Note we have defined an injection of X1
into R× ω1.
There are two further subcases. First suppose that the set {(zS, yS) | S ∈ X1} is uncountable. Then we get an
injection of R × ω1 into X1 and so |X1| = |R × ω1|. The second subcase is that the set {(zS, yS) | S ∈ X1} is
countable. Then we have an injection of X1 into ω1 and we have an injection of ω1 into X1. Thus |X1| = ω1.
Thus if X1 is uncountable then either |X1| = |R×ω1| or |X1| = ω1. We have already noted that if X0 is uncountable
then |X0| = |R|.
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In summary we have shown the following:
(3.1) |X2| = |[ω1]ω| or X2 is countable;
(3.2) |X1| = |R× ω1|, |X1| = ω1, or X1 is countable;
(3.3) |X0| = |R| or X0 is countable.
The theorem follows. 
4. The Dichotomy Theorem
We next consider subsets of [ω1]<ω1 .
Define
S1 =
{
a ∈ [ω1]<ω1 | sup(a) = (ω1)L[a]
}
.
This section is devoted to proving the following Dichotomy Theorem.
Theorem 19 (ZF + DC + ADR). Suppose that X ⊆ [ω1]<ω1 and that X is uncountable. Then either:
(1) |X | ≤ |[ω1]ω|; or
(2) |S1| ≤ |X |.
Proof. We fix an uncountable set X ⊂ [ω1]<ω1 .
Let
πCODE : R → H (ω1)
be our coding map; so that πCODE is a surjection and πCODE is ∆1-definable in H (ω1). By absoluteness, for all z ∈ R,
πCODE(z) ∈ L[z].
Let A0 ⊆ R be the set of z ∈ R such that πCODE(z) ∈ X and let
f0 : [ω1]<ω1 → [ω1]<ω1
be such that f0 is A0-good.
Continue by induction on i ≤ ω to define (Ai , fi ) such that Ai is the set of z ∈ R such that πCODE(z) ≺ (H (ω1), fk :
k < i) and
fi : [ω1]<ω1 → [ω1]<ω1
is a function such that fi is Ai -good.
By DC the sequence 〈(Ai , fi ) : i ≤ ω〉 exists using Theorem 15.
An X-structure is a sequence,
〈N Si : i < ω〉,
such that
(1.1) S ∈ X ,
(1.2) for each i < ω, N Si = LηS [ fi , S],
where ηS is the least ordinal η < ω1 such that for all i < ω,
(Lη[ fi , S], fi ∩ Lη[ fi , S]) ≺ (Lω1 [ fi , S], fi ∩ Lω1 [ fi , S]).
Note that for each S ∈ X , ηS is supremum of the ordinals, η, such that for some i < ω, η is definable in the structure,
(Lω1 [ fi , S], fi ∩ Lω1 [ fi , S]).
Suppose that S ∈ X . The core of the X-structure,
〈N Si : i < ω〉,
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is the X-structure, 〈Nc(S)i : i < ω〉, where for each i < ω, Nc(S)i is the transitive collapse of the set of a ∈ N Si such
that for some k < ω, a is definable in the structure
(N Sk , {S} , fk ∩ N Sk ),
and c(S) is the image of S under the transitive collapse. The inverse of the transitive collapses gives a Σ0-elementary
embedding
j : ∪
{
Nc(S)i | i < ω
}
→ ∪
{
N Si | i < ω
}
whose restriction to each Nc(S)i is fully elementary, and such that the range of j |ηc(S) is cofinal in ηS . A function
f ∈ ∪ {N Si | i < ω} is a core function if f is in the range of j .
The first case is that for some S ∈ X there exists κ ≤ sup(S) and T ⊂ κ such that
(2.1) for all i < ω, κ is an uncountable regular cardinal in LηS [ fi , S],
(2.2) T and κ\T are each stationary in ∪ {N Si | i < ω},
(2.3) (T, κ) = f (a) for some a ∈ κ<ω and for some core function of 〈N Si : i < ω〉.
Fix such an element S ∈ X with witness (κ, T, f, a). Let k < ω be large enough so that f ∈ N Sk and such that f is
definable in the structure,
(N Sk , fk ∩ N Sk ).
By the definition of the sequence of functions 〈 fi : i < ω〉 there exists a transitive set M , δ ∈ M , and γ ∈ M such
that:
(3.1) M  ZFC;
(3.2) γ > sup S;
(3.3) δ > γ and δ is a Woodin cardinal in M;
(3.4) M ∩ Vγ = N Sk+2 ∩ Vγ ;
(3.5) (N Sk ∩ Vγ , fk ∩ N Sk ∩ Vγ ) ≺ (N Sk , fk ∩ N Sk );
(3.6) Suppose that g0 ⊂ Coll(ω,< κ) is M-generic and g1 ⊂ CollM[g0](κ,< δ) is M[g0]-generic. Let N =
M[g0][g1] and let I = (INS)M[g0][g1]. Then (N,I) is fk+1-iterable.
The key points are the following. Suppose that
j : (N,I) → (N∗,I∗)
is a countable iteration in V . Let η = (ω2)N and let η∗ = j (η).
(4.1) j (S) ∈ X .
(4.2) Lη[S, fk ] ∈ N and
(Lη[ fk , S], {S} , fk ∩ Lη[ fk, S]) ≺ (Lω1 [ fk, S], {S} , fk ∩ Lω1 [ fk, S]).
(4.3) j (Lη[ fk, S]) = Lη∗ [ fk, j (S)] and for all a ∈ Lη[ fk, S], j ( fk|a) = fk | j (a).
(4.4) (Lη∗ [ fk, j (S)], { j (S)} , fk ∩ Lη[ fk, j (S)]) ≺ (Lω1 [ fk, j (S)], { j (S)} , fk ∩ Lω1 [ fk, j (S)]).
Thus for any countable iteration,
j : (N,I) → (N∗,I∗),
j (T ) is uniquely determined by j (S). Note that κ = (ω1)N and T is stationary and co-stationary in N .
Thus we can use (N,I) and T to construct an injection of S1 into X . Let x0 be a real which codes N . We define an
injection
π : S1 → X.
We work in L[a, x0]. Let C be the club of ordinals η < ωL[a]1 such that η is a limit of ordinals which are admissible
relative to x0. Since (N,I) is iterable, for each η ∈ C if
j : (N,I) → (N∗,I∗)
174 W. Hugh Woodin / Annals of Pure and Applied Logic 140 (2006) 161–232
is any iteration of length η then j ((ω1)N ) = η. Now it is straightforward to construct in L[a, x0] an iteration,
j (N,I) → (N∗,I∗),
of length (ω1)L[a,x0] such that (C, j (T ) ∩ C) codes ( j, a, x0). Let ja be the L[a, x0]-least such iteration and define
π(a) = ja(S).
Thus we can suppose that for all S ∈ X , if κ ≤ sup(S) and T ⊂ κ are such that
(5.1) for all i < ω, κ is an uncountable regular cardinal in LηS [ fi , S],
(5.2) (T, κ) = f (a) for some a ∈ κ<ω and for some core function of 〈N Si : i < ω〉,
then there exists a closed unbounded set C ⊂ κ such that
(6.1) either C ⊂ T or C ∩ T = ∅,
(6.2) C = f (a) for some a ∈ κ<ω and for some core function of 〈N Si : i < ω〉.
Under this assumption we shall prove that either there is an injection of X into [ω1]ω or there is an injection of [ω1]<ω1
into X . The latter actually contradicts our assumption so that case is ultimately vacuous.
It is convenient to make some definitions. Suppose 〈N Si : i < ω〉 is an X-structure and κ ∈ N S0 . κ is an S-
measurable cardinal of 〈N Si : i < ω〉 if:
(7.1) κ is a uncountable regular cardinal of ∪ {N Si | i < ω} such that κ = f (a) for some finite set a ⊂ κ and for
some core function of 〈N Si | i < ω〉;
(7.2) for each set T ⊂ κ such that T ∈ ∪ {N Si | i < ω}, T = f (a) for some finite set a ⊂ κ and for some core
function of 〈N Si | i < ω〉;
(7.3) the club filter of ∪ {N Si | i < ω} on κ is an ultrafilter.
Similarly, µ is an S-measure if µ is club filter on κ for some S-measurable cardinal κ of 〈N Si | i < ω〉.
It is important to keep in mind that if µ is an S-measure then µ is not necessarily amenable to ∪ {N Si | i < ω}; i.e.
there may exist i < ω such that µ∩ N Si /∈ ∪
{
N Si | i < ω
}
. Further even if µ is amenable to ∪ {N Si | i < ω} and even
if
Ult
(
∪
{
N Si | i < ω
}
, µ
)
is wellfounded, κ may not be the critical point of the associated embedding where κ is the S-measurable cardinal
associated to µ.
Suppose that 〈N Si : i < ω〉 is an X-structure. An iteration of 〈N Si : i < ω〉 of length γ is a sequence
〈〈N Sαi : i < ω〉, µη, κη, jη,β : α < γ, η < β < γ 〉
such that for all α < γ , for all η < β < γ :
(8.1) S0 = S;
(8.2) Sα ∈ X ;
(8.3) jη,β : ∪
{
N Sηi | i < ω
}
→ ∪
{
N Sβi | i < ω
}
is a Σ0-elementary embedding such that for each i < ω,
jη,β |N Sηi : (N S
η
i , fi ∩ N S
η
i ) → (N S
β
i , fi ∩ N S
β
i )
is an elementary embedding;
(8.4) κη is an Sη-measurable cardinal;
(8.5) µη is the Sη-measure of ∪
{
N Sηi | i < ω
}
on κη;
(8.6) ∪
{
N Sη+1i | i < ω
}
= Ult
(
∪
{
N Sηi | i < ω
}
, µη
)
, jη,η+1 is the ultrapower map, Sη+1 = jη,η+1(Sη), and κη is
the critical point of jη,η+1;
(8.7) κη < κβ .
Suppose that 〈N Si : i < ω〉 and 〈N S
∗
i : i < ω〉 are X-structures. Then 〈N S
∗
i : i < ω〉 is an iterate of 〈N Si : i < ω〉
if 〈N S∗i : i < ω〉 occurs in an iteration of 〈N Si : i < ω〉 (with S∗ = Sη for some η).
We note the following key points.
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(9.1) Every X-structure is an iterate of its core (the iteration is of successor length with the given X-structure being
that last X-structure of the iteration).
(9.2) Suppose 〈N S∗i : i < ω〉 is an iterate of 〈N Si : i < ω〉. Then the sequence of the iteration is unique.
We first verify (9.1). Suppose that 〈N Si : i < ω〉 is an X-structure. Let
〈Zη : η < γ + 1〉
be the sequence of subsets of ∪ {N Si | i < ω} defined as follows.
(10.1) Z0 is the set of a ∈ ∪
{
N Si | i < ω
}
such that for some k < ω, a is definable in the structure,
(N Sk , fk ∩ N Sk ),
from {S}.
(10.2) For limit η > 0, Zη = ∪{Zδ | δ < η}.
(10.3) Zη+1 is the set of a ∈ ∪
{
N Si | i < ω
}
such that for some k < ω, a is definable in the structure,
(N Sk , fk ∩ N Sk ),
with parameters from {S} ∪ {κη + 1} where
κη = min(ω1\Zη).
(10.4) γ is least such that sup(S) ⊂ Zγ .
For each η < γ + 1 let Sη be the image of S under the transitive collapse of Zη. For each η < β ≤ γ , let
jη,β : 〈N Sηi : i < ω〉 → 〈N
Sβ
i : i < ω〉
be the image of the inclusion map; Zη ⊂ Zβ , under the transitive collapses of Zη and Zβ .
Finally for each η < γ let
κη = min(ω1\Zη).
By induction, κη is an Sη-measurable cardinal. Let µη be the associated Sη-measure.
It follows that
〈〈N Sαi : i < ω〉, µη, κη, jη,β : α < γ, η < β < γ + 1〉
is an iteration of the core of 〈N Si : i < ω〉 and that Sγ = S. This verifies (9.1).
The second key point, (9.2), is immediate from the definition. The relevant observations are:
(11.1) The critical points in an iteration are increasing;
(11.2) If 〈N S∗i : i < ω〉 is an iterate of 〈N Si : i < ω〉 then the first critical point is uniquely specified by the pair,(
〈N Si : i < ω〉, 〈N S
∗
i : i < ω〉
)
.
For the second of these, the first critical point is necessarily the least κ such that κ = f (a) for some core function f
of 〈N Si : i < ω〉 and some finite set a ⊂ κ and such that for all core functions, g, of 〈N S
∗
i : i < ω〉, κ = g(b) for all
finite sets b ⊂ κ .
We define an iteration,
〈〈N Sαi : i < ω〉, µη, κη, jη,β : α < γ, η < β < γ 〉
to be a core iteration if 〈N S0i : i < ω〉 is a core structure. Core iterations satisfy the additional requirement that for all
η + 1 < γ , for all δ ≥ κη, if
δ ∈ ∪
{
N Sηi | i < ω
}
then δ = f (a) for some core function f of 〈N Sηi : i < ω〉 and for some finite set a ⊂ κη.
Most (but not all) of the iterations we shall deal with will be core iterations.
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The strategy for the proof is to show that either there is an injection of X into [ω1]ω or to produce an X-structure,
〈N Si : i < ω〉, such that any set a ∈ [ω1]<ω1 can coded by an iteration of 〈N Si : i < ω〉. Recall that we are assuming
that for every X-structure, 〈N Si : i < ω〉, if κ ≤ sup(S) and T ⊂ κ are such that
(12.1) for all i < ω, κ is an uncountable regular cardinal in LηS [ fi , S],
(12.2) (T, κ) = f (a) for some a ∈ κ<ω and for some core function of 〈N Si : i < ω〉,
then there exists a closed unbounded set C ⊂ κ such that
(13.1) either C ⊂ T or C ∩ T = ∅,
(13.2) C = f (a) for some a ∈ κ<ω and for some core function of 〈N Si : i < ω〉.
The situation is complicated by the following possibility which we are unable to rule out. Suppose κ = f (a) for some
finite set a ⊂ κ and for some core function f of 〈N Si : i < ω〉. There may exist T ⊂ κ such that
T ∈ ∪
{
N Si | i < ω
}
and yet for all core functions, f , of 〈N Si : i < ω〉, T = f (a) for all a ∈ κ<ω. Since 〈N Si : i < ω〉 is an iterate of its
core, this leads to the following possibility (for possibly a different S ∈ X).
There exist S-measurable cardinals, κ0 < κ1, such that κ0 and κ1 are S-measurable cardinals and such that there is
an injection
h : κ1 → P(κ0)
such that h ∈ ∪ {N Si | i < ω}.
For i = 0, 1, let µi be the S-measure associated to κi . In this situation, µ0 is not obviously an ultrafilter on κ0 in
Ult
(
∪
{
N Si | i < ω
}
, µ1
)
(it cannot be if h is a bijection) and so the order in which ultrapowers are computed is important.
To illustrate some of the potential subtleties associated with S-measures and S-measurable cardinals we detour
slightly and introduce some more notation which strictly speaking we will not need. Suppose that 〈N Si : i < ω〉 is an
X-structure. An S-measurable cardinal, κ , is good if for all δ < κ there is no injection
ρ : κ → P(δ)
with ρ ∈ ∪ {N Si | i < ω}. An S-measure, µ, is good if the associated S-measurable cardinal is good. Suppose
〈〈N Sαi : i < ω〉, µη, κη, jη,β : α < γ, η < β < γ 〉
is an iteration of 〈N Si : i < ω〉 and that for some δ < κ0,
P(δ) ∩ ∪
{
N Si | i < ω
}
= P(δ) ∩ ∪
{
N S1i | i < ω
}
.
Then the S-measure associated to κ0 is not good. To see this let
f : κ0 → P(δ)
represent the new subset of δ. Let
D = {ξ < κ0 | f (ξ) = f (ξ∗) for all ξ∗ < ξ} .
Then D has measure 1 since κ0 is the critical point of j0,1.
Suppose that µ0 and µ1 are S-measures with associated S-measurable cardinals, κ0 < κ1. Then µ0 < µ1 if there
is no injection
ρ : κ1 → P(κ0)
with ρ ∈ ∪ {N Si | i < ω}. The point of this definition is that if
j : 〈N Si : i < ω〉 → 〈N j (S)i : i < ω〉
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is an iteration of length 1 and µ1 is the measure used then κ0 is an j (S)-measurable cardinal and µ0 is the
corresponding j (S)-measure. We caution however that if
j : 〈N Si : i < ω〉 → 〈N j (S)i : i < ω〉
is an iteration of length 1 and µ0 is the measure used then j (κ1) may not be an j (S)-measurable cardinal.
Suppose that
〈〈N Sαi : i < ω〉, µη, κη, jη,β : α < γ, η < β < γ 〉
is an iteration with S0 = S and that κ ∈ ∪
{
N Si | i < ω
}
.
(14.1) If j (κ) is a j (S)-measurable cardinal then κ is an S-measurable cardinal.
(14.2) Suppose κ is an S-measurable cardinal and the set of η such that κη = j0,η(κ) has cardinality at least 2. Then
κ is good.
To verify (14.2), suppose that κ is not good and let
f : κ → P(δ)
be an injection witnesses κ is not good. Without loss of generality we can suppose that κ0 = κ . Let a = j0,1( f )(κ).
Thus, since the critical point of j0,1 is κ , a ⊂ δ. For each β < δ let
Sβ = {ξ < κ | f (ξ) ∩ {β} = a ∩ {β}} .
Thus for each β < δ,
Sβ ∈ ∪
{
N S0i | i < ω
}
and Sβ is of measure one (relative to the S0-measure associated to κ). Further
〈Sβ : β < δ〉 ∈ ∪
{
N S0i | i < ω
}
.
But this implies that for all η < γ ,
〈 j0,η(Sβ) : β < δ〉 ∈ ∪
{
N Sηi | i < ω
}
,
and moreover that for each β < δ, j0,η(Sβ) is of measure one relative to the Sη-measure associated to j0,η(κ).
Therefore κη = j0,η(κ) since the associated critical point would have to be below δ.
In summary, measures which are not good can only be used at most once in the course of an iteration (but we shall
not need this).
We return to the proof of the theorem. Suppose that
〈〈N Sαi : i < ω〉, µη, κη, jη,β : α < γ, η < β < γ 〉
is a core iteration. We define a set I ⊆ γ to be complete (relative to the given iteration) if 0 ∈ I and for all η ∈ I ,
κη = f (a) for some core function f of 〈N Sηi : i < ω〉 and for some finite set a ⊆ I ∩ κη.
For each complete set I ⊆ γ there corresponds in canonical fashion an iteration,
〈〈N S Iαi : i < ω〉, µIη, κ Iη , j Iη,β : α < γI , η < β < γI 〉,
where γI is the ordertype of I . This iteration is a sub-iteration of the given iteration. Further if
e : γI → I
inverts the transitive collapse then for each η < γI there is an embedding,
J Iη : 〈N
S Iη
i : i < ω〉 → 〈N
Se(η)
i : i < ω〉.
178 W. Hugh Woodin / Annals of Pure and Applied Logic 140 (2006) 161–232
These embeddings are uniquely specified by the requirement that for all η < β < γI ,
je(η),e(β) ◦ J Iη = J Iβ ◦ j Iη,β.
We remark that the fact that
J Iη : 〈N
S Iη
i : i < ω〉 → 〈N
Se(η)
i : i < ω〉
is an iteration (as opposed to simply a sequence of transitive models and embeddings) derives from the condensation
properties of the functions, 〈 fi : i < ω〉.
Suppose that S ∈ X and sup(S) is uncountable in Lω1 [ fω, S]. We examine two extreme cases to motivate the
constructions to come. Let
〈〈N Sαi : i < ω〉, µη, κη, jη,β : α ≤ γ, η < β ≤ γ 〉
be the core iteration given by S, thus 〈N Sγi : i < ω〉 is the X-structure given by S and 〈N S0i : i < ω〉 is the associated
core structure.
The first extreme case is that for all η < γ , κη is in the range of j0,η. So at every stage, η, of the iteration, the
Sη-measurable cardinal used is an image of an S0-measurable cardinal. But then S = j0,γ (S0) is uniquely determined
by the set of pairs (κ, β) where κ is an S-measurable cardinal of 〈N S0i : i < ω〉 and β is the ordertype of the set of
η < γ such that
κη = j0,η(κ).
If this extreme case holds for all S ∈ X then we have an embedding of X into [ω1]ω.
The second extreme case is that the core structure, 〈N S0i : i < ω〉, is strongly iterable, the collection of S0-
measurable cardinals is a member of N S00 and has ordertype greater than its least member, and this is true for all
iterates of 〈N S0i : i < ω〉. By strongly iterable we simply mean that all attempts to define iterations (by choosing at
stage η, Sη-measures) succeed—all ultrapowers are wellfounded, the associated embeddings have the correct critical
point, all limits are wellfounded, and all images of S0 lie in X . We also assume that for all iterates, 〈N S∗i : i < ω〉,
the S∗-measurable cardinals are preserved in all further iterations—more precisely if 〈N S∗∗i : i < ω〉 is an iterate of
〈N S∗i : i < ω〉 then the image of every S∗-measurable cardinal is an S∗∗-measurable cardinal.
In this second extreme case it is relatively easy to construct an embedding of [ω1]<ω1 into X . This is just like using
generic iterations (as we did above) to construct an embedding of S1 into X .
Given a ∈ [ω1]<ω1 one first iterates by the least S0-measurable cardinal in exactly sup(a) steps, this gives an
embedding,
j0 : 〈N S0i : i < ω〉 → 〈N S
∗
i : i < ω〉.
We can assume sup(a) is a nonzero limit ordinal since the set of all such a is bijective with [ω1]<ω1 . This creates in the
X-structure reached, at least sup(a) many S∗-measurable cardinals above the least S∗-measurable cardinal (which by
our assumptions is necessarily the image under the iteration of the least S0-measurable cardinal of the initial structure).
Let
〈γξ : ξ < sup(a)〉
be the increasing enumeration of the least sup(a) such S∗-measurable cardinals. Now continue the iteration in
ordertype(a) steps such that at stage sup(a) + ξ , the associated critical point is the image of γη where η < sup(a),
η ∈ a, and a ∩ η has ordertype ξ . Finally a can be decoded by this iteration since it is a core iteration. Of course to
produce an embedding of [ω1]<ω1 we just need one S ∈ X for which this second extreme possibility holds. Clearly
much weaker assumptions suffice for this construction. In fact we will end up with exactly two cases, (15.1) and (15.2)
below: the first of these approximates our first extreme case closely enough to yield an embedding of X into [ω1]ω and
the second gives S ∈ X for which a version of the second extreme possibility holds which is sufficient to construct an
embedding of [ω1]<ω1 into X .
Now we return to the general case. There are two possibilities.
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(15.1) For each S ∈ X , if
〈〈N Sαi : i < ω〉, µη, κη, jη,β : α ≤ γ, η < β ≤ γ 〉
is the core iteration given by S, then there is a set I ⊂ γ such that
(a) I ∈ Lω1 [ fω, S] and I is countable in Lω1 [ fω, S],
(b) for all η < γ there exists ξ ∈ I such that κη = j0,ξ (κξ ).
(15.2) Otherwise.
We assume (15.1) and produce an injection of X into [ω1]ω. Fix S ∈ X and let
〈〈N Sαi : i < ω〉, µη, κη, jη,β : α ≤ γ, η < β ≤ γ 〉
be the core iteration given by S. Let I be the set of η < γ such that for all ξ < η,
κη = j0,ξ (κξ ).
Then I witnesses (15.1)(a) and (15.1)(b). It is straightforward to verify that I is countable, the difficulty is that I may
not be complete. Every subset of γ generates in a canonical fashion by adding least witnesses, a complete set. Let I0
be the complete subset of γ which is so generated by I . Since I is countable, I0 is countable. Let
〈〈N S
I0
α
i : i < ω〉, µI0η , κ I0η , j I0η,β : α < γI0 , η < β < γI0〉,
be the iteration given by I0 where γI0 is the ordertype of I0. This iteration is a sub-iteration of the given iteration and
this iteration is countable in Lω1[ fω1 , S]. Let
e : γI0 → I0
invert the transitive collapse. The key point is that the iteration,
〈〈N Sαi : i < ω〉, µη, κη, jη,β : α ≤ γ, η < β ≤ γ 〉,
is uniquely determined by the iteration,
〈〈N S
I0
α
i : i < ω〉, µI0η , κ I0η , j I0η,β : α < γI0 , η < β < γI0〉,
and the sequence of pairs, (ξ, αξ ), where ξ < γI0 and αξ is the ordertype of the set of η < γ such that e(ξ) < η and
κη = je(ξ),η(κe(ξ)).
Since I0 is countable in Lω1[ fω1 , S] this yields an injection of X into [ω1]ω.
The final case is that (15.2) holds. We fix a witness S ∈ X that (15.2) holds. By passing to a subiteration of the
iteration,
〈〈N Sαi : i < ω〉, µη, κη, jη,β : α < γ + 1, η < β < γ + 1〉,
(this is the iteration which takes the core of 〈N Si : i < ω〉 to 〈N Si : i < ω〉) one obtains in Lω1 [ fω, S], an iteration,
〈〈N S0αi : i < ω〉, µ0η, κ0η , j0η,β : α < γ0 + 1, η < β < γ0 + 1〉,
and an iteration,
〈〈N S1αi : i < ω〉, µ1η, κ1η , j1η,β : α < γ1 + 1, η < β < γ1 + 1〉,
such that
(16.1) S00 = S0,
(16.2) there exists a finite set a ⊂ γ0 such that for each β + 1 < γ0,
κ0β = j0η,β(κ0η)
for some η ∈ a (with η < β),
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(16.3) S10 = S0γ0 ,(16.4) for each β + 1 < γ1 + 1,
κ1β = j10,β(κ)
for some κ ∈ ∪
{
N S
1
0
i : i < ω
}
such that κ > κ0η for all η ≤ γ0,
(16.5) γ0 and γ1 are uncountable in Lω1 [ fω, S].
The verification is routine. The point is that (working in Lω1 [ fω, S]) the S-structure, 〈N Si : i < ω〉, is an uncountable
structure which is an iterate of a countable structure (the associated core structure). Since S witnesses (15.2) holds,
there are uncountably many stages, η, where “new” Sη+1-measurable cardinals are being created and later used. The
initial structure is countable and so passing to a finite iterate, uncountable many of these are generated over that finite
iterate by using the same finite iteration and the same core functions. This leads to the further refinements below.
Working in Lω1 [ fω, S] and passing to a further subiteration of
〈〈N S0αi : i < ω〉, µ0η, κ0η , j0η,β : α < γ0 + 1, η < β < γ0 + 1〉,
and
〈〈N S1αi : i < ω〉, µ1η, κ1η , j1η,β : α < γ1 + 1, η < β < γ1 + 1〉,
if necessary (i.e., by choosing complete subsets of γ0 and of γ1 and passing to the associated iterations) one can
arrange that the following hold where
δ = (ω1)Lω1 [ fω,S] .
There exists a finite sequence 〈(ηi , βi ) : i < N + 1〉 such that for all i < N ,
(17.1) ηi+1 = βi + δ,
(17.2) η0 = 0, βN = γ0, and βN = ηN + k for some k < ω,
(17.3) ηi ≤ βi and βi = ηi + k for some k < ω,
(17.4) for all βi < η < ηi+1, κ0η = j0βi ,η(κ0βi ),
and such that for some function F ∈ ∪
{
N S
1
0 | i < ω
}
(18.1) γ1 = δ,
(18.2) F = f (a) for some core function of 〈N S
1
0
i : i < ω〉 where
a =
{
κ0η | ηi ≤ η ≤ βi for some i < N
}
∪
{
κ0η | ηN ≤ η < βN
}
and the set a is complete relative to the iteration,
〈〈N S0αi : i < ω〉, µ0η, κ0η , j0η,β : α < γ0 + 1, η < β < γ0 + 1〉,
(18.3) for all η < δ,
κ1η = j10,η(λη)
where
λη = F
(
κ0β0+η, . . . , κ
0
βN +η
)
,
(18.4) for all β < δ, κ0η < λβ for all η ≤ λ0.
Thus concatenating the two iterations,
〈〈N S0αi : i < ω〉, µ0η, κ0η , j0η,β : α < γ0 + 1, η < β < γ0 + 1〉,
and
〈〈N S1αi : i < ω〉, µ1η, κ1η , j1η,β : α < γ1 + 1, η < β < γ1 + 1〉,
yields a core iteration.
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We come to the key points, in short we have arranged a situation which is really quite similar to that outlined in the
second extreme case discussed on page 178.
First, the two iterations,
〈〈N S0αi : i < ω〉, µ0η, κ0η , j0η,β : α < γ0 + 1, η < β < γ0 + 1〉,
and
〈〈N S1αi : i < ω〉, µ1η, κ1η , j1η,β : α < γ1 + 1, η < β < γ1 + 1〉,
are uniquely determined by δ and a finite iteration of 〈N S
0
0
i : i < ω〉, this is the sub-iteration of
〈〈N S0αi : i < ω〉, µ0η, κ0η , j0η,β : α < γ0 + 1, η < β < γ0 + 1〉,
given by the finite set a in (18.2) which is complete. Since δ = (ω1)Lω1 [ fω,S], it follows by absoluteness, that for any
δ∗ < ωV1 , there is a canonical pair of iterations obtained from this finite iteration by replacing δ with δ∗. It is precisely
for this application that we defined fω .
The second key point is that the second iteration of the pair of iterations given by δ∗ can be reduced by any subset
b ⊂ δ∗. In summary we have for each δ∗ < ω1, a canonical iteration
j0δ∗ : 〈N S0i : i < ω〉 → 〈N
j 0
δ∗ (S0)
i : i < ω〉
and an increasing sequence,
〈λδ∗η : η < δ∗〉,
of j0δ∗(S0)-measurable cardinals such that for any set b ⊂ δ∗ there is an iteration
j1δ∗ : 〈N
j 0
δ∗ (S0)
i : i < ω〉 → 〈N
j 1
δ∗ ( j 0δ∗ (S0))
i : i < ω〉
such that associated critical points are given by the images of λδ∗η for η ∈ b. For example if δ∗ = δ and b = δ then
j0δ∗ = j00,γ0, j1δ∗ = j10,γ1 and for each η < δ, λδ
∗
η = λη.
This gives an injection of [ω1]<ω1 into X and so gives an injection of S1 into X . However if there is an injection of
S1 into X then it follows (by the choice of 〈 fi : i < ω〉 and Theorem 22 to be proved in the next section) that there
must exist S ∈ X such that
(ω1)
N S0 ≤ sup(S),
and such that there exists T ⊂ κ such that
(19.1) T and κ\T are each stationary in ∪ {N Si | i < ω},
(19.2) (T, κ) = f (a) for some a ∈ κ<ω and for some core function of 〈N Si : i < ω〉,
(19.3) κ = (ω1)N S0 ,
and so as we indicated this last case is vacuous. Nevertheless we have proved the following which is not vacuous (but
we have no use for this result). The following are equivalent:
(20.1) |X | = |[ω1]<ω1 |;
(20.2) There exists S ∈ X such that
(a) the S-structure, 〈N Si : i < ω〉, is an iterate of its core,
(b) if
〈〈N Sαi : i < ω〉, µη, κη, jη,β : α < γ, η < β < γ + 1〉
is the corresponding core iteration then in Lω1[ fω, S] there is no countable set I ⊂ γ + 1 such that for
each β < γ + 1,
κβ = jη,β(κη)
for some η ∈ I ∩ β. 
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5. Local versions of the Dichotomy Theorem
By managing resources carefully, one can prove local versions of the Dichotomy Theorem. Again
πCODE : R → H (ω1)
is our coding map, this map is a surjection which is∆1-definable in H (ω1).
We state without proof two local versions of the Dichotomy Theorem. The proofs are a standard localization of the
proof of the Dichotomy Theorem using the techniques from the theory of AD+.
Theorem 20 (ZF + DC + AD). Suppose that X ⊆ [ω1]<ω1 , X is uncountable, and that the set
{z ∈ R | πCODE(z) ∈ X}
is both Suslin and co-Suslin. Then either:
(1) |X | ≤ |[ω1]ω|; or
(2) |S1| ≤ |X |. 
With a bit more work one can prove a projective version.
A set X ⊂ H (ω1) is projective if the set of z ∈ R such that πCODE(z) ∈ X is a projective set.
Theorem 21. Assume Projective Determinacy. Suppose that X ⊆ [ω1]<ω1 and that X is uncountable and projective.
Then either:
(1) There is a projective injection f : S1 → X; or
(2) There is an injection f : X → [ω1]ω such that the set
{z ∈ R | πCODE(z) ∈ f }
is a countable union of projective sets. 
We do not know if one can require the function f of Theorem 21(2) to also be projective.
It is not difficult to prove the following theorem which is a generalization of the perfect set theorem to [ω1]<ω1 .
In fact it is a corollary of the proof of Theorem 19 by the remarks at the end of the proof, but it can be proved much
more easily.
Theorem 22 (ZF + DCR + AD+). Suppose that
X ⊂ [ω1]<ω1
and that
Y ∈ {R, ω1,R ∪ ω1,R× ω1, [ω1]ω, S1, [ω1]<ω1} .
Suppose that there is an injection of Y into X. Then there exists an injection, f : Y → X, such that
{z | πCODE(z) ∈ f }
is a Σ∼13-set.
Proof. We first suppose that Y = S1. Let
h : S1 → X
be an injection and let
A0 = {z ∈ R | πCODE(z) ≺ (H (ω1), h)}
and let f0 : [ω1]<ω1 → [ω1]<ω1 be A0-good.
Then there exist a countable transitive set M and δ ∈ M such that:
(1.1) M  ZFC;
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(1.2) δ is a Woodin cardinal in M ,
(1.3) (H (ω1))M is closed under f0 and f0|(H (ω1))M ∈ M;
(1.4) Suppose that g ⊂ CollM (ωM1 ,< δ) is M-generic. Let N = M[g] and let I = (INS)M[g]. Then (N,I) isf0-iterable.
Let T0 ⊂ ωM1 be a set in M such that (ω1)L[T0] = ωM1 and such that in M both T0 and ωM1 \T0 are stationary. Thus
T0 ∈ X and so since (N,I) is f0-iterable, h(T0) ∈ N .
Thus we can use (N,I) and T0 to construct an injection of S1 into X just as in the proof of Theorem 19. Let x0 be
a real which codes N . We define an injection
f : S1 → X.
Suppose that a ∈ S1. We work in L[a, x0]. Let C be the club of ordinals η < ωL[a]1 such that η is a limit of ordinals
which are admissible relative to x0. Since (N,I) is iterable, for each η ∈ C if
j : (N,I) → (N∗,I∗)
is any iteration of length η then j ((ω1)N ) = η. Let ηa be least such that a ⊂ ηa and such that
Lηa [a, C, x0]  ZFC\Powerset.
Now it is straightforward to construct in L[a, x0] an iteration,
j (N,I) → (N∗,I∗),
of length ηa such that
(
C ∩ ηa, j (T ) ∩ C ∩ ηa
)
codes ( j, a, x0). Let ja be the L[a, x0]-least such iteration and define
f (a) = ja(h(T0)) = h( ja(T0)). Since ja is uniquely determined by ja(T0) and since h is an injection, f is an
injection. It is straightforward to show that the set
{t ∈ R | πCODE(t) ∈ f }
is a Σ∼13 set.
We next consider the case that Y = [ω1]<ω1 , the other remaining cases are easier, and sketch a proof assuming
ZF+DC+ADR. Standard arguments allow one to adapt the proof to prove the theorem assuming ZF+DCR+AD+.
Suppose that
h : [ω1]<ω1 → X
is an injection. Let
A0 = {z ∈ R | πCODE(Z) ≺ (H (ω1), h)}
and let f0 : [ω1]<ω1 → [ω1]<ω1 be A0-good.
Then there exist a countable transitive set M and δ ∈ M ∩ Ord such that
(2.1) M  ZFC,
(2.2) for each α ∈ M ∩ Ord, f0|Mα ∈ M ,
(2.3) δ is a strong cardinal in M ,
(2.4) M is (linearly) iterable,
(2.5) if j : M → N is a countable linear iteration, then for each α ∈ M ∩ Ord, j ( f0|Mα) = f0| j (Mα).
Let x0 ∈ R code M and let C be the set of Silver indiscernibles of L[x0] below ω1.
There is a partial order P ∈ M such that for each closed set d ⊂ C there is a canonical iteration,
j : M → Md ,
such that M[d] = M[G] for some Md -generic filter G ⊂ j (P). (P is a direct sum of Radin forcings in M at δ).
By (2.5), h(d) ∈ Md and so{
z ∈ R | πCODE(z) ∈ h|[C]<ω1
}
is Σ∼12.
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But there is a bijection,
e : [ω1]<ω1 → [C]<ω1,
such that
{z ∈ R | πCODE(z) ∈ e}
is Σ∼12 (since C ∈ L[z] for some z ∈ R).
Let f = (h|[C]<ω1) ◦ e. Thus f is as required. 
As a corollary we obtain the following result.
Theorem 23 (ZF + DC + ADR). Suppose
Y ∈ {R, ω1,R ∪ ω1,R× ω1, [ω1]ω, [ω1]<ω1} .
There is a sentence φ such that for all X ⊆ [ω1]<ω1 ,
|X | = |Y |
if and only if
(H (ω1), X)  φ.
Proof. We do the case, Y = [ω1]ω. The other cases are similar.
By the Dichotomy Theorem,
|X | = |[ω1]ω|
if and only if there is an injection h : [ω1]ω → X and no injection f : S1 → X . By Theorem 22, this is if and only if
there is an injection h : [ω1]ω → X such that
{z ∈ R | πCODE(z) ∈ h}
is Σ∼13 and there is no injection f : S1 → X such that
{z ∈ R | πCODE(z) ∈ f }
is Σ∼13.
Thus there is a sentence φ such that
|X | = |[ω1]ω|
if and only if
(H (ω1), X)  φ. 
The natural question suggested by these local versions is whether the Dichotomy Theorem can be proved just
assuming AD+: recall that the theory
ZF + DC + ADR
is equivalent to the theory,
ZF + DC + AD+ + ADR.
The answer is no, even in the special case of uncountable subsets of S1 where the Dichotomy Theorem simply asserts
that every uncountable subset of S1 has cardinality |R| or cardinality |S1| (since ω1 ≤ |S1|).
Theorem 24 (ZF + DCR + AD+). Suppose that for each uncountable set X ⊆ S1 either:
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(i) |X | = |R|; or
(ii) |S1| = |X |.
Then ADR holds.
Proof. If ADR fails then there is a largest Suslin cardinal, δ. Thus there is a set T ⊂ δ such that for all functions
f : [ω1]<ω1 → [ω1]<ω1 , there exists x0 ∈ R such that for all a ∈ [ω1]<ω1 , f (a) ∈ L[T, a, x0]. This is a consequence
of the theory of AD+.
Let X be the set of a ∈ S1 such that
(1.1) sup(a) = (ω1)L[T ,a],
(1.2) for some z ∈ L[a] ∩ R, sup(a) = (ω1)L[T ,z].
Thus either |X | = R or |X | = |S1|.
Suppose that first that f : X → R is a bijection.
Then there exists x0 ∈ R such that for all a ∈ X , f (a) ∈ L[T, x0, a]. Let g be an L[T, x0]-generic subset of
(ω1)L[T ,x0]. Then g ∈ X and so f (g) ∈ L[T, x0][g]. But this implies that f (g) ∈ L[T, x0] from which it follows (by
considering sufficiently generic g) that f is not an injection.
Now suppose that f : S1 → X is an injection. Again fix x0 ∈ R such that for all a ∈ [ω1]<ω1 , f (a) ∈ L[T, x0, a].
Let γ < ω1 be a strongly inaccessible cardinal in L[T, x0]. Let g ⊂ γ be such that
L[g] = L[G]
for some L[T, x0]-generic filter, G ⊂ Coll(ω,< γ ).
Thus g ∈ S1 and so f (g) ∈ X . However f (g) ∈ L[T, x0, g] which implies that for some z ∈ R ∩ L[T, x0, g],
γ = (ω1)L[T ,z].
But z ∈ L[T, x0][G|α] for some α < γ and this is again a contradiction. 
By essentially the same argument one can prove the following theorem.
Theorem 25 (ZF + DCR + AD+). Suppose that for each uncountable set X ⊂ R× ω1 either:
(i) ω1 ≤ |X |; or
(ii) |X | = |R|.
Then ADR holds.
Proof. Assume ADR fails and with T ⊂ Ord chosen as in the proof of Theorem 24, let X be the set of (x, α) ∈ R×ω1
such that
α < (ω2)
L[T ,x].
For each x ∈ R,
{α | (x, α) ∈ X}
is countable and so ω1 ≤ |X |. Therefore |X | = |R|.
Let h : X → R be an injection and define
f : [ω1]<ω1 → [ω1]<ω1
such that for all a ∈ [ω1]<ω1 , f (a) codes the function,
h|
(
(R ∩ L[T, a]) × sup(a)
)
Thus, by choice of T , there exists x0 ∈ R such that for all a ∈ [ω1]<ω1 , f (a) ∈ L[T, x0, a]. Choose x1 ∈ R such that
L[T, x0, x1]  CH. Therefore
h|
(
(R ∩ L[T, x0, x1]) × (ω2)L[T ,x0,x1]
)
∈ L[T, x0, x1]
and this contradicts that h is an injection, since L[T, x0, x1]  CH. 
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6. The partial order of cardinals above |S1|
Define
A1 =
{
a ∈ [ω1]<ω1 | ordertype(a) = (ω1)L[a]
}
,
and define
S2 =
{
a ∈ [ω1]<ω1 | sup(a) = (ω2)L[a]
}
.
The proof of Theorem 18 adapts to prove the following variation as a corollary of the Dichotomy Theorem.
Theorem 26 (ZF + DC + ADR). Suppose that X ⊆ A1 and that X is uncountable. Then X can be partitioned into 4
sets,
X = X0 ∪ X1 ∪ X2 ∪ X3
such that
(1) |X0| ≤ ω, |X0| = |R|, or |X0| = |S1|.
(2) X1 = ∅, |X1| = ω1, |X1| = |R× ω1|, or |X1| = |S1 × ω1|.
(3) X2 = ∅, |X2| = |[ω1]ω|, or |X2| = |S1 × [ω1]ω|.
(4) X3 = ∅ or |X3| = |A1|.
Proof. Fix an uncountable set X ⊆ [ω1]ω.
Let
π : R → [ω1]ω
be a natural coding map; so that π is a surjection and π is ∆1-definable in H (ω1).
Let A ⊆ R be the set of z ∈ R such that πCODE(z) ≺ (H (ω1), X). Let
fA : [ω1]<ω1 → [ω1]<ω1
be A-good and let
fB : [ω1]<ω1 → [ω1]<ω1
be B-good where
B = {z ∈ R | πCODE(z) ≺ (H (ω1), fA)} .
For each set S ∈ X let MS = Lω1[S][ fB ]. Thus for each S ∈ X :
(1.1) MS  ZFC;
(1.2) (H (ω1)MS , X ∩ H (ω1)MS ) ≺ (H (ω1), X).
Let I 1S be the set of countable ordinals, η, such that η is a Silver indiscernible for each z ∈ P(ωMS1 ) ∩ MS .
Note that for each ordinal α < ω1, there exists z ∈ P(ωMS1 ) ∩ MS such that α is definable in L[z] from a finite
subset of I 1S .
For each S ∈ X let σS ⊆ I 1S be the minimum set σ ⊂ I 1S such that
(2.1) σ ∈ MS and |σ |MS ≤ ω,
(2.2) for each α ∈ S there exists a finite set τ ⊂ σ and z ∈ R ∩ MS such that α is definable in L[z] from τ .
We partition X as follows.
(3.1) X0 = {S ∈ X | σS = ∅}.
(3.2) X1 = {S ∈ X | 0 < |σS | < ω}.
(3.3) X2 =
{
S ∈ X | |σS |MS = ω
}
.
(3.4) X3 =
{
S ∈ X | |σS |MS = ωMS1
}
.
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Following the proof of Theorem 18, we finish by proving:
(4.1) |X0| ≤ ω, |X0| = |R|, or |X0| = |S1|.
(4.2) X1 = ∅, |X1| = ω1, |X1| = |R× ω1|, or |X1| = |S1 × ω1|.
(4.3) X2 = ∅, |X2| = |[ω1]ω|, or |X2| = |S1 × [ω1]ω|.
(4.4) X3 = ∅ or |X3| = |A1|.
We give the proof for (4.1) and (4.4), the other cases are similar.
Suppose that X0 is uncountable. Clearly there is an injection of X0 into S1. By the Dichotomy Theorem, (4.1)
follows.
Now suppose that X3 is nonempty and suppose S ∈ X3. Since S ∈ X3, ordertype(S) = ωMS1 . For each η < ωMS1
let αSη be the η-th element of S and let σ Sη be the least finite subset of σS such that for some z ∈ P(ωMS1 ) ∩ MS , αSη
can be defined in L[z] from σ Sη . Clearly 〈σ Sη : i < ω〉 ∈ MS and
σS =
{
σ Sη | η < ωM1
}
.
Arguing exactly as in the proof of the corresponding claim in the proof of Theorem 18, for each η < ωMS1 , σ
S
η is
definable in L[z] from αSη .
Let αS be the ordertype of σS and let t0 ∈ MS ∩ P(ωMS1 ) code αS . We work in V .
Let It0 be the set of countable ordinals η such that η is a Silver indiscernible of L[t0]. For each countable set τ ⊂ ω1
let Cτ be the closure of τ .
For each set τ ⊂ ω1 such that
(τ, Cτ ,<) ∼= (σS, CσS ,<)
let Sτ be the unique sequence 〈αη : η < ωMS1 〉 such that for each η < ωMS1 ,
(L[t0], αSη , η : η ∈ τS) ≡ (L[t0], αi , η : η ∈ τ ).
By the partition property for ω1 there exists a closed unbounded set C ⊂ ω1 such that either Sτ ∈ X for all closed
subsets of C of ordertype α, or such that Sτ /∈ X for all sets τ ⊂ C such that
(τ, Cτ ,<) ∼= (τS, CτS ,<).
Choose y ∈ R such that Iy ⊂ C where Iy is the set of η < ω1 such that η is a Silver indiscernible of L[y].
Let g ⊂ Coll(ω, ωMS1 ) be MS -generic. Since MS is closed under fA and fA is good,
(H (ω1)MS[g], X ∩ H (ω1)MS[g]) ≺ (H (ω1), X).
Therefore we can choose C and y such that y ∈ MS [g]. Let y0 ∈ P(ωMS1 ) be least such that y0 for some MS -generic
filter g and for some y ∈ MS [g] as above, y0 codes a term for y and such that ωL[y0]1 = ωMS1 . Thus Iy0 ⊂ Iy .
Since τS ⊂ Iy0 , necessarily in V , Sτ ∈ X for all sets τ ⊂ C such that
(τ, Cτ ,<) ∼= (τS, CτS ,<).
Finally if τ0 ⊂ C , τ1 ⊂ C , and
(τ0, Cτ0 ,<) ∼= (τ1, Cτ1 ,<) ∼= (τS, CτS ,<),
then Sτ0 = Sτ1 .
In summary we have defined y0 ⊂ ωMS1 and we have a canonical injection,
πS : [ω1]ω
MS
1 → X,
defined from (y#0 , z0) where z0 ∈ P(ωMS1 ) ∩ MS codes the transitive collapse of (σS, CσS ,<). We also have that
ω
MS
1 = ωL[y0]1 .
We now use Theorem 16. Since MS is closed under fB , there exists a countable transitive set M and δ ∈ M such
that:
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(5.1) M  ZFC;
(5.2) δ is a Woodin cardinal in M;
(5.3) M ∩ P(ωMS1 ) = MS ∩ P(ωMS1 );
(5.4) Suppose that g ⊂ CollM (ωM1 ,< δ) is M[g0]-generic. Then (M[g],IMNS ) is fA-iterable.
Let T0 ∈ L[y0] ∩ P(ωMS1 ) be a set which is stationary and co-stationary in MS . Thus T0 is stationary and co-
stationary in MS .
Let x ∈ R code M[g]. We define an injection,
πx : A1 → X.
Suppose S∗ ∈ A1. Let T ∗ ⊂ ωL[S∗]1 be L[S∗]-least such that ωL[T
∗]
1 = ωL[S
∗]
1 .
Let
j : (M,IMNS ) → (M∗,IM
∗
NS )
be the L[T ∗, x]-least iteration of length ωL[T ∗,x]1 such that
( j, T ∗) ∈ L[ j (y0), x].
Since (M,IMNS ) is fA-iterable, it follows that ( j (y0), j (z0)) induces an injection
π j : [ω1]ωM
∗
1 → X.
Let a ∈ [ω1]ωM
∗
1 ∩ L[S∗, x] be least such that (x, S∗) ∈ L[a] and define πx(S∗) = π j (a). It follows that
πx : A1 → X
is an injection. This verifies (4.4). 
Corollary 27 (ZF + DC + ADR). There are exactly 11 uncountable cardinals strictly smaller than |A1|.
Proof. By the decomposition given by Theorem 26, if |X | ≤ |A1| then |X | is a sum of cardinals in the set,{|R|, |S1|, ω1, |R× ω1|, |S1 × ω1|, |[ω1]ω|, |S1 × [ω1]ω|, |A1|} .
The only sums which can give cardinals not in this set are:
|R| + ω1, |S1| + ω1, |S1| + |R× ω1|, |S1| + |[ω1]ω|.
It remains to show that these 12 cardinals are all distinct.
We give a sample argument and show that there is no injection,
h : A1 → S1 × [ω1]ω,
the remaining cases are if anything easier and left to the reader. Though we will use ADR, one only needs AD.
Let
A = {z ∈ R | πCODE(z) ≺ (H (ω1), h)}
and let
fA : [ω1]<ω1 → [ω1]<ω1
be A-good. Let M be a countable transitive set and let δ ∈ M be such that
(1.1) M  ZFC,
(1.2) M is fA-closed,
(1.3) δ is a strong cardinal in M .
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The existence of M follows from Theorem 16 (but that theorem is far stronger, giving transitive sets M which are
fA-closed and in which there is a Woodin cardinal).
Since δ is a strong cardinal in M , there exists g ⊂ [δ]ωM1 such that
(2.1) M[g] is a set generic extension of M ,
(2.2) sup(g) = δ,
(2.3) P(ωM[a]1 ) ∩ M[g] = P(ωM1 ) ∩ M ,
(2.4) for all b ∈ [M ∩ Ord]ω, g /∈ M[b].
The set g is obtained by Radin forcing over M .
Let b ⊂ ωM1 be a set in M such that ωL[b]1 = ωM1 (note that by the definition of A and since M is fA-closed, for all
b ⊂ Ord ∩ M if b ∈ M then b# ∈ M).
Finally let a = b∪g. Thus a ∈ A1. Since M is fA-closed and since M[a] is a generic extension of M , h(a) ∈ M[b].
Further since h is an injection it follows that a ∈ M[h(a)]; i.e., M[a] = M[h(a)].
Let h(a) = (a0, b0) where a0 ∈ S1 and b0 ∈ [ω1]ω. By (2.3), a0 ∈ M and by (2.3), g /∈ M[b0]. Therefore
M[a] = M[h(a)] which is a contradiction. 
As a corollary to the proof of Theorem 26 we obtain the following improvement of Theorem 22. We leave the proof
to the reader.
Theorem 28 (ZF + DC + ADR). Suppose Y ⊂ [ω1]<ω1 and that either
|Y | = |[ω1]<ω1 |
or |Y | ≤ |A1|.
Suppose that
X ⊂ [ω1]<ω1
and that there is an injection of Y into X.
Then there exists an injection, f : Y → X, such that
{z | πCODE(z) ∈ f }
is a Σ∼13-set. 
It is not difficult to see that assuming ZF + DC + AD, there are at least 2 distinct cardinals below |S2| which are
each strictly above |S1|; these are the cardinals of the set
{a ∈ S2 | L[a]  CH}
and its complement. In fact the cardinal structure below |S2| is much more complicated. Recall that  is the supremum
of the ordinals, α, such that there exists a surjection,
ρ : R → α.
In the context of ZF + DC + AD,  is rather “large”.
In this section we sketch a proof of the remaining theorems from Section 1; these are Theorems 6–10. The first
three of these theorems show that the cardinal structure below S2 is complicated in various ways and the fourth shows
that the cardinality relation on subsets of S2 is also complicated (in general it is as complicated as possible).
The proofs involve the theory of Pmax-variations, [3], and so we begin by recalling some definitions from [3].
Definition 29. Suppose S ⊆ ω1. Then S˜ is the set of all α < ω2 such that ω1 ≤ α and such that if R is a wellordering
of ω1 of length α then
{γ | ordertype(R|γ ) ∈ S}
contains a club in ω1. 
190 W. Hugh Woodin / Annals of Pure and Applied Logic 140 (2006) 161–232
Thus S˜ is the set of α < ω2 such that ω1 ≤ α and
1 B α ∈ j (S)
where B = RO(P(ω1)\INS) and
j : V → (M, E) ⊆ VB
is the corresponding generic elementary embedding. Note that ωV2 is always contained in the wellfounded part of the
generic ultrapower (M, E).
The following definition is from [3] and we shall generally only be interested in φAC in the context that the Axiom
of Choice holds, but the definition is given in the more general context of ZF + DC.
Definition 30 (ZF + DC). φAC:
(1) There is an ω1 sequence of distinct reals;
(2) Suppose 〈Si : i < ω〉 and 〈Ti : i < ω〉 are sequences of pairwise disjoint subsets of ω1. Suppose the Si are
stationary and suppose that
ω1 = ∪{Ti | i < ω} .
Then there exists γ < ω2 and a continuous increasing function F : ω1 → γ with cofinal range such that
F[Ti ] ⊆ S˜i
for each i < ω. 
A variation of φAC is also defined in [3] and shown to imply that
ω2 = 2ω = 2ω1;
it is straightforward to show that φAC implies c ≤ ω2.
Definition 31. ψAC: Suppose S0 ⊆ ω1 and S1 ⊆ ω1 are stationary, co-stationary, sets. Then there exist α < ω2, a
bijection
e : ω1 → α,
and a closed unbounded set C ⊆ ω1 such that
{η < ω1 | ordertype(e[η]) ∈ S0} ∩ C = S1 ∩ C. 
We begin with a technical theorem which is really the key to the proofs of Theorems 6–9. We prove a stronger
version than needed (dealing with ω-models instead of wellfounded models) so that we can also prove Theorem 10
which shows that the complexity of comparing cardinals given by Π∼ 03 equivalence relations is as great as possible
(complete Σ∼21).
If INS is ω2-saturated and if H (ω2)# exists, then for each countable
X ≺ H (ω2)
if MX is the transitive collapse of X then MX is iterable, by Theorems (3.16) and (3.17) of [3]. The notion of iterability
here concerns iterated generic ultrapowers, Definition (3.5) of [3].
We note the following lemma which is implicit in the results of [3].
Lemma 32 (ψAC). Suppose S ⊂ ω1 is stationary and co-stationary. Then for each A ⊂ ω1 there exists x ∈ R such
that A ∈ L[S][x].
Proof. Let X ≺ H (ω2) be a countable elementary substructure with S, A ∈ X . Let MX be the transitive collapse
of X .
Set X0 = X and define by induction on α ≤ ω1,
Xα ≺ H (ω2)
as follows.
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(1.1) if α > 0 is a limit ordinal then
Xα = ∪
{
Xβ | β < α
}
.
(1.2) Xα+1 = { f (Xα ∩ ω1) | f ∈ Xα}.
For each α ≤ ω1 let Mα be the transitive collapse of Xα and for α < ω1 let Gα be the image of the set
{B ∈ P(ω1) ∩ Xα | Xα ∩ ω1 ∈ B}
under the transitive collapse of Xα. For each β < η ≤ ω1, let
jβ,η : Mβ → Mη
be the image of the inclusion map, Xβ ⊂ Xη, under the transitive collapses of Xβ and Xη.
Thus
〈Mα, Gβ, jβ,η : α ≤ ω1, β < η ≤ ω1〉
is an iteration of M0 of length ω1; the genericity requirement the Gβ must satisfy is immediate since it is only that Gβ
be Mβ -generic. The point is that
{B ∈ P(ω1) ∩ Xα | Xα ∩ ω1 ∈ B}
is Xβ -generic in the natural sense.
Clearly j0,ω1(A ∩ (ω1)M0) = A.
The key point is that for each α, Gα is uniquely determined by (Mα, S). We verify this. Suppose B ⊂ ωMα1 ,
B ∈ Mα , that in Mα , B is stationary and co-stationary. Then
B ∈ Gα
if and only if γ ∈ S where in Mα , γ < ωMα2 and witnesses ψAC (with S0 = S and S1 = B , cf. Definition 31).
Thus j0,ω1 ∈ L[S, M0] and so A ∈ L[S, x] where x ∈ R and x codes M0. 
As we have indicated above, the next theorem is the key to proving Theorems 6–10, though it is a variation of this
theorem which we shall use to prove Theorems 7 and 8, cf. Theorem 64.
Theorem 33 (ZFC). Suppose that INS is ω2-saturated, H (ω2)# exists, and that both φAC and ψAC hold.
Suppose that (M, ρM , E) is an ω-model such that
(M, ρM , E)  ZFC\Powerset + “ω1 exists”,
such that (M, E) = (H (ω2))(M,E), and such that in (M, E) the following hold.
(i) For all t ∈ R, t# exists.
(ii) For each closed, unbounded, set
C ⊂ ω1,
there is a closed unbounded set D ⊂ C such that D ∈ L[t] for some t ∈ R.
(iii)ρM is a bijection,
ρM : {a ∈ M | (M, E)  a < ω2} → M
such that for all a ∈ M, ρM | {b ∈ M | b E a} is an internal set of (M, E).
Suppose that
(iv) | {a ∈ M | (M, E)  a < ω1} | = ω1,
(v) | {a ∈ M | (M, E)  a < ω2} | = ω2.
Then (M, E) is wellfounded with transitive collapse, H (ω2).
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Proof. By Theorems (3.16) and (3.17) of [3], (i) and (ii) hold in V . The proof here is in essence an elaboration of that
proof.
Of course (ω2)(M,E) does not exist as a point in (M, E), and so (Ord)(M,E) is a more accurate notation, nevertheless
we shall use (ω2)(M,E) and we shall write a E (ω2)(M,E) to indicate a ∈ M and (M, E)  a ∈ Ord.
Let
π1 : ω1 →
{
a ∈ M | a E (ω1)(M,E)
}
and
π2 : ω2 →
{
a ∈ M | a E (ω2)(M,E)
}
each be surjections.
Suppose that X ⊂ (R)(M,E) and that |X | ≤ ω1. Then there exists an internal function,
eX : ω(M,E)1 → (R)(M,E),
such that X is covered by the range of eX . Thus there exists tX ∈ (R)(M,E) and aX E ω(M,E)1 such that for all
aX E b E ω(M,E)1 , the least indiscernible in (M, E) of (L[tX ])(M,E) above b is greater than the least d E ω(M,E)1 such
that d is an indiscernible of (L[eX (a)])(M,E) for all a E b.
We first prove that there is a club C ⊂ ω1 such that for all α ∈ C ,
sup {π1(β) | β < α}
exists in (M, E).
If this fails then there exists a V -generic filter
G ⊂ (P(ω1)\INS ,⊂)
such that
sup
{
j (π1)(α) | α < ωV1
}
does not exist in ( j (M), j (E)) where
j : V → N ⊂ V [G]
is the associated generic ultrapower embedding.
For each a j (E) j ((ω1)(M,E)) such that j (b) j (E) a for all b E ω(M,E)1 , let
Ma = { j ( f )(a) | f is an internal function of M} .
Since (M, E)  ZFC\Powerset,
(Ma, j (E)|Ma) ≺ ( j (M), j (E))
and so there exists an elementary embedding,
ja : (M, E) → (Ma , j (E)|Ma)
such that j |M = ja. Since∣∣∣{a ∈ M | a E (ω2)(M,E)
}∣∣∣ = ω2,
it follows that∣∣∣{b ∈ Ma | b E (ω1)(Ma,Ea)
}∣∣∣ = |ωV2 |V [G] = ωV [G]1 ,
and so since (Ma , j (E)|Ma) is an ω-model it follows that{
b ∈ j (M) | b j (E) (ω2) j (Ma,Ea)
}
⊂ Ma .
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But this implies that Ma = j (M) since in V every subset of M of cardinality ωV1 can be covered by an internal set of
M of cardinality ω(M,E)1 .
In summary we have shown:
(1.1) For each a j (E) j ((ω1)(M,E)) such that j (b) j (E) a for all b E ω(M,E)1 ,
j (M) = { j ( f )(a) | f is an internal function of M} .
Notice that
j
∣∣∣{b | b E ω(M,E)1
}
is an isomorphism of{
b | b E ω(M,E)1
}
with an initial segment of
{
b | b j (E) ω( j (M), j (E))1
}
.
Suppose a0 j (E) j
(
(ω1)(M,E)
)
such that j (b) j (E) a0 for all b E ω(M,E)1 and suppose x0 ∈ (R)( j (M), j (E)).
Thus there exists an internal function
f0 :
{
b | b E ω(M,E)1
}
→ (R)(M,E)
such that j ( f0)(a0) = x0.
Let t0 ∈ R(M,E) and let b0 E ω(M,E)1 be such that for all b0 E b E ω(M,E)1 , the least indiscernible in (M, E) of
(L[t0])(M,E) above b is greater than the least d E ω(M,E)1 such that d is an indiscernible of (L[ f0(a)])(M,E) for all
a E b.
Thus by the elementarity of f , the least indiscernible in ( j (M), j (E)) of (L[t0])( j (M), j (E)) above a0 + 1 is greater
than the least indiscernible in ( j (M), j (E)) of (L[x0])( j (M), j (E)).
Thus for each a j (E) j ((ω1)( j (M), j (E))) such that j (b) j (E) a for all b E ω(M,E)1 :
(2.1) The set of the least indiscernibles in ( j (M), j (E)) of (L[t])( j (M), j (E)) above a0 + 1 where t ∈ (R)(M,E) is
cofinal in
{
b | b j (E) (ω1)( j (M), j (E))
}
.
Suppose toward a contradiction that
sup
{
j (b) | b E ω(M,E)1
}
does not exist in ( j (M), j (E)). Then there must exist a co-initial set
Y ⊂
{
a j (E) j
(
(ω1)
( j (M), j (E))
)
| j (b) j (E) a for all b E ω(M,E)1
}
which is countable in V [G]. Fix a0 j (E) ω( j (M), j (E))1 such that b j (E) a0 for all b ∈ Y . For each b ∈ Y let
tb ∈ (R)(M,E) be such that the least indiscernible in ( j (M), j (E)) of (L[tb])( j (M), j (E)) above b is above a0.
Let X ⊂ (R)(M,E) be a set in V of cardinality ωV1 in V such that for all b ∈ Y , tb ∈ X .
Let
eX : ω(M,E)1 → (R)(M,E),
be an internal function of (M, E) such that X is covered by the range of eX .
Let tX ∈ (R)(M,E) and aX E ω(M,E)1 be such that for all aX E b E ω(M,E)1 , the least indiscernible in (M, E) of
(L[tX ])(M,E) above b is greater than the least d E ω(M,E)1 such that d is an indiscernible of (L[eX (a)])(M,E) for all
a E b.
Thus by the elementarity of j for each b ∈ Y , the least indiscernible in ( j (M), j (E)) of (L[tX ])( j (M), j (E)) above
b is above a0.
Finally let bX be the largest indiscernible in ( j (M), j (E)) of (L[tX ])( j (M), j (E)) which is below a0.
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Putting everything together,
bX = sup
{
j (b) | b E ω(M,E)1
}
which contradicts the choice of j .
This proves there is a club C ⊂ ω1 such that for all α ∈ C ,
sup {π1(β) | β < α}
exists in (M, E).
We next prove that there is a club C ⊂ ω2 such that for all α ∈ C ,
sup {π2(β) | β < α}
exists in (M, E).
We again let
G ⊂ (P(ω1)\INS ,⊂)
be V -generic and let
j : V → N ⊂ V [G]
be the associated generic ultrapower embedding.
Let
a = sup
{
j (b) | b E ω(M,E)1
}
(which we have proved exists in ( j (M), j (E))), and let
Ma = { j ( f )(a) | f is an internal function of M} .
Exactly as above, Ma = j (M). But we now have more information. Since,
a = sup
{
j (b) | b E ω(M,E)1
}
it follows that{
S ∈ (P(ω1))(M,E) | a ∈ j (S)
}
is (M, E)-generic for
(P(ω1)\INS ,⊂)(M,E)
and j |M is simply the corresponding generic ultrapower embedding. In particular there is a canonical isomorphism
between{
b | b E (ω2)(M,E)
}
and
{
b | b j (E) (ω1)( j (M), j (E))
}
.
Let C ⊂ ωV1 be a club in V such that for all α ∈ C ,
sup {π1(β) | β < α}
exists in (M, E). Then
j (C) ⊂ ωV2 ,
j (C) is closed and unbounded in ωV2 and for all α ∈ j (C),
sup { j (π1)(β) | β < α}
exists in ( j (M), j (E)).
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But V [G] is an ωV2 -cc extension of V and there is an isomorphism between{
b | b E (ω2)(M,E)
}
and
{
b | b j (E) (ω1)( j (M), j (E))
}
. Thus in V , there is a closed unbounded set D ⊂ ω2 such that for all α ∈ D,
sup {π2(β) | β < α}
exists in (M, E).
In summary we have proved the following.
(3.1) There is a closed unbounded set C ⊂ ω1 such that for all α ∈ C ,
sup {π1(β) | β < α}
exists in (M, E).
(3.2) There is a closed unbounded set D ⊂ ω2 such that for all α ∈ D,
sup {π2(β) | β < α}
exists in (M, E).
By (3.1) we can suppose that there is a club C0 ⊂ ω1 such that for all α ∈ C0,
π1(α) = sup {π1(β) | β < α} .
We fix such a club C0.
We now prove a strong version of (3.1), that there is a club C ⊂ C0 such that
{π1(α) | α ∈ C}
is an internal set of (M, E). This will show that ω(M,E)1 is wellfounded. It then follows from assumptions, (i) and (ii),
that ω(M,E)2 is wellfounded.
We will actually show that for every club C1 ⊂ C0 there exists a club C2 ⊂ C1 such that
{π1(α) | α ∈ C2}
is an internal set of (M, E), and this we shall need to finish the proof that R ⊂ M .
By [3], ψAC implies that
2ℵ1 = 2ℵ0 = ℵ2.
Fix a club C1 ⊂ C0 and fix γ sufficiently large so that (M, E) ∈ Vγ . The key point is that by (3.1) and (3.2), there
exists a countable elementary substructure,
X ≺ H (γ+)
such that
(4.1) π1 ∈ X ,
(4.2) C1 ∈ X ,
(4.3) M ∈ X ,
(4.4) X ∩ (ω2)(M,E) is an internal set of (M, E).
Clearly (4.4) implies that X ∩ M is an internal set of (M, E) (because of the bijection, ρM ).
Let NX be the transitive collapse of X . Then by the arguments in Section (3.1) of [3], there is an iteration,
〈(Nβ , Iβ), Gα, jα,β : α < β ≤ ω1〉,
of (NX , (INS)NX ) of length ω1 + 1 such that H (ω2) ⊂ Nω1 (this is not unlike the iterations used in the proof of the
Dichotomy Theorem but here the ultrapowers at each stage are generic ultrapowers).
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Let (MX , EX ) be the image of (M, E) under the transitive collapse. It follows by induction along the length of the
iteration that the iteration
〈(Nβ , Iβ), Gα, jα,β : α < β ≤ ω1〉,
induces an iteration,
〈((Mβ, Eβ), (INS)Mβ ), G∗α, j∗α,β : α < β ≤ ω1〉,
since for all α < ω1, (ω1)Nα ∈ C1 ⊆ C0 where for each α < ω1,
G∗α =
{
S ∈ (P(ω1))Mα | sup
{
jα,α+1(a) | a Eα (ω1)Mα
}
Eα+1 jα,α+1(S)
}
where for each α < ω1,
(Mα, Eα) = j0,α(MX , EX ).
Finally MX ∩ (R)(M,E) is an internal set of (M, E). Let D be the set (computed in (M, E)) of all a E (ω1)(M,E)
such that a is a Silver indiscernible of (L[t])(M,E) for each t ∈ MX ∩ (R)(M,E). It follows from the iterations above,
that
D =
{
π1
(
(ω1)
Nα
)
| α < ω1
}
.
This proves:
(5.1) For all clubs C1 ⊂ C0 there exists a club C2 ⊂ C1 such that
{π1(α) | α ∈ C2}
is an internal set of (M, E).
Thus (ω1)(M,E) is wellfounded. This implies that for each t ∈ (R)(M,E), t# ∈ (R)(M,E) (by correctness) and so
since
(M, E)  δ∼
1
2 = ω2,
(ω2)(M,E) is wellfounded.
Without loss of generality we can assume
π1 : ω1 → (ω1)(M,E)
is the canonical isomorphism.
Let N be the transitive collapse of H (ω2)(M,E). Thus by (5.1), if C ⊂ ω1 is closed and unbounded then there exists
a closed, unbounded, set D ⊂ C such that D ∈ N .
Let 〈Si : i < ω〉 ∈ N be a disjoint sequence of stationary sets in N . Thus each set Si is stationary in V and further
since
(ω2)
N = ω2
it follows that for each i < ω,
(S˜i )N = (S˜i )V .
Fix a ⊂ ω. Choose ω1 < γ < ω2 with cof(γ ) = ω1 and a continuous, increasing, function
F : ω1 → γ
with cofinal range, such that for all i < ω,
F[Si ] ⊆ S˜2i
if i ∈ a and
F[Si ] ⊆ S˜2i+1
if i ∈ a. Since φAC holds in V , (γ, F) exist.
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Let
FN : ω1 → γ
be a continuous increasing function with cofinal range. Thus there exists a club C ⊂ ω1 such that
F(α) = FN (α)
for all α ∈ C . By (5.1) we can suppose that C ∈ N .
Thus for all i < ω,
FN [Si ∩ C] ⊆ S˜2i
if i ∈ a and
FN [Si ∩ C] ⊆ S˜2i+1
if i ∈ a. Therefore a ∈ N .
This proves R ⊂ M . We identify (H (ω2))(M,E) with its transitive collapse.
Let S ⊂ ω1 be a set which in M is stationary and co-stationary. Then S is stationary, co-stationary, in V . By
Lemma 32, for each B ⊂ ω1, there exists x ∈ R such that B ∈ L[S, x]. Therefore since R ⊂ M , P(ω1) ⊂ M . 
We assume AD+. For each set A ⊆ 2ω we shall define a Pmax-variation which we denote PAmax. Our goal is to
code the set A into the H (ω2) of the PAmax-extension and to have that both φAC and ψAC hold (so that we can apply
Theorem 33 in the PAmax-extension).
We begin with a trivial technical lemma. Our notation is that 2ω denotes all functions,
f : ω → {0, 1}
and that 2<ω denotes all functions, f , such that for some n < ω,
f : n → {0, 1} .
Lemma 34. There is a recursive function,
ρ0 : 2<ω → [ω]<ω,
such that
(1) for all s ⊂ t if s = t then max(ρ0(s)) < min(ρ0(t)),
(2) for all finite sequences,
〈xi : i < N〉
of distinct elements of 2ω, for all k < ω, for all σ ⊆ N, if
xi |k = x j |k
for all i < j < N, then there exist i > k such that
i ∈
(
∩
{
ρ0(xi |k) | i ∈ σ
})
∩
(
∩
{
ω\ρ0(xi |k) | i /∈ σ
})
.
Proof. This is a completely straightforward construction. 
We fix some more notation. For each x ∈ 2ω, let σx = ∪{ρ0(x |i) | i < ω}. The point of the definition of ρ0 is that
the set{
σx | x ∈ 2ω
}
is an independent set; if A ⊂ 2ω and B ⊂ 2ω are pairwise disjoint nonempty sets then,
(∩ {σx | x ∈ A}) ∩ (∩ {ω\σx | x ∈ B})
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is infinite. This claim follows easily from the definition of ρ0. It is this property together with the definability of the
function, {(x, σx ) | x ∈ 2ω}, which is all that we need in what follows.
Suppose that σ ⊂ ω. A set X ⊂ P(ω) is independent on σ if for all disjoint nonempty finite sets, A, B ⊂ X , the
set
σ ∩
(
∩ A
)
∩
(
∩
{
ω\τ | τ ∈ B
})
is infinite (so σ must be infinite).
Let Iρ0 ⊆ P(ω) be the set of all sets σ ⊆ ω such that for any cofinite set A ⊂ 2ω,
{σx | x ∈ A}
is not independent on σ . Note that this property of σ is equivalent to the property that there exists a sequence,
〈Ai : i < ω〉,
of pairwise disjoint nonempty finite subsets of 2ω such that for each i ,
{σx | x ∈ Ai } ,
is not independent on σ .
Lemma 35. Iρ0 is a proper ideal and Iρ0 is ∆11.
Proof. Clearly Iρ0 is closed under subsets and clearly ω /∈ Iρ0 .
We must show that Iρ0 is closed under finite unions. Suppose
σ0, . . . , σn ∈ Iρ0
and let
σ = σ0 ∪ · · · ∪ σn .
Suppose that X ⊂ 2ω is finite. Thus there exist pairwise disjoint finite sets A0, . . . , An ⊂ 2ω\X such that for each
i ≤ n,
{σx | x ∈ Ai }
is not independent on σi . But σ = σ0 ∪ · · · ∪ σn , and so it follows that{
σx | x ∈ 2ω\X
}
is not independent on σ .
Thus for each cofinite set A ⊂ 2ω, the set, {σx | x ∈ A}, is not independent on σ and so σ ∈ Iρ0 .
To show that Iρ0 is ∆11 it suffices to note that if (M, E) is an ω-model of ZFC\Powerset then
(Iρ0)
(M,E) = Iρ0 ∩ M.
Clearly,
(Iρ0)
(M,E) ⊆ Iρ0,
and so it suffices to show that
Iρ0 ∩ M ⊆ (Iρ0)(M,E).
This follows by compactness from the definition of Iρ0 . To see this suppose that σ ∈ Iρ0 ∩ M . Suppose A ⊂ 2ω ∩ M
and A is finite. Since σ ∈ Iρ0 , there exists a finite set B ⊂ 2ω\A such that {σx | x ∈ B} is not independent on σ . Let
B = B0 ∪ B1 be a decomposition into disjoint sets such that(
∩ {σx | x ∈ B0}
)
∩
(
∩ {ω\σx | x ∈ B1}
)
∩ σ
is finite. Let k < ω be sufficiently large such that
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(1.1) for all x, y ∈ A ∪ B , if x = y then x |k = y|k,
(1.2)
(
∩ {σx | x ∈ B0}
)
∩
(
∩ {ω\σx | x ∈ B1}
)
∩ σ ⊂ k.
By compactness there must exist finite disjoint sets C0, C1 ⊂ 2ω ∩ M\A such that
(2.1) |B0| = |C0| and {x |k | x ∈ C0} = {x |k | x ∈ B0},
(2.2) |B1| = |C1| and {x |k | x ∈ C1} = {x |k | x ∈ B1},
(2.3)
(
∩ {σx | x ∈ C0}
)
∩
(
∩ {ω\σx | x ∈ C1}
)
∩ σ ⊂ k.
Thus there exists an infinite sequence, 〈Ai : i < ω〉, of pairwise disjoint finite subsets of M ∩ 2ω such that for each
i < ω, {σx | x ∈ Ai } is not independent on σ . Therefore σ ∈ (Iρ0)(M,E). 
Suppose that I ⊂ P(ω) is a proper ideal and that σ ⊆ ω. A set X ⊂ P(ω) is independent over I on σ if for all
disjoint nonempty finite sets, A, B ⊂ X ,
σ ∩ (∩A) ∩ (∩ {ω\τ | τ ∈ B}) /∈ I.
Lemma 36. Suppose that M is a transitive set and M  ZFC. Suppose that U ∈ M,
M  “U is a nonprincipal ultrafilter on ω”
and that U ∩ (Iρ0)M = ∅. Suppose A ⊂ 2ω\M and B ⊂ 2ω\M are finite, nonempty and pairwise disjoint.
Then for each set σ ∈ U, the set(
∩
{
σx | x ∈ A
})
∩ σ ∩
(
∩
{
(ω\σx ) | x ∈ B
})
is infinite.
Proof. σ ∈ U and so
σ /∈ (Iρ0)M .
Therefore there exists a finite set A ⊂ 2ω ∩ M such that
M  “ {σx | x ∈ 2ω\A} is independent on σ”.
By absoluteness, in V , {σx | x ∈ 2ω\A} is independent on σ . 
Now suppose A ⊂ 2ω. We shall arrange to code A into H (ω2) in the following fashion: There exists f : ω1 →
P(ω) such that for all x ∈ 2ω, x ∈ A if and only if the set
{α < ω1 | f (α) ∩ σx is infinite}
is stationary in ω1.
For this we shall need a stronger version of Lemma 36. This is provided by Lemma 38 and the proof of Lemma 38
requires the next lemma.
Lemma 37. Suppose that σ ⊂ ω and σ /∈ Iρ0 . Then there is a cofinite set A ⊂ 2ω such that {σx | x ∈ A} is
independent over Iρ0 on σ .
Proof. Suppose that σ ⊆ P(ω), σ /∈ Iρ0 and that, toward a contradiction there is no cofinite set A ⊂ 2ω such that
{σx | x ∈ A}
is independent over Iρ0 on σ .
Suppose that X0 ⊂ 2ω is finite. Therefore since {σx | x ∈ 2ω\X0} is not independent over σ , there exist disjoint
nonempty finite sets A0, B0 ⊂ 2ω\X0 such that τ ∈ Iρ0 where
τ =
(
∩
{
σx | x ∈ A0
})
∩
(
∩
{
ω\σx | x ∈ B0
})
∩ σ.
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From the definition of Iρ0 , there exists pairwise disjoint finite sets, A1 ⊂ 2ω\X1 and B1 ⊂ 2ω\X1, and k ∈ ω, such
that
(∩ {σx | x ∈ A1}) ∩ (∩ {ω\σx | x ∈ B1}) ∩ τ ⊂ k,
where X1 = X0 ∪ A0 ∪ B0. But
τ =
(
∩
{
σx | x ∈ A0
})
∩
(
∩
{
ω\σx | x ∈ B0
})
∩ σ.
Thus we have proved that for each finite set X ⊂ 2ω there exist disjoint (nonempty) finite sets A, B ⊂ 2ω\X such that(
∩
{
σx | x ∈ A
})
∩
(
∩
{
ω\σx | x ∈ B
})
∩ σ ⊂ k
for some k < ω. This implies that σ ∈ Iρ0 , which is a contradiction.  
Suppose that M is transitive and M  ZFC. Suppose that σ ∈ M ∩ P(ω), B ⊂ 2ω ∩ M is finite and
M  “ {σx | x ∈ 2ω\B} is independent over Iρ0 on σ”.
Then since M is transitive and since Iρ0 is ∆11 it follows by absoluteness that in V the set, {σx | x ∈ 2ω\B}, is
independent over Iρ0 on σ .
Lemma 38. Suppose that A ⊂ 2ω, M is transitive, A ∩ M ∈ M and M  ZFC.
Suppose that U ∈ M,
M  “U is a nonprincipal ultrafilter on ω”,
U ∩ (Iρ0)M = ∅, and that for all x ∈ 2ω ∩ M,
σx ∈ U
if and only if x ∈ A.
Then there exists an ultrafilter, U∗, on ω such that
(1) U ⊆ U∗,
(2) U∗ ∩ Iρ0 = ∅,
(3) For all x ∈ 2ω, σx ∈ U∗ if and only if x ∈ A.
Proof. Suppose that σ ∈ U . Thus
σ /∈ (Iρ0)M .
Therefore, by the previous lemma, there exists a finite set B ⊂ 2ω ∩ M such that
M  “ {σx | x ∈ 2ω\B} is independent over Iρ0 on σ”.
Since M is transitive it follows by absoluteness that in V the set, {σx | x ∈ 2ω\B}, is independent over Iρ0 on σ . This
implies that the set,
U ∪ {σx | x ∈ A} ∪ {ω\σx | x /∈ A} ∪
{
ω\τ | τ ∈ Iρ0
}
,
has the finite intersection property and so can be extended to an ultrafilter U∗ as required. 
Suppose U is a nonprincipal ultrafilter on ω. Associated to U is a forcing notion, PU , which is analogous to Prikry
forcing.
Definition 39. Suppose that U is an ultrafilter on ω. PU denotes the partial order defined as follows.
(1) PU is the set of all pairs (s, h) such that s ∈ [ω]<ω and
h : [ω]<ω → U.
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(2) The order on PU is defined as follows.
(s1, h1) ≤ (s0, h0)
if
(a) s0 = s1 ∩ k where k = max(s0) + 1,
(b) for all i ∈ s1\s0, i ∈ h0(s1 ∩ i),
(c) for all s ∈ [ω]<ω if s1 = s ∩ k where k = max(s) + 1 then h1(s) ⊂ h0(s). 
A generic filter g ⊂ PU can be identified with the subset of ω,
∪ {s | (s, h) ∈ g for some h} ,
it defines.
A good reference for these kinds of generalizations of Prikry forcing is [1] to which we also refer the reader for
historical remarks.
A standard rank analysis on subtrees of ω<ω which are U-splitting proves the following lemmas; see [1].
Lemma 40. Suppose M is transitive, M  ZFC, U ∈ M and
M  “U is a nonprincipal ultrafilter on ω”.
Then an infinite set g ⊂ ω is M-generic for (PU )M if and only if for all functions
h : [ω]<ω → U
with h ∈ M, there exists k < ω such that for all i ∈ g\k, i ∈ h(g ∩ i). 
Lemma 41. Suppose that U is a nonprincipal ultrafilter on ω, (s, h) ∈ PU , and b ∈ RO(PU ). Then there exists
h∗ : [ω]<ω → U such that either,
(s, h∗)  “b ∈ G”;
or, (s, h∗)  “b /∈ G”. 
Suppose that I is a normal, uniform, ω2-saturated ideal on ω1,
f : dom( f ) → P(ω)
and that dom( f ) ∈ P(ω1)\I .
Suppose that
U =
{
σ ⊆ ω {α ∈ dom( f ) | f (α)\σ is infinite} ∈ I
}
is a nonprincipal ultrafilter. The following are equivalent.
(1) For all injections,
π : ω1 → P(ω),
if S ⊆ ω1 is the set of η ∈ dom( f ) such that f (η) is not L[π |η,U ]-generic for
(
PU∩L[π |η,U ]
)L[π |η,U ]
, then S ∈ I .
(2) Suppose that
G ⊂ (P(dom( f ))\I,⊂)
is V -generic and let
j : V → M ⊂ V [G]
be the corresponding generic elementary embedding. Then j ( f )(ω1) is V -generic for PU (i.e., this is forced).
Now given such ( f, I ) satisfying (2), let Y ( f, I ) be the set of (a, S) such that
(1) S ∈ P(dom( f ))\I ,
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(2) a ∈ [ω]<ω,
(3) for all h : 2<ω → U , for an I -positive set of η ∈ S,
(a) a = f (η) ∩ (max(a) + 1),
(b) for all i ∈ f (η)\a, i ∈ h( f (η) ∩ i).
Thus (a, S) ∈ Y ( f, I ) if whenever g ⊂ PU is a V -generic filter such that σg extends a then there is a V -generic
filter G ⊂ P(S)/I such that σg = j ( f )(ωV1 ) where
j : V → Ult(V , G)
is the associated generic elementary embedding and where σg ⊂ ω is the set given by g.
We now assume AD+ and define for each set A ⊂ 2ω, a Pmax-variation which we denote PAmax. To simplify the
definition a little it is useful to use structures in which ψAC holds modulo a normal ideal I .
Definition 42. Suppose that I is a normal uniform ideal on ω1. ψAC(I ) is the following assertion.
Suppose S0 ⊆ ω1 and S1 ⊆ ω1 are I -positive and co-I -positive. Then there exist α < ω2, a bijection, e : ω1 → α,
and a set Y ⊆ ω1 such that
(1) ω1\Y ∈ I ,
(2) {η < ω1 | ordertype(e[η]) ∈ S0} ∩ Y = S1 ∩ Y . 
Unlike ψAC, ψAC(I ) is consistent with CH, cf. Theorem 46 below. This fact allows one to work in models in which
CH holds.
Definition 43. Suppose that A ⊆ 2ω. Let PAmax be the set of pairs 〈(M, I ), f 〉 such that:
(1) M is a countable transitive model of ZFC;
(2) M  “I is a normal ω2-saturated ideal on ω1”;
(3) M  ψAC(I );
(4) A ∩ M ∈ M and (M, I ) is A-iterable;
(5) f ∈ M ,
f : dom( f ) → P(ω),
dom( f ) ⊂ ωM1 , dom( f ) /∈ I , and ωM1 \dom( f ) /∈ I ;
(6) Let U = {σ ⊂ ω | {α | f (α)\σ is infinite} ∈ I }. Then U is a nonprincipal ultrafilter on P(ω)∩ M , U ∩ (Iρ0)M =
∅, and for each x ∈ 2ω ∩ M ,
σx ∈ U
if and only if x ∈ A;
(7) Suppose π : ωM1 → P(ω) ∩ M is a injection with π ∈ M . Then{
η ∈ dom( f ) | f (η) is not L[π |η,U ]-generic for (PU∩L[π |η,U ])L[π |η,U ]
}
∈ I.
Define a partial order on PAmax as follows:
〈(M1, I1), f1〉 < 〈(M0, I0), f0〉
if M0 ∈ M1, M0 is countable in M1 and there exists an iteration
j : (M0, I0) → (M∗0 , I ∗0 )
such that:
(1) j ( f0) = f1;
(2) M∗0 ∈ M1 and j ∈ M1;
(3) I1 ∩ M∗0 = I ∗0 ;
(4) j ((Y ( f0, I0))M0) = (Y ( j ( f0), I1))M1) ∩ M∗0 . 
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Lemma 44. Suppose that A ⊂ 2ω, I is a normal ω2-saturated ideal on ω1, and that CH holds. For each set
S ∈ P(ω1)\I there exists a function
f : S → P(ω)
such that the following hold where
U = {σ ⊂ ω | {α | f (α)\σ is infinite} ∈ I } .
(1) U is a nonprincipal ultrafilter on P(ω), U ∩ Iρ0 = ∅, and for each x ∈ 2ω,
σx ∈ U
if and only if x ∈ A;
(2) Suppose π : ω1 → P(ω) is a injection and let
Sπ =
{
η ∈ S | f (η) is not L[π |η,U ]-generic for (PU∩L[π |η,U ])L[π |η,U ]
}
.
Then Sπ ∈ I . 
The following theorems, together with the previous lemma, can be used to show that PAmax is nontrivial. The first
of these two theorems follows from the results of [3]; the proof of Lemma 3.35 and Theorem 9.31. Theorem 7.18 of
[3] is the second theorem in the case that A = {ω1}, but the proof easily adapts to prove the version stated here.
Theorem 45 (ZF + DC + AD+). Suppose that A ⊆ R. Then there exists a countable transitive set M and there exists
δ ∈ M such that:
(1) M  ZFC + “δ is Woodin cardinal”;
(2) Suppose that M[G] is a set generic extension of M, I ∈ M[G], and
M[G]  “I is a normal saturated ideal on ω1”.
Then (M[G],I) is A-iterable. 
Theorem 46. Suppose that δ is a Woodin cardinal and that
G ⊆ Coll(ω1,< δ)
is V -generic. Then in V [G] for each antichain,
A ⊂ (P(ω1)\INS ,⊂),
if |A| ≤ ω1 then there is a normal, uniform, ideal I on ω1 such that
(1) I ∩ V = (INS)V ,
(2) A ∩ I = ∅,
(3) I is ω2-saturated in V [G],
(4) V [G]  ψAC(I ). 
The analysis of PAmax requires iteration lemmas which are routine generalizations of those for Pmax using the
following lemma.
Lemma 47. Suppose A ⊆ 2ω and that L(A,R)  AD+.
Suppose that 〈(M, I ), f 〉 ∈ PAmax and let U ⊂ P(ω) ∩ M be the ultrafilter given by ( f, I ). Suppose that
(a, S) ∈ (Y ( f, I ))M and that g ⊂ (PU )M is M-generic with g ∩ (max(a) + 1) = a.
Then there exists an iteration,
j : (M, I ) → (M∗, I ∗),
such that ωM1 ∈ j (S) and such that
a ⊂ j ( f )
(
ωM1
)
⊂ g.
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Proof. Suppose that (a, S) ∈ (Y ( f, I ))M and that the lemma fails. Therefore (working in M) there exists a condition
(a, h) ∈ PU which forces that the lemma fails (by the definability of forcing). Let S∗ be the set of η ∈ S,
(1.1) a = f (η) ∩ (max(a) + 1),
(1.2) for all i ∈ f (η)\a, i ∈ h( f (η) ∩ i).
Since (a, S) ∈ (Y ( f, I ))M , S∗ /∈ I . Suppose that
G ⊂ (P(ω1))M \I
is M-generic with S∗ ∈ G and let
j : (M, I ) → (M∗, I ∗)
be the associated generic elementary embedding. Let g ⊂ PU be the M-generic filter defined by j ( f )(ωM1 ). Thus
(a, h) ∈ g which contradicts the choice of h. 
Lemma 48 (CH). Suppose A ⊆ 2ω and that L(A,R)  AD+.
Suppose that 〈(M, I ), f 〉 ∈ PAmax and that J is a normal uniform ω2-saturated ideal on ω1.
Then there exists an iteration
j : (M, I ) → (M∗, I ∗)
such that:
(1) j (ωM1 ) = ω1;(2) J ∩ M∗ = I ∗;
(3) Let U∗ = {σ ⊂ ω | {α | j ( f )(α)\σ is infinite} ∈ J }. Then U∗ is a nonprincipal ultrafilter onP(ω), U∗∩Iρ0 = ∅,
and for each x ∈ 2ω,
σx ∈ U∗
if and only if x ∈ A;
(4) Suppose π : ω1 → P(ω) is a bijection. Let Y be the set of η ∈ dom( j ( f )) such that j ( f )(η) is not L[π |η,U∗]-
generic for (PU∩L[π |η,U∗])L[π |η,U∗]. Then Y ∈ J ;
(5) (Y ( j ( f ), I ∗))M∗ = M∗ ∩ Y ( j ( f ), J ).
Proof. Fix a sequence 〈Aα : α < ω1〉 of J -positive sets which are pairwise disjoint. The ideal J is normal hence each
Aα is stationary in ω1. We suppose that Aα ∩ (α + 1) = ∅.
Fix a set B ⊂ ω1 such that
(1.1) 〈Aα : α < ω1〉 ∈ L[B],
(1.2) R ⊂ L[B].
We work in L[B] and construct an iteration,
j : (M, I ) → (M∗, I ∗)
such that the following hold:
(2.1) j (ωM1 ) = ω1;(2.2) INS ∩ M∗ = I ∗;
(2.3) Suppose π : ω1 → P(ω) is a bijection. Let Y be the set of η ∈ dom( j ( f )) such that j ( f )(η) is not L[π |η,U∗]-
generic for
(
PU∩L[π |η,U∗]
)L[π |η,U∗]
. Then Y ∈ J ;
(2.4) Suppose a ∈ P(ω1) ∩ M∗\I ∗. Then there exists α < ω1 such that Aα\a ∈ INS ;
(2.5) (Y ( j ( f ), I ∗))M∗ = M∗ ∩ Y ( j ( f ),INS);
where U∗ is the L[B]-least ultrafilter on ω such that:
(3.1) U∗ ∩ Iρ0 = ∅;
(3.2) For each x ∈ 2ω, σx ∈ U∗ if and only if x ∈ A;
(3.3) j (U) ⊂ U∗.
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Note that by Lemma 38, the ultrafilter U∗ exists.
The construction is routine using Lemma 47. As in the proof of , one constructs the iteration,
〈(Mβ, Iβ), Gα, jα,β : α < β ≤ ω1〉,
such that at stage α, Gα is chosen to eliminate the least counterexample to (2.1)–(2.5).
Finally we claim that (in V ),
(
Y ( j ( f ), I ∗))M∗ = M∗ ∩ Y ( j ( f ), J ).
This follows from the definitions and (2.4)–(2.5). 
Lemma 50 is the analog of Lemma 48 for iterable sequences. The proof is a straightforward modification of the
proof of Lemma 48 using the following version of Lemma 47 for sequences of structures.
Lemma 49. Suppose A ⊆ 2ω and that L(A,R)  AD+.
Suppose that 〈〈(Mk , Ik), fk〉 : k < ω〉 is a sequence of conditions in PAmax such that for all k < ω,
(i) fk = fk+1,
(ii) Mk ∈ Mk+1 ,
(iii) Ik = Ik+1 ∩ Mk,
(iv) (Y ( fk, Ik))Mk = (Y ( fk+1, Ik+1))Mk+1 ∩ Mk.
Suppose that (a, S) ∈ (Y ( f0, I0))M0 , g ⊆ ω and that for all k < ω, g is Mk-generic for
(
PUk
)Mk where for each
k < ω, Uk ∈ Mk is the ultrafilter given by ( fk, Ik).
Suppose that g ∩ (max(a) + 1) = a. Then there exists an iteration
j : 〈(Mk , Ik) : k < ω〉 → 〈(M∗k , I ∗k ) : k < ω〉
such that
a ⊂ j ( f0)
(
ω
M0
1
)
⊂ g
and such that ωM01 ∈ j (S).
Proof. Define a sequence
〈(Sk , ak) : k < ω〉
such that each k < ω,
(1.1) (S0, a0) = (S, a),
(1.2) (Sk, ak) ∈ (Y ( fk, Ik))Mk ,
(1.3) Sk+1 ⊂ Sk ,
(1.4) ak+1 ∩ (max(ak) + 1) = ak ,
(1.5) max(ak) < max(ak+1),
(1.6) ak ⊂ g,
and such that for each k < ω,{
S ∈ P(ωMk1 ) | Sm ⊂ S for some m < ω
}
is Mk -generic for (P(ωMk1 )\Ik ,⊂).
This is routine noting the following. Suppose that (Sk , ak) is given and that D ∈ Mk+1 is dense in
(P(ωMk+11 )\Ik+1,⊂).
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Let g∗ = ak ∪ {i ∈ g | i > max(ak)}. Thus g∗ is Mk+1-generic for
(
PUk+1
)Mk+1
. By Lemma 47 there exists an
Mk+1-generic filter
G ⊂ (P(ωMk+11 )\Ik+1,⊂)
such that Sk ∈ G and such that
ak ⊂ jG( fk+1)(ωMk+11 ) ⊂ g∗.
Choose S ∈ D ∩ G and m > max(ak) such that m ∈ g∗ and such that (S, g∗ ∩ (m + 1)) ∈ (Y ( fk+1, Ik+1)Mk+1 .
Define (Sk+1, ak+1) = (S, g∗ ∩ (m + 1)). 
Lemma 50 (CH). Suppose A ⊆ 2ω and that L(A,R)  AD+.
Suppose that 〈〈(Mk , Ik), fk〉 : k < ω〉 is a sequence of conditions in PAmax such that for all k < ω,
(i) fk = fk+1 ,
(ii) Mk ∈ Mk+1 ,
(iii) Ik = Ik+1 ∩ Mk,
(iv) (Y ( fk, Ik))Mk = (Y ( fk+1, Ik+1))Mk+1 ∩ Mk,
and that J is a normal uniform ω2-saturated ideal on ω1.
Then there exists an iteration
j : 〈(Mk , Ik) : k < ω〉 → 〈(M∗k , I ∗k ) : k < ω〉
such that for all k < ω:
(1) j (ωM01 ) = ω1;
(2) J ∩ M∗k = I ∗k ;
(3) Let U∗ = {σ ⊂ ω | {α | j ( f0)(α)\σ is infinite} ∈ J }. Then U∗ is a nonprincipal ultrafilter on P(ω), U∗ ∩ Iρ0 =
∅, and for each x ∈ 2ω,
σx ∈ U∗
if and only if x ∈ A;
(4) Suppose π : ω1 → P(ω) is a bijection. Let Y be the set of η ∈ dom( j ( f0)) such that j ( f )(η) is not L[π |η,U∗]-
generic for (PU∩L[π |η,U∗])L[π |η,U∗]. Then Y ∈ J ;
(5) (Y ( j ( fk), I ∗))M∗k = M∗k ∩ Y ( j ( f0), J ). 
The analysis of PAmax is now a straightforward generalization of that of Pmax. We record the relevant properties in the
following theorem which we state without proof.
Suppose G ⊆ PAmax is L(T,R)-generic where T ⊂ Ord, A ∈ L(T,R) and
L(T,R)  AD+.
Then for each 〈(M, I ), f 〉 ∈ G there corresponds an iteration
j∗ : (M, I ) → (M∗, I ∗)
such that j∗(ωM1 ) = ω1 which is uniquely specified by the generic filter G. This iteration is constructed by combining
the countable iterations of (M, I ) given by conditions p ∈ G such that
p < 〈(M, I ), f 〉.
Let
(1) FG = ∪{ j∗( f ) | 〈(M, I ), f 〉 ∈ G},
(2) IG = ∪{ j∗(I ) | 〈(M, I ), f 〉 ∈ G},
(3) P(ω1)G = ∪
{
P(ω1)M∗ | 〈(M, I ), f 〉 ∈ G
}
.
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Theorem 51. Suppose T ⊂ Ord,
L(T,R)  ZF + DCR + AD+,
A ⊂ 2ω, and A ∈ L(T,R). Then PAmax is ω-closed.
Suppose G ⊆ PAmax is L(T,R)-generic. Then
L(T,R)[G]  ZFC
and in L(T,R)[G]:
(1) P(ω1) = P(ω1)G;
(2) IG is a normal saturated ideal;
(3) IG is the nonstationary ideal;
(4) the sentences φAC and ψAC hold;
(5) Let U∗ = {σ ⊂ ω | {α | FG (α)\σ is infinite} ∈ INS}. Then U∗ is a nonprincipal ultrafilter on P(ω) and for each
x ∈ 2ω,
σx ∈ U∗
if and only if x ∈ A;
(6) dom(FG ) ⊂ ω1 and dom(FG ) is stationary and co-stationary;
(7) Suppose that C ⊆ ω1 is closed and unbounded, then there exists D ⊂ C such that D is closed and unbounded
and such that D ∈ L[y] for some y ∈ R. 
As an immediate corollary of Theorem 51 we obtain the following which will be useful in the definition of the sets
X A ⊂ S2 we shall give in the proof of Theorem 54.
Theorem 52. Suppose T ⊂ Ord,
L(T,R)  ZF + DCR + AD+,
A ⊂ 2ω, and A ∈ L(T,R).
Suppose G ⊆ PAmax is L(T,R)-generic. Then
(1) L(R, FG ) = L(R, A)[FG ],
(2) L(R, FG )  ZFC + “c = ω2”,
(3) H (ω2)L(T ,R)[G] ⊂ L(R, FG ).
Proof. By Theorem 51,
L(T,R)[G]  ZFC + ψAC + φAC
and in L(T,R)[G], dom(FG ) is stationary, co-stationary, in ω1. Therefore by Lemma 32 on page 190,
P(ω1)L(T ,R)[G] ⊂ L(R, FG ),
and this implies (since L(T,R)[G]  ZFC + φAC) that
L(R, FG )  ZFC + “c = ω2”.
Finally by Theorem 51, A ∈ L(R, FG ). 
We shall need the following lemma.
Lemma 53 (ZF + DC + AD). Suppose that A, B ⊂ R and that A /∈ L(B,R). Then
(B,R)# ∈ L(A,R).
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Proof. By the symmetric version of Vopenka’s Theorem, L(B,R) is a symmetric generic extension of (HOD)L(B,R).
Further there exists a set, S ⊂ L(B,R), such that
(HOD)L(B,R) = L[S].
Since A /∈ L(B,R), it follows that
L(B,R) < L(A,R),
and so since AD implies that  is a limit of measurable cardinals, S# ∈ L(A,R). This implies, since B ∈ L(A,R),
that (B,R)# ∈ L(A,R). 
Theorem 54 (ZF + DC + ADR). Let P be the partial order of the cardinals of subsets of S2. Then P contains a
-sequence of pairwise incomparable cardinals.
Proof. For each set A ⊂ 2ω let X A be the set of a ∈ S2 such that for some T ⊂ Ord, if σ = R ∩ L[a] then
(1.1) L(T, σ )  ZF + DC + AD+,
(1.2) A ∩ L(T, σ ) ∈ L(T, σ ),
(1.3) there exists a L(T, σ )-generic filter,
G ⊂ (Pτmax)L(T ,σ ) ,
such that L[a] = L(σ, τ )[FG ], where τ = A ∩ L(T, σ ).
Let YA be the set of a ∈ S2 such that for some x ∈ (P(ω1))L[a] there exists a∗ ∈ S2 such that
(2.1) L[a] = L[a∗][x],
(2.2) a∗ ∈ XC for some set C ⊂ 2ω,
(2.3) if x ∈ L[a∗] then a∗ ∈ X A.
We now assume ZF + DC + ADR. Suppose that A, B ⊂ 2ω and that
h : YA → YB
is an injection. We prove that L(B,R) = L(A,R).
Let Z be the set of x ∈ R such that
πCODE(x) ≺ (H (ω1), h, (A, B, 2ω)#)
where πCODE : R → H (ω1) is our coding map.
Let
fZ : [ω1]<ω1 → [ω1]<ω1
be Z -good.
Choose a countable set σ ⊂ R such that
L(σ )[ fZ ]  ZF + DC + AD+
and such that σ = R ∩ L(σ )[ fZ ]. Since fZ is Z -good, L(σ )[ fZ ] = L(T, σ ), where
T = (HOD f Z )L(σ )[ f Z ] ∩ H (ω1).
Thus
(3.1) A ∩ L(T, σ ) ∈ L(T, σ ) and B ∩ L(T, σ ) ∈ L(T, σ ),
(3.2) L(σ, A ∩ L(T, σ )) = L(σ, B ∩ L(T, σ )) if and only if L(A,R) = L(B,R).
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Let
G ⊂
(
PA∩L(T ,σ )max
)L(T ,σ )
be L(T, σ )-generic and let a ⊂ ωL(T ,σ )2 be such that
L[a] = L(σ )[FG ] = L(σ, A)[FG ].
By Theorem 52, a exists.
Thus a ∈ X A and so a ∈ YA . Since fZ is Z -good, it follows from the definition of T that Lω1 [T ][a] is a generic
extension of
Lω1 [T ] =
(
HOD f Z
)L(σ )[ f Z ] ∩ H (ω1)
and so
h(a) ∈ Lω1(T, σ )[G].
Since h(a) ∈ YB there exist
(x, b, σb, Tb, Gb, Cb)
such that
(4.1) σb = R ∩ L[b],
(4.2) σb = R ∩ L(Tb, σb),
(4.3) L(Tb, σb)  ZF + DC + AD+,
(4.4) Cb ⊂ 2ω and Cb ∩ L(Tb, σb) ∈ L(Tb, σb),
(4.5) Gb ⊂
(
P
τb
max
)L[Tb,σb] and Gb is L(Tb, σb)-generic, where τb = Cb ∩ L(Tb, σb),
(4.6) L[b] = L(σb)[FGb ],
(4.7) L[h(a)] = L[b][x].
Since h is an injection it follows that (ω2)L[b] ≥ (ω2)L[a] and so it must be the case that
(ω2)
L[b] = (ω2)L[a].
We can now apply Theorem 33 in L[a] to conclude that
(P(ω1))L[a] = (P(ω1))L[b].
This implies x ∈ L[b]. Therefore we can suppose that h(a) = b and that Cb = B . Thus τb = B ∩ L(σ ) and so
(5.1) B ∩ L(σ ) ∈ L(σ, A ∩ L(σ ))[G],
(5.2) A ∩ L(σ ) ∈ L(σ, B ∩ L(σ ))[Gb].
But
L(σ, A ∩ L(σ ), B ∩ L(σ ))  ZF + DC + AD+
and so by Lemma 53, if
L(σ, A ∩ L(σ )) = L(σ, B ∩ L(σ ))
then either (σ, A ∩ L(σ ))# ∈ L(σ, B ∩ L(σ )) or (σ, B ∩ L(σ ))# ∈ L(σ, A ∩ L(σ )). This contradicts (5.1)–(5.2); since
L(σ, A ∩ L(σ ))[G] is a generic extension of L(σ, A ∩ L(σ )) (by the choice of G) and since L(σ, B ∩ L(σ ))[Gb] is a
generic extension of L(σ, B ∩ L(σ )) (by (4.5)).
Therefore
L(σ, A ∩ L(σ )) = L(σ, B ∩ L(σ ))
and so by (3.2), L(A,R) = L(B,R).
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Now suppose that A, B ⊂ 2ω and that
L(R, A) = L(R, B).
We claim that |YA| = |YB |. It suffices to define an injection
h : YA → YB .
Let Z be the set of x ∈ R such that
πCODE(x) ≺ (H (ω1), (A, B, 2ω)#)
where πCODE : R → H (ω1) is our coding map.
Let
fZ : [ω1]<ω1 → [ω1]<ω1
be Z -good.
Suppose that a ∈ YA. Let (x, a∗) ∈ L[a] be least such that x ⊂ (ω1)L[a], a∗ ∈ X A and such that L[a] = L[a∗][x].
There are several cases.
(6.1) Suppose x ∈ L[a∗] and
(P(ω1))L[a] = (P(ω1))L[a][ f Z ].
Then since fZ is Z -good,
L(R ∩ L[a], A ∩ L[a]) = L(R ∩ L[a], B ∩ L[a])
and so it follows that a ∈ YB . Define h(a) = a.
(6.2) Suppose x ∈ L[a∗] and
(P(ω1))L[a] = (P(ω1))L[a][ f Z ].
Again we have L[a] = L[a∗]. Let b ⊂ (ω1)L[a][ f Z ] be least such that b /∈ L[a]. Let b∗ ∈ L[a][ f Z ] be least such
that L[b∗] = L[a][b] and such that b∗ codes a. Thus b∗ ∈ YB . Define h(a) = b∗.
(6.3) Suppose that x /∈ L[a∗]. Let b ∈ L[a][x] be least such that b ∈ S2 and such that b codes a. Then
L[b] = L[a∗][x] and so b ∈ YB . Define h(a) = b.
This defines h : YA → YB and it is easily verified that h is an injection.
Let
H : P(2ω) → P(S2)
be the function such that for all A ⊂ 2ω, H (A) = YA.
Thus for all A, B ∈ P(2ω),
|H (A)| = |H (B)|
if and only if L(R, A) = L(R, B). This gives a -sequence of pairwise incomparable cardinals below |S2|. 
Theorem 55 (ZF + DC + ADR). Let P be the partial order of the cardinals of subsets of S2. Then P contains an
increasing -sequence of cardinals.
Proof. The proof is very similar to the proof of Theorem 54. In fact one only needs to change the definition of X A
slightly.
For each set A ⊂ 2ω let X∗A be the set of a ∈ S2 such that for some T ⊂ Ord, if σ = R ∩ L[a] then
(1.1) L(T, σ )  ZF + DC + AD+,
(1.2) A ∩ L(T, σ ) ∈ L(T, σ ),
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(1.3) there exists τ ∈ L(T, σ ) and there exists a L(T, σ )-generic filter,
G ⊂ (Pτmax)L(T ,σ ) ,
such that L[a] = L(σ )[FG ] and such that
L(σ, τ ) ⊆ L(σ, A ∩ L(T, σ )).
So the change is only in (1.3).
Let Y ∗A be the set of a ∈ S2 such that for some x ∈ (P(ω1))L[a] there exists a∗ ∈ S2 such that
(2.1) L[a] = L[a∗][x],
(2.2) a∗ ∈ X∗C for some set C ⊂ 2ω,
(2.3) if x ∈ L[a∗] then a∗ ∈ X∗A.
Suppose that A, B ⊂ 2ω. Now by the arguments in the proof of Theorem 54 (essentially exactly), one obtains that
if |Y ∗A| ≤ |Y ∗B | then
L(A,R) ⊆ L(B,R).
Further, again following the arguments of the proof of Theorem 54, if
L(R, A) ⊆ L(R, B)
then |Y ∗A| ≤ |Y ∗B |.
Let
H ∗ : P(2ω) → P(S2)
be the function such that for all A ⊂ 2ω, H ∗(A) = Y ∗A.
Thus for all A, B ∈ P(2ω),
|H ∗(A)| ≤ |H ∗(B)|
if and only if L(R, A) ⊆ L(R, B). This gives an increasing -sequence of cardinals below |S2|. 
Theorem 56 (ZF + DC + ADR). Let P be the partial order of the cardinals of subsets of S2. Then P contains a
decreasing -sequence of cardinals.
Proof. Again the proof is very similar to the proof of Theorem 54, one only needs to change the definition of X A
slightly.
For each set A ⊂ 2ω let X∗∗A be the set of a ∈ S2 such that for some T ⊂ Ord, if σ = R ∩ L[a] then
(1.1) L(T, σ )  ZF + DC + AD+,
(1.2) A ∩ L(T, σ ) ∈ L(T, σ ),
(1.3) there exists τ ∈ L(T, σ ) and there exists a L(T, σ )-generic filter,
G ⊂ (Pτmax)L(T ,σ ) ,
such that L[a] = L(σ )[FG ] and such that
L(σ, A ∩ L(T, σ )) ⊆ L(σ, τ ).
So again the change is only in (1.3).
Let Y ∗∗A be the set of a ∈ S2 such that for some x ∈ (P(ω1))L[a] there exists a∗ ∈ S2 such that
(2.1) L[a] = L[a∗][x],
(2.2) a∗ ∈ X∗∗C for some set C ⊂ 2ω,
(2.3) if x ∈ L[a∗] then a∗ ∈ X∗∗A .
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Suppose that A, B ⊂ 2ω. Now following the arguments (essentially exactly) of the proof of Theorem 54, one
obtains that there is an injection
h : YA → YB
if and only if L(R, B) ⊆ L(R, A).
Let
H ∗∗ : P(2ω) → P(S2)
be the function such that for all A ⊂ 2ω, H ∗∗(A) = Y ∗∗A .
Thus for all A, B ∈ P(2ω),
|H ∗∗(A)| ≤ |H ∗∗(B)|
if and only if L(R, B) ⊆ L(R, A). This gives a decreasing -sequence of cardinals below |S2|. 
We now sketch the proof of Theorem 9, cf. Theorem 61, the proof of Theorem 10 is similar, cf. Theorem 63.
The proof involves the Pmax-variation, Qmax, of [3] (Section (6.2)). This is the variation for which in the
corresponding extension of an AD+-model, the nonstationary ideal on ω1 is ω1-dense.
A normal, uniform, ideal on ω1 is ω1-dense if
P(ω1)/I ∼= RO (Coll(ω, ω1)) .
Steel has proved the following theorem, the basic machinery is developed in [9].
Theorem 57 (Steel). Assume CH and suppose that there is a normal uniform ideal on ω1 which is ω1-dense. Then
there is an inner model with a Woodin cardinal. 
A set Y ⊂ R is ω1-universally Baire if there exist trees T0 and T1 on ω×γ for some γ such that if G ⊂ Coll(ω, ω1)
is V -generic then in V [G],
p[T0] = R\p[T1].
If A ⊂ R is ω1-universally Baire and if G ⊂ Coll(ω, ω1) is V -generic then in V [G], A has a canonical interpretation,
AG , as a subset of RV [G]:
AG = ∪
{
(p[T ])V [G] | T ∈ V and A = (p[T ])V
}
.
We shall use the following theorem. There is a stronger theorem which does not require the hypothesis that there
is an ω1-dense ideal, but the proof of the stronger theorem is significantly more involved. The proof of Theorem 58 is
an adaptation of Steel’s proof of Theorem 57 using hybrid structures; [5,6].
The reason for using Theorem 58 is that we can then prove both Theorem 9 and Theorem 10 using only the Pmax-
variation, Qmax. Using the PAmax variations we shall define to prove Theorem 7. One can actually prove Theorem 9
and Theorem 10 without using Theorem 58, but these Pmax-variations are perhaps a bit technical.
Theorem 58. Suppose that there exists a normal, uniform ideal, I , on ω1 such that
P(ω1)/I ∼= RO (Coll(ω, ω1)) .
Suppose that T1 ⊂ Ord and T2 ⊂ Ord and
Z ∈ P(R) ∩ (L(T1,R) ∪ L(T2,R))
are such that both L(T1,R) and L(T2,R) are models of AD+ in which every Suslin set, co-Suslin, set is ∆∼21(Z), and
such that every set of reals in
P(R) ∩ (L(T1,R) ∪ L(T2,R))
is ω1-universally Baire.
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Then either
(1) P(R) ∩ L(T1,R) ⊂ P(R) ∩ L(T2,R), or
(2) P(R) ∩ L(T2,R) ⊂ P(R) ∩ L(T1,R). 
The following theorem summarizes the properties of Qmax that we shall need, see Theorems (6.81), (9.53) and
Lemma (6.89) of [3].
Theorem 59. Suppose T ⊂ Ord and
L(T,R)  ZF + DCR + AD+.
Suppose G ⊆ Qmax is L(T,R)-generic. Then
L(T,R)[G]  ZFC
and in L(T,R)[G]:
(1) INS is ω1-dense;
(2) The sentences φAC and ψAC hold;
(3) Suppose A ⊆ R and that A is Suslin, co-Suslin, in L(T,R). Then A is ω1-universally Baire. 
Fix a Σ 21 formula, φΣ 21 (x), which defines (provably) a complete Σ∼
2
1 set.
Definition 60. For each t ∈ R let Xt be the set of a ∈ S2 such that there exist
(T, σ, s, a∗)
such that the following hold;
(1) σ = R ∩ L(T, σ ) = R ∩ L[a∗];
(2) L(T, σ )  ZF + DC + AD+, and every Suslin, co-Suslin set in L(T, σ ) is ∆∼21 in L(T, σ );
(3) sup(a∗) = (ω2)L[a∗] and L(T, σ ) ⊂ L[a∗];
(4) s ⊂ (ω1)L[a∗];
(5) L[a] = L[a∗][s];
(6) t ∈ L[a] and if (P(ω1))L[a] = (P(ω1))L[a∗] then
L(T, σ )  φΣ 21 [t];
(7) L[a∗]  “INS is ω1-dense”;
(8) Every set in P(R) ∩ L(T, σ ) is ω1-universally Baire in L[a∗]. 
Theorem 9 is an immediate corollary of the following theorem.
Theorem 61 (ZF + DC + ADR). Suppose t1, t2 ∈ R and that φΣ 21 [t1] holds. Then
|Xt1| ≤ |Xt2|
if and only if φΣ 21 [t2] holds.
Proof. We first suppose that there is an injection
h : Xt1 → Xt2
and suppose toward a contradiction that φΣ 21 [t2] does not hold.
By the∆21-basis theorem we can suppose that the set
{z ∈ R | πCODE(z) ≺ (H (ω1), h)}
is ∆∼21.
Let T be the tree of a Σ 21 -scale on a complete Σ
2
1 -set. It follows that for each set a ∈ [ω1]<ω1 , L[T, a, t1, t2] is
closed under h.
Since AD+ + ADR holds there exists a countable set σ ⊂ R such that the following hold.
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(1.1) t1, t2 ∈ σ .
(1.2) σ = L(T, σ ) ∩ R.
(1.3) L(T, σ )  ZF + DC + AD+.
(1.4) Every Suslin, co-Suslin, set of L(T, σ ) is ∆∼21 in L(T, σ ).(1.5) L(T, σ )  φΣ 21 [t1].(1.6) L(T, σ )  φΣ 21 [t2].
By (1.5) there exists T ∗ ⊂ T such that
(2.1) L(T ∗, σ )  φΣ 21 [t1],
(2.2) T ∗ ⊂ η for some η < ()L(T ,σ ).
Now let G ⊂ (Qmax)L(T ,σ ) be L(T, σ )-generic and choose a ∈ S2 such that
(3.1) a ∈ L(T, σ )[G],
(3.2) L(T ∗, σ )[G] = L[a].
By (2.2), the set a exists since
(ω3)
L(T ,σ )[G] = ()L(T ,σ ).
Thus by Theorem 59, a ∈ Xt1 and so h(a) ∈ L[T, a] ⊂ L(T, σ )[G].
Let b = h(a) and let
(Tb, σb, sb, b∗)
witness 1–8 in the definition of Xt .
If
sup(b∗) < (ω2)L[a] = (ω2)L(T ,σ )[G]
then L[b] = L[S] for some S ∈ (P(ω1))L(T ,σ )[G] and so it follows that h is not an injection. Alternatively one can
vary a preserving L[a] = L(T, σ )[G].
Therefore,
(ω2)
L[b∗] = sup(b∗) = (ω2)L[a].
However by Theorem 59,
L(T, σ )[G]  ψAC + φAC + “INS is ω1-dense”,
and so by Theorem 33 applied in L(T, σ )[G],
(P(ω1))L[b∗] = (P(ω1))L[a],
and so sb ∈ L[b∗].
Therefore by condition 6,
L(Tb, σb)  φΣ 21 [t2].
Thus in L(T, σ )[G], L(Tb, σb) is an inner model, N , such that in L(T, σ )[G]:
(4.1) N  ZF + DC + AD+;
(4.2) N  φΣ 21 [t2];(4.3) R ⊂ N ;
(4.4) Every Suslin, co-Suslin, set of N is ω1-universally Baire.
Further every set Z ∈ (P(R))L(T ,σ ) is ω1-universally Baire in L(T, σ )[G].
By Theorem 58 one of the following must hold.
(5.1) P(σ ) ∩ L(T, σ ) ⊆ P(σ ) ∩ L(Tb, σb).
(5.2) P(σ ) ∩ L(Tb, σb)) ⊆ P(σ ) ∩ L(T, σ ).
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If (5.2) holds then again we have
L(T, σ )  φΣ 21 [t2],
which is a contradiction and so (5.1) must hold and (5.2) must fail. But this implies that
()L(T ,σ ) < ()L(Tb,σb).
But
(6.1) ()L(T ,σ ) = (ω3)L(T ,σ )[G],
(6.2) ()L(Tb,σb) = (ω3)L[b∗],
and this is again a contradiction since b∗ ∈ L(T, σ )[G].
It remains to show that if φΣ 21 [t2] does hold then there is an injection,
h : Xt1 → Xt2 .
Define h as follows. Fix a set A2 ⊂ R such that
L(A2,R)  φΣ 21 [t2]
and such that every Suslin, co-Suslin, set of L(A2,R) is ∆∼21 in L(A2,R).
B =
{
x ∈ R | πCODE(x) ≺ (H (ω1), (A2,R)#)
}
.
Let fB : [ω1]<ω → [ω1]<ω be B-good.
Suppose that a ∈ Xt1 . Let
(T, σ, s, a∗)
witness 1–8 of Definition 60.
Consider L[a, t2][ fB]. There are two cases.
The first case is that
(P(ω1))L[a∗] = (P(ω1))L[a,t2][ fB ].
Let x0 be the L[a, t2][ fB] least subset of (ω1)L[a∗] such that x0 /∈ L[a∗] and such that t2 ∈ L[x0]. Let b be the
L[a][x0]-least set b such that b ∈ S2, L[a][x0] = L[b], and such that b codes (a, x0). Let sb = x0. Thus (T, σ, sb, a∗)
witnesses that b ∈ Xt2 . Define h(a) = b.
The second case is that
(P(ω1))L[a∗] = (P(ω1))L[a,t2][ fB ].
Since fB is B-good it follows that:
(7.1) A2 ∩ L[a, t2][ fB] ∈ L[a, t2][ fB];
(7.2) L
(
R ∩ L[a, t2][ fB], A2 ∩ L[a, t2][ fB]
)
 ZF + DC + AD+;
(7.3) Every Suslin, co-Suslin, set of L
(
R ∩ L[a, t2][ fB], A2 ∩ L[a, t2][ fB ]
)
is ∆∼21 in L
(
R ∩ L[a, t2][ fB], A2∩
L[a, t2][ fB]
)
;
(7.4) L
(
R ∩ L[a, t2][ fB], A2 ∩ L[a, t2][ fB]
)
 φΣ 21 [t2];
(7.5) Every set in
P(R) ∩ L
(
R ∩ L[a, t2][ fB], A2 ∩ L[a, t2][ fB]
)
is ω1-universally Baire in L[a, t2][ fB].
Let b ∈ L[a, t2][ fB ] be least such that
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(8.1) b ∈ S2,
(8.2) a ∈ L[b] and b codes a,
(8.3) A2 ∩ L[b] ∈ L[b],
(8.4) every set in
P(R) ∩ L
(
R ∩ L[b], A2 ∩ L[b]
)
is ω1-universally Baire in L[b].
Thus (T, σb,∅, b∗) witnesses that b ∈ Xt2 . Define h(a) = b.
Thus we have defined a function,
h : Xt1 → Xt2,
and it is easily verified that h is an injection. 
The proof of Theorem 61 easily adapts to prove Theorem 10.
Definition 62. For each t ∈ R let Yt be the set of countable sets τ ⊂ R such that there exist an ω-model, (M, E),
Σ ⊂ R ∩ M , A ⊂ R ∩ M , and a ⊂ M such that:
(1) (M,Σ , A, ρM , E)  ZFC\Powerset;
(2) (M, E) = (H (ω2))(M,E);
(3) ρM is a bijection between (ω2)(M,E) and M;
(4) (M, E)  “INS is ω1-dense”;
(5) a ⊂ (ω2)(M,E) and a is bounded;
(6) (M,Σ , A, E)  “Σ = {z ∈ R | πCODE(z) ≺ (H (ω1), (R, A)#)}”;
(7) (L(R, A))(M,E)  ZF+DC+AD+, and every Suslin, co-Suslin, set of (L(R, A))(M,E) is∆∼21 in (L(R, A))(M,E);(8) if a ∈ (M,Σ , A, E) then t ∈ M and
(L(R, A))(M,E)  φΣ 21 [t];
(9) (M,Σ , A, E)  “Every set in P(R) ∩ L(R, A) is ω1-universally Baire”;
(10) τx is the set of all pairs (ψ, x) such that x ∈ R ∩ M and
(M,Σ , A, ρM , a, E)  ψ[x]. 
For each x let τx be the countable subset of R given by a reasonable (recursive) decoding of x .
For each t ∈ R define an equivalence relation Et on R by (x, y) ∈ Et if either:
(1) τx /∈ Yt and τy /∈ Yt ; or
(2) τx , τy ∈ Yt and τx = τy .
It follows that for each t ∈ R, Et is an equivalence relation which is Π 03 (t).
Theorem 10 is an immediate corollary of the following theorem.
Theorem 63 (ZF + DC + ADR). Suppose t1, t2 ∈ R and that φΣ 21 [t1] holds. Then
|Yt1 | ≤ |Yt2 |
if and only if φΣ 21 [t2] holds.
Proof. The proof is essentially identical to that of Theorem 61
We first suppose that
h : Yt1 → Yt2,
is an injection and suppose toward a contradiction that φΣ 21 [t2] does not hold.
By the∆21-basis theorem we can suppose that the set
{z ∈ R | πCODE(z) ≺ (H (ω1), h)}
is ∆∼21.
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Let T be the tree of a Σ 21 -scale on a complete Σ
2
1 -set. It follows that for each set a ∈ [ω1]<ω1 , L[T, a] is closed
under h.
Since AD+ + ADR holds there exists a countable set σ ⊂ R such that the following hold.
(1.1) t1, t2 ∈ σ .
(1.2) σ = L(T, σ ) ∩ R.
(1.3) L(T, σ )  ZF + DC + AD+.
(1.4) Every Suslin, co-Suslin, set of L(T, σ ) is ∆∼21 in L(T, σ ).(1.5) L(T, σ )  φΣ 21 [t1].(1.6) L(T, σ )  φΣ 21 [t2].
(1.7) For each a ∈ L(T, σ ) ∩ P(σ ), (σ, a)# ∈ L(T, σ ).
Now let G ⊂ (Qmax)L(T ,σ ) be L(T, σ )-generic, choose A ∈ L(T, σ ), such that
L(A, σ )  φΣ 21 [t1],
and let Σ = {z ∈ σ | πCODE(z) ≺ (H (ω1), (σ, A)#)L(t,σ )}.
Let ρ : ωL(T ,σ )[G]2 → H (ω2)L(T ,σ ) be a bijection such that ρ ∈ L(T, σ )[G]. Finally set a = ∅.
Thus
(H (ω2)L(T ,σ )[G],Σ , A, ρ,∈)
together with a satisfies (1)–(7) of Definition 62 with t = t1.
Let τ be the theory of
(H (ω2)L(T ,σ )[G],Σ , A, ρ, a,∈)
with real parameters. Thus τ ∈ Yt1 .
Thus h(τ ) ∈ L(T, σ )[G]. Let
(M∗,Σ∗, A∗, ρ∗M , a∗, E∗)
be the corresponding structure (which is uniquely determined up to isomorphism by its theory with real parameters,
and so uniquely determined up to isomorphism by h(τ )).
If
|(ω2)(M∗,E∗)| < (ω2)L(T ,σ )[G]
then h(τ ) ∈ L[S] for some S ∈ (P(ω1))L(T ,σ )[G] and so it follows that h is not an injection.
Therefore,
|(ω2)(M∗,E∗)| = (ω2)L(T ,σ )[G]
and so by Theorem 33 applied in L(T, σ )[G], (M∗, E∗) is wellfounded with transitive collapse
(H (ω2))L(T ,σ )[G].
We identify ρ∗ and a∗ with their images under the transitive collapse of (M∗, E∗). Note that necessarily,
Σ∗ =
{
z ∈ σ | πCODE(z) ≺ (H (ω1)M∗ , (σ, A∗)#)
}
.
Thus a∗ ∈ M∗ and so by (8) of Definition 62,
L(A∗, σ )  φΣ 21 [t2].
Arguing exactly as in the proof of Theorem 61 we contain a contradiction.
It remains to show that if φΣ 21 [t2] does hold then there is an injection,
h : Yt1 → Yt2 .
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Define h as follows. Again the construction is quite similar to the analogous construction in the proof of Theorem 61.
Fix a set A2 ⊂ R such that
L(A2,R)  φΣ 21 [t2]
and such that every Suslin, co-Suslin, set of L(A2,R) is ∆∼21 in L(A2,R).
B =
{
x ∈ R | πCODE(x) ≺ (H (ω1), (A2,R)#)
}
.
Let fB : [ω1]<ω → [ω1]<ω be B-good.
Suppose that τ ∈ Yt1 . Let
(M,Σ , A, ρM , a, E) ∈ L(τ, {τ })
be a witness.
Consider L(τ, {τ } , t2)[ fB ]. There are two cases. The complication here which was not present in the proof of
Theorem 61, is that there may be no wellordering of L(τ, {τ } , t2)[ fB ] which is definable from (τ, t2, fB ) (indeed the
Axiom of Choice may fail in L(τ, {τ } , t2)[ fB]), yet we must somehow define h(τ ) from τ .
The first case is that either
(2.1) (M, E) is not wellfounded, or
(2.2) (M, E) is wellfounded and identifying (M,Σ , A, ρM , a, E) with its transitive collapse,
M = (H (ω2))L(τ,{τ },t2)[ fB ].
We first suppose (2.1) holds. Let b ⊂ (ω2)(M,E) be the standard part of (ω2)(M,E) and let a∗ be the image of a × b
under the canonical bijection of (ω2)(M,E) × (ω2)(M,E) and (ω2)(M,E). Let τ ∗ be the theory of
(M,Σ , A, ρM , a∗, E)
with real parameters. Since a∗ /∈ M , τ ∗ ∈ Yt2 . Define h(τ ) = τ ∗.
We next suppose that (2.2) holds. Then there is a wellordering of τ in L(τ ) which is definable from {τ }. Thus
L(τ, {τ } , t2)[ fB ]  ZFC.
Let a∗ be the L(τ, {τ } , t2)[ fB] least subset of (ω1)M such that a∗ /∈ M . Let τ ∗ be the theory of
(M,Σ , A, ρM , a∗, E)
with real parameters. Since a∗ /∈ M , τ ∗ ∈ Yt2 . Define h(τ ) = τ ∗.
The second case is that (M, E) is wellfounded and
M = (H (ω2))L(τ,{τ },t2)[ fB ].
As usual we identify,
(M,Σ , A, ρM , a, E)
with its transitive collapse.
Again we have a wellordering of τ which is definable from {τ } in L(τ ∪ {τ }),
L(τ, {τ } , t2)[ fB ]  ZFC.
Since fB is B-good it follows that:
(3.1) A2 ∩ L(τ, {τ } , t2)[ fB] ∈ L(τ, {τ } , t2)[ fB ];
(3.2) L
(
R ∩ L(τ, {τ } , t2)[ fB], A2 ∩ L(τ, {τ } , t2
)
[ fB ])  ZF + DC + AD+;
(3.3) Every Suslin, co-Suslin, set of L
(
R ∩ L[a, t2][ fB], A2 ∩ L[a, t2][ fB ]
)
is ∆∼21 in L
(
R ∩ L[a, t2][ fB], A2∩
L[a, t2][ fB]
)
;
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(3.4) L
(
R ∩ L(τ, {τ } , t2)[ fB], A2 ∩ L(τ, {τ } , t2)[ fB ]
)
 φΣ 21 [t2];
(3.5) Every set in
P(R) ∩ L
(
R ∩ L(τ, {τ } , t2)[ fB], A2 ∩ L(τ, {τ } , t2)[ fB ]
)
is ω1-universally Baire in L(τ, {τ } , t2)[ fB ].
Since M = (H (ω2))L(τ,{τ },t2)[ f B ] we have that the nonstationary ideal is ω1-dense in L(τ, {τ } , t2)[ fB]. Therefore
by Theorem 58 either
(4.1) L(A,R ∩ M) ⊂ L(A2 ∩ M,R ∩ M), or
(4.2) L(A2 ∩ M,R ∩ M) ⊆ L(A,R) ∩ M .
If (4.1) holds, let
A∗ = {z ∈ R | πCODE(z) ∈ A × (A2 ∩ M)} ,
let Σ∗ = {z ∈ πCODE(z) ≺ (H (ω1)M , (RM , A∗)#)}, and let τ ∗ be the theory of
(M,Σ∗, A∗, ρM , a,∈)
with real parameters. Thus τ ∗ ∈ Yt2 . Define τ ∗ = h(τ ).
If (4.2) holds, then τ ∈ Yt2 . Define h(τ ) = τ .
Thus we have defined a function,
h : Yt1 → Yt2,
and it is easily verified that h is an injection. 
We very briefly sketch the proof of Theorem 7. For this we need the following variation of Theorem 33.
Theorem 64 (ZFC). Suppose that
(i) for all t ∈ R, t# exists,
(ii) for each closed, unbounded, set
C ⊂ ω1,
there is a closed unbounded set D ⊂ C such that D ∈ L[t] for some t ∈ R,
(iii) φAC and ψAC hold.
Suppose that A ⊂ ω2,
(ω2)
L[A] = ω2,
and that both (i) and (ii) hold in L[A]. Then P(ω1) ⊂ L[A].
Proof. By the arguments at the end of the proof of Theorem 33, it suffices to show that for each closed unbounded set
C ⊂ ω1 there exists a closed unbounded set D ⊂ C such that D ∈ L[A].
Fix a closed unbounded set C ⊂ ω1.
Note that since
(ω2)
L[A] = ω2
it follows that
(ω1)
L[A] = ω1.
Thus there is a countable elementary substructure
X ≺ (H (ω2), L[A] ∩ H (ω2))
such that X ∩ L[A] ∈ L[A] and such that C ∈ X .
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Let MX be the transitive collapse of X and let NX be the transitive collapse of X ∩ L[A].
Thus there is a canonical iteration
j : MX → M∗
of length ω1 such that j (C ∩ (ω1)MX ) = C , see the proof of Lemma 32.
This iteration induces an iteration
k : NX → N∗
which is the corresponding canonical iteration and which has the same critical sequence.
The critical sequence of the first iteration is exactly the set of η < ω1 such that η is a Silver indiscernible of L[t]
for each t ∈ MX ∩ R. Further since C ∈ X this critical sequence is contained in C .
The critical sequence of the second iteration is exactly the set of η < ω1 such that η is a Silver indiscernible of
L[t] for each t ∈ NX ∩ R. The two critical sequences are the same and so if D is the set of η < ω1 such that η is a
Silver indiscernible of L[t] for each t ∈ NX ∩ R, then D ⊂ C , D is closed and unbounded, and D ∈ L[A]. 
Using Theorem 64 and further variations of PAmax one can prove the following theorem which shows that
(effectively) the partial order of cardinals below |S2| is universal for partial orders (P,<P ) for which P is the
surjective image of R. The advantage of Theorem 64 over Theorem 33 is that it only assumes:
(1) For all t ∈ R, t# exists;
(2) for each closed, unbounded, set
C ⊂ ω1,
there is a closed unbounded set D ⊂ C such that D ∈ L[t] for some t ∈ R;
(3) φAC and ψAC hold;
and these are forced to hold by a wide class of Pmax-variations, in particular one can consider variations which do not
force that INS is saturated.
It is convenient to make a definition. Suppose that S ⊂ ω1 is stationary, I is a uniform normal ideal on ω1,
f : S → P(ω)
and S /∈ I . Then U( f,S,I ) is defined if
{σ ⊂ ω | {α ∈ S | f (α)\σ is infinite} ∈ I }
is a nonprincipal ultrafilter on ω. In this case U( f,S,I ) is this ultrafilter.
For each A ⊂ 2ω let
X A = {σx | x ∈ A} ∪
{
ω\σx | x ∈ 2ω\A
}
.
We say ( f, S, I ) codes A if Iρ0 ∩ U( f,S,I ) = ∅ and X A ⊂ U( f,S,I ).
Suppose A, B ⊆ 2ω. Define A ≤L B if A ∈ L(B,R). For A ⊆ 2ω let [A]L be the induced equivalence classes.
We now assume ZF + DC + AD+, V = L(T,R) for some T ⊂ Ord, and that for all B ⊆ R, (R, B)# exists. By
Lemma 53, it follows that ≤L, induces a wellordering of the equivalence classes, [A]L, in length .
We extend our coding conventions to say that a set X is coded by a set Y ⊂ R if there exists a surjection,
π : R → transitive closure(X),
such that both
{(x, y) | π(x) ∈ π(y)}
and {x | π(x) ∈ X} are∆1 definable in (Vω+1, Y ). Again the actual specifics are not that important.
Suppose that
S ⊂ {[A]L | A ⊆ 2ω}
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is such that S is coded by a Suslin, co-Suslin set of reals. Suppose that Z ⊂ R codes S and let
B = {x ∈ R | πCODE(x) ≺ (H (ω1), Z} .
Then definable in L(Z ,R) from {Z}, is a Pmax-variation, PS,Zmax.
We shall use the following notation. Suppose that U( f,S,I ) is defined. Then Y ( f, S, I ) denotes the set of (a, T )
such that
(1) T ∈ P(S)\I ,
(2) a ∈ [ω]<ω,
(3) for all h : 2<ω → U , for an I -positive set of η ∈ T ,
(a) a = f (η) ∩ (max(a) + 1),
(b) for all i ∈ f (η)\a, i ∈ h( f (η) ∩ i).
Thus Y ( f, S, I ) = Y ( f, I ′) where I ′ = I |S, cf. the discussion which precedes Definition 42.
Definition 65. PS,Zmax consists of all sequences
〈(M, I ),A, F, S〉
such that the following hold.
(1) M  ZFC + “I is a uniform normal saturated ideal on ω1”.
(2) B ∩ M ∈ M and (M, I ) is B-iterable.
(3) M  ψAC(I ).
(4) A ∈ M andA ∪ {S} is an antichain in (P(ω1)\I,⊂)M .
(5) F ∈ M and F : A → M . For all T ∈ A, F(T ) = (a, f ) and
(a) a ⊂ 2ω,
(b) ([a]L)M ∈ (S)M ,
(c) M  “( f, T, I ) codes a”.
The order on PS,Zmax is defined as follows:
〈(M0, I0),A0, F0, S0〉 < 〈(M1, I1),A1, F1, S1〉
if there exists an iteration,
j : (M0, I0) → (M∗0 , I ∗0 )
such that the following hold.
(1) M0 ∈ H (ω1)M1 .
(2) j ∈ M1.
(3) I ∗0 = I1 ∩ M∗0 .
(4) j (S0) = S1.
(5) j (A0) ⊂ A1.
(6) j (F0) = F1| j (A0).
(7) For each s ∈ j (A0),
(Y ( fs, s, I ∗0 ))M
∗
0 = Y ( fs , s, I1)M1 ∩ M∗0 ,
where fs is the second coordinate of j (F0)(s). 
The partial order, PS,Zmax, is an amalgamation of copies of PAmax, indeed it is easily checked that if
〈(M, I ),A, F, S〉 ∈ PS,Zmax
then for each T ∈ A, if F(T ) = (a, f ) and if A ⊆ 2ω is the (unique) subset given by a, then
〈(M, I ), f 〉 ∈ PAmax.
The following theorem records the relevant properties. We sketch the proof.
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Theorem 66 (ZF + DC + AD+). Suppose that
V = L(T,R)
for some T ⊂ Ord,
S ⊂ {[A]L | A ⊆ 2ω} ,
Z ⊂ R is Suslin, co-Suslin, and that Z codes S. Suppose that for all X ⊂ R, (X,R)# exists. Then PS,Zmax is ω-closed.
Suppose that G ⊂ PSmax is V -generic then
V [G]  ZFC
and the following hold in V [G] where in V [G],
AG ⊂ P(ω1)\INS , FG : AG → V [G],
IG ⊆ P(ω1), and SG ∈ P(ω1)\INS are derived from G.
(1) φAC and ψAC hold.
(2) IG = INS andAG ∪ {SG } is a maximal antichain in (P(ω1)\INS ,⊂).
(3) If C ⊂ ω1 is closed and unbounded, then there exists a closed unbounded set D ⊂ C such that D ∈ L[x] for
some x ∈ R.
(4) For each S ∈ AG there exists A ⊂ 2ω such that [A]L ∈ S, and there exists a function f such that
(a) FG(S) = ( f, A),
(b) A is coded by ( f, S,INS ),
(c) for all stationary sets, S∗ ⊂ S, for all functions f ∗, if ( f ∗, S∗,INS) codes B ∈ L(T,R) then B ∈ L(A,R).
(5) For each function f , for each stationary set S ⊆ SG , U( f,S,INS) is not defined.
Proof. As we have indicated, the partial order, PS,Zmax, is an amalgamation of copies of PAmax. Notice that PAmax forces
that A is coded by (FG , dom(FG ),INS) where FG is the function given by the generic filter G ⊂ PAmax.
The iteration lemmas for PAmax easily adapt to prove the relevant iteration lemmas for P
S,Z
max. Roughly, one runs the
iteration arguments simultaneously along different elements of an antichain in (P(ω1)\INS ,⊂). The only potential
problem is (4(c)) because of the complexity of PS,Zmax, while this partial order is an element of L(Z ,R), in general for
A ⊆ 2ω such that [A]L ∈ S, PS,Zmax /∈ L(A,R).
Suppose
〈(M, I ),A, F, S〉 ∈ PS,Zmax,
s0 ∈ A and F(s0) = ( f0, a0). Suppose that ( f ∗, s∗) ∈ M , s∗ ⊆ s0, A∗ ⊂ 2ω, [A∗]L ∈ S, and that the condition,
〈(M, I ),A, F, S〉  “(F∗, S∗,INS) codes A∗”,
where (F∗, S∗) is the image of ( f ∗, s∗) in the iteration of (M, I ) which takes S to SG . We also suppose that A ⊆ 2ω
is the set corresponding to a0. Thus if
jG : (M, I ) → (M∗, I ∗)
is the iteration which sends S to SG , then in V [G], ( jG( f0), jG(s0),INS ) codes A.
We must show that
A∗ ∈ L(A,R).
We can suppose toward a contradiction that the condition, 〈(M, I ),A, F, S〉, forces that this fails.
Suppose that G0 ⊂ Coll(ω1,R) is L(T,R)-generic and define
F0 : ω1 → H (ω1)
by F0(α) = π(G0(α)).
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Let
〈(Mβ, Iβ), gβ, jβ,η : α ≤ ω1, β < η ≤ ω1〉
be the L(A,R)[G0]-least iteration of (M, I ) of length ω1 such that in L(R, A)[G0] the following hold.
(1.1) For all α < ω1, if F0(α) ⊂ j0,α(s0) then gα = F0(η) where η is least such that
F0(η) ⊂ (P(ω1)\Iα,⊂)Mα
is Mα-generic.
(1.2) There is a closed unbounded set C ⊂ ω1 such that for all α ∈ C , if F0(α) ⊂ j0,α(s0) and if F0(α) ∈
(P(ω1)\Iα)Mα then F0(α) ∈ gα.
(1.3) Let U∗ be the L(A,R)[G0]-least ultrafilter on ω such that
(a) U∗ ∩ Iρ0 = ∅,
(b) j0,ω1(U) ⊂ U∗ where U = (U( f0,s0,I ))M ,
(c) {σx | x ∈ A} ∪ {ω\σx | x /∈ A} ⊂ U∗.
Then U∗ = U( f ∗0 ,s∗0 ,INS ) where f ∗0 = j0,ω1( f0) and s∗0 = j0,ω1(s0).
We also require the following. Suppose that γ < ω1,
γ = (ω1)L[G0|γ,A∩L[G0|γ ]]
and that the initial segment,
〈(Mβ, Iβ), gβ, jβ,η : α ≤ ω1, β < η ≤ ω1〉|(γ + 1)
satisfies (1.1)–(1.3) in L[G0|γ, A ∩ L[G0|γ ]]. Let U∗ ∈ L[G0|γ, A ∩ L[G0|γ ]] be the ultrafilter which witnesses that
(1.3) holds in L[G0|γ, A ∩ L[G0|γ ]]. Suppose that F0(γ ) ⊂ j0,γ (s0) and that
F0(γ ) ∈ (P(ω1)\Iγ )Mγ .
Then gγ = F0(η) where η is least such that
(2.1) F0(η) ⊂ (P(ω1)\Iγ )Mγ ,
(2.2) F0(η) is Mγ -generic,
(2.3) F0(γ ) ∈ F0(η),
(2.4) Let j : Mγ → M∗ be the generic ultrapower embedding, then for all σ ∈ U∗, j ( j0,γ ( f0))(ωMγ1 )\σ is finite.
This additional requirement does not conflict with (1.1)–(1.3).
We note that in L(R)[G0],
j0,ω1(I ) = Mω1 ∩ INS .
This follows by (1.1) and (1.2) and the genericity of G0.
We make a key claim. In L(T,R)[G0] there is a closed unbounded set C ⊂ ω1 such that for all γ ∈ C , there exists
〈(M ′, I ′),A′, F ′, S′〉 < 〈(M, I ),A, F, S〉
such that the following hold.
(3.1) γ = (ω1)M ′ .
(3.2) A∗ ∩ M ′ ∈ M ′ and (M ′, I ′) is A∗-iterable.
(3.3) j0,γ (S) = S′.
(3.4) U( j0,γ ( f ∗), j0,γ (s∗),I ′) is defined in M ′ if and only if U( j0,γ ( f ∗), j0,γ (s∗),INS ) is defined in L(Rγ , Aγ )[G0|γ ] where
Rγ = R ∩ L[G0|γ ] and where Aγ = A ∩ Rγ .
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Note that since M  ψAC(I ), (3.3) implies that j0,α, must be the iteration which witnesses,
〈(M ′, I ′),A′, F ′, S′〉 < 〈(M, I ),A, F, S〉.
Granting this key claim we can easily finish the proof. The point is that
〈(M, I ),A, F, S〉  “(F∗, S∗,INS) codes A∗”,
where (F∗, S∗) is the image of ( f ∗, s∗) in the iteration of (M, I ) which takes S to SG .
Therefore it follows from (3.4) and reflection, that in L(R, A)[G0], U(F∗,S∗,INS ) is defined and this implies
A∗ =
{
x ∈ 2ω | σx ∈ U(F∗,S∗,INS )
}
where F∗ = j0,ω1( f ∗) and S∗ = j0,ω1(s∗). Therefore A∗ ∈ L(A,R).
It remains to verify the key claim stated above.
Suppose that
fB : [ω1]<ω1 → [ω1]<ω1
is B-good,
fA : [ω1]<ω1 → [ω1]<ω1
is A-good, and that
fP : [ω1]<ω1 → [ω1]<ω1
is P-good where
P = {z ∈ R | πCODE(z) ≺ (H (ω1), fB , fA)} .
Suppose that N is a countable transitive set such that
(4.1) N is closed under fP ,
(4.2) G0|ωN1 is N-generic for Coll(ωN1 ,R ∩ N).
It suffices to show that if γ = ωN1 then there exists
〈(M ′, I ′),A′, F ′, S′〉 < 〈(M, I ),A, F, S〉
for which (3.1)–(3.4) hold.
Since N is fA-closed,
〈(Mα, Iα), gβ, jβ,η : α ≤ ω1, β < η ≤ ω1〉|(ωN1 + 1) ∈ N[G0|ωN1 ].
Let RN = R ∩ N and let GN0 = G0|ωN1 .
For each s ∈ j0,ωN1 (A) let Us be the L(Z ∩ N,R
N )[GN0 ]-least ultrafilter such that
(5.1) Us ∩ Iρ0 = ∅,
(5.2) {σx | x ∈ As ∩ N} ∪ {ω\σx | x ∈ (2ω\As) ∩ N} ⊂ Us ,
(5.3) (U( fs ,s,Iη))Mη ⊂ Us where η = ωN1 .
where (ANs , fs) = j0,ωN1 (F)(s) and As ⊆ 2
ω is the set given by Z ∩ N such that ANs = As ∩ N .
By the generic nature of the iteration, j0,ω1, it follows in N[GN0 ] that for each s ∈ j0,ωN1 (A), there is a proper,
normal uniform ideal, Is , on s such that for all σ ∈ Us , and with notation as above,{
α < ωN1 | fs(α)\σ is infinite
}
∈ Is .
It follows, again from the generic nature of the iteration, j0,ω1 , that there is an (ω,∞)-distributive forcing extension,
N[GN0 ][G], of N[GN0 ] such that in N[GN0 ][G];
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(6.1) (INS)
M
ωN1 = MωN1 ∩ (INS)
N[G N0 ][G];
(6.2) For all s ∈ j0,ωN1 (A), Is ⊂ (INS)
N[G N0 ][G];
(6.3) For all X ≺ (H (ω2))N[G N0 ][G] if
X ∩ ω1 ∈ j0,ωN1 (S);
then F0(X ∩ωN1 ) ⊂ Coll(ω, X ∩ωN1 ) and F0(X ∩ωN1 ) is MX -generic where MX is the transitive collapse of X ;
(6.4) U( j0,ωN1 ( f
∗), j0,ωN1 (s
∗),INS ) is defined in N[GN0 ][G] if and only if U( j0,ωN1 ( f ∗), j0,ωN1 (s∗),INS ) is defined in L(RN , A ∩
N)[G0|ωN1 ].
The potentially subtle requirement is (6.4). Note that RN = R ∩ L[G0|ωN1 ]. It is the additional requirements, (2.1)–
(2.4), which are used here.
Now since fP is P-good, and since N is closed under fP , we have that N[GN0 ][G] is closed under fP .
By Theorem 16 there exists a countable transitive set N∗ and δ ∈ N∗ such that:
(7.1) N∗  ZFC;
(7.2) δ is a Woodin cardinal in N∗;
(7.3) N∗ ∩ VωN1 = N[G
N
0 ][G] ∩ VωN1 ;
(7.4) Suppose that g ⊂ CollN∗(ωN1 ,< δ) is N∗-generic and suppose that
N∗[g]  “I ∗ is a uniform normal saturated ideal on ω1”.
Then (N∗[g], I ∗) is both A-iterable and B-iterable.
Let g ⊂ CollN∗ (ωN1 ,< δ) is N∗-generic. By Theorem 45, there exists I ∗ ∈ N∗[g] such that
(8.1) N∗[g]  “I ∗ is a uniform normal saturated ideal on ω1”,
(8.2) N∗[g]  ψAC(I ∗),
(8.3) j0,ωN1 (A) ∩ I
∗ = ∅.
Define
〈(M ′, I ′),A′, F ′, S′〉 = 〈(N∗[g], I ∗), j0,ωN1 (A), j0,ω1(F), j0,ωN1 (S)〉
Then
〈(M ′, I ′),A′, F ′, S′〉 < 〈(M, I ),A, F, S〉
and witnesses the key claim. 
For each K ⊆ P(ω) we define a variation of the PS,Zmax partial orders, for a very simple instance of S.
We fix some notation. Assume
ZF + DC + AD+
and that for all B ⊂ R, B# exists. Let
π0 : ω2 →
{[A]L | A ⊂ 2ω}
be the map such that for all α < ω2, the set
{[A]L | [A]L <L π(α)}
has ordertype α.
Let S0 be the range of π0. Let Z0 be the canonical set which codes S0 and let
B0 = {x ∈ R | πCODE(x) ≺ (H (ω1), Z0)} ,
these are the sets associated to S0.
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Suppose that
〈(M, I ),A, F, S〉 ∈ PS0,Z0max .
Then π M0 denotes π0 as defined in M from Z0 ∩ M , and SM0 denotes the range of π M0 . Note that dom(π M0 ) = (δ∼12)M
(and not in general, ωM2 ).
Suppose K ⊆ P(ω).
Definition 67. PS0-generic,Kmax is the set of
〈(M, I ),A, F, S〉 ∈ PS0,Z0max
such that
(1) K ∩ M ∈ M and (M, I ) is K -iterable,
(2) K ∩ M is the set of x ⊂ ω such that for some α < dom(π M0 ),
x = {i | π0(ω · α + i) ∈ S} ,
where
S =
{
([a]Z)M | F(s) = ( f, a) for some s ∈ A, f ∈ M
}
.
The order is given by refining the order on PS0,Z0max :
〈(M0, I0),A0, F0, S0〉 < 〈(M1, I1),A1, F1, S1〉
in PS0-generic,Kmax , if
〈(M0, I0),A0, F0, S0〉 < 〈(M1, I1),A1, F1, S1〉
in PS0,Z0max and
j (F0) = F1|
{
[b]L | for some a ∈ M such that [a]L ∈ (S0)M , b ≤L j (a)
}
,
where
j : (M0, I0) → (M1, I1)
is the iteration such that j (S0) = S1. 
Theorem 68 (ZF + DC + AD+). Suppose that
V = L(T,R)
for some T ⊂ Ord that for all B ⊂ R, (B,R)# exists. Suppose that K ⊂ P(ω).
Then PS0-generic,Kmax is ω-closed.
Suppose that G ⊂ PS0-generic,Kmax is V -generic then
V [G]  ZFC
and the following hold in V [G] where in V [G],
AG ⊂ P(ω1)\INS ,
SG ∈ P(ω1)\INS and
SG ⊂
{[A]L | A ⊂ 2ω, A ∈ L(T,R)}
are derived from G.
(1) φAC and ψAC hold.
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(2) AG ∪ {SG} is a maximal antichain in
(P(ω1)\INS ,⊂).
(3) If C ⊂ ω1 is closed and unbounded, then there exists a closed unbounded set D ⊂ C such that D ∈ L[x] for
some x ∈ R.
(4) For each A ⊂ 2ω such that [A]L ∈ SG there exists S ∈ AG and f such that U( f,S,INS) is defined and codes A.(5) For each S ∈ AG there exists A ⊂ 2ω such that [A]L ∈ SG, such that A is coded by ( f, S,INS ) for some function
f , and such that for all stationary sets, S∗ ⊂ S, for all functions f ∗, if ( f ∗, S∗,INS ) codes B ∈ L(T,R) then
B ∈ L(A,R).
(6) For each function f , for each stationary set S ⊆ SG , U( f,S,INS) is not defined.(7) Let BG = {α < ω2 | π0(α) ∈ SG }. Then
(a) K = {x ⊂ ω | for some α < ω2, x = {i | π0(ω · α + i) ∈ SG }},
(b) R ⊂ L[BG ].
Proof. This is a straightforward variation, the proofs of the necessary iteration lemmas are very similar to the proofs
of the corresponding iteration lemmas for PS0,Z0max . 
For our application, proving Theorem 7, the key feature of L(T,R)[G] is that in L(T,R)[G] there is a surjection,
e : ω2 → K ×R
which is definable in H (ω2)L(T ,R)[G] (and the definition does not depend on K or G). This is because the set BG is
definable in H (ω2)L(T ,R)[G] and this definition does not depend on K or G. It is this feature which allows one to prove
both Theorems 9 and 10 without using Theorem 58.
Theorem 69 (ZF + DC + ADR). Let P be the partial order of the cardinals of subsets of S2. There is an injection
e : P(R) → P
such that for all A, B ∈ P(R), A ⊆ B if and only if e(A) ≤ e(B).
Proof. Clearly it suffices to produce an injection,
e : P(P(ω)) → P
such that for all K0, K1 ⊂ P(ω), K0 ⊂ K1 if and only if e(K0) < e(K1).
For each set K ⊂ P(ω) let Z K be the set of a ∈ S2 for which there exists K ∗ ⊂ P(ω) ∩ L[a] such that for some
T ⊂ Ord, if σ = R ∩ L[a] then
(1.1) L(T, σ )  ZF + DC + AD+,
(1.2) K ∗ ∈ L(T, σ ) and K ∗ ⊂ K0,
(1.3) For all Y ∈ P(σ ) ∩ L(T, σ ), (Y, σ )# ∈ L(T, σ ),
(1.4) there exists an L(T, σ )-generic filter,
g ⊂
(
P
S0-generic,K ∗
max
)L(T ,σ )
,
such that a = (BG)L(T ,σ )[g].
Define
e : P(P(ω)) → P
by e(K ) = |Z K |. Note that if K0 ⊆ K1 then Z K0 ⊆ Z K1 .
Therefore it suffices to show that for all, K0, K1 ⊆ P(ω), if there is an injection
H : Z K0 → Z K1,
then K0 ⊆ K1.
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Let B be the set of x ∈ R such that
πCODE(x) ≺ (H (ω1), K0, K1, B0, H )
where πCODE : R → H (ω1) is our coding map and B0 ⊂ R is the set we have associated to S0, see the discussion
preceding Definition 67.
Let
fB : [ω1]<ω1 → [ω1]<ω1
be B-good.
Choose a countable set σ ⊂ R such that
L(σ )[ fB ]  ZF + DC + AD+
and such that σ = R ∩ L(σ, fB). Note that for all Y ∈ P(σ ) ∩ L(σ )[ fB ], (Y, σ )# ∈ L(σ )[ fB ].
Since fB is B-good,
L(σ )[ fB ] = L(T, σ )
where T = (HOD fB )L(σ )[ f B] ∩ H (ω1).
Let G ⊂
(
P
S0-generic,K
max
)L(T ,σ )
be L(T, σ )-generic, where K = K0 ∩ L(T, σ ) and let
a = (BG)L(T ,σ )[G].
Thus a ∈ Z K0 . However Lω1[T ][a] is a generic extension of Lω1 [T ] (by Vopenka’s Theorem) and so since Lω1 [T ]
is closed under fB , it follows (since fB is B-good) that H (a) ∈ L[a]. Let b = H (a) and let K ∗ ∈ L[b] witness that
b ∈ Z K1 .
Thus there exist
(Tb, σb, gb, K ∗)
such that the following hold.
(2.1) Tb ⊂ Ord and σb = R ∩ L(Tb, σb).
(2.2) L(Tb, σb)  ZF + DC + AD+.
(2.3) For all Y ∈ P(σb) ∩ L(Tb, σb), (Y, σb)# ∈ L(Tb, σb).
(2.4) K ∗ ⊂ K1 and K ∗ ∈ L(Tb, σb).
(2.5) gb ⊂
(
P
S0-generic,K ∗
max
)L(Tb,σb)
and gb is L(Tb, σb)-generic.
(2.6) b = (BG)L(Tb,σb)[gb∗ ].
Since H is an injection it follows that (ω2)L[b∗] ≥ (ω2)L[a] and so it must be the case that
(ω2)
L[b] = (ω2)L[a].
We can now apply Theorem 33 in L[a] to conclude that
(P(ω1))L[a] = (P(ω1))L[b].
Note that by absoluteness,
(S0)
L(T ,σ ) = (S0)L(Tb,σb)
(we do not have to appeal to Theorem 58 for this) and so, by Theorem 68. It follows that a = b.
Therefore K0 ∩ L[a] ⊆ K1 and so K0 ⊆ K1. 
Suppose that σ ⊂ R is countable. Then Pσ is defined if there exists T ⊂ Ord such that
(1) σ = L(T, σ ) ∩ R,
(2) L(T, σ )  ZF + DC + AD+,
W. Hugh Woodin / Annals of Pure and Applied Logic 140 (2006) 161–232 229
(3) For all τ ∈ P(σ ) ∩ L(T, σ ), (τ, σ )# ∈ L(T, σ ).
and Pσ =
(
P
S0-generic,∅
max
)L(T ,σ )
. By absoluteness, Pσ is unique.
Let X0 be the set of b ∈ S2 such that there exist (b∗, x∗) ∈ (S2 × R) ∩ L[b] for which the following hold where
σ = R ∩ L[b∗].
(1) Pσ is defined.
(2) There exists an L(σ,Pσ )-generic g ⊂ Pσ filter such that b∗ = (bg)L(σ,Pσ )[g] and such that either: b = b∗; or
x∗ /∈ L[b∗] and L[b] = L[b∗, x∗].
Assuming ZF + ADR there is a normal fine measure on Pω1(R) and it is unique, [8]. It is easily checked that for
µ-almost all σ , Pσ is defined.
Assuming ZF + DC + ADR there is a natural countably complete (nonprincipal) filter, FX0 , on P(X0). This is
defined as follows. FX0 is the set of X ⊆ X0 such that for µ-almost all σ , (Bg)L(σ,Pσ )[g] ∈ X , for almost all filters,
g ⊂ Pσ .
A version of the following theorem has been proved by Thomas, [10], in the setting of cardinals |R/E | where E
is Borel equivalence relation with no uncountable equivalence classes, obtaining the analogous corollary, an example
for which |R/E | = |R/E | + |R/E |.
Theorem 70 (ZF + DC + ADR). Suppose that
h : X0 → X0
and that h is an injection. Then there exists Y ∈ FX0 such that h|Y is the identity. 
Proof. Given Theorem 68, the proof is a straightforward variation of the proof of Theorem 69. Let
A = {x ∈ R | πCODE(x) ≺ (H (ω1), h)}
and let fA : [ω1]<ω1 → [ω1]<ω1 be A-good.
For µ-almost all σ ,
(1.1) σ ∩ L(σ )[ fA] = σ ,
(1.2) for all τ ∈ P(σ ) ∩ L(σ )[ fA], (σ, τ )# ∈ L(σ )[ fA],
(1.3) L(σ )[ fA]  ZF + DC + AD∗,
(1.4) L(σ )[ fA] = L(T, σ ) for some T ⊂ Ord.
Let g ⊂
(
P
S0-generic,∅
max
)L(T ,σ )
be L(σ )[ fA]-generic and let a = (Bg)L(T ,σ )[g]. Thus a ∈ X0 and so, since fA is
A-good, h(a) ∈ L(T, σ )[g]. Let b∗ ∈ S2 ∩ L[h(a)] and x∗ ∈ R ∩ L[h(a)] witness h(a) ∈ X0.
Since h is an injection it follows that (ω2)b∗ = (ω2)L[a] and so by Theorem 64,
H (ω2)L[a] = H (ω2)L[b∗].
Therefore x∗ ∈ L[b∗] and so b∗ = h(a). Finally as in the proof of Theorem 69, it follows that a = h(a). 
Corollary 71 (ZF + DC + ADR). |X0|+|X0| = |X0| and there is no sentence φ such that for all Y ⊂ X0, |Y | = |X0|
if and only if
(L(R, X0, Y ), X0, Y )  φ.
Proof. It is immediate by Theorem 70 that |X0| + |X0| = |X0|.
The other assertion of the corollary follows from the following claim. Suppose Z ⊆ Pω1(R). Let YZ ⊆ X0 be the
set of a ∈ X0 such that the following hold where σ = R ∩ L[a].
(1.1) σ ∈ Z and Pσ is defined.
(1.2) There is a L(σ,Pσ )-generic filter, g ⊂ Pσ such that
a = (Bg)L(σ,P)[g].
Then |YZ | = |X0| if and only if µ(Z) = 1 where µ is the normal, fine, measure on Pω1(R).
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This claim is easily verified. By Theorem 70, if |YZ | = |X0| then µ(Z) = 1. Therefore it suffices to show that if
µ(Z) = 1 then there is an injection,
h : X0 → YZ ,
(since YZ ⊆ X0). Fix a function F : R<ω → R such that for all σ ∈ Pω1(R), if F[σ<ω] ⊆ σ then Pσ is defined and
σ ∈ Z .
Suppose a ∈ X0. If L[a] is closed under F then define h(a) = a. If L[a] is not closed under F let s ∈ L[a] be
least such that F(s) /∈ L[a] and let b ∈ S2 ∩ L[a][F(s)] be least such that b codes (a, s, F(s)). Define h(a) = b.
Clearly
h : X0 → YZ
and h is an injection.
The lemma now follows since (assuming ADR), for all A ⊂ R,
µ ∩ L(A,R) /∈ L(A,R);
the reason is simply that (A,R)# ∈ L(A,R)[µ]. 
7. Connections with Ω -logic
While these results suggest that the analysis of the cardinals below |S2| is futile there is a natural connection with
generalized logics, in particular with Ω -logic. There is a discussion ofΩ -logic in [3], but a better reference is [4] since
the definition of Ω -logic is changed from that in [3].
Assume ZF + DC + ADR (this is the context for the discussion which follows): so in this context, T Ω φ if there
exists a set A ⊆ R such that if
f : [ω1]<ω1 → [ω1]<ω1
is A-good and if M is a countable transitive set such that M  ZFC and M is f -full then for all α ∈ M ∩ Ord, if
Mα  T
then Mα  φ; see Definitions 13 and 14.
For each sentence, φ, let
Sφ2 =
{
a ∈ S2 | (H (ω2))L[a]  φ
}
.
The property, |S1| < |Sφ12 | ≤ |Sφ22 |, should reflect some metamathematical property of the pair (φ1, φ2).
By Theorem 64, there is a sentence ψ such that the following holds. Suppose that
|S1| < |Sψ∧φ12 | ≤ |Sψ∧φ22 |.
Then
ZFC + “H (ω2)  ψ ∧ φ1” Ω “H (ω2)  ψ ∧ φ2”.
Are there such sentences, ψ , such that
|S1| < |Sψ2 | ≤ |SCH2 |?
If so must there exist a ∈ Sψ2 such that
L[a]  ω1 ?
Suppose X ⊂ [ω1]<ω1 . Then X is incompressible if there is no injection,
h : X → [ω1]<ω1
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such that for all a ∈ X , sup(h(a)) < sup(a). Notice that if X is incompressible and X = Y ∪ Z then either Y is
incompressible or Z is incompressible.
Let κ0 denote the least weakly compact cardinal and let
Sκ0 =
{
a ∈ [ω1]<ω1 | sup(a) = (κ0)L[a]
}
.
For each sentence φ let,
Sφκ0 =
{
a ∈ Sκ0 | (Vκ0)L[a]  φ
}
.
(1) Are there sentences ψ such that Sψκ0 is incompressible and such that the following holds? If Sφκ0 is incompressible
and if
|Sφκ0 | ≤ |Sψκ0 |,
then
ZFC + “Vκ0  φ” Ω “Vκ0  ψ”.
(2) If so can one classify such sentences?
Two obviously related questions are the following where ψ0 is the sentence:
Suppose that N ⊂ Vκ0 , N is transitive, κ0 ⊂ N, N  ZFC and in N there are no weakly compact cardinals.
Then N = Vκ0 .
(1) Is the theory,
ZFC + ψ0 + “There is a weakly compact cardinal”,
Ω -consistent?
(2) Suppose there is a measurable cardinal, must there exist a partial order P such that
V P  ψ0 + “There is a weakly compact cardinal”?
We note the following which shows that some restriction of the large cardinals of L[a] ∩ Vsup(a) is necessary for
these kinds of questions, this is why we have restricted to weakly compact cardinals. One could allow slightly stronger
large cardinals and probably the questions become more difficult as the strength of the large cardinal increases which
is another reason why we have focused on weakly compact cardinals rather than inaccessible or Mahlo cardinals.
Suppose that X ⊂ [ω1]<ω1 is incompressible and that for all a ∈ X ,
Vsup(a) ∩ L[a]  ZFC + “0# exists”.
Then there exists Y ⊂ [ω1]<ω1 and a bijection,
h : X → Y,
such that h ∈ L(X,R), Y is incompressible, and such that for all b ∈ Y , 0# /∈ L[b].
8. Open questions
The context for each of the following questions is ZF + DC + ADR.
Define a cardinal |X | ≤ |[ω]ω| to be a successor cardinal if there exists a maximum cardinal below |X |. By
Corollary 27, |A1| is a successor cardinal (there are 7 infinite successor cardinals ≤ |A1|, these are the cardinals listed
in the third line of the proof of Corollary 27 except for |S1 × [ω1]ω|).
(1) Suppose |X | ≤ |[ω1]<ω1 | is a successor cardinal. Must |X | ≤ |A1|?
(2) Is there a set Y ⊂ [ω1]<ω1 such that
(a) |Y | < |[ω]<ω1 |,
(b) |Y | ≤ |A1|,
232 W. Hugh Woodin / Annals of Pure and Applied Logic 140 (2006) 161–232
(c) for all X ⊂ [ω1]<ω1 , there is an injection of Y to X if and only if there is an injection, f : Y → X , such that
{t ∈ R | πCODE(t) ∈ f }
is Σ∼13? (cf. Theorem 28.)
By Theorem 23, if Y ⊂ [ω1]<ω1 and either |Y | = |[ω1]<ω1 | or |Y | ≤ |[ω1]ω| then there is a sentence, φ, such that
for all X ⊆ [ω1]<ω1 ,
|Y | = |X |
if and only if
〈H (ω1), X〉  φ.
(3) Are there any other such uncountable cardinals below |[ω1]<ω1 |?
(4) Is |S1| such a cardinal?
Note that by Theorem 61, there are cardinals |Y | ≤ |S2| which do not have this property even restricting to sets
X ⊂ S2 and even requiring there exists Y ′ ⊂ S2 such that |Y ′| = |Y | and such that Y ′ is definable in H (ω1).
Finally, the fact that |X | = |R| is a local property of X for X ⊂ [ω1]<ω1 could be a very general fact despite the
fact that the proof seems very specific to the case of subsets of [ω1]<ω1 . We note that for subsets of [ω1]<ω1 one only
needs a weak version of the Dichotomy Theorem, this is the version for sets, X ⊂ [ω1]<ω1 , such that ω1 ≤ |X | and
this special case is easier to prove.
(5) Is there a sentence, φ, such that for all equivalence relations,
E ⊂ R× R,
|R/E | = |R| if and only if
(Vω+1, E)  φ?
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