Seismic anisotropy within the lithosphere of cratons preserves an important record of their ancient assembly. In southern Africa, anisotropy across the Archean Kaapvaal Craton and Limpopo Belt has been detected previously by observations of SKS-wave splitting. Because SKS-splitting measurements lack vertical resolution, however, the depth distribution of anisotropy has remained uncertain. End-member interpretations invoked the dominance of either anisotropy in the lithosphere (due to the fabric formed by deformation in Archean or Palaeoproterozoic orogenies) or that in the asthenosphere (due to the fabric formed by the recent plate motion), each with significant geodynamic implications.
I N T RO D U C T I O N
The study of cratons (the ancient cores of continents) takes us as far back in time as the Archean Eon, over 2.5 billion years before present. The rocks within the lithosphere of cratons preserve a record of their Archean formation and evolution. The rocks' anisotropic fabric, in particular, is an indicator of the patterns of deformation during the enigmatic assembly of cratons. Such fabric gives rise to azimuthal seismic velocity anisotropy (directional dependence of seismic wave speeds) and causes detectable perturbations in the propagation of seismic waves that traverse it within the crust and underlying mantle. The character and the lateral and vertical variability of the fabric can thus be determined from seismic observations, yielding important information on how cratons evolved.
The Archean Kaapvaal Craton in southern Africa ( Fig. 1 ) is large (1.2 × 10 6 km 2 ) and offers abundant (and well-studied) kimberlite nodules from the deep lithosphere. It has also been sampled by a dense array of broad-band seismic stations, the Southern African Seismic Experiment (SASE), making it an exceptional natural laboratory for the study of ancient continents (De Wit et al. 1992; Carlson et al. 2000; James et al. 2001; Silver et al. 2001; Schutt & Lesher 2010) . The oldest crustal ages in the western and central parts of the craton are 2.9-3.2 Ga and 3.0-3.6 Ga, respectively, and the bulk of its mantle lithosphere has probably formed prior to 3 Ga (Griffin et al. 2004) . The older, eastern part of the Kaapvaal Craton stabilized before 2.8-3.0 Ga; its western and northern parts, as well as the Limpopo Belt adjacent to it on the north, are thought to have accreted to it in convergent-margin processes between about 2.9 and 2.6 Ga in the late Archean or, for the Limpopo Belt, around 2.0 Ga in the Palaeoproterozoic (de Wit et al. 1992; Kamber et al. 1995;  Figure 1. Geographic map of southern Africa, with the main tectonic units labelled. Most of the seismic stations (triangles) were deployed by SASE. The four subregions that we identify are indicated with different colours of the station symbols. Holzer et al. 1998; Irvine et al. 2001; Moser et al. 2001; Schmitz et al. 2004; Silver et al. 2004) .
As most Archean cratons, the Kaapvaal Craton and the Limpopo Belt are underlain by a thick, cold, stable mantle lithosphere, compositionally buoyant due to its depletion in basaltic components (Jordan 1975 (Jordan , 1988 Carlson et al. 2000; Begg et al. 2009; Muller et al. 2009; Fullea et al. 2011) . Anomalously high S-and P-wave velocities beneath the Kaapvaal Craton and the Limpopo Belt reflect anomalously low temperatures within the mantle beneath them and show that their lithosphere currently extends down to at least 180-200 km depths (e.g. James et al. 2001; Fouch et al. 2004a; Priestley et al. 2006; Chevrot & Zhao 2007; Wang et al. 2008; Begg et al. 2009; Priestley & Tilmann 2009; Fishwick 2010; Adams & Nyblade 2011; Li 2011) . Mantle xenolith data sample the temporal evolution of the lithosphere since its formation. They show that most of the Kaapvaal Craton and Limpopo Belt mantle root (down to 180-200 km depths) has formed and stabilized in the Archean Eon, and that it has been attached to the overlying crust since that time (Pearson et al. 1995; Carlson et al. 1999 Carlson et al. , 2000 Griffin et al. 2004) .
According to seismic receiver function and surface wave studies, the crust beneath the northern Kaapvaal Craton and Limpopo Belt is thicker (40-45 km) than beneath the central and southwestern Kaapvaal Craton (35-40 km) (Nguuri et al. 2001; Stankiewicz et al. 2002; Nair et al. 2006; Yang et al. 2008) . The world's largest layered mafic intrusion of the Bushveld Igneous Complex in the northern Kaapvaal Craton developed at around 2.06 Ga (Fig. 1 ) and was associated with a modification of both the crust and mantle lithosphere (Good & De Wit 1997; Carlson et al. 1999; Eglington & Armstrong 2004) . The position of the Bushveld Complex may have been influenced by the Thabazimbi-Murchison Lineament (TML; Good & De Wit 1997) , which extends across the north of the Kaapvaal craton in the NNE-SSW direction, subdividing it with faults.
A major finding of the SASE deployment of broad-band seismic stations was the peculiar distribution of SKS splitting across the Kaapvaal Craton and the Limpopo Belt. The splitting of SKS waves is an indicator of azimuthal anisotropy along their nearly vertical path from the core-mantle boundary to the seismic station. Normally, the splitting measurements are dominated by anisotropy within the lithosphere-asthenosphere system. The anisotropy reflects the crystallographic preferred orientation of olivine (the dominant mineral in the mantle) that develops in response to shear strain (e.g. Silver 1996; Savage 1999; Becker et al. 2006; Long & Becker 2010) . In southern Africa, the splitting times (delays between the arrivals of the SKS waves polarized in the fast and slow propagation directions) are relatively small, around 0.6 s on average (Silver et al. 2001 (Silver et al. , 2004 . This is about half of the global average, or of the global average over cratons only (Becker et al. 2012) . The fastpropagation azimuths, however, displayed a coherent spatial pattern, with NE-SW fast azimuths in the western Kaapvaal Craton rotating to ENE-WSW and E-W azimuths in the northern Kaapvaal and the Limpopo Belt (Section 6). Little or no SKS splitting was detected in the central Kaapvaal Craton. Silver et al. (2001 Silver et al. ( , 2004 interpreted these fast-propagation directions as evidence that the SKS splitting occurs in the lithosphere. The important implication was that the splitting indicated fabric within the mantle lithosphere that formed at 2.9-2.6 Ga during collisional accretion of the western and northern parts of Kaapvaal Craton (Kimberly and Pietersburg blocks, respectively) and, later, the Limpopo Belt to the craton's core (Witwatersrand block in the central part of the craton today). This interpretation was in contrast to an earlier inference by Vinnik et al. (1995) , who detected SKS splitting with NNE-SSW fast-propagation directions at stations within the southern Kaapvaal Craton and concluded that the splitting reflected the shear in the mantle associated with the current motion of the African Plate. Silver et al. (2001 Silver et al. ( , 2004 postulated that the SKS splitting originates in the lithosphere because a significant proportion of their measurements (particularly, the E-W ones in northern Kaapvaal and Limpopo) did not match the plate-motion direction. Their measurements in the western Kaapvaal, however, showed NE-SW and NNE-SSW fast directions, similarly to the data of Vinnik et al. (1995) , implying an ambiguity in what the SKS splitting may indicate (Archean fabric in the lithosphere or recent shear beneath it?). Fundamentally, the ambiguity is due to the lack of vertical resolution inherent in SKS measurements. To determine the vertical distribution of anisotropic fabric beneath southern Africa, measurements of different types are required.
Surface waves can provide the necessary vertical resolution. Global and continent-scale tomographic models derived from surface wave observations have been successful in mapping the layering of azimuthal anisotropy within continental lithosphere and asthenosphere at large scales (e.g. Simons et al. 2002; Debayle et al. 2005; Yuan & Romanowicz 2010) . Analysis of surface wave data from dense broad-band arrays has been producing increasingly high resolution of distributions of anisotropy, both lateral and vertical Yang & Forsyth 2006; Zhang et al. 2007; Deschamps et al. 2008a; Beghein et al. 2010; Fry et al. 2010; Endrun et al. 2011; Lin et al. 2011) .
In southern Africa, a number of surface wave studies targeted the isotropic shear-speed structure of the lithosphere, all detecting a thick, high-velocity root beneath the Archean cratons (e.g. Priestley 1999; Freybourger et al. 2001; Saltzer 2002; Li & Burke 2006; Priestley et al. 2006; Yang et al. 2008; Fishwick 2010; Adams et al. 2011; Fishwick & Bastow 2011; Li 2011) . Radial anisotropy, determined by joint inversions of Rayleigh-and Love-wave measurements, was found to be similar in amplitude to the global average (Dziewonski & Anderson 1981) , as for cratons elsewhere , with horizontally polarized shear waves travelling a few per cent faster than vertically polarized ones (Freybourger et al. 2001; Saltzer 2002) . Measurements of azimuthal anisotropy, however, have proven difficult. Freybourger et al. (2001) searched for but did not detect azimuthal surface wave anisotropy. Li (2011) inverted Rayleigh-wave measurements for isotropic phase-velocity maps and the whole-region average phase-velocity anisotropy and found predominantly NE-SW fast-propagation directions in a 40-110 s period range, with amplitudes mostly under 1 per cent. Interestingly, Pn measurements in the central Kaapvaal Craton indicated similar, NNE-SSW fast-propagation directions within the uppermost mantle, although the small data set available was not sufficient to isolate completely the signal of anisotropy from that of isotropic heterogeneity (Kwadiba et al. 2003) . Overall, 3-D variations of azimuthal anisotropy beneath southern Africa are still unknown.
In this study, we apply powerful recent implementations of interstation measurement methods to the complete SASE data set and measure phase velocities of the Rayleigh and Love fundamental modes in broad period ranges. Analysis of the new measurements reveals the lateral and vertical distribution of azimuthal anisotropy across the Kaapvaal Craton and the Limpopo Belt, from the upper crust down to the asthenosphere. We reconcile our results qualitatively with published shear wave splitting measurements, identify the likely depth ranges of the origin of the splitting and discuss the implications of the results for southern Africa's lithospheric and asthenospheric dynamics.
P H A S E V E L O C I T I E S

Measurements
We collected seismograms recorded by two permanent (Geotech KS-54000 borehole seismometers) and 112 temporary (STS2) broad-band stations in southern Africa (Fig. 1) . The temporary stations belonged to the SASE which included two deployments: the Anatomy of an Archean Craton (55 broad-band seismic stations at 82 sites) and the Kimberley Telemetered Array (30 temporary stations; Carlson et al. 1996) . We apply a small (−0.688 s) 'Quanterra bug' timing correction (Bolton et al. 1998) to the long-period channel data from the two permanent stations, BOSA and LBTB. All seismograms underwent instrumental response correction to displacement. The horizontal components were rotated to the radial and transverse components.
We use two methods to obtain Rayleigh-and Love-wave dispersion curves for pairs of stations in a broad range of periods. With the first method, we compute the cross-correlation of the displacement field from a source recorded at two stations (Meier et al. 2004) that are aligned with the source (within a backazimuth window of a 10
• half-width). Thanks to its elaborate scheme of windowing and weighting in the time and frequency domains, this method enables measurements of interstation dispersion curves from short (5-20 s) to long (up to hundreds of seconds) periods, from the phase of the cross-correlation function. Short-period teleseismic surface waves are always diffracted and often show distinct multiple arrivals of the fundamental mode (multipathing). These waves would be difficult to model accurately with any techniques and models available. It turns out, however, that if the complex wavefield does not change too much between nearby stations, then the cross-correlation of the diffracted surface waves recorded at these stations can produce robust, accurate phase-velocity measurements (Meier et al. 2004; Endrun et al. 2008; Lebedev et al. 2009 ).
The second method uses the Automated Multimode Inversion of surface and S waveforms (Lebedev et al. 2005) that, for successful waveform fits, can measure average phase velocities between sources and stations. Dispersion curves that average between pairs of stations are then computed from these 'source-station' dispersion curves, with the stations and sources, again, approximately on the same great-circle path (Lebedev et al. 2006 ). This method is complementary to the first one in that it provides more phase-velocity measurements at long periods (over 50 s), at which the fundamental mode often interferes with S and multiple-S arrivals, especially for Love waves, making cross-correlation measurements difficult. Dispersion curves from both methods and all earthquakes are then combined, and an average curve can be computed for each station pair.
We use transverse and vertical components to measure phasevelocity curves for Love and Rayleigh waves, respectively. Measurements are carefully examined interactively, to remove any rough (not smooth) portions of dispersion curves and outliers. Surfacewave diffraction and mode interference may cause errors in phasevelocity measurements performed on seismograms from any single event (e.g. Friederich et al. 2000; Pedersen 2006; Bodin & Maupin 2008) . Because these effects have a strong frequency dependence, selection of only smooth portions of phase-velocity curves reduces the impact of the errors. The averaging of many measurements, performed on signal from events in different regions, particularly at opposite azimuths from the station-station pair, is another important element of the method and produces robust, accurate phase-velocity measurements (Meier et al. 2004; Lebedev et al. 2006) .
The four subregions
A robust phase-velocity curve for a pair of stations can be computed as an average over tens to hundreds of curves measured using seismograms from single events (Meier et al. 2004; Lebedev et al. 2006) . If average dispersion curves are computed for various station combinations within an array, a tomographic inverse problem can be set up and solved for the distributions of the isotropic and anisotropic heterogeneity (e.g. Zhang et al. 2007; Deschamps et al. 2008a; Endrun et al. 2011) . Because of the relatively short deployment time of the SASE stations and the remoteness of southern Africa from regions of abundant seismicity, there are not enough 'one-event' measurements to compute robust averages for most of the pairs of SASE stations.
We thus devise an alternative approach: we divide southern Africa into subregions, each with a relatively homogeneous structure within it, and invert our measurements for subregion-average, phase-velocity structure and anisotropy. The four regions we identify are the Limpopo Belt and the northern, central and southwestern Kaapvaal Craton (Fig. 1) . The crustal thickness is relatively uniform within each of the subregions, according to published receiverfunction and surface wave studies (Nguuri et al. 2001; Stankiewicz et al. 2002; Nair et al. 2006; Yang et al. 2008; Kgaswane et al. 2009 ). Isotropic phase-velocity heterogeneity at periods sampling the crust and the mantle is also relatively weak within each subregion (Yang et al. 2008; Li 2011) . Each of the four regions contains numerous two-station pairs (Table 1 ; Fig. 2 , top panels) and is sampled by a very large number of phase-velocity measurements (Fig. 2 , middle and bottom panels).
Isotropic-average, Rayleigh and Love phase-velocity curves
Using the numerous phase-velocity measurements within each of the four regions (Table 1; Fig. 2) , we obtain accurate isotropicaverage dispersion curves in very broad ranges of periods. The period ranges extend from 5 s to 250-400 s for Rayleigh and from 5 s to 100-250 s for Love waves, depending on the region (Figs 2 and 3). Phase-velocity measurements in such period ranges can resolve shear velocity structure from the upper crust down to the lower lithosphere and asthenosphere (Fig. 4) .
In Fig. 3 we compare the phase-velocity curves from the four regions with each other, with global-reference curves, and with published previous measurements. Both Rayleigh and Love curves from the four regions are well above global average values and are, overall, very similar across the four regions (Fig. 3A) . Zooming in on the differences between the regions, we plot Rayleigh-wave phase-velocity anomalies (Fig. 3B) , computed as differences of observed curves and the curve computed for the reference model AK135 (Kennett et al. 1995) , which is close to a global continental average.
Phase-velocity curves in Figs 3(A) and (B) are computed by simple averaging over all measurements within the regions. Our measurements, however, are distributed unevenly as a function of azimuth of the interstation path (specifically, paths with ∼NE backazimuths align with more events, mainly in SE Asia, than those at other backazimuths). In the presence of azimuthal anisotropy, this may result in a bias in the average phase-velocity curves. The bias can be removed by computing both the isotropic values and anisotropy of phase velocities explicitly, as we describe in Section 3. In Figs 3(C) and (E) we plot our isotropic-average phase-velocity curves with the effect of anisotropy removed; Figs 3(D) and (F) show the anomaly of the isotropic-average curves relative to AK135. We do not plot the isotropic curves up to the very long periods spanned by the simple-average curves because the number of measurements at these periods was insufficient to compute anisotropy accurately. The effect of azimuthal anisotropy, however, is small compared to the phase-velocity anomalies relative to the global average. Therefore, for most purposes, simple-average curves (Figs 3A and B) provide useful accuracy up to the very long periods (>200 s).
In all Archean parts of southern Africa sampled by our data, phase velocities are much greater than the global average, both at the short periods that sample the crust and at the long periods that sample primarily the mantle lithosphere, indicating high shear velocities in both layers. The reduction in the anomaly at 15-30 s (Figs 3B, D and F) is in part due to the crust being thicker than the 35 km crust in the reference model (Nguuri et al. 2001; Stankiewicz et al. 2002; Nair et al. 2006; Yang et al. 2008; Kgaswane et al. 2009 ): the northern Kaapvaal Craton and the Limpopo Belt have the thickest crust and show the lowest phase velocities in this period range.
Rayleigh-wave curves published recently by other authors are consistent with our measurements. We compare the published curves and our isotropic-average ones in Figs 3(E) and (F). The smooth, southern Africa average dispersion curve of Yang et al. (2008) is somewhat slower than all of our curves because it was an average over a larger region around the Kaapvaal Craton, including non-cratonic, southern South Africa. The North Kaapvaal average curve of Li & Burke (2006) is nearly identical to our northern Kaapvaal and Limpopo curves in most of its 20-180 s period range (apart from its rougher portion with a dip at 70-110 s). The South Kaapvaal average curve of Li & Burke (2006) is also very similar to our central and southwestern Kaapvaal curves at 25-50 s, although it is 1-2 per cent slower at longer periods. This is probably due to their South Kaapvaal region extending further south than our subregions and sampling the seismically slower southernmost portion of the craton (Yang et al. 2008; Li 2011) .
The Rayleigh-wave curves obtained by different methods are very similar, and the (small) differences between them can be explained by the differences in the boundaries of the regions that the curves average over. This consistency validates the measurements and confirms the accuracy of the currently available Rayleigh-wave data.
The new measurements obtained in this study extend the range of Rayleigh-wave curves to very long periods and also add the broadband Love-wave curves (Fig. 3A) . The availability of both Rayleigh and Love measurements will be particularly useful for isolating the isotropic-average seismic-velocity structure from the effects of radial anisotropy, to relate it to the lithospheric temperature and composition (e.g. Khan et al. 2011; Fullea et al. 2012) .
INVERSION
Within each subregion, we measured phase velocities of surface waves travelling at different azimuths. We can use the azimuthal dependence of phase velocities to determine the orientation and amplitude of azimuthal anisotropy, as a function of period, in different parts of the Kaapvaal Craton and in the Limpopo Belt. Figure 2. Rayleigh-and Love-phase velocity measurements. Top panels: stations and interstation paths within each subregion. Middle panels: region-average, phase-velocity curves for Love and Rayleigh waves. Bottom panels: all dispersion curves, each measured using a pair of stations and a single event. Grey dispersion curves were computed for the reference model AK135 (Kennett et al. 1995) .
Rayleigh-wave anisotropy
The azimuthal data coverage is sufficient to constrain azimuthal anisotropy in the period range from 5 s to 150-200 s, depending on the region. The inversion procedure described later is applied independently to data from each subregion, at every period. First, we sort phase-velocity measurements into 1
• bins, according to the station-station azimuth. For example, the north-south direction (0 • ) contains interstation pairs with azimuths in the range [−0.5
• ; 0.5 • ). We next use sliding windows to smooth the phasevelocity distributions with azimuth. This averages out noise in the measurements and also takes into account the finite station-event backazimuth window used in the selection of sources for phasevelocity measurements. We choose the half-width of the window of 15
• . For example, phase velocity in the north-south direction (0 • ), is an average over all measurements from all interstation pairs situated at azimuths in the range [−15.0 • ; 15.0 • ]. Such a 30
• width window is applied at every 1
• step. We have verified that the choice of the width of the window does not influence our results (in Appendix A, we test three different window widths and show that the results (Kennett et al. 1995) , to highlight the differences between the curves. (C) Isotropic-average, Rayleigh-wave dispersion curves for the four subregions, computed by inversions for azimuthal anisotropy at each period. (D) Same curves as in panel (C) but presented as the anomaly with respect to AK135. (E) Comparison between our isotropic curves (same as in C) and those from previous studies. (F) Same curves as in panel (E) but presented as the anomaly with respect to AK135.
are robust with respect to the choice of the width). To avoid biases due to larger numbers of measurements at some azimuths compared to others, phase velocity in a window is computed as a weighted average, with weights inversely proportional to the number of measurements at an azimuth. At a period T and azimuth ϕ, the averaged phase velocity C(T, ϕ) is computed as:
with
where w i (T) is the weight applied at the azimuth i (i ∈ Z) and n i (T) is the number of measurements at azimuth i. C j (T, i) is the jth phase-velocity measurement at the azimuth i and period T.
For a weakly anisotropic medium, azimuthal anisotropy of surface waves is described (Smith & Dahlen 1973 ) as a harmonic function of the form:
where T is the period, ϕ is the azimuth, C is the observed phase velocity, C 0 is the isotropic phase velocity and A 1 , A 2 , A 3 and A 4 are variables that depend on elastic properties of the medium and parametrize anisotropy. At each period, the amplitudes of anisotropy (A 2ϕ and A 4ϕ ) and the fast-propagation azimuths (φ 2ϕ and φ 4ϕ ) for the 2ϕ and 4ϕ components of anisotropy, respectively, are calculated as: T and G is the sensitivity matrix with the coefficients that link the data and the model. We use the least-squares method with damping to solve this problem. Because our problem is overdetermined, we use
where C d is a diagonal matrix containing the a priori errors of the measurements. The a priori errors have been estimated as the standard deviation of the measurements, depending on the number of measurements per azimuth. The error err(T, ϕ) at period T and azimuth ϕ is
where the summation is over the azimuths within the range defined by the sliding window centred on ϕ: [ϕ − 15; ϕ + 15] . n is the total number of measurements in the window. We also set a minimum error value, equal to the error at the azimuth with the most measurements.
The amplitude of anisotropy we compute is underestimated somewhat because of the sliding-window averaging (1, 2). With a dense azimuthal coverage, the underestimation is well below 10 per cent of the amplitude (as given by the application of a sliding window at an extremum of the cosine function), but the effect can be stronger if the data samples the azimuth range sparsely and unevenly. To estimate how much the amplitudes of anisotropy may be reduced, we apply our algorithm to synthetic data with a known fast direction and amplitude of anisotropy but with azimuthal coverage as in our measured data set. The largest underestimation amounts to 37 per cent of the amplitude and occurs at very long periods where the azimuthal coverage deteriorates. In the following, we plot and discuss only robust anisotropy results, constrained by data with sufficient azimuthal coverage.
Love-wave anisotropy
Using the same approach as for Rayleigh waves, we also inverted our Love-wave measurements (Fig. 2) for azimuthal anisotropy. Love-wave phase velocities depend on the horizontally polarized shear velocities, and Love-wave anisotropy should be described by 4ϕ terms only (Trampert & Woodhouse 2003) . Surprisingly, our results showed 2ϕ terms that were larger than 4ϕ terms and gave fast-propagation directions similar to those of Rayleigh waves. This may have been because Love-wave measurements were influenced by the presence of Rayleigh-wave energy on transverse components.
The 90 • periodic azimuthal variations described by the 4ϕ terms (3) are generally more difficult to resolve than the 180
• periodic (2ϕ) ones, and any biases due to mode interference, wave front bending or uncertainties in horizontal component orientations will make the task more difficult yet. Even with the large amounts of Love-wave measurements in each region (Fig. 2) , our data set does not appear to constrain Love-wave azimuthal anisotropy accurately. We thus focus on Rayleigh-wave anisotropy only.
R E S O L U T I O N A N D E R RO R S
Jackknife
We estimate the a posteriori errors on the parameters of the model
T ) using the jackknife method (Efron & Tibshirani 1986) . With this method, we obtain a first estimate of the lower bound of the error that we can expect on the parameters. The jackknife method provides error estimates by means of repeating the inversion a large number of times (one hundred times in this study), with a data set from which a randomly selected part of data (30 per cent of the phase-velocity measurements, in this study) has been removed. We remove the random set of data before averaging the data with sliding windows. The distribution of each parameter is expected to follow a Gaussian law, yielding an estimate of the mean and the interval of confidence (half-width of the Gaussian). We use this method to estimate the error on the isotropic-velocity deviation from the reference value and on the fast-propagation azimuths and amplitudes of the 2ϕ and 4ϕ anisotropy (5). Examples of the results in Fig. 5 show that, as expected, the values are distributed following Gaussians.
The resulting estimated errors are small for the 2ϕ fastpropagation azimuth (below 5
• ) and are larger for the 4ϕ fast azimuth and the amplitudes of anisotropy. The errors increase at long periods because of the decrease in the amount of data.
F-test
Method
To test whether anisotropy is statistically significant (whether 2ϕ or 4ϕ terms are required to explain the data), we perform F-tests. To do so, we first compute the reduced χ 2 given by the azimuthal anisotropy inversion at every period:
where N is the number of data and R is the resolution matrix. The resolution matrix is an identity matrix and its size is equal to the number of unknown (its size is equal to one if we consider only an isotropic inversion, three if we consider an isotropic and the 2ϕ terms and five if we consider a full harmonic function like in the eq. 3). The values of χ 2 are a measure of how well the model fits the data; if the model fits the data well, χ 2 values tend to be close to 1. A comparison of χ 2 given by isotropic and anisotropic inversions (with 2ϕ only or both 2ϕ and 4ϕ terms) should show if the data are explained significantly better with anisotropic models, compared to an isotropic one.
We use χ 2 tests instead of a comparison of variance reductions because we are comparing inversions with different degrees of freedom (an isotropic one has only one parameter and one degree of freedom; anisotropic inversions involve three or five parameters, depending on whether 2ϕ only or both 2ϕ and 4ϕ terms are included).
We perform four series of inversions: first, for isotropic phasevelocity perturbations only; second, for isotropic and 2ϕ anisotropic terms; third, for isotropic and 4ϕ anisotropic terms; and fourth, for isotropic, 2ϕ and 4ϕ terms. F-tests are then performed to determine whether the reduction of the χ 2 between inversions with different degrees of freedom is significant or not (Bevington 1969) .
The ratio of the statistics (χ 2 ) should follow the Fisher-Snedecor law distribution depending on the number of degrees of freedom in the inversions. For example, if we test whether or not a 2ϕ anisotropic inversion fits the data better than an isotropic inversion, the F-test value will be:
and for a test on whether anisotropic model with both 2ϕ and 4ϕ terms fits better than an isotropic model it will be:
The greater the F-value, the more significant the χ 2 reduction. To gauge statistical significance, we compare the F-values to threshold values, which depend on the degrees of freedom and on the confidence index we choose. We set the confidence index to the commonly used value of 0.05, meaning that the F-value is 5 per cent probable to be an outlier. For a more conservative test, we also set the confidence index to 0.01 (Fig. 6) ; the F-value is then only 1 per cent probable to be an outlier (Bevington 1969) . For the test to be significant, F 1,3 should be at least 10.13 if a confidence index of 0.05 is assumed and at least 34.12 for a confidence index of 0.01. F 1,5 must be at least 6.61 with a confidence index of 0.05 and at least 16.26 with a confidence index of 0.01 (Bevington 1969) . Fig. 6 illustrates the anisotropy patterns (A and B) constrained by the inversions of the data from the four regions for the isotropic, 2ϕ and 4ϕ coefficients (3) at different periods, as well as the statistical significance of anisotropy (C-E). The amplitude of anisotropy (Fig. 6 , frames A and B) is given both by the position of the small circles along the y-axis and by the length of the sticks centred on the circles. The fast-propagation direction is given by the orientation of the sticks (as if on a map): vertical means N-S and horizontal means E-W. For the 4ϕ patterns, only one of the two perpendicular fast directions is plotted, for clarity. In Fig. 6(C) we compare the misfits given by different inversions, parametrized using a full set as well as different subsets of the isotropic, 2ϕ and 4ϕ coefficients.
F-test results for Rayleigh waves
The 4ϕ terms are very small almost everywhere, and so are the reductions in misfits that result from adding the 4ϕ terms as inversion parameters (Fig. 6C) . The 4ϕ anisotropy is expected to be weak for long-period Rayleigh waves that sample the olivinedominated upper mantle (Montagner & Tanimoto 1991; Trampert & Woodhouse 2003 ). An absence of statistically significant 4ϕ anisotropy has been seen in a number of previous regional-array studies (e.g. Deschamps et al. 2008a; Darbyshire & Lebedev 2009 ), and our analysis confirms these findings.
In the crust, the 4ϕ terms may play a greater role (Polat et al. 2012) . According to our results, however, even in the Limpopo Belt, where the 4ϕ terms are the largest, both their amplitude and Figure 6 . Results of the inversions and F-tests for the four subregions. (A) Azimuths of fast-propagation directions and amplitudes of anisotropy, the 2ϕ terms. The inversion were for the isotropic and both the 2ϕ and 4ϕ terms. (B) Azimuths of fast direction and amplitudes of anisotropy, the 4ϕ terms (for clarity, only one of the two perpendicular fast directions is shown). (C) Reduced χ 2 of the inversions considering only the isotropic part (black lines and triangles), the isotropic part and 2ϕ anisotropy (red lines and circles), the isotropic part and 4ϕ anisotropy (blue lines and squares) and the isotropic part with both 2ϕ and 4ϕ anisotropy (green lines and stars). (D) F-tests on whether the 2ϕ terms are required, compared to an isotropic inversion. (E) F-tests on whether the 2ϕ and 4ϕ terms are required, compared to an isotropic inversion. Shaded areas indicate significance, according to the F-test. Grey: above a confidence index of 0.05, black: above a confidence index of 0.01. statistical significance are well below those of the dominant 2ϕ terms. In the following, we shall thus discuss and interpret only the 2ϕ anisotropy patterns.
Inversions with both 2ϕ and 4ϕ terms included can produce F-values that are much larger compared to those from inversions without anisotropy (Figs 6 and B1 ). These F-values are also substantially larger than the F-values from inversions with either 2ϕ or 4ϕ terms only. The addition of the 4ϕ terms by itself, however, produces only a small reduction in the misfits, as illustrated by Fig. 6(C) and also by our additional F-tests, presented in Appendix B for completeness. The only exception is in the period range 33-83 s for the North Kaapvaal Craton region, where adding 4ϕ anisotropy to the 2ϕ anisotropy improves the fit significantly (Fig. B1,  frames C) .
The χ 2 misfits (Fig. 6, frames C) show that the introduction of anisotropy reduces misfits substantially in some period ranges. At other periods, an isotropic model is sufficient to explain the data, with the χ 2 values given by isotropic inversions close to 1. Figs 6D and E) indicate whether or not adding 2ϕ (D) or 2ϕ and 4ϕ (E) anisotropy to the models improves the fit to the data, compared to an isotropic model. The northern Kaapvaal Craton does not show significant anisotropy at short periods. Phasevelocity anisotropy in the Limpopo Belt and southern Kaapvaal regions shows different patterns in three distinct period ranges. At periods of 5-17 s and greater than 37 s, these regions are anisotropic. Between 17 and 37 s, however, no phase-velocity anisotropy is required by the data (the F-test values are smaller that the confidence level). Anisotropy in the southwestern Kaapvaal Craton is required at both intermediate and long periods but is less significant at short periods below 17 s.
F-test results (
The F-test appears to be an effective way to identify the period ranges in which the data requires azimuthal anisotropy.
A Z I M U T H A L A N I S O T RO P Y
Anisotropy in the four regions
The results of the inversions for Rayleigh-wave azimuthal anisotropy are displayed in Fig. 7 . At the top, we show examples of data and best-fitting models at four different periods, for each of the four regions. The data (colour dots) are sorted into 1
• bins and smoothed using a 30
• sliding window (Section 3). The bestfitting models with the isotropic and 2ϕ anisotropy parameters are shown with solid lines; models with the isotropic and both 2ϕ and 4ϕ anisotropy parameters are shown with dashed lines.
Anisotropy is small in most cases. The examples in Fig. 7 (top panels) show that the small amplitude of anisotropy is not an artefact due to noise or inconsistency of measurements but is clearly seen in the data. The small amplitudes are qualitatively consistent with the small SKS-splitting times measured in southern Africa (Fouch et al. 2004b; Silver et al. 2004) .
The two frames at the bottom of Fig. 7 show the distribution of Rayleigh-wave anisotropy (2ϕ) with period in the four regions. Accurate measurements of anisotropy must show smooth, gradual changes with period, both in their amplitudes and in their fastpropagation azimuths (unless the amplitude is close to zero). This reflects the gradual changes with period of the shapes and depth spans of the depth sensitivity kernels of Rayleigh-wave phase velocities (Fig. 4) . Large anisotropy differences at adjacent periods cannot be reconciled with realistic Earth structures and indicate errors. In our models, some unrealistic variability, albeit with small anisotropy amplitude, is seen at the shortest periods (5-10 s) in the northern and southwestern Kaapvaal Craton regions. Most of our models show gradual changes with period, as expected.
The largest anisotropy by far is seen at the short (5-10 s) periods in the Limpopo Belt, where the fast-propagation direction is approximately N-S. Rayleigh waves at these periods sample primarily the upper and middle crust (Fig. 4) . In the southern Kaapvaal Craton, fast directions at periods under 10 s are also around N-S on average, although with a much smaller amplitude. In the northern Kaapvaal Craton, the crust appears to be nearly isotropic.
Intermediate periods of 15-50 s sample the lower crust and uppermost mantle (Fig. 4) . At these periods, phase-velocity anisotropy is very small (under 0.5 per cent) in three (Limpopo Belt, northern Kaapvaal Craton and central Kaapvaal Craton) of the four regions.
At long periods that sample primarily the lower lithosphere (60-120 s; Fig. 4) , anisotropy increases to 0.5-1.0 per cent. In all four regions, anisotropy shows nearly constant orientations across most or all of this period range. The fast-propagation directions are dissimilar in different regions: E-W in the Limpopo Belt and southwestern Kaapvaal; NE-SW in northern Kaapvaal; N-S in central Kaapvaal Craton.
At periods longer than 120-130 s, the fast-propagation directions in all regions change towards NNE-SSW. At these periods, Rayleigh-wave sensitivity depth range gradually shifts from mostly shallower to mostly deeper than 200 km, increasingly sampling the asthenosphere (Fig. 4) .
Southern Africa average anisotropy
The change in anisotropy orientation at periods of 120-130 s is important as it appears to reflect the change of the deformation regime at the lithosphere-asthenosphere boundary. In each of the four regions, however, our inversion results at the longest periods are less robust than at periods below, due to the decrease in the amount of measurements.
We therefore merge the dispersion curves from the four subregions and invert the resulting large data set for southern Africa average anisotropy. Additional dispersion curves from longer interstation paths that cross region boundaries are added (typically, longer paths are likely to yield more long-period measurements). The combined data set consists of 5313 dispersion curves, from 646 station pairs between 133 stations (Fig. 8) . The data set is inverted for region-average azimuthal anisotropy (Section 3). Fig. 9 shows fast-propagation azimuths and amplitudes of anisotropy, with examples of data-model fits at three periods.
The N-S fast directions at 5-15 s periods reflect the strong anisotropy in Limpopo Belt and, to a lesser extent, that in the southern Kaapvaal Craton, all with approximately N-S orientation. At periods that sample the lower crust and mantle lithosphere (15-100 s), the region-average anisotropy is an average over blocks with different fast directions within each (Fig. 7) and is small (Fig. 9) .
At periods longer than 100-120 s, a robust, region-average, NE-SW direction of fast propagation emerges. This result confirms the approximately NE-SW fast directions yielded by region-byregion inversions, but is more robust, constrained by more data. Anisotropy at the longest periods is likely to be due to fabric in the asthenosphere (Fig. 4) , created by shear associated with the current motion of the African Plate. Flow patterns in the asthenosphere can be expected to be smooth, and thus the inversion for a single fast direction beneath the entire southern Africa is meaningful. 
An alternative inversion approach
To verify our results further, we also invert the data using an alternative approach: tomographic inversions for phase-velocity maps with anisotropy (Lebedev & van der Hilst 2008; Deschamps et al. 2008a) . This is done for each region separately, using interstation measurements within that region only and applying very strong lateral smoothing. The smoothing represents lateral averaging over various neighbouring interstation paths. The inversions thus enhance the averaging that had been done for each station pair over the different one-event measurements available for it (Section 2). The solutions of the tomographic inverse problems (solved separately at different periods) are isotropic-average phase velocities and azimuthal anisotropy within each region. We plot the results of the inversions at a range of periods in Fig. 10 . The inversions were overparametrized (the sticks that indicate the fast directions and amplitudes of anisotropy are plotted at each grid knot) but also oversmoothed, so that there are almost no variations within each subregion. We plot anisotropy at all grid knots only to highlight the degree of model smoothness.
The results of the oversmoothed tomography are consistent with the results of our inversions for subregion-average properties (Section 3). This is to be expected, as the two inversion approaches relate the same data to the same properties of the regions, the regionaverage anisotropy being of primary interest. The implementation of the two inversions is quite different, however, and the close match between the results confirms their accuracy.
D I S C U S S I O N
The dependence of phase-velocity anisotropy on period indicates the distribution of shear velocity anisotropy with depth. Although resolving the layering of anisotropy in fine detail would require an investigation of the trade-offs of various anisotropic and isotropic parameters, our phase-velocity results (Figs 7 and 9) display patterns that already reveal clearly the basic elements of the stratification of azimuthal anisotropy beneath southern Africa.
We summarize our inferences in Fig. 11 and focus on three depth ranges: the upper crust, lower-mantle lithosphere and asthenosphere. We plot average phase-velocity anisotropy across period ranges that are primarily sensitive to these depth ranges. These averages are meaningful because anisotropy patterns are clear and nearly constant within each of the period ranges, for each of our four regions (Figs 7 and 9) . In contrast, phase-velocity anisotropy at periods sampling the lower crust and upper lithospheric mantle (between 10-15 and 50-70 s) is small and more variable (Fig. 7) . This may reflect either the small amplitude or greater depth variability of shear velocity anisotropy in this depth range.
Upper crust: azimuthal anisotropy, aligned cracks, tectonic stress
The strong phase-velocity anisotropy at short periods in the Limpopo Belt indicates shear velocity anisotropy in the upper crust. This is evident from the gradual decrease in the anisotropy amplitude from 5 to 10 s period (Fig. 7) , as Rayleigh waves at increasing periods sample progressively deeper crust (Fig. 4) .
The N-S fast-propagation direction (Fig. 11A) is perpendicular to the E-W sutures between the Limpopo Belt and the Kaapvaal and Zimbabwe Cratons to the south and north of it. It is also perpendicular to the E-W-oriented fabric in the deep lithosphere, manifested in anisotropy we see at longer periods. It is thus unlikely to be caused by fabric imprinted into the crust during the Archean-Palaeoproterozoic deformation of the Limpopo Belt.
We conclude that the anisotropy is caused by aligned cracks. Cracks in the upper 5 km of the crust can be opened by the current tectonic stress, giving rise to strong anisotropy (e.g. Nur 1971; Crampin 1978 ) with fast-propagation directions parallel to the cracks and perpendicular to the extensional stress component. In eastern southern Africa, the regional stress is characterized by an E-W extension, associated with the southward propagation of the East African Rift. This stress field is documented unambiguously by the source mechanisms of numerous earthquakes, showing E-W extension (Fig. 11A) .
The crack-induced anisotropy is the strongest in the Limpopo Belt probably because it is the closest to the tip of the rift. In southwestern and central Kaapvaal Craton, upper-crustal anisotropy is weaker but also with fast directions perpendicular to the regional direction of extension, evidenced by focal mechanisms (e.g. Dziewonski et al. 1994 ; Fig. 11A ), and is thus likely to be due to cracks as well.
For the first time, to our knowledge, our results open the possibility of estimation of regional stress patterns from anisotropy measured using teleseismic surface waves. In southern Africa, the stress state is well known from earthquake source mechanisms. Our results suggest that in other regions around the world, where tectonic stress is poorly known, it can be estimated using broad-band array recordings of short-period surface waves, a very common data type.
Anisotropy in deep mantle lithosphere: record of ancient deformation
Rayleigh waves at 80-120 s sample primarily the lower-mantle lithosphere (100-200 km depths; Fig. 4 ) and show an E-W fastpropagation direction beneath the Limpopo Belt (Fig. 11B) . Beneath the neighbouring northern Kaapvaal Craton, the average fastpropagation direction is similar, ENE-WSW. These fast directions are parallel to the sutures associated with the Archean and Palaeoproterozoic orogenies in which what is now the northern Kaapvaal Craton and Limpopo Belt accreted to the Kaapvaal Craton's core (De Wit et al. 1992; Roering et al. 1992; Kamber et al. 1995; Holzer et al. 1998; Silver et al. 2004) . The suture of the Limpopo Belt with the Zimbabwe Craton to the north is also late Archean or Palaeoproterozoic and also strikes approximately E-W. The anisotropy is likely to indicate suture-parallel fabric which is a record of the ancient deformation of the deep lithosphere.
The western Kaapvaal Craton (the Kimberly Block) also joined the Kaapvaal Craton's core in the late Archean, with the suture between the two now oriented N-S. Western Kaapvaal's lowerlithosphere anisotropy, however, does not show a fast-propagation direction parallel to the suture; it is oriented nearly perpendicular to it. This suggests that the continental collision of the western and central blocks of the Kaapvaal Craton was accommodated by a different mechanism compared to the collisions in the north. The entire lithosphere of the Limpopo and northern Kaapvaal blocks has undergone pervasive deformation, as evidenced by the suture-parallel fabric frozen into it. In contrast, the lithosphere of the western Figure 9 . All-region-average azimuthal anisotropy. Top panels: example distributions of phase velocities with azimuths at three different periods (the long periods is where all-region-average anisotropy is most meaningful). Dots are the data, binned and smoothed using a 30 • sliding window. Solid black lines: best-fitting models with isotropic and 2ϕ terms. Dashed black lines: best-fitting models with isotropic, 2ϕ and 4ϕ terms. Bottom panels: the azimuth of fast propagation and amplitude of anisotropy as a function of period. The vertical orientation of a stick means north-south, and horizontal orientation means east-west fast-propagation azimuth. (Fig. 8) .
Kaapvaal Craton shows fabric oriented perpendicular to the suture. This may indicate that the Kimberly Block was stronger at the time of the collision, or, alternatively, that it was not subjected to compression or transpression as the northern Kaapvaal and Limpopo blocks were.
Anisotropy in the asthenosphere: current flow
At periods longer than 120-130 s (Fig. 4) , Rayleigh waves sample primarily below 200 km depth. At these periods, anisotropy in all subregions aligns approximately with the NE-SW motion of the African Plate (Fig. 11C) . The match is confirmed by the inversions of all available data for all-region-average anisotropy, yielding robust, NE-SW fast-propagation directions at long periods (Fig. 11C,  grey bars) .
The long-period anisotropy thus indicates fabric in the asthenosphere, created by the shear associated with the current plate motion. Azimuthal anisotropy aligned with the plate motion has been detected previously beneath other cratons, including those in Australia (e.g. Debayle et al. 2005) and North America (Snyder & Bruneton 2007; Deschamps et al. 2008b; Darbyshire & Lebedev 2009; Yuan & Romanowicz 2010) . In the Kaapvaal Craton, many of the deepestsampling xenoliths show a sheared texture, which may be evidence of asthenospheric flow fabric (e.g. James et al. 2004) . Our results confirm that plate motions produce detectable anisotropic fabric within the asthenosphere beneath cratons. Dziewonski et al. 1994) . (B) Fast-propagation directions at 80-120 s periods, with sensitivity primarily to the deep mantle lithosphere. (C) Fast-propagation directions at 130-160 s periods, with sensitivity primarily below 200 km. The plate motion direction is from Gripp & Gordon (1990) . Grey bars: fast directions from the inversion for all-region-average anisotropy. Evans et al. (2011) investigated the electrical resistivity structure of the Kaapvaal Craton and reported indications for electrical anisotropy near the lithosphere-asthenosphere boundary, with higher conductivities in a direction parallel to the plate motion. This could be interpreted as evidence for plate-motion parallel flow, although Evans et al. (2011) noted that the anisotropy was not quite statistically significant. In an earlier study, Hamilton et al. (2006) found highly variable orientations of apparent electrical anisotropy in the crust and lithospheric mantle, which, however, was likely to be due to a combination of factors, including isotropic heterogeneity.
Origin of SKS-splitting beneath southern Africa
Previous SKS-splitting measurements in southern Africa (Fig. 12) prompted two different, end-member interpretations, with important implications regarding the deformation of the lithosphere and asthenosphere. According to one interpretation (Vinnik et al. 1995) , anisotropy is present in the asthenosphere, reflecting the shear associated with the plate motion, while frozen anisotropy in the ancient lithosphere may also occur but is not dominant. According to the other interpretation (Silver et al. 2004) , anisotropy is present in the lithosphere and is weak or absent in the asthenosphere, with the implication that fast-propagation directions inferred from SKS splitting show the orientation of fabric within the lithosphere. This allowed the inference that late-Archean-Palaeoproterozoic orogenies in southern Africa were accommodated by pervasive sutureparallel flow in the mantle lithosphere of both the Kimberly and Pietersburg blocks, now in the western and northern parts of the Kaapvaal Craton, respectively, as well as in the lithosphere of the Limpopo Belt to the north. This ancient deformation thus created anisotropic fabric that remains frozen within the deep lithosphere until present. Our results provide the vertical resolution that the SKS measurements lack. They show (Fig. 12 ) that the distribution of anisotropy beneath southern Africa comprises elements of both end-member models. Beneath the northern Kaapvaal Craton and Limpopo Belt, the E-W to ENE-WSW fast-propagation directions inferred from SKS splitting match those within the deep mantle lithosphere (Fig. 12A) and not those within the asthenosphere (Fig. 12B ). This shows that SKS splitting originates within the lithosphere and confirms that the entire lithosphere is likely to have been reworked in the Archean-Palaeoproterozoic orogenies (De Wit et al. 1992; Roering et al. 1992; Kamber et al. 1995; Holzer et al. 1998; Silver et al. 2004 ) undergoing suture-parallel flow, in agreement with the interpretation of Silver et al. (2004) .
In the Kimberly Block in western Kaapvaal Craton, in contrast, fast-propagation directions inferred from SKS splitting do not match those within the mantle lithosphere (Fig. 12A ) but, instead, match fast-propagation directions within the asthenosphere (Fig. 12B) . SKS splitting in western Kaapvaal is thus likely to originate primarily in the asthenosphere and reflects the present plate-motion related flow within it, as suggested by Vinnik et al. (1995) . The lack of suture-parallel fabric within the lithosphere of the Kimberly block suggests that it was not reworked when it joined the Kaapvaal Craton, unlike the blocks that accreted in the north. This may have been either due to the mechanical strength of this block or because the collision mechanism was different from that in the north.
Small-scale variations in the amplitude of SKS-splitting near Kimberley observed by Fouch et al. (2004b) are likely to reflect small-scale variations in anisotropy within the lithosphere. Our results represent average anisotropy over relatively large blocks within the Kaapvaal Craton and should be compared to the smooth, regional-scale spatial patterns shown by SKS-splitting measurements (Fig. 11) .
Note added in revision: in a just-published study, Vinnik et al. (2012) report their joint analysis of P-receiver functions and SKSsplitting at 23 SASE stations within and around the Limpopo Belt. They conclude that the E-W anisotropic fabric within the belt's lithosphere is underlain by a NE-SW orientated fabric within the asthenosphere. The close agreement of their results with our results for this part of southern Africa further confirms the occurrence of stratified azimuthal anisotropy.
C O N C L U S I O N S
We have measured phase velocities of surface waves between pairs of SASE stations in southern Africa. For four subregions (the northern, central and southwestern Kaapvaal Craton and the Limpopo Belt), with relatively homogeneous structure within each, we derived robust, Rayleigh-and Love-wave, region-average dispersion curves in a very broad period range: from 5 to 250-400 s (Rayleigh) and from 5 to 100-250 s (Love), depending on the region.
Surface wave anisotropy indicates the distribution of azimuthal anisotropy with depth in the different parts of southern Africa. Our azimuthal coverage was sufficient to determine Rayleigh-wave anisotropy within each region at periods from 5 to 150-200 s, resolving anisotropy from the upper crust down to the asthenosphere.
We used the jackknife method to estimate uncertainties and the F-test to determine whether or not anisotropy was required by the data. The F-test results confirmed that 2ϕ anisotropy was required between 5 and 17 s and at periods greater than 35 s. No phasevelocity azimuthal anisotropy was required by the data between 17 and 35 s in three out of four regions. 4ϕ anisotropy was also inverted for but was found to be small and not statistically significant in almost all cases.
Strong anisotropy measured in the Limpopo Belt at short periods (5-10 s, decreasing with period) is probably due to aligned microcracks. The regional E-W extensional stress, associated with the South-ward propagation of the East African Rift, is evident from earthquake source mechanisms and is likely to have opened N-S-oriented cracks. This matches the N-S fast Rayleigh-wave propagation directions that we detect both in the Limpopo Belt and, with a smaller amplitude, in the central and western Kaapvaal Craton. Our results show that it is possible to estimate regional stress from surface-wave anisotropy, measured using broad-band array recordings of short-period surface waves.
Fabric within the deep mantle lithosphere of the Limpopo Belt and northern Kaapvaal Craton is aligned E-W to ENE-WSW, parallel to the Archean-Palaeoproterozoic sutures where these blocks got attached to the core of the craton and to each other. Our results confirm the earlier inferences made by Silver et al. (2004) from their SKS-splitting measurements: (i) that the entire lithosphere of these blocks underwent pervasive deformation with suture-parallel flow during the ancient continental collisions, and (ii) that the fabric created by the Archean-Palaeoproterozoic deformation is preserved within the lithosphere to this day. Suture-parallel fabric is absent in the deep lithosphere of the western Kaapvaal Craton (Kimberly block). It was not, therefore, reworked in the collision with the central Kaapvaal Craton, unlike the blocks that accreted in the north. This may have been either due to its mechanical strength or because the collision mechanism was different from those that operated in the north. The depth resolution of the surface wave data also provides a solution to the debate over the interpretation of SKS-splitting measurements: asthenospheric (Vinnik et al. 1995) versus lithospheric (Silver et al. 2004 ) dominant anisotropy. The distribution of anisotropy beneath southern Africa comprises elements of both models. Anisotropy in the asthenosphere is present and shows fast directions parallel to the plate motion, as argued by Vinnik et al. (2004) . Anisotropy in the Limpopo and northern Kaapvaal Craton lithosphere shows fast directions parallel to the Archean-Palaeoproterozoic sutures, as suggested by Silver et al. (2004) . The depth intervals where the SKS splitting originates can be determined by comparing the depth distributions of anisotropy and the fast directions given by the splitting measurements. Beneath the Limpopo Belt and northern Kaapvaal Craton, SKS splitting reflects the E-W-and ENE-WSW-oriented fabric in the lithosphere, as argued by Silver et al. (2004) . Beneath the western Kaapvaal Craton, in contrast, SKS splitting reflects the fabric in the asthenosphere, oriented parallel to the SW-NE plate motion, as argued by Vinnik et al. (1995) .
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Figures were generated with Generic Mapping Tools (Wessel & Smith 1995) . This work was funded by the Dublin Institute for Advanced Study and, in part, by Science Foundation Ireland (grants 08/RFP/GEO1704 and 09/RFP/GEO2550). panels) shows the data from the Limpopo Belt region at five periods, smoothed using three different window widths, and Fig. A1 (bottom panels) shows the results of inversions of the data, including both 2ϕ and 4ϕ anisotropy terms. The results show that the fast-propagation directions are weakly sensitive to the choice of the width of the sliding window and confirm that 15
• window half-width is a reasonable choice.
A P P E N D I X B : A D D I T I O N A L F -T E S T S
To complete the statistical analysis of anisotropy, we present additional tests in Fig. B1 . In contrast to Fig. 6(A)/(B) , where the 2ϕ/4ϕ anisotropy patterns are obtained from inversions for the isotropic and both 2ϕ and 4ϕ terms, Fig. B1(A)/(B) shows 2ϕ/4ϕ anisotropy given by inversions for only the isotropic and 2ϕ/4ϕ terms. The two F-tests in Fig. B1 (C and D) are complementary to the F-tests in Fig. 6 . They test the misfit improvement due to the addition of the 4ϕ terms to an isotropic +2ϕ [ Fig. B1(C) ] and isotropic-only [ Fig. B1(D) ] inversion.
Comparing Fig. 6 (A) (2ϕ amplitude of anisotropy and azimuth of fast propagation resulting from an inversion for 2ϕ and 4ϕ anisotropy) and Fig. B1 (A) (2ϕ anisotropy parameters resulting from an inversion for 2ϕ anisotropy only), we find the 2ϕ anisotropy parameters to be nearly identical, both in their amplitude and Figure B1 . Additional results of the inversions and F-tests for the four subregions. (A) Azimuths of fast-propagation direction and amplitudes of anisotropy, from inversions for 2ϕ anisotropy only. (B) Azimuths of fast direction and amplitudes of anisotropy, from inversions for 4ϕ anisotropy only (for clarity, only one of the two perpendicular fast directions is shown). (C) F-tests on whether an inversion for both 2ϕ and 4ϕ terms improves the fit, compared to an inversion using only isotropic and 2ϕ terms. (E) F-tests on whether the addition of the 4ϕ terms alone improves the fit, compared to an isotropic inversion. Shaded areas indicate significance, according to the F-test. Grey: above a confidence index of 0.05. Figure B2 . Azimuthal anisotropy at a 50.03 s period in the North Kaapvaal Craton region. Blue dots are the data, binned and smoothed with a 30 • sliding window. The solid black line is the best-fitting model from an inversion with isotropic and 2ϕ anisotropy parameters only. The dashed black line is the best-fitting model from an inversion with isotropic and both 2ϕ and 4ϕ anisotropy parameters. direction of fast propagation. The 2ϕ anisotropy in southern Africa, which we interpret and draw conclusions from, is thus robust with respect to whether or not the 4ϕ parameters are included into the inversion. Fig. B1 (C) presents the F-test results on whether adding 4ϕ anisotropy to an isotropic and 2ϕ anisotropic inversion improves the fit. Except in the North Kaapvaal region between 33 and 83 s, adding 4ϕ anisotropy does not improve the fit significantly.
In the North Kaapvaal Craton (33-83 s periods), the F-test values are greater than the threshold value with a confidence index of 0.05. Fig. B2 presents the distribution of phase velocities at a 50.03 s period in the North Kaapvaal Craton region and the best-fitting models given by the inversions with 2ϕ anisotropy only and with both 2ϕ and 4ϕ anisotropy. At this period, the F-test shows that the data require both 2ϕ and 4ϕ anisotropy, and the 90
• and 180
• periodic patterns are clearly seen in the data.
