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a b s t r a c t
This paper deals with the steady-state behavior of anMX/G/1 retrial queue with an addi-
tional second phase of optional service and service interruption where breakdowns occur
randomly at any instant while the server is serving the customers. Further, the concept
of delay time is also introduced in the model. This model generalizes both the classical
MX/G/1 retrial queue with service interruption as well as theMX/G/1 queue with second
optional service and service interruption. We carry out an extensive analysis of this model.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
Retrial queues (or queues with repeated attempts) are characterized by the feature that a customer who finds the server
busy upon arrival is obliged to leave the service area and repeat his demand after some time called ‘‘retrial time’’. Between
trials, the blocked customer joins a pool of unsatisfied customers called ‘‘orbit ’’. In this context, each blocked customer
generates a stream of repeated attempts independently of the rest of the customers in the orbit, i.e., the intervals between
successive repeated attempts are exponentially distributed with rate nθ (say), when the number of customers in the orbit is
n. Queues in which customers are allowed to conduct retrials have been widely used to model many practical problems
in telephone switching systems, telecommunication networks and computers competing to gain service from a central
processing unit. Moreover, retrial queues are also used as mathematical models for several computer systems: Packet
switching networks, shared bus local area networks operating under the carrier sensemultiple access protocol and collision
avoidance star local area networks etc. For a review of main results andmethods, the reader is referred to the survey papers
by Yang and Templeton [1], Falin [2], Kulkarni and Liang [3] and the book by Falin and Templeton [4]. For more recent
references see the bibliographical overviews in [5–7]. Further, a comprehensive comparison between retrial queues and
their standard counterpart with classical waiting line can be found in Artalejo and Falin [8].
Recently, there have been several contributions considering queueing systems of M/G/1 type in which the server may
provide a secondphase of service. Suchqueueing situations occur in day-to-day life. For example, in amanufacturing process,
all the arriving customers require themain service and only some of themmay require the subsidiary service provided by the
server. More specifically, we can analyze a system where a customer’s service may be viewed as scheduled in two phases:
that is, all the customers are processed in the first phase and only the customers who qualify are routed to the second phase.
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Madan [9] studied such an M/G/1 queue with second optional service in which the first essential service time follows a
general distribution but the second optional service is assumed to be exponentially distributed. Some examples of queueing
situations where such servicemechanism can arise are also given. Medhi [10] generalized themodel by considering that the
second optional is also governed by a general distribution. Krishna Kumar et al. [11] was first to consider anM/G/1 retrial
queue with second phase of service, where during the first phase of service, the server may push out the customer who is
receiving such a service, to start the service of another higher priority arriving customer. The interrupted customers join a
retrial queue and the head of this queue is allowed to conduct a repeated attempt in order to start again their essential service
after some random time. Artalejo and Choudhury [12] provided extensive analysis of such an M/G/1 retrial queue under
the classical retrial policy. They also provide some interesting applications of themodel. Atencia andMoreno [13] investigate
a discrete time version of Artalejo and Choudhury’s model. More recently, Wang and Zhao [14] generalize a discrete time
version of thismodel by assuming that the server is subject to failure.Wang [15] considers themodelwith the assumption of
server breakdowns and repairs in which he assumed that second optional service follows an exponential distribution. This
model can be generalized straight away by considering that the second optional service time is also governed by a general
distribution. In this context, recently, Choudhury and Tadj [16] generalized this type of model by introducing the concept of
a delay period.
The study of queueing models with service interruptions goes back to the 1950s. Among some early papers on service
interruptions,we refer the readers to see the papers byGaver [17], Avi-ltzhak andNaor [18], Thirurengadan [19] andMitrany
and Avi-ltzhak [20] for some fundamental works. While Li et al. [21], Sengupta [22], Takin and Sengupta [23], Tang [24],
among others have studied some queueing systems with interruptions where, in one of the underlying assumptions, the
service channel undergoes repair instantaneously, as soon as it fails. On the other hand retrial queues that take into account
servers failures and repairs were introduced by Aissani [25] and Kulkarni and Choi [26]. As related literature, we should
mention some papers studied by Aissani [27,28], Aissani and Artalejo [29] and Anisimov and Atadzhanov [30]. Wang
et al. [31] studied a repairableM/G/1 retrial queueing model from the viewpoint of reliability for the first time, and both of
the queueing indices and reliability characteristics are obtained. More recently, Choudhury and Deka [32] investigate such a
repairableM/G/1 retrial queueingmodelwith two phases of service. Although some aspects have been discussed separately
on queueing systems with service interruptions, second optional service, repeated attempts, however, no work have been
found that combine these features together for batch arrival queueing systems, even in the most recent studies. Hence to
fill up to this gap, in this article an attempt has been made to study anMX/G/1 retrial queue with a second optional service
which is subject to server’s breakdown and delayed repair to the service. Further, we introduce the concept of control of the
admission policy to the retrial group in the form of Bernoulli admission mechanism.
Bernoulli admission mechanism.We assume that each individual blocked customer is admitted to join the retrial group with
a probability$ (0 ≤ $ ≤ 1), independently of the admission of the rest of the customers arriving in the same batch and/or
of the actual size of the retrial group. This type of mechanism for the admission to the retrial group is known as Bernoulli
admission mechanism and was introduced recently by Artalejo and Atencia [33] and Choudhury [34] for continuous time
queueing models and Artalejo et al. [35] for a discrete time queueing model. The consideration of the admission probability
$ can be viewed as a first step to extend the existing control mechanism for admission of customers in the standardwaiting
lines to queues with repeated attempts.
The first study of a batch arrival retrial queuewas introduced by Falin [36], who assumed the following operating rule: ‘‘If
the server is busy at the arrival epoch, then whole batch joins the retrial group, whereas if the server is free, then one of the arriving
units starts its service and the rest join the retrial group’’. In this connection, its applicability is connectedwith the performance
evaluation of Local Area Networks operating under transmission protocols like the CSMA/CD (Carrier Sense Multiple Access
with Collision Detection), see Choi et al. [37]. In such a context, messages of variable length arrive at the stations and, then
they are divided into a number of packets in order to be transmitted to the destination station. If the transmission median
(i.e., a bus in the engineering terminology) is idle, then one packet is selected to be transmitted automatically and the rest
is stored in a buffer (i.e., the retrial group). On the other hand, if the bus is busy then the entire packet must be stored in
the buffer and the station will retry the transmission later on. A more complete description of this mechanism can be found
in Yang and Templeton [1]. Some recent papers [38,33,35,34,39,40] discussed more complicated queueing situations with
retrials and batch arrivals. However, our objective in this paper is to extend the analysis of the mainMX/G/1 retrial queue
under Bernoulli admission mechanism with a view to unify several classes of related batch arrival queueing systems. To this
end, the methodology will be based on inclusion of supplementary variables.
The rest of the paper is organized as follows. In Section 2, we give a brief description of themathematicalmodel. Section 3
deals with the derivations of the stationary distribution of the state of the server and the number of customers in the orbit.
Some important performance measures are derived in Section 4. Finally a simple numerical example is given to see the
effects of repair rates on the long-run average operating cost in Section 5.
2. The mathematical model
We consider an Mx/G/1 queueing system with two phases of heterogeneous service, where the number of individual
primary customers arrives to the system according to a compound Poisson process with arrival rate λ. The size of successive
arriving batches is X1, X2, . . . where X1, X2, . . . are i.i.d. random variables, distributed with probability mass function
(p.m.f) an = Pr{X = n}; n ≥ 1 probability generating function (PGF ) a(z) = E[zX ] and finite factorial moments
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a[k] = E[X(X − 1) . . . (X − k + 1)]. Let $ ∈ (0, 1] be the probability of admission for each individual customer and bn
be the probability that a batch of n units joins the system. Then, for n ≥ 0, we have (see [33])
b0 =
∞∑
k=1
ak(1−$)k
bn =
∞∑
k=n
ak
(
k
n
)
$ n(1−$)k−n; n ≥ 1,
such that the relationship between the PGFs of the sequences {an; n ≥ 1} and {bn; n ≥ 0} is given by
b(z) =
∞∑
n=0
znbn = a ((1−$)+$ z) .
In particular, if$ = 1, (i.e., there is no control of admission to the system), then a(z) = b(z). Further, if we denote b[k] as
the kth factorial moment of b(z), then we have b[k] = $ ka[k].
The server provides a preliminary first phase of regular service (FPS) denoted byB1 to all arriving customers. As soon as the
FPS of a customer is completed, then the customer may leave the system with probability q = (1− p) or may be provided
with a second phase of optional service (SPS) denoted by B2 with probability p (0 ≤ p ≤ 1). The service times follow a
general law with probability distribution function (d.f.) Bi(x), i = 1, 2, Laplace Stieltjes Transform (LST ) B∗i (θ) = E
[
e−θBi
]
and finite kth moment β(k)i , i = 1, 2, where sub-index i = 1 (respectively i = 2) denotes the FPS (respectively SPS). While
the server is working with any phase of service, it may breakdown at any time and the service channel will fail for a short
interval of time. The breakdowns i.e. server’s life times are generated by exogenous Poisson processeswith ratesα1 for FPS and
α2 for SPS, which we may call some sort of disaster during FPS and SPS periods, respectively. As soon as breakdown occurs,
the server is sent for repair during which time he stops providing service to the arriving batch of customers and waits for
repair to start, which we may refer to as waiting period of the server. We define this waiting time as delay time. The delay
time Di of the server for ith phase of service follows a general law of probability with d.f Di(y), LST γ ∗i (θ) = E
[
e−θDi
]
and kth
finite moment γ (k)i , for i = 1, 2. The customer just being served before server breakdown waits for the server to complete
its remaining service. The repair time (denoted by R1 for FPS and R2 for SPS) distributions of the server for both phases of
service are assumed to be arbitrarily distributed with d.f. G1(y) and G2(y), LST G∗1(θ) = E
[
e−θR1
]
and G∗2(θ) = E
[
e−θR2
]
and finite kth moment g(k)1 and g
(k)
2 , respectively. Immediately after the server is fixed (i.e. repaired), the server is ready to
start its remaining service to customers in both phases of service and in this case the service times are cumulative, which
we may refer to as generalized service times. This type of model is known as queue with a second optional service subject
to server breakdown and was studied recently by Wang [15] for exponential SPS time distribution but without retrials and
delay times and by Choudhury and Deka [32] with repeated attempts but without delay times and Bernoulli admission
mechanism. Now, for further development for such a type of model, we may further introduce the concept of delay times
and repeated attempts under a classical retrial policywith Bernoulli admission mechanism, where primary customers finding
the server free upon arrival automatically start their FPS. However, if the primary customer finds the server busy (attending
FPS or SPS) or the server is down (attending the repair job), then he joins a group of unsatisfied customers i.e., orbit, to seek
the service again and again till he finds the server free. The time between successive repeated attempts are assumed to be
exponentially distributed with rate nθ , when the number of customers in the retrial group, i.e., orbit size, is n ∈ Z+.
Further, we assume that input process, intervals between successive repeated attempts, server’s life time, server’s repair
time, server’s delay time and service time random variables are mutually independent of each others. Also we note that the
same server serves both phases of service.
3. Stationary distribution of the number of units in the orbit and state of the server
In this section, we first set up the system state equations for its stationary system size distribution by treating elapsed
service time, elapsed repair time and elapsed delay time of the server for both phases of service as supplementary variables.
Then we solve the equations and derive the PGFs of the stationary system size distribution. Assume that the system is in
steady-state conditions. Let N(t) be the orbit size (i.e., the number of customers in the retrial group) at time t , B0i (t) be the
elapsed service time of the customer for ith phase of service at time t for i = 1, 2 (denoting FPS and SPS, respectively). In
addition, let R0i (t) and D
0
i (t) be the elapsed repair time and elapsed delay time of the server for ith phase of service during
which breakdown occurs in the system at time t , where sub-index i = 1 (respectively i = 2 denotes FPS) (respectively SPS).
Further, we introduce the following random variable:
Y (t) =

0 if the server is idle at time t
1 if the server is busy with FPS at time t
2 if the server is busy with SPS at time t
3 if the server is waiting for repair during FPS at time t
4 if the server is waiting for repair during SPS at time t
5 if the server is under repair during FPS at time t
6 if the server is under repair during SPS at time t.
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So thatthe supplementary variables B0i (t),D
0
i (t) and R
0
i (t) for i = 1, 2 are introduced in order to obtain a bivariate Markov
process {N(t), X(t)}, where X(t) = 0 if Y (t) = 0, X(t) = B01(t) if Y (t) = 1, X(t) = B02(t) if Y (t) = 2, X(t) = D01(t) if
Y (t) = 3, X(t) = D02(t) if Y (t) = 4, X(t) = R01(t) if Y (t) = 5 and X(t) = R02(t) if Y (t) = 6. Next we define the following
limiting probabilities for n ≥ 0:
ψn = lim
t→∞ Pr {N(t) = n, X(t) = 0}
and for i = 1, 2 and n ≥ 0:
Pi,n(x)dx = lim
t→∞ Pr
{
N(t) = n, X(t) = B0i (t); x < B0i (t) ≤ x+ dx
} ; x > 0
Qi,n(x, y)dy = lim
t→∞ Pr
{
N(t) = n, X(t) = D0i (t); y < D0i (t) ≤ y+ dy
∣∣ B0i (t) = x} ; (x, y) > 0
Ri,n(x, y)dy = lim
t→∞ Pr
{
N(t) = n, X(t) = R0i (t); y < R0i (t) ≤ y+ dy
∣∣ B0i (t) = x} ; (x, y) > 0.
Further, it is assumed that Bi(0) = 0, Bi(∞) = 1, Di(0) = 0, Di(∞) = 1, Gi(0) = 0, Gi(∞) = 1 for i = 1, 2 and that for
i = 1, 2, Bi(x) is continuous at x = 0 and Di(y) and Gi(y) are continuous at y = 0, respectively, so that
µi(x)dx = dBi(x)1− Bi(x) ; ηi(y)dy =
dDi(y)
1− Di(y) ; ζi(y)dy =
dGi(y)
1− Gi(y) for i = 1, 2,
are the first order differential (hazard rate) functions of Bi, Di and Ri, respectively for i = 1, 2.
First of all, let us investigate the stability condition of our model. Let
{
tn; n ∈ Z+
}
be the sequence of epochs of the
nth total service completion epoch, i.e., epoch at which the service requested by a customer expires. Then, the sequence
Nn = N
(
t+n
)
forms a Markov chain, which is embedded in our queueing system.
Theorem 3.1. The inequality ρ1
{
1+ α1
(
γ
(1)
1 + g(1)1
)}
+ pρ2
{
1+ α2
(
γ
(1)
2 + g(1)2
)}
< 1 is a necessary and sufficient
condition for the system to be stable, where ρi = λβ(1)i b[1] for i = 1, 2.
Proof. It is easy to see that
{
Nn; n ∈ Z+
}
is an irreducible and aperiodic Markov chain. To prove positive recurrence we
may use Foster’s criterion, which states that an irreducible and aperiodic Markov chain is positive recurrent if there exists
a non-negative function f (s), s ∈ Z+ and ε > 0 such that the mean drift ϕs = E [f (Nn+1)− f (Nn) |Nn = s ] is finite for all
s ∈ Z+ and ϕs ≤ −ε for all s ∈ Z+ except perhaps a finite number. In our case, we take f (s) = s to obtain
ϕj =

ρ1
{
1+ α1
(
γ
(1)
1 + g(1)1
)}
+ pρ2
{
1+ α2
(
γ
(1)
2 + g(1)2
)}
, j = 0
ρ1
{
1+ α1
(
γ
(1)
1 + g(1)1
)}
+ pρ2
{
1+ α2
(
γ
(1)
2 + g(1)2
)}
− jθ
jθ + λ0 , j = 1, 2, . . . ,
where λ0 = λ(1− b0).
Obviously, ρ1
{
1+ α1
(
γ
(1)
1 + g(1)1
)}
+ pρ2
{
1+ α2
(
γ
(1)
2 + g(1)2
)}
< 1 is a sufficient condition for ergodicity.
The necessary condition follows readily from Kaplan’s condition as noted in Sennott et al. [41], namely ϕj < ∞ for all
j ≥ 0 and there exists j0 ∈ Z+ such that ϕj ≥ 0 for j ≥ j0. Further it can be shown that if ρ1
{
1+ α1
(
γ
(1)
1 + g(1)1
)}
+
pρ2
{
1+ α2
(
γ
(1)
2 + g(1)2
)}
< 1 and Gi (), Di () and Bi () for i = 1, 2 satisfy regularity conditions, then the system is
stable. 
Since the arrival process is a Poisson process, it can be shown from Burke’s theorem (see [42, pp. 187–188]) that the
steady-state probabilities of our bivariate Markov process {N(t), X(t)} exist and are positive under the same condition as{
Nn; n ∈ Z+
}
i.e., if and only if ρ1
{
1+ α1
(
γ
(1)
1 + g(1)1
)}
+ pρ2
{
1+ α2
(
γ
(1)
2 + g(1)2
)}
< 1.
3.1. The steady-state equations
The Kolmogorov forward equations to govern the system under steady-state conditions (e.g. see Cox [43]) for i = 1, 2;
where sub-index i = 1 (respectively i = 2) denotes the FPS (respectively SPS) can be written as follows:
d
dx
Pi,n(x)+ [λ+ αi + µi(x)] Pi,n(x) = λ
n∑
k=0
bkPi,n−k(x)+
∫ ∞
0
ξi(y)Ri,n(x, y)dy; n ≥ 0 (3.1)
d
dy
Qi,n(x, y)+ [λ+ ηi(y)]Qi,n(x, y) = λ
n∑
k=0
bkQi,n−k(x; y); n ≥ 0 (3.2)
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d
dy
Ri,n(x, y)+ [λ+ ξi(y)] Ri,n(x, y) = λ
n∑
k=0
bkRi,n−k(x; y); n ≥ 0 (3.3)
(λ0 + nθ) ψn =
∫ ∞
0
µ2(x)P2,n(x)dx+ q
∫ ∞
0
µ1(x)P1,n(x)dx; n ≥ 0. (3.4)
These sets of equations are to be solved under the boundary conditions at x = 0:
P1,n(0) = λ
n+1∑
i=1
biψn−i+1 + (n+ 1)θψn+1; n ≥ 0 (3.5)
P2,n(0) = p
∫ ∞
0
µ1(x)P1,n(x)dx; n ≥ 0 (3.6)
and at y = 0 for i = 1, 2 and fixed values of x
Qi,n(x, 0) = αiPi,n(x); x > 0, n ≥ 0 (3.7)
Ri,n(x, 0) =
∫ ∞
0
ηi(y)Qi,n(x; y)dy; x > 0, n ≥ 0 (3.8)
with normalizing condition
∞∑
n=0
[
ψn +
2∑
i=1
{∫ ∞
0
Pi,n(x)dx+
∫ ∞
0
∫ ∞
0
Qi,n(x, y)dxdy+
∫ ∞
0
∫ ∞
0
Ri,n(x, y)dxdy
}]
= 1. (3.9)
3.2. The model solution
To solve the system of equations (3.1)–(3.8), let us introduce the following PGFs for |z| < 1 and i = 1, 2:
Qi(x, y; z) =
∞∑
n=0
znQi,n(x; y); Qi(x, 0; z) =
∞∑
n=0
znQi,n(x; 0)
Ri(x, y; z) =
∞∑
n=0
znRi,n(x; y); Ri(x, 0; z) =
∞∑
n=0
znRi,n(x; 0)
Pi(x, z) =
∞∑
n=0
znPi,n(x); Pi(0, z) =
∞∑
n=0
znPi,n(0)
and ψ(z) =∑∞n=0 znψn.
Let χ(z) = λ (1− b(z)), then proceeding in the usual manner with Eqs. (3.2) and (3.3), we get a set of differential
equations of Lagrangian type whose solutions are given by:
Qi(x, y; z) = Qi(x, 0; z)[1− Di(y)] exp{−χ(z)y}; (x, y) > 0 for i = 1, 2 (3.10)
Ri(x, y; z) = Ri(x, 0; z)[1− Gi(y)] exp{−χ(z)y}; (x, y) > 0 for i = 1, 2 (3.11)
where Qi(x, 0; z) and Ri(x, 0; z) for i = 1, 2 can be obtained from Eqs. (3.7) and (3.8), which after simplification yields
Qi(x, 0; z) = αiPi(x; z) (3.12)
and
Ri(x, 0; z) = Qi(x, y; 0)γ ∗i (χ(z)) . (3.13)
Now solving the differential equation (3.1), we get
Pi(x; z) = Pi(0; z)[1− Bi(x)] exp{−λi(z)x}; x > 0 for i = 1, 2; (3.14)
where λi(z) = χ(z)+ αi
(
1− G∗i (χ(z)) γ ∗i (χ (z))
)
for i = 1, 2.
Utilizing (3.12)–(3.14) in (3.10) and (3.11) respectively, we get for i = 1, 2
Qi(x, y : z) = αiPi(0; z)[1− Bi(x)] exp {−λi (z) x} × [1− Di (y)] exp {−χ(z)y} (3.15)
Ri(x, y : z) = αiγ ∗i (χ (z)) Pi(0; z)[1− Bi(x)] exp {−λi (z) x} × [1− Gi (y)] exp {−χ(z)y} . (3.16)
Multiplying Eq. (3.5) by zn and then taking summation over all possible values of n ≥ 0, we get
P1(0, z) = ψ(z) (λ0 − χ(z)) z−1 + θψ/(z). (3.17)
Similarly from Eq. (3.6), we get
P2(0, z) = pP1(0; z)B∗1 (λ1 (z)) . (3.18)
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Again multiplying Eq. (3.4) by zn and then taking summation over all possible values of n ≥ 0 and utilizing (3.14) and (3.18)
we get on simplification
λ0ψ(z)+ zθψ/(z) = P1(0; z)
{
q+ pB∗2 (λ2(z))
}
B∗1 (λ1 (z)) . (3.19)
Utilizing (3.17) in (3.19) and simplifying we get
P1(0, z) = ψ(z)χ(z)[
q+ pB∗2 (λ2 (z))
]
B∗1 (λ1 (z))− z
(3.20)
and
ψ/(z) = ψ(z)
θz
{
χ(z)
{
q+ pB∗2 (λ2(z))
}
B∗1 (λ1(z)){
q+ pB∗2 (λ2(z))
}
B∗1 (λ1(z))− z
− λ0
}
. (3.21)
Now solving the first order differential equation (3.21) we get
ψ(z) = ψ(1) exp
{
1
θ
∫ 1
z
(
χ(u)
{
q+ pB∗2 (λ2(u))
}
B∗1 (λ1(u)){
q+ pB∗2 (λ2(u))
}
B∗1 (λ1(u))− u
− λ0
)
du
u
}
. (3.22)
Let z → 1 in (3.20), we obtain by L’ Hospital’s rule
P1(0, 1) = λb[1]ψ(1)
(1− ρ0) ; (3.23)
where ρ0 = ρ1
{
1+ α1
(
γ
(1)
1 + g(1)1
)}
+ pρ2
{
1+ α2
(
γ
(1)
2 + g(1)2
)}
and ρi = λb[1]β(1)i for i = 1, 2 is the utilization factor
of the system.
This gives for i = 1, 2
Pi(x, 1) = λb[1]
(
1− δi,2q
)
ψ(1) [1− Bi(x)]
(1− ρ0) (3.24)
Qi(x, y, 1) = αiλb[1]
(
1− qδi,2
)
ψ(1) [1− Bi(x)] [1− Di(y)]
(1− ρ0) (3.25)
and
Ri(x, y, 1) = αiλb[1]
(
1− qδi,2
)
ψ(1) [1− Bi(x)] [1− Gi(y)]
(1− ρ0) . (3.26)
Hence from normalizing condition (3.9), we get
ψ(1) = (1− ρ0). (3.27)
Thus we summarize the above results in the following Theorem 3.2.
Theorem 3.2. Under the stability condition ρ0 < 1, the joint distribution of the number in the orbit and the server’s state has the
following partial PGFs
ψ(z) = (1− ρ0) exp
{
1
θ
∫ 1
z
(
χ(u)
{
q+ pB∗2 (λ2(u))
}
B∗1 (λ1(u)){
q+ pB∗2 (λ2(u))
}
B∗1 (λ1(u))− u
− λ0
)
du
u
}
(3.28)
P1(x; z) = χ(z)ψ(z)[1− B1(x)] exp{−(λ1(z))x}{q+ pB∗2(λ2(z))}B∗1(λ1(z))− z
(3.29)
P2(x; z) = pχ(z)B
∗
1(λ1(z))ψ(z)[1− B2(x)] exp{−(λ2(z))x}
{q+ pB∗2(λ2(z))}B∗1(λ1(z))− z
(3.30)
Q1(x; y; z) = α1χ(z)ψ(z)[1− B1(x)] exp{−(λ1(z))x} × [1− D1(y)] exp{−(χ(z))y}{q+ pB∗2(λ2(z))}B∗1(λ1(z))− z
(3.31)
Q2(x; y; z) = pα2χ(z)B
∗
1(λ1(z))ψ(z)[1− B2(x)] exp{−(λ2(z))x} × [1− D2(y)] exp{−(χ(z))y}
{q+ pB∗2(λ2(z))}B∗1(λ1(z))− z
(3.32)
R1(x, y; z) = α1γ
∗
1 (χ (z)) χ(z)ψ(z)[1− B1(x)] exp {− (λ1(z)) x} × [1− G1(y)] exp {− (χ(z)) y}{
q+ pB∗2 (λ2(z))
}
B∗1 (λ1(z))− z
(3.33)
R2(x, y; z) = pα2γ
∗
2 (χ (z)) χ(z)B
∗
1 (λ1(z)) ψ(z)[1− B2(x)] exp {− (λ2(z)) x} × [1− G2(y)] exp {− (χ(z)) y}{
q+ pB∗2 (λ2(z))
}
B∗1 (λ1(z))− z
; (3.34)
where λ0 = λ (1− b0), λi(z) = χ(z)+ αi
(
1− G∗i (χ(z)) γ ∗i (χ (z))
)
for i = 1, 2 and χ(z) = λ (1− b(z)). 
Next we are interested in investigating the marginal orbit size distributions due to system state of the server.
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Theorem 3.3. Under the stability condition ρ0 < 1, the marginal PGFs of the server’s state orbit size distribution are given by
P1(z) = χ(z)ψ(z)
[
1− B∗1 (λ1(z))
]
λ1(z)
[{
q+ pB∗2 (λ2(z))
}
B∗1 (λ1(z))− z
] (3.35)
P2(z) = pχ(z)ψ(z)B
∗
1 (λ1 (z))
[
1− B∗2 (λ2(z))
]
λ2(z)
[{
q+ pB∗2 (λ2(z))
}
B∗1 (λ1(z))− z
] (3.36)
Q1(z) = α1
(
1− γ ∗1 (χ(z))
)
ψ(z)
[
1− B∗1 (λ1(z))
]
λ1(z)
[{
q+ pB∗2 (λ2(z))
}
B∗1 (λ1(z))− z
] (3.37)
Q2(z) = pα2
(
1− γ ∗2 (χ(z))
)
ψ(z)B∗1 (λ1(z))
[
1− B∗2 (λ2(z))
]
λ2(z)
[{
q+ pB∗2 (λ2(z))
}
B∗1 (λ1(z))− z
] (3.38)
R1(z) = α1γ
∗
1 (χ (z))
(
1− G∗1 (χ(z))
)
ψ(z)
[
1− B∗1 (λ1(z))
]
λ1(z)
[{
q+ pB∗2 (λ2(z))
}
B∗1 (λ1(z))− z
] (3.39)
and
R2(z) = pα2γ
∗
2 (χ (z))
(
1− G∗2 (χ(z))
)
ψ(z)B∗1 (λ1(z))
[
1− B∗2 (λ2(z))
]
λ2(z)
[{
q+ pB∗2 (λ2(z))
}
B∗1 (λ1(z))− z
] . (3.40)
Proof. Integrating (3.28) and (3.29) with respect to x and using the well-known result of renewal theory∫ ∞
0
e−sx (1− Bi(x)) dx =
[
1− B∗i (s)
]
s
for i = 1, 2,
we get formulae (3.35) and (3.36).
Similarly, integrating Eqs. (3.31)–(3.34) with respect to y, we get for i = 1, 2
Qi(x, z) =
∫ ∞
0
Qi(x, y; z)dy = αi [χ (z)]−1
[
1− γ ∗i (χ (z))
]
Pi (0; z) [1− Bi(x)] exp {− (λi(z)x)} (3.41)
and
Ri(x, z) =
∫ ∞
0
Ri(x, y; z)dy = αi [χ (z)]−1 γ ∗i (χ (z))
[
1− G∗i (χ (z))
]
Pi(0; z) [1− Bi(x)] exp {−χ (z) x} . (3.42)
Now utilizing (3.20) and (3.18)in (3.41) and (3.42) and then integrating it with respect to x, we claimed in formulae
(3.37)–(3.40). 
Theorem 3.4. (i) Let Pj be the stationary distribution of the number of customers in the orbit then its corresponding PGF
i.e., P(z) =∑∞j=0 z jPj is given by
P(z) = ψ(z)(1− z)[
q+ pB∗2 (λ2 (z))
]
B∗1 (λ1 (z))− z
. (3.43)
(ii) Let Φj be the stationary distribution of the total number of customers in the system at a random epoch i.e., Φj =
Qo,j +
(
1− δj,0
)∑2
i=1
{
Pi,j−1 + Qi,j−1 + Ri,j−1
}
; j ≥ 0, then its corresponding PGF is given by
Φ(z) = ψ(z)(1− z)
[
q+ pB∗2 (λ2 (z))
]
B∗1 (λ1 (z))[
q+ pB∗2 (λ2 (z))
]
B∗1 (λ1 (z))− z
= ψ (z)
ψ (1)
ζ (z) ; (3.44)
where ψ (1) = (1− ρ0) and ζ (z) is the PGF of the number of customers present in the system in an MX/G/1 with second
optional service subject to server breakdown and delayed repair under Bernoulli admission mechanism, which is given by
ζ (z) = (1− ρ0)(1− z)
[
q+ pB∗2 (λ2 (z))
]
B∗1 (λ1 (z))[
q+ pB∗2 (λ2 (z))
]
B∗1 (λ2 (z))− z
. (3.45)
Note that for the single unit arrival case with$ = 1, the above formula (3.45) is consistent with the result obtained by Choudhury
and Tadj [16].
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Proof. The result follows directly from Theorem 3.2. With the help of PGFs ψ(z), Pi(z), Qi(z) and Ri(z) for i = 1, 2, we get
the distribution of the PGF of the number of customers in the orbit as
P(z) = ψ(z)+
2∑
i=1
{Pi(z)+ Qi(z)+ Ri(z)} .
By direct calculation we can obtain (3.43).
Similarly result (3.44) follows by calculating
Φ(z) = ψ(z)+ z
2∑
i=1
{Pi(z)+ Qi(z)+ Ri(z)} 
Remark 3.1. It is important to note here that the stationary distribution of the number of customers present in the system
size at a randompoint of anMX/G/1 retrial queuewith two phases of service subject to server breakdown and delayed repair
under Bernoulli admissionmechanism given in Eq. (3.44) in terms of generating function decomposes into the distributions
of two independent random variables:
(i) The system size distribution of anMX/G/1 queuewith twophases of service subject to server’s breakdownanddelayed
repair under Bernoulli admission mechanism [represented by the second term of Eq. (3.44)] and
(ii) The conditional distribution of the number of customers in the retrial group given that the system is idle [represented
by the first term of Eq. (3.44)].
This confirms the decomposition property of [44]. It should be pointed out that our retrial model can also be viewed as
a special type of a non-exhaustive vacation model where the vacations begin at the end of first phase service completion
times. This is almost equivalent to a non-exhaustive service vacation model Bernoulli vacation schedule introduced and
studied by Keilsion and Servi [45]. Here second phases of optional service is equivalent to the vacation period considered
in [45]. Alsowe note that a similar type ofmodel without delay period and Bernoulli admissionmechanismwas investigated
recently by Choudhury and Deka [32].
Further, utilizing the result relationship between PGFs of the system size distributions at a random epoch and at a
departure epoch of an ordinaryMX/G/1 queue (e.g. see [46], page-173), we can write
pi(z) = [1− b(z)]
b/ (1) [(1− z)]Φ (z) ; (3.46)
where pi (z) denotes PGF of the system size distribution at a departure epoch.
Now utilizing (3.44) in (3.46), we get
pi(z) = (1− ρ0) (1− b(z))
[
q+ pB∗2 (λ2(z))
]
B∗1 (λ1(z))
b[1]
[{
q+ pB∗2 (λ2(z))
}
B∗1 (λ1(z))− z
]
× exp
{∫ 1
z
1
θ
(
χ(u)
{
q+ pB∗2 (λ2(u))
}
B∗1 (λ1(u))[{
q+ pB∗2 (λ2(u))
}
B∗1 (λ1(u))− u
] − λ0) duu
}
;
which is consistent with the result of Falin and Templeton [4] of the mainMX/G/1 retrial queue by taking p = 0, α = 0 and
$ = 1. 
4. Some performance measures
Our next objective is to provide explicit expressions for system size probabilities and performance measures of the
system. The results are summarized in the following theorems.
Theorem 4.1. If the system is in steady-state conditions, then
(i) the probability that the server is idle is
PI = 1− ρ1
{
1+ α1
(
γ
(1)
1 + g(1)1
)}
− pρ2
{
1+ α2
(
γ
(1)
2 + g(1)2
)}
(ii) the probability that the server is busy with FPS is PB1 = λb[1]β(1)1
(iii) the probability that the server is busy with SPS is PB2 = pλb[1]β(1)2
(iv) the probability that the server is waiting for repair during FPS is PW1 = λb[1]β(1)1 α1γ (1)1
(v) the probability that the server is waiting for repair during SPS is PW2 = pλb[1]β(1)2 α2γ (1)2
(vi) the probability that the server is under repair during FPS is PR1 = λb[1]β(1)1 α1g(1)1
(vii) the probability that the server is under repair during SPS is PR2 = pλb[1]β(1)2 α2g(1)2 .
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Proof. Noting that
PBi = limz→1 Pi(z), PWi = limz→1Qi(z) and PRi = limz→1 Ri(z) for i = 1, 2
and PI = 1−
2∑
i=1
{
PBi + PWi + PRi
}
,
the stated formulae follow by direct calculation. 
Next, we are interested in mean orbit size and mean system size of this model.
Theorem 4.2. Let LO, LS and LD be the expected number of units in the retrial groups, system at random epoch and system at
departure epoch respectively, then under the stability condition, we have
L0 =
[
λb[1]
]2 [
β
(1)
1
{
1+ α1
(
γ
(1)
1 + g(1)1
)}2 + pβ(1)2 {1+ α2 (γ (1)2 + g(1)2 )}2]
2 (1− ρ0)
+
[
λb[1]
]2 [
α1β
(1)
1
{
γ
(2)
1 + g(2)1 + 2γ (1)1 g(1)1
}
+ pα2β(1)2
{
γ
(2)
2 + g(2)2 + 2γ (1)2 g(1)2
}]
2 (1− ρ0)
+
pρ1ρ2
{
1+ α1
(
γ
(1)
1 + g(1)1
)} {
1+ α2
(
γ
(1)
2 + g(1)2
)}
(1− ρ0) +
λb[1] + λ0 (ρ0 − 1)
θ
+ ρ0b[2]
2 (1− ρ0) b[1] (4.1)
LS = L0 + ρ0 (4.2)
LD = LS + b[2]2b[1] . (4.3)
Proof. The results follow directly by differentiating (3.43), (3.44) and (3.46) with respect to z and then taking limit z → 1
by using L’ Hospital’s rule. 
Then we derive the mean busy period and the expected length of a busy cycle under the steady-state condition.
Theorem 4.3. Let Tb and Tc be the length of a busy period and length of a busy cycle respectively, then under the steady-state
conditions, we have
E(Tb) = 1
λ0(1− ρ0) exp
{(
1
θ
)∫ 1
0
(
λ0 − χ(u)
{
q+ pB∗2 (λ2(u))
}
B∗1 (λ1(u)){
q+ pB∗2 (λ2(u))
}
B∗1 (λ1(u))− u
)
du
u
}
− [λb[1]]−1 (4.4)
and
E(Tc) = 1
λ0(1− ρ0) exp
{(
1
θ
)∫ 1
0
(
λ0 − χ(u)
{
q+ pB∗2 (λ2(u))
}
B∗1 (λ1(u)){
q+ pB∗2 (λ2(u))
}
B∗1 (λ1(u))− u
)
du
u
}
. (4.5)
Proof. The results follow directly by applying the argument of alternating renewal process which lead to the well-known
result
E(Tb) = 1
λb[1]
(
1
pi0
− 1
)
(4.6)
and
E(Tc) =
[
λb[1]pi0
]−1
. (4.7)
Putting z = 0 in formula (3.48), we have
pi0 = (1− ρ0) λ0
λb[1]
exp
{(
1
θ
)∫ 1
0
(
λ0 − χ(u)
{
q+ pB∗2 (λ2(u))
}
B∗1 (λ1(u)){
q+ pB∗2 (λ2(u))
}
B∗1 (λ1(u))− u
)
du
u
}
. (4.8)
Inserting (4.8) in (4.6) and (4.7), we get (4.4) and (4.5), respectively. 
Finally, we consider some reliability measures of this model. Let Av(t) be the point wise availability of the server at time
‘t ’, that is, the probability that the server is either serving a customer or the server is available if the server is free and up
during an idle period, such that the steady-state availability of the server will be AV = limt→∞ Av(t).
Theorem 4.4. The steady-state availability of the server is given by
AV = 1− α1λb[1]β(1)1
(
γ
(1)
1 + g(1)1
)
− pα2λb[1]β(1)2
(
γ
(1)
2 + g(1)2
)
. (4.9)
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Table 1
Values of ε for$ = 0.1 and θ = 0.1.
α1 α2
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
0.1 0.0042 0.0047 0.0052 0.0057 0.0062 0.0066 0.0071 0.0076 0.0081
0.2 0.0080 0.0085 0.0090 0.0094 0.0099 0.0104 0.0109 0.0114 0.0118
0.3 0.0118 0.0123 0.0127 0.0132 0.0137 0.0142 0.0147 0.0151 0.0156
0.4 0.0155 0.0160 0.0165 0.0170 0.0175 0.0179 0.0184 0.0189 0.0194
0.5 0.0193 0.0198 0.0203 0.0207 0.0212 0.0217 0.0222 0.0227 0.0231
0.6 0.0231 0.0235 0.0240 0.0245 0.0250 0.0255 0.0259 0.0264 0.0269
0.7 0.0268 0.0273 0.0278 0.0283 0.0287 0.0292 0.0297 0.0302 0.0307
0.8 0.0306 0.0311 0.0316 0.0320 0.0325 0.0330 0.0335 0.0340 0.0344
0.9 0.0344 0.0348 0.0353 0.0358 0.0363 0.0368 0.0372 0.0377 0.0382
Proof. The result follows directly by considering the following equation
AV =
∞∑
n=0
ψn +
2∑
i−1
∫ ∞
0
Pi(x, 1)dx = lim
z→1
[ψ(z)+ P1(z)+ P2(z)] .
By using (3.28), (3.25) and (3.26), we can get (4.9). 
Theorem 4.5. The steady-state failure frequency of the server is given by
Wf = α1λb[1]β(1)1 + pα2λb[1]β(1)2 . (4.10)
Proof. The result follows directly from Eqs. (3.24) and (3.25) by utilizing the argument of Li et al. [21]. Utilizing their
argument, we may write
Wf = α1
∫ ∞
0
P1(x, 1)dx+ α2
∫ ∞
0
P2(x, 1)dx
Now since
∫∞
0 [1− Bi(x)] dx =
∫∞
0 xdBi(x) = β(1)i ; for i = 1, 2; therefore from Eq. (3.24), we get (4.10). 
5. Numerical example
The optimal design of a queueing system is to determine the optimal system parameters, such as optimal mean service
rate or optimal number of servers, see [47]. The literature addressing the optimal design of unreliable retrial queues is
very meager. Artalejo [48] presents an optimal N-policy, an optimal T-policy, and computes the optimal retrial rate that
minimizes costs using an N-policy. Li and Yang [49] examined the impact of the retrial rate, the number of input sources,
the arrival rate, and the service rate on themeanwaiting time and throughput. Sherman et al. [50] consider the simultaneous
optimal selection of the retrial and repair rates that minimize the long-run average operating costs.
In this section, the optimal design of the batch arrival unreliable retrial queue with two phases of service is addressed.
Using the usual cost structure and notation, the total expected cost per unit of time is given by
TC = chLs + co E[Tb]E[Tc] + cs
1
E[Tc] + ca
E[Ti]
E[Tc]
= chLs + co(1− pi0)+ csλb[1]pi0 + capi0
where pi0 is given by (4.8), ch is the holding cost per unit time for each customer present in the system, co is the cost per unit
time for keeping the server on and in operation, cs is the setup cost per busy cycle, and ca is the startup cost per unit time
for the preparatory work of the server before starting the service.
To find the optimal value of some parameter(s) that yield the minimum expected cost per unit of time, one should show
the convexity of TC with respect to that (those) parameter(s). Thismay not be possible because of the highly nonlinear objec-
tive function. The effect of the parameters on the objective function value cannevertheless be assessed aswe illustrate below.
First assume arriving batches of customers follow the geometric distribution with parameter 1/a[1]. Also, assume
exponential services times, repair times, and delay times. For the following values of the parameters: a[1] = 0.5,$ = 0.5,
p = 0.5, λ = 1, ch = 5, co = 100, cs = 1000, ca = 100, α1 = 0.5, α2 = 0.5, β(1)1 = 0.5, β(1)2 = 0.4, g(1)1 = β(1)1 /5, g(1)2 =
β
(1)
2 /5, γ
(1)
1 = g(1)1 /2, γ (1)2 = g(1)2 /2, θ = 0.5, we find a total expected cost per unit of time TC = 316.4343. Also, in this case,
the steady-state availability of the server is Aυ = 98.9%while the steady-state failure frequency of the server isWf = 5.33%.
Second, a sensitivity analysis of some of the parameters on the system can be conducted. Fixing the base values given
above, one parameter can be varied at a time and the corresponding objective function value computed. The graphs below
show the effect of some of the system parameters on the total expected cost per unit of time (Fig. 1).
Third, wewant to study the effect due to the server failures of some parameters on the total expected cost per unit of time.
We fix the unit costs at ch = 5, co = 100, cs = 1000, ca = 100, and also the system parameters at λ = .1, a[1] = 0.3,
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Fig. 1. Effect of the parameters α1 (top left), α2 (top right),$ (middle left), θ (middle right), 1/a[1] (bottom left), and p (bottom right) on the total expected
cost per unit of time TC .
p = 0.2,β(1)1 = 0.5, β(1)2 = 0.4, g(1)1 = β(1)1 /5, g(1)2 = β(1)2 /5, γ (1)1 = g(1)1 /2, γ (1)2 = g(1)2 /2. Then, we compute the difference
ε = |TC(α1, α2)− TC(0, 0)| for various values of the rest of the parameters:$ , θ ,α1,α2. The results are shown in Tables 1–9.
From Tables 1–3, we observe that the effect due to server failures on the total expected cost per unit of time is almost
negligible for the case$ = 0.1 and θ = 0.1, 0.5, 0.9 for all values of α1 = 0.1 to 0.9 and α2 = 0.1 to 0.9.
In Table 4, the effect on the total expected cost per unit of time is slightly significant for the case of$ = 0.5 and θ = 0.1
for almost all values of α1 and α2 except for α1 = 0.1 and α2 = 0.1 to 0.5.
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Table 2
Values of ε for$ = 0.1 and θ = 0.5.
α1 α2
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
0.1 0.0055 0.0061 0.0067 0.0074 0.0080 0.0086 0.0092 0.0099 0.0105
0.2 0.0104 0.0110 0.0116 0.0122 0.0129 0.0135 0.0141 0.0147 0.0154
0.3 0.0153 0.0159 0.0165 0.0171 0.0177 0.0184 0.0190 0.0196 0.0202
0.4 0.0201 0.0207 0.0214 0.0220 0.0226 0.0232 0.0239 0.0245 0.0251
0.5 0.0250 0.0256 0.0262 0.0269 0.0275 0.0281 0.0287 0.0294 0.0300
0.6 0.0299 0.0305 0.0311 0.0317 0.0324 0.0330 0.0336 0.0342 0.0349
0.7 0.0348 0.0354 0.0360 0.0366 0.0372 0.0379 0.0385 0.0391 0.0397
0.8 0.0396 0.0403 0.0409 0.0415 0.0421 0.0427 0.0434 0.0440 0.0446
0.9 0.0445 0.0451 0.0457 0.0464 0.0470 0.0476 0.0482 0.0489 0.0495
Table 3
Values of ε for$ = 0.1 and θ = 0.9.
α1 α2
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
0.1 0.0056 0.0063 0.0069 0.0076 0.0082 0.0088 0.0095 0.0101 0.0108
0.2 0.0107 0.0113 0.0119 0.0126 0.0132 0.0138 0.0145 0.0151 0.0158
0.3 0.0157 0.0163 0.0169 0.0176 0.0182 0.0189 0.0195 0.0201 0.0208
0.4 0.0207 0.0213 0.0219 0.0226 0.0232 0.0239 0.0245 0.0251 0.0258
0.5 0.0257 0.0263 0.0270 0.0276 0.0282 0.0289 0.0295 0.0301 0.0308
0.6 0.0307 0.0313 0.0320 0.0326 0.0332 0.0339 0.0345 0.0352 0.0358
0.7 0.0357 0.0363 0.0370 0.0376 0.0382 0.0389 0.0395 0.0402 0.0408
0.8 0.0407 0.0413 0.0420 0.0426 0.0432 0.0439 0.0445 0.0452 0.0458
0.9 0.0457 0.0463 0.0470 0.0476 0.0483 0.0489 0.0495 0.0502 0.0508
Table 4
Values of ε for$ = 0.5 and θ = 0.1.
α1 α2
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
0.1 0.0677 0.0753 0.0829 0.0905 0.0982 0.1058 0.1134 0.1210 0.1286
0.2 0.1277 0.1353 0.1429 0.1505 0.1581 0.1658 0.1734 0.1810 0.1886
0.3 0.1877 0.1953 0.2029 0.2105 0.2181 0.2257 0.2333 0.2409 0.2486
0.4 0.2476 0.2552 0.2628 0.2704 0.2780 0.2857 0.2933 0.3009 0.3085
0.5 0.3075 0.3151 0.3228 0.3304 0.3380 0.3456 0.3532 0.3608 0.3684
0.6 0.3674 0.3750 0.3826 0.3902 0.3978 0.4054 0.4130 0.4206 0.4282
0.7 0.4273 0.4349 0.4425 0.4501 0.4577 0.4653 0.4729 0.4805 0.4881
0.8 0.4872 0.4948 0.5023 0.5099 0.5175 0.5251 0.5327 0.5403 0.5479
0.9 0.5470 0.5546 0.5621 0.5697 0.5773 0.5849 0.5925 0.6001 0.6076
Table 5
Values of ε for$ = 0.5 and θ = 0.5.
α1 α2
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
0.1 0.0855 0.0952 0.1048 0.1145 0.1241 0.1337 0.1434 0.1530 0.1627
0.2 0.1613 0.1710 0.1806 0.1903 0.1999 0.2095 0.2192 0.2288 0.2385
0.3 0.2371 0.2468 0.2564 0.2660 0.2757 0.2853 0.2950 0.3046 0.3142
0.4 0.3129 0.3225 0.3322 0.3418 0.3514 0.3611 0.3707 0.3803 0.3900
0.5 0.3887 0.3983 0.4079 0.4175 0.4272 0.4368 0.4464 0.4560 0.4657
0.6 0.4644 0.4740 0.4836 0.4932 0.5029 0.5125 0.5221 0.5317 0.5414
0.7 0.5401 0.5497 0.5593 0.5689 0.5785 0.5882 0.5978 0.6074 0.6170
0.8 0.6157 0.6253 0.6350 0.6446 0.6542 0.6638 0.6734 0.6830 0.6926
0.9 0.6914 0.7010 0.7106 0.7202 0.7298 0.7394 0.7490 0.7586 0.7682
In Table 5, we see that for$ = 0.5 and θ = 0.5, the effect on the total expected cost per unit of time for α1 = 0.1 and
α2 = 0.1 and 0.2 is negligible and for other values of α1 and α2, the effects are significant. In the case α1 = 0.8, 0.9 and
α2 = 0.1 to 0.9 the effects on the total expected cost per unit of time are more significant.
In Table 6, we observe that in the case$ = 0.5 and θ = 0.9, the effects on the total expected cost per unit of time are
significant for all values of α1 and α2, except for α1 = 0.1 and α2 = 0.1 and 0.2.
In Table 7, for $ = 0.9 and θ = 0.1 the effects on the total expected cost per unit of time are more significant for
(α1, α2) = (0.8, 0.2), (0.8, 0.3), (0.8, 0.4), (0.8, 0.5), (0.8, 0.6), (0.8, 0.7), (0.8, 0.8), (0.8, 0.9), (0.9, 0.1), (0.9, 0.2), (0.9, 0.3), (0.9,
0.4), (0.9, 0.5), (0.9, 0.6), (0.9, 0.7), (0.9, 0.8), (0.9, 0.9). Rest of these the resulting effect seems to be significant.
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Table 6
Values of ε for$ = 0.5 and θ = 0.9.
α1 α2
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
0.1 0.0876 0.0975 0.1074 0.1173 0.1272 0.1370 0.1469 0.1568 0.1667
0.2 0.1653 0.1752 0.1851 0.1949 0.2048 0.2147 0.2246 0.2345 0.2443
0.3 0.2430 0.2528 0.2627 0.2726 0.2825 0.2923 0.3022 0.3121 0.3220
0.4 0.3206 0.3305 0.3403 0.3502 0.3601 0.3700 0.3798 0.3897 0.3996
0.5 0.3982 0.4081 0.4179 0.4278 0.4377 0.4475 0.4574 0.4673 0.4771
0.6 0.4758 0.4856 0.4955 0.5054 0.5152 0.5251 0.5350 0.5448 0.5547
0.7 0.5533 0.5632 0.5731 0.5829 0.5928 0.6026 0.6125 0.6223 0.6322
0.8 0.6309 0.6407 0.6506 0.6604 0.6703 0.6801 0.6900 0.6998 0.7097
0.9 0.7084 0.7182 0.7281 0.7379 0.7477 0.7576 0.7674 0.7773 0.7871
Table 7
Values of ε for$ = 0.9 and θ = 0.1.
α1 α2
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
0.1 0.1386 0.1541 0.1696 0.1851 0.2006 0.2161 0.2316 0.2471 0.2626
0.2 0.2614 0.2769 0.2924 0.3078 0.3233 0.3388 0.3543 0.3697 0.3852
0.3 0.3840 0.3994 0.4149 0.4303 0.4458 0.4612 0.4767 0.4921 0.5075
0.4 0.5064 0.5218 0.5372 0.5526 0.5680 0.5834 0.5989 0.6143 0.6297
0.5 0.6285 0.6439 0.6593 0.6747 0.6901 0.7055 0.7208 0.7362 0.7516
0.6 0.7505 0.7659 0.7812 0.7966 0.8119 0.8273 0.8426 0.8579 0.8733
0.7 0.8722 0.8876 0.9029 0.9182 0.9335 0.9488 0.9641 0.9794 0.9947
0.8 0.9937 1.0090 1.0243 1.0396 1.0549 1.0702 1.0855 1.1007 1.1160
0.9 1.1150 1.1303 1.1456 1.1608 1.1761 1.1913 1.2066 1.2218 1.2370
Table 8
Values of ε for$ = 0.9 and θ = 0.5.
α1 α2
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
0.1 0.1790 0.1991 0.2192 0.2393 0.2594 0.2795 0.2995 0.3196 0.3397
0.2 0.3376 0.3577 0.3777 0.3978 0.4179 0.4379 0.4580 0.4780 0.4981
0.3 0.4960 0.5161 0.5361 0.5561 0.5762 0.5962 0.6162 0.6362 0.6562
0.4 0.6542 0.6742 0.6942 0.7142 0.7342 0.7542 0.7742 0.7942 0.8142
0.5 0.8122 0.8322 0.8522 0.8721 0.8921 0.9121 0.9320 0.9520 0.9719
0.6 0.9700 0.9899 1.0099 1.0298 1.0497 1.0697 1.0896 1.1095 1.1294
0.7 1.1275 1.1475 1.1674 1.1873 1.2072 1.2271 1.2470 1.2668 1.2867
0.8 1.2849 1.3048 1.3246 1.3445 1.3644 1.3842 1.4041 1.4240 1.4438
0.9 1.4420 1.4618 1.4817 1.5015 1.5214 1.5412 1.5610 1.5808 1.6007
Table 9
Values of ε for$ = 0.9 and θ = 0.9.
α1 α2
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
0.1 0.1837 0.2044 0.2250 0.2457 0.2663 0.2869 0.3075 0.3282 0.3488
0.2 0.3466 0.3672 0.3878 0.4084 0.4290 0.4496 0.4702 0.4908 0.5114
0.3 0.5092 0.5298 0.5504 0.5709 0.5915 0.6121 0.6326 0.6532 0.6738
0.4 0.6716 0.6922 0.7127 0.7333 0.7538 0.7743 0.7949 0.8154 0.8359
0.5 0.8338 0.8544 0.8749 0.8954 0.9159 0.9364 0.9569 0.9774 0.9979
0.6 0.9958 1.0163 1.0368 1.0573 1.0777 1.0982 1.1187 1.1391 1.1596
0.7 1.1576 1.1780 1.1985 1.2189 1.2394 1.2598 1.2803 1.3007 1.3211
0.8 1.3192 1.3396 1.3600 1.3804 1.4008 1.4212 1.4416 1.4620 1.4824
0.9 1.4805 1.5009 1.5213 1.5416 1.5620 1.5824 1.6027 1.6231 1.6435
From Table 8, we observe that for$ = 0.9 and θ = 0.5, the resulting effects on the total expected cost per unit of time
for α1 = 0.1 to 0.5 and α2 = 0.1 to 0.9 are significant. However for α1 = 0.6 to 0.9 and α2 = 0.1 to 0.9 the effects are more
significant.
From Table 9, we see that for$ = 0.9 and θ = 0.9, the effects are more significant for α1 = 0.6 to 0.9 and α2 = 0.1 to
0.9. Rest of these the resulting effects on the total expected cost per unit of time are also significant.
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