Topic modeling techniques have widespread use in text data mining applications. Some applications use batch models, which perform clustering on the document collection in aggregate. In this paper, we analyze and compare the performance of three recently-proposed batch topic models-Latent Dirichlet Allocation (LDA), Dirichlet Compound Multinomial (DCM) mixtures and von-Mises Fisher (vMF) mixture models. In cases where offline clustering on complete document collections is infeasible due to resource and response-rate constraints, online unsupervised clustering methods that process incoming data incrementally are necessary. To this end, we propose online variants of vMF, EDCM and LDA. Experiments on large real-world document collections, in both the offline and online settings, demonstrate that though LDA is a good model for finding word-level topics, vMF finds better document-level topic clusters more efficiently, which is often important in text mining applications. Finally, we propose a practical heuristic for hybrid topic modeling, which learns online topic models on streaming text and intermittently runs batch topic models on aggregated documents offline. Such a hybrid model is useful for several applications (e.g., dynamic topic-based aggregation of user-generated content in social networks) that need a good tradeoff between the performance of batch offline algorithms and efficiency of incremental online algorithms.
Introduction
Automated unsupervised learning of latent topics from text documents has widespread application. In this paper, we first analyze three recently-proposed batch topic models-Latent Dirichlet Allocation (LDA), Dirichlet Compound Multinomial (DCM) mixtures and vonMises Fisher (vMF) mixture models-using a common framework based on the particular assumptions made regarding the conditional distributions corresponding to each component and the topic priors. vMF and DCM are essentially mixture models, which model topics at the document-level, while LDA is a more complex Bayesian model that considers per-word topic distributions. Since scalable topic-based clustering at the document level is important in many text mining applications (e.g., news clustering), we compare the efficiency and performance tradeoffs of these batch models in the task of document clustering.
Many applications also need the ability to process large volumes of data arriving over time in a stream (e.g., news articles arriving continually over a newswire). There are various challenges in analyzing such data-the whole data cannot be fit into memory at once due to resource constraints and has to be processed incrementally, multiple scans of the data kept in secondary storage is not always possible due to real-time response rate requirements, etc. This necessitates the use of incremental topic models while performing unsupervised learning over streaming text, to efficiently handle the scale and response-rate requirements in unsupervised text mining applications on the web. To this end, we propose online variants of the three topic models-LDA, vMF and DCM.
Several recent Web 2.0 applications (e.g., Slashdot, Blogger, Digg) are facing the need to process large volumes of user-generated content incrementally during peak load, and doing offline processing on non-peak hours. This motivated us to create a practical hybrid topic model scheme: learning online topic models on streaming data, with intermittent background batch topic models on offline aggregated text documents. The online component is necessary for categorizing documents into topic-based clusters in real-time, whereas the intermittent batch processing is required for improved unsupervised mining on larger offline text collections.
The main contributions of the paper are: (1) Comparing the performance of different offline topic modeling algorithms, and demonstrating that while LDA is good at finding word-level topics, vMF is more effective and efficient at finding document-level clusters; (2) Proposing a new online vMF algorithm, that outperforms online versions of LDA and DCM in efficiency and performance; (3) Presenting a practical hybrid scheme for topic modeling over document streams, which provides a good tradeoff between speed and accuracy while performing unsupervised learning over large text data.
Batch Topic Models
Unsupervised text mining and topic modeling has been a focus of active research over the past few years. The popular generative clustering and topic models for text analysis can be broadly divided into a few categories, depending on the particular assumptions made regard- ing the conditional distributions corresponding to each component and the cluster priors. The conditional assumptions are typically from one of two classes of distributions: multinomial distributions on the unit simplex [16] , or the von-Mises Fisher distribution on the unit hypersphere [3] . Further, the probability of an observation can be computed from the conditional distribution using a point estimate of the distribution, as is typical in vMF models [3] and was used originally in multinomial models [16] , or from a full Bayesian model, as is becoming increasingly common for multinomial distributions [8] . The cluster priors were traditionally modeled using a distribution that was fixed across all documents, leading to the mixture of unigrams model [3, 16] . Recent years have seen development of non-parametric Bayesian modeling of the priors [5, 8] . Table 1 summarizes the main unsupervised models for text analysis, based on the above discussion. In this paper, we focus on 3 representative models based on different assumptions on the conditional and prior. We now describe the details of each model briefly. 
, where I r (·) represents the modified Bessel function of the first kind and order r. The density p(x|µ, κ) is parameterized by the mean direction µ, and the concentration parameter is κ, so-called because it characterizes how strongly the unit vectors drawn according to f (x|µ, κ) are concentrated about the mean direction µ [3] . Consider a mix-
} and the α h are non-negative and sum to one, p h (x|θ h ) is a vMF distribution with parameter θ h = (µ h , κ h ). Given a set X = {x i } m i=1 of data points assumed to have been sampled i.i.d. following the mixture distribution, one can use the EM algorithm to estimate the parameters of the model. Following [3] , the M-step involves the following parameter updates:
In the E-step, the distribution of the hidden variables is computed as [15] . It can be shown [6] that the incomplete data log-likelihood, log p(X |Θ), is non-decreasing at each iteration of the parameter and distribution updates. Iteration over these updates till convergence constitutes the movMF algorithm.
DM/DCM models.
The second model we consider is the the mixture of Dirichlet compound multinomial (DCM) distributions [11, 7] . The model is similar to a mixture model, such as movMF, but uses a full Bayesian model on the conditional distribution corresponding to each cluster. In particular, the model uses a Dirichlet prior over multinomial conditionals, where the parameters of the Dirichlet are different for every cluster. The mixture of multinomial model [16] is one of the earlier models for text analysis and is an example of a naive-Bayes model. In the basic model, corresponding to each cluster, one assumes a probability distribution over all words, i.e., for a word w j , φ j is the probability of emitting w j , so that
Then, a document is generated by sampling repeatedly from the word distribution. The naive-Bayes assumption posits conditional independence of subsequent draws, so that for a document x with x j occurrences of word w j , the probability of observing x given the model is
Instead of using a single multinomial for each cluster, the DCM model assumes a Dirichlet prior over all multinomials. In particular, the prior probability of the multinomial
where β is the parameter of the Dirichlet distribution. Then, the probability of observing document x is obtained by integrating the probability contributions of individual multinomials over the prior so that p(x|β) = φ p(x|φ)p(φ|β)dφ. The DCM distribution does not belong to the exponential family [7] and the maximum likelihood parameters estimates need nontrivial iterative computations [13] . Motivated by such computational bottlenecks, Elkan recently proposed an exponential family approximation of the DCM model, known as the EDCM model, for which the computations are comparatively reasonable [7] . In particular, the probability of the document x is given by q(x|β) = n! Γ(s) Γ(s+n) j:xj ≥1 βj xj , where β is the parameter of the EDCM model, and s = d j=1 β j . Given a set of m documents X = {x 1 , · · · , x m }, one can run an EM algorithm for the mixture of EDCM models in order to estimate the parameters as well as get a clustering of the documents. The E-step involves computing p(h|x) and is similar to that of the mixture of vMF distributions. The M-step parameter estimates (s h , β h ), h = 1, . . . , k are given by
,where n i is the number of words in document x i . Elkan [7] recommends several other practical heuristics to get high quality clustering results from the mixture of EDCM model.
LDA models.
The third model is a full Bayesian version of latent Dirichlet allocation (LDA) [8, 5] . The fundamental difference between the LDA model and the vMF and DCM models is that LDA uses a nonparametric Bayesian model of the prior probability over all the clusters. In this paper, we focus on the full Bayesian version of LDA that uses a Bayesian model for computing the probability of an observation given each cluster [8] . Similar to the DCM model, the Bayesian LDA models assumes a Dirichlet prior over all multinomials, where the Dirichlet parameter is different for every cluster. However, unlike the previous models, LDA assumes a different topic distribution for every document. Note that LDA represents a document as a sequence w of words, rather than a feature vector x of word counts as used by vMF or DCM, the latter actually using a sequence representation that can be compiled into a feature vector. In order to generate the sequence of words w in a document, a topic distribution θ is first sampled from a Dirichlet prior, with parameter α, on the topic simplex. To generate the th word of the document, a topic z is first sampled at random from the topic distribution θ. Then a topic-specific multinomial φ z for the word distribution is sampled from the Dirichlet prior with parameter β, corresponding to the topic z . Finally, the word w is sampled according to the multinomial φ z . Thus, the probability of observing the document w is given by p(w|α,
For a k component topic model, each z ∈ {1, . . . , k}. Consider a corpus w = {w 1 , . . . , w n }, where word w is from document d . Given particular values of α and β, the main inference problem to be solved involves estimating z for each word w . As [8] showed, the inference problem can be solved using Gibbs sampling. In particular, from Bayes rule, the conditional posterior distribution for z is given by p(z = h|z − , w) ∝ p(w |z = h, z − , w − )p(z = h|z − ). A careful calculation [8] shows that both terms in the right hand side can be computed in closed form so that
Online Topic Models
In this section, we present online versions of the three topic models discussed in Section 2. We also discuss a hybrid scheme of interleaving online topic modeling on streaming text with intermittent batch processing.
Online vMF.
The mixture of vMF distributions model is the simplest of the three models discussed in Section 2. We focus on the spherical kmeans algorithm, which is a popular special case of the general vMF model, and propose a version that is fully online. Since the batch vMF model uses the EM algorithm, our extension is partly motivated by the analysis of [15] , and an application of a similar analysis on frequency sensitive clustering due to [4] .
Given an existing mixture of vMF model based on a stream of t documents, and given a new document x t+1 , the document can be assigned to the best cluster, i.e., the cluster having highest posterior probability p(h|x t+1 ). Now, the parameters of the model need to be updated based on the new document. While there are several choices of doing such an update, we choose a simple approach of only updating the parameters of the mixture component to which the current document got assigned to. Such a choice is partly motivated by theoretical results on online learning of exponential family distributions [2] . In particular, for exponential family distributions, one can show a strong relative loss bound on streaming data based on the following simple recursive update of the mean parameter
). In practice, as t increases, the last term becomes vanishingly small, which may not be desirable particularly in non-stationary environments. A practical trade-off is to maintain an effective count
where L is the effective memory length [4] . Note that as t → ∞, c t → L from below. In case of von Mises-Fisher distributions, the estimate of the mean has to be normalized to lie on the unit hypersphere [4, 3] , so that the recursive update becomes
. Thus, the online vMF model is a truly online model that processes one point at a time and does not need to store any additional information other than the current set of parameters.
3.2 Online DCM. The DCM model is not an exponential family distribution, so the simple recursive update is not appropriate for the mixture of DCM model. In fact, the EDCM model, which is an exponential family approximation to DCM, is actually not an exponential family model in the form it appears in [7] , since the cumulant function has not been determined exactly.
As a result, we resort to a more explicit windowed update that we describe next. Consider an existing mixture of EDCM models based on a stream of t documents. Given a new document x t+1 , it is straightforward to compute p(h|x t+1 ) from the existing model components, by applying Bayes' Rule. After assigning the document to the most likely component, we update the component parameters as follows. Let M L h be the set of the last L documents that have been assigned to topic h. If the new document x t+1 is assigned to topic h, then M L h is updated by inserting x t+1 in, and deleting the oldest document in the set. Then, the documents in M L h is used to estimate a new sets of parameters following the update equations in Section 2.2. The parameters of the EDCM components are updated as a moving average of the new estimated parameters and the existing parameter values over the sliding window.
Online LDA.
For learning the LDA model online, we use the incremental LDA model proposed in [17] . In the incremental LDA algorithm, batch LDA is initially run on a small window of the incoming data stream and the LDA parameters φ and θ are initialized using the MAP estimatesφ andθ estimated from this window: φ
+T α , where n w l j is the number of times the word w l is assigned to topic j, n . Subsequently, the MAP estimatesφ andθ are updated using the expected assignments of words to topics in d. This process of assignment of incoming topics and update of the MAP estimates of the parameters is continued till the end of the document stream. Note that this is not the true online Bayesian version of the LDA algorithm, since it does not update the posterior distribution over the parameters φ and θ; instead, it works with their MAP estimates. Nonetheless, the incremental LDA algorithm is efficient, since the topic assignments and parameter updates with every new document depends only on the accumulated counts and the words in that document.
Hybrid Scheme.
In the different motivating examples outlined in Section 1, online topic modeling is necessary for real-time topic analysis of an incoming document in the data stream. But at the same time it may be required to run offline topic models intermittently on the repository where the incoming data is stored, in order to get robust statistics of the overall topic model (and hence better clustering) from collective inference over a large text corpus. As a result, what we need in such applications is a hybrid topic modeling scheme that alternates between two phases: (i) Stream phase: run an online topic algorithm on streaming data; and (ii) Offline phase: intermittently run a batch algorithm on the accumulated offline repository data. A hybrid algorithm can operate on different schedules of alternation between the Stream and Offline phases. Similar schemes have been used successfully in clustering evolving data streams [1] .
Experiments
This section describes the experiments, outlining the datasets, evaluation measures, and results.
Datasets.
We used the 20 Newsgroups collection (19941 documents in 25936 dimensions, 20 clusters), and four subsets derived from it: (i) subset-20 (1997 documents in 13341 dimensions, 20 clusters), (ii) rel-3 (2996 documents in 10091 dimensions, 3 clusters) , (iii) sim-3 (2980 documents in 5950 dimensions, 3 clusters), and (iv) diff-3 (2995 documents in 7670 dimensions, 3 clusters), which represent datasets in different levels of size and difficulty of clustering [3] . We also harvested news articles from the Slashdot website and created 2 new datasets: (i) slash-7: news articles posted to 7 Slashdot categories: Business, Education, Entertainment, Games, Music, Science and Internet (6714 documents in 5769 dimensions, 7 clusters); (ii) slash-6: articles posted to the 6 categories: Biotech, Microsoft, Privacy, Google, Security, Space (5182 documents in 4498 dimensions, 6 clusters).
All the datasets used the bag-of-words representation with word-level features, and were pre-processed using stop-word removal, TFIDF weighting (for vMF only, since LDA and DCM can handle only counts), and removal of very high-frequency and low-frequency words.
Evaluation.
The following evaluation measures were used in the experiments: (i) Cluster quality: we used normalized mutual information (nMI), which measures how closely the cluster partitioning could reconstruct the underlying label distribution in the data [18] . (ii) Time: for the batch algorithms, we measured the system time taken to converge to the final clustering solution. In the online case, we report the average time to cluster each incoming document. Table 4 : Performance of online algorithms averaged over 5 epochs. Best nMI for every dataset is highlighted.
4.3 Results. Experiment 1 compares the performance of the three batch algorithms-LDA, EDCM, and vMF-on the 7 datasets. Table 2 shows the nMI and run time results averaged across 5 runs, where vMF has the highest nMI accuracy and lowest run time for Table 4 are averaged across 5 epochs. o-vMF substantially outperforms o-LDA and o-EDCM for all datasets. In general, the online algorithms give worse nMI results than the corresponding batch algorithms, which is expected since the online algorithms can only update the cluster statistics incrementally.
Experiment 3 evaluated h-vMF on the news datasets. The Stream phase was applied on the online data stream, and after every 20% of the stream, one iteration of the Offline phase was run. Figure 1 shows how the nMI values improves with increasing fraction of the dataset being processed by h-vMF. As expected, there are sharp jumps in the plot where h-vMF switched to the Offline phase from the Stream phase, validating our claim that intermittent batch processing improves the clustering performance. Note that on more difficult datasets, e.g., sim-3, the Stream phase can accumulate errors along the way, as previously noted by [1] running intermittent Offline phases can correct these errors and improve the overall performance.
Related Work
Our work is related to two different existing research directions: unsupervised models for text analysis, and online/streaming models for data analysis.
Among the first category of the models discussed in Section 2, vMF tends to perform marginally better than the basic naive-Bayes model [20] , although the performance of naive-Bayes can be improved using techniques like annealing. In the second category of models, DCM has also been studied by other researchers as Dirichlet Mixture (DM) models [19] . While probabilistic latent semantic indexing (PLSI) [9] was one of the first models in the third category, latent Dirichlet allocation (LDA) [5] as well as its full Bayesian variants [8] have become significantly more popular over time.
Extensive research on analysis of data streams has been done in the database, data mining and machine learning communities. A large part of the research has been motivated by specific problems and applications, including novelty detection [10] , frequent pattern mining [12] , and clustering [4] . One of the important earlier ideas on clustering evolving data streams suggested using a hybrid online-offline strategy, rather than a one pass algorithm, based on practical considerations [1] . The work on online spherical kmeans [4] is an example of an online extension of the first category of text models discussed earlier. Online extensions of the text models of the second and third category have also been proposed recently, e.g., online Dirichlet mixture model using a multinomial particle filter [14] , online extension of the full Bayesian version of LDA [17] .
Conclusion
This paper compares the performance of three popular topic models -LDA, vMF, EDCM -and demonstrates, via thorough experiments, that vMF provides the best overall performance for batch document clustering, discovering coherent underlying topics in the process. It also presents a new online algorithm for vMF, which outperforms corresponding online versions of LDA and EDCM. Finally, it proposes a practical hybrid scheme for topic modeling, which gives a good tradeoff of performance and efficiency for processing streaming text. In future work, we would like to investigate other hybrid topic model schemes, which can do a load-based switch between the online and batch algorithms depending on the rate of incoming documents in the text stream. We would also like to incorporate model-selection into the hybrid algorithm -this would enable new topics to be detected by the online algorithm in the Stream phase, following which the batch algorithm can get better statistics for the newly discovered topics in the Offline phase.
