We consider a signaling format where information is modulated via a superposition of independent data streams. Each data stream is formed by replication and permutation of encoded information bits. The relations between data bits and modulation symbols transmitted over the channel can be represented in the form of a sparse graph. The modulated streams are transmitted with a time offset enabling spatial coupling of the sparse modulation graphs. We prove that a two-stage demodulation/decoding method, in which iterative demodulation based on symbol estimation and interference cancellation is followed by parallel error correction decoding, achieves capacity on the additive white Gaussian noise (AWGN) channel.
Introduction
Recently, the technique of spatial graph coupling applied to iterative processing on graphs attracted significant interest in many areas of communications. The method was first introduced to construct low-density parity-check convolutional codes (LDPCCCs) [1] that exhibit the so called threshold saturation behavior [2] [3] which occurs when the limit (threshold) of the suboptimal iterative decoding of LDPCCCs asymptotically achieves the optimum maximum a posteriori probability (MAP) decoding threshold [3] of LDPC block codes with the same structure [10] . The idea of constructing graph structures from connected identical copies of a single graph has since been applied to compressed sensing [11] [27] , image recognition, quantum coding [14] , multi-user detection [12] [13] , and other fields.
In this work we consider a communication format in which a sequence of modulated symbols at the transmitter is formed as the sum of equal-power redundant independent data streams. A single data stream is constructed by encoding an information sequence with a binary error correction code, replicating each encoded bit a number of times and permuting the replicated bits. The main feature discussed in the paper is the data stream coupling accomplished by linear superposition of the data streams (in the real or complex domain) transmitted with time offsets by a single or multiple transmitters. The receiver needs to carry out two tasks: suppression of the inter-stream interference and error correction decoding. We prove that these tasks can be efficiently accomplished by iterative data stream layering and subsequent error correction decoding performed for all data streams in parallel.
System Model
We consider a modulation technique in which the signal transmitted over the channel is formed by a superposition of L independently modulated data streams. These streams may initiate at a single or multiple terminals and then superimpose at the receiver.
A schematic diagram of the modulator for the lth data stream is given in Figure 1 . First a binary information sequence u l = u 1,l , u 2,l , u 3,l , · · · , u K,l enters a binary forward error correction encoder of rate R = K/N . Then each bit of the encoded binary sequence v l = v 1,l , v 2,l , v 3,l , · · · , v N,l , where v j,l ∈ {−1, 1}, j = 1, 2, · · · , N is replicated M times and permuted producing a sequenceṽ l =ṽ 1,l ,ṽ 2,l , · · · ,ṽ M N,l .
Data Stream Coupling
We consider the case where L modulated data streams add up with time offsets defined as follows. Transmission of the first data stream starts at time t = 1. For the first τ 2 symbol time intervals the modulated signal consists of a single data stream. After τ 2 symbols transmission of the second data stream is initiated. For time instances t ∈ [τ 2 + 1, τ 2 + τ 3 ] the transmitted signal consists of a superposition (a sum) of two data streams. Then after a delay of τ 3 symbols the third data stream is also added and so on. Finally, at time t = m the Lth data stream is added to the system. This process is illustrated in Figure 2 for the case of L = 5 streams and τ 2 = τ 3 = τ 4 = τ 5 = 1. In each data stream a transmitted block of M N data symbols is immediately followed by the next block. We call this process of transmission initialization stream coupling.
The modulated signal s = (s 1 , s 2 , s 3 , · · · ) is computed as the superposition
where L(t) ≤ L denotes the number of data streams in the system at time t and can be computed as
Clearly L(t) = L for t ≥ m. Each data stream is multiplied by the power normalizing amplitude P/L and transmitted over the channel. In this paper we consider equal power data streams although generalization to unequal power streams is straightforward. We consider transmission over a real-valued AWGN channel. Thus, the received signal equals
where n = (n 1 , n 2 , · · · ) is a noise vector with standard iid Gaussian components of mean zero and variance σ 2 . The power of the modulated signal s t P/L equals P since s t in (1) is a sum of L independent binary random variables (for t ≥ m) assuming the values −1 and 1 with probability 1/2. Without loss of generality we can assume that P = 1. Therefore, the total normalized signal-to-noise ratio (SNR) is 1/σ 2 . The total transmit data rate equals RL/M = αR information bits per channel use. The ratio α = L/M is called the modulation load.
We notice that the proposed modulation format allows for a graph representation in which encoded data bits v t,l are represented by "variable" nodes which are connected to "channel" nodes representing modulation symbols s t . Graphs representing individual data streams are shown in Figure 3 a). Variable nodes are shown by circles while channel nodes are shown by hexagons. The example shows three data streams in which the information is modulated into five bit blocks. The transmission time offsets equal τ 2 = 3 and τ 3 = 8. Figure 4 : The relation between the variable and the channel nodes and the sets of indices involved.
Iterative Demodulation and Decoding
The received signal y contains M replicas of each transmitted bit
denote the set of indices t such that the signal s t , and therefore y t , contains v j,l . Moreover, by J (t) we denote a set of all index pairs (j, l) such that v j,l is included in y t (see Figure 4 ). For each bit v j,l we use a set of received signals {y t } t∈T (j,l) to form a vector y j,l . Since each y t , t ∈ T (j, l) contains v j,l we have
where h = 1/L(1, 1, · · · , 1). The vector ξ j,l = (ξ j,l,t 1 , ξ j,l,t 2 , · · · , ξ j,l,t M ), where (t 1 , t 2 , · · · , t M ) = T (j, l) is the noise-and-interference vector with respect to the signal v j,l . The components of this noise-and-interference vector are
The Central Limit Theorem implies that the vector ξ j,l converges to a Gaussian random vector with independent zero-mean components and covariance matrix
t denotes the variance of ξ j,l,t , t ∈ T (j, l) as L increases. For t > m the cardinality of the set J (t) is |J (t)| = L giving the variance σ 2 t = (L − 1)/L + σ 2 according to (4). However, since |J (t)| = L(t) < L for some t ≤ m, and since the variances are influenced by the interference cancellation throughout the demodulation iterations, we prefer to use the expression based on σ 2 t . We now perform minimum mean-squared error (MMSE) filtering on y j,l to form an SNRoptimal linear estimate of v j,l , given by
where w
The resulting SNR of the signal z j,l equals
Since v j,l ∈ {1, −1}, and takes each of the two values with probability 1/2, we can form a conditional expectation estimatev j,l of v j,l aŝ
Once the estimatesv j,l are generated for all data bits v j,l , j = 1, 2, · · · , l = 1, 2, · · · , L, the next iteration starts with an interference cancellation step performed by computing y (1) j,l with components
Therefore,
where the components of ξ
We then proceed with calculating new estimatesv (1) j,l repeating the same procedure that lead to (5) and (7) , and the estimation and interference cancellation steps are repeated for a number of iterations. To avoid reusing the same information throughout the iterations, we compute M extrinsic vectors y
where τ ∈ T (j, l), τ = t. The vectors y (i) j,l,t are used to form M estimates z (i) j,l,t according to (5) and correspondingv (i) j,l,t estimates according to (7) , one for each replication of v j,l . We consider a two-stage decoding schedule. At the first stage I iterative demodulation iterations are peformed as described above. The second stage comprises simultaneous decoding by the forward error correction codes used to encode the information into the data streams.
Performance Analysis
To simplify the derivation of the equations describing the evolution of the noise-and-interference power throughout the demodulation iterations we assume that each modulated data block of M N symbols consists of 2W + 1 equal length subblocks. Assume that the time t is measured in subblocks. We also assume that L data streams are split into 2W + 1 equal size groups with L/(2W + 1) data streams in each group. The transmission of the first group of streams starts at t = 1, the transmission of the second group starts at t = 2 and so on. This situation is illustrated in Figure 2 for the case of W = 2.
The noise-and-interference power at iteration i for symbols v j,l transmitted at time t is given by
where the function g m (·), introduced in [23] , is given by
and N (0, 1) denotes a standard normal random variable. The recursion (13) was derived in [4] for a block-coupled multi-user system and it can be explained as follows. By definition the function g m (a) is a mean-squared error E|v j,l −v j,l | 2 of bit estimateŝ v j,l (obtained using the localy best estimator (7)) for a data stream with signal-to-noise ratio a = γ j,l . The interference cancellation operation (12) implies that the noise-and-interference power at time t consists of the mean square error contributions of data streams transmitted at times t − 2W, t − 2W + 1, · · · , t and the noise power σ 2 , see Figure 2 . This gives the outer summation in (13) . The M replicas of each data bit in a data stream transmitted at time t experience SNRs 1/(αx t i−1 ), 1/(αx
. We assume that M W and the replicas of each data bit are uniformly distributed through the 2W + 1 sections of the data stream. Therefore, the SNR of the data stream is given by the argument of the function g m (·) in (13) as a result of the optimal combining of the replicas according to (7) .
We assume that transmission starts at time t = 1. At every time instant t, the modulation load is increased by α/(2W + 1) for t = 1, 2, · · · , 2W + 1. As a result, the initial conditions for recursion (13) can be formulated as
where we assume that MMSE of the data bits equals 1 since initially all data bits are unknown. Following I demodulation iterations the residual noise-and-interference power of a data bit in a block transmitted at time t equals x t I . The SNR for the bits of a data stream transmitted at time t equals
(see the argument of g m (·) in (13)). The subsequent error correction decoding performed at the second stage of the two-stage reception process is successful for the block transmitted at
where θ is the decoding threshold SNR of the external forward error correction codes used. Figure 5 illustrates the solutions x t i of the coupled system (13) computed for σ 2 = 0.01, W = 10, and α = 2.5 and plotted as functions of t for various iteration numbers i. The curves, from top to bottom correspond to i = 1, 2, 3, 9, 19, and 29. Each of the solutions x t i is a non-decreasing function of t. The solution x t 0 is increasing linearly for t ∈ [1, 2W + 1] and then remains constant for t > 2W + 1 according to (14)- (16) . As i increases x t i approaches an asymptote x (1) for small t and an asymptote x (3) for large t. These asymptotic values, shown by horizontal lines in Figure 5 , are the first and the third root of the equation (19) discussed in Section 3.1. We can observe numerically that the convergence of x t i to x (1) propagates along the received data stream with some speed s. Thus, for each t the number of iterations required to reduce noise-and-interference power to a specific level needs to be I(t) = st, where s is a speed of convergence. The convergence speed for the example presented in Figure 5 approximately equals 1.6 time units per iteration and indicates the speed with which the function x t i moves to the right as i increases (see Figure 5 ). Therefore,
for t > 0, and sufficiently large i and j, i > j.
Roots of the Convergence Equation
The following recursion is describing the evolution of the noise-and-interference power throughout the demodulation iterations for the uncoupled system which corresponds to W = 0
In the uncoupled case the system load equals α at all time instants t and all the data bits experience the same SNR equal to 1/(αx i ) at iteration i, irrespective of t. The corresponding
with x ∈ [0, ∞) can have one, two, or three roots. We focus on the case where (19) has three roots x (1) < x (2) < x (3) . The roots x (1) and x (3) are the two stable (attractor) fixed points of (18) while x (2) is an unstable fixed point. The recursion (18) is initialized by x 0 = 1+σ 2 > x (3) and, therefore, it converges to the largest stable root x (3) . The advantage of coupling is that recursion (13) is initialized by (14)- (16) with some values x t 0 < x (2) and, therefore, it may converge to the smaller root x (1) (depending on the parameters α, σ 2 , and W ).
As we will see later (Lemma 1) x (1) ≈ σ 2 while x (3) ≥ 0.3 which means that at high SNR the coupled system can operate near channel capacity (Theorem 1) while the uncoupled system has a maximal rate strictly limited and bounded away from capacity. This limit is asymptotically independent of the SNR.
Note that the roots of (19) are functions of α and σ 2 . For σ 2 ≤ 0.07 we can define a threshold load value α s (σ 2 ) such that for α ∈ [0, α s (σ 2 )) (19) has only one root, for α = α s (σ 2 ) there are two roots, and for α ∈ (α s (σ 2 ), C(σ 2 )] there are three roots, where
is the capacity of the AWGN channel with SNR 1/σ 2 which is the total SNR of our system. Figure 6 shows the function g m (1/(αx)) + σ 2 plotted for σ 2 = 0.01 and three different values of α: α = 1.5, α = 2.0115 = α s (0.01), and α = 2.5. The roots x (1) , x (2) , and x (3) are indicated for the case α = 2.5. The values of the roots x (1) and x (3) coincide with the values of the horizontal asymptotes of x t i plotted in Figure 5 . Lemma 1 states upper and lower bounds on the roots x (1) and x (3) which will be used in the proof of the main result. Lemma 1. Consider σ 2 ≤ 1. Then the following statements are satisfied:
and there exists a functionρ(α) of a single parameter α such that
Proof. See Appendix A. (1) x (2) x ( Consider the recursion
equivalent to (18) where all roots are shifted by x (1) = x (1) (α, σ 2 ), the smallest root of (19) . The roots of (26) equal 0, x (2) − x (1) , and x (3) − x (1) . The coupled recursion corresponding to (26) is constructed as
and is equivalent to (13) from a convergence perspective since the resulting sequences differ by x (1) .
Achievable Rate and Capacity
If the system (13) converges to its smallest root x (1) of (18) after a possibly infinite number of iterations, the SNR of the demodulated data bits equals M/(Lx (1) ) = 1/(αx (1) ), since each bit has power 1/L and is replicated M times. Each replica experiences noise-and-interference power x (1) and the replicas are combined. The total communication rate (sum-rate) achievable by the system is, therefore,
where C BIAWGN (a) denotes the capacity of the binary-input AWGN (BIAWGN) channel with SNR equal to a. Expression (28) assumes that the forward error correction codes used for each data stream are optimal for the BIAWGN channel with SNR 1/(αx (1) ) and have rate R = C BIAWGN 1/(αx (1) ) . To compute the total sum-rate the individual code rate R is multiplied by the number of data streams L and divided by the repetition factor M .
Here we recall that system (13) operates with total signal power 1 and noise power σ 2 and the corresponding capacity of the (real-valued) AWGN channel for these parameters equals C(σ 2 ) defined in (20) .
We are now ready to state the main result of the paper. Letᾱ denote the maximum load for which the coupled system converges to x (1) , i.e., for any α ≤ᾱ the solution of the coupled system (13) satisfies lim i→∞ x t i = x (1) for any t > 0. Note thatᾱ is a function of σ 2 and W . Theorem 1. There exists aW > 0 such that for any W >W
as σ 2 → 0, and, therefore, lim
Another version of the main result, providing an upper bound on the gap between channel capacity and the achievable rate is given by Corollary 1. For any σ 2 such that C(σ 2 ) ≥ 5.1 there exists an α > 0 such that the achievable rate satisfies
Proof. See Section 3.4.
The expression in Theorem 1 demonstrates the asymptotic behavior of the achievable rate and shows that the gap between the achievable rate and the AWGN channel capacity tends to zero as the SNR increases. For small SNRs we can obtain limiting system loadsᾱ numerically. The gap between the achievable rate and the AWGN channel capacity is plotted in Figure 7 . Each point on the curve corresponds to specific σ 2 for which C(σ 2 ),ᾱ, and R(ᾱ, σ 2 ) are computed. We can observe that the gap is decreasing as the SNR and the channel capacity grow demonstrating the behavior predicted by Theorem 1.
Outline of the Proof of Theorem 1
The proof of the main results consists of a number of steps. We start with deriving a convergence condition for the coupled system using the method of potential functions [25] , [21] , one of the techniques recently developed to study coupled scalar recursions [21] [18] .
We start with representing (26) in the form where
are chosen such that
The recursion (27) can also be written in terms of f and g as
where the vector function φ(
denotes the trajectory of the system throughout the iterations, i.e.,
.
Lemma 2. Functions f (x, α) and g(x) are increasing functions of x for x ∈ [0, 1] and α ∈ [0, C(σ 2 )] and the recursion (35) is non-increasing in each coordinate, i.e. x t i ≤ x t i−1 , for i = 1, 2, · · · and t ≥ 1.
Proof. See Appendix B.
Lemma 2 implies that (35) will always converge to a fixed point solution. We want to find the largest α, such that the only fixed point of (35) equals 0.
We now define potential functions 1 for the systems (31) and (35) according to [21] as
and
respectively, where for (35) we consider a truncation of the infinitely long vector x to x = (x 0 = 0, x 1 , x 2 , · · · , x T ) where T is some truncation time. The main result of [21] states that if min
and W is sufficiently large then the only fixed point solution of (35) is x = 0. The proof presented in [21] considers a shift operation on x, denoted by Sx and defined as [Sx] t = x t−1 , for t > 0. The change of the potential of the coupled system (37) is computed in terms of the potential of the uncoupled system
The change of the potential (39) can be expressed via a Taylor series expansion of the function U (x, α) at the point x along the direction of the shift Sx. The approach in [21] is to show that the second derivative term is proportional to 1/W since x is smooth, i.e. |x t − x t−1 | ≤ 1/W , t > 0, due to averaging in (35). Therefore, the second derivative term cam be made arbitrary small by an appropriate choice of W . Thus, the change of the potential (39) is approximately equal to the scalar product of the gradient U (x, α) and the non-negative vector x − Sx. The condition (38) together with (39) implies that the gradient of U points in negative direction for at least one t (and its projection on the tth axis is separated from 0). This leads to x t > [φ(x)] t by definition (37). Hence, the only fixed point of (35) is x = 0. The argument is carefully detailed in [17] . The use of potential function for coupled systems was suggested in [25, 26] where the authors show that these functions relates to the Bethe free energy of continuous dynamical system describing a coupled model of a code-division multiple-access (CDMA) system. The potential function has also been used in [27] to study a coupled dynamical system describing reconstruction for compressed sensing. The potential function in the latter case plays the role of a Lyapunov's function guaranteeing stability of the respective dynamical system. Let us define
For any α < α * (35) converges to 0 and therefore the equivalent recursion (13) converges to (x (1) , x (1) , · · · , x (1) , · · · ). This implies that for the maximum loadᾱ for which coupled system converges satisfiesᾱ ≥ α * . The potential function (36) of the system (34) equals
The function U (x, α) is plotted in Figure 8 for σ 2 = 0.0129, 0.003347, and 0.000855 and the corresponding α * = 3, 4, 5. Note that α * is a decreasing function of σ 2 . The main part of the proof is dedicated to finding α * based on (40). To do so we use a relation between the mutual information and the MMSE from [16] to derive a lower bound on min x∈[0,1] U (x, α) which is analytically tractable.
Finally, we use bounds on the roots x (1) and x (3) of the convergence equation, provided by Lemma 1, to compute the achievable communication rate R(α * , σ 2 ) and prove that it is within a small gap from the channel capacity C(σ 2 ), and that this gap is inversely proportional to the channel capacity itself.
Proof of Theorem 1 and Corollary 1
Proof. To find the minimum of U (x, α) defined by (41) for a given α (and σ 2 ) we compute its partial derivative with respect to x as
The condition for an extremum
is equivalent to
Depending on the value of α we consider three cases (see Section 3.1)
1. In case α ∈ [0, α s ) equation (44) has a single root x = 0 corresponding to the minimum of U (x, α). This implies U (x, α) ≥ 0 for x ∈ [0, 1].
2. In case α = α s equation (44) has two roots: x = 0 corresponding to the minimum and
3. Case α ∈ (α s , C(σ 2 )) corresponds to the case when (44) has three roots. U (x, α) has two local minima and the second minimum, located at the point x m = x (3) − x (1) , can be negative for large α (the first local minimum is at x = 0).
Therefore, the value of x for which U (x, α * ) = 0 equals x m = x (3) − x (1) and corresponds to Case 3. Computing U (x m , α) gives
The relationship between MMSE (i.e. function g m (·)) and the mutual information for BI-AWGN channel, derived in [16] implies that
Now we define a function
Since the minimum of U (x, α) is attained in the point x = x m the load α * , defined in (40), for which the system (35) converges to the all-zero solution satisfies
Now we estimate α * using (47), (48), and (49). Applying the bounds on x (1) and x (3) given in Lemma 1 (a) and (b) to (47) we obtain
At the next step we use the following bounds on the capacity of the BIAWGN channel
The lower bound in (51) derived in [24] [20] is valid for γ < 1 and we apply it to the last term in (50) to obtain
The upper bound of (51) is used to obtain
Application of (52) and (53) to (50) leads to
where
Applying the asymptotic expression (c) of Lemma 1 we obtain an asymptotic expression for ξ(α) as ξ(α) = 1 2 ln 2 ln
Finally, a combination of (56) and (61) implies that
Inequality (62) can be represented as
Thus, the right hand side of (65) is positive for
We note that the term o 1 α , that first appeared in (58), originates from Lemma 1 (c) and satisfies (24) , i.e., it is a bounded function of σ 2 . It can be easily verified that the property (24) is preserved throughout the computations (58)-(61). Therefore, we can substitute α = α r = C(σ 2 ) + B + o(1) into (68) and obtain
, since α * is the largest value of α for which u(α) ≥ 0 2 . Taking into account
we find that
2 According to the definition (40) of α * we have to formally verify that u(α) > 0 for all α ≤ α * . This is formally done in Appendix C where we show that u(α) is a decreasing function of α. However, we note that finding a suitable α for which u(α) > 0 and R(α, σ 2 ) ≈ C(σ 2 ) is already sufficient for the proof of Theorem 1.
as σ 2 → 0 and C(σ 2 ) → ∞. The achievable rate (see Section 3.2) equals
From (47) and (49) we obtain
where the last equality comes from (54)-(56). Applying (71) to (61) and substituting into (74) finally gives the main result
Theorem 1 is proved.
Proof of Corollary 1
Proof. We follow the development of the proof of Theorem 1 to the point of inequality (57).
To obtain an exact bound on the gap to capacity we start with lower bounding the right hand side of (57) by applying a lower bound on x (3) given by Lemma 1 (b) valid for α > 4 and obtain ξ(α) ≥ − 9 2 ln 2 1 α .
Application of (75) to (56) implies
where the right hand side is non-negative for any α ∈ (0, α b ],
which implies system convergence for modulation loads α ∈ [4, α b ). Since Lemma 1 (b) can only be applied for α > 4 we need to check that 4] . Since x (3) (α, σ 2 ) ≥ x (3) (α, 0) we can lower bound (57) as
where σ 2 ≤ 0.001 due to C(σ 2 ) ≥ 5.1. Therefore, (79) implies
Numerically we find for α ∈ (α s , 4]
Therefore, for C(σ 2 ) ≥ 5.1 and α ∈ (α s , 4] we obtain
which implies convergence. Finally, computation of the achievable rate for α = α b according to (28) leads to
where (83) is obtained using a lower bound on C BIAWGN (·) derived in [8] (Appendix II). Inequality (84) follows from C(σ 2 ) > α b and application of the upper bound on x (1) from Lemma 1 (a). The inequality (86) follows from the fact that the second term in (85) is very small and approaches 0 much faster than O(1/C(σ 2 )) terms. Corollary 1 is proved.
Conclusion
We consider modulation of information in a form a superposition of independent equal power and equal rate data streams. Each stream is formed by repetition and permutation of data and the streams are added up with an offset initiating the effect of "stream coupling". We prove that the proposed system used with iterative demodulation followed by external error control decoding achieves the capacity of the AWGN channel and Gaussian multiple-access channel asymptotically.
A Proof of Lemma 1
We start with deriving bounds on x (1) . The lower bound in (21) is trivial since g m (y) > 0, for y ∈ (0, ∞) which implies
To derive an upper bound on x (1) we define
and show that
which implies the existence of a root x (1) of (19) in the interval [σ 2 , 2σ 2 ]. We notice that (89) follows from the fact that g m (·) is positive. To prove (90) we use an upper bound
derived in [23] , where
is a standard error function, and obtain
Continuing upper bounding Q(·) and using α ≤ C(σ 2 ) we obtain
The first inequality in (95) is valud for σ 2 ≤ 1 and is due to the fact that the term −1/σ 2 dominates the exponent in (94) as σ 2 → 0. The bound (90) is proved. Bounds (89) and (90) imply existence of the root σ 2 ≤ x (1) ≤ 2σ 2 for any α ∈ [0, C(σ 2 )] when σ 2 ≤ 1. The root x (1) then satisfies the first inequality in (95). Lemma 1 (a) is proved.
The upper bound on x (3) in (22) is again trivial since g m (y) ≤ 1 for y ∈ [0, ∞] and therefore
To prove the lower bound in (22) we use the bound
derived in [23] . Inequality (96) implies that x r , the largest root of the equation
is a lower bound on x (3) . Therefore
Since the value inside the square root in (98) needs to be non-negative the bound can be used for 4 (1 + σ 2 ) 2 ≤ α , i.e., essentially for α ≥ 4. Lemma 1 (b) is proved.
To prove Lemma 1 (c) we start with a Taylor series expansion of the square root in (98) and obtain
where q ∈ 0, 4 α(1+σ 2 ) 2 which implies that
Applying asymptotic expression
where ρ 2 (y) = o(y) for y → 0 obtained in [23] we find that
By definition x (3) satisfies
Since x (3) is bounded according to Lemma 1 (b) and we consider σ 2 ≤ 1
for someρ 2 (α) since ρ 2 (y) = o(y) and y = 1/α · 1/x (3) . Since x r is a root of (97) we substitute x r into (97) and subtract from (101) which leads to
(102)
Both x (3) and x r are bounded according to Lemma 1 (b) which implies
for someρ 3 (α). Combining (104) and (100) we obtain (24) . Lemma 1 (c) is proved.
To derive a bound useful for α < 4 we start with showing that α s (σ 2 ) is a decreasing function of σ 2 . We observe that α s (σ 2 ) can alternatively be defined as a value of α satisfying max
where the maximum is achieved at the point
is an increasing function of α. The corresponding x (3) (σ 2 ) will bring the maximum to 1. Since α s (σ 2 ) is a decreasing function of σ 2 then for any
Our second step is to show that
is also a decreasing function of σ 2 .
Let us define a function ζ(y) def = yg m (y) and perform a variable exchange y = 1/(αx) in the left hand side of (105). This transformation results in an equality of the form
where y r is a root of
corresponding to the local maximum of ζ(y) + yσ 2 . Function ζ(y) (blue curve) and its derivative ζ (y) (magenta curve) are plotted in Figure 9 . We notice that the value y r satisfying (109) and corresponding to the local maximum of ζ(y) + yσ 2 is an increasing function of σ 2 and therefore α s (σ 2 )x (3) = 1/y r decreases with σ 2 . We can also observe that the local maximum exists for σ 2 ≤ 0.01. Thus for arbitrary σ 2 ≤ 0.01
which leads to
where we used (106) for the second inequality in (111). Lemma 1 (d) is proved. 
B Proof of Lemma 2
Since g m (·) is a strictly decreasing function (see [23] ) the function
is strictly increasing in x for any fixed α (in which case x (1) is also fixed). Clearly g(x) is an increasing function of x as well (see its definition (33)). We also note that
is a root of (18) by definition. Moreover, for α = 0 equation (18) transforms into
As a result x (1) = σ 2 and therefore for α = 0
To prove that x i is descending we first show that x 0 x 1 , i.e., (27) and (14)- (16) we obtain
where we apply the equality g m (∞) = 0 for the terms in which t + j + l ≤ 0, that leads to x t+j+l 0 = 0. For all other terms we use the inequality g m (a) < 1 for a > 0. For t > 2W we have
Following the approach suggested in [3] we observe that x t 1 is computed from the values x τ 0 where τ ∈ [−2W, 2W ] using a computational tree constructed from increasing functions f (·) and g(·). The same computational tree is used to compute x t 2 from x τ 1 where τ ∈ [−2W, 2W ].
, 2W ] the computed value x t 2 ≤ x t 1 since the computational tree is build from increasing functions. The application of the above argument for each t implies x 1 x 2 . By induction we can then show that
The Lemma is proved.
C Proof of Convergence for α < α * .
In this section we show that f (g(x), α) is an increasing function of α. That implies that U (x, α) defined in (36) is a decreasing function of α. Hence min x∈[0,1] U (x, α * ) = 0 implies min x∈[0,1] U (x, α) > 0 for any α < α * and guarantees point-wise convergence of system (13) to x (1) . The validity of the system convergence for α < α * is also suggested by the nature of the problem since smaller modulation load α corresponds to smaller amount of the inter-stream interference. The proof is split in a number of propositions.
Proposition 1. For any σ 2 ≤ 0.005 there exists an > 0 such for any α ∈ (0, C(σ 2 )] and 0 < δ < function
for any ∆ ∈ [σ 2 , 2σ 2 ] and x ∈ ∆, 1 + 2σ 2 .
Proof. Proposition 1 states that η 1 (x, α, δ) is an increasing function of x for x ∈ [σ 2 , 2σ 2 ] and in addition η 1 (2σ 2 , α, δ) < η 1 (x, α, δ) for x ∈ (2σ 2 , 1 + 2σ 2 ]. The derivative of the function η 1 (x, α, δ) with respect to δ taken at δ = 0 equals
where y = 1/(αx). Function
is plotted in Figure 10 . Function µ(y) is non-negative, has a single extremum, which is a maximum, at the point y m ≈ 3.12, and satisfies 
where 0 ≤δ ≤ δ. We will show that for any α ∈ (0, C(σ 2 )] µ(y) > µ 1 α∆ , y ∈ 0.99 α , 1 α∆ .
In addition |µ (y)| ≤ 0.5 , y ∈ [0, ∞)
that can be verified numerically. Thus, then for sufficiently small δ (independent of α) (124) together with (125) implies (120).
To prove (125) we consider the following two cases. To bound µ(y) for large y we use an expression for g m (y) derived in [23] . 
where the last inequality is valid for y > 5. Since µ(y) is decreasing for y ∈ y m , 1 α∆ min y∈[ym, .
Finally we observe that for σ 2 ≤ 0.005 the right hand side of (127) is greater than the left hand side of (131). Thus µ(y) attains its minimum at the point 
Proof. The proof follows the lines of the proof of Proposition 1. It studies the function µ 2 (y) = −g m (y)y (plotted in Figure 10 , black curve) which is a scaled derivative of η 2 (x, α, δ). and select a sufficiently small > 0 such that the conditions of Proposition 1 and Proposition 2 are satisfied simultaneously. We notice that ϕ(y, α, δ) = g m 1 (α + δ)(y + x (1) (α, σ 2 ) + δ 2 ) − g m 1 (α + δ)(y + x (1) (α, σ 2 )) + g m 1 (α + δ)(y + x (1) (α, σ 2 )) − g m 1 α(y + x (1) (α, σ 2 ))
= η 1 y + x (1) (α, σ 2 ), α + δ, δ 2 + η 2 y + x (1) (α, σ 2 ), α, δ Proposition 3 implies that f (g(x), α + δ) is an increasing function of δ for any α such that C(σ 2 ) ≥ α + δ > α > 0 and 0 < δ ≤ (σ 2 ). Thus, f (g(x), α) is an increasing function for α ∈ [0, C(σ 2 )]. The statement is proved.
