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Abstract
We clarify the structure of a maximal Buchsbaum module over a Gorenstein local ring by resolving
the dual of its minimal free resolution into the mapping cones of successive chain maps from free
complexes to direct sums of finite copies of the minimal free resolution of the residue field.
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Introduction
A noetherian module M over a local ring (A,m) of dimension d is called maximal if
dim(M) = d . When M is a maximal Buchsbaum module and A is regular, we know by
Goto’s structure theorem that M is the direct sum of finite copies of the syzygy modules
of k := A/m over A and such direct sum decomposition is unique (see [5]). Although
this result is restricted to the maximal case, it is very useful in studying ideals defining
Buchsbaum rings. In fact, applying it to Bourbaki sequences, we can construct and classify
graded Buchsbaum integral domains of codimension two (see [1, Section 7]). Its combi-
nation with analysis of Gröbner basis with respect to generic coordinates enables us toE-mail address: amasaki@hiroshima-u.ac.jp.
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rings (see [1, Sections 5 and 6]).
Over regular local rings, to say that M is Buchsbaum is the same thing as saying that
M is surjective-Buchsbaum, but generally these two notions do not coincide (see [6, Defi-
nition 2.1], [7] and [8]). So far, an enhancement of Goto’s theorem has been given only for
surjective-Buchsbaum case by the work of Kawasaki [6]. More precisely, if M is a max-
imal surjective-Buchsbaum module of finite injective dimension over a Cohen–Macaulay
local ring, then it is the direct sum of finite copies of d + 1 kinds of maximal surjective-
Buchsbaum modules which are obtained by taking the tensor products of the canonical
module of A with the cokernels of the dual of the minimal free resolution of k over A, and
such direct sum decomposition is unique (see [6, Theorem 3.1]).
One of the important properties of Buchsbaum modules is that mHim(M) = 0 for all i <
dim(M). If M satisfies this condition, it is called quasi-Buchsbaum. A quasi-Buchsbaum
module is not necessarily Buchsbaum (see [4] for instance), so that we cannot expect that
a maximal module M is always the direct sum of finite copies of some simpler ones in the
quasi-Buchsbaum case, even if A is regular. When A is Gorenstein, however, we can grasp
all maximal quasi-Buchsbaum modules by considering the structure of their minimal free
resolutions. Assume that M is maximal with no free direct summand and let
· · · δ3−→ P2 δ2−→ P1 δ1−→ P0 ε−→ M → 0
be a minimal free resolution of M over A and
· · · δ
∨−2−−→ P∨−2
δ∨−1−−→ P∨−1
δ∨0−→ P∨0
δ∨1−→ Im(δ∨1 )−→ 0
a minimal free resolution of Im(δ∨1 ) over A. We put Gi = P∨d−i , γi = δ∨d−i+1 for i ∈ Z
and let (G•, γ•) be the minimal complex thus obtained (cf. [2, (4.2)]). Then M is quasi-
Buchsbaum if and only if G• is the minimal part of a complex E• constructed in the
following manner (see [2, (1.1)]). Define chain maps
λ0,• : F• → (L•−1)p0 ,
λj,• : con(λj−1,•)• → (L•−j−1)pj (1 j  d − 1)
inductively and let E• := con(λd−1,•)•, where
· · · → Ld → ·· · → L1 → L0 → k → 0
is a minimal free resolution of the residue field k over A, Li = 0 for i < 0, F• is a minimal
free exact complex, and con(λj−1,•)• denotes the mapping cone of λj−1,• (see [2, (1.6)]).
When is M Buchsbaum? The main purpose of this paper is to give an answer to this
question in terms of the chain maps λj,• (0  j  d − 1). To state our results precisely,
let K• denote the Koszul complex of x1, . . . , xr with respect to A, where x1, . . . , xr are
minimal generators of m. Observe that K• is a subcomplex of L• such that L•/K• is
free (see Lemma 1.1). With this notation, M is Buchsbaum if and only if we can choose
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with con(λj−1,•)•/Uj−1,• free for each 1 j  d and λj,•|Uj−1,• = 0 for all 1 j  d−1.
See Definition 1.3, Theorems 1.14 and 2.4.
1. Buchsbaum cones
Throughout this paper we denote by (A,m) a local Gorenstein ring of dimension d > 0
with k := A/m and r := dimk(m/m2). Let
· · · → Ld → ·· · → L1 → L0 → k → 0
be a minimal free resolution of the residue field k over A. We extend this resolution by
setting Li = 0 for i < 0 and denote the resulting complex by L•. For minimal generators
x1, . . . , xr of m, let K(x1, . . . , xl)• denote the Koszul complex of x1, . . . , xl with respect
to A for 0 l  r and K• := K(x1, . . . , xr )•.
Lemma 1.1. With the notation above, we may think of K• as a subcomplex of L• such that
L•/K• is free over A.
Proof. Let ∂L• (respectively ∂K• ) denote the differential of L• (respectively K•). Since
H0(K•) ∼= k and x1, . . . , xr are minimal generators of m, there is a chain map µ• :K• → L•
such that µ0 and µ1 are bijective. Moreover, since the homomorphism ∂¯Ki : Ki ⊗ k →
mKi−1/m2Ki−1 = Ki−1 ⊗ (m/m2) induced from ∂Ki is injective, it follows inductively
from the commutative diagram
Li ⊗ k
∂¯Li
mLi−1/m2Li−1 Li−1 ⊗
(
m/m2
)
Ki ⊗ k
∂¯Ki
µi⊗k
mKi−1/m2Ki−1 Ki−1 ⊗
(
m/m2
)
µi−1⊗(m/m2)
that µi ⊗ k is injective for all i ∈ Z. In consequence, L•/µ•(K•) is a complex of free
A-modules. 
We fix an injective chain map µ• : K• → L• such that L•/µ•(K•) is a complex of free
A-modules, and regard K• as a subcomplex of L• by this embedding.
Definition 1.2. Let F• be a minimal exact complex of finite free A-modules, namely a
complex of finitely generated free A-modules satisfying Im(∂i) ⊂ mFi−1 and Hi(F•) = 0
for all i ∈ Z, where ∂• is the differential of F•. Let further m be an integer with 1m d
and pi (0  i  m − 1) nonnegative integers. We say that a complex E• of A-modules
is a quasi-Buchsbaum cone with base (F•,p0, . . . , pm−1), if there are inductively defined
chain maps
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λj,• : con(λj−1,•)• → (L•−j−1)pj (1 j m− 1)
and E• = con(λm−1,•)•, where con(λj−1,•)• denotes the mapping cone of λj−1,•.
Definition 1.3. Let F•, m and pi (0  i  m − 1) be the same as in Definition 1.2. Let
further E• be a quasi-Buchsbaum cone with base (F•,p0, . . . , pm−1) and λj,• (0  j 
m − 1) be the chain mappings which E• is made of. Put Uj,i :=⊕jl=0(Ki−l )pl ⊂ Fi ⊕
(
⊕j
l=0(Li−l )pl ) = con(λj,•)i for 0  j  m − 1. We say that E• is a Buchsbaum cone
with base (F•,p0, . . . , pm−1), if λj,i |Uj−1,i = 0 for all 1 j m− 1, i ∈ Z.
When E• is a Buchsbaum cone with base (F•,p0, . . . , pm−1), the complex Uj−1,• :=⊕j−1
l=0 (K•−l )pl is a subcomplex of con(λj−1,•)• such that con(λj−1,•)•/Uj−1,• is free
for each 1  j  m and λj,•|Uj−1,• = 0 for all 1  j  m − 1, with the notation of the
above definitions. We have Hi(E•) ∼= kpi and mHi(E•) = 0 for all 0 i < m for a quasi-
Buchsbaum cone E• with base (F•,p0, . . . , pm−1) by repeated use of [2, (1.4)]. On the
other hand, mHi(E• ⊗A A/(zi1 , . . . , zin)) = 0 for all 0  i < m, 0  n  d and 1  i1 <
· · · < in  r , if E• is a Buchsbaum cone with base (F•,p0, . . . , pm−1), where z1, . . . , zr is
an A-basis of m (see Corollary 1.12). The purpose of the present section is to discuss this
property in detail as a characterization of Buchsbaum cones. Our results obtained here will
be used in the next section to describe the structure of maximal Buchsbaum modules.
Let z1, . . . , zr be an A-basis of m, namely a system of minimal generators of m such
that zi1 , . . . , zid form a system of parameters of A for every sequence i1, . . . , id of in-
tegers with 1  i1 < · · · < id  r (see [9, Chapter I, Definition 1.7]). Recall that such
z1, . . . , zr always exist by Proposition 1.9 loc. cit. In the following argument, we set
B := {(zσ(1), . . . , zσ(r)) | σ ∈ Sr} ⊂ m⊕r and assume that x1, . . . , xr are minimal gen-
erators of m obtained by permuting z1, . . . , zr , i.e., (x1, . . . , xr ) ∈ B, where Sr denotes
the symmetric group on r letters.
Given an A-module E and an integer n with 0  n  d , we will denote by (n)E the
module E/(xr−n+1, . . . , xr )E . Further, for a complex (S•, ϕ•) of A-modules, we will
denote by ((n)S•, (n)ϕ•) the complex obtained by tensoring Si and ϕi with (n)A over A for
all i ∈ Z. By the property of the differential of a Koszul complex, we have
(n)K• =
n⊕
j=0
⊕
r−n+1s1<···<sjr
(n)K(x1, . . . , xr−n)•−j ∧ χs1 ∧ · · · ∧ χsj ,
where {χ1, . . . , χr } is the free basis of K1 corresponding to x1, . . . , xr . Let
K ′′• i,n :=
⊕
r−n+1s1<···<si−1r
(n)K(x1, . . . , xr−n)•−(i−1) ∧ χs1 ∧ · · · ∧ χsi−1 ,
K ′′′• i,n :=
⊕
(n)K(x1, . . . , xr−n)•−i ∧ χs1 ∧ · · · ∧ χsi
r−n+1s1<···<sir
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if n < i − 1 or i < 1 (respectively n < i or i < 0). These complexes are subcomplexes
of (n)K•. Further we denote the direct sum of the remaining summands of (n)K• by K ′•i,n,
more precisely,
K ′•i,n :=
⊕
0j<i−1, i<jn
⊕
r−n+1s1<···<sjr
(n)K(x1, . . . , xr−n)•−j ∧ χs1 ∧ · · · ∧ χsj .
We have
K ′′• i,n = K ′′′• i−1,n, (n)K• = K ′•i,n ⊕K ′′• i,n ⊕K ′′′• i,n.
Moreover K ′′j i,n = 0 (respectively K ′′′j i,n = 0) if j < i − 1 (respectively j < i). Since
K• is a subcomplex of L• by Lemma 1.1, there are natural inclusions of K ′′• i,n and K ′′′• i,n
into (n)L•.
Lemma 1.4. For all 0  n  d, i ∈ Z, the inclusion map K ′′′• i,n ↪→ (n)L• (respectively
K ′′• i,n ↪→ (n)L•) yields a bijection Hi(K ′′′• i,n) → Hi((n)L•) (respectively Hi−1(K ′′• i,n) →
Hi−1((n)L•)).
Proof. Let ρ′′′• : K ′′′• i,n → (n)L• denote the inclusion and H(ρ′′′i ) : Hi(K ′′′• i,n) → Hi((n)L•)
the natural homomorphism it induces. Since K ′′′• i,n is a subcomplex of (n)L• with
Ker((n)∂Li |K ′′′i i,n ) ∼= K ′′′i i,n, Im((n)∂Li+1|K ′′′i+1i,n ) ∼= mK ′′′i i,n and since (n)L• is minimal, we
find that Hi(K ′′′• i,n) ∼= k(
n
i) and that H(ρ′′′i ) is injective, where
(
n
i
) = 0 for i < 0, i > n.
On the other hand, since L• is a minimal free resolution of k = A/m over A and
xr−n+1, . . . , xr is A-regular, we have Hi((n)L•) = TorAi (k, (n)A) ∼= k(
n
i)
. Hence H(ρ′′′i ) is
bijective. Since K ′′• i,n = K ′′′• i−1,n, the same holds for the homomorphism Hi−1(K ′′• i,n) →
Hi−1((n)L•). 
Lemma 1.5. For all 0  n  d, i ∈ Z, we have K ′′′i−1i,n = 0, Hi((n)L•/K ′′′• i,n) = 0 and
Hi((n)L•/(K ′′• i,n ⊕K ′′′• i,n)) = 0.
Proof. Note first Hj(K ′′′• i,n) = 0 for j < i and Hi−1((n)L•) ∼= Hi−1((n)L•/K ′′′• i,n) since
K ′′′j i,n = 0 for j < i by definition. With the notation of the proof of the preceding lemma,
the homomorphism H(ρ′′′i ) is bijective in the long exact sequence
· · · −→ Hi
(
K ′′′• i,n
) H(ρ′′′i )−−−−→ Hi((n)L•) −→ Hi((n)L•/K ′′′• i,n)
−→ Hi−1
(
K ′′′• i,n
)= 0 −→ · · · ,
so that Hi((n)L•/K ′′′• i,n) = 0. Let ρ′′• : K ′′• i,n → (n)L• be the inclusion. By the bijectivity
of H(ρ′′i−1) in the long exact sequence
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(
K ′′• i,n
)−→ 0 = Hi((n)L•/K ′′′• i,n)−→ Hi((n)L•/(K ′′• i,n ⊕K ′′′• i,n))
−→ Hi−1
(
K ′′• i,n
) H(ρ′′i−1)−−−−−→ Hi−1((n)L•) ∼= Hi−1((n)L•/K ′′′• i,n)−→ · · · ,
we find Hi((n)L•/(K ′′• i,n ⊕K ′′′• i,n)) = 0. 
In addition to the above lemmas, we need some more preparations to perform inductive
argument for our characterization of Buchsbaum cones. All complexes treated below are
complexes of finitely generated A-modules unless otherwise specified.
Lemma 1.6. Let (S•, ϕ•) be a free complex, (T•,ψ•) a minimal free complex, λ• : S• →
T•−1 a chain map, and C• := con(λ•)• its mapping cone. Let further U•, U ′•, U ′′• , U ′′′• be
free subcomplexes of S• such that U• = U ′• ⊕ U ′′• ⊕ U ′′′• and S•/U• is free. For an inte-
ger m, suppose that Ti−2 = 0, U ′′i−2 = 0, U ′′′i−1 = 0 for i  m, Hm(S•/(U ′′• ⊕ U ′′′• )) = 0,
Im(ϕm|U ′′m) = mU ′′m−1, and that ϕm(e1), . . . , ϕm(es) (mod m2) are linearly indepen-
dent elements of U ′′m−1 ⊗ m/m2 over A/m, where e1, . . . , es are free bases of U ′′m. If
mHm−1(C•) = 0 and λm|U ′′′m ≡ 0 (mod m), then λm|U ′′m ≡ 0 (mod m).
Proof. Let γ• denote the differential of C•. We have Ci = Si ⊕ Ti ,
γi =
(
ϕi 0
λi −ψi
)
,
and Si ∼= (Si/Ui)⊕U ′i ⊕U ′′i ⊕U ′′′i for each i ∈ Z. Let (α1, α2) (α1 ∈ Sm, α2 ∈ Tm) be an
element of Cm such that γm(α1, α2) ∈ U ′′m−1. Since ϕm(α1) ∈ U ′′m−1, it follows from the hy-
pothesis Hm(S•/(U ′′• ⊕U ′′′• )) = 0 that there is a β ∈ Sm+1 satisfying α1 −ϕm+1(β) ∈ U ′′m⊕
U ′′′m . Let b3 ∈ U ′′m and b4 ∈ U ′′′m be elements such that α1 − ϕm+1(β) = (0,0, b3, b4) ∈ Sm.
Then, (α1, α2) − γm+1(β,0) = ((0,0, b3, b4), b5) with some b5 ∈ Tm, so that (α1, α2) =
γm+1(β,0) + ((0,0, b3, b4), b5). This means that
Im(γm)∩U ′′m−1 ⊂ Im(γm|U ′′m⊕U ′′′m ⊕Tm)∩ U ′′m−1.
Now, since U ′′• is a subcomplex of S• and since U ′′m−2 = 0, Tm−2 = 0 by hypotheses, the
free submodule U ′′m−1 of Cm−1 is contained in Ker(γm−1). Suppose that mHm−1(C•) = 0
and that λm|U ′′′m ≡ 0 (mod m). Then, Im(γm) must contain mU ′′m−1, namely, mU ′′m−1 =
Im(γm)∩ mU ′′m−1. By the above observation, therefore,
mU ′′m−1 ⊂ Im(γm|U ′′m⊕U ′′′m ⊕Tm)∩U ′′m−1. (1)
Since U ′′′m−1 = 0 by hypotheses, Im(γm|U ′′m⊕U ′′′m ⊕Tm) ⊂ U ′′m−1 ⊕Tm−1, so that we may write
γm|U ′′m⊕U ′′′m ⊕Tm =
(
ϕ′′m 0 0
λm|U ′′m λm|U ′′′m −ψm
)
,where ϕ′′• denote the differential of U ′′• . Moreover,
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(
ϕ′′m,0,0
)
(V )
with V := Ker((λm|U ′′m,λm|U ′′′m ,−ψm)). (2)
Let Z := (ϕ′′m,0,0)(V ) and Z′ := pr(V ) for simplicity, where pr denotes the natural
projection to U ′′m. Since ϕ′′m(U ′′m) = mU ′′m−1 by hypothesis, we find by (1) and (2) that
ϕ′′m(Z′) = Z = mU ′′m−1. Moreover, since ϕ′′m(U ′′m) = ϕ′′m(Z′) = mU ′′m−1 and the homomor-
phism ϕ¯′′m : U ′′m ⊗ k → U ′′m−1 ⊗ m/m2 induced from ϕ′′m is injective by hypotheses, we
have Z′ + mU ′′m = U ′′m, i.e., Z′ = U ′′m by Nakayama’s lemma. On the other hand, since
ψm ≡ 0 (mod m) by the minimality of T• and since λm|U ′′′m ≡ 0 (mod m) by assumption, it
follows from the definitions of V and Z′ that λm(U ′′m) = λm(Z′) ⊂ Im((λm|U ′′′m ,−ψm)) ⊂
mTm−1. Hence λm|U ′′m ≡ 0 (mod m). 
Lemma 1.7. Let (S•, ϕ•) be a free complex, U• its free subcomplex with S•/U• free,
(T•,ψ•) a minimal free complex with Ti = 0 for i < m − 1 satisfying mHm−1(T•) = 0,
Hi(T•) = 0 for i > m − 1 and λ• : S• → T•−1 a chain map. If λm|Um ≡ 0 (mod m), then
there is a chain map λ′• : S• → T•−1 satisfying λ′•|U• = 0 which is chain equivalent to λ•.
Proof. Note first that Hm−1(T•) ∼= Tm−1/mTm−1 and
· · · → Tm → Tm−1 → Hm−1(T•) → 0
is a minimal free resolution of Hm−1(T•). Let e1, . . . , eb be a free basis of Sm such that
Um = Ae1 + · · · + Aea (0  a  b). We first define a homomorphism λ′m : Sm → Tm−1
over A setting λ′m(ei) = 0 for 0  i  a and λ′m(ei) = λm(ei) for a < i  b. Since
λm ◦ ϕm+1(Sm+1) = ψm ◦ λm+1(Sm+1) ⊂ mTm−1, for any element u = ∑bi=1 fiei ∈
Im(ϕm+1), we have λ′m(u) =
∑b
i=1 fiλ′m(ei) = λm(u) −
∑a
i=1 fiλm(ei) ∈ mTm−1 by
hypothesis. Besides, λ′m ◦ ϕm+1(Um+1) ⊂ λ′m(Um) = 0. There is therefore a homomor-
phism λ′m+1 : Sm+1 → Tm such that λ′m ◦ ϕm+1 = ψm ◦ λ′m+1 and λ′m+1|Um+1 = 0. Since
Hi(T•) = 0 (i > m − 1) and U• is a subcomplex of S•, one can construct successively
homomorphisms λ′i : Si → Ti−1 satisfying λ′i |Ui = 0 (i  m + 2) so that λ′• : S• → T•−1
becomes a chain map, where λ′i = 0 for i < m. Since (λm − λ′m)(ei) ∈ mTm−1 for all
0  i  b and since T• is exact with ψm(Tm) = mTm−1, the chain map λ• − λ′• is chain
homotopic to zero. Thus λ′• fulfills all our requirements. 
Let m be an integer with 1m d and pl (0 l m − 1) nonnegative integers. We
define


U• :=⊕m−2l=0 (K•−l )pl , W• :=⊕m−1l=0 (K•−l )pl ,
U ′•i,n :=
⊕m−2
l=0
(
K ′•−l i−l,n
)pl , U ′′• i,n :=⊕m−2l=0 (K ′′•−l i−l,n)pl ,
U ′′′• i,n :=
⊕m−2
l=0
(
K ′′′•−l i−l,n
)pl ,
W ′•i,n :=
⊕m−1
l=0
(
K ′•−l i−l,n
)pl , W ′′• i,n :=⊕m−1l=0 (K ′′•−l i−l,n)pl ,⊕ ( )
(∗)
W ′′′• i,n := m−1l=0 K ′′′•−l i−l,n pl
M. Amasaki / Journal of Algebra 287 (2005) 402–416 409for 0 n d , (x1, . . . , xr ) ∈ B and i ∈ Z, where U• = U ′′• i,n = U ′′′• i,n = 0 in case m = 1.
Notice that
(n)U• = U ′•i,n ⊕U ′′• i,n ⊕U ′′′• i,n, (n)W• = W ′•i,n ⊕W ′′• i,n ⊕W ′′′• i,n.
Lemma 1.8. Let (S•, ϕ•) be a free complex which contains U• as a free subcomplex such
that S•/U• is free. Let further λ• : S• → (L•−m)pm−1 be a chain map and C• := con(λ•)•
its mapping cone. If Hm((n)S•/(U ′′• m,n ⊕U ′′′• m,n)) = 0 and mHm−1((n)C•) = 0 for all 0
n < d and (x1, . . . , xr ) ∈ B, then λm|Um ≡ 0 (mod m).
Proof. Since Um = ⊕m−2l=0 (Km−l )pl , our assertion is equivalent to that λm|(Km−l )pl ≡
0 (mod m) for all 0 l m − 2. If λm|Um ≡ 0 (mod m), then there exists an l0 (0 l0 
m − 2) such that λm|(Km−l )pl ≡ 0 (mod m) for all l > l0 but λm|(Km−l0 )pl0 ≡ 0 (mod m).
Note that 1m− l0 − 1 < d . Since m− l > m− l0 − 1 for l  l0, we see
U ′′′• m,m−l0−1 =
m−2⊕
l=l0+1
(
K ′′′•−lm−l,m−l0−1
)pl ⊂
m−2⊕
l=l0+1
((m−l0−1)K•−l )pl ,
so that (m−l0−1)λm|U ′′′m m,m−l0−1 ≡ 0 (mod m) for all (x1, . . . , xr ) ∈ B by the relation
λm|(Km−l )pl ≡ 0 (mod m) (l > l0). On the other hand, since
Km−l0 =
⊕
1s1<···<sm−l0r
A · χs1 ∧ · · · ∧ χsm−l0 ,
it follows from the condition λm|(Km−l0 )pl0 ≡ 0 (mod m) that λm|(K ′′m−l0 )pl0 ≡ 0 (mod m)
after a permutation of x1, . . . , xr if necessary, where
K ′′m−l0 := K(x1, . . . , xr−m+l0+1)1 ∧ χr−m+l0+2 ∧ · · · ∧ χr .
In other words, there is a (x1, . . . , xr ) ∈ B such that λm|(K ′′m−l0 )pl0 ≡ 0 (mod m). Choose
and fix such a (x1, . . . , xr ). The module ((m−l0−1)K ′′m−l0)
pl0 = (K ′′m−l0m−l0,m−l0−1)pl0 is
a submodule of U ′′mm,m−l0−1, therefore (m−l0−1)λm|U ′′mm,m−l0−1 ≡ 0 (mod m). We want
to apply Lemma 1.6 to the complexes ((m−l0−1)S•, (m−l0−1)ϕ•), ((m−l0−1)L•−(m−1))pm−1 ,
(m−l0−1)U•, U ′•m,m−l0−1, U ′′• m,m−l0−1, U ′′′• m,m−l0−1, and to the mapping cone (m−l0−1)C•
of the chain map (m−l0−1)λ• over the local ring (m−l0−1)A with maximal ideal m/
(xr−m+l0+2, . . . , xr ). Let us verify that they satisfy the hypotheses of that lemma. In fact,
we see
((m−l0−1)L(i−2)−(m−1))pm−1 = 0,
U ′′ m,m−l0−1 =
m−2⊕(
K ′′ m−l,m−l0−1
)pl = 0i−2
l=0
i−2−l
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U ′′′i−1m,m−l0−1 =
m−2⊕
l=0
(
K ′′′i−1−lm−l,m−l0−1
)pl = 0
for i  m, since (i − 2) − (m − 1) < 0, i − 2 − l < (m − l) − 1 and i − 1 − l < m − l,
respectively. On the other hand, U ′′mm,m−l0−1 and U ′′m−1m,m−l0−1 are the direct sums of pl
(l0  l m− 2) copies of
⊕
r−m+l0+2s1<···<sm−l−1r
(m−l0−1)K(x1, . . . , xr−m+l0+1)1 ∧ χs1 ∧ · · · ∧ χsm−l−1
and
⊕
r−m+l0+2s1<···<sm−l−1r
(m−l0−1)K(x1, . . . , xr−m+l0+1)0 ∧ χs1 ∧ · · · ∧ χsm−l−1 ,
respectively, with the differential (m−l0−1)ϕm|U ′′mm,m−l0−1 being the direct sum of some
copies of the usual first differential of (m−l0−1)K(x1, . . . , xr−m+l0+1)•. The conditions
on (m−l0−1)ϕm are therefore valid. As we have already seen, (m−l0−1)λm|U ′′′m m,m−l0−1 ≡
0 (mod m). Moreover, by our hypotheses of the present lemma, mHm−1((m−l0−1)C•) = 0
and Hm((m−l0−1)S•/(U ′′• m,m−l0−1 ⊕U ′′′• m,m−l0−1)) = 0. Thus (m−l0−1)λm|U ′′mm,m−l0−1 ≡
0 (mod m) by Lemma 1.6, which is a contradiction. Hence λm|Um ≡ 0 (mod m). 
Lemma 1.9. Let S• be a free complex which contains U• as a subcomplex such that
S•/U• is free. Let further λ• : S• → (L•−m)pm−1 be a chain map satisfying λ•|U• = 0 and
C• := con(λ•)• its mapping cone. Suppose that, for all 0 n d, i ∈ Z, (x1, . . . , xr ) ∈ B,
the homomorphism Hi(U ′′′• i,n) → Hi((n)S•) induced from the composition of inclu-
sions U ′′′• i,n ↪→ (n)U• ↪→ (n)S• is surjective and Hi((n)S•/(U ′′• i,n ⊕U ′′′• i,n)) = 0. Then
C• contains W• as a subcomplex with C•/W• free, and moreover the homomorphism
Hi(W
′′′• i,n) → Hi((n)C•) induced from the composition of inclusions W ′′′• i,n ↪→ (n)W• ↪→
(n)C• is surjective and Hi((n)C•/(W ′′• i,n ⊕W ′′′• i,n)) = 0 for all 0  n  d , i ∈ Z,
(x1, . . . , xr ) ∈ B.
Proof. Put
T• := (L•−(m−1))pm−1 , V• := (K•−(m−1))pm−1 ,
V ′•i,n :=
(
K ′•−(m−1)
i−(m−1),n)pm−1 , V ′′• i,n := (K ′′•−(m−1)i−(m−1),n)pm−1 ,
V ′′′• i,n :=
(
K ′′′•−(m−1)
i−(m−1),n)pm−1 .
Then V• is a subcomplex of T• such that T•/V• is free. Since Cj = Sj ⊕ Tj and λj |Uj = 0
for all j ∈ Z, W• = U• ⊕ V• is a subcomplex of C• such that C•/W• is free. By this and
our hypotheses, (n)U• and (n)V• are subcomplexes of (n)S• and (n)T• respectively with
M. Amasaki / Journal of Algebra 287 (2005) 402–416 411(n)S•/(n)U• and (n)T•/(n)V• being free over (n)A, (n)C• is the mapping cone of the chain
map (n)λ• : (n)S• → (n)T •−1, (n)λ•|(n)U• = 0, and (n)W• = (n)U• ⊕ (n)V• is a subcomplex
of (n)C• such that (n)C•/(n)W• is free over (n)A. Moreover (n)V• = V ′•i,n ⊕V ′′• i,n ⊕V ′′′• i,n.
The exact sequence
0 → (n)T• → (n)C• → (n)S• → 0
yields an exact sequence
0 → (n)T•/
(
V ′′• i,n ⊕ V ′′′• i,n
)→ (n)C•/(W ′′• i,n ⊕W ′′′• i,n)
→ (n)S•/
(
U ′′• i,n ⊕U ′′′• i,n
)→ 0,
since W ′′• i,n = U ′′• i,n ⊕V ′′• i,n and W ′′′• i,n = U ′′′• i,n⊕V ′′′• i,n. Taking the long exact sequence,
we find that Hi((n)C•/(W ′′• i,n ⊕W ′′′• i,n)) = 0, since Hi((n)T•/(V ′′• i,n ⊕ V ′′′• i,n)) = 0 by
Lemma 1.5 and Hi((n)S•/(U ′′• i,n ⊕U ′′′• i,n)) = 0 by hypotheses. On the other hand, since
the direct sum W ′′′• i,n = U ′′′• i,n ⊕ V ′′′• i,n is also a subcomplex of (n)C•, we have a commu-
tative diagram
0 (n)T• (n)C• (n)S• 0
0 V ′′′• i,n W ′′′• i,n U ′′′• i,n 0
of short exact sequences, where the bottom one splits. The homomorphism Hi(V ′′′• i,n) →
Hi((n)T•) is bijective by Lemma 1.4 and the homomorphism Hi(U ′′′• i,n) → Hi((n)S•) is
surjective by hypotheses. We can therefore verify the surjectivity of the homomorphism
Hi(W
′′′• i,n) → Hi((n)C•) again by taking the long exact sequence. 
Lemma 1.10. Let F• be a free complex satisfying Hi(F•) = 0 for all i ∈ Z. Then
Hi((n)F•) = 0, Hi((n)F∨• ) = 0 for all 0 n d , i ∈ Z, and (x1, . . . , xr ) ∈ B.
Proof. Let ∂• denote the differential of F•. For each l, the sequence
· · · → Fl+d → ·· · → Fl+1 → Fl → Im(∂l) → 0
is a free resolution of Im(∂l). Since A is Gorenstein of dimension d , we have
ExtjA(Im(∂l),A) = 0 for all j > d . This being true for all l ∈ Z, the dual F∨• is also
an exact complex. Hence ExtjA(Im(∂l),A) = 0 for all j > 0 and Im(∂l) is maximal
Cohen–Macaulay. Let (x1, . . . , xr ) ∈ B. Since the sequence xr−d+1, . . . , xr forms a sys-
tem of parameters of A, it is also a system of parameters of Im(∂l) for all l ∈ Z. Hence
TorAj (Im(∂l), (n)A) = 0 for all j > 0, 0  n  d, l ∈ Z. Thus Hi((n)F•) = 0 for all
0  n  d , i ∈ Z. Since F∨• is exact as we have already seen, it follows in the same
way that Hi((n)F∨• ) = 0 for all 0 n d , i ∈ Z. 
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Proposition 1.11. Let E• be a Buchsbaum cone with base (F•,p0, . . . , pm−1). Let further
W•, W ′′• i,n and W ′′′• i,n be subcomplexes of E• as in (∗). Then the natural homomor-
phism Hi(W ′′′• i,n) → Hi((n)E•) is surjective and Hi((n)E•/(W ′′• i,n ⊕W ′′′• i,n)) = 0 for all
0 n d , i ∈ Z, and (x1, . . . , xr ) ∈ B.
Proof. Let S• denote con(λm−2,•)• for m  2 and F• for m = 1. Let further U•,
U ′′• i,n, U ′′′• i,n be as in (∗), where U• = U ′′• i,n = U ′′′• i,n = 0 in case m = 1. Suppose
that Hi((n)S•/(U ′′• i,n ⊕U ′′′• i,n)) = 0 and that the natural homomorphism Hi(U ′′′• i,n) →
Hi((n)S•) is surjective for all 0  n  d , i ∈ Z. Then, since E• is the mapping
cone of λm−1,• : S• → (L•−m)pm−1 with λm−1,•|U• = 0, we see by Lemma 1.9 that
Hi((n)E•/(W ′′• i,n ⊕W ′′′• i,n)) = 0 and that the natural homomorphism Hi(W ′′′• i,n) →
Hi((n)E•) is surjective for all 0  n  d, i ∈ Z. Our assertion therefore follows by in-
duction on m, since U ′′• i,n = U ′′′• i,n = 0 and Hi((n)F•) = 0 for all 0  n  d , i ∈ Z by
Lemma 1.10 in the initial case m = 1. 
Corollary 1.12. Let E• be a Buchsbaum cone with base (F•,p0, . . . , pm−1). Then
mHi((n)E•) = 0 for all 0 n d , i ∈ Z, and (x1, . . . , xr ) ∈ B.
Proof. Since W ′′′j i,n = 0 for j < i and
W ′′′• i,n =
m−1⊕
l=0
( ⊕
r−n+1s1<···<si−lr
(n)K(x1, . . . , xr−n)•−i ∧ χs1 ∧ · · · ∧ χsi−l
)pl
,
we see mHi(W
′′′• i,n) = 0. Hence mHi((n)E•) = 0 by the preceding proposition. 
Proposition 1.13. Let E• be a quasi-Buchsbaum cone with base (F•,p0, . . . , pm−1). If
mHi((n)E•) = 0 for all 0  i < m, 0  n < d , and (x1, . . . , xr ) ∈ B, then E• is chain
isomorphic to a Buchsbaum cone with the same base.
Proof. If m = 1, there is nothing to prove. Suppose that m  2 and that our assertion is
true for m− 1. Denote con(λm−2,•)• by D•. Since (n)E• is the mapping cone of (n)λm−1,•
for 0 n < d , there is an exact sequence
0 → (n)L•−(m−1) → (n)E• → (n)D• → 0
that yields a long exact sequence
· · · → Hi((n)E•) → Hi((n)D•) → Hi−1((n)L•−(m−1)) → ·· · .
Here mHi((n)E•) = 0 and (n)L(i−1)−(m−1) = 0 for all 0 i < m, so that mHi((n)D•) = 0
for all 0  i < m − 1 and (x1, . . . , xr ) ∈ B. Since D• is a quasi-Buchsbaum cone
with base (F•,p0, . . . , pm−2), it is chain isomorphic to a Buchsbaum cone with base
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satisfies Hm((n)S•/(U ′′• m,n ⊕U ′′′• m,n)) = 0 with the notation of (∗). Let ν• : S• → D•
be the isomorphism mentioned above, λ• := λm−1,• ◦ ν•, and C• := con(λ•)•. Since
C• = con(λ•)• ∼= con(λm−1,•)• = E•, we have mHm−1((n)C•) = 0 for all 0  n < d and
(x1, . . . , xr ) ∈ B by hypothesis. Hence λm|Um ≡ 0 (mod m) by Lemma 1.8. Finally, let
λ′• : S• → (L•−m)pm−1 be the chain map satisfying λ′•  λ• and λ′•|U• = 0 as in Lemma 1.7.
Then the mapping cone con(λ′•)• is a Buchsbaum cone with base (F•,p0, . . . , pm−1)
which is isomorphic to C• ∼= E•. 
Finally, we prove a theorem that plays a crucial role in the proof our main result of this
paper presented in the next section. Recall that, given a free complex (S•, ϕ•) satisfying
Im(ϕi) ⊂ mSi−1 for all i  0, there are a minimal free complex min(S•)• and a split exact
free complex se(S•)• such that S• ∼= min(S•)• ⊕ se(S•)•. Moreover min(S•)• and se(S•)•
are determined uniquely by this condition up to isomorphism (see [2, (1.1) and (1.2)]).
Theorem 1.14. Let m be an integer with 1m d and let G• be a minimal free complex
satisfying Hi(G∨• ) = 0 for i < d , Hi(G•) = 0 for i < 0, i m, and mHi((n)G•) = 0 for
all 0 i < m, 0 n < d , (x1, . . . , xr ) ∈ B. Then there is a Buchsbaum cone E• with base
(F•,p0, . . . , pm−1) such that G• = min(E•)•, where pi = lR(Hi(G•)) (0 i m− 1).
Proof. If pi = 0 for all 0  i  m − 1, then G• is a Buchsbaum cone with base
(G•,0, . . . ,0). Suppose that pi = 0 for some 0  i  m − 1. With the notation of [2,
Section 1], let F• := σ0(G•). Then by [2, (1.6)] there is a quasi-Buchsbaum cone E′• with
base (F•,p0, . . . , pm−1) such that G• = min(E′•)•. Since Hi((n)G•) ∼= Hi((n)E′•) for all
0 n < d , i ∈ Z, and (x1, . . . , xr ) ∈ B, we find by Proposition 1.13, that E′• is isomorphic
to a Buchsbaum cone E• with the same base. Our assertion follows from the uniqueness
of the minimal part of a free complex (see [2, (1.1)]). 
2. Structure theorem
In this section, applying the results obtained so far, we prove our main theorem which
generalizes Goto’s structure theorem for maximal Buchsbaum modules over regular local
rings (see [5]). We continue to assume that (A,m) is a local Gorenstein ring of dimension
d > 0 with k := A/m and r := dimk(m/m2). As in the preceding section, we fix an A-basis
z1, . . . , zr of m and denote by B the set of A-bases of m obtained by permuting z1, . . . , zr .
Lemma 2.1. Let y1, . . . , yd be a system of parameters of A, A¯ := A/(y1), A˜ :=
A¯/(y2, . . . , yn) = A/(y1, . . . , yn) for 1  n < d , and M a finitely generated module
over A. If y1 is not contained in any associated prime of M different from m, then
Ext1
A¯
(A¯⊗A M, A˜) ∼= Ext1A(M, A˜).
Proof. Let
δ δ δ· · · 3−→ P2 2−→ P1 1−→ P0 ε−→ M → 0
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resolution with A¯ over A, we obtain short exact sequences
0 → N → A¯⊗A M1 → K → 0, (3)
0 → K → A¯⊗A P0 → A¯⊗M → 0, (4)
where K := Ker(A¯ ⊗ ε), N := TorA1 (A¯,M). Since y1 is not contained in any associated
prime of M different from m, we have N ⊂ H 0m(M) and mlN = 0 for l  0. This, together
with the fact depthm(A˜) > 0, shows that HomA¯(N, A˜) = 0. Hence
HomA¯(K, A˜) ∼= HomA¯(A¯⊗A M1, A˜) = HomA(M1, A˜)
by (3). It follows therefore from the commutative diagram
HomA¯(A¯⊗ P0, A˜)

HomA¯(K, A˜)

Ext1
A¯
(A¯⊗M,A˜) 0
HomA(P0, A˜) HomA(M1, A˜) Ext1A(M, A˜) 0
that Ext1
A¯
(A¯ ⊗A M, A˜) ∼= Ext1A(M, A˜). 
Lemma 2.2. Let M be a maximal quasi-Buchsbaum module over A such that M/xrM is
Buchsbaum for all (x1, . . . , xr ) ∈ B. Then M is Buchsbaum.
Proof. Let (x1, . . . , xr ) ∈ B, A¯ := A/(xr) and M := M/xrM . Observe that z1, . . . , zr
form an M-basis of m and that xr−d+1, . . . , xr (respectively xr−d+1, . . . , xr−1) form a
system of parameters of M (respectively M). Moreover, 0 :M xr = H 0m(M) (see, e.g., [3,
Lemma (1.2)]). Since M is Buchsbaum over A¯ with dim(M) = d − 1 by hypothesis, we
have
lA
(
M/(xr−d+1, . . . , xr−1)M
)− e(xr−d+1,...,xr−1)A¯(M) =
d−2∑
j=0
(
d − 2
j
)
lA
(
H
j
m(M)
)
. (5)
Since lA(Hjm(M)) = lA(Hjm(M)) + lA(Hj+1m (M)) for j  0 by the long exact sequences
arising from
0 → H 0m(M) = 0 :M xr → M xr−→ M → M → 0,
the equality (5) yields
lA
(
M/(xr−d+1, . . . , xr )M
)− e(xr−d+1,...,xr )A(M) =
d−1∑(d − 1)
lA
(
H
j
m(M)
)
.j=0 j
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[9, Appendix, Theorem 20] that M is Buchsbaum. See [10, Corollary 2.4 and Proposi-
tion 3.2] also. 
Theorem 2.3. Let M be a maximal quasi-Buchsbaum module over A. Then M is Buchs-
baum if and only if mExtiA(M,A/(xr−n+1, . . . , xr )) = 0 for all i > 0, 0  n < d , and
(x1, . . . , xr ) ∈ B.
Proof. If d = 1, then M is Buchsbaum and there is nothing to prove. Assume that d > 1
and that our assertion is true for d − 1. Let
· · · δ4−→ P3 δ3−−→ P2 δ2−→ P1 δ1−→ P0 ε−→ M → 0
be a minimal free resolution of M over A, (x1, . . . , xr ) ∈ B, A¯ := A/(xr), A˜ :=
A/(xr−n+1, . . . , xr ), Mi = Im(δi) (i  1), K := Ker(A¯⊗ ε), and N := TorA1 (A¯,M). Then
we have
Exti
A¯
(A¯⊗A M, A˜) ∼= Exti−1A¯ (K, A˜) (i  2), (6)
Ext1
A¯
(A¯⊗A M, A˜) ∼= Ext1A(M, A˜), (7)
Exti
A¯
(A¯⊗A M1, A˜) ∼= ExtiA(M1, A˜) ∼= Exti+1A (M, A˜) (i > 0). (8)
The first relation is a consequence of the long exact sequence arising from (4), the second
holds by Lemma 2.1, and the third follows from the fact that the complex
· · · δ4−→ P3 δ3−→ P2 δ2−→ P1 δ1−→ M1 → 0
tensored with A¯ is exact. Now if M is Buchsbaum, so are A¯ ⊗A M , M1 and A¯ ⊗A
M1 (see, e.g., [9, Chapter I, Theorem 2.15]). By the induction hypothesis, we have
mExti
A¯
(A¯ ⊗A M, A˜) = 0 for all i > 0, 1  n < d . It follows therefore from (7) and (8)
that mExtiA(M, A˜) = 0 for all i > 0, 1 n < d . Since mExtiA(M,A) = 0 for all i > 0 by
the hypothesis that M is quasi-Buchsbaum, this proves the “only if” part. Conversely, sup-
pose that mExtiA(M, A˜) = 0 for all i > 0, 0 n < d , and (x1, . . . , xr ) ∈ B. The relation
(8) shows that mExti
A¯
(A¯ ⊗A M1, A˜) = 0 for all i > 0, 1  n < d , and (x1, . . . , xr ) ∈ B.
Since dim(A¯ ⊗A M1) = d − 1 and x1, . . . , xr−1 form an A¯-basis, we find that A¯ ⊗A M1
is Buchsbaum by the induction hypothesis. Moreover, since depthm(K) > 0, it follows
from the exact sequence (3) that H 0m(A¯ ⊗ M1) = H 0m(N) = N ⊂ H 0m(M). Consequently,
mH 0m(A¯ ⊗A M1) = 0 and K is Buchsbaum (see, e.g., [9, Chapter I, Proposition 2.22]).
Thus mExti
A¯
(A¯⊗AM, A˜) = 0 for all i > 0, 1 n < d , and (x1, . . . , xr ) ∈ B by (6) and (7).
Again by the induction hypothesis, we see that A¯ ⊗A M is Buchsbaum. Since M is quasi-
Buchsbaum by hypothesis and A¯⊗A M = M/xrM is Buchsbaum as already seen, with xr
not contained in any associated prime of M different from m for all (x1, . . . , xr ) ∈ B, we
conclude that M is Buchsbaum by Lemma 2.2. Thus the “if” part also holds. 
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summand,
· · · δ3−→ P2 δ2−→ P1 δ1−→ P0 ε−→ M → 0,
a minimal free resolution of M over A and
· · · δ
∨−2−−→ P∨−2
δ∨−1−−→ P∨−1
δ∨0−→ P∨0
δ∨1−→ Im(δ∨1 )→ 0,
a minimal free resolution of Im(δ∨1 ) over A. We put Gi = P∨d−i , γi = δ∨d−i+1 for i ∈ Z and
let (G•, γ•) be the minimal complex thus obtained (cf. [2, (4.2)]). Then M is Buchsbaum
if and only if G• is the minimal part of a Buchsbaum cone with base (F•,p0, . . . , pd−1)
for some minimal free exact complex F• and nonnegative integers p0, . . . , pd−1. Moreover
when this is the case, we have pi = lA(H im(M)) for all 0 i < d .
Proof. First of all, by definition, Hi(G∨• ) = 0 for i < d , Hi(G•) = Extd−iA (M,A) = 0
for i < 0 and Hi(G•) = Hd−i (P∨• ) = 0 for i  d . Let (x1, . . . , xr ) ∈ B. We have
mHim(M) = 0 if and only if mExtd−iA (M,A) = mHi(G•) = 0 for i < d by local duality
and Extd−iA (M, (n)A) = Hi((n)G•) for 0  i < d , 0  n < d . Suppose that M is quasi-
Buchsbaum. Then, since mHi(G•) = mExtd−iA (M,A) = 0 for i < d and Hi(G•) = 0 for
i < 0, i  d as we have already mentioned above, the complex G• is the minimal part of a
quasi-Buchsbaum cone with base (F•,p0, . . . , pd−1) for some minimal free exact complex
F• and nonnegative integers pi := lA(Hi(G•)) = lA(H im(M)) (0 i < d) by [2, (1.6)]. If
further M is Buchsbaum, then mHi((n)G•) = mExtd−iA (M, (n)A) = 0 for all 0  i < d ,
0 n < d by Theorem 2.3. Hence G• is the minimal part of a Buchsbaum cone with base
(F•,p0, . . . , pd−1) by Theorem 1.14 as desired. Since a Buchsbaum cone E• with base
(F•,p0, . . . , pd−1) satisfies mHi((n)E•) = 0 for all 0 n d , i ∈ Z, and (x1, . . . , xr ) ∈ B
by Corollary 1.12, the converse also holds by Theorem 2.3. 
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