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EVALUATION OF FACIAL COMPOSITES UTILIZING THE EVOFIT 
SOFTWARE PROGRAM 
 
DAISY KAI-XIN LAM 
 
ABSTRACT 
Facial composites are traditionally created with the assistance of a sketch artist, 
and the resulting image is then circulated in the police force as well as the public 
community. However, with the advance of computer technologies and a better 
understanding of how facial composites are created, composite software systems have 
developed greatly.  
EvoFIT, an abbreviation for Evolutionary Facial Imaging Technique, is a 
computer program used to create composites based on the Darwinian concept. It allows a 
witness to select for global features of the face, that will in turn be combined together to 
create new faces that have a greater likeness to the offender. The EvoFIT program aims 
to boost the low recognition values of facial composite methods currently used. The 
purpose of this study is to evaluate production of two composites from the same person 
as a mechanism for improving performance. The use of a second composite, paired 
composites, and morphed composites is examined as mechanisms for boosting 
recognition.  
Ten sets of composites representing ten different volunteers (targets) were created 
using EvoFIT. The first composite in each set was named correctly 8.3% of the time, the 
second composites at 18.3%, the paired composites at 20%, and the morphed composites 
at 23.33%. The results support the theory that use of a second composite, a pair of 
vi 
composites, and morphed composites increases the number of instances in which namers 
correctly identify the target. This research suggests that it is valuable for a witness to 
construct a second composite using EvoFIT or similar software.  
vii 
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1. INTRODUCTION 
 Facial composites are representations of an eyewitness’s memory of a face. They 
are currently created through a composite sketch artist or a software program with the 
goal of creating an identifiable image to police and members of the community.  
Since the late 1970s researchers have been interested in how people recognize 
faces, which in turn provide a better understanding of how to create a useful and reliable 
facial composite. Because of this, research involving composite production systems has 
increased to include software that are most beneficial to the community for criminal 
investigations.1,2 
 Facial composites are created from memory, and because the witness creates the 
mental image, perception plays a key role in the creation of facial composites. Due to the 
subjective nature of facial composites, coupled with the unreliability of memory, the 
creation of facial composites does not always yield reliable results. Factors such as 
interview questioning format, false memories, and the unpredictable disposition of the 
accuracy of recall may cause facial composites to be more of a hindrance to the 
community than an advantage.3  
 There have been instances where construction of facial composites have led to 
misidentified suspects and conviction of the wrong offender.4 Ongoing research includes 
the development of new composite production systems that aim to lower the 
misidentification rate, as well as create an environment for the eyewitness that does not 
include leading questions, biased opinions, or false memories.4  
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1.1 The Framework of Facial Composites 
Facial composites are derived from more than just a verbal depiction of an 
offender. They require many underlying techniques and procedures performed by a 
skilled artist or operator in order to create an image that is representative of the suspect.  
Facial composites can be created using a composite artist, or a composite 
production system. Composite artists, also known as sketch artists, are people with 
knowledge in drawing, who use pencils and pastels to create a facial composite by hand.1 
Composite production systems include pre-printed images or computer software systems. 
The pre-made images are used to construct images through selection of readily available 
facial characteristics printed and overlaid onto sample face shapes, while the computer 
software systems allow witnesses to select from a collection of facial features to create 
and evolve the face through algorithims.1  
The traditional method of constructing a facial composite for a witness is to use a 
sketch artist, where witnesses are asked to describe individual details of the face (such as 
hair, eyes, nose, mouth, etc.) A sketch artist will simultaneously interview the witness 
and create the facial composite. This differs from software programs, where prior to 
constructing a facial composite, the system operator conducts an interview that allows for 
accurate recall of the events that occurred. This includes a series of questions to the 
witness that includes age range, gender, and race.2 
With the extensive research1,3-9 that has gone into creating composite production 
systems, researchers have found that in order to create the best facial composites, they 
need to create environments that are most comfortable for an eyewitness. The rise of 
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composite production systems as well as techniques and methods used with them are 
changing. To begin to understand the processes and developments of composite 
production systems, an understanding of why and how they developed is important. 
Researchers have been interested in how people recognize faces since the 1970s.Error! 
Reference source not found. By understanding how people recognize faces, how a face is 
ingrained in memory, and how a composite sketch artist or software system operator can 
retrieve the information from the eyewitness during facial composite construction, facial 
composite techniques can be continually modified and improved upon. This includes how 
the effects of feature based systems paved the way for the more accurate ‘holistic’ 
systems, and how certain interview techniques are able to retrieve the most accurate 
information.  
 
1.1.1. The Psychology of Facial Composites  
Facial composites created by systems which select for individual features are 
seldom recognized.1,2,10 Because of this, many offenders remain unidentified. The ways 
facial composites have been created in the past have included the use of sketch artists, 
and selection format of individual features to create a facial composite. More recently the 
development of new technology has allowed other programs to operate in a more natural 
process to ‘breed’ faces through repeated selection of an array of faces to ‘evolve’ the 
image.1,8  This process is likely to be more effective because the perception of individual 
facial features tends to change when additional features are present. When choosing an 
individual feature, for example, the witness creating the composite will focus on separate 
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aspects of the face rather than consider the face as a whole.3 Through ‘breeding’ faces in 
a software system, the process of interviewing and acknowledging the witness plays a 
huge role in the type of facial composite created.  
The understanding of how faces are encoded in our memories is crucial to the 
development of a reliable facial composite.4 Several previous studies have focused on 
examining the different facial features that are stored in memory and how unfamiliar 
and/or familiar face recognition occurs.7,8,9 
   
1.1.2. Unfamiliar and Familiar Face Recognition  
Based on multiple studies on how people recognize faces in every day situations, 
recognition can be categorized as that of an unfamiliar face or a familiar face.5,7,8  A great 
deal of research has investigated processing of such faces. Many scientists believe that an 
unfamiliar face recognition follows the notion that the participant is first shown a face 
previously unknown to them, referred to as a ‘presented face’, and when it is shown again 
at a later time, an awareness and a conscious decision to identify the unfamiliar face is 
made.5 Others have understood unfamiliar face recognition as a process in which faces 
are remembered and processed generally by their external features.5 External features of 
the face include the shape of the head, hair, and ears. These features are generally 
recognized much more accurately with an unfamiliar face than internal features such as 
eyes, brows, nose and mouth. Previous studies have predicted that external features of 
facial composites should be better constructed than their internal counterparts, due to the 
unfamiliar nature of internal features.6,7,8,9  
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Familiar face recognition is defined as the recognition of famous or personally 
familiar faces, and includes an extensive learning period for an unfamiliar face.5 
Compared to unfamiliar face recognition, studies show that familiar faces are more 
accurately recognized from internal features.6,7 One study showed there are faster 
reaction times and fewer errors made for internal features using a face matching 
paradigm, which involves the use of pre-printed facial characteristics and images selected 
to recreate the target image.8  
 
1.1.3. Cognitive Interview Theory 
Prior to the 1980s, police officers utilized what is known as a ‘standard interview’ 
protocol when questioning witnesses.12 Standard interviews consist of the widely known 
question-answer style interview to produce detailed information from a witness.2  In 1985, 
Geiselman et al. developed the ‘cognitive interview’ technique.13 The cognitive interview 
technique was created to obtain a more detailed description with no loss of accuracy; this 
later was applied to facial composite creation.  
Currently, the type of interview most often being conducted in the forensic 
community prior to facial composite construction is the cognitive interview (CI).13 
Cognitive interviews are based on the idea that a memory trace of an event is made up of 
different related parts. These intermeshed parts are filled with important details about 
who did what to whom and when, as well as other details like clothing worn, objects 
present, smells, sounds, environment and personal perception of the events.2  
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The CI theory involves three psychological processes: cognition, social dynamics, 
and communication.9 This theory-driven approach strives to make recall of information, 
communication, and social dynamic easier on the eyewitness, in order to improve the 
overall effectiveness of a composite with information recalled.2  
 
1.1.3.1. A Cognitive Approach to Interviewing 
Cognition begins with a “context reinstatement”31, in which the witness recreates 
the entire scenario of the original event, including emotional states. Occasionally, a 
victim reliving the scenario may become highly emotional, and although the interviewer 
should be conscious and supportive of the situation, the interview session should not end 
based on emotional distress. The witness may be encouraged to enhance concentration by 
closing their eyes and pausing before responding. It is thought that closing the eyes 
before responding reduces visual interferences and allows the witness to from a clearer 
visual image of what occurred.12,13 Interviewers ask few, open-ended questions that give 
the witness an opportunity to reimagine what happened, and avoid any bias that may 
come with asking yes/no questions.  
Another element to this approach is the type of questioning, beyond just open 
ended questioning. Interviewers should be responsive to the witness, and tailor open-
ended questions to the victim’s situation rather than run through a set list of questions.12 
This process helps particularly when one witness might have focused on the face of the 
offender, and another focused mainly on the weapon used. This demonstrates to the 
witness that the interviewer is cognizant of and sympathetic to the victim’s situation and 
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encourages a conversation between the interviewer and the witness rather than the 
completion of a blind ‘checklist’. The witness therefore plays a more critical role in the 
entire interview process, which can turn a stressful and traumatic situation into a two-way 
conversation that allows the witness to create the best facial composite possible.10  
The more people review their memories on an experience, the more information 
they should be able to recollect. This is part of a ‘multiple retrieval’ strategy.10 It is 
important for the interviewer to ask the witness to explain and review the events that 
occurred multiple times. During this time, it is also important that the interviewer is 
empathetic and does not treat the victim as a simple fact generator.10 This is beneficial to 
the witness and causes the interviewers to be more apt to listen when not asking repeated 
questions.  
It is impossible to definitively know that the witness is giving the interviewer 
accurate information, but interviewers should openly and recurrently tell the witness to 
not guess, but indicate that they do not know instead. The interviewer should not 
encourage the witness to answer questions if he or she is unsure of the answer. The 
process of using open-ended, and personalized questions helps influence recall accuracy 
and increases the length and details of the responses.10 A narrative response is also 
thought to promote a sense of control within the witness, so they are able to tell “their 
own story.”  
Memory is a constructive action where witnesses have the ability to include 
information from outside sources that does not actually pertain to the crime or event in 
their memories. Witnesses might get outside information from everyday sources, such as 
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TV, news articles, or from the interviewer, which is most concerning. Interviewers should 
be conscious of the information they provide the witness, whether it be verbal or non-
verbal, in order to minimize constructive recall.13,14  
 
1.1.3.2. Social Dynamics  
 Beyond being aware of the cognition component of the cognitive interview, a 
large portion of the success of a cognitive interview revolves around social dynamics. 
Social dynamics comprise of cultivating an understanding between individuals and 
displaying empathy; the interviewer should make sure that the victim is comfortable and 
invulnerable before going through any emotional distress recalling and explaining the 
events.13,14 
 The interviewer should encourage active witness participation, and clearly explain 
to the witness their role in the interview. Interviewers should not interrupt the witness 
during their response, and allow the witness plenty of time to respond and encourage 
them to take a more active role so that the most information can be collected from the 
witness. By giving the witness a chance to voice their opinion on what happened, they 
experience autonomy13,14 they may not have had during the occurrence.  
 The interview should not include any type of negative questioning, and should 
instead be a time to “unburden the victim”. The interview should focus on questioning 
the behaviors of the offender in question and not those of the victim. This is done to 
encourage the witness to conduct a thorough search within their memory to collect the 
most information without inundating them with judgmental comments or negative 
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undertones that question the validity of the witness’s narrative. This also helps to prevent 
the witness from closing off to the interviewer.13,14  
 
1.1.3.3. Communication 
 The third and final component to a cognitive interview is communication. 
Communication “promotes extensive, detailed responses” 14 to reduce the amount of 
information that the witness may be withholding. The interviewer will ask the witness to 
report everything they think about, even if it is out of chronological order of events or is 
contradictory.  By reporting every thought, whether or not the witness believes it to be 
minor or inconsequential, the witness exerts control over the interview, which allows 
them to feel more in stable in the interview.  
 An important part of communication extends beyond words. Non-verbal 
communication includes anything from hand gestures to reenactments of the offender, 
and drawings.10 There are times when non-verbal communication is easier for the witness 
to convey, and provides a better description than verbally explaining it could have.  
 
1.1.3.4. Cognitive Interview Overview 
The cognitive interview was initially developed to enhance a witness’s memory 
rather than as a therapeutic function. However, the different components involved allow 
the witness to have a sense of control of their situation. This interview process is witness-
focused and allows the interviewer to build an understanding between the interviewer and 
the witness. Rather than making the witness feel like a suspect, the cognitive interview 
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allows for collaboration between the witness and the police force. It empowers the 
witness to talk it out in a safe space that allows them to remember more of the events that 
had occurred and gives the interviewee autonomy of the situation as well as a sense of 
achievement.10 
 
1.2 Composite Production Systems 
There are two main types of composite production systems: mechanical and 
computer-driven systems. The mechanical systems involve cut outs of pre-printed 
individual features that are overlaid or assembled together to form a face most similar to 
the suspect they had seen. These mechanical systems are limited to those features 
included in the kit, and the range of pre-printed features is not large. The computer-driven 
systems can also be mechanical-based where individual features are the main focus, or 
they can be production based where it uses whole faces and focuses on global features.  
Mechanical–based, computer–driven systems have many downfalls. Studies have 
reported that these systems are unorganized, have an unfriendly user interface, and do not 
have a large range of features available to choose from.11,12,13 These programs build up to 
a creation of a total face by zooming in on each individual features. This process for 
creating facial composites may differ from how witnesses actually perceive and 
recognize a face. 12,13 Furthermore, because these are individual feature-focused 
programs, the overall depth and facial shading effects are not good indications or helpful 
when comparing for likeness to the target image or suspect. 
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The software that currently exists began with mechanical software systems that 
have now evolved to a more production based ‘Darwinian’ type of software system. 
These different types of facial composite software have been created to better assist the 
police community by eliciting a more recognizable image. 
 
1.2.1. Features Software Systems  
 When composite production systems first emerged they were very simple. Most 
began as mechanical systems that consisted of facial features printed and placed onto 
templates to create the target image. Others included printing individual features onto 
acetate films and stacking sheets over one another to create the most similar face to the 
target image. These are known as feature-based systems, which simulate the traditional 
method of drawn facial composites where individual features are chosen.7,8,14  
As technology progressed, the feature-based software systems did as well. Such 
systems included PRO-fit and E-FIT in the United Kingdom, and FACES and Identikit 
2000 in the United States. The process was that the witness described the target image to 
a forensic practitioner, who then presented facial features to match. Thus began the 
‘traditional’ feature based software systems, where the witness can change the size and 
position of different characteristics with the expectation of creating the most similar 
image.15 For achieving good facial recall and successful facial composites, the use of a 
cognitive interview style was valuable for these systems.  
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1.2.2. Holistic Software Systems 
 Feature based software systems focus on individual parts rather than focus on the 
face as a whole. The creation of holistic software systems aims to combat the issues faced 
when the focus is placed on individual features. Three ‘holistic’ systems, EvoFIT, EFIT-
V, and ID have been developed extensively in the United Kingdom as well as in South 
Africa.15,16 
 These holistic systems attempt to produce an overall likeness similar to the target 
image that is interconnected through the features. These systems work by having 
witnesses base selections on the overall appearance of the face, and not individual 
features. Because of the global nature of holistic systems, it is thought that the creation of 
a facial composite with overall likeness will be better recognized by those in the 
community.13 
 Holistic systems may also include evolution factors, a common feature of 
Darwinian systems. These have algorithms modeled on the natural process of 
‘competition’ and ‘breeding’. The software will combine selected items together and 
presents a new image for further selection by the witness.12 One such software is EvoFIT, 
which stands for Evolutionary Facial Imaging Technique.  
 
1.2.3. EvoFIT 
Created with the expectation of increasing the numbers of identified offenders 
from facial composites, EvoFIT is a Darwinian-type software program that breeds and 
selects faces as whole rather than for individual features.12 Similar to the idea of natural 
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selection, this program asks constructors or witnesses to select faces based on best 
likeness to the mental image they have of the offender, or target image.  
The EvoFIT software system is a holistic evolutionary facial imaging technique. 
The system was first built using Principal Components of Analysis (PCA) on 
approximately seventy-two images per age range and race. PCA is a well-known 
statistical technique that extracts a set of data from the images that is crucial to the 
evolution factor of this system.16 Furthermore, EvoFIT is also based on an evolutionary 
algorithm (EA) within the software program. Instead of having the witness focus on 
individual features, this algorithm creates a new set of faces from the set previously 
selected, a process referred to as ‘breeding’. This process repeats through a number of 
generations to attain a composite as close to the target face as possible.17 
More recently, EvoFIT has updated the number of images analyzed with PCA 
from seventy-two images to about two-hundred images. This increase extends the age 
range of the available array. With an increased number of images, the dimensions the 
algorithm creates also allows for specific adjustments of various factors such as health, 
masculinity and friendliness, based on facial expression of the images used, and as 
perceived by the witness.16  
This holistic system combined with the process of a cognitive interview is helpful 
to the witness. The more times a witness reviews and recreates the mental image of the 
occurrence of events, the better reproduced the final facial composite images should 
be.14,16 
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 The software includes four full databases for both white Caucasian males and 
white Caucasian females. The age ranges sets include 16 to 22, 23 to 35, 36 to 45, and 
beyond 50. The witness is asked to choose from a screen of faces; the selected faces are 
combined, and thus evolve, through each completed cycle of the procedure. There are 
tools available to increase the overall likeness of an image by controlling the shape and 
position of facial features in order to customize the evolved facial composite to be most 
similar with that of the offender.  
 As construction begins, the witnesses are asked to select for the upper half of the 
face, to further promote an identifiable face. The first part of selection involves the 
internal features of the face, or the areas that are central to the face, which include mouth, 
nose, eyebrows, and eyes. The hair, ears, and neck are added near the end to prevent 
diversions. Operators emphasize the importance of selecting for overall likeness of the 
upper half of the face rather than for any specific facial feature.  
 
1.3 Research Objectives 
The focus of this study is to evaluate the effectiveness of having a single witness 
create two facial composites within twenty-minutes of each other using EvoFIT, after 
having viewed the target face only a single time. The social dynamics of the interview 
prior to construction play a key role in the creation of the facial composite, thus the first 
image created should help witness create a second image. Previous studies have shown 
that the use of a second composite helps the operator and witness create a better 
recognized facial image, however these studies allowed witnesses to view the target 
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image more than once or used two composites created by two different 
witnesses.4,8,13,14,15,16 Therefore, when applied in real-life scenarios, the creation of a 
second composite by the witness is anticipated to better help the community and law 
enforcement to identify the offender.  
Unlike previous studies conducted by the developers of EvoFIT who were highly 
familiar with the software and its capabilities, the operator in this study had limited 
training with EvoFIT to reflect that of a typical user in law enforcement. Additionally, the 
usefulness of a second composite was evaluated based on the naming and likeness ratings 
obtained. Naming is the ability to name the face created by the witness.  Success of 
naming the finished facial composites was compared using the first and second composite 
separately, as a pair, and as a morphed composite, to determine if there are significant 
differences.17 Likeness ratings of the facial composites compared to the original target 
image were performed, where the rater determined how similar each created facial image 
is to the original image.16,17 The second composite naming is expected to yield higher 
percentages compared to the first composite, and the likeness ratings between the 
composites and the target image are expected to be higher for the second composite 
compared to the first. 
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2. MATERIALS AND METHODS 
2.1 Methods 
 
2.1.1. Design 
 Celebrity target photographs of actors appearing in Eastenders, a television soap 
opera popular in the United Kingdom, were selected for facial composite construction. 
Participants from the United States at Boston University School of Medicine were asked 
to construct a pair of facial composites using EvoFIT software. The participants in the 
United Kingdom operated under familiar face perception, while those in the United States 
(the constructionists) operated under unfamiliar face perception. This is meant to reflect a 
real world scenario in which the witness has not previously seen the offender.  
After construction, the facial composites were sent to the University of Central 
Lancashire in the United Kingdom, where the targets would be recognizable. Volunteers 
were selected to name the celebrity based on the composite shown to them. Following the 
composite naming step, participants were asked to name the original target images. This 
was done to check that the participants chosen were capable of identifying the celebrity 
composites.  
Further, additional volunteer participants were recruited at Boston University 
School of Medicine for the likeness rating task, which consisted of comparing each 
composite with the original target image.  
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2.1.2. Target Photographs  
The target photos were chosen in accordance with face construction procedures 
described in previous research.1-4, 6,14-16 Ten celebrity images of Eastenders were chosen, 
as these celebrities are unfamiliar to the volunteer witness population who constructed the 
facial composites, and to avoid bias for the operator of EvoFIT. The operator of EvoFIT 
was blind to target choices to prevent any favoritism or preference for the faces the 
witnesses chose. This enabled a setting similar to real-life cases that allowed targets to be 
familiar to participants who are naming, and unfamiliar to the witnesses who are 
constructing the image. 18 
 
2.1.3. Volunteer Witness Population  
In total, ten volunteers from Boston University School of Medicine were recruited 
to create EvoFIT composites with the help of a trained operator. Participant age ranged 
from 22 to 31 years  (M = 25.80 years, SD = 3.22 years) and included three males and 
seven females.  
 
2.1.4. Volunteer Namer Population  
In total, twenty-four volunteer participants were recruited in the United Kingdom, 
as they would be most familiar with the celebrity targets chosen. These volunteers were 
asked to attempt to name the composites created based on the subgroup in which they 
were placed. A total of four subgroups were made, each consisting of six participants. 
Group one was asked to view and name the first composite. Group two was asked to 
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name the second composite. Group three was asked to name the target represented in 
both the first and second composite, which were shown at the same time. Group four was 
shown a morphed image of the first and second composite of each target and asked to 
name the target represented. Following naming of facial composites, each participant was 
shown the original target photo and asked to identify the person in it. Participant age 
ranged from 18 to 44 years (M = 25.54 years, SD = 10.01 years), including both males 
and females.  
 
2.1.5. Volunteer Likeness Rating Population 
In total, 40 volunteers were recruited to provide likeness ratings.  They were 
asked to compare each composite created to that of the original image and provide a 
likeness rating on a scale of 1 to 7, with 1 being least similar, and 7 being most similar to 
the target image. A computer displaying twenty sets of images (original target image and 
the corresponding facial composite) were placed side by side. The volunteers included 
both males and females, with ages ranging from 22 to 65 years (M = 32.70 years, SD = 
11.77 years).  
 
2.2 Facial Composite Software and Technology 
2.2.1.  Software   
EvoFIT v. 1.6.20 was used with Windows 10 operating system on a standard 
laptop computer (Acer Aspire M5-581-T-6405).   
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2.3 Data Collection   
2.3.1. Stage 1: Cognitive Interview 
 A cognitive interview was conducted prior to creation of a facial composite. The 
operator asked the witness for a free description of the target image the witness had been 
shown. This was supplemented by open ended questions about age, skin tone, and hair 
color if they were not included in the original response.  
 
2.3.2. Stage 2: Facial Composite Creation 
 This software allows the witness to construct a face by repeatedly selecting from 
whole-face regions from an array of 18 faces, and focusing on global features rather than 
individual facial features.  The program creates composites in grey-scale, because the use 
of color composites has not been shown to be beneficial. 20 
Based on witness recall, the operator chose the most appropriate database from 
the available ranges: 16-22 years, 23-35 years, 36 -45 years, and 46+.19 After the database 
was chosen and the witness approved, the first of many facial characteristics screens 
appeared and was shown to the witness (Figure 1).  
 
2.3.2.1. EvoFIT Procedure  
The first part of selection involved choosing the internal features, which were 
broken down into “smooth texture” and “facial texture”.28,30 Smooth texture included 
three areas: the shape of the face, the outline of the face, and the position of the face. 
Facial texture added shading, and grey-scale contouring to the smooth texture faces.  
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The selection began with smooth texture faces. Smooth texture faces spanned 
across three screens with a display of 18 images, three rows of six, on each screen19 
 
Figure 1. Smooth texture faces. Screen shot of EvoFIT smooth texture array  
 
Witnesses were asked to select two faces per page, with the selection representing 
‘overall likeness of the upper half of the face’ rather than specific features, for each 
screen. After every screen, the witness was prompted by the program to close their eyes 
and visualize the face.19 This prompt allowed the witness to reimagine the target to 
encourage best face recognition. As the witness was visualizing the face, the program 
produced a new facial assortment that retained the original two selections. On the second 
screen, the witness selected another two faces that were most similar to that of the target 
image. The process was repeated through to the third screen, where the witness selected 
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another two faces that were most similar to the target image. The final screen for this 
portion was a fourth screen that included the previously selected six images, as well as 
twelve new options that the witness could switch to from the selected six. 
Witnesses were reminded to select for the upper half of the face, rather than for 
specific features.19,25,29 After six images were selected, all unselected faces were removed 
from view. From these six images, the witness was asked to choose one image that best 
matched the target image. The ‘best match’ image was then used to present for facial 
texture.  
 
Figure 2: Facial Texture Screen. EvoFIT screenshot of facial texture array 
 
While only one of the selected six was used to include facial texture, the other 
five selected were used when generating combinations of smooth texture and facial 
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texture (Figure 2). Facial texture images varied based on shading of individual features 
and overall skin tone.19 This process of selection was the same as for smooth texture; 
however, at the fourth screen of facial texture selection, there was no need to choose a 
‘best match’ image.  
After facial texture selection, the six chosen smooth textures and six facial 
textures were fully crossed into two subsequent screens. The witness was asked to choose 
one ‘best match’ image per screen. All other unselected combination images were 
removed. The operator switched between the two screens with the two selected images, 
and asked the witness to choose the one with ‘most likeness’ to that of the target image. 
This was highlighted as the ‘best’ face and was used for ‘breeding’ the next generation of 
faces.26,29 The outcome was a parent image created by the witness that contained a 
combination of the selected faces.  
This ‘parent’ image (Figure 3) was displayed for the witness, and rated by the 
witness on a likeness scale of 1 – 10. A value of 1 is considered very poor likeness while 
a 10 is considered to be identical. This rating system was created to allow the witness to 
review the likeness of the first generation, and does not affect the future generation. After 
rating the image, the process began again, but as the second generation; a total of two 
generations were created.  
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Figure 3. Parent image with rating scale. EvoFIT screenshot of parent image with 
rating system 
 
The second generation selection process was the same as above with four screens 
of smooth texture, four screens of facial texture, etc. Witnesses were reminded that they 
should be selecting for upper half of the face to the target image rather than for specific 
individual features. At the end of this generation, the witness had the opportunity to 
rework the selected ‘best face’ using the holistic tools of the face.  
The holistic tools in EvoFIT were presented using a slider scale, and controlled by 
the operator. The witness indicated which position on the slider scale was the one that 
best indicated the most similar facial image to that of the target image. The holistic tools 
encompassed characteristics including face width, age, facial weight, attractiveness, 
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extraversion, health, honesty, masculinity, threatening, and vertical position of the 
internal features followed by additional scales involving trustworthiness, hardness, 
dominance and suntan (Figure 4). When the witness was satisfied with the likeness 
created by holistic tools, they were shown a side by side comparison of the original image 
(prior to holistic changes), and the altered face (underwent holistic tools). The witness 
was asked to choose between the two for the one with the best likeness to the target 
image. The addition of hair and other external features concluded the creation of one 
facial composite.  
 
Figure 4. holistic tool example with slider scale. Screenshot of EvoFIT holistic 
tool (attractiveness) with slider scale  
 
The witnesses were given a maximum of twenty minutes for a break before a 
second facial composite was created. A maximum of twenty minutes was chosen to 
simulate a real-life case; the likelihood of a witness returning to create a facial composite 
becomes less and less as more time goes on. The break allowed the witnesses to recollect 
themselves, use the bathroom, or get a cup of coffee.  
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The witnesses did not have the opportunity to look at the target image again, and 
no second cognitive interview was conducted. The second facial composite was created 
based on the exact method described above of the first composite.  
 
2.3.3. Stage 3: Naming 
After the creation of the ten sets of facial composites, the electronic files were 
sent to the University of Central Lancashire for naming. Following attempts to name the 
composites, all participants were shown photographs of the targets and asked to name the 
person depicted.  
 
2.3.3.1. Target Naming 
 The targets were chosen based on their general level of unfamiliarity in the United 
States, and familiarity in the United Kingdom. The celebrity characters chosen for this 
study are as follows (real name in parenthesis): Alfie Moon (Shane Richie), Ian Beale 
(Adam Woodyatt), Max Branning (Jake Wood), Billy Mitchell (Perry Fenwick), Mick 
Carter (Danny Dyer), Carol Jackson (Lyndsey Coulson), Lauren Branning (Jacqueline 
Jossa), Ronnie Branning (Samantha Womack), Kate Slater (Jessie Wallace), and Stacy 
Branning (Lacey Turner). 
 
2.3.3.2. First Composite Naming 
The first composites of each target image created were shown to six volunteers 
who were aware of the celebrity targets. They were asked to try to name the composites 
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correctly when shown to them, one at a time.  
 
2.3.3.3. Second Composite Naming 
 These composites were created twenty minutes after the completion of the first 
composite. The process was very similar to first composite naming, where volunteers 
were asked to correctly identify the single image shown to them. 
 
2.3.3.4. Paired Composites Naming 
 Paired composite naming used both the first and second composite at the same 
time, and the volunteers in this group were asked to correctly identify the images. This 
process is the same as the naming of the first and second composite except that the 
volunteer was shown both composites of the target image rather than just one.  
 
2.3.3.5.  Morphed Composite Naming 
 The first and second composites were then combined into a new one based on the 
procedure described by Bruce et. al 21 This procedure takes the first and second 
composites created and placed markers along the main features of the first image, 
including the ears, jawline, hairline, mouth, nose, eyebrows, and eyes. The markers were 
then matched to the corresponding areas of the second facial composite. A morphed 
image of 50% of each face was generated; this image is known as a 2-morph because two 
images were used to create the morph. This 2-morph image was then shown to 
volunteers, who were asked to try to identify the image correctly as above.21  
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2.3.4. Stage 4: Likeness Rating 
Forty volunteers, 17 males and 23 females, were recruited individually to 
compare and rate the likeness between the original target image and the composite 
created.17,20 A custom slideshow with twenty slides was created that displayed either the 
first or second composite created on each slide, with the original target image next to it. 
Participants were asked to rate the images on scale of 1 – 7, with 1 being least likeness to 
the original target image, and 7 being most likeness to the original target image. The 
order in which these images were shown was random. 
 
2.4 Analysis  
2.4.1 Software 
 Statistical Package for the Social Sciences (SPSS) was used to analyze data 
collected from the naming of composites in four groups, as well as the likeness 
ratings..22,23 
 
2.4.2 Statistical Analysis Technique 
2.4.2.1. Univariate Analysis of Variance (ANOVA)  
A one-way ANOVA is a univariate general linear model (GLM) with one 
independent variable23 ANOVA is an acronym for analysis of variance. A one-way 
ANOVA tests the null hypothesis that several population means are equal, based on the 
results of several independent samples. The test variable is measured on an interval- or 
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ratio scale, and is grouped by a variable which can be measured on a nominal or discrete 
ordinal scale. 23  
 This type of analysis was used because participants each belonged to one group 
(first composite, second composite, paired composite, morphed composite) with a score 
on the dependent variable (amount of correct composite naming), and a comparison of 
the average means of each group is made.   
 The output of this analysis includes descriptive statistics (mean, and standard 
deviation), as well as between-subject effects. Between-subject effects assess the 
differences between individual groups.  
 
2.4.2.2. Simple Contrasts  
There are three types of simple contrasts known as simple comparisons, simple 
simple comparisons, and simple interaction comparisons. 24 Simple comparisons look at 
the contrast on one factor within the level of one of the other factors. Simple simple 
comparisons look at the contrast of one fact within certain levels of both of the other 
factors. Simple interaction contrasts are interaction comparisons between two of the 
factors within certain levels of the third factor.  
Simple contrasts compare the mean of one group to a subset group’s mean.24 In 
this study, the usefulness of a second composite, paired composite, and morphed 
composite was compared to the use of an original first composite using simple contrasts.  
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3. RESULTS 
3.1 Naming 
3.1.1. First Composite -- Group 1 
When the namers were shown the first composites created of the 10 targets, the 
composites were named correctly only five times out of sixty (8.33%). In contrast, when 
the original target images were shown to the volunteers, the correct names were given 58 
times out of 60 (96.67%) (Table 1). The naming for composites is much lower than for 
target pictures, however, this is the usual situation as composites are error-prone and are 
rarely recognized perfectly.  
 
3.1.2. Second Composite -- Group 2 
 In the second set of facial composites shown to volunteers, the composites were 
named correctly 11 times out of 60 (18.33%). When the same volunteers were shown the 
original target images, the photos were identified 59 times out of 60 (98.33%). SPSS 
testing using univariate ANOVA and simple contrasts was conducted comparing the 
second composite naming with the first composite naming.  While the obtained p-value 
of 0.059 is non-significant (p>0.05), the data suggests there may be a marginal effect 
between the creation of a second composite and a successful identification (Table 2).  
 
3.1.3. Paired Composites -- Group 3 
 When both the first and second composites created were shown at the same time 
(Figures 5-14), they were correctly named 12 out of 60 times (20%). All participants in 
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this group were able to correctly name the original target image (100%). Data analysis 
indicates that significantly higher naming occurred using paired composites compared to 
using only the first composite (p= 0.03). 
 
Figure 5. Paired composites, first composite (left), and second composite (right) (1/10) 
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Figure 6. Paired composites, first composite (left), and second composite (right) (2/10) 
 
 
Figure 7. Paired composites, first composite (left), and second composite (right) (3/10) 
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Figure 8. Paired composites, first composite (left), and second composite (right) (4/10) 
 
 
Figure 9. Paired composites, first composite (left), and second composite (right) (5/10) 
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Figure 10. Paired composites, first composite (left), and second composite (right) (6/10) 
 
 
Figure 11. Paired composites, first composite (left), and second composite (right) (7/10) 
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Figure 12. Paired composites, first composite (left), and second composite (right) (8/10) 
 
 
Figure 13. Paired composites, first composite (left), and second composite (right) (9/10) 
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Figure 14. Paired composites, first composite (left), and second composite (right) (10/10) 
 
3.1.4. Morphed Composites -- Group 4 
Fourteen out of 60 morphed composites were named correctly (23.33%). When 
shown the original target image, 59 out of 60 images were named correctly (98.33%).  
The p-value of the data comparison is 0.007, suggesting that the use of morphed 
composites is a more successful way of identifying an offender or suspect than the use of 
a single composite.  
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Table 1. Composite Identification: naming of composites and target photos 
between groups .  
 Number of 
Composites 
Examined 
Number of 
Composites 
Named Correctly 
Number of 
Target Photos 
Identified 
First Composite 60 5 58 
Second Composite 60 11 59 
Pairs of Composite 60 12 60 
Morphed 
Composite 
60 14 59 
Total 240 42 236 
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         Table 2. Simple Contrasts of Naming: First facial composite (Group 1), Second 
facial composite (Group 2), Paired Composites (Group 3), Morphed Composites (Group 
4).  
Group Contrast  Naming 
Group 2 vs Group 1 Contrast Estimate 10 
 Hypothesized Value 0 
 Difference (Estimate – Hypothesized) 10 
 Standard Error 5 
 Significance 0.059 
 95% Confidence Interval for Difference  
 Lower Bound -.43 
 Upper Bound 20.43 
   
Group 3 vs Group 1 Contrast Estimate 11.67 
 Hypothesized Value 0 
 Difference (Estimate – Hypothesized) 11.67 
 Standard Error 5 
 Significance 0.030 
 95% Confidence Interval for Difference  
 Lower Bound 1.24 
 Upper Bound 22.1 
   
Group 4 vs Group 1 Contrast Estimate 15 
 Hypothesized Value 0 
 Difference (Estimate – Hypothesized) 15 
 Standard Error 5 
 Significance 0.007 
 95% Confidence Interval for Difference  
 Lower Bound 4.57 
 Upper Bound 25.43 
 
 
3.2 Likeness Rating 
 In this part of the study, 40 participants were asked to make a comparison 
between the original target and a corresponding facial composite displayed on a computer 
screen. The images were arranged side by side and participants were asked to rate the 
likeness between the two using a scale of 1 to 7; one represented least similar and seven 
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represented most similar. The photo sets were shown one at a time, was ordered 
randomly and differently for each person, and participants were not aware of which 
composite was created first and which was created second.  
Figure 15. Example of slide show set up with target photograph and first facial 
composite with Lacey Turner.  Source: Wikimedia Commons 24 
 
Figure 16. Example of slide show set up with target photograph second facial 
composite with Lacey Turner. Source: Wikimedia Commons 24  
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3.2.1. First Composite vs Second Composite   
Forty participants compared and rated the original target photo and the first 
composite. The average rating was 3.95 compared to the second composite rating average 
of 3.22. When the individual likeness ratings for each composite were compared, the 
difference between the rating values in the first composite set and second composite set 
was significant (Table 3).   The median rating for the first composite was 4 with most 
ratings having a score of 5. The median rating for the second composite was 3 with most 
ratings scoring a 1 (Table 4). The likeness ratings did not indicate that the second 
composite photo was better than the first composite photo, based on comparing 
individual features, however, the second composite performed better when asked to be 
identified by those in the community.  
 
Table 3. t-Test of Likeness Ratings - Composite 1 and 2 
 Composite 1 Composite 2 
Mean  3.95 3.22 
Variance 2.81 2.80 
Observations 400 400 
df 399 
t-stat 6.41 
P(T ≤ t) two-tail 4.21 x 10-10 
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 Table 4. Descriptive Statistics of Likeness Ratings - Composite 1 and 2 
 
Composite 1 Composite 2 
    
Mean 3.9525 Mean 3.215 
Standard Error 0.083849187 Standard Error 0.08367761 
Median 4 Median 3 
Mode 5 Mode 1 
Standard 
Deviation 
1.676983732 
Standard 
Deviation 
1.673552193 
Sample 
Variance 
2.812274436 
Sample 
Variance 
2.800776942 
Kurtosis 
-
0.994961756 
Kurtosis 
-
0.888833275 
Skewness 
-
0.068929195 
Skewness 0.311270392 
Range 6 Range 6 
Minimum 1 Minimum 1 
Maximum 7 Maximum 7 
Sum 1581 Sum 1286 
Count 400 Count 400 
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 4. DISCUSSION 
 Facial composite production systems are being used more frequently in an effort 
to increase identification of suspects and other individuals of interest. Their ease of use 
for witnesses as well as operators is advantageous over traditional hand-drawn 
composites that require formally trained and highly skilled artists. Hand-drawn 
composites are not as easily modified, and the focus is on individual features rather than 
an overall likeness to the target. In this study, the creation of second composites, use of 
paired composites and use of morphed composites were compared to the effectiveness of 
creating only one composite.  
 EvoFIT was used to create the facial composites used for naming. The first facial 
composite for each target (Group 1) was compared to Groups 2-4 using simple contrasts. 
Participants were able to name all the original target images at an average of 98.33%, 
indicating that the participants were familiar with the target and could have the ability to 
name the composites when shown. As expected, the high percentage of naming for the 
original targets demonstrated that the composites were not as recognizable as the target 
photo.  
 The number of targets successfully identified from the first set of facial 
composites was the lowest for all groups (8.33%). The use of a second composite (Group 
two) yielded a comparative p-value of 0.059, indicating that the process of creating a 
second composite (18.33%) did not result in more successful naming to a statistically 
significant degree, but suggests that the second composite produced may be more useful 
than the composite produced first. Further data collection might sharpen this value by 
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increasing statistical power. The likeness ratings averages did not indicate that second 
composites were more similar to the target than first composites. 
 Naming success was higher for paired composites (20%) and morphed composites 
(23.33%) compared to first composites (p=0.03 and 0.007, respectively). This suggests 
that the creation of a second composite by a single witness, used as part of a pair or in a 
morphed image, increases the number of correctly identified composites. The participants 
who named the second composites were able to name the original target images 98.33% 
of the time, indicating that as a group the participants were sufficiently familiar with the 
targets chosen for composites.  
 Paired composites used in this study showed a greater naming success, than when 
individual composites were shown. Performance with multiple composites has shown to 
be beneficial when individual attempts are unable to be identified. 24,25 The use of 
morphed composites was included in this study based on results of a previous study in 
which 2-morph creations performed better compared to the individual composites when 
using likeness ratings as the comparisons. 25   The results indicated that a combination of 
the witness’s memory yielded a better composite compared to one individual image.25 
However, the morphed composites in the current study were used for naming rather than 
likeness ratings, 
 The average between likeness ratings did not prove to be as discerning as the 
naming comparisons. The average likeness ratings were comparable between the first 
composite and second composite sets. However, when comparing individual ratings, the 
distribution of rating values from the first composite set was different than that of the 
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second composite set, with a greater number of values at the higher end of the range for 
the first set. This was unexpected based on the greater success when the second 
composite was included in the naming portion of the study.  This discrepancy could be 
attributed to different processing approaches employed by the volunteer populations.  The 
namers utilized memory and recognition of familiar faces, which typically rely on global 
features. The likeness rating population was unfamiliar with the targets and viewed the 
images side by side while assigning values, likely focusing on individual characteristics 
rather than overall likeness.  
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5. CONCLUSIONS  
The use of EvoFIT to create facial composites in this study demonstrates the 
simplicity and ease of such a system. Implementation of this facial composite system 
would be beneficial to law enforcement, victims, and witnesses in the community. The 
creation of a second composite shortly after the first allows the composites to be paired or 
morphed together before distribution, increasing the rate of identification. The EvoFIT 
system used in this manner eases the work loads of forensic artists, and minimal training 
is required to enable the operator to use the program and create identifiable composites.  
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6. FUTURE STUDIES  
6.1 Cognitive vs Holistic Cognitive Interview 
For this study, a simple cognitive interview was conducted; however, it is likely 
that different interviewing styles prior to the creation of facial composites will affect the 
types of composites created. To better understand the impact that interviews have on the 
witness, the use of cognitive interview versus a holistic cognitive interview could be 
compared. In a holistic interview, the operator first asks the participant or witness to think 
about the personality of the target for 60 seconds, and then to make judgments on this 
perception of their personality based on the following: intelligence, friendliness, 
kindness, selfishness, arrogance, distinctiveness, and aggressiveness. Depending on the 
crime and setting, the operator of the program may also ask about masculinity, honesty, 
and extroversion.16 This type of interview has been shown to be very effective for 
improving the identifiability of facial composites, thus it would be beneficial to study 
which type of interview performs better in these scenarios in order to get a more 
definitive idea of whether holistic tools are helpful or hurtful when creating a facial 
composite. A replicate of this study could be done using a Holistic Cognitive Interview to 
produce two composites and predict the outcome, whether it is better naming or greater 
likeness. Because the EvoFIT composite production system already includes the holistic 
tool scale, one could also evaluate whether adding a holistic cognitive interview 
component to the methods would help the witness with a more accurate recall, and result 
in a better composite.  
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6.2 Image Targeting Length  
 All of the volunteers who created facial composites in this study had the 
opportunity to look at the target image and encode, or commit as much of the image to 
memory as possible for thirty seconds.14,19 This standard length of image targeting may 
be too long when considering real-life scenarios. The distractions of external features, as 
well as other peripheral interruptions may play an important role in the ability to create 
the mental image of the offender. Future studies could examine varying encoding times, 
ranging from about 5 seconds to 25 seconds. Many criminal events occur very quickly, 
and changing the variable of exposure could lead to different results when looking at 
naming and likeness ratings of facial composites.  Unpublished data indicates that 
witnesses may perform better when allowed a 10 second encoding time compared to 
longer encoding times (personal communication, Charlie Frowd) and so, a replicate of 
this study, with two composites, but various encoding times, may yield even better 
naming and likeness ratings.  
 
6.3 Environmental Conditions 
 Environmental conditions, both when the witness is encoding as well as during 
construction of the composite, may have an impact on the creation of the facial 
composite. Stress, danger, and the ‘flight or fight’ instinct may play a role on the ability 
of the witness to remember the face of a suspect. The presence of weapons and loud 
noises may also hinder a witness from focusing on facial characteristics. The 
environment where the witness is constructing the facial composite likely plays a role in 
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their performance when creating the facial composite as well. Future research that 
includes different environmental conditions could affect naming and likeness rating, and 
could play a role in identifying changes to current procedures.  
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