Introduction
Fault diagnosis has been studied from different perspectives, namely quantitative and qualitative models. The major difference between these two models is the capability to produce a state space model. Qualitative models generate a representation of the knowledge of the system during several scenarios using artificial intelligence techniques. This latter approach is followed in this paper.
Several knowledge-based techniques for Fault Diagnosis are available in the literature, such as case based reasoning and Neural Networks [1] . Fault diagnosis based on pattern classification needs to establish the sources of information relevant to the case study as well as to consider several fault scenarios. To accomplish this task it is necessary to overtake any sort of inconsistency during the data acquisition process.
In this case, time-varying input, output and residual data need to be modelled in terms of a neural network structure. However, it can become restrictive due to difficulties in generating the state space modelling of the system fault scenarios.
There is a wide range of fault classification techniques based on cluster techniques, which have basic similarities in their implementation such as fuzzy k-means [2] [3] or Self Organizing Maps [4] . These techniques present a time-varying classification constraint, which may be overcome in some cases using strategies such as stability performance and local training.
In this work we define a new approach based on the integration of neural networks for fault classification that can cope with the time variance response of the system. The paper presents a technique named "Overlapped ART Networks" (OAN) for fault classification. It is capable to cope with certain time-variance considering fault and fault-free scenarios.
This technique proposes the use of three ART2A networks combined as shown in Fig. 1 .1, where the input for the first two networks are two overlapped vectors (50% overlapping) in terms of the sampled time for the monitored system. Finally, an ART2A network is used to combine those selected clusters with relation to those input vectors presented initially to the first two Neural Networks. This combination is performed with the only purpose to detect the main differences from that non-common 50% window.
The work described here has been divided into seven sections. Section 2 describes other clustering strategies available in the literature. Section 3 presents a review of self-diagnosis techniques, a description of the approach followed in this work and a comparison with other similar techniques. Section 4 describes an evaluation procedure for the OAN approach. Section 5 presents a case study for evaluation purposes. Section 6 describes the results and analysis and section 7 draws some conclusions.
Clustering Methods
Several types of clustering methods can be used to achieve time-varying fault classification. Most of them present key disadvantages related to their own structure (Table 2.1; [5] [6] ). This section is included to put the methods into perspective. Although ART2A Neural Network is sensitive to noise it has the advantage to classify unknown scenarios in one sample. The use of OAN increases the classification time to two and a half samples.
Nevertheless it is less sensitive to the noise inherent in the networks due to the fact that the first two networks need to have an agreement between their winning patterns. The study of sensitivity to noise with respect to OAN is an object of further study.
Overlapped ART2A Networks present a low computational cost when compared with RBF (Radial Basis Functions) or MLP (Multi Layer Perceptron) networks. Another advantage is the ability for classifying a system with a time-variant response. In addition it presents advantages over classical clustering methods such as Pyramidal Clusters [7] , Self-Organizing Maps SOM and ARTMAP [8] . These three methods are described here.
Pyramidal clustering is a hierarchical cluster where any object might belong to several clusters. The main reason why this algorithm cannot perform classification for bounded time-varying systems is due to its lack of adaptation under unknown scenarios.
Alternatively, Self Organizing Maps present a strategy for map building using a multi-dimensional pattern comparison based on a two dimensional array. The technique presents the disadvantage of a high computing cost due to its inherent learning procedure.
ARTMAP can be defined as another multidimensional clustering technique that has the capability of comparing patterns by the construction of a common map. For this purpose the approach uses two ART2A networks. A basic difference between the ARTMAP method and the one described in this paper is that the latter use overlapped samples and the construction of the map is conducted by a third ART2A network. In the case of ARTMAP if the map section does not find any similarity, a "zero" pattern is declared.
Self-Diagnosis
The aim of using a self-diagnosis scheme is to provide information about the status of a case study that considers different fault scenarios. There are several strategies that can be implemented regarding fault detection, localization and classification. Table 3 .1 [6] presents four of these approaches. Furthermore, features such as time response and on-line adaptability must be considered in order to determine an ad-hoc technique that can cope with a time-varying behaviour.
Techniques such as unknown input observers and parity equations present a lack of self-adaptation for different scenarios and faults [9] . The ART2A neural network is an on-line pattern classification technique. However, it presents an undesirable response when a high noise to signal ratio is presented. Therefore other strategies need to be followed up such as signal case monitoring or signal filtering.
The approach presented in this paper is adopted, first to overcome undesirable glitches that can be presented when a time variable transition between two operating points takes place and, second, when the behaviour of the fault is time-variant. For both cases, it is required to model an approach capable to identify this behaviour, at least in a bounded manner, regardless of its position within the sampled time window.
ART2A Network Description
Before reviewing the fault classification approach, a brief description of the neural network used is presented.
The algorithm performs the classification of an input vector based on an orthogonal comparison with a matrix of weights. In order to perform this procedure it is essential to define two parameters to be tuned-up (η and ρ ).
Where ρ is the vigilance parameter and η is the learning rate that defines the maximum depth of search for a fitting cluster.
Initially a normalization of the input data is needed and can be defined as:
Where I is the normalized input vector, A is the input vector and . is the Euclidean norm. The activity of the neural network is divided into two stages, bottom-up and top-down. The bottom-up network activities are determined by
Where W is the matrix of weights of size (M,N). M is the number of data elements and N is the number of patterns and t j is the resultant vector. The operation , is the dot product. Adaptation occurs as top-down activity when J (where J is the winning vector) is the searching index for a winner vector based on eqn. 3, where ρ is bounded by eqn. 4.
If the winning vector is the closest to the current input pattern and is bigger than the threshold ρ, this is declared as J t . Adaptation of the final winning vector J W requires a shift towards the current input pattern.
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The output vector of the ART2A network has a maximum length of N patterns. The complete neural network cycle is performed each sampled input vector. It is clear that this neural network depends on the length of the input vector and the frequency response of the case study for fault and fault-free scenarios.
The comparison between the current input vector and the matrix of weights can be seen as a dot product due to the normalized procedure of the input vector. This operation makes possible a fast classification for different scenarios. Nevertheless, it presents the problem of high sensitivity when more than two vectors of weights are close enough to be declared as winners. Section 3.2 presents the use of OAN to overcome this undesirable misselection.
Fault Classification Approach
In order to tackle time-variant fault classification, some actions could be taken such as: to incorporate a time window overlapping or to apply an increment to the sampled input vector. The latter approach has the disadvantage that when scaling the input vector length it can generate meaningless parameters of the represented cluster.
Since time-variant faults are the focus of the approach presented in this paper, several strategies can be implemented such as the use of Self Organizing Maps. However, the computational cost is usually expensive.
The approach presented here is based on the use of two overlapped neural networks. Different parameters need to be established to define the most suitable classification scenario for this approach: the time window size (also known as the window length) in terms of data acquisition (t s* ) for the case study and its frequency response and, the neural network parameters (vigilance and learning values). To produce a Fault Classification Module capable to cope with time-varying systems, a group of Neural Networks is proposed. The input vector includes N elements from the input signal and N elements from the output signal of the system under observation. These 2*N element vector is considered during each time window. The initialisation function is a random matrix whose values cannot exceed 10% of the maximum input value. The learning rule is based on the comparison described in eqn 4 and the updated function is calculated using eqn. 5.
The OAN approach uses three ART2A networks connected as shown in Fig. 1 .1. The first two networks (ART2A-1, ART2A-2) work independently with two equally sized consecutive overlapped (50%) time windows. The third ART2A network (ART2A-3) compares the winning weight vectors coming from both networks in order to determine the status of the current scenario. The sampling rates for the first and second neural networks must consider the dynamics of the case study.
The maximum possible sampling time value, considering the dynamics of a case study can be expressed by eqn 6.
Where d t is defined as the inherent period from the case study and t s* represents either t s1 or t s2 . In our case if t s* is equal to 10ms, then t s1 and ts2 are equal to 10ms. In order to get a good resolution in terms of fault classification, t s* should be smaller than or equal to a quarter of the case study inherent period.
This result defines the sampling time upper boundary as a function of the dynamics of the case study.
Furthermore, if t s* is bigger than the value shown in equation 6, it will not be possible to guarantee the recognition of a pattern in a time-varying case study. Although, the sampling time is bounded by this known limit, it does not present any lower-bound constraint. Therefore, sampling at a rate much lower than the upper limit could oversample the case study at a higher computational cost.
It is important to point out that Eqn. 6 has been obtained as a result of experimental studies using different periodic signals (see Table 3 .2). Where the sampled period from each neural network is 2T.
Having defined the sampling period for ART2A-1 and ART2A-2, we now focus on how time variant fault classification is performed. ART2A-1 and ART2A-2 present a fairly similar behaviour due to the sampling time overlapping. In fact, both neural networks give similar learning values (see table 3.3). The third neural network localizes any unknown behaviour from the case study and as stated previously, three variables must be obtained, η, ρ and t s* .
Consistency of time variant faults is defined by the use of overlapping time windows. A sampling example for the OAN approach is shown in Fig. 3 .1, where v 1 ,v 1 ',v 1 '' and v 2 ,v 2 ',v 2 '' are the sampled vectors for ART2A-1 and ART2A-2 respectively. The shaded area in both vectors is the overlapped part in the sampling procedure.
On the other hand, considering an overlapping window bigger than 50%, the minimum period of the sampling signal should be T, and the frequency does not need to be a multiple of the minimum frequency. However, differences between scenarios cannot be distinguished when the minimum period is chosen. For the case of an overlapping window smaller than 50%, the minimum period of the sampling signal is T as in the previous case, although bigger frequencies should be multiples of the minimum frequency.
For the case of scenarios with faults and considering them unknown with an overlapping window smaller than 50%, faults tend to be recognized in two patterns by ART2A-3 even in the case where the fault has a frequency bigger than the minimum frequency. A similar behaviour is presented in the case of an overlapping window bigger than 50%. Considering 50% overlapping, faults can have a smaller frequency than the minimum.
Other traditional methods such as a correlation will highlight the signal major power not distinguishing similar behaviours. In the OAN approach, the generalization of different scenarios is obtained by the use of the ART2A neural networks, and the selection of a representative pattern for a current scenario tends to be unique even in the case when similar patterns are presented.
Other Approaches
One of the main advantages of the OAN approach over other neural networks is related to the non-supervised behaviour and the use of the 2 sampling cycles to determine a new scenario. For an ARTMAP neural network, it is necessary to define (in a supervised mode) the map of any particular misbehaviour from the monitored system whereas SOM networks can be trained using both alternatives, supervised and non-supervised. The supervised SOM neural network needs a finite number of epochs to be trained and this number depends on the case study.
The non-supervised SOM neural network has the disadvantage of sensitivity in the observed patterns. Different authors have explored similar strategies previously.
[10] present a strategy for fault diagnosis that integrates an ART2A network and a Kohonen neural network. The objective of this integration is to combine both strategies in order to generate two subsystems. The attention and oriented subsystems following the ART2A topology and the Kohonen Neural Network are used to perform a learning strategy from the evaluation result of the Kohonen Network. This strategy allows diagnosing faults on-line with the uncertainty inherent to ART2A variation due to the plasticity-stability dilemma.
A fundamental work has been introduced by [11] where an extended review is given about topics related to sensors patterns and stability-plasticity trade-off inherent to the ART2A network. Interesting comments are included on how time window data can be monitored in order to identify abnormal situations, as well as, how data should be treated in terms of normalization, time scaling and filtering and their comparison prior to declare a winner selection. Following these experiences, current approach proposes to enhance the classification of timevarying faults within a bounded time window.
[12] have presented a parallel ART2A network approach based on wavelet decomposition where clustering is defined on a wavelet domain. The proposal presents an innovative way to decompose a signal in order to perform fault detection. However, it presents the drawback of a high time consumption of the algorithm.
[13] present an alternative approach using ART2A neural networks for fault detection where parameter estimation is used to pre-process information and produce a local model from the monitored system. Furthermore [14] presents the integration of several ART2A networks in parallel or in a multi-channel mode.
Nevertheless, the plasticity-stability is not overcome by this technique.
Evaluation Procedure
This section presents a procedure to define the parameters η and ρ for three ART2A networks involved in the OAN approach. For this purpose one scenario is designed. This scenario is based on a sine signal composed by 1000 elements. When using other case study specific signals, the procedure is the same.
Parameters η and ρ are obtained running an exhaustive search algorithm. The values range from 0.1 to 0.9 in 0.01 steps. These two parameters are also combined through all the range of values and for different overlapping windows (i.e. 50%, 25%, 75%, 32.5% and 62.5%). It is important to point out that the parameters η and ρ are equal and constant during the whole operation of the three neural networks. These values are optimal with respect to their classification response. Table 3 .3 shows the final values after the exhaustive search described. For instance, in figure 4.2 we observe abrupt changes in the number of the selected patterns with small movements of η, therefore we should avoid this region due to its unpredictable response. Alternatively, η movements around 0.65 do not allow generating new patterns due to "saturation" of neural network.
Under a similar analysis, ρ variation shows an important insensitivity compared to η variation. This behaviour is inherent to an ART2A network where η is the learning parameter for the matrix of weights.
Case Study
A pressure transducer system has been chosen as a case study for the OAN approach. It has pressure and temperature inputs. The output (in volts) is a linear representation of the pressure. The Decision Making Module Two different scenarios are presented. The first one is a stable scenario with a sensor response at 50 % of the input pressure. A second scenario is based on a 100 % effect from the same input. Results are shown in Fig. 5.1 considering 50 % of the input pressure. The outputs are normalised for clarity purposes. For this case study t s* (mentioned in section 3) has been set to 25 seconds and the overlapping time window is 12.5 seconds. An initial base of 50 patterns has been established for the fault-free scenario. When the fault appears the number of patterns increases to 70. These patterns represent the response of the system in faulty scenarios at different stages. The type of faults could be: a non-periodic slope or a noise increment to certain value. Combination of faults can also be feasible but is out the scope of this paper.
Results
As stated previously, results are obtained for two different scenarios: fault and fault-free. Considering a faultfree scenario, the number and the patterns from ART2A-1 and ART2A-2 present similar characteristics giving as a result the same pattern at the output of ART2A-3. Figure 6 .1 depicts this behaviour and the output at both ART2A-1 and ART2A-2 in terms of the pattern number and the window time number. The average error between the two nets is around 1%.
The test-bed for the case study has been defined in section 5 and run for 100,000 samples. Each sampled vector is built with 5,000 samples. The input for the case study is a sine signal with a 10 seconds period.
A fault characteristic has been added to the temperature input as a disturbance. The scenario to be classified introduces noise (Gaussian) at 200 seconds and lasts for 70 seconds. The result of the OAN approach for this scenario is a cluster of patterns.
The number of patterns increases inherently due to the type of fault. This is entirely a consequence of the parameter values chosen for networks ART2A-1 and ART2A-2. Therefore an increment in the number of patterns is related to the basic fault frequency. Furthermore, the behaviour of the system is closely related to the number of faults considering initially fifty patterns.
For this fault scenario, the selected patterns for ART2A-1 and ART2A-2 for each time window are shown in Fig.   6 .2.a. The produced average error has an increment of 20%, and more importantly, it is able to recognise the unknown behaviour in 18 samples, that is, 2 samples after the fault appears on the system. The ART2A-3 response is presented in Fig. 6.2 .b where the dispersion presented in the selected patterns is the result of the fault scenario. Fig. 6.2 .c shows the response of OAN during an on-line fault presence. The fault is introduced at sample 140 and is classified at sample 142. As soon as the fault disappears (in sample 200), the OAN returns to select known patterns.
An experimental comparison with other techniques can be conducted as long as a common strategy is defined.
Classical model based techniques are not suitable to fault classification since unknown scenarios cannot produce a repeatable response due to a lack of information. Moreover, supervised neural networks are not allowed to separate known from unknown responses. Consequently, only unsupervised neural networks and cluster techniques can conduct fault classification. Particularly, three of these techniques can be compared against OAN:
self-organizing maps, ARTMAP and incremental learning.
Any comparison takes into account basically two aspects: the elapsed time taken by each technique to classify an unknown scenario and the percentage of repeatability from an already known scenario. It is important to notice that the ARTMAP network takes two samples before identifying a fault whereas the SOM takes an undetermined number of cycles based on the selected on-line learning strategy. In any case, the time is not less than 2 samples. OAN presents the characteristic to determine an unknown scenario in up to 2 samples.
Conclusions
The approach presented in this paper is based on the use of two overlapped time windows, which are processed by two independent ART2 neural networks (ART2A-1 and ART2A-2). The ART2A-3 network processes the two winning weight vectors from the previous processing stage.
Its main advantage is its capability to handle inherent time variance behaviours during unknown and fault scenarios. Despite its bounded time limitation, this technique can locate, very fast (up to 2 samples), unknown behaviours due to the overlapped windows used.
Although in the literature there are others techniques that consider time variance, the main contribution of this paper is the use of an ordinary strategy such as overlapped signal comparison, often used in the field of signal processing and its relationship to fault classification based on neural networks techniques.
Training time of OAN is guaranteed due to the off-line training operation. During on-line operation new unknown scenarios are declared as new pattern and confirmed by the third neural network. This occurs for two and a half samples. The key issue is to adjust η and ρ parameters, which are based on exhaustive training as, described in this paper.
In summary, the approach presented proposes an alternative strategy for bounded time-varying systems to overcome plasticity variations due to its local behaviour. It presents a feasible implementation whose results are dependent on the time window and inherent parameters of the ART2 networks involved. 
