Abstract-Accuracy of simple analog-to-digital conversion depends on both resolution of discretization in amplitude and resolution of discretization in time. For implementation convenience, high conversion accuracy is attained by refining the discretization in time using oversampling. It is commonly believed that oversampling adversely impacts rate-distortion properties of the conversion, since the bit rate, B, increases linearly with oversampling, resulting in a slow error decay in the bit rate, on the order of O (1=B). We demonstrate that the information obtained in the process of oversampled analog-to-digital conversion can easily be encoded in a manner which requires only a logarithmic increase of the bit rate with redundancy, achieving an exponential error decay in the bit rate.
APPENDIX 1) m-sequences:
We use the notation fa a ag to denote the sequence fa 1 ; a 2 ; 111g, and fa a a k g to denote the shifted sequence fa k+1 ; a k+2 ; 1 11g. We consider a binary m-sequence fa a ag with period P . Some properties of m-sequences which will be used in our discussion in Section IV are [10] • A1: One period of an m-sequence contains exactly (P + 1)=2 ones and (P 0 1)=2 zeros.
• A2: Shift and add: For any k (k 6 = 0mod P ), the sum of the m-sequence fa a ag and its k shift fa a a k g is another shift of the same m-sequence; i.e.,
(an 8 a n+k ) = a n+l 8n where 8 denotes modulo two addition, and l is some other shift of the same sequence.
• A3: Decimation: Consider the sequence fc c cg defined by cn = aJn; 8n. fc c cg is called the decimation by J of the sequence fa a ag. The period of fc c cg is P =gcd (J; P ). All msequences of period P can be constructed by decimations of fa a ag.
• and is given by Paa aa aa(l) = P; l = 0 mod P 01; otherwise.
2) Gold sequences: Gold's design contains (P + 2) sequences constructed as follows:
Given an m-sequence fa a ag of period P , obtain another msequence fa a a 0 g with the same period by decimating fa a ag by a J such that gcd (J; P ) = 1. The remaining P sequences, 
I. INTRODUCTION
Digital encoding of an analog signal requires discretization in both time and amplitude. The simplest approach to this discretization is sampling with an interval followed by a uniform scalar quantization with a quantization step q. This process is the so-called simple analogto-digital (A/D) conversion. Fundamental properties of analog-todigital conversion, such as accuracy and its dependence on the bit rate, are not fully understood even in this most elementary form.
Accuracy of analog-to-digital conversion is commonly measured as the error of a linear reconstruction algorithm, which amounts to linear interpolation between the quantized samples using a sequence of sin(x)=x functions (see Fig. 1 ). If the analog signal f is bandlimited, which is a good model for a broad class of signals that appear in engineering applications, and is smaller than the Nyquist sampling interval N , then the discretization in time is reversible. However, the amplitude discretization introduces an irreversible loss of information. Consequently, the reconstructed signal f r is generally different from the original, and the error e = f 0 fr is referred to as quantization error. A common way to study a quantization error is to model it as white additive noise, independent of the input [1] . Under the assumption that f is band-limited and that < N , the 
where r is the oversampling ratio, r = N =. This formula suggests that conversion accuracy can be improved by refining resolution of either discretization in time or discretization in amplitude. For convenience, high accuracy of analog-to-digital conversion is usually attained by refining time discretization. This technique is referred to as oversampled analog-to-digital conversion.
Only recently it was observed that (1) is misleading about conversion accuracy. Namely, it can be shown that a band-limited signal can be reconstructed from its digital representation with an error which behaves in the squared norm 1 as kek
This conversion accuracy is attained using nonlinear reconstruction algorithms. Moreover, the white noise model is not asymptotically valid, and experimental results demonstrate that for high oversampling ratios the error decay rate of linear reconstruction is lower than that implied by the white noise model [2] .
The purpose of this correspondence is to set forth some new facts about the dependence of accuracy of oversampled analog-todigital conversion on the bit rate. It is commonly believed that even though oversampling improves accuracy, it has adverse impact on the overall rate-distortion performance of the conversion. That is, since the bit rate B increases linearly with the oversampling ratio, the error (its average power or its squared norm) decays as O (1=B) or O (1=B 2 ), depending on the reconstruction algorithm. However, if the quantization step is successively reduced for a fixed sampling interval, the error decays exponentially in the bit rate.
This poor performance of oversampling with respect to quantization refinement can be significantly improved with adequate lossless encoding of the sequence of quantized samples. As the sampling interval tends towards zero, quantized samples of a band-limited signal become more and more correlated. Pulse-code modulation (PCM), which is the standard way to binary-encode these samples, does not take advantage of these correlations to reduce the bit rate.
In this correspondence we demonstrate that the information obtained in the process of oversampled analog-to-digital conversion can be represented in a simple and efficient manner, and that the required bit rate increases only as a logarithm of the oversampling ratio. This follows from the observation that oversampled analog-to-digital conversion amounts to characterizing a signal by its quantization threshold crossings, that are given in time with precision determined by the sampling interval . The error of the conversion can thus be shown to be an exponentially decaying function of the bit rate, with an exponent that is close to the exponent of the error-rate characteristic that is obtained when the quantization step tends towards zero for a fixed sampling interval. where r = = and k is a constant which does not depend on r or g.
The notion of sequence of stable sampling was introduced by Landau [4] to denote a sequence of sampling points which provides a complete and numerically stable description of band-limited signals. If a space of periodic band-limited signals is considered, this condition is satisfied by any set of points with cardinality greater than or equal to the dimension of the space. The constant of proportionality k in (2) depends on the norm of f , and also on the distribution of its quantization threshold crossings [2] , [3] . It is important to note that if f is a periodic band-limited signal, its digital representation allows for reconstruction with an error which either tends towards zero as Algorithms for consistent reconstruction were proposed in [2] and [5] , and are based on alternating projections onto convex constraints which are determined by the digital representation. Note that in the case of conversion with sampling at the Nyquist rate, linear sin (x)=x interpolation is also a consistent reconstruction algorithm; however, this is no longer true if some oversampling is introduced. III. AN EFFICIENT ENCODING SCHEME An efficient scheme for lossless encoding of quantized samples of a band-limited signal, follows from the observation that for sufficiently fine sampling, these can be determined from the corresponding sequence of quantization threshold crossings.
Consider a band-limited signal f and suppose that its quantization threshold crossings are separated; that is, there is an > 0 such that no two threshold crossings are closer than . Note that since f is a band-limited signal of finite energy, it has a bounded slope, so that there is always an 1 > 0 such that f cannot go through more than one quantization threshold in a time interval shorter than 1 . The condition for separated quantization threshold crossings requires in addition that the intervals between consecutive crossings through any given threshold are limited from below by an 2 > 0. For any sampling interval smaller than min(1; 2), all quantization threshold crossings of f occur in distinct sampling intervals. Under this condition, quantized samples of f are completely determined by the corresponding sequence of quantization threshold crossings (see Fig. 2 ). Another effect of high oversampling is that the quantized values of consecutive samples differ with a small probability. An efficient way to represent such a digital sequence would be to encode incidences of data changes, that is, sampling intervals where quantization threshold crossings occur, rather than the quantized samples themselves.
Quantization threshold crossings can be grouped on consecutive time intervals of a given length, for instance T . In the case of periodic band-limited signals we can take T to be equal to the signal period. For each of the crossings, at most 1 + log 2 (T =) bits are needed to specify its position inside an interval of length T . Each threshold level can be specified with respect to the level of the preceding threshold crossing; for this information, only one additional bit is needed, to denote the direction of the crossing (upwards or downwards). Hence, in order to encode the information on quantization threshold crossings on an interval where Q of them occur, at most Q(2+log 2 (T =))+C 0 bits are needed (see Fig. 3 ). Here, C 0 denotes the number of bits used to specify the level of the first crossing on the interval. The bit rate 
where Q m denotes the maximal number of crossings on an interval of length T . Recall that if the samples are themselves encoded using pulse-code modulation, the bit rate increases linearly with the oversampling ratio; therefore, the quantization threshold crossings encoding is substantially more efficient. If this efficient representation is used together with consistent reconstruction, it follows from (2) and has the form = 1=(1 + 2) where 1 3=2 kfk=q and 2 =. Note that the average error power of analog-to-digital conversion with a fixed sampling frequency f s =, when the quantization step tends towards zero, behaves as E(e(t) 2 ) = O(2 02B ) where = =. Thus with consistent reconstruction and efficient encoding the error-rate characteristic of oversampled analog-to-digital conversion is drastically improved, approaching the characteristic of conversion with a fixed sampling interval and quantization refinement.
V. SUMMARY OF ERROR-RATE CHARACTERISTICS
It is interesting to assess the accuracy of oversampled analogto-digital conversion as a function of the bit rate, for the four combinations of reconstruction and encoding, i.e., linear versus consistent reconstruction, and pulse-code modulation (PCM) versus quantization threshold crossings encoding.
Recall that the accuracy of linear reconstruction is characterized by average error power and that it is given by E(e(t) 2 ) = O (1=r), where r is the oversampling ratio. On the other hand, results on the accuracy of consistent reconstruction are obtained using deterministic analysis, which asserts that the error squared norm behaves as kek 2 = O (1=r 2 ).
Results concerning the dependence of the bit rate on the oversampling factor are established without reference to a particular kind of reconstruction. Thus B = O (r) for the PCM, and B = O (log r) for the quantization threshold crossings encoding, regardless of whether linear or consistent reconstruction is used. The overall error-rate characteristics are summarized in Table I .
VI. CONCLUSION
In this correspondence we discuss error-rate characteristics of oversampled analog-to-digital conversion. We describe a simple and efficient scheme for lossless encoding of digital sequences produced in the conversion process. With this scheme we demonstrate that the information on analog signals which is retained in the oversampled analog-to-digital conversion can be efficiently represented, and that exponential decay of quantization error in the bit rate can easily be attained.
