О границе разрешимости бесконечной симметрической группы by Нагребецкая, Ю. В.
УДК 512.519.4
Ю . В . Н агр ебецк ая
О Г Р А Н И Ц Е  Р А З Р Е Ш И М О С Т И  
Б Е С К О Н Е Ч Н О Й  С И М М Е Т Р И Ч Е С К О Й  Г Р У П П Ы
Пусть У — произвольная бесконечная симметрическая группа, рассма­
триваемая в сигнатуре (*,- 1 ,1). В [1] анонсирован следующий результат: 
теории языков V—< V и 3—«Л относительно иерархии Б А  [2] (определения при­
водятся ниже) группы У являю тся критическими, а теории языков УЗУ, ЗУЗ 
этой же группы неразрешимы. Следующее утверждение, анонсированное 
в [3], продолжает изучение проблемы описания границы разрешимости груп­
пы У.
Т еор ем а. Теория ЗУ Л УУ разрешима .
Заметим, что для группы У возможен один из трех случаев: теория 
УЗ Л УУ разрешима; теория УЗУ неразрешима; и наконец, существуют та­
кие в А  £ {0,1}, 5 +   ^ /  0, что теория УЗ Л5 У*У неразрешима, а все теории, 
покрываемые ею в схемно-альтернативной иерархии группы У, разрешимы. 
Таким образом, из разрешимости теории ЗУ Л УУ с использованием основной 
теоремы из [2] и учетом полноты элементарной теории У У будет следовать, 
что в первом случае #(У ) =  {У^У, 3—«Л, УЗУ, ЗУЗ}, во втором #(У ) =  {У^У, 
3 -Л , УЗ, ЗУ-}, а в третьем В{8 ) = {У-У, 3 -Л , УЗУ, ЗУЗ, УЗ Л5 УД.
Напомним кратко необходимые определения из [2]. Пусть У — множе­
ство всех формул логики первого порядка некоторой сигнатуры <т, записан­
ных в предваренной нормальной форме [4]. Пусть Яг £ {У, 3}, Яг /  Я ^ 1  
для г £ { 1 , . . .  ,р  — 1} и пусть г, зД  £ {0,1}. Определим язык Яг . . .  Я р ^ г А3 V  ^
из У, где Д  =  £ и г° — пустой символ для ^ £ {—, Л, V}, следующим обра­
зом. Во-первых, блочная схема кванторной приставки каждой из формул 
Яг .. -Я р ^г А3 V* является подсловом слова Яг .. .Я р. Во-вторых, связка - ,  
Л, V допускается в бескванторной части этих формул, если соответствен­
но г =  1, 5 =  1, I — 1, и не допускается, если соответственно г =  0 , 5 =  0 , 
I — 0. Обозначим, кроме того, через - г Л5 V  ^ бескванторный подъязык язы ка 
У—г Л5 V*, через Л5 V* — объединение |^| Я \  .. .Я р^ г Л5 V*. В теореме,
ре ои
сформулированной выше, фигурирует язык ЗУ -°Л 1У1 =  ЗУЛУ первого вида.
Семейство в  А  всех языков вида Яг . . Л5У^ - ГЛ5 V* и А3 Уг упо­
рядочивается включением и называется схемно-альтернативной иерархией
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языков. Д ля  язы ка L  £ S A  и класса 16 алгебраических систем сигнатуры а 
через L K  обозначим теорию язы ка L  класса 16, т.е. совокупность всех пред­
ложений из X, истинных на 16. Схемно-альтернативной иерархией теорий  
класса 16 называется частично упорядоченное множество
S A K  = ( { L K  \ L e S A }]Ç ) .
Теория L K  £ S A K  называется критической , если она является минималь­
ной в S A K  неразрешимой теорией. Границей разрешимости  класса К  на­
зывается множество
В (К )  — {L  £ S A  I L K  — критическая теория}.
Нахождение границы разрешимости класса К  означает установление 
полной в рамках иерархии S A  алгоритмической картины для 16, поскольку 
теория L K  £ S A K  будет разрешимой тогда и только тогда, когда L 2  Ь\  
для любого язы ка L\  £ В (К ) .
Введем следующие обозначения: S  — бесконечная симметрическая груп­
па над множеством М ; для о £ У полагаем supp о ^  {а £ М  \ аа  /  а}; 
S f in ^  {а  £ S  I supp а: конечно}; вдг — тождественное преобразование под­
множества N  множества M , в ^  е м ; ^ (Д ъ  • • •? х п ) — свободная группа над 
алфавитом { а д ,. . .  ,жп}. Кроме того, для а  £ S  и N  С М  через a|7V будем 
обозначать ограничение биекции а  на множество 7V, а через N a  — множе­
ство {аа  I а £ 7V}. Так как множество S f in является, очевидно, нормальной 
подгруппой группы У, то можно рассматривать фактор-группу S  ^  S / S f i n . 
Д ля  всякой биекции о £ У через а  мы будем обозначать множество а  • S f in . 
Везде ниже под а мы будем подразумевать кортеж  аг .. .a n , a  под х — кор­
теж  Х\ . . . х п .
Д оказательству разрешимости теории 3V Л У S  предпошлем ряд лемм. 
Л ем м а  1 . Пусть
г и ф а ,  ж) ^  ап х Шг1 а%2х Шг2 .. .агщх тъпг
— слово из N ( a ı . . .  ап, х), где mij £ {±1}, i G N к { ц , . . . , Д }  С {1, . . . ,  п}. 
Тогда для любого кортежа а  £ [ S \S f in]n и любого m  £ N существует такая
т
биекция £ £ У, что S  |Д у Д ), где <р(х) ^  \ J  гифа, ж) — е й  элемент  £ в 
_ i=1
группе S  имеет бесконечный порядок.
Д ок азател ь ств о . Пусть а  ^  ад . . .  ад — произвольный кортеж  из [ S \S f in]n . 
Докаж ем сначала, что существует такое бесконечное подмножество N  С М ,
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что множество supp а  Д (IV U N  а ~ г) бесконечно для любого i £ { 1 , . . . ,п } .  
Зададим рекуррентно последовательность {Ni  | i £ { 0 ,.. .п}} подмно­
жеств множества М  таких, что supp <тД(Л} U ТДоД1) бесконечно для любого 
i £ {1 , . . . ,п } .  Пусть N q ^  М .  Допустим, что 1 уж е построено. Если 
L ^  N i- !  П supp щ  пусто или конечно, то полагаем Ni ^  1. Пусть L  бес­
конечно, тогда L — L \  üX2 üX3 д л я  некоторых бесконечных множеств Х1; Х2 
и Х3. Если множество V  ^  X \(X iU X io “ 1) бесконечно, то, полагая Ni ^  Х1; 
имеем бесконечность множества su p p o ?\(7V?- U ТДоД1). Пусть множество X' 
пусто или конечно. Из L 2a ~ x — X \(X io “ 1 U Х3 0 “ 1) С X \X io “ 1 С L\  UX' 
следует, что Х \(Х 2 U L 2a ~ x) D X \(X i üX2) \X ' =  Х3\Х '. Ввиду бесконечности 
множества Х3\Х ' имеем бесконечность множества Х \(Х 2 U Х2о г_1), а значит, 
и бесконечность множества su p p o ?\(7V?- U ТДоД1) для Ni ^  Х2. Покажем, 
что бесконечное множество N n является искомым. Коль скоро множество 
su p p o ?\(7V?- U ТДоД1) бесконечно, в силу включений N n С N n_ 1 С . . .  С Ni 
множество su p p o ?\(7Vn U ЛДоД1) бесконечно, что и требовалось.
Теперь докажем следующее утверждение. Пусть А\ — бесконечное под­
множество множества supp щ  для г £ {1 , . . . , п } .  Тогда существуют такие 
элементы бд, а 2, . . . ,  ап множеств А1; А2, . . . ,  А п соответственно, что множе­
ство Сп ^  {аг,а га “ ! | i £ {1, . .  .,п }}  состоит из 2п элементов. Д оказатель­
ство проведем индукцией по п. Пусть п — 1. Выберем бд из А \.  Так как
A i  С supp од, то ai ф бдод и поэтому множество С\ ^  {а^бд оД 1} двух­
элементно. Допустим, что найдены такие элементы бд, а 2, . . . ,  an_i из мно­
жеств A i, А2, . . . ,  An_ 1, что множество СД_1 ^  {аг,а га “ ! | i £ {1, . . .  , n — 1}} 
состоит из 2(n — 1) элементов. Так как множество Ап бесконечно, а множе­
ство Сп- 1 конечно, то можно выбрать элемент an £ АП\(СУ_1 U СД-хоД1). 
У читывая включение А п С supp од, заклю чаем, что мощность множества 
СД ^  СД_1 U { а ^ б д о ,,}  равна 2п.
Д алее, будем строить последовательность {aW | i £ N} элементов из 
M \ N  и последовательность {Д | i £ üj} и н в о л ю ц и й  и з  S f in с о  следующими 
свойствами:
( 1) аМ ф а О  для любых г,} £ N, г /  };
(2 ) supp Д П supp Д_1 =  0 и supp Д П IV =  0 для любого г £ N;
(3) aW uy(o, Д) ф аМ для любого г £ N.
Пусть (о =  £ и пусть Д,, Съ • • • > Д—1 и а(г\  а(2); . . . ; уж е построены. Так
как множество su p p o ?j\(7V U TVo“ 1) бесконечно и Д _г £ Худ, имеем беско­
нечность множества А 3 ^  supp од \  TV U supp Д _г U (N  U supp Д - Д о “ 1 для 
каж д о го }  £ {1 , . . . , п Д .  Применим ко множествам А д , А?2, . . . ,  Ад. утвер­
ждение, доказанное выше: существуют такие попарно различные элементы 
бд, а 2, . . . ,  ап% из Ад , А д , . . . ,  А д . соответственно, что все элементы множе­
ства С  ^  { ад б д о “ 1 | j  £ {1 , . . . , 7д}} такж е попарно различны. Положим
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bj ^  a j0.i3. Выберем ащ +1 6 Т Д С  и определим инволюцию так:
=  % + ь % +10  =  ^  Для всех 1  е { 1 , . . . ,  щ},
с£  =  с для любых с £ М \ { а х , . . . ,  ащ+1, Ъъ  . . . ,  Ъщ }.
Так как среди элементов од , . . . ,  . . . ,  ЬПг нет равных, инволюция (у
определена корректно. Из определения множеств А\. и выбора элементов 
а3 £ А\- следует свойство (2). Полагаем аЛ ^  а\. Тогда
а(г)гп (а ,0 ) =  а Д ™12 •. .а,-„.СГ'П< =  «1a i1C.-a.2Ci ■ ■ - а ^ О  =
= • • • ®"1пг Сг ~  ^ 2 ^ 2  Сг • • • ®"1пг Сг ~  . . . — ЬПг (у =  (2^ ^ ^  ф &\
и свойства (1) и (3) доказаны. На рисунке проиллюстрировано то, что
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Пусть К  — счетное подмножество ранее построенного множества N . Пусть 
такж е ту — биекция множества К  на К  такая, что единственной орбитой 
биекции ту является само множество 16, в частности supp ту =  К .  Обозна­
чим через ту' биекцию из £ , определенную следующим образом: ту'|1б =  ту 
и ту'|(М \1б) =  £ м \к -  В силу свойства (2) имеет смысл биекция (  ^
^  ту' • supp (у- Очевидно, supp (  =  |^J supp (у OK  и ( \ К  =  ту. Кро-
i£iü \i£iü /
ме того, из построения биекций (у £ S  и элементов аЛ  £ М  следует, что 
a ^ v J i ( a X )  — Ф а^ '  Л егко понять, что бесконечное множество
К  является одной из орбит биекции (. Это значит, что ( к ф S f in ни для 
какого к £ N.
Итак, по кортеж у а  £ [S \ S f i n]n и последовательности {т/д(а, ж), г £ N} 
мы построили биекцию (  £ S  и последовательность {аМ | i (= К[} попарно 
различных элементов из M \ N  так, что, во-первых, С) ф ^  Для лю ­
бого i £ N, а во-вторых, элемент (  имеет в группе S  бесконечный порядок.
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Применим это к доказательству утверждения леммы. Возьмем произволь­
ное т. Д ля  каждого i G N введем слова г/фа, ж) ^  ^ (m odm )+ i(^  ж)* Д ля 
произвольного кортеж а a  G [ S \S f in]n существуют биекция f  G 5  и после­
довательность {bW | i G N} попарно различных элементов из M \ N  такие, 
что Д ^г/ф аД ) ф &М для любого i G N. Зафиксируем г G { l , . . . , m } .  Тогда 
Ь(г+кт)уц(а,£)  =  Ф Ь(г+кт) для любого A; G N. Следова­
тельно, sup p  гифа, £) содержит бесконечное множество |б ( г+^т ) | k G N} и 
поэтому гифа, £) /  £ в S. Таким образом, мы доказали, что 5  |^ = и,
кроме того, £ имеет в S  бесконечный порядок.
Л емма 1 доказана.
Л ем м а  2. Пусть
гифа, ж) ^  ап х Шг1 а%2х Шг2 . . . а гщх тгпг
— слово из .. .ап ,х ) ,  где mi3 G Z \{0} , i G {1, . .  .,гп} и {С, • • • ДпД С 
С { 1 , . . . , т г } .  Тогда для любого кортежа а  G [S \ S f i n]n и любого т 0 G N
т
существует такая биекция £ G S , что S  ф ¥>(£); г^е Т (х ) ^  V  =  Д
3=1
и элемент £ имеет в группе S  порядок, не менее чем  ш 0.
Д ок азател ь ств о . Обозначим через 1Г( Д . Ь) набор {&, 6-1 , b~1ab, ab, Ь~га \ 
a G Д } групповых слов над алфавитом Д U {6}. Пусть а  ^  a i  .. . а п — 
произвольный кортеж  биекций из S \ S f i n и i  G  { а д , . . . ,  ад,  а ^ 1, . . . ,  а “ 1}. 
Так как множество Д конечно и группа S  бесконечна, существует биек­
ция ß  G S \ ( A S f i n U S f in). Ввиду того что S f in — нормальная подгруп­
па в £ , имеем ТТ(Д,/3) П S f in =  0. Нетрудно заметить, что для каждого 
i G { 1 , . . . ,  т }  равенство гифа, ßy) — г равносильно в S  равенству ггфу, у) — £,
где щ(  f ,  у) =  у1*1 ch  У 2 . . .  cj k . у 3k>, { j i , • • •, Д  } Q { 1 , . . . ,  d}, с ^  сг . . .  cd,
7 i — некоторые биекции из ТТ(Д,/3) и ljt G {±1}- При этом суще­
ственно, что 7j G S \ S f i n . Л емма 1 гарантирует существование биекции 
у  G S  такой, что
Л
' т  \  / т 0V и^ Ъ  Г}) = £ V V  (77)У =  £
а=1 /  \ j= l
Следовательно, для ^ ^  /Згу имеем Д |^ = уфД), и, кроме того, элемент £ имеет 
в группе Д порядок, не менее чем ш 0.
Л емма 2 доказана.
Л ем м а  3. Пусть
гс(а, х) ^  a i U i ( r ) . . .  anvn (x )
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— несократимое в Д а х , . . . ,  ап , жх, . . . ,  х п) слово, где Д ж )  — несократимое 
неединичное в Д ж х , . . . ,  х п) слово для г £ {1, . . . , п }  и Д ж ) . . .  Д ж )  /  1 
в Д ж х , . . . ,  жп). Тогда для произвольного кортежа а  £ Б 11 равенство  
Д а ,  ж) =  в равносильно в У либо равенству  гД ж ) — г для некоторого 
несократимого неединичного слова гД ж ) £ Д ж х , . . . ,  х п), либо равенству
гД /?,ж ) =  в для некоторого несократимого в Д а х , . . . ,  ап, жх, . . . ,  х п) слова 
г Д а ,  ж) ^  ах Д ж ) .. . а / Д ж )  и кортежа /3 £ [ Д Д д У . При этом I < п и 
Д ж ) .. . Д ж )  / 1  е Д ж ь .. . ,жп).
Д ок азател ь ств о  проведем индукцией по п. Пусть п =  1, тогда можно 
считать, что Д а ,  ж) =  ахДж)  для некоторого неединичного несократимого 
слова гД ж ) £ Д ж х , . . ., х п). Д ля  произвольного од £ У если од £ 5 Д ,  то 
равенство Д о д , ж) =  в равносильно в В равенству гД ж ) =  в, в противном 
случае в качестве г Д а ,  ж) можно взять само слово Д а ,  ж), а в качестве /Зг — 
биекцию « 1. Предположим, мы доказали утверждение для всехш  < п. Если 
а г- ф г для любого I £ {1 , . . .  ,п} , то все доказано. В противном случае за­
меним в слове Д а ,  ж) вхождение всех букв аг- пустым словом, если и только 
если щ  — е для каждого I £ {1 , . . .  ,п}. Полученное слово заменим равным 
ему циклически несократимым [5] в Д а х , . . . ,  ап, жх, . . . ,  жп) словом Д а ,  ж). 
Очевидно, равенства Д а ,  ж) =  г и Д а ,  ж) =  г равносильны в В. Если 
Д а ,  ж) =  гД ж ) в Д ж х , . . . ,  х п) для некоторого гД ж ) £ Д ж х , . . . ,  х п), то все 
доказано. В противном случае Д а ,  ж) ^  Д а ) Д ж ) .. . ;гД а )Д (ж ) для неко­
торых несократимых и неединичных £ Т { а \ , . . . , а п) и £ Т { жх, . . . , жп), 
причем т  < п. Полагаем уг- ^  Д а )  и г Д а ,  ж) ^  аг ( ж) . . .  ат  Д  (ж). Л ег­
ко понять, что слово Д ж ) . . . Д ( ж )  является циклической перестановкой 
слова Д ж ) . . . Д ж )  и поэтому не равно пустому слову. Значит, к слову 
г Д а ,  ж) и кортеж у у применимо предположение индукции. А так как в В 
г Д у ,  ж) =  Д у ,  ж), имеем требуемое. Л емма 3 доказана.
Следующая лемма показывает, в частности, разрешимость теории ЗУ V У.
кЛ ем м а  4. Пусть у ^  За Уж \] Д а ,  ж) =  1 — произвольное предложение
г =  1
языка ЗУУ сигнатуры  (-,-1 , 1), где
Ща, х)  ^  .. . и ^ ( а Ч $ ( х ) и {Т М )
— несократимое неединичное слово из Д а х , . . . ,  ап , жх, . . . ,  х п), и ^ \ а ) ,  х ^ \ х )  
для г £ {1  ^ £ {1, . . . , Д  — неединичные слова из Д а х , . . . , а Д
Д ж х , . . . , ж п) соответственно. Тогда 8  \—  у  тогда и только тогда, когда 
существует  г £ {1, . . . ,  к} такое, что . . .  Сщ(х) =  1 в Джх ,  • • •, х п).
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Д ок азател ь ств о . Не ограничивая общности, можно считать, что л ^ ( а )  /  1
и и (б+1(а) =  1 для всех I £ {1 , . . . ,  &}, ибо всегда можно взять циклически 
несократимую перестановку слова уд(а, ж) с таким свойством. Пусть для 
некоторого г £ {1, слово .. .Хщ(х)  =  1 в . . . ,  х п). Тогда,
очевидно, Б \— //; для этого достаточно положить а ^  в . . . в .  Обратно,
к
пусть Б |= //, т.е. есть такой кортеж  а  £ 8 п, что 8  \— V х  \ !  уд(о, ж) =  1 .
г =  1
Положим /3^  ^  и ^ \ а )  для всех г £ {1  ^ £ {1 , . . . , гд} .  То-
*
гда 5  |= V ж \ /  шф/З, ж) =  в, где лу(5, ж) ^  Ь ^х [г\ х ) . . .  Ь $ у $ ( х )  и  ^ £
г =  1
^  . . .  Ьпг • • • ь[к  ^ . . .  . Ясно, что слова лу(5, ж) циклически несократимы
в Т ( Ъ ^  .. а д , . . . ,  ад). Мы находимся в условиях леммы 3, поэтому без 
ограничения общности можно считать, что
Ё 1= Уж V
i=l
для некоторого / < Ад несократимых неединичных слов гщ+1(ж) , . . . ,  ащ(ж) 
из Д а ? ! , .. , , х п) и биекций Д Д  . . . ,  Д Д  . . . ,  Д Д  . . . ,  /3$ е S \ S f i n . С этого 
места для простоты будем считать, что к — 1. Все рассуждения, приводимые 
ниже, легко распространяю тся на случай произвольного к. Итак,
8  |= V х  лфф, ж) — в, (1)
где гу(Ь, ж) — неединичное слово из . . . ,  Ъп, ж1; . . . ,  хп), Ь ^  &1 - - -&тг
и /3 ^  /Зт . . .  /3  ^ £ [ S \S f in]n . При этом слово ги(Ь, ж) либо принадлежит 
Уфжх,. . . ,  хп), либо графически равно слову &1гд(ж) . . .  Ьп х п ( х )  для некото­
рых неединичных несократимых слов гд(ж), . . . ,  гд(ж) из Т { х \ , . . . ,  хп) таких, 
что гд(ж).. . гд(ж) /  1 в Т { х \ , . . .  ,жп). Ограничимся рассмотрением второго, 
более сложного случая.
Пусть слово гу(Ь, ж) графически равно слову
Ъл Ж У 5оЖ*2 Д 2 Ь т3п ж*"о 1 х п  . . . жл е2ж?  . . . ж^ . . . сдж^ . . . х 3п,
где 51, . .  . , П , 5 2, * * * ^ 2, . .  . , 5П, .. £ 2 \{ 0 } , и /  С { 1 , . . . , п }  для /  ^
^  { д , . . . , ^ 1, г2, . . . ,  ^2, . . . ,  гп, . . . , ^ } .  Опишем алгоритм, который путем по­
следовательного применения леммы 2 получает из утверждения ( 1) цепочку 
вытекающих друг из друга следствий, последнее из которых противоречит 
лемме 2 .
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На первом шаге алгоритма фиксируем ад. Если ад ^  / ,  то переходим ко 
второму шагу алгоритма и фиксируем ад. Если снова ад ^  / ,  то рассматри­
ваем ад и т.д. Не ограничивая общности, считаем, что ад £ / .  Если /  =  {ад}, 
то, воспользовавшись леммой 2, сразу же приходим к противоречию. Пусть 
\1\ > 2. Кроме того, можно считать, что /  1, ибо всегда можно взять ци­
клически несократимую перестановку гЬ(Ь, х) ^  %)х~*п слова ш (6, х)
так, чтобы при этом равенства ги(Ь, х) — 1 и ш(6, х) — 1 были равносиль­
ны в . . . ,  а д , . . . ,  х п). Просматриваем слово ги(Ь, х)  слева направо и
выписываем так называемые ад-чередующиеся слова, т.е. слова вида
гтХ Ь , х х) ^  с1х г11с2х [2 .. .слх \ лсл+1,
где т  Е {1 е {0 га}, гг- Е {±1}, с; = 6т+г_ ь  г € { 2 , . . Д;
<д £ {1,Ьт }, £ {1,Ьт + Л- При этом будем рассматривать только такие
слова указанного вида, которые являю тся максимальными подсловами сло-
ва ш(6, х). Заменим в слове д ) буквы <д+1 на если /Зш +d — Д—  R- 1ш 7
cd —  на Д Д ,  если /3m+rf-i =  /Зт Д ,  cd_ i  —  на &J_2, если /Зт -М- 2  =  / Д Д ,  
и т.д. Наконец, заменим на Д Д _ ! ,  если (3m+d- p - i  = / Д Д +i- Так
как слово zm}d(b, х \ )  /  1 в • • •, Ьп, аД ,  то р < |  . Обозначим через
z fm d(b, ад) слово, полученное из слова ад) после этих преобразований.
Пусть d(b, ад) — циклически несократимое слово, равное слову z fm d(b, ад). 
Д ля  слова ^  ^(фад)  возможен один из трех случаев:
(а) z nm d^{b, ад) =  х \  в ^ ( b i , . . . ,  Ьта, ад) для некоторого г £ Z \ { 0};
(б) x i) = Ьш+я в Р{ЬЪ . . . ,  Ъп, ад) для некоторого q £ {0 , . . . ,  d}]
(в) d(b,x  1) является циклической перестановкой слова g i x r11g2x r12 . . . g\x
где т ч , . . . ,  гг G Z\{0},flri,...,flrj £ {б,-, Ь,“ 1 Д -bJ1 I Д '/Д1 Ф ё, i , j  Е { 1 , . . . ,п } } .
Заметим, что для слова ш(6, х) — w(x)  £ . . . ,  Ьп, а д , . . . ,  ад) ад-чередую-
щиеся слова исчерпываются случаем (а). В каждом из случаев (а)-(в ) мы 
находимся в условиях леммы 2 . Следовательно, существует такая биекция 
£ £ У, что каждое ад-чередующееся слово ^т д(/9Д ) /  в. Это значит, что в 
силу сделанного предположения в S  истинна формула \/ад . . .  x n( w \ 7 , у) =  в) 
для некоторого набора 7 £ , Ад £ N, где
гГ(Ду) ^  .. .b'k iv'k i (y),
о = b [ . . . b fki, Д (у ) — несократимое неединичное слово из УДад, . . . ,  ад), 
у ^  ад .. .ад .
Таким образом, нам удалось избавиться от переменной ад в исходной 
формуле. Если |/ |  > 2, то переходим ко второму шагу алгоритма, а имен­
но фиксируем ад и выделяем ад-чередующиеся слова — подслова слова
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л / ( а , у )  и т.д. Продолжаем до тех пор, пока не дойдем до последней пе­
ременной, например х п . Тогда получим, что в силу сделанного предпо­
ложения в §  истинна формула Мхп(ьФп\б^  х п) — г) для некоторого набо­
ра 6 £ [ £ \ £ / т Д  , кп £ М, где У)(п\ ь ( п\ х п) ^  .. . Ъ ^ х рпкп, Ь ^  =
Ь<"> .. р3 £ 2Д{0}, причем Р1+ Р 2 +  - • •+Ркп ф 0. Это противоречит лемме 
2 . Следовательно, предположение о том, что г д ( т ) .. . щ(ж) /  1 в .. л п), 
неверно.
Л емма 4 доказана.
Д о к а з а т е л ь с т в о  теоремы. Покажем разрешимость теории ЗУ А У Б . Пусть
п Шг
у ^  ЗаУж Д  \у  луДа, х) =  1 — произвольное предложение язы ка ЗУ А V 
г=1 j=ı
сигнатуры <*,-1  , 1), представленное в конъюнктивной нормальной форме, 
где луДа, х) ^  л Д Д а ) Д Д ж ) .. • — несократимое нее­
диничное слово из . . . ,  ап, т х , . . . ,  хп), причем л Д Д а) /  1 и у Д  (ж) /  1
для / £ { 1 , . . . ,  л}, <7 £ { 1 , . . . ,  АуД. Д окаж ем , что 5Д= л тогда и только то­
гда, когда для любого / £ {1 , . . . ,  п} существует такое Д £ {1, . . . ,  т Д ,  что в 
Т { х \ , . . . ,  х п) истинно равенство
(2 )
Заметим вначале, что в силу полноты элементарной теории £Б
[£ |= и] УА 3 а Д  У х V  ^уД'А х) — 1
i = l  3 =  1
Пусть Б |= г/, т.е. существует кортеж  о £ такой, что для любого г ис-
шг
тинно в 5  предложение У ж \ /  луД а, ж) =  А. Применяя лемму 4, приходим
3 = 1
к выводу, что найдется такое Д £ {1 , . . . , т Д ,  что в УДад, . . . ,  хп) справед­
ливо равенство (2). Обратно, пусть справедливо равенство (2). Тогда, взяв 
в качестве а кортеж  в .. .в, имеем Б |= V. Так как проблема равенства слов 
в свободной группе УДад, . . .  ,жп) разрешима [5], то таким образом доказана 
разрешимость теории ЗУ А У5\
Теорема доказана.
Автор вы раж ает признательность научному руководителю Ю .М .Важе- 
нину за постановку задачи и ряд полезных замечаний при оформлении ста­
тьи.
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