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Cartan’s Conjecture for Moving Hypersurfaces
Qiming Yan∗ Guangsheng Yu†
Abstract: Let f be a holomorphic curve in Pn(C) and let D = {D1, . . . ,Dq} be a family
of moving hypersurfaces defined by a set of homogeneous polynomials Q = {Q1, . . . , Qq}.
For j = 1, . . . , q, denote by Qj =
∑
i0+···+in=dj
aj,I(z)x
i0
0 · · · x
in
n , where I = (i0, . . . , in) ∈ Z
n+1
≥0
and aj,I(z) are entire functions on C without common zeros. Let KQ be the smallest
subfield of meromorphic function fieldM which contains C and all
aj,I′ (z)
aj,I′′ (z)
with aj,I′′(z) 6≡ 0,
1 ≤ j ≤ q. In previous known second main theorems for f and D, f is usually assumed to
be algebraically nondegenerate over KQ. In this paper, we prove a second main theorem in
which f is only assumed to be nonconstant. This result can be regarded as a generalization
of Cartan’s conjecture for moving hypersurfaces.
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1 Introduction
Nevanlinna theory begins with two main theorems (known as Nevanlinna’s first and second
main theorems) for meromorphic functions on C, which were established by R. Nevanlinna
in the 1920’s (see [7]). The following second main theorem is the heart of Nevanlinna theory.
(Here, we use some notations which will be introduced below.)
Theorem A (Nevanlinna’s second main theorem). Let f be a nonconstant meromorphic
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function on C. Then, for any distinct points a1, . . . , aq ∈ C ∪ {∞} and any ε > 0,
‖
q∑
j=1
mf (r, aj) ≤ (2 + ε)Tf (r),
where “‖” means that the inequality holds for all r outside a set with finite Lebesgue measure.
At the same time, Nevanlinna conjectured that Theorem A should remain valid if the
fixed points aj were replaced by slowly growth meromorphic functions aj(z), which is the
so-called moving targets problem. Osgood [9] proved this conjecture and Steinmetz [15]
gave another simple and elegant proof.
Theorem B (Nevanlinna’s conjecture). Let f be a nonconstant meromorphic function on
C, and let aj(z), 1 ≤ j ≤ q, be slowly growth meromorphic functions with respect to f (i.e.,
Taj (r) = o(Tf (r))). Then, for any ε > 0,
‖
q∑
j=1
mf (r, aj) ≤ (2 + ε)Tf (r).
During the last few decades, there were several generalizations of Theorem B for higher
dimensional case. To state these results, we first recall some notations and definitions in
Nevanlinna theory.
Let f : C→ Pn(C) be a holomorphic map, the characteristic function of f is defined by
Tf (r) =
∫ 2π
0
log ‖f (reiθ)‖
dθ
2π
,
where f = (f0, . . . , fn) is a reduced representation of f with f0, . . . , fn having no common
zeros and ‖f(z)‖ = max{|f0(z)|, . . . , |fn(z)|}. In particular, for a meromorphic function f
on C, we can choose two holomorphic functions f0, f1 on C without common zeros such that
f can be regarded as a holomorphic map from C to P1(C) with a reduced representation
(f0, f1), and then we can define the characteristic function of f .
Note that a divisor on Pn(C) is a hypersurface defined by some homogeneous polynomial.
Now, we introduce the so-called moving targets on Pn(C). For a positive integer d, we set
Id := {I = (i0, . . . , in) ∈ Z
n+1
≥0 |i0 + · · ·+ in = d}
and
nd = ♯Id =
(
d+ n
n
)
.
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A moving hypersurface D in Pn(C) of degree d is defined by a homogenous polynomial
Q =
∑
I∈Id
aIx
I , where aI , I ∈ Id, are holomorphic functions on C without common zeros,
and xI = xi00 · · · x
in
n . Then, for each z ∈ C, D(z) is a (fixed) hypersurface in P
n(C) defined
by the zero set of Q(z) =
∑
I∈Id
aI(z)x
I . If d = 1, D is called a moving hyperplane. Since
a moving hypersurface D can be regarded as a holomorphic map D : C → Pnd−1(C) with
a reduced representation (. . . , aI(z), . . .)I∈Id , we call D a slowly moving hypersurface
with respect to f if TD(r) = o(Tf (r)).
The proximity function of f with respect to the moving hypersurface D is defined by
mf (r,D) =
∫ 2π
0
log λD(f(re
iθ))
dθ
2π
,
where λD(f) = log
‖f‖d‖Q‖
|Q(f)| is the Weil function and ‖Q‖ = maxI∈Id
{|aI |}. (Sometimes, we also
write λD(f) as λQ(f).)
Let D = {D1, . . . ,Dq} be a family of moving hypersurfaces in P
n(C). We say that
D1, . . . ,Dq are in m-subgeneral position (m ≥ n) if there exists z ∈ C such that
D1(z), . . . ,Dq(z) are in m-subgeneral position (as fixed hypersurfaces), i.e., any m + 1
of D1(z), . . . ,Dq(z) do not meet at one point. Actually, if this condition is satisfied for one
z ∈ C, it is also satisfied for all z except for a discrete set. We say that D1, . . . ,Dq are in
general position if they are in n-subgeneral position.
Let Q = {Q1, . . . , Qq} be the family of homogeneous polynomials with degQj = dj
defining D = {D1, . . . ,Dq}. Assume that
Qj =
∑
I∈Idj
aj,I(z)x
I , 1 ≤ j ≤ q.
We denote by KQ the smallest subfield of meromorphic function field M which contains
C and all
aj,Is
aj,It
with aj,It 6≡ 0, j = 1, . . . , q, Is, It ∈ Idj . We say that f is linearly
nondegenerate over KQ if there is no nonzero linear form L ∈ KQ[x0, . . . , xn] such that
L(f0, . . . , fn) ≡ 0, and f is algebraically nondegenerate over KQ if there is no nonzero
homogeneous polynomial Q ∈ KQ[x0, . . . , xn] such that Q(f0, . . . , fn) ≡ 0.
As a generalization of Theorem A, H. Cartan [1] proved a second main theorem for lin-
early nondegenerate (over C) holomorphic curves intersecting (fixed) hyperplanes in Pn(C),
and posed a conjecture for nonconstant holomorphic curves which was solved by Nochka (see
[8]). For the moving targets case, Ru and Stoll [12] generalized Theorem B to holomorphic
curves intersecting moving hyperplanes in Pn(C) as follows.
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Theorem C. Let f : C → Pn(C) be a nonconstant holomorphic curve, and let D =
{D1, . . . ,Dq} be a family of slowly moving hyperplanes with respect to f with the set of
defining linear forms Q = {Q1, . . . , Qq}.
(i) (Cartan-Nochka type theorem) Assume that f is linearly nondegenerate over KQ and
D1, . . . ,Dq are located in m-subgeneral position. Then, for any ε > 0,
‖
q∑
j=1
mf (r,Dj) ≤ (2n−m+ 1 + ε)Tf (r).
(ii) (Cartan’s conjecture for moving hyperplanes) Assume that D1, . . . ,Dq are located
in general position such that Qj(f) 6≡ 0, j = 1, . . . , q. Then, for any ε > 0,
‖
q∑
j=1
mf (r,Dj) ≤ (2n + ε)Tf (r).
In 1992, Eremenko and Sodin [5] gave a generalization of (ii) of Theorem C for moving
hypersurfaces under a stronger assumption TDj (r) = o(
Tf (r)
logτ Tf (r)
) with τ > 1 (see Theorem
3 in [5]). Recently, Si [14] obtained the following second main theorem for slowly moving
hypersurfaces in subgeneral position.
Theorem D. Let f : C→ Pn(C) be a nonconstant holomorphic curve. Let D = {D1, . . . ,Dq}
be a family of slowly (with respect to f) moving hypersurfaces in m-subgeneral position, and
let Q = {Q1, . . . , Qq} be the set of defining homogeneous polynomials of D with degQj = dj
(j = 1, . . . , q). Assume that f is algebraically nondegenerate over KQ. Then, for any ε > 0,
‖
q∑
j=1
1
dj
mf (r,Dj) ≤ (m− n+ 1)(n + 1 + ε)Tf (r).
Remark 1.1. When m = n, Theorem D is obtained by Dethloff and Tran [3]. Actually,
under the assumption that those moving hypersurfaces are in general position, Dethloff and
Tran [4] obtained a more general second main theorem as follows.
Theorem E. Let f : C → V ⊂ PM(C) be a nonconstant holomorphic curve, where V is
an irreducible algebraic subvariety of dimension n. Let D = {D1, . . . ,Dq} be a family of
slowly (with respect to f) moving hypersurfaces in PM(C) which are in general position on
V (i.e., there exists z ∈ C such that D1(z), . . . ,Dq(z) are in general position on V ). Let
Q = {Q1, . . . , Qq} be the set of defining homogeneous polynomials of D with degQj = dj.
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Assume that f is algebraically nondegenerate over KQ. Then, for any ε > 0,
‖
q∑
j=1
1
dj
mf (r,Dj) ≤ (n+ 1 + ε)Tf (r).
Note that the condition “f is algebraically nondegenerate over KQ” in Theorems D and
E is difficult to check. The purpose of this paper is to give a second main theorem as a
generalization of Cartan’s conjecture for moving hypersurfaces, in which we only assume
that f is nonconstant and the moving hypersurfaces are in subgeneral position.
Main Theorem. Let f be a nonconstant holomorphic curve in Pn(C) (n > 1). Let D =
{D1, . . . ,Dq} be a family of slowly (with respect to f) moving hypersurfaces in m-subgeneral
position, and let Q = {Q1, . . . , Qq} be the set of defining homogeneous polynomials of D
with degQj = dj and Qj(f) 6≡ 0 for j = 1, . . . , q. Then, for any ε > 0,
‖
q∑
j=1
1
dj
mf (r,Dj) ≤ ((m−min{n,m/2} + 1)(min{n,m/2} + 1) + ε)Tf (r). (1.1)
2 Preliminaries on algebraic geometry over general fields
In classical algebraic geometry setting, the field is always C. However, in order to prove
our main theorem, we need the algebraic geometry over an arbitrary base field and the
coordinates of points are taken over an arbitrary extension field of the base field. In this
section, we list some basic facts of the theory of algebraic geometry over general fields. For
more details, please refer to [18], [17, Chp 16] and [20, Chp VII].
Let k be a field and let K be an algebraically closed extension of k. We call k a base
field and K the coordinate domain. In this paper, we take K to be the universal field Ω over
the base field k, which means that Ω is algebraically closed and has infinite transcendence
degree over k. A useful fact of Ω is that any field extension obtained by adjoining finitely
many field elements to k can be isomorphically imbedded in Ω which leaves the elements
of k fixed.
The points of the n-dimensional projective space Pn(Ω) (over Ω) are represented by
ordered (n + 1)-tuples (y0, . . . , yn) of elements of Ω with the (n + 1)-tuple (0, . . . , 0) being
excluded and two (n + 1)-tuples (y0, . . . , yn) and (y
′
0, . . . , y
′
n) representing the same point
p if and only if there exists an element t 6= 0 in Ω such that y′i = tyi, i = 0, . . . , n. The
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(n + 1)-tuple (y0, . . . , yn) is called a set of homogeneous coordinates of the corresponding
point.
Let F (x0, . . . , xn) be a homogeneous polynomial over k and p be a point of P
n(Ω). If
there is a set of homogeneous coordinates (y0, . . . , yn) of p satisfies F (y0, . . . , yn), then every
set of homogeneous coordinates (y′0, . . . , y
′
n) of p will satisfy F (y
′
0, . . . , y
′
n) = 0. We say that
the point p is a zero of F and that F vanishes at p.
If I is a homogeneous ideal in k[x0, . . . , xn], any common zero of F belonging to I is
called a zero of the ideal I, and the set of zeros of I is called a variety of I and is denoted
by V (I). A projective algebraic variety V in Pn(Ω), defined over k, is any subset of Pn(Ω)
which is the variety of some homogeneous ideal in k[x0, . . . , xn].
If E is any subset of Pn(Ω), then the set of homogeneous polynomials in k[x0, . . . , xn]
which vanish at every point of E is obviously the set of homogeneous polynomials belonging
to a well-defined homogeneous ideal. This homogeneous ideal is called the ideal of the set
E and will be denoted by I(E).
We have a natural topology on the projective space Pn(Ω) in which the projective
algebraic varieties are the closed sets.
The closure of any subset E of Pn(Ω), i.e., the smallest variety containing E, is given
by V (I(E)).
Example 2.1. Let KQ be the base field and Ω be the universal field over KQ. Let f :
C → Pn(C) be a holomorphic map. A reduced representation (f0, . . . , fn) of f can be
regarded as a set of homogeneous coordinates of some point p in Pn(Ω). Now we can give
an algebraic geometry explanation of algebraically nondegenerate condition over KQ, that
is, f is algebraically nondegenerate over KQ means that the closure of p is P
n(Ω).
Next, we introduce the definition of dimension of a projective algebraic variety in Pn(Ω).
Let V be a nonempty irreducible variety in Pn(Ω), i.e., the homogeneous ideal of V is a
prime ideal in k[x0, . . . , xn]. Denote by I this homogeneous ideal. We say that p is a
generic point of I if F ∈ I implies F vanishes at p and conversely. If p is a generic point
and (y0, . . . , yn) is a set of homogeneous coordinates of p, denote by k(p) the field generated
over k by all the ratios yiyj such that yj 6= 0, which is independent of the choice of the set
of homogeneous coordinates of p. The dimension of an irreducible variety V ⊂ Pn(Ω) is
an integer between 0 and n, and is defined by the transcendence degree of the generic
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point with respect to its homogeneous prime ideal, i.e., dimV :=the transcendence degree
of k(p)/k. Since every variety can be uniquely decomposed as a finite sum of irreducible
varieties, the dimension of an arbitrary variety is defined to be the highest of the dimensions
of its irreducible components.
Remark 2.1. We remark that this definition of dimension agrees with other more frequently
used definitions, e.g., the supremum of all integers m such that there exists a chain Z0 ⊂
Z1 ⊂ . . . ⊂ Zm of distinct irreducible closed subsets of V .
Let I ⊂ k[x0, . . . , xn] be a homogeneous ideal. The Hilbert function of I is
hI : Z→ Z
N 7→ dimk (k[x0, . . . , xn]N/IN ) ,
where k[x0, . . . , xn]N is the vector space of homogeneous polynomials of degree N and
IN := I ∩ k[x0, . . . , xn]N . An important fact of Hilbert function is that there exist a
polynomial PI ∈ Q[t] of degree d and a positive integer N0 such that
hI(N) = PI(N) for N ≥ N0.
This polynomial PI := adt
d + · · · + a1t + a0 is called the Hilbert polynomial of I. Let
V ⊂ Pn(Ω) be the projective variety of I, then d = dimV . (For the proof, see [20,
Theorems 41 and 42 of chapter VII].) Define the degree of V by deg V := ad · d! ∈ N.
Here we recall the relations between affine and projective varieties. Denote by An(Ω)
and Pn(Ω) the affine space and projective space. There is a natural map ϕ : An(Ω)→ Pn(Ω)
which maps a point p ∈ An(Ω) with coordinates (y1, . . . , yn) to a point ϕ(p) ∈ P
n(Ω) with
homogeneous coordinates (1, y1, . . . , yn). This map ϕ identifies the affine space A
n(Ω) with
the complement of the hyperplane at infinity {x0 = 0} in the projective space P
n(Ω).
The connection between projective and affine varieties is as follows: If V is a variety (not
contained in the hyperplane at infinity) in Pn(Ω), then the intersection of V with An(Ω) is
an affine variety with the same dimension.
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3 Proof of the Main Theorem
Replacing Qj by Q
d/dj
j if necessary, where d is the least common multiple of dj ’s, we can
assume that Q1, . . . , Qq have the same degree d. Set
Qj(z) =
∑
I∈Id
aj,I(z)x
I , j = 1, . . . , q.
For each j, there exists aj,Ij(z), one of the coefficients in Qj(z), such that aj,Ij(z) 6≡ 0. We
fix this aj,Ij , then set a˜j,I(z) =
aj,I (z)
a
j,Ij
(z) and
Q˜j(z) =
∑
I∈Id
a˜j,I(z)x
I ,
which is a homogeneous polynomial in KQ[x0, . . . , xn]. By definition, we have
λDj(f) = log
‖f‖d‖Qj‖
|Qj(f)|
= log
‖f‖d‖Q˜j‖
|Q˜j(f)|
for j = 1, . . . , q.
Denote by CQ the set of all nonnegative functions h : C → [0,+∞] ⊂ R, which are of
the form
|g1|+ · · ·+ |gs|
|gs+1|+ · · ·+ |gt|
,
where s, t ∈ N, g1, . . . , gt ∈ KQ \{0}. It is easy to see that the sums, products and quotients
of functions in CQ are again in CQ. Obviously, for any h ∈ CQ, we have∫ 2π
0
log h(reiθ)
dθ
2π
= o(Tf (r)).
Since D is a family of moving hypersurfaces which are in m-subgeneral position, we
have the following lemma.
Lemma 3.1. For any Dj1 , . . . ,Djm+1 ∈ D, there exist functions h1, h2 ∈ CQ such that
h2‖f‖
d ≤ max
l∈{1,...,m+1}
|Q˜jl(f0, . . . , fn)| ≤ h1‖f‖
d.
Proof of Lemma 3.1. The second inequality is elementary. Note that
|Q˜jl(f0, . . . , fn)| =
∣∣∣∣∣∣
∑
I∈Id
a˜jl,If
I
∣∣∣∣∣∣ ≤
∑
I∈Id
|a˜jl,I | · ‖f‖
d for l = 1, . . . ,m+ 1.
8
Set
h1 :=
m+1∑
l=1
∑
I∈Id
|a˜jl,I |.
So we have
max
l∈{1,...,m+1}
|Q˜jl(f0, . . . , fn)| ≤ h1‖f‖
d.
For the proof of the first inequality, one can refer to page 10 of [14]. Here, we introduce
another proof given in [4]. To do so, we need some results on inertia forms in [19].
Set ˜˜
Qjl =
∑
I∈Id
tjl,Ix
I ∈ C[t,x] with t = (. . . , tjl,I , . . .) for l = 1, . . . ,m+ 1.
Obviously, Q˜jl(z)(x0, . . . , xn) =
˜˜
Qjl(. . . , a˜jl,I(z), . . . , x0, . . . , xn), l = 1, . . . ,m + 1. Let
(
˜˜
Qj1 , . . . ,
˜˜
Qjm+1)C[t] be the ideal in the ring of polynomials in x0, . . . , xn with coefficients in
C[t] generated by
˜˜
Qj1 , . . . ,
˜˜
Qjm+1 . A polynomial
˜˜
R in C[t] is called an inertia form of the
polynomials
˜˜
Qj1 , . . . ,
˜˜
Qjm+1 if it has the property:
xsi ·
˜˜
R ∈ (
˜˜
Qj1 , . . . ,
˜˜
Qjm+1)C[t] (3.1)
for i = 0, . . . , n and for some nonnegative integer s. It follows from the definition that the
inertia forms of
˜˜
Qj1 , . . . ,
˜˜
Qjm+1 form an ideal in C[t]. There exists an inertia form
˜˜
R with˜˜
R(. . . , t0j,I , . . .) 6= 0 if and only if
˜˜
Qjl(. . . , t
0
jl,I
, . . . , x0, . . . , xn), l = 1, . . . ,m + 1, have no
common nontrivial solutions in x0, . . . , xn (for special values t
0
jl,I
).
Take z0 ∈ C such that all coefficient functions of Q˜jl(z), l = 1, . . . ,m+1, are holomorphic
at z0 and the system of equations
Q˜jl(z0)(x0, . . . , xn) = 0, l = 1, . . . ,m+ 1,
have no common nontrivial solutions. Set t0jl,I = a˜jl,I(z0) and the inertia form
˜˜
R with˜˜
R(. . . , a˜jl,I(z0), . . .) 6= 0. Denote by R˜(z) :=
˜˜
R(. . . , a˜jl,I , . . .) ∈ KQ, then R˜(z) 6≡ 0 by
R˜(z0) =
˜˜
R(. . . , a˜jl,I(z0), . . .) 6= 0. From (3.1), we know that
xsi · R˜ ∈ (Q˜j1 , . . . , Q˜jm+1)KQ for i = 0, . . . , n,
which implies
xsi · R˜ =
m+1∑
l=1
bilQ˜jl , (3.2)
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where
bil =
∑
I∈Is−d
γil,Ix
I (3.3)
with γil,I ∈ KQ.
Now, we continue the proof of the first inequality.
By (3.2) and (3.3), we have
|f si · R˜| =
∣∣∣∣∣∣
m+1∑
l=1
 ∑
I∈Is−d
γil,If
I
 Q˜jl(f0, . . . , fn)
∣∣∣∣∣∣
≤
∑
1≤l≤m+1,I∈Is−d
|γil,I | · ‖f‖
s−d · max
l∈{1,...,m+1}
|Q˜jl(f0, . . . , fn)|, i = 0, . . . , n,
i.e.,
|f si |
‖f‖s−d
≤
∑
1≤l≤m+1,I∈Is−d
∣∣∣∣γil,I
R˜
∣∣∣∣ · maxl∈{1,...,m+1} |Q˜jl(f0, . . . , fn)| for all i = 0, . . . , n.
Take i such that ‖f‖ = |fi| and set h2 =
1
n∑
i=0
∑
1≤l≤m+1,I∈Is−d
∣∣∣ γil,I
R˜
∣∣∣
, we obtain
h2‖f‖
d ≤ max
l∈{1,...,m+1}
|Q˜jl(f0, . . . , fn)|.
Lemma 3.1 is thus proved.
For each given z ∈ C (excluding all zeros and poles of Q˜j(f)), there exists a renumbering
{1(z), . . . , q(z)} of the indices {1, . . . , q} such that
|Q˜1(z)(f)(z)| ≤ |Q˜2(z)(f)(z)| ≤ · · · ≤ |Q˜q(z)(f)(z)|.
By Lemma 3.1, we have max
j∈{1,...,m+1}
|Q˜j(z)(f)(z)| = |Q˜m+1(z)(f)(z)| ≥ h‖f(z)‖
d for some
h ∈ CQ, i.e.,
‖f(z)‖d
|Q˜m+1(z)(f)(z)|
≤
1
h
.
Hence,
q∏
j=1
‖f(z)‖d
|Q˜j(f)(z)|
≤
1
hq−m
m∏
j=1
‖f(z)‖d
|Q˜j(z)(f)(z)|
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and
q∑
j=1
λDj(f(z)) ≤
m∑
j=1
λDj(z)(f(z)) + log h
′ with h′ ∈ CQ. (3.4)
If f is algebraically nondegenerate over KQ, then (1.1) follows directly from Theorem
D.
If f is algebraically degenerate over KQ, there is a nonzero homogeneous polynomial
P ∈ KQ[x0, . . . , xn] such that P (f0, . . . , fn) ≡ 0. We can construct a homogeneous ideal
IKQ ⊂ KQ[x0, . . . , xn] generated by all homogeneous polynomials P ∈ KQ[x0, . . . , xn] such
that P (f0, . . . , fn) ≡ 0. Obviously, for all P ∈ IKQ , we have P (f0, . . . , fn) ≡ 0. Since
KQ[x0, . . . , xn] is a Noetherian ring, IKQ is finitely generated. Assume that IKQ is generated
by homogeneous polynomials P1, . . . , Ps. We now use the language of the algebraic geometry
on an arbitrary base field and the coordinates of the points are taken over the universal
field over the base field. Let KQ be the base field and Ω be the universal field over KQ.
Consider the projective variety V ⊂ Pn(Ω) (with the base field KQ) constructed by IKQ .
Let deg V = ∆ and dimV = ℓ where 0 ≤ ℓ ≤ n. We first show that ℓ > 0. Otherwise,
if we assume that f0 6≡ 0, then (
f1
f0
, . . . , fnf0 ) lies in a zero-dimensional affine variety in
the affine space An(Ω). It follows that each coordinate
fj
f0
is algebraic over KQ (see 16.4
in [17]), i.e.,
fj
f0
satisfies some algebraic equation Atξ
t + At−1ξ
t−1 + · · · + A0 ≡ 0 with
A0, . . . , At ∈ KQ. By Valiron’s estimate (see [16]), T fj
f0
(r) ≤
t∑
v=0
TAv(r) + O(1) = o(Tf (r)),
which is a contradiction. Hence, ℓ > 0. Note that f has the following property: there is no
homogeneous polynomial P ∈ KQ[x0, . . . , xn] \ IKQ such that P (f0, . . . , fn) ≡ 0.
For a positive integer N , let KQ[x0, . . . , xn]N be the vector space of homogeneous
polynomials of degree N , and let IKQ,N := IKQ ∩ KQ[x0, . . . , xn]N . Denote by WN :=
KQ[x0, . . . , xn]N/IKQ,N . For any g ∈ KQ[x0, . . . , xn]N , let [g] be the projection of g in WN .
We refine the basic fact of Hilbert polynomials listed in section 2 as the following lemma.
Lemma 3.2. There exists a positive integer N0 such that
M := dimKQ WN =
∆N ℓ
ℓ!
+O(N ℓ−1)
is a polynomial of N for N ≥ N0.
Let a be an arbitrary point in C such that all coefficients of P1, . . . , Ps are holomorphic
at a. Denote by I(a) the homogeneous ideal in C[x0, . . . , xn] generated by P1(a), . . . , Ps(a).
Let V (a) be the variety in Pn(C) defined by I(a). Then we have the following fact.
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Lemma 3.3. dimV (a) = ℓ for all a ∈ C excluding a discrete subset.
To prove Lemma 3.3, we need the following lemma shown in [4] whose proof is included
for the sake of completeness.
Lemma 3.4. Let Y be a KQ-vector subspace in KQ[x0, . . . , xn]N . For each a ∈ C,
Y (a) := {P (a)(x0, . . . , xn) | P ∈ Y with all coefficients holomorphic at a}
is a C-vector subspace of C[x0, . . . , xn]N . Assume that {hl}
L
l=1 is a basis of Y . Then
{hl(a)}
L
l=1 is a basis of Y (a) for all a ∈ C excluding a discrete subset.
Proof of Lemma 3.4. Let (cjl) be the matrix of coefficients of {hl}
L
l=1. Since {hl}
L
l=1 are
linearly independent over KQ, there exists a square submatrix A of (cjl) of order L such
that detA 6≡ 0.
For all a ∈ C excluding a discrete subset, we have detA(a) 6= 0 and all coefficients
of {hl}
L
l=1 are holomorphic at a. Hence, {hl(a)}
L
l=1 ⊂ Y (a) and {hl(a)}
L
l=1 are linearly
independent over C. On the other hand, for any P (a) ∈ Y (a), there exists P ∈ Y whose
coefficients are holomorphic at a. Since {hl}
L
l=1 is a basis of Y , there exist meromorphic
functions tl ∈ KQ such that P =
∑L
l=1 tlhl. Now, we prove that tl are also holomorphic
at a. In fact, there are coefficients bl, l = 1, . . . , L, of P such that the following system of
linear equations
A

t1
...
tL
 =

b1
...
bL

has the unique solution (t1, . . . , tL). We note that detA(a) 6= 0 and b1, . . . , bL are holomor-
phic at a. Hence, t1, . . . , tL are holomorphic at a. We have P (a) =
∑L
l=1 tl(a)hl(a), tl(a) ∈
C. Therefore {hl(a)}
L
l=1 is a basis of Y (a) and in particular dimKQ Y = dimC Y (a).
Proof of Lemma 3.3. Let a be an arbitrary point in C such that all coefficients of
P1, . . . , Ps are holomorphic at a (this is true for all points in C excluding a discrete subset).
Denote by I(a)N := I(a) ∩ C[x0, . . . , xn]N , and define
IKQ,N (a) := {P (a)(x0, . . . , xn) | P ∈ IKQ,N with all coefficients holomorphic at a}.
Claim. I(a)N = IKQ,N (a) for all a ∈ C excluding a discrete subset.
12
On the one hand, for all P ∈ I(a)N , i.e., P =
s∑
j=1
RjPj(a) with Rj ∈ C[x0, . . . , xn], let
P˜ =
s∑
j=1
RjPj ∈ IKQ,N , then the coefficients of P˜ are holomorphic at a and P˜ (a) = P , so
P ∈ IKQ,N (a) which implies I(a)N ⊂ IKQ,N(a).
On the other hand, assume that {hl}
L
l=1 is a basis of IKQ,N , let hl =
s∑
j=1
RjlPj with Rjl ∈
KQ[x0, . . . , xn], since the coefficients of Rjl are holomorphic at all points of C excluding a
discrete subset, thus {hl(a)}
L
l=1 ⊂ I(a)N for all points a ∈ C excluding a discrete set. By
Lemma 3.4, {hl(a)}
L
l=1 is a basis of IKQ,N (a) for all a ∈ C excluding a discrete subset.
From the above inclusion relation “I(a)N ⊂ IKQ,N (a)”, we know that {hl(a)}
L
l=1 is a basis
of I(a)N for all a ∈ C excluding a (maybe larger) discrete subset, which completes the proof
of the claim.
Combining the claim and Lemma 3.4, we have
dimC I(a)N = dimC IKQ,N(a) = dimKQ IKQ,N (3.5)
for all a ∈ C excluding a discrete subset. For such an a ∈ C, by (3.5) and Lemma 3.2,
dimC
C[x0, . . . , xn]N
I(a)N
= dimC
C[x0, . . . , xn]N
IKQ,N (a)
= dimKQ
KQ[x0, . . . , xn]N
IKQ,N
=
∆N ℓ
ℓ!
+O(N ℓ−1) for N ≫ 0.
By the theory of Hilbert polynomials, we know that dimV (a) = ℓ, which completes the
proof.
Consider an arbitrary subset of {Q˜1, . . . , Q˜q} ofm+1 polynomials (e.g., {Q˜1, . . . , Q˜m+1}),
then Q˜1, . . . , Q˜m+1 are in m-subgeneral position on P
n(C).
Lemma 3.5. For a fixed point a ∈ C satisfying the following conditions
(i) the coefficients of P1, . . . , Ps, Q˜1, . . . , Q˜m+1 are holomorphic at a,
(ii) Q˜1(a), . . . , Q˜m+1(a) have no nontrivial common zeros,
(iii) dimV (a) = ℓ,
there exist polynomials P˜1(a) = Q˜1(a), P˜2(a), . . . , P˜ℓ+1(a) ∈ C[x0, . . . , xn] with
P˜t(a) =
m−ℓ+t∑
j=2
ctjQ˜j(a), ctj ∈ C, t ≥ 2,
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such that (
ℓ+1⋂
t=1
P˜t(a)
)
∩ V (a) = ∅.
(We note that the proof of Lemma 3.5 is similar to that of Lemma 3.1 in [13], which is
omitted here. Moreover, (i)–(iii) are satisfied for all a ∈ C excluding a discrete subset.)
Let P˜1 = Q˜1, P˜t =
m−ℓ+t∑
j=2
ctjQ˜j, t = 2, . . . , ℓ + 1, which are homogeneous polynomials
in KQ[x0, . . . , xn] , then 
P1 = 0
...
Ps = 0
P˜1 = 0
...
P˜ℓ+1 = 0
(3.6)
have no nontrivial common zeros for all a ∈ C excluding a discrete set.
Since there are only finitely many choices of m+1 polynomials from {Q˜1, . . . , Q˜q}, the
total number of such P˜j ’s is finite, so there exists a constant C > 0, for t = 2, . . . , ℓ and all
z ∈ C (excluding all zeros and poles of Q˜j(f)), we can construct P˜1(z), . . . , P˜(ℓ+1)(z) from
Q˜1(z), . . . , Q˜(m+1)(z) such that
|P˜t(z)(f(z))| ≤ C max
2≤j≤m−ℓ+t
|Q˜j(z)(f(z))| = C|Q˜(m−ℓ+t)(z)(f(z))| for 2 ≤ t ≤ ℓ,
i.e.,
λD(m−ℓ+t)(z)(f(z)) ≤ λP˜t(z)
(f(z)) + log h′′ with h′′ ∈ CQ for 2 ≤ t ≤ ℓ.
Combing with (3.4), we have
q∑
j=1
λDj (f(z)) ≤
ℓ∑
t=1
λP˜t(z)(f(z)) +
m−ℓ+1∑
j=2
λDj(z)(f(z)) + log h
′′′
≤ (m− ℓ+ 1)
ℓ∑
t=1
λP˜t(z)(f(z)) + log h
′′′, h′′′ ∈ CQ. (3.7)
Fix a basis [φ1], . . . , [φM ] of WN with φ1, . . . , φM ∈ KQ[x0, . . . , xn], and let
F : C→ PM−1(C)
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be a holomorphic map with a reduced representation F = (φ1(f), . . . , φM (f)). Since f
satisfies P (f) 6≡ 0 for all homogeneous polynomials P ∈ KQ[x0, . . . , xn] \ IKQ , F is linearly
nondegenerate over KQ. We have
TF (r) = NTf (r) + o(Tf (r)). (3.8)
For every positive integer N with d|N , we use the following filtration of the vector space
WN with respect to P˜1(z), . . . , P˜ℓ(z). This filtration is a generalization of Corvaja-Zannier’s
filtration (in [2, 11]), which is given in [4].
Arrange, by the lexicographic order, the ℓ-tuples i = (i1, . . . , iℓ) of nonnegative integers
and set ‖i‖ =
∑
j ij .
Definition 3.1. (i) For each i ∈ Zℓ≥0 and nonnegative integer N with N ≥ d‖i‖, denote
by I iN the subspace of KQ[x0, . . . , xn]N−d‖i‖ consisting of all γ ∈ KQ[x0, . . . , xn]N−d‖i‖ such
that
P˜ i11(z) · · · P˜
iℓ
ℓ(z)γ −
∑
e=(e1,...,eℓ)>i
P˜ e11(z) · · · P˜
eℓ
ℓ(z)γe ∈ IKQ,N
(or [P˜ i11(z) · · · P˜
iℓ
ℓ(z)γ] = [
∑
e>i P˜
e1
1(z) · · · P˜
eℓ
ℓ(z)γe] on WN ) for some γe ∈ KQ[x0, . . . , xn]N−d‖e‖.
(ii) Denote by I i the homogeneous ideal in KQ[x0, . . . , xn] generated by
⋃
N≥d‖i‖ I
i
N .
Remark 3.1. From this definition, we have the following properties.
(i) (IKQ , P˜1(z), . . . , P˜ℓ(z))N−d‖i‖ ⊂ I
i
N ⊂ KQ[x0, . . . , xn]N−d‖i‖, where we denote by
(IKQ , P˜1(z), . . . , P˜ℓ(z)) the ideal in KQ[x0, . . . , xn] generated by IKQ ∪ {P˜1(z), . . . , P˜ℓ(z)}.
(ii) I i ∩KQ[x0, . . . , xn]N−d‖i‖ = I
i
N .
(iii) KQ[x0,...,xn]
Ii
is a graded module over KQ[x0, . . . , xn].
(iv) If i1 − i2 := (i1,1 − i2,1, . . . , i1,ℓ − i2,ℓ) ∈ Z
ℓ
≥0, then I
i2
N ⊂ I
i1
N+d‖i1‖−d‖i2‖
. Hence
I i2 ⊂ I i1 .
Lemma 3.6. {I i|i ∈ Zℓ≥0} is a finite set.
Proof of Lemma 3.6. Suppose that ♯{I i|i ∈ Zℓ≥0} = ∞. We can construct a sequence
{ij}
∞
j=1 such that ij+1 − ij ∈ Z
ℓ
≥0 and {I
ij}∞j=1 consisting of pairwise different ideals. By
(iv) of Remark 3.1,
I i1 ⊂ I i2 ⊂ · · · ⊂ I ij ⊂ I ij+1 ⊂ · · · ,
which contradicts the fact that KQ[x0, . . . , xn] is a Noetherian ring.
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Denote by
∆iN := dimKQ
KQ[x0, . . . , xn]N−d‖i‖
I iN
. (3.9)
Lemma 3.7. (i) There exists a positive integer N0 such that, for each i ∈ Z
ℓ
≥0, ∆
i
N is
independent of N for all N satisfying N − d‖i‖ > N0.
(ii) There is an integer ∆ such that ∆iN ≤ ∆ for all i ∈ Z
ℓ
≥0 and N satisfying N−d‖i‖ ≥
0.
Proof of Lemma 3.7. (i) For each i ∈ Zℓ≥0, by (iii) of Remark 3.1,
∆iN = dimKQ
KQ[x0, . . . , xn]N−d‖i‖
I iN
is a polynomial of N for N big enough. (See Theorem 14 in [6].)
Similar to the proof of Lemma 3.3, for all a ∈ C excluding a discrete subset,
(I(a), P˜1(z)(a), . . . , P˜ℓ(z)(a))N−d‖i‖ = (IKQ , P˜1(z), . . . , P˜ℓ(z))N−d‖i‖(a)
and
dimC(I(a), P˜1(z)(a), . . . , P˜ℓ(z)(a))N−d‖i‖ = dimC(IKQ , P˜1(z), . . . , P˜ℓ(z))N−d‖i‖(a)
= dimKQ(IKQ , P˜1(z), . . . , P˜ℓ(z))N−d‖i‖.
According to Lemma 3.5 and equation (3.6), P˜1(z)(a), . . . , P˜ℓ(z)(a) are in general position in
V (a) for all a ∈ C excluding a discrete subset. Thus, we can find a point a ∈ C such that
dimKQ
KQ[x0, . . . , xn]N−d‖i‖
(IKQ , P˜1(z), . . . , P˜ℓ(z))N−d‖i‖
= dimC
C[x0, . . . , xn]N−d‖i‖
(IKQ , P˜1(z), . . . , P˜ℓ(z))N−d‖i‖(a)
= dimC
C[x0, . . . , xn]N−d‖i‖
(I(a), P˜1(z)(a), . . . , P˜ℓ(z)(a))N−d‖i‖
and, by the theory of Hilbert functions, there exists an integer N1 > 0 such that
dimC
C[x0, . . . , xn]N−d‖i‖
(I(a), P˜1(z)(a), . . . , P˜ℓ(z)(a))N−d‖i‖
is a constant for all i ∈ Zℓ≥0 and N with N − d‖i‖ > N1.
By (i) of Remark 3.1,
dimKQ
KQ[x0, . . . , xn]N−d‖i‖
I iN
≤ dimKQ
KQ[x0, . . . , xn]N−d‖i‖
(IKQ , P˜1(z), . . . , P˜ℓ(z))N−d‖i‖
. (3.10)
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Hence, there is an integer N i2(> N1) such that ∆
i
N is also a constant for all N satisfying
N−d‖i‖ > N i2. Set ∆
i to be this constant. We note that N i2 depends on I
i and {I i|i ∈ Zℓ≥0}
is a finite set by Lemma 3.6. Take N0 = max{N
i
2|i ∈ Z
ℓ
≥0}, we have ∆
i = ∆iN for all i ∈ Z
ℓ
≥0
and N satisfying N − d‖i‖ > N0.
(ii) By (3.10), we have ∆iN ≤ dimKQ
KQ[x0,...,xn]N−d‖i‖
(IKQ ,P˜1(z),...,P˜ℓ(z))N−d‖i‖
. Hence, taking
∆ := max
{
dimKQ
KQ[x0, . . . , xn]N
(IKQ , P˜1(z), . . . , P˜ℓ(z))N
∣∣∣∣∣N = 0, 1, . . . , N1 + 1
}
,
we get (ii) of Lemma 3.7.
Set ∆0 := mini∈Zℓ≥0
∆i, then ∆0 = ∆
i0 for some i0 ∈ Z
ℓ
≥0.
Remark 3.2. By (iv) of Remark 3.1, if i− i0 ∈ Z
ℓ
≥0, then ∆
i ≤ ∆i0.
Now, for an integer N big enough, divisible by d, we construct the following filtration
of WN with respect to {P˜1(z), . . . , P˜ℓ(z)}.
Denote by τN the set of i ∈ Z
ℓ
≥0 with N−d‖i‖ ≥ 0, arranged by the lexicographic order.
Define
Wi =
∑
e≥i
P˜ e11(z) · · · P˜
eℓ
ℓ(z) · KQ[x0, . . . , xn]N−d‖e‖.
Plainly W(0,...,0) = KQ[x0, . . . , xn]N and Wi ⊃ Wi′ if i
′ > i, so {Wi} is a filtration of
KQ[x0, . . . , xn]N . Set W
∗
i
= {[g] ∈WN |g ∈Wi}. Hence, {W
∗
i
} is a filtration of WN .
Lemma 3.8. Suppose that i′ follows i in the lexicographic order, then
W ∗
i
W ∗
i′
∼=
KQ[x0, . . . , xn]N−d‖i‖
I iN
.
Proof of Lemma 3.8. Define a vector space homomorphism
ϕ : KQ[x0, . . . , xn]N−d‖i‖ →
W ∗
i
W ∗
i′
,
which maps γ ∈ KQ[x0, . . . , xn]N−d‖i‖ to [P˜
i1
1(z) · · · P˜
iℓ
ℓ(z)γ](∈ W
∗
i
) modulo W ∗
i′
. Obviously, it
is surjective.
Let kerϕ be the kernel of ϕ. Suppose γ ∈ kerϕ. This means
[P˜ i11(z) · · · P˜
iℓ
ℓ(z)γ] ∈W
∗
i′
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(or [P˜ i11(z) · · · P˜
iℓ
ℓ(z)γ] = [
∑
e>i P˜
e1
1(z) · · · P˜
eℓ
ℓ(z)γe] for some γe ∈ KQ[x0, . . . , xn]N−d‖e‖), i.e.,
γ ∈ I iN . Hence, kerϕ ⊂ I
i
N . On the other hand, if γ ∈ I
i
N , then, there exist γe ∈
KQ[x0, . . . , xn]N−d‖e‖ such that
[P˜ i11(z) · · · P˜
iℓ
ℓ(z)γ] = [
∑
e>i
P˜ e11(z) · · · P˜
eℓ
ℓ(z)γe] ∈W
∗
i ,
i.e., γ ∈ kerϕ. Hence, kerϕ = I iN , which completes the proof of Lemma 3.8.
Combining with (3.9), we have
dim
W ∗
i
W ∗
i′
= ∆iN .
Set
τ0N = {i ∈ τN |N − d‖i‖ > N0 and i− i0 ∈ Z
ℓ
≥0}.
We have the following properties.
Lemma 3.9. (i) ∆0 = ∆
i for all i ∈ τ0N .
(ii) ♯τ0N =
1
dℓ
Nℓ
ℓ! +O(N
ℓ−1).
(iii) ∆iN = ∆d
ℓ for all i ∈ τ0N .
Proof of Lemma 3.9. (i) By the definition of τ0N , we have ∆
i
N = ∆
i for i ∈ τ0N . On the
other hand, ∆i ≤ ∆i0 (note that i− i0 ∈ Z
ℓ
≥0 and Remark 3.2). By the minimality of ∆
i0 ,
we obtain (i).
(ii) Clearly,
♯τN =
(
N
d + ℓ
ℓ
)
=
1
dℓ
N ℓ
ℓ!
+O(N ℓ−1), ♯{i ∈ τN |N − d‖i‖ ≤ N0} = O(N
ℓ−1)
and
♯{i ∈ τN |i− i0 = (i1 − i0,1, . . . , iℓ − i0,ℓ) with some ij − i0,j < 0} = O(N
ℓ−1).
It implies that ♯τ0N =
1
dℓ
Nℓ
ℓ! +O(N
ℓ−1).
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(iii) By (ii) of Lemma 3.7, ∆iN is bounded for all i and N . Hence, combining (i), (ii)
and Lemma 3.2,
∆N ℓ
ℓ!
+O(N ℓ−1) =
∑
i∈τN
∆iN = ∆0 · ♯τ
0
N +
∑
i∈τN\τ
0
N
∆iN
= ∆0
(
1
dℓ
N ℓ
ℓ!
+O(N ℓ−1)
)
+O(N ℓ−1),
which implies ∆0 = ∆d
ℓ.
We choose a basis B = {[ψ1], . . . , [ψM ]} of WN with respect to the above filtration. Let
[ψ] be an element of the basis, which lies in W ∗
i
/W ∗
i′
, we may write ψ = P˜ i11(z) · · · P˜
iℓ
ℓ(z)γ,
where γ ∈ KQ[x0, . . . , xn]N−d‖i‖. For every 1 ≤ j ≤ ℓ, we have
∑
i∈τN
∆iN ij =
∆N ℓ+1
(ℓ+ 1)!d
+O(N ℓ). (3.11)
(The proof of (3.11) is similar to (3.6) in [11]). Hence
M∑
t=1
λψt(f(z)) ≥
(
∆N ℓ+1
(ℓ+ 1)!d
+O(N ℓ)
)
·
ℓ∑
j=1
λ
P˜j(z)
(f(z)) + log h′′′′, h′′′′ ∈ CQ. (3.12)
The basis [ψ1], . . . , [ψM ] can be written as linear forms L1, . . . , LM (over KQ) in the
basis [φ1], . . . , [φM ] and ψt(f) = Lt(F). Since there are only finitely many choices of
{Q˜1(z), . . . , Q˜(m+1)(z)}, the collection of all possible linear forms Lt(1 ≤ t ≤ M) is a fi-
nite set, and denote it by L = {Lµ}
Λ
µ=1,Λ <∞. It is easy to see that KL ⊂ KQ.
By (3.7) and (3.12), take integration on the circle of radius r, we have
‖
∆N ℓ+1
(ℓ+ 1)!d
(1 + o(1)) ·
q∑
j=1
mf (r,Dj)
≤ (m− ℓ+ 1)
∫ 2π
0
max
B
∑
j∈B
λLj(F(re
iθ))
dθ
2π
+ o(Tf (r)), (3.13)
where the set B ranges over all subset of {1, . . . ,Λ} such that the linear forms {Lj}j∈B are
linearly independent. By Theorem A4.2.1 in [10], we have, for any ǫ > 0,
‖
∫ 2π
0
max
B
∑
j∈B
λLj (F(re
iθ))
dθ
2π
≤ (M + ǫ)TF (r) + o(Tf (r)). (3.14)
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Take ǫ = 12 in (3.14), and from (3.8) and (3.13), we obtain
‖
∆N ℓ+1
(ℓ+ 1)!d
(1 + o(1)) ·
q∑
j=1
mf (r,Dj)
≤ (m− ℓ+ 1)
(
M +
1
2
)
NTf (r) + o(Tf (r))
= (m− ℓ+ 1)
(
∆N ℓ
ℓ!
+ o(N ℓ) +
1
2
)
NTf (r) + o(Tf (r)),
i.e.,
‖
1
d
q∑
j=1
mf (r,Dj) ≤ (m− ℓ+ 1)(ℓ+ 1 + o(1))Tf (r). (3.15)
For ε > 0 given in the Main Theorem, take N large enough such that o(1) < ε. Then
‖
1
d
q∑
j=1
mf (r,Dj) ≤ (m− ℓ+ 1)(ℓ + 1 + ε)Tf (r). (3.16)
Since ℓ ≤ n ≤ m, we have
(m− ℓ+ 1)(ℓ+ 1) ≤
{
(m2 + 1)
2, m ≤ 2n,
(m− n+ 1)(n + 1), m > 2n,
which completes the proof of the Main Theorem.
Definition 3.2. Let f be a nonconstant holomorphic curve in Pn(C) with a reduced repre-
sentation (f0, . . . , fn) and let D = {D1, . . . ,Dq} be a family of moving hypersurfaces defined
by a set of homogeneous polynomials Q = {Q1, . . . , Qq}. For an integer 0 < ℓ ≤ n, f is
said to be ℓ-nondegenerate over KQ if dimV = ℓ. Here V is the variety constructed by
all homogeneous polynomials P ∈ KQ[x0, . . . , xn] such that P (f0, . . . , fn) ≡ 0.
By (3.16), we have the following Cartan-Nochka type second main theorem.
Theorem 3.1. Let f be a holomorphic curve in Pn(C) (n > 1). Let D = {D1, . . . ,Dq} be
a family of slowly (with respect to f) moving hypersurfaces in m-subgeneral position, and
let Q = {Q1, . . . , Qq} be the set of defining homogeneous polynomials of D with degQj = dj
and Qj(f) 6≡ 0 for j = 1, . . . , q. Assume that f is ℓ-nondegenerate over KQ. Then, for any
ε > 0,
‖
q∑
j=1
1
dj
mf (r,Dj) ≤ (m− ℓ+ 1)(ℓ+ 1 + ε)Tf (r).
We remark that Theorem 3.1 is a generalization of Theorem 1.1 in [13] for moving
targets.
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