Big data research has become an important discipline in information systems research. However, the flood of data being generated on the Internet is increasingly unstructured and non-numeric in the form of images and texts. Thus, research indicates that there is an increasing need to develop more efficient algorithms for treating mixed data in big data for effective decision making. In this paper, we apply the classical K-means algorithm to both numeric and categorical attributes in big data platforms. We first present an algorithm that handles the problem of mixed data. We then use big data platforms to implement the algorithm, demonstrating its functionalities by applying the algorithm in a detailed case study. This provides us with a solid basis for performing more targeted profiling for decision making and research using big data. Consequently, the decision makers will be able to treat mixed data, numerical and categorical data, to explain and predict phenomena in the big data ecosystem. Our research includes a detailed end-to-end case study that presents an implementation of the suggested procedure. This demonstrates its capabilities and the advantages that allow it to improve the decision-making process by targeting organizations' business requirements to a specific cluster[s]/profiles[s] based on the enhancement outcomes.
Introduction
Every organization at some point experiences a data-driven revolution in management. Firms adopt big data tools to capture enormous amounts of finegrained data derived from social media activity, web browsing patterns, mobile phone usage, video, audio, images, text message usage, and new formations of data generation such as mobile use, messages over the Internet, and Internet of Things (IoT) usages [19] . Analysis of big data promises to produce insights and predictions that will revolutionize managerial decision making [25] . Big data offers the ability to render into data many aspects of the world that have never been quantified before, a process also referred to as "datafication" [7] .
Historically, the information science discipline has focused on how to design and implement systems to provide the relevant data in the appropriate time [2] . However, the wealth of big data poses -302 10.2478/jaiscr-2019-0010 challenges for effective decision making in terms of rigor and a number of variables. When working with large data sets from unknown sources, researchers must carefully evaluate the potential biases before drawing conclusions. The sheer size and variety of variables in the big data ecosystem requires too many observations that are complex and difficult to deal with (for a review, see [2] ). The way to overcome such challenges is to develop better and simpler algorithms, systems, and processes that can break down and make sense of all the heterogeneous and fragmented information on the web. A big data ecosystem includes a platform that is enabled to handle a huge amount of data (on several levels) via a variety of tools. Use of big data technologies such as Apache Hadoop!, MapReduce, Apache Pig!, Apache Hive and Apache HBase (see [31] ) is associated with the emergence of new technical skills. The early adaptation of big data tools attracted media attention, such as when Sears started to experiment with Apache Hadoop!, which was central to the first wave of big data investments. Of course, Sears had to learn Apache Hadoop! the hard way, through trial and error, because it had only a few outside experts available to guide its work when it introduced the software in 2010 [16] .
Processes for storing large amounts of data in the Hadoop Distributed File System (HDFS) can be executed via MapReduce [8] . Furthermore, there are other functionalities and tools for analysing information for various business purposes (such as machine learning algorithms). The ability to combine big data tools with different data analysis functionalities, such as Apache Hive and Apache Pig!, is growing, see e.g. [11, 22] and [26] , as is the variety of other big data tools designed for handling data, such as ETL [32] . Big data is also being studied in relation to machine learning tools such as Apache Mahout [24] . The massive volumes of data in big data are treated using different capabilities and tools, see e.g. [9] and [32] . Apache Hadoop! is a platform that includes the ability to store, manage, read, write, and operate on massive amounts of data/files via HDFS, a system based on the Google File System (GFS) [13] that can analyse information for different purposes. Although these approaches have advanced the possibilities for dealing with massive data, they do not offer algorithms that can structure data effectively for analytical and decision-making purposes. For example, IBM's Watson may be on the cutting edge in natural language processing, but it has a long way to go in terms of the system's ability to absorb and interpret big data across the internet [2] . These observations reflect a need to develop new approaches for structuring and categorizing massive amounts of data in an emergent big data ecosystem.
K-means, a popular data clustering method, is a simple and elegant approach to partitioning a data set into K distinct clusters. This algorithm has been proposed by several scientists in different forms and under different assumptions. A review on the origins of the K-means algorithm can be found in [15] and [20] . First, a value of K is specified, and then the algorithm assigns each observation from the data set to exactly one of the K clusters. The Assignment is decided by minimizing the differences between observations that belong to the same cluster. These differences are commonly measured by squared Euclidean distance, but there are many other possible ways to define this concept. A recent example involving K-means utilizations can be found in [10] , where the authors studied how different types of the community may affect the effectiveness of open-source software. In addition, in [12] , the authors used the K-means method to investigate and identify different types of user role in innovation-contest communities. In [29] the authors applied the K-means algorithm to study timevarying effects on the allocation of marketing resources, and in [14] it was used to analyse doctors' profiles. Further studies on K-means can be found in [21] and in [17] .
One challenge of using the K-means algorithm is that it works well with numeric data but is not directly applicable to non-numeric, categorical data (see [4] ) because the Euclidean distance function is not meaningful when considering categorical values. This paper presents a novel approach that simplifies the challenges of mixed data for decision making in big data. We address the question of how the K-means algorithm can solve the problem of clustering mixed data in big data.
The performance of the K-means algorithm on categorical data has been studied in the information science literature, which describes how it converts multiple category attributes into binary attributes that it then treats as numeric, see [28] . However, this method may greatly increase the compu-tational effort, especially when working with big data. Consequently, scholars have applied the Kmodes algorithm and the K-prototypes algorithm [18] . The K-modes algorithm extends the K-means method of clustering categorical data by defining differences between clusters in terms of frequencies and by considering modes instead of means. The K-prototypes algorithm is a mixture of the Kmeans and the K-modes algorithms; that is, a defined cluster center (or representative) allows treating a clustering problem with categorical variables to be a traditional K-means problem [30] . The general method of choosing a cluster representative and measuring dissimilarities between clusters is performed by relative frequency-based methods [3] or by applying the K-means algorithm to mixed data, see [3] and [33] . However, the later studies were not performed in a big data environment. For example, the numerical studies presented in [3] considered data sets with at most 690 elements.
Our contribution is to adapt the K-means algorithm to mixed big data. That is, we use big data platforms (in terms of parallel computation techniques and storage capabilities) to explore how the K-means algorithm works on big data with both numeric and non-numeric variables. Since data size expands tremendously, analysing data on a single machine is inefficient. The most appropriate solution is to consider parallelism within a distributed computational framework. One of the most common programming frameworks for processing large-scale data sets using parallelism is MapReduce [8] , which exploits the qualities of parallel computing, see [5] and [6] .
In this paper, we address two fundamentals: (i) we provide a clustering algorithm that handles both numeric and categorical attributes in big data environments, based on the capabilities of big data tools and the K-means algorithm; and (ii) we explore how the results of the algorithm in a big data environment, based on the ability to support complex architectures, can extend the clustering, profiling, analysis, and predictions capabilities.
Our algorithm enables the application of the K-means algorithm to both numerical and nonnumerical data. The empirical evidence is broadly supportive of the two issues we seek to address. We first create a procedure that "flattens" all the data from categorical and numerical data to pure numerical data. We then filter all the categorical classes into distinct groups, based on categorical combinations, which allows us to analyse each group separately (because we are dealing with big data, the grouping process and the K-means process are performed via big data platforms). That is, we perform the K-means algorithm only on the remaining numeric variables. Last, we collect all the groups' analysis outcomes. These outcomes can serve as the basis for further analysis and support the organization requirements and business needs. This paper is an extended version of our conference paper [23] . We extend the conference paper in the following directions: We created a new data set and a new experiment based on the presented algorithm. The new dataset is much more complex (from the categorical variables point of view), in comparison with the one studied in the publication of the proceedings. Specifically, it demonstrates a process with 1600 different files, or, in our context, 1600 different characteristics, (with a total size of ∼1.05GB), while 36 files were considered in the publication of the proceedings; We present a full business use-case analysis, in which we present the aggregation outcomes (clusters) of 5,000 clusters, and show how the results can be used in a targeted profiling task; We present how the suggested procedure may improve a decision-making process.
Our study presents a method for treating mixed data in big data that was not previously possible. The approach advances the capabilities of dealing with massive data, such as in decision making, because profiling, forecasting, and other analyses can be performed in a more targeted manner.
Recent studies have discussed the relationship between big data and theory. For example, it is suggested that big data and theory can work synergistically to explore phenomena or solve problems by using big data platforms and tools to generate theoretical insights rather than starting with a preconceived theory [27] . Furthermore, in [1, p. xxii], the authors have indicated that "big data has potentially important implications for theory". On the one hand, theory can be replaced by patterns derived from data. On the other hand, data without theory lacks order, sense, and meaning. We have adopted the concept presented in these studies; that is, we present a method for analysing data in big data environments that can be applied to any rele-vant theoretical issue.
The rest of the paper is organized as follows. In Section 2, we present our new alternative procedure for performing the K-means algorithm with mixed data in a big data environment. In Section 3 we present an implementation example of the proposed procedure. In Section 4, we present a detailed case study of the procedure, demonstrating how an organization can use the proposed new process to expand and improve its decision-making process. Section 5 concludes the paper.
Model Development
We argue that applying the K-means algorithm to mixed data in the big data ecosystem can enhance decision making and allow decision-makers to treat massive amounts of data. The current study thus analyses the impact of the K-means algorithm when applied to both numerical and categorical (nonnumerical) data in big data platforms. The model assumes a data set that includes m categorical variables and n quantitative variables, and that categorical variable j may have a j ≥ 2 different states.
The K-Means Algorithm Procedure
Claim 1: Non-numeric data in big data can be assigned values. Proof: We first perform the K-means algorithm on our data set by adopting the following steps:
1. Create ∏ m j=1 a j different types of group that differ by their categorical variable's values. Each record is assigned to its group, according to its categorical values.
2. Each group generated in step 1 is a file (or other storage format) in the big data platform (this will enable parallel computing in the next steps).
3. Perform a parallel K-means algorithm on all groups according to their numeric variables.
4. Aggregate all the clusters (K clusters from each group) from step 3 to one outcome for further analysis, as described in Section 4.
Implementation Example of the Algorithm
The following Section presents an end-to-end implementation example. 3. Filter the data set for each unique file (from step 2) and send the relevant quantitative variables to the relevant file.
4. Run (via bash script) the K-means algorithm (Apache Mahout) on each file that is located in a separated directory (from step 3) with the following parameters:
-a configurable parameter, x, for the number of iterations (in this case we used 5 iterations for all K-means runs); -a number of clusters, K, which is influenced by the number of records per each unique file (from step 3). The number of clusters K increases when the number of records per file grows.
5. Gather all the clusters to one defined structure for additional analysis (compare between clusters, order, analysis, etc.).
Note that steps 1 to 3 were implemented and tested in a single-node environment. By using Apache Pig!, the following actions are performed (see the next Section for a detailed description):
1. loading the full data set.
2. creating all the categorical variables combinations.
3. filtering the relevant categorical variables and creating the groups/files (per combination) with the relevant filter quantitative variables.
End-to-End Case Study of the Procedure Implementation
In this Section, we present a detailed end-to-end case study of the implementation procedure, its use and functionalities. We also suggest how it may expand and improve the decision-making process.
Data set
The generated data set consists of 14 Table 1 . Note that the combinations of the six categorical variables can create at most 1600 distinct characteristics.
Based on the predefinition of the number of records per cluster, 5,000 clusters were created. File System. The full data set (see step 1 in Figure 1) is uploaded to the HDFS. Then, all the different combinations are created, and the relevant fields are filtered from the full data. All the filters are stored in the HDFS (see step 2 in Figure 1 ) for the analysis process.
Procedure flow
-MapReduce-this is the main component, which handles and manages all the parallel processing done when analysing the data (in the implementation example, we used Apache Mahout for the K-means algorithm).
-BI-this component represents the business intelligence requirements and demands. Obviously, the requirements change from organization to organizations, but the need to target specific profiles is likely to be the same across different businesses (which, in the querying purposes, may be distinguished by, for example, the querying values themselves, the data, the expected outcomes, etc.). 
Run criteria
After running the procedure, the clusters are aggregated to a single file that contains all results and time-stamps. Note that there are no numerical values for records that are not the owners of a house and are experts in finance. Overall, through the filtering process, we identified 40 group types with empty numerical values. We performed the K-means algorithm in groups of 100 directories, where the predefined number of clusters, K-means Perform the K-means algorithm (via Apache Mahout) on each separated group/file/subset of the data set, generated in the previous step (step 2). in4-5
HDFS Mapreduce
Upload clusters to HDFS Gather and aggregate all the clusters (step 4) and upload the clusters created from the previous step to the HDFS (step 5). in6
Aggregate to CSV Aggregate all clusters to CSV. The resulting aggregation (based on a well-defined format) provides the platform for additional analysis and querying for various business purposes. in7
Business case The business querying process emphasizes and demonstrates a business targeting example based on the market and/or other business requirements and demands. K, was selected based on the number of reorders per group/file/subset data set, according to Table 3 . The number of iterations in each K-means procedure was five. Table 3 . Predefined number of clusters according to number of records K Number of records in the file/group 1 Between 0 and 1,000 2 Between 1,000 and 2,000 3 Between 2,000 and 5,000 5
Between 5,000 and 10,000 10 Above 10,000
Based on Table 3 , the K-means algorithm created a total of 5,940 clusters (1 to 10 clusters per group for each of the 1,560 groups with values). Note that identifying the 40 profiles that did not contain any quantitative information/values is extremely important, because there may be different business demands and needs that require the identification of the profiles without any values or without any records/observations.
BI use case
The main question is: how can an organization use the massive number of clusters aggregated into one massive data set for decision making? The aggregated cluster data sets, which contain unique profiles and groups, form a valuable information pattern that can enable targeting to a specific population.
This Section demonstrates an example of a use case for a specific decision-making need. We assume that we have gathered and created the aggregated clustered data set, and that the company would like to examine whether it is profitable to invest in a specific profile segmentation, according to the company's targets and needs. As an illustration, we start with 5,940 clusters, generated from 1,560 groups. The 5,940 clusters contain a total of 11M specific resources (where each resource is a specific user observation). Table 4 presents the values that were specified (in this example) for the requirements that define the target population.
As detailed in Table 5 , only five profiles (clusters) out of 5,940 fulfilled the requirements of the target profiles. As a result of this profiling process, the company can focus only on users within these profiles. Table 6 presents the profiles' quantitative Kmeans information (per profile), as well as the number of observations per profile (denoted by N).
That is, five profiles, which contain 2,085 observations (out of 11M), satisfy the business needs. This might be very valuable information for a business, because it can help and support the decisionmaking process. For example, the business may wish to concentrate on the largest group-in our case the group with 749 cases (profile 2). Furthermore, the business might be interested in which profile has the highest average salary (profile 5), etc.
Discussion and Conclusions
In this paper, we presented a new approach that overcomes the difficulty of working with mixed data for decision making in a big data environment. The power of clustering and narrowing down the profiles to targeted groups, based on the business needs, improves the decision-making process. In our testing and implementation of the K-means algorithm, we found that the algorithm worked well in the runs. However, the complexity of analysis of our suggested procedure must be tested in future studies. We argue that the complexity of our process is more efficient when compared to the complexity of a regular K-means algorithm that runs on a full data set, due to its ability to reduce the size of the data set. The algorithm runs on subsets that possess fewer records per group. This influences the number of K-means iterations per group. Furthermore, note that, in a big data environment, all the K-means calculations can be done in parallel in different data nodes. Therefore, we believe that the complexity will be influenced mostly by the size of the largest group that will be generated.
The method can be applied to any relevant theoretical question in a big data environment for decision making. An example is exploring what can explain fluctuations in the economy over time based on a set of selected variables. Such variables may be generated from target surveying of public crowds on what are important behavioral criteria that can explain changes in the economy. Data sets from big data environments should analyse any decisionmaking issues by defining x number of possible explanatory variables that should predict a dependent variable. This allows for deriving possible patterns by testing these variables. Thus, our approach allows clustering of data in a more straightforward way to develop new theories.
Note that this paper does not include a complexity analysis comparing the presented K-means method for mixed data in a big data environment with a straightforward K-means algorithm for mixed data. Nevertheless, we claim that the complexity of the presented method is better because of:
1. A reduction of the data set size: each group's analysis is conducted on fewer observations (due to the filtering of the relevant data; see Sections 2 and 3);
2. Parallelization of the analysis process: the big data architecture enables us to perform the analysis process in parallel (per group/file that is allocated on the HDFS platform based on the MapReduce job). Based on the assumption that all the data nodes possess the same capacity and performance capabilities (during the procedure run time), we can also assume that the largest group (the subset data set) will have the highest complexity and will therefore influence the overall complexity in the greatest manner. However, this theoretical assumption still needs to be validated.
We demonstrated the strength of the enhancement outcomes compared to basic K-means outcomes that should benefit predictions and consequential decision making. This procedure enables an organization to perform a more accurate analysis of data and may create better business understanding and insights from the business data for a variety of services and needs. This implementation may also improve business decision-making processes due to business data comprehension. The ability to combine different types of data and to simplify the outcomes and focus on selected profiles or groups with reduced observations improves the ability of a business to enhance understanding of the outcomes and to provide improved analysis, prediction accuracy, growth, and new horizons.
