It is easy to verify that the chromatic polynomial of a graph with order at most 4 has no non-integer real zeros, and there exists only one 5-vertex graph having a non-integer real chromatic root. This paper shows that, for 6 6 n 6 8 and n ¿ 9, the largest non-integer real zeros of chromatic polynomials of graphs with order n are n − 4 + ÿ=6 − 2=ÿ, where
Introduction
There have been some known results on the lower bounds of non-integral real zeros of P(G; ). It is easy to prove that P(G; ) = 0 for ∈ (−∞; 0) ∪ (0; 1) (see [2] ). Jackson [1] proved that P(G; ) = 0 for ∈ (1; 32 27 ), and the value 32 27 is best possible. He also conjectured that P(G; ) = 0 for any ∈ (1; 2) if G is 3-connected and not bipartite. Woodall [3] used the example of Km;n, a complete bipartite graph, to show that the real zeros of P(G; ) can be greater than (G), the chromatic number of G. In fact, he proved that for m ÿxed and n large enough, P(Km;n; ) has a real zero arbitrary close to each integer in the interval [0; m=2].
In this paper, we study the upper bounds for the non-integral real zeros of chromatic polynomials. Let (G) be 0 if P(G; ) has no non-integral real zeros and be the largest non-integral real zero of P(G; ) otherwise. Since P(G; ) has no negative real zeros, we have (G) ¿ 0 for any G.
For any positive integer n, let Gn denote the set of all simple graphs with n vertices. In this paper, we shall determine
A chordal graph is a graph in which each cycle of length at least 4 contains a chord, an edge joining two non-consecutive vertices in the cycle. It is well known (see [2] ) that the chromatic polynomial of a chordal graph has only integral zeros. Hence, (n) = 0 for n 6 3. For n ¿ 4, Gn includes non-chordal graphs, and thus to obtain (n), we need only to consider non-chordal graphs in Gn. It is not hard to ÿnd that G4 contains only one non-chordal graph, i.e., C4. But (C4) = 0. Hence (4) = 0. ...
The only 5-vertex graph having a non-integer real chromatic root is K2;3, so that + 10=3 is the only real root of ( − 2)
Proof. We need only to prove (b). We can verify that K2;3 is the only 5-vertex graph having a non-integer real chromatic zero by exhaustive enumeration using the software Maple. The result also follows directly from Lemmas 2.1 and 4.1 and Theorem 3.2 in this paper. Observe that
The equation ( − 2) 3 + ( − 1) 2 = 0 has only one non-integral real zero For a graph G, let V (G) and E(G) denote, respectively, the vertex set and edge set of G. Given two graphs G1 and G2, let G1 ∪ G2 denote the disjoint union of G1 and G2, with vertex set V (G1) ∪ V (G2) and edge set E(G1) ∪ E(G2); and let G1 + G2 denote the join of G1 and G2, which is obtained from G1 ∪ G2 by adding edges joining each vertex in G1 to each vertex in G2.
We now introduce two special graphs G 1 (n) for n ¿ 6 and G 2 (n) for n ¿ 4. The graph G 1 (6) is shown in Fig. 1(a) , and G 1 (n)=G 1 (6)+Kn−6 for n ¿ 7. The graph G 2 (n), shown in Fig. 1(b) , is deÿned to be the complement of K2 ∪K1;n−3. The graph G 2 (n) can also be obtained from Kn−1 by choosing one edge and replacing it by two edges in series (i.e., inserting into that edge a degree-2 vertex).
Observe that the chromatic numbers of G 1 (n) and G 2 (n) are, respectively, n − 3 and n − 2, and their chromatic polynomials are
where
where ÿ = 108 + 12 √ 93
1=3
and ÿ=6 − 2=ÿ is the only real root of
Proof. By (4), the non-integer zeros of P(G 1 (n); ) must be roots of ( − n + 4) 3 + − n + 3 = 0, and by (5), the non-integer zeros of P(G 2 (n); ) must be roots of ( − 2)( − n + 2) + ( − 1) = 0. So the lemma holds.
Let 1(n) = (G 1 (n)) for n ¿ 6 and 2(n) = (G 2 (n)) for n ¿ 4. By Lemma 1.2, it is easy to verify that 0 6 2(n) ¡ 1(n) for 6 6 n 6 8 and n − 4 ¡ 1(n) ¡ 2(n) ¡ n − 3 for n ¿ 9. For any integer n ¿ 1, deÿne
+ 10=3 = 1:430159 : : : ; n = 5; 1(n); 6 6 n 6 8;
Observe that (n) = max{ 1(n); 2(n)} when n ¿ 6. One of the main results of this paper is the following one.
Theorem 1.3 follows directly from Lemma 1.1 when n 6 5. When n ¿ 6, it follows from the next result, another main result of this paper, which also determines graphs G ∈ Gn such that (G) = (n) for n ¿ 6. So for the two theorems, we just need to prove Theorem 1.4. Theorem 1.4. Let n be any integer with n ¿ 6 and G ∈ Gn.
The strategy of the proof is to consider one-by-one the possibilities for the chromatic number (G). If (G) = n, then G ∼ = Kn and (G) = 0. If (G) = n − 1, then G − u ∼ = Kn−1 for some vertex u (by Lemma 2.1), and so that (G) = 0. If (G) = n − 2, then either G − u − v ∼ = Kn−2 for some vertices u and v, or G ∼ = C5 + Kn−5 (Lemma 3.1); in the latter case (G) = 0, while in the former case (G) 6 2(n) with equality (for n ¿ 8) only when G ∼ = G 2 (n) (Theorem 3.2). If (G) 6 n − 3, the situation is somewhat more complicated; it will be analysed in detail in Section 4 (Theorem 4.6).
(n) ¡ n − 3 for n ¿ 6
In this section, we shall prove (n) ¡ n − 3 for n ¿ 6. For G ∈ Gn, if (G) = n, then G ∼ = Kn and so (G) = 0. The next result also shows that (G) = 0 if (G) = n − 1.
In particular, G is chordal and so (G) = 0.
Proof. Since G ∈ Gn and (G) = n − 1, the complement of G must be a star together with some isolated vertices. So, if
Before we consider the case (G) 6 n − 2, we introduce two well-known results on chromatic polynomials. If uv ∈ E(G) for u; v ∈ V (G), let G + uv denote the graph obtained from G by adding an edge joining u to v, and G · uv the graph obtained from G by identifying u and v and replacing multiedges by single ones.
Theorem 2.2 (Read and Tutte [2]). For
The next result was obtained originally by Zykov [4] . It can also be found in [2] . Theorem 2.3 (Read and Tutte [2] , Zykov [4] ). Let G be the union of two subgraphs G1 and G2, whose intersection is a complete graph with k vertices. Then
For a vertex x in G, let NG(x) (or simply N (x)) denote the set of vertices in G which are adjacent to x, and let dG(x) (or simply d(x)) denote the cardinality of NG(x). For S ⊆ V (G)
Now we consider the case (G) 6 n − 2.
Theorem 2.4. Let G be any graph in Gn with (G) 6 n − 2, where n ¿ 3. Then P(G; ) ¿ 0 whenever ¿ n − 3.
Proof. It is easy to verify the theorem if n = 3. Now assume that n ¿ 4. Suppose the result is not true. Assume that P(G; 0) 6 0 for some real 0 ¿ n − 3 and G ∈ Gn with (G) 6 n − 2 such that G has maximum number of edges. There exist u; v ∈ V (G) such that uv ∈ E(G). By (9), either P(G + uv; 0) 6 0 or P(G · uv; 0) 6 0.
Suppose that P(G + uv; 0) 6 0. If (G + uv) 6 n − 2, then P(G + uv; 0) ¿ 0 by the assumption of G, a contradiction. Hence (G + uv)=n − 1. By Lemma 2.1, there is a vertex w in G + uv such that (G + uv) − w ∼ = Kn−1. Since (G) 6 n − 2, we have w ∈ {u; v} and d(w) 6 n − 3. If {u; v} * N (w), then w is a simplicial vertex of G and G − w ∼ = Kn−1 − e (i.e., Kn−1 minus one edge), so that by (11),
Thus P(G; 0) ¿ 0. If {u; v} ⊆ N (w), then by Theorem 2.2,
We also have P(G; 0) ¿ 0. Hence P(G · uv; 0) 6 0. If (G · uv) ¡ n − 3, then P(G · uv; 0) ¿ 0 by the inductive assumption, a contradiction. If (G · uv) = n − 2, then by Lemma 2.1, G · uv − x ∼ = Kn−2 for some vertex x in G · uv, and by (11),
a contradiction, where d is the degree of x in G · uv and d 6 n − 3. Hence (G · uv) = n − 1 and so G · uv ∼ = Kn−1, implying that both u and v are simplicial vertices. Thus by (11),
It is a contradiction too. This completes the proof.
Corollary 2.5. For any integer n ¿ 3, we have (n) ¡ n − 3.
(G ) = n − 2
Let G ∈ Gn. If (G) = n − 1, then G − u ∼ = Kn−1 for some vertex u in G by Lemma 2.1. Thus, if (G) ¿ n − 1, then G is a chordal graph and so (G) = 0. In this section, we deal with the case that (G) = n − 2. Note that the complement of G is denoted by G. Proof. Since (G) = n − 2, G contains no matchings with more than 2 edges. Thus G contains no cycles longer than 5.
Case 1: G contains a cycle C5. If G contains more than 5 edges, then (G) ¡ n − 2, a contradiction. Hence G ∼ = C5 + Kn−5. Case 2: G contains a cycle C3.
is not a subgraph of G. If K4 − e is a subgraph of G, then G − u − v ∼ = Kn−2 for some vertices u and v in G by the above observation. Now assume that K4 − e is not a subgraph of G. Let uvwu be a cycle C3 in G. Since G contains no matchings with 3 edges, then at least one vertex on the cycle C3 is of degree 2 in G, say w. By the above observation again,
Now we can consider the last case that G contains no odd cycles, i.e., G is a bipartite graph. Case 3: G is a bipartite graph. It is easy to show by Menger's Theorem that the domination number of G is equal to the maximum number of edges in a matching of G. Since G contains no matchings with 3 edges, the domination number of G is at most 2. Hence G has a domination set with two vertices, say {u; v}, implying that
This completes the proof.
The main result in this section is to prove Theorem 3.2. Let n ¿ 4. If G ∈ Gn with (G) = n − 2, then (G) 6 2(n), moreover, for n ¿ 8 equality is obtained only
Proof. By Lemma 3.1, there are two cases to consider. If G ∼ = C5 + Kn−5, then
implies that (G) = 0. Now assume that G − u − v ∼ = Kn−2 for two vertices u and v in G. If uv ∈ E(G) or d(u) 6 1 or d(v) 6 1, then G is chordal and so (G) = 0. So assume that d(u) ¿ 2, d(v) ¿ 2 and uv ∈ E(G). By Theorem 2.2,
Assume that a 6 b. If c=b, then G is chordal and so (G)=0. So assume that c ¿ b+1. Hence 1 6 a 6 b ¡ c 6 min{n− 2; a + b}.
Observe that any non-integer zero of P(G; ) is a zero of
The two zeros of Eq. 
If b 6 a + 2, then ¡ 0 and so 1 and 2 are not real, implying that (G) = 0. If n 6 6, then b 6 n − 3 6 3 6 a + 2, implying that (G) = 0. Now assume that b ¿ a + 3 and n ¿ 7. If n = 7, then b 6 n − 3 = 4 and a 6 b − 3 = 1. 
where equality is obtained only when c = b + 1. Since b 6 n − 3, we have r a; b; b+1 6 ra;n−3;n−2 = n − 2 + a + (n − 6 − a)(n − 2 − a) 2;
where equality is obtained only when b = n − 3. It is easy to verify that a + (n − 6 − a)(n − 2 − a) is a decreasing function of a for 1 6 a 6 n − 6. Hence ra;n−3;n−2 6 r1;n−3;n−2 = n − 1 + (n − 7)(n − 3) 2;
where equality is obtained only when a = 1. By the above argument, r a; b; c 6 r1;n−3;n−2 = n − 1 + (n − 7)(n − 3) 2;
where equality is obtained only if a = 1, b = n − 3 and c = n − 2, i.e., G ∼ = G 2 (n). This completes the proof.
(G ) 6 n − 3
In this section, we shall prove that (G) 6 1(n) for any graph G ∈ Gn with (G) 6 n − 3 and the extremal graph is G 1 (n). We ÿrst prove some results which will be used in the proof of the main result.
Lemma 4.1. Let G ∈ Gn with (G) 6 n−3, where n ¿ 4. If G contains a simplicial vertex, then P(G; ) ¿ 0 for ¿ n−4.
Proof. Let ¿ n − 4. If w is a simplicial vertex of G, then by (11),
Since (G) 6 n−3, we have d(w) 6 n−4. Since (G−w) 6 n−3, by Theorem 2.4, P(G−w; ) ¿ 0. Thus P(G; ) ¿ 0.
Lemma 4.2. Let n ¿ 6 and G ∈ Gn. If G +uv ∼ = C5 +Kn−5 for some non-adjacent vertices u and v in G, then P(G; ) ¿ 0 for ¿ 1(n). Moreover, P(G; ) has a root ¿ n − 4 if and only if G ∼ = G 1 (n).
Proof. Observe that G + uv is the graph obtained from Kn by deleting edges in a 5-cycle w1w2w3w4w5w1. If u; v ∈ {w1; w2; w3; w4; w5}, then
for ¿ n − 4. If u ∈ {w1; w2; w3; w4; w5} but v ∈ {w1; w2; w3; w4; w5}, then G ∼ = G 1 (n). If u; v ∈ {w1; w2; w3; w4; w5}, then
Lemma 4.3. Let n ¿ 5 and G ∈ Gn with (G) 6 n − 3. Suppose that there exist w1; w2 ∈ V (G) such that w1w2 ∈ E(G) and G −w1 −w2 ∼ = Kn−2 −e, where Kn−2 −e is the graph obtained from Kn−2 by deleting one edge. Then P(G; ) ¿ 0 for ¿ n−5+ (5)=n−3:56984 : : : : Moreover, P(G; ) has a root in the interval (n−4; ∞) if and only if G ∼ = K2;3 +Kn−5 or G ∼ = H0 + Kn−6 (if n ¿ 6), where H0 is the graph in Fig. 2 .
Proof. Assume that u; v ∈ V (G) \ {w1; w2} with uv ∈ E(G), as shown in Fig. 3 . If {u; v} * N (wi) for some i, then wi is a simplicial vertex of G and so P(G; ) ¿ 0 for ¿ n − 4 by Lemma 4.1. Now assume that {u; v} ⊆ N (w1) ∩ N (w2). Let ai = d(wi) for i = 1; 2 and a1 ¿ a2. Observe that
Assume that ¿ n − 4. Then P(G; ) ¿ 0 if and only if
Since (G) 6 n − 3, we have ai 6 n − 3 for i = 1; 2. If a1 6 n − 4, then
If a1 = n − 3 and a2 6 n − 4, then
If a1 = a2 = n − 3, then
It is clear that n − 5 + (5) is a zero of gn and gn ¿ 0 if ¿ n − 5 + (5). It is also observed that if a1 = a2 = n − 3, then G ∼ = K2;3 + Kn−5 or G ∼ = H0 + Kn−6 (if n ¿ 6), depending on whether N (w1) = N (w2).
Lemma 4.4. Let n ¿ 6 and G ∈ Gn with (G) 6 n − 3. Suppose that there exist w1; w2 ∈ V (G) such that w1w2 ∈ E(G) and G − w1 − w2 ∼ = Kn−2 − e. Then P(G; ) ¿ 0 for ¿ 1(n). Moreover, P(G; ) has a root at = 1(n) if and only
Proof. Let u and v be the two non-adjacent vertices in G − w1 − w2. Let c = |(N (w1) ∪ N (w2)) \ {w1; w2}| and ai = |N (wi) \ {w1; w2}| for i = 1; 2. Deÿne also
where bi = ai − a i for i = 1; 2. Clearly, a i 6 ai 6 c 6 n − 2 and a i 6 c 6 c 6 n − 2. Also ai 6 n − 3 and a i 6 n − 4 since (G) 6 n − 3. Observe that P(G; ) ¿ 0 if and only if f( ) ¿ 0 for ¿ n − 4.
. This implies that u is a simplicial vertex of G, and so by Lemma 4.1, P(G; ) ¿ 0 for ¿ n − 4.
Case 2:
Assume that is a real number with 1(n) 6 ¡ n − 3. Let q = − n + 4. Recall that a i 6 n − 4 for i = 1; 2.
If a 1 = a 2 = n − 4, then c = c − 1 = n − 3 since (G) 6 n − 3, and so that
If a 1 6 n − 5 or a 2 6 n − 5 (take the former), then as c ¿ a 2 , we have 
From the proof of Claim A, we have a 1 = n − 5, a 2 = n − 4 (or the reverse) and c = a 2 , and from the proof of Claim B, we have b1 = b2 = 0. So a1 = a 1 = n − 5, a2 = a 2 = n − 4 and c = n − 3. Recall that c = c − 1. These conditions imply that G ∼ = G 1 (n).
Lemma 4.5. Let n ¿ 6 and G ∈ Gn. If (G) = n − 3 and (G + uv) = n − 2 for some u; v ∈ V (G) with uv ∈ E(G), then P(G; ) ¿ 0 for ¿ 1(n). Moreover, P(G; ) has a root at = 1(n) if and only if G ∼ = G 1 (n).
Proof. Since (G + uv) = n − 2, by Lemma 3.1, either G + uv ∼ = C5 + Kn−5 or G + uv − w1 − w2 ∼ = Kn−2 for some vertices w1 and w2 in G.
If G + uv ∼ = C5 + Kn−5, the result follows from Lemma 4.2. Now assume that G + uv − w1 − w2 ∼ = Kn−2 for some vertices w1 and w2 in G. Since (G) = n − 3, we have {w1; w2} ∩ {u; v} = ∅. Then the result follows from Lemmas 4.3 and 4.4.
The main result in this section is to prove that Theorem 4.6. Let n ¿ 6 and G ∈ Gn. If (G) 6 n − 3, then P(G; ) ¿ 0 for ¿ 1(n). Moreover, P(G; ) has a root at = 1(n) if and only if G ∼ = G 1 (n).
Proof. By Lemma 4.5, the result holds if (G + uv) = n − 2 for two non-adjacent vertices u and v in G. So it su ces to prove the following claim:
Claim A. If G ∈ Gn and (G+uv) 6 n−3 for every pair of non-adjacent vertices u and v, then P(G; ) ¿ 0 for ¿ 1(n).
Suppose that Claim A is not true and that G is a graph in Gn with maximum number of edges such that (G+uv) 6 n−3 for every pair of non-adjacent vertices u and v, and P(G; 0) 6 0 for some 0 with 0 ¿ 1(n).
Choose any two vertices u0 and v0 which are in the same colour class of some (n − 3)-colouring of G. We shall show that P(G · u0v0; 0) ¿ 0 and P(G + u0v0; 0) ¿ 0.
It is clear that (G · u0v0) 6 n − 3. By Theorem 2.4, P(G · u0v0; ) ¿ 0 for ¿ n − 4. In particular, P(G · u0v0; 0) ¿ 0. If (G + u0v0 + uv) = n − 2 for some pair of non-adjacent vertices u and v in G + u0v0, then P(G + u0v0; 0) ¿ 0 by Lemma 4.5. Otherwise, P(G + u0v0; 0) ¿ 0 by the assumption of G.
Hence, by Theorem 2.2, P(G; ) = P(G + uv; 0) + P(G · uv; 0) ¿ 0;
contradicting to the assumption that P(G; 0) 6 0. Claim A holds.
