Abstract. We prove that, for 1 < p = q < ∞, there does not exist any coarse Lipschitz embedding between the two James spaces Jp and Jq, and that, for 1 < p < q < ∞ and 1 < r < ∞ such that r / ∈ {p, q}, Jr does not coarse Lipschitz embed into Jp ⊕ Jq.
Introduction
Let (M, d) and (N, δ) be two metric spaces and f : M → N . The map f is said to be a coarse Lipschitz embedding if there exist θ, A, B > 0 such that ∀ x, y ∈ M d(x, y) ≥ θ ⇒ Ad(x, y) ≤ δ(f (x), f (y)) ≤ Bd(x, y). Then we say that M coarse Lipschitz embeds into N .  Like in the case of J, the codimension of J p in J * * p is 1. In this respect, we precise that J * * p can be seen as :
All those spaces were introduced in [11] .
In 2007, N.J. Kalton and N.L. Randrianarivony [5] proved that, if r / ∈ {p 1 , ..., p n } where 1 ≤ p 1 < p 2 < ... < p n < ∞, then ℓ r does not coarse Lipschitz embed into ℓ p 1 ⊕ ... ⊕ ℓ pn . The aim of this article is to prove similar results for the J p spaces. One of the main obstacles is the lack of reflexivity, which was crucial in Kalton-Randrianarivony's work. However, the James spaces have nice properties of asymptotic uniform smoothness and weak * asymptotic uniform convexity that we shall use (see [8] or [9] for the definitions). We shall not refer to these notions in our paper, but we will build concrete equivalent norms on J p that will serve our purpose. Some compactness arguments will also be used to deal with the extra dimension in J * * p . This paper is organized as follows. In Section 2 we summarize the notation and terminology and we give the basic results. Section 3 contains the proof of the nonexistence of a coarse Lipschitz embedding between two James spaces J p and J q for 1 < p = q < ∞. At the end of this last section, we show that, for 1 < p < q < ∞ and 1 < r < ∞ such that r / ∈ {p, q}, J r does not coarse Lipschitz embed into J p ⊕J q .
Preliminaries
Notation 2.1. Let e n defined by e n (k) = δ n,k for k ∈ N. The sequence (e n ) ∞ n=0 is a Schauder basis of J p (where p > 1). Moreover, the sequence (e * n ) ∞ n=0 of the coordinate functionals associated with (e n ) ∞ n=0 is a Schauder basis of J * p . When u and v in J p have a consecutive and disjoint finite supports with respect to (e n ) ∞ n=0 , we will denote u ≺ v. Likewise, when u * and v * in J * p have a consecutive and disjoint finite supports with respect to (e * n ) ∞ n=0 , we will denote u * ≺ v * . We start with the construction of an ad'hoc equivalent norm on J p . We follow the construction given in [10] for J 2 .
Lemma 2.2. Let x 1 , ..., x n in J p such that their supports are consecutive and finite with respect to the basis (e n ) ∞ n=0 . Then
Proof. For x ∈ J p , we denote supp(x) = {n ∈ N, e * n (x) = 0}. Then we can find disjoint intervals in N, p i , p ′ i , with 1 ≤ i ≤ n and p ′ i < p i+1 , such that :
i (for convenience, we fix p 1 = 0 et we denote p n+1 = ∞). Let now q 1 < ... < q k be an arbitrary sequence in N. We must show that
There exist an increasing sequence (j m ) l m=1 in {1, ..., k} with j 1 = 1, and an increasing sequence (i m ) l m=1 in {1, ..., n} such that, for any 1 ≤ m ≤ l, {q jm , ..., q j m+1 − 1} ⊂ p im , p i m+1 ). Therefore
We have that
And for all 2 ≤ m ≤ l − 1,
This concludes the proof of our Lemma.
We now define a new norm on J * p as follows. Let q be the conjugate exponent of p.
where ||.|| J * p denotes the dual norm of ||.|| Jp . We can now state the following proposition. 
is a norm, we only detail the proof of the triangle inequality : let (x * , y * ) ∈ J * p 2 that we may assume with finite supports. Let now
x * i and y * = n i=1 y * i . Thanks to the triangle inequality for ||.|| J * p , we get:
We have shown that the triangle inequality is valid for |.| J * p .
Next we show that there exists c > 0 (which will be detailed later) such that, for
i=0 is a monotone basis:
Thanks to Lemma 2.2 :
is the dual norm of ||.|| Jp , we have that
Letting ε tend to 0, we obtain :
So, we have established inequality (2.1) with c = 1 
Proof. Let x ∈ J p which has a finite support and y ∈ J * * p such that x ≺ y, with supp(x) ⊂ m, n , supp(y) ⊂ m ′ , +∞) and n < m ′ . Fix ε > 0. There exists z * ∈ J * p such that |z
Moreover, we can write z * = x * +y * , with x * ≺ y * , z * (x) = x * (x) and z * (y) = y * (y). We deduce that |x + y| p J * * p ≤ x * (x) + y * (y) + ε. Then Hölder's inequality and Proposition 2.3 yield
This finishes our proof.
We now turn to the study of the coarse Lipschitz embeddings between James spaces. Let us first recall some notation. 
Note that f is coarse Lipschitz if and only if Lip ∞ (f ) < ∞.
We also recall a classical definition.
Definition 2.6. Given a metric space X, two points x, y ∈ X, and δ > 0, the approximate metric midpoint set between x and y with error δ is the set :
The use of approximate metric midpoints in the study of nonlinear geometry is due to Enflo in an unpublished paper and has been used elsewhere, e.g. [2] , [3] and [6] . The next proposition and its proof can be found for instance in [8] and [9] . Proposition 2.7. Let X be a normed space and suppose M is a metric space. Let f : X → M be a coarse Lipschitz map. If Lip ∞ (f ) > 0, then for any t, ε > 0 and any 0 < δ < 1, there exist x, y ∈ X with ||x − y|| > t and
Let us now recall the definition of the metric graphs introduced in [8] that will be crucial in our proofs. Notation 2.8. Let M be an infinite subset of N and k ∈ N. We denote
Then we equip G k (M) with the distance d(n, m) = |{j, n j = m j }|.
We end these preliminaries by recalling Ramsey's theorem and one of its immediate corollaries (see [4] for instance).
Theorem 2.9. Let k, r ∈ N and f : G k (N) → {1, ..., r} be any map. Then there exists an infinite subset M of N and i ∈ {1, ..., r} such that, for every
The main results
Our first Lemma gives a description of approximate metric midpoints in J p that is analogous to situation in ℓ p (see [8] or [9] ). However, we need to use both the original and our new norm on J p . Lemma 3.1. Let 1 < p < ∞. We denote E N the closed linear span of {e i , i > N }.
Let now x, y ∈ J p , δ ∈ (0, 1), u = x + y 2 and v = x − y 2 . Then (i) There exists N ∈ N such that:
(ii) There is a compact subset K of J p such that:
It follows from the Corollary 2.4 that:
Jp , if λ was chosen initially small enough. We argue similarly to show that |y − (u + z)| Jp = |v + z| Jp ≤ (1 + δ)|v| Jp and deduce that u + z ∈ M id(x, y, δ).
(ii) Fix ν > 0 and choose N ∈ N such that v N p Jp ≥ (1−ν p ) v p . We assume now that u + z ∈ M id ||.|| Jp (x, y, δ) and write z = z ′ + z ′′ with z ′ ∈ F N = sp{e i , i ≤ N } and z ′′ ∈ E N . Since ||v − z|| Jp , ||v + z|| Jp ≤ (1 + δ)||v|| Jp , we get, by convexity, that
Then an appropriate choice of a large s will ensure that θ ≥ 1 2 δ 1 q s > t. This finishes the proof. This is in contradiction with (3.4), for k large enough. Therefore, there is no coarse Lipschitz embedding from J q into J p .
Corollary 3.7. Let 1 < p < q < ∞, and r > 1 such that r / ∈ {p, q}. Then J r does not coarse Lipschitz embed into J p ⊕ J q .
Proof. When r > q, the argument is based on a midpoint technique like in the proof of Corollary 3.3.
If r < p, we mimic the proof of Corollary 3.6. So we assume, as we may, that 1 < p < r < q < ∞ and f : J r → J p ⊕ ∞ J q is a map such that there exists C ≥ 1 such that
We follow the proof in [8] and write f = (g, h). We still denote (e n ) ∞ n=1 the canonical basis of J r . We fix k ∈ N and ε > 0. We recall that
We start by applying the midpoint technique to the coarse Lipschitz map g and deduce from Proposition 3.2 that there exist θ > γ −1 (2k) 1/r , u ∈ J r , N ∈ N and K a compact subset of J p such that :
Let M = {n ∈ N, n > N } and ϕ : G k (M) → J r be defined as follows
r (e n 1 + ... + e n k ). Then ϕ(n) ∈ u + θB (E N ,|.| Jr ) for all n ∈ G k (M). And, from (3.6) we deduce that (g • ϕ)(G k (M)) ⊂ K + εθB (Jp,||.|| Jp ) . Thus, by Ramsey's theorem, there is an infinite subset M ′ of M such that Then, if k was chosen large enough, we have:
This, combined with (3.7) implies that
But, ∀(n, m) ∈ I k (M ′ ) |ϕ(n) − ϕ(m)| Jr ≥ γ ϕ(n) − ϕ(m) Jr ≥ γθ.
If ε was initially chosen such that ε < γ 3 , this yields a contradiction with (3.5), which concludes our proof.
