Computational fluid dynamics (CFD) is potentially a valuable tool for simulating the dispersion of air contaminants in workrooms. However, CFD-estimated airflow and contaminant concentration patterns have not always shown good agreement with experimental results. Thus, understanding the factors affecting the accuracy of such simulations is critical for their successful application in occupational hygiene. The purposes of this study were to validate CFD approaches for simulating the dispersion of gases and vapors in an enclosed space at two air flow rates and to demonstrate the impact of one important determinant of simulation accuracy. The concentration of a tracer gas, isobutylene, was measured at 117 points in a rectangular chamber [1 (L) × 0.3 (H) × 0.7 m (W)] using a photoionization analyzer. Chamber air flow rates were scaled using geometric and kinematic similarity criteria to represent a full-sized room at two Reynolds numbers (Re = 5 × 10 2 and 5 × 10 3 ). Also, CFD simulations were conducted to estimate tracer gas concentrations throughout the chamber. The simulation results for two treatments of air inlet velocity (profiled inlet velocity measured in traverses across the air inlet and the assumption that air velocity is uniform across the inlet) were compared with experimental observations. The CFD-simulated 3-dimensional distribution of tracer gas concentration using the profiled inlet velocity showed better agreement qualitatively and quantitatively with measured chamber concentration, while the concentration estimated using the uniform inlet velocity showed poor agreement for both comparisons. For estimating room air contaminant concentrations when inlet velocities can be determined, this study suggests that using the inlet velocity distribution to define inlet boundary conditions for CFD simulations can provide more reliable estimates. When the inlet velocity distribution is not known, for instance for prospective design of dilution ventilation systems, the trials of several velocity profiles with different source, air inlet and air outlet locations may be useful for determining the most efficient workroom layout.
INTRODUCTION
Understanding airborne contaminant transport and distribution in buildings is essential for addressing issues such as home and office air quality, worker exposure in manufacturing workrooms, product protection in clean rooms, accident response planning in nuclear facilities, avoiding fatalities in confined spaces and infection control in medical settings. For many years, airborne contaminant dispersion in enclosed spaces has been studied by on-site measurements or scale model experiments. However, these approaches are costly and time consuming. To overcome these disadvantages, computational fluid dynamics (CFD) techniques for simulating airflow and contaminant dispersion have been developed. Of all deterministic models, CFD techniques are the most comprehensive; they iteratively solve conservation equations for mass, momentum and energy in a finite volume. The advantages of CFD compared with experimentation are: (i) results are more complete because the air concentrations, airflow pattern, velocity and other properties can be estimated at all grid points throughout the space of interest; (ii) results are obtained more rapidly; (iii) fast and slow phenomena are simulated with equal ease; (iv) CFD is usually less costly; (v) CFD avoids problems with contaminant toxicity, explosivity and flammability. Thus, CFD can be a powerful tool for health and safety research if it can be shown to accurately represent contaminant distributions in enclosed spaces.
In a recent study comparing CFD and simple zone model concentration estimates of carbon dioxide (emission rates of 600 l/min for 5 min and 950 l/min for 3 min) released in a rectangular room with observations, Gilham et al. (1997) found that CFD results agreed well with measured levels both qualitatively and quantitatively. They concluded that both simple modeling and CFD could be useful for studying gas release inside buildings. However, Feigley et al. (2002a,b) compared concentration estimates from one zone and two zone models with CFD simulation and concluded that the simple models performed poorly for estimating 'breathing zone' concentrations, especially near the contaminant source.
Most other studies comparing CFD results with measurements focused either on temperature, for room heating and cooling investigations, or on air velocity. Hosni et al. (1996) studied the velocity profile and the turbulent kinetic energy profile in a room for two thermal conditions, isothermal and cooling. They concluded that experimental results and CFD simulation showed good agreements for both thermal characteristics. Zhang et al. (1993) also validated a computational approach using the k-ε turbulence model with experimental data (distribution of air velocity, temperature and turbulent kinetic energy). They found that agreement was good qualitatively, but not quantitatively. Bennett et al. (2000) compared estimates from CFD simulations with observed values in an experimental room with a Reynolds number of 2400 described by Hawkins et al. (1995) . Comparisons were made using air speed measurements (i.e. measures of the directionless magnitude of air velocity measured with an omni-directional sensor) because the velocity throughout much of the room, although typical of workrooms (Baldwin and Maynard, 1996) , was below the limit of quantitation of an instrument for measuring the three orthogonal components of velocity. Simulation air speed was within 30% of the measured values and the difference was negligible through large portions of the room. However, the use of air speed to validate CFD methods is not optimal because airflow direction is an important determinant of dispersion patterns. Thus, tracer gas studies can provide a better basis for validating CFD simulations of contaminant distributions in enclosed spaces. Rota et al. (1994) found reasonably good agreement between CFD simulations and gas dispersion in a room experiment, but the simulations overestimated concentrations in the poorly ventilated region. An extensive literature review on the application of CFD in indoor environments was performed by Emmerich (1997) , who reported generally good qualitative and quantitative agreements between CFD predictions and experiments. However, poor quantitative agreement has been reported by others, possibly due to the insufficient characterization of boundary conditions. Ellacott and Reed (1999) reviewed the development of both empirical (statistical) and deterministic (physical) models to predict the concentration of volatile organic compounds in buildings. They emphasized the importance of parameters that define boundary conditions in using CFD simulations.
One possible cause of poor agreement between concentrations estimated by CFD and measured concentrations is the assumption of uniform velocity at air inlets. Air inlet velocity is often treated as normal to the air inlet face and uniform across the face. In such cases, the velocity is calculated as the volumetric flow rate divided by the cross-sectional area of the inlet face. However, inlet face velocity is seldom uniform, because many supply ducts change directions near the inlet, and is often not normal to the face, as for instance when the inlet is equipped with vanes. In the current investigation, CFD was used to simulate the dispersion of a tracer gas in an experimental chamber, scaled geometrically and kinematically to represent a full-sized room, at two room Reynolds numbers. The accuracy of CFD simulation, assuming a uniform inlet velocity, was compared with that of a CFD simulation using a profiled inlet velocity, measured in traverses across the air inlet face.
MATERIALS AND METHODS

Experimental method
A 0.7 (L) × 0.3 (H) × 1 m (W) rectangular chamber was constructed with 1.27 cm Lexan® sheets (Fig. 1) . The chamber was sealed tightly using silicon caulk and duct tape. Clean air from a 1100 W centrifugal fan initially passed through a 1.2 m section of straight, round, 10 cm diameter, galvanized duct and then through a 1.0 m length of flexible duct which was attached to the chamber inlet. The inlet consisted of a short section of round, 10 cm diameter duct followed by a transition (20° included angle) to a 0.29 m length of rectangular duct with a 0.06 × 0.32 m crosssection. A flow straightener was located at the inlet face, just inside the rectangular duct section, to constrain air flow to straight, parallel streamlines.
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Thirty-nine small holes (1 cm diameter) were drilled in the top of the chamber for insertion of a stainless steel sampling probe. Chamber air was sampled from each hole at three heights above the floor of the chamber: bottom (3.7 cm), middle (13.7 cm) and top (23.7 cm). Figure 1 shows the order of the sampling points. Measurements were made at a total of 117 points: 104 sampling points at the center of 0.1 (L) × Three complete sets of concentration measurements were collected on different days for each experimental condition studied. A photoionization (PI) analyzer (model 101; HNu Process Analyzers, Walpole, MA) was used to measure tracer gas concentrations. Isobutylene was selected as the tracer gas because it is easily measured using the PI analyzer and is relatively non-toxic at the low concentrations used. To achieve accurate results, the analyzer was calibrated before and after tests using a certified isobutylene standard at ambient temperature and pressure. A data logger (StowAway® Volt; Onset Computer Corp., Pocasset, MA) connected to the analyzer recorded readings every second for 20 s at each sampling point.
Experiments were performed at room Reynolds numbers of 5 × 10 3 and 5 × 10 2 , corresponding to air flow rates of 2.95 and 0.31 m 3 /min. The room Reynolds number was calculated using the following equation: Re = D h × U r /ν, where D h is the hydraulic diameter of room 2WH/(W + H) (W = width, H = height), U r is the equivalent room velocity (flow rate/cross-sectional area) and ν is the kinematic viscosity of air (Awbi, 1991) . To achieve a steadystate condition, facilities were carefully managed. The desired air flow rate was achieved using orifice plate restrictors. Air flow rates were determined by measuring velocity along two perpendicular six-point traverses across a 4 in. diameter galvanized duct with a thermoanemometer (model 8350 VelociCalc™; TSI Inc., Saint Paul, MN). A constant air flow rate through the chamber was ensured by taking before and after measurements and by examining the agreement of concentration measurements from replicate experiments. The isobutylene was continuously injected at 200 cm 3 /min for the high flow and 100 cm 3 /min for the low flow through a needle valve. A rotameter, calibrated using a 1.0 l bubble calibrator, was used to monitor constant isobutylene flow during experiments. To promote a uniform tracer gas velocity across the source inlet, isobutylene flowed through a membrane filter attached to the top of the source table.
Face velocities
Face speeds at the air inlet were measured at 24 points (eight points in three rows) across the air inlet face; each point was at the center of a 0.04 × 0.02 m rectangular area. Air direction at the inlet face was constrained by the flow straighteners to the positive x direction in Fig. 1 (normal to the inlet face). The y and z coordinates of face velocity measurement points in Fig. 2 are given in the chamber coordinate system.
CFD method
Commercial CFD software (GeoMesh for geometry generation and the Fluent 4.4 solver; Fluent Inc., Lebanon, NH) was used for calculations. A structured mesh consisting of 0.01 (L) × 0.01 (H) × 0.02 m (W) hexahedral cells was used to solve the system of equations describing the conservation of various fluid properties within each cell.
The k-ε turbulence model and SIMPLE algorithm described by Patankar (1980) were employed to estimate isobutylene concentration at each of the 105000 grid locations. The standard wall function in Fluent was used to predict airflow patterns and concentration distribution near the wall. Two different air inlet conditions, uniform inlet velocity and profiled inlet velocity, were used for each Reynolds number. For the uniform inlet velocity condition, the velocity for the entire inlet was set equal to the average of the 24 measured air speeds across the inlet face. For the profiled inlet velocity condition, the Fluent piecewise linear function was used to estimate the velocity at the face of each inlet cell from the measured air speed values. After calculations were completed, the Fluent 'integrate-variable' command was used to confirm that the estimation of inlet cell velocities did not introduce a difference in the integrated mass flow rate (the product of the volumetric flow rate and the gas density) between the two inlet conditions considered here. For both inlet conditions, the inlet air direction was taken to be normal to the inlet face because the flow was straightened just prior to entering the chamber, as noted above. Simulation conditions matched those in the chamber experiments, including: (i) steady-state; (ii) gas phase contaminant; (iii) isothermal condition; (iv) no mechanical stirring; (v) negligible tracer gas emission velocity with respect to the chamber air velocities; and (vi) no obstructions in the chamber except the small source table.
The convergence to a solution was considered to have been achieved when the normalized residuals of all the conservation equations (pressure, velocity components, eddy dissipation, turbulence kinetic energy and species concentration) were less than 1.000 × 10 -5 . Some numerical controls and modeling techniques were adopted to speed up convergence and to promote the stability and efficiency of solution processing. The step-by-step technique obtained convergence of one set of conservation equations at a time. Also, under relaxation parameters were adjusted to expedite convergence.
Grid independence was checked to ensure that grid cells were sufficiently small for accurate representation of the spatial continuum. The results obtained using 105000 cells were compared with results using 210000 cells.
Analysis
Graphical presentations of the three-dimensional concentration data were prepared using Tecplot (v. 8.0; Amtec Engineering Inc., Bellevue, WA) for qualitative comparisons. Discrete data were interpolated by Kriging and plotted as contours on planes slicing through the three-dimensional representation of the chamber.
For quantitative comparisons, the percent difference between the CFD estimate and the observed concentration, (C CFD -C obs ) × 100/C obs , was computed at each measurement point. These differences were plotted in three dimensions (SigmaPlot 2001; SPSS Inc., Richmond, CA) to provide better understanding of their spatial variation. A 95% twosided t-test was performed to test the hypothesis that the various mean differences were equal to zero. Differences were considered to be significant if the P value was <0.05.
RESULTS
Experimental results
Face velocities at the air inlets. Figure 3 is the plot of face velocities versus measurement point position in chamber coordinates. As measurements were taken from left to right across the air inlet, the velocities increased to a peak for both the high and low flow rates. This trend was consistent for three horizontal sets of measurements for each flow rate, regardless of the vertical position of each point. The distribution of velocity at the inlet face is a function of both the flow rate and the change in the direction of air flow where the flexible duct attached to the inlet; to achieve the two Reynolds numbers both the flow rate and the direction of air flow into the inlet were changed, creating different velocity distributions at the inlet.
Monitoring of contaminant concentration. For each of the two flow rates considered, three concentration measurements at each of the 116 points were available from the three separate replicate experiments. At each point for each flow rate, the mean of the three concentrations were calculated and the variability at each point was assessed by computing the range as the percent difference from the mean, (C obs -C mean ) × 100/C mean . (Hereafter, these variations will be referred to as percent differences.) At most of the 116 sampling points, each of the three concentration measurements was within 15% of the mean value. At the high flow rate, there was only one exception out of the 116 sampling points. This point had concentration measurements whose percent differences ranged from -22.8 to 23.1%. At the low flow rate, the three concentration readings did not fall within ±15% of the mean at five sampling points. These percent differences were in the range -33.1 to 37.3%. The overall means for the top, middle and bottom planes were 3.0, 4.1 and 4.4% for the high flow rate and 4.9, 4.2 and 4.0% for the low flow rate, respectively.
The graphical presentation of measured concentration, shown in Figs 4 and 5, is based on the mean concentration at each point in the sampling grid. The first column of these graphs shows the contours of the measured concentration on three horizontal slices and one vertical slice for the high and low flow rate experiments.
Validation of CFD
Grid independence and mass flow rates. Comparison of 105000 cell CFD concentration estimates with 210000 cell estimates showed a mean difference of 0.85% and a root mean square difference of 3.7%. These differences were considered to be negligible and further simulations were carried out using the 105000 cells because less time was required for solution convergence.
At the air inlet, the integrated mass flow rates stored by Fluent during the calculation procedure were almost the same. The differences between the uniform inlet velocity and the profiled inlet velocity were 0.88% for Re = 5000 and 2.5% for Re = 500. CFD simulations of tracer gas concentration in rooms at five dilution flow rates (1-16 air changes/h) showed that estimated concentrations were inversely proportional to air flow rate at steady-state isothermal conditions (Feigley et al., 2002a,b) . The variability of inlet mass flow rates is also anticipated to be inversely proportional to the flow rates and, thus, should be much smaller than the variability in measured concentration observed among replicate experiments.
CFD versus experiments for the high flow rate (Re = 5 × 10 3 ).
Qualitative comparison. The concentration contours from CFD are presented in the second and third columns of the graphs in Fig. 4 for the high flow rate simulation. Concentration patterns from CFD using the uniform inlet velocity and the profiled inlet velocity were similar to the measured results in the middle and bottom planes. For both planes, it appears that the tracer gas mainly dispersed towards the outlet. However, the concentration pattern in the top plane using the uniform inlet velocity was slightly different from the experimental results and from CFD using the profiled inlet velocity. In the experiments, the high concentration area was observed near the center of the left half toward the outlet [approximate position x, y, z (m): 0.410, 0.340, 0.237] while the high concentration area for the CFD using the uniform inlet velocity was observed near the wall toward the outlet [approximate position x, y, z (m): 0.450, 0, 0.237]. The vertical slice for uniform inlet velocity showed lower concentrations than that plane for both the experimental results and the profiled inlet velocity simulation. Overall, although a slight difference was observed in the top plane, the CFD tracer gas patterns generally agreed with the measured tracer patterns.
Quantitative comparison. Numeric differences between the experimental and CFD results are shown in Table 2 . Concentrations, differences between CFD and experimental concentrations and percentage errors are all expressed as means for the three horizontal planes and the means over all measurement points. Differences may be expressed in several ways, such as the mean of the absolute values of differences at each point or the root mean square (RMS) of those point-wise differences. Here, results are reported as a simple mean of the differences, because this is a better indication of differences in exposure for a mobile room occupant, who integrates exposure along his or her path. Thus, positive errors tend to offset negative errors along the path. The mean difference between CFD-estimated and measured exposures would be the time-weighted integral Simulating the dispersion of indoor contaminants 709 of the differences in concentration, not of the absolute or RMS differences. As shown in Table 2 , the uniform inlet velocity simulations showed substantial negative errors for all three heights. This contrasts with the simulations using the measured inlet velocity profiles, which performed especially well in the bottom and middle planes. The greatest disagreement occurred in the top plane, where both CFD simulations underestimated concentrations, and the mean error assuming a uniform inlet velocity was almost twice that assuming a profiled inlet velocity.
The P values regarding all three planes were <0.05, indicating significant differences between the means of CFD results using the uniform inlet velocity and measured concentrations. The overall P value (0.5437) showed no difference between the mean of CFD estimates using the profiled inlet velocity and the mean of measured concentrations, however, the P value in the top plane (<0.0001) showed a significant difference. Figure 6 shows the percent error at each sampling point for the three different heights in the chamber. In the uniform inlet velocity simulation, most percent errors were generally greater than ±50%, while most percent errors of the profiled inlet velocity simulation were less than ±50%. The error for the profiled inlet velocity simulation exceeded the error for the uniform inlet velocity simulation in only 12 of the 116 sampling locations. However, the error for the profiled inlet velocity simulation was quite high at one point near the source (middle plane). Nevertheless, like the mean errors, the point-by-point comparisons show better overall agreement with observed concentrations for the profiled inlet velocity simulation than for the uniform inlet velocity simulation.
CFD versus experiments for the low flow rate (Re = 5 × 10 2 ).
Qualitative comparison. The second and third columns in Fig. 5 show the interpolated contour plots of tracer gas concentration for simulations based on uniform inlet velocity and measured, variable inlet velocity, respectively. The assumption of uniform inlet velocity as a boundary condition for simulation resulted in concentration distributions very different from the experimental results. The region with higher concentrations in this simulation was found on the opposite side of the chamber from the experimental measurements in all three horizontal planes. On the other hand, concentration patterns from CFD using the measured inlet velocity profiles were quite similar to experimental results for all three horizontal planes. Unlike the high flow rate simulations, CFD concentration patterns shown in the vertical planes were different qualitatively from the experimental results for both inlet boundary conditions tested. Apparently, CFD predicted a greater vertical spread of the inlet jet than was observed experimentally, producing a different direction of transport across the top of the source table.
Quantitative comparison. Figure 7 shows the percent error at each sampling point for the three different heights in the chamber. Like the high flow rate comparisons, the percent errors for the three planes for the profiled inlet velocity simulation were generally smaller than those for the uniform inlet velocity simulation. As shown in Table 3 , the mean percent errors for the measured inlet velocity profile ranged from 4.0 to -7.8%, while that of the uniform velocity ranged from -42 to -76%. There were a few sampling points in the profiled inlet velocity simulation with unusually high percent differences. These points were located near the source table or in front of the air inlet.
Overall, a good quantitative agreement (P = 0.6603) was detected between the CFD concentrations, estimated with measured inlet velocities as boundary conditions, and the actual measured concentrations. Unlike the statistical tests at the high flow rate, the P values in all planes, 0.3876, 0.3724 and 0.4805 for the top, middle and bottom planes, respectively, did not show significant differences. A poor quantitative agreement was observed in the comparison of CFD results using the average velocity as the inlet boundary condition versus experimental results.
CONCLUSION
The CFD estimates using a measured inlet velocity profile for both Reynolds numbers showed better agreement qualitatively and quantitatively with measured chamber concentrations, compared with those using the uniform inlet velocity. This indicates that using the measured inlet velocity distribution to define inlet boundary conditions can provide a more reliable means of estimating contaminant concentrations in enclosed spaces.
The distribution of velocities at the air inlet can affect air flow throughout an enclosed space. Thus, different velocity profiles can result in different contaminant dispersion patterns. When the inlet velocity distribution is not known, these findings suggest that CFD simulations that assume uniform inlet velocities can result in much greater errors than those employing the actual velocity distribution. Therefore, in the absence of actual measurements, it is judicious to assume several different velocity profiles, based upon the inlet duct configuration. Also, trials based upon several velocity profiles with different source, air inlet and air outlet locations may be useful.
Discrepancies found here between CFD simulation and experimental observation may have resulted from insufficiently detailed representation of other boundary conditions. Although profiled inlet velocity simulations agreed well with observations, it may be possible to further improve CFD results by using a more refined representation of other boundary conditions, such as wall temperature and temperature difference between inside and outside. In addition, more sophisticated treatment of turbulence, wall effects and a finer grid near the source may also improve CFD performance. Meanwhile, the use of CFD for quantitative estimation of contaminant concentration requires careful validation of CFD methods.
In conclusion, CFD is a promising research tool for exploring the factors that influence contaminant distributions in rooms. However, the accuracy of profiled inlet velocity simulation can only be inferred by CFD methods for conditions that have been validated. Other factors worthy of study include the configuration of inlets, outlets and sources, the size and shape of the room, other Reynolds numbers, temperature gradients, contaminant density differences and air flow rates. 
