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 Nothing in life is to be feared, 
it is only to be understood. 
 
Marie Curie 
 
 Summary 
In this thesis the Discrete Element Method (DEM) simulation of continuous mixing of 
pharmaceutical powders was faced. In particular, the effect of a non-constant feeding, carried 
out via multiple pulses, on the mixing quality was investigated.  
This analysis aimed to get a deeper comprehension of the ability of the blender to smooth out 
fluctuations. Moreover, an insight over the possibility to use this pulse modality as effective 
feeding (since it offers a much more accurate flow rate respect to the traditional ones) was 
highly desired. To these ends, a custom particle factory to create the feeding mode was 
implemented. 
The mixing efficiency was assessed via the following parameters: Residence Time 
Distribution (RTD), Relative Standard Deviation (RSD), mean residence time (τ). Some of 
these properties, namely RTD, RSD, are not available by default in the simulation software 
used. To gather them, new user-defined libraries were developed and validated in model test 
cases. The tests showed that all these properties work correctly; hence they were applied to 
the large-scale blender case.  
Thanks to the simulation, it was thus possible to define the effective mixing capability of the 
system, the effect of the feeding on the outlet concentration and on the residence time of the 
powder and also to propose some design improvements.  
To gather a complete insight into the problem, however, a bigger number of simulations 
would have been needed; unfortunately, due to the high number of particles to be simulated 
the run time of a single case was too long to allow others to be made. 
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 Introduction 
Blending of powders is one of the most important unit operations in the pharmaceutical 
industry.  
Traditionally, this step is a batch process, however continuous mixing has some distinct  
advantages: less segregation risks due to the absence of handling operations, lower running 
costs, larger throughputs, possibility to implement on line continuous control, more 
straightforward scaling and less operation interaction [1], [2]. 
Continuous mixers usually have two main functions. First, they intermingle two or more 
powders streams and produce a mixture that has to satisfy some product specifications. 
Second, they compensate the heterogeneity due to the fluctuations of the feeding system [7]. 
This work focuses on those two main functions, posing a special attention to the feeding 
mode. In fact, the latter play a crucial role on the final quality of the product, mostly because 
the fluctuations could lead to a poorly mixed blend of API and excipient that will be difficult 
to handle and lead to a product that will hardly respect the specification imposed [3]. 
Moreover, the simulation of a pulse mode of feeding is of primarily interest because it allows 
a much more precise flow rate respect to the most used continuous one. 
The drawback of a pulse modality is that the blender need to be able to smooth the 
fluctuations and still guarantee a satisfactory mixing quality. 
This work will go deeply through this investigation via a simulation of those conditions using 
the DEM technique.  
The present work is organized in four chapters. 
Chapter 1 treats the modeling of the geometry of blender and the indices used to assess the 
mixing results; additionally it covers the new developed UDL libraries for the RTD, RSD and 
the particle factory.  
Chapter 2 concerns with the theory that constitute the basis of the DEM methods. Particular 
attention is posed on the description of the contact model used in the simulation. 
In chapter 3 a brief description of the simulation set up and on the simulation chosen to be 
performed is made. 
The post processing part, the presentation of the results and their discussion are made in 
chapter 4. There also the final remarks, the possible improvement on the process and the final 
judges about the mixing can be found. 
 
 
 Chapter 1 
Mixer Type and Quality Indices 
In this section, all steps needed for the preliminary setup of the simulation are described. 
In particular, the type and the characteristics of the blender used are shown, and the indices 
chosen for assessing the blender performances and the mixing quality are introduced.  
Before passing to these description it is worth to describe the reason of the interest in 
investigate the ability of certain mixing equipment in smoothing the fluctuations inserted at 
the inlet via the feeding mode. 
1.1 Importance of the feeding mode 
In the pharmaceutical practice the feeding to continuous system is normally made using loss 
in weight (LIW) feeders.  
A LIW feeder, (figure 1.1) is a feeding device consisting of a hopper containing the material 
to be feed placed upon a platform scale or suspension scale weighing system. 
 
 
Figure 1.1 Schematic representation of a LIW feeder 
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The bulk material is discharged from the hopper by the feeding device (normally a screw or a 
combination of them, depending on the powder type) and the resultant weight loss per unit 
time is determined by the weighing and control system. The value of weight loss per unit time 
is then compared to the desired value; the latter is based on a continuous feed rate set point.  
Eventual differences between the actual value and the set point value are corrected adjusting 
the speed of the screw. 
At a certain point the hopper will reach a predetermined minimum weight level, here the 
control by weight loss is stopped and the hopper is refilled.  
The resultant flow rate trend can be plotted, the result is [4]: 
 
 
Figure 1.2 Mass flow variation typical of LIW feeders 
  
The behavior in figure can be actually resolved via the usage of advanced control techniques. 
However, it would be often more desirable (and cheaper) to be able to feed a system weighing 
a precise amount of powder, insert it in the system, let that it will be mixed, then feed another 
“batch” of powder and so on. 
The resultant feeding would be a “pulse” feeding (figure 1.3). 
It is then interesting to investigate the response of a blending system to that feeding modality, 
in order to obtain information of its ability in handling this type of fluctuations. 
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Figure 1.3 Pulse feeding mode  
 
It is now possible to pass to the description of the mixing system selected for this work. 
1.2 Mixer Type 
The blender geometry that was used is based on a commercial apparatus (GCM250, Gericke 
AG, CH). 
 
 
Figure 1.4 Virtual copy of the Gericke GCM250 used in the simulation 
The principal dimensions of the blender are given in figure 1.5 and table 1.1. 
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To perform the simulation, a “virtual copy” of this system was created; it was modeled using 
a CAD software (SolidWorks 2011, Dassault Systemes, FR). From the model, a surface mesh 
was created (figure 1.4), which was then imported into the DEM software (EDEM 2.5, DEM 
Solutions Ltd., UK).  
 
  
 
Figure 1.5 Dimensions of the blender; note that inlet and outlet have the same dimensions 
The thickness of the walls was arbitrarily set to 2 mm, a value that could not adhere to reality; 
however this decision does not affect the simulation behavior at all, inasmuch the thickness is 
a parameter that does not give any contribution to the mixing.  
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Table 1.1 Resume of blender measures 
Property Measure [mm] 
Blender Length 440 
Blender Diameter 100 
Wall Thickness 2 
Inlet Diameter 80 
Outlet Diameter 80 
 
Inside the blender, right before the outlet, a 45° weir is located; this part hold a fundamental 
importance for the mixing result, in fact it allows to improve the hold up and facilitate the 
back mixing [5].  
Different configurations of the weir would lead to different behavior of the mixer and hence 
to different mixing results. 
The weir modeled and used in this work is highlighted in figure 1.6. 
 
 
          Figure 1.6 Weir and related inclination angle  
 
In the simulation, two particle types (active pharmaceutical ingredient, API in the following,  
and excipient) were introduced, completely segregated one to the other. Therefore, two 
particle factories were inserted in the inlet section of the blender to ideally represent two 
feeders: one for the excipient and one for the active pharmaceutical ingredient. See figure 1.7. 
The excipient particle factory feed the system continuously, while the API one works 
following a non-continuous feeding mode.  
The former was modeled via the build-in EDEM functionalities, the latter using the 
application programming interface of EDEM. 
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The details of the API feeding mode will be widely discussed in §1.4. 
 
 
Figure 1.7 Particle Factories; Red = API, Blue = Excipient 
The main function of a blender is to intermingle powder streams, namely the components 
have to be radially mixed and, if the feed rate of the components is not constant (which is the 
case), the mixer has to dampen such fluctuations by axial mixing [6]. To accomplish these 
tasks the blender is equipped with a rotating bladed impeller. 
The rotation of the impeller is clockwise when viewed along the axis of rotation from the inlet 
end. 
 
 
(a) 
 
(b) 
Figure 1.8 Impeller configurations, (a) forward, (b) alternate 
 
In this work two different configuration of the impeller were modeled (they are depicted in 
figure 1.8): 
 Forward Pattern Configuration 
 Alternate Pattern Configuration 
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In the mixing of fluids it is common practice to change the impeller type, in order to change 
the performances of the system or to reshape them to accomplish new objective or to perform 
the mixing of different substances. 
Applying this practice to the mixing of solids, the idea is therefore to analyze how the mixing 
performances are influenced by the type of the impeller. 
In particular, in this case the attention is posed on the variation of the configuration, i.e. the 
inclination angle of the paddles. 
Since the impeller is an easy interchangeable part, this analysis could lead to interesting 
considerations. 
A more detailed representation of the impeller, in its forward configuration, can be seen in 
figure 1.9. 
 
 
Figure 1.9 Impeller, all forward configuration 
 
The main characteristics of the two impellers are then resumed in table 1.2. 
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Table 1.2 Resume of the impeller characteristics 
N° of blades 12 
Blade – blade distance 55 mm 
Shaft Diameter 20 mm 
Blade thickness 2 mm 
Blade Angles all forward  
1
st
 row 5, 20, 20 
2
nd 
row 20 ,20, 20 
3
rd
 row 20, 20, 20 
4
th
 row 20, 20, -30 
Blade Angles alternate  
1
st
 row 5, 20, 20 
2
nd 
row -20 ,20, 20 
3
rd
 row 20, -20, 20 
4
th
 row -20, 20, -30 
 
An important detail that should be evidenced is that the angle of the first and last blade shows 
a different value compared to the other blades; the purpose of these different orientations is, 
for the first and the last blade respectively, to improve the axial flow and to improve the 
backmixing.  
The paddles were modeled, for simplicity, as having a triangular shape; the angle they form 
with the shaft is calculated as depicted in figure 1.10. 
 
 
Figure 1.10 Angle formed by the paddles with the shaft axis 
The two impeller types act differently on the powder.  
It is expected that the “alternate” configuration shows a higher residence time and exerts a 
higher amount of shear on the powder, inasmuch it increase the amount of backmixing. 
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1.3 Quality Indices 
The effect of the feeding mode on the final quality of the mixing was evaluated via the 
following benchmarks: 
 Residence time distribution (RTD) 
 Mean residence time (τ) 
 Relative standard deviation of concentration (RSDmix) and outlet Concentration of API 
 Variance Reduction Ratio (VRR), for eventual future usage  
Many of these properties are not available by default in EDEM, so it was necessary to 
develop new user-defined libraries (UDL) using the provided application programming 
interface. The programming language used is C++
®
. For the detailed codes refer to Appendix 
A. 
To prove the validity of the new properties, they were tested in a simple geometry. The 
detailed description of these tests is made in the continuation of the chapter. 
All the benchmarks data were gathered (that is, the plugins were activated) only once the 
system reached a quasi-steady state. This was made to avoid a useless consumption of time 
for registering data in the initial part of the simulation, consisting mainly of the “filling” of 
the blender with the particles. 
Before passing to the detailed description of the aforementioned properties and related tests, it 
is worth to spend some words about the assessment of the steady state.  
1.3.1 Assessing the steady state 
To gauge the steady state a mass flow rate sensor (i.e. a virtual volume or bin group, normally 
represented as a cylinder, which registers the rate at which particles pass through it) was 
placed at the blender outlet.  
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The calculation of the mass flow rate is made on a per timestep basis, and it follow the 
relation: 
 
ˆ( ( ))i im v l
m
l



 (1.1) 
 
where: 
 
m   Magnitude of the mass flow rate 
im   Mass of particle i in the selection bin 
iv   Velocity of particle i in the selection bin as a vector 
lˆ   Length of the cylinder as a unit vector 
l   Length of the bin (cylinder) 
 
Equation 1.1 says that the mass of each particle is multiplied by the scalar product of its 
velocity and the unit vector of the cylinder.  
Then the summation over all these values is made and the result divided by the length of the 
bin. 
Thus, the mass flow rate is dependent on the dimensions of the chosen virtual volume. 
Anyhow, once a dimension is selected and maintained constant the collected data are 
effectively consistent and can be used as reference. 
The virtual volume used for the calculation of the flow rate can be seen in figure 1.11. 
 
 
Figure 1.11 Mass flow sensor at the outlet of the blender 
The data collected by the sensor were then exported and elaborated in Matlab®, where the 
average mass flow was calculated.  
Chapter 1 – Mixer Type and Quality Indices  13 
The steady state is considered to be reached when the average outlet flow rate equals the 
known inlet flow rate. 
1.3.2 Residence Time Distribution 
The residence time distribution (RTD) of a chemical reactor is a probability distribution 
function that describes the amount of time that a fluid element could spend inside the reactor. 
It is normally represented via an exit age distribution, E(t), and provide useful information 
about the macromixing performance of the system; it gives no details at a molecular level 
(micromixing). 
For residence time measurements, an inert tracer is injected at the inlet of the reactor, and the 
tracer concentration is measured at the outlet.  
The injection is carried out in a standardized way to allow easy interpretation of the results, 
the two most used methods are pulse and step input. 
The mathematical expression of E(t) is: 
 
0
( ) 1E t dt

  (1.2) 
 
and in the case of an impulse tracer introduction it assumes the form: 
 
0
( )
( )
( )
c t
E t
c t dt



 
(1.3) 
 
where: 
 
( )c t   Concentration as function of time 
 
This procedure is normally used for fluids (and for particles) especially in the laboratory 
practice, because there is no easy way to track the residence time of every single particle that 
transits throughout the system.  
However, the simulation of the mixing process enables tracking the residence time of a large 
number of particles individually and hence it is possible to leave the classical procedure in 
favor of the new UDL.   
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1.3.2.1 Logic of the new RTD plugin 
The new UDL has a precise scope: define a property (incidentally called residence time) able 
to track and register the time spent by each particle into the blender. 
The birth of this property started with the definition of a control volume into which to track 
the residence time.  
The obvious choice was the blender internal volume effectively used for the mixing, figure 
1.12. 
 
 
Figure 1.12 Control volume used for calculating the RTD 
It is then a straightforward decision to start the time tracking when a particle enters the control 
volume and to stop it as soon as that particle goes out.   
The time update into the blender is made taking advantage of the DEM basic principle, i.e. 
that the position of every particle is updated each simulation timestep (see §2.1).  
Thus, the residence time is incremented after every elapsed timestep until the particle crosses 
the defined outlet boundary of the control volume. 
Once the particle has crossed that border the residence time tracking is stopped and the value 
stored. 
The entire procedure can be resumed as follows: 
1. Particle i enters the inlet boundary at time t, the residence time of the particle is 0. 
2. After one timestep dt the residence time is updated and hence it is equal to 0+dt. 
3. As another timestep is elapsed the residence time is again updated, hence its value is 
equal to 2dt. 
4. The procedure is repeated at each timestep. 
5. Particle i crosses the outlet boundary after n×dt timesteps; the tracking is stopped and 
the residence time is stored with the value t’= n×dt. 
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Graphically this could be represented as: 
 
 
Figure 1.13 Conceptual representation of the logic of the RTD plugin 
Since the API particles are of main interest it was decided to apply the residence time 
property only to them; this decision allow also to save computational power and time, because 
the API particles are fewer in number with  respect to the excipient ones.  
Before applying the plugin to the full blender case, it was tested on a simple test case. 
1.3.2.2 Test Case of the RTD Plugin Property 
The test case is based on a simple geometry (fig. 1.14); it was selected to gather a quick 
understanding of the behavior of the particles and to avoid long simulation time. 
Two particle factories (API & excipient), and a “control volume” are highlighted in the figure.  
It is easily noticed that the particle factories cover different areas, their position were 
purposely chosen to easily see any eventual difference in the behavior between the two 
particles types. The control volume is a virtual geometry whose scope is to clearly evidence 
the “inlet boundary”, coinciding with the upper surface of the cube, and the “outlet 
boundary”, represented by the downward surface. 
The residence time is registered only for the API; moreover these particles were modeled with 
a smaller radius to easier distinguish them from the excipient. 
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Figure 1.14 RTD test case 
 
In figure 1.15 a-b is possible to see two representative screenshots from the simulation. The 
residence time is represented according to the scale in the figure; if the particles are white the 
residence time is 0. 
The intensity of the red coloration, that represent the residence time, correctly increases with 
the increasing of the time that the particles spend in the control volume. 
Once the particles go out from the volume no further change in the color can be noticed. 
It can be noted also that the excipient particles remain white during the whole staying into the 
control volume, meaning that the residence time property effectively does not apply to them. 
 
 
a) 
 
b) 
Figure 1.15 a) beginning of time tracking b) end of time tracking 
 
Additionally, Fig. 1.15a shows that the time start to be effectively counted once the particles 
enter the control volume; while fig. 1.15b shows that the time tracking is stopped after the 
outlet boundary as desired (the particles are no more colored).  
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The collected data are then exported to Matlab and a histogram of the residence time 
distribution is created. 
1.3.3 Mean Residence Time 
The mean residence time (τ) express the average time that the particles spends in the blender.  
While τ gives less information than the RTD, it is still a very useful index and in fact gives an 
easy and quick comparison between different alternatives.  
It is obtained from the RTD distribution function via a fitting. 
The latter is made using different known distributions (e.g. normal, logistic …); the one that 
give the best fit is chosen and the parameters (including τ) are extracted. 
The mean residence time would also be a useful parameter for expressing the shear exerted by 
the powder as number of blade passes (Np), i.e.: 
 
pN     (1.4) 
 
Where: 
 
   Rotational rate of the impeller 
 
pN  is an important property, inasmuch depending on the amount of applied shear the powder 
could present marked different behavior. 
Hence, depending on the powder characteristics (e.g. cohesive powders vs free flowing 
powders) and on the desired product characteristics, the shear required could vary 
enormously.  
Since the impeller is responsible of the shear transfer, being able of knowing in advance the 
amount of shear imparted  could be important for the choice of the more suitable type to use 
(e.g. forward configuration vs alternate configuration). 
 
 
1.3.4 Relative Standard Deviation 
The RSD of the concentration (RSDmix in the prosecution of the chapter) over a set of samples  
n is defined as: 
 
2
1
( )
1
n
i av
i
mix
av
x x
n
RSD
x





 
(1.5) 
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where: 
 
ix  Concentration of the sample i 
avx  Average concentration over all the samples 
The RSDmix can be used as an important indicator of the homogeneity of the mixing. In the 
pharmaceutical industry, the acceptance of a good blend is often based on the RSD of the 
concentration of the component of interest in the blend, i.e. the active pharmaceutical 
ingredient [7]. 
Low values of the RSDmix  means that the concentration of the individual samples is close to 
the mean, that is, there is less variability between the samples, and hence this means a better 
blend uniformity.  
The RSDmix is strongly related to the scale of scrutiny, since generally the quality of the 
mixing strongly depends on the sample size used when measuring it.  
Hence it is reasonable to take the amount of powder that is then used in the tabletting or 
similar operations. This amount of powder normally corresponds to that of the unit dose a 
patient may receive, which in the end is the quantity that has to be uniform [1]. 
Also in this case was necessary to write a new UDL. 
1.3.5 RSD Plugin Property 
The procedure used to implement the new UDL is similar to the laboratory one, in which is 
very important that the sampling is made at the scale of scrutiny [1]. 
The idea was therefore to place a certain number of bins at the outlet of the blender (figure 
1.16) and take samples in each of them. After that, calculate the RSDmix in each bin and 
obtain the RSDmix over the entire control surface as average. 
 
 
Figure 1.16 Bins at the outlet of the blender, highlighted in red 
The mass of every sample taken is equal to the scale of scrutiny and can be adjusted 
according to the case. 
In this work, a value of 500 mg was used, which is common for tablets. 
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From equation 1.5, it can be inferred that the data needed for the RSDmix calculation are the 
API concentration and the number of samples.  
The API concentration in one tablet can be expressed as: 
 
API
API
API EXC
m
c
m m


 (1.6) 
  
where: 
 
APIc  Concentration of the API 
EXCm , APIm  Mass of excipient and API 
API EXCm m  Total mass, equal to the scale of scrutiny 
 
It is therefore clear that the data to be collected from the simulation are simply the mass of 
API and the mass of excipient. 
In other words, the plugin should count the mass of the particles that transit into each bin until 
the mass corresponding to the scale of scrutiny is reached; once this value is reached the 
counting should stop and the counted value should be written in an output file. At this point 
the data concerning one sample are gathered, and the counting should start for the next 
particles (the next sample).  
The counting is started imposing a boundary geometry condition, as for the RTD. 
To be sure to count effectively all the particles that cross the control surface, the thickness of 
the bin need to be set at least to 2-3 times the maximum size of the particles. 
Resuming the procedure: 
 As soon as a particle enters a bin, its mass is registered.  
 The counting is stopped once the summation of the registered mass of all the particles 
that entered the bin equals the scale of scrutiny imposed. This amount of material 
corresponds to a sample. 
 The gathered information are written out in a file that will be used later to handle the 
data.  
 All the procedure is repeated for each bin and after the collection of every sample (i.e. 
after the scale of scrutiny is reached) 
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Graphically: 
 
 
Figure 1.17 Graphical representation of the logic of the RSD plugin 
 
This UDL allow obtaining the RSDmix for each bin and for the entire control surface. 
Moreover it is possible to track the trend of the concentration at the outlet. The information in 
this latter case is very detailed: the concentration of every single tablet is gathered. 
Additionally it is also possible to investigate for an eventual influence on the outlet 
concentration of the feeding mode. 
The evaluation of the results is made using the criteria established by the Pharmacopoeia, as it 
will be discussed in chapter 4. 
Also the RSD plugin was tested, before the application on the blender case. 
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1.3.5.1 RSD Test Case 
The test case geometry is: 
 
 
 
Figure 1.18 Screenshots of the RSD test case, the bin control volume is highlighted in red 
 
Respect to the RTD test, the bin control surface (highlighted in red) was added at the bottom 
of the control volume. The latter in this case has the purpose to just show better the path 
covered by the particles. 
The bin volume was modeled using different parallelepiped, figure 1.19. 
 
 
Figure 1.19 RSD bins volume 
 
For this test case, the presence of the two particle factories in those positions is fundamental. 
In particular, that positioning allows making some prevision on the result that are expected 
from the test and yield an easier evaluation of the validity of the plugin. 
Basically, what is expected is to obtain a map of the RSDmix, i.e. a lower RSDmix in the central 
area (bins 2, 4, 5, 6, 8) and a higher RSD in the outline region (especially the corners, bins 1, 
3, 7, 9). The lowest RSDmix is expected in bin 5, the central one. 
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In fact, since the API factory is located in the center, the particle flow will be concentrated in 
the central area, leading to a lower RSDmix, while in the other regions the flow will be lower 
and hence will lead to a higher RSDmix. 
What was obtained is resumed in table 1.3: 
 
Table 1.3 RSDmix data from the test case 
Bin RSDmix 
1 1.418 
2 0.519 
3 1.476 
4 0.444 
5 0.185 
6 0.492 
7 1.538 
8 0.467 
9 1.384 
Average RSDmix 0.880 
 
It can be seen that the result is as expected.  
In another test, it was confirmed that all particles are counted. A fixed number of particles 
(e.g. 100) were imposed in the particle factory, since the mass of the particle is known it is 
possible to calculate the theoretical total mass flowing into the system. Then the actual total 
mass flow was calculated from the simulation, and a comparison between the two values was 
made. The result obtained was the equality between the mass flows, hence a correct account 
of the particles. 
In sum, it can be concluded that the RSD plugin property works correctly. 
1.3.6 VRR 
This parameter in normally used to take account for the feeder variability [8]. The VRR 
shows to which extent the variability in the feed composition can be eliminated within the 
blender.  
In the present work the VRR was actually not used; this mainly because the two powders are 
inserted completely segregated and hence there is no reason to calculate the inlet variance. 
The usefulness of this plugin, however, remains for eventual further investigations. 
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Mathematically, the VRR is: 
 
2
2
in
out
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the variance is defined as: 
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and it is related to the standard deviation following the relationship: 
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The set-up of the plugin was therefore quite straightforward; in fact the data required are the 
same as for the RSDmix, with the only difference that they must be gathered also at the inlet. 
Hence, it was enough to add the same bins control volume of figure 1.19 at the inlet of the 
blender (figure 1.20). 
 
 
Figure 1.20 Bin control volume at the blender inlet for the VRR calculation, also the bin control volume at the 
outlet is represented  
The calculation of the VRR is then made based on the gathered data using a Matlab 
algorithm.  
A high VRR  means that the blender is able to reduce the inlet variability to a great extent, 
while a low value means that the blender presents poor smoothing capabilities. 
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The test case that was used for validate the property is: 
 
 
Figure 1.21 Bins control volume for the VRR test case, highlighted in yellow 
 
The main difference with the previous cases is, obviously, the addition of another bin control 
volume (exactly as the one for the RSD) at the “inlet”. 
1.4 Particle Feeding 
It is known that continuous blenders act as low pass filters allowing the low-frequency 
fluctuations from the feeder to pass through [7]. In this work, one of the aspects that were 
investigated is precisely the behavior of the system when the feeding is not constant but is 
oscillating in some way. 
It is expected that the oscillations due to the non-continuous feeding of API in the inlet are 
smoothed out at the outlet, and it is of great interest to know whether the mixer is able to 
completely compensate the fluctuations. 
The feeding modes were created via a UDL (a custom particle factory) in EDEM. 
The custom particle factory has to fulfill some specifications: 
 Particles need to be created inside a given space. 
 The particles has to be fed to the system at defined time intervals  
 The average mass flow rate has to be a specified value, to guarantee the correct 
feeding rate. 
Two types of feeding were modeled: 
 A “sinusoidal” feeding 
 A “pulse” feeding 
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1.4.1 Sinusoidal feeding 
This feeding mode was modeled using a sin function: 
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Where: 
 
A   Amplitude of the sin function 
,API avn   Average number of particles desired to guarantee the correct flow rate 
part
s
n   
Number of particles produced every second 
timestep   Interval time at which the particles have to be produced 
part
timestep
n   
Number of particles produced every time step 
 
The variation is made starting from the target flow rate (
,API avn  ), to ensure that the average 
flow is as desired.  
The amplitude and the period can be set. The model was tested in the same test case geometry 
of the RTD, but only with the API particle factory activated. From this simulation, a plot 
representing the number of particles created vs. time was drawn (figure 1.22). 
In that case the timestep for the production of the particles was 0.5s, the amplitude equal to 2, 
,API avn  equal to 4. 
The sin law produce a non-integer number of particles for certain instants of time, but it is 
obviously not possible to produce them as fractions. 
Accordingly to this fact, in the code was specified to round eventual fractional numbers to the 
nearest integer, thus allowing the correct production of particles.  
Observing the figure it is clear how the particle factory follows the targeted sine law behavior. 
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Figure 1.22 Plot of sinusoidal feeding 
1.4.2 Pulse feeding 
As reported in §1.4, it is known that the system is able to smooth out quite easily high 
frequency fluctuations. Therefore, to better investigate the response of the blender, the choice 
to insert oscillation with a low frequency, e.g. one insertion every 15-20 seconds, was made. 
However, it was still necessary to guarantee the correct average flow rate per second, a 
request that would have been difficult to satisfy using a short time window for the insertion of 
the particles.  
To give some numbers (e.g. for a 45kg/h feeding rate), using a one second window it would 
have been necessary to introduce 4200 particles/s, far over the physical capacity of the 
particle factory. 
To overcome the issue, the time of the insertion window was extended and a time-step 
internal to that window was inserted. 
The algorithm consists of these steps: 
 Particles are fed each time step dt for a defined period of time t  
 After time t, the particle creation is stopped  
 For a time t’ no particles are created 
 After t’ the cycle is repeated 
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Graphically this could be represented as: 
 
 
Figure 1.23 Graphical representation of the logic of the “pulse” particle factory 
 
For example, suppose that in t+t’=20s the required number of particles is 4200. If they are fed 
over t=5s, it is necessary to feed 840part/s; if this amount is again split into dt=0.1s insertions 
the final result is a feeding of 84 particles every 0.1s (for a total feeding time of 5s). 
This solution is compatible with the particle factory capacity. 
The property was tested in the test case and a plot representing the number of particles created 
vs. time was drawn. 
The figure represents the 15kg/h feeding: 
 
 
Figure 1.24 Plot of the pulse feeding mode 
From the analysis of the graph, it is possible to conclude that the UDL works as desired. 
 
 
 Chapter 2 
DEM Simulations 
In the previous chapter, all the preliminary inputs to define the DEM simulation were given. 
In this chapter, the DEM method itself is described. 
2.1 The discrete element method (DEM) 
DEM is a common computational method for studying and calculating properties of granular 
assemblies; it simulates the individual motion of each particle, posing a special attention on 
collisions. The basic idea is to calculate the trajectory of each particle i into the system, taking 
into account all the forces acting on them. If all these forces if  are known, the problem is 
reduced to the integration of Newton´s equation of motion for the translational and rotational 
degrees of freedom[9]. 
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where:  
 
im  Mass of particle i 
ix   Coordinates of center of mass 
,tot iF   Total force acting on particle i 
L   Angular momentum  
iI   Moment of inertia 
iω   Angular velocity 
iT   Total momentum (torque) 
t  Timestep 
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The current state of all particles is updated after every time step (time driven method). 
In the mixing contest, the total force acting on particle i is[10]: 
 
, , , ,tot i hydr i nonhydr i contact i  F F F F  (2.4) 
 
, , ,contact i contact i j
j ì
F F  (2.5) 
 
( , ,...)hydr g drag buoy air liq  F F F F  (2.6) 
 
For the evaluation of contactF  a model is required. 
nonHydrF  is typical for cohesive systems or systems in which colloidal and capillary forces plays 
an important role. 
2.2 Time Step  
One of the fundamentals in DEM is the calculation of the simulation time step, since it is the 
parameter that allows obtaining of consistent and realistic results.  
Sufficiently short time step ensure stability of the system, while a choice of a too long one 
would probably lead to non-physical results. 
The selection is based on the concept of Rayleigh wave, which is the form of the disturbance 
that propagates along the surface of a solid in a granular system during the motion of the 
particles.  
The simulation time step is a part of the Rayleigh time, which is taken by the energy wave to 
cross the smallest element in the particulate system [11].  
As already mentioned, the value chosen has to be little, to allow that disturbance of particles 
motion propagates only to the nearest neighbor; it should also be smaller than the critical time 
increment calculated from theory. 
The latter is usually estimated based on the natural frequency in a linear spring system: 
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where: 
 
K   Effective stiffness 
f   Factor 
f   f (packing, n° of contact, property of particles) 
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Velocity and acceleration are assumed constant during the timestep. 
In EDEM it is recommended to use a time step of  0.2TR, where TR is [12]:  
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where: 
 
R   Particle radius 
  Particle density 
G   Shear modulus 
   Poisson´s ratio 
 
In this work, a timestep of 54 10  s was chosen, based on [13]. 
2.3 Contact Models 
As said in §2.1, for contactF  a model is required. There are two main categories of contact 
models [5]: 
 Molecular dynamics (continuous potential based contact force model): it 
considers long range attractive/repulsive forces even when particles may not be in 
physical contact 
 Non continuous contact force model: non zero contact forces only if the particles are 
in contact with each other.  
Here only the Hertz-Mindlin (no slip) model is described, because is the one used in the 
simulations. 
2.3.1 Hertz-Mindlin (no Slip) Contact Model 
This model is the default model used in EDEM. Many authors showed that using this model 
assure good agreement with experimental studies involving bladed mixers [5][14]. 
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The main characteristics of this model are: 
 The normal force component is based on Hertzian Contact Theory and the tangential 
force on the Mindlin-Deresiewicz one (no-slip solution, i.e. the tangential force is 
calculated without considering micro-slip phenomena [15]). 
 Both normal and tangential forces have damping components where the damping 
coefficient is related to the coefficient of restitution. 
 The tangential friction force follows the coulomb law of friction model. 
 The rolling friction is implemented as the contact independent directional constant 
torque model. 
Recalling the expression for the contact force: 
 
, , , , , , , ,cont i j cont i j n cont i j t F F F  (2.9) 
 
The general expressions for normal and tangential forces can be expressed as follows[16]: 
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Where: 
 
,n t
    Component of a small overlap between contacting particles 
` `t,n    Rate of deformation 
,n tC C   Damping coefficients 
,    Parameters 
n nC  , t tC   
Dissipative forces
 
n nK
 , t tK
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Repulsion forces
 
nF  Normal force 
tF  Tangential (shear) force 
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The forces acting in the contact between two particles can be graphically represented as in 
figure 2.1:  
 
 
Figure 2.1 Graphical representation of the forces acting between two particles 
Going into more details for what is concerning the normal and tangential forces of the Hertz-
Mindlin (no slip) model[17], nF  is a function of normal overlap (rate of deformation) n :  
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Where: 
 
EffE  Equivalent Young´s modulus of two colliding entities 
EffR  Effective radius 
 
The damping force nC  is given by: 
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with: 
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and 
 
2n Eff Eff nS E R 
 
(2.19) 
 
where: 
 
  Coefficient of restitution 
nS  Normal stiffness 
rel
nv  Normal component of the relative velocity 
m  Equivalent mass 
 
Two spherical particles i and j, with radii ia  and ja , respectively, interact only if they are in 
contact so that their overlap: 
 
( ) ( )n i j i ja a     r r n  (2.20) 
 
is positive (δ > 0), with the unit vector defined as: 
 
( )i j
ij
i j

 

r r
n n
r r
 (2.21) 
 
Pointing from j to i. 
This can be graphically resumed as in figure 2.2. 
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Figure 2.2 Representation of the particle – particle overlap 
The coefficient of restitution quantifies the ratio of relative velocities after and before the 
collision, it is defined as[9]: 
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This model gives a constant coefficient of restitution, independent of impact velocities.  
The tangential contact force also consists of elastic and damping components, depending from 
the tangential overlap and the tangential stiffness. 
The tangential force is calculated (following Mindlin-Deresiewicz) as: 
 
t t tK  F  (2.23) 
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where: 
 
EffG  Effective shear modulus 
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The tangential damping coefficient is given by: 
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The tangential displacement 
t  is calculated by time integrating the relative velocity of 
tangential impact trelv  between two colliding entities (particle-particle or particle-wall). 
 
t
t reldt   v  (2.27) 
 
The relative velocity at the point of contact between two entities having velocity vi and vj is 
calculated by resolving the relative velocity ( )i jv v  along the tangential direction (with a 
unit vector ˆtn  ) and adding the effect of angular velocities. 
 
 t t trel i j i i j jn n          v v v ω R ω R  (2.28) 
 
iR  and jR  denote the location of the contact point with respect to the centers of the particles 
i and j. 
A limit on the tangential force is imposed following the Coulomb law of friction: 
 
t s n nKF F  (2.29) 
 
where: 
 
s  Friction coefficient 
 
If in the simulation the tangential force obtained from tF  exceeds the Coulomb limit for any 
pair interaction, the slip is accounted for by resetting the tangential displacement to: 
 
t t tK F  (2.30) 
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For simulations in which rolling friction is important, this is accounted for by applying a 
torque to the contact surfaces[17]. 
 
i i n i iF R     (2.31) 
 
with: 
 
t   Coefficient of rolling friction 
iR   Distance of the contact point from the center of mass 
i   Unit angular velocity vector of the object at the contact point 
 
In figure 2.3 it is schematically resumed how the calculation loop used from EDEM works 
[18]: 
 
 
Figure 2.3 Calculation loop of EDEM 
 
 Chapter 3 
Simulation  
In this chapter a description of the simulation setup and the discussion of the parameters to be 
simulated are given. 
3.1 Simulations Parameters 
To run the simulations, it is necessary to define a certain set of parameters which describes 
the materials physical properties and define the interactions between the particles. 
The parameters used in the simulations are resumed in table 3.1: 
 
Table 3.1 Resume of the simulation properties 
Particle properties Shear modulus 1×10
+6 
Pa
 
 Poisson’s ratio 0.25 
 Density 1500 kg/m
3 
 Diameter 2 mm 
 Normal size distribution with SD  0.2 
Particle-particle interactions Coefficient of static friction 0.5 
 Coefficient of rolling friction 0.01 
 Coefficient of restitution 0.1 
Blender walls & impeller Material Steel 
 Shear modulus 80 GPa 
 Density 7800 kg/m
3
 
 Poisson´s ratio 0.29 
Part-wall & part-impeller interactions Coefficient of static friction 0.5 
 Coefficient of rolling friction 0.01 
 Coefficient of restitution 0.1 
Simulation timestep  4e-05 s 
 
Most of these parameters are taken from [13]. The simulation timestep and the shear modulus 
were set to a different value compared to [13] to obtain a faster simulation. In particular the 
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timestep was set to a higher value respect to the original one equal to  2.17e-05 s while the 
shear modulus was reduced respect to the original value equal to 2e+06 N/m
2
. 
3.2 Choice of the simulation to perform 
To obtain a deep and broad understanding of the effect of a non-constant feeding mode on the 
mixing, simulations using different operational condition (i.e. rotational rate, feeding rate, 
feeding mode) and different design configurations (i.e. impeller type)  should be performed. 
A minimal simulation plan for the forward configuration could be: 
 
Table 3.2 Forward configuration simulations 
Configuration Forward 
Feeding mode Step 
Period of the step 20 s 
Duration of the particle insertion 5 s 
Particle timestep 0.1 s 
Total feeding flow rate 15 kg/h 
API % 11.5 
Excipient flow rate 13.5 kg/h 
API flow rate 1.5 kg/h 
Rotational rate 40, 240 rpm 
 
while, for the alternate configuration: 
 
Table 3.3 Alternate configuration simulations 
Configuration Alternate 
Feeding mode Step 
Period of the step 20 s 
Duration of the particle insertion 5 s 
Particle timestep 0.1 s 
Total feeding flow rate 15 kg/h 
API % 11.5 
Excipient flow rate 13.5 kg/h 
API flow rate 1.5 kg/h 
Rotational rate 40, 240 rpm 
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However, in the fastest case, a complete simulation takes 6 weeks on a computer using 
openSUSE 11.4 as operating system, CPU 6-core Intel(R) Core(TM) i7 CPU 940 @ 2.93GHz 
and having 12 GB of RAM.  
Hence, for that minimal set of 4 simulations the time needed would have been 24 weeks. 
Accordingly, only one complete simulation was performed; the results are reported and 
discussed in chapter 4. 
The simulation performed is: 
 
Table 3.4 Parameters of the performed simulation 
Configuration Forward 
Feeding mode Pulse 
Period of the pulse 20 s 
Duration of the particle insertion 5 s 
Particle timestep 0.1 s 
Total feeding flow rate 15 kg/h 
API % w/w 11.5 
Excipient flow rate 13.5 kg/h 
API flow rate 1.5 kg/h 
Rotational rate 40 rpm 
 
3.2.1 Additional considerations on the feeding rate 
In the particle factory UDL, the particles are created with normally distributed radius size. 
The distribution is truncated at μ-3σ and μ+3σ to avoid the extreme tails of the Gaussian 
curve and thus a too broad size range. As a consequence, the corresponding distribution by 
mass did not follow a symmetric normal distribution, but was a positive skewed one (figure 
3.1).  
Hence the expected percentage of API fed is slightly different from the expected value, and 
instead feeding the 10% of API what was actually fed is ≃ 11.5%; obviously this percentage 
is computed in every pulse fed to the system. 
A test case simulation was set up to confirm the plugin was behaving as expected. The 
particle per each insertion were counted and analyzed. The analysis confirmed that the 
number of particles inserted was exactly as planned; therefore the different average mass per 
particle (7 mg instead of 6 mg) caused a different flow rate, namely ≃ 1.5 percentage points 
more.  
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A different percentage of API in the feeding needs to be considered in the analysis of the 
concentration at the outlet, in particular the original label claim of 10% should be modified to 
11.5%. 
 
 
Figure 3.1 Particle mass distribution 
3.3 Run of the simulation 
The simulation was started and then run until the steady state was reached. This happened at 
approximately 200s of simulation time. At this point, the RTD plugin was activated and the 
simulation run until the RTD distribution showed a satisfactory shape to indicate that a 
significant amount of the tracked particle are out of the defined domain. Last, the RSD plugin 
was started and the related data collected. 
 
 Chapter 4 
Results & Discussions 
Here the data extracted from the simulations and the related plots are discussed. 
4.1 Post Processing 
The post processing is one of the most important steps since it gives the interpretation and 
correlation of the collected data. All the results and the reasoning that will be made in the 
chapter are related to the performed simulation; the table resuming all the parameters is 
reported again here. 
 
Table 4.1 Parameters of the performed simulation 
Configuration Forward 
Feeding mode Step 
Period of the pulse 20 s 
Duration of the particle insertion 5 s 
Particle timestep 0.1 s 
Total feeding flow rate 15 kg/h 
API % 11.5 
Excipient flow rate 13.5 kg/h 
API flow rate 1.5 kg/h 
Rotational rate 40 rpm 
 
4.2 RTD Data 
The data coming from the RTD plugin are in the form of a large number of discrete times; in 
order to furnish a description of the residence time they need to be summarized. The best way 
to elaborate them is through a histogram. 
The result is shown in Fig. 4.1. 
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Figure 4.1 RTD from the simulation data, flow rate 15kg/h - 40rpm impeller speed, forward configuration of the 
impeller 
 
The height of each bin of the histogram shows the number of particles that it contains, and 
hence represents the probability to find a certain number of particles with the given residence 
time. 
The first information that can be extracted from the analysis of the figure are: 
 The range of the distribution is ≃160s 
 The shape of the distribution is similar to a Gaussian one 
 Especially on the right side, some evident fluctuations are visible 
 The frequency of those fluctuations is regular (≃15-20s) and similar to the frequency 
of insertion of the powder  
The right side of the histogram could appear slightly cut, it is likely that prolonging the 
simulation provides additional data points there.  
In order to obtain an equation able to describe the histogram, and hence to obtain the mean 
residence time τ (equal to the mean of the distribution) and the standard deviation, different 
known distribution function were fitted to the data (Fig. 4.2).  
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Figure 4.2 Fitting different distributions to the RTD data 
 
The function that gives the best fit is the generalized extreme value one: 
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However, it presents a complicated mathematical form that discourages its use. It is therefore 
easier to use the normal distribution equation that has less degrees of freedom but still offers a 
good fit capability, as can be seen in figure 4.2. 
The equation is 
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The resulting mean residence time (μ = τ) and standard deviation (σ) of the distribution when 
fitting equation 4.1 and 4.2 to the data, are shown in table 4.2: 
 
Table 4.2 Values of mean and standard deviation from the normal and generalized extreme value distribution 
equations used to fit the RTD distribution 
 Normal Generalized Extreme Value 
τ 128 s 118 s 
σ 30 s 30 s 
 
These information by themselves are not capable of giving complete indications about the 
mixing characteristics and the possible origin of the fluctuations.  
Therefore, to answer to the still open questions and to formulate a more complete and 
coherent evaluation, an additional investigation was made. 
4.2.1 Understanding of the fluctuations and further analysis on the 
residence time 
In order to perform the investigation on the RTD fluctuations the mixer was divided along the 
axial direction into six identical portions. In this way six bins to be used as control volumes 
during the analysis were obtained, as depicted in figure 4.3. 
The purpose of the bin group is to closely follow the powder in its path through the blender. 
The residence time of the API particles is gathered in each single volume, before and after 
every pulse of powder fed. Additionally also the number of particles in each bin is gathered, 
in order to calculate a Peclet number able to give an insight to the mixing behavior. 
In sum, three different analyses were performed: 
 Calculation of the residence time as function of space at fixed time 
 Calculation of Peclet number as function of the position in the blender 
 Calculation of the residence time as function of time in fixed space  
4.2.1.2 Residence time as function of space at fixed time 
The results are reported in figure 4.5. 
From the entire data-set, the one reported in the figure is concerning time t=340s; this 
snapshot is chosen as representative, because it “contains” all the ten powder insertions 
monitored in the simulation.  
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a) 
 
b) 
Figure 4.3 Bins for the analysis of the fluctuations in the RTD distribution and to better circumstantiate the 
mixing performances a) side view b) view from the outlet 
 
To better explain the representation, bin 1 is taken as example. 
At t=340 s in the bin are present 10 groups of particles having different residence time. Each 
narrow red peak corresponds to a pulse of powder fed.  
As already reported in § 1.4.2, the insertion of the powder to form a complete pulse is done in 
smaller pulses of 0.1 s; it follows that every red peak that appear in fig. 4.5 is the envelope of 
the 0.1 s peaks corrensponding to the smaller insertions.  
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This fact is better explained looking at figure 4.4 that represent the situation after the first 
pulse (done between 140 and 145 s). 
 
 
Figure 4.4 Representations of the powder insertion, t = 160 s 
 
Analyzing now figure 4.5: the first peak on the left is the residence time of the insertion 
performed between 320 and 325s (the last one performed), while the peaks to the right are the 
previous pulses; the height of the peaks is proportional to the number of particles.  
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Figure 4.5 Collection of the residence times in the different bins concerning t=340s  
 
Looking to the right from the first peak, their height decreases, meaning that the powder is 
progressively moving towards the outlet (and hence towards the other bins). 
To better understand how the data gathering work it is worth to look at the following figure: 
 
  
a) b) 
Figure 4.6 a) residence time of the pulses at time 200s, before a new pulse b) residence time of the pulses at time 
206s, right after the end of a new pulse 
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It represents two subsequent instant pictures of the situation inside the blender. Figure a 
depicts the residence time just before a new pulse, while figure b shows the situation at the 
end of the new pulse. It is possible to note the distribution of the particles in the bins and also 
that is easy to recognize the particles coming from a specific pulse because they have a 
specific residence time. 
Looking to the pictures, especially figure 4.5, it is possible to say that: 
 In bin 1 and 2 there is still some powder from the first pulses. Especially in bin 1 
powder from the first 3 pulses is still present also at 340 s while in bin 2 no powder of 
the first 3 pulses is present. 
 The RTD shape in bins 1 and 2 is markedly different to bins 3, 4, 5, 6; the effective 
change happens passing from bin 2 to 3.  
 Bins from 3 to 6 contains powder with different residence times that is coming from 
different feeding pulses; this means that there is mixing between the initially 
segregated pulses. 
 Regarding the fluctuation, the explanation could be hypothesized looking at bin 6 of 
figure 4.5, that can be taken as reference inasmuch it is the one that precedes the 
outlet. Figure 4.5 is an instant picture of the residence time of the powder contained in 
the bin. This image is not exactly what is obtained as RTD because the particles does 
not goes out from the system in “blocks of residence time”, but undertake a dispersion 
that could originate the RTD shape found. In sum, every single peaks undergoes a 
certain degree of dispersion (a smoothing), and this could lead to the final RTD shape. 
This fact could be explained also looking at the quite high value of σ. An influence on 
the RTD shape from the feeding mode can, in any case, be asserted. 
Additionally, it can be seen that there is an “accumulation” of powder in the last part of the 
mixer. This is clear also looking at figure 4.7 (the picture shows only the API particles). 
The reason of this accumulation can be the presence of the weir. Effectively, it causes the API 
powder to accumulate in the last part of the blender. 
The explanation for this behavior can also be searched in the configuration of the impeller. In 
fact the “all forward” configuration imposes to the powder a strong tendency to move toward 
the outlet, without improving the backmixing (apart of the configuration of the last paddle). 
At the same time, however, it can be argued that the presence of the weir (together with the 
configuration of the last paddle) is the most important factor for the backmixing improvement 
inasmuch it force the powder to do a backward route. 
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Figure 4.7 Accumulation of the API powder in the final part of the blender (only the API particles are shown) 
4.2.1.2 Peclet number  
The Peclet number is defined as  
 
 
vx
Pe
D
   (4.3) 
 
Where: 
 
  Velocity 
  Characteristic length of the system 
  Axial dispersion coefficient 
 
Peclet number takes account of the relative importance of a convective flux against a diffusive 
one. 
The velocity was calculated from the time required for a particle to cross the distance of the 
mixer. It takes 60 s to cross the 34.5 cm of the mixer length; velocity therefore is equal to 
0.00575 m/s.  
The axial velocity was considered constant through the mixer because the system is at steady 
state and the impeller should impart the same propulsion to all the powder; therefore the 
velocity in every bin was considered the same.  
Moreover the porosity of the bed can be considered constant because the particles do not 
exhibit a marked difference in size and the impeller contributes to their dispersion. 
The charachteristic length x was taken as the bin length. The convective contribution in the 
mixer is therefore considered as a constant. 
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The axial dispersion coefficient has been calculated according to [19] as:  
 
2x
D
t



  
2m
s
 
 
 
 (4.4) 
Where 
 
t Time 
 
The coordinate x was taken also here as the bin length; the Δt considered was the sample time, 
i.e. the time between the end of one pulse and the beginning of a new one, and it is equal to 
15s. 
The dispersion coefficient defined in that way would be a constant; therefore, to complete its 
definition, also the number of particles (expressed as fraction z) that cross the boundary 
between one bin and the following one was taken into account.  
z is defined as: 
 
15
, ( 1)
, ( )
t
part bin i
t
part bin i
n
z
n


  (4.5) 
 
The definition of D become now: 
 
2x
D z
t



 (4.6) 
 
To allow the calculation of z, the variation of the number of particles in each bin has been 
tracked during the time evolution; this investigation will be referred in the following as 
“number analysis”.  
The results obtained are resumed in table 4.3. 
 
Table 4.3 Fraction of particles crossing the bin boundaries 
  (s) Bin 1 → 2 Bin 2 → 3 Bin 3 → 4 Bin 4 → 5 Bin 5 → 6 
165 - 180 0,571 0,516 0,517 0,430 0,444 
185 - 200 0,463 0,525 0,436 0,437 0,231 
205 - 220 0,438 0,550 0,474 0,384 0,348 
225 - 240 0,513 0,528 0,477 0,402 0,397 
245 -260 0,405 0,573 0,414 0,353 0,191 
265 - 280 0,391 0,548 0,464 0,362 0,361 
285 - 300 0,453 0,540 0,445 0,378 0,365 
305 - 320 0,401 0,550 0,454 0,394 0,274 
325 - 340 0,389 0,557 0,474 0,391 0,378 
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Once the data of fraction were obtained the calculation of the dispersion coefficient was 
performed; the results are: 
 
Table 4.4 Dispersion coefficient from bin to bin  
  (s) Bin 1 → 2 Bin 2 → 3 Bin 3 → 4 Bin 4 → 5 Bin 5 → 6 
165 - 180 0,00219 0,00198 0,00198 0,00165 0,00170 
185 - 200 0,00177 0,00201 0,00167 0,00168 0,00089 
205 - 220 0,00168 0,00211 0,00182 0,00147 0,00133 
225 - 240 0,00197 0,00202 0,00183 0,00154 0,00152 
245 -260 0,00155 0,00220 0,00159 0,00135 0,00073 
265 - 280 0,00150 0,00210 0,00178 0,00139 0,00138 
285 - 300 0,00174 0,00207 0,00171 0,00145 0,00140 
305 - 320 0,00154 0,00211 0,00174 0,00151 0,00105 
325 - 340 0,00149 0,00214 0,00182 0,00150 0,00145 
 
Usage of the collected data and remembering equation 4.3 allows the calculation of the Peclet 
number: 
 
Table  4.5 Peclet number in the different bins 
  (s) Bin 1 → 2 Bin 2 → 3 Bin 3 → 4 Bin 4 → 5 Bin 5 → 6 
165 - 180 0,150 0,166 0,165 0,199 0,193 
185 - 200 0,185 0,163 0,196 0,196 0,370 
205 - 220 0,195 0,155 0,180 0,223 0,246 
225 - 240 0,167 0,162 0,179 0,213 0,215 
245 -260 0,211 0,149 0,207 0,242 0,448 
265 - 280 0,219 0,156 0,184 0,236 0,237 
285 - 300 0,189 0,158 0,192 0,226 0,234 
305 - 320 0,213 0,155 0,188 0,217 0,312 
325 - 340 0,220 0,154 0,180 0,219 0,226 
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Reporting the data of table 4.5 in a plot offer the following results: 
 
 
Figure 4.8 Trend of the Peclet number through the mixer 
 
Showing the data in this form, however, does not allow an easy interpretation of the results. 
Therefore the average Pe number over each bin was calculated and a “dispersion number” ND 
defined as Pe
-1
 and reported in [20] was gathered.  
 
Table 4.6 Average Pe number and dispersion number ND 
 Bin 1 → 2 Bin 2 → 3 Bin 3 → 4 Bin 4 → 5 Bin 5 → 6 
Average Pe 0,194 0,158 0,186 0,219 0,276 
ND 5,149 6,345 5,380 4,568 3,628 
 
Remembering that the “convection contribute” is constant, the dispersion number takes 
account of the variation of the dispersion coefficient inside the mixer; hence, it has the 
capability to show where the efficiency of the mixer in disperding the powder is maximum. 
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Plotting ND against the position in the mixer offer the following result: 
 
Figure 4.9 Trend of the „dispersion number“ (1/Pe),  through the mixer 
 
It is possible to note how the dispersion number shows its higher value in correspondence of 
the transit from bin 2 to 3, and how is then decreasing going towards the outlet. 
The dispersion at the end of the mixer is lower because of the backmixing contribute. 
From the “number analysis” and from the “Peclet analysis” done, it is possible to extract some 
considerations: 
 The powder fed distribute equally in the first two bins, due to the position of the 
particle factory. The maximum in the transport efficiency is met in the transit from bin 
2 to bin 3. 
 As a confirmation of the back mixing taking place in the last part of the mixer 
(approximately in the volume covered by bin 6), the time required to have an amount 
of powder between 1 3  and1 2  of the amount fed is approximately 120 s. In bin 4 and 
5 the amount of powder is instead quite high already after 80 s.  
 The time required to cross the blender is 60 - 80 s for all the pulses. 
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4.2.1.3 Residence time as function of time in fixed space 
Other interesting observations, and the confirmation of some other, can be made plotting the 
variation of the residence time as function of time in fixed space.  
The result is depicted in figures 4.10 and 4.11, regarding respectively bin 5 and 6. 
 
 
Figure 4.10 Variation of the residence time for a fixed bin at different time instants, bin 5 
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Figura 4.11 Variation of the residence time for a fixed bin at different time instants, bin 6 
 
These pictures show the evolution of the profile of the residence times at the elapsing of time. 
It is possible to note how the profile is “moving”.  
Moreover these two snapshots confirm the 2
nd
 and the 3
rd
 considerations done in the previous 
paragraph. 
4.2.2 Summary of the additional analysis 
In sum: 
 Bin 1 present a certain degree of stagnancy 
 The fluctuations in the RTD could be attributable to the feeding mode 
 The mean residence time is high, namely reasonably higher than the period of the 
pulse feeding and higher than the time required by the powder to go from the inlet to 
the last bin before the outlet. This means that the powder has the time to intermingle 
between one pulse and the other. The intermingling between two different pulses can 
also be seen in figure 4.12. 
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 To obtain an effect of the fluctuations on the mixing behavior it would have been 
required that the feeding period of fluctuations was higher than the average residence 
time. 
 The dispersion number shows its maximum in the transition from bin 2 to 3 and is 
decreasing going towards the outlet. 
 The configurations of the weir and of the paddles of the impeller are of fundamental 
importance. 
 The standard deviation is high if compared with the mean residence time; this means 
that there is effectively a good degree of dispersion.  
 
 
Figure 4.12 Intermingling of two different powder pulses, only the API powder is shown 
 
4.3 RSD & Outlet Concentration Data 
The RSD in this case, with only one simulation, cannot bring in its strength as a comparison 
instrument, but is applied here as a powerful statistical tool to give the dispersion of the data 
around the mean. What is actually of fundamental importance is being able to compare the 
data and give a judgment about the quality of the mixing obtained. In this context, also for 
what concerns the outlet concentration, it is important to look at the criteria on uniformity 
imposed by the pharmacopoeia [21]. 
4.3.1 Pharmacopoeia Criteria 
The Pharmacopoeia establishes some practical criteria to judge if the result of a mixing 
operation, i.e. the production of the pharmaceutical product, is satisfying or not. In particular, 
it specifies the limit that a certain tablet, pill, exc. needs to respect to be considered sure for 
human health and hence be commercialized. In the present work the production of uncoated 
tablets is assumed, for them the criteria is expressed as percentage of the label claim. 
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There are different methodologies to assess the concentration, depending on the total weight 
of the tablet and of their content of API. 
For tablets, [21] reports: 
 
Table 4.7 Application of Content Uniformity (CU) and Weight Variation (WV) Test for Dosage Forms 
   Dose & Ratio of Drug Substance 
Dosage Form Type Subtype ≥ 25mg & ≥ 25% < 25mg or  < 25% 
Tablets Uncoated  WV CU 
 Coated Film WV CU 
  Others CU CU 
 
The considered case is uncoated tablets, containing less than 25% of API; therefore the 
methodology to be selected is the CU (Content Uniformity). 
The method prescribes the calculation of an acceptance value (AV) to determine the 
uniformity of the dosage unit, generally expressed as: 
 
AV M X k    (4.7) 
 
where: 
 
X  Mean of the individual contents expressed as a percentage of the label claim 
σ Sample standard deviation 
M Reference value 
k Acceptability constant 
 
The reference value M is depending on X  and a parameter T, the target content per dosage 
unit at the time of manufacture, expressed also as percentage of the label claim. 
The value of T is commonly assumed as 100%. 
From [21]: 
 
Table 4.8 Values of M and expressions for the AV 
 
M to be applied when T≤101.5 Reference Value If  98.5%≤  X  ≤ 101.5 % 
M = X  
(AV = kσ) 
  If X  <  98.5% 
M = 98.5% 
(AV = 98.5 - X  + kσ) 
  If X  > 101.5% 
M = 105% 
(AV = X  -101.5 + kσ) 
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Therefore, depending on the value of X , one of the three values for M should be used. 
Accordingly, also the expression of AV needs to be adapted. The maximum allowed 
acceptance value (L1) is equal to 15.0; moreover all the doses tested should lie within the 
range of 85% to 115% of the label claim. If the AV is higher than 15.0, no dosage unit result 
can be less than 
 
 1 (0.01) ( 2)L M    (4.8) 
 
and greater than 
 
 1 (0.01) ( 2)L M    (4.9) 
 
The maximum allowed range for deviation of each dosage unit tested from the calculated 
value of M (L2), is equal to 25. 
The RSD is expressed as: 
 
100
RSD
X

  (4.10) 
 
 
And usually it should be less than or equal to 6.0%. 
4.3.2 Outlet Concentration & RSD Results 
The gathered concentration data are plotted over time in fig. 4.13. 
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Figure 4.13 Outlet API concentration in each tablet vs time  
 
The expected result, the one reported as label claim, is 0.115%, corresponding to 57.5 mg of 
API in each tablet of 500 mg. 
The calculation on the concentration data lead to: 
 
Table 4.9 Resume of the Pharmacopoeia criteria application on the simulation results 
 
X  87.5 
M 98.5 
AV M X k    
 
And hence: 
 
Table 4.10 Resume of the content uniformity results 
 
AV 72.8%  
RSD 35.3% 
σ 30.9 
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The mean value of concentration is close to 0.115, but the AV and the RSD are far over the 
limits for tablets. Consequently, also the range of concentration of the powder is outside the 
85-115% range limit and outside the second limit (that with the value of M in table 4.8 would 
prescribe a range between 73.9 % and 123.1 %). These results say that the tablets quality as 
average is close to the expected result, but as a whole spreads too far to respect the limitations 
imposed. The reasons of this issue are to be searched not in the mixing behavior of the 
blender (that is good), but in the size of the particles (and as a consequence in the number of 
particles that compose a tablet). Actually, the particle size distribution is the most critical 
attribute impacting the uniformity of solid dosage forms. As reported by different authors 
[22]–[24], when a particle represent a significant portion of the dose, the observed potency 
fall outside the desired potency limits. The only way to solve the problem is to reduce the size 
of the drug particles, it is not possible to find a solution acting on the mixing itself. 
Summarizing, the size of the particles should have been less than the one used, then a tablet 
would have been composed by a higher number of particles and as a direct consequence the 
distribution of API particles would have been more uniform and the CU would have probably 
respect the Pharmacopoeia standards. A confirmation of these facts is easily seen collecting 
particles of 3 times the weight (that is correlated with the size) of the previous case, the result 
is in figure 4.14. 
 
 
Figure 4.14 Outlet API concentration in each tablet having 3 times the original mass (i.e. 1500mg) vs time  
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The results in this case are: 
 
Table 4.11 Content uniformity results concerning the tablets of 1500 mg (3 times the mass of the previous case) 
 
AV 51% 
RSD 22.9% 
σ 20 
 
The value of RSD and AV are still too high, but a significant reduction can already be 
noticed.  
 
At this point it is interesting to investigate an eventual influence of the feeding mode. 
4.3.3 Further analysis on concentration 
The first analysis that was performed is a moving average on the data to see eventual regular 
fluctuation that could be correlated to the feeding (figure 4.15). 
 
 
Figure 4.15 Moving average (green line) on the API outlet concentration data 
 
No actual correlation can be found.  
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To see the ability of the mixer in smoothing the concentration fluctuations, some more 
additional bins were inserted into the blender to track the evolution of the concentration. The 
bins volume used are of two types, one as the one in figure 4.3 and the other with 12 bins that 
can be depicted as in figure 4.16. In both cases, in each bin the concentration of the API as a 
function of time is taken. 
Figure 4.17a reports the results of the investigation using 6 bins, while figure 4.17b the results 
concerning the usage of 12 bins. 
 
 
 
 
a) 
 
b) 
Figure 4.16 Geometry of the bin group used for a more detailed investigation about the concentration trend into 
the blender a) side view b) view from the outlet 
 
In the first two bins in figure 4.12a, the concentration fluctuations are evident (and related to 
the period of feeding of the powder), while in the others they are smoothed and tend to 
approximate the desired value of concentration. This is an additional confirmation of a 
different behavior of the first part and the last part of the mixer with the last acting as efficient 
mixing area. The same behavior can be recognized from the more detailed 12 bins volume.  
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a) 
 
b) 
Figure 4.17 Concentration in the bins as function of time, a) 6 bin volume, b) 12 bin volume 
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Another investigation performed is concerning with regards to the position of the powder in 
the bed. 
In this case three bin groups (figure 4.18a) are placed in different positions into the blender, 
namely at the beginning, the middle and the end of the blender; each bin group is in turn 
divided into other 4 bins. The position of the latter was chosen to verify if some kind of API 
segregation was present on some transversal section of the mixer (figure 4.18b). 
The parameter used as reference is the concentration of API, and it is gathered per each bin of 
each bin group. 
 
 
a) 
 
b) 
Figure 4.18 Bins control volume for the investigation concerning eventual segregation in the powder bed  a) 
side view of position of the bin groups, b) position of the bins in the bin group, view from the outlet 
 
The results regarding the first and the last bin groups are reported in the following figure. 
It is easy to notice the sharp difference between the two groups, which confirms the capacity 
of the mixer in smoothing the initial fluctuations in particular while in the bin group 1 the 
periodic addition of API pulses is evident, in bin group 3, such periodic fluctuation has 
disappeared.  
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Moreover it can be noticed that there are no evident differences between the bins belonging to 
the same bin group; therefore no segregation in the powder bed is present. 
In bin group 1 some segregation is present, while in the last one no. This could be due to the 
position of the particle factory of API. The segregation is eliminated in bin group 3, meaning 
that the mixer bed is affected of segregation only in the very beginning part. 
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a) 
 
b) 
Figure 4.19 Concentration trend per bin as function of time a) bin group 1, b) bin group 3 
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In sum, from the discussion above it is possible to extract some interesting considerations: 
 The mixer is able to efficiently smooth out the fluctuations inserted with the feeding 
 The powder bed present segregation only at the very beginning, while at the end ther 
is no evidence of segregations; hence the impeller is able to mix the bed well without 
promoting segregation.  
 The particle size influence heavily the result of the operation from a “pharmaceutical” 
point of view; i.e. the tablets produced are seemingly not of high enough quality. 
4.4 Final Remarks 
From the analysis developed throughout the chapter it is possible to draw some conclusions: 
 The problem in the concentration values at the output are mostly due to the PSD of 
API. 
 There is a certain degree of segregation in the first part of the mixer. This encourages 
the suggestion to use a different design for the impeller for the first part of the mixer. 
 The design of the outlet weir plays a fundamental role in defining the mixing 
performances. 
 The impeller design is of fundamental importance for the mixing, especially 
concerning the first and last part. 
 The feeding mode does not play an important role in the mixing results, but it could be 
the reason for the fluctuations in the RTD. 
 The feeding fluctuations do not have influence on the outlet concentration. 
 The powder tends to accumulate in the last part of the blender. 
 The pulse feeding mode can be used to feed a mixing operation, hence leading to the 
advantages already described in chapter 1. 
Also, some additional design considerations can be made: 
 
 Design of the impeller in the first part, especially in correspondence with the first bin, 
could be modified to improve mixing 
 The design in the last part of the impeller needs to be carefully considered, since it is 
the one that guarantee the higher degree of back mixing 
 Since weir design could considerably change the performances, a careful design or a 
design to allow an easy interchangeability is recommended. 
 The length of the mixer could be a parameter on which to act for an improvement of 
the mixing abilities. 
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 The orientation of the paddles of the blender could be changed to improve the 
backmixing; the alternate configuration could be an effective alternative. A 
configuration with adjustable paddle angle would be a flexible and interesting 
solution. 
 
 
 
 Conclusions 
The initial aims of the thesis were to understand the impact of a non-constant feeding mode 
on the mixing quality in a continuous blender in order to overcome some limitations of the 
LIW feeders. 
The study was carried out following a precise path: 
 Modeling of the geometry 
 Development of the new UDL, of fundamental importance to allow the 
characterization of the mixing quality 
 Test of the new properties 
 Choice and set up of the simulation to be performed  
 Simulation of the process 
 Post processing of the data gathered from the simulation 
 Analysis and discussion of the data in order to furnish the final considerations and 
conclusions 
It can be stated that most of the questions posed at the beginning of the work received an 
answer, with some limitations detailed further down. The results obtained confirm the ability 
of the blender in smoothing the fluctuations and shows that the mixing is satisfactory. 
Therefore, the outlet concentration is not influenced and this demonstrates that the type of 
feeding tested is suitable for an actual use in the mixing contest. Additionally, some 
circumstantiated design modifications are suggested as a consequence of the final analysis of 
the process.  
There are obviously some limitations. 
The long simulation time due to the high number of particle to be simulated in combination 
with the limited amount of time available for the research extremely hindered the number of 
simulation performed and the possibility to collect a bigger amount of data. As a direct 
consequence, it has been necessary to omit some interesting investigations that were 
originally planned (such as the influence of the sine feeding mode, the variation in the period 
of insertion of the powder, the alternate impeller configuration). 
It is however worth to remark that all the implemented UDL are generally applicable for all 
problems of this sort. Together with the presented setup of the simulation made here, this 
allows proceeding further in the direction of additional investigations.  
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Nevertheless, additional research will be fundamental to deepen the understanding of the 
phenomenon treated here and to better circumstantiate some of the findings of the present 
work, maybe adding some details and avoiding the simplifications assumption used. 
Summarizing, it is believed that this work will be useful for future development in this 
research area and that it constitutes a very good starting point for new simulations concerning 
the (continuous) mixing of powders. 
 
 
 Appendix A 
EDEM Codes 
 
 
 
 
 Nomenclature 
( )c t   Concentration as function of time 
partn  Number of particles 
ix  
Concentration of the sample i 
 
n  
Number of samples 
 
avx  
Average concentration over all the samples 
 
A   Amplitude of the sin function 
,API avn   Average number of particles desired to guarantee the correct flow rate 
part
s
n   
Number of particles produced every second 
timestep   Interval time at which the particles have to be produced 
part
timestep
n   
Number of particles produced every time step 
im  Mass of particle i 
ix   Coordinates of center of mass 
,tot iF   Total force acting on particle i 
L   Angular momentum  
iI   Moment of inertia 
iT   Total momentum (torque) 
t  Timestep 
K  Effective stiffness 
f  Factor 
f  f (packing, n° of contact, property of particles) 
R  Particle radius 
  Particle density 
G  Shear modulus 
  Poisson´s ratio 
,n tC C   Damping coefficients 
n nC  , t tC   
Dissipative forces
 
n nK
 , t tK

 
Repulsion forces
 
nF  Normal force 
tF  Tangential (shear) force 
EffE  Equivalent Young´s modulus of two colliding entities 
EffR  Effective radius 
nS  Normal stiffness 
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rel
nv  Normal component of the relative velocity 
m  Equivalent mass 
EffG  Effective shear modulus 
iR   Distance of the contact point from the center of mass 
 
 
Greek letters 
 
  Rotational rate (rpm) 
iω   Angular velocity 
,n t
    Component of a small overlap between contacting particles 
` `t,n    Rate of deformation 
,    Parameters 
  Coefficient of restitution 
s  Friction coefficient 
t   Coefficient of rolling friction 
i   Unit angular velocity vector of the object at the contact point 
 
 
Acronyms 
 
RTD Residence time distribution 
RSD Relative standard deviation 
VRR Variance Reduction Ratio 
DEM Discrete element method 
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