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Abstract
We ﬁnd an explicit decomposition for the oscillator (Weil) representation restricted to either
member of the reductive dual pair (U (1) , U (2)) in S˜p (4, F ) where F is a p-adic ﬁeld with
p odd.
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1. Introduction and notation
1.1. Introduction
Let F be a local p-adic ﬁeld of odd residual characteristic. Let D be the quater-
nion division algebra over F. In our previous paper, “-Correspondences attached to
(U (1) , U (2)): Unramiﬁed Case”, we parametrized the theta correspondence for the
reductive dual pair (U (1) , U (2)), where U (1) = E1 is the norm one elements group
of E, the unramiﬁed quadratic extension of F contained in D. In this paper we consider
the reductive dual pair (U (1) , U (2)) and parametrize the theta correspondence when
E is a ramiﬁed quadratic extension of F contained in D. In the unramiﬁed case we
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used lattice model to parametrize the theta correspondence. Here we will be using a
self-dual lattice model to parametrize the theta correspondence. Our main results in
this case, when E/F is ramiﬁed are accumulated in the following theorems.
Let  ∈ D◦ with vD () = −n− 1 with n a positive integer, and r =
[
n+1
2
]
, where
[ ] is the greatest integer part function. Let  be a character of D1r . Then there exists
a character  of L1 such that |L1∩D1r = |L1∩D1r , where L1 is norm one elements
group of L = F (). For this  deﬁne
 : L1D1r → C×,

(
e
) =  (e)  ().
Then  is a character of L1D1r . Now for any character of E1(E1[ r+1
2
]), , deﬁne
(,), on St
(

)
, the stabilizer in U (2) of  by
(,) : St
(

)→ C×,
(,)
(
x, 
) =  (x)  ().
Then (,) is a character [15]. Now let:
(,,) = Ind.
(
U (2) , St
(

)
,(,)
)
.
This is a smooth irreducible representations of U (2) [15]. Other notation will be
explained later.
Theorem I. Suppose −1 is square in F. Then
1. All, but one, smooth characters (smooth irreducible representations) of U (1) occur
in the Weil representation (Theorem 5, Corollary 1, Lemma 20 and Theorem 6).
2. All smooth irreducible representations of U (2),  =  (,, 0) whose central
character, , is an extension of some , where  = a2	−2r−1, a ∈ O×, and r is an
integer 1, and 0 is the trivial character of E1, occur in the Weil representation
(Lemmas 21, 22).
3. All smooth irreducible representations of U (2),  =  (−, ¯, ¯) whose central
character, , is an extension of some , where  = a	−2r−1 and a is a non-square
element in O×, and r is an integer 1, occur in the Weil representation (Lemmas 23,
24).
4. Trivial character of U (2) occurs in the Weil representation (Lemma 29).
5. None of other representations of U (2) occur in the Weil representation
(Corollary 2, and this fact that  is a bijection).
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Theorem II. Suppose −1 is not square in F. Then
1. All, but one, smooth characters (smooth irreducible representations) of U (1) occur
in the Weil representation (Theorem 5, Corollary 1, Lemma 20 and Theorem 6).
2. All smooth irreducible representations of U (2),  =  (,, 0) whose central
character, , is an extension of some , where  = a2	−2r−1, a ∈ O×, and r is an
even integer 1, and 0 is the trivial character of E1, occur in the Weil representation
(Lemma 26).
3. All smooth irreducible representations of U (2),  =  (,, 0) whose central
character, , is an extension of some , where  = a	−2r−1, and a is a non-square
element in O×, and r is an odd integer 1, and 0 is the trivial character of E1,
occur in the Weil representation (Lemma 27).
4. All smooth irreducible representations of U (2),  =  (−, ¯, ¯) whose cen-
tral character, , is an extension of some , where  = a	−2r−1 and a is a non-
square element in O×, and r is an even integer 2, occur in the Weil representation
(Lemma 28).
5. All smooth irreducible representations of U (2),  =  (−, ¯, ¯) whose central
character, , is an extension of some , where  = a2	−2r−1 and a is an element in
O×, and r is an odd integer 1, occur in the Weil representation (Lemma 25).
6. Trivial character of U (2) occurs in the Weil representation (Lemma 29).
7. None of other representations of U (2) occur in the Weil representation
(Corollary 3, and this fact that  is a bijection).
1.2. Notation
Let F be a local p-ﬁeld where p is an odd prime integer. Let O = OF be the ring
of integers in F and P = PF be the maximal ideal in O. Let 
 be a generator of P
and let k = O/P be the residue class ﬁeld of F with q being the order of it. Let D be
the quaternion division algebra over F and let E/F be a ramiﬁed quadratic extension
of F contained in D. Let OE , PE and kE be the ring of integers, maximal ideal and
residue class ﬁeld of E, respectively. Let 	 be a uniformizer of D with 	2 = 
 and let
OD , PD and k = OD/PD be the ring of integers, maximal ideal in OD and residue
class ﬁeld of D, respectively.
We may and will choose the unit element  such that 	 = −	, where 2 is a unit
in F and {1, ,	, 	} is a basis of D over F [19]. So for any x ∈ D we can write:
x = x1 + x2+ x3	+ x4	,
where x1, x2, x3, and x4 ∈ F . Let x → x¯ be the involution on D deﬁned as follows:
x¯ = x1 − x2− x3	− x4	
for any x = x1 + x2 + x3	 + x4	 ∈ D. The restriction of this involution to E is
the nontrivial element of the Galois group  (E/F) and it will be denoted again by
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x → x¯. For any integer r, we deﬁne P rD as follows:
P rD =
{
x ∈ D | x = u	r , for some unit u in OD
}
.
We make similar deﬁnitions for P rE and P r in E and F, respectively. The reduced trace
map from D to F is deﬁned by
Tr (x) = x + x¯.
TrE/F and TrD/E are trace maps from E to F and from D to E respectively and they
are deﬁned as
TrE/F (x) = x + x¯ for x ∈ E.
And
TrD/E (a + b) = a, a and b ∈ E.
One can show that
Tr = TrE/F ◦ TrD/E.
The reduced norm map from D to F is denoted by  = D/F and is deﬁned as
 (x) = D/F (x) = xx¯.
We will denote traceless elements in D by D◦ and in E by E◦. For any element x ∈ D,
D (x) will be its order and the orders of elements in E and F will be denoted by E
and F , respectively. The norm one elements groups in D and E are denoted by D1
and E1, respectively. Thus
D1 = {x ∈ D |  (x) = 1 }
and
E1 = {x ∈ E |  (x) = 1 }.
For any positive integer r, D1r and E1r are deﬁned as
D1r =
{
x ∈ D1 ∣∣ x ≡ 1 (modP rD)}
M. Misaghian / Journal of Number Theory 111 (2005) 287–317 291
and
E1r =
{
x ∈ E1 ∣∣ x ≡ 1 (modP rE)}.
The above notations will be ﬁxed through of this paper unless otherwise be speciﬁed.
Also let  be a nontrivial character of F+ with conductor O, i.e. |O is trivial but
∣∣
P−1
is not trivial.
Let  ∈ E◦ be an element with vE () = −n− 1 where n is a positive integer. For
r = [n+12 ], where [ ] is the greatest integer part function. Deﬁne  : E1r → C× by
 (h) = (Tr ( (h− 1))), h ∈ E1r .
Then  is a character of E1r .
2. The Structures of U (1), and U (2)
2.1. The Structure of U (1)
Let W1 = E be a vector space over itself, and deﬁne the Hermitian form, (, )1, on
it as follows:
(x, y)1 = 12xy¯, x, y ∈ E.
Then since any E-isomorphism from E to itself is a scalar, the isometry group of
W1 is U (1) = {a ∈ E |  (a) = 1} = E1. Since U (1) is abelian all its irreducible
representations are one-dimensional (characters) and are parametrized as follows. For
more details and a proof of the following theorem see [13].
Deﬁnition 1. Let r be a nonnegative integer. Let  be a character of E1r . The conductor
of  is the smallest integer n for which ∣∣∣
E1n
is trivial. Sometime we say E1n is the
conductor of .
Lemma 1. Any primitive (q + 1)th root of unity,  say, determines a character of
E1 with the conductor one, and any character of E1 with the conductor one will be
determined by a primitive (q + 1)th root of unity. Note that E1/E11 is a ﬁnite cyclic
group of order q + 1.
Proof. Let  be a primitive (q+1)th root of unity, and let a be a generator of E1/E11 .
Now deﬁne
 : E1/E11 → C×,
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
(
ai
)
= i for any i, 0 iq
 is a character of E1/E11 . Now by inﬂation we can deﬁne it on E1. Conversely, let 
be a character of E1 with conductor E11 and let a be a generator of E1/E11 . Now set
 =  (a). 
Theorem 1. Any irreducible representation of E1 with conductor n, n2 is an exten-
sion of some ,  ∈ E◦ where  is a character of E1r with E () = −n− 1, where
n is a positive integer and r is the positive integer r = [n+12 ]. See [14,13].
2.2. The Structure of U (2)
Let W2 = D viewed as a two-dimensional left vector space over E, then W2 will be
a skew-Hermitian space with the following form:
(x, y)2 = 12TrD/E (	xy¯), x, y ∈ D.
Clearly D1 acts on W2 by right multiplication. We let E1 acts on W2 via  −→ ,
where  −→  is deﬁned in the following Lemma. These two actions do not commute.
In fact, if we deﬁne a semidirect-product D1E1 via
(
1, 1
) (
2, 2
) = (11 (2) , 12).
then D1E1 acts on W2 via
(
, 
)
w =  (w) −1.
It can be proved [2] that one has actually D1E1 = G2. For a proof in our notation
see [15,13].
Now set W = W1⊗E W2. Then W is isomorphic to W2 via a⊗x → ax (Its inverse
is x → 1⊗ x.) Now deﬁne a symplectic form 〈, 〉 on WW2 as follows
〈x, y〉 = 12Tr (	xy¯) , x, y ∈ D.
W with above form is a symplectic space over F . Let Sp (4) = Sp (W,F) be its
symplectic group.
Lemma 2. There exists an imbedding  : E1 → Aut (W),  −→  for  ∈ E1, such
that for any  ∈ E1,  is an E-linear map of W onto the W and for any  ∈ E1, any
 ∈ D1 we have 
(

) ∈ D1 and  (w) =  (w¯) for all w ∈ W.
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Proof. For  ∈ E1 deﬁne  as follows
 : W → W,
 (a) = a and  () =  For all a ∈ E.
Now extend  as an E-linear map to W, it is easy to see that  satisﬁes all lemma
conditions. 
Now let G2 act on W as follows: For any
(
, 
) ∈ G2 and w ∈ W then
(
, 
)
w =  (w) −1.
Then U (2), the imbedded image of G2 in Sp (4) is semidirect product of E1 and D1
via the above action. We will denote it by D1E1. For details see [15,13].
Deﬁnition 2. Let r be a nonnegative integer. Let  be a representation of D1r . Its
conductor is the smallest integer n for which ∣∣∣
D1n
is trivial. Sometime we say D1n is
the conductor of .
For a detailed explanation and proofs of the following theorems and lemma see [13].
Let  ∈ D◦ with vD () = −n−1 with n a positive integer. For r =
[
n+1
2
]
, where [ ]
is the greatest integer part function, we will identify D1r
{
1E1
}
with D1r as a normal
subgroup of U (2).
Lemma 3. Deﬁne  : D1r → C× by
 (h) = (Tr ( (h− 1))), h ∈ D1r .
Then  is a character of D1r with the conductor equal n.
Now let U (2) acts on  via
(
g
)
(h) = 
(
g−1hg
)
for any g = (, ) ∈ U (2) , h ∈ D1r {1E1}D1r . Here g−1 = (¯ (¯) , ¯). With
this action we have g ∈ St () if and only if  (g−1hg) =  (h). We record the
main result of [14] as a theorem for the convenience of the reader. For a proof see
[13,15].
Theorem 2. Let  ∈ D◦ with D () = −n − 1 where n is a positive integer and
r = [n+12 ].
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(1) Let n be even. For any extension  of  and any character  of E1[ r+1
2
] we
associate a character (,) of L1D1rE1[ r+1
2
], the stabilizer of  in U (2),
where L1 is the norm one elements group of the quadratic extension L = F ().
Set:
(,,) = Ind.
(
U (2) , St
(

)
,(,)
)
.
Then (,,) is an irreducible representation of U (2).
(2) Let n and r = [n+12 ] be odd. Again for any extension  of  and any character
 of E1 we associate a character (,) of E1D1r−1E1, the stabilizer of 
in U (2). Set
(,,) = Ind.
(
U (2) , St
(

)
,(,)
)
.
Then (,,) is an irreducible representation of U (2).
(3) Let n be odd but r = [n+12 ] be even. Then for any extension  of  and any
character  of E1 let ′ (,, ) denote the unique irreducible q-dimensional
representation occurring in
Ind.
(
E1D1r−1E1, E1D1rE1,(,)
)
with multiplicity one, where (,) is a character of E1D1rE1 associated to
 and  in an obvious manner. Set:
(,,) = Ind.
(
U (2) , St
(

)
,′
(
,, 
))
.
Then (,,) is an irreducible representation of U (2).
All characters (one-dimensional representations) of U (2) are given by the following
theorem.
Theorem 3. For any character of (D1/D11)q+1,  say and any character  of E1,
 deﬁned on
(
D1/D11
)
E
1 by  (x, e) =  (x) (e) is a character of U (2) and
conversely any character of U (2) is in this form. Here q+1 is the cyclic subgroup of
D1 generated by a primitive (q + 1)th root of 1.
Theorem 4. Any irreducible representation of U (2) either is a character or is one
of those determined by Theorem 2. Further irreducible representations of U (2) enjoy
following equivalencies:
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(1) Any irreducible representations of U (2) determined by Theorem 2, is never equiv-
alent to a character.
(2) Two characters 1,2 of U (2) are equivalent if and only if 1 = 2.
(3) Two irreducible representations 1 = 1
(
1,1, 1
)
, and 2 = 2
(
2,2, 2
)
of
U (2) described by Theorem 2, are equivalent if and only if:
(i) For characters, 1 and 2, 1 = 2.
(ii) If 11 is any irreducible representation of D1 occurring in 1|D1{1}, and
22 is any irreducible representation of D1 occurring in 2|D1{1}, then
1122 .
3. Self-dual lattice model
Deﬁnition 3. Let L be a lattice in W, a free OF -submodule of maximal rank. Then
recall that
L∗ = {x ∈ W |  (〈x, l〉) = 1 ∀l ∈ L}
is called the dual of L. If L = L∗, L is called a self-dual lattice. For detailed properties
of lattice model see e.g. [16].
Lemma 4. Let L = O + O + O	−1 + O	−1 = P−1D be a lattice in W. Then L∗ =
P−1D = L, i.e. L is a self-dual lattice.
Proof. Let x ∈ L∗, then  (〈x, l〉) = 1,∀l ∈ L. But this is the same as
〈x, l〉 = 12Tr (	x¯l) ∈ O, ∀l ∈ L.
Now since the ramiﬁcation degree of D is 2, so we must have 	x¯l ∈ P−1D ,∀l ∈ L =
P−1D , and from here we get x ∈ P−1D . 
Let L be above self-dual lattice, and set LH = (L× F) /ker . Then LH is a maximal
abelian subgroup in H (W) /ker . Now deﬁne L : LH → C× by L (l, t) =  (t),
for l ∈ L, t ∈ F . Then L is a character of LH . Let Y be the space of all compactly
supported functions on H (W) for which we have
f (lh) = L (l) f (h) ∀l ∈ LH , h ∈ H (W).
Now let
 =  = Ind
(
H (W) ,LH , L
)
be induced representation deﬁned by right translation on Y. Then:
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Proposition 1.  =  is an irreducible unitary inﬁnite-dimensional representation of
H (W) with central character .
Proof. See, for example [16]. 
In the above realization, the functions in Y are determined by their restrictions to
W × {0}, so Y consists of functions f such that
f (w + l) =  ( 12 〈w, l〉) f (w) , for l ∈ L, w ∈ W
and H = H (W) acts on Y as follows
 ((w, t)) f
(
w′
) =  (t) ( 12 〈w′, w〉)f (w + w′)
for w,w′ ∈ W and t ∈ F . Now for each w ∈ W let yw be a function deﬁned as
follows
yw (z) =
{

( 1
2 〈w, z〉
)
, z ∈ w + L,
0, z /∈ w + L
and let SL be a set of coset representatives for W/L, then Y is the set of linear
combinations:
∑
w∈SL
awyw, such that
∑
w∈SL
| aa |2<∞.
Proposition 2. The representation  of G˜ may be chosen so that it restricts to an
actual representations of K = {g ∈ G | gL = L}. In particular,  may be chosen so
that for any yw ∈ Y , and k ∈ K
 (k) yw = ykw.
Proof. See for example [11]. 
Now let M be a sublattice of L, and set
JM =
{
g ∈ G | (g − 1)M∗ ⊂ M}
and
HM =
{
g ∈ G | (g − 1)M∗ ⊂ L}
= {g ∈ G | (g − 1) L ⊂ M}.
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Then HM , and JM are subgroups of G with JM normal in HM with abelian quotient,
and we have:
Proposition 3. If w is in M∗, then
 (h) yw = 
( 1
2 〈hw,w〉
)
yw
for h ∈ HM . In particular, yw is ﬁxed by JM .
4. -correspondence
Lemma 5. Let r > 0 be an integer, and let Mr = P r−1D . Then
(1) M∗r = P−r−1D ,
(2) HMr =
{
g ∈ U (2) | (g − 1)M∗r ⊂ L∗
} = D1r ,
(3) JMr =
{
g ∈ U (2) | (g − 1)M∗r ⊂ M
} = D12r .
Proof. 1. Let m∗ ∈ M∗r . Then for all m ∈ Mr = P r−1D we have
〈
m∗,m
〉 = 12Tr (	m∗m) ∈ O
if and only if 	m∗m ∈ P−1D , or m∗ ∈ P−r−1D , and this implies that m∗ ∈ P−r−1D .
2. Let h ∈ HMr . Then for each m∗ ∈ M∗r , there exists  ∈ OD such that (h− 1)m∗ =
	−1. From here we get h− 1 ∈ P rD and so h ∈ 1+ P rD . But we know that h ∈ U (2)
so  (h) = 1 and this implies that h ∈ D1r . It is obvious that D1r ⊂ HMr so HMr = D1r .
3. Let h ∈ JMr . Then for each m∗ ∈ M∗r , there exists  ∈ OD such that (h− 1)m∗ =
	r . From here we get h− 1 ∈ P 2rD and so h ∈ 1+ P 2rD . But we know that h ∈ U (2)
so  (h) = 1 and this implies that h ∈ D12r . It is obvious that D12r ⊂ JMr so JMr =
D12r . 
Lemma 6. Notation is as above. Let r > 0 be an integer, and let w ∈ P−r−1D . Let
Yr be a subset of Y, the space of , whose elements are supported by M∗r . Then the
following holds:
(1) D12r ﬁxes Yr pointwise.
(2) If f ∈ Yr and h ∈ D1r , then
 (h) f (w) = 
( 1
2 〈hw,w〉
)
f (w) .
(3) yw is an eigenfunction of D1r according to  for some  ∈ OD◦ .
Proof. 1. Since by Lemma 5 JMr = D12r , this part is true by Proposition 3.
2. This also follows from Proposition 3.
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3. By part 2 of this lemma we have
 (h) yw = 
( 1
2 〈hw,w〉
)
yw
now by writing h = 1+ x, with x ∈ P rD we have
1
2 〈hw,w〉 = 12 〈w,w〉 + 12 〈wx,w〉
= 12 〈wx,w〉
= 14Tr (	wxw)
= 14Tr (w	wx)
= Tr (x),
where  = 14w	w, hence we get
 (h) yw =  (h) yw. 
Lemma 7. Notations are as in Lemma 6. yw is an eigenfunction of D1r
{
1E1
}
ac-
cording to  for some  ∈ OD◦ .
Proof. By Lemma 6 part 2, for any
(
, 1
) ∈ D1r {1E1} we have

((
, 1
))
yw = 
( 1
2
〈(
, 1
)
w,w
〉)
yw
= 
(
1
2
〈
w, w
〉)
yw
= 
(
1
4Tr 	w
(
− 1
)
w
)
yw
= 
(
1
4Trw	w
(
¯− 1
))
yw
= 
(
Tr 
(
¯− 1
))
yw
= 
(

)
yw,
where  = − 14w	w. 
Lemma 8. Let w,w′ ∈ W be given. Then Cyw = Cyw′ if and only if w′ − w ∈ L∗.
Proof. If Cyw = Cyw′ then Support (yw) = Support (yw′), so w+L∗ = w′ +L∗ and
this implies that w′ −w ∈ L∗. Conversely, let w′ −w ∈ L∗, So w′ = w + l∗ for some
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l∗ ∈ L∗, from here we get
yw′ (z) = yw+l∗ (z)
=  ( 12 〈w + l∗, z〉)
=  ( 12 〈l∗, z〉)  ( 12 〈w, z〉)
=  ( 12 〈l∗, z〉) yw (z), ∀z ∈ w + L∗
in particular for z = w, from the above we get that yw′ = 
( 1
2
〈
w′, w
〉)
yw. 
Lemma 9. U (2) ⊂ K.
Proof. Let
(
, 
) ∈ U (2), and l = (l1 + l2)	−1 ∈ L, then
(
, 
)
l =  (l) 
=
((
l1 + l2
)
	−1
)

=
((
l1 + l2
)
	−1
)
		−1.
Now one can check that
((
l1 + l2
)
	−1
)
	 ∈ OD , so
(
, 
)
l ∈ L. 
Lemma 10. For any w ∈ P−r−1D , we have
Ew =
{
g ∈ E1 | g−1w ≡ w (modL∗)} = E1r .
Proof. Write g−1 = 1+ x, then g−1w = w+ xw ≡ w (modL∗) if xw ∈ L∗ = P−1D so
x ∈ P rD ∩ E = P rE . 
Lemma 11. Let  ∈ E◦, and let  be a character of some D1r , where r is a positive
integer. Then we have
− = ¯,
where ¯
(

) =  (¯) for any  ∈ D1r .
Proof. Let  ∈ D1r , then by deﬁnition of −, and the facts that Tr
(

) = Tr (¯), and
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Tr (ab) = Tr (ba) we have
−
(

) =  (Tr (− (− 1)))
= 
(
Tr
((
¯− 1
)

))
= 
(
Tr
(

(
¯− 1
)))
= 
(
¯
)
= ¯
(

)
. 
4.1. Occurrence of the representations of U (1)
Case 1. In this part we will ﬁrst consider the case when −1 is square in F×.
Lemma 12. Let  = a2	−2r−1, where a is a unit in O, and r is an odd positive integer.
Let  be any representation of E1 which is an extension of . Then  and ¯ occur
in the Weil representation.
Proof. First set w = a	−r−1. Then w	w¯ = 	ww¯ = . Now deﬁne y,w as follows
y,w =
∑
ĝ∈E1/E1r
¯ (g) yg¯w,
where ĝ = gE1r for some g ∈ E1. We will show y,w is an eigenvector for E1. First
we check that y,w is well deﬁned. To show this let g′ = gh, for some h ∈ E1r . Then
we have
¯
(
g′
)
yg¯′w = ¯ (g) ¯ (h) yh¯g¯w
= ¯ (g) ¯ (h) 
(
h¯
)
yg¯w
= ¯ (g) ¯ (h)  (h) yg¯w
= ¯ (g) yg¯w.
On the other hand by Lemmas 8 and 10 the sets support
(
yg−1w
)
are disjoint each
other when ĝ ∈ E1/E1r so y,w = 0. Now let h ∈ E1 then by Proposition 3 we have
 (h) y,w =
∑
ĝ∈E1/E1r
¯ (g) (h) yg¯w
=
∑
ĝ∈E1/E1r
¯ (g) yhg¯w
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=
∑
ĝ∈E1/E1r
¯
(
gh¯
)
¯ (h) yhg¯w
= ¯ (h)
∑
ĝ∈E1/E1r
¯
(
gh¯
)
yhg¯w
= ¯ (h) y,w.
So ¯ occurs in the Weil representation.
Now let b ∈ O× be such that b2 = −a2 which is possible because −1 is square,
and set w = b	−r−1. Then we have
w	w¯ = b	−r−1	b	−r−1
= b2	−2r−1
= −a2	−2r−1
= −
= 	ww¯.
Now deﬁne
y,w =
∑
ĝ∈E1/E1r
 (g) yg¯w,
where ĝ = gE1r for some g ∈ E1. The same as ﬁrst case one can check that y,w is
well deﬁned and nonzero. Now let h ∈ E1 then by Proposition 3 we have
 (h) y,w =
∑
ĝ∈E1/E1r
 (g) (h) yg¯w
=
∑
ĝ∈E1/E1r
 (g) yhg¯w
=
∑
ĝ∈E1/E1r

(
gh¯
)
 (h) yhg¯w
=  (h)
∑
ĝ∈E1/E1r

(
gh¯
)
yhg¯w
=  (h) y,w.
So  occurs in the Weil representation. 
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Lemma 13. Let  = a2	−2r−1, where a is a unit in O, and r is an even positive
integer. Let  be any representation of E1 which is an extension of . Then  and ¯
occur in the Weil representation.
Proof. Set w = a	−r−1. Then w¯ = −a	−r−1, and w	w¯ = − = 	ww¯. Now deﬁne
y,w =
∑
ĝ∈E1/E1r
 (g) yg¯w.
The same argument as in Lemma 12 shows that y,w is well deﬁned, nonzero, and is
an eigenvector of E1 via  with eigenvalue .
Now again let b ∈ O× be such that b2 = −a2 which is possible because −1 is
square, and set w = b	−r−1. Then one can check that w	w¯ =  = 	ww¯, and the
following vector is a nonzero well-deﬁned eigenvector of E1 via  with eigenvalue
¯:
y,w =
∑
ĝ∈E1/E1r
¯ (g) yg¯w,
where ĝ = gE1r for some g ∈ E1. 
Lemma 14. Let  = a	−2r−1, where a is a nonsquare unit in O, and r is an odd
positive integer. Let  be any representation of E1 which is an extension of . Then
 and ¯ occur in the Weil representation.
Proof. Let  be a generator of the unramiﬁed quadratic extension of F contained in
D for which we have 	 = −	. Now since a, and 2 are not squares in F, and[
O : (O×)2] = 2, it follows that a−2 is square. Let b ∈ O× be an element such that
b2 = a−2, and set w = b	−r−1. Then we have w¯ = −b	−r−1, and from here we
get
w	w¯ = −b	−r−1	b	−r−1
= b22	−2r−1
= a	−2r−1
= 
and
	ww¯ = −	b	−r−1b	−r−1
= −b22	−2r−1
= −a	−2r−1
= −.
M. Misaghian / Journal of Number Theory 111 (2005) 287–317 303
Now deﬁne
y,w =
∑
ĝ∈E1/E1r
¯ (g) yg¯w,
where ĝ = gE1r for some g ∈ E1. Then one can check as before that y,w is nonzero
and well deﬁned. Now let h ∈ E1. By Proposition 3 we have
 (h) y,w =
∑
ĝ∈E1/E1r
¯ (g) (h) yg¯w
=
∑
ĝ∈E1/E1r
¯ (g) yhg¯w
=
∑
ĝ∈E1/E1r
¯
(
gh¯
)
¯ (h) yhg¯w
= ¯ (h)
∑
ĝ∈E1/E1r
¯
(
gh¯
)
yhg¯w
= ¯ (h) y,w
So ¯ occurs.
Now since −1 is square let b ∈ O× be an element such that b2 = −a2, and set
w = b	−r−1. Then we have w¯ = −b	−r−1, and from here we get
w	w¯ = −b	−r−1	b	−r−1
= b22	−2r−1
= −a	−2r−1
= −
and
	ww¯ = −	b	−r−1b	−r−1
= −b22	−2r−1
= a	−2r−1
= .
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Now deﬁne
y,w =
∑
ĝ∈E1/E1r
 (g) yg¯w,
where ĝ = gE1r for some g ∈ E1. With the same argument as in ﬁrst step one can
show that y,w is a well-deﬁned nonzero eigenvector of E1 via  with eigenvalue .
So  occurs in the Weil representation. 
Lemma 15. Let  = a	−2r−1, where a is a nonsquare unit in O, and r is an even
positive integer. Let  be any representation of E1 which is an extension of . Then
 and ¯ occur in the Weil representation.
Proof. Let b ∈ O× be an element such that b2 = a−2, and set w = b	−r−1. Then
we have w¯ = b	−r−1, and from here we get
w	w¯ = b	−r−1	b	−r−1
= −b22	−2r−1
= −a	−2r−1
= −
and
	ww¯ = 	b	−r−1b	−r−1
= b22	−2r−1
= a	−2r−1
= .
Now deﬁne
y,w =
∑
ĝ∈E1/E1r
 (g) yg¯w.
With the same argument as in Lemma 12 one can show that y,w is a well-deﬁned
nonzero eigenvector of E1 via  with eigenvalue . So  occurs in the Weil repre-
sentation.
Now since −1 is square let b ∈ O× be an element such that b2 = −a2, and set
w = b	−r−1. Then we have w¯ = b	−r−1, and from here we get
w	w¯ = b	−r−1	b	−r−1
= −b22	−2r−1
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= a	−2r−1
= 
and
	ww¯ = −	b	−r−1b	−r−1
= b22	−2r−1
= −a	−2r−1
= −.
Now deﬁne
y,w =
∑
ĝ∈E1/E1r
¯ (g) yg¯w,
where ĝ = gE1r for some g ∈ E1. With the same argument as before one can check
that y,w is a well-deﬁned nonzero eigenvector of E1 via  with eigenvalue ¯. So
¯ occurs in the Weil representation. 
Case 2. We now consider the case where −1 is not square.
Lemma 16. Let  = a2	−2r−1, where a is a unit in O, and r is an odd positive integer.
Let  be any representation of E1 which is an extension of , then  and ¯ occur
in the Weil representation.
Proof. First set w = a	−r−1. Then w	w¯ = 	ww¯ = . Now deﬁne y,w as follows
y,w =
∑
ĝ∈E1/E1r
¯ (g) yg¯w,
where ĝ = gE1r for some g ∈ E1. With the same argument as before one can check
that y,w is a well-deﬁned nonzero eigenvector of E1 via  with eigenvalue ¯. So
¯ occurs in the Weil representation.
Since −1 is not square so −−2 is square, where  is as in the proof of Lemma 14.
Let b ∈ O× be such that b2 = −a22, and set w = b	−r−1. Then we have w¯ =
−b	−r−1, and from here we get
w	w¯ = −b	−r−1	b	−r−1
= b22	−2r−1
= −a	−2r−1
= −
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and
	ww¯ = −	b	−r−1b	−r−1
= −b22	−2r−1
= a	−2r−1
= .
Now deﬁne
y,w =
∑
ĝ∈E1/E1r
 (g) yg¯w,
where ĝ = gE1r for some g ∈ E1. The same argument as before shows that y,w is a
well-deﬁned nonzero eigenvector of E1 via  with eigenvalue . So  occurs in the
Weil representation. 
Lemma 17. Let  = a2	−2r−1, where a is a unit in O, and r is an even positive
integer. Let  be any representation of E1 which is an extension of . Then  and ¯
occur in the Weil representation.
Proof. Set w = a	−r−1, then w¯ = −a	−r−1, and w	w¯ = − = 	ww¯. Now deﬁne
y,w =
∑
ĝ∈E1/E1r
 (g) yg¯w,
where ĝ = gE1r for some g ∈ E1. The same argument as before shows that y,w is a
well-deﬁned nonzero eigenvector of E1 via  with eigenvalue . So  occurs in the
Weil representation.
To show that ¯ also occurs let b be as in the proof of Lemma 16, and set w =
b	−r−1. Then we have w¯ = b	−r−1, and from here we get
w	w¯ = b	−r−1	b	−r−1
= −b22	−2r−1
= a	−2r−1
= 
and
	ww¯ = −	b	−r−1b	−r−1
= b22	−2r−1
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= −a	−2r−1
= −.
Now deﬁne
y,w =
∑
ĝ∈E1/E1r
¯ (g) yg¯w,
where ĝ = gE1r for some g ∈ E1. The same argument as before shows that y,w is a
well-deﬁned nonzero eigenvector of E1 via  with eigenvalue ¯. So ¯ occurs in the
Weil representation. 
Lemma 18. Let  = a	−2r−1, where a is a nonsquare unit in O, and r is an odd
positive integer. Let  be any representation of E1 which is an extension of . Then
 and ¯ occur in the Weil representation.
Proof. Since a, and −1 are not squares, and
[
O : (O×)2] = 2, −a is square. Let
b ∈ O× be an element such that b2 = −a, and set w = b	−r−1. Then we have
w¯ = b	−r−1, and from here we get w	w¯ = − = 	ww¯. Now deﬁne
y,w =
∑
ĝ∈E1/E1r
 (g) yg¯w,
where ĝ = gE1r for some g ∈ E1. The same argument as before shows that y,w is a
well-deﬁned nonzero eigenvector of E1 via  with eigenvalue .
To show that ¯ also occurs let b be such that b2 = a−2, and set w = b	−r−1.
Then we have w¯ = −b	−r−1, and from here we get
w	w¯ = −b	−r−1	b	−r−1
= b22	−2r−1
= a	−2r−1
= 
and
	ww¯ = −	b	−r−1b	−r−1
= −b22	−2r−1
= −a	−2r−1
= −.
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Now deﬁne
y,w =
∑
ĝ∈E1/E1r
¯ (g) yg¯w,
where ĝ = gE1r for some g ∈ E1. The same argument as before shows that y,w is a
well-deﬁned nonzero eigenvector of E1 via  with eigenvalue ¯. So ¯ occurs in the
Weil representation. 
Lemma 19. Let  = a	−2r−1, where a is a nonsquare unit in O, and r is an even
positive integer. Let  be any representation of E1 which is an extension of . Then
 and ¯ occur in the Weil representation.
Proof. Let b be a unit in O× such that b2 = −a and set w = b	−r−1. Then we have
w¯ = −b	−r−1, and from here we get w	w¯ =  = 	ww¯. Now deﬁne
y,w =
∑
ĝ∈E1/E1r
¯ (g) yg¯w,
where ĝ = gE1r for some g ∈ E1. The same argument as before shows that y,w is a
well-deﬁned nonzero eigenvector of E1 via  with eigenvalue ¯.
To show that  also occurs let b be such that b2 = a−2, and set w = b	−r−1.
Then we have w¯ = b	−r−1, and from here we get
w	w¯ = b	−r−1	b	−r−1
= −b22	−2r−1
= −a	−2r−1
= −
and
	ww¯ = 	b	−r−1b	−r−1
= b22	−2r−1
= a	−2r−1
= .
Now deﬁne
y,w =
∑
ĝ∈E1/E1r
 (g) yg¯w,
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where ĝ = gE1r for some g ∈ E1. The same argument as before shows that y,w is a
well-deﬁned nonzero eigenvector of E1 via  with eigenvalue . 
Theorem 5. Let  be a character of E1 which is an extension of , where  ∈ E◦
with D () = −2r − 1, r1 an integer. Then both , and ¯ occur in the Weil
representation.
Proof. This is an immediate result of above lemmas. 
Corollary 1. All representations of E1 with the conductor n2 occur in the Weil
representation.
Lemma 20. The trivial character of E1, 0, occurs in the Weil representation.
Proof. For any g ∈ E1 by Proposition 3 we have
 (g) y0 = yg0 = y0
= 0 (g) y0. 
Theorem 6. None of nontrivial characters of E1, with conductor E11 occur in the Weil
representation.
Proof. Let  be a nontrivial character of E1 with the conductor E11 , and suppose 
occurs in Weil representation. Then there is a vector y,
y =
∑
w∈S′L
awyw
with the aw nonzero for which we have
 (h) y =  (h) y ∀h ∈ E1,
where S′L is a ﬁnite subset of SL. Since y is not a multiple of y0, an eigenvector of
E1 according to the trivial character, there must exist a w in the expression that is
deﬁning y with D (w)  − 2. Now let m be the integer deﬁned as follows
m+ 1 = Max. {−D (w) | w ∈ S′L}
then m1. Let h = 1+ x ∈ E1m, where x ∈ PmE then by part 3 of Lemma 6 we have
 (h) y =
∑
w∈S′L
aw (h) yw
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=
∑
w∈S′L
aw (h) yw
=
∑
w∈S′L
aw (h) yw,
where  = − 14w	w¯. Since m1, we have  (h) = 1 but  (h) = 1 because
D (w¯	wx) = 1− 2m− 2+m
= −1−m − 2
and this contradiction completes the proof. 
4.2. Occurrence of the representations of U (2)
Case 1. As before ﬁrst assume −1 is a square in F.
Lemma 21. Let  =  (,, 0) be a representation of U (2) where  = a2	−2r−1, a ∈
O×F , r an odd integer 1, and 0 the trivial character of E1. Then  occurs in the
Weil representation.
Proof. Let b be such that b2 = −a2, and set w = b	−r−1. Then one can check that
w	w¯ = 	ww¯ = −, and for any (,) ∈ E1E1, (,)w = w. Now deﬁne y,w
as follows
y,w =
∑
ĝ∈E1/E1r
 (g) yg−1w,
where ĝ = gE1r , for some g ∈ E1. y,w is well deﬁned because if g′ = gh, for some
h ∈ E1r then by part 3 of Lemma 6, and Lemma 11 and the fact that  =  on E1r
we have

(
g′
)
yg′−1w =  (g) (h) yh−1g−1w
=  (g) (h) −
(
h¯
)
yg−1w
=  (g) (h) ¯ (h) yg−1w
=  (g) yg−1w.
Also by Lemmas 8 and 10 the supports of yg−1w are disjoint from each other when
ĝ ∈ E1/E1r so y,w = 0. Now let
(
,
) ∈ E1D1rE1. Then by part 3 of Lemma 6,
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Lemmas 7 and 9, and Proposition 3 we have

(
,
)
y,w = 
(
, 1
)

(
, 1
)
 (1,) y,w
=
∑
ĝ∈E1/E1r
 (g)
(
, 1
)

(
, 1
)
y(1,)g−1w
=
∑
ĝ∈E1/E1r
 (g) −
(
¯
)
yg−1w
=
∑
ĝ∈E1/E1r
 (g)
(
−1
)

(

)
yg−1w
=  ()  () ∑
ĝ∈E1/E1r

(
g−1
)
yg−1w
=  ()  () y,w
=  ()  () 0 () y,w.
Now the result follows from Frobeniuous reciprocity. 
Lemma 22. Let  =  (,, 0) be a representation of U (2) where  = a2	−2r−1,
a ∈ O×F , r an even integer 1, and 0 the trivial character of E1. Then  occurs in
the Weil representation.
Proof. Set w = a	−r−1, then w¯ = −a	−r−1, and w	w¯ = 	ww¯ = −. Now deﬁne
y,w as follows
y,w =
∑
ĝ∈E1/E1r
 (g) yg−1w,
where ĝ = gE1r , for some g ∈ E1. The same as before one can show that y,w is
nonzero, and well deﬁned. Now let
(
,
) ∈ E1D1rE1. Then by part 3 of Lemma 6,
Lemmas 7 and 9, and Proposition 3 we have

(
,
)
y,w = 
(
, 1
)

(
, 1
)
 (1,) y,w
=
∑
ĝ∈E1/E1r
 (g)
(
, 1
)

(
, 1
)
y(1,)g−1w
=
∑
ĝ∈E1/E1r
 (g) −
(
¯
)
yg−1w
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=
∑
ĝ∈E1/E1r
 (g)
(
−1
)

(

)
yg−1w
=  ()  () ∑
ĝ∈E1/E1r

(
g−1
)
yg−1w
=  ()  () y,w
=  ()  () 0 () y,w.
Now the result follows from Frobeniuous reciprocity. 
Lemma 23. Let  =  (−, ¯, ¯) be a representation of U (2) where  = a	−2r−1 for
some nonsquare unit a ∈ O×F , and r an odd integer r1, then  occurs in the Weil
representation.
Proof. Let b be an element in O×F , such that b2 = −−2a. Now set w = b	−r−1.
One can check that w	w¯ = −, and 	ww¯ = , so by Proposition 3, and Lemma 6 for
any h ∈ E1r we have
yh¯g¯w = 
(
h¯
)
yg¯w
=  (h) yg¯w
and for any  ∈ D1r , we have

(
, 1
)
yw = 
(
¯
)
yw
= ¯
(

)
yw
and for any , ∈ E1 we have
(
,
)
w =  (w)  = w = ¯¯w.
Now deﬁne y,w as follows
y,w =
∑
ĝ∈E1/E1r
 (g) yg¯w,
where ĝ = gE1r for some g ∈ E1. With the same argument as before one can check
that y,w is a well deﬁned and nonzero. Now let
(
,
) ∈ E1D1rE1. Then we have

(
,
)
y,w = 
(
, 1
)

(
, 1
)
 (1,) y,w
=
∑
ĝ∈E1/E1r
 (g)
(
, 1
)

(
, 1
)
y(1,)g¯w
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=
∑
ĝ∈E1/E1r
 (g) 
(
¯
)
y¯¯g¯w
=
∑
ĝ∈E1/E1r
 (g)
(
¯
)
 (¯) 
(
¯
)
y¯¯g¯w
= 
(
¯
)

(
¯
)
 (¯)
∑
ĝ∈E1/E1r

(
g
)
y¯¯g¯w
= ¯ () ¯ () ¯ () y,w.
Now the result follows from Frobenious reciprocity. 
Lemma 24. Let  =  (−, ¯, ¯) be a representation of U (2) where  = a	−2r−1 for
some nonsquare unit a ∈ O×F , and r an even integer r1, then  occurs in the Weil
representation.
Proof. Let b be as in Lemma 22, and set w = b	−r−1. Then w¯ = b	−r−1, and
w	w¯ = −, 	ww¯ = . Now deﬁne y,w as follows
y,w =
∑
ĝ∈E1/E1r
 (g) yg¯w,
where ĝ = gE1r for some g ∈ E1. The same argument as before shows that y,w is an
eigenvector of E1D1rE1 via  with character ¯¯¯. The result then follows from
Frobenious reciprocity. 
Case 2. Now we assume −1 is not square.
Lemma 25. Let  =  (−, ¯, ¯) be a representation of U (2) where  = a2	−2r−1 for
some unit a ∈ O×F , and r an odd integer r1. Then  occurs in the Weil representation.
Proof. Let b be an element in O×F , such that b2 = −−2a2. Now set w = b	−r−1.
One can check that w	w¯ = −, and 	ww¯ = , so by Proposition 3, and Lemma 6 for
any h ∈ E1r we have
yh¯g¯w = −
(
h¯
)
yg¯w
= ¯ (h) yg¯w.
Also for any  ∈ D1r , we have

(
, 1
)
yw = 
(
¯
)
yw
= ¯
(

)
yw.
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Further for any , ∈ E1 we have
(
,
)
w =  (w)  = w = ¯¯w.
Now deﬁne y,w as follows
y,w =
∑
ĝ∈E1/E1r
 (g) yg¯w,
where ĝ = gE1r for some g ∈ E1. The same argument as before gives the result. 
Lemma 26. Let  =  (,, 0) be a representation of U (2) where  = a2	−2r−1,
a ∈ O×F , r an even integer 1, and 0 the trivial character of E1. Then  occurs in
the Weil representation.
Proof. Set w = a	−r−1. Then w¯ = −a	−r−1, and w	w¯ = 	ww¯ = −. Now deﬁne
y,w as follows
y,w =
∑
ĝ∈E1/E1r
 (g) yg−1w,
where ĝ = gE1r , for some g ∈ E1. Then as before one can show that y,w is and well
deﬁned and nonzero. Now let
(
,
) ∈ E1D1rE1. Then by part 3 of Lemma 6,
Lemmas 7 and 9, and Proposition 3 we have

(
,
)
y,w = 
(
, 1
)

(
, 1
)
 (1,) y,w
=
∑
ĝ∈E1/E1r
 (g)
(
, 1
)

(
, 1
)
y(1,)g−1w
=
∑
ĝ∈E1/E1r
 (g) −
(
¯
)
yg−1w
=
∑
ĝ∈E1/E1r
 (g)
(
−1
)

(

)
yg−1w
=  ()  () ∑
ĝ∈E1/E1r

(
g−1
)
yg−1w
=  ()  () y,w
=  ()  () 0 () y,w.
Now the result follows from Frobeniuous reciprocity. 
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Lemma 27. Let  =  (,, 0) be a representation of U (2) where  = a	−2r−1, for
some nonsquare a ∈ O×F , r an odd integer 1, and 0 the trivial character of E1.
Then  occurs in the Weil representation.
Proof. Let b be an element in the O×F such that b2 = −a, and set w = b	−r−1. Then
w¯ = b	−r−1, and w	w¯ = − = 	ww¯. Now deﬁne y,w as follows
y,w =
∑
ĝ∈E1/E1r
 (g) yg−1w,
where ĝ = gE1r , for some g ∈ E1. As before one can show that y,w is well deﬁned
and nonzero. Now let
(
,
) ∈ E1D1rE1. Then by part 3 of Lemma 6, Lemmas 7
and 9 and Proposition 3 we have

(
,
)
y,w = 
(
, 1
)

(
, 1
)
 (1,) y,w
=
∑
ĝ∈E1/E1r
 (g)
(
, 1
)

(
, 1
)
y(1,)g−1w
=
∑
ĝ∈E1/E1r
 (g) −
(
¯
)
yg−1w
=
∑
ĝ∈E1/E1r
 (g)
(
−1
)

(

)
yg−1w
=  ()  () ∑
ĝ∈E1/E1r

(
g−1
)
yg−1w
=  ()  () y,w
=  ()  () 0 () y,w.
Then the result follows by Frobeniuous reciprocity. 
Lemma 28. Let  =  (−, ¯, ¯) be a representation of U (2) where  = a	−2r−1 for
some nonsquare unit a ∈ O×F , and r an even integer r1. Then  occurs in the Weil
representation.
Proof. Let b be an element in O×F , such that b2 = −2a, and set w = b	−r−1. One
can check that w	w¯ = −, and 	ww¯ = . Now deﬁne y,w as follows
y,w =
∑
ĝ∈E1/E1r
 (g) yg¯w,
where ĝ = gE1r for some g ∈ E1. Then arguing as before gives us the result. 
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Lemma 29. The trivial character of U (2) occurs in the Weil representation.
Proof. For any
(
,
) ∈ U (2) we have

((
,
))
y0 = y(,)0 = y0. 
Corollary 2. Suppose −1 is square in F. Then, The theta correspondence (U (1) , U (2))
as follows:
•  (0) = 0, where 0 the trivial character.
• For any character  of U (1) which is an extension of some , where  = a2	−2r−1,
a ∈ O×,  () =  (,, 0).
• For any character  of U (1) which is an extension of some , where  = a	−2r−1,
and a is a nonsquare element in O×,  () =  (−, ¯, ¯).
Corollary 3. Suppose −1 is not square in F. Then, The theta correspondence
(U (1) , U (2)) as follows:
•  (0) = 0, where 0 the trivial character.
• For any character  of U (1) which is an extension of some , where  = a2	−2r−1,
a ∈ O×:
 () =
{
 (−, ¯, ¯) if r is odd,

(
,, 0
)
if r is even.
• For any character  of U (1) which is an extension of some , where  = a	−2r−1,
and a is a nonsquare element in O×:
 () =
{
 (−, ¯, ¯) if r is even,

(
,, 0
)
if r is odd.
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