We study the problem of scheduling unit size jobs on n processors connected by a ring. We show a distributed algorithm for this problem with an approximation ratio of 3 2 + √ 2.
Introduction
The problem of scheduling a set of jobs on parallel machines is a well studied problem in computer science. In this paper we study the following distributed model, which was introduced in [4] : There are n processors with communication links between some of the processors. Initially, each processor has several unit size jobs (the number of jobs at each processor is specified by an input I to the problem). At each time step, a processor can process one job from its queue, and send some of its jobs to its neighbors. Moreover, each processor can send additional information (e.g. its initial load) to its neighbors in each time step. The goal is to process all the jobs in minimum time.
Since initially the processors do not have information on the other processors, it is impossible to give an algorithm that achieves the the optimal schedules for all inputs. We say that an algorithm A for the problem has an approximation ratio r, if there is a constant c such that for every input I, A(I) ≤ r·OPT(I)+c, where A(I) denotes the completion time (also called makespan) of algorithm A on the input I, and OPT(I) denotes the completion time of the optimal schedule for the input I.
Awerbuch et al. [3] gave an algorithm for the problem whose approximation ratio is O(log n). A lower bound of Ω(log n/ log log n) on the approximation ratio of any algorithm was given by Alon et al. [1] . For some special cases of the problem, better approximation algorithms exist. When the processors are connected by a ring, the algorithm of Awerbuch et al. has a constant approximation ratio, for some large constant. Fizzano et al. [5] presented an algorithm for rings with an approximation ratio of 4.22. They also gave a lower bound of 1.06 on the approximation ratio of any algorithm for rings. In this paper, we give an algorithm for rings with an approximation ratio of
Related Work Deng et al. [4] gave an optimal centralized algorithm for scheduling on arbitrary graphs, whose running time is polynomial. They also gave an O(log n)-approximation centralized algorithm for the case when the jobs have weights. Phillips et al. [6] gave a 2-approximation algorithm for the latter problem.
Awerbuch et al. [3] studied the online version of the scheduling problem. In this problem, jobs arrive to the system at different times, and the goal is to minimize the maximum response time (i.e. the maximum time a job waits before it is processed). Awerbuch et al. gave an algorithm for this problem with a competitive ratio of O(log 2 n) for general graphs. An Ω(log n) lower bound for the online problem was given by Alon et al. [1] . Anagnostopoulos et al. [2] showed a scheduling algorithm which is stable against an adversary.
Algorithm for the fractional problem
We first give some definitions. Denote the processors by 1, . . . , n, where processor i is connected to processor i + 1 for all i (throughout the paper, processor numbers are assumed to be modulo n). An input to the scheduling problem will be denoted by I = {x 1 , . . . , x n } when x i is the initial load of processor i. The clockwise direction for processor i is the direction of processor i + 1. The load on processor i at time t is the number of jobs that are at processor i at the beginning of step t. The completion time of processor i for an input I is the last step in which the load of i is nonzero.
We first consider a variant of the scheduling problem, called the fractional problem, in which a processor can split a job into fractional parts, and each part can either be sent to other processors or processed (at every time step, the total amount of jobs processed in every processor is at most 1). We will show an approximation algorithm for the fractional problem, and later we will show how to obtain an approximation algorithm for the original problem (which is called the integral problem).
Let algorithm A 1 be as follows:
For each j, the x j jobs at processor j are moved into a bucket, denoted B j . In each step, the bucket B j moves clockwise along the ring. When the bucket B j reaches processor i, it leaves
jobs at processor i, where k is the current number of jobs in the bucket and c is a constant to be determined later. In particular, at the first step, the bucket B j leaves min(x j , c √ x j ) jobs at processor j. Additionally, each processor i sends messages containing the value of x i in both directions of the ring. If the algorithm has not finished within n/2 steps, then at the beginning of step n/2 + 1, each processor knows the values of x 1 , . . . , x n . Then, each processor checks whether there is some bucket B i that would contain jobs after traversing the entire ring. If there is such a bucket, then the buckets process is stopped, and the remaining jobs are evenly distributed among the n processors.
We note that algorithm A 1 is very similar to the algorithm of Fizzano et al. [5] . However, there are few differences that are crucial to our improved analysis.
Theorem 1
The approximation ratio of algorithm A 1 is at most
PROOF. Consider some inputÎ = {x 1 , . . . ,x n }, and let L = OPT(Î). Our goal is to show that A(Î) ≤ (
. We use the following two lemmas from [5] :
Lemma 3
The maximum distance a bucket can travel before it becomes empty is at most
We note that Lemma 3 is proved in [5] for the algorithm presented in that paper, but it is easy to verify that the lemma also holds for our algorithm.
Suppose first that no bucket would contain jobs after n steps. Due to the symmetry of the algorithm, it suffices to bound the completion time of every processor for which B 1 is the last bucket that leaves jobs at the processor. Let r be such a processor. To simplify the analysis, we define algorithm A 2 to be an algorithm that acts like algorithm A 1 , except that the buckets B 2 , . . . , B r have an infinite supply of jobs until they leave processor r. In other words, the bucket
. . , r and j = i, . . . , r. Moreover, if the bucket B 1 is not empty when it arrives to processor r, then it leaves exactly c √
jobs at processor r. Finally, the jobs at processors r + 1, . . . , n are not moved into buckets. Clearly, algorithm A 2 is not a valid algorithm for the problem. However, it is easy to verify that on the inputÎ, the completion time of processor r in algorithm A 1 is less than or equal to its completion time in algorithm A 2 . Therefore, in the following we will bound the completion time of processor r in algorithm A 2 , which will also bound the completion time in algorithm A 1 .
An input I = {x 1 , . . . , x n } will be called an L-valid input if (1) When algorithm A 2 runs on I, the bucket B 1 is not empty when it arrives to processor r, and (2) 
To bound the completion time of processor r on the inputÎ, we will look for an L-valid input that maximizes the completion time of processor r. For this end, we give several lemmas which show simple transformations on the input which do not decrease the completion time of processor r, except perhaps by a constant.
Claim 4 Let I and I be two inputs such that (1) There is a set S ⊆ {1, . . . , r − 1} such that for every t ∈ {1, . . . , r − 1} \ S, the total amount of jobs left by buckets B r−t+1 , . . . , B r in processor r in the run on I is greater than or equal to the corresponding amount in the run on I . (2) The total amount of jobs left by buckets B 1 , . . . , B r in processor r in the run on I is less than or equal to the corresponding amount in the run on I .
Then, the completion time of processor r on the input I is less than or equal to its completion time on the input I plus |S|.
For the following lemmas, let I = {x 1 , . . . , x n } be some L-valid input.
Lemma 5 If x i+1 > 0 for some 2 ≤ i < r, then the completion time of processor r on I is less than or equal to its completion time on I = {x 1 , . . . ,
PROOF. The difference between the inputs I and I has two effects on the run of algorithm A 2 : First, the buckets B i and B i+1 leave different amount of jobs at processor r in the runs on I and I (note that every other bucket from B 2 , . . . , B r leaves the same amount of jobs at processor r). More precisely, when algorithm A 2 runs on I, B i+1 leaves a = c √ x i+1 + · · · + x r − c √ x i+2 + · · · + x r jobs at processor r, and
When the algorithm runs on I , B i+1 and
jobs at processor r, respectively. Note that a+b = a +b and a < a, so the first condition of Claim 4 is satisfied with S = φ.
The second difference is that bucket B 1 leaves different amount of jobs at processors 1, . . . , r − 1: In the run on I, B 1 leaves a i = c √
Lemma 6
The completion time of processor r on I is less than or equal to its completion time on I = {x 1 + 1, x 2 , . . . , x n }.
be the fraction of the x 1 jobs initially in B 1 that bucket B 1 leaves at processor i. Since f (x 1 + 1, x 2 , . . . , x i ) < f (x 1 , . . . , x i ) for all i, and since B 1 is not empty when it arrives to processor r in the run on I, it follows that B 1 is not empty when it arrives to r in the run on I . Therefore, in the run on I the bucket B 1 leaves a = c( √ x 1 + · · · + x r − √ x 2 + · · · + x r ) jobs at processor r, while in the run on I it leaves c( √
r. The buckets B 2 , . . . , B r leave the same amount of jobs in processor r in the runs on I and I . Therefore, the lemma follows from Claim 4. 2
Lemma 7 For every 0 ≤ a ≤ x 1 , the completion time of processor r on I is at most the completion time of processor r on I = {x 1 − a, x 2 + a, . . . , x n } plus one.
PROOF. Consider the definition of f from the previous lemma. As f (x 1 − a, x 2 +a, . . . , x i ) < f (x 1 , . . . , x i ) for all i, we have that B 1 is not empty when it arrives to processor r in I , and therefore the total number of jobs that is left by the buckets B 1 , . . . , B r at processor r in the run on I is c √
which is equal to the amount of jobs left at processor r in the run on I. Therefore, the conditions of Claim 4 are satisfied with S = {r − 1}. 2
Lemma 8 Suppose that processor r is not idle between step r − i + 1 (i.e., after B i arrives to r) and its completion time in the run on I. Then, for every a ≥ 0, the completion time of processor r on I is at most its completion time on I = {x 1 , . . . , x i + a, . . . , x n }.
PROOF. In the run on I , the bucket B 1 leaves
for every j ≥ i. Therefore, B 1 is not empty when it arrives to processor r, and the total amount of jobs left at processor r is √ x 1 + · · · + x r + a, which is larger then the total amount of jobs left at processor r in the run on I. 2
Note that in Lemmas 5-8, the input I satisfies the first requirement in the definition of L-valid input. For the inputÎ, we assume w.l.o.g. thatx i = 0 for i = r + 1, . . . , n. We repeatedly apply the transformation of Lemma 5 for every index i for which the input after the transformation is L-valid. Then, we apply the transformation of Lemma 6 or Lemma 7 in order to make x 1 equal to L. The new input I = {x 1 , . . . , x n } satisfies either
where b ≤ L and s ≤ r − 2, or
where b < L 2 . Then, we apply the transformation of Lemma 8 with i = s + 2 and a = L − b in the first case, and with i = 2 and a = L 2 − b in the second case. We will later show that the conditions of Lemma 8 are satisfied. In both cases, the new input I = {x 1 , . . . , x n } satisfies
The input I is L-valid. Therefore, when algorithm A 2 runs on I , the bucket
jobs for i = s + 3, . . . , r − 1. Thus, the number of jobs bucket B 1 leaves at processor 2, . . . , r − 1 is at least
Clearly, this number is at most the number of jobs that are initially in B 1 , which is x 1 = L. Setting α = (s + 1)/L and β = (r − s − 3)/L, we obtain that
This yields that β ≤ 
The total number of jobs that the buckets B 1 , . . . , B r leave at processor r is c L 2 + (s + 1)L = cL √ 1 + α. Therefore, the completion time of processor r on the input I is at most
Using simple calculus, we obtain that max I ((A 1 (I) − 2)/OPT(I)) ≤ c 2 /8 + c/2 + 1 + 1/c + 1/2c 2 . We minimize the last expression by choosing c = √ 2, and obtain that max
We now show that the conditions of Lemma 8 are satisfied, namely, that processor r is not idle from step r − s − 1 until its completion time on the input I. We first show that processor r is not idle from step r − s − 1 to step t − 2. For i = 3, . . . , s, bucket B i leaves less jobs in processor r than bucket B i+1 . Therefore, it suffices to show that the average number of jobs that is left by a bucket from B 3 , . . . , B s+2 is at least 1. That is, we need to show that c b + (s − 1)L ≥ s. This inequality is indeed satisfied since we have from Lemma 3 that s + 2 ≤ r ≤ (
)L. Moreover, we have that the amount of jobs left by B 2 and B 3 , . . . , B s+2 at processor r is c b + (s − 1 + L)L ≥ s + 2, and therefore processor r is not idle from step r − s − 1 until its completion. Now, consider the case when there is a bucket that would not become empty after n steps. After the first n/2 steps, the remaining jobs are evenly distributed among the processors in n/2 steps, and then processed in at most
3 Algorithm for the integral problem
In the previous section we gave an approximation algorithm for the fractional problem. In this section, we will show an approximation algorithm, denoted A 1 , for the integral problem. Recall that algorithm A 1 consists of two stages.
In the first stage, the processors send jobs only clockwise. Algorithm A 1 will simulate the first stage of algorithm A 1 with a constant loss of performance.
In the second stage of algorithm A 1 the remaining jobs are evenly distributed among the processors.
Theorem 9 For every algorithm A for the fractional problem in which jobs are sent only clockwise, there is an algorithm A for the integral problem such that A (I) ≤ A(I) + 2 for every integral input I.
PROOF. Consider some input I = {x 1 , . . . , x n }. Let p i (t) be the total amount of jobs processes by processor i during the first t steps of algorithm A, and let s i (t) be the total amount of jobs sent by processor i to processor i + 1 during the first t steps. For the algorithm A which will be defined shortly, we define p i (t) and s i (t) in a similar manner.
Algorithm A is as follows: At step t ≤ A(I), each processor i computes the values of p i (t) and s i (t). Then, processor i processes one job if it has available jobs and p i (t) − p i (t − 1) ≥ 1. Finally, processor i sends min(k, s i (t) − s i (t − 1)) jobs to processor i + 1, where k is the number of jobs in processor i at time t. At each step t ≥ A(I) + 1, each processor processes one of remaining jobs.
Lemma 10 For every i and t ≤ A(I), p i (t) = p i (t) and s i (t) = s i (t) .
PROOF. We prove the lemma using induction on t. The base t = 0 is trivial. Suppose that we have proved the lemma for t − 1, and consider some processor i at step t.
Let p = p i (t) − p i (t − 1) be the amount of jobs that is processed by processor i during step t of algorithm A. Clearly, p is less than or equal to the amount of jobs at processor i at the beginning of step t, namely
From the induction hypothesis we have that
, so
Since x i and s i (t − 1) are integers, and s i−1 (t − 1) = s i−1 (t − 1) by the induction hypothesis, we obtain that
Therefore,
The right side of the inequality above is the number of jobs in processor i at the beginning of step t of algorithm A . Moreover, p i (t) − p i (t − 1) = p i (t) − p i (t − 1) ∈ {0, 1}. It follows that in algorithm A , processor i processes p i (t) − p i (t − 1) jobs during step t. Hence, p i (t) = p i (t) .
Showing that s i (t) = s i (t) is done in a similar manner: Clearly, s i (t) − s i (t − 1) ≤ x i + s i−1 (t − 1) − s i (t − 1) − p i (t), so s i (t) ≤ x i + s i−1 (t − 1) − p i (t) ≤ x i + s i−1 (t − 1) − p i (t). The right side of the last inequality is the number of jobs at processor i at step t (after possibly assigning a job to be processed). Therefore, in algorithm A , processor i sends s i (t) − s i (t − 1) jobs during step t, and s i (t) = s i (t) . Let l i (t) (resp., l i (t)) be the load on processor i at the beginning of step t of algorithm A (resp., A ). We have that for every i and t ≤ A(I) + 1. l i (t) = x i + s i−1 (t − 1) − s i (t − 1) − p i (t − 1) = x i + s i−1 (t − 1) − s i (t − 1) − p i (t − 1) ≤ x i + s i−1 (t − 1) − s i (t − 1) − p i (t − 1) + 2 = l i (t) + 2.
In particular, l i (A(I) + 1) ≤ 2. It follows that A (I) ≤ A(I) + 2. 2
From Theorem 1 and Theorem 9 we obtain that the approximation ratio of algorithm A 1 is at most 
