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Abstract
This thesis consists of three papers in the area of empirical finance. Chapter
2 investigates the role of realized jumps detected from high frequency data in
predicting future volatility from both statistical and economic perspectives. We
show that separating jumps from diffusion improves volatility forecasting both
in-sample and out-of-sample. Moreover, we show that these statistical improve-
ments can be translated into economic value. We find a risk-averse investor can
significantly improve her portfolio performance by incorporating realized jumps
into a volatility timing based portfolio strategy.
Chapter 3 investigates the use of high frequency data in large dimensional
portfolio allocation. We consider the use of high frequency data beyond the
estimation of the realized covariance matrix. Portfolio strategies using high
frequency data in measuring and forecasting univariate realized volatility can
generate statistically significant and economically tangible benefits compared to
low frequency strategies. Moreover, using high frequency data to separate real-
ized volatility into different components and construct realized higher moments
can also enhance portfolio performance. Strategies using upside and downside
volatility components and using realized skewness can deliver incremental eco-
nomic benefits over the strategy using total realized volatility alone.
Chapter 4 investigates the pricing of volatility risks in currency markets. Firstly,
we show that pricing volatility risk can be understood by pricing some of its
components. We find that diffusive volatility dominates jump volatility in pric-
ing carry trade returns, while jump volatility is important to explain the joint
cross-section of carry trade and momentum returns. Both short run and long
run components are priced, and the short run component is more important in
general. Secondly, we suggest that factors similar to volatility in identifying bad
states, i.e. volatility of volatility and cross sectional volatility are also priced in
currency returns and they cannot be fully subsumed by conventional volatility
risks.
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Chapter 1
Introduction
Volatility is the most conventional measure of risk. To make financial deci-
sions, risk-averse investors need to accurately predict future risks and better
understand current risks. This thesis consists of three papers analysing eco-
nomic implications of using volatility measures. I focus on asset allocation and
empirical asset pricing applications in equity and foreign exchange markets re-
spectively.
Chapter 2 studies the role of realized jumps in improving portfolio allocation.
An asset price process can be decomposed into jumps (large and discrete price
movement) and the diffusion component (smooth and continuous component).
The idea to incorporate jumps in portfolio allocation contexts is not new (Liu,
Longstaff, and Pan 2003, Maheu, McCurdy, and Zhao 2012). Previous stud-
ies, however, mainly rely on parametric models to estimate jump parameters.
In those contexts, jumps are simply treated as a mathematical device to gen-
erate return non-normality (Backus, Chernov, and Martin 2011). A different
stream of literature focuses on using high frequency data and nonparametric
tests to identify ex post, observable, and realized jumps (Barndorff-Nielsen and
1
Shephard 2006, Andersen, Bollerslev, and Dobrev 2007). Potential economic
applications of detected jumps are, however, generally missing in the literature.
Therefore, we are interested in whether realized jumps detected from high fre-
quency data contain predictive information and whether they can contribute to
portfolio allocation.
We firstly investigate the use of realized jumps in predicting future volatility.
We identify realized jumps using high frequency data of market index and seven
different nonparametric jump tests. We find that separating jumps from the
diffusion component improves volatility forecasting performance both in-sample
and out-of-sample.
We are also interested in whether such separation is economically important.
Even though separating jumps from diffusion improves volatility forecasting
performance, an investor may only be willing to access an expensive high fre-
quency dataset and implement sophisticated nonparametric tests if the separa-
tion indeed delivers economically significant benefits. We address this issue by
conducting a mean-variance portfolio allocation exercise in which a risk-averse
investor allocates her wealth between one risky asset (market index) and one
risk free rate. If separating jumps from diffusion is economically important, we
should expect the investor to be better off using a strategy with realized jumps
compared to a benchmark strategy without such decomposition. Our empirical
evidence supports this conjecture and shows that separating jumps from diffu-
sion can improve portfolio performance.
Chapter 3 analyses the use of high frequency data in relatively large dimen-
2
sional portfolio allocation. A few existing studies (Fleming, Kirby, and Ostdiek
2003, Bandi, Russell, and Zhu 2008) highlight the importance of high frequency
data in improving portfolio performance. However, almost all previous studies
in this area focus on the use of high frequency data in estimating the whole
realized variance-covariance matrix. Although this practice helps to capture
asset return co-movements much faster than using low frequency data, there
are two apparent drawbacks: Firstly, assets are traded at different time stamps,
and hence asset returns are usually recorded non-synchronically when the sam-
pling frequency is high. Such non-synchronicity generates non-negligible bias
in estimating the realized covariance matrix, which will subsequently affect
portfolio performance. Previous studies introduce different methods to miti-
gate the non-synchronicity problem, however, there is no consensus on it and
these corrected methods may themselves introduce additional estimation er-
rors. Therefore, we are interested in whether we can assess the use of high
frequency data in portfolio allocation while avoiding the potential problem of
non-synchronicity. The second disadvantage is that the use of a whole realized
variance-covariance matrix almost fully overlooks the segmented but fast grow-
ing stream of the literature on alternative univariate realized measures such as
realized volatility components and higher return moments (Andersen, Boller-
slev, and Diebold 2007, Patton and Sheppard 2013, Amaya, Christoffersen,
Jacobs, and Vasquez 2011). Previous studies fail to adapt these alternative
realized risk measures to a large scale portfolio allocation framework, mainly
because the technical difficulty of using these alternative realized measures and
controlling for non-synchronicity at the same time. Hence, we are also inter-
ested in analysing the use of alternative realized measures in portfolio allocation.
3
Initially, we investigate whether using high frequency data to estimate and fore-
cast univariate realized volatilities already provides a investor with sufficiently
large economic benefits. We combine the high frequency based conditional
volatilities with a low frequency based correlation structure to composite the
conditional covariance matrix, and then solve the portfolio problem. We show
that a risk-averse investor can significantly benefit from the strategy using high
frequency data compared to a benchmark strategy purely using low frequency
data.
Moreover, high frequency data also allow us to extract realized volatility com-
ponents and construct realized higher return moments. We study the use of
these alternative realized measures as volatility predictors to improve portfolio
allocation. We find that both realized volatility components and realized higher
moment strategies can also outperform the low frequency benchmark strategy.
Strategies using upside and downside realized volatility components and real-
ized skewness can further generate incremental improvements compared to the
strategy using total realized volatility only.
Chapter 4 investigates the pricing of volatility risk in currency markets. Menkhoff,
Sarno, Schmeling, and Schrimpf (2012a) already document that volatility risk
is important for explaining currency carry trade returns. Two reasons motivate
us to revisit the pricing of currency volatility risk. Firstly, volatility risk is
especially important for understanding the risk return profile in currency mar-
kets. In equity markets, volatility risk is complementary to the equity market
factor. In currency markets, due to the lack of a consensus global currency
market factor, volatility risk is of first order importance. Previous studies on
4
currency volatility risk mainly rely on a simplified proxy for volatility. There-
fore, we aim to provide new insights on the pricing of volatility risk by bet-
ter understanding the volatility process. Secondly, although volatility risk is
priced in carry trade returns, previous studies (Burnside, Eichenbaum, and
Eichenbaum 2011, Menkhoff, Sarno, Schmeling, and Schrimpf 2012b) also ad-
mit that volatility risk can hardly explain currency momentum returns or the
joint cross-section of carry trade and momentum returns. We are interested in
whether we can obtain new results with our volatility factors.
Firstly, we investigate whether pricing volatility risk can be explained by pric-
ing some of its components. We decompose volatility into jump and diffusion
components and into short and long run components. We find that the explana-
tory power of volatility risk in carry trade returns is almost exclusively coming
from the diffusion component. However, neither total volatility nor the diffusive
volatility is able to explain the joint cross-section of carry trade and momentum
portfolios. Nevertheless, the jump component, which is less important for carry
trade returns, contains unique pricing ability for the joint cross-section of carry
trade and momentum portfolios. We also suggest that both short and long run
volatility components are priced in carry trade portfolios. The short run com-
ponent is slightly stronger than the long run component. However, neither of
them can explain the joint cross-section. Therefore our findings support that
the pricing ability of volatility risk is concentrated in some of its components.
Secondly, if the pricing of volatility risk is rationalized by a hedging argument
from the Intertemporal Capital Asset Pricing Model (ICAPM), then intuitively
other factors similar to volatility in characterizing bad states may also be priced
5
in currency returns. We construct two alternative volatility factors: volatility
of volatility and cross-sectional volatility, and find that they are also priced in
carry trade returns. Moreover, we suggest that these alternative volatility fac-
tors contain unique explanatory powers for different test asset returns. Similar
to jump volatility, volatility of volatility can also explain the joint cross-section,
indicating the importance of the tail component of volatility. Cross-sectional
volatility can explain carry trade portfolio returns when we controll for conven-
tional volatility risk, and it also outperforms other measures in pricing individ-
ual currency returns. Our findings suggest that alternative volatility factors are
also priced in currency returns and they are not subsumed by the conventional
volatility risk.
To summarize, all three chapters present novel empirical evidence on the use of
different volatility measures in important economic applications and contribute
by bridging important literature gaps overlooked by previous studies.
6
Chapter 2
The Economic Value of Volatility
Timing with Realized Jumps
2.1 Introduction
The importance of jumps in asset pricing, option pricing, and risk manage-
ment is widely recognized (Ait-Sahalia 2004). Although, resorting on jumps
as a modeling device is not new, realized jumps were generally overlooked un-
til recently. In this paper, we comprehensively investigate the role of realized
jumps detected from high frequency data for the prediction of future volatility.
Different from previous studies with similar focus, we not only conduct an ex-
tensive statistical evaluation of volatility forecasting using all major jump tests,
but also provide new economic insights in the form of whether a risk-averse
investor can significantly benefit from considering realized jumps in volatility
timing based portfolio allocation strategies.
The literature on this topic can be broadly categorized into two streams: The
parametric literature starting with Merton (1976) includes jump-diffusion and
7
stochastic-volatility with jumps (SVJ) models in continuous time (Eraker, Jo-
hannes, and Polson 2003, Eraker 2004, Chernov, Ronald Gallant, Ghysels, and
Tauchen 2003) and GARCH-J models in discrete time (Maheu and McCurdy
2004, Duan, Ritchken, and Sun 2006, Christoffersen, Jacobs, and Ornthanalai
2012). These parametric models are widely used in portfolio choice, option
pricing, and risk management applications and the jumps introduced in models
are ex ante in nature. As Backus, Chernov, and Martin (2011) admit: “A jump
component, in this context, is simply a mathematical device that produces non-
normal distributions.”
The second stream of the literature considers nonparametric approaches. Re-
cently, many nonparametric jump tests (Barndorff-Nielsen and Shephard 2006,
Andersen, Bollerslev, and Dobrev 2007, Ait-Sahalia and Jacod 2009) use high
frequency data to estimate ex post realized jumps. This stream of the literature
primarily focuses on issues such as why asset prices jump (e.g. macroeconomic
new announcements) or how often asset prices jump (e.g. less than one per
day). However, only a very few studies consider economic applications of real-
ized jumps. We therefore aim to fill this gap between two related but different
streams of literature by considering economic applications of realized jumps.
We focus on two research questions: Firstly, we are interested in whether re-
alized jumps can forecast future volatility. We apply seven main stream non-
parametric jump tests to identify realized jumps, decompose realized variance
into jump and diffusion components, and then adapt them into a forecasting
framework. Our findings suggest that realized jumps do contain predictive in-
formation for future volatility for the majority of jump tests both in-sample and
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out-of-sample. We find that jump models in general generate higher adjusted
R2s and lower Mean Squared Errors (MSE) compared to the benchmark model,
which does not separate jumps from diffusion. Results hold true across the ma-
jority of jump specifications, and different forecasting horizons. Existing studies
investigate similar issues. However, they mainly rely on one particular jump test
and their results are mixed. For example, Andersen, Bollerslev, and Diebold
(2007) find a negative (but insignificant) relationship between jumps and one
period ahead volatility. Corsi, Pirino, and Reno (2010) on the contrary show
statistically significant evidence to support a positive relationship if a modified
jump test is applied. By using all major jump tests, our results contribute to
the debate whether in general realized jumps help to forecast volatility.
Incorporating realized jumps into volatility forecasting require accessing intra-
day high frequency data and applying sophisticated nonparametric jump tests.
Therefore, a natural question arises whether it is worth to estimate and use re-
alized jumps. Even though separating jumps from diffusion improves volatility
forecasting, it is interesting to know whether the improvement is large, and more
importantly whether the improvement is economically valuable. Therefore, our
second research question explicitly asks whether the potential statistical fore-
casting improvement obtained by separating jumps from diffusion can be trans-
lated into tangible economic benefits for a risk-averse investor. We construct
a mean-variance portfolio strategy based on the predicted volatility obtained
from the previous step. Our findings suggest that the statistical improvements
are also economically significant. Under different risk aversion levels and jump
specifications, jump strategies can in general generate positive and statistically
significant performance fees relative to the benchmark strategy. A few existing
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papers also consider the role of jumps in asset allocations. For example, Liu,
Longstaff, and Pan (2003) provide an analytical solution to the optimal port-
folio choice problem when event risk or jumps are considered. They find that
jumps play an important role in determining the optimal portfolio choice. Two
recent studies by Chen, Hyde, and Poon (2010) and Maheu, McCurdy, and Zhao
(2012) are also close to us in considering jumps in asset allocation. However, we
differ from those studies on a few aspects. Firstly, our nonparametric framework
enables us to exploit the information embedded in jump variations in a model
free fashion while previous papers rely on a parametric specification. Secondly,
we use high frequency data to separate the jumps and the diffusion component
precisely, while they mainly rely on daily data to obtain relatively noisy proxies
for jumps (i.e. large extraordinary movement or middle size jumps etc). The
high frequency data we use also allows us to access intraday information, which
is overlooked by previous studies.
We then conduct comprehensive robustness checks, and find that further con-
trolling for market microstructure effects and transaction costs does not change
our main results. We also investigate the predictive ability of realized jumps on
alternative realized moments. We find that realized jumps can predict realized
volatility and its signed components, but can hardly predict realized higher mo-
ments. We further show that a mean-variance portfolio strategy based on pre-
dicting positive and negative conditional volatilities separately can outperform
the benchmark strategy based on predicting total volatility, and incorporating
realized jumps can additionally improve economic benefits.
A few other studies are also related to ours. Firstly, our paper can be viewed as
10
a natural extension of the stream of literature considering the economic value
of volatility timing. Previous studies (Fleming, Kirby, and Ostdiek 2003, Bandi
and Russell 2006, Bandi, Russell, and Zhu 2008, Liu 2009) already document
that volatility timing performance can be improved by using high frequency
data, optimal sampling, and optimal rebalancing frequencies. We extend the
above studies by considering realized jumps. Secondly, our paper is also related
to other uses of realized jumps or applications of jump tests. For example,
Dumitru and Urga (2012) and Theodosiou and Zikes (2011) conduct compre-
hensive simulation studies to compare size and power of jump tests. Tauchen
and Zhou (2011) and Jiang and Yao (2013) use detected realized jumps to pre-
dict bond risk premia and the cross-section of stock returns respectively. We
distinguish ours from previous studies by focusing on the role of realized jumps
in volatility timing.
The rest of the paper is structured as follows: Section 2.2 discusses the theoret-
ical setup and the jump tests. Section 2.3 describes the data and methodology.
Section 2.4 discusses empirical findings from both statistical and economic per-
spectives. Section 2.5 conducts comprehensive robustness checks. Section 2.6
concludes.
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2.2 Jumps in Asset Prices
2.2.1 Theoretical Setup
Let pt denote the logarithmic price which follows a jump diffusion process given
by
dpt = µtdt+ σtdWt + dJt (2.1)
where µt, σt, and dWt are drift, diffusion parameter, and standard brownian
motion respectively. Jt is a jump process, and Jt =
∑Nt
j=1 ctj , where ctj is the
jump size and Nt a counting process. For simplicity, we only consider finite
activity jumps and we assume that the jump and the diffusion components are
independent. Let
rj,t = p(t−1)h+hj
M
− p
(t−1)h+
h(j−1)
M
, j = 1, . . . ,M,
where h is the length of the intraday sampling interval and M is the number of
intraday returns during the day. Then the realized variance can be written as
the sum of the squared intraday returns
RVt = RVt,M =
M∑
j=1
r2j,t
Given the price dynamics of the jump diffusion process, the realized variance
as an approximation to the price’s quadratic variance can be further written as
follows
lim
M→∞
RVt,M =
t∫
t−1
σ2sds+
Nt∑
j=1
c2j (2.2)
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Here
∫ t
t−1
σ2sds is the integrated variance (IVt), and
∑Nt
j=1 c
2
j is the quadratic
variation of the jump part (JVt) over the period from t− 1 to t (often a day).
Jump tests are therefore designed to estimate JVt using high frequency data.
2.2.2 Jump Tests
We consider the use of seven major jump tests developed in the literature, in-
cluding Barndorff-Nielsen and Shephard (2006) (BNS), Ait-Sahalia and Jacod
(2009)(AJ), Jiang and Oomen (2008)(JO), Andersen, Dobrev, and Schaumburg
(2012) (Med, Min), Corsi, Pirino, and Reno (2010)(CPR), and Podolskij and
Ziggel (2010) (PZ). In this part, we only describe the BNS jump test in detail.
Specifications of all other six tests are described in Appendix 1. Andersen,
Bollerslev, and Dobrev (2007) and Lee and Mykland (2008) are two other im-
portant tests that are however not studied in this paper.1
Barndorff-Nielsen and Shephard (2006) developed a bipower based jump esti-
mator. The idea is using the calculated realized bipower variation to proxy the
integrated variance. Since jumps are rare and are unlikely to occur for two con-
secutive intraday returns, when intervals are small enough, the realized bipower
variation will converge in probability to the integrated variance. The difference
between realized variance and realized bipower variation is then an estimator
1The reason is that both of them are intraday jump tests that average daily bipower variation to
local volatility. Therefore, although they can identify which return contains a jump, they are
not significantly different from BNS in volatility forecasting when only daily jump variation
is considered.
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of the jump variation. The realized bipower statistic is defined as
BVt,M =
µ−21 M
M − 1
M∑
j=2
|rtj−1 ||rtj |,
lim
M→∞
BVt,M −→ IV =
t∫
0
σ2sds.
Following Huang and Tauchen (2005), the standardized BVt,M/RVt,M ratio con-
verges to a standard normal distribution and the test statistic is given by
Jt,M =
1− BVt,M
RVt,M√
[( 2
pi
)2 + π − 5] 1
M
max(1,
TQt,M
BV 2t,M
)
−→ N(0, 1), (2.3)
where TQt refers to the tripower quarticity given by
TQt,M =Mµ
−3
4/3
M
M − 2
n∑
j=3
|rj−2|4/3|rj−1|4/3|rj|4/3,
where µp = E(|U |)p = π−1/22p/2Γ(p+12 ).
The jump variation can then be obtained as
JVt = (RVt −BVt)I[Jt,M≥φ−1α ], (2.4)
where the φ−1α is the α quantile of the normal distribution.
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2.3 Data and Methodology
2.3.1 Realized Jumps and Volatility Forecasting
We first investigate the role of realized jumps in volatility forecasting. There
are many approaches to forecast volatility using high frequency data. We use
the Heterogeneous Autoregressive (HAR) model of Corsi (2009) because it can
be implemented easily and it can capture the long memory property of volatility
processes in a straightforward way. Our benchmark model considers the use of
daily, weekly, and monthly lagged realized variances to forecast one step ahead
realized variance. The HAR-RV specification is as follows:
RVt,t+h−1 = β0+βRV DRVt−1+βRVWRVt−5,t−1+βRVMRVt−22,t−1+ǫt,t+h−1. (2.5)
To assess the role of jumps, we consider the following HAR-RV-CJ specification:
RVt,t+h−1 = β0+βIV DIVt−1+βIV W IVt−5,t−1+βIVMIVt−22,t−1+βJV DJVt−1+ǫt,t+h−1
(2.6)
where RVt,t+h = h
−1[RVt + RVt+1... + RVt+h−1] is the averaged h-periods real-
ized variance. IVt−1, IVt−5,t−1, IVt−22,t−1 are jump robust integrated variation
estimators over a lagged daily, weekly, and monthly horizon, JVt−1 is the daily
lagged jump variation detected using the jump tests introduced before.
2.3.2 Realized Jumps and Volatility Timing Based Port-
folio Strategy
We then conduct our economic evaluations by constructing volatility timing
based portfolio allocation strategies. We consider a risk-averse investor with
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mean-variance preferences, who allocates her wealth into one risky asset (a
market index ETF) and one risk-free asset. Our one risky asset specification
is similar to Marquering and Verbeek (2004). The economic intuition for this
strategy is simple. Given the expected return, when the volatility level is high,
the investor allocates more wealth into the risk-free asset, and when the volatil-
ity level is low, the investor allocates more wealth into the risky asset. If
separating jumps from diffusion components lead to more accurate prediction
of future volatility, then we should expect the investor to improve her portfolio
performance by actively rebalancing the portfolio based on the signal of the
predicted volatility.
Although more sophisticated utility functions can be used, we stick to mean-
variance preferences because we are primarily interested in whether statistical
improvements in volatility forecasting by separating jumps from diffusion can
be translated into economic values. To concentrate on the impact of jumps,
we consider only one market index as the risky asset. We choose this setting
to avoid dealing with jump tests in multivariate settings and controlling for
non-synchronicity of different assets, while we still maintain the generality of
our empirical results. We also assume that the investor is myopic. Namely, the
investor dynamically rebalances her portfolio period by period, and she does
not consider the intertemporal hedging demand in the portfolio selection. We
make this assumption both for simplicity to directly translate our volatility fore-
casting results into portfolio performance and for consistency with the existing
volatility timing literature.
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Hence, the investor solves the following optimization problem:
Max
wt
U [Et(rp,t+1), V art(rp,t+1)],
where Et(rp,t+1) is the conditional expected portfolio return and V art(rp,t+1)
is the conditional variance of the portfolio return. The portfolio return is
Et(rp,t+1) = rf,t+1 + wt(Et(rm,t+1) − rf,t+1), where wt is the portfolio weight
of the risky asset, Et(rm,t+1) is the conditional expected return of the risky as-
set and rf,t+1 is the return for the risk free asset, which we know ex ante.
The mean-variance utility function is given by
U [Et(rp,t+1), V art(rp,t+1)] = Et(rp,t+1)− γ
2
V art(rp,t+1),
with γ the risk-aversion parameter. Hence, the optimal portfolio weight is
given by
wt =
Et(rm,t+1)− rf,t+1
γV art(rm,t+1)
. (2.7)
We set the expected return for the risky asset equal to the in-sample mean 2,
as over a short horizon, expected return changes are negligible and we are only
interested in the volatility timing effect of realized jumps.
Fleming, Kirby, and Ostdiek (2003) show that using a dynamic volatility timing
strategy relying solely on realized volatilities can outperform both static strate-
gies and dynamic volatility timing strategies using lagged daily volatilities only.
Therefore the question whether realized jumps are economically valuable can be
translated into whether our jump augmented volatility timing strategy (HAR-
2We also tried using other specifications such as rolling windows, results are similar.
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RV-CJ) can outperform the benchmark strategy (HAR-RV) which does not
separate jumps from the diffusion component.
To implement the above strategy, we conduct two further adjustments. Firstly,
we impose a short selling constraint. Following Marquering and Verbeek (2004),
we restrict the negative portfolio weights to zero and the greater than one port-
folio weights to one. Secondly, we also match the high frequency trading period
(6.5 hour) to daily frequency (24 hour). Therefore, rather than directly plug-
ging in the predicted realized variance, we adjust the predicted realized variance
with a bias-correction factor. We follow existing studies (Fleming, Kirby, and
Ostdiek 2003, Bandi and Russell 2006) and construct the bias-correction factor
as follows:
BCF =
1/n
∑n
t=1 r
2
t
1/n
∑n
t=1RVt
, (2.8)
where RVt is the daily realized variance for 6.5 trading hours and rt is the
daily return for 24 hours. We construct the bias-correction factor using all data
from the in-sample period. The conditional variance is estimated by predicted
realized variance scaled by the bias correction factor, namely V art(rm,t+1) =
BCF · R̂V t+1, where R̂V t+1 is the predicted realized variance obtained from the
volatility forecasting part. We can then plug in the conditional variance into
the optimal portfolio weight function to estimate the optimal portfolio weight.
2.3.3 Performance Evaluations
Following the volatility timing literature, we focus on the utility based perfor-
mance evaluation measure to assess whether investors can benefit from including
realized jumps into their information set. We follow Fleming, Kirby, and Ost-
diek (2003) and Marquering and Verbeek (2004) and rely on averaged realized
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utility to compare jump strategies to the benchmark strategy.
The sample averaged realized utility for portfolio strategy p is given by
U¯(Rp) =
1
T
T−1∑
t=0
[rp,t+1 − γ
2
V art(rp,t+1)]. (2.9)
Given the optimal portfolio weights, we can compute daily time series of ex post
portfolio returns rp,t+1 = rf,t+1+wt(rm,t+1−rf,t+1) and variances V art(rp,t+1) =
(rp,t+1 − r¯p)2, and then plug that in to obtain the averaged realized utility.3
To quantify the economic benefit relative to the benchmark strategy, we use the
performance fee ∆ (in basis points), which is the fee that an investor is willing to
pay to switch from the benchmark strategy (with portfolio return rbm,t ) to our
strategy (e.g. strategy p with portfolio return rp,t). In our analysis, we consider
different risk aversion levels (γ = 2, 6, 10). The performance fee is computed as
follows:
1
T
T−1∑
t=0
[(rp,t+1 −∆)− γ
2
V art(rp,t+1)] =
1
T
T−1∑
t=0
[rbm,t+1 − γ
2
V art(rbm,t+1)]. (2.10)
2.3.4 Statistical Significance of Economic Values
One of the major concerns of existing studies on the economic value of re-
turn/volatilty prediction is the statistical significance of the economic value
obtained. The economic value computed is just a figure and usually not large
(e.g in the unit of basis points), hence we don’t know whether the value is signif-
icantly different from zero across different strategies. Therefore different meth-
3Alternatively, we can estimate the portfolio variance from the variance of the risky asset (we
can use ex post realized variance scaled with the bias correction factor) scaled by the squared
weight, V art(rp,t+1) = w
2
t V art(rm,t+1) = w
2
tBCF ·RVt+1, results are similar.
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ods have been used to investigate the statistical significance of economic values.
Following Engle and Colacito (2006) and Bandi, Russell, and Zhu (2008), we
address this concern by viewing the economic gains as loss differential in which
we compare one portfolio to the benchmark portfolio. The approach is in the
spirit of Diebold and Mariano (1995). The Diebold-Mariano (DM) test was
designed to examine whether the loss differential of two forecasts is statistically
significantly different from zero. The test can be used when the loss differential
series is covariance stationary. Engle and Colacito (2006) and Bandi, Russell,
and Zhu (2008) applied it to examine whether the ex post portfolio-volatility-
difference between a candidate strategy and a benchmark strategy is statistically
significantly different from zero. In our study, we investigate whether the per-
formance fees (viewed as loss differential) are significantly different from zero.
We first compute the time series of daily “spot” realized utilities and then the
time series of daily performance fees for each strategy in comparison to the
benchmark. Afterwards, we construct the DM statistics and test whether the
alternative strategies do not outperform the benchmark (null hypothesis) using
a one-sided t-test with a robust variance covariance estimator.4
2.3.5 Data Description
In our empirical analysis we use the S&P500 ETF or SPDR contract (SPY)
as the risky asset, obtained from NYSE TAQ database. The contract tracks
the S&P500 index and is very liquidly traded. Trading spans from 9:30 EST to
16:00 EST. Our sample spans from Jan 2nd 2001 to Dec 31st 2010. To start with
we compute the realized volatility estimator based on equidistant observations
4An alternative way to assess the statistical significance of economic gains is to use bootrapping
methods. A recent study by McCracken and Valente (2013) provides a formal test of economic
values using the bootstrapping method.
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sampled at the conventional five minute frequency in order to control for mar-
ket microstructure noise. In the robustness checks section, we also report the
results of a more advanced estimator to control for market microstructure noise
– the average RV estimator of Andersen, Bollerslev, Christoffersen, and Diebold
(2011). This estimator is a sub-sample estimator that can also be constructed
easily. Starting from one minute regular spaced log-returns, we compute the
average RV as an equally-weighted average of five overlapping five minute RV
estimators. Andersen, Bollerslev, and Meddahi (2011) found that the average
RV estimator can perform as well as more complex estimators (realized kernel,
multiple time scale, pre-averaging etc) in volatility forecasting. We implement
two further adjustments: Firstly, we remove the overnight periods. Secondly,
we use linear interpolation to correct for different trading hours, especially in
December 2008 and afterwards. We also collect S&P500 ETF or SPDR contract
(SPY) daily data from CRSP in order to match intraday trading period to daily
frequency. As the risk-free asset we use the daily average of the one month US
Treasury bill series.
2.4 Empirical Findings
2.4.1 Statistical Findings
This part presents volatility forecasting results using realized jumps. Table
2.1 documents the descriptive statistics for the realized variance and realized
jump variations using different jump tests. Although the statistics from differ-
ent jump tests look different, they all share the same features, including high
skewness and high kurtosis, supporting the asymmetric and rare event nature
of jumps. We first conduct in-sample statistical evaluations by estimating our
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models with the whole sample data from 2001 and 2010.
Table 2.2 shows in-sample volatility forecasting results for the benchmark model
and models using different jump tests. We follow Andersen, Bollerslev, and
Diebold (2007) and use the Newey-West variance covariance matrix estimator
with 5, 10 and 44 lags for daily, weekly, and monthly ahead forecasts. For the
benchmark HAR-RV model, the one day ahead forecast shows that only the
coefficient of weekly lagged realized variance is significant at the 5% level, while
for one week and one month ahead forecasts all three lagged realized variance
coefficients are significant. The adjusted R2 takes values of 0.562, 0.682 and
0.644 for the different forecasting horizons. We then look at the HAR-RV-CJ
models using different jump tests. At least four points are worth mentioning.
Firstly, although at weekly and monthly horizons, coefficients for the integrated
variances are all significant as in the benchmark model, the HAR-RV-CJ results
differ from the HAR-RV model at daily horizon. The daily lagged integrated
variances now become significant, indicating that jump robust integrated varia-
tion is more important than total realized variance in daily volatility forecasting.
Secondly, the jump signs are almost all negative.5 Our result is consistent with
Andersen, Bollerslev, and Diebold (2007), but is different from Corsi, Pirino,
and Reno (2010). Therefore, Corsi, Pirino, and Reno (2010)’s explanation that
larger jumps lead to higher future volatility due to an increased level of disagree-
ment may not hold in our setup. Instead, our findings are more consistent with
Andersen, Bollerslev, and Diebold (2007)’s explanation that jumps are quickly
mean reverting and hence can lead to a lower volatility rather than a higher one.
Thirdly, jump coefficients differ in terms of the significance. Jump coefficients
5The exception of AJ and its later relative weak statistical performance can mainly be justified
by its finite sample properties in a simulation analysis reported in the Appendix.
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are significant across all horizons for BNS, JO and PZ, significant only at daily
horizon for Med, Min, CPR, and insignificant for AJ across all horizons at the
5% level. Finally, we look at the goodness-of-fit of the models. We find that
almost all models with different jump specifications can outperform the bench-
mark HAR-RV model at all forecasting horizons. At daily level, the highest
adjusted R2 is PZ of 0.604 and the lowest is AJ of 0.562. BNS has an adjusted
R2 of 0.592. Compared to BNS, CPR, JO, and Med have higher adjusted R2s
while Min has a lower adjusted R2. For weekly and monthly ahead forecasts,
adjusted R2s are all close to 0.70 and 0.65 respectively. Although we observe a
clear inverse U shape pattern of adjusted R2s levels across forecasting horizons
for all models, the improvements in adjusted R2s compared to the benchmark
model are diminishing from about 3% on daily horizon to about 1% on average
on weekly and monthly horizons.
Although in-sample findings document a clear improvement in volatility fore-
casting by separating jumps from diffusion, we are also interested in whether
results hold true out-of-sample. We first estimate model parameters using the
first 1000 days of the whole sample as the in-sample period, and then use the
rest of the sample from 2006 to 2010 as the out-of-sample period. Table 2.3
reports our out-of-sample volatility forecasting results. We report the Mean
Squared Error (MSE) for the predicted value compared to the realized value.
Similar to the in-sample analysis, we find that all HAR-RV-CJ models using
different jump tests can outperform the benchmark HAR-RV in terms of lower
MSEs. This finding holds true for all daily, weekly, and monthly horizons. Sim-
ilar to the in-sample findings, we observe i) the largest statistical improvements
at daily horizons and ii) improvements diminish when forecasting horizons in-
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crease. When we compare out-of-sample findings across different jump tests, we
find that AJ has the lowest out-of-sample performance. Models using PZ, CPR,
Med, or JO outperform BNS while the model using Min underperforms BNS.
Results are consistent with in-sample findings and hold true across forecasting
horizons.
2.4.2 Out-of-Sample Economic Findings
Given the significant statistical improvement by separating jump and diffusion
components, we are now interested in whether such statistical accuracy can be
translated into economic value for a risk-averse investor. We construct volatil-
ity timing strategies as discussed above for our out-of-sample period (2006 to
2010). The largest statistical forecasting improvement was observed for a daily
horizon and given that the jump effect is quickly mean reverting we concentrate
on volatility timing with daily re-balancing. To calculate the optimal portfo-
lio weights we use the model-predicted volatility as a predictor for conditional
volatility, and then adjust it with the bias-correction factor as illustrated in
equation (2.8).
Table 2.4 reports the out-of-sample economic findings. Our main performance
measure is performance fee, interpreted as the fee that an investor is willing
to pay to switch from a benchmark strategy to a jump augmented strategy.
We consider three risk aversion levels γ = 2, 6, 10. We show that all jump
strategies generate positive performance fees in comparison to the benchmark
strategy, and the economic values generated depend on different jump strate-
gies and risk aversion levels. For the moderate risk aversion level of 6, we show
that highest performance fees are 20 basis points for Med and Min, followed
24
by 19 basis points for BNS and CPR, and 18 and 17 basis points for JO and
PZ. AJ generates positive but very small performance fee; a result that is con-
sistent with its negligible forecasting improvement in the statistical part. The
economic magnitude is also affected by the change of the risk aversion level,
ranging from 59 basis points (γ = 2) to 11 basis points (γ = 10), indicating
that the strategy seems to work better for less risk averse investors. Around
0.6% annualized performance fee looks small in magnitude, and we therefore
also assess the statistical significance of the economic value generated. We find
that except for AJ, all jump strategies generate positive and statistically sig-
nificant performance fees with DM t-statistics above 2. To summarize, we find
that the separation of jumps from diffusion components improves volatility tim-
ing strategies for almost all jump tests. The out-of-sample economic findings
are generally consistent with in-sample and out-of-sample statistical findings,
although it does not necessarily match with the ranking of the in and out-of-
sample volatility forecasting analyses. One possible explanation could be that
jumps not only affect the volatility process, but also the return process, which
is not captured by our volatility timing strategies.
2.5 Robustness Checks
In this section, we conduct comprehensive robustness checks. We focus on
three issues: Firstly, our main results are based on the RV estimator sampled
as the conventional five minutes sampling frequency. It is interesting to see
whether our results still hold true under a more stringent control of market
microstructure noise. Secondly, although we show that incorporating realized
jumps in volatility timing generates economic value, we are also interested in
whether it is feasible for an investor to exploit this in the presence of transaction
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costs. Thirdly, we also discuss whether realized jumps can help to predict
realized higher moments and semi-variances, and whether performances can
be improved using these in the portfolio allocation. Further extensions and
robustness checks including simulation analysis, good and bad jumps, and sub-
sample analysis can be found in the Appendix6.
2.5.1 Market Microstructure Noises
We follow Andersen, Bollerslev, Christoffersen, and Diebold (2011) and Ander-
sen, Bollerslev, and Meddahi (2011) and construct average realized variances
and bipower variations. Table 2.5 reports the in-sample volatility forecasting
results after further controlling for market microstructure noises. Although the
jump coefficient is still negative and significant as shown in Section 2.3.2, the
adjusted R2 is different. For the one day ahead forecast, the adjusted R2 for
the benchmark model raises from 0.562 to 0.588 when using the average RV
estimator. Similarly, the adjusted adjusted R2 for the HAR-RV-CJ with BNS
raises from 0.592 to 0.628. A similar statistical improvement is also found in
the out-of-sample evaluation as shown in panel 1 of Table 2.6. Such statisti-
cal improvements by using subsample estimators also indicate potential eco-
nomic improvements. The out-of-sample portfolio allocation results are shown
in panel 2 of Table 2.6. We find that performance fees remain positive and sta-
tistically significant. Moreover, we show that economic magnitudes are larger
using the microstructure noise robust estimators compared to the conventional
five minutes estimator. A risk-averse investor is willing to pay performance fees
ranging from 62 basis points (γ = 2) to 12 basis points (γ = 10) to use a jump
6In our earlier version of the paper, we also show the results of an alternative parametric
portfolio allocation strategies using realized jumps, the economic values are positive but
small in magnitude and in general statistically insignificant.
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strategy. Our findings suggest that the statistical and economic improvements
by separating jumps from diffusion are not likely to be driven by market mi-
crostructure noises. Instead, we show that controlling for market microstructure
noises strengthens our findings. Our results are also consistent with previous
studies (Bandi and Russell 2006, Bandi, Russell, and Zhu 2008, Liu 2009) that
controlling for microstructure noises improve portfolio performances.
2.5.2 Transaction Costs
We then analyze the impact of transaction costs on our results. Different from
existing studies comparing dynamic and static strategies (Fleming, Kirby, and
Ostdiek 2001) or comparing two dynamic strategies which are based on high fre-
quency and daily information respectively (Fleming, Kirby, and Ostdiek 2003),
our analysis compares two dynamic strategies both using high frequency infor-
mation. Therefore, we expect that the effect of transaction costs will not be
as strong as documented in the existing literature. Following Bandi, Russell,
and Zhu (2008), we define the transaction cost adjusted portfolio return in the
following way:
r¯p,t+1 = rp,t+1 − ρ(1 + rp,t+1)|∆wt+1|, (2.11)
where r¯p,t+1 is the transaction cost adjusted portfolio return, rp,t+1 is pre-
adjusted return, ρ is the transaction cost parameter, where we choose a high
value of 0.0025, corresponding to a 2.5 cent half spread on a 10 dollar stock,
∆wt+1 is the change of the weight from t to t+ 1, a proxy of trading turnover.
Table 2.7 presents the out-of-sample volatility timing results for all jump tests
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when transaction costs are taken into consideration. All specifications yield pos-
itive performance fees, implying that they can outperform the benchmark even
when transaction costs are considered. Moreover, those performance fees are
also statistically significant except for AJ. Jump strategies require incorporat-
ing recent information more quickly while the benchmark strategy is smoother,
therefore we are not surprised by the higher turnover of the jump strategies com-
pared to the benchmark strategy. Although the performance fees are slightly
lower when controlling for transaction costs, we find that our results are gener-
ally consistent with our main findings in Section 2.4.2. Moreover, the relative
performance of alternative jump specifications is also consistent with that in the
main analysis, indicating that transaction costs have similar and only marginal
effects for most of jump based volatility timing strategies.
2.5.3 Realized Jumps and Alternative Realized Moments
In practice, portfolio allocations are also subject to the impact of higher mo-
ments. Considering more general utility functions usually requires the pre-
diction of higher moments. In addition to the sophistication of incorporating
realized jumps into the portfolio allocation problem beyond mean-variance pref-
erences, we present some statistical evidence of the predictive ability of realized
jumps for alternative realized moments. We consider the use of realized jumps
for predicting realized upside and downside volatilities, skewness, and kurtosis.
We follow Barndorff-Nielsen, Kinnebrock, and Shephard (2008) and Amaya,
Christoffersen, Jacobs, and Vasquez (2011), and construct alternative realized
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moments in the following way,
RV +t,M =
M∑
j=1
r2j,t1rj,t>0, RV
−
t,M =
M∑
j=1
r2j,t1rj,t<0
RSKt,M =
√
M
∑M
j=1 r
3
j,t
(
∑M
j=1 r
2
i,t)
3/2
, RKUt,M =
M
∑M
j=1 r
4
j,t
(
∑M
j=1 r
2
i,t)
2
We first investigate the contemporaneous relationship between realized jumps
and alternative realized moments using the following regression equation:
RMt = β0 + βRJRJt + ǫt, (2.12)
where RMt is the realized moment including RV , RV
+,RV −, RSK, and RKU .
Table 2.8 presents the contemporaneous regression results. We find that real-
ized jump variation is a significant determinant of contemporaneous realized
variance, positive and negative variances, and kurtosis, explaining 18% to 80%
variation of realized moments respectively. A large jump variation is associ-
ated with a large variance, upside and downside variance, and kurtosis. Jump
variation is also negatively related to realized skewness, however the relation is
only marginally significant, and jumps can only explain about 1% variation in
skewness.
We are more interested in the predictive relationship of realized jump variation
and realized moments. Therefore we forecast realized moments using daily,
weekly, and monthly lagged realized moments in the fashion of the HAR model,
just as we did for realized variance in Section 2.4.1. We consider daily, weekly,
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and monthly ahead forecasting horizons. The models are specified as follows:
RMt,t+h−1 = β0+βRMDRMt−1+βRMWRMt−5,t−1+βRMMRMt−22,t−1+ ǫt,t+h−1.
(2.13)
To investigate the impact of jump, we then augment the model with realized
jumps.
RMt,t+h−1 = β0 + βRMDRMt−1 + βRMWRMt−5,t−1 + βRMMRMt−22,t−1
+ βJV DJVt−1 + ǫt,t+h−1.
(2.14)
Table 2.9 reports in-sample forecasting results for realized moments. The re-
sults vary across different realized moments and forecasting horizons. Firstly,
we find that realized jump helps to forecast realized variance, even though we
do not use jump robust integrated variance as we did in the main part of the
analysis. For all the forecasting horizons, we observe negative and statistically
significant jump coefficients. Moreover, the adjusted R2s of the models includ-
ing jumps are higher than those of the models without jumps. This finding
suggests that jumps do contain incremental information for predicting future
volatility and the statistical and economic improvements we documented in the
main analysis do not purely come from a better measurement of jump robust
integrated variance. We now discuss the role of jumps in predicting alternative
realized moments: We find that realized jumps have negative and statistically
significant impacts on future downside volatility for all forecasting horizons and
improvements in adjusted R2s range from 1% to 3%. We also find that real-
ized jumps help to predict upside volatility at the daily horizon and generate
improvements in adjusted R2 of about 0.2%. However, we show that realized
jumps do not predict future realized skewness. Although realized jumps predict
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realized kurtosis at daily and weekly horizons, improvements in adjusted R2s
are almost negligible. These results, suggest that realized jumps may not con-
tain predictive information beyond second moments at least in our empirical
setups.
We then consider a simple portfolio allocation within the mean variance frame-
work to quantify the predictive ability of realized jumps on alternative realized
moments. We focus on upside and downside volatilities. Since the optimal
portfolio weight is a function of the conditional variance of the risky asset, we
can decompose it, as:
V art(rm,t+1) = V art(rm,t+1)
+ + V art(rm,t+1)
− = BCF (RˆV
+
t,t+1 + RˆV
−
t,t+1).
(2.15)
Since jumps have different predictive abilities to forecast upside and down-
side volatilities, an investor may improve portfolio performances by forecasting
RV +t,t+1 and RV
−
t,t+1 separately and combining and scaling them by the Bias
Correction Factor to obtain the total conditional variance V art(rm,t+1), which
can then be plugged into the portfolio weights function as shown in equation
(2.7). We construct two portfolio strategies: The first strategy is based on
predicting upside and downside volatilities with their lagged values in the HAR
fashion. To improve forecasting performance, we include both upside and down-
side components at daily, weekly, and monthly lagged levels to predict each
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component one day ahead.
RV +t,t+h−1 = β0 + βRV PDRV
+
t−1 + βRVMDRV
−
t−1 + βRV PWRV
+
t−5,t−1
+ βRVMWRV
−
t−5,t−1 + βRV PMRV
+
t−22,t−1 + βRVMMRV
−
t−22,t−1 + ǫt,t+h−1,
(2.16)
RV −t,t+h−1 = β0 + βRV PDRV
+
t−1 + βRVMDRV
−
t−1 + βRV PWRV
+
t−5,t−1
+ βRVMWRV
−
t−5,t−1 + βRV PMRV
+
t−22,t−1 + βRVMMRV
−
t−22,t−1 + ǫt,t+h−1.
(2.17)
The second strategy augments the first strategy with daily lagged realized jump
variation as additional regressor.
RV +t,t+h−1 = β0 + βRV PDRV
+
t−1 + βRVMDRV
−
t−1 + βRV PWRV
+
t−5,t−1
+ βRVMWRV
−
t−5,t−1 + βRV PMRV
+
t−22,t−1 + βRVMMRV
−
t−22,t−1
+ βJV DJVt−1 + ǫt,t+h−1, (2.18)
RV −t,t+h−1 = β0 + βRV PDRV
+
t−1 + βRVMDRV
−
t−1 + βRV PWRV
+
t−5,t−1
+ βRVMWRV
−
t−5,t−1 + βRV PMRV
+
t−22,t−1 + βRVMMRV
−
t−22,t−1
+ βJV DJVt−1 + ǫt,t+h−1. (2.19)
We focus on out-of-sample performances and consider three comparisons. The
first comparison is between the first strategy based on equations (2.16) and
(2.17) and the benchmark strategy in the main analysis, which predicts the to-
tal variance using HAR-RV in equation (2.5). The purpose is to assess whether
predicting each volatility component separately can be economically valuable in
comparison to predicting the total volatility. The second comparison is between
the second strategy using jumps in equations (2.18) and (2.19) and the bench-
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mark strategy in equation (2.5). The third comparison is between the first
and second strategies, showing whether jumps convey incremental economic
improvements. Table 2.10 reports out-of-sample portfolio performance fees for
those three cases. We find that strategies based on predicting each volatility
component separately outperform the benchmark strategy based on predicting
total volatility, and can generate positive and statistically significant economic
values. To be specific, in the first comparison, if we only use lagged upside and
downside volatilities, we can generate annualized performance fees ranging from
13 basis points (γ = 2) to 2 basis points (γ = 10). If we include realized jumps,
then the performance fees increase to range from 45 basis points (γ = 2) to 8
basis points (γ = 10). The third comparison suggests that including jump is
important and can generate incremental economic improvements from 31 basis
points (γ = 2) to 6 basis points (γ = 10) .
To summarize, we show that jumps do contain incremental predictive informa-
tion for future volatility and its signed components, however realized jumps can
hardly predict future realized higher moments. Therefore, the results suggest
that realized jumps do not contribute much to moment timing based port-
folio strategies beyond mean-variance approaches. If we remain in the mean-
variance framework, predicting positive and negative volatility components sep-
arately can generate tangible economic improvements compared to predicting
total volatility, and incorporating jumps can further improve the magnitude of
the economic value.
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2.6 Conclusion
Although a number of different nonparametric jump tests were developed in the
literature, only very few studies analyze the potential use of realized jumps. Us-
ing high frequency data and seven major nonparametric jump tests, this paper
investigates the predictive information content of realized jumps on volatility
timing from both statistical and economic perspectives.
Covering all major jump tests, we confirm that separating jumps from the dif-
fusion component does improve volatility forecasting in general. The result
holds true both in-sample and out-of-sample. Moreover, we show that using
a simple volatility timing strategy, a risk-averse investor can generate a signif-
icant economic value by separating jumps from the diffusion component. We
conduct comprehensive robustness checks. We show that after controlling for
microstructure noise and transaction costs, our main results still hold. We also
find that realized jumps can predict realized volatility and its signed up and
down components, and portfolio performance can be improved by separately
predicting each component.
Our paper contributes to the field on a few aspects: Firstly, we contribute to the
existing literature on the role of jumps in volatility forecasting. By using seven
different jump tests, we show that jumps in general help to forecast volatil-
ity. Secondly, we show that the statistical improvement can also be exploited
in a mean-variance portfolio allocation strategy. Hence, we also contribute to
the literature on economic value of volatility timing. Thirdly, we contribute
to the literature on the use of high frequency data and nonparametric jump
tests. Our study can be viewed as evaluations of alternative jump tests us-
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ing real world data while most previous studies focus on simulations. Further
extensions include dealing with multivariate jumps (co-jumps), using more so-
phisticated utility functions, and considering alternative economic applications.
They are beyond the purpose of our paper, and we leave them to future studies.
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2.7 Tables
Table 2.1: Descriptive Statistics
RV JVBNS JVAJ JVJO JVMed JVMin JVCPR JVPZ
Mean 1.324E-4 4.693E-6 1.313E-6 4.919E-6 6.377E-6 5.906E-6 8.223E-6 6.855E-6
Std 3.109E-4 7.692E-5 1.748E-5 7.689E-5 9.836E-5 9.805E-5 1.042E-4 7.836E-5
Skew 10.321 43.829 40.756 43.881 42.242 43.188 40.479 41.555
Kurt 158.187 2.056E+3 1.867E+3 2.060E+3 1.945E+3 2.040E+3 1.827E+3 1.906E+3
Min 3.468E-6 0 0 0 0 0 0 0
Max 0.0065 0.0037 8.131E-4 0.0037 0.0046 0.0046 0.0048 0.0037
Notes: The table summarizes the main descriptive statistics. We report realized
variance (RV), and realized jump variations for seven different jump tests (BNS, AJ,
JO, Med, Min, CPR, PZ). The sample period spans from Jan 1st 2001 to Dec 31st
2010. Both realized variance and realized jump variations are computed as shown in
Section 2.2 using the 5 minutes high frequency Spyder contract (SPY) tracking the
S&P500 index.
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Table 2.2: In-Sample Volatility Forecasting Results
β0 βRV D βRV W βRV M adjR
2
BM
h = 1 1.436E-5 0.278 0.425 0.187 0.562
(1.953) (1.887) (4.115) (1.767)
h = 5 2.204E-5 0.180 0.370 0.282 0.682
(2.779) (2.029) (4.643) (2.568)
h = 22 4.103E-5 0.092 0.290 0.303 0.644
(4.249) (2.211) (2.951) (3.401)
β0 βIV D βIVW βIVM βJV D adjR
2
BNS
h = 1 1.601E-5 0.467 0.325 0.132 -0.359 0.592
(2.548) (3.897) (3.745) (1.372) (-4.121)
h = 5 2.354E-5 0.279 0.335 0.242 -0.158 0.699
(3.130) (3.197) (3.840) (2.143) (-2.451)
h = 22 4.223E-5 0.145 0.284 0.275 -0.097 0.654
(4.256) (4.390) (3.840) (2.855) (-2.001)
AJ
h = 1 1.362E-5 0.280 0.419 0.188 2.931 0.562
(1.845) (1.883) (4.061) (1.791) (1.641)
h = 5 1.991E-5 0.177 0.369 0.276 6.662 0.693
(2.436) (2.038) (4.544) (2.471) (1.608)
h = 22 3.996E-5 0.091 0.290 0.299 3.599 0.648
(4.261) (2.213) (2.944) (3.306) (1.647)
JO
h = 1 1.532E-5 0.466 0.338 0.128 -0.366 0.593
(2.503) (3.848) (3.958) (1.349) (-4.093)
h = 5 2.306E-5 0.287 0.337 0.239 -0.195 0.702
(3.173) (3.161) (4.039) (2.175) (-2.936)
h = 22 4.187E-5 0.147 0.281 0.279 -0.099 0.654
(4.219) (4.418) (2.806) (2.920) (-2.258)
Med
h = 1 1.594E-5 0.489 0.321 0.124 -0.214 0.597
(2.576) (4.040) (1.283) (1.283) (-5.021)
h = 5 2.368E-5 0.297 0.313 0.254 -0.062 0.697
(3.181) (3.022) (2.358) (2.358) (-1.712)
h = 22 4.224E-5 0.146 0.280 0.285 -0.018 0.652
(4.253) (4.365) (2.962) (2.962) (-0.362)
Min
h = 1 1.670E-5 0.464 0.337 0.121 -0.162 0.592
(2.664) (3.887) (3.894) (1.283) (-3.046)
h = 5 2.431E-5 0.275 0.352 0.228 -0.049 0.699
(3.262) (3.174) (3.971) (2.010) (-1.355)
h = 22 4.307E-5 0.143 0.294 0.265 -0.024 0.653
(4.261) (4.569) (2.817) (2.748) (-0.617)
CPR
h = 1 1.725E-5 0.509 0.319 0.108 -0.188 0.598
(2.838) (4.019) (3.402) (1.133) (-3.836)
h = 5 2.490E-5 0.311 0.324 0.232 -0.070 0.702
(3.334) (3.327) (3.580) (2.057) (-1.849)
h = 22 4.333E-5 0.154 0.285 0.272 -0.021 0.653
37
β0 βIV D βIVW βIVM βJV D adjR
2
(4.276) (4.932) (2.807) (2.787) (-0.505)
PZ
h = 1 1.665E-5 0.537 0.316 0.095 -0.498 0.604
(2.884) (4.311) (3.500) (1.052) (-4.035)
h = 5 2.406E-5 0.320 0.336 0.219 -0.248 0.705
(3.319) (3.306) (3.717) (2.001) (-2.481)
h = 22 4.268E-5 0.165 0.288 0.263 -0.133 0.655
(4.261 (4.781) (2.776) (2.621) (-3.403)
Notes: The table reports in-sample volatility forecasting results for the SPY contract from
2001 to 2010 using different jump test. The HAR-RV model is used as the benchmark model.
The HAR-RV-CJ models use realized jump variation detected using different jump tests:
BNS, AJ, JO, Med, Min, CPR, and PZ. We forecast one day, one week, and one month ahead
realized variances. The figures in parentheses are t-statistics computed using Newey-West
corrected standard error for autocorrelation orders 5, 10, and 44 respectively. The adjR2 is
the adjusted R square.
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Table 2.3: Out-of-Sample Volatility Forecasting Results
MSE h=1 h=5 h=22
BM 5.657E-8 3.532E-8 3.504E-8
BNS 4.830E-8 3.195E-8 3.268E-8
AJ 5.656E-8 3.517E-8 3.483E-8
JO 4.794E-8 3.150E-8 3.273E-8
Med 4.733E-8 3.219E-8 3.258E-8
Min 4.881E-8 3.179E-8 3.238E-8
CPR 4.653E-8 3.107E-8 3.222E-8
PZ 4.523E-8 3.017E-8 3.214E-8
Notes: The table reports out-of-sample volatility forecasting results for the SPY
contract for 2006 to 2010 using alternative jump tests. The HAR-RV model
is used as the benchmark model. The HAR-RV-CJ model use realized jump
variation detected using different jump tests: BNS, AJ, JO, Med, Min, CPR,
and PZ. The out-of-sample period ranges from 2006 to 2010. We report the
Mean Squared Error (MSE) for predicted volatility over one day, one week, and
one month forecasting horizons.
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Table 2.4: Out-of-Sample Portfolio Performance: Daily Rebalancing
Volatility Timing: Performance Fees
Strategies γ = 2 γ = 6 γ = 10
BNS 0.0056 0.0019 0.0011
(2.5684) (2.5332) (2.4980)
AJ 3.2391E-5 1.0797E-5 6.4781E-6
(0.2951) (0.2895) (0.2839)
JO 0.0055 0.0018 0.0011
(2.5355) (2.5003) (2.4655)
Med 0.0059 0.0020 0.0012
(2.6870) (2.6521) (2.6171)
Min 0.0059 0.0020 0.0012
(2.5301) (2.4944) (2.4586)
CPR 0.0056 0.0019 0.0011
(2.6071) (2.5713) (2.5355)
PZ 0.0046 0.0017 9.5992E-4
(2.2351) (2.2001) (2.1652)
Notes: The table reports out-of-sample portfolio allocation results for the SPY
contract for 2006 to 2010 using alternative jump tests. The benchmark strategy
uses the HAR-RV model to predict one day ahead volatility, other strategies
using HAR-RV-CJ models with realized jump variation detected from the re-
spective jump tests. We report performance fees relative to the benchmark
strategy under risk aversion levels of 2, 6, and 10. Figures in parentheses are
t-statistics for the DM test, where under the null hypothesis it is assumed that
the (mean) performance fee equals zero.
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Table 2.5: In-Sample Volatility Forecasting: Average RV
β0 βRV D βRV W βRV M adjR
2
BM
h = 1 1.348E-5 0.330 0.369 0.197 0.588
(1.897) (1.887) (2.984) (1.936)
h = 5 2.150E-5 0.207 0.331 0.294 0.685
(2.834) (1.971) (3.869) (2.647)
h = 22 3.960E-5 0.108 0.268 0.313 0.651
(4.202) (1.997) (2.738) (3.311)
β0 βIV D βIVW βIVM βJV D adjR
2
BNS
h = 1 1.066E-5 0.669 0.195 0.097 -0.176 0.628
(1.834) (5.556) (1.891) (1.098) (-6.362)
h = 5 1.966E-5 0.372 0.292 0.225 -0.054 0.714
(2.645) (4.442) (2.916) (1.911) (-2.624)
h = 22 3.915E-5 0.195 0.274 0.262 -0.051 0.664
(4.031) (5.958) (2.420) (2.368) (-3.238)
Notes: The table reports in-sample volatility forecasting results for the SPY contract from
2001 to 2010 controlling for market microstructure noises. The HAR-RV model and the
HAR-RV-CJ model using a BNS jump test are applied to forecast one day, one week, and
one month ahead realized variances. The average realized variance is used in order to control
for market microstructure noise. The figures in parentheses are t-statistics using Newey-West
standard errors for autocorrelation orders of 5, 10, and 44. adjR2 is the adjusted R square.
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Table 2.6: Out-of-Sample Statistical and Economic Performances: Average RV
Panel 1: Volatility Forecasting
MSE h=1 h=5 h=22
BM 4.501E-8 3.246E-8 3.231E-8
BNS 3.262E-8 2.764E-8 2.846E-8
Panel 2: Volatility Timing: Daily
Strategies γ = 2 γ = 6 γ = 10
BNS 0.0062 0.0021 0.0012
(2.7019) (2.6660) (2.6301)
Notes: The table reports out-of-sample statistical and economic performances
from 2006 to 2010 after controlling for market microstructure noises. Average
realized variance, integrated variance, and jump variation are used to control for
market microstructure noise. Panel 1 reports out-of-sample volatility forecast-
ing results. The HAR-RV model is used as the benchmark model. The HAR-
RV-CJ model using a BNS jumps is also used. We report the Mean Squared
Error for predicted volatility over one day, one week, and one month forecast-
ing horizons. Panel 2 reports out-of-sample volatility timing results using the
average RV estimator. Parameters are all estimated in-sample (2001-2005) and
out-of-sample volatility forecasting and volatility timing are conducted out-of-
sample (2006-2010). We report performance fees relative to the benchmark
strategy under risk aversion levels of 2, 6, and 10. Figures in parentheses are
t-statistics for the DM test, where under the null hypothesis it is assumed that
the (mean) performance fee equals zero.
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Table 2.7: Out-of-Sample Portfolio Allocation with Transaction Costs
γ = 2 γ = 6 γ = 10
Strategies PF TO PF TO PF TO
BM 0.0040 0.0013 7.9190E-4
BNS 0.0054 0.0267 0.0018 0.0089 0.0011 0.0053
(2.5088) (2.4736) (2.4385)
AJ 3.1067E-5 0.0044 1.0356E-5 0.0015 6.2134E-6 8.8352E-4
(0.2827) (0.2772) (0.2716)
JO 0.0053 0.0251 0.0018 0.0084 0.0011 0.0050
(2.4767) (2.4415) (2.4064)
Med 0.0058 0.0263 0.0019 0.0088 0.0012 0.0053
(2.6438) (2.6109) (2.5760)
Min 0.0054 0.0284 0.0018 0.0095 0.0011 0.0057
(2.5083) (2.4732) (2.4381)
CPR 0.0055 0.0254 0.0018 0.0085 0.0011 0.0051
(2.5537) (2.5180) (2.4823)
PZ 0.0045 0.0267 0.0015 0.0088 9.1207E-4 0.0053
(2.1772) (2.1427) (2.1081)
Notes: The table reports out-of-sample portfolio allocation results for the SPY
contract for 2006 to 2010 controlling for transaction costs. The parameters are
estimated in-sample from 2001 to 2005 and the ex post portfolio returns are
obtained out-of-sample (2006 to 2010). We report performance fees (PF) and
turnovers (TO) for risk aversion level of 2, 6, and 10. Figures in parentheses are
t-statistics for the DM test. The test has the null hypothesis that the (mean)
performance fee equals to zero. TO is the mean value of the absolute change of
portfolio weight.
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Table 2.8: Contemporaneous Regressions of Realized Jumps
RM β0 βJV D adjR
2
RV 1.2392E-4 1.7351 0.3135
(10.5855) (124.7009)
RV + 6.4057E-5 0.3005 0.1831
(10.8169) (2.6581)
RV − 5.9861E-5 1.4346 0.4437
(10.2246) (11.9167)
RSK 0.0310 -1.1907E+3 0.0145
(2.1479) (-1.6645)
RKU 4.1987 1.7231E+4 0.8055
(88.9212) (3.7758)
Notes: This table reports the coefficients of the contemporaneous regressions
of realized moments including RV , RV +, RV −, RSK, RKU on realized jumps
for the SPY contract for 2001 to 2010 using the BNS jump test. adjR2 is the
adjusted R square
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Table 2.9: Realized Moments Forecasting
β0 βRMD βRMW βRMM βJV D adjR
2
RV
h = 1 1.436E-5 0.278 0.425 0.187 0.562
(1.923) (1.887) (4.115) (1.767)
1.518E-5 0.485 0.286 0.147 -0.914 0.591
(2.4670) (4.012) (3.549) (1.659) (-4.687)
h = 5 2.204E-5 0.180 0.370 0.282 0.682
(2.568) (1.872) (4.137) (2.413)
2.252E-5 0.301 0.289 0.258 -0.536 0.697
(2.760) (2.966) (3.247) (2.340) (-3.292)
h = 22 4.103E-5 0.092 0.290 0.303 0.644
(6.329) (1.675) (2.903) (2.898)
4.133E-5 0.167 0.239 0.288 -0.333 0.651
(6.318) (2.784) (2.383) (2.765) (-3.086)
RV +
h = 1 6.326E-6 0.289 0.454 0.159 0.604
(1.923) (2.628) (3.714) (1.420)
6.634E-6 0.308 0.442 0.156 -.0.108 0.606
(2.047) (2.716) (3.589) (1.399) (-2.545)
h = 5 9.825E-6 0.186 0.411 0.252 0.717
(2.481) (2.336) (4.089) (2.087)
9.914E-6 0.191 0.408 0.251 -0.031 0.717
(2.511) (2.329) (4.028) (2.078) (-0.913)
h = 22 1.873E-5 0.098 0.301 0.310 0.668
(4.129) (4.149) (2.896) (3.059)
1.879E-5 0.102 0.299 0.309 -0.023 0.668
(4.139) (4.228) (2.903) (3.039) (-1.209)
RV −
h = 1 1.030E-6 0.134 0.411 0.299 0.387
(2.072) (0.984) (3.493) (2.133)
1.035E-5 0.401 0.268 0.221 -0.647 0.419
(2.616) (3.299) (2.814) (2.352) (-3.501)
h = 5 1.402E-5 0.103 0.321 0.365 0.583
(2.959) (1.253) (3.007) (2.932)
1.405E-5 0.286 0.222 0.311 -0.445 0.609
(3.378) (3.062) (2.050) (3.233) (-3.110)
h = 22 2.362E-5 0.053 0.252 0.335 0.594
(4.113) (1.287) (2.307) (3.845)
2.364E-5 0.172 0.188 0.301 -0.289 0.609
(4.212) (2.638) (1.602) (4.224) (-2.725)
RSK
h = 1 0.027 -0.029 -0.087 0.050 0.003
(1.697) (-1.424) (-1.601) (0.422)
0.028 -0.030 -0.086 0.049 -102.129 0.003
(1.739) (-1.442) (-1.59) (0.413) (-1.188)
h = 5 0.027 -0.004 -0.100 0.079 0.013
(1.908) (-0.457) (-2.283) (0.746)
0.027 -0.004 -0.099 0.078 -42.374 0.013
(1.927) (-0.519) (-2.287) (0.742) (-0.950)
h = 22 0.026 -0.002 -0.010 0.023 0.027
(1.924) (-0.843) (-0.496) (0.225)
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Table 2.9: Realized Moments Forecasting
β0 βRMD βRMW βRMM βJV D adjR
2
0.026 -0.002 -0.010 0.023 3.862 0.027
(1.918) (-0.825) (-0.497) (0.225) (0.429)
RKU
h = 1 3.333 -0.002 0.071 0.153 0.735
(7.858) (-0.120) (1.289) (1.533)
3.290 0.012 0.071 0.150 -925.924 0.735
(7.608) (0.550) (1.300) (1.513) (-2.190)
h = 5 3.245 0.007 0.021 0.214 0.926
(9.464) (0.602) (0.335) (2.382)
3.213 0.018 0.021 0.217 -686.931 0.926
(9.351) (1.448) (0.337) (2.353) (-2.516)
h = 22 3.378 -0.002 0.013 0.201 0.980
(12.221) (-0.345) (0.519) (2.842)
3.374 -1.081E-4 0.013 0.201 -88.993 0.980
(12.073) (-0.020) (0.519) (2.849) (-0.558)
Notes: The table reports in-sample RM forecasting results for the SPY contract from 2001 to
2010. RV , RV +, RV −, RSK, RKU are RMs used. For each RM forecasting, the HAR-RM
model using its own daily, weekly, and monthly lagged RM, and the HAR-RM-J model using
also the jump variation from the BNS jump test are applied to obtain one day, one week,
and one month ahead forecasts. The figures in parentheses are t-statistics using Newey-West
standard errors for autocorrelation orders of 5, 10, and 44 respectively. The adjR2 is adjusted
R square.
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Table 2.10: Out-of-Sample Portfolio Performance: Alternative Realized Mo-
ments
Moment Timing: Performance Fees
Strategies γ = 2 γ = 6 γ = 10
RM 0.0013 4.4101E-4 2.6401E-4
(2.0816) (2.0566) (2.0316)
RM + JV 0.0045 0.0015 8.9427E-4
(2.1240) (2.0899) (2.0588)
JV 0.0031 0.0010 6.2967E-4
(1.7982) (1.7688) (1.7355)
Notes: The table reports out-of-sample portfolio allocation results for the SPY
contract for 2006 to 2010 by predicting upside and downside volatilities. The
first case compares portfolio performances between predicting upside and down-
side volatilities and predicting total realized volatility. The second case com-
pares portfolio performances between predicting upside and downside volatil-
ities with their past values and jumps and predicting total realized volatility.
The third case compares predicting upside and downside volatilities with their
past values and jumps. We report performance fees relative to the benchmark
strategy under risk aversion levels of 2, 6, and 10. Figures in parentheses are
t-statistics for DM test. The test has the null hypothesis that the (mean) per-
formance fee equals to zero.
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Online Appendix
2.8 Appendix 1: Jump Tests
In this part, we discuss specifications of six alternative jump tests, includ-
ing Ait-Sahalia and Jacod (2009)(AJ), Jiang and Oomen (2008)(JO), Ander-
sen, Dobrev, and Schaumburg (2012) (Med, Min), Corsi, Pirino, and Reno
(2010)(CPR), and Podolskij and Ziggel (2010) (PZ).
2.8.1 Ait-Sahalia and Jacod (2009)
Ait-Sahalia and Jacod (2009) find that realized power variation is invariant to
different sampling scales when jumps are present. Therefore the AJ test detects
the presence of jumps using the ratio of realized power variation sampled from
two scales. For the realized power variation for the sampling scale h and kh
with scalar k > 0 we have
PVt,M(p, h) =
M/h∑
j=1
|rj|p, and
Sˆt(p, k, h) =
Pˆ V t,M(p, kh)
Pˆ V t,M(p, h)
.
Then the test statistic is given by
AJt,M =
Sˆt(p, k, h)− kp/2−1√
Vˆt,M
−→ N(0, 1), (2.20)
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where Vˆt,M is the asymptotic variance of St(p, k, h).
Vˆt,M =
N(p, k)Aˆt,M(2p)
MAˆt,M(p)
,
N(p, k) = (1/µ2p)(k
p−2(1 + k))µ2p + k
p−2(k − 1)µ2p − 2kp/2−1µk,p,
µk,p = E(|U |p|U +
√
k − 1V |p),
Aˆt,M(2p) =
(1/M)1−p/2
µp
M∑
j=1
|rtj |pI|rtj |<α(1/M)ω .
U , V are random variables that U ∼ N(0, 1) and V ∼ N(0, 1) and p, k, α, ω
are parameters.
2.8.2 Jiang and Oomen (2008)
The swap variance test developed by Jiang and Oomen (2008) is in the spirit
of Neuberger (1994)’s replicating strategy on the payoff of the variance swap
contract. Different from the other tests, which generate jump robust estima-
tors, the JO test constructs a jump sensitive estimator. The difference between
simple returns Rtj and logarithmic returns rtj can capture one half of the in-
tegrated variance if there is no jump in the underlying sample path. Therefore
the difference between twice the return difference and the realized variance can
capture the jump component if a jump occurs.
SwVt,M = 2
M∑
j=1
(Rtj − rtj ).
Hence the test statistic using the ratio of SwVt,M and RVt,M is
JOt,M =
MBVt,M√
ΩSwV
(1− RVt,M
SwVt,M
) −→ N(0, 1), (2.21)
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where ΩSwV is the asymptotic variance using estimated integrated sixicity.
ΩSwV =
µ6
9
M3µ−p6/p
(M − p− 1)
M−p∑
j=0
p∏
k=1
|rtj |6/p.
p = 4 or 6 are suggested parameters.
2.8.3 Andersen, Dobrev, and Schaumburg (2012)
Andersen, Dobrev, and Schaumburg (2012) introduced two simple to implement
but powerful estimators for integrated variance, which use nearest neighbour
truncation to control for the impact of market microstructure noise and zero
returns.
MinRVt =
π
π − 2
m
m− 1
m∑
j=2
min(|rj|, |rj−1|)2, (2.22)
MedRVt =
π
6− 4√3 + π
m
m− 2
m∑
j=3
med(|rj|, |rj−1|, |rj−2|)2 (2.23)
The statistics are as follows,
1− MinRVt
RVt
1.81δmax(1, MinRQt
MinRV 2t
)
−→ N(0, 1), (2.24)
1− MedRVt
RVt
0.96δmax(1, MedRQt
MedRV 2t
)
−→ N(0, 1), (2.25)
where MinRQt,MedRQt are minimum and median realized quarticity to esti-
mate the integrated quarticity. The specifications are as follow
MinRQt =
πm
3π − 8
m
m− 1
m∑
j=2
min(|rj |, |rj−1|)4, (2.26)
MedRQt =
3πm
9π + 72− 52√3
m
m− 2
m∑
j=3
med(|rj||rj−1||rj−2|)4. (2.27)
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2.8.4 Corsi, Pirino,and Reno (2010)
A recent study by Corsi, Pirino, and Reno (2010) extended the multipower
variation in the spirit of BNS by incorporating a threshold. The idea is that
large returns can result in an underrejection of jumps using multipower variation
based tests. Therefore by introducing a local variance based threshold to filter
out large returns, the test expects to reduce the bias. The corrected realized
threshold bipower variation and corrected threshold tripower quarticity are as
follows,
ctBVt,M =
π
2
M∑
j=2
Z1(rtj , θtj )Z1(rtj−1 , θtj−1),
ctTQt,M = µ
−3
4/3
M∑
j=3
Z1(rtj , θtj )Z1(rtj−1 , θtj−1)Z1(rtj−2 , θtj−2),
where µ4/3 = E(|U |)4/3, U ∼ N(0, 1), and θtj = c2θVˆtj , cθ is constant, and Vˆtj is
local volatility. Z1(rtj , θtj ) is the threshold function given by,
Z1(rtj , θtj ) =


|rtj | r2tj < θtj ,
1.094θ
1/2
tj r
2
tj
> θtj
The statistic is as follows
1− ctBVt,M/RVt√
(π2/4 + π − 5)δmax(1, ctBVt,M/ctTQt,M)
−→ N(0, 1). (2.28)
2.8.5 Podolskij and Ziggel (2010)
Similar to CPR, Podolskij and Ziggel (2010)’s test is also inspired by the
Mancini (2009)’s threshold estimator. However, different from the CPR, PZ
constructs the statistic based on random perturbed intraday returns. The dif-
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ference of realized power variation and the truncated estimator captures the
jump component. The estimator is as follows,
tMVt,M (p) =
1
M1−p/2
M∑
j=1
|rtj |p(1− ηjI|rtj |≤chω),
and the statistic is given by,
PZt,M(p) =
tMVt,M (p)√
V ar(ηj)MVt,M(2p)
−→ N(0, 1), (2.29)
where the perturbing variable ηj is drawn from the distribution P
η = 1/2(δ1−τ+
δ1+τ ), δ is the Dirac measure and τ = 0.1 or 0.05.
2.9 Appendix 2: Additional Robustness Checks
In this part, we document additional robustness check results, which have not
been included in the main analysis. We first conduct a Monte Carlo simulation
experiment to understand finite sample properties of different jump tests. Then,
we consider decomposing jumps into positive and negative components and
investigate their statistical and economic performances. Finally we conduct
sub-sample analyses.
2.9.1 Simulations
In this section, we conduct a comprehensive Monte Carlo simulation analysis
to understand the finite sample properties of different jump estimators. The
purpose is to justify different statistical and economic performance of differ-
ent jump estimators documented in the main part of the paper. Following
Barndorff-Nielsen and Shephard (2004) and Huang and Tauchen (2005), we
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generate sample paths through a one factor stochastic volatility model under
the null hypothesis of no jumps. The one factor stochastic volatility model is
given by
dpt = µdt+ exp[β0 + β1vt]dWpt, (2.30)
dvt = αvvtdt+ dWvt, corr(dWpr, dWvt) = ρ.
The one factor model shows that the price dynamic is driven by the price diffu-
sion term dWpt and the volatility diffusion term dWvt, and these two terms are
correlated in order to allow for a leverage effect. Under the alternative hypoth-
esis a jump component is added to the price process, which is a compounded
Poisson process with intensity λ and sizes drawn from N(0, σ2jump). To imple-
ment the simulation, we use the Euler scheme with increments of 1 second.
We generate 10000 trading days each with 6.5 hours. Then we sample with a
frequency of 1, 2, 5, 15 minutes.
Table 2.11: Simulation Results: Size
Median Mean reversion av = −0.100
h 1 2 5 15
BNS 0.0525 0.0485 0.0330 0.0405
AJ 0.0780 0.0700 0.0775 0.0890
JO 0.0705 0.0745 0.0840 0.1255
Med 0.0470 0.0495 0.0475 0.0480
Min 0.0500 0.0450 0.0380 0.0375
CPR 0.0465 0.0470 0.0485 0.0535
PZ 0.0650 0.0810 0.0820 0.0910
Notes: The table reports the simulation size for all seven jump tests we used, including BNS, AJ, JO, Med, Min, CPR, and
PZ. We report the type I errors for 1, 2, 5, and 15 minutes frequency compared to a significant level of 5%. The values are
obtained through simulations with 10,000 trading days under the null hypothesis that no jumps occur.
Table 2.11 shows the empirical sizes (α) for a 5% level of the different jump
tests. We follow Huang and Tauchen (2005) and Dumitru and Urga (2012) to
choose parameters and set av = −0.1 to represent a moderate level of mean re-
version. The simulated data does not include a noise component, therefore the
sizes for the different frequencies should only reflect the sizes of the tests and
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should not be affected by market microstructure noise as in real world data. For
the 1 minute frequency, Med RV, Min RV, and CPR have a better size (closer
to 5%) in comparison to the other jump tests, while AJ and JO seem to be a
bit oversized. The relative merits of Med RV, Min RV, and CPR generally hold
true throughout the other frequencies. The bipower variation test in general
performs well across different frequencies, but is slightly oversized at a 1 minute
frequency.
Table 2.12: Simulation Results: Size Corrected Power with Varying Intensity
Median Mean reversion av = −0.100, Median Jump size σ = 1.5.
h 1 2 5 15
λ = 2
BNS 0.8554 0.8213 0.7627 0.6107
AJ 0.2467 0.1532 0.0575 0.0346
JO 0.8897 0.8671 0.8270 0.7776
Med 0.8437 0.8206 0.7606 0.6155
Min 0.8400 0.7963 0.7256 0.5397
CPR 0.8584 0.8484 0.8056 0.6857
PZ 0.8898 0.9064 0.8769 0.7943
λ = 1.5
BNS 0.7673 0.7257 0.6567 0.5367
AJ 0.2674 0.1688 0.0656 0.0456
JO 0.7999 0.7736 0.7320 0.6975
Med 0.7576 0.7322 0.6688 0.5541
Min 0.7532 0.7105 0.6393 0.4779
CPR 0.7740 0.7450 0.6942 0.5980
PZ 0.8080 0.8107 0.7941 0.7178
λ = 1.0
BNS 0.5995 0.5812 0.5253 0.4252
AJ 0.2614 0.1667 0.0699 0.0587
JO 0.6299 0.6256 0.6075 0.5975
Med 0.5971 0.5850 0.5391 0.4627
Min 0.5832 0.5649 0.5005 0.3844
CPR 0.6051 0.6028 0.5665 0.4849
PZ 0.6508 0.6551 0.6220 0.5545
λ = 0.5
BNS 0.3794 0.3305 0.3268 0.2465
AJ 0.2034 0.1403 0.0759 0.0840
JO 0.4024 0.3663 0.3936 0.4105
Med 0.3820 0.3372 0.3381 0.2757
Min 0.3668 0.3215 0.3160 0.2286
CPR 0.3907 0.3452 0.3505 0.2932
PZ 0.4214 0.4353 0.4101 0.3768
Notes: The table reports the simulation power for all seven jump tests we used, including BNS, AJ, JO, Med, Min, CPR, and
PZ. We report one minus type II errors for 1, 2, 5, and 15 minutes frequency compared to a significant level of 5%. The values
are obtained through simulations with 10,000 trading days under the alternative hypothesis with jumps. We report how the
power of test varies when the jump intensity λ changes.
Tables 2.12 and 2.13 report the empirical power (1 − β) for the different jump
tests when the jump intensity and/or the jump size is varying. Similar to the
size part, we fix the mean reversion parameter to a median level of av = −0.1.
Firstly, we allow for a changing jump intensity while keeping the jump size fixed
equal to its median level σ = 1.5 as shown in Table 2.12. When the jump inten-
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sity decreases, the power for all tests also decreases as there are less jumps in
the data. Moreover, when the sampling frequency is reduced, the power of the
tests monotonically decreases in general. One exception is the PZ test. Here
the highest power is found for the 2 min sampling frequency. The highest pow-
ers are found for PZ, JO, and CPR, while Med RV and Min RV have powers
close to the baseline BNS test. AJ is found to have the lowest power for all
frequencies and levels of intensities.
Table 2.13: Simulation Results: Size Corrected Power with Varying Size
Median Mean reversion av = −0.100, Median Jump Intensity λ = 1.
h 1 2 5 15
σ = 2
BNS 0.6327 0.5949 0.5724 0.4815
AJ 0.2614 0.1769 0.0656 0.0582
JO 0.6573 0.6451 0.6496 0.6209
Med 0.6270 0.5986 0.5869 0.5016
Min 0.6232 0.5775 0.5593 0.4426
CPR 0.6424 0.6107 0.6143 0.5357
PZ 0.6535 0.6708 0.6552 0.6568
σ = 1.5
BNS 0.6137 0.5770 0.5109 0.4070
AJ 0.2473 0.1726 0.0721 0.0615
JO 0.6514 0.6294 0.5944 0.5603
Med 0.6133 0.5813 0.5249 0.4307
Min 0.6053 0.5602 0.4922 0.3714
CPR 0.6214 0.5965 0.5518 0.4638
PZ 0.6567 0.6649 0.6285 0.5825
σ = 1.0
BNS 0.5520 0.5255 0.4390 0.3007
AJ 0.2218 0.1683 0.0900 0.0703
JO 0.5933 0.5808 0.5393 0.4923
Med 0.5514 0.5397 0.4572 0.3451
Min 0.5326 0.5079 0.4210 0.2540
CPR 0.5721 0.5509 0.4924 0.3693
PZ 0.6134 0.6126 0.5861 0.4895
σ = 0.5
BNS 0.4084 0.3594 0.2404 0.1042
AJ 0.1773 0.1065 0.0726 0.0873
JO 0.4825 0.4392 0.3652 0.2613
Med 0.4171 0.3730 0.2724 0.1308
Min 0.3800 0.3115 0.2095 0.0774
CPR 0.4457 0.3977 0.3079 0.1490
PZ 0.5947 0.5212 0.4112 0.2503
Notes: The table reports the simulation power for all seven jump tests we used, including BNS, AJ, JO, Med, Min, CPR, and
PZ. We report one minus type II errors for 1, 2, 5, and 15 minutes frequency compared to a significant level of 5%. The values
are obtained through simulations with 10,000 trading days under the alternative hypothesis with jumps. We report how the
power of test varying when jump intensity σ changes.
Secondly, we fix the jump intensity and allow for the value of the jump size to
vary. Table 2.13 reports that the power of the tests decreases when jump size
decreases. This result holds true for all jump tests, indicating that all existing
jump tests have difficulties to detect small jumps or to distinguish volatility
bursts from jumps. As before, the power decreases with lower sampling fre-
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quency. Similar to the size part, we also find a peak of power for the PZ test
for a 2 min frequency, but only when the jump size is large σ = 2 or σ = 1.5.
The highest power is again found for the tests: PZ, JO, and CPR. Moreover,
both PZ and JO seem to have high power even when the sampling frequency is
relative low (15 min).
The relative ranking is similar to the case when intensity is varying. Med RV
and Min RV have similar power in comparison to the baseline bipower test.
To summarize, we show that the finite sample properties of different jump tests
are varying across sampling frequencies and jump characteristics. Med RV, Min
RV, and CPR have the best size properties while PZ, JO, and CPR have the
best power properties. In general, the performance of the different tests in the
simulation study reflects very well the trade-off between size and power.
2.9.2 Good and Bad Jumps
As reported in the descriptive statistics in Table 2.1, the jump densities are sig-
nificantly skewed. The conventional view is that negative jumps should matter
more than positive jumps. Therefore, we analyze in this section whether further
decomposing jump variations into positive and negative jumps can improve sta-
tistical and economic performances. We follow Barndorff-Nielsen, Kinnebrock,
and Shephard (2008) and Patton and Sheppard (2013) and use realized semi-
variances for this purpose.
Following Patton and Sheppard (2013), we define realized semivariances as fol-
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lows:
RV − =
n∑
i=1
r2i I[ri<0], (2.31)
RV + =
n∑
i=1
r2i I[ri>0]. (2.32)
Realized semivariances converge to the sum of half the integrated variance and
jump variation for positive and negative returns respectively:
RV − → 1
2
t∫
t−1
σ2sds+
Nt∑
j=1
c2jI[cj<0], (2.33)
RV + → 1
2
t∫
t−1
σ2sds+
Nt∑
j=1
c2jI[cj>0]. (2.34)
Therefore, the difference of the two realized semivariances ensures that the half
integrated variation terms vanishes, so that the signed jump variation is given
by
∆J2 = RV + − RV − →
Nt∑
j=1
c2jI[cj>0] −
Nt∑
j=1
c2jI[cj<0]. (2.35)
The negative and positive jump components are given by
∆J2+ = (RV + − RV −)I[(RV +−RV −)>0], (2.36)
∆J2− = (RV + −RV −)I[(RV +−RV −)<0]. (2.37)
Using these measures we discuss four alternative HAR-RV-CJ specifications to
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evaluate volatility timing statistically and economically.
RVt,t+h−1 = β0 + βIV DIVt−1 + βIDW IVt−5,t−1 + βIV MIVt−22,t−1 + βJSDJSDt−1 + ǫt,t+h−1,
RVt,t+h−1 = β0 + βIV DIVt−1 + βIDW IVt−5,t−1 + βIV MIVt−22,t−1 + βJNDJNDt−1 + ǫt,t+h−1,
RVt,t+h−1 = β0 + βIV DIVt−1 + βIDW IVt−5,t−1 + βIV MIVt−22,t−1 + βJPDJPDt−1 + ǫt,t+h−1,
RVt,t+h−1 = β0 + βIV DIVt−1 + βIDW IVt−5,t−1 + βIV MIVt−22,t−1 + βJNDJNDt−1
+ βJPDJPDt−1 + ǫt,t+h−1.
(2.38)
where JSD is the daily lagged signed jump variation, JND and JPD are the
negative and positive jump components, respectively.
Table 2.14 presents in-sample volatility forecasting results. The sign of the
jump component is positive for negative jumps and negative for positive jumps,
just as suggested in Patton and Sheppard (2013). Therefore, a large price drop
is likely to increase the volatility in the future while a price increase tends to
reduce volatility. Moreover, the coefficients for signed jumps are positive, im-
plying that negative jumps play a dominant role. However, we also find that for
a daily horizon, the coefficients for jump specifications are insignificant, which
is different from our main findings using jump variations. Then the coefficients
turn significant for weekly and monthly horizons. Similar to before, we observe
that all four models can lead to an improvement in adjusted R2s compared to
the benchmark HAR-RV model. For the one day ahead horizon, the adjusted R2
is on average about 2% higher than that of the HAR-RV model. The adjusted
R2s are close to each other for all four specifications, however, the adjusted R2
for the negative jump model is slightly higher than that for the positive jump
model, which is consistent with Patton and Sheppard (2013).
The out-of-sample volatility forecasting results are reported in Table 2.15 panel
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Table 2.14: In-Sample Volatility Forecasting Results
β0 βIV D βIV W βIV M βJSD βJND βJPD adjR
2
JS
h = 1 1.527E-5 0.435 0.350 0.133 0.089 0.587
(2.358) (3.850) (4.023) (1.351) (0.545)
h = 5 2.316E-5 0.260 0.349 0.245 0.009 0.697
(3.048) (4.643) (4.019) (2.148) (0.095)
h = 22 4.198E-5 0.131 0.294 0.277 -0.010 0.653
(4.257) (4.418) (2.858) (2.862) (-0.120)
JN
h = 1 1.544E-5 0.461 0.341 0.133 0.181 0.589
(2.430) (3.778) (3.852) (1.381) (1.275)
h = 5 2.333E-5 0.282 0.340 0.242 0.105 0.699
(3.100) (3.334) (3.832) (2.141) (2.052)
h = 22 4.206E-5 0.142 0.289 0.275 0.042 0.654
(4.254) (4.450) (2.776) (2.858) (0.662)
JP
h = 1 1.515E-5 0.433 0.359 0.145 -0.194 0.587
(2.352) (3.440) (3.871) (1.476) (-0.698)
h = 5 2.318E-5 0.282 0.351 0.258 -0.364 0.701
(3.102) (3.357) (4.055) (2.295) (-2.720)
h = 22 4.201E-5 0.147 0.294 0.284 -0.218 0.655
(4.260) (4.421) (2.831) (2.980) (-2.189)
JN, JP
h = 1 1.551E-5 0.487 0.339 0.142 0.212 -0.285 0.590
(2.469) (3.629) (3.798) (1.453) (1.618) (-1.061)
h = 5 2.344E-5 0.321 0.336 0.256 0.153 -0.429 0.704
(3.173) (3.586) (3.828) (2.275) (2.934) (-2.907)
h = 22 4.213E-5 0.164 0.287 0.283 0.069 -0.247 0.656
(4.255) (4.637) (2.754) (2.961) (1.321) (-2.426)
Notes: The table reports in-sample volatility forecasting results for the SPY contract from 2001 to 2010 using good and bad
jumps. The HAR-RV-CJ model is applied to forecast one day, one week, and one month ahead realized variance. We consider
four specifications: realized semivariance, negative jumps, positive jumps, and both negative and positive jumps. The figures
in parentheses are t-statistics using Newey-West standard errors for autocorrelation order 5, 10, and 44 respectively. adjR2 is
the adjusted R square.
1. For the daily horizon, all four specifications lead to better forecasts than
the HAR-RV model. The negative jump model generates lower MSEs than the
positive jump model, which is in line with the in-sample findings. However, we
show that using signed jumps without separating them into positive and nega-
tive could generate lower MSEs. Moreover, all MSEs are close to the MSEs of
the baseline HAR-RV-CJ models using the BNS test. Nevertheless, although co-
efficients become significant for weekly and monthly horizons, the out-of-sample
performance deteriorates when the forecasting horizon is extended.
Table 2.15 panel 2 presents volatility timing performances for these models. We
find that all those four specifications can outperform the benchmark HAR-RV
model, and can generate positive and statistically significant performance fees at
the 5% significance level. For the signed jump model, we show that annualized
performance fees range from 40 (γ = 2) to 8 (γ = 10) basis points. We also find
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Table 2.15: Out-of-Sample Statistical and Economic Performances: Good and
Bad Jumps
Panel 1: Volatility Forecasting
MSE h=1 h=5 h=22
BM 5.657E-8 3.532E-8 3.504E-8
JS 4.719E-8 3.100E-8 3.194E-8
JN 4.778E-8 4.700E-8 5.516E-8
JP 4.791E-8 4.881E-8 5.834E-8
JN, JP 4.811E-8 4.613E-8 5.348E-8
Panel 2: Volatility Timing: Daily
Strategies γ = 2 γ = 6 γ = 10
JS (0.0040) 0.0013 8.2063E-4
(2.6780) (2.6450) (2.6100)
JN (0.0047) 0.0016 9.4140E-4
(2.6512) (2.6171) (2.6512)
JP (0.0037) 0.0012 7.4159E-4
(3.3700) (3.3357) (3.3015)
JN, JP (0.0052) 0.0017 0.0010
(2.7244) (2.6901) (2.6558)
Notes: The table reports out-of-sample statistical and economic performances for 2001 to 2010 using good and bad jumps.
Panel 1 reports out-of-sample volatility forecasting results. The HAR-RV model is used as the benchmark model. The
HAR-RV-CJ model with semivariance (JS), negative jumps (JN), positive jumps(JP ), and both negative and positive jumps
(JN, JP ). Panel 2 reports out-of-sample volatility timing results. Parameters are estimated in-sample (from 2001 to 2005).
The volatility forecasting and volatility timing results are obtained out-of-sample (from 2006 to 2010). We report performance
fees relative to benchmark for risk aversion levels of 2, 6, and 10. Figures in parentheses are t-statistics for DM test. The test
has the null hypothesis that the (mean) performance fee equals to zero.
that the negative jump model (from 47 basis points for γ = 2 to 9 basis points
for γ = 10) outperforms its positive counterpart (37 basis points for γ = 2 to
7 basis points for γ = 10) slightly, which is consistent with both our statistical
findings and the existing literature. Including both positive and negative jumps
can further improve portfolio performances, and generate economic value from
52 basis points (γ = 2) to 10 basis points (γ = 10). Our findings suggest that
separating jumps from diffusion improve volatility timing performances even
without the use of nonparametric jump tests. And decomposing jumps into
positive and negative components can further improve economic performances.
2.9.3 Sub-Sample Analysis
We then conduct a sub-sample analysis in order to understand whether the
results hold true for different time periods. We split the whole data sample
into period 1 (2001 to 2005) and period 2 (2006 to 2010). In each period, we
use the first two years as the in-sample period and the remaining years as the
out-of-sample period. Table 2.16 summarizes the out-of-sample volatility fore-
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casting results for different jump tests. Initially, we find that the MSE in period
1 is significantly lower than in period 2. This finding can be attributed to the
financial crisis period covered in period 2, which yields time varying parameters
(especially for the in-sample period for 2006 to 2008). In period 1, the esti-
mated in-sample parameters are more stable across the out-of-sample period
and hence produce better forecast. Secondly, almost all HAR-RV-CJ models
can outperform the benchmark HAR-RV in period 1 for all forecasting horizons.
In period 2, only CPR and Med can outperform the benchmark at daily and
weekly horizons, but not at a monthly horizon. During the financial crisis, local
volatility is higher, hence jumps are more difficult to detect. When the forecast-
ing horizon increases the reduction in forecasting accuracy is expected during
the financial crisis period as the parameters are not immediately updated with
the changing high local volatility information.
Table 2.16: Out-of-Sample Volatility Forecasting HAR-RV-CJ: Sub Samples
RVt,t+h−1 = β0 + βIV DIVt−1 + βIDW IVt−5,t−1 + βIV M IVt−22,t−1 + βJV DJVt−1 + ǫt,t+h−1
Period 1 Period 2
MSE h=1 h=5 h=22 h=1 h=5 h=22
BM 1.528E-9 2.071E-9 4.511E-9 3.385E-8 1.356E-8 7.585E-9
BNS 6.698E-10 1.118E-9 3.280E-9 3.393E-8 1.374E-8 8.370E-9
AJ 1.522E-9 2.080E-9 4.496E-9 3.502E-8 1.892E-8 3.483E-8
JO 6.684E-10 1.120E-9 3.275E-9 3.388E-8 1.464E-8 8.576E-9
Med 6.686E-10 1.090E-9 3.194E-9 3.833E-8 1.397E-8 7.590E-9
Min 6.381E-10 1.063E-9 3.199E-9 3.396E-8 1.367E-8 8.508E-9
CPR 6.616E-10 1.085E-9 3.197E-9 3.124E-8 1.345E-8 1.578E-8
PZ 7.108E-10 1.193E-9 3.350E-9 3.386E-8 1.122E-8 8.601E-9
Notes: The table reports out-of-sample volatility forecasting results for the SPY contract for period 1 (2001 to 2005) and
period 2 (2006 to 2010). HAR-RV model is used as the benchmark model.HAR-RV-CJ model with different jumps are used.
The parameters are estimated in-sample from 2001 to 2003 for period 1 and 2006 to 2008 for period 2. The forecasting studies
are implemented in the out-of-sample period 2004 to 2005 for period 1 and 2009 to 2010 for period 2. We report the Mean
Squared Error (MSE) for predicted volatility over one day, one week, and one month forecasting horizons.
Table 2.17 illustrates out-of-sample volatility timing results for period 1 and 2.
In period 1, the realized utility criteria show that all tests but AJ can outper-
form the benchmark. This result is consistent with the out-of-sample volatility
forecasting results shown in Table 2.16, and with the whole in and out-of-sample
volatility forecasting results. The performance fees are also statistically signif-
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icant for almost all models. We find that all but the AJ jump strategies can
generate positive and statistically significant economic values. Moreover, the
economic magnitudes are higher than those using the whole sample in the main
part of the paper. In period 2, only AJ can outperform the benchmark. The
t-statistics are all lower than the single tail 5% critical value. The results show
that economic values in period 2 are either negative or insignificant.
Table 2.17: Out-of-Sample Volatility Timing: Sub-Samples
Period 1 Period 2
Strategies γ = 2 γ = 6 γ = 10 γ = 2 γ = 62 γ = 10
BNS 0.0299 0.0273 0.0247 -1.7027E-5 -7.6982E-5 -1.3654E-4
(2.5814) (2.3650) (2.1464) (-0.161) (-0.0724) (-0.1279)
AJ -1.0276E-4 -1.1435E-4 -1.2586E-4 0.0015 0.0015 0.00015
(-0.3415) (-0.3812) (-0.4212) (0.2168) (0.2131) (0.2093)
JO 0.0279 0.0252 0.0226 -3.2155E-4 -4.0598E-4 -4.8986E-4
(2.4002) (2.1824) (1.9622) (-0.1845) (-0.2317) (-0.2776)
Med 0.0307 0.0280 0.0254 -0.0105 -0.0099 -0.0093
(2.6058) (2.3884) (2.1687) (-1.1615) (-1.0998) (-1.0316)
Min 0.0322 0.0293 0.0263 -2.3896E-4 -4.0598E-4 -5.6343E-4
(2.5149) (2.2936) (2.0699) (-0.0865) (-0.1418) (-0.1940)
CPR 0.0289 0.0262 0.0236 -0.0021 -0.0028 -0.0035
(2.4808) (2.2623) (2.0416) (-0.3326) (-0.4455) (-0.5537)
PZ 0.0256 0.0233 0.0209 -0.0706 -0.0723 -0.0741
(2.3422) (2.1933) (1.9149) (-1.5079) (-1.1793) (-2.4810)
Notes: The table reports out-of-sample volatility timing results for the SPY contract for period 1 (2001 to 2005) and period
2 (2006 to 2008). The benchmark strategy uses the HAR-RV to predict one day ahead volatility, and other strategies using
the HAR-RV-CJ to predict one day ahead volatility with realized jump variation detected from respective jump test. The
parameters are estimated in-sample (2001 to 2003 for period 1 and 2006 to 2008 for period 2) , the predicted volatility and
the ex post portfolio returns are obtained out-of-sample (2004 to 2005 for period 1 and 2009 to 2010 for period 2). We report
performance fee relative to benchmark strategy under risk aversion of 2, 6, and 10. Figures in parentheses are t-statistics for
DM test. The test has the null hypothesis that the (mean) performance fee equals to zero.
To summarize, due to the short sample period of 10 years, our sub-sample
periods covered the recent financial crisis, which leads to unstable parameter
estimation and high local volatility. We suggest that separating the integrated
variance from the jump components precisely is more difficult during a high
local volatility regime and models have more difficulties to update time vary-
ing parameters. Hence, we find that our main result is stronger in the first
sub-sample period, where the economic environment is relatively stable. Never-
theless, our main findings still holds true in general for both sub sample periods:
The separation of jumps from diffusion component rather than jump itself is
responsible for delivering statistically significant economic values.
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Chapter 3
Uncovering the Benefit of High
Frequency Data in Portfolio
Allocation
3.1 Introduction
Asset return volatility is a measure of risk, which has direct economic implica-
tions in option pricing, risk management, and portfolio allocation. The volatility
process is unobservable; hence it needs to be estimated using a parametric ap-
proach when data is available at low frequency (i.e. daily, weekly, monthly).
The availability of high frequency data not only allows us to better under-
stand market microstructure but also enables us to measure the return volatility
process more precisely. Andersen, Bollerslev, Diebold, and Labys (2001) and
Barndorff-Nielsen and Shephard (2002) initiate the literature of realized volatil-
ity. Realized volatility can be constructed by aggregating return variations of
small intervals over a constant period (e.g. a day). This realized measure of
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volatility is now observable and model free. Theoretically, in the absence of mi-
crostructure noise, realized volatility is an accurate approximation of the true
latent integrated volatility process when the sampling frequency is high enough.
Using high frequency data to measure and forecast realized volatility enables
us to better understand future risk, and hence may improve portfolio allocation
performance for a risk-averse investor.
There is a long tradition in the literature using high frequency data to mea-
sure and forecast realized volatility. There are also many studies using high
frequency data to improve portfolio allocation. We observe, however, a clear
segmentation of the literature: One stream of the literature focuses on uni-
variate realized volatility. Previous studies investigate issues, such as under-
standing distributional return properties (Andersen, Bollerslev, Diebold, and
Labys 2001), market microstructure noise (Bandi and Russell 2006, Andersen,
Bollerslev, and Meddahi 2011), and volatility forecasting (Andersen, Boller-
slev, and Diebold 2007, Andersen, Bollerslev, and Huang 2011). This stream of
the literature is still growing rapidly and recently also expanding from realized
volatility to the consideration of other important risk measures. Barndorff-
Nielsen, Kinnebrock, and Shephard (2008) introduce realized semvariances,
which measure upside and downside volatility components. Barndorff-Nielsen
and Shephard (2004) develop the realized bipower variation, which enables us
to decompose the total realized variance into jump and diffusion components.
Amaya, Christoffersen, Jacobs, and Vasquez (2011) construct realized mea-
sures for skewness and kurtosis. Those alternative measures play important
roles in improving volatility forecasting performances (Andersen, Bollerslev,
and Diebold 2007, Patton and Sheppard 2013) and recently also in predicting
64
the cross-section of expected stock returns (Amaya, Christoffersen, Jacobs, and
Vasquez 2011). However, the use of alternative realized measures are mainly
assessed statistically, and only very few studies consider the economic benefits
of employing alternative realized risk measures.
Another stream of the literature considers multivariate realized volatility. De-
spite the commonality between the two streams of the literature in using high
frequency data to improve forecasting performance, the second stream also con-
centrates on economic applications, especially mean variance portfolio alloca-
tion. Fleming, Kirby, and Ostdiek (2003) initiate this area of the literature
on the economic value of volatility timing using realized covariance matrices.
Bandi, Russell, and Zhu (2008) investigate the benefit of an optimal sampling
frequency to mitigate microstructure noise in portfolio allocation. Liu (2009)
and Chiriac and Voev (2011) study the economic value of volatility timing by
evaluating a set of low frequency and high frequency multivariate forecasting
models. Hautsch, Kyj, and Malec (2013) analyse large scale portfolio alloca-
tion with high frequency data and emphasize the importance of controlling
for non-synchronicity. However, all those studies use the total realized covari-
ance matrix, and other economically meaningful alternative realized measures
discussed above are overlooked both for forecasting and more importantly for
portfolio allocation.
In this paper, we aim to bridge this gap and investigate the use of high fre-
quency data in portfolio allocation from a different angle. We address four main
research questions: Firstly, we are interested in the volatility forecasting perfor-
mance of realized volatility and alternative realized measures. Since we concen-
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trate on volatility timing based portfolio allocation, the precise forecasting of
future volatility is a building block for the success of portfolio performance. We
conduct comprehensive in-sample and out-of-sample forecasting studies. We
show that a model using realized volatility already performs well in forecast-
ing. When we then decompose realized volatility fully into upside and downside
components or jump and diffusive components, we observe a clear improvement
in forecasting performance compared to the model using realized volatility only.
Models using realized skewness and kurtosis as additional volatility predictors
are also able to improve the forecasting performance, however, improvements
are smaller in magnitudes and results are more mixed across different assets.
From all specifications considered, the model using upside and downside volatil-
ities can consistently outperform the model using realized volatility only and
generate the largest statistical improvement.
Our next question is whether the precise measurement and forecasting of uni-
variate volatility significantly contributes to the benefit of high frequency data in
portfolio allocation. Almost all previous studies in portfolio allocation with high
frequency data focus only on the realized covariance matrix. Fleming, Kirby,
and Ostdiek (2003) suggest that realized correlation is more important than
realized volatility in their portfolio allocation setup. Although, we acknowledge
that using realized covariance (and especially realized correlation) enables in-
vestors to benefit from capturing asset return co-movements much faster than
using covariance based on daily data, we also notice that realized covariance
has its own potential drawbacks of non-synchronicity and associated estimation
errors. These drawbacks motivate the research question whether simply using
high frequency data to estimate and forecast univariate realized volatilities only
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already provides a investor with sufficiently large economic benefits over low fre-
quency strategies. This question can also be viewed as an attempt to understand
the source of the benefit of high frequency data in portfolio allocation indirectly.
To address this question, we apply a simple approach for the estimation of a
composite covariance matrix in a mixed frequency fashion. This approach al-
lows us to combine the high frequency based univariate realized volatilities with
a low frequency based correlation structure. Hence, we can directly assess the
benefit of high frequency data over low frequency data with different univariate
volatility forecasts using the same correlation structure. This approach there-
fore also allows us to avoid the potential issue of non-synchronicity, and any
subsequent adjustment to correct for non-synchronicity, which may affect the
result. Our findings suggest that investors can generate statistically significant
and economically tangible benefits in comparison to strategies that are based on
low frequency data. Although, we agree that realized correlation is important,
our empirical results support our conjecture that the precise measurement and
forecasting of univariate volatility with high frequency data already significantly
contributes to better portfolio allocation.
High frequency data also allows us to extract different components of realized
volatility in a model free fashion. Hence, we further ask whether investors
can obtain additional economic benefits in portfolio performance when real-
ized volatility components are used as volatility predictors. A volatility process
can be described by different components. Using different volatility compo-
nents is not only important for statistical purposes, but also matters for our
understanding of different types of risks embedded in the volatility process,
such as downside risk, upside uncertainty, jump risk, and diffusive risks. Ex-
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isting studies already document that modelling volatility with different compo-
nents can improve the in-sample fit and out-of-sample forecasting performance
(Andersen, Bollerslev, and Diebold 2007, Patton and Sheppard 2013). How-
ever, the question whether those separations do economically matter remains
unanswered. Previous studies fail to address the question in portfolio alloca-
tion contexts. A reason might be the challenge to decompose the full covariance
matrix into different economically meaningful components while controlling for
non-synchronicity at the same time. Using the simple and flexible mixed fre-
quency framework discussed above, our paper can directly assess the economic
benefit of using volatility components and avoid any problems related to poten-
tial non-synchronicity. We find that strategies using either upside and down-
side volatilities or jump and diffusion components can outperform respective
low frequency strategies. The strategy using upside and downside volatilities
can generate economic values, which are over 60% larger than those obtained
by strategy using the conventional realized volatility as discussed above. The
incremental benefit for the upside and downside volatility strategy compared to
the conventional realized volatility strategy is also statistically significant and
economically large.
In addition to realized volatility and its components, high frequency data further
enables us to construct realized measures of higher return moments. Therefore,
we are interested in whether realized higher moments can also contribute to the
portfolio performance. To be consistent with existing studies in the volatility
timing literature and for simplicity, this paper only focuses on mean variance
portfolio allocation, which does not explicitly deal with investor’s higher order
preferences. However, we include realized higher moments as additional volatil-
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ity predictors to assess their economic benefits for portfolio allocation. In the
volatility forecasting part, we show both measures can significantly predict fu-
ture volatility but the economic improvements are small and results are more
mixed. In the portfolio allocation analysis, we find that higher moment strate-
gies generally generate large economic benefits over low frequency and high
frequency benchmarks. However these benefits are also more unstable. Never-
theless, we find that the skewness based strategy can generate statistically and
economically significant additional improvements under some circumstances.
We then conduct comprehensive robustness checks. We show that high fre-
quency strategies can outperform well known low frequency benchmark strate-
gies used in the literature. High frequency data remains important for portfolio
allocation when different correlation structures are used. Our main results still
hold after controlling for market microstructure noise and transaction costs.
The paper is organized as follows: Section 3.2 discusses different realized mea-
sures constructed from high frequency data. Section 3.3 introduces data and
methodologies used in this paper. Section 3.4 reports the main empirical find-
ings. Section 3.5 conducts comprehensive robustness checks. Section 3.6 con-
cludes.
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3.2 Realized Measures from High Frequency
Data
3.2.1 Realized Volatility
Since the seminal works of Andersen, Bollerslev, Diebold, and Labys (2001) and
Barndorff-Nielsen and Shephard (2002), daily realized measures constructed
from high frequency data have become popular in financial econometrics and
finance to measure risks, i.e. variance, covariance, higher moments, and betas.
The general setup is outlined below. We consider a log price series ps that
follows a jump-diffusion process in continuous time:
dps = µsds + σsdWs + dJs (3.1)
where µs is the drift, σs is the diffusive volatility, Ws is the standard Brownian
motion, Js is a pure jump process.
The daily quadratic variation of this process on day t is
QVt = [p, p]t =
t∫
t−1
σ2sds+
∑
t−1<s≤t
(∆ps)
2 (3.2)
where ∆ps = ps − ps− is the jump component.
The simplest realized measure is the realized variance, which can be constructed
as the sum of squared intraday returns.
RVt =
m∑
j=1
r2j,t
p−→ QVt (3.3)
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where rj,t = pj,t − pj−1,t and m is the number of intraday intervals. When the
sampling frequency is high and the intraday interval is very small, RVt converges
to the daily quadratic variation QVt in the absence of microstructure noise .
3.2.2 Realized Volatility Components
The availability of high frequency data allows us not only to measure volatility
more precisely, but also to extract different components of total volatility in
a model free way. In this section, we consider two prevalent decompositions
of realized volatility, namely decomposing realized volatility into upside and
downside components and into jump and diffusion components.
Barndorff-Nielsen, Kinnebrock, and Shephard (2008) introduced the terms re-
alized semivariances in order to capture upward and downward components of
daily quadratic variations. Realized semivariances can be constructed using the
sum of squared intraday returns conditional on whether the intraday return is
positive or negative.
RS−t =
m∑
j=1
r2j I(rj<0)
p−→ 1
2
t∫
t−1
σsds+
∑
t−1<s≤t
[∆p2sI(∆ps<0)]; (3.4)
RS+t =
m∑
j=1
r2j I(rj>0)
p−→ 1
2
t∫
t−1
σsds+
∑
t−1<s≤t
[∆p2sI(∆ps>0)]; (3.5)
where I is an indicator function for intradaily returns being negative (I(rj<0))
or positive (I(rj>0)). By construction, the sum of upside and downside realized
semivariances equals the realized variance. If the asset price simply follows a
pure diffusion, then we should expect both realized semivariancs to converge
to half of the integrated variance over a long enough horizon. Splitting the
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realized variance into two equal parts may therefore not reveal much informa-
tion. However, if the price process contains jumps or asymmetries, then the
upside and downside realized semivariances may not be equal.1 Hence, split-
ting realized variance into two parts may reveal incremental information that is
not captured by the realized variance. Exploiting this potentially incremental
information appropriately may generate economic benefits.
Another important decomposition of realize volatility is into jump and diffusion
components. Barndorff-Nielsen and Shephard (2004) introduced bipower vari-
ation to isolate diffusion variation (integrated variance) from jump variation.
Assuming jumps to be rare and unlikely to occur for two consecutive intraday
returns, when intervals are small enough, the realized bipower variation BVm,t
will converge in probability to the jump-robust integrated variance IVt. The
realized bipower statistic is defined as
BVt =
µ−21 m
m− 1
m∑
j=2
|rtj−1 ||rtj | (3.6)
BVt
p−→ IVt =
t∫
t−1
σ2sds
where µ1 =
√
2/π. The difference between realized variance and realized
bipower variation is then an estimator of the jump variation component JVt.
Since our purpose is to predict volatility rather than identify exactly the jump
returns, we do not follow the procedure to test for jumps and then use indicator
functions to compute JVt. Instead, we directly use the difference of RVt and
1See Barndorff-Nielsen, Kinnebrock, and Shephard (2008) and Patton and Sheppard (2013)
for more details and asymptotic properties.
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BVt to compute JVt. This method is also supported by Corradi, Distaso, and
Fernandes (2013), who argued that avoiding the use of indicator functions to
detect jumps can improve the efficiency of the estimator:
JVt = RVt −BVt p−→
∑
t−1<s≤t
(∆ps)
2 (3.7)
3.2.3 Realized Higher Moments
Besides realized volatility and its components, we can also construct realized
higher moments using high frequency data. Skewness and kurtosis can be re-
lated to downside risk and the jumps introduced above. However, the realized
measures for skewness and kurtosis constructed using high frequency data have
not been studied until recently. Motivated by Barndorff-Nielsen, Kinnebrock,
and Shephard (2008), Amaya, Christoffersen, Jacobs, and Vasquez (2011) sug-
gest that the realized third (RTM) and fourth moments (RFM) can be written
as follows:
RTMt =
m∑
j=1
(rj,t)
3 p−→
∑
t−1<s≤t
(∆ps)
3 (3.8)
RFMt =
m∑
j=1
(rj,t)
4 p−→
∑
t−1<s≤t
(∆ps)
4 (3.9)
To be consistent with conventional concepts about skewness and kurtosis risks,
we follow Amaya, Christoffersen, Jacobs, and Vasquez (2011) to construct daily
realized skewness (RSK) and realized kurtosis (RKU) as follows:
RSKt =
√
m
∑m
j=1(rj,t)
3
[
∑m
j=1(rj,t)
2]3/2
(3.10)
RKUt =
m
∑m
j=1(rj,t)
4
[
∑m
j=1(rj,t)
2]2
(3.11)
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3.3 Data and Methodology
3.3.1 Data
Our main empirical analysis uses 30 assets including 29 stocks from historical
constituencies of the Dow Jones 30 and 1 index ETF Spyder Contract (SPY)
tracking the S&P500 market index. Our data ranges from Jan 2nd 2001 to Sep
30th 2009 covering the recent financial crisis. The tick by tick data is collected
from the NYSE Trade and Quote Database (TAQ). The daily trading period
is from 9:30 EST to 16:00 EST. Table 3.1 documents the list of 30 assets. We
follow usual procedures to clean the data and construct equal distance 5 minutes
interval intraday returns for each series to control for market microstructure
noise in the construction of realized measures. Hence we obtain 78 intraday
observations per day. In the robustness check section, we further control for
microstructure noise using a sub-sampled estimator using 5 overlapping 5 min
returns. We use open to close prices to construct daily returns and therefore
avoid the impact of overnight returns and the need to use bias correction factors
to reconcile daily and intra-daily information.
3.3.2 Realized Volatility Forecasting
To assess the use of high frequency data in volatility timing based portfolio
allocation, we need to forecast the future conditional covariance matrix, and
then use it to compute optimal portfolio weights. Different from almost all
previous studies in this area, we try to avoid estimating and forecasting the
realized covariance matrix directly. Instead, we apply a simple mixed frequency
framework, in which we explicitly construct a conditional covariance matrix by
forecasting conditional volatility and conditional correlation parts separately.
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Therefore, our first step is to forecast future univariate realized volatility asset
by asset using high frequency data.
We follow Corsi (2009) and use the Heterogeneous Autoregressive model (HAR)
because it allows to approximate long memory properties in a straightforward
way:
RVt,t+1 = β0 + βRV DRVt + βRVWRVt,t−4 + βRVMRVt,t−21 + ǫt+1 (3.12)
where RVt,t+1 is one step ahead RV , RVt,t−4 and RVt,t−21 are lagged 5 days
(weekly) and 22 days (monthly) averaged RVs that are included to capture
long memory properties. The model predicts one step ahead RV using daily,
weekly, and monthly lagged RVs.
The HAR model is a flexible framework, hence we can also accommodate it
with alternative realized measures. We therefore consider four alternative spec-
ifications using realized volatility components and higher moments as volatility
predictors.
To investigate the effect of volatility components on volatility forecasting and
consequentially portfolio performance, we employ models using upside and
downside volatility components and jump and diffusion components as follows:2
RVt,t+1 = β0 + βRSmDRS
−
t + βRSpDRS
+
t + βRSmWRS
−
t,t−4 + βRSpWRS
+
t,t−4
+ βRSmMRS
−
t,t−21 + βRSpMRS
+
t,t−21 + ǫt+1 (3.13)
2Similar models have also been used by Andersen, Bollerslev, and Diebold (2007), Corsi, Pirino,
and Reno (2010), and Patton and Sheppard (2013).
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RVt,t+1 = β0 + βBV DBVt + βJV DJVt + βBVWBVt,t−4 + βJV WJVt,t−4
+ βBVMBVt,t−21 + βJVMJVt,t−21 + ǫt+1 (3.14)
where RS−t,t−4, RS
+
t,t−4, RS
−
t,t−22, RS
+
t,t−22 are lagged 5 days (weekly) and 22 days
(monthly) averaged RS−s and RS+s; and BVt,t−4, JVt,t−4, BVt,t−22, JVt,t−22 are
lagged 5 days (weekly) and 22 days (monthly) averaged BV s and JV s.
To understand whether realized skewness and kurtosis, which have already been
found to improve return predictability, may also improve one step ahead real-
ized volatility forecasting, we also incorporate realized skewness and kurtosis as
predictors into the model with realized volatility only.
RVt,t+1 = β0 + βRV DRVt + βRSKDRSKt + βRVWRVt,t−4 + βRSKWRSKt,t−4
+ βRVMRVt,t−21 + βRSKMRSKt,t−21 + ǫt+1 (3.15)
RVt,t+1 = β0 + βRV DRVt + βRKUDRKUt + βRVWRVt,t−4 + βRKUWRKUt,t−4
+ βRVMRVt,t−21 + βRKUMRKUt,t−21 + ǫt+1 (3.16)
where RSKt,t−4, RSKt,t−22are lagged 5 days (weekly) and 22 days (monthly)
averaged RSKs . And RKUt,t−4, RKUt,t−22 are lagged 5 days (weekly) and 22
days (monthly) averaged RKUs.
In this part, we primarily focus on one day ahead forecasts in order to incor-
porate lagged realized risk information immediately. In the portfolio allocation
part, we also consider different rebalancing frequencies. We could also follow
Patton and Sheppard (2013) and use a panel regression framework. However,
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our primary focus lies on out-of-sample prediction and due to the large hetero-
geneity across assets, using equation by equation estimation without imposing
panel restrictions may lead to better individual volatility forecasts.
3.3.3 Correlation Structures
Our second step is to construct a covariance matrix, which will then be used to
derive the optimal portfolio weights in the asset allocation problem part. Due
to the relative large dimension of assets, the impact of non-synchronicity on
realized covariance estimation is non-negligible. While previous studies have
developed different methods to mitigate this problem, there is no consensus on
it, and those sophisticated techniques may incur additional estimation errors.
Therefore, in the mixed frequency framework we discussed above, we only use
high frequency data to measure and forecast the volatility part, and then use
low frequency data to construct the correlation matrix. We use two different
correlation structures: Firstly, we consider a simple identity matrix, which we
call zero correlation or Zero. The matrix consists of zeros for the off-diagonal
elements and ones for the diagonal elements; hence we assume that assets are
not correlated. Therefore, we can construct the conditional covariance matrix
using the high frequency based univariate conditional volatilities we obtained in
the previous step and the zero correlation matrix. Although, this assumption
looks oversimplified, it allows us to directly assess the potential improvement of
univariate volatility forecasting of high frequency data. If high frequency data
can be used for estimating realized correlation without the problem of non-
synchronicity, we should expect a further improvement in the economic benefit
of high frequency data. Therefore, the use of zero correlation is expected to
underestimate the true benefit of high frequency data, and hence our results in
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this context can be viewed as conservative estimates of the true benefits of high
frequency data. The zero correlation is also used by DeMiguel, Plyakha, Uppal,
and Vilkov (2013) when assessing the use of option implied volatility relative
to historical volatility in portfolio allocation.
Our second correlation structure is dynamic and time varying. Using daily data,
we estimate a dynamic conditional correlation model (DCC) by Engle (2002).
The DCC model is specified as follows:
Qt = (1− θ1 − θ2)Q¯ + θ1ut−1u′t−1 + θ2Qt−1 (3.17)
Rt = diag(Qt)
−1/2Qtdiag(Qt)
−1/2 (3.18)
where Qt is the conditional covariance matrix and Rt is the conditional corre-
lation matrix. ut is the demeaned daily return vector in which each component
is divided by conditional volatility from a Generalized Autoregressive Condi-
tional Heteroskedasticity or GARCH (1,1) model. We then combine the DCC
based conditional correlation stated above with high frequency based condi-
tional volatility obtained in the previous section to construct the conditional
covariance matrix. A similar approach is also used by Halbleib and Voev (2012).
They find that the mixed frequency approach combining high frequency based
volatility and low frequency DCC based correlations can outperform pure low
frequency models and perform as well as models using pure high frequency based
variance covariance matrix in multivariate volatility forecasting exercises. In the
robustness checks part, we also consider alternative correlation structures.
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3.3.4 Asset Allocation Problem
In this section, we consider the asset allocation problem for a risk-averse in-
vestor. Following the stream of literature on volatility timing (e.g. Fleming,
Kirby, and Ostdiek (2001) and Marquering and Verbeek (2004)), we assume
that the investor has mean variance preferences, and rebalances the portfolio
regularly according to the predicted conditional covariance matrix. One of the
major problems of the mean variance based portfolio allocation is the difficulty
to accurately predict the conditional mean, which can be very noisy when the
number of assets is very large. Therefore, we follow Hautsch, Kyj, and Malec
(2013) and consider the global minimum variance portfolio with the constraint
that sum of weights equals to one.
Min
wt,t+1
w′t,t+1Σˆt,t+1wt,t+1, s.t. w
′
t,t+11 = 1
where wt,t+1 is the vector of portfolio weights, 1 is the vector of ones, Σˆt,t+1 is
the predicted conditional covariance matrix obtained as described in the previ-
ous section.
The optimal weights can be solved for as
wt,t+1 =
Σˆ−1t,t+11
1′Σˆ−1t,t+11
(3.19)
Since the optimal portfolio weight is only the function of the conditional covari-
ance matrix, we avoid estimation error due to forecasting the conditional mean.
We obtain the vector of optimal portfolio weights at each point in time. We
also impose short selling constraint, hence weights are within the range from 0
to 1. Then we get the time series of daily ex post portfolio returns. To reflect
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real world investment problems, we also consider weekly and monthly rebalanc-
ing portfolios. We first obtain the daily portfolio weights, and then hold the
portfolio for one week and one month.3 The holding period portfolio return is
rpt,t+h = w
′
t,t+1rt,t+h, where rt,t+h is the vector of returns from t to t + h and
rpt,t+h is the ex post portfolio return for the holding period h.
3.3.5 Performance Evaluations
Before we start to introduce the performance metrics, we first discuss our bench-
mark strategies. In this paper, we consider two types of benchmark strategies,
which directly relate to our research questions mentioned in the introduction
part. The first benchmark strategy is a low frequency strategy. We employ
the conventional GARCH (1,1) model of Bollerslev (1986). We use it to assess
the potential benefit of high frequency data over low frequency data. The sec-
ond benchmark strategy is a high frequency strategy. We employ the HAR-RV
model by Corsi (2009) (RV only). We use it to assess the potential incremental
benefit of decomposing realized volatility into components and using realized
higher moments. For each of the low frequency and high frequency benchmark
strategies, we consider two specifications, i.e. zero correlations and DCC corre-
lations. To answer our main research questions, we fix the correlation structure
for the benchmark strategy and the candidate strategy, for example we com-
pare RV+zero with GARCH+zero or compare RV+DCC with GARCH+DCC
to ensure fair comparisons and directly assess whether high frequency data con-
tributes to portfolio performance. We follow the same procedures to assess the
incremental improvement of realized volatility components and higher moments
3An alternative way is to conduct multi-horizon volatility forecasts and use the conditional
covariance matrix for that horizon (e.g. daily, weekly, or monthly) to construct respective
portfolio weights and ex post portfolio returns. We find the method we used is straightforward
to implement and is also economic intuitive.
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over total realized volatility. In the robustness checks part, we also compare
high frequency strategies with alternative low frequency benchmarks.
We consider three performance metrics: Firstly, we use a conventional ex-post
Sharp Ratio:
SRp =
r¯p
σp
(3.20)
where r¯p and σp are average portfolio return and portfolio volatility respectively
over the out-of-sample period.
Secondly, we use the turnover rate.
TOPt =
n∑
i
∣∣∣∣wi,t+1 − wi,t 1 + ri,t1 + rp,t
∣∣∣∣ (3.21)
Liu (2009) and Hautsch, Kyj, and Malec (2013) also use turnover to assess
portfolio performance. Before the rebalancing, the portfolio weights change to
wi,t
1+ri,t
1+rp,t
, therefore the absolute difference between it and the new weight can
measure the portfolio turnover caused by rebalancing.
Thirdly, to quantify the potential economic improvements relative to bench-
mark strategies, we also use utility based criteria following Fleming, Kirby, and
Ostdiek (2001) and Marquering and Verbeek (2004). Similar to Hautsch, Kyj,
and Malec (2013), we assume that the investor has quadratic preferences. The
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quadratic utility and the performance fees between two strategies are as follows,
U(rpt,t+h) = 1 + r
p
t,t+h −
γ
2(1 + γ)
(1 + rpt,t+h)
2 (3.22)
1
T − h
T−h∑
t=0
[U(rpt,t+h −∆)] =
1
T − h
T−h∑
t=0
[U(rbmt,t+h)] (3.23)
γ is the risk aversion parameter, and we consider different levels of 2, 7, and
10. ∆ refers to the performance fee investor willing to pay to switch from the
benchmark strategy to the candidate strategy.
We further investigate the statistical significance of our performance fee mea-
sure. Motivated by Engle and Colacito (2006) and Bandi, Russell, and Zhu
(2008), we use the Diebold and Mariano (1995) test for it. We view perfor-
mance fee as the loss differential of two alternative but nested forecasts. We
compute daily spot realized utility for main and benchmark strategies and then
compute daily spot performance fees. We then project the time series of perfor-
mance fees on a vector of ones using Newey-West standard errors; the resulting
t-statistic allows us to make inference about the statistical significance of per-
formance fees with the null hypothesis of a zero performance fees
3.4 Empirical Findings
3.4.1 Realized Volatility Forecasting
In this section, we discuss in and out-of-sample volatility forecasting results. Ta-
ble 3.2 documents the summary statistics of different realized measures for the
cross-section of 30 assets from 2001 to 2009. We only report mean and standard
deviations for each realized measure to save space. A few observations should be
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noted. Firstly, SPY has a much lower mean and standard deviation compared
to individual stocks, which can be explained by the diversification feature of
the index, as the individual stocks contain idiosyncratic components. Secondly,
although there is no clear cut pattern whether upside volatilities or downside
volatilities are larger; it seems that the downside ones are less volatile across
time for almost all assets. Moreover, jump variation is much smaller than the
bipower variation, confirming jumps are rare. Finally, we find positive skewness
and high excess kurtosis for almost all assets. The non-normality in the data
suggests that realized measures beyond variances may play an important role
in our following empirical analysis.
Table 3.3 reports the one day ahead in-sample volatility forecasting results us-
ing models with different realized measures. Due to the relative large number
of assets, we focus exemplary on the index ETF SPY. Main findings can be
summarized as follows. Firstly, the RV only model already fits data well with
adjusted R2 of 57.73%. While both the weekly and monthly lagged RV co-
efficients are statistically significant, we show the daily lagged RV coefficient
is insignificant. Secondly, when we decompose RV into upside and downside
components, we observe a clear improvement in model fit, namely the adjusted
R2 increases to 65.15%. Although the coefficient of the daily upside volatil-
ity component remains insignificant, the coefficient of daily downside volatility
component becomes highly significant, suggesting that the downside part is
more important. We also show that weekly and monthly upside and downside
components are insignificant, implying recent downside information is more im-
portant for forecasting short horizon volatility. Similarly, when we decompose
RV into jump and diffusive components, we observe an increase in the adjusted
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R2 to 60.58%, however the magnitude of improvement is smaller compared to
that for upside and downside decomposition. We also show that the coefficient
for the daily diffusive component is significant while the one for the daily jump
component is insignificant, suggesting the diffusion component is more impor-
tant. Different from results in upside and downside volatilities, we also suggest
that weekly and monthly volatility components are also important. Our findings
regarding volatility forecasting using different volatility components are gener-
ally consistent with previous studies (Patton and Sheppard 2013, Andersen,
Bollerslev, and Diebold 2007). We show that separating total realized volatil-
ity into different components improves volatility forecasting performance, and
hence may also potentially improve volatility timing based portfolio allocation
strategies. Thirdly, we assess the usefulness of realized higher moments as ad-
ditional volatility predictors. We show that realized skewness is negative and
significant at daily level while realized kurtosis is negative and significant at
daily and weekly levels. However, improvements in adjusted R2 are less than
1%, indicating they may possess only limited incremental information for future
volatility prediction.
Since we are interested in portfolio allocation with a relative large number
of assets, we then report the volatility forecasting performance for the cross-
section of 30 assets. Table 3.4 reports in-sample adjusted R2s for the 30 assets.
Our findings are generally consistent with the results for SPY discussed above.
Initially, the RV only model generates adjusted R2s of over 50% on average.
Secondly, both the upside and downside components model and the jump and
diffusive components model yield higher adjusted R2s in general, however the
improvements are generally small compared to results for SPY. The model using
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upside and downside components can still generate the highest improvements
in adjusted R2s for both the median and the mean value. Thirdly, the models
using realized higher moments can still outperform the RV only model, however
the improvements are small.
We then report the out-of-sample volatility forecasting results, which will then
be used to construct our out-of-sample portfolio allocation analysis. We use the
first 1000 days as in-sample period to estimate the models, and then use the rest
of the observations to conduct out-of-sample forecasts. Table 3.5 reports out-of-
sample mean squared errors (MSEs) for the set of 30 assets. We find that MSEs
for SPY are generally smaller than for individual stocks. Models using upside
and downside components, jump and diffusive components, and skewness can
generate smaller MSEs than the model using RV only. For individual stocks,
both mean and median values of MSEs suggest that the model using upside
and downside components can have lower MSEs than the model using RV only.
However, for models using jump and diffusive components and higher moments,
there are more cross sectional variations, and results are more mixed. The differ-
ent empirical results for index and individual stocks may again be explained by
higher microstructure noise and higher idiosyncratic risks for individual stocks
compared to the more liquidly traded index ETF SPY. To summarize, both
in-sample and out-of-sample results suggest that by using high frequency data,
one can measure and forecast volatility precisely, and using realized volatility
components and higher moments can further improve forecasting performance.
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3.4.2 Portfolio Allocation with Realized Volatility
In this section, we discuss whether high frequency data improves portfolio al-
location by measuring and forecasting realized volatility. As mentioned before,
we use the predicted volatility combined with the respective correlation matrix
to construct the corresponding conditional covariance matrix. We then use it
to derive the optimal portfolio weights and yield ex-post portfolio returns.
Table 3.6 reports the out-of-sample portfolio allocation results using realized
volatility. Our main findings can be summarized as follows: Firstly, we present
clear evidence that strategies using RV always generate higher Sharp Ratios
(SRs) compared to the respective low frequency strategies. With a daily re-
balancing frequency, the RV strategy has a SR of 0.50 compared to 0.37 for
the GARCH strategy with zero correlations and 0.41 compared to -0.08 with
DCC correlations. When we rebalance the portfolio at the weekly frequency,
the SR of RV rises to 0.61 compared to 0.46 for GARCH with zero correla-
tion and 0.63 compared to 0.00 with the DCC correlations. When we hold the
portfolio for one month, we observe a slightly decline of SRs to 0.57 and 0.41
for the zero correlation with 0.44 and -0.08 for the DCC correlation. Although
DCC correlation captures the time varying correlation dynamics across different
assets better, the associated portfolio allocation strategies are more unstable.
Hence GARCH strategies with DCC correlations even generate negative or close
to zero SRs, and RV strategies with DCC correlations underperform the RV
strategies with zero correlations for daily and monthly rebalancing. Neverthe-
less, the relative superiority of RV over GARCH remains strong under different
correlation structures and different rebalancing frequencies.
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Secondly, we show that high frequency strategies generally have higher turnover
rates compared with low frequency strategies. For example, at the daily fre-
quency, we observe a 0.96% turnover per day (21.12% per month) for RV com-
pared to 0.94% (20.68% per month) for GARCH with zero correlations and
1.33% (29.26% per month) compared to 1.19% (26.18% per month) with DCC
correlations. Similarly, at the weekly frequency, RV strategies also have higher
turnover statistics with both correlation structures. For the monthly frequency,
the RV strategy has higher turnover than the GARCH strategy for zero corre-
lations but it has lower turnover than the GARCH strategy for DCC correla-
tions. The slightly higher turnover rates in general for high frequency strategies
compared to low frequency strategies are not surprising, since high frequency
strategies need to incorporate recent information more rapidly. The differences
of turnover statistics between high frequency and low frequency strategies are
small in magnitudes, hence we expect the impact of transaction costs to be
small. In the robustness checks, we formally investigate the impact of transac-
tion costs on portfolio performance.
Thirdly, we quantify the magnitude of potential economic improvements using
utility based criteria. We report annualized performance fees relative to the
low frequency benchmark strategies for different risk aversion levels. We find
that strategies using RV can always outperform the respective low frequency
strategies. At the daily rebalancing frequency, the RV strategy with zero cor-
relations can generate an economic value of 46 basis points for the moderate
risk aversion level (γ = 7), while the RV strategy with DCC correlations can
generate an economic value of 272 basis points. Performance fees are also vary-
ing across different risk aversion levels from 33 (γ = 10) to 124 (γ = 2) basis
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points for zero correlations, and from 217 (γ = 10) to 605 (γ = 2) basis points
for DCC correlations. Although we showed above that SRs and TOs (level
based performance metrics) are different across different rebalancing frequen-
cies, we find that performance fees (relative performance) are generally similar
in magnitude across different rebalancing frequencies. The large performance
fees with DCC correlation are mainly due to the poor performance of low fre-
quency benchmark strategies (GARCH-DCC), which have negative or close to
zero SRs as we discussed above. In the robustness checks part, we also com-
pare high frequency strategies with other low frequency benchmarks. Both the
zero and the DCC based RV strategies can generate positive and statistically
significant performance fees relative to the respective low frequency strategies.
T-statistics are all above 2.00 at the daily frequency. At the weekly frequency,
t-statistics become slightly smaller; however performance fees are still all pos-
itive and statistically significant. At the monthly frequency, performance fees
remain positive but generally become statistically insignificant. To summa-
rize, despite the slightly higher turnover, using high frequency information to
improve portfolio allocation can lead to higher Sharp ratios and generate pos-
itive and statistically significant economic values compared to low frequency
strategies. Our main findings are robust across different correlation matrices,
rebalancing frequency, and risk aversion levels.
3.4.3 Portfolio Allocation with Realized Volatility Com-
ponents
High frequency data also allows us to extract different components of total
realized volatility. In this section, we investigate whether decomposing real-
ized volatility into different components can improve portfolio allocation. The
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purpose is twofold: Firstly, we investigate whether strategies using realized
volatility components can outperform low frequency strategies. Secondly, we
also want to assess whether the decomposition leads to significant incremental
improvement over the high frequency benchmark strategy, i.e. the RV strategy
we used in the previous section.
Table 3.7 documents the out-of-sample portfolio allocation results using real-
ized volatility components. Initially, we show that both the upside and downside
volatility strategy (RS) and the jump and diffusive volatility strategy (RJ) can
lead to higher SRs relative to the low frequency benchmark and high frequency
benchmark strategies. The result holds true for both zero and DCC correlations
and for different rebalancing frequencies. The upside and downside volatility
strategy performs better than the jump and diffusive volatility strategy, which is
consistent with its statistical performance. At the daily rebalancing frequency,
the upside and downside volatility strategy can generate SRs of 0.59 and 0.60
for zero and DCC correlations respectively. We observe improvements of SRs
to 0.75 and 1.01 at the weekly frequency. At the monthly frequency, SRs are
0.63 and 0.56. Different from strategies using realized volatility alone, strategies
using realized volatility components with DCC perform better than with zero
correlations when we rebalance portfolios at daily and weekly frequencies.
We also find that strategies using upside and downside volatility componnets
have lower turnover rates than the total realized volatility strategy. Although,
the strategy using total realized volatility has higher turnover than the low
frequency benchmark as we documented in the previous section, we find that
the strategy using upside and downside volatility components has even lower
89
turnover than the low frequency benchmark under zero correlation for different
rebalancing frequencies. For instance, at a daily level, the turnover statistics of
the upside and downside volatility strategy under zero correlation is 0.93% per
day, which is lower than 0.96% for the high frequency benchmark and 0.94% for
the low frequency benchmark. With DCC correlation, the strategy has lower
turnover than the high frequency benchmark but not the low frequency bench-
mark. Although upside and downside volatility component strategies need to
incorporate recent downside risks information quickly, they can still have lower
turnover, supporting that further decomposing realized volatility into different
component can be beneficial for portfolio allocation.
Moreover, we show that strategies using realized volatility components can out-
perform the low frequency benchmark strategies and deliver larger economic
improvements compared to high frequency benchmark strategies. At the daily
frequency, the upside and downside volatility strategy can generate performance
fees from 60 (γ = 10) to 208 (γ = 2) basis points using zero correlations, rep-
resenting 81% and 67% increases respectively compared with ones we obtained
from realized volatility strategy discussed above. Using DCC correlations again
increases the economic values. However, since the SRs are also higher with
DCC, these larger economic values do not entirely reflect the poor performance
of the low frequency benchmark strategy, but also reflect the benefit of mod-
elling the correlation dynamics. Upside and downside volatility strategies and
jump and diffusive volatility strategies have positive and statistically significant
performance fees with t-statistics above 3.00 and 2.00 respectively. The perfor-
mance fees remain positive and statistically significant when we rebalance the
portfolio at the weekly frequency. In the last section, we show that RV strate-
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gies become insignificant at the monthly frequency. In this section, however,
we show that both the realized volatility component strategies are significant
for zero correlation and the jump and diffusive strategy is still significant for
DCC correlations. The larger economic magnitudes and the success even in
longer horizons imply that decomposing total realized volatility into different
components improves portfolio allocation.
Strategies using realized volatility components can also generate incremental
economic benefits over the high frequency benchmark strategies using realized
volatility alone. We compute the performance fees of realized volatility com-
ponent strategies relative to high frequency benchmarks. The economic mag-
nitudes of incremental benefits are smaller due to the use of high frequency
benchmarks. However, all performance fees relative to high frequency bench-
marks are positive. Moreover, at the daily frequency, the strategy using upside
and downside volatility components can generate positive and statistically sig-
nificant performance fees relative to the high frequency benchmarks with zero
correlations. The incremental benefits range from 27 to 83 basis points. At the
weekly frequency, upside and downside volatility strategies under both zero and
DCC correlations can generate positive and statistically significant incremental
economic values relative to high frequency benchmarks, ranging from 37 to 109
(zero) and 109 to 386 (DCC). The large incremental benefit for DCC implies
its benefits for modelling correlations, while its statistical insignificance at the
daily frequency suggests that it is still unstable. To summarize, our findings sug-
gest that the previous documented statistical success of decomposing realized
volatility into different components is also economically significant. We show
that separating total realized volatility into different components can lead to
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higher SRs, lower TOs, large economic improvements to low frequency bench-
marks, and positive and statistically significant incremental improvements over
high frequency benchmarks.
3.4.4 Portfolio Allocation with Realized Higher Moments
High frequency data further contributes to the construction of realized higher
moments. In this section, we investigate whether including realized higher mo-
ments as additional volatility predictors can improve portfolio allocation.
Table 3.8 reports out-of-sample portfolio allocation results using realized higher
moments. Although models using realized higher moments have mixed volatil-
ity forecasting performance as we documented before, we find that strategies
using realized skewness and kurtosis can generally generate higher SRs com-
pared to both low frequency and high frequency benchmarks. At the daily
frequency, SRs are 0.59 (zero) and 0.72 (DCC) for skewness strategies (RSK)
and 0.72 (zero) and 0.78 (DCC) for kurtosis strategies (RKU). SRs for skewness
strategies strengthen at the weekly frequency to 0.89 and 1.14, while SRs for
kurtosis strategies become 0.63 and 0.79. The skewness strategy also performs
better at the monthly frequency. However both higher moment strategies have
higher turnover compared to the low frequency benchmarks, the high frequency
benchmarks, and the realized volatility component strategies. For example, at
the daily frequency, the TOs are 0.99% (zero) and 1.43% (DCC) for skewness
strategies, and 1.02% (zero) and 1.54% (DCC) for kurtosis strategies. The
higher SRs and TOs of higher moment strategies suggest that these strategies
maybe more volatile compared to the realized volatility and volatility compo-
nent strategies.
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Similar to volatility component strategies, higher moment strategies also gen-
erate larger economic benefits relative to low frequency benchmarks. At the
daily frequency, performance fees are 56 to 200 basis points for the skewness
strategy and 102 to 324 basis points for the kurtosis strategy with zero corre-
lations. Both higher moments strategies can generate positive and statistically
significant economic values, although the kurtosis strategy with zero correla-
tions has slightly weaker statistical significance. At the weekly frequency, while
the skewness strategy remains positive and significant, the kurtosis strategy be-
comes insignificant. At the monthly frequency, both higher moment strategies
are generally insignificant for zero correlations but the kurtosis strategy is sig-
nificant for DCC correlations. Different from all high frequency strategies we
considered before, the kurtosis strategy fails to generate significant benefit rel-
ative to the low frequency benchmark with zero correlations in short horizons,
implying that including kurtosis as an additional volatility predictor actually
introduces more noise.
We further investigate the incremental benefit of using realized higher moment
information. At the daily frequency, the skewness strategies with DCC are
marginally significant with incremental values of 87 to 338 basis points. At
the weekly frequency, the skewness strategies generate positive and statistically
significant performance fees of 61 to 233 basis points (zero) and 134 to 538
basis points (DCC). Kurtosis strategies, however, generate insignificant perfor-
mance fees at daily and weekly frequencies, and even underperform the high
frequency benchmark at the monthly frequency with zero correlation. To sum-
marize, realized higher moments, measuring asymmetry and tail events, contain
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important information to improve portfolio performance. Compared with re-
alized volatility and volatility component strategies, higher moment strategies
generate larger economic benefits, however their improvements are generally
more unstable.
3.5 Robustness Checks
In this section, we conduct comprehensive robustness checks. We compare high
frequency strategies with different low frequency benchmarks and consider dif-
ferent correlation structures. We also assess the impact of market microstruc-
ture noise and transaction costs on portfolio performance.
3.5.1 Alternative Benchmarks and Correlation Structures
Our main findings provide clear evidence that high frequency data improves
portfolio allocation. However, we do observe that the magnitudes of economic
improvements are affected by the choice of the benchmark strategies and the
selection of correlation structures. In this section, we analyse whether high fre-
quency data can still improve portfolio allocation when alternative benchmarks
and correlation structures are employed.
Rather than attempting to develop the optimal portfolio strategy, our paper
aims for a better understanding of the use of high frequency data in portfolio
allocation. Hence, the benchmark strategies in the main analysis are selected
to facilitate answering our main research questions, but they do not neces-
sarily reflect the real world investment problems, e.g. the poor performance
of GARCH-DCC as a low frequency benchmark tends to overestimate the true
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benefit of high frequency data in real world portfolio allocation exercises. Hence,
we are interested in how high frequency strategies perform in comparison to low
frequency strategies commonly used in the literature. We use two alternative
low frequency benchmark strategies: the 1/N strategy and the RiskMetrics
(RM) strategy. The naive 1/N strategy assigns static and equal weights to all
assets, which is proportional to the number of assets (hence 1/N). Previous
studies (DeMiguel, DeMiguel, and Uppal 2009, DeMiguel, Plyakha, Uppal, and
Vilkov 2013, Jacobs, Muller, and Weber 2014) document that the 1/N strategy
performs very well compared to a few more sophisticated and dynamic strate-
gies, despite its simplicity. The RiskMetrics 1994 (RM) is a standard approach
following a simple exponentially weighted moving average rule used in the in-
dustry to forecast covariance matrix. We follow J.P.Morgan/Reuters (1996)
and Hautsch, Kyj, and Malec (2013), and specify the model as follows:
Σˆt+1 =
1− λ
1− λL−1
L∑
l=1
λl−1ut−l+1u
′
t−l+1 (3.24)
We follow J.P.Morgan/Reuters (1996) to select the smoothing parameter λ =
0.94, and the rolling window length L = 250. In this section, we are interested
in how high frequency based strategies perform relative to these alternative low
frequency benchmark strategies.
In the main analysis, we observe a large difference in magnitudes of economic
values due to the use of different correlations structures. In this section, we
consider two additional correlation structures. Firstly, we extract the correla-
tion matrix from the RM model we employed above and combine it with high
frequency based volatilities. Secondly, we use the sample correlation (SC) com-
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puted using in-sample data.4 We investigate the performance of high frequency
strategies with four different correlation structures (zero, DCC, RM, SC) rela-
tive to two low frequency benchmark strategies (1/N and RM). Table 3.9 reports
out-of-sample portfolio performance results for these different strategies. We fo-
cus on the annualized Sharp Ratios for different rebalancing frequencies.
We first examine how our existing strategies perform relative to these two bench-
mark strategies. For the zero correlations, the RV strategy cannot outperform
either benchmark strategy at any frequency, suggesting that these two low fre-
quency benchmarks (e.g. SRs are 0.61 and 0.57 for 1/N and RM respectively
with daily rebalancing) are higher than ones used in the main analysis. How-
ever, decomposing volatility into components and using higher moments can
outperform these benchmarks at daily and weekly frequencies. Strategies us-
ing upside and downside volatility components (RS) can generate higher SRs
than the RM strategy at the daily frequency and than the 1/N at the weekly
frequency. Strategies using skewness (RSK) can beat the RM at the daily fre-
quency and both benchmarks at the weekly frequency. Jump strategies (RJ) fail
to outperform either benchmark while Kurtosis strategies (RKU) outperform
both benchmark at the daily frequency but underperform both at the weekly
frequency. Our findings confirm that high frequency data is important for port-
folio allocation even if we do not model the correlation dynamics.
For the DCC correlations, we show that the RV strategy still fails to outper-
form either benchmark. However, strategies using volatility components and
4In an unreported analysis, we also consider two additional correlation structures based on
smoothing the DCC correlations: the in-sample mean of DCC based correlation and 250 days
rolling window mean of DCC based correlation, we found results are similar to the raw DCC
based strategies.
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higher moments generally perform better at daily and weekly frequencies. The
RS strategy beats the RM at the daily and both benchmarks at the weekly
frequency. The RJ strategy can now generate higher SRs relative to both
benchmarks at the weekly frequency. Higher moment strategies can outper-
form both benchmarks at weekly and monthly frequencies. Therefore, the large
economic values with DCC correlations, especially incremental improvements
relative to high frequency benchmarks documented in the main analysis are not
entirely due to the selection of benchmarks. Instead, modelling time varying
correlations does lead to further portfolio performance improvements.
We then discuss portfolio performance with alternative correlation structures.
Despite the success of zero and DCC based strategies, the relative unstable
performance for the DCC correlations motivates us to consider more stable cor-
relation structures. The smoothed (RM) and static (SC) correlations are less
volatile than DCC. Hence their associated portfolios are also expected to per-
form better. We find that all high frequency strategies with RM correlations
can outperform both low frequency benchmarks. Different from results before,
RV strategies can outperform both 1/N and RM benchmarks at all frequen-
cies, when RM correlations are used. For instance, it has a SR of 0.86 at the
daily frequency, which is also higher than RV strategies with zero (0.50) and
DCC (0.41) correlations. Moreover, high frequency strategies with RM can
even outperform benchmarks at the monthly frequency, which is not observed
when other correlation structures are used. However, we find that incremen-
tal benefits for volatility components and higher moments relative to RV are
reduced or even negative, which is different from strategies using other correla-
tions. For example, RS (SRs are 0.77 and 1.15 for daily and weekly) and RSK
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(0.80 and 1.28) underperform RV (0.86 and 1.13) at the daily frequency and
outperform slightly at the weekly frequency. Due to the smoothed correlations
from RM, the drop of incremental benefit of using more rapidly changing alter-
native realized measures are as expected. Our findings imply that combining
high frequency based volatilities with a slow moving correlation structure seems
to be promising for portfolio allocation.
For SC correlations, RV strategies again fail to outperform the benchmarks.
However, portfolio performance improves when we decompose volatility into
different components. The RS strategy outperforms benchmarks for all fre-
quencies (SRs are 0.75, 1.09, and 0.88 respectively). The RJ strategies outper-
form benchmarks at weekly and monthly frequencies. Higher moment strate-
gies, which performed well with other correlation structures, generally perform
poorly. Results with sample correlations (SC) are more consistent with sta-
tistical performance, which may be largely due to the use of static correlation
structures.
Although the zero correlation based strategies look oversimplified while the
DCC based strategies seem unstable, we find that these high frequency strate-
gies can outperform well known low frequency strategies used in the litera-
ture under some circumstances. Using alternative correlation structures even
strengthens our main results. We also show that the additional benefits from
volatility components and higher moments depend on the choice of the correla-
tion structures. To summarize, our main arguments remain hold when different
low frequency benchmarks and different correlation structures are used.
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3.5.2 Microstructure Noise
Since sparsely sampled five minutes high frequency returns may still contain
microstructure noise, especially for relatively illiquid traded individual stocks,
we also use more sophisticated microstructure noise robust estimators. Fol-
lowing Andersen, Bollerslev, and Meddahi (2011), we start from one minute
equal-distance intraday prices and construct five overlapping five minutes re-
turns and then average the five estimators to obtain a sub-sample estimator.
The average realized estimator can control for market microstructure noises,
but may also have adverse effects on alternative realized measures, especially
for signed measures.
Table 3.10 reports out-of-sample portfolio allocation results using realized volatil-
ity when controlling for microstructure noise. We find that controlling for mi-
crostructure noise improves the RV strategies. For instance, compared with
results in Table 3.6, using average RV measure increases SRs from 0.50 to 0.53
(zero) and from 0.41 to 0.62 (DCC), and reduces TOs from 0.96% to 0.95%
(zero) and from 1.33% to 1.30% (DCC), at the daily frequency. The perfor-
mance fees relative to the low frequency benchmark strategies are positive and
statistically significant. Economic magnitudes range from 44 to 146 basis points
for zero correlations and from 291 to 836 basis points for DCC correlations,
which are all larger than respective values without controlling for market mi-
crostructure noise in Table 3.6. The economic improvements also hold true for
different rebalancing frequencies. The enhanced portfolio performance results
of using microstructure noise robust RV estimators are also consistent with pre-
vious studies. Bandi, Russell, and Zhu (2008), for example, suggest that using
an optimally sampled RV estimator controlling for microstructure noises can
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improve portfolio performance compared to the conventional five minutes RV
estimator.
Table 3.11 and Table 3.12 document portfolio performance using realized volatil-
ity components and realized higher moments respectively when controlling for
microstructure noise. We focus on the performance fees. The economic bene-
fits relative to low frequency benchmarks are consistent with our main results.
Namely, both volatility component strategies can generate positive and statis-
tically significant performance fees relative to low frequency benchmarks. The
skewness strategy generates positive and significant performance fees at the
daily frequency, and the kurtosis strategy is significant with DCC correlations
at the weekly frequency. However, the incremental benefits relative to high fre-
quency benchmarks become either negative or statistically insignificant, which
is different from the main results. Nevertheless, at the weekly horizon, the up-
side and downside volatility strategy with zero correlations can still generate
positive and statistically significant incremental benefits from 17 to 62 basis
points. The potential adverse effect of average realized estimators on alter-
native realized measures, especially on signed components, jumps, and higher
moments, and the rise of high frequency benchmarks (more difficulty to beat)
may jointly explain the insignificant or even negative incremental economic
values for different high frequency strategies. To summarize, controlling for
market microstructure noise strengthens our main results that using realized
volatility improves portfolio allocation. Results for volatility components and
higher moment strategies are more mixed. However, the strategy using upside
and downside volatility component can still deliver incremental improvements,
suggesting these alternative realized measures remain important for portfolio
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allocation even after controlling for microstructure noise.
3.5.3 Transaction Costs
We then assess whether our empirical results are feasible in practice by introduc-
ing transaction costs. In the main analysis, we already documented that high
frequency strategies generally have a slightly higher turnover than respective
low frequency benchmarks, hence high frequency strategies may incur higher
transaction costs. In this section, we formally construct transaction cost ad-
justed portfolio returns subject to the change of portfolio weights following
Bandi and Russell (2006) and Bandi, Russell, and Zhu (2008). The transaction
cost adjusted portfolio returns can be defined in the following way,
r¯p,t+1 = rp,t+1 −
n∑
i=1
ρ(1 + ri,t+1)|∆wit+1| (3.25)
where r¯p,t+1 is the transaction cost adjusted portfolio return, rp,t+1 and ri,t+1
are pre-adjusted portfolio and individual asset returns, ρ is the transaction cost
parameter, where we choose the highest transaction level of 0.0025, correspond-
ing to a 2.5 cent half spread on a 10 dollar stock. ∆wt+1 is the change of the
weight from t to t + 1. Since our main candidate strategies and benchmark
strategies are both dynamically rebalanced portfolios, we expect the impact of
transaction cost to be small.
Table 3.13 presents out-of-sample portfolio allocation findings using realized
volatility and controlling for transaction costs. We find that both Sharp ratios
and the performance fees are lower compared to the main results without con-
trolling for transaction costs. For instance, at the daily frequency, SRs for high
101
frequency strategies controlling for transaction costs are 0.39 (zero) and 0.35
(DCC) while SRs without controlling for transaction costs are 0.50 (zero) and
0.41 (DCC) as shown in Table 3.6. Performance fees are now 30 to 112 basis
points for zero correlations and 204 to 550 basis points for DCC correlations,
compared with 33 to 124 basis points and 217 to 605 basis points as shown in
Table 3.6. The larger drops in performance fees for DCC after controlling for
transaction costs are associated with the higher turnover rates for DCC corre-
lations as shown in the main analysis. Similar to our main results, economic
values are statistically significant for daily and weekly frequencies.
Table 3.14 and Table 3.15 report empirical findings using realized volatility
components and higher moments controlling for transaction costs. For daily
and weekly frequencies, separating realized volatility into different components
generate positive and statistically significant performance fees relative to low
frequency benchmarks. Skewness strategies are positive and statistically sig-
nificant while kurtosis strategies are positive and statistically significant with
DCC correlations. Despite the slightly smaller magnitudes in economic values,
results are consistent with the main results without controlling for transaction
costs as shown in Table 3.7 and Table 3.8. Both the upside and downside
volatility strategies and the realized skewness strategies can also generate sta-
tistically significant incremental economic values relative to the high frequency
benchmark strategies as shown in our main analysis. Moreover, since the up-
side and downside volatility strategies have lower turnover statistics than high
frequency benchmarks as discussed in the main analysis, impact of transaction
costs are smaller, and hence incremental economic values even increase slightly.
For example, at the daily frequency, incremental performance fees for upside
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and downside volatility strategies relative to high frequency benchmarks range
between 28 to 90 basis points (zero) and 49 to 231 basis points (DCC), com-
pared with 27 to 83 basis points (zero) and 43 to 207 basis points (DCC) as
shown in Table 3.7. To summarize, after controlling for transaction costs, our
main results remain valid.
3.6 Conclusion
This paper investigates the use of high frequency data in volatility timing based
portfolio allocation. While a few recent studies use high frequency data to
extract realized volatility components and construct realized higher moments,
economic benefits of using these measures, especially in portfolio allocation con-
texts remain unanswered. Meanwhile, there is a long tradition in the literature
to use high frequency data in improving portfolio allocation. Previous stud-
ies mainly use high frequency data to construct realized covariance matrices,
and focus on the statistical refinement issues such as mitigating microstructure
noise and controlling for non-synchronicity. Our paper bridges the gap between
the two streams of the literature and studies the roles of realized volatility and
alternative realized measures in portfolio allocation.
Firstly, we show that using high frequency data can predict future volatility
reasonably well both in-sample and out-of-sample. High frequency data also
allows us to separate total volatility into different components and to construct
realized higher moments, which can further improve volatility forecasting per-
formance. Among different model specifications, the model using upside and
downside volatility components can consistently outperform the model using
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total realized volatility only.
Secondly, we demonstrate that realized volatility based strategies can outper-
form respective low frequency benchmark strategies across different specifica-
tions. Previous studies mainly focus on estimating the whole realized variance-
covariance matrix. We acknowledge that using high frequency data to mea-
sure realized correlations may further improve portfolio allocations, however the
non-synchronicity problem when estimating correlations using high frequency
data with large dimensions and potential estimation errors due to correcting
for non-synchronicity may make the strategy practically unattractive. Instead,
we provide clear empirical evidence that strategies using high frequency data
to measure and forecast univariate realized volatilities can already generate
statistically significant and economically tangible benefits over low frequency
strategies.
Moreover, we find that separating total realized volatility into different compo-
nents can further improve portfolio performance. We show that both types of
volatility component strategies can outperform the low frequency benchmark
strategies, and generate economic values larger than those obtained using re-
alized volatility only, hence further strengthening the importance of precisely
measuring and forecasting univariate realized volatility in portfolio allocation.
We also show that the upside and downside volatility components strategy can
further generate positive and statistically significant incremental benefits rel-
ative to the high frequency benchmark strategy, which is consistent with its
superior volatility forecasting performance. Previous studies already highlight
that importance of separating volatility into different components in volatility
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forecasting. Our paper provides empirical evidence that such statistical im-
provements are also economically significant.
Furthermore, we suggest that realized higher moments can also contribute to
portfolio allocation. Although realized higher moments can improve volatility
forecasting performance with small magnitudes, we find that strategies using
realized higher moments can also outperform low frequency benchmark better
than the realized volatility strategy. The strategy using realized skewness can
further generate statistically significant incremental benefits. However, both
the realized higher moments strategies are more unstable compared to the re-
alized volatility and the volatility components strategies.
We conduct comprehensive robustness checks. We show that our main re-
sults remain hold after using different benchmark strategies, applying different
correlation structures, controlling for market microstructure noise, and taking
transaction costs into account.
To conclude, we show that high frequency data can improve portfolio allocation
beyond the conventional use of estimating the realized variance-covariance ma-
trix. Measuring and forecasting univariate realized volatility, separating volatil-
ity into different components, and constructing realized higher moments can all
play important roles in portfolio allocation. Our paper can be extended in a
few directions: Firstly, for simplicity and consistency with existing studies, this
paper concentrates on the mean variance utility framework; however realized
volatility components and realized higher moments may play important roles in
portfolio allocation when the investor has a more complex utility function. Sec-
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ondly, high frequency data may also contribute to alternative economic applica-
tions beyond portfolio allocation, such as risk management and option pricing.
Thirdly, finding the best way to combine high frequency based volatility with
low frequency based correlations may further improve portfolio performance.
These extensions are beyond the scope of this paper, and we leave them for
future studies.
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3.7 Tables
Table 3.1: List of 30 Assets
Ticker Name Dates Days
SPY S&P500 ETF 02/01/2001 30/09/2009 2196
ABT Abbott Laboratories 02/01/2001 30/09/2009 2196
BA Boeing Co 02/01/2001 30/09/2009 2196
CL Colgate-Palmolive Co 02/01/2001 30/09/2009 2196
DD E. I. du Pont de Nemours and Company 02/01/2001 30/09/2009 2196
DIS Walt Disney Co 02/01/2001 30/09/2009 2196
EMC EMC Corp 02/01/2001 30/09/2009 2196
EMR Emerson Electric Co 02/01/2001 30/09/2009 2196
FDX FedEx Corp 02/01/2001 30/09/2009 2196
GD General Dynamics 02/01/2001 30/09/2009 2196
HD Home Depot Inc 02/01/2001 30/09/2009 2196
IBM Intl Business Machines Corp 02/01/2001 30/09/2009 2196
JNJ Johnson & Johnson 02/01/2001 30/09/2009 2196
KO Coca-Cola Co 02/01/2001 30/09/2009 2196
LLY Lilly Eli & Co 02/01/2001 30/09/2009 2196
LMT Lockheed Martin 02/01/2001 30/09/2009 2196
MCD McDonald’s Corp 02/01/2001 30/09/2009 2196
MMM 3M Co 02/01/2001 30/09/2009 2196
MO Altria Group Inc 02/01/2001 30/09/2009 2196
NKE NIKE Inc B 02/01/2001 30/09/2009 2196
PFE Pfizer Inc 02/01/2001 30/09/2009 2196
PG Procter & Gamble 02/01/2001 30/09/2009 2196
SO Southern Co 02/01/2001 30/09/2009 2196
TXN Texas Instruments Inc 02/01/2001 30/09/2009 2196
UNP Union Pacific Corp 02/01/2001 30/09/2009 2196
UPS United Parcel Service Inc B 02/01/2001 30/09/2009 2196
UTX United Technologies Corp 02/01/2001 30/09/2009 2196
VZ Verizon Communications Inc 02/01/2001 30/09/2009 2196
WAG Walgreen Co 02/01/2001 30/09/2009 2196
WMT Wal-Mart Stores 02/01/2001 30/09/2009 2196
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Table 3.2: Summary Statistics of Realized Measures
Ticker RV RS− RS+ BV JV RSK RKU
µ σ µ σ µ σ µ σ µ σ µ σ µ σ
SPY 1.3386 2.7754 0.6518 1.2493 0.6868 1.6394 1.2656 2.7006 0.0730 0.3822 0.0315 0.7899 4.2176 2.4931
ABT 2.4807 3.1989 1.2381 1.6444 1.2426 1.7469 2.3257 3.1730 0.1550 0.6237 0.0087 0.9732 5.5769 3.7267
BA 3.4676 4.6363 1.7419 2.3707 1.7257 2.4628 3.2876 4.5243 0.1799 0.6372 0.0269 0.9918 5.5749 3.4735
CL 1.7306 3.1257 0.8617 1.7452 0.8689 1.4620 1.6001 2.9751 0.1305 0.3513 0.0091 0.9039 5.3525 3.0753
DD 3.1533 4.7093 1.5568 2.2869 1.5965 2.5966 2.9795 4.6860 0.1738 0.6437 0.0183 0.9047 5.2551 3.0401
DIS 3.9030 6.2259 1.9358 3.5405 1.9672 3.1802 3.6197 5.6479 0.2833 1.1880 0.0104 0.9112 5.2296 3.1087
EMC 8.2595 11.4143 3.9984 5.2252 4.2611 7.2554 7.6884 9.9401 0.5711 4.1997 0.0811 0.8760 5.1698 3.0886
EMR 3.2901 5.2132 1.6300 2.5398 1.6601 2.8565 3.1175 5.1431 0.1726 0.6301 0.0252 0.9193 5.2499 3.1481
FDX 3.0873 4.4030 1.4991 2.2020 1.5882 2.4308 2.8518 4.1833 0.2355 0.7501 0.0349 0.9778 5.6035 3.1294
GD 2.5235 3.6060 1.2621 1.8723 1.2614 1.8748 2.3537 3.5662 0.1698 0.5274 0.0101 0.9974 5.7497 3.4214
HD 4.0403 5.7904 1.9585 2.6318 2.0818 3.4296 3.8325 5.6682 0.2078 0.8898 0.0358 0.8867 5.2533 2.8755
IBM 2.4769 4.5658 1.1939 2.1437 1.2829 2.7060 2.3348 4.2379 0.1420 1.0614 0.1537 0.8618 4.9968 3.1898
JNJ 1.6236 2.6798 0.7953 1.2704 0.8283 1.5031 1.5330 2.6374 0.0905 0.4771 0.0606 0.9465 5.5252 3.5452
KO 1.7679 2.6837 0.8803 1.4213 0.8876 1.4000 1.6333 2.3963 0.1346 0.5283 0.0274 0.8365 5.0232 2.9187
LLY 2.4272 3.7167 1.2080 1.8753 1.2192 2.0496 2.2632 3.4905 0.1640 0.8283 -0.0191 0.9772 5.5991 3.7867
LMT 2.8002 3.8854 1.3937 1.9119 1.4065 2.1522 2.6125 3.8100 0.1877 0.5842 0.0176 0.9887 5.7628 3.3767
MCD 2.7404 4.3138 1.3361 1.9592 1.4043 2.5070 2.5851 4.3404 0.1554 0.6183 0.0640 0.9262 5.4581 3.3089
MMM 2.2342 3.8141 1.0945 1.7720 1.1396 2.1715 2.1239 3.8768 0.1103 0.5441 0.0394 0.8877 5.1357 3.0302
MO 2.2706 3.8821 1.1242 2.1617 1.1464 2.1035 2.1136 3.6883 0.1570 0.8625 0.0420 1.0079 5.7543 4.2672
NKE 3.0143 4.0113 1.4669 1.9046 1.5474 2.3254 2.7943 3.8440 0.2200 0.7276 0.0490 1.0287 5.9182 3.7720
PFE 2.6272 4.0454 1.3052 2.0518 1.3220 2.1224 2.4593 3.9239 0.1679 0.5731 -0.0015 0.8543 5.0300 2.9872
PG 1.6529 3.2278 0.8154 1.6689 0.8375 1.6311 1.5603 3.2627 0.0926 0.3884 0.0692 0.8433 5.0901 3.0687
SO 2.0771 3.2118 1.0425 1.6708 1.0347 1.6650 1.9147 2.8325 0.1624 0.5926 0.0188 0.8436 5.3577 3.0084
TXN 6.7538 7.9454 3.3088 3.8715 3.4450 4.5032 6.3022 7.4285 0.4516 1.5119 0.0524 0.9231 5.3489 3.1058
UNP 3.2204 5.8788 1.5622 2.7954 1.6582 3.3128 3.0222 5.6595 0.1982 0.9997 0.0569 1.0202 5.7259 3.7175
UPS 1.8000 3.4251 0.8867 1.7611 0.9133 1.7613 1.6689 3.0923 0.1311 0.6652 0.0077 0.9135 5.3723 3.3068
UTX 2.6649 4.3806 1.3388 2.2088 1.3261 2.4195 2.5137 4.2619 0.1512 0.7674 -0.0390 0.9352 5.3034 3.3553
VZ 3.0425 4.7649 1.5113 2.2912 1.5312 2.6743 2.8309 4.5103 0.2117 0.7996 -0.0219 0.9380 5.3935 3.4387
WAG 2.9931 4.6758 1.4606 2.1225 1.5325 2.7489 2.7616 4.1432 0.2315 0.9551 0.0749 0.9730 5.6646 3.5640
WMT 2.3427 3.4450 1.1443 1.5849 1.1985 1.9810 2.2107 3.2603 0.1321 0.5413 0.0187 0.8414 4.9642 3.0478
108
Table 3.3: One Day Ahead In-Sample Volatility Forecasting: SPY
HAR-RV (RV )
β0 βRV D βRVW βRVM adjR
2
0.1144 0.2298 0.5344 0.1491 0.5773
(2.3654) (1.5934) (2.8195) (1.7511)
HAR-RS (RS)
β0 βRSmD βRSpD βRSmW βRSpW βRSmM βRSpM adjR
2
-0.0167 1.0687 -0.3004 1.6741 0.5412 1.7670 -1.4860 0.6515
(-0.2546) (2.8703) (-0.8354) (1.4017) (-0.8134) (1.1985) (-1.2584)
HAR-BV-JV (RJ)
β0 βBV D βJV D βBVW βJV W βBVM βJVM adjR
2
0.0697 0.2572 -0.3994 0.6021 -1.5619 -0.0802 4.7084 0.6058
(1.3235) (1.8942) (-0.7980) (2.3850) (-1.0481) (-0.5271) (1.8439)
HAR-RV-RSK (RSK)
β0 βRV D βRSKD βRVW βRSKW βRVM βRSKM adjR
2
0.1292 0.2272 -0.0994 0.5398 -0.3249 0.1488 -0.1397 0.5806
(2.5957) (1.5590) (-2.7160) (2.7494) (-1.3418) (1.7302) (-0.4604)
HAR-RV-RKU (RKU)
β0 βRV D βRKUD βRVW βRKUW βRVM βRKUM adjR
2
0.4893 0.2355 -0.0334 0.5291 -0.0948 0.1420 0.0460 0.5798
(2.0347) (1.5807) (-2.3266) (2.7242) (-2.0665) (1.6708) (0.8746)
Notes: The table reports in-sample volatility forecasting results for SPY from 2001 to 2009.
HAR models with different realized measures are used and the parameters are estimated using
OLS. The figures in parentheses are t-statistics with Newey-West corrected standard errors
for autocorrelation order 5 for one day ahead forecasts. The adjR2 is adjusted R square.
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Table 3.4: One Day Ahead In-Sample Volatility Forecasting: 30 Assets
adjR2 RV RS RJ RSK RKU
SPY 0.5773 0.6515 0.6058 0.5806 0.5798
ABT 0.4874 0.5244 0.4996 0.4879 0.4899
BA 0.6583 0.6731 0.6681 0.6593 0.6607
CL 0.2594 0.2608 0.2613 0.2606 0.2607
DD 0.6223 0.6479 0.6325 0.6230 0.6254
DIS 0.5400 0.5550 0.5470 0.5400 0.5442
EMC 0.6402 0.6448 0.6423 0.6410 0.6405
EMR 0.6460 0.6566 0.6452 0.6461 0.6471
FDX 0.5847 0.5872 0.5884 0.5842 0.5871
GD 0.5417 0.5584 0.5465 0.5419 0.5447
HD 0.5779 0.5913 0.5739 0.5784 0.5802
IBM 0.5153 0.5615 0.5302 0.5196 0.5190
JN 0.5222 0.5408 0.5198 0.5234 0.5240
KO 0.5661 0.5719 0.5808 0.5660 0.5692
LLY 0.4855 0.5098 0.4933 0.4868 0.4871
LMT 0.5037 0.5233 0.5074 0.5039 0.5068
MCD 0.2983 0.3164 0.2965 0.2986 0.3027
MMM 0.5427 0.6002 0.5435 0.5453 0.5430
MO 0.2759 0.2785 0.2832 0.2771 0.2845
NKE 0.5925 0.6170 0.5923 0.5938 0.5946
PFE 0.3810 0.3812 0.3885 0.3802 0.3808
PG 0.3417 0.3487 0.3466 0.3414 0.3436
SO 0.4428 0.4454 0.4474 0.4423 0.4439
TXN 0.6132 0.6236 0.6167 0.6144 0.6165
UNP 0.6711 0.6835 0.6843 0.6712 0.6725
UPS 0.5011 0.5065 0.5340 0.5005 0.5014
UTX 0.5383 0.5557 0.5514 0.5393 0.5403
VZ 0.5374 0.5564 0.5379 0.5369 0.5390
WAG 0.3749 0.3903 0.4103 0.3753 0.3785
WMT 0.5170 0.5324 0.5186 0.5170 0.5182
Mean 0.5119 0.5298 0.5198 0.5125 0.5142
Median 0.5378 0.5560 0.5407 0.5381 0.5397
Notes: The table reports in-sample volatility forecasting adjusted R squares for all 30 assets
from 2001 to 2009. HAR models with different realized measures are used. We also report
cross-sectional means and medians for adjusted R squares.
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Table 3.5: One Day Ahead Out-of-Sample Volatility Forecasting: 30 Assets
MSE RV RS RJ RSK RKU
SPY 5.3712 4.6473 5.1559 5.3409 5.5303
ABT 6.3253 6.0646 6.2934 6.3428 6.3030
BA 8.6799 8.3524 8.5626 8.6852 8.7401
CL 13.0937 13.5176 13.0353 13.0757 13.1101
DD 12.8119 12.1801 12.9707 12.7917 12.7534
DIS 10.9629 10.9541 11.4425 11.0086 10.8800
EMC 16.6419 16.6314 16.7546 17.0079 16.6490
EMR 15.7960 15.5913 16.0614 15.7805 15.7884
FDX 10.7298 10.7200 10.5636 10.7306 10.6485
GD 8.1022 7.9614 8.1151 8.1066 8.0488
HD 17.4639 17.7222 17.9684 17.4701 17.3863
IBM 13.8818 13.1292 14.2826 13.7399 13.9642
JNJ 3.2832 3.5026 3.5709 3.3051 3.3070
KO 4.3363 4.6718 4.3788 4.3724 4.3602
LLY 8.8280 8.9919 8.9335 8.7923 8.8472
LMT 9.2266 9.0713 9.1588 9.2557 9.1746
MCD 17.1308 16.8563 17.0390 17.1987 17.2907
MMM 10.8271 9.6268 10.9407 10.7690 10.9349
MO 10.1738 10.7356 10.0739 10.1699 10.0201
NKE 8.4793 8.0326 8.5776 8.4744 8.4590
PFE 15.2722 15.2625 14.9619 15.2960 15.3915
PG 12.1610 12.0661 12.6440 12.1306 12.2184
SO 7.2265 7.2083 7.1878 7.2754 7.2352
TXN 17.5027 17.3411 17.2365 17.6539 17.4309
UNP 20.6139 20.4589 21.4678 20.6511 20.5910
UPS 10.8176 10.5934 11.2086 10.8155 10.8493
UTX 11.7843 12.2728 13.4061 12.0673 11.7555
VZ 15.4667 15.0239 15.4504 15.4783 15.5027
WAG 20.4593 20.0970 19.1480 20.4717 20.3584
WMT 8.1344 7.9819 9.1344 8.1899 8.5309
Mean 11.7195 11.5756 11.8575 11.7483 11.7353
Median 10.8950 10.8448 11.3256 10.9121 10.9074
Notes: The table reports out-of-sample volatility forecasting Mean Squared Errors (MSEs)
for SPY and individual stocks for 2001 to 2009. Parameters are estimated in-sample (2001-
2004) and forecasting is conducted out-of-sample (2005-2009). We also report cross-sectional
medians and means for the MSEs.
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Table 3.6: Out-of-Sample Portfolio Performances Using Realized Volatility
Daily Rebalancing
SR TO ∆LF10 ∆
LF
7 ∆
LF
2
GARCH + Zero 0.3689 0.9390
RV + Zero 0.5034 0.9581 0.0033 0.0046 0.0124
(2.0043) (2.0537) (2.1246)
GARCH +DCC -0.0825 1.1853
RV +DCC 0.4134 1.3320 0.0217 0.0272 0.0605
(2.7695) (2.5964) (2.2453)
Weekly Rebalancing
GARCH + Zero 0.4585 2.0634
RV + Zero 0.6095 2.0822 0.0030 0.0043 0.0124
(1.7909) (1.8873) (2.0070)
GARCH +DCC 0.0016 2.6677
RV +DCC 0.6332 2.7134 0.0229 0.0294 0.0695
(2.6896) (2.6790) (2.5183)
Monthly Rebalancing
GARCH + Zero 0.4124 4.7065
RV + Zero 0.5652 4.7480 0.0029 0.0044 0.0132
(1.0221) (1.2328) (1.6332)
GARCH +DCC -0.0815 6.2385
RV +DCC 0.4425 6.1498 0.0187 0.0248 0.0618
(1.3227) (1.4868) (1.8523)
Notes: The table reports out-of-sample volatility timing strategies using realized volatility
from 2001 to 2009. Parameters are all estimated in-sample (2001-2004) and volatility timing
results are obtained out-of-sample (2005-2009). We report Sharp ratio, turnover rate, and
annualized performance fee relative to low frequency benchmarks of GARCH (1, 1) model
with respective correlation structure. Risk aversion parameter ranges from 2, 7, and 10.
Figures in parentheses are t-statistics for DM test. The test has null hypothesis that (mean)
performance fee equal to zero.
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Table 3.7: Out-of-Sample Portfolio Performances Using Realized Volatility
Components
Daily Rebalancing
SR TO ∆LF10 ∆
LF
7 ∆
LF
2 ∆
HF
10 ∆
HF
7 ∆
HF
2
RS + Zero 0.5938 0.9265 0.0060 0.0081 0.0208 0.0027 0.0035 0.0083
(3.4062) (3.3517) (3.2454) (2.0778) (1.9674) (1.7729)
RJ + Zero 0.5190 0.9552 0.0042 0.0055 0.0139 0.0008 0.0009 0.0015
(2.2270) (2.7198) (2.0867) (0.6711) (0.5422) (0.3231)
RS +DCC 0.6013 1.2620 0.0261 0.0338 0.0813 0.0043 0.0066 0.0207
(3.5010) (3.3422) (3.0404) (0.7697) (0.9033) (1.1247)
RJ +DCC 0.4792 1.3698 0.0231 0.0293 0.0677 0.0013 0.0021 0.0071
(2.9800) (2.8337) (2.5281) (0.3305) (0.3889) (0.4814)
Weekly Rebalancing
RS + Zero 0.7453 2.0244 0.0067 0.0090 0.0233 0.0037 0.0047 0.0109
(3.7077) (3.6213) (3.4197) (2.9694) (2.7646) (2.3972)
RJ + Zero 0.6533 2.0698 0.0045 0.0061 0.0159 0.0015 0.0018 0.0034
(2.7147) (2.6816) (2.5615) (1.6388) (1.4290) (1.0552)
RS +DCC 1.0069 2.6069 0.0338 0.0442 0.1081 0.0109 0.0148 0.0386
(3.4810) (3.4656) (3.2883) (2.0770) (2.0728) (2.0205)
RJ +DCC 0.8435 2.7689 0.0292 0.0379 0.0912 0.0063 0.0085 0.0218
(3.1985) (3.2203) (3.0973) (1.7651) (1.7388) (1.6612)
Monthly Rebalancing
RS + Zero 0.6276 4.6747 0.0055 0.0073 0.0184 0.0026 0.0030 0.0052
(1.8058) (1.9032) (2.0344) (1.8986) (1.5126) (0.8992)
RJ + Zero 0.5989 4.7125 0.0046 0.0062 0.0161 0.0017 0.0018 0.0028
(1.7259) (1.8842) (2.1842) (1.5975) (1.3372) (0.8022)
RS +DCC 0.5552 6.0449 0.0225 0.0298 0.0747 0.0038 0.0051 0.0128
(1.3010) (1.4395) (1.7175) (0.5906) (0.5910) (0.5566)
RJ +DCC 0.6350 6.1335 0.0272 0.0351 0.0838 0.0085 0.0104 0.0219
(1.8830) (2.0641) (2.4357) (2.0381) (1.8886) (1.5460)
Notes: The table reports out-of-sample volatility timing strategies using realized volatil-
ity components from 2001 to 2009. Parameters are all estimated in-sample (2001-2004)
and volatility timing results are obtained out-of-sample (2005-2009). We report Sharp ra-
tio, turnover rate, and annualized performance fee relative to low frequency benchmark of
GARCH(1,1) model and high frequency benchmark of realized volatility with respective cor-
relation structure. Risk aversion parameter ranges from 2,7, and 10. Figures in parentheses
are t-statistics for DM test. The test has null hypothesis that (mean) performance fee equal
to zero.
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Table 3.8: Out-of-Sample Portfolio Performances Using Realized Higher Mo-
ments
Daily Rebalancing
SR TO ∆LF10 ∆
LF
7 ∆
LF
2 ∆
HF
10 ∆
HF
7 ∆
HF
2
RSK + Zero 0.5850 0.9862 0.0056 0.0076 0.0200 0.0022 0.0030 0.0075
(2.0744) (2.0710) (2.0596) (1.0280) (0.9963) (0.9429)
RKU + Zero 0.7238 1.0167 0.0102 0.0134 0.0324 0.0069 0.0088 0.0124
(1.8680) (1.7817) (1.6446) (1.2838) (1.1915) (1.0333)
RSK +DCC 0.7170 1.4312 0.0305 0.0394 0.0943 0.0087 0.0122 0.0338
(3.2824) (3.1504) (2.8854) (1.6182) (1.6508) (1.7026)
RKU +DCC 0.7753 1.5435 0.0344 0.0437 0.1004 0.0127 0.0165 0.0399
(2.9760) (2.7965) (2.4637) (1.3466) (1.2847) (1.1771)
Weekly Rebalancing
RSK + Zero 0.8902 2.0913 0.0091 0.0129 0.0358 0.0061 0.0085 0.0233
(2.7727) (2.7694) (2.7427) (2.1306) (2.0882) (2.0180)
RKU + Zero 0.6209 1.9722 0.0052 0.0064 0.0134 0.0022 0.0020 0.0009
(0.8874) (0.7815) (0.6056) (0.3817) (0.2519) (0.0425)
RSK +DCC 1.1422 2.8258 0.0362 0.0485 0.1233 0.0134 0.0191 0.0538
(3.5515) (3.5797) (3.4973) (2.2172) (2.2642) (2.3291)
RKU +DCC 0.7890 2.7236 0.0307 0.0383 0.0847 0.0079 0.0098 0.0152
(2.5061) (2.2537) (1.9419) (0.8299) (0.6748) (0.4212)
Monthly Rebalancing
RSK + Zero 0.6385 4.7395 0.0045 0.0066 0.0197 0.0016 0.0023 0.0064
(1.3303) (1.4987) (1.7589) (0.7427) (0.7271) (0.7026)
RKU + Zero 0.5489 4.4622 0.0031 0.0043 0.0180 0.0002 -0.0001 -0.0015
(0.7301) (0.7552) (0.7803) (0.0537) (-0.0097) (-0.1109)
RSK +DCC 0.7264 6.3733 0.0227 0.0327 0.0941 0.0040 0.0080 0.0323
(1.4553) (1.7354) (2.3046) (0.6534) (0.9219) (1.2957)
RKU +DCC 0.6534 5.9385 0.0248 0.0334 0.0857 0.0061 0.0086 0.0239
(1.7367) (1.9028) (2.1659) (0.7699) (0.8082) (0.8507)
Notes: The table reports out-of-sample volatility timing strategies using realized higher mo-
ments from 2001 to 2009. Parameters are all estimated in-sample (2001-2004) and volatility
timing results are obtained out-of-sample (2005-2009). We report Sharp ratio, turnover rate,
and annualized performance fee relative to low frequency benchmark of GARCH(1,1) model
and high frequency benchmark of realized volatility with respective correlation structure.
Risk aversion parameter ranges from 2,7, and 10. Figures in parentheses are t-statistics for
DM test. The test has null hypothesis that (mean) performance fee equal to zero.
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Table 3.9: Alternative Benchmarks and Correlation Structures
Zero Correlations
1/N RM RV + Zero RS + Zero RJ + Zero RSK + Zero RKU + Zero
SRDaily 0.6135 0.5699 0.5034 0.5938 0.5190 0.5850 0.7238
SRWeekly 0.7074 0.7480 0.6095 0.7453 0.6533 0.8902 0.6269
SRMonthly 0.7362 0.8627 0.5652 0.6276 0.5989 0.6385 0.5489
DCC Correlations
1/N RM RV +DCC RS +DCC RJ +DCC RSK +DCC RKU +DCC
SRDaily 0.6135 0.5699 0.4134 0.6013 0.4792 0.7170 0.7713
SRWeekly 0.7044 0.7480 0.6332 1.0069 0.8435 1.1422 0.7890
SRMonthly 0.7362 0.8627 0.4452 0.5552 0.6350 0.7264 0.6534
RM Correlations
1/N RM RV +RM RS +RM RJ +RM RSK +RM RKU +RM
SRDaily 0.6135 0.5699 0.8624 0.7679 0.7509 0.8504 1.1076
SRWeekly 0.7074 0.7480 1.1268 1.1490 1.0313 1.2787 1.0877
SRMonthly 0.7362 0.8627 1.0075 1.0992 1.1492 1.1231 0.9835
Sample Correlations
1/N RM RV + SC RS + SC RJ + SC RSK + SC RKU + SC
SRDaily 0.6135 0.5699 0.4099 0.7458 0.4792 0.3280 0.5778
SRWeekly 0.7974 0.7480 0.7306 1.0886 1.0657 0.7824 0.5524
SRMonthly 0.7362 0.8627 0.6270 0.8812 0.9274 0.5708 0.7523
Notes: The table reports out-of-sample volatility timing strategies from 2001 to 2009 using
all realized measures with four correlation structures and two low frequency benchmarks.
Parameters are all estimated in-sample (2001-2004) and volatility timing results are obtained
out-of-sample (2005-2009). We report annualized Sharp ratios with different portfolio rebal-
ancing frequencies.
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Table 3.10: Out-of-Sample Portfolio Performances Using Realized Volatility
under MMS
Daily Rebalancing
SR TO ∆LF10 ∆
LF
7 ∆
LF
2
GARCH + Zero 0.3689 0.9390
RV + Zero 0.5272 0.9486 0.0044 0.0059 0.0146
(2.8706) (2.7679) (2.5635)
GARCH +DCC -0.0825 1.1853
RV +DCC 0.6209 1.3017 0.0291 0.0368 0.0836
(3.9064) (3.6818) (3.2220)
Weekly Rebalancing
GARCH + Zero 0.4585 2.0634
RV + Zero 0.6475 2.0690 0.0044 0.0059 0.0154
(3.0010) (2.9459) (2.8022)
GARCH +DCC 0.0016 2.6677
RV +DCC 0.8029 2.6913 0.0288 0.0370 0.0865
(3.5384) (3.5096) (3.2685)
Monthly Rebalancing
GARCH + Zero 0.4124 4.7065
RV + Zero 0.5752 4.7051 0.0041 0.0055 0.0140
(1.4771) (1.6008) (1.8465)
GARCH +DCC -0.0815 6.2385
RV +DCC 0.6111 6.0058 0.0275 0.0351 0.0812
(1.9639) (2.1363) (2.5202)
Notes: The table reports out-of-sample volatility timing strategies using realized volatility
controlling for microstructure noises from 2001 to 2009. Parameters are all estimated in-
sample (2001-2004) and volatility timing results are obtained out-of-sample (2005-2009). We
report Sharp ratio, turnover rate, and annualized performance fee relative to low frequency
benchmarks of GARCH (1, 1) model with respective correlation structure. Risk aversion
parameter ranges from 2, 7, and 10. Figures in parentheses are t-statistics for DM test. The
test has null hypothesis that (mean) performance fee equal to zero.
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Table 3.11: Out-of-Sample Portfolio Performances Using Realized Volatility
Components under MMS
Daily Rebalancing
SR TO ∆LF10 ∆
LF
7 ∆
LF
2 ∆
HF
10 ∆
HF
7 ∆
HF
2
RS + Zero 0.5771 0.9253 0.0057 0.0076 0.0192 0.0012 0.0017 0.0046
(3.2698) (3.1609) (2.9579) (1.3416) (1.3414) (1.3348)
RJ + Zero 0.5126 0.9478 0.00042 0.0055 0.0133 -0.0003 -0.0004 -0.0013
(2.6384) (2.4992) (2.2382) (-0.5462) (-0.6244) (-0.7517)
RS +DCC 0.4614 1.2370 0.0234 0.0293 0.0659 -0.0058 -0.0075 -0.0177
(3.1242) (2.8522) (2.3681) (-1.5315) (-1.4719) (-1.3508)
RJ +DCC 0.5377 1.3134 0.0271 0.0338 0.0746 0.0021 -0.0030 -0.0090
(3.4462) (3.1915) (2.6919) (-0.8058) (-0.8770) (-0.9908)
Weekly Rebalancing
RS + Zero 0.7240 2.0329 0.0061 0.0083 0.0217 0.0017 0.0023 0.0062
(3.6031) (3.5462) (3.4036) (1.9329) (1.9572) (1.9867)
RJ + Zero 0.6460 2.0672 0.0042 0.0058 0.0153 -0.0002 -0.0002 -0.0001
(2.8255) (2.8005) (2.7098) (-0.3938) (-0.2630) (-0.0459)
RS +DCC 0.7790 2.6065 0.0268 0.0349 0.0847 -0.0020 -0.0020 -0.0021
(3.2465) (3.1735) (2.9153) (-0.5427) (-0.3968) (-0.1595)
RJ +DCC 0.7994 2.6978 0.0285 0.0367 0.0865 -0.0003 -0.0003 -0.0003
(3.2465) (3.4419) (3.2489) (-0.1294) (-0.0952) (-0.0344)
Monthly Rebalancing
RS + Zero 0.5684 4.6559 0.0041 0.0054 0.0134 -0.0001 -0.0001 -0.0006
(1.3280) (1.4085) (1.5418) (-0.0454) (-0.1091) (-0.2115)
RJ + Zero 0.5496 4.6920 0.0036 0.0047 0.0118 -0.0006 -0.0008 -0.0022
(1.2477) (1.3422) (1.5289) (-0.9843) (-1.0546) (-1.1608)
RS +DCC 0.3782 5.8951 0.0184 0.0236 0.0551 -0.00091 -0.0115 -0.0261
(1.0839) (1.1703) (1.3474) (-1.6541) (-1.6771) (-1.6482)
RJ +DCC 0.4949 5.9617 0.0250 0.0311 0.0688 -0.0025 -0.0039 -0.0124
(1.6857) (1.7932) (2.0283) (-0.6218) (-0.7527) (-0.9944)
Notes: The table reports out-of-sample volatility timing strategies using realized volatility
components controlling for microstructure noises from 2001 to 2009. Parameters are all esti-
mated in-sample (2001-2004) and volatility timing results are obtained out-of-sample (2005-
2009). We report Sharp ratio, turnover rate, and annualized performance fee relative to
low frequency benchmark of GARCH(1,1) model and high frequency benchmark of realized
volatility with respective correlation structure. Risk aversion parameter ranges from 2,7, and
10. Figures in parentheses are t-statistics for DM test. The test has null hypothesis that
(mean) performance fee equal to zero.
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Table 3.12: Out-of-Sample Portfolio Performances Using Realized Higher Mo-
ments under MMS
Daily Rebalancing
SR TO ∆LF10 ∆
LF
7 ∆
LF
2 ∆
HF
10 ∆
HF
7 ∆
HF
2
RSK + Zero 0.6504 0.9744 0.0074 0.0100 0.0260 0.0029 0.0041 0.0113
(2.9593) (2.9173) (2.8334) (1.5228) (1.5535) (1.6035)
RKU + Zero 0.5226 1.0201 0.0050 0.0063 0.0142 0.0005 0.0004 -0.0004
(0.9872) (0.9087) (0.7760) (0.1052) (0.0573) (-0.0228)
RSK +DCC 0.7622 1.3980 0.0332 0.0425 0.0993 0.0041 0.0057 0.0155
(3.6722) (3.4711) (3.0784) (0.7781) (0.7894) (0.8052)
RKU +DCC 0.3810 1.5625 0.0228 0.0277 0.0576 -0.0064 -0.0091 -0.0260
(2.0849) (1.8612) (1.4640) (-0.7857) (-0.8173) (-0.8676)
Weekly Rebalancing
RSK + Zero 0.6172 2.0722 0.0032 0.0046 0.0131 -0.0012 -0.0014 -0.0023
(1.5728) (1.6398) (1.7308) (-0.8593) (-0.7105) (-0.4593)
RKU + Zero 0.5661 2.0266 0.0029 0.0037 0.0087 -0.0015 -0.0022 -0.0067
(1.7500) (0.6338) (0.5582) (-0.3566) (-0.3897) (-0.4469)
RSK +DCC 0.6011 2.7278 0.0216 0.0279 0.0661 -0.0072 -0.0091 -0.0207
(2.5595) (2.4957) (2.2878) (-1.5376) (-1.4275) (-1.2352)
RKU +DCC 0.5821 2.8063 0.0231 0.0289 0.0642 -0.0057 -0.0080 -0.0226
(2.1803) (2.0465) (1.7540) (-0.6980) (-0.7262) (-0.7693)
Monthly Rebalancing
RSK + Zero 0.5600 4.7024 0.0028 0.0042 0.0128 -0.0013 -0.0013 -0.0012
(0.9017) (1.0886) (1.4602) (-0.9931) (-0.7488) (-0.2741)
RKU + Zero 0.4047 4.4021 -0.0008 -0.0007 -0.0008 -0.0048 -0.0062 -0.0148
(-0.1554) (-0.1182) (-0.0491) (-1.2797) (-1.1960) (-1.0446)
RSK +DCC 0.3328 6.0587 0.0152 0.0200 0.0493 0.0123 -0.0151 -0.0319
(0.9834) (1.0839) (1.2964) (-1.8685) (-1.7839) (-1.5603)
RKU +DCC 0.1230 5.7759 0.0068 0.0093 0.0241 -0.0207 -0.0258 -0.0571
(0.4122) (0.4613) (0.5595) (-1.8176) (-1.7632) (-1.6542)
Notes: The table reports out-of-sample volatility timing strategies using realized higher mo-
ments controlling for microstructure noises from 2001 to 2009. Parameters are all estimated
in-sample (2001-2004) and volatility timing results are obtained out-of-sample (2005-2009).
We report Sharp ratio, turnover rate, and annualized performance fee relative to low frequency
benchmark of GARCH(1,1) model and high frequency benchmark of realized volatility with
respective correlation structure. Risk aversion parameter ranges from 2,7, and 10. Figures in
parentheses are t-statistics for DM test. The test has null hypothesis that (mean) performance
fee equal to zero.
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Table 3.13: Out-of-Sample Portfolio Performances Using Realized Volatility
Controlling for Transaction Costs
Daily Rebalancing
SR TO ∆LF10 ∆
LF
7 ∆
LF
2
GARCH + Zero 0.3673 0.9390
RV + Zero 0.3883 0.9581 0.0030 0.0042 0.0112
(1.8115) (1.8524) (1.9009)
GARCH +DCC -0.0913 1.1853
RV +DCC 0.3542 1.3320 0.0204 0.0252 0.0550
(2.5879) (2.4039) (2.0365)
Weekly Rebalancing
GARCH + Zero 0.4394 2.0634
RV + Zero 0.5946 2.0822 0.0031 0.0045 0.0128
(1.8494) (1.9452) (2.0621)
GARCH +DCC -0.0372 2.6677
RV +DCC 0.6092 2.7134 0.0234 0.0301 0.0713
(2.7454) (2.7389) (2.5818)
Monthly Rebalancing
GARCH + Zero 0.3279 4.7065
RV + Zero 0.4920 4.7480 0.0031 0.0047 0.0142
(1.0796) (1.3040) (1.7337)
GARCH +DCC -0.1839 6.2385
RV +DCC 0.3773 6.1498 0.0197 0.0263 0.0664
(1.3775) (1.5601) (1.9754)
Notes: The table reports out-of-sample volatility timing strategies using realized volatility
controlling for transaction costs from 2001 to 2009. Parameters are all estimated in-sample
(2001-2004) and volatility timing results are obtained out-of-sample (2005-2009). We report
Sharp ratio, turnover rate, and annualized performance fee relative to low frequency bench-
marks of GARCH (1, 1) model with respective correlation structure. Risk aversion parameter
ranges from 2, 7, and 10. Figures in parentheses are t-statistics for DM test. The test has
null hypothesis that (mean) performance fee equal to zero.
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Table 3.14: Out-of-Sample Portfolio Performances Using Realized Volatility
Components Controlling for Transaction Costs
Daily Rebalancing
SR TO ∆LF10 ∆
LF
7 ∆
LF
2 ∆
HF
10 ∆
HF
7 ∆
HF
2
RS + Zero 0.5853 0.9265 0.0058 0.0079 0.0201 0.0028 0.0037 0.0090
(3.3138) (3.2569) (3.1468) (2.2006) (2.0953) (1.9085)
RJ + Zero 0.5104 0.9552 0.0040 0.0053 0.0133 0.0010 0.0011 0.0021
(2.1377) (2.0874) (1.9869) (0.7941) (0.6703) (0.4595)
RS +DCC 0.5645 1.2620 0.0253 0.0327 0.0781 0.0049 0.0075 0.0231
(3.3904) (3.2281) (2.9215) (0.9076) (1.0147) (1.1843)
RJ +DCC 0.4430 1.3698 0.0223 0.0282 0.0646 0.0019 0.0030 0.0096
(2.8764) (2.7249) (2.4119) (0.4811) (1.0147) (0.6483)
Weekly Rebalancing
RS + Zero 0.7279 2.0244 0.0068 0.0091 0.0235 0.0036 0.0046 0.0107
(3.7284) (3.6410) (3.4368) (2.9266) (2.7225) (2.3560)
RJ + Zero 0.6370 2.0698 0.0046 0.0062 0.0162 0.0015 0.0017 0.0034
(2.7516) (2.7184) (2.3566) (1.6666) (1.3982) (2.5968)
RS +DCC 0.9684 2.6069 0.0339 0.0444 0.1084 0.0105 0.0143 0.0371
(3.4814) (3.4652) (3.2868) (2.0002) (1.9950) (1.9428)
RJ +DCC 0.8165 2.7689 0.0296 0.0385 0.0927 0.0062 0.0083 0.0215
(3.2372) (3.2624) (3.1434) (1.7311) (1.7076) (1.6354)
Monthly Rebalancing
RS + Zero 0.5540 4.6747 0.0058 0.0077 0.0196 0.0027 0.0030 0.0054
(1.8682) (1.9796) (2.1378) (1.9082) (1.5636) (0.9122)
RJ + Zero 0.5277 4.7125 0.0049 0.0066 0.0173 0.0018 0.0020 0.0031
(1.8160) (1.9985) (2.3538) (1.6536) (1.4030) (0.8824)
RS +DCC 0.4804 6.0449 0.0233 0.0311 0.0789 0.0036 0.0047 0.0119
(1.3299) (1.4776) (1.7775) (0.5503) (0.5461) (0.5069)
RJ +DCC 0.5792 6.1335 0.0286 0.0372 0.0898 0.0088 0.0109 0.0234
(1.9567) (2.1644) (2.6077) (2.0972) (1.9575) (1.6295)
Notes: The table reports out-of-sample volatility timing strategies using realized volatility
components controlling for transaction costs from 2001 to 2009. Parameters are all estimated
in-sample (2001-2004) and volatility timing results are obtained out-of-sample (2005-2009).
We report Sharp ratio, turnover rate, and annualized performance fee relative to low frequency
benchmark of GARCH(1,1) model and high frequency benchmark of realized volatility with
respective correlation structure. Risk aversion parameter ranges from 2,7, and 10. Figures in
parentheses are t-statistics for DM test. The test has null hypothesis that (mean) performance
fee equal to zero.
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Table 3.15: Out-of-Sample Portfolio Performances Using Realized Higher Mo-
ments Controlling for Transaction Costs
Daily Rebalancing
SR TO ∆LF10 ∆
LF
7 ∆
LF
2 ∆
HF
10 ∆
HF
7 ∆
HF
2
RSK + Zero 0.5682 0.9862 0.0052 0.0071 0.0186 0.0022 0.0029 0.0074
(1.9362) (1.9302) (1.9147) (1.0046) (0.9746) (0.9248)
RKU + Zero 0.6990 1.0167 0.0097 0.0126 0.0303 0.0067 0.0084 0.0193
(1.7584) (1.6772) (1.5366) (1.2393) (1.1472) (0.9893)
RSK +DCC 0.6694 1.4312 0.0293 0.0379 0.0900 0.0090 0.0126 0.0350
(3.1605) (3.0238) (2.7519) (1.6668) (1.7040) (1.7634)
RKU +DCC 0.7170 1.5435 0.0331 0.0418 0.0951 0.0127 0.0165 0.0401
(2.8538) (2.6701) (2.3312) (1.3456) (1.2860) (1.2860)
Weekly Rebalancing
RSK + Zero 0.8710 2.0913 0.0091 0.0129 0.0358 0.0060 0.0084 0.0230
(2.7694) (2.7657) (2.7385) (2.0940) (2.0532) (1.9856)
RKU + Zero 0.6057 1.9722 0.0052 0.0063 0.0133 0.0021 0.0018 0.0005
(0.8810) (0.7748) (0.5986) (0.3597) (0.2319) (0.0227)
RSK +DCC 1.1063 2.8258 0.0364 0.0487 0.1238 0.0130 0.0186 0.0528
(3.5589) (3.5866) (3.5031) (2.1528) (2.2009) (2.2678)
RKU +DCC 0.7574 2.7236 0.0311 0.0388 0.0859 0.0077 0.0086 0.0146
(2.5275) (2.3472) (1.9640) (0.8077) (0.6540) (0.4028)
Monthly Rebalancing
RSK + Zero 0.5613 4.7395 0.0046 0.0069 0.0203 0.0015 0.0022 0.0061
(1.3475) (1.5189) (1.7840) (0.6958) (0.6790) (0.6535)
RKU + Zero 0.4709 4.4622 0.0032 0.0045 0.0124 0.0001 -0.0002 -0.0018
(0.7490) (0.7769) (0.8062) (0.0323) (-0.0321) (-0.1344)
RSK +DCC 0.6424 6.3733 0.0232 0.0335 0.0963 0.0035 0.0072 0.0299
(1.4655) (1.7475) (2.3209) (0.5577) (0.8169) (1.1801)
RKU +DCC 0.5670 5.9385 0.0254 0.0342 0.0881 0.0057 0.0079 0.0236
(1.7519) (1.9210) (2.1901) (0.7029) (0.7310) (0.7619)
Notes: The table reports out-of-sample volatility timing strategies using realized higher mo-
ments controlling for transaction costs from 2001 to 2009. Parameters are all estimated in-
sample (2001-2004) and volatility timing results are obtained out-of-sample (2005-2009). We
report Sharp ratio, turnover rate, and annualized performance fee relative to low frequency
benchmark of GARCH(1,1) model and high frequency benchmark of realized volatility with
respective correlation structure. Risk aversion parameter ranges from 2,7, and 10. Figures in
parentheses are t-statistics for DM test. The test has null hypothesis that (mean) performance
fee equal to zero.
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Chapter 4
Dissecting Volatility Risks in
Currency Markets
4.1 Introduction
Uncovered interest rate parity (UIP) is a simple proposition that the expected
rate of appreciation of one currency relative to another should be just offset by
the interest rate differential between them, so that the return from exploiting
the interest differential is just offset by the expected rate of depreciation, as
one would expect under risk neutrality, rational expectations and zero net com-
mitment of funds. However, the empirical violation of UIP is arguably one of
the most robust stylized facts in international finance.1 Based on its violation,
a carry trade investor, who invests in relatively high-interest-rate currencies,
funding the investment by borrowing low-interest-rate currencies, can generate
on average positive excess returns. The failure of UIP (or the success of the
carry trade strategy) may therefore reflect compensation for risk or departures
1For surveys of this literature, see, e.g. Hodrick (1987), Froot and Thaler (1990), Taylor
(1995), Sarno and Taylor (2002).
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from rational expectations, or both. This paper investigates the risk-return pro-
file of currency returns using a set of risk factors related to aggregate exchange
rate volatility.
The Intertemporal Capital Asset Pricing Model (ICAPM) developed by Mer-
ton (1973) predicts that volatility is a state variable. Volatility deteriorates
investors’ future investment opportunity sets, and assets highly correlated with
volatility provide a hedge for such deterioration. Those hedging assets are
traded at higher prices and hence are expected to earn lower returns, im-
plying volatility risk is negatively priced in the cross-section of asset returns
(Campbell 1993, Chen 2003). Based on that intuition, Ang, Hodrick, Xing, and
Zhang (2006) empirically verify that volatility risk is priced in the cross-section
of US stock returns. Using the monthly average of daily absolute returns as a
simple proxy of volatility, Menkhoff, Sarno, Schmeling, and Schrimpf (2012a)
extend the above analysis into currency markets and show that global exchange
rate volatility risk helps to explain the cross-section of carry trade returns.2
Unlike equity volatility risk, which is complementary to the market factor, cur-
rency volatility risk is crucial for understanding the risk-return profile in cur-
rency markets, given the absence of a commonly agreed global currency market
factor. Therefore, a deep understanding of volatility risk is perhaps more im-
portant in currency markets relative to other asset classes. Besides carry trade
portfolios, which is our main test asset in this context, we are also interested in
2Previous studies also introduce a few other currency risk factors to explain the cross-section of
carry trade returns, including carry trade high minus low (Lustig, Roussanov, and Verdelhan
2011), skewness (Rafferty 2012), liquidity (Mancini, Ranaldo, and Wrampelmeyer 2013),
global equity market downside risk (Lettau, Maggiori, and Weber 2014, Dobrynskaya 2014).
In this paper, we only focus on the currency volatility risk.
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whether volatility risk can explain other currency portfolios (e.g. currency mo-
mentum portfolios). Menkhoff, Sarno, Schmeling, and Schrimpf (2012b) suggest
that volatility risk is not likely to explain currency momentum returns, espe-
cially for a short formation period. Burnside, Eichenbaum, and Eichenbaum
(2011) also find that volatility risk cannot jointly explain both carry trade and
momentum returns. In this paper, we are interested in whether our volatility
factors may provide new insights into understanding currency carry trade and
momentum returns.
In this connection, we investigate two aspects of the pricing of volatility risk in
currency returns. First, we ask whether the pricing ability of currency volatil-
ity is concentrated in some of its components. In financial econometrics, there
is a long tradition of modeling volatility processes using different components
ranging from high-frequency data (Corsi 2009) to low-frequency data (Engle,
Ghysels, and Sohn 2013), and from discrete-time models (Engle and Lee 1999,
Adrian and Rosenberg 2008) to continuous-time models (Christoffersen, Jacobs,
Ornthanalai, and Wang 2008). If the underlying exchange rate volatility process
consists of different components, then these components may represent different
sources of risk and hence are likely to be priced separately in currency returns.
Second, if currency volatility risk is priced due to identifying bad states and
hedging argument, as suggested by the ICAPM, then, intuitively, other factors
resembling volatility in identifying bad states may also contribute to explaining
currency returns.
We first investigate the pricing of currency volatility risk by understanding the
fine structure of volatility. In particular, we decompose currency volatility into
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jump and diffusive and into short and long-run components. A common param-
eterization of volatility process consists of a continuous component (diffusion)
and a discrete component (jump). A few studies already investigate the separate
pricing of diffusive and jump risks in equity and option markets (Merton 1976,
Yan 2011, Cremers, Halling, and Weinbaum 2015). In currency markets, several
previous studies (Chernov, Graveline, and Zviadadze 2015, Farhi, Fraiberger,
Gabaix, Ranciere, and Verdelhan 2015, Jurek 2014, Jurek and Xu 2014) also
incorporate jumps in their models to investigate crash-risk-based explanations
of currency returns. Those studies mainly rely on option prices or parametric
models and mainly focus on individual or a small set of exchange rates. In
the present analysis, we focus on the role of diffusive and jump components
of aggregate exchange rate volatility. We apply a nonparametric approach to
explicitly separate ex post measures of diffusive and jump volatilities, and inves-
tigate whether they help to explain currency returns for a broad set of exchange
rates. We find that the diffusive volatility component dominates the jump com-
ponent in pricing carry trade portfolio returns, while the jump component can
contribute to explaining the joint cross-section of carry trade and momentum
portfolios.
Volatility can also be disaggregated into short-run and long-run components
according to the level of persistence.3 The short-run volatility risk is related
more to transitory shocks, including liquidity or financial stress, while long-
run volatility risk captures more persistent shocks, which are related to low-
frequency, slow moving business cycle fluctuations. Adrian and Rosenberg
3Universally accepted definitions of short-run and long-run volatilities are still missing in the
literature. In this paper we treat daily fluctuations as the short run and lower frequency
movements (i.e. monthly, quarterly) as the long run.
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(2008) find both types of volatility risks are priced in the cross-section of stock
returns. Dew-Becker, Giglio, Le, and Rodriguez (2013) suggest that only tran-
sitory volatility risk should be priced in option markets. Sohn (2014), however,
finds that long-run volatility should matter more in equity markets. These
mixed results suggest that the relative importance of short and long-run volatil-
ities can vary across methods used, asset classes studied, and samples selected.
In this paper, we find both components are priced in currency excess returns,
with the short run component more important in general, while the long run
component performs slightly better for a sample of developed country curren-
cies.4
A second focus of this paper is to investigate whether alternative factors related
to volatility in identifying bad states can also explain currency returns. In bad
times, the economy is more uncertain, and therefore we consider two empiri-
cal proxies for economic uncertainty: volatility of volatility and cross-sectional
volatility. These measures are related to but are different from the convention-
ally defined volatility, and we view them as alternative volatility factors. In
bad times, not only may volatility be high, there may also be a tendency that
volatility itself can fluctuate, and hence volatility of volatility can also be high.
4Ahmed and Valente (2015) also investigate short and long-run volatilities in carry trade re-
turns, using component GARCH models on averaged exchange rate returns. Our research
differs from them in at least four aspects: First, we aim to investigate the pricing of volatility
risks in currency markets as comprehensively as possible. Therefore, we provide new insights
on other volatility components, alternative volatility factors, and other currency portfolios.
Second, we rely on nonparametric or model-free methods to construct our volatility mea-
sures, avoiding potential model misspecification. Third, we initially construct our volatility
measures at individual currency levels and then aggregate them to the global currency level,
since there is no consensus on global currency market portfolio in the literature. While these
authors suggest that only long-run volatility is priced, we find that both short and long-run
volatilities are priced and short run volatility performs better as a pricing factor in gen-
eral. The difference in our results may be explained by the different empirical methods used,
although our results are shown to be robust even if we use a parametric volatility model.
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There are a number of reasons why one might expect volatility of volatility to
help explain currency returns. Song and Xiu (2014) and Song (2012) suggest
that the higher moments of volatility should be considered when investigating
volatility risks, so that volatility of volatility can in some sense be interpreted
as providing a more comprehensive characterization of “volatility risk”. In ad-
dition, volatility of volatility is related to tail risk: Park (2013) demonstrates
that volatility of volatility is proportional to skewness and kurtosis. Volatility
of volatility in currency markets, for example, may capture exposure to rare
events. A number of previous studies have also used volatility of volatility to
proxy economic uncertainty: both Bollerslev, Tauchen, and Zhou (2009) and
Barndorff-Nielsen and Veraart (2013) argue that volatility of volatility is the
key driver of the variance risk premium, a measure of economic uncertainty,
whilst Baltussen, Bekkum, and Grient (2014) interpret volatility of volatility as
a measure of uncertainty and investigate its cross-sectional predictability in eq-
uity markets. A few studies (Wang, Kirby, and Clark 2013, Chen, Chung, and
Lin 2014, Huang and Shaliastovich 2014) also suggest that volatility of volatility
helps to explain equity or option returns. We find that volatility of volatility
is priced in carry trade returns. Although volatility is more important than
volatility of volatility for carry trade portfolios, volatility of volatility has the
ability to price the joint cross-section of carry trade and momentum portfolios.
Another economic uncertainty measure we consider is cross-sectional volatility
(or returns dispersion). In contrast to other volatility factors, which mainly
capture the second moment of the time-series return distributions for particu-
lar currencies, cross-sectional volatility is constructed from the cross-sectional
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distribution of returns across currencies. Hence, this factor naturally captures
market dispersion of currency returns, which is not considered by other factors.
In bad times, not only can volatility be high, returns can also be more dispersed
than in normal periods, for example if there is a ‘flight to safety’ (or ‘flight from
risk’) in some currencies. Therefore, cross-sectional volatility should also af-
fect investors’ future investment opportunity sets, and hence it should also be
priced in asset returns. Garcia, Mantilla-Garcia, and Martellini (2014) show
that the cross-sectional variance is a consistent and asymptotic efficient estima-
tor for aggregate idiosyncratic volatility, and that it is countercyclical. A few
studies (Garcia, Mantilla-Garcia, and Martellini 2014, Angelidis, Sakkas, and
Tessaromatis 2015, Maio 2015) suggest that cross-sectional volatility is a strong
predictor for stock returns both at market and portfolio levels. In this paper, we
find that cross-sectional volatility is also priced in currency excess returns and
remains significant in explaining carry trade returns even after controlling for
conventional volatility. Moreover, cross-sectional volatility outperforms other
volatility factors in explaining the cross-section of individual currency returns.
Our findings suggest that these alternative volatility factors contain incremen-
tal explanatory power for currency returns, and they are not fully subsumed by
conventional measures of volatility risks.
The remainder of the paper is organized as follows. In Section 4.2 we discuss
different currency volatility factors. In Section 4.3 we describe the dataset and
the test assets. Section 4.4 presents our main empirical findings while in Section
4.5 we report the results of a number of robustness checks. Finally, in Section
4.6 we make some concluding remarks.
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4.2 Volatility Risks in Currency Markets
In this section we discuss the different volatility measures that we will utilize
in our asset pricing analysis. To avoid making assumptions of return distri-
butions or imposing statistical restrictions on the return-volatility relationship,
all volatility measures are constructed nonparametrically or model-free fashion.
Hence, our volatility measures are immune to potential model misspecification
issues. In Section 4.5, as part of our battery of robustness checks, we consider al-
ternative volatility measures. Due to the absence of a commonly agreed global
currency market factor, we do not compute global currency market volatil-
ity measures directly. Instead, we first construct each volatility measure at
the individual exchange rate level and then we compute global currency mar-
ket volatility measures and pricing factors from those individual-level volatility
measures.
4.2.1 Realized Currency Volatility
First, we measure conventional currency volatility using realized volatility. We
compute individual currency level realized volatility as follows:
RVk,t =
√√√√ 1
Tt
Tt∑
τ=1
r2k,τ (4.1)
where rk,τ = lnSk,τ − lnSk,τ−1 is the daily spot exchange rate log return for
exchange rate k on day τ , Tt is the number of days in month t. RVk,t is real-
ized volatility for exchange rate k in month t. The currency realized volatility
is very closely related to the absolute return based volatility measure used in
the literature. Although Menkhoff, Sarno, Schmeling, and Schrimpf (2012a)
suggest that the absolute return based volatility measure can avoid outliers, we
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prefer to use the realized volatility measure in our paper for two reasons. First,
realized variance, which aggregates intra-period squared returns over a period,
is asymptotically convergent to quadratic variations over that period. On the
other hand, the asymptotic properties of aggregated intra-period absolute re-
turns over a period are not clear. Second, our paper focuses on understanding
different components of volatility and using realized volatility can facilitate the
various decompositions in which we are interested.
4.2.2 Jump and Diffusive Volatility Components
We now discuss the jump and diffusive component of exchange rate volatility.
If the underlying exchange rate dynamics follow a jump and diffusion process,
then the total quadratic variation measured by the realized variance can be
decomposed into a diffusive part and a jump component. A number of studies
introduce different nonparametric methods to detect realized jumps and sep-
arate jumps from diffusion components. In this paper, we use the bipower
variation method introduced by Barndorff-Nielsen and Shephard (2006) for its
simplicity.5 The currency level diffusive and jump volatility components are
constructed as follows:
BVk,t =
√√√√ 1
Tt
µ−21 Tt
Tt − 1
Tt∑
τ=2
|rk,τ ||rk,τ−1| (4.2)
JVk,t =Max(RVk,t − BVk,t, 0) (4.3)
where µ1 =
√
2
pi
, BVk,t and JVk,t are monthly bipower volatility (diffusive
volatility), and jump volatility for currency k in month t respectively.
5Nonparametric jump tests are usually used to construct daily realized measure using intraday
data. In this paper, we apply it to construct monthly realize measures using daily data.
Previous studies (Jiang and Yao 2013, Pukthuanthong and Roll 2014) also apply bipower
approach to daily data to construct low frequency realized measures.
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4.2.3 Short and Long Run Volatility Components
Volatility processes can also be decomposed into transitory and persistent fac-
tors and existing studies have developed different parametric models which
model a volatility process with these two factors. In this paper, we use the
Hodrick and Prescott (1997) filter instead, which does not require the volatility
process to be modelled parametrically.6 We apply the filter on daily squared
exchange rate returns Vk,τ = r
2
k,τ . In the Hodrick-Prescott framework, the long-
run component V Lk,τ can be extracted by solving the following minimization
problem:
min
V L
k,τ
T∑
τ=2
(Vk,τ − V Lk,τ)2 + θ[(V Lk,τ+1 − V Lk,τ)− (V Lk,τ − V Lk,τ−1)]2 (4.4)
where θ is the smoothing parameter.7 The short-run component of daily squared
returns, V Sk,τ can then be extracted as the complement, V
S
k,τ = Vk,τ − V Lk,τ . We
then take the monthly average and the square root to obtain monthly long-run
and short-run volatility measures, Lk,t and Sk,t, respectively, for currency k in
month t.8
6Other studies such as Adrian and Rosenberg (2008), Cao and Xu (2010), and Harris, Stoja,
and Yilmaz (2011) also apply the Hodrick and Prescott (1997) filter to extract short and long
run volatility components.
7Following Harris, Stoja, and Yilmaz (2011), we set it as 5,760,000 for daily data.
8Note that Lk,t and Sk,t do not add up to root mean squared daily returns, i.e. realized
volatility RVk,t. This would only be true if we applied the Hodrick-Prescott filter to real-
ized volatility to decompose its long-run and short-run components directly. This, however,
would discard the information available at the daily level in terms of transitory and per-
sistent components. Effectively, we are decomposing daily squared returns into short and
long-run components and then constructing a realized volatility measure of each component
independently at the monthly level.
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4.2.4 Volatility of Volatility
We then construct a model free measure of volatility of volatility as follows,
V oVk,t =
√
V art(σk,τ ) =
√√√√ 1
Tt
Tt∑
τ=1
σ2k,τ − (
1
Tt
Tt∑
τ=1
σk,τ )2 (4.5)
where σk,τ = |rk,τ |. We use the daily absolute returns to measure the daily
volatility for exchange rate k on day τ . There are a few other ways to construct
volatility of volatility as suggested in Wang, Kirby, and Clark (2013), we find
results are similar.
4.2.5 Cross-Sectional Volatility
Finally, we construct a measure of cross-sectional volatility. Garcia, Mantilla-
Garcia, and Martellini (2014) suggest that the cross-sectional variance is a con-
sistent and efficient estimator of aggregate idiosyncratic volatility. In this paper,
we focus on the cross-sectional volatility rather than the variance, in line with
other volatility factors. In contrast to other volatility factors at the individual
currency level, the cross-sectional volatility which we employ is by construction
available at the aggregate level. The measure is constructed as follows:
CSVm,t =
√√√√ 1
Tt
Tt∑
τ=1
K∑
k=1
(rk,τ − r¯m,τ )2 (4.6)
Effectively, we first obtain the cross-sectional variance based on daily exchange
rate returns and then we compute the monthly average and take the square
root to obtain the monthly cross-sectional volatility measure CSVm,t at the
aggregate level in month t.
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4.2.6 Global Currency Volatility and Volatility Innova-
tions
Theory predicts that an increase in unexpected volatility deteriorates investors’
opportunity sets and that only the unexpected part of volatility (i.e. volatility
innovations) should be priced. Our volatility-based pricing factors are con-
structed in three steps. First, we construct monthly individual currency level
volatility measures (V Fk,t, V F = RV,BV, JV, L, S, V oV, CSV ) from daily data
as introduced above (except for CSV , which is already at the market level).
Second, we compute corresponding global currency market volatility measures
(V Fm,t) from cross-sectional averages of the monthly individual currency level
volatility measures. Third, we compute volatility innovations (∆V Fm,t) by fit-
ting an AR(1) model and retrieving the residuals.9
4.3 Data and Currency Portfolios
4.3.1 Data
We collected daily data on spot exchange rates and one-month forward ex-
change rates with respect to the US dollar from November 1983 to November
2014. The data is collected from Datastream (BBI and Reuters). We use daily
observations to construct our monthly volatility factors and end-of-month ob-
servations to construct monthly currency excess returns and forward discounts,
which we use to construct carry trade portfolios. The whole sample covers
48 countries (or currency regions), similar to Menkhoff, Sarno, Schmeling, and
Schrimpf (2012a), and includes Australia, Austria, Belgium, Brazil, Bulgaria,
9We also consider other ways to compute volatility innovations using first difference or
ARMA(1,1) residuals, and our results are qualitatively unchanged.
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Canada, Croatia, Cyprus, Czech Republic, Denmark, Egypt, Euro Zone, Fin-
land, France, Germany, Greece, Hong Kong, Hungary, Iceland, India, Indone-
sia, Ireland, Israel, Italy, Japan, Kuwait, Malaysia, Mexico, Netherlands, New
Zealand, Norway, Philippines, Poland, Portugal, Russia, Saudi Arabia, Singa-
pore, Slovakia, Slovenia, South Africa, South Korea, Spain, Sweden, Switzer-
land, Taiwan, Thailand, Ukraine, and the United Kingdom. We apply two
filters following Lustig, Roussanov, and Verdelhan (2011) to remove Eurozone
currencies after the introduction of the euro and to remove currencies which
violate covered interest rate parity (CIP).10
As robustness checks, we also consider two alternative samples: The first one is
a developed countries sample, including 15 countries (or currency regions), also
from November 1983 to November 2014.11 The second is a sub-sample, which
includes 22 countries (or currency regions) with a balanced panel structure from
January 1999 to November 2014.12 Along with currency portfolios, the second
sample is also used to analyze individual currency returns.
4.3.2 Currency Portfolios
Our spot rates St and forward rates Ft represent units of foreign currency per
one unit of US dollar (USD/FCU), i.e. the foreign currency price of one US
dollar. Therefore, an increase in St is associated with an appreciation of US
10CIP violation observations were removed for the South African Rand (Jul 31st 1985 to Aug
30th 1985), the Indonesia Rupiah (Dec 29th 2000 to May 31st 2007), and the Malaysia Ringgit
(Aug 31st 1998 to Jun 30th 2005).
11The 15 developed countries (or currency regions) are Australia, Belgium, Canada, Denmark,
the Eurozone, France, Germany, Italy, Japan, Netherlands, New Zealand, Norway, Sweden,
Switzerland and the United Kingdom.
12The 22 alternative sample countries (or currency regions) are Australia, Canada, Hong Kong,
Czech Republic, Denmark, the Eurozone, Hungary, India, Japan, Kuwait, Mexico, New
Zealand, Norway, Philippines, Saudi Arabia, Singapore, South Africa, Sweden, Switzerland,
Taiwan, Thailand and the United Kingdom.
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dollar and a depreciation of foreign currency, relative to one another. The cur-
rency excess returns RXt+1 is the return from taking an open forward position
and immediately liquidating it in the spot market when the forward contract
matures. Similar to Lustig, Roussanov, and Verdelhan (2011) and Menkhoff,
Sarno, Schmeling, and Schrimpf (2012a), we run our asset pricing tests on levels
of currency excess returns rather than log returns, to avoid assuming the joint
normality of returns and the pricing kernel.
RXt+1 = (Ft − St+1)/St (4.7)
If Covered Interest Rate Parity (CIP) holds, then the interest differential i∗t − it
(it and i
∗
t are domestic and foreign interest rates respectively) will be approx-
imately equal to the forward premium (Ft − St)/St, so that RXt+1 can be
alternatively expressed as
RXt+1 ≃ i∗t − it − (St+1 − St)/St (4.8)
which can be expressed as interest rate differential minus the percentage rate of
appreciation of the USD, and can be interpreted as the return from attempting
to exploit an interest differential by borrowing the low-interest rate currency
and lending the high-interest rate currency.
We also compute transaction costs-adjusted currency excess returns, RXLt+1 =
(FBt −SAt+1)/SBt and RXSt+1 = −(FAt −SBt+1)/SAt , using bid (superscript B) and
ask (superscript A) quotations, depending on whether an investor goes long
(superscript L) or short(superscript S) the foreign currency.
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We then constructed the carry trade (i.e. interest rate differential-sorted) port-
folios. At the beginning of each month, we sort all currencies into five portfolios
according to their forward discounts (or interest rate differentials under the as-
sumption that CIP holds). The first portfolio includes 20% of equally weighted
currencies with the lowest interest rates relative to USD, and the fifth portfolio
includes 20% of equally weighted currencies with the highest interest rates rel-
ative to USD. We hold those portfolios for one month, and rebalance portfolios
on a monthly basis according to the latest forward discount information. We go
short portfolio 1 and long the rest of portfolios, and then use transaction costs
adjusted returns accordingly.
One of the main concerns of the currency asset pricing literature is the high
cross-sectional R2 (sometimes as high as 90%), which is largely due to the low
dimension of the asset space (usually five or so portfolios). The problem can
be more severe when we try to decompose the existing volatility factor into two
components or include additional factors. In an attempt to mitigate this prob-
lem, we expand our set of test assets by considering two additional sets of assets.
First, rather than focusing on the five carry trade portfolios, we also consider
sorting currencies into ten carry trade portfolios, sorted by interest differen-
tials against the US, as in the five portfolio case. Using ten portfolios increases
the degree of freedom, and hence we should expect that pricing performances
will be weaker. Using ten carry trade portfolios also reduces the number of
currencies within each portfolio and so returns are less diversified, noisier, and
may be subject to currency specific idiosyncratic risks unrelated to the interest
rate differentials. Nevertheless, we are still interested in whether our volatility
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factors are priced in those carry trade portfolios.
Second, we go beyond carry trade portfolios and consider currency momentum
portfolios with a one-month formation period and a one-month holding period.
More particularly, at the beginning of the month, we sort currencies into five
portfolios according to their currency excess returns in the past month. The
first portfolio contains 20% of currencies with lowest excess returns in the past
month, and the fifth portfolio contains 20% of currencies with highest excess
returns in the past month. We implement a strategy of holding those portfolios
for one month and record their ex post returns. We then focus on the joint
cross-section of the five carry trade and five momentum portfolios.
These two additional sets of test assets are more difficult to price than the
conventional five carry trade portfolios, and we are interested in whether our
volatility factors can explain currency returns under these more stringent con-
ditions and provide new insights on the pricing of volatility risks.
4.4 Empirical Findings
4.4.1 Asset Pricing Tests and Descriptive Statistics
In this section, we briefly set out our asset pricing test procedures and discuss
descriptive statistics for pricing factors and currency portfolios constructed us-
ing our data.
We follow the recent carry trade asset pricing literature (Burnside 2012, Menkhoff,
Sarno, Schmeling, and Schrimpf 2012a), and consider a parsimonious two-factor
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stochastic discount factor model. This can be developed straightforwardly from
a no-arbitrage condition from which we obtain the Euler equation for currency
excess returns RX it+1 for portfolio i at time t. We assume a linear stochastic
discount factor Mt+1. Since the carry trade is a zero-net investment strategy,
the expected value ofMt+1RX
i
t+1 must be zero, giving the basic Euler equation:
Et[Mt+1RX
i
t+1] = 0 (4.9)
If we assume a model for the stochastic discount factor that is linear in a US
dollar factor, DOLt+1, measured as the average of five (ten) portfolio returns,
and a volatility innovations factor, ∆V Ft+1, measured as discussed in Section
4.2 (∆V F includes ∆RV , ∆BV , ∆JV , ∆L, ∆S, ∆V oV , and ∆CSV ). The
two-factor linear model may be expressed:
Mt+1 = 1− bDOLDOLt+1 − bV F∆V Ft+1 (4.10)
where bDOL and bV F are factor loadings and where the intercept is normalized
to unity to identify the model. Equations (4.9) and (4.10) imply a beta pricing
model where the expected excess returns depend on a vector of factor risk
prices, λ, and the vector of regression betas of portfolio excess returns on the
risk factors for each portfolio i, βi (see, e.g. Cochrane (2005) or, specifically in
the context of the currency carry trade, Burnside (2012)):
E[RX i] = λ′βi (4.11)
We estimate the beta pricing model using two-stage cross-sectional regressions.
In the first stage, we run time-series regressions of portfolio returns on risk
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factors to obtain the time-series estimates of the regression betas of portfolio
returns on the risk factors for the five (or ten) portfolios. In the second stage,
we then run cross-sectional regressions of portfolio returns on the estimated
regression betas obtained from the first stage, to estimate the vector of fac-
tor risk prices λ. We use both Newey and West (1987) and Shanken (1992)
heteroskedastic and autocorrelation-consistent standard errors to construct t-
statistics. To assess the in-sample model fit, we report cross-sectional R2, root
mean squared pricing errors, and χ2 test statistics under the null hypothesis of
joint zero pricing errors.
Table 4.1 reports descriptive statistics for the pricing factors. While the con-
ventional volatility factor (∆RV ) is highly correlated to some volatility factors
(over 0.90 for ∆BV and ∆S), it is less correlated with others (0.30 for ∆JV ,
0.25 for ∆L, and 0.55 for ∆V oV ). The low correlations (-0.03 between ∆BV
and ∆JV , and 0.19 between ∆L and ∆S) between different volatility com-
ponents suggest that volatility components are likely to contain different sets
of information, and hence may have different implications in pricing currency
returns. Although constructed differently, the cross-sectional volatility ∆CSV
has a high correlation of 0.81 with ∆RV , indicating that ∆CSV may also per-
form well in explaining currency returns. Figure 4.1 plots levels and innovations
of the different volatility measures. The patterns are related but not identical.
In particular, the long-run volatility factor is very different from the remaining
factors.
Table 4.2 reports descriptive statistics for currency portfolios. Panel A docu-
ments the conventional five carry trade (interest rate differential sorted) port-
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folios C1 to C5, sorted such that C1 is the portfolio of currencies with the
lowest interest differential relative to USD and C5 the highest. As expected,
we observe a monotonically increasing pattern in mean excess returns from C1
to C5. A similar pattern in cumulative returns is also observed in Figure 4.2
(upper panel). A long-short strategy (high minus low, HML) generates high
mean excess return (around 7% annually) and Sharpe Ratio (0.73). Panel B
reports the ten carry trade portfolios case. Similar to the five carry trade port-
folios case, the ten carry trade portfolios also have an increasing pattern in
mean excess returns from C1 (low interest rate differential relative to USD)
to C10 (highest interest rate differential). As explained in Section 4.3, curren-
cies are less diversified within each portfolio and subject to currency specific
idiosyncratic risks unrelated to forward discounts when we sort them into ten
portfolios. Therefore, the mean excess returns for the ten carry trade portfolios
are not as smoothly increasing as we observe in the case of five carry trade
portfolios. The non-monotonic return patterns and the possibility of undiver-
sified idiosyncratic risks imply that the subsequent asset pricing performances
may be weaker compared to that for five carry trade portfolios. Nevertheless,
the long-short strategy generates a high mean excess return of around 10%
annually and a Sharpe Ratio of 0.80. The generally increasing pattern across
portfolios and the large spread between extreme portfolios are also illustrated
in the cumulative returns plots in Figure 4.2 (middle panel). Panel C includes
the five currency momentum portfolios based on a one-month formation period
and one-month holding period. Similar to the five carry trade portfolios, the
five momentum portfolios also have a monotonically increasing pattern in mean
excess returns from the low past excess returns portfolio (M1) to the high past
excess returns portfolio (M5). In contrast to the carry trade portfolios, which
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have positive skewness in funding currency (C1) and negative skewness in in-
vestment currencies (C2 to C5) and the long short strategy (HML), currency
momentum portfolios have negative skewness in all portfolios (M1 to M5) and
positive skewness in the long-short strategy (HML). Moreover, the momentum
portfolios are also more volatile than carry trade portfolios. The correlation
between carry trade HML and momentum HML is small and negative (-0.08),
indicating that factors explaining carry trade portfolios may have little explana-
tory power for momentum portfolios. The monotonically increasing returns and
different return patterns compared to carry trade portfolios, especially in the
crisis period are also demonstrated in Figure 4.2 (lower panel).
4.4.2 Volatility Components and Currency Returns
If volatility risk is priced in currency returns, we are interested in where the po-
tential explanatory power of volatility originates. In this section, we investigate
whether pricing aggregate volatility risk can be understood by pricing some of
its components. Table 4.3 summarizes our main empirical results about factor
prices of risk for models in explaining three currency test assets, i.e. five carry
trade portfolios (Panel A), ten carry trade portfolios (Panel B), and five carry
trade and five momentum portfolios (Panel C).
Firstly, we test the explanatory power of volatility risk from the model with
conventional realized volatility (DOL + ∆RV ). For the five carry trade port-
folios (Panel A), while the estimated price of risk (λ) for DOL is positive and
insignificant, the estimated λ for ∆RV is negative and statistically significant.
The price of risk is -0.07% per month (-0.84% per year) and t-statistics (NW
and SH) are over 2. We also show that the model has a high cross-sectional R2
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(89%), a low root mean squared pricing error (0.04%), and a χ2 statistic, which
fails to reject the null hypothesis of zero pricing errors. Our results therefore
support that volatility risk is negatively and significantly priced in carry trade
returns in our sample. Our results are consistent with the hedging intuition
from the ICAPM and previous studies based on a different volatility measures,
such as Menkhoff, Sarno, Schmeling, and Schrimpf (2012a).
For the ten carry trade portfolios case (Panel B), we observe that the cross-
sectional R2 drops to 43% and the pricing errors rise to 0.12%. The increase
in the degrees of freedom, the idiosyncratic risks due to less diversified returns
within each portfolio, and the non-monotonic return pattern may jointly explain
the reduction in model fit as discussed earlier (Section 4.3.2 and Section 4.4.1).
Nevertheless, the χ2 statistic still cannot reject the null hypothesis of zero pric-
ing errors, the estimated price of risk (λ) only reduces slightly to -0.06% per
month, and the t-statistics remain highly significant (over 2). Hence, although
pricing performances become weaker, volatility risk is still significantly priced
in the ten carry trade portfolios case.
For the joint cross-section of carry trade and momentum portfolios (Panel C),
we find very different results. The price of risk remains negative but is small
in magnitude (-0.02% per month) and statistically insignificant (t-statistics are
around 0.95). The cross-sectional R2 drops to only 9%, the pricing error is
0.13%, and the χ2 statistic suggests that the null hypothesis of zero pricing
errors is rejected at the 1% level. Despite its success in explaining carry trade
portfolios, the model with risk factor ∆RV performs poorly in explaining the
joint cross-section. The failure of total volatility to explain the joint cross-
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section is perhaps not surprising, however. Earlier, we showed that carry trade
and momentum strategies are almost uncorrelated. Hence the risk factor ex-
plaining carry trade returns would be expected to have low explanatory power
for currency momentum returns. Similar findings are also suggested by previ-
ous studies (Burnside, Eichenbaum, and Eichenbaum 2011, Menkhoff, Sarno,
Schmeling, and Schrimpf 2012b). The failure of ∆RV to explain the joint cross-
section further motivates us to investigate whether decomposing total volatility
into different components or considering alternative volatility factors can make
a difference.
We now turn to models with jump and diffusive volatility components (i.e.
DOL+∆BV , DOL+∆JV , and DOL+∆BV +∆JV ). For both the five and
ten carry trade portfolios (Panel A and B) cases, diffusive volatility (∆BV )
is negatively and significantly priced with similar significance and magnitude
to the price of risk for realized volatility (∆RV ). The model with ∆BV also
has similar goodness of fit (cross-sectional R2s are 90% and 42%) to the model
with ∆RV . In contrast, jump volatility ∆JV has a negative but insignificant
estimated price of risk, and the cross-sectional R2s are small (24% and 15%). In
the joint model with both jump and diffusive volatilities, we find that diffusive
volatility remains negative and significant while the jump volatility is insignif-
icant. Our evidence clearly suggests that diffusive volatility dominates jump
volatility in explaining carry trade returns. The explanatory power of volatility
risk for carry trade returns presented above and documented in the literature
is almost exclusively driven by the diffusive volatility component. Cremers,
Halling, and Weinbaum (2015) also suggest that volatility risk is more impor-
tant than jump risk in equity markets.13
13Our results, however, do not conclude that jump risks are not important in currency returns.
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For Panel C, ∆BV , similar to ∆RV , cannot explain the joint cross-section.
However, we find that ∆JV is negatively and significantly priced in the joint
cross-section of carry trade and momentum portfolios. The model with ∆JV
has a cross-sectional R2 of 28%, much higher than the 9% found for ∆RV
and the 6% for ∆BV . Including both ∆BV and ∆JV further strengthens the
significance of the price of risk for ∆JV and increases the cross-sectional R2
further, up to 33%. In contrast to the findings from previous models, we show
that models with jump volatility and both jump and diffusive volatilities are
not rejected for the null hypothesis of zero pricing errors at the 5% and 15% lev-
els. Although previous studies (Burnside, Eichenbaum, and Eichenbaum 2011,
Menkhoff, Sarno, Schmeling, and Schrimpf 2012b) suggest that total volatility
has difficulty in explaining currency momentum returns or the joint cross-section
between carry trade and momentum, our findings clearly show that the jump
component of volatility contains important explanatory power for currency mo-
mentum returns. Therefore, our findings also support that decomposing total
volatility into jump and diffusion components is economically important for ex-
plaining excess returns of different currency portfolios.
We now consider models with short and long-run volatilities (DOL + ∆L,
DOL + ∆S, and DOL + ∆L + ∆S). For carry trade portfolios (Panel A and
B), both long-run volatility (∆L) and short-run volatility (∆S) are negatively
and significantly priced. The price of risk for ∆S are highly significant for both
Instead, we suggest that as a component of total volatility, diffusive volatility dominates
jump volatility in pricing carry trade returns. Jump risk may still affect currency returns
through higher return moments. Hence our findings are not inconsistent with existing studies
suggesting jump risks are priced in currency returns (Chernov, Graveline, and Zviadadze 2015,
Farhi, Fraiberger, Gabaix, Ranciere, and Verdelhan 2015, Jurek 2014, Jurek and Xu 2014).
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panels and large in magnitude. However, the significance for ∆L declines for
the ten carry trade portfolios case. The model with ∆S also fits the data better
than the model with ∆L, with higher cross-sectional R2 (88% and 39% for ∆S
and 62% and 33% for ∆L) and lower pricing errors. The model with ∆S cannot
be rejected for the null hypothesis of zero pricing errors for both panels at the
1% level. The model with ∆L cannot be rejected for five carry trade portfolios,
but can be rejected at the 5% significance level for ten carry trade portfolios.
The joint model with both components also suggests that short-run volatility
is more important in general, although its statistical significance also declines
in the ten carry trade portfolio case. Our evidence suggests that both short
and long-run volatilities are priced in carry trade portfolios and that short-run
volatility performs better than long-run volatility in general.
From Panel C, neither ∆S nor ∆L is able to explain the joint cross-section. Us-
ing the joint model with both ∆S and ∆L does not improve the performance.
Cross-sectional R2s are all around 8% to 9%. The models are rejected at the
1% level for the null hypothesis of zero pricing errors. Our results imply that
short and long-run volatility decompositions are different from the jump and
diffusive volatility decomposition discussed above. Although both short and
long-run volatilities are priced in carry trade portfolios, they can hardly explain
the joint cross-section, similarly to total realized volatility.
Table 4.4 reports factor betas for each model from the time series regressions.
Factor betas vary across portfolios and across factors. If volatility risks are
priced then, intuitively, the lowest interest rate carry trade portfolio (C1) should
earn the lowest mean return, since it has the highest co-movement (large beta)
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with volatility risks. Therefore, C1 will serve as a hedging asset, traded with
a premia, and expected to earn lower returns in the future. On the contrary,
high interest rate carry trade portfolios should earn higher expected returns
because they are less correlated (small betas) with volatility risks. In Panel
A, we show that betas are generally decreasing from C1 to C5, supporting the
above explanation. We also find that betas for ∆RV , ∆BV , and ∆S are mono-
tonically decreasing, in line with their relative superior pricing performances
documented above. Betas for extreme portfolios (C1 and C5) are highly sig-
nificant for all priced volatility factors, indicating that the hedging portfolio
(C1) is significantly sensitive to volatility risks. In Panel B, we do not observe
strict monotonicity for betas, which is also consistent with non-monotonic re-
turn patterns in the ten carry trade portfolios case and relative weak pricing
performances for all models with volatility factors. Nevertheless, volatility be-
tas are still in a generally decreasing pattern from C1 to C10. Betas for priced
factors in extreme portfolios are also statistically significant. In Panel C, we do
not observe clear decreasing or increasing patterns. Betas are largely increasing
from M1 to M3, but decreasing from M3 to M5. Betas for extreme portfolios are
almost all insignificant. The nonlinear beta patterns and insignificant extreme
betas may jointly explain why volatility risks in our linear stochastic discount
factor and linear beta pricing model generally fail to explain the joint cross-
section and momentum portfolios. However, we find that ∆JV has a generally
decreasing pattern in betas and its beta in M1 is positive and statistically sig-
nificant, supporting its strong pricing ability compared with other factors for
the joint cross-section.
Figures 4.3 to 4.5 plot the realized mean excess returns against model predicted
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mean excess returns for each portfolio using models with different volatility
factors. If models price currency returns correctly, we should expect portfolio
scatter plots to lie on the 45 degree line. A few observations are worth mention-
ing. First, five carry trade portfolios (left panel for each figure) are located close
to the 45 degree line across all models. Compared to models using ∆JV and
∆L, models using ∆RV , ∆BV , and ∆S move the portfolio scatter plots closer
to the 45 degree line. Those models perform better mainly because they can fit
the extreme portfolios well, which are almost on the line. Using joint models
with two components does not move the scatter closer to the line, indicating that
the pricing abilities of volatility risk are concentrated in some of its components
but not in others. Second, although these results mainly continue to hold, the
scatter plots generally deviate more from the 45 degree line when we consider
ten carry trade portfolios (middle panel for each figure). Models which price
carry trade portfolios better can still yield scatter plots closer to the line than
other models. They perform especially well in fitting C1 (funding currencies)
compared to other portfolios (investment currencies), suggesting that volatility
risks seem to be more important for low interest rate currencies (hedging as-
sets) than high interest rate currencies. Thirdly, although carry trade portfolio
scatters are close to the 45 degree line, momentum portfolio scatters are more
dispersed from the lines (right panel for each figure). Momentum portfolios are
almost flat and extreme portfolios are far from the 45 degree line, suggesting
that volatility risks have very limited explanatory power. Nevertheless, com-
pared to ∆RV or ∆BV , ∆JV moves the extreme portfolio M1 much closer
to the 45 degree line, in accordance with its explanatory power for the joint
cross-section discussed above. In short, therefore, these graphical illustrations
are consistent with our main findings reported above.
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4.4.3 Alternative Volatility Factors and Currency Re-
turns
If volatility risk is priced in currency returns due to characterizing bad states,
other factors identifying bad states may also help to explain currency returns.
In this section, we investigate whether alternative volatility factors, volatility
of volatility and cross-sectional volatility, can explain currency returns. Table
4.5 reports factor prices of risks for models using alternative volatility factors
in explaining three currency test assets.
We first investigate the role of volatility of volatility (DOL+∆V oV and DOL+
∆RV +∆V oV ). In carry trade portfolios (Panel A and B), volatility of volatility
(∆V oV ) is negatively and significantly priced. Besides the similar magnitude
and significances in price of risk, ∆V oV fits the data slightly worse compared
with ∆RV . The cross-sectional R2s are 75% and 27%, smaller than those of
∆RV . The pricing errors are also slightly larger. Nevertheless, the models with
∆V oV are not rejected for the null hypothesis of zero pricing errors in both
panels. When controlling for ∆RV , we show that ∆V oV has an insignificant
estimated price of risk. Our findings thus suggest that volatility is more impor-
tant than volatility of volatility for pricing carry trade portfolios. This finding
is not surprising since it is likely that investors care more about risk than “risk
of risk”. In the joint cross-section of carry trade and momentum portfolios
(Panel C), ∆RV is marginally significant at the 10% level. The cross-sectional
R2 is 17%, higher than 9% obtained for ∆RV . Controlling for ∆RV in the
joint model makes ∆V oV even more significant. Although slightly weaker in
statistical significance, ∆V oV seems to be similar to ∆JV , which also contains
pricing ability for the joint cross-section. In Table 4.1, we have already shown
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that ∆V oV has a high correlation of 0.73 with ∆JV , higher than with other
volatility factors. The high correlation and similar performances in the joint
cross-section imply that ∆V oV and ∆JV may contain some common informa-
tion. One major commonality of jump volatility and volatility of volatility is
that they are both related to the higher moments of returns.14. Therefore, the
fact that conventional volatility risks fail to explain returns but jump volatility
and volatility of volatility do have explanatory power may suggest that only the
non-normal (tails or extreme returns) component of volatility are priced in the
joint cross-section of carry trade and momentum portfolios.
We now turn to the role of cross-sectional volatility (DOL+∆CSV and DOL+
∆RV +∆CSV ). For carry trade portfolios (Panel A and B), we find that the
price of risk, cross-sectional R2, and pricing errors for ∆CSV are similar to
those of ∆RV . Although constructed differently, the cross-sectional volatil-
ity (∆CSV ) closely mimics the performance of the time-series based volatility
measure (∆RV ). Different from the results for ∆V oV discussed above, ∆CSV
still has a negative and statistically significant estimated price of risk when we
control for ∆RV . Our findings therefore suggest that the information content
of cross-sectional volatility is not fully subsumed by conventional volatility risk.
In Panel C, ∆CSV also fails to explain the joint cross-section of carry trade and
momentum portfolios, similar to ∆RV . This result is as expected, given their
high correlation (0.81 shown in Table 4.1) and similar pricing performances in
carry trade portfolios. When we include both ∆CSV and ∆RV into the model,
∆CSV is still insignificant but ∆RV becomes significant. The cross-sectional
14Backus, Chernov, and Martin (2011) describe that jumps are often used as a mathematical
device to generate return non-normality. Amaya, Christoffersen, Jacobs, and Vasquez (2011)
show that realized skewness is driven by jumps. Park (2013) suggests that volatility of
volatility is proportional to skewness and kurtosis.
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R2 also rises to 28%, higher than the 9% obtained for ∆RV and the 5% for
∆CSV . If our previous explanations for ∆JV and ∆V oV are valid, then the
significant estimated price of risk for ∆RV in the joint model may suggest that
∆CSV controls for the unpriced normal return component, and the remaining
component of ∆RV reflecting the non-normal or tail component is priced. In an
unreported analysis, we consider the model DOL+∆RV +∆BV and find that,
controlling for the normal return component measured by the diffusive volatility
∆BV , ∆RV is also negatively and significantly priced in the joint cross-section
of carry trade and momentum portfolios, which seems to support our conjecture.
Table 4.6 reports factors betas for alternative volatility factors. For carry trade
portfolios (Panel A and B), we show that betas of alternative volatility factors
are decreasing from low interest rate currencies (C1) to high interest rate cur-
rencies (C5 or C10) and betas for extreme portfolios are significant, just as we
observed in Table 4.4 for betas of volatility and volatility components. For the
five carry trade portfolios, we also show that betas for ∆CSV are monoton-
ically decreasing, consistent with its better pricing performance compared to
∆V oV . When controlling for ∆RV , we find that extreme portfolio betas for
∆CSV remain highly significant, supporting the view that ∆CSV is not fully
subsumed by ∆RV even though they are correlated. For the joint cross-section
(Panel C), we find that the estimated betas of ∆V oV are generally decreasing,
and that the beta for M1 is positive but not significant. When we control for
∆RV , we find that the estimated beta for M1 becomes positive and significant.
We also show that the estimated betas of ∆CSV are not significant, similar to
the betas for ∆RV . After including both ∆RV and ∆CSV into the model, the
estimated beta of ∆RV becomes positive and significant for M1. To summarize,
150
therefore, the factor beta results support our findings for the factor price of risk
discussed above.
Figure 4.6 and 4.7 plot the realized mean excess returns against model pre-
dicted mean excess returns for each portfolio using models with alternative
volatility factors. Similar to the case for ∆RV , both ∆V oV and ∆CSV can
price carry trade portfolios (left and middle panels for each figure) around the
45 degree lines. However, the portfolio scatters deviate slightly more from the
line compared with scatters using conventional volatility. For the joint cross-
section (right panel), models using ∆RV with each alternative volatility factor
or using ∆V oV alone can both move the scatters closer to the line compared
to model using ∆RV only. Hence, graphical illustrations also confirm that al-
ternative volatility factors are priced and cannot be subsumed by conventional
volatility.
4.4.4 Factor Mimicking Portfolios
Our volatility factors are constructed using volatility innovations. In this sec-
tion, we consider an alternative approach to constructing volatility factors using
factor-mimicking portfolios (Ang, Hodrick, Xing, and Zhang 2006, Menkhoff,
Sarno, Schmeling, and Schrimpf 2012a). The factor mimicking portfolios are
constructed by regressing volatility innovations on a constant and our test
portfolios. The regression coefficients are then used as weights to construct
a weighted average portfolio. Hence, those new factors are returns-based, in-
vestable, and mimicking volatility innovations in terms of exposures in different
portfolios. For simplicity, we focus on the conventional five carry trade portfo-
lios as our test asset and only include the volatility factors one by one into the
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models.
Table 4.7 summarizes the results for the factor-mimicking portfolios. Panel A
reports the estimated factor prices of risks for the models when volatility inno-
vations are replaced with their corresponding factor-mimicking portfolios. We
find that our main conclusions are supported and the results are very close to
the results obtained for models using volatility innovations, shown in Table 4.3
and Table 4.5: volatility risks are negatively priced, diffusive volatility domi-
nates jump volatility in explaining carry trade returns, both short and long-run
volatilities are priced, and alternative volatility factors are also priced.
Panel B reports some characteristics of the factor-mimicking portfolios. W1 to
W5 are regression factor loadings, which are used as weights to construct those
factors. W1 is positive for all models, supporting the hedging argument that
the low interest rate currency portfolio (C1) earns low expected returns because
it has the highest co-movement with volatility innovations. We also show that
the weights are generally decreasing from C1 to C5 for all specifications, but
monotonically decreasing only for the model using ∆BV , consistent with its
strong pricing performance.
Another focus is to understand the economic significance through the magnitude
of the estimated price of risk. From a no-arbitrage condition, the price of
risk for return-based factors should equal to its unconditional average return.
Panel B documents that the unconditional monthly average returns of factor-
mimicking portfolios (R¯XFMP ) are all close to their prices of risk (λ) estimated
for different specifications. The estimated price of risk varies from -0.004%
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to -0.095% per month across different models and the majority of statistically
significant estimated prices of risks are above 0.060% per month. Our results
therefore show that prices of risks make economic sense and satisfy the no-
arbitrage condition.
4.4.5 Beta Sorted Portfolios
In this section, we investigate the pricing of volatility factors from a different
perspective. We construct volatility beta-sorted portfolios. At the beginning of
each month, we regress individual currency excess returns on a constant and a
volatility factor using a rolling window including the past 36 months. We sort
currencies into five portfolios according to their volatility betas, hold portfolios
for one month, and record their returns. After that, we move the estimation
window one month forward and continue with the same procedure for the next
month.
Table 4.8 reports the results obtained for the volatility beta-sorted portfolios.
The pre-formation betas are monotonically increasing by construction. Hence
V1 (V5) represents currencies with the lowest (highest) co-movements (betas)
with volatility risks. The post-formation betas are also increasing but not mono-
tonic. If volatility risks are negatively priced as we documented earlier, then
V1 (V5) should earn higher (lower) mean excess returns, and we should observe
a decreasing pattern in mean returns. We do indeed find that that mean re-
turns are all decreasing from V1 to V5, although the decrements are not strictly
monotonic. Currencies with higher co-movements with volatility factors (V5)
act as hedging portfolios, and hence are traded at a premium and are expected
to earn lower returns, while currencies with lower co-movements with volatility
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factors (V1) are compensated for higher expected returns. If risks of volatil-
ity, volatility components, and alternative volatility factors are priced, then
we should also expect their respective beta-sorted portfolios to have significant
return spreads. We show that a strategy investing in V1 and shorting V5 gen-
erates returns of up to 6% annually. We also find that models using ∆RV ,
∆BV , ∆S, ∆V oV , and ∆CSV , which perform relatively well in the asset pric-
ing tests discussed in previous sections, can also generate statistically significant
return spreads. Models using ∆JV and ∆L generate insignificant or marginally
significant spreads, which is consistent with their relatively weak asset pricing
performances. To summarize, our results from an analysis using beta-sorted
portfolios further support the view that volatility factors are negatively priced
in currency returns.
4.5 Robustness Checks
In this section, we conduct a battery of robustness checks. We focus on two
aspects. First, we assess whether our results hold true for alternative samples.
Second, we investigate whether our results are affected by using alternative
volatility measures.
4.5.1 Alternative Samples
Table 4.9 and 4.10 summarize currency asset pricing results obtained using just
the developed countries sample of 15 countries or currency regions (Australia,
Belgium, Canada, Denmark, the Eurozone, France, Germany, Italy, Japan,
Netherlands, New Zealand, Norway, Sweden, Switzerland and the United King-
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dom). We focus on the same three test assets as in the main analysis.15
The developed countries sample results are similar to those obtained using our
full-sample results. Diffusive volatility dominates jump volatility in carry trade
portfolios, while jump volatility is negatively and significantly priced in the joint
cross-section of carry trade and momentum portfolios. Both short run and long-
run volatilities are priced. However, we show that long-run volatility fits the
data slightly better in the five carry trade portfolios case for developed countries
alone. This benefit deteriorates in the ten carry trade portfolios case, however.
In contrast to the full-sample evidence, we also find that long-run volatility is
marginally priced in the joint cross-section. Our results strengthen when we
control for short-run volatility, and imply that the low-frequency business cycle
fluctuations captured by long-run volatility seem to be more important than
the transitory financial stress driven by short-run volatility in explaining cur-
rency returns in the developed countries sample. Volatility of volatility is also
negatively priced. Similar to our main findings, volatility is more important
for the carry trade portfolios, while volatility of volatility is more important for
the joint cross-section. We further show that cross-sectional volatility is priced
and that it dominates conventional volatility in explaining the five carry trade
portfolios. In the joint cross-section, conventional volatility is priced after we
control for cross-sectional volatility, as mentioned in the main analysis.
Table 4.11 and 4.12 report currency asset pricing results for portfolios and in-
dividual currency returns based on an alternative sample of balanced panel
15Due to the statistically insignificant and economically small return spreads for momentum
portfolios in the developed countries, the joint cross-section (Panel C) includes five carry trade
portfolios from the developed countries and five momentum portfolios from the full sample.
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of 22 countries (or currency regions), namely Australia, Canada, Hong Kong,
Czech Republic, Denmark, the Eurozone, Hungary, India, Japan, Kuwait, Mex-
ico, New Zealand, Norway, Philippines, Saudi Arabia, Singapore, South Africa,
Sweden, Switzerland, Taiwan, Thailand and the United Kingdom.
Panel A in both tables report the results for the five carry trade portfolio case,
which are largely similar to results using the full sample. Panel B in both ta-
bles document results using individual currency returns. While results are again
mainly consistent with our main results using the full sample, two points need
to be mentioned here. First, we find that the estimated price of risk of long-run
volatility is insignificant for individual currency returns. In previous sections,
we also observed that the price of risk for long-run volatility becomes less sig-
nificant in the ten carry trade portfolios case compared with five carry trade
portfolios case, both for the full sample and the developed countries samples.
This finding seems to suggest that the effect of long-run volatility weakens when
currencies within each portfolio become less diversified and are more subject to
currency-specific idiosyncratic risk. Instead, short-run volatility is still impor-
tant for those assets. Second, we show that cross-sectional volatility dominates
conventional volatility. The model using cross-sectional volatility also outper-
forms other models in explaining individual currency returns. The strong per-
formance of cross-sectional volatility again supports that view that alternative
volatility factors contain incremental information beyond conventional volatility
risk.
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4.5.2 Alternative Measures
In this section we investigate whether our main results are affected when alter-
native volatility measures are used. We consider alternative measures for jump
and diffusive volatilities, short and long-run volatilities, volatility of volatility,
and cross-sectional volatilities respectively.
We primarily consider alternative measures of the jump and diffusive volatil-
ities. In the main analysis reported above, we rely on the most commonly
used bipower variation to measure diffusive volatility. In this part, we consider
two alternative but nevertheless easily constructed nonparametric estimators.
In particular, we follow Andersen, Dobrev, and Schaumburg (2012) in con-
structing Median and Minimum Realized Volatility (MedRV , MinRV ) based
on nearest-neighbor truncation to control for noise. MedJV and MinJV are
jump volatilities respectively. The specifications of estimators can be found in
the Appendix. Table 4.13 reports the currency asset pricing results obtained us-
ing these alternative measures of jump and diffusive volatilities. For carry trade
portfolios (Panel 1.A, 1.B, 2.A, 2.B), we find that ∆MedRV and ∆MinRV are
negatively and significantly priced. ∆MedJV and ∆MinJV , in contrast, have
insignificant estimated prices of risk. Diffusive volatility dominates jump volatil-
ity in explaining carry trade portfolio returns, in line with our results in the
main analysis. In the joint cross-section (Panel 1.C, 2.C), we show that diffu-
sive volatility risks are not priced but the jump volatility risks are negatively
and significantly priced, which is again consistent with our previous findings.
Therefore, using alternative measures of jump and diffusive volatilities does not
appear to affect our main findings.
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We then construct alternative measures of short and long-run volatilities. Be-
sides the Hodrick-Prescott filter we used in main analysis, it is difficult to de-
compose volatility into short run and long-run components without explicitly
modelling the volatility dynamics. In this section, we consider a parametric
approach to model the short and long run volatility components. In particu-
lar, we use the GARCH-MIDAS model introduced by Engle, Ghysels, and Sohn
(2013). The model uses a mean-reverting generalized autoregressive conditional
heteroskedacity (GARCH) process to model the short-run volatility component
and apply a mixed data sampling (MIDAS) filter on monthly realized variance
with rolling window to model the long-run component. Exact details are given
in the Appendix. Table 4.14 document results using these alternative mea-
sures of short and long-run volatilities. These results reveal that both short-run
and long-run volatilities are negatively and significantly priced in carry trade
portfolios (Panel A, B). Short-run volatility fits the data better in general and
remains significant when we consider both short-run and long-run components
in the model. In the joint model, the long-run component is insignificant for
the five carry trade portfolios, but is marginally significant for the ten carry
trade portfolios. In the joint cross-section of carry trade and momentum port-
folios (Panel C), neither the short-run nor the long-run component is priced.
Our main results therefore continue to hold when alternative measures of the
short-run and long-run volatility components are used.
We also discuss two alternative approaches to constructing volatility of volatil-
ity. First, we use a GARCH (1, 1) model to obtain daily conditional volatility,
and then compute the volatility of the estimated conditional volatility. Sec-
ondly, we use the daily Chicago Board Options Exchange (CBOE) VIX index
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to measure volatility, and then construct a monthly volatility of VIX. Table
4.15 reports results using these alternative measures of volatility of volatility.
∆V oV is negatively and significantly priced under both measures for carry trade
portfolios (Panel 1.A, 1.B, 2.A, 2.B). Results are a little more mixed when we
compare the relative importance of volatility and volatility of volatility. Results
obtained using the GARCH-based measures suggest that volatility of volatility
is more important for the five carry trade portfolios (Panel 1.A) and that both
of them are important for the ten carry trade portfolios (Panel 1.B). Results ob-
tained using the VIX-based measures suggest that volatility is more important.
For the joint cross-section, we find that GARCH-based volatility and volatility
of volatility measures (Panel 1.C) are not priced, while VIX-based volatility
is priced (Panel 2.C). These findings, therefore, suggest that the relative im-
portance of volatility versus volatility of volatility can vary across samples and
measures. Moreover, the correlation between VIX-based volatility and volatil-
ity of volatility is only 0.30, lower than what we observed in the main analysis.
The significant pricing of volatility of volatility and the low correlation between
volatility and volatility of volatility further support our argument that the effect
of volatility of volatility may not be fully captured by that of volatility.
Finally, we construct an alternative measure of cross-sectional volatility. Cross-
sectional volatility, by definitions, can be observed at any frequency. Rather
than using daily exchange rate returns, we therefore construct a measure based
on monthly currency excess returns. Table 4.16 report results using this alter-
native measure of cross-sectional volatility. For the five carry trade portfolios
(Panel A), ∆CSV is negatively and significantly priced as in the main analysis;
however, the cross-sectional R2 is smaller, and it becomes insignificant when
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we control for ∆RV or when we consider the ten carry trade portfolios case
(Panel B). In the joint cross-section (Panel C), ∆RV is significantly priced af-
ter controlling for ∆CSV as in the main analysis. In the main analysis, the
correlation between ∆RV and ∆CSV was found to be over 0.80. In this section,
we find that the correlation is only 0.36 when the monthly-based cross-sectional
volatility is used. Similar to volatility of volatility, the significant pricing of
cross-sectional volatility and the low correlation between cross-sectional volatil-
ity and conventional volatility again imply that the effect of cross-sectional
volatility may also not be fully captured by that of conventional volatility.
4.6 Conclusion
The empirical violation of uncovered interest rate parity and the documented
high excess returns of currency carry trade strategies motivate risk-based ex-
planations of the carry trade. In this paper, we revisit the pricing of volatility
risk in currency markets. The research reported in this paper contributes to the
literature by providing new empirical results on currency volatility components
and alternative volatility factors.
First, we find that pricing currency volatility risk can be understood by pric-
ing some of its components. We show that volatility risk is overall negatively
priced in carry trade returns for all specifications considered. When we decom-
pose volatility into jump and diffusion components, we find that the diffusion
component dominates the jump component in explaining carry trade portfolio
returns. The pricing ability of volatility risk in carry trade portfolios is almost
entirely due to the diffusive volatility component. Despite its marginal ex-
planatory power in carry trade portfolios, the jump volatility component plays
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a unique role in explaining the joint cross-section of carry trade and momen-
tum portfolios, which neither total volatility nor diffusive volatility is able to
explain. When we decompose volatility into short-run and long-run compo-
nents, we show that both components are negatively priced. The transitory
shock-driven short-run volatility is generally more important than the low fre-
quency fluctuations-driven long-run volatility.
Second, we suggest that other factors similar to volatility in characterizing bad
states are priced in currency returns. We find that two alternative volatil-
ity factors, volatility of volatility and cross-sectional volatility are also priced
in currency returns. Although conventional volatility seems to perform slightly
better in carry trade portfolios, volatility of volatility and cross-sectional volatil-
ity contain unique explanatory power for the joint cross-section of carry trade
and momentum portfolio and the cross-section of individual currency excess re-
turns respectively. Hence, alternative volatility factors are not fully subsumed
by conventional volatility risk.
Our research can be extended in a number of dimensions. First, although we
show which part of volatility matters most for explaining carry trade returns;
it would also be interesting to derive the underlying economic fundamental
drivers of different types of volatility risk. Second, it would also be interesting
to construct a structural model which incorporates different types of volatility
risk. We leave these extensions on the agenda for future studies.
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4.7 Tables and Figures
Table 4.1: Descriptive Statistics: Volatility Factors
This table reports descriptive statistics of different volatility factors from 1984 to 2014. We
report mean (%), standard deviation (%), skewness, kurtosis, and cross correlations among
different factors.
∆RV ∆BV ∆JV ∆L ∆S ∆V oV ∆CSV
Mean 0.02 0.02 0.01 0.00 0.03 0.03 0.02
Std 0.14 0.14 0.04 0.03 0.16 0.10 0.16
Skew 0.95 0.84 1.44 0.44 0.97 0.88 1.88
Kurt 9.33 8.19 12.97 7.01 9.29 9.57 20.35
Corr
∆RV 1.00 0.94 0.30 0.25 0.99 0.55 0.81
∆BV 1.00 -0.03 0.24 0.89 0.31 0.80
∆JV 1.00 0.07 0.39 0.73 0.15
∆L 1.00 0.19 0.12 0.21
∆S 1.00 0.64 0.80
∆V oV 1.00 0.42
∆CSV 1.00
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Table 4.2: Descriptive Statistics: Currency Portfolios
This table reports descriptive statistics of currency portfolios from 1984 to 2014. We report
annualized mean (%), annualized standard deviation (%), skewness, kurtosis, and annualized
Sharp Ratios.
Panel A: 5 Carry Trade Portfolios
C1 C2 C3 C4 C5 HML
Mean -1.52 -0.08 2.05 2.59 5.06 6.58
Std 7.39 7.53 8.09 8.56 10.40 9.05
Skew 0.00 -0.53 -0.47 -1.05 -0.80 -0.89
Kurt 3.71 5.38 5.36 7.05 5.32 4.88
SR -0.21 -0.01 0.25 0.30 0.49 0.73
Panel B: 10 Carry Trade Portfolios
C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 HML
Mean -2.15 -0.42 -1.05 1.37 2.98 1.62 2.29 2.43 2.28 7.77 9.92
Std 8.29 7.91 7.64 8.71 8.12 8.96 8.92 10.64 12.08 12.39 12.34
Skew 0.07 -0.22 -0.57 -0.40 -0.16 -0.86 -0.69 -3.59 -0.81 -1.14 -0.89
Kurt 4.33 4.75 4.95 5.88 4.24 7.36 6.07 35.91 6.92 8.20 6.11
SR -0.26 -0.05 -0.14 0.16 0.37 0.18 0.26 0.23 0.19 0.63 0.80
Panel C: 5 Currency Momentum Portfolios
M1 M2 M3 M4 M5 HML
Mean -2.58 0.71 2.16 3.32 4.60 7.18
Std 9.93 8.28 8.33 8.11 8.73 10.19
Skew -1.27 -1.26 -0.44 -0.36 -0.14 0.48
Kurt 9.26 10.06 4.66 4.96 3.41 7.11
SR -0.26 0.09 0.26 0.41 0.53 0.71
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Table 4.3: Currency Asset Pricing with Volatility Components: Factor Prices
This table reports cross-sectional asset pricing results for carry trade returns from 1984 to 2014 using currency volatility and volatility components.
We consider five carry trade portfolios, ten carry trade portfolios, and five carry and five momentum portfolios. We report factor price and t-
statistics based on Newey West(in parentheses) and Shanken Correction (in brackets) standard errors. We also report cross-sectional R square,
root mean squared error, and χ2 statistics (with p-values in parentheses).
Panel A: Carry 5 Panel B: Carry 10 Panel C: Carry 5&Mom 5
λDOL λV F1 λV F2 R
2 RMSE χ2 λDOL λV F1 λV F2 R
2 RMSE χ2 λDOL λV F1 λV F2 R
2 RMSE χ2
DOL+∆RV 0.08 -0.07 0.89 0.04 1.31 0.07 -0.06 0.43 0.12 9.69 0.09 -0.02 0.09 0.13 30.33
(0.57) (-2.47) [0.73] (0.54) (-2.30) [0.29] (0.64) (-0.98) [0.00]
[0.70] [-2.36] [0.66] [-2.28] [0.78] [-0.95]
DOL+∆BV 0.08 -0.06 0.90 0.04 1.23 0.07 -0.05 0.42 0.12 9.75 0.09 -0.01 0.06 0.13 32.31
(0.57) (-2.46) [0.75] (0.53) (-2.24) [0.28] (0.65) (-0.61) [0.00]
[0.70] [-2.35] [0.65] [-2.23] [0.79] [-0.58]
DOL+∆JV 0.09 -0.02 0.24 0.11 3.16 0.08 -0.02 0.15 0.15 6.95 0.09 -0.02 0.28 0.11 14.92
(0.65) (-1.36) [0.37] (0.62) (-1.74) [0.54] (0.67) (-2.43) [0.06]
[0.80] [-1.15] [0.76] [-1.52] [0.82] [-1.91]
DOL+∆BV +∆JV 0.08 -0.06 0.01 0.90 0.04 1.19 0.07 -0.05 -0.01 0.43 0.12 9.61 0.09 -0.02 -0.03 0.33 0.11 10.80
(0.57) (-2.23) (0.04) [0.55] (0.54) (-1.90) (-0.66) [0.21] (0.65) (-0.86) (-2.69) [0.15]
[0.70] [-2.07] [0.03] [0.66] [-1.83] [-0.60] [0.80] [-0.68] [-2.11]
DOL+∆L 0.08 -0.02 0.62 0.08 5.33 0.08 -0.01 0.33 0.13 17.32 0.09 -0.01 0.09 0.13 33.15
(0.60) (-2.01) [0.15] (0.62) (-1.80) [0.04] (0.64) (-0.99) [0.01]
[0.73] [-1.71] [0.75] [-1.87] [0.78] [-0.97]
DOL+∆S 0.08 -0.08 0.88 0.04 1.18 0.07 -0.06 0.39 0.13 8.64 0.09 -0.02 0.08 0.13 31.47
(0.57) (-2.46) [0.75] (0.55) (-2.20) [0.37] (0.64) (-0.89) [0.01]
[0.70] [-2.31] [0.67] [-2.20] [0.79] [-0.86]
DOL+∆L+∆S 0.08 0.02 -0.12 0.95 0.03 0.23 0.08 -0.01 -0.05 0.41 0.12 9.11 0.09 -0.01 -0.01 0.09 0.13 32.49
(0.57) (0.91) (-2.37) [0.89] (0.56) (-0.69) (-1.53) [0.24] (0.64) (-0.86) (-0.30) [0.00]
[0.70] [0.71] [-1.84] [0.69] [-0.79] [-1.58] [0.78] [-0.78] [-0.27]
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Table 4.4: Currency Asset Pricing with Volatility Components: Factor Betas
This table reports cross-sectional asset pricing results for carry trade returns from 1984 to 2014 using currency volatility and volatility components.
We consider five carry trade portfolios, ten carry trade portfolios, and five carry and five momentum portfolios. We report factor betas and t-
statistics (in parentheses) based on Newey West standard errors.
Carry 5 Carry 10 Carry 5 & Mom 5
C1 C2 C3 C4 C5 C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 M1 M2 M3 M4 M5
DOL+∆RV β∆RV 2.52 0.79 -0.22 -0.55 -2.53 3.24 1.37 0.26 1.71 0.55 -0.95 0.06 -1.54 -2.17 -2.65 -1.29 -0.95 1.25 0.82 -0.02
(4.25) (2.32) (-0.55) (-1.05) (-3.98) (3.12) (2.11) (0.55) (2.69) (1.05) (-1.60) (0.07) (-1.29) (-2.19) (-2.68) (-1.24) (-1.21) (2.80) (1.35) (-0.03)
DOL+∆BV β∆BV 2.47 0.91 -0.03 -0.58 -2.77 3.13 1.39 0.53 1.70 0.92 -0.89 -0.07 -1.50 -2.56 -2.79 -2.01 -0.65 1.41 0.82 0.20
(4.20) (2.67) (-0.07) (-1.05) (-4.10) (3.13) (2.25) (1.02) (2.86) (1.66) (-1.36) (-0.08) (-1.07) (-2.19) (-2.69) (-1.70) (-0.86) (2.88) (1.29) (0.29)
DOL+∆JV β∆JV 2.76 -0.48 -2.05 -1.04 0.80 3.73 1.57 -2.21 1.61 -3.16 -1.41 -0.40 -2.18 2.09 -0.08 6.29 -2.97 -1.21 0.52 -1.92
(1.55) (-0.23) (-1.56) (-0.68) (0.35) (1.39) (0.57) (-0.93) (0.57) (-1.50) (-0.88) (-0.15) (-0.90) (0.68) (-0.02) (2.45) (-1.24) (-0.93) (0.27) (-0.96)
DOL+∆BV +∆JV β∆BV 2.51 0.91 -0.05 -0.60 -2.76 3.18 1.41 0.50 1.72 0.89 -0.90 -0.07 -1.52 -2.54 -2.79 -1.95 -0.68 1.40 0.83 0.18
(4.29) (2.66) (-0.12) (-1.01) (-4.10) (3.19) (2.23) (0.97 (2.90) (1.59) (-1.39) (-0.09) (-1.10) (-2.73) (-2.70) (-1.67) (-0.93) (2.90) (1.31) (0.26)
β∆JV 3.14 -0.33 -2.05 -1.13 0.39 4.21 1.78 -2.13 1.87 -3.02 -0.07 -0.41 -2.41 1.71 -0.50 6.00 -3.08 -1.00 0.18 -1.90
(1.70) (-0.18) (-1.59) (-0.77) (-0.19) (1.37) (0.68) (-0.93) (0.76) (-1.51) (-1.06) (-0.15) (-0.99) (-0.58) (-0.19) (2.41) (-1.27) (-0.74) (0.33) (-0.96)
DOL+∆L β∆L 6.65 -0.72 0.23 1.20 -7.35 8.63 3.41 -2.25 0.13 6.56 -4.81 6.80 -2.67 0.58 -13.02 -1.14 -2.72 0.86 1.30 1.12
(2.25) (-0.33) (0.11) (0.52) (-1.98) (2.31) (0.99) (-0.82) (0.04) (2.13) (1.59) (2.04) (-0.88) (0.09) (-2.28) (-0.42) (-1.00) (0.57) (0.62) (0.41)
DOL+∆S β∆S 2.16 0.58 -0.23 -0.46 -2.05 2.85 1.12 0.09 1.42 0.44 -0.88 0.24 -1.48 -1.77 -2.09 -1.06 -0.92 1.13 0.79 -0.04
(3.96) (1.80) (-0.66) (-0.95) (-3.60) (2.92) (1.85) (0.22) (2.45) (0.96) (1.72) (0.31) (-1.30) (-1.94) (-2.41) (-1.11) (-1.26) (2.78) (1.45) (-0.06)
DOL+∆L+∆S β∆L 4.70 -1.31 0.46 1.68 -5.54 6.07 2.39 -2.40 -1.25 6.29 -4.07 6.73 -1.30 2.33 -11.3 -0.13 -1.89 -0.22 0.56 1.19
(1.79) (-0.59) (0.21) (0.72) (-1.57) (1.86) (0.70) (-0.88) (-0.42) (1.99) (-1.35) (2.12) (-0.40) (0.39) (-1.99) (-0.05) (-0.78) (-0.14) (0.26) (0.46)
β∆S 2.04 0.61 -0.24 -0.50 -1.91 2.69 1.07 0.16 1.46 0.28 -0.78 0.07 -1.44 -1.83 -1.80 -1.05 -0.87 1.14 0.77 -0.07
(4.01) (1.95) (-0.68) (-1.04) (-3.38) (2.88) (1.73) (0.38) (2.45) (0.59) (-1.56) (0.10) (-1.24) (-2.12) (-1.99) (-1.09) (-1.22) (2.72) (1.39) (-0.11)
165
Table 4.5: Currency Asset Pricing with Alternative Volatility Factors: Factor Prices
This table reports cross-sectional asset pricing results for carry trade returns from 1984 to 2014 using currency volatility and alternative volatility
factors. We consider five carry trade portfolios, ten carry trade portfolios, and five carry and five momentum portfolios. We report factor price
and t-statistics based on Newey West(in parentheses) and Shanken Correction (in brackets) standard errors. We also report cross-sectional R
square, root mean squared error, and χ2 statistics (with p-values in parentheses).
Panel A: Carry 5 Panel B: Carry 10 Panel C: Carry 5 &Mom 5
λDOL λV F1 λV F2 R
2 RMSE χ2 λDOL λV F1 λV F2 R
2 RMSE χ2 λDOL λV F1 λV F2 R
2 RMSE χ2
DOL+∆RV 0.08 -0.07 0.89 0.04 1.31 0.07 -0.06 0.43 0.12 9.69 0.09 -0.02 0.09 0.13 30.33
(0.57) (-2.47) [0.73] (0.54) (-2.30) [0.29] (0.64) (-0.98) [0.00]
[0.70] [-2.36] [0.66] [-2.28] [0.78] [-0.95]
DOL+∆V oV 0.08 -0.08 0.75 0.06 0.83 0.08 -0.05 0.27 0.14 6.84 0.09 -0.04 0.17 0.12 20.09
(0.59) (-2.27) [0.84] (0.60) (-2.01) [0.55] (0.65) (-1.89) [0.01]
[0.72] [-1.74] [0.73] [-1.81] [0.79] [-1.80]
DOL+∆RV +∆V oV 0.08 -0.05 0.04 0.93 0.03 0.40 0.07 -0.05 0.02 0.48 0.12 4.08 0.09 -0.03 -0.05 0.17 0.12 12.67
(0.57) (-1.81) (0.51) [0.82] (0.50) (-2.21) (0.81) [0.77] (0.65) (-1.45) (-2.07) [0.08]
[0.70] [ -1.44] [ 0.42] [0.61] [-1.98] [0.62] [0.80] [-1.34] [-1.77]
DOL+∆CSV 0.08 -0.06 0.86 0.05 2.66 0.07 -0.04 0.39 0.13 12.98 0.09 -0.01 0.05 0.13 35.88
(0.57) (-2.43) [0.45] (0.55) (-2.13) [0.11] (0.65) (-0.33) [0.00]
[0.70] [-2.40] [0.67] [-2.23] [0.80] [-0.31]
DOL+∆RV +∆CSV 0.08 -0.06 -0.06 0.89 0.04 1.36 0.07 -0.06 -0.05 0.43 0.12 9.66 0.08 -0.07 -0.03 0.28 0.11 11.29
(0.57) (-2.21) (-2.54) [0.51] (0.54) (-2.19) (-2.42) [0.21] (0.63) (-2.67) (-1.51) [0.12]
[0.70] [-1.90] [-2.42] [0.66] [-1.92] [-2.34] [0.77] [-2.78] [-1.51]
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Table 4.6: Currency Asset Pricing with Alternative Volatility Factors: Factor Betas
This table reports cross-sectional asset pricing results for carry trade returns from 1984 to 2014 using currency volatility and alternative volatility
factors. We consider five carry trade portfolios, ten carry trade portfolios, and five carry and five momentum portfolios.We report factor betas
and t-statistics (in parentheses) based on Newey West standard errors.
Panel A. Carry 5 Panel B. Carry 10 Panel C. Carry 5 & Mom 5
C1 C2 C3 C4 C5 C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 M1 M2 M3 M4 M5
DOL+∆RV β∆RV 2.52 0.79 -0.22 -0.55 -2.53 3.24 1.37 0.26 1.71 0.55 -0.95 0.06 -1.54 -2.17 -2.65 -1.29 -0.95 1.25 0.82 -0.02
(4.25) (2.32) (-0.55) (-1.05) (-3.98) (3.12) (2.11) (0.55) (2.69) (1.05) (-1.60) (0.07) (-1.29) (-2.19) (-2.68) (-1.24) (-1.21) (2.80) (1.35) (-0.03)
DOL+∆V oV β∆V oV 1.67 0.17 -0.16 0.20 -1.87 2.99 -0.05 -0.59 1.62 0.31 -0.83 1.06 -0.63 -1.29 -2.07 1.00 -1.84 0.58 0.98 -0.45
(2.15) (0.23) (-0.42) (0.35) (-1.84) (2.02) (-0.05) (-0.69) (1.73) (0.50) (-1.31) (0.98) (-1.29) (-0.79) (-1.57) (0.99) (-1.64) (1.09) (1.21) (-0.49)
DOL+∆RV +∆V oV β∆RV 2.70 1.03 -0.23 -0.88 -2.62 3.04 1.99 0.67 1.59 0.62 -0.90 -0.47 -1.86 -2.40 -2.68 -2.35 -0.39 1.48 0.66 0.21
(4.36) (2.51) (-0.44) (-1.20) (-3.70) (3.18) (3.40) (1.15) (2.23) (0.95) (-1.26) (-0.51) (-1.05) (-2.68) (-2.34) (-1.85) (-0.58) (2.73) (0.87) (0.30)
β∆V oV -0.50 -0.66 0.02 0.91 0.23 0.55 -1.65 -1.14 0.34 -0.19 -0.11 1.44 0.87 0.65 0.09 2.89 -1.53 -0.61 0.45 -0.62
(-0.75) (-0.81) (0.04) (1.04) (0.23) (0.45) (-1.52) (-1.12) (0.35) (-0.26) (-0.15) (1.54) (0.48) (0.45) (0.06) (2.01) (-1.62) (-0.84) (0.46) (-0.73)
DOL+∆CSV β∆CSV 2.60 0.99 0.55 -1.01 -3.12 3.41 1.46 0.69 1.65 1.25 -0.16 1.02 -3.43 -2.34 -3.50 -2.69 -0.44 1.55 0.95 0.54
(6.65) (2.70) (0.95) (-1.12) (-5.93) (4.41) (2.35) (1.18) (3.52) (2.72) (-0.18) (1.74) (-1.42) (-3.01) (-3.59) (-1.79) (-0.43) (2.86) (2.05) (0.88)
DOL+∆RV +∆CSV β∆RV 0.47 -0.31 -2.04 1.04 0.83 0.43 0.15 -1.05 0.62 -1.66 -2.29 -2.45 4.45 -0.13 -2.68 3.27 -1.55 -0.44 -0.10 -1.45
(0.72) (-0.41) (-3.23) (0.73) (0.75) (0.47) (0.17) (-1.27) (0.52) (-1.90) (-2.82) (-1.65) (1.40) (-0.09) (0.93) (1.90) (-1.28) (-0.69) (-0.12) (-1.42)
β∆CSV 2.26 1.21 2.01 -1.76 -3.72 3.10 1.35 1.44 1.21 2.44 1.48 2.79 -6.63 -2.25 -4.54 -5.04 0.67 1.87 1.02 1.59
(4.06) (1.72) (2.73) (-1.03) (-3.37) (3.29) (1.57) (1.61) (1.49) (3.25) (1.37) (2.35) (-1.55) (-1.86) (-2.69) (-2.29) (0.44) (2.47) (1.62) (1.69)
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Table 4.7: Currency Asset Pricing with Volatility: Factor Mimicking Portfolios
This table reports cross-sectional asset pricing results for carry trade returns from 1999 to 2014 using factor mimicking portfolios. We consider
carry trade portfolios returns. We report factor price and t-statistics based on Newey West(in parentheses) and Shanken Correction (in brackets)
standard errors. We also report cross-sectional R square, root mean squared error, and χ2 statistics (with p-values in parenthese). We additional
report portfolio weights and monthly average portfolio return for factor mimicking portfolios.
Panel A: Carry 5 Panel B: FMP Weights and Returns
λDOL λV F1 λV F2 R
2 RMSE χ2 W1 W2 W3 W4 W5 R¯XFMP λ
DOL+∆RV 0.08 -0.07 0.89 0.04 2.39 0.229 -0.032 -0.080 -0.053 -0.128 -0.062% -0.069%
(0.57) (-2.14) [0.50]
[0.69] [-2.53]
DOL+∆BV 0.08 -0.07 0.90 0.04 2.27 0.205 -0.017 -0.044 -0.063 -0.143 -0.063% -0.067%
(0.57) (-2.10) [0.52]
[0.69] [-2.52]
DOL+∆JV 0.09 -0.00 0.24 0.11 7.30 0.029 -0.012 -0.027 -0.004 0.008 -0.003% -0.004%
(0.65) (-1.55) [0.06]
[0.79] [-1.53]
DOL+∆L 0.08 -0.01 0.62 0.08 5.90 0.022 -0.023 -0.042 0.002 -0.017 -0.004% -0.007%
(0.60) (-1.56) [0.12]
(0.73) (-1.98)
DOL+∆S 0.08 -0.07 0.88 0.04 2.71 0.247 -0.051 -0.089 -0.052 -0.123 -0.062% -0.071%
(0.57) (-2.14) [0.44]
[0.70] [-2.53]
DOL+∆V oV 0.08 -0.02 0.75 0.06 4.18 0.075 -0.041 -0.032 0.015 -0.050 -0.017% -0.023%
(0.59) (-1.90) [0.24]
[0.72] [-2.30]
DOL+∆CSV 0.08 -0.10 0.86 0.05 3.84 0.256 -0.048 0.101 -0.179 -0.215 -0.082% -0.095%
(0.57) (-2.08) [0.28]
[0.70] [-2.49]
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Table 4.8: Volatility Beta Sorted Portfolios
This table reports volatility beta sorted portfolios. We report mean of portfolio returns, high
minus low portfolio returns and t-statistics (in parentheses) based on Newey West standard
errors, pre formation betas, and post-formation betas.
V 1 V 2 V 3 V 4 V 5 H/L
∆RV βpre -5.11 -2.82 -1.89 -0.64 0.69
βpost -5.02 -3.38 -2.97 -2.64 -0.86
mean 4.42 1.67 0.92 2.18 -1.21 -5.63
(-2.60)
∆BV βpre -5.23 -2.79 -1.88 -0.65 0.66
βpost -4.45 -2.93 -2.68 -2.55 -1.02
mean 4.20 1.71 1.19 2.31 -1.36 -5.56
(-2.55)
∆JV βpre -37.22 -26.21 -18.84 -6.47 9.30
βpost -5.01 -4.94 -5.80 -4.48 -3.95
mean 3.28 1.22 0.66 0.41 2.11 -1.17
(-0.62)
∆L βpre -46.44 -41.52 25.64 -15.16 -3.50
βpost -22.62 -11.45 -11.38 -9.17 -2.10
mean 3.89 2.43 0.74 0.99 -0.18 -4.07
(-1.72)
∆S βpre -4.93 -2.76 -1.86 -0.64 0.66
βpost -4.36 -2.97 -2.74 -2.57 -0.71
mean 4.47 2.68 3.17 2.24 0.39 -5.72
(-2.59)
∆V oV βpre -15.33 -9.08 -6.53 - 3.24 0.44
βpost -5.39 -2.35 -2.19 -2.02 -1.37
mean 4.08 2.27 0.85 1.60 -0.92 -5.00
(-2.53)
∆CSV βpre -14.60 -8.93 -6.49 -3.41 -0.29
βpost -4.00 -2.15 -1.95 -1.41 -0.67
mean 3.63 2.33 1.18 1.72 -0.69 -4.32
(-2.18)
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Table 4.9: Currency Asset Pricing with Volatility Components: Developed Countries
This table reports cross-sectional asset pricing results for carry trade returns from 1984 to 2014 for developed countries of 15 currencies using
volatility components. We consider five carry trade portfolios, ten carry trade portfolios, and five carry and five momentum portfolios. We
report factor price and t-statistics based on Newey West(in parentheses) and Shanken Correction (in brackets) standard errors. We also report
cross-sectional R square, root mean squared error, and χ2 statistics (with p-values in parentheses).
Panel A: Carry 5 Panel B: Carry 10 Panel C: Carry 5&Mom 5
λDOL λV F1 λV F2 R
2 RMSE χ2 λDOL λV F1 λV F2 R
2 RMSE χ2 λDOL λV F1 λV F2 R
2 RMSE χ2
DOL+∆RV 0.15 -0.09 0.85 0.06 1.44 0.16 -0.08 0.74 0.09 2.98 0.13 -0.02 0.05 0.18 32.20
(1.10) (-2.81) [0.70] (1.17) (-2.70) [0.94] (0.97) (-0.93) [0.00]
[1.31] [-2.54] [1.40] [-2.48] [0.97] [-0.93]
DOL+∆BV 0.17 -0.09 0.91 0.05 0.87 0.18 -0.08 0.79 0.08 2.48 0.13 -0.01 0.02 0.18 35.49
(1.20) (-2.89) [0.83] (1.30) (-2.82) [0.96] (0.96) (-0.37) [0.00]
[1.43] [-2.60] [1.54] [-2.55] [1.17] [-0.37]
DOL+∆JV 0.12 -0.01 0.14 0.15 8.12 0.13 -0.01 0.13 0.16 13.88 0.11 -0.04 0.27 0.16 8.09
(0.89) (-0.28) [0.04] (0.97) (-0.32) [0.08] (0.84) (-2.51) [0.42]
[1.08] [-0.27] [1.17] [-0.32] [1.02] [-2.40]
DOL+∆BV +∆JV 0.19 -0.10 0.02 0.98 0.02 0.13 0.20 -0.09 0.01 0.82 0.07 1.80 0.12 -0.02 -0.03 0.29 0.15 7.36
(1.35) (-3.04) (1.32) [0.94] (1.42) (-3.14) (1.06) [0.97] (0.86) (-0.51) (-2.57) [0.39]
[1.56] [-2.44] [0.99] [1.65] [-2.56] [0.83] [1.05] [-0.52] [-2.49]
DOL+∆L 0.15 -0.02 0.84 0.06 2.99 0.16 -0.02 0.63 0.10 9.41 0.14 -0.12 0.15 0.17 27.34
(1.12) (-2.60) [0.39] (1.18) (-2.34) [0.31] (1.01) (-1.85) [0.00]
[1.35] [-2.15] [1.40] [-2.16] [1.23] [-1.81]
DOL+∆S 0.15 -0.10 0.82 0.07 1.31 0.16 -0.09 0.70 0.09 2.78 0.13 -0.02 0.04 0.18 31.82
(1.07) (-2.78) [0.73] (1.14) (-2.61) [0.95] (0.96) (-0.86) [0.00]
[1.27] [-2.48] [1.36] [-2.40] [1.18] [-0.85]
DOL+∆L+∆S 0.15 -0.02 -0.04 0.85 0.06 2.46 0.16 -0.01 -0.07 0.70 0.09 3.00 0.14 -0.05 0.10 0.32 0.15 3.71
(1.11) (-0.97) (-0.72) [0.29] (1.15) (-0.75) (-1.85) [0.89] (1.05) (-3.76) (3.02) [0.81]
[1.31] [-0.82] [-0.56] [1.37] [-0.67] [-1.71] [1.21] [-1.66] [1.11]
170
Table 4.10: Currency Asset Pricing with Alternative Volatility Factors: Developed Countries
This table reports cross-sectional asset pricing results for carry trade returns from 1984 to 2014 for developed countries of 15 currencies using
alternative volatility factors. We consider five carry trade portfolios, ten carry trade portfolios, and five carry and five momentum portfolios. We
report factor price and t-statistics based on Newey West(in parentheses) and Shanken Correction (in brackets) standard errors. We also report
cross-sectional R square, root mean squared error, and χ2 statistics (with p-values in parentheses).
Panel A: Carry 5 Panel B: Carry 10 Panel C: Carry 5 &Mom 5
λDOL λV F1 λV F2 R
2 RMSE χ2 λDOL λV F1 λV F2 R
2 RMSE χ2 λDOL λV F1 λV F2 R
2 RMSE χ2
DOL+∆RV 0.15 -0.09 0.85 0.06 1.44 0.16 -0.08 0.74 0.09 2.98 0.13 -0.02 0.05 0.18 32.20
(1.10) (-2.81) [0.70] (1.17) (-2.70) [0.94] (0.97) (-0.93) [0.00]
[1.31] [-2.54] [1.40] [-2.48] [0.97] [-0.93]
DOL+∆V oV 0.12 -0.09 0.54 0.11 1.18 0.13 -0.04 0.28 0.14 7.53 0.13 -0.06 0.15 0.17 9.84
(0.90) (-2.37) [0.76] (0.97) (-1.63) [0.48] (0.95) (-2.57) [0.28]
[1.06] [-1.74] [1.17] [-1.59] [1.15] [-2.19]
DOL+∆RV +∆V oV 0.18 -0.06 0.07 0.98 0.02 0.07 0.17 -0.07 -0.01 0.79 0.08 2.47 0.13 -0.04 -0.08 0.17 0.17 6.80
(1.30) (-2.11) (1.35) [0.96] (1.24) (-2.52) (-0.31) [0.93] (0.93) (-1.81) (-2.93) [0.45]
[1.45] [-1.30] [0.80] [1.47] [-2.32] [0.26] [1.12] [-1.48] [-2.24]
DOL+∆CSV 0.21 -0.09 0.84 0.06 1.71 0.21 -0.07 0.67 0.10 4.37 0.12 -0.01 0.03 0.18 35.33
(1.46) (-2.85) [0.64] (1.47) (-2.47) [0.82] (0.91) (0.51) [0.00]
[1.72] [-2.62] [1.74] [-2.45] [1.10] [0.48]
DOL+∆RV +∆CSV 0.15 -0.09 -0.08 0.85 0.06 1.46 0.12 -0.09 -0.06 0.76 0.08 1.83 0.07 -0.10 -0.02 0.45 0.14 5.94
(0.83) (-1.44) (-2.36) [0.48] (0.72) (-2.82) (-1.91) [0.97] (0.51) (-3.15) (-0.98) [0.55]
[0.87] [-1.33] [-1.98] [0.82] [-2.18] [-1.83] [0.62] [-2.34] [-0.72]
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Table 4.11: Currency Asset Pricing with Volatility Components: Alternative Samples and Individual Currencies
This table reports cross-sectional asset pricing results for carry trade returns from 1999 to 2014 for an alternative sample of 22 currencies using
volatility components. We consider carry trade portfolios and individual currency returns. We report factor price and t-statistics based on Newey
West(in parentheses) and Shanken Correction (in brackets) standard errors. We also report cross-sectional R square, root mean squared error,
and χ2 statistics (with p-values in parentheses).
Panel A: Carry 5 Panel B: Individual Currencies
λDOL λV F1 λV F2 R
2 RMSE χ2 λDOL λV F1 λV F2 R
2 RMSE χ2
DOL+∆RV 0.16 -0.06 0.87 0.08 3.09 0.16 -0.05 0.75 0.12 30.15
(1.01) (-3.04) [0.38] (0.96) (-2.26) [0.07]
[1.01] [-2.71] [1.12] [-2.33]
DOL+∆BV 0.16 -0.06 0.87 0.08 3.07 0.15 -0.05 0.78 0.11 27.93
(1.02) (-3.02) [0.38] (0.96) (-2.27) [0.11]
[1.19] [-2.93] [1.12] [-2.34]
DOL+∆JV 0.19 -0.05 0.53 0.16 0.62 0.17 -0.01 0.33 0.19 32.18
(1.18) (-2.57) [0.89] (1.03) (-1.26) [0.04]
[1.37] [-1.39] [1.21] [-1.15]
DOL+∆BV +∆JV 0.16 -0.05 -0.02 0.89 0.08 1.81 0.15 -0.06 0.01 0.81 0.10 20.62
(1.01) (-2.42) (-0.95) [0.40] (0.95) (-2.34) (1.38) [0.36]
[1.18] [-2.03] [-0.69] [1.11] [-2.30] [1.10]
DOL+∆L 0.18 -0.02 0.64 0.14 7.18 0.17 -0.01 0.36 0.19 34.81
(1.11) (-2.68) [0.07] (1.04) (-1.06) [0.02]
[1.30] [-2.40] [-1.22] [-1.17]
DOL+∆S 0.16 -0.07 0.87 0.08 2.50 0.15 -0.05 0.75 0.12 30.04
(1.02) (-3.05) [0.48] (0.96) (-2.22) [0.07]
[1.19] [-2.91] [1.12] [-2.31]
DOL+∆L+∆S 0.16 -0.01 -0.07 0.87 0.08 1.99 0.15 0.01 -0.06 0.81 0.10 25.08
(1.01) (-0.53) (-2.81) [0.37] (0.92) (0.52) (-1.88) [0.16]
[1.19] [-0.47] [-2.64] [1.08] [0.66] [-2.15]
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Table 4.12: Currency Asset Pricing with Alternative Volatility Factors: Alternative Samples and Individual Currencies
This table reports cross-sectional asset pricing results for carry trade returns from 1999 to 2014 for an alternative sample of 22 currencies using
alternative volatility factors. We consider carry trade portfolios and individual currency returns. We report factor price and t-statistics based on
Newey West(in parentheses) and Shanken Correction (in brackets) standard errors. We also report cross-sectional R square, root mean squared
error, and χ2 statistics (with p-values in parentheses).
Panel A: Carry 5 Panel B: Individual Currencies
λDOL λV F1 λV F2 R
2 RMSE χ2 λDOL λV F1 λV F2 R
2 RMSE χ2
DOL+∆RV 0.16 -0.06 0.87 0.08 3.09 0.16 -0.05 0.75 0.12 30.15
(1.01) (-3.04) [0.38] (0.96) (-2.26) [0.07]
[1.01] [-2.71] [1.12] [-2.33]
DOL+∆V oV 0.16 -0.08 0.86 0.09 0.89 0.16 -0.04 0.65 0.14 29.45
(1.02) (-3.04) [0.83] (0.98) (-1.90) [0.08]
[1.19] [-2.26] [1.15] [-1.99]
DOL+∆RV +∆V oV 0.16 -0.06 -0.03 0.87 0.08 2.87 0.16 -0.05 -0.01 0.75 0.12 29.65
(1.01) (-3.06) (-0.54) [0.24] (0.96) (-2.50) (-0.67) [0.06]
[1.19] [-2.95] [-0.45] [1.12] [-2.35] [-0.84]
DOL+∆CSV 0.16 -0.06 0.87 0.08 3.15 0.15 -0.05 0.84 0.09 29.83
(1.02) (-3.00) [0.37] (0.96) (-2.06) [0.07]
[1.17] [-2.97] [1.12] [-2.38]
DOL+∆RV +∆CSV 0.16 -0.06 -0.06 0.87 0.08 3.00 0.16 -0.03 -0.04 0.88 0.08 29.13
(1.02) (-2.61) (-2.89) [0.22] (0.97) (-1.44) (-2.26) [0.06]
[1.19] [-2.38] [-2.81] [1.13] [-1.37] [-2.35]
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Table 4.13: Currency Asset Pricing with Jump and Diffusive Volatilities: Alternative Measures
This table reports cross-sectional asset pricing results for carry trade returns from 1984 to 2014 for currencies using alternative measures of
jump and diffusive volatility components. We consider five carry trade portfolios, ten carry trade portfolios, and five carry and five momentum
portfolios. We report factor price and t-statistics based on Newey West(in parentheses) and Shanken Correction (in brackets) standard errors.
We also report cross-sectional R square, root mean squared error, and χ2 statistics (with p-values in parentheses).
Panel 1: Minimum RV
Panel 1.A: Carry 5 Panel 1.B: Carry 10 Panel 1.C: Carry 5 &Mom 5
λDOL λV F1 λV F2 R
2 RMSE χ2 λDOL λV F1 λV F2 R
2 RMSE χ2 λDOL λV F1 λV F2 R
2 RMSE χ2
DOL+∆MinRV 0.08 -0.07 0.89 0.04 1.28 0.07 -0.06 0.37 0.13 9.65 0.09 -0.01 0.05 0.13 34.30
(0.58) (-2.40) [0.73] (0.55) (-1.96) [0.29] (0.65) (-0.33) [0.00]
[0.71] [-2.29] [0.67] [-2.10] [0.80] [-0.31]
DOL+∆MinJV 0.09 -0.03 0.20 0.11 2.59 0.08 -0.03 0.12 0.15 6.94 0.09 -0.04 0.29 0.11 8.85
(0.66) (-1.13) [0.46] (0.62) (-1.24) [0.54] (0.67) (-2.48) [0.35]
[0.91] [-0.98] [0.76] [-1.17] [0.82] [-1.92]
DOL+∆MinRV +∆MinJV 0.08 -0.06 -0.01 0.90 0.04 1.08 0.07 -0.05 -0.02 0.40 0.13 8.23 0.09 -0.01 -0.05 0.35 0.11 6.08
(0.58) (-1.94) (-0.50) [0.58] (0.55) (-1.67) (-0.81) [0.31] (0.65) (-0.36) (-2.83) [0.53]
[0.71] [-1.78] [-0.43] [0.67] [-1.57] [-0.75] [0.79] [-0.28] [-2.19]
Panel 2: Median RV
Panel 2.A: Carry 5 Panel 2.B: Carry 10 Panel 2.C: Carry 5 &Mom 5
λDOL λV F1 λV F2 R
2 RMSE χ2 λDOL λV F1 λV F2 R
2 RMSE χ2 λDOL λV F1 λV F2 R
2 RMSE χ2
DOL+∆MedRV 0.08 -0.07 0.89 0.04 1.20 0.07 -0.06 0.41 0.12 9.55 0.09 -0.01 0.05 0.13 34.21
(0.58) (-2.41) [0.75] (0.55) (-2.18) [0.30] (0.65) (-0.39) [0.00]
[0.70] [-2.32] [0.67] [-2.19] [0.80] [-0.37]
DOL+∆MedJV 0.09 0.04 0.25 0.11 1.57 0.09 0.03 0.13 0.15 4.41 0.09 -0.03 0.19 0.12 13.09
(0.64) (1.23) [0.66] (0.64) (1.22) [0.82] (0.68) (-1.83) [0.11]
[0.79] [0.96] [0.78] [1.05] [0.83] [-1.48]
DOL+∆MedRV +∆MedJV 0.08 -0.07 -0.02 0.90 0.04 1.21 0.08 -0.06 0.01 0.42 0.12 6.26 0.09 -0.02 -0.04 0.28 0.11 6.45
(0.58) (-2.26) (-0.06) [0.55] (0.56) (-2.12) (0.61) [0.51] (0.66) (-0.72) (-2.57) [0.49]
[0.70] [-2.13] [-0.05] [0.68] [-2.05] [0.55] [0.81] [-0.58] [-2.00]
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Table 4.14: Currency Asset Pricing with Short and Long Run Volatilities: Alternative Measures
This table reports cross-sectional asset pricing results for carry trade returns from 1999 to 2014 for currencies using alternative measures of
short and long run volatility components. We consider five carry trade portfolios, ten carry trade portfolios, and five carry and five momentum
portfolios. We report factor price and t-statistics based on Newey West(in parentheses) and Shanken Correction (in brackets) standard errors.
We also report cross-sectional R square, root mean squared error, and χ2 statistics (with p-values in parentheses).
GARCH-MIDAS Volatilities
Panel A: Carry 5 Panel B: Carry 10 Panel C: Carry 5 &Mom 5
λDOL λV F1 λV F2 R
2 RMSE χ2 λDOL λV F1 λV F2 R
2 RMSE χ2 λDOL λV F1 λV F2 R
2 RMSE χ2
DOL+∆V OL 0.18 -0.04 0.74 0.11 4.90 0.20 -0.03 0.31 0.26 10.58 0.19 -0.01 0.32 0.15 18.01
(1.11) (-2.63) [0.18] (1.19) (-2.25) [0.23] (1.15) (-0.58) [0.02]
[1.31] [-2.52] [1.40] [-2.13] [1.35] [-0.50]
DOL+∆τ 0.20 -0.48 0.58 0.14 5.94 0.20 -0.44 0.32 0.26 9.81 0.19 -0.21 0.34 0.15 19.04
(1.19) (-2.52) [0.11] (1.21) (-2.52) [0.28] (1.15) (-1.23) [0.01]
[1.40] [-2.17] [1.42] [-2.62] [1.34] [-1.11]
DOL+∆g 0.14 -7.04 0.85 0.09 1.88 0.19 -4.84 0.34 0.25 6.60 0.19 -1.73 0.34 0.15 18.25
(1.08) (-2.70) [0.60] (1.17) (-2.47) [0.58] (1.13) (-0.96) [0.02]
[1.26] [-2.40] [1.38] [-2.21] [1.33] [-0.79]
DOL+∆τ +∆g 0.18 0.01 -6.99 0.85 0.09 1.69 0.19 -0.31 -3.74 0.40 0.09 7.31 0.19 -0.15 -1.12 0.36 0.15 16.83
(1.08) (0.05) (-2.30) [0.43] (1.12) (-2.04) (-2.11) [0.39] (1.13) (-0.85) (-0.58) [0.02]
[1.26] [0.04] [-2.00] [1.31] [-1.83] [-1.74] [1.33] [-0.82] [-0.48]
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Table 4.15: Currency Asset Pricing with Volatility of Volatility: Alternative Measures
This table reports cross-sectional asset pricing results for carry trade returns from 1984 to 2014 for currencies using alternative measures of
volatility of volatility. We consider five carry trade portfolios, ten carry trade portfolios, and five carry and five momentum portfolios. We
report factor price and t-statistics based on Newey West(in parentheses) and Shanken Correction (in brackets) standard errors. We also report
cross-sectional R square, root mean squared error, and χ2 statistics (with p-values in parentheses).
Panel 1: GARCH Based Volatility of Volatility
Panel 1.A: Carry 5 Panel 1.B: Carry 10 Panel 1.C: Carry 5 &Mom 5
λDOL λV F1 λV F2 R
2 RMSE χ2 λDOL λV F1 λV F2 R
2 RMSE χ2 λDOL λV F1 λV F2 R
2 RMSE χ2
DOL+∆V OLGARCH 0.17 -0.03 0.75 0.11 5.69 0.18 -0.03 0.38 0.25 11.70 0.18 -0.01 0.30 0.16 19.29
(1.06) (-2.97) [0.13] (1.11) (-2.79) [0.17] (1.10) (-0.95) [0.01]
[1.24] [-2.78] [1.30] [-2.69] [1.29] [-0.84]
DOL+∆V oVGARCH 0.17 -0.01 0.82 0.10 4.28 0.18 -0.01 0.36 0.26 11.16 0.18 -0.01 0.30 0.16 19.78
(1.03) (-3.01) [0.23] (1.13) (-2.75) [0.19] (1.10) (-0.96) [0.01]
[1.21] [-2.88] [1.33] [-2.61] [1.29] [-0.82]
DOL+∆V OLGARCH +∆V oVGARCH 0.16 -0.01 -0.01 0.86 0.09 1.16 0.18 -0.03 -0.01 0.38 0.25 11.32 0.18 -0.01 -0.01 0.30 0.16 19.17
(1.03) (-1.17) (-2.98) [0.56] (1.11) (-2.67) (-2.63) [0.13] (1.10) (-0.94) (-0.95) [0.01]
[1.20] [-0.88] [-2.54] [1.30] [-2.61] [-2.38] [1.29] [-0.93] [-0.81]
Panel 2: VIX Based Volatility of Volatility
Panel 2.A: Carry 5 Panel 2.B: Carry 10 Panel 2.C: Carry 5 &Mom 5
λDOL λV F1 λV F2 R
2 RMSE χ2 λDOL λV F1 λV F2 R
2 RMSE χ2 λDOL λV F1 λV F2 R
2 RMSE χ2
DOL+∆V OLV IX 0.16 -0.09 0.89 0.08 2.76 0.18 -0.07 0.39 0.25 10.33 0.16 -0.06 0.47 0.14 13.59
(1.00) (-3.20) [0.43] (1.10) (-2.97) [0.24] (1.03) (-2.40) [0.09]
[1.18] [-2.98] [1.29] [-2.76] [1.20] [-2.08]
DOL+∆V oVV IX 0.16 -0.03 0.83 0.10 1.95 0.17 -0.03 0.40 0.25 6.42 0.17 -0.02 0.38 0.15 14.80
(1.03) (-3.07) [0.58] (1.08) (-2.89) [0.60] (1.06) (-1.76) [0.06]
(1.20) (-2.56) [1.27] [-2.54] [1.24] [-1.40]
DOL+∆V OLV IX +∆V oVV IX 0.16 -0.15 0.03 0.92 0.07 0.24 0.17 -0.05 -0.02 0.40 0.25 9.47 0.16 -0.13 0.04 0.59 0.12 1.06
(1.00) (-2.27) (1.06) [0.88] (1.09) (-1.95) (-1.47) [0.22] (1.01) (-2.18) (1.33) [0.99]
[1.17] [-1.18] [0.52] [1.27] [-1.55] [-1.17] [1.18] [-1.60] [0.88]
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Table 4.16: Currency Asset Pricing with Cross-Sectional Volatility: Alternative Measures
This table reports cross-sectional asset pricing results for carry trade returns from 1984 to 2014 for currencies using alternative measures of
cross-sectional volatility. We consider five carry trade portfolios, ten carry trade portfolios, and five carry and five momentum portfolios. We
report factor price and t-statistics based on Newey West(in parentheses) and Shanken Correction (in brackets) standard errors. We also report
cross-sectional R square, root mean squared error, and χ2 statistics (with p-values in parentheses).
Monthly Based Cross-Sectional Volatility
Panel A: Carry 5 Panel B: Carry 10 Panel C: Carry 5 &Mom 5
λDOL λV F1 λV F2 R
2 RMSE χ2 λDOL λV F1 λV F2 R
2 RMSE χ2 λDOL λV F1 λV F2 R
2 RMSE χ2
DOL+∆CSV 0.08 -0.55 0.62 0.08 3.90 0.08 -0.35 0.22 0.14 12.58 0.09 0.15 0.09 0.13 34.35
(0.60) (-2.01) [0.27] (0.58) (-1.48) [0.13] (0.78) (0.88) [0.00]
[0.74] [-1.97] [0.70] [-1.61] [0.83] [0.80]
DOL+∆RV +∆CSV 0.08 -0.08 -0.06 0.91 0.04 0.84 0.07 -0.08 0.07 0.48 0.12 5.41 0.08 -0.06 0.32 0.40 0.10 11.16
(0.57) (-2.75) (-0.24) [0.65] (0.54) (-3.01) (0.31) [0.61] (0.65) (-2.49) (1.87) [0.13]
[0.70] [-2.48] [-0.21] [0.66] [-2.60] [0.30] [0.80] [-2.31] [1.46]
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Figure 4.1: Currency Volatility and Volatility Innovations
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The figure illustrates time series plots of monthly levels and innovations of
different currency volatility factors including RV , BV , JV , L, S, V oV , and
CSV from 1984 to 2014.
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Figure 4.2: Cumulative Currency Portfolio Returns
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The figure shows time series plots of cumulative returns of five carry trade
portfolios, ten carry trade portfolios, and five currency momentum portfolios
from 1984 to 2014.
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Figure 4.3: Currency Asset Pricing with Realized Volatility: Pricing Errors
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The figure illustrates pricing error plots for five carry trade portfolios (left), ten carry trade portfolios (middle), and five
carry and five currency momentum portfolios (right) using DOL+∆RV from 1984 to 2014.
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Figure 4.4: Currency Asset Pricing with Jump and Diffusive Volatilities: Pricing Errors
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The figure illustrates pricing error plots for five carry trade portfolios (left), ten carry trade portfolios (middle), and five
carry and five currency momentum portfolios (right) using DOL+∆BV (upper), DOL+∆JV (middle), and
DOL+∆BV +∆JV (lower) from 1984 to 2014.
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Figure 4.5: Currency Asset Pricing with Short and Long Run Volatilities: Pricing Errors
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The figure illustrates pricing error plots for five carry trade portfolios (left), ten carry trade portfolios (middle), and five
carry and five currency momentum portfolios (right) using DOL+∆L (upper), DOL+∆S (middle), and
DOL+∆L+∆S (lower) from 1984 to 2014.
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Figure 4.6: Currency Asset Pricing with Volatility of Volatility: Pricing Errors
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The figure illustrates pricing error plots for five carry trade portfolios (left), ten carry trade portfolios (middle), and five
carry and five currency momentum portfolios (right) using DOL+∆V oV (upper), and DOL+∆RV +∆V oV (lower)
from 1984 to 2014.
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Figure 4.7: Currency Asset Pricing with Cross-Sectional Volatility: Pricing Errors
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The figure illustrates pricing error plots for five carry trade portfolios (left), ten carry trade portfolios (middle), and five
carry and five currency momentum portfolios (right) using DOL+∆CSV (upper), and DOL+∆RV +∆CSV (lower)
from 1984 to 2014.
184
Online Appendix
4.8 Appendix: Alternative Volatility Measures
In this section, we discuss the specifications of alternative volatility measures
used in Section 4.5.2. We describe MinRV and MedRV for jump and diffusive
volatilities, GARCH-MIDAS model for short and long run volatilities, GARCH
and VIX measures for volatility of volatility, and a monthly based measure of
cross-sectional volatility.
4.8.1 Alternative Jump and Diffusive Volatilities
Andersen, Dobrev, and Schaumburg (2012) propose two simple and powerful
estimators for integrated variance, as alternatives to commonly used bipower
variation. Different from bipower variation, which uses the sum of the product
of two consecutive returns to capture diffusion part, the minimum and median
realized variances use nearest neighbour truncation based on the minimum value
of two consecutive returns or the median value of three consecutive returns in
order to control for zero returns and noise. The measures are constructed as
follow,
MinRVk,t =
√√√√ 1
T
π
π − 2
Tt
Tt − 1
Tt∑
τ=2
Min(|rk,τ |, |rk,τ−1|)2 (4.12)
MedRVk,t =
√√√√ 1
T
π
6− 4√3 + π
Tt
Tt − 2
Tt∑
τ=3
Med(|rk,τ |, |rk,τ−1|, |rk,τ−2|)2 (4.13)
MinJVk,t =Max(RVk,t −MinRVk,t, 0) (4.14)
MedJVk,t =Max(RVk,t −MedRVk,t, 0) (4.15)
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where MinRVk,t and MedRVk,t are monthly minimum and median realized
volatilities standardized by the number of intra month observations, which are
our proxies for diffusive volatilities. MinJVk,t and MedJVk,t are respective
measures of jump volatilities. Similar to measures in Section 4.3.2, all measures
are constructed at individual currency level for currency k. We then compute
the cross-sectional averages to get the global currency market level volatility
measures.
4.8.2 Alternative Short and Long Run Volatilities
Engle, Ghysels, and Sohn (2013) introduce the GARCH-MIDAS model. The
model suggests that the total variance can be described as the product of a
short run component using GARCH(1,1) process and a long run component
using a MIDAS filter on realized variance. The model is described as follow,
rk,δ,t = µ+
√
τk,δ,tgk,δ,tǫk,δ,t, ǫk,δ,t ∼ N(0, 1) (4.16)
gk,δ,t = (1− α− β) + α(rk,δ−1,t − µ)
2
τk,δ−1,t
+ βgk,δ−1,t (4.17)
τk,δ,t = m+ θ
J∑
j=1
φj(w)RVk,δ−j,t (4.18)
RVk,δ,t =
N∑
n=1
r2k,δ−n,t (4.19)
φj(w) =
(1− j
J
)w−1∑j
j=1(1− jJ )w−1
(4.20)
where rk,δ,t refers to a day δ exchange rate return for exchange rate k in month
t, g is the short run volatility component described by a GARCH(1,1), τ is
the long run component modelled by rolling window RV with MIDAS filter, we
choose N = 22 to reflect monthly RV and J = 125 for the MIDAS lags, φj(w) is
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weighting function, we follow the literature and use the beta weighting function.
Θ = [µ, α, β, θ, w,m] are parameters that to be estimated. We estimate the
model on individual exchange rate daily returns, and then compute the cross-
sectional averages of τ and g to obtain the global currency market short and
long run volatilities.
4.8.3 Alternative Volatility of Volatility
We construct volatility of volatility using both the GARCH and VIX approaches.
We first estimate GARCH(1,1) of Bollerslev (1986) on daily individual exchange
rate returns.
rk,τ = µ+
√
hk,τǫk,τ , ǫk,τ ∼ N(0, 1) (4.21)
hk,τ = ω + βhk,τ−1 + αǫ
2
k,τ−1 (4.22)
Then we compute monthly volatility and volatility of volatility based on the
daily GARCH fitted conditional variance for each currency k.
V olGARCHk,t =
1
Tt
Tt∑
τ=1
σGARCHk,τ (4.23)
V oV GARCHk,t =
√√√√ 1
Tt
Tt∑
τ=1
(σGARCHk,τ )
2 − ( 1
T
Tt∑
τ=1
σGARCHk,τ )
2 (4.24)
where σGARCHk,τ =
√
hk,τ , and hk,τ is GARCH fitted conditional variance for
exchange rate k in day τ . We then compute the cross-sectional average for all
currencies to get the global currency market volatility and volatility of volatility.
We then compute VIX based volatility of volatility. VIX is CBOE volatility
index implied from SPX option prices with 1 month maturities constructed in a
model free way. Given the daily VIX as a measure of volatility V olV IX = V IX ,
187
we can compute volatility of volatility as follows,
V oV V IXt =
√√√√ 1
Tt
Tt∑
τ=1
(V olV IXτ )
2 − ( 1
Tt
Tt∑
τ=1
V olV IXτ )
2 (4.25)
where V oV V IXt is month t volatility of volatility based on VIX index.
4.8.4 Alternative Cross-Sectional Volatility
The cross-sectional volatility measure we used in the main analysis is based
on daily exchange rate returns. In this part, we construct another measure of
cross-sectional volatility based on monthly currency excess returns.
CSVt =
√√√√ K∑
k=1
(RXk,t − R¯X t)2 (4.26)
where RXk,t is month t excess return of currency k, and R¯X t is the cross-
sectional mean of currency excess returns.
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