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Abstract
We study the dynamics of a system of N interacting bosons in a disc-shaped trap, which
is realised by an external potential that confines the bosons in one spatial dimension to
an interval of length of order ε. The interaction is non-negative and scaled in such a way
that its scattering length is of order ε/N , while its range is proportional to (ε/N)β with
scaling parameter β ∈ (0, 1].
We consider the simultaneous limit (N, ε) → (∞, 0) and assume that the system initially
exhibits Bose–Einstein condensation. We prove that condensation is preserved by the
N -body dynamics, where the time-evolved condensate wave function is the solution of a
two-dimensional non-linear equation. The strength of the non-linearity depends on the
scaling parameter β. For β ∈ (0, 1), we obtain a cubic defocusing non-linear Schro¨dinger
equation, while the choice β = 1 yields a Gross–Pitaevskii equation featuring the scattering
length of the interaction. In both cases, the coupling parameter depends on the confining
potential.
1 Introduction
For two decades, it has been experimentally possible to realise quasi-two dimensional Bose
gases in disc-shaped traps [21, 44, 46]. The study of such systems is of particular physical
interest since they permit the detection of inherently two-dimensional effects and serve as
models for different statistical physics phenomena [24, 25, 50]. In this article, our aim is
to contribute to the mathematically rigorous understanding of such systems. We consider a
Bose–Einstein condensate of N identical, non-relativistic, interacting bosons in a disc-shaped
trap, which effectively confines the particles in one spatial direction to an interval of length ε.
We study the dynamics of this system in the simultaneous limit (N, ε) → (∞, 0), where the
Bose gas becomes quasi two-dimensional. To describe the N bosons, we use the coordinates
z = (x, y) ∈ R2+1 ,
where x denotes the two longitudinal dimensions and y is the transverse dimension. The
confinement in the y-direction is modelled by the scaled potential 1
ε2
V ⊥
(y
ε
)
for 0 < ε  1
and some V ⊥ : R→ R. In units such that ~ = 1 and m = 12 , the Hamiltonian is given by
Hµ,β(t) =
N∑
j=1
(
−∆j + 1
ε2
V ⊥
(yj
ε
)
+ V ‖(t, zj)
)
+
∑
1≤i<j≤N
wµ,β(zi − zj) , (1)
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where ∆ denotes the Laplace operator on R3 and V ‖ : R× R3 → R is an additional external
potential, which may depend on time. The interaction wµ,β between the particles is purely
repulsive and scaled in dependence of the parameters N and ε. In this paper, we consider
two fundamentally different scaling regimes, corresponding to different choices of the scaling
parameter β ∈ R: β ∈ (0, 1) yields the non-linear Schro¨dinger (NLS) regime, while β = 1 is
known as the Gross–Pitaevskii regime. Making use of the parameter
µ :=
ε
N
,
the Gross–Pitaevskii regime is realised by scaling an interaction w : R3 → R, which is com-
pactly supported, spherically symmetric and non-negative, as
wµ(z) =
1
µ2
w
(
z
µ
)
. (2)
For the NLS regime, we will consider a more generic form of the interaction (see Definition 2.2).
For the length of this introduction, let us focus on the special case
wµ,β(z) = µ
1−3β w
(
µ−βz
)
(3)
with β ∈ (0, 1). Clearly, (2) equals (3) with the choice β = 1. Both scaling regimes describe
very dilute gases, and we comment on their physical relevance below.
The N -body wave function ψN,ε(t) ∈ L2+(R3N ) := ⊗NsymL2(R3) at time t ∈ R is determined
by the Schro¨dinger equation i
d
dtψ
N,ε(t) = Hµ,β(t)ψ
N,ε(t)
ψN,ε(0) = ψN,ε0
(4)
with initial datum ψN,ε0 ∈ L2+(R3N ). We assume that this initial state exhibits Bose–Einstein
condensation, i.e., that the one-particle reduced density matrix γ
(1)
ψN,ε0
of ψN,ε0 ,
γ
(1)
ψN,ε0
:= Tr2,...,N |ψN,ε0 〉〈ψN,ε0 | , (5)
converges to a projection onto the so-called condensate wave function ϕε0 ∈ L2(R3). At
low energies, the strong confinement in the transverse direction causes the condensate wave
function to factorise in the limit ε→ 0 into a longitudinal part Φ0 ∈ L2(R2) and a transverse
part χε ∈ L2(R),
ϕε0(z) = Φ0(x)χ
ε(y)
(see Remark 2.2b). The transverse part χε is given by the normalised ground state of − d2
dy2
+
1
ε2
V ⊥(yε ), which is defined by (
− d2
dy2
+ 1
ε2
V ⊥
( ·
ε
))
χε = E0
ε2
χε .
Here, E0 denotes the minimal eigenvalue of the unscaled operator − d2dy2 + V ⊥, corresponding
to the normalised ground state χ. The relation of χε and χ is
χε(y) := 1√
ε
χ
(y
ε
)
. (6)
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By [22, Theorem 1], χε is exponentially localised on a scale of order ε for suitable confining
potentials V ⊥, such as harmonic potentials or smooth, bounded potentials that admit at least
one bound state below the essential spectrum.
In this paper, we derive an effective description of the many-body dynamics ψN,ε(t). We
show that if the system initially forms a Bose–Einstein condensate with factorised condensate
wave function, then the dynamics generated by Hµ,β(t) preserve this property. Under the
assumption that
lim
(N,ε)→(∞,0)
TrL2(R3)
∣∣∣∣γ(1)ψN,ε0 − |ϕε0〉〈ϕε0|
∣∣∣∣ = 0 ,
where the limit (N, ε)→ (∞, 0) is taken along a suitable sequence, we show that
lim
(N,ε)→(∞,0)
TrL2(R3)
∣∣∣γ(1)ψN,ε(t) − |ϕε(t)〉〈ϕε(t)|∣∣∣ = 0
with time-evolved condensate wave function ϕε(t) = Φ(t)χε. While the transverse part of the
condensate wave function remains in the ground state, merely undergoing phase oscillations,
the longitudinal part is subject to a non-trivial time evolution. We show that this evolution
is determined by the two-dimensional non-linear equationi
∂
∂tΦ(t, x) =
(−∆x + V ‖(t, (x, 0)) + bβ|Φ(t, x)|2)Φ(t, x) =: hβ(t)Φ(t, x)
Φ(0) = Φ0 .
(7)
The coupling parameter bβ in (7) depends on the scaling regime and is given by
bβ =

‖w‖L1(R3)
∫
R
|χ(y)|4 dy for β ∈ (0, 1),
8pia
∫
R
|χ(y)|4 dy for β = 1,
where a denotes the scattering length of w (see Section 3.2 for a definition). The evolution
equation (7) provides an effective description of the dynamics. Since the N bosons interact,
it contains an effective one-body potential, which is given by the probability density N |Φ(t)|2
times the two-body scattering process times a factor
∫
R |χε(y)|4 dy from the confinement. At
low energies, the scattering is to leading order described by the s-wave scattering length aµ,β
of the interaction wµ,β, which scales as aµ,β ∼ µ for the whole parameter range β ∈ (0, 1]
(see [18, Lemma A.1]) and characterises the length scale of the inter-particle correlations.
For the regime β ∈ (0, 1), we find aµ,β  µβ, i.e., the scattering length is negligible
compared to the range of the interaction in the limit (N, ε) → (∞, 0). In this situation, the
first order Born approximation 8piaµ,β ≈
∫
R3 wµ,β(z) dz is a valid description of the scattering
length and yields above coupling parameter bβ for β ∈ (0, 1).
In the scaling regime β = 1, the first order Born approximation breaks down since aµ,1 ∼ µ,
which implies that the correlations are visible on the length scale µ of the interaction even in
the limit (N, ε)→ (∞, 0). Consequently, the coupling parameter b1 contains the full scattering
length, which makes (7) a Gross–Pitaevskii equation.
Physically, the scaling β = 1 is relevant because it corresponds to an (N, ε)-independent in-
teraction via a suitable coordinate transformation. In the Gross–Pitaevskii regime, the kinetic
energy per particle (in the longitudinal directions) is of the same order as the total energy per
3
particle (without counting the energy from the confinement or the external potential). For
N bosons which interact via a potential with scattering length A in a trap with longitudinal
extension L and transverse size εL, the former scales as Ekin ∼ L−2. The latter can be com-
puted as Etotal ∼ A%3d ∼ AN/(L3ε), where %3d denotes the particle density. Both quantities
being of the same order implies the scaling condition A/L ∼ ε/N .
The choice A ∼ 1 entails L ∼ N/ε and corresponds to an (N, ε)-independent interaction
potential. Hence, to capture N bosons in a strongly asymmetric trap while remaining in the
Gross–Pitaevskii regime, one must increase the longitudinal length scale of the trap as N/ε
and the transverse scale as N . For our analysis, we choose to work instead in a setting where
L ∼ 1, thus we consider interactions with scattering length A ∼ ε/N . Both choices are related
by the coordinate transform z 7→ (ε/N)z, which comes with the time rescaling t 7→ (ε/N)2t
in the N -body Schro¨dinger equation (4).
For the scaling regime β ∈ (0, 1), there is no such coordinate transform relating wµ,β to a
physically relevant (N, ε)-independent interaction. We consider this case mainly because the
derivation of the Gross–Pitaevskii equation for β = 1 relies on the corresponding result for
β ∈ (0, 1). The central idea of the proof is to approximate the interaction wµ by an appropriate
potential with softer scaling behaviour covered by the result for β ∈ (0, 1), and to control the
remainders from this substitution. We follow the approach developed by Pickl in [43], which
was adapted to the problem with strong confinement in [9] and [10], where an effectively one-
dimensional NLS resp. Gross–Pitaevskii equation was derived for three-dimensional bosons
in a cigar-shaped trap. The model considered in [9, 10] is analogous to our model (1) but
with a two-dimensional confinement, i.e., where (x, y) ∈ R1+2. Since many estimates are
sensitive to the dimension and need to be reconsidered, the adaptation to our problem with
one-dimensional confinement is non-trivial. A detailed account of the new difficulties is given
in Remarks 3.1 and 3.2.
To the best of our knowledge, the only existing derivation of a two-dimensional evolution
equation from the three-dimensional N -body dynamics is by Chen and Holmer in [13]. Their
analysis is restricted to the range β ∈ (0, 25), which in particular does not include the physi-
cally relevant Gross–Pitaevskii case. In this paper, we extend their result to the full regime
β ∈ (0, 1] and include a larger class of confining traps as well as a possibly time-dependent
external potential. We impose different conditions on the parameters N and ε, which are
stronger than in [13] for small β but much less restrictive for larger β (see Remark 2.3). Re-
lated results for a cigar-shaped confinement were obtained in [9, 10, 14, 31].
Regarding the situation without strong confinement, the first mathematically rigorous jus-
tification of a three-dimensional NLS equation from the quantum many-body dynamics of
three-dimensional bosons with repulsive interactions was by Erdo˝s, Schlein and Yau in [18],
who extended their analysis to the Gross-Pitaevskii regime in [19]. With a different approach,
Pickl derived effective evolution equations for both regimes [43], providing also estimates of the
rate of convergence. Benedikter, De Oliveira and Schlein proposed a third and again different
strategy in [5], which was then adapted by Brennecke and Schlein in [11] to yield the optimal
rate of convergence. For two-dimensional bosons, effective NLS dynamics of repulsively inter-
acting bosons were first derived by Kirkpatrick, Schlein and Staffilani in [32]. This result was
extended to more singular scalings of the interaction, including the Gross–Pitaevskii regime,
by Leopold, Jeblick and Pickl in [28], and two-dimensional attractive interactions were covered
in [15, 30, 34]. Further results concerning the derivation of effective dynamics for interacting
bosons were obtained, e.g., in [1, 3, 16, 29, 33, 39, 40, 48].
The dimensional reduction of non-linear one-body equations was studied in [4] by Ben
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Abdallah, Me´hats, Schmeiser and Weisha¨upl, who consider an n + d-dimensional NLS equa-
tion with a d-dimensional quadratic confining potential. In the limit where the diameter of
this confinement converges to zero, they obtain an effective n-dimensional NLS equation. A
similar problem for a cubic NLS equation in a quantum waveguide, resulting in a limiting one-
dimensional equation, was covered by Me´hats and Raymond in [38], and the corresponding
problem for the linear Schro¨dinger equation was studied, e.g., in [49, 17].
The remainder of the paper is structured as follows: in Section 2, we state our assumptions
and present the main result. The strategy of proof for the NLS scaling is explained in Sec-
tion 3.1, while the Gross–Pitaevskii scaling is covered in Section 3.2. Section 3.3 contains the
proof of our main result, which depends on five propositions. Section 4 collects some auxiliary
estimates, which are used in Sections 5 and 6 to prove the propositions for β ∈ (0, 1) and
β = 1, respectively.
Notation. We use the notations A . B, A & B and A ∼ B to indicate that there exists
a constant C > 0 independent of ε,N, t, ψN,ε0 ,Φ0 such that A ≤ CB, A ≥ CB or A = CB,
respectively. This constant may, however, depend on the quantities fixed by the model, such
as V ⊥, χ and V ‖. Besides, we will exclusively use the symbol ·̂ to denote the weighted
many-body operators from Definition 3.1 and use the abbreviations
⟪·, ·⟫ := 〈·, ·〉L2(R3N ) , ‖·‖ := ‖·‖L2(R3N ) and ‖·‖op := ‖·‖L(L2(R3N )).
Finally, we write x+ and x− to denote (x+ σ) and (x− σ) for any fixed σ > 0, which is to be
understood in the following sense: Let the sequence (Nn, εn)n∈N → (∞, 0). Then
f(N, ε) . N−x− :⇔ for any σ > 0, f(Nn, εn) . N−x+σn for sufficiently large n ,
f(N, ε) . εx− :⇔ for any σ > 0, f(Nn, εn) . εx−σn for sufficiently large n ,
f(N, ε) . µx− :⇔ for any σ > 0, f(Nn, εn) . µx−σn for sufficiently large n .
Note that these statements concern fixed σ in the limit (N, ε)→ (∞, 0) and do in general not
hold uniformly as σ → 0. In particular, the implicit constants in the notation . may depend
on σ.
2 Main result
Our aim is to derive an effective description of the dynamics ψN,ε(t) in the simultaneous limit
(N, ε)→ (∞, 0). To this end, we consider families of initial data ψN,ε0 along sequences (Nn, εn)
with the following two properties:
Definition 2.1. Let {(Nn, εn)}n∈N ⊂ N× (0, 1) such that limn→∞(Nn, εn) = (∞, 0), and let
µn := εn/Nn. The sequence is called
• (Θ -)admissible, if
lim
n→∞
εΘn
µn
= Nnε
Θ−1
n = 0 ,
• (Γ-)moderately confining, if
lim
n→∞
εΓn
µn
= Nnε
Γ−1
n =∞ .
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Our result holds for sequences (N, ε) that are (Θ,Γ)β-admissible with parameters
1
β
= Γ < Θ <
3
β
β ∈ (0, 1) ,
1 < Γ < Θ ≤ 3 β = 1 .
(8)
The admissibility condition implies that εβΘ/µβ  1. Hence, by imposing this condition, we
ensure that the diameter ε of the confining potential does not shrink too slowly compared to
the range µβ of the interaction. Consequently, the energy gap above the transverse ground
state, which scales as ε−2, is always large enough to sufficiently suppress transverse excitations.
Clearly, it is necessary to choose Θ > 1, and the condition is weaker for larger Θ.
In the proof, we require the admissibility condition to control the orthogonal excitations
in the transverse direction (see Remark 3.1), which results in the respective upper bound
for Θ. The threshold Θ = 3+ admits N ∼ ε−2, which has a physical implication: if the
confinement is realised by a harmonic trap V ⊥(y) = ω2y2, the frequency ωε of the rescaled
oscillator ε−2V ⊥(y/ε) scales as ωε = ωε−2. Hence, Θ = 3+ means that the frequency of the
confining trap grows proportionally to N .
The moderate confinement condition implies that, for sufficiently large N and small ε,
µ
εΓ
= N−1ε1−Γ  1 ⇔

µβ
ε
 1 β ∈ (0, 1)
µ
εΓ
 1 β = 1 .
(9)
Moderate confinement means that ε does not shrink too fast compared to µβ. For β ∈ (0, 1),
it implies that the interaction is always supported well within the trap. This is automatically
true for β = 1 because µ/ε = N−1, but we require a somewhat stronger condition to handle the
Gross–Pitaevskii scaling (see Remark 3.2). This leads to the additional moderate confinement
condition for β = 1 with parameter Γ > 1, which is clearly a weaker restriction for smaller
Γ, and we expect this to be a purely technical condition (see Remark 2.3d). The upper
bound Γ < Θ is necessary to ensure the mutual compatibility of admissibility and moderate
confinement.
From a technical point of view, the moderate confinement condition allows us to compen-
sate for certain powers of ε−1 in terms of powers of N−1, while the admissibility condition
admits the control of powers of N by powers of ε.
To visualise the restrictions due to admissibility and moderate confinement, we plot in
Figure 1 the largest possible subset of the parameter space N× [0, 1] which can be covered by
our analysis. A sequence (N, ε)→ (∞, 0) passes through this space from the top right to the
bottom left corner. The two boundaries correspond to the two-stage limits where first N →∞
at constant ε and subsequently ε → 0, and vice versa. The edge cases are not contained in
our model.
The sequences (N, ε) → (∞, 0) within the dark grey region in Figure 1 are covered by
our analysis and yield an NLS or Gross–Pitaevskii equation, respectively. Naturally, these
restrictions are meaningful only for sufficiently large N and small ε, which implies that mainly
the section of the plot around the bottom left corner is of importance. The white region in
figures (a) to (c) is excluded from our analysis by the admissibility condition. In figure (d),
there is an additional prohibited region due to moderate confinement. Note that Chen and
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0 1N 1
0
1
(a) β = 13
0 1N 1
0
1
(b) β = 23
0 1N 1
0
1
(c) β = 56
0 1N 1
0
1
(d) β = 1
Figure 1: Best possible coverage of the parameter space N× [0, 1] for some exemplary choices
of β ∈ (0, 1) and for β = 1. We chose the least restrictive conditions satisfying Definition 2.1,
i.e., (Θ,Γ)β = (
3
β
−
, 1β ) and (Θ,Γ)1 = (3, 1
+). To make the moderate confinement condition
Γ = 1+ for β = 1 visible, we implemented it as Γ = 1.01. Theorem 1 applies in the dark
grey area, while the white region is excluded from our analysis. In the light grey part, we
expect the dynamics to be effectively described by a free evolution equation. Plotted with
Matplotlib [26].
Holmer impose constraints which are weaker for small β and stronger for larger β ∈ (0, 25),
which are discussed in Remark 2.3 and plotted in Figure 2.
The light grey region in Figure 1, which is present for β ∈ (0, 1), is not contained in The-
orem 1 as a consequence of the moderate confinement condition. We expect the dynamics in
this region to be described by an effective equation with coupling parameter bβ = 0 since it
corresponds to the condition ε/µβ  1, implying that the the confinement shrinks much faster
than the interaction. Consequently, the interaction is predominantly supported in a region
that is essentially inaccessible to the bosons, which results in a free evolution equation. For
β < 13 and a cigar-shaped confinement by Dirichlet boundary conditions, this was shown in [31].
As mentioned above, we will consider interactions in the NLS scaling regime β ∈ (0, 1)
which are of a more generic form than (3).
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Definition 2.2. Let β ∈ (0, 1) and η > 0. Define the setWβ,η as the set containing all families
wµ,β : (0, 1)→ L∞(R3,R), µ 7→ wµ,β,
such that for any µ ∈ (0, 1)
(a) ‖wµ,β‖L∞(R3) . µ1−3β,
(b) wµ,β is non-negative and spherically symmetric,
(c) %β := diam(suppwµ,β) ∼ µβ,
(d) lim
(N,ε)→(∞,0)
µ−η
∣∣∣∣bβ,N,ε(wµ,β)− lim(N,ε)→(∞,0) bβ,N,ε(wµ,β)
∣∣∣∣ = 0,
where
bβ,N,ε(wµ,β) := N
∫
R3
wµ,β(z) dz
∫
R
|χε(y)|4 dy = µ−1
∫
R3
wµ,β(z) dz
∫
R
|χ(y)|4 dy .
In the sequel, we will abbreviate bβ,N,ε(wµ,β) ≡ bβ,N,ε.
Condition (d) in Definition 2.2 regulates how fast the (N, ε)-dependent coupling param-
eter bβ,N,ε converges to its limit as (N, ε) → (∞, 0). For the special case (3), we find that
bβ,N,ε = ‖w‖L1(R3)
∫
R |χ(y)|4 dy is independent of N and ε, hence this interaction is contained
in Wβ,η for any choice of η > 0.
Throughout the paper, we will use two notions of one-particle energies:
• The “renormalised” energy per particle: for ψ ∈ D(Hµ,β(t) 12 ),
Eψwµ,β (t) :=
1
N ⟪ψ,Hµ,β(t)ψ⟫− E0ε2 , (10)
where E0 denotes the lowest eigenvalue of − d2dy2 + V ⊥(y).
• The effective energy per particle: for Φ ∈ H1(R2) and b ∈ R,
EΦb (t) :=
〈
Φ,
(
−∆x + V ‖(t, (x, 0)) + b2 |Φ|2
)
Φ
〉
L2(R2)
. (11)
We can now state our assumptions:
A1 Interaction potential.
• β ∈ (0, 1): Let wµ,β ∈ Wβ,η for some η > 0.
• β = 1: Let wµ be given by (2) with w ∈ L∞(R3,R) spherically symmetric,
non-negative and with suppw ⊆ {z ∈ R3 : |z| ≤ 1}.
A2 Confining potential. Let V ⊥ : R → R such that − d2
dy2
+ V ⊥ is self-adjoint and has a
non-degenerate ground state χ with energy E0 < inf σess(−∆y + V ⊥). Assume that
the negative part of V ⊥ is bounded and that χ ∈ C2b(R), i.e., χ is bounded and twice
continuously differentiable with bounded derivatives. We choose χ normalised and real.
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A3 External field. Let V ‖ : R × R3 → R such that for fixed z ∈ R3, V ‖(·, z) ∈ C1(R).
Further, assume that for each fixed t ∈ R, V ‖(t, ·), V˙ ‖(t, ·) ∈ L∞(R3) ∩ C1(R3) and
∂yV
‖(t, ·), ∂yV˙ ‖(t, ·) ∈ L∞(R3).
A4 Initial data. Let (N, ε)→ (∞, 0) be admissible and moderately confining with parame-
ters (Θ,Γ)β satisfying (8). Assume that the family of initial data ψ
N,ε
0 ∈ D(Hµ,β(0)) ∩
L2+(R3N ) with ‖ψN,ε0 ‖2 = 1, is close to a condensate with condensate wave function
ϕε0 = Φ0χ
ε for some normalised Φ0 ∈ H4(R2), i.e.,
lim
(N,ε)→(∞,0)
TrL2(R3)
∣∣∣γ(1)
ψN,ε0
− |Φ0χε〉〈Φ0χε|
∣∣∣ = 0 . (12)
Further, let
lim
(N,ε)→(∞,0)
∣∣∣∣EψN,ε0wµ,β (0)− EΦ0bβ (0)
∣∣∣∣ = 0. (13)
In our main result, we prove the persistence of condensation in the state ϕε(t) = Φ(t)χε for
initial data ψN,ε0 from A4. Naturally, we are interested in times for which the condensate wave
function Φ(t) exists, and, moreover, we require H4(R2)-regularity of Φ(t) for the proof. Let
us therefore introduce the maximal time of H4(R2)-existence,
T ex
V ‖ := sup
{
t ∈ R+0 : ‖Φ(t)‖H4(R2) <∞
}
, (14)
where Φ(t) is the solution of (7) with initial datum Φ0 from A4.
Remark 2.1. The regularity of the initial data is for many choices of V ‖ propagated by the
evolution (7). For several classes of external potentials, global existence in H4(R2)-sense and
explicit bounds on the growth of ‖Φ(t)‖H4(R2) are known:
• The case without external field, V ‖ = 0, was covered in [47, Corollary 1.3]: for initial
data Φ0 ∈ Hk(R2) with k > 0, there exists Ck > 0 depending on ‖Φ0‖Hk(R2) such that
‖Φ(t)‖Hk(R2) ≤ Ck(1 + |t|)
4
7
k+‖Φ0‖Hk(R2)
for all t ∈ R. If the initial data are further restricted to the set
Σk :=
{
f ∈ L2(R2) : ‖f‖Σk :=
∑
|α|+|β|≤k
‖xα∂βxf‖L2(R2) <∞
}
⊂ Hk(R2) ,
the bound is even uniform in t ∈ R. This is, for Φ0 ∈ Σk, there exists C > 0 such that
‖Φ(t)‖Hk(R2) < C
for all t ∈ R [12, Section 1.2].
• For time-dependent external potentials V ‖(t, (x, 0)) that are at most quadratic in x
uniformly in time, global existence of Hk(R2)-solutions with double exponential growth
was shown in [12, Corollary 1.4] for initial data Φ0 ∈ Σk:
Assume that V ‖(·, (·, 0)) ∈ L∞loc(R×R2) is real-valued such that the map x 7→ V ‖(t, (x, 0))
is C∞(R2), the map x 7→ V (t, (x, 0)) is C∞(R2) for almost all t ∈ R, and the map
t 7→ sup|x|≤1 |V ‖(t, (x, 0))| is L∞(R). Moreover, let ∂αxV ‖(·, (·, 0)) ∈ L∞(R × R2) for all
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α ∈ N2 with |α| ≥ 2. Let Φ0 ∈ Σk(R2) with k ≥ 2. Then there exists a constant C > 0
such that
‖Φ(t)‖Hk(R2) ≤ Cee
Ct
for all t ∈ R. In case of a time-independent harmonic potential and initial data Φ0 ∈ Σk,
this can be improved to an exponential rather than double exponential bound. Note,
however, that unbounded potentials V ‖(t, z) are excluded by assumption A3.
Theorem 1. Let β ∈ (0, 1] and assume that the potentials wµ,β, V ⊥ and V ‖ satisfy A1 – A3.
Let ψN,ε0 be a family of initial data satisfying A4, let ψ
N,ε(t) denote the solution of (4) with
initial datum ψN,ε0 , and let γ
(1)
ψN,ε(t)
denote its one-particle reduced density matrix as in (5).
Then for any 0 ≤ T < T ex
V ‖,
lim
(N,ε)→(∞,0)
sup
t∈[0,T ]
Tr
∣∣∣γ(1)ψN,ε(t) − |Φ(t)χε〉〈Φ(t)χε|∣∣∣ = 0, (15)
lim
(N,ε)→(∞,0)
sup
t∈[0,T ]
∣∣∣EψN,ε(t)wµ,β (t)− EΦ(t)bβ (t)∣∣∣ = 0 , (16)
where the limits are taken along the sequence from A4. Here, Φ(t) is the solution of (7) with
initial datum Φ(0) = Φ0 from A4 and with coupling parameter
bβ :=

lim
(N,ε)→(∞,0)
bβ,N,ε for β ∈ (0, 1) ,
8pia
∫
R
|χ(y)|4 dy for β = 1
(17)
with bβ,N,ε from Definition 2.2 and with a the scattering length of w as defined in (40).
Remark 2.2. (a) Due to assumptions A1–A3, the Hamiltonian Hµ,β(t) is for any t ∈ R
self-adjoint on its time-independent domain D(Hµ,β). Since we assume continuity of
t 7→ V ‖(t) ∈ L(L2(R3)), [23] implies that the family {Hµ,β(t)}t∈R generates a unique,
strongly continuous, unitary time evolution that leaves D(Hµ,β) invariant. By imposing
the further assumptions on V ‖, we can control the growth of the one-particle energies
and the interactions of the particles with the external potential. Note that it is physi-
cally important to include time-dependent external traps, since this admits non-trivial
dynamics even if the system is initially prepared in an eigenstate.
(b) Assumption A4 states that the system is initially a Bose–Einstein condensate which
factorises in a longitudinal and a transverse part. In [45, Theorems 1.1 and 1.3], Schnee
and Yngvason prove that both parts of the assumption are fulfilled by the ground state
of Hµ,β(0) for β = 1 and V
‖(0, z) = V (x) with V locally bounded and diverging as
|x| → ∞.
(c) Our proof yields an estimate of the rate of the convergence (15), which is of the form
Tr
∣∣∣γ(1)ψN,ε(t) − |Φ(t)χε〉〈Φ(t)χε|∣∣∣ . (A(0) +Rβ,Θ,Γ,η(N, ε)) 12 ef(t)
with
A(0) :=
∣∣∣∣EψN,ε0wµ,β (0)− EΦ0bβ (0)
∣∣∣∣+ (Tr ∣∣∣∣γ(1)ψN,ε0 − |Φ0χε〉〈Φ0χε|
∣∣∣∣) 12 ,
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Rβ,Θ,Γ,η(N, ε) . N−n1 + εn2 +
(
εΘ
µ
)n3
+
( µ
εΓ
)n4
for some n1, ..., n4 > 0 and some function f : R → R which is bounded uniformly in
both N and ε. The coefficients n1 to n4 can be recovered from the bounds in Proposi-
tions 3.6 and 3.11 by optimising (57) and (58) over the free parameters and making use
of Lemma 3.4. We do not expect this rate to be optimal.
Remark 2.3. The sequences (N, ε)→ (∞, 0) covered by Theorem 1 are restricted by admissi-
bility and moderate confinement condition (Definition 2.1 and (8)). To conclude this section,
let us discuss these constraints:
(a) By (8), the weakest possible constraints are given by (Θ,Γ)β = (
3
β
−
, 1β ) for β ∈ (0, 1)
and (Θ,Γ)1 = (3, 1
+) for β = 1. Instead of choosing these least restrictive values, we
present Theorem 1 and all estimates in explicit dependence of the parameters Θ and Γ,
making it more transparent where the conditions enter the proof. Moreover, the rate of
convergence improves for more restrictive choices of the parameters Γ and Θ.
(b) In [13], Chen and Holmer prove Theorem 1 for the regime β ∈ (0, 25) under different
assumptions on the sequence (N, ε). The subset of the parameter range N× [0, 1] covered
by their analysis is visualised in Figure 2.
While no admissibility condition is required for their proof, they impose a moderate
confinement condition which is equivalent to our condition for β ∈ (0, 311 ]. For larger β ∈
( 311 ,
2
5), they restrict the parameter range much stronger
1, and their condition becomes
so restrictive with increasing β that it delimitates the range of scaling parameters to
β ∈ (0, 25).
(c) No restriction comparable to the admissibility condition is needed for the ground state
problem in [45]. Given the work [38] where the strong confinement limit of the three-
dimensional NLS equation is taken, this suggests that our result should hold without
any such restriction. However, for the present proof, the condition is indispensable (see
Remarks 3.1 and 3.2).
(d) As argued above, the moderate confinement condition for β ∈ (0, 1) is optimal, in the
sense that we expect a free evolution equation if µβ/ε→∞. For β = 1, we require that
µ/εΓ → 0 for Γ > 1. Note that the choice Γ = 1 would mean no restriction at all because
µ/ε = N−1. Our proof works for Γ that are arbitrarily close to 1. However, since the
estimates are not uniform in Γ, the case Γ = 1 is excluded. To our understanding, the
constraint Γ > 1 is purely technical. Note that such a restriction is neither required for
the ground state problem in [45], nor in [10], where the dynamics for cigar-shaped case
with strong confinement in two directions is studied.
1More precisely, Chen and Holmer consider sequences (N, ε) such that N  ε−2ν(β), where ν(β) :=
max
{
1−β
2β
, 5β/4−1/12
1−5β/2 ,
β/2+5/6
1−β ,
β+1/3
1−2β
}
. For the regime β ∈ (0, 3
11
], this implies ν(β) = 1−β
2β
, which is equiv-
alent to the choice Γ = 1
β
and thus exactly our moderate confinement condition. For β ∈ ( 3
11
, 1
3
], one ob-
tains ν(β) = β+1/3
1−2β , which corresponds to the choice Γ =
5
3−6β >
1
β
, and for β ∈ ( 1
3
, 2
5
), one concludes
ν(β) = 5β/4−1/12
1−5β/2 , corresponding to Γ =
5
6−15β >
1
β
. Since the moderate confinement condition is weaker for
smaller Γ, we conclude that our condition is weaker for β > 3
11
.
11
0 1N 1
0
1
(a) d = 2, β = 311
0 1N 1
0
1
(b) d = 2, β = 13
0 1N 1
0
1
(c) d = 2, β = 1130
0 1N 1
0
1
(d) d = 2, β = 2360
Figure 2: Coverage of the parameter space N× [0, 1] for some exemplary choices of β ∈ (0, 25).
In [13], Chen and Holmer cover sequences within the dark grey region, while the white and
light grey area are excluded. In comparison, Theorem 1 applies to all sequences enclosed
between the black dashed line and the black dotted line, where the dashed line corresponds
to the admissibility and the dotted line to the moderate confinement condition. Limiting
sequences within the light grey region are expected to yield a free effective evolution equation.
Plotted with Matplotlib [26].
(e) Although no moderate confinement condition appears the cigar-shaped problem [10],
our analysis covers a considerably larger subset of the parameter space N× [0, 1] than is
included in [10]. In that work, the admissibility condition is given as Nε
2
5
− → 0, which
is much more restrictive than our condition.
3 Proof of the main result
The proof of Theorem 1, both for the NLS scaling β ∈ (0, 1) and the Gross–Pitaevskii case
β = 1, follows the approach developed by Pickl in [43]. The main idea is to avoid a direct
estimate of the differences in (15) and (16), but instead to define a functional
α<wµ,β : R × L2(R3N ) × L2(R3) → R+0 , (t, ψN,ε(t), ϕε(t)) 7→ α<wµ,β (t, ψN,ε(t), ϕε(t))
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in such a way that
lim
(N,ε)→(∞,0)
α<wµ,β (t, ψ
N,ε(t), ϕε(t)) = 0 ⇐⇒ (15) ∧ (16).
Physically, the functional α<wµ,β provides a measure of the relative number of particles that
remain outside the condensed phase ϕε(t), and is therefore also referred to as a counting
functional. The index wµ,β indicates that the evolutions of ψ
N,ε(t) and ϕε(t) are generated
by Hµ,β(t) and hβ(t), which depend, directly or indirectly, on the interaction wµ,β. To define
the functional α<wµ,β , we recall the projectors onto the condensate wave function that were
introduced in [42, 31]:
Definition 3.1. Let ϕε(t) = Φ(t)χε, where Φ(t) is the solution of the NLS equation (7) with
initial datum Φ0 from A4 and with χ
ε as in (6). Let
p := |ϕε(t)〉 〈ϕε(t)| ,
where we drop the t- and ε -dependence of p in the notation. For j ∈ {1, . . . , N}, define the
projection operators on L2(R3N )
pj := 1⊗ · · · ⊗ 1︸ ︷︷ ︸
j−1
⊗ p⊗ 1⊗ · · · ⊗ 1︸ ︷︷ ︸
N−j
and qj := 1− pj .
Further, define the orthogonal projections on L2(R3)
pΦ := |Φ(t)〉 〈Φ(t)| ⊗ 1L2(R), qΦ := 1L2(R3) − pΦ,
pχ
ε
:= 1L2(R2) ⊗ |χε〉 〈χε| , qχ
ε
:= 1L2(R3) − pχ
ε
,
and define pΦj , q
Φ
j , p
χε
j and q
χε
j on L
2(R3N ) analogously to pj and qj . Finally, for 0 ≤ k ≤ N ,
define the many-body projections
Pk =
(
q1 · · · qk pk+1 · · · pN
)
sym
:=
∑
J⊆{1,...,N}
|J |=k
∏
j∈J
qj
∏
l /∈J
pl
and Pk = 0 for k < 0 and k > N . Further, for any function f : N0 → R+0 and d ∈ Z, define
the operators f̂ , f̂d ∈ L
(
L2(R3N )
)
by
f̂ :=
N∑
k=0
f(k)Pk , f̂d :=
N−d∑
j=−d
f(j + d)Pj . (18)
Clearly,
∑N
k=0 Pk = 1. Besides, note the useful relations p = p
Φpχ
ε
, qΦq = qΦ, qχ
ε
q = qχ
ε
and q = qχ
ε
+ qΦpχ
ε
= qΦ + pΦqχ
ε
. In the sequel, we will make use of the following weight
functions:
Definition 3.2. Define
n : N0 → R+0 , k 7→ n(k) :=
√
k
N ,
and, for some ξ ∈ (0, 12),
m : N→ R+0 , m(k) :=
n(k) for k ≥ N
1−2ξ ,
1
2
(
N−1+ξk +N−ξ
)
else .
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Further, define the weight functions m] : N0 → R+0 , ] ∈ {a, b, c, d, e, f}, by
ma(k) := m(k)−m(k + 1), mb(k) := m(k)−m(k + 2),
mc(k) := ma(k)−ma(k + 1), md(k) := ma(k)−ma(k + 2),
me(k) := mb(k)−mb(k + 1), mf (k) := mb(k)−mb(k + 2).
(19)
The corresponding weighted many-body operators in the sense of (18) are denoted by m̂].
Finally, define
r̂ := m̂bp1p2 + m̂
a(p1q2 + q1p2).
Note that m equals n with a smooth, ξ-dependent cut-off. This modification of the weight
n is a technical trick that enables us to estimate expressions of the form ‖f̂ − f̂d‖op for f̂d as
in (18), which appear at many points in the proof. The difference f̂ − f̂d can be understood
as operator that is weighted, in the sense of (18), with the derivative dfdk . For the choice
f(k) = n(k), this derivative diverges as k → 0, whereas the cut-off ξ softens this singularity
for small k such that one finds ‖m̂−m̂d‖op . N−1+ξ for the choice f(k) = m(k) (Lemma 4.2b).
Definition 3.3. For β ∈ (0, 1), define
α<wµ,β (t) := α
<
wµ,β
(t, ψN,ε(t), ϕε(t)) := ⟪ψN,ε(t), m̂ψN,ε(t)⟫+ ∣∣EψN,ε(t)wµ,β (t)− EΦ(t)bβ (t)∣∣ .
The expression ⟪ψN,ε(t), m̂ψN,ε(t)⟫ is a suitably weighted sum of the expectation values of
Pkψ
N,ε(t). As m(0) ≈ 0 and m is increasing, the parts of ψN,ε(t) with more particles outside
ϕε(t) contribute more to α<wµ,β (t). It is well known that ⟪ψN,ε(t), m̂ψN,ε(t)⟫→ 0 is equivalent
to the convergence (15) of the one-particle reduced density matrix, hence α<wµ,β (t) → 0 is
equivalent to (15) and (16). The relation between the respective rates of convergence is stated
in the following lemma, whose proof is given in [9, Lemma 3.6]:
Lemma 3.4. For any t ∈ [0, T ex
V ‖), it holds that
Tr
∣∣∣γ(1)ψN,ε(t) − |ϕε(t)〉〈ϕε(t)|∣∣∣ ≤√8α<wµ,β (t) ,
α<wµ,β (t) ≤
∣∣∣EψN,ε(t)wµ,β (t)− EΦ(t)bβ (t)∣∣∣+
√
Tr
∣∣∣γ(1)ψN,ε(t) − |ϕε(t)〉〈ϕε(t)|∣∣∣+ 12N−ξ .
3.1 The NLS case β ∈ (0, 1)
The strategy of our proof is to derive a bound for | ddtα<wµ,β (t)|, which leads to an estimate
of α<wµ,β (t) by means of Gro¨nwall’s inequality. The first step is therefore to compute this
derivative.
Proposition 3.5. Assume A1 – A4 for β ∈ (0, 1). Let
w
(12)
µ,β := wµ,β(z1 − z2) and Z(12)β := w(12)µ,β −
bβ
N−1
(|Φ(t, x1)|2 + |Φ(t, x2)|2)
and define
L :=
{
Nm̂a−1, Nm̂
b
−2
}
(20)
for m̂a−1 and m̂b−2 as defined in (18) and (19). Then∣∣∣ ddtα<wµ,β (t)∣∣∣ ≤ ∣∣γa,<(t)∣∣+ |γb,<(t)|
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for almost every t ∈ [0, T ex
V ‖), where
γa,<(t) :=
∣∣∣⟪ψN,ε(t), V˙ ‖(t, z1)ψN,ε(t)⟫− 〈Φ(t), V˙ ‖(t, (x, 0))Φ(t)〉
L2(R2)
∣∣∣ (21)
−2N=⟪ψN,ε(t), m̂a−1q1(V ‖(t, z1)− V ‖(t, (x1, 0)))p1ψN,ε(t)⟫ , (22)
γb,<(t) := −N(N − 1)=⟪ψN,ε(t), Z(12)β m̂ψN,ε(t)⟫ , (23)
=: γ
(1)
b,<(t) + γ
(2)
b,<(t) + γ
(3)
b,<(t) + γ
(4)
b,<(t) ,
with
∣∣γ(1)b,<(t)∣∣ := N max
l̂∈L
∣∣∣⟪ψN,ε(t), l̂qΦ1 pχε1 p2Z(12)β p1p2ψN,ε(t)⟫∣∣∣ , (24)∣∣γ(2)b,<(t)∣∣ := N max
l̂∈L
max
t2∈{p2, q2, qΦ2 pχ
ε
2 }
∣∣∣⟪ψN,ε(t), qχε1 t2 l̂w(12)µ,β p1p2ψN,ε(t)⟫∣∣∣ (25)
+N max
l̂∈L
∣∣∣⟪ψN,ε(t), qχε1 q2 l̂w(12)µ,β p1qχε2 ψN,ε(t)⟫∣∣∣ (26)
+N max
l̂∈L
∣∣∣⟪ψN,ε(t), qχε2 qΦ1 pχε1 l̂w(12)µ,β p1qχε2 ψN,ε(t)⟫∣∣∣ (27)
+N max
l̂∈L
∣∣∣⟪ψN,ε(t), qχε1 qχε2 l̂w(12)µ,β p1pχε2 qΦ2 ψN,ε(t)⟫∣∣∣ , (28)∣∣γ(3)b,<(t)∣∣ := N max
l̂∈L
∣∣∣⟪ψN,ε(t), (qχε2 qΦ1 pχε1 + qχε1 qΦ2 pχε2 )l̂w(12)µ,β p1pχε2 qΦ2 ψN,ε(t)⟫∣∣∣ (29)
+N max
l̂∈L
∣∣∣⟪ψN,ε(t), qΦ1 qΦ2 pχε1 pχε2 l̂w(12)µ,β p2qχε1 ψN,ε(t)⟫∣∣∣ , (30)∣∣γ(4)b,<(t)∣∣ := N max
l̂∈L
∣∣∣⟪ψN,ε(t), qΦ1 qΦ2 l̂pχε1 pχε2 w(12)µ,β p1p2ψN,ε(t)⟫∣∣∣ (31)
+N max
l̂∈L
∣∣∣⟪ψN,ε(t), qΦ1 qΦ2 l̂pχε1 pχε2 w(12)µ,β p1pχε2 qΦ2 ψN,ε(t)⟫∣∣∣ (32)
+bβ max
l̂∈L
∣∣∣⟪ψN,ε(t), q1q2 l̂|Φ(t, x1)|2p1q2ψN,ε(t)⟫∣∣∣ . (33)
The term γa,< summarises all contributions from interactions between the particles and
the external field V ‖, while γb,< collects all contributions from the mutual interactions between
the bosons. The latter can be subdivided into four parts:
• γ(1)b,< and γ(4)b,< contain the quasi two-dimensional interaction wµ,β(x1−x2) resulting from
integrating out the transverse degrees of freedom in wµ,β, which is given as
pχ
ε
1 p
χε
2 wµ,β(z1 − z2)pχ
ε
1 p
χε
2 =: wµ,β(x1 − x2)pχ
ε
1 p
χε
2
(see Definition 5.4). Hence, γ
(1)
b,< and γ
(4)
b,< can be understood as two-dimensional ana-
logue of the corresponding expressions in the three-dimensional problem without confine-
ment [43, Lemma A.4], and the estimates are inspired by [43]. Note that γ
(1)
b,< contains the
difference between the quasi two-dimensional interaction potential wµ,β and the effective
one-body potential bβ|Φ(t)|2, which means that it vanishes in the limit (N, ε)→ (∞, 0)
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only if (7) with coupling parameter bβ is the correct effective equation. The last line (33)
of γ
(4)
b,< contains merely the effective interaction potential bβ|Φ(t)|2 instead of the pair
interaction wµ,β, hence, it is easily controlled.
• γ(2)b,< and γ(3)b,< are remainders from the replacement wµ,β → wµ,β, hence they have no
three-dimensional equivalent. They are comparable to the expression γ
(2)
b in [9] from
the analogous replacement of the originally three-dimensional interaction by its quasi
one-dimensional counterpart.
The second step is to control γa,< to γ
(4)
b,< in terms of α
<
wµ,β
(t) and by expressions that vanish
in the limit (N, ε)→ (∞, 0). To write the estimates in a more compact form, let us define the
function eβ : [0, T
ex
V ‖)→ [1,∞) as
e2β(t) := ‖Φ(t)‖2H4(R2) + |E
ψN,ε0
wµ,β (0)|+ |EΦ0bβ (0)|+
t∫
0
‖V˙ ‖(s)‖L∞(R3) ds
+ sup
i,j∈{0,1}
‖∂it∂jyV ‖(t)‖L∞(R3) ,
(34)
where Φ(t) denotes the solution of (7) with initial datum Φ0 from A4. Note that eβ(t) is
bounded uniformly in N and ε because the only (N, ε)-dependent quantity E
ψN,ε0
wµ,β (0) converges
to EΦ0bβ (0) as (N, ε)→ (∞, 0) by A4. The function eβ is particularly useful since∣∣EψN,ε(t)wµ,β (t)∣∣ ≤ e2β(t)− 1 and ∣∣EΦ(t)bβ (t)∣∣ ≤ e2β(t)− 1
for any t ∈ [0, T ex
V ‖) by the fundamental theorem of calculus. Note that for a time-independent
external field V ‖, e2β(t) . 1 as a consequence of Remark 2.1, hence E
ψN,ε(t)
wµ,β (t) and EΦ(t)bβ (t) are
in this case bounded uniformly in t ∈ [0, T ex
V ‖).
Recall that by assumption A4, we consider sequences (N, ε) that are (Θ,Γ)β-admissible
with Γβ = 1/β and Θβ ∈ (1/β, 3/β). To make a clear distinction between the cases β ∈ (0, 1)
and β = 1, let us define
δ := βΘβ ∈ (1, 3) ,
i.e., we consider sequences with
(Θ,Γ)β = (
δ
β ,
1
β ) .
Proposition 3.6. Let β ∈ (0, 1) and assume A1 – A4 with parameters β and η in A1 and
(Θ,Γ)β = (
δ
β ,
1
β ) in A4. Let
0 < ξ < min
{
1
3 ,
1−β
2 , β ,
β(3−δ)
2(δ−β)
}
, 0 < σ < min
{
1−3ξ
4 , β − ξ
}
.
Then, for sufficiently small µ, the terms γa,< to γ
(4)
b,< from Proposition 3.5 are bounded by∣∣γa,<(t)∣∣ . e3β(t) ε+ eβ(t)⟪ψN,ε(t), n̂ψN,ε(t)⟫ ,∣∣γ(1)b,<(t)∣∣ . e2β(t)(µβε +N−1 + µη) ,
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∣∣γ(2)b,<(t)∣∣ . e3β(t)(( εδµβ ) ξβ+ 12 + ε 1−β2 ) ,∣∣γ(3)b,<(t)∣∣ . e3β(t)(( δβ) 12 ( εδµβ ) ξβ + ( 11−β) 12 N−β2) ,∣∣γ(4)b,<(t)∣∣ . e3β(t)α<wµ,β (t) + e3β(t)(µβε + ( ε3µβ ) 12 +N−σ + µη + µ 1−β2 ) .
Remark 3.1. (a) The estimates of γa,<, γ
(1)
b,< and γ
(2)
b,< work analogously to the corresponding
bounds in [9] and are briefly summarised in Sections 5.2.1 and 5.2.2. While γa,< is easily
bounded since it contains only one-body contributions, the key for the estimate of γ
(1)
b,<
is that for sufficiently large N and small ε,
N
∫
dy2|χε(y2)|2
∫
dz1|ϕε(z1)|2wµ,β(z1 − z2)
≈ N
(∫
dy2|χε(y2)|4
)
‖wµ,β‖L1(R3)|Φ(x2)|2 = bβ,N,ε|Φ(x2)|2
due to sufficient regularity of ϕε and since the support of wµ,β shrinks as µ
β. For this
argument, it is crucial that the sequence (N, ε) is moderately confining.
The main idea to control γ
(2)
b,< is an integration by parts, exploiting that the antiderivative
of wµ,β is less singular than wµ,β and that ∇jψN,ε(t) can be controlled in terms of the
energy E
ψN,ε(t)
wµ,β (t). To this end, we define the function hε as the solution of the equation
∆hε = wµ,β on a three-dimensional ball with radius ε and Dirichlet boundary conditions
and integrate by parts on that ball. To prevent contributions from the boundary, we
insert a smoothed step function whose derivative can be controlled (Definition 5.1).
To make up for the factors ε−1 from the derivative, one observes that all expressions
in γ
(2)
b,< contain at least one projection q
χε . Since ‖qχε1 ψN,ε(t)‖ = O(ε) (Lemma 4.9a),
which follows since the spectral gap between ground state and excitation spectrum grows
proportionally to ε−2, the projections qχε provide the missing factors ε. The second main
ingredient is the admissibility condition, which allows us to cancel small powers of N by
powers of ε gained from qχ
ε
.
(b) For γ
(3)
b,<, this strategy of a three-dimensional integration by parts does not work: whereas
qχ
ε
cancels the factor ε−1 from the derivative, we do not gain sufficient powers of ε to
compensate for all positive powers of N . Note that this problem did not occur in [9],
where the ratio of N and ε was different.2
To cope with γ
(3)
b,<, note that both (29) and (30) contain the expression p
χε
1 w
(12)
µ,β p
χε
1 ,
which, analogously to wµ,β, defines a function wµ,β(x1 − x2, y2) where one of the y-
variables is integrated out (Definition 5.4). We integrate by parts only in the x-variable,
2In the 3d→ 1d case [9], the range of the interaction scales as µβ1d = (ε2/N)β , besides χε1d(y) = ε−1χ1d(y/ε),
and the admissibility condition reads ε2/µβ1d → 0. These slightly different formulas lead to the esti-
mate ‖(∇1h1dε (z1 − z2))p1d1 ‖op . N−1+
β
2 ε1−β , while we obtain in our case ‖(∇1h(12)ε )p1‖op . N−1+ β2 ε 1−β2
(Lemma 5.2). Following the same path as in γ
(2)
b,<, e.g., for (29) (corresponding to (21) in [9]), we obtain in
the 1d problem the estimate ∼ N β2 ε1−β = (ε2/µβ1d)
1
2 , which can be controlled by the respective admissibility
condition. As opposed to this, we compute in our case that (29) ∼ N β2 ε 1−β2 = (ε/µβ) 12 , which diverges due to
moderate confinement.
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which has the advantages that ∇x does not generate factors ε−1 and that the x-anti-
derivative of wµ,β(·, y) diverges only logarithmically in µ−1 (Lemma 5.6b). Due to ad-
missibility and moderate confinement condition, this can be cancelled by any positive
power of ε or N−1. In distinction to γ(2)b,<, we do not integrate by parts on a ball with
Dirichlet boundary conditions but instead add and subtract suitable counter-terms as
in [43] and integrate over R2. Note that one would obtain the same result when inte-
grating by parts on a ball as in γ
(2)
b,<, but in this way the estimates are easily transferable
to γ
(4)
b,< (see below).
More precisely, we construct vρ(·, y) such that ‖wµ,β(·, y)‖L1(R2) = ‖vρ(·, y)‖L1(R2) and
that supp vρ(·, y) scales as ρ ∈ (µβ, 1] (Definition 5.4). As a consequence of Newton’s
theorem, the solution h%β ,ρ of ∆xh%β ,ρ = wµ,β−vρ is supported within a two-dimensional
ball with radius ρ. We then write wµ,β(·, y) = ∆xh%β ,ρ(·, y) + vρ(·, y), integrate the first
term by parts in x, and choose ρ sufficiently large that the contributions from vρ can be
controlled. The full argument is given in Sections 5.2.3 and 5.2.4.
(c) Finally, to estimate γ
(4)
b,< (Section 5.2.5), we define wµ,β as above and integrate by parts
in x, using an auxiliary potential vρ analogously to vρ (Definition 5.4). To cope with
the logarithmic divergences from the two-dimensional Green’s function, we integrate by
parts twice, following an idea from [43]. This is the reason why we defined h%β ,ρ and
h%β ,ρ on R2 and not on a ball, which would require the use of a smoothed step function.
While the results are the same when integrating by parts only once, it turns out that
the additional factors ρ−1 from a second derivative hitting the step function cannot be
controlled sufficiently well.
For (32), the bound ‖∇x1ψN,ε(t)‖2 . 1 from a priori energy estimates is insufficient,
comparable to the situation in [43] and [9]. Instead, we require an improved bound on
the kinetic energy of the part of ψN,ε(t) with at least one particle orthogonal to Φ(t),
given by ‖∇x1qΦ1 ψN,ε(t)‖2. Essentially, one shows that∣∣EψN,ε(t)wµ,β − EΦ(t)bβ (t)∣∣ & ‖∇x1ψN,ε(t)‖2 − ‖∇xΦ(t)‖2 − O(1)
& ‖∇x1qΦ1 ψN,ε(t)‖2 + (‖∇x1pΦ1 ψN,ε(t)‖2 − ‖∇xΦ(t)‖2)− O(1)
≥ ‖∇x1qΦ1 ψN,ε(t)‖2 − ‖∇xΦ(t)‖2 ⟪ψN,ε(t), n̂ψN,ε(t)⟫− O(1) ,
which implies
‖∇x1qΦ1 ψN,ε(t)‖2 . α<wµ,β (t) + O(1) .
The rigorous proof of this bound (Lemma 5.7) is an adaptation of the corresponding
Lemma 4.21 in [9] and requires the new strategies described above, as well as both
moderate confinement and admissibility condition.
3.2 The Gross–Pitaevskii case β = 1
For an interaction wµ in the Gross–Pitaevskii scaling regime, the previous strategy, i.e., de-
riving an estimate of the form | ddtα<wµ(t)| . α<wµ(t) + O(1), cannot work. To understand this,
let us analyse the term γ
(1)
b,<, which contains the difference between the quasi two-dimensional
interaction wµ,β and the effective potential b1|Φ(t)|2. As pointed out in Remark 3.1a, the basic
idea here is to expand |ϕε(z1 − z2)|2 around z2, which can be made rigorous for sufficiently
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regular ϕε and yields
N
∫
dy2|χε(y2)|2
∫
dz1|ϕε(z1)|2wµ(z1 − z2) ≈ N
(∫
dy|χε(y)|4
)
‖wµ‖L1(R3)|Φ(x2)|2 . (35)
Whereas this equals (at least asymptotically) the coupling parameter bβ for β ∈ (0, 1), the
situation is now different since b1 = 8pia
∫ |χ(y)|4 dy. In order to see that (35) and b1 are not
asymptotically equal, but actually differ by an error of O(1), let us briefly recall the definition
of the scattering length and its scaling properties.
The three-dimensional zero energy scattering equation for the interaction wµ = µ
−2w(·/µ)
is {(−∆ + 12wµ(z)) jµ(z) = 0 for |z| <∞ ,
jµ(z)→ 1 as |z| → ∞ .
(36)
By [37, Theorems C.1 and C.2], the unique solution jµ ∈ C1(R3) of (36) is spherically sym-
metric, non-negative and non-decreasing in |z|, and satisfiesjµ(z) = 1−
aµ
|z| for |z| > µ,
jµ(z) ≥ 1− aµ|z| else,
(37)
where aµ ∈ R is called the scattering length of wµ. Equivalently,
8piaµ :=
∫
R3
wµ(z)jµ(z) dz . (38)
From the scaling behaviour of (36), it is obvious that jµ(z) = jµ=1(z/µ) and that
aµ = µa , (39)
where a denotes the scattering length of the unscaled interaction w = wµ=1, i.e.,
8pia :=
∫
R3
w(z)jµ=1(z) dz . (40)
Returning to the original question, this implies that
b1 = 8pia
∫
R
|χ(y)|4 dy = N
∫
R
|χε(y)|4 dy
∫
R3
wµ(z)jµ(z) dz ,
and consequently
(35)− b1|Φ(x2)|2 = N |Φ(x2)|2
∫
R
|χε(y)|4 dy
∫
R3
wµ(z)(1− jµ(z))
≥ µ−1|Φ(x2)|2
∫
R
|χ(y)|4 dy (1− jµ(µ)) ‖wµ‖L1(R3) = O(1) ,
where we have used that ‖wµ‖L1(R3) = µ‖w‖L1(R3) and that jµ(z) is continuous and non-
decreasing, hence jµ(z) ≤ jµ(µ) for z ∈ suppwµ and 1 − jµ(µ) ≈ a. In conclusion, the
contribution from γ
(1)
b,< does not vanish if b1 is the coupling parameter in [9]. Naturally, one
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could amend this by taking
∫ |χ(y)|4 dy‖w‖L1(R3) instead of b1 as parameter in the non-linear
equation. However, for this choice, the contributions from γ
(2)
b,< to γ
(4)
b,< would not vanish in
the limit (N, ε)→ (∞, 0), as can easily be seen by setting β = 1 in Proposition 3.6.
The physical reason why the Gross–Pitaevskii scaling is fundamentally different — and
why it requires a different strategy of proof — is the fact that the length scale aµ of the
inter-particle correlations is of the same order as the range µ of the interaction. In contrast,
for β ∈ (0, 1), the relation aµ,β  µβ implies that jµ,β ≈ 1 on the support of wµ,β, hence the
first order Born approximation 8piaµ,β ≈ ‖wµ,β‖L1(R3) applies in this case.
Before explaining the strategy of proof for the Gross–Pitaevskii scaling, let us introduce
the auxiliary function f
β˜
∈ C1(R3). This function will be defined in such a way that it
asymptotically coincides with jµ on suppwµ but, in contrast to jµ, satisfies fβ˜(z) = 1 for
sufficiently large |z|, which has the benefit of 1− f
β˜
and ∇f
β˜
being compactly supported. To
construct f
β˜
, we define the potential U
µ,β˜
such that the scattering length of wµ −Uµ,β˜ equals
zero, and define f
β˜
as the solution of the corresponding zero energy scattering equation:
Definition 3.7. Let β˜ ∈ (13 , 1). Define
U
µ,β˜
(z) :=
{
µ1−3β˜a for µβ˜ < |z| < %
β˜
,
0 else,
where %
β˜
is the minimal value in (µβ˜,∞] such that the scattering length of wµ − Uµ,β˜ equals
zero. Further, let f
β˜
∈ C1(R3) be the solution of
(
−∆ + 12
(
wµ(z)− Uµ,β˜(z)
))
f
β˜
(z) = 0 for |z| < %
β˜
,
f
β˜
(z) = 1 for |z| ≥ %
β˜
,
(41)
and define
g
β˜
:= 1− f
β˜
.
In the sequel, we will abbreviate
U
(ij)
µ,β˜
:= U
µ,β˜
(zi − zj) , g(ij)
β˜
:= g
β˜
(zi − zj) , and f (ij)
β˜
:= f
β˜
(zi − zj).
In [10, Lemma 4.9], it is shown by explicit construction that a suitable %
β˜
exists and that it
is of order µβ˜. Note that Definition 3.7 implies in particular that∫
R3
(
wµ(z)− Uµ,β˜(z)
)
f
β˜
(z) dz = 0 , (42)
which is an equivalent way of expressing that the scattering length of wµ−Uµ,β˜ equals zero. Let
us remark that a comparable construction was used in [11] and in the series of papers [6, 7, 8]3.
3 Translated to our setting, the authors consider the ground state f` of the rescaled Neumann problem(−∆ + 1
2
wµ(z)
)
f`(z) = µ
−2λ`f`(z) on the ball {|z| ≤ `} for some ` ∼ 1 and extend it by f`(z) = 1 outside the
ball. The lowest Neumann eigenvalue scales as λ` ∼ (µ/`)3, hence one can re-write the equation in the form(−∆ + 1
2
(wµ(z)− U(z))
)
f`(z) = 0, where U(z) = µC1|z|≤` for some constant C. This is comparable to (42)
for the choice β˜ = 0. Note that in contrast, we require β˜ > max{ γ+1
2γ
, 5
6
} (Proposition 3.11).
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Heuristically, one may think of the condensed N -body state as a product state that is
overlaid with a microscopic structure described by f
β˜
, i.e.,
ψcor(t, z1, ..., zN ) :=
N∏
k=1
ϕε(t, zk)
∏
1≤l<m≤N
f
β˜
(zl − zm) , (43)
as was first proposed by Jastrow in [27]. For β ∈ (0, 1), it holds that f
β˜
≈ 1, i.e., the condensate
is approximately described by the product (ϕε)⊗N — which is precisely the state onto which
the operator P0 = p1 ···pN projects. For the Gross–Pitaevskii scaling, however, fβ˜ is not
approximately constant, and the product state is no appropriate description of the condensed
N -body wave function. The idea in [43] is to account for this in the counting functional by
replacing the projection P0 onto the product state by the projection onto the correlated state
ψcor. In this spirit, one substitutes the expression ⟪ψ, m̂ψ⟫ in α<wµ,β (t) by
⟪ψ,∏
k<l
f
(lk)
β˜
m̂
∏
r<s
f
(rs)
β˜
ψ⟫ ≈ ⟪ψ, m̂ψ⟫−N(N − 1)<⟪ψ, g(12)
β˜
m̂ψ⟫ ,
where we expanded f
β˜
= 1− g
β˜
and kept only the terms which are at most linear in g
β˜
. This
leads to the following definition:
Definition 3.8.
αwµ(t) := α
<
wµ(t)−N(N − 1)<⟪ψN,ε(t), g(12)β˜ r̂ ψN,ε(t)⟫ .
Since the convergence of α<wµ(t) is equivalent to (15) and (16), an estimate of αwµ(t) is only
meaningful if the correction to α<wµ(t) in Definition 3.8 converges to zero as (N, ε) → (∞, 0).
This is the reason why we defined it using the operator r̂ (Definition 3.2) instead of m̂: as
r̂ contains additional projections p1 and p2, we can use the estimate ‖g(12)
β˜
p1‖op . ε− 12µ1+
β˜
2
instead of ‖g
β˜
‖∞ . 1 (Lemma 6.2). In the following proposition, it is shown that this suffices
for the correction term to vanish in the limit.
Proposition 3.9. Assume A1 – A4. Then∣∣∣∣N(N − 1)<⟪ψN,ε(t), g(12)β˜ r̂ ψN,ε(t)⟫∣∣∣∣ . ε
for all t ∈ [0, T ex
V ‖).
By adding the correction term to α<wµ(t), we effectively replace wµ by Uµ,β˜fβ˜ in the time
derivative of α<wµ(t). To explain what is meant by this statement, let us analyse the contribu-
tions to the time derivative of αwµ(t), which are collected in the following proposition:
Proposition 3.10. Assume A1 – A4 for β = 1. Then∣∣ d
dtαwµ(t)
∣∣ ≤ ∣∣γ<(t)∣∣+ ∣∣γa(t)∣∣+ |γb(t)|+ |γc(t)|+ |γd(t)|+ |γe(t)|+ |γf (t)|
for almost every t ∈ [0, T ex
V ‖), where
γ<(t) :=
∣∣∣∣⟪ψN,ε(t), V˙ ‖(t, z1)ψN,ε(t)⟫− 〈Φ(t), V˙ ‖(t, (x, 0))Φ(t)〉L2(R2)
∣∣∣∣ (44)
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−2N=⟪ψN,ε(t), q1m̂a−1(V ‖(t, z1)− V ‖(t, (x1, 0)))p1ψN,ε(t)⟫ (45)
−N(N − 1)=⟪ψN,ε(t), Z˜(12)m̂ψN,ε(t)⟫ , (46)
γa(t) := N
2(N − 1)=⟪ψN,ε(t), g(12)
β˜
[
V ‖(t, z1)− V ‖(t, (x1, 0)), r̂
]
ψN,ε(t)⟫ , (47)
γb(t) := −N=⟪ψN,ε(t), b1(|Φ(t, x1)|2 + |Φ(t, x2)|2)g(12)
β˜
r̂ ψN,ε(t)⟫ (48)
−N=⟪ψN,ε(t), (b
β˜
− b1)(|Φ(t, x1)|2 + |Φ(t, x2)|2) r̂ ψN,ε(t)⟫ (49)
−N(N − 1)=⟪ψN,ε(t), g(12)
β˜
r̂ Z(12)ψN,ε(t)⟫ , (50)
γc(t) := −4N(N − 1)=⟪ψN,ε(t), (∇1g(12)
β˜
) · ∇1r̂ ψN,ε(t)⟫ , (51)
γd(t) := −N(N − 1)(N − 2)=⟪ψN,ε(t), g(12)
β˜
[
b1|Φ(t, x3)|2, r̂
]
ψN,ε(t)⟫ (52)
+2N(N − 1)(N − 2)=⟪ψN,ε(t), g(12)
β˜
[
w(13)µ , r̂
]
ψN,ε(t)⟫ , (53)
γe(t) :=
1
2N(N − 1)(N − 2)(N − 3)=⟪ψN,ε(t), g(12)β˜ [w(34)µ , r̂ ]ψN,ε(t)⟫ , (54)
γf (t) := −2N(N − 2)=⟪ψN,ε(t), g(12)
β˜
[
b1|Φ(t, x1)|2, r̂
]
ψN,ε(t)⟫ . (55)
Here, we have used the abbreviations
Z(ij) := w(ij)µ − b1N−1
(|Φ(t, xi)|2 + |Φ(t, xj)|2) ,
Z˜(ij) := U
(ij)
µ,β˜
f
(ij)
β˜
− bβ˜N−1(|Φ(t, xi)|2 + |Φ(t, xj)|2),
where
b
β˜
:= lim
(N,ε)→(∞,0)
µ−1
∫
R3
U
µ,β˜
(z)f
β˜
(z) dz
∫
R2
|χ(y)|4 dy.
The proof of this proposition is given in Section 6.5. Note that the contributions to the
derivative ddtαwµ(t) fall into two categories:
• The terms (44)–(45) in γ< equal γa,< from Proposition 3.5, and (46) is exactly γb,<
with interaction potential U
µ,β˜
f
β˜
. Hence, estimating γ< is equivalent to estimating
the functional α<U
µ,β˜
f
β˜
(t), which arises from α<wµ(t) by replacing the interaction wµ by
U
µ,β˜
f
β˜
. Since U
µ,β˜
f
β˜
∈ W
β˜,η
for any η ∈ (0, 1 − β˜) (Lemma 6.4), this is an interaction
in the NLS scaling regime, which was covered in the previous section. The physical idea
here is that a sufficiently distant test particle with very low energy cannot resolve the
difference between wµ,β and Uµ,β˜fβ˜ ≈ Uµ,β˜ since the scattering length of this difference
is approximately zero by construction (42).
• γa to γf can be understood as remainders from this substitution. γa collects the con-
tributions coming from the fact that the N -body wave function interacts with a three-
dimensional external trap V ‖, while only V ‖ evaluated on the plane y = 0 enters in
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the effective equation (7). Since this is an effect of the strong confinement, it has no
equivalent in the three-dimensional problem [43], but the same contribution occurs in
the situation of a cigar-shaped confinement [10]. The terms γb to γf are analogous to
the corresponding expressions in [43] and [10].
By assumption A4, our analysis covers sequences (N, ε) that are (Θ,Γ)1-admissible with
1 < Γ < Θ ≤ 3. To emphasize the distinction from the case β ∈ (0, 1), let us call Θ1 =: ϑ and
Γ1 =: γ, i.e., we consider
(Θ,Γ)1 = (ϑ, γ) .
Proposition 3.11. Let β = 1 and assume A1 – A4 with parameters (Θ,Γ)1 = (ϑ, γ) in A4.
Let t ∈ [0, T ex
V ‖) and let
max
{
γ+1
2γ ,
5
6
}
< d < β˜ < 1, 0 < ξ < min
{
1−β˜
2 ,
3−ϑβ˜
2(ϑ−1)
}
.
Then, for sufficiently small µ,
∣∣γ<(t)∣∣ . e31(t)α<wµ + e41(t)
((
εϑ
µ
) β˜
2
+
( µ
εγ
) 1
β˜γ2 + ε
1−β˜
2 +N−d+
5
6
)
,
∣∣γa(t)∣∣ . e41(t)( εϑµ )1+ξ− β˜2 ,∣∣γb(t)∣∣ . e31(t) ε 1+β˜2 ,∣∣γc(t)∣∣ . e31(t)(ε 1+β˜2 + ( µεγ ) β˜2−ξ) ,∣∣γd(t)∣∣ . e31(t)(( εϑµ )1+ξ−β˜ + ε 1+β˜2 ) ,∣∣γe(t)∣∣ . e31(t) ε 1+β˜2 ,∣∣γf (t)∣∣ . e31(t) ε 1+β˜2 .
Remark 3.2. (a) To estimate γ<, observe first that we have chosen β˜ such that U
µ,β˜
f
β˜
∈
W
β˜,η
for some η, and such that assumption A4 with parameters (Θ,Γ)1 = (ϑ, γ) makes
the sequence (N, ε) at the same time admissible/moderately confining with parameters
(Θ,Γ)
β˜
= (δ/β˜, 1/β˜) for some δ ∈ (1, 3) (see Section 6.6.1). Consequently, Proposi-
tion 3.6 yields
|γ<(t)| . α<U
µ,β˜
f
β˜
(t) + O(1) = ⟪ψN,ε, m̂ψN,ε⟫+ ∣∣EψN,ε(t)U
µ,β˜
f
β˜
(t)− EΦ(t)b
β˜
(t)
∣∣+ O(1) . (56)
However, this does not yet complete the estimate for γ< since we need to bound all
expressions in Proposition 3.10 in terms of α<wµ = ⟪ψN,ε, m̂ψN,ε⟫+∣∣EψN,ε(t)wµ (t)−EΦ(t)b1 (t)∣∣,
up to contributions O(1). By construction of f
β˜
, it follows that b
β˜
= b1 (see (90) in
Lemma 6.4), hence EΦ(t)b
β˜
(t) = EΦ(t)b1 (t). On the other hand, heuristic arguments4 indicate
4 See [10, pp. 1019–1020]. Essentially, when evaluated on the trial function ψcor from (43),
the energy difference is to leading order given by N ⟪ψcor(t), (w(12)µ − (Uµ,β˜fβ˜)(12))ψcor(t)⟫ ∼
N
∫
dz1|ϕε(t, z1)|2
∫
dz|fβ˜(z)|2(wµ(z) − Uµ,β˜(z)) ∼ µ−1
∫
dzgβ˜(z)wµ(z)fβ˜(z) ≥ µ−1gβ˜(µ)
∫
dzwµ(z)fβ˜(z) ∼
8pia2.
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that E
ψN,ε(t)
U
µ,β˜
f
β˜
(t) and E
ψN,ε(t)
wµ (t) differ by an error of order O(1), which implies that the
right hand side of (56) is different from α<wµ(t) by O(1).
By Remark 3.1c, this energy difference enters only in the estimate of (32) in γ
(4)
b,< via
‖∇x1qΦ1 ψN,ε(t)‖2 . α<U
µ,β˜
f
β˜
(t)+O(1). For the Gross–Pitaevskii scaling of the interaction,
‖∇x1qΦ1 ψN,ε(t)‖2 is not asymptotically zero because the microscopic structure described
by f
β˜
lives on the same length scale as the interaction and thus contributes a kinetic
energy of O(1). However, as this kinetic energy is concentrated around the scattering
centres, one can show a similar bound for the kinetic energy on a subset A1 of R3N ,
where appropriate holes around these centres are cut out (Definition 6.5). This is done
in Section 6.3, where we show in Lemma 6.7 that
‖1A1∇x1qΦ1 ψN,ε(t)‖2 . α<wµ(t) + O(1) .
The proof of this lemma is similar to the corresponding proof in [10, Lemma 4.12], which,
in turn, adjusts ideas from [43] to the problem with dimensional reduction. However,
since one key tool for the estimate is the Gagliardo–Nirenberg–Sobolev inequality in the
x-coordinates, the estimates depend in a non-trivial way on the dimension of x. As one
consequence, our estimate requires the moderate confinement condition with parameter
γ > 1, where no such restriction was needed in [10].
Finally, we adapt the estimate of (32). In distinction to the corresponding proof
in [10, Section 4.5.1], we need to integrate by parts in two steps to be able to con-
trol the logarithmic divergences that are due to the two-dimensional Green’s func-
tion. Inspired by an idea in [43], we introduce two auxiliary potentials vµβ2 and ν1
such that ‖U
µ,β˜
f
β˜
‖L1(R2) = ‖vµβ2‖L1(R2) = ‖ν1‖L1(R2), define h%
β˜
,µβ2 and hµβ2 ,1 as
the solutions of ∆xh%
β˜
,µβ2 = Uµ,β˜fβ˜ − vµβ2 and ∆xhµβ2 ,1 = vµβ2 − ν1, and write
U
µ,β˜
f
β˜
= ∆xh%
β˜
,µβ2 + ∆xhµβ2 ,1 + ν1. The expressions depending on ν1 can be con-
trolled immediately, while we integrate the remainders by parts in x, making use of
different properties of h%
β˜
,µβ2 and hµβ2 ,1 (Lemma 5.6b). Subsequently, we insert identi-
ties 1 = 1A1 +1A1 , whereA1 denotes the complement ofA1. On the one hand, this yields
‖1A1∇x1qΦ1 ψN,ε(t)‖, which can be controlled by the new energy lemma (Lemma 6.7).
On the other hand, we obtain terms containing 1A1 , which we estimate by exploiting
the smallness of A1. The full argument is given in Section 6.6.1.
(b) The remainders γa to γf are estimated in Sections 6.6.2, and work, for the most part,
analogously to the corresponding proofs in [10, Sections 4.5.2 – 4.5.7]. The only exception
is γc, where the strategy from [10] produces too many factors ε
−1. Instead, we estimate
the x- and y-contributions to the scalar product (∇g
β˜
) · ∇r̂ = (∇xgβ˜) · ∇xr̂+ (∂ygβ˜)∂y r̂
separately. To control the y-part, we integrate by parts in y and use the moderate
confinement condition with γ > 1. Again, this is different from the situation in [10],
where the corresponding term γc could be estimated without any restriction on the
sequence (N, ε).
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3.3 Proof of Theorem 1
Let 0 ≤ T < T ex
V ‖ . For β ∈ (0, 1), Proposition 3.6 implies that∣∣∣ ddtα<wµ,β (t)∣∣∣ . e3β(t)α<wµ(t) + e3β(t)Rη,β,δ,σ,ξ(N, ε)
for almost every t ∈ [0, T ] and sufficiently small µ, where
R<η,β,δ,σ,ξ(N, ε) :=
(
εδ
µβ
) ξ
β
+
(
ε3
µβ
) 1
2
+ µ
β
ε + µ
η + ε
1−β
2 +N−σ +N−
β
2
with 0 < σ < min{1−3ξ4 , β − ξ}. Since t 7→ α<wµ,β (t) is non-negative and absolutely continuous
on [0, T ], the differential version of Gro¨nwall’s inequality (see e.g. [20, Appendix B.2.j]) yields
α<wµ,β (t) . e
∫ t
0 e
3
β(s) ds
(
α<wµ,β (0) +R
<
η,β,δ,σ,ξ(N, ε)
∫ t
0
e3β(s) ds
)
(57)
for all t ∈ [0, T ]. Since eβ(t) is bounded uniformly inN and ε by (13) and withR<η,β,δ,σ,ξ(N, ε)→
0 as (N, ε)→ (∞, 0), this implies (15) and (16) by Lemma 3.4.
For β = 1, observe first that Proposition 3.9 implies that the correction term in αwµ(t) is
bounded by ε uniformly in t ∈ [0, T ], provided µ is sufficiently small. Hence, t 7→ αwµ(t) + ε
is non-negative and absolutely continuous and
α<wµ(t) . αwµ(t) + ε < αwµ(t) +Rγ,ϑ,ξ(N, ε)
for
Rγ,ϑ,ξ(N, ε) =
(
εϑ
µ
) β˜
2
+
( µ
εγ
) 1
γ2 +
( µ
εγ
) β˜
2
−ξ
+ ε
1−β˜
2 +N−d+
5
6
with max{γ+12γ , 56} < d < β˜ < 3ϑ . Consequently, Proposition 3.11 yields∣∣ d
dt(αwµ(t) + ε)
∣∣ . e41(t) (αwµ(t) +Rγ,ϑ,ξ(N, ε)) (58)
for almost every t ∈ [0, T ] and sufficiently small µ, which, as before, implies the statement of
the theorem because both ε and Rγ,ϑ,ξ(N, ε) converge to zero as (N, ε)→∞.
4 Preliminaries
We will from now on always assume that assumptions A1 – A4 with parameters (Θ,Γ)β =
(δ/β, 1/β) for β ∈ (0, 1) and (Θ,Γ)1 = (ϑ, γ) for β = 1 are satisfied.
Definition 4.1. Let M ⊆ {1, . . . , N}. Define HM ⊆ L2(R3N ) as the subspace of functions
which are symmetric in all variables in M, i.e. for ψ ∈ HM,
ψ(z1, ..., zj , ..., zk, ..., zN ) = ψ(z1, ..., zk, ..., zj , ..., zN ) ∀ j, k ∈M.
Lemma 4.2. Let f : N0 → R+0 , d ∈ Z, ρ ∈ {a, b} and ν ∈ {c, d, e, f}. Further, letM1,M1,2 ⊆
{1, 2, ..., N} with 1 ∈M1 and 1, 2 ∈M1,2. Then
(a) ‖f̂‖op = ‖f̂d‖op = ‖f̂ 12 ‖2op = sup
0≤k≤N
f(k),
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(b) ‖m̂ρ‖op ≤ N−1+ξ, ‖m̂ν‖op . N−2+3ξ and ‖r̂‖op . N−1+ξ,
(c) n̂2 = 1N
N∑
j=1
qj ,
(d) ‖f̂ q1ψ‖2 ≤ N|M1|‖f̂ n̂ψ‖2 for ψ ∈ HM1 ,
‖f̂ q1q2ψ‖2 ≤ N2|M1,2|(|M1,2|−1)‖f̂ n̂2ψ‖2 for ψ ∈ HM1,2 ,
‖m̂ρd q1ψN,ε(t)‖ . N−1,
(e) ‖∇1f̂ q1ψ‖ . ‖f̂‖op‖∇1q1ψ‖ for ψ ∈ L2(R3N ),
‖∇x1 f̂ qΦ1 ψ‖ . ‖f̂‖op‖∇x1qΦ1 ψ‖ for ψ ∈ L2(R3N ),
(f) ‖∇2f̂ q1q2ψ‖ ≤ N|M1|−1‖f̂ n̂‖op‖∇2q2ψ‖ for ψ ∈ HM1,
‖∇x2 f̂ qΦ1 qΦ2 ψ‖ ≤ N|M1|−1‖f̂ n̂‖op‖∇x2qΦ2 ψ‖ for ψ ∈ HM1.
Proof. [9], Lemmas 4.1 and 4.5 and Corollary 4.6 and [10], Lemma 4.1.
Lemma 4.3. Let f, g : N0 → R+0 be any weights and i, j ∈ {1, . . . , N}.
(a) For k ∈ {0, . . . , N},
f̂ ĝ = f̂g = ĝf̂ , f̂pj = pj f̂ , f̂ qj = qj f̂ , f̂Pk = Pkf̂ .
(b) Define Q0 := pj, Q1 := qj, Q˜0 := pipj, Q˜1 ∈ {piqj , qipj} and Q˜2 := qiqj. Let Sj be an
operator acting non-trivially only on coordinate j and Tij only on coordinates i and j.
Then for µ, ν ∈ {0, 1, 2}
Qµf̂SjQν = QµSj f̂µ−νQν and Q˜µf̂TijQ˜ν = Q˜µTij f̂µ−νQ˜ν .
(c)
[Tij , f̂ ] = [Tij , pipj(f̂ − f̂2) + (piqj + qipj)(f̂ − f̂1)].
Proof. [9], Lemma 4.2.
Lemma 4.4. Let f : N0 → R+0 .
(a) The operators Pk and f̂ are continuously differentiable as functions of time, i.e.,
Pk, f̂ ∈ C1
(
R,L (L2(R3N )) )
for 0 ≤ k ≤ N . Moreover,
d
dt f̂ = i
[
f̂ ,
N∑
j=1
h
(j)
β (t)
]
,
where h
(j)
β (t) denotes the one-particle operator corresponding to hβ(t) from (7) acting
on the jth coordinate.
(b)
[
−∂2yj + 1ε2V ⊥(
yj
ε ), f̂
]
= 0 for 1 ≤ j ≤ N .
26
Proof. [9], Lemma 4.3.
Lemma 4.5. Let ψ ∈ L2+(R3N ) be normalised and f ∈ L∞(R2). Then∣∣∣⟪ψ, f(x1)ψ⟫− 〈Φ(t), fΦ(t)〉L2(R2)∣∣∣ . ‖f‖L∞(R2) ⟪ψ, n̂ψ⟫ .
Proof. [9], Lemma 4.7.
Lemma 4.6. Let Γ,Λ ∈ L2(R3N ) ∈ HM such that j /∈ M and k, l ∈ M with j 6= k 6= l 6= j.
Let Oj,k be an operator acting non-trivially only on coordinates j and k, denote by rk and sk
operators acting only on the kth coordinate, and let F : R3 × R3 → Rd for d ∈ N. Then
(a) | ⟪Γ, Oj,kΛ⟫ | ≤ ‖Γ‖(| ⟪Oj,kΛ, Oj,lΛ⟫ |+ |M|−1‖Oj,kΛ‖2) 12 .
(b) | ⟪rkF (zj , zk)skΓ, rlF (zj , zl)slΓ⟫ | ≤ ‖skF (zj , zk)rkΓ‖2.
(c) |⟪Γ, rkF (zj , zk)skΛ⟫| ≤ ‖Γ‖ (‖skF (zj , zk)rkΛ‖2 + |M|−1‖rkF (zj , zk)skΛ‖2) 12 .
Proof. [9], Lemma 4.8 and [10], Lemma 4.4.
Lemma 4.7. Let t ∈ [0, T ex
V ‖). Then for sufficiently small ε,
(a) ‖Φ(t)‖L2(R2) = 1,
‖Φ(t)‖L∞(R2) . ‖Φ(t)‖H2(R2) ≤ eβ(t),
‖∇xΦ(t)‖L∞(R2) . ‖Φ(t)‖H3(R2) ≤ eβ(t),
‖∆xΦ(t)‖L∞(R2) . ‖Φ(t)‖H4(R2) ≤ eβ(t),
(b) ‖χε‖L2(R) = 1, ‖ ddyχε‖L2(R) . ε−1,∫
R
|χε(y)|4 dy = ε−1 ∫
R
|χ(y)|4 dy,
‖χε‖L∞(R) . ε−
1
2 , ‖ ddyχε‖L∞(R) . ε−
3
2 ,
(c) ‖ϕε(t)‖L∞(R3) . eβ(t)ε−
1
2 ,
‖∇ϕε(t)‖L∞(R3) . eβ(t)ε−
3
2 ,
‖∇|ϕε(t)|2‖L2(R3) . eβ(t)ε−
3
2 .
Proof. Part (a) follows from the Sobolev embedding theorem [2, Theorem 4.12, Part I A] and
by definition of eβ. Part (b) is an immediate consequence of (6), and part (c) is implied by
(a) and (b).
Lemma 4.8. Fix t ∈ [0, T ex
V ‖) and let j, k ∈ {1, ..., N}. Let g : R3×R3 → R, h : R2×R2 → R
be measurable functions such that |g(zj , zk)| ≤ G(zk− zj) and |h(xj , xk)| ≤ H(xk−xj) almost
everywhere for some G : R3 → R, H : R2 → R. Let tj ∈ {pj ,∇xjpj} and tΦj ∈ {pΦj ,∇xjpΦj }.
Then
(a) ‖(tj)† g(zj , zk)tj‖op . e2β(t)ε−1‖G‖L1(R3) for G ∈ L1(R3),
(b) ‖g(zj , zk)tj‖op = ‖t†j g(zj , zk)‖op . eβ(t)ε−
1
2 ‖G‖L2(R3) for G ∈ L2 ∩ L∞(R3),
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(c) ‖g(zj , zk)∇jpj‖op . eβ(t)ε− 32 ‖G‖L2(R3) for G ∈ L2(R3),
(d) ‖h(xj , xk)tΦj ‖op = ‖(tΦj )†h(xj , xk)‖op ≤ eβ(t)‖H‖L2(R2) for H ∈ L2 ∩ L∞(R2).
Proof. Analogously to [9], Lemma 4.10.
Lemma 4.9. Let ε be sufficiently small and fix t ∈ [0, T ex
V ‖). Then for β ∈ (0, 1]
(a) ‖∇x1pΦ1 ‖op ≤ eβ(t), ‖∆x1pΦ1 ‖op ≤ eβ(t),
‖∂y1pχ
ε
1 ‖op . ε−1, ‖∂2y1pχ
ε
1 ‖op . ε−2,
‖qχε1 ψN,ε(t)‖ ≤ eβ(t)ε, ‖∇x1qΦ1 ψ‖ . eβ(t), ‖∂y1qχ
ε
1 ψ
N,ε(t)‖ . eβ(t),
‖∇x1ψN,ε(t)‖ ≤ eβ(t), ‖∂y1ψN,ε(t)‖ . ε−1, ‖∇1ψN,ε(t)‖ . ε−1,
(b)
∥∥∥∥√w(12)µ,β ψN,ε(t)∥∥∥∥ . eβ(t)N− 12 ,
(c) ‖w(12)µ,β ψN,ε(t)‖ . eβ(t)N−
1
2µ
1
2
− 3β
2 ,
(d) ‖p11suppwµ,β (z1 − z2)‖op = ‖1suppwµ,β (z1 − z2)p1‖op . eβ(t)µ
3β
2 ε−
1
2 ,
(e) ‖p1w(12)µ,β ψN,ε(t)‖ . e2β(t)N−1 .
Proof. Analogously to [9], Lemma 4.11 and [10], Lemma 4.7. For parts (c) and (e), note that
for β ∈ (0, 1),
‖wµ,β‖L1(R3) ∼ µ bβ,N,ε ≤ µ|bβ,N,ε − bβ|+ µ bβ . µ (59)
since wµ,β ∈ Wβ,η for some η > 0. For β = 1, ‖wµ‖L1(R3) = µ‖w‖L1(R3) . µ by scaling.
Lemma 4.10. Let f : R× R3 → R such that f(t, ·) ∈ C1(R3) and ∂yf(t, ·) ∈ L∞(R3) for any
t ∈ [0, T ex
V ‖). Then
(a) ‖(f(t, z1)− f(t, (x1, 0))pχ
ε
1 ψ
N,ε(t)‖ ≤ ε‖∂yf(t)‖L∞(R3),
(b) ‖(f(t, z1)− f(t, (x1, 0))ψN,ε(t)‖ ≤ ε
(
eβ(t)‖f(t)‖L∞(R3) + ‖∂yf(t)‖L∞(R3)
)
.
Proof. Analogously to [9], Lemma 4.12.
Lemma 4.11. Let c ∈ R. Then
(a) N−c lnN < N−c−, εc ln ε−1 < εc− , µc lnµ−1 < µc− ,
(b) εc lnN < (Θ− 1)εc− .
{
δ−β
β ε
c− β ∈ (0, 1) ,
εc
−
β = 1 ,
N−c ln ε−1 < 1Γ−1N
−c− =
{
β
1−βN
−c− β ∈ (0, 1) ,
1
γ−1N
−c− β = 1 ,
(c) N−c lnµ−1 < ΓΓ−1N
−c− =
{
1
1−βN
−c− β ∈ (0, 1) ,
γ
γ−1N
−c− β = 1 ,
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εc lnµ−1 < Θ εc− .
{
δ
β ε
c− β ∈ (0, 1) ,
εc
−
β = 1 .
Proof. Observe that N < ε−Θ+1 and ε−1 < N
1
Γ−1 due to admissibility and moderate confine-
ment, hence lnN < (Θ− 1) ln ε−1 and ln ε−1 < 1Γ−1 lnN .
5 Proofs for β ∈ (0, 1)
5.1 Proof of Proposition 3.5
The proof works analogously to the proof of Proposition 3.7 in [9] and we provide only the
main steps for convenience of the reader. From now on, we will drop the time dependence of
Φ, ϕε and ψN,ε in the notation and abbreviate ψN,ε ≡ ψ. The time derivative of α<wµ,β (t) is
bounded by ∣∣∣ ddtα<wµ,β (t)∣∣∣ ≤ ∣∣ ddt ⟪ψ, m̂ψ⟫∣∣+ ∣∣∣ ddt ∣∣Eψwµ,β (t)− EΦbβ (t)∣∣∣∣∣ . (60)
For the second term in (60), note that∣∣∣ ddt ∣∣Eψwµ,β (t)− EΦbβ (t)∣∣∣∣∣ = ∣∣∣ ddt(Eψwµ,β (t)− EΦbβ (t))∣∣∣ = ∣∣∣⟪ψ, V˙ ‖(t, z1)ψ⟫− 〈Φ, V˙ ‖ (t, (x, 0)) Φ〉∣∣∣
for almost every t ∈ [0, T ex
V ‖) by [35, Theorem 6.17] because t 7→ ddt
(
Eψwµ,β (t) − EΦbβ (t)
)
is
continuous due to assumption A3. The first term in (60) yields
d
dt ⟪ψ, m̂ψ⟫ = −2N=⟪ψ, q1m̂a−1 (V ‖(t, z1)− V ‖ (t, (x1, 0))) p1ψ⟫ (61)
−2N(N − 1)=⟪ψ, q1p2m̂a−1Z(12)β p1p2ψ⟫ (62)
−N(N − 1)=⟪ψ, q1q2m̂b−2w(12)µ,β p1p2ψ⟫ (63)
−2N(N − 1)=⟪ψ, q1q2m̂a−1Z(12)β p1q2ψ⟫ , (64)
which follows from Lemmas 4.3 and 4.4. Expanding q = qχ
ε
+ pχ
ε
qΦ in (62) to (64) and
subsequently estimating Nm̂a−1 ≤ l̂ and Nm̂b−2 ≤ l̂ for l̂ ∈ L from (20) concludes the proof.
5.2 Proof of Proposition 3.6
In this section, we will again drop the time dependence of ψN,ε(t), ϕε(t) and Φ(t) and abbre-
viate ψN,ε ≡ ψ. Besides, we will always take l̂ ∈ L from (20), hence Lemma 4.2 implies the
bounds
‖l̂‖op . N ξ , ‖l̂d q1ψ‖ . 1
for d ∈ Z.
5.2.1 Estimate of γa,<(t) and γ
(1)
b,<(t)
The bounds of γa,<(t) and γ
(1)
b,<(t) are established analogously to [9], Sections 4.4.1 and 4.4.2,
and we summarise the main steps of the argument for convenience of the reader. With
Lemmas 4.5, 4.10 and 4.2d, we obtain
|γa,<(t)| . e3β(t)ε+ eβ(t) ⟪ψ, n̂ψ⟫ .
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By Lemmas 4.7 and 4.2d and since wµ,β ∈ Wβ,η, γ(1)b,<(t) can be estimated as
|(24)| ≤
∣∣∣⟪l̂qΦ1 ψ, pχε1 p2(Nw(12)µ,β − bβ,N,ε|Φ(x1)|2)p1p2ψ⟫∣∣∣
+
∣∣∣⟪l̂qΦ1 ψ, pχε1 p2 (bβ,N,ε − NN−1bβ) |Φ(x1)|2p1p2ψ⟫∣∣∣
.
∣∣∣⟪ l̂qΦ1 ψ, pχε1 p2G(x1)pΦ1 ψ⟫∣∣∣+ e2β(t) (N−1 + µη) ,
where
G(x1) := N
∫
R
|χε(y1)|2 dy1
 ∫
R3
|ϕε(z1 − z)|2wµ,β(z) dz − |ϕε(z1)|2‖wµ,β‖L1(R3)
 . (65)
Note that for any g ∈ C∞0 (R3),
∫
R3 g(z1 − z)wµ,β(z) dz = g(z1)‖wµ,β‖L1(R3) +R(z1) with
|R(z1)| :=
∣∣∣∣ ∫
R3
dz
1∫
0
∇g(z1 − sz) · zwµ,β(z) ds
∣∣∣∣ ≤ sup
s∈[0,1]
z∈R3
|∇g(z1 − sz)|
∫
R3
dz|z|wµ,β(z).
Since |z| . µβ for z ∈ suppwµ,β and by (59), this implies ‖R‖2L2(R3) . µ2β+2‖∇g‖2L2(R3),
which, by density, extends to g = |ϕε|2 ∈ H1(R3). Hence,
‖G‖L2(R2) . N‖|χε|2‖L2(R)µβ+1‖∇|ϕε|2‖ . µ
β
ε eβ(t)
by Ho¨lder’s inequality and Lemma 4.7. Using Lemmas 4.8d and 4.2d, we obtain
|(24)| . e2β(t)
(
µβ
ε +N
−1 + µη
)
.
5.2.2 Estimate of γ
(2)
b,<(t)
The key idea for the estimate γ
(2)
b,<(t) is to integrate by parts on a ball with radius ε, using a
smooth cut-off function to prevent contributions from the boundary.
Definition 5.1. Define hε : R3 → R, z 7→ hε(z), by
hε(z) :=

1
4pi
 ∫
R3
wµ,β(ζ)
|z − ζ| dζ −
∫
R3
ε
|ζ|
wµ,β(ζ)
|ζ∗ − z| dζ
 for |z| < ε,
0 else,
where ζ∗ := ε
2
|ζ|2 ζ. Further, define Hε : R
3 → [0, 1], z 7→ Hε(z), by
Hε(z) :=

1 for |z| ≤ %β,
hε(|z|) for %β < |z| < ε,
0 for |z| ≥ ε,
where hε : (%β, ε) → (0, 1), r 7→ hε(r), is a smooth, decreasing function as in [9, Definition
4.15] with limr→%β hε(r) = 1 and limr→ε hε(r) = 0. We will abbreviate
h(ij)ε := hε(zi − zj), H(ij)ε := Hε(zi − zj).
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Lemma 5.2. Let µ ε. Then
(a) hε solves the problem ∆hε = wµ,β with boundary condition hε
∣∣
|z|=ε = 0 in the sense of
distributions,
(b) ‖∇hε‖L2(R3) . µ1−
β
2 ,
(c) ‖Hε‖L∞(R3) . 1, ‖Hε‖L2(R3) . ε
3
2 , ‖∇Hε‖L∞(R3) . ε−1, ‖∇Hε‖L2(R3) . ε
1
2 .
Proof. The proof of Lemma 5.2 works analogously to Lemmas 4.12 and 4.13 in [9] and we
briefly recall the argument for part (b) for convenience of the reader. First, we define h
(1)
ε (z) :=∫
R3
wµ,β(ζ)
|z−ζ| dζ and h
(2)
ε (z) :=
∫
R3
ε
|ζ|
wµ,β(ζ)
|ζ∗−z| dζ. To estimate |∇h
(1)
ε |, note that |ζ| ≤ %β . µβ for
ζ ∈ suppwµ,β. For |z| ≤ 2%β, this implies |z − ζ| ≤ 3%β . µβ, hence |∇h(1)ε (z)| . µ1−2β. For
2%β ≤ |z| ≤ ε, we find |z − ζ| ≥ 12 |z|, hence |∇h
(1)
ε (z)| . µ|z|−2.
For |h(2)ε |, observe that ζ ∈ suppwµ,β implies |ζ∗| ≥ ε2%−1β , hence, for µ small enough that
ε%−1β > 2, we obtain |z| ≤ ε < 12ε2%−1β ≤ 12 |ζ∗|. Consequently, |ζ∗ − z| ≥ |12ε2|ζ|−1, which
yields |∇h(2)ε | . ε−3‖wµ,β‖L∞(R3)
∫
suppwµ,β
|ζ|3 d|ζ| . ε−3µ1+β. Part (b) follows from this by
integration over the finite range of supphε. Part (c) is obvious.
We now use this lemma to estimate γ
(2)
b,<. Let t2 ∈ {p2, q2, qΦ2 pχ
ε
2 }. As Hε(z1 − z2) = 1 for
z1 − z2 ∈ suppwµ,β and besides suppHε = Bε(0), Lemma 5.2a implies
|(25)| = N
∣∣∣⟪l̂t2qχε1 ψ,H(12)ε ∆1h(12)ε p1p2ψ⟫∣∣∣
≤ N
∣∣∣⟪l̂qχε1 ψ, t2H(12)ε (∇1h(12)ε ) · p2∇1p1ψ⟫∣∣∣
+N
∣∣∣⟪l̂qχε1 ψ, t2(∇1H(12)ε ) · (∇1h(12)ε )p2p1ψ⟫∣∣∣
+N
∣∣∣⟪∇1 l̂qχε1 ψ, t2H(12)ε (∇1h(12)ε )p2p1ψ⟫∣∣∣
. N‖l̂qχε1 ψ‖
(
‖p2H(12)ε ‖2op‖(∇1h(12)ε ) · ∇1p1‖2op +N−1‖(∇1h(12)ε )∇1p1‖2op
) 1
2
+N‖l̂qχε1 ψ‖
(
‖p2(∇1h(12)ε )‖2op‖(∇1H(12)ε )p1‖2op
+N−1‖∇Hε‖2L∞(R3)‖(∇1h(12)ε )p2‖2op
) 1
2
+N‖∇1 l̂qχ
ε
1 ψ‖
(
‖p2H(12)ε ‖2op‖(∇1h(12)ε )p1‖2op +N−1‖(∇1h(12)ε )p2‖2op
) 1
2
. e3β(t)
(
N ξ+
β
2 ε
3−β
2 +N ξµ
1−β
2
)
,
where the boundary terms upon integration by parts vanish because Hε(|z|) = 0 for |z| = ε,
and where we have used Lemmas 4.6, 4.2, 4.8, 4.9a and 5.2. Similarly, one computes
|(26)| . e3β(t)N ξ+
β
2 ε
3−β
2 ,
|(27)| . e3β(t)N ξ+
β
2 ε
3−β
2 ,
|(28)| . e3β(t)
(
N ξ+
β
2 ε
3−β
2 + µ
1−β
2
)
.
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The bound for γ
(2)
b,< follows from this because N
ξµ
1−β
2 = N
−1+β+2ξ
2 ε
1−β
2 ≤ ε 1−β2 for ξ ≤ 1−β2
and since the admissibility condition implies for ξ ≤ 3−δ2 · βδ−β that
N ξ+
β
2 ε
3−β
2 =
(
εδ
µβ
) ξ
β
+ 1
2
ε
3−δ
2
− δ−β
β
ξ ≤
(
εδ
µβ
) ξ
β
+ 1
2
.
5.2.3 Preliminary estimates for the integration by parts
To control γ
(3)
b,<(t) and γ
(4)
b,<(t), we define the quasi two-dimensional interaction potentials
wµ,β(x1 − x2, y1) and wµ,β(x1 − x2), which result from integrating out one or both transverse
variables of the three-dimensional pair interaction wµ,β(z1 − z2), and integrate by parts in x.
In this section, we provide the required lemmas and definitions in a somewhat generalised
form, which allows us to directly apply the results in Sections 5.2.4, 5.2.5, 5.3 and 6.6.1.
Definition 5.3. Let σ ∈ (0, 1] and define Vσ as the set containing all functions
ωσ : R2 × R→ R, (x, y) 7→ ωσ(x, y)
such that 
(a) suppωσ(·, y) ⊆ {x ∈ R2 : |x| ≤ σ} for all y ∈ R ,
(b) ‖ωσ‖L∞(R2×R) . N−1σ−2 ,
(c) sup
y∈R
‖ωσ(·, y)‖L1(R2) . N−1 ,
(d) sup
y∈R
‖ωσ(·, y)‖L2(R2) . N−1σ−1 .
Further, define the set
Vσ :=
ωσ : R2 → R2 : ∃ ωσ ∈ Vσ s.t. ωσ(x) =
∫
R
dy |χε(y)|2ωσ(x, y)
 .
Note that suppωσ ⊆ {x ∈ R2 : |x| ≤ σ} and, since χε is normalised, the estimates for
the norms of ωσ coincide with the respective estimates for ωσ. Next, we define the quasi two-
dimensional interaction potentials wµ,β and wµ,β as well as the auxiliary potentials needed for
the integration by parts, and show that they are contained in the sets Vσ and Vσ, respectively,
for suitable choices of σ.
Definition 5.4. Let wµ,β ∈ Wβ,η for some η > 0 and define
wµ,β : R2 × R→ R, (x, y) 7→ wµ,β(x, y) :=
∫
R
dy˜ |χε(y˜)|2wµ,β(x, y − y˜) , (66)
wµ,β : R2 → R, x 7→ wµ,β(x) :=
∫
R
dy |χε(y)|2wµ,β(x, y) . (67)
For ρ ∈ (%β, 1], define
vρ : R2 × R→ R , (x, y) 7→ vρ(x, y) :=

1
piρ
−2‖wµ,β(·, y)‖L1(R2) for |x| < ρ,
0 else,
(68)
vρ : R2 → R , x 7→ vρ(x) :=
∫
R
dy |χε(y)|2vρ(x, y) . (69)
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It can easily be verified that wµ,β and vρ can equivalently be written as
wµ,β(x) =
∫
R
dy1|χε(y1)|2
∫
R
dy2|χε(y2)|2wµ,β(x, y1 − y1) ,
vρ(x) =

1
piρ
−2‖wµ,β‖L1(R2) for |x| < ρ,
0 else.
Besides, note that
pχ
ε
2 w
(12)
µ,β p
χε
2 = wµ,β(x1 − x2, y1)pχ
ε
2 ,
pχ
ε
1 p
χε
2 w
(12)
µ,β p
χε
1 p
χε
2 = wµ,β(x1 − x2)pχ
ε
1 p
χε
2 .
Lemma 5.5. For wµ,β, wµ,β, vρ and vρ from Definition 5.4, it holds that
(a) wµ,β ∈ V%β , wµ,β ∈ V%β , vρ ∈ Vρ, vρ ∈ Vρ ,
(b) ‖wµ,β(·, y)‖L1(R2) = ‖vρ(·, y)‖L1(R2) for any y ∈ R,
‖wµ,β‖L1(R2) = ‖vρ‖L1(R2).
Proof. It suffices to derive the respective estimates for wµ,β(·, y) and vρ(·, y) uniformly in
y ∈ R. For instance, Lemma 4.7 and (59) yield
|wµ,β(x, y)| ≤ ‖χε‖2L∞(R)
y+%β∫
y−%β
dy1 1|y−y1|≤%βwµ,β(x, y − y1) . ε−1µ1−2β ∼ N−1%−2β ,
‖vρ(·, y)‖L1(R2) =
1
ρ2pi
‖wµ,β(·, y)‖L1(R2)
∫
R2
1|x|≤ρ dx = ‖wµ,β(·, y)‖L1(R2) . N−1 ,
and the remaining parts are verified analogously.
In analogy to electrostatics, let us now define the “potentials” hσ1,σ2 and hσ1,σ2 corre-
sponding to the “charge distributions” ωσ1 − ωσ2 and ωσ1 − ωσ2 , respectively.
Lemma 5.6. Let 0 < σ1 < σ2 ≤ 1, ωσ1 ∈ Vσ1 and ωσ2 ∈ Vσ2 such that for any y ∈ R
‖ωσ1(·, y)‖L1(R2) = ‖ωσ2(·, y)‖L1(R2) .
Define
hσ1,σ2 : R2 × R → R
(x, y) 7→ hσ1,σ2(x, y) :=
1
2pi
∫
R2
dξ ln |x− ξ|
(
ωσ1(ξ, y)− ωσ2(ξ, y)
)
(70)
and
hσ1,σ2 : R2 → R
x 7→ hσ1,σ2(x) :=
∫
R
dy |χε(y)|2hσ1,σ2(x, y) . (71)
Let y ∈ R and (hσ1,σ2 , ωσ1 , ωσ2) ∈ {(hσ1,σ2(·, y), ωσ1(·, y), ωσ2(·, y)) , (hσ1,σ2 , ωσ1 , ωσ2)}.
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(a) hσ1,σ2 satisfies
∆xhσ1,σ2 = ωσ1 − ωσ2
in the sense of distributions, and
supphσ1,σ2 ⊆
{
x ∈ R2 : |x| ≤ σ2
}
,
(b) ‖hσ1,σ2‖L2(R2) . N−1σ2
(
1 + lnσ−12
)
,
‖∇xhσ1,σ2‖L2(R2) . N−1
(
lnσ−11
) 1
2 .
Proof. The first part of (a) follows immediately from [35, Theorem 6.21]. For the second part,
Newton’s theorem [35, Theorem 9.7] states that for |x| ≥ σ2,
hσ1,σ2(x, y) =
1
2pi
ln |x|
∫
R2
(ωσ1(ξ, y)− ωσ2(ξ, y)) dξ = 0
as ‖ωσ1(·, y)‖L1(R2) = ‖ωσ2(·, y)‖L1(R2). Besides, [35, Theorem 9.7] yields the estimate∣∣hσ1,σ2(x, y)∣∣ ≤ 12pi ∣∣ ln |x|∣∣
∫
R2
(ωσ1(ξ, y) + ωσ2(ξ, y)) dξ . N−1
∣∣ ln |x|∣∣
by definition of ω. Hence,
‖hσ1,σ2(·, y)‖2L2(R2) . N−2
σ2∫
0
r(ln r)2 dr . N−2σ22(1 + lnσ−12 )2 .
To derive the second part of (b), let us define the abbreviations
h
(1)
σ1,σ2(x, y) :=
∫
R2
dξ ln |x− ξ|ωσ1(ξ, y), h(2)σ1,σ2(x, y) :=
∫
R2
dξ ln |x− ξ|ωσ2(ξ, y) .
To estimate ∇xh(1)σ1,σ2 , let y ∈ R and consider ξ ∈ suppωσ1(·, y), hence |ξ| ≤ σ1. If |x| ≤ 2σ1,
we have |x− ξ| ≤ |x|+ |ξ| ≤ 3σ1, hence
|∇xh(1)σ1,σ2(x, y)| . ‖ωσ1‖L∞(R2×R)
3σ1∫
0
dr . N−1σ−11 .
If 2σ1 < |x| ≤ σ2, this implies |x− ξ| ≥ |x| − |ξ| ≥ |x| − σ1 ≥ 12 |x|, and one concludes
|∇xh(1)σ1,σ2(x, y)| ≤ 2|x|
∫
R2
ωσ1(ξ, y) dξ . N−1 1|x| .
To estimate ∇xh(2)σ1,σ2 , note that |x − ξ| ≤ |x| + |ξ| ≤ 2σ2 for x ∈ supphσ1,σ2(·, y) and ξ ∈
suppωσ2 , hence
|∇xh(2)σ1,σ2(x, y)| ≤ sup‖ωσ2‖L∞(R2×R)
∫
|ξ′≤2σ2
d|ξ′| . N−1σ−12 .
Part (b) follows from integrating over |x| ≤ σ2.
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5.2.4 Estimate of γ
(3)
b,<(t)
To derive a bound for γ
(3)
b,<, observe first that both terms (29) and (30) contain the interaction
wµ,β. We add and subtract vρ from Definition 5.4 for suitable choices of ρ, i.e.,
wµ,β(x1 − x2, y1) = wµ,β(x1 − x2, y1)− vρ(x1 − x2, y1) + vρ(x1 − x2, y1)
= ∆x1h%β ,ρ(x1 − x2, y1) + vρ(x1 − x2, y1)
by Lemma 5.6, which is applicable by Lemma 5.5.
Estimate of (29). Due to the symmetry of ψ, (29) can be written as
(29) = N
∣∣∣⟪qχε1 ψ, qΦ2 l̂pχε2 w(12)µ,β pχε2 pχε1 pΦ2 qΦ1 ψ⟫+ ⟪qχε1 ψ, qΦ2 l̂pχε2 w(12)µ,β pχε2 pχε1 pΦ1 qΦ2 ψ⟫∣∣∣ ,
hence with (sΦ1 , t
Φ
2 ) ∈ {(pΦ1 , qΦ2 ), (qΦ1 , pΦ2 )} and for some ρ ∈ (%β, 1],
|(29)| ≤ N
∣∣∣⟪qχε1 ψ, qΦ2 pχε2 (∆x2h%β ,ρ(x1 − x2, y1)) pχε1 l̂1sΦ1 tΦ2 ψ⟫∣∣∣ (72)
+N
∣∣∣⟪qχε1 ψ, qΦ2 pχε2 vρ(x1 − x2, y1)pχε1 l̂1sΦ1 tΦ2 ψ⟫∣∣∣ . (73)
Since sΦ1 t
Φ
2 contains in both cases a projector p
Φ and a projector qΦ, the second term is easily
estimated as
(73) ≤ N‖qχε1 ψ‖‖l̂1qΦ1 ψ‖‖pΦ1 vρ(x1 − x2, y1)‖op . e2β(t)ερ−1
by Lemmas 4.8d and 4.2d. For (72), note first that for (sΦ1 , t
Φ
2 ) = (q
Φ
1 , p
Φ
2 ),
‖(∇x2h%β ,ρ(x1 − x2, y1))∇x2pΦ2 qΦ1 pχ
ε
1 l̂1ψ‖ ≤ ‖(∇x2h%β ,ρ(x1 − x2, y1))∇x2pΦ2 ‖2op‖l̂1qΦ1 ψ‖
. eβ(t)N−1(lnµ−1)
1
2
and for (sΦ1 , t
Φ
2 ) = (p
Φ
1 , q
Φ
2 ),
‖(∇x2h%β ,ρ(x1 − x2, y1))pΦ1∇x2qΦ2 pχ
ε
1 l̂1ψ‖ ≤ ‖(∇x2h%β ,ρ(x1 − x2, y1))pΦ1 ‖2op‖∇x2qΦ2 l̂1ψ‖
. e2β(t)N−1+ξ(lnµ−1)
1
2 ,
where we have used that %β ∼ µβ. Hence, integration by parts in x2 yields with Lemma 4.6
|(72)| ≤ N
∣∣∣⟪qχε1 ψ, qΦ2 pχε2 (∇x2h%β ,ρ(x1 − x2, y1))pχε1 ∇x2tΦ2 l̂1sΦ1 ψ⟫∣∣∣
+N
∣∣∣⟪∇x2qΦ2 pχε2 ψ, qχε1 (∇x2h%β ,ρ(x1 − x2, y1))tΦ2 pχε1 l̂1sΦ1 ψ⟫∣∣∣
. N‖qχε1 ψ‖‖(∇x2h%β ,ρ(x1 − x2, y1))∇x2tΦ2 sΦ1 pχ
ε
1 l̂1ψ‖
+N‖∇x2qΦ2 pχ
ε
2 ψ‖
(
‖pχε1 sΦ1 (∇x2h%β ,ρ(x1 − x2, y1))tΦ2 l̂1qχ
ε
1 ψ‖2
+N−1‖(∇x2h%β ,ρ(x1 − x2, y1))tΦ2 sΦ1 pχ
ε
1 l̂1ψ‖2
) 1
2
. e3β(t)(N ξε+N−
1
2 )(lnµ−1)
1
2 .
Estimate of (30). For this term, we choose ρ = 1 and integrate by parts in x2. This yields
|(30)| ≤ N
∣∣∣⟪l̂qΦ1 qΦ2 ψ, pχε1 pχε2 v1(x1 − x2, y1)pΦ2 qχε1 ψ⟫∣∣∣
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+N
∣∣∣⟪l̂qΦ1 qΦ2 ψ, pχε1 pχε2 (∇x2h%β ,1(x1 − x2, y1)) · ∇x2pΦ2 qχε1 ψ⟫∣∣∣
+N
∣∣∣⟪∇x2 l̂qΦ1 qΦ2 ψ, pχε1 pχε2 (∇x2h%β ,1(x1 − x2, y1)) pΦ2 qχε1 ψ⟫∣∣∣
≤ N‖qχε1 ψ‖‖l̂qΦ1 qΦ2 ψ‖
(‖pΦ2 v1(x1 − x2, y1)‖op + ‖(∇x2h%β ,1(x1 − x2, y1))∇x2pΦ2 ‖op)
+N‖qχε1 ψ‖‖pΦ2
(∇x2h%β ,1(x1 − x2, y1))‖op‖∇x2 l̂qΦ1 qΦ2 ψ‖
. e3β(t)ε(lnµ−1)
1
2
by Lemmas 4.2, 4.9a, 4.8d and 5.6. Together, the estimates for (29) and (30) yield
|γ(3)b,<(t)| . e3β(t)
(
N ξε+N−
1
2
)
(lnµ−1)
1
2 . e3β(t)
(
1
1−βN
−1− + δβN
2ξε2
−) 12
by Lemma 4.11. Since β ∈ (0, 1) and 3− δ ∈ (0, 2) as δ ∈ (1, 3), this implies
|γ(3)b,<(t)| . e3β(t)
(
1
1−βN
−β + δβN
2ξε3−δ
) 1
2
,
which yields the final bound for γ
(3)
b,< because, by admissibility and since ξ ≤ 3−δ2 βδ−β ,
N ξε
3−δ
2 =
(
εδ
µβ
) ξ
β
ε
3−δ
2
− δ−β
β
ξ ≤
(
εδ
µβ
) ξ
β
.
5.2.5 Estimate of γ
(4)
b,<(t)
First, observe that
|(33)| . ‖l̂q1q2ψ‖‖q2ψ‖‖Φ‖2L∞(R2) . e2β(t) ⟪ψ, n̂ψ⟫ .
Since both terms (31) and (32) contain the quasi two-dimensional interaction wµ,β, we integrate
by parts in x as before, using that
wµ,β(x1 − x1) = ∆x1h%β ,ρ(x1 − x2) + vρ(x1 − x2)
and choose ρ = N−β1 for β1 = min
{
1+ξ
4 , β
}
in (31) and ρ = 1 in (32). In the sequel, we
abbreviate
wµ,β
(12)
:= wµ,β(x1 − x2) , v(12)ρ := vρ(x1 − x2) , h
(12)
%β ,ρ
:= h%β ,ρ(x1 − x2).
Estimate of (31). Integration by parts in x1 yields with Lemma 4.3b
|(31)| ≤ N
∣∣∣∣⟪ l̂ 12 qΦ1 qΦ2 ψ, v(12)ρ p1p2 l̂ 122 ψ⟫∣∣∣∣ (74)
+N
∣∣∣∣⟪∇x1 l̂qΦ1 qΦ2 ψ, (∇x1h(12)%β ,ρ)p1p2ψ⟫∣∣∣∣ (75)
+N
∣∣∣∣⟪l̂qΦ1 ψ, qΦ2 (∇x1h(12)%β ,ρ) · ∇x1p1p2ψ⟫∣∣∣∣ . (76)
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For the first term, we obtain with Lemmas 4.6c, 4.8d and for ρ = N−β1
|(74)| . N‖l̂ 12 qΦ1 ψ‖
(
‖p2v(12)ρ p1 l̂
1
2
2 q
Φ
1 ψ‖2 +N−1‖v(12)ρ pΦ2 ‖2op‖l̂
1
2
2 ψ‖2
) 1
2
. e2β(t)
(⟪ψ, n̂ψ⟫+N− 12 + ξ2 +β1) ,
where we used that vρ =
√
vρ
√
vρ since vρ ≥ 0 and consequently
‖p2v(12)ρ p1‖2op ≤ ‖pΦ2
√
v
(12)
ρ ‖2op‖
√
v
(12)
ρ p
Φ
1 ‖2op . e4β(t)‖vρ‖2L1(R2) . e4β(t)N−2 . (77)
To estimate (75) and (76), observe first that for any operator s1 acting only on the first
coordinate,
⟪qΦ2 (∇x2h(12)%β ,ρ)s1p2ψ˜, qΦ3 (∇x3h(13)%β ,ρ)s1p3ψ˜⟫
= −⟪h(12)%β ,ρs1∇x2p2qΦ3 ψ˜, (∇x3h(13)%β ,ρ)s1p3qΦ2 ψ˜⟫− ⟪h(12)%β ,ρs1p2qΦ3 ψ˜, (∇x3h(13)%β ,ρ)s1p3∇x2qΦ2 ψ˜⟫
= ⟪h(12)%β ,ρs1∇x2p2∇x3qΦ3 ψ˜, h(13)%β ,ρs1p3qΦ2 ψ˜⟫+ ⟪h(12)%β ,ρs1∇x2p2qΦ3 ψ˜, h(13)%β ,ρs1∇x3p3qΦ2 ψ˜⟫
+⟪h(12)%β ,ρs1p2∇x3qΦ3 ψ˜, h(13)%β ,ρs1p3∇x2qΦ2 ψ˜⟫+ ⟪h(12)%β ,ρs1p2qΦ3 ψ˜, h(13)%β ,ρs1∇x3p3∇x2qΦ2 ψ˜⟫
. e2β(t)‖h%β ,ρ‖2L2(R2)
(
‖s1qΦ2 ψ˜‖2 + ‖s1∇x2qΦ2 ψ˜‖2
)
(78)
by Lemmas 4.2e and 4.9a. With Lemmas 4.6, 4.2 and 5.6b, we thus obtain for ρ = N−β1
|(75)| . N‖∇x1 l̂qΦ1 ψ‖
(⟪qΦ2 (∇x2h(12)%β ,ρ)p1p2ψ, qΦ3 (∇x3h(13)%β ,ρ)p1p3ψ⟫
+N−1‖(∇x1h
(12)
%β ,ρ
)pΦ1 ‖2op
) 1
2
. e3β(t)
(
N−β1+ξ lnN +N−
1
2
+ξ(lnµ−1)
1
2
)
,
|(76)| . N‖l̂qΦ1 ψ‖
(⟪qΦ2 (∇x2h(12)%β ,ρ)∇x1p1p2ψ, qΦ3 (∇x3h(13)%β ,ρ)∇x1p1p3ψ⟫
+N−1‖(∇x1h
(12)
%β ,ρ
)pΦ2 ‖2op‖∇x1pΦ1 ‖2op
) 1
2
. e2β(t)
(
N−β1 lnN +N−
1
2 (lnµ−1)
1
2
)
.
Together, this yields with Lemma 4.11
|(31)| . e2β(t) ⟪ψ, n̂ψ⟫+ e3β(t)(N− 12 + ξ2 +β1 + ( 11−β ) 12N−( 12−ξ)− +N−(β1−ξ)−)
Note that for β1 = min{1+ξ4 , β} and since ξ < 13 , it holds that N−β1+ξ > N−
1
2
+ξ and that
−12 + ξ2 + β1 < −β1 + ξ. Hence,
|(31)| . e2β(t) ⟪ψ, n̂ψ⟫+ e3β(t)N−(β1−ξ)− .
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Estimate of (32). Observe first that for j ∈ {0, 1},
‖pΦ1 (∇x2h
(12)
%β ,ρ
)l̂jq
Φ
1 q
Φ
2 ψ‖2 (79)
= ‖|Φ(x1)〉〈∇x1Φ(x1)|h
(12)
%β ,ρ
l̂jq
Φ
1 q
Φ
2 ψ‖2 + ‖pΦ1 h
(12)
%β ,ρ
∇x1 l̂jqΦ1 qΦ2 ψ‖2
+
(⟪|Φ(x1)〉〈∇x1Φ(x1)|h(12)%β ,ρ l̂jqΦ1 qΦ2 ψ, pΦ1 h(12)%β ,ρ∇x1 l̂jqΦ1 qΦ2 ψ⟫+ h.c.)
. ‖h(12)%β ,ρ∇x1pΦ1 ‖2op‖l̂qΦ1 qΦ2 ψ‖2 + ‖h
(12)
%β ,ρ
pΦ1 ‖2op‖∇x1 l̂qΦ1 qΦ2 ψ‖2
. e2β(t)‖h%β ,ρ‖2L2(R2)
(⟪ψ, n̂ψ⟫+ ‖∇x1qΦ1 ψ‖2) . (80)
Integration by parts in x2 with ρ = 1 yields with Lemmas 4.3b, 5.6, 4.9a and 4.11
|(32)| ≤ N
∣∣∣⟪l̂qΦ1 qΦ2 ψ, pχε1 pχε2 v(12)1 qΦ2 pΦ1 ψ⟫∣∣∣+N ∣∣∣∣⟪l̂qΦ1 qΦ2 ψ, pχε1 pχε2 (∇x2h(12)%β ,1)pΦ1∇x2qΦ2 ψ⟫∣∣∣∣
+N
∣∣∣∣⟪∇x2qΦ1 qΦ2 ψ, pχε1 pχε2 (∇x2h(12)%β ,1)pΦ1 l̂1qΦ2 ψ⟫∣∣∣∣
. N‖l̂qΦ1 qΦ2 ψ‖‖v(12)1 pΦ1 ‖op‖qΦ2 ψ‖+N‖∇x2qΦ2 ψ‖‖pΦ1 (∇x1h
(12)
%β ,1
)l̂qΦ1 q
Φ
2 ψ‖
+N‖∇x2qΦ2 ψ‖
(
‖pΦ1 (∇x2h
(12)
%β ,1
)l̂1q
Φ
1 q
Φ
2 ψ‖2 +N−1‖(∇x2h
(12)
%β ,1
)pΦ1 ‖2op‖l̂1qΦ2 ψ‖2
) 1
2
. eβ(t)
(⟪ψ, n̂ψ⟫+ ‖∇x1qΦ1 ψ‖2 + 11−βN−1−) .
With Lemma 5.7 below, we obtain
|(32)| . e3β(t)α<wµ,β (t) + e4β(t)
(
µβ
ε +
(
ε3
µβ
) 1
2
+N−β
−
2 + µη + µ
1−β
2
)
for β2 = min
{
β, 14
}
. Together, the estimates of (31) and (32) yield
|γ(4)b,<(t)| . e3β(t)α<wµ,β (t) + e4β(t)
(
µβ
ε +
(
ε3
µβ
) 1
2
+N−(β1−ξ)
−
+ µη + µ
1−β
2
)
.
5.3 Estimate of the kinetic energy for β ∈ (0, 1)
Lemma 5.7. For β2 = min
{
1
4 , β
}
and sufficiently small µ,
‖∇x1qΦ1 ψ‖2 . e2β(t)α<wµ,β (t) + e3β(t)
(
µβ
ε +
(
ε3
µβ
) 1
2
+N−β
−
2 + µη + µ
1−β
2
)
.
Proof. Analogously to the proof of Lemma 4.21 in [9], we expand
Ewµ,β (Ψ)− Ebβ (Φ)
& ‖∇x1qΦ1 ψ‖2 +N‖
√
w
(12)
µ,β (1− p1p2)ψ‖2 (81)
−
∣∣∣‖∇x1pΦ1 ψ‖2 − ‖∇xΦ‖2L2(R2)∣∣∣− ∣∣∣∣⟪n̂− 12 qΦ1 ψ,∆x1pΦ1 (qχε1 n̂ 12 + pχε1 n̂ 121)ψ⟫∣∣∣∣ (82)
−
∣∣∣⟪ψ, p1p2 (Nw(12)µ,β − bβ|Φ(x1)|2) p1p2ψ⟫∣∣∣− ‖√w(12)µ,β p1p2ψ‖2 (83)
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−N
∣∣∣∣⟪n̂− 12 q1ψ, p2w(12)µ,β p1p2n̂ 122 ψ⟫∣∣∣∣ (84)
−N
∣∣∣⟪ψ, q1q2w(12)µ,β p1p2ψ⟫∣∣∣ (85)
− ∣∣⟪ψ, (1− p1p2)|Φ(x1)|2p1p2ψ⟫∣∣− ∣∣⟪ψ, (1− p1p2)|Φ(x1)|2(1− p1p2)ψ⟫∣∣ (86)
− ∣∣⟪ψ, |Φ(x1)|2ψ⟫− 〈Φ, |Φ(x1)|2Φ〉∣∣ (87)
−
∣∣∣⟪ψ, V ‖(t, z1)ψ⟫− 〈Φ, V ‖(t, (x1, 0))Φ〉∣∣∣ . (88)
Note that the second term in (81) is non-negative. For (82), we observe that
‖∇x1pΦ1 ψ‖2 − ‖∇xΦ‖2L2(R2) = −‖∇xΦ‖2L2(R2)‖qΦ1 ψ‖2 . e2β(t) ⟪ψ, n̂ψ⟫
and ⟪n̂− 12 qΦ1 ψ,∆x1pΦ1 n̂ 12ψ⟫ . e2β(t) ⟪ψ, n̂ψ⟫ . Making use of G(x) from (65) and Lemma 4.8,
we find |(83)| . e2β(t)
(
µβ
ε +N
−1 + µη
)
and |(84)| . eβ(t) ⟪ψ, n̂ψ⟫. Insertion of n̂ 12 n̂− 12
yields |(86)| . e2β(t) ⟪ψ, n̂ψ⟫. As a consequence of Lemmas 4.5 and 4.10, |(87)| + |(88)| .
e2β(t) ⟪ψ, n̂ψ⟫+ e3β(t)ε. Finally, we decompose |(85)| as
|(85)| . N
∣∣∣⟪ψ, qχε1 q2w(12)µ,β p1p2ψ⟫∣∣∣+N ∣∣∣⟪qχε2 ψ, qΦ1 pχε1 w(12)µ,β p1p2ψ⟫∣∣∣
+N
∣∣∣⟪qΦ1 qΦ2 ψ, pχε1 pχε2 w(12)µ,β p1p2ψ⟫∣∣∣ .
Analogously to the bound of (25) (Section 5.2.2), the first line is bounded by
e3β(t)(ε
3
2µ−
β
2 + µ
1−β
2 ),
and the second line yields
e2β(t) ⟪ψ, n̂ψ⟫+ e3β(t)N−β2−
for β2 = min
{
β, 14
}
as in the estimate of (31) (Section 5.2.5).
6 Proofs for β = 1
6.1 Microscopic structure
This section collects properties of the scattering solution f
β˜
and its complement g
β˜
.
Lemma 6.1. Let f
β˜
and %
β˜
as in Definition 3.7 and jµ as in (36). Then
(a) f
β˜
is a non-negative, non-decreasing function of |z|,
(b) f
β˜
(z) ≥ jµ(z) for all z ∈ R3 and there exists κβ˜ ∈
(
1, µ
β˜
µβ˜−µa
)
such that
f
β˜
(z) = κ
β˜
jµ(z)
for |z| ≤ µβ˜,
(c) %
β˜
∼ µβ˜,
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(d) ‖1|z1−z2|<%β˜∇1ψ‖2 +
1
2 ⟪ψ, (w(12)µ − U (12)µ,β˜ )ψ⟫ ≥ 0 for any ψ ∈ D(∇1).
Proof. Parts (a) to (c) are proven in [10, Lemma 4.9]. For part (d), see [43, Lemma 5.1(3)].
Lemma 6.2. For g
β˜
as in Definition 3.7 and sufficiently small ε,
(a) |g
β˜
(z)| . µ|z| ,
(b) ‖g
β˜
‖L2(R3) . µ1+
β˜
2 ,
(c) ‖∇g
β˜
‖L2(R3) . µ
1
2 ,
(d) ‖g(12)
β˜
ψN,ε(t)‖ . N−1,
(e) ‖1supp g
β˜
(z1 − z2)ψN,ε(t)‖ . e1(t)µβ˜ε− 13 = e1(t)N−β˜εβ˜− 13 ,
(f) ‖1supp g
β˜
( · , y1−y2)(x1 − x2)ψN,ε(t)‖ . e1(t)µ
p−1
p
β˜
for any fixed p ∈ [1,∞).
Proof. Parts (a) to (c) are proven in [10, Lemmas 4.10 and 4.11]. Assertion (d) works analo-
gously as [10, Lemma 4.10c]. For (e), we obtain similarly to [10, Lemma 4.10e]
‖1supp g
β˜
(z1 − z2)ψ‖2 . µ2β˜
∫
dzN ··· dz2
(∫
dz1|ψ(z1, ..., zN )|6
) 2
6
,
where we have used Ho¨lder’s inequality in the dz1 integration. Now we substitute z1 7→ z˜1 =
(x1,
y1
ε ) and use Sobolev’s inequality in the dz˜1-integration, noting that ∇z˜1 = (∇x1 , ε∂y1) and
dz˜1 = εdz1. This yields(∫
dz1|ψ(z1, ..., zN )|6
) 2
6
=
(
ε
∫
dz˜1|ψ((x1, εy˜1), z2, ..., zN )|6
) 2
6
. ε 13
∫
dz˜1|∇z˜1ψ((x1, εy˜1), z2, ..., zN )|2
= ε−
2
3
∫
dz1
(|∇x1ψ(z1, ..., zN )|2 + ε2|∂y1ψ(z1, ..., zN )|2) .
The statement then follows with Lemma 4.9a. For part (f), recall the two-dimensional
Gagliardo–Nirenberg–Sobolev inequality: for 2 < q <∞ and f ∈ H1(R2),
‖∇f‖
q−2
q
L2(R2)‖f‖
2
q
L2(R2) ≥ Sq‖f‖Lq(R2) , (89)
where Sq is a positive constant which is finite for 2 < q <∞ (e.g. [41, Equation (2.2)] and [36,
Equation (2.2.5)]). Consequently, ‖f‖Lq(R2) . ‖f‖
2
q
L2(R2)‖∇f‖
q−2
q
L2(R2) for each fixed q ∈ (2,∞).
Hence, for any fixed p ∈ (1,∞) and ψ ∈ L2(R3N ) ∩ D(∇x1),
‖1supp g
β˜
(x1 − x2)ψ‖2
≤
∫
dzN ··· dy1
 ∫
R2
1|x|≤%
β˜
dx

p−1
p
 ∫
R2
dx1|ψ(z1, ..., zN )|2p
 22p
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. µ
2β˜(p−1)
p
∫
dzN ··· dy1
 ∫
R2
dx1|ψ(z1, ..., zN )|2
 1p  ∫
R2
dx1|∇x1ψ(z1, ..., zN )|2

p−1
p
≤ µ
2β˜(p−1)
p ‖ψ‖ 2p ‖∇x1ψ‖
2(p−1)
p ,
where we have used Ho¨lder’s inequality in the dx1 integration, applied (89), and finally used
again Ho¨lder in the dzN ··· dy1 integration.
6.2 Characterisation of the auxiliary potential Uµ,β˜
In this section, we show that both U
µ,β˜
f
β˜
and U
µ,β˜
from Definition 3.7 are contained in the set
W
β˜,η
from Definition 2.2, which admits the transfer of results obtained in Section 5 to these
interaction potentials.
Lemma 6.3. The family U
µ,β˜
is contained in W
β˜,η
for any η > 0.
Proof. Note that µ−1
∫
R3 Uµ,β˜(z) dz =
4pi
3 a(%
3
β˜
µ−3β˜−1) = 4pi3 ac for some c > 0 by Lemma 6.1c,
hence b
β˜,N,ε
(U
µ,β˜
) = lim(N,ε)→(∞,0) bβ˜,N,ε(Uµ,β˜). The remaining requirements are easily veri-
fied.
Lemma 6.4. Let 0 < η < 1− β˜. Then the family U
µ,β˜
f
β˜
is contained in W
β˜,η
.
Proof. As before, it only remains to show that U
µ,β˜
f
β˜
satisfies part (d) of Definition 2.2. To
see this, observe that
µ−1
∫
R3
U
µ,β˜
(z)f
β˜
(z) dz
(42)
= µ−1
∫
Bµ(0)
wµ(z)fβ˜(z)
6.1b
= µ−1κ
β˜
∫
Bµ(0)
wµ(z)jµ(z)
(38)
= κ
β˜
8pia ,
hence b
β˜,N,ε
(U
µ,β˜
f
β˜
) = κ
β˜
8pia
∫
R |χ(y)|4 dy. By Lemma 6.1b, this implies
lim
(N,ε)→(∞,0)
b
β˜,N,ε
(U
µ,β˜
f
β˜
) = 8pia
∫
R
|χ(y)|4 dy = b1 (90)
and
|b
β˜,N,ε
(U
µ,β˜
f
β˜
)− b1| = 8pia(κβ˜ − 1)
∫
R
|χ(y)|4 dy
6.1b
. µa
µβ˜ − µa
. µ1−β˜.
6.3 Estimate of the kinetic energy for β = 1
The main goal of this section is to provide a bound for the kinetic energy of the part of
ψN,ε(t) with at least one particle orthogonal to Φ(t). Since the predominant part of the
kinetic energy is caused by the microscopic structure and thus concentrated in neighbourhoods
of the scattering centres, we will consider the part of the kinetic energy originating from the
complement of these neighbourhoods and prove that it is subleading. The first step is to define
the appropriate neighbourhoods Cj as well as sufficiently large balls Aj ⊃ Cj around them.
Definition 6.5. Let max
{
γ+1
2γ ,
5
6
}
< d < β˜, j, k ∈ {1, ..., N}, and define the subsets of R3N
aj,k :=
{
(z1, ..., zN ) : |zj − zk| < µd
}
,
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cj,k :=
{
(z1, ..., zN ) : |zj − zk| < %β˜
}
,
axj,k :=
{
((x1, y1), ..., (xN , yN )) : |xj − xk| < µd
}
with (xj , yj) ∈ R2+1 as usual. Then the subsets Aj , Bj , Cj and Axj of R3N are defined as
Aj :=
⋃
k 6=j
aj,k, Bj :=
⋃
k,l 6=j
ak,l, Cj :=
⋃
k 6=j
cj,k, Axj :=
⋃
k 6=j
axj,k
and their complements are denoted by Aj , Bj , Cj and Axj , e.g., Aj := R3N \ Aj .
The sets Aj and Axj contain all N -particle configurations where at least one other particle is
sufficiently close to particle j or where the projections in the x-direction are close, respectively.
The sets Bj consist of all N -particle configurations where particles can interact with particle
j but are mutually too distant to interact among each other.
Note that the characteristic functions 1Ax1 and 1Ax1 do not depend on any y-coordinate,
and 1B1 and 1B1 are independent of z1. Hence, the multiplication operators corresponding to
these functions commute with all operators that act non-trivially only on the y-coordinates
or on z1, respectively. Some useful properties of these cut-off functions are collected in the
following lemma.
Lemma 6.6. Let A1, Ax1 and B1 as in Definition 6.5. Then
(a) ‖1A1p1‖op . e1(t)µ
3d−1
2 , ‖1A1∇x1p1‖op . e1(t)µ
3d−1
2 ,
(b) ‖1A1ψ‖ . µd−
1
3 (‖∇x1ψ‖+ ε‖∂y1ψ‖) for any ψ ∈ L2(R3N ) ∩ D(∇1),
(c) ‖1A1∂y1p
χε
1 ψ
N,ε(t)‖ . e1(t)ε−1µd− 13 ,
(d) ‖1B1ψ‖ . µd−
1
3
(
N∑
k=2
(‖∇xkψ‖2 + ε2‖∂ykψ‖2)
) 1
2
for any ψ ∈ L2(R3N ) ∩ D(∇1),
(e) ‖1B1ψN,ε(t)‖ . e1(t)N
1
2µd−
1
3 = e1(t)N
−d+ 5
6 εd−
1
3 ,
(f) ‖1Ax1ψ‖ . (Nµ
2d)
p−1
2p ‖ψ‖ 1p ‖∇x1ψ‖
p−1
p for any fixed p ∈ (1,∞), ψ ∈ L2(R3N )∩D(∇x1),
(g) ‖1Ax1 q
χε
1 ψ
N,ε(t)‖ . e1(t)ε
1
p (Nµ2d)
p−1
2p for any fixed p ∈ (1,∞).
Proof. The proof of parts (a) to (e) works analogously to the proof of [10, Lemma 4.13]:
one first observes that in the sense of operators, 1A1 ≤
∑N
k=2 1a1,k and 1B1 ≤
∑N
k=2 1Ak ,
concludes that
∫
R3 1a1,k(z1, zk) dz1 . µ3d, and proceeds as in the proof of Lemma 6.2e. The
proofs of (f) and (g) work analogously to the proof of Lemma 6.2f, where one uses the estimate∫
R2 1Ax1 (x1, ..., xN ) dx1 . Nµ
2d.
Lemma 6.7. Let 1 > β˜ > d > max
{
γ+1
2γ ,
5
6
}
. Then, for sufficiently small µ,
‖1A1∇x1qΦ1 ψN,ε(t)‖2 . e21(t)α<wµ(t) + e31(t)
((
εϑ
µ
) β˜
2
+
( µ
εγ
) 1
β˜γ2 + µ
1−β˜
2 +N−d+
5
6
)
.
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Proof. We will in the following abbreviate ψN,ε(t) ≡ ψ and Φ(t) ≡ Φ. Analogously to [10,
Lemma 4.12], we decompose the energy difference as
Eψwµ(t)− EΦb1(t)
≥ ‖1A1∇x1qΦ1 ψ‖2 −
∣∣∣⟪∇x1qΦ1 ψ,1A1∇x1pΦ1 qχε1 ψ⟫∣∣∣ (91)
+‖1A11B1∇x1ψ‖2 + ⟪ψ, (−∂2y1 + 1ε2V ⊥(y1ε )− E0ε2 )ψ⟫
+N−12 ⟪ψ,1B1 (w(12)µ − U (12)µ,β˜ )ψ⟫ (92)
+2< ⟪∇x1p1ψ,1A1∇x1q1ψ⟫ (93)
+‖1A1∇x1p1ψ‖2 − ‖∇xΦ‖2L2(R) (94)
+ b12
(⟪ψ, |Φ(x1)|2ψ⟫− 〈Φ, |Φ|2Φ〉)+ ⟪ψ, V ‖(t, z1)ψ⟫− 〈Φ, V ‖(t, (x, 0))Φ〉 (95)
+N−12 ⟪ψ,1B1p1p2U (12)µ,β˜ p1p21B1ψ⟫− b12 ⟪ψ, |Φ(x1)|2ψ⟫ (96)
+(N − 1)<⟪ψ,1B1(p1q2 + q1p2)U (12)µ,β˜ p1p21B1ψ⟫ (97)
+(N − 1)<⟪ψ,1B1q1q2U (12)µ,β˜ p1p21B1ψ⟫ . (98)
The first line is easily controlled as
(91) & ‖1A1∇x1qΦ1 ψ‖2 − e31(t)ε .
To estimate (92), note that (c1,k ∩ B1) ∩ (c1,l ∩ B1) = ∅ by Definition 6.5 and since d < β˜
implies %
β˜
< 2%
β˜
< µd. Consequently, 1A11B1 ≥ 1C11B1 = 1B1
N∑
k=2
1c1,k = 1B1
N∑
k=2
1|z1−zk|≤%β˜ ,
which yields with Lemma 6.1d
‖1A11B1∇1ψ‖2 + N−12 ⟪1B1ψ,(w(12)µ − U (12)µ,β˜ )1B1ψ⟫ ≥ 0 .
To use this for (92), we must extract a contribution ‖1A11B1∂y1ψ‖2 from the remaining ex-
pression ⟪ψ, (−∂2y1 + 1ε2V ⊥(y1ε )− E0ε2 )ψ⟫. To this end, recall that χε is the ground state of
∂2y1 +
1
ε2
V ⊥(y1ε ) corresponding to the eigenvalue
E0
ε2
, hence Oy1 := −∂2y1 + 1ε2V ⊥(y1ε ) − E0ε2 is
a positive operator and Oy1ψ = Oy1q
χε
1 ψ. Since 1Ax1 and 1B1 and their complements com-
mute with any operator that acts non-trivially only on y1 and since 1Ax11B1ψ and 1Ax1ψ are
contained in the domain of Oy1 if this holds for ψ, we find
⟪ψ,Oy1ψ⟫ = ⟪1Ax11B1qχε1 ψ,Oy11Ax11B1qχε1 ψ⟫
+⟪(1Ax11B1 + 1Ax1 )ψ,Oy1(1Ax11B1 + 1Ax1 )ψ⟫
≥ ‖1Ax11B1∂y1q
χε
1 ψ‖2 − ε−2‖(V ⊥ − E0)−‖L∞(R)‖1Ax1 q
χε
1 ψ‖2
& ‖1Ax11B1∂y1ψ‖
2 − 2∣∣⟪1B1∂y1qχε1 ψ, ∂y1pχε1 1Ax1ψ⟫ ∣∣− ε−2‖1Ax1 qχε1 ψ‖2
−‖1Ax1∂y1p
χε
1 ψ‖2
& ‖1A11B1∂y1ψ‖2 − e21(t)
(
ε−1(Nµ2d)
p−1
2p − ε−2+ 2p (Nµ2d) p−1p
)
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for any fixed p ∈ (1,∞) by Lemma 6.6. Note that we have used in the last line the fact that
1Ax1 ≥ 1A1 in the sense of operators as A1 ⊆ A
x
1 . Now choose p = 1 +
2
γ(2d−1)−1 , which is
contained in (1,∞) as 2d− 1 > 1γ because d > 12 + 12γ . This yields
ε−1(Nµ2d)
p−1
2p =
(
N−1ε1−γ
) p−1
2p
(2d−1)
ε
1
2p
(γ(2d−1)(p−1)−p−1)
=
( µ
εγ
) p−1
p
(2d−1)
<
( µ
εγ
) 1
β˜γ2
because, since γ > 1 and d < β˜,
p−1
p (2d− 1) = 2(2d−1)γ(2d−1)+1 > 2d−1dγ > 1β˜γ2 .
For the second expression in the brackets, recall that d > 12γ +
1
2 by Definition 6.5, hence
ε
−2+ 2
p (Nµ2d)
p−1
p =
(
N−1ε1−γ
) p−1
p
(2d−1)
ε
p−1
p
((γ−1)(2d−1)−2+2d)
<
( µ
εγ
) p−1
p
(2d−1)
<
( µ
εγ
) 1
β˜γ2 .
Consequently,
(92) & −e21(t)
( µ
εγ
) 1
β˜γ2 .
Analogously to the estimates of (48) to (50) in [10, Lemma 4.12], we obtain
|(93)| . e21(t)
(⟪ψ, n̂ψ⟫+ µ 3d−12 ) ,
|(94)| . e21(t)
(
µ3d−1 + ⟪ψ, n̂ψ⟫) ,
|(95)| . e21(t) ⟪ψ, n̂ψ⟫+ e31(t)ε ,
where we have decomposed 1A1 = 1−1A1 and used that ‖∇x1p1ψ‖2 = ‖∇xΦ‖2L2(R2)‖p1ψ‖2 as
well as Lemmas 4.3b, 4.5, 4.7a, 4.9a, 4.10 and 6.6a. Analogously to the corresponding terms
(51) and (52) in [10, Lemma 4.12], we write (96) as
N−1
2 ⟪(1− 1B1)ψ, p1p2 ((Uµ,β˜fβ˜)(12) + (Uµ,β˜gβ˜)(12)) p1p2(1− 1B1)ψ⟫− ⟪ψ, b1|Φ(x1)|2ψ⟫
and control the contribution with U
µ,β˜
f
β˜
and without 1B1 by means of G(x) as in (65), using
the respective estimates from Section 5.2.1 since U
µ,β˜
f
β˜
∈ W
β˜,η
for η ∈ (0, 1 − β˜). For the
remainders of (96), note that ‖U
µ,β˜
‖L1(R3) . µ and that
‖U
µ,β˜
g
β˜
‖L1(R3) = aµ1−3β˜
∫
suppU
µ,β˜
dz|g
β˜
(z)| ≤ aµ1−3β˜g
β˜
(µβ˜)
∫
suppU
µ,β˜
dz . µ2−β˜ .
For (97), we decompose 1B1 = 1−1B1 and insert n̂
1
2 n̂−
1
2 into the term with identities on both
sides. This leads to the bounds
|(96)| . e31(t)
(
µβ˜
ε + µ
1−β˜ +N−1 +N−d+
5
6 εd−
1
3
)
,
|(97)| . e31(t)
(
N−d+
5
6 εd−
1
3 + ⟪ψ, n̂ψ⟫) .
Finally, for the last term of the energy difference, we decompose q = qχ
ε
+pχ
ε
qΦ, which yields
|(98)| . N
∣∣∣∣⟪1B1ψ, qχε1 q2U (12)µ,β˜ p1p21B1ψ⟫∣∣∣∣+N ∣∣∣∣⟪ψ, qχε1 qΦ2 pχε2 U (12)µ,β˜ p1p2ψ⟫∣∣∣∣ (99)
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+N
∣∣∣∣⟪1B1ψ, qχε2 qΦ1 pχε1 U (12)µ,β˜ p1p2ψ⟫∣∣∣∣ (100)
+N
∣∣∣∣⟪1B1ψ, qχε2 qΦ1 pχε1 U (12)µ,β˜ p1p21B1ψ⟫∣∣∣∣ (101)
+N
∣∣∣∣⟪ψ, qΦ1 qΦ2 pχε1 pχε2 U (12)µ,β˜ p1p2ψ⟫∣∣∣∣ (102)
+N
∣∣∣∣⟪1B1ψ, qΦ1 qΦ2 pχε1 pχε2 U (12)µ,β˜ p1p2ψ⟫∣∣∣∣ (103)
+N
∣∣∣∣⟪1B1ψ, qΦ1 qΦ2 pχε1 pχε2 U (12)µ,β˜ p1p21B1ψ⟫∣∣∣∣ , (104)
where we used the symmetry under the exchange 1 ↔ 2 of the second term in the first line.
For (99), note that 1B1ψ is symmetric in {2, ..., N} and commutes with ∇1 and qχ
ε
1 , hence we
obtain, analogously to the estimate of (25) (Section 5.2.2), the bound
|(99)| . e31(t)
(
N
β˜
2 ε
3−β˜
2 + µ
1−β˜
2
)
< e31(t)
((
εϑ
µ
) β˜
2
+ µ
1−β˜
2
)
since
N
β˜
2 ε
3−β˜
2 =
(
Nεϑ−1
) β˜
2
ε
3−ϑβ˜
2 ≤
(
Nεϑ−1
) β˜
2
for β˜ ≤ 3ϑ . For the second line and third line, note that pχ
ε
1 U
(12)
µ,β˜
pχ
ε
1 = p
χε
1 Uµ,β˜(x1 − x2, y2),
with U
µ,β˜
as in Definition 5.4, which is sensible since U
µ,β˜
∈ W
β˜,η
for any η > 0. Hence, with
vρ and h%
β˜
,ρ as in Definition 5.4 and Lemma 5.6, we obtain with the choice ρ = 1
|(100)| . N
∣∣∣⟪qΦ1 1B1ψ, qχε2 vρ(x1 − x2, y2)p1p2ψ⟫∣∣∣
+N
∣∣∣⟪1B1∇x1qΦ1 ψ, qχε2 (∇x1h%β˜ ,1(x1 − x2, y2))p1p2ψ⟫∣∣∣
+N
∣∣∣⟪qΦ1 1B1ψ, qχε2 (∇x1h(12)%β˜ ,1)∇x1p1p2ψ⟫∣∣∣
. N‖1B1ψ‖‖vρ(x1 − x2, y2)pΦ1 ‖op
(
‖qχε2 ψ‖2 +N−1
) 1
2
+N‖∇x1qΦ1 ψ‖‖(∇x1h%β˜ ,1(x1 − x2, y2))pΦ1 ‖op
(
‖qχε2 ψ‖2 +N−1
) 1
2
+N‖1B1ψ‖‖(∇x1h%β˜ ,1(x1 − x2, y2)) · ∇x1pΦ1 ‖op
(
‖qχε2 ψ‖2 +N−1
) 1
2
. e31(t)(lnµ−1)
1
2 (ε+N−
1
2 )
by Lemmas 4.6c, 4.9a, 5.6 and 6.6e. Similarly, but without the need for Lemma 4.6c, we
obtain with ρ = 1
|(101)| . e31(t)N−d+
5
6 εd−
1
3 (lnµ−1)
1
2 .
Analogously to the bound of (31) in Section 5.2.5, using h%
β˜
,ρ with the choice ρ = N
− 1
4 and
suitably inserting n̂
1
2 n̂−
1
2 , we obtain
|(102)| . e21(t) ⟪ψ, n̂ψ⟫+ e31(t)N− 14− .
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Finally, with the choice ρ = N−
1
2 , the last two lines can be bounded as
|(103)| . N
∣∣∣⟪1B1ψ, qΦ1 qΦ2 v(12)ρ p1p2ψ⟫∣∣∣+N ∣∣∣∣⟪1B1qΦ1 ψ, qΦ2 (∇x1h(12)%β˜ ,ρ) · ∇x1p1p2ψ⟫∣∣∣∣
+N
∣∣∣∣⟪1B1∇x1qΦ1 ψ, qΦ2 (∇x1h(12)%β˜ ,ρ)p1p2ψ⟫∣∣∣∣
≤ N‖1B1ψ‖
(
‖pΦ1 v(12)ρ pΦ2 ‖2op +N−1‖v(12)ρ pΦ1 ‖2op
) 1
2
+N‖1B1ψ‖‖(∇x1h
(12)
%
β˜
,ρ) · ∇x1pΦ1 ‖op
+N‖∇x1qΦ1 ψ‖
(⟪qΦ2 (∇x1h(12)%
β˜
,ρ)p1p2ψ, q
Φ
3 (∇x1h
(13)
%
β˜
,ρ)p1p3ψ⟫
+N−1‖(∇x1h
(12)
%
β˜
,ρ)p
Φ
1 ‖2op
) 1
2
. e31(t)
(
N−d+
5
6 εd−
1
3 +N−
1
2
) (
lnµ−1
) 1
2
|(104)| . N‖1B1ψ‖
(
‖pΦ2 v(12)ρ pΦ1 ‖op +N−
1
2 ‖pΦ2 v(12)ρ ‖op + ‖(∇x1h
(12)
%β ,ρ
)pΦ1 ‖ope1(t)
)
. e21(t)N−d+
5
6 εd−
1
3 (lnµ−1)
1
2 ,
where we used (78) with s1 = p1 as well as (77) and Lemmas 5.6, 6.6e, 4.11 and 4.9a. Hence,
we obtain with Lemma 4.11
|(98)| . e31(t)
((
εϑ
µ
) β˜
2
+ µ
1−β˜
2 + γγ−1N
− 1
2
−
+ ε1
−
+N−d+
5
6 ε(d−
1
3
)−
)
+ e21(t) ⟪ψ, n̂ψ⟫
. e31(t)
((
εϑ
µ
) β˜
2
+ µ
1−β˜
2 +N−d+
5
6
)
+ e21(t) ⟪ψ, n̂ψ⟫ ,
where we have used that −14 < −d+ 56 and that ε N−d+
5
6 εd−
1
3 , which follows because
εNd−
5
6 ε
1
3
−d =
(
Nεϑ−1
)d− 5
6
ε
1
2
−ϑ(d− 5
6
) ≤
(
εϑ
µ
)d− 5
6  1
since ϑ ≤ 3. All estimates together imply
|Eψwµ(t)− EΦb1(t)| ≥ ‖1A1∇x1qΦ1 ψ‖2 − e21(t) ⟪ψ, n̂ψ⟫
−e31(t)
(
µ
1−β˜
2 +
(
εϑ
µ
) β˜
2
+N−d+
5
6 +
( µ
εγ
) 1
β˜γ2
)
,
where we have used that 3d− 1 > 1− β˜ as β˜ > d > 56 and that µ
β˜
ε <
( µ
εγ
) 1
β˜γ2 because, since
β˜ > 12 +
1
2γ >
1
γ ,
µβ˜
ε =
( µ
εγ
)β˜
εγβ˜−1 <
( µ
εγ
)β˜
<
( µ
εγ
) 1
β˜γ2
6.4 Proof of Proposition 3.9
Recalling that r̂ = p1p2m̂
b + (p1q2 + q1p2)m̂
a, we conclude immediately
N2
∣∣∣∣⟪1supp gβ˜ (z1 − z2)ψ, g(12)β˜ (p1p2m̂b + (p1q2 + q1p2)m̂a)ψ⟫∣∣∣∣ . e21(t)N− 3β˜2 +ξε 16 + 3β˜2 < e21(t)ε 1712
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by Lemmas 6.2 and 4.2a and because β˜ > 56 . For fixed t ∈ [0, T exV ‖) and sufficiently small ε,
e21(t)ε
5
12 . 1, hence this is bounded by ε.
6.5 Proof of Proposition 3.10
This proof is analogous to the proof of [10, Proposition 3.2], and we sketch the main steps for
convenience of the reader. In the sequel, we abbreviate ψN,ε ≡ ψ and Φ(t) ≡ Φ. Since
d
dtαwµ(t) =
d
dtα
<
wµ(t)−N(N − 1)<
(
d
dt ⟪ψ, g(12)β˜ r̂ψ⟫) ,
Proposition 3.5 implies that for almost every t ∈ [0, T ex
V ‖),∣∣ d
dtαwµ
∣∣ ≤ |γa,<(t)|+ ∣∣∣∣γb,<(t)−N(N − 1)<( ddt ⟪ψ, g(12)β˜ r̂ψ⟫)∣∣∣∣ . (105)
The second term in (105) gives
−N(N − 1)<
(
d
dt ⟪ψ, g(12)β˜ r̂ψ⟫) = N(N − 1)=⟪ψ, g(12)β˜ [Hµ(t)− N∑
j=1
hj(t), r̂
]
ψ⟫ (106)
+N(N − 1)=⟪ψ, [Hµ(t), g(12)
β˜
]
r̂ψ⟫ . (107)
In (106), we write
∑
i<j w
(ij)
µ = w
(12)
µ +
∑N
j=3
(
w
(1j)
µ + w
(2j)
µ
)
+
∑
3≤i<j≤N w
(ij)
µ and use the
identity w
(12)
µ − b1(|Φ(x1)|2 + |Φ(x2)|2) = Z(12) − N−2N−1b1(|Φ(x1)|2 + |Φ(x2)|2). This yields
(106) = γa(t) + γd(t) + γe(t) + γf (t) +N(N − 1)=⟪ψ, g(12)
β˜
[
Z(12), r̂
]
ψ⟫ .
For (107), note that[
Hµ(t), g
(12)
β˜
]
r̂ψ =
(
w(12)µ − U (12)β1
)
f
(12)
β˜
r̂ψ − 2(∇1g(12)
β˜
) · ∇1r̂ψ − 2(∇2g(12)
β˜
) · ∇2r̂ψ,
hence
(107) = γc(t) +N(N − 1)=⟪ψ,(w(12)µ − U (12)µ,β˜ ) f (12)β˜ r̂ψ⟫ .
The expressions γa,<(t), γb,<(t) together with the remaining terms from (106) and (107) yield
γa,<(t) +N(N − 1)=
(
− ⟪ψ,Z(12)r̂ψ⟫+ ⟪ψ, (1− f (12)
β˜
)
[
Z(12), r̂
]
ψ⟫
+⟪ψ, (w(12)µ − U (12)µ,β˜ )f (12)β˜ r̂ψ⟫)
= γa,<(t)−N(N − 1)=⟪ψ, g(12)
β˜
r̂Z(12)ψ⟫
−N(N − 1)=⟪ψ,(U (12)
µ,β˜
− b1N−1
(|Φ(x1)|2 + |Φ(x2)|2)) (1− g(12)
β˜
)r̂ψ⟫
= γ<(t) + γb(t) ,
where we used that =⟪ψ, Z˜(12)r̂ψ⟫ = =⟪ψ, Z˜(12)m̂ψ⟫ and that
Z(12)f
(12)
β˜
=
(
w(12)µ − U (12)µ,β˜
)
f
(12)
β˜
+ U
(12)
µ,β˜
f
(12)
β˜
− b1N−1
(|Φ(x1)|2 + |Φ(x2)|2) f (12)
β˜
.
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6.6 Proof of Proposition 3.11
6.6.1 Estimate of γ<(t)
To estimate γ<(t), we apply Proposition 3.6 to the interaction potential U
µ,β˜
f
β˜
, which makes
sense since U
µ,β˜
f
β˜
∈ W
β˜,η
for η ∈ (0, 1− β˜) by Lemma 6.4. Besides, we need to verify that the
sequence (N, ε), which satisfies A4 with (Θ,Γ)1 = (ϑ, γ), is also admissible and moderately
confining with parameters (Θ,Γ)
β˜
= (δ/β˜, 1/β˜) for some δ ∈ (1, 3). We show that this holds
for δ = ϑβ˜.
By assumption, 1 > β˜ > γ+12γ >
1
γ >
1
ϑ . Hence, δ = ϑβ˜ ∈ (1, 3) and we find
εδ/β˜
µ
=
εϑ
µ
,
µ
ε1/β˜
=
µ
εγ
εγ−1/β˜ ≤ µ
εγ
.
Since Proposition 3.6 requires the parameter 0 < ξ < min
{
1
3 ,
1−β˜
2 , β˜ ,
3−δ
2 · β˜δ−β˜
}
, we choose
0 < ξ < min
{
1−β˜
2 ,
3−ϑβ˜
2(ϑ−1)
}
.
Proposition 3.6 provides a bound for γ<(t), which, however, depends on α<U
µ,β˜
f
β˜
(t) and
consequently on the energy difference |EψU
µ,β˜
f
β˜
(t) − EΦU
µ,β˜
f
β˜
(t)|. Note that α<U
µ,β˜
f
β˜
(t) enters
only in the estimate of
|(32)| ≤ N
∣∣∣⟪l̂qΦ1 ψ, qΦ2 pχε1 pχε2 (Uµ,β˜fβ˜)(12)pχε1 pχε2 pΦ2 qΦ1 ψ⟫∣∣∣
in γ
(4)
b,<(t). Hence, we need a new estimate of (32) by means of Lemma 6.7 to obtain a bound
in terms of |Eψwµ,β (t) − EΦbβ (t)|. Since Uµ,β˜fβ˜ ∈ Wβ˜,η, we can define Uµ,β˜fβ˜ ∈ V%β˜ as in
Definition 5.4,
pχ
ε
1 p
χε
2 (Uµ,β˜fβ˜)
(12)pχ
ε
1 p
χε
2 = Uµ,β˜fβ˜
(12)
pχ
ε
1 p
χε
2 ,
and perform an integration by parts in two steps: first, we replace U
µ,β˜
f
β˜
by the potential
vµβ2 ∈ Vµβ2 from Definition 5.4, namely
vµβ2 (x) =

1
piµ
−2β2‖U
µ,β˜
f
β˜
‖L1(R2) for |x| < µβ2 ,
0 else ,
where we have chosen ρ = µβ2 for some β2 ∈ (0, β˜). Subsequently, we replace this potential
by ν1 ∈ V1 with ρ = 1, where vµβ2 plays the role of Uµ,β˜fβ˜, i.e.,
ν1(x) :=

1
pi‖vµβ2‖L1(R2) for |x| < 1 ,
0 else.
By construction,
‖U
µ,β˜
f
β˜
‖L1(R2) = ‖vµβ2‖L1(R2) = ‖ν1‖L1(R2),
hence, by Lemma 5.6a, the functions h%
β˜
,µβ2 and hµβ2 ,1 as defined in (71) satisfy the equations
∆xh%
β˜
,µβ2 = Uµ,β˜fβ˜ − vµβ2 , ∆xhµβ2 ,1 = vµβ2 − ν1 .
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Hence,
pχ
ε
1 p
χε
2 (Uµ,β˜fβ˜)
(12)pχ
ε
1 p
χε
2 =
(
∆xh%
β˜
,µβ2 + ∆xhµβ2 ,1 + ν1
)
pχ
ε
1 p
χε
2 ,
and consequently
|(32)| ≤ N
∣∣∣∣⟪pχε1 ∇x1qΦ1 ψ, qΦ2 (∇x1h(12)%β˜ ,µβ2 )p2qΦ1 l̂1ψ⟫∣∣∣∣ (108)
+N
∣∣∣∣⟪pχε1 l̂qΦ1 ψ, qΦ2 (∇x1h(12)%β˜ ,µβ2 )p2∇x1qΦ1 ψ⟫∣∣∣∣ (109)
+N
∣∣∣∣⟪∇x1qΦ1 ψ, qΦ2 (∇x1h(12)µβ2 ,1)pχε1 pχε2 pΦ2 l̂1qΦ1 ψ⟫∣∣∣∣ (110)
+N
∣∣∣∣⟪l̂qΦ1 ψ, qΦ2 (∇x1h(12)µβ2 ,1)pχε1 pχε2 pΦ2∇x1qΦ1 ψ⟫∣∣∣∣ (111)
+N
∣∣∣⟪l̂qΦ1 qΦ2 ψ, ν(12)1 pχε1 pχε2 pΦ2 qΦ1 ψ⟫∣∣∣ . (112)
With Lemma 4.6a, the first two lines can be bounded as
(108) . Ne1(t)
(⟪qΦ2 (∇x2h(12)%
β˜
,µβ2 )p2q
Φ
1 l̂1ψ, q
Φ
3 (∇x3h
(13)
%
β˜
,µβ2 )p3q
Φ
1 l̂1ψ⟫
+N−1‖∇x1h
(12)
%
β˜
,µβ2p
Φ
2 ‖2op
) 1
2
. e31(t)
(
µβ2 +N−
1
2
) (
lnµ−1
) 1
2 ,
(109) . N‖∇x1qΦ1 ψ‖‖pΦ2 (∇x2h
(12)
%
β˜
,µβ2 )l̂q
Φ
1 q
Φ
2 ψ‖ . e21(t)µβ2 lnµ−1 ,
where we used for (108) the estimate (78) with s1 = q
Φ
1 and ψ˜ = l̂1ψ and for (109) the
estimate (80) and applied Lemma 5.6b. To estimate (110) and (111), we insert identities
1 = 1A1 + 1A1 to be able to use Lemma 6.7:
(110) + (111) ≤ N
∣∣∣∣⟪∇x1qΦ1 ψ,1A1qΦ2 (∇x1h(12)µβ2 ,1)p2pχε1 qΦ1 l̂1ψ⟫∣∣∣∣ (113)
+N
∣∣∣∣⟪∇x1qΦ1 ψ,1A1p2pχε1 (∇x1h(12)µβ2 ,1)l̂qΦ1 qΦ2 ψ⟫∣∣∣∣ (114)
+N
∣∣∣∣⟪1A1∇x1qΦ1 ψ, qΦ2 (∇x1h(12)µβ2 ,1)p2pχε1 qΦ1 l̂1ψ⟫∣∣∣∣ (115)
+N
∣∣∣∣⟪l̂qΦ1 ψ, qΦ2 (∇x1h(12)µβ2 ,1)p2pχε1 1A1∇x1qΦ1 ψ⟫∣∣∣∣ . (116)
By Lemma 6.6b, we find for ψ˜ ∈ L2(R3N ) and with x = (x(1), x(2))
‖1A1qΦ2 (∇x1h
(12)
µβ2 ,1)p
Φ
2 ψ˜‖2
= ‖1A1qΦ2 (∂x(1)1 h
(12)
µβ2 ,1)p
Φ
2 ψ˜‖2 + ‖1A1qΦ2 (∂x(2)1 h
(12)
µβ2 ,1)p
Φ
2 ψ˜‖2
. µd− 13
(
‖(∂2
x
(1)
1
h
(12)
µβ2 ,1
)
pΦ2 ψ˜‖2 + ‖
(
∂2
x
(2)
1
h
(12)
µβ2 ,1
)
pΦ2 ψ˜‖2 + ‖
(
∂
x
(1)
1
∂
x
(2)
1
h
(12)
µβ2 ,1
)
pΦ2 ψ˜‖2
+‖(∂
x
(1)
1
h
(12)
µβ2 ,1
)
pΦ2∇x1ψ˜‖2 + ‖
(
∂
x
(2)
1
h
(12)
µβ2 ,1
)
pΦ2∇x1ψ˜‖2 + ε2‖(∇x1h
(12)
µβ2 ,1p
Φ
2 )∂y1ψ˜‖2
)
,
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and analogously for the respective expression in (114). Note that for i, j ∈ {1, 2} and F ∈
L2(R2) with Fourier transform F̂ (k), it holds that ‖∂x(j)F‖2L2(R2) ≤ ‖∇xF‖2L2(R2) and that
‖∂x(i)∂x(j)F‖2L2(R2) = ‖k(i)k(j)F̂‖2L2(R2) . ‖((k(1))2 + (k(2))2)F̂‖2L2(R2) = ‖∆xF‖2L2(R2) .
Hence, we conclude with Lemma 4.8d that
(113) + (114) . N‖∇x1qΦ1 ψ‖µd−
1
3 e1(t)
(
‖∆xhµβ2 ,1‖L2(R2)‖l̂qΦ1 ψ‖
+‖∇xhµβ2 ,1‖L2(R2)‖∇x1 l̂qΦ1 ψ‖+ ε‖∇xhµβ2 ,1‖L2(R2)‖∂y1pχ
ε
1 ‖op‖l̂qΦ1 ψ‖
)
. e31(t)
(
µd−β2−
1
3 +N ξµd−
1
3 (lnµ−1)
1
2
)
,
which follows because ∆xhµβ2 ,1 = vµβ2 − ν1. For the next two lines, note that 1A1∇x1qΦ1 ψ is
symmetric in{2, ..., N}, hence we can apply Lemma 4.3a. Similarly to the estimate that led
to (78), integrating by parts twice yields
(115) . N‖1A1∇x1qΦ1 ψ‖
(
‖l̂1qΦ1 qΦ2 ψ‖2‖h
(12)
µβ2 ,1∇x2pΦ2 ‖2op + ‖p2h
(12)
µβ2 ,1∇x2 l̂1qΦ1 qΦ2 ψ‖2
+N−1‖(∇x1hµβ2 ,1)p2‖2op
) 1
2
.
Further, proceeding as in (80), we find
(116) . N‖1A1∇x1qΦ1 ψ‖
(
‖h(12)µβ2 ,1∇x1pΦ1 ‖op‖l̂qΦ1 qΦ2 ψ‖+ ‖p1h
(12)
µβ2 ,1∇x1 l̂qΦ1 qΦ2 ψ‖
)
.
By Lemmas 4.2d, 5.6b and 6.6b, we obtain for j ∈ {0, 1}
‖p1h
(12)
µβ2 ,1 l̂jq
Φ
2 ∇x1qΦ1 ψ‖2
. ‖p1h
(12)
µβ2 ,1 l̂jq
Φ
2 1A1∇x1qΦ1 ψ‖2 +
∣∣∣∣⟪∇x1qΦ1 ψ,1A1 l̂jqΦ2 h(12)µβ2 ,1p1h(12)µβ2 ,1 l̂jqΦ2 ∇x1qΦ1 ψ⟫∣∣∣∣
+
∣∣∣∣⟪∇x1qΦ1 ψ,1A1 l̂jqΦ2 h(12)µβ2 ,1p1h(12)µβ2 ,1 l̂jqΦ2 1A1∇x1qΦ1 ψ⟫∣∣∣∣
. ‖p1h
(12)
µβ2 ,1‖2op‖1A1∇x1qΦ1 ψ‖2
+‖∇x1qΦ1 ψ‖2µd−
1
3 ‖l̂‖op
(
‖(∇x1h
(12)
µβ2 ,1)p
Φ
1 ‖op + ‖h
(12)
µβ2 ,1∇x1pΦ1 ‖op
+ε‖∂y1pχ
ε
1 ‖op‖h
(12)
µβ2 ,1p
Φ
1 ‖op
)
‖h(12)µβ2 ,1pΦ1 ‖op
. e21(t)N−2‖1A1∇x1qΦ1 ψ‖2 + e41(t)N−2+ξµd−
1
3 (lnµ−1)
1
2 .
Combining these estimates, we conclude with Lemma 6.7
(115) + (116) . e1(t)
(‖1A1∇x1qΦ1 ψ‖2 + ⟪ψ, n̂ψ⟫+N−1 lnµ−1)+ e31(t)N ξµd− 13 (lnµ−1) 12
. e31(t)α<wµ(t) + e
4
1(t)
((
εϑ
µ
) β˜
2
+
( µ
εγ
) 1
β˜γ2 + µ
1−β˜
2 +N−d+
5
6
)
.
Finally,
(112) . N‖l̂qΦ1 qΦ2 ψ‖‖qΦ1 ψ‖‖ν(12)1 pΦ2 ‖op . e1(t) ⟪ψ, n̂ψ⟫
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by Lemmas 4.2, 4.8d and by Definition 5.3 of V1. With the choice β2 = 3d−16 > 1−β˜2 , all
estimates together yield
|(32)| . e31(t)α<wµ + e41(t)
((
εϑ
µ
) β˜
2
+
( µ
εγ
) 1
β˜γ2 + µ
1−β˜
2 +N−d+
5
6
)
.
In combination with the remaining bounds from Proposition 3.6, evaluated for β˜, η = (1− β˜)−
and δ = ϑβ˜, we obtain
|γ<(t)| . e31(t)α<wµ + e41(t)
((
εϑ
µ
) β˜
2
+
( µ
εγ
) 1
β˜γ2 + ε
1−β˜
2 +N−d+
5
6
)
.
6.6.2 Estimate of the remainders γa(t) to γf (t)
The estimates of γa(t), γb(t) as well as the bounds for γd(t) to γf (t) work mostly analogously
to the respective estimates in [10, Section 4.5], hence we merely sketch the main steps for
completeness.
Recalling that r̂ := m̂bp1p2 + m̂
a(p1q2 + q1p2), one concludes with Lemmas 4.10, 6.2b and
4.2b that
|γa(t)| . N3‖(V ‖(t, z1)− V ‖(t, (x1, 0)))ψ‖‖g(12)
β˜
p1‖op
(
‖m̂a‖op + ‖m̂b‖op
)
. e41(t)N1+ξ−
β˜
2 ε
3+β˜
2 < e41(t)
(
εϑ
µ
)1+ξ− β˜
2
since β˜ > 56 , ξ <
1
12 and ϑ ≤ 3. To estimate γb(t), note first that bβ˜ = b(Uµ,β˜fβ˜) = b1 by (90),
hence (49) = 0. The two remaining terms can be controlled as
|(48)| . N‖Φ‖2L∞(R)‖g(12)β˜ p1‖op
(
‖m̂a‖op + ‖m̂b‖op
)
. e31(t)N−1−
β˜
2
+ξε
1+β˜
2 < e31(t)ε
1+β˜
2 ,
|(50)| . N2‖p1g(12)
β˜
‖op
(
‖m̂a‖op + ‖m̂b‖op
)
‖p1
(
w(12)µ − b1N−1(|Φ(x1)|2 + |Φ(x2)|2)
)
ψ‖
. e31(t)N−1−
β˜
2
+ξε
1+β˜
2 < e31(t)ε
1+β˜
2
as a consequence of Lemmas 4.2b, 4.7a, 4.9e and 6.2b. The first term of γd(t) yields
|(52)| . N3‖1supp g
β˜
(z1 − z2)ψ‖‖g(12)
β˜
p1‖op‖Φ‖2L∞(R)
(
‖m̂a‖op + ‖m̂b‖op
)
. e41(t)N1+ξ−
3β˜
2 ε
3β˜
2
+ 1
6 < e41(t)ε
since β˜ > 56 and ξ <
1
12 . For the second term of γd(t), we write r̂ = m̂
a(p1 + p2) +
(m̂b − 2m̂a)p1p2, apply Lemma 4.3c with m̂c and m̂d from Definition 3.2, and observe that
g
(12)
β˜
w
(13)
µ 6= 0 implies |z2 − z3| ≤ 2%β˜ because |z1 − z2| ≤ %β˜ for z1 − z2 ∈ supp gβ˜ and
|z1 − z3| ≤ µ for z1 − z3 ∈ suppwµ. This leads to
|(53)| . N3
∣∣∣∣⟪ψ, g(12)β˜ p2 [1suppwµ(z1 − z3)w(13)µ , p1p3m̂d + (p1q3 + q1p3)m̂c]ψ⟫∣∣∣∣
+N3
∣∣∣∣⟪p11suppwµ(z1 − z3)g(12)β˜ w(13)µ ψ,1B2%β˜ (0)(z2 − z3)m̂aψ⟫
∣∣∣∣
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+N3
∣∣∣∣⟪ψ, g(12)β˜ p1(m̂a + p2(m̂b − 2m̂a))p1w(13)µ ψ⟫∣∣∣∣
+N3
∣∣∣∣⟪w(13)µ ψ, g(12)β˜ p21suppwµ(z1 − z3)p1(m̂b − 2m̂a)ψ⟫∣∣∣∣
. e31(t)
(
N−1−
β˜
2
+3ξε
1+β˜
2 +N1+ξ−β˜εβ˜−
1
3 +N−
β˜
2
+ξε
1+β˜
2
)
< e31(t)
((
εϑ
µ
)1+ξ−β˜
+ ε
1+β˜
2
)
since β˜ > 56 and ξ <
1
12 and where we have estimated ‖1B2%
β˜
(0)(z2 − z3)m̂aψ‖2 analogously to
Lemma 6.2e. Using Lemma 4.3c, the relation
p3p4(r̂ − r̂2) + (p3q4 + q3p4)(r̂ − r̂1) = (p1q2 + q1p2)(p3q4 + q3p4)m̂c + (p1q2 + q1p2)p3p4m̂d
+p1p2(p3q4 + q3p4)m̂
e + p1p2p3p4m̂
f ,
and the symmetry of ψ, we obtain
|γe(t)| . N4
∣∣∣∣⟪ψ, g(12)β˜ p1q2 [w(34)µ , p3q4m̂c + p3p4m̂d]ψ⟫∣∣∣∣
+N4
∣∣∣∣⟪ψ, g(12)β˜ p1p2 [w(34)µ , p3q4m̂e + p3p4m̂f]ψ⟫∣∣∣∣
. N4‖p3w(34)µ ψ‖‖g(12)β˜ p1‖op
(
‖m̂c‖op + ‖m̂d‖op
)
. e31(t)N−
β˜
2
+3ξε
1+β˜
2 < e31(t)ε
1+β˜
2
by Lemmas 4.9e, 6.2b and Lemma 4.2b. Finally,
|γf (t)| . N2e21(t)‖p2g(12)β˜ ‖op
(
‖m̂a‖op + ‖m̂b‖op
)
. e31(t)N−
β˜
2
+ξε
1+β˜
2 < e31(t)ε
1+β˜
2 .
The last remaining term left to estimate is γc(t), where we follow a different path than in [10]:
we decompose the scalar product of the gradients into its x- and y-component and subsequently
integrate by parts, making use of the fact that ∇x1g(12)β˜ = −∇x2g
(12)
β˜
and analogously for y.
Taking the maximum over s2 ∈ {p2, q2} and l̂ ∈ L from (20), this results in
|γc(t)| . N
∣∣∣∣⟪ψ, (∇x1g(12)β˜ ) · ∇x1p1 l̂s2ψ⟫∣∣∣∣+N ∣∣∣∣⟪ψ, (∇x2g(12)β˜ )p2 · ∇x1 l̂q1ψ⟫∣∣∣∣ (117)
+N
∣∣∣∣⟪pχε2 ψ, (∂y2g(12)β˜ )∂y1p1 l̂s2ψ⟫∣∣∣∣+N ∣∣∣∣⟪pχε2 ψ, (∂y2g(12)β˜ )p2∂y1 l̂q1ψ⟫∣∣∣∣ (118)
+N
∣∣∣∣⟪qχε2 ψ, (∂y2g(12)β˜ )∂y1p1 l̂s2ψ⟫∣∣∣∣+N ∣∣∣∣⟪qχε2 ψ, (∂y2g(12)β˜ )p2∂y1 l̂q1ψ⟫∣∣∣∣ . (119)
With Lemmas 4.2b, 4.8, 4.9a and 6.2, the first line is easily estimated as
(117) . N
∣∣∣∣⟪∇x1ψ, g(12)β˜ ∇x1p1 l̂s2ψ⟫∣∣∣∣+N ∣∣∣∣⟪∇x2ψ, g(12)β˜ ∇x1p1 l̂s2ψ⟫∣∣∣∣
+N
∣∣∣∣⟪ψ, g(12)β˜ ∆x1p1 l̂s2ψ⟫∣∣∣∣+N ∣∣∣∣⟪ψ, g(12)β˜ ∇x2p2∇x1 l̂q1ψ⟫∣∣∣∣
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. e31(t)N−
β˜
2
+ξε
1+β˜
2 < e31(t)ε
1+β˜
2 .
For the second line, we conclude with Lemma 6.2f that for any fixed p ∈ (1,∞),
(118) . N
∣∣∣∣⟪∂y2pχε2 1supp gβ˜(·,y1−y2)(x1 − x2)ψ, g(12)β˜ ∂y1p1 l̂s2ψ⟫∣∣∣∣
+N
∣∣∣∣⟪∂y2pχε2 1supp gβ˜(·,y1−y2)(x1 − x2)ψ, g(12)β˜ p2∂y1 l̂q1ψ⟫∣∣∣∣
+N
∣∣∣∣⟪pχε2 1supp gβ˜(·,y1−y2)(x1 − x2)ψ, g(12)β˜ ∂y1p1∂y2 l̂s2ψ⟫∣∣∣∣
+N
∣∣∣∣⟪pχε2 1supp gβ˜(·,y1−y2)(x1 − x2)ψ, g(12)β˜ ∂y2p2∂y1 l̂q1ψ⟫∣∣∣∣
. N1+ξε−1‖1supp g
β˜
(·,y1−y2)(x1 − x2)ψ‖
(
‖g(12)
β˜
∂y1p1‖op + ‖g(12)β˜ p1‖opε
−1
)
. e21(t)N
ξ− 3β˜
2
+ β˜
p ε
− 3
2
+ 3β˜
2
− β˜
p .
With the choice p = γ+1γ−1 , we obtain
N
ξ− 3β˜
2
+ β˜
p ε
− 3
2
+ 3β˜
2
− β˜
p = (N−1ε1−γ)
3β˜
2
−ξ− β˜
p ε
γβ˜( 3
2
− γ−1
γ+1
)− 3
2
−ξ(γ−1)
≤ ( µεγ )
β˜
2
−ξε(γ−1)(
1
4
−ξ) < ( µεγ )
β˜
2
−ξ
since β˜ > γ+12γ and ξ <
1
4 . Finally, the last line yields
(119) . N
∣∣∣∣⟪∂y2qχε2 ψ, g(12)β˜ ∂y1p1 l̂s2ψ⟫∣∣∣∣+N ∣∣∣∣⟪qχε2 ψ, g(12)β˜ ∂y1p1∂y2 l̂s2ψ⟫∣∣∣∣
+N
∣∣∣∣⟪∂y2qχε2 ψ, g(12)β˜ p2∂y1 l̂q1ψ⟫∣∣∣∣+N ∣∣∣∣⟪qχε2 ψ, g(12)β˜ ∂y2p2∂y1 l̂q1ψ⟫∣∣∣∣
. e21(t)N−
β˜
2
+ξε−
1−β˜
2 <
( µ
εγ
) β˜
2
−ξ
,
where the last inequality follows because
N−
β˜
2
+ξε−
1−β˜
2 = (N−1ε1−γ)
β˜
2
−ξ ε
γβ˜
2
− 1
2
−ξ(γ−1) < (N−1ε1−γ)
β˜
2
−ξ
as β˜ > γ+12γ and ξ <
1
4 .
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