We characterize the near-infrared (NIR) dust attenuation for a sample of ∼5500 local (z 0.1) star-forming galaxies and obtain an estimate of their average total-to-selective attenuation k(λ). We utilize data from the United Kingdom Infrared Telescope (UKIRT) and the Two Micron All-Sky Survey (2MASS), which is combined with previously measured UV-optical data for these galaxies. The average attenuation curve is slightly lower in the far-UV than local starburst galaxies, by roughly 15%, but appears similar at longer wavelengths with a total-to-selective normalization at V -band of R V = 3.67 +0.44 −0.35 . Under the assumption of energy balance, the total attenuated energy inferred from this curve is found to be broadly consistent with the observed infrared dust emission (L TIR ) in a small sample of local galaxies for which far-IR measurements are available. However, the significant scatter in this quantity among the sample may reflect large variations in the attenuation properties of individual galaxies. We also derive the attenuation curve for sub-populations of the main sample, separated according to mean stellar population age (via D n 4000), specific star formation rate, stellar mass, and metallicity, and find that they show only tentative trends with low significance, at least over the range which is probed by our sample. These results indicate that a single curve is reasonable for applications seeking to broadly characterize large samples of galaxies in the local Universe, while applications to individual galaxies would yield large uncertainties and is not recommended.
INTRODUCTION
The spectral energy distribution (SED) of a galaxy is a powerful tool with which numerous physical properties, such as the stellar mass, star formation rate (SFR), and star formation history (SFH), can be inferred if sufficient wavelength coverage is available (see review by Conroy 2013) . From a detailed census of these properties as a function of cosmic time, we are able to develop an understanding of galaxy formation and evolution (e.g., Madau & Dickinson 2014; Somerville & Davé 2015) . In this respect, understanding the impact of dust grains on the SEDs of galaxies is vital for achieving a more accurate and detailed understanding in future studies. This is especially true at intermediate redshifts (z ∼ 1 − 3) where the SEDs of galaxies appear more heavily attenuated by dust than in the local Universe (Le Floch et al. 2005; Magnelli et al. 2009; Elbaz et al. 2011; Murphy et al. 2011; Reddy et al. 2012) .
The best way to characterize the wavelengthdependent effects of dust is to measure extinction 3 along sightlines to individual stars. In this manner, extinction curves have been developed for the Milky Way (MW; e.g., Cardelli et al. 1989; Fitzpatrick 1999) , Magellanic Clouds (e.g., Gordon et al. 2003) , and the Andromeda galaxy (M31; e.g., Bianchi et al. 1996; Clayton et al. 2015) . Common among these curves, which are usually expressed in terms of the total-to-selective extinction k(λ) ≡ A λ /E(B − V ), is that the highest extinction 1 Department of Astronomy, University of Massachusetts, Amherst, MA 01003, USA; abattist@astro.umass.edu 2 MS314-6, U.S. Planck Data Center, California Institute of Technology, 1200 East California Boulevard, Pasadena, CA 91125, USA 3 We define extinction to be the combination of absorption and scattering of light out of the line of sight by dust (no dependence on geometry).
occurs in the ultraviolet (UV) and it decreases with increasing wavelengths out to the infrared (IR). Such a behavior is directly related to the size distribution and composition of dust grains (see review by Draine 2003) .
In contrast to the previously mentioned extinction studies, characterizing the wavelength-dependent nature of dust in distant galaxies has proven to be a difficult task. The reason for this is twofold; 1) a reliance on using unresolved stellar populations composed of many stars over a range of ages and spectral type, for which the underlying SED is a complex function of the SFH and the stellar initial mass function (IMF), and 2) extended light emitting regions can have a range of possible geometries with respect to dust, which strongly influences the underlying behavior of the dust attenuation (see review by Calzetti 2001 , and references therein). The second effect is the reason why it is important to distinguish between extinction and attenuation 4 , where attenuation is what occurs in extended emitting regions, including distant galaxies. These difficulties can be overcome by using large samples of galaxies with similar SFHs, which limits the impact of the first issue. This was first performed by Calzetti et al. (1994 Calzetti et al. ( , 2000 using a sample of 39 local starburst (SB) galaxies and has since been used in other studies (e.g., Wild et al. 2011; Reddy et al. 2015) .
The SB attenuation curve of Calzetti et al. (2000) has been extensively utilized by the community to correct for effects of dust in galaxies, often for cases with different properties than SB galaxies and/or at higher redshift where it might not be appropriate. In fact, the results of Reddy et al. (2015) using a sample of 224 star-forming galaxies (SFGs) at z ∼ 2, suggest that the attenuation curve of galaxies at higher redshifts has a lower normalization than the local SB curve. This finding clearly illustrates the need to develop an understanding of the factors which influence the behavior of dust attenuation in order to accurately correct for it. The best manner in which to do this is to utilize much larger samples of galaxies to examine the behavior of dust attenuation as a function of various physical properties in those galaxies.
Recently, we began the task of characterizing the variation in the selective attenuation curve in the UV-optical wavelength range (1250 − 8200Å) using a sample of 9813 local SFGs (Battisti et al. 2016) . That study found that the average selective attenuation in the UV and optical for SFGs does not change significantly when examining sub-populations separated according stellar mass, specific star formation rate (sSFR), or mean stellar population age, although there is noticeable scatter in the attenuation among individual galaxies. In this study, we extend this analysis to the NIR (0.82 − 2.1 µm) in order to determine the normalization of the attenuation curve derived in Battisti et al. and to determine if this normalization shows variation.
Throughout this work we adopt a Λ-CDM concordance cosmological model, H 0 = 70 km/s/Mpc, Ω M = 0.3, Ω vac = 0.7. To avoid confusion, we make explicit distinction between the color excess of the stellar continuum E(B − V ) star , which traces the reddening of the bulk of the galaxy stellar population, and the color excess seen in the nebular gas emission E(B − V ) gas , which traces the reddening of the ionized gas around massive stars located within HII regions. In principle these two parameters need not be related because the gas and stars can follow different attenuation curves (see § 3.1), but they have been found to be correlated in SB galaxies and star-forming regions of local galaxies with E(B − V ) star ∼ 0.5 E(B − V ) gas (Calzetti et al. 2000; Kreckel et al. 2013; Battisti et al. 2016) . We define the total infrared luminosity as L TIR = 1100µm 3µm L ν dν.
DATA AND MEASUREMENTS
2.1. Sample Selection The parent sample of galaxies used in this study are the same as in Battisti et al. (2016) , and we refer the reader to that paper for a detailed description. In brief, we select galaxies from the Galaxy Evolution Explorer (GALEX ; Martin et al. 2005; Morrissey et al. 2007 ) data release 6/7 catalogs of Bianchi et al. (2014) with FUV (1344 − 1786Å) and NUV (1771 − 2831Å) detections of S/N > 5. These sources are cross-matched with spectroscopically observed galaxies in the Sloan Digital Sky Survey (SDSS) data release 7 (DR7; Abazajian et al. 2009 ), as we utilize emission line diagnostic to remove sources with a significant active galactic nucleus (AGN) contribution from the sample and to determine the dust content (through the Balmer decrement). Using this selection criteria, together with the requirement of z ≤ 0.105 to avoid the FUV band being affected by absorption features, provides a sample of 9813 SFGs which acts as the parent sample for this study.
We perform a search for sources with NIR detections in the UKIRT (United Kingdom Infrared Telescope) Infrared Deep Sky Survey (UKIDSS; Hewett et al. 2006) . UKIDSS utilized the UKIRT Wide Field Camera (WF-CAM; Casali et al. 2007) , with the calibration described in Hodgkin et al. (2009) , and consists of five surveys that cover a range of areas and depths. For the purpose of this study we are only interested in using the Large Area Survey (LAS; Lawrence et al. 2007 ) because it lies within the SDSS footprint. The LAS observed a 4000 deg 2 region area in Y , J, H, and K (λ eff = 1.0305, 1.2483, 1.6313, and 2.2010 µm) to depths of m Vega = 20.3, 19.5, 18.6, and 18 .2 mag, respectively (5σ detection). We cross-matched sources in the Data Release 10 (DR10) of the LAS (lasSource) using the SDSS coordinates with a search radius of 2 ′′ in the WF-CAM Science Archive 5 (WSA; Hambly et al. 2006 ). We exclude galaxies for which the photometry is labeled as having been de-blended because the flux in such objects has been shown to be overestimated (Hill et al. 2010 ). We select the 5.7
′′ diameter aperture magnitude for the Y JHK bands (y,j 1,h,kAperMag6) and find 3018 SFGs from the parent sample with S/N > 3 in all four bands.
Given that the UKIDSS LAS does not cover the entire SDSS footprint, we also perform a search for sources with NIR detections in the Two Micron All-Sky Survey (2MASS; Skrutskie et al. 2006 ) to identify additional sources for better statistics. The 2MASS observed the entire sky in J, H, and K S (λ eff = 1.235, 1.662, and 2.159 µm) to depths of m Vega = 15.8, 15.1, and 14.3 mag, respectively (10σ detection). As the majority of galaxies in this study have a small angular extent on the sky relative to the PSF of 2MASS (∼2.8 ′′ ), almost all cases with detections are contained within the 2MASS Point Source Catalog (PSC; Cutri et al. 2003) . This cross-matching is performed using the NASA/IPAC Infrared Science Archive (IRSA) GATOR service 6 with a search radius of 3 ′′ from the SDSS coordinates. We select the standard 2MASS aperture magnitude for the JHK S bands (j,h,k m stdap), which have a diameter of 8 ′′ . To mitigate the issue of sight-line contamination for this relatively large aperture, we exclude cases where multiple components are detected within 5 ′′ (bl flg>1). Because the PSC is intended primarily for stellar objects, the aperture magnitudes provided are corrected to total values assuming a point-like source. For the purposes of this study we want to remove this correction and utilize fixed aperture values. We remove the aperture correction using the information in the 2MASS Atlas Image Info available through IRSA, which specifies the correction applied to sources within a given image frame. We identify the appropriate image frame using the scan, coadd, and scan key number provided in the PSC. We have checked that the aperture photometry performed in this manner are in agreement with the aperture data from a subset of the sample also available from the 2MASS Extended Source Catalog (XSC; Jarrett et al. 2000) , where no aperture corrections were applied. For the 2MASS data, we find 3560 SFGs with S/N > 3 in all three bands.
For our analysis we combine the data from the LAS and 2MASS because they offer complementary views of the parent UV-optical sample. The LAS provides a good census of the more common faint galaxy population but lacks rarer, bright objects, which are abundant in the shallower but full-sky 2MASS. This wider flux density Figure 1 . Distribution of Balmer optical depths, τ l B , a probe of dust content in galaxies, for the UKIDSS LAS (orange line) and the 2MASS (magenta line) samples compared to the parent sample selected in the UV-optical (black line; Battisti et al. 2016) . The deep LAS provides a similar distribution as the parent sample but because it only covers a portion of the SDSS footprint, it provides poor statistics on galaxies with large τ l B , which tend to be more massive galaxies. The 2MASS is relatively shallow but covers the entire SDSS footprint and provides excellent sampling of galaxies with large τ l B . Combining unique galaxies in the two surveys (green line) increases our NIR sample size and provides a wider range of τ l B for use in deriving the attenuation curve ( § 4).
sampling is important because brighter (more massive) galaxies tend to experience more dust attenuation (e.g., Wang & Heckman 1996; Hopkins et al. 2001; Garn & Best 2010; Reddy et al. 2015; Battisti et al. 2016) and probing a wider range in dust content provides more accuracy in characterizing the dust attenuation. We demonstrate the difference in dust content, as probed by the Balmer optical depth (τ l B , see § 3), for the different samples in Figure 1 . Combining the two samples provides NIR data for 5546 unique SFGs (1032 galaxies are observed in both surveys) and gives a wider range in τ l B than is possible with each survey individually. When data are available in both surveys for a galaxy we utilize the deeper LAS data because it has a better S/N . All measurements of galaxy properties utilized in this work are from the Max Planck Institute for Astrophysics and Johns Hopkins University (MPA/JHU) group 7 and correspond to the 3 ′′ SDSS fiber, which is typically centered on the nuclear region and represent a fraction of the total galaxy. We adopt the uncertainty values listed in Juneau et al. (2014) for the emission lines, which are updated values for the DR7 dataset. The stellar masses are based on fits to the photometric data following the methodology of Kauffmann et al. (2003a) and Salim et al. (2007) . The SFRs are based on the method presented in Brinchmann et al. (2004) . The gas phase metallicities are estimated using Charlot & Longhetti (2001) models as outlined in Tremonti et al. (2004) . All photometry and spectroscopy has been corrected for foreground Milky Way extinction using the GALEX provided E(B−V ) MW with the extinction curve of Fitzpatrick (1999) . The fiber regions of the 5546 SFGs in this sample span the following range in properties: 6.31 < log[M * (M ⊙ )] < 10.67 7 http://www.mpa-garching.mpg.de/SDSS/DR7/ (median=9.34), −3.43 < log[SF R(M ⊙ yr −1 )] < 1.60 (median=−0.36), and 7.91 < 12 + log(O/H) < 9.37 (median=8.94).
Optical-NIR Aperture Matching
The aperture photometry obtained from the LAS and 2MASS source catalogs are larger than the 4.5 ′′ aperture used in Battisti et al. (2016) , and require a correction to match the previous data for deriving the underlying attenuation curve in the NIR. We perform the corrections using the annular light profile catalog (PhotoProfile) from the SDSS, which are obtained through the CasJobs website 8 . This catalog provides annular aperture photometry at the radii of 0.22, 0.67, 1.03, 1.75, 2.97, 4.58, 7.36, and 11.42 ′′ (as well as larger values, but these are not utilized), which we convert into cumulative flux densities. We then linearly interpolate these flux densities to 4.5, 5.7, and 8.0
′′ . We normalize the UKIDSS and 2MASS photometry such that the ratio between the NIR and the SDSS z-band flux density at the catalog aperture is preserved for 4.5
. As a check on the consistency between the datasets, we compare the aperture corrected photometry for the 1032 galaxies observed in both surveys. The effective wavelengths of the UKIDSS and 2MASS filters are slightly different and to account for this we linearly interpolate flux densities, in log(F λ )-log(λ) space (this region behaves as F ν ∝ ν α ), to match at the effective wavelength of the 2MASS filters. The behavior of the NIR spectral region is relatively smooth such that interpolating values for such small wavelength offsets are sufficient. We find that the fractional difference between the aperture corrected flux densities in the different bands have symmetric distributions with average values of |µ| < 3% with 1σ < 20%, indicating good general agreement (see Appendix A for details). The large dispersion between the samples is driven by the large uncertainty for many of the faint 2MASS sources that overlap with UKIDSS, where the majority of these 2MASS sources have 5 > S/N > 10.
METHODOLOGY FOR CHARACTERIZING ATTENUATION

Balmer Optical Depth
The dust attenuation in each galaxy is quantified through the Balmer decrement, F (Hα)/F (Hβ), where Hα and Hβ are located at 6562.8Å and 4861.4Å, respectively. In the absence of an AGN, these lines arise primarily from HII regions and their flux ratio is set by quantum mechanics and only affected by environmental properties (electron temperature, T e , and density, n e ) at the ∼ 5 − 10% level (Osterbrock & Ferland 2006) . This ratio is also insensitive to the underlying stellar population and IMF (Calzetti 2001) . Therefore, galaxies without AGN for which the Balmer decrement deviates from the intrinsic value are experiencing reddening from dust.
Following Calzetti et al. (1994) , we define the Balmer optical depth as
where F (Hα) and F (Hβ) are the flux of the nebular emission lines, and the value of 2.86 comes from the theoretical value expected for the unreddened ratio of F (Hα)/F (Hβ) undergoing Case B recombination with T e = 10 4 K and n e = 100 cm −3 (Osterbrock 1989; Osterbrock & Ferland 2006) . The superscript l is used to emphasize that this quantity is coming from emission lines and should be distinguished from optical depths associated with the stellar continuum.
If one assumes knowledge of the total-to-selective extinction, k(λ) ≡ A λ /E(B − V ), then τ l B can be directly related to the color excess of the nebular gas, E(B − V ) gas , through
where A(λ) is the total extinction at a given wavelength. If the extinction in other galaxies at these wavelengths were to be identical to the MW, which is unlikely to always be the case, then we can use k(Hα) − k(Hβ) = 1.257 (Fitzpatrick 1999 ).
NIR DUST ATTENUATION CURVE
Galaxy Templates
To empirically determine an attenuation curve, we need to compare the SEDs of galaxies with differing amounts of dust attenuation. This task is made complicated by the fact that galaxies are composed of a collection of many stellar populations of different ages, and their SED can vary significantly from one galaxy to another depending on the SFH. Related to this issue is the well known age/dust degeneracy, for which the reddening of a young, dusty stellar population can be similar to that of an old, dust-free population (e.g., Witt et al. 1992; Gordon et al. 1997 ). This degeneracy can be resolved by selecting samples of galaxies with roughly similar SFHs and stellar populations, which can be selected in numerous ways (e.g., emission lines, the strength of the 4000Å break feature (D n 4000; Kauffmann et al. 2003a) , specific star formation rate). The issue can be further mitigated by using an ensemble of many similar galaxies to construct templates with "average" stellar populations as a function of attenuation (Calzetti et al. 1994; Reddy et al. 2015) . We stress that in order for such templates to provide meaningful information about the dust attenuation, it is necessary that the average age of the stellar populations in these galaxies be independent of the relative attenuation.
For this sample of galaxies, a linear relationship is observed between β GLX and τ l B , although with a very large dispersion (Battisti et al. 2016) . Similar relationships are observed for local starburst galaxies (Calzetti et al. 1994 ) and also in SFGs at z ∼ 2 (Reddy et al. 2015) . In principle, the behavior of this relationship can be used to constrain the geometric distribution of the stars and dust (see Calzetti 2001) . For the purpose of this analysis, we assume a foreground-like dust component is dominating the attenuation, which is consistent with the linear relationship between these quantities, and provides us with a straightforward manner to derive the effective attenuation curve. However, we stress that other geometries are not ruled out given the significant scatter in the observed relationship. For example, the more realistic twocomponent model presented by Charlot & Fall (2000) (see also Wild et al. 2011 ) also predict near-linear relationships between β GLX and τ l B . An implementation of this geometry would be less straightforward and would not change the quantitative results or practical implications of our analysis. We also emphasize that the sizescale being considered for these measurements is important. In a study of M83, Liu et al. (2013) found that on small scales (∼10 pc) the star/dust geometry shows wide variation, but when averaging on large scales ( 100 pc) becomes consistent with a foreground screen (suggesting other geometries tend to be more localized).
In the scenario in which a foreground-like dust component is dominating the attenuation, the optical depth is expected to behave according to
where τ n,r corresponds to the dust optical depth of template n, with flux density F n (λ), relative to a reference template r, with flux density F r (λ), and it is required that n > r for comparison. From this relation, it is possible to determine the selective attenuation, Q n,r (λ),
where δτ
Br is the difference between the Balmer optical depth of template n and r. The normalization for the selective attenuation is arbitrary. Following Calzetti et al. (1994) , we select Q n,r (5500Å) = 0 as the zero-point.
In order to construct the templates, we select galaxies in a narrow range of D n 4000 values for comparison. This selection removes the systematic trend where galaxies with larger D n 4000 values (older ages) are slightly dustier on average, which impacts the inferred attenuation in the UV-optical wavelength range (Battisti et al. 2016) . We select galaxies within a window of 1.13 < D n 4000 < 1.33, which is centered on the mean value of 1.23 for the full NIR sample. We explored using different selection choices for the sample used in deriving the curve and find that only using D n 4000 as a restriction leads to systematically larger inferred attenuation curves in the NIR. The reason for this effect is discussed in § 4.3. As a demonstration case for now, which will be used for comparison to other sub-populations later, we also impose a restriction on the stellar mass and select the window of 9.1 < log[M * (M ⊙ )] < 9.9 that is centered on the peak of the distribution. These restrictions limit the sample to 2303 galaxies for the analysis presented in this section.
The galaxies within this sub-population are separated into bins of τ l B and the average SED is determined. We refer the reader to Battisti et al. (2016) for a description of the technique used for averaging the optical data. For the NIR data, the effective wavelength of the filters vary slightly with the redshift of each galaxy and to correct for this we interpolate the flux density values to a fixed wavelength such that the selective attenuation at each band is determined in a consistent manner. As previously mentioned, the behavior of the NIR spectral region is relatively smooth and this implies that interpolating values for small wavelength offsets is reasonable. The fixed-wavelength flux densities are determined using the observed SDSS z, UKIDSS Y , J, H, and K bands and linearly interpolating, in log(F λ )-log(λ) space, to the effective wavelength corresponding to the average redshift of the sub-population, in this casez = 0.06. For galaxies with z >z, the K band value is linearly extrapolated (in log-log space) based on the observed H, and K band values. The average flux density templates for our galaxies as a function of relative dust attenuation can be seen in Figure 2 . A clear trend is apparent where galaxies with higher values of τ l B having shallower SED profiles, which is indicative of increasing levels of dust reddening.
A potential concern in this analysis is that τ l B corresponds to the attenuation of ionized gas in star-forming regions and this may be spatially disconnected from the attenuation experienced by the evolved stellar population (which generally dominates the NIR emission). With our current data, there is no direct way to break the differential attenuation of old and young stellar populations and this will introduce systematic uncertainties. This issue is is likely to be suppressed to some extent by our sample selection, which primarily corresponds to actively starforming galaxies with young average stellar population ages. For example, galaxies with D n 4000 ∼ 1.3 correspond to a mean stellar population age of 1 − 3 Gyr (Kauffmann et al. 2003a ). Therefore, it can be expected that some fraction of the NIR SED in our galaxies will still be associated with current star formation and would therefore be affected by dust in manner correlated with τ l B . The existence of the trend in Figure 2 extending out to our longest wavelength band suggests that τ l B does appear to quantify the attenuation for NIR light in our sample. However, we acknowledge this as a source of uncertainty in our analysis.
We show the selective attenuation curves that are obtained using various template combinations in Figure 3 . We do not use template 1 in the analysis for this subpopulation because it has a relatively small sample size and this makes it more susceptible to variation in the stellar population age. The effective attenuation curve, Q eff (λ), for the sample is found by taking the average value of Q n,r (λ) from templates 2-6. The NIR portion of Q eff (λ) is fit using the SDSS data longward of 6000Å combined with the NIR bands. We use the SDSS spectroscopic range (3800 − 8325Å) to fit the optical region of the NIR sub-population, which is used later to normalize the curve for differential reddening. Fitting the NIR portion of Q eff (λ) to a single second-order polynomial as a function of x = 1/λ (µm −1 ) results in
We compare our updated selective attenuation curve to others in the literature in Figure 3 . To give a sense of the uncertainty, a gray region denoting the range of Q n,r (λ) from the various templates is shown (i.e., region spanned by the data shown in Figure 3) . We include the curves of local starburst galaxies from Calzetti et al. (2000) and higher redshift (z ∼ 2) SFGs from Reddy et al. (2015) . The selective attenuation curves of Reddy et al. (2015) are divided according to sSFR. The selective Figure 2 . Average flux density of galaxies, normalized at 5500Å, within each bin of τ l B for the sub-population of galaxies within 1.13 < Dn4000 < 1.33 & 9.1 < log[M * (M ⊙ )] < 9.9 (Ntot = 2303). The range in τ l B and the number of sources in each bin, N bin , are shown in each panel. The optical measurements are from SDSS spectroscopy. The gray regions denote the area enclosing approximately 68% of the population. The dotted regions in the optical spectra indicate the average obtained from less than the full sample in that bin (due to varying redshifts), but still containing > 50% of the bin sample. The diamonds show the average flux densities for SDSS uz and NIR Y JHK photometry, with errors denoting the 1σ range in rest-frame wavelength and flux density values spanned in each bin, respectively. The circles show the average flux densities after interpolating the NIR to fixed effective wavelengths (z = 0.06; see § 4.1). The bottom panel shows a comparison of the average flux density of each bin without the dispersion included for reference. Galaxies with higher τ l B have shallower average SED profiles, which indicates increased levels of dust reddening.
attenuation curve for our sub-population lies below the local starburst relation (Calzetti et al. 2000) in the NIR.
The selective attenuation is related to the total-toselective attenuation, k(λ), through the following relation
where f is a constant required to make
and R V is the total-to-selective attenuation in the V Figure 3 . Left: Selective attenuation curve, Qn,r(λ), for a subset of our sample based on comparing a given template, n, to a reference template, r, at lower τ l B . Also shown is the effective curve, Q eff (λ) (solid black line and circles), which is the average value of Qn,r(λ). The solid red line consists of two polynomial fits to Q eff (λ) determined by separately fitting the optical (3800−8325Å) and NIR (6000−22000Å) regions. The lower panel shows the difference between each curve relative to Q eff (λ). Right: Comparison between our selective attenuation curve and those in the literature. The gray region denotes the range of Qn,r(λ) values. The solid blue line is the starburst selective attenuation curve of Calzetti et al. (2000) and the dash-dot lines are the curves of z ∼ 2 SFGs from Reddy et al. (2015) divided according to sSFR. The selective attenuation curve for our sub-population lies below the starburst relation in the NIR.
band, which is the vertical offset of the curve from zero at 5500Å. We assume B and V bands to be 4400Å and 5500Å, respectively. The term f is accounting for differences in the reddening between the ionized gas and the stellar continuum and can also be expressed as
where k(Hβ) and k(Hα) are the values for the intrinsic extinction curve of the galaxy and not from the attenuation curve. As such, the quantity f Q(λ) represents the true wavelength-dependent behavior of the attenuation curve on the stellar continuum. The value of f for the average selective attenuation curve for this sub-population, based on the fit to the optical region, Q fit (λ), is 2.30 +0.09 −0.10 , where the uncertainty here reflects the maximum and minimum values from fits using individual Q n,r (λ). We compare our selective attenuation curve with this factor included to the curves in the literature in Figure 4 . For reference, the values of f are f = 2.66 in Calzetti et al. (2000) , and f = 2.68 and 3.18 for the lower and higher sSFR sub-population, respectively, in Reddy et al. (2015) . After applying f , our curve is between the local starburst relation (Calzetti et al. 2000) and the MW extinction curve.
4.2. Curve Normalization, R V Determination of the normalization, R V , can be performed in two distinct ways: (1) measuring NIR photometry or spectroscopy to wavelengths where the total-toselective attenuation approaches zero, k(λ → ∞) ∼ 0, which occurs at λ ∼ 2.85 µm (e.g., Calzetti 1997; Gordon et al. 2003; Reddy et al. 2015 ), although we note that studies of the MW extinction curve suggest that the zero-point occurs at longer wavelengths (e.g., Xue et al. 2016 , and references therein), or (2) measuring the to- Figure 3 , but with the addition of the MW extinction curve (Fitzpatrick 1999 ) (solid black). The gray region denotes the range of f Qn,r(λ) values, where f varies in each case. After applying f , the curve is above the local starburst relation (Calzetti et al. 2000) .
tal infrared luminosity to infer the total dust attenuation under the assumption of energy balance (e.g., Calzetti et al. 2000) .
We first explore using method (1) to determine R V . It can be seen in Figure 4 that the range of f Q n,r (λ) values (gray region) in the NIR is significant after multiplying by f , unlike what occurred at UV-optical wavelengths (Battisti et al. 2016) , and this indicates that the estimate of R V will have significant uncertainty. Part of this uncertainty is an extension of the uncertainty in f , which has a stronger impact on the curve the further away one goes from the normalization point (B − V ), but it would Figure 5 . Left: The total-to-selective dust attenuation, k(λ), derived from a subset of our sample compared to the literature. The curve for SFGs has a lower total attenuation in the FUV than local starburst galaxies by about 15%, but becomes similar at longer wavelengths. The gray region demonstrates the uncertainty associated with the R V value. Right: Similar to the previous plot, but with the curve normalized at k(V ), which allows comparison with the curves of Wild et al. (2011) for local SDSS galaxies (divided according to stellar mass surface density, µ * ; dashed lines).
also reflect variation in this value across the sample (see § 4.3). Extrapolating for the value of f Q fit (λ) out to 2.85 µm using Equation (5) (9) We will refer to the curve given by Equation (9) as our fiducial case throughout the rest of the paper. If, instead of 2.85 µm, we extrapolate our curve to infinite wavelength and force k(λ → ∞) = 0, we find R V = 4.58 +0.87 −0.69 . Given the larger uncertainties associated with extrapolating to infinite wavelength, we are inclined to support the first method, as it does not rely on extrapolating too far from where we have constraining information (λ ∼ 2.1 µm).
The attenuation curve given by Equation (9) is shown in comparison to others curves in Figure 5 . In this figure we also compare to the results of Wild et al. (2011) based on local SDSS galaxies, which were divided according to stellar mass surface density, µ * , with the break corresponding to the value which separates the bimodal local galaxy population into bulge-less (µ * < 3 × 10 8 M ⊙ kpc −2 ) and bulged (µ * > 3 × 10 8 M ⊙ kpc −2 ) galaxies (Kauffmann et al. 2003b ). The curves of Wild et al. (2011) were further sub-divided according to sSFR and axial ratio (b/a). For clarity, we only reproduce the curves corresponding to the average sample value (log[sSFR (yr −1 )] = −9.5 and b/a = 0.6) in that work. We note that the curves from Wild et al. (2011) are presented in a manner that makes direct comparison in previous figures unclear and they were therefore not shown. We find that our curve is similar to the lower µ * sample of Wild et al. (2011) , which is expected given the overlap in these datasets (our sample is predominantly spiral galaxies that would be classified into the lower µ * sample). We refer the reader to Battisti et al. (2016) for a discussion of the differences in the UV shape.
As a check on the normalization found above, we would nominally use method (2) as an independent test. Unfortunately, this sample lacks far-IR data necessary for accurate estimates of the total infrared luminosities. Regardless, it is still possible to check if the normalization found from method (1) is consistent with other samples of local SFGs for which the necessary data is available for an energy balance comparison. We perform this analysis in § 5.
The Variation of the Attenuation Curve
In this section, we examine the differences in the attenuation curve and its normalization as a function of galaxy properties. Such variations may arise as a result of differences in the size distributions of dust grains (e.g., Cardelli et al. 1989; Weingartner & Draine 2001) or the average geometry between the stars and dust (e.g., Calzetti 2001) as a function of certain galactic properties. For example, the value of R V in the MW extinction curve shows strong evolution with the density of the interstellar medium, such that denser environments have larger values of R V due to an increase in the fraction of large dust grains (e.g., Weingartner & Draine 2001 ). However, it should be noted that R V in an attenuation curve is fundamentally different from an extinction curve because of the additional geometric and scattering components in the case of attenuation (see also Calzetti et al. 2000) . We refer the reader to Battisti et al. (2016) for additional discussion on the influence of galaxy properties on dust attenuation.
We examine the behavior of the attenuation curve when dividing the sample according to D n 4000, sSFR, stellar mass, and metallicity. The galaxy inclination has also been observed to influence the attenuation of galaxies (e.g., Wild et al. 2011 ) and is expected from theory (e.g., Tuffs et al. 2004; Pierini et al. 2004; Chevallard et al. 2013; Natale et al. 2015 ), but we defer exploring this Figure 6 . Comparison of the normalization factor, R V , determined from the selective attenuation curve of sub-populations of galaxies divided according to Dn4000, sSFR, stellar mass, and gas-phase metallicity (12+log(O/H)) compared to the fiducial case (1.13 < Dn4000 < 1.33 & 9.1 < log[M * (M ⊙ )] < 9.9; red symbol). The x-axis value corresponds to the median in the sub-population, with the errorbar reflecting the range spanned. The y-axis uncertainties correspond to the range of R V from extrapolating k(2.85 µm) = 0. The sub-populations show tentative trends but generally appear consistent given the uncertainties. Notes. The uncertainty in f denotes the maximum and minimum values from fits using individual Qn,r(λ) for each sub-population (see § 4.1). The functional form of these fits are Q(λ) = p 0 + p 1 x + p 2 x 2 , where x = 1/λ (µm −1 ). The normalization R V (2.85 µm) is determined by extrapolating this function out to 2.85 µm and forcing k(2.85 µm) = 0 (see § 4.2). a This also has the constraint that 9.1 < log[M * (M ⊙ )] < 9.9. b This also has the constraint that 1.13 < Dn4000 < 1.33.
parameter for our sample to a subsequent paper in order to perform a more in-depth analysis. We follow the same procedure outlined in § 4.1 and divide each sample into 6 bins of τ l B and construct average flux templates. Similar to before, we do not utilize bins with less than 100 galaxies for determining the attenuation curve, but this only acts to exclude a single bin in any given sub-population. The mean redshift of each sub-population is used to set the effective wavelengths for the NIR interpolation (usuallyz ∼ 0.06). It is important to stress that this analysis does not provide information on the extent of variation at the individual galaxy level and only provides insight into systematic differences among the galaxy populations taken in average.
Our approach is to separate the sample according to various properties while also using the constraint that 1.13 < D n 4000 < 1.33, in order to limit stellar population age effects. The effective attenuation curve, Q eff (λ), in all cases is well approximated by a single second-order polynomial. The values of these fits are presented in Table 1 . The sub-populations show differences in f (or equivalently in E(B − V ) star /E(B − V ) gas ), which may result from changes in the relative contribution to the global flux density from massive stars between cases. The normalization for each sub-population is shown in Figure 6 .
First, we examine the result of taking sub-populations within D n 4000. We find that separating by D n 4000 alone (not shown) results in a systematically higher inferred attenuation in the NIR than is found when also adding a constraint in stellar mass, 9.1 < log[M * (M ⊙ )] < 9.9 (or in sSFR). Given that the strength of D n 4000 is dominated by intermediate mass stars (low mass-to-light ratio component), we expect that it does a relatively poor job at discriminating stellar population ages older than ∼1 Gyr, which has an increasingly important impact at longer wavelengths in the NIR where the stellar continuum can be dominated by low mass stars (high massto-light ratio component). For this reason, we believe that using D n 4000 alone creates a bias in our derived attenuation curve in the NIR. Additionally separating the sample by stellar mass or sSFR should provide a bet-ter way of selecting galaxies with a similar contribution from older (>1 Gyr) stars. The sub-populations with this additional restriction appear to be consistent with the fiducial case (red symbol).
Next, we examine the results of separating the sample by sSFR and stellar mass. For sSFR, we also checked the result of taking a window in sSFR centered on the peak of the distribution and found that it gives a very similar result to the what is found from the fiducial case. There are weak indications that higher sSFR (or lower stellar mass) cases may favor a lower curve normalization (R V ), however given their uncertainties this is not very significant and they can be viewed as consistent with the range found for the fiducial case.
Last, we examine separating the sample by metallicity. In order to limit age effects, we impose restrictions on both stellar mass and D n 4000. It is important to note that galaxies in the SDSS spectroscopic sample with metallicity measurements are primarily located at 8.6 < 12 + log(O/H) < 9.25, implying that we cannot constrain the behavior of metal-poor galaxies. We find that these sub-populations have particularly high uncertainties, reflecting smaller number statistics, but are also in agreement with the fiducial case.
From these results, it appears that the normalization R V does not vary in a significant manner as a function of D n 4000, sSFR, stellar mass, and metallicity over the ranges probed by our sample. We stress that the potential for systematic effects on the inferred attenuation curve increases when using these smaller sample sizes, which leads us to further caution an over-interpretation of the observed trends with properties. Expanding on these studies to higher redshifts to explore a wider range of parameter space in galaxy properties will help to determine if these effects are real. For now, we suggest that that our fiducial curve is reasonable in describing the attenuation in a majority of our sample.
ENERGY BALANCE COMPARISON
The IR emission of SFGs, assuming minimal AGN influence, arises primarily from the thermal radiation of dust grains heated by the absorption of UV-to-NIR photons from stars. In this scenario, one expects that the amount of energy absorbed in the UV-to-NIR by dust should be balanced by its IR emission due to energy conservation. There are two components to consider for the absorption of UV-to-NIR photons; the stellar continuum from 0.0912 < λ < 2.85 µm which will be characterized by the attenuation curve, and ionizing photons (λ < 0.0912 µm) absorbed by dust either directly or after they have been reemitted by hydrogen through recombination lines. In practice, this comparison is quite difficult owing to the large uncertainty in calculating the fraction of ionizing photons directly absorbed by dust (e.g., Inoue et al. 2001; Hirashita et al. 2003) .
To perform this analysis we need a dataset with photometric data from the UV-to-far-IR, as well as optical spectroscopy to determine the attenuation from the Balmer decrement (τ l B ). We utilize the Galaxy Multiwavelength Atlas from Combined Surveys (GMACS; Johnson et al. 2007a,b) dataset, which has a publicly available catalog 9 of cross-matched photometric mea-9 http://user.astro.columbia.edu/~bjohnson/GMACS/catalogs.html surements from GALEX, SDSS (with spectroscopy), 2MASS, and Spitzer. The GMACS sample consist of the Lockman Hole, the Spitzer First Look Survey, and the SWIRE ELAIS-N1 and N2 fields. The photometry for all bands has been performed to represent the global values for each galaxy (see Johnson et al. 2007a , for details). The optical emission lines measurements and galaxy properties are obtained from the DR7 of the MPA/JHU group. We select galaxies identified as SFGs using the same emission line diagnostics as our parent sample using lines with S/N > 5. In addition, we require τ l B > 0 and full MIPS coverage (24, 70, 160 µm) to ensure an accurate measurement of L TIR (the dust emission peak typically occurs between 70-160 µm). This leaves a final sample of 166 galaxies for analysis. We also examined the possibility of using various large-area Herschel surveys, but found that very few of these surveys have deep observations with PACS which are necessary to get accurate L TIR estimates at these low redshifts (Galametz et al. 2013 ) and they were therefore excluded. The amount of stellar continuum light that is absorbed by dust in the wavelength range of 0.0912 < λ < 2.85 µm is determined using the difference between the total intrinsic and observed luminosity,
(10) The observed SED, F obs (λ), is determined by fitting the global photometry using the SED-fitting code EAZY (Brammer et al. 2008 ) with the redshift fixed to its spectroscopically determined value. The intrinsic SED, F int (λ), is determined by correcting F obs (λ) using the attenuation curve given by Equation (9),
where the color excess of the stellar continuum can be determined from the Balmer optical depth (combining Equation 2 & 7)
and we use f = 2.40 corresponding to the average value for SFGs from Battisti et al. (2016) . We will explore the result of changing the assumed value of R V and f below. For this analysis we are extrapolating the UVoptical part of Equation (6) down to 0.0912 µm. Recent results by Reddy et al. (2016) suggest that the actual shape of the attenuation curve may be shallower than this extrapolation. We have examined the impact of using a shallower slope, similar in shape to their updated Calzetti et al. (2000) value, and find that it typically changes the value of ∆L UV−NIR by less than a few percent. We convert these SEDs to an integrated luminosity using the luminosity distance, L rest (0.0912 − 2.85) = 4πD 2 lum (νF ν (λ)) obs dν. The fraction of ionizing photons directly absorbed by dust, (1 − f ion ), cannot be constrained for galaxies in general. Measurements of the fraction of emerging flux, f ion , for individual HII regions indicate that it can vary substantially, with a range of 0.2 f ion 1.0 within local galaxies Inoue 2001 ). However, galaxy-wide averages for local spiral galaxies (MW, M31, M33) suggest a typical value of f ion ∼ 0.4 (Inoue 2001 ).
Given that the galaxies selected for this analysis correspond to actively star-forming systems (which are preferentially disk galaxies), we adopt f ion = 0.4 as a reasonable choice moving forward. However, we revisit this assumption later on. The intrinsic luminosity of ionizing photons, L ion , is
where h ν ion is the average energy of an ionizing photon, Q(H 0 ) is the apparent ionizing photon rate, and dividing by f ion converts the apparent rate into the value expected in the absence of direct dust absorption. We assume an average photon energy of 3.06 × 10 −11 erg ( λ ion = 650Å), which corresponds to the effective value obtained using Starburst99 (Leitherer et al. 1999 ) stellar population models with continuous star formation over timescales longer than 10 Myr (we assume solar metallicity and the IMF of Kroupa 2001). Although we find that adopting higher or lower average photon energies only effects the derived energy balance ratios at the level of a few percent (due to a majority of the energy absorbed by dust occurring at non-ionizing wavelengths). The ionizing photon rate is determined from the observed Hα luminosity assuming case-B recombination with T e = 10 4 K and n e = 100 cm −3 (Osterbrock & Ferland 2006 )
where we are correcting for dust extinction using the measured Balmer decrement (Equation 2) with a MW curve, and the luminosity is in units of erg s −1 . We have applied an aperture correction to obtain total estimates from the fiber values using the prescription from Hopkins et al. (2003) , which uses the difference between the r-band Petrosian and fiber magnitudes. From these we finally obtain the total luminosity of ionizing photons directly absorbed by dust, ∆L ion ,
For reference, we find that the ratio of L ion /L UV−NIR and ∆L ion /∆L UV−NIR have median values of 14% and 24%, respectively. We neglect the contribution to the total attenuated flux of the dust-absorbed portion of the lines in the hydrogen cascade, since this represents less than a few percent of ∆L ion . The total infrared luminosity, L TIR , for each galaxy is calculated using the prescription from Draine & Li (2007), which uses IRAC and MIPS bands (8, 24, 70, 160 µm; their Equation 22 ) from Spitzer. This formulation was constructed to match their model-based dust SEDs. The infrared luminosity range for GMACS galaxies using this method is 2.7 × 10 41 < L TIR /(erg s −1 ) < 4.5 × 10
44 . Under the scenario of energy balance described above, we expect that
The resulting energy ratio that we find for the GMACS sample is shown in Figure 7 . It can be seen that as τ l B approaches zero, the estimated energy ratio also becomes very small, as is expected because it directly determines the value of the numerator. However, the fact that these galaxies still have far-IR emission is indicating that there is dust absorption despite the low observed Balmer optical depth, which may reflect issues with using this quantity as a probe of the dust content for the entire galaxy or with geometric variations between stars and dust. This could also be the result of optically thick star formation having a larger contribution to L TIR in seemingly low-τ l B sources (discussed more in § 6.1). For this reason, we only expect sources with higher values of τ l B to be in a regime where the energy balance scenario outlined in this section is applicable. We take this cutoff value to be τ l B > 0.1 because beyond this region the behavior of the energy ratio appears to show negligible trend with τ l B . In this region, we find that with our assumptions the mean and median values are close to unity, with values of -0.03 and -0.01 in log-space, respectively, but with relatively large scatter (1σ = 0.23). We examine if the variation in the energy balance ratio is related to differences in global galaxy properties (which may influence the attenuation curve) in Figure 8 . The properties examined are D n 4000, total stellar mass, total sSFR, and gas-phase metallicity. The energy ratio does not appear to be correlated with these global properties, indicating that the scatter could be associated with other factors.
To better understand the large variation in the energy balance ratios, we will now explore impact of utilizing different assumptions for its calculation. The main assumptions being made are: (1) the normalization and shape of the dust attenuation curve, (2) the differential reddening between the ionized gas and the stellar continuum, and (3) the fraction of ionizing photons directly absorbed by dust. In order to investigate the influence of the attenuation curve on the inferred energy ratios, we can also examine the values if we assume the SB attenuation curve of Calzetti et al. (2000) (R V = 4.05; f = 2.659). We use the total stellar mass and sSFR, as opposed to a fiber value, here because the energy balance analysis is based on the total flux measurements for these galaxies. No obvious trends are observed among the parameters. Figure 9 . Energy balance comparison assuming different values for R V , f , and f ion . We display only the sources with τ l B > 0.1. The gray histogram is the same in each panel and corresponds to our fiducial assumptions (see Figure 7) . A lower R V will result in lower total attenuation at all wavelengths, leading to lower energy ratios. The value of f impacts the curve in an inverse manner, where a higher f leads to lower ratios (due to smaller E(B − V )star). Larger values of f ion imply a lower fraction of direct dust absorption for ionizing photons, leading to lower energy ratios. The red histogram for the f ion comparison (Right), makes use of the models of compact HII regions from Dopita et al. (2003) . The median value for each distribution is indicated by the arrow with matching color. Differences in the appropriate values for these variables in individual galaxies could give rise to some of the observed scatter.
Interestingly, the resulting mean and median values are comparable to those stated above, with values of -0.02 and -0.01 in log-space, respectively (for τ l B > 0.1 ) and similar scatter (1σ = 0.23). The reason for this similarity is that despite the slightly larger UV attenuation in the SB curve, the value of f is higher for this curve and this leads to a decrease in the values of E(B − V ) star from Equation (12) relative to the SFG sample. If instead we adopt a starburst-like curve with our average value of f , then the energy ratios are larger with a median value of 0.06 in log-space. To further illustrate the effect of these variables, we demonstrate how the energy ratios inferred from different R V and f values in Figure 9 , in addition to showing the effects of varying f ion . For the latter, we also test using the models of compact HII regions from Dopita et al. (2003) , which parameterizes f ion as a function of the ionization parameter and the metallicity (see their Equation 10). They consider a dust model composed of silicates, graphite or amorphous carbon, and polycyclic aromatic hydrocarbons (PAHs). For this analysis, we will use their model based on 20% of carbon atoms locked up in PAHs. The ionization parameter is determined using the relationship from Kobulnicky & Kewley (2004, their Equation 13 ), which uses the ratio of the [OIII] to [OII] lines and metallicity (12+log(O/H)) (Kewley & Dopita 2002) and are obtained from the MPA/JHU measurements. The resulting values for f ion based on the Dopita et al. (2003) model tend to be larger ( f ion ∼ 0.8), corresponding to lower direct dust absorption, than the galaxy-wide averages found in Inoue (2001) . It can be seen in Figure 9 that differences in the appropriate values for these attenuation variables for individual galaxies could give rise to the observed scatter.
We have carried the analysis in the present section to mainly provide a consistency check for our attenuation curve. Given that the large variation in energy balance ratios can be driven by several factors, we argue that our analysis does not provide evidence in favor of adopting a single attenuation curve on an individual galaxy basis. However, if the fiducial assumptions are reasonable average values for SFGs, then adopting the curve found in § 4.2 will be a suitable choice for broadly characterizing the attenuation in a large sample of galaxies. An interesting results of section 5 is that the average value of the UV slope, β, for the "intrinsic" SEDs, F int (λ), after correcting by the observed reddening on the ionized gas (τ l B ) is β 0 = −1.61, which corresponds to the zero-point of the β-τ l B relation (Battisti et al. 2016 ). This value is far redder than expected for an unreddened galaxy undergoing continuous star formation on timescales of ∼Gyr, for which β 0 ∼ −2.1 (Calzetti et al. 2000) . Interestingly, if we apply attenuation corrections to the SEDs such that β 0 = −2.1, then the inferred luminosity from dust absorption would drastically exceed the observed IR luminosity (i.e., (∆L UV−NIR + ∆L ion )/L TIR > 1) for most of the sample.
This apparent conflict may indicate that the young, massive stars responsible for most of the UV photons are heavily embedded in dust but that their optical depth is not reflected in the galaxy average, possibly due regions of low optical depth providing the majority of the flux density (Calzetti et al. 1994) . This would support the scenario in which the dust content of galaxies has two components, one associated with short-lived dense clouds where massive stars form and another associated with the diffuse interstellar medium (e.g., Calzetti et al. 1994; Charlot & Fall 2000; Wild et al. 2011) . Locally, it is found that the majority of L TIR is due to the cold, diffuse dust component, with only ∼ 10% on average being due to warm dust heated in photo-dissociation regions ). Therefore, we can expect that if massive stars are being obscured to achieve β 0 = −1.61, it may not lead to substantial increases in the observed L TIR . This can also explain why dust emission is seen for the τ l B ∼ 0 cases, where presumably the warm dust component provides a larger fraction of L TIR . We will explore these possibilities in more detail in a subsequent paper.
6.2. Calculating the Total Attenuation A useful tool for recovering the intrinsic luminosity of a galaxy is the relationship between the total attenuation and the observed UV slope. We determine the average relationship for our sample of SFGs using the attenuation curve given by Equation (9) where A λ = k(λ)E(B − V ) star and we use Equation (12) with f = 2.4 ± 0.3. Here we have also included the intrinsic scatter of β into the uncertainty of β 0 = −1.61. Assuming k(1600) = 8.76 ± 0.4, the total attenuation at 1600Å is A 1600 = (2.03 ± 0.27)β + (3.27 ± 0.99) .
The dominant source of uncertainty in this relationship is the large intrinsic scatter in UV slope values for starforming galaxies (σ int = 0.44), and this severely limits its utility for directly indicating the total attenuation. This issue will be examined and addressed in a subsequent paper. Interestingly, Equation (18) is consistent with the results from Casey et al. (2014) , A 1600 = (2.04 ± 0.08)β + (3.36 ± 0.10), determined independently using the relationship between the infrared excess (IRX ≡ L IR /L UV ) and the UV slope (β). For comparison, the relationship for local starburst galaxies is A 1600 = 2.31β + 4.85 (Calzetti et al. 2000) , where this relation assumes β 0 = −2.1.
CONCLUSIONS
Using a sample of ∼5500 local (z 0.1) star-forming galaxies we have characterized the average behavior of dust attenuation from the UV-to-NIR. This analysis utilizes the fact that the reddening of ionized gas, which is an excellent tracer of dust, is correlated with the reddening of the stellar continuum, albeit with noticeable scatter driven by variations in the underlying stellar population and/or differences in the star-dust geometry between different galaxies.
We construct an average total-to-selective attenuation curve, k(λ), from the selective attenuation by assuming that the curve should approach zero near 2.85µm. The resulting dust attenuation curve for local SFGs has a normalization at V -band of R V = 3.67 +0.44 −0.35 , which is slightly lower than the value seen for local starburst galaxies (R V = 4.05 ± 0.80, Calzetti et al. 2000) . In addition, this curve is lower in the FUV than starburst galaxies by about 15%, but becomes similar at longer wavelengths. Using a small sample of local galaxies with available far-IR data to independently constraint the dust attenuation, it is found that the total attenuated energy inferred from this curve shows general agreement with the observed dust emission (assuming energy balance), however with a significant level of individual variation (70%).
Both the derived shape and normalization of the attenuation curve carry significant uncertainties, partly due to the difficulty of breaking the degeneracy between stellar population age and attenuation; however, it could also indicate that the variation in the attenuation from galaxy to galaxy is large. We find minor variations in the average attenuation curve as a function of mean stellar population age (D n 4000), specific star formation rate, stellar mass, and metallicity, but we consider these trends to have low significance because of the large uncertainties and potential for systematic effects. We suggest that the attenuation curve given by Equation (9) is well suited for applications to broadly characterize large samples of galaxies in the local Universe, but should be viewed with caution in its application to individual galaxies. In this section we show the comparison between the different aperture-normalized NIR datasets examined in this study. We normalize the NIR data using the SDSS z − band value aperture photometry at 4.5, 5.7, and 8.0
′′ (e.g., UKIDSS: f J (4.5 ′′ ) = f z (4.5 ′′ )[f J (5.7 ′′ )/f z (5.7 ′′ )]; 2MASS: f J (4.5 ′′ ) = f z (4.5 ′′ )[f J (8 ′′ )/f z (8 ′′ )]). The comparison between UKIDSS LAS and 2MASS PSC photometry after applying these normalizations are shown in Figure 10 . There is good agreement between the data, with a majority of cases lying within the median 1σ uncertainty (red line). We also show a comparison between the overlapping sources in the 2MASS PSC and XSC in Figure 11 , which also demonstrate good agreement. 
