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ELO˝SZO´
Ez a jegyzet az Informatika Minor Szak nappali e´s levelezo˝ tagozata
”
Anal´ızis tana´roknak” c´ımu˝ tanta´rgya´nak ma´sodik fe´le´ve´hez ke´szu¨lt ok-
tata´si sege´danyag. Te´ma´i: valo´s sza´msorozatok e´s sorok, vektorok e´s
ma´trixok, to¨bbva´ltozo´s anal´ızis.
A szakaszok sza´moza´sa minden fejezet eleje´n elo¨lro˝l kezdo˝dik. Ugyancsak
elo¨lro˝l kezdo˝dik minden fejezetben a te´telek, defin´ıcio´k, megjegyze´sek stb.
egyu¨ttes sza´moza´sa. Az egyes fejezetek ve´ge´n gyakorlo´ feladatok tala´lhato´k,
ezek sza´moza´sa is fejezetenke´nt elo¨lro˝l kezdo˝dik.
A jegyzetben a szoka´sos matematikai jelo¨le´seket haszna´ljuk. Ne´ha´ny
jelo¨le´st ku¨lo¨n is felsorolunk:
• minden: ∀ ;
• le´tezik: ∃ ;
• az A e´s a B halmazok direkt szorzata (Descartes-szorzata): A×B;
• a valo´s sza´mok halmaza: R;
• a pozit´ıv valo´s sza´mok halmaza: R+;
• a nem negat´ıv valo´s sza´mok halmaza: R+0 ;
• idea´lis elemek: +∞, −∞ (∀x ∈ R : −∞ < x < +∞);
• a terme´szetes sza´mok halmaza: N := {1, 2, 3, . . .} ;
• a nem negat´ıv ege´sz sza´mok halmaza: N0 := {0, 1, 2, 3, . . .} ;
• az ege´sz sza´mok halmaza: Z := N ∪ {−x ∈ R : x ∈ N} ∪ {0};
• a raciona´lis sza´mok halmaza: Q :=
{
p
q
∈ R | p, q ∈ Z, q 6= 0
}
;
• a s´ık pontjai, sza´mpa´rok: R2 := {(x, y) | x, y ∈ R} ;
• a te´r pontjai, sza´mha´rmasok: R3 := {(x, y, z) | x, y, z ∈ R} .
• Az intervallumok ny´ıltsa´ga´t go¨mbo¨lyu˝ za´ro´jellel, e´s nem kifele´ ford´ı-
tott szo¨gletes za´ro´jellel jelo¨lju¨k.
• Re´szhalmaz jelo¨le´se´re a ⊂ e´s nem a ⊆ jelet haszna´ljuk.
4 TARTALOMJEGYZE´K
A jegyzetben az anal´ızis egyes te´mako¨reibe nyeru¨nk bepillanta´st. Mivel
a ta´rgy o´rasza´ma viszonylag kicsi, nincs leheto˝se´g a me´ly ta´rgyala´sra. Az
e´rdeklo˝do˝k sza´ma´ra aja´nljuk a hia´nyok po´tla´sa´ra az ala´bbi irodalmat:
[ 1 ] Leindler-Schipp: Anal´ızis I. (egyetemi jegyzet)
[ 2 ] Pa´l-Schipp-Simon: Anal´ızis II. (egyetemi jegyzet)
[ 3 ] Simon Pe´ter: Fejezetek az anal´ızisbo˝l (egyetemi jegyzet)
[ 4 ] Szili La´szlo´: Anal´ızis feladatokban (egyetemi jegyzet)
[ 5 ] Cso¨rgo˝ Istva´n: Fejezetek a linea´ris algebra´bo´l (egyetemi jegyzet)
Ezu´ton is ko¨szo¨no¨m Dr. Fridli Sa´ndor docensnek a ke´zirat lelkiismeretes
lektora´la´sa´t e´s e´rte´kes tana´csait.
Budapest, 2008. november 14.
Cso¨rgo˝ Istva´n
1. Valo´s sza´msorozatok
Sza´msorozatokkal ma´r ko¨ze´piskola´s tanulma´nyaink sora´n is tala´lkoztunk.
Ott fo˝leg a sza´mtani e´s a me´rtani sorozattal kapcsolatos feladatokro´l volt
szo´, de elhangzott ne´ha´ny egye´b fogalom is, pl. a sorozat monotonita´sa,
korla´tossa´ga.
1.1. Valo´s sza´msorozat fogalma
1.1. Defin´ıcio´. Az a : N → R fu¨ggve´nyeket valo´s sza´msorozatoknak ne-
vezzu¨k. Az a(n) ∈ R elemet a sorozat n-edik tagja´nak nevezzu¨k, szoka´sos
jelo¨le´se: an.
Megjegyezzu¨k, hogy N helyett veheto˝ az
{n ∈ Z |n ≥ p}
halmaz is, ahol p ∈ Z ro¨gz´ıtett. Ilyenkor azt mondjuk, hogy a sorozat tagjait
”
p-to˝l kezdve” indexelju¨k.
Egy a : N→ R sorozatra az ala´bbi jelo¨le´seket haszna´ljuk:
a ; (an) ; (an, n ∈ N) ; an ∈ H (n ∈ N).
A sorozatokat leggyakrabban
”
ke´plettel” adjuk meg, pl.:
an :=
1
n
(n ∈ N).
Elterjedt az u´n. rekurz´ıv megada´s is, pl. a Fibonacci-sorozat ı´gy adhato´
meg:
a0 := 0 , a1 := 1 , an := an−1 + an−2 (n ∈ N, n ≥ 2).
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1.2. Pe´lda´k.
e´rtelmeze´si n-edik tag a sorozat
”
eleje” elneveze´s
tartoma´ny (an)
1. N
1
n
1,
1
2
,
1
3
,
1
4
, . . . harmonikus sorozat
2. N
1
2n
1
2
,
1
4
,
1
8
,
1
16
, . . .
1
2
alapu´ me´rtani sorozat
3. N (−1)n −1, 1, −1, 1, . . .
4. N n 1, 2, 3, 4, 5, . . .
5. N (−1)n−1 · n 1, −2, 3, −4, 5, . . .
1.2. Monotonita´s, korla´tossa´g
1.3. Defin´ıcio´. Legyen a : N → R egy valo´s sza´msorozat. Azt mondjuk,
hogy ez a sorozat
• monoton no¨vo˝ (no¨vekvo˝), ha ∀n ∈ N : an ≤ an+1;
• szigoru´an monoton no¨vo˝ (no¨vekvo˝), ha ∀n ∈ N : an < an+1;
• monoton fogyo´ (cso¨kkeno˝), ha ∀n ∈ N : an ≥ an+1;
• szigoru´an monoton fogyo´ (cso¨kkeno˝), ha ∀n ∈ N : an > an+1;
• monoton, ha monoton no¨vo˝ vagy fogyo´;
• szigoru´an monoton, ha szigoru´an monoton no¨vo˝ vagy fogyo´.
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1.4. Pe´lda´k.
Az 1.2. pe´lda´kban szereplo˝ sorozatok ko¨zu¨l az 1. e´s 2. szigoru´an monoton
cso¨kkeno˝, a 4. szigoru´an szigoru´an monoton no¨vekvo˝, a 3. e´s 5. pedig nem
monoton.
1.5. Defin´ıcio´. Legyen a : N+ → R egy valo´s sza´msorozat. Azt mondjuk,
hogy ez a sorozat
• felu¨lro˝l korla´tos, ha ∃K ∈ R ∀n ∈ N+ : an ≤ K.
K neve: a sorozat egy felso˝ korla´tja;
• alulro´l korla´tos, ha ∃K ∈ R ∀n ∈ N+ : an ≥ K.
K neve: a sorozat egy also´ korla´tja;
• korla´tos, ha alulro´l is e´s felu¨lro˝l is korla´tos.
1.6. Megjegyze´s. Gyakran alkalmazzuk a korla´tossa´g ala´bbi a´tfogalma-
za´sa´t, melynek igazola´sa´t feladatke´nt tu˝zzu¨k ki.
(an) korla´tos ⇐⇒ ∃K ∈ R+ ∀n ∈ N+ : |an| ≤ K.
Legyen (an) egy felu¨lro˝l korla´tos sorozat. Bebizony´ıthato´, hogy a sorozat
felso˝ korla´tai ko¨zo¨tt van legkisebb. Hasonlo´ke´ppen az is igazolhato´, hogy egy
alulro´l korla´tos sorozat also´ korla´tai ko¨zt van legnagyobb.
1.7. Defin´ıcio´.
• Legyen (an) egy felu¨lro˝l korla´tos sorozat. E sorozat legkisebb felso˝
korla´tja´t a sorozat felso˝ hata´ra´nak (szupre´muma´nak) nevezzu¨k, e´s
sup (an)-nel jelo¨lju¨k. Mega´llapodunk abban is, hogy ha (an) egy
felu¨lro˝l nem korla´tos sorozat, akkor sup (an) = +∞.
• Legyen (an) egy alulro´l korla´tos sorozat. E sorozat legnagyobb
also´ korla´tja´t a sorozat also´ hata´ra´nak (infimuma´nak) nevezzu¨k, e´s
inf (an)-nel jelo¨lju¨k. Mega´llapodunk abban is, hogy ha (an) egy alulro´l
nem korla´tos sorozat, akkor inf (an) = −∞.
1.8. Pe´lda´k.
Az 1.2. pe´lda´ban szereplo˝ sorozatok ko¨zu¨l az 1., 2., 3. korla´tos, a 4. e´s 5.
nem korla´tos. A 4. alulro´l korla´tos, de felu¨lro˝l nem, az 5. pedig sem alulro´l,
sem felu¨lro˝l nem korla´tos.
A felso˝ e´s az also´ hata´rokat az ala´bbi ta´bla´zat tartalmazza:
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an a sorozat ”
eleje” sup (an) inf (an)
1.
1
n
1,
1
2
,
1
3
,
1
4
, . . . 1 0
2.
1
2n
1
2
,
1
4
,
1
8
,
1
16
, . . .
1
2
0
3. (−1)n −1, 1, −1, 1, . . . 1 −1
4. n 1, 2, 3, 4, 5, . . . +∞ 1
5. (−1)n−1 · n 1, −2, 3, −4, 5, . . . +∞ −∞
1.3. Sorozat hata´re´rte´ke
Az
(
1
n
, n ∈ N
)
sorozatna´l u´gy e´rezzu¨k, hogy tagjai a 0 ba´rmely ko¨rnyeze-
te´be bekeru¨lnek, ha ele´g nagy indexet va´lasztunk, so˝t a tagok egy bizonyos
index uta´n a ko¨rnyezetben
”
maradnak”. Eze´rt u´gy gondoljuk, hogy ez a
sorozat a 0-hoz ko¨zel´ıt, 0-hoz
”
tart”. Hasonlo´t e´rzu¨nk az (n2 , n ∈ N) soro-
zatna´l is, erro˝l pedig u´gy gondoljuk, hogy a (+∞)-be tart.
Ne´ha´ny ilyen egyszeru˝ bevezeto˝ pe´lda uta´n megfogalmazhatjuk a de-
fin´ıcio´t:
1.9. Defin´ıcio´. Legyen a : N → R egy valo´s sza´msorozat. Azt mondjuk,
hogy ez a sorozat konvergens, ha
∃A ∈ R ∀ε > 0 ∃N ∈ N ∀n ≥ N : |an − A| < ε.
A sorozatot divergensnek nevezzu¨k, ha nem konvergens. Az N sza´mot (az
ε-hoz tartozo´) ku¨szo¨bindexnek nevezzu¨k.
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Igazolhato´, hogy a fenti defin´ıcio´ban szereplo˝ A sza´m egye´rtelmu˝. Ezt a
sza´mot a sorozat hata´re´rte´ke´nek (limesze´nek) nevezzu¨k, e´s azt mondjuk,
hogy a sorozat A-hoz tart (ha n tart a ve´gtelenbe). Szoka´sos jelo¨le´sei:
lim a = A; lim(an) = A; lim an = A;
lim
n→∞
an = A; an → A (n→∞).
1.10. Defin´ıcio´. Legyen a : N→ R egy valo´s sza´msorozat. Azt mondjuk,
hogy az (an) sorozat hata´re´rte´ke +∞ (ma´s szo´val: a sorozat +∞-be tart),
ha
∀P > 0 ∃N ∈ N ∀n ≥ N : an > P.
Szoka´sos jelo¨le´sei:
lim a = +∞; lim(an) = +∞; lim an = +∞;
lim
n→∞
an = +∞; an → +∞ (n→∞).
Az N sza´mot (a P -hez tartozo´) ku¨szo¨bindexnek nevezzu¨k.
1.11. Defin´ıcio´. Legyen a : N→ R egy valo´s sza´msorozat. Azt mondjuk,
hogy az (an) sorozat hata´re´rte´ke −∞ (ma´s szo´val: a sorozat −∞-be tart),
ha
∀P < 0 ∃N ∈ N ∀n ≥ N : an < P.
Szoka´sos jelo¨le´sei:
lim a = −∞; lim(an) = −∞; lim an = −∞;
lim
n→∞
an = −∞; an → −∞ (n→∞).
Az N sza´mot (a P -hez tartozo´) ku¨szo¨bindexnek nevezzu¨k.
1.12. Megjegyze´sek.
1. Mivel a sorozatok specia´lis R → R t´ıpusu´ fu¨ggve´nyek, felveto˝dik a
ke´rde´s, hogy a most definia´lt hata´re´rte´k-fogalom megfelel-e a fu¨ggve´ny
hata´re´rte´ke´nek a sorozatokra vonatkozo´ specia´lis esete´nek. Ko¨nnyen
la´thato´, hogy igen. E´ppen eze´rt a fu¨ggve´ny hata´re´rte´ke´ro˝l tanultak
nagy re´sze e´rtelemszeru˝en a sorozatokra is e´rve´nyes.
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2. Nyilva´nvalo´, hogy egy divergens sorozatnak vagy nincs hata´re´rte´ke,
vagy +∞ a hata´re´rte´ke, vagy −∞ a hata´re´rte´ke.
1.13. Pe´lda´k.
1. Az 1.2. pe´lda´kban szereplo˝ sorozatok ko¨zu¨l az 1. e´s a 2. konvergens,
e´s mindketto˝ hata´re´rte´ke 0. A 3., 4., 5. sorozatok divergensek. Ezek
ko¨zu¨l a 4.-nek van hata´re´rte´ke, a +∞. A 3. e´s az 5. sorozatnak nincs
hata´re´rte´ke.
2. Legyen an := c (n ∈ N), ahol c ∈ R ro¨gz´ıtett. Ekkor (an) konvergens
e´s lim an = c. Valo´ban, legyen ε > 0. Ekkor ba´rmely N ∈ N ”jo´”,
hiszen n ≥ N esete´n
|an − c| = |c− c| = 0 < ε.
3. Legyen q ∈ R ro¨gz´ıtett, e´s tekintsu¨k a (qn , n ∈ N) sorozatot (q alapu´
me´rtani sorozat). Tegyu¨k fel elo˝szo¨r, hogy q > 1. Ekkor – a binomia´lis
te´telt is felhaszna´lva:
qn = (1 + (q − 1︸ ︷︷ ︸
+
))n ≥
(
n
1
)
· (q − 1) = n · (q − 1)
A jobb oldal nagyobb egy elo˝re adott P > 0 sza´mna´l, ha n >
P
q − 1.
Eze´rt P -hez jo´ ku¨szo¨b ba´rmely olyan N ∈ N, amely P
q − 1-ne´l na-
gyobb.
Ezzel azt kaptuk, hogy lim
n→∞
qn = +∞.
Legyen ezek uta´n |q| < 1, de q 6= 0. Ekkor 1|q| > 1, ı´gy elo˝zo˝
eredme´nyu¨nk szerint
lim
n→∞
(
1
|q|
)n
= +∞.
Ro¨gz´ıtsu¨nk egy ε > 0 sza´mot e´s alkalmazzuk a fenti hata´re´rte´k de-
fin´ıcio´ja´t P :=
1
ε
va´laszta´ssal. Azt kapjuk, hogy
∃N ∈ N ∀n ≥ N :
(
1
|q|
)n
>
1
ε
.
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Ebbo˝l a´trendeze´ssel |qn| < ε, azaz |qn − 0| < ε ado´dik. Ezzel azt kap-
tuk, hogy lim
n→∞
qn = 0.
Legyen most q < −1. Ekkor q2 > 1 miatt
q2n =
(
q2
)n → +∞ (n→∞),
ma´sre´szt tetszo˝leges P < 0 esete´n
q2n+1 = q · (q2)n < P , ha (q2)n > P
q
.
Ez pedig egy indexto˝l kezdve teljesu¨l, mivel lim
n→∞
(
q2
)n
= +∞.
Eze´rt lim
n→∞
q2n+1 = −∞. A (qn) sorozat egy re´szsorozata teha´t +∞-
be, egy ma´sik re´szsorozata pedig −∞-be tart. Eze´rt a (qn) sorozatnak
nincs hata´re´rte´ke. Ugyanez la´thato´ be hasonlo´ mo´dszerrel a q = −1
esetben.
A´tgondolva me´g a q = 0 e´s a q = 1 trivia´lis eseteket, a me´rtani sorozat
hata´re´rte´ke´ro˝l a ko¨vetkezo˝t kapjuk:
lim
n→∞
qn =

+∞ ha q > 1
0 ha |q| < 1
1 ha q = 1
nem le´tezik, ha q ≤ −1.
1.4. Monoton sorozatok hata´re´rte´ke
Ha tekintu¨nk ne´ha´ny egyszeru˝ monoton sorozatot (pl.
(
1
n
)
, (2n), (5), stb.),
azt tapasztaljuk, hogy mindegyik
”
tart valahova”. Az e´szreve´tel a´ltala´nosan
is igaz, ezt fejezi ki az ala´bbi te´tel, melyet bizony´ıta´s ne´lku¨l ko¨zlu¨nk:
1.14. Te´tel. Legyen a : N → R egy monoton valo´s sza´msorozat. Ekkor
le´tezik hata´re´rte´ke, nevezetesen
• ha (an) monoton no¨vo˝, akkor
lim an = sup (an);
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• ha (an) monoton fogyo´, akkor
lim an = inf (an).
Megjegyezzu¨k, hogy te´telu¨nk kicsit kevesebbet mondo´, de gyakran haszna´lt
forma´ja:
Monoton e´s korla´tos sorozat konvergens.
1.5. Az
”
e” sza´m
Ebben a szakaszban e´rtelmezzu¨k a matematika´ban alapveto˝ szerepet ja´tszo´
Euler-fe´le a´llando´t, az
”
e” sza´mot. Az e´rtelmeze´se egy nevezetes sorozat, az
an :=
(
1 +
1
n
)n
(n ∈ N)
sorozat hata´re´rte´keke´nt fog to¨rte´nni. Ehhez megmutatjuk, hogy ez a soro-
zat (szigoru´an) monoton no¨vekvo˝ e´s felu¨lro˝l korla´tos. Ennek bizony´ıta´sa´ban
alapveto˝ szerepet ja´tszik a sza´mtani e´s a me´rtani ko¨ze´p ko¨zti egyenlo˝tlense´g,
melyet bizony´ıta´s ne´lku¨l ko¨zlu¨nk:
1.15. Te´tel. Legyen n ∈ N, n ≥ 2 e´s x1, . . . xn ∈ R+. Ekkor
n
√
x1 · . . . · xn ≤ x1 + . . .+ xn
n
.
Egyenlo˝se´g akkor e´s csak akkor van, ha x1 = . . . = xn.
1.16. Megjegyze´sek.
1. Az egyenlo˝tlense´g bal oldala´n a´llo´ n
√
x1 · . . . · xn sza´mot az x1, . . . , xn
sza´mok me´rtani ko¨zepe´nek, a jobb oldalon a´llo´
x1 + . . .+ xn
n
sza´mot
pedig ugyanezen sza´mok sza´mtani ko¨zepe´nek (a´tlaga´nak) nevezzu¨k.
2. A fenti te´tel n = 2 specia´lis esete (bizony´ıta´ssal egyu¨tt) ko¨ze´piskolai
tananyag.
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1.17. Te´tel. Az
an :=
(
1 +
1
n
)n
(n ∈ N)
sorozat monoton no¨vekvo˝ e´s felu¨lro˝l korla´tos.
Bizony´ıta´s. Alkalmazzuk a sza´mtani e´s a me´rtani ko¨ze´p ko¨zti egyenlo˝t-
lense´get az
1 +
1
n
, 1 +
1
n
, . . . , 1 +
1
n︸ ︷︷ ︸
n db
, 1
sza´mokra:
an =
(
1 +
1
n
)n
=
(
1 +
1
n
)
· . . . ·
(
1 +
1
n
)
︸ ︷︷ ︸
ndb
· 1 <
n ·
(
1 +
1
n
)
+ 1
n+ 1

n+1
=
=
(
n+ 2
n+ 1
)n+1
=
(
1 +
1
n+ 1
)n+1
= an+1.
Ez azt jelenti, hogy (an) monoton (so˝t: szigoru´an monoton) no¨vo˝.
Ezuta´n alkalmazzuk a sza´mtani e´s me´rtani ko¨ze´p ko¨zti egyenlo˝tlense´get az
1 +
1
n
, 1 +
1
n
, . . . , 1 +
1
n︸ ︷︷ ︸
n db
,
1
2
,
1
2
sza´mokra:
1
4
an =
1
4
·
(
1 +
1
n
)n
=
(
1 +
1
n
)
· . . . ·
(
1 +
1
n
)
︸ ︷︷ ︸
n db
· 1
2
· 1
2
<
<
n ·
(
1 +
1
n
)
+
1
2
+
1
2
n+ 2

n+2
=
(
n+ 2
n+ 2
)n+2
= 1,
amibo˝l an < 4 (n ∈ N+) ado´dik. Teha´t (an) felu¨lro˝l korla´tos.
¤
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1.18. Ko¨vetkezme´ny. Az 1.14. te´tel alapja´n a fenti (an) sorozat konver-
gens.
1.19. Defin´ıcio´. A
lim
n→∞
(
1 +
1
n
)n
∈ R
hata´re´rte´ket Euler-fe´le a´llando´nak nevezzu¨k, e´s e-vel jelo¨lju¨k.
1.20. Megjegyze´s. Bebizony´ıthato´, hogy az
”
e” sza´m irraciona´lis. Ko¨zel´ı-
to˝ e´rte´ke ha´rom tizedesjegy pontossa´ggal 2,718, ami azt jelenti, hogy a sza´m-
egyenes
1
1000
le´pe´sko¨zu˝ ra´csa´n
(
a
k
1000
(k ∈ Z) sza´mok ko¨zu¨l
)
a 2.718
van hozza´ legko¨zelebb, azaz
|e− 2.718| < 1
2
· 10−3.
1.6. Mu˝veletek hata´re´rte´kkel, ko¨zrefoga´s
Ebben a szakaszban arro´l lesz szo´, hogy ma´r megle´vo˝ hata´re´rte´kekbo˝l ho-
gyan lehet u´jakat ke´pezni. Ennek ke´t fo˝ mo´dja van. Az egyik, hogy a ma´r is-
mert hata´re´rte´ku˝ sorozatbo´l algebrai mu˝veletekkel u´jabb sorozatot a´ll´ıtunk
elo˝. A ma´sik pedig, hogy a vizsga´lt sorozatot
”
ko¨zrefogjuk” ismert soroza-
tokkal.
Ne´zzu¨k elo˝szo¨r az algebrai mu˝veleteket.
Az 1.12. megjegyze´st figyelembe ve´ve a fu¨ggve´nyek hata´re´rte´k-te´telei
sorozatokra is e´rve´nyesek. Teha´t sorozatokra is igaz az, hogy a hata´re´re´te´k
ke´pze´se az algebrai mu˝veletekkel felcsere´lheto˝, felte´ve, hogy a szereplo˝ mu˝-
veletek e´rtelmezettek.
1.21. Te´tel. Legyen a : N→ R, b : N→ R, e´s tegyu¨k fel, hogy le´teznek a
lim
n→∞
an e´s lim
n→∞
bn
hata´re´rte´kek. Ekkor
• lim
n→∞
(an + bn) = lim
n→∞
an + lim
n→∞
bn;
• lim
n→∞
(an · bn) = lim
n→∞
an · lim
n→∞
bn;
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• lim
n→∞
an
bn
=
lim
n→∞
an
lim
n→∞
bn
;
felte´ve, hogy a jobb oldalon kijelo¨lt mu˝veletek e´rtelmezettek.
1.22. Megjegyze´s. Emle´kezteto˝u¨l a nem e´rtelmezett (u´n. tiltott) mu˝vele-
tek (hata´rozatlan kifejeze´sek):
(+∞) + (−∞), (+∞)− (+∞) (−∞)− (−∞),
0 · (±∞)
0
0
,
±∞
±∞
Te´rju¨nk ra´ ezek uta´n a ko¨zrefoga´sra.
1.23. Te´tel. [ko¨zrefoga´si elv]
Legyenek a, b, c : N→ R valo´s sza´msorozatok, e´s tegyu¨k fel, hogy ve´ges
sok n kive´tele´vel
an ≤ bn ≤ cn.
Ekkor
a) ha lim an = +∞, akkor lim bn = +∞.
b) ha lim cn = −∞, akkor lim bn = −∞.
c) ha lim an = lim cn = A ∈ R, akkor lim bn = A.
A te´telt nem bizony´ıtjuk. A´ll´ıta´sai szemle´letesen nyilva´nvalo´k.
1.24. Pe´lda. Vizsga´ljuk meg konvergencia szempontja´bo´l az ( n
√
n) soroza-
tot.
A ko¨zrefoga´si elvet alkalmazzuk. A sza´mtani e´s a me´rtani ko¨ze´p ko¨zti
egyenlo˝tlense´g felhaszna´la´sa´val
0 ≤ n√n = n
√√
n · √n · 1 · . . . · 1︸ ︷︷ ︸
n−2 db
≤ 2
√
n+ n− 2
n
=
=
2√
n
+ 1− 2
n
(n ∈ N , n ≥ 2).
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Az ( n
√
n) sorozatot teha´t ko¨zrefogtuk egyszeru˝bb sorozatokkal:
1 ≤ n√n ≤ 2√
n
+ 1− 2
n
(n ∈ N , n ≥ 2).
Mivel lim
n→∞
1 = lim
n→∞
(
2√
n
+ 1− 2
n
)
= 1, ko¨vetkezik, hogy
lim
n→∞
n
√
n = 1.
1.7. Feladatok
1. Sza´mı´tsuk ki az ala´bbi sorozatok hata´re´rte´ke´t, e´s keressu¨nk ku¨szo¨b-
indexet ε = 0, 001-hez:
a) an = 1− 10−n (n ∈ N);
b) an =
3n− 2
7n+ 5
(n ∈ N);
c) an =
n3 − 2n2 + 5n+ 3
4n3 − 23n2 + 11n+ 8 (n ∈ N);
d) an =
n3 − 3n+ 8
n3 + n2 + n+ 17
(n ∈ N);
e) an =
n− 1
n3 + 17n− 30 (n ∈ N).
2. Sza´mı´tsuk ki az ala´bbi hata´re´rte´keket.
a) limn→∞
n2 + 3n− 1
n3 − 7n2 + 6n− 10 b) limn→∞(
√
2n− 1−√n+ 3)
c) lim
n→∞
(
√
2n− 1−√2n+ 3) d) lim
n→∞
√
n+ 1−√n√
n−√n− 1
e) lim
n→∞
(
√
n+ 4 · √n−
√
n− 10 · √n) f) lim
n→∞
(
1 +
1
n
)2n+3
g) lim
n→∞
(
3n− 4
3n+ 5
)4n+2
h) lim
n→∞
(
2n+ 1
2n− 3
)3n−2
2. Sorok
Ebben a fejezetben azt vizsga´ljuk, hogy egy an ∈ R, (n ∈ N) soro-
zat tagjait valamilyen e´rtelemben o¨sszeadhatjuk-e, e´s hogy mi az o¨sszeada´s
eredme´nye.
Az o¨sszeada´s le´nyege, hogy a sorozat tagjait az elso˝to˝l az n-edikig o¨ssze-
adjuk, s az ı´gy nyert u´n. re´szleto¨sszeg-sorozat hata´re´rte´ke´t (amennyiben ez
le´tezik e´s ve´ges) tekintju¨k az o¨sszeada´s eredme´nye´nek.
2.1. Sor fogalma
2.1. Defin´ıcio´. Az a : N → R sorozathoz tartozo´ re´szleto¨sszeg-sorozaton
az
Sn :=
n∑
k=1
ak = a1 + . . .+ an (n ∈ N)
sza´msorozatot e´rtju¨k.
2.2. Defin´ıcio´. Azt mondjuk, hogy az a : N → R sorozat o¨sszegezheto˝,
ha a hozza´ tartozo´ re´szleto¨sszeg-sorozat konvergens. A re´szleto¨sszeg-sorozat
hata´re´rte´ke´t az an tagok o¨sszege´nek nevezzu¨k. Az o¨sszegre az ala´bbi ke´t
jelo¨le´s terjedt el:
a1 + a2 + . . . vagy
∞∑
n=1
an.
Tova´bbi jelo¨le´sek:
∞∑
1
an ,
∑
n=1
an ,
∑
1
an ,
∑
an ,
∑
a.
Ezekne´l a hia´nyzo´ informa´cio´kat mega´llapoda´sok po´tolja´k.
Ro¨viden teha´t: ∞∑
n=1
an = lim
n→∞
n∑
k=1
ak = lim
n→∞
Sn.
Pe´lda´ul legyen
an :=
1
3n
(n ∈ N).
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A hozza´ tartozo´ re´szleto¨sszeg-sorozat n-edik tagja
Sn =
n∑
k=1
1
3k
=
1
31
+
1
32
+ . . .+
1
3n
,
ami egy me´rtani sorozat elso˝ n tagja´nak o¨sszege.
A ko¨ze´piskola´ban tanult ke´plet szerint:
Sn =
1
3
·
(
1
3
)n
− 1
1
3
− 1
=
1
2
·
(
1− 1
3n
)
.
(Ez az n-edik re´szleto¨sszeg u´n. za´rt alakja.)
A re´szleto¨sszeg-sorozat konvergens, ugyanis
lim
n→∞
Sn = lim
n→∞
1
2
·
(
1− 1
3n
)
=
1
2
∈ R.
Eze´rt a vizsga´lt
(
1
3n
)
sorozat o¨sszegezheto˝, s tagjainak o¨sszege
1
2
.
Jelo¨le´seinkkel:
1
3
+
1
9
+
1
27
+ . . . =
1
2
vagy
∞∑
n=1
1
3n
=
1
2
.
A tova´bbiakban - mivel a matematika´ban ez terjedt el - a ko¨vetkezo˝ meg-
fogalmaza´st fogjuk haszna´lni: Forma´lisan kijelo¨lju¨k az (an) tagok o¨sszege´t
a 2.2. defin´ıcio´na´l haszna´lt jelo¨le´sek valamelyike´vel, pe´lda´ul ı´gy:
∞∑
n=1
an.
Az ı´gy kapott kifejeze´st az an tagokbo´l ke´pzett sornak (ve´gtelen sornak,
ve´gtelen o¨sszegnek) nevezzu¨k. Hasonlo´ a helyzet akkor, amikor pl. az 5 e´s a
3 sza´mok o¨sszege´t nem u´gy ı´rjuk fel, hogy 8, hanem u´gy, hogy 5 + 3.
2.3. Defin´ıcio´. Az an sza´mot a
∞∑
n=1
an sor n-edik tagja´nak (n indexu˝ tag-
ja´nak) nevezzu¨k. Az (an) sorozathoz tartozo´ re´szleto¨sszeg-sorozatot a
∞∑
n=1
an
sor re´szleto¨sszeg-sorozata´nak, a re´szleto¨sszeg-sorozat n-edik tagja´t a
∞∑
n=1
an
sor n-edik re´szleto¨sszege´nek nevezzu¨k.
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Pe´lda´ul a
∞∑
n=1
1
3n
sor o¨to¨dik tagja
1
35
,
re´szleto¨sszeg-sorozata Sn =
1
2
·
(
1− 1
3n
)
(n ∈ N),
hetedik re´szleto¨sszege pedig S7 =
1
2
·
(
1− 1
37
)
=
1093
2187
.
2.4. Defin´ıcio´. A
∞∑
n=1
an sort konvergensnek nevezzu¨k, ha re´szleto¨sszegei-
nek sorozata konvergens. Ellenkezo˝ esetben divergensnek nevezzu¨k. Konver-
gens sor re´szleto¨sszeg-sorozata´nak hata´re´rte´ke´t a sor o¨sszege´nek nevezzu¨k,
s ugyanu´gy jelo¨lju¨k, mint maga´t a sort.
Pe´lda´ul a
∞∑
n=1
1
3n
sor konvergens, e´s o¨sszege
1
2
.
Teha´t
∞∑
n=1
1
3n
=
1
2
. A
∞∑
n=1
1 sor viszont divergens, mivel re´szleto¨sszeg-so-
rozata, az
Sn =
n∑
k=1
1 = n (n ∈ N),
sorozat divergens.
Azonnal la´thato´, hogy
”
a
∞∑
n=1
an sor konvergens” e´s ”
az (an) sorozat
o¨sszegezheto˝” megfogalmaza´sok egyene´rte´ku˝ek, s az is, hogy a
∞∑
n=1
an sor
o¨sszege megegyezik az (an) tagok o¨sszege´vel. Ez a kapcsolat teszi leheto˝ve´,
hogy a sort mint egy kifejeze´st e´rtelmezzu¨k, ami o¨nmaga´ban valo´ban kisse´
pongyola lenne.
2.5. Megjegyze´s. Az ime´nt mondottak e´rtelemszeru˝en a´tviheto˝k arra az
esetre is, amikor a sorozat kezdo˝ indexe nem 1, hanem valamely ma´s ege´sz
sza´m.
20 2. Sorok
Az eddigiek alapja´n ma´ris megfogalmazhatjuk a konvergencia egy szu¨k-
se´ges felte´tele´t:
2.6. Te´tel. Ha a
∞∑
n=1
an sor konvergens, akkor lim
n→∞
an = 0.
Bizony´ıta´s. Legyen a sor o¨sszege A ∈ R, n-edik re´szleto¨sszege Sn. Ekkor
nyilva´nvalo´an az (Sn) e´s az (Sn−1) sorozatok hata´re´rte´ke egyara´nt A. Ezt
felhaszna´lva:
an =
n∑
k=1
ak −
n−1∑
k=1
ak = Sn − Sn−1 (n ∈ N , n ≥ 2),
amibo˝l
lim
n→∞
an = lim
n→∞
(Sn − Sn−1) = lim
n→∞
Sn−1 = A− A = 0.
¤
2.7. Megjegyze´sek.
1. A te´tel azonnali ko¨vetkezme´nye, hogy ha egy sor tagjai nem tartanak
0-hoz, akkor a sor divergens.
Pe´lda´ul a
∞∑
n=1
(
1− 1
n
)
sor divergens, mivel lim
n→∞
(
1− 1
n
)
= 1 6= 0.
2. Ke´so˝bb la´tni fogunk pe´lda´t arra, hogy a te´tel felte´tele nem ele´gse´ges,
azaz van olyan sor, melynek tagjai 0-hoz tartanak, me´gis divergens.
2.8. Te´tel. [konvergens sorok tagonke´nti o¨sszeada´sa]
Ha a
∞∑
n=1
an e´s a
∞∑
n=1
bn sorok konvergensek, akkor a
∞∑
n=1
(an + bn) sor is
konvergens, e´s
∞∑
n=1
(an + bn) =
∞∑
n=1
an +
∞∑
n=1
bn.
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Bizony´ıta´s. Jelo¨lje Sn , Tn , Un rendre a
∞∑
n=1
an ,
∞∑
n=1
bn ,
∞∑
n=1
(an+ bn) sorok
n-edik re´szleto¨sszege´t. Nyilva´nvalo´, hogy
Un =
n∑
n=1
(an + bn) =
n∑
n=1
an +
n∑
n=1
bn (n ∈ N).
n→∞-re te´rve kapjuk, hogy
∞∑
n=1
(an+bn) = lim
n→∞
Un = lim
n→∞
(Sn+Tn) = lim
n→∞
Sn+ lim
n→∞
Tn =
∞∑
n=1
an+
∞∑
n=1
bn.
¤
2.9. Te´tel. [konvergens sor tagonke´nti szorza´sa konstanssal]
Ha a
∞∑
n=1
an sor konvergens e´s c ∈ R, akkor a
∞∑
n=1
(c·an) sor is konvergens
e´s
∞∑
n=1
(c · an) = c ·
∞∑
n=1
an.
Bizony´ıta´s. Jelo¨lje Sn , Tn rendre a
∞∑
n=1
an ,
∞∑
n=1
(c · an) sorok n-edik re´sz-
leto¨sszege´t. Ekkor nyilva´nvalo´an
Tn =
n∑
k=1
(c · ak) = c ·
n∑
k=1
an = c · Sn (n ∈ N),
amibo˝l
∞∑
n=1
(c · an) = lim
n→∞
Tn = lim
n→∞
(c · Sn) = c · lim
n→∞
Sn = c ·
∞∑
n=1
an.
¤
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2.2. Me´rtani sor
2.10. Defin´ıcio´. Legyen q ∈ R ro¨gz´ıtett valo´s sza´m. A
∞∑
n=1
qn sort me´rtani
sornak nevezzu¨k.
2.11. Te´tel. A me´rtani sor akkor e´s csak akkor konvergens, ha |q| < 1. Ez
esetben ∞∑
n=1
qn =
q
1− q .
Bizony´ıta´s. A me´rtani sorozat konvergencia´ja´ro´l tanultak (ld. 1.13. pe´l-
da´kna´l) szerint lim
n→∞
qn = 0 ⇐⇒ |q| < 1. Eze´rt a 2.6. te´tel e´rtelme´ben
a konvergencia szu¨kse´ges felte´tele, hogy |q| < 1. Megmutatjuk, hogy ez a
felte´tel ele´gse´ges is.
Tegyu¨k fel teha´t, hogy |q| < 1. A ko¨ze´piskola´ban tanultak (me´rtani so-
rozat elso˝ n tagja´nak o¨sszege) alapja´n a re´szleto¨sszegek za´rt alakba ı´rhato´k.
Sn =
n∑
k=1
qk = q + q2 + . . .+ qn = q · q
n − 1
q − 1 (n ∈ N),
amibo˝l – lim
n→∞
qn = 0 felhaszna´la´sa´val:
∞∑
n=1
qn = lim
n→∞
Sn = q · −1
q − 1 =
q
1− q .
¤
Megjegyezzu¨k, hogy a me´rtani sort sok esetben ce´lszeru˝ 0-to´l kezdve in-
dexelni, e´s mega´llapodni abban, hogy a 0 indexu˝ tagja 1, vagyis forma´lisan
q0 = 0 (ez nem teljesen azonos a 0 kitevo˝ju˝ hatva´ny e´rtelmeze´se´vel, gondol-
junk a 00 esetre). Ez esetben a konvergencia felte´tele va´ltozatlan (|q| < 1),
mı´g a sor o¨sszege:
∞∑
n=0
qn = 1 + q + q2 + . . . = 1 +
∞∑
n=1
qn = 1 +
q
1− q =
1
1− q .
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2.12. Defin´ıcio´. A
∞∑
n=1
an sort pozit´ıv tagu´nak nevezzu¨k, ha
an ≥ 0 (n ∈ N).
A defin´ıcio´ alapja´n nyilva´nvalo´, hogy a pozit´ıv tagu´ sor re´szleto¨sszeg-
sorozata monoton no¨vekvo˝. I´gy a konvergencia´t az do¨nti el, hogy a re´sz-
leto¨sszeg-sorozat felu¨lro˝l korla´tos vagy sem. Amennyiben a re´szleto¨sszegek
sorozata felu¨lro˝l korla´tos, akkor a sor konvergens. Ezt ı´gy jelo¨lju¨k:
∞∑
n=1
an <∞.
Ha pedig a re´szleto¨sszegek sorozata felu¨lro˝l nem korla´tos, akkor a sor diver-
gens, amit – utalva arra, hogy a re´szleto¨sszegek a +∞-be tartanak – ı´gy is
jelo¨lhetu¨nk:
∞∑
n=1
an =∞.
Nevezetes pozit´ıv tagu´ sorok az u´n. hiperharmonikus sorok.
2.13. Defin´ıcio´. Legyen p > 0 ro¨gz´ıtett valo´s sza´m. A
∞∑
n=1
1
np
sort hiperharmonikus sornak nevezzu¨k.
A hiperharmonikus sor konvergencia´ja´val kapcsolatos az ala´bbi te´tel,
melyet bizony´ıta´s ne´lku¨l ko¨zlu¨nk.
2.14. Te´tel. [a hiperharmonikus sor konvergenciate´tele]
A
∞∑
n=1
1
np
hiperharmonikus sor p > 1 esetben konvergens, 0 < p ≤ 1
esetben pedig divergens.
2.15. Megjegyze´s. Te´telu¨nk szerint a
∞∑
n=1
1
n
sor (az u´n. harmonikus sor)
divergens. Ezzel pe´lda´t adtunk arra, hogy a sor konvergencia´ja´nak a tagok
0-hoz tarta´sa nem ele´gse´ges felte´tele (v.o¨. 2.6. te´tel).
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Pozit´ıv tagu´ sorok konvergencia´ja´nak vizsga´lata´hoz sokszor jo´l haszna´l-
hato´k az u´n. o¨sszehasonl´ıto´ krite´riumok.
2.16. Te´tel. [o¨sszehasonl´ıto´ krite´riumok] Legyen 0 ≤ an ≤ bn (n ∈ N).
Ekkor
a) Ha
∑
bn <∞ , akkor
∑
an <∞ (majora´ns krite´rium).
b) Ha
∑
an =∞ , akkor
∑
bn =∞ (minora´ns krite´rium).
Bizony´ıta´s. Jelo¨lje rendre Sn , Tn a
∑
an ,
∑
bn pozit´ıv tagu´ sorok n-
edik re´szleto¨sszege´t. A felte´telek szerint (Sn) e´s (Tn) monoton no¨vekedo˝k,
tova´bba´ Sn ≤ Tn (n ∈ N). Innen ma´r egyszeru˝en ko¨vetkezik a te´tel
mindke´t a´ll´ıta´sa, hiszen pl. ha
∑
bn < ∞, akkor (Tn) felu¨lro˝l korla´tos,
ekkor viszont a becsle´s miatt (Sn) is felu¨lro˝l korla´tos, teha´t
∑
an <∞. Ha
viszont
∑
an =∞, akkor (Sn) felu¨lro˝l nem korla´tos, s ı´gy (szinte´n a becsle´s
miatt) (Tn) sem korla´tos felu¨lro˝l. Ez pedig azt jelenti, hogy
∑
bn =∞.
¤
2.17. Megjegyze´sek.
1. Nyilva´nvalo´, hogy a te´tel a´ll´ıta´sa akkor is e´rve´nyben marad, ha a
0 ≤ an ≤ bn felte´tel csak ve´ges sok n index kive´tele´vel teljesu¨l.
2. Az o¨sszehasonl´ıto´ krite´rium ke´t sor tagjainak va´ltoza´si u¨teme´t me´ri
o¨ssze. Az a) re´sz szemle´letes jelente´se pl. az, hogy ha a (bn) sorozat
tagjai
”
ele´g gyorsan” tartanak 0-hoz, akkor ugyanezt teszik a na´la
”
kisebb” (an) sorozat tagjai is. A b) re´sz jelente´se pedig, hogy ha
az (an) sorozat tagjai lassan, vagy egya´ltala´n nem tartanak 0-hoz,
akkor ugyanezt teszik a na´la
”
nagyobb” (bn) sorozat tagjai is. Tipikus
alkalmaza´sa, hogy egy
”
u´j” sort egy ma´r
”
ismert” soral hasonl´ıtunk
o¨ssze.
Pe´lda´ul vizsga´ljuk meg, hogy konvergens-e a
∞∑
n=1
(
1 + n
2 + n2
)2
sor. E´rze´su¨nk szerint a tagok
”
nagysa´grendje”
1
n2
,
0 ≤
(
1 + n
2 + n2
)2
≤
(
1 + n
n2
)2
≤
(
n+ n
n2
)2
=
4
n2
(n ∈ N).
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S mivel
∞∑
n=1
4
n2
= 4·
∞∑
n=1
1
n2
<∞ (hiperharmonikus sort kaptunk p = 2-vel),
eze´rt a vizsga´lt sor konvergens.
2.4. Ha´nyadoskrite´rium, gyo¨kkrite´rium
Egy pozit´ıv tagu´ sornak a me´rtani sorral valo´ o¨sszehasonl´ıta´sa´bo´l kapjuk a
gyo¨kkrite´riumot e´s a ha´nyadoskrite´riumot.
2.18. Te´tel. [gyo¨kkrite´rium]
Legyen an ≥ 0 (n ∈ N), e´s tegyu¨k fel, hogy le´tezik az
L := lim
n→∞
n
√
an ∈ [0 , +∞]
hata´re´rte´k. Ekkor
a) Ha L < 1, akkor a
∑
an sor konvergens.
b) Ha L > 1, akkor a
∑
an sor divergens.
Bizony´ıta´s.
a) Legyen q ∈ R olyan, hogy L < q < 1. L e´rtelmeze´se miatt,
ε := q − L > 0 va´laszta´ssal
∃N ∈ N ∀n ≥ N : n√an < q.
n-edik hatva´nyra emelu¨nk:
0 ≤ an < qn (n ≥ N).
Mivel
∑
qn <∞, ı´gy az o¨sszehasonl´ıto´ krite´rium alapja´n
∑
an <∞.
b) Isme´t L e´rtelmeze´se miatt (ε := L− 1 > 0):
∃N ∈ N+ ∀n ≥ N : n√an > 1.
Innen ko¨vetkezik, hogy an > 1 (n ≥ N), vagyis, hogy (an) nem
nullsorozat. Eze´rt
∑
an valo´ban divergens.
¤
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2.19. Megjegyze´sek.
1. A te´tel nem szo´l az L = 1 esetro˝l, ez az u´n. hata´rozatlan eset.
Pe´lda´ul a
∑ 1
n2
,
∑ 1
n
sorok mindegyike´ne´l L = 1, de az elso˝ kon-
vergens, a ma´sodik pedig divergens.
2. Az is la´thato´, hogy a gyo¨kkrite´rium e´rze´ketlen a
”
finom” sorokra.
Konvergencia´t csak akkor jelez, ha a tagok nulla´hoz tarta´si u¨teme
legala´bb me´rtani sorozat nagysa´grendu˝. Divergencia´t pedig csak ab-
ban a
”
durva” esetben tud jelezni, ha a tagok nem is tartanak nulla´hoz.
2.20. Te´tel. [ha´nyadoskrite´rium]
Tegyu¨k fel, hogy an > 0 (n ∈ N) e´s hogy le´tezik az
L := lim
n→∞
an+1
an
∈ [0 , +∞]
hata´re´rte´k. Ekkor
a) Ha L < 1, akkor a
∑
an sor konvergens;
b) Ha L > 1, akkor a
∑
an sor divergens.
A ha´nyadoskrite´riumot nem bizony´ıtjuk. A ha´nyadoskrite´riumra is e´r-
ve´nyesek a gyo¨kkrite´rium uta´n tett megjegyze´sek.
2.5. Feladatok
1.
sn =
n∑
i=0
32i+1
24i−3
=?
2. I´rjuk fel ko¨zo¨nse´ges to¨rt alakban a 0, 78 123 123. . . tizedesto¨rtet!
3. ∞∑
n=0
22n+1 − 3 · 2n+3
6 · 5n =?
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4. Konvergens-e az ala´bbi sor?
1
3
+
23
32
+
33
33
+
43
34
+
53
35
+ . . .
5. Konvergensek-e az ala´bbi sorok?
a)
∞∑
n=1
n2 + 1
2n · (n2 − n+ 1) b)
∞∑
n=1
(
n
n+ 1
)n
c)
∞∑
n=1
(
√
2)n
(2n+ 1)!
d)
∞∑
n=1
(
n
2
)
(
n
4
)
e)
∞∑
n=1
(
√
n+ 1−√n) f)
∞∑
n=1
√
n+ 1−√n√
n
g)
∞∑
n=1
√
n+ 1−√n
n
h)
∞∑
n=1
n!
nn
6. (a Cantor-halmaz) A [0, 1] za´rt intervallumot megharmadoljuk, majd
elta´vol´ıtjuk belo˝le a ko¨ze´pso˝ harmada´t (pontosabban a ko¨zepe´n kelet-
kezo˝ ny´ılt intervallumot). A megmarado´ intervallumoknak ugyanilyen
mo´don elta´vol´ıtjuk a ko¨ze´pso˝ harmada´t, e´s ı´gy tova´bb a
”
ve´gtelen-
se´gig”. Hata´rozzuk meg az elta´vol´ıtott szakaszok hossza´nak o¨sszege´t.
(A megmarado´ pontok halmaza´t nevezzu¨k Cantor-halmaznak.)
3. Vektorok, ma´trixok
3.1. Vektorok
3.1. Defin´ıcio´. Adott n ∈ N esete´n rendezett valo´s sza´m-n-esen e´rtu¨nk
egy
x : {1, 2, . . . , n} → R
fu¨ggve´nyt. Az x(i) ∈ R sza´mot az x sza´m-n-es i-edik komponense´nek ne-
vezzu¨k. Az x sza´m-n-est jelo¨lhetju¨k u´gy is, hogy komponenseit felsoroljuk:
x = (x1, x2, . . . , xn).
3.2. Defin´ıcio´. Legyen n ∈ N adott, e´s jelo¨lje Rn a rendezett valo´s sza´m-
n-esek halmaza´t, azaz
Rn := {x = (x1, x2, , . . . , xn) | xi ∈ R}.
3.3. Megjegyze´s. Rn-t n-dimenzio´s te´rnek, elemeit pedig n-dimenzio´s
vektoroknak is szoka´s nevezni. R2 a s´ık helyvektoraival, R3 pedig a te´r
helyvektoraival azonos´ıthato´. Mivel a s´ık helyvektorai a s´ık pontjaival, a te´r
helyvektorai pedig a te´r pontjaival azonos´ıthato´k, Rn elemeit pontoknak is
szoktuk nevezni (az n-dimenzio´s te´r pontjai).
A dimenzio´ fogalma´nak re´szletes kifejte´se´t illeto˝en ld. az [5] jegyzetet.
3.4. Defin´ıcio´. Az Rn te´rben e´rtelmezu¨k az ala´bbiakat:
• o¨sszeada´s: x+ y := (x1 + y1, x2 + y2, . . . , xn + yn);
• valo´s sza´mmal valo´ szorza´s: λ · x := λx := (λx1, λx2, . . . , λxn);
• skala´ris szorza´s: 〈x, y〉 := x1y1 + x2y2 + . . .+ xnyn;
• vektor hossza (norma´ja): ||x|| :=√〈x, x〉 =√x21 + x22 + . . .+ x2n;
• ke´t Rn-beli pont ta´volsa´ga:
d(x, y) := ||x− y|| =
√
(x1 − y1)2 + (x2 − y2)2 + . . .+ (xn − yn)2.
E defin´ıcio´kban x, y ∈ Rn, λ ∈ R.
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Az o¨sszeada´s e´s a sza´mmal valo´ szorza´s tulajdonsa´gait foglalja o¨ssze az
ala´bbi te´tel:
3.5. Te´tel.
I. 1. ∀ x, y ∈ Rn : x+ y ∈ Rn.
2. ∀ x, y ∈ Rn : x+ y = y + x (az o¨sszeada´s kommutat´ıv).
3. ∀ x, y, z ∈ Rn : x + (y + z) = (x + y) + z (az o¨sszeada´s
asszociat´ıv).
4. ∃ 0 ∈ Rn ∀ x ∈ Rn : x+ 0 = x.
Bebizony´ıthato´ az is, hogy 0 egye´rtelmu˝, me´gpedig
0 = (0, 0, . . . , 0),
a csupa 0 sza´mbo´l a´llo´ n-es. E specia´lis elem neve: nullelem, vagy
nullvektor.
5. ∀ x ∈ Rn ∃ (−x) ∈ Rn : x+ (−x) = 0.
Bebizony´ıthato´ az is, hogy (−x) egye´rtelmu˝, me´gpedig
−x = (−x1, −x2, . . . , −xn),
az x komponenseinek ellentetje´bo˝l fele´p´ıtett vektor. A −x elem
neve: x ellentettje vagy addit´ıv inverze.
II. 1. ∀ x ∈ Rn ∀λ ∈ R : λ · x ∈ Rn.
2. ∀ x ∈ Rn ∀λ, µ ∈ R : λ · (µ · x) = (λ · µ) · x.
3. ∀ x ∈ Rn ∀λ, µ ∈ R : (λ+ µ) · x = λ · x+ µ · x.
4. ∀ x, y ∈ Rn ∀λ ∈ R : λ · (x+ y) = λ · x+ λ · y.
5. ∀ x ∈ Rn : 1 · x = x.
3.6. Megjegyze´s. A fenti tulajdonsa´gok ro¨viden u´gy foglalhato´k o¨ssze,
hogy Rn az o¨sszeada´sra e´s a sza´mmal valo´ szorza´sra ne´zve egy R feletti
vektorte´r. A vektorterekro˝l bo˝vebben ld. az [ 5 ] jegyzetet.
A skala´ris szorza´s tulajdonsa´gait foglalja o¨ssze az ala´bbi te´tel:
3.7. Te´tel.
1. ∀x, y ∈ Rn : 〈x, y〉 ∈ R.
2. ∀x, y ∈ Rn : 〈x, y〉 = 〈y, x〉.
3. ∀x, y ∈ Rn ∀λ ∈ R : 〈λx, y〉 = λ · 〈x, y〉.
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4. ∀x, y, z ∈ Rn : 〈x, y + z〉 = 〈x, y〉+ 〈x, z〉.
5. ∀x ∈ Rn : 〈x, x〉 ≥ 0, tova´bba´ 〈x, x〉 = 0⇔ x = 0.
(Ekvivalens megfogalmaza´s: 〈0, 0〉 = 0 e´s ∀x ∈ Rn : 〈x, x〉 > 0.)
3.8. Megjegyze´s. Ezek a tulajdonsa´gok u´gy foglalhato´k o¨ssze, hogy Rn
az o¨sszeada´sra, a sza´mmal valo´ szorza´sra e´s a skala´ris szorza´sra ne´zve egy
R feletti euklideszi te´r. Az euklideszi terekro˝l bo˝vebben ld. az [ 5 ] jegyzetet.
A norma tulajdonsa´gai az ala´bbiakban foglalhato´k o¨ssze:
3.9. Te´tel.
1. ∀x ∈ Rn : ‖x‖ ≥ 0, tova´bba´ ‖x‖ = 0⇔ x = 0.
2. ∀x ∈ Rn ∀λ ∈ R : ‖λx‖ = |λ| · ‖x‖.
3. ∀x, y ∈ V : ‖x+ y‖ ≤ ‖x‖+ ‖y‖ (ha´romszo¨g-egyenlo˝tlense´g).
3.10. Megjegyze´sek.
1. Az o¨sszeada´s, a sza´mmal valo´ szorza´s e´s a norma tulajdonsa´gai egyu¨tt
azt fejezik ki, hogy Rn az o¨sszeada´sra, a sza´mmal valo´ szorza´sra e´s a
norma´ra ne´zve ne´zve egy R feletti linea´ris norma´lt te´r.
2. A ha´romszo¨g-egyenlo˝tlense´g az n = 1 esetben ı´gy szo´l:
∀x, y ∈ R : |x+ y| ≤ |x|+ |y|.
Bizony´ıta´sa to¨rte´nhet pl. u´gy, hogy mindke´t oldalt ne´gyzetre emelju¨k:
x2 + 2xy + y2 ≤ x2 + 2|x||y|+ y2,
ami a trivia´lisan igaz xy ≤ |x| · |y| egyenlo˝tlense´ggel egyene´rte´ku˝.
Hasonlo´ elv alapja´n igazolhato´ a ha´romszo¨g-egyenlo˝tlense´g az n ≥ 2
esetben is.
3. A norma´val kapcsolatban me´g egy fontos egyenlo˝tlense´gre lesz szu¨k-
se´gu¨nk. Ez pedig a ko¨vetkezo˝:
∀x ∈ Rn ∀ i ∈ {1, . . . , n} : |xi| ≤ ||x||.
Ennek igazola´sa rendk´ıvu¨l egyszeru˝:
|xi| =
√
x2i ≤
√
x21 + x
2
2 + . . .+ x
2
n = ||x||.
Megjegyezzu¨k, hogy – az n = 3 [e´s az n = 2] esetre gondolva – a most
igazolt egyenlo˝tlense´g tartalma az, hogy a te´glatest testa´tlo´ja´nak [a
dere´kszo¨gu˝ ha´romszo¨g a´tfogo´ja´nak] hossza legala´bb akkora, mint ba´r-
mely oldale´le´ [befogo´e´].
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A ta´volsa´g (metrika) tulajdonsa´gait foglalja o¨ssze az ala´bbi te´tel:
3.11. Te´tel.
1. ∀x, y ∈ Rn : d(x, y) ≥ 0, tova´bba´ d(x, y) = 0⇔ x = y.
2. ∀x, y ∈ Rn : d(x, y) = d(y, x).
3. ∀x, y, z ∈ Rn : d(x, y) ≤ d(x, z)+d(z, y) (ha´romszo¨g-egyenlo˝tlense´g).
3.12. Megjegyze´s. Ezek a tulajdonsa´gok u´gy foglalhato´k o¨ssze, hogy Rn
a megadott ta´volsa´gfu¨ggve´nyre ne´zve egy metrikus te´r.
A fenti te´teleket nem bizony´ıtjuk. To¨bbse´gu¨k egyszeru˝en (ba´r helyenke´nt
sok sza´mola´ssal) levezetheto˝ a valo´s sza´mok mu˝veleti tulajdonsa´gaibo´l.
3.2. Ma´trixok
3.13. Defin´ıcio´. Legyen m, n ∈ N. Az
A : {1, . . . ,m} × {1, . . . , n} → R
fu¨ggve´nyeket m × n-es (valo´s elemu˝) ma´trixoknak nevezzu¨k. Az m × n-es
ma´trixok halmaza´t Rm×n jelo¨li. Az A ma´trix (i, j) helyen felvett A(i, j)
helyettes´ıte´si e´rte´ke´t az i-edik sor j-edik eleme´nek (a j-edik oszlop i-edik
eleme´nek) nevezzu¨k, jelo¨le´se: aij, vagy pedig (A)ij.
A ma´trixot (n-edrendu˝) ne´gyzetes ma´trixnak nevezzu¨k, ha m = n.
A ma´trixokat m × n-es ta´bla´zatke´nt szoka´s megadni, innen ered a de-
fin´ıcio´beli
”
sor-oszlop” szo´haszna´lat is:
A =

A(1, 1) A(1, 2) . . . A(1, n)
A(2, 1) A(2, 2) . . . A(2, n)
...
A(m, 1) A(m, 2) . . . A(m,n)
 =

a11 a12 . . . a1n
a21 a22 . . . a2n
...
am1 am2 . . . amn
 .
Megeml´ıtu¨nk ne´ha´ny nevezetes ma´trixot: A nullma´trix az a ma´trix, melynek
miden eleme 0. Ha nem okoz fe´lree´rte´st, a nullma´trixot a 0 szimbo´lummal
fogjuk jelo¨lni. Sorma´trixnak nevezzu¨k az egyetlen sorbo´l a´llo´ ma´trixot (teha´t
R1×n elemeit), oszlopma´trrixnak pedig az egyetlen oszlopbo´l a´llo´ ma´trixot
(teha´t Rm×1 elemeit). Szoka´s ezekre a
”
sorvektor” ill. az
”
oszlopvektor”
elneveze´s is, mivel R1×n azonos´ıthato´ Rn-nel, Rm×1 pedig Rm-mel.
Az 1 × 1-es ma´trixok egyideju˝leg sor- e´s oszlopma´trixok, s R1-gyel ill.
maga´val az R sza´mhalmazzal azonos´ıthato´k.
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Az A ∈ Rn×n ma´trixot szimmetrikusnak nevezu¨nk, ha
∀ i, j ∈ {1, . . . , n} : aij = aji.
Nevezetes n × n-es ma´trix egyse´gma´trix, melyet I-vel fogunk jelo¨lni.
E´rtelmeze´se:
(I)ij :=
{
0 ha i 6= j,
1 ha i = j
(i, j = 1, . . . , n).
Ma´trixokkal to¨bbfe´le mu˝velet ve´gezheto˝. A legegyszeru˝bb az o¨sszeada´s
e´s a sza´mmal valo´ szorza´s. Ezeket
”
elemenke´nt” ve´gezzu¨k:
3.14. Defin´ıcio´. Legyen A,B ∈ Rm×n e´s λ ∈ R. Az
A+B ∈ Rm×n, (A+B)ij := (A)ij +Bij
ma´trixot az A e´s B ma´trixok o¨sszege´nek, a
λA ∈ Rm×n, (λA)ij := λ · (A)ij
ma´trixot pedig az A ma´trix λ-szorosa´nak nevezzu¨k.
3.15. Megjegyze´s. Az o¨sszeada´s e´s a sza´mmal valo´ szorza´s tulajdonsa´gai
– ko¨nnyen bizony´ıthato´an – megegyeznek a vektorok o¨sszeada´sa´nak e´s sza´m-
mal valo´ szorza´sa´nak tulajdonsa´gaival (ld. 3.5. te´tel). Ennek alapja´n el-
mondhatjuk, hogy az m× n-es ma´trixok egy R feletti vektorteret alkotnak.
Ennek a te´rnek a nulleleme a nullma´trix, egy ma´trix ellentettje´t pedig u´gy
ke´pezzu¨k, hogy minden poz´ıcio´n vesszu¨k az ellentett ma´trixelemet.
A ko¨vetkezo˝ mu˝velet, a ma´trixok szorza´sa, ma´r bonyolultabb.
3.16. Defin´ıcio´. Legyen A ∈ Rm×n, B ∈ Rn×p. Az
AB ∈ Rm×p, (AB)ij := ai1b1j + ai2b2j + . . .+ ainbnj =
n∑
k=1
aikbkj
ma´trixot az A e´s B ma´trixok (ebben a sorrendben vett) szorzata´nak ne-
vezzu¨k.
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A szorza´s ala´bbi mu˝veleti tulajdonsa´gai egyszeru˝ sza´mola´sokkal igazol-
hato´k:
3.17. Te´tel. 1. asszociativita´s:
(AB)C = A(BC) (A ∈ Rm×n, B ∈ Rn×p, C ∈ Rp×q);
2. disztributivita´s:
A(B + C) = AB + AC (A ∈ Rm×n, B, C ∈ Rn×p);
(A+B)C = AC +BC (A, B ∈ Rm×n, C ∈ Rn×p);
3. Szorza´s egyse´gma´trixszal: jelo¨lje I a megfelelo˝ me´retu˝ egyse´gma´trixot,
ekkor:
AI = A (A ∈ Rm×n), IA = A (A ∈ Rm×n).
4. Szorzat szorza´sa sza´mmal:
(λA)B = λ(AB) = A(λB) (A ∈ Rm×n, B ∈ Rn×p, λ ∈ R).
3.18. Megjegyze´s. Hia´nyoljuk a szorza´s kommutativita´sa´t. Az ala´bbi pe´l-
da mutatja, hogy a szorza´s nem kommutat´ıv:[
1 1
1 1
]
·
[
1 1
−1 −1
]
=
[
0 0
0 0
]
,
[
1 1
−1 −1
]
·
[
1 1
1 1
]
=
[
2 2
−2 −2
]
.
A pe´lda azt is mutatja, hogy ke´t nem nullma´trix szorzata lehet nullma´trix.
Ez, e´s a kommutativita´s hia´nya a valo´s sza´mokto´l elte´ro˝, szokatlan jelense´g.
A ma´trixszorza´s specia´lis eseteke´nt foghatjuk fel a ma´trix-vektor szorza´s
mu˝velete´t. Ezt ı´gy e´rtelmezzu¨k:
3.19. Defin´ıcio´. Legyen A ∈ Rm×n, x ∈ Rn. Az
Ax ∈ Rm, (Ax)i := ai1x1 + ai2x2 + . . .+ ainxn =
n∑
j=1
aijxj
vektort az A ma´trix e´s az x vektor (ebben a sorrendben vett) szorzata´nak
nevezzu¨k.
3.20. Megjegyze´s. A defin´ıcio´bo´l la´thato´, hogy az Ax vektorhoz u´gy is
eljuthatunk, hogy o¨sszeszorozzuk az A ma´trixot e´s az x-nek megfelelo˝ osz-
lopma´trixot, s vesszu¨k az ı´gy kapott oszlopma´trixnak megfelelo˝ vektort.
Eze´rt ro¨viden u´gy mondjuk, hogy a ma´trix-vektor szorza´s le´nyege´ben egy
ma´trix e´s egy oszlopma´trix o¨sszeszorza´sa´t jelenti. Ebbo˝l az azonos´ıta´sbo´l
terme´szetes mo´don ado´dnak a ma´trix-vektor szorza´s tulajdonsa´gai.
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3.21. Defin´ıcio´. Legyen A ∈ Rn×n e´s k ∈ N. Az
Ak := A · A · . . . · A︸ ︷︷ ︸
k db
szorzatot az Ama´trix k-adik hatva´nya´nak nevezzu¨k. Mega´llapodunk abban,
hogy A 6= 0 esete´n A0 := I.
Ami a negat´ıv ege´sz kitevo˝s hatva´nyokat illeti – a valo´s sza´mokra gon-
dolva – a kulcske´rde´s az, hogyan e´rtelmezzu¨k a −1 kitevo˝ju˝ hatva´nyt, vagyis
a ma´trix
”
reciproka´t”. Ezt a ma´trix inverze´nek fogjuk nevezni.
3.22. Defin´ıcio´. Legyen A ∈ Rn×n. Egy C ∈ Rn×n ma´trixot az A in-
verze´nek nevezzu¨k, ha
A · C = C · A = I.
Az A inverze´t A−1 jelo¨li.
3.23. Megjegyze´sek.
1. Igazolhato´, hogy ha A−1 le´tezik, akkor egye´rtelmu˝.
2. Igazolhato´, hogy az A · C = I, C · A = I egyenlo˝se´gek ba´rmelyike
maga uta´n vonja a ma´sikat.
3. Az inverz ma´trix le´teze´se´nek e´s elo˝a´ll´ıta´sa´nak vizsga´lata k´ıvu¨l esik e
jegyzet keretein. Ezzel kapcsolatban ld. [ 5 ].
4. Megadjuk a 2× 2-es ma´trix inverze´nek elo˝a´ll´ıta´sa´t. Legyen
A :=
[
a b
c d
]
∈ R2×2.
Ekkor A−1 le´teze´se´nek szu¨kse´ges e´s ele´gse´ges felte´tele az, hogy
ad− bc 6= 0.
Ebben az esetben, ko¨nnyen elleno˝rizheto˝en:
A−1 =
[
d −b
−c a
]
∈ R2×2.
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3.3. Feladatok
1. Adottak a ko¨vetkezo˝ R4-beli vektorok:
x := (−1, 3, 5, 2) y := (2, −3, −1, 1).
Sza´mı´tsuk ki az ala´bbiakat:
a) x+ y b) x− y c) 3x d) 2x− 5y
e) 〈x, y〉 f) ||x|| g) d(x, y)
2. Legyen
A :=
[
1 −2 1
0 2 3
]
e´s
[
3 2 −1
0 −1 −3
]
.
Hata´rozzuk meg az A+B, 3A, 2A− 3B ma´trixokat.
3. Ve´gezzu¨k el a ko¨vetkezo˝ ma´trix-szorza´st: 1 2 −10 1 1
−1 1 0
 ·
 2 1 0 1−1 −1 2 −1
1 1 3 0

4. Legyen
A :=
1 0 −11 2 1
0 1 −1

Hata´rozzuk meg az A3 − 2A2 − 2A ma´trixot.
5. Sza´mı´tsuk ki az Ax ma´trix-vektor szorzatot, ha
A :=
 1 2 −1 13 0 1 5
−1 2 1 2
 ∈ R3×4 e´s x = (1, 1, 2, −1) ∈ R4 .
6. Do¨ntsu¨k el, hogy az ala´bbi ma´trixoknak van-e inverze. Ha igen ak-
kor hata´rozzuk meg az inverz ma´trixot, majd ma´trix-szorza´ssal el-
leno˝rizzu¨k az eredme´nyt.
a) A =
[
4 5
2 7
]
b) A =
[
3 1
−6 −2
]
c) A =
[
1 2
0 3
]
d) A =
[−2 5
1 4
]
4. To¨bbva´ltozo´s fu¨ggve´nyek
Ebben a fejezetben Rn → Rm t´ıpusu´ fu¨ggve´nyekro˝l lesz szo´. Ezek va´ltozo´ja
n-dimenzio´s vektor. Ez felfoghato´ u´gy is, mintha a fu¨ggve´nyu¨nknek n
db valo´s sza´m va´ltozo´ja lenne. Ilyen e´rtelemben besze´lu¨nk n-va´ltozo´s
fu¨ggve´nyro˝l, ami az n ≥ 2 esetben valo´ban to¨bbva´ltozo´s fu¨ggve´nyt je-
lent. E´rdemes ve´giggondolni, hogy a to¨bbva´ltozo´s fu¨ggve´nytanban la´tott
eredme´nyek az n = 1 esetben hogyan kapcsolo´dnak az egyva´ltozo´s fu¨ggve´-
nyekro˝l tanultakhoz.
4.1. Hata´re´rte´k, folytonossa´g
A hata´re´rte´k esete´ben a fo˝ ke´rde´s ugyanaz, mint az egyva´ltozo´s fu¨ggve´nyek-
ne´l: ha egy fu¨ggve´ny va´ltozo´ja valahova ko¨zeledik akkor hova´ ko¨zelednek a
fu¨ggve´nye´rte´kek. Most azonban az a hely, ahova a va´ltozo´val ko¨zel´ıtu¨nk,
az Rn te´r valamely eleme. Ennek az elemnek olyannak kell lennie, hogy a
fu¨ggve´ny e´rtelmeze´si tartoma´nya´bo´l tetszo˝leges pontossa´ggal meg lehessen
ko¨zel´ıteni, to˝le ku¨lo¨nbo¨zo˝ elemekkel. Itt is e´rtelmeznu¨nk kell teha´t az Rn-
beli pontok ko¨rnyezeteit e´s az Rn-beli halmazok torlo´da´si pontjait.
4.1. Defin´ıcio´. Legyen a ∈ Rn, r > 0. Az a pont r sugaru´ ko¨rnyezete alatt
e´rtju¨k a
Kr(a) := {x ∈ Rn | ||x− a|| < r} ⊂ Rn
halmazt.
4.2. Megjegyze´s. Az a pont r sugaru´ ko¨rnyezete
• n = 1 esete´n az (a− r, a+ r) ny´ılt intervallum:
Kr(a) = (a− r, a+ r);
• n = 2 esete´n az a ko¨ze´ppontu´ r sugaru´ ny´ılt ko¨rlap:
Kr(a) = {(x1, x2) ∈ R2 | (x1 − a1)2 + (x2 − a2)2 < r2};
• n = 3 esete´n pedig az a ko¨ze´ppontu´ r sugaru´ ny´ılt go¨mbtest:
Kr(a) = {(x1, x2, x3) ∈ R3 | (x1−a1)2+(x2−a2)2+(x3−a3)2 < r2}.
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4.3. Defin´ıcio´. Legyen H ⊂ Rn, e´s a ∈ Rn. Azt mondjuk, hogy a a H
torlo´da´si pontja, ha
∀ r > 0 : (Kr(a) \ {a}) ∩H 6= ∅
A H halmaz torlo´da´si pontjainak halmaza´t H ′-vel jelo¨lju¨k, azaz:
H ′ := {a ∈ Rn | a a H torlo´da´si pontja}
A H halmaz azon pontjait, amelyek nem torlo´da´si pontok (teha´t H \ H ′
elemeit), izola´lt pontoknak nevezzu¨k.
Megjegyezzu¨k, hogy a fenti defin´ıcio´ban a ∈ Rn, teha´t n = 1-re nem
kapjuk vissza a +∞-t e´s a −∞-t mint torlo´da´si pontokat.
Ezek uta´n a hata´re´rte´k defin´ıcio´ja megegyezik az egyva´ltozo´s fu¨ggve´ny
hata´re´rte´k-defin´ıcio´ja´val, az elte´re´s csupa´n annyi, hogy Rn-beli ko¨rnyezete-
ket haszna´lunk.
4.4. Defin´ıcio´. Legyen f ∈ Rn → Rm, a ∈ D′f , A ∈ Rm. Azt mondjuk,
hogy f hata´re´rte´ke az a pontban A (jelben: lim
a
f = A), ha
∀ ε > 0 ∃ δ > 0 ∀ x ∈ (Kδ(a) \ {a}) ∩Df : f(x) ∈ Kε(A).
Bebizony´ıthato´, hogy ro¨gz´ıtett f e´s a esete´n a lim
a
f = A egyenlo˝se´g legfel-
jebb egy A ∈ Rm esete´n a´ll fenn, ma´s szo´val, a hata´re´rte´k egye´rtelmu˝.
Tova´bbi jelo¨le´sek:
A = lim
x→a
f(x), f(x)→ A (x→ a).
4.5. Megjegyze´sek.
1. A defin´ıcio´ban csak a
”
ve´gesben vett ve´ges” hata´re´rte´k szerepel. Ez
– a ko¨rnyezet fogalma´t felhaszna´lva – a ko¨vetkezo˝ke´ppen ı´rhato´ fel
egyenlo˝tlense´gekkel. A
lim
a
f = A
egyenlo˝se´g akkor e´s csak akkor teljesu¨l, ha
∀ ε > 0 ∃ δ > 0 ∀x ∈ Df , 0 < ||x− a|| < δ : ||f(x)− A|| < ε.
2. Gyakori eset az R2 → R t´ıpusu´ (u´n. ke´tva´ltozo´s valo´s) fu¨ggve´nyek
vizsga´lata. Ez esetben a vektorok komponenseit sokszor nem inde-
xele´ssel, hanem ku¨lo¨n betu˝kkel jelo¨lju¨k, pl. (x, y) ∈ R2, (x0, y0) ∈ R2,
stb. I´gy – a norma e´rtelmeze´se´t is felhaszna´lva – a hata´re´rte´k ı´gy is
megfogalmazhato´:
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Legyen f ∈ R2 → R, a = (x0, y0) ∈ D′f , A ∈ R. Ekkor a
lim
a
f = A ( lim
(x,y)→(x0,y0)
f(x, y) = A )
egyenlo˝se´g pontosan akkor teljesu¨l, ha
∀ ε > 0 ∃ δ > 0 ∀ (x, y) ∈ Df , 0 <
√
(x− x0)2 + (y − y0)2 < δ :
|f(x, y)− A| < ε.
A hata´re´rte´kkel szoros kapcsolatban van a folytonossa´g fogalma. Ha az
e´rtelmeze´si tartoma´nynak csak azokra a pontjaira szor´ıtkozunk, amelyek
egyu´ttal torlo´da´si pontjai is az e´rtelmeze´si tartoma´nynak, akkor a folyto-
nossa´g e´rtelmezheto˝ a hata´re´rte´k seg´ıtse´ge´vel.
4.6. Defin´ıcio´. Legyen f ∈ Rn → Rm, a ∈ Df ∩D′f . Azt mondjuk, hogy
f folytonos a-ban, ha
lim
x→a
f(x) = f(a).
Az a pontban folytonos fu¨ggve´nyek halmaza´t jelo¨lje C(a).
4.7. Megjegyze´s. A hata´re´rte´k defin´ıcio´ja´t felhaszna´lva, a pontbeli foly-
tonossa´got ı´gy is e´rtelmezhetne´nk:
∀ ε > 0 ∃ δ > 0, ∀x ∈ Kδ(a) ∩Df : f(x) ∈ Kε(f(a)).
Egyenlo˝tlense´gekkel (a ko¨rnyezet fogalma´t felhaszna´lva):
∀ ε > 0 ∃ δ > 0, ∀x ∈ Df , ||x− a|| < δ : ||f(x)− f(a)|| < ε.
Ezek a defin´ıcio´k a ∈ Df \ D′f esete´n is e´rve´nyesek, e´s azt az eredme´nyt
adja´k, hogy a fu¨ggve´ny az e´rtelmeze´si tartoma´nya´nak izola´lt pontjaiban
folytonos.
A ko¨vetkezo˝kben ne´ha´ny, a hata´re´rte´ksza´mı´ta´sna´l haszna´lt te´telt, elja´-
ra´st ismertetu¨nk.
1. Az elso˝ te´tel arra vonatkozik, hogy le´nyege´ben m = 1 felteheto˝.
4.8. Te´tel. [koordina´ta´nke´nti hata´re´rte´k] Legyen
f = (f1, . . . , fm) ∈ Rn → Rm, a ∈ D′f , A = (A1, . . . , Am) ∈ Rm,
s tegyu¨k fel hogy m ≥ 2. Ekkor
lim
a
f = A ⇔ lim
a
fi = Ai (i = 1, . . . ,m).
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A te´telt nem bizony´ıtjuk. A te´tel a vektore´rte´ku˝ fu¨ggve´ny hata´re´rte´ke´t
m db skala´re´rte´ku˝ fu¨ggve´ny hata´re´rte´ke´re vezeti vissza.
4.9. Ko¨vetkezme´ny. Az f = (f1, . . . , fm) ∈ Rn → Rm fu¨ggve´ny
akkor e´s csak akkor folytonos a-ban, ha az fi koordina´tafu¨ggve´nyek
folytonosak a-ban (koordina´ta´nke´nti folytonossa´g te´tele).
A tova´bbiakban teha´t feltehetju¨k, hogy m = 1.
2. A ko¨vetkezo˝ te´tel – melyet szinte´n nem bizony´ıtunk – a hata´re´rte´k e´s
az algebrai mu˝veletek kapcsolata´t fejezi ki.
4.10. Te´tel. Legyen f ∈ Rn → R, a ∈ D′f e´s g ∈ Rn → R, a ∈ D′g,
tova´bba´ c ∈ R.
Ekkor
lim
a
(f + g) = lim
a
f + lim
a
g,
lim
a
(f · g) = lim
a
f · lim
a
g,
lim
a
(
f
g
)
=
lim
a
f
lim
a
g
,
lim
a
(c · f) = c · lim
a
f,
felte´ve, hogy az egyenlo˝se´gek jobb oldala´n szereplo˝ hata´re´rte´kek
le´teznek (e´s terme´szetesen ve´gesek), tova´bba´ a ha´nyados esete´ben
lim
a
g 6= 0.
4.11. Ko¨vetkezme´ny. Adott pontban folytonos fu¨ggve´nyek o¨sszege,
szorzata, ha´nyadosa (felte´ve, hogy a nevezo˝ az adott pontban nem 0)
folytonos az adott pontban.
4.12. Megjegyze´s. Bebizony´ıthato´, hogy ha
g ∈ C(a), tova´bba´ f ∈ C(g(a)),
akkor f ◦ g ∈ C(a), azaz kisse´ pongyola´n fogalmazva: folytonos fu¨gg-
ve´nyek kompoz´ıcio´ja is folytonos.
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3. A ko¨vetkezo˝ elja´ra´s azon alapul, hogy ha egy fu¨ggve´nynek egy pont-
ban van hata´re´rte´ke, akkor
”
ba´rmilyen mo´don” tartva a ponthoz, ezt
a hata´re´rte´ket kell kapnunk. Ha teha´t tala´lunk ke´t olyan
”
tarta´si
mo´dot”, hogy a fu¨ggve´nye´rte´kek nem ugyanoda tartanak, akkor a
fu¨ggve´nynek ebben a pontban nincs hata´re´rte´ke. A
”
tarta´si mo´d” azt
jelenti, hogy az adott pontba valo´ ko¨zelede´skor nem le´pu¨nk ki egy
elo˝re megadott halmazbo´l. Pl. ko¨zeledhetu¨nk az adott pontba egyene-
sek, vagy egye´b ma´s halmazok mente´n.
4. Azt, hogy lim
a
f = A sokszor ı´gy bizony´ıtjuk:
Az |f(x)−A| elte´re´st felu¨lro˝l becsu¨lju¨k a va´ltozo´k ||x−a|| elte´re´se´nek
valamely 0-hoz tarto´ fu¨ggve´nye´vel, pl. ||x − a|| konstansszorosa´val,
azaz bebizony´ıtjuk, hogy
∃ r > 0 ∃L > 0 ∀x ∈ Kr(a)∩Df , x 6= a : |f(x)−A| ≤ L · ||x− a||.
Ekkor ugyanis a hata´re´rte´k defin´ıcio´ja´ban ε-hoz megfelel a
δ := min{r, ε
L
} > 0
va´laszta´s, mivel ekkor ∀x ∈ Kδ(a) ∩Df , x 6= a esete´n
|f(x)− A| ≤ L · ||x− a|| < L · δ ≤ L · ε
L
= ε.
5. Ve´gu¨l, ha a fu¨ggve´ny a vizsga´lt helyen folytonos (pl. folytonos alap-
fu¨ggve´nyekbo˝l e´pu¨l fel folytonossa´gtarto´ mu˝veletekkel), akkor hata´r-
e´rte´ke nyilva´nvalo´an a helyettes´ıte´si e´rte´kkel egyenlo˝.
4.2. Deriva´la´s
4.13. Defin´ıcio´. Legyen H ⊂ Rn e´s a ∈ H. Azt mondjuk, hogy a a H
belso˝ pontja, ha
∀ r > 0 : (Kr(a) ⊂ H.
A H halmaz belso˝ pontjainak halmaza´t a halmaz belseje´nek nevezzu¨k, e´s
intH-val jelo¨lju¨k.
Az egyva´ltozo´s fu¨ggve´nyek ko¨re´ben a deriva´ltat a fu¨ggve´ny linea´ris fu¨gg-
ve´nnyel valo´ megko¨zel´ıte´se kapcsa´n vezettu¨k be. Ez az elja´ra´s a to¨bbva´ltozo´s
fu¨ggve´nyek ko¨re´ben is alkalmazhato´.
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Legyen f ∈ Rn → Rm, a ∈ intDf . f -et most
l(x) = Ax+ b (x ∈ Rn)
alaku´ linea´ris fu¨ggve´nnyel ko¨zel´ıtju¨k, ahol A ∈ Rm×n, b ∈ Rm. A ko¨zel´ıte´s
elvei ugyanazok, mint az egyva´ltozo´s esetben. Az l(a) = f(a) felte´telbo˝l
kapjuk, hogy
l(x) =
∈Rm︷ ︸︸ ︷
A · (x− a)︸ ︷︷ ︸
∈Rn
+ f(a)︸︷︷︸
∈Rm
.
Az A ma´trixot u´gy szeretne´nk megva´lasztani, hogy a ko¨zel´ıte´s hiba´ja (az
f(x) − l(x) ku¨lo¨nbse´g) gyorsabban tartson 0-hoz, mint ahogy x az a-hoz,
azaz
lim
x→a
f(x)− l(x)
||x− a|| = 0.
4.14. Defin´ıcio´. Legyen f ∈ Rn → Rm, a ∈ intDf . Azt mondjuk, hogy f
differencia´lhato´ (deriva´lhato´) a-ban (jele: f ∈ D(a)), ha
∃A ∈ Rm×n : lim
x→a
f(x)− f(a)− A(x− a)
||x− a|| = 0.
E defin´ıcio´ ekvivalens alakja (h := x− a jelo¨le´ssel):
∃A ∈ Rm×n : lim
h→0
f(a+ h)− f(a)− A · h
||h|| = 0.
4.15. Megjegyze´sek.
1. n = m = 1 esete´n visszakapjuk az R→ R eset defin´ıcio´ja´t.
2. n = 1 esetben megadhato´ a differencia´lhato´sa´g e´s a deriva´lt kon-
strukt´ıv, a ku¨lo¨nbse´gi ha´nyadossal valo´ e´rtelmeze´se. I´gy ez esetben az
A ma´trix egye´rtelmu˝se´ge nyilva´nvalo´.
3. n ≥ 2 esetben nem megy a ku¨lo¨nbse´gi ha´nyadossal valo´ e´rtelmeze´s,
mert az x − a ∈ Rn vektorral nem lehet osztani. Bebizony´ıthato´
(terme´szetesen nem a ku¨lo¨nbse´gi ha´nyadossal), hogy az A ma´trix ez
esetben is egye´rtelmu˝.
4.16. Defin´ıcio´. A fenti defin´ıcio´ban szereplo˝ A ma´trixot az f a-beli de-
riva´ltja´nak nevezzu¨k, jele: f ′(a). Teha´t f ′(a) := A.
Az egyva´ltozo´s esethez hasonlo´an, most is ce´lszeru˝ a fu¨ggve´nyt egy adott
pontban a mondott e´rtelemben legjobban megko¨zel´ıto˝ linea´ris fu¨ggve´ny gra-
fikonja´t
”
e´rinto˝s´ıknak” nevezni. Persze ez csak n = 2 esetben b´ır ko¨zvetlen
szemle´lettel.
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4.17. Defin´ıcio´. Legyen f ∈ R2 → R, a = (x0, y0) ∈ intDf , e´s tegyu¨k fel,
hogy f ∈ D(a). A
z = f ′(x0, y0) · ((x, y)− (x0, y0)) + f(x0, y0)
egyenletu˝ s´ıkot az f grafikonja a = (x0, y0) pontbeli e´rinto˝s´ıkja´nak ne-
vezzu¨k.
To¨bbva´ltozo´s fu¨ggve´ny esete´n is igaz, hogy a differencia´lhato´sa´g maga
uta´n vonja a folytonossa´got.
4.18. Te´tel. f ∈ D(a)⇒ f ∈ C(a).
Bizony´ıta´s.
f(a+h)−f(a) = f(a+ h)− f(a)− f
′(a) · h
||h||︸ ︷︷ ︸
→0
· ||h||︸︷︷︸
→0
+ f ′(a) · h︸ ︷︷ ︸
→0
→ 0 (h→ 0),
Teha´t lim
h→0
f(a+ h) = f(a), azaz f ∈ C(a). ¤
4.19. Pe´lda. Legyen f : R2 → R, f(x, y) := x2 ·y, teha´t most n = 2, m =
1. Legyen a := (−1, 1). Megmutatjuk, hogy f ′(−1, 1) = [−2 1] ∈ R1×2.
A defin´ıcio´ban szereplo˝ to¨rtet kell vizsga´lni, hogy tart-e 0-hoz. h := (h1, h2)
jelo¨le´ssel
f((−1, 1) + (h1, h2))− f(−1, 1)−
[−2 1] · (h1, h2)
||h|| =
=
f(−1 + h1, 1 + h2)− f(−1, 1)− (−2h1 + h2)
||h|| =
=
(−1 + h1)2 · (1 + h2)− 1 + 2h1 − h2
||h|| =
h21 − 2h1h2 + h21h2
||h|| .
Mivel 0-hoz tarta´sro´l van szo´, vizsga´lhatjuk a to¨rt abszolu´t e´rte´ke´t.
0 ≤
∣∣∣h21 − 2h1h2 + h21h2||h|| ∣∣∣ = |h21 − 2h1h2 + h21h2|||h|| ≤
≤ |h1|
2 + 2|h1||h2|+ |h1|2|h2|
||h|| ≤
||h||2 + 2||h|| · ||h||+ ||h||2||h||
||h|| =
= 3||h||+ ||h||2 → 0 (h→ 0).
Felhaszna´ltuk a ha´romszo¨g-egyenlo˝tlense´get, e´s azt a te´nyt, hogy
|h1| ≤ ||h||, |h2| ≤ ||h||.
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Kidolgozott pe´lda´nkban elo˝re megadtuk a deriva´lt ma´trixot. Ke´rde´s,
hogyan lehetne az elemeit a fu¨ggve´nybo˝l e´s az adott pontbo´l meghata´rozni.
Ehhez u´j fogalomra, a parcia´lis deriva´lt fogalma´ra lesz szu¨kse´g.
4.20. Defin´ıcio´. Legyen f ∈ Rn → R, a = (a1, . . . , an) ∈ intDf , e´s
ro¨gz´ıtsu¨nk egy j ∈ {1, . . . , n} indexet. Jelo¨lje r > 0 azt a sugarat, melyre
Kr(a) ⊂ Df . Vezessu¨k be a ko¨vetkezo˝ fu¨ggve´nyt:
gj(u) := f(a1, . . . , aj−1, u, aj+1, . . . , an) (u ∈ Kr(aj)).
A g′j(aj) sza´mot – amennyiben le´tezik – az f fu¨ggve´ny a pontbeli j-
edik parcia´lis deriva´ltja´nak (vagy: a j-edik va´ltozo´ szerinti parcia´lis de-
riva´ltja´nak) nevezzu¨k. Jele: ∂jf(a).
A deriva´lt ma´trix elemeiro˝l szo´l az ala´bbi te´tel, melyet bizony´ıta´s ne´lku¨l
ko¨zlu¨nk:
4.21. Te´tel. Legyen f = (f1, . . . , fm) ∈ Rn → Rm, a ∈ intDf , e´s tegyu¨k
fel, hogy f ∈ D(a). Ekkor ba´rmely i ∈ {1, . . . ,m} e´s j ∈ {1, . . . , n} esete´n
le´tezik a ∂jfi(a) parcia´lis deriva´lt, e´s
(f ′(a))ij = ∂jfi(a).
4.22. Megjegyze´s. A deriva´lt ma´trix teha´t:
f ′(a) =

∂1f1(a) ∂2f1(a) . . . ∂nf1(a)
∂1f2(a) ∂2f2(a) . . . ∂nf2(a)
...
...
∂1fm(a) ∂2fm(a) . . . ∂nfm(a)

∈ Rm×n.
4.23. Defin´ıcio´. Legyen f ∈ Rn → R, a ∈ intDf , e´s tegyu¨k fel, hogy
f ∈ D(a). A
grad f(a) := ∇f(a) := (∂1f(a), ∂2f(a), . . . , ∂nf(a)) ∈ Rn
vektort az f fu¨ggve´ny a-pontbeli gradiense´nek nevezzu¨k.
4.24. Megjegyze´s. A gradiens teha´t nem ma´s, mint a fu¨ggve´ny deriva´lt-
ma´trixa´nak megfelelo˝ Rn-beli vektor.
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A 4.17. defin´ıcio´ban e´rtelmeztu¨k az R2 → R t´ıpusu´ fu¨ggve´ny grafi-
konja´nak e´rinto˝s´ıkja´t. Miuta´n megismertu¨k a deriva´ltma´trix elemeit, az
e´rinto˝s´ık egyenlete a parcia´lis deriva´ltakkal is fel´ırhato´:
z = ∂1f(x0, y0) · (x− x0) + ∂2f(x0, y0) · (y − y0) + f(x0, y0) .
Ha az f ∈ Rn → R fu¨ggve´ny e´rtelmeze´si tartoma´nya´nak minden olyan
pontja´hoz, melyben le´tezik a j-edik parcia´lis deriva´lt, hozza´rendelju¨k a
parcia´lis deriva´ltat, egy u´j fu¨ggve´nyhez, a j-edik parcia´lis deriva´lt fu¨gg-
ve´nyhez jutunk. Nyilva´nvalo´an ∂jf ∈ Rn → R. Ha az f mindegyik parcia´lis
deriva´lt fu¨ggve´nye differencia´lhato´ a-ban, akkor azt mondjuk, hogy f ke´tszer
differencia´lhato´ a-ban. Ezt ı´gy jelo¨lju¨k: f ∈ D2(a).
Ke´pezhetju¨k tova´bba´ a ∂jf fu¨ggve´ny parcia´lis deriva´ltjait:
∂1∂jf, . . . , ∂n∂jf.
Ezeket ma´sodrendu˝ parcia´lis deriva´ltaknak nevezzu¨k. Bebizony´ıthato´ az
ala´bbi te´tel.
4.25. Te´tel. [Young te´tele]
Ha f ∈ D2(a), akkor
∂i∂jf(a) = ∂j∂if(a) (i, j = 1, . . . , n).
4.26. Megjegyze´s. A Young-te´tel azt fejezi ki, hogy ha f ∈ D2(a), akkor
a ma´sodrendu˝ parcia´lis deriva´ltakbo´l fele´p´ıtett
f ′′(a) :=

∂1∂1f(a) ∂2∂1f(a) . . . ∂n∂1f(a)
∂1∂2f(a) ∂2∂2f(a) . . . ∂n∂2f(a)
...
...
∂1∂nf(a) ∂2∂nf(a) . . . ∂n∂nf(a)

∈ Rn×n
u´n. Hesse-fe´le ma´trix (vagy: ma´sodik deriva´lt ma´trix) szimmetrikus.
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4.3. Kvadratikus forma´k
4.27. Defin´ıcio´. Legyen A ∈ Rn×n szimmetrikus ma´trix. A
Q : Rn → R, Q(x) := 〈Ax, x〉 =
n∑
i,j=1
aijxixj
fu¨ggve´nyt (az Ama´trix a´ltal meghata´rozott) kvadratikus forma´nak (kvadra-
tikus alaknak) nevezzu¨k. Az A ma´trixot a Q kvadratikus forma ma´trixa´nak
nevezzu¨k.
4.28. Megjegyze´s. Az nyilva´nvalo´, hogy egy szimmetrikus ma´trix csak
egy kvadratikus forma´t hata´roz meg. Ennek megford´ıta´sa is igaz: egy kvad-
ratikus forma´nak csak egy szimmetrikus ma´trixa van.
A kvadratikus forma´kat felvett e´rte´keik elo˝jele alapja´n szoka´s oszta´lyozni
(u´n. definitse´gi oszta´lyokba sorolni). Elo˝zo˝ megjegyze´su¨nknek megfelelo˝en
ez egyu´ttal az Rn×n-beli szimmetrikus ma´trixok oszta´lyoza´sa´t is jelenti.
4.29. Defin´ıcio´. Legyen Q : Rn → R egy kvadratikus forma, melynek
ma´trixa az A ∈ Rn×n szimmetrikus ma´trix. Azt mondjuk, hogy Q ill. A
• pozit´ıv definit, ha ∀x ∈ Rn \ {0} : Q(x) > 0.
• negat´ıv definit, ha ∀x ∈ Rn \ {0} : Q(x) < 0.
• pozit´ıv szemidefinit, ha ∀x ∈ Rn : Q(x) ≥ 0.
• negat´ıv szemidefinit, ha ∀x ∈ Rn : Q(x) ≤ 0.
• indefinit, ha ∃ x, y ∈ Rn : Q(x) > 0, Q(y) < 0.
4.30. Megjegyze´sek.
1. Defin´ıcio´nk e´rtelme´ben a kvadratikus forma´k (ill. a szimmetrikus ma´t-
rixok) halmaza ha´rom oszta´lyra bomlik: a pozit´ıv szemidefinit, a ne-
gat´ıv szemidefinit e´s az indefinit forma´k oszta´lya´ra. Ez a ha´rom oszta´ly
majdnem diszjunkt, egyetlen elem van, amelyik ke´t oszta´lyban is ben-
ne van, a 0-fu¨ggve´ny. Ez pozit´ıv szemidefinit is e´s negat´ıv szemidefinit
is.
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2. A pozit´ıv definit forma´k (ma´trixok) halmaza re´szhalmaza a pozit´ıv
szemidefinit forma´k (ma´trixok) halmaza´nak. Hasonlo´ke´ppen, a ne-
gat´ıv definit forma´k (ma´trixok) halmaza re´szhalmaza a negat´ıv sze-
midefinit forma´k (ma´trixok) halmaza´nak.
3. A pozit´ıv e´s a negat´ıv definit forma´kat egyu¨ttesen definit forma´knak,
a pozit´ıv e´s a negat´ıv szemidefinit forma´kat pedig egyu¨ttesen szemi-
definit forma´knak nevezzu¨k. Terme´szetesen ugyanezek az elneveze´sek
e´rve´nyesek a megfelelo˝ ma´trixokra is.
Foglalkozzunk ezek uta´n a ke´tva´ltozo´s kvadratikus forma´kkal (n=2).
Ezek a´ltala´nos alakja:
Q(x1, x2) = ax
2
1 + 2bx1x2 + cx
2
2 ((x1, x2) ∈ R2),
ma´trixa:
A =
[
a b
b c
]
∈ R2×2.
A ke´tva´ltozo´s kvadratikus forma´kat a ko¨vetkezo˝ te´tel seg´ıtse´ge´vel
oszta´lyozhatjuk:
4.31. Te´tel. A fenti Q : R2 → R kvadratikus forma
• detA = ac− b2 > 0 esete´n definit, me´gpedig
– ha a > 0, akkor pozit´ıv definit.
– ha a < 0, akkor negat´ıv definit.
(Az a = 0 eset ekkor lehetetlen.)
• detA = ac− b2 < 0 esete´n indefinit.
• detA = ac− b2 = 0 esete´n
– ha a > 0, akkor pozit´ıv szemidefinit, de nem pozit´ıv definit.
– ha a < 0, akkor negat´ıv szemidefinit, de nem negat´ıv definit.
– ha a = 0, akkor
∗ c > 0 esete´n pozit´ıv szemidefinit, de nem pozit´ıv definit.
∗ c < 0 esete´n negat´ıv szemidefinit, de nem negat´ıv definit.
∗ c = 0 esete´n az azonosan 0 fu¨ggve´ny.
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A bizony´ıta´s a ko¨vetkezo˝, ko¨nnyen bela´thato´ elemi a´talak´ıta´son alapul:
Q(x1, x2) = ax
2
1+2bx1x2+cx
2
2 =

(ax1 + bx2)
2 + (ac− b2)x22
a
ha a 6= 0,
(bx1 + cx2)
2 + (ac− b2)x21
c
ha c 6= 0,
2bx1x2 ha a = c = 0.
Ennek alapja´n ma´r ko¨nnyen megvizsga´lhatjuk az egyes esetekben a helyet-
tes´ıte´si e´rte´kek elo˝jele´t.
4.4. Loka´lis sze´lso˝e´rte´k
A loka´lis sze´lso˝e´rte´k defin´ıcio´ja ugyanaz, mint az egyva´ltozo´s esetben, csak
R-beli ko¨rnyezet helyett Rn-beli ko¨rnyezetet haszna´lunk.
4.32. Defin´ıcio´. Legyen f ∈ Rn → R, a ∈ Df .
Azt mondjuk, hogy f -nek a-ban loka´lis
1. minimuma van, ha ∃ r > 0 ∀x ∈ Kr(a) ∩Df : f(x) ≥ f(a);
2. szigoru´ minimuma van, ha
∃ r > 0 ∀x ∈ Kr(a) ∩Df \ {a} : f(x) > f(a);
3. maximuma van, ha ∃ r > 0 ∀x ∈ Kr(a) ∩Df : f(x) ≤ f(a);
4. szigoru´ maximuma van, ha
∃ r > 0 ∀x ∈ Kr(a) ∩Df \ {a} : f(x) < f(a).
Itt a a loka´lis sze´lso˝e´rte´k helye, f(a) a loka´lis sze´lso˝e´rte´k.
A loka´lis sze´lso˝e´rte´kkel kapcsolatban egy szu¨kse´ges e´s egy ele´gse´ges fel-
te´telt ko¨zlu¨nk, bizony´ıta´s ne´lku¨l.
4.33. Te´tel. [a loka´lis sze´lso˝e´rte´k elso˝rendu˝ szu¨kse´ges felte´tele]
Legyen f ∈ Rn → R, f ∈ D(a), e´s tegyu¨k fel, hogy f -nek a-ban loka´lis
sze´lso˝e´rte´ke van. Ekkor f ′(a) = 0.
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4.34. Megjegyze´sek.
1. Az f ′(x) = 0 egyenlet re´szletesebben az
∂1f(x1, . . . , xn) = 0
...
∂nf(x1, . . . , xn) = 0
n×n-es egyenletrendszert jelenti. Ennek gyo¨keit staciona´rius pontok-
nak nevezzu¨k. Te´telu¨nk ma´s szo´val azt jelenti, hogy a loka´lis sze´lso˝-
e´rte´khelyek vagy a staciona´rius pontok ko¨zu¨l keru¨lnek ki, vagy azon
pontok ko¨zu¨l, ahol a fu¨ggve´ny nem differencia´lhato´.
2. A te´telben szereplo˝ f ′(a) = 0 felte´tel csak szu¨kse´ges, de nem ele´gse´ges
(pl.: n = 1, f(x) = x3, a = 0).
4.35. Te´tel. [loka´lis sze´lso˝e´rte´k ma´sodrendu˝ ele´gse´ges felte´tele]
Legyen f ∈ Rn → R, f ∈ D2(a), f ′(a) = 0. Ha az f ′′(a) ∈ Rn×n szim-
metrikus ma´trix pozit´ıv [negat´ıv] definit, akkor f -nek a-ban szigoru´ loka´lis
minimuma [maximuma] van.
4.36. Megjegyze´sek.
1. n = 1 esetben a felte´tel: f ′′(a) > 0 [f ′′(a) < 0].
2. A felte´tel csak ele´gse´ges, de nem szu¨kse´ges, pe´lda´ul legyen
n := 2, f(x, y) := x4 + y4, a := (0, 0).
3. Igazolhato´ a ma´sodrendu˝ szu¨kse´ges felte´tel: Ha f ∈ D2(a) e´s f -nek
a-ban loka´lis sze´lso˝e´rte´ke van, akkor f ′(a) = 0 e´s f ′′(a) szemidefi-
nit, me´gpedig minimum esete´n pozit´ıv szemidefinit, maximum esete´n
negat´ıv szemidefinit.
4. n = 2 esetben (a ke´tva´ltozo´s kvadratikus forma´k definitse´ge´ro˝l tanul-
tak alapja´n):
Ha det f ′′(a) < 0, akkor a-ban nem le´tezik loka´lis sze´lso˝e´rte´k,
Ha det f ′′(a) > 0 e´s ∂1∂1f(a) > 0, akkor a-ban szigoru´ loka´lis mini-
mum van,
det f ′′(a) > 0 e´s ∂1∂1f(a) < 0 akkor a-ban szigoru´ loka´lis maximum
van.
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4.5. Feladatok
1. Sza´mı´tsuk ki az ala´bbi hata´re´rte´keket:
a) lim
(x,y)→(0,0)
xy · x
2 − y2
x2 + y2
b) lim
(x,y)→(2,2)
1
x− y .
c) lim
(x,y)→(0,0)
x2 + y2√
x2 + y2 + 4− 2 d) lim(x,y)→(0,0)
√
x2 + y2 + 1− 1
x2 + y2
.
e) lim
(x,y)→(1,0)
ln(x+ ey)√
x2 + y2
f) lim
(x,y)→(0,0)
x2y
x4 + y2
.
2. Vizsga´ljuk meg folytonossa´g szempontja´bo´l az ala´bbi R2 → R t´ıpusu´
fu¨ggve´nyeket:
a) f(x, y) =

x− y
x+ y
ha x+ y 6= 0,
0 ha x+ y = 0;
b) f(x, y) =

x3y
x6 + y2
ha (x, y) 6= (0, 0),
0 ha (x, y) = (0, 0).
c) f(x, y) =

x2y2
x2 + y2
ha (x, y) 6= (0, 0),
0 ha (x, y) = (0, 0).
3. Sza´mı´tsuk ki a
lim
x→0
(lim
y→0
f(x, y)) e´s a lim
y→0
(lim
x→0
f(x, y))
u´n. isme´telt hata´re´rte´keket, ha
f(x, y) =

xy
x2 + y2
ha (x, y) 6= (0, 0),
0 ha (x, y) = (0, 0).
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4. Igazoljuk a defin´ıcio´ alapja´n, hogy az ala´bbi fu¨ggve´nyek deriva´ltja a
megadott a pontban a megadott A ma´trix.
a) f(x, y) = 2xy, a = (1, −1) , A = [ 2 − 2 ];
b) f(x, y) = xy2 − 3x2, a = (1, 2) , A = [ −2 4 ].
5. Sza´mı´tsuk ki az ala´bbi R2 → R t´ıpusu´ fu¨ggve´nyek parcia´lis deriva´lt-
jait.
a) f(x, y) = ex
2y − 2x2y3 sin(x+ y) b) f(x, y) = ex cos y − x ln y
c) f(x, y) = arc tg
1− x
1− y d) f(x, y) =
1
xy2 − x2y
e) x6 − 5x6y2 + 7xy6 f) x
2 + 3xy − 1
y2 − 4xy + x3
6. Sza´mı´tsuk ki az ala´bbi fu¨ggve´nyek ma´sodrendu˝ parcia´lis deriva´ltjait,
e´s ı´rjuk fel a Hesse-fe´le ma´trixot.
a) f(x, y) = x6 − 5x6y2 + 7xy6 b) f(x, y) = x+ y
x− y
c) f(x, y) = sin2 x · cos y d) f(x, y) = ln x− y
x+ y
7. Vizsga´ljuk meg differencia´lhato´sa´g szempontja´bo´l az ala´bbi (R2 → R
t´ıpusu´) fu¨ggve´nyeket, e´s ahol differencia´lhato´k, ott ı´rjuk fel a de-
riva´ltma´trixot:
a) f(x, y) = arccos
y
x
; b) f(x, y) = x · ln(x+ y)
c) f(x, y) =

x2y
x2 + y2
ha (x, y) 6= (0, 0),
0 ha (x, y) = (0, 0).
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8. I´rjuk fel a megadott R2 → R t´ıpusu´ fu¨ggve´nyek grafikonja´hoz a meg-
adott pontban hu´zott e´rinto˝s´ık egyenlete´t. (A pontokat az elso˝ ke´t
koordina´ta´jukkal adjuk meg.)
a) f(x, y) =
√
x2 − 2y2, P0 = (3, 2);
b) f(x, y) = x2y + 2y2, P0 = (2, 1).
9. Keressu¨k meg azokat a pontokat, ahol az
f : R2 → R, f(x, y) = x2 + xy + 2y2 + 5x− 10y
fu¨ggve´ny gradiense
a) nullvektor;
b) egyira´nyu´ a (12, 5) vektorral;
c) hossza 26 egyse´g.
10. Hata´rozzuk meg az ala´bbi ke´tva´ltozo´s fu¨ggve´nyek loka´lis sze´lso˝e´rte´k-
helyeit e´s a sze´lso˝e´rte´keket:
a) f(x, y) = x3y2(4− x− y);
b) f(x, y) = x2 − xy + y2 + 3x− 2y + 1;
c) f(x, y) = x2 + xy + y2 +
8
x
+
8
y
;
d) f(x, y) = x3 + y3 − 3xy;
e) f(x, y) = x3 + y3 − 9xy + 27;
f) f(x, y) = e−x2 − y2 · (2x2 + 3y2);
g) f(x, y) = cos x · cos y · cos(x+ y).
11. Hata´rozzuk meg annak a te´glatestnek a maxima´lis te´rfogata´t, amely
e´leinek o¨sszege 48 cm. Adjuk meg az ehhez tartozo´ e´l-me´reteket is.
12. Egy mosdo´fu¨lke te´rfogata adott: K m3, alakja te´glatest, melynek egyik
lapja hia´nyzik (beja´rat). Hogyan me´retezzu¨k a fu¨lke´t, hogy a legkeve-
sebb teru¨letu˝ hata´rolo´ falra legyen szu¨kse´g? (A falba az alaplapot e´s
a fedo˝lapot is bele kell sza´mı´tani.)
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13. A z = 2x2 + y2 elliptikus paraboloidnak a z = 5 s´ık a´ltal kimetszett
szelete´be ı´rjuk be a legnagyobb te´rfogatu´ te´glatestet. Mekkora ennek
a te´rfogata, e´s e´leinek hossza?
14. Egy szimmetrikus trape´z alaku´ telek keru¨lete 400 me´ter. Milyen me´-
retek esete´n lesz a legnagyobb a telek teru¨lete?
