Ensemble classification methods have shown promise for achieving higher classification accuracy for Microarray data classification analysis. As noise values do exist in all Microarray data even after Microarray data preprocessing stage, robustness is therefore another very important criteria in addition to accuracy for evaluating reliable Microarray classification algorithms. In this paper, we conduct experimental comparison of our newly developed MDMT with C4.5, BaggingC4.5, Ad-aBoostingC4.5, Random Forest and CS4 on four Microarray cancer data sets. We test and evaluate how well a given single or ensemble classifier can tolerate noise data in unseen test datasets, particularly with increasing levels of noise. The experimental results show that MDMT tolerates the noise values in unseen test data sets better than other compared methods do, particularly with increasing levels of noise data. We observe that a Random forests is comparable to MDMT in term of resistance to noise. The experimental results also show that ensemble decision tree methods tolerate the noise values better than single tree C4.5 does. We conclude that avoiding overlapping genes exist among the ensemble trees is an intuitive, simple and effective way to achieve higher degree of diversity for ensemble decision tree methods. The algorithm based on this principal is more reliable to deal with Microarray data sets with certain level of noise data.
Introduction
DNA Microarray technology provides a broad snapshot of the state of a cell by measuring the expression levels of thousands of genes simultaneously. The primary purpose of Microarray data classification is to build a classifier using classified historical Microarray data, and then use the classifier to classify new incoming data or predict the future trend of data. Microarray data classification has great potential for identifying the gene signature of certain diseases, assisting medical diagnosis and many other applications associated with available Microarry data.
However, Microarray data commonly contains high level of noise. A DNA Microarray production involves several steps, such as, sample preparation, spotting samples on the chip, hybridization, results collection, etc. Unfortunately, every step can potentially bring in noise due to the quality of DNA samples, experimental set up, quality of chips, and finally the quality of reading equipment and statistical methods. Microarray data with high level of noise will mislead the Microarray data classification.
Robustness refers to the toleration of noise data and it is associated with predictions on data with noise values. A robust Microarray classification algorithm should performance accurately and reliably even with increasing levels of noise data. Hence, to increase the reliability of Microarray classification, we have to ensure that the algorithms we apply for are robust for tolerating the high level of noise. Otherwise, Microarray data classification based on Microarray data with high level of noise will lead to unreliable and low accuracy analysis.
Decision tree classification with a single classifier has been very successful in general classification problems [17] , [2] . However, due to the nature of Microarray data's "curse of dimensionality" problem -huge number of genes with small number of samples, it is often difficult for single classification algorithm to predict Microarray data accurately. In addition, by using single decision tree algorithm, only a very small group of genes appears in the decision tree. This small tree will make the classification very unstable. Therefore, we need new classification algorithms which can be able to deal with noise data effectively.
Ensemble methods combine multiple classifiers built on a set of re-sampled training data sets, or generated from various classification methods on a training data set. This set of classifiers form a decision committee, which classifies future coming samples. In the past decade, many researchers have devoted their efforts to the study of ensemble decision tree classification methods, such as Bagging [3] , boosting [8] , Random Forests [4] and CS4 [14] , etc. Ensemble decision tree classification methods have shown promise for achieving higher classification accuracy than single classifier classification method, such as C4.5 [18] .
Robustness is one of the most important criteria for judging Microarray classification algorithms due to the nature of Microarray data. In the past, many comparisons between existing ensemble methods for Microarray classification have been carried out, but they mainly focused on the predictive accuracy [19] , [4] , [14] . Robustness comparisons between existing ensemble methods have been therefore ignored in most research literatures.
In this paper, we focus on the robustness comparison between existing single and ensemble decision tree methods including our newly developed maximally diversified multiple decision tree algorithm (MDMT). We test and evaluate how well a given single or ensemble decision tree classification methods can tolerate noise values, particularly with increasing level of noise.
The rest of this paper is organized as follows. In section 2, we review the ensemble decision tree and single decision tree classification methods. In section 3, we present the design methodology for comparing the robustness of selected single and ensemble decision tree classification methods. In section 4, we test the robustness of selected algorithms. The results are summarized into figures and tables. In section 5, we discuss the results. In section 6, we conclude the paper.
Ensemble classification algorithms
Many researchers in the past decade have devoted their efforts to the study of combining decision trees for Microarray classification in order to enhance the predictive power of decision tree in term of accuracy and robustness to the Microarray data analysis [3] , [8] , [4] , [14] . The results show that the ensemble methods are more accurate than a single classification method.
Decision tree classification [17] , [2] has been very popular and successful in machine learning and data mining fields in past few decades because of the accuracy and easy interpretability of decision tree classifier. A decision tree [15] classifies records by trace them down the tree from the root to leaf nodes, which specify classes. For example, C4.5, a benchmark decision tree classification algorithm in machine learning and data mining, partitions a training data into some disjoint subsets simultaneously, based on the values of an attribute. At each step in the construction of the decision tree, C4.5 selects an attribute which separates data with the highest information gain ratio. The same process is repeated on all subsets until each subset contains only one class.
Bagging was proposed by Leo Breiman [3] in 1996 Bagging uses a bootstrap technique to re-sample the training datasets. Some samples may appear more than once in a data set whereas some samples do not appear. A set of alternative classifiers are generated from a set of re-sampled data sets. Each classifier will in turn assign a predicted class to a coming test sample. The final predicted class for the sample is determined by the majority vote. All classifiers have equal weights in voting.
The boosting method was developed by Freund and Schapire [8] in 1996. Boosting uses a re-sampling technique different from Bagging. A new training data set is generated according to its sample distribution. A weighted voting method is used in the committee decision. A higher accuracy classifier has larger weight than a lower accuracy classifier. The final verdict goes along with the largest weighted votes.
Random decision forests ensemble decision tree methods have been researched extensively [11] , [10] . Leo Breiman proposed a random decision forests method called Random Forests [4] in 1999. This method combines Bagging and random feature selection methods to generate multiple classifiers. First, boostrap is adapted to form a re-sampled training data set which a tree will be constructed from. During the tree constructing stage, at each node, a fixed number of features is selected randomly for splitting on. Among the selected set of features, the one with higher information gain ratio is selected to split the training data set.
CS4-cascading-and-sharing proposed by Jinyan Li and Huiqing Liu [14] . CS4 selects n top genes and the builds n trees from the roots of n top genes. Apart from the root of the tree is fixed, other level of trees are constructed by using a normal tree construction method. It was reported that CS4 is better than other ensemble decision tree methods for Microarray data analysis in term of accuracy.
We design a maximally diversified multiple decision tree (MDMT) algorithm [12] to deal with the problem of small samples versus high dimensions in Microarray data. MDMT aims to improve the accuracy and reliability of ensemble decision tree methods. In our proposed algorithm, we avoid the overlapping genes among alternative trees during the tree construction stage. MDMT guarantees that constructed trees are truly unique and maximizes the diversity of the final classifiers. By doing this, MDMT will reduce the instability caused by overlapping genes in current ensemble methods. For example, if the expression level of one gene is read wrongly, it only affects one tree and all other trees are unaffected.
We give some explanations of the algorithm in the following. The decision tree algorithm we used is C4.5.
C4.5 is itself a gene selection algorithm based on information gain ratio. Therefore, no gene selection algorithm is required. In addition, C4.5 discretizes continuous values by information gain ratio. No discretization pre-process is required for this algorithm. The algorithm works on the set of the original data set.
The input is a Microarray data set and a preset number of trees. The first tree (T 1 ) is constructed based on the original training data set. The second tree (T 2 ) is based on a re-sampled training data set where genes used in T 1 are removed. As a result, T 1 and T 2 share no common genes and hence are unique. The process repeats until the required number of trees k is generated.
Experimental design methodology
In addition to the accuracy of prediction, robustness is another important issue in Microarray classification. The objective of robustness analysis is to exam the reliability of a given algorithm based on noise Microarray data, particularly with increasing level of noise values.
Test data sets
Four data sets from the Kent Ridge Biological Data Set Repository [13] are selected. These data sets were collected from very well researched journal papers, namely ALL-AML Leukemia [20] , Colon [7] , Lymphoma [1] and Lung Cancer [9] . Table I shows the summary of the characteristics of the four data sets. We conduct our experiments by using tenfold cross-validation on the original and perturbed Microarray data sets. 
Test data preparation
Microarray data sets used for experiments may contain various amounts of noise data. To be able to compare robustness between classifiers, we use a program to increase the degree of noise data both in training and test data. A Microarray data set organizes data into columns and rows (samples) 
Softwares used for comparison
Our developed MDMT algorithm is compared with five well known single and ensemble decision tree algorithms, namely C4.5, Random Forests, AdaBoostC4.5, Baggingc4.5 and CS4. We have done our experiments with all four algorithms apart from CS4 using the Weka-3-5-2 package which is available online (http://www.cs.waikato.ac.nz/ml/weka/). We have done the experiments with CS4 using the software tool provided by Dr Jinyan Li and Huiqing Liu. Default settings are used for all compared ensemble methods. We have migrated our MDMT in to the Weka-3-5-2 package. We set the number of trees as 25 for the tenfold cross-validation test since further increasing the number of ensemble trees does not help to improve the average prediction accuracy of classification significantly for most Microarray data sets we used. Figure 1 shows the individual and average accuracy results of the MDMT algorithm with different numbers of decision trees based on Leukemia, Colon, Lymphoma and Lung cancer data sets. Figure 2 shows the average accuracy results for the six selected algorithms over the four data sets with noise level of 0%, 20% and 60%. Table 2, Table 3, Table 4, Table 5 , Table 6 and Table 7 show the details of the accuracy results for C4.5, Random Forests, AdaBoostC4.5, BaggingC4.5, CS4 and MDMT respectively. Based on the original data sets, compared to the single decision tree MDMT and CS4 are the best ensemble methods and outperforms C4.5 by up to 10.2% on average. Random Forests, Adaboostc4.5 and BaggingC4.5 improve the accuracy on average by up to 3.9%. Among the five ensemble methods, MDMT and CS4 are the most accurate classification algorithms and improve the accuracy of classification on all cancer data sets by up to 19.4%. CS4 is comparable to MDMT in the test. MDMT performs better than CS4 on Colon and Lymphoma by up to 3.2% while CS4 outperforms MDMT on Leukemia by 1.1%. And MDMT and CS4 perform equally on the Lung cancer data set. Baggingc4.5 also outperforms C4.5 on all data sets by up to 6.9%. Random Forests and AdaBoostc4.5 improve the accuracy on lung cancer, Lymphoma and Leukemia data sets by up to 8.3%, but fails to improve the accuracy on the Colon data set. With a high noise level of 60%, all compared classification algorithms decrease the accuracy performance on average. Among the six methods, MDMT and Random Forests perform the best with a smallest decrease of 2.4% and 3.3% respectively. CS4, Baggingc4.5 and AdaBoostc4.5 decrease their accuracy by 5.2%, 10.2% and 14.7% respectively while C4.5 decreases the accuracy on average by 21%. For the individual results, only Random Forests increases slightly on Colon data by 0.5%. 2 The robustness of Microarray classification is affected by the diversity of ensemble methods. The essence of ensemble methods is to generate diversified classifiers in the decision committee. Intuitively, if individual trees in an ensemble committee are all identical, the ensemble committee is little useful for improving the prediction performance over single decision tree algorithm. To increase the power of ensemble classification, ensemble decision tree algorithms must be able to generate a number of individual trees that are distinguish (diverse) to each other [6] . CS4 and MDMT are designed to guarantee diversified trees in an ensemble committee. CS4 guarantees the diversified trees by selecting distinguish top n genes from the original data set. Then each of n genes in turn is used as the root node of an alternative tree of ensemble trees. MDMT guarantees that constructed trees are truly unique by using disjointed genes among alternative genes. The results indicate both methods perform very well in dealing with noise data. In contrast, Bagging does not guarantee the diversity of ensemble tree. With bootstrap method, only about 2/3 of original training examples are used for constructing an individual decision tree. When re-sampled training data sets by bootstrap are identical, the decision generated from them are not diversified. Boosting uses the entire training data set for constructing the individual decision tree, therefore the prediction accuracy of each individual tree tends to be more accurate than Bagging. However, it still has its disadvantage for Microarray data classification. It has the same risk as Bagging in term of diversity. In addition, it is potentially not robust to noise data because its re-sample training data method. Boosting assigns more weight to the samples with higher prediction error rate. So it is the case when a sample with a higher weight contains high level of noise of genes or attributes. As we know that Microarray data contains high level of noise, as a result the re-sampled training data set contains increased noise data, and the decision tree based on such data set causes the overfitting problem. Random forests method combines Bagging and random feature selection methods to generate alternative classifiers. Decision trees generated by this way increase the diversity among alternative trees. It still does not guarantee that every decision tree in the committee is unique. However, Random forests gets good chance to generate higher degree of diversified trees with little or no overlapping genes among them due to the enormous number of genes existing in Microarray data set. So Random decision forests algorithm should be more robust or more resistance to noise data than Bagging does. The results prove that MDMT, CS4 and Random Forests outperform BaggingC4.5 and BoostingC4.5. 3 Regarding the degree of diversity of ensemble decision trees, we can see from the results that MDMT and CS4 perform similar on the original test data. However, when test data contains more noise values, MDMT performs better than CS4 and other ensemble methods. In CS4 ensemble trees, apart from the top genes, other genes in trees might overlap. One noise gene may affect a number of trees. In contrast, In the MDMT algorithm, a noise gene affects only one tree, and hence MDMT should tolerate more noise than CS4 does. The results indicate that avoiding overlapping genes among the ensemble trees is an intuitive, simple and effective way to achieve a higher degree of diversity for ensemble decision tree methods. 4 From the results, we observe that Random forests performs similar with MDMT regarding the robustness perspective. One of the possible reasons is that it is beneficial in the way it constructs the alternative trees. Unlike Bagging, Random forests constructs a tree by using random selected genes at each node. It therefore greatly increases the chance of get unique trees without overlapping genes.
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Experimental results
Conclusions
In this paper, we explored the robustness of ensemble decision tree methods. Perturbed data sets with increased noise data level were used to test the robustness of the ensemble decision trees generated from C4.5, Random Forests, AdaBoostC4.5, Baggingc4.5, CS4 and MDMT. We observed that MDMT, CS4 and Random Forests tolerate the noise values better than Baggingc4.5 and Boostingc4.5 methods do, particularly with increasing levels of noise data. Experimental results indicate that Random Forests is comparable to MDMT regarding the robustness issue and performs better than CS4 AdaBoostC4.5 and BaggingC4.5 on noise data, while CS4 is comparable to MDMT on original data sets. However, when the noise level increases in the training and test data, MDMT performs better than CS4. Experimental results also show that ensemble decision tree methods tolerate the noise values better than single tree C4.5 does.
