An optimal control problem of the obstacle for an elliptic variational inequality is considered, in which the obstacle is regarded as the control. To get the regularity of the optimal pair, a new related control problem is introduced. By proving the existence of an optimal pair to such a new control problem, the regularity of the optimal pair to the original problem is obtained. It turns out that the regularity obtained is sharp in general. Some other interesting properties of the optimal pair are also established.
INTRODUCTION
In this paper, we consider the following optimal control problem: Ž . Ž . Ž . Ž Ž .. y is of class C ⍀ l C ⍀ for any ␣ g 0, 1 or C ⍀ . The main purpose of this paper is to obtain further regularity and characterization of the optimal pair. More precisely, we show that W 2, p -Ž . regularity of the optimal pair to Problem C in the case that the target Ž .
Ž . Ž . z g C ⍀ for some ␤ g 0, 1 , the C or C boundary regularity of the optimal state is also obtained.
With the aid of the results on regularity and characterization of the optimal pair, some examples are constructed to reveal that such regularity is best possible in general. We also obtain some other interesting properties about the optimal pair and give some examples to show how to calculate the optimal pair by using the results in this paper.
Our main idea of getting the regularity of the optimal pair is to establish the existence theorem for a new related optimal control problem. We now explain this in detail.
Ž . Since the optimal pair y, satisfies y s g H H , and for any g H H , Ž . Ž w x. Ž . we have T s cf. 1 , thus finding the optimal pair y, to Problem Ž . C is equivalent to finding the minimizer y such thatJ
Now we introduce the following optimal control problem: 
Ž .
Ž . pair of Problem C and y g H ⍀ , then y⌬ y G 0, and by setting u J
On the other hand, for any y g H H l H ⍀ , we have y⌬ y G 0. Thus by Ž . Ž . defining u s y⌬ y, we see that y и is the unique solution of 1.5
Ž . corresponding to u и . Then
Ž . Now, suppose that y, u is an optimal pair of Problem C . By the
Ž . Hence y, y is an optimal pair of Problem C . Ž . Ž . Similarly, suppose that y, y is an optimal pair of Problem C and
an optimal pair of Problem C .
Since the optimal pair of Problem C uniquely exists, Proposition 1.1 2 Ž . tells us that the H -regularity of an optimal pair to Problem C is Ž U . equivalent to the existence of an optimal pair to Problem C . In Problem Ž . C , the relation between state and control is nonlinear. But in Problem Ž U . C , the relation between state and control is linear, which makes it much easier to deal with.
The rest of the paper is organized as follows. In Section 2, we will prove the existence of optimal pairs to Problem Ž U . C and give a characterization of the optimal control. In Section 3, we will use the result obtained in Section 2 to explore some further interesting properties of optimal pairs. Some nontrivial examples will also be presented.
For further information on optimal control problems for variational w x inequalities see 1, 2, 5᎐7, 9᎐13, 16᎐18, 20, 21 , for examples.
EXISTENCE AND CHARACTERIZATION OF OPTIMAL PAIR
We first introduce some preliminary lemmas.
Thus we can easily get the result by induction.
The following lemma is a special case of the so-called ''strong maximum principle.''
Ž .
i Suppose for some ball B ;; ⍀, we ha¨e sup y s sup y G 0.
B ⍀
Then y must be a constant in ⍀. w x The proof of Lemma 2.2 can be found in 14 . Let us now present the Ž U . following lemma which is related to Problem C . 
where ⍀ is the Lebesgue measure of ⍀. Therefore
for some constant C, where y is the state corresponding to the control k u . So we can suppose that
On the other hand, it is easy to ad ad U Ž . see that y must be the state corresponding to u.
Therefore y s y, leading to u s u, and we have the uniqueness.ρ
Ž .
H ⍀ Thus we have
To get the value of u on the set x g ⍀ ¬ x s 0 , noting that g H ⍀ , and by Lemma 2.1, we have We now would like to show that if lacks W 2, p -regularity, then it is Ä Ž . 4 quite difficult to determine u on the set E J x g ⍀ ¬ x s 0 . Cer-0 tainly, if the Lebesgue measure of E were zero, then u would be a 0 Ž Ž .. w x bang-bang control see 2.2 . In 12 , it was proved that E really has zero 0 Ž . measure in some contexts. But for Problem C , as we will see below, the set E usually has positive measure. Therefore, to determine u on E is 0 0 very important. By introducing an approximation problem, i.e., by restricting the admissible control to a ''good'' space, we are able to get the 2, p W -regularity of which will lead to a description of u on E by 0 Lemma 2.1. Because we have explicit expressions of optimal controls in approximation problems, the uniform W 2, p -boundedness of the optimal states can be obtained, which enable us to go further. Let us make this more precise.
. By Lemma 2.3, denote u to be the minimizer
, k , and y to be the corresponding state. Then we
Since u G 0, so y G 0 by the maximum principle for 1.5 . Thus we have 
Ž . Ž .
uniqueness, we must have 
Ž . and y , u be an optimal pair to Problem C with z replaced by z . By 
By choosing subsequences, if necessary, we have 2 1 y ª y,
Then it is easy to see
Ž Problem C . For any measurable function f in ⍀, f and f will be denoted the positive part and the negative part of f, respectively, i.e., q Ž .
We strengthen these results in the following theorem.
and Ѩ ⍀ is of class C for some ␣ g 0, 1 , then
Ž . Proof. i This follows from Theorem 2.5 immediately.
Ž .
y1 ii For L s y⌬ q ␣ I, ␣ G 0, we denote L z to be the solution of the equation
L¨s z,
i n⍀ ,
We have s y q by
By Theorem 2.5, we know 1 2 0 q that F 0, a.e. ⍀, and y⌬ y F z , a.e. ⍀. So F y F . Then it is easy 1 2 to see that y is the solution of the following bilateral-obstacle problem:
Ž . By the result of 8 , we have y g W ⍀ s C ⍀ .
1, 1
In some sense, the C -regularity of the optimal state y is the best possible result which we can obtain. Even if z is analytic on ⍀, y may have no C 2 -regularity. To illustrate this, we present an example. Ž . ) 0. Thus there exists a unique a g 0, 1 such that Ž .
Now, we will go further to get the precise expression of the optimal state Ž . < < Ž . < < y. We have seen that x -0 when x -b, and x s 0 when b F x F 1. So we have Ž . Ž .
1, 1 w x Since y g C y1, 1 , we can solve the equation and get
C e q C e q x q 2, y1 F x F yb, e q e
The only thing we need to do now is to determine b. We have Ž . Next, we will give some further interesting results about y below. Then Ž . we will construct another example to show that z g C ⍀ is not sufficient 1, 1 to obtain the C -regularity of y when the space dimension n G 2.
where is the characteristic function of E. only on z . In fact y is not determined by z . For example, let ⍀ be the Ž . the optimal state y и; z corresponding to z is not 0. w x As is shown in 1 , in two simple cases, we can get y easily.
To see this, compare
Ž w x. and we have I y ⌬ z F z by the weak maximum principle cf. 14 . Hence y s y.
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