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Introduccio´n
La geolocalizacio´n de objetos que emiten sen˜ales electromagne´ticas desde la superfi-
cie de la Tierra o desde el espacio exterior es una tarea habitual en nuestros d´ıas. Su
importancia hace que esta actividad forme parte, cada vez con mayor frecuencia, de
la actualidad tecnolo´gica. Aunque la variedad de radiotransmisores es muy grande,
en esta tesis nos ocupamos u´nicamente de los emisores pasivos, es decir, de aquellos
que no cooperan, que no facilitan datos para su localizacio´n. Esta caracter´ıstica,
por s´ı sola, delimita los me´todos de geolocalizacio´n que se deben emplear.
El avance en las te´cnicas de geolocalizacio´n, como sucede en las utilizadas en Geode-
sia y Navegacio´n, viene determinado por la eficiencia, que se traduce en el aumento
de la precisio´n y en la reduccio´n de los tiempos de operacio´n, unidos a la evaluacio´n
del coste. Encaminadas a la mejora de la precisio´n se esta´n incluyendo correcciones
relativistas en todas estas disciplinas, que esta´n dando como resultado sistemas ma´s
fiables y robustos ([1], [2], [3]). Algunas investigaciones se dirigen a complementar
las correcciones caracter´ısticas de la Relatividad Especial sobre las mediciones de
los tiempos con las de la Relatividad General, que son las que permiten incluir los
efectos debidos a los campos gravitatorios. Esto es lo que hacemos aqu´ı mediante
la aproximacio´n posnewtoniana del campo gravitatorio terrestre.
En este trabajo se propone, pues, un me´todo de geolocalizacio´n mediante el uso de
sate´lites artificiales, que no se limita solamente a determinar posiciones de emisores
sino que adema´s permite hallar sus velocidades, en dos marcos relativistas, el min-
kowskiano y el posnewtoniano. La comparacio´n de los resultados proporcionados
en uno y otro revelara´ la importancia de las correcciones posnewtonianas.
La herramienta que se utiliza para llevar a cabo los desarrollos matema´ticos en
ambos modelos es una funcio´n bipuntual, quiza´ la ma´s importante de todas: la
funcio´n de universo. Esta funcio´n fue introducida por Ruse en el Ca´lculo Tensorial,
aunque se debe a Synge el papel que tiene en Relatividad [4], por lo que tambie´n
es conocida como la funcio´n de universo de Synge [5]. Su importancia reside en que
proporciona la medida de la distancia espacio-temporal entre dos sucesos unidos
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por una geode´sica, supuesta u´nica, de ah´ı que en un principio se le diera el nombre
de funcio´n distancia o funcio´n caracter´ıstica ([6], [7], [8]).
Para dos sucesos de un espacio-tiempo cualquiera el valor de la funcio´n de universo
no cambia bajo transformaciones de coordenadas en cada uno de ellos. Es, por
tanto, un invariante bipuntual. Adema´s es anal´ıtica y, a diferencia de lo que ocurrir´ıa
en el espacio eucl´ıdeo, donde depender´ıa de las tres ma´s tres coordenadas de dos
posiciones, en el espacio-tiempo terrestre es funcio´n de las ocho coordenadas de
cada par de sucesos considerados [9].
Nuestro enfoque situ´a, por tanto, la emisio´n y recepcio´n de una sen˜al electro-
magne´tica como sucesos de un espacio-tiempo unidos por una geode´sica nula. Cal-
culando la funcio´n de universo para el espacio-tiempo que rodea a la Tierra en las
dos aproximaciones, minkowskiana y posnewtoniana, se obtienen las ecuaciones de
geolocalizacio´n que, de esta manera, resultan covariantes [10].
La tesis se organiza de la siguiente manera: en el cap´ıtulo uno se aborda el pro-
blema de la geolocalizacio´n de un radiotransmisor pasivo. Se describen las te´cnicas
ma´s avanzadas y se justifica la eleccio´n del me´todo seguido. En el cap´ıtulo dos, se
introduce de modo riguroso la funcio´n de universo de Synge, a partir de la cual
se deducen las ecuaciones de geolocalizacio´n en los dos modelos de espacio-tiempo
considerados. Se obtiene, asimismo, la ecuacio´n del tiempo. Sigue el cap´ıtulo tres,
donde se propone el me´todo de geolocalizacio´n basado en la te´cnica TDOA-FDOA;
se derivan las ecuaciones TDOA y FDOA minkowskianas y posnewtonianas y se
estudian los sistemas de ecuaciones para obtener solucio´n u´nica. Estas secciones
finalizan con sendos ejemplos nume´ricos. En el cap´ıtulo cuatro se muestran simula-
ciones nume´ricas seleccionadas de un amplio nu´mero de geolocalizaciones globales.
Por u´ltimo, el cap´ıtulo cinco esta´ dedicado a las conclusiones y perspectivas de
investigacio´n futura.
Queremos, finalmente, sen˜alar que los te´rminos radiotransmisor, transmisor y emi-
sor se utilizan indistintamente a lo largo de esta memoria.
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Cap´ıtulo 1
El problema de la geolocalizacio´n
1.1. Descripcio´n
En esta tesis se propone un me´todo de geolocalizacio´n de radiotransmisores pasivos
por medio de sate´lites artificiales terrestres. El me´todo proporciona gran precisio´n,
mediante soluciones u´nicas y permite localizar transmisores que se hallan en la
superficie de la Tierra u orbitando en el espacio exterior. Se desprende de ello que
la actuacio´n no se limita a situaciones que requieren que el objeto este´ en reposo.
Las dos caracter´ısticas fundamentales del me´todo, unicidad y precisio´n, se deben
por un lado a que los datos que se utilizan son combinaciones de mediciones TDOA
y FDOA1; por otro, a la utilizacio´n no exclusiva de sate´lites geoestacionarios y,
por u´ltimo, a que las ecuaciones TDOA-FDOA minkowskianas, es decir cla´sicas,
se pueden sustituir en tiempo real por las que corresponden a la aproximacio´n
posnewtoniana del campo de Schwarzschild para el entorno de la Tierra [11].
El concepto de geolocalizacio´n ha evolucionado a lo largo de los an˜os de manera
acorde con el desarrollo de las te´cnicas: si bien en un principio la geolocalizacio´n
hac´ıa referencia u´nicamente al proceso de determinacio´n de las posiciones de trans-
misores fijos en la superficie terrestre, en la actualidad el te´rmino engloba los diver-
sos procesos de identificacio´n espacio-temporal que proporcionan, en tiempo real,
las posiciones de los radiotransmisores, sus velocidades y las radiofrecuencias de
emisio´n en los instantes en que se emite la sen˜al [12].
1Son las siglas de las te´cnicas de geolocalizacio´n, que vamos a describir seguidamente: TDOA
significa Time Difference of Arrival y FDOA, Frequency Difference of Arrival.
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Dadas las crecientes necesidades de globalizacio´n, los receptores ma´s utilizados se
situ´an en el espacio exterior. Esto esta´ permitiendo la incorporacio´n de tecnolog´ıa
espacial para incrementar la precisio´n, como la que posibilita que sean los propios
receptores los que determinen sus efeme´rides mediante GPS [13]. De esta forma los
tiempos propios de los receptores incluyen las correcciones posnewtonianas que les
corresponden, al igual que sucede en Navegacio´n [14].
La geolocalizacio´n tiene importantes aplicaciones pra´cticas, tanto civiles como mili-
tares: se utiliza en el seguimiento de animales salvajes, en operaciones de bu´squeda
y rescate de personas, aviones y buques en alta mar, en la localizacio´n de tele´fonos
mo´viles y de veh´ıculos, en la deteccio´n de sistemas que interfieren las comunica-
ciones, as´ı como para mejorar los sistemas de transporte inteligente y de vigilancia
ae´rea, terrestre y mar´ıtima.
Las te´cnicas de geolocalizacio´n ma´s avanzadas son: 1) la te´cnica TOA, Time of
Arrival, que mide el tiempo que tarda una sen˜al desde el instante de su emisio´n hasta
el de recepcio´n; esta te´cnica requiere, por tanto, que el emisor coopere; 2) la te´cnica
TDOA, Time Difference of Arrival, con la que se calcula la diferencia de tiempos
de llegada de la sen˜al a receptores suficientemente separados, para determinar la
posicio´n del emisor; 3) la te´cnica FDOA, Frequency Difference of Arrival, la cual
requiere que exista movimiento relativo entre el emisor y, al menos, uno de los
receptores. 4) La combinacio´n de estas dos u´ltimas, denominada TDOA-FDOA, es
una te´cnica de precisio´n en la que la posicio´n del emisor viene dada, como se vera´
a continuacio´n, a partir de la interseccio´n de superficies o, en su caso, curvas que
se obtienen de las ecuaciones algebraicas que resultan.
De todas ellas, la te´cnica TDOA-FDOA es la que permite alcanzar mayor precisio´n
[15]. Este aspecto y su versatilidad para determinar posiciones, velocidades y fre-
cuencias de emisio´n nos llevan a elegirla para el me´todo de geolocalizacio´n que se
propone.
1.2. La te´cnica TDOA
El me´todo ma´s sencillo de geolocalizacio´n mediante TDOA que se utiliza en la
actualidad usa tres receptores para localizar emisores pasivos que, se sabe, esta´n en
reposo en una pequen˜a regio´n de la superficie de la Tierra ([15], [16]). Los receptores
se situ´an en la propia regio´n, lo que confiere a la localizacio´n el cara´cter de local.
Se asume la Tierra esfe´rica y una estructura minkowskiana del espacio-tiempo en
este entorno. Comenzamos describiendo el me´todo haciendo uso, u´nicamente, de
dos receptores:
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Sean (x, y, z) las coordenadas del emisor en el sistema ECI (Earth Centered Iner-
tial), en el instante t de emisio´n de una sen˜al, y sean (x1, y1, z1), (x2, y2, z2) las
coordenadas de dos receptores, 1 y 2, en los respectivos instantes de recepcio´n, t1,
t2. La correspondiente ecuacio´n TDOA, que se obtiene del principio de constancia
e igualdad de la velocidad c de las sen˜ales electromagne´ticas en el vac´ıo, es
t1 − t2 =
√
(x1 − x)2 + (y1 − y)2 + (z1 − z)2
−
√
(x2 − x)2 + (y2 − y)2 + (z2 − z)2, (1.2.1)
siendo t1 − t2 la medida de la diferencia de tiempos de llegada de la sen˜al a los
receptores 1 y 2, y donde se ha tomado c = 1. La igualdad (1.2.1) es la ecuacio´n
de un hiperboloide, en cuyos focos se encuentran los receptores [17]. Para un valor
dado de t1 − t2, el emisor esta´ en algu´n punto sobre una de las hojas del hiperbo-
loide. Evidentemente, la rama del hiperboloide viene determinada por el signo de
la diferencia t1 − t2 ([18], [19]).
Cuando se utiliza un tercer receptor se obtienen nuevas ecuaciones TDOA que re-
sultan en nuevos hiperboloides, al formarse l´ıneas de receptores con los ya existentes
1 y 2. Puesto que la regio´n de intere´s es pequen˜a, se aproxima por el plano tan-
gente a la esfera terrestre, determinado por la proyeccio´n ortogonal sobre esta del
baricentro del tria´ngulo que forman los tres receptores. De esta manera, se traba-
ja con las proyecciones de todos los objetos sobre el plano [20]. Los hiperboloides
conforman hipe´rbolas en el plano tangente, de forma que para distintos valores de
una diferencia de tiempos dada, digamos t1 − t2, se obtienen distintas hipe´rbolas,
denominadas iso´cronas [21]. Cada iso´crona es una l´ınea infinita de posibles posi-
ciones del emisor. Con el tercer receptor se forma otra l´ınea de receptores que crea
un nuevo patro´n de iso´cronas. La interseccio´n de estas con las primeras permite
determinar la posicio´n del emisor. En la figura 1.1 se muestran diferentes iso´cronas
para una u´nica l´ınea de receptores.
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 Posible posición 
del emisor 
Receptor Receptor 
Figura 1.1 – Patro´n de iso´cronas para una sola l´ınea de receptores.
La precisio´n que se alcanza con este me´todo no es muy elevada debido a las hipo´te-
sis geome´tricas utilizadas, que son las que han permitido reducir el nu´mero de
inco´gnitas a dos, las coordenadas del emisor en el plano, y obtener ecuaciones ma´s
sencillas.
Un me´todo ma´s preciso, destinado asimismo a localizar radiotransmisores que se
hallan en reposo sobre la superficie de la Tierra, involucra el uso de tres sate´lites
artificiales. Desaparece, por tanto, la restriccio´n de que los receptores este´n en
la propia regio´n. Por lo general, alguno de los sate´lites se encuentra en o´rbita
cuasi circular de gran semieje para minimizar, en lo posible, la incertidumbre en
la toma de datos, de ah´ı que entre los ma´s usados este´n los geoestacionarios. Este
escenario trasciende el a´mbito local del me´todo anterior y constituye un sistema
de geolocalizacio´n global; se usan coordenadas ECI, tanto del emisor como de los
sate´lites aunque la estructura del espacio-tiempo se sigue suponiendo minkowskiana.
Las diferencias de tiempos de llegada de la sen˜al emitida a los sate´lites producen
hiperboloides siendo ahora la interseccio´n de estos con la superficie de la Tierra
la que proporciona las localizaciones. No obstante, la posicio´n del emisor no se
determina un´ıvocamente ya que cuando se utilizan no ma´s de tres sate´lites aparecen,
en general, dos soluciones que solo se pueden discriminar si se conoce a priori
la regio´n en que se encuentra el radiotransmisor ([12], [22], [30]). La figura 1.2
representa una localizacio´n por este me´todo.
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 Superficie de 
la Tierra 
Superficie isócrona 
obtenida de S1 y S3 Superficie isócrona 
obtenida de S1 y S2 
S3 
S2 
S1 
Emisor 
a) 
S3 
S2 
S1 
b) 
Posición 
del emisor 
Figura 1.2 – Geolocalizacio´n TDOA con tres sate´lites: a) Vista espacial; b) Vista ce-
nital.
La geolocalizacio´n global de un radiotransmisor por TDOA consiste, pues, en utili-
zar configuraciones de sate´lites artificiales en nu´mero suficiente para que, trabajan-
do en tiempo real, se puedan seleccionar, de entre todos los sistemas de ecuaciones
no lineales del tipo (1.2.1), aquellos que permitan disminuir la ambigu¨edad en la
determinacio´n de la posicio´n del transmisor en el momento de emisio´n de la sen˜al
y obtener, adema´s, dicho instante. Estas son las inco´gnitas que hemos de resolver
con la suficiente precisio´n. A este respecto es importante notar que la precisio´n es
funcio´n, como mı´nimo, del modelo de espacio-tiempo para el entorno terrestre que
se utilice.
1.3. La te´cnica FDOA
Las mediciones FDOA se usan para hallar la posicio´n de emisores pasivos, par-
ticularmente en escenarios locales [15]. FDOA es la medida de la diferencia de
frecuencias de recepcio´n de una sen˜al registrada por dos receptores separados es-
pacialmente, de los cuales al menos uno se encuentra en movimiento con respecto
al emisor. Como ocurre con la te´cnica TDOA, las mediciones FDOA permiten con-
figurar superficies que ayudan, en algunos casos, a situar posibles posiciones del
emisor. Cuando la geolocalizacio´n se desarrolla en un escenario local, la intersec-
cio´n de estas superficies con el plano tangente descrito anteriormente da lugar a
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curvas formadas por puntos con los mismos valores de diferencias de frecuencias,
que reciben por ello el nombre de curvas de isofrecuencia (figura 1.3).
 
Receptor  1 Receptor  2  
Figura 1.3 – Patro´n de curvas de isofrecuencia.
La relacio´n entre la frecuencia de recepcio´n de una sen˜al y la frecuencia emitida por
un radiotransmisor viene dada por el efecto Doppler, de ah´ı que la te´cnica FDOA
sea tambie´n conocida como Differential Doppler y las curvas de isofrecuencia, como
isodoppler ([23], [24], [25]).
Sea ~rT el vector de posicio´n de un transmisor respecto de un sistema de coordenadas
ECI y sea fT la frecuencia de la sen˜al emitida por e´l. Sean ~r1 y ~r2 los vectores de
posicio´n de dos receptores 1 y 2, en este sistema. Designemos por f1 y f2 las fre-
cuencias de recepcio´n de la sen˜al para 1 y 2, respectivamente. Entonces, la ecuacio´n
FDOA para el modelo minkowskiano es [26]:
f1 − f2 = −fT
[
(~v1 − ~vT ) · (~r1 − ~rT )|~r1 − ~rT | − (~v2 − ~vT ) ·
(~r2 − ~rT )
|~r2 − ~rT |
]
, (1.3.1)
donde ~v1 y ~v2 son las velocidades de 1 y 2 en los respectivos instantes de recepcio´n.
Consideremos el caso ma´s simple en el que el transmisor esta´ en reposo, ~vT = 0, y
los receptores se mueven en la misma direccio´n y con igual valor de la velocidad,
es decir, ~v1 = ~v2 = ~v. La ecuacio´n (1.3.1) se reduce a
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f1 − f2 = −fT (~v · ~u1 − ~v · ~u2) ,
siendo ~ui =
(~ri−~rT )
|~ri−~rT |
, (i = 1, 2), el vector unitario en la direccio´n de la recta que une
la posicio´n del transmisor, en el instante de emisio´n, con la del receptor i, en el
instante de recepcio´n.
La diferencia de frecuencias se puede escribir como
∆f = f1 − f2 = −fT (v cos θ1 − v cos θ2)
= fT v (cos θ2 − cos θ1) ,
donde θi es el a´ngulo formado por ~v y ~ui, i = 1, 2.
Agrupando las constantes en un solo miembro, queda
cos θ2 − cos θ1 = K (1.3.2) 
R2 R1 
(x , y) 
d 
θ2 θ1 
b 
a 
x 
Figura 1.4 – Posiciones y a´ngulos.
De la figura 1.4, se obtiene
cos θ1 =
x√
x2 + y2
,
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cos θ2 =
x− d
b
=
x− d√
(x− d)2 + y2
La ecuacio´n (1.3.2) pasa a ser
x− d√
(x− d)2 + y2 −
x√
x2 + y2
= K
Esta relacio´n permite dar valores a los pares (x, y) para obtener los puntos de
distintas curvas de isofrecuencia, en esta situacio´n particular. Las curvas de la
figura 1.3 se han dibujado tomando valores de K comprendidos entre 1 y 2, con
d = 10.
Al utilizar un tercer receptor se dispone de varias l´ıneas de receptores, de forma que
cada una registra sus correspondientes mediciones FDOA, con lo que se obtienen
varias curvas de isofrecuencia que, al intersecarse, proporcionan la posicio´n del
transmisor.
Las curvas de isofrecuencia, instrumento clave en el desarrollo operativo cuando
se trabaja en escenarios locales son, por supuesto, proyecciones sobre el plano de
intere´s de superficies con ide´nticos valores de diferencias Doppler. En el a´mbito
de una geolocalizacio´n global por FDOA se busca la interseccio´n de estas con la
superficie de la Tierra. Las superficies de isofrecuencia son de especial relevancia en
la te´cnica TDOA-FDOA, como se vera´ en la siguiente seccio´n.
Se muestra, as´ı, el paralelismo existente entre los me´todos TDOA y FDOA: am-
bos pueden desarrollarse en escenarios locales y globales. Las ecuaciones obtenidas
con cada me´todo generan equisuperficies que permiten situar posibles posiciones
del emisor, cuya localizacio´n puede llegar a determinarse un´ıvocamente mediante
intersecciones con otras superficies o con los planos que se determinen pertinentes
para cada situacio´n.
1.4. La te´cnica TDOA-FDOA
Esta te´cnica au´na las ventajas de las dos individuales que combina, complemen-
tando las caracter´ısticas de una y otra. Tanto TDOA como FDOA son te´cnicas de
precisio´n que al ser utilizadas conjuntamente dan como resultado el aumento de la
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misma en la determinacio´n de la posicio´n del emisor, incluso rebajando el nu´mero
de receptores a dos.
Dos u´nicos receptores destinados a realizar ambas operaciones TDOA y FDOA pro-
porcionan medidas que, introducidas en las ecuaciones (1.2.1) y (1.3.1), permiten
resolverlas simulta´neamente. Si ambos se encuentran situados en la misma latitud,
las curvas iso´cronas, o hipe´rbolas TDOA, se orientan en direccio´n Norte-Sur y las
curvas de isofrecuencia, que resultan de las ecuaciones FDOA, lo hacen en direccio´n
Este-Oeste ([15], [22]). En la figura 1.5 se representan estas curvas para diferentes
valores TDOA y FDOA, registrados por receptores que se mueven en la misma lati-
tud, con la misma direccio´n e igual velocidad. Para valores determinados de TDOA
y FDOA la interseccio´n de las correspondientes curvas sen˜ala la posicio´n del emisor,
con mayor precisio´n que la que se obtiene en los casos estudiados anteriormente ya
que las curvas se cortan cuasi ortogonalmente ([27]). Sin embargo, sigue habiendo
ambigu¨edad en la determinacio´n porque existen dos puntos de interseccio´n. Por lo
tanto, en esta situacio´n tambie´n se necesita informacio´n adicional para hallar la
posicio´n del transmisor.
 
Posible posición 
del emisor 
Posible posición 
del emisor 
Receptor  1 Receptor  2  
Isócrona 
Curva de 
isofrecuencia 
Figura 1.5 – Geolocalizacio´n mediante curvas TDOA-FDOA.
En un escenario global, podemos asimismo llevar a cabo mediciones combinadas
TDOA-FDOA, mediante dos u´nicos receptores, para localizar un radiotransmisor
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que se halla en reposo sobre la superficie de la Tierra. Se obtienen, en este caso,
hiperboloides de igual TDOA y superficies con los mismos valores de FDOA que se
intersecan formando circunferencias en el espacio, cuyos puntos de contacto con la
superficie terrestre marcan las dos posibles posiciones del emisor. La situacio´n se
ilustra en la figura 1.6.
 
 
 
Receptor 1 
Receptor 2 
Circunferencia de 
intersección de superficies 
con valores TDOA y FDOA 
determinados 
Isócrona 
Curva de isofrecuencia 
Radiotransmisor en la 
superficie de la Tierra 
Figura 1.6 – La interseccio´n de la circunferencia de trazos con la superficie de la
Tierra determina dos puntos sobre esta; en uno de ellos se encuentra
necesariamente el emisor.
1.5. Eleccio´n del me´todo
Un estudio exhaustivo de las diferentes te´cnicas de geolocalizacio´n se puede encon-
trar en diversas referencias ([28], [29]). En la evolucio´n de estas te´cnicas se han ido
aprovechando las ventajas y salvando los inconvenientes que cada una muestra en
las situaciones en que se utiliza; se han creado te´cnicas h´ıbridas segu´n las carac-
ter´ısticas del escenario en que se desarrollan. Todo ello ha conformado un panorama,
ciertamente, muy amplio. Sin embargo, los me´todos ma´s usados en la actualidad,
tanto en el a´mbito civil como en el militar, utilizan la te´cnica TDOA-FDOA cuando
se requiere una gran precisio´n: las combinaciones apropiadas de mediciones TDOA
y FDOA proporcionan geolocalizaciones muy precisas en pocos segundos, siempre
que se adopte la geometr´ıa de los sistemas de receptores adecuada a cada emisor.
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Esta geometr´ıa es funcio´n de las caracter´ısticas de la sen˜al emitida, de la precisio´n
requerida para hallar la posicio´n del emisor y de la calidad de la sincronizacio´n
de los relojes a bordo de los receptores. Estas variables actu´an, por tanto, como
fuentes de error ([29]).
De lo anterior podemos concluir lo siguiente:
1) Para evitar la ambigu¨edad en la localizacio´n mediante TDOA de las posiciones
de emisores que no cooperan, hacen falta al menos tres receptores, en particular
tres sate´lites, si se quiere minimizar los errores asociados a las variables antes men-
cionadas.
2) Las mediciones FDOA, si bien son un excelente complemento de las medidas
TDOA para localizar posiciones de transmisores en reposo, tambie´n se pueden
usar para calcular velocidades y frecuencias de emisio´n de radiotransmisores en
movimiento, a fin de obtener los datos necesarios para su posterior seguimiento
(tracking), especialmente cuando esta´n orbitando en el espacio exterior.
3) Para poder realizar mediciones FDOA con este fin es necesario disponer previa-
mente de los datos TDOA para obtener las posiciones de los emisores.
Entre las propuestas ma´s eficientes que conocemos para determinar las posiciones
ECI mediante la te´cnica TDOA, utilizando sate´lites artificiales, esta´n la de Ho y
Chan ([12]), con la que se localizan emisores situados sobre la superficie de la Tierra,
y la de Gambi y otros, que se usa preferiblemente para localizar radiotransmisores
en el espacio exterior ([30]). Con el me´todo propuesto en [12] se calculan las posi-
ciones as´ı como los instantes de emisio´n, excepto por las terceras coordenadas ECI,
mediante tres sate´lites en posiciones nominales geoestacionarias correspondientes a
una tierra esfe´rica; las terceras coordenadas son en este me´todo las que indican el
hemisferio terrestre en que se encuentra el emisor. Por su parte, con el me´todo pro-
puesto en [30] se determinan un´ıvocamente las tres coordenadas ECI de posicio´n y
los instantes de emisio´n, utilizando cinco sate´lites, no todos ecuatoriales y, por ello,
no todos geoestacionarios. En te´rminos de eficiencia cada una tiene sus ventajas
e inconvenientes. Ahora bien, puesto que para poder hallar las velocidades y las
frecuencias de emisio´n, con ecuaciones FDOA, es necesario el uso de al menos cinco
sate´lites, resulta que utilizando tres geoestacionarios y dos LEO, no ecuatoriales,
se pueden aprovechar las ventajas que ofrece cada uno de estos dos me´todos 2. As´ı,
por ejemplo, se pueden destinar los tres sate´lites geoestacionarios para localizar
mediante TDOA radiotransmisores sobre la superficie de la Tierra, de acuerdo con
el me´todo de Ho y Chan, y cinco sate´lites para localizar mediante TDOA radio-
2Durante el desarrollo de esta tesis se revelara´ la necesidad de incluir estos cinco sate´lites para
hallar la velocidad del emisor mediante mediciones FDOA.
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transmisores en el espacio exterior, con el me´todo de Gambi. Adema´s, se puede
aumentar la precisio´n de manera natural utilizando las respectivas versiones pos-
newtonianas. En particular, se puede incrementar la precisio´n que actualmente se
alcanza con los me´todos esta´ndar en el ca´lculo de las posiciones de transmisores que
orbitan alrededor de la Tierra, an˜adiendo a la versio´n posnewtoniana de las loca-
lizaciones mediante TDOA, desarrollada en [30], el procedimiento para determinar
las velocidades y las frecuencias de emisio´n que se propone en el cap´ıtulo tres.
El me´todo que se desarrolla en esta tesis se adapta bien a las necesidades actuales
de geolocalizacio´n porque la variedad de sate´lites con diferentes elementos orbitales
a disposicio´n es tan grande que se pueden elegir los sate´lites apropiados, en rela-
cio´n con las o´rbitas que describen, a fin de minimizar los errores asociados a las
geometr´ıas de los sistemas que se forman. Adema´s, escogidos convenientemente, se
puede dar cuenta de muchos de los aspectos generales relativos a la precisio´n, a los
cuales nos hemos referido anteriormente.
Para alcanzar la concordancia de precisiones, la herramienta que se utiliza para de-
ducir las ecuaciones FDOA, tanto newtonianas como posnewtonianas, es la misma
con la que se obtienen las ecuaciones TDOA en [30], a saber, la funcio´n de universo
de Synge correspondiente al espacio de Minkowski y a la aproximacio´n posnewto-
niana del campo de Schwarzschild para el entorno de la Tierra, que se estudia en
el siguiente cap´ıtulo.
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Figura 1.7 – Geolocalizacio´n minkowskiana.
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En las figuras 1.7 y 1.8 se representan los sucesos de emisio´n y de recepcio´n de una
sen˜al electromagne´tica, en los dos espacio-tiempos cuadridimensionales a los que nos
acabamos de referir. Las figuras incluyen las l´ıneas de universo del radiotransmisor
y de los sate´lites receptores de la sen˜al emitida. Cada suceso tiene su propio cono
de luz y este es una superficie invariante para cada suceso del espacio-tiempo ([31],
[32]). De esta manera, los sucesos de emisio´n y recepcio´n quedan un´ıvocamente
determinados por sus coordenadas espacio-temporales: (xαT , x
4
T ) para el transmisor
y (xαSi , x
4
Si
) para el receptor i. El suceso de emisio´n se encuentra en el ve´rtice del cono
de luz y los sucesos de recepcio´n se hallan en distintos puntos de su superficie, como
corresponde a eventos conectados por una sen˜al electromagne´tica. En el modelo
minkowskiano, figura 1.7, las l´ıneas de universo son rectas en el espacio-tiempo
plano de la Relatividad Especial, as´ı como las l´ıneas que conectan el suceso de
emisio´n con los distintos sucesos de recepcio´n sobre la superficie del cono de luz. En
cambio, en el modelo posnewtoniano, figura 1.8, las l´ıneas se curvan por efecto de
las masas, lo que tambie´n sucede en la superficie del cono nulo: es el espacio-tiempo
curvo de la Relatividad General.
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Figura 1.8 – Geolocalizacio´n posnewtoniana.
1.6. Resumen
El concepto de geolocalizacio´n engloba una serie de procesos que no solo abarcan
la localizacio´n espacial de un emisor, sino lo que se podr´ıa llamar, en lenguaje
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figurado, la radiograf´ıa instanta´nea de un objeto, mo´vil o estacionario, que emite
una sen˜al electromagne´tica. Por tanto, es una caracterizacio´n espacio-temporal de
un radiotransmisor que comprende, adema´s, el instante de emisio´n, la determinacio´n
de su velocidad en dicho instante y la frecuencia de emisio´n.
Las te´cnicas actuales que se utilizan para ello son de gran precisio´n, muy potentes,
que funcionan muy bien en escenarios locales sobre la superficie de la Tierra. Una
de las ma´s usadas es TDOA, la cual obtiene la posicio´n del emisor en el instante
de emisio´n a partir de la diferencia de los tiempos de llegada de la sen˜al a dos
receptores. La relacio´n matema´tica que conecta instantes y posiciones es la ecuacio´n
de un hiperboloide. La proyeccio´n ortogonal de estas superficies sobre un plano
determina una hipe´rbola formada por puntos con igual diferencia de tiempos, o
iso´crona. En los casos ma´s sencillos, la operacio´n se puede llevar a cabo con tres
receptores formando dos l´ıneas de recepcio´n o baselines. El cruce de hipe´rbolas en
el plano determina geome´tricamente la posicio´n del transmisor.
Una te´cnica pareja en importancia y precisio´n, susceptible asimismo de aplicacio´n
geome´trica, es FDOA, que opera a partir de la diferencia de frecuencias de recepcio´n
registradas por receptores en movimiento relativo al emisor. Se basa en el efecto
Doppler. De las ecuaciones que resultan se obtienen superficies de puntos con la
misma diferencia de frecuencias. En un escenario local, la interseccio´n de estas
superficies con un plano da lugar a las curvas de isofrecuencia.
Por supuesto, ambas te´cnicas son igualmente va´lidas en un escenario global aunque
su aplicacio´n geome´trica no resulta tan sencilla. En este caso se consideran los
puntos de interseccio´n con la superficie terrestre cuando el transmisor se encuentra
sobre esta.
La te´cnica conjunta TDOA-FDOA combina la potencia de ambas te´cnicas indivi-
duales y permite utilizar la interseccio´n de las superficies generadas en cada una de
ellas para la localizacio´n de emisores que se hallan sobre la superficie de la Tierra. Se
elige esta te´cnica dual para el modelo de geolocalizacio´n que aqu´ı se propone porque
la combinacio´n de mediciones TDOA-FDOA aporta las caracter´ısticas de precisio´n
y unicidad que este requiere. Para poder determinar la velocidad y frecuencia de
emisio´n por medio de FDOA, en tiempo real, se necesita que TDOA aporte los
datos de posicio´n de los emisores. La geolocalizacio´n de un radiotransmisor que
orbita en el espacio alrededor de la Tierra se puede llevar a cabo con esta te´cnica
en los dos modelos relativistas, minkowskiano y posnewtoniano, considerados.
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Cap´ıtulo 2
La funcio´n de universo
2.1. Definicio´n
La funcio´n de universo de Synge permite unificar las descripciones minkowskiana
y posnewtoniana de las mediciones astrome´tricas que se realizan mediante sate´lites
artificiales. En esta tesis se utiliza para formular los procesos de geolocalizacio´n
basados en ecuaciones TDOA-FDOA correspondientes a estas dos descripciones.
La bondad de esta funcio´n reside, posiblemente, en su simplicidad ya que es, esen-
cialmente, la expresio´n finita del elemento de l´ınea de cualquier espacio-tiempo
([33], [34], [35], [36]). En efecto, la funcio´n de universo correspondiente a un espacio-
tiempo dado es, salvo signo, la mitad del cuadrado de la medida de la geode´sica
u´nica que une cualesquiera dos sucesos de ese espacio-tiempo.
Para introducirla consideremos, primeramente, el espacio eucl´ıdeo tridimensional,
E3, supuesto este el espacio que rodea a la Tierra:
Sean xα1 , xα2 , α = 1, 2, 3, las coordenadas cartesianas en E3 de dos puntos, P1,
P2, ocupados, no necesariamente en el mismo instante, por dos objetos, digamos
C1, C2, que esta´n orbitando alrededor de la Tierra. Entonces, de acuerdo con la
definicio´n que acabamos de dar, la funcio´n de universo, Ω(P1P2), para este espacio
viene dada por
Ω(P1P2) =
1
2
[(x12 − x11)2 + (x22 − x21)2 + (x32 − x31)2]
=
1
2
[(∆x1)2 + (∆x2)2 + (∆x3)2], (2.1.1)
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o, escrita en forma compacta
Ω(P1P2) =
1
2
∆xα∆xα =
1
2
δαβ∆x
α∆xβ , (2.1.2)
con δαβ el tensor me´trico de E
3, en coordenadas cartesianas y ∆xα = xα2 − xα1 .
La caracter´ıstica ma´s importante de Ω(P1P2) emana, en este caso, del rasgo prin-
cipal de los espacios eucl´ıdeos: puesto que existe una u´nica l´ınea recta que une P1
y P2, se tiene que si dos objetos C1 y C2 se mueven a lo largo de caminos suaves,
y P1 y P2 son puntos ocupados sucesivamente por C1 y C2, entonces Ω(P1P2) es
una funcio´n suave, no negativa en este caso, de las tres coordenadas de P1 y de las
tres coordenadas de P2, como sugiere la notacio´n. Dicho de otra manera, Ω(P1P2)
es una funcio´n escalar bipuntual suave de P1 y P2 (figura 2.1).
Figura 2.1 – La funcio´n de universo para el espacio eucl´ıdeo E3
Consideremos, a continuacio´n, el espacio-tiempo que rodea a la Tierra, supuesto
plano, es decir, minkowskiano. Esta es la aproximacio´n en la que se formulan las
ecuaciones TDOA-FDOA esta´ndar, las anteriormente vistas ecuaciones (1.2.1) y
(1.3.1). A diferencia de la funcio´n de universo (2.1.2) del espacio eucl´ıdeo, Ω(P1P2)
relaciona ahora sucesos P1 de C1 con sucesos P2 de C2 del siguiente modo: si (x
α1 , t1)
y (xα2 , t2) son, respectivamente, las coordenadas ECI de P1 y P2, entonces
Ω(P1P2) =
1
2
(∆xα∆xα − c2∆t2), (2.1.3)
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siendo ∆t = (t2 − t1). 1
Esta funcio´n se ilustra en la figura 2.2, donde L1 representa la l´ınea de universo o
trayectoria espacio-temporal de C1, y L2 la l´ınea de universo o trayectoria espacio-
temporal de C2. Las proyecciones de L1 y L2 sobre el espacio determinado por los
tres ejes espaciales, en la parte inferior de la figura, representan las trayectorias de
C1 y C2 en E
3.
Figura 2.2 – La funcio´n de universo en un espacio-tiempo minkowskiano.
La expresio´n (2.1.3) se puede escribir en forma compacta, introduciendo la cuarta
coordenada x4 = ct, de la manera siguiente
Ω(P1P2) =
1
2
ηij∆x
i∆xj , (2.1.4)
1El sistema de coordenadas ECI (Earth-Centered Inertial) tiene como origen el centro de masas
de la Tierra y sus ejes apuntan hacia direcciones fijas con respecto a las estrellas fijas, por tanto, los
ejes no rotan respecto de ellas. No obstante, el origen del sistema gira alrededor del Sol junto con
la Tierra, por lo que se encuentra en ca´ıda libre en el campo gravitatorio de este. Por consiguiente,
el sistema ECI no es completamente inercial, sino que entra en el grupo de los llamados localmente
inerciales. En primer orden, el eje X1 esta´ en la direccio´n del equinoccio vernal, el plano X1X2
coincide con el plano ecuatorial de la Tierra, y el eje X3 es normal al plano X1X2, en la direccio´n
del polo Norte. El sistema de ejes as´ı definido esta´ fijado para la e´poca J2000, ([37], [38]).
El ca´lculo de las o´rbitas de los sate´lites se realiza en este sistema.
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donde los ı´ndices i, j, var´ıan de 1 a 4, siendo ∆x4 = x42 − x41 = c(t2 − t1), y
ηij el tensor me´trico del espacio de Minkowski en coordenadas ECI: ηαβ = δαβ ,
ηα4 = η4α = 0 y η44 = −1 (de aqu´ı en adelante los ı´ndices griegos toman valores de
1 a 3).
Debemos hacer notar que no es el hecho de que la funcio´n de universo en (2.1.4)
dependa de 4 + 4 coordenadas lo que la distingue de la definida en (2.1.2). La
diferencia esencial esta´ en que, contrariamente a lo que sucede en el espacio eucl´ıdeo,
ahora existen sucesos P1, P2 para los cuales Ω(P1P2) es negativa o cero. De acuerdo
con la ecuacio´n (2.1.4), la funcio´n de universo sera´ positiva si el vector ηij∆x
i∆xj
es de tipo espacio, negativa si el vector ηij∆x
i∆xj es de tipo tiempo, e igual a cero
si ηij∆x
i∆xj es un vector nulo (figura 2.2).
De la definicio´n obtenemos que Ω(P1P2) es cero cuando el tiempo transcurrido entre
P1 y P2, multiplicado por c, es igual a la distancia espacial entre los puntos donde
ocurren los sucesos P1 y P2. Precisamente, esta es la propiedad ma´s importante
para nosotros, puesto que en Geolocalizacio´n si P1 es el suceso de emisio´n de una
sen˜al electromagne´tica y P2 el de recepcio´n, entonces Ω(P1P2) es cero.
En general, para cualquier espacio-tiempo caracterizado por el tensor me´trico gij(x
k),
con signatura (+,+,+,−), y para cualesquiera dos sucesos P1(xk1), P2(xk2) para
los cuales existe una u´nica geode´sica ΓP1P2 que los une, con ecuaciones x
k = ξk(u),
donde u es un para´metro af´ın que toma valores entre 0 y 1, la funcio´n de universo,
Ω(P1P2), se define como
Ω(P1P2) = Ω(x
k1 , xk2) =
1
2
∫ 1
0
gijU
iU jdu, (2.1.5)
con el integrando evaluado a lo largo de ΓP1P2 , donde x
k1 ≡ ξk(0), xk2 ≡ ξk(1) y
Uk = dξk/du (figura 2.3).
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Figura 2.3 – Obtencio´n de la funcio´n de universo.
Por tanto, se tiene de (2.1.5) que, independientemente de la forma que adopte
Ω(P1P2), en cualquier espacio-tiempo siempre habra´ sucesos P1, P2 para los cuales
Ω(P1P2) < 0, otros para los que Ω(P1P2) > 0 y, por u´ltimo, aquellos para los
cuales Ω(P1P2) = 0. Esto significa que: 1) si Ω(P1P2) < 0, entonces puede haber
objetos materiales que habiendo experimentado P1 pueden alcanzar P2, siempre
que P2 ocurra ma´s tarde; 2) si Ω(P1P2) > 0, ningu´n objeto es capaz de alcanzar
P2 habiendo experimentado P1, y 3) si Ω(P1P2) = 0, entonces solo las sen˜ales
electromagne´ticas pueden incluir en sus l´ıneas de universo a P1 y P2.
2.2. Propiedades
Las propiedades de Ω(P1P2) que se utilizan en esta tesis son ([5], [39]): 1
a. Durante
el tiempo en que los objetos C1 y C2 se mueven suavemente sobre la superficie
de la Tierra o en el espacio exterior, Ω(P1P2) es una funcio´n suave de los sucesos
P1 ∈ L1 y P2 ∈ L2, donde L1, L2 son las l´ıneas de universo de C1, C2. 2a. En
este supuesto se pueden definir sin ambigu¨edad las primeras derivadas parciales de
Ω(P1P2), respecto de las coordenadas de P1 y respecto de las coordenadas de P2
(siguiendo a Synge, estas derivadas se denotan con simples sub´ındices y sin la coma
habitual). 3a. Para me´tricas cuasi minkowskianas, es decir, para me´tricas del tipo
gij(x
k) = ηij + γij(x
k) +O(ε3), con γij(xk) = O(ε2), la funcio´n de universo tiene la
forma
Ω(P1P2) =
1
2
ηij∆x
i∆xj +
1
2
∆xi∆xj
∫
C
γijdω +O(ε3), (2.2.1)
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donde ∆xi = xi2 − xi1 , C es la l´ınea recta xi = (1 − ω)xi1 + ωxi2 (0 ≤ ω ≤ 1)
(figura 2.3) y ε es un pequen˜o para´metro adimensional tal que ε2 es del orden de
v2 y de U (c = G = 1), siendo v es la velocidad cla´sica con respecto a la Tierra,
caracter´ıstica de los sate´lites en o´rbita y U es el potencial newtoniano de los cuerpos
del sistema solar, en la vecindad de la Tierra; no´tese que el primer te´rmino en (2.2.1)
corresponde a la funcio´n de universo en (2.1.4) y que el segundo te´rmino es O(ε2).
4a. La funcio´n de universo se puede desarrollar en series de potencias alrededor
de P1 y P2, con los procedimientos habituales de aproximacio´n, sin abandonar los
me´todos del Ca´lculo Tensorial. 5a. Los sucesos P1 y P2 esta´n unidos por una sen˜al
electromagne´tica si, y solo si, Ω(P1P2) = 0. 6
a. Los gradientes de Ω(P1P2) en P1
y P2, es decir Ωi1 ,Ωi2 , son los vectores de posicio´n de P1 respecto de P2 y de P2
respecto de P1, respectivamente, y 7
a. Si f1 y f2 son las frecuencias de emisio´n y
recepcio´n de una sen˜al en sucesos consecutivos, P1 a lo largo de L1 y P2 a lo largo de
L2, respectivamente, entonces el desplazamiento relativo en frecuencias viene dado
por
f1 − f2
f1
=
Ωi1A
i1 + Ωi2A
i2
Ωj1A
j1
, (2.2.2)
donde Ai1 , Ai2 son los vectores unitarios tangentes a las l´ıneas de universo L1 de
C1 y L2 de C2, en P1 y P2, respectivamente.
La importante ecuacio´n (2.2.2) evidencia el hecho de que la frecuencia medida por
un receptor y la frecuencia emitida por un transmisor difieren debido a la velocidad
relativa entre ambos y a la diferencia de potencial gravitatorio en sus respectivas
posiciones. La parte concerniente al movimiento relativo se conoce habitualmente
como efecto Doppler y la gravitatoria es la contribucio´n que aporta la Relatividad
General. Es interesante mostrar su deduccio´n, lo que hacemos seguidamente :
Consideremos un emisor, T , cuya l´ınea de universo es L′, que emite una sen˜al
electromagne´tica, y un receptor, R, que la recibe y cuya l´ınea de universo es L
(figura 2.4).
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Figura 2.4 – Velocidad relativa.
Adoptando un planteamiento energe´tico supongamos que cada foto´n emitido tiene
un momento p i
′
, en el sistema de coordenadas del emisor T , y un momento p i, en
el sistema de coordenadas que acompan˜a a R. El sistema del receptor esta´ caracte-
rizado por una tetrada de vectores ortogonales, λi(a) (a = 1, 2, 3, 4), de manera que
los tres vectores espaciales, λi(α) (α = 1, 2, 3), forman una base de vectores unitarios
que materializan el sistema de referencia local, y el vector temporal representa la
cuadrivelocidad, V i, de R, es decir, λi(4) = V
i = dxi/ds, donde s es el tiempo propio
de R. De esta forma, se tiene:
λi(a)λi(b) = η(ab), (2.2.3)
donde η(ab) = diag(1, 1, 1,−1).
La velocidad V i
′
del emisor y la del receptor, V i, no pueden compararse directamen-
te porque esta´n en diferentes sucesos del espacio-tiempo, P ′ y P , respectivamente.
En su lugar, podemos comparar V i y el vector vi que resulta en P por transporte
paralelo de V i
′
a lo largo de la geode´sica nula Γ(P ′P ), es decir,
vi = gij′V
j ′,
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donde gij ′ es el propagador paralelo del espacio-tiempo correspondiente ([5], [40]).
Esto significa que lo que R puede medir en P son las proyecciones de vi sobre λi(α),
esto es,
v(α) = viλ
i
(α),
o, dicho de otro modo, las componentes de la velocidad de T con respecto a λi(α),
en P .
Seguidamente, podemos escribir
vivi = v
(α)v(α) + v
(4)v(4).
Como vivi = V
i′Vi′ = −1, se tiene
v(α)v(α) + v
(4)v(4) = −1.
Dado que
v(α) = v
(α)
y
v(4) = −v(4)
se obtiene
v(α)v(α) − (v(4))2 = −1,
de donde,
(v(4))2 = 1 + v(α)v(α),
y designando al producto v(α)v(α) por v2, resulta
24
v(4) =
√
1 + v2, (2.2.4)
siendo v la velocidad relativa de T y R, medida por R en P .
De la ecuacio´n (2.2.4) vemos que v(4) = 1 si, y solo si, todas las componentes vα son
cero. En ese caso, V i
′
y V i son paralelas por transporte a lo largo de la geode´sica
Γ(P ′P ), lo que indica que T esta´ en reposo respecto de R, cuando T es observado
por R en P .
Sea ahora ri un vector unitario en P , ortogonal a la cuadrivelocidad del observador,
V i, es decir,
riV
i = 0, (2.2.5)
elegido de manera que descansa en el 2-elemento que contiene al vector V i tangente
a L en P y al vector pi, tangente a la geode´sica Γ(P
′P ).
Entonces la ecuacio´n (2.2.5), que se puede escribir como riλ
i
(4) = 0, muestra que la
componente temporal de ri es cero, es decir,
riλ
i
(4) = r(4) = 0,
con lo que la velocidad radial o velocidad de recesio´n del emisor respecto del receptor
aparece como
vR = vir
i = v(α)r
(α).
Discutimos, ahora, el efecto Doppler desde un punto de vista meca´nico. Bajo este
ana´isis, consideremos un foto´n que tiene a Γ(P ′P ) por l´ınea de universo y es emitido
desde P ′ en L ′, con 4-momento p i
′
, siendo la energ´ıa de emisio´n 2
E ′ = −pi′V i′. (2.2.6)
2El signo de esta ecuacio´n se escoge de forma que E′ sea positiva si V i
′
y pi
′
apuntan al futuro
[5].
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El 4-momento experimenta transporte paralelo a lo largo de Γ(P ′P ), y en P se
tiene
pi′V
i′ = piv
i,
ya que el producto escalar es invariante bajo transporte paralelo de los vectores
entre los que se efectu´a. Entonces, por (2.2.6), resulta
−E ′ = +pi′V i′ = p(α)v(α) + p(4)v(4). (2.2.7)
La energ´ıa del foto´n respecto de L es
E = −piV i = −piλi(4) = −p(4) = p(4), (2.2.8)
por lo que, de la ecuacio´n (2.2.7), se obtiene
E ′ = −p(α)v(α) + Ev(4). (2.2.9)
La definicio´n de ri como vector que descansa en el 2-elemento que contiene a V i
y a pi, y el hecho de que pi sea un vector nulo, permiten escribir la siguiente
descomposicio´n
pi = θ(V i − ri), (2.2.10)
donde rir
i = 1 (recordemos que r(4) = 0) y θ es un escalar que hay que determinar.
Multiplicando ambos miembros por Vi, encontramos
piVi = θ(V
iVi − riVi).
Puesto que
V iVi = −1
y
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riVi = 0,
hallamos
piVi = −θ = −E,
donde la u´ltima igualdad resulta de (2.2.8).
Por tanto, la ecuacio´n (2.2.10) se escribe
pi = E(V i − ri). (2.2.11)
Nos ocupamos ahora del te´rmino p(α)v
(α) = piλ
i
(α)v
(α). Sustituyendo el valor encon-
trado para pi en (2.2.11), se llega a
p(α)v
(α) = E(Vi − ri)λi(α)v(α)
= E
[
Viλ
i
(α) − riλi(α)
]
v(α)
= −Er(α)v(α) = −EvR
donde, en la penu´ltima igualdad, se ha tenido en cuenta que Viλ
i
(α) = 0, dado que
Vi = λi(4) es ortogonal a los dema´s elementos de la tetrada, λ
i
(α), por la me´trica
(2.2.3).
Sustituyendo el resultado obtenido para p(α)v
(α) en la ecuacio´n (2.2.9) y usando
(2.2.4), llegamos a la siguiente relacio´n entre la energ´ıa de emisio´n E ′ y la de
recepcio´n E:
E ′ = E vR + E (1 + v
2)1/2 = E [(1 + v2)1/2 + vR ], (2.2.12)
que es el efecto Doppler en te´rminos de energ´ıa. As´ı, el desplazamiento espectral
esta´ dado por
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E ′ −E
E ′
= 1− 1
(1 + v2)1/2 + vR
.
Si la velocidad relativa es pequen˜a, se obtiene
E ′ − E
E ′
≈ 1− 1
1 + 1
2
v2 + vR
≈ 1− (1− 1
2
v2 − vR + v2R),
que nos da la conocida relacio´n
E ′ −E
E ′
≈ 1
2
v2 + vR − v2R ,
donde el te´rmino dominante es la velocidad radial vR (recordemos que se tomo´
c=1).
La ecuacio´n (2.2.12) muestra que las energ´ıas E ′ y E se relacionan, de manera
natural, mediante los te´rminos cinema´ticos que hemos descrito. Hasta el momento,
no se ha considerado efecto gravitatorio alguno pues la me´trica es minkowskiana
([41]).
A continuacio´n, relacionamos las energ´ıas de emisio´n y de recepcio´n con las fre-
cuencias en los respectivos instantes, haciendo uso de la ecuacio´n de la energ´ıa del
foto´n y de las igualdades obtenidas en el anterior tratamiento meca´nico.
En el sistema de referencia del receptor, la energ´ıa viene dada por E = hf = −piV i,
donde f es la frecuencia en el instante de recepcio´n y h la constante de Planck.
En el sistema de referencia del emisor, se tiene E ′ = hf ′ = −pi′V i′ , siendo f ′ la
frecuencia en el instante de emisio´n.
El desplazamiento relativo en frecuencias se obtiene a partir de la relacio´n
E ′ − E
E ′
=
pi′V
i′ − piV i
pi′V i
′
.
Ahora bien, el segundo miembro de esta ecuacio´n puede escribirse en te´rminos de la
derivada de la funcio´n de universo. En efecto, como ya se vio en la definicio´n (2.1.5)
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para un espacio-tiempo general, la geode´sica Γ(P ′P ) que conecta dos sucesos P ′ y P
puede expresarse mediante las ecuaciones parame´tricas xi = ξi(u), para i = 1, .., 4,
con u0 ≤ u ≤ u1, siendo P ′ : xi(u0) y P : xi(u1). Las derivadas covariantes de la
funcio´n de universo respecto de P ′ y P son:
Ωi′(P
′P ) =
∂Ω
∂xi′
= −(u1 − u0)Ui′
Ωi(P
′P ) =
∂Ω
∂xi
= (u1 − u0)Ui
donde U i es el vector tangente dx
i
du
.
Como ya se ha dicho, el cuadrimomento pi del foto´n en P tiene la direccio´n de
la tangente a la geode´sica Γ(P ′P ) y se relaciona con el cuadrimomento pi
′
en P ′
mediante transporte paralelo, que conserva su norma, por lo que podemos escribir
Ui′ = αpi′
Ui = αpi
siendo α la misma constante de proporcionalidad.
Por tanto,
f ′ − f
f ′
=
Ωi′V
i′ + ΩiV
i
Ωi′V i
′
, (2.2.13)
que es la ecuacio´n (2.2.2), con V = A.
Notemos que la frecuencia f ′ es la frecuencia propia de la sen˜al electromagne´tica
emitida por el emisor en su propio sistema de referencia, es decir, en el sistema en
el que esta´ en reposo. La ecuacio´n (2.2.13) contiene, ahora s´ı, el efecto del potencial
gravitatorio y el asociado al movimiento relativo de emisor y receptor ([42]). El
te´rmino efecto Doppler, originalmente, se reserva para este u´ltimo.
La ecuacio´n (2.2.13) es de una gran importancia, dado que es va´lida en cualquier
sistema de referencia. Por ejemplo, puede ser evaluada en un sistema inercial o
en un sistema de coordenadas rotacional. La clave para realizar los ca´lculos es
hallar previamente la funcio´n de universo adecuada al espacio-tiempo en que se
este´ trabajando.
Finalmente, en lo sucesivo, puesto que se ha tomado c = G = 1, se podra´n expresar
todas las magnitudes en una u´nica unidad que, por conveniencia, sera´ segundos.
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2.3. Las funciones de universo para el entorno de
la Tierra
La funcio´n de universo correspondiente al modelo minkowskiano para el entorno de
la Tierra ha sido definida en la primera seccio´n de este cap´ıtulo, en las ecuaciones
(2.1.3) y (2.1.4). Al asumir c = 1, como se viene haciendo, escribimos
Ω(P1P2) =
1
2
(∆xα∆xα −∆t2). (2.3.1)
Esta funcio´n de universo permite derivar las ecuaciones TDOA y FDOA esta´ndar,
usadas en la pra´ctica ([12], [43], [44]). Sin embargo, para obtener ecuaciones pos-
newtonianas, ma´s precisas que las correspondientes a esta aproximacio´n, es suficien-
te considerar una tierra esfe´rica ([45]) y adoptar como modelo de espacio-tiempo
alrededor de la Tierra la aproximacio´n posnewtoniana del campo exterior de Sch-
warzschild, cuya me´trica en coordenadas pseudocartesianas viene dada por ([5])
ds2 = dxαdxα +
2m
r3
1− 2m
r
(
xαxβdxαdxβ
)−(1− 2m
r
)
dt2, (2.3.2)
donde m es la masa de la Tierra, medida en segundos y r es la coordenada radial
de curvatura.
Por tanto, la me´trica que caracteriza la aproximacio´n posnewtoniana de este campo,
en coordenadas ECI, xi ≡ (xα, t), es
ds2 = ǫ gijdx
idxj = ǫ [ηij + γij +O(ε3)]dxidxj
= ǫ [(δαβ + γαβ)dx
αdxβ + (−1 + γ44)dt2] +O(ε3), (2.3.3)
donde γαβ = 2mx
αxβ/r3 y γ44 = 2m/r. No´tese que ǫ = {−1, 0, 1} para vectores dxi
con norma {<,=, > 0}, respectivamente.
Puesto que γij = O(ε2), se puede calcular la funcio´n de universo correspondiente a
(2.3.3) mediante la expresio´n en (2.2.1), de lo que se obtiene
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Ω(P1P2) =
1
2
[
∆xα∆xα − (∆t)2]+m∆xα∆xβ ∫ 1
0
xαxβ
r3
du+m(∆t)2
∫ 1
0
du
r
.
El ca´lculo de las integrales proporciona ([46], [30]):
∆xα∆xβ
∫ 1
0
xαxβ
r3
du = |∆xα|
[
log
(
tan θ1
2
tan θ2
2
)
+ cos θ1 − cos θ2
]
(2.3.4)
y
∫ 1
0
du
r
=
1
|∆xα| log
(
tan θ1
2
tan θ2
2
)
, (2.3.5)
donde θ1, θ2 son, respectivamente, los a´ngulos eucl´ıdeos formados por el vector
∆xα = xα2 − xα1 con los vectores de posicio´n xα1 y xα2 (figura 2.5).
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Figura 2.5 – Los a´ngulos θ1 y θ2.
Por tanto, la funcio´n de universo en estas coordenadas, resulta
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Ω (P1P2) =
1
2
[
∆xα∆xα − (∆t)2]
+ m |∆xα|
[
log
(
tan θ1
2
tan θ2
2
)
+ cos θ1 − cos θ2
]
+
m (∆t)2
|∆xα| log
(
tan θ1
2
tan θ2
2
)
+O(ε3). (2.3.6)
Es conveniente disponer de una expresio´n alternativa para Ω (P1P2), en funcio´n de
variables lineales. En efecto, sea d la distancia eucl´ıdea desde el origen del sistema
ECI hasta la recta que une xα1 y xα2 , y sean r21 = x
α1xα1 , r22 = x
α2xα2 , entonces,
haciendo uso de la identidad trigonome´trica tan θ
2
= sin θ
1+cos θ
podemos escribir, de
acuerdo con la situacio´n que se ilustra en la figura 2.5, las siguientes igualdades
tan
θ1
2
=
sin θ1
1 + cos θ1
=
d
r1 +
√
r21 − d2
y
tan
θ2
2
=
d
r2 +
√
r22 − d2
,
de forma que
tan θ1
2
tan θ2
2
=
r2 +
√
r22 − d2
r1 +
√
r21 − d2
.
Adema´s,
cos θ1 =
√
r21 − d2
r1
, cos θ2 =
√
r22 − d2
r2
Por consiguiente, (2.3.6) pasa a ser ([30])
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Ω (P1P2) =
1
2
[
∆xα∆xα − (∆t)2]
+ m |∆xα|
[
log
(
r2 +
√
r22 − d 2
r1 +
√
r21 − d 2
)
+
√
r21 − d 2
r1
−
√
r22 − d 2
r2
]
+
m (∆t)2
|∆xα| log
(
r2 +
√
r22 − d 2
r1 +
√
r21 − d 2
)
+O(ε3). (2.3.7)
En el caso de que se tengan sucesos P1, P2 cuyas coordenadas x
α1 , xα2 , en los
respectivos instantes t1 y t2, este´n alineadas con el origen del sistema ECI, se toma
el l´ımite de (2.3.7) cuando d → 0, con lo que resulta que la funcio´n de universo
para el entorno de la Tierra se simplifica a:
Ω(P1P2) =
1
2
[
∆xα∆xα − (∆t)2]
+ m
[
|∆xα|+ (∆t)
2
|∆xα|
]
log
r2
r1
+O(ε3). (2.3.8)
Como se puede ver, las expresiones (2.3.6), (2.3.7) y (2.3.8) son generalizaciones
naturales de la funcio´n de universo minkowskiana puesto que si el espacio que rodea
a la Tierra fuera plano, los te´rminos de segundo orden en ellas desaparecer´ıan y se
tendr´ıa
Ω(P1P2) =
1
2
[
∆xα∆xα − (∆t)2] , (2.3.9)
que es la funcio´n de universo en (2.1.3), con c = 1.
Para el caso minkowskiano, las derivadas parciales de Ω(P1P2), es decir, Ωi1 , Ωi2 ,
se reducen a las simples expresiones siguientes:
Ωα1 = −∆xα, Ω41 = −∆t; Ωα2 = ∆xα, Ω42 = ∆t, (2.3.10)
que son las posiciones minkowskianas de P1 respecto de P2 y de P2 respecto de P1
respectivamente, como se indico´ en la propiedad sexta.
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Para el modelo posnewtoniano, las derivadas parciales de Ω(P1P2) cuando P1 y P2
no esta´n alineados con el centro del sistema ECI, se obtienen a partir de (2.3.7) y
son
Ωα1 = −∆xα −m
∆xα
|∆xα|
[
log
(
r2 +
√
r22 − d 2
r1 +
√
r21 − d 2
)
+
√
r21 − d 2
r1
−
√
r22 − d 2
r2
]
−m|∆xα|
√
r21 − d 2
r31
xα1 +m(∆t)2
∆xα
|∆xα|3 log
(
r2 +
√
r22 − d 2
r1 +
√
r21 − d 2
)
−m(∆t)
2
|∆xα|
xα1
r1
√
r21 − d 2
+O(ε3),
Ωα2 = ∆x
α +m
∆xα
|∆xα|
[
log
(
r2 +
√
r22 − d 2
r1 +
√
r21 − d 2
)
+
√
r21 − d 2
r1
−
√
r22 − d 2
r2
]
+m|∆xα|
√
r22 − d 2
r32
xα2 −m(∆t)2 ∆x
α
|∆xα|3 log
(
r2 +
√
r22 − d 2
r1 +
√
r21 − d 2
)
+
m(∆t)2
|∆xα|
xα2
r2
√
r22 − d 2
+O(ε3),
Ω41 = −Ω42 = ∆t− 2m
∆t
|∆xα| log
(
r2 +
√
r22 − d 2
r1 +
√
r21 − d 2
)
+O(ε3), (2.3.11)
Para el caso alineado, de (2.3.8) resulta
Ωα1 = −∆xα +m
[
− ∆x
α
|∆xα| +
∆xα
|∆xα|3 (∆t)
2
]
log
r2
r1
−m
[
|∆xα|+ (∆t)
2
|∆xα|
]
xα1
r21
+O(ε3),
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Ωα2 = ∆x
α +m
[
∆xα
|∆xα| −
∆xα
|∆xα|3 (∆t)
2
]
log
r2
r1
+m
[
|∆xα|+ (∆t)
2
|∆xα|
]
xα2
r22
+O(ε3),
Ω41 = −Ω42 = ∆t− 2m
∆t
|∆xα| log
r2
r1
+O(ε3). (2.3.12)
2.4. La ecuacio´n del tiempo
La relacio´n que muestra el tiempo que emplea una sen˜al electromagne´tica en conec-
tar dos sucesos del espacio-tiempo se conoce como ecuacio´n del tiempo. De acuerdo
con la aproximacio´n posnewtoniana, la sen˜al experimenta un retraso respecto del
tiempo calculado mediante la aproximacio´n minkowskiana, debido a que la trayecto-
ria recorrida por la sen˜al es curva y, por tanto, ma´s larga que el segmento rectil´ıneo
que unir´ıa los dos sucesos si el espacio fuera plano. Este retraso se conoce como efec-
to Shapiro o Shapiro time-delay ([47]). Para un espacio-tiempo dado por (2.3.2),
la ecuacio´n del tiempo se puede deducir de una manera verdaderamente sencilla
por medio de las funciones de universo (2.3.6) y (2.3.8), o bien, alternativamente,
mediante (2.3.7) ([48]). En efecto, puesto que para una sen˜al electromagne´tica que
enlaza dos sucesos P1 y P2, se tiene Ω(P1P2) = 0, basta con obtener una solucio´n
de esta ecuacio´n en primer orden de aproximacio´n e iterarla en los te´rminos de
segundo orden. Entonces, a partir de (2.3.9), escribimos
Ω(P1P2) =
1
2
[∆xα∆xα − (∆t)2] = 0,
de donde
(∆t)2 = ∆xα∆xα = |∆xα|2, (2.4.1)
que introducido en los te´rminos de orden superior de (2.3.6) da lugar a
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0 =
1
2
[
∆xα∆xα − (∆t)2]+m|∆xα|[log(tan θ12
tan θ2
2
)
+ cos θ1 − cos θ2
]
+
m|∆xα|2
|∆xα| log
(
tan θ1
2
tan θ2
2
)
+O(ε3),
de forma que se obtiene
(∆t)2 = |∆xα|2
{
1 +
2m
|∆xα|
[
2 log
(
tan θ1
2
tan θ2
2
)
+ cos θ1 − cos θ2
]}
+O(ε3)
y, finalmente,
∆t = |∆xα|
{
1 +
m
|∆xα|
[
2 log
(
tan θ1
2
tan θ2
2
)
+ cos θ1 − cos θ2
]}
+O(ε3). (2.4.2)
La comparacio´n con (2.4.1) permite identificar inmediatamente el te´rmino corres-
pondiente al efecto Shapiro.
Equivalentemente, a partir de (2.3.7), resulta
∆t = |∆xα|
{
1 +
m
|∆xα|
[
2 log
(
r2 +
√
r22 − d 2
r1 +
√
r21 − d 2
)
+
√
r21 − d 2
r1
− +
√
r22 − d 2
r2
]}
+O(ε3). (2.4.3)
La ecuacio´n del tiempo para el caso alineado se obtiene fa´cilmente tomando el l´ımite
de (2.4.3) cuando d→ 0:
∆t = |∆xα|
{
1 +
2m
|∆xα| log
r2
r1
}
+O(ε3). (2.4.4)
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2.5. Resumen
La importancia de la funcio´n de universo de Synge como herramienta matema´tica
para derivar las ecuaciones TDOA-FDOA, exige que se le dedique un cap´ıtulo para
definirla rigurosamente, dar sus propiedades y construir la funcio´n adecuada a cada
espacio-tiempo en que se enmarca el procedimiento de geolocalizacio´n. La funcio´n
de universo permite una formulacio´n tensorial de las ecuaciones y constituye la
expresio´n finita del elemento de l´ınea en un espacio-tiempo determinado. En un
espacio eucl´ıdeo, dados dos puntos, P1 y P2, unidos por una u´nica l´ınea recta,
Ω(P1P2) es una funcio´n suave no negativa de las seis coordenadas, tres de cada
punto. En un espacio-tiempo relativista, para cualesquiera dos sucesos P1 y P2,
unidos por una u´nica geode´sica, la funcio´n de universo depende de ocho coordenadas
y puede ser positiva, negativa o cero, segu´n sea la conexio´n espacio-temporal entre
los sucesos. En cualquier caso es, salvo signo, la mitad del cuadrado de la distancia
geode´sica entre P1 y P2.
Dado que Ω(P1P2) es una funcio´n suave de P1 y P2, se pueden definir sin am-
bigu¨edad sus derivadas parciales respecto de las coordenadas de estos y admite un
desarrollo en serie de potencias en torno a los dos sucesos. Ello permite obtener la
relacio´n (2.2.2) para el desplazamiento relativo en frecuencias de la que se derivan
las ecuaciones FDOA.
No obstante, la propiedad fundamental de la que se obtienen las ecuaciones TDOA
y la ecuacio´n del tiempo es la que afirma que dos sucesos P1 y P2 esta´n unidos
por una sen˜al electromagne´tica si y solo si Ω(P1P2) = 0. La deduccio´n de estas
ecuaciones se lleva a cabo en el siguiente cap´ıtulo.
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Cap´ıtulo 3
Geolocalizacio´n mediante
TDOA-FDOA
3.1. Planteamiento general
En este cap´ıtulo se propone el me´todo que permite determinar un´ıvocamente: 1)
las posiciones de radiotransmisores pasivos en los instantes de emisio´n de alguna
sen˜al electromagne´tica, en particular, cuando esta se emite desde el espacio exterior
y 2) las velocidades de los radiotransmisores y las frecuencias de emisio´n en los
instantes de emisio´n. El me´todo se basa en la utilizacio´n de sistemas de ecuaciones
TDOA y FDOA para no menos de cinco sate´lites y se puede desarrollar con los
dos modelos de espacio-tiempo exterior terrestre que estamos estudiando, el cla´sico
o minkowskiano y el posnewtoniano. Las ecuaciones se han deducido mediante las
funciones de universo de Synge correspondientes a estos dos espacios.
De lo expuesto hasta ahora resulta que, por el hecho de ser la funcio´n de universo
una funcio´n escalar bipuntual, la ecuacio´n de partida para obtener las relaciones
TDOA en ambas aproximaciones es, de acuerdo con la propiedad quinta de la
seccio´n 2.2,
Ω(xiT , x
j
S) = 0, (3.1.1)
esto es, las coordenadas xiT del transmisor T , en el instante de emisio´n de la sen˜al,
y las coordenadas xjS del receptor S, en el instante de recepcio´n, esta´n conectadas
mediante la sen˜al emitida por T .
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Por otro lado, como se menciono´ en el cap´ıtulo uno, la ecuacio´n TDOA ba´sica es la
que relaciona la diferencia de tiempos de llegada de la sen˜al a pares de receptores
con las coordenadas del emisor, siendo conocidas las coordenadas espaciales de
aquellos en los instantes de llegada de la sen˜al.
Sean, pues, xαT las coordenadas espaciales del radiotransmisor T , en el instante x
4
T
de emisio´n de la sen˜al, y sean xαS las coordenadas espaciales del sate´lite S, en el
instante x4S de recepcio´n de la sen˜al.
Considerando la funcio´n de universo para el modelo minkowskiano del espacio-
tiempo alrededor de la Tierra, dada por la ecuacio´n (2.3.1), se tiene para estas
coordenadas
Ω(xiT , x
j
S) =
1
2
[(∆xα)2 − (∆x4)2], (3.1.2)
donde ∆xα = (xαS − xαT ) y ∆x4 = (x4S − x4T ).
De (3.1.1) se deduce, haciendo c = 1, la igualdad
x4S − x4T =| xαS − xαT | ≡ rTS, (3.1.3)
siendo rTS la distancia eucl´ıdea entre las coordenadas de T , en el instante de emi-
sio´n, y las de S, en el instante de recepcio´n. Las coordenadas xαT , x
α
S corresponden,
pues, a instantes diferentes; por esta razo´n, a rTS se le denomina pseudorango de
T a S.
De (3.1.3), resulta
x4S = x
4
T + rTS, (3.1.4)
de manera que escribiendo (3.1.3) para dos sate´lites S1 y S2, y restando, se obtiene
x4S1 − x4S2 =| xαS1 − xαT | − | xαS2 − xαT | ≡ rTS1 − rTS2 ≡ r1,2 (3.1.5)
o, lo que es lo mismo,
40
x4S1 − x4S2 =
√
(x1S1 − x1T )2 + (x2S1 − x2T )2 + (x3S1 − x3T )2
−
√
(x1S2 − x1T )2 + (x2S2 − x2T )2 + (x3S2 − x3T )2, (3.1.6)
que es la ecuacio´n minkowskiana (1.2.1).
Ana´logamente, de acuerdo con (3.1.1), la ecuacio´n TDOA en el modelo posnewto-
niano, tomando la funcio´n (2.3.6), es
x4S1 − x4S2 = r1 − r2 +m
[
2 log
(
tan
θT1
2
tan
θS2
2
tan
θS1
2
tan
θT2
2
)
+(cos θT1 − cos θT2) + (cos θS2 − cos θS1)
]
, (3.1.7)
donde θTi y θSi son los a´ngulos eucl´ıdeos que forman x
α
T y x
α
Si
, respectivamente, con
∆xαi = x
α
Si
− xαT , i = 1, 2 (figura 3.1).
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Figura 3.1 – A´ngulos de la ecuacio´n TDOA en el modelo posnewtoniano
Para el caso en que los sucesos de emisio´n y de recepcio´n, en sus respectivos instan-
tes, este´n alineados con el origen ECI se obtiene, de la funcio´n (2.3.8), la ecuacio´n
TDOA
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x4S1 − x4S2 = r1 − r2 + 2m
(
log
rS1
rS2
)
. (3.1.8)
Por otra parte, teniendo en cuenta que en el modelo minkowskiano las derivadas
primeras de Ω(xiT , x
j
S) vienen dadas por (ve´ase (2.3.10)):
ΩαT = −∆xα, Ω4T = −∆x4; ΩαS = ∆xα, Ω4S = ∆x4 (3.1.9)
y que los vectores unitarios tangentes a las l´ıneas de universo LT de T y LS de S,
en x4T y x
4
S, respectivamente, tienen por componentes ([49]):
AαT = v
α
T+O(ε3), AαS = vαS+O(ε3), A4T =
(dsT
dt
)−1
= A4S =
(dsS
dt
)−1
= 1+O(ε2),
(3.1.10)
se tiene, hasta O(ε2), que
ΩiTA
i
T + ΩiSA
i
S = ∆x
α(vαS − vαT ); ΩjTAjT = |∆xα|,
de forma que
ΩiTA
i
T + ΩiSA
i
S
ΩjTA
j
T
=
∆xα
|∆xγ |(v
α
S − vαT ) +O(ε2),
donde sT , sS son los tiempos propios de T y S respectivamente, y v
α
T , v
α
S son las
velocidades respectivas de T y S, en x4T y x
4
S.
Por lo tanto, de acuerdo con la propiedad se´ptima de la seccio´n 2.2, la relacio´n
entre las frecuencias de emisio´n, fT , y de recepcio´n, fS, es:
fS = fT
{
1− ∆x
α
|∆xγ |(v
α
S − vαT )
}
+O(ε2). (3.1.11)
Ana´logamente, para el modelo posnewtoniano ([49]), se tiene:
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AαT = v
α
T +O(ε3), AαS = vαS +O(ε3),
A4T =
(dsT
dt
)−1
= 1 +
m
rT
+
1
2
(vT )
2 +O(ε3),
A4S =
(dsS
dt
)−1
= 1 +
m
rS
+
1
2
(vS)
2 +O(ε3), (3.1.12)
donde (vT )
2 = vαTv
α
T y (vS)
2 = vαSv
α
S .
Entonces,
ΩiTA
i
T + ΩiSA
i
S
ΩjTA
j
T
=
∆xα
|∆xγ|(v
α
S − vαT )
+
m
rT
− m
rS
+
1
2
[
(vT )
2 − (vS)2
]
+
∆xα
|∆xγ |(v
α
S − vαT )
∆xβ
|∆xγ|v
β
T +O(ε3), (3.1.13)
y por tanto,
fS = fT
{
1− ∆x
α
|∆xγ |(v
α
S − vαT )
+
m
rS
− m
rT
+
1
2
[
(vS)
2 − (vT )2
]
− ∆x
α
|∆xγ |(v
α
S − vαT )
∆xβ
|∆xγ |v
β
T
}
+O(ε3), (3.1.14)
donde, igual que con respecto a la ecuacio´n (3.1.11), conviene resaltar el hecho de
que (∆xα/|∆xγ |)(vαS−vαT ) es la componente de la diferencia de velocidades, vαS−vαT ,
a lo largo de la direccio´n de observacio´n, en el instante de recepcio´n de la sen˜al.
En adelante, designaremos la direccio´n ∆xα/|∆xγ| como uα y nos referiremos a ella
como la direccio´n LOS, acro´nimo del te´rmino ingle´s Line of Sight (figura 3.2).
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Figura 3.2 – Velocidad relativa ~vST y su proyeccio´n a lo largo de la direccio´n LOS.
Podemos, finalmente, escribir las ecuaciones FDOA en las dos aproximaciones con-
sideradas:
En el modelo minkowskiano la ecuacio´n FDOA correspondiente a S1 y S2 es:
F12 ≡ fS1 − fS2 = fT
{
uα(2)(v
α
S2 − vαT )− uα(1)(vαS1 − vαT )
}
+O(ε2). (3.1.15)
En el modelo posnewtoniano, la ecuacio´n correspondiente a esos dos mismos sate´li-
tes es:
F12 ≡ fS1 − fS2
= fT
{
uα(2)(v
α
S2
− vαT )
[
1 + uβ(2)v
β
T
]− uα(1)(vαS1 − vαT )[1 + uβ(1)vβT ]
+
1
2
[
(vS1)
2 − (vS2)2
]
+
[
m
rS1
− m
rS2
]}
+O(ε3), (3.1.16)
donde los vectores uα(i) = (x
α
Si
−xαT )/|xγSi−xγT |, con i = 1, 2, se calculan previamente,
una vez que se ha resuelto la posicio´n del radiotransmisor, a partir de las medidas
TDOA ([50]).
44
Para la situacio´n en que los sucesos de emisio´n y recepcio´n, en sus respectivos
instantes, se encuentren alineados con el origen del sistema ECI, se tendra´ uα(1) =
uα(2) ≡ uα con lo que, haciendo uso de las ecuaciones (2.3.12) y (2.4.4), resulta la
ecuacio´n FDOA
F12 = fT
{[
(vαS2 − vαS1)uα
] [
1 + vβTu
β
]
+
[
m
rS1
− m
rS2
]
+
1
2
[
(vS1)
2 − (vS2)2
]}
+O(ε3). (3.1.17)
La ecuacio´n (3.1.16) es el punto culminante al que se llega en esta tesis y ello obliga
a concentrarse en ella. En efecto, se observa que el formalismo posnewtoniano an˜ade
cuatro te´rminos a la ecuacio´n FDOA minkowskiana (3.1.15), los cuales son determi-
nantes para aumentar la precisio´n en el ca´lculo de la velocidad del radiotransmisor
que orbita en el entorno de la Tierra. Estos te´rminos son [51]:
1
2
[
(vS1)
2 − (vS2)2
]
,
[
m
rS1
− m
rS2
]
,
uα(1)(v
α
S1
− vαT )(uβ(1)vβT ), uα(2)(vαS2 − vαT )(uβ(2)vβT ). (3.1.18)
Ahora bien, dependiendo de las configuraciones de sate´lites elegidas, que han de
plantearse cuidadosamente, los dos primeros te´rminos podr´ıan no aportar una con-
tribucio´n significativa, independientemente de la posicio´n en que se encuentre el
radiotransmisor. As´ı ocurre, por ejemplo, cuando ambos sate´lites esta´n en la misma
o´rbita circular, en los instantes de recepcio´n de la sen˜al. Sin embargo, la contribucio´n
de los otros dos te´rminos no puede ser ignorada, cualquiera que sea el escenario, y
siempre aumenta la precisio´n que se logra cuando se considera u´nicamente el marco
minkowskiano ([49]).
T´ıpicamente, las aportaciones de estos dos te´rminos son del orden de 10−10 para
radiotransmisores en o´rbita terrestre, que equivalen a correcciones en velocidades
de 2 cm/s, que son las que actualmente se tienen en cuenta en Navegacio´n ([52],
[53], [54]).
Los te´rminos a los que aludimos se convierten, as´ı, en el testigo sobre el que recae el
aumento de la precisio´n en el ca´lculo de vT y de fT . Ellos, por s´ı mismos, justifican
el desarrollo de las ecuaciones en el marco posnewtoniano.
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Como se vera´ en la Seccio´n 3.3, el nu´mero de sate´lites que se necesita para deter-
minar un´ıvocamente las cuatro inco´gnitas (vαT , fT ), mediante ecuaciones del tipo
(3.1.15) o (3.1.16), tiene que ser mayor de cuatro. En general, igual que para deter-
minar la posicio´n del radiotransmisor y el instante de emisio´n, cinco son suficientes e
incluso pueden ser los mismos en ambos procedimientos. Ello da lugar a un elevado
nu´mero de configuraciones de las cuales algunas permiten simplificar las ecuaciones
FDOA, aunque no todas sera´n adecuadas. Atendiendo a las inco´gnitas (xαT (tT ), tT ),
que son las que se resuelven por TDOA, se reducen cualitativamente a tres tipos,
que son los siguientes:
1. Configuraciones para las cuales las posiciones xαSi y x
α
Sj
de algu´n par de sate´li-
tes, Si, Sj, en sus respectivos instantes de recepcio´n, tSi , tSj , no esta´n alineadas
con xαT ni con el origen del sistema ECI. La ecuacio´n TDOA para este par,
es:
tSi−tSj = ri,j+m
[
2 log
(rSi + dSi)(rT + dTj )
(rSj + dSj)(rT + dTi)
+
dTi − dTj
rT
+
dSj
rSj
− dSi
rSi
]
+O(ε3),
(3.1.19)
donde ri,j = | xαSi(tSi) − xαT (tT )| − | xαSj(tSj ) − xαT (tT )| ; d2Ti = r2T − d2i , d2Si =
r2Si − d2i , siendo di la distancia ecucl´ıdea desde el origen ECI hasta la recta
que une xαT (tT ) y x
α
Si
(tSi), y ana´logamente para los te´rminos en j.
2. Configuraciones para las que uno de los sate´lites de la ecuacio´n, digamos Si,
esta´ alineado en el instante de recepcio´n, tSi , con x
α
T y con el origen ECI. La
ecuacio´n TDOA, en este caso, es:
tSi − tSj = ri,j +m
[
2 log
rSi(rT + dTj )
rT (rSj + dSj )
+
dSj
rSj
− dTj
rT
]
+O(ε3). (3.1.20)
3. Situacio´n en la que se da el alineamiento de algu´n par de sate´lites, Si y Sj ,
en los respectivos instantes de recepcio´n, con la posicio´n del radiotransmisor,
xαT , y con el origen ECI. La ecuacio´n TDOA es:
tSi − tSj = ri,j + 2m log
rSi
rSj
+O(ε3). (3.1.21)
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Sin embargo, no es aconsejable disponer sate´lites Si, Sj que orbiten en determinadas
trayectorias, como las cuasi circulares con el mismo semieje, ya que se pueden
producir diferencias TDOA nulas.
En general, una primera regla para adoptar configuraciones ido´neas a la hora de
resolver el problema de la determinacio´n de las posiciones y velocidades de un ra-
diotransmisor con el me´todo combinado TDOA-FDOA es que cuanto mayor sea la
diferencia de distancias del radiotransmisor a los sate´lites, mayor precisio´n se alcan-
zara´ en la resolucio´n de las inco´gnitas (xαT , x
4
T ); y cuanto menor sea esta distancia,
mayor precisio´n se obtendra´ en la determinacio´n de (vαT , fT ), lo que obviamente
requiere el estudio de las condiciones de compatibilidad, que es lo que se realiza en
las dos siguientes secciones.
3.2. Las ecuaciones TDOA
En esta seccio´n se analiza y mejora el me´todo de geolocalizacio´n por TDOA desa-
rrollado en [30], el cual proporciona localizacio´n u´nica, utilizando un mı´nimo de
cinco sate´lites. Como se acaba de sen˜alar, para obtener la mayor precisio´n en este
procedimiento se requieren diferencias apreciables de tiempos de llegada de la sen˜al
a los receptores, lo que se favorece situando convenientemente estos en o´rbitas dis-
tantes entre s´ı. De aqu´ı, la idoneidad de utilizar simulta´neamente sate´lites LEO y
sate´lites geoestacionarios.
De la relacio´n fundamental de partida (3.1.1) se deducen ecuaciones TDOA no
lineales en los dos modelos de espacio-tiempo estudiados. Por ello, para construir
ecuaciones lineales se requiere la utilizacio´n de un conjunto extra de relaciones que
liguen las medidas de diferencias TDOA entre receptores.
3.2.1. Ecuaciones en el modelo minkowskiano
Consideremos tres sate´lites, Si, Sj y Sk. Los datos TDOA medidos entre los co-
rrespondientes pares se designan por ri,j, rj,k y ri,k. Se comprueba que estos datos
cumplen la relacio´n
ri,j + rj,k − ri,k = 0, (3.2.1)
donde
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ri,j ≡ ri − rj,
rj,k ≡ rj − rk,
ri,k ≡ ri − rk (3.2.2)
Entonces, para cinco sate´lites, S1, ..., S5, se tiene el conjunto de diez relaciones
siguiente:
r3,2 + r2,1 − r3,1 = 0,
r4,3 + r3,1 − r4,1 = 0,
r4,2 + r2,1 − r4,1 = 0,
r4,3 + r3,2 − r4,2 = 0,
r5,4 + r4,1 − r5,1 = 0,
r5,3 + r3,1 − r5,1 = 0,
r5,2 + r2,1 − r5,1 = 0,
r5,4 + r4,2 − r5,2 = 0,
r5,4 + r4,3 − r5,3 = 0,
r5,3 + r3,2 − r5,2 = 0. (3.2.3)
A partir de (3.2.2) formamos los productos
r3,2r2,1r3,1 = (r3 − r2)(r2 − r1)(r3 − r1) = r3,2r21 + r2,1r23 − r3,1r22,
r4,3r3,1r4,1 = (r4 − r3)(r3 − r1)(r4 − r1) = r4,3r21 + r3,1r24 − r4,1r23,
r4,2r2,1r4,1 = (r4 − r2)(r2 − r1)(r4 − r1) = r4,2r21 + r2,1r24 − r4,1r22,
r4,3r3,2r4,2 = (r4 − r3)(r3 − r2)(r4 − r2) = r4,3r22 + r3,2r24 − r4,2r23,
r5,4r4,1r5,1 = (r5 − r4)(r4 − r1)(r5 − r1) = r5,4r21 + r4,1r25 − r5,1r24,
r5,3r3,1r5,1 = (r5 − r3)(r3 − r1)(r5 − r1) = r5,3r21 + r3,1r25 − r5,1r23,
r5,2r2,1r5,1 = (r5 − r2)(r2 − r1)(r5 − r1) = r5,2r21 + r2,1r25 − r5,1r22,
r5,4r4,2r5,2 = (r5 − r4)(r4 − r2)(r5 − r2) = r5,4r22 + r4,2r25 − r5,2r24,
r5,4r4,3r5,3 = (r5 − r4)(r4 − r3)(r5 − r3) = r5,4r23 + r4,3r25 − r5,3r24,
r5,3r3,2r5,2 = (r5 − r3)(r3 − r2)(r5 − r2) = r5,3r22 + r3,2r25 − r5,2r23. (3.2.4)
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En este conjunto, se sustituye r2i por (x
α
Si
− xαT )(xαSi − xαT ), y se designan por Ki
los valores xαSix
α
Si
. Denotando por (x, y, z) las coordenadas xαT del transmisor, en
el instante de emisio´n, y por (xi, yi, zi) las de los sate´lites x
α
Si
, en los respectivos
instantes de recepcio´n, se tienen r2i = (xi−x)2+(yi−y)2+(zi−z)2 yKi = x2i+y2i+z2i ,
con i = 1, .., 5. Entonces, para la primera ecuacio´n (3.2.4), se tiene:
r3,2r2,1r3,1 = r3,2r
2
1 + r2,1r
2
3 − r3,1r22 = r3,2 [(x1 − x)2 + (y1 − y)2 + (z1 − z)2]
+ r2,1 [(x3 − x)2 + (y3 − y)2 + (z3 − z)2]− r3,1 [(x2 − x)2 + (y2 − y)2 + (z2 − z)2]
= r3,2(x
2
1+y
2
1+z
2
1)+ r2,1(x
2
3+y
2
3+z
2
3)−r3,1(x22+y22+z22)−2(r3,2x1+r2,1x3−r3,1x2)x
−2(r3,2y1+r2,1y3−r3,1y2)y−2(r3,2z1+r2,1z3−r3,1z2)z+(r3,2+r2,1−r3,1)(x2+y2+z2)
= r3,2K1 + r2,1K3 − r3,1K2 +m1x+ n1y + v1z + (r3,2 + r2,1 − r3,1)(x2 + y2 + z2).
La primera relacio´n en (3.2.3) es r3,2+ r2,1− r3,1 = 0, con lo cual el u´ltimo te´rmino
obtenido se anula y la ecuacio´n se convierte en
r3,2r2,1r3,1 = l1 +m1x+ n1y + v1z
Operando de forma ana´loga con el resto de las ecuaciones (3.2.4), se obtiene el
sistema:
r3,2r2,1r3,1 = l1 +m1x+ n1y + v1z,
r4,3r3,1r4,1 = l2 +m2x+ n2y + v2z,
r4,2r2,1r4,1 = l3 +m3x+ n3y + v3z,
r4,3r3,2r4,2 = l4 +m4x+ n4y + v4z,
r5,4r4,1r5,1 = l5 +m5x+ n5y + v5z,
r5,3r3,1r5,1 = l6 +m6x+ n6y + v6z,
r5,2r2,1r5,1 = l7 +m7x+ n7y + v7z,
r5,4r4,2r5,2 = l8 +m8x+ n8y + v8z,
r5,4r4,3r5,3 = l9 +m9x+ n9y + v9z,
r5,3r3,2r5,2 = l10 +m10x+ n10y + v10z, (3.2.5)
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donde
l1 = r3,2K1 + r2,1K3 − r3,1K2,
l2 = r4,3K1 + r3,1K4 − r4,1K3,
l3 = r4,2K1 + r2,1K4 − r4,1K2,
l4 = r4,3K2 + r3,2K4 − r4,2K3,
l5 = r5,4K1 + r4,1K5 − r5,1K4,
l6 = r5,3K1 + r3,1K5 − r5,1K3,
l7 = r5,2K1 + r2,1K5 − r5,1K2,
l8 = r5,4K2 + r4,2K5 − r5,1K4,
l9 = r5,4K3 + r4,3K5 − r5,3K4,
l10 = r5,3K2 + r3,2K5 − r5,2K3;
m1 = −2 (r3,2x1 + r2,1x3 − r3,1x2),
m2 = −2 (r4,3x1 + r3,1x4 − r4,1x3),
m3 = −2 (r4,2x1 + r2,1x4 − r4,1x2),
m4 = −2 (r4,3x2 + r3,2x4 − r4,2x3),
m5 = −2 (r5,4x1 + r4,1x5 − r5,1x4),
m6 = −2 (r5,3x1 + r3,1x5 − r5,1x3),
m7 = −2 (r5,2x1 + r2,1x5 − r5,1x2),
m8 = −2 (r5,4x2 + r4,2x5 − r5,2x4),
m9 = −2 (r5,4x3 + r4,3x5 − r5,3x4),
m10 = −2 (r5,3x2 + r3,2x5 − r5,2x3);
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n1 = −2 (r3,2y1 + r2,1y3 − r3,1y2),
n2 = −2 (r4,3y1 + r3,1y4 − r4,1y3),
n3 = −2 (r4,2y1 + r2,1y4 − r4,1y2),
n4 = −2 (r4,3y2 + r3,2y4 − r4,2y3),
n5 = −2 (r5,4y1 + r4,1y5 − r5,1y4),
n6 = −2 (r5,3y1 + r3,1y5 − r5,1y3),
n7 = −2 (r5,2y1 + r2,1y5 − r5,1y2),
n8 = −2 (r5,4y2 + r4,2y5 − r5,2y4),
n9 = −2 (r5,4y3 + r4,3y5 − r5,3y4),
n10 = −2 (r5,3y2 + r3,2y5 − r5,2y3);
y
v1 = −2 (r3,2z1 + r2,1z3 − r3,1z2),
v2 = −2 (r4,3z1 + r3,1z4 − r4,1z3),
v3 = −2 (r4,2z1 + r2,1z4 − r4,1z2),
v4 = −2 (r4,3z2 + r3,2z4 − r4,2z3),
v5 = −2 (r5,4z1 + r4,1z5 − r5,1z4),
v6 = −2 (r5,3z1 + r3,1z5 − r5,1z3),
v7 = −2 (r5,2z1 + r2,1z5 − r5,1z2),
v8 = −2 (r5,4z2 + r4,2z5 − r5,2z4),
v9 = −2 (r5,4z3 + r4,3z5 − r5,3z4),
v10 = −2 (r5,3z2 + r3,2z5 − r5,2z3). (3.2.6)
El conjunto de ecuaciones (3.2.5) relaciona los datos TDOA entre receptores con
las coordenadas del transmisor y con el instante de emisio´n, objetivos de esta parte
del problema. Se necesitan u´nicamente tres de estas ecuaciones para hallarlos.
Los sistemas formados por tres ecuaciones elegidas de entre las cuatro primeras
del conjunto (3.2.5) no dan solucio´n u´nica al problema de la localizacio´n del ra-
diotransmisor, dado que existe dependencia lineal entre cualesquiera tres de ellas
([12], [30]). Solo dos son independientes. Se observa, adema´s, que las cuatro prime-
ras involucran solamente cuatro de los cinco sate´lites. Escogemos, por consiguiente,
las dos primeras y junto con la quinta, construimos el sistema lineal de ecuaciones
TDOA, que en representacio´n matricial, se escribe:
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 m1 n1 v1m2 n2 v2
m5 n5 v5
 xy
z
 =
 r3,2r2,1r3,1 − l1r4,3r3,1r4,1 − l2
r5,4r4,1r5,1 − l5,
 (3.2.7)
o, en notacio´n compacta,
M ~x = N.
Las condiciones para la independencia lineal del sistema (3.2.7) se determinan exi-
giendo que el determinante de la matrizM de los coeficientes sea no nulo. Siguiendo
un proceso de eliminacio´n mediante operaciones elementales ([55], [56]), se llega a
una matriz triangular equivalente a M, que nos permite calcular su determinante
de manera sencilla:
(m1 n1 v1
0 m1n2−n1m2 m1v2−v1m2
0 0 (m1v2−v1m2)(m1n5−n1m5)−(m1n2−n1m2)(m1v5−v1m5)
)
Se obtiene:
detM = m1(m1n2 − n1m2)
× [(m1v2 − v1m2)(m1n5 − n1m5)− (m1n2 − n1m2)(m1v5 − v1m5)]
6= 0. (3.2.8)
Este resultado establece que ninguno de los factores en (3.2.8) puede ser nulo. Por
tanto, las condiciones para la independencia lineal que se deben dar simulta´nea-
mente son:
a) m1 6= 0,
b) (m1n2 − n1m2) 6= 0,
c) (m1v2 − v1m2)(m1n5 − n1m5)− (m1n2 − n1m2)(m1v5 − v1m5) 6= 0.
Estudiemos estas tres condiciones:
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a) La condicio´n m1 6= 0 debe interpretarse en el sentido de que basta con que
cualquiera de los mi involucrados, i = 1, 2, 5, sea no nulo. En el caso de que es-
pec´ıficamente fuera m1 = 0, escoger´ıamos como pivote cualquiera de los otros dos,
no nulo, y el resto de las condiciones ser´ıan equivalentes; supondr´ıa simplemente
una rotacio´n de ı´ndices.
Escribimos expl´ıcitamente m1, dado en (3.2.6):
m1 = −2(r3,2x1 + r2,1x3 − r3,1x2).
Si los sate´lites S1, S2 y S3 tienen la misma coordenada x respecto del centro ECI,
es decir, si x1 = x2 = x3 ≡ x0, se tiene para m1:
m1 = −2(r3,2 + r2,1 − r3,1)x0
El te´rmino entre pare´ntesis es ide´nticamente cero, por (3.2.3). Por tanto:
La primera condicio´n, m1 6= 0, requiere que los sate´lites S1, S2 y S3 no este´n todos
en un mismo plano paralelo al plano coordenado Y Z, cuando reciban la sen˜al.
b) Observamos, de la matriz M, que la cantidad (m1n2 − n1m2) es el menor com-
plementario de v5. Esto sugiere ver el determinante de M como el producto mixto
de los vectores ~m = (m1, m2, m5), ~n = (n1, n2, n5) y ~v = (v1, v2, v5), esto es:
detM = (~m ∧ ~n) · ~v
Es evidente que los vectores ~m, ~n y ~v no pueden ser coplanarios. Ahora bien,
necesitamos saber lo que significa esto en te´rminos de coordenadas de los sate´lites.
Escribiendo la desigualdad (m1n2 − n1m2) 6= 0 en funcio´n de los valores dados en
(3.2.6), se obtienen expresiones para las coordenadas de los sate´lites que se pueden
agrupar formando determinantes.
Entonces, (m1n2 − n1m2) 6= 0 se escribe:
(r32x1 + r21x3 − r31x2)(r43y1 + r31y4 − r41y3)
6= (r32y1 + r21y3 − r31y2)(r43x1 + r31x4 − r41x3).
53
Desarrollando los productos y agrupando te´rminos, resulta
r32r31(x1y4 − y1x4) + r21r43(x3y1 − y3x1) + r21r31(x3y4 − y3x4)
+ r31r41(x2y3 − y2x3)− r32r41(x1y3 − y1x3)− r31r43(x2y1 − y2x1)
− r31r31(x2y4 − y2x4) 6= 0
Reordenando, llegamos a:
r31r41(x2y3 − y2x3)− r32r41(x1y3 − y1x3) + r31r43(x1y2 − y1x2)
+ r21r31(x3y4 − y3x4)− r31r32(x4y1 − y4x1)− r21r43(x1y3 − y1x3)
− (r31)2(x2y4 − y2x4) 6= 0
O lo que es lo mismo:
∣∣∣∣∣∣
r31r41 r32r41 r31r43
x1 x2 x3
y1 y2 y3
∣∣∣∣∣∣+
∣∣∣∣∣∣
r21r31 −r31r32 −r21r43
x1 x3 x4
y1 y3 y4
∣∣∣∣∣∣ 6= r231(x2y4−y2x4). (3.2.9)
Por tanto, las coordenadas de los sate´lites S1, S2, S3 y S4 junto con los coeficientes
involucrados habra´n de satisfacer la relacio´n (3.2.9).
Respecto de la condicio´n c), se puede interpretar en te´rminos similares a lo obtenido
en la condicio´n b) puesto que son productos de menores complementarios.
Los te´rminos independientes proporcionan, asimismo, condiciones sobre la dispo-
sicio´n de los sate´lites. De anularse todos ellos, la u´nica solucio´n del sistema ser´ıa
la trivial. Por tanto, se tiene que cumplir, al menos, una de las tres desigualdades
siguientes:
r3,2r2,1r3,1 − l1 6= 0
r4,3r3,1r4,1 − l2 6= 0
r5,4r4,1r5,1 − l5 6= 0 (3.2.10)
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o, lo que es lo mismo,
r3,2r2,1r3,1 − r3,2K1 + r2,1K3 − r3,1K2 6= 0
r4,3r3,1r4,1 − r4,3K1 + r3,1K4 − r4,1K3 6= 0
r5,4r4,1r5,1 − r5,4K1 + r4,1K5 − r5,1K4 6= 0
Supo´ngase que la u´nica de las desigualdades (3.2.10) que se cumple es la primera,
entonces en el caso particular de que los sate´lites involucrados en ella este´n a la
misma distancia de la Tierra, se tendra´
K1 = K2 = K3 ≡ K,
por lo que
l1 = r3,2K1 + r2,1K3 − r3,1K2 = (r3,2 + r2,1 − r3,1)K = 0,
donde, de nuevo, la igualdad a cero procede de las relaciones (3.2.3). En este caso,
no podra´ anularse ninguno de los correspondientes coeficientes rij involucrados, es
decir, tendra´ que ser r3,2r2,1r3,1 6= 0.
3.2.2. Ecuaciones en el modelo posnewtoniano
Tal como se obtuvo en (3.1.7), la ecuacio´n TDOA en el modelo posnewtoniano para
dos sate´lites gene´ricos Si, Sj, se escribe:
x4Si − x4Sj = ri − rj +m
[
2 log
(
tan
θTi
2
tan
θSj
2
tan
θSi
2
tan
θTj
2
)
+(cos θTi − cos θTj ) + (cos θSj − cos θSi)
]
. (3.2.11)
Designemos ahora la diferencia x4Si−x4Sj por (ri,j)pN . Entonces la ecuacio´n (3.2.11),
resulta
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(ri,j)pN = ri − rj + pij, (3.2.12)
donde el te´rmino posnewtoniano es
pij = m
[
2 log
(
tan
θTi
2
tan
θSj
2
tan
θTj
2
tan
θSi
2
)
+ (cos θTi − cos θTj ) + (cos θSj − cos θSi)
]
(3.2.13)
y ri − rj corresponde a la solucio´n minkowskiana.
En el caso alineado, de la ecuacio´n (3.1.8), se tiene el ma´s simple te´rmino
pij = 2m log
rSi
rSj
. (3.2.14)
Escribiendo la igualdad (3.2.12) en la forma
(ri,j)pN = (ri − rj)
(
1 +
pij
ri − rj
)
, ri 6= rj (3.2.15)
y designando los te´rminos adimensionales
pij
ri−rj
por ηij, se tiene
(ri,j)pN = (ri − rj) (1 + ηij) , (3.2.16)
donde ηij representan las correcciones posnewtonianas, las cuales dan cuenta de las
diferencias de tiempos que resultan del hecho de que cada receptor mide el instante
de recepcio´n en su propio reloj y de que el emisor registra sus propias mediciones.
Se trata de la combinacio´n del mencionado efecto time delay de Shapiro para Si y
Sj el cual, como ya se dijo, no existe en el modelo minkowskiano.
Teniendo en cuenta la igualdad (3.2.16), se pueden formar las relaciones siguientes:
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(r3,2)pN(r2,1)pN(r3,1)pN = (r3 − r2)(r2 − r1)(r3 − r1)(1 + η32)(1 + η21)(1 + η31)
≈ (r3,2r
2
1 + r2,1r
2
3 − r3,1r22)(1 + η32 + η21 + η31)
(r4,3)pN(r3,1)pN(r4,1)pN = (r4 − r3)(r3 − r1)(r4 − r1)(1 + η43)(1 + η31)(1 + η41)
≈ (r4,3r
2
1 + r3,1r
2
4 − r4,1r23)(1 + η43 + η31 + η41)
(r5,4)pN(r4,1)pN(r5,1)pN = (r5 − r4)(r4 − r1)(r5 − r1)(1 + η54)(1 + η41)(1 + η51)
≈ (r5,4r
2
1 + r4,1r
2
5 − r5,1r24)(1 + η54 + η41 + η51),
(3.2.17)
donde se ha utilizado la aproximacio´n (1+η32)(1+η21)(1+η31) ≈ (1+η32+η21+η31)
para la primera ecuacio´n y, equivalentemente, para las siguientes.
En este conjunto, se sustituye r2i por (xi − x)2 + (yi − y)2 + (zi − z)2, y Ki por
x2i + y
2
i + z
2
i , con i = 1, .., 5, de manera que operando de modo similar a como se
hizo en el caso minkowskiano, las relaciones (3.2.17) se transforman en
(r3,2)pN(r2,1)pN(r3,1)pN = (l1 +m1x+ n1y + v1z)(1 + η32 + η21 + η31)
(r4,3)pN(r3,1)pN(r4,1)pN = (l2 +m2x+ n2y + v2z)(1 + η43 + η31 + η41)
(r5,4)pN(r4,1)pN(r5,1)pN = (l5 +m5x+ n5y + v5z)(1 + η54 + η41 + η51)(3.2.18)
Renombrando te´rminos de la manera siguiente:
l1 = l1(1 + η32 + η21 + η31),
l2 = l2(1 + η43 + η31 + η41),
l5 = l5(1 + η54 + η41 + η51);
m1 = m1(1 + η32 + η21 + η31),
m2 = m2(1 + η43 + η31 + η41),
m5 = m5(1 + η54 + η41 + η51);
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n1 = n1(1 + η32 + η21 + η31),
n2 = n2(1 + η43 + η31 + η41),
n5 = n5(1 + η54 + η41 + η51);
v1 = v1(1 + η32 + η21 + η31),
v2 = v2(1 + η43 + η31 + η41),
v5 = v5(1 + η54 + η41 + η51),
y
q1 = (r3,2)pN(r2,1)pN(r3,1)pN ,
q2 = (r4,3)pN(r3,1)pN(r4,1)pN ,
q5 = (r5,4)pN(r4,1)pN(r5,1)pN , (3.2.19)
el sistema (3.2.18) queda
q1 = l1 +m1x+ n1y + v1z
q2 = l2 +m2x+ n2y + v2z
q5 = l5 +m5x+ n5y + v5z,
que, en forma matricial, se escribe
 m1 n1 v1m2 n2 v2
m5 n5 v5
 xy
z
 =
 q1 − l1q2 − l2
q5 − l5
 (3.2.20)
A la vista de la forma que tienen las ecuaciones (3.2.7) y (3.2.20) conviene observar
que no hay diferencia formal entre las condiciones que han de satisfacerse para que
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existan las soluciones TDOA minkowskiana y posnewtoniana. Designando por M
la matriz de coeficientes y siguiendo el mismo procedimiento llevado a cabo en la
aproximacio´n minkowskiana, se obtiene la siguiente matriz triangular equivalente
a M:
(
m1 n1 v1
0 m1n2−n1m2 m1v2−v1m2
0 0 (m1v2−v1m2)(m1n5−n1m5)−(m1n2−n1m2)(m1v5−v1m5)
)
El determinante de ambas matrices equivalentes es:
detM = m1(m1n2 − n1m2)
× [(m1v2 − v1m2)(m1n5 − n1m5)− (m1n2 − n1m2)(m1v5 − v1m5)]
(3.2.21)
Para que el sistema de ecuaciones (3.2.20) sea linealmente independiente el deter-
minante (3.2.21) debe ser no nulo, lo que se garantiza exigiendo que los tres factores
lo sean, por separado:
m1 6= 0,
(m1n2 − n1m2) 6= 0,
(m1v2 − v1m2)(m1n5 − n1m5)− (m1n2 − n1m2)(m1v5 − v1m5) 6= 0.
Respecto de la condicio´n m1 6= 0, escribimos el valor de m1, dado en (3.2.19):
m1 = −2(r3,2x1 + r2,1x3 − r3,1x2)(1 + η32 + η21 + η31)
Para la situacio´n particular en que x1 = x2 = x3 ≡ x0, se tiene
m1 = −2(r3,2 + r2,1 − r3,1)x0(1 + η32 + η21 + η31)
El te´rmino (r3,2 + r2,1 − r3,1), ide´nticamente cero, anula el coeficiente m1, con lo
cual, igual que en el caso minkowskiano, para que se cumpla la primera condicio´n,
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m1 6= 0, los sate´lites S1, S2 y S3 no pueden estar en un mismo plano paralelo a Y Z,
en el instante de recepcio´n.
Con respecto a la condicio´n siguiente, la cantidad (m1n2 − n1m2) en la matriz M
es el menor complementario de v5 y el determinante de M es el producto mixto de
los vectores ~m = (m1, m2, m5), ~n = (n1, n2, n5) y ~v = (v1, v2, v5), es decir,
detM = (~m ∧ ~n) · ~v
La exigencia de que sea detM 6= 0 implica que los vectores ~m, ~n y ~v no pueden ser
coplanarios.
Se observa que estas condiciones son equivalentes a las del caso minkowskiano. Y
lo mismo puede decirse de la condicio´n (m1v2 − v1m2)(m1n5 − n1m5) − (m1n2 −
n1m2)(m1v5 − v1m5) 6= 0, as´ı como del vector (q1 − l1, q2 − l2, q5 − l5).
3.2.3. Ejemplo de geolocalizacio´n por TDOA
Presentamos un ejemplo en el que se pone de manifiesto que, cuando se observan
las condiciones recie´n obtenidas, pueden aparecer diferencias muy notables entre
los resultados hallados mediante las aproximaciones minkowskiana y posnewtonia-
na, cuando los radiotransmisores se encuentran orbitando alrededor de la Tierra.
En la simulacio´n que se muestra, los cinco sate´lites involucrados, S1, ...S5, tienen
diferencias de radios orbitales grandes, en los respectivos instantes de emisio´n. No
obstante, la configuracio´n es bastante usual, ya que todos ellos se encuentran en
o´rbitas cuasi circulares, y esta´ formada por un sate´lite LEO, dos sate´lites MEO y
dos GEO. Los datos correspondientes a la longitud del nodo ascendente, Ω, inclina-
cio´n de la o´rbita, i, argumento del perigeo junto con la anomal´ıa verdadera, ω+ f ,
y radio orbital, r, de cada uno, en los instantes de recepcio´n, son los siguientes:
S1: Ω1 = −60.01◦; i1 = 0.5◦; (ω + f)1 = 0.5◦; r1 = 0.037002 s
S2: Ω2 = −70◦; i2 = 0◦; (ω + f)2 = 0◦; r2 = 0.14002 s
S3: Ω3 = −65◦; i3 = 0.4◦; (ω + f)3 = 0◦; r3 = 0.09002 s
S4: Ω4 = 56.8
◦; i4 = 0.2
◦; (ω + f)4 = 0
◦; r4 = 0.097002 s
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S5: Ω5 = −60◦; i5 = 0◦; (ω + f)5 = 0◦; r5 = 0.14002 s.
En las figuras que siguen se representan las correcciones en funcio´n de las inclina-
ciones orbitales y de los argumentos del perigeo ma´s las anomal´ıas verdaderas de
los emisores en los instantes de emisio´n:
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Figura 3.3 – Diferencias de distancias minkowskianas y posnewtonianas.
La figura (3.3) muestra la diferencia de distancias obtenidas mediante el formalis-
mo minkowskiano, que es el modelo de geolocalizacio´n actualmente en uso, y la
aproximacio´n posnewtoniana. Se alcanzan diferencias de distancias entre, aproxi-
madamente, 260 m y 400 m, en todo el intervalo de observacio´n, (−80◦, 80◦), tanto
para (ω + f) como para las inclinaciones de los radiotransmisores. El comporta-
miento suave de la funcio´n permite apreciar claramente las variaciones moderadas
a medida que cambian los para´metros de los emisores e identificar ra´pidamente las
regiones de ma´ximo.
Los valores de los a´ngulos, θ1, ..., θ5, que forman las posiciones de los respectivos
sate´lites, S1, ..., S5, con los segmentos que unen las posiciones de los radiotransmi-
sores con las de cada sate´lite, en funcio´n de i y de (ω+f), se muestran en las figuras
(3.4) a (3.8). Estos a´ngulos fueron definidos en las ecuaciones (2.3.4), (2.3.5) y en
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la figura (2.5). Obse´rvese que, aunque el patro´n es muy similar, los valores para
cada a´ngulo son distintos.
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Figura 3.4 – A´ngulo θ1.
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Figura 3.5 – A´ngulo θ2.
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Figura 3.6 – A´ngulo θ3.
63
−100
−50
0
50
100
−100
−50
0
50
100
0
5
10
15
Inclinación (grad)
θ4 (grad)
ω + f  (grad)
Figura 3.7 – A´ngulo θ4.
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Figura 3.8 – A´ngulo θ5.
Finalmente, se incluyen tres figuras en las que se representan los tiempos transcu-
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rridos desde los instantes de emisio´n de las sen˜ales de los radiotransmisores hasta
los de recepcio´n por uno de los sate´lites: S5. En la figura (3.9) se observan los tiem-
pos minkowskianos de llegada de la sen˜al a S5 y en la figura (3.10), los tiempos
posnewtonianos invertidos por la sen˜al en alcanzar este mismo sate´lite.
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Figura 3.9 – Tiempos minkowskianos de llegada de la sen˜al a S5.
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Figura 3.10 – Tiempos posnewtonianos de llegada de la sen˜al a S5.
No´tese que no es posible distinguir la figura (3.10) de la (3.9) pues la escala de
tiempos utilizada no permite establecer diferencias dado que estas son varios o´rdenes
de magnitud menores, como se muestra en la figura (3.11). En efecto, las diferencias
son de 10−7s frente a cente´simas de segundo. Estamos ante una manifestacio´n ma´s
del efecto time delay de Shapiro, propio del marco posnewtoniano, que debe ser
tenido en cuenta para cada sate´lite.
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Figura 3.11 – Diferencias entre tiempos minkowskianos y posnewtonianos de llegada
de la sen˜al a S5.
Estos resultados nos reafirman en el hecho de que para conseguir geolocalizaciones
u´tiles, en tiempo real, se debe aumentar la precisio´n del me´todo esta´ndar y para ello
se ha considerar el espacio-tiempo curvo que rodea a la Tierra lo que, de manera
natural, se hace en el modelo posnewtoniano. De otra forma, los errores en la
localizacio´n del emisor hacen que la determinacio´n de cualquier magnitud obtenida
a partir de la posicio´n y de los a´ngulos en el instante de emisio´n resulte con errores
aumentados.
3.3. Las ecuaciones FDOA
Mediante la geolocalizacio´n FDOA se determinan las componentes de la velocidad
del transmisor en el instante de emisio´n y la frecuencia de la sen˜al emitida ([57]).
Por tanto, son cuatro las inco´gnitas en este problema, de forma que para hallar
su solucio´n basta plantear un sistema de cuatro ecuaciones. En el procedimiento
TDOA, estudiado previamente, quedo´ de manifiesto que cualquier sistema de tres
ecuaciones que no incluyera los cinco sate´lites no proporcionaba solucio´n u´nica, al
no ser linealmente independiente. De la misma manera, en las ecuaciones FDOA,
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necesitamos involucrar al menos cinco sate´lites, si queremos sistemas linealmente
independientes [3].
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Figura 3.12 – Proyecciones de ~vS1T y ~vS2T en las respectivas direcciones LOS (en
rojo).
Por otro lado, es interesante detenerse un instante en la diferencia
uα(2)(v
α
S2
− vαT )− uα(1)(vαS1 − vαT ) (3.3.1)
de la ecuacio´n FDOA (3.1.15). Podemos visualizar gra´ficamente su magnitud, que
depende de la posicio´n de los dos sate´lites respecto del radiotransmisor: la contri-
bucio´n var´ıa notablemente si cada receptor se encuentra a un lado de la recta que
une el origen ECI con el punto donde se halla el radiotransmisor en el instante de
emisio´n, figura 3.12, respecto de la que se produce cuando ambos sate´lites, S1 y
S2, esta´n situados a un mismo lado de dicha recta, cuando reciben la sen˜al, figura
3.13. Adema´s como el transmisor esta´ en movimiento respecto de los sate´lites, la
situacio´n cambia constantemente. Y esto para todas las parejas de sate´lites que
intervengan en la operacio´n. Todo ello hace dif´ıcil preestablecer una configuracio´n
ideal en la que se obtenga una mayor precisio´n en el procedimiento FDOA y que
simplifique los ca´lculos.
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Figura 3.13 – Los receptores S1 y S2 se encuentran a un mismo lado de la recta que
une el origen ECI con el punto donde se halla el transmisor. De nuevo
se indican en rojo las proyecciones de ~vS1T y ~vS2T en las respectivas
direcciones LOS.
3.3.1. Ecuaciones en el modelo minkowskiano
A partir de ecuaciones FDOA como la (3.1.15) construimos el sistema de cuatro
ecuaciones que necesitamos para determinar las tres componentes de la velocidad
del radiotransmisor y la frecuencia de emisio´n. Vamos a comprobar que utilizando
u´nicamente cuatro sate´lites obtenemos un sistema linealmente dependiente. Consi-
deremos, pues, los sate´lites S1 a S4, con los que se registran, por ejemplo, los datos
FDOA siguientes: F12, F13, F42 y F43. El sistema que resulta es, en forma matricial:

u1(1) − u1(2) u2(1) − u2(2) u3(1) − u3(2) −F12
u1(1) − u1(3) u2(1) − u2(3) u3(1) − u3(3) −F13
u1(4) − u1(2) u2(4) − u2(2) u3(4) − u3(2) −F42
u1(4) − u1(3) u2(4) − u2(3) u3(4) − u3(3) −F43


v1T
v2T
v3T
f−1T
 =

uα(1)v
α
S1
− uα(2)vαS2
uα(1)v
α
S1
− uα(3)vαS3
uα(4)v
α
S4
− uα(2)vαS2
uα(4)v
α
S4
− uα(3)vαS3

(3.3.2)
donde, recordemos, uα(i) son ya datos obtenidos de la localizacio´n TDOA, v
α
Si
son las
componentes espaciales de la velocidad del sate´lite i, y vαT y fT son, respectivamente,
las componentes espaciales de la velocidad del transmisor, en el instante de emisio´n,
y la frecuencia de la sen˜al emitida, con i = 1, .., 4 y α = 1, .., 3.
El sistema (3.3.2) se escribe en forma compacta como A~v = B.
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Pues bien, realizando con la matriz A de coeficientes las operaciones elementales
que se sen˜alan, obtenemos la matriz equivalente siguiente:
1a − 2a →
4a − 3a →

u1(3) − u1(2) u2(3) − u2(2) u3(3) − u3(2) −F12 + F13
u1(1) − u1(3) u2(1) − u2(3) u3(1) − u3(3) −F13
u1(4) − u1(2) u2(4) − u2(2) u3(4) − u3(2) −F42
u1(2) − u1(3) u2(2) − u2(3) u3(2) − u3(3) −F43 + F42

Una nueva operacio´n elemental da como resultado:
4a + 1a →

u1(3) − u1(2) u2(3) − u2(2) u3(3) − u3(2) −F12 + F13
u1(1) − u1(3) u2(1) − u2(3) u3(1) − u3(3) −F13
u1(4) − u1(2) u2(4) − u2(2) u3(4) − u3(2) −F42
0 0 0 −F43 + F42 − F12 + F13

Resolviendo las sumas de la u´ltima columna y teniendo en cuenta que Fij = fi−fj ,
se llega a:

u1(3) − u1(2) u2(3) − u2(2) u3(3) − u3(2) −F32
u1(1) − u1(3) u2(1) − u2(3) u3(1) − u3(3) −F13
u1(4) − u1(2) u2(4) − u2(2) u3(4) − u3(2) −F42
0 0 0 0

Es evidente, por tanto, que (3.3.2) es un sistema de ecuaciones linealmente depen-
diente, como hab´ıamos anticipado.
Se comprueba que cualquier combinacio´n que involucre u´nicamente cuatro sate´lites
produce un sistema de ecuaciones FDOA linealmente dependiente. Por tanto, nece-
sitamos incluir, al menos, cinco sate´lites ya sean los utilizados en la geolocalizacio´n
TDOA, ya otros. Consideremos, por consiguiente, mediciones FDOA tomadas de
pares en los que intervienen cinco sate´lites. Una opcio´n es, por ejemplo, los siguien-
tes cuatro datos: F12, F13, F42 y F45. No´tese que el u´nico que cambia respecto de la
eleccio´n arriba considerada es el u´ltimo, que incluye la medida del sate´lite S5.
El sistema de ecuaciones FDOA es ahora:
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
u1(1) − u1(2) u2(1) − u2(2) u3(1) − u3(2) −F12
u1(1) − u1(3) u2(1) − u2(3) u3(1) − u3(3) −F13
u1(4) − u1(2) u2(4) − u2(2) u3(4) − u3(2) −F42
u1(4) − u1(5) u2(4) − u2(5) u3(4) − u3(5) −F45


v1T
v2T
v3T
f−1T
 =

uα(1)v
α
S1
− uα(2)vαS2
uα(1)v
α
S1
− uα(3)vαS3
uα(4)v
α
S4
− uα(2)vαS2
uα(4)v
α
S4
− uα(5)vαS5

Para que este nuevo sistema FDOA proporcione solucio´n u´nica el determinante de
la matriz A de los coeficientes y el vector B de los te´rminos independientes han de
ser no nulos. La obtencio´n de una matriz triangular, como se hizo en el caso TDOA,
nos permite establecer condiciones sobre la disposicio´n de los sate´lites. Enunciamos
las dos primeras, que se obtienen por un proceso de eliminacio´n gaussiana [58]:
Primera condicio´n:
u1(1) − u1(2) 6= 0 (3.3.3)
Las componentes x de los vectores unitarios que se indican no pueden tener el
mismo valor. Esta condicio´n tiene dos implicaciones:
1. Los sate´lites S1 y S2 no pueden estar alineados con el transmisor T .
2. Las proyecciones de los vectores
−−→
TS1 y
−−→
TS2 sobre cualquier plano que contenga
al eje X no pueden ser sime´tricas respecto de dicho eje.
Estos resultados pueden mostrarse ma´s evidentes si se hace uso de los cosenos
directores de los a´ngulos θ 1(1) y θ
1
(2) de los vectores u
α
(1) y u
α
(2) con el eje X , es decir,
si se expresa (3.3.3) como:
cos θ 1(1) 6= cos θ 1(2),
dado que
u1(i) =
x1Si − x1T
ri
= cos θ 1(i),
siendo ri = |xγSi − xγT |, con i = 1, 2.
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La segunda condicio´n es
(u2(1) − u2(3))(u1(1) − u1(2))− (u2(1) − u2(2))(u1(1) − u1(3)) 6= 0, (3.3.4)
que podemos escribir, utilizando los cosenos directores, como
− cos θ 2(1) cos θ 1(2) − cos θ 2(3) cos θ 1(1) + cos θ 2(3) cos θ 1(2)
+ cos θ 2(1) cos θ
1
(3) + cos θ
2
(2) cos θ
1
(1) − cos θ 2(2) cos θ 1(3) 6= 0 (3.3.5)
El hecho de expresar (3.3.4) en la forma (3.3.5), no nos aporta una gran ventaja salvo
en la situacio´n en que el radiotransmisor y los sate´lites S1, S2 y S3 se encuentren en
el plano ecuatorial. En este caso particular, puesto que cos θ 2(i) = sin θ
1
(i), se tiene
(v. figura 3.14):
− sin θ 1(1) cos θ 1(2) − sin θ 1(3) cos θ 1(1) + sin θ 1(3) cos θ 1(2)
+ sin θ 1(1) cos θ
1
(3) + sin θ
1
(2) cos θ
1
(1) − sin θ 1(2) cos θ 1(3) 6= 0, (3.3.6)
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Figura 3.14 – Radiotransmisor T y sate´lite Si en el plano ecuatorial
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que se reduce a
sin(θ12 − θ11) + sin(θ13 − θ12) + sin(θ11 − θ13) 6= 0. (3.3.7)
Para diferencias pequen˜as de a´ngulos, la relacio´n (3.3.7) se aproxima, en primer
orden, a
(θ12 − θ11) + (θ13 − θ12) + (θ11 − θ13) 6= 0. (3.3.8)
Una condicio´n ma´s exige que los te´rminos independientes no se anulen, de forma
que se ha de tener
uα(1)v
α
S1
6= uα(2)vαS2
uα(1)v
α
S1
6= uα(3)vαS3
uα(4)v
α
S4
6= uα(2)vαS2
uα(4)v
α
S4
6= uα(5)vαS5 ,
lo que significa que para cada par de sate´lites S1S2, S1S3, S4S2 y S4S5, las compo-
nentes de las velocidades de cada uno segu´n su direccio´n LOS han de ser distintas.
Si se prefiere, se pueden escribir estas condiciones en funcio´n de los a´ngulos:
|vαSi| cos θLOS(i) 6= |vαSj | cos θLOS(j) (3.3.9)
para cada pareja SiSj, siendo θ
LOS
(i) el a´ngulo formado por v
α
Si
con la direccio´n LOS
de Si a T , y de modo correspondiente para j.
Para el caso en que los mo´dulos de la velocidad de Si y de Sj sean iguales, en los
respectivos instantes de recepcio´n, es decir, para |vαSi| = |vαSj |, la expresio´n (3.3.9)
se convierte en
cos θLOS(i) 6= cos θLOS(j) (3.3.10)
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Obtenemos, de esta manera, una nueva condicio´n angular entre sate´lites, que re-
quiere que las diferencias angulares sean grandes.
No obstante, a partir de la relacio´n (3.3.9) se observa que las restricciones no solo
conciernen a los a´ngulos, sino tambie´n a las distancias, involucradas a trave´s de las
velocidades |vαSi| de los sate´lites.
En general, en este nuevo sistema FDOA se pueden establecer condiciones para
evitar que la matriz A de los coeficientes sea singular. Esto, que anal´ıticamente
resultar´ıa tedioso, se estudia detenidamente en el cap´ıtulo cuatro, donde por medio
de simulaciones nume´ricas, se prueban series de configuraciones de, al menos, cinco
sate´lites y, a la vista de los resultados nume´ricos, se analiza la conveniencia de cada
disposicio´n satelital para la localizacio´n ma´s eficiente y precisa del radiotransmisor.
3.3.2. Ecuaciones en el modelo posnewtoniano
A partir de la ecuacio´n (3.1.16), siguiendo un procedimiento ana´logo al realizado
en la aproximacio´n minkowskiana, se llega a la ecuacio´n matricial
A˜v′ = B˜ (3.3.11)
donde
A˜ =

u1(1)(1− C1)− u1(2)(1− C2), · · · , u3(1)(1− C1)− u3(2)(1− C2), −F12
u1(1)(1− C1)− u1(3)(1− C3), · · · , u3(1)(1− C1)− u3(3)(1− C3), −F13
u1(4)(1− C4)− u1(2)(1− C2), · · · , u3(4)(1− C4)− u3(2)(1− C2), −F42
u1(4)(1− C4)− u1(5)(1− C5), · · · , u3(4)(1− C4)− u3(5)(1− C5), −F45

v′ =

v˜ 1T
v˜ 2T
v˜ 3T
(f˜T )
−1

B˜ =

C1 − C2 − 12H12 −M12 − (uα(1)vαT )2 + (uα(2)vαT )2
C1 − C3 − 12H13 −M13 − (uα(1)vαT )2 + (uα(3)vαT )2
C4 − C2 − 12H42 −M42 − (uα(4)vαT )2 + (uα(2)vαT )2
C4 − C5 − 12H45 −M45 − (uα(4)vαT )2 + (uα(5)vαT )2
 ,
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siendo Ci = u
γ
(i)v
γ
Si
, Hij = [(vSi)
2−(vSj )2],Mij = [m/rSi−m/rSj ], con i, j = 1, ..., 5.
Los te´rminos cuadra´ticos que aparecen al plantear las ecuaciones, dado que son no
lineales, se resuelven por iteracio´n a partir de los valores obtenidos en la aproxi-
macio´n minkowskiana. Evidentemente, una buena pra´ctica consiste en escoger los
mismos sate´lites que realizan las mediciones TDOA. De esta forma, utilizando los
resultados uα(i) proporcionados por estos sate´lites el sistema se realimenta en tiempo
real.
Las condiciones para la solucio´n u´nica de este sistema se determinan de modo
ana´logo a como se hizo en las ecuaciones minkowskianas.
Partiendo de la ecuacio´n (3.1.17) se obtiene el mucho ma´s sencillo sistema de ecua-
ciones para el caso alineado:

D21 u
1 D21 u
2 D21 u
3 −F12
D31 u
1 D31 u
2 D31 u
3 −F13
D24 u
1 D24 u
2 D24 u
3 −F42
D54 u
1 D54 u
2 D54 u
3 −F45


v˜ 1T
v˜ 2T
v˜ 3T
(f˜T )
−1
 =

M21 +
1
2
H21 −D21
M31 +
1
2
H31 −D31
M24 +
1
2
H24 −D24
M54 +
1
2
H54 −D54
 ,
donde Dij = (v
α
Si
− vαSj )uα.
Comparando los sistemas de ecuaciones en las dos aproximaciones resulta inmediato
identificar los te´rminos cinema´ticos y gravitatorios que aparecen en las correcciones
posnewtonianas.
3.3.3. Ejemplo de geolocalizacio´n por FDOA
Al igual que se hizo al final de la seccio´n 3.2, para TDOA, se muestra aqu´ı un ejemplo
de procedimiento FDOA, que satisface las condiciones que acabamos de establecer.
Los resultados evidencian las diferencias de velocidades calculadas mediante las
aproximaciones minkowskiana y posnewtoniana. Se pueden obtener diferencias de
velocidades significativas situando los sate´lites a distancias angulares grandes. Para
ello, consideramos una constelacio´n formada por tres sate´lites GEO y dos MEO,
con los siguientes elementos orbitales:
S1: Ω1 = −60.01◦; i1 = 0.5◦; (ω + f)1 = 0.5◦; r1 = 0.14002 s
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S2: Ω2 = −60.01◦; i2 = 0◦; (ω + f)2 = 0◦; r2 = 0.14002 s
S3: Ω3 = 60.01
◦; i3 = 0.4
◦; (ω + f)3 = 0
◦; r3 = 0.097002 s
S4: Ω4 = −60.01◦; i4 = 0.2◦; (ω + f)4 = 0.5◦; r4 = 0.14002 s
S5: Ω5 = 60.01
◦; i5 = 0
◦; (ω + f)5 = 0
◦; r5 = 0.097002 s.
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Figura 3.15 – Diferencias entre velocidades minkowskianas y posnewtonianas de los
radiotransmisores en los instantes de emisio´n.
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Figura 3.16 – A´ngulos entre velocidades minkowskianas y posnewtonianas.
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Figura 3.17 – Diferencias de frecuencias minkowskianas y posnewtonianas.
Las figuras (3.15), (3.16) y (3.17) muestran las diferencias de velocidades, el a´ngulo
77
entre velocidades y las diferencias de frecuencias, respectivamente, entre las mag-
nitudes minkowskianas y posnewtonianas. Es destacable que, de nuevo, el dominio
de observacio´n abarca el intervalo completo (−80◦, 80◦).
3.4. Resumen
La relacio´n de partida para la obtencio´n de las ecuaciones TDOA y la del tiempo
es la aparentemente simple igualdad Ω(P1P2) = 0, que es equivalente a decir que
los sucesos P1 y P2 esta´n unidos por una sen˜al electromagne´tica. Una vez halladas
las funciones de universo para el entorno de la Tierra, se deducen las ecuaciones
TDOA minkowskiana y posnewtoniana. Esta u´ltima, en su forma ma´s general, ecua-
cio´n (3.1.7), involucra tiempos de recepcio´n, distancias y a´ngulos. Las correcciones
posnewtonianas dan cuenta, asimismo, del efecto time-delay de Shapiro, que no
ocurre en el modelo minkowskiano.
De la relacio´n (2.2.2) para el desplazamiento relativo en frecuencias se deducen las
ecuaciones FDOA, igualdades (3.1.15) a (3.1.17). La aproximacio´n posnewtoniana
an˜ade cuatro te´rminos a la ecuacio´n minkowskiana, de los cuales dos esta´n siempre
presentes cualesquiera que sean las posiciones relativas de sate´lites y emisores, es
decir, aportan siempre contribuciones que aumentan la precisio´n lograda con el
modelo minkowskiano.
Dado que la geolocalizacio´n de un emisor depende fuertemente de la geometr´ıa,
como se sen˜alo´ en el cap´ıtulo uno, las configuraciones de sate´lites receptores deben
ser estudiadas pormenorizadamente puesto que se requiere solucio´n u´nica de los
sistemas de ecuaciones formados. Adema´s, como el me´todo se basa en la eleccio´n
de pares de sate´lites resulta que los sistemas de ecuaciones deben involucrar, al
menos, cinco receptores. En suma, el estudio de la compatibilidad de dichos sistemas
implica establecer condiciones anal´ıticas que se han de probar en escenarios realistas
mediante simulaciones nume´ricas. No obstante, se puede anticipar, a la vista de lo
estudiado en este cap´ıtulo, que se alcanza mayor precisio´n en la operacio´n TDOA
cuanto mayor sea la diferencia de distancias del transmisor a los sate´lites y se
consigue una FDOA ma´s precisa cuanto mayores sean las distancias angulares entre
ellos.
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Cap´ıtulo 4
Simulaciones nume´ricas
El me´todo de geolocalizacio´n que se propone combina dos te´cnicas de gran preci-
sio´n, TDOA y FDOA, en una sola. Si bien, como ya se ha sen˜alado a lo largo de
esta tesis, esta te´cnica conjunta se ha venido utilizando desde hace de´cadas, propor-
cionando el mismo o mayor nivel de precisio´n en las localizaciones que las te´cnicas
individuales de las que parte, es cierto que su uso se ha limitado u´nicamente al
ca´lculo de posiciones ([59]). Puede parecer, en principio, redundante destinar dos
potentes me´todos a una misma funcio´n y a un mismo objetivo. Sin embargo, son
varias las razones que se podr´ıan argumentar para explicar la utilizacio´n que se ha
hecho hasta ahora de la te´cnica TDOA-FDOA: en primer lugar, la necesidad im-
puesta de minimizar el error en el ca´lculo y la imposibilidad de recurrir a medidas
reiteradas, en aquellos escenarios donde se requiere una respuesta en tiempo real,
fundamentalmente en el caso de emisores en movimiento; en segundo te´rmino, al
tratarse de dos te´cnicas de inmediata interpretacio´n geome´trica, la complementarie-
dad de una y otra surge de manera natural cuando se busca una localizacio´n u´nica
(en la seccio´n 1.4 se expuso como la interseccio´n de los hiperboloides TDOA con las
superficies de igual FDOA en forma de huso reduc´ıa el nu´mero de posibles localiza-
ciones del radiotransmisor); por u´ltimo, razones de economı´a de medios pueden ser
esgrimidas en favor del uso de TDOA-FDOA para la determinacio´n de la posicio´n
de un objeto que emite sen˜ales de radiofrecuencia, dado que dos u´nicos receptores
son suficientes para realizar simulta´neamente medidas de tiempo de llegada de la
sen˜al y de diferencia de frecuencias a los mismos, en determinadas situaciones de
procedimientos de geolocalizacio´n de a´mbito local en la superficie de la Tierra.
En nuestro caso, disponemos de un me´todo de localizacio´n precisa exclusivamente
mediante TDOA, desarrollado y verificado para obtener una geolocalizacio´n u´nica
([30]). A partir de esto, observamos que la te´cnica FDOA se muestra sumamente
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versa´til si se le proporcionan datos de posicio´n instanta´neos de los receptores en
movimiento relativo, que utiliza para medir diferencias en frecuencias de la sen˜al
recibida. Por tanto, esta te´cnica se puede consagrar enteramente a determinar la
velocidad del emisor en el instante de emisio´n y la frecuencia de la sen˜al emitida.
Dado que se puede escribir una ecuacio´n para cada componente espacial de la velo-
cidad, no solo se halla el mo´dulo de esta en ese instante sino adema´s su direccio´n.
Esta es la tarea a la que se han dedicado los esfuerzos de esta tesis. Debemos, se-
guidamente, someter las ecuaciones obtenidas en las dos aproximaciones estudiadas
en los cap´ıtulos anteriores, a las pruebas necesarias para demostrar su utilidad, su
viabilidad y ver si cumplen las expectativas de aumento significativo en la precisio´n
para las que han sido desarrolladas. Adema´s, una prueba de realidad consistira´ en
lograr un procedimiento eficiente en el que se contemple un desarrollo que invite
a ser llevado a la pra´ctica, con el menor gasto posible. En definitiva, efectividad y
racionalidad econo´mica deben ayudar a nuestro objetivo.
Con esta mira se desarrollan en este cap´ıtulo simulaciones en las que se prueban las
configuraciones de sate´lites receptores que se han obtenido en el cap´ıtulo tres. All´ı
se discutio´ que se han de utilizar al menos cinco sate´lites para localizacio´n u´nica
y para una u´nica solucio´n FDOA. A partir de ah´ı las posibilidades son infinitas.
Ahora bien, anal´ıticamente se llegaba a las condiciones que deben satisfacer de-
terminados sate´lites, por un lado para las ecuaciones TDOA y, por otro, para las
FDOA. Ellas dan la pauta para elegir los para´metros de los sate´lites involucrados y
se puede extraer una primera conclusio´n que afirma que cuanto mayor sea la dife-
rencia de distancias de los sate´lites al emisor, mejores resultados para distinguir las
posiciones minkowskianas de las posnewtonianas, y cuanto mayor distancia angular
entre sate´lites desde el emisor, mayores diferencias de las velocidades obtenidas en
una y otra aproximaciones. Sin embargo en la pra´ctica, como se vera´, existe una
restriccio´n f´ısica impuesta por el ancho del haz emitido por el radiotransmisor, de
forma que una gran distancia angular impone una pe´rdida de precisio´n, que esta´
establecida entre 1 y 2 grados ([60], [61], [62]).
Comenzamos con las simulaciones en que se utilizan ma´s de cinco sate´lites. Esto
inicia lo que llamaremos la serie 1. As´ı, en la simulacio´n 1.1 el dominio de obser-
vacio´n es amplio, con ω + f dentro del intervalo (−50◦, 60◦) y las inclinaciones en
(−80◦, 80◦):
Los sate´lites que se utilizan tienen los elementos orbitales siguientes:
S1: Ω1 = 40
◦; i1 = 0.5
◦; (ω + f)1 = 0.5
◦; r1 = 0.037002 s
S2: Ω2 = −70◦; i2 = 0◦; (ω + f)2 = 0◦; r2 = 0.14002 s
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S3: Ω3 = −55◦; i3 = 0.4◦; (ω + f)3 = 0◦; r3 = 0.09002 s
S4: Ω4 = 46.8
◦; i4 = 0.2
◦; (ω + f)4 = 0
◦; r4 = 0.097002 s
S5: Ω5 = −10◦; i5 = 0◦; (ω + f)5 = 0◦; r5 = 0.14002 s
S6: Ω6 = 40
◦; i6 = 0.5
◦; (ω + f)6 = 0.5
◦; r6 = 0.14002 s
S7: Ω7 = 46.8
◦; i7 = 0.2
◦; (ω + f)4 = 0.5
◦; r7 = 0.14002 s.
Las mediciones TDOA las realizan los cinco primeros, es decir, S1 a S5 y las FDOA,
los sate´lites S2, S3, S5, S6 y S7.
Con esta configuracio´n se encuentran diferencias de distancias grandes, entre 200 m
y 450 m, como se aprecia en la figura 4.1. El comportamiento para los a´ngulos θ2 y
θ5, elegidos como representativos, se puede seguir en las figuras 4.2 y 4.3, respectiva-
mente; el mı´nimo para θ5 se encuentra para un radiotransmisor en (ω + f) = −7◦,
con una inclinacio´n de 0◦. Asimismo, las diferencias de tiempos minkowskiano y
posnewtoniano se muestran en la figura 4.4.
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Figura 4.4
Las diferencias de velocidades esta´n entre −0.2 y 0.2 km/s, figura 4.5. Los a´ngulos
entre velocidades alcanzan dos ma´ximos de 2.8◦ y 3.7◦, figura 4.6, y las diferencias
de frecuencias llegan a −50 MHz, figura 4.7.
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En la siguiente simulacio´n, 1.2, se utiliza un sate´lite ma´s. Con esta disposicio´n, la
diferencia de distancias se mantiene en los valores de la simulacio´n 1.1, como se ve
en la figura 4.8. Ahora bien, el dominio de observacio´n se ha reducido al intervalo
(40◦, 50◦), para (ω + f), y la inclinacio´n a (60◦, 70◦). La configuracio´n satelital es:
S1: Ω1 = 40
◦; i1 = 0.5
◦; (ω + f)1 = 0.5
◦; r1 = 0.037002 s
S2: Ω2 = −70◦; i2 = 0◦; (ω + f)2 = 0◦; r2 = 0.14002 s
S3: Ω3 = −55◦; i3 = 0.4◦; (ω + f)3 = 0◦; r3 = 0.09002 s
S4: Ω4 = 46.8
◦; i4 = 0.2
◦; (ω + f)4 = 0
◦; r4 = 0.097002 s
S5: Ω5 = −10◦; i5 = 0◦; (ω + f)5 = 0◦; r5 = 0.14002 s
S6: Ω6 = 40
◦; i6 = 0.5
◦; (ω + f)6 = 0.5
◦; r6 = 0.14002 s
S7: Ω7 = 46.8
◦; i7 = 0.2
◦; (ω + f)4 = 0.5
◦; r7 = 0.14002 s.
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S8: Ω8 = −10◦; i8 = 0◦; (ω + f)8 = 0◦; r8 = 0.097002 s.
Los sate´lites S1 a S5 registran las mediciones TDOA y los S2, S3, S6, S7 y S8, las
FDOA.
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Figura 4.8
Las figuras 4.9 y 4.10 muestran que los a´ngulos tampoco han variado respecto de
la simulacio´n anterior. Las diferencias de tiempos se aprecian en la figura 4.11.
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Sin embargo, se produce una disminucio´n de la diferencia de velocidades y de los
a´ngulos entre velocidades de tres o´rdenes de magnitud (figuras 4.12 y 4.13, respec-
tivamente); las diferencias de frecuencias disminuyen, asimismo, en dos o´rdenes de
magnitud (figura 4.14).
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Para la simulacio´n 1.3, los sate´lites se disponen de la siguiente forma:
S1: Ω1 = −60.01◦; i1 = 0.5◦; (ω + f)1 = 0.5◦; r1 = 0.037002 s
S2: Ω2 = −70◦; i2 = 0◦; (ω + f)2 = 0◦; r2 = 0.14002 s
S3: Ω3 = −65◦; i3 = 0.4◦; (ω + f)3 = 0◦; r3 = 0.09002 s
S4: Ω4 = 56.8
◦; i4 = 0.2
◦; (ω + f)4 = 0
◦; r4 = 0.097002 s
S5: Ω5 = −60◦; i5 = 0◦; (ω + f)5 = 0◦; r5 = 0.14002 s
S6: Ω6 = −60.01◦; i6 = 0.5◦; (ω + f)6 = 0.5◦; r6 = 0.14002 s
S7: Ω7 = −60.01◦; i7 = 0◦; (ω + f)7 = 0◦; r7 = 0.14002 s
S8: Ω8 = −60.01◦; i8 = 0.2◦; (ω + f)8 = 0.5◦; r8 = 0.14002 s
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S9: Ω9 = −60◦; i9 = 0◦; (ω + f)9 = 0◦; r9 = 0.097002 s.
Los cinco sate´lites encargados de la operacio´n TDOA son S1 a S5 y de la FDOA,
los sate´lites S3, S6, S7, S8 y S9.
Se puede ampliar el intervalo de (ω + f) a (0◦, 50◦) y el de las inclinaciones de
los radiotransmisores a (−50◦, 50◦). Las diferencias de distancias mantienen valores
estables en torno a los 350 m, como se aprecia en la figura 4.15.
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Se muestra, en esta ocasio´n, en la figura 4.16, el a´ngulo θ1 correspondiente al sate´lite
S1, como ejemplo de valores que se llegan a alcanzar, en torno a 35
◦.
91
−50
0
50
0
20
40
60
24
26
28
30
32
34
36
Inclinación (grad)
θ1 (grad)
ω + f (grad)
Figura 4.16
−50
0
50
0
20
40
60
7.5
8
8.5
9
Inclinación (grad)
θ5 (grad)
ω + f (grad)
Figura 4.17
92
−50
0
50
0
20
40
60
−1.5
−1
−0.5
0
0.5
1
1.5
x 10−7
Inclinación (grad)
Diferencia entre tiempos mink.y p−N a S5 (s)
ω + f (grad)
Figura 4.18
Las magnitudes que dependen de las medidas FDOA muestran valores similares a
los de la simulacio´n 1.2 : la diferencia de velocidades y los a´ngulos entre velocidades
se representan en las figuras 4.19 y 4.20, respectivamente; la diferencia de frecuencias
es menor en un orden de magnitud (figura 4.21).
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En una nueva simulacio´n, 1.4, se vuelve a utilizar siete sate´lites, dispuestos de la
siguiente forma:
S1: Ω1 = 10
◦; i1 = 0.5
◦; (ω + f)1 = 0.5
◦; r1 = 0.037002 s
S2: Ω2 = −70◦; i2 = 0◦; (ω + f)2 = 0◦; r2 = 0.14002 s
S3: Ω3 = −55◦; i3 = 0.4◦; (ω + f)3 = 0◦; r3 = 0.09002 s
S4: Ω4 = 46.8
◦; i4 = 0.2
◦; (ω + f)4 = 0
◦; r4 = 0.097002 s
S5: Ω5 = −10◦; i5 = 0◦; (ω + f)5 = 0◦; r5 = 0.14002 s
S6: Ω6 = 10
◦; i6 = 0.5
◦; (ω + f)6 = 0.5
◦; r6 = 0.14002 s
S7: Ω7 = 46.8
◦; i7 = 0.2
◦; (ω + f)7 = 0
◦; r7 = 0.14002 s.
S1 a S5 hacen las mediciones TDOA y S2, S3, S5, S6 y S7, las FDOA.
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El intervalo de observacio´n es (0◦, 90◦) para (ω + f) y (−90◦, 90◦) para las inclina-
ciones. Se obtienen diferencias de distancias muy similares a las de las simulaciones
anteriores debido a las posiciones de los sate´lites (ve´ase la figura 4.22), lo que tam-
bie´n determina que los a´ngulos se encuentren en valores aproximados (figuras 4.23
y 4.24). Las diferencias de tiempos de llegada de la sen˜al al sate´lite S5 se mantienen
en 10−7 s (figura 4.25).
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Se consigue mejorar sustancialmente los valores pobres obtenidos en la simulacio´n
1.3 para las diferencias de velocidades, los a´ngulos entre las velocidades y diferen-
cias de frecuencias. Ello es explicable pues all´ı las distancias angulares se eligieron
muy pequen˜as y en esta simulacio´n 1.4 se han dispuesto los sate´lites a distancias
angulares grandes, lo cual muestra una vez ma´s que se cumplen las condiciones
enunciadas en el cap´ıtulo tres, en este caso para el procedimiento FDOA. Los re-
sultados se muestran en las figuras (4.26), (4.27) y (4.28).
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Para la simulacio´n 1.5, se escogen los sate´lites S1 a S6 de la simulacio´n anterior y se
modifican la longitud del nodo ascendente y la posicio´n del sate´lite S4. El dominio
de observacio´n es igual para (ω+f), y para las inclinaciones de los radiotransmisores
se elige el intervalo sime´trico (−50◦, 50◦). La configuracio´n de sate´lites es:
S1: Ω1 = 10
◦; i1 = 0.5
◦; (ω + f)1 = 0.5
◦; r1 = 0.03002 s
S2: Ω2 = −70◦; i2 = 0◦; (ω + f)2 = 0◦; r2 = 0.14002 s
S3: Ω3 = −55◦; i3 = 0.4◦; (ω + f)3 = 0◦; r3 = 0.09002 s
S4: Ω4 = 0
◦; i4 = 0.2
◦; (ω + f)4 = 0
◦; r4 = 0.14002 s
S5: Ω5 = −10◦; i5 = 0◦; (ω + f)5 = 0◦; r5 = 0.14002 s
S6: Ω6 = 10
◦; i6 = 0.5
◦; (ω + f)6 = 0.5
◦; r6 = 0.14002 s.
S1 a S5 se encargan de la operacio´n TDOA y S2, S3, S4, S5 y S6, de la FDOA.
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Se encuentran mayores diferencias de distancias, llegando a un ma´ximo de alrededor
de 700 m (figura 4.29). Los a´ngulos y las diferencias de tiempos se apartan poco de
lo visto en las anteriores simulaciones (figuras 4.30 a 4.32).
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Las diferencias de magnitudes relacionadas con FDOA mejoran ligeramente las de
la simulacio´n 1.4 (figuras 4.33 a 4.35).
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En la simulacio´n 1.6 se vuelve a una configuracio´n de ocho sate´lites. Se mantiene
el dominio (−50◦, 50◦) para las inclinaciones y (ω+ f) recorre el intervalo (0◦, 20◦).
Los sate´lites tienen los siguientes datos orbitales:
S1: Ω1 = 10
◦; i1 = 45
◦; (ω+f)1 = 0
◦; r1 = 0.027002 s
S2: Ω2 = −70◦; i2 = 0◦; (ω + f)2 = 0◦; r2 = 0.14002 s
S3: Ω3 = −55◦; i3 = 4◦; (ω + f)3 = 20◦; r3 = 0.08002 s
S4: Ω4 = 6
◦; i4 = 35
◦; (ω + f)4 = 0.4
◦; r4 = 0.04002 s
S5: Ω5 = 9
◦; i5 = 0
◦; (ω + f)5 = 0
◦; r5 = 0.14002 s
S6: Ω6 = 10
◦; i6 = 0.5
◦; (ω + f)6 = 0.5
◦; r6 = 0.14002 s
S7: Ω7 = −55◦; i7 = 0.4◦; (ω + f)7 = 0◦; r7 = 0.09002 s
S8: Ω8 = 46.8
◦; i8 = 0.2
◦; (ω + f)8 = 0
◦; r8 = 0.14002 s.
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S1 a S5 realizan el procedimiento TDOA y S2, S5, S6, S7 y S8, el FDOA.
En la diferencia de distancias, figura 4.36, se observa una funcio´n que crece sua-
vemente y conforma un destacado ma´ximo, que alcanza una cota de 30 metros y
se halla centrado en el dominio de observacio´n. Este patro´n se invierte para las
diferencias de tiempos en las que se observa un mı´nimo, con un valor en torno a
10−8 s (figura 4.39).
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En conjunto, en esta simulacio´n se alcanzan diferencias de valores importantes en
todas las magnitudes, tanto las que afectan a las posiciones como las relativas a
las velocidades y frecuencias. Las gra´ficas correspondientes a las figuras 4.40 a 4.42
son, tambie´n, ejemplos de crecimiento y decrecimiento suaves.
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Se cierra esta serie con una u´ltima simulacio´n, 1.7, que podr´ıa decirse de transicio´n
ya que es una configuracio´n de cinco u´nicos sate´lites que realizan los dos proce-
dimientos, TDOA y FDOA, y sirve de enlace a las que siguen a continuacio´n, en
la serie 2, todas ellas de cinco sate´lites. Los elementos orbitales del conjunto de
receptores son:
S1: Ω1 = 6
◦; i1 = 0.5
◦; (ω + f)1 = 0.5
◦; r1 = 0.057002 s
S2: Ω2 = −4◦; i2 = 0◦; (ω + f)2 = 0◦; r2 = 0.14002 s
S3: Ω3 = 65
◦; i3 = 0.4
◦; (ω + f)3 = 0
◦; r3 = 0.09002 s
S4: Ω4 = −36◦; i4 = 0.2◦; (ω + f)4 = 0◦; r4 = 0.097002 s
S5: Ω5 = 50
◦; i5 = 0
◦; (ω + f)5 = 0
◦; r5 = 0.14002 s.
El intervalo para (ω + f) es (20◦, 55◦) y para las inclinaciones, (80◦, 90◦). Las dife-
rencias de distancias alcanzan todav´ıa valores importantes, como se puede ver en
la figura 4.43, y los a´ngulos se muestran en los o´rdenes ya vistos en las anteriores
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simulaciones (figs. 4.44 y 4.45). Las diferencias de tiempos son de 10−8 s, igual que
en la simulacio´n 1.6 (figura 4.46).
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Las diferencias en las magnitudes que resultan de las medidas FDOA vuelven a
valores pequen˜os: 10−4 km/s para las diferencias de velocidades, (figura 4.47), 10−3
112
grados en los a´ngulos entre velocidades, (figura 4.48), y 10−2 MHz para las diferen-
cias de frecuencias (figura 4.49).
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Comenzamos, seguidamente, una nueva serie de simulaciones, la serie 2, con cons-
telaciones formadas por solo cinco sate´lites, los cuales realizan ambas operaciones,
TDOA y FDOA. Al objeto de obtener unas diferencias apreciables entre las medi-
das minkowskianas y las posnewtonianas, tanto en las magnitudes relacionadas con
TDOA como con FDOA se prueba, en la simulacio´n 2.1, una configuracio´n formada
por tres sate´lites GEO y dos LEO, con un abanico amplio de valores angulares, la
cual se detalla a continuacio´n:
S1: Ω1 = −70◦; i1 = 55◦; (ω + f)1 = 0.12◦; r1 = 0.067 s
S2: Ω2 = −99◦; i2 = 0.1◦; (ω + f)2 = 57◦; r2 = 0.14002 s
S3: Ω3 = −57◦; i3 = 0.1◦; (ω + f)3 = 57◦; r3 = 0.14002 s
S4: Ω4 = 42
◦; i4 = 55
◦; (ω + f)4 = 0.12
◦; r4 = 0.067 s
S5: Ω5 = 70
◦; i5 = 1.5
◦; (ω+f)5 = −20◦; r5 = 0.14002 s.
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El intervalo de exploracio´n se reduce a (−10◦, 10◦) para (ω + f) y (0◦, 10◦) para la
inclinacio´n. Se encuentran las diferencias de distancias que se reflejan en la figura
(4.50).
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En esta ocasio´n se eligen los a´ngulos θ3 y θ5, que se representan en las figuras 4.51
y 4.52, respectivamente.
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La figura 4.53 nos revela diferencias de tiempos de 10−10 s, considerablemente me-
nores que las que se ten´ıan en la serie 1.
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Se tienen valores equilibrados para las diferencias de velocidades, a´ngulos entre
velocidades y diferencias de frecuencias, como puede verse en las figuras 4.54, 4.55
y 4.56, respectivamente.
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En la simulacio´n 2.2 utilizamos un u´nico sate´lite GEO y cuatro LEO, con uno de
ellos ma´s cercano a la superficie de la Tierra; el dominio de observacio´n aumenta
para (ω + f), cubriendo el intervalo (−10◦, 50◦) y las inclinaciones se reducen a
(0◦, 1◦). Los datos de los sate´lites son:
S1: Ω1 = −70◦; i1 = 55◦; (ω + f)1 = 0.12◦; r1 = 0.067 s
S2: Ω2 = −99◦; i2 = 0.1◦; (ω + f)2 = 57◦; r2 = 0.14002 s
S3: Ω3 = −57◦; i3 = 0.1◦; (ω + f)3 = 50◦; r3 = 0.04002 s
S4: Ω4 = 42
◦; i4 = 55
◦; (ω + f)4 = 0
◦; r4 = 0.067 s
S5: Ω5 = 70
◦; i5 = 0.55
◦; (ω + f)5 = 1
◦; r5 = 0.067 s.
Resultan valores similares a los de la simulacio´n 2.1, tanto en las magnitudes rela-
cionadas con TDOA como en las relacionadas con FDOA, lo que se ve en las figuras
(4.57) a (4.63).
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Para la simulacio´n 2.3 se dispone un sate´lite MEO, un GEO y tres LEO, en un
rango de observacio´n muy similar al de la simulacio´n anterior: (0◦, 70◦) para (ω+f)
y (0◦, 0.2◦) para las inclinaciones de los radiotransmisores. Los elementos orbitales
de los sate´lites son:
S1: Ω1 = −70◦; i1 = 55◦; (ω + f)1 = 0.12◦; r1 = 0.097 s
S2: Ω2 = −99◦; i2 = 0.1◦; (ω + f)2 = 57◦; r2 = 0.14002 s
S3: Ω3 = −57◦; i3 = 0.1◦; (ω + f)3 = 40◦; r3 = 0.04002 s
S4: Ω4 = 42
◦; i4 = 10
◦; (ω + f)4 = 0
◦; r4 = 0.067 s
S5: Ω5 = 30
◦; i5 = 10
◦; (ω + f)5 = 0.1
◦; r5 = 0.077 s.
Las diferencias de distancias mejoran en un orden de magnitud con respecto a las
obtenidas en la simulacio´n 2.2 (figura 4.64). Las diferencias entre tiempos min-
kowskianos y posnewtonianos de llegada de la sen˜al a S5 decrecen a 10
−11 s (figura
4.67).
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Por lo que respecta a las magnitudes que resultan de las medidas FDOA, las di-
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ferencias de velocidades tambie´n aumentan en un orden de magnitud respecto de
las vistas en la simulacio´n anterior (figura 4.68); los a´ngulos entre velocidades y las
diferencias de frecuencias se mantienen (figuras 4.69 y 4.70, respectivamente).
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En la simulacio´n que sigue, la 2.4, el intervalo para (ω + f) es (−60◦, 40◦) y las
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inclinaciones de los radiotransmisores se fijan en (−0.1◦, 0◦). Se situ´an tres sate´lites
GEO y dos LEO, con nodos ascendentes que se encuentran dentro de un amplio
arco de valores, entre −99◦ y 70◦, y con inclinaciones cercanas a cero en tres de
ellos. El conjunto de los datos orbitales es:
S1: Ω1 = −70◦; i1 = 55◦; (ω + f)1 = 0.12◦; r1 = 0.067 s
S2: Ω2 = −99◦; i2 = 0.1◦; (ω + f)2 = 57◦; r2 = 0.14002 s
S3: Ω3 = −57◦; i3 = 0.1◦; (ω + f)3 = 57◦; r3 = 0.14003 s
S4: Ω4 = 42
◦; i4 = 55
◦; (ω + f)4 = 0.12
◦; r4 = 0.067 s
S5: Ω5 = 70
◦; i5 = 0.1
◦; (ω+f)5 = 0.12
◦; r5 = 0.14002 s.
Las diferencias de distancias alcanzan valores ma´s altos respecto de las de la si-
mulacio´n 2.3 (figura 4.71). Las diferencias de tiempos de llegada de la sen˜al a S5
siguen en valores de 10−11 s (figura 4.74).
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No hay cambios significativos en los rangos que alcanzan las tres diferencias de
magnitudes que se obtienen de FDOA (figuras 4.75 a 4.77).
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Si se hacen variar levemente los para´metros angulares de S5, no se puede mantener
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el intervalo de observacio´n para (ω + f) y hay que reducirlo a (−10◦, 0◦). Las
inclinaciones se encuentran ahora en el rango (−1◦, 1◦). Esta es la simulacio´n 2.5.
Debido a ello, no se esperan grandes cambios en las diferencias de distancias y se
exploran las diferencias en velocidades y frecuencias. Los cinco sate´lites forman la
siguiente constelacio´n:
S1: Ω1 = −70◦; i1 = 55◦; (ω + f)1 = 0.12◦; r1 = 0.067 s
S2: Ω2 = −99◦; i2 = 0.1◦; (ω + f)2 = 57◦; r2 = 0.14002 s
S3: Ω3 = −57◦; i3 = 0.1◦; (ω + f)3 = 57◦; r3 = 0.14002 s
S4: Ω4 = 42
◦; i4 = 55
◦; (ω + f)4 = 0.12
◦; r4 = 0.067 s
S5: Ω5 = 80
◦; i5 = 0.5
◦; (ω+f)5 = −10◦; r5 = 0.14002 s.
En efecto, las figuras (4.78) a (4.81) muestran que no hay grandes variaciones en las
magnitudes que dependen de la TDOA. Sin embargo, las que dependen de la FDOA
disminuyen ligeramente respecto de las observadas en la simulacio´n 2.4, como se ve
en las figuras (4.82) a (4.84).
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Se prueba, entonces, una nueva configuracio´n de sate´lites con anomal´ıas verdaderas
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junto con perigeos cercanos a cero. Las inclinaciones se hacen tender tambie´n a cero
y las posiciones de tres de los sate´lites var´ıan respecto de la simulacio´n anterior.
Son cuatro sate´lites LEO y un GEO dispuestos como sigue:
S1: Ω1 = −70◦; i1 = 0.1◦; (ω + f)1 = 0.1◦; r1 = 0.027 s
S2: Ω2 = −20◦; i2 = 0.1◦; (ω + f)2 = 0◦; r2 = 0.067 s
S3: Ω3 = −55◦; i3 = 0.1◦; (ω + f)3 = 5◦; r3 = 0.14002 s
S4: Ω4 = 40
◦; i4 = 1
◦; (ω + f)4 = −0.1◦; r4 = 0.067 s
S5: Ω5 = 70
◦; i5 = 1.5
◦; (ω + f)5 = 10
◦; r5 = 0.067 s.
Identificamos a esta simulacio´n como la 2.6. Se puede ensanchar el dominio de
observacio´n al intervalo (−50◦, 50◦) para (ω + f); las inclinaciones se reducen a
(−0.1◦, 0.1◦).
Se observan valores semejantes en las diferencias de distancias y en los a´ngulos θ3
y θ5 (figuras 4.85 a 4.87). Las diferencias de tiempos de llegada a S5 se mantienen
en 10−11 s (fig. 4.88).
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Las diferencias de velocidades disminuyen en un orden de magnitud (figura 4.89) y
los a´ngulos entre velocidades y las diferencias de frecuencias no var´ıan (figuras 4.90
y 4.91, respectivamente).
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En una nueva simulacio´n, la 2.7, ensanchamos el dominio de observacio´n para (ω+f)
al intervalo (−60◦, 60◦); el intervalo de las inclinaciones apenas var´ıa: (0◦, 0.1◦). Se
utilizan dos sate´lites GEO, dos LEO y un MEO formando la siguiente constelacio´n:
S1: Ω1 = 0
◦; i1 = 0.1
◦; (ω + f)1 = 1.9
◦; r1 = 0.047 s
S2: Ω2 = −20◦; i2 = 0.1◦; (ω + f)2 = 57◦; r2 = 0.14002 s
S3: Ω3 = −55◦; i3 = 0.4◦; (ω + f)3 = 10◦; r3 = 0.09002 s
S4: Ω4 = 36.8
◦; i4 = 1
◦; (ω + f)4 = 0.12
◦; r4 = 0.067 s
S5: Ω5 = −60◦; i5 = 1.5◦; (ω + f)5 = 0◦; r5 = 0.14002 s.
Las diferencias de distancias tienen valores de unos pocos metros (figura 4.92). Las
diferencias de tiempos de llegada de la sen˜al al sate´lite S5 esta´n ahora en valores
de 10−10 s, como se ve en la figura (4.95).
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Las diferencias en las tres magnitudes FDOA presentan mı´nimos definidos a lo largo
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del intervalo de observacio´n, como indican las figuras (4.96), (4.97) y (4.98).
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La simulacio´n que sigue, 2.8, introduce muy poca variacio´n en los elementos de los
sate´lites y ampl´ıa el dominio de observacio´n a (−70◦, 70◦) en (ω+f) y a (−0.1◦, 0.1◦)
en las inclinaciones de los radiotransmisores. Los datos son:
S1: Ω1 = 36.8
◦; i1 = 1
◦; (ω + f)1 = 0.22
◦; r1 = 0.067 s
S2: Ω2 = −60◦; i2 = 1.2◦; (ω + f)2 = 0◦; r2 = 0.14002 s
S3: Ω3 = −20◦; i3 = 0.1◦; (ω + f)3 = 57◦; r3 = 0.14003 s
S4: Ω4 = 0
◦; i4 = 0.1
◦; (ω + f)4 = 1.9
◦; r4 = 0.047 s
S5: Ω5 = −55◦; i5 = 0.4◦; (ω + f)5 = 10◦; r5 = 0.09002 s.
Los resultados que se obtienen tanto en TDOA como en FDOA siguen patrones muy
similares a los de la simulacio´n 2.7, con valores y cotas del mismo orden, lo cual era
esperable, pues como se indica ma´s arriba las diferencias entre una configuracio´n y
otra son mı´nimas. Las figuras (4.99) a (4.105) corresponden a esta simulacio´n 2.8.
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Como logro importante, se constata que se puede cubrir todo el espectro de obser-
vacio´n con solamente cinco sate´lites, es decir, no siempre hay que reducir este para
obtener resultados va´lidos, a la vez, en las magnitudes que proceden de TDOA y
de FDOA. Esto sucede en la simulacio´n 2.9, con la que finaliza la serie 2. El inter-
valo es (−80◦, 80◦) para (ω + f) y para las inclinaciones de los radiotransmisores.
Los sate´lites son un LEO, un GEO y tres MEO con las caracter´ısticas orbitales
siguientes:
S1: Ω1 = 70
◦; i1 = 0.5
◦; (ω + f)1 = 0.5
◦; r1 = 0.027002 s
S2: Ω2 = −20◦; i2 = 0◦; (ω + f)2 = 0◦; r2 = 0.14002 s
S3: Ω3 = −65◦; i3 = 0◦; (ω + f)3 = 0◦; r3 = 0.10002 s
S4: Ω4 = 76.8
◦; i4 = 0
◦; (ω + f)4 = 0
◦; r4 = 0.14002 s
S5: Ω5 = 55
◦; i5 = 0
◦; (ω + f)5 = 0
◦; r5 = 0.14002 s.
Las distancias grandes entre sate´lites permiten encontrar diferencias de distancias
de unas pocas de´cimas de metro (figura 4.106). Las diferencias de tiempos de llegada
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de la sen˜al a S5 se consolidan, de nuevo, en valores de 10
−10 s, obtenidos en las
primeras simulaciones de esta serie de cinco sate´lites (figura 4.109).
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Dado que las distancias angulares entre receptores son amplias, como refleja el
arco de valores que abarcan (ω + f) y las inclinaciones de los sate´lites, aparecen
resultados equilibrados para las diferencias de magnitudes relacionadas con FDOA:
las diferencias de velocidades se encuentran entre −1 × 10−3 km/s y 1.5 × 10−3
km/s (figura 4.110) y las diferencias de frecuencias esta´n entre −0.2 MHz y 0.3
MHz (figura 4.112).
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En esta simulacio´n se realiza una geolocalizacio´n que abarca todo el intervalo de
observacio´n, objetivo nada sencillo dado que los elementos orbitales de cada sate´lite
se convierten en variables interdependientes. Calcular anal´ıticamente una configu-
racio´n ido´nea predeterminada puede llegar a ser una tarea ingente, por lo que se
ha adoptado una solucio´n alternativa mediante aproximaciones a trave´s de sucesi-
vas simulaciones, que son las expuestas en este cap´ıtulo. Con un nu´mero mayor de
sate´lites la situacio´n no es tan exigente, puesto que el consiguiente aumento de va-
riables hace que no todas sean cr´ıticas; de hecho, en los ejemplos que constituyen las
subsecciones 3.2.3 y 3.3.3, los respectivos procedimientos TDOA y FDOA pueden
llevarse a cabo en paralelo y en tiempo real en todo el dominio de observacio´n.
Au´n as´ı, parcelar el rango de observacio´n en intervalos siempre tiene su utilidad y
dependiendo del escenario hay situaciones que hacen aconsejable elegir una geolo-
calizacio´n parcial, generalmente cuando la prioridad es la precisio´n.
Por tanto, en este cap´ıtulo, que cierra la investigacio´n, se han puesto a prueba
las condiciones anal´ıticas que quedaban establecidas en el cap´ıtulo tres; se han
probado configuraciones de un nu´mero variable de sate´lites entre cinco y nueve.
Sabemos que no es posible una geolocalizacio´n u´nica por debajo de cinco receptores.
Las operaciones TDOA y FDOA pueden ser realizadas simulta´neamente por los
mismos sate´lites aprovechando las o´rbitas ma´s pobladas y destinando algunos de
los ya existentes a estos procedimientos. Destaca el hecho de que con un nu´mero
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cualquiera de ellos no menor de cinco, la geolocalizacio´n puede llevarse a cabo
en todo el campo de observacio´n sin renunciar al aumento de la precisio´n en la
determinacio´n de posiciones, a´ngulos, velocidades y frecuencias.
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Cap´ıtulo 5
Conclusiones
El me´todo propuesto en esta tesis pretende aportar una contribucio´n a la te´cnica
TDOA-FDOA de geolocalizacio´n de un radiotransmisor mediante sate´lites artificia-
les. Si bien esta te´cnica se viene utilizando con e´xito en distintos a´mbitos, su uso
mayoritario se dedica a la geolocalizacio´n de emisores que esta´n sobre la superficie
terrestre. Las posibilidades que brindan los actuales sistemas de sate´lites, dotados
de relojes ato´micos, junto con las estaciones de sate´lites espaciales y terrestres per-
miten desarrollar tareas de gran precisio´n [63]. Sin embargo, los ca´lculos aplicados a
las mediciones esta´n basados au´n en un formalismo minkowskiano, a veces llamado
cla´sico o newtoniano. Es decir, las ecuaciones de geolocalizacio´n por TDOA-FDOA
todav´ıa se plantean u´nicamente en el marco de la Relatividad Especial.
El desarrollo de sistemas de navegacio´n por sate´lite ha contribuido notablemente al
avance en los me´todos de geolocalizacio´n al proporcionar datos precisos de efeme´ri-
des en tiempo real. Estos sistemas incorporan correcciones minkowskianas en sus
ca´lculos. No obstante, no deben confundirse ambos problemas: en Navegacio´n el
receptor es el que necesita conocer su posicio´n, obtenida de los emisores, que son
los sate´lites. Por tanto, la Geolocalizacio´n es el problema inverso de la Navegacio´n.
Esta concepcio´n ha sido fundamental desde un principio en la comprensio´n del
tema, en esta tesis.
El planteamiento ve aumentado su intere´s cuando el objetivo consiste en geolocalizar
un radiotransmisor que no se identifica y no colabora en su localizacio´n, es decir,
un radiotransmisor pasivo. La te´cnica TDOA es especialmente adecuada en este
tipo de operaciones. Un paso ma´s alla´ consiste en lograr una geolocalizacio´n u´nica.
Esta cuestio´n quedo´ totalmente resuelta con un me´todo que propone la utilizacio´n
de una configuracio´n no menor de cinco sate´lites, el cual emplea un tratamiento
posnewtoniano en su resolucio´n ([30]).
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El paso siguiente se presentaba ante nuestros ojos: emplear una te´cnica basada
en la medida de la diferencia de frecuencias, FDOA, en la geolocalizacio´n del ra-
diotransmisor pasivo, bien como un me´todo de geolocalizacio´n u´nica, bien como
complemento de la te´cnica TDOA. La te´cnica combinada TDOA-FDOA esta´ en-
cuadrada dentro de las de gran precisio´n. Puesto que TDOA por s´ı sola provee
las coordenadas espacio-temporales del emisor, en el instante de emisio´n, hemos
utilizado estos datos de tiempo y posicio´n y los hemos introducido en las ecuacio-
nes FDOA. Este ha sido el nudo central de este trabajo de investigacio´n. Te´ngase
en cuenta que con los datos TDOA del emisor disponibles para ser introducidos
en las ecuaciones FDOA, estas aparecen libres para determinar nuevas inco´gnitas.
Efectivamente, cuando se desarrolla la ecuacio´n FDOA salen a la luz las compo-
nentes de la velocidad del emisor y la frecuencia de emisio´n. Por consiguiente, hay
que plantear un sistema de cuatro ecuaciones para hallar estas cuatro inco´gnitas.
En la aproximacio´n minkowskiana, los resultados que hemos obtenido coinciden,
como era de esperar, con los que arroja el me´todo esta´ndar utilizado actualmente
en Geolocalizacio´n ([43], [44]). Ahora bien, nuestro propo´sito ha sido aumentar la
precisio´n que se consigue con este me´todo y ello conlleva situarnos en un modelo
que se enmarque en el espacio-tiempo de la Relatividad General. Esto se ha hecho
usando la aproximacio´n posnewtoniana del campo de Schwarzschild para una tierra
esfe´rica.
Hemos obtenido, por tanto, las ecuaciones TDOA y FDOA para la geolocalizacio´n
de radiotransmisores pasivos en estas dos aproximaciones. Una novedad ma´s la cons-
tituye la v´ıa por la que se ha llegado a ellas, una poderosa herramienta matema´tica:
la funcio´n de universo de Synge. El requisito ha sido hallar esta funcio´n para los
dos espacio-tiempos: minkowskiano, ecuacio´n (2.3.1), y posnewtoniano, ecuaciones
(2.3.6), (2.3.7) y (2.3.8). La propiedad fundamental de que la funcio´n de universo
correspondiente a dos sucesos de un espacio-tiempo unidos por una sen˜al electro-
magne´tica es nula, ecuacio´n (3.1.1), nos ha llevado a la deduccio´n de las ecuaciones
TDOA ((3.1.6), (3.1.7) y (3.1.8)). Posteriormente, derivando las funciones de uni-
verso obtenidas se ha llegado a las ecuaciones FDOA ((3.1.15), (3.1.16) y (3.1.17)).
El sistema de ecuaciones posnewtonianas es no lineal, ya que aparecen te´rminos
cuadra´ticos en las velocidades del transmisor, por lo que hemos iterado la solucio´n
minkowskiana para resolverlo.
Estudiando la naturaleza de los sistemas de ecuaciones se han hallado las condi-
ciones para que exista solucio´n u´nica para TDOA, por un lado, y para FDOA,
por otro. La previsio´n para los sistemas FDOA era involucrar u´nicamente cuatro
sate´lites, pero el estudio de los sistemas as´ı constituidos nos revela que hay que ele-
gir, al menos, cinco para obtener sistemas linealmente independientes, con solucio´n
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u´nica. Las condiciones TDOA y FDOA que hemos establecido anal´ıticamente son
condiciones suficientes, por tanto no permiten una previsio´n ajustada de lo se va
a obtener, sino solamente afirmar que cuando se dan, la situacio´n esperada puede
suceder.
Con las soluciones encontradas en cada aproximacio´n, se hace necesaria la compa-
racio´n y comprobacio´n de los resultados. Hay que someterlas a verificacio´n y poner
en juego las correcciones posnewtonianas para ver que contribuciones aportan. Pa-
ra ello se ha desarrollado un buen nu´mero de simulaciones nume´ricas en varios
escenarios y se han puesto a prueba condiciones cercanas a la singularidad para
respaldar la consistencia de los sistemas planteados. Se dedica el cap´ıtulo cuatro
a exponer las simulaciones seleccionadas de entre todas las llevadas a cabo. Anali-
zando los resultados que se muestran a lo largo del cap´ıtulo y teniendo en cuenta
lo afirmado al final del mismo, se extrae la conclusio´n inmediata de que no exis-
te un patro´n comu´n para las contribuciones posnewtonianas que se discuten en el
cap´ıtulo tres. Las gra´ficas ilustran el comportamiento de las magnitudes de intere´s
y de la diferencia de magnitudes obtenidas mediante los dos planteamientos, en
los intervalos que se sen˜alan. Con las condiciones establecidas anal´ıticamente en
el cap´ıtulo tres, no se pueden anticipar configuraciones de sate´lites o´ptimas para
determinadas situaciones que previamente se planteen. S´ı permiten, sin embargo,
por aproximacio´n determinar un escenario donde las correcciones posnewtonianas
sean verdaderamente muy relevantes.
Creemos que con este trabajo de investigacio´n se pone en valor la importancia
de mejorar la precisio´n en la geolocalizacio´n de un radiotransmisor que se halla
alrededor de la Tierra, en lugares cada d´ıa ma´s poblados de otros objetos que
orbitan en el espacio exterior. La potencia del me´todo propuesto permite encontrar:
La posicio´n de un emisor en el instante de emisio´n.
El propio instante.
La direccio´n y magnitud de la velocidad que tiene en el momento de la emisio´n.
La frecuencia de emisio´n.
Todo ello en tiempo real, sin un extraordinario coste operativo ni econo´mico.
Una geolocalizacio´n muy precisa esta´ en la base de un conjunto de operaciones que
se llevan a cabo en complejos sistemas APT, Acquisition, Pointing and Tracking, es
decir, sistemas cada vez ma´s desarrollados en operaciones integradas de adquisicio´n,
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apuntamiento y monitorizacio´n de cualquier tipo de emisores o conjunto de emisores
en redes de comunicaciones y vigilancia en el espacio cercano ([64], [65], [66]).
Un problema actual, ı´ntimamente relacionado, en el que se requiere una localizacio´n
de gran precisio´n, aunque el objeto no es generalmente un radiotransmisor, es la
basura espacial o space debris. Los desechos espaciales ma´s peligrosos tienen un
taman˜o medio aproximado de 10 cm, la mayor parte de ellos esta´ en o´rbitas que
se encuentran a distancias entre 200 km y 2000 km de la Tierra y suponen una
verdadera amenaza a sate´lites y otros objetos que se hallan operativos en el espacio
([67], [68]).
Estos son los dos temas hacia los que se ha pensado dirigir nuestro trabajo futuro
como continuacio´n de la investigacio´n desarrollada. La cuestio´n esta´ abierta y en
continuo avance.
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Ape´ndice A
Programa en MATLAB
1 clear a l l
c lc
f=l inspace (0 , 20 , 30 ) ;
i n c l i n a c i o n em i=l inspace (−50 ,50 ,30) ;
6
for i =1:30
for j =1:30
[A( i , j ) ,B( i , j ) ,C( i , j ) ,D( i , j ) ,E( i , j ) ,F( i , j ) ,G( i , j ) ,H( i , j ) , I ( i , j ) , J ( i , j )
,K( i , j ) ,L( i , j ) ,M( i , j ) ,N( i , j ) ,O( i , j ) ] = . . .
11 programa Geol TDOA FDOA por sat ( f ( i ) , i n c l i n a c i o n em i ( j ) ) ;
end
end
bd=i n c l i n a c i o n em i ;
16 cd=f ;
figure (1 )
[X,Y]=meshgrid(bd , cd ) ;
surf (X,Y,A) ;
xlabel ( ’ I n c l i n a c i o n ( grad ) ’ )
21 ylabel ( ’ \omega + f ( grad ) ’ ) ;
t i t l e ( ’Comp. pos . c l a s i c a (m) ’ )
figure (2 )
[X,Y]=meshgrid(bd , cd ) ;
surf (X,Y,B) ;
26 xlabel ( ’ I n c l i n a c i o n ( grad ) ’ )
ylabel ( ’ \omega + f ( grad ) ’ ) ;
t i t l e ( ’ Di f . d i s t a n c i a s mink . y p−N (m) ’ )
figure (3 )
[X,Y]=meshgrid(bd , cd ) ;
159
31 surf (X,Y,C) ;
xlabel ( ’ I n c l i n a c i o n ( grad ) ’ )
ylabel ( ’ \omega + f ( grad ) ’ ) ;
t i t l e ( ’ Test ve l . c l a s i c a ’ )
figure (4 )
36 [X,Y]=meshgrid(bd , cd ) ;
surf (X,Y,D) ;
xlabel ( ’ I n c l i n a c i o n ( grad ) ’ )
ylabel ( ’ \omega + f ( grad ) ’ ) ;
t i t l e ( ’ v {E} (Km/ s ) ’ )
41 figure (5 )
[X,Y]=meshgrid(bd , cd ) ;
surf (X,Y,E) ;
xlabel ( ’ I n c l i n a c i o n ( grad ) ’ )
ylabel ( ’ \omega + f ( grad ) ’ ) ;
46 t i t l e ( ’ Di f . v e l o c i d ade s (Km/ s ) ’ )
figure (6 )
[X,Y]=meshgrid(bd , cd ) ;
surf (X,Y,F) ;
xlabel ( ’ I n c l i n a c i o n ( grad ) ’ )
51 ylabel ( ’ \omega + f ( grad ) ’ ) ;
t i t l e ( ’Ang . en t r e v e l o c i d ade s ( grad ) ’ )
figure (7 )
[X,Y]=meshgrid(bd , cd ) ;
surf (X,Y,G) ;
56 xlabel ( ’ I n c l i n a c i o n ( grad ) ’ )
ylabel ( ’ \omega + f ( grad ) ’ ) ;
t i t l e ( ’ Di f . f r e c u e n c i a s (MHz) ’ )
figure (8 )
[X,Y]=meshgrid(bd , cd ) ;
61 surf (X,Y,H) ;
xlabel ( ’ I n c l i n a c i o n ( grad ) ’ )
ylabel ( ’ \omega + f ( grad ) ’ ) ;
t i t l e ( ’ \ the ta 1 ( grad ) ’ )
figure (9 )
66 [X,Y]=meshgrid(bd , cd ) ;
surf (X,Y, I ) ;
xlabel ( ’ I n c l i n a c i o n ( grad ) ’ )
ylabel ( ’ \omega + f ( grad ) ’ ) ;
t i t l e ( ’ \ the ta 2 ( grad ) ’ )
71 figure (10)
[X,Y]=meshgrid(bd , cd ) ;
surf (X,Y, J ) ;
xlabel ( ’ I n c l i n a c i o n ( grad ) ’ )
ylabel ( ’ \omega + f ( grad ) ’ ) ;
76 t i t l e ( ’ \ the ta 3 ( grad ) ’ )
figure (11)
160
[X,Y]=meshgrid(bd , cd ) ;
surf (X,Y,K) ;
xlabel ( ’ I n c l i n a c i o n ( grad ) ’ )
81 ylabel ( ’ \omega + f ( grad ) ’ ) ;
t i t l e ( ’ \ the ta 4 ( grad ) ’ )
figure (12)
[X,Y]=meshgrid(bd , cd ) ;
surf (X,Y,L) ;
86 xlabel ( ’ I n c l i n a c i o n ( grad ) ’ )
ylabel ( ’ \omega + f ( grad ) ’ ) ;
t i t l e ( ’ \ the ta 5 ( grad ) ’ )
figure (13)
[X,Y]=meshgrid(bd , cd ) ;
91 surf (X,Y,M) ;
xlabel ( ’ I n c l i n a c i o n ( grad ) ’ )
ylabel ( ’ \omega + f ( grad ) ’ ) ;
t i t l e ( ’Tiempo mink . a S {5} ( s ) ’ )
figure (14)
96 [X,Y]=meshgrid(bd , cd ) ;
surf (X,Y,N) ;
xlabel ( ’ I n c l i n a c i o n ( grad ) ’ )
ylabel ( ’ \omega + f ( grad ) ’ ) ;
t i t l e ( ’Tiempo p−N a S {5} ( s ) ’ )
101 figure (15)
[X,Y]=meshgrid(bd , cd ) ;
surf (X,Y,O) ;
xlabel ( ’ I n c l i n a c i o n ( grad ) ’ )
ylabel ( ’ \omega + f ( grad ) ’ ) ;
106 t i t l e ( ’ D i f e r en c i a ent r e tiempos mink . y p−N a S 5 ( s ) ’ )
A.1 – Funcio´n
1 function [ cheqposclasenm , denm , t e s t v e l c l a s , solvEenKmporsec ,
d i fv e l o c idadesre l enKmpors ec , . . .
angdeve loc idades , d i f d e f r e c u e n c i a s c l a s r e l , t i ta1engrad ,
t i ta2engrad , t i ta3engrad , . . .
t i ta4engrad , t i ta5engrad , t i empoderetardoc la swrts5 , . . .
t i empoderetardopostwrts5 , d i f e r enc i ade t i empoa s5 ]=
programa Geol TDOA FDOA por sat ( f , i n c l i n a c i o n em i )
format long g
6
c=2.99776∗10ˆ(8) ;
angulo1=10;
i n c l i n a c i o n 1 =45;
11 angulo f1 =0;
rad io1 =(2.7002∗10ˆ(−2) ) ;
161
x1=radio1 ∗( cos ( angulo1 ∗pi /180) ∗cos ( angulo f1 ∗pi /180)−sin ( angulo1 ∗pi
/180) ∗ sin ( angulo f1 ∗pi /180)∗cos ( i n c l i n a c i o n 1 ∗pi /180) ) ;
y1=radio1 ∗( sin ( angulo1 ∗pi /180) ∗cos ( angulo f1 ∗pi /180)+cos ( angulo1 ∗pi
/180) ∗ sin ( angulo f1 ∗pi /180)∗cos ( i n c l i n a c i o n 1 ∗pi /180) ) ;
16 z1=radio1 ∗ sin ( angulo f1 ∗pi /180) ∗ sin ( i n c l i n a c i o n 1 ∗pi /180) ;
angulo2=−70;
i n c l i n a c i o n 2 =0;
angulo f2 =0;
21 rad io2 =(14.002∗10ˆ(−2) ) ;
x2=radio2 ∗( cos ( angulo2 ∗pi /180) ∗cos ( angulo f2 ∗pi /180)−sin ( angulo2 ∗pi
/180) ∗ sin ( angulo f2 ∗pi /180)∗cos ( i n c l i n a c i o n 2 ∗pi /180) ) ;
y2=radio2 ∗( sin ( angulo2 ∗pi /180) ∗cos ( angulo f2 ∗pi /180)+cos ( angulo2 ∗pi
/180) ∗ sin ( angulo f2 ∗pi /180)∗cos ( i n c l i n a c i o n 2 ∗pi /180) ) ;
z2=radio2 ∗ sin ( angulo f2 ∗pi /180) ∗ sin ( i n c l i n a c i o n 2 ∗pi /180) ;
26
angulo3=−55;
i n c l i n a c i o n 3 =4;
angulo f3 =20;
rad io3 =(8.002∗10ˆ(−2) ) ;
31
x3=radio3 ∗( cos ( angulo3 ∗pi /180) ∗cos ( angulo f3 ∗pi /180)−sin ( angulo3 ∗pi
/180) ∗ sin ( angulo f3 ∗pi /180)∗cos ( i n c l i n a c i o n 3 ∗pi /180) ) ;
y3=radio3 ∗( sin ( angulo3 ∗pi /180) ∗cos ( angulo f3 ∗pi /180)+cos ( angulo3 ∗pi
/180) ∗ sin ( angulo f3 ∗pi /180)∗cos ( i n c l i n a c i o n 3 ∗pi /180) ) ;
z3=radio3 ∗ sin ( angulo f3 ∗pi /180) ∗ sin ( i n c l i n a c i o n 3 ∗pi /180) ;
36 angulo4=6;
i n c l i n a c i o n 4 =35;
angulo f4 =0.4 ;
rad io4 =(4.002∗10ˆ(−2) ) ;
41 x4=radio4 ∗( cos ( angulo4 ∗pi /180) ∗cos ( angulo f4 ∗pi /180)−sin ( angulo4 ∗pi
/180) ∗ sin ( angulo f4 ∗pi /180)∗cos ( i n c l i n a c i o n 4 ∗pi /180) ) ;
y4=radio4 ∗( sin ( angulo4 ∗pi /180) ∗cos ( angulo f4 ∗pi /180)+cos ( angulo4 ∗pi
/180) ∗ sin ( angulo f4 ∗pi /180)∗cos ( i n c l i n a c i o n 4 ∗pi /180) ) ;
z4=radio4 ∗ sin ( angulo f4 ∗pi /180) ∗ sin ( i n c l i n a c i o n 4 ∗pi /180) ;
angulo5=9;
46 i n c l i n a c i o n 5 =0;
angulo f5 =0;
rad io5 =(14.002∗10ˆ(−2) ) ;
x5=radio5 ∗( cos ( angulo5 ∗pi /180) ∗cos ( angulo f5 ∗pi /180)−sin ( angulo5 ∗pi
/180) ∗ sin ( angulo f5 ∗pi /180)∗cos ( i n c l i n a c i o n 5 ∗pi /180) ) ;
162
51 y5=radio5 ∗( sin ( angulo5 ∗pi /180) ∗cos ( angulo f5 ∗pi /180)+cos ( angulo5 ∗pi
/180) ∗ sin ( angulo f5 ∗pi /180)∗cos ( i n c l i n a c i o n 5 ∗pi /180) ) ;
z5=radio5 ∗ sin ( angulo f5 ∗pi /180) ∗ sin ( i n c l i n a c i o n 5 ∗pi /180) ;
56 SATELLITEDATA=[angulo1 i n c l i n a c i o n 1 angulo f1 rad io1 ; angulo2
i n c l i n a c i o n 2 . . .
angulo f2 rad io2 ; angulo3 i n c l i n a c i o n 3 angulo f3 rad io3 ; angulo4
i n c l i n a c i o n 4 angulo f4 rad io4 ; angulo5 i n c l i n a c i o n 5 angulo f5
rad io5 ]
nodo emi=0;
61
x emi=(2.140∗10ˆ(−2) ) ∗( cos ( nodo emi∗pi /180) ∗cos ( f ∗pi /180)−sin ( nodo emi
∗pi /180) ∗ sin ( f ∗pi /180) ∗cos ( i n c l i n a c i o n em i ∗pi /180) ) ;
y emi=(2.140∗10ˆ(−2) ) ∗( sin ( nodo emi∗pi /180) ∗cos ( f ∗pi /180)+cos ( nodo emi
∗pi /180) ∗ sin ( f ∗pi /180) ∗cos ( i n c l i n a c i o n em i ∗pi /180) ) ;
z emi =(2.140∗10ˆ(−2) ) ∗ sin ( f ∗pi /180) ∗ sin ( i n c l i n a c i o n em i ∗pi /180) ;
r emi=sqrt ( ( x emi ) ˆ2+(y emi ) ˆ2+(z emi ) ˆ2) ;
66
e r r e1=sqrt ( ( x1−x emi ) ˆ2+(y1−y emi ) ˆ2+(z1−z emi ) ˆ2) ;
e r r e2=sqrt ( ( x2−x emi ) ˆ2+(y2−y emi ) ˆ2+(z2−z emi ) ˆ2) ;
e r r e3=sqrt ( ( x3−x emi ) ˆ2+(y3−y emi ) ˆ2+(z3−z emi ) ˆ2) ;
71 e r r e4=sqrt ( ( x4−x emi ) ˆ2+(y4−y emi ) ˆ2+(z4−z emi ) ˆ2) ;
e r r e5=sqrt ( ( x5−x emi ) ˆ2+(y5−y emi ) ˆ2+(z5−z emi ) ˆ2) ;
r21=erre2−e r r e1 ;
76 r32=erre3−e r r e2 ;
r31=erre3−e r r e1 ;
r42=erre4−e r r e2 ;
r41=erre4−e r r e1 ;
r43=erre4−e r r e3 ;
81 r51=erre5−e r r e1 ;
r54=erre5−e r r e4 ;
r52=erre5−e r r e2 ;
r35=erre3−e r r e5 ;
86 k1=x1ˆ2+y1ˆ2+z1 ˆ2 ;
k2=x2ˆ2+y2ˆ2+z2 ˆ2 ;
k3=x3ˆ2+y3ˆ2+z3 ˆ2 ;
k4=x4ˆ2+y4ˆ2+z4 ˆ2 ;
k5=x5ˆ2+y5ˆ2+z5 ˆ2 ;
91 pdto1=r32 ∗ r21 ∗ r31 ;
163
pdto2=r43 ∗ r31 ∗ r41 ;
pdto5=r54 ∗ r41 ∗ r51 ;
l 1=r32 ∗k1+r21 ∗k3−r31 ∗k2 ;
m1=−2∗(r32 ∗x1+r21 ∗x3−r31 ∗x2 ) ;
96 n1=−2∗(r32 ∗y1+r21 ∗y3−r31 ∗y2 ) ;
v1=−2∗(r32 ∗ z1+r21 ∗z3−r31 ∗z2 ) ;
l 2=r43 ∗k1+r31 ∗k4−r41 ∗k3 ;
m2=−2∗(r43 ∗x1+r31 ∗x4−r41 ∗x3 ) ;
n2=−2∗(r43 ∗y1+r31 ∗y4−r41 ∗y3 ) ;
101 v2=−2∗(r43 ∗ z1+r31 ∗z4−r41 ∗z3 ) ;
l 5=r54 ∗k1+r41 ∗k5−r51 ∗k4 ;
m5=−2∗(r54 ∗x1+r41 ∗x5−r51 ∗x4 ) ;
n5=−2∗(r54 ∗y1+r41 ∗y5−r51 ∗y4 ) ;
v5=−2∗(r54 ∗ z1+r41 ∗z5−r51 ∗z4 ) ;
106
A0=[m1 n1 v1 ;m2 n2 v2 ; m5 n5 v5 ] ;
[ L ,U]= lu (A0) ;
INVERSAA0=inv (U) ∗ inv (L) ;
111
det0=det (A0) ;
inversaA0=INVERSAA0 ;
116 te rminos indep=[( pdto1−l 1 ) ; ( pdto2−l 2 ) ; ( pdto5−l 5 ) ] ;
X=(inv (A0’∗A0) ) ∗A0’∗ te rminos indep ;
xx= X(1 ,1 ) ;
121 yy= X(2 ,1 ) ;
zz= X(3 ,1 ) ;
cheqxx=(xx−x emi ) ;
cheqyy=(yy−y emi ) ;
cheqzz=(zz−z emi ) ;
126
cheqpo s c l a s=sqrt ( cheqxxˆ2+cheqyyˆ2+cheqzz ˆ2) ;
cheqposclasenm=cheqpo s c l a s∗c ;
rT=sqrt ( xxˆ2+yyˆ2+zz ˆ2) ;
131 i f ( x1−xx ) ∗xx+(y1−yy ) ∗yy+(z1−zz ) ∗zz>=0
t i t a 0 1=acos ( ( ( x1−xx ) ∗xx+(y1−yy ) ∗yy+(z1−zz ) ∗ zz ) /( sqrt ( ( x1−xx ) ˆ2+(y1−yy )
ˆ2+(z1−zz ) ˆ2) ∗( sqrt ( xxˆ2+yyˆ2+zz ˆ2) ) ) ) ;
else
t i t a 0 1=acos (−((( x1−xx ) ∗xx+(y1−yy ) ∗yy+(z1−zz ) ∗ zz ) ) /( sqrt ( ( x1−xx ) ˆ2+(y1−
yy ) ˆ2+(z1−zz ) ˆ2) ∗( sqrt ( xxˆ2+yyˆ2+zz ˆ2) ) ) ) ;
end
136 i f ( x2−xx ) ∗xx+(y2−yy ) ∗yy+(z2−zz ) ∗zz>=0
164
t i t a 0 2=acos ( ( ( x2−xx ) ∗xx+(y2−yy ) ∗yy+(z2−zz ) ∗ zz ) /( sqrt ( ( x2−xx ) ˆ2+(y2−yy )
ˆ2+(z2−zz ) ˆ2) ∗( sqrt ( xxˆ2+yyˆ2+zz ˆ2) ) ) ) ;
else
t i t a 0 2=acos (−((( x2−xx ) ∗xx+(y2−yy ) ∗yy+(z2−zz ) ∗ zz ) ) /( sqrt ( ( x2−xx ) ˆ2+(y2−
yy ) ˆ2+(z2−zz ) ˆ2) ∗( sqrt ( xxˆ2+yyˆ2+zz ˆ2) ) ) ) ;
end
141 i f ( x3−xx ) ∗xx+(y3−yy ) ∗yy+(z3−zz ) ∗zz>=0
t i t a 0 3=acos ( ( ( x3−xx ) ∗xx+(y3−yy ) ∗yy+(z3−zz ) ∗ zz ) /( sqrt ( ( x3−xx ) ˆ2+(y3−yy )
ˆ2+(z3−zz ) ˆ2) ∗( sqrt ( xxˆ2+yyˆ2+zz ˆ2) ) ) ) ;
else
t i t a 0 3=acos (−((( x3−xx ) ∗xx+(y3−yy ) ∗yy+(z3−zz ) ∗ zz ) ) /( sqrt ( ( x3−xx ) ˆ2+(y3−
yy ) ˆ2+(z3−zz ) ˆ2) ∗( sqrt ( xxˆ2+yyˆ2+zz ˆ2) ) ) ) ;
end
146 i f ( x4−xx ) ∗xx+(y4−yy ) ∗yy+(z4−zz ) ∗zz>=0
t i t a 0 4=acos ( ( ( x4−xx ) ∗xx+(y4−yy ) ∗yy+(z4−zz ) ∗ zz ) /( sqrt ( ( x4−xx ) ˆ2+(y4−yy )
ˆ2+(z4−zz ) ˆ2) ∗( sqrt ( xxˆ2+yyˆ2+zz ˆ2) ) ) ) ;
else
t i t a 0 4=acos (−((( x4−xx ) ∗xx+(y4−yy ) ∗yy+(z4−zz ) ∗ zz ) ) /( sqrt ( ( x4−xx ) ˆ2+(y4−
yy ) ˆ2+(z4−zz ) ˆ2) ∗( sqrt ( xxˆ2+yyˆ2+zz ˆ2) ) ) ) ;
end
151 i f ( x5−xx ) ∗xx+(y5−yy ) ∗yy+(z5−zz ) ∗zz>=0
t i t a 0 5=acos ( ( ( x5−xx ) ∗xx+(y5−yy ) ∗yy+(z5−zz ) ∗ zz ) /( sqrt ( ( x5−xx ) ˆ2+(y5−yy )
ˆ2+(z5−zz ) ˆ2) ∗( sqrt ( xxˆ2+yyˆ2+zz ˆ2) ) ) ) ;
else
t i t a 0 5=acos (−((( x5−xx ) ∗xx+(y5−yy ) ∗yy+(z5−zz ) ∗ zz ) ) /( sqrt ( ( x5−xx ) ˆ2+(y5−
yy ) ˆ2+(z5−zz ) ˆ2) ∗( sqrt ( xxˆ2+yyˆ2+zz ˆ2) ) ) ) ;
end
156
t i t a01g rad=t i t a 0 1 ∗180/pi ;
t i t a02g rad=t i t a 0 2 ∗180/pi ;
t i t a03g rad=t i t a 0 3 ∗180/pi ;
161 t i t a04g rad=t i t a 0 4 ∗180/pi ;
t i t a05g rad=t i t a 0 5 ∗180/pi ;
i f ( x1−x emi ) ∗x1+(y1−y emi ) ∗y1+(z1−z emi ) ∗z1>=0
166 t i t a 1=acos ( ( ( x1−x emi ) ∗x1+(y1−y emi ) ∗y1+(z1−z emi ) ∗ z1 ) / ( ( sqrt ( ( x1−
x emi ) ˆ2+(y1−y emi ) ˆ2+(z1−z emi ) ˆ2) ) ∗ sqrt ( k1 ) ) ) ;
else
t i t a 1=acos (−((( x1−x emi ) ∗x1+(y1−y emi ) ∗y1+(z1−z emi ) ∗ z1 ) ) / ( ( sqrt ( ( x1−
x emi ) ˆ2+(y1−y emi ) ˆ2+(z1−z emi ) ˆ2) ) ∗ sqrt ( k1 ) ) ) ;
end
i f ( x2−x emi ) ∗x2+(y2−y emi ) ∗y2+(z2−z emi ) ∗z2>=0
171 t i t a 2=acos ( ( ( x2−x emi ) ∗x2+(y2−y emi ) ∗y2+(z2−z emi ) ∗ z2 ) / ( ( sqrt ( ( x2−
x emi ) ˆ2+(y2−y emi ) ˆ2+(z2−z emi ) ˆ2) ) ∗ sqrt ( k2 ) ) ) ;
else
165
t i t a 2=acos (−((( x2−x emi ) ∗x2+(y2−y emi ) ∗y2+(z2−z emi ) ∗ z2 ) ) / ( ( sqrt ( ( x2−
x emi ) ˆ2+(y2−y emi ) ˆ2+(z2−z emi ) ˆ2) ) ∗ sqrt ( k2 ) ) ) ;
end
i f ( x3−x emi ) ∗x3+(y3−y emi ) ∗y3+(z3−z emi ) ∗z3>=0
176 t i t a 3=acos ( ( ( x3−x emi ) ∗x3+(y3−y emi ) ∗y3+(z3−z emi ) ∗ z3 ) / ( ( sqrt ( ( x3−
x emi ) ˆ2+(y3−y emi ) ˆ2+(z3−z emi ) ˆ2) ) ∗ sqrt ( k3 ) ) ) ;
else
t i t a 3=acos (−((( x3−x emi ) ∗x3+(y3−y emi ) ∗y3+(z3−z emi ) ∗ z3 ) ) / ( ( sqrt ( ( x3−
x emi ) ˆ2+(y3−y emi ) ˆ2+(z3−z emi ) ˆ2) ) ∗ sqrt ( k3 ) ) ) ;
end
i f ( x4−x emi ) ∗x4+(y4−y emi ) ∗y4+(z4−z emi ) ∗z4>=0
181 t i t a 4=acos ( ( ( x4−x emi ) ∗x4+(y4−y emi ) ∗y4+(z4−z emi ) ∗ z4 ) / ( ( sqrt ( ( x4−
x emi ) ˆ2+(y4−y emi ) ˆ2+(z4−z emi ) ˆ2) ) ∗ sqrt ( k4 ) ) ) ;
else
t i t a 4=acos (−((( x4−x emi ) ∗x4+(y4−y emi ) ∗y4+(z4−z emi ) ∗ z4 ) ) / ( ( sqrt ( ( x4−
x emi ) ˆ2+(y4−y emi ) ˆ2+(z4−z emi ) ˆ2) ) ∗ sqrt ( k4 ) ) ) ;
end
i f ( x5−x emi ) ∗x5+(y5−y emi ) ∗y5+(z5−z emi ) ∗z5>=0
186 t i t a 5=acos ( ( ( x5−x emi ) ∗x5+(y5−y emi ) ∗y5+(z5−z emi ) ∗ z5 ) / ( ( sqrt ( ( x5−
x emi ) ˆ2+(y5−y emi ) ˆ2+(z5−z emi ) ˆ2) ) ∗ sqrt ( k5 ) ) ) ;
else
t i t a 5=acos (−((( x5−x emi ) ∗x5+(y5−y emi ) ∗y5+(z5−z emi ) ∗ z5 ) ) / ( ( sqrt ( ( x5−
x emi ) ˆ2+(y5−y emi ) ˆ2+(z5−z emi ) ˆ2) ) ∗ sqrt ( k5 ) ) ) ;
end
191 t i t a1 eng rad=t i t a 1 ∗180/pi ;
t i t a2 eng rad=t i t a 2 ∗180/pi ;
t i t a3 eng rad=t i t a 3 ∗180/pi ;
t i t a4 eng rad=t i t a 4 ∗180/pi ;
t i t a5 eng rad=t i t a 5 ∗180/pi ;
196
masat ie r ra =1.479∗10ˆ(−11) ;
i f t i t a1 <=10ˆ(−12)
Gdetita12=2∗masat ie r ra ∗ log ( ( rad io1 ) /(rT) )+masat ie r ra ∗ (2∗ ( log ( ( tan (
t i t a 2 /2) ) / ( ( tan ( t i t a 0 2 /2) ) ) ) )−(cos ( t i t a 0 2 )−cos ( t i t a 2 ) ) )
201 else
Gdetita12=masat ie r ra ∗ (2∗ ( log ( ( tan ( t i t a 0 1 /2) ) ∗( tan ( t i t a 2 /2) ) / ( ( tan (
t i t a 0 2 /2) ) ∗(tan ( t i t a 1 /2) ) ) ) )+(cos ( t i t a 0 1 )−cos ( t i t a 0 2 ) ) + . . .
( cos ( t i t a 2 )−cos ( t i t a 1 ) ) ) ;
end
v e r t i t a 1=t i t a 1 ;
206 pepe1=Gdetita12 ;
i f t i t a2 <=10ˆ(−12)
Gdetita12=−2∗masat ie r ra ∗ log ( ( rad io2 ) /(rT) )+masat ie r ra ∗ (2∗ ( log ( ( tan (
t i t a 0 1 /2) ) / ( ( tan ( t i t a 1 /2) ) ) ) )+(cos ( t i t a 0 1 )−cos ( t i t a 1 ) ) )
166
else
211 Gdetita12=masat ie r ra ∗ (2∗ ( log ( ( tan ( t i t a 0 1 /2) ) ∗( tan ( t i t a 2 /2) ) / ( ( tan (
t i t a 0 2 /2) ) ∗(tan ( t i t a 1 /2) ) ) ) )+(cos ( t i t a 0 1 )−cos ( t i t a 0 2 ) )+(cos ( t i t a 2 )−
cos ( t i t a 1 ) ) ) ;
end
v e r t i t a 2=t i t a 2 ;
pepe2=Gdetita12 ;
216
i f t i t a3 <=10ˆ(−12)
Gdetita23=masat ie r ra ∗ (2∗ ( log ( ( tan ( t i t a 0 2 /2) ) /(tan ( t i t a 2 /2) ) ) )+(cos (
t i t a 0 2 )−cos ( t i t a 2 ) ) )−2∗masat ie r ra ∗ log ( ( rad io3 ) /(rT) ) ;
else
Gdetita23=masat ie r ra ∗ (2∗ ( log ( ( tan ( t i t a 0 2 /2) ) ∗( tan ( t i t a 3 /2) ) / ( ( tan (
t i t a 0 3 /2) ) ∗(tan ( t i t a 2 /2) ) ) ) )+(cos ( t i t a 0 2 )−cos ( t i t a 0 3 ) ) +(cos ( t i t a 3 )
−cos ( t i t a 2 ) ) ) ;
221 end
i f t i t a2 <=10ˆ(−12)
Gdetita23=2∗masat ie r ra ∗ log ( ( rad io2 ) /(rT) )+masat ie r ra ∗ (2∗ ( log ( ( tan (
t i t a 3 /2) ) /(tan ( t i t a 0 3 /2) ) ) )−(cos ( t i t a 0 3 )−cos ( t i t a 3 ) ) ) ;
else
226 Gdetita23=masat ie r ra ∗ (2∗ ( log ( ( tan ( t i t a 0 2 /2) ) ∗( tan ( t i t a 3 /2) ) / ( ( tan (
t i t a 0 3 /2) ) ∗(tan ( t i t a 2 /2) ) ) ) )+(cos ( t i t a 0 2 )−cos ( t i t a 0 3 ) ) +(cos ( t i t a 3 )
−cos ( t i t a 2 ) ) ) ;
end
i f t i t a1 <=10ˆ(−12)
Gdetita14=2∗masat ie r ra ∗ log ( ( rad io1 ) /(rT) )+masat ie r ra ∗ (2∗ ( log ( ( tan (
t i t a 4 /2) ) / ( ( tan ( t i t a 0 4 /2) ) ) ) )−(cos ( t i t a 0 4 )−cos ( t i t a 4 ) ) ) ;
231 else
Gdetita14=masat ie r ra ∗ (2∗ ( log ( ( tan ( t i t a 0 1 /2) ) ∗( tan ( t i t a 4 /2) ) / ( ( tan (
t i t a 0 4 /2) ) ∗(tan ( t i t a 1 /2) ) ) ) )+(cos ( t i t a 0 1 )−cos ( t i t a 0 4 ) ) +(cos ( t i t a 4 )
−cos ( t i t a 1 ) ) ) ;
end
i f t i t a4 <=10ˆ(−12)
236 Gdetita14=masat ie r ra ∗ (2∗ ( log ( ( tan ( t i t a 0 1 /2) ) / ( ( tan ( t i t a 1 /2) ) ) ) )+(cos (
t i t a 0 1 )−cos ( t i t a 1 ) ) )−2∗masat ie r ra ∗ log ( ( rad io4 ) /(rT) ) ;
else
Gdetita14=masat ie r ra ∗ (2∗ ( log ( ( tan ( t i t a 0 1 /2) ) ∗( tan ( t i t a 4 /2) ) / ( ( tan (
t i t a 0 4 /2) ) ∗(tan ( t i t a 1 /2) ) ) ) )+(cos ( t i t a 0 1 )−cos ( t i t a 0 4 ) ) +(cos ( t i t a 4 )
−cos ( t i t a 1 ) ) ) ;
end
241 i f t i t a3 <=10ˆ(−12)
Gdetita34=2∗masat ie r ra ∗ log ( ( rad io3 ) /(rT) )+masat ie r ra ∗ (2∗ ( log ( ( tan (
167
t i t a 4 /2) ) /(tan ( t i t a 0 4 /2) ) ) )−(cos ( t i t a 0 4 )−cos ( t i t a 4 ) ) ) ;
else
Gdetita34=masat ie r ra ∗ (2∗ ( log ( ( tan ( t i t a 0 3 /2) ) ∗( tan ( t i t a 4 /2) ) / ( ( tan (
t i t a 0 4 /2) ) ∗(tan ( t i t a 3 /2) ) ) ) )+(cos ( t i t a 0 3 )−cos ( t i t a 0 4 ) ) +(cos ( t i t a 4 )
−cos ( t i t a 3 ) ) ) ;
end
246
i f t i t a4 <=10ˆ(−12)
Gdetita34=masat ie r ra ∗ (2∗ ( log ( ( tan ( t i t a 0 3 /2) ) / ( ( tan ( t i t a 3 /2) ) ) ) )+(cos (
t i t a 0 3 )−cos ( t i t a 3 ) ) )−2∗masat ie r ra ∗ log ( ( rad io4 ) /(rT) ) ;
else
Gdetita34=masat ie r ra ∗ (2∗ ( log ( ( tan ( t i t a 0 3 /2) ) ∗( tan ( t i t a 4 /2) ) / ( ( tan (
t i t a 0 4 /2) ) ∗(tan ( t i t a 3 /2) ) ) ) )+(cos ( t i t a 0 3 )−cos ( t i t a 0 4 ) ) +(cos ( t i t a 4 )
−cos ( t i t a 3 ) ) ) ;
251 end
i f t i t a1 <=10ˆ(−12)
Gdetita15=2∗masat ie r ra ∗ log ( ( rad io1 ) /(rT) )+masat ie r ra ∗ (2∗ ( log ( ( tan (
t i t a 5 /2) ) / ( ( tan ( t i t a 0 5 /2) ) ) ) )−(cos ( t i t a 0 5 )−cos ( t i t a 5 ) ) ) ;
else
256 Gdetita15=masat ie r ra ∗ (2∗ ( log ( ( tan ( t i t a 0 1 /2) ) ∗( tan ( t i t a 5 /2) ) / ( ( tan (
t i t a 0 5 /2) ) ∗(tan ( t i t a 1 /2) ) ) ) )+(cos ( t i t a 0 1 )−cos ( t i t a 0 5 ) ) +(cos ( t i t a 5 )
−cos ( t i t a 1 ) ) ) ;
end
i f t i t a5 <=10ˆ(−12)
Gdetita15=masat ie r ra ∗ (2∗ ( log ( ( tan ( t i t a 0 1 /2) ) / ( ( tan ( t i t a 1 /2) ) ) ) )+(cos (
t i t a 0 1 )−cos ( t i t a 1 ) ) )−2∗masat ie r ra ∗ log ( ( rad io5 ) /(rT) ) ;
261 else
Gdetita15=masat ie r ra ∗ (2∗ ( log ( ( tan ( t i t a 0 1 /2) ) ∗( tan ( t i t a 5 /2) ) / ( ( tan (
t i t a 0 5 /2) ) ∗(tan ( t i t a 1 /2) ) ) ) )+(cos ( t i t a 0 1 )−cos ( t i t a 0 5 ) ) +(cos ( t i t a 5 )
−cos ( t i t a 1 ) ) ) ;
end
i f t i t a4 <=10ˆ(−12)
266 Gdetita45=2∗masat ie r ra ∗ log ( ( rad io4 ) /(rT) )+masat ie r ra ∗ (2∗ ( log ( ( tan (
t i t a 5 /2) ) / ( ( tan ( t i t a 0 5 /2) ) ) ) )−(cos ( t i t a 0 5 )−cos ( t i t a 5 ) ) ) ;
else
Gdetita45=masat ie r ra ∗ (2∗ ( log ( ( tan ( t i t a 0 4 /2) ) ∗( tan ( t i t a 5 /2) ) / ( ( tan (
t i t a 0 5 /2) ) ∗(tan ( t i t a 4 /2) ) ) ) )+(cos ( t i t a 0 4 )−cos ( t i t a 0 5 ) ) +(cos ( t i t a 5 )
−cos ( t i t a 4 ) ) ) ;
end
271 i f t i t a5 <=1ˆ0(−12)
Gdetita45=masat ie r ra ∗ (2∗ ( log ( ( tan ( t i t a 0 4 /2) ) / ( ( tan ( t i t a 4 /2) ) ) ) )+(cos (
t i t a 0 4 )−cos ( t i t a 4 ) ) )−2∗masat ie r ra ∗ log ( ( rad io5 ) /(rT) ) ;
else
168
Gdetita45=masat ie r ra ∗ (2∗ ( log ( ( tan ( t i t a 0 4 /2) ) ∗( tan ( t i t a 5 /2) ) / ( ( tan (
t i t a 0 5 /2) ) ∗(tan ( t i t a 4 /2) ) ) ) )+(cos ( t i t a 0 4 )−cos ( t i t a 0 5 ) ) +(cos ( t i t a 5 )
−cos ( t i t a 4 ) ) ) ;
end
276
i f t i t a1 <=10ˆ(−12)
Gdetita13=2∗masat ie r ra ∗ log ( ( rad io1 ) /(rT) )+masat ie r ra ∗ (2∗ ( log ( ( tan (
t i t a 3 /2) ) / ( ( tan ( t i t a 0 3 /2) ) ) ) )−(cos ( t i t a 0 3 )−cos ( t i t a 3 ) ) ) ;
else
Gdetita13=masat ie r ra ∗ (2∗ ( log ( ( tan ( t i t a 0 1 /2) ) ∗( tan ( t i t a 3 /2) ) / ( ( tan (
t i t a 0 3 /2) ) ∗(tan ( t i t a 1 /2) ) ) ) )+(cos ( t i t a 0 1 )−cos ( t i t a 0 3 ) ) +(cos ( t i t a 3 )
−cos ( t i t a 1 ) ) ) ;
281 end
i f t i t a3 <=10ˆ(−12)
Gdetita13=masat ie r ra ∗ (2∗ ( log ( ( tan ( t i t a 0 1 /2) ) /(tan ( t i t a 1 /2) ) ) )+(cos (
t i t a 0 1 )−cos ( t i t a 1 ) ) )−2∗masat ie r ra ∗ log ( ( rad io3 ) /(rT) ) ;
else
286 Gdetita13=masat ie r ra ∗ (2∗ ( log ( ( tan ( t i t a 0 1 /2) ) ∗( tan ( t i t a 3 /2) ) / ( ( tan (
t i t a 0 3 /2) ) ∗(tan ( t i t a 1 /2) ) ) ) )+(cos ( t i t a 0 1 )−cos ( t i t a 0 3 ) ) +(cos ( t i t a 3 )
−cos ( t i t a 1 ) ) ) ;
end
eta21=(Gdetita12 ) /( r21 ) ;
eta32=(Gdetita23 ) /( r32 ) ;
291 eta31=(Gdetita13 ) /( r31 ) ;
eta43=(Gdetita34 ) /( r43 ) ;
eta41=(Gdetita14 ) /( r41 ) ;
eta54=(Gdetita45 ) /( r54 ) ;
eta51=(Gdetita15 ) /( r51 ) ;
296
pdto11=r32 ∗ r21 ∗ r31 ;
pdto21=r43 ∗ r31 ∗ r41 ;
pdto51=r54 ∗ r41 ∗ r51 ;
301 l 1 1=(r32 ∗k1+r21 ∗k3−r31 ∗k2 ) ∗(1+eta32 ) ∗(1+eta21 ) ∗(1+eta31 ) ;
m11=−2∗(r32 ∗x1+r21 ∗x3−r31 ∗x2 )∗(1+eta32 ) ∗(1+eta21 ) ∗(1+eta31 ) ;
n11=−2∗(r32 ∗y1+r21 ∗y3−r31 ∗y2 )∗(1+eta32 ) ∗(1+eta21 ) ∗(1+eta31 ) ;
v11=−2∗(r32 ∗ z1+r21 ∗z3−r31 ∗ z2 )∗(1+eta32 ) ∗(1+eta21 ) ∗(1+eta31 ) ;
l 2 1=(r43 ∗k1+r31 ∗k4−r41 ∗k3 ) ∗(1+eta43 ) ∗(1+eta31 ) ∗(1+eta41 ) ;
306 m21=−2∗(r43 ∗x1+r31 ∗x4−r41 ∗x3 )∗(1+eta43 ) ∗(1+eta31 ) ∗(1+eta41 ) ;
n21=−2∗(r43 ∗y1+r31 ∗y4−r41 ∗y3 )∗(1+eta43 ) ∗(1+eta31 ) ∗(1+eta41 ) ;
v21=−2∗(r43 ∗ z1+r31 ∗z4−r41 ∗ z3 )∗(1+eta43 ) ∗(1+eta31 ) ∗(1+eta41 ) ;
l 5 1=(r54 ∗k1+r41 ∗k5−r51 ∗k4 ) ∗(1+eta54 ) ∗(1+eta41 ) ∗(1+eta51 ) ;
m51=−2∗(r54 ∗x1+r41 ∗x5−r51 ∗x4 )∗(1+eta54 ) ∗(1+eta41 ) ∗(1+eta51 ) ;
311 n51=−2∗(r54 ∗y1+r41 ∗y5−r51 ∗y4 )∗(1+eta54 ) ∗(1+eta41 ) ∗(1+eta51 ) ;
v51=−2∗(r54 ∗ z1+r41 ∗z5−r51 ∗ z4 )∗(1+eta54 ) ∗(1+eta41 ) ∗(1+eta51 ) ;
169
A0=[m1 n1 v1 ;m2 n2 v2 ; m5 n5 v5 ] ;
A=[m11 n11 v11 ; m21 n21 v21 ; m51 n51 v51 ] ;
316 [ L1 ,U1]= lu (A) ;
inversaA0=inv (A0) ;
inversaA=inv (A) ;
321
rangodeA0=rank (A0) ;
numerodecondicionA0=det (A0) ∗det ( inversaA0 ) ;
326 rangodeA=rank (A) ;
numerodecondicionA=det (A) ∗det ( inversaA0 ) ;
te rminos indep1=[( pdto11−l 1 1 ) ; ( pdto21−l 2 1 ) ; ( pdto51−l 5 1 ) ] ;
331 XX=(inv (A’∗A) ) ∗A’∗ te rminos indep1 ;
xxuno=XX(1 ,1 ) ;
yyuno=XX(2 ,1 ) ;
336 zzuno=XX(3 ,1 ) ;
productodematr i ces0=A0∗ inversaA0 ;
productodematr i ces=A∗ inversaA ;
341
s o l em i=sqrt ( x emiˆ2+y emiˆ2+z emi ˆ2) ;
s o l c l a s i c a=sqrt ( xxˆ2+yyˆ2+zz ˆ2) ;
c h e q s o l c l a s s o l em i=s o l c l a s i c a−s o l em i ;
346
s o l r e l a t i v i s t a=sqrt ( xxunoˆ2+yyunoˆ2+zzuno ˆ2) ;
denm=(sqrt ( ( xx−xxuno ) ˆ2+(yy−yyuno ) ˆ2+(zz−zzuno ) ˆ2) ) ∗c ;
351
d i s t a n c i a em i a s a t c i n c o c l a s=(sqrt ( ( xx−x5 ) ˆ2+(yy−y5 ) ˆ2+(zz−z5 ) ˆ2) ) ;
d i s t a n c i a em i a s a t c i n c o r e l=(sqrt ( ( xxuno−x5 ) ˆ2+(yyuno−y5 ) ˆ2+(zzuno−z5 )
ˆ2) ) ;
t i empode r e ta rdoc l a swrt s5=d i s t a n c i a em i a s a t c i n c o c l a s ;
356 i f t i t a5 >10ˆ(−9)
t i empoderetardopostwrts5=d i s t a n c i a em i a s a t c i n c o r e l+masat ie r ra ∗ (2∗ ( log
( ( tan ( t i t a 0 5 /2) ) /(tan ( t i t a 5 /2) ) ) )+(cos ( t i t a 0 5 )−cos ( t i t a 5 ) ) ) ;
170
else
t i empoderetardopostwrts5=d i s t a n c i a em i a s a t c i n c o r e l+2∗masat ie r ra ∗ log ( (
t i t a 5 ) /(rT) ) ;
end
361 d i f e r enc i ade t i empoa s5=t iempoderetardopostwrts5−
t i empode r e ta rdoc l a swrt s5 ;
%%%%%%%%%%%%%%%%%%%%%%%%%
366
masat ie r ra =1.479∗10ˆ(−11) ;
m=masat ie r ra ;
371 c=2.99776∗10ˆ(8) ;
anguloS1=10;
i n c l i n a c i o nS1 =0.5 ;
anguloSf1=0.5 ;
376 rad ioS1=(14.002∗10ˆ(−2) ) ;
xS1=radioS1 ∗( cos ( anguloS1∗pi /180) ∗cos ( anguloSf1∗pi /180)−sin ( anguloS1∗
pi /180) ∗ sin ( anguloSf1∗pi /180) ∗cos ( i n c l i n a c i o nS1 ∗pi /180) ) ;
yS1=radioS1 ∗( sin ( anguloS1∗pi /180) ∗cos ( anguloSf1∗pi /180)+cos ( anguloS1∗
pi /180) ∗ sin ( anguloSf1∗pi /180) ∗cos ( i n c l i n a c i o nS1 ∗pi /180) ) ;
zS1=radioS1∗ sin ( anguloSf1∗pi /180) ∗ sin ( i n c l i n a c i o nS1 ∗pi /180) ;
381 rS1=sqrt ( ( xS1 ) ˆ2+(yS1 ) ˆ2+(zS1 ) ˆ2) ;
anguloS2=−70;
386 i n c l i n a c i o nS2 =0;
anguloSf2=0;
rad ioS2=(14.002∗10ˆ(−2) ) ;
xS2=radioS2 ∗( cos ( anguloS2∗pi /180) ∗cos ( anguloSf2∗pi /180)−sin ( anguloS2∗
pi /180) ∗ sin ( anguloSf2∗pi /180) ∗cos ( i n c l i n a c i o nS2 ∗pi /180) ) ;
391 yS2=radioS2 ∗( sin ( anguloS2∗pi /180) ∗cos ( anguloSf2∗pi /180)+cos ( anguloS2∗
pi /180) ∗ sin ( anguloSf2∗pi /180) ∗cos ( i n c l i n a c i o nS2 ∗pi /180) ) ;
zS2=radioS2∗ sin ( anguloSf2∗pi /180) ∗ sin ( i n c l i n a c i o nS2 ∗pi /180) ;
rS2=sqrt ( ( xS2 ) ˆ2+(yS2 ) ˆ2+(zS2 ) ˆ2) ;
396
anguloS3=−55;
i n c l i n a c i o nS3 =0.4 ;
171
anguloSf3=0;
rad ioS3=(9.002∗10ˆ(−2) ) ;
401
xS3=radioS3 ∗( cos ( anguloS3∗pi /180) ∗cos ( anguloSf3∗pi /180)−sin ( anguloS3∗
pi /180) ∗ sin ( anguloSf3∗pi /180) ∗cos ( i n c l i n a c i o nS3 ∗pi /180) ) ;
yS3=radioS3 ∗( sin ( anguloS3∗pi /180) ∗cos ( anguloSf3∗pi /180)+cos ( anguloS3∗
pi /180) ∗ sin ( anguloSf3∗pi /180) ∗cos ( i n c l i n a c i o nS3 ∗pi /180) ) ;
zS3=radioS3∗ sin ( anguloSf3∗pi /180) ∗ sin ( i n c l i n a c i o nS3 ∗pi /180) ;
rS3=sqrt ( ( xS3 ) ˆ2+(yS3 ) ˆ2+(zS3 ) ˆ2) ;
406
anguloS4=46.8 ;
i n c l i n a c i o nS4 =0.2 ;
411 anguloSf4=0;
rad ioS4=(14.002∗10ˆ(−2) ) ;
xS4=radioS4 ∗( cos ( anguloS4∗pi /180) ∗cos ( anguloSf4∗pi /180)−sin ( anguloS4∗
pi /180) ∗ sin ( anguloSf4∗pi /180) ∗cos ( i n c l i n a c i o nS4 ∗pi /180) ) ;
yS4=radioS4 ∗( sin ( anguloS4∗pi /180) ∗cos ( anguloSf4∗pi /180)+cos ( anguloS4∗
pi /180) ∗ sin ( anguloSf4∗pi /180) ∗cos ( i n c l i n a c i o nS4 ∗pi /180) ) ;
416 zS4=radioS4∗ sin ( anguloSf4∗pi /180) ∗ sin ( i n c l i n a c i o nS4 ∗pi /180) ;
rS4=sqrt ( ( xS4 ) ˆ2+(yS4 ) ˆ2+(zS4 ) ˆ2) ;
421 anguloS5=angulo5 ;
i n c l i n a c i o nS5=i n c l i n a c i o n 5 ;
anguloSf5=angulo f5 ;
rad ioS5=radio5 ;
426 xS5=radioS5 ∗( cos ( anguloS5∗pi /180) ∗cos ( anguloSf5∗pi /180)−sin ( anguloS5∗
pi /180) ∗ sin ( anguloSf5∗pi /180) ∗cos ( i n c l i n a c i o nS5 ∗pi /180) ) ;
yS5=radioS5 ∗( sin ( anguloS5∗pi /180) ∗cos ( anguloSf5∗pi /180)+cos ( anguloS5∗
pi /180) ∗ sin ( anguloSf5∗pi /180) ∗cos ( i n c l i n a c i o nS5 ∗pi /180) ) ;
zS5=radioS5∗ sin ( anguloSf5∗pi /180) ∗ sin ( i n c l i n a c i o nS5 ∗pi /180) ;
rS5=sqrt ( ( xS5 ) ˆ2+(yS5 ) ˆ2+(zS5 ) ˆ2) ;
431
SATELLITEDATAFDOA=[anguloS1 i n c l i n a c i o nS1 anguloSf1 rad ioS1 ; anguloS2
i n c l i n a c i o nS2 anguloSf2 rad ioS2 ; . . .
anguloS3 i n c l i n a c i o nS3 anguloSf3 rad ioS3 ; anguloS4 i n c l i n a c i o nS4
anguloSf4 rad ioS4 ; anguloS5 i n c l i n a c i o nS5 anguloSf5 rad ioS5 ]
436
vS1=sqrt ( masat i e r ra / rS1 ) ;
172
vS2=sqrt ( masat i e r ra / rS2 ) ;
441
vS3=sqrt ( masat i e r ra / rS3 ) ;
vS4=sqrt ( masat i e r ra / rS4 ) ;
446 vS5=sqrt ( masat i e r ra / rS5 ) ;
vSx1=vS1∗(−cos ( anguloS1∗pi /180)∗ sin ( anguloSf1∗pi /180)−sin ( anguloS1∗pi
/180) ∗cos ( anguloSf1∗pi /180) ∗cos ( i n c l i n a c i o nS1 ∗pi /180) ) ;
vSy1=vS1∗(−sin ( anguloS1∗pi /180)∗ sin ( anguloSf1∗pi /180)+cos ( anguloS1∗pi
/180) ∗cos ( anguloSf1∗pi /180) ∗cos ( i n c l i n a c i o nS1 ∗pi /180) ) ;
vSz1=vS1∗cos ( anguloSf1∗pi /180) ∗ sin ( i n c l i n a c i o nS1 ∗pi /180) ;
451
ve lS1=sqrt ( vSx1ˆ2+vSy1ˆ2+vSz1 ˆ2) ;
t e s t 1=(velS1−vS1 ) ∗c ;
456 vSx2=vS2∗(−cos ( anguloS2∗pi /180)∗ sin ( anguloSf2∗pi /180)−sin ( anguloS2∗pi
/180) ∗cos ( anguloSf2∗pi /180) ∗cos ( i n c l i n a c i o nS2 ∗pi /180) ) ;
vSy2=vS2∗(−sin ( anguloS2∗pi /180)∗ sin ( anguloSf2∗pi /180)+cos ( anguloS2∗pi
/180) ∗cos ( anguloSf2∗pi /180) ∗cos ( i n c l i n a c i o nS2 ∗pi /180) ) ;
vSz2=vS2∗cos ( anguloSf2∗pi /180) ∗ sin ( i n c l i n a c i o nS2 ∗pi /180) ;
461 ve lS2=sqrt ( vSx2ˆ2+vSy2ˆ2+vSz2 ˆ2) ;
t e s t 2=(velS2−vS2 ) ∗c ;
vSx3=vS3∗(−cos ( anguloS3∗pi /180)∗ sin ( anguloSf3∗pi /180)−sin ( anguloS3∗pi
/180) ∗cos ( anguloSf3∗pi /180) ∗cos ( i n c l i n a c i o nS3 ∗pi /180) ) ;
466 vSy3=vS3∗(−sin ( anguloS3∗pi /180)∗ sin ( anguloSf3∗pi /180)+cos ( anguloS3∗pi
/180) ∗cos ( anguloSf3∗pi /180) ∗cos ( i n c l i n a c i o nS3 ∗pi /180) ) ;
vSz3=vS3∗cos ( anguloSf3∗pi /180) ∗ sin ( i n c l i n a c i o nS3 ∗pi /180) ;
ve lS3=sqrt ( vSx3ˆ2+vSy3ˆ2+vSz3 ˆ2) ;
471 t e s t 3=(velS3−vS3 ) ∗c ;
vSx4=vS4∗(−cos ( anguloS4∗pi /180)∗ sin ( anguloSf4∗pi /180)−sin ( anguloS4∗pi
/180) ∗cos ( anguloSf4∗pi /180) ∗cos ( i n c l i n a c i o nS4 ∗pi /180) ) ;
vSy4=vS4∗(−sin ( anguloS4∗pi /180)∗ sin ( anguloSf4∗pi /180)+cos ( anguloS4∗pi
/180) ∗cos ( anguloSf4∗pi /180) ∗cos ( i n c l i n a c i o nS4 ∗pi /180) ) ;
476 vSz4=vS4∗cos ( anguloSf4∗pi /180) ∗ sin ( i n c l i n a c i o nS4 ∗pi /180) ;
173
ve lS4=sqrt ( vSx4ˆ2+vSy4ˆ2+vSz4 ˆ2) ;
t e s t 4=(velS4−vS4 ) ∗c ;
481
vSx5=vS5∗(−cos ( anguloS5∗pi /180)∗ sin ( anguloSf5∗pi /180)−sin ( anguloS5∗pi
/180) ∗cos ( anguloSf5∗pi /180) ∗cos ( i n c l i n a c i o nS5 ∗pi /180) ) ;
vSy5=vS5∗(−sin ( anguloS5∗pi /180)∗ sin ( anguloSf5∗pi /180)+cos ( anguloS5∗pi
/180) ∗cos ( anguloSf5∗pi /180) ∗cos ( i n c l i n a c i o nS5 ∗pi /180) ) ;
vSz5=vS5∗cos ( anguloSf5∗pi /180) ∗ sin ( i n c l i n a c i o nS5 ∗pi /180) ;
486
ve lS5=sqrt ( vSx5ˆ2+vSy5ˆ2+vSz5 ˆ2) ;
t e s t 5=(velS5−vS5 ) ∗c ;
491
xclasS1E=xS1−xx ;
xclasS2E=xS2−xx ;
xclasS3E=xS3−xx ;
496 xclasS4E=xS4−xx ;
xclasS5E=xS5−xx ;
yclasS1E=yS1−yy ;
yclasS2E=yS2−yy ;
501 yclasS3E=yS3−yy ;
yclasS4E=yS4−yy ;
yclasS5E=yS5−yy ;
zc lasS1E=zS1−zz ;
506 zc lasS2E=zS2−zz ;
zc lasS3E=zS3−zz ;
zc lasS4E=zS4−zz ;
zc lasS5E=zS5−zz ;
%
511 xre lS1E=xS1−xxuno ;
xre lS2E=xS2−xxuno ;
xre lS3E=xS3−xxuno ;
xre lS4E=xS4−xxuno ;
xre lS5E=xS5−xxuno ;
516
yre lS1E=yS1−yyuno ;
yre lS2E=yS2−yyuno ;
yre lS3E=yS3−yyuno ;
yre lS4E=yS4−yyuno ;
521 yre lS5E=yS5−yyuno ;
174
zre lS1E=zS1−zzuno ;
zre lS2E=zS2−zzuno ;
zre lS3E=zS3−zzuno ;
526 zre lS4E=zS4−zzuno ;
zre lS5E=zS5−zzuno ;
531 dclasS1E=sqrt ( ( xS1−xx ) ˆ2+(yS1−yy ) ˆ2+(zS1−zz ) ˆ2) ;
dclasS2E=sqrt ( ( xS2−xx ) ˆ2+(yS2−yy ) ˆ2+(zS2−zz ) ˆ2) ;
dclasS3E=sqrt ( ( xS3−xx ) ˆ2+(yS3−yy ) ˆ2+(zS3−zz ) ˆ2) ;
dclasS4E=sqrt ( ( xS4−xx ) ˆ2+(yS4−yy ) ˆ2+(zS4−zz ) ˆ2) ;
dclasS5E=sqrt ( ( xS5−xx ) ˆ2+(yS5−yy ) ˆ2+(zS5−zz ) ˆ2) ;
536
drelS1E=sqrt ( ( xS1−xxuno ) ˆ2+(yS1−yyuno ) ˆ2+(zS1−zzuno ) ˆ2) ;
drelS2E=sqrt ( ( xS2−xxuno ) ˆ2+(yS2−yyuno ) ˆ2+(zS2−zzuno ) ˆ2) ;
drelS3E=sqrt ( ( xS3−xxuno ) ˆ2+(yS3−yyuno ) ˆ2+(zS3−zzuno ) ˆ2) ;
drelS4E=sqrt ( ( xS4−xxuno ) ˆ2+(yS4−yyuno ) ˆ2+(zS4−zzuno ) ˆ2) ;
541 drelS5E=sqrt ( ( xS5−xxuno ) ˆ2+(yS5−yyuno ) ˆ2+(zS5−zzuno ) ˆ2) ;
r t i e r r a =2.125∗10ˆ(−2) ;
omega=7.27∗10ˆ(−5) ;
546
vE=sqrt ( masat i e r ra / r emi ) ;
vEclas=sqrt ( masat i e r ra / s o l c l a s i c a ) ;
551 t e s t v e l c l a s =((vE−vEclas ) ∗c /1000) ∗3600 ;
vExclas=vEclas∗(−cos ( nodo emi∗pi /180) ∗ sin ( f ∗pi /180)−sin ( nodo emi∗pi
/180) ∗cos ( f ∗pi /180) ∗cos ( i n c l i n a c i o n em i ∗pi /180) ) ;
vEyclas=vEclas∗(−sin ( nodo emi∗pi /180) ∗ sin ( f ∗pi /180)+cos ( nodo emi∗pi
/180) ∗cos ( f ∗pi /180) ∗cos ( i n c l i n a c i o n em i ∗pi /180) ) ;
556 vEzc la s=vEclas ∗cos ( f ∗pi /180) ∗ sin ( i n c l i n a c i o n em i ∗pi /180) ;
f e =1.025∗10ˆ3;
561
f 1 c l a s=f e ∗(1−((( vSx1−vExclas ) ∗xclasS1E+(vSy1−vEyclas ) ∗yclasS1E+(vSz1−
vEzc la s ) ∗ zc lasS1E ) /dclasS1E ) ) ;
f 2 c l a s=f e ∗(1−((( vSx2−vExclas ) ∗xclasS2E+(vSy2−vEyclas ) ∗yclasS2E+(vSz2−
vEzc la s ) ∗ zc lasS2E ) /dclasS2E ) ) ;
f 3 c l a s=f e ∗(1−((( vSx3−vExclas ) ∗xclasS3E+(vSy3−vEyclas ) ∗yclasS3E+(vSz3−
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vEzc la s ) ∗ zc lasS3E ) /dclasS3E ) ) ;
f 4 c l a s=f e ∗(1−((( vSx4−vExclas ) ∗xclasS4E+(vSy4−vEyclas ) ∗yclasS4E+(vSz4−
vEzc la s ) ∗ zc lasS4E ) /dclasS4E ) ) ;
566 f 5 c l a s=f e ∗(1−((( vSx5−vExclas ) ∗xclasS5E+(vSy5−vEyclas ) ∗yclasS5E+(vSz5−
vEzc la s ) ∗ zc lasS5E ) /dclasS5E ) ) ;
FDOA 12 1=f1 c l a s−f 2 c l a s ;
FDOA 13 1=f1 c l a s−f 3 c l a s ;
571 FDOA 42 1=f4 c l a s−f 2 c l a s ;
FDOA 43 1=f4 c l a s−f 3 c l a s ;
FDOA 45 1=f4 c l a s−f 5 c l a s ;
576
rS1EvS1= xclasS1E ∗vSx1+yclasS1E ∗vSy1+zclasS1E ∗vSz1 ;
rS2EvS2= xclasS2E ∗vSx2+yclasS2E ∗vSy2+zclasS2E ∗vSz2 ;
rS3EvS3= xclasS3E ∗vSx3+yclasS3E ∗vSy3+zclasS3E ∗vSz3 ;
rS4EvS4= xclasS4E ∗vSx4+yclasS4E ∗vSy4+zclasS4E ∗vSz4 ;
581 rS5EvS5= xclasS5E ∗vSx5+yclasS5E ∗vSy5+zclasS5E ∗vSz5 ;
nS1EvS1= rS1EvS1/dclasS1E ;
nS2EvS2= rS2EvS2/dclasS2E ;
586 nS3EvS3= rS3EvS3/dclasS3E ;
nS4EvS4= rS4EvS4/dclasS4E ;
nS5EvS5= rS5EvS5/dclasS5E ;
591 c=2.99776∗10ˆ(8) ;
B11=(xclasS1E /dclasS1E )−(xclasS2E /dclasS2E ) ;
B12=(yclasS1E /dclasS1E )−(yclasS2E /dclasS2E ) ;
596 B13=(zclasS1E /dclasS1E )−(zc lasS2E /dclasS2E ) ;
B14=−(FDOA 12 1) ;
B21=(xclasS1E /dclasS1E )−(xclasS3E /dclasS3E ) ;
B22=(yclasS1E /dclasS1E )−(yclasS3E /dclasS3E ) ;
B23=(zclasS1E /dclasS1E )−(zc lasS3E /dclasS3E ) ;
601 B24=−(FDOA 13 1) ;
B31=(xclasS4E /dclasS4E )−(xclasS2E /dclasS2E ) ;
B32=(yclasS4E /dclasS4E )−(yclasS2E /dclasS2E ) ;
B33=(zclasS4E /dclasS4E )−(zc lasS2E /dclasS2E ) ;
B34=−(FDOA 42 1) ;
606 B41=(xclasS4E /dclasS4E )−(xclasS5E /dclasS5E ) ;
B42=(yclasS4E /dclasS4E )−(yclasS5E /dclasS5E ) ;
B43=(zclasS4E /dclasS4E )−(zc lasS5E /dclasS5E ) ;
176
B44=−(FDOA 45 1) ;
611
C1=(nS1EvS1 )−(nS2EvS2 ) ;
C2=(nS1EvS1 )−(nS3EvS3 ) ;
C3=(nS4EvS4 )−(nS2EvS2 ) ;
C4=(nS4EvS4 )−(nS5EvS5 ) ;
616
ba s i ca=[B11 B12 B13 ; B21 B22 B23 ; B31 B32 B33 ] ;
de t e rminantede l s i s t emabas i co=det ( ba s i ca ) ;
621 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
B=[B11 B12 B13 B14 ; B21 B22 B23 B24 ; B31 B32 B33 B34 ; B41 B42 B43 B44
] ;
DeterminantedeB=det (B) ;
626
% i f 0<= det (B) < 10ˆ(−14)
% DeterminantedeB =10ˆ(−14)
%
% e l s e
631 % DeterminantedeB =det (B)
% end
% i f −10ˆ(−14)< det (B) < 0
% DeterminantedeB =−10ˆ(−14)
% e l s e
636 % DeterminantedeB =det (B)
% end
M1=[C1 B12 B13 B14 ; C2 B22 B23 B24 ; C3 B32 B33 B34 ; C4 B42 B43 B44 ] ;
pr imeradjunto=det (M1) ;
641 M2=[B11 C1 B13 B14 ; B21 C2 B23 B24 ; B31 C3 B33 B34 ; B41 C4 B43 B44 ] ;
segundoadjunto=det (M2) ;
M3=[B11 B12 C1 B14 ; B21 B22 C2 B24 ; B31 B32 C3 B34 ; B41 B42 C4 B44 ] ;
t e r c e r ad junto=det (M3) ;
M4=[B11 B12 B13 C1 ; B21 B22 B23 C2 ; B31 B32 B33 C3 ; B41 B42 B43 C4 ] ;
646 cuar toadjunto=det (M4) ;
solvEx=primeradjunto /DeterminantedeB ;
651 solvEy=segundoadjunto /DeterminantedeB ;
so lvEz=te r c e r ad junto /DeterminantedeB ;
177
so l femenosuno=cuar toadjunto/DeterminantedeB ;
656
SOL C=[ solvEx solvEy solvEz so l femenosuno ] ;
s o l f e =1/so l femenosuno ;
so lvE=sqrt ( solvExˆ2+solvEyˆ2+solvEz ˆ2) ;
661 solvEenKmporsec=solvE∗c ∗10ˆ(−3) ;
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
666 C=[C1 ; C2 ; C3 ; C4 ] ;
BC= [B C ] ;
rangodeB=rank (B) ;
inversaB=inv (B) ;
671 numerodecondicionB=det (B) ∗det ( inversaB ) ;
i f numerodecondicionB<1
’ no va l e ’ ;
else
’ v a l e ’ ;
676 end
rangodeBC=rank (BC) ;
SOL G=rref (BC) ;
681 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
B11rel=(xclasS1E /dclasS1E )∗(1−nS1EvS1 )−(xclasS2E /dclasS2E )∗(1−nS2EvS2 )
;
B12re l=(yclasS1E /dclasS1E )∗(1−nS1EvS1 )−(yclasS2E /dclasS2E )∗(1−nS2EvS2 )
;
686 B13rel=(zc lasS1E /dclasS1E )∗(1−nS1EvS1 )−(zc lasS2E /dclasS2E )∗(1−nS2EvS2 )
;
B14re l=−(FDOA 12 1) ;
B21re l=(xclasS1E /dclasS1E )∗(1−nS1EvS1 )−(xclasS3E /dclasS3E )∗(1−nS3EvS3 )
;
B22re l=(yclasS1E /dclasS1E )∗(1−nS1EvS1 )−(yclasS3E /dclasS3E )∗(1−nS3EvS3 )
;
B23re l=(zc lasS1E /dclasS1E )∗(1−nS1EvS1 )−(zc lasS3E /dclasS3E )∗(1−nS3EvS3 )
;
691 B24rel=−(FDOA 13 1) ;
B31re l=(xclasS4E /dclasS4E )∗(1−nS4EvS4 )−(xclasS2E /dclasS2E )∗(1−nS2EvS2 )
;
B32re l=(yclasS4E /dclasS4E )∗(1−nS4EvS4 )−(yclasS2E /dclasS2E )∗(1−nS2EvS2 )
;
178
B33rel=(zc lasS4E /dclasS4E )∗(1−nS4EvS4 )−(zc lasS2E /dclasS2E )∗(1−nS2EvS2 )
;
B34re l=−(FDOA 42 1) ;
696 B41rel=(xclasS4E /dclasS4E )∗(1−nS4EvS4 )−(xclasS5E /dclasS5E )∗(1−nS5EvS5 )
;
B42re l=(yclasS4E /dclasS4E )∗(1−nS4EvS4 )−(yclasS5E /dclasS5E )∗(1−nS5EvS5 )
;
B43re l=(zc lasS4E /dclasS4E )∗(1−nS4EvS4 )−(zc lasS5E /dclasS5E )∗(1−nS5EvS5 )
;
B44re l=−(FDOA 45 1) ;
701
H12=(ve lS1 ) ˆ2−( ve lS2 ) ˆ2 ;
H13=(ve lS1 ) ˆ2−( ve lS3 ) ˆ2 ;
H42=(ve lS4 ) ˆ2−( ve lS2 ) ˆ2 ;
706 H45=(ve lS4 ) ˆ2−( ve lS5 ) ˆ2 ;
M12=m∗ ( (1/ rS1 )−(1/rS2 ) ) ;
M13=m∗ ( (1/ rS1 )−(1/rS3 ) ) ;
M42=m∗ ( (1/ rS4 )−(1/rS2 ) ) ;
711 M45=m∗ ( (1/ rS4 )−(1/rS5 ) ) ;
n1 vE=(xclasS1E /dclasS1E ) ∗ vExclas+(yclasS1E /dclasS1E ) ∗ vEyclas+(
zc lasS1E /dclasS1E ) ∗ vEzc la s ;
n2 vE=(xclasS2E /dclasS2E ) ∗ vExclas+(yclasS2E /dclasS2E ) ∗ vEyclas+(
zc lasS2E /dclasS2E ) ∗ vEzc la s ;
n3 vE=(xclasS3E /dclasS3E ) ∗ vExclas+(yclasS3E /dclasS3E ) ∗ vEyclas+(
zc lasS3E /dclasS3E ) ∗ vEzc la s ;
716 n4 vE=(xclasS4E /dclasS4E ) ∗ vExclas+(yclasS4E /dclasS4E ) ∗ vEyclas+(
zc lasS4E /dclasS4E ) ∗ vEzc la s ;
n5 vE=(xclasS5E /dclasS5E ) ∗ vExclas+(yclasS5E /dclasS5E ) ∗ vEyclas+(
zc lasS5E /dclasS5E ) ∗ vEzc la s ;
C1re l=(nS1EvS1 )−(nS2EvS2 ) −(1/2)∗H12−M12−(n1 vE ) ˆ2+(n2 vE ) ˆ2 ;
C2re l=(nS1EvS1 )−(nS3EvS3 ) −(1/2)∗H13−M13−(n1 vE ) ˆ2+(n3 vE ) ˆ2 ;
721 C3rel=(nS4EvS4 )−(nS2EvS2 ) −(1/2)∗H42−M42−(n4 vE ) ˆ2+(n2 vE ) ˆ2 ;
C4re l=(nS4EvS4 )−(nS5EvS5 ) −(1/2)∗H45−M45−(n4 vE ) ˆ2+(n5 vE ) ˆ2 ;
Bre l=[B11re l B12re l B13re l B14re l ; B21re l B22re l B23re l B24re l ; B31re l
B32re l B33re l B34re l ; B41re l B42re l B43re l B44re l ] ;
Cre l=[C1re l ; C2re l ; C3re l ; C4re l ] ;
726
yyyyre l=Bre l\Crel ;
vEfErel=yyyyre l ;
vErelx=vEfErel (1 , 1 ) ;
vErely=vEfErel (2 , 1 ) ;
179
731 vEre lz=vEfErel (3 , 1 ) ;
vE r e l c a l c=sqrt ( vErelxˆ2+vErelyˆ2+vEre lz ˆ2) ;
fErelmenosuno=vEfErel (4 , 1 ) ;
SOL C R=[vErelx vErely vEre lz fErelmenosuno ] ;
736
BCrel=[Bre l Cre l ] ;
rangodeBrel=rank ( Bre l ) ;
i n v e r s aB r e l=inv ( Bre l ) ;
741 numerodecondic ionBrel=det ( Bre l ) ∗det ( i nv e r s aB r e l ) ;
i f numerodecondic ionBrel<1
’ no va l e ’ ;
else
’ v a l e ’ ;
746 end
rangodeBCrel=rank ( BCrel ) ;
SOL G R=rref ( BCrel ) ;
%%%%%%%%%%%%%%%%%%%%%%%%
751
d i f v e l o c i d a d e s r e l=vEre l ca l c−so lvE ;
angdeve loc idades =(acos ( ( solvEx∗vErelx+solvEy∗vErely+solvEz ∗ vEre lz ) /(
sqrt ( solvExˆ2+solvEyˆ2+solvEz ˆ2)∗ sqrt ( vErelxˆ2+vErelyˆ2+vEre lz ˆ2) ) )
) ∗(180/pi ) ;
d i f v e l o c i d ade s r e l e nmpo r s e g=d i f v e l o c i d a d e s r e l ∗c ;
d i fv e l o c idade s r e l enKmpor s e c=d i f v e l o c i d a d e s r e l ∗c∗10ˆ(−3) ;
756 f E r e l c a l c=1/fErelmenosuno ;
d i f d e f r e c u e n c i a s c l a s r e l=−f E r e l c a l c+s o l f e ;
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