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A method is introduced for the solution of minimization problems possessing objective func- 
tions of the form g(x) + cp(u(.u)), where q is differentiable and concave. It is shown that a solution 
to such problems can be obtained through the solution of the Lagrangian problem whose objec- 
tive function has the form g(s) + k(x). 
1. Introduction 
Under discussion in this paper is the class of optimization problems of the form 
Problem P 
4* := ;i; {g(x) + rpWd)19 (1) 
where g and u are real-valued functions on some set X and v, is differentiable and 
concave on U := k, ii], where 
41 := min u(x) (2) 
xeX 
and 
ii = max u(x). 
.XEX 
(3) 
Let X* denote the set of all optimal solutions to this problem. El 
The results presented here are a generalization of the analysis presented by Ishii 
et al. [l] for the case where g and u are additive and p(z) = fi. 
Since the results also apply to maximization problems where (o is convex, we shall 
refer to this class of problems as c-programming problems. 
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2. Proxy problem 
Associated with the c-programming problem outlined above, consider the follow- 
ing Lagrangian problem 
Problem P(1) 
q*(A) := mEi; {g(x) + k(x)}, A E R, (4) 
where IR denotes the real line, and let X*(A) denote the set of all optimal solutions 
to Problem P(A). El 
It is shown that there exists a set V* such that X* = Uj.~ K* X*(J.) and that Pro- 
blem P can therefore be solved by means of Problem P(A). Since it usually proves 
easier to solve the latter, this result may thus provide the impetus for the develop- 
ment of algorithms aimed at the solution of c-programming problems. For instance, 
if Problem P(A) happens to be a linear programming problem, the c-programming 
problem would thus be solved by means of the simplex method. 
3. Results 
Let u be the real-valued function defined on X as follows: 
Then, 
v(x) := $9(z) , XEX. 
i = u(x) 
(5) 
Theorem 1 
x*EX*(U(X*)), vx*Ex*. (6) 
Proof. Contrary to (6), assumed that there exists x* E X* such that x*eX*(u(x*)). 
This implies the existence of some x’~X*(u(x*)) such that 
g(2) + o(.u*)rt(xO)<g(x*) + lJ(x*)n(.u*) (7) 
and 
g(x*) + 9(u(x*)) sg(xO) + 9(W0)). (8) 
Now, adding (7) and (8) yields 
cp(U(XO)) - 9(u(x*)) > @(x0) - u(x*))u(x*). 
Note, however, that since 9 is differentiable and concave, it follows that 
9(q) - 9(=2) 5 (2, - z*)o(zz) 
(9) 
(10) 
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for all :,,z~ E U, where Ed = (d/dz)cp(z). Since (9) contradicts (lo), we conclude 
that x* must be an element of X*(0(x*)). 3 
Theorem 2 
x*(u(x*)) c x*, V%*EX*. (11) 
Proof. Let x* be any element of X* and x0 be any element of X*(0(x*)). Contrary 
to (1 l), assume that x’BX*. By definition then, (8) must hold with strict inequali- 
ty. However, since Theorem 1 implies that x*~X*(u(x*)), it follows that (7) must 
hold with equality; hence, by adding the two, we again obtain (9), which contradicts 
(10). Hence x0 must be an element of X* and therefore (11) holds. 3 
The following is then an immediate implication of Theorems 1 and 2: 
Corollary 1 
x*= IJ x*(A), 
IEC’. 
where 
V*:={u(x*):x*EX*). 0 
(12) 
(13) 
4. Algorithms 
The following results supplement Corollary 1 in so far the development of c- 
programming algorithms is concerned. 
Theorem 3. Let x* be any element of X* and 1 any real number such that A. > 0(x*). 
Then, u(x)? 0(x*) for all XE X*(A). Similarly, if A < 0(x*), then u(x)~u(x*), 
VXE x*(A). 
Proof. If A >u(x*), X*E X*, then standard Lagrangian arguments yield 
u(x)~u(x*), VXE X*(A). Since ~0 is concave, it follows that u is non-increasing with 
U; hence, u(x)ru(x*), Vx~x*(l). The proof for E.<u(x*) runs along the same 
lines. 3 
Corollary 2 
A* f$ {z : min(L, u(x)) < 2 < max(E., u(x))} 
for all A*E Y*, AER andxEX*(A). q 
(14) 
A proof of contradiction follows immediately, for u(x*) lying in the interval 
specified by (14) results in a contradiction to Theorem 3. 
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Corollary 2 then provides a mechanism that, in 
eliminates sub-intervals of the real line. 
5. Applications 
the search for the elements of V*, 
Space does not permit full details about c-programming algorithms and their ap- 
plications in this paper. Suffice it to say that the method can be used effectively 
whenever the proxy problem (4) can be solved by one of the standard optimization 
techniques. Yet, the following examples illustrate how the c-programming method 
can be used to extend the scope of these techniques. 
Example 1. Consider the tninitnum variance problem 
subject to 
N 
;, XII = K. ~,,u,{O,1,2 ,..., K}. 
Expanding the right hand side of (IS) we obtain 
Thus, we set 
IV 
g(x) := c vo(x,)12, x= (X,,Xl, . . . ,x,v), 
II=, 
N 
u(x) := c j-,(x,), 
and 
in which case the proxy problem takes the form 
N .v 
q*(A) := min C LMxn)12 + 1 nlE, .fAx,) 
IX ,....,. v>.) n = I 
= min i h,(x,;A) 
(I,. .I”) n = 1 
(16) 
(17) 
(18) 
(19) 
(20) 
(21) 
(22) 
(23) 
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subject to (16), where 
h,(x,;l.) := [fn(.YJ2 + AA,&). (24) 
Note that the proxy problem is separable and thus can be solved, say, by dynamic 
programming. 3 
Example 2. Let A be a n x t?z matrix, c, and c2 vectors of length 112, b a vector of 
length n, and consider the problem 
4* := min c,x+ a[~~.+, cr>o, o<p< 1 (25) 
subject to 
Ax=b, xro. (26) 
Formally we can set g(x) := c,x, u(x) := czx, rp(;) = c& and u(x) = a/I[c+]“- ‘, and 
consider the proxy problem 
q*(A) := min c,x+ Ac2x (27) 
‘: 
= min c”x, CL :=ct +Ac, 
X 
subject to (26). Note that the proxy problem in this case is a standard linear pro- 
gramming problem. q 
The algorithmic aspects of c-programming are to be discussed in a subsequent 
paper. 
5. Conclusion 
It should be noted that the results presented above are general in nature as they 
do not depend on the structures of X, g, and U. It is therefore important to examine 
to what extent Corollary 2 can be refined by exploiting the structure of these objects. 
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