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Let G be a multigraph with maximum degree∆ and maximum edge multiplicityµ. Vizing’s
Theorem says that the chromatic index of G is at most∆+µ. If G is bipartite its chromatic
index is well known to be exactly∆. Otherwise G contains an odd cycle and, by a theorem
of Goldberg, its chromatic index is at most∆+ 1+ ∆−2go−1 , where go denotes odd-girth. Here
we prove that a connected G achieves Goldberg’s upper bound if and only if G = µCgo and
(go − 1) | 2(µ − 1). The question of whether or not G achieves Vizing’s upper bound is
NP-hard for µ = 1, but for µ ≥ 2 we have reason to believe that this may be answerable
in polynomial time. We prove that, with the exception of µK3, every connected G with
µ ≥ 2 which achieves Vizing’s upper bound must contain a specific dense subgraph on
five vertices. Additionally, if ∆ ≤ µ2, we prove that G must contain K5, so G must be
nonplanar. These results regarding Vizing’s upper bound extend work by Kierstead, whose
proof technique influences us greatly here.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
The chromatic index of a multigraph G, denoted by χ′(G), is the minimum number of colours needed to colour the edges
of G such that adjacent edges receive different colours. There are a number of known upper bounds for χ′(G). In this paper
we ask: when is χ′(G)maximum? That is, when does χ′(G) achieve a particular upper bound?
Let G be any multigraph with maximum degree∆ = ∆(G) and maximum edge multiplicity µ = µ(G). Then,
χ′(G) ≤ 3∆
2
(Shannon [10], 1949)
and
χ′(G) ≤ ∆+ µ (Vizing [13], 1964).
If G is bipartite then its chromatic index is well known to be exactly∆. Otherwise, G contains an odd cycle and
χ′(G) ≤ ∆+ 1+ ∆− 2
go − 1 (Goldberg [4], 1984),
where go = go(G) is the odd-girth of G (the length of the shortest odd cycle in G).
Vizing proved in his doctoral dissertation in 1968 that for a connected multigraph G, χ′(G) = 3∆/2 if and only if G = µK3
(see [7,12]). That is, he characterized when a multigraph achieves Shannon’s upper bound. Here, we characterize when a
multigraph achieves Goldberg’s upper bound.
Theorem 1. Let G be a connected multigraph containing an odd cycle. Then, χ′(G) = ∆ + 1 + ∆−2
go−1 if and only if G = µCgo and
(go − 1) | 2(µ− 1).
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Fig. 1. The graph H.
It is easy to see that Goldberg’s upper bound is a refinement of Shannon’s upper bound. Therefore, Theorem 1 provides
an extension of the dissertation result of Vizing.
While Vizing’s result characterizes those multigraphs achieving Shannon’s upper bound, and Theorem 1 characterizes
those multigraphs achieving Goldberg’s upper bound, there is no known characterization of those multigraphs which
achieve Vizing’s upper bound. In fact, ifµ = 1, deciding whether or not a givenGhasχ′(G) = ∆+µ is an NP-hard problem [6].
For µ ≥ 2 however, there is reason to believe that the problem is polynomial-time solvable (we will discuss this in more
detail in Section 5.1). Hence, we may have hope for a characterization. Kierstead [8] proved the following result towards such
a characterization. His result involves a k-sided triangle, which is defined to be a multigraph on k edges whose underlying
graph is a triangle.
Theorem 2 ([8]). Let G be a multigraph with µ ≥ 2. If χ′(G) = ∆+ µ, then G contains a 2µ-sided triangle as a subgraph.
Theorem 2 says that only multigraphs with dense triangles can have chromatic index∆+µ, which is a very nice result.
However, since there are many graphs containing 2µ-sided triangles which do not have chromatic index∆+µ (for example,
when G is itself a 2µ-sided triangle), there is much room for improvement.
Here, we extend Theorem 2 in three ways, each time replacing “2µ-sided triangle” with a different multigraph on five
vertices.
For all k ≥ 2, define a k-pyramid to be a multigraph consisting of a path Q of length three and one additional vertex v,
such that there are 4k− 5 edges between v and Q . Let H be the graph depicted in Fig. 1. For all k ≥ 7, define a k-sided H to be
a multigraph on k edges whose underlying graph is H.
Our extensions of Theorem 2 are as follows.
Theorem 3. Let G 6= µK3 be a connected multigraph withµ ≥ 2. If χ′(G) = ∆+µ, then G contains aµ-pyramid as a subgraph.
Theorem 4. Let G 6= µK3 be a connected multigraph with µ ≥ 6. If χ′(G) = ∆ + µ, then G contains a (4µ − 2)-sided H as a
subgraph.
Theorem 5. Let G 6= µK3 be a connected multigraph with µ ≥ 2 and ∆ ≤ µ2. If χ′(G) = ∆ + µ, then G contains K5 as a
subgraph.
Note that in our extensions we assume that G 6= µK3 and G is connected, assumptions which are not part of Theorem 2.
However, this is only due to the fact that if G = µK3, it clearly has chromatic index∆+µ. Since Kierstead’s forced subgraph
was only on three vertices he did not need to include this provision, whereas the fact that our subgraphs are on five vertices
makes this a necessary addition.
Note that by Kuratowski’s Theorem, Theorem 5 has the following corollary.
Corollary 6. Let G 6= µK3 be a connected multigraph with µ ≥ 2 and∆ ≤ µ2. If χ′(G) = ∆+ µ, then G is nonplanar.
The proofs of all our results rely on a technique (developed by Kierstead in [8] for the purpose of proving Theorem 2),
which we call the method of Kierstead paths. Some of our results also need a generalization of Kierstead paths due to
Tashkinov [11], which we call the method of Tashkinov trees. The following section describes these two important structures.
Section 3 contains our proof of Theorem 1, and Section 4 contains the proofs of Theorems 3–5. We conclude the paper in
Section 5 by discussing an interesting special case of Vizing’s upper bound, addressing the issue of complexity mentioned
above, and making some additional comments regarding Theorem 1 and Goldberg’s upper bound.
2. Kierstead paths and Tashkinov trees
Let G be a multigraph and let φ be a partial edge colouring of G. We say that P = (p0, e0, p1, . . . , pn−1, en−1, pn) is a φ-
Kierstead path in G if
• p0, . . . , pn are distinct vertices in G and, for each i ∈ {0, . . . , n− 1}, ei ∈ E(G) and has ends pi and pi+1 (so P is a path), and
• e0 is uncoloured by φ and for each i ∈ {1, . . . , n− 1},
φ(ei) ∈
⋃
j≤i
φ(pj),
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whereφ(pj) is the set of colours that pj does not see underφ. Aφ-Kierstead path P = (p0, e0, p1, . . . , pn) is calledφ-elementary
if
φ(pi)
⋂
φ(pj) = ∅
for all 0 ≤ i < j ≤ n.
Kierstead introduced these paths in [8] and proved the following result.
Theorem 7 ([8]). Let G be a multigraph with χ′(G) ≥ ∆ + s for some s ≥ 2. Let φ be a partial (∆ + s − 1)-edge colouring of G
which has maximum domain. Then, every φ-Kierstead path in G must be φ-elementary.
Tashkinov [11] extended the idea of Kierstead paths to trees (see [2]).
Again, let G be a multigraph and let φ be a partial edge colouring of G. We say that T = (p0, e0, p1, . . . , pn−1, en−1, pn) is a
φ-Tashkinov tree in G if
• p0, . . . , pn are distinct vertices in G and, for each i ∈ {0, . . . , n−1}, ei ∈ E(G) and has ends pi+1 and pk for some k ∈ {0, . . . , i}
(so T is a tree), and
• e0 is uncoloured by φ and for each i ∈ {1, . . . , n− 1},
φ(ei) ∈
⋃
j≤i
φ(pj).
A φ-Tashkinov tree T = (p0, e0, p1, . . . , pn) is called φ-elementary if
φ(pi)
⋂
φ(pj) = ∅
for all 0 ≤ i < j ≤ n.
Tashkinov proved the following theorem about these trees.
Theorem 8 ([11]). Let G be a multigraph with χ′(G) ≥ ∆+ s for some s ≥ 2. Let φ be a partial (∆+ s− 1)-edge colouring of G
which has maximum domain. Then, every φ-Tashkinov tree in G must be φ-elementary.
Note that Theorem 8 is slightly different but equivalent to the formulation of Tashkinov’s Theorem which appears in [2].
3. A characterization of multigraphs achieving Goldberg’s upper bound
Theorem 1. Let G be a connected multigraph containing an odd cycle. Then, χ′(G) = ∆ + 1 + ∆−2
go−1 if and only if G = µCgo and
(go − 1) | 2(µ− 1).
Proof. First suppose that G = µCgo and (go − 1) | 2(µ − 1). In any edge colouring of G, a colour class has size at most
(go − 1)/2. So, since |E(G)| = µgo, we know that
χ′(G) ≥
⌈
µgo
(go − 1)/2
⌉
=
⌈2µ(go − 1)+ 2µ
go − 1
⌉
= ∆+
⌈2(µ− 1)
go − 1 +
2
go − 1
⌉
= ∆+ ∆− 2
go − 1 +
⌈ 2
go − 1
⌉
= ∆+ ∆− 2
go − 1 + 1,
where we have used the fact that∆ = 2µ. Hence,G achieves Goldberg’s upper bound, establishing the backwards implication
of our statement.
Suppose now that the forwards implication of our statement is false. Then, there exists a connected multigraph G which
contains an odd cycle and which has χ′(G) = ∆+ 1+ ∆−2
go−1 but either G 6= µCgo or G = µCgo and (go − 1) - 2(µ− 1). In fact,
since ∆−2
go−1 is an integer (because the chromatic index is an integer), G = µCgo would imply (go− 1) | 2(µ− 1). So, it must be
the case that G 6= µCgo .
Since G contains an odd cycle, we know that∆ ≥ 2. If∆ = 2, then since G is connected, it must be the case that G = µCgo
with µ = 1, which is a contradiction. So we may assume that ∆ ≥ 3. Note that this implies that ∆−2
go−1 > 0, and hence
χ′(G) = ∆+ 1+ ∆−2
go−1 ≥ ∆+ 2.
Let φ be any partial (∆+ ∆−2
go−1 )-edge colouring of G which has maximum domain. We know that there is at least one edge,
say e0, which is uncoloured by φ. Let p0 be one end of e0 and p1 the other end. Choose α ∈ φ(p0) and β ∈ φ(p1). Since φ has
maximum domain, α 6= β and there exists an α,β alternating path p1, . . . , pm, p0 of even length joining p1 and p0. Together
with e0, this forms an odd cycle of length m+ 1, so that m+ 1 ≥ go.
Let P = (p0, e0, p1, . . . , pm). Note that P is both a φ-Kierstead path and a φ-Tashkinov tree. Extend P to a maximal φ-
Tashkinov tree T = (p0, e0, p1, . . . , pm, . . . , pn). Theorem 8 tells us that T is φ-elementary.
Note that
|φ(p0)|, |φ(p1)| ≥ ∆− 2
go − 1 + 1,
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and for j ∈ {2, . . . , n},
|φ(pj)| ≥ ∆− 2
go − 1 .
The fact that T is φ-elementary implies that for j ∈ {0, 1},∣∣∣∣∣ n⋃
i=0
φ(pi) \ φ(pj)
∣∣∣∣∣ ≥ n
(
∆− 2
go − 1
)
+ 1,
and for j ∈ {2, . . . , n},∣∣∣∣∣ n⋃
i=0
φ(pi) \ φ(pj)
∣∣∣∣∣ ≥ n
(
∆− 2
go − 1
)
+ 2.
Suppose that n = m = go − 1. Since T is a φ-elementary, we know that for every j ∈ {0, . . . , n}, pj must see every colour
in ∪ni=0 φ(pi) \φ(pj). Moreover, since T is maximal, all these colours must be on edges induced by V(T). Since n = m = go−1,
this means that these colours must all occur between vertices of the cycle (p0, . . . , pm). In fact, these colours must all occur
on edges of this cycle, since it has length go and hence must be chordless. So the number of coloured edges incident to pj on
the cycle (p0, . . . , pm, p0) is at least
n
(
∆− 2
go − 1
)
+ 1 = ∆− 1
for j ∈ {0, 1}, and at least
n
(
∆− 2
go − 1
)
+ 2 = ∆
for j ∈ {2, . . . , n}. Since e0 is uncoloured and G is connected, this tells us that the underlying graph of G is Cgo and that G is
∆-regular. Hence, G = µCgo , which is a contradiction.
We may now assume that n ≥ go. Note that∣∣∣∣∣ n⋃
i=0
φ(pi)
∣∣∣∣∣ ≥ n
(
∆− 2
go − 1
)
+ 2+
(
∆− 2
go − 1
)
= (n+ 1)
(
∆− 2
go − 1
)
+ 2.
So, since |φ| = ∆+ ∆−2
go−1 , we must have
(n+ 1)
(
∆− 2
go − 1
)
+ 2 ≤ ∆+ ∆− 2
go − 1 ⇒
(
go
go − 1
)
(∆− 2) ≤ ∆− 2.
This is a contradiction, since∆ 6= 2. 
4. Necessary subgraphs for the maximum of Vizing’s Theorem
The main difficulty in using Kierstead paths (or Tashkinov trees) to extend Theorem 2, is that it is not in general possible
to build large such structures: we may get a triangle on many edges containing e0 and e1, and then not be able to extend the
path (or tree) any further. Of course, if we are to extend Theorem 2, we must allow the existence of these dense triangles.
In the following lemma we argue “past the triangle” to get a Kierstead path of length four.
Lemma 9. Let G 6= µK3 be a connected multigraph with χ′(G) = ∆+µ and µ ≥ 2. Then there exists a partial (χ′(G)− 1)-edge
colouring φ of G which has maximum domain, and a φ-Kierstead path P = (p0, e0, p1, . . . , p4) in G.
Proof. Let ψ be any partial (∆ + µ − 1)-edge colouring of G which has maximum domain. We know that there is at
least one edge, say e, which is uncoloured by ψ. Suppose that the end-vertices of e are v and w, respectively. Define
e0(ψ) = e, p0(ψ) = v, and p1(ψ) = w. Note that (p0(ψ), e0(ψ), p1(ψ)) is a ψ-Kierstead path. There must exist some
edge f incident to w (with other end x, say) which extends this ψ-Kierstead path, since otherwise v and w have a common
missing colour (which could be used to extend ψ to e). Let e1(ψ) = f and p2(ψ) = x. Suppose that the ψ-Kierstead path
(p0(ψ), e0(ψ), p1(ψ), e1(ψ), p2(ψ)) cannot be extended further.
We know that under ψ, x must see each of the colours in ψ(v) ∪ ψ(w) (by Theorem 7), and |ψ(v) ∪ ψ(w)| ≥ 2[∆+ µ−
1 − (∆ − 1)] = 2µ. So, since the ψ-Kierstead path cannot be extended, these 2µ colours must appear on edges between x
and v and edges between x and w under ψ. Since there are at most 2µ such edges, we know that there are exactly 2µ such
edges. Also, due to the nature of the colours we are placing, we know that: |ψ(v)| = |ψ(w)| = µ, and under ψ the µ edges
between w and x are coloured with the colours ψ(v), and the µ edges between v and x are coloured with the colours ψ(w).
See Fig. 2.
Suppose that there exists an edge incident to v or w that leaves the triangle (v,w, x) and is coloured with a colour d ∈ ψ(x)
underψ. Without loss of generality, suppose that the edge is incident to v. In this situation, we define a new partial colouring
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Fig. 2.
Fig. 3.
Fig. 4.
ϕ from ψ by removing the colour ψ(f ) from f and assigning it instead to edge e (ϕ is proper because f ∈ ψ(v)). Define
p0(ϕ) = x, e0(ϕ) = f , p1(ϕ) = w, e1(ϕ) = e and p2(ϕ) = v. Now, we have d ∈ ϕ(x). Suppose that g is this d-coloured edge and
it has ends v and y. Define e2(ϕ) = g and p3(ϕ) = y. Then, (p0(ϕ), e0(ϕ), p1(ϕ), e1(ϕ), p2(ϕ), e2(ϕ), p3(ϕ)) is a ϕ-Kierstead
path in G.
Suppose now that no such d-coloured edge exists under ψ. Then, since ψ(x) must be entirely disjoint from ψ(v) and
ψ(w) (by Theorem 7), we know that all the colours ψ(x) must appear on edges between v and w in ψ. Since |ψ(x)| ≥
(∆ + µ − 1) − ∆ = µ − 1, it must be the case that |ψ(x)| = µ − 1 (since e is uncoloured under ψ). Hence, v,w, x form
a µK3 and each of v,w, x has degree ∆ in G, with every incident edge (except for e) coloured under ψ. We observe that the
edges out of the triangle cannot be coloured with any of the coloursψ(v),ψ(w),ψ(x) underψ (see Fig. 3). So, there are only
(∆+µ−1)− (3µ−1) = (∆−2µ) colours with which to colour these edges inψ. However, since there are exactly∆−2µ
edges coming out of each of the three vertices, we know that the three-edge sets out of the triangle must all be coloured
with this same (∆− 2µ)-colour set under ψ, call it S. Since G 6= µK3, S is nonempty and we can choose a colour a ∈ S. Also,
choose a colour b ∈ ψ(x). Let G′ be the multigraph obtained from G by deleting all the edges of the triangle v,w, x. Consider
P˜, the maximal a, b-alternating path in G′ starting at x, with respect to ψ. See Fig. 4.
Define a colouring γ on G′ to be the same asψ on G′, except for the colours a and b swapped along P˜. Regardless of where
P˜ ends, the three colour sets out of our triangle are not identical under γ – either one of v,w, x is incident to a b-edge while
the other two are incident to an a-edge, or one of them is incident to an a-edge and the other are incident to b-edges. We
extend our definition of γ as follows: we place the colour (a or b) which is incident to only one of v,w, x on an edge of the
triangle opposite to the vertex it is incident to, along with α(x) − {b}, and let the last uncoloured edge here be e0(γ). Use
ψ(v) and ψ(w) to colour the other 2µ edges of the triangle. Now, define p0(γ), p1(γ), e1(γ) and p2(γ) to coincide with our
new choice of e0(γ). Note that under γ, p2(γ) is missing a colour d (either a or b) which goes out of both p0(γ) and p1(γ).
Hence, we can argue as above to get a Kierstead path of length three.
We may now assume that we have constructed a φ-Kierstead path P = (p0, e0, p1, . . . , p3) in G, where φ is a (∆+µ−1)-
edge colouring of G which has maximum domain. Let c be the colour of edge e1 on P. So, c ∈ φ(p0). We know, by Theorem 7,
that c must be seen by p3. However, it certainly is not on (p0, p3), nor can it be on (p2, p3) or (p1, p3). Therefore we can choose
to extend our φ-Kierstead path to p4 via an edge coloured c. 
Theorem 3. Let G 6= µK3 be a connected multigraph withµ ≥ 2. If χ′(G) = ∆+µ, then G contains aµ-pyramid as a subgraph.
Proof. Suppose, for a contradiction, that there exists a connected multigraph G 6= µK3 with µ ≥ 2 and χ′(G) = ∆ + µ,
which does not contain a µ-pyramid as a subgraph.
Lemma 9 tells us that there exists a partial (χ′(G) − 1)-edge colouring φ of G which has maximum domain, and a
φ-Kierstead path (p0, e0, p1, . . . , p4) in G. We build a longest possible φ-Kierstead path starting with p0, . . . , p4. Let P =
(p0, . . . , pn) be the path that we build. Theorem 7 tells us that P is φ-elementary.
Note that |φ(p0)|, |φ(p1)| ≥ µ, and for 2 ≤ i ≤ n, |φ(pi)| ≥ µ− 1. Since P is φ-elementary, this means that∣∣∣∣∣n−1⋃
i=0
φ(pi)
∣∣∣∣∣ ≥ µ+ µ+ (n− 2)(µ− 1) = nµ− n+ 2.
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The fact that P isφ-elementary also implies that pn must see every colour in∪n−1i=0 φ(pi). Moreover, since P cannot be extended
any further, every colour in ∪n−1i=0 φ(pi)must appear on an edge between pn and (pn−1, . . . , p0). Since G has no µ-pyramid as
a subgraph, the number of such edges is at most⌊
n
4
⌋
(4µ− 6)+
(
n− 4
⌊
n
4
⌋)
µ = nµ− 6
⌊
n
4
⌋
.
So, we must have
nµ− 6
⌊
n
4
⌋
≥ nµ− n+ 2⇔ 6
⌊
n
4
⌋
≤ n− 2.
If n ≡ 0 (mod 4) then this means that we must have 3n/2 ≤ n− 2 which is clearly a contradiction. If n ≡ 1 (mod 4) then
this means that we must have 3n/2− 3/2 ≤ n− 2 which is also a contradiction. If n ≡ 2 (mod 4) then this means we must
have 3n/2 − 3 ≤ n − 2 ⇒ n/2 ≤ 1 which is again a contradiction, since we know that n ≥ 4. If n ≡ 3 (mod 4) then this
means that we must have 3n/2 − 9/2 ≤ n − 2 ⇒ n/2 ≤ 5/2 ⇒ n ≤ 5 which is also a contradiction, since we know that
n ≥ 4 and n ≡ 3 (mod 4). So, in any case, we get our desired contradiction. 
Theorem 4. Let G 6= µK3 be a connected multigraph with µ ≥ 6. If χ′(G) = ∆ + µ, then G contains a (4µ − 2)-sided H as a
subgraph.
Proof. Note that whenµ ≥ 6, everyµ-pyramid has H as its underlying graph. Aµ-pyramid has 4µ− 5+ 3 = 4µ− 2 edges
in total. 
Theorem 5. Let G 6= µK3 be a connected multigraph with µ ≥ 2 and ∆ ≤ µ2. If χ′(G) = ∆ + µ, then G contains K5 as a
subgraph.
Proof. Suppose, for a contradiction, that there exists a connected multigraph G 6= µK3 with µ ≥ 2, ∆ ≤ µ2, and
χ′(G) = ∆+ µ, which does not contain K5 as a subgraph.
Lemma 9 tells us that there exists a partial (χ′(G) − 1)-edge colouring φ which has maximum domain, and a φ-
Kierstead path P = (p0, e0, p1, . . . , p4) in G. Note that P is also a φ-Tashkinov tree. Extend P to a maximal φ-Tashkinov
tree T = (p0, . . . , pn). Theorem 8 tells us that T is φ-elementary.
Note that |φ(p0)|, |φ(p1)| ≥ µ, and for 2 ≤ i ≤ n, |φ(pi)| ≥ µ− 1. Since T is φ-elementary this means that for 2 ≤ j ≤ n,∣∣∣∣∣ n⋃
i=0
φ(pi) \ φ(pj)
∣∣∣∣∣ ≥ 2µ+ (n− 2)(µ− 1) = nµ− (n− 2),
and for 0 ≤ j ≤ 1,∣∣∣∣∣ n⋃
i=0
φ(pi) \ φ(pj)
∣∣∣∣∣ ≥ µ+ (n− 1)(µ− 1) = nµ− (n− 1).
The fact that T is φ-elementary also implies that for every j ∈ {0, . . . , n}, pj must see every colour in ∪ni=0 φ(pi) \ φ(pj).
Moreover, since T is maximal, all these colours must be on edges induced by V(T). So each vertex of T must see at least
nµ − (n − 1) colours on edges which do not leave the tree. If µ ≥ n, this means that every vertex in T must be adjacent
to every other vertex in T. Therefore G contains a copy of Kn+1. Since n ≥ 4, this means that G must contain K5, which is a
contradiction. So it must be the case that n ≥ µ+ 1.
Note that since T is φ-elementary,∣∣∣∣∣ n⋃
i=0
φ(pi)
∣∣∣∣∣ ≥ 2µ+ (n− 1)(µ− 1) ≥ 2µ+ (µ)(µ− 1) = µ2 + µ.
Since |φ| = ∆+ µ− 1, we must have
µ2 + µ ≤ ∆+ µ− 1⇒ µ2 < ∆,
which is a contradiction. 
5. Concluding remarks
5.1. The complexity of our question for Vizing’s upper bound
Let G be any multigraph withµ ≥ 2. We want to know if deciding whether or not χ′(G) = ∆+µ is an NP-hard problem.
While this has not been proven either way, we can observe that if the Seymour–Goldberg Conjecture is true, then the problem
is polynomial-time solvable. Before we state this conjecture, note that for S ⊆ V(G), G[S] denotes the multigraph induced by
the vertices of S, and EG[S] denotes the set of edges of G[S].
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Conjecture 10 ([5,9](The Seymour–Goldberg Conjecture)). For G any multigraph,
χ′(G) ≤ max{dρ(G)e,∆+ 1},
where
ρ(G) = max
{ 2|EG[S]|
(|S| − 1) : S ⊆ V(G), |S| ≥ 3 and odd
}
.
If the Seymour–Goldberg Conjecture is true, then it implies that: for G a multigraph with µ ≥ 2, χ′(G) = ∆ + µ if and
only if dρ(G)e = ∆ + µ. The ‘only if’ part of this statement is clear from the conjecture as it is stated. The ‘if’ part of this
statement is due to the fact that dρ(G)e is also a lower bound for χ′(G) (since the size of a colour class in any edge colouring
of G[S] is at most (|S| − 1)/2 for all S ⊆ V(G), |S| ≥ 3 and odd).
For any multigraph G, the quantity ρ(G) can be computed in polynomial time. This is because computing the quantity
max{∆,ρ(G)} (called the fractional chromatic index of G) is only as hard as checking membership in the matching polytope
of G, and it follows from the work of Edmonds [3] that this can be done in polynomial time (see, for example, [1]).
While the Seymour–Goldberg Conjecture has not been established, there are many partial results towards it. In particular,
Stiebitz (see [2]) has shown that the conjecture holds if ‘∆+1’ is replaced by ‘ 1312∆+ 1012 ’. For us, this means that for a multigraph
G with µ > ∆+1012 , deciding whether or not χ
′(G) = ∆ + µ can be done in polynomial time. Hence, a characterization for
such multigraphs may be within reach.
5.2. The special case of constant edge multiplicity for Vizing’s upper bound
The appearance of K3 in Theorem 2 and K5 in Theorem 5 leads one to think about the significance of odd cliques in general
with respect to achieving Vizing’s upper bound for chromatic index. It is not hard to see that multiples of odd cliques always
achieve this maximum value. That is, for any positive integer t and any odd integer s ≥ 3, χ′(tKs) = (s − 1)t + t = st. It is
certainly not true that multiples of odd cliques are the only multigraphs with chromatic index ∆+ µ. In fact, it is not even
true that multiples of odd cliques are the only multiples of simple graphs which achieve ∆ + µ – for example 2 · C3 ∪ C4
achieves this bound. However, we conjecture that this last statement is true if we add the extra condition that appeared in
Theorem 5: µ2 ≥ ∆.
Conjecture 11. Let G be a simple, connected graph with maximum degree d and let t ≥ d be any integer. Then, χ′(tG) = td+ t if
and only if G is an odd clique.
This conjecture appears quite reasonable as we can show (via a simple counting argument which uses t ≥ d) that it is
implied by the Seymour–Goldberg Conjecture. Of course, Theorem 5 proves Conjecture 11 for all multigraphs not containing
K5 as a subgraph. Additionally, using a Kierstead path argument and a slightly stronger version of Theorem 7 (which appears
in [8]), we can verify Conjecture 11 for all G which are not regular.
5.3. The floor of Goldberg’s upper bound
Let G be a multigraph which contains an odd cycle. Since the chromatic index of G must be an integer, we can restate
Goldberg’s bound as
χ′(G) ≤ ∆+ 1+
⌊
∆− 2
go − 1
⌋
.
Theorem 1 characterizes those multigraphs which achieve∆+1+ ∆−2
go−1 , but it does not say anything about those multigraphs
which achieve∆+ 1+
⌊
∆−2
go−1
⌋
< ∆+ 1+ ∆−2
go−1 . So far, we can only get information about such multigraphs when∆ is large
compared to go.
Suppose that χ′(G) = ∆ + 1 +
⌊
∆−2
go−1
⌋
, where ∆ − 2 ≡ k (mod go − 1) (0 ≤ k ≤ go − 1). Additionally, suppose that
∆ ≥ kgo + 3. Then we can show, using an argument very similar to the proof of Theorem 1, that G must contain a cycle C of
length go such that every vertex of C is incident to at least∆− k edges on C.
A complete characterization of those multigraphs achieving∆+1+
⌊
∆−2
go−1
⌋
is an interesting open problem, and the above
result and Theorem 1 are only partial steps towards a solution.
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