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1Chapitre 1
Introduction
1.1 Le contexte
Le developpement fulgurant de l'utilisation de moyens informatiques, dans pratiquement
tous les domaines d'activites, necessite des methodes de developpement de logiciel de plus en
plus sures et de moins en moins cou^teuses. Par ailleurs, l'evolution des infrastructures mises a
la disposition des programmeurs de logiciels suscite egalement de nouvelles techniques ou de
nouveaux paradigmes de programmation. L'amelioration des performances des materiels ou
l'essor des moyens de telecommunications constituent des catalyseurs qui dopent la recherche
de solutions satisfaisantes aux nombreux problemes que ces nouveaux contextes soulevent.
En a peine plus de 30 ans, les balbutiements de la programmation en assembleur ont ete
supplantes par des methodologies de developpement de logiciel de haut niveau, permettant
d'instaurer un suivi allant de la specication des applications jusqu'a leur test ou leur mise
en uvre. Cependant, certaines idees, pouvant faire gure de prehistoriques dans le contexte
d'une science jeune comme l'informatique, restent tres actuelles par leur pertinence. Ainsi,
l'idee de Burstall et Darlington en 1977 etait d'ecrire un programme clair et simple, quitte a ce
qu'il soit inecace, et de le transformer automatiquement en un programme ecace, quitte
a ce qu'il soit moins clair [BD77]. Cette idee, qui peut para^tre nave, a en fait suscite un
nombre important de travaux de recherches dans dierents domaines de la programmation.
Des qualites recherchees
Les langages de programmation doivent permettre de decrire des specications claires.
Une propriete fondamentale, recherchee par la plupart des langages de programmation, est
la modularite. La possibilite de decouper une application en petits modules, traitant chacun
d'une ta^che bien precise, facilite a la fois la lisibilite et la verication de ces modules mais aussi
celles des programmes qui les utilisent. Par ailleurs, si un de ces modules est utilise plusieurs
fois dans une me^me application, cela autorise un gain precieux, en terme de developpement,
de test, de maintenance et d'evolution de l'ensemble du logiciel : c'est la reutilisabilite.
Une autre qualite d'importance est l'aspect declaratif d'un langage de programmation.
Il permet de decrire dans un programme les calculs qui seront a eectuer, sans se lier a la
facon dont ils seront mis en uvre lors de l'execution du programme. L'aspect declaratif d'un
langage de programmation autorise une dissociation entre la specication d'un probleme qui
doit caracteriser naturellement le resultat recherche et sa resolution qui est dependante de
l'implantation et qui peut e^tre indierente au programmeur. Ceci autorise la portabilite du
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programme, un atout indeniable dans le cadre de l'evolution rapide des materiels et dans un
contexte ou les applications transitent sur le reseau entre des machines dierentes.
Enn, et pour ne citer que ces trois qualites, les logiciels developpes doivent e^tre ecaces.
En eet, malgre les progres des machines, en terme de de rapidite ou de capacite de stockage,
la quantite d'information a traiter est telle que l'occupation memoire et le temps d'execution
d'un programme sont des problemes bien reels, qu'il convient de ne pas negliger. Malheu-
reusement, les proprietes agreables des logiciels en matiere de specication, c'est-a-dire leur
modularite et leur aspect declaratif, sont souvent antinomiques avec l'ecacite de leur mise
en uvre. La distance entre la specication et l'implantation d'un programme, instauree par
le niveau d'abstraction eleve des langages de programmation, necessite des phases d'analyse
et de transformation lors de la traduction du langage de specication en langage machine
executable.
Dierents paradigmes de programmation
Le cadre general dans lequel s'inscrit cette these est l'etude de dierents paradigmes de
programmation, tant sur le plan des concepts que sur celui des implantations, en vue de
faciliter leur comparaison pour en faire emerger des fertilisations croisees. En eet, les me-
thodes developpees pour atteindre les objectifs de qualite precedemment mentionnes peuvent
appara^tre comme tres dierentes selon qu'elles sont etudiees dans les langages de program-
mation fonctionnels, logiques, a objets, etc. Cependant, les dierences de formalismes et le
caractere souvent hermetique des dierentes communautes cachent parfois des ressemblances,
des relations, des complementarites dans les approches adoptees pour traiter des problemes
similaires. Ces complementarites peuvent pourtant e^tre exploitees, d'une part, pour susciter
des ameliorations des methodes utilisees dans chaque domaine et, d'autre part, pour genera-
liser ces methodes et les abstraire de leur attachement a un paradigme specique. L'objet de
cette these, dans le contexte particulier des transformations de programmes, est precisement
de comparer des techniques et des formalismes a priori dierents et d'utiliser les resultats
de cette comparaison an de developper une methode surpassant la puissance des dierentes
approches precedemment utilisees. Au dela des resultats speciques au cadre de mon etude,
qui seront presentes dans ce memoire, il est donc important de retenir que la comparaison
de formalismes et de methodes issus de dierentes communautes est une ta^che delicate et
ardue, mais pouvant aboutir a des ameliorations qui depassent la simple fertilisation croisee
en faisant emerger de nouvelles solutions generalisant les approches initiales.
1.2 Le cadre de comparaison
Comme je l'ai deja mentionne, les transformations de programmes permettent de combler
en partie le fosse entre le haut niveau d'abstraction necessaire d'un langage de programmation
et le bas niveau d'implantation indispensable a son ecacite. Beaucoup de ces transformations
sont tout simplement integrees dans un compilateur et sont donc dediees a une implantation
donnee d'un langage de programmation donne. D'autres transformations restent au niveau du
langage de programmation et sont appelees transformations source a source. Elles tendent a
transformer, comme suggere par Burstall et Darlington, un programme clair et tres modulaire
en un programme plus ecace, mais toujours decrit dans le me^me langage : elles produisent un
programme ayant la me^me semantique, c'est-a-dire produisant les me^mes resultats, mais qui
est syntaxiquement plus complique et moins lisible, tout en etant plus \ruse" et plus ecace,
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tel qu'un programmeur experimente et averti aurait pu l'ecrire directement. L'avantage de
telles transformations est de liberer le programmeur de cette programmation perilleuse, en lui
autorisant l'ecriture de programmes simples, modulaires, faciles a comprendre et a valider et
dont l'ecacite ne pa^tit pas.
Transformations de programmes fonctionnels
Des programmes modulaires peuvent e^tre ecrits en programmation fonctionnelle. La mo-
dularite autorisee par les langages de programmation fonctionnels est basee sur la notion de
composition de fonctions. Pluto^t que de decrire un probleme comme un unique programme
monolithique ou comme une suite procedurale de modications d'un ensemble de valeurs,
l'idee est de le decomposer en une succession de petites fonctions applicatives s'appelant les
unes sur le resultat des autres. De plus, les langages fonctionnels incorporent un aspect de-
claratif lie a la recursion. Une denition de fonction par des equations recursives est assez
intuitive et elle ressemble au programme fonctionnel qui lui correspond. Par exemple, la de-
nition recursive du calcul de la somme des elements d'une liste d'entiers peut e^tre decrite
dans une syntaxe de langage fonctionnel classique :
let sum x = case x of
cons head tail ! head + (sum tail)
nil ! 0
Un programme general peut alors faire successivement appel a dierentes fonctions de
ce genre, en les composant les unes aux autres. Par exemple, si map square est la fonction
qui, pour une liste d'entiers donnee, construit la liste des carres de ces entiers ; si reverse
est la fonction qui inverse la liste qui lui est passee en parametre ; alors un programme P ,
prenant une liste d'entiers en entree, peut calculer la \somme des carres des elements de la
liste initiale inversee" simplement en composant les fonctions sum, map square et reverse .
Ce programme sera alors specie par P = (sum map square  reverse), ou bien, pour une
liste x donnee, (P x ) = (sum (map square (reverse x ))). La gure 1.1 illustre l'eet de ces
compositions dans un programme applique a une liste particuliere.
1
2
3
4 nil
x
nil
4
3
2
1 nil
(reverse x)
16
9
4
1
(map_square (reverse x))
(sum (map_square (reverse x)))
30
(P x) = (sum (map_square (reverse x))) = 30
Fig. 1.1: Un programme compose de plusieurs fonctions
Me^me si, dans ce cas precis, un programme calculant le me^me resultat que P peut e^tre
exprime de maniere plus simple, sans avoir besoin de calculer l'inversion de la liste, la speci-
cation du programme P est tres claire et tres modulaire. Pour la majorite des programmes,
la composition reste la seule facon raisonnable de developper correctement une application
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importante, a l'aide de fonctions simples. Cependant, le prix de cette clarte, obtenue par la
composition, se paye lors de l'execution du programme. En eet, comme l'illustre la gure 1.1,
le cou^t en place memoire occupee du programme sur cet exemple est dramatique par rapport
au cou^t espere d'un programme optimal ayant la me^me semantique. L'application successive
des deux premieres fonctions provoque l'allocation de la place necessaire a la construction de
deux listes, de la me^me taille que la premiere. Celles-ci ne font pas partie du resultat nal.
Elles devront donc e^tre detruites et leur emplacement desalloue. Ces structures, qui servent
de colle entre les dierentes fonctions d'une composition [Hug89], sont appelees des structures
intermediaires et sont nefastes du point de vue de l'ecacite d'un programme [Wad88].
Deforestation
Les transformations de programme qui tendent a eliminer les structures intermediaires ap-
paraissant dans les compositions de fonctions, ou plus exactement a eviter de les construire,
sont connues sous le nom de methodes de deforestation, puisqu'elles eliminent des arbres, ou
plus generalement des structures de donnees (par analogie sylvestre). Ce terme est du^ a Wad-
ler, qui s'est interesse a ce probleme a la n des annees 1980 [Wad84, Wad85, Wad88, Wad90] :
il faisait alors observer que ces structures intermediaires sont a la fois la base des programmes
fonctionnels | autorisant la composition | et leur eau | rendant leur execution inecace.
Depuis ses travaux et son algorithme de deforestation, de nombreux travaux ont ete menes
avec le me^me objectif. Certaines recherches ont etendu ou modie l'algorithme initial de
Wadler [GJ94, Sr94, SGJ94, CK95, Ham96, Sei96, SS97b, SS97a]. D'autres methodes ont
egalement ete etudiees et developpees en s'appuyant sur des formalismes algebriques et sur
des resultats de la theorie des categories : ces methodes plus abstraites et plus formelles, dites
calculationnelles, utilisent a la fois les schemas de recursion des types de donnees algebriques
et ceux des fonctions pour guider le processus de deforestation [MFP91, GLJ93, SF93, FSZ94,
LS95, TM95, HIT96b, OHIT97].
Le chapitre 5 de cette these est consacre a une presentation des principales methodes et
formalismes qui sont utilises dans le cadre de la deforestation des programmes fonctionnels. Ce
probleme, largement etudie au cours de la derniere decennie et soumis a dierentes methodes,
reste un probleme dicile a formaliser et a mettre en uvre, qui n'est pas encore completement
resolu ; outre le recueil et la presentation qui est faite des dierentes approches proposees,
le travail presente dans cette these apporte des elements nouveaux a la deforestation des
programmes fonctionnels et des solutions a des problemes qui n'etaient pas resolus jusqu'a
present.
Les grammaires attribuees
Dans l'exemple du programme fonctionnel P utilise en illustration (gure 1.1), les de-
nitions des fonctions sont dirigees par la structure de la liste. Le schema de recursion des
fonctions est guide par le constructeur courant de l'argument qui lui est passe en parametre.
Par exemple, le calcul de la somme des elements d'une liste dans la fonction sum est specie
separement sur les constructeurs nil et cons . Ce style de specication de fonction, dirige par
la structure des donnees, est egalement caracteristique d'un autre paradigme de program-
mation : les grammaires attribuees. Comme leur nom l'indique, les grammaires attribuees
s'appuient sur la grammaire d'un type de donnees pour specier des calculs a eectuer au
niveau de chaque production de cette grammaire (i.e, au niveau des constructeurs du type).
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Les grammaires attribuees sont des specications declaratives, dirigees par la structure des
donnees, qui benecient d'un solide contexte d'etudes, d'analyses, d'implantations et de mises
en uvre [Paa95].
Le chapitre 2 presente un rappel des notations, du formalisme et des techniques d'evaluation
des grammaires attribuees, mais pour illustrer rapidement mon propos, je donne ici la de-
nition de la grammaire attribuee sum calculant la somme des elements d'une liste d'entiers.
Les puristes des grammaires attribuees seront probablement choques d'une telle denition,
mais je rappelle que le sujet de cette these est de faire le lien entre deux communautes et la
notation adoptee pour les exemples de grammaires attribuees est volontairement orientee vers
un style fonctionnel ; les explications et les justications de cette notation seront presentees
au chapitre 2.
aglet sum =
sum x !
sum:result = x :s
cons head tail !
cons:s = head + tail :s
nil !
nil :s = 0
Je rappelle ici tres brievement le principe des grammaires attribuees, introduites par Knuth
il y a 30 ans [Knu68]. Pour une grammaire independante du contexte, permettant de deriver les
arbres syntaxiques d'un certain type de donnees, un ensemble de symboles pouvant contenir
des valeurs et appeles attributs est associe a chacun des non-terminaux de la grammaire.
Certains attributs peuvent vehiculer des informations des feuilles de l'arbre vers sa racine :
ils sont appeles attributs synthetises. Les autres, permettant de transporter l'information
en sens inverse, sont appeles attributs herites. Par ailleurs, a chacune des productions de la
grammaire, le programmeur associe un ensemble de regles semantiques, qui sont des equations
orientees permettant de denir les attributs. Pour ce qui est de l'evaluation d'une grammaire
attribuee pour un parametre donne (un \texte" au sens de la grammaire), l'analyse lexico-
syntaxique du parametre produit un arbre syntaxique ; aux dierents nuds de cet arbre, qui
correspondent a des instances de non-terminaux, sont attaches les attributs correspondants.
Ensuite, un evaluateur d'attributs est charge de calculer, a l'aide des regles semantiques,
l'ordre dans lequel les valeurs des attributs de cet arbre peuvent e^tre calculees.
De maniere intuitive, une grammaire attribuee est donc la donnee d'un ensemble de produc-
tions, chacune accompagnee d'une ou de plusieurs equations orientees. Les regles semantiques
denissent la facon de calculer, en chaque point de l'arbre, la valeur var :s de l'attribut s porte
par une variable var representant un nud de l'arbre qui est une instance d'un non-terminal
de la grammaire. Les productions sont vues comme des constructeurs d'arbre syntaxique et
denotees comme des patterns de type algebrique. La premiere construction, un peu particu-
liere, represente en fait l'appel de la grammaire attribuee et fait appara^tre son argument :
elle est appelee le prol de la grammaire attribuee. Les autres sont des patterns classiques
de constructeurs de liste. L'attribut result represente le resultat de la grammaire et la regle
semantique qui le denit indique que sa valeur est celle de l'attribut s sur la liste argument
x. La gure 1.2 represente chacun de ces constructeurs, y compris le premier, comme des
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head
cons
tail tail.s
cons.s
+
nil nil.s
0
=
x
sum
x.s
=
sum.result
nil
0
nil.s = 0
sum sum.result = 6
3
2
1
+
+
+
=
=
cons
cons
cons
cons.s = 6
cons.s = 5
cons.s = 3
Fig. 1.2: Illustration de la grammaire attribuee sum, sur ses productions et sur un exemple
de liste
productions d'une grammaire independante du contexte ; elle visualise les regles semantiques
denissant les attributs par des eches.

A co^te, un arbre syntaxique correspondant a une liste
particuliere est presente, decore par les valeurs des attributs correspondant a chaque nud.
Les grammaires attribuees sont des specications tres declaratives, au sens ou le program-
meur ne se soucie pas de l'ordre dans lequel les attributs doivent e^tre calcules : cette ta^che
est deleguee a un generateur d'evaluateur, qui eectue des analyses statiques pour determiner
l'ordre d'evaluation a partir de la forme des regles semantiques. De nombreux travaux ont
ete menes dans ce sens [DJL88], mais intuitivement, sur l'ensemble des productions d'une
grammaire independante du contexte, les regles semantiques constituent un systeme d'equa-
tions orientees qu'il faut resoudre. C'est la resolution de ce systeme d'equations qui permet
de fournir un evaluateur d'une grammaire attribuee donnee, quel que soit l'argument qui lui
est fourni. Le programmeur ne se preoccupe pas de cet ordre d'evaluation lorsqu'il specie la
grammaire attribuee. Il specie ce qui doit e^tre calcule et non comment cela doit l'e^tre. De
plus, les regles semantiques sont locales aux productions de la grammaire. Cela confere aux
grammaires attribuees un caractere de localite, dirige par la structure des donnees, qui est
particulierement interessant du point de vue de la modularite structurelle de la specication
et du point de vue des transformations de programmes que cela autorise. Contrairement aux
programmes fonctionnels, les grammaires attribuees n'explicitent pas les appels recursifs mais
sont pluto^t basees sur la notion de dependances entre attributs.
Finalement, il est important de signaler que l'ensemble des analyses et des transformations
qui ont ete developpees pour les grammaires attribuees sont independantes de quelque modele
d'execution que ce soit. En fait, un evaluateur d'une grammaire attribuee precise simplement
dans quel ordre les choses devront e^tre evaluees, mais il ne dit rien sur ce qui mettra en uvre
cette execution. Cette propriete confere aux grammaires attribuees un niveau d'abstraction
particulierement interessant pour l'etude que je presente dans cette these.
1.3. Presentation et organisation des travaux 7
La composition descriptionnelle
An que les grammaires attribuees repondent aux exigences de qualite des langages de
programmation, des recherches ont tente de leur apporter de la modularite. En eet, en
dehors de la programmation structuree (par les productions de la grammaire sous-jacente)
qu'autorisent les grammaires attribuees classiques, les applications ecrites dans ce formalisme
etaient pluto^t monolithiques. L'exemple souvent exhibe est celui de la grammaire attribuee
qui decrit le front-end du compilateur Ada, qui correspond a un livre de 500 pages ! Pour cette
raison, les grammaires attribuees dites grammaires couplees par attributs ont ete introduites
par Ganzinger et Giegerich [GG84]. Sans remettre en question les bases du formalisme, cette
facon de voir les grammaires attribuees permet de les considerer comme des fonctions qui
prennent un arbre en entree et en retournent un autre en sortie. Ceci permet alors d'envisager
un programme comme une composition successive de plusieurs grammaires attribuees.
Malheureusement, tout comme en programmation fonctionnelle, ce caractere modulaire
introduit des problemes d'ecacite. Les arbres intermediaires, permettant de relier les gram-
maires attribuees entre elles, ne sont rien d'autre que des structures intermediaires qui ne
font pas partie du resultat nal et qui necessitent une forme de deforestation tout comme
celle precedemment evoquee dans le cadre de la programmation fonctionnelle. Pour repondre
a ce probleme d'ecacite, Ganzinger et Giegerich ont introduit une construction qui permet
de transformer une suite de grammaires attribuees en une unique grammaire attribuee, qui
a la me^me semantique que la suite de grammaires attribuees de depart et qui ne construit
pas les structures intermedaires [GG84]. Cette construction, appelee la composition descrip-
tionnelle, a ete plus recemment etudiee et developpee par Roussel [Rou94] sous le nom de
meta-composition.
La comparaison entre la composition descriptionnelle et les dierentes methodes de defo-
restations fonctionnelles constitue le cadre dans lequel je me propose d'apporter une contribu-
tion aux relations entre les grammaires attribuees et la programmation fonctionnelle.

A cette
n, dierentes etudes, comparaisons, extensions et developpements me seront necessaires.
1.3 Presentation et organisation des travaux
L'objectif des travaux presentes dans ce memoire est donc d'apporter un element de re-
ponse au probleme du dilemme entre la necessite de modularite requise pour le developpement
des logiciels | generiques, adaptifs, reutilisables | et l'obligation de performance dans leur
mise en uvre | occupation memoire, temps d'execution.
Dans le contexte des transformations de programmes, les grammaires attribuees presentent
des atouts indeniables par leur caractere declaratif, dirige par la structure des donnees. Cepen-
dant, leur utilisation principale pour la production de compilateurs les a longtemps conne
dans un domaine ne leur permettant pas de montrer la generalite de leur puissance. Par
ailleurs, leur comparaison avec la programmation fonctionnelle et les opportunites de fertili-
sations croisees entre les methodes developpees dans chaque communaute sont obscurcies et
penalisees par les dierences de notation, de formalisme, de pouvoir d'expression et de champs
d'application.
Aussi, cette these se decompose en trois grands themes. Tout d'abord, je presente le
contexte des grammaires attribuees et leur deforestation specique avant d'etendre leur pou-
voir d'expression pour faciliter la comparaison avec les programmes fonctionnels. Ensuite,
j'introduis le contexte fonctionnel, par la presentation et l'etude comparative de dierentes
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methodes de deforestation ; je compare alors ces methodes avec celle utilisee pour les gram-
maires attribuees. Finalement, je m'interesse a la fertilisation croisee que suggerent les resul-
tats de ces comparaisons et j'introduis une nouvelle technique de deforestation, plus puissante
et generale que celles developpees jusqu'a present et valable tant pour les grammaires attri-
buees que pour les programmes fonctionnels.
Le contexte des grammaires attribuees
Le chapitre 2 presente un rappel des denitions classiques des grammaires attribuees et des
principales methodes d'evaluation qui leur sont dediees. Des ce premier chapitre, je propose
une nouvelle formulation des grammaires attribuees, qui ne remet pas en cause les resultats
deja etablis, mais qui est destinee a faciliter la comprehension intuitive du formalisme et des
resultats presentes. Le but de cette section est principalement de faire le lien entre les travaux
existants dans les grammaires attribuees classiques et le formalisme utilise dans la suite de ce
memoire qui est, pour des raisons evidentes, deliberement oriente vers un style fonctionnel.
Ma contribution, dans ce chapitre qui rappelle des notions et des resultats classiques, concerne
le formalisme qui est introduit pour la specication des grammaires attribuees.
Le chapitre 3 presente la composition descriptionnelle. Cette transformation, denie par
Ganzinger et Giegerich puis developpee par Roussel, confere aux grammaires attribuees un
caractere modulaire sans penaliser leur performance. Ce chapitre pose le contexte de cette
transformation de programmes, qui sera ensuite comparee aux methodes de deforestation
fonctionnelles, puis etendue. L'idee intuitive de la composition descriptionnelle qui est la
projection de schema de calcul d'une structure sur une autre est le principe de base de la
nouvelle methode de deforestation generale qui sera presentee au chapitre 8.
Le chapitre 4 propose une extension naturelle et originale des grammaires attribuees : les
grammaires attribuees dynamiques. En permettant aux grammaires attribuees classiques de se
defaire de la necessite d'un arbre syntaxique concret, cette extension facilite leur comparaison
avec les programmes fonctionnels. Par exemple, la fonction factorielle qui ne s'appuie pas sur
une structure de donnee concrete est impossible a specier directement avec les grammaires
attribuees classiques. L'idee intuitive des grammaires attribuees dynamiques que j'introduis
ici est de considerer le schema de recursion d'une fonction comme structure sous-jacente, en
lieu et place de l'arbre syntaxique usuel. L'extension proposee permet par exemple d'exprimer
la fonction factorielle dans ce formalisme et une transformation simple permet de se ramener a
une grammaire attribuee classique equivalente. Ce principe permet aux grammaires attribuees
dynamiques d'atteindre, avec les me^mes methodes d'evaluation que les grammaires attribues
classiques, la puissance d'expression d'un langage fonctionnel du premier ordre.
Ces travaux permettent une representation dans le formalisme des grammaires attribuees
d'un ensemble plus large de programmes fonctionnels. Cela facilite la comparaison des for-
malismes et des techniques, plus particulierement entre la composition descriptionnelle et les
dierentes methodes de deforestation des programmes fonctionnels, auxquelles je m'interesse
dans les chapitres 5 et 6.
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
Etude comparative des methodes de deforestation
Le chapitre 5 presente et compare dierentes methodes fonctionnelles qui ont ete deve-
loppees a des ns de deforestation depuis 10 ans. Les techniques et les formalismes qui sont
presentes dans ce chapitre sont issus de dierentes equipes de recherches. Dans ce survey,
chaque methode est presentee de maniere susamment formelle, tout en donnant des indica-
tions intuitives sur les approches adoptees. En eet, la diversite des formalismes utilises et leur
ancrage dans des theories qui m'etaient peu familieres m'ont conduit a etudier precisement
les dierentes methodes et a faire abstraction de leurs formalismes an d'etablir leurs eets,
leurs principes et les similitudes ou dierences qu'elles presentent.
Ce chapitre detaille les trois principales approches qui ont ete developpees. Tout d'abord,
la section 5.2 presente l'algorithme de Wadler, pionnier de la deforestation des programmes
fonctionnels ; une serie de travaux ont ete developpes dans la continuite de cet algorithme. En-
suite, la section 5.3 introduit la normalisation des folds, ces operateurs de contro^le generiques
qui utilisent a la fois les schemas de recursion des fonctions et ceux des types algebriques sur
lesquels elles sont denies. Enn, la section 5.5 presente la fusion des hylomorphismes, une
methode s'appuyant sur les proprietes algebriques des types et sur des resultats fondamentaux
de la theorie des categories. Cette derniere approche necessite d'ailleurs quelques rappels sur
les formalismes algebriques, qui font l'objet de la section 5.4.
Ma contribution, dans ce chapitre qui est relatif aux travaux d'autres auteurs, tient a la
presentation comparative et detaillee qui en est faite, dans le souci de donner au lecteur une
vue claire du principe de chaque methode, illustree sur des exemples. En outre, pour chaque
nouvelle methode introduite, je presente les similitudes ou les ameliorations qu'elle comporte
par rapport a la precedente, ainsi que ses limitations ou les problemes qu'elle souleve.
Le chapitre 6 presente ensuite une comparaison entre les dierentes methodes de deforesta-
tions fonctionnelles precedemment etudiees et la composition descriptionnelle des grammaires
attribuees. Cette comparaison de leurs formalismes, de leurs principes et de leurs eets, met
en evidence des similitudes remarquables concernant le traitement de fonctions assez simples,
exprimables par des grammaires attribuees S
1
| ne possedant qu'un seul attribut synthetise.
Par contre, pour des fonctions plus complexes et en particulier sur des fonctions speciant
des calculs \remontant" dans la structure des donnees, des dierences notables apparaissent.
Pour ces programmes, l'existence dans les grammaires attribuees de la notion d'attribut he-
rite permet de specier tres simplement les calculs, quel que soit leur sens de propagation
dans la structure. Par contre, les formalismes fonctionnels ne peuvent specier ce genre de
calculs qu'en utilisant des fonctions permettant de modeliser l'accumulation d'un resultat et
leur deforestation est bien plus delicate sur ces calculs encapsules. Il appara^t que les schemas
de recursion utilises dans les folds ou les hylomorphismes, qui sont determines statiquement a
partir de la denition d'un type algebrique, sont trop rigides pour permettre la deforestation
de ces fonctions, dont le resultat n'est pas construit en suivant exactement le me^me schema
de recursion que celui de la fonction a deforester. Les evaluateurs d'attributs sont egalement
determines statiquement mais prennent en compte, en plus du type des donnees, la forme des
regles semantiques. Cette dierence autorise la deforestation par la composition description-
nelle de programmes pour lesquels les methodes fonctionnelles restent impuissantes.
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let rev x h = case x of
cons head tail !
rev tail (cons head h)
nil ! h
let at t l = case t of
node left right !
at left (at right l)
leaf n ! cons n l
Fig. 1.3: Denitions des fonctions rev et at
Pour donner tout de suite un exemple intuitif, je presente maintenant un programme Q
qui inverse la liste des feuilles d'un arbre binaire. La fonction rev inverse une liste gra^ce a
un parametre d'accumulation. La fonction at construit la liste des feuilles d'un arbre. Ces
fonctions sont presentees a la gure 1.3 et le programme Q est donc deni, pour un arbre
binaire donne t, par :
(Q t) = (rev (at t nil) nil)
Intuitivement, la liste des feuilles de l'arbre, produite par (at t nil), est une structure
intermediaire qui sera consommee par la fonction rev , comme illustre par la gure 1.4.
a nila
b
c
d
rev
nild
c
b
aflat
dcb
Fig. 1.4: La structure intermediaire creee par at et consommee par rev doit pouvoir e^tre
supprimee par deforestation
Les methodes fonctionnelles classiques de deforestation sont insusantes sur un tel pro-
gramme. Elles ne permettent pas de transformerQ en un programme construisant uniquement
la liste nale, sans aucune autre structure intermediaire.
Ce resultat optimal est pourtant obtenu par la composition descriptionnelle, appliquee
sur les grammaires attribuees equivalentes a rev et a at , presentees a la gure 1.5. Une des
raisons de ce succes est la plus grande visibilite des constructeurs de la structure intermediaire,
gra^ce a l'utilisation d'attributs herites dans les specications.
Sur de tels programmes, la composition descriptionnelle appara^t donc intrinsequement plus
puissante que les methodes fonctionnelles existantes. Cependant, elle ne peut pour l'instant
e^tre appliquee que sur deux grammaires attribuees distinctes. Les travaux qui sont presen-
tes ensuite permettent de generaliser cette technique et autoriseent son application sur des
programmes fonctionnels.
Mise en uvre d'une nouvelle methode de deforestation
Il devient donc evident que la composition descriptionnelle doit pouvoir e^tre appliquee a
des programmes fonctionnels, quitte a l'enrichir au passage en fonction de ce contexte particu-
lier. Pour cela, il est necessaire de disposer d'une transformation de programmes fonctionnels
en grammaires attribuees permettant de les deforester ecacement. Une fois ces programmes
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aglet rev =
rev x h !
rev :result = x :r
x :h = h
cons head tail !
cons:r = tail :r
tail :h = (cons head cons:l)
nil !
nil :r = nil :h
aglet at =
at t l !
at :result = t :f
t :l = l
node left right !
node:f = left :f
left :l = right :f
right :f = node:l
leaf n !
leaf :f = (cons n leaf :l)
Fig. 1.5: Denitions des grammaires attribuees pour rev et at
deforestes sous leur forme grammaire attribuee, ils pourront e^tre retranscrits en programmes
fonctionnels. En eet, la transformation d'une grammaire attribuee en un programme fonc-
tionnel equivalent a deja ete etudiee et ne pose pas de probleme majeur [Joh87, PDRJ95a].
Le chapitre 7 presente donc une transformation d'un programme fonctionnel en une gram-
maire attribuee equivalente. Il s'agit de la traduction FP-to-AG, qui exploite le contexte parti-
culier des programmes fonctionnels. Cette transformation permet de transformer les schemas
de recursion explicites des fonctions en des systemes d'equations orientees, associes aux pro-
ductions de la grammaire attribuee correspondante.
Le chapitre 8 presente la nouvelle methode de deforestation generale attendue. Il s'agit de la
composition symbolique, qui est fondee sur deux transformations fondamentales. La premiere,
l'evaluation symbolique, permet d'eectuer des pas d'evaluation partielle sur des termes nis
d'un programme. La seconde, la projection des schemas de calculs, est fondee sur le principe
de la composition descriptionnelle et permet de composer des specications de grammaire
attribuee en produisant des termes qui sont ensuite simplies par l'evaluation symbolique. La
mise en commun de ces deux transformations permet a la composition symbolique d'eliminer
les constructions des structures intermediaires.
D'une part, la composition symbolique constitue une extension de la composition descrip-
tionnelle. La composition descriptionnelle ne peut e^tre appliquee que sur deux grammaires
attribuees distinctes, de maniere globale. En revanche, la composition symbolique agit di-
rectement sur les termes qui composent les regles semantiques, a l'interieur des grammaires
attribuees. Par ailleurs, le processus d'evaluation symbolique qu'elle contient permet d'ef-
fectuer des pas d'evaluation partielle au cours de la transformation, augmentant ainsi son
ecacite.
D'autre part, cette nouvelle technique augmente la puissance de deforestation des pro-
grammes fonctionnels. En eet, a l'aide de la transformation FP-to-AG developpee au chapitre
7, les programmes fonctionnels traduits en grammaires attribuees peuvent e^tre deforestes par
la composition symbolique puis retranscrits en des programmes fonctionnels par la traduc-
tion inverse. Ce processus permet de deforester une classe de programmes fonctionnels pour
lesquels les methodes classiques sont impuissantes.
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let revat t = revat2 t (revat1 t nil)
let revat1 t l = case t of
node left right !
revat1 right (revat1 left l)
leaf n !
cons n l
let revat2 t l = case t of
node left right !
revat2 left (revat2 right l)
leaf n !
l
Fig. 1.6: Les fonctions du programme Q
0
deforeste
Par exemple, les fonctions rev et at (gure 1.3) du programme Q peuvent e^tre traduites
sous leurs formes grammaires attribuees (gure 1.5). La composition symbolique appliquee a
ces grammaires attribuees produit un resultat qui, une fois retranscrit en programme fonc-
tionnel, donne le programme Q
0
:
(Q
0
t) = (revat t) = (revat2 t (revat1 t nil))
ou les fonctions revat , revat2 et revat1 sont presentees a la gure 1.6. Le nombre de
constructions eectuees par le programme Q
0
est optimal : c'est exactement le nombre neces-
saire a la construction de la liste resultat.
Le chapitre 9 montre que des techniques speciques des grammaires attribuees, qui per-
mettent d'eectuer des optimisations statiques source a source, peuvent e^tre utilisees dans le
cadre de la composition symbolique. Ainsi, les optimisations d'elimination de regles de co-
pie developpees par Roussel [Rou94] accroissent encore les performances obtenues par cette
approche en valorisant au maximum les specicites du formalisme des grammaires attribuees.
Lorsque les conditions d'ordre d'evaluation le permettent, l'application de telles optimisa-
tions produit des simplications notables. Dans le cas du programme Q presente en exemple
ci-dessus, en supposant que l'evaluation sur l'arbre binaire d'entree t est bien denie, l'elimi-
nation des regles de copies de la grammaire attribuee obtenue par la composition symbolique
permet d'obtenir une grammaire attribuee correspondant au programme Q
00
, ou la fonction
Rat est presentee a la gure 1.7 :
(Q
00
t) = (Rat t nil)
Le formalisme des grammaires attribuees, particulierement adapte aux transformations
de programmes dirigees par la structure des donnees, produit pour cet exemple un resultat
tres satisfaisant. En eet, la composition de la fonction d'inversion de liste avec une fonction
qui construit la liste des feuilles d'un arbre de gauche a droite produit apres deforestation
et optimisation une fonction qui construit la liste des feuilles d'un arbre sans constructions
intermediaires superues et de droite a gauche.
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let Rat t l = case t of
node left right !
Rat right (Rat left l)
leaf n ! cons n l
Fig. 1.7: La fonction du programme Q
00
, apres deforestation et optimisation
Pour terminer, le chapitre 10 conclut la presentation de ces travaux, en dressant le bilan
des contributions qu'ils apportent. Je propose egalement dans cette conclusion des ouvertures
vers dierents travaux a mener, pour poursuivre l'etude et la comparaison entre dierents
paradigmes de programmation, mais egalement pour utiliser et valoriser les resultats deja
obtenus.
Quelques conseils de lecture
L'ordre dans lequel sont presentes les travaux dans cette these est bien evidement prevu
pour qu'elle soit lue d'un bout a l'autre. Cependant, les chapitres sont assez independants les
uns des autres et, selon ses connaissances, le lecteur peut desirer aller rapidement a l'essentiel.
Je donne ici brievement les indications pour les pre-requis a la lecture de chacun des chapitres.
Le lecteur connaissant bien le domaine des grammaires attribuees peut survoler le chapitre
2, qui a pour but d'en donner les notions de bases ainsi qu'une impression generale intuitive
de leurs principes, illustres a l'aide d'exemples.
Le chapitre 3 rappelle a la fois le principe et l'algorithme de composition descriptionnelle.
L'idee intuitive et les exemples sont facilement comprehensibles mais l'algorithme, assez tech-
nique, n'est pas indispensable pour le reste de la presentation.
Le chapitre 4 sur les grammaires attribuees dynamiques est assez theorique et relativement
independant du reste de la presentation. Le lecteur surtout interesse par la deforestation peut
en faire abstraction en premiere lecture.
Le chapitre 5 est une sorte de survey de dierentes methodes de deforestation. Il doit
permettre au lecteur de se familiariser avec les dierentes approches fonctionnelles et donne
des indications pour les comparer entre elles. Il peut e^tre lu seul, en aparte du reste de ce
memoire.
La lecture du chapitre 6 de comparaison entre la composition descriptionnelle des gram-
maires attribuees et les deforestations fonctionnelles necessite, sinon leur connaissance, au
moins le parcours prealable des chapitres 3 et 5.
La traduction d'un programme fonctionnel en grammaire attribuee, presentee au chapitre
7, peut e^tre admise pour la suite de la presentation, ou etudiee seule : elle est pratiquement
independante du reste et ne necessite que quelques notions sur les principes des grammaires
attribuees.
Il en va de me^me pour la composition symbolique, presentee au chapitre 8. Elle est evidem-
ment inspiree des conclusions des travaux precedents, mais peut e^tre abordee independamment
du reste, a partir des notions generales des grammaires attribuees en notation fonctionnelle
et de l'idee intuitive de la deforestation.
Finalement, l'elimination des regles de copies presentee au chapitre 9 est relativement
autonome, mais ne trouve tout son sens qu'apres la lecture des deux chapitres precedents.
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Chapitre 2
Grammaires attribuees
2.1 Notations et formalismes
Cette section presente tout d'abord la notion de grammaire sous-jacente a la denition
classique des grammaires attribuees. An de donner rapidement une idee intuitive au lecteur,
les notions abordees sont illustrees par des exemples donnes dans le formalisme classique, puis
une notation plus fonctionnelle pour les grammaires attribuees est introduite. Cette nouvelle
notation, qui sera utilisee tout au long de ce memoire, est equivalente a la notation classique
mais permet de se liberer de certaines des contraintes de l'ecriture des specications par gram-
maires attribuees. Elle facilitera ensuite leur comparaison avec les programmes fonctionnels.
2.1.1 Grammaires attribuees classiques
Je commence par rappeler la denition d'une grammaire independante du contexte, qui
est a la base de la notion de grammaire attribuee. L'acronyme anglais CFG (Context-Free
Grammar) sera souvent utilise pour denoter une grammaire independante du contexte.
Denition 2.1.1 (Grammaire Independante du Contexte) On appelle grammaire in-
dependante du contexte (CFG) le quadruplet (N;T;Z; P ) avec :
{ N un ensemble ni de non-terminaux ;
{ T un ensemble ni de terminaux, N \ T = ; ;
{ P un ensemble ni de productions, P  N  [N [ T ]

de la forme
p : X
0
! X
1
: : : X
n
ou (X
0
2 N et X
i
2 (N [ T ))
1
;
{ Z l'axiome, Z 2 N ; il n'appara^t jamais en partie droite d'une production.
2
Des maintenant, je suppose qu'il existe un moyen d'analyser le langage engendre par la
grammaire G et de construire les arbres syntaxiques correspondants. Il faut cependant preciser
que, dans notre contexte, la grammaire abstraite representant le type recursif sous-jacent est
1. Je ne detaille pas ici le cas des productions n'ayant aucun non-terminal en partie droite (p : X
0
!), qui
est classiquement pris en compte par un terminal particulier, note  [Rou94]. L'exemple typique est celui de la
production nil : L! du type des listes, presente a la page suivante.
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CFG des listes (list e)
(fZ;Lg; feg; froot ; cons; nil g; Z)
avec
root : Z ! L
cons : L! e L
nil : L!
CFG des arbres binaires (tree e)
(fZ; Tg; feg; froot ;node; leaf g; Z)
avec
root : Z ! T
node : T ! T T
leaf : T ! e
Fig. 2.1: Grammaires independantes du contexte des types list et tree
L
L
Lc
b
a
L
Zroot
cons
nil
cons
cons
Tleaf
T
Zroot
node
T
T Tleaf leaf
node
b c
a
cons a (cons b (cons c nil))
node (leaf a) (node (leaf b) (leaf c))
Fig. 2.2: Arbres syntaxiques abstraits derives a partir d'exemples de \phrases" par les CFGs
de list et de tree
plus interessante que la grammaire textuelle a proprement parler. Par exemple, la gure 2.1
donne les denitions de deux grammaires : celle des listes et celle des arbres binaires. Les
mots cles de construction tels que cons ou node n'apparaissent pas dans cette grammaire
abstraite. Les terminaux qui y apparaissent, comme e par exemple, sont en fait ceux qui
representent les feuilles semantiquement interessantes. Ils devraient en realite e^tre des non-
terminaux possedant une valeur lexicale variable en fonction du texte analyse mais je prefere,
pour simplier la presentation, les considerer comme des terminaux ayant une valeur.
En ce sens, les non-terminaux seront vus comme des types syntaxiques et les terminaux
comme des types semantiques. Les terminaux peuvent e^tre generiques et, lors de l'analyse
d'une phrase, il est possible de recuperer la valeur des terminaux, conformement a leur type
semantique associe.
Plus generalement, les travaux decrits dans ce memoire ne s'interessent pas aux problemes
d'analyse syntaxique des terminaux (parsing) et considerent une grammaire comme la de-
nition algebrique d'une famille d'arbres, de termes ou de structures. Dans leur notation, les
terminaux (resp. non-terminaux) qui representent les types seront confondus avec les occur-
rences de terminaux (resp. occurrences de non-terminaux) qui interviennent eectivement
dans les productions.
En guise d'exemple, la gure 2.2 presente les arbres syntaxiques abstraits correspondant
a des \phrases" derivees selon les CFGs des listes et des arbres binaires de la gure 2.1.
Intuitivement, chaque nud d'un arbre correspond a la partie gauche d'une production de
la grammaire et chacun des nuds ls correspond a un non-terminal en partie droite de la
me^me production. Les feuilles de l'arbre correspondent a des terminaux de la grammaire.
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Une grammaire attribuee est la specication, pour chaque production d'une grammaire,
d'un ensemble d'equations orientees, appelees regles semantiques, permettant de denir loca-
lement les valeurs de variables, appelees attributs, qui sont attachees aux non-terminaux de
la grammaire. Voici la denition formelle d'une grammaire attribuee :
Denition 2.1.2 (Grammaire Attribuee) Une grammaire attribuee est un triplet AG =
(G;A; F ) ou :
{ G = (N;T;Z; P ) est une grammaire independante du contexte ;
{ A =
S
X2N
H(X) ] S(X) est un ensemble d'attributs
2
, avec
H(X) les attributs herites de X 2 N
S(X) les attributs synthetises de X 2 N ;
{ F =
S
p2P
F (p) est un ensemble de regles semantiques, ou dans chaque F (p),
r
p;a;X
i
designe la regle semantique denissant l'occurrence de l'attribut a sur le non-
terminal X
i
dans la production p : X
0
! X
1
: : : X
n
quand a 2 A(X
i
).
De facon generique, une regle semantique est de la forme
3
:
r
p;a
0
;X
(0)
: X
(0)
:a
0
= (f
p;a
0
;X
(0)
X
(1)
:a
1
: : : X
(q)
:a
q
)
ou 8k 2 f0; : : : ; qg; (k) 2 f0; : : : ; ng et a
k
2 A(X
(k)
).
et ou f
p;a
0
;X
(0)
est une fonction q-aire.
2
Intuitivement, les attributs synthetises calculent ou propagent de l'information du bas vers
le haut dans un arbre syntaxique abstrait de la grammaire, c'est-a-dire des feuilles de l'arbre
vers sa racine. Les attributs herites propagent ou calculent de l'information dans l'autre sens,
du haut vers le bas. On appelle classe d'un attribut le fait qu'il soit herite ou synthetise.
La classe opposee d'herite (resp. de synthetise) est synthetise (resp. herite). Par ailleurs,
l'attachement d'un attribut a a un non-terminal X est note X:a et appele occurrence de
l'attribut.
L'ensemble des occurrences d'attributs de sortie, ou denis, d'une production p : X
0
!
X
1
: : : X
n
et note W
d
(p) regroupe les attributs synthetises portes par X
0
et les herites portes
par les X
1
: : : X
n
.
W
d
(p) = S(X
0
) [
0
@
[
1in
H(X
i
)
1
A
De me^me, l'ensemble des occurrences d'attributs d'entree, ou utilisees d'une production
p : X
0
! X
1
: : : X
n
et note W
u
(p) regroupe les occurrences attributs herites de X
0
et les
synthetises des X
1
: : : X
n
.
W
u
(p) = H(X
0
) [
0
@
[
1in
S(X
i
)
1
A
2. Ici, ] represente la reunion disjointe. Par commodite, on impose en general que S(X) \H(X) = ; pour
tout X.
3. D'une maniere generale, dans ce memoire, les applications de fonctions seront notees a la Lisp, i.e.,
(f x
1
: : : x
n
) pluto^t que par la notation classique pour les regles semantiques f(x
1
; : : : ; x
n
).
18 Chapitre 2. Grammaires attribuees
L'ensemble des occurrences d'attributs d'une production p est alors naturellement deni
par
W (p) =W
d
(p) [W
u
(p)
Je ne traiterai dans cette these que des grammaires attribuees bien formees, de telle sorte
que F (p) contienne exactement une regle semantique denissant chaque occurrence d'attribut
de sortie, soit
8X
i
:a 2W
d
(p); 9! r
p;a;X
i
2 F (p)
De plus, je ne traiterai que des grammaires attribuees en forme normale, c'est-a-dire dont
les occurrences d'attributs en partie droite des regles semantiques sont toutes des occurrences
d'attributs d'entree (dans W
u
(p)). Cette contrainte ne diminue pas le pouvoir d'expression
puisqu'il est possible, a partir d'une grammaire attribuee non-circulaire
4
qui n'est pas en
forme normale, d'obtenir une grammaire attribuee equivalente en forme normale [Boc76].
Je prends maintenant les exemples des grammaires attribuees length et reverse qui specient
respectivement le calcul de la longueur d'une liste et la construction de l'inversion d'une liste.
La specication d'une grammaire attribuee est la donnee des regles semantiques associees a
chaque production de la CFG sous-jacente, ou l'on peut numeroter les non-terminaux pour
les distinguer dans une production.
La grammaire attribuee length presentee a gauche de la gure 2.3 n'utilise qu'un seul
attribut synthetise s. Pour chaque production
5
p de la CFG des listes (cf. gure 2.1), une
regle semantique denit l'occurrence de l'attribut s sur le non-terminal en partie gauche de
p. L'arbre syntaxique de l'exemple de liste de la gure 2.2 est presente a la gure 2.4, decore
par les occurrences des attributs de la grammaire attribuee length. Les eches representent les
dependances entre les occurrences d'attributs, c'est-a-dire l'ordre dans lequel ils doivent e^tre
calcules. Cet ordre est induit par la forme des regles semantiques (je reviendrai sur les notions
de dependances a la section 2.2.2). Classiquement, le resultat de la grammaire attribuee est
contenu dans l'unique attribut synthetise z de la racine Z.
4. J'introduirai a la section 2.2.1 la notion de non-circularite d'une grammaire attribuee.
5.

A l'exception de root ou l'occurrence d'attribut denie est Z:z qui represente le resultat de la grammaire
attribuee : dans ce cas, l'attribut synthetise deni par la regle semantique est z.
regles semantiques de la grammaire
attribuee length sur les productions
de la CFG list
root : Z ! L
Z :z = L:s
cons : L
0
! e L
1
L
0
:s = L
1
:s + 1
nil : L!
L:s = 0
regles semantiques de reverse
root : Z ! L
Z :z = L:r
L:h = nil
cons : L
0
! e L
1
L
0
:r = L
1
:r
L
1
:h = cons e L
0
:h
nil : L!
L:r = L:h
Fig. 2.3: Specication des regles semantiques des grammaires attribuees length et reverse
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a
b
c
L.r
L.r
L.r
L.r
nil Z.z
L.h
L.h
L.h
L.h
a
b
c
Z.z
L.s
L.s
L.s
L.s
0
(length  (cons a (cons b (cons c nil)))) = 3
(reverse  (cons a (cons b (cons c nil))))
= cons c (cons b (cons a nil))
Fig. 2.4: Arbres syntaxiques abstraits decores par les attributs des grammaires attribuees
length (a gauche) et reverse (a droite)
La grammaire attribuee reverse, presentee a droite de la gure 2.3 et illustree par l'arbre
syntaxique decore de droite dans la gure 2.4, utilise un attribut synthetise r et un attribut
herite h. Intuitivement, l'attribut herite h initialise a nil calcule la liste inversee dans les
occurrences de ses dierentes instances en descendant le long de l'arbre syntaxique, jusqu'a
trouver la production nil , ou il transmet la liste inversee a l'occurrence de l'attribut r, qui le
remonte jusqu'a Z:z.
2.1.2 Notation fonctionnelle des grammaires attribuees
Les grammaires attribuees, habituellement speciees sur des grammaires independantes
du contexte, peuvent egalement e^tre vues comme des specications sur des types algebriques.
Chirica et Martin [CM76, CM79] ou Ganzinger et Giegerich [Gan80, GG84] ont deja etudie
cette representation, plus souple qu'avec des CFGs, dans laquelle les constructeurs de type
jouent le ro^le des productions de la CFG. Les terminaux d'une CFG sont alors les variables
d'une denition de type algebrique (gure 2.5) ; en supposant que leur type est un parametre,
on obtient alors une representation polymorphique. Pour des raisons historiques de domaine
d'application, cette modication du formalisme original n'a pas ete approfondie dans la ma-
jorite des etudes sur les grammaires attribuees, mais cela n'entame en rien leur principe et
leurs methodes d'evaluation.
An de rapprocher les notations des grammaires attribuees de celles classiquement utilisees
list  = cons  (list )
j nil
tree  = node (tree ) (tree )
j leaf 
Fig. 2.5: Exemples de types algebriques
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dans les programmes fonctionnels, je vais maintenant introduire une nouvelle notation pour
les grammaires attribuees. Le principe de cette notation est de voir une production comme
un ltrage syntaxique (pattern matching) implicite
6
. Au lieu d'utiliser des symboles de non-
terminaux et de terminaux des productions classiques (p : X
0
! X
1
: : : X
n
) qui correspondent
aux constructeurs et a leurs parametres du type de donnee represente par la grammaire,
j'utilise des noms de variables, comme dans un pattern. Le premier nom apparaissant dans
le pattern represente alors le nom du constructeur de type, correspondant au nom de la
production, soit p var
1
: : : var
n
. Plus concretement, la production de la grammaire des listes
cons : L
0
! e L
1
est par exemple utilisee comme dans un pattern fonctionnel : cons head tail
ou cons , head et tail sont des variables de type jouant respectivement le ro^le des non-terminaux
ou terminaux L
0
, e et L
1
. Une originalite, par rapport aux patterns fonctionnels classiques,
qui peut e^tre vue comme une ambigute dans un premier temps est alors de pouvoir utiliser le
nom d'un constructeur, representant une production, comme un non-terminal pouvant porter
un attribut.
La gure 2.5 presente en rappel deux exemples de denitions de types algebriques simples
qui sont couramment utilises. Les grammaires attribuees peuvent donc e^tre denies sur de tels
types algebriques en ajoutant un prol pour chaque grammaire attribuee. Ce prol est une
sorte de constructeur particulier qui porte le me^me nom que la grammaire attribuee. Il permet
de palier l'absence de racine (root : Z ! :::) dans les types algebriques et distingue ainsi le
premier pattern matching correspondant a l'appel de la grammaire attribuee, speciant son
resultat par un attribut particulier note result et tenant le ro^le de l'attribut z classique. Outre
ces petites dierences purement syntaxiques, ce prol permet egalement de specier, en plus
de l'argument syntaxique correspondant a l'arbre d'entree, des parametres supplementaires
pour la grammaire attribuee qui seront alors vus comme des attributs herites en te^te de l'arbre
d'entree. La souplesse de cette notation rapproche les specications de grammaires attribuees
de celles des fonctions classiques, sans remettre en cause leurs principes fondamentaux.
La syntaxe donnee a la gure 2.6 formalise cette notation fonctionnelle pour les grammaires
attribuees. Par sa forme, proche des specications fonctionnelles, elle facilite la comprehension
des exemples et l'illustration des techniques que je vais presenter, ainsi que les comparaisons
avec les dierents formalismes fonctionnels presentes dans les prochains chapitres. Par ailleurs,
elle est equivalente a la notation classique deja presentee et j'utiliserai indieremment l'une ou
l'autre de ces notations. En fait, pour tous les resultats classiques des grammaires attribuees,
concernant leur methodes d'evaluation ou leurs analyses statiques, la notation utilisant les
non-terminaux et leur position dans une production est mieux adaptee pour une presenta-
tion simple. En revanche, la specication des fonctions est plus naturelle et plus facilement
comprehensible sous la forme de variables de patterns expressives que sur des non-terminaux
numerotes d'une grammaire independante du contexte.
Dans la syntaxe de la gure 2.6, une grammaire attribuee f est vue comme un bloc conte-
nant plusieurs patterns, dont au moins un pour le prol. La notation surlignee x represente
un nombre ni d'elements et evite de specier les indices x
1
: : : x
n
. Chacune des regles se-
mantiques est une equation orientee, avec une occurrence d'attribut x:a en partie gauche
(eventuellement f:result pour le prol) et avec en partie droite une expression. Une expres-
6. Cette idee a deja ete evoquee dans dierents travaux, dont ceux de Johnsson, qui parlait alors de construc-
tion case rec [Joh87].
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bloc : : = aglet f = ff x! semrulgfpat ! semrulg

semrul : : = occ = exp
occ : : = x:a j f:result
exp : : = Constante
j y:b 2 Occurences d
0
attributs
j x 2 Variables
j g exp
Fig. 2.6: Une notation fonctionnelle pour les grammaires attribuees
aglet rev =
rev x l!
rev :result = x:r
x :h = l
cons head tail !
cons:r = tail :r
tail :h = cons head cons:h
nil !
nil :r = nil :h
Fig. 2.7: Grammaire attribuee en notation fonctionnelle pour rev
sion est construite a partir de constantes, de variables, d'occurrences d'attributs ou d'appels
de fonctions.
Pour illustrer cette notation, la gure 2.7 presente la grammaire attribuee correspondant
a la fonction rev qui retourne une liste passee en argument, en utilisant un parametre (l)
initialisee a nil . Par opposition a la grammaire attribuee classique reverse presentee a la
gure 2.3, la valeur nil n'est plus une constante necessairement xee dans la regle semantique
initialisant l'attribut herite h, mais peut e^tre vue comme un parametre de la grammaire
attribuee, comme c'est le cas dans la denition de fonction correspondante. Autrement dit,
l'appel de cette grammaire attribuee pour inverser une liste x se fait \a la fonctionnelle" par
rev x nil .
Avec cette notation, le nom rev represente a la fois le nom de la grammaire attribuee et
le nom du constructeur de prol. Cela peut semer la confusion chez le lecteur peu habitue
a cette notation, mais ce choix est justie par la necessite de dierencier (resp. identier)
les prols des grammaires attribuees dierentes (resp. identiques) ; par ailleurs, le nom de la
grammaire attribuee est plus pertinent que root . Le chapitre 7 traitant d'une transformation
de programmes fonctionnels en grammaires attribuees permettra a cette remarque de prendre
tout son sens.
De me^me, les noms des constructeurs (e.g., cons) peuvent e^tre utilises comme tels dans les
patterns (e.g., cons head tail), comme des non-terminaux pouvant porter des attributs (e.g.,
cons:r ) ou comme des fonctions de construction (e.g., tail :h = cons head cons:h). Cette am-
bigute est similaire a celle des grammaires attribuees classiques et, si elle semble compliquer
les notations, elle est neanmoins tres pratique lors de la specication d'un programme.
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aglet length =
length x !
length:result = x :s
cons head tail !
cons:s = succ tail :s
nil !
nil :s = zero
aglet sumleaves =
sumleaves t !
sumleaves:result = t :s
node left right !
node:s = left :s + right :s
leaf n !
leaf :s = n
Fig. 2.8: Denitions des grammaires attribuees length et sumleaves
Pour familiariser le lecteur avec cette notation, deux autres exemples de grammaires at-
tribuees simples sont donnes dans la gure 2.8 : la longueur d'une liste length et la somme des
feuilles d'un arbre binaire sumleaves .
2.2

Evaluation des grammaires attribuees
Pour une specication de grammaire attribuee donnee, dierentes techniques d'evaluation
de leur resultat sur un parametre donne peuvent e^tre employees. Je rappelle brievement
quelques-unes de ces techniques a la n de cette section, mais elles sont toutes fondees sur
la notion de dependance, que je vais presenter apres avoir deni la notion d'arbre d'entree,
fondamentale dans l'evaluation d'une grammaire attribuee.
Comme je l'ai deja dit, la notation fonctionnelle des grammaires attribuees est particulie-
rement adaptee pour faciliter la comprehension des exemples et leur comparaison avec les pro-
grammes fonctionnels. Cependant, pour les techniques d'evaluations dont traite cette section,
je lui prefererai la notation classique utilisant les non-terminaux numerotes de grammaire,
mieux adaptee a la presentation de ces notions. Neanmoins, dans les exemples illustratifs, je
prefererai les noms de variables, plus intuitifs, aux numeros de non-terminaux (cons , tail ou
nil pluto^t que L
0
, L
1
ou L).
2.2.1 Arbre d'entree
Une grammaire attribuee AG = (G;A; F ) est une methode declarative de specication
d'un calcul a eectuer sur un objet structure que l'on appelle l'arbre d'entree. Ce dernier
peut e^tre l'arbre correspondant a l'analyse de la \phrase" d'entree dans le langage L(G). Ses
feuilles portent les valeurs qui seront utilisees pour eectuer le calcul et ses nuds portent
des instances des attributs de A. Cela implique qu'un calcul ne peut se faire que sur un seul
arbre d'entree a la fois : les valeurs necessaires aux calculs sont obtenues par l'analyse et le
parcours de sa structure.
Denition 2.2.1 (Arbre d'entree) Un arbre d'entree t pour une grammaire attribuee
AG = (G;A; F ) est un arbre syntaxique associe a une phrase du langage associe a G.
Un nud de l'arbre t est note u et un nud feuille
7
de celui-ci est note l. A chaque nud
u est associee une production label(u) = p : X
0
! X
1
  X
n
telle que :
{ u est associe au non-terminal X
0
;
7. Pour les productions vides, telles que nil : L!, on considere le nud feuille vide particulier, note 
[Rou94].
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{ u a n ls (u est d'arite n) ;
{ si u
i
est le nud ls de u en position i, alors u
i
est associe au non-terminal X
i
;
{ si l
j
est le nud feuille ls de u en position j, alors l
j
est associe au terminal X
j
.
Sur un arbre d'entree particulier t, u! : : : l
j
: : : u
i
: : : est appelee une instance de la pro-
duction label(u).
2

Etant donnee une grammaire attribuee AG, l'evaluation des attributs sur un arbre d'entree
t consiste a evaluer l'ensemble des attributs associes a chaque nud de l'arbre d'entree,
conformement aux regles semantiques de AG.
Pour cela, a chaque nud u de l'arbre d'entree est associe l'ensemble des instances
d'attributs de u, note IA(u), tel que
si label(u) = p : X
0
! X
1
: : :X
n
alors IA(u) = fu:a j a 2 A(X
0
)g
De me^me, a chaque instance de production p = label(u) correspondant a un nud u de
l'arbre d'entree est associe l'ensemble des instances des regles semantiques de F (p). Plus
precisement, a chaque regle semantique de F (label(u)) de la forme
r
label(u);a;X
i
: X
i
:a = (f
label(u);a;X
i
X
j
1
:a
1
: : : X
j
q
:a
q
)
est associee l'equation
u
i
:a = (f
label(u);a;X
i
u
j
1
:a
1
: : : u
j
q
:a
q
)
ou u
i
represente le nud correspondant a l'instance de non-terminal X
i
et ou chaque u
j
k
correspond au non-terminal ou au terminal X
j
k
.
Toutes les instances de regles semantiques sur toutes les instances d'attributs de tous les
nuds d'un arbre d'entree donne t constituent un systeme d'equations orientees K(t) dont
les inconnues sont precisement les instances d'attributs.

Evaluer la grammaire attribuee sur l'arbre d'entree t revient alors a resoudre le systeme
K(t).
Classiquement, l'evaluation d'une grammaire attribuee pour un arbre t est vue comme la
decoration de l'arbre d'entree permettant de donner une valeur a chaque instance d'attribut de
t. Cependant, dans une vue plus fonctionnelle, le calcul du resultat de la grammaire attribuee
pour un arbre t, appele valeur semantique de t, peut e^tre restreint au calcul de la valeur de
l'unique attribut synthetise de la racine (Z:z ou AG :result , selon la notation utilisee). Cela
revient donc a calculer les instances d'attributs necessaires au calcul de cet attribut.
Un systeme d'equations orientees tel que K(t) est dit circulaire s'il possede une inconnue
(une instance d'attribut) dont le calcul necessite, par transitivite des equations, la connais-
sance de cette inconnue elle-me^me : sa valeur ne peut donc pas e^tre determinee de facon
unique. Le systeme K(t) possede une unique solution s'il n'est pas circulaire. Une grammaire
attribuee est alors dite non-circulaire si, quel que soit l'arbre d'entree t, le systeme K(t)
associe n'est pas circulaire. Dans ce cas, il existe un ordre simple de calcul des instances
d'equations permettant d'obtenir la valeur semantique d'un arbre d'entree donne t.
24 Chapitre 2. Grammaires attribuees
x rh
rev result h rnilcons
head tail
h r
rh
Fig. 2.9: Graphes de dependances locales des productions de la grammaire attribuee rev
2.2.2 Graphe de dependances
Sur une production p : X
0
! X
1
: : : X
n
, une grammaire attribuee denit un ensemble
de regles semantiques qui impliquent des occurrences d'attributs sur les non-terminaux de
p. Chacune de ces regles semantiques denit en eet une occurrence d'attribut particuliere
X
i
:a en fonction d'un ensemble d'occurrences d'attributs X
j
k
:a
k
. Le calcul de X
i
:a necessite
donc le calcul prealable des X
j
k
:a
k
: on dit qu'il en depend. Plus formellement, pour chaque
production dans une grammaire attribuee, la notion de graphe de dependances de production,
ou graphe de dependances locales, est denie comme suit.
Denition 2.2.2 (Graphe de dependances locales) Pour chaque production p : X
0
!
X
1
: : : X
n
d'une grammaire attribuee, le graphe de dependances locales D(p) est deni
par :
{ l'ensemble de ses sommets, etant les occurrences d'attributs de W (p) ;
{ l'ensemble de ses arcs, sachant qu'il existe un arc allant de X
j
k
:b
k
vers X
i
:a si et seule-
ment si il existe une regle semantique de la forme :
r
p;a;X
i
: X
i
:a = (f
p;a;X
i
X
j
1
:a
1
: : : X
j
k
:b
k
: : : X
j
q
:a
q
)
2
Par abus de langage, ce graphe de dependances locales est confondu avec la relation
p
!
qui lui est associee. Dans le cas de la denition 2.2.2, la dependance entre X
j
k
:b
k
et X
i
:a
est alors notee X
j
k
:b
k
p
! X
i
:a.
Ces graphes de dependances locales donnent l'ordre partiel d'evaluation a respecter pour
les occurrences d'attributs sur chacune des productions.
Par exemple, pour la grammaire attribuee rev presentee a la gure 2.7, les graphes de de-
pendances locales sur chacune des productions sont donnes a la gure 2.9. Sur la production
nil , l'occurrence d'attribut nil :h devra necessairement e^tre calculee avant nil :r . De me^me,
sur la production cons , l'occurrence cons:h devra e^tre calculee avant tail :h et l'occurrence
tail :r avant cons:r . Par contre, ce graphe de dependances locales sur cons ne dit rien sur
l'ordre d'evaluation entre les occurrences de l'attribut h et celles de l'attribut r . Pour dis-
poser d'informations sur cet ordre, il faut considerer les graphes de dependances des autres
productions.
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
Etant donne un arbre d'entree t, pour obtenir un graphe de dependances compatible avec
un ordre d'evaluation possible des instances d'attributs dans K(t), il faut considerer le graphe
de dependances complet sur l'arbre t, comme etant l'union des instanciations des graphes
de dependances locales sur l'ensemble des instances de productions de t. Intuitivement, ce
graphe de dependances complet est obtenu en collant les uns aux autres les graphes de depen-
dances locales de chaque production en suivant les instances de productions correspondant a
la structure de t. La relation associee a ce graphe de dependances complet est alors notee
t
!
et elle fournit un ordre d'evaluation des instances de K(t).
2.2.3 Dierentes methodes d'evaluation

A partir d'une specication de grammaire attribuee, le probleme consiste donc a deter-
miner un ordre de calcul des instances d'attributs qui aboutit a la valeur semantique d'un
arbre d'entree donne. Ce probleme est pris en charge par un evaluateur d'attributs, qui
peut e^tre produit de dierentes manieres. Par ailleurs, ces dierentes methodes permettant de
produire un evaluateur denissent des classes de grammaires attribuees pour lesquelles elles
peuvent e^tre appliquees.
Une premiere famille d'evaluateurs, basee sur la methode dite methode dynamique, est
tres proche de la resolution du systeme. Elle consiste a trouver dynamiquement pour un arbre
d'entree t l'ordre sur les instances d'attributs induit par
t
! et a calculer les instances d'at-
tributs en allant des plus petites aux plus grandes au sens de la clo^ture transitive de
t
!.
Cette methode tres simple a ete utilisee dans de nombreux systemes de traitement de gram-
maires attribuees [Fan72, Lor74, Lor77, CH79, KR79, Mad80, Jal83, Jou84b]. La classe des
grammaires attribuees acceptees par cette methode est la classe des grammaires attribuees
non-circulaires. Malheureusement, les evaluateurs bases sur cette methode sont tres peu e-
caces car, pour chaque arbre d'entree, ils doivent reconstruire l'ordre. D'autre part, me^me s'il
est possible de tester statiquement la non-circularite d'une grammaire attribuee, le test est
d'une complexite exponentielle en fonction de la taille de la grammaire [DJL84].
Par opposition a cette methode, de nombreux auteurs ont cherche a determiner de facon
statique l'ordre d'evaluation.
Une deuxieme famille d'evaluateurs, dits statiques, consiste alors a xer d'une facon arbi-
traire la strategie de parcours de l'arbre pour le calcul des instances d'attributs. Les classes
acceptees les plus importantes sont les classes L et Sweep. La classe L permet de calculer tous
les attributs en parcourant l'arbre en plusieurs passes de gauche a droite. La classe Sweep
revient a la classe L moyennant une permutation de la partie droite de certaines productions.
Un certain nombre de systemes sont bases sur cette approche [DJL88]. Les evaluateurs de
cette famille sont tres ecaces, mais la classe des grammaires attribuees acceptees est tres
restreinte, de par le choix arbitraire du parcours.
Une troisieme famille d'evaluateurs, egalement statiques, concerne ceux qui essaient, a par-
tir des graphes de dependances locales, de deduire statiquement un ordre d'evaluation des
occurrences d'attributs d'une production qui soit valable quel que soit l'arbre d'entree. Les
dierentes methodes se dierencient par le type de l'ordre qu'elles construisent. Par opposi-
tion a la famille precedente ou l'ordre etait xe de facon arbitraire, ici c'est la structure de
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la grammaire attribuee qui induit l'ordre. La classe des grammaires attribuees acceptees est
donc plus large et fait de cette famille d'evaluateurs la plus interessante en matiere de deve-
loppement de systemes de traitement de grammaires attribuees et de generation automatique
d'evaluateurs ecaces.
Les nombreuses etudes theoriques et pratiques, menees dans les annees 1970 et 1980 dans ce
domaine, ont abouti a denir des classes de grammaires attribuees en fonction des methodes
permettant de leur construire un evaluateur. Le but n'est pas ici de rentrer dans les details
de cette classication, mais de rappeler brievement les classes principales, des plus generales
aux plus particulieres.
La classe la plus generale, en terme de pouvoir d'expression, est la classe des grammaires
attribuees non-circulaires (NC). Ensuite, viennent les grammaires attribuees fortement
non-circulaires (FNC)
8
, puis doublement non-circulaires (DNC). Plus restreinte, la
classe des grammaires attribuees l-ordonnees permet de produire des evaluateurs statiques
totalement deterministes, ce qui autorise des optimisations interessantes. Ces evaluateurs sont
bases sur des sequences de visites qui respectent un ordre d'evaluation total (cf. section
2.2.4). Theoriquement, le test d'appartenance a la classe l-ordonnee et la construction des
ordres totaux sont des problemes NP-complets [EF82], mais une sous-classe des grammaires
attribuees l-ordonnees, la classe des grammaires OAG, peut e^tre caracterisee en un temps
polyno^mial [Kas80].
Par ailleurs, il est possible de transformer toute grammaire attribuee NC en une grammaire
attribuee l-ordonnee, au risque d'augmenter la taille de la grammaire de facon exponentielle
[Fil83]. Dans le cas des grammaires attribuees FNC, il existe une optimisation de cette trans-
formation qui permet de faire dispara^tre en pratique ce facteur exponentiel [Par88]. Cette
approche, developpee et utilisee pour le systeme Fnc-2 [JP89], permet de conserver le pou-
voir d'expression de la classe FNC tout en autorisant un faible encombrement memoire et un
temps de traitement raisonnable.
Pour des details et precisions concernant ces methodes d'evaluation et ces transformations,
le lecteur interesse est invite a se referer aux travaux rapportes dans [Kas80, DJL84, Eng84,
DJL88, Par88].
2.2.4 Mise en uvre des evaluateurs
Comme je l'ai deja brievement dit, les grammaires attribuees l-ordonnees permettent de
generer des evaluateurs bases sur les sequences de visites. Outre le faible encombrement me-
moire qu'autorisent ces evaluateurs, leur forme est particulierement bien adaptee pour une
implantation fonctionnelle.
Pluto^t que de donner les resultats theoriques et les algorithmes de cette methode d'eva-
luation, je prefere en donner dans cette section l'illustration sur l'exemple d'une grammaire
attribuee, avec la sequence de visites qu'il est possible de determiner a partir de ses graphes
de dependances. Enn, je donne un evaluateur fonctionnel de cette grammaire attribuee, base
sur ces sequences de visites.
Je considere donc la grammaire attribuee qui accepte un arbre binaire d'entiers en entree
et qui fournit comme resultat un arbre binaire ayant la me^me structure que l'arbre d'entree,
8. La classe de ces grammaires attribuees est egalement connue sous le nom de SNC, de l'anglais Strongly
Non Circular.
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aglet bird =
bird t !
bird :result = t :tm
t :h = t :m
node left right !
node:m = minimum left :m right :m
node:tm = node left :tm right :tm
left :h = node:h
right :h = node:h
leaf n !
leaf :m = n
leaf :tm = leaf leaf :h
Fig. 2.10: Grammaire attribuee de bird
n
leafh tmmnode
left righthh
h
m tm
tmm
m tm
bird
mh tm
result
t
Fig. 2.11: Graphes de dependances locales des productions de la grammaire attribuee bird
mais dont les feuilles sont toutes a la valeur minimale des feuilles de l'arbre d'entree
9
. Cette
grammaire attribuee bird , presentee a la gure 2.10 utilise deux attributs synthetises, m et
tm qui calculent respectivement la valeur de la plus petite feuille et l'arbre construit a partir
de cette valeur. Elle utilise egalement un attribut herite h qui propage la valeur de m, une
fois que celle-ci est connue.
Intuitivement, sur chaque nud de l'arbre, la valeur de m est obtenue en prenant la
plus petite des deux valeurs correspondant aux deux sous-arbres (la fonction minimum est
supposee denie). Une fois calculee dans m pour l'arbre entier, cette plus petite valeur est
transmise jusqu'aux feuilles par l'attribut h.

A partir de cette plus petite valeur, les feuilles
et les nuds de l'arbre resultat peuvent e^tre construits dans tm de facon isomorphe a l'arbre
d'entree.
Cette petite explication fait bien pressentir que le calcul du resultat de bird necessite
plusieurs parcours de l'arbre d'entree : un parcours montant pour calculer m, qui permet
d'initialiser h qui propage cette valeur en descendant le me^me arbre, puis un dernier parcours
montant pour construire le resultat : on parle alors de deux passes.
Les graphes de dependances locales (denition 2.2.2) de chacune des productions sont
presentes a la gure 2.11. Elles representent des dependances locales a chaque production
entre les dierentes occurrences d'attributs.
En considerant chacun des non-terminaux de cette grammaire attribuee, c'est-a-dire un
non-terminal du type tree (comme node et leaf ) et un non-terminal du type de bird , les tests
de caracterisation FNC et DNC [CFZ82, Par88] permettent de determiner des familles de
9. Cet exemple est du^ a R.S. Bird [Bir84].
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node
left righthh
h
m tm
tmm
m tm n
leafh tmmbird
mh tm
result
t
Fig. 2.12: Graphes de dependances locales augmentes
relations d'ordre. Celles-ci peuvent e^tre vues comme des graphes sur les occurrences d'attributs
de chaque non-terminal qui donnent un ordre d'evaluation des occurrences d'attributs sur un
non-terminal, valable quel que soit la production consideree. Dans le cas de la grammaire
attribuee pour bird , cet ordre est trivial sur le prol bird qui ne possede qu'un seul attribut
synthetise result , et sur les non-terminaux du type tree , cet ordre est m  h  tm.

A partir de cet ordre, les graphes de dependances locales augmentes sont consideres
comme etant les graphes de dependances locales des productions, augmentes par les relations
de l'ordre total. Dans l'exemple de la grammaire attribuee bird , les graphes de dependances
locales augmentes de chacune des productions sont presentes a la gure 2.12.
Les grammaires attribuees l-ordonnees, dont bird fait partie, verient la propriete de
non-circularite de ces graphes de dependances augmentes pour toutes leurs productions. Il
est alors possible de generer des sequences de visites pour chacune de leurs productions.
L'idee intuitive d'une sequence de visites est qu'il est possible d'evaluer un sous-ensemble
d'occurrences d'attributs synthetises sur un nud d'un arbre en un seul parcours du sous-
arbre dont il est le pere, a partir du moment ou un sous-ensemble des occurrences d'attributs
herites sur ce nud est deja evalue. Le principe est alors de partitioner, a partir de l'ordre total,
l'ensemble des occurrences d'attributs en sous-ensembles herites et synthetises consecutifs.
Dans le cas de la grammaire attribuee bird , la premiere tranche d'herites est vide puisque
le premier attribut de l'ordre total est m, synthetise. La premiere visite est donc capable, en
parcourant l'arbre, d'evaluer ce premier attribut synthetise.

A la n de ce premier parcours
d'arbre, l'attribut h peut e^tre determine et peut servir de parametre pour le second parcours.
La deuxieme visite permet donc, a partir du parametre h evalue (en l'occurrence simplement
transmis) sur chaque nud de l'arbre, de calculer les occurrences de l'attribut synthetise tm.
Le tableau ci-dessous presente les attributs evalues par chacune des visites, pour chacun des
constructeurs.
Visite Premiere Deuxieme
Constructeur Herites Synthetises Herites Synthetises
bird ; result ; ;
node ; m h tm
leaf ; m h tm
Une sequence de visites est constituee de dierentes operations :
{ begin i debute la i-eme visite sur le constructeur courant ;
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bird t !
begin 1
visit 1 t
eval h t
visit 2 t
eval result bird
leave 1
node left right !
begin 1
visit 1 left
visit 1 right
eval m node
leave 1
begin 2
eval h left
visit 2 left
eval h right
visit 2 right
eval tm node
leave 2
leaf n !
begin 1
eval m leaf
leave 1
begin 2
eval tm leaf
leave 2
Fig. 2.13: Sequences de visites generees pour la grammaire attribuee bird
{ leave i termine la i-eme visite sur le constructeur courant ;
{ visit i y appelle la i-eme visite sur le ls specie par y ;
{ eval a y evalue l'attribut y:a, en appelant simplement la regle semantique qui le denit,
puisque, d'apres l'ordre choisi, toutes les occurrences d'attributs dont il depend sont
disponibles.
La gure 2.13 presente les sequences de visites generees pour la grammaire attribuee bird .
Un evaluateur determine a partir des sequences de visites est valable quel que soit l'arbre
d'entree fourni et est particulierement ecace en temps. De plus, il est possible, gra^ce aux
analyses statiques nes autorisees par les grammaires attribuees, en particulier sur la duree
de vie des attributs, d'optimiser l'espace occupe par ce genre d'implantation (allocation en
pile de certains attributs, non-construction de l'arbre, etc). Pour plus de details, le lecteur est
invite a se referer a [Par88, JP89].
Pour terminer l'etude de cet exemple et cette section sur l'evaluation des grammaires at-
tribuees, la gure 2.14 presente une implantation fonctionnelle nave de cet evaluateur a base
de sequences de visites. Le programme fonctionnel obtenu est a mettre en parallele avec la
version standard [Bir84], telle que celle presentee dans la gure 2.15, en remplacant les noms
de fonctions visit bird 1 , visit tree 1 et visit tree 2 par bird , tmin et replace . Une telle im-
plantation fonctionnelle est par exemple possible directement en back-end du systeme Fnc-2
[Le 95].
Par ailleurs, Johnsson s'est egalement interesse a cet exemple typique. Dans [Joh87], il donne
une methode permettant de deduire automatiquement, a partir de sa specication simple en
grammaire attribuee, un evaluateur en une passe de cette fonction qui peut e^tre implante
avec un langage paresseux (lazy) tel que LML. L'idee de sa transformation est de considerer
le resultat d'une grammaire attribuee comme un nouvel attribut, etant une fonction, qui
prend (tous) les attributs herites comme parametres et qui retourne les attributs synthetises
(dont le resultat) comme un tuple. Dans le cas de l'exemple bird tel qu'il est specie par
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let visit bird 1 t =
let
m = visit tree 1 t
h = m
in visit tree 2 t h
let visit tree 1 t = case t of
node left right !
let
m
l
= visit tree 1 left
m
r
= visit tree 1 right
in minimum m
l
m
r
leaf n !
n
let visit tree 2 t h = case t of
node left right !
let
h
l
= h h
r
= h
tm
l
= visit tree 2 left h
l
tm
r
= visit tree 2 right h
r
in node tm
l
tm
r
leaf n !
leaf h
Fig. 2.14:

Evaluateur fonctionnel a sequences de visites pour la grammaire attribuee bird
let bird t = replace t (tmin t)
let tmin t = case t of
node left right !
minimum (tmin left) (tmin right)
leaf n ! n
let replace t h = case t of
node left right !
node (replace left h) (replace right h)
leaf n ! leaf h
Fig. 2.15: Programme fonctionnel classique pour bird
let bird t = t1 in (t1 ;m1 ) = repmin t m1
let repmin t m = case t of
node left right !
let
(t
l
;m
l
) = repmin left m
(t
r
;m
r
) = repmin right m
in (node t
l
t
r
;minimum m
l
m
r
)
leaf n ! (leaf m;n)
Fig. 2.16: Programme fonctionnel paresseux en une passe pour bird
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la grammaire attribuee a la gure 2.10, cette transformation produit comme evaluateur le
programme fonctionnel paresseux presente a la gure 2.16, auquel aboutit egalement Bird
dans [Bir84] et qui peut e^tre evalue en une passe [Joh87].
Encore illustre par ce fameux exemple de Bird, citons egalement ici les travaux de Pettorossi
sur la strategie de generalisation d'ordre superieur [PS87]. Cette technique permet d'obtenir
un resultat similaire d'evaluation en une passe, sans recourir a l'evaluation paresseuse. L'idee
pour cet exemple est de denir, en me^me temps que le calcul de la valeur minimum de l'arbre,
des fonctions d'ordre superieur permettant de construire le resultat lorsque le minimum global
est connu. De maniere intuitive, le resultat de cette transformation construit en une seule
passe une paire d'objets : le premier objet du couple est une fonction d'ordre superieur (une
fermeture qui memorise la structure a construire) et le second objet est la valeur de feuille
minimum. Lorsque la passe est terminee, il sut alors d'appliquer la fonction calculee dans
le premier objet de la paire a la valeur calculee dans le second [PS87].
Sans aller plus loin dans la comparaison, ce resultat peut tout de me^me e^tre mis en parallele
avec la transformation classique [Knu68, CM79] qui produit, pour toute grammaire attribuee,
la grammaire attribuee purement synthetisee d'ordre superieur correspondante (c'est-a-dire
qui possede des attributs synthetises et des regles semantiques d'ordre superieur, mais pas
d'attribut herite).
Cet exemple clo^t la presentation de la mise en uvre des evaluateurs abordee dans ce
memoire. Son but etait simplement de donner une idee intuitive de la maniere de generer
un evaluateur a partir d'une specication de grammaire attribuee. Neanmoins, pour une
formalisation de ces techniques, le lecteur interesse pourra se referer a [AM91, Paa95]. De
plus, dans le chapitre 4, je reviendrai sur la technique de generation des sequences de visites
dans le cadre des grammaires attribuees dynamiques.
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Chapitre 3
Composition descriptionnelle
3.1 Grammaires attribuees composables
Pour permettre plus de modularite dans l'ecriture des grammaires attribuees, Ganzinger
et Giegerich ont introduit la notion de grammaires couplees par attributs [GG84], que Roussel
appelle dans sa these les grammaires attribuees fonctionnelles [Rou94]. Ces objets ne sont
pas une nouvelle forme de grammaires attribuees, mais simplement une nouvelle facon de les
interpreter. L'idee est de considerer une grammaire attribuee, non plus comme un decorateur
qui \attribue" des valeurs sur l'arbre d'entree, mais comme une veritable fonction qui prend en
entree un arbre et qui en retourne un autre en sortie : t
2
= GA(t
1
). Une application complexe
peut ainsi e^tre exprimee sous la forme d'une succession de grammaires attribuees s'appelant
chacune sur le resultat de la precedente.
Les grammaires couplees par attributs suivent la denition classique des grammaires at-
tribuees, mais elles sont vues comme des fonctions
1
typees d'une grammaire dans une autre
2
.
Ainsi, deux grammaires couplees par attributs sont vues comme une grammaire attribuee 
qui fait passer d'un arbre de la grammaire G
1
= (N
1
; T
1
; P
1
; Z
1
) vers un arbre de la gram-
maire G
2
= (N
2
; T
2
; P
2
; Z
2
). Elle est notee  : G
1
! G
2
et sa syntaxe de base est celle de G
1
;
autrement dit,  = (G
1
; A; F ) ou l'ensemble F des regles semantiques verie des proprietes
de typage par rapport a G
2
. En particulier, l'attribut synthetise de la racine de  est du type
de Z
2
. Pour simplier les notations, j'appellerai desormais \grammaire attribuee" une paire
de grammaires couplees par attributs.
Pour illustrer le principe de composition de deux grammaires attribuees, je commence par
prendre un exemple tres simple et assez caricatural.
Soit map square : (list int)! (list int) la grammaire attribuee qui, a partir d'une liste
d'entiers, construit la liste des carres de ses entiers. Soit sum : (list int)! int la grammaire
attribuee qui calcule la somme des elements d'une liste. Elles sont presentees a la gure 3.1.
La composition de ces deux grammaires attribuees fournit donc la somme des carres des
elements d'une liste donnee. Pour cela, elle construit d'abord la liste des carres et ensuite
calcule la somme des elements de cette liste. La gure 3.2 presente sur un exemple l'eet de
la composition de ces deux grammaires attribuees.
1. D'ou leur nom selon Roussel.
2. D'ou leur nom par Ganzinger et Giegerich.
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root : Z ! L
Z:z = L:m
cons : L
0
! e L
1
L
0
:m = cons (square e) L
1
:m
nil : L! L:m = nil
root : Z ! L
Z:z = L:s
cons : L
0
! e L
1
L
0
:s = e+ L
1
:s
nil : L! L:s = 0
Fig. 3.1: Les grammaires attribuees map square et sum
structure intermédiaire
constructeurs de la
représentent les
attribuées modulaires
Composition de grammaires
attribuée, plus efficace
Une seule grammaire
nil
1
2
3
nil
1
2
3
map_square
nil
1
4
9
14
14
sum
Fig. 3.2: Modularite versus ecacite
Cette approche compositionnelle permet une ecriture modulaire d'une application. Elle
peut egalement faciliter la specication d'un probleme, ainsi que la reutilisation de gram-
maires attribuees. Elle oblige cependant a construire des structures intermediaires qui ne
seraient pas utiles dans une grammaire attribuee qui decrirait, en une seule fois, l'ensemble
de l'application. De ce fait, l'ecacite de l'evaluateur associe peut e^tre serieusement penalisee
par ces constructions. Par exemple, il est clair que conna^tre la somme des carres des elements
d'une liste ne necessite pas la construction de la liste des carres, comme suggere par la gure
3.2.
Ganzinger et Giegerich ont introduit une construction qui permet de transformer une
suite de grammaires attribuees en une unique grammaire attribuee qui a la me^me semantique
que la suite de grammaires attribuees de depart [GG84]. Cette construction porte le nom de
composition descriptionnelle ; elle a ete plus recemment etudiee et developpee par Roussel
[Rou94] sous le nom de meta-composition.
3.2 Composition de specications
3.2.1 L'idee
L'idee de la composition descriptionnelle est simple. Soient deux grammaires attribuees
 : G
1
! G
2
et  : G
2
! G
3
. Le but de la composition descriptionnelle est d'eliminer
la construction de l'arbre intermediaire de G
2
. C'est egalement le but des transformations
connues sous le nom de deforestation, que je traiterai plus longuement a partir du chapitre 5.
D'une part, les fonctions de construction de cet arbre intermediaire sont connues dans
 et, d'autre part, gra^ce a , le schema de calcul des occurrences d'attributs associees a
ces constructions est connu. Il sut donc de remplacer dans , avec un renommage, les
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map_square
L
Le
L
Le
L
Le
cons
sum sum o map_square
+ +
m
m
s
s m.s
m.s
square square
Fig. 3.3: Projection du + de sum sur le cons de map square
constructions de G
2
par leurs schemas de calculs associes dans . L'eet sur la grammaire
attribuee resultant de cette transformation est d'eectuer, sur les productions ou auraient
ete produits des morceaux d'arbre intermediaire, les calculs qui auraient ete eectues sur ces
morceaux d'arbre. La gure 3.3 montre l'eet de cette transformation pour les productions
cons de map square et de sum de l'exemple precedent. Comme dans la production cons de
map square, l'occurrence d'attribut L
0
:m est denie par un cons , il s'agit d'un constructeur
de la structure intermediaire. Lors de l'application de sum sur cette structure intermediaire,
le calcul de L
0
:s sera eectue sur ce me^me cons . Ce dernier calcul peut donc e^tre projete,
moyennant un renommage et une identication des termes, a l'endroit ou devait e^tre construit
ce cons , le remplacant donc par le calcul de la somme du carre sur la production initiale.
Je vais maintenant decrire plus formellement l'algorithme de base de la composition des-
criptionnelle, tel qu'il est presente dans [Rou94].
3.2.2 L'algorithme de composition descriptionnelle
Soit donc une premiere grammaire attribuee  : G
1
! G
2
et une deuxieme  : G
2
! G
3
;
la composition descriptionnelle de ces deux grammaires attribuees produit une grammaire
attribuee    =  : G
1
! G
3
.
Dans la presentation qui suit, an qu'il soit plus facile de dierencier les dierents elements
des trois grammaires attribuees, le nom de la grammaire attribuee consideree est place en
indice. Par exemple l'ensemble des attributs synthetises associes au non-terminal X dans la
grammaire attribuee  est note S

(X). Cette notation sera utilisee a chaque fois que plusieurs
grammaires attribuees interviennent en me^me temps dans une expression. Par ailleurs, la
formalisation des declarations de nouveaux attributs ou de nouvelles regles semantiques est
representee par ,!.
Creation de la syntaxe de base La syntaxe de base de la grammaire attribuee  est la
me^me que celle de , c'est-a-dire G
1
. En eet,  doit prendre les me^mes arbres d'entree que
, et doit donc conserver les ensembles de terminaux, de non-terminaux, de productions et
l'axiome de .
Declaration des nouveaux attributs
{ Pour chaque attribut de  ne participant pas directement a la construction d'une partie
de la structure de G
2
, un attribut de me^me nom, de me^me classe et de me^me type est
declare dans .
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{ Pour chaque attribut synthetise a de type  , porte par un non terminal X dans , et
pour chaque attribut b, porte par un non-terminal Y de type  dans , un attribut a:b
est declare sur le non-terminal X dans  ; il est de me^me type et de me^me classe que b.
8a 2 S

(X)
8b 2 S

(Y ) j type(Y ) = type(a)
,! a:b 2 S

(X) j type(a:b) = type(b)
8b 2 H

(Y ) j type(Y ) = type(a)
,! a:b 2 H

(X) j type(a:b) = type(b)
{ Pour chaque attribut herite a de type  , porte par un non terminal X dans , et pour
chaque attribut b, porte par un non-terminal Y de type  dans , un attribut a:b est
declare sur le non-terminal X dans  ; il est de me^me type que b, mais de classe opposee.
8a 2 H

(X)
8b 2 S

(Y ) j type(Y ) = type(a)
,! a:b 2 H

(X) j type(a:b) = type(b)
8b 2 H

(Y ) j type(Y ) = type(a)
,! a:b 2 S

(X) j type(a:b) = type(b)
Creation des nouvelles regles semantiques
{ Chaque regle semantique de  sur une production p qui ne construit pas de partie de
la structure de type G
2
, mais eectue simplement un calcul, est conservee telle quelle,
soit :
8 r
p;a
0
;(0)
: X
(0)
:a
0
= f
p;a
0
;(0)
X
(1)
:a
1
;    ;X
(n)
:a
n
) 2 F

(p)
tel que f
p;a
0
;(0)
est un calcul
,! r
p;a
0
;(0)
2 F

(p)
{ Pour chaque regle semantique r de  sur une production p qui construit une partie
de la structure de G
2
(avec un constructeur de production p
2
), la projection des regles
semantiques associees a p
2
sur la regle semantique r donne lieu a de nouvelles regles
semantiques, soit :
8 r
p;a
0
;(0)
: X
(0)
:a
0
= (f
p;a
0
;(0)
X
(1)
:a
1
  X
(n)
:a
n
) 2 F

(p)
tel que f
p;a
0
;(0)
est une construction p
2
de G
2
8 r
p
2
;b
0
;(0)
: X
(0)
:b
0
= (f
p
2
;b
0
;(0)
X
(1)
:b
1
  X
(q)
:b
q
) 2 F

(p
2
)
,! r
p;a
(0)
:b
0
;(0)
2 F

(p) avec
r
p;a
(0)
:b
0
;(0)
: X
(0)
:a
(0)
:b
0
= (f
p
2
;b
0
;(0)
X
(1)
:a
(1)
:b
1
  X
(q)
:a
(q)
:b
q
)
ou   (i) = ((i))
{ Pour chaque regle semantique de  sur une production p qui propage simplement une
valeur d'attribut (regle de copie), une regle de copie correspondante dans  est generee ;
elle prend en compte les noms des nouveaux attributs et leur classe, soit :
8 r
p;a
0
;(0)
: X
(0)
:a
0
= X
(1)
:a
1
2 F

(p)
8b 2 S

(Y ) j type(Y ) = type(a
0
)
,! r
p;a
0
:b;(0)
2 F

(p) avec
r
p;a
0
:b;(0)
: X
(0)
:a
0
:b = X
(1)
:a
1
:b
8b 2 H

(Y ) j type(Y ) = type(a
0
)
,! r
p;a
1
:b;(1)
2 F

(p) avec
r
p;a
1
:b;(1)
: X
(1)
:a
1
:b = X
(0)
:a
0
:b
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3.2.3 Des exemples
Pour illustrer l'algorithme de composition descriptionnelle, je prends d'abord un exemple
simple ou les deux grammaires attribuees ne possedent qu'un seul attribut synthetise chacune.
Il s'agit de l'exemple presente en introduction de ce chapitre, concernant la composition
descriptionnelle sum map square (gure 3.1).
Par rapport a l'algorithme de composition descriptionnelle presentee a la section 3.2.2 pre-
cedente, map square : (list int)! (list int) joue le ro^le de la grammaire attribuee  : G
1
!
G
2
et sum : (list int)! int celui de la grammaire attribuee  : G
2
! G
3
. Par simplicite, la
grammaire attribuee sum map square : (list int)! int resultant de la composition descrip-
tionnelle sera appelee .
Sa syntaxe de base est donc la me^me que celle de map square , a savoir le type des listes.
Les attributs synthetises de map square sont z sur Z et m sur L. Pour chacun d'entre
eux, de nouveaux attributs sont declares dans , formes gra^ce aux attributs portes par les
non-terminaux de sum qui sont du type correspondant : sont donc crees les attributs z:z sur
Z et m:s sur L.
Pour les regles semantiques, le probleme est assez simple puisqu'il n'en existe qu'une seule
pour chaque production de chaque grammaire attribuee. La regle semantique } demap square
sur la production cons est
L
0
:m = cons (square e) L
1
:m }
Comme elle produit une partie de la structure acceptee en entree par sum avec la construc-
tion cons , la regle associee a ce constructeur dans sum, a savoir
L
0
:s = e+ L
1
:s
doit e^tre projetee sur } pour produire la nouvelle regle semantique associee a cons dans .
Cette projection associe les occurrences d'attributs et les termes L
0
:s a L
0
:m, e a (square e)
et L
1
:s a L
1
:m et produit :
L
0
:m:s = (square e) + L
1
:m:s
De la me^me facon, la regle semantique de map square pour la production nil (qui produit
un nil), sur laquelle est projetee la regle semantique de sum pour la production nil , permet
de generer la nouvelle regle semantique de  pour nil :
L:m:s = 0
Pour le constructeur root , la regle semantique denissant l'attribut Z:z en fonction de
L:m permet de generer la nouvelle regle dans  :
Z:z:z = L:m:s
L'ensemble de la grammaire attribuee ainsi obtenue par composition descriptionnelle est
presente a la gure 3.4.
Cette unique grammaire attribuee ne contient alors aucun constructeur de liste. Son eva-
luation est donc nettement plus ecace que l'application successive des deux grammaires
attribuees, comme suggere a la gure 3.2 dans l'introduction de ce chapitre. Elle est defores-
tee, au sens ou elle ne construit plus aucune structure intermediaire.
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root : Z ! L
Z:z:z = L:m:s
cons : L
0
! e L
1
L
0
:m:s = (square e) + L
1
:m:s
nil : L!
L:m:s = 0
Fig. 3.4: La composition descriptionnelle sum map square
root : Z ! T
Z :z = T :f ~
T :l = nil |
node : T
0
! T
1
T
2
T
0
:f = T
1
:f
T
1
:l = T
2
:f
T
2
:l = T
0
:l
leaf : T ! e
T :f = cons e T :l 
root : Z ! L
Z :z = L:r
L:h = nil
cons : L
0
! e L
1
L
0
:r = L
1
:r
L
1
:h = cons e L
0
:h
nil : L!
L:r = L:h
Fig. 3.5: Les grammaires attribuees atten et reverse
Un exemple un peu plus complexe, qui met en uvre des grammaires attribuees possedant
toutes les deux des attributs synthetises et des attributs herites, est celui de l'inversion de
la liste des feuilles d'un arbre binaire. Je considere donc les grammaires attribuees atten et
reverse telles qu'elles sont presentees dans la gure 3.5.
Pour atten , l'attribut herite l initialise a nil dans le prol de la grammaire attribuee est
propage vers le ls droit de chaque nud de l'arbre. La valeur de la premiere feuille trouvee
dans cette descente a droite dans la structure de l'arbre est soumise a un cons avec l'attribut
l ainsi propage, denissant l'occurrence de l'attribut synthetise f sur cette feuille. L'attribut
herite l sur chaque ls gauche d'un nud est deni par la valeur de l'attribut synthetise f
du ls droit du me^me nud. Ainsi, la liste des feuilles de l'arbre, construite a partir de nil
de la droite vers la gauche, est synthetisee des ls gauches vers leurs peres jusqu'a la racine
de l'arbre. Le croquis a gauche de la gure 3.6 illustre ce parcours pour un exemple d'arbre
binaire.
Pour reverse , la liste inversee est construite en descendant dans la liste analysee, a partir
de l'attribut herite h initialise a nil dans le prol de la grammaire attribuee. La valeur de h
sur chaque sous-liste est denie par un cons entre l'element associe au nud courant et la
valeur h sur ce nud. En arrivant sur le nil , l'attribut synthetise r recoit la liste inversee ainsi
construite et la propage jusqu'a la racine. Le croquis a droite de la gure 3.6 illustre cette
construction pour un exemple de liste.
Je detaille maintenant les etapes de la composition descriptionnelle  = reverse  atten :
la declaration des nouveaux attributs et la generation des nouvelles regles semantiques de ,
dont la syntaxe de base est la me^me que celle de atten , a savoir celle des arbres binaires.
Pour l'attribut synthetise f de atten , deux nouveaux attributs sont crees dans  : f:r
synthetise et f:h herite. Pour l'attribut herite l de atten , deux nouveaux attributs sont crees
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Z
L
L
L
L
b
a
c h
h
h
h
nil
r
r
r
r
z
a
fl
b
fl
c
fl
T T f
T T
l
fl
z
T
Z
nil
Fig. 3.6: Illustrations sur des exemples des grammaires attribuees atten et reverse
dans  : l:r herite et l:h synthetise. Pour l'attribut z de atten , l'attribut z:z est cree dans .
La regle semantique | (resp. ) de atten construit par nil (resp. cons) une partie de la
structure acceptee en entree par reverse et donne lieu a la projection des regles semantiques
associees au constructeur nil (resp. cons) dans reverse. Pour |, cette projection produit la
nouvelle regle de  pour la production root :
T:l:r = T:l:h
Pour , les regles produites dans  pour la production leaf sont les suivantes :
T :f :r = T :l :r
T :l :h = cons e T :f :h
Par ailleurs, la regle semantique ~ de atten dans la production root qui denit Z:z en
fonction de T:f n'est pas une veritable identite. En fait, il s'agit d'une construction abstraite
qui devrait normalement e^tre notee Z :z = root T :f . Par simplicite, et pour eviter de surchar-
ger les exemples, j'ai laisse jusqu'ici de co^te cette precision, mais c'est ce constructeur de
racine qui permet comme pour | et pour  de generer la nouvelle regle semantique de  pour
la production root :
T:f:h = nil
Ensuite, les regles semantiques de atten de propagation de valeur par simple recopie d'une
occurrence d'attribut dans une autre permettent de produire les dernieres regles semantiques
de  pour la production node . La grammaire attribuee obtenue par cette composition des-
criptionnelle est presentee a la gure 3.7. Cette grammaire attribuee contient de nombreuses
regles de copies d'occurrences d'attribut, mais elle ne construit plus de liste intermediaire.
Pour illustrer son comportement, la gure 3.8 presente le graphe de dependance complet de
cette grammaire attribuee sur un exemple d'arbre binaire.
En terme de \passe" d'un programme fonctionnel, la passe representee en trait plein
correspond a la fonction revat1 t nil donnee dans l'introduction (gure 1.6), tandis que la
passe representee en pointilles correspond a la fonction revat2 t l de la me^me gure, ou l
est le resultat de la premiere passe.
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root : Z ! T
Z :z :z = T :f :r
T :f :h = nil
T :l :r = T :l :h
node : T
0
! T
1
T
2
T
0
:f :r = T
1
:f :r
T
1
:f :h = T
0
:f :h
T
1
:l :r = T
2
:f :r
T
2
:f :h = T
1
:l :h
T
2
:l :r = T
0
:l :r
T
0
:l :h = T
2
:l :h
leaf : T ! e
T :f :r = T :l :r
T :l :h = cons e T :f :h
Fig. 3.7: La composition descriptionnelle reverse  atten
Les constructions de liste que cette grammaire attribuee contient sont uniquement celles
qui produisent le resultat nal. La aussi, la composition descriptionnelle a deforeste la com-
position des deux grammaires attribuees initiales.
adeuxième passe
première passe
constructeurs du résultat
b c
f.rl.hTf.hl.rl.h f.rTf.hl.r
l.r f.h T l.h f.r
f.rl.hTf.hl.r
nil
Z z.z
f.rl.hTf.hl.r
Fig. 3.8: reverse  atten sur un exemple
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Chapitre 4
Grammaires attribuees dynamiques
4.1 Introduction et presentation du probleme
Les chapitres precedents ont brievement presente le formalisme des grammaires attribuees
et le type de transformation qu'il autorise. Je vais ici presenter les grammaires attribuees
dynamiques, une extension au formalisme classique qui permet de representer une plus large
classe de programmes sans bouleverser les techniques d'evaluations classiques. Le but de cette
extension est d'obtenir une expressivite permettant d'appliquer des techniques developpees
pour les grammaires attribuees dans un cadre plus large, facilitant ainsi leur comparaison
avec les techniques fonctionnelles.
Bien qu'elles aient ete introduites il y a trente ans et qu'elles aient ete le sujet de nom-
breuses etudes [Paa95], les grammaires attribuees ne sont pas utilisees aussi largement qu'elles
le pourraient. En eet, elles sont trop souvent considerees comme une partie inherente d'un
processus de compilation. Ceci est principalement du^ au fait que peu de domaines en dehors de
la compilation disposent naturellement en entree d'un arbre qui dirige les calculs. Sans arbre,
le modele classique des grammaires attribuees est inutilisable : il est par exemple impossible
de specier la fonction factorielle avec une grammaire attribuee classique.
Plusieurs travaux ont tente de repondre a ce probleme en proposant diverses extensions au
formalisme original des grammaires attribuees, comme par exemple les grammaires attribuees
circulaires [Far86], les grammaires multi-attribuees [Att89], les grammaires attribuees d'ordre
superieur [SV91] ou plus recemment les grammaires attribuees conditionnelles [Boy96].
Les grammaires attribuees dynamiques [PDRJ95b, PDRJ96, PRJD96a, PRJD96b] que je
presente dans ce chapitre ont des similarites avec les deux dernieres extensions citees : comme
pour les grammaires attribuees d'ordre superieur, l'arbre des calculs n'est pas necessairement
isomorphe a l'arbre d'entree et comme pour les grammaires attribuees conditionnelles, la va-
leur des attributs peut inuencer le choix d'une regle semantique. Cependant, les grammaires
attribuees dynamiques dierent des autres extensions par deux points fondamentaux. Premie-
rement, pour les grammaires attribuees dynamiques, la notion de grammaire n'implique pas
necessairement l'existence (physique) d'un arbre : en fait, les evaluateurs peuvent s'en pas-
ser. Deuxiemement, leur technique d'implantation est une simple derivation des techniques
traditionnelles d'evaluation par sequences de visites et ne necessite la construction ou l'ajout
d'aucun fragment d'arbre supplementaire.
L'idee est de voir la grammaire sous-jacente a une grammaire attribuee comme la gram-
maire decrivant tous les arbres d'appels pour un programme fonctionnel donne, ou tous les
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arbres de preuves pour un programme logique : cette grammaire decrit precisement les dif-
ferents ots de contro^le possibles. Dans ce contexte, une production decrit un schema de
recursion elementaire (c'est le ot de contro^le) [CFZ82], tandis que les regles semantiques
decrivent les calculs associes a ce schema (ot de donnees).
Il faut remarquer que tous les resultats theoriques et pratiques sur les grammaires attri-
buees sont bases uniquement sur l'abstraction du ot de contro^le induit par la grammaire et
non sur la facon d'obtenir une instance de cette grammaire au moment de l'execution. Ceci
est vrai en particulier pour les algorithmes de construction d'evaluateurs ecaces pour les
dierentes classes de grammaires attribuees et pour les methodes globales d'analyse statique
qui sont speciques aux grammaires attribuees [AM91, Jou92, Paa95].
Deux notions vont donc e^tre introduites pour formaliser et concretiser ces idees intuitives :
{ les couples de grammaires permettent de decrire des schemas de recursion independam-
ment de toute structure de donnee physique. Ils permettent egalement d'exprimer des
combinaisons dierentes d'elements d'une structure physique. Un couple de grammaires
denit une association entre une grammaire dynamique et une grammaire concrete
(eventuellement vide).
{ les grammaires attribuees dynamiques permettent a une valeur d'attribut d'inuencer le
ot de contro^le en choisissant une production dynamique pluto^t qu'une autre. La nou-
velle notion de blocs de regles semantiques denit les arbres de decision correspondant
aux productions et a leurs regles semantiques associees.
Les grammaires attribuees dynamiques contribuent ainsi a rendre aux grammaires attri-
buees leur puissance d'expression intrinseque, au sens ou elles permettent d'exprimer une
classe de programmes plus large, sans remettre fondamentalement en cause les techniques
d'evaluations classiques. L'expressivite des grammaires attribuees dynamiques ainsi obtenue
est comparable a celle d'un langage du premier ordre, avec un parfum fonctionnel du^ a la pro-
priete d'aectation unique et tout en conservant le caractere declaratif marque des grammaires
attribuees qui peut autoriser l'application des techniques d'analyses et de transformations qui
leurs sont propres.
Pour montrer plus facilement que les grammaires attribuees dynamiques peuvent s'evaluer
par les techniques classiques des grammaires attribuees, le formalisme utilise dans la suite de
ce chapitre sera plus proche de celui des grammaires attribuees classiques (c'est-a-dire nom-
mage des productions, non-terminal gauche ! non-terminaux droits, racines des grammaires
sous-jacentes, etc.) que du formalisme fonctionnel pour les grammaires attribuees introduit a
la section 2.1.2 (c'est-a-dire patterns de constructeurs, prol de grammaire attribuee, etc.).
Neanmoins, avant de detailler plus precisement dans la section suivante les objets et les nota-
tions utiles aux grammaires attribuees dynamiques, je donne a la gure 4.1 une representation
de la fonction factorielle, dans une pseudo-syntaxe qui n'est pas denie ici. Le but est unique-
ment de motiver les travaux decrits dans ce chapitre, d'en donner une idee intuitive au lecteur
et de convaincre de la possibilite de representer l'exemple typique de la fonction factorielle
par une grammaire attribuee dynamique.
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daglet fact = Grammaire attribuee dynamique
fact dynfact n ! Le prol fait reference
fact :result = dynfact :f a un non-terminal dynamique (dynfact)
dynfact :h = n Le parametre n devient un attribut h
h (dynfact :h >= 1 ); dont la valeur determine l'application
h dynfact rec ! d'une production dynamique (recursive)
dynfact :f = dynfact :h  rec:f
rec:h = dynfact :h   1 i
h dynfact ! ou de l'autre (terminale)
dynfact :f = 1 i i
Fig. 4.1: La fonction factorielle dans une pseudo-syntaxe de grammaire attribuee dynamique
4.2 Grammaires attribuees dynamiques
Dans les denitions des grammaires attribuees donnees au chapitre 2, il peut y avoir une
ambigute dans l'utilisation du symbole X
i
. Dans une denition de CFG, il represente un
non-terminal tandis que dans une grammaire attribuee, il represente a la fois l'occurrence
d'un non-terminal (libelle par sa position dans la production) et le non-terminal lui me^me
(en tant que type). Cependant, la position d'un nom dans une production n'est importante
que s'il s'agit de X
0
, ou bien pour distinguer deux occurrences d'un non-terminal et de leur
type. Je considererai donc ici une production comme un ensemble de noms distincts (avec un
nom particulier pour la partie gauche de la production), chacun associe a un type.
Denition 4.2.1 (Production) Soit V un ensemble universel ni de noms de variables.
Une production p : X
0
! X
1
: : : X
n
dans une CFG est un tuple ((X
0
;V
p
); type
p
) dans lequel :
i. V
p
= fX
1
;X
2
; : : : ;X
n
g  V, avec n = Card(V
p
) et X
0
2 V   V
p
;
ii. type
p
: V

p
! N [ T , ou V

p
= fX
0
g [ V
p
est une fonction qui associe a chaque nom un
unique type dans l'ensemble des terminaux et des non-terminaux, tels que type
p
(X
0
) 2
N .
2
Dans la suite de ce chapitre, j'utiliserai pour une production p la plus claire des notations
en fonction du contexte, entre p : X
0
! X
1
: : : X
n
et ((X
0
;V
p
); type
p
).
Dans ce chapitre, j'utiliserai les notations usuelles relatives aux productions :
LHS(p) = X
0
et RHS(p) = V
p
La base d'une grammaire attribuee dynamique est donc la grammaire decrivant le ot de
contro^le (schema de recursion) de l'application representee. Ce ot de contro^le peut dependre
des valeurs des attributs, mais aussi egalement de la forme d'un arbre physique, qui doit alors
e^tre un parametre particulier de l'evaluateur. Il faut donc non seulement faire la dierence,
mais de plus etablir une relation entre la grammaire qui decrit la structure concrete et celle qui
decrit le schema de calcul et qui, d'une certaine facon, \contient" la premiere. C'est l'intuition
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de la notion de couple de grammaires. La denition 4.2.2 est d'abord donnee formellement,
puis commentee dans le paragraphe suivant.
Denition 4.2.2 (Couple de grammaires) Un couple de grammaires est un triplet
G = (G
d
; G
c
; Concrete) forme de deux grammaires independantes du contextes G
d
et G
c
et d'une fonction Concrete, ou
G
d
= (N
d
; T
d
; Z
d
; P
d
) est appelee la grammaire dynamique,
G
c
= (N
c
; T
c
; Z
c
; P
c
) est appelee la grammaire concrete et ou
Concrete : P
d
 V ! (P
c
 V) [ f?g,
telles qu'elles verient :
1. N
c
 N
d
;
T
d
= T
c
;
Si G
c
n'est pas vide
1
alors Z
d
= Z
c
.
2. 8p
d
2 P
d
, on a :
i. 8X 2 V

p
d
, type
p
d
(X) 2 (N
d
 N
c
)) Concrete(p
d
;X) = ?;
ii. type
p
d
(LHS(p
d
)) 2 (N
d
 N
c
)
) 8X 2 RHS(p
d
), type
p
d
(X) 2 (N
d
 N
c
);
iii. type
p
d
(LHS(p
d
)) 2 N
c
) 9! p
c
2 P
c
tel que :
{ Concrete(p
d
; LHS(p
d
)) = (p
c
; LHS(p
c
)) et
type
p
d
(LHS(p
d
)) = type
p
c
(LHS(p
c
));
{ 8X 2 RHS(p
d
), type
p
d
(X) 2 N
c
) 9Y 2 V

p
c
tel que
Concrete(p
d
;X) = (p
c
; Y ) et type
p
d
(X) = type
p
c
(Y ).
3. 8p; q 2 P
d
tel que type
p
(LHS(p)) = type
q
(LHS(q)) et
Concrete(p; LHS(p)) = Concrete(q; LHS(q)), on a :
i. LHS(p) = LHS(q);
ii. 8X 2 V
p
\ V
q
; type
p
(X) = type
q
(X);
iii. 8X 2 V
p
\ V
q
; Concrete(p;X) = Concrete(q;X).
2
Avec les contraintes ci-dessus, la fonction Concrete, qui est initialement denie pour un
nom dans une production, peut e^tre etendue sans ambigute aux productions p
d
de P
d
de la
facon suivante :
Concrete(p
d
) =

p
c
si Concrete(p
d
; LHS(P
d
)) = (p
c
; LHS(p
c
))
? si Concrete(p
d
; LHS(P
d
)) = ?
Dans la denition 4.2.2, G
d
et G
c
representent respectivement les grammaires dynamique
et concrete ; la fonction Concrete fournit la production (ou le nom) concrete correspondant a
une production (ou un nom) dynamique donnee, c'est-a-dire un arbre (ou un nud) physique.
1. Dans les cas de programmes sans aucune structure, tels que la fonction factorielle, G
c
peut e^tre vide et
Concrete fait correspondre ? a tous les elements (cf. productions dynamiques recursive et terminale de dynfact
dans la gure 4.1).
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Production concrete double 2 P
c
double : lhs ! rhs
Production dynamique double
dyn
2 P
d
double
dyn
: simple ! rst second
avec
Concrete(double
dyn
) = double
Concrete(double
dyn
; simple) = (double; lhs)
Concrete(double
dyn
;rst) = Concrete(double
dyn
; second) = (double; rhs)
Fig. 4.2: Partie d'un couple de grammaires pour la fonction double
Lorsque la valeur fournie par cette fonction est ? (indeni), cela signie que l'argument est
un objet purement dynamique, ou \abstrait" ; il correspond a un schema de recursion pur.
La condition 2.i de la denition 4.2.2 signie que dans une production dynamique, un
non-terminal qui n'appartient pas a la grammaire conrete est associe a ? par la fonction
Concrete ; il est alors dit purement dynamique.
La condition 2.ii precise que si le non-terminal en partie gauche d'une production dyna-
mique est lui me^me purement dynamique, alors toute la production est purement dynamique,
c'est-a-dire que tous les non-terminaux en partie droite le sont. Intuitivement, une structure
concrete ne peut pas e^tre derivee a partir d'un schema de recursion purement abstrait.
La condition 2.iii stipule par contre que si le non-terminal en partie gauche d'une produc-
tion dynamique p
d
appartient egalement a la grammaire concrete, alors il existe une unique
production concrete p
c
associee, de me^me non-terminal en partie gauche. Dans ce cas, a tout
non-terminal apparaissant en partie droite de la production dynamique p
d
et appartenant a
la grammaire concrete, il existe un non-terminal dans la production concrete p
c
qui lui est
associe. Intuitivement, il faut que les elements concrets apparaissant dans une production
dynamiques puissent e^tre retrouves dans la production concrete associee.
Une production dynamique p
d
est donc soit purement abstraite, soit associee a une unique
production concrete p
c
, qui est de me^me type en partie gauche et pour tous les non-terminaux
de type concret en partie droite de p
d
, il existe un non-terminal correspondant de me^me type
dans p
c
.
Cependant, une structure physique donnee (non-terminal concret) peut e^tre referencee
plus d'une fois dans une production dynamique. Cette possibilite est illustree par l'exemple
de la fonction double (gure 4.2) qui est un exemple bien connu [DJL88] des limitations du
formalisme classique des grammaires attribuees.
Par ailleurs, une partie gauche concrete, qui est par denition associee a une partie gauche
dynamique (condition 1 ), peut egalement e^tre referencee dans la partie droite de la production
dynamique. C'est le cas dans l'exemple du while (gure 4.3) qui servira tout au long de
ce chapitre. Ces particularites et ces \eets speciaux" sont l'essence me^me des grammaires
attribuees dynamiques. Il permettent de specier des calculs qui n'etaient pas exprimables
avec les grammaires attribuees classiques.
Finalement, la condition 3 de la denition 4.2.2 formalise la contrainte que, pour deux
productions de me^me type en partie gauche et de me^me Concrete
2
associe, les parties gauches
doivent avoir le me^me nom et tous les noms communs aux deux productions doivent e^tre de
2. Avec eventuellement Concrete = ?.
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Production concrete p 2 P
c
p : while ! cond body
Productions dynamiques p
r
et p
t
2 P
d
p
r
: while ! cond body loop
p
t
: while ! cond
avec
Concrete(p
r
) = Concrete(p
t
) = (p)
Concrete(p
r
;while) = Concrete(p
t
;while) = (p;while)
Concrete(p
r
; cond) = Concrete(p
t
; cond) = (p; cond)
Concrete(p
r
; body) = (p; body)
Concrete(p
r
; loop) = (p;while)
Fig. 4.3: Partie d'un couple de grammaires pour l'instruction while
me^me type. Ceci implique en particulier que si le Concrete d'un tel nom commun est deni
(6= ?), alors ce nom represente eectivement le me^me objet concret.
Pour illustrer les notions presentees, je prends comme exemple la denition d'une partie
de la semantique dynamique d'un langage de programmation contenant des boucles, avec
une grammaire attribuee dynamique decrivant un interpreteur. Cette application n'est pas
traitable avec les grammaires attribuees classiques. La gure 4.3 presente la structure de
l'instruction while comme une partie d'un couple de grammaires (G
d
; G
c
; Concrete) ou cond
est du type COND 2 N
d
[ N
c
representant une condition booleenne et ou tous les autres
noms dans les productions sont du type STMT 2 N
d
[ N
c
representant des instructions.
p 2 P
c
est la production concrete qui specie qu'une instruction while est constituee d'une
condition et d'un ensemble d'instructions. p
r
et p
t
2 P
d
sont deux productions dynamiques
qui representent respectivement le comportement recursif et terminal d'une boucle while ; la
production concrete associee a ces deux productions dynamiques est p.
Un bloc de regles semantiques est une structure conditionnelle (un arbre de decision) qui
denit toutes les productions dynamiques qui sont applicables a un me^me endroit (c'est-a-dire
qui sont associees soit a une me^me production concrete, soit au me^me non-terminal purement
dynamique, cf. contraintes de la denition 4.2.5 un peu plus loin) avec leurs regles semantiques
et l'ensemble des conditions qui permettent de choisir la production a appliquer.
Denition 4.2.3 (Bloc de regles semantiques) Un bloc de regles semantiques b est
deni inductivement comme suit :
b = hR; he; b; bii j hp;Ri
ou R est un ensemble (eventuellement vide) de regles semantiques (inconditionnelles), e est
une condition (expression booleenne sur des occurrences d'attributs) et p est une production.
2
La gure 4.4 presente le bloc de regles semantiques decrivant la semantique (de facon
denotationnelle) de l'instructionwhile. Les attributs henv (herite) et senv (synthetise) repre-
sentent l'environnement d'execution (memoire, etc) d'une instruction et l'attribut val contient
la valeur de la condition.
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h cond :henv = while:henv ; { regle semantique classique R
h (cond :val); { expression booleenne
h while ! cond body loop; { cas true : hp
r
; R
0
i
body :henv = while:henv
loop:henv = body :senv
while:senv = loop:senv i
h while ! cond ; { cas false : hp
t
; R
00
i
while:senv = while:henv i i i
Fig. 4.4: Le bloc de regles semantiques pour l'instruction while
f ( ((cond :val ; true); while ! cond body loop);
cond :henv = while:henv
body :henv = while:henv
loop:henv = body :senv
while:senv = loop:senv )
( ((cond :val ; false); while ! cond);
cond :henv = while:henv
while:senv = while:henv ) g
Fig. 4.5: L'ensemble R
b
pour l'instruction while
Dans un bloc, les regles semantiques sont associees a n'importe quel nud de l'arbre de
decision tandis que les productions apparaissent uniquement aux feuilles. La denition sui-
vante montre comment un bloc peut e^tre \aplati" en une collection de productions classiques
| avec leurs regles semantiques.
Denition 4.2.4 (Ensemble R
b
) Pour chaque bloc b, R
b
est l'ensemble de toutes les regles
semantiques de b, qualiees par la conjonction des conditions (qui peut e^tre vue comme un
\chemin") qui contraignent leur application et par la production a laquelle elles sont attachees.
L'ensemble R
b
est inductivement deni comme suit :
 R
hp;Ri
= f(("; p); R)g
 R
hR;he;b
true
;b
false
ii
=
let R
b
true
= [
i
((c
i
; p
i
); R
i
);
R
b
false
= [
j
((c
j
; p
j
); R
j
)
in [
i
(((e; true):c
i
; p
i
); R [R
i
)
S
[
j
(((e; false):c
j
; p
j
); R [R
j
)
2
L'ensemble R
b
pour l'exemple du while est presente a la gure 4.5.
Pour un bloc de regles semantiques donne b, on denit PR
b
comme l'ensemble de toutes
les productions de b : PR
b
= fp j ((c; p); R) 2 R
b
g. On dit que la paire ((c; p); R) est bien
formee si l'ensemble R de regles semantiques est bien forme pour la production p et que
chaque condition e dans le chemin c (conjonction de conditions) ne refere que des occurrences
d'attributs d'entree de p.
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Il est maintenant possible de denir completement les grammaires attribuees dynamiques.
Denition 4.2.5 (Grammaire attribuee dynamique) Une grammaire attribuee dy-
namique est un tuple AG = (G;A; F ) ou :
{ G = (G
d
; G
c
; Concrete) est un couple de grammaires;
{ A =
S
X2N
d
H(X) ] S(X) est un ensemble d'attributs;
{ F est un ensemble de blocs de regles semantiques tel que :
1. 8b 2 F , chaque ((c; p); R) 2 R
b
est bien forme;
2. 8p 2 P
d
;9! b 2 F tel que p 2 PR
b
;
3. 8p; q 2 P
d
, avec p 2 PR
b
i
et q 2 PR
b
j
, tels que
type
p
(LHS(p)) = type
q
(LHS(q)) = X, on a :
{ X 2 (N
d
 N
c
)) b
i
= b
j
;
{ X 2 N
c
) (b
i
= b
j
, Concrete(p) = Concrete(q)).
2
En fait, une grammaire attribuee dynamique decrit une fonction qui prend comme argu-
ments
{ les valeurs de tous les attributs herites du symbole de depart (puisque ceux-ci ne sont
plus interdits) et
{ un arbre concret decrit par la grammaire, si dans le couple de grammaires celle-ci n'est
pas vide,
et qui retourne la valeur de l'attribut synthetise du symbole de depart. Le calcul des attributs
est deni de facon triviale ; il est guide a chaque nud dynamique par les valeurs des dierentes
conditions et, le cas echeant, par la production appliquee au nud concret correspondant.
4.3 Grammaires attribuees abstraites
Dans l'introduction de cette partie, je pretendais que les grammaires attribuees dyna-
miques pouvaient e^tre implantees en utilisant les me^mes techniques que pour les grammaires
attribuees classiques. L'idee de base est simple [Jou92] :
1. a partir d'une grammaire attribuee dynamique donnee, construire une grammaire attri-
buee classique qui possede le me^me \comportement" (syntaxe | c'est-a-dire le schema
de recursion | et dependances | c'est-a-dire le ot de donnees) ;
2. generer l'evaluateur de cette grammaire attribuee classique ;
3. transformer cet evaluateur de facon a ce qu'il implante correctement la grammaire at-
tribuee originale.
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Je vais montrer comment construire cette grammaire attribuee equivalente, appelee la gram-
maire attribuee abstraite associee a une grammaire attribuee dynamique.
Soit b = hR; he; (p
T
; R
T
); (p
F
; R
F
)ii la forme la plus simple d'un bloc (conditionnel). Les
productions et les regles semantiques de la grammaire attribuee abstraite qui vont reproduire
le comportement de ce bloc sont, d'une part, p
T
associee avec les regles de R[R
T
et, d'autre
part, (p
F
; R [R
F
). De plus, ceci est correct du point de vue des schemas de recursion et des
ots de donnees ; la condition \bien formee" sur la grammaire attribuee dynamique assure
que la grammaire attribuee abstraite resultante sera egalement bien formee. La denition
ci-dessous formalise cette intuition et ajoute une contrainte tres importante : aucun attribut
deni par une regle dans les groupes (R
T
et R
F
) sujets a la condition ne peut e^tre evalue
avant l'evaluation de la condition.
Denition 4.3.1 (Grammaire attribuee abstraite) Pour une grammaire attribuee dy-
namique donnee DAG = (G;A; F ), ou G = (G
d
; G
c
; Concrete), la grammaire attribuee
abstraite correspondante est denie par le tuple AAG = (G
a
; A
a
; F
a
) dans lequel :
{ G
a
= (N
a
; T
a
; Z
a
; P
a
) ; N
a
= N
d
; Z
a
= Z
d
; T
a
= T
d
; A
a
= A ;
{ P
a
= fc:p
d
: X
0
! X
1
: : : X
n
p
d
j 9b 2 F; ((c; p
d
); R) 2 R
b
avec p
d
: X
0
! X
1
: : : X
n
p
d
2 P
d
g ;
{ F
a
= [
p2P
a
F
a
(p) est un ensemble de regles semantiques,
avec F
a
(p) = R tel que p = c:p
d
et 9b 2 F; ((c; p
d
); R) 2 F
b
,
avec F
b
est l'ensemble deni a la denition 4.3.2 ci-dessous.
2
Dans cette denition, c:p
d
est juste un nom pour une production de AAG, qui encode ses
origines dans DAG : la production p
d
et la sequence de gardes c. Pour l'exemple de while, les
deux productions de la grammaire attribuee abstraite presentees ci-dessous sont les me^mes
que p
r
et p
t
dans la gure 4.3, au nom des productions pres :
((cond :val); true):p
r
: while ! cond body loop
((cond :val); false):p
t
: while ! cond
On denit DP comme la transformation qui, a une regle semantique donnee de la forme
f
p;a;X
: X:a = exp et a une condition e vue comme une expression sur des occurrences d'at-
tributs, associe la regle semantique modiee DP (f
p;a;X
; e) : X:a = dp(exp; e), ou dp est la
fonction polymorphe denie par dp(x; y) = x. La denition de DP s'etend a l'ensemble des
regles semantiques : DP (R; e) = fDP (f
p;a;X
; e) j f
p;a;X
2 Rg. Le ro^le de DP est d'assurer
qu'un attribut donne ne peut pas e^tre evalue avant la condition e, en introduisant des de-
pendances articielles entre des occurrences d'attributs et les conditions auxquelles elles sont
soumises.
Denition 4.3.2 (Ensemble F
b
) Pour chaque bloc b, F
b
est l'ensemble de toutes les regles
semantiques de b, qualiees et modiees par la conjonction de conditions qui contraignent
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f ( ((cond :val ; true); while ! cond body loop);
cond :henv = while:henv
body :henv = dp(while:henv ; cond :val)
loop:henv = dp(body :senv ; cond :val)
while:senv = dp(loop:senv ; cond :val) );
( ((cond :val ; false); while ! cond);
cond :henv = while:henv
while:senv = dp(while:henv ; cond :val) ) g
Fig. 4.6: Ensemble F
b
de la grammaire attribuee abstraite de l'instruction while
leur application et par la production a laquelle elles sont attachees. L'ensemble F
b
est induc-
tivement deni comme suit :
 F
hp;Ri
= f(("; p); R)g
 F
hR;he;b
true
;b
false
ii
=
let F
b
true
= [
i
((c
i
; p
i
); R
i
);
F
b
false
= [
j
((c
j
; p
j
); R
j
)
in [
i
(((e; true):c
i
; p
i
); R [DP (R
i
; e))
S
[
j
(((e; false):c
j
; p
j
); R [DP (R
j
; e))
2
Cette forme est pratiquement la me^me que celle \aplatie" de R
b
, mais elle rend cependant
explicites les dependances de contro^le sur les conditions. La gure 4.6 presente les productions
et les regles semantiques modiees dans la grammaire attribuee abstraite de l'instruction
while.
Il est clair qu'etant donne un arbre \abstrait" qui represente le me^me schema de recursion
qu'un calcul decrit par une grammaire attribuee dynamique, la grammaire attribuee abstraite
associee decrit le me^me calcul sur cet arbre : les valeurs des attributs seront les me^mes et il
est possible de verier a posteriori que les conditions auront egalement les me^mes valeurs.
Les autres ajouts a la grammaire attribuee abstraite sont de pures dependances qui assurent
que l'evaluation des conditions et des attributs interviennent alternativement et dans \le bon
ordre" ; ces problemes sont abordes dans la prochaine section.
4.4 Implantation a base de sequences de visites
Cette section montre comment produire des evaluateurs a sequences de visites [Kas80,
Eng84, Alb91] pour des grammaires attribuees dynamiques. Le choix de cette technique d'im-
plantation pluto^t qu'une autre est du^ a plusieurs raisons : ce type d'evaluateur constitue le
meilleur compromis entre l'ecacite en temps et en memoire et la generalite des classes de
grammaires attribuees qu'ils permettent d'implanter ; c'est justement ce paradigme qui est
implante dans le systeme Fnc-2 [JPJ
+
90, JP91] (pour les raisons deja mentionnees et pour
la polyvalence de ces evaluateurs) ; nalement, ils sont facilement transformables en des fonc-
tions, ce qui, dans le cadre de nos travaux sur les relations entre grammaires attribuees et
programmation fonctionnelle, est un atout evident.
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AAG PTO
ad-hoc
os
Guard
gos
Merge
boîte noire
Leave
cos cvs
4 5
2
1 3 6
dvs
Fig. 4.7: Les phases de la generation des sequences de visites dynamiques pour une grammaire
attribuee dynamique
Le processus general
Dans un premier temps, je presente donc rapidement l'ensemble du processus de generation
des sequences de visites associees a une grammaire attribuee dynamique. La gure 4.7 illustre
les dierentes phases de ce processus en introduisant les abreviations des dierents objets qui
y sont manipules.
1. La grammaire attribuee abstraite correspondant a une grammaire attribuee dynamique
est construite et testee pour assurer qu'elle est bien l-ordonnee, en exhibant ou en
construisant les partitions totalement ordonnees (PTO) appropriees des attributs de
chaque non-terminal. Puisque toutes les grammaires attribuees ne sont pas l-ordonnees,
ceci peut aboutir a un echec pour certaines grammaires attribuees dynamiques.
2. En utilisant ces PTO, une sequence ordonnee (os) d'occurrences d'attributs est generee
pour chaque production de la grammaire attribuee abstraite.
3. Chaque production c:p dans la grammaire attribuee abstraite correspond a une produc-
tion \gardee" de la grammaire attribuee dynamique. Des marques (gardes) sont alors
reintroduites dans chaque sequence ordonnee, pour l'evaluation et le test des dierentes
conditions de la production dynamique a laquelle elle correspond. Dans ces sequences
ordonnees gardees (gos), des marques pour chaque condition apparaissent aussito^t que
les occurrences d'attributs dont elle depend sont disponibles, dans l'ordre deni par le
chemin de l'arbre de decision.
4. Les sequences ordonnees gardees correspondant a un me^me bloc sont alors remises
ensemble, de sorte a obtenir une seule sequence ordonnee conditionnelle (cos), structuree
exactement comme l'arbre de decision du bloc. Pour ce faire, il faut assurer que ces
sequences de visites sont \compatibles", c'est-a-dire que, pour un bloc simple de la forme
hR; he; (p
T
; R
T
); (p
F
; R
F
)ii, les deux sequences ordonnees gardees pour p
T
et p
F
qui
apparaissent avant la marque de la condition e calculent exactement la me^me collection
d'occurrences d'attributs. Je presente un peu plus loin deux approches pour assurer
cette condition de compatibilite.
5. Chaque sequence ordonnee conditionnelle est transformee en une sequence de visites
conditionnelle (cvs) par le procede de transformation classique d'une sequence ordonnee
en une sequence de visites.
6. Chaque sequence de visites conditionnelle est decoupee en \tranches" correspondant
aux dierentes visites au nud de la partie gauche de la production, de sorte a faire de
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chaque tranche une fonction de visite ; le code de branchement execute dans les visites
precedentes est reintroduit au debut de chacune de ces fonctions : il s'agit des sequences
de visites dynamiques (dvs).
Dans la section 4.4.1 suivante, je presente la phase de construction partant de la grammaire
attribuee dynamique et allant jusqu'aux sequences ordonnees gardees. Ensuite, je presente a
la section 4.4.2 deux approches dierentes permettant d'assurer que la construction de ces
sequences ordonnees aboutit a des sous-sequences compatibles pour les alternatives d'une
condition. Finalement, la phase de construction des sequences de visites dynamiques a partir
de ces sequences ordonnees compatibles est presentee a la section 4.4.3.
4.4.1 Generation des sequences ordonnees gardees
J'ai deja brievement evoque a la section 2.2.4 le principe pour des grammaires attribuees
classiques. Je vais preciser ici quelques notions relatives aux sequences ordonnees, puisqu'elles
seront fondamentales dans les preuves des theoremes de compatibilite presentes un peu plus
loin.
Je commence donc par formaliser quelques notions relatives aux grammaires l-ordonnees.
Denition 4.4.1 (Grammaire attribuee l-ordonnee) Soit AG = (G;A; F ) une gram-
maire attribuee classique avec G = (N;T;Z; P ).
{ Pour un non-terminal X 2 N , une partition totalement ordonnee (PTO) sur X,
T
X
, est une sequence ordonnee
H
1
(X); S
1
(X);H
2
(X); S
2
(X); : : : ;H
n
X
(X); S
n
X
(X)
ou n
X
est le nombre de visites sur X et telle que
H(X) = ]
1in
X
H
i
(X) S(X) = ]
1in
X
S
i
(X)
8i; 1 < i  n
X
;H
i
(X) 6= ; 8i; 1  i < n
X
; S
i
(X) 6= ;
{ Pour une production donnee p : X
0
! X
1
: : : X
n
2 P et pour une famille de partitions
totalement ordonnees T
X
i
; 0  i  n, le graphe de dependances augmente de la
production, (p) = D(p)[T
X
0
; T
X
1
; : : : ; T
X
n
], est deni par (p) = (W (p); E

(p)) ou
les sommets W (p) sont les me^mes que ceux du graphe de dependances locales D(p) =
(W (p); E(p)) et ou les arcs E

(p) sont denis comme ceci :
E

(p) = E(p) [ f X
i
:a! X
i
:b j 0  i  n;9j; 1  j  n
X
i
;
(a 2 H
j
(X
i
) ^ b 2 S
j
(X
i
))
W
(a 2 S
j
(X
i
) ^ b 2 H
j+1
(X
i
)) g
{ La grammaire attribuee AG est l-ordonnee si et seulement si il existe une famille de
partitions totalement ordonnees fT
X
j X 2 Ng telle que 8p 2 P , (p) soit acyclique.
2
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Je rappelle que le probleme consistant a trouver une famille de partitions totalement
ordonnees telle que la grammaire attribuee correspondante soit l-ordonnee est un probleme
theoriquement NP-complet, mais qu'il existe dierents algorithmes d'approximations poly-
no^miaux [Kas80, Par88]. Aussi, dans le reste de cette presentation, je ne considere que les
grammaires attribuees dynamiques et les grammaires attribuees abstraites l-ordonnees
3
pour
lesquelles la famille de partitions totalement ordonnees peut e^tre obtenue par un algorithme
qui ne sera pas detaille ici.
Je denis maintenant plusieurs notions qui vont e^tre utiles dans la suite de cette section.
Denition 4.4.2 (Dependances)

Etant donnee une production p d'une grammaire attri-
buee possedant une famille de partitions totalement ordonnees et son graphe de dependances
augmente (p) associe, plusieurs notions sont denies :
{

Etant donnee une occurrence d'attribut X:a 2W (p), le graphe DD(X:a) est la projection
des arcs de E

(p) sur les occurrences d'attributs dont X:a depend. DD(X:a) est deni
par :
{ ses sommets : fY:b 2W (p) j X:a Y:b 2 (p)g
{ ses arcs, qui sont ceux de (p).
En cas d'ambigute, DD peut e^tre qualie par le nom de la production : DD
p
. Il est
possible de voir DD(X:a) comme l'ensemble des dependances directes menant a X:a.
{ La clo^ture transitive de DD est notee DD
+
. Pour une occurrence d'attribut X:a don-
nee, le graphe DD
+
(X:a) est appele le co^ne de dependance de X:a et represente
l'ensemble des occurrences d'attributs dont X:a depend transitivement. Comme (p)
est acyclique, DD
+
(X:a) est egalement un graphe acyclique, qui possede une frontiere
DD
1
(X:a) = fu 2 DD
+
(X:a) j DD(u) = ;g telle que tout chemin de X:a a un element
de la frontiere est de longueur bornee. Ces notations sur les graphes sont etendues aux
ensembles d'occurrences d'attributs et aux expressions sur les occurrences d'attributs.
{ Une sequence ordonnee os sur p est un sous-ensemble ordonne de W (p) tel que l'ordre
total sur os respecte l'ordre partiel (p).
{ Une sequence ordonnee os sur p est complete si tout X:a 2 W (p) appara^t dans os.
Une sequence ordonnee complete fournit par consequent un ordre d'evaluation valide de
toutes les occurrences d'attributs dans p.
{ Pour une production donnee p, l'ensemble des occurrences d'attributs evaluables
apres os est l'ensemble E(os) = fX:a 2W (p) j DD(X:a)  os;X:a 62 osg.
{ La fonction Pick(E(os)) = X:a;X:a 2 E(os) est une fonction de choix d'un element
dans un ensemble.
2
3. Une grammaire attribuee dynamique est dite d'une classe C (ici, l-ordonnee) si et seulement si sa gram-
maire attribuee abstraite associee est de classe C.
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os ;
Repeter
calculer E(os);
X:a Pick(E(os));
os os++X:a;
Jusqu'a os complet
Fig. 4.8: Tri topologique de (p)
La notion de sequence ordonnee (complete) sera la base des preuves de compatibilite
des sequences de visites construites, puisqu'il y a une correspondance entre les sequences
ordonnees et les sequences de visites, permettant de preserver l'ordre de (p).
Du point de vue des notations, une sequence ordonnee est une liste ordonnee d'occurrences
d'attributs. Par analogie avec les listes et par abus de langage, je noterai par ++ la conca-
tenation de deux sequences ordonnees ou l'ajout d'une occurrence d'attribut a une sequence
ordonnee :
os = (X:a; X:b; X:c) ^ os
0
= (X:a; X:b), os = os
0
++X:c
La construction d'une sequence ordonnee complete a partir d'un graphe de dependances
augmente est un simple tri topologique, qu'il est possible de schematiser par l'algorithme
4
de
la gure 4.8.
Dans le processus de generation d'un evaluateur pour une grammaire attribuee dynamique,
il est donc possible de generer de facon classique une sequence ordonnee complete pour chaque
production de la grammaire attribuee abstraite correspondante. Ces sequences ne contiennent
alors aucune notion de condition et doivent les reintegrer gra^ce aux noms des productions de
la grammaire attribuee abstraite qui contiennent ces informations : cette reintroduction des
conditions dans les sequences conduit a la notion de sequence ordonnee gardee.
Denition 4.4.3 (Sequence ordonnee gardee)

Etant donnee une sequence ordonnee com-
plete os sur une production p = c:p
d
2 P
a
de la grammaire attribuee abstraite, la sequence
ordonnee gardee gos = Guard(p; os) est denie comme le resultat de la transformation
Guard, qui ajoute a la sequence ordonnee initiale des marques cond
e
pour l'evaluation de
chaque condition e, dans le me^me ordre que dans le chemin de conditions encode dans c.
Cette transformation est inductivement denie par :
{ Guard(":p
d
; os) = os;
{ Guard((e; v):p
e
; os) = os
0
++cond
e
++Guard(p
e
; os
00
),
ou os = os
0
++os
00
avec os
0
tel que
DD(e)  os
0
et 8 os
1
6= os
0
; os
0
= os
1
++os
2
;DD(e) 6 os
1
.
2
La denition de Guard assure que chaque condition est evaluee aussi to^t que possible,
juste apres l'evaluation du dernier attribut dont elle depend.
4. Dans cet algorithme,  represente l'aectation et  represente la liste vide.
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(cond.val,false).pt(cond.val,true).pr
condcondhenv
henv while senv
bodyhenvval
dp
senv henv loop senv
henv while senv
valhenv
dp
Fig. 4.9: Les dependances des productions du while dans la grammaire attribuee abstraite

A partir des productions p
r
et p
t
de la grammaire attribuee dynamique de l'exemple du
while (gure 4.3), j'ai deja presente comment il etait possible de determiner la grammaire
attribuee abstraite correspondante, avec l'ensemble des regles semantiques modiees telles
qu'elles sont presentees a la gure 4.6.
L'introduction dans ces regles de la fonction polymorphe dp ajoute de nouvelles depen-
dances dans les graphes de dependances de chacune des productions. La gure 4.9 presente les
graphes de dependances de la grammaire attribuee abstraite correspondant aux productions
(cond :val ; true):p
r
et (cond :val ; false):p
t
, avec les nouvelles dependances dues a dp represen-
tees par des traits pointilles.
Les partitions totalement ordonnees associees aux productions de la grammaire abstraite
sont les suivantes :
{ sur les non-terminaux de type STMT representant des instructions,
T
STMT
= fhenvgfsenvg ;
{ sur les non-terminaux de type COND representant les conditions,
T
COND
= fhenvgfvalg.

A partir des graphes de dependances de chacune des productions, augmentes par ces par-
titions totalement ordonnees, le tri topologique permet de determiner une sequence ordonnee
pour chaque production, que j'appelle os
p
r
pour la production (cond :val ; true):p
r
et os
p
t
pour
la production (cond :val ; false):p
t
:
os
p
r
= while:henv ; cond :henv ; cond :val ; body :henv ;
body :senv ; loop:henv ; loop:senv ; while:senv
os
p
t
= while:henv ; cond :henv ; cond :val ; while:senv
L'application de la transformation Guard sur ces sequences ordonnees permet de leur re-
introduire la marque cond
cond :val
, produisant ainsi les sequences ordonnees gardees presentees
a la gure 4.10.

A ce stade du processus, etant donne un simple bloc conditionnel
b = hR; he; hp
T
; R
T
i; hp
F
; R
F
iii
et les deux sequences ordonnees gardees
gos
T
= Guard(p
T
; os
T
) = os
0
T
++cond
e
++os
00
T
gos
F
= Guard(p
F
; os
F
) = os
0
F
++cond
e
++os
00
F
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Guard((cond :val ; true):p
r
; os
p
r
) =
while:henv ; cond :henv ; cond :val ; cond
cond :val
; body :henv ;
body :senv ; loop:henv ; loop:senv ; while:senv
Guard((cond :val ; false):p
t
; os
p
t
) =
while:henv ; cond :henv ; cond :val ; cond
cond :val
; while:senv
Fig. 4.10: Les sequences ordonnees gardees des productions du while
construites pour p
T
et p
F
, il faut maintenant produire une sequence ordonnee conditionnelle
qui permette de :
1. evaluer les attributs pre-conditionnels ;
2. evaluer la condition ;
3. selon la valeur de celle-ci, continuer avec l'une ou l'autre des sequences.
Pour cela, il est necessaire d'assurer que os
0
T
et os
0
F
sont compatibles, c'est-a-dire qu'elles
contiennent exactement le me^me ensemble d'occurrences d'attributs.
4.4.2 Compatibilite des sequences ordonnees
Je vais donc maintenant presenter deux approches de construction de sequences ordon-
nees permettant de prouver qu'elles conduisent a des sequences ordonnees compatibles. La
premiere approche, dite de la bo^te noire, utilise n'importe quelle methode de construction
classique de sequences ordonnees mais necessite l'utilisation d'une grammaire attribuee abs-
traite plus rigide que celle que j'ai presente jusqu'ici. La seconde approche, dite ad-hoc, utilise
la grammaire attribuee abstraite standard, mais implique que la construction des sequences
ordonnees tienne compte des conditions.
Ensuite, il sera possible de construire les evaluateurs complets.
L'approche bo^te noire
Le theoreme fondamental qui permet d'assurer que les sequences ordonnees sont compa-
tibles dans chaque alternative d'une conditionnelle est le suivant :
Theoreme 4.4.1 (Compatibilite bo^te noire) Soit un bloc b = hR; he; (p
1
; R
T
); (p
2
; R
F
)ii
pour lequel :
{ p
T
= (e; true):p
1
et p
F
= (e; false):p
2
2 P
a
sont des productions de la grammaire
attribuee abstraite,
{ os
T
et os
F
sont les sequences ordonnees generees par l'algorithme de tri topologique,
{ gos
T
= Guard(p
T
; os
T
) = os
0
T
++cond
e
++os
00
T
et
gos
F
= Guard(p
F
; os
F
) = os
0
F
++cond
e
++os
00
F
sont les sequences ordonnees gardees correspondantes.
Si la fonction de choix utilisee dans le tri topologique est deterministe, alors os
0
T
= os
0
F
.
2
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Cela signie que si la generation des sequences ordonnees individuelles est basee sur un
generateur traditionnel deterministe | ce qui est frequemment le cas en pratique | alors
les sequences seront compatibles. En fait, le resultat qui va e^tre presente ici est plus precise-
ment que les sous-sequences alternatives d'une condition sont identiques, ce qui les rend bien
evidemment compatibles.
Malheureusement, a partir des grammaires attribuees abstraites telles qu'elles ont ete de-
nies (cf. denition 4.3.1), il est impossible de prouver ce theoreme.
Le probleme qui est susceptible d'e^tre rencontre est le suivant. Supposons que, dans un bloc
b = hR; he; (p
T
; R
T
); (p
F
; R
F
)ii, un non-terminalX apparaisse uniquement dans la production
p
T
et que s soit un attribut purement synthetise attache a X ou, plus exactement, que s ne
depende d'aucun autre attribut de X dans la partition totalement ordonnee
5
. Dans ce cas,
l'algorithme de tri topologique peut decider de prendre l'occurrence d'attribut X:s avant que
la condition e ne soit pre^te a e^tre evaluee. Ainsi, par la transformation Guard, l'evaluation
de X:s appara^tra dans os
0
T
et comme X:s n'appara^t pas dans gos
F
, os
0
T
et os
0
F
seront donc
incompatibles.
Ce petit exemple montre que, pour prouver le theoreme 4.4.1, il est necessaire d'imposer
des conditions supplementaires sur la grammaire attribuee dynamique et de modier legere-
ment la grammaire attribuee abstraite qui lui est associee.
Cependant, ces conditions sont frequemment realisables en pratique et ne reduisent pas a
neant l'intere^t de cette approche bo^te noire. Je presente un peu plus loin l'approche ad-hoc
qui ne necessite pas d'imposer ces contraintes, mais qui demande a ce que le generateur de
sequences ordonnees soit legerement modie.
La grammaire attribuee abstraite etendue necessaire pour l'approche bo^te noire est donc
legerement enrichie par rapport a celle denie initialement (denition 4.3.1) :
Denition 4.4.4 (Grammaire attribuee abstraite etendue) La grammaire attribuee
abstraite etendue associee a une grammaire attribuee dynamique DAG = (G;A; F ) donnee,
ou G = (G
d
; G
c
; Concrete), est un tuple EAAG = (G
a
; A
a
; F
a
) ou :
{ G
a
= (N
a
; T
a
; Z
a
; P
a
) ; N
a
= N
d
; Z
a
= Z
d
; T
a
= T
d
;
{ A
a
=
S
X2N
a
A
a
(X), avec A
a
(Z
a
) = A(Z
d
) et
8X 2 N
a
;X 6= Z
a
; A
a
(X) = A(X) [ fxg
ou x est un nouvel attribut herite de type booleen ;
{ P
a
= fc:p
d
: X
0
! X
1
: : : X
n
p
d
j 9b 2 F; ((c; p
d
); R) 2 R
b
avec p
d
: X
0
! X
1
: : : X
n
p
d
g
{ F
a
= [
p2P
a
F
a
(p) est un ensemble de regles semantiques,
avec F
a
(p) = R tel que p = c:p
d
et 9b 2 F; ((c; p
d
); R) 2 F
b
x
,
ou F
b
x
est l'ensemble deni par la denition 4.4.5.
2
Denition 4.4.5 (F
b
x
) Pour chaque bloc b, F
b
x
est l'ensemble de toutes les regles semantiques
de b, qualiees et modiees par la conjonction de conditions (le chemin) qui contraignent
leur application et par la production a laquelle elles sont attachees.
5. L'exemple donne a la n de ce chapitre, a la gure 4.16, illustre ce genre de situation avec l'attribut s.
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Soit F
x
la transformation qui est inductivement denie comme suit :
 F
x
(hp;Ri) = f(("; p);R)g
 F
x
(hR; he; b
T
; b
F
ii) =
let F
x
(b
T
) =
S
i
((c
i
; p
i
);R
i
);
F
x
(b
F
) =
S
j
((c
j
; p
j
);R
j
);
V
T
=
T
i
RHS (p
i
);
V
F
=
T
j
RHS (p
j
);
V = V
T
\V
F
;

T
=
S
i
(((e; true):c
i
; p
i
);R [DP(R
i
; e) [ R
x
(p
i
;V
T
 V ; e)) ;

F
=
S
j
(((e; false):c
j
; p
j
);R [DP(R
j
; e) [ R
x
(p
j
;V
F
 V ; e))
in 
T
[ 
F
ou, etant donnee une production p, un ensemble de noms V  RHS(p) et une condition e
sur p, R
x
(p; V; e) = fX:x = e j X 2 V g.
Alors, F
b
x
= f((c; p);T (R)) j ((c; p); R) 2 F
x
(b)g, ou T (R) est derive de R par les trans-
formations suivantes :
{ pour tout X 2 RHS(p) tel qu'il n'existe pas de regle dans R denissant X:x,
ajouter la regle semantique X:x = LHS(p):x (si LHS(p) = Z
a
, ajouter X:x = true) ;
{ si LHS(p) 6= Z
a
, pour tout s 2 S(type
p
(LHS(p))), transformer sa denition
LHS(p):s = exp en la regle LHS(p):s = dp(exp; LHS(p):x).
2
La gure 4.11 presente les graphes de dependances des productions de l'exemple duwhile,
modiees par F
x
(les dependances relatives a l'attribut x apparaissent en gras et celles dues
a dp sont en pointilles). Bien que cet exemple ne soit pas tres signicatif, il est possible de
constater que, pour chaque non-terminal en partie droite d'une production, tous ses attributs
synthetises dependent de l'attribut x. Cet attribut depend lui me^me soit de la valeur de la
condition cond :val (si le non-terminal auquel il se rapporte n'est pas dans l'intersection des
productions alternatives), soit de la valeur de x sur le non-terminal en partie gauche de la
production.
Les principales dierences entre la transformation F
x
(denition 4.4.5) et la transformation
F (denition 4.3.2) de la construction standard de grammaire attribuee abstraite sont les
suivantes :
1. Ajout de l'attribut x.
X:x est une occurrence d'attribut dont la valeur est insigniante, mais qui ne devient
evaluable que lorsque qu'il devient possible de referer aX. En particulier, siX n'appara^t
que dans une seule alternative d'une production conditionnelle, referer X n'a de sens
qu'apres l'evaluation de la condition et c'est pour cela que X:x depend de la condition.
Ainsi, me^me s'il est principalement introduit pour des raisons techniques, cet attribut
a le ro^le semantique de conrmer l'existence du nud de l'arbre auquel il est attache.
2. Ajout des dependances vers chaque attribut synthetise de chaque non-terminal, depuis
leur occurrence d'attribut x correspondant (a l'exception du non-terminal de la racine).
Ceci assure qu'aucune visite a un nud ne peut e^tre eectuee avant que l'attribut x
correspondant ne soit evalue.
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(cond.val,true).p (cond.val,false).pt
dp
dp
dp
dp dp dp
dp
dp
valhenv
henv senv
senvhenvsenvhenvvalhenv
senvhenv while
cond body loop
while
condx
x
x x
x
x
Fig. 4.11: Les dependances des productions du while avec l'attribut x
3. Ajout de dependances de \contro^le".
Considerons un nom de non-terminalX dans un bloc simple b = hR; he; hp
T
; R
T
i; hp
F
; R
F
iii.
Comme je l'ai deja explique, si X n'est pas dans l'intersection de p
T
et de p
F
, il est
necessaire d'interdire que ce non-terminal soit visite avant l'evaluation de la condition e.
Les regles ajoutees par les appels a R
x
dans la transformation F
x
assurent precisement
cette condition.
La condition 3 ci-dessus est une restriction dans le sens ou cela peut conduire au rejet
de certaines grammaires attribuees dynamiques qui pourraient e^tre traitees par d'autres me-
thodes (en particulier par l'approche ad-hoc presentee plus loin). Les grammaires attribuees
dynamiques rejetees sont celles dans lesquelles il existe une production conditionnelle et un
non-terminal X en partie droite de celle-ci tel que la condition depend d'un attribut de X
(calcule par exemple lors d'une premiere visite) et qu'un autre attribut de X (calcule lors
d'une visite ulterieure) depende de la valeur de la condition : dans ce cas, l'introduction de
l'attribut x et des dependances associees a la condition provoque une circularite articielle.
Il n'est malheureusement pas possible d'assouplir cette restriction dans l'approche bo^te
noire, car elle ne permet de disposer d'aucune information pour distinguer, a partir des
dependances locales, les attributs d'un non-terminal en partie droite qui dependent reellement
de la condition de ceux du me^me non-terminal qui ne dependent pas vraiment de la condition.
Par consequent, il est necessaire d'obliger un nom de non-terminal en partie droite d'une
production conditionnelle a appartenir completement a la partie commune | auquel cas
aucun de ses attributs ne depend de la condition | ou completement aux parties alternatives
| auquel cas tous ses attributs dependent de la condition.
Finalement, il est interessant de remarquer que, lorsqu'un bloc contient deux conditions
imbriquees, les regles R
x
generees pour la condition interne sont ensuite correctement prises en
compte par la transformation DP pour la condition externe, de telle maniere que les attributs
x correspondant dependent des deux conditions.
Apres ces remarques, je peux maintenant presenter la demonstration du theoreme 4.4.1.
Demonstration 4.4.1 La demonstration suit les etapes de l'algorithme de tri topologique et
procede par induction sur la longueur des sequences ordonnees.
Tout d'abord, il faut remarquer que DD
p
T
(e) = DD
p
F
(e). Par consequent, si la grammaire
attribuee dynamique est bien formee, e est une expression sur les occurrences d'attributs qui
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doit e^tre bien formee a la fois dans p
T
et dans p
F
, de sorte que les elements de DD
p
T
(e)
qui sont exactement les occurrences d'attributs apparaissant dans e doivent egalement exister
dans p
F
et vice versa. Il est donc raisonnable d'abstraire le raisonnement sur p
T
ou sur p
F
et de considerer DD(e).
Hypothese d'induction: Soit e est evaluable, soit os
n
T
= os
n
F
 W (p
T
) \W (p
F
), ou n est
la longueur de la sequence ordonnee.
{ Pas initial: os
0
T
= os
0
F
= ;, CQFD.
{ Pas d'induction: Supposons que l'hypothese d'induction soit vraie apres le pas n.
Si DD(e)  os
n
T
= os
n
F
, e est evaluable et l'induction termine.
Sinon, les deux ensembles suivants sont denis :
E
T
= E(os
n
T
; p
T
) = fX:a 2W (p
T
) j DD
p
T
(X:a)  os
n
T
;X:a 62 os
n
T
g
E
F
= E(os
n
F
; p
F
) = fX:a 2W (p
F
) j DD
p
F
(X:a)  os
n
F
;X:a 62 os
n
F
g
Il faut alors montrer que E
T
= E
F
 W (p
T
) \ W (p
F
), sachant que os
n
T
= os
n
F
et
DD(e) 6 os
n
T
= os
n
F
.
Supposons donc que X:a 2 E
T
; il faut alors montrer que X:a 2 E
F
egalement. Il y a
alors deux possibilites :
X:a 2W
u
(p
T
) : Montrons tout d'abord que X 2 p
T
\ p
F
.
i. Si X = LHS(p
T
), c'est vrai par denition.
ii. Si X 2 RHS(p
T
), alors a 2 S(type
p
T
(X)) et, par propriete de F
b
x
, DD
p
T
(X:a) 6=
;, puisqu'il contient au moins
6
X:x. Comme X:a est pre^t a e^tre evalue, X:x 2
os
n
T
= os
n
F
.
Si X 62 p
T
\ p
F
, par les proprietes des regles de R
x
(p
T
; p
T
  (p
T
\ p
F
); e) dans
la grammaire attribuee abstraite etendue, X:x depend de e, ce qui contredit
l'hypothese selon laquelle e n'est pas evaluable.
Comme X 2 p
T
\ p
F
et que, par denition, il a le me^me type dans les deux
productions, la partition totalement ordonnee T
X
utilisee dans (p
F
) est la me^me
que dans (p
T
). Puisque X:a est une occurrence d'entree, toutes ses dependances
sont dans T
X
et donc DD
p
F
(X:a) = DD
p
T
(X:a)  os
n
T
= os
n
F
, ce qui implique que
X:a 2 E
F
.
X:a 2W
d
(p
T
) : Soit a est l'attribut x d'un nom de non-terminal en partie droite, soit
la regle semantique f
p
T
;a;X
qui denit X:a est dans R [R
T
.
i. Si a = x et si X 62 p
T
\p
F
, le me^me raisonnement qu'en ii ci-dessus conduit a
une contradiction. Donc, X 2 p
T
\p
F
et X:x depend uniquement de LHS(p
T
):x,
qui est le me^me que LHS(p
F
):x.
7
ii. Si f
p
T
;a;X
2 R
T
, cette regle a ete produite par la transformation DP (R
T
; e)
de F
x
, donc DD(e)  DD
p
T
(X:a) ; ceci contredit la supposition selon laquelle
e n'est pas evaluable, donc f
p
T
;a;X
2 R, ce qui implique que X 2 p
T
\ p
F
et
6. C'est la le point technique qui justie l'introduction de l'attribut x.
7. Dans un bloc plus general, cela peut se traduire par \X:x depend uniquement des conditions plus hautes
que e dans l'arbre de decision qui s'appliquent a la fois a p
T
et a p
F
".
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f
p
F
;a;X
= f
p
T
;a;X
. Ces deux assertions impliquent a leur tour que X:a depend
des me^mes attributs dans p
F
et dans p
T
, puisque toutes ses dependances sont
soit dans la regle semantique, soit dans le (me^me) T
X
.
Dans tous les cas, la conclusion est que X:a 2 W
d
(p
F
) avec la me^me denition et
les me^mes dependances que dans p
T
. Par consequent, DD
p
F
(X:a) = DD
p
T
(X:a) 
os
n
T
= os
n
F
et, comme plus haut, X:a 2 E
F
.
Puisque le raisonnement ci-dessus est symetrique pour p
T
et pour p
F
, il montre que
E
T
= E
F
 W (p
T
) \W (p
F
). Donc, si Pick est deterministe, Pick(E
T
) = Pick(E
F
) =
X:a 2W (p
T
)\W (p
F
) et os
n+1
T
= os
n
T
++X:a = os
n
F
++X:a = os
n+1
F
W (p
T
)\W (p
F
),
ce qui conclue la demonstration du pas d'induction.
Cette preuve s'etend naturellement pour un arbre de decision de hauteur superieure a 1.
2
L'approche ad-hoc
Dans cette section, je presente la seconde approche permettant d'assurer que les sequences
de visites generees pour les productions alternatives d'un bloc simple sont compatibles. Par
opposition a l'approche bo^te noire precedemment presentee, cette approche ad-hoc fonctionne
sur la denition standard de grammaire attribuee abstraite (cf. denition 4.3.1), mais elle re-
quiert des modications dans le tri topologique utilise pour produire les sequences ordonnees.
Plus precisement, ce tri topologique modie doit tenir compte des conditions. L'idee de base
de cette modication est de reduire, a chaque pas de tri, l'ensemble des occurrences d'attri-
buts aux seuls qui sont necessaires pour calculer la prochaine condition. L'algorithme ainsi
modie est donne a la gure 4.12.
Pour tout (p) de la forme p = c:p
d
= (e
1
; t
1
):(e
2
; t
2
) : : : (e
n
; t
n
):p
d
Faire
os ; i 0; S  ;;
Repeter
i i+ 1;
Si i = n+ 1 Alors S  W (p)
Sinon S  S [DD
+
(e
i
) | co^ne de dependance de la condition
Repeter
calculer E(os); | l'ensemble des attributs pre^ts a e^tre evalues
X
i
:a Pick(E(os) \ S);
os os++X
i
:a;
Jusqu'a E(os) \ S = ;
Jusqu'a os complet.
Fig. 4.12: Tri topologique conditionnel de W (p).
L'utilisation de cet algorithme de tri topologique conditionnel, sur les graphes de depen-
dances augmentes par les partitions totalement ordonnees derivees de la grammaire attribuee
abstraite originale, permet d'etablir un theoreme equivalent a celui de l'approche bo^te noire
(theoreme 4.4.1). La preuve de ce theoreme 4.4.4, enonce un peu plus loin, necessite l'utilisa-
tion des deux lemmes suivants.
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Le lemme 4.4.2 est le plus important : il montre qu'avant l'evaluation d'une condition, sur
chaque production sujette a cette condition, le tri topologique conditionnel ordonne exacte-
ment le me^me ensemble d'occurrences d'attributs.
Lemme 4.4.2

Etant donne un bloc b = hR; he; (p
T
; R
T
); (p
F
; R
F
)ii, alors DD
+
p
T
(e) = DD
+
p
F
(e).
2
Demonstration 4.4.2 La preuve se fait par recurrence sur la transitivite des dependances
dans DD
+
.
Pas initial : DD
p
T
(e) = DD
p
F
(e)
Si la grammaire attribuee est bien formee, e est une expression sur les occurrences
d'attributs qui doit e^tre bien formee a la fois pour p
T
et pour p
F
; donc, les elements de
DD
p
T
(e), qui sont exactement les occurrences d'attributs apparaissant dans l'expression
e, doivent egalement exister dans p
F
et vice versa.
Pas d'occurrence d'entree DD
2
p
T
(e) = DD
2
p
F
(e)
Pour chaque X:a dans DD
p
T
(e), X:a doit e^tre une occurrence d'attribut d'entree (utili-
see) dans p
T
et X doit appara^tre a la fois dans p
T
et dans p
F
. Donc, comme type
p
T
(X) =
type
p
F
(X) = type
b
(X), le me^me T
X
est utilise dans (p
T
) et dans (p
F
). Par conse-
quent, DD
p
T
(X:a) = DD
p
F
(X:a).
De plus, comme X:a est une occurrence d'attribut d'entree dans p
T
, toutes ses depen-
dances directes sont dans T
X
: 8Y:b 2 DD
p
T
(X:a), Y = X.
Pas d'occurrence de sortie : DD
3
p
T
(e) = DD
3
p
F
(e)
Supposons maintenant qu'avec un X:a tel que dans le pas precedent, il existe une oc-
currence d'attribut X:b dans DD
p
T
(X:a) telle que DD
p
T
(X:b) 6= DD
p
F
(X:b).
Comme X:a 2 W
u
(p
T
), X:b 2 W
d
(p
T
) et les dependances directes de X:b (les elements
de DD
p
T
(X:b)) sont induites soit par la partition totalement ordonnee T
X
, soit par la
regle semantique denissant X:b. La dierence entre DD
p
T
(X:b) et DD
p
F
(X:b) ne peut
pas venir de T
X
puisque c'est le me^me qui est utilise dans (p
T
) et dans (p
F
). Par
consequent, X:b doit e^tre deni par des regles semantiques dierentes dans p
T
et dans
p
F
, ce qui implique que f
p
T
;b;X
2 R
T
.
Mais dans ce cas, cette regle semantique doit avoir ete soumise a la transformation
DP (R
T
; e) dans F , donc X:b  e. Cependant, par hypothese, on a egalement e  
X:a  X:b et il y a donc une circularite dans (p
T
) et dans (p
F
). Puisque la gram-
maire attribuee est supposee e^tre l-ordonnee, cela conduit a une contradiction.
Par consequent, pour tout X:a 2 DD
p
T
(e) et X:b 2 DD
p
T
(X:a), DD
p
T
(X:b) = DD
p
F
(X:b).
Pas de recurrence
Puisqu'il est equivalent de raisonner sur p
T
ou sur p
F
, ces deux pas precedemment
detailles peuvent e^tre alternativement appliques, aussi longtemps qu'il existe des depen-
dances inexplorees dans DD
+
p
T
(e), pour montrer que 8n;DD
n
p
T
(e) = DD
n
p
F
(e). Puisque
DD
+
p
T
(e) est acyclique et ni, la conclusion est que DD
+
p
T
(e) = DD
+
p
F
(e). CQFD.
2
Le lemme 4.4.3 suivant prouve que l'algorithme decrit a la gure 4.12 termine et qu'il ne
rencontre pas de situation de blocage.
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Lemme 4.4.3 Pour toutes les executions du tri topologique conditionnel, si S
i
et os
i
sont les
valeurs de S et de os a la n de la i-eme boucle interne, 1  i  n, alors S
i
= os
i
.
2
Demonstration 4.4.3
os
i
 S
i
par construction.
S
i
 os
i
par l'absurde :
Supposons qu'a la n de la i-eme boucle interne, 9x 2 S =
S
ji
DD
+
(e
j
) tel que x 62 os.
- Comme la boucle est terminee, E(os) \ S = ;, ce qui implique que x 62 E(os). Par
denition de E et par l'hypothese que x 62 os, on peut inferer que DD(x) 6 os.
De plus, par denition de DD
+
(notion de transitivite), x 2 DD
+
(e) ) DD(x) 
DD
+
(e), ce qui implique que x 2
S
ji
DD
+
(e
j
)) DD(x) 
S
ji
DD
+
(e
j
). Donc
9a 2 DD(x); a 62 os; a 2 S.
- Cependant, a 62 E(os), puisque E(os) \ S = ; (hypothese de boucle). Donc, a 2
DD(x) est exactement dans la me^me situation que le x hypothetique et on peut
appliquer le me^me raisonnement pour montrer que 9b 2 DD
2
(x); b 62 os; b 2 S et,
par induction, 8n > 0;9c 2 DD
n
(x); c 62 os; c 2 S.
- Mais comme (p) est acyclique, 9n
0
> 0;8d 2 DD
n
0
(x);DD(d) = ;, ce qui contre-
dit le fait que d 62 os. CQFD.
2

A partir de ces deux lemmes, le theoreme 4.4.4 assurant la compatibilite des sequences
ordonnees generees correspondant a celui de l'approche bo^te noire (theoreme 4.4.1) peut e^tre
etabli pour l'approche ad-hoc.
Theoreme 4.4.4 Soit un bloc b = hR; he; (p
1
; R
T
); (p
2
; R
F
)ii pour lequel :
{ p
T
= (e; true):p
1
et p
F
= (e; false):p
2
2 P
a
,
{ os
T
et os
F
sont les sequences ordonnees generees par l'algorithme de tri topologique
conditionnel,
{ gos
T
= Guard(p
T
; os
T
) = os
0
T
++cond
e
++os
00
T
et
gos
F
= Guard(p
F
; os
F
) = os
0
F
++cond
e
++os
00
F
sont les sequences ordonnees gardees correspondantes.
Si la fonction de choix utilisee dans le tri topologique est deterministe, alors os
0
T
= os
0
F
.
2
Demonstration 4.4.4 Par le lemme 4.4.2, DD
+
p
T
(e) = DD
+
p
F
(e). De plus, comme l'algo-
rithme de tri topologique conditionnel fonctionne sans blocage jusqu'a determination exhaus-
tive de DD
+
(e) (lemme 4.4.3) et que Pick est une fonction deterministe qui fonctionne sur
deux ensembles identiques, alors os
0
T
= os
0
F
.
2
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4.4.3 Generation des sequences de visites dynamiques
Les deux methodes decrites precedemment (bo^te noire et ad-hoc) permettent au genera-
teur d'evaluateur de produire des sequences ordonnees gardees compatibles pour toute produc-
tion c:p d'une grammaire attribuee abstraite. Dans cette section, je montre comment produire
un evaluateur complet pour cette collection de sequences ordonnees gardees.
Denition 4.4.6 (Sequence ordonnee conditionnelle) Pour un bloc b 2 F donne, soit
V
b
l'ensemble des paires (c:p; gos) ou c:p 2 PR
b
et ou gos est sa sequence ordonnee gardee
associee. Si tous les gos dans V
b
sont compatibles, la sequence ordonnee conditionnelle
cos associee a b est le resultat de la transformation Merge sur V
b
, denie comme suit :
Si V
b
= f(":p; os)g Alors Merge(V
b
) = os
Sinon Merge(V
b
) = os++he; hMerge(V
T
);Merge(V
F
)ii
ou
V
T
= f (c
i
:p
i
; gos
0
i
) j (c:p
i
; gos
i
) 2 V
b
; c:p
i
= (e; true):c
i
:p
i
; gos
i
= os
i
++cond
e
++gos
0
i
g
V
F
= f (c
j
:p
j
; gos
0
j
) j (c:p
j
; gos
j
) 2 V
b
; c:p
j
= (e; false):c
j
:p
j
; gos
j
= os
j
++cond
e
++gos
0
j
g
et ou os = os
i
' os
j
(elles sont compatibles):
2
Comme les sequences ordonnees gardees associees a la grammaire attribuee abstraite (don-
nees a la gure 4.10) sont compatibles, il est possible de construire la sequence ordonnee
conditionnelle pour le bloc du while : elle est presente gure 4.13.
while:henv ; cond :henv ; cond :val ;
h cond :val ;
h body :henv ; body :senv ; loop:henv ; loop:senv ; while:senv i
h while:senv i i
Fig. 4.13: Sequence ordonnee conditionnelle pour le bloc while
De la me^me maniere qu'en grammaires attribuees classiques, le generateur d'evaluateur
construit une sequence de visites pour une sequence ordonnee donnee, il permet de construire
une sequence de visites conditionnelle pour une sequence ordonnee conditionnelle donnee.
An d'expliquer comment ces sequences de visites conditionnelles seront exploitees, je
rappelle brievement la notion classique d'evaluateur base sur le paradigme des sequences de
visites [Kas80, Alb91, Kas91]. Un premier exemple a deja ete donne a la section 2.2.4 et je
rappelle ici qu'il existe une sequence de visites pour chaque production, qui est une sequence
d'instructions parmi les suivantes :
{ begin i debute la i-eme visite du nud courant ;
{ eval a X evalue l'occurrence d'attribut X:a ;
{ visit i X appelle recursivement la i-eme visite au ls X ;
{ leave i termine la i-eme visite sur le constructeur courant.
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Pour tout p et os Faire
n n
LHS(p)
| nombre de visites a p
vs begin 1;
Repeter
X:a head(os);
Si X = LHS(p) ^ a 2 S
i
(X) Alors
vs vs++eval a X;
Si X:a = Last(os; S
i
(X)) ^ i 6= n Alors
vs vs++leave i++begin i+ 1
FinSi
SinonSi X 6= LHS(p) ^ a 2 H
j
(X) Alors
vs vs++eval a X
SinonSi X 6= LHS(p) ^ a(X) = First(os; S
j
(X)) Alors
vs vs++visit j X
FinSi
os tail(os)
Jusqu'a os = ;
vs vs++leave n.
Fig. 4.14: Algorithme de production d'une sequence de visites a partir d'une sequence ordonnee
L'algorithme classique de production d'une sequence de visites a partir d'une sequence
ordonnee est presente a la gure 4.14, dans lequel les denitions suivantes sont necessaires :
Denition 4.4.7

Etant donne une production p et une sequence ordonnee complete os sur
W (p) et S un sous ensemble de W (p). Alors :
Last(os; S) =

? si S = ;
w sinon, ou os = os
0
++w ++os
00
; w 2 S; os
00
\ S = ;
First(os; S) =

? si S = ;
w sinon, ou os = os
0
++w ++os
00
; w 2 S; os
0
\ S = ;
2
Une simple extension de l'algorithme de la gure 4.14, prenant en compte la structure des
sequences ordonnees conditionnelles, permet alors de generer les sequences de visites condi-
tionnelles correspondantes. Je presente a la gure 4.15 la sequence de visites conditionnelle
du bloc while produite a partir de la sequence ordonnee conditionnelle de la gure 4.13.
Les sequences de visites sont facilement implantables comme des procedures recursives qui
modient des informations et des valeurs d'attributs aux nuds de l'arbre qu'elles traversent
[Kas91]. Des travaux sur l'optimisation memoire [Kas87, JP90] ont permis de reduire la place
memoire totale necessaire, mais egalement la proportion d'attributs qui doivent e^tre stockes
dans l'arbre. Il est important de preciser que la plus probante de ces techniques, qui est basee
sur une analyse statique de l'entiere collection des sequences de visites [JP90], s'applique
egalement aux grammaires attribuees dynamiques (aux sequences de visites conditionnelles),
car elles ne sont pas liees au mecanisme de selection des sequences.
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begin 1 ; eval henv cond ; visit 1 cond ;
h cond :val ;
h eval henv body ; visit 1 body ; eval henv loop;
visit 1 loop; eval senv while; leave 1 i ;
h eval senv while; leave 1 i i
Fig. 4.15: Sequence de visites conditionnelle pour le bloc while
Une autre implantation, plus appropriee dans le contexte de mon etude, est le paradigme
de fonction de visite [SV91]. Une propriete importante de cette implantation est que, gra^ce
aux techniques d'optimisation memoire ou, en dernier ressort, gra^ce a la technique des bin-
ding trees [SV91], elle ne necessite plus le stockage d'aucun attribut dans l'arbre. C'est une
propriete particulierement interessante pour l'implantation des grammaires attribuees dyna-
miques, dans lesquelles l'arbre physique n'est pas necessairement isomorphe a l'arbre des
calculs, ou peut me^me ne pas exister du tout.
Il manque donc une derniere etape avant de pouvoir generer des fonctions de visite. Clas-
siquement, il y a une fonction de visite pour chaque visite a un non-terminal, qui teste la
production qui est appliquee a la racine du sous-arbre courant et qui branche la sous-sequence
appropriee (delimitee par begin i and leave i). Cependant, avec les grammaires attribuees
dynamiques, la sous-sequence appropriee ne depend pas uniquement de la production appli-
quee a la racine du sous-arbre considere (qui peut d'ailleurs ne pas exister physiquement), mais
aussi du chemin (de la suite) de conditions qui ont ete evaluees dans les visites precedentes.
Aussi, lorsqu'il faut couper une sequence de visites conditionnelle en \tranches" correspon-
dant aux dierentes visites a la partie gauche d'une production, il est necessaire de reintroduire
dans chacune de ces tranches le code de branchement execute dans les visites precedentes. La
transformation Leave de la denition 4.4.8 prend en charge ces operations de decoupage et
produit une sequence de visites dynamique qui est directement transformable en une collection
de fonctions de visite.
Denition 4.4.8 (Sequence de visites dynamique) Pour un bloc donne et sa sequence
de visites conditionnelle cvs associee, la sequence de visites dynamique dvs correspon-
dante est le resultat de la transformation Leave sur cvs, denie par :
{ Si pas de condition dans cvs Alors Leave(cvs) = cvs
{ Si cvs = vs++hehvs
T
; vs
F
ii et pas de condition dans vs
Alors Leave(cvs) = vs++Leavehehvs
T
; vs
F
ii
{ Si cvs = hehvs
T
; vs
F
ii et
Leave(vs
T
) = vs
1
T
++leave++vs
2
T
avec leave 62 vs
1
T
Leave(vs
F
) = vs
1
F
++leave++vs
2
F
avec leave 62 vs
1
F
Alors Si vs
2
T
= vs
2
F
= "
Alors Leave(cvs) = hehvs
1
T
; vs
1
F
ii++leave
Sinon Leave(cvs) = hehvs
1
T
; vs
1
F
ii++leave++Leave(hehvs
2
T
; vs
2
F
ii
2
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Pour illustrer de facon signicative cette transformation, l'exemple du while est trop
simple (il n'y a qu'une seule visite). Aussi, je presente a la gure 4.16 les graphes de depen-
dances de deux productions d'une grammaire attribuee dynamique imaginaire. Ces produc-
tions dependent d'une condition sur un attribut purement synthetise d'une variable commune
aux deux productions, W:s. Si cette condition est vraie, alors p
t
est appliquee, sinon c'est p
f
.
La gure 4.17 presente successivement la sequence ordonnee conditionnelle associee a ces
productions, la sequence de visites conditionnelle correspondante et la sequence de visites
dynamique qui est generee par la transformation Leave.
Il est alors facile de transformer de telles sequences de visites dynamiques en une collection
de fonctions de visites, des lors que les valeurs des dierentes conditions calculees dans une
visite sont correctement transmises aux visites subsequentes comme des attributs locaux non
temporaires. Il est a noter egalement que certaines de ces valeurs de conditions qui passent
d'une visite a la suivante peuvent e^tre indenies, mais cela ne pose pas de probleme puisque
toutes les valeurs qui seront eectivement utilisees dans le code de branchement auront ete
correctement calculees.
Ceci termine la construction des evaluateurs bases sur des sequences de visites pour les
grammaires attribuees dynamiques. Tout comme pour les grammaires attribuees tradition-
nelles, ces evaluateurs sont aussi ecaces que possible. Lorsqu'une grammaire attribuee dy-
namique est evaluable en une passe, les fonctions de visites generees sont les me^mes que celles
que l'on pourrait ecrire a la main dans un langage muni de fonctions recursives. Cependant,
lorsque les dependances sont plus complexes, ecrire un evaluateur a la main devient quasiment
impossible a moins d'utiliser un mecanisme d'evaluation retardee | par exemple l'evaluation
paresseuse de programmes fonctionnels |, mais dans ce cas, les evaluateurs impatients (eager)
generes par les systemes tels que Fnc-2 peuvent e^tre plus ecaces.
4.5 Conclusion et ouverture
Ce chapitre a montre que, dans la terminologie \grammaire attribuee", la notion de gram-
maire n'impliquait pas necessairement l'existence d'un arbre physique sous-jacent et que la
notion d'attribut ne signiait donc pas necessairement decoration d'un tel arbre. Les gram-
maires attribuees dynamiques ainsi presentees constituent donc un nouveau formalisme qui
est une simple extension de celui des grammaires attribuees.

Etant en adequation avec l'es-
prit general des grammaires attribuees, les grammaires attribuees dynamiques peuvent ainsi
benecier de la puissance et de l'etendue des resultats et des techniques deja developpees
dans ce domaine. Notre but, en fournissant une telle extension du formalisme des grammaires
attribuees, est de promouvoir cet outil de specication puissant dans un contexte plus large,
non pas comme langage de specication, mais pluto^t comme formalisme de representation. Le
style declaratif et structure, ainsi que les techniques d'analyses statiques propres aux gram-
maires attribuees, deviennent gra^ce a cette extension plus generaux et plus accessibles. Les
grammaires attribuees se revelent alors, de par leur fort caractere declaratif et local (specica-
tion d'equations orientees au niveau des productions), complementaires d'autres formalismes
tels que la programmation fonctionnelle qui specie plus generalement un comportement par
equations recursives, ou tels que la programmation par regles d'inferences [PDRJ95a]. Cette
augmentation de l'expressivite des grammaires attribuees dynamiques ore des opportunites
pour la comparaison entre formalismes et pour le transfert des resultats interessants obtenus
en grammaires attribuees vers d'autres paradigmes de programmation.
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(cond,true).pt (cond,false).pf
Y
X
W
h X s r
rshrsWhrsh
h s r
Fig. 4.16: Un exemple de graphes de dependances
W :s;
h cond ; | condition sur W:s
h Y :s; X :s; X :h; Y :h; W :h; Y :r ; W :r ; X :r i;
h X :s; X :h; W :h; W :r ; X :r i i
(a) La sequence ordonnee conditionnelle
begin 1 ; visit 1 W ;
h cond ;
h visit 1 Y ; eval s X ; leave 1 ; begin 2 ; eval h Y ;
eval h W ; visit 2 Y ; visit 2 W ; eval r X ; leave 2 i ;
h eval s X ; leave 1 ; begin 2 ; eval h W ; visit 2 W ; eval r X ; leave 2 i i
(b) La sequence de visites conditionnelle
begin 1 ; visit 1 W ;
h cond ;
h visit 1 Y ; eval s X i ;
h eval s X i i ;
leave 1 ;
begin 2 ;
h cond ;
h eval h Y ; eval h W ; visit 2 Y ; visit 2 W ; eval r X i ;
h eval h W ; visit 2 W ; eval r X i i
leave 2
(c) La sequence de visites dynamique.
Fig. 4.17: Exemple de transformation de sequence ordonnee conditionnelle en sequence de
visites dynamique
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Chapitre 5
Deforestation de programmes
fonctionnels
5.1 Introduction et presentation du probleme
Un des principaux avantages du style applicatif de la programmation fonctionnelle tient
a l'ecriture simple, modulaire et sure des programmes qu'elle autorise. En fait, pour \bien"
programmer en fonctionnel, il sut de penser les parties d'un programme en termes de suite
d'applications de fonctions generales, chacune d'entre elles eectuant une ta^che simple de fa-
con tres distincte, et produisant un resultat intermediaire qui constitue l'entree de la fonction
suivante, jusqu'a obtention du resultat nal. Un tel style de programmation est particuliere-
ment agreable a utiliser et a comprendre, puisqu'il permet de decouper une application en
modules, ou fonctions, idealement independants les uns des autres. De plus, il est plus fa-
cile de prouver la validite d'une succession de manipulations simples que celle d'un ensemble
important d'instructions non ordonnees.
Les listes, les arbres et plus generalement toute structure intermediaire produite par un
module ou une fonction sont donc la base de ce style de programmation fonctionnelle puis-
qu'elles constituent la colle qui permet de lier les fonctions entre elles a l'interieur d'un pro-
gramme general [Hug89]. Comme le remarque Wadler [Wad88], elles en sont egalement le eau
dans le sens ou elles exigent un cou^t important a l'execution de ce programme, par leur allo-
cation, leur parcours et leur desallocation. Elles ne sont en eet que des listes intermediaires
et ne font donc pas, a priori, directement partie du resultat nal.
Ce dilemme a suscite de nombreux travaux et surtout cree un mode de developpement
de programmes visant a transformer automatiquement des specications intuitives en pro-
grammes ecaces. Burstall et Darlington [BD77], ainsi que Manna, Waldinger, Bird ou Tur-
chin [MW75, MW79, Bir84, Tur86], furent parmi les premiers a uvrer dans ce domaine avec
les transformations dites de \depliage/pliage"
1
. Le principe de ces transformations est un sys-
teme d'inference formel dont les termes sont des equations recursives de la forme lhs ( rhs .
Burstall et Darlington denissent dans [BD77] un petit nombre de regles d'inference, parmi
lesquelles la regle de denition de nouvelle equation recursive (appelee egalement eureka ou
generalisation et qui releve de l'inspiration de l'utilisateur), la regle d'instanciation d'une
1. Le terme anglo-saxon est unfold/fold.
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equation recursive existante et ces deux regles fondamentales de depliage et de pliage :
{ pour deux equations E ( E
0
et F ( F
0
telles que F
0
contienne une instance de E,
le depliage introduit la nouvelle equation F ( F
00
ou F
00
est le terme F
0
dans lequel
l'instance de E a ete remplacee par E
0
;
{ pour deux equations E ( E
0
et F ( F
0
telles que F
0
contienne une instance de E
0
,
le pliage introduit la nouvelle equation F ( F
00
ou F
00
est le terme F
0
dans lequel
l'instance de E
0
a ete remplacee par E.
Intuitivement, le \depliage" fait appara^tre des termes dans lesquels il est possible d'eectuer
des instanciations et d'appliquer des lois sur les primitives du langages (associativite, commu-
tativite, etc.) qui permettent de reformuler une expression avant de la \replier". Dierentes
strategies d'application de ces regles ont ete proposees, permettant de transformer des pro-
grammes sous la forme d'equations recursives de maniere semi-automatique, de sorte que le
programme resultant de la transformation soit plus ecace [BD77].
Cette idee de depliage et pliage a inspire dierentes approches de transformation de pro-
grammes visant a en ameliorer l'ecacite, que ce soit par des methodes d'elimination des
parcours paralleles d'une me^me structure, de specialisation de programme ou d'elimination
de structures intermediaires. Ce dernier type de transformation a ete baptise deforestation
par Wadler [Wad88], puisqu'il permet d'eliminer des arbres. Le terme arbre designe ici les
structures de donnees intermediaires qui sont \inutiles" au sens ou elles ne font pas partie
du resultat nal du programme. Il peut s'agir d'arbres binaires, de listes ou de toute autre
structure de donnee basee sur un type abstrait, me^me si les listes ont fait l'objet d'un intere^t
particulier de par leur importance dans les langages fonctionnels.
Les regles de transformation de depliage/pliage ont egalement ete etudiees sous la forme
de regles de reecriture de termes par Reddy dans le systeme Focus [Red88]. Dans cette
optique, et a partir des travaux de Dershowitz [Der88], Bellegarde a developpe cette me-
thode de transformation de programmes basee sur des outils de reecriture [Bel91b]. Cette
approche lui a permis de donner une nouvelle formulation des regles d'inference de Burstall
et Darlington et d'utiliser une derivation des procedures de completions partielles permettant
de prouver la correction du processus de transformation [Bel91b]. La combinaison de tech-
niques d'evaluation partielle [CD93], de reecriture et de fusion de boucles
2
[Chi94] a abouti
a des transformations automatiques de programmes prises en charges par le systeme astre
[Bel91a, Bel93, Bel95b, Bel95a].
Notons au passage que principe des regles de depliage/pliage a egalement ete largement
etudie en tant que methode de specialisation et d'optimisation de programmes logiques, prin-
cipalement par Pettorossi et Proietti [PP96, PP97, PPR97].
L'algorithme de deforestation propose par Wadler [Wad88] permet d'eectuer automati-
quement de la deforestation sur une classe de termes restreints appeles treeless. Outre les
dierentes extensions et ameliorations qui ont ete apportees a cet algorithme pour etendre la
classe de termes acceptes [CK95, Ham96, SS97a, SGJ94], d'autres formalismes ont ete pro-
poses pour etendre la puissance de ces transformations de programmes fonctionnels [FSS92,
2. J'ai traduit par fusion de boucles l'expression anglaise two-loops fusion qui represente la mise en commun
dans un tuple plusieurs fonctions qui parcourent parallelement une me^me structure.
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GLJ93, SF93, FSZ94, TM95]. Je me suis particulierement interesse aux methodes algebriques
qui sont basees sur un style de programmation dirige par la structure, ou les fonctions sont
decrites avec des schemas de recursion explicites. Simultanement aux travaux de Gill, Launch-
bury et Peyton Jones sur la deforestation des listes par application automatique de regles
d'elimination foldr/build, implantes dans Haskell [GLJ93], Sheard et Fegaras ont intro-
duit l'operateur de contro^le generique fold [SF93, FSZ94], qui permet de deforester de facon
generique dierents types de donnees (listes, arbres ou autres). Ces methodes sont fondees
sur un style de programmation algebrique et sur des resultats de la theorie des categories
[BW88, MFP91, Fok95, Mee95]. L'operateur fold permet, a l'aide de l'algorithme de norma-
lisation, d'eectuer de la deforestation ou de la fusion
3
de programmes.
D'autres travaux, eux aussi fondes sur la theorie des categories, ont ete inities par Mei-
jer et Takano qui ont introduit le terme generique de deforestation en forme calculation-
nelle
4
[TM95] pour regrouper ces formalismes algebriques. Ces derniers travaux ont re-
cemment abouti a un traitement de deforestation automatique pour une large sous-classe
de programmes fonctionnels, dans le systeme hylo developpe par Hu, Iwasaki et Takeichi
[HIT96b, OHIT97].
Dans la suite de ce chapitre, je commence par faire la presentation de l'algorithme de
deforestation introduit par Wadler ; je presente egalement un rapide survol des dierentes ex-
tensions de cet algorithme qui ont ete etudiees, ainsi que les regles d'elimination foldr/build
de Gill et al., qui donnent une bonne intuition des transformations presentees ensuite.
La seconde approche que je presente est celle des folds, avec leur algorithme de normali-
sation [SF93].
Comme la derniere approche calculationnelle que je presente fait reference a des notions
issues de la theorie des categories, je propose alors un rappel sur les formalismes algebriques.
Munis de ces notions, je presente donc le formalisme des hylomorphismes et leurs theo-
remes de fusion [TM95].
Ce choix de presentation est en fait assez representatif de la demarche adoptee pour
l'etude que j'ai menee. Le concept de deforestation puis les folds m'ont permis, de par leurs
analogies avec la composition descriptionnelle (cf. chapitre 3) et les grammaires attribuees, de
comprendre le fonctionnement et le principe de ces manipulations d'un programme recursif
dirige par la structure. Ensuite, les transformations liees aux lois fondamentales de la theorie
des categories et relatives aux hylomorphismes me sont apparues plus aisees a apprehender.
La presentation que je fais de ces dierents formalismes dans la suite de ce chapitre se veut
volontairement didactique pour faciliter leur comprehension a un lecteur peu familier. Ce
chapitre peut e^tre vu comme un survey de ces trois methodes de deforestation fonctionnelles ;
aussi, pour les details de chaque methode de deforestation, je renverrai aux publications
des auteurs et, pour les notions categorielles, je conseille les travaux de Meijer [MFP91], de
Fokkinga [Fok95] ou de Meerteens [Mee95].
3. Le terme de fusion vient du fait qu'on transforme la composition de deux fonctions en une seule dans
laquelle des constructions de structures intermediaires ont ete eliminees.
4. Le terme anglophone, introduit dans [TM95], du^ aux bases theoriques de ces travaux dans l'Algorithmique
Constructive, est deforestation in calculational form.
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let append l
1
l
2
=
case l
1
of
cons head tail ! cons head (append tail l
2
)
nil ! l
2
Fig. 5.1: La fonction append qui concatene deux listes
let tri append l
1
l
2
l
3
=
case l
1
of
cons head tail ! cons head (tri append tail l
2
l
3
)
nil ! append l
2
l
3
Fig. 5.2: La fonction tri append qui concatene trois listes.
a
b
c nil
l1
d
e
f nil
l2
g
h
i nil
l3
structure intermédiaire
constructeurs de la
représentent les
représentent les
constructeurs du
résultat final
On veut concaténer
Version déforestée:
Version initiale
non déforestée:
les trois listes:
9 constructeurs
sont nécessaires.
6 constructeurs
sont suffisants.
nil
a
b
c
d
e
f
nil
g
h
i
a
b
c
d
e
f
(append l1 l2) (append (append l1 l2) l3)
nil
g
h
i
a
b
c
d
e
f
(tri_append l1 l2 l3)
Fig. 5.3: Les bienfaits de la deforestation
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5.2 Deforestation de Wadler
Ce chapitre presente donc l'algorithme de deforestation de Wadler. Je rappelle que l'idee
de la deforestation est nee de la constatation que l'elegance des programmes fonctionnels est
confrontee a des problemes d'ecacite. Considerons par exemple la denition de la fonction
append qui concatene deux listes l
1
et l
2
, presentee gure 5.1. Considerons alors la concate-
nation de trois listes l
1
, l
2
et l
3
obtenue par la composition :
append (append l
1
l
2
) l
3
~
La concatenation de l
1
et de l
2
construit une liste intermediaire a laquelle l
3
est concate-
nee. L'allocation et la desallocation de cette structure intermediaire est cou^teuse au moment
de l'execution du programme. En sacriant la lisibilite a l'ecacite, il serait preferable de
choisir pluto^t la denition presentee gure 5.2 pour obtenir le me^me resultat en appelant
tri append l
1
l
2
l
3
.
En eet, dans cette version, la liste intermediaire n'est pas construite ; Seidl et Srensen
rapportent dans [SS97a] qu'avec le langage Gofer de Marc Jones par exemple, le premier
programme est plus cou^teux que le second d'environ 7% en place memoire et 13% en temps
d'execution. La gure 5.3 montre l'application de ces deux programmes sur le me^me exemple.
Toute l'idee de la deforestation tient dans le principe originel exprime par Burstall et
Darlington [BD77] : ecrire un programme clair (mais inecace) et le transformer en un pro-
gramme ecace (quitte a ce qu'il soit moins clair). Plus precisement pour notre exemple, on
voudrait permettre a l'utilisateur d'ecrire la premiere version du programme (~) et qu'un
mecanisme la traduise automatiquement dans la seconde version (gure 5.2), plus ecace.
5.2.1 Le langage
Pour presenter l'algorithme de deforestation de Wadler, je me place dans le me^me contexte
que lui et je considere maintenant un langage fonctionnel du premier ordre dans une syntaxe
decrite a la gure 5.4 [Wad88].
Dans l'application d'un constructeur ou d'une fonction, on appelle les termes t
1
; : : : ; t
l
les
arguments. Dans un terme case, t
0
est appele le selecteur et p
1
! t
1
; : : : ; p
n
! t
n
sont les
branches. Les denitions de fonctions sont de la forme f v
1
: : : v
k
= t.
def : : = let f t
1
: : : t
m
= t denition de fonction
t : : = v variable
j c t
1
: : : t
i
application d'un constructeur c
j f t
1
: : : t
j
application d'une fonction f
j case t
0
of terme case
p
1
! t
1
ltre syntaxique
: : : (pattern matching)
p
n
! t
n
p : : = c v
1
: : : v
k
(pattern)
Fig. 5.4: Syntaxe du langage fonctionnel
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let ip t =
case t of
node left right ! node (ip right) (ip left)
leaf n ! leaf n
Fig. 5.5: La fonction ip
b ca d ad c b
t1
t2 = (flip t1)
t2
Fig. 5.6: La fonction ip sur un exemple
Pour illustrer ce langage, outre la denition de append presentee gure 5.1, je donne dans
la gure 5.5 la denition de la fonction ip qui echange recursivement chacune des deux
branches d'un arbre binaire, comme illustre gure 5.6.
Habituellement, un terme est dit lineaire s'il ne contient pas plusieurs fois la me^me variable.
Par exemple, append l
1
(append l
2
l
3
) est lineaire, tandis que append l
1
l
1
ne l'est pas. Dans
le cadre de la deforestation de Wadler presentee ici, cette denition de la linearite est assouplie
(cf. denition 5.2.1) pour les termes case par la condition suivante : une variable ne peut pas
appara^tre a la fois dans une branche et dans le selecteur, ni plusieurs fois dans une me^me
branche. Ainsi, la denition de append est lineaire, me^me si l
2
appara^t dans chaque branche.
Denition 5.2.1 (Terme lineaire) Un terme t est dit lineaire dans le cadre de la defo-
restation de Wadler si :
{ il est de la forme c t
1
: : : t
n
ou f t
1
: : : t
n
: dans ce cas la me^me variable n'appara^t pas
plusieurs fois dans ce terme.
{ il est de la forme case t
0
of p
1
! t
1
: : : p
n
! t
n
: dans ce cas t
0
n'appara^t pas dans les
termes des branches t
1
; : : : ; t
n
et la me^me variable n'appara^t pas plusieurs fois dans un
me^me terme de branche t
i
. En revanche, une me^me variable peut appara^tre en me^me
temps dans deux branches dierentes t
i
et t
j
avec i 6= j.
2
5.2.2 La forme treeless
L'algorithme propose initialement par Wadler [Wad88] elimine des structures de donnees
intermediaires pour des programmes fonctionnels du premier ordre veriant des restrictions
basees sur la notion de terme treeless, denie comme suit.
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Denition 5.2.2 (Terme treeless) Soit F un ensemble de noms de fonctions. Un terme tt
du langage est dit treeless par rapport a F si :
1. il est lineaire ;
2. il ne contient que des appels de fonctions de F ;
3. tous les arguments des applications de fonctions dans tt sont des variables ;
4. tous les selecteurs de terme case dans tt sont des variables ;
Un ensemble de denitions de fonctions F est dit treeless si chaque terme denissant une
fonction est treeless par rapport a F .
2
{ La contrainte 2 permet de denir de facon inductive la notion de treeless.
{ Les contraintes 3 et 4 garantissent qu'aucune structure construite dans le terme n'est
consommee dans celui-ci par l'appel d'une fonction. En particulier, cela interdit les
termes tels que (ip (ip t)) dans lequel (ip t) est un arbre intermediaire. Par contre,
les applications de constructeurs ne sont pas soumises aux me^mes restrictions que les
applications de fonctions dans la restriction 3. Cette distinction autorise les termes tels
que (node (ip t
1
) (ip t
2
)) ou les arbres retournes par (ip t
1
) et (ip t
2
) ne sont
pas des arbres intermediaires, mais sont bel et bien des parties du resultat. Autrement
dit, toute consommation (depliage) de structure est eectuee par un pattern matching
\visible", c'est-a-dire a l'exterieur du terme.
{ La contrainte 1 garantit que la transformation de certains programmes n'introduit pas
de repetitions de calculs dans la phase de \depliage" [BD77], c'est-a-dire le remplacement
de la partie gauche d'une equation par sa partie droite (remplacement d'un appel de
fonction par le terme qui la denit). Un tel depliage d'une fonction qui a une denition
(partie droite) non lineaire risquerait de dupliquer un terme potentiellement cou^teux a
calculer. Prenons par exemple la fonction non lineaire classique square x = x  x. Il
est en eet preferable que le programme contienne square t pluto^t que son equivalent
deplie t  t. Par contre, la denition square x = exp(2  log x) est lineaire et il est alors
possible de deplier sans risque. Une telle propriete de linearite permet donc de deplier
sans perdre d'ecacite.
Notons pour nir que \e^tre treeless" est la propriete d'une denition de fonction et non
d'une fonction elle-me^me. Considerons par exemple le type des listes de listes de , soit
list (list ), et supposons que l'on veuille aplatir une telle liste de listes en une liste simple,
soit list , en concatenant chacun de ses element. La gure 5.7 presente, pour la me^me
fonction qui aplatit une liste de listes, une denition flatlist
0
qui n'est pas treeless et une
denition flatlist
1
qui est treeless. En eet, dans flatlist
0
, pour le pattern cons head tail ,
le second argument de la fonction append n'est pas une variable, mais un appel de fonction
(atlist
0
tail). Cela ne satisfait donc pas la contrainte 3 de la denition 5.2.2. Par contre,
dans la denition de la fonction flatlist
1
, les parametres head et tail de l'appel a la fonction
atlist
0
1
sont des variables et dans la denition de atlist
0
1
, le terme (atlist
0
1
tail ll), qui n'est
pas une variable, est l'argument d'un constructeur et non d'une fonction. La denition 5.2.2
qualie donc ces denitions de fonctions de treeless.
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atlist
0
: list (list )! list 
let atlist
0
ll =
case ll of
cons head tail ! append head (atlist
0
tail)
nil ! nil
atlist
1
: list (list )! list 
let atlist
1
ll =
case ll of
cons head tail ! atlist
0
1
head tail
nil ! nil
avec
atlist
0
1
: list ! list (list )! list 
let atlist
0
1
l ll =
case l of
cons head tail ! cons head (atlist
0
1
tail ll)
nil ! nil
Fig. 5.7: Denitions treeless et non-treeless pour une me^me fonction

A partir de cette notion de denition de fonction treeless, Wadler enonce le theoreme suivant
[Wad88] :
Theoreme 5.2.1 (Theoreme de deforestation) Toute composition de fonctions ayant des
denitions treeless peut e^tre transformee en une seule fonction ayant une denition treeless,
sans perte d'ecacite
5
.
2
5.2.3 Algorithme de deforestation
La transformation annoncee par le theoreme de deforestation est eectuee par l'ensemble
de regles de transformations presente a la gure 5.8.
La caracterisation des denitions treeless et les hypotheses du theoreme de deforestation
etant purement syntaxiques, il est facile de savoir quand la transformation est applicable. Par
ailleurs, l'utilisateur n'a pas besoin d'e^tre familier avec les details des regles en elles-me^mes.
La deforestation de base [Wad88] est eectuee gra^ce aux sept regles de transformation de la
gure 5.8. On note par T [[t]] le resultat de la conversion d'un terme t dans sa forme treeless.
On doit donc avoir, du point de vue de la semantique du terme t,
t = T [[t]]
c'est-a-dire que t et T [[t]] doivent calculer la me^me valeur. Le principe (tres general) de cette
deforestation est en fait de faire passer les constructeurs vers l'exterieur (vers la gauche) des
termes et les fonctions vers l'interieur. Cela a pour eet de retarder au maximum, lors d'un
5. Dans ce cadre, la semantique operationnelle du langage est la reduction de graphe dans l'ordre normal
(de gauche a droite et en profondeur d'abord). Un terme est dit plus ecace qu'un autre si, pour chaque
instanciation possible des variables libres, le premier requiert moins de pas de reduction que le second.
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(1) T [[v]] = v
(2) T [[c t
1
: : : t
k
]] = c (T [[t
1
]]) : : : (T [[t
k
]])
(3) T [[f t
1
: : : t
k
]] = T [[t[t
1
=v
1
; : : : ; t
k
=v
k
]]]
ou f est deni par f v
1
: : : v
k
= t
(4) T [[case v of p
0
1
! t
0
1
: : : p
0
n
! t
0
n
]]
= case v of p
0
1
! T [[t
0
1
]] : : : p
0
n
! T [[t
0
n
]]
(5) T [[case c t
1
: : : t
k
of p
0
1
! t
0
1
: : : p
0
n
! t
0
n
]]
= T [[t
0
i
[t
1
=v
1
; : : : ; t
k
=v
k
]]]
ou p
0
i
= c v
1
: : : v
k
(6) T [[case f t
1
: : : t
k
of p
0
1
! t
0
1
: : : p
0
n
! t
0
n
]]
= T [[case t[t
1
=v
1
; : : : ; t
k
=v
k
] of p
0
1
! t
0
1
: : : p
0
n
! t
0
n
]]
ou f est deni par f v
1
: : : v
k
= t
(7) T [[case (case t
0
of p
1
! t
1
: : : p
m
! t
m
) of p
0
1
! t
0
1
: : : p
0
n
! t
0
n
]]
= T [[case t
0
of
p
1
! (case t
1
of p
0
1
! t
0
1
: : : p
0
n
! t
0
n
)
: : :
p
m
! (case t
m
of p
0
1
! t
0
1
: : : p
0
n
! t
0
n
)]]
Fig. 5.8: Regles de transformations de l'algorithme de deforestation.
calcul, la construction d'une structure et d'eviter de la manipuler (par une fonction) apres sa
construction. Ceci est bien dans l'esprit de la suppression des structures intermediaires.
Cependant, la terminaison de l'algorithme tel qu'il est presente ici ne peut pas e^tre assuree.
Il est donc necessaire d'introduire, en plus, un mecanisme de renommage des expressions qui,
lorsqu'elles sont reconnues comme ayant deja ete rencontrees par l'algorithme, donnent lieu
a des remplacements par des fonctions recursives (phase de \pliage" dans [BD77]).
Considerons par exemple le terme ip (ip t) qui, intuitivement, aboutit a une fonction
qui laisse intact un arbre binaire passe en parametre. Je vais derouler pas a pas l'application
des regles de transformation sur cet exemple :
T [[ip (ip t)]]
(3)
= T [[case (ip t) of
node left
0
right
0
! node (ip right
0
) (ip left
0
)
leaf n
0
! leaf n
0
]]
Le terme initial etant un appel de fonction, il faut appliquer la regle (3), puis, le selecteur
apparaissant etant lui me^me un appel de fonction, il faut appliquer la regle (6), qui a pour
eet de deplier cet appel de fonction :
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(6)
= T [[case (case t of
node left right ! node (ip right) (ip left)
leaf n ! leaf n) of
node left
0
right
0
! node (ip right
0
) (ip left
0
)
leaf n
0
! leaf n
0
]]
En cas de terme case apparaissant dans le selecteur, l'application de la regle (7) a pour
eet de distribuer le case externe dans les branches du case du selecteur interne, pour chacun
de ses patterns :
(7)
= T [[case t of
node left right ! (case node (ip right) (ip left) of
node left
0
right
0
! node (ip right
0
) (ip left
0
)
leaf n
0
! leaf n
0
)
leaf n ! (case leaf n of
node left
0
right
0
! node (ip right
0
) (ip left
0
)
leaf n
0
! leaf n
0
)]]
L'application de la regle (4), dans le cadre d'un case portant sur une variable, reporte
alors l'application de l'algorithme sur les termes de ses branches :
(4)
= case t of
node left right ! T [[(case node (ip right) (ip left) of
node left
0
right
0
! node (ip right
0
) (ip left
0
)
leaf n
0
! leaf n
0
)]]
leaf n ! T [[(case leaf n of
node left
0
right
0
! node (ip right
0
) (ip left
0
)
leaf n
0
! leaf n
0
)]]
Pour chacune des branches du case externe, il est alors possible d'appliquer la regle (5)
qui specialise en quelque sorte l'application d'un case interne, en fonction de chacun des
patterns dans lequel il intervient :
(5);(5)
= case t of
node left right ! T [[node (ip (ip left)) (ip (ip right))]]
leaf n ! T [[leaf n]]

A ce stade, l'application des regles (1) et (2) pour les applications de constructeurs ou
pour les variables permettent d'obtenir le terme suivant :
(2);(1);(2)
= case t of
node left right !
node (T [[(ip (ip left))]]) (T [[(ip (ip right))]])
leaf n ! leaf n
Il est alors primordial pour la terminaison de l'algorithme de reconna^tre dans ce terme
deux renommages du terme initial a deforester, sous peine de voir l'algorithme boucler in-
niment. En eet, les pas d'application des regles precedemment detaillees sur ip (ip t)
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T [[append (append l
1
l
2
) l
3
]] = h
0
l
1
l
2
l
3
avec
let h
0
l
1
l
2
l
3
= case l
1
of
cons head tail ! cons head (h
0
tail l
2
l
3
)
nil ! h
1
l
2
l
3
et
let h
1
l
2
l
3
= case l
2
of
cons head tail ! cons head (h
1
tail l
3
)
nil ! l
3
Fig. 5.9: Deforestation de append (append l
1
l
2
) l
3
.
T [[ip (ip t)]] = h
0
t
avec
let h
0
t = case t of
node left right ! node (h
0
left) (h
0
right)
leaf n ! leaf n
Fig. 5.10: Deforestation de ip (ip t).
peuvent s'appliquer a nouveau sur (ip (ip left)) et sur (ip (ip right)) ; l'algorithme peut
ainsi boucler inniment si on ne reconna^t pas que cette application de regle a deja eu lieu
sur une expression equivalente.
La methode de Wadler consiste alors a etablir, au fur et a mesure de l'application de l'algo-
rithme, une liste des termes sur lesquels la deforestation est tentee et d'essayer de reconna^tre,
a chaque nouveau terme apparaissant, un renommage de l'un de ces termes.
C'est le cas dans notre exemple, ou une nouvelle fonction h
0
doit e^tre introduite, qui verie
h
0
t = T [[ip (ip t)]]
Les deux occurrences de T [[: : : ]] dans le dernier terme obtenu ci-dessus sont alors des
renommages de la partie droite de cette denition de fonction, et peuvent alors e^tre remplaces
par la partie gauche (c'est le \pliage") : ceci conduit a la denition suivante de h
0
:
let h
0
t = case t of
node left right ! node (h
0
left) (h
0
right)
leaf n ! leaf n
Cette etape complete la transformation, puisqu'elle permet d'exhiber une denition tree-
less pour une fonction h
0
equivalente au terme ip (ip t) (cf. gure 5.10).
Par ailleurs, si le theoreme assure qu'il n'y a pas de perte d'ecacite, il y a en fait un gain
lorsque le terme initial contient des structures intermediaires. Par exemple, pour les denitions
des fonctions append et ip presentees aux gures 5.1 et 5.5, les termes append (append l
1
l
2
) l
3
et flip (flip t) satisfont les hypotheses du theoreme et sont transformes comme l'illustrent
les gures 5.9 et 5.10.
Dans la gure 5.9, on peut reconna^tre par de simples renommages les denitions prece-
demment enoncees des fonctions tri append pour h
0
et append pour h
1
. L'eet de la defores-
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tation est d'eliminer la construction de la structure intermediaire (append l
1
l
2
) comme deja
illustre a la gure 5.3.
L'exemple de la deforestation de ip (ip t) est particulierement probant (gure 5.10),
puisqu'il produit automatiquement la denition d'une fonction de recopie d'un arbre.
5.2.4 Dierentes extensions ou ameliorations
L'algorithme de deforestation de Wadler que je viens de presenter comporte deux pro-
blemes. Premierement, la terminaison de l'algorithme necessite un renommage et une recon-
naissance des termes qui ne sont pas completement satisfaisants. Deuxiemement, la condition
de treeless est trop restrictive sur les programmes d'entree de la deforestation. Par ailleurs,
je n'ai pas parle de l'extension concernant les fonctions d'ordre superieur, mais l'algorithme
de Wadler ne permet de prendre en compte que certaines fonctions d'ordre superieur simples
pouvant e^tre exprimees sous la forme de macros non recursives [Wad88]. Je donne dans cette
section un bref apercu des dierentes ameliorations qui ont ete apportees a cet algorithme
par la technique de marquage.
Ensuite, je presente une autre methode d'elimination de structures intermediaires qui ne
pose pas ce genre de problemes, me^me si elle est limitee au type des listes : il s'agit des regles
d'elimination foldr/build.
Deforestation marquee
L'algorithme de base, tel que presente dans la section precedente, a donne lieu a de nom-
breuses extensions, dont celles de Wadler lui-me^me [Wad88, Wad90]. La technique de mar-
quage
6
consiste a marquer certains termes qui seront ensuite ignores par les transformations
de l'algorithme. L'avantage de cette methode est d'eviter de deforester des termes ne contenant
pas de constructeurs de structures intermediaires, ou des termes pouvant poser des problemes
a l'algorithme. Tout le probleme consiste alors a determiner les criteres de marquage, mais
cette technique a permis d'introduire dierentes conditions assurant l'ecacite, la su^rete ou
la terminaison de la deforestation.
Wadler determine les criteres de marquage a partir du type des termes [Wad88, Wad90].
Par exemple, un terme de type entier ne produit pas de resultat etant une structure de
donnees : marquer ce sous-terme ne fait pas perdre d'ecacite a la deforestation. Je cite ici
quelques-unes des extensions ou ameliorations de cette methode. Chin et Khoo ont introduit
dierentes techniques de marquage des termes qui violent le critere de treeless, elargissant
ainsi la classe des termes acceptes par l'algorithme ; ils ont developpe dierentes extensions
ou les arguments de fonctions non recursives peuvent e^tre marques et ou des conditions
syntaxiques peuvent e^tre remplacees par des conditions semantiques [CK95]. Hamilton et
Jones ont developpe des analyses statiques permettant d'obtenir des conditions de marquage
similaires a celles de Chin, en utilisant des analyses de comptage du nombre d'utilisation des
termes [HJ91, Ham96]. Srensen et Seidl ont developpe une methode d'analyse de ot de
contro^le, basee sur des contraintes, qui permet d'approximer la terminaison de l'algorithme
de deforestation et d'utiliser les informations de cette analyse pour le marquage [Sr94, Sei96,
SS97a, SS97b].
Ces derniers auteurs ont par ailleurs etudie des rapprochements entre les methodes de de-
forestation, de super-compilation et d'evaluation partielle [Tur86, GJ94, SGJ94]. Ces travaux
6. De l'anglo-saxon blazed deforestation.
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ne seront pas presentes dans cette these.
Un raccourci de deforestation : la regle foldr/build
Je presente brievement ici une methode developpee par Gill, Launchbury et Jones, qui per-
met d'eliminer la construction de listes intermediaires produites dans des programmes fonc-
tionnels [GLJ93, Gil96]. Cette methode n'est pas directement une application de la methode
de Wadler, mais pluto^t un cas particulier, dedie aux listes, des methodes calculationnelles qui
seront presentees dans les sections 5.3 et 5.5.
L'intere^t de cette methode et la raison pour laquelle je la presente ici sont qu'elle permet
d'avoir une idee intuitive de ce qu'est un consommateur et un producteur de structure, comme
en sont le folds qui sera presente dans la section 5.3 et son operateur dual, appele ici build.
Par ailleurs, le principe d'une regle automatique permettant d'eectuer de la deforestation sur
une representation particuliere d'un programme sera approfondi par les theoremes de fusion
des hylomorphismes, a la section 5.5.
Cette technique de deforestation specique pour les listes a ete implantee dans le compila-
teur GHC du langage de programmation Haskell [HJW
+
92, GLJ93]. Pour cette raison, j'utilise
les notations de ce langage, ou le constructeur de liste (cons x xs) est note par (x:xs), la liste
vide (nil) est notee [], et les -abstractions ( a b : (f a b)) sont notees \a b -> (f a b).
La denition du consommateur de liste represente par l'operateur foldr est la suivante :
foldr k z [] = z
foldr k z (x:xs) = k x (foldr k z xs)
Dans cette denition, le consommateur de liste foldr accepte en parametre une operation
binaire k, une valeur z et une liste sur laquelle il s'applique. Son eet est de remplacer tous
les constructeurs (x:xs) de la liste par l'application de k sur x et sur l'appel recursif du
foldr k z sur xs ; par ailleurs, le constructeur [] est remplace par la valeur z.
Quelques exemples de denitions de fonctions classiques permettent de se familiariser avec
cette notation. La fonction sum calcule la somme des elements d'une liste, append concatene
deux listes et map f applique la fonction f a tous les elements d'une liste :
sum xs = foldr (+) 0 xs
append xs ys = foldr (:) ys xs
map f xs = foldr (\a b -> (f a) : b) [] xs
De maniere duale, l'operateur de production de liste est deni comme ceci :
build g = g (:) []
Intuitivement, g represente le schema de recursion d'une liste, dans lequel les operateurs
de constructions (:) et [] sont abstraits. Les fournir en argument au build revient a ins-
tancier ces abstractions et donc a construire une liste. C'est en eet ce qui permet de denir
l'equivalence des operateurs foldr et build dans la regle () suivante, ou pour tout
7
g, k et
z :
7. Il existe des restrictions sur la fonction g qui ne sont pas detaillees ici. Le lecteur est invite a se referer a
[GLJ93] pour plus de details.
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foldr k z ( build g) = g k z ()
Cette regle est appelee regle d'elimination foldr/build.
Je considere comme exemple la fonction from, qui prend deux entiers a et b en parametres
et qui construit la liste des entiers de a jusqu'a b. Cette fonction peut e^tre denie par :
from a b = if a>b
then []
else a : from (a+1) b
Alors, l'abstraction des constructeurs (:) et [] par les variables liees c et n permet de
denir la fonction from' suivante :
from' a b = \c n -> if a>b
then n
else c a from' (a+1) b
Typiquement, la fonction from peut e^tre obtenue par l'application de build a from' :
from a b = build (from' a b)
L'idee de la deforestation par application de regles foldr/build est simplement d'appli-
quer cette propriete lors de la composition d'une fonction exprimee par un foldr avec une
autre exprimee par un build. Je prends maintenant l'exemple du calcul de la somme des
elements de la liste des entiers de a jusqu'a b. Cette composition, sum (from a b), peut
s'ecrire gra^ce aux operateurs foldr et build ; la propriete () permet alors d'eectuer des
simplications dans cette composition, comme illustre ci-dessous :
sum (from a b) = foldr (+) 0 (from a b)
= foldr (+) 0 ( build (from' a b))
= (from' a b) (+) 0
Cette derniere forme ne construisant plus la liste intermediaire, elle a bien ete deforestee
par l'application de la regle foldr/build.
Cette technique donne de bons resultats de deforestation, mais uniquement pour des fonc-
tions denies sur des listes. Toutefois, elle necessite de disposer des denitions en foldr et en
build des fonctions qui sont impliquees dans la composition, ce qui n'est pas necessairement
evident. Dans le cas de l'implantation qui a ete faite de ce mecanisme dans le compilateur
du langage Haskell, une bibliotheque des versions en foldr et en build des fonctions les plus
simples ou les plus couramment utilisees a ete mise en place ; l'optimisation de deforestation
remplace alors ces fonctions par leur denition en foldr ou en build, en fonction du contexte
de composition, pour pouvoir appliquer la regle d'elimination.
Il est important de signaler ici qu'une me^me fonction peut e^tre vue a la fois comme un
foldr et comme build ; par exemple, la fonction map, deja presentee en tant que foldr, peut
s'exprimer avec un build de la facon suivante :
map f xs = build(\c n -> foldr (\a b -> c (f a) b) n xs)
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Cette caracteristique sera rappelee plus tard, en particulier a la section 5.5.1, dans un
contexte plus general que le seul type des listes. Par ailleurs, la regle de simplication
foldr/build qui elimine des structures intermediaires, assez simple a comprendre, sera rap-
pelee a titre de comparaison dans l'expose des dierentes methodes de deforestations calcu-
lationnelles qui est fait jusqu'a la n de ce chapitre et dont les mecanismes sous-jacents ne
sont pas toujours aussi faciles a apprehender.
5.3 Normalisation des folds
Le but de cette section est de presenter l'operateur de contro^le generique fold, tel qu'il a
ete introduit par Sheard et Fegaras [SF93]. L'operateur fold peut e^tre vu comme une genera-
lisation de l'operateur foldr presente a la section 5.2.4, au sens ou il n'est pas exclusivement
reserve au type des listes | d'ou le terme d'operateur de contro^le generique. Cet operateur
permet d'exprimer des fonctions dans un formalisme qui facilite la deforestation de leur com-
position. Cette deforestation s'appuie sur le theoreme de promotion et elle est eectuee par
un algorithme dit de normalisation. Dans ce chapitre, je presente ces notions et leur mode de
fonctionnement en commencant par presenter les types consideres dans cette approche et la
facon d'extraire leurs operateurs folds associes. Encore une fois, la presentation que je fais ici
a comme objectif de donner les idees de base de cette technique ; aussi, pour de plus amples
details, le lecteur pourra se referer a [MFP91, SF93, FSZ94].
Par ailleurs, certaines notions algebriques comme les foncteurs ou les catamorphismes
seront utilisees dans cette section sans rentrer dans leurs explications. Ces notions seront plus
clairement detaillees et formalisees dans la section 5.4.
5.3.1 Types simples
Dans cette presentation, les denitions de types consideres sont des simples sommes-de-
produits denis par des equations recursives. De maniere assez classique, le terme de somme-
de-produits vient de l'approche algebrique des types : le choix entre les dierentes alternatives
de constructeurs d'un type est considere comme etant une somme et, pour chaque construc-
teur, le m-uplet de ses arguments est considere comme etant un produit. La denition d'un
type T , simple somme-de-produits, est donc de la forme :
T 
1
: : : 
p
= c
1
t
1;1
: : : t
1;m
1
j : : :
j c
n
t
n;1
: : : t
n;m
n
ou les 
1
; : : : ; 
p
representent des variables de types, les c
i
sont des noms de constructeurs et
les t
i;j
sont soit des variables de type (dans l'ensemble 
1
; : : : ; 
p
), soit des instanciations de
types sommes-de-produits.
Voici quelques exemples de denitions de types sommes-de-produits :
list  = nil j cons  (list )
nat = zero j succ nat
tree  = leaf  j node (tree ) (tree )
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5.3.2 Foncteurs

A partir d'une telle denition de type, il est possible d'extraire un foncteur E associe
qui est une abstraction de la structure recursive du type [SF93], au sens ou il aranchit une
structure de donnees du nom de ses constructeurs.
E verie comme tous les foncteurs la propriete suivante qui sera tres utile :
(E f
1
: : : f
n
)  (E h
1
: : : h
n
) = E (f
1
 h
1
) : : : (f
n
 h
n
)

A un type simple somme-de-produits donne, Sheard et Fegaras associent donc un foncteur,
dont la denition constructive
8
est donnee a la denition 5.3.1.
Denition 5.3.1 (Foncteur E) Soit T 
1
: : : 
p
un type. Le foncteur E
T
associe a ce type
est deni pour chaque constructeur c
i
: t
i;1
: : : t
i;m
i
! T 
1
: : : 
p
par le foncteur (p+1)-adique
E
T
i
suivant :
E
T
i
f
1
: : : f
p
f
T
= x
i;1
; : : : ; x
i;m
i
:(K[t
i;1
]x
i;1
) : : : (K[t
i;m
i
]x
i;m
i
)
ou les variables liees x
i;j
sont de type t
i;j
et K[t
i;j
] represente une fonction qui peut e^tre
obtenue par les regles suivantes :
K[
k
] = f
k
K[T 
1
: : : 
p
] = f
T
2
Pour l'exemple du type list , les foncteurs associes aux constructeurs nil et cons sont :
E
list
nil
f g = ():()
E
list
cons
f g = x; y:(f x) (g y)
Pour le type tree, les foncteurs associes aux deux constructeurs leaf et node sont :
E
tree
leaf
f g = x:f x
E
tree
node
f g = x; y:(g x) (g y)
Un foncteur peut donc e^tre vu comme une description abstraite d'une structure.
5.3.3 Les folds et ce qu'ils representent
L'introduction d'un tel foncteur et sa denition pour chacun des constructeurs d'un type
permet de denir un operateur de contro^le generique, couramment connu sous le nom de fold.
Ce dernier est deni pour chaque type simple somme-de-produits. Tout comme le foncteur E
deni precedemment decrit une abstraction de la structure recursive d'un type, le fold base
sur cette abstraction est un operateur qui decrit comment appliquer une fonction ayant la
me^me structure recursive sur un tel type de donnee.
Denition 5.3.2 (Fold) Soit T 
1
: : : 
p
un type. La fonction fold
T
associee a ce type est
denie par l'ensemble des equations recursives suivantes, une pour chaque constructeur c
i
:
(fold
T
f)  c
i
= f
i
 (E
T
i
id
1
: : : id
p
(fold
T
f))
ou f = f
1
: : : f
n
et ou id
j
est la fonction identite.
2
8. Cette version est allegee par rapport a celle de [SF93], mais elle est susante pour la presentation qui
est faite ici.
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Chaque f
i
est appelee une fonction accumulative. L'exemple ci-dessous presente l'operateur
fold pour le type list qui est donc deni par deux fonctions, une pour chaque constructeur,
et gra^ce au foncteur E
list
deni dans la section 5.3.2.
(fold
list
f
n
f
c
)  nil = f
n
 (E
list
nil
id
1
(fold
list
f
n
f
c
))
= f
n
 (():())
et
(fold
list
f
n
f
c
)  cons = f
c
 (E
list
cons
id
1
(fold
list
f
n
f
c
))
= f
c
 (x ; y :(id
1
x ) ((fold
list
f
n
f
c
) y))
d'ou
(fold
list
f
n
f
c
) nil = f
n
(fold
list
f
n
f
c
) cons head tail = f
c
head ((fold
list
f
n
f
c
) tail)
Intuitivement, la fonction accumulative f
n
est appliquee lorsque le fold
list
agit sur un nil .
Ce dernier n'ayant pas d'argument, f
n
n'en a pas non plus. Cela correspond a la terminaison
de la recursion de la structure du type list . Par contre, si le fold
list
est applique a un construc-
teur cons (c'est le cas de recursion de la structure list), la fonction accumulative f
c
prend
en parametre deux arguments : le premier est l'element courant en te^te de la liste (head est
du type , parametre du type list) et le second correspond a l'appel recursif du fold
list
sur le
reste de la liste (tail est du type list ; il correspond a la partie recursive de la denition du
type list).
Par exemple, l'application de (fold
list
f
n
f
c
) sur une liste l a deux elements donne :
(fold
list
f
n
f
c
) (cons a (cons b nil)) = f
c
a (f
c
b f
n
)
An de mieux comprendre l'utilisation et le comportement du fold
list
, je donne ci-dessous
des exemples simples de denitions de fonctions classiques sur les listes, en utilisant cet ope-
rateur. La fonction copy cree une copie de la liste qui lui est passee en parametre. La fonction
(append x y) concatene les listes x et y. La fonction (length x ) calcule la longueur de la liste
x en utilisant la denition des entiers naturels (nat) presentee dans la section 5.3.1.
copy x = (fold
list
(():nil) (h; r :cons h r)) x
append x y = (fold
list
(():y) (h; r :cons h r)) x
length x = (fold
list
(():zero) (h; r :succ r)) x
La fonction length , denie par un fold, peut donc e^tre appliquee sur une liste a deux
elements l = cons a (cons b nil) de la facon suivante :
length l
= length (cons a (cons b nil))
= (fold
list
(():zero) (h; r :succ r)) (cons a (cons b nil))
= (h; r :succ r) a ((h; r :succ r) b (():zero))
= (h; r :succ r) a ((h; r :succ r) b zero)
= (h; r :succ r) a (succ zero)
= succ (succ zero)
Une maniere intuitive de se representer ce qu'est une fonction denie par un fold est de
se souvenir que cet operateur abstrait en me^me temps le schema de recursion du type des
donnees et le schema de recursion de la fonction. On obtient le resultat de la fonction en
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().zeroλ
h,r.succ rλ
b
a
h,r.succ rλ
(succ (succ zero))(cons a (cons b nil))
a
b nil
cons
cons
Fig. 5.11: L'application d'un fold vu comme remplacement des constructeurs par les fonctions
accumulatives : exemple pour length
remplacant, dans le terme qui lui est passe en argument, tous les constructeurs de type par
les fonctions accumulatives correspondantes du fold. Ainsi, l'execution deroulee ci-dessus peut
se visualiser comme dans la gure 5.11, en remplacant les cons par des (h; r :succ r) et les
nil par des (():zero).
Je termine cette presentation en donnant, pour diversier les exemples, la denition de
l'operateur fold pour le type tree, utilisant le foncteur E
tree
deni dans la section 5.3.2. Il
accepte egalement deux fonctions accumulatives, f
l
et f
n
correspondant aux constructeurs
leaf et node .
(fold
tree
f
l
f
n
)  leaf = f
l
 (E
tree
leaf
id
1
(fold
tree
f
l
f
n
))
= f
l
 (x :id
1
x )
et
(fold
tree
f
l
f
n
)  node = f
n
 (E
tree
node
id
1
(fold
tree
f
l
f
n
))
= f
n
 (x ; y :((fold
tree
f
l
f
n
) x ) ((fold
tree
f
l
f
n
) y))
d'ou
(fold
tree
f
l
f
n
) leaf n = f
l
n
(fold
tree
f
l
f
n
) node left right = f
n
((fold
tree
f
l
f
n
) left) ((fold
tree
f
l
f
n
) right)
Le formalisme des folds permet donc d'abstraire le schema de recursion des fonctions sur
le schema de recursion du type de donnee sous-jacent et de specier les calculs a eectuer sur
ce schema de recursion abstrait pluto^t que sur les constructeurs de la structure.
5.3.4 L'algorithme de normalisation
Il est donc desormais possible de denir et d'evaluer des fonctions recursives avec des folds.
Il sut pour cela d'avoir une denition algebrique du type de donnee sur lequel une fonction
agit, puis de decomposer la denition de la fonction sous la forme de fonctions accumulatives,
une pour chaque constructeur du type.
Je reviens donc au probleme initial : la deforestation. Exprimer des fonctions avec des folds
n'empe^che pas la production de structures de donnees intermediaires lors de la composition
de fonctions. Cependant, les denitions de fonctions a l'aide de l'operateur fold sont dirigees
par la structure du schema de recursion du type ; cette propriete permet d'appliquer plus
facilement un algorithme de deforestation. L'algorithme de normalisation mis au point par
Sheard et Fegaras [SF93] est base sur une loi generale qui s'applique a tous les folds, appelee
le theoreme de promotion ou encore xed point fusion dans [MFP91]. Ce theoreme etablit
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que la composition de n'importe quelle fonction g avec un fold est encore un fold, dont les
fonctions accumulatives ne dependent que de celles du fold initial et de g.
Theoreme 5.3.1 (Theoreme de promotion du fold)
8i : 
i
 (E
T
i
id
1
: : : id
p
g) = g  f
i
g  (fold
T
f ) = (fold
T
)
2
Je donne ci-dessous l'expression de ce theoreme pour le type list , basee sur les denitions
des foncteurs E
list
nil
et E
list
cons
(section 5.3.2), et sur la propriete que, pour tout foncteur E,
(E f
1
: : : f
n
)  (E h
1
: : : h
n
) = E (f
1
 h
1
) : : : (f
n
 h
n
).

n
= g f
n

c
h (g r) = g (f
c
h r)
g ((fold
list
f
n
f
c
) x ) = (fold
list

n

c
) x
De me^me, le theoreme de promotion du fold sur le type tree s'exprime a partir des de-
nitions des foncteurs E
tree
leaf
et E
tree
node
de la facon suivante :

l
n = g (f
l
n)

n
(g r
l
) (g r
r
) = g (f
n
r
l
r
r
)
g ((fold
tree
f
l
f
n
) t) = (fold
tree

l

n
) t
Comme le schema de recursion du fold est entierement decrit par le foncteur du type
associe et que ses fonctions accumulatives sont bien separees, il est possible de savoir ou la
recursion va s'appliquer : reconna^tre une nouvelle fonction accumulative dans l'application
de g sur chaque schema de recursion sut pour denir un nouveau fold.
En utilisant ce theoreme, l'algorithme de normalisation [SF93] permet de deforester la
composition d'une fonction g avec une fonction denie par un fold en integrant g dans les
fonctions accumulatives du fold. Dans le cas ou g est elle me^me exprimee avec un fold, le
but de l'algorithme de normalisation est de reduire des folds appliques a des folds en des
folds appliques a des variables (eliminer des structures intermediaires). Intuitivement, cette
normalisation est accomplie en poussant le fold externe dans la fonction d'accumulation du
fold interne.
Dans le langage des termes qui est utilise ici, un programme a la forme x
1
; : : : ; x
n
:t, ou
chaque x
i
est une variable et le terme t est soit :
{ une variable : x, liee dans une lambda abstraction externe ;
{ une construction : c t
1
: : : t
n
ou c est un constructeur et chaque t
i
un terme ;
{ un fold : (fold
T
f
1
: : : f
n
) t sur un terme t de type T . Chaque f
i
a la forme x
1
; : : : ; x
m
:t
i
ou chaque x
j
est une variable liee et t
i
est un terme.
Les variables liees x
j
des fonctions accumulatives sont dites variables d'accumulation de
resultat si et seulement si elles sont associees a un parametre de type T dans le constructeur
correspondant ; en fait, elles representent le resultat d'un appel recursif du fold.
Par exemple, dans la denition de append, r est une variable d'accumulation de resultat :
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append x y = (fold
list
(():y) (h; r:cons h r)) x
Intuitivement, ceci veut dire que dans l'application du fold sur un terme x = cons head tail ,
le h represente head et le r represente le resultat de l'appel de append tail y . Cette notion est
utile dans la denition suivante.
Denition 5.3.3 (Terme potentiellement normalisable) Un programme dans le langage
des termes est dit potentiellement normalisable s'il ne contient pas de terme (fold
T
f ) t
tel que t fasse reference a une variable d'accumulation de resultat qui soit liee dans une lambda
abstraction englobante (externe).
2
Un contre-exemple assez simple est la fonction d'inversion de liste, naif rev , exprimee de
la facon nave
9
suivante :
let naif rev x =
case x of
cons head tail ! append (naif rev tail (cons head nil))
nil ! nil
Cette fonction s'exprime par un fold de la facon suivante :
(fold
list
(():nil) (h; r :append r (cons h nil))) x
soit, d'apres la denition de append
(fold
list
(():nil) (h; r:(fold
list
(():cons h nil) (i ; s:cons i s)) r)) x
ou le fold interne porte sur r, qui est une variable d'accumulation de resultat. Cette fonction
naif rev exprimee ainsi n'est donc pas potentiellement normalisable. L'idee intuitive est que
le fold interne accepte en parametre une variable d'accumulation de resultat, \en cours de
construction" dans le fold externe. La promotion sur une fonction utilisant une telle variable
n'est donc pas envisageable.
Un terme est dit canonique s'il ne contient que des folds sur des variables et qu'aucune
de ces variables n'est une variable d'accumulation de resultat ; un terme canonique sera donc
toujours potentiellement normalisable.
Algorithme de normalisation
Pour une denition de fonction donnee sous la forme d'un fold, l'algorithme de norma-
lisation permet de deforester la composition d'une fonction g avec ce fold. Ceci est fait en
integrant g dans les fonctions accumulatives du fold, evitant ainsi des constructions de struc-
tures intermediaires.
Dans l'algorithme de normalisation presente ci-dessous,  est une fonction partielle des
termes vers les variables. [g=r] etend la fonction partielle  en associant le terme g a la
variable r et [(g
1
; : : : ; g
n
)=(r
1
; : : : ; r
n
)] etend  en associant les g
i
aux r
i
. L'algorithme de
normalisation comprend les trois parties suivantes :
9. Nave au sens ou me^me si elle n'est pas tres naturelle, cette forme est syntaxiquement la plus simple, la
plus basique.
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length = fold
list
(():zero) (h; r :succ r)
length (cons head tail) = (fold
list
f
n
f
c
) (cons head tail)
= f
c
head ((fold
list
f
n
f
c
) tail)
= (h; r :succ r) head ((fold
list
f
n
f
c
) tail)
= succ ((fold
list
f
n
f
c
) tail)
length (cons head tail) = succ (length tail)
Fig. 5.12: Un pas d'application a une construction pour length
g((fold
list
f
n
f
c
) x ) = (fold
list

n

c
) x
ou

n
= g f
n

c
r
1
r
2
= g (f
c
x
1
x
2
)
et comme (E
list
cons
id
1
g) x
1
x
2
= (id
1
x
1
) (g x
2
) = (x
1
) (g x
2
)
on a [x
1
=r
1
; (g x
2
)=r
2
]
Fig. 5.13: Promotion du fold pour le type list
{ Generalisation : si l'algorithme de normalisation produit un terme associe dans  a
une variable v, alors ce terme est remplace par v :
t est remplace par v si (t=v) 2 
{ Application a une construction : d'apres la denition du fold :
(fold
T
f ) (c
i
u) est remplace par f
i
((E
T
i
id
1
: : : id
p
(fold
T
f )) u)
voir la gure 5.12 pour l'exemple de length.
{ Promotion du Fold : si le terme est une composition d'une fonction g avec un fold,
(g ((fold
T
f
1
: : : f
n
) x )) est remplace par (fold
T

1
: : : 
n
) x
Le theoreme de promotion du fold est applique pour determiner chaque 
i
en appliquant
recursivement l'equation :
(
i
r
1
: : : r
m
i
) = (g (f
i
x
1
: : : x
m
i
))
ou chaque x
i
et r
i
sont de nouvelles variables. Dans chacun des cas,  est etendu avec le
ltrage des termes (E
T
i
id
1
: : : : : : g) x
1
: : : x
m
i
sur les variables r
1
: : : r
m
i
. Voir la gure
5.13 pour le type list .
Pour illustrer cet algorithme, je deroule ci-dessous un exemple de normalisation de la
composition de deux fonctions dans le terme length (append x y) :
length x = (fold
list
(():zero) (h; r :succ r)) x
append x y = (fold
list
f
n
f
c
) x
avec

f
n
= ():y
f
c
= h; r :cons h r
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Il faut alors trouver un (fold
list

n

c
) x equivalent a la composition
length (append x y)
L'algorithme de normalisation pour g = length donne :

n
= length f
n
, avec  = [ ] obtenu par Promotion
= length y
= (fold
list
(():zero) (h; r :succ r)) y

c
r
1
r
2
= length (f
c
x
1
x
2
) , avec  = [x
1
=r
1
; (length x
2
)=r
2
]
obtenu par Promotion
= length (cons x
1
x
2
)
= succ (length x
2
) par Application a une construction
= succ r
2
par Generalisation d'apres 
On obtient donc pour la composition de length (append x y) :
(fold
list
(():(fold
list
(():zero) (h; r :succ r)) y);
(r
1
; r
2
:succ r
2
)) x
La liste intermediaire n'est alors plus construite et la composition est donc deforestee.
5.3.5 Comparaison avec l'algorithme de Wadler

A ce stade de la presentation, il appara^t deja des similitudes entre l'algorithme de nor-
malisation des folds et l'algorithme de deforestation de Wadler presente a la section 5.2.
En eet, le pas d'application a une construction de l'algorithme de normalisation, qui
permet d'exposer les constructeurs d'une structure a l'eet d'une fonction exprimee par un
fold, produit le me^me eet que la regle (5) de l'algorithme de deforestation de Wadler (cf.
gure 5.8) qui specialise l'application d'un case en fonction du pattern sur lequel il intervient.
Dans ce cas, la denition du fold a l'aide du foncteur, qui explicite la recursion de la fonction et
qui la decompose relativement a la structure recursive du type considere, facilite l'association
des fonctions accumulatives de resultat aux constructeurs correspondants. Dans l'algorithme
de Wadler, cette phase est realisee par le pattern matching du case, mais l'eet obtenu
est le me^me : l'exposition directe d'un constructeur a une fonction permet, par depliage
10
,
de faire ressortir les constructeurs vers l'exterieur (vers la gauche) des termes. Comme les
structures intermediaires sont construites par des constructeurs auxquels sont appliquees des
fonctions, faire ressortir les constructeurs equivaut a eliminer des constructions de structures
intermediaires.
Par ailleurs, la promotion du fold de l'algorithme de normalisation peut e^tre vue, en partie,
comme l'action conjuguee des regles (6) et (7) de l'algorithme de deforestation de Wadler (cf.
gure 5.8), qui ont pour but de deplier un appel de fonction et, dans le cas ou cette fonction
est un terme case, de distribuer le case externe dans les branches du case interne. Si un
fold peut e^tre vu comme une sorte de case, qui distribue les fonctions accumulatives de
resultats sur leurs constructeurs correspondants, la promotion du fold a bien pour eet de
distribuer le calcul de g | que g soit un fold (regle (7)) ou non (regle (6)) | dans les fonctions
accumulatives de resultat du fold interne, creant ainsi les fonctions 
i
.
10. Au sens de Burstall et Darlington, c'est-a-dire remplacement de l'appel de la fonction par sa denition.
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Pour terminer, la phase de generalisation de l'algorithme de normalisation permet de
resoudre le probleme de la terminaison de l'algorithme de Wadler. En eet, l'association dans
 entre les variables r
i
introduites par l'algorithme lors de la promotion du fold et les termes
x
i
ou (g x
i
) qui leur correspondent n'a pour but que de pouvoir reintroduire les fonctions
recursives et d'assurer la terminaison de l'algorithme. C'est le cas dans l'exemple deroule a la
section precedente (section 5.3.4), lorsque le terme succ (length x
2
) est remplace par r
2
dans
un pas de generalisation : cela permet de denir la fonction 
c
relativement a son parametre
r
2
. C'est bien ce type de remplacement qui permet a l'algorithme de terminer en reconnaissant
des sous-expressions comme ayant deja ete rencontrees.
Malgre les dierences apparentes et un traitement de la terminaison directement inclus
dans l'algorithme de normalisation des folds tandis qu'il est pluto^t exterieur dans l'algorithme
de Wadler, ces deux approches sont basees sur des principes similaires mais avec des techniques
de mise en uvre dierentes. Quant aux termes pris en compte par les algorithmes respectifs,
il ne manque a un terme canonique que la linearite pour e^tre un terme treeless. Cette condition
de linearite est introduite dans l'algorithme de Wadler pour eviter la duplication de termes
cou^teux ; ces considerations ne sont pas prises en compte dans l'algorithme de normalisation.
5.3.6 Limitations et extensions
La normalisation des folds, telle qu'elle a ete presentee jusqu'ici, ne permet pas de norma-
liser n'importe quel programme. C'est le cas de la denition nave de l'inversion de liste deja
presentee plus haut :
(fold
list
(():nil) (h; r :append r (cons h nil))) x
ou append est un fold qui traverse la variable d'accumulation de resultat r. Comme le pre-
cisent les auteurs dans [SF93], de nombreuses fonctions peuvent e^tre exprimees de la sorte, en
utilisant un parametre supplementaire qui joue le ro^le d'un accumulateur. De telles fonctions
peuvent frequemment e^tre exprimees sous la forme de fold du second ordre, que je vais intro-
duire ci-dessous, et certaines d'entre elles peuvent alors e^tre normalisables tandis qu'elles ne
l'etaient pas sous leur forme en fold du premier ordre.
Ainsi, si l'on considere la denition de la fonction qui inverse une liste sous la forme
suivante a deux parametres, plus repandue dans le monde fonctionnel que la version nave
naif rev precedemment presentee, l'appel pour inverser la liste x sera alors fait par rev x nil :
let rev x w =
case x of
cons head tail ! rev tail (cons head w)
nil ! w
Le fold de second ordre correspondant a cette denition de fonction est le suivant :
rev x = (fold
list
(():(w :w)) (h; r :(w :r (cons h w)))) x nil
Sheard et Fegaras [SF93] ont introduit une extension de l'algorithme de normalisation pour
les folds de second ordre qui permet d'amener cette forme a normalisation. Je ne presente pas
ici cette methode dans le detail, mais j'en donne les grandes lignes. Le lecteur pourra bien
su^r se reporter a [SF93] pour plus de details.
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Comme je l'ai dit, la version nave de reverse en fold n'est pas directement normalisable,
car la fonction append qu'elle contient agit sur la variable d'accumulation de resultat r qui
represente le resultat du fold et qui est en cours de construction. Plus precisement, cette forme
nave n'est pas normalisable parce que le fold interieur porte sur r, une variable du type list
liee par le fold externe.
Pour resoudre ce probleme, en plus du theoreme de promotion du second ordre, une trans-
formation
11
F
G
est introduite dans [SF93]. Pour l'exemple de reverse, cette transformation
traduit automatiquement le programme fold naf naif rev en son equivalent en second ordre,
qui est normalisable via le theoreme de promotion de second ordre.
Il faut cependant noter que la transformation F
G
impose des restrictions sur le type
de base et sur les fonctions accumulatives, ce qui fait perdre beaucoup de sa generalite a la
methode. Sans rentrer dans les details (voir [SF93]), le type doit posseder un zero-constructeur
et les fonctions accumulatives doivent utiliser des fonctions de zero-remplacement. Gra^ce a
ces conditions particulieres, la forme nave en fold de reverse peut e^tre transformee par F
G
et le fold de second ordre resultant est normalisable avec le theoreme de promotion de second
ordre. Cela autorise des deforestations telles que length (reverse x) = length x ou reverse
(reverse x) = copy x.
12
Cependant, on ne sait toujours pas comment operer une telle transformation dans le cas
ou le type de base ne possede pas naturellement de zero-constructeur, comme le type tree
precedemment deni.
5.4 Formalismes algebriques
Cette section traite des travaux sur l'algorithmique constructive
13
qui ont abouti a des
formalismes, des methodes et des systemes de transformation de programmes a des ns de
deforestation. Le but de l'algorithmique constructive est de calculer des programmes a partir
de leur specication. Le sens du mot calculer est moins clair pour des fonctions que pour
des operations arithmetiques comme l'addition ou la multiplication. En eet, comme le sou-
lignent Meijer, Fokkinga et Paterson dans [MFP91], il est plus dicile d'etablir, de prouver
et d'utiliser des lois pour la composition de fonctions arbitraires denies recursivement que
pour la composition d'operations bien connues de l'arithmetique. Le principal probleme avec
les fonctions recursives est de traiter leur schema de recursion de facon isolee ; la structure
algorithmique de telles fonctions est obscurcie par des denitions recursives non structurees.
Dans les folds, les foncteurs sont utilises pour representer les schemas de recursion des struc-
tures et pour guider la denition des fonctions. L'approche de l'algorithmique constructive
est d'augmenter encore cette abstraction et d'utiliser les foncteurs pour denir les types eux-
me^mes. Les schemas de recursion de ces types sont alors vus comme des fonctions d'ordre
superieur, distincts les uns des autres et independants des ingredients qui leur permettent de
specier des denitions de fonctions recursives.
Cette approche est a la base de dierentes recherches qui ont tente de denir des opera-
teurs de recursion qui sont naturellement associes a des denitions de types algebriques. Par
ailleurs, de nombreuses lois ont ete etablies concernant ces operateurs et leur composition.
Les principaux operateurs interessants dans le cadre de mon etude travaillent sur des types
11. Cette transformation est basee sur les notions de passage de continuation (CPS).
12. En utilisant, en plus du theoreme de promotion de second ordre, la transformation F
 1
G
denie dans [SF93].
13. Le terme anglo-saxon est Constructive Algorithmics.
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de donnees denis recursivement, tels que le type liste :
list A = nil j cons A (list A)
La structure recursive de cette denition est tres frequemment utilisee pour ecrire des
fonctions qui traitent de ce type. Ceci a permis de distinguer dierentes familles de fonctions,
relativement a leur comportement general par rapport a une telle denition recursive de type.
Meijer et al. les decrivent assez intuitivement dans [MFP91]. Une fonction du type (list A)!
B qui detruit une liste est appelee un catamorphisme (du grec , qui signie en bas).
C'est l'equivalent d'un fold, une sorte de pliage du parametre, evoque dans [BD77, BW88].

A
l'oppose, une fonction du type B ! (list A), qui construit une liste a partir d'un element, est
appelee un anamorphisme (du grec , qui signie vers le haut) ; c'est en fait l'operation
duale de depliage du parametre, unfold, quelquefois appelee constructeur (build), comme dans
[GLJ93]. Par ailleurs, une fonction de type A! B dont le schema recursif d'appel a la forme
d'une liste, ou plus generalement d'un type de donnee deni recursivement, est appelee un
hylomorphisme (du grec o qui signie matiere, et de la philosophie d'Aristote considerant
que la forme et la matiere ne font qu'un).
Apres ce detour culturel, je vais presenter assez brievement dans cette section les bases
de l'algorithmique constructive ayant trait a la deforestation. Pour de plus amples details, je
conseille au lecteur de se reporter a [BW88, Mal90, MFP91, Fok95, Mee95, TM95, HIT96b].
5.4.1 Quelques rappels sur les categories
Bien que ce ne soit pas le sujet de cette these, ni fondamental pour la comprehension de
ce qui suit, je presente ici les objets et le formalisme de base de la theorie des categories,
auxquels je ferai reference plus loin, dans la section 5.5.
Au sens mathematique du terme, un morphisme est synonyme d'homomorphisme. Si on
considere un ensemble E muni d'une operation > et un ensemble E
0
muni d'une operation
?, un morphisme est une application f de E dans E
0
telle que f(x>y) = f(x)?f(y) ou x et
y appartiennent a E.
Denition 5.4.1 (Categorie) Une categorie C est denie par la donnee de :
{ une collection d'objets, A, B, C : : :
{ une collection de morphismes, f , g, h : : :
{ une relation entre les morphismes et les paires d'objets, appelee typage et notee :
f : A!
C
B ou f est le morphisme et ou A!
C
B est le type de f ;
{ une operation binaire sur les morphismes, appelee composition et notee g  f ou gf ;
{ pour chaque objet A, un morphisme particulier, appele identite sur A et note id ou id
A
;
qui verient les axiomes suivants :
{ Unicite du type
f : A!
C
B et f : A
0
!
C
B
0
) A = A
0
et B = B
0
{ Typage de la composition
f : A!
C
B et g : B !
C
C ) g  f : A!
C
C
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{ Typage de l'identite
id
A
: A!
C
A
{ Associativite de la composition
h  (g  f) = (h  g)  f
{ Identite, pour tout A
f  id
A
= f = id
A
 f
2
Parmi les categories les plus utilisees, on peut citer la categorie Set dont les objets sont
les ensembles et dont les morphismes sont les fonctions totales typees ; la composition et les
identites de Set sont celles des fonctions. La categorie CPO est la categorie des Ordres Partiels
Complets dont les morphismes sont les fonctions continues. Elle sera tres utile dans la suite
de cette presentation.
Je presente ici quelques denitions relatives aux categories, a commencer par les notions
d'objet initial et d'objet nal d'une categorie.
Denition 5.4.2 (objet initial) Un objet A d'une categorie C est dit initial si pour tout
objet B de C, il existe un morphisme et un seul de A vers B :
8 B 9! f tel que f : A! B
2
Denition 5.4.3 (objet nal) Un objet A d'une categorie C est dit nal si pour tout objet
B de C, il existe un morphisme et un seul de B vers A :
8 B 9! f tel que f : B ! A
2
D'une autre facon, l'objet A est dit nal s'il est initial dans la categorie duale de C.
Dans la denition d'une categorie, les objets sont juste des choses sur lesquelles aucune
structure interne ne peut e^tre observee par des moyens categoriels (compositions, identites,
morphismes, typages). Les foncteurs fournissent un outil pour manipuler les objets structures
[Fok95], en agissant sur les objets et les morphismes de sorte a ce que les proprietes de
typage soient conservees, comme le specie la denition 5.4.4 et comme l'illustre le diagramme
suivant.
Denition 5.4.4 (Foncteur) Soient C et D deux categories ; un foncteur F de C dans D
associe des objets de C a des objets de D et des morphismes de C a des morphismes de D de
sorte que :
F f : F A!
D
F B si f : A!
C
B
F id
A
= id
FA
pour chaque objet A dans C
F (g  f) = (F g)  (F f) si g  f est bien type:
2
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Les diagrammes suivants permettent de visualiser les relations qui lient un foncteur aux
morphismes et aux objets des categories.
A
f
   ! B
g
   ! C
F
?
?
y
F
?
?
y
F
?
?
y
FA
F f
   ! FB
F g
   ! FC
A
(gf)
   ! C
F
?
?
y
F
?
?
y
FA
(F g)(F f)
      !
F(gf)
FC
De nombreuses lois et proprietes sont relatives aux categories et a leur manipulation ; j'en
rappelle maintenant quelques unes.
Les endofoncteurs sur une categorie C sont des foncteurs de C dans C. La donnee d'un tel
endofoncteur F permet de denir la notion categorielle de F-algebre, representant classique-
ment un monode, c'est-a-dire un ensemble (un objet de la categorie) muni d'une operation
associative (la composition) et d'un element neutre pour cette operation (l'identite).
Denition 5.4.5 (F-algebre) Soit une categorie C et un endofoncteur F dans C. Une F-
algebre est une paire (A;) ou A est un objet de C, appele le support de l'algebre
14
et
 : FA! A est un morphisme appele l'operation de l'algebre.
La F-algebre peut aussi e^tre denotee par son operation, le support etant alors implicite :
on parlera de la F-algebre  : FA! A.
2
De me^me, il est possible de retranscrire la notion classique d'homomorphisme en termes
categoriels et relativement a un endofoncteur.
Denition 5.4.6 (F-homomorphisme) Soit une categorie C et un endofoncteur F sur C.

Etant donne deux F-algebres (A;
A
) et (B;
B
), le F-homomorphisme de (A;
A
) vers
(B;
B
) est un morphisme h de l'objet A vers l'objet B dans la categorie C, qui satisfait
h  
A
= 
B
 Fh.
Dans la notation plus concise, le F-homomorphisme de 
A
dans 
B
est denote par h :

A
!
F

B
.
2
La notion de F-homomorphisme peut e^tre intuitivement illustree par le diagramme suivant,
ou la propriete h  
A
= 
B
 Fh signie que le diagramme commute :
A
h
   ! B

A
x
?
?

B
x
?
?
FA
F h
   ! FB
14. Le terme anglo-saxon est carrier of the algebra.
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
A partir de la denition de ces objets, une nouvelle categorie va permettre de se rapprocher
de la notion de type de donnee.
Denition 5.4.7 (Categorie des F-algebres) Soit une categorie C et un endofoncteur F
sur C. La categorie ALG(F) des F-algebres a pour objets les F-algebres de C et pour
morphismes tous les F-homomorphismes entre les F-algebres. La composition et l'identite
dans la categorie des F-algebres sont ceux de la categorie C.
2
La denition d'un objet initial d'une categorie (Denition 5.4.2) est tout a fait applicable
sur ALG(F) et cet objet, s'il en existe un, est alors lui-me^me une F-algebre.
Denition 5.4.8 (F-algebre initiale) Soit une categorie C et un endofoncteur F sur C.
Une F-algebre initiale est un objet initial de la categorie ALG(F).
2
Si je suppose, en prenant un peu d'avance sur la section suivante, l'existence d'une F-
algebre initiale pour un foncteur donne F, et que je decide de la noter in
F
: FF! F, cette
F-algebre initiale verie d'apres la denition 5.4.2 l'existence d'un unique F-homomorphisme
h
B
pour toute F-algebre 
B
: FB ! B. Cette propriete est illustree par le diagramme suivant :
F
h
B
   ! B
in
F
x
?
?

B
x
?
?
FF
Fh
B
   ! FB
5.4.2 Types de donnee comme points xes de foncteurs
Le but de l'utilisation de ces notions des categories est de pouvoir representer, par un
endofoncteur, a la fois la structure des donnees et la structure de contro^le dans la denition
d'un type | c'est-a-dire a la fois le type recursif et la recursion naturelle sur ce type. Par la
suite, cela permet de representer plus facilement des denitions de fonctions sur ces types en
utilisant ces foncteurs.
En general, dans le contexte des denitions de fonctions recursives sur des types alge-
briques, la categorie C utilisee par defaut est CPO, la categorie des ordres partiels complets
avec les fonctions continues, ce qui permet de prendre en compte des equations recursives
arbitraires dans une structure proche des langages fonctionnels paresseux [MFP91, HIT96b].
Dans la suite, j'utiliserai donc C pour CPO.
De plus, dans ce contexte, il a ete prouve [Mal90] que la categorie ALG(F) possede un
objet initial des que l'endofoncteur F est polyno^mial, c'est-a-dire construit a partir des quatre
foncteurs de base identite, constant, produit et somme disjointe denis ci-dessous. Les objets
de la categorie C manipules dans la suite seront appeles des types.
Denition 5.4.9 (Identite) Le foncteur identite Id est deni par son eet sur un type X
et sur une fonction f comme suit :
Id X = X
Id f = f
2
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Denition 5.4.10 (Constant) Le foncteur constant !A est deni par son eet sur un type
X et sur une fonction f comme suit :
!A X = A
!A f = id
2
Denition 5.4.11 (Produit) Le foncteur produit XY de deux types X et Y et son eet
sur les fonctions f et g sont denis comme suit (par commodite et par habitude, ce foncteur
 est utilise en notation inxe) :
X  Y = f(x; y) j x 2 X; y 2 Y g
(f  g) (x; y) = (f x; g y)
Les operateurs de projection (
1
et 
2
) et de split
15
(

) relatifs au produit sont :

1
(a; b) = a

2
(a; b) = b
(f

g) a = (f a; g a)
2
Denition 5.4.12 (Somme disjointe) Le foncteur de somme disjointe X + Y de deux
types X et Y et son eet sur les fonctions f et g sont denis comme suit :
X + Y = f1g X [ f2g  Y
(f + g) (1; x) = (1; fx)
(f + g) (2; y) = (2; gy)
Les operateurs d'injection (
1
et 
1
) et de junc
15
(
r
) relatifs a la somme disjointe sont :

1
a = (1; a)

2
b = (2; b)
(f
r
g) (1; x) = fx
(f
r
g) (2; y) = gy
2
Donc, dans C, pour un endofoncteur polyno^mial F donne, la categorie des F-algebres
ALG(F) possede une F-algebre initiale [Mal90]. Elle est notee in
F
: FF! F.
De plus, la categorie duale possede une F-co-algebre nale, notee out
F
: F! FF.
Elles sont inverses l'une de l'autre et etablissent un isomorphisme F

=
FF dans C. Elles
satisfont egalement l'equation
(f:in
F
 Ff  out
F
) = id
F
ou  est l'operateur de point xe qui satisfait h = h(h), par analogie avec la denition
d'une fonction recursive f , qui peut e^tre exprimee comme le point xe de l'equation f x = x.
C'est egalement pourquoi le support de ces F-algebres est note F.
15. Je prefere utiliser les termes anglo-saxons split et junc qui sont plus intuitifs et plus concis que leurs
traductions francaises separation et jonction.
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F
in
F
x
?
?
?
?
y
out
F
FF
On dit que le type F est le type de donnee (algebrique) deni par le foncteur F. L'operation
in
F
: FF ! F est quelques fois appelee le constructeur de donnee et out
F
: F ! FF le
destructeur (ou abstracteur)
16
de donnees.
En somme, aux declarations de types de donnees classiques correspondent des foncteurs.
Pour illustrer ces notions abstraites, je propose deux exemples simples : les entiers naturels et
les listes.
Le type des entiers naturels, classiquement deni par :
nat = zero j succ nat
correspond a la declaration de la N-algebre initiale,
in
N
= zero
r
succ : N nat! nat
ou le foncteur N est deni par N = !1+ Id, et ou nat = N (1 est l'objet terminal (ou nal)
de C). L'operateur inverse de in
N
est out
N
, deni par :
out
N
= x:case x of
zero! (1; ())
succ n! (2; (n))
De me^me, le type de donnee representant les listes d'elements de type A, classiquement
deni par
list A = nil j cons A (list A)
peut e^tre vu par sa denition categorielle, en tant que L
A
-algebre initiale
in
L
A
= nil
r
cons : L
A
(list A)! (list A)
ou le foncteur est L
A
= !1+!A Id et ou (list A) = L
A
.
La L
A
-co-algebre nale peut alors e^tre denie par :
out
L
A
= x:case x of
nil! (1; ())
cons head tail ! (2; (head; tail))
16. Abstracteur au sens ou il remplace les constructeurs par des numeros (tags) de constructeurs. Par exemple,
nil devient (1; ()) et (cons a l) devient (2; (a; l)).
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5.4.3 Catamorphismes et anamorphismes
Le fait que in
F
: FF ! F soit une F-algebre initiale dans ALG(F) implique que pour
toute F-algebre  : FA! A, il existe un unique F-homomorphisme h : in
F
!
F
, c'est-a-dire
un morphisme de l'objet F vers l'objet A dans la categorie C qui verie h  in
F
=   Fh.
Cet homomorphisme est appele un catamorphisme et est note ([])
F
.
De facon duale, le fait que out
F
: F! FF soit une F-co-algebre nale dans COALG(F)
signie que pour toute F-co-algebre  : A ! FA, il existe un unique F-co-homomorphisme
h :  !
F
out
F
, c'est-a-dire un un morphisme de l'objet A vers l'objet F dans la categorie
C qui verie out
F
 h = Fh   . Ce F-co-homomorphisme est appele anamorphisme et note
[( )]
F
.
Intuitivement, cela peut se representer par les diagrammes suivants, ou pour toute F-
algebre  : FA ! A, et pour toute F-co-algebre  : A ! FA, il existe un unique ([])
F
et un
unique [( )]
F
.
F
([])
F
   ! A
in
F
x
?
?
x
?
?

FF
F([])
F
    ! FA
F
[()]
F
     A
out
F
?
?
y
?
?
y
 
FF
F[( )]
F
      FA
Ces deux morphismes peuvent aussi e^tre denis comme des plus petits points xes :
([ ])
F
: (FA! A)! F! A
([])
F
= (f:  Ff  out
F
)
[( )]
F
: (A! FA)! A! F
[( )]
F
= (f:in
F
 Ff   )
Par ailleurs, les proprietes de , in
F
et out
F
permettent de deduire les proprietes suivantes :
([])
F
=   F([])
F
 out
F
([])
F
 in
F
=   F([])
F
[( )]
F
= in
F
 F[( )]
F
  
out
F
 [( )]
F
= F[( )]
F
  
Dans les sections suivantes, je montrerai de facon plus intuitive que les catamorphismes
sont des operateurs fold generalises qui substituent les constructeurs d'un type de donnee par
des operations de me^me signature. Ce sont des consommateurs de structures. De facon duale,
les anamorphismes sont des producteurs de structures et correspondent a l'operateur inverse
du fold. De nombreuses fonctions classiques sur des structures de donnees en programmation
fonctionnelle peuvent e^tre exprimees avec des catamorphismes [SF93, GLJ93].
5.4.4 Hylomorphismes
Il a deja ete remarque qu'un fold etait un catamorphisme (un consommateur de structure),
et que l'operateur dual etait un anamorphisme (un producteur de structure). Un hylomor-
phisme est ce que l'on obtient en composant un catamorphisme avec un anamorphisme :
([])  [( )]. Le diagramme presente gure 5.14 permet d'en avoir une notion intuitive. En fait,
un hylomorphisme represente la partie gee d'une recursion associee a un foncteur particulier.
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[[; ]]
F
                       !
B
   !
[( )]
F
F
   !
([])
F
A
 
?
?
y
in
F
x
?
?
?
?
y
out
F
x
?
?

FB
F[( )]
F
    !
FF
F([])
F
    !
FA
                       !
F[[; ]]
F
Fig. 5.14: Un hylomorphisme est la composition d'un catamorphisme et d'un anamorphisme
[[ ; ]]
F
: (FA! A) (B ! FB)! B ! A
[[;  ]]
F
= (f:  Ff   )
Ces denitions font donc des catamorphismes et des anamorphismes des cas particuliers
d'hylomorphismes.
([])
F
= [[; out
F
]]
F
et [( )]
F
= [[in
F
;  ]]
F
Un hylomorphisme [[;  ]]
F
est une fonction recursive dont le graphe (schema) d'appel
est isomorphique au type de donnee algebrique F. La plupart des fonctions couramment
utilisees peuvent e^tre exprimees avec des hylomorphismes [BM94]. Par ailleurs, toute fonction
primitive recursive sur un type algebrique peut e^tre representee par un hylomorphisme sur
un certain type algebrique [Mee92].
Parmi les nombreux theoremes veries par ces objets, issus de la theorie des categories,
certains sont d'un intere^t tout particulier pour les transformations de programmes ecrits dans
ce formalisme. Avant de presenter l'un de ces theoremes, appele HyloShift, il est necessaire
de denir la notion de transformation naturelle.
Denition 5.4.13 (Transformation naturelle) Soient C et D deux categories, et F,G :
C ! D deux foncteurs. Une transformation dans D de F vers G est une famille t de
morphismes t
A
:
t
A
: FA!
D
GA pour tout A dans C
Une transformation t dans D de F vers G est naturelle, et notee t : F
:
! G si
t
A
 Ff = Gf  t
B
pour tout f : B !
C
A
2
En fait, une transformation naturelle n'est rien d'autre qu'une sorte de \map" preservant
la structure entre deux foncteurs [Fok95]. Le dessin de la gure 5.15 donne une idee intuitive
de la denition. Prenons l'exemple de la categorie Set des ensembles. Si F, G : C ! Set sont
des foncteurs d'une categorie C dans Set, alors pour chaque A dans C, FA represente un
ensemble structure et F represente la structure elle-me^me. Supposons alors que F represente
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t
f
Gf
Ff
t
D
C
F G GF
B A
GA
FAFB
GB
B
A
Fig. 5.15: Transformation naturelle t dans D de F vers G
la structure des paires, et G la structure des listes. Dans ce cas, FG represente la structure des
paires de listes, GG la structure des listes de listes, etc. Une transformation de la structure F
dans la structure G est alors une famille t de fonctions t
A
: FA! GA eectuant un mapping
de l'ensemble FA vers l'ensemble GA pour chaque A de C. Une telle transformation t est
dite naturelle si chaque t
A
n'aecte pas les constituants des elements structures de FA, mais
reforme simplement la structure des elements, d'une F-structure vers une G-structure. Dans
cet exemple des listes et des paires [Fok95], si on considere les fonctions join
A
: FGA! GA
dans la categorie Set qui transforment des paires de listes de A en des listes de A (par exemple,
en concatenant les constituants de la paire), alors la famille des join est une transformation
naturelle join : FG
:
! G puisque :
join
B
 FGf = Gf  join
A
pour chaque f : A! B
Cette notion de transformation naturelle permet d'enoncer un theoreme, issu de la theorie
des categories, qui est d'un intere^t tout particulier pour les transformations de programmes
ecrits dans le formalisme des hylomorphismes. Ce theoreme, qui sera utilise dans la section
suivante, etablit qu'il est possible de deplacer les transformations naturelles d'un constituant
a l'autre dans un hylomorphisme, soit :
Theoreme 5.4.1 (HyloShift) Si  est une transformation naturelle de F vers G, alors on
a :
 : F
:
! G ) [[  ;  ]]
F
= [[;    ]]
G
2
5.5 Fusion d'hylomorphismes
L'idee sous-jacente aux dierents formalismes de deforestation en forme calculationnelle
est qu'un type de donnees recursif et une fonction recursive s'appliquant sur ce type peuvent
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e^tre exprimes en fonction du me^me foncteur. Celui-ci represente le schema de recursion de
l'operation a eectuer en fonction du schema de recursion de la denition du type.
Le formalisme des folds, qui sont des catamorphismes, exploite deja cette relation. Ce-
pendant, un catamorphisme est un cas particulier d'un hylomorphisme et Takano et Meijer
[TM95] ont developpe un formalisme representant la notion d'hylomorphisme sous une forme
particulierement adaptee a son traitement automatique, appele hylomorphisme sous forme de
triplet.
Un hylomorphisme sous forme de triplet est un pattern de recursion expressif constitue de
trois parties : un operateur d'abstraction du type, un operateur de transformation dans cet
espace abstrait et un operateur de concretisation de cet espace abstrait vers le type resultant.
Cette section presente ce formalisme et ses atouts.
5.5.1 Hylomorphismes sous forme de triplets

A la section 5.4.4, il a deja ete signale qu'un hylomorphisme pouvait e^tre vu comme
la composition d'un catamorphisme et d'un anamorphisme. L'idee de Takano et de Meijer
[TM95] est de se servir des hylomorphismes comme composants de base pour representer la
structure des programmes et pour pouvoir ensuite les deforester par des regles simples (cf.
Acid Rain Theorems, section 5.5.2). Cependant, l'observation suivante permet de simplier
l'application de ces theoremes : de nombreuses fonctions se comportent a la fois comme des
catamorphismes vis-a-vis de leurs parametres et comme des anamorphismes vis-a-vis de leur
resultat.
Par exemple, la fonction length, qui calcule la longueur d'une liste donnee, se comporte
comme un catamorphisme par rapport au type list A, de foncteur associe L
A
= !1+ !A Id,
et comme un anamorphisme par rapport au type nat, de foncteur associe N = !1+ Id :
length = ([zero
r
(succ  
2
)])
L
A
= [( )]
N
ou
 : (list A)! N(list A)
= x:case x of
nil! (1; ())
cons head tail! (2; (tail))
Par ailleurs, la loi HyloShift du theoreme 5.4.1 specie que pour toute transformation
naturelle  : F
:
! G, on a :
([in
G
 ])
F
= [[in
G
 ; out
F
]]
F
= [[in
G
;   out
F
]]
G
= [(  out
F
)]
G
De ces remarques vient l'idee de representer les hylomorphismes en factorisant explicite-
ment la transformation naturelle comme un troisieme parametre, ce qui permettra, dans les
dierentes lois utilisees pour la deforestation, de ne considerer qu'une seule representation.
Denition 5.5.1 (Hylomorphismes sous forme de triplets)

Etant donnes : GA! A
et  : B ! FB deux morphismes et une transformation naturelle : F
:
! G, l'hylomorphisme
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f
Ff
B A
ψ
FB FA
η
GA
φ
Fig. 5.16: Idee intuitive de l'eet d'un hylomorphisme sous forme de triplet [[; ;  ]]
G;F
sous forme de triplet [[; ;  ]]
G;F
est deni comme le plus petit morphisme f : B ! A
veriant l'equation
f =   (  Ff)   
D'une maniere generale, un hylomorphisme sous forme de triplet [[; ;  ]]
G;F
peut e^tre deni
par :
[[ ; ; ]]
G;F
: 8A;B:(GA! A) (F
:
! G) (B ! FB)! (B ! A)
[[; ;  ]]
G;F
= (f:    Ff   )
2
Plus intuitivement, on peut decomposer l'eet d'un hylomorphisme [[; ;  ]]
G;F
, deni
comme le plus petit morphisme f veriant f =   (  Ff)   , de la facon suivante (le
diagramme de la gure 5.16 illustre ce propos) :
{  prend le parametre d'entree de l'hylomorphisme (de type B) et genere, a partir de
son constructeur, une F-structure ( : B ! FB) ;
{ Ff represente l'application du morphisme (f : B ! A) sur ce constructeur \abstrait"
en une F-structure, en suivant la recursion imposee par le foncteur F autrement dit,
l'application recursive de Ff : FB ! FA, sur le reste du parametre d'entree ;
{  (transformation naturelle) transforme la F-structure en une G-structure (: F
:
! G) ;
{  construit le resultat (de type A) a partir des elements de la G-structure, soit le resultat
de l'hylomorphisme (: GA! A).
Pour xer les idees, je donne ici la representation en hylomorphisme sous forme de triplet
(je dirai desormais plus simplement \hylomorphisme") de la fonction length .
length = [[in
N
; id + 
2
; out
L
A
]]
N;L
A
Par denition, cette notation represente donc le plus petit morphisme f tel que
f = in
N
 ((id+ 
2
)  L
A
f)  out
L
A
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ou je rappelle que in
N
= zero
r
succ, L
A
= !1+ !A Id et
out
L
A
= x:case x of
nil! (1; ())
cons head tail ! (2; (head; tail))
L'application de cet hylomorphisme sur la liste (cons a (cons b nil)) donne alors :
(f (cons a (cons b nil)))
= ((in
N
 ((id+ 
2
)  L
A
f)  out
L
A
) (cons a (cons b nil)))
= ((in
N
 ((id+ 
2
)  L
A
f)) (2; (a; (cons b nil))))
Or, d'apres les denitions et les proprietes des foncteurs,
((id+ 
2
)  L
A
f)
= ((id+ 
2
)  ((!1+ !A Id) f))
= ((id+ 
2
)  (id+ id f))
= id+ (f  
2
)
Dans le cas present, le tag representant le constructeur de la L
A
-structure etant un 2, f sera
donc appliquee recursivement sur le reste de la liste, soit :
(f (cons a (cons b nil)))
= (in
N
((id+ (f  
2
)) (2; (a; (cons b nil)))))
= (in
N
(2; ((f  
2
) (a; (cons b nil)))))
= (in
N
(2; (f (cons b nil))))
= ((zero
r
succ) (2; (f (cons b nil))))
= (succ (f (cons b nil)))
= (succ ((in
N
 ((id+ 
2
)  L
A
f)  out
L
A
) (cons b nil)))
= (succ ((in
N
 ((id+ 
2
)  L
A
f)) (2; (b; nil))))
= : : :
= (succ (succ (f nil)))
= (succ (succ ((in
N
 ((id+ 
2
)  L
A
f)  out
L
A
) nil)))
= (succ (succ ((in
N
 ((id+ 
2
)  L
A
f)) (1; ()))))
= (succ (succ (in
N
((id+ (f  
2
)) (1; ())))))
= (succ (succ (in
N
(1; ()))))
= (succ (succ ((zero
r
succ) (1; (id ())))))
= (succ (succ zero))
Cette representation permet d'exprimer des fonctions, mais elle met surtout en evidence
le fait que l'hylomorphisme qui la represente est un catamorphisme et/ou un anamorphisme :
si le troisieme parametre est out
F
, il s'agit d'un F-catamorphisme et si le premier parametre
est in
G
, c'est un G-anamorphisme. L'exemple de la longueur d'une liste illustre ce propos,
puisque sa representation en hylomorphisme sous forme de triplet montre qu'il est a la fois
un catamorphisme et un anamorphisme.
Plus generalement, les catamorphismes et anamorphismes s'expriment simplement en
terme d'hylomorphismes sous forme de triplets :
([])
F
= [[; id; out
F
]]
F;F
[( )]
F
= [[in
F
; id;  ]]
F;F
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[[; ;  ]]
G;F
(GA! A) (F
:
! G) (B ! FB)
[[  ; id;  ]]
F;F
(FA! A) (F
:
! F) (B ! FB)
[[; id;    ]]
G;G
(GA! A) (G
:
! G) (B ! GB)
f
Ff
B A
ψ
FB FA
η
GA
φ
f
Ff
B A
ψ
FB FA
η
GA
φ
Id
(φ ο η)
fB A
ψ
FB FA
GA
φ
η
Gf
Id
(η ο ψ)
Fig. 5.17: Illustration du theoreme HyloShift
5.5.2 Des lois interessantes pour la deforestation
Parmi les nombreuses lois qui s'appliquent aux hylomorphismes, je donne ici celles qui sont
particulierement utiles dans le cadre de la deforestation, exprimees pour des hylomorphismes
en forme de triplets.
Tout d'abord, la loi qui permet de deplacer la transformation naturelle d'un argument sur
l'autre, deja presentee sous sa forme classique au theoreme 5.4.1 et qui est illustree a la gure
5.17.
Theoreme 5.5.1 (HyloShift)
[[; ;  ]]
G;F
= [[  ; id;  ]]
F;F
= [[; id;    ]]
G;G
2
Ensuite, une loi tres generale, appelee theoreme de promotion du fold dans [SF93] (Theo-
reme 5.3.1) ou encore xed point fusion dans [MFP91] et que j'appellerai ici HyloFusion
comme dans [TM95] ; les deux declinaisons de HyloFusion sont illustrees a la gure 5.18.
Theoreme 5.5.2 (HyloFusion) Cette loi se derive pour la fusion a gauche et a droite d'un
hylomorphisme et d'une fonction (qui est du type adequat) :
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φ’HyloFusion à gauche
HyloFusion à droite
GCGh
ψ φ
A
GA
FAFf Fh
FB F(h o f)
f h
(h o f)
B C
η
η
FC
Gh
η
η
C A
fg
φψ’ψ
FC
FB
GB GA
Fg Ff
FA
B
(f o g)
F(f o g)
Fig. 5.18: Illustration du theoreme HyloFusion a gauche et a droite
HyloFusion a gauche :
h   = 
0
 Gh
h  [[; ;  ]]
G;F
= [[
0
; ;  ]]
G;F
HyloFusion a droite :
  g = Fg   
0
[[; ;  ]]
G;F
 g = [[; ;  
0
]]
G;F
2
Ces deux lois sont generales, mais elles prennent une forme particulierement simple dans
le cas ou la fonction que l'on fusionne avec l'hylomorphisme est elle me^me un hylomorphisme
particulier. Elles se derivent alors dans le fameux theoreme de Meijer, Acid Rain qui deforeste
les compositions d'hylomorphismes autant que les pluies acides deforestent les fore^ts de che^nes
verts : : : Les deux lois sont illustrees dans la gure 5.19.
Theoreme 5.5.3 (Acid Rain) Les deux lois suivantes sont symetriques et permettent de
fusionner simplement la composition entre un hylomorphisme et une fonction qui est soit un
catamorphisme, soit un anamorphisme.
Loi de fusion a gauche, aussi appelee Cata-HyloFusion :
 : 8A:(FA! A)! F'A! A
) [[; 
1
; out
F
]]
G;F
 [[in
F
; 
2
;  ]]
F
0
;L
= [[(  
1
); 
2
;  ]]
F
0
;L
5.5. Fusion d'hylomorphismes 109
Loi de fusion a droite, aussi appelee Hylo-AnaFusion :
 : 8A:(A! FA)! A! F'A
) [[; 
1
; out
F
]]
G;F
0
 [[in
F
; 
2
;  ]]
F;L
= [[; 
1
; (
2
  )]]
G;F
0
2
Dans le theoreme 5.5.3, les foncteurs d'algebres  et  sont polymorphes, c'est-a-dire
qu'ils sont valables pour tout A (et donc en particulier pour F, cf. illustration gure 5.19) ; ils
permettent de passer d'une F-algebre vers une F'-algebre de me^me support. Ce polymorphisme
permet de prouver les lois de Cata-HyloFusion et de Hylo-AnaFusion, qui ne sont que des
instances particulieres d'un theoreme plus general egalement appele Acid Rain par Meijer
[TM95]. Ce theoreme est lui me^me derive des theorems for free de Wadler, fondes sur la
parametrisation [Wad89]. Je ne rentrerai pas plus loin dans les details et les preuves de ces
theoremes, mais je vais pluto^t m'interesser a la facon dont ils peuvent e^tre utilises.
Avec ces lois, il est desormais possible de fusionner deux hylomorphismes et donc d'es-
perer deforester leur composition. Takano et Meijer [TM95] se sont tout d'abord places dans
le cadre theorique ou les programmes sont entierement species par des compositions d'hylo-
morphismes.
5.5.3 Deforestation par fusion d'hylomorphismes
Je presente dans cette section un premier exemple de fusion. Ensuite, je presente brie-
vement la strategie de fusion de plusieurs hylomorphismes et nalement une transformation
qui permet de deriver des hylomorphismes a partir de denitions recursives classiques. Je
reviendrai plus longuement a la section 5.5.5 sur le detail de quelques exemples de fusion.
Un exemple
Pour l'instant, je veux illustrer les notions deja abordees dans le contexte de la defores-
tation. J'ai deja presente l'hylomorphisme length speciant la longueur d'une liste ; il va e^tre
utilise dans cet exemple. Je rappelle que le foncteur du type list A est L
A
=!1+!A  Id
et que length retourne un entier naturel nat, dont le foncteur associe est N =!1 + Id. Cet
hylomorphisme est donc deni par :
length : (list A)! nat
length x = [[in
N
; id+ 
2
; out
L
A
]]
N;L
A
x
Je considere maintenant la fonction append qui concatene deux listes du me^me type,
list A. L'hylomorphisme representant cette fonction peut e^tre deni par :
append : (list A) (list A)! (list A)
append x
1
x
2
= x
1
; x
2
:[[in
L
A
; id; out
L
A
]]
L
A
;L
A
x
1
ou
 = n
r
c:([[n
r
c; id; out
L
A
]]
L
A
;L
A
x
2
)
r
c
Intuitivement, out
L
A
abstrait la liste x
1
sous la forme de (1; ()) pour le nil et (2; (h; t))
pour les (cons h t). Ensuite, in
L
A
concretise les (2; (h; t)) en des (cons h t) et eectue pour
les (1; ()) une abstraction/concretisation de x
2
. En d'autres termes, chaque cons de x
1
est
recopie tel quel et le nil de x
1
est remplace par une recopie de x
2
.
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2η
τ (η  ο φ)1
B
ψ
LB LC
F’C
C
η1
φ
GC
FC
L(f1 o f2)
(f1 o f2)
τ
Cataφ 1ηf1 = [[   ,      , out   ]]G,FFFτ F’,Lψη2f2 = [[   in   ,      ,    ]]Hylo
τ φ η1 2η ψf1 o f2 = [[   (   o     ),       ,    ]]F’,LCata-Hylo
τ
inF
f2
A
F’A
η2
LA
Lf2
LB
ψ
τ inF
µF
φ
GC
η1
FC
Ff1
FµF
outF
f1B C
2σ(η  ο ψ)
η2
C
LC
(f1 o f2)
F’(f1 o f2)
φ
A
GA
F’A
η1
FCψ
F’C
η1
outFσ
inF
outF
µF
FµF
FµL
η2
σ
B
F’AF’B
F’f1
f1
φ
GA
LC
Ff2
f2
ψ
C A
Ana η2F F,Lψf2 = [[in   ,      ,    ]] Hyloη 1φ σ F G,F’f1 = [[    ,      ,    out  ]]
Hylo-Ana η1φ σ G,F’ψ2ηf1 o f2 = [[   ,      ,   (     o    )]]
Fig. 5.19: Illustration des Acid Rain Theorems
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Je m'interesse maintenant au programme forme par la composition de length et de append ;
je presente ci-dessous l'application des resultats enonces a la section precedente sur cet
exemple, dans le but de fusionner les deux hylomorphismes correspondants :
length  append
par denition de length et append
= [[in
N
; id+ 
2
; out
L
A
]]
N;L
A
 [[in
L
A
; id; out
L
A
]]
L
A
;L
A
par Cata-HyloFusion
= [[(in
N
 (id+ 
2
)); id; out
L
A
]]
L
A
;L
A
par denition de in
N
= [[((zero
r
succ)  (id+ 
2
)); id; out
L
A
]]
L
A
;L
A
par proprietes des foncteurs de base
= [[(zero
r
(succ  
2
)); id; out
L
A
]]
L
A
;L
A
par denition de 
= [[ ([[zero
r
(succ  
2
); id; out
L
A
]]
L
A
;L
A
x
2
)
r
(succ  
2
); id; out
L
A
]]
L
A
;L
A
Cette denition, un peu alambiquee, devient plus claire lorsqu'on la traduit en denition
recursive classique :
length  append = f
ou
f x
1
x
2
= case x
1
of
nil! g x
2
cons head tail ! ((succ  
2
) head (f tail x
2
))
= succ (f tail x
2
)
avec
g x
2
= case x
2
of
nil! zero
cons head tail ! ((succ  
2
) head (g tail))
= succ (g tail)
En eet, dans cette version, apres fusion des hylomorphismes, plus aucun constructeur
de liste n'appara^t : la construction de la liste intermediaire a ete eliminee et le programme
correspondant est deforeste.
Ordre de fusion des compositions d'hylomorphismes
Tout le probleme consiste alors a trouver une strategie pour l'ordre d'application des
regles de transformations. On peut remarquer que l'application de Cata-HyloFusion sur la
composition de deux hylomorphismes h
1
 h
2
laisse toujours inchange le troisieme parametre
( ) de h
2
dans l'hylomorphisme resultant. De facon duale, l'application de Hylo-AnaFusion
laisse inchange le premier parametre () de h
1
dans l'hylomorphisme resultant. La question
de l'ordre d'application de ces regles se pose lorsque l'on est en presence de la composition de
trois (ou plus) hylomorphismes h
1
h
2
h
3
dans un programme et qu'il est possible d'appliquer
une loi sur h
1
h
2
ou sur h
2
h
3
. On dit alors qu'il y a deux redex possibles, ces redex pouvant
e^tre Cata-Hylo ou Hylo-Ana. Dans [TM95], Meijer et Takano font remarquer que, comme il
y a deux types de redex possibles et qu'on cherche a conna^tre leur ordre de reduction en
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fusionnant deux compositions, il y a quatre combinaisons possibles :
1. Deux redex Cata-Hylo :
[[; 
1
; out
F
]]  [[
1
in
F
; 
2
; out
G
]]  [[
2
in
G
; 
3
;  ]]
Dans ce cas, la reduction du redex de gauche ne detruit pas le redex de droite.
2. Deux redex Hylo-Ana :
[[; 
1
; 
1
out
F
]]  [[in
F
; 
2
; 
2
out
G
]]  [[in
G
; 
3
;  ]]
Dans ce cas, la reduction du redex de droite ne detruit pas le redex de gauche.
3. Un redex Cata-Hylo a gauche avec un redex Hylo-Ana a droite :
[[; 
1
; out
F
]]  [[in
F
; 
2
; out
G
]]  [[in
G
; 
3
;  ]]
Dans ce cas, la reduction d'un redex ne detruit pas l'autre redex.
4. Un redex Hylo-Ana a gauche avec un redex Cata-Hylo a droite :
[[; 
1
; out
F
]]  [[in
F
; 
2
; out
G
]]  [[in
G
; 
3
;  ]]
Dans ce cas, la reduction d'un redex ne detruit pas l'autre redex.
Les auteurs introduisent alors la notion de cha^ne de redex Cata-Hylo { respectivement cha^ne
de redex Hylo-Ana { comme etant une serie de redex Cata-Hylo { resp. Hylo-Ana. Ils donnent
alors l'ordre de reduction preconise pour les fusions d'hylomorphismes, qui denit leur algo-
rithme de fusion :
1. Trouver toutes les cha^nes maximales de redex Cata-Hylo et reduire chacune de ces
cha^nes de gauche a droite.
2. Trouver toutes les cha^nes maximales de redex Hylo-Ana et reduire chacune de ces
cha^nes de droite a gauche.
3. Simplier les composants de chaque hylomorphisme gra^ce aux proprietes des foncteurs
de base et de leurs operateurs associes (
r
, , etc : : : ).
4. S'il existe encore des redex pour des HyloFusions, retourner en 1 et continuer la reduc-
tion.
Appliquer la fusion d'hylomorphismes a des denitions recursives classiques
L'ensemble de la presentation qui a ete faite jusqu'ici permet donc de fusionner, tout en
deforestant, des programmes fonctionnels qui sont exprimes en terme de composition d'hylo-
morphismes. Le probleme est qu'il n'est pas forcement aise, ni intuitif, d'ecrire directement
des programmes dans le formalisme des hylomorphismes. L'idee s'est donc imposee d'une
traduction automatique de programmes d'un langage fonctionnel classique en composition
d'hylomorphismes. Hu, Iwasaki et Takeichi [HIT96b] se sont attaques a ce probleme, en par-
tant d'un langage de description de denitions recursives proche des langages fonctionnels
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classiques et en donnant un algorithme qui traduit automatiquement ces denitions recur-
sives en hylomorphismes. Je ne presente pas ici cet algorithme dans le detail, mais j'en donne
le principe general (le lecteur pourra se referer a [HIT96b, HIT96a, OHIT97] pour plus de
details).
Je considere une denition recursive de la forme :
f = v:case t
0
of
p
1
! t
1
: : :
p
n
! t
n
ou v = v j (v
1
: : : v
n
) sont des variables
Le but est alors de transformer la partie droite de la denition de f sous la forme Ff  ,
puisqu'alors, par denition des hylomorphismes (Denition 5.5.1), on aura f = [[; id;  ]]
F;F
.
L'idee pour cette transformation est d'utiliser les appels recursifs de f dans les t
i
; en fait, il
faut tenter d'exprimer chaque t
i
sous la forme d'un g
i
t
0
i
. Gra^ce a cela, en extrayant chacun
de ces g
i
, il est possible, en ajoutant une marque i a chaque t
i
, de representer f par une
description compositionnelle :
f = (g
1
r
: : :
r
g
n
)  (v:case t
0
of
p
1
! (1; t
0
1
)
: : :
p
n
! (n; t
0
n
))
La ta^che ardue est ensuite d'exprimer chaque g
i
par 
i
 F
i
f ou F
i
est un foncteur, ce qui
permet de representer les g
i
comme ceci :
g
1
r
: : :
r
g
n
= (
1
r
: : :
r

n
)  (F
1
+ : : : + F
n
)f
et en integrant cette denition de g dans la description compositionnelle de f , on obtient :
f = (
1
r
: : :
r

n
)  (F
1
+ : : : + F
n
)f  (v:case t
0
of
p
1
! (1; t
0
1
)
: : :
p
n
! (n; t
0
n
))
soit la denition de l'hylomorphisme recherche f = [[; id;  ]]
F;F
. C'est cette derivation de
la fonction 
i
, du foncteur F
i
et du nouveau terme t
0
i
qu'eectue l'algorithme D decrit dans
[HIT96b] et implante dans le systeme hylo [OHIT97].
Reste a ce systeme hylo a fusionner de tels hylomorphismes, a l'aide des lois classiques,
a savoir HyloFusion et Acid Rain. Hu et al. precisent dans [HIT96b] que la forme la mieux
adaptee pour un hylomorphisme a fusionner depend de la loi utilisee. En eet, pour HyloFu-
sion, on recherche une forme ou la partie  (resp.  ) contient le maximum de calculs pour
fusionner a gauche (resp. a droite). Par contre, pour Acid Rain, la forme recherchee est celle
qui fait appara^tre  (resp.  ) sous la forme in
F
(resp. out
F
) pour fusionner a gauche (resp.
a droite).
Comme dans un hylomorphisme [[; ;  ]]
G;F
, la partie transformation naturelle  peut e^tre
deplacee dans la partie  ou dans la partie  par HyloShift (Theoreme 5.5.1), on dit que  ( )
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contient les plus petits calculs s'il ne contient pas de calculs que  pourrait contenir. Aussi,
les auteurs introduisent la notion d'hylomorphisme structurel : un hylomorphisme [[; ;  ]]
G;F
est dit structurel si a la fois  et  contiennent les plus petits calculs. Les hylomorphismes
structurels sont donc assez bien adaptes pour Acid Rain puisque leurs parties  et  sont
simples ; ils sont egalement bien adaptes pour HyloFusion puisque qu'en faisant passer la
partie  (qui contient, en un sens, le maximum de calcul) dans  (resp.  ), on obtient un
hylomorphisme ideal pour la fusion a gauche (resp. droite). Des algorithmes permettant de
restructurer les hylomorphismes en ce sens sont donnes dans [HIT96b, OHIT97] et le systeme
hylo en implante une partie.
5.5.4 Comparaison avec les autres methodes de deforestation
Avant de revenir plus precisement sur certaines extensions et limitations de la deforestation
par fusion d'hylomorphismes (section 5.5.5), je compare ici le principe et l'eet de cette
approche par rapport aux autres methodes de deforestation fonctionnelles deja presentees.
Tout d'abord, la notion d'hylomorphisme generalise la notion de fold. En eet, les folds
sont des cas particuliers ou des instances de catamorphismes. Or, ces catamorphismes sont
eux me^mes des hylomorphismes particuliers. Le formalisme des hylomorphismes autorise donc
la representation de programmes plus generaux que ceux representes par des folds et de plus,
la representation sous forme de triplet permet de reconna^tre, par exemple, un fold dans
un hylomorphisme. La comparaison entre l'algorithme de deforestation de Wadler et la fu-
sion d'hylomorphismes etant rendue dicile par l'approche tres calculationnelle de ce dernier
formalisme, je me contenterai de rappeler l'equivalence de deforestation eectuee par l'algo-
rithme de normalisation des folds sur les termes canoniques et l'algorithme de deforestation
de Wadler sur les termes treeless du premier ordre (cf. section 5.3.5).
L'operateur dual du fold, quelquefois appele unfold ou build, tel que celui utilise pour les
regles d'eliminations foldr/build sur des listes dans [GLJ93] (cf. section5.2.4), correspond
egalement a une instance particuliere d'un anamorphisme, lui-me^me cas particulier d'hylo-
morphisme.
En terme d'expressivite, le formalisme des hylomorphismes sous forme de triplets per-
met donc de generaliser les precedents travaux, en representant les programmes d'une facon
homogene avec ces objets de base.
En terme de deforestation, les theoremes presentes pour les hylomorphismes et les regles
de transformation qui leur sont associees (HyloShift, HyloFusion, Acid Rain) constituent une
double generalisation par rapport aux travaux precedents. Par la representation categorielle
des types, elles ne s'appliquent plus uniquement aux listes, comme la regle foldr/build de
[GLJ93]. Par la representation dans le me^me formalisme des fold et unfold, les lois de fusion
des hylomorphismes permettent de generaliser la regle foldr/build et son dual, ainsi que
l'algorithme de normalisation des folds, dans une forme plus facilement automatisable, par
application de regles simples.
Finalement, une dierence importante entre la normalisation des folds et la fusion des
hylomorphismes tient a la forme du foncteur utilise dans chacun des cas. Dans les travaux
presentes a la section 5.3, les folds pris en compte sont diriges par des foncteurs generes
uniquement a partir des denitions des types algebriques. Ces foncteurs ne sont reellement
adaptes qu'a la representation de fonctions dont le schema de recursion est isomorphe au
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type de donnee considere. Gra^ce a l'algorithme de derivation d'un hylomorphisme a partir de
denitions recursives classiques introduit par Hu et al. [HIT96b, OHIT97], dont j'ai brievement
presente l'idee a la n de la section 5.5.3, les foncteurs ne sont plus uniquement generes par
la denition du type de donnee considere, mais egalement par le schema de recursion de la
fonction prise en compte. Cette caracteristique permet de limiter l'eet d'encapsulation des
calculs diciles a deforester, releve a la section 5.3.5 au sujet des folds dans le cas du reverse
par exemple. En eet, la deforestation etant guidee par les foncteurs, ceux-ci doivent e^tre le
plus pres possible de la construction des structures intermediaires. Malgre cet assouplissement,
ces foncteurs restent encore trop \rigides" pour permettre la deforestation des constructions
eectuees dans les parametres d'accumulation des fonctions ; je presenterai a la n de la
prochaine section des exemples illustrant ce probleme.
5.5.5 Problemes et limites de la methode
Parmi les dierentes methodes de deforestation en forme calculationnelle, la fusion des
hylomorphismes est particulierement riche, mais egalement complexe de par l'obscurite des
notations. Aussi, le deroulement d'un exemple permettra au lecteur, si besoin est, de se
familiariser avec ce formalisme.
De plus, il me permettra de faire etat d'un probleme releve dans [TM95] et d'en proposer
une explication.
Finalement, cet exemple me permettra de mettre en evidence des limitations de cette
technique de fusion d'hylomorphismes dans le cadre de la deforestation de programmes.
L'exemple en ligrane dans toute cette partie est une fois de plus la fonction d'inversion
de liste.
Un exemple
Je considere donc l'hylomorphisme rev naif , correspondant a l'inversion de liste vue sous
sa forme nave, tel qu'il est donne dans [TM95] :
rev naif : (list A)! (list A)
rev naif x = [[in
L
A
; id; out
L
A
]]
L
A
;L
A
x
ou
 = n
r
c:(n
r
(h; r:[[(c h n)
r
c; id; out
L
A
]]
L
A
;L
A
r))
Cet hylomorphisme exprime sous la forme d'une fonction recursive classique peut e^tre vu
comme ceci :
rev naif = f
ou
f x = case x of
nil! nil
cons head tail ! g head (f tail)
avec
g h r = case r of
nil! cons h nil
cons head tail ! cons head (g h tail)
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Intuitivement, par cet hylomorphisme rev naif, une liste (cons a (cons b (nil))) est recur-
sivement abstraite par out
L
A
en (2; (a; (2; (b; (1; ()))))).
La transformation naturelle identite et le foncteur L
A
=!1+!A Id conservant cette abs-
traction a chaque recursion, il reste a in
L
A
= (nil
r
cons) a lui e^tre appliquee recursivement.
Les denitions de  et de in
L
A
permettent d'etablir :
(nil
r
cons) = (nil
r
(h; r:[[(cons h nil)
r
cons; id; out
L
A
]]
L
A
;L
A
r))
ou, ici, r est la variable d'accumulation de resultat deja rencontree pour les folds. En fait,
cette liste resultante est construite a partir de la n de l'abstraction, en \remontant". Chaque
application de in
F
sur un couple (2; (h; t)) entra^ne l'abstraction, puis la concretisation de
la sous liste t.
Voici ce que cela donne sur une liste prise en exemple :
in
F
(2; (a; (in
F
(2; (b; (in
F
(1; ())))))))
= in
F
(2; (a; (in
F
(2; (b;
(nil
r
(h; r:[[(cons h nil)
r
cons; id; out
L
A
]]
L
A
;L
A
r)) (1; ()))))))
= in
F
(2; (a; (in
F
(2; (b; nil)))))
= in
F
(2; (a; (
(nil
r
(h; r:[[(cons h nil)
r
cons; id; out
L
A
]]
L
A
;L
A
r)) (2; (b; nil)))))
= in
F
(2; (a; (
[[(cons b nil)
r
cons; id; out
L
A
]]
L
A
;L
A
nil)))
= in
F
(2; (a; (cons b nil)))
= (nil
r
(h; r:[[(cons h nil)
r
cons; id; out
L
A
]]
L
A
;L
A
r)) (2; (a; (cons b nil)))
= [[(cons a nil)
r
cons; id; out
L
A
]]
L
A
;L
A
(cons b nil)
= ((cons a nil)
r
cons) (2; (b; [[(cons a nil)
r
cons; id; out
L
A
]]
L
A
;L
A
nil))
= ((cons a nil)
r
cons) (2; (b; [[(cons a nil)
r
cons; id; out
L
A
]]
L
A
;L
A
nil))
= ((cons a nil)
r
cons) (2; (b; (cons a nil)))
= cons b (cons a nil)
Un probleme
Je considere maintenant un programme qui calcule la longueur d'une liste inversee, soit la
composition length  rev naif . Les lois sur les hylomorphismes vues precedemment permettent
de fusionner les deux fonctions de ce programme de la maniere suivante :
length  rev naif
par denitions en hylomorphismes
= [[in
N
; id + 
2
; out
L
A
]]
N;L
A
 [[in
L
A
; id; out
L
A
]]
L
A
;L
A
par Cata-HyloFusion
= [[(in
N
 (id+ 
2
)); id; out
L
A
]]
L
A
;L
A
par denition de in
N
et proprietes des foncteurs
= [[(zero
r
(succ  
2
)); id; out
L
A
]]
L
A
;L
A
par denition de 
= [[zero
r
(h; r:[[((succ  
2
) h zero)
r
(succ  
2
); id; out
L
A
]]
L
A
;L
A
r);
id; out
L
A
]]
L
A
;L
A
Un probleme se pose dans le cadre de cet exemple, et je vais tenter de l'exposer. En eet,
dans [TM95], les auteurs simplient cet exemple pour obtenir la forme suivante :
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length  rev naif = (|)
[[zero
r
(h; r:[[(succ zero)
r
(succ  
2
); id; out
L
A
]]
L
A
;L
A
r); id; out
L
A
]]
L
A
;L
A
Je vais presenter ci-dessous ce que donne cette derniere forme pour length  rev naif
lorsque elle est appliquee a la liste (cons a (cons b (nil))). Pour simplier, j'adopte localement
ici les notations :
length  rev naif = f = [[; ;  ]]
L
A
;L
A
ou  = zero
r
(h; r:(g r))
avec g = [[
0
; id; out
L
A
]]
L
A
;L
A

0
= (succ zero)
r
(succ  
2
)
 = id
 = out
L
A
D'apres la denition des hylomorphismes, je rappelle que f est deni recursivement comme
ceci :
f =   (  L
A
f)   
Cette denition appliquee a notre exemple produit ceci :
f (cons a (cons b (nil)))
=   (  L
A
f)   (cons a (cons b (nil)))
=   (  L
A
f) (2; (a; (cons b (nil))))
= (2; (a; (f (cons b (nil)))))
= : : :
= (2; (a; ((2; (b; ((1; ())))))))
L'application de  sur (1; ()) genere directement zero, donc :
f (cons a (cons b (nil)))
= (2; (a; ((2; (b; zero)))))
Par contre, l'application de  sur (2; (b; zero)) fait appel a la fonction notee g plus haut,
ou les parametres formels h et r sont respectivement associes a b et a zero :
f (cons a (cons b (nil)))
= (2; (a; (g zero)))
= (2; (a; ([[
0
; id; out
L
A
]]
L
A
;L
A
zero)))
Le probleme ici est que out
L
A
ne peut pas e^tre applique a zero. Par ailleurs, si c'etait
out
N
pour les naturels, ca n'irait pas non plus, puisque le constructeur 2 de 
0
(deuxieme
membre du
r
) commence par faire une projection sur le deuxieme argument d'un couple de
parametres, or il n'y a qu'un seul parametre dans le cas des naturels.
Apres avoir longtemps cherche a savoir d'ou provient ce probleme, laisse dans l'ombre
des articles publies dans des conferences internationales, je pense que le typage de la fonction
out
L
A
, qui provient de la denition de  dans la denition originale de rev naif , doit dependre
des parametres formels n et c qui representent des constructeurs du type traite.
J'ai envisage deux manieres de remedier a ce probleme, sans qu'elles soient pour autant
completement satisfaisantes.
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La premiere methode consiste, en plus du parametrage de  par n et c a ne pas
eectuer le dernier pas de simplication (|) mis en evidence plus haut et a considerer
les constructeurs n et c comme des entites que l'on ne doit pas modier ou simplier avant
la n d'un calcul.
En eet, si on considere la denition de l'hylomorphisme un pas de simplication plus to^t,
et que l'on utilise une fonction out
n;c
au lieu de out
L
A
, on obtient :
length  rev naif = f = [[; ;  ]]
L
A
;L
A
ou  = zero
r
(h; r:(g
h
r))
avec g
h
= [[
00
h
; id;  
00
]]
L
A
;L
A

00
h
= ((succ  
2
) h zero)
r
(succ  
2
)
 
00
= out
n;c
 = id
 = out
L
A
Il est alors possible de denir la fonction out
n;c
comme eectuant l'abstraction d'une
donnee denie a l'aide des constructeurs n et c consideres, soit ici zero et (succ  
2
), en les
considerant dans l'integrite de leur forme transmise lors de l'instanciation du  :
out
n;c
x = case x of
zero! (1; ())
(succ  
2
) j k ! (2; (j; k))
Je reprends alors l'execution qui posait probleme plus haut :
f (cons a (cons b (nil)))
= (2; (a; ((2; (b; ((1; ())))))))
= (2; (a; ((2; (b; zero)))))
= (2; (a; ((h; r:(g
h
r)) (b; zero))))
= (2; (a; (g
b
zero)))
= (2; (a; ([[
00
b
; id; out
n;c
]]
L
A
;L
A
zero)))
= (2; (a; ([[((succ  
2
) b zero)
r
(succ  
2
); id; out
n;c
]]
L
A
;L
A
zero)))
L'application de  sur (1; ()) a genere directement zero, mais l'application de  sur
(2; (b; zero)) fait appel a (g
b
zero), puisque les parametres formels h et r sont respective-
ment associes a b et a zero. out
n;c
peut alors e^tre applique a zero :
f (cons a (cons b (nil)))
= (2; (a; (
00
b
(1; ()))))
= (2; (a; (((succ  
2
) b zero)
r
(succ  
2
)) (1; ())))
= (2; (a; ((succ  
2
) b zero)))
Recursivement, l'application de  fait appel a l'instance g
a
de g
h
, ou les parametres formels
h et r sont respectivement associes a a et a ((succ 
2
) b zero)), ce qui permet a out
n;c
d'e^tre
applique sur cette derniere expression :
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f (cons a (cons b (nil)))
= ((h; r:(g
h
r)) a ((succ  
2
) b zero))
= g
a
((succ  
2
) b zero)
= [[
00
a
; id; out
n;c
]]
L
A
;L
A
((succ  
2
) b zero)
= 
00
a
 (id  L
A
g
a
)  out
n;c
((succ  
2
) b zero)
= 
00
a
 (id  L
A
g
a
)(2; (b; zero))
= 
00
a
(2; (b; (g
a
zero)))
= 
00
a
(2; (b; [[
00
a
; id; out
n;c
]]
L
A
;L
A
zero))
= 
00
a
(2; (b; (
00
a
(1; ()))))
= 
00
a
(2; (b; (((succ  
2
) a zero)
r
(succ  
2
)(1; ()))))
= 
00
a
(2; (b; ((succ  
2
) a zero)))
= (((succ  
2
) a zero)
r
(succ  
2
)) (2; (b ((succ  
2
) a zero)))
= (succ  
2
) b ((succ  
2
) a zero)
= succ (succ zero)
Cet hylomorphisme resultant de la fusion peut e^tre traduit en sa denition recursive
classique :
length  rev naif = f
ou
f x = case x of
nil! zero
cons head tail ! g head (f tail)
avec
g h r = case r of
zero! (succ  
2
) h zero
(succ  
2
) j k ! (succ  
2
) j (g h k)
qui, sans e^tre ce qu'il existe de plus simple pour calculer la longueur d'une liste, est tout de
me^me une fonction qui ne construit plus la liste intermediaire produite par le rev naif de la
composition initiale. Cette composition a donc ete deforestee.
Concernant le probleme du mauvais typage de out
L
A
par rapport a son parametre, releve
dans [TM95], il est clair que faire dependre le  des constructeurs n et c semble indispensable.
Cependant, ne pas s'autoriser a eectuer la simplication (|), comme je l'ai fait dans l'ex-
pose precedent, n'est pas acceptable
17
. En eet, il semble bien naturel de pouvoir remplacer
dans la partie 
00
l'expression ((succ  
2
) h zero) par l'expression (succ zero). Cependant,
telle quelle, cette simplication ne permet pas d'avoir une denition coherente. Il serait alors
necessaire de repercuter cette simplication a la fois dans le out
n;c
, mais egalement dans le
foncteur de l'hylomorphisme interne, qui ne devrait plus e^tre L
A
, mais un foncteur dependant
des constructeurs, F
n;c
.
La deuxieme methode consiste a considerer un  davantage parametre.
Considerons donc la denition de rev naif suivante, dans laquelle les constituants du 
dependent completement des constructeurs qui permettent de l'instancier, n et c :
17. Francoise Bellegarde n'etait pas convaincue de cette \solution" et m'a fait part de sa meance concernant
l'interdiction d'une telle simplication.
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rev naif : (list A)! (list A)
rev naif x = [[in
L
A
; id; out
L
A
]]
L
A
;L
A
x
ou
 = n
r
c:(n
r
(h; r:[[(c h n)
r
c; id; out
n;c
]]
F
n;c
;F
n;c
r))
Dans cette denition, l'abstracteur de l'hylomorphisme interne a , le out
n;c
, peut e^tre
deni gra^ce aux constructeurs qui instancient le foncteur d'algebre . Ainsi, lors de la fusion
de length avec rev naif , on obtient donc, comme precedemment :
length  rev naif = [[(zero
r
(succ  
2
)); id; out
L
A
]]
L
A
;L
A
Ici, les constructeurs consideres pour instancier n et c sont zero et (succ
2
). Ces construc-
teurs peuvent permettre de denir un out
n;c
succeptible d'abstraire des donnees generees par
ces constructeurs :
out
n;c
x = case x of
zero! (1; ())
(succ  
2
) j k ! (2; (j; k))
De me^me, au regard de ces constructeurs et de l'identite comme constituant central de
l'hylomorphisme dans la denition du , les foncteurs F
n;c
associes a cette instance de 
peuvent e^tre determines ; je les appelle F :
F =!1+!A Id = L
A
On obtient alors la denition suivante pour l'hylomorphisme resultant de la fusion de
length et de rev naif :
[[zero
r
(h; r:[[((succ  
2
) h zero)
r
(succ  
2
); id; out
n;c
]]
F;F
r); id; out
L
A
]]
L
A
;L
A
Intervient alors la possibilite de simplication de ((succ  
2
) h zero) en (succ zero), deja
abordee plus haut (|). Au niveau de l'hylomorphisme interne, cette simplication permet de
restructurer l'hylomorphsime par HyloShift, comme suit :
[[((succ  
2
) h zero)
r
(succ  
2
); id; out
n;c
]]
F;F
simplication (|)
= [[(succ zero)
r
(succ  
2
); id; out
n;c
]]
F;F
= [[((succ zero)  id)
r
(succ  
2
); id; out
n;c
]]
F;F
proprietes des foncteurs
= [[((succ zero)
r
succ)  (id+ 
2
); id; out
n;c
]]
F;F
HyloShift (theoreme 5.5.1)
= [[((succ zero)
r
succ); (id + 
2
); out
n;c
]]
G;F
Dans ce cas, l'hylomorphisme transforme desormais une F-structure en une G-structure,
et la transformation naturelle deplacee dans la partie centrale de l'hylomorphisme permet de
denir :
G =!1+ Id = N
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Cependant, la simplication (|) de la premiere partie de l'hylomorphisme, couplee a
l'application d'Hylo-Shift, necessite une reformulation du out
n;c
. En eet, le constructeur
portant le tag 2, fourni par out
n;c
, doit toujours avoir deux parametres pour e^tre une F-
structure. La reformulation de la partie gauche de l'hylomorphisme a en fait \oublie" un
parametre inutile (le h), mais il doit e^tre present, par respect du foncteur F, dans le resultat
du out
n;c
.
D'ou la modication, du out
n;c
:
out
n;c
x = case x of
zero! (1; ())
(succ  
2
) j k ! (2; (j; k))
qui doit devenir :
out2
n;c
x = case x of
zero! (1; ())
succ k ! (2; (blob; k))
En supposant qu'il est possible d'inferer toutes ces modications, on obtiendrait alors
nalement une denition de la composition initiale sous la forme :
length  rev naif = f = [[; ;  ]]
L
A
;L
A
ou  = zero
r
(h; r:(g r))
avec g = [[
00
; 
00
;  
00
]]
G;F

00
= (succ zero)
r
succ

00
= (id+ 
2
)
 
00
= out2
n;c
 = id
 = out
L
A
L
A
= F =!1+!A Id
N = G =!1+ Id
En reprennant alors l'execution qui posait probleme plus haut avec cette nouvelle deni-
tion :
f (cons a (cons b (nil)))
= (2; (a; ((2; (b; ((1; ())))))))
= (2; (a; ((2; (b; zero)))))
= (2; (a; ((h; r:(g r)) (b; zero))))
= (2; (a; (g zero)))
= (2; (a; [[((succ zero)
r
succ); 
00
; out2
n;c
]]
G;F
zero))
L'application de  sur (1; ()) a genere directement zero, mais l'application de  sur
(2; (b; zero)) fait appel a g, ou les parametres formels h et r sont respectivement associes
a b et a zero. Le b, correspondant au parametre formel h, est donc \oublie" ; out2
n;c
peut
alors e^tre applique a zero :
f (cons a (cons b (nil)))
= (2; (a; (((succ zero)
r
succ) (1; ()))))
= (2; (a; (succ zero)))
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Recursivement, l'application de  fait appel a g, ou les parametres formels h et r sont
respectivement associes a a et a ((succ zero)) ; a etant \oublie", out2
n;c
va e^tre applique
sur cette derniere expression en introduisant le parmetre blob qui ne sera pas utilise, mais qui
permet de fournir a l'application recursive le bon nombre de parametres et ainsi de compenser
l'oubli du parametre du^ a la simplication :
f (cons a (cons b (nil)))
= (h; r:(g r)) a (succ zero)
= g (succ zero)
= [[
00
; 
00
; out2
n;c
]]
G;F
(succ zero)
= 
00
 ((id + 
2
)  F g)  out2
n;c
(succ zero)
= 
00
 (id+ (g  
2
))(2; (blob; zero))
= 
00
(2; (g zero))
= : : :
= 
00
(2; (succ zero))
= ((succ zero)
r
succ) (2; (succ zero))
= succ (succ zero)
Cet hylomorphisme resultant de la fusion peut e^tre traduit en sa denition recursive
classique :
length  rev naif = f
ou
f x = case x of
nil! zero
cons head tail! g head (f tail)
avec
g h r = case r of
zero! succ zero
succ k ! succ (g h k)
qui est une version deforestee de la composition initiale, puisqu'elle ne contient plus de
construction de structure de liste.
Je viens de presenter deux manieres legerement dierentes de contourner le probleme de
typage releve dans [TM95]. Cependant, l'une comme l'autre n'est pas completement satisfai-
sante.
Dans le premier cas, la conservation in extenso des deux constructeurs ((succ  
2
) h zero)
et (succ  
2
) dans la partie 
00
de l'hylomorpisme interne permet de conserver une version de
out
n;c
assez simplement determinable : cette methode permet d'obtenir une version correcte
de la fusion des deux hylomorphismes. En revanche, cette premiere methode necessite de ne
pas simplier le ((succ  
2
) h zero) en (succ zero) (|), ce qui est dicile a justier.
Dans le second cas, plus general au sens ou le parametrage du  est plus complet, cette
simplication necessite de nombreuses repercussions sur les dierents objets constituant l'hy-
lomorphisme, ainsi que sa restructuration. Me^me si les modications que j'ai propose abou-
tissent a une version correcte de l'hylomorphisme resultant de la composition, qui est bien
deforeste, il semble dicile d'imaginer comment elle peut e^tre obtenue automatiquement ; en
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particulier, l'ajout du parametre blob dans le out2
n;c
n'est clairement pas satisfaisant et, en
tout cas, semble dicile a automatiser.
Remarquons pour nir que, dans l'exemple precedent (length  append ), le probleme ne se
posait pas car la substitution
 = n
r
c:([[n
r
c; id; out
L
A
]]
L
A
;L
A
x
2
)
r
c
s'appliquait sur un parametre (x
2
) qui etait un parametre constant et non une variable d'accu-
mulation de resultat comme dans le cas du  posant probleme. Reste que ce sont des problemes
qui n'ont, a ma connaissance, jamais ete evoques jusqu'a present dans la litterature relative
a ces methodes de fusion.
Des limitations
L'exemple suivant est une illustration de ce qu'il est possible d'obtenir avec les trans-
formations de deforestation par fusion d'hylomorphismes. J'ai montre plus haut comment
representer la fonction rev naif d'inversion d'une liste. J'ai egalement montre comment une
composition telle que length  rev naif pouvait e^tre deforestee si elle etait representee par
des hylomorphismes. Je m'interesse maintenant a la fonction d'inversion reverse denie gra^ce
a la fonction rev , utilisant un parametre d'accumulation : reverse x = rev x nil
L'algorithme de derivation d'hylomorphismes a partir de denitions recursives fourni par
Hu et al. [HIT96b, OHIT97] produit automatiquement pour cette fonction l'hylomorphisme
en forme de triplet suivant
18
:
reverse : (list A)! (list A)
reverse x = rev x nil
rev : (list A) (list A)! (list A)
rev x l = [[; id;  ]]
F;F
x l
ou
 = id
r
id
 = x; l:case (x; l) of
(nil ; l) ! (1 ; (l))
((cons head tail); l) ! (2 ; (tail ; (cons head l)))
avec
F =!(list A) + Id
Il est important de remarquer ici que le foncteur F n'est pas le foncteur des listes. Il
represente le schema recursif de la fonction et la construction de son resultat dans le parametre
d'accumulation ; il est donc distinct du schema de recursion du type de donnee manipule.
Cette particularite pose des problemes. Par exemple, il n'est plus possible, dans le cadre de
la composition length  reverse, d'appliquer l'Acid Rain Theorem (Cata-HyloFusion), puisque
la dierence de foncteur (L
A
6= F) et la forme id
r
id de la partie  de l'hylomorphisme pour
reverse ne permet pas de remplir les hypotheses de ce theoreme.
Un des avantages des hylomorphismes sous la forme de triplets est de pouvoir appliquer les
regles du theoreme Acid Rain, qui sont plus aisees a mettre en uvre automatiquement. La
18. Cette forme correspondant a la denition n'est pas necessairement la seule possible, mais c'est celle qui
est fournie par l'algorithme de derivation [HIT96b, OHIT97] qui, a ma connaissance, est le seul existant a lors
actuelle.
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derivation automatique proposee dans [OHIT97] de la fonction reverse produit un foncteur F
et un hylomorphisme qui ne permettent pas l'application des regles simples : c'est une premiere
limitation de la technique.
Par contre, en se placant dans le cadre plus general de HyloFusion (a gauche), on peut tout
de me^me fusionner length, en tant que fonction, avec rev, en tant qu'hylomorphisme :
length   = 
0
 F length
length  [[; ;  ]]
F;F
= [[
0
; ;  ]]
F;F
Reste alors a determiner 
0
:
length   = length  (id
r
id) par denition de 
= length
r
length proprietes des foncteurs
= 
0
 F length hypothese d'HyloFusion
= 
0
 (id+ length) puisque F f = id+ f
= (length
r
id)  (id+ length) par deduction
d'ou 
0
= (length
r
id)
On obtient donc pour la fusion de length avec reverse l'hylomorphisme suivant :
(length  reverse) : (list A)! nat
(length  reverse) x = (length  rev) x nil
(length  rev) : (list A) (list A)! nat
(length  rev) x l = [[length
r
id; id;  ]]
F;F
x l
ou
 = x; l:case (x; l) of
(nil; l)! (1; (l))
((cons head tail); l)! (2; (tail; (cons head l)))
avec
F =!(list A) + Id
Le probleme, avec cette version fusionnee de lengthreverse, est qu'elle n'est pas defores-
tee. En eet, l'accumulation dans le second parametre de  n'est pas visible par le foncteur
F, et donc n'est pas atteint par le processus de deforestation. Au nal, on n'a plus qu'un seul
hylomorphisme, qui calcule la longueur de la liste inversee, mais apres l'avoir construite !
Je deroule l'eet de cet hylomorphisme, note f , sur un petit exemple. L'application re-
cursive sur (cons a (cons b nil)) et nil donne :
f (cons a (cons b nil))nil
= [[
0
; ;  ]]
F;F
(cons a (cons b nil))nil
= 
0
 (  Ff)   (cons a (cons b nil)) nil
= 
0
 (  Ff) (2; ((cons b nil); (cons a nil)))
= 
0
(2; (f (cons b nil) (cons a nil)))
= : : :
= 
0
(2; (
0
(2; (
0
(1; (cons b (cons a nil)))))))
= 
0
(2; (
0
(2; (length
r
id(1; (cons b (cons a nil)))))))
= 
0
(2; (
0
(2; (length(cons b (cons a nil))))))
= (id (id (length (cons b (cons a nil)))))
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Il y a donc bien eu fusion, mais pas deforestation, puisque la construction de la liste
intermediaire n'a pas ete eliminee. Le probleme est exactement le me^me si on tente de fusion-
ner reverse avec lui me^me. On arrive a fusionner, mais sans deforester. Reste alors, comme
pour l'exemple precedent, a prendre la denition nave de l'inversion de liste, pour tenter de
deforester rev naif  rev naif .
rev naif : (list A)! (list A)
rev naif x = [[in
L
A
; id; out
L
A
]]
L
A
;L
A
x
ou
 = n
r
c:(n
r
(h; r:[[(c h n)
r
c; id; out
L
A
]]
L
A
;L
A
r))
Dans ce cas, le theoreme Acid Rain voit ses hypotheses veriees et il est donc applique
comme suit :
rev naif  rev naif
par denitions en hylomorphismes
= [[in
L
A
; id; out
L
A
]]
L
A
;L
A
 [[in
L
A
; id; out
L
A
]]
L
A
;L
A
par Cata-HyloFusion
= [[((in
L
A
 id)); id; out
L
A
]]
L
A
;L
A
par denition de in
L
A
et proprietes des foncteurs
= [[(in
L
A
); id; out
L
A
]]
L
A
;L
A
Cependant, le nombre de constructeurs cons utilises pour inverser deux fois une liste
de longueur n est
n (n+1)
2
, soit une complexite de O(n
2
) (il s'agit en fait de la complexite
intrinseque de la fonction rev naif ), alors qu'on espere une fonction proche de la recopie
de liste : : : Cet exemple est assez caricatural, mais il represente une classe de programmes
pour lesquels l'ensemble des methodes de deforestation fonctionnelles existantes ne sont pas
ecaces : cela constitue une deuxieme limitation de la technique.
Finalement, je considere la fonction at qui construit la liste des feuilles d'un arbre binaire.
let at t l = case t of
leaf n ! cons n l
node left right !
at left (at right l)
L'hylomorphisme correspondant a cette fonction, derive par l'algorithme presente a la
section 5.5.3, est le suivant :
at t l = [[
0
; id;  
0
]]
G;G
t l
ou

0
= cons
r
id
 = t; l:case (t; l) of
((leaf n); l)! (1 ; (n; l))
((node left right); l)! (2 ; (left ; (at right l)))
avec
G =!A!(list A) + Id
Si je considere la composition de rev avec at , an d'obtenir la liste inversee des feuilles
d'un arbre binaire t, le resultat optimal attendu serait l'elimination de la liste intermediaire,
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produite par at et consommee par rev . L'incompatibilite entre les formes des hylomorphismes
et les foncteurs F et G pose alors la troisieme limitation du systeme de fusion d'hylomor-
phismes : a ma connaissance, il ne permet pas de traiter la fusion et actuellement, aucune
deforestation automatique ne peut donc e^tre eectuee.
5.6 Conclusion et ouverture
Sans e^tre exhaustif sur toutes les methodes de deforestations existant en programmation
fonctionnelle, ce chapitre permet d'avoir une vue assez complete des techniques utilisees, d'une
part, dans l'algorithme de deforestation de Wadler et, d'autre part, dans les deux principales
approches calculationnelles de la deforestation que sont la normalisation des folds et la fusion
des hylomorphismes.
Les dierentes comparaisons qui ont pu e^tre faites entre ces methodes font principale-
ment ressortir la necessite, pour faciliter la deforestation, de decrire un programme par une
specication dirigee par la structure des donnees.
Dans l'algorithme de Wadler, le guidage de la deforestation est fait syntaxiquement, sur
les mots cle du langage (e.g. sur le case), tandis que les methodes calculationnelles font
appel a une abstraction des schemas recursifs des types de donnees et des fonctions, qui est
representee par la notion de foncteur. Cette technique d'abstraction permet de traiter les
problemes de maniere formelle, gra^ce a des resultats de la theorie des categories et permet
egalement d'automatiser les transformation de programmes. Cependant, la notion de foncteur
possede une certaine rigidite, puisqu'elle est determinee a partir des schemas de recursions
globaux des types de donnees et des fonctions. Elle ne permet pas toujours de suivre delement
les constructions de structures intermediaires pouvant e^tre \encapsulees" dans des variables
d'accumulations. Cette abstraction des foncteurs, parfois trop eloignee des constructions de
structures intermediaires, peut engendrer des dicultes lors du processus de deforestation et
ne pas les eliminer completement.
Dans le prochain chapitre, je vais comparer la composition descriptionnelle, technique de
deforestation dediee aux grammaires attribuees (cf. section 3), aux methodes de deforestations
calculationnelles qui viennent d'e^tre presentees. Cette comparaison tend a montrer que les
specications de grammaires attribuees, declaratives, dirigees par la structure des donnees
et independantes de l'ordre ou du modele d'execution, sont particulierement adaptees aux
transformations de programmes telles que la deforestation et peuvent apporter une reponse
aux problemes restes irresolus par les techniques presentees dans ce dernier chapitre.
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Chapitre 6
Deforestation fonctionnelle versus
composition descriptionnelle
Dans le contexte des transformations de programmes, et plus particulierement quand la
structure des donnees est une information primordiale comme c'est le cas pour la deforesta-
tion, le formalisme des grammaires attribuees possede des atouts indeniables et se revele tres
puissant.
An de mettre en evidence les caracteristiques interessantes du formalisme des grammaires
attribuees et les similitudes qu'il possede avec la programmation fonctionnelle, en termes tant
de pouvoir d'expression que de transformation de programmes, je compare dans ce chapitre
les notations, l'expressivite, la semantique et l'evaluation des les grammaires attribuees avec
celles des folds et des hylomorphismes, qui sont des styles de programmation fonctionnelle
dedies aux transformations de programmes. Leur point commun evident est de rendre la
structure des donnees explicite dans les programmes et de s'appuyer sur cette structure pour
decrire des calculs, des parcours ou des transformations.
Les folds et les grammaires attribuees seront donc compares en tant que paradigmes
de programmation diriges par la structure des donnees. La comparaison sera tout d'abord
limitee aux folds du premier ordre qui sont equivalents aux grammaires attribuees purement
synthetisees. Apres la comparaison des notations et des pouvoirs d'expressions, je comparerai
les eets respectifs des methodes de deforestation sur chacun de ces deux formalismes.
Cette comparaison sera ensuite etendue aux folds du second ordre qui permettent d'expri-
mer des fonctions plus complexes et que les grammaires attribuees representent generalement
a l'aide d'attributs herites. Je comparerai ces deux representations et la deforestation qu'elles
autorisent dans leurs domaines respectifs. Cette comparaison permettra ensuite de montrer
les limitations du formalisme des folds et de son algorithme de deforestation associe.
Je presenterai alors les atouts du formalisme des hylomorphismes et les apports de leur
methode de fusion. Introduits pour palier certaines des limitations des folds, ce formalisme et
ces techniques appara^tront alors comme etonnamment proches des grammaires attribuees,
dans leur principe et dans leurs eets.
Finalement, les constatations de limitations, a la fois des methodes de deforestation et des
moyens permettant de les comparer, me donneront l'occasion de motiver les travaux qui sont
decrits par la suite.
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length x = (fold
list
| (():zero)
 (e; r :succ r) ) x
Fig. 6.1: Denition de length avec un fold
append x y = (fold
list
} (():y)
~ (e; r :cons e r) ) x
Fig. 6.2: Denition de append avec un fold
6.1 Folds du premier ordre et grammaires attribuees
6.1.1 Similarites de notations

A l'aide de l'operateur de contro^le generique fold, il est possible de decrire des programmes
comme cela est presente a la section 5.3. Sur le type list , les fonctions calculant la longueur
d'une liste (length , gure 6.1) et la concatenation de deux listes (append , gure 6.2) peuvent
e^tre exprimees assez simplement a l'aide de folds [SF93].
Les deux lambda-expressions (| et ) sont les fonctions accumulatives du fold repre-
sentant la fonction length (gure 6.1). Ces fonctions accumulatives representent les calculs a
eectuer sur chacun des constructeurs du type list : l'une, pour le constructeur nil , n'a aucun
parametre ; l'autre, pour le constructeur cons , accepte deux parametres determines par la
denition generique du fold
list
(cf. section 5.3.3).
Sur le type list , les grammaires attribuees permettent egalement de specier la fonction
length . La gure 6.3 presente une grammaire attribuee speciant length dans le formalisme
fonctionnel presente section 2.1.2. Dans cette grammaire attribuee, les regles semantiques
| et  pour les constructeurs nil et cons sont aisement representables sous la forme de
lambda-expressions et correspondent exactement aux fonctions accumulatives de resultat du
programme representant la fonction length avec un fold,(gure 6.1). Il en est de me^me pour
la grammaire attribuee speciant append , presentee a la gure 6.4.
La dierence principale entre ces deux syntaxes (fold et grammaire attribuee) est que
chaque variable utilisee dans une grammaire attribuee est explicitement mentionnee par un
nom specique : c'est une occurrence d'attribut. Par exemple, dans le pattern (cons head tail)
de la gure 6.3, le resultat attendu sur tail est explicitement nomme tail :s tandis que dans
aglet length =
length x !
length:result = x :s
nil !
nil :s = zero | nil :s = (():zero)
cons head tail !
cons:s = succ tail :s  cons:s = (e; r :succ r) head tail :s
Fig. 6.3: Denition de length en grammaire attribuee
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aglet append =
append x y !
append :result = x :v
nil !
nil :v = y } nil :v = (():y)
cons head tail !
cons:v = cons head tail :v ~ cons:v = (e; r :cons e r) head tail :v
Fig. 6.4: Denition de append en grammaire attribuee
ip t = (fold
tree
 ((i):leaf i)
? (p; q :node q p) ) t
Fig. 6.5: Denition de ip avec un fold
la version en fold ce resultat est implicitement represente par r, qui est une variable accu-
mulative de resultat. Cette notation explicite en grammaire attribuee permet d'exprimer des
fonctions qui retournent plus d'un resultat (plusieurs attributs synthetises) et qui possedent
plus d'un parametre (plusieurs attributs herites). Dans cette section, je me contenterai de
comparer les grammaires attribuees purement synthetisees, qui n'utilisent qu'un seul attribut
synthetise, avec les folds du premier ordre. Cependant, il est d'ores et deja interessant de
remarquer que les regles semantiques de la forme en grammaire attribuee sont exactement les
fonctions accumulatives de la forme en fold, appliquees aux parametres explicites, c'est-a-dire
aux occurrences d'attributs appropriees.
Remarquons egalement que, dans l'exemple de append , le parametre y est une variable
libre qui joue le ro^le d'une variable globale, dans le fold comme dans la grammaire attribuee.
Pour prendre un exemple sur un autre type, la fonction ip, qui prend en entree un
arbre binaire de type tree et qui echange toutes ses branches, peut e^tre representee par un
fold, comme le presente la gure 6.5, ou par une grammaire attribuee, comme dans la gure
6.6. Les fonctions accumulatives du fold ( et ?) sont la aussi des -abstractions des regles
semantiques de la grammaire attribuee, ou les occurrences d'attributs ont ete abstraites par
des parametres implicites : les variables accumulatives de resultat i, p et q.
aglet ip =
ip t !
ip:result = t :m
leaf elem !
leaf :m = leaf elem  leaf :m = ((i):leaf i) elem
node left right !
node:m = node right :m left :m ? node:m =
(p; q :node q p) left :m right :m
Fig. 6.6: Denition de ip en grammaire attribuee
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6.1.2 Foncteurs et evaluateurs d'attributs
Apres la comparaison des notations, je m'interesse ici a la semantique et a l'evaluation
des folds et des grammaires attribuees. La semantique d'une fonction exprimee avec un fold
est donnee par la denition de cet operateur, qui utilise la notion de foncteur [SF93]. Sans
revenir sur le detail du calcul de ces foncteurs (cf. section 5.3.3), qui sont determines de facon
statique a partir d'un type algebrique, je rappelle ci-dessous les foncteurs generes a partir des
types list et tree et les equations denissant l'operateur fold pour ces types.
E
list
nil
f g = ():()
E
list
cons
f g = x; y:(fx) (gy)
(fold
list
f
n
f
c
) nil = f
n
(fold
list
f
n
f
c
) (cons head tail) = f
c
head ((fold
list
f
n
f
c
) tail)
E
tree
leaf
f g = x:fx
E
tree
node
f g = x; y:(gx) (gy)
(fold
tree
f
l
f
n
) (leaf elem) = f
l
elem
(fold
tree
f
l
f
n
) (node left right) = f
n
((fold
tree
f
l
f
n
) left) ((fold
tree
f
l
f
n
) right)
Ces denitions permettent d'evaluer n'importe quelle fonction ecrite a l'aide de fold sur
le type des listes ou des arbres binaires.
Par exemple, la denition de fold
list
permet d'evaluer la fonction length donnee a la
gure 6.1, puisqu'elle permet d'identier les parametres de f
c
(c'est-a-dire e et r). Le ro^le du
foncteur est donc de determiner les parametres a fournir aux fonctions accumulatives. Pour le
constructeur cons head tail , la variable accumulative de resultat est denie recursivement sur
tail (le reste de la liste). L'operateur fold
list
est deni avec des foncteurs qui sont determines
statiquement a partir du type list . Ces foncteurs fournissent un sens, une semantique, a
l'evaluation des fonctions exprimees avec un fold
list
.
Plus generalement, les foncteurs E
i
(cf. section 5.3.2) denissent la facon de calculer re-
cursivement les valeurs des fonctions accumulatives f
i
sur les constructeurs c
i
d'une structure
recursive. Il est important de noter ici que la denition d'un ensemble de foncteurs depend
uniquement du type considere. Ces foncteurs sont denis statiquement a partir des construc-
teurs du type et ils sont valides pour n'importe quelle fonction accumulative de n'importe
quel programme deni sur ce type : le fold est un operateur de contro^le generique, deni
automatiquement et denitivement pour un type donne.
Pour une grammaire attribuee, la semantique est donnee par la solution du systeme d'equa-
tions orientees deni par l'ensemble des regles semantiques entre les instances d'attributs, pour
une structure de donnee d'entree particuliere et ceci quelle que soit la methode utilisee pour
resoudre ce systeme d'equations.
La forme des regles semantiques (equations orientees) permet de determiner des depen-
dances entre les occurrences d'attributs sur les productions (patterns). C'est a partir de ces
dependances que sera determine l'ordre d'evaluation de toutes les instances d'occurrences d'at-
tributs pour un parametre d'entree donne, parmi lesquelles la valeur de l'attribut synthetise
a la racine de la structure (result) represente le resultat de la fonction.
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aglet (fold f
n
f
c
) =
(fold f
n
f
c
) x !
fold :result = x :s
nil !
nil :s = f
n
cons head tail !
cons:s = f
c
head tail :s
Fig. 6.7: Denition de fold
list
en grammaire attribuee S
1
generique
En d'autres termes, pour une specication (grammaire attribuee) donnee, dierentes tech-
niques [Eng84] peuvent e^tre employees pour generer un evaluateur d'attributs, utilisant even-
tuellement dierentes methodes d'evaluation, mais conduisant toujours a la me^me solution.
Ainsi, la semantique d'une grammaire attribuee repose uniquement sur sa specication (la si-
gnature de ses regles semantiques) et elle est independante de la methode { et eventuellement
de l'ordre { d'evaluation. Du point de vue des grammaires attribuees, les foncteurs associes
aux constructeurs d'un type peuvent donc e^tre consideres comme une methode d'evaluation
particuliere, gee par le type.
Pour l'exemple de length (gure 6.3), la regle semantique cons:s = succ tail :s associee au
constructeur cons determine la recursion implicite necessitant le calcul de l'attribut s sur
le reste de la liste (tail ) avant de pouvoir calculer sa valeur sur un cons donne. La regle
semantique nil :s = zero donne la condition de terminaison de cette recursion, puisque aucun
attribut n'appara^t en partie droite de cette equation.
De me^me, pour la grammaire attribuee denissant ip (gure 6.6), la regle semantique
associee au pattern (node left right) fournit simplement l'information suivante : l'attribut m
d'un nud donne depend des attributs m calcules sur chacune de ses branches.
Le cadre d'etude est ici celui de fonctions assez simples, c'est-a-dire les fonctions qui
peuvent s'exprimer par des grammaires attribuees ayant un seul attribut synthetise et notees
S
1
. Pour ces fonctions, l'ordre d'evaluation fourni par les foncteurs qui servent a la deni-
tions des folds pour un type donne est valide pour l'evaluation des grammaires attribuees
correspondantes. Autrement dit, ces foncteurs constituent des evaluateurs valides pour les
grammaires attribuees [Jou84a].
Il est donc possible de denir l'operateur fold
list
f
n
f
c
dans le formalisme des grammaires
attribuees, comme dans la gure 6.7, et de considerer qu'elles possedent le me^me pouvoir
d'expression.
6.1.3 Eets de deforestation
En restant dans le cadre des folds du premier ordre et des grammaires attribuees purement
synthetisees, cette section compare maintenant leurs methodes de deforestation : l'algorithme
de normalisation (cf. section 5.3.4) pour les folds de premier ordre et la composition descrip-
tionnelle (cf. chapitre 3) pour les grammaires attribuees S
1
. Le fonctionnement de l'algorithme
de normalisation a deja ete detaille sur l'exemple length (append x y), mais j'en redonne ici
les grandes lignes ; son principe et ses eets seront compares sur cette composition simple avec
ceux de la composition descriptionnelle. Malgre des moyens (algorithmes) a priori dierents,
cette comparaison aboutit a des resultats similaires.
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Algorithme de normalisation
Rappelons que l'algorithme de normalisation est compose de trois parties : la generalisation
qui est un remplacement (substitution) de terme, l'application a une construction qui est
l'application de la denition de l'operateur fold a un constructeur et a ses parametres et la
promotion qui etablit que la composition d'une fonction g avec une fonction exprimee en fold
est une nouvelle fonction exprimee en fold, dont les fonctions accumulatives doivent pouvoir
e^tre determinees comme solutions d'equations. Cette derniere partie est basee sur le theoreme
de promotion (theoreme 5.3.1 section 5.3.4) :

n
= g f
n

c
a (g r) = g (f
c
a r)
g ((fold
list
f
n
f
c
) x ) = (fold
list

n

c
) x
Le theoreme de promotion assure la validite du fold resultant pour des fonctions 
construites localement sur chaque constructeur, c'est-a-dire que chaque fonction accumulative

i
du resultat ne depend que de la fonction g et de la fonction accumulative f
i
du fold originel.
Dans le cas des listes par exemple, il doit determiner le 
c
, c'est-a-dire trouver une solution
de l'equation 
c
a (g r) = g (f
c
a r). Je vais montrer que la composition descriptionnelle est
une transformation qui possede le me^me caractere de localite que le theoreme de promotion
du fold.
Dans l'exemple de length  append, le ro^le du theoreme de promotion est de donner une
denition pour les fonctions accumulatives 
i
(ou plus precisement de donner des equations
qu'elles doivent verier) et de prouver la correction du fold resultant. Il permet donc de
determiner de nouvelles fonctions accumulatives sur lesquelles il sera possible d'appliquer les
pas d'application a une construction et de generalisation. Ce sont ces deux derniers pas qui
eectuent veritablement la deforestation.
Plus precisement, la fonction g (length pour notre exemple) se retrouve a l'interieur des
fonctions accumulatives 
i
du resultat et est donc appliquee directement sur les f
i
originales
(c'est-a-dire sur leurs constructeurs). Cependant, la veritable deforestation n'est eectuee sur
ces nouvelles fonctions 
i
que par les etapes d'application a une construction et de generali-
sation.
Voila ce que cela donne sur l'exemple length  append (plus de details sont fournis sec-
tion 5.3.4). Rappelons d'abord les denitions :
length x = (fold
list
(():zero) (e; r:succ r)) x
append x y = (fold
list
f
n
f
c
) x
avec f
n
= (():y)
et f
c
= (e; r:cons e r)
En considerant g = length, le theoreme de promotion du fold donne :

n
= length y
et 
c
r
1
r
2
= length (cons x
1
x
2
) avec [x
1
=r
1
; (length x
2
)=r
2
]
L'application a une construction donne :

c
r
1
r
2
= succ (length x
2
)
Et pour terminer, la generalisation de length x
2
par r
2
permet d'obtenir :

c
r
1
r
2
= succ r
2
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aglet length =
length x !
length:result = x :s
nil !
nil :s = zero |
cons head tail !
cons:s = succ tail :s 
Fig. 6.8: Denition de length en grammaire attribuee
Le resultat de l'algorithme de normalisation sur length (append x y) est donc le fold :
(fold
list
(():(fold
list
(():zero) (e; r:succ r))y)
(r
1
; r
2
:succ r
2
)) x y
dans lequel plus aucune structure intermediaire n'est construite.
Composition descriptionnelle
Rappelons brievement que le but de la composition descriptionnelle est de construire
statiquement, a partir de deux grammaires attribuees f et g telles que f : T
1
! T
2
et
g : T
2
! T
3
, une nouvelle grammaire attribuee (g f) : T
1
! T
3
qui a la me^me semantique
que l'application successive de f et de g, mais telle que cette nouvelle grammaire attribuee
ne construise plus la structure intermediaire correspondant au type T
2
.
L'idee de base est la notion de projection de regle semantique. Intuitivement, (g f) est
construite a partir de f en remplacant chaque regle semantique qui construit un terme de
type T
2
par la projection des regles semantiques de g sur ce terme.
Plus precisement, soit r
f
i
une regle semantique de f , correspondant au pattern de construc-
teur c
T
1
i
, qui construit un terme de type T
2
avec le constructeur c
T
2
j
. Ce terme etant une
structure de type T
2
sur lequel la grammaire g doit e^tre appliquee, il represente donc une
structure intermediaire, puisque les regles r
g
j
associees au pattern de constructeur c
T
2
j
dans
g lui seront appliquees. Dans ce cas, pour le pattern de constructeur c
T
1
i
dans (g f), la regle
r
f
i
sera remplacee par la projection des regles r
g
j
sur r
f
i
. Cette projection suit la structure et
l'ordre des parametres du constructeur original c
T
2
j
dans r
f
i
. Par ailleurs, de nouveaux attri-
buts sont crees : pour chaque attribut a d'une variable de type X dans f tel que le type de a
est celui d'un non-terminal Y de g, un nouvel attribut a b sur X est declare dans (g f) pour
chaque attribut b de Y dans g. Le type du nouvel attribut a b est celui de b.
Cette presentation de la composition descriptionnelle est quelque peu restreinte, puis-
qu'elle ne distingue pas les attributs syntaxiques des attributs semantiques et qu'elle ne traite
pas la projection des regles semantiques ayant des if{then{else ; cependant, elle est susante
pour notre propos. Par ailleurs, le lecteur pourra trouver une denition plus formelle au
chapitre 3 de cette these ou dans l'article original [GG84].
Pour l'exemple de (length  append), les denitions en grammaire attribuee de chacune
des fonctions sont rappelees dans les gures 6.8 et 6.9. La regle semantique ~ de append cree
un cons . Donc, la regle semantique  pour la production cons de length est projetee sur le
constructeur cons de la regle semantique ~ de append, conformement a ses parametres. Un
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aglet append =
append x y !
append :result = x :v
nil !
nil :v = y }
cons head tail !
cons:v = cons head tail :v ~
Fig. 6.9: Denition de append en grammaire attribuee
aglet lengthappend =
lengthappend x y !
lengthappend :result = x :v s
nil !
nil :v s = (length y)
cons head tail !
cons:v s = succ tail :v s
Fig. 6.10: La composition descriptionnelle de length avec append
nouvel attribut v s est cree dans la regle semantique resultante sur la production cons de
lengthappend (gure 6.10).
6.1.4 Une premiere comparaison
Tout comme la dierence entre l'evaluation des folds et l'evaluation des grammaires at-
tribuees (la denition des foncteurs depend uniquement du type tandis que le generateur
d'evaluateur depend de la forme des regles semantiques), la dierence entre l'algorithme de
normalisation et la composition descriptionnelle tient a la connaissance de la methode d'eva-
luation. La composition descriptionnelle ne necessite pas du tout cette connaissance. En fait,
la methode d'evaluation choisie pour la grammaire attribuee resultante d'une composition
descriptionnelle peut e^tre dierente des methodes d'evaluations qui auraient ete choisies pour
les grammaires attribuees d'entree. On distingue dierentes classes de grammaires attribuees
en fonction de leurs techniques d'evaluation possibles. La plus large de ces classes est celle des
grammaires attribuees non-circulaires et elle est stable par la composition descriptionnelle
1
,
c'est-a-dire le resultat de la composition descriptionnelle de deux grammaires attribuees non-
circulaires est encore une grammaire attribuee non-circulaire [Gie88].
Pour interpreter la composition descriptionnelle dans les termes de l'algorithme de nor-
malisation, la projection des regles semantiques de la composition descriptionnelle produit
directement la version deforestee des 
i
, tandis que les 
i
obtenues par le theoreme de pro-
motion doivent encore e^tre deforestees par les etapes d'application a une construction et de
generalisation de l'algorithme de normalisation. Il est donc possible de voir la composition
descriptionnelle comme un algorithme de normalisation plus symbolique, au sens ou elle est
1. Cette propriete de stabilite (clo^ture) des classes de grammaires attribuees par la composition description-
nelle, principalement etudiee dans [Gie88], n'est pas systematiquement realisee pour toutes les classes.
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naif rev x = (fold
list
(():nil)
(e; r :append r (cons e nil)) ) x
Fig. 6.11: La forme \nave" de l'inversion de liste en fold
aglet naif rev =
naif rev x !
naif rev :result = x :s
nil !
nil :s = nil
cons head tail !
cons:s = (append tail :s (cons head nil))
Fig. 6.12: La grammaire attribuee correspondant au fold pour naif rev
independante
2
de la methode ou de l'ordre d'evaluation des attributs alors que le theoreme de
promotion est fortement lie a la denition des foncteurs, guidant cette evaluation. La compo-
sition descriptionnelle est donc une transformation de source a source, independante de toute
methode d'evaluation : c'est une composition purement symbolique qui n'est guidee que par
la forme des regles semantiques et non par une abstraction generale en terme de schema de
recursion liee aux patterns de type auxquelles elles sont associees.
Cependant, dans le cadre des fonctions pouvant s'exprimer par un fold du premier ordre,
le foncteur etant valable pour l'evaluation de la grammaire attribuee S
1
correspondante,
l'algorithme de normalisation et la composition descritpionnelle sont equivalents en terme de
deforestation.
6.2 Folds de 2
nd
ordre et grammaires attribuees generales
Dans cette section, je m'interesse aux programmes plus complexes qui ne peuvent pas e^tre
deforestes dans leur representation en fold du premier ordre. La normalisation de certains
de ces programmes necessite une transformation en folds de second ordre
3
. Par ailleurs,
ces programmes peuvent e^tre representes par des grammaires attribuees generales (avec des
attributs herites).
6.2.1 Des problemes de deforestation
L'algorithme de normalisation, tel qu'il a ete presente, ne peut pas e^tre applique sur tous
les programmes ecrits a l'aide de folds, de me^me que la composition descriptionnelle ne s'ap-
plique pas sur toutes les grammaires attribuees. Par exemple la fonction d'inversion de liste
exprimee avec un fold dans sa forme nave (naif rev, gure 6.11) n'est pas potentiellement
normalisable [SF93]. En eet, la fonction append qu'elle contient agit sur la variable accumu-
lative de resultat r qui est en cours de construction. Plus precisement, le fold interne (de la
2. En prenant garde cependant au probleme de la clo^ture des classes de grammaires attribuees par la
composition descriptionnelle.
3. Un fold est de second ordre lorsque l'une de ses fonctions accumulatives de resultat l'est.
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reverse x = (fold
list
(():w :w)
(e; r :w :(r (cons e w))) ) x nil
Fig. 6.13: La forme en fold de second ordre pour l'inversion de liste
fonction append) porte sur r qui est une variable du type list liee par le fold externe.
Pour une raison similaire, la composition descriptionnelle ne peut pas e^tre appliquee sur
la grammaire attribuee correspondante (naif rev, gure 6.12). Pour appliquer la composition
descriptionnelle sur des grammaires attribuees, les constructeurs de la structure intermediaire
a eliminer doivent e^tre directement visibles, pour que la projection des regles semantiques
sur ces constructeurs soit possible et correcte. Dans la grammaire attribuee pour naif rev
(gure 6.12) correspondant au fold naf, la fonction append \cache" les constructeurs et
interdit l'application de la composition descriptionnelle.
6.2.2 L'approche \ordre superieur"
Pour resoudre ce probleme, Sheard et Fegaras [SF93] ont introduit le theoreme de promo-
tion du second ordre. En eet, les fonctions qui posent probleme peuvent dans certains cas
e^tre transformees en des folds de second ordre, obtenus gra^ce a une transformation F
G
[SF93].
Par exemple, la fonction d'inversion de liste nave, qui n'est pas normalisable sous sa forme
en fold du premier ordre (gure 6.11), est transformee en un fold de second ordre presente a
la gure 6.13.
Cependant, la transformation F
G
impose des restrictions sur le type de base et sur les
fonctions accumulatives de la forme nave. Sans rentrer dans les details (voir [SF93]), le type
doit posseder un zero-constructeur (constructeur sans arguments), et les fonctions accumu-
latives apparaissant dans le programme fold a transformer doivent utiliser des fonctions de
zero-remplacement. Par exemple, dans le cas de reverse , nil est un zero-constructeur pour le
type list et la fonction append est une fonction de zero-remplacement. Gra^ce a ces conditions
tres particulieres, la forme nave en fold de reverse peut e^tre transformee par F
G
, et le fold
de second ordre resultant est normalisable avec le Theoreme de Promotion de second ordre.
Gra^ce a cette extension, l'algorithme de normalisation peut eectuer des deforestations telles
que length(reverse(x)) = length(x) ou reverse(reverse(x)) = copy(x).
4
En aparte, je signale ici qu'il existe une transformation classique [Knu68, CM79] qui pro-
duit, pour toute grammaire attribuee, la grammaire attribuee purement synthetisee d'ordre
superieur correspondante
5
.

A partir de la grammaire attribuee naturelle pour l'inversion
(reverse, presentee gure 6.14), cette transformation produit la grammaire attribuee S
1
d'ordre superieur de la gure 6.15. Me^me si la transformation en grammaire attribuee d'ordre
superieur est plus generale que la transformation F
G
de [SF93] (en particulier, elle ne possede
pas de restriction de type concernant des zero-constructeurs), il est interessant de remarquer la
ressemblance entre cette grammaire attribuee S
1
et le fold d'ordre superieur de la gure 6.13,
produit par la transformation F
G
a partir du fold naf.
4. En utilisant, en plus du Theoreme de Promotion de second ordre, la transformation F
 1
G
denie
dans [SF93].
5. Ici, \grammaire attribuee d'ordre superieur" ne designe pas l'extension du formalisme des grammaires
attribuees de Vogt et al. [VSK89], mais une grammaire attribuee (classique) avec des attributs et des regles
semantiques d'ordre superieur.
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aglet reverse =
reverse x !
reverse:result = x :s
x :h = nil
nil !
nil :s = nil :h
cons head tail !
cons:s = tail :s
tail :h = cons head cons:h
Fig. 6.14: La grammaire attribuee \naturelle" pour reverse
aglet reverse =
reverse x !
reverse:result = (x :s nil)
nil !
nil :s = (w :w)
cons head tail !
cons:s = (w :((tail :s) (cons head w)))
Fig. 6.15: La grammaire attribuee d'ordre superieur correspondant a la grammaire attribuee
\naturelle" pour reverse
6.2.3 L'approche \heritee"
Pour la composition descriptionnelle, l'impuissance a traiter les grammaires attribuees
comme celle de la gure 6.12, n'a jamais ete un probleme crucial. En eet, la forme \naturel-
le" en grammaire attribuee pour exprimer l'inversion de liste n'est pas celle de la gure 6.12,
mais pluto^t une grammaire attribuee (reverse, gure 6.14) utilisant un attribut herite, h,
initialise a nil. On peut alors appliquer directement la composition descriptionnelle sur (la
composition de) cette grammaire attribuee naturelle (avec elle-me^me ou avec une autre gram-
maire attribuee, comme length).
La notion d'attributs synthetises et herites est le concept de base du formalisme des gram-
maires attribuees. Introduits des le debut de la theorie des grammaires attribuees [Knu68], ils
permettent de decrire a la fois les calculs \montants" et \descendants" sur la structure. La
composition descriptionnelle, qui a ete denie sur les grammaires attribuees generales (ayant
des attributs synthetises et herites), peut e^tre appliquee indieremment avec n'importe quelle
grammaire attribuee, qu'elle soit S
1
ou non. Par exemple, elle agit directement sur la gram-
maire attribuee naturelle pour reverse (gure 6.14), qui utilise un attribut herite.
La gure 6.16 presente le resultat reverse reverse de la composition descriptionnelle sur
l'exemple reverse (reverse x ), sans rentrer dans les details de la transformation. L'idee de
base, me^me avec les attributs herites, reste la projection des regles semantiques (cf. chapitre
3).
Les grammaires attribuees produites par la composition descriptionnelle contiennent sou-
vent beaucoup de regles de recopie entre les attributs, qui n'ont pas d'autre ro^le que de pro-
pager les valeurs le long de la structure ; une analyse statique globale simple [Rou94] permet
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aglet reverse reverse =
reverse reverse x !
reverse reverse:result = x :s s
x :h h = x :h s
x :s h = nil
nil !
nil :s s = nil :h s
nil :h h = nil :s h
cons head tail !
cons:s s = tail :s s
tail :h s = cons:h s
cons:h h = cons head tail :h h
tail :s h = cons:s h
Fig. 6.16: La grammaire attribuee resultante de la composition descriptionnelle de reverse
avec elle-me^me
d'eliminer la plupart de ces regles de recopie ; je reviendrai sur ces transformations au chapitre
9.

A partir de la grammaire attribuee presentee a la gure 6.16, cette elimination des regles de
copie conduit a la grammaire attribuee de recopie d'une liste, ce qui est equivalent au resultat
obtenu par l'algorithme de normalisation de second ordre, utilisant les transformations F
G
et
F
 1
G
, avec des conditions restrictives sur les constructeurs des types consideres.
Un exemple avec le type tree
Pour diversier les types des exemples etudies et pour illustrer le cas d'un type ne pos-
sedant pas naturellement de zero-constructeur, je donne ici un petit exemple de composition
descriptionnelle utilisant le type tree (arbres binaires d'entiers). La fonction ip prend un
arbre comme argument dont elle inverse les sous-arbres a chaque nud. Par exemple :
ip (node (node (leaf 1 ) (leaf 2 )) (leaf 3 ))
= (node (leaf 3 ) (node (leaf 2 )(leaf 1 )))
La fonction sigma prend egalement un arbre comme argument et retourne un arbre qui a
la me^me structure, mais ou les valeurs aux feuilles ont ete ajoutees entre elles, de gauche a
droite. Par exemple :
sigma(node (node (leaf 2 ) (leaf 5 )) (leaf 3 ))
= (node (node (leaf 2 ) (leaf 7 )) (leaf 10 ))
La grammaire attribuee pour ip est donnee a la gure 6.17 et celle pour sigma
6
a la
gure 6.18. Notre but est d'avoir une version de la composition des fonctions (ip  sigma)
qui ne construise pas l'arbre intermediaire. La composition descriptionnelle de ip avec sigma
produit la grammaire attribuee presentee a la gure 6.19.
6. On peut remarquer que cette grammaire attribuee pour sigma n'est pas en forme normale, a cause de la
regle semantique leaf :s = leaf leaf :v . Cela permet de simplier sa presentation et ne pose pas de problemes
puisque, de toute facon, il est possible de la transformer dans sa forme normale [Boc76].
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aglet ip =
ip t !
ip:result = t :m
leaf i !
leaf :m = leaf i
node left right !
node:m = node right :m left :m
Fig. 6.17: La grammaire attribuee pour ip
aglet sigma =
sigma t !
sigma:result = t :s
t :h = zero
leaf i !
leaf :s = leaf leaf :v
leaf :v = plus i leaf :h
node left right !
node:s = node left :s right :s
node:v = right :v
right :h = left :v
left :h = node:h
Fig. 6.18: La grammaire attribuee pour sigma
La composition descriptionnelle produit donc une grammaire attribuee (gure 6.19) qui
evite la construction de l'arbre intermediaire et qui eectue uniquement les constructions ne-
cessaires au resultat nal. Le type tree n'ayant pas de zero-constructeurs, il n'est pas possible
d'exprimer ces fonctions avec des fonctions accumulatives de zero-remplacement et l'algo-
rithme de l'algorithme de normalisation des folds ne peut donc pas deforester ce programme.
6.2.4 Comparaison
Avec le passage a des programmes plus complexes, les dierences dans le traitement de la
deforestation s'arment entre les folds de second ordre et les grammaires attribuees generales,
c'est-a-dire utilisant eventuellement des attributs herites.
La notion d'attribut herite n'existant pas dans le formalisme des folds, ces derniers doivent
utiliser des fonctions d'ordre superieur pour obtenir la me^me expressivite, c'est-a-dire pour
decrire des calculs descendants dans une structure.
Les variables d'accumulation des fonctions recursives (comme celle dans laquelle l'inversion
de liste est construite dans reverse) sont des arguments \supplementaires" ou \secondaires"
par rapport a l'argument \principal" ou pattern matche sur lequel s'applique la recursion
(comme la liste a inverser dans l'exemple de reverse) qui est guidee par la structure de son
type. Ces variables d'accumulation peuvent contenir des constructions qui ne suivent pas le
schema de recursion de la fonction. En grammaires attribuees, ces variables d'accumulation
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aglet ip sigma =
ip sigma t !
ip sigma:result = t :m s
t :m h = zero
leaf i !
leaf :m s = leaf leaf :m v
leaf :m v = plus i leaf :m h
node left right !
node:m s = node right :m s left :m s
node:m v = left :m v
left :m h = right :m v
right :m h = mode:m h
Fig. 6.19: La resultat de la composition descriptionnelle de ip avec sigma
peuvent e^tre representees comme des objets de premiere classe, en tant qu'attributs herites ;
ce pouvoir d'expression n'est pas accessible par les folds qui, n'etant guides que par le schema
de recursion du type de l'argument pattern matche, ne peuvent representer l'accumulation
d'un resultat dans un parametre supplementaire que par une fonction d'ordre superieur (une
clo^ture).
Ceci est du^ aux denitions des folds qui sont intimement liees aux denitions des fonc-
teurs, eux-me^mes statiquement determines a partir des denitions algebriques des types. Pour
introduire la notion d'herite dans le formalisme des folds, les foncteurs ne devraient plus e^tre
denis uniquement en fonction de la structure du type, mais aussi en fonction des signatures
des fonctions accumulatives qui decrivent le resultat et les arguments du calcul ; ceci inter-
dirait la denition statique des foncteurs a partir du type seul. Un tel foncteur etendu, qui
tiendrait compte a la fois de la structure (type) et de la forme des calculs (signatures des
fonctions accumulatives etendues), pourrait eventuellement e^tre deni en utilisant les tech-
niques de generation d'evaluateurs d'attributs. En eet, la plupart des evaluateurs d'attributs
(pour les classes de grammaires attribuees plus generales) sont produits statiquement a la fois
a partir des types algebriques et des signatures des regles semantiques.
Par ailleurs, l'algorithme de normalisation et la composition descriptionnelle dierent par
la forme de leur programme d'entree. Pour les programmes qui ne sont pas directement nor-
malisables au premier ordre, l'algorithme de normalisation impose, pour le passage au second
ordre, que ce programme soit exprime avec des fonctions de zero-remplacement, tandis que
la composition descriptionnelle ne necessite pas une telle contrainte. Me^me si ces fonctions
particulieres peuvent e^tre deduites automatiquement a partir du zero-constructeur du type
considere, il existe des types sans zero-constructeur (tree par exemple). Dans ces cas, la com-
position descriptionnelle peut e^tre appliquee directement, mais l'algorithme de normalisation
echoue, faute de savoir ecrire ces exemples avec des fonctions de zero-remplacement. Dans
[FSZ94], la contrainte de zero-constructeur semble avoir ete eliminee, en passant systemati-
quement d'une denition recursive a un fold d'ordre superieur (Conversion de programmes
fonctionnels en programmes algebriques). L'approche de [FSZ94] permet de convertir la ver-
sion fonctionnelle de l'exemple de reverse (version iterative) en une version inductive, en ordre
superieur, sur laquelle l'algorithme de normalisation peut e^tre applique tout comme la compo-
6.3. L'apport des hylomorphismes 141
sition descriptionnelle peut e^tre appliquee sur la grammaire attribuee naturelle pour reverse .
Cependant, des problemes subsistent car cette conversion, qui utilise un algorithme de nor-
malisation etendu (sous forme de systeme de regles d'inferences), peut tout de me^me echouer
dans certains cas. De plus, les resultats sont obtenus dans une forme en ordre superieur et ne
peuvent pas toujours e^tre ramenes au premier ordre ; c'est le cas de l'exemple de reverse : la
forme nave avec append n'est plus necessaire, mais la forme naturelle conduit a une version
en fold du second ordre qu'on ne peut pas ramener au premier ordre. Au contraire, la com-
position descriptionnelle travaille directement sur une specication de grammaire attribuee
avec des attributs herites, sans la convertir prealablement en ordre superieur.
Finalement, me^me s'ils aboutissent dans certains cas a des resultats de deforestation equiva-
lents, l'algorithme de normalisation et la composition descriptionnelle utilisent des techniques
de transformation assez dierentes. Plus precisement, la transformation eectuee par l'algo-
rithme de normalisation depend fortement d'une evaluation partielle du terme d'entree tandis
que la composition descriptionnelle ne realise la deforestation que par une transformation
symbolique independante de la methode d'evaluation.
Les limites actuelles de la composition descriptionnelle sont la necessite de \visibilite"
des constructeurs dans les regles semantiques et l'impossibilite de traiter l'ordre superieur
(notion inhabituelle dans les domaines d'applications classiques des grammaires attribuees).
Cependant, la notion d'attribut herite en grammaire attribuee permet de representer des
programmes qui necessitent l'ordre superieur dans le formalisme des folds ; de plus, la nor-
malisation des folds a du^ e^tre etendue et amelioree pour resoudre les problemes poses par
l'ordre superieur, necessaire aux folds pour atteindre un pouvoir d'expression susant. Il est
interessant de constater que la puissance d'expression induite par la notion d'attribut herite
permet de traiter la plupart des extensions necessaires pour les folds. De plus, cette notion
etant classique en grammaire attribuee, elle a ete prise en compte initialement dans les nom-
breux travaux de recherche sur les grammaires attribuees et plus particulierement ceux qui
concernent la composition descriptionnelle.
6.3 L'apport des hylomorphismes
Outre les folds, un formalisme largement etudie dans le cadre de la deforestation de pro-
grammes est celui des hylomorphismes, plus precisement sous forme de triplets. La section
5.5 detaille assez precisement ce formalisme et les techniques qui lui sont dediees.
Generalisation des folds et de la forme d'entree
Les hylomorphismes et leurs regles de transformation permettent de generaliser les folds
et leur algorithme de normalisation, comme cela a ete mentionne a la section 5.5.4. L'exemple
de length  append , detaille section 5.5.3, presente un cas ou l'application des regles speci-
ques aux hylomorphismes simplie la deforestation et permet d'envisager plus facilement
son automatisation.
De plus, l'algorithme de derivation d'un hylomorphisme a partir d'une denition de fonc-
tion recursive classique, developpe par Hu et al. et brievement presente a la section 5.5.3,
permet de resoudre le probleme de representation d'une fonction, au moins du point de vue
du programmeur, dans sa forme d'entree pour le systeme de fusion. En eet, l'utilisation
du systeme de fusion d'hylomorphismes n'est guere realiste s'il faut demander a l'utilisateur
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d'ecrire directement ses programmes comme des compositions d'hylomorphismes sous forme
de triplets et de determiner lui-me^me les foncteurs associes.
Les grammaires attribuees classiques ne sont pas un formalisme tres repandu ni tres connu
dans la communaute fonctionnelle. Elles sont cependant plus intuitives que les notions cate-
gorielles. Par contre, l'algorithme de derivation d'un hylomorphisme a partir d'une denition
de fonction recursive classique libere l'utilisateur de la contrainte d'ecrire ses programmes
dans un formalisme qui ne lui est pas familier. Cet algorithme de derivation, accompagne de
la traduction inverse, permet de rendre le systeme de fusion d'hylomorphismes \utilisable"
pour les langages de programmation fonctionnelle classiques.
Assouplissement des foncteurs
J'ai deja signale a la section 6.2.4 que les foncteurs utilises dans les folds, determines
statiquement a partir de la denition d'un type algebrique, etaient trop rigides pour per-
mettre d'exprimer les calculs species par des fonctions construisant leur resultat gra^ce a un
parametre d'accumulation.
Les foncteurs qui guident la recursion des hylomorphismes ne sont plus simplement les
foncteurs des types algebriques. Ils correspondent plus precisement au schema de recursion
de la fonction representee et peuvent e^tre pour cela generes par l'algorithme de derivation
d'un hylomorphisme a partir d'une denition de fonction recursive. Par ailleurs, les diverses
transformations de fusion ou de restructuration d'hylomorphismes permettent de modier
ces foncteurs. C'est un debut de reponse au probleme du trop grand isomorphisme entre les
foncteurs guidant la deforestation et les types a partir desquels ils sont generes. En tout cas,
c'est un rapprochement de la technique utilisee pour les grammaires attribuees ou l'evaluateur,
qui est genere en fonction de la forme des regles semantiques, ne correspond au schema de
recursion de la fonction que dans les cas les plus simples. L'avantage de cette souplesse des
foncteurs se traduit par une meilleure representation des constructions intervenant dans des
variables d'accumulation.
Dependance entre deforestation et evaluation
Malheureusement, les inconvenients des hylomorphismes appara^ssent lors de la tentative
de fusion. En eet, comme je l'ai presente a la n de la section 5.5.5, la deforestation des pro-
grammes tels que length  reverse n'est plus possible par les regles \agreables" d'Acid Rain
(theoreme 5.5.3) ; la raison en est la \specicite" du foncteur de l'hylomorphisme correspon-
dant a reverse , qui n'est plus compatible avec celui du type algebrique des listes. Les deux
fonctions du programme de cet exemple peuvent e^tre fusionnees par HyloFusion (theoreme
5.5.2), qui est moins simple et moins facile a mettre en uvre, mais la deforestation obtenue
n'est pas satisfaisante : cette regle produit bien un hylomorphisme, mais qui ne calcule la
longueur de la liste qu'apres l'avoir construite.
Pour les grammaires attribuees, la determination de la methode d'evaluation est comple-
tement distincte du mecanisme de deforestation et reciproquement. Gra^ce a cette indepen-
dance, les programmes pour lesquels la deforestation pose des problemes aux folds et aux
hylomorphismes sont exprimables sous la forme de grammaires attribuees qui sont correcte-
ment deforestees par la composition descriptionnelle.
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Par consequent, bien que la fusion des hylomorphismes constitue une amelioration des me-
thodes de deforestations calculationnelles, particulierement appreciable dans le cadre d'un
traitement automatise de la deforestation, il reste une classe de programmes, a laquelle la
double inversion de liste et l'inversion de la liste des feuilles d'un arbre appartiennent, pour
lesquelles elle n'apporte pas de deforestation susante ou ne peut pas e^tre appliquee. Ces
programmes peuvent e^tre caracterises par la construction d'une structure intermediaire dans
un parametre d'accumulation, comme c'est le cas pour rev ou at . Le foncteur associe a
ces fonctions, correspondant a leur schema de recursion, ne permet pas de deforester cette
construction \cachee" dans le parametre d'accumulation. Les travaux de Meijer et Hutton
[MH95] sur les difoncteurs, permettant de representer des schemas recursifs plus complexes
et notablement moins reguliers (c'est-a-dire pouvant exprimer dierents schemas de recur-
sions dans une me^me fonction) pourront peut e^tre apporter une plus grande correspondance
entre l'abstraction d'une fonction et la construction des structures intermediaires qui y sont
eectuees. Des a present, les grammaires attribuees peuvent exprimer ces fonctions a l'aide
d'un attribut herite qui specie la construction au me^me titre que tous les autres calculs et
la composition descriptionnelle permet de les deforester.
6.4 Comparaison, limitations et objectifs
Cette section dresse un bilan de l'evolution des methodes de deforestations fonctionnelles
etudiees et de leur comparaison avec la composition descriptionnelle des grammaires attri-
buees. Elle etablit les limitations et presente les objectifs qui motivent les travaux decrits dans
les chapitres suivants.
Comparaison des methodes
Je presente ici un recapitulatif en trois points des methodes de deforestation pour les
folds, pour les hylomorphismes et pour les grammaires attribuees. Le premier point caracterise
l'algorithme de deforestation dans sa faculte a evoluer, dans sa simplicite, dans sa mise en
uvre. Le second point represente la puissance de l'algorithme, son ecacite en terme de
deforestation. Finalement, le troisieme et dernier point caracterise la facilite d'utilisation, en
fonction de la forme d'entree acceptee par la methode.
Les folds
1. Gra^ce aux folds, il est possible d'exprimer des types ou des schemas de calculs com-
plexes. Cependant, chaque nouveau concept etendant la puissance d'expression initiale
des folds (folds d'ordre superieur, algorithme de normalisation etendu) introduit de pro-
fondes modications dans les algorithmes de transformation. Ces modications rendent
la normalisation et la deforestation assez peu maintenable.
2. L'algorithme de normalisation etendu est un systeme de reecriture complexe, qui n'est
pas simple a automatiser et qui ne conduit pas necessairement a une forme deforestee.
Les programmes ne sont pas toujours acceptables, comme sur les types n'ayant pas de
zero-constructeurs, ou peuvent e^tre pris en compte sans pouvoir e^tre normalises (cf.
exceptions dans [FSZ94]).
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3. Pour pouvoir e^tre normalise, un programme doit necessairement e^tre exprime dans le
formalisme specique des folds. Ceci semble e^tre trop exigent pour e^tre utilise pratique-
ment par un programmeur et la mise a disposition de bibliotheques de fonctions dans
leur version \fold" est cou^teuse, ou inadaptee.
Les hylomorphismes
1. Les hylomorphismes sous forme de triplets couvrent toutes les fonctions representables
avec des folds. Ces specications abstraites associees a des foncteurs polyno^miaux per-
mettent a l'algorithme de deforestation d'e^tre plus homogene, plus general et plus facile
a maintenir et a faire evoluer.
2. Le theoreme de promotion du fold possede son equivalent dans le formalisme des hy-
lomorphismes sous forme de triplets (HyloFusion), mais d'autres proprietes agreables
de ce formalisme peuvent e^tre dediees au contexte de fusion (Hylo Shift, Acid Rain).
Ces proprietes facilitent l'automatisation des transformations. Cependant, les fusions
ne correspondent pas necessairement a des deforestations satisfaisantes.
3. Il existe une transformation automatique de programmes fonctionnels classiques dans
leur forme en hylomorphismes. Ceci epargne au programmeur des specications labo-
rieuses dans un formalisme assez peu trivial, tout autant que la necessite d'une biblio-
theque gee de fonctions avec leurs equivalents en hylomorphismes.
Les grammaires attribuees
1. Comme dans les formalismes calculationnels tels que les hylomorphismes, la notion de
type abstrait existe dans les grammaires attribuees sous forme de grammaire ou de
type algebrique. En fait, toutes les transformations de grammaires attribuees exploitent
largement cette notion. La composition descriptionnelle en fait partie et de plus, c'est
une transformation purement syntaxique, independante de tout foncteur lie a ce type.
Elle est pleinement generique en ce sens qu'elle est independante de toute representation
de type (algebre) et de tout ordre d'evaluation (foncteur).
2. Comme la composition descriptionnelle est seulement basee sur la projection des regles
semantiques, purement syntaxique, elle peut e^tre appliquee sans aucune modication
quel que soit le type. De plus, la composition descriptionnelle fonctionne naturellement
au niveau des specications en grammaires attribuees.
3. Pour pouvoir e^tre appliquee, la composition descriptionnelle doit disposer d'une spe-
cication declarative, sous la forme d'un ensemble d'equations orientees pour chaque
constructeur du type de donnee considere, dans lesquels les constructions doivent e^tre
visibles. Cette forme correspond aux specications habituelles de grammaires attribuees,
utilisant la notion d'attribut herite. Bien que ce formalisme soit assez simple et declara-
tif, il est dierent des specications de programmes fonctionnels classiques, sur lesquels
la composition descriptionnelle ne peut e^tre appliquee directement.
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Limitations
En depit du traitement ecace de nombreux programmes par l'algorithme de normalisa-
tion, les cas particuliers et la possibilite d'exceptions avec ce type de traitement a conduit a
developper l'approche des hylomorphismes sous forme de triplets, qui peuvent traiter indie-
remment les fonctions de premier ou de second ordre. Malheureusement, l'encapsulation de
certains calculs dans des parametres de fonctions de second ordre peut quelques fois cacher
des constructions deforestables, comme cela a ete presente a la n de la section 5.5.5. Ainsi,
les compositions d'hylomorphismes correspondant aux fonctions append ou reverse peuvent
e^tre fusionnees automatiquement, mais la deforestation eectuee est insusante, comme le
montrent les exemples detailles dans la section 5.5.5. Par exemple, reverse  reverse peut e^tre
traite par ce systeme, mais produit une fonction qui est loin d'e^tre une simple recopie de liste
(en terme de nombre de constructions), comme c'est le cas avec la composition description-
nelle.
Les comparaisons faites dans la section precedente, apres avoir presente dierentes me-
thodes dans dierents formalismes, permettent d'etablir des limitations dans chaque tech-
nique.
Les folds du premier ordre et les grammaires attribuees purement synthetisees apparaissent
comme ayant le me^me pouvoir d'expression et une puissance similaire, malgre des techniques
dierentes. Cependant, la comparaison d'un programme ecrit en fold avec son equivalent en
grammaire attribuee S
1
est obscurcie par les dierences de notations (implicite/explicite).
Par contre, sur ces fonctions, les deux methodes conduisent a une deforestation ecace.
Dans le cas des folds d'ordre superieur, permettant d'exprimer des fonctions moins tri-
viales, cette dierence devient beaucoup plus importante : elle n'est plus uniquement au niveau
des notations, mais au niveau de la facon de specier, ou de considerer le calcul a eectuer.
Les grammaires attribuees autorisent encore une specication tres declarative, au niveau des
constructeurs du type considere. Ceci est rendu possible par l'existence des attributs herites,
permettant la description simple de calculs descendant la recursion. Pour les folds d'ordre su-
perieur, ne beneciant pas de ces objets, les calculs doivent e^tre decrits par l'intermediaire de
fonctions (d'ordre superieur) permettant de modeliser l'attente d'un resultat, sachant que le
parcours recursif de la structure est ge par le foncteur associe au type. Les resultats de defo-
restation obtenus pour ces programmes plus complexes sont moins probants. La normalisation
du second ordre necessite une expression particuliere des folds pris en compte (fonctions de
zero-remplacement), ou peut aboutir a des impasses (exceptions dans l'algorithme de norma-
lisation etendu). Dans certains cas, deux fonctions decrites en premier ordre ne peuvent e^tre
fusionnees qu'en une fonction d'ordre superieur qui ne peut e^tre ramenee au premier ordre.
Pour la composition descriptionnelle, l'utilisation de la puissance d'expression procuree par
les attributs herites permet une deforestation ecace.
Cependant, pour une large utilisation, le formalisme des grammaires attribuees soure de
ses origines liees aux types et a la structure des donnees. La dierence entre les specications
par fonctions d'ordre superieur et par attributs herites rend la comparaison des programmes
d'entree plus dicile. Les specications de grammaires attribuees sont susamment die-
rentes des programmes fonctionnels classiques pour accentuer la diculte de comparaison de
la composition descriptionnelle avec les autres methodes de deforestation et pour interdire
son application directe sur des programmes fonctionnels classiques.
C'est egalement un probleme dont souraient les hylomorphismes, me^me sous forme de
triplet : comment exiger d'un programmeur qu'il specie ses fonctions dans un tel formalisme,
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peu habituel sinon rebarbatif ? Le probleme fut en partie resolu par Hu et al. dans [HIT96b,
OHIT97], gra^ce a une transformation permettant de determiner des hylomorphismes sous
forme de triplets a partir d'une denition de fonction recursive classique. Malheureusement, il
semble que la fusion eectuee sur des programmes decrits avec de tels hylomorphismes, tout
comme pour les folds, n'aboutit pas toujours a une deforestation susante. Les programmes
tels que la double inversion de liste ou l'inversion de la liste des feuilles d'un arbre ne sont
en eet pas correctement deforestes par ces methodes, me^me lorsqu'ils sont acceptes par les
algorithmes de fusion d'hylomorphismes ou de normalisation de folds. La raison de ces points
d'achoppement semble e^tre a la fois l'encapsulation de certains calculs dans des fonctions
(cachant les constructeurs a deforester) et la rigidite imposee par les foncteurs qui guident la
recursion des calculs et des transformations.
Objectifs
En revanche, les qualites declaratives des grammaires attribuees, dues a la fois au concept
d'attribut herite et au nommage explicite des occurrences d'attributs, permettent a la compo-
sition descriptionnelle, qui exploite au maximum ces caracteristiques, de deforester pleinement
ces classes de programmes. Malheureusement, les programmes pris en compte par la compo-
sition descriptionnelle doivent e^tre ecrits en grammaire attribuee. De plus, dans les dierents
formalismes fonctionnels, l'integration aux algorithmes de deforestation d'une certaine forme
d'evaluation partielle para^t judicieuse et, jusqu'a present, la composition descriptionnelle
n'en fait pas l'usage.
Les remarques issues de la longue phase d'etude des formalismes et methodes existants
et inspirees par leurs comparaisons, ont permis d'etablir des criteres que devait remplir une
methode de deforestation plus ecace que celles existant jusqu'alors. La composition descrip-
tionnelle semble intrinsequement plus puissante, de par son independance par rapport aux
types manipules et par rapport aux methodes d'evaluation. Par contre, il est indispensable
qu'elle puisse prendre en charge des denitions de fonctions recursives classiques, d'une part
pour mieux comparer ses eets et d'autre part pour la rendre plus largement utilisable. De
plus, il semblait beneque de pouvoir lui incorporer un mecanisme d'evaluation partielle locale
et symbolique an de detecter des simplications lors de la transformation, tout en restant
independant des methodes ou des ordres d'evaluation.
Ces remarques motivent les travaux qui sont presentes dans les chapitres suivants.
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Chapitre 7
Transformation de programmes
fonctionnels en grammaires
attribuees
Pour pouvoir appliquer la composition descriptionnelle aux programmes fonctionnels et
d'une maniere generale pour faciliter le transfert des techniques d'analyses et de transforma-
tion des grammaires attribuees aux programmes fonctionnels, il devient necessaire de disposer
d'une transformation automatisable de programmes fonctionnels en grammaires attribuees.
C'est l'objet de cette section.
L'idee intuitive de la transformation FP-to-AG d'un programme fonctionnel en sa notation
par grammaires attribuees
1
est la suivante. Chaque terme fonctionnel associe a un pattern
(ltre syntaxique correspondant a un constructeur de type) doit e^tre demonte en un ensemble
d'equations orientees, qui seront appelees des regles semantiques. Les parametres du pro-
gramme fonctionnel deviendront des attributs explicites, attaches a des variables du pattern,
formant ainsi des occurrences d'attributs, denis par les regles semantiques. Les appels re-
cursifs explicites deviennent donc implicites sur la structure sous-jacente du type de donnee
et les regles semantiques rendent le ot des donnees explicite.
La transformation FP-to-AG est decomposee en deux principales etapes : la transformation
preliminaire et l'evaluation symbolique du prol.
7.1 Langage fonctionnel
An de presenter les etapes de base de la transformation FP-to-AG de maniere simple et
claire, je restreins deliberement ici la presentation a une sous-classe des programmes fonction-
nels du premier ordre ou les -abstractions ne seront pas autorisees.
La syntaxe du langage fonctionnel pris en compte est presentee a la gure 7.1. Par ailleurs,
le pattern matching imbrique n'est pas autorise, mais des methodes permettant de transformer
ces expressions en plusieurs fonctions separees sont connues et facilement applicables. De plus,
1. Cette notation fonctionnelle de grammaires attribuees n'est pas la plus classique, mais celle qui est
precisement introduite a la section 2.1.2 pour faciliter ce rapprochement. De plus, c'est une notation minimale
pour la presentation qui est faite ici.
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prog : : = def
def : : = let f x = exp
j let f x = case x
k
of fpat ! expg
+
pat : : = c x
exp : : = Constante
j x 2 Variables
j f exp
Fig. 7.1: Langage fonctionnel
let rev x l = case x of
cons head tail !
rev tail (cons head l)
nil ! l
let at t l = case t of
node left right !
at left (at right l)
leaf n ! cons n l
Fig. 7.2: Exemples de programmes fonctionnels
les instructions if-then-else peuvent e^tre prises en compte gra^ce aux grammaires attribuees
dynamiques [PRJD96a] ; pour eviter les confusions, je ne developperai pas ces points dans cette
presentation. Remarquons cependant que les autres formalismes de deforestation traitent des
classes de programmes similaires (cf. le systeme hylo [OHIT97]).
Les fonctions rev et at , presentees a la gure 7.2, illustrent le langage fonctionnel que
nous prenons en compte.
Je suppose ici que les transformations qui seront considerees prennent en entree des pro-
grammes fonctionnels bien types ; cela permet de deduire des informations pour la grammaire
attribuee produite correspondante. Par exemple, la classe (synthetisee ou heritee) et le type
des attributs d'une grammaire attribuee produite a partir d'un programme fonctionnel bien
type peuvent e^tre deduits directement a partir du programme d'entree.
Dans les algorithmes de transformations presentes dans ce qui suit les notations et conven-
tions suivantes seront utilisees :
def
= : une denition locale dans un algorithme
x : un n-uple x
1
; : : : ; x
n
x:a = exp : une regle semantique denissant x:a
e[x := y] : substitution de x par y dans une expression e
 : un ensemble de regles semantiques
 : un pattern avec son ensemble de regles semantiques associe
C ` A ) B : transformation de A en B dans le contexte C
E [e] : une expression qui contient e comme sous-expression.
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8i
exp
` a
i
) b
i
; f est un nom de fonction
exp
` (f a) ) (f b):result
(App)
exp
` e ) e
0
f; fx
j
g
j 6=k
; x
k
pat
` c y ! e ) c y ! c:f = e
0
[x
k
:= c][x
j
:= c:x
j
]
8j 6=k
(Pattern)
8i f; fx
j
g
j 6=k
; x
k
pat
` p
i
! e
i
) 
i

def
=
0
@
f x!
f:result = x
k
:f
x
k
:x
j
= x
j
(8j 6=k)
1
A
[
i
let
` let f x = case x
k
of p! e ) aglet f = 
(Let)
exp
` e ) e
0
let
` let f x = e ) aglet f = f x! f:result = e
0
(Let
0
)
exp
` e ) e
0
signie que l'expression e
est traduite en l'expression e
0
.
env
pat
` p! e ) p!R signie que l'expression associee au pattern p
est traduite en l'ensemble des regles
semantiques R, dans le contexte de
l'environnement env.
let
` D ) B signie que la denition de fonction D
est traduite en un bloc B.
Fig. 7.3: Transformation preliminaire
7.2 Schema de recursion versus systeme d'equation
7.2.1 Transformation preliminaire
Le but de la transformation preliminaire, presentee a la gure 7.3, est de determiner la
forme generale de la future grammaire attribuee. Elle introduit le prol de la grammaire
attribuee, avec ses regles semantiques, ainsi qu'une unique regle semantique pour chacun des
patterns des autres constructeurs.
Je vais commenter ces regles de transformation et detailler l'execution de cette transfor-
mation sur l'exemple de la fonction at , presentee a la gure 7.2.
Pour toute fonction donnee en entree, l'attribut result est deni comme un attribut synthe-
tise du prol de la grammaire attribuee correspondante. Il contient le resultat de la fonction
(regle Let' de la gure 7.3). Dans le cas interessant ou la denition de fonction possede une
instruction case, le resultat est calcule par des attributs portes par la variable syntaxique,
soumise au pattern matching, que j'appelle par barbarisme la variable pattern matchee ; en
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particulier, le resultat f :result est deni par la valeur d'un attribut synthetise sur la variable
pattern matchee et cet attribut porte le me^me nom que la fonction, c'est-a-dire x
k
:f (regle
Let). Les autres arguments sont traduits en des regles semantiques denissant des attributs
herites (ayant le me^me nom que les arguments correspondant) attaches a la variable pattern
matchee, c'est-a-dire x
k
:x
j
= x
j
(regle Let).
C'est le cas dans l'exemple de la fonction at pour laquelle l'application de la regle Let
est presentee ci-dessous.
8i at ; l; t
pat
` p
i
! e
i
) 
i

def
=
0
@
at t l!
at :result = t :at
t :l = l
1
A
[
i
let
` let at t l = case t of p ! e ) aglet at = 
(Let)
La transformation des expressions associees aux patterns p! e en des ensembles de regles
semantiques se fait en plusieurs phases. La premiere est prise en charge par la regle Pattern.
Elle rend explicite l'attachement des attributs aux variables de types, en remplacant la variable
pattern matchee de la fonction (x
k
) par le nom de la variable de type du constructeur du
pattern courant (c). De me^me, les arguments de la fonctions (x
j
) sont renommes par les
occurrences d'attributs herites qui leurs sont associes (c:x
j
).
Par exemple, pour les patterns de la fonction at , toute apparition du terme t, parametre
de la fonction representant l'arbre binaire actuellement pattern matche, est remplacee par le
nom du constructeur courant. De me^me, toute apparition de la variable l, argument de la
fonction, devra e^tre remplacee par l'occurrence d'attribut qui la represente et qui est portee
par la variable du constructeur du pattern courant (c'est-a-dire leaf :l ou node:l ).
exp
` e ) e
0
at ; l; t
pat
`
leaf n ! e
) leaf n !
leaf :at = e
0
[t := leaf ][l := leaf :l]
(Pattern)
exp
` e ) e
0
at ; l; t
pat
`
node left right ! e
) node left right !
node:at = e
0
[t := node ][l := node :l]
(Pattern)
Restent alors a transformer les expressions e subsistant dans ces termes en expressions e
0
attendues. Chaque appel de fonction (f a) est traduit en une notation pointee (f b):result
par la regle App. Cette regle fait la dierence entre les appels de fonctions et les appels
de constructeurs de type. Cette distinction est rendue possible a partir des informations
issues du typage du programme fonctionnel pris en entree de la transformation. Chaque
expression apparaissant dans un pattern est transformee en une seule regle semantique qui
denit l'attribut synthetise calculant le resultat (regle App). Ceci implique des renommages,
pris en charge par la regle Pattern.
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Par exemple, sur la fonction at , l'expression correspondant au pattern (leaf n !) est
(cons n l). Dans ce cas, puisque le cons est un constructeur de type, l'expression reste in-
changee et seul le renommage induit par la regle Pattern sera eectue. Par contre, dans le cas
du pattern (node left right !), l'expression (at left (at right l)) est un appel de fonction.
Dans ce cas, la regle App doit e^tre appliquee. Cette regle est appliquee avec la strategie en
profondeur d'abord. Elle commencera donc par e^tre appliquee a tous les parametres sous-
termes de l'expression principale. Comme left reste inchange par la transformation, il reste a
la me^me regle App a e^tre appliquee sur le sous-terme (at right l) qui est lui me^me un appel
de fonction :
exp
`
right ) right
l ) l
at est un nom de fonction
exp
` (at right l) ) (at right l):result
(App)
Ceci permet d'appliquer la regle App a l'expression principale du pattern (node left right !) :
exp
`
left ) left
(flat right l) ) (flat right l):result
at est un nom de fonction
exp
` at left (at right l) ) (at left (at right l):result):result
(App)
Finalement, l'application du renommage determine lors de l'application des regles Pattern
permet d'obtenir le resultat de la transformation preliminaire pour la fonction at :
aglet at =
at t l !
at :result = t :at
t :l = l
node left right !
node:at = (at left (at right node:l):result):result
leaf n !
leaf :at = cons n leaf :l
7.2.2

Evaluation symbolique du prol
Le resultat obtenu par la transformation preliminaire n'est pas encore une veritable gram-
maire attribuee. Chaque denition de fonction dans le programme initial doit e^tre transformee
en un bloc (cf. Figure 2.6) qui contient le prol de la fonction et ses patterns correspondants.
Cependant, les appels recursifs explicites ont deja ete transformes sous la forme (f a):result.
Ces dernieres expressions doivent maintenant e^tre traduites en un ensemble de regles seman-
tiques, en cassant les recursions explicites par le nommage des attributs et leur attachement
aux variables de pattern. Les regles semantiques ainsi produites denissent alors implicitement
la recursion, a la maniere des grammaires attribuees.
Ces diverses operations sont eectuees par un algorithme appele evaluation symbolique du
prol, qui est presente dans la gure 7.4.
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f x!
f :result = '

f
1
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def
= [x
i
:= a
i
]

def
=
8
<
:
u = E [(')]
(
f
)

aux
Check(c; f;)
P `
0
@
c y !
u = E [(f a):result]

aux
1
A
)

c y !


(PSE)
P ` p! 
1
) p! 
2
signie que dans le programme P, l'ensemble
des equations 
1
d'un pattern p
est transforme en 
2
.
Fig. 7.4:

Evaluation symbolique du prol
Partout ou appara^t une expression (f a):result, l'evaluation symbolique du prol PSE y
projette les regles semantiques du prol f de la grammaire attribuee. L'application de cette
transformation doit e^tre faite avec une strategie d'application en profondeur d'abord.
Le predicat Check assure que la grammaire attribuee resultante est bien formee. Essen-
tiellement, il verie que chaque occurrence d'attribut est denie une fois et une seule. C'est
en general le cas puisque les parametres des programmes fonctionnels acceptes en entree de la
transformation sont bien denis. Cependant, le predicat Check interdit certains termes non
lineaires tels que g (f x 1) (f x 2).
De plus, pour l'instant et dans le cadre de la transformation FP-to-AG, les termes tels
que (x:a):b ne sont pas autorises dans l'evaluation symbolique du prol. Je montrerai dans
la section 8.2 qu'ils sont importants : ils seront alors autorises pour pouvoir e^tre eux-me^mes
transformes.
D'une facon generale, partout ou le predicat Check(c; f;) n'est pas verie, l'expression
(f a):result est simplement remplacee par l'appel de la fonction correspondante (f a).
Dans l'exemple precedent de la fonction at , la regle semantique qui est associee au pattern
(node left right !) est la suivante :
node:at = (at left (at right node:l):result):result
Les deux applications
2
successives de l'evaluation symbolique du prol sur cette regle
semantique sont presentees par les gures 7.5 et 7.6.
L'application complete de l'evaluation symbolique du prol pour la fonction at conduit a
la grammaire attribuee bien formee presentee dans la gure 7.7. L'application successive de la
transformation preliminaire et de l'evaluation symbolique du prol genere donc une veritable
grammaire attribuee. Cette traduction sera appelee la transformation FP-to-AG.
2. Les termes soulignes mettent en evidence les endroits ou la regle est appliquee.
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@
at t l !
at :result = t :at
t :l = l
1
A
2 P

def
= [t := right ][l := node:l ]

def
=

node:at = (at left right :at):result
right :l = node:l
Check(node;at ;)
at `
node left right !
node:at = (at left (at right node:l):result ):result
) node left right ! 
(PSE)
Fig. 7.5: Premier pas d'application de PSE pour le pattern node left right
0
@
at t l !
at :result = t :at
t :l = l
1
A
2 P

def
= [t := left ][l := right :at ]

def
=

node:at = left :at
left :l = right :at
Check(node;at ;)
at `
node left right !
node:at = (at left right :at):result
right :l = node:l
) node left right ! 
(PSE)
Fig. 7.6: Deuxieme pas d'application de PSE pour le pattern node left right
aglet at =
at t l !
at :result = t :at
t :l = l
node left right !
node:at = left :at
left :l = right :at
right :l = node:l
leaf n !
leaf :at = cons n leaf :l
Fig. 7.7: Grammaire attribuee obtenue par FP-to-AG pour la fonction at
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Le cou^t de cette transformation
Cette transformation n'est evidemment pas gratuite. Neanmoins, son cou^t en pratique
reste tres raisonnable. En eet, la complexite de la transformation preliminaire est lineaire
en fonction de la profondeur des termes du programme fonctionnel accepte en entree. Pour
chaque denition de fonction, un bloc est cree pour le prol, avec autant de regles seman-
tiques que la fonction accepte de parametres. Pour chaque cas du ltrage de la denition
fonctionnelle, un nouveau bloc est cree, comprenant une regle de denition de l'occurrence
d'attribut representant la valeur de la fonction dans ce cas. C'est alors dans ces regles qu'ap-
paraissent generalement les appels de fonctions qui devront e^tre demontes par l'evaluation
symbolique du prol. Plus le terme correspondant a un cas de ltrage contient d'appels de
fonctions recursifs, plus le pas de PSE doit e^tre applique. C'est en ce sens que la complexite
d'application de FP-to-AG depend lineairement de la taille et de la profondeur (en nombre
d'appels de fonctions) du terme du programme fonctionnel initial.
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Composition symbolique
Il est desormais possible d'appliquer les methodes de deforestation speciques aux gram-
maires attribuees sur les programmes fonctionnels transformables, gra^ce a la transformation
FP-to-AG, en grammaires attribuees equivalentes. Je presente dans cette section une nouvelle
methode de deforestation qui etend le pouvoir et le champ d'application de la composition
descriptionnelle, mais qui est fondee sur le me^me principe de projection de regles semantiques.
Je commence pour cela par etendre l'algorithme d'evaluation symbolique du prol deja utilise
dans FP-to-AG, qui sera largement utilise dans la composition symbolique. Ensuite, je pre-
sente le cur de la transformation, comme une extension de la composition descriptionnelle
par la projection de schemas de calculs. Finalement, je montre en quoi cette nouvelle tech-
nique de deforestation est plus ecace que les methodes fonctionnelles developpees jusqu'a
present.
Il est important de noter ici, en avertissement, que me^me si les resultats fournis par la
composition symbolique sont eectivement des grammaires attribuees, les objets qui sont
manipules au cours des diverses transformations sont plus des blocs de grammaires attribuees
que des grammaires attribuees completes. De plus, les expressions de la forme (x:a):b, qui
sont classiquement interdites dans les grammaires attribuees et qui ont ete interdites en
premiere approche dans la transformation FP-to-AG qui vient d'e^tre presentee, seront ici
temporairement autorisees. En eet, ces expressions sont representatives des compositions
qu'il est souhaitable d'eliminer dans le cadre de la deforestation. Elles seront donc utiles dans
le mecanisme de la composition symbolique, mais n'appara^tront plus dans les resultats.
8.1

Evaluation symbolique generalisee
Avant de presenter la composition symbolique, je commence donc par generaliser l'evalua-
tion symbolique du prol (PSE ) en une nouvelle transformation appelee simplement evalua-
tion symbolique (SE), qui incorpore au precedent mecanisme l'evaluation partielle de certains
termes nis. L'idee de cette evaluation symbolique est de projeter recursivement des regles
semantiques sur des termes nis, non plus seulement au niveau des prols des fonctions, mais
plus generalement partout ou apparaissent des compositions, permettant ainsi d'eliminer les
attributs intermediaires qui sont denis et utilises dans les ensembles de regles semantiques
produits par les transformations.
L'algorithme de transformation de l'evaluation symbolique est presente a la gure 8.1.
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Fig. 8.1:

Evaluation symbolique (SE)
Pour illustrer l'utilisation de cette evaluation symbolique et pour montrer en quoi elle
eectue de l'evaluation partielle, je considere l'expression g denie par un appel a la fonction
rev :
let g = rev (cons a (cons b nil)) nil
La transformation FP-to-AG appliquee a cette fonction produit, gra^ce a la regle Let' de
la transformation preliminaire (gure 7.3) puis par l'application de l'evaluation symbolique
du prol (PSE, gure 7.4), la grammaire attribuee suivante :
aglet g =
g !
g :result = (cons a (cons b nil)):rev
(cons a (cons b nil)):h = nil
Les deux regles semantiques ci-dessus peuvent alors subir les transformations speciees par
l'evaluation symbolique (SE, gure 8.1). Le premier pas d'application de SE sur ces regles est
detaille gure 8.2. Deux autres pas de cette me^me regle de transformation, presentes gures
8.3 et 8.4, conduisent au terme evalue suivant :
g :result = (cons b (cons a nil))
L'evaluation symbolique eectue donc de l'evaluation partielle sur les termes nis.
8.2 Projection des schemas de calculs
Je vais maintenant presenter une transformation qui s'inspire des principes de la com-
position descriptionnelle mais qui met a prot le formalisme fonctionnel adopte pour les
grammaires attribuees, ainsi que de l'evaluation partielle incluse dans l'evaluation symbo-
lique precedemment generalisee.
L'idee
Pour donner l'idee de cette transformation, je reprends ici l'exemple illustratif de compo-
sition de la fonction rev qui inverse une liste avec la fonction at qui cree la liste des feuilles
d'un arbre (cf. gure 7.2). Cette composition aboutit bien su^r a la liste des feuilles de l'arbre,
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@
cons head tail !
cons:rev = tail :rev
tail :h = cons head cons:h
1
A
2 P

def
= [head := a ][tail := (cons b nil)][cons:h := nil ]

def
=

g :result = (cons b nil):rev
(cons b nil):h = (cons a nil)
Check(g; cons;)
P `
g !
g :result = (cons a (cons b nil)):rev
(cons a (cons b nil)):h = nil
) g ! 
(SE)
Fig. 8.2: Premier pas d'application de SE
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cons head tail !
cons:rev = tail :rev
tail :h = cons head cons:h
1
A
2 P

def
= [head := b][tail := nil ][cons:h := (cons a nil)]

def
=

g :result = (nil):rev
(nil):h = (cons b (cons a nil))
Check(c; cons;)
P `
g !
g :result = (cons b nil):rev
(cons b nil):h = (cons a nil)
) g ! 
(SE)
Fig. 8.3: Second pas d'application de SE

nil !
nil :rev = nil :h

2 P

def
= [nil :h := (cons b (cons a nil))]

def
=

g :result = (cons b (cons a nil))
Check(g; nil;)
P `
g !
g :result = (nil):rev
(nil):h = (cons b (cons a nil))
) g ! 
(SE)
Fig. 8.4: Troisieme pas d'application de SE
158 Chapitre 8. Composition symbolique
aglet rev =
rev x h!
rev :result = x :rev
rev :h = h
cons head tail !
cons:rev = tail :rev
tail :h = (cons head cons:h)
nil !
nil :rev = nil :h
aglet at =
at t l !
at :result = t :at
t :l = l
node left right !
node:at = left :at
left :l = right :at
right :l = node:l
leaf n !
leaf :at = cons n leaf :l
Fig. 8.5: Les grammaires attribuees rev et at
dans le sens inverse de celui decrit par at , mais le but ici est de la transformer de sorte a ce
qu'elle ne construise pas la premiere liste des feuilles, mais pluto^t qu'elle projette le calcul de
son inversion directement sur le parcours de la structure de l'arbre.
Soit donc la denition de la fonction revat :
let revat t = (rev (at t nil) nil)
De maniere intuitive, dans le contexte des grammaires attribuees correspondant a ces fonc-
tions et generees par FP-to-AG (cf. gure 8.5), cette composition implique les deux ensembles
d'attributs suivants :
Att
at
= fat ; lg and Att
rev
= frev ; hg
Le pas de projection
Plus generalement, considerons une grammaire attribuee F (par exemple at), produisant
une structure de donnee intermediaire qui doit e^tre consommee par une grammaire attribuee
G (par exemple rev). Deux ensembles d'attributs sont impliques dans cette composition. Le
premier ensemble, Att
F
, contient tous les attributs utilises pour construire la structure de
donnee intermediaire. Le second, Att
G
, contient les attributs de G.
Tout comme dans la composition descriptionnelle, l'idee de la composition symbolique
est de projeter les attributs de Att
G
(Att
rev
) partout ou un attribut de Att
F
(Att
at
) est
deni. Cette operation globale transporte les equations speciant le calcul sur la structure
intermediaire a l'interieur me^me de sa construction. Le pas de base de cette projection est
presente a la gure 8.6. La transformation Proj fait appara^tre, par cette projection, des
expressions qui peuvent ensuite e^tre traitees par l'evaluation symbolique (SE, gure 8.1).
Celle-ci se chargera d'eliminer les constructeurs inutiles de la structure intermediaire.
C'est le principe de base de la deforestation proposee par la composition symbolique.
Les sites d'applications
Il reste cependant une chose a determiner : comment trouver les sites d'application des
pas de projection Proj ? Comme je l'ai evoque dans l'introduction de ce chapitre, le predicat
Check , qui interdisait dans l'evaluation symbolique du prol l'introduction d'expressions de la
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a 2 Att
F
s = Att S
G
h = Att H
G
Att
G
;Att
F
` x:a = e )

(x:a):s = (e):s 8s 2 s
(e):h = (x:a):h 8h 2 h
(Proj)
Att
G
;Att
F
` eq )  signie que, en considerant G  F , l'equation eq
est transformee en l'ensemble d'equations .
Att S
G
est l'ensemble des attributs synthetises de Att
G
.
Att H
G
est l'ensemble des attributs herites de Att
G
.
Fig. 8.6: Le pas de projection (Proj)
revat t !
revat :result = (t :at):rev
(t :at):h = nil
t :l = nil 
node left right !
node:at = left :at
left :l = right :at
right :l = node:l
leaf n !
leaf :at = cons n leaf :l 
cons head tail !
cons:rev = tail :rev
tail :h = cons head cons:h
nil !
nil :rev = nil :h
Fig. 8.7: Le bloc de grammaire attribuee correspondant au prol de revat , avec les blocs
correspondants a at et a rev
forme (x:a):b, va e^tre temporairement assoupli. En fait, ces expressions sont representatives
des compositions qui doivent avoir lieu et elles indiquent precisement les sites ou la defo-
restation doit e^tre eectuee localement (comme (t :at):rev ). Je parle ici d'assouplissement
temporaire du predicat Check car, en sortie de la composition symbolique, apres l'application
de toutes les transformations, ces expressions n'appara^tront plus dans la grammaire attribuee
resultante.
Avec le predicat Check assoupli et a partir de la denition de la fonction revat, les
applications successives de la transformation preliminaire et de l'evaluation symbolique du
prol aboutissent aux blocs decrits a la gure 8.7. Dans les regles semantiques des blocs
participant a la construction de la structure intermediaire, les sites d'applications des pas de
projection sont soulignes et une etoile () marque les constructions a deforester.
L'application du pas de projection Proj est detaillee a la gure 8.8 pour la regle semantique
at 2 Att
at
s = Att S
rev
= frevg
h = Att H
rev
= fhg
Att
rev
;Att
flat
`
leaf:f lat = cons n leaf:l
)

(leaf:f lat):rev = (cons n leaf:l):rev
(cons n cons:l):h = (leaf:f lat):h
(Proj)
Fig. 8.8: Exemple d'application de Proj
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revat t!
revat :result = (t :at):rev
(t :at):h = nil
(t :l):rev = (nil):rev
(nil):h = (t :l):h

site d'application pour SE
node left right !
(node:at):rev = (left :at):rev
(left :at):h = (node:at):h
(left :l):rev = (right :at):rev
(right :at):h = (left :l):h
(right :l):rev = (node:l):rev
(node:l):h = (right :l):h
leaf n !
(leaf :at):rev = (cons n leaf :l):rev
(cons n leaf :l):h = (leaf :at):h

site d'application pour SE
Fig. 8.9: Blocs produits par les dierentes applications de Proj
du pattern (leaf n !). Apres toutes les applications possibles de cette regle, les blocs produits
sont presentes a la gure 8.9.

A ce stade de la transformation, l'evaluation symbolique peut e^tre appliquee sur les sites
annotes dans la gure 8.9, ce qui permet d'obtenir la veritable deforestation par l'elimination
locale, dans les regles semantiques, des constructeurs de la structure intermediaire. Dans ce
cas, de nouveaux attributs sont crees par un renommage des expressions a:b en a b lorsque a 2
Att
F
et b 2 Att
G
. Plus precisement, les compositions reperees par les expressions (x:a):b sont
transformees dans leur version deforestee par x:a b. Cette derniere etape complete l'ensemble
des transformations qui permettent de denir la composition symbolique :
Composition symbolique = Renommage  (SE)  (Proj)
Ainsi, pour la fonction revat qui illustre les transformations, l'application de la compo-
sition symbolique permet d'obtenir la grammaire attribuee presentee a la gure 8.10. Quatre
attributs ont ete crees. La liste nale est construite gra^ce aux attributs l h and at h. Une
fois construite, cette liste est propagee gra^ce aux attributs at rev and at h en suivant, a
l'envers, le parcours de sa construction avant d'e^tre assignee a l'attribut result
1
. Ce parcours
peut para^tre inutile et je presenterai dans le chapitre 9 une optimisation statique, appelee eli-
mination des regles de copies, qui permet de se debarrasser de ce simple transport d'attribut.
Neanmoins, des a present, cette grammaire attribuee obtenue par composition symbolique ne
construit plus la structure (liste) intermediaire. Elle est donc deforestee.
Il est possible de voir cette grammaire attribuee comme un programme fonctionnel, corres-
pondant a un evaluateur fonctionnel de la grammaire attribuee.
Les fonctions de visites, produites en sortie d'un generateur d'evaluateur tel que Fnc-2
[PDRJ95a, Le 95], correspondant a la grammaire attribuee revat deforestee sont presentees a
1. La notation result peut surprendre le lecteur, mais c'est une simplication, pour cet attribut particulier, de
la notation result result , qui est normalement generee par la phase de renommage de la composition symbolique.
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aglet revat =
revat t !
revat :result = t :at rev
t :at h = nil
t :l rev = t :l h
node left right !
node:at rev = left :at rev
left :at h = node:at h
left :l rev = right :at rev
right :at h = left :l h
right :l rev = node:l rev
node:l h = right :l h
leaf n !
leaf :at rev = leaf :l rev
leaf :l h = cons n leaf :at h
Fig. 8.10: La grammaire attribuee revat deforestee par la composition symbolique
la gure 8.11
2
. La premiere fonction, revat appelle deux sous-fonctions, la premiere, revat1 ,
construisant la structure de liste resultat du parcours de l'arbre de la droite vers la gauche,
et la seconde, revat2 , se contentant de propager cette liste le long de l'arbre, de la gauche
vers la droite.
Une autre facon de voir cette grammaire attribuee comme un programme fonctionnel est
de considerer les travaux de Johnsson [Joh87], qui permettent de generer, a partir d'une gram-
maire attribuee non-circulaire, une fonction equivalente qui peut e^tre evaluee dans un langage
paresseux. Le principe general de ces travaux est de considerer que pour chaque production,
une fonction paresseuse peut evaluer l'ensemble des attributs synthetises du constructeur a
partir de ses attributs herites. La fonction qui est produite par cette methode pour l'exemple
de la grammaire attribuee deforestee revat de la gure 8.10 est presentee a la gure 8.12,
d'abord dans sa version de base, puis apres quelques simplications.
Remarques
Je viens d'illustrer la composition symbolique sur un exemple assez simple. Pour des pro-
grammes plus complexes, les transformations speciees peuvent parfois e^tre interdites par le
predicat Check evitant que le resultat de cette transformation soit une grammaire attribuee
mal formee. Les raisons sont les suivantes, qui correspondent essentiellement aux contraintes
introduites par Giegerich et Ganzinger au sujet de la composition descriptionnelle des gram-
maires attribuees classiques.
Les pas de projection de la composition symbolique ne doivent e^tre eectues que sur
les termes qui sont impliques dans la construction de la structure de donnees intermediaire.
C'est le probleme de la determination de l'ensemble Att
F
, qui correspond a la separation
evoquee par Ganzinger et Giegerich entre les attributs syntaxiques et semantiques. Cette
remarque necessite en particulier que la construction de la structure de donnees intermediaire
2. Une presentation de la technique de generation de telles sequences de visites a partir d'une grammaire
attribuee est presentee a la section 2.2.4 et illustree sur l'exemple bird .
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let revat t = revat2 t (revat1 t nil)
let revat1 t l = case t of
node left right !
revat1 right (revat1 left l)
leaf n!
cons n l
let revat2 t l = case t of
node left right !
revat2 left (revat2 right l)
leaf n!
l
Fig. 8.11: Les fonctions de visites generees pour la grammaire attribuee revat deforestee
soit completement visible et accessible.
De plus, pour obtenir une grammaire attribuee resultante bien formee par la composition
symbolique, chaque occurrence d'attribut doit e^tre denie une fois et une seule. Des problemes
peuvent donc arriver en presence de termes non lineaires.
Les contraintes enoncees par Ganzinger and Giegerich peuvent e^tre utilisees en premiere
approche pour resoudre ces problemes. Neanmoins, le contexte particulier de programmes
fonctionnels correctement types, celui dans lequel se place la transformation FP-to-AG, per-
met de reformuler ces problemes en termes d'analyses statiques du programme fonctionnel
initial. En eet, les informations requises par le mecanisme de composition peuvent e^tre de-
terminees separement, a partir d'une analyse du programme d'entree. Me^me si cette analyse
reste un probleme ouvert interessant qui n'est pas etudie dans cette these, sa prise en compte
independante ne remet pas en question la composition symbolique.
Le cou^t de la composition symbolique
La complexite de la composition symbolique est plus delicate a estimer que celle de la
transformation FP-to-AG presentee dans le chapitre precedent. Il est cependant possible de
faire quelques remarques.
Tout d'abord, il est important de noter que la generalisation de l'evaluation symbolique
du prol (PSE ) en l'evaluation symbolique (SE ) utilisee dans la composition symbolique
implique des repercussions sur la complexite qui sont de deux ordres. Premierement, elle im-
plique la transformation de plusieurs regles et non plus une seule puisqu'elle doit prendre en
compte les attributs herites ; ce point conserve la linearite mais augmente le facteur. Deuxie-
mement, elle peut e^tre utilisee comme mecanisme d'evaluation partielle. En tant que telle, la
complexite du terme a evaluer partiellement est repercutee sur la complexite de la transfor-
mation. En pratique, il est necessaire de limiter cette utilisation de la regle SE pour eviter
que cette transformation ne boucle inniment dans le cas ou, par exemple, elle tente d'evaluer
partiellement l'inversion d'une liste innie.
La complexite de la regle de projection Proj est due a la creation de nouveaux attributs
et des regles semantiques qui les denissent. Essentiellement, elle est la me^me que celle de
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Version deduite directement d'apres la grammaire attribuee
let revat t =
let
(at rev ; l h) = revatlazy t l rev at h
at h = nil
l rev = l h
in at rev
let revatlazy t l rev at h = case t of
node left right !
let
(at rev
left
; l h
left
) = revatlazy left l rev
left
at h
left
(at rev
right
; l h
right
) = revatlazy right l rev
right
at h
right
at rev = at rev
left
at h
left
= at h
l rev
left
= at rev
right
at h
right
= l h
left
l rev
right
= l rev
l h = l h
right
in (at rev ; l h)
leaf n!
let
at rev = l rev
l h = cons n at h
in (at rev ; l h)
Version apres simplications
let revat t = at rev in (at rev ; l h) = revatlazy t l h nil
let revatlazy t l rev at h = case t of
node left right !
let
(at rev
left
; l h
left
) = revatlazy left at rev
right
at h
(at rev
right
; l h
right
) = revatlazy right l rev l h
left
in (flat rev
left
; l h
right
)
leaf n!
(l rev ; cons n at h)
Fig. 8.12: La fonction paresseuse correspondant a la grammaire attribuee revat deforestee
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la composition descriptionnelle. Pour la composition d'une grammaire attribuee possedant
n attributs avec une grammaire attribuee en possedant m, le nombre d'attributs crees est
potentiellement n m, avec autant de regles semantiques. L'evaluation symbolique, qui per-
met d'eliminer les constructeurs de structures intermediaires, peut alors potentiellement e^tre
appliquee sur chacun des termes ainsi crees dans ces regles. On retrouve ici la necessite de
borner en pratique le nombre d'applications successives de SE sur un terme genere par un
pas de projection. D'une maniere generale, la composition symbolique ainsi utilisee depend
de facon quadratique de la taille et de la profondeur des termes des grammaires attribuees a
composer.
Notons nalement que ces remarques sont indicatives et assez informelles. Il serait tout
aussi interessant d'etudier ces problemes de complexite de facon plus formelle que de les
comparer avec la complexite des autres techniques de deforestation des programmes fonc-
tionnels presentees dans ce memoire.

A ma connaissance, ce probleme n'a pas ete aborde, ou
du moins publie, dans le cadre de la normalisation des folds ni dans celui de la fusion des
hylomorphismes. Les resultats qui ont ete rapportes dans le cadre de la regle d'elimination
foldr/build sont relatifs a l'ecacite de son implantation dans le compilateur d'Haskell
[Gil96] ; j'y reviendrai brievement dans la conclusion (cf. section 10.4).
8.3 Une nouvelle technique de deforestation
J'ai deja montre dans le chapitre 6 que pour des programmes simples et plus particu-
lierement pour les grammaires attribuees S
1
, les folds du premier ordre et certains hylo-
morphismes, la composition descriptionnelle et les techniques de deforestation fonctionnelles
aboutissaient a des resultats equivalents.
En depit des restrictions associees a la transformation FP-to-AG, la composition symbo-
lique qui vient d'e^tre presentee permet de deforester une classe de programmes pour laquelle
les deforestations fonctionnelles etaient insusantes. Cette classe de programme regroupe les
fonctions dans lesquelles un parametre d'accumulation construit le resultat de la fonction sans
suivre exactement le schema de recursion du type de donnee sous-jacent ou de la fonction
elle-me^me. Les compositions (rev (flat t nil) nil) ou (rev (rev x nil) nil) appartiennent a
cette classe pour laquelle, si SC represente la composition symbolique, on a :
SC  FP-to-AG > FP-to-AG  Deforestation Fonctionnelle
La suite de cette section tente de mettre en evidence certaines des raisons qui expliquent cet
avantage de la composition symbolique par rapport aux dierentes methodes calculationnelles.
En fait, la plupart des methodes de fusion ou de deforestation dirigees par la structure
des donnees en programmation fonctionnelle s'appuient sur la notion de foncteur et utilisent
des operateurs de contro^le generiques permettant de capturer en me^me temps le schema de
recursion des fonctions et celui des types de donnees. D'abord, les regles de foldr/build de la
shortcut deforestation de Gill et al. [GLJ93] implantee dans Haskell, rendaient possibles l'eli-
mination de listes intermediaires pour des compositions de fonctions dont une version en fold
etait disponible. Ensuite, la normalisation des folds de Sheard et Fegaras [SF93] generalisait
cette technique a tous les types de donnee, en produisant automatiquement leurs foncteurs
associes a partir de leurs denitions algebriques. Cependant, ces foncteurs etaient trop iso-
morphes aux types pour representer correctement certains calculs, aussi les hylomorphismes
sous forme de triplet furent introduits par Takano et Meijer [TM95], puis developpes dans des
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systemes tels qu'adl ou hylo [KL94, OHIT97]. Ces derniers permettent de deforester auto-
matiquement certains programmes fonctionnels complexes, mais echouent encore, en terme
de deforestation, sur des programmes tels que (rev (flat t nil) nil) ou (rev (rev x nil) nil),
qui peuvent desormais e^tre traites ecacement gra^ce a la composition symbolique.
Une meilleure deforestation
Dans les methodes de deforestation fonctionnelles, en depit des generalisations ou rane-
ments successifs, la classe des fonctions telles que rev  rev ou rev  at restait problematique.
Je donne ici quelques remarques qui peuvent expliquer pourquoi.
Les methodes calculationnelles utilisent toujours des foncteurs pour diriger leurs transfor-
mations et leurs calculs, ce qui n'est pas le cas de la composition symbolique et des grammaires
attribuees. L'exemple de la fonction rev est assez representatif :
let rev x l = case x of
cons head tail! rev tail (cons head l) [: : : ]
Si F
rev
est le foncteur qui dirige la recursion du type liste, il ne suit pas la construction de
la liste inversee, mais les appels recursifs de la fonction. Ce faisant, il cache la construction
du resultat. Plus precisement le constructeur cons est cache dans le second parametre de
l'appel recursif a rev . Dans ces conditions, la deforestation locale sur ce cons inaccessible est
impossible.
Gra^ce a l'expression de cette fonction en grammaire attribuee, la composition symbolique
permet d'atteindre chaque constructeur du resultat, directement a partir de la specication.
De plus, ceci est possible sans l'utilisation d'une forme intermediaire abstraite telle que les
foncteurs. La raison de cette dierence est que toutes les constructions du resultat sont visibles
dans la grammaire attribuee, me^me s'ils ne suivent pas exactement le schema de recursion
(foncteur) du type sous-jacent. Ceci explique que la composition symbolique permette une
meilleure deforestation sur les programmes construisant une structure intermediaire dans un
parametre d'accumulation, comme c'est le cas dans revat ou le cons ci-dessus est deforeste.
Pour permettre aux methodes calculationnelles d'eectuer de telles deforestations, il fau-
drait envisager un foncteur qui decrive completement le schema de recursion de la construction
du resultat, et qui prenne en compte les parametres d'accumulations dans lesquels des frag-
ments de resultats sont construits ou transmis. Les travaux de Meijer et Hutton sur les difonc-
teurs [MH95], qui permettent d'exprimer des schemas recursifs plus complexes que ceux pris
en charge par les endofoncteurs polyno^miaux consideres dans ces methodes de deforestation,
constituent peut e^tre une piste pour apporter une amelioration a ce probleme.
Pour conclure ici, je rappelle que la composition symbolique est une methode de defores-
tation generale. Gra^ce a la transformation FP-to-AG et a la transformation inverse, elle n'est
plus limitee uniquement aux grammaires attribuees.
Du point de vue des grammaires attribuees
Dans le domaine des grammaires attribuees, l'introduction de la composition symbolique
constitue une integration plus complete de la composition descriptionnelle et la rend plus
largement utilisable. L'idee initiale introduite par Ganzinger et Giegerich, plus recemment
developpee et mise en uvre par Roussel, etait d'appliquer un mecanisme de composition
entre deux grammaires attribuees separees. La composition symbolique, gra^ce a la localite de
166 Chapitre 8. Composition symbolique
ses pas de projections et de son evaluation symbolique, permet d'eectuer de la deforestation
sur des termes a l'interieur d'une grammaire attribuee. De plus, les termes nis peuvent
e^tre evalues pendant ces transformations et une utilisation particuliere de la composition
symbolique peut e^tre vue comme de l'evaluation partielle.
Finalement, il faut rappeler que le formalisme des grammaires attribuees n'est pas seule-
ment une notation abstraite pour ecrire des equations semantiques. C'est egalement un lan-
gage de programmation complet, reconnu pour sa puissance et son ecacite dans la conception
de grosses applications, ou pour l'ecriture de compilateurs (cf. systeme Fnc-2 [JPJ
+
90]). De
plus, pour eectuer de la deforestation, me^me pour les programmes complexes qui posent des
problemes aux autres methodes, aucune extension specique n'a ete requise dans le formalisme
initial et simple des grammaires attribuees. C'est une preuve supplementaire de la possibi-
lite d'utiliser les grammaires attribuees a des ns de deforestation comme une alternative
avantageuse a d'autres formalismes classiques dans ce contexte.
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Chapitre 9
Elimination de regles de copie
Les grammaires attribuees, particulierement celles qui sont produites par la composition
symbolique, peuvent contenir de nombreuses regles de copie qui servent uniquement a trans-
porter des valeurs ou des constantes le long de la structure de l'arbre d'entree. Cependant, il
est possible d'eliminer ces regles de copie dans de nombreux cas, gra^ce a une analyse statique
globale de la grammaire attribuee [Rou94]. Je rappelle ici que les transformations souhaitees
doivent e^tre valables quel que soit le parametre d'entree de la grammaire attribuee. Elles ont
lieu sur la specication de la grammaire attribuee. D'autres optimisations, liees a un para-
metre donne, peuvent e^tre faites de facon dynamique par l'evaluateur produit par le systeme
de traitement de grammaires attribuees, comme c'est le cas pour Fnc-2.
Dans le cadre de l'application de la composition symbolique sur une grammaire attri-
buee produite par la transformation FP-to-AG, c'est-a-dire correspondant a un programme
fonctionnel donne dont on attend le programme fonctionnel correspondant a la version defo-
restee par la composition symbolique, l'application de ces eliminations de regles de copie est
conditionnee par des contraintes sur la semantique d'evaluation du programme fonctionnel
considere. En fait, plus particulierement dans le cas d'evaluation paresseuse, ces eliminations
peuvent conduire a une non-preservation de la semantique du programme deforeste. Apres
avoir donne l'idee intuitive des transformations d'elimination des regles de copie, je reviendrai
a la n de cette section sur ses conditions d'application.
9.1 Deux types d'elimination de regles de copie
Pour une grammaire attribuee donnee, deux types d'elimination de regles de copie peuvent
e^tre eectues. Le premier type est celui des regles de copie menant a une constante et le
second concerne les boucles de regles de copie. Dans le premier cas, il s'agit des suites de
regles de copie entre occurrences d'attributs telles que la premiere occurrence d'attribut de
cette suite soit initialisee par une constante. Dans le second cas, il s'agit des suites de regles
de copie qui debutent et terminent dans la me^me production, c'est-a-dire qui debutent et qui
terminent sur deux attributs d'un me^me non-terminal.
Les algorithmes d'elimination des regles de copie que je presente ici de facon informelle sont
du^s a Roussel [Rou94]. Le but de cette presentation est de montrer que, en plus des resultats de
deforestation obtenus gra^ce au passage par le formalisme des grammaires attribuees, ce me^me
formalisme et les analyses statiques qu'il autorise permettent de rearranger la grammaire
attribuee obtenue et, le cas echeant, le programme fonctionnel qui peut en e^tre derive.
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aglet dblrev =
dblrev x !
dblrev :result = x :rr
x :hr = x :hh
x :rh = nil
cons head tail !
cons:rr = tail :rr
tail :hr = cons:hr
cons:hh = cons head tail :hh
tail :rh = cons:rh
nil !
nil :rr = nil :hr
nil :hh = nil :rh
dblrev
hr hh rr
result
a
b
c
hh rr
rr
rr
hh
hr
hr
hr
nil
rh
rh
rh
rh hh
Fig. 9.1: Regle de copie de constante sur dblrev
Les principes d'evaluation des grammaires attribuees sont bases sur la notion de depen-
dance entre occurrences d'attributs (section 2.2.2). Ces dependances representent l'utilisation
d'une occurrence d'attribut dans la denition d'une autre mais elles ne modelisent pas le genre
de fonction utilisee dans la regle semantique de cette denition. Pour l'elimination des regles
de copie, la notion de dependance est etendue a la notion de relation engendree par une
regle semantique. Celle-ci permet de modeliser, en plus de la notion de dependance classique,
a la fois le fait qu'une occurrence d'attribut depend d'une constante ou non et le fait que la
regle semantique qui induit la dependance est une regle d'identite (simple recopie) ou non.
Brievement, une relation est un triplet (A;B;K) qui represente le fait que B depend de A
par une fonction modelisee par K. Dans une telle relation, B est une occurrence d'attribut,
A peut e^tre soit une occurrence d'attribut, soit le symbole ? qui modelise une constante et
K 2 fid; foncg modelise la fonction d'une regle semantique comme etant une regle de copie
(id) ou une autre fonction (fonc) [Rou94].

A partir de cette notion de relation, des analyses similaires a celles eectuees sur les
dependances peuvent e^tre faites sur une grammaire attribuee : elles representent precisement
le ot de donnees des attributs et plus particulierement la propagation des valeurs constantes.
Elles permettent alors d'eliminer des regles de copie, par des algorithmes de transformation
qui sont detailles dans [Rou94] et implantes dans le systeme Fnc-2. Le but ici n'etant pas
de retranscrire ces algorithmes, je me contenterai d'exposer leurs eets dans chacun des cas
d'elimination, sur des exemples qui ont deja ete rencontres dans cette these.
9.1.1

Elimination des regles de copie menant a une constante
Ce type d'elimination consiste, gra^ce aux analyses eectuees sur les notions de relations, a
reperer une propagation, par des regles semantiques etant des identites, d'une valeur identiee
comme etant une constante. Les occurrences d'attributs concernees par cette propagation
peuvent alors e^tre denies par l'aectation de cette valeur constante pluto^t que par la regle
semantique initiale.
Pour illustrer ce type de regles de copie, je presente a la gure 9.1 l'exemple de la double
inversion de liste dblrev , telle qu'elle est produite par la composition symbolique. Les occur-
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aglet dblrev2 =
dblrev2 x !
dblrev2 :result = x :rr
x :hr = x :hh
cons head tail !
cons:rr = tail :rr
tail :hr = cons:hr
cons:hh = cons head tail :hh
nil !
nil :rr = nil :hr
nil :hh = nil
dblrev
hr hh rr
result
a
b
c
hh rr
rr
rr
hh
hr
hr
hr hh
nil
Fig. 9.2: Apres elimination des regle de copie de constante sur dblrev
rences de l'attribut rh sont toutes initialisees soit par une recopie d'une autre occurrence
de rh, soit par la valeur constante nil dans le cas du prol (propagation visualisee en gras
dans la gure 9.1). Il existe en fait une suite de recopies, depuis l'occurrence d'attribut x:rh
du prol deni par une constante, jusqu'a l'occurrence d'attribut nil:hh du pattern (nil !) ;
cette suite de recopies existe quel que soit l'arbre d'entree. Il est alors clair que ces regles de
copie peuvent e^tre remplacees par une aectation de la valeur constante nil .
Dans ce cas, la grammaire attribuee transformee devient celle presentee a la gure 9.2.
Les techniques d'evaluation des grammaires attribuees, telles que la generation de sequences
de visites a partir des graphes de dependances (section 2.2.4), determinent alors directement
la valeur de l'occurrence d'attribut nil:hh du pattern (nil !) ; les occurrences de l'attribut rh
deviennent alors des impasses statiques qui sont eliminees statiquement. Le principe d'eva-
luation d'une telle grammaire attribuee, apres l'elimination de la suite de regles de copie
conduisant a une constante, est represente sur le dessin de la gure 9.2.
9.1.2

Elimination des boucles de regles de copie
L'autre type d'elimination qu'il est possible d'eectuer concerne les boucles de regles de
copie. Intuitivement, il s'agit d'une passe ou d'un parcours sur (un sous-arbre de) l'arbre
d'entree, qui propage une valeur sans la modier. Dans ce cas, il existe deux attributs sur un
me^me non-terminal qui sont respectivement le debut et la n de la suite de regles de copie.
L'exemple de la gure 9.1 contient une telle boucle, qui va de x:hh a x:rr dans le prol, mais
je vais illustrer sur un exemple encore plus probant.
Je presente a la gure 9.3 l'exemple de la grammaire attribuee revat produite par la
composition symbolique de rev et de at (cette composition symbolique est decrite a la
section 8.2). Cette grammaire attribuee revat contient egalement une boucle de regle de
copie, qui va de t:lh a t:fr sur le prol ; elle est mise en evidence en gras sur l'exemple de la
gure 9.3. Dans ce cas, l'algorithme d'elimination des boucles de regles de copie permet de
remplacer la regle semantique du prol revat :result = t :fr par revat :result = t :lh , rendant
ainsi les calculs de fr, et donc de lr, inutiles pour la valeur semantique de l'arbre d'entree. La
grammaire attribuee Rat ainsi obtenue est presentee a la gure 9.4, avec un dessin illustrant
son evaluation sur un exemple.
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aglet revat =
revat t !
revat :result = t :fr
t :fh = nil
t :lr = t :lh
node left right !
node:fr = left :fr
left :fh = node:fh
left :lr = right :fr
right :fh = left :lh
right :lr = node:lr
node:lh = right :lh
leaf n !
leaf :fr = leaf :lr
leaf :lh = cons n leaf :fh
nil
a
b c
revflat result
fh
lh fh lh
lhfh lhfh
fh
frlrfrlr
lr fr
frlr
lr fr
lh
Fig. 9.3: Boucle de regles de copie dans revat
aglet Rat =
Rat t !
Rat :result = t :lh
t :fh = nil
node left right !
left :fh = node:fh
right :fh = left :lh
node:lh = right :lh
leaf n !
leaf :lh = cons n leaf :fh
nil
a
b c
result
fh
lh fh lh
lhfh lhfh
fh
lh
Rflat
Fig. 9.4: Apres elimination de la boucle de regles de copie dans revat
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let rev x h = case x of
cons head tail !
rev tail (cons head h)
nil ! h
let at t l = case t of
node left right !
at left (at right l)
leaf n ! cons n l
let Rat t l = case t of
node left right !
Rat right (Rat left l)
leaf n ! cons n l
Fig. 9.5: Les fonctions rev, at et Rat
Par ailleurs, l'application de cette regle d'elimination de boucle de regles de copie sur
la grammaire attribuee dblrev obtenue a la gure 9.2, apres elimination des regles de copie
menant a une constante, abouti a la grammaire attribuee de simple recopie de liste.
9.2 Conditions d'application
Ces algorithmes de reperages et d'elimination de regles de copie ont ete developpes dans
le cadre des grammaires attribuees. Il est important de noter qu'ils peuvent changer l'ordre
d'evaluation de la grammaire attribuee et en particulier le sens de parcours de l'arbre abstrait
correspondant au parametre d'entree.
Par exemple, la grammaire attribuee at peut e^tre evaluee en parcourant l'arbre d'en-
tree des feuilles de droite vers les feuilles de gauche. Apres l'application de la composition
symbolique sur la composition de rev avec at , la grammaire attribuee revat obtenue peut
e^tre evaluee en parcourant l'arbre d'entree des feuilles de gauche vers les feuilles de droite,
puis en transportant le resultat construit lors de ce parcours en sens inverse, le long de sa
construction, des feuilles de droite vers les feuilles de gauche. L'application de l'algorithme
d'elimination des boucles de regles de copie sur la grammaire attribuee revat elimine ce
dernier parcours de \transport" du resultat des feuilles de droite vers les feuilles de gauche.
Il en resulte une grammaire attribuee Rat dont l'ordre d'evaluation est l'oppose de celui de
at . Ce resultat, illustre par la gure 9.4, est tres probant en terme d'ecacite du programme
deforeste obtenu.
Neanmoins, cette modication possible de l'ordre d'evaluation d'une grammaire attribuee
par l'elimination des boucles de regles de copie ne peut e^tre acceptable que si les arguments
de cette grammaire attribuee correspondent a des arbres abstraits totalement denis et ne
comportant aucune branche innie. Cette remarque concerne principalement la deforestation
de programmes fonctionnels, transformes en grammaires attribuees par FP-to-AG, deforestes
par la composition symbolique, puis retranscrits en programmes fonctionnels. Dans ce cas,
l'elimination des regles de copie ne doit e^tre eectuee que dans le cas ou les parametres
d'entree du programme fonctionnel peuvent e^tre garantis comme totalement denis, sans
branches innies. En eet, considerons le cas du programme d'entree
(rev  at) t = rev (at t nil) nil
considere dans une semantique d'evaluation paresseuse (cf. gure 9.5). Apres transformation
de ces fonctions en grammaires attribuees par FP-to-AG, deforestation de leur composition
par la composition symbolique, puis elimination des regles de copie, le programme fonctionnel
correspondant a la grammaire attribuee Rat (presentee a la gure 9.5) parcourt l'arbre dans
le sens oppose du programme at initial.
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Programme initial
rev (at (node (?) (leaf a)) nil) nil
= rev (at (?) (at (leaf a) nil)) nil
= rev (?) nil
= (?)
Apres composition symbolique et elimination des regles de copie
Rat (node (?) (leaf a)) nil
= Rat (leaf a) (Rat (?) nil)
= cons a (Rat (?) nil)
= cons a (?)
Fig. 9.6: Traces d'execution en evaluation paresseuse sur un exemple de rev (at t nil) nil
et de Rat t nil
Dans ce cas, sur un arbre binaire dont la branche la plus a gauche est innie ou conduit a
?, l'evaluation paresseuse de rev (at t nil) nil produira egalement ?, et ne necessite aucun
cons . Par contre, la fonction Rat correspondant a la grammaire attribuee deforestee apres
elimination des regles de copie (gure 9.4) necessite dans la me^me semantique d'evaluation
autant de constructeurs cons que l'arbre possede de feuilles denies, avant de rencontrer la
branche la plus a gauche et de produire ?. Sur l'exemple d'un tel arbre avec une branche
conduisant a ?, la gure 9.6 presente les traces d'executions des deux fonctions dans une
semantique d'evaluation paresseuse.
Un autre exemple agrant de non-preservation de la semantique paresseuse sur un ar-
gument partiellement deni est celui de la double inversion de liste, dblrev2 . L'elimination
des regles de copie sur la grammaire attribuee correspondante conduit a la recopie du pa-
rametre. Or, l'evaluation de la recopie d'une liste innie en evaluation paresseuse n'est pas
semantiquement equivalente a l'evaluation de la double inversion de cette liste.
Il faut donc considerer plusieurs cas, selon la semantique d'evaluation, stricte ou pares-
seuse, et selon le type de parametres acceptes en entree d'un programme, avec des branches
innies ou non.
Tout d'abord, je rappelle que les techniques de deforestation, quelles qu'elles soient, ne
preservent pas la semantique d'evaluation stricte. L'exemple typique est la composition de la
longueur d'une liste avec un map qui consiste a diviser chaque element par lui me^me. Si un
element de la liste vaut zero, la composition de ces fonctions produit une erreur, tandis qu'une
fois deforeste, le programme resultant se contente de calculer la longueur de la liste initiale, et
produit un resultat. En ce sens, la deforestation peut e^tre vue comme la specialisation de deux
programmes en fonction de la semantique de leur composition : la longueur d'une liste, quoi
que l'on fasse sur ses elements, ne depend que du nombre de ces elements. Cela ne signie pas
que la deforestation soit denuee d'intere^t dans le cadre d'une semantique d'evaluation stricte.
Au contraire, en tant qu'outil de genericite, en matiere de specialisation de composition de
briques logicielles, le fait que la deforestation \oublie" une partie de la semantique d'un
composant dans le cadre precis d'une de ses utilisations peut e^tre vu comme un atout.
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let revat t l = revat2 t (revat1 t l)
let revat1 t l = case t of
node left right ! revat1 right (revat1 left l)
leaf n ! cons n l
let revat2 t l = case t of
node left right ! revat2 left (revat2 right l)
leaf n ! l
Fig. 9.7: La fonction revat deforestee par composition symbolique
Dans le cadre d'une semantique d'evaluation paresseuse, la composition symbolique, comme
les autres techniques de deforestation, preserve la semantique du programme initial, dans la
mesure ou les operations qui sont necessaires au calcul d'un resultat dans la composition
initiale sont conservees dans le programme resultant. De plus, la composition symbolique
preserve l'ordre du premier parcours de la structure du parametre d'entree, me^me si ce par-
cours ne specie qu'un transport de valeur : il s'agit alors d'un ensemble de regles de copie.
Je reprends une derniere fois l'exemple de la composition des fonctions rev et at . La
fonction revat obtenue par composition symbolique (section 8.2) est rappelee a la gure 9.7.
L'ordre de parcours de la structure specie par la fonction externe revat2 est le me^me que
celui specie par la fonction initiale at , me^me s'il ne calcule aucune valeur et se contente de
propager un resultat. Dans le cas ou le parametre d'entree du programme contient une branche
innie, cela permet a la version deforestee revat d'avoir un comportement compatible avec
la fonction at initiale. Plus exactement, en cas de branche innie et d'evaluation conduisant
a ?, le programme deforeste aboutit au me^me resultat en au plus autant de constructions.
La gure 9.8 presente les traces d'executions sur un exemple d'arbre d'entree t avec une
branche gauche innie ou menant a ?. Dans ce cas, le programme initial rev (at t nil) nil
et le programme deforeste revat aboutissent tous les deux a ? sans aucune construction.
La gure 9.9 presente les traces d'executions sur un exemple d'arbre d'entree t avec une
branche droite innie ou menant a ?. Dans ce cas, le programme initial rev (at t nil) nil
construit autant de cons (en gras dans l'exemple) qu'il rencontre de feuilles avant ? tandis
que le programme deforeste revat aboutit a ? sans construire aucun cons .
Il est donc possible de considerer que la deforestation evite egalement de construire des
structures inutiles dans le cas ou la structure d'entree possede des branches innies ou menant
a ?.
En conclusion, je tiens a rappeler qu'en matiere d'optimisation de programmes, c'est-a-dire
de transformation dont l'application ameliore l'ecacite de l'evaluation d'un programme, il
est frequement admis que ces transformations puissent changer le comportement des cas d'ex-
ceptions. C'est le cas de la deforestation eectuee par la composition symbolique et couplee
a l'elimination des regles de copies.
Programme initial
rev (at (node (?) (leaf a)) nil) nil
= rev (at (?) (at (leaf a) nil)) nil
= rev (?) nil
= (?)
Apres composition symbolique
revat (node (?) (leaf a)) nil
= revat2 (node (?) (leaf a)) (revat1 (node (?) (leaf a)) nil)
= revat2 (?) (revat2 (leaf a) (revat1 (node (?) (leaf a)) nil))
= (?)
Fig. 9.8: Traces d'execution en evaluation paresseuse sur un exemple de (rev (at t nil) nil)
et de (revat t nil)
Programme initial
rev (at (node (leaf a) (?)) nil) nil
= rev (at (leaf a) (at (?) nil)) nil
= rev (cons a (at (?) nil)) nil
= rev (at (?) nil) (cons a nil)
= rev (?) (cons a nil)
= (?)
Apres composition symbolique
revat (node (leaf a) (?)) nil
= revat2 (node (leaf a) (?)) (revat1 (node (leaf a) (?)) nil)
= revat2 (leaf a) (revat2 (?) (revat1 (node (leaf a) (?)) nil))
= revat2 (?) (revat1 (node (leaf a) (?)) nil)
= (?)
Fig. 9.9: Traces d'execution en evaluation paresseuse sur un exemple de (rev (at t nil) nil)
et de (revat t nil)
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Chapitre 10
Conclusion
Les dierents paradigmes de programmation qui existent ont ete etudies et developpes
an de repondre a des exigences speciques. La programmation par objets, la programmation
fonctionnelle, la programmation logique ou la programmation sequentielle imperative sont des
paradigmes bien connus, dont chacun est adapte a une approche particuliere d'un probleme.
Malheureusement, la diversite de ces paradigmes et les dierences de formalismes qui les
separent cachent souvent des relations, similitudes ou complementarites entre les techniques
de traitement et de resolution de problemes voisins ou identiques.
La suppression des structures de donnees intermediaires apparaissant lors de la compo-
sition des dierentes parties d'une application modulaire, nefastes pour son ecacite, est
un probleme dicile qui a suscite de nombreux travaux dans le cadre de la programma-
tion fonctionnelle, mais egalement dans le domaine des grammaires attribuees. Ce type de
transformations de programmes particulier a ete le cas d'etude privilegie de ma these dont
l'objectif etait d'apporter une contribution aux relations pouvant exister entre les grammaires
attribuees et la programmation fonctionnelle.
10.1 Une plus large utilisation des grammaires attribuees
Comme chaque paradigme de programmation, les grammaires attribuees possedent leur
domaine de predilection ; ce fut tres longtemps la compilation et la generation de code. Dans
ce cadre particulier, elles ont fait la preuve de leur puissance et de leur ecacite, mais se sont
cependant connees dans un domaine ou la structure syntaxique est, sinon indispensable, au
moins predominante. Ainsi, la plupart des developpements et des etudes qui ont ete menees
concernant les grammaires attribuees sont fortement lies a la presence concrete d'un arbre
syntaxique qui guide les calculs.
Des grammaires attribuees plus proches des programmes fonctionnels
Dans le cadre de leur comparaison avec la programmation fonctionnelle, cette apparente
necessite d'une structure concrete etait un premier obstacle en terme d'expressivite des pro-
grammes, l'exemple typique etant l'impossibilite de representer une fonction comme facto-
rielle, qui ne s'appuie sur aucune structure de donnee concrete. La premiere contribution
apportee dans cette these, rapprochant les grammaires attribuees des programmes fonction-
nels, a donc ete de montrer que les grammaires attribuees pouvaient se passer de l'existence
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physique d'un arbre. J'ai donc presente les grammaires attribuees dynamiques, qui sont une
extension naturelle du formalisme classique des grammaires attribuees. Gra^ce a l'association
d'une grammaire concrete representant une structure syntaxique classique et d'une gram-
maire abstraite representant un schema de recursion, les grammaires attribuees dynamiques
permettent de considerer le schema recursif d'une fonction comme un arbre virtuel guidant
les calculs species par des regles semantiques dynamiques, ces dernieres pouvant e^tre choisies
dynamiquement en fonction de la valeur d'un attribut. Les cas ou la grammaire attribuee
concrete est reduite a neant sont alors envisageables et c'est par exemple le cas de la fonction
factorielle qui peut donc e^tre representee dans ce formalisme en considerant une structure de
recursion purement abstraite en guise d'arbre guidant les calculs.
De plus, les grammaires attribuees dynamiques sont compatibles avec les methodes d'eva-
luations classiques des grammaires attribuees et deux approches ont ete presentees permettant
de generer des evaluateurs a sequences de visites correspondants. Ces grammaires attribuees
dynamiques ont ete implantees en tant qu'extension au systeme de traitement de grammaires
attribuees Fnc-2, developpe a l'INRIA.
Cette extension de l'expressivite des grammaires attribuees permet de se rapprocher des
programmes fonctionnels. Elle comble une lacune qui existait dans ce formalisme en depit
de sa puissance intrinseque et, par la possibilite de representer une plus large classe de pro-
grammes, elle facilite la comparaison entre les techniques de transformation developpees pour
les grammaires attribuees et pour les programmes fonctionnels.
Un formalisme adapte aux analyses et aux transformations de programmes
L'intere^t fondamental de ce rapprochement n'est pas de considerer les grammaires at-
tribuees comme pouvant remplacer les programmes fonctionnels, ou n'importe quel autre
paradigme de programmation. Autrement dit, l'intere^t pour l'utilisateur n'est pas d'ecrire la
fonction factorielle en grammaire attribuee dynamique pluto^t qu'en Lisp, en Haskell ou en
ML qui sont bien mieux adaptes a sa specication.
L'intere^t est pluto^t de pouvoir representer une plus large classe de programmes dans le
formalisme des grammaires attribuees qui est particulierement bien adapte aux analyses et aux
transformations de programmes et qui dispose deja d'un ensemble de techniques puissantes
(traductions, analyses statiques, optimisations, etc). Pouvoir representer un programme en
grammaire attribuee signie alors qu'il est possible de mettre a sa disposition cet ensemble
de techniques. Ainsi, l'objectif de notre demarche est de considerer les grammaires attribuees
comme un formalisme de representation d'un programme, plus general et plus abstrait que
le langage dans lequel ce programme peut e^tre specie ou execute. L'etude decrite dans cette
these au sujet de la deforestation est une illustration probante de ce principe.
10.2 La deforestation comme cas d'etude
La comparaison des techniques developpees dans les grammaires attribuees et dans la
programmation fonctionnelle qui est presentee dans cette these a donc ete basee sur le cas
particulier de transformations de programmes qu'est la deforestation. Ce probleme de l'elimi-
nation des structures de donnees servant de colle entre les dierents composants modulaires
d'un programme constitue la caution du style de programmation par composition de mul-
tiples specications de modules simples et independants. En eet, les avantages de ce style
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de developpement sont nombreux : lisibilite, clarte, tracabilite et reutilisabilite de petits com-
posants, dont la validation individuelle est facilitee. Cependant, au sein de l'agencement de
ces composants dans une application, l'ensemble des structures produites par les uns pour
e^tre consommees par les autres engendre un cou^t d'allocation, de parcours et de desallocation
qui peut remettre en cause, de part la perte d'ecacite, l'intere^t me^me d'une telle approche
modulaire.
L'idee de transformer un programme, en vue de supprimer les structures intermediaires
occasionnees par les compositions qu'il contient, a donc ete tres largement etudiee la ou
la composition et la modularite etaient utilisees. Ce fut le cas dans les grammaires attri-
buees avec la composition descriptionnelle de Ganzinger et Giegerich, technique dediee a ces
specications declaratives guidees par la structure des donnees. Ce fut egalement le cas en
programmation fonctionnelle, ou la modularite et la composition sont fondamentales. Dans
ce contexte, de nombreux travaux de recherche ont ete menes. Le principe de transforma-
tion de depliage/pliage de Burstall et Darlington a inspire dierentes etudes et en particulier
l'algorithme de Wadler qui a donne le nom de deforestation a ce type de transformation de
programme.
Des restrictions sur l'ensemble de methodes de deforestation etudiees
L'ensemble des travaux sur les methodes de deforestation en programmation fonctionnelle
qui sont presentes et compares dans cette these n'est pas exhaustif. Il est representatif d'un
ensemble d'approches de ces transformations de programmes ou la localite des transforma-
tions est guidee par la structure des donnees. Ce critere de choix a ete dicte par le contexte
de comparaison des techniques dediees aux grammaires attribuees avec celles utilisees en
programmation fonctionnelle.
L'etude des methodes de transformation de programmes basees sur des systemes de re-
ecriture, tels que ceux de Reddy ou de Bellegarde, apporterait probablement des elements de
comparaison interessants. De me^me, les techniques de deforestation developpees dans le do-
maine de la programmation logique, principalement par Pettorossi et Proietti, pourraient e^tre
comparees a celles que j'ai etudie. Par ailleurs, les travaux de Srensen, Gluck et al. sur l'uni-
cation de l'evaluation partielle et de la super-compilation avec la deforestation meriteraient
d'e^tre etudies dans la continuite de cette these.
Neanmoins, je me suis interesse en priorite aux methodes fonctionnelles qui semblaient
e^tre les plus \proches" des specicites des grammaires attribuees, au sens ou la structure des
donnees dirige a la fois la specication des programmes et la technique de transformation.
Les methodes de deforestation fonctionnelles considerees
Pour sa popularite et l'intere^t qu'elle a suscite dans la communaute fonctionnelle, j'ai
considere l'algorithme de Wadler comme reference historique du principe de la deforestation
de programmes fonctionnels. Outre les nombreux developpements, extensions et ameliorations
qui ont ete apportes a l'algorithme de Wadler et a ce type de transformation, une autre
approche a vu le jour, initiee par les travaux sur l'algorithmique constructive de Fokkinga,
Meertens, Meijer et al., souvent appelee deforestation en forme calculationnelle. En 1993,
deux techniques de transformations ont ete introduites parallelement.
D'une part, la regle d'elimination foldr/build de Gill, Launchbury et Peyton Jones qui
permet d'eliminer d'une facon facilement automatisable les listes intermediaires generees par
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un constructeur et consommees par un destructeur ; cependant, cette approche ne permet de
traiter que le type des listes.
D'autre part, l'algorithme de normalisation des folds de Sheard et Fegaras qui utilise la
notion de foncteur inherente au type algebrique d'une structure de donnee ; gra^ce au theoreme
de promotion relatif aux proprietes des foncteurs, cet algorithme permet de transformer une
composition d'un programme ou les calculs sont representes en fonction des dierents patterns
de recursion du type de donnee sous-jacent.
Plus recemment, une approche generalisant les deux precedentes a ete introduite par
Meijer et Takano, puis developpee par Hu, Iwasaki et Takeichi. Basee sur la theorie des
categories, la notion d'hylomorphisme permet de representer des programmes en fonction de
foncteurs qui ne dependent plus uniquement du type de donnee sous-jacent, mais egalement
du schema de recursion des fonctions. Les theoremes classiques de la theorie des categories
sont alors dedies a cette utilisation particuliere et fournissent des regles de transformation
simples permettant d'automatiser la fusion d'hylomorphismes.
L'etude comparative des ces methodes fonctionnelles
Pour pouvoir etablir des comparaisons entre les techniques utilisees dans ces approches
de la deforestation et la composition descriptionnelle des grammaires attribuees, cette these
a tout d'abord presente ces dierentes methodes fonctionnelles de deforestation. Leurs forma-
lismes de base etant tres dierents, j'ai voulu aborder chacune de ces approches de maniere
formelle et precise pour en permettre une etude detaillee, mais egalement illustree d'exemples
pour donner au lecteur une idee intuitive de leurs principes dans une vue d'ensemble compa-
rative.
Ainsi, j'ai pu mettre en evidence de profondes ressemblances entre l'algorithme de norma-
lisation des folds et l'algorithme de deforestation de Wadler, dans leur principe de fonctionne-
ment et dans l'ensemble des programmes qu'ils permettent de traiter. Par ailleurs, sans egaler
la simplicite d'application de la regle foldr/build, les folds permettent de traiter dierents
types de maniere generique et non plus simplement celui des listes. La notion d'hylomorphisme
est ensuite apparue comme etant une generalisation de l'operateur fold, mais egalement de
son operateur dual gra^ce aux notions de catamorphisme et d'anamorphisme qu'elle regroupe.
Finalement, les theoremes de fusion des hylomorphismes (Acid Rain) ont ete identies comme
des moyen d'automatisation de la deforestation qui englobent et generalisent a la fois l'algo-
rithme de normalisation des folds et la regle d'elimination foldr/build.
Au dela de ces remarques comparatives, cette these a egalement permis de determiner cer-
taines limitations de ces formalismes. En particulier, lors de la composition d'un programme
qui construit son resultat dans un parametre d'accumulation, comme l'inversion de liste par
exemple, j'ai montre que le schema de recursion du type de donnees (pour les folds) ou de la
fonction (pour les hylomorphismes), permettant de determiner le foncteur correspondant a ce
programme, ne permettait pas de suivre delement la construction de la structure interme-
diaire dans le parametre d'accumulation. Les methodes de deforestation calculationnelles etant
guidees par ces foncteurs, elles ne permettent pas d'intervenir sur ces constructions interme-
diaires. Cette particularite pose des problemes aux algorithmes de normalisation ou de fusion,
qui s'ils fonctionnent | c'est-a-dire generent une seule fonction a partir d'une composition
| ne produisent pas le resultat optimal attendu en terme de deforestation, c'est-a-dire d'eli-
mination des structures intermediaires. Par exemple, la double inversion de liste et l'inversion
10.2. La deforestation comme cas d'etude 179
de la liste des feuilles d'un arbre binaire sont des programmes que les methodes fonctionnelles
ne permettent pas, pour l'instant, de deforester de maniere satisfaisante.
Par ailleurs, l'etude des methodes calculationnelles a permis de mettre en evidence un
probleme dans la methode de fusion des hylomorphismes presentee par Takano et Meijer, et
d'en proposer une explication et un debut de solution. Ce probleme est reste jusqu'a present
dans l'ombre et n'a pas encore pu e^tre eclairci par les auteurs.
Une deforestation facilitee dans les grammaires attribuees
Apres la comparaison des methodes fonctionnelles de deforestation entre elles, j'ai pre-
sente leur comparaison avec la composition descriptionnelle des grammaires attribuees. J'ai
d'abord montre que les folds de premier ordre et les grammaires attribuees purement synthe-
tisees permettaient de representer des programmes simples de maniere equivalente et qu'ils
aboutissaient, avec leurs methodes respectives, aux me^mes resultats de deforestation. J'ai en-
suite montre que le traitement de programmes plus complexes avait necessite des extensions
dans le formalisme des folds sans e^tre pour autant completement satisfaisant (algorithme de
normalisation de second ordre, transformations ad hoc basees sur des types possedant des
zero-constructeurs, exceptions dans l'algorithme de normalisation etendu). Au contraire, les
grammaires attribuees, avec leur notion d'attribut herite, permettent de representer ces pro-
grammes plus complexes dans leur formalisme de base et de traiter leur deforestation avec
le me^me algorithme de composition descriptionnelle. En fait, un attribut herite permet d'ex-
primer un calcul descendant dans une structure, ce que les folds necessitent d'exprimer sous
la forme d'un parametre d'accumulation ou d'une fonction d'ordre superieur. Ces dernieres
formes rendent la deforestation des structures qui y sont construites plus dicile puisqu'elles y
sont encapsulees, tandis que sous la forme d'attributs herites, qui sont des objets de premiere
classe dans les grammaires attribuees, ces structures sont facilement accessibles et defores-
tables.
Concernant les hylomorphismes, qui sont guides par des foncteurs representant le schema
de recursion des fonctions, les structures intermediaires intervenant dans des parametres d'ac-
cumulation sont egalement diciles a eliminer, puisque qu'elles ne sont pas construites en
suivant le schema de recursion determine par le foncteur. Les exemples de double inversion de
liste ou d'inversion de la liste des feuilles d'un arbre binaire, deja evoques comme faisant echec
a ces methodes calculationnelles, sont naturellement traites par la composition description-
nelle des grammaires attribuees correspondantes, ou ces calculs sont directement accessibles
puisque representes dans des attributs herites et non caches dans des fonctions de second
ordre ou des parametres d'accumulation. Les travaux de Meijer et Hutton sur les difoncteurs,
permettant d'exprimer des schemas recursifs plus complexes que ceux pris en charge par les
endofoncteurs polyno^miaux consideres dans ces methodes de deforestation, pourraient peut
e^tre apporter une amelioration a ce probleme.
D'une maniere plus generale, le formalisme des folds tend a representer une fonction dans
les termes du schema de recursion du type de donnee sous-jacent. Autrement dit, il s'agit de
plaquer le ot de donnees sur un ot de contro^le arbitrairement xe par le type du parametre
d'entree. Il en va de me^me pour les hylomorphismes, ou cependant le ot de contro^le n'est plus
seulement xe par le type du parametre d'entree, mais prend egalement en compte le schema
de recursion de la fonction. Neanmoins, le ot de donnee est guide par un ot de contro^le ge
par le foncteur qui ne represente pas necessairement la construction d'une structure interme-
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diaire intervenant dans un parametre d'accumulation. La dierence fondamentale entre ces
approches et l'approche des grammaires attribuees est que dans ces dernieres, les productions
qui representent le ot de contro^le (le type de donnee sous-jacent) sont tout a fait distinctes
du ot de donnees represente par les regles semantiques. De plus, l'existence des attributs
herites ainsi que l'attachement des attributs aux variables de pattern permettent d'expliciter
le ot de donnees de maniere plus souple et pas necessairement dans les termes d'un schema
de recursion ge.
10.3 Une nouvelle methode de deforestation
Ces etudes comparatives de dierents formalismes et dierentes techniques de deforesta-
tion semblent indiquer que la composition descriptionnelle des grammaires attribuees possede
des atouts intrinseques par rapport aux methodes calculationnelles existantes. Cependant,
elle n'est applicable que sur un programme specie sous la forme d'une grammaire attribuee.
La fusion des hylomorphismes, speciee pour leur formalisme specique, n'a pu e^tre utilisee
dans le cadre de programmes fonctionnels que gra^ce a un algorithme de derivation d'hylo-
morphismes a partir de denitions d'equations recursives. De la me^me facon, il est devenu
indispensable pour permettre aux techniques des grammaires attribuees d'e^tre utilisables sur
des programmes fonctionnels, de determiner une traduction de programmes fonctionnels vers
leur forme grammaire attribuee.
Une traduction de programmes fonctionnels en grammaires attribuees
Cette these a donc presente un algorithme de transformation de programmes fonctionnels
en grammaires attribuees equivalentes, FP-to-AG, dont le principe general est de considerer
le parametre syntaxique d'une fonction (sur lequel est eectue le pattern matching) comme la
structure grammaticale sur laquelle s'appuie la grammaire attribuee. Les autres parametres
de la fonction sont alors consideres comme des attributs herites du prol de cette grammaire
attribuee resultante. Pour chaque constructeur de production de la grammaire, un attribut
portant le nom de la fonction est deni comme etant le resultat de l'expression du programme
fonctionnel correspondant a ce constructeur. Le schema de recursion de cette expression du
programme fonctionnel est ensuite transforme en un ensemble d'equations orientees.
Les parametres de la fonction etant devenus des occurrences d'attributs attaches a des
variables de pattern, leur propagation au sein des appels recursifs pour chaque pattern permet
de transformer le ot de contro^le specie par recursion dans le programme fonctionnel initial
en un ot de contro^le specie par l'ensemble des regles semantiques generees. An que la
grammaire attribuee generee soit bien formee, certains appels de fonctions peuvent ne pas
e^tre demontes completement et sont alors laisses sous leur forme initiale.
Le but de cette transformation etait de permettre un \transport" des techniques des gram-
maires attribuees sur les programmes fonctionnels. Aussi, la version de FP-to-AG presentee
dans cette these est simple et basique. Elle permet de transformer une classe de programmes
fonctionnels qui n'est determinee que de maniere constructive par l'algorithme de transfor-
mation. Il serait maintenant interessant de determiner plus formellement cette classe de pro-
grammes et de l'elargir, notamment par l'utilisation des grammaires attribuees dynamiques.
Par ailleurs, une forme etendue de cette traduction FP-to-AG est en cours d'implantation a
l'INRIA dans le cadre des travaux de Correnson, mais le prototype produit deja l'ensemble
des exemples qui sont presentes dans cette these.
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La composition symbolique
Cette traduction FP-to-AG permet donc l'application des techniques de deforestation
des grammaires attribuees sur les programmes fonctionnels qu'elle permet de transformer.
Cependant, la composition descriptionnelle classique necessite d'e^tre appliquee sur la compo-
sition de deux grammaires attribuees completes. Il semblait alors interessant d'assouplir cette
contrainte an d'augmenter les sites d'application de son principe de base : la projection de
schema de calcul. En eet, des pas de projections plus \locaux" pouvaient e^tre appliques a
l'interieur me^me d'un ensemble de regles semantiques, permettant ainsi de faire appara^tre
de nouveaux termes, sujets a d'autres phases de transformation.
L'opportunite oerte par le principe de l'evaluation symbolique du prol utilisee dans le
cadre de FP-to-AG (transformation locale et symbolique sur une expression d'une equation
orientee) a permis de developper la composition symbolique. Cette transformation de pro-
gramme incorpore plusieurs mecanismes. En particulier, les pas de projections qu'elle utilise
font appara^tre de nouveaux termes sur lesquels le processus d'evaluation symbolique genera-
lisee peut e^tre applique. Ce dernier simplie les expressions traitees et peut eectuer des pas
d'evaluation partielle sur des termes nis. La composition symbolique ainsi obtenue est donc
une extension de la composition descriptionnelle classique, tant dans les eets qu'elle produit
que dans ses possibilites d'application.
La traduction FP-to-AG couplee avec la composition symbolique produit une nouvelle me-
thode de deforestation de programmes fonctionnels, qui sont d'abord traduits sous la forme de
grammaires attribuees, puis transformes en des grammaires attribuees deforestees. Les gram-
maires attribuees obtenues peuvent nalement e^tre retranscrites en programmes fonctionnels
par une transformation telle que celle suggeree par Johnsson, ou en generant les fonctions de
visites permettant d'evaluer ces grammaires attribuees. En utilisant les techniques speciques
des grammaires attribuees, cette nouvelle methode de deforestation est capable de deforester
des programmes fonctionnels pour lesquels les autres methodes de deforestation echouent. En
particulier, les structures intermediaires construites dans des parametres d'accumulation des
programmes fonctionnels peuvent e^tre eliminees. Par exemple, la deforestation par composi-
tion symbolique de l'inversion de la liste des feuilles d'un arbre binaire produit un programme
qui construit exactement autant de constructeurs de liste que l'arbre binaire a de feuilles, au
lieu du double dans le programme initial.
Par ailleurs, les grammaires attribuees deforestees par la composition symbolique contien-
nent frequemment de nombreuses regles de copie qui ne font que de propager des valeurs le long
des structures. Dans les cas ou le changement de l'ordre de parcours des structures examinees
par les programmes est envisageable, des analyses d'eliminations de regles de copies speciques
aux grammaires attribuees peuvent supprimer ces parcours inutiles, simpliant ainsi le resultat
deforeste. Ces optimisations permettent par exemple d'aboutir a un programme de simple
recopie de liste apres deforestation de la double inversion de liste.
10.4 Conclusion et travaux futurs

A partir de l'etude comparative des dierentes techniques developpees dans un me^me ob-
jectif, cette these propose une nouvelle methode qui permet de resoudre des problemes pour
lesquels les methodes existantes etaient impuissantes. Cependant, les algorithmes proposes
sont illustres sur des exemples d'ecole. Me^me s'il prouvent une superiorite theorique et in-
trinseque de la composition symbolique sur les methodes calculationnelles etudiees dans le
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cadre d'une classe de programmes, la methode de deforestation proposee reste sujette a la
caution d'une utilisation a grande echelle dans un systeme de transformation de programmes.
Le probleme qui se pose dans des termes precis est alors le suivant : a quoi peut ou doit servir
la deforestation et est-elle utile ?
Des implantations de la deforestation assez peu satisfaisantes
En fait, la plupart des systemes proposes sont motives en tant qu'optimisation de compi-
lateur, mais tres peu de techniques de deforestation ont ete reellement implantees.
Un des rares exemples est celui de la regle foldr/build de Gill et al. implante dans le
compilateur GHC de Haskell. Dans ce cas, le gain d'ecacite rapporte par cette technique en
tant qu'optimisation du compilateur est en moyenne de 3% en temps d'execution, de moins
de 5% en occupation du tas et necessite une augmentation de la taille maximale des piles
notable [Gil96]. Ces mesures ayant ete realisees sur un ensemble de programmes realiste, elles
ont conduit les auteurs a se poser la question de l'intere^t de cette technique. La reponse
est qu'en tant qu'optimisation de programme incluse dans un compilateur, la deforestation
de Gill et al. n'apporte une reelle amelioration que si le programmeur est conscient de son
existence et specie deliberement ses programmes en utilisant largement des compositions de
listes, ce qui dans la realite est assez peu courant.
Concernant le systeme de fusion d'hylomorphismes hylo, dont une version preliminaire
a ete implantee par Onoue [OHIT97], il n'existe pas a ma connaissance de version diusee de
ce prototype, ni de resultats de mesures. Il est donc dicile de se prononcer sur son ecacite
pratique.
La composition descriptionnelle entre deux grammaires attribuees a ete implantee par
Roussel [Rou94] dans le systeme de traitement de grammaires attribuees Fnc-2. Par ailleurs,
les travaux actuels de Correnson sur une reformulation du formalisme des grammaires attri-
buees sous la forme de semantique equationnelle comportent des prototypes d'implantations
de la traduction FP-to-AG et de la composition symbolique.

A lors actuelle, le systeme n'est
pas en mesure de pouvoir e^tre evalue en terme d'ecacite mais nous esperons y parvenir assez
rapidement. Me^me si ce prototype etend assez largement les travaux qui sont presentes dans
cette these, il pourrait donner des informations quantitatives interessantes, permettant au
moins de comparer notre approche a celle implantee dans GHC.
Un outil logiciel de specialisation de composants
Neanmoins, le probleme auquel le systeme implante dans GHC a ete confronte est riche
d'enseignement : sur des programmes developpes par un utilisateur et en tant qu'optimisation
de compilateur, l'ecacite de la deforestation est loin d'e^tre agrante.
En realite, il semble qu'elle possede un plus grand potentiel d'ecacite et d'utilite sur des
programmes plus nafs que ceux qu'un programmeur ecrit naturellement. Par exemple, dans
le cadre de programmes generes automatiquement, la composition symbolique presentee dans
cette these peut e^tre vue comme un outil de specialisation de composants logiciels, par com-
position de specications. Des travaux [DPRJ97, CDPR98a, CDPR98b] ont deja pu comparer
les methodes de genericite dans les grammaires attribuees avec la programmation polytypique
dans les langages fonctionnels [JJ96, JJ97] ou la programmation adaptive des langages a ob-
jets [LL95, Lie96, PPSL96]. L'intere^t croissant pour les methodologies de developpement de
programmes generiques par composition de briques logicielles et pour la conception semi-
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automatique de petits langages dedies a des applications speciques, constitue un cadre dans
lequel la deforestation possede un potentiel d'intere^t, en tant que technique de specialisation
et d'optimisation de programmes generes automatiquement.
Ce domaine de l'aide au developpement de logiciel donne aux methodes de deforestation
et en particulier a la composition symbolique des champs d'applications, a un niveau \meta",
ou elles pourront probablement e^tre plus ecaces que sous la forme d'optimisation classique
de compilateurs. Cette me^me approche, d'utilisation dediee a la generation de programmes
d'une technique initialement prevue comme optimisation de compilateur, fait actuellement
ses preuves dans le contexte de l'evaluation partielle vue comme un outil de specialisation de
programmes [Con96, TMC97].
D'autres champs d'investigation
Dans de nombreux domaines, il appara^t que les grammaires attribuees peuvent permettre
de modeliser des problemes par leurs specications declaratives et dirigees par une syntaxe.
C'est le cas par exemple dans la modelisation des architectures de developpement logiciel par
composants et par design patterns [BG96, MWSS96, Hed97], ou dans les bases de donnees
[NdB98, FMS93]. Les travaux rapportes dans cette these, au sujet de la deforestation et de
l'utilisation du formalisme des grammaires attribuees pour permettre l'utilisation de tech-
niques existantes (la composition descriptionnelle) dans le contexte des programmes fonction-
nels, peuvent e^tre etendus dans plusieurs directions.
D'une part, il serait interessant d'etudier et d'utiliser ces techniques de deforestation
des compositions dans le cadre d'autres paradigmes de programmation, comme par exemple
la programmation par objets. Des premiers liens [CDPR98a, CDPR98b] ont deja pu e^tre
etablis avec les tree traversal et la programmation adaptive qui suscite actuellement beaucoup
d'intere^t dans la communaute objet.
D'autre part, d'autres techniques deja developpees pour le formalisme des grammaires
attribuees pourraient e^tre etudiees dans le but d'e^tre appliquees a d'autres domaines. Je
pense par exemple aux travaux sur l'evaluation parallele ou sur l'evaluation incrementale
des grammaires attribuees, dont le transfert dans le domaine des bases de donnees semble
prometteur.
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Contribution to the relation
between attribute grammars
and functional programming
Abstract
Software engineering has to reconcile modularity, that is required for development and
maintenance phases, with eciency, obviously essential in the practical implementation of
applications. This dilemma implies that methods and techniques must be developed in order
to increase the eciency of modular programs.
The aim of deforestation transformations is to discard intermediate data structures that
appear when software components are composed. Thus, these transformations are of great
interest, especially to attribute grammar and functional programming communities. In spite
of the variety of formalisms they used, this thesis compares several existing techniques and
develops a new general deforestation method drawn from their advantages.
First, a natural attribute grammar extension is introduced, allowing a larger functional
programming class to be expressed. Then, dynamic attribute grammars are no more tied to
concrete trees, to direct computations and transformations. Nevertheless, they could always
be evaluated with classical attribute grammar evaluation methods.
Next, the main functional deforestation methods (Wadler's algorithm, elimination of
foldr/build rule, normalization of folds, fusion of hylomorphisms) are studied and compared
with the descriptional composition of attribute grammars. Limitations of each method are
established and allow suitable features for these program transformations to be determined.
Finally, a new deforestation method is introduced. The symbolic composition uses the
power of attribute grammar formalism and also includes a partial evaluation mechanism.
This general technique can be applied to attribute grammars or to functional programs and
it deforests programs for which existing methods were insucient.
Key words :
Attribute grammars, functional programming, structure directed programming, algebraic for-
malisms, program transformations, deforestation, genericity, static analysis.
Resume
L'ingenierie du logiciel doit concilier, d'une part, la modularite requise par les phases de
developpement et de maintenance et, d'autre part, l'ecacite indispensable dans la mise en
uvre des applications. Ce dilemme necessite des methodes et des techniques de transforma-
tion permettant d'accro^tre l'ecacite des programmes modulaires.
La deforestation, qui consiste a eliminer les structures intermediaires apparaissant lors de
la composition des dierentes parties d'un programme, a suscite beaucoup d'intere^t, notam-
ment en grammaires attribuees et en programmation fonctionnelle. En depit de la diversite
des formalismes utilises, cette these compare les dierentes techniques existantes et s'inspire
de leurs atouts pour developper une nouvelle methode de deforestation plus generale.
Tout d'abord, une extension naturelle des grammaires attribuees est introduite pour per-
mettre de representer une plus large classe de programmes fonctionnels. Les grammaires
attribuees dynamiques peuvent se passer de la presence physique d'un arbre pour guider
les calculs et les transformations, mais benecient des methodes classiques d'evaluation des
grammaires attribuees.
Ensuite, les principales methodes fonctionnelles de deforestation (algorithme de Wad-
ler, regle d'elimination foldr/build, normalisation des folds, fusion d'hylomorphismes) sont
etudiees et comparees avec la composition descriptionnelle des grammaires attribuees. Les li-
mitations de chaque methode sont etablies et permettent de determiner les atouts necessaires
pour ces transformations de programmes.
Finalement, une nouvelle methode de deforestation est proposee. La composition symbo-
lique utilise la puissance du formalisme des grammaires attribuees et incorpore un mecanisme
d'evaluation partielle. Cette technique generale peut e^tre appliquee sur des grammaires at-
tribuees ou sur des programmes fonctionnels et permet de deforester des programmes pour
lesquelles les methodes existantes restaient impuissantes.
Mots cles :
Grammaires attribuees, programmation fonctionnelle, programmation dirigee par la structure,
formalismes algebriques, transformations de programmes, deforestation, genericite, analyses
statiques.
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