Community partition is of great importance in social networks because of the rapid increasing network scale, data and applications. We consider the community partition problem under LT model in social networks, which is a combinatorial optimization problem that divides the social network to disjoint m communities. Our goal is to maximize the sum of influence propagation through * Corresponding author
maximizing it within each community. As the influence propagation function of community partition problem is supermodular under LT model, we use the method of Lovász Extension to relax the target influence function and transfer our goal to maximize the relaxed function over a matroid polytope. Next, we propose a continuous greedy algorithm using the properties of the relaxed function to solve our problem, which needs to be discretized in concrete implementation. Then, random rounding technique is used to convert the fractional solution to integer solution. We present a theoretical analysis with 1 − 1/e approximation ratio for the proposed algorithms. Extensive experiments are conducted to evaluate the performance of the proposed continuous greedy algorithms on real-world online social networks datasets and the results demonstrate that continuous community partition method can improve influence spread and accuracy of the community partition effectively.
Introduction
Nowadays, social networks have gained popularity in real-world applications.
So its structure becomes more and more complex and enormously large. It may cause the network traffic congestion as the increasing of the social network users and increase the communication cost as the data storing in different servers, it may also brings difficulty in dealing with and analysing the complex data sources. A social networks can be seen as a graph of social individuals and relationship between them, where the social individuals represent the vertices and the connections between individuals constitute the edges of the graph. A valuable approach in analysing large complex social networks is community partition. A community is a group of nodes with dense inner connections and relatively sparse connections with nodes outside the group. Community partition is to partition a complex social network into several medium size sub-networks communities, which can help us learn about the relationships and characteristics of the individuals more clearly and improve the process of analysis since each community has similar node distribution with the original complex social networks.
Influence maximization is also an important problem in social networks. Its target is to select a small set of seed users to trigger a large number of influence propagation, which is widely used in the viral marketing [1, 2, 3] . As the uncertainty of human behaviours and decision making affects each other, Kemp et al. [4] proposed two classic influence propagation probabilistic models: Linear Threshold (LT) model and Independent Cascade (IC) model. They proved that the expected number of active users, called influence spread, is monotone and submodular with respect to the seed set. They also propose a greedy algorithm to maximize the influence spread in the network. The maximization of the influence spread, i.e., the influence maximization is NP-hard under IC and LT models. Lu et al. [5] and Wang et al. [6] showed that in some networks, the influence maximization is NP-hard under IC model while polynomial-time solvable in LT model. In this work, we want to study the community partition problem with the goal of maximizing the influence propagation in each community under LT model. Community partition has attracted extensive attentions from researchers. To address it, most of community partition algorithms consider the social network as a graph where each node only belongs to one community [7] . The second approach is to correlate the social network with a hypergraph that nodes overlap exist between communities, there are some related studies [8] . The third approach associates the concept graph or Galois lattices where nodes share some common characteristics or knowledge, which is a more complex structure than the first two categories and it can give more semantics of communities to the network structure. The output is a Galos hierarchy hypergraph marked with lattice intents [9, 10] . In this paper, we investigate the community partition problem in a graph and use the Lovász extension to relax the target function and design a continuous greedy algorithm to partition a social network into m disjoint communities with the goal of maximizing the influence propagation within each community. Besides the community partition, there are also some other works study the local influence propagation instead of the global one [11, 12] .
We summarize the main contributions in this paper as follows:
• A new influence-based community partition method is developed. First, we formulate the community partition problem as partitioning a social network to m disjoint communities with the goal of maximizing the influence propagation within each community.
• We use the Lovász Extension to relax the target function and a partition matroid to the domain of the relaxed problem is introduced.
• A continuous greedy algorithm is designed based on its continuous extension and its discrete form are proposed to solve the problem in concrete implementation.
• We analyse the performance guarantee and get an approximation ratio 1 − 1/e for the proposed algorithms.
• We numerically validate the effectiveness of the proposed algorithm on real-world online social networks datasets.
The result of the paper is organized as follows. In Section 2 we begin by recalling some existing work. We introduce the network model and problem description in Section 3. Section 4 gives the detail solution for the proposed community partition problem. We also give the theoretical proof of the proposed algorithm in Section 5, and in Section 6 the simulation results are presented, while finally, the conclusion is presented in Section 7.
Related Work
Community partition is one kind of community detection method. The community detection is not only important in social networks, but also widely studied in other fields, like biological networks [13, 14] and technological networks [15, 16] . Most of previous works about community detection are presented from the perspective of network structure: (1) Hierarchy-based method. M. Girvan et al. [17] propose a method which can be used for community detection in social and biological networks. They present a greedy algorithm progressively removes the edge with the most betweenness communities from the network graph. (2) Modularity-based method. In this method, each node is an independent community initially. But if merging two communities can gain a larger modularity, the merging process will go on until the modularity is stable. Newman et al.
[18] define a modularity Q, then they divide the network into communities based on the value of Q, when Q reduces to zero, it represents that no more interior community edges than would be expected by random chance. But these algorithms only limit applying to small size networks. (3) Spectrum-based method.
This method is based on the multi-path partition to achieve the spectral clustering. In order to gain overlapping communities, C. Gui et al. [19] propose a new algorithm to establish hierarchical structure with detecting the overlap of communities. This algorithm can balance the overlap and hierarchy through spectral analysis method. (4) Dynamic-based method. It dynamically chooses nodes with more gains of community measure function to partition the community. Q. Liu et al. [20] design a algorithm to discovery the link community structure of a dynamic weighted network based on the fitness of weighted edges and partition density. This method can show the process of the evolution of the link community structure, and it can also detect the overlapping communities.
Through adjusting the value of a parameter, we can get the link communities' hierarchical structure. (5) Label propagation method. It is a local-based community detection method depends on the label propagation of nodes. UN Raghavan et al. [21] assume that each node in the nework is allocated a unique label. Each node iteratively accepts the label which is adopted by most of its neighbours until all the nodes' labels achieve a stable state. Then nodes with the same labels will be partitioned to the same community.
There are some community detection works based on the node attributes.
The user's topic, tag and behaviour information of a node can be looked as a node's attributes. We can partition community based on these attribute characteristics. X. Teng et al. [22] propose a overlapping community detection algorithm based on the nodes' attributes in attribute networks. They design two objects: one is the changed extended modularity value and the other is the attribute similarity value. Then they use an encode and decode approach to realize the overlapping community partition. X. Wang et al. [23] consider the group feature instead of the individual characteristics in mostly previous works. They classify the "Internet water army" to six communities based on their behaviour and design a community detection method based on the logistic regression model.
There are also some community detection works based on influence propagation. This community partition method is based on which community nodes can achieve bigger influence. Y. Wang et al. [24] present a selecting community approach based on the node's influence in Mobile Social Networks (MSNs), which mining the top-K most influential nodes in each community. Then putting them together as the best K nodes. Z. Lu et al. [25] consider the community partition problem as a combinatorial optimization problem, which dividing K disjoint communities in the target of maximizing the influence in each community. Then they propose a M KCP algorithm to solve this problem. In particular, when K = 2, they develop an optimal algorithm to partition the social networks to two disjoint sub-networks.
Network Model and Problem Formulation

The Network Model
A social network is modelled as a directed graph G = (V, E), where each vertex i in V is an individual, and each edge e = (i, j) in E is the social tie between user i and j. Let N − (i) and N + (i) denote the sets of incoming neighbours and outgoing neighbours, respectively. In LT model, each edge e ∈ E in the graph is associated with a weight w ij , each node i ∈ V is influenced by its incoming neighbours j satisfies j∈N − (i) w ij ≤ 1. In addition, each node i ∈ V is related with a threshold θ i which is uniformly distributed in the interval [0, 1].
The information diffusion process can be described in discrete steps: all nodes that are active in step t − 1 will still active in step t. An inactive node will be active if the total weight of its incoming neighbours that are active is larger than or equal to θ i , i.e. j∈N − (i) w ij ≥ θ i . The propagation process ends until there is no new node being activated.
Problem Formulation
Assume that there are m communities, we allocate a community identifier s j ∈ M = {1, 2, ..., m} for each node j, so all the nodes in the same community have the same community identifier, i.e. S i = {j|s j = i} represents the nodes set in community S i , where 1 ≤ i ≤ m. For a community S k and a node i ∈ S k , we use σ S k (i) = j∈(S k \i) p S k (i, j) to denote the influence propagation of node i within community S k . Assume there is a non-empty subset D ⊆ S k , the total influence propagation of all nodes in D within community S k is denoted by
In the rest of the paper, we use σ(Y ) to instead of σ Y (Y ) to denote the influence propagation of community Y for simplicity. So we denote the total influence propagation in the social networks after partition to m communities as f (S 1 , S 2 , ..., S m ) = m i=1 σ(S i ). Next, let us describe the community partition problem we want to solve as follows:
Influence Maximization for Community Partition Problem (IM-CPP): Given a graph G = (V, E) as a social network, its information diffusion is under LT model. We seek a partition of the social network into m disjoint sets
Z. Lu et al. [25] proved that the maximum K-community partition problem is NP-hard. Our IMCPP can be reduced to K-community partition problem, thus, the IMCPP is NP-hard.
Solution for IMCPP
In this section, we will show some important properties of the objective function and how to solve it step by step efficiently.
Property of Influence Propagation Function f
First, we need to analyse the properties of the influence propagation function f we want to solve. The first property of f is monotonicity. Proof. Assuming that the influence propagation function within the community S k is σ(S k ), and the seed set is P . We know that when adding a seed node i to this community, the conditional expected marginal gain produced by i to the community S k can be denoted as:
. Hence, f is also monotone.
We need to know the definition of supermodular function before we introduce the second property of f . Let X with |X| = n be a ground set. A set function on X is a function h: 2 X → R.
There is another equivalent definition for supermodularity,
We found that the influence propagation function f satisfies the supermodularity, shown as the following lemma, that is,
The influence propagation function f for the community partition problem is supermodular under the LT model.
Proof. Assume there are two communities S a and S b , and S a ⊂ S b , so we have to prove that for any node q /
is the condition that a function is supermodular. If there is a live-edge path from seed node i to j, it indicates that node j is influenced by seed i. Let p Sa (i, j) be the probability that node j receives influence from node i through nodes within community S a and p S b (i, j) be the probability that node j receives influence from node i through nodes within community S b . So we have:
this is the sum of the probabilities that the path must pass q one time in community (S a ∪{q}). Accordingly, we can calculate the sum of the probabilities that the path must pass q one time in community (
As we know that S a ⊂ S b , we can get that j∈Sa p Sa (q, j) 
Reformulation of the IMCPP
First, we need to introduce some basic definitions about matroid and matroid polytopes which will be used later. I is a family of subsets of ground set X (called independent sets).
The matroid polytopes P (M) is down-monotone because it satisfies the property that for any 0 ≤ x ≤ y, y ∈ P ⇒ x ∈ P .
Then, we generalize the IMCPP problem to a matroid constraint, which is easier to be solved. Here, we define a new ground set U = M × V , where M is the community set and V is the node set of the given graph. Let A ⊆ U be a feasible solution, namely a feasible community partition combination. Here, (i, j) ∈ A means that we partition the node j to community i. As we can not partition the same node to more than one community, thus, a feasible solution satisfies the following constraint, that is
Then the influence function of a partition A can be denoted as:
Thus, the IMCPP can be written as follows:
Therefore, let us define a partition matroid M = (U, I) as follows:
Then the IMCPP problem is equivalent to maximize {f (A) : A ∈ I}. Any set A ∈ I is called independent set.
Relaxation of IMCPP
In this section, we give a continuous relaxation of our optimization problem, shown as Equation 1. First, we need to introduce a continuous extension for an arbitrary set function: Lovász extension. It was defined by Lovász in [26] .
Definition 3 (Lovász extension). For a function h: 2 X → R, x ∈ R X . Assume that the elements in ground set X = {v 1 , v 2 , · · · , v n } are sorted from maximum to minimum such that
There are other forms to describe the definition of Lovász extension, but in this paper, our discussion is based on this form. We should note thatĥ is well-defined and positively homogeneous. It satisfies:
There is an equivalent definition to describe the Lovász extension:
We can understand the Lovász extensionĥ( x) as the expectation value of h on a distributionÔ( x). The distributionÔ( x) satisfies that it gets the largest subset S n with probability x(v n ), and gets the next largest subset S n−1 with probability x(v n−1 ) − x(v n ) and so on. We should notice that the definition of h( x) is oblivious. It does not depend on a particular function h.
Then we describe the process of relaxing the IMCPP. We introduce a decision variable x ij ∈ [0, 1] for all (i, j) ∈ M × V where x ij is the probability that node j is allocated to community i. Thus,
The domain of the relaxed problem can be denoted as:
We use Lovász extensionf ( x) to relax the influence function f as flowing:
where λ is uniformly random in [0, 1].
The relaxation of our problem, Equation 1, can be expressed as follows:
So we transfer our goal to maximize the Lovász extensionf ( x) of influence function f over a matroid polytope P (M). Proof. This conclusion was shown by Jan Vondrák in [27] . In order to observe howf ( x) behaves along coordinates axes, we need to show the property of the derivative off ( x), shown as the following lemma:
where x 1 ≥ x 2 ≥ · · · x n and S i = {1, 2, · · · , i}.
Proof. As h(S 0 ) = h(∅) = 0, based on the Definition 3, we have that
In our IMCPP problem, we have x ∈ [0, 1] M ×V , and we can consider x as a vector such that x = (x 11 , · · · , x 1n , · · · , x i1 , · · · , x in , · · · , x m1 , · · · , x mn ) Then, we sort this vector x to get its sorted vector x = (x 11 , · · · , x 1n , · · · , x i1 , · · · , x in , · · · , x m1 , · · · , x mn )
that satisfying x ij ≥ x lk if i < l or i = l ∧ j < k. We denote Ω(x ij ) = x lk and Ω −1 (x lk ) = x ij , which means that the element x ij in vector x corresponds to the element x lk in sorted vector x . Let Γ(x ij ) = (i, j) and we have
To compute the derivative of ∂f ( x) ∂xij , we have
where Ω(x ij ) = x lk .
From Equation 5, we can see that the derivative off ( x) for x ij just equals the marginal gain of influence propagation when partitioning node j to community i as Ω(x ij ) = x lk . So we can take advantage of this property to find a solution.
Asf ( x) is non-decreasing monotone, for any (i, j) ∈ M ×V , ∂f ( x) ∂xij ≥ 0. Thus the gradient off ( x) is a positive vector, i.e.
Next, we begin to design the continuous process. Let x start from x(0) = 0 and follow a certain flow over a unit time interval:
,
) v max ( x) denotes that when an element j is added to community i at time t,
the direction in which the rate of change of the tangent line of functionf ( x) is greatest. Based on the Equation 5, we know that this can bring the greatest gain for the influence propagation function f . As t ∈ [0, 1], we have For
Increase x(t) at a rate of v max ( x(t)) 6: end for 7: return x(1)
Next, we propose the continuous greedy algorithm for the problem, which is shown in Algorithm 1.
In this algorithm, t ranges from 0 to 1. For each time step, we need to calculate the value of w ij (t). Its meaning was illustrated in Equation 5 . The step 4 shows that v max ( x(t)) always equals the value which maximizes w(t) in every iteration. It also means that we find the maximum marginal gain value of
. Then x(t) increases at the rate of v max ( x(t)) obtained in step 4. After the for loop, we get the value of x(1) which is a convex combination of independent sets.
Discrete Implementation
Actually, the continous greedy algorithm solves our objective function by calculating the integral, shown as Equation 6 . But it is hard to implement usually. So in this section, we discretize the continuous greedy algorithm. Given the time step ∆t, the discrete version is shown as follows:
1. Start with t = 0 and x(0) = 0.
Obtain w(t):
Sort vector x(t) from maximum to minimum and get vector
x (t), shown as Equation 4. For each element x ij (t), we define w ij (t) = f (S lk (t)) − f (S l(k−1) (t)), where Ω(x ij (t)) = x lk (t).
3. Let I * (t) be the maximum-weight independent set in I according to w(t).
4. x(t + ∆t) ← x(t) + 1 I * (t) · ∆t.
5. Increment t = t + ∆t; if t < 1, go back to step 2; Otherwise, return x(1).
where we denote ∇f ( x(t)) by w(t). Because v max ( x(t)) ∈ P and w(t) is nonnegative, v max ( x(t)) corresponds to a base of matroid M. In other words, we find a I * (t) ∈ I such that I * (t) ∈ arg max
where I * (t) is the maximum-weight independent set at time step t, which can be obtained by hill-climbing strategy. Then, t increases discretely by ∆t in each step. Until getting the vector x(1), the algorithm terminates.
After that, we have obtain a fractional vector returned by discrete continuous greedy. Then, we take the fractional solution x(1) and apply randomized rounding technique: partitioning node j to community i with the probability
x ij (1) independently and guaranteeing that each node can just belong to one community at most, i.e. x ij = 1 with the probability x ij (1) and x ij = 0 with the probability 1 − x ij (1), and for any j ∈ V , i∈M x ij ≤ 1.
Performance Analysis
In this section, we prove that the returned vector by Algorithm 1 is an approximate solution of our problem, Equation 1. Before we get the final approximation ratio, we need to prove the following lemma.
Lemma 5. Suppose there exists x * ∈ P such that OP T =f ( x * ), where OP T is the optimal solution for the problem, Equation 3. For any x ∈ R n , we have
Proof. We know thatf ( x) is concave in all directions, but we just need to consider the non-negative direction as x * ∈ P . Let us consider a direction d = ( x * − x) ∨ 0, where x ∨ y = max(x, y). Assume that d ≥ 0 is the moving direction off ( x). Hence, based on the property of concave function, we have the conclusion:
We discuss the problem in two cases:
Combining the above two cases, we can obtain that:
is the Lovász extension of the influence propagation f for IMCPP, x(1) returned by Algorithm 1 satisfies:
Proof. Based on the Equation 6, we can calculate x(1) as follows:
Since t ranges from 0 to 1, we can use the theorem of the limit of Riemann sum to calculate the limit of the integral of x(1).
By the definition of v max ( x), we know that v max ( x) ∈ P for any x. The term inside the limit is a convex combination of vectors which belongs to P . Since P is a closed convex set, the limit of x(1) is in P . This proves x(1) ∈ P .
From Lemma 5, we know that there exists
We get further df (
In the second stage of Algorithm 1, we use random rounding to convert the fractional solution to integer solution. As we know that the relationship between the result of random roundingf R ( x) and the continuous solutionf ( x)
. So the final result of Algorithm 1 we present compared with the optimal solution isf R ( x) ≥ (1 − 1 e )OP T . Here we will discuss the complexity of the proposed algorithm. The complexity is relatively high for large scale social networks. Proof. First, at step (2), we sort the elements in x(t) from maximum to minimum, there are total m × n elements, the complexity is O(log(mn)). Then, we The running time of Discretized continuous greedy is determined by its step (2), so we have its time complexity O((log(mn) + mn|E|r)/∆t)
Experiments
In this section, we will show the simulation of our proposed algorithms. We first give the description of the datasets and parameter settings.
Experiment Setup
Datasets: The two datasets we used in the experiments of this paper are from networkrepository.com, which is an online network repository including different kinds of networks. The first dataset is a co-authorship network which is a co-authorship about scientists in the field of network theory and experiment.
The dataset is a collection of nodes and edges that depicts the relationship among 379 users, it has 914 edges between nodes; the second dataset is a Wikivote network, i.e. the Wikipedia who-votes-on-whom network. This dataset represents the voting relationship among 914 users and the edges between users are 2914.
Influence Model: In this paper, we adopt the LT model as the influence model. The propagation probability of each directed edge e is assigned as p(e) = 1/d(i), where d(i) denotes the in-degree of a node i. This setting method of p(e) is widely used in previous literatures [28, 29, 30] . Also, the random number between 0 and 1 is generated as the threshold that a node becomes active.
Result Analysis
We have to extract sub-graph firstly at each step of the experiment. The process of extracting sub-graph is that: Given the node set of a community, we go through all the edges. We add this edge to the set of edges of sub-graph when the two nodes of an edge are in the node set of this community. Then do simulations in the next steps. To estimate f (·), the number of Monte Carlo simulation is set as 100. Varying the value of m and the dataset. The experiment result in Figure 1 is done on dataset 1, we show the variation of total influence propagation after the community partitioning by changing the value of time step ∆t when we partition the community to different numbers with the method in Discrete continuous greedy. We can see from the bars that when m = 2 the influence propagation is always larger than that in m = 3 whatever the time step ∆t is.
So the larger the number of the community is, the smaller the total influence propagation is in the social network. But if we fix the number of community partition m, we can see that when the time step ∆t decreases from 0.2 to 0.05, the influence propagation is increasing from 167.9 to 208.6 when m = 2 and increasing from 156.4 to 172.4 when m = 3. Thus, we can get that the smaller the value of time step ∆t is, the larger the total influence propagation after community partitioning is, so smaller time step ∆t can make the community partition more accurate. We can also see from the Figure 1 that when the time step ∆t decreases from 0.2 to 0.1 and m = 2, the increment of influence propagation is 36.2; when we just increase the number of community partition to m = 3, the increment of influence propagation deduces to 18. But when the time step ∆t decreases from 0.1 to 0.05, the increment of influence propagation is 2.7 when m = 2 and 2.4 when m = 3, respectively. The increment is greatly deuced as the decreasing of ∆t. When time step ∆t = 0.1 the influence propagation is already relatively stable. These show that the community partition is already fairly accurate when ∆t = 0.1 although a smaller the value of ∆t will get a more accurate result. The total influence propagation will become smaller if we try to partition the whole network into more communities. This phenomenon is because that it decreases the leaking out of the influence propagation between two communities after the community partitioning.
The experiment result in Figure 2 is done on a larger dataset 2. The experiment results are shown in Figure 2 , which can be found that the trend of the bar chart is similar to the results on dataset 1 in Figure 1 . This further confirms the correctness and validity of our results.
Comparison with Random method. In order to show the effectiveness of our approach, we compare Discrete continuous greedy with Random community partition method in Figure 3 is intuitive. It simple partition nodes randomly to each community. The yaxis shows the influence propagation when we partition different number of communities on dataset 1 and 2 using our algorithm and random method. The time step is set to 0.05 in proposed algorithm. It is obvious that the influence propagation with our proposed algorithm is much more than random method no matter m = 2 or m = 3 and no matter in dataset 1 or dataset 2. These results show that the continuous greedy method we proposed works well to maximize the influence propagation in each community.
Conclusion
We use the Lovász extension theory to relax our target function of the Influence Maximization for Community Partition Problem (IMCPP) and introduce a partition matroid to the domain of the relaxed problem. Then we propose a continuous greedy algorithm and its discrete form to solve the problem. In order to convert the fractional solutions which are obtained by the two algorithms to integer solutions, we use the random rounding technique to the results of the algorithms at the second stage. We analyse the performance of the proposed algorithm and get a 1−1/e approximation ratio. Finally, we use experiments on real-world social networks to illustrate the empirical superiority of the proposed methods.
In future, we intend to design an approximation algorithm for the influencedbased community partition problem in IC model with the sandwich method or DS decomposition method. And based on these works, we want to study a two stage algorithm for rumor blocking: doing the influence-based community partition at the first stage and blocking rumor at bridge-ends of the community which contains the rumor source at the second stage.
