The idea behind this special topic was to gather contributions on the creation, maintenance and usage of semantic models for specific Natural Language Processing (NLP) tasks. We were interested in both -supervised and unsupervised approaches as well as in models that are predefined in structured resources or extracted on-thefly from unstructured data. The semantic models include various topics of interest, such as: combining syntagmatic (corpus-based) and paradigmatic (lexicon-based) relations into semantic models; approaches to modeling semantically similarity and relatedness; design and application of distributional semantics models; graph-based semantic methods shallow and deep semantic architectures, based on neural networks; integrating non-semantic linguistic knowledge into semantic models; the applicability of the various logical semantic representations for NLP tasks; linking of linguistic resources through appropriate semantic models.
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Six papers have been finally accepted as contributions to the topic of Semantic Models for NLP. They cover various related issues ranging from overviews and linking models to language-specific and task-specific applications.
The The paper 2L-APD: A Two-Level Plagiarism Detection System for Arabic Documents (El Moatez Billah Nagoudi, Ahmed Khorsi, Hadda Cherroun, Didier Schwab) reports on a plagiarism detection system for Arabic based on two layers of assessment: fingerprinting and word embedding. The system was evaluated on three types of plagiarism: simple, shuffled words and phrases, and with more intelligent strategies.
The paper The paper An Automatically Generated Annotated Corpus for Albanian Named Entity Recognition (Klesti Hoxha, Artur Baxhaku) reports on the first automatically generated corpus with Named Entities for Albanian using newsmedia texts and the linking information from the Albanian Wikipedia.
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