Visual attention to salient and relevant scene regions is crucial for an animal's survival in the natural world. It is guided by a complex interplay of at least two factors -image-driven, bottom-up salience [1] and knowledge-driven, top-down guidance [2, 3] . For instance, a ripe red fruit among green leaves captures visual attention due to its bottom-up salience, while a non-salient camouflaged predator is detected through top-down guidance to known predator locations and features. Although both bottom-up and top-down factors are important for guiding visual attention, most existing models and theories are either purely top-down [4] or bottom-up [5, 6] . Here, we present a combined model of bottom-up and top-down visual attention.
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Our proposed model first computes the naive, bottom-up salience of every scene location for different local visual features (e.g., different colors, orientations and intensities) at multiple spatial scales in a manner described in [6] . Next, the top-down component uses learnt statistical knowledge of the local features of the target and distracting clutter, to optimize the relative weights of the bottom-up maps such that the overall salience of the target is maximized relative to the surrounding clutter. Such optimization renders the target more salient than the distractors, thereby maximizing target detection speed [7] .
Finding the optimal top-down weights that maximize the target's salience relative to Figure 1 : Overview of our model. The incoming visual scene A is analyzed in several feature dimensions such as color, orientation, texture. For simplicity, only color is shown here. We assume that each feature dimension is encoded by a population of neurons with broad and overlapping bell-shaped tuning curves. Within each dimension, bottom-up saliency maps (s 1 (A)...s n (A)) are computed for different feature values and combined in a weighted linear manner to form the overall saliency map (S(A)) for that dimension. Given this model, our theory suggests the optimal set of top-down weights (g 1 ...g n ) on bottom-up saliency maps such that the target's salience relative to the background is maximized, i.e., the signal-to-noise ratio is maximized the distracting background is challenging as salience computations involve complex, nonlinear spatial interactions and depend on several random variables such as the statistical distribution of target and distractor features, the spatial configuration or arrangement of target and distractors in the scene, photoreceptor or neural noise in response to the visual stimulus. In an earlier paper [8] , we formalized the different bottom-up and top-down factors SPIE-IS&T/ Vol. 6057 60570E-2 influencing salience, and derived a theory of optimal top-down biasing (i.e., weighting) of bottom-up ups. Our theoretical result is simple and intuitive, suggesting that each bottomup map must be weighted according to the SN R contained in it. Mathematically,
where g i is the top-down weight on the i th bottom-up saliency map (i ∈ {1...n}), SN R is the signal-to-noise ratio in the overall saliency map for that dimension, while SN R i represents the signal-to-noise ratio contained in the i th saliency map within that dimension.
To verify whether the optimal theory can account for existing behavioral and physiological data in visual search literature, we tested the predictions of the optimal theory on simulated networks of neurons. The results of our simulation are consistent with several bottom-up effects such as pop-out vs. conjunction search [9] , distractor heterogeneity [10] , target-distractor discriminability [10] [11] [12] [13] and linear separabilty [14, 15] , as well as topdown effects such as uncertainty in target's features [3, 7, 16] , role of priming [17, 18] , target enhancement [19] , distractor suppression [19, 20] , linear separabilty effect [21] . Thus the theory successfully accounts for most reported effects in visual search literature.
We further tested the theory by evaluating its performance on natural images. Examples of saliency maps produced by the optimal theory are shown in comparison to those generated by the naive bottom-up saliency model [6] .
To summarise, by combining top-down, knowledge-driven and bottom-up, image-driven approaches, we account for a large body of visual search literature. Systematic testing on natural images reveals that a model that combines both top-down and bottom-up effects performs significantly better than a model that is purely bottom-up. The promising results of our model suggest that the human visual system may guide attention by applying optimal top-down weights on bottom-up saliency maps, so that the desired target objects may be A Figure 2 : Comparison of saliency maps of the naive bottom-up model (second row) vs. our optimal model are shown during search for a phone on a desk (first column), a coke can in a cluttered scene (second column), and a pen in a distracting background (third column). Although the target is not bottom-up salient, prior knowledge of the target and the distracting background (acquired through training) helps in improving the SN R, thereby rendering the target more salient and suppressing noisy activity due to the distractors.
