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1 .  Introduction. 
My objective in  this paper i s  to provide a contrastive analysis of  partitives in 
English and Italian. The differences between these two languages appear to be 
representat ive of the di fferences prevail ing throughout the Romance and 
Germanic families and thus i t  is  hoped that the analysis to be offered wil l  be of 
more general appl icabil i ty .  I will couch my proposal within an approach to 
D(eterminer) P(hrase) structure and its crosslinguistic variation developed in 
Chierchia ( l 995b, 1 996) ,  approach which wi l l  be informally summarized 
below. In both Italian and English, one finds partitive constructions of the 
following sort: 
( 1 )  a .  Some o f  the bottles are broken 
b. Much of the wine got spilled 
c. Most of the country is in favor 
d. Alcune delle bottiglie so no rotte 
'Some of-the bottles are broken' 
e .  Molto del vino si e' rovesciato 
'Much of-the wine REFL PAST spil l '  
Much of the wine got spilled 
f. La maggior parte del paese e' a favore 
, The largest part of-the country is in favor' 
Most of the country is in favor 
In these struc tures (which I wi l l  cal l  "Ful l  Parti t ives " )  a certain c l ass of 
determiners is fol lowed by an of-phrase containing a definite DP. Full Partitives 
appear to be completely parallel in Italian and English in their  basic empirical 
properties (that are fairly well documented -- see, e .g .  Selkirk 1 977 or Abney 
1 987) .  Note j ust a minor difference, as i t  will play a role in our analys is :  in 
Italian, but not in English, the article i cliticizes onto the preposition di forming 
what is known as a "Preposizione Articolata " .  
In Ital i an nex t  to  Ful l  Partitives one also finds the  following related 
constructions :  
(2) a. Delle botti £lie sono rotte 
'of-the bottles are broken' 
Some bottles are broken 
b .  Del vino si e ' rovesciato 
'of-the wine REFL PAST spil l '  
Some wine got spilled 
c. * Del paese e' a favore 
'of-the country is in favor' 
Most of the country is in favor 
Here we see the same preposition+definite article complex that shows up in Ful l  
Partitives, but without a determiner. It is as if the preposition+artic 1e  complex 
had been i tself promoted to the status of an autonomous determiner  with an 
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indefinite/existential meaning. I will refer to the structures in (2) as "Bare 
Partitives" .  Note that while Full Partitives admit plural , mass and singular count 
nouns ,  Bare Partitives admit only the former two while disal lowing singular 
count nouns (compare O f) with (2c)) .  Bare Partitives are attested in several of 
the Romance languages ( l ike Italian, French or Rumanian ) ,  while other 
languages of the Romance family ( like Spanish or Portuguese) disallow them 
and have a plural form of the indefinite artic le instead (cf. Spani$h u n os 'a­
MAS-PC) .  Throughout the Germanic family ,  Bare Partit ives appear to be 
disallowed. The absence of Bare Partitives in Germanic appears to constitute a 
major typological contrast between the two language families ,  presumably to be 
l inked to other differences in their respective nominal structures .  In particular, it 
is well known that the distribution of bare nominals (bare plurals and bare mass 
nouns) is much freer in Germanic than in Romance :  
( 3 )  a. Water i s  dripping from the faucet 
b .  Dogs are barking in the courtyard 
c. * Acqua sta gocciolando dal rubinetto 
d. * Cani stanno abbaiando in cort i le 
The Ital ian sentences (3c-d) ,  which are the l i teral glosses of the Engl i sh 
sentences ( 3a-b ) ,  are ungrammatica l .  Presumably ,  the availab i l ity of B arc 
Part i t ives ,  which are c lose (though not perfect -- see below) funct ional  
counterparts of bare nominals, is related to the unavai labil i ty of the l atter .  One 
would l ike to understand how exactly this correlation i s  to be conceptualized in 
terms of the architecture of DP structure .  These considerations show that 
partitives are interesting not only for their own sake , but also for the light they 
shed on how DP structure can vary crossl inguist ical ly .  both syntactical ly and 
scmantical l y .  A good theory of DP structure ought to derive in  a princ ip led 
manner the typological contrasts just mentioned . 
The present paper is organized as follows. S ince Bare Partitives appear 
to be related to bare plurals and bare mass nouns, I w i l l  begin by sketching in 
section 2 some general assumptions concerning plurals and the mass/count 
distinct ion .  Starting with the ground breaking work of Carlson ( 1 977 ) ,  bare 
nominals have been shown to be the main device English uses for referring to 
kinds. Thus some assumptions as to how kinds enter i nto the picture will have 
to be also laid out. I wi l l  then sketch ,  in section 3 ,  a general picture of how 
languages may vary in their way of referring to kinds and of encoding plurality 
and the mass/count dist inc tion . This is based on Chierchia ( l 995b, 1 996) and 
wi l l  provide us with a framework. within which the di fferences in the partitive 
structures of Germanic vs. Romance can be, I wi l l  argue, optimally understood. 
The analys i s  wi l l  come in two parts . The firs t ,  which given the l imits of the 
present paper will have to be necessari ly sketchy, wi l l  concern the different 
distributions of bare nominals in Engl i sh vs. Italian ( section 4). The second, 
more detai led, wil l  concern the specifics of Fu l l  and Bare Partitives (section 5 ) .  
The line of  analysis that w i l l  emerge, if i t  turns out to bc  on  the right track, w i l l  
have far reaching consequences ( laid ou t  in  section 6) concerning how semantic 
variation is to be conceptualized. In particular. it will support the view that a 
certain (t ightly l i mitcd) amount of parametrization occurs not just in syntax but 
also in the syntax-semantics map.  I will try to make a case that an economical 
design of grammar must countenance such parametrization . 
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2. Plurals, mass, and kinds 
Following much recen t  research (see e . g .  Link 1 983 ,  Landman 1 99 1 ,  
Schwarzchild  1 996) let us assume that the domain U of interpretation forms a 
complete, atomic, join semilattice , to be visual ized as follows : 
(4) 
{ a ,  b } 
a 
{ a, b ,  c } 
{ a, c } 
b 
{ b , c } 
c 
The letters at the bottom in (4) represent singularities. Plural ities are modeled as 
sets .  The structure i s  ordered by a part-of relat ion '�' in the natural way .  A 
singular definite NP l ike the boy in the corner will  denote a singularity , while a 
plural definite DP l ike the students in my class will denote a plural i ty .  S ingular 
count common nouns denote c harac ter is t ic  funct ions true o r  fal se  of 
s ingularit ies .  Plural count nouns  characterist ic funct ions true or fal se of 
pluralities. This is i l lustrated in what follows. 
(5 )  a. 
::c= 
do&.v == 
f == fido 
[ { f , b , s } 
{ f , b } { b , s } I f , s } 
f b s 1 
b == barky s == spotty 
1 
b .  PL == APAx[ ..,P(x) /\ I:;fY[Y�AtX � P(x) ] ]  
Assuming that Fido, B arky and Spotty are a l l  the dogs there are i n  a world or  
situation w ,  the  denotations of  the common noun dog and its plural counterpart 
dogs will  be as shown in (5a) .  The semantics of the plural morpheme is given 
in (5b) . 1 These assumptions on plural s are fairly standard . Less standard is  the 
l ine we wi l l  take on mass nouns. Fol lowing the proposal put forth in Chierchia 
( 1 995b), mass nouns wi l l  be taken to be the neutral ization of the singular/plural 
contrast . The th ings  that a mass noun can be true of i n  a world i nc l ude 
i ndifferently s i ngularit ies and groups thereof. Thus,  for example ,  if table a ,  
chair b and couch c are all the pieces of furniture there are in  a g i ven world w ,  
then the extension of  the common noun furniture in  w will be : 
(6) 
furnitu\,\j [ { a,b,c } 1 { a ,b }  { b ,c } { a ,c } a b c 
Mass nouns like water have exactly the same structure , except that the min imal 
parts of water are considerably vaguer than those of furniture. Depending on the 
context, a molecule,  a drop, or some other amount can qualify as a minimal part 
of water. 
In  Chierchia ( 1 995b) it i s  argued that the empirical contrasts associ ated 
with the masslcount d i st inction can be naturally explained in terms of this 
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minimal assumption . For example, the impossibil i ty of pluralizing mass nouns 
can be seen as a consequence of the fact that in a sense they already have plural 
structure . As the reader can easily check, the function PL in (5b) would, in fact, 
yield the empty set applied to any predicate with the structure in (6) .  As for the 
impossibi l i ty of combining mass nouns direct ly with numerals (cf . .  * th ree 
furniture) ,  i t  can be imputed to the fact that  to count one needs to identify a 
suitable level at which counting can take place .  Such a level is generall y  
provided by  a set of presupposed or  forgrounded singularities .  In  the present 
set up, i t  is  very easy to see what a "presupposed" or "forgrounded" singularity 
is :  what the lexical entry singles out. A count lexical entry like dog singles out a 
set of s ingulari ties ,  which ,  we may reasonably assume , i s  a necessary 
requirement for counting .  A mass lexical entry l ike furniture does not,  as i t  
applies to any amount  of furni ture . This ,  we may in turn assume, makes i t  
unsuitable for counting .  To combine a numeral wi th  a mass  noun ,  we need 
either a measure phrase ( l ike three pounds oj) or else something that maps mass 
noun denotations into a set of singularities. Classifier phrases ( l ike piece oj) 
appear to play just such role . One might go on and show how al l  the other 
properties associated with the mass/count contrast can be derived from the 
assumption exemplified i n  (6). But  the remarks just made, though cursory , 
should suffice to give the reader the flavor of how the basic idea works .  The 
most straightforward argument in  its favor is an economy one: the approach just 
sketched, unlike its rivals ,  does not posi t  any structure specific to mass nouns .  
At the same time, it retains all the advantages of theories that do.  For example, it 
has been argued (see Sharvy 1 980, Link 1 983)  that a strong point in favor of 
positing a mass algebra next to a count one has to do with the treatment of the 
definite article. The can be interpreted in terms of a maximality operator "1"  such 
that for any predicate P ,  1P gives us  the max imal indiv idual satisfy ing  the 
predicate , if there is one . Thus, if P i s  plural or mass, 1P wi l l  yield the greatest 
aggregate P applies to (on the respective domains) .  If P i s  s ingular, 1P will be 
defined only if P i s  true of exactly one thing (for no singularity i s  "bigger" i n  
the relevant sense than any other s ingularity) .  This arguably explains wel l  why 
phrases l ike the furniture in that  room or the boys in the comer refer to maximal 
aggregates, while the hoy standing in the corner is defined only if the boy in 
question is unique. This idea, which was viewed as argument for imposing a 
join-structure on the mass algebra paral lel to the one for plurals ,  can obviously 
be executed also on our approach to the mass/count d ist inct ion, us ing j ust a 
"count" domain .  The structure revealed by the singular/plural contrast suffices 
to explain also what is  spec ial about mass nouns.  
If the domain has the structure i n  (4) ,  what are kinds? For example,  
what is in any given world ,  the dog-kind? A natural enough move i s  to identify 
it with the total ity of dogs ,  i . e .  the scattered indiv idual that comprises al l  of the 
dogs as its parts . More explicitly, the dog-kind as such can be thought of as an 
individual concept that yie lds ,  in any world w, the maximal plural indiv idual 
comprising all of the dogs (see Ojeda 1 993 for a s imi lar view) .  Of course not  
any old individual concept i s  a kind.  In part icular, an individual concept that 
yields a singularity i n  any world, i s  not a k ind :  a k ind in the relevant sense 
should be able to have more than one instance . To make another example, the 
function that in any world yields C l inton's right toe , Eco 's  copy of War and 
Peace and my pet red fish is  unl ikely to consti tute a kind. Kinds must group 
individuals by some "natural " cri terion .  
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Given the set of kinds K£ UW and assuming K to live in  U,2 we can 
define a function that maps a predicate P into the corresponding kind !lP(if there 
is one) . 
(8)  a .  For any world w and any property P :  
!lPw = AW [lPw] ,  if AW[lPw] E  K ;  e lse undefined. 
Examples 
b. !ldog = undefined 
(since, for any world w ,  [tdogw] is a singularity and kinds cannot 
be uniquely instantiated in every possible world) 
c. !ldogs = Aw[tPL(dog)w]= in any w, the total ity of dogs in w 
d .  !lwater = Aw [twaterw]= in any w ,  the totality of water in w 
The operator '(\, can be v iewed as an expl ic i t  definition ( l imited to common 
noun denotations) of Chierchia 's  ( 1 984) "nominalization " functor. An inverse 
operator 'u 'can easily be defined for any kind d ,  by taking (for any world w )  
the ideal generated b y  d in  w .  
(9) For any kind d and any world w, 
udw= h [x:Sdw] ,  if  dw is  defined, Aw[0] , otherwise .  
A straightforward computation reveal s that if  P i s  a mass property ,  then U!lp = 
P. This does not hold, on the other hand, i f  P is a plural count property .  For a 
plural property P does not apply to atoms, while, as the reader can eas i ly  check, 
U!lp does .  In a sense, U!lp results in a " massification" ( in our terms)  of P. 
This apparent l i ttle quirk, which follows from defining 'U'  as an ideal forming 
operator, wil l  tum out to have u seful consequences. 
3.  A Typology of Noun Denotation 
What do common nouns (and common noun phrases) denote ? Tradi t ion has i t  
that common nouns are to be thought of as predicates and hence be semantically 
assoc iated with propert i e s .  However, i t  i s  also conceivable ,  and i t  has 
occasionally been proposed ( see e .g .  Krifka 1 995) ,  that they denote kinds .  This  
means that, a priori , we have three logical poss ibil ities: nouns may uniformly be 
predicates, or they may uniformly be kind denoting, or, possibly ,  some nouns 
might go one way and others the other way . The dominant tradit ion tend s  to be 
very universal istic : there is only one right answer to this question and whatever 
that maybe it 's the same for al l  languages .  Chierchia ( 1 995b, 1 996) explores 
instead the alternative view that languages may vary on exactly such score . Here 
is ,  in brief, the gist of that proposal . 
Let us think of the category- type assoc iation in terms of  two features :  
±arg(umental) and ±pred(dicat ive) .  I f  N i s  + predicate , i t  means that members 
of that category can be predicates ( i .e .  of type <e,t» ; if N is -pred,  it means that 
they cannot . S imi larly for the feature ±arg (where the argumental types are the 
type e of entities and the type GQ of general i zed quantifiers ) .Now,  excluding 
the [-arg -pred] option,  which would leave nouns without a denotat ion ,  we have 
the following three possibilities: 
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( 10) a .  NP 




c .  NP 
[+arg +pred] 
Let us  consider these options in turn , beginning with the one in ( l Oa) . In a 
language with such a setting, nouns can be arguments and cannot be predicates .  
Thus ,  every noun has to be kind denot ing .  This  has some immediate 
consequences.  The first and most obvious one is that i n  such a language,  bare 
nouns, being argumental, should be able to occur in the canonical argumental 
positions ( subject, object, e tc . ) .  So in such a language, one ought to be able to 
say things I l ike " I  saw bear" ,  meaning roughly "I saw the bear-kin d " .  
Moreover, nouns,  whatever their basic type, are also universal l y  amenable t o  
predicative uses .  The prototypical ones are i n  predicate posit ions  ( a s  i n  the 
equivalent of I consider [John a friend]) and as quantifier restrict ions (as in 
every man = everything which is a man) . So even in a language with the setting 
( l Oa) ,  it will be necessary to turn kinds into predicates .  The operator that does 
that i s  'u ' .  But, as we saw, such an operator only creates predicates that are 
mass .  So in this language, every lexical noun (when used predicatively) will get 
a mass extens ion .  This  means that p lural morphology ( i . e .  a morpheme 
meaning PL that attaches to a noun stem),  be ing i ncompatible wi th  mass 
denotations, wil l  be altogether absent ( i .e .  undefined for every predicate) .  And 
numerals won't be able to attach directly to nouns, for the same reasons one 
can' t  say " three furniture " .  In order to combine nouns with numerals ,  the 
language will  need a system of c lass ifiers capable of covering  the whole 
vocabulary . S umming up, a l anguage in which every noun i s  k ind denot ing 
should have the fol lowing characteristics :  
( I I ) a. Free occurrence of bare (determinerless) arguments 
b .  Absence of plural morphology 
c .  Impossibility of combining numeral s directly with nouns 
d .  General ized system of classifiers 
As is  we l l  known ,  l anguages with exactly these characteri s t ics  abound : 
Chinese, Japanese, Thai , etc . What is interesting is that although the properties 
i n  ( I I )  are per se not logically re lated, under the present  approach to 
(un)countabil ity and kinds they do fol low in a unitary way just from the setting  
in  ( l Oa) . 
Let us consider, next the setting in ( l Ob) which essential l y  say s  that al l 
( lexical and phrasal) members of category N are predicates .  What propert ies 
would we expect such languages to have ') First  and formost, s ince predicates 
are not of the right type for being  taken as arguments by other (ordinary) 
pred icates ,  one would  not  expect to sec bare nominals  i n  the canon ic al 
argumental slots .  Or, at the very least, whenever we see a noun occurrin g  bare 
in argumental posit ion, we have to assume that some null operator ( say , a null  
determi ner) has changed i ts  basic type in to an argumental one.  B ut nu l l  
operators and ,  i n  general nu l l  structure ,  i s  subject to  l icensing condi t ions that 
limit the ir  d is tribution . Hence,  in a language with the setting  in ( l Ob )  there 
either shouldn't be bare arguments ,  or they should have the typical d istribution 
of nul l  elements (e .g.  ECP�like phenomenology ) .  Moreover, nouns in  such a 
language are free to be either mass or count, as that has to do with the d ifferent 
way in  which the extension of predicates i s  set . If a noun denotes a set of 
atoms, i t  will combine directly with numeral s :  i t  will also be able to take plural 
morphology (which wi l l  allow it to refer to groups of atoms of  the relevant 
kind) .  If, on the other hand, a noun comes out of the lexicon denot ing the u -
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closure of a set of atoms, i t  will have the properties that nouns seems to have in 
Chinese type languages : no numerals without classifiers and no plural . Thus we 
get: 
( 1 2) a . No or highly restricted occurrence of bare arguments 
b. Count nouns with plural morphology and the possibil ity of directly 
combining with numerals 
c. Mass nouns without plural morphology 
d.  Classifiers obligatory only for mass nouns 
Again, what is interesting is  that the underlying interdependence of a cluster of 
seemingly unrelated features emerges natural ly ,  under the present v iew,  just 
from the assumption that all nouns are predicates.  Now, these properties seem 
to characterize pretty accurately the major typological traits of the nominal 
system in Romance . In French, bare arguments are basical ly always out. In 
Ital ian or Spanish they have a l imited distribution, which has been argued to be 
subj ect to the ECP (see Contreras 1 986,  Torrego 1 989) .  Throughout Romance, 
the mass-count contrast has the features sketched in  ( 1 2) .  
The final possibil ity i s  ( l ac) .  I n  a language o f  th i s  kind,  members of 
category N can be either predicates or names of kinds.  This means that lexical 
entries  will  be free to chose between these two options .  If a noun is kind 
denoting, i t  should have the same properties as Chinese nouns ;  and hence i t  
should c ome out as mass.  If a noun i s  a predicate , i t  should be count and have 
the same properties as a French noun .  So, bare mass nominal arguments should 
be possible,  while bare ( singular) count nominal arguments should  not be 
possible .  In a sense, a language with the settin g  in  ( l ac) should be the union of 
the Chinese and the Romance system; the first should characterize mass nouns,  
the l atter the count ones. This  is ,  of course, what seems to happen in Germanic,  
as the following English examples il lustrate : 
( 1 3) a. I want water b. * I want chair 
There is a further consequence that also flows naturally from the assumption 
that in certain languages nouns can be freely arguments or predicates. If there 
are automatic,  costless ways of changing a predicate into an argument (and vice 
versa), it should be possible to use them freely , as the category-type association 
allows nouns to be of either type. Thus ,  particular the language should be free 
to resort to the nominal ization function '(\'.  A noun born as a predicate P can be 
turned into the corresponding kind np. However, the nominalization operator i s  
defined  only  for plural s .  Hence,  only bare p lural argument s ,  wi l l  be 
grarnrnatical in such a l anguage and wil l  be used as a device for kind reference. 
( 1 4)  dogs are widespread ==> widespread(npLCdog)) 
To sum up, the setting in  ( l Oc) y ields the following cluster of properties:  
( l 5) a. Mass!count contrast (as in Romance) 
b .  B are mass arguments 
c. B are count plural arguments 
d.  No bare count s ingular arguments 
One of the assumptions we have used in  deriving this pattern from the setting in 
( l ac)  is  free use of type shifting, under the fairly plausible assumption that this 
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is a l lowed by the category -type mapping .  The nominalization operator, 
however, i s  not the only natural way to shift the type of. predicates to that of 
arguments . For example,  Partee ( 1 987) proposes the fol lowing as plausible 
ways of shifting types :  
( 1 6) Type shifting from <e,t> into e or GQ 
a. " :  "P = the kind corresponding to P 
b. t : tP = the maximal element in P 
c. 3 :  3P = AP3x [P(x) /\ Q(x)]  
[ inverse : U] 
[ inverse : Ident] 
[inverse: BE ] 
Type shifting operations all have a natural inverse (and, hence, their effects c an 
be undone) and appear to be necessary for the semantics of a variety of  
constructions (see Partee J 987 for detai l s ) .  The question that  arises i s  the  
following. Shouldn't we expect that a language with  the setting in ( l Oc)  should 
allow free use of all the type shifting operations that grammar makes avai l able? 
To answer this question, we have to figure out what properties such a language 
would have. Essential ly ,  such a language would allow for bare s ingular 
arguments ( as 't '  and '3 ' are defined for singulars as well  as for p lurals) w ith 
an defin i tee or a indefin ite meanin g .  I .e.  in  such a language one ought to fin d  
sentences of the following kind:  
( 1 7 )  a. boy walked in  ==> 3boy( walk in) = some boy walked in 
b.  boy walked in ==> walk i n  (tboy) = the boy walked in 
Sentences l ike ( 1 7 a-b) are ungrammatical i n  Germanic .  However,  there are 
languages where they are grammatical ,  for example Latin or many S l av i c  
languages, l ike Russian. Russian h a s  the singular-plural contrast as w e B  a s  the 
mass-count one , like Engl i sh .  Bare plural s are used for kind reference . B are 
s ingular arguments are also possible,  wi th  both a defin i te or an indefi n i te 
meaning depending on the context. This further typological difference between 
English and Russian might have a very simple explanation : type sh ift ing i s  a 
kind of " l ast resort" . One uses i t ,  if the grammar doesn't make available other 
options.  If  a language has a morpheme or constructi on whose meaning is a 
certain type shifting operation,  then "covert" use of that operation is blocked .  
English (and all the Germanic languages) have the articles .  The meaning  of the 
defin i te article i s  arguably the functor ' t ' . The meani ng of the indefinite art icle 
i s .  arguably ,  the fu nctor '3 ' .  There fore . covert use of these operat ions  i s  
banned. Whence the ungrammatical i ty of ( l 7a-b) . Russian lacks  art icles .  nor 
does it have other devices whose semantics can be ass imi lated to ' t '  or  ' 3 ' .  
Whence the grammaticality o f  the Russian counterparts o f  ( I  7 a-b) . Otherwise ,  
Russ ian and Engl i sh  are  a l ike i n  the  semant ic  mapping of  thei r  nominal  
systems . 
Even though this is a l l  very sketchy , a rather systematic general picture 
c learly emerges .  M i nimal changes in  the m apping between the syntactic 
category N and i ts mean ing  produce differe nt c lusterings of propert ies that 
appear to characterize di fferent languages.  If nouns are all names of kind, we 
get the Chinese type . I f  nouns are al l  predicates,  we get Romance . I f  nouns can 
be e i ther, we get the Germanic/S lavic kind.  A numbe r  of logica l ly  u nrelated 
features reveal . in th is  way, their underl ying connectedness . Notice,  t hat the 
setting prevai l i ng in a language might be learnable.  in principle,  in  the same way 
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as any other grammatical d ifference: through its concrete morphosyntactic 
manifestation. The most restrictive setting appears to be the Chinese-l ike one, as 
i t  bans plural morphology altogether. S o  that might be plausibly taken as the 
default  case. Children might start taking the Chinese setting for the nominal 
system. This might constitute an interesting account as for why they use so 
extensively bare arguments. Such a use would not be "defective" or an instance 
of some kind of "truncated structure" ,  but a perfectly sensible category-type 
correspondence, attested i n  many languages of the world. If their l anguage 
turns out not to be of this kind, upon encountering plural morphology (or upon 
seeing that numerals can directly combine with nominal heads) , children would 
be able to modify their original assumption by direct positive evidence alone . 
The next most restrictive option i s  the Romance one, as it bans (or severely 
restricts) the occurrence of bare arguments . So the next assumption that children 
may make is that nouns are predicates .  The persistence of bare arguments (of 
various sorts) in a language l ike Engl ish would eventually lead ch i ldren to 
figure out that they are in language of the " mixed " kind.  This means that the 
English speaking chi ld  will take longer to converge to the final  stage of DP 
grammar than, say, a French speaking one , as whether a noun i s  kind-denoting 
(and hence mass) or not will have to be determined case by case for each  lexical 
entry. Whether these expectations are borne out remains  to be seen ( although a 
preliminary perusal of the CHll..DES data base encourages optimism). 
The reader wil l  surely be aware that so far this is  armchair acquisition.  
Nonetheless ,  these considerations do show that the present hypothes is  does 
make falsifiable and non triv ial predictions for acquisition and that the v ariations 
in the category-type mappings appear to be in principle as learnable as any other 
form of grammatical variation.  
4.  Bare arguments in  Romance v s .  Germanic.  
To better substantiate the p icture sketched in section 3 ,  I wi l l  discuss a bit more 
the differences in the distribution of bare arguments in English vs. Ital ian .  This 
wil l  set the stage further for the analysis of partitives . There is a substantive and 
interesting body of l i terature on the topic of bare arguments and it wi l l  be 
impossible to do justice to i t  within the l imits of the present paper. I will fi rst 
di scuss the case of English . Then I wi l l  contrast i t  with what happens in  Ital ian. 
4. 1 .  Bare A rguments in English 
C learly , the assumption that the types of nouns in Engl ish lets them denote 
k i nds leads squarely to w hat m ight be cal led a Neoc arlsonian view of kinds .  
According to Carlson,  bare arguments ( whether plura l s or  mass)  reveal the i r  
true nature in sentences like ( 1 4) .  These sentences show that bare arguments can 
happi ly combine w i th kind selecting arguments,  which can be con strued as 
evidence that bare plurals/mass i ndeed are just names of kinds . However, this 
leaves us with the task of accounting for their  behav ior with predicates that are 
not kind-selecting . Carl son c l assifies the latter into two maj or type s :  episodic 
and generic . In episodic sentences,  bare p l ural s are interpreted as ( weak) 
existential indefinites ;  in generic ones they tend to be interpreted as i f  they were 
universal ly  quanti fied) C arl son 's  proposal s concerning non ki nd select in g  
predicates can b e  couched, for our present purposes, i n  the fol lowing somewhat 
updated form . Essential l y ,  a sentence l ike ( l 8 a) ought to be in terpreted by 
analogy with ( 1 8b) :  
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( 1 8) a. I saw lions i n  the zoo 
b. [Pointing at the picture of a lion in a zoology book] 
I saw that in the zoo 
c. [see]k(l ,  n!ions) =3x [unlions(x) /\ saw(I ,x) ]  
Uncontroversial ly,  the natural interpretation of the demonstrative that  in  ( I 8b) is 
not as referring to a particular l ion,  but to the kind as such .  The sentence is 
grammatical because evidently verbs l ike " see " ,  which primaril y  apply to 
obj ects ,  (one sees concrete particulars) can also be applied, i n  a perhaps 
derivative way ,  to kinds.  Whatever mechan i sm i s  at work i n  ( l 8b ) ,  ca l l  i t  
" Derived Kind Predication" ( DKP), wi l l  also be at work in ( l 8a) ,  under the 
assumption that bare plurals denote kinds .  For explicitness sake, we may 
assume that an operator [ ]k changes (episodic) object-level predicates into k ind­
level ones by quantifying over instances of the kind, as indicated in ( l 8c) .  This  
operator is  applied as needed to resolve type mismatches when they ari se .  
Plaus ibly,  this  operator i s  made avai lable by Universal Grammar (as part of a 
very smal l set of analogous operators) .  It remains to be seen whether languages 
may vary in the way DKP i s  used. 
As for generic  contexts .  where bare arguments are i nterpreted 
universal ly ,  the analogy is with sentences l ike ( 1 9a) : 
( 1 9) a. This kind of animal feeds on ants 
b.  Porcupines feed on ants 
c .  Gn x [ unporcupines(x)] [feed on ants(x)] 
In  ( l 9a) we have a (definite) kind-level subject y ielding a quasi un iversal 
interpretation .  According to much recent work, gcnericity i s  imputed to a 
quant i fi cat ional  e lement usua l ly  ind icated as G n ,  akin to adverbs of  
quantificat ion ,  l icensed by the  aspectual system of the  verb. The generic 
operator is  dyadic;  it has a restriction and a scope and quantifies over i nstances 
of the clements in its restrict ion.  This i s  sketched in ( l 9c ) .  The cap ac ity of 
adverbs of quantification of " in troducing variables" of the appropriate sort is  
wel l  documented . C f. fo r i n stance a sentence l i ke (20)  w here t he 
quantificational force of the definite plural subject c learly varies with the choice 
of adverbial phrase : 
(20) Those boys arc al l/for the greatest part/only in small part Ital i an 
Again ,  under thc assumption that bare plural unambiguously denote kinds .  
whatever devicc i s  at  work in  ( 1 9a) or ( 20) cannot fai l  to extend to sentences 
l ike ( 1 9b), result ing in a universal readings over instances of the kind. 
The approach which emerges i s  remarkably si mple 4 The behavior of 
bare plurals can be wholly accounted for under the minimal assumption that 
they name kinds (p lus  i ndependently nceded devices .  l ike DKP and the 
grammar of generic i ty and quant ifi cat i onal  adverbs ) .  One the stronges t  
arguments besides s implicity in favor of th i s  view has  to  do with the  fact  that i t  
predicts w ith great accuracy the scopal and anaphoric propert ies  o f  the 
existential readings of bare plural s .  On the present view. existential readings 
ar ise via DKP.  Overt  i ndefin i tes arc subject to mechan isms of  scope 
assignments (and/or rules of existential closure in Discourse Representation 
Theory and re lated frameworks ) .  But c l early ,  an ex i stenti a l  quant i fier  
introduced via DKP wi l l  not be  subject to  such rules and wi l l  alw ays  have a 
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maximally local scope . Thus we expect bare plurals to contrast systematically 
with (weak or strong) indefin i tes in this respect .  This seems to be exactly so 
and was a cruc ial part of the evidence originally put forth by Carlson . I report 
here some of i t . 
(2 1 )  a. Opacity 
i .  Lee wants to meet policemen 
i i .  Lee wants to meet a policeman 
b. N arrow scope . 
i .  Lee didn ' t  see a spot on the floor 
i i .  Lee didn't  see spots on the floor 
c. D ifferentiated scope 
i. Lee killed a rabbit repeatedly 
i i .  Lee killed rabbits repeatedly 
d. Anaphora. 
[only opaque] 
[both opaque and transparent] 
[two readings :  ....,:3 ,  :3...., 1 
[one reading:  ....,:3 ]  
[narrow scope for repeatedly ] 
[wide scope for repeatedly ] 
i .  Lee i s  trying to find some policemen and Kim is trying to find them 
too [forces wide scope of some policemen] 
i i .  Lee is trying to find some policemen and Kim is  trying to find them 
too [narrow scope for some policemen] 
I wi l l  refer to these properties jointly as the " scopelessness"  of bare plurals .  
Their import of  ( 2 1 a-d) should be  sel f  explanatory . Consider, for example , the 
interaction with negation illustrated in (2 1 b). Under negation, overt indefin i tes 
display two possible readings,  which standard theories of scoping wi l l  readi ly 
make available .  For bare plurals, we fi nd only one option .  The ex i s tent ial 
quantifier can only have narrow scope with respect to negat ion .  Th is  is what 
one would expect under the present analysi s .  The existential  quantifier is 
introduced with local scope over the verb by DKP. Assigning w ide scope to the 
bare p lural won' t  change this fact ,  as bare plurals being l ike proper names 
won't be affected by scoping.  In fact, if Fox ( 1 995)  i s  right, scoping  of proper 
names (whether of individual s or of k inds) wi l l  general ly be ru led out by 
economy . 
It can be argued that the present approach takes us a few steps beyond 
Carl son's original proposal . A fact noted by Carlson h imself was that not all 
bare plurals di splay scopelessness .  Carlson discusses nominals l ike parts al that 
machines, books that John lost yesterday. people sitting in the next room, etc . 
that seem to contrast systematically with bare plurals of the more ordinary type. 
The following paradigm i llustrates the relevant phenomenon : 
(22) a .  Lee is looking for parts to that machine [ambiguous] 
b .  Lee didn't see parts to that machine [ambiguous]  
c .  Lee killed people sitting here repeatedly [narrow scope for adv] 
d .  Lee is looking for parts to that machine and Kim i s  looking for them 
too [wide scope for parts to thaI machine] 
With respect to the properties in (2 1 ) , nominals like parIs to that machine pattern 
with overt indefini tes rather than with bare plurals .  They enter the same scope 
dependencies as exi stent ia l ly quantified NP's .  Carlson argues that there is no 
syntactic property which is  common to nominals l ike the one in (22) . The only 
thing one can notice is that i t  i s  hard to conce i ve of parts to that machine or 
people s i t t ing in the next room as a k ind.  This is  confirmed by the oddity of 
these nominals with kind-level predicates : 
83 
84 GENNARO CHIERCHIA 
(23) ?? Parts to that machine are widespread/numerous/common 
The situation which emerges is the following. All basic (common) nouns can be 
associated with a kind. Modified common nouns may or may not, depending on 
whether the result ing class is sufficiently "natural " (which, to a certain degree, 
will be subject to variation from language to language and possibly, even from 
context to context) . If a common noun doesn't have a corresponding kind, it is  
interpreted i n  the same way as overt i ndefinites ( i . e .  as an ex istent ial ly 
quantified nominal ) .  On Carlson's approach this had to be stipulated.  More 
recen t  DRT-inspired approaches , which hold that bare plurals are ambiguous 
between a kind reading and a weak indefinite one (see, e .g .  Krifka ( 1 988)  or 
Diesing ( 1 992» if anything fare even worse. They would have to stipulate that 
if the nominal  head is kind denoting ,  the ex i stent ia l  quant ifier that gets 
associated with it i s  always narrow scope ; if on the other hand the noun is not 
kind denoting, the existential quantifier can be either narrow or wide scope with 
respect to other scope bearing elements . On the present theory , here is w hat 
happens .  If a property P doesn ' t  have a corresponding kind,  n p  wil l  be 
undefined. Thus, in particular, nparts to that machine will be undefined. At this 
point, we are free to resort to another type shift ing operation. The plural definite 
artic le blocks us ing  ' l ' .  This leaves us with '3 ' .  As Engl i sh l acks a plural 
indefin i te article, nothing blocks using '3 '  as a type-shifter. Hence non k ind 
denoting nominals wind up as  ful l  blown existentially quantified nominals .  
The account just sketched, rai ses a couple of issues that need to be 
addressed. The first is concerns the relation between 'n '  and '3 ' .  If they are 
both available as type shifters for plurals ,  why is '(")' chosen in (22)? It seems 
that n' is fi rst choice and '3 ' is used only when 'n' fai l s  ( i . e .  only for the 
arguments for which 'n'  i s  undefined) .  The answer to th i s  could be qu i te 
simple. There is a c lear sense in which ','I'  alters the meaning of its arguments 
more minimally than '3 ' .  In fact ,  '(")' merely changes the type of i ts input. More 
specifical ly ,  under our construal , a property P is a function from worlds into 
characteristic funct ions ;  np is a function from worlds into the corresponding 
sets (i .e .  the maximal plural individual of which P i s  true) .  Thus, in  an obvious 
sense, the information associated with P i s  only minimally altered :  i t  is 
(roughly) the difference between characteristic functions and the corresponding 
sets . '3 ' ,  on the other hand, clearly changes the meaning of i t s  input more 
radical ly .  Thus,  the preference for ','I'  over '3 ' i s  just a preference for min imal 
change, which seems plausible .  On the other hand, when '(")'  is undefined, '3 '  
remains the only available way of shifting from argument to predicates . 
The second issue that arises is the fol lowing:  in English there i s  a l ive 
morpheme, general ly  taken to be a device of existential quantification , that 
appl ies also plural s ,  namely some.  Why doesn 't its presence block use of '3 ' as 
a type shifter? One line of answer might be that the use of type shifting as a l ast 
resort is a markedness criterion: it sets defaults that can be overridden at a cost. 
While that might well be the case in general , for the case at hand i t  might not be 
necessary. Indefi nites have long been known to have very special scopal 
properties .  In part icular, they seem not to obey the locality conditions that other 
quantifiers obey to.  Recently, the idea has emerged that this may be due to the 
fact that their semantics involves choice funct ions ( see e . g .  Reinhart 1 995 ,  
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Kratzer 1 995,  Winter 1 996, and references there in) .  If these theories are on the 
right track,  some would not be the overt realization of '3 ' . Consequently, one 
would not expect i t  to block use of '3 '  as a type sh ifter .  However, these 
considerations , one might object, should apply also to the indefinite art ic le a . .  
Also the latter escapes i s land and has been argued on this basis to involve 
choice functions .  One might therefore be incl ined to conclude that i f  some 
doesn't  block '3 ' ,  a shouldn' t  either .  But  then, '3 '  should a lway s  be freely 
avail able for type shifting in languages with the same category-type mapping as 
English. And since '(1'  i s  always  undefined for singUlars, we should be free to 
use '3 ' with them.  However, as we saw, i n  Eng l i sh  th is  doesn ' t  seem to 
happen .  It happens in Russian, which lacks the indefinite article .  Thus it  seems 
that a, unlike some ,  does act as a blocker. This seems to entail that, i f  the 
present approach is  on the right track, the situation must be the fol lowing:  a is 
ambiguous ;  on the one hand it means '3 ' on the other it is interpreted as a 
choice function ; per contrast, some is unambiguous :  it only has the choice 
function interpretation . Then, it would make sense that the indefin i te art icle 
should indeed block covert uses of '3 ' for the items in i ts  domain ;  while a 
determiner like some should not. Which i s  what in fact happens .  I tentatively 
conclude that this is  indeed so: a i s  ambiguous, some is  not. 
This conclusion on the differences between a and som e i s  of course 
highly speculative. Indefini tes are rich and complex structures and we cannot 
come even close to making them justice here . There is ,  however, a very simple 
consideration that lends p lausibi l i ty to the conclusions we have tentatively 
reached . Generic readings are generally assumed to be obtained from existential 
ones. For example, in Chierchia ( 1 995a), indefin i tes are interpreted as dynamic 
existential  quant ifiers that are then further operated on by adverbs of 
quantification and/or by the generic operator. As is well known, whi le  the 
i ndefinite article readily admits of generic interpretations, some does not. 
(24) a. A cat usually is intelligent 
b.  Some cat usually is intell igent 
The natural interpretation of (24a) i s  a statement on cats in general ( something 
like: "most cats are intell igent") ,  (24b) lacks such interpretation . Under the view 
that a i s  ambiguous between and existential and a choice function reading, while 
some only has the l atter one, this difference can be explained on the basis of an 
independently plausible theory of generic i ty .  There is no obvious way to obtain 
generic readings out of choice functions ,  while there are well explored routes 
that show how to obtain them out of exi stential readings .  S ince a admits of the 
latter, while some does not, the contrast in  (24) is as i t  should  be . 
Taking stock, under the assumption that some,  for independent reasons 
does not block use of '3 ' as a type shifter, the contrast between (22) and (23 )  is 
predicted. Noth ing spec i fic to it needs to be assumed. n '  i s  the unmarked way 
to shift types ;  when it is undefined for some argument, one resorts to whatever 
else is available .  For Engl i sh p l ural NP's ,  '3 '  is the only choice.  On the present 
view of how the category-type mapping works, one can stick to a tru ly minimal 
story on the behavior of bare arguments in languages l ike Engl ish .  
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4.2. Bare Arguments in Italian 
There is no complete agreement on what the basic empirical generalizations are 
in Romance . Here I will have to l imit  myself to present the main facts as I see 
and understand them. In French,  basical ly  there are no bare arguments . I n  
Ital ian, their distribution i s  l imited t o  lexically governed positions :  
(25) a .  Leo, di mestiere, stermina ratti 
'Leo, by profession, exterminates rats ' 
b .  Leo ieri si e' incontrato con amici 
'Leo yesterday met with friends' 
c .  * ragazze sono rare 
'girls are rare' 
d .  * sono rare ragazze 
'are rare girls '  
In object position or as obj ec t  of a preposition (both of which are the c anonical 
lexically governed positions) bare p lurals are fine. In subject position (both pre­
and postverbal) ,  where no lexical head governs ,  bare arguments are out .  Bare 
nominals can also occur in the c l ause initial focus/topic position (cf. 26a-b) or 
can be rescued in positions where they would normally be banned by making 
them "heavy" (26c) :  
(26) a. RAGAZZE sono rare, non ragazzi 
'GIRLS are rare , not boys' 
c .  ragazze non ne ho viste 
'gir l s not of-them ( I )  saw 
b. ragazze in minigonna sono rare 




Sentences (26) i l lustrate what the rescue strategies for Italian bare arguments 
are . The first involves moving the offending bare nominal to a c lau se in i ti al 
FocuslTopic position as in (26a-b) (where the latter is the Clitic Left Dislocation 
position -- cf . . Cinque 1 990;  on the syntax of n e ,  see e . g .  Cardinaletti  and 
Giusti 1 992) .  The second involves making the NP "heavy" ,  e.g. by the addition 
of a modifier as in (26c) .  
When grammatical ,  bare nominals appear to have the same range of 
readings as Engl i sh .  For example,  they are grammatical with kind selecting 
predicates (cf. (25a)  or (26a-c) ) .  They di splay the  3N alternation in  episodic 
vs .  generic contexts; and they display scopelessness and suspension thereof 
under the same conditions as English. The fol lowing minimal pair i l lustrates the 
l atter property : 
(27)  a.  Non ho incontrato persone interessanti [only ...,3 ] 
(I) didn't meet interesting people 
b .  Non ho incontrato persone interessanti che avrei voluto incontrare 
(1) didn't meet interest ing people that I would have liked to meet 
[both ...,3 and 3 ..., ] 
The NP interesting people acts as if it was kind denoting ; the NP interesting 
people I wanted to meet patterns with overt indefin ites in its scopal properties . 
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Here is how to account for this range of facts within the theory sketched 
in section 3. According  to our mapping hypothesis, the category N in  Romance 
is predicative .  Thus, unl ike what happens in  Germanic, members of category N 
cannot be shifted to an argumental type within N .  The syntactic category has to 
change as wel l :  an NP must be turned into a DP. We must,  in other words,  
assume the presence of a null determiner a that acts as syntactic support for type 
shift ing.  If this is so, there are further consequences .  Nul l  s tructure must be 
somehow " flagged" .  Using Rizzi ' s  proposal ( 1 986), or whatever subsumes its 
effects under more current  assumptions ,  a nul l  element is  subject to a condition 
for licensing and a condition for identification. In  Romance the condition for the 
l icens ing of a appears to be closeness  to a suitable head. The one for 
identification appears to be sharing of plural features with the complement 
noun. This explains why in  French ,  which lacks phonological ly  identifiable 
plural features on the noun, the null D is unavai l able (a fact discussed in Delfitto 
and Schroten 1 992) .  In  Italian, suitable heads for the licensing of a are e ither 
lexical heads or the functional heads FOC and TOP (see Rizzi 1 996 for a recent 
discussion of the left periphery of the c lause) .  A bare nominal in the spec 
position of these heads is grammatical . Movement to these spec positions can be 
either overt, i . e .  pre-spell out, as in (26a-b) or covert, i . e .  post spel l  out, as in 
(26c) ,  assuming " heaviness" to be a necessary condition for the latter. One way 
of thinking about this is in terms of a feature +F that ( i)  triggers movement to a 
suitable head in the left periphery -- pre or post spell out and ( i i )  is interpreted 
phonological l y  either as s tress or as an i ntonational contour that requires  
"enough stuff' to get  realized by the phonetic interface .  
Semantical ly ,  the  nul l  a is interpreted as  SHIFf; s ince  Italian has  the 
same blockers as Engl ish ,  the unmarked choice wi l l  be 'n' ; the language wi l l  
resort to ' 3 ' ,  when ' n '  i s  undefined ( i . e .  for predicates that do not  have a kind 
as their argu mental correlate) .  In this way, a fairly compl icated pattern gets 
explained in terms of very l ittle machinery , that, moreover, seems l argely to be 
in place on independent grounds . The differences between English and I talian 
boil down to the fact  that D must be always projected in Ital ian to turn a noun 
into an argument (given the difference in type assignment) . Further differences 
follow from independent l icensing conditions on phonologically null structure . 
The present approach has a further interesting consequence w orth 
pointing at, however briefly .  Consider the case of proper names ,  which we 
haven ' t  discussed at all . General ly ,  proper names are taken to be expressions 
that refer  to (ordinary) individuals .  Thus the overwhe lmingly unmarked 
tendency for proper names is  that of being argumental : proper names are the 
prototypical arguments . Now in languages l ike Chinese or English ,  w hose type 
assignment lets N be of an argumental type, proper names can happi ly satisfy 
their un iversal tendency to being re ferent ial : nothing gets in the way of their 
being of type e .  But what about Romance? These l anguages set the type of N to 
<e,t>. So  a clash arises .  The unmarked status of proper nouns ( i . e .  their being 
of type e)  cannot be real ized within the category N (or i ts project ions ) .  This 
seems to entai l  that proper names in Romance, unl ike common nouns, ought to 
be displaced from their original position and moved to an argumental posit ion , 
the c losest one being the category D. In other words ,  proper nouns ought  be 
reanalyzed as determiners, y ie ld ing a structure of the form [D Leo [N e ] ] ,  
where the empty category indicates the base position o f  members o f  category N .  
This tantamounts t o  assuming that proper names (and only proper names) 
undergo a process  of  head rai s i ng  that promotes them to the status of 
determiners .  This process has in  fact been detected by Longobardi ( 1 994, 
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1 995) .  The evidence is  fairly straightforward distributional evidence. Romance 
has just a handful  of prenominal adjectives, i . e .  adjectives that can occur to the 
left of head nouns (most of the adjectives being postnominal ) .  Proper names 
(and only proper names) when they occur without a determiner occur to the left 
of prenominal adjectives, i . e .  in  the D position . The fol lowing pattern , taken 
from Longobardi,  i l lustrates :  
(28) a. La sola Milano e' stata prescelta 
'The only-fem Mi lan was chosen '  
b. *Sola Milano e '  stata prescelta 
Only-fern Milan was chosen 
c. Milano sola e '  stata prescelta 
Milan only-fem was chosen 
Solo/-a with gender marking is an adjectival counterpart of only .  In (28a) ,  
Milano i s  analyzed as a common noun and the determiner is  obligatory (cf .  the 
ungrammaticality of (28b».  In (28c) ,  the proper noun occupies visibly the D 
posit ion, to the left of the prenominal adjective sola . On our theory , th is  
movement i s  triggered by the incompatibility between the type associated with 
category N in Romance and the unmarked type of proper names (which ,  
however, can a l so  be semantically reanalyzed as  predicates as in (28a» .  
Longobard i argues that head movement for proper names occurs throughout 
Romance and is altogether absent i n  Germanic .  From our point of view, this 
makes a lot of sense . Not only our hypothesis  on the semantic mapping of 
nominal categories enables us to account for the limited distribution of  bare 
arguments in Romance in a s imple way .  I t  also predicts that N to D raising i s  
necessary for proper nouns i n  Romance and impossible in  Germanic .  
5.  Partit ives 
Having now some idea of how the different nominal  systems of German ic  vs .  
Romance might work, we can address the i ssue of part i t ives .  Let  us  begin with 
ful l  parti t ives .  An idea that, i n  various forms has been around for some time 
analyses phrases like those in  (29) along the lines shown in (30) (the i l lustration 
is given with both English and Italian data) . 
(29) a. Three of the boys b. Tre dei ragazzi 




three N PP 
tre I /'----... 
[parts] P DP 
J D� 
d · I I 
( the boys 
� ragazzl 
dei 
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In this structure we assume the presence of a nu l l  nominal head, to be 
interpreted as a rel ational noun, something l ike "part" or "component" . Such a 
noun takes a PP complement .  The main reason for making such an assumption 
is  that i t  regularizes the structure of Full Partit ives, reducing i t  to an otherwise 
attested construction and it makes sense of i ts  semant ics . This nul l  nominal 
head, we may assume, i s  l icensed (selected) by a subclass of the determiners 
(the numerals ,  all, everyone ,  but not the art ic les ,  every, etc . ) .  The preposition 
of i s  there for syntactic (case theoret ic)  reasons .  The complement of the 
relational noun must be definite, something the present theory has not much to 
say on (but see Ladusaw 1 982) .  The interpretation of the defin i te art icle i s  the 
canonical one . Here are the main steps in the derivat ion of the interpretation of 
(30) : 
(3 1 ) a. the boys ==> tboys 
b .  part of the boys ==> part(tboys) = h[ part(x,  boys)] 
c .  three of the boys ==> three (part(tboys» 
The natural way in to i nterpret " part " is in terms of the relation ::; .  However, 
other interpretations are also poss ible as attested by the fact that definite 
singulars that have sal ient natural parts  are admitted in  Ful l  Partitives (many of 
that group, most of the coun try , etc . ) .  A moment of reflection reveals that in 
any situation with two or more boys, the denotation of "parts of the boys"  i s  the 
same as "boys" ; in any s i tuation with less than two boys, "boys" is  empty while 
"parts of the boys"  is undefined . This difference i s  due to the presence of the 
defin i te article the in  the partitive and has the consequence of making phrases 
like one of the boys undefined in situations where it i s  known that there is  no 
more than one boy, which seems correct .  As mentioned at the outset, there i s  
nothing particularly orig inal to the present analysis of Ful l  Partitives. 
The structure of I ta l i an partitives seems to be roughly the same as its 
English counterpart, as evidentiated in ( 30) .  The only difference i s  that the 
defin i te art icle i clit icizes onto the preposi tion di giving rise to dei .  Presumably, 
th is  is not a syntactic process ,  but a pure ly  phonetic one . The reason why in 
general the formation of prepos izion i articolate i s  not to be thought of as a 
syntactic incorporation is that such i ncorporation of D into P, bes ides v iolating, 
in the given order, the Mirror Principle of B aker ( 1 988) ,  would al so destroy the 
canonical D-NP configurat ion,  which is arguably necessary for feature 
checking. 
There is, however, a possible way of circumventing this block; and this 
is  the way that, I want to suggest, Bare Part i t ives take . We observed that what 
happens with Bare Partitives is that a preposizione articolala i s  promoted to the 
status of ful l  determiner, with an indefin i te mean ing roughly equ ivalent to the 
plural of the indefini te artic le .  I t  i s  implausible that what we are fac ing here is 
j ust an idiosyncratic lexica l  process .  For one th ing ,  th i s  wou ld  make it 
acc idental that the preposition we find i n  Bare Part i t ives i s  the same found in 
Full Part i t ives .  Moreover, i t  would remai n completely mysterious,  on such a 
view, why a preposition+article complex involv ing the definite art ic le w inds up 
having an indefini te  mean ing .  These weaknesses urge us to look for an 
alternative analys i s .  
Let  us  take a c loser  look at  the poss ib i l i ty of syntact ic incorporat ion .  
Normal ly ,  we cannot  raise D in to  P for the  reasons stated above.  S uppose, 
however, i t  was possible to reconstruct right above the preposizione articolata 
the canonical  D-NP configuration necessary for checking .  Then the main 
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obstacle to incorporat ion ( i . e .  to the syntactic promotion of the preposizione 
artico/ata to D status) would be removed. This requires a reachable D-NP 
position right above the preposizione artico/ala. But that is just what we have in  
ful l  partitives . So the k ind of raising i l lustrated right below appears to be,  after 





dei N PP 
P � 
dl D NP 
LJ+part] � 
UU mgL" 
First, the article incorporates into P; then the resulting complex incorporates into the empty 
N; finally the result incorporates into the higher D position. Through this upwards fuga, the 
preposizione articolata becomes a determiner. The canonical D-NP relation can be 
maintained (either because the upward movement makes transparent the relation between 
the upper D and the lower nominal head ragazzi, or because the lower nominal head in 
turns raises into the upper one). The trigger of the first step might be a c li tic feature (call i t  
CL) that the definite article may have and that can drive i t  to c l i ticize onto P. This is not so 
surprising, for clitics in Romance are always homophonous with defini te determiners . The 
further steps in (32) ( i .e .  P to N and N to D) are driven by the ordinary <I>-features of the 
determiner ( i .e .  gender and number) that have to be checked in the canonical way in which 
determiners and their nominal arguments check their respective features .S 
How does the semantics work? The preposition of by itself has no mean ing .  So the 
process in (32) has to involve the meaning of the defini te article ( i . e .  't') and the meaning 
of the null nominal head (the "part-of' relation) .  The simplest hypothesis one can make i s  
that incorporation o f  the article first into P and then into N tantamounts ,  semantical ly ,  t o  the 
composition of the "part -of' relation with the articles meaning : 
(33)  a. ::::; 0 t = APAx [ ::::; (x , tP) ]  
b .  ::::; 0 t(ragazzi) = AX [ ::::; (x ,tragazzi ) ]  
The result of  the composition gives us something that looks for a property to y ie ld  a 
property . For example, applied to ragazzi, yields (33b),  i .e .  the property of being 
subgroups of the maximal groups of boys. So far, so good. Now the next step is 
movement of the N-P-D complex into the higher D. This must involve type shifting, for 
DP's are argumental . The available options are the usual ones. The unmarked choice for 
Italian as for English is ' n ' .  But something l ike parts of the boys does not have a kind­
correlate ,  for the same reasons why its overt counterpart doesn't .  See example (22) above . 
So one must resort to '3 ' .  Here i s  an example: 
(34) a. dei ragazzi = 3(::::; 0 t(boys» =AP3x [boys(x)  /\ P(x)]  
b .  dei  = [D part + di + i ] = 3 ( )  ::::; 0 t 
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In (34a) we see the result of shifting the type of parts of the boys via 3. The result is 
(vitually -- see below) identical to an existentially quantified NP. So,  an existential 
quantifier is born; via head raising, interpreted as function composition . What I find 
interesting about this way of looking at Bare Partitives is that their link to Full Partitives 
comes out in a transparent and sensible manner. It is now clear why the c hosen preposition 
i s  the same one as that of Full Partitives. Moreover,the meaning of the new determiner dei 
is created using exclusively machinery that has strong autonomous support. 
6. Consequences 
In the present section I want to explore consequences of the analysis outlined in the 
previous section and argue that they provide further support for it .  Some of these 
consequences are specific to languages that have Bare Partitives. Others have to do with 
crosslinguistic variation and language typology . Let us begin with the discussion of some 
consequences of the former kind. The basic prediction of our approach is that bare 
partitives should behave as ordinary existential ly quantified DP's .  Let us verify that it is 
indeed so. Consider the following examples: 
(35)  a. Non ho vis to ragazzi 
' ( I )  didn't see boys' 
b .  Non ho visto un ragazzo 
'(I) didn't  see a boy' 
c .  Non ho v i sto dei ragazzi 
' ( I )  didn ' t  see of-the boys '  
[ only ..,3 ] 
[both ..,3 and 3..,] 
[ both ..,3 and 3..,] 
The partitive DP appears to have the scopal properties of overt i ndefinites rather than the 
ones of bare arguments . ( 35 )  i l lustrates this with negation, with respect to which Bare 
Partitives admit of both wide and naroow scope readings. S imilar contrasts can be 
reproduced for al l the tests in (2 1 ) , i . e .  the tests used to i l lustrate the scopelessness of bare 
arguments.  
Next, indefinites, being existentially quantified, admit of generic interpretat ions .  If 
bare partitive DP's are interpreted in essentially the same way as overt indefinites, they too 
ought to admit of generic interpretations.  This is  indeed so: 
(36) a. Dei bravi boy scout aiutano Ie vecchiette ad attraversare la strada 
'Of- the good boy scouts help old l adies cross the road' 
b. Degli i taliani del sud raramente sono biondi 
'Of-the italians from the south rare ly are blond' 
Sentence (36a) i s  c learly generic : it quantifies over all good boy scouts .  Sentence (36b) 
shows that Bare Partitives are subject to the quantificational variabily effect typical of 
indefinites : it says that few southern Italians are blond. 
The one feature of bare partitive NP's that differentiates them from ordinary 
indefinites, is that they have been manifactured via the definite article i , which triggers 
existential presuppositions. Such presupposi tions ought to be detectable .  The canonical 
place to look for the cruc ial evidence is constituted by exi stential sentences . And indeed 
this residue of definiteness can be shown to be c learly there in Bare Partit ives. 
(37)  a .  Non ci  sono folletti 
'not there are e lfs '  
[locative or exitential] 
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b.  Non ci  sono fol letti capaci di tanto [ locative or existential] 
'Not there are elfs capable of so much' 
c. Non ci sono dei fol letti [existential only] 
'Not there are of-the elfs '  
d .  Non ci sono dei folletti capaci di tanto [locative or existential] 
'Not there are of-the elfs capable of so much '  
As is  well  known, in Italian the definiteness effect typical of English existential sentences is 
not visible. Italian existential sentences can be interpreted either existentially or locatively ; 
with strong quantifiers only the locative interpretation is possible. Now with bare plurals ,  
we get  the two canonical readings of existential sentences, both with or without a coda. 
With bare partitive DP's we only get both readings in presence of a coda. If there i s  no 
coda, only the locative interpretation is possible, as (37c) i l lustrates .  This follows if we 
assume that the definite article i embedded within dei does its usual job,  viz .  that of 
triggering an existential presupposition. Such an existential presupposition is incompatible 
with existential readings ( see Zucchi 1 995 , for a recent discussion) and hence only the 
locative one is available in (37c). In presence of a coda, the existential reading becomes 
available again, as the coda is outside of the scope of the determiner. The contrast between 
(37a) and (37c) is very solid. This contrast is difficult to explain if we don't assume that the 
meaning of dei is compositionally built out of the meaning of the definite article .  
Compositionality is a property of syntactic processes, such as the one we are assuming for 
the derivation of Bare Partitives, not of idiosynchratic lexical ones ,  as the standard view on 
Bare Partitives would have it .  
It remains to be seen why singular count nouns are impossible in Bare Partitives 
(while they are possible with Ful l  Partitives). I do not have a complete explanation for this .  
But there is l ine which the present approach suggests that strikes me as fairly plausible. The 
"part-of' relation involved in Full Parti tives can be either ':S;' (as in most of the boys) or 
some other sal ient rel ation (as in most of my hody). Hence the nul l  nominal head of Full 
Partitives is  to be understood as some kind of variable over a set of natural "part-of" 
relations. In building Bare Partittives, we have to compose the meaning of the noun with 
the meaning of the determiner. Hence, it seems reasonable to assume that we have to make 
a choice . We must pick one relation out of the suitable range of possible ones .  The one we 
pick i s  the most general , namely ':S;' which links pluralities to their subgroups.  Whence the 
restiction to plural and mass nouns: pluralities are the only entities in the domain that have 
parts (in the sense of ':S;') in a proper sense . Sigularities have only themselves as parts . The 
choice of :S; as the "part-of" relation natural ly induces a presupposition of plural ity : :S; 0 t 
looks for arguments P such that it doesn't follow from the common ground that :S; 0 t(P) i s  
a singleton. That, I suggest, is why bare partitive DP can have only plural or mass nominal 
heads .  
I believe that even some purely syntactic evidence in favour of a head raising 
analysis of B are Partitives can be detected. Generally, determiners can be coordinated with 
each other. The bare partitive detenniner dei never can : 
(38)  a. una 0 due ragazze 
'one or two girls '  
b. aIcuni rna non molti ragazzi 
'some but not all boys '  
c .  * uno 0 dei ragazzi 
'one or of-the boys' 
d .  *dei rna non molti ragazzi 
, of-the but not many boys '  
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The indefinite masculine singular determiner has two forms in Italian un and uno. The 
choice between the two depends of the nature of the following segment (uno is selected 
only in front of certain consonant c lusters) .  Un c l i ticizes phonological ly onto the noun. As 
is well  known phonological clitics, in general , do not l ike to be coordinated. This applies to 
un. as wel l .  So, one might say that dei is  the plural of un and this is why i t  doesn't 
coordinate. Sti l l ,  even the article un, can marginally undergo forms of coordination (when 
its phonological environment is  met) .  
(39) a. ? Non importa se hai visto qualche 0 un  ragazzo 
'It doesn't matter if you saw some or a boy' 
b .  * Non importa se hai visto qualche 0 dei ragazzi 
'It doesn' t  matter if you saw some or of-the boys' 
Yet, as (39) i l lustrates, dei is even more inhert than the article when it comes to 
coordination. What might be the reason for such a strong inertia? Compare, e . g . ,  (38b) 
with (38d) .  In the first case, we presumably s imply have coordination of the lexical 
category O. In the second case, we are coordinat ing a bas ic determiner with a derived one. 
(40) a. [oalcuni] rna [onon molti ] ragazzi 
b. [IJiei] rna {:pon molti] ragazzi 
; 
In particular, dei has to be raised from a lower constituent, while molti does not. Whatever 
analysis one adopts for coordinate structures ,  (40b) is  bound to constitute a violation of the 
Across-the-Board condition on extraction . We thus have a straightforward explanation for 
why dei is more passive with respect to coordination than its fel low determiners: because i t  
is  syntactically derived via movement. 
Let us now turn to some typological considerations .  We started out by noticing that 
Bare Partitives appear to be impossible throughout the Germanic family .  This gap seems to 
be so systematic  that i t  can hardly be accidental . Notice, in particular, that 
preposition+definite article complexes exist in Germanic . For example, in German the 
preposition von , which is the one used in Full Partit ives, can contract wi th the definite 
art icle :  von + dem ==> vom. So the ingredients for the formation of B are Partitives appear 
to be all  there. Yet it doesn't happen . One would like to relate this in some principled 
manner to other d ifferences in the nominal system, in particular to the freer access that 
Germanic has to bare nominals. The question is  how to cash in on this i ntuition . How is 
this generalization to be derived from general properties of grammar in a non circular way? 
Our central hypothesis has been that languages vary in the way the category N (and 
its phrasal projection) is mapped onto its denotation . We have assumed, in particular, that 
Germanic languages are characterized by the mapping ( I  Dc) ,  repeated here : 
(4 1 )  N P  
[+arg +pred] 
Such mapping allows nouns to either be kind denoting or to be predicates .  And, as a 
consequence, the mapping in (4 1 )  lets the language free to shift ,  within the category N ,  
from one of the  admissible type to the other ( modulo the absence of blockers) . This is why 
plurals can be shifted to kinds and be directly taken as arguments by verbs, without any 
need of projecting O. Thus, the unavailabil i ty of Bare Partit ives in  Germanic must directly 
follow from the type assignment in  (4 1 ) . There must be an incompatibility between it and 
the process of head rai sing through which Bare Parti t ives come into existence in Romance. 
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It doesn't take too much to see what such incompatibility must be. Head raising in B are 
Partitives must be accompanied by type shifting. Raising the "part-of-the" complex i nto D 
can only happen if its type is shifted into an argumental one. But in English type shifting 
can be accomplished within N.  Hence there is nothing to drive the last crucial step in the 
derivation of bare partitives ,  namely raising of N to D. In fact, we had already noticed, 
building on Longobardi's work, that N to D is unattested throughout Germanic.  
Getting more explicit, one might assume a principle of the following sort: 
(42) Apply type shifting with as little structure as possible 
Principle (42) can be viewed as a straightforward instance of "Avoid Structure " ,  which is 
- turn part of the economical design of grammar, much explored in current research.  Such 
principle has an immediate consequence for Germanic. Within the nominal extended 
projection, type shifting must occur within the N projection, as that provides us with the 
minimum amount  of structure necessary to shift, when needed. Consider now the structure 
that Bare Partitives would come to have in English: 
(43) a. [D [NP PART [ of the boys ] ] ] 
b. [ D PART-of-the [NP t [ t boys ] ] ]  
LJLJ 
In (43a) we see the base structure . In (43b) we move the lower determiner upwards .  Now 
in Romance, the last step of this derivationis accompanied by type-shifting.  In English, this 
cannot happen .  Because of principle (42), type shifting must occur within the NP.  But if it 
does, the semantics becomes incoherent. The upper part is  interpreted as the compostion of 
"part-of' with the,  i .e. as � 0 1 .  This i s  something that looks for a property . But type 
shifting would map the property boys onto something argumental (of type e or of type GQ, 
depending on the type shifter). Hence we get a type mismatch, and no way of fixing it 
(short of stipulation) .  
(44) PART-of-the ( S HIFT (boys» ==> I I I  formed 
« et>,<e, t» e or GQ 
So if  in English we raise the lower D to the upper one as indicated in (43b), the semantics 
crashes. This depends solely from the type assignment chosen by Engl ish and on principle 
(42),  which forces type shift ing to happen wi thin NP. 
The reader may wonder why we couldn't more simply shift the type of (43a) 
wi thout doing the rais ing.  The category type mapping should allow for that and Engl i sh 
does allow bare NP argument. This ,  however, is impossible in the case at hand for totally 
independent reasons .  Recall that the structure in (43a) contains a null nominal head ( to be 
i nterpreted as "part-of ' ) .  Such a nominal head must be properly ! i ncensed. Hence, a 
determiner needs to be projected to license (select) it. So there i s  no way to get bare 
partitives. 
We now have what looks like a good explanation for why, while Germanic and 
Romance both have very similar Full Partitive structures, only the latter allows for B are 
Partitives. In essence, it is a matter of economy . Bare partitives arise through a syntactic 
process whose semantic counterpart involves type shifting. The category-type association 
of Germanic is such that shifting can, and hence must, apply without syntactic raising.  
One question that remains concerns the status of Bare Partitives within the Romance 
language family. If  in Romance, determiners can raise to P and then, eventually to the 
higher D position of Partitives, why is it that this doesn't  happen in every language with the 
same category-type mapping as Italian, i .e .  in every Romance language? The question , in 
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c. NP 
[+arg +pred] 
Without articles: S lavic 
i. Bare plurals/mass for 
kind reference 
i i .  Bare singular with definite or 
definite readings 
iii . Mass/count otherwise as in type (b) 
With articles: Germanic 
i. Bare plural/mass for 
for kind reference 
i i .  No bare singular 
ii i . Mass/count otherwise as in type (b) 
I cal l  this the Nominal Mapping Parameter.The setting of the NMP appears to be learnable 
in principle through  its overt morphosyntactic manifestations, by means of direct positive 
. evidence. Hence i t  looks a priori as ( im)plausible as any other parameter that ha., been 
proposed. The potentially interesting aspect of this proposal is how naturally it accounts for 
some important clusterings of properties of the nominal systems across languages .  The 
guiding idea is just thi s :  if nominal categories are argumental , they can occur as arguments 
without having to project extra syntactic structure. If not, syntactic structure that makes 
them argumental ( i .e .  the category D) must be projected. In languages of the mixed kind 
(45c) ,  nouns can be shifted from predicative to argumental (and back), subject to a 
blocking effect .  B lockers are overt morphemes (e .g . ,  the articles) that have a type shi fter as 
its meaning. This results in the two subsystems: Germanic (which has articles and has a 
more restricted ditribution of bare arguments) vs.  Slavic (which lacks articles and allows 
for a broader spectrum of uses of bare arguments) .  
In this set up ,  we have sketched a Neocarlsonian view of bare plural s in Engl ish 
and argued that this i s  not only viable (contra what is assumed in much recent work) but 
quite enlightening.  In particular, i t  makes us understand why if nouns can be thought of as 
being associated with a kind, they appear to be scopeless; if they cannot, they behave l ike 
overt indefinites wi th respect to scope. This is simply due to the fact that (g iven what 
blockers are available in  English) when ' r) '  is undefined, one resorts to '3 ' .  We contrasted 
this with the situation in Romance where bare argument can only be obtained by projecting 
a null determiner. Such a null determiner is subject to conditions of licensing and 
identification , which govern its avai labi l i ty and distribution . Thus in  these languages, type 
shifting must be mediated by the projection of extra syntactic structure. This has 
consequences for proper names.  They are of category N, but their (unmarked) semantic 
type is referential (v iz .  e). In Romance, thi s cl ashes with the general setting for N ,  and 
forces them to be promoted to the status of ( i ntransit ive) determiners. This manifests i tself 
in a pattern of N to D raising. Our theory makes i t  obvious why such a process i s  
impossible in languages with a different category-type association . 
This takes us to the issue of partit ives. Full Partitives are analysed in a fairly 
canonical way, by positing a null nominal head which hosts a relational noun like "part" or 
something of that sort. The novel aspect of the present proposal consists in the analysis of 
Bare Partitives, which are derived from the same structure of Full Partitives . More 
specifically B are Partitives are syntactically derived via a process of rais ing of the P+D 
complex of Ful l  Partitives first into the null N and then into the higher D .  This last step 
must be semantically accompanied by a shifting of the meaning of the restriction of Full 
Partit ives into an argument. In this way, a new determiner with an existential meaning is 
created . Both the language particular and typological properties of this construction are seen 
to derive natural ly  from the proposed analysis (down to a considerable level of detai l ) .  The 
absence of B are Partit ives in some of the Romance languages fol lows from blocking.  Their 
absence in languages with a category-type assignment different from the Romance one 
fol lows from "Avoid Structure " .  One doesn't project higher syntact ic categories (and move 
95 
96 GENNARO CHIERCHIA 
more technical terms, is the following .  We are assuming that the category-type assignment 
is the same throughout Romance. This explains the restricted distribution of bare arguments 
in such languages .  In particular, Italian and Spanish appear to be very similar on this score. 
They both restrict bare arguments, essentially ,  to lexically governed positions ;  they both 
have Full Partitives. But Italian has Bare Partitives and Spanish does not. We have 
assumed that what triggers the formation of Bare Partitives is a c litic feature CL that definite 
determiners may have . Spanish and Ital ian are fairly similar in their c l itic system. If so, 
what prevents raising of the determiner in Spanish (and similarly for Catalan and 
Portuguese) ?  Or, equivalently, what prevents the feature +CL from being instantiated on 
Spanish determiners? 
Here is the answer that stems from our approach .  Suppose such a feature was 
. indeed instantiated on the definite article in Spanish, triggering raising of D to P in  a 
structure analogous to (32) .  Then, to get the appropriate checking configuration, the P+D 
complex would have to raise to the upper D.  The last step (N to D) crucially inolves type 
shifting :  the type of the noun (which, in Romance, is  predicative) has to be turned into an 
argumental one. Type-shifting is a last resort . In our terms, this means that it is inhibited by 
the presence of blockers. Any word or morpheme with the same semantics as the relevant 
type shifting operation qualifies as a blocker. The type-shifting operation relevant to B are 
Partitive formation is '3 ' .  The singular indefinite article, we have argued, has '3' as (one 
of its) meaning(s) .  Now, Spanish, as is well known, has an inequivocably plural form of 
the indefinite article, viz. unos. Clearly ,  this will have the same meanings (over the plural 
domain) as its singular counterpart . These include '3' . But then use of '3 '  as a type shifter 
will be blocked in Spanish. So, if the feature +CL is instantiated on Spanish definite 
determiners, triggering Bare Partitive formation, the derivation wil l  crash .  For the last step, 
which must involve type-shifting, will be blocked by the presence of the plural article .  
Thus,  the absence of Bare Partitives in languages with the same type assignment as Italian, 
l ike Spanish, appears to follow from quite general principles. 
7. Conclusions 
What are the main ideas we have put forth? Our starting point has been a certain view of 
how the domain of interpretation is structured and how the denotation of mass and count 
nouns is set up. The meaning of mass nouns is viewed as the neutralization of the 
singular/plural contrast. Kinds are analysed as functions from situations into maximal 
plural individuals that compri se all the instances of the kind. These ideas are probably not 
so crucial to the rest of my proposal. They help in setting the system up in an arguably 
simple and constrained way. The burden of explanation in the chosen area of inquiry lies 
on giving up a widely shared idea, viz. that the syntax-semantics map is completely 
universal . I have proposed, instead , that the denotation of members of the syntactic 
category N can vary in a very li mited way. The options are the following .  Nouns can be 
uniformely kind denoting, or uniformely predicative or mixed. Languages have access to a 
small set of type-shift ing operations that can be used freely up to consistency with the 
category-type correspondence that holds in the language. The basic system we get is 
summarized in the fol lowing table : 
(45) a. NP 
[+arg - pred] 
b. NP 
[-arg +pred] 
i. Free bare arguments Chinese 
ii. No plural 
iii. Obligatory classifiers 
i. No bare arguments Romance 
(or ECP-l ike di stribution) 
i i .  Plural only for count N 's  
i i i .  Obl igatory c lassifiers with mass 
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material into them) if type shifting can be applied with less structure . The present  view of 
the syntax-semantics map enables us to make sense of the intuition that the absence of bare 
partitives in Germanic is a matter of economy . 
Endnotes 
* Besides Salt, versions of this paper have been presented at MIT, Going Romance, The 
University of Florence . I thank all of those audiences for their comments. Special thanks 
are also due to Pino Longobardi and to Carlo Cecchetto, Teresa Guasti and Andrea Moro. 
1 This view of plural s  has been argued (see, e .g . ,  Schwarzchild 1 996) to run into 
. difficulties in connection with determiners l ike no. I refer to Chierchia ( 1 995)  for 
discussion. 
2Notice that some care i s  required in spel l ing out these assumptions ,  for UW is strictly 
bigger than U and yet we want to put enough members of UW in U to sustain a 
compositional semantics for kind denoting terms .  See Chierchia and Turner ( 1 988 )  for 
relevant discussion. 
3Whether a bareplural is interpreted universally or existentially in  generic contexts will 
actually depend on whether it winds up in the restriction or the scope of the generic 
operator. See Krifka et al . ( 1 995)  and references therein for discussion . 
4Many criticisms have been levelled against Carlson's theory . Some have to do with the 
relation of bare plurals to singular definite generics like the lion . Others have to do with 
their anaphoric behavior. Yet others,with their behavior in there sentences. See Krifka et al 
( 1 995) and references therein for discussion . Chierchia ( 1 996) tries to make a case that 
most or all of such criticisms have no force against the Neocalrsonian theory sketched in 
the text. 
5This leaves us with a violation of Mirror Image . I have nothing to offer on this score .  If 
the principle is valid, a local rearrangement at the phonetic interface has to be assumed. 
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