Abstract. The Smart Classroom project explores the challenges and potentials of the Intelligent Environment as a new human-computer interaction paradigm. By constructing an intelligent classroom for tele-education, we try to provide teachers the same experiences as in an ordinary classroom when giving teleeducation lessons. The Smart Classroom could actively observe, listen and serve the teachers, and teachers can write on a wall-size media-board just by their hands, or use speeches and gestures to conduct the class discussion involving of the distant students. This paper discusses the advantages and main underlying technologies of this system.
Introduction
We are steadily moving into a new age of information technology named as ubiquitous computing (pervasive computing), where computation power and network connection will be embedded and available in the environments, on our bodies, and in the numerous handhold information appliances [1] . The human computer interaction paradigm we currently used on the desktop computers will not be sufficient [2] . Instead of operating on individual computers and dispatching many trivial commands to separated applications through keyboard and mouse, we should be able to interact with all related computation devices as a whole, and express our intended tasks in a high abstraction level and by ways as natural as we used to communicate with other people in everyday life.
The research of Intelligent Environment is just motivated by this vision. General speaking, an Intelligent Environment is an augmented living or working environment which could actively watch and listen to the occupants, recognize their requirements and attentively provide services for them. The occupants could use normal humanbeing interaction methods such as gesture and voice to interact with the computer system embedded in the environment. The researches in this filed are bring into mainstream in the late 1990's by several first-class research groups of the world such as AI Lab and Media Lab at MIT, Xerox PARC, IBM and Microsoft. Currently there are dozens of related projects carried out in research groups from all over the world. The most famous ones are Intelligent Room project from MIT AI Lab [3, 4] , Aware Home project from GIT [5] and Easy Living project from Microsoft [6, 7] .
The Smart Classroom project in our group is also a research effort on Intelligent Environment. It demonstrates an intelligent classroom for teachers involved in teleeducations, in which teachers could have the same experiences as in a real classroom. This paper is organized as follows. In Section 2 we present the scenario of Smart Classroom. In Section 3 we discuss the main technologies involved in implementing the scenario. Finally we give a summary and outline the future work.
Teacher's Experience in Smart Classroom

Disadvantages of Desktop-Computing Based Tele-education Systems
Almost all the tele-education systems developed today are desktop-computing based, where teachers are required to seat down in front of the desktop computer and use the keyboard or mouse to give a tele-education class. The teacher's experience is of much difference from teaching in an ordinary classroom, where the teacher could make handwriting on the blackboard, use speech and gesture to conduct the students to take part in the class discussions and other body languages like that. The different experience always makes the teacher feel uncomfortable and reduced the efficiency of the course as well.
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One of the Cameras for Virtual Mouse.The other is in the above ceiling Strokes added by using Vitrual Mouse Fig. 1 .The first author is using the Smart Classroom A prototype of Smart Classroom is deployed in a room of our lab. Two wall-sized projector systems is equipped in it. One is used to display the courseware prepared by teacher -an analog of the blackboard in an ordinary classroom. We call it mediaboard [12, 13] ). The media-board is synchronized with the display of the remote students' client software, i.e., whatever changes the teacher makes on the media-board will be reflected on the remote student's client software.
The other project system is used to display the portraits of remote students (we call it student-board). Each of attended remote students will have their portraits displayed on it. And if the teacher has given the floor to a remote student, the remote student's audio and video will be played here too. (also on other remote students' screen)
Several cameras and a wireless microphone system are installed in the proper positions to capture the teacher's video and voice. The captured audio and video are both sent to the remote students' sites by multicast and feed to the perception modules of the room such as hand-tracking module and speech recognition module.
All the computers running the room's software are deliberately hide out of sight, just to give the teacher a feeling that they are not using some computer programs but teaching in a real classroom. An illustration of the room setup can be seen in Fig. 1 .
Interactivities in the Smart Classroom
The scenario might seem no significant differences from many other whiteboard based tele-education systems. However, the magic of the Smart Classroom is the way teachers using the system -teachers are no longer tied up to the desktop computer, nor cumbersome keyboard and mouse. Making annotations on the courseware is just as easy as writing on an ordinary classroom blackboard, i.e. the teacher only need to move his finger, then the stroke will be displayed on the media-board, overlapped with the displayed courseware. The teacher could also point to the object displayed on the media-board and say a predefined command to do what he wanted. For example, to following a hyperlink in the courseware, the teacher just need to point at the hyperlink and tell the Smart Classroom "follow this link". The way to enable a remote student to speak on the class is also intuitive and easy. It can be completed by speech. For example, let's suppose the teacher want to ask a student named Peter to answer a question. Then he can say "Peter, could you answer this question?" Whenever a student requires speaking, the corresponding image will start to blink to alert the teacher.
Actually, this system blurs the border between the ordinary classroom education and the tele-education. The teacher can give a class to the local students on the Smart Classroom and those remotely attended students at the same time.
Underlying Technologies in the Smart Classroom
Software Platform
The Smart Classrooms, just like many other similar Intelligent Environments, is an assembly of many different kinds of hardware and software modules such as projectors, cameras, sensors, face recognition module, speech recognition module and eyegaze recognition module. It is unimaginable to install all these components in one computer due to the limited computation power and terrible maintenance requirements. Thus, a distributed computing platform is a must for an Intelligent Environment.
There are a handful of distributed computing platforms from commercial organizations or research groups. These distributed computing platforms can be classified into two different types according to their structure modal. One is called distributedcomponent-modal based system, such as CORBA from OMG and DCOM from Microsoft. The other is called multi agent system, such as OAA from SRI and Aglets from IBM. Although the distributed component modal is currently more prevalent and mature than the multi agent system modal, we considered the latter is more suitable for the Intelligent Environment system, including our Smart Classroom. The consideration is explained as following.
The distributed component modal implies monolithic control logic and tightcouple system structure. Put it another way, the software in a distributed-componentmodal system is composed of a central logic and several other peripheral objects offer service to the central logic. There is only one execution process in the system and the objects run only when invoked by the central logic. On the contrary, the multi agent modal, which have been invented and used for years in the AI domain, implies a loose-couple system structure. According to this modal, a system is divided into many individual autonomous software modules called agent, which has its own executing process. Each agent has limited capabilities and limited knowledge of the functions of the whole system, but through communication and cooperation the agents' community will expose a high degree of intelligence and can achieve very complex functions.
A loose-couple system will be far more suitable than a tight-couple system in the Intelligent Environment.
1) The scenarios of an Intelligent Environment are usually very complex, so developing a central logic for it is very difficult even an unpractical matter.
2) The scenarios and configurations in an Intelligent Environment are often very dynamic. New functions will be added, old module will be revised, and all those things are happened frequently. The monolithic system structure is very inflexible under this situation, because any trivial modifications will require the whole system to shut down and all modules in the system should be re-linked.
3) The central logic is likely to be the bottleneck of the system. After a survey of some multi agent systems, we finally adopted the OAA (Open Agent Architecture), a public available multi-agent system, as the software platform for the Smart Classroom. It was developed by SRI and has been used by many research groups [10] . (We fixed some errors of the implementation provided by SRI to make it more robust.)
All software modules in the Smart Classroom are implemented as OAA agents. At start up, they will register their capabilities in a central coordinating logic called "facilitator". When they want services from other agents they can just send a message encoded in the Inter Agent Language (ICL) to the facilitator, and need not to know which agent actually provided the services. The ICL is essentially based on an extension of the Prolog language.
Multi-modal Processing
People use multiple modalities to communicate with each other in everyday life, such as speaking, pointing and gesturing. The multi-modal interaction capability is a fundamental requirement of the Intelligent Environment, since any single modality is often semantic incomplete. For example, when one say "move it to right", without the recognition of the hand pointing modality we could not tell which object is referred by the speaker. Another benefit of the multi-modal processing is the information from other modalities often helps to improve the recognition accuracy of a single modality. For example, suppose in a noise environment, a not so smart speech recognition algorithm maybe has difficulty to decide what the user said is "move to right" or "move to left". But after referring the information from the hand gesture recognition module, the system could eventually make the correct choice. This also happens in Smart Classroom. In the scenario we designed, the teacher can use speech and hand gesture to make annotations on the media-board, to manage the content in the media-board and to pass floor to a remote student.
The formalization architecture we used to address this issue is based on the "unification based multimodal parsing" presented in [9] . It essentially takes the multimodality integration process as a kind of language parsing process, i.e., each separate action in a single modality is considered as a phrase structure in the multi-modal language grammar, they are grouped and induced to generate a new higher level phrase structure. The process is repeated until a semantic completed sentence is found. The process could also help to correct the wrong recognition result of one modality. If one phrase structure could not be grouped with any other phrase structure according to the grammar, it will be regarded as a wrong recognition result and will be abandoned.
Virtual Mouse
Several cameras installed on the room together with a skin color consistency based algorithm are used to recognize the 3D movement parameters of the teacher's hand, as well as some simple actions of the teacher's palm such as open, close and push [14] . These modules function as a virtual mouse for the teacher, i.e. the movement of the teacher's hand will be explained as dragging of the pointer on the screen and the actions of his palm will be explained as clicks of the mouse button. In this way, the teacher can easily make annotations on the media-board or select a remote student on the student-board just by his hand.
Flexible Speech Recognition Framework
Since we started to design the system structure, we have been keeping in our mind that the structure should be flexible enough to support gradually extending the scenario of the Smart Classroom. The speech recognition framework we developed is one of the examples.
In the core of the framework is an enhanced speech grammar, which could not only describe the syntax of legal phrases, but also mark the semantic effect of the phrase when recognized. Exactly, the semantic effect refers to an Inter-AgentLanguage message that can trigger wanted actions of other agents in the system. Using this grammar, other agents could add vocabularies into the speech recognition agent on the runtime. Nevertheless, the vocabularies could be dynamically enabled and disabled by other agents according to their knowledge of current context in order to keep the effective vocabulary at a minimum size, which is very important to improve the recognition speed and accuracy rate.
Tele-education Supporting System
The tele-education system behind the scene is based on the Same View system from another group in our lab [11, 12, 13] . The system is constituted of three layers. The most upper layer is a multimedia whiteboard application we called media-board and associated floor-handling mechanism. As mentioned above, one interesting feature of the media-board is it can record all the actions on it, which could be used to aid the creation of the courseware. The middle layer is a adapting content transform layer, which could automatically re-authorizing or transforming the content sent to the user according to the user's bandwidth and device capability [11] . The media-board use this feature to ensure that students at different sites could get the contents on the media-board at a maximum quality according to their different network and hardware conditions. The lowest layer is a reliable multicast transport layer called Totally Ordered Reliable Multicast (TORM), which could be used in a WAN environment where sub-networks capable of or incapable of multicast coexist [12, 13] . The mediaboard uses this layer to improve its scalability across large networks like Internet.
Future Works and Concluding Marks
In the next stage we want to introduce the acoustic-recognition and face-recognition capabilities into the Smart Classroom so that the classroom could automatically identify the teacher and provide better services for the teacher. For example the speech recognition module could use this information to load the specific voice model to improve the recognition accuracy. Another example is the classroom could automati-cally resume the context (such as the content on the media-board) where the teacher stopped at the last class.
We believe the Intelligent Environment will be the right metaphor for people to interact with the computer systems in the ubiquitous computing age. The Smart Classroom is our test-bed for the researches on the Intelligent Environment as well as an illustration of its application.
