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Abstrat
Sz¶s proved in [4℄ that the r-tuple-point manifold of a generi immersion is obordant to the Σ
1r−1
-
point manifold of its generi projetion. Here we slightly extend this by showing that the natural mappings
of these manifolds are bordant to eah other. The main novelty of our approah is that we onstrut the
bordism expliitly.
1 Introdution
There is a surprising relation between the multiple-points of an immersion g : M # N ×R and the singularities
of its projetion f : M → N that was found by Sz¶s in [4℄ (see also [3℄). Namely he showed that if N is a
Eulidean spae then the r + 1-tuple-points of g are obordant to the Σ1r points of f . The proof of this result
involved omputing the harateristi numbers of the two manifolds and observing that they oinide.
It is very natural to ask whether this obordism an be seen in an expliit way hidden in the geometry of
f , not just as mere luk that all the harateristi numbers oinide.
We shall answer this question in the armative by onstruting a obordism that onnets the two manifolds.
This allows us to slightly extend the original theorem: instead of obordism of manifolds we obtain singular
bordism of maps, and we prove the theorem for any smooth target manifold N . (The notation and the neessary
denitions are given in the next setion.)
Theorem 1. Let f : Mn → Nn+k be a prim map, and let g : M # N × R be its lift to an immersion. Then
for any r ≥ 1 we have gr ∼ (Σ
1r−1 (f) →֒ M), that is they represent the same element in the singular bordism
group N∗(M).
If M and N are oriented and the odimension k is odd, then gr ∼SO (Σ
1r−1(f) →֒M), that is they represent
the same element in the singular oriented bordism group Ω(M).
2 Denitions and notation
Consider a proper, generi immersion g : Mn → Nn+k of a losed smooth manifold M to a smooth manifold
N . The r-fold points of g are those points in N whose preimage onsists exatly of r dierent points. We shall
denote this set Nr. This is not always a losed set in N . Its losure N¯r onsists of those points that have at
least r distint preimages. Put Mr = g
−1(Nr), this is the set of r-tuple points of g in the soure manifold. Its
losure is denoted by M¯r.
∗
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The sets Mr and Nr are generally not submanifolds of M and N but they are images of (non-generi)
immersions of (possibly open) manifolds. Here we reall a well-known onstrution (see e.g. [2℄) to x the
notation: Let
Mˆr(g) = {(x1, . . . , xr) ∈M
(r) : g(x1) = · · · = g(xr), (i 6= j)⇒ (xi 6= xj)}.
The symmetri group Sr ats on this set freely in an obvious way. Let [x1, . . . , xr] denote the equivalene
lass of (x1, . . . , xr). On the other hand Sr−1 also ats freely on the last r− 1 oordinates. Here the equivalene
lass of (x1, . . . , xr) is denoted by (x1, [x2, . . . , xr]).
Denition 1. The sets of equivalene lasses are denoted by
∆˜r(g) = Mˆr(g)/Sr
∆r(g) = Mˆr(g)/Sr−1.
There are obvious mappings
g˜r : ∆˜r(g)→ N g˜r([x1, . . . , xr]) := g(x1)
gr : ∆r(g)→M gr(x1, [x2, . . . , xr]) := x1
sr : ∆r(g)→ ∆˜r(g) sr(x1, [x2, . . . , xr]) := [x1, . . . , xr].
The images of g˜r and gr are learly N¯r and M¯r and they are bijetive to the points that have multipliity
exatly r. On the other hand sr is learly an r-sheeted overing.
The sets ∆˜r(g) and ∆r(g) are alled the r-fold multiple-point manifolds of g in the target and soure
respetively. They are indeed manifolds. To see this we need the notion of the fat and narrow diagonals.
Let V be a manifold and V (r) its r-fold Cartesian produt. Then let δr(V ) = {(x, x, . . . , x) ∈ V
(r)|x ∈ V }
and ∆r(V ) = {(x1, x2, . . . , xr) ∈ V
(r)|∃i 6= j, xi = xj} denote the narrow and the fat diagonals respetively.
Consider the r-fold produt g(r) : M (r) → N (r). Clearly
Mˆr(g) = (g
(r))−1(δr(N)) \∆r(M).
Sine g is a generi immersion, g(r) is transverse to δr(N) and thus Mˆr(g) is a losed manifold of dimension
n− (r − 1)k. The symmetri group Sr ats on it freely, so after fatoring out with the group ations of Sr or
Sr−1 we still get manifolds.
Remark 1. If M and N are oriented and the odimension is even, then the multiple-point manifolds an be
given a natural orientation. If k is odd however, then the ation of Sr ontains orientation reversing elements,
thus the fator manifolds will have no, or at least no preferred orientation.
Denition 2. Given a smooth map f : M → N where dimM ≤ dimN , a point x ∈M is said to be a Σi point
if the orank (i.e.the dimension of the kernel) of dfx : TxM → Tf(x)N is i. The losure of the set of suh points
will be denoted by Σi(f). If i1 ≥ i2 then we an dene Σ
i1,i2(f) = Σi2(f |Σi1 (f)). This method an be ontinued
reursively to give the denition of Σ(i1,i2,...,ir) points, where i1 ≥ i2 ≥ · · · ≥ ir. This lassiation of singular
points is alled the Thom-Boardman type. For details see e. g. [1℄.
Denition 3. A map f : M → N is said to be a Morin map if it has no Σ2 points. The singularities of suh
maps are lassied by their Thom-Boardman type, whih an only be Σ
r︷ ︸︸ ︷
(1, 1, . . . , 1) = Σ1r for some r ≥ 0. (In
the notation of [1℄ this is Ar.) The set Σ
1r (f) is atually a submanifold of M .
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Denition 4. A generi map f : M → N is alled prim (projeted immersion) if it has a speied lifting to a
generi immersion, g : M # N × R (i.e.f = π ◦ g, where π : N × R → N is the projetion). This lifting g has
to be given up to regular homotopy. Suh a map is neessarily a Morin map (i.e. its dierential has orank at
most one at any point), and so its singularities are lassied by their Thom-Boardman type.
Denition 5. The fat diagonal of Σ1r (f)×M (i−1) an be dened analogously to ∆i(M), sine Σ
1r (f) ⊂M is
a submanifold. Let us denote
∆ri (M) = {(x1, x2, . . . , xi) ∈ Σ
1r (f)×M (i−1) : ∃j 6= l, xj = xl}.
Remark 2. For any manifold M we shall denote its obordism lass by [M ] ∈ N∗ and for a map f : M → N
we shall denote its singular bordism lass by [f ] ∈ N∗(N). The obordism relation for both manifolds and maps
will be denoted by a ∼. If M is oriented then the same notation will be used for the orresponding lasses in
Ω∗ and Ω∗(N) respetively.
3 Proof of the theorem
3.1 Preparations
Let us x a prim map f : Mn → Nn+k, its lift g : M # N ×R and an integer r ≥ 2 (for r = 1 the statement
is obvious). We shall introdue auxiliary manifolds and their maps to M whih we shall all 'mixed'-point
manifolds. For any 1 ≤ i ≤ r let us onsider those points in M that are i-tuple points of g and at the same
time Σ1r−i points of f . These points do not neessarily form a submanifold of M , but we an onstrut their
resolution just like we did for the set of r-tuple points of an immersion: Let us onsider the map
Gi := g|Σ1r−i (f) × g × · · · × g : Σ
1r−i(f)×M × · · · ×M → (N × R)× · · · × (N × R),
where we take i − 1 fators of M on the left, and thus i fators of (N × R) on the right. Sine f is a generi
prim map and g is its generi lift we have that Gi is transverse to the narrow diagonal δi(N × R) outside of
the fat diagonal ∆r−ii (M). Sine g is an immersion the set Mˆi,r−i(f) := G
−1
i (δi(N ×R)) \∆
r−i
i (M) is a losed
submanifold in Σ1r−i(f)×M (i−1). The symmetri group Si−1 ats on Σ
1r−i(f)×M (i−1) by permuting the last
i− 1 oordinates. This ation restrited to Mˆi,r−i(f) is free, so we an fatorize and get the manifold
Λir = Mˆi,r−i(f)/Si−1.
A point of Λir an be referred to as (x1, [x2, . . . , xi]) where the xj 's are all dierent, g(x1) = g(x2) = · · · = g(xi)
and x1 ∈ Σ
1r−i(f). In this notation the desired resolution
λir : Λ
i
r →M
is given by
(x1, [x2, . . . , xi]) 7→ x1.
(The maps f, g are omitted from the notation.) It is easy to see that the manifold Λir has dimension
n− (r − 1)(k + 1) and in partiular Λrr = ∆r(g), λ
r
r = gr and λ
1
r : Λ
1
r → M is the natural inlusion
Σ1r−1(f) →֒M . Thus the theorem follows from the following lemma.
Lemma 1. λ1r ∼ λ
2
r ∼ · · · ∼ λ
r
r, i.e. hese maps represent the same lass in N∗(N).
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The proof onsists of two very dierent ingredients. The rst ingredient is the global onstrution of the
desired obordisms using the map f . The onstruted spaes are easy to desribe but they are not obviously
manifolds. The preise proof that they are indeed manifolds requires detailed study of the map f near its
singular points. Thus the seond ingredient is a loal omputation using normal forms. This omputation is
only a tehnial point so rst we give the proofs omitting the omputational details. Then in setion 4 we nally
show how to arry out the omputations used earlier.
3.2 Proof of Lemma 1
Let us again onsider the map
Gi := g|Σ1r−i (f) × g × · · · × g : Σ
1r−i(f)×M × · · · ×M → (N × R)× · · · × (N × R).
Let us dene
∆+i = {((x, s), (x, t), . . . , (x, t)) ∈ (N × R)
(i) : s ≥ t}.
Outside of ∆r−ii (M) the map Gi is transverse to ∆
+
i and ∂∆
+
i = δi(N ×R), sine both f and g are generi
and thus self-transverse.
Let us now dene H ′ = G−1i (∆
+
i ) \∆
r−i
i (M). Transversality implies that H
′
is a (not neessarily ompat)
manifold with boundary G−1i (δi(N ×R))\∆
r−i
i (M) = Mˆi,r−i(f). Let us denote the losure of H
′
in Σ1r−i(f)×
M (i−1) by H . Obviously H \H ′ ⊂ ∆r−ii (M). We have seen in setion 3.1 that ∂H
′
is a losed manifold disjoint
from the fat diagonal. Thus ∂H ′ is disjoint from H \H ′ ⊂ ∆r−ii (M).
Let us take a point (x1, . . . , xi) ∈ H \H
′
. Then by denition of H ′ there exist points ykj (k ≥ 1, i ≥ j ≤ 1)
that fulll all the following requirements:
1. For every j we have limk→∞ y
k
j = xj .
2. yk1 ∈ Σ
1r−i(f).
3. For any xed k the ykj 's are all dierent.
4. g(ykj1) = g(y
k
j2
) for any j1, j2 ≥ 2.
5. f(ykj1) = f(y
k
j2
) for any j1, j2 ≥ 1.
Sine g is a generi immersion, 3. and 4. imply that ∀j > l ≥ 2 we have xj 6= xl. Then sine H \ H
′ ⊂
∆r−ii (M) there must be a j > 1 suh that x1 = xj . Thus y
k
1 → x1 and y
k
j → x1 as well. Furthermore
yk1 ∈ Σ
1r−i(f). Theorem 2 in setion 4 an be applied and hene x1 ∈ Σ
1r−i+1(f).
Conversely let us suppose that x1 ∈ Σ
1r−i+1(f) and x2, . . . , xi−1 are all dierent from eah other and x1 and
g(xj) is the same for every 1 ≤ j ≤ i − 1. We want to show that in the neighborhood of (x1, x1, x2, . . . , xi−1)
the set H is a ompat manifold with boundary and (x1, x1, x2, . . . , xi−1) is on ∂H . First onsider the rst two
fators separately from the others.
G2 = g|Σ1r−i (f) × g : Σ
1r−i(f)×M → (N × R)(2).
Let us denote H ′2 = G
−1
2 (∆
+
2 ). By Theorem 3 in setion 4 we know that loally around (x1, x1) its losure
H2 = l(H
′
2) is a ompat manifold with boundary ∂H2 = {(u, u) : u ∈ Σ
1r−i+1(f)}. Clearly H is loally the
omplete intersetion of H2 ⊂ Σ
1r−i(f)×M around (x1, x1) and Mˆi−2(g) ⊂M
(i−2)
around (x2, . . . , xi−1). Thus
4
the generiity of f and g implies that H is also loally a ompat manifold with boundary ∂H the omplete
intersetion of ∂H2 and Mˆi−2(g).
Thus H is a ompat manifold. Its boundary onsist of two disjoint omponentsH\H ′ and ∂H ′ = Mˆi,r−i(f).
The symmetri group Si−1 ats on Σ
1r−i(f)×M (i−1) by permuting the last i− 1 oordinates. By denition H ′
is invariant under this ation. The above onsiderations show that ∂H ′ and H \H ′ are also invariant, and the
ation is free on eah. Thus we an fatorize by this ation on H and get that the quotient is again a ompat
manifold Hˆ with boundary ∂H ′/Si−1 and (H \H
′)/Si−1. By denition ∂H
′/Si−1 = Mˆi,r−i(f)/Si−1 = Λ
i
r. On
the other hand we have seen that
H \H ′ = {(x1, x2, . . . , xi) ∈ ∆
r−i+1
i (M) \ Σ
1r−i+1(f)×∆i−1(M) : g(xj) = g(xl) (1 ≤ j < l ≤ i)}.
Thus there is a natural map φ : (H \ H ′)/Si−1 → Λ
i+1
r that is given by φ(x1, [x2, . . . , xi]) =
(x1, [x2, . . . , xj−1, xj+1, . . . , xi]) when x1 = xj . This map is learly a dieomorphism. Thus (H \ H
′)/Si−1 =
Λi+1r .
Finally projeting everything to the rst oordinate we get a map Hˆ →M that on the boundary oinides
with λir and λ
i+1
r . Thus λ
i
r ∼ λ
i+1
r .
Remark 3. If the odimension k is odd, then the odimension of g is even. So if M and N are oriented, then
H ′ an be given a natural orientation. This is preserved by the ation of Si−1 and so the manifold Hˆ that
reates the obordism between λir and λ
i+1
r is oriented. Thus λ
i
r ∼SO λ
i+1
r and the oriented part of theorem
follows as well.
4 Loal omputations
Let us onsider a prim map f : Mn → Nn+k. Let us write n = r(k + 1) + z. Then the Σ1r -points of f form a
z-dimensional submanifold in M . Let x ∈ Σ1r(f) \Σ1r+1(f). Then (aording to e. g. [1℄) it is possible to take
small Eulidean neighborhoods of x and f(x) and introdue loal oordinates suh that f takes the following
loal normal form (we take both x and f(x) to be in the origin):
F : (Rr(k+1)+z , 0) → (R1+k+(r(k+1)−1)+z , 0)
(yr, yr−1, . . . , y1, s) 7→ (p0(y
k
0 ), p1(y
k
0 ), . . . , pk(y
k
0 ), y, s),
where yj = (yj0, y
j
1, . . . , y
j
k) ∈ R
k+1
for every 1 ≤ j ≤ k and pi(x) =
∑r
j=1 y
j
i x
j
are polynomials. By y we denote
the olletion of all yji exept y
k
0 , so y ∈ R
r(k+1)−1
. Finally s = (s1, . . . , sz) ∈ R
z
. The variable yk0 is speial
and will also be denoted by t. Note that p0(y
k
0 ) = p0(t) = t
r+1 + yr−10 t
r−1 + · · · + y10t is atually degree r + 1
in t, while for any i > 0 we have pi(y
k
0 ) = pi(t) = y
r
i t
r + . . . y1i t whih is degree r in t. We will think of the pi
mostly as polynomials of the single variable t.
Lemma 2.
1. The point (t, y, s) is a Σ1j -point of F if and only if p′i(t) = p
′′
i (t) = · · · = p
(j)
i (t) = 0 for every 0 ≤ i ≤ k.
2. The set of suh points form a submanifold in R
r(k+1)+z
whih an be smoothly parametrized by
s, yr, . . . , yj+1.
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Proof. Part 2 easily follows from part 1, sine if j < r and s, yr, . . . , yj+1 are xed, then p
(j)
i (t) = 0 is a
non-degenerate linear equation for yj . This an be uniquely solved. Then p
(j−1)
i (t) = 0 is a non-degenerate
linear equation for yj−1, and so on. Finally if j = r then obviously the only solution is yli = 0 for every i, l
independently of s. Thus it sues to show part 1.
We will proeed by indution on j. The initial step j = 1 is easy to see: dF is singular if and only if
p′i(t) = 0 for every i and in this ase ker dF is the t-axis. Now let us suppose we know the statement for j − 1
and take a point x ∈ Σ1j (F ). Then x ∈ Σ1j−1 (F ) and ker dxF ⊂ TxΣ
1j−1(F ). Then there is a sequene of
points x(i) = (t(i), y(i), s(i) ∈ Σ1j−1 (F ) suh that x(i) → x = (t, y, s), t(i)−t|x(i)−x| → 1 and
|y(i)−y|
|x(i)−x| → 0. Let us
fous on pl where l is arbitrary but xed, and temporarily denote it by p. We will also temporarily inlude in
the notation of p all its hidden variables. Then
p(j)(t, y) = lim
i→∞
p(j−1)(t(i), y)− p(j−1)(t, y)
t(i)− t
(1)
= lim
i→∞
p(j−1)(t(i), y)− p(j−1)(t(i), y(i))
t(i)− t
(2)
= 0.
Here (1) holds sine p(j−1)(t, y) = p(j−1)(t(i), y(i)) = 0 by the indutive hypothesis. (2) holds sine p(j−1) is a
xed nite sum of expressions linear in y and
|y(i)−y(i)|
t(i)−t → 0. This argument an be easily reversed and so the
statement is true for j. This ompletes the indution and thus proves part 1.
Theorem 2. Let f : Mn → Nn+k a generi Morin map. If there exist points xi 6= x
′
i ∈ M ; (i ≥ 1) suh that
xi → x, x
′
i → x, xi ∈ Σ
1r (f) and f(xi) = f(x
′
i) for every i, then x ∈ Σ
1r+1(f).
Proof. It is obvious that x ∈ Σ1r (f). Let us suppose that x ∈ Σ1r (f) \ Σ1r+1(f). We an onsider f loally
around x and introdue Eulidean neighborhoods as before, denoting the funtion in the new oordinate-system
by F . As xi → x and x
′
i → x, these points will fall into the hosen neighborhood with at most nite exeptions.
From Lemma 2 it is obvious that the only Σ1r -points of F are those for whih t = 0 and y = 0, and s is arbitrary.
On the other hand if F (t, y, s) = (0, 0, . . . , 0, 0, s) then obviously t = 0 and y = 0. So none of the Σ1r -points of
F are double points of F whih is ontradition.
If f : Mn → Nn+k is atually a prim map with lifting g : Mn # Nn+k × R and x ∈ Σ1r(f) \ Σ1r+1(f),
then we an take the Eulidean oordinates around x and f(x) introdued at the beginning of this setion, and
hoose a last extra oordinate around g(x) suh that g takes the loal form G(x) = (F (x), t). Let j < r and let
us onsider the set
A′ = {(u, v) ∈ Rn × Rn : u ∈ Σ1j (F ), F (u) = F (v), t(u) ≥ t(v)}
and its losure A = l(A′).
Theorem 3. The set A is a manifold with boundary ∂A = {(u, u) : u ∈ Σ1j+1(F )}.
Proof. Theorem 2 implies that a boundary point of A′ must be in Σ1j+1(F ). We shall give an expliit
smooth parametrization of A′ on an open halfspae, and show that this extends smoothly and bijetively to a
parametrization of Σ1j+1 (F ) on the boundary of the halfspae. It is obvious that the variables s play no role
whatsoever, so without loss of generality we may assume that z = 0 and omit s from the further alulations.
The ondition F (u) = F (v) obviously implies y(u) = y(v), so (u, v) ∈ A′ if and only if t(u) > t(v), and
p′i(t(u)) = p
′′
i (t(u)) = · · · = p
(j)
i (t(u)) = pi(t(u))− pi(t(v)) = 0 for every i. (Here we think of pi as a polynomial
of one variable. Its oeients depend on y, but sine y is independent of u and v, this notation makes sense.)
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We laim that for any hoie of parameters t(v) > t(u), yr, yr−1, . . . , yj+2 there is a unique hoie of
yj+1, . . . , y1 depending smoothly on the parameters suh that the resulting pair of points (u, v) ∈ A′. (In
ase of j = r − 1 there is only a single parameter t(v) > 0.)
Let us rst deal with the ase j < r − 1. Then for eah i the problem of nding yj+1i , y
j
i , . . . , y
1
i suh that
p′i(t(u)) = p
′′
i (t(u)) = · · · = p
(j)
i (t(u)) = pi(t(u))− pi(t(v)) = 0 holds an be solved independently of eah other.
In fat the problem is the same for every i, so we x an arbitrary i and denote pi(t) = p(t) = λrt
r + · · ·+ λ1t
temporarily. Let us write p(t) = q(t) + λj+2t
j+2 + · · · + λrt
r = q(t) + r(t). Sine λr, . . . , λj+2, t(u) and t(v)
are xed parameters, we know the value of r(t(u)), r(t(v)), r′(t(u)), r′′(t(u)), . . . , r(j)(t(u)). We have to nd the
oeients of q. Let us write q as a Taylor polynomial around t(u). Then
q(t) = q(t(u)) +
j∑
i=1
q(i)(t(u)) ·
(t− t(u))i
i!
+ λj+1 · (t− t(u))
j+1. (1)
Sine 0 = p(i)(t(u)) = q(i)(t(u)) + r(i)(t(u)), in (1) the only unknown value is λj+1. By denition
q(t(v))− q(t(u)) = p(t(v))− r(t(v)) + r(t(u)) − p(t(u)) = r(t(u)) − r(t(v)),
and hene by substituting t = t(v) in (1) we get that
λj+1 =
(
1
t(v) − t(u)
)j+1
·
(
r(t(u))− r(t(v)) −
j∑
i=1
q(i)(t(u)) ·
(t− t(u))i
i!
)
As every quantity on the right hand side is xed and t(u) > t(v) we nd that the parameters uniquely and
smoothly determine λj+1. Then all the remaining λ's are uniquely and smoothly determined by the Taylor
expansion (1). Finally to see what happens on the boundary of the halfspae t(u) > t(v) just observe, that the
vanishing of the derivatives of p at t(u) imply that p(t) = p(t(u)) + (t − t(u))j+1 · w(t) for some polynomial
w(t). Then the equation p(t(v)) = p(t(u)) is equivalent to w(t(v)) = 0. Then if t(v) − t(u) onverges to 0 the
solution will onverge to a w(t) for whih w(t(u)) = 0, whih is equivalent to saying that p(j+1)(t(u)) = 0. So
the boundary of the halfspae t(u) > t(v) parametrizes those points (u, u) for whih p′(t(u)) = p′′(t(u)) = · · · =
p(j+1)(t(u)) = 0 whih is equivalent to u ∈ Σ1j+1(F ).
Now onsider the ase j = r − 1. The only parameter is t(v). Let us suppose that we have a solution u
that satises all the equations. Let i ≥ 1. Then pi(t) is a degree r polynomial for whih the rst r derivatives
vanish at t(u). Thus pi = ci · (t − t(u))
r
. Further we know that pi(t(v)) = pi(t(u)) = 0 while t(v) > t(u).
This is only possible if ci = 0. So all the pi's must be identially 0, exept for p0. Let us temporarily denote
p0(t) = p(t) = t
r+1 + λr−1t
r−1 + · · ·+ λ1t. The onstraints on the derivatives imply that
p(t) = p(t(u)) + p(r)(t(u)) ·
(t− t(u))r
r!
+ (t− t(u))r+1.
The polynomial p has no xr term by denition, so p(r)(t(u)) = r!(r + 1)t(u), and so
p(t) = p(t(u)) + (t+ r · t(u))(t− t(u))r.
Finally
p(t(u)) = p(t(v)) = p(t(u)) + (t(v) + r · t(u))(t(v) − t(u))r,
so t(u) = −t(v)/r, and p(0) = 0 determines p(t(u)). Thus indeed for any t(v) > 0 there is a unique solution
u, this solution is smoothly parametrized by t(v), and the boundary t(v) = 0 goes to the only Σ1r -point, the
origin.
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