The event-related potential (ERP) and event-related field (ERF) techniques provide valuable insights into the time course of processes in the brain. Because neural signals are typically weak, researchers commonly filter the data to increase the signal-to-noise ratio.
Introduction
Event-related potential and event-related fields (ERP/ERF), generated by averaging electro-and magneto-encephalographic (EEG/MEG) signals respectively, provide unique insights into human brain processes with unrivalled time resolution. Because the signal is weak and noisy, raw data typically require several pre-processing steps, including filtering and removal or attenuation of artifacts, before epoching and averaging over trials and participants. Filtering is an efficient way to increase the signal-to-noise ratio by removing frequency bands that mainly contain non-neural or irrelevant information. In EEG, both high frequencies (typically above 30 or 40 Hz), as well as low frequencies (typically below 1 Hz or less) are often filtered out. There has been a recent interest in the effects of filtering on ERP signals and their interpretation. In VanRullen (2012) , the dangers of low-pass filtering and its effect on estimating onset times were examined. In a related commentary (Rousselet 2012) , it was shown that the effects of low-pass filtering might be limited, but that high-pass filtering can lead to problematic onset time distortions, which can be largely circumvented by using causal filtering. The present paper focuses on the early C1 component and the removal of low frequencies.
Low frequency signals can be of non-neural origin, such as electrodermal activity, drying, or chemical stabilization of the electrolyte due to thermal changes and contact with the skin (see e.g., Hennigausen et al., 1993; Tallgren et al., 2005; Vanhatalo et al., 2005) . In addition, the neural signal itself contains drifts and low frequencies, that can have cognitive significance (Grey Walter et al., 1964; Fitzgerald et al., 2001; Monto et al., 2008; Palva and Palva, in press; Vanhatalo et al., 2005; Pastor et al., 2008) but might not be relevant for the study.
Low frequency signals are removed with a high-pass filter. High-pass filtering can be understood as a way to force the average signal to be zero within a time window of a certain 4 duration, thus eliminating slowly varying components. The higher the cut-off frequency (the frequency at which a 3 dB attenuation is attained), the shorter the time window, and the shorter the time during which the signal is allowed to depart from zero. As we shall demonstrate, this can lead to significant distortions of the data.
The layout of this paper is as follows. After discussing some principles behind commonly used filters, we apply different filters to our own EEG data. We demonstrate that high-pass filtering with an excessively high cut-off frequency can introduce systematic distortions to the signal and can lead to false results and interpretations. Although a wellknown textbook warns of the dangers of filters and recommends a maximum cut-off value of 0.1 Hz in high-pass filters (Luck, 2005) , a review of published papers reveals that many studies do not conform to this recommendation, which may have led to false conclusions, in particular concerning early modulations.
Filtering alters the shape of the signal
Although filtering can improve the signal-to-noise ratio, it can also distort the signal in an unwanted manner. A commonly known distortion introduced by filtering, often described in EEG/MEG data processing software manuals, is phase delay. Phase delay shifts the frequency components in time, which is undesirable given the core importance of the event timing in ERP/ERFs. Phase delay is particularly an issue for causal filters, for which the output at a given time only depends on past and present, but not future, input. Linear frequency-dependent phase delay, meaning that all frequencies will be delayed by the same amount, can be implemented with causal Finite Impulse Response (FIR) filters. This minimizes distortion of the overall shape of the signal, but may generate large delays up to hundreds of milliseconds. Infinite Impulse Response (IIR) high-pass filters, such as Butterworth or Ellipsoid filters, commonly implemented in EEG/MEG software packages, can achieve comparable filtering performance to FIR filters with fewer computational resources and with less delay (see e.g. Lynn, 1989) . However, their non-linear phase response can generate strong distortions of the signal.
Because of the drawbacks of causal filtering and with the advent of computerized data processing and storage, acausal filtering has gained popularity. As the output of an acausal filter depends both on past and future input, acausal filters are applied offline on stored data.
The advantage of acausal filters is that they can be constructed to have no phase delay at all, in which case they are called zero phase-shift filters. Commonly, these acausal filters are implemented with a causal filter run twice over the data: once forwards and once backwards.
Apart from doubling the order of the filter, the backwards pass counterbalances any delays that the forward run introduces. Because of the absence of delay and the reduced distortions induced by forward-backward filters, guidelines and software manuals more or less explicitly advise their use (see e.g. Picton et al., 2000) . In the following, we use the term acausal to indicate zero phase-shift acausal filters, as these are the most relevant for EEG/MEG processing. Figure 1A shows the effect of a causal Butterworth filter applied forwards, and applied both forwards and backwards for two artificial example signals: a boxcar signal (left) and an artificial waveform (right). The artificial waveform was constructed with a sum of three Gaussian functions:
Due to the non-linearity of the phase response of the Butterworth filter, the shape of the signals is significantly distorted in the causal case (top row). Note however that all the distortions happen after signal onset. In the forward-backward case, distortions are remarkably reduced compared to the causal case, but the signal is distorted more than one second prior to signal onset (bottom row).
These distortions can lead to misinterpretation, in particular in the typical situations where one studies the onset of a particular component, or of a divergence between two waveforms. Figure 1B illustrates this point, showing two signals that are initially the same, but differ after one second (top). When a causal filter is applied, the timing of the divergence of the two signals is preserved (middle). However, after applying an acausal filter, differences between the two signals are observable where they were identical before filtering, even before the onset of the two signals (bottom). The difference in the later part contaminates the early part of the waveform.
With a causal filter, a difference in the unfiltered waveforms may lead to differences later in time, but cannot affect earlier timepoints, supporting inferences that the effect started at this time at the latest. However, with an acausal filter, distortions are spread both forward and backward in time. In this case, it is not possible to state when the effect starts: it can only be concluded that the waveforms differed at some point in time.
Effects of filtering on actual EEG data
To illustrate the problematic effects of filtering in practice, we submitted some of our own data to various high-pass filters. The original purpose of the experiment was to investigate the effects of spatial attention and facial expression on the C1 component of the visual ERP. The C1 component is characterized by a widespread centro-parietal negativity (or positivity) peaking before 100 ms, evoked by presenting stimuli in the upper (or lower)
hemifield and using an average mastoid reference (Clark et al., 1995) . The results of this experiment and its detailed interpretation will be presented elsewhere (Acunzo et al., in preparation) . Using these data, we show how high-pass filters can affect the shape of a real waveform, and how subsequent components can add systematic biases to earlier components 7 and lead to erroneous interpretations. In addition, we show that filter parameters are critical for the proper interpretation of early components, and more particularly the C1 component.
Methods

Stimuli and Procedure
Stimuli and procedure will be described in more detail elsewhere (Acunzo et al., in preparation). All procedures were approved by the Psychology Department Ethical
Committee at the University of Edinburgh. Twenty-four right-handed participants were first presented with an arrow near the fixation point, pointing left or right, for 200 ms. After an interstimulus interval of 750 ms, a facial stimulus was presented for 300 ms on the side congruent or incongruent to the cue arrow, and presented on the upper visual hemifield to elicit a negative C1 (Jeffreys and Axford, 1972; Clark et al., 1995) . Facial stimuli showed three expressions: neutral, fearful, and happy. The experiment consisted of 1120 trials per participant, with 352 trials for the Happy facial expression condition, and 768 trials equally divided between the Neutral and Fearful conditions. Participants were instructed to press a button when detecting a happy face at the congruent location only (176 trials), while fixating on the fixation point.
Data Acquisition
EEG was recorded using a BioSemi Active-Two system (BioSemi B.V., Amsterdam, Netherlands), which has a DC coupled amplifier. The activity at 64 Ag-AgCl scalp electrodes following the location and label of the extended 10-20 system (Jasper, 1958) , along with 4 electrooculographic (EOG) electrodes (above and below the right eye, and on the outer canthi) and 2 mastoid electrodes, was digitized on 24 bits with a sample rate of 1024 Hz.
Data Processing
Pre-processing was performed using the EEGLAB toolbox (Delorme and Makeig, 2004) under Matlab (Mathworks, Inc., Natick, MA, USA), and custom scripts. The EEG 8 signal was first re-referenced to the average mastoids, and low-pass filtered with a cut-off value of ! ! ! !" Hz, using the default FIR filter implemented in EEGLAB: a least square linear-phase filter of order 75 with a transition bandwidth (the range of frequencies between the bandcut and the bandpass) of 6 Hz, run forward and backward. Though it should be kept in mind that low-pass filters may also induce artifacts (VanRullen, 2011) , the low amplitude of the higher frequencies in the EEG signal reduces the risk of serious alteration of the waveform. Rousselet (2012) found little artifactual effect of low-pass filtering on real EEG data. Furthermore, as this preliminary filtering step is done for all subsequent high-pass filtering conditions, it does not alter our conclusions on high-pass filtering. The continuous data were then resampled to 256 Hz. High-pass filters with cut-offs ! ! of 0.05, 0.1, 0.5, and 1
Hz were then applied to study the effects of filtering. Testing lower cut-off values was found to be unnecessary as little effect was observable up to 0.1 Hz. We used the default EEGLAB parameters for this filtering step as well: the filters used were least square linear phase FIR high-pass filters run forward and backward. Their transition bandwidth was !!!"!! ! and their
, with ! ! the sampling frequency (256 Hz), and !"# the function that rounds downwards to nearest integer. For each of the filtered sets of raw data, epoching was performed using facial stimulus onset time as time origin, and each channel was baselined using the 100 ms interval preceding stimulus onset. To remove artifactual epochs, a semiautomatic procedure was run on the non high-pass filtered data, labelling epochs containing EOG data beyond 70 µV in absolute value. The data were visually inspected and epochs containing artifacts were removed. The same trials were used for all filtering conditions. On average, 936 correctly answered and artifact-free trials per participant contributed to the grand-average ERP.
Data Analysis
Voltage from electrodes P1, P2, CP1 and CP2 was averaged to generate the ERPs. For the C1 component, mean amplitude of the 50-100 ms interval was calculated. For the purpose of this paper, only results from the Congruent attentional condition are presented here. A oneway ANOVA with Emotion (Neutral, Fearful, Happy) was performed for each filter cut-off value. We tested for normality using a Kolmogorov-Smirnov test, and for sphericity using a
Mauchly test. Normality hypotheses were confirmed. When indicated, a Greenhouse-Geisser (GG) correction was applied to compensate for sphericity violations.
Results
Figure 2 shows grand-average ERPs for each emotional condition (Neutral, Fearful, Happy) averaged over all participants and the electrodes CP1, CP2, P1 and P2. Figure 2A shows the waveforms without high-pass filtering. Figure 2C zooms in on the waveform between -100 and 500 ms, containing the C1. After reaching a negative peak at 100 ms (as expected with stimuli presented in the upper visual hemifield, see Clark et al., 1995) , the waveforms exhibit a globally positive-going excursion, peaking at around 500 ms. The amplitude of this deflection is largest in the Happy condition, which corresponds to target trials during which participants had to press a button.
High-pass filtering strongly affected the shape of the waveforms. As the cut-off frequency of the filter is increased, the late positive component disappears (Fig. 2B, E, F) .
But simultaneously, the early part of the waveform is pushed downwards. This effect is similar to the distortion observed in Figure 1A (bottom row). Only when a low cut-off frequency of 0.1 Hz was used, was the waveform not drastically affected (Fig. 2D ).
In parallel with its impact on the shape of the ERP, scalp topographies (averaged across the latency period from 50-100 ms) are affected by filtering (Fig. 2C-F, insets) . The indicated dissimilarity measures how each map is different from the non-filtered map. A dissimilarity of 0 means that the two maps are identical, and a dissimilarity of 2 means the two maps are inverted (see Lehmann and Skrandies, 1980) . As a consequence, high-pass filtering may alter results for studies using topography information, such as microstate analysis, independent component analysis, or source reconstruction.
----------------Figure 2 about here ----------------
Next, we examined the apparent modulation of the C1 amplitude with experimental condition. Figure 3A shows that the modulation strongly changes as a function of the cut-off value. Significance tests (Fig. 3B) show that, in our experiment, apparently reliable effects arise as the filter cut-off frequency increases, at 0.5 Hz (F 2,46 = 9.38, p < 10 -3 ) and 1 Hz (F 2,46 = 9.53, p < 10 -3 ), while there is no significant effect for lower cut-off values.
-
---------------Figure 3 about here ----------------
To better understand the mechanisms behind these effects, we tested directly whether the C1 effect observed at high cut-offs was due to a subsequent late component that contaminates C1 through the acausality of the filter. Late components are known to be affected by facial expression and target recognition (Eimer and Holmes, 2002; Picton, 1992; Rozenkrants and Polich, 2008) . To quantify these effects, we measured the Late Positive Complex (LPC) as the averaged waveform between 400 and 500 ms. Consistent with the literature, the LPC showed a larger positive excursion for the Happy faces target than for the other conditions (F 1.17,27 .01 = 34.05, p < 10 -5 , GG corrected). We defined !"#$ !" (and !"#$ !" ) as the change in LPC amplitude in the Happy versus Neutral conditions (resp.
Fearful versus Neutral), in the unfiltered condition. Similarly, !"! !" (and !"! !" ) is the difference of C1 amplitude between the Happy and Neutral conditions (resp. Fearful and Neutral) in the unfiltered condition, and !"! !" ! ! !! and !"! !" ! ! !! in the filtered condition with a 1 Hz cut-off. We calculated these values for each participant.
To evaluate the link between the LPC and the C1 amplitude, we correlated !"#$ with !"!, defined as the change in !"! caused by the filtering !"! ! !"!
positive for most participants, as the C1 effect is larger with the high-pass filter than without (see e.g. Fig. 2C versus 2F ). Figure 4 shows the correlation between the Neutral/Happy modulation !"#$ !" and the change in C1 effect !"! !" , and similarly for the Neutral/Fearful modulation (!"#$ !" and !"! !" ). We found a strong correlation in both cases (! HN = 0.95, p waveform that do not show a significant effect can contribute to the bias.
---------- Figure 5 about here ---------To ensure that the C1 effect observed in the filtered waveform was indeed due to a subsequent component, we used a causal filter (4 th order high-pass Butterworth filter with 1
Hz cut-off). While the waveform also appears distorted when compared with the waveform without high-pass filtering (see Fig. 5 ), we failed to find a significant C1 effect (F 2,46 < 1).
Together, these results confirm that the C1 effect in our data is due to subsequent components, in particular the LPC, and is completely artifactual.
Discussion
In summary, we showed that high-pass filtering of the raw EEG data can distort the resulting ERP waveforms, and induce systematic biases between conditions. For this reason, high-pass filtering should be used parsimoniously in EEG/MEG data, and the cut-off 12 frequency should be kept as low as possible under normal circumstances. Our analysis on real EEG data shows how a late slow component can induce a systematic bias in an earlier component when using commonly used acausal filters, which can lead to erroneous interpretations. We found a highly statistically significant modulation of C1 by stimulus condition, but showed that it was completely artifactual.
The recent years have been characterized by an increasing interest in the very early visual components, happening before 100 ms after stimulus onset, and thought to be associated with activity in the striate (Jeffreys and Axford, 1972; Clark et al., 1995) , and perhaps extrastriate visual cortices (Foxe and Simpson, 2002; Ales et al., 2010, but see Kelly et al., in press ). When peaking, these components are often labeled C1 and M90 for the eventrelated potential (ERP) and event-related field (ERF) waveforms respectively. These early processes, and in particular, the C1 component, were thought to be only modulated by the physical characteristics of the triggering stimulus, but immune to endogenous modulations, and more specifically attention (Martínez et al. 1999; Noesselt et al. 2002; Di Russo et al. 2003; Hillyard et al. 1998 ). More recently, however, C1 modulations by attention and attentional load (Khoe et al. 2005; Wu et al. 2005; Kelly et al. 2008; Fu et al. 2009; Rauss et al. 2009; Fu et al. 2010a; Rauss et al., 2011) , perceptual learning (Pourtois et al., 2008) , anxiety (Eldar et al., 2010) , and emotional stimuli or faces (Pourtois et al., 2004; Stolarova et al., 2006; West et al., 2011) were reported. Similarly, very early ERF modulations by attention (e.g., Poghoshyan and Ioannides, 2008; Ioannides and Poghoshyan, 2012) and facial expression (e.g., Batty et al., 2009; Bayle and Taylor, 2009 ) have been reported. While these results are extremely exciting, as they suggest that our brain processes and modulates visual information more quickly than is generally thought, difficulties of replication (e.g., Santesso et al., 2008; Fu et al., 2010b) make it hard to draw conclusions on what mechanisms are at 13 play. One possible reason for such inconsistencies is that experimental paradigms and methods vary widely.
In light of our findings, we examined the high-pass filter cut-off value used in these studies. We found that out of the 13 ERP/ERF attention studies finding a very early effect, 5 used a cut-off higher than 0.5 Hz. Similarly, 6 out of 10 studies reporting early effects of facial expression used a cut-off higher than 0.5 Hz. We found only one study reporting no early effect while using a high cut-off.
The inconsistency of results may therefore be a combination of filtering artifacts, Although the issues presently discussed are also relevant for intra-cranial EEG, we only focused on data measured from scalp recordings. Our results are consistent with those reported by Rousselet (2012) : out of the 185 scrutinized studies satisfying our criteria, we found that 80 (43%) of them used a cut-off above 0.1 Hz. Half of those, i.e. 40 studies (21 %), used a cut-off of 1 Hz or higher. The proportion of studies using a cut-off higher than 0.1
Hz and using MEG was comparable to those using EEG (18/40, or 45% vs 65/155, or 42%) .
The vast majority of these reports do not specify whether a causal or acausal filter was used, 14 but the few which do used a zero phase-shift filter. Additionally, most papers do not specify why such a high cut-off value was used, and those who do invoked the classical reasons of signal-to-noise ratio increase and slow trends removal.
While the potential dangers of filtering were already described in Luck (2005) , and while the majority of laboratories use digital high-pass filtering knowingly and
parsimoniously, it appears that it is necessary to change the practices of more than a third of the works, and to possibly reinterpret a non-negligible portion of the literature. However, we do not claim that the conclusions of all reports using a high cut-off frequency are erroneous.
The nature and extent of biases induced by filtering depend on the shape of the waveform, the type of filter used, and the specific component studied. Rather, these studies should be regarded keeping the possibility of a filter-induced bias in mind.
Summary and Guidelines
The following guidelines should be considered to minimize artifacts due to high-pass filtering:
-Only use offline high-pass filtering if necessary. Visually inspect the data beforehand to judge if too much drift is present. Only if the data are indeed noisy and show a large amount of drift, consider applying a high-pass filter.
-To choose the cut-off of the high-pass filter, we reiterate the guideline stated in Luck (2005): set the high-pass filter cut-off value to 0.01 Hz by default. For less docile participants whose data may be noisier, such as children or certain kinds of patients, consider the possibility of a higher cut-off, such as 0.05 or 0.1 Hz maximum.
-If, for any reason, a filter with a higher cut-off is applied, check the results against data filtered with a lower cut-off. Try to understand any discrepancy in the results and 15 make sure they are not due to biases induced by filtering (e.g. with analyses as used in the present paper).
-To check the distortion induced by a filter, generate a grand average waveform with and without having applied a filter on the raw data, and ensure that the overall morphology is not affected.
-Acausal zero-phase shift filters do not delay the signal but can generate distortions backward in time. If one is interested in the earliest moment when an effect occurs, a causal filter is preferred (see also Rousselet, 2012) . If one is interested in the timing of a peak, a zero phase-shift filter should be preferred.
-Finally, as stated in Picton et al. (2000) , the nature of the filter used should be specified. In particular, a vast majority of the reports omit to mention the causality of the filter, which, as we saw, may be critical for the interpretation of the data. order Butterworth filter of cut-off 1 Hz. The shape of the waveform is strongly altered, but no early artifactual C1 effect is present in comparison to the ERP generated after applying an acausal high-pass filter (cf. Fig. 2F ). This is consistent with the hypothesis that the C1 effect observed with an acausal filter at the same cut-off value was due to signal differences occurring subsequently.
