Abstract-Due to the large increase in electric vehicles (EVs), smart charging strategies are required in order for the distribution grid to accommodate all these EVs. Many charging strategies either assume that future loads are known in advance, or use predictions of these loads as input. However, accurate prediction of uncontrollable load is very difficult. Online valleyfilling algorithms circumvent this problem by determining the charging profile based on a prediction of the fill-level: a single parameter that characterizes the optimal EV schedule. This paper presents a simple, but accurate, method to predict this fill-level. We show that near-optimal charging profiles with an optimality gap of less than 1% can be realized when our method is used to predict the input level for the online valley-filling approach. Furthermore, our method is very fast and thus suitable for use in decentralized energy management systems that employ the online valley-filling approach.
I. INTRODUCTION
The number of electric vehicles (EVs) in the world increases rapidly and has already passed three million in 2017 [1] . This increase of EVs leads to a large increase in loads in residential distribution grids. Field tests have shown that uncontrolled charging of EVs can lead to very high peak consumption and even outages (e.g., [2] ). Therefore, smart control of EV charging is required to preserve a proper operation of the grid. In particular, peak loads should be minimized in order to prevent overloading of the grid and reduce losses.
As input to compute the optimal charging profile, many EV charging strategies use the uncontrollable load (or base load) of a household. In such strategies, it is often assumed that one knows this future base load in advance. However, in practice, such knowledge is not available. As a consequence, predictions of the base loads have to be used as input. Many methods exist for predicting the base load profile [3] . However, already small errors in a prediction, especially with regard to the time of large demand peaks, can lead to bad solutions when the EV charging is determined based on this prediction. Therefore, much research focuses on solution methods that take the uncertainty of future base loads into account. Examples of such methods are robust optimization (e.g., [4] ), stochastic programming (e.g., [5] ) and multi-agent systems (e.g, [6] ).
A widely used concept for scheduling EV charging is valleyfilling. Valley-filling aims to obtain a flat energy profile by "filling" valleys in the base load profile with EV charging. In this way, the EV is not charged during high peaks of the uncontrollable demand and, as a consequence, does not increase the maximum peak consumption. Several works apply valley-filling as a subroutine in decentralized EV fleet control strategies (e.g., [7] - [11] ). Often, such approaches aim at finding charging profiles that are optimal to the valley-filling objective by iteratively updating the charging profiles of individual EVs. However, few works exploit the fact that the optimal charging profile can be characterized by a single parameter. This parameter, which is called the fill-level, is the level up to which the valleys in the base load profile are filled with EV charge. Some studies (e.g., [12] - [14] ) take the optimal fill-level (the fill-level that corresponds to the optimal charging profile) or an approximation of this level actively into account when computing the charging profile. This results in very good online charging strategies that deliver near-optimal solutions. Furthermore, it can be shown that these strategies are very robust against unforeseen behavior of the base load.
This paper presents a simple, but accurate, method to predict the fill-level that is required as input for online valley-filling algorithms. We show that our method is able to predict the optimal fill-level to such a high accuracy that an online solution can be obtained with an optimality gap of less than 1%. The method also predicts the fill-level accurately for cases with high PV production peaks, provided that the amount that has to be charged is large enough to compensate for the resulting production peaks. The required user input for our method is a risk parameter that represents a preference for either under-or over-predicting the optimal fill-level. We argue that this preference is influenced by the context wherein the EV charging is managed and thus should be taken into account when predicting fill-levels. Our method uses information of historical days to compute the optimal charging profile and fill-level for charging sessions similar to the current one. In this way, we can learn the behavior of the optimal fill-level for the current charging session. We show that the resulting behavior is very stable, which enables us to compute very accurate predictions.
The remainder of this paper is organized as follows. In Section II, we explain both the offline and online valley-filling concepts in more detail. Section III presents our approach to predict the fill-level, which we validate in Section IV in a simulation study. Finally, Section V provides our conclusions.
II. THE VALLEY-FILLING APPROACH
This section describes the valley-filling approach in more detail. Section II-A introduces the EV charging problem and discusses the offline valley-filling approach and Section II-B reviews the online version. The latter is basically a reformulation of the method described in [14] .
A. The offline valley-filling approach
We first introduce the EV charging problem that we consider in this paper. We assume that the charging window (the time window during which the EV can be charged) is given. We divide this period into T time intervals T = {1, . . . , T }. The variable x t now denotes the energy volume that is charged during time interval t and p t denotes the base load at interval t. We call x = (x t ) t∈T and p = (p t ) t∈T the charging profile and base load profile respectively. We assume that the required charge, i.e., the amount that needs to be charged within the charging window, is known on forehand and denote this charge by C. Furthermore, we denote byx the maximum charging power of the EV for each time interval. The objective is to obtain a 'proper' combined base load and EV profile, which is generally specified as 'as flat as possible'. This can be modeled by minimizing the 2-norm of p + x. All together, we obtain the following optimization problem:
ChargeEV is a separable quadratic resource allocation problem for which many solution methods exist [15] . The valleyfilling approach is one of them and is basically a breakpoint search or multiplier search method. The general idea behind such methods is that a single parameter uniquely characterizes an optimal solution. In terms of ChargeEV and the common way to represent valley-filling approaches in the EV charging literature, this characterization states that there exists a scalar Z called the fill-level such that, for any optimal solution x * to ChargeEV , we have
or, shortly,
Note this implies that computing this optimal Z solves ChargeEV . Figure 1 illustrates the valley-filling approach. For this example,x is large enough such that p t + x t = Z for any interval t whose base load does not exceed Z. 
B. The online valley-filling approach
In the offline setting, only Z is unknown on forehand. However, in the online setting, also p is unknown. One approach is to use predictions of p as input. However, predicting the base load of a household proves to be very difficult in practice (see, e.g., [16] ). Fortunately, we can use (1) to obtain a charging strategy that only requires a prediction of Z. In Section III, we show that Z is much easier to predict than p.
For now, suppose we have a predictionẐ of Z. For each time interval t, we now determine the chargex t as follows:
Employing this decision rule to compute an online charging strategy has three big advantages over other methods. First, we do not require a prediction of the complete base load profile p at the start of the first time interval. Instead, we only require a measurement or prediction of p t at the start of interval t itself. Second, even if the predictionẐ of Z is not very good, the resulting charging profile is still flat for most of the time window due to the nature of the decision rule (2). Third, this method it robust against variations in both the magnitude and time of consumption peaks. Regardless of when such a peak occurs, the decision rule (2) ensures that no or only little charging is done at that moment. Algorithm 1 captures the described online approach for a given time interval t. Here,C is the amount that has already been charged until the start of interval t, i.e.,C = t−1 i=1x i . Apart from the decision rule (2) in Line 1, Algorithm 1 contains two additional rules to correct for the error inẐ. IfẐ > Z, the charging requirement is met before the end of the time window. Line 2 ensures that, in this case, the EV only charges the remainder of the charging requirement or remains idle in these intervals (see Fig. 2a ). On the other hand, ifẐ < Z, the EV does not meet its charging requirement before the end of the time window if (2) is always used. As a consequence, from a certain interval on, charging at maximum power is needed (see to ensure that the EV is charged in time (see Fig. 2b ).
Algorithm 1 Online algorithm for computing the charge at interval t usingẐ as fill-level (adapted from [14] ). III. PREDICTION APPROACH Algorithm 1 needs a predictionẐ of the optimal fill-level Z as input. This section is devoted to deriving a prediction approach for suchẐ. In Section III-A, we discuss the impacts of under-and over-predicting Z and how this should be taken into account when predictingẐ. Based on this analysis, we propose to model Z as a stochastic variable with a fixed, but unknown, probability distribution. In Section III-B, we explain how we obtain an approximation to this distribution.
A. Under-and over-predicting Z There are several reasons why either under-or overpredicting Z could be preferable in a given situation. In both cases, as argued in Section II-B, the combined base load and EV profile is flattened for the main part of the charging window. On the one hand, whenẐ < Z, this flattened part of the profile is lower than forẐ > Z, but in this case, a large peak that can last for several intervals occurs near the end of the period. On the other hand, whenẐ > Z, no EV peaks near the end are created, but the flattened part of the profile is higher. Depending on the context wherein the online valley-filling approach is applied, one of these outcomes might be preferred.
In earlier work [14] , [17] , we aimed to predict Z such that the objective value of ChargeEV is minimized and argued that this objective value grows more rapidly forẐ < Z than for Z > Z. As a consequence, when we aim to flatten the combined profile as much as possible when charging a single EV, overpredicting the level is the preferred option. However, when we look from a neighborhood perspective, under-predicting Z for a few of the EVs can be beneficial for the aggregated power profile. To see this, suppose multiple EVs within the same neighborhood are charging simultaneously and their individual charging is managed by means of the online valley-filling approach. Also suppose that they have a similar charging window and deadline (e.g., during the night and deadlines between 7:00h and 9:00h). If the fill-levels of all EVs are overpredicted, then all EVs will be finished charging before their actual deadline. Thus, near the end of the charging window, almost no charging is done by any of the EVs. Therefore, it is not that harmful if the fill-levels of a few of the EVs are underpredicted: this simply means that a few EVs will have to charge at full power near the end of the period. As a consequence, they fill up the valley near the end of the charging window and in addition decrease the aggregated power consumption during the main part of their charging window.
We conclude that any preference for either under-or overprediction of the optimal fill-level should be taken actively into account when developing a prediction approach. We choose to model this preference by means of a risk parameter α ∈ [0, 1], where α = 0 implies that we always wantẐ ≤ Z and α = 1 implies that we always wantẐ ≥ Z. Our goal is then to compute a predictionẐ such that the probability thatẐ ≥ Z is α. Suppose that Z is a stochastic variable that has a cumulative distribution function (CDF) F Z . Then the goal stated above corresponds to findingẐ such that
which is equivalent toẐ
This yields a simple approach for predicting Z. Given F −1
Z and α, we can simply computeẐ by applying (3). However, as F Z , and thus F −1 Z are unknown, we propose to approximate F Z by an appropriate distribution. In Section III-B, we analyze the behavior of Z in order to choose such a suitable approximation.
B. Computing the distribution of Z
Section II-A showed that the value of Z depends on p, C andx. Of these parameters, p is the only unknown in the online setting. By using base load profiles of previous days as input for ChargeEV while leaving the other parameters (C andx) and the charging window unchanged, we can learn the behavior of Z. More precisely, by this we get a set of samples of Z that we can use to learn the distribution of Z. Note that we assume that the base load profile is independent of the base load profile of other days to keep the analysis and derivations in this subsection simple.
To observe the behavior of Z, we compute a sample set of Z-values for different values of C using base load data from 100 previous days for a single household located in southern Germany. We have chosen not to assess the influence ofx since in practice,x is generally large enough to ensure that no charging at maximum power is required in the optimal solution and thus the influence ofx on Z is negligible. Figure 3 shows the corresponding sample meansμ and sample deviationsσ for two different charging windows. Figures 3a implies that µ is proportional to C. This implies that as C increases, Z depends more on C and less on the base load profile. Figures 3b indicates thatσ becomes almost constant when C increases. Together with the proportionality ofμ, this implies that the values of Z hardly differ relative to each other for large C. This suggests that Z varies only slightly over the course of multiple days, which greatly increases its predictability.
The above analysis suggests that Z can be modeled accurately as a stochastic variable. To determine F Z , we do not assume Z to follow a specific distribution. Instead, we construct its empirical CDF F emp Z from the samples of Z and use this function as a first approximation of the CDF of Z. One disadvantage of using an empirical CDF to computeẐ is that it is a discontinuous function, meaning that there exist values of α for which (F
is undefined. Therefore, in order to computeẐ using (3), we construct from F emp Z a piecewise linear approximation that has the discontinuities of F emp Z as its breakpoints. The resulting CDF, which we denote byF Z , is continuous and thus its inverse (F Z ) −1 exists and can be used to evaluate (3).
IV. SIMULATION STUDY
In this section, we validate the prediction approach presented in Section III and evaluate its efficiency. For this, we simulate the charging of a single EV using the online valley-filling approach, where we predictẐ using our approach. Section IV-A explains the setup of the simulations and the different scenarios that we consider. Section IV-B presents and discusses the simulation results. All simulations and computations in this 
A. Setup and scenarios
For all simulations, we divide the charging windows into 15 minute time intervals. We consider two different charging windows that represent charging during the day and charging during the night, namely 7:00h-19:00h and 19:00h-7:00h respectively. We use the Nissan Leaf 2018 model as a reference EV, which means that the considered battery capacity is 40 kWh [18] . In order to assess the impact of different charging requirements, we consider both the situation where the battery is empty and needs to be fully charged (C = 40 kWh) and the situation where only 25% of the capacity needs to be charged (C = 10 kWh). We assume that a home charger with a maximum rate of 6.6 kW is used. We use the base load profile of the same household as the one that we considered in Section III-B. To construct (F Z ) −1 , we consider four different sets of previous days as training data. These sets consist of the previous 3, 10, 50 and 100 days respectively. To compute the sample set of optimal fill-levels, i.e., to solve ChargeEV for these previous days, we apply the EV charging algorithm in [19] . This algorithm is very fast in practice and thus significantly reduces the computation time of the prediction approach. For each of the above scenarios, we calculate the predicted fill-levelẐ using (3) for a broad range of risk parameters A = {0.05, 0.15, . . . , 0.95}. Subsequently, we carry out the online valley-filling approach, i.e., Algorithm 1, using thisẐ as input fill-level. We repeat this procedure for 100 subsequent days.
In a second step, we assess the influence of local PV production on our approach, we carry out our approach on two similar households, both also located in southern Germany, of which one has PV panels and thus a large production peak during the day. Figure 4 shows a typical daily base load profile for these two houses. We now consider only the charging window 7:00h-19:00h and 10 previous days as sample days, and repeat the approach for 10 subsequent days. Since C = 40 kWh is too small to flatten the base load profile of the house with PV, we also simulated these cases for an EV with a larger battery, where we used a Tesla model S as reference EV (C = 100 kWh, x = 11.5 kW) [20] . 3d  10d  50d  100d  3d  10d  50d  100d  3d  10d  50d  100d  3d  10d  50d 
B. Results
For each predicted levelẐ, we determine whetherẐ is either an under-or over-prediction of the optimal level Z. Table I shows the ratio of days whereẐ ≥ Z for each scenario and risk parameter in A. When this ratio is close to its corresponding α, our approach is able to appropriately take into account the preference α for under-or over-prediction.
The charging requirements do not seem to influence the ratios significantly, However, in contrast, for the cases where 10 or 50 days are used as training days, the ratios tend to be closer to α than for the cases where 3 or 100 days are used. One possible explanation for this is that the previous 10 and 50 days represent both short-term and long-term behavior of Z. Information on both behaviors is required to make a good prediction. The previous 3 days clearly cannot provide us with information on the long-term behavior of Z. Similarly, if we use the previous 100 days and treat all these days equally, i.e., do not assign larger weights to recent days, we neglect any short-term behavior. For the cases that use 10 or 50 days, the ratios are close to α if α is not too small. Table II shows the median ratio between the objective value of ChargeEV for the online solution and for the optimal solution. The number of sample days does not seem to significantly affect the ratios. In contrast, the online solutions for C = 40 kWh are much better than those for C = 10 kWh and in some cases even have an optimality gap of less than 1%. This confirms our observations in Section III-B that the deviation of Z compared to its mean decreases when C increases. Moreover, the online solutions are better for α > 0.5 than for α < 0.5. This confirms the observations in [14] and [17] that, in general, predicting Z too high leads to a better objective value than predicting Z too low. Table III shows the average execution time of the prediction approach. For each prediction, such an execution consists of the computation of the samples of Z, establishing (F Z ) −1 and computingẐ using (3). We distinguished between the different charging windows and sample set sizes since these parameters influence the performance of our approach the most. The results in Table III indicate that, even when using 100 previous days as sample size, our prediction approach is very efficient and can thus be effectively used as a subroutine in, e.g., decentralized EV charging algorithms.
Finally, Table IV shows the results of the PV study. These results indicate that PV production diminishes the effectiveness of our prediction approach. However, the ratios improve, i.e., decrease as C increases and for the Tesla case, the ratios for the house with PV are comparable with the results for C = 10 kWh in Table II . This is in line with the observations in Section III-B on the deviation and predictability of Z.
V. CONCLUSIONS
In this paper, we considered EV charging using an online valley-filling approach and proposed a prediction method for the fill-level that is required as input for this approach. We showed that this level can be modeled accurately as a stochastic variable whose deviation converges to a constant value as the charging requirement increases. In addition, we carried out a simulation study that confirms these findings and shows that online valley-filling algorithms can deliver solutions with an optimality gap of less than 1% when the fill-level is predicted using our approach. This also holds when PV production is taken into account, as long as the amount that the EV has to charge is large enough to compensate for the resulting production peaks.
An important question for future research is how one can choose the risk parameter such that the online solution is close to the optimal solution. In addition, we plan to apply our prediction method to steer the charging of multiple EVs simultaneously using online valley-filling. For this, we plan to take into account both local and global valley-filling objectives by choosing suitable values for the risk parameter of each EV.
The predictability of the fill-level decreases significantly when PV production is present. Including weather forecasts in the prediction and careful selection of the used historical data might improve the predictability of PV production and thus of the fill-level. Therefore, future research focuses on adjusting our prediction approach to take these factors into account.
In this paper, we assumed that EVs have continuous charging rates. However, the theory and techniques presented in this paper can be applied directly to the case where the rates are binary, i.e., that EVs can only charge at a fixed rate. Earlier work [17] already explored online valley-filling approaches for this type of EVs. Difficulties arise, however, when an EV can choose from a finite number of charging rates since optimal solutions to those problems cannot be characterized anymore by a single fill-level. Future work thus focuses on developing online charging strategies for this type of EVs.
