Network softwarization is one of the major paradigm shifts in the next generation of networks. It enables programmable and flexible management and deployment of the network. Network function virtualization (NFV) is referred to the deployment of software functions running on commodity servers instead of traditional hardware-based middle-boxes. It is an example of network softwarization. In NFV, a service is defined as a chain of software functions named service chain function (SFC). The process of allocating the resources of servers to the services, called service placement, is the most challenging mission in NFV. Dynamic nature of the service arrivals and departures as well as meeting the service level agreement make the service placement problem even more challenging. In this paper, we propose a model for dynamic reliability-aware service placement based on the simultaneous allocation of the main and backup servers. Then, we formulate the dynamic reliability-aware service placement as an infinite horizon Markov decision process (MDP), which aims to minimize the placement cost and maximize the number of admitted services. In the proposed MDP, the number of active services in the network is considered to be the state of the system, and the state of the idle resources is estimated based on it. Also, the number of possible admitted services is considered as the action of the presented MDP. To evaluate each possible action in the proposed MDP, we use a sub-optimal method based on the Viterbi algorithm named Viterbi-based Reliable Static Service Placement (VRSSP) algorithm. We determine the optimal policy based on value iteration method using an algorithm named VRSSP-based Value Iteration (VVI) algorithm. Eventually, through the extensive simulations, the superiority of the proposed model for dynamic reliability-aware service placement compared to the static solutions is inferred.
A Dynamic Reliability-Aware Service Placement for Network Function Virtualization (NFV)
N ETWORK Softwarization technologies are envisioned to be a major contribution to 5G networks [1] . In this way, network function virtualization (NFV) avoids the necessity of dedicated middleboxes and facilitates the agile service provisioning [2] . In the NFV paradigm, the hardware middleboxes are replaced by software-based virtual network functions (VNFs) which run on commodity servers. Examples of these VNFs are deep packet inspection (DPI), firewall, and cellular packet core functions [3] . In NFV, a service is created by instantiation of multiple connected VNFs, called service function chain (SFC). The task of assigning SFCs and their VNFs to appropriate servers is referred to as service placement [4] . The main components of an NFV-based network are • Infrastructure network provider (InP) is the owner of the network function virtualization infrastructure (NFVI) which includes commodity servers for performing the VNFs and the links between the servers for routing the traffic of back-to-back VNFs in the SFCs. • Services are requested by the users of the network. Each service has a specific service level agreements (SLA) (e.g., the reliability of service or end-to-end delay). The SLA of each service is determined according to the type of the service. • Network Operator (NO) is responsible for providing the services of the users. For this purpose, NO first composes an appropriate SFC for each service and then use the resources of the InPs for performing service placement [4] . The most important challenge of a successful NFV deployment is managing the resources of the InP in a way that the number of admitted services, meeting their SLAs, is maximized. Most of the previous studies focused on performing service placement without considering the SLA of the service. Recently, SLA-aware service placement has received attention for NFV-based networks. The reliability of the services is one of the most critical requirements in the next generation of telecommunication network, especially 5G and beyond. The three service types of 5G named enhanced mobile broadband (eMBB), ultra-reliable and low-latency communication (URLLC), and machine-type communications (MTC) have specific reliability requirements [5] . As a consequence, the reliability-aware service placement for NFV-enabled NO needs to be extensively studied.
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VNFs of the service are running without failure. On the other hand, the servers of InPs can have different reliability levels, which makes the reliability-aware service placement more complicated. One common solution for providing the reliability requirement is using hot backups. It is referred to allocation of additional servers to some of the constituent VNFs of the service's SFC. The first server is called the main server, and the next servers are called the backup servers. There are two general approaches for performing backup allocation. In the first approach, backup server allocation is done after performing the main server assignment. In the second approach, the main and backup server allocations are done simultaneously. Most of the proposed methods for reliabilityaware service placement is based on the first approach, which is not the optimal solution. Generally, the most unperceived aspect of reliability-aware service placement is the dynamic nature of the service arrival and departure. More precisely, most of the previous studies have not considered the dynamic characteristic of the services. The dynamic nature of the services can dramatically affect the performance of the proposed methods. To the best of our knowledge, there is no comprehensive work for dynamic reliability-aware service placement where the main and backup servers allocation is carried out simultaneously. The main contributions of this paper can be summarized as follows:
• We consider a scenario in which an NO aims to provide different service types using NFV for the users. Each service type is characterized by its arrival rate, departure rate, reliability requirements, and SFC specifications. • We formulate an optimization problem for dynamic reliability-aware service placement, which considers the main and backup servers allocation in one step with the objective of minimizing placement cost and maximizing the number of admitted services meeting their reliability. • We formulate the dynamic reliability-aware service placement as an infinite horizon Markov decision process (MDP) problem to minimize the placement cost and maximize the number of admitted services. We define the state set of the MDP based on the number of active services and the number of incoming services of each type and the action set using the number of possible admitted services of each type. • We propose a method to estimate the idle resources of the InPs according to the number of active services in the process of finding the optimal policy of the MDP. For evaluating each possible action, we use a suboptimal method based on the Viterbi algorithm named Viterbi-based Reliable Static Service Placement (VRSSP) algorithm. • We adopt the value iteration algorithm named VRSSPbased Value Iteration (VVI) to find the optimal policy of the proposed MDP based on VRSSP. During VVI, we determine the best possible arrangement of the admitted services for placement. • Finally, we evaluate the performance of the proposed MDP model for dynamic reliability-aware service placement. We compare the performance of the MDP model with the baseline static methods for reliabilityaware service placement. The rest of the paper is organized as follows. The existing methods for reliability-aware service placement in NFV are reviewed in Section II. We introduce a dynamic reliabilityaware service placement in Section III. Then, we propose an MDP model for dynamic reliability-aware service placement in Section IV. We present the algorithm for service placement named VRSSP algorithm in Section V. In the following, we present VVI algorithm for finding the optimal policy of the introduced MDP in Section VI. Finally, we numerically evaluate the proposed scenario for dynamic reliability-aware service placement in Section VII.
II. RELATED WORKS
In this section, we first review the static service placement problem and then introduce the conducted research in dynamic service placement.
In [6] [7] [8] , the static service placement problem is investigated for minimizing the placement cost by considering different cost components including server cost, cost of traffic routing, a penalty for resource fragmentation, and delay cost. In [9] [10] [11] [12] [13] [14] , the static reliability-aware service placement is considered. In [9] [10] [11] , the backup server allocation apart from the main server placement is done. In [9] , [10] , the VNF selection for backup is performed independent of backup placement. In [11] , an iterative cost-effective redundancy algorithm named CERA is proposed in which VNF selection for backup and backup placement are combined. The authors in [12] first map each service with the estimated number of backups, and then, provide the required reliability by adding more backups. The authors in [13] investigate iterative backup selection with a routing procedure and endeavored to maximize link utilization while providing required reliability and delay. In [14] , an algorithm named ensure reliability cost-saving (ER-CA) for reducing the cost of placement is presented. In [15] and [16] , virtual backup allocation to recover the failing middleboxes is considered. In [15] , the idea of shared backup in which each backup server is a backup for the multiple middleboxes is introduced. In [16], a novel graphbased presentation for backup server allocation is proposed. In [17] , the idea of pipeline sharing for decreasing the number of requirement cores in NFV is investigated in a way that the average delay is minimized.
In [18] [19] [20] [21] [22] [23] , service placement by considering the dynamic characteristic of the services in NFV-enabled NO is investigated. In [18] , [19] , a distributed approach for dynamic service placement is proposed. In [20] , an online algorithm by dynamic adjusting the number of virtual network function instances (VNFIs) is introduced. In [21] , the dynamic service placement for NO with the capability of mobile edge computing (MEC) is considered. In [22] , the jointly dynamic service placement and scheduling problem are modeled as a mixedinteger linear programming (MILP) by providing guaranteed quality of service (QoS). An online algorithm based on the regularization approach is proposed in [23] . In [24] [25] [26] , the dynamic migration-based service placement model with considering the negative effect of migration on the QoS is considered. In [27] , for dynamic reliability-aware service placement only using the main server, a deep reinforcement learning (Deep-RL) method is proposed. To the best of our knowledge, there is no comprehensive work for dynamic reliability-aware service placement by the simultaneous allocation of main and backup servers for NFV-enabled NO.
III. SYSTEM MODEL
In this section, we introduce the dynamic reliability-aware service placement problem. We consider a scenario in which an NO needs to deliver services using NFV. The NO would use the resources of existing InPs for the placement of the services. There are multiple InPs with commodity servers providing service to NOs. Each InP has several servers with different amount of resources and a certain level of reliability.
A. Infrastructure Network Providers (InPs)
Let I denote the set of InPs that NO can use their servers. We model the entire network of InPs as a uni-directed graph G = (G s , G b ), where G s is the set of servers and G b is the set of the links between the servers which can be written as
where G s i is the s th server of the i th InP and G s1,s2 i1,i2 indicates the link between the s th 1 server of the i th 1 InP and the s th 2 server of i th 2 InP. Each server have |R| resource types where the amount of j th resource type on the s th server of i th InP is denoted by R s i,j . Examples of such resource types are CPU, RAM, and storage. The bandwidth capacity and the unit cost of using link G s1,s2 i1,i2 are denoted by B s1,s2 i1,i2 and C s1,s2 i1,i2 , respectively. The unit cost of using the j th resource type of i th InP's server is denoted by C i,j . Let v i indicate the failure probability of the servers of the i th InP. We assume that decreasing the failure probability marginally close to zero exponentially increases the cost of servers. As a result, the value of C i,j can be written as
where α j (0 ≤ α j ≤ 1) is a coefficient which indicates the importance of j th resource type of the servers. β is the design parameter and v Base is the highest acceptable failure probability. The failure probability of the servers of each InP should be lower than this threshold. We know that with decreasing the failure probability of a server, the involved hardware in the server will be more expensive, which leads to an increment of server cost. The downtime of the server is one of the best metrics for determining the server cost. For example, for the servers with failure probabilities of {0.05, 0.03, 0.01}, the downtimes are {18.26, 10.96, 3.65} days per year. Assume that the cost of the first server is 1, we can consider the costs of the second and third servers to be 1.66 and 5 according to their lower downtimes. These values of servers' cost can be obtained using the introduced exponential model. By using this model, the high-reliable servers become expensive, which leads to efficient usage of the InPs' resources by the NO.
B. Characteristics of Service Requests
For service arrival and departure, we assume that the time is divided into equal slots. The concept of the slotted time is introduced to define the time evolution of the system. The length of the slot is the input of the problem and can be set to any value. For example, it can be selected based on the minimum time between two consecutive arrivals and the minimum time between two consecutive departures. To avoid service placement for each arrival service, we consider service placement problem at the beginning of the n th slot for incoming services during the (n − 1) th slot. Therefore, the service placement is performed for arrival services during a slot, which can be lead to a better result especially in terms of admission ratio compared to performing service placement problem for each incoming service. In 5G networks, each service has a specific service type. Examples of such types are eMBB, URLLC, and MTC. In our model, each incoming service has a specific type with certain characteristics. Let Υ k n ∈ Υ for k = 1, . . . , K n indicate the service type for the k th incoming service of n th slot and K n is the number of incoming services in the n th slot. Υ is the set of service types defined as Υ = Υ 1 , Υ 2 , . . . , Υ L , where L is the total number of the service types and Υ l denotes the characteristics of l th service type, defined as
where F l is maximum tolerable failure reliability, b l is the required bandwidth, U l is the number of the VNFs of the l th service type's SFC and r l u,j is the amount of the j th resource type required for the u th VNF in the SFC of the l th service type. t l u indicates the VNF type of u th VNF and |T | is the total number of VNF types. Also, d l indicates the departure probability of the l th service type at the end of each slot. Each admitted service will remain in the system for a random number of slots and leaves the system by the end of each slot with a probability of d l . The departure probability of each active service at the end of each slot is constant and independent of the number of slots that the service is active. Therefore, the service duration and the number of active services at the beginning of each slot will be memoryless. As a consequence, the number of active services at the beginning of the n th slot only depends on the number of active services at the beginning of the (n − 1) th slot and the number of admitted services at the beginning of the n th slot. The value of d l is the input of the problem and can be set to any value.
Finally, f l is the probability distribution function (PDF) of the number of incoming services with type l in each slot defined as f l (m) = Pr{λ l n = m} for 0 ≤ λ l n ≤ λ l max ,
where λ l n is the number of incoming services with type l in the n th slot and λ l max is the maximum number of incoming services of l th service type. The total number of the incoming services in the n th slot can be written as K n = L l=1 λ l n . The number of incoming services in each slot is independent of the incoming services in the previous slots and the number of the active services. It is worth noting that a popular scenario for modeling the Internet traffic dynamics of the users in cellular networks is cycle-stationary traffic [24] , [28] . In this model, it is assumed that the traffic volume is changed periodically among N intervals. For example, in [24] , a cyclestationary traffic scenario with N = 24 which is a typical value for daily traffic, is used. However, the considered model for traffic arrival and departure in our paper is more general than the mentioned cycle-stationary traffic scenario. It should be mentioned that by considering the cycle-stationary traffic scenario, the Markov characteristic for the number of the active services is preserved. Therefore, the MDP approach can also be applied to the cycle-stationary traffic scenario.
C. Service Placement Cost
The service placement in NFV has two major components to contribute to placement cost, namely the cost of using the servers and the cost of traffic forwarding between servers. However, other cost resources including a deployment cost for the different types of VNFs, and a penalty for violating the SLA of the incoming services can be also included. Here, we consider three cost components to contribute to placement cost. For this purpose, assume that x l,k,s n,u,i ∈ {0, 1} indicates the binary decision variable for placing the u th VNF of k th incoming service of l th type in the n th slot, in
is the binary decision variable for forwarding the traffic between the (u ) th and (u + 1) th VNF of this service, using G s1,s2 i1,i2 . Now, the components of placement cost for the k th incoming service of l th type in the n th slot can be written as follows: 1) Server Cost: Let ξ l,k n,s indicate the server cost for k th service of l th type in n th slot. We assume that the cost of using a server is proportional to the amount of resources being used. Therefore, the server cost can expressed as
2) Traffic Forwarding Cost: Let ξ l,k n,b indicate the traffic forwarding cost for the k th incoming service of l th type in the n th slot which can be expressed as
3) VNF Deployment Cost: We indicate the VNF deployment cost for k th incoming service of l th type in n th slot by ξ l,k n,d which depends on the number of VNFs in the service's SFC and types of VNFs. This cost can be expressed as
x l,k,s n,u,i × DC i,t l u , (7) where DC i,t l u indicates the deployment cost of the (t l u ) th VNF type in the servers of i th InP. The placement cost for the k th service of l th type in the n th slot can be computed as ξ l,k n,p = ξ l,k n,s + ξ l,k n,b + ξ l,k n,d .
According to the definition of the placement cost, in most scenarios, the placement cost of the services is heightened by increasing the number of VNFs in the service's SFC. Therefore, admitting the services with a low number of VNFs is more profitable for NO, which is not an appropriate service admission policy. For preventing this shortcoming, we consider different values for the reward of admitting different service types, q l , which is introduced in Section IV-D. Intuitively, the reward of admitting services should be heightened by increasing the number of VNFs in the service's SFC. However, by using this policy, the total number of admitted services is decreased, but there would be a compromise for admitting the services with the different number of the VNFs.
D. Placement Constraints
We consider five constraints for the service placement. The first one is introduced to guarantee the allocation of the main server to each VNF and considering the possibility of backup server allocation to the respective VNF. The second and third constraints are used to prevent the violation of each server's resources and the bandwidth of each link, respectively. The fourth constraint is introduced to guarantee the allocation of an appropriate link for forwarding the traffic between the consecutive VNFs, considering the allocated servers to the VNFs. The last constraint is introduced to guarantee that the reliability requirement of each service is provided. In this way, the reliability of each service is computed as a function of the binary decision variable, x l,k,s n,u,i . First, we introduce constraint of the main and backup servers allocation to each VNF, which is indicated by H p . This constraint is to ensure that each VNF of the services is placed in one server as the main server. Also, this constraint provides the possibility of using a backup server to meet the reliability requirement. This constraint can be written as
According to this constraint, if a VNF has a backup server in addition to the main server, the main and backup servers are placed in different physical servers. Therefore, the main and backup servers of a VNF are physically separated. Now, we introduce the constraint for the resources of the servers in each slot which is indicated by H g . Let ω s n,i,j indicate the amount of idle resources of j th resource type in the s th server of i th InP at the beginning of n th slot 0 ≤ ω s n,i,j ≤ R s i,j . For the placement of the incoming services in this slot, NO considers the constraints on the resources of the servers as
The third constraint is defined for the bandwidth limitation of the connection links between the servers which is indicated by H b . Assume that ω s1,s2 n,i1,i2 indicates the amount of remaining bandwidth in the connection link between the s th 1 server of i th 1 InP and the s th 2 server of i th 2 InP at the beginning of n th slot
. For the placement of the incoming services in each slot, NO will consider the constraints on the bandwidth of the links as
The fourth constraint is defined for traffic forwarding of each service indicated by H f . For this purpose, NO will consider the following constraints.
This constraint implies that if u and u + 1 VNFs of a service are placed in servers G s1 i1 and G s1 i1 , respectively, the traffic between these VNFs should be routed using link G s1,s2 i1,i2 . The final constraint is defined for the reliability requirement of the incoming services. We indicate the failure probability of k th incoming service of l th type in the n th slot with f l,k n . To obtain f l,k n , we calculate the probability of being in the running state (i.e., not being failed) which is indicated by p l,k n . We know that a service is in running state if none of the VNFs of that service fails. As a result, we should determine the failure probability of the VNF as a function of binary decision variable, x l,k,s n,u,i . Let f l,k n,u denote the failure probability of u th VNF of k th service of l th type in the n th slot, which can be computed as f l,k n,
n,u,i = 1, and otherwise it is 1 (v i is the failure probability of i th InP). Now, we can compute the probability of being in the running state and failure probability of the placement for the k th service of l th type in the n th slot as
(1 − f l,k n,u ), f l,k n = 1 − p l,k n , and the reliability constraint can be written as
E. Dynamic Reliability-Aware Service Placement Problem
The optimization problem of dynamic reliability-aware service placement is
This optimization problem aims to minimize the total placement cost during the infinite time for all incoming services of all types. The considered constraints are for main and backup server allocation, for the resource capacity of the servers, for the bandwidth capacity of the links, for the traffic routing, and for the reliability requirement of the services which are indicated by H p , H g , H b , H f , and H r , respectively. The optimization variables are x l,k,m n,u,i and y l,k n,u (s 1 , s 2 , i 1 , i 2 ), where x l,k,m n,u,i is the binary decision variable for placing the u th VNF of k th incoming service of l th type in the n th slot, using server G s i , and y l,k n,u (s 1 , s 2 , i 1 , i 2 ) is the binary decision variable for routing the traffic between the (u ) th and (u +1) th VNFs of k th service of l th type in the n th slot, using link G s1,s2 i1,i2 . This optimization problem cannot be solved with standard static optimization techniques due to the dynamic nature of the parameters. More precisely, the amount of idle resources in each InP depends on the number of active services. NO should take into consideration the number of active service for admitting new services. In such a scenario, the dynamic programming (DP) techniques can be beneficial. An MDP, as a DP technique, is a model of an agent interacting synchronously with a world. The agent receives as input the state of the world and takes as output actions, which affect the state of the world. The most important character for modeling a dynamic optimization problem with MDP is the memoryless characteristic of the state. According to some aforementioned assumption, the number of the active services, which can be considered as the state of the problem, is memoryless. Then, for responding to the characteristics of the dynamic reliability-aware service placement, MDP can be an appropriate idea. Table I includes the notations used in the problem and proposed MDP model.
IV. AN MDP MODEL OF DYNAMIC RELIABILITY-AWARE SERVICE PLACEMENT
As we know, MDP provides a mathematical framework for decision making in problems where outcomes are partly random and partly depend on the actions of the decision maker. It should be mentioned that NO is the agent making a decision by formulating and solving the MDP. An MDP problem is characterized by a four-tuple (Ω S , Ω A , Ω P , Ω R ) where Ω S is the state set, Ω A is the action set, Ω P is the probability set, and Ω R is the reward set. In the MDP framework, it is assumed that, although there may be a great deal of uncertainty about the effects of an agents actions, there is never any uncertainty about the agents current state. Also, we assume that the agent has complete and perfect perceptual abilities. For modeling the dynamic reliability-aware service placement problem with MDP, we define these sets in the following. 
A. Set of States
The definition of an appropriate state set is the most important parts of modeling a problem as an MDP. The state of the system has three components. The first one is the state of the idle resources of servers in different InPs, at the beginning of each slot, which is indicated by Ω R S . The second component is the state of the active services, which is equal to the number of active services of each type at the beginning of each slot indicated by Ω D S . We know that active services at the beginning of each slot are the services that are admitted in the previous slots and have not left the network. The last component of the state set is the state of the incoming services at the beginning of each slot, which is indicated by Ω I S . In the following, we define the components of the state set.
The state set of the idle resources of the InPs can be written as (16) where ω s i,j indicates the state of idle resources of j th resource type in the s th server of i th InP. The state of idle resources of the servers in the n th slot can be written as (ω s n,i,j ) ∈ Ω R S . As seen in (16) , the state of idle resources of the servers is continuous. We know that MDPs with continuous state space has high computational complexity and can be impractical. Later on, we discuss this challenge. 2) Ω D S : We assume that each incoming service has a specific type that determines the characteristics of the service. Therefore, the state set of the active services can be written as
where σ l and σ l max are the number of active services and the maximum number of active services for the l th service type, respectively. If the number of active services for the l th service type at the beginning of a slot is σ l max , NO will not admit any new incoming services with type l. We indicate the number of active services with type l at the beginning of n th slot with
We consider the state of the incoming services as the number of incoming services of each service type separately, which is indicated as
where λ l and λ l max are the number of incoming service and the maximum number of incoming service for the l th service type, respectively. The number of incoming services in the n th slot is indicated by λ n = (λ 1 n , λ 2 n , . . . , λ L n ) where λ n ∈ Ω I S . The total state set of the system can be written as
which is a massive state space. For example, the state space of idle resources of the InPs, Ω R S , is continuous, and we have to use continuous state space for our MDP problem. Solving the MDP problems with continuous state space is time-consuming. However, we know that the state of the idle resources of the servers in different InPs, at the beginning of each slot depends on the number active services at the beginning of the corresponding slot. More precisely, if the number of active services at the beginning of each slot is known, the state of the idle resources can be estimated. As a result, the state set of the proposed MDP can be considered as
For this purpose, we should introduce a method for estimating the state of the idle resources of the InPs according to the number of active services. More precisely, for each (σ 1 , σ 2 , . . . , σ L ) ∈ Ω D S , we should determine the state of idle resources, (ω s i,j ) . We discuss more details about this method in Section VI. Now, we can write the total state of the system in the n th slot as S n = {λ n , σ n } ∈ Ω S . We assume that the state of the incoming services and active services are independent. The size of this state set is indicated by Ω S which can be computed as
and Ω I S are the size of state sets of the active services and incoming services, and can be calculated as
It is worth noting that due to the random nature of the number of the incoming services in each slot and due to the independence of the number of the incoming services from the number of the active services in each slot, the inclusion of the number of incoming services in each slot in the state space is necessary to achieve the optimal policy. Otherwise, NO cannot differentiate between the different states of the number of incoming services in a determined state of the active services and idle resources, which leads to a sub-optimal policy.
B. Action Set
The introduced decision variables in III-E are x l,k,s n,u,i and y l,k n,u (s 1 , s 2 , i 1 , i 2 ) which indicate the actions for the placement of the VNFs and traffic forwarding of the services, respectively. Therefore, we can define the action set as,
. Even though this action set can result in optimal placement, the implementation of such action set is computationally complex and cannot be used in a practical scenario. More precisely, to determine the optimal policy in each state, all possible actions should be examined, which means a large number of exhaustive searches. Therefore, we would revise the definition of the action set. According to the definition of the state set, the action set of MDP is considered as the number of the possible admitted services for each service as
where a l = M means admitting M services of l th service type according to the requirement of this service type. We notice that for each possible action, the placement of admitted services is not considered. Therefore, we should determine the placement of admitted services, using another static algorithm. For this purpose, we introduce Viterbi-based Reliable Static Service Placement (VRSSP) algorithm, in the next section. We consider this algorithm static because it determines the placement of services regardless of the cost in the next slots. This algorithm takes the resources of InPs and admitted services as the inputs and returns the placement of admitted services as an output. In each state, depending on the state of the active and incoming services, some of the actions in Ω A are not feasible. The feasible actions Ω f A ⊂ Ω A , for each state S ∈ Ω S where S = (λ 1 , λ 2 , . . . , λ L ), (σ 1 , σ 2 , . . . , σ L ) , can be computed as
We know that depending on the state of the idle resources, providing the reliability requirement for some of the admitted services is not feasible. In other words, in each state, some of the actions in Ω f A are not feasible because of the limitation in the resources of the InPs. We should design the reward function in a way that prevents NO to choose such actions as an optimal action in each state. We completely discuss the reward function of each action in the following.
C. Transition Probability
The probability set Ω P : Ω S × Ω A → Ω S is the state transition function, giving for each state and action, a probability distribution over the state set. We write P S n−1 , A n−1 , S n for the probability of ending in state S n , given that the agent starts in state S n−1 and takes action A n−1 . In the service placement problem, the state transition depends on the current state, the taken action, the departure probability of the active services, and the distribution of service incoming. For defining state transition matrix P, we indicate the probability distribution over the state space in the n th slot by b n , which is a vector with length of Ω S defined as
b i,j n = Pr λ n = (i 1 , i 2 , . . . , i L ), σ n = (j 1 , j 2 , . . . , j L ) ,
where b i n is a vector that indicates the probability distribution over the state space of the active services when the state of incoming service is 1 ≤ i ≤ |Ω I S |, and b i,j n is the probability of the incoming service's state is i, and the state of active service is 1 ≤ j ≤ |Ω D S |. The state of the incoming services is i, and the state of the active services is j, when we have
where δ l σ and δ l λ are the auxiliary variables introduced to facilitate the computation of the state transition matrix, P.
We assume that the number of incoming services in the n th slot is independent of the incoming services and active services in the (n − 1) th slot. Also, the number of active services in the n th slot depends on the state of active service and the taken action in the (n−1) th slot. Therefore, S n is independent of the state of incoming services in the (n − 1) th slot, and the state transition matrix, P, is a |Ω D S |×|Ω S | matrix and can be written
matrix which is the transition matrix over the state space of the active services when the state of incoming service is i. Each element of P i is defined as
where the state of the active services in the (n − 1) th and n th slot are j and k, respectively. The terms of being in state i for the incoming services and being in state j and k for the active services are defined in (23) and (24) . We can write (26) due to assumption that the state of the incoming services in the n th slot is independent of the state of the active services in the (n − 1) th slot. The probabilities in (26) can be computed as follows:
Now, we can write the state transition probability, P S n−1 , A n−1 , S n , as P S n−1 , A n−1 , S n = P i (j, k),
where the values of δ l λ and δ l σ are defined in (23) and (24).
D. Reward Function
In MDP, the reward set Ω R : Ω S × Ω A → R is the reward function, giving the expected immediate reward gained by the agent for taking each action in each state. We use R(S, A) for the expected reward of taking action A ∈ Ω f A in state S ∈ Ω S . For the evaluation of R(S, A) we define a validation metric Δ(A, S), where Δ(A, S) = 0, if there is not enough resources for main server placement, and otherwise Δ(A, S) = 1. As mentioned before, we define the action set as the number of possible admitted services. It was also noted that for each action, the placement of admitted services should be characterized using another static algorithm named VRSSP algorithm. In some cases for the taken action and idle resources of the InPs (estimated from the number of the active services), main server placement for some of the services is not possible because of the lack of resources in InPs. For this type of actions in such states, Δ(A, S) = 0. Now, we can define the reward function regarding the reward of admitting each service, providing its reliability requirement and the placement cost of admitting each service as
where q l is the reward of admitting l th service type and I(·) is the indicator function where I(x) = 1 if x ≥ 0, and otherwise I(x) = 0. Also, e l,k and ξ l,k p are the failure probability and placement cost of the k th service of l th type, respectively, which are results of running the VRSSP algorithm. We explain the inputs and outputs of the VRSSP algorithm, in the next section.
V. VITERBI-BASED RELIABLE STATIC SERVICE PLACEMENT (VRSSP) ALGORITHM
In this section, we present an algorithm for static service placement problem, which is named VRSSP algorithm. The introduced algorithm is called static because of solving service placement problem without considering the effect of possible placement solutions on the future slots. We indicate the input of the VRSSP algorithm as V I = (A, ρ, O) . The first input, A = {a 1 , a 2 , . . . , a L }, determines the number of services that is admitted from each service type. The second input is defined as ρ = (ρ 1 , ρ 2 , . . . , ρ K ), where K = L l=1 a l , and 1 ≤ ρ k ≤ L determine the placement arrangement of the services which can be admitted according to action A. In this way, ρ k = l means that the type of k th service for placement is l. The order of the services which should be placed by the VRSSP algorithm is effective on the output of this algorithm. For example, for a given action A, the order of the services which should be placed by the VRSSP algorithm can be changed for the different orders. Therefore, we consider the order of the services for placement as one of the inputs of the VRSSP algorithm. Also, different orders can lead to different placement cost. These two points directly affect the reward of each action. As a result, the optimum placement arrangement can be specified during the procedure of determining the optimal policy, which is explained in more details, in Section VI-B. The last input determines the state of idle resources in the InPs which can be used for service placement, defined as O = {(ω s i,j )} ∈ Ω R S . For each input, the algorithm determines the validation metric, Δ(A, S), defined in Section IV-D. In the case of valid input, the algorithm determine the placement cost, ξ l,k p , failure probability, e l,k and the amount of usage resources of servers, N s i,j [l, k]. Therefore, the output of the VRSSP algorithm is
In the VRSSP algorithm, we apply the idea of the Viterbi algorithm for finding the most likely sequence of hidden states (called the Viterbi path) that results in a sequence of observed events. A Viterbi path is defined as an example of a sequence for observed events. The Viterbi algorithm models the states of the problem and their transitions as a multistage graph. The number of stages is equal to the number of observed events. In each stage, one of the observed events is considered. The state of Viterbi algorithm is defined as the possible events in each stage. For the transition between all pairs of the states in consecutive stages, a transition cost is defined according to the objective function of the considered optimization problem. For each state of a stage, a path with minimum cost is selected as the survived path between the input paths to the respective state. It is worth noting that for determining the survived path of a state, the cumulative cost of input paths to the respective state is considered. Finally, in the last stage, each possible state has a survived path with a cost. The survived path of state with minimum cost is selected as a Viterbi path in the last stage. According to this description, first, we determine state, stage, and transition cost in our problem.
Let L V = K k=1 2 U ρ k denote the number of stages in the VRSSP algorithm, where the coefficient 2 is used to consider two server assignments including the main and backup servers for each VNF. We assume that the NO can assign at most one backup server for each VNF of a service. In each stage, placement of the main or backup servers for a specific VNF is performed. For example, in the first stage, the placement of the main server for the first VNF of the first service is performed. In the second stage, the placement of the backup server for the first VNF of the first service is performed. In the (2 × U ρ1 + 1) th stage, the placement of the main server for the first VNF of the second service is performed. We notice that U ρ1 is the number of VNFs for the first service. It is worth noting that in each stage, several candidates for the placement of the main or backup server for the respective VNF is determined. In the final stage, the certain placement of the main and backup server for all VNFs of all services is specified. In Appendix of [29] , the detailed procedure of determining the placement for the services of a specific input V I = (A, ρ, O) using the idea of Viterbi algorithm is indicated.
Algorithm 1 shows the details of the proposed VRSSP algorithm. At the beginning, we initialize the outputs and variables used in the algorithm. The variable SR 0 0 [i, s, j] indicates the idle resources of the servers, at the beginning. Then, we have a loop with a length of L V . In each iteration of this loop, we determine the candidate for the main or backup server of a specific VNF. At the beginning of each iteration, in Line 3, we obtain the index of considered service and the index of considered VNF in the corresponding service. Also, the set of states (i.e., candidates) for hosting the corresponding VNF is determined in Line 4. In the following, we have an inner loop with the length |X m | in Lines 5-35. In each iteration of the inner loop, we consider one of the placement candidates. In Line 6, the index of server and InP for the considered placement candidate, x 2 is determined. Then, the set of possible input paths, XP x2 m is determined in Lines 7-19. For this purpose, we consider the idle resources of servers of the input paths, SR x2 m−1 , in the (m − 1) th stage. If the set of possible input paths to the (x 2 ) th candidate is null, the corresponding server did not have enough resource for hosting the considered VNF and added to a set named RemovedState, in Line 33. Otherwise, between all possible input paths to the (x 2 ) th candidate, the path with minimum cost named survived path is selected in Line 24. Then, the value of Viterbi related parameters are updated in Lines 25-31. 
= ω s i,j , Δ = 1, ξ l,k p = 0, e l,k = 1, p l,k = 1, N s i,j [l, k] = 0 2 for (m = 1 : L V ) do 3 Determine k m and u m . 4 Determine the set of states, X m using (36) of [29] . admitted. More precisely, the services {k m , k m + 1, . . . , K} cannot be admitted because of the insufficient resource of the servers. In such a scenario, the validation metric is set to 0, and the VRSSP algorithm is terminated, as indicated in Line 37. This scenario can happen only in the odd stages in which we consider main server allocation. This is because that in the even stages, we have no server assignment as an option, and as a result, XP x2 m could not be null and X m = RemovedState. Finally, if the validation metric is 1, the output of the Algorithm 1 is computed using Algorithm 2 as indicated in Line 42. In Algorithm 2, we compute the failure probability, e l,k , placement cost, ξ l,k p , and usage resources, N s i,j [l, k], for all services. At the beginning of this algorithm, the Viterbi path is computed in Line 1. The usage resources of each service are computed in Lines 7-9, the placement cost for each service is computed in Lines 10-16, and the failure probability of each service is computed in Lines 17-22.
The computational complexities of Algorithms 1 and 2 can be computed for a specific input, V I = (A, ρ, O) . The number of stages in the VRSSP algorithm is L V . Also, the total number of the servers of all InPs is |S| = |I| i=1 |S i |. According to these variables, the computational complexities of Algorithms 1 and 2 are O(L V ×|S| 2 ) and O(L V ), respectively. Both of these values grow linearly with increasing the number of the services. The memory resources needed for Algorithm 1 is mostly used for the storage of the survived path information which is related to the number of the stages and the number of the states. The resource requirement of Algorithm 1 for input V I is, L V × |S|, which grows linearly with the increasing the number of the services. Also, the memory resource requirement of Algorithm 2 is negligible compared to Algorithm 1.
VI. OPTIMAL POLICY COMPUTING
In an MDP, the agent will act in such a way as to maximize the long-run reward received. The most straightforward framework is the infinite-horizon discounted model, in which we sum the rewards over the infinite lifetime, but discount them geometrically using discount factor 0 < γ < 1. The agent should act so as to optimize E ∞ n=0 γ n R n , where R n is the reward gained in the n th step. In this model, rewards received earlier in its lifetime have more value to the agent. Even though the infinite lifetime is considered, but the discount factor ensures that the sum is finite. In the infinite-horizon discounted case, we write V π (S) for the expected discounted sum of future reward for starting in state S and executing policy π, which can be computed as
This value function for each policy π ∈ Ω π is the unique simultaneous solution of this set of linear equations, i.e., one equation for each state S ∈ Ω S . In the infinite-horizon discounted model, for any initial state S ∈ Ω S , we want to obtain and execute the policy π that maximizes value function V π (S). We know that there exists a stationary policy, π * , that is optimal for every starting state [30] . The value function of this policy, V * , can be computed by the set of equations
According to (32) , the optimal policy, π * , is just a greedy policy with respect to V * . There are many methods for finding optimal policies for MDPs. Here, we would like to explore the value iteration algorithm to find the optimal policy [30] . For this purpose, we should first introduce the proposed method for estimating the state of idle resources of the InPs, {(ω s i,j )}, according to the state of active services in S = (λ 1 , λ 2 , . . . , λ L ), (σ 1 , σ 2 , . . . , σ L ) .
A. State Estimation for InP Resources
As mentioned in Section IV-A, we would like to introduce a method for estimating the state of the idle resources of InPs according to the state of active services. Let ω s,ηS i,j denote the idle resource of j th resource type in s th server of i th InP for S = (λ 1 , λ 2 , . . . , λ L ), (σ 1 , σ 2 , . . . , σ L ) , and η S = 1+ L l=1 σ l × δ l σ , where δ l σ is defined in (24) . We know that the state of idle resources is depend on the state of active services and independent of the state of incoming services. We assume that the NO is in the state S, takes action A = {a 1 , a 2 , . . . , a L } and ends in state S . The estimation for the state of the idle resources in state S can be updated as
where ω s,η S i,j denotes the state of the idle resources in state S and N s i,j (S, A) is the amount of usage resources of j th resource type in G s i for taking action A in state S. Finally, α η S is the updating factor for estimating the state of the idle resources in state S . The value of α η S is reduced in each resource estimation of state S using the discount factor D η S . The value of η S and N s i,j (S, A) can be computed as
where N s i,j [l, k] and e l,k are the outputs of VRSSP algorithm with input of V I = (A, ρ, O) in which O = {(ω s,ηS i,j )} and ρ = (ρ 1 , ρ 2 , . . . , ρ K ) is an arbitrary placement arrangement of the services which should be admitted according to action A. Also, a l r indicates the number of service of l th type which can be admitted according to the output of the VRSSP algorithm.
According to the introduced updating formula for the state of the idle resources in (33) , we should determine the initial value of ω s,ηS i,j , which is set to zero. On the other hand, for state S = (λ 1 , . . . , λ L ), (0, . . . , 0) which means that there is no active service and we have ω s,ηS i,j = 0. In such a state, with taking different feasible action A ∈ Ω A and ends in different state S ∈ Ω S , the value of ω s,η S i,j can updated using (33) .
B. Placement Arrangement for Actions
As mentioned in Section V, one of the inputs of the VRSSP algorithm is the placement arrangement of the services which should be admitted according to the taken action A. The placement arrangement for action A = {a 1 , a 2 , . . . , a l } with K = L l=1 a l is indicated as ρ = (ρ 1 , ρ 2 , . . . , ρ K ), where ρ k = l, means that the type of k th service for placement is l. We want to find optimum the optimum placement arrangement for each feasible action A in each state S. For this purpose, we define ρ S,A and ρ S,A opt as the set of possible placement arrangement and the optimum placement arrangement of taking action A in state S. The possible placement arrangements for each feasible action A in each state S are evaluated within the value iteration algorithm and the optimum placement arrangement is determined. In this way, R S,A opt is the reward of optimum placement arrangement for taking action A in state S. The values of R S,A opt and ρ S,A opt are updated, when ρ ∈ ρ S,A which is one of the possible placement arrangements for taking action A in state S, is considered within the value iteration algorithm. More precisely, if the value of R(S, A) is greater than the value of R S,A opt , the values of ρ S,A opt and R S,A opt are updated. The value of R(S, A) is determined using (30) where the values Algorithm 3 VRSSP-Based Value Iteration (VVI) Algorithm 1 Service input: Υ l = F l , d l , b l , U l , f l , λ l max , r l u,j , t l u , L. 2 MDP related parameter: q l , σ l max , γ, , |O|. 3 Compute the state set Ω S = Ω D S × Ω I S using 17-18 and state transition matrix, P, using 25-27. 4 ω s,ηS i,j = 0, α ηS = 1, D ηS = 0.5, V 0 (S) = 0 ∀S ∈ Ω S , n = 1. 5 for S ∈ Ω S do 6 Compute the set of feasible action, Ω f A , using 20.
for (l = 1 : L) do 10 for (a = 1 : a l ) do 11 Add l to the ST V . 21 Compute the set of feasible action, Ω f A , using 20.
∀i, j, s and A r = (0, 0, . . . , 0). if (Δ = 1) then 27 Compute R(S, A) using (30).
28
Compute η S and A r using (35). 29 Update ω s,η S i,j and α η S using (34) and (33) . = (1, 2, 0, 1) , we have ST V = {1, 2, 2, 4} which means that one service of first service type, two services of second service type and one service of forth service type should be admitted. According to ST V , there are 12 possible placement arrangements for the given action A. On the other hand, because of the structure of the VRSSP algorithm, each one of these placement arrangements can lead to a different output which changes the performance of the proposed algorithm. As a result, we can obtain the optimal placement arrangement within the value iteration process.
In Lines 19-39, the value iteration is executed for finding the optimal action. In each iteration of the value iteration algorithm, the value function of each S ∈ Ω S is updated. In this way, the set of feasible actions for state S is determined in Line 21 and the state of idle resources in the InPs is obtained in Line 22. Then, the value of Q A n (S) which is the n th step value of starting in state S, taking action A, then continuing with the optimal (n − 1) th step nonstationary policy, is determined in Lines 23-35. For this purpose, one placement arrangement is selected in Line 24, the input of VRSSP algorithm is determined, and VRSSP algorithm runs in Line 25. In case of valid input (Δ = 1), the reward of taking action A in state S is computed in Line 27, the number of admitted services according to the output of VRSSP algorithm is computed in Line 28 and the index of next state, η S and A r are determined in Line 28. Then, the state of idle resources and the values of R S,A opt and O S,A opt are updated in Lines 29-32. The value of Q A n (S) is computed in Line 34 and the values of V n (S) and O n (S) are updated in Lines 36-37, where O n (S) is the optimal placement arrangement for the optimal action of n th step in state S.
For evaluating the complexity of Algorithm 3, we compute the computational complexity of each iteration of the value iteration process. The computational complexity of each iteration is O(|Ω S | × |Ω A | × |U | × |S| 2 ), where |Ω S | is the size of state set, |Ω A | is the size of action set, |S| is the total number of the servers of all InPs, and |U | = 2 × L l=1 U l × λ l max is the maximum number of stages in the VRSSP algorithm. The memory usage of Algorithm 3 is mostly due to the storage of the placement arrangement information and the value function of the states. The memory resource of the placement arrangement information is, |ρ S,A | × |O| × |A|, where |ρ S,A | = |Ω S | × |Ω A |, |O| is the maximum number of the permutations which are evaluated for each action during Algorithm 3, and |A| = L l=1 λ l max is the maximum number of the services which can be admitted according to an action. The memory resource of the value function of the states is, |Ω S | × |Ω A |, which is related to the required memory for Q A n (S). The memory resources of Q A n (S) is negligible compared to the memory resource of the placement arrangement information.Therefore, the memory resource of Algorithm 3 is, |ρ S,A | × |O| × |A|. In Fig. 1 , the proposed model for dynamic reliability-aware service placement is shown. As seen in this figure, VVI algorithm takes the characteristics of service types and NFVI as the inputs to determine the optimal service admission and placement policy. At the beginning of each slot, NO takes the state of active services and the state of incoming services as the input to determine the optimal action (A n , ρ n ). Then, according to the state of the NFVI's resources and the optimal action, the VRSSP algorithm determines the admitted services and their placement. Then, the state of the active services and the NFVI's resources are updated. All of these tasks are conducted at the beginning of each slot. At the end of each slot, the terminated services are determined and the state of the active services and the NFVI's resources are updated.
VII. NUMERICAL RESULT
In this section, we would like to evaluate the performance of the proposed MDP-based model. We consider three performance metrics, including the placement cost, the number of backup servers, and the admission ratio. The placement cost for each service is introduced in (8). The number of backup servers is the number of additional servers used to meet the required reliability. The admission ratio is defined as the ratio of the number of accepted services with the required reliability to the number of incoming services. We compare the performance of the proposed model with five static methods for reliability-aware service placement, including VRSSP, Min-Resource, MinReliability, CERA, and RedundantVNF. These algorithms consider the service placement in each slot using the idle resources without concerning about the effects of decisions on the next slots. In the VRSSP algorithm introduced in Algorithm 1, NO tries to admit all of the arrival services during the (n − 1) th slot, at the beginning of n th slot.
In the MinResource, MinReliability, and CERA methods, NO first allocates the main servers to all incoming services. Then, it endeavors to meet the reliability requirement of each service by allocating backup servers. The policy of allocating the main servers in these three methods is minimizing the placement cost, and the main difference between them is on the backup server allocation algorithm. In MinResource method, for each service, NO selects the VNF with the minimum required resource and then chooses a backup server for the given VNF in a way that the required reliability is met. Otherwise, a server with the highest reliability and sufficient resource is allocated as a backup [11] . In MinReliability method, for each service, NO selects the VNF with the minimum reliability and then chooses a backup server for the given VNF in a way that the required reliability is met. Otherwise, the selected VNF is assigned to a server with the highest reliability and sufficient resource [10] . The CERA method employs a metric named cost importance measure for VNF selection for backup and backup placement in each iteration until the required reliability is met [11] . The RedundantVNF, introduced in [13], considers iterative backup adding to the Fig. 1 . Dynamic reliability-aware service placement procedure. services according to the reliability of each VNF in each service. It is worth noting that this algorithm simultaneously performs main and backup server placement.
A. Convergence of VVI Algorithm
Now, we investigate the convergence of Algorithm 3 for finding the optimal policy in different scenarios. We first introduce the simulation setup. We consider an NFV-enabled NO which would like to deliver four service types. The reliability requirement of each type is among {96, 97, 98, 99}, according to the SLA of Google Apps [31] . The SFC of each service type consists of three to six VNFs, and the resource demand of each VNF is randomly generated between 20 and 30 units. The number of arrival services of different types is a random number between zero and two services in each slot. The NFVI consists of seven InPs with reliability levels from 93% to 99% with 1% step. For each InP, we consider three servers with equal reliability. For evaluating the performance of the MDP model, different values for the resource capacity of each server between 80 and 120 is examined. It is worth noting that Algorithm 3 is performed offline. Therefore, there is no need for execution of Algorithm 3 during the slot.
In Fig. 2a , the convergence of the mean state value, V M n = S∈ΩS V n (S)/|Ω S |, for the different values of the service admission reward, q l , and two different values for the capacity of servers, is shown. In Fig. 2b , the convergence of V M n , for two different values of parameter β used in (3), and three different values for the capacity of servers, is indicated. As seen in these figures, the convergence rate is not affected by changing the value of q l , the value of β, and the resource capacity of servers. However, by increasing the value of q l and the resource capacity of the servers, the value of V M n is gained, which is expected. As seen in Fig. 2b , increasing the value of β leads to reduction of V M n . According to (3), increasing the value of β leads to increase in server cost, which increases the placement cost and reduces the value of V M n .
B. Performance Comparison of MDP and Static Algorithm
Now, we would like to evaluate the performance of MDP model by changing the departure probability, d l , and the server Convergence of VVI algorithm for different values of service admission reward, q l , departure probability d l , and server cost parameter, β. resource, R s i,j . The simulation setup is the same as the introduced setup in Section VII-A. In Figs. 3a-3b , the admission ratio and average number of backup servers per VNF for the MDP model and four static methods, by changing the service departure probability are indicated, respectively. The simulation is conducted by assumption of q l = 4000, β = 15, R s i,j = 80. As seen in Fig. 3a , the admission ratio of MDP model is remarkably higher than the other algorithm, especially by decreasing the value of d l . By decreasing the value of d l , the admitted services last for more number of slots. In such a scenario, the MDP model is much more efficient for improving the admission ratio. On the other hand, for a large value of d l , the MDP model can be much more efficient for improving the average number of backups, and by increasing the value of d l , the improvement of the MDP model in terms of the average number of the backups is gained, as indicated in Fig. 3b . This improvement in the average number of backups is due to the fact that for large values of d l , the MDP model can find an appropriate placement for each service, by admitting the services in proper states.
In Figs. 4a-4c , the admission ratio, placement cost, and mean the number of backups per VNF for the MDP model and five static methods, by changing the values of server resource, R s i,j , are indicated, respectively. The simulation is conducted with d l = 0.5, β = 15. The value of q l is determined based on the number of the VNFs in the l th service type. It is worth noting that we expect the advantage of the MDP is emerged in the full load scenario, in which the number of the incoming services is increased. Because when there exists sufficient resources in the InPs, most of the algorithms can admit the high percentage of the incoming services. For evaluating this fact, we fix the mean number of the incoming services and alter the amount of InPs' resources. According to Fig. 4a , the admission ratio of the MDP model is significantly higher than the static models, especially for the low amount of server resources. This is due to the fact that by increasing the amount of server resources, most of the incoming services can be admitted by using a simple algorithm, and there is no need for more intelligence in service placement. Also, as shown in Figs. 4b-4c , the placement cost and the average number of backup servers in the MDP model are remarkably lower than the MinResource, MinReliability, CERA, and RedundantVNF methods and in the proximity of VRSSP algorithm. It is worth noting that the placement cost and the average number of backup servers of RedundantVNF are lower than the MDP model for the low amount of resources. Because the Redun-dantVNF method only admits the services with a low number of VNFs which leads to lower admission ratio compared to MDP model. However, RedundantVNF method still has a better performance in all metrics compared to MinResource, MinReliability, and CERA methods.
One of the most important aspects of evaluating the performance of the MDP model is fairness analysis of this model. The most critical characteristics of the services which should be taken into consideration are the reliability requirement and number of VNFs of the services. For this purpose, in Figs. 5a-5b, the admission ratio of the MDP model and the VRSSP algorithm for the different number of the VNFs and reliability requirements of the service is indicated. It is worth noting that between the introduced static methods, the VRSSP algorithm has the best performance. The simulation is conducted with d l = 0.5, β = 15, R s i,j = 70. The value of q l is determined based on the number of the VNFs in the l th service type. As shown in Fig. 5a , the admission ratio of the MDP model is greater than the VRSSP algorithm when the number of VNF is 3, 4, 5, and only when the number of VNF is 6, the performance of VRSSP is slightly better than the MDP model. In other words, the MDP model can significantly improve the admission ratio in the cost of slightly reducing the admitted services with a high number of VNFs. There is similar observation by increasing the reliability requirement, as seen in Fig. 5b , indicates that the MDP model can significantly improve the admission ratio in the cost of slightly reducing the admitted services with high reliability requirement.
While our simulation results demonstrate the proof of concept, the accuracy of the simulations is one of the most important aspects of validating the paper. For this purpose, the repeatability of the simulations and the time horizon of terminating simulations are two key factors, as discussed in [32] , [33] . For fulfilling the first aspect, we used Matlab software, version of 2017.b, which benefits the use of Mersenne Twister, one of the best pseudo-random number generators (PRNG) [32] , [34] . Regarding the second aspect, we should discuss two points. First, for determined service types and NFVI, VVI algorithm runs to determine the optimal policy. Then, due to the random nature of service arrival and departure, a largeenough number of the slots should be simulated to evaluate the policy. The required number of slots is dependent on the size of state space, |Ω S | = L l=1 (σ l max + 1)× L l=1 (λ l max + 1), which is equal to 6 4 × 3 4 = 104976, in the conducted simulation. Therefore, we simulated 10 6 slots to have sufficient data for evaluating the policy. The second point is the existence of parameters which can change the output policy of VVI algorithm, for a given NFVI. In this way, the most effective parameters are the reliability requirement and the number of VNFs in each service type. In the considered simulation setup, there are 256 different states for the reliability requirement, and also 256 different states for the number of the VNFs of service types, which leads to 65536 different combinations of these two parameters. However, a great number of these combinations is not meaningful. Nevertheless, simulating all of the combinations is time-consuming. Therefore, for each determined NFVI, we simulate about 1000 different combinations. More precisely, for obtaining each point in Figs. 3-4 which has a determined NFVI, we simulated 1000 different combinations of reliability requirement and number of VNFs of the services. For each combination, we run VVI algorithm, then the resulted policy of VVI algorithm is evaluated during 10 6 slots to determine the performance metrics. For a better clarification, we precisely report the admission ratio of MDP model and VRSSP algorithm which is the second best algorithm, when R s i,j = 70. The mean improvement of admission ratio using MDP model compared to VRSSP algorithm is 10.71%. The minimum and maximum improvement of admission ratio are 4.15% and 18.74%.
Finally, we compare the runtime of Algorithm 1 with MinResource, MinReliability, and CERA algorithms. All the simulations whose results are reported in this paper are conducted using a machine having an Intel 2.7 GHz processor and 8GB of RAM. Using this machine, the mean execution time of Algorithm 1 in each slot is 19 ms which is negligible compared to the length of the slot. The runtimes of MinResource, MinReliability, and CERA algorithms are 7 ms, 7 ms, and 12 ms, respectively. Because of solving an optimization problem in the RedundantVNF algorithm, the runtime of this method is significantly greater than the other methods.
VIII. CONCLUSION
In this paper, we investigated the reliability-aware service placement considering the dynamic nature of the service arrival and departure. We adopted a model based on an infinite horizon MDP for dynamic reliability-aware service placement, considering the simultaneous allocation of the main and backup servers. The reward function of the proposed MDP model was defined such that the admission ratio is maximized and placement cost is minimized. For evaluating each action, we used a sub-optimal algorithm named VRSSP. Then, we introduced an algorithm named VVI, based on value iteration for finding the optimal policy. Finally, via extensive simulations, we compared the performance of the MDP model with five static methods and demonstrated the superiority of the MDP model in terms of various criteria. Also, the robustness of the proposed MDP model in different scenarios and the fairness analysis is investigated.
