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El diseño de nuevos fármacos surge de las necesidades de un entorno cambiante, donde la 
aparición de nuevas enfermedades y de variantes que provocan resistencia a los fármacos 
existentes supone nuevos retos que las técnicas experimentales y computacionales en 
conjunto deben resolver, manteniéndose, para ello, en constante actualización. Al mismo 
tiempo, nuestro conocimiento acerca de la estructura, la energética y la dinámica de las 
proteínas, así como las interacciones que establecen entre sí y con pequeñas moléculas está 
avanzando enormemente. Ello nos proporciona la oportunidad de desarrollar estrategias de 
cálculo más realistas durante el diseño racional de fármacos basado en estructura, que pueden 
explorar una parte importante del espacio químico en un tiempo razonable. Tales estrategias 
son nuestro principal objetivo. 
En esta tesis se presentan métodos y protocolos de bioinformática estructural 
orientados al diseño de fármacos y sus aplicaciones a dianas de interés biomédico. Los 
principales resultados y conclusiones de los trabajos de investigación presentados aquí se 
recogen en 7 artículos (6 publicaciones y 1 manuscrito en preparación), fruto de la 
colaboración con diversos grupos experimentales. Los métodos que se han estudiado incluyen: 
(1) Un protocolo automático de modelado por homología combinado con una base de datos 
de perfiles de estructuras resueltas experimentalmente que ha permitido la generación y el 
refinado de numerosas estructuras 3D de dianas terapéuticas, (2) las mejoras de un protocolo 
de docking y cribado virtual con el fin de aumentar su capacidad predictiva y obtener 
candidatos más plausibles, (3) el estudio de la flexibilidad de proteínas tanto de modo masivo 
(validación de un modelo nulo de la relación entre los cambios de conformación de las 
proteínas y sus modos normales torsionales) como a nivel individual (dinámica molecular de 
un conjunto de péptidos presentados por la proteína HLA-B27*05 del complejo MHC-I en 
humanos) y (4) el desarrollo de un protocolo de control de calidad y análisis de datos 
provenientes de microarrays para la identificación de mutaciones implicadas en la resistencia a 
fármacos conocidos. Estos métodos se han aplicado a proyectos de investigación biomédica en 
campos como la biología molecular, inmunología, virología y microbiología. Los sistemas 
biológicos estudiados incluyen: (a) las proteínas que conforman el centrosoma humano, (b) el 
complejo mayor de histocompatibilidad (MHC-I), (c) la β-lactamasa bacteriana OXA-24 y (d) la 
proteasa (PR) y la retro-transcriptasa (RT) del virus VIH. Todas ellas de interés por ser dianas 
terapéuticas en enfermedades humanas con relevancia para el desarrollo de nuevos fármacos. 
A su vez, la correcta identificación de las mutaciones de resistencia a fármacos presentes en 
cada paciente nos servirá de guía en la aplicación de la medicina personalizada en los próximos 
años. 
   
Abstract 
Drug design arises from the requirements of a continuously changing environment where new 
diseases and resistance variants to existing drugs introduce new challenges that both 
experimental and computational techniques must resolve together, being constantly updated. 
At the same time, our knowledge of the structure, energetics and dynamics of proteins and 
their interactions with other proteins and with small molecules is greatly improving. This 
provides the opportunity for developing more informed computational strategies for 
structure-based rational drug design that can explore a huge chemical space in a reasonable 
time. Such strategies are our main objective. 
This thesis presents methods and protocols in structural bioinformatics focused on the 
drug design process and their applications to interesting biomedical targets. The results and 
conclusions of the research projects presented here are collected in 7 papers (6 publications 
and one manuscript in preparation), resulting from a number of collaborations with 
experimental groups. Studied methods include: (1) An automated homology modelling 
protocol combined with a profile’s database of experimentally solved structures, which has 
allowed the generation and further refinement of numerous 3D structures for therapeutically 
relevant targets, (2) the improvement of the docking and virtual screening protocols to 
increase their accuracy and to obtain more plausible hits, (3) the study of protein flexibility at 
both massively (validation of a null model of the relationship between the conformational 
changes of proteins and their torsional normal modes) and for individual proteins (molecular 
dynamics simulations of a peptides set which bind to HLA-B27*05, a protein within the human 
MHC-I complex) and (4) the development of a data analysis and quality control protocol of 
hybridization signals from microarrays, in order to identify mutations involved in known drugs 
resistance. These methods have been applied to biomedical research projects in fields such as 
molecular biology, immunology, virology and microbiology. Biological systems studied include: 
(a) proteins comprising the human centrosome, (b) the major histocompatibility complex 
(MHC- I), (c) the bacterial β-lactamase OXA- 24 and (d) the protease (PR) and retro- 
transcriptase (RT) HIV proteins. All of them are of interest as therapeutic targets in human 
diseases with relevance in the development of new drugs. Moreover, the correct identification 
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La motivación principal de esta tesis parte de la necesidad de incorporar mejoras en la 
capacidad predictiva de las diferentes metodologías computacionales utilizadas durante el 
diseño de fármacos asistido por ordenador para su posterior aplicación a casos de relevancia 
biomédica. 
Un fármaco es una molécula pequeña con un peso molecular inferior a 500 Dalton que 
actúa mediante interacciones moleculares con macromoléculas biológicas, como proteínas o 
ácidos nucleicos, modulando su actividad (Figura 1). El lanzamiento de nuevos fármacos al 
mercado requiere de un enorme esfuerzo en investigación, desarrollo e inversión económica. 
Las últimas estimaciones sitúan en casi un billón de dólares (DiMasi, Hansen, & Grabowski, 
2003) y alrededor de 15 años (Myers & Baker, 2001) el dinero y el tiempo necesarios para que 
una molécula esté accesible al público desde su descubrimiento. Existen diversas técnicas 
experimentales como la química combinatoria y el cribado farmacológico de alto rendimiento 
(high-throughput screening o HTS) de librerías químicas (quimiotecas, vastas colecciones de 
compuestos químicos alguno de los cuales puede ser un fármaco potencial) que se usan 
habitualmente para probar su habilidad para modificar la función de una proteína diana. A 
pesar de la creciente inversión a lo largo de los últimos 30 años en el uso de dichas técnicas, 
éstas han producido un número de fármacos bastante por debajo de las expectativas iniciales. 
Por ello, los métodos experimentales por sí solos se muestran incapaces de cubrir la demanda 
actual de nuevos medicamentos. 
 
Figura 1. Ejemplo de modulación funcional mediante la unión de fármaco en el sitio activo de una 
proteína. 
Las técnicas basadas en computación, aún con limitaciones, surgen como una buena 
alternativa tratando de acelerar las primeras fases del desarrollo de fármacos (Song, Lim, & 
Tong, 2009). El abordaje computacional engloba técnicas como el modelado por homología de 
estructuras tridimensionales de proteínas para los casos en los que no disponemos de ellas de 
modo experimental, el estudio de su comportamiento dinámico a través de modos normales y 




ligando mediante el docking o anclaje molecular de quimiotecas permitiendo el 
descubrimiento de candidatos prometedores o hits y su futura optimización a cabezas de serie 
o leads (Jorgensen, 2004). 
Por otra parte, cada vez disponemos de un mayor número de fármacos diferentes para 
el tratamiento de una determinada enfermedad. En la habilidad para identificar las 
características genéticas propias de cada individuo, como por ejemplo mutaciones puntuales 
que confieran resistencia a determinados fármacos, reside nuestra capacidad para el 
pronóstico, diagnóstico y tratamientos clínicos eficaces. Las terapias dirigidas o personalizadas, 
tan prometedoras en los últimos años gracias a los últimos avances científicos y tecnológicos, 
nos podrían permitir la selección del mejor fármaco disponible según las características 
genéticas de cada individuo (Ruddy et al., 2013). Técnicas experimentales como los 
microarrays de expresión de oligonucleótidos pueden guiar en la decisión de administrar un 
fármaco u otro, descartando aquellos para los que un paciente presente resistencia a priori, 


























1.1.- Biología estructural 
La biología es la ciencia que estudia la vida en sus diferentes niveles de organización espacial y 
temporal, considerando procesos macroscópicos, microscópicos, atómicos y evolutivos. Uno 
de los paradigmas centrales de la biología establece una relación entre la secuencia, la 
estructura y la función de las macromoléculas orgánicas de un organismo. Dichas moléculas 
son las encargadas de, mediante sus interacciones y la formación de complejos, desencadenar 
procesos vitales para las células (Figura 2). 
 
Figura 2. Estructuras de proteínas y su relevancia biológica. Ilustraciones de proteínas responsables de la 
síntesis de proteínas, de la catálisis enzimática, de procesos asociadas a salud y enfermedad, de la 
producción energética, de la generación y mantenimiento de infraestructuras, de su comunicación y 
regulación así como de su aplicación en el campo de la biotecnología y la nanotecnología (fuente: PDB 
www.rcsb.org). 
En este marco, la biología estructural busca desentrañar el código subyacente a este 
paradigma aportando información experimental de proteínas y ácidos nucleicos para su 
caracterización estructural, flexibilidad y dinámica en condiciones fisiológicas. Las técnicas 
biofísicas como la cristalografía por difracción de rayos-X (RX), la cristalografía por difracción 
de electrones (RE), la resonancia magnética nuclear (RMN), la microscopía electrónica (ME), el 
análisis de partículas individuales (SP), la tomografía electrónica (TE) o la dispersión de rayos-X 
de bajo ángulo (SAXS), capturan información estructural detallada de los complejos 
macromoleculares de gran variedad de tamaños, en diversas condiciones y a distintos niveles 
de resolución. Sin embargo, salvo en técnicas como RNM que permiten determinar un 





información que suelen proporcionar sobre la flexibilidad y dinámica de las proteínas y ácidos 
nucleicos suele ser insuficiente para observar cómo se producen sus transiciones 
conformacionales. Debido a estas limitaciones, y gracias a los avances de las técnicas in silico 
de los últimos años, los protocolos computacionales ganan protagonismo como fuentes de 
información estructural. 
En la presente tesis nos centraremos en la implementación y validación de nuevos 
métodos computacionales y su aplicación en el estudio de la estructura y la dinámica de 
proteínas de interés biomédico con relevancia en el desarrollo de nuevos fármacos. 
En la introducción repasaremos las características químicas y físicas de los elementos 
que conforman las proteínas. A continuación resaltaremos el papel de la estructura  y ausencia 
de estructura para la realización de la función proteica así como la energía asociada a su 
plegamiento y estabilidad. Definiremos la flexibilidad de las proteínas así como sus modelos de 
unión y detallaremos las interacciones moleculares que pueden establecerse entre ellas o con 
otras moléculas. 
1.1.1.- Características de los aminoácidos  
Las proteínas son polímeros lineales con funciones enzimáticas, motoras o 
estructurales, entre otras, donde su relevancia biológica deriva de las propiedades 
fisicoquímicas de los elementos que las componen: los aminoácidos. Un aminoácido, es una 
molécula orgánica pequeña que contiene un átomo de carbono (Cα) unido a cuatro 
sustituyentes: (1) un grupo amino (-NH2) de naturaleza básica, (2) un grupo carboxilo (-COOH) 
de carácter ácido, (3) un átomo de hidrógeno y (4) una cadena lateral de naturaleza variable. 
Atendiendo a las propiedades fisicoquímicas de su cadena lateral, los 20 aminoácidos 
codificados genéticamente se pueden clasificar en apolares (G,A,L,V,I,M,P), aromáticos 
(F,Y,W), polares neutros (S,T,C,N,Q), y cargados positiva (K,H,R) o negativamente (D,E). 
Los aminoácidos individualmente presentan una serie de peculiaridades que permiten 
determinar ciertas características y predecir la naturaleza de las proteínas ya desde su 
secuencia. Además, algunos aminoácidos pueden sufrir modificaciones post-traduccionales 
alterando la estructura y la función de la proteína. Algunas de las modificaciones post-
traduccionales dirigen proteólisis limitadas permitiendo la activación o maduración de las 
proteínas que las incorporan, otras le aportan modificaciones químicas a los residuos 





conformación y posibles interacciones, o incorporan otras moléculas como carbohidratos, 
lípidos y proteínas que pueden conferir propiedades reguladoras o funciones alternativas. 
 
Figura 3. Enlace peptídico. A) Formación del enlace peptídico por condensación de los extremos C-
terminal de un aminoácido y el N-terminal del siguiente, B) estados de resonancia del enlace peptídico, 
y C) ángulos rotables φ(N-Cα) y ψ (Cα-C) del esqueleto proteico o backbone. 
La condensación de los aminoácidos individuales en péptidos y proteínas se produce 
mediante un enlace peptídico entre los extremos libres carboxilo, o C-terminal del primer 
residuo, y amino, o N-terminal del siguiente (Figura 3A). No es una reacción espontánea, i.e. 
requiere de energía para  llevarse a cabo. El enlace peptídico presenta estados de resonancia 
(Figura 3B) entre el par de electrones del átomo de nitrógeno del esqueleto proteico y los 
electrones del doble enlace del grupo carbonilo C=O. La consecuencia más importante de ello 
es el carácter de doble enlace que se traduce en una geometría plana del enlace peptídico, 
determinando buena parte de las propiedades conformacionales de las proteínas. Los ángulos  
φ(N-Cα) y ψ (Cα-C) pueden rotar a lo largo del esqueleto proteico o backbone, mientras que el 
ángulo que define el enlace peptídico es casi rígido (Figura 3C). 
Como veremos más adelante, a pesar de las diversas restricciones conformacionales 
las proteínas son moléculas con elevada flexibilidad definida tanto por los enlaces rotables (i.e. 






1.1.2.- Estructura de proteínas 
Hasta la segunda mitad del siglo XX, la atención de los científicos se centró en la estructura del 
ADN mientras que la estructura de las proteínas parecía un asunto de poca importancia, 
definiéndose a menudo a éstas como “una sustancia coloidal de estructura casual“. Sin 
embargo, con la publicación de la primera estructura atómica completa de una proteína 
obtenida por RX (mioglobina) se demostró que dichas moléculas presentaban una disposición 
de sus átomos ordenada y específica, necesaria para ejercer su función. Desde entonces, el 
interés por la estructura de las proteínas así como su determinación por técnicas 
experimentales ha seguido un aumento exponencial (Goodsell, Burley, & Berman, 2013a). En 
la Figura 4 se ilustran los diferentes niveles de organización durante el plegamiento de 
proteínas. 
 
Figura 4. Plegamiento de proteínas y sus niveles de organización.  A partir de la estructura primaria (A) o 
secuencia ordenada de aminoácidos, las diferentes regiones se organizan espacialmente en estructuras 
secundarias (B) promovidas por interacciones no covalentes [enlace de hidrógeno (líneas verdes) e 
hidrofóbicas principalmente] llamadas hélices-α, láminas-β y bucles o loops. El ensamblaje de dichos 
elementos da lugar a un plegamiento o fold (C) característico. Los dominios globulares son unidades 
estructurales con estabilidad independiente. Una cadena peptídica puede formar varios dominios, a 
veces independientes desde el punto de vista evolutivo o funcional. Cuando varias cadenas, iguales o 
diferentes, se unen forman estructuras cuaternarias o complejos macromoleculares (D) [PDB ID: 1hh0]. 
Además de estas estructuras principales a veces se pueden caracterizar estructuras super-secundarias 





En el mes de marzo de 2013 el número de estructuras moleculares entre proteínas y 
ácidos nucleicos depositadas en el Protein Data Bank (PDB) (http://www.rcsb.org; Sussman et 
al., 1998), base de datos de referencia en el campo, ascendían a 88.837 (92% de proteínas 
globulares y de membrana), de las cuales 50.054 presentaban secuencias no redundantes, y su 
número mantiene una tendencia de crecimiento exponencial a lo largo del tiempo. Los 
principales métodos experimentales de determinación estructural en esta base de datos son 
RX y RNM (88% y 11%, respectivamente) representando las dos caras del comportamiento de 
las moléculas orgánicas: estático y dinámico, respectivamente. En el caso de RX la resolución 
media de los cristales es de 2.2 Ǻ, con una desviación estándar de 1.6 Ǻ. Sin embargo, a pesar 
del gran avance que ha supuesto la calidad y el volumen de datos estructurales disponibles, 
este número es relativamente pequeño en relación con los millones de secuencias de 
proteínas que se almacenan en bases de datos como UniProt (http://www.uniprot.org; 
Uniprot Consortium, 2013). El desfase entre el número de secuencias conocidas y el de 
estructuras definidas continúa creciendo a pesar de los esfuerzos de la genómica estructural 
por determinar dianas representativas de familias de proteínas y su plegamiento o fold 
(Chandonia & Brenner, 2006). Sin embargo, el descubrimiento de nuevos plegamientos parece 
no ser un factor tan limitante ya que el número de éstos en la naturaleza se estima limitado 
(Dokholyan, Shakhnovich, & Shakhnovich, 2002) y, como se ha venido observando, a pesar de 
la producción exponencial de nuevos datos la tasa de descubrimiento de nuevos plegamientos 
es cada vez más reducida. 
Una de las observaciones empíricas en las que se basa la biología estructural 
computacional es que proteínas homologas (con origen evolutivo común) tienen estructuras 
parecidas y, aunque más limitadamente, una  función  similar (familia de proteínas). A día de 
hoy disponemos de grandes bases de datos de clasificación de familias de topologías y 
plegamientos [CATH, http://www.cathdb.info, (Orengo et al., 1999); y SCOP, http://scop.mrc-
lmb.cam.ac.uk/scop, (Lo Conte et al., 2000)], así como de familias de funciones de proteínas 
(PFAM, http://pfam.sanger.ac.uk, Punta et al., 2012) y de relaciones evolutivas (OMAdb, 
www.omabrowser.org). Esta información es de gran utilidad para los trabajos de investigación 
in silico. La clasificación estructural de proteínas conocidas se viene realizando en base a 
diferentes parámetros de similitud y niveles de organización: SCOP realiza una clasificación 
manual jerárquica que describe las relaciones estructurales y evolutivas entre sus proteínas, 
CATH ofrece clasificaciones jerárquicas semi-automáticas de dominios. Otros grupos proponen 





consistente por similitud alta, debajo de la cual el espacio de estructuras aparece como un 
continuo (Pascual-García, Abia, Ortiz, & Bastolla, 2009).  
1.1.2.1.- Variabilidad estructural 
Existen diferentes medidas para la cuantificación de la variabilidad estructural tanto entre 
conformaciones de una misma molécula como para la comparación de moléculas diferentes. 
Minimizando esas medidas podemos obtener alineamientos estructurales entre proteínas o 
pequeñas moléculas que puede ser de gran ayuda para la evaluación de modelos teóricos y 
para la comparación de las conformaciones adoptadas por una proteína (Lemmen and 
Lengauer 2000). A continuación expondremos algunas de las medidas de similitud estructural 
más utilizadas:  
(1) Desviación cuadrática media o RMSD (root-mean-square deviation) calcula la 
desviación cuadrática media entre las posiciones de los átomos de dos estructuras, A y B. 
Ecuación 1:          √
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donde n es el número de átomos y   
   
 son las coordenadas cartesianas de los átomos 
correspondientes a las conformaciones A y B. Sobre las coordenadas de B se aplica la roto-
translación T que minimiza el RMSD (Kabsch, 1976). Durante el docking y el cribado virtual de 
pequeñas moléculas no aplicaremos las rotaciones y translaciones señaladas en este apartado. 
(2) Solapamiento de contactos (contact overlap) mide el número de contactos entre 
pares de aminoácidos i y j que son comunes a dos estructuras A y B, normalizado de forma que 
vale uno cuando todos los contactos coinciden. 
Ecuación 2:                    
∑    
   
    




   
 ∑  
  
   
     
 
donde    
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 son las matrices de contactos de los residuos i, j en las estructuras A y B 
respectivamente. Establecemos que existe un contacto entre dos residuos cuando la distancia 
entre alguno de los átomos pesados del par de residuos se encuentra a menos de 4.5 Ǻ. Para 
evitar el ruido provocado por contactos cercanos con alta probabilidad en proteínas no 
relacionadas se suelen considerar en el cálculo sólo aquellos contactos que están distantes en 





Existen otras medidas estructurales como el TM-score (Template Modeling score, 
Zhang and Skolnick, 2004) y la divergencia de contactos (contact divergence, Pascual-García et 
al 2010), pero no entran dentro de los objetivos de esta tesis. 
1.1.2.2.- Evaluación estructural 
Para evaluar la calidad de estructuras determinadas experimentalmente se comparan sus 
propiedades con las propiedades típicas de una gran base de datos. Entre las propiedades que 
se evalúan estadísticamente están la distancia entre pares de átomos, los ángulos de enlace, 
los ángulos de torsión y la presencia de contactos entre aminoácidos observados más o menos 
frecuentemente. 
En particular, los diagramas de Ramachandran representan los valores de los ángulos 
φ y ψ del esqueleto proteico. Existen valores prohibidos porque determinan repulsiones entre 
átomos, y valores favorecidos que corresponden a elementos de estructura secundaria como 
las hélices- y las láminas- La preferencia por determinadas regiones del diagrama depende 
del tipo de amino ácido considerado. 
1.1.2.3.- Variabilidad genética y su repercusión en la estructura de proteínas 
Las secuencias de un tipo determinado de proteína varían incluso dentro de una misma 
población. Un ejemplo de esta variabilidad genética son los polimorfismos de nucleótido 
individual (SNPs). La mayoría de los SNPs no alteran significativamente la actividad de la 
proteína, a veces porque están compensados por otros mecanismos celulares, pero algunos 
producen enfermedades. Por otra parte, virus con altas tasas de mutación, como el VIH, 
presentan proteínas con una variabilidad muy grande pudiendo promover la resistencia del 
virus tanto contra el sistema inmune del hospedador como contra los fármacos que usan la 
proteína mutada como diana. Otras fuentes de variabilidad genética pueden ser las 
duplicaciones, inserciones y delecciones. 
Todas estas modificaciones a nivel de secuencia pueden repercutir en la conformación 
tridimensional de las proteínas que codifican, en su dinámica y en su capacidad de 
interaccionar con sustratos u otras proteínas durante la formación de complejos (Studer, 
Dessailly, & Orengo, 2013), por ello su identificación es crucial durante el desarrollo de nuevos 
fármacos, pero también durante el pronóstico/diagnóstico clínico, ayudando en la elección del 





1.1.3.- Flexibilidad de proteínas  
La flexibilidad de las moléculas, definida por sus grados de libertad (DOFs) torsionales, se debe 
a que muchos conjuntos de enlaces permiten rotaciones coordinadas de una parte de la 
molécula respecto al resto con un coste energético muy limitado. Los grados de libertad del 
backbone y las cadenas laterales confieren a las proteínas su variabilidad estructural intrínseca, 
permitiendo alcanzar diferentes estados conformacionales (Figura 5), que luego se mantienen 
relativamente estables si son favorables energéticamente. 
Asociando a cada conformación su valor de energía libre se obtiene un paisaje 
energético, una representación abstracta cuyos mínimos representan conformaciones 
relativamente estables y cuyas barreras de energía representan el coste asociado a un cambio 
de conformación. Estos movimientos de gran escala entre mínimos energéticos son 
frecuentemente modulados por la interacción con otras moléculas y pueden jugar un papel 
funcional o bien en la región de enlace, o bien en una región lejana (efecto alostérico), 
permitiendo alcanzar una conformación activa o inactiva. Bajando en la escala espacial y 
temporal podemos definir toda una jerarquía de movimientos moleculares: (1) movimientos 
colectivos naturales, i.e. movimientos coordinados intrínsecos a la estructura tridimensional de 
la proteína determinados por la topología de los contactos entre sus residuos; (2) rotaciones 
en cadenas laterales o flips y (3) vibraciones moleculares a nivel de átomos o grupos de 
átomos. 
 
Figura 5. Ejemplos de flexibilidad de proteínas. A) Movilidad a nivel de residuo (ASP), B) Movilidad a 
nivel de dominio (monómero de GroEL, [PDB ID: 1SS8 y 1SX4]). 
La espectroscopia de RX permite investigar las fluctuaciones térmicas de las proteínas 
determinando los B-factors o factores de temperatura de sus átomos, que miden la dispersión 
del átomo respecto a su posición media. Valores muy altos de los B-factors puede indicarnos 
que una región de la proteína oscila entre conformaciones alternativas. Si la flexibilidad de una 





tipo de regiones que no tienen una estructura fija se denominan regiones desordenadas. El 
desorden se clasifica como dinámico o dependiente de la temperatura, y estático o 
independiente de la temperatura si existen dos o más conformaciones estáticas alternativas. 
Más adelante veremos la relación entre las diferentes conformaciones que pueden 
adoptar una proteína y su energía, así como su repercusión en la estabilización de algunas de 
ellas para su correcto funcionamiento. 
1.1.4.- Proteínas intrínsecamente desordenadas 
La afirmación de que una proteína requiere de una determinada organización estructural para 
realizar su función no quiere decir, necesariamente, que todas las proteínas de un proteoma 
posean una estructura definida a lo largo del tiempo. Se han evidenciado  un gran número de 
proteínas intrínsecamente desordenadas, o IDPs, que contienen regiones de extensión 
variable, o incluso proteínas enteras, privadas de estructura secundaria o terciaria bajo 
condiciones fisiológicas (Figura 6). 
 
Figura 6. Ejemplo de proteína con desorden estructural. 
Estas regiones no estables estructuralmente se corresponden a las partes de la 
molécula que resultan invisibles en los mapas de densidad electrónica producidas por RX. El 
dicroísmo circular (DC) nos aporta evidencias experimentales de la presencia/ausencia de 
estructura secundaria. Mediante estas técnicas se han evidenciado transiciones desorden-
orden moduladas por la interacción con otras moléculas (Uversky, 2013a). 
Se ha sugerido que la flexibilidad de las IDPs tienen una importancia funcional a 
diferentes niveles: (1) la flexibilidad de una proteína puede favorecer una extensa interfaz de 
reconocimiento molecular, importante durante la regulación del ciclo celular, la transcripción, 
la traducción u otras actividades, así como el ensamblaje de otras proteínas. Las proteínas 
flexibles pueden unir diversos sustratos con alta especificidad y baja afinidad (considerando el 
gasto energético del plegamiento previo a la unión), (2) dado que la vida media de las 





i.e. un balance entre la síntesis y la degradación proteica, de importantes reguladores 
moleculares y (3) generalmente las proteínas desordenadas evolucionan más rápido que las 
ordenadas. Shaiu et al. observaron que las regiones desordenadas presentes en la 
topoisomerasa II mostraban un número elevado de sustituciones aminoacídicas y más 
inserciones y delecciones que la región ordenada de esa misma molécula (Shaiu et al., 1999)  
1.1.5.- Relación estructura–energía en proteínas: plegamiento y estabilidad 
Comprender como se pliegan y mantienen las estructuras de las proteínas ha supuesto un 
enorme esfuerzo científico en las últimas cinco décadas. La visión clásica del plegamiento 
propone que la búsqueda del estado nativo en el inmenso espacio conformacional que la 
proteína explora transcurre a través de determinadas rutas definidas por intermediarios y 
barreras energéticas. Mediante la sinergia de experimentación y teoría ha ido emergiendo un 
nuevo punto de vista que propone la existencia de un continuo entre estados intermedios y 
trayectorias convergentes de plegamiento. La nueva visión del plegamiento establece que las 
proteínas no siguen una ruta prefijada con intermedios obligatorios, sino que la mera 
pendiente del paisaje energético, a modo de embudo entrópico (folding funnel) conduce su 
plegamiento en un pequeño intervalo de tiempo. 
El diámetro del embudo representa la entropía de las proteínas y la profundidad 
representa la ganancia de energía libre cuando la proteína se acerca a su estado nativo. Se 
asume que la proteína en forma desplegada se encuentra en el borde superior del embudo, 
con entalpía poco óptima pero entropía favorable pudiendo moverse entre diferentes estados 
quasi degenerados energéticamente. La entropía disminuye a medida que lo hace el diámetro 
del embudo reduciendo el número de estados accesibles pero aumentando su estabilidad 
energética. Las proteínas difieren entre sí en la exploración del paisaje de energía de su 
plegamiento condicionado por el microambiente al que están expuestas, la secuencia precisa 
de aminoácidos que presentan y la topología de sus cadenas (Baker, 2000, Figura 7). 
 
Figura 7. Ejemplo de paisajes energéticos donde la zona gris corresponde a diferentes estados, total o 





corresponden con el estado nativo: (A) paisaje energético típico de proteínas  ordenadas y (B) paisajes 
energéticos de proteínas con diferente grado de desorden. 
El estado nativo de una proteína globular es estable en cierto intervalo de temperatura 
fuera del cual su estructura se desnaturaliza. La estabilidad se puede medir como energía libre 
de Gibbs de plegamiento (ΔGplegamiento), es decir la diferencia de energía libre entre el estado 
plegado y el estado desplegado. El plegamiento de una proteína conduce a mínimos de energía 
libre globales o locales. El proceso de plegamiento se suele representar mediante un paisaje de 
energía, una representación abstracta que asocia un valor de energía libre a un conjunto de 
conformaciones o microestados. A pesar de la enorme complejidad del espacio de 
conformaciones, éstas se suelen proyectar sobre un número muy reducido de direcciones. La 
representación más usada utiliza una sola dimensión, la coordenada de reacción (Figura 8). 
 
Figura 8. Energía libre de plegamiento (eje y) asociada a una coordenada de reacción o variable de 
progreso (eje x) y ejemplo de barreras de energía asociadas. 
La variación de energía libre (  ) en el proceso de plegamiento vendrá dada por el 
balance de dos términos energéticos: el entálpico (H) y el entrópico (S), Ecuación 3, y puede 
ser medida experimentalmente. 
Ecuación 3:            
El plegamiento debe por tanto optimizar la energía libre del sistema. La contribución 
entálpica viene de las interacciones de los átomos de la proteína entre sí y con el solvente, 
enlaces de hidrógeno e interacciones de vdW fundamentalmente. La entropía conformacional, 
una medida de los microestados compatibles con un estado macroscópico dado, caracteriza el 
estado nativo como un pequeño conjunto de conformaciones (ensemble) estructuralmente 
próximas, mientras que el estado desplegado es constituido por un elevado número de 
conformaciones diferentes en equilibrio rápido. Se piensa que el estado nativo está favorecido 





desplegado está favorecido desde el punto de vista  de la entropía conformacional de la 
proteína. 
Tanto el plegamiento como la asociación molecular se rigen por los mismos principios 
de la termodinámica (Ecuación 3). Como hemos visto, la energía libre de unión es el resultado 
de un balance entre la energía que se opone al plegamiento o la unión y la que lo dirige. A 
temperatura ambiente (250C) las componentes entálpica y entrópica se cancelan casi 
totalmente, dando valores pequeños para ΔG. Esto indica que el estado nativo de las proteínas 
es sólo marginalmente más estable que su estado desplegado. Sin embargo, podemos 
incrementar experimentalmente su ΔG mediante mutaciones puntuales. Ello lleva a pensar 
que la naturaleza podría haber seleccionado proteínas más estables si fuera una característica 
ventajosa (Sanchez-Ruiz, 1995). En esta línea se ha sugerido que la relativamente baja 
estabilidad puede: (1) ir acompañada de una mayor flexibilidad, que sería necesaria para su 
función, (2) facilitar su degradación cuando resulte conveniente, (3) favorecer un plegamiento 
rápido si sus intermedios cinéticos son poco estables y (4) revertir plegamientos incorrectos 
(trampas cinéticas) de un modo más sencillo al tener que superar barreras de energía 
menores. Otra posible explicación selectivamente “neutral” es que la evolución no ha 
seleccionado proteínas más estables porque la estabilidad alcanzada es ya suficientemente 
elevada para garantizar su función, y la presión selectiva para aumentarla no es suficiente para 
contrastar la presión natural de mutación (Taverna & Goldstein, 2002, Liberles et al., 2012). 
1.2.- Interacciones moleculares 
Las interacciones entre moléculas orgánicas representan el lenguaje de los sistemas biológicos 
mediante las cuales las macromoléculas se comunican y ejercen su función. El desarrollo de la 
biología molecular ha permitido evidenciar cómo muchas patologías humanas están 
directamente relacionadas con fallos en las interacciones entre proteínas o entre éstas y otras 
moléculas orgánicas que impide su correcta unión. Por ello, uno de los retos de la biología 
actual es el de caracterizar a nivel molecular los mecanismos de acción subyacentes a 
enfermedades humanas además de desarrollar y probar nuevo fármacos específicos para las 
dianas terapéuticas identificadas. Un conocimiento profundo de los sistemas a nivel atómico, 
así como la correcta caracterización de las interacciones que tienen lugar durante la unión de 
un receptor con su ligando, pueden ayudar a modular su actividad. 
1.2.1.- Modelos de unión 
A lo largo de los años se han propuesto diferentes modelos de interacción molecular. 





se comportaba como un elemento rígido (modelo llave-cerradura, postulado por Emil Fischer 
en 1894). Posteriormente, los modelos fueron cambiando hacia una visión más dinámica y 
flexible de ambas moléculas, reconociendo que muchas uniones moleculares vienen 
acompañadas de grandes cambios de conformación.  El ajuste inducido (induded-fit) propuesto 
por Daniel Koshland en 1958 propone que la unión produce las reorganizaciones estructurales 
necesarias para favorecer la estabilidad del complejo. El último de los modelos propuestos, 
llamado  selección conformacional (1999), postula que la proteína puede oscilar entre varias 
conformaciones, entre las cuales se encuentran tanto la conformación favorecida en ausencia 
de ligando como la conformación que la proteína asume en la unión. Según este modelo, el 
ligando se une selectivamente a esta última conformación y la estabiliza (Figura 9). 
 
Figura 9. Esquemas de los principales modelos de unión propuestos: A) modelo rígido de llave-
cerradura, B) modelo flexible de ajuste inducido y C) modelo flexible de selección conformacional. 
En los últimos años empiezan a implantarse nuevas propuestas de modelos de unión 
asociados a proteínas intrínsecamente desordenadas (IDPs). Las diferentes posibilidades son: 
(1) el plegamiento inducido (induced folding), que representa las transiciones de desorden a 
orden mediante la interacción entre proteínas, (2) el desplegamiento funcional (functional 
unfolding), que representa la transición de orden a desorden en determinadas regiones o 
proteínas completas inducida por la interacción y (3) el modelo de unión de conformaciones 
imprecisas (fuzziness) donde la unión involucra proteínas sin plegamiento tridimensional 
definido, ni antes ni después de la unión (Figura 10). 
La unión de pequeñas moléculas tanto a los sitios ortostéricos (sitios activos) como a 
los alostéricos (sitios reguladores) pueden inducir cambios conformacionales. Asociados a los 
sitios activos, en proteínas con estructura cuaternaria, los cambios de conformación pueden 





dominios induce cambios en las interacciones que presentan las otras subunidades, 
modificando la unión de las siguientes moléculas de ligando y variando la conformación global 
del complejo (cooperatividad positiva/negativa). 
 
Figura 10. Modelos de unión asociados a IDPs: A) posibles transiciones orden-desorden, previas a la 
unión (por ejemplo por condiciones del microambiente), B) modelo de unión y estabilización de una 
conformación desordenada (fuziness) y C) modelo de unión y estabilización del complejo tras una 
transición desorden-orden (induced folding). 
1.2.2.- Estimación de la energía libre de unión 
Según la termodinámica, los modelos de unión suponen un equilibrio entre dos estados: libre y 
unido ([R] + [L]  [RL] siendo R el receptor, L el ligando y RL el complejo formado).  El tipo de 
interacciones involucradas en dicho equilibrio pueden ser de naturaleza enlazante o no (i.e. 
relacionadas o no con la formación de enlaces covalentes). En las siguientes secciones 
presentaremos las principales interacciones involucradas en la formación y estabilización de 
complejos moleculares. 
Como vimos en la sección 1.1.5 de plegamiento y estabilidad, la ΔG consta de una 
contribución entálpica y una entrópica. Esta última se suele descartar en la estimación de 
        in silico, por su complejidad y alto coste computacional. La entalpía (       ) incluye 
habitualmente las contribuciones de vdW (    ) y electrostáticas (               ), la 
contribución energética asociada al establecimiento de enlaces de hidrógeno (   ) y la 
energía de desolvatación (              , Ecuación 4). 
Ecuación 4:                                                      
1.2.3.- Interacciones enlazantes 
Entre las interacciones enlazantes más características para la correcta actividad de las 
proteínas caben destacar lo puentes disulfuro (S-S) (Sevier & Kaiser, 2002), interacciones 





condensan dando lugar a un enlace covalente entre los dos átomos de azufre aportando una 
energía libre de unas -60 kcal/mol. Los S-S están relacionados con la estabilidad y activación de 
las proteínas que los contienen y su localización es normalmente extracelular, pues el 
potencial redox del interior de la célula es reductor y los destruye. 
Otro caso de relevancia es la unión irreversible de inhibidores que conlleva la 
formación de enlaces covalentes entre el ligando y la proteína. La caracterización teórica de 
dichos enlaces sólo se puede obtener mediante metodología cuántica, no considerada en la 
presente tesis. 
1.2.4.- Interacciones no enlazantes 
A continuación definiremos las interacciones no enlazantes incluidas, en mayor o menor 
medida, en los modelos matemáticos de estimación de energía de unión: (1) las interacciones 
de tipo vdW, (2) interacciones electrostáticas, (3) interacciones apolares o hidrofóbicas, (4) 
formación de enlaces de hidrógeno, (5) interacciones con el solvente y (6) entropía. 
1.2.4.1.- Interacciones de tipo van der Waals 
Las interacciones de vdW, de gran importancia para la estabilidad de macromoléculas 
biológicas, cuantifican la magnitud de las fuerzas creadas entre dos átomos cuando éstos se 
aproximan y entran en contacto. Tienen en cuenta dos componentes: (1) la repulsión, que 
actúa a corta distancia debido al solapamiento o superposición de las nubes electrónicas de los 
átomos que se acercan y (2) la atracción que se da a larga distancia debida a la correlación 
entre los electrones de los diferentes átomos (fuerzas de dispersión de London). Ambas 
componentes dependen inversamente de la distancia entre los átomos. Las interacciones de 
vdW se describen habitualmente según el potencial 12-6 de Lennard-Jones (Figura 11, 
Ecuación 5). 











donde r es la distancia entre los átomos, A y B son los coeficientes de repulsión y atracción 
respectivamente que dependen del par de átomos involucrados en la interacción y   es la 






Figura 11. Potencial 12-6 de Lennard-Jones para la descripción de interacciones de tipo vdW. 
1.2.4.2.- Interacciones electrostáticas 
Estas interacciones están presentes en la mayor parte de los tipos de unión (i.e. interacciones 
carga-carga, enlaces de hidrógeno, apilamiento de nubes  o - stacking, interacciones 
hidrofóbicas y solvatación). Las interacciones electrostáticas (atractivas y repulsivas) de las 
proteínas surgen de la presencia de grupos cargados o grupos con distribuciones de carga no 
homogénea, como dipolos y cuadrupolos. Por otra parte, el agua ejerce un potente efecto 
modificador de estas interacciones, apantallándolas de modo que la atracción entre cargas 
contrarias es relativamente débil en la superficie expuesta al solvente. Estas fuerzas presentan 
una alta selectividad, un aspecto clave en el desarrollo de nuevos, y más específicos fármacos 
que no produzcan efectos secundarios. Sin embargo, su cálculo exacto sigue siendo uno de los 
mayores retos dela biología computacional. La aproximación más simple es el modelo 
Coulombico (     , el producto de las cargas dividido por la distancia y una función simple para 
la constante dieléctrica que refleje las propiedades de respuesta del medio, Ecuación 6). La 
precisión del cálculo dependerá de una correcta asignación de cargas. 




    
 
 
donde   es la constante dieléctrica del medio,         las cargas de los átomos involucrados y r 
la distancia entre ellos. 
1.2.4.3.- Efecto del solvente 
Muchas de las interacciones a tener en cuenta en biología tienen lugar en un entorno acuoso. 
Cuando las moléculas están aisladas en disolución, están completamente rodeadas de 
moléculas de agua. Sin embargo cuando se produce una interacción muchas de estas 
moléculas de agua son desplazadas. Este desplazamiento o desolvatación conlleva un gasto 





produce una ganancia de entropía en las moléculas de agua liberadas. Desde el punto de vista 
teórico hay dos modelos extremos para tener en cuenta los efectos del solvente que se aplican 
según el compromiso entre precisión y rapidez que necesitemos en cada caso: (1) modelos de 
solvente explícito, donde las moléculas de agua están explícitamente representadas con 
detalle atómico y (2) modelos de solvente implícito, donde se construye una función 
matemática que modela el comportamiento medio del solvente, de amplia aplicación en 
docking o durante el análisis de trayectorias de dinámica molecular. También es posible 
considerar modelos mixtos en los cuales se tienen en cuenta explícitamente determinadas 
moléculas de agua y el resto se consideran de manera implícita. 
1.2.4.3.1.- Modelo de solvente implícito (ISM) 
Tanto en los protocolos de docking como durante el análisis de trayectorias de dinámica 
molecular se suelen emplear modelos de solvente implícitos para calcular la desolvatación de 
receptor y ligando, ya que son lo suficientemente rápidos como para permitir un gran número 
de cálculos en un corto espacio de tiempo. Sin embargo, es necesario llegar a un compromiso 
entre exactitud y velocidad, propiedades que suelen estar inversamente relacionadas. Los 
métodos más populares son el modelo generalizado de Born (GB, Onufriev, Case, & Bashford, 
2002) o la resolución de la ecuación de Poisson-Boltzmann (PB, Fogolari, Brigo, & Molinari, 
2002). 
El modelo ISM (implicit solvent model) deriva de la teoría de los líquidos polares de 
Deby-Sack (Mehler 1996; Murray and Sen 1996) donde se propone que el efecto de 
apantallamiento debido al solvente tiene un comportamiento dependiente de la distancia 
entre las cargas de tipo sigmoidal, siendo la principal contribución a la energía de solvatación 
aquella que proviene del desplazamiento de la primera capa de moléculas de agua. Los radios 
atómicos (llamados de Born), cuya parametrización es uno de los principales problemas en 
este tipo de métodos, miden la distancia efectiva desde un átomo hasta donde empieza el 
solvente teniendo en cuenta no sólo la disposición del átomo en cuestión sino la de todos los 
demás. Los radios se calculan mediante una combinación lineal de la parte del átomo expuesta 
al solvente y la que queda hacia el interior de la proteína. El modelo ISM (Gil-Redondo R., 
2006) reduce significativamente la complejidad del cálculo frente a los métodos PB y GB, 
permitiendo además la descomposición de la energía libre de desolvatación en sus 
componentes principales: un término carga-carga y las desolvataciones individuales de 





1.2.4.4.- Interacciones por enlace de hidrógeno 
Los enlaces de hidrógeno (HB) son de inmensa importancia para la correcta función de los 
complejos macromoleculares en los sistemas biológicos. Están involucrados en el 
mantenimiento del plegamiento de ADN, ARN y proteínas,  en el reconocimiento de ligandos y 
en la estabilidad de los complejos (Chen & Kurgan, 2009). Los HB son interacciones 
electrostáticas de naturaleza atractiva protagonizadas por un átomo de hidrógeno y dos 
átomos electronegativos como pueden ser el nitrógeno, el oxígeno o el flúor, que al 
interaccionar producen el solapamiento en sus nubes electrónicas. El átomo electronegativo 
unido covalentemente al hidrógeno se denomina donador de enlace de hidrógeno (DHB) y al 
segundo aceptor de enlace de hidrógeno (AHB) (Figura 12). 
 
Figura 12. Ejemplo de un enlace de hidrógeno (HB) entre el átomo hidrógeno unido a un  átomo de 
nitrógeno y un átomo de oxígeno definido por 3 variables geométricas: una distancia y dos ángulos 
[ángulo α (DHB-H…AHB) y ángulo β (H…AHB-X), siendo X un átomo unido a AHB]. 
Los HB son responsables de la direccionalidad y reconocimiento de substratos y 
pueden modular la afinidad de la diana por ellos. Su contribución energética depende de los 
tipos de átomos involucrados en la interacción así como de su geometría preferencial, 
pudiendo oscilar en rangos de -1 kcal/mol a -40 kcal/mol (Steiner, 2002), de ahí su importancia 
en el diseño de fármacos (Abraham et al., 2002). A los HB entre grupos de carga opuesta se les 
denominan puentes salinos. 
1.2.4.5.- Interacciones apolares o hidrofóbicas  
Las cadenas laterales de ciertos aminoácidos (leucina, valina y prolina), así como regiones de 
los ligandos, presentan carácter hidrofóbico, esto significa que su interacción con el solvente 
es muy desfavorable. Si dos centros hidrofóbicos entran en contacto, las moléculas de agua de 





hidrofóbico). El efecto hidrofóbico, entre otras cosas, es una de las fuerzas que estabilizan el 
plegamiento de las proteínas globulares. 
1.2.4.6.- Entropía 
El concepto de entropía está íntimamente relacionado con el número de conformaciones 
microscópicas compatibles con un determinado estado macroscópico. Una molécula aislada es 
libre de trasladarse, rotar y vibrar. Cuando un complejo intermolecular se forma, algunos de 
estos movimientos se ven impedidos produciendo una disminución de la entropía. La entropía 
del soluto (entropía configuracional) se suele dividir en dos partes: conformacional y 
vibracional. La parte conformacional tiene que ver con la reducción del número de pozos de 
energía que tanto el ligando como la proteína pueden visitar una vez que ha sucedido la unión, 
mientras que la parte vibracional se refiere a los movimientos dentro de un pozo de energía en 
particular. La entropía es difícil de calcular, y se suele ignorar aunque su contribución a la 
energía libre es importante. 
1.2.4.7.- Otras interacciones 
Otras interacciones de relevancia, aunque consideradas implícitamente en los tipos 
anteriormente expuestos, rara vez se tienen en cuenta o si se hace suele ser con 
aproximaciones muy sencillas. Entre ellas destacamos las interacciones mediadas por 
moléculas de agua específicas o aguas catalíticas, átomos de halógenos, interacciones entre 
anillos aromáticos (- stacking, cuya contribución a la energía libre se estimada va de 0.6 
kcal/mol a -7 kcal/mol según el método, (Burley & Petsko, 1985; Jurecka, Sponer, Cerný, & 
Hobza, 2006)) e interacciones de coordinación de iones metálicos. Estas interacciones pueden 



























2.1.- Predicción de estructura terciaria basada en relaciones evolutivas: 
modelado por homología 
Conocer la estructura tridimensional de las proteínas nos permite estudiar a nivel molecular 
cómo funcionan, cómo se comunican o cómo son moduladas. En muchos casos no disponemos 
de esta información y necesitamos predecirla in silico en base a la información de secuencia de 
la que dispongamos. 
Como hemos visto en la introducción, la secuencia de aminoácidos determina en 
buena medida la estructura tridimensional de las proteínas, al menos de su flexibilidad 
intrínseca y de las interacciones con pequeño ligandos y otras macromoléculas que pueden 
modificar su conformación. Por esta razón se puede esperar que sea posible determinar la 
estructura nativa de la proteína como la estructura representativa del estado de mínima 
energía libre en condiciones nativas. Sin embargo, a pesar de importantes progresos recientes, 
estas técnicas basadas en funciones de energía empíricas y llamadas, un poco impropiamente, 
ab initio todavía no garantizan resultados fiables. Afortunadamente, la evolución nos ayuda a 
extrapolar resultados experimentales y nos proporciona una técnica de predicción muy 
poderosa llamada modelado por homología. 
El modelado por homología se basa en la observación de que, la estructura está 
determinada por su secuencia de aminoácidos (Anfinsen, 1973), a lo largo de la evolución las 
estructuras terciarias de las proteínas sufren menores variaciones que sus secuencias de 
aminoácidos (Chothia & Lesk, 1986), en cuanto secuencias cercanas evolutivamente (i.e. 
proteínas homólogas, descendientes de un ancestro común) se pliegan en estructuras 
similares y presenten funciones relacionadas. El modelado por homología, o modelado 
comparativo, es una técnica computacional que explota esta observación para construir 
modelos atómicos de estructuras tridimensionales de proteínas dianas cuando se conozca la 
estructura de una o varias proteínas (moldes) relacionada evolutivamente (Cavasotto & 
Phatak, 2009a). 
En un nivel intermedio entre el modelado de estructura basado en funciones de 
energía que no utilizan moldes y el modelado por homología encontramos las técnicas 
definidas como threading (hilado) en las cuales el molde se identifica evaluando la 
compatibilidad entre la secuencia diana y un conjunto de posibles moldes con una función de 




secuencias como de estructuras y los progresos de los métodos para reconocer secuencias 
homólogas hacen que en la actualidad las técnicas de threading se usen poco. 
Las técnicas de predicción de estructura tridimensional, tanto basadas en principios 
físicos, como las basadas en moldes obtenidos experimentalmente como el modelado por 
homología, y el threading, son herramientas computacionales eficaces para suplir la falta de 
datos estructurales, llegando en el mejor de los casos a una precisión comparable a la 
experimental. Se estima que las actuales técnicas de modelado 3D nos permiten construir 
modelos del 25%-65% de los aminoácidos codificados en los genomas secuenciados, aunque 
dichos valores difieren significativamente entre genomas individuales (Xiang, 2006a). El 75%-
35% restante no son modelables o bien porque no existen aún moldes adecuados para su 
construcción o bien por su naturaleza desordenada. 
La calidad de los modelos obtenidos dependerá de la calidad de los moldes disponibles 
(por ejemplo la resolución de los cristales de RX), de su distancia evolutiva con la diana de 
interés medida en términos de identidad de secuencia (ID, i.e. el número de residuos iguales 
entre diana y molde dividido entre la longitud de la región alineada) y de la precisión del 
alineamiento, posición por posición, de los aminoácidos diana-molde. En términos generales 
se espera que los modelos generados a partir de secuencias con una identidad mayor del 40% 
tengan una estructura similar y podrán ser considerados como modelos de alta calidad, 
mientras que si la identidad es menor del 30% (zona de penumbra o twilight zone, Rost, 1999) 
probablemente presenten estructuras alejadas del molde propuesto y obtengamos modelos 
de baja calidad. 
En los últimos años ha surgido en internet una gran diversidad de servidores 
automáticos para el modelado por homología, que permiten realizar un proceso de modelado 
completo sino también descargar estructuras pre-calculadas de bases de datos de modelos por 
homología generados de modo automático, como por ejemplo SWISS-MODEL 
(http://swissmodel.expasy.org/SWISS-MODEL.html, Arnold, Bordoli, Kopp, & Schwede, 2006). 
Con tanta información disponible uno de los problemas a los que nos enfrentamos hoy en día 
es precisamente la evaluación de la calidad de los modelos para seleccionar los mejores. Es por 
tanto recomendable el uso de herramientas integradoras como Protein Model Portal (PMP, 
http://proteinmodelportal.org, Arnold et al., 2009) que permitan la comparación de modelos 
de la misma proteína obtenidos con diferentes métodos. 
Otros avances como las mejoras en la capacidad de cálculo y la generación y 




entendimiento y caracterización de la energía que determina la estabilidad de las proteínas) 
han ayudado a la integración y aplicación de los protocolos de modelado por homología en 
diversos proyectos de interés biomédicos, destacando entre ellos el estudio de mecanismos de 
acción (Mueckler & Makepeace, 2008) de mutaciones involucradas en enfermedades (Sun et 
al., 2007) y el diseño racional de fármacos (Fan, Irwin, & Sali, 2012). 
Un protocolo estándar de modelado por homología se puede dividir en las siguientes 
etapas principales: (1) búsqueda de proteínas homólogas (moldes) alineadas contra la 
secuencia diana, (2) selección del mejor molde, (3) construcción del modelo 3D, (4) refinado y 
(5) evaluación y validación de las estructuras obtenidas (Figura 13). 
 
Figura 13. Ciclo típico de modelado comparativo:  1) reconocimiento del molde y alineamiento inicial, 2) 
corrección del alineamiento, 3) generación del esqueleto proteico, 4) modelado de bucles, 5) modelado 
de cadenas laterales, 6) optimización del modelo y 7) validación del modelo (Fuente: Venselaar et al., 
2010). 
2.1.1.- Alineamiento de secuencias: Búsqueda de homólogos y selección de moldes  
En la búsqueda de proteínas homólogas se utilizan algoritmos de alineamiento contra bases de 
datos de secuencias y/o estructuras. Alinear dos secuencias de proteínas consiste en encontrar 
la correspondencia entre los residuos de las dos secuencias que tienen más probabilidad de 




Para entrar más en detalle en los métodos de alineamiento necesitamos definir los 
conceptos de similitud de secuencia y matrices de sustitución. Tanto la ID como la similitud de 
secuencia (suma de puntuaciones asociada al tipo de residuos alineados calculadas a partir de 
matrices de sustitución) se establecen como medidas de evaluación de la calidad de los 
alineamientos. Las Matrices de Sustitución, de las cuales las más usadas son PAM y BLOSUM 
(Percent Accepted Mutations PAM 1978, Blocks Substitution Matrix BLOSUM 1992) resumen la 
información de las sustituciones entre los diferentes tipos de residuos en grandes bases de 
datos de proteínas alineadas de manera fiable, y convierten las frecuencias observadas en 
puntuaciones estadísticas. Las sustituciones entre residuos con propiedades similares (E → D) 
tienen una mejor puntuación que residuos con propiedades diferentes (E → W) porque se 
observan con mucha más frecuencia. Como las proteínas a comparar, a pesar de tener un 
origen común, en general tienen diferentes longitudes debido a eventos de inserciones y 
delecciones que debemos de tener en cuenta para evitar desfases en el alineamiento, hay que 
permitir y puntuar la existencia de huecos en el alineamiento o gaps. Cabe señalar que en la 
obtención de la puntuación final o score se tienen en cuenta, no sólo las sustituciones entre los 
residuos sino los eventos de inserciones/delecciones, penalizando la apertura y extensión de 
los gaps incorporados en el alineamiento. 
En la Figura 14 se esquematiza un alineamiento con sus principales regiones así como 
los principales tipos de alineamientos: (a) alineamientos por pares, i.e. alineamientos entre 
dos secuencias que tienen como objetivo encontrar la posición relativa entre ambas que 
maximice el número de coincidencias (medido a través de su ID), solución que ha de satisfacer, 
al menos en teoría, la correspondencia estructural entre los residuos implicados en el 
alineamiento, (b) los alineamientos múltiples (MSA), i.e. la extrapolación del alineamiento por 
pares al alineamiento simultaneo de un conjunto de secuencias permitiendo la extracción de 
información evolutiva y la detección de motivos comunes a las secuencias y (c) los 
alineamientos de perfiles, i.e. la clasificación y mapeo de las posiciones incluidas en los 
alineamientos múltiples, tanto de los motivos comunes provenientes de expresiones regulares 
o segmentos cortos con alto grado de conservación (match o coincidencia), como de los 
elementos sin correspondencia en secuencia (inserciones y delecciones). Dependiendo de la 
extensión a considerar los alineamientos se pueden clasificar a su vez en locales, construyendo 
el alineamiento solo para regiones de alta similitud (Smith & Waterman, 1981) y globales, 
alineando las secuencias completas hasta que se llegue al final de una de ellas (Needleman & 






Figura 14. Esquemas de tipos de alineamientos y principales regiones alineadas: A) alineamiento por 
pares de secuencias, B) alineamiento de múltiples secuencias (MSA), C) alineamiento de perfiles que 
condensan la información de los MSA y (D) tipo de regiones que podemos encontrar en un alineamiento 
entre pares de secuencias o de perfiles. Zonas de inserciones o delecciones respecto al molde, centrales 
o en los extremos, y zonas de gaps con residuos aislados alineados en su interior. Leyenda: en rojo la 
secuencia diana, en negro los moldes alineados y en violeta las zonas de gaps. 
El alineamiento múltiple (MSA) busca alinear n secuencia de tal manera que se 
optimice la puntuación de todos los n(n-1)/2 pares de secuencias alineadas. Los algoritmos de 
MSA utilizan una aproximación conocida como alineamiento progresivo, para aproximarse a la 
solución óptima. Los MSA hacen uso de matrices de sustitución (aunque éstas pueden variar a 
lo largo del cálculo) e incorporan penalizaciones por apertura y extensión de gaps. Por otro 
lado calculan internamente matrices de distancias, obtenidas a partir de alineamientos por 
pares independientes, y árboles de distancias que sirven de guía en el alineamiento progresivo. 
En los últimos años se ha realizado un gran esfuerzo en el desarrollo de métodos de 
alineamiento cada vez más y más sensibles como son las búsquedas iterativas (psi-blast 
(Altschul et al., 1997) y HMMER (http://hmmer.wustl.edu; Eddy, 1998) y los alineamientos 
perfil-perfil [HHsearch (Söding, 2005) y HHblits (Remmert, Biegert, Hauser, & Söding, 2012)]. 
Los modelos ocultos de Markov [HMMs, (Krogh, Brown, Mian, Sjölander, & Haussler, 1994)] 
son un tipo de modelo probabilístico en el que se asume que el sistema a modelar es un 
fenómeno aleatorio de parámetros desconocidos u ocultos dependiente del tiempo para el 
cual se cumple una propiedad específica. Partimos de un conjunto finito de estados con sus 




los HMMs aplicados al alineamiento de secuencias es el de determinar los parámetros 
desconocidos a partir de los parámetros observables construyendo un árbol de similitud y 
comparando los MSA de cada nodo interno del árbol. Son muy efectivos en la detección de 
patrones conservados entre múltiples secuencias. Por ejemplo ayudan a establecer el 
consenso de estructura primaria de una familia de proteínas (PFAM). El uso de HMMs permite 
resumir la información de un MSA en un cadena de símbolos específicos (Match, Insertion, 
Delection) por posición llamada perfil, cuya precisión se puede incrementar incluyendo 
homólogos seguros (Sadreyev & Grishin, 2006). 
La elección entre un método de alineamiento u otro puede verse condicionado por la 
ID de las proteínas consideradas. El método más usado como primera opción, porque permite 
comparar rápidamente una secuencia diana frente a una base de datos con millones de 
secuencias, es blast (Basic Local Alignment Search Tool, Altschul, Gish, Miller, Myers, & 
Lipman, 1990), pero los resultados de este método son fiables sólo si encuentra homólogos 
con más de 30% de ID. En el caso de homólogos lejanos, es decir con ID baja, es preferible usar 
MSA [mafft (Katoh & Toh, 2008), muscle (Edgar, 2004)] o alineamientos de perfiles (psi-blast, 
hhblits) para garantizar una mejor calidad en el mapeo de las posiciones de los residuos. 
2.1.2.- Construcción y refinado de modelos 3D 
Una vez tenemos un molde con estructura y el alineamiento molde-diana se construye la 
estructura tridimensional de la diana proporcionando las coordenadas cartesianas de cada uno 
de sus átomos. Las estrategias principales en la construcción tridimensional son: (1) modelado 
por satisfacción de restricciones moleculares, (2) modelado por ensamblado de fragmentos 
rígidos, (3) modelado mediante coincidencia de segmentos y (4) modelado por evolución 
artificial (Xiang, 2006b). 
El método más usado, el modelado por satisfacción de restricciones moleculares, se 
basa en un procedimiento similar al usado en la determinación de estructuras por RNM. 
MODELLER (Fiser & Šali, 2003) es uno de los programas más populares que usa este método de 
construcción y ModBase (http://modbase.compbio.ucsf.edu, Pieper et al., 2011) una base de 
datos de modelos basados en dicho programa. Al inicio del proceso se establecen una serie de 
restricciones en la estructura usando el alineamiento como guía: (1) restricciones derivadas de 
la homología como distancias y ángulos diedros, (2) restricciones estructurales como 
preferencias en la longitud y ángulo de enlace, (3) preferencias estadísticas por ciertos ángulos 
diedros y distancias en interacciones no-enlazantes y (4) restricciones aplicadas por el usuario 




restricciones espaciales, expresadas como funciones de densidad de probabilidad, se 
combinan en una función objetivo que es optimizada usando una combinación de un 
minimizador por gradientes conjugados y dinámica molecular con simulated annealing (ver 
sección de dinámica molecular). Las restricciones están basadas en la asunción de que las 
distancias correspondientes entre residuos alineados en molde y diana han de ser similares. 
Una vez que tenemos la estructura completa necesitamos optimizar el modelo ya que 
al realizar modificaciones sobre el molde original, tanto el esqueleto proteico como las 
cadenas laterales pueden no encontrarse en una posición adecuada. El refinado requiere de 
una estrategia de muestreo así como una función de energía precisa que guíe en la búsqueda a 
través del espacio conformacional. El refinado se centra principalmente en el modelado de 
loops (Figura 15) y cadenas laterales. 
 
Figura 15. Ejemplo de refinado de estructuras obtenidas con MODELLER: mostramos una proteína diana 
con una región susceptible de ser mejorada y al lado una comparativa de las puntuaciones DOPE de 
dicha estructura generada a partir de un molde, de varios moldes y refinado de un bucle o loop. La caja 
azul resalta una región donde el refinado de loops mejora la energía asociada a ese fragmento. 
Como los errores en el alineamiento son difíciles de corregir en fases avanzadas del 
refinado se tratan de disminuir mediante un proceso iterativo de re-alineamiento, modelado y 
evaluación hasta dar con una solución adecuada. Errores en el modelado de proteínas con ID 
por encima del 40% suele estar relacionados principalmente con la disposición de sus cadenas 
laterales, sin embargo en el rango de valores de ID entre el 30%-40% los errores en los loops 
adquieren mayor importancia (Sánchez and Sali, 1997). Los loops son habitualmente las 
regiones más variables de las proteínas donde suelen localizarse inserciones y delecciones. Su 
reconstrucción se realiza usando técnicas ab initio y búsquedas en base de datos. 
Normalmente los loops con menos de 12 residuos no presentan un problema de muestreo 




muy pequeños (i.e. unos 5-6 residuos) dada su dificultad para encontrar conformaciones 
cercanas a la nativa en sus librerías de moldes (Fidelis, Stern, Bacon, & Moult, 1994; Deane & 
Blundell, 2001). Técnicas como la minimización de la energía libre y la dinámica molecular, que 
serán explicadas en la siguiente sección, pueden ayudar en el refinado de estructuras 
provenientes de HM sobre todo a nivel de ajustes en cadenas laterales (Fan and Mark, 2004) 
pero también pueden contribuir a empeorarlo dependiendo de la calidad inicial del modelo 
generado por HM. 
2.1.3.- Evaluación y validación de los modelos 3D obtenidos 
Una vez hemos llegado al final del proceso de modelado y refinado, el último paso es evaluar 
los modelos desde un punto de vista estructural y energético. Es habitual que los modelos por 
homología contengan algunos errores identificables a posteriori. Nuestro objetivo debe ser el 
de estimar la probabilidad y magnitud de dichos errores así como de establecer, de entre 
todas las estructuras que podemos construir a partir de los diferentes alineamientos y 
metodologías, cuál es la más plausible. 
2.1.3.1.- Evaluación estructural 
Si se conoce la estructura de la proteína diana, es un ejercicio interesante comparar su 
estructura con los modelos que se han obtenido usando diferentes métodos, con el fin de 
poder elegir de una manera objetiva el mejor de ellos. Esta evaluación se hace cada dos años 
en el contexto del Critical Assessment of Techniques for Protein Structure Prediction (CASP), en 
el cual diferentes grupos de investigación intentan predecir la estructura de las mismas 
proteínas desconocidas usando toda la información disponible en el momento en el PDB. Sin 
embargo, esta evaluación es en sí una tarea compleja porque los métodos predicen porciones 
diferentes de la misma proteína, y existen muchas formas de medir la similitud de fragmentos 
de tamaño variable que pueden llevar a evaluaciones muy diferentes. 
El RMSD (ver sección 1.1.2.1.- Variabilidad estructural) mide la desviación cuadrática 
media entre los pares de átomos alineados después de la superposición óptima, pero ésta se 
ve fuertemente influida por las regiones de mucha variabilidad. Por esta razón, en CASP se 
tiende a usar el test de distancia global (GDT), que hace un promedio ponderado del 
porcentaje de átomos alineados que se encuentran a una distancia menor de un valor de corte 
definido (por ejemplo 1 Å, 2 Å, 4 Å y 8 Å) puntuando tanto la extensión del modelo como su 
precisión. 
Si no se conoce la estructura de la proteína diana se pueden evaluar los modelos en 




ángulos de enlace, ángulos de torsión, contactos entre residuos, etc.) y las distribuciones de las 
mismas propiedades en el PDB. 
Nuestra habilidad para predecir correctamente la conformación de las cadenas 
laterales (rotámeros) viene limitada por la conformación copiada del esqueleto proteico del 
molde. La obtención de rotámeros colocados de modo incorrecto suele venir causada por 
residuos mal alineados y/o desplazamientos en el esqueleto proteico. Esto se puede corregir 
modificando el alineamiento de partida para obtener resultados más precisos o realizar pasos 
de refinados simultáneos. Cuando encontramos errores en el sitio activo o sus alrededores, 
debemos reconsiderar el protocolo usado a nivel de la selección del molde y/o su 
alineamiento. Cuando los errores ocurren lejos del sitio activo, salvo en casos de alostería, 
nuestro modelo puede seguir siendo válido. Aunque, en general, las medidas de evaluación 
estructural se consideran parámetros de calidad, son menos útiles a la hora de evaluar y/o 
comparar modelos que las medidas energéticas, ya que varios de estos factores se han tenido 
en cuenta durante su construcción. 
2.1.3.2.- Evaluación energética 
La compatibilidad entre las propiedades estructurales del modelo y de la base de datos de 
estructuras experimentales se puede traducir en una probabilidad, cuyo logaritmo cambiado 
de signo se interpreta a veces como una energía libre empírica. Existen muchas funciones de 
energía libre empírica que se basan en este tipo de procedimiento, considerando propiedades 
y modelos nulos diferentes para calcular las propiedades estadísticas de las bases de datos. 
Argumentos tanto de mecánica estadística (distribución de Boltzmann de las estructuras 
posibles de una misma cadena según su energía libre) como evolutivos (distribución de 
Boltzmann de las secuencias con el mismo plegamiento según su estabilidad) sugieren que 
esta energía empírica está relacionada con la energía libre de la secuencia problema en la 
estructura examinada (Sippl, 1990). En este marco, la estructura con mejor puntuación 
energética se identifica con el mejor modelo. 
La propiedad más crítica de una función de energía es su capacidad para discriminar 
los modelos correctos (estructura experimental) de modelos con plegamiento incorrecto 
(señuelos o decoys) lo que tiene un enorme impacto en su capacidad de predicción. Los 
principales modos de abordar estos cálculos son mediante potenciales estadísticos, mediante 
cálculos energéticos basados en campos de fuerzas e incluso en los últimos años mediante 
métodos basados en el aprendizaje automático o machine learning. Los potenciales 




observación de contactos entre residuos, directa o indirectamente (por ejemplo el score de 
DOPE, que será utilizado en los trabajos de investigación 4.1 y 4.2). Los contactos entre átomos 
o residuos, interacciones energéticamente favorables, son variables que ayudan a discriminar 
un plegamiento nativo correcto de uno incorrecto. En los modelos se permite un número muy 
reducido de contactos atómicos infrecuentes ya que las estructuras reales no toleran 
demasiadas interacciones no favorables. Aunque son computacionalmente económicos, las 
energías estadísticas no son tan sensibles en la evaluación de estructuras erróneas cercanas a 
la nativa, especialmente en segmentos como loops modelados o cadenas laterales. 
2.1.3.3.- Validación de los modelos 3D 
Tras la evaluación sólo nos queda la validación experimental. Dado que en todo momento 
hablamos de simulaciones es necesario probar si nuestra estructura propuesta se apoya de 
suficientes evidencias experimentales para usarla en los estudios de nuestro interés. Dicha 
validación suele venir respaldada por datos publicados en literatura como experimentos de 
mutaciones puntuales de residuos involucrados en la unión de pequeñas moléculas o ligandos 
a la estructura de la proteína diana , sin embargo en el caso del HM masivo presentado en el 
artículo 1 no se ha llevado a cabo dicha validación. 
 
2.2.- Predicción de características unidimensionales de las proteínas basadas 
en la secuencia  
Una forma conveniente de representar información estructural es mediante perfiles 
unidimensionales, que asocian a cada residuo de la proteína un valor numérico (por ejemplo 
su accesibilidad al solvente) o una etiqueta de estado (por ejemplo etiquetas de estructuras 
secundarias hélice (H), lámina (E), loop (C), o si el residuo se encuentra en un estado 
desordenado u ordenado). Esta información es útil en la caracterización estructural y funcional 
de las proteínas. Podemos definir no solo la topología, sino el tipo de ambiente en el que se 
localiza (regiones globulares o de membrana), identificar modificaciones post-traduccionales 
como fosforilación de residuos asociados a procesos de regulación, etc. Dada la dificultad en la 
determinación experimental de ciertos parámetros físicos y la imposibilidad de calcularlos de 
manera ab initio los bioinformáticos han desarrollado algoritmos capaces de predecir estas 
propiedades usando criterios empíricos que proporcionan una fiabilidad razonable, cercana al 




En la presente tesis se ha usado el programa DSSP (Kabsch & Sander, 1983) para la 
asignación de la estructura secundaria presente en los cristales de RX. Este algoritmo analiza la 
estructura tridimensional de la proteína, identificando los HB en base a criterios geométricos, y 
asigna una estructura secundaria a un determinado patrón de HB. Se ha usado además un 
predictor de estructura secundaria [psipred (Buchan et al., 2010)] basado en alineamientos 
múltiples generados con psi-blast, un predictor de regiones coiled-coil o hélices 
superenrolladas [ncoil, (Lupas, Van Dyke, & Stock, 1991)], i.e. motivos estructurales que 
consisten en repeticiones de 7 residuos con un patrón determinado que promueven la 
oligomerización mediante interacciones de 2 a 7 hélices Liu et al, 2006) de interés por su 
papel en transiciones desorden-orden de IDPs, un predictor de hélices transmembrana 
[TMHMM v2.0, (Krogh, Larsson, von Heijne, & Sonnhammer, 2001)], i.e. hélices  insertadas 
en una membrana que atraviesan a ésta de lado a lado, y un predictor de desorden estructural 
[disopred2, (Ward, Sodhi, McGuffin, Buxton, & Jones, 2004)] basado en alineamientos 
múltiples generados con psi-blast y la probabilidad empírica de cada aminoácido de la proteína 
de estar desordenado sin pertenecer a ninguna clase de estructura secundaria en la forma 
biológicamente activa de una proteína.. Disopred2 fue entrenado con un conjunto de 715 
proteínas provenientes de RX con regiones no resueltas alcanzando una capacidad predictiva 
del 90% (Jones & Ward, 2003). 
 
2.3.- Dinámica de proteínas y transiciones estructurales  
Como hemos visto, las proteínas son moléculas con una estabilidad y flexibilidad característica 
y variable según la familia a la que pertenezcan y la función que deban realizar. Dichas 
características se observan a nivel de su dinámica térmica a través de fluctuaciones por 
residuo, y a nivel de sus movimientos acoplados como cambios conformacionales durante o 
tras la unión con otras moléculas (Figura 16). Se ha evidenciado que los movimientos 
acoplados o colectivos son esenciales en las funciones biológicas tales como catálisis 
enzimática, apertura y cierre de canales, interacciones alostéricas (Nussinov & Tsai, 2013), 
transducción de señales y reconocimiento dinámico. Los movimientos colectivos pueden ser 
de diversa magnitud, por ejemplo, movimientos de tipo bisagra, de tipo cizalla, rotaciones de 
subunidades enteras, movimientos de loops, desplegamiento parcial y reajustes en cadenas 
laterales (Gerstein et al., 1998; Henzler-Wildman et al., 2007). La Figura 16 representa una 





Existen varias aproximaciones computacionales para caracterizar la flexibilidad de 
proteínas a partir de su estructura. El método más utilizado para simular el comportamiento 
dinámico de las macromoléculas es la dinámica molecular (MD, Adcock y McCammon, 2006). 
Se ha venido empleando de manera satisfactoria desde hace más de 30 años formando parte 
de estudios de búsqueda de nuevos fármacos, interacciones proteína-proteína y eventos de 
cooperatividad. Sin embargo, suele resultar más costosa computacionalmente que otros 
métodos, además de su limitación en el estudio de cambios conformacionales que requieren 
de periodos muy largos de simulación y no es fácil saber si ha convergido o no. Una de las 
alternativas más interesantes a la MD para estudiar los movimientos colectivos de las 
macromoléculas es el análisis de modos normales (NMA). En general, en casos donde se 
pueden aplicar ambas técnicas parece existir una buena correspondencia entre los 
movimientos descritos por NMA y MD. 
 
Figura 16. Aproximación temporal de los procesos dinámicos identificados en macromoléculas 
biológicas. 
Como veremos, las técnicas de MD y NMA se pueden aplicar en el ámbito del refinado 
de estructuras de HM, la predicción de flexibilidad, accesibilidad conformacional y 
conformaciones alternativas, la predicción de interacciones proteína-proteína y proteína-
ligando con relevancia en el diseño de fármacos como inhibidores alostéricos. En la presente 
tesis nos proponemos estudiar la dinámica y flexibilidad de numerosos complejos usando MD y 
NMA. 
2.3.1.- Dinámica molecular  
La dinámica molecular simula la evolución en el tiempo de un sistema de partículas a 
partir de una configuración inicial (estructuras de RX, RNM o modelado por homología) 
mediante la integración numérica de las ecuaciones del movimiento de Newton, obteniendo 




alrededor de un mínimo energético. Hace posible la conversión de la información generada a 
nivel microscópico, como posiciones atómicas y velocidades, a observables macroscópicas, 
como presión, energía, etc. Emplea potenciales interatómicos detallados y puede considerar 
explícitamente entornos acuosos, lipídicos, etc., promoviendo que la información obtenida sea 
lo más realista posible, siempre y cuando el campo de fuerza que se utiliza sea una buena 
aproximación y la dinámica haya convergido. En la Figura 17se muestra un sistema preparado 
para MD. 
 
Figura 17. Ejemplo de un sistema para la simulación con MD: proteína globular OXA24 en una caja de 
aguas usada en la sección de VS [PDB ID: 2JC7]. 
Del análisis de las trayectorias se puede obtener información estructural y energética 
muy valiosa para: (1) muestreo conformacional, (2) descripción de la estabilidad del sistema en 
equilibrio, (3) exploración de su dinámica a lo largo del tiempo y (4) refinado de estructuras. A 
pesar del gran realismo y detalle alcanzados en las simulaciones de MD modelar con esta 
técnica los grandes cambios conformacionales que tienen lugar en las macromoléculas en el 
contexto del ajuste flexible no parece ser la opción más eficiente, a no ser que se empleen 
modificaciones adicionales como la dinámica dirigida (TMD). 
2.3.1.1.- Campo de fuerzas 
El estado termodinámico de un sistema viene definido por una serie de parámetros como la 
temperatura (T), la presión (P) y el número de partículas (N), entre otros. Para cada partícula 
se calculan las fuerzas que actúan sobre ella, así como su posición y velocidad a lo largo del 
tiempo. 
Las simulaciones siguen la aproximación de Born-Oppenheimer, que asume que los 
electrones se adaptan instantáneamente a la configuración del núcleo y por tanto están 




como       , donde la m es la masa de la partícula, y a su aceleración. F también se 




       y    es la constante de Boltzmann. Al conjunto de funciones de potencial y los 
parámetros necesarios para determinar la energía del sistema a lo largo del tiempo se le 
denomina campo de fuerzas. 
La energía potencial de un sistema es el resultado de la suma de interacciones de 
pares de átomos enlazados entre sí (energía debido a enlaces covalentes, ángulos y diedros) y 
las interacciones entre átomos no enlazados (vdW y electrostático. Ver sección 1.2.4.- 
Interacciones no enlazantes). Los campos de fuerza actuales ofrecen un compromiso razonable 
entre precisión y eficacia en el cálculo numérico. Actualmente existen campos de fuerzas para 
los tipos generales de moléculas orgánicas: proteínas, lípidos, azúcares, iones, cofactores, etc. 
Están construidos de forma modular, permitiendo la parametrización de nuevas moléculas o 
residuos modificados con relativa facilidad en base a los existentes. 
Una de las limitaciones de la MD es el tiempo de cálculo. Para acelerarlo se aplican 
condiciones a dos niveles: (1) se establece una distancia de corte a partir de la cual las 
interacciones entre pares no enlazantes no se calculan, lo cual afecta principalmente al 
término electrostático y (2) se definen condiciones periódicas de contorno (PBC) (Figura 18) 
permitiendo reducir el número de partículas de solvente del sistema y evitando un efecto 
abrupto en los bordes de la caja definida para los cálculos. 
 
Figura 18. Celda central de simulación y celdas adyacentes representando las condiciones periódicas de 
contorno. 
2.3.1.2.- Etapas y parámetros de un protocolo de simulación por MD 
En un protocolo de dinámica molecular se parte de las estructuras obtenidas 
experimentalmente o computacionalmente y se obtienen sus trayectorias tras pasar por  
cuatro  fases principales: (1) minimización de la energía, (2) calentamiento y equilibrado, (3) 




energía (E), volumen (V), P y T) que se mantienen constantes a lo largo de la simulación se 
establecen tres colectivos (ensembles) principales: microcanónico (NVE), canónico (NVT) e 
isotérmico-isobárico (NTP). 
A continuación se explican, con un poco más de detalle, cada una de las fases del 
protocolo.  
(1) Minimización de la energía. Aplicando la mecánica molecular, se realiza la búsqueda 
de conformaciones en mínimos energéticos mediante el ajuste de ángulos, distancia 
de enlaces y otras variables del campo de fuerzas seleccionado, eliminando posibles 
fallos en la configuración inicial tales como choques estéricos entre átomos o valores 
inapropiados en sus ángulos. Los métodos de minimización pueden usar o no 
gradientes (derivadas) de la energía. Los principales algoritmos son el de máxima 
pendiente o steepest descendent (Cauchy 1847) y el del gradiente conjugado 
(Hestenes and Stiefel 1952) y suelen usarse de forma conjunta. El método steepest 
descendent, usado como aproximación inicial en sistemas muy alejados de un mínimo 
energético, utiliza el cómputo de la fuerza para guiar el sistema por el camino más 
rápido sobre la superficie energética hasta el siguiente mínimo local. El método del 
gradiente conjugado, al almacenar información de las conformaciones por las que va 
pasando durante la búsqueda, es más eficiente que el anterior para optimizar la 
conformación dado un mínimo energético cercano. 
(2) Calentamiento y equilibrado. En este paso se establecen las PBC compensando la 
limitación de espacio definida por la caja de simulación y el efecto de borde (Makov 
and Payne 1995). Las PBC consideran que los átomos cercanos a la superficie de la caja 
están sometidos a los potenciales creados por átomos homólogos de las paredes 
opuestas y viceversa, pudiendo en algún caso cruzar de un lado a otro si esto fuese 
necesario, reduciendo el efecto de los bordes. Al mismo tiempo, se establece un baño 
termostático elevando la temperatura del sistema a la temperatura deseada de 
simulación (a la fase de minimización de la energía le corresponde una temperatura 
nula), y se observan las propiedades termodinámicas del sistema (P, V y E, por 
ejemplo). Una vez estabilizadas dichas variables podrá comenzar la fase de producción. 
(3) Producción de trayectorias. Una vez que el sistema se encuentra en equilibrio, es decir 
sus variables permanecen constantes, se pueden obtener instantáneas o snapshots de 
la evolución del sistema a lo largo del tiempo, aportando información sobre la 
geometría global de la molécula, la localización de sus átomos individuales, así como 




(4) Enfriado. Esta fase reduce la temperatura de la simulación hasta una temperatura 
seleccionada, obteniéndose así una estructura con alta estabilidad representativa del 
mínimo energético en el cual se movía la trayectoria. Otra alternativa para conseguir la 
estructura final de una molécula o complejo consiste en obtener una estructura 
promedio de un tramo estable de la trayectoria y minimizar su energía para evitar 
ángulos incorrectos o posibles choques estéricos. 
2.3.1.3.- Simulación de membranas biológicas 
Las membranas biológicas presentan diversos grados de flexibilidad que dependen de su 
composición y están relacionados con el desarrollo de su función (Lindahl y Edholm, 2000). Su 
simulación es un proceso complejo debido a las características estructurales y dinámicas de los 
fosfolípidos y otros lípidos (por ejemplo el colesterol) que las componen y las proteínas 
asociadas a ellos (Lindahl & Sansom, 2008).Los fosfolípidos son moléculas de naturaleza 
anfipática (i.e. presentan una parte hidrofóbica y otra hidrofílica). En bicapas lipídicas esta 
propiedad genera un perfil de presión heterogéneo a lo largo de la membrana (eje Z). La 
membrana se encuentra en un equilibrio dinámico donde su energía libre varía poco con 
respecto a su superficie. En este estado, cuando los grupos polares se contraen para evitar la 
exposición de las colas hidrofóbicas al solvente reduciendo el área de la superficie de la 
membrana y consecuentemente sus interacciones polares con el solvente, la región 
hidrofóbica tiende a aumentar su entropía ocupando una área de mayor tamaño (Gullingsrud 
& Schulten, 2004).Por tanto el área de la superficie de una bicapa lipídica puede variar 
manteniendo su energía libre y su volumen casi constantes. 
Las proteínas de membrana también presentan partes hidrofóbicas e hidrofílicas en 
diferente proporciones según su nivel de inserción. Por ello, durante las simulaciones por MD 
de proteínas insertadas en membranas lipídicas es muy importante una adecuada distribución 
espacial de las regiones polares y apolares. A día de hoy los distintos campos de fuerzas [por 
ejemplo CHARMM (Lindahl & Sansom, 2008, Jo, Lim, Klauda, & Im, 2009) y AMBER (Case et al., 
2005,Skjevik, Madej, Walker, & Teigen, 2012a)] incluyen módulos para el tratamiento de 
lípidos a nivel atómico, permitiendo refinar estructuras provenientes de HM, analizar 
interacciones específicas lípido-proteína y estudiar la dinámica de proteínas de membrana en 





Figura 19. Ejemplo de una membrana preparada para su simulación mediante MD, con sus regiones 
hidrofóbicas e hidrofílicas claramente diferenciadas. 
2.3.2.- Modos Normales 
Otra de las técnicas que presentamos para estudiar la flexibilidad de proteínas se basa en la 
teoría del análisis de los modos normales (NMA) y en el modelo de red elástica (ENM). 
 
Figura 20. Modelo vibracional de esferas unidas por muelles. 
La teoría de los modos normales (NMA), aplicada a las vibraciones moleculares (Wilson 
et al., 1955) (Figura 20) proporciona una solución analítica completa de las ecuaciones del 
movimiento de los sistemas sometidos a un potencial de tipo cuadrático (armónico), lo cual 
representa una buena aproximación si el sistema se mantiene cercano a un mínimo local de la 
energía. Las soluciones de estas ecuaciones son un conjunto de vectores ortonormales 
denominados modos normales que representan, en principio, todas las maneras posibles de 
deformar una estructura alrededor de su conformación de equilibrio, es decir, cualquier 
movimiento se puede expresar como una combinación lineal de dichos modos. Desde el punto 
de vista de la mecánica estadística esta normalidad es importante porque implica que los 
modos normales son independientes, y simplifica los cálculos analíticos de las cantidades 
termodinámicas. Los modos normales, a diferencia de la MD, proporcionan una solución 
analítica simple de la dinámica térmica de las proteínas en su estado nativo, lo cual quiere 




suelen presentarse como un método computacional efectivo para el estudio de los 
movimientos colectivos de gran amplitud (Bahar, Lezon, Yang, & Eyal, 2010). 
En los años 90 el uso de los NMA ganó popularidad en la descripción de la dinámica de 
proteínas gracias a la aparición de los modelos de red elástica [ENM, (Tirion, 1996)], que 
predicen las fluctuaciones térmicas de una proteína usando sólo su estructura nativa. El campo 
de fuerza de los ENM se construye en base al principio de mínima frustración, que supone que 
todas las interacciones existentes en la estructura nativa de la proteína son ventajosas 
energéticamente. Además, para reducir al máximo el número de parámetros, se asigna a todas 
las interacciones nativas la misma constante de fuerza que describe cómo aumenta la energía 
cuando los átomos que interaccionan se alejan de la conformación más favorecida. De esta 
manera, los ENM sólo varían en base al criterio que se usa para decidir si un par de átomos ij 
interaccionan (     ) o no (     ), y su campo de fuerza se define 
como   
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     donde     es la distancia entre los átomos i y j,  ̅   es su 
posición de equilibrio, determinada por la estructura experimental, k es la constante de fuerza 
y     determina si los átomos están interaccionando o no. Este modelo tiene la ventaja de que 
sus resultados son robustos, no dependiendo de los parámetros de un campo de fuerza como 
en MD y de los tiempos de cálculo, y se elimina la costosa necesidad de conducir la estructura 
atómica hacia un mínimo energético, lo cual a veces puede alejarla de la estructura 
experimental. Sin embargo, el campo de fuerza del ENM carece de detalles moleculares, como 
la descripción de las cargas eléctricas en la molécula, las interacciones con el solvente y la 
membrana etc., y además se basa en la aproximación armónica que es válida sólo muy cerca 
del estado de equilibrio. Por estas razones, sus resultados son fiables sólo para los modos 
colectivos de baja frecuencia y gran amplitud que son más robustos respecto a los detalles 
moleculares porque a lo largo de estos modos la energía varía poco incluso por 
desplazamientos grandes. 
Las características que definen los diferentes ENM que han sido propuestos son el 
criterio usado para decidir si dos átomos interaccionan, que puede estar basado sólo en los C, 
carbonos ( Cel primer carbono de la cadena lateral unido al C o, más raramente, en todos 
los átomos pesados, y especialmente los grados de libertad que se usan, entre los cuales se 
encuentran los siguientes: (1) las distancias de los N átomos representativos (típicamente C) 
de su posición de equilibrio     que, junto con la hipótesis de que las fluctuaciones son 
isótropas, constituyen el modelo de red gaussiano (GNM, Bahar et al., 1997), el ENM más 




(3N grados de libertad) que definen el modelo de red anisotrópico (ANM, Atilgan et al, 2001) y 
(3) los ángulos de torsión de la cadena principal (2 grados de libertad por residuo), que definen 
el modelo de red torsional (TNM, Méndez and Bastolla, 2010). El hecho de usar grados de 
libertad torsionales permite fijar las longitudes y los ángulos de los enlaces covalentes que son 
mucho más rígidos, reducir el número de grado de libertad respecto al ANM y al mismo tiempo 
representar en manera bastante precisa la dinámica de los átomos del backbone, N-C-C-C-O 
en vez que sólo los C. De esta manera, en el TNM se usan todos los átomos para calcular las 
interacciones intramoleculares y la energía cinética. En este trabajo se ha usado el modelo 
TNM para cálculos de modos normales. 
En la aproximación armónica, las energías cinética (K) y potencial (H) están 
representadas con una forma cuadrática de los desplazamientos, y la diagonalización 
simultánea de las matrices que las definen permite obtener los modos normales de vibración 
de la macromolécula, es decir, los autovalores (frecuencias) y los autovectores (amplitudes) 
propios del sistema. Los modos normales de baja frecuencia obtenidos de esta manera pueden 
describir movimientos colectivos de la proteína de tipo bisagra, giro, torsión, etc. (Figura 21). 
 
Figura 21. Ejemplos de movimientos descritos por los modos normales de una proteína. 
Según el teorema de equipartición, la energía en un sistema armónico en equilibrio 
térmico se reparte por igual entre todos los grados de libertad. Como la energía media 




   
 = kT/2, donde   
  es la frecuencia y   
  es la amplitud, 
esto implica que las frecuencias más bajas tienen amplitud mayor y contribuyen más a los 
desplazamientos. Los movimientos descritos por estos modos normales de baja frecuencia son 
movimientos colectivos que involucran a un gran número de residuos, como movimientos de 
dominios. Se ha demostrado que la mayoría de los cambios conformacionales que 
experimentan las proteínas se pueden representar bien usando sólo unos pocos modos de 
baja frecuencia (Hinsen et al., 1999; Marques y Sanejouand, 1995). Sin embargo, a pesar del 
gran número de estudios de NMA llevados a cabo, no es fácil identificar qué modos son 
funcionalmente relevantes sin datos experimentales adicionales. Por ello, Hub y Groot 




2009) cuyo objetivo es explicar las variaciones de lo que denominan cantidad funcional, un 
valor que puede incluir características como la apertura de un canal, la geometría del sitio 
activo o la cavidad accesible al solvente, en términos de movimientos colectivos que 
maximicen su relación con esa variable. 
2.3.2.1.- Validación del análisis de modos normales 
La aplicación de NMA al estudio de la dinámica de proteínas puede parecer arriesgado a priori, 
en particular debido a las limitaciones asociadas al uso de una aproximación armónica 
mientras analizamos movimientos de gran amplitud, y debido a la falta de precisión molecular 
y a la ausencia de solvente en el campo de fuerza ENM. Sin embargo, estudios comparativos 
de NMA con datos de estructuras experimentales y simulaciones de MD validan el uso de NMA 
incluso con modelos ENM (Rueda et al, 2007; Skjaervena et al, 2009). En estas validaciones se 
suelen comparar las fluctuaciones predichas por los ENM con (1) las fluctuaciones atómicas de 
estructuras cristalográficas, i.e. B-factors, (2) las fluctuaciones que se observan en trayectorias 
de MD o (3) los conjuntos de conformaciones obtenidas por RNM.  
La correlación de las predicciones de NMA con los B-factors suele ser bastante buena 
(0.55-0.59) ( Brooks y Karplus, 1983; Eyal, et al.,2007; Go, et al., 1983; Yang, et al., 2006), a 
pesar de que los B-factors contienen información sobre los grados de libertad de cuerpo rígido 
de las proteínas, que no se pueden tener en cuenta en la NMA, y además suelen estar 
condicionados por restricciones de empaquetamiento y desorden cristalino (Halle, 2002; 
Hinsen, 2008; Soheilifard, et al., 2008) o por la incorporación de errores durante el 
refinamiento (Carugo y Argos, 1999). Las técnicas de dinámica esencial (ED, Yang, et al., 2007), 
también llamadas análisis quasi-armónico, consisten en obtener coordenadas colectivas a 
través del análisis de componentes principales (PCA, una transformación lineal que reduce la 
dimensionalidad de los datos y nos permite ordenarlos en base a su variabilidad) de las 
trayectorias de MD. Las coordenadas de ED revelan un gran parecido con los espacios 
conformacionales descritos con NMA (Rueda et al, 2007). Por último, las técnicas de RNM 
proporcionan un conjunto experimental de conformaciones representativas del ensemble de 
equilibrio de la proteína. El análisis PCA de estas conformaciones permite verificar 





2.4.- Interacciones moleculares: docking y cribado virtual 
Cuando las estructuras de la proteína diana y el ligando son conocidas, el anclaje o 
docking molecular es la técnica más usada para predecir las interacciones que se establecen 
entre ellos. La extrapolación del docking a quimiotecas con un gran número de moléculas 
pequeñas (desde unos cientos hasta millones) se conoce como cribado virtual de quimiotecas 
o virtual screening (VS,Figura 22) 
El VS de ligandos representa una alternativa computacional eficaz para reducir costes 
limitando el número de candidatos potencialmente activos que han de ser ensayados 
experimentalmente (Shoichet, 2004). El objetivo del VS es seleccionar computacionalmente 
aquellos compuestos (ligandos) que tienen mayor probabilidad de interaccionar 
satisfactoriamente con una diana biológica, generalmente una enzima o un receptor, 
utilizando sus estructuras atómicas. Debe ser capaz, además, de diferenciar entre moléculas 
deseadas (activos) y no deseadas (señuelos o decoys) dentro de la quimioteca. La técnica 
masiva del VS va ganando relevancia y se está convirtiendo en una fuente de moléculas lead 
en la búsqueda de nuevos fármacos. El VS presentado en esta tesis se ha basado en la 
estructura experimental de una proteína y se ha llevado a cabo en la plataforma de cribado 
virtual VSDMIP (Cabrera et al, 2011), que facilita enormemente el almacenamiento y manejo 
de los resultados. 
 
Figura 22. Protocolo estándar de docking y cribado virtual que incluye desde la preparación de las 




Una de las medidas que se utilizan a la hora de seleccionar los mejores candidatos es la 
eficacia del ligando (LE), i.e. la energía libre de unión del complejo proteína-ligando dividida 
entre el número de átomos pesados del ligando. Para evaluar la capacidad predictiva (Ecuación 
7) de un programa de docking u otro programa bioinformático, la medida más adoptada es el 
área bajo la curva ROC (AUC, Hanley et al, 1982). La curva ROC (Figura 23) es una 
representación gráfica de la tasa de verdaderos positivos o TP, i.e. la sensibilidad, frente a la 
tasa de falsos positivos, i.e. la especificidad, para un sistema clasificador binario (por ejemplo 
la clasificación de las soluciones de docking en activos e inactivos), según se varía el umbral de 
discriminación. Cuando el AUC es igual a 0.5 el clasificador se comporta como un clasificador 
aleatorio. Cuanto mayor sea el AUC, el programa de docking en este caso, discrimina mejor los 
TP de los FP, donde 1 significaría que es un clasificador perfecto con sensibilidad para todos los 
umbrales (Figura 23). 
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Figura 23. Evaluación de los resultados de un clasificador/predictor. A) Clasificación: verdaderos 
positivos (TP), falsos positivos (FP), falsos negativos (FN), verdaderos negativos (TN), B) área bajo la 
curva ROC (AUC) y capacidad predictiva. 
En lo que se refiere a docking, la parte más importante de la estructura de la proteína 
es la zona de unión del ligando, conocido como bolsillo o cavidad de unión, que en el caso de 
enzimas coincide con el sitio activo de la proteína. La unión del ligando en dicha cavidad puede 
activar o inhibir la respuesta fisiológica de la diana. Su localización puede ser superficial o estar 
enterrada en el interior de la proteína y normalmente se forma al mismo tiempo que ésta se 
pliega. La disposición 3D de las cadenas laterales y del esqueleto de los residuos de la proteína 




del centro activo se han conservado a lo largo de la evolución, principalmente aquellos 
relacionados con la actividad de la diana. Conociendo dónde está situado el sitio activo 
podemos guiar al algoritmo de docking a una región en particular de la proteína en vez de 
buscar en toda la proteína (docking ciego). 
Hay dos elementos clave en un protocolo de docking: (1) una componente estructural 
o función de muestreo que explore todas las posibles poses del ligando en el sitio activo del 
receptor y (2) una componente energética o función de puntuación o scoring que priorice las 
poses en concordancia con su ajuste preferente al sitio activo. 
Para tratar millones de moléculas con este método es necesario hacer ciertas 
aproximaciones y encontrar el balance adecuado entre velocidad de cálculo y precisión de los 
resultados. Una de ellas es la discretización del espacio conformacional, al considerar proteína 
y/o ligandos como entes rígidos durante la fase de muestreo con un número reducido de 
conformaciones representativas. Otras aproximaciones surgen a la hora de identificar y 
evaluar correctamente las interacciones que ocurren cuando ligando y receptor forman el 
complejo, durante la evaluación y ranking con la función de scoring elegida. De entre todas 
ellas, los enlaces de hidrógeno son uno de los factores más importantes en la formación y 
estabilidad de los complejos moleculares y permiten una correcta disposición de las moléculas 
para la realización de su función biológica, siendo, por ello, clave en el proceso de diseño de 
fármacos asistido por ordenador. 
Las moléculas orgánicas cuentan con un elevado número de grados de libertad que 
dan lugar a la explosión combinatoria del número de posibles conformaciones. Existen 
diversos métodos que persiguen la reducción del espacio conformacional con el fin de buscar 
las poses más representativas de la unión de los complejos. Según el nivel de flexibilidad que 
permitamos durante un protocolo de docking así se establecen tres aproximaciones diferentes: 
docking rígido, docking con proteína rígida y ligando flexible y docking flexible. El seleccionar 
una u otra dependerá del proyecto y del tiempo disponible. Cuanta mayor precisión 
necesitemos para definir la flexibilidad de las moléculas, más caro será computacionalmente. 
Sin embargo, hay que destacar que los métodos actuales no permiten resultados precisos para 
el docking completamente flexible, lo que constituye una de las fronteras a explorar por estas 
técnicas. 
2.4.1.- Evaluación estructural 
Para evaluar los métodos de docking se suelen usar complejos proteína-ligando determinados 




docking rígido o flexible con el algoritmo en cuestión. Después, se calcula el RMSD entre pares 
equivalentes de átomos en cada pose del docking y en la estructura experimental. Valores de 
RMSD por debajo de 1.0 Å representan resultados aceptables, aunque muchos autores 
aumentan este límite o cut-off a 1.5 Å ó 2.0 Å. Por encima de este valor los resultados se 
consideran incorrectos. 
Una medida que muestra la eficacia del método de docking es el porcentaje de acierto 
o éxito, definido como el porcentaje de estructuras predichas con valores de RMSD ≤ 2.0 Å. El 
valor medio de este parámetro para la mayoría de los programas de docking en general no 
supera el 75 % (Kellenberger, Rodrigo, Muller, & Rognan, 2004). 
2.4.2.- Evaluación energética 
Una función de scoring o de puntuación es una ecuación matemática que cuantifica la fuerza 
con la que un ligando se une a su proteína. Ésta debe ser capaz de colocar la estructura 
experimental cerca del mínimo global, o por lo menos de un mínimo local del paisaje 
energético del complejo representado como un espacio multi-dimensional con un gran 
número de valles y montañas. Si esto se cumple, la función de scoring sería capaz de distinguir 
y elegir como mejor solución aquella pose con el menor valor de RMSD con respecto a la 
estructura experimental. Generalmente se asume que el problema de muestreo (generar 
mediante el algoritmo de docking una pose correcta según el criterio de RMSD indicado arriba) 
está más o menos resuelto, pero la baja correlación encontrada entre los valores de energía 
calculados con la función de scoring y el RMSD plantea una limitación en la capacidad de 
reconocer la pose correcta y promocionarla respecto al resto de poses evaluadas. 
Asimismo, al emplearse en cálculos que requieren de un gasto computacional elevado, 
la función de energía debe presentar un equilibrio razonable entre precisión y rapidez. Los tres 
tipos principales de funciones de evaluación energética utilizadas durante el docking (de 
puntuación o scoring y de orden o ranking) se diferencian en los datos usados en su 
derivación: empíricos, basados en el conocimiento y basados en campo de fuerzas. 
(a) Empíricas 
Se basan en la regresión multi-lineal entre medidas experimentales de actividad y 
características relevantes en la formación de los complejos como son los enlaces de 
hidrógeno, las interacciones iónicas y los contactos polares y no polares. La 
contribución de cada una de estas interacciones a la energía de unión global viene 
ponderada por un coeficiente obtenido de un conjunto de prueba (training set) y por 




(b) Basadas en el conocimiento  
Partiendo de la información de estructuras 3D experimentales se establecen los tipos 
de interacción que suceden habitualmente entre ligandos y dianas y su frecuencia, 
relacionando éstas con su energía libre de una manera parecida a como se derivan los 
campos de fuerza para el plegamiento a partir de grandes bases de datos de 
estructuras. Una de las limitaciones de las funciones basadas en el conocimiento está 
relacionada con la definición de un estado de referencia en el que no exista la 
interacción bajo estudio, lo que es difícil de establecer. 
(c) Basadas en campos de fuerzas 
Las funciones de scoring basadas en un campo de fuerzas descomponen la energía de 
interacción del ligando en la suma de las interacciones atómicas individuales, siendo 
éstos los términos de energía de vdW, energía electrostática, energía de enlace 
torsional/rotacional/vibracional, etc., que se emplean en los campos de fuerza de 
mecánica molecular. Los mismos problemas presentes en el campo de fuerzas se 
presentan en la función de scoring en la medida en que sus resultados dependen de lo 
buenos que sean los parámetros. 
2.4.3.- Diseño de fármacos: plataforma de cribado virtual VSDMIP 
La unidad de bioinformática del CBMSO (http://ub.cbm.uam.es/), en su línea de investigación 
de diseño de fármacos asistido por ordenador dirigida por el Dr. Antonio Morreale, ha 
desarrollado y puesto a disposición de la comunidad científica diferentes herramientas para el 
estudio y predicción de interacciones moleculares englobadas en la plataforma modular de 
cribado virtual VSDMIP (Cabrera et al., 2011). 
VSDMIP incorpora: (1) la preparación de ligandos que consiste en la generación de 
confórmeros a partir de cadenas de SMILES (Weininger, 1988), i.e. una notación lineal para 
codificar estructuras moleculares, y el cálculo de sus cargas usando MOPAC (Stewart, 1990); 
(2) la preparación de la proteína que engloba: 2a) añadir átomos de hidrógeno y otros átomos 
que falten, 2b) pre-cálculo de los valores de la energía de interacción (vdW y coulómbico) 
entre un determinado tipo de átomo de la proteína y del ligando en puntos discretos del 
espacio 3D, generando mallas o grids de energía de interacción con el fin de acelerar los 
cálculos. Estas grids se generan con el programa CGRID (Pérez and Ortiz 2001) en una caja 
tridimensional definida en una zona de la superficie de la proteína, normalmente un sitio 
activo conocido. Su función de scoring (Pérez & Ortiz, 2001)) está basada en el campo de 




mediante el programa CDOCK (Pérez and Ortiz 2001), un programa de docking basado en 
DOCK (Kuntz et al. 1982) que realiza búsquedas exhaustivas manteniendo rígidos proteína y 
ligando y variando sus grados de libertad relativos (traslaciones y rotaciones), haciendo uso de 
las grids pre-calculadas de energía potencial para obtener su energía de unión. La flexibilidad 
del ligando se incorpora ejecutando estos cálculos sobre un conjunto de confórmeros del 
ligando pre-generados con el programa ALFA (Gil Redondo R., 2006). Una de las principales 
ventajas que presenta este programa de docking respecto a otros es su rapidez. El pre-cálculo 
de grids de las proteínas y, sobre todo, de los confórmeros del ligando permite reducir los 
tiempos de cálculo respecto a programas de docking de uso tan extendido como AutoDock 
(Morris et al. 1998) manteniendo una capacidad predictiva y precisión comparables, lo que 
supone una prometedora aplicabilidad en protocolos de VS, donde el tiempo de cálculo por 
molécula es un factor limitante; (4) el refinado de poses. Un algoritmo tipo SIMPLEX se encarga 
de minimizar la posición de las poses mediante movimientos de cuerpo rígido, es decir, se 
permiten los movimientos globales de traslación y rotación mientras los grados de libertad 
internos del ligando permanecen fijos y (5) el ranking. Después de la aplicación del SIMPLEX la 
puntuación final se re-asigna usando una función de scoring más completa que incorpora tanto 
las desolvataciones de receptor y ligando como una corrección energética para los enlaces de 
hidrógeno (Morreale, Gil-Redondo, & Ortiz, 2007). 
2.4.4.- Optimización hit-to-lead 
Cuando diseñamos nuevos fármacos, los ligandos seleccionados deben poseer ciertas 
características importantes como la especificidad hacia una determinada diana terapéutica 
además de una correcta selectividad para que no se una a otras proteínas con cavidades 
similares, lo que produciría efectos secundarios. Por ello, una vez tenemos los candidatos o 
hits con eficacia probada experimentalmente, se pasa a un proceso de optimización de dichas 
moléculas con el fin de potenciar su actividad y especificidad mejorando sus interacciones y 
reduciendo la cantidad de fármaco que se deberá administrar a los futuros pacientes. Otro de 
los objetivos de la optimización de los compuestos se centra en la mejora de alguna de sus 
propiedades químicas como es la solubilidad. 
 
2.5.- Terapia personalizada: microarrays de expresión 
La variabilidad genética entre individuos de una misma especie y entre diferentes especies es 
extensamente conocida. Las mutaciones puntuales, inserciones y delecciones producidas a 




proteínas que codifican dependiendo de su localización espacial y su importancia durante el 
ejercicio de su función. Diversas técnicas experimentales, como son los microarrays de 
expresión de oligonucleótidos que veremos en esta tesis, pueden ayudar en la caracterización 
de la variabilidad genética de los individuos con el fin de diseñar terapias personalizadas. 
La principal aportación de la técnica de los microarrays fue su capacidad de obtener 
una gran cantidad de medidas simultáneas de una muestra en las mismas condiciones 
experimentales. Dicha técnica provocó un cambio de paradigma en la biología molecular de la 
era post-genómica, del estudio detallado de un determinado gen al estudio global aunque con 
menor resolución de numerosos genes simultáneamente. Diferentes tipos de microarrays (de 
ADN, ARN, proteínas, de expresión, etc.) se han venido aplicando en los últimos años 
asociados a: (1) numerosos estudios de genes con expresión diferencial entre varias 
condiciones (sanos/enfermos, mutantes/salvajes, tratados/no tratados), (2) la clasificación 
molecular en enfermedades complejas, (3) la identificación de genes característicos de una 
patología, (4) la predicción de respuesta a un tratamiento y (5) la detección de mutaciones y 
SNPs, entre otros (Trevino, Falciani, & Barrera-Saldana, 2007). 
La técnica de microarrays de ADN combina la sensibilidad de la reacción en cadena de 
la polimerasa (polimerase chain reaction o PCR) con la selectividad de la hibridación de las 
hebras de la doble hélice del ADN uniendo de modo complementario los pares adenina- timina 
(AT) y citosina-guanina (CG) mediante la formación de HB característicos entre ellos (2 ó 3 HB 
respectivamente). Las muestras a analizar se hibridan con sondas de secuencia conocida 
previamente unidas al soporte del microarray produciendo fluorescencia medible 
experimentalmente. Sin embargo, dado que la contaminación de una muestra también suele 
emitir fluorescencia o que las sondas pueden hibridar parcialmente, se requiere de un filtrado 
y normalización de los datos a posteriori para su correcta interpretación. Esta técnica presenta 
grandes ventajas respecto al clonaje molecular a nivel de costes económicos y de tiempo, pero 
también algunos inconvenientes como: (1) una menor capacidad de identificar correctamente 
una secuencia (FP y FN) debido a hibridaciones parciales o a características específicas de cada 
sonda (temperatura de hibridación diferentes, etc.) y (2) la complejidad en el diseño de las 
sondas y su corta vida en el caso de organismos con altas tasas de mutación. 
2.5.1- Análisis de datos provenientes de microarrays 
Se han diseñado numerosos programas para el análisis de microarrays de DNA, sin embargo 
dichos programas no son transferibles al análisis de datos de otras plataformas/protocolos 




botella para la extensión de estas técnicas es precisamente el análisis automático y 
generalizado de los datos obtenidos. 
Varios factores, tales como las diferentes tecnologías y plataformas, los criterios 
estadísticos adoptados, los protocolos y variabilidad de laboratorios, influyen en la 
concordancia entre los diferentes estudios publicados, haciendo difícil su comparación. El pre-
procesado de los datos mediante su normalización, tanto intra-microarray como inter-
microarray juega un papel importante en la reducción del ruido producido por dichos factores. 
El análisis de datos de microarrays puede englobar el análisis de imagen, la 
visualización y expresión diferencial, el análisis de componentes principales o PCA, el clustering 
o agrupamiento de datos, la clasificación y el análisis de regresión y de supervivencia (Ying & 
Sarwal, 2009). Las características particulares de los conjuntos de datos a analizar, así como las 
preguntas a responder, hacen que seleccionemos un tipo de algoritmo y filtros diferentes 
según el caso. 
Algunos de los métodos más usados están basados en el clustering de soluciones de 
modo jerárquico, i.e. agrupa los resultados asociados a un árbol filogenético (por ejemplo 
average-linkage clustering), o no jerárquico, i.e. agrupa los resultados en base al conocimiento 
a priori del número de clusters o grupos representados en los datos (por ejemplo k-means, 
obteniendo el número de clusters por otros métodos como PCA). La clasificación basada en el 
clustering es muy dependiente del algoritmo usado, el modo de normalizar los datos y de la 
medida de similitud usada durante el proceso. Una alternativa a estos métodos cuando 
disponemos de información previa acerca de qué genes deben estar agrupados es la de los 
métodos supervisados como SVM o support vector machine (Quackenbush, 2001). 
Las discrepancias en los resultados de los microarrays son consecuencia de las 
diferencias en las medidas obtenidas con un clasificador como son la precisión, i.e. el grado de 
conformidad de la cantidad medida respecto a su valor real (Ecuación 7 en apartado anterior), 
la sensibilidad, i.e. el rango de concentración de moléculas de la diana en el cual podemos 
realizar medidas precisas , la reproducibilidad, i.e. el grado al cual medidas repetidas de la 
misma calidad muestran resultados iguales o similares, y la especificidad, i.e. la habilidad de 
una sonda para proporcionar una señal influenciada exclusivamente por la molécula diana 




En nuestro caso, más que buscar patrones de expresión diferencial como es habitual, 
pretendemos realizar la identificación de la presencia/ausencia de una mutación o inserción 





























La presente tesis está enfocada a mejorar la caracterización de las interacciones proteína-
fármaco y la capacidad predictiva del docking y el VS para su aplicación en protocolos de 
diseños de fármacos asistidos por ordenador basados en estructura. Profundizaremos en :(a) 
el modelado de las estructuras 3D de las proteínas y en la predicción de desorden por su factor 
limitante en la aplicabilidad del docking, (b) la caracterización de la dinámica intrínseca de las 
proteínas con el fin de considerar la flexibilidad del receptor durante el docking y localizar 
diferentes sitios de unión alostéricos, crípticos (i.e. no accesibles en las estructuras conocidas), 
etc., (c) la caracterización energética de las interacciones proteína-ligando y (d) la 
identificación de mutaciones que aportan resistencia a fármacos conocidos permitiendo el 
avance de las terapias personalizadas. 
Con esa finalidad, establecemos los siguientes objetivos específicos: 
1. Desarrollar un protocolo automático de modelado por homología y aplicarlo en la 
reconstrucción tridimensional de las proteínas del centrosoma humano y otras 
proteínas de interés de las que no se dispone de su estructura tridimensional 
mediante técnicas experimentales. Asimismo, caracterizar proteínas desordenadas 
que no tienen una estructura única bien definida. 
 
2. Estudiar el comportamiento dinámico, la flexibilidad y los cambios de conformación en 
proteínas de interés biológico mediante técnicas de dinámica molecular y modos 
normales torsionales. 
 
3. Mejorar las predicciones teóricas de complejos moleculares incorporando las nuevas 
implementaciones en un protocolo de docking y cribado virtual y búsqueda de nuevos 
fármacos para la diana terapéutica OXA-24. 
 
4. Implementación de un protocolo estadístico para el control de calidad, la identificación 
y la cuantificación de mutaciones puntuales con relevancia estructural provenientes de 
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4.1.- Estructura y ausencia de estructura en proteínas del centrosoma humano 
4.1.1. Introducción y aportación del autor 
El centrosoma es un orgánulo molecular que regula procesos vitales de las células como las 
transiciones del ciclo celular, la respuesta al estrés, así como la división y diferenciación celular 
en metazoos. La estructura del centrosoma puede ser diferente según el tipo celular y el 
organismo. Está formado por un par de centriolos diferenciados con capacidad auto-
replicativa, altamente estructurados y organizados formando típicamente nueve tripletes de 
microtúbulos que también pueden formar el cuerpo basal de cilios y flagelos. Es probable que 
los centriolos estuvieran ya presentes en el ancestro común de todos los eucariotas, sin 
embargo, no parecen ser imprescindibles durante la mitosis, la migración celular o el 
crecimiento axonal. Estos procesos requieren sin embargo del material pericentriolar (PCM) 
que los rodea, una matríz aparentemente carente de estructura definida que promueve la 
nucleación de los microtúbulos. Diversas enfermedades humanas han sido asociadas con 
anomalías en el centrosoma, tanto en relación al número de centriolos en casos de cáncer, 
como a nivel de mutantes que afectan al desarrollo cerebral. Conocer de un modo más 
detallado su estructura, la ausencia de estructura y su posible variabilidad conformacional 
sienta las bases para el desarrollo de nuevas terapias. 
En un trabajo reciente llevado a cabo en nuestro laboratorio, se estudiaron las 
propiedades de 465 proteínas centrosomales humanas recogidas en la base de datos 
CentrosomeDB (http://centrosome.cnb.csic.es/, Nogales-Cadenas, Abascal, Díez-Pérez, Carazo, 
& Pascual-Montano, 2009) y se compararon con sus ortólogos en 6 especies animales y en 
levadura. Nido et al. (Nido, Méndez, Pascual-García, Abia, & Bastolla, 2012) observaron que las 
proteínas centrosomales de un organismo eran predichas como más largas, con más residuos 
coiled-coil, más sitios de fosforilación y más desordenadas que las proteínas control del mismo 
organismo, y que las regiones desordenadas crecen a lo largo de la evolución a través de 
grandes inserciones y proteínas de origen reciente. Además, la proporción de regiones 
desordenadas en el centrosoma y en proteínas control tiende a aumentar con el número de 
tipos celulares, lo cual establece una conexión entre la complejidad de los organismos y la 
complejidad molecular. Los autores proponen que la plasticidad estructural conferida por esas 
regiones desordenadas y los sitios de fosforilación podría jugar un papel importante en las 
propiedades mecánicas, así como en la regulación espacial y temporal del centrosoma. 
La autora de esta tesis, usando la técnica de modelado por homología, ha llevado a 
cabo la construcción de un conjunto de modelos 3D compuesto por 361 proteínas cuya 
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localización centrosomal ha sido experimentalmente verificada (ver artículo). Para ello se 
desarrolló un protocolo completo y automático de modelado por homología con aplicación a 
conjuntos masivos de proteínas. Los pasos principales del dicho protocolo se resumen a 
continuación: 
1.- Búsqueda y selección de un molde adecuado. Los moldes han sido identificados alineando 
las secuencias problema con una base de datos de perfiles Hidden Markov Models (HMM, 
véase sección 2.1.1.- Alineamiento de secuencias) construida a partir de las regiones con 
estructura resuelta definidas en el PDB, usando HHblits (Remmert et al., 2012) y conjuntos de 
datos del PDB agrupados con identidades de secuencia al 70%. Una vez realizada la búsqueda y 
obtenidos los alineamientos correspondientes, seleccionamos de manera iterativa los moldes 
que presentan un mayor número de residuos idénticos, utilizando sólo moldes con una ID 
mayor del 20% y menor del 95%, hasta cubrir el mayor porcentaje de la secuencia diana a 
reconstruir, permitiendo solapamiento entre los moldes encontrados si aportan más de 30 
nuevos residuos. 
2.- Obtención y ajustes del alineamiento molde-diana. Los alineamientos por pares obtenidos 
en el paso anterior se editan automáticamente descartándose regiones con grandes 
inserciones/delecciones entre molde y diana representadas como gaps en el alineamiento, así 
como residuos alineados aislados flanqueados por dichas zonas de gaps. En nuestro caso 
adoptamos una actitud conservadora donde consideramos que una zona de gaps no es 
modelable si supera las 6 posiciones. 
3.- Construcción tridimensional de las proteínas diana. Llevamos a cabo las construcciones 
estructurales con MODELLER, obteniendo un conjunto de 20 modelos por fragmento 
modelable. 
4.- Evaluación estructural. Seleccionamos el mejor modelo en base a su evaluación estructural 
y energética por métodos diferentes a los usados para su generación, que incluyen dos tipos 
de medidas: (1) estereoquímicas con el programa procheck (Laskowski, Macarthur, Moss, & 
Thornton, 1993) y los diagramas de Ramachandran y (2) energéticas con el score normalizado 
de DOPE (Fiser & Šali, 2003, ver sección 2.1.3.2- Evaluación energética). 
5.- Refinado. Los modelos se han refinado minimizando la energía del campo de fuerza de 
AMBER, lo que permite eliminar choques estéricos y mejorar la red de HB. Observamos 
mejoras locales mediante la comparación de los perfiles por residuo DOPE, antes y después del 
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refinado. Los scores globales también indican, como tendencia general, que el proceso de 
refinado mejora las estructuras. 
En resumen, los modelos 3Dobtenidos y las estructuras experimentales del PDB con ID 
> 95% engloban 361 fragmentos provenientes de 277 proteínas centrosomales y representan 
el 27,6% de los residuos del centrosoma humano. Las proteínas y regiones que no se han 
podido modelar corresponden en su mayoría (74%) a regiones predichas como desordenadas 
o coiled-coil. Los modelos 3D refinados, obtenidos de cada una de las proteínas o fragmentos a 
partir del mejor molde disponible en el PDB, y los moldes con ID > 95% han sido incorporadas 
en el artículo (Dos Santos et al., 2013) y puestos a disposición de la comunidad científica 
(http://ub.cbm.uam.es/centrosome/models/index.php) junto con otra información de interés 
como los alineamientos molde-diana, predicciones de desorden estructural y estructura 
secundaria y diversas tablas resumen que hacen de esta base de datos una herramienta útil y 
de referencia para aquellos investigadores que trabajen con proteínas centrosomales. 
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4.2.- Generación y evaluación de estructuras tridimensionales a partir de 
secuencias simuladas bajo diferentes modelos evolutivos de proteínas 
4.2.1.- Introducción y aportación del autor 
La simulación computacional trata de mimetizar procesos que ocurren en el mundo real 
permitiendo el estudio de sistemas complejos, testar hipótesis o incluso analizar datos reales. 
En el área de la evolución molecular es de interés simular la evolución de secuencias de ADN y 
proteínas teniendo en cuenta los procesos a diferentes niveles: (1) a nivel poblacional (por 
ejemplo demografía y migración), (2) a nivel molecular (por ejemplo mutación y 
recombinación) y (3) la interacción de ambos niveles (por ejemplo selección natural). 
Por otro lado, los métodos probabilísticos de reconstrucción filogenética basados en 
evolución molecular (en nuestro caso maximum likelihood) requieren de modelos matemáticos 
sencillos del proceso de sustitución de los aminoácidos de las proteínas en función del tiempo. 
La mayoría de estos modelos asumen que cada residuo de la proteína evoluciona 
independientemente de los otros y usan matrices de las tasas de sustitución entre 
aminoácidos estimadas a partir de datos empíricos. Sin embargo, la hipótesis de 
independencia entre posiciones no es realista porque éstas están acopladas de manera global 
a través de la estabilidad del estado nativo y de la dinámica de la proteína. Por tanto la 
sustitución en una posición, al modificar la estabilidad, modifica a su vez la tasa de sustitución 
en otras posiciones. Estos efectos se pueden simular mediante modelos que representan el 
proceso de selección natural adoptando como objetivo la estabilidad de plegamiento (fitness) 
de la proteína, que se establece como criterio para calcular la probabilidad de que una 
mutación se fije en la población (sustitución) en función de su efecto predicho sobre la 
estabilidad. 
El presente trabajo surge de la necesidad de incorporar modelos basados en 
estabilidad, como aquellos desarrollados desde varios años en nuestro laboratorio, en un 
programa que simule la evolución de las proteínas a lo largo de un árbol filogenético. Estas 
simulaciones se pueden aplicar para testar hipótesis, estudiar el efecto de unos parámetros 
evolutivos sobre otros (por ejemplo, cómo la recombinación puede afectar a la estabilidad de 
las proteínas resultantes) o incluso estimar parámetros evolutivos. 
En el artículo (Arenas, Dos Santos, Posada, & Bastolla, 2013) presentamos el simulador 
evolutivo ProteinEvolver, un programa que implementa el modelo SCS (Structurally 
Constrained Substitutions) desarrollado en nuestro laboratorio, que basa la probabilidad de 
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una sustitución en la correspondiente variación de la estabilidad estructural del plegamiento 
(fold) de la proteína, es decir la fitness de un mutante depende de la estabilidad del estado 
nativo con respecto a su desplegamiento (unfolding) y/o plegamientos incorrectos 
(misfolding). Dicho programa está disponible gratuitamente para la comunidad científica a 
través de la web http://code.google.com/p/proteinevolver/. 
En el trabajo, hemos comparado secuencias de proteínas generadas con el modelo SCS 
y con modelos de subsbtitución empíricos bajo el punto de vista de su capacidad de generar 
buenos modelos estructurales. Para ello se han usado 10 familias de proteínas obtenidas de la 
base de datos PFAM, simulando 200 secuencias sobre el árbol filogenético de cada familia para 
cada modelo de sustitución (por tanto, se han analizado un total de 200 secuencias x 2 
modelos x 10 familias = 4000 secuencias simuladas). La aportación de la autora de esta tesis al 
presente trabajo ha consistido en generar 20 modelos 3D para cada secuencia simulada, 
evaluando su calidad mediante el score de DOPE, una función de energía independiente de la 
usada en las simulaciones. 
Observamos que usando el modelo SCS el score de DOPE era en todos los casos más 
negativo, es decir las estructuras de las proteínas simuladas teniendo en cuenta la estabilidad 
estructural eran más estables que aquellas simuladas con el modelo empírico pero, como cabía 
esperar, a su vez menos estables que las estructuras cristalográficas usadas en las 
simulaciones. Los resultados nos muestran, además, que los modelos SCS generan 
distribuciones de aminoácidos cercanas a las observadas a familias de proteínas reales. 
Podemos concluir que los modelos evolutivos que consideran la estabilidad estructural de las 
proteínas constituyen una mejor aproximación a los procesos evolutivos reales y por tanto 
deben ser considerados para el estudio analítico de datos reales. 
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4.3.- Estudio del mimetismo molecular entre péptidos de Chlamydia 
trachomatis y péptidos humanos en la interacción con HLA-B27 y su 
importancia en la artritis reactiva 
4.3.1.- Introducción y aportación del autor 
El complejo mayor de histocompatibilidad (MHC) de clase I puede unir péptidos derivados de 
patógenos intracelulares y péptidos de proteínas propias, exponiéndolos en la superficie 
celular para su reconocimiento por los linfocitos T citotóxicos (CTLs). El alotipo o variante 
alélica HLA-B27 en humanos, de distribución mundial y diana del presente trabajo, muestra 
una fuerte asociación con un grupo de enfermedades reumatológicas denominadas 
espondiloartropatías. Una de ellas, la artritis reactiva, podría ser desencadenada por diversas 
bacterias (artritogénicas), siendo Chlamydia. Trachomatis (C. Trachomatis), un patógeno 
intracelular obligado, la más prominente. Cuando el complejo MHC, a consecuencia de una 
infección, presenta los péptidos bacterianos (antígenos) a los CTLs, se desencadena la 
respuesta inmune pudiendo generar memoria a largo plazo y estar relacionada con las 
artropatías. A pesar de que el papel patogénico de HLA-B27 en estas enfermedades aún no se 
ha identificado, uno de los mecanismos propuestos es el de la reactividad cruzada por parte de 
los CTLs, donde péptidos humanos y bacterianos al ser presentados por HLA-B27 adoptarían 
conformaciones similares. Este mecanismo de mimetismo molecular provocaría la respuesta 
autoinmune. Para evaluar esta hipótesis in silico nos planteamos estudiar a nivel atómico la 
similitud conformacional y la flexibilidad de los diferentes péptidos unidos a HLA-B*27:05 cuya 
presencia se ha identificado experimentalmente. 
El trabajo que presentamos en el artículo (Alvarez-Navarro et al., 2013) recoge una 
variedad de péptidos de C. trachomatis que presentan homología de secuencia con proteínas 
humanas, entre los cuales 2 péptidos de la DNA primasa (DNAP), DNAP(211-221) y DNAP(211-
223), presentan homología con un péptido derivado de la propia molécula HLA-B27 
denominado B27(309-320) y se incluirán en el análisis bioinformático llevado a cabo por la 
autora de la tesis usando técnicas de HM, MD y clustering de las conformaciones obtenidas de 
los péptidos. 
En primer lugar, dado que carecíamos de las estructuras resueltas experimentalmente 
con los péptidos unidos en su sitio activo, llevé a cabo el HM del complejo MHC-I, incluyendo la 
cadena de HLA-B*27:05 que es donde se localiza el sitio de unión de los péptidos, la β2-
microglobulina y los respectivos péptidos. La construcción de los péptidos se realizó en base al 
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alineamiento múltiple de una colección de secuencias de péptidos cristalizados con HLA-
B*27:05, manteniendo fijas las posiciones de anclaje y permitiendo variabilidad en la región 
central, más o menos expuesta al solvente según la longitud de sus secuencias. Los complejos 
obtenidos fueron refinados mediante MD en una caja de aguas incluyendo iones de 
neutralización. Tras ello realicé un análisis exhaustivo a nivel estructural y energético de cada 
uno de los complejos estudiados. Mediante el clustering de las estructuras de los péptidos 
recogidas a lo largo del tiempo obtuvimos una serie de estructuras representativas de las 
cuales comparamos sus conformaciones y sus distribuciones de carga. Observamos diversos 
grados de flexibilidad en los péptidos y cierta similitud en sus interacciones con la proteína 
HLA-B27 y en la parte expuesta de reconocimiento por el TCR o receptor de linfocitos T 
correspondiente. El péptido B27(309-320) se muestra como el más flexible de todos con 3 
estructuras representativas principales que agrupan el 49,5%, 35,5% y el 11,2% de las 
conformaciones obtenidas con MD. Por otro lado, DNAP(211-223) y DNAP(211-221) presentan 
una mayor rigidez. El 99,7% de las conformaciones del péptido DNAP(211-223) observadas 
durante su dinámica molecular se agruparon en un solo cluster, mientras que las 
conformaciones de DNAP(211-221) se agruparon en 2 clusters representativos incluyendo el 
14,7% y el 83,9% de las conformaciones observadas en la simulación. Hemos evidenciado que 
los péptidos de C. trachomatis presentan una menor flexibilidad que el péptido endógeno y 
que decrece aún más a medida que aumenta la longitud de su cadena a pesar de encontrarse 
más expuesto al solvente, siendo estabilizados mediante interacciones con las hélices que 
rodean el sitio activo. 
Nuestros resultados sugieren la existencia de un mimetismo molecular entre los 
péptidos derivados de C. trachomatis y los péptidos de HLA-B27 debido tanto a su similitud en 
la distribución de cargas expuestas al TCR como a la alta flexibilidad de B27(309-320) en su 
región central para adquirir conformaciones cercanas a las de los péptidos de C. trachomatis, 
lo cual podría favorecer la reactividad cruzada de los CTLs frente a estos ligandos. Finalmente, 
esta reactividad cruzada tendría un papel muy importante en el desarrollo y/o cronicidad de la 
artritis reactiva. 
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4.4.- Análisis masivo de la dinámica de los cambios conformacionales entre 
pares de estructuras cristalográficas de la base de datos PDB mediante modos 
normales torsionales 
4.4.1.- Introducción y aportación del autor 
La dinámica de las estructuras de las proteínas es esencial para su función, en particular 
durante la regulación alostérica y los cambios conformacionales, reacciones enzimáticas y el 
transporte de solutos a través de membranas biológicas. La escala temporal en la que ocurren 
los cambios conformacionales es muy amplia. Sin embargo, su dinámica térmica puede 
estudiarse analíticamente bajo la aproximación armónica usando la técnica de modos 
normales, que correlacionan con los cambios de conformación, el equilibrio dinámico así como 
con los cambios evolutivos. Los modos normales de red elástica (ENM), análogos a los modelos 
de GO, representan la mecánica estadística del proceso de plegamiento usando únicamente 
como datos de partida una estructura nativa conocida. Los modos de baja frecuencia describen 
las fluctuaciones colectivas en el estado nativo y poseen un solapamiento significativo con los 
cambios conformacionales experimentales. El éxito de los ENM indica que mucha de la 
información acerca de la flexibilidad de una proteína está contenida en su topología. 
En una publicación reciente de nuestro laboratorio, Méndez y Bastolla (2011) 
presentaban un nuevo método para el cálculo de modos normales en el espacio torsional 
(TNM), un modelo de ENM que, considerando sólo los grados de libertad de los ángulos 
torsionales del backbone de la proteína, permite predecir sus movimientos naturales 
compatibles con su geometría covalente y topología. El TNM presenta 3 claras ventajas 
respecto a métodos anisotrópicos ANM: (1) promueven el desplazamiento preciso de más 
átomos sin coste computacional adicional, (2) la reducción de los grados de libertad de la 
proteína (de 3 por átomo a 2 por residuo si no consideramos cadenas laterales) por lo que 
podemos incluir las interacciones entre todos los átomos y (3) la conservación de la geometría 
de las estructuras generadas a nivel de distancias y ángulos de enlace y en menor medida a 
nivel de estructura secundaria, aplicando perturbaciones de pequeña amplitud. 
En el presente trabajo (Dos Santos et al, 2013) nos hemos propuesto validar el método 
TNM a través del análisis masivo de cambios de conformación entre dos estructuras resueltas 
de la misma proteína. Hemos comparado estos cambios de conformación con un modelo nulo 
que hemos propuesto, basado en la teoría de la respuesta lineal, que predice que las proteínas 
son más deformables a lo largo de los modos de baja frecuencia, lo cual nos ha llevado a 
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predecir que, en un cambio conformacional al azar, las contribuciones de los modos normales 
a los cambios conformacionales (c
2) son proporcionales a sus fluctuaciones térmicas (-2), o 
sea (c
2  -2). Observamos además un exceso de correlación rho () con respecto al modelo 
nulo. Cuando  > 0, los modos normales de baja frecuencia contribuyen al cambio 
conformacional más de lo esperado por el modelo nulo, sólo pocos modos contribuyen, y las 
barreras de energía son pequeñas respecto a la amplitud del cambio estructural. Por lo tanto, 
interpretamos estas desviaciones del modelo nulo como un indicio de que la selección natural 
ha actuado sobre el movimiento natural de la proteína para reducir las barreras de energía que 
se oponen a sus movimientos funcionales. 
La contribución de la autora de la tesis ha consistido en llevar a cabo un estudio 
masivo de todos los pares de estructuras monoméricas depositadas en el PDB con secuencia 
idéntica y con RMSD entre ellas > 1 Å. Se han distinguido diferentes tipos de pares: entre las 
formas apo (sin ligando unido) y holo (con ligando unido), entre pares que tienen los mismos 
ligandos, entre proteínas monoméricas y que son parte de complejos, entre la misma proteína 
fosforilada y sin fosforilar. En primer lugar, observamos que para todos los conjuntos el valor 
más frecuente del parámetro  es 0, lo que es de esperar en base al modelo nulo. Esto nos 
indica que los modos normales correlacionan con el cambio conformacional. Sin embargo no 
observamos esta correlación cuando el RMSD es muy pequeño (i.e. valores del orden del error 
experimental). Interpretamos estos resultados como una validación tanto del modelo nulo 
como del método TNM. Sin embargo, en algunos conjuntos observamos un gran número de 
pares con valor significativo de  > 0, esperables para movimientos funcionales tales como 
reacciones enzimáticas y de transporte. Estos pares son particularmente frecuentes en el 
conjunto de complejos con múltiples cadenas y en el conjunto de proteínas fosforiladas. En 
este conjunto son también frecuentes casos con  < 0 con barreras de energía grandes 
respecto a la amplitud del cambio, como esperábamos encontrar en cambios de conformación 
involucrados en procesos de regulación dado que éstos no deben que ocurrir de forma 
espontánea. 
En conclusión, los resultados obtenidos no sólo han permitido la validación del método 
TNM y nuestro modelo nulo de cambios de conformación sino también proponen un método 
para identificar, a través del valor de , los cambios de conformación con posible valor 
funcional. Finalmente, este marco unifica dos de los escenarios propuestos para la unión 
molecular (ver sección 1.2.1. de modelos de unión): la selección conformacional entre los 
estados pre-existentes, que en este marco interpretamos como la existencia de una 
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correlación entre la dinámica intrínseca de la proteína y la deformación producida por la unión 
del ligando ( > 0) y el ajuste inducido, que en este marco interpretamos como lo que se 
espera bajo respuesta lineal, es decir el modelo nulo (  0). 
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4.5.- Mejoras en la predicción teórica de interacciones moleculares para el 
diseño de fármacos asistido por ordenador 
4.5.1.- Introducción y aportación del autor 
Como se ha explicado en la sección 2.4.- Interacciones moleculares: docking y cribado virtual, 
podemos predecir el modo y la energía de unión entre una proteína y un potencial fármaco 
mediante técnicas de docking si disponemos de sus estructuras 3D. Nuestro laboratorio ha 
desarrollado un protocolo automático de búsqueda de nuevos fármacos basado en docking y 
VS detallado en la sección 2.4.3. En el trabajo que se presenta a continuación, nuestra 
plataforma ha sido mejorada en dos componentes esenciales: (1) el módulo que estima la 
energía de interacción entre proteína y ligando, en particular con respecto a los enlaces de 
hidrógeno, cuya contribución es esencial para la estabilidad del complejo y la especificidad de 
la interacción(artículo 5) y (2) el módulo que refina un conjunto representativo de 
conformaciones del ligando, explorando su flexibilidad, que tiene un papel esencial en el 
proceso de unión (artículo 6). 
La contribución de la autora de esta tesis se ha centrado en los siguientes puntos 
principales: (1) la implementación de una función para determinar y cuantificar la contribución 
de los enlaces de hidrógeno (HB) a la unión proteína-ligando basándonos en parámetros 
geométricos, (2) la implementación de un algoritmo para la minimización de la energía de 
interacción proteína-ligando mediante la optimización de los ángulos torsionales del ligando 
en el contexto del sitio activo durante la fase de refinado de las soluciones de docking con el 
fin de mejorar la complementariedad entre el ligando y el receptor, (3) La integración y 
evaluación de estas nuevas funcionalidades en el protocolo de docking y cribado virtual 
desarrollado en nuestro laboratorio y (4) la búsqueda de nuevos fármacos para la diana 
terapéutica OXA-24 en colaboración con el grupo del Dr. Antonio Romero (Centro de 
Investigaciones Biológicas, CSIC). 
En esta sección se presentarán dos artículos metodológicos y un proyecto de VS en 
curso.
4.5.2.- Incorporación del término de enlace de hidrógeno en la función de scoring 
MM-ISMSA 
En el artículo (Klett et al., 2012) presentamos MM-ISMSA, una función de puntuación ultra-
rápida y precisa que permite evaluar la energía de interacción de complejos moleculares, 
aplicable tanto a la evaluación de conformaciones obtenidas durante el muestreo del docking 
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como en el análisis de interacciones en trayectorias de MD. La función propuesta incluye (1) un 
término de mecánica molecular (MM) basado en el potencial 12-6 de Lennard-Jones, (2) una 
componente electrostática basada en el modelo ISM que permite el cálculo de las energías 
libres de desolvatación individuales de las proteínas y los ligandos que forman el complejo más 
un término para los HB y (3) la contribución por pérdida de área de superficie expuesta al 
solvente (SA) para tener en cuenta la disminución en el número de contactos con las moléculas 
de agua cuando se forma el complejo. El método MM-ISMSA, al igual que los módulos MM-
GBSA y MM-PBSA de AMBER, permite la descomposición de la energía de unión por pares de 
residuos y por residuos individuales, favoreciendo una fácil identificación de aquellos que son 
responsables de la formación y estabilidad de los complejos. Para facilitar su manejo a usuarios 
no expertos, el programa se ha incluido como un plugin dentro del visualizador de estructuras 
tridimensionales PyMOL (http://www.pymol.org). 
La aportación de la autora de esta tesis al proyecto ha sido la de incorporar un nuevo 
término energético de HB en la función de scoring MM-ISMSA. La puntuación de cada HB está 
basada en la función de puntuación ChemScore del programa GOLD (Verdonk, Cole, Hartshorn, 
Murray, & Taylor, 2003). ChemScore usa una función de bloque ad hoc (Figura 24) para 
describir términos de contacto de varios tipos en función de parámetros geométricos como 
distancias y ángulos, en la cual se distinguen un rango ideal donde la puntuación es máxima, 
un rango donde la puntuación es cero y una interpolación lineal entre ambos. La puntuación 
de un HB depende de las variables geométricas de distancia, el ángulo α (i.e. ángulo 
comprendido entre los átomos donador HB, hidrógeno y aceptor de HB) y el ángulo β (i.e. 
ángulo comprendido entre los átomos hidrógeno, aceptor de HB y átomo directamente unido 
a aceptor de HB) y del tipo de átomos involucrados en la interacción. 
 
Figura 24. Función de bloque basada en ChemScore (GOLD) para evaluar la bondad de la geometría de 
un HB (variable x). La contribución energética estimada surge de multiplicar la puntuación [Score(x)] por 
un parámetro dependiente del tipo de átomos involucrados en el HB. 
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Para la obtención de los parámetros se llevó a cabo el análisis estadístico de las 
variables geométricas definidas para los enlaces de hidrógeno presentes en un conjunto de 85 
complejos cristalográficos proteína-ligando obtenidos a partir de su inspección visual e 
información bibliográfica [Conjunto diverso de Astex (Hartshorn et al., 2007), conjunto de 
entrenamiento]. Durante la validación del nuevo programa usamos un conjunto de prueba de 
23 proteínas incluido en el artículo previo de ISM (Morreale et al., 2007). Para discriminar 
contactos polares de HB, el átomo de hidrógeno fue considerado en las medidas. Obtuvimos 
parámetros de rangos ideales y rangos límites para cada variable geométrica considerada 
(Tabla 1) y observamos que sus distribuciones no presentaban simetría en el caso del ángulo  
y la distancia, pero sí para el ángulo  (Figura 25). α
 
Figura 25. Distribuciones de las variables geométricas medidas: distancia, ángulo α y ángulo β. Debajo 









 Distancia (Å)  1,5  1,8  2,4  2,7
 Ángulo α (grados)  100  130  165  180
 Ángulo β (grados)  90  115  145  180
Tabla 1. Valores de los rangos preferentes para las variables geométricas de los HB en base al análisis 
estadístico: distancia, ángulo α y ángulo β. Parámetros obtenidos a partir del conjunto diverso de Astex 
(85 complejos proteína-ligando). Dado que la forma de la distribuciones de los datos en el caso de la 
distancia y el ángulo α no son simétricas (Figura 25), alguno de estos parámetros fueron modificados a 
posteriori. 
Los resultados mostraron que el 92,5% de los HB del conjunto de entrenamiento y el 
83,7% de los HB del conjunto de prueba fueron correctamente identificados por el programa, 
en comparación con el método previo que recuperaba tan sólo el 54% de los HB del conjunto 
de Astex. La nueva implementación dentro del programa de docking repercute en mejores 
resultados en el 25% de los casos del conjunto de Astex. Tras la nueva parametrización, 
Trabajos de Investigación: Artículo 5 
151 
 
obtenemos una identificación y cuantificación de los HB menos restrictiva a nivel geométrico y 
más precisa a nivel de su puntuación asociada, lo que favorece una mayor fiabilidad en la 
predicción de la unión proteína-ligando durante el docking. En resumen, presentamos una 
función de scoring (MM-ISMSA) precisa (80% de aciertos) y muy rápida (unos 5 segundos para 
sistemas de 1000 residuos), de gran utilidad durante la evaluación energética de complejos 
proteína-ligando y proteína-proteína en protocolos de docking y MD. 
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4.5.3.- Implementación de un optimizador de grados de libertad torsionales en el 
programa de docking CRDOCK 
La contribución de la autora de esta tesis al artículo (Cortés Cabrera et al., 2012) fue, además 
de la incorporación del término de HB en la función de energía de MM-ISMSA explicado en el 
apartado anterior, el llevar a cabo la implementación de un algoritmo para minimizar la 
energía de los ligandos dentro del centro activo de las proteínas durante el refinado de las 
soluciones de docking, usando sus ángulos de torsión como grados de libertad y partiendo 
nuevamente del conjunto diverso de Astex para la evaluación de los resultados. Durante la 
generación de confórmeros previa al docking, el programa ALFA (Gil Redondo R, 2006) 
identifica automáticamente los enlaces rotables y les asigna su estado rotamérico en base a la 
hibridación de los átomos involucrados. La asignación de los ángulos torsionales o diedros 
(determinados por 4 átomos) viene definida a partir de un conjunto de reglas químicas 
específicas según los grupos funcionales existentes a ambos lados del enlace rotable. Esta 
aproximación tiene sus limitaciones ya que los complejos proteína-ligando pueden estar muy 
empaquetados, presentando desviaciones con respecto a los ángulos ideales de un ligando 
aislado. Esto implica que el programa ALFA no será capaz de reconstruir la conformación 
cristalográfica durante la generación de confórmeros previa al docking, por lo que no está 
garantizado que, dentro de las conformaciones propuestas por el algoritmo, aparezca alguna 
cercana a la que el ligando adopta en el sitio activo. 
En la fase de evaluación hemos observado que si se usa la conformación del ligando 
unido a la proteína que se encuentra en el PDB (docking rígido), nuestro programa de docking 
coloca correctamente (i.e. el RMSD entre la pose cristalográfica y la solución de docking es 
menor de 2.0 Ǻ) el 93% de los ligandos del conjunto de Astex. Esto nos indica que la función de 
scoring del programa de docking funciona bien siempre y cuando, durante el muestreo 
conformacional del ligando, encontremos aquella cercana a la nativa. Sin embargo al realizar el 
docking flexible a partir de los confórmeros del ligando pre-generados con ALFA y usando la 
versión anterior de nuestro algoritmo de refinado donde solo permitíamos movimientos de 
cuerpo rígido, la fiabilidad de los resultados se reducía significativamente (entorno al 55%) 
debido a la ausencia de una conformación adecuada entre las propuestas. La minimización de 
la energía libre del complejo proteína-ligando mediante la aplicación de torsiones en los 
enlaces rotables del ligando en el contexto del sitio activo nos permite mejorar la 
complementariedad ligando-proteína y su energía de interacción en el 88% de los complejos 
mientras que el 12% restante ésta se mantiene constante. Conseguimos un RMSD más bajo en 
el 20% de los complejos (acumulando mejoras de más de 1 Ǻ de RMSD respecto al docking sin 
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el minimizador torsional) pero también un RMSD más alto en el 10 % de los complejos. En 
resumen, tras la minimización de los ángulos torsionales del ligando el 61% de los complejos 
presentaron una solución buena de docking (i.e. RMSD < 2.0 Ǻ) con respecto al ligando 
cristalográfico (ejemplo en la Figura 26). A pesar de las mejoras observadas a nivel de RMSD, 
no en todos los casos fue suficiente para ser consideradas buenas en docking. Por otra parte, 
no observamos correlación entre la energía de unión estimada y el RMSD de la pose asociada. 
Hemos demostrado que la inclusión de los DOFs torsionales del ligando durante la 
minimización de la energía de las poses de docking a través de la función de scoring MM-
ISMSA mejora la precisión de los resultados respecto a la versión anterior del protocolo que 
usaba un conjunto de confórmeros rígidos pre-calculados con el programa ALFA. Con la 
inclusión de la flexibilidad de los enlaces rotables del ligando, un solo confórmero es suficiente 
para alcanzar un muestreo adecuado y soluciones de docking más cercanas a las 
cristalográficas manteniendo un tiempo de cálculo por docking reducido. 
 
Figura 26. Ejemplo de la influencia de la minimización energética de la soluciones de docking (en rosa) 
respecto a la pose del ligando cristalográfico (en azul) a partir del confórmero generado con el programa 
ALFA con la menor energía. [PDB ID: 2BSM (Dymock et al., 2005)]. El RMSD tras la minimización rígida 
(rotaciones y traslaciones) alcanza 6.7 Ǻ, mientras que el RMSD tras la minimización incluyendo los DOFs 
torsionales se reduce hasta 0.6 Ǻ. Los átomos de hidrógeno no se muestran en la imagen por claridad. 
Los datos presentados en esta introducción respecto a la mejora en la capacidad 
predictiva del programa de docking (61%) hacen referencia a la influencia de la nueva función 
de energía MM-ISMSA con el término de HB en combinación con la minimización de los DOFs 
torsionales del ligando usando el programa previo (CDOCK). Sin embargo, con la incorporación 
de éstas y otras mejoras fuera del contexto de esta tesis, la capacidad predictiva del nuevo 
programa presentado (CRDOCK) asciende al 73% para el conjunto diverso de Astex (RMSD < 2 
Ǻ). 
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4.5.4.- Cribado Virtual de OXA-24 
La enzima bacteriana β-lactamasa de clase D OXA-24 de Acinetobacter baumannii (Santillana, 
Beceiro, Bou, & Romero, 2007) hidroliza antibióticos con anillos β-lactámicos de tipo 
carbapenem lo que le confiere resistencia a los tratamientos con este tipo de fármacos. Con el 
fin de evitar su degradación los antibióticos se suelen suministrar en combinación con 
inhibidores de las β-lactamasas. La actividad carbapenemasa presentada por estas proteínas es 
de especial relevancia ya que degradan antibióticos destinados a atacar patógenos ya de por sí 
multi-resistentes El mecanismo de acción de OXA-24 viene dado por eventos de 
acilación/deacilación de serinas del sitio activo, regulados por aguas catalíticas y un residuo 
modificado denominado KCX, una lisina carboxilada (Figura 27). Los inhibidores sulfonados 
cristalizados con OXA-24 se unen covalentemente a la proteína a través de la serina del motivo 
catalítico Ser-X-X-KCX bloqueando así la capacidad de la bacteria de degradar el antibiótico 
suministrado. El centro activo posee una carga positiva global y se encuentra en la interfaz de 
dos subdominios adoptando la apariencia de una cavidad extendida con una barrera 
hidrofóbica (6 Ǻ de diámetro del túnel) que regula la forma y naturaleza química de los 
antibióticos que pueden acceder al sitio activo (Figura 27). 
 
Figura 27. RX de la proteína OXA-24 [PDB ID: 2JC7], localizando el motivo catalítico Ser-X-X-KCX, sitio de 
unión a anillos β-lactámicos de tipo carbapenem, y evidenciando la especificidad de la proteína por 
dichos antibióticos adquirida mediante mutaciones en las posiciones TYR112 y MET223 que generaron 
un túnel que controla el acceso al sitio catalítico. En la caja se ilustra un esquema simple de un anillo β-
lactámico y su degradación. 
La autora de esta tesis llevó a cabo una búsqueda in silico de inhibidores para la β-
lactamasa de clase D OXA-24 mediante el VS de quimiotecas usando la plataforma VSDMIP 
(Cabrera et al., 2011) y la base de datos ZINC (Irwin & Shoichet, 2005). Disponíamos de 5 
estructuras de partida: forma apo, forma apo más el residuo modificado KCX, y forma holo 
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unida a tres inhibidores diferentes. En primer lugar preparé la proteína, parametrizando la 
lisina carboxilada KCX según el campo de fuerzas de AMBER y realicé el docking de inhibidores 
conocidos para comprobar que los ligandos adquirían una conformación y pose correctas a 
pesar de que no considerábamos su enlace covalente con la proteína. A continuación, llevé a 
cabo el cribado virtual de 166 análogos de 3 inhibidores conocidos de OXA-24 para los cuales 
existe estructura cristalográfica en complejo con dicha proteína. De ellos, 45 complejos fueron 
refinados a lo largo de 2 a 4 ns de MD. Obtuvimos 35 candidatos o hits que se mantenían 
estables dentro del sitio activo durante la dinámica. En base a la energía de los complejos, a la 
solubilidad y a la eficacia del ligando (LE), finalmente seleccioné 5 moléculas que fueron 
propuestas para los análisis in vitro e in vivo. Los resultados preliminares señalaron actividad 
inhibidora para la mejor de las moléculas propuestas (i.e. la de menor energía en el ranking de 
las 5), aunque sólo a altas concentraciones (micromolar). Por ello, dicha molécula se encuentra 
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4.6.- Caracterización de mutaciones puntuales de proteínas involucradas en la 
resistencia a fármacos de pacientes con VIH e identificación de sus variantes 
minoritarias 
4.6.1.- Introducción y aportación del autor 
La terapia personalizada, que incluye el diseño de métodos de evaluación que permitan 
adaptar cada tratamiento a un paciente específico, es uno de los retos de la medicina 
moderna. Los microarrays de expresión de ADN se vienen aplicando con éxito desde hace 
varios años en enfermedades como la leucemia u otros tipos de cáncer mediante la 
comparación de la expresión diferencial de un conjunto de genes entre un tejido sano y uno 
enfermo (Trevino et al., 2007). Su aplicación a la detección y caracterización de poblaciones 
víricas sin embargo es algo más reciente (Chiu et al., 2008). 
Dado que para ciertas enfermedades víricas disponemos de un conjunto de fármacos 
alternativos, la caracterización de las mutaciones puntuales de variantes víricas que presentan 
los pacientes en el marco de la terapia personalizada permitirían seleccionar el fármaco o los 
fármacos más adecuados para el tratamiento de un determinado paciente, evitando los 
posibles efectos nocivos de aquellos para los que presente resistencia a priori. Asimismo, la 
detección de variantes víricas minoritarias ayudaría a adelantarnos a posibles resistencias a 
posteriori, ya que cuando atacamos a las variantes mayoritarias con un fármaco las variantes 
minoritarias pueden adquirir importancia convirtiéndose en dominantes y promoviendo el 
rebrote de la enfermedad. Por tanto, el conocimiento detallado de una población vírica a 
través de sus variantes genéticas ayudará en el pronóstico, diagnóstico y tratamiento 
individualizado de la enfermedad asociada. Debido a que la evolución puede influenciar la 
patogénesis de los virus y su resistencia a los tratamientos. En el artículo que se presenta a 
continuación se ha diseñado un método para estudiar la variabilidad y la dinámica genética de 
una población viral permitiendo discriminar entre posiciones wildtype (WT) y mutaciones de 
resistencia a inhibidores conocidos.  
La autora de la tesis ha contribuido al artículo en preparación (Martín V. et al, 2013) 
con la implementación de un protocolo estadístico para la cuantificación y control de calidad 
de los datos provenientes de microarrays de expresión de oligonucleótidos para identificar 
mutaciones puntuales e inserciones de la proteasa (PR) y la retrotranscriptasa (RT) en las 
secuencias del virus de la inmunodeficiencia humana (VIH), además de estimar el nivel de 
detección de sus variantes minoritarias presentes en muestras de pacientes.  
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Estos microarrays presentan características particulares que hacen que las técnicas 
habituales de normalización y análisis estadístico diseñadas para los microarrays (microarrays 
de AFIMETRIX por ejemplo), no sean adecuadas. Algunas de sus particularidades residen en el 
escaso número de datos, así como en la longitud de las sondas a hibridar (15 nucleótidos). Para 
ello, en primer lugar se procede a analizar un conjunto de muestras con variantes o clones 
puros y mezclas de dos clones conocidos a concentraciones definidas. En base a las señales 
obtenidas y con el objetivo de reducir principalmente los falsos positivos durante la 
clasificación final, las señales positivas y negativas se normalizan de modo independiente y se 
definen filtros a varios nivel: (1) pocillo o spot, (2) sonda y (3) microarray completo, eliminando 
gran parte del ruido de las muestras. En segundo lugar evaluamos la capacidad predictiva del 
método usando un conjunto de muestras de pacientes de las que conocemos 
experimentalmente (por secuenciación) las secuencias y proporciones relativas de 20 variantes 
de la población viral de cada paciente. 
En el conjunto de entrenamiento de clones puros la capacidad predictiva, entendida 
como el porcentaje de clasificados correctamente (TP y TN) respecto al total, alcanzó el 96,33% 
cuando clasificamos los datos tras el filtrado de 4 pasos propuesto en el artículo respecto al 
93,04% usando los datos sin filtrar. En el caso de las mezclas de dos clones puros los datos 
varían de 95,32% a 97,64% en la mezcla 1.95c9-2.94c64 y de 91,15% a 94,26% en la mezcla 
pWT-pINS entre un protocolo sin filtrado y otro con 4 filtros secuenciales respectivamente. En 
este conjunto la sensibilidad de detección se estableció entorno al 10% a pesar de la 
variabilidad mostrada entre las sondas con hibridación diferencial. En el conjunto de 
evaluación formado por muestras de pacientes multi-resistentes a inhibidores de PR y RT 
llegamos a clasificar correctamente el 93,53% de los datos de PR (84,42% sin filtros) y el 
89,24% de RT (85,27% sin filtros). La clasificación de las variantes minoritarias en muestras de 
pacientes (un 7,5% de los datos totales) ha sido correcta en el 85,7% de los casos. 
La inclusión del filtrado de 4 pasos así como la normalización diferencial de las señales 
positiva y negativa han mejorado la capacidad predictiva del clasificador en todos los 
conjuntos de datos presentado manteniendo sus valores en un rango de entre un 90% y un 
98% de fiabilidad dependiendo del caso, haciendo de éste un método adecuado en el 
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VIROCHIP 4.0: an efficient and fast genotyping platform for the identification 
of drug-resistance mutations and insertions in HIV populations. 
Verónica Martín (CBMSO; actual: INIA), Celia Perales (CBMSO), María Fernández-Algar (CAB), 
Helena G. Dos Santos (CBMSO), Patricia Garrido (X-Pol Biotech), María Pernas (ISCIII, 
Majadahonda), Víctor Parro (CAB), José Alcamí (ISCIII, Majadahonda), José Luis Torán (CNIC), 
David Abia (CBMSO), Esteban Domingo (CBMSO), Carlos Briones (CAB). 
Abstract 
The evolution of viral quasispecies can influence viral pathogenesis and the response to 
antiviral treatments. Microarray technology, originally developed for highly parallel 
examination of gene expression is considering as a potential tool in prognosis and diagnosis. 
DNA microarrays are becoming increasingly useful for the analysis of gene expression and 
single nucleotide polymorphisms (SNPs). 
In this study, using Human Immunodeficiency Virus type 1 (HIV-1), as a model study, we 
demonstrated the advantages of the oligonuleotide-based microarray approach for the rapid 
and accurate detection and discrimination between wild type and mutants of protease (PR) 
and/or retrotranscriptase (RT) from HIV-1 at a specific genome position. A rapid and reliable 
method for the identification of PR and/or RT from HIV-1 strain B has been developed. The 
genotype-specific oligonucleotides immobilized on the surface of glass slides were selected to 
bind to the multiple drug-resistance mutations developed by PR- and RT-HIV in multidrug 
treatments of infected patients. HIV-1 cDNA was amplified in a PCR with specific primers to PR- 
and RT-HIV-1. A second round of nested PCR amplification was performed. The use of one 
primer containing 5’-phosphorilated allowed us to obtain single-stranded DNA susceptible to 
be labelled by Alexa 647 Fluor. The identification of HIV-1 quasispecies genotype was based on 
hybridization with several individual genotype-specific oligonucleotides present in the array. 
This approach combines the high sensitivity of PCR with the selectivity of DNA-DNA 
hybridization. The specificity of oligonucleotide microchip hybridization was evaluated by 
testing different PR- and RT-HIV-1 cloned into a plasmid and more than 50 HIV-1 samples 
extracted from patients for whom genotypes were previously determined by conventional 
methods. Analysis of the coded specimens showed that this microarray-based method is 
capable of unambiguous identification of 82 drug resistant mutations and insertions in PR- and 
RT-HIV. 
 




The different variants of human immunodeficiency virus type 1 (HIV-1) present in 
infected individuals have been described as quasispecies, complex distributions of related, 
non-identical viral genomes (Coffin, 1995; Eigen and Biebricher, 1988; Holland, de La Torre, 
and Steinhauer, 1992). In HIV-1, family of retroviruses with single-stranded RNA genome, 
population complexity underlies evolution of a number of phenotypic traits. This plasticity of 
phenotype allows the virus to occupy a large adaptive landscape from which novel phenotypes 
may readily emerge, including rapid selection of mutant viruses with decreased sensitivity to 
antiretroviral inhibitors in patients treated with reverse transcriptase (RT) or protease (PR) 
inhibitors (Menéndez-Arias, 2002). Mutations related to drug resistance may either pre-exist in 
HIV-1 quasispecies or be generated de novo and rapidly selected in infected patients. These 
variants are generated continuously due to the high replication rate of HIV-1 (Perelson et al., 
1996), the high frequency of recombination among viral genomes (Burke, 1997), and the lack 
of proof-reading activity of the viral reverse transcriptase (RT) (Mansky and Temin, 1995). 
The quasispecies dynamics predicts that the simultaneous administration of multiple 
antiretroviral inhibitors directed to independent viral targets should minimize and delay 
selection of inhibitor-resistant HIV-1 mutants (Domingo, 1992; Domingo and Holland, 1992; 
Wodarz and Nowak, 1999). Current HIV therapies inhibit the viral replication process at the 
binding and entry stage (fusion inhibitors), the reverse transcription stage (nucleoside and no 
nucleoside reverse transcriptase inhibitors [NRTIs and NNRTIs, respectively]), or the protein 
cleavage stage (PIs). Inhibitors of coreceptor binding, integration, and maturation are in clinical 
trials. Benefits of combination therapy, including highly active antiretrovial therapy (HAART) 
involving three or more inhibitors, have been amply documented in clinical trials (Gulick et al., 
1997; Hammer et al., 1997). Yet, either because of a history of monotherapy or other no 
suppressive treatment regimens, or because HIV-1 replication is not completely inhibited 
under HAART, viruses including constellations of mutations conferring resistance to multiple 
inhibitors are increasingly frequent (Schmit et al., 1996; Schmit et al., 1998; Wong et al., 1997). 
The emergence of HIV-1 mutants resistant to antiviral inhibitors is a complex process which 
depends on a number of interlinked parameters: mutation rates, number of mutations needed 
to confer different degrees of resistance, viral replication rounds, viral population size, relative 
fitness of the different variants, and effective inhibitor concentrations at different body sites 
where virus replication takes place (Domingo, 1999; Wodarz and Nowak, 1999). Current 
evidence suggests that a few critical mutations in the PR and RT are sufficient to render HIV-1 
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partially resistant to most antiviral inhibitors in use or under development (Palmer, Shafer, and 
Merigan, 1999). 
The evolution of viral quasispecies can influence viral pathogenesis and the response to 
antiviral treatments (Pawlotsky, 2006). The extensive use of anti-retroviral therapy and 
multiple combination treatments has favoured the emergence of novel patterns of mutations 
conferring multi-drug resistance. HIV drug resistance is presently a major factor responsible for 
antiviral drug failure in patients. Resistance testing can help to make intelligent choices for 
changing highly active antiretroviral therapy. The control of diseases associated with highly 
variable RNA viruses requires close monitoring of the variant virus types that periodically 
dominate in viral populations. 
Despite the fundamental role this dynamic polymorphism plays in processes having 
important practical implications, current experimental methods for its analysis do not easily 
reveal the full picture. First, any protocol that includes cDNA cloning is inadequate unless it 
involves generation of a large representative subset of independent clones. Classical methods 
for evaluation of genomic heterogeneity of RNA viruses are generally very labour-intensive and 
poorly adapted for high-throughput analysis. The traditional approach for the investigation of 
the mutant spectrum of HIV-quasispecies involves the sequence analysis of a representative 
number (10 to 30) of molecular clones derived from the amplified viral population (Briones et 
al., 2000; Kijak et al., 2002; Paolucci et al., 2001; Westby et al., 2006). Nevertheless, this is a 
very expensive and time-consuming method that would require the analysis of 1,000 
molecular clones to characterize the quasispecies at a resolution of 0.1%. Therefore, the clonal 
analysis is an unrealistic approach for most clinical laboratories. In addition to the most 
informative but tedious sequencing of a large number of viral clones, there are methods 
including PCR-restriction fragment length polymorphism (RFLP) (Balanant et al., 1991), mutant 
analysis by PCR and restriction enzyme cleavage (Chumakov et al., 1991), and real-time 
quantitative PCR which allows the characterization of minor subpopulations of drug-resistant 
HIV variants in sero-converters and in pre-treated patients (Allers et al., 2007; Bergroth, 
Sonnerborg, and Yun, 2005; Charpentier et al., 2004; Hance et al., 2001; Izopet et al., 2002; 
Lecossier et al., 2005; Metzner et al., 2003; Metzner et al., 2005). This approach has led to the 
detection of minority variants representing from 0.05% to 1% of the total amplified 
quasispecies. During the last decade novel methodologies, based on rapid and highly sensitive 
assays, have been developed and are currently permeating the community of HIV-1 clinical 
research. Different variants of the heteroduplex mobility and heteroduplex tracking assays 
have been used to detect minority subpopulations comprising 1-5% of the amplified viral 
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quasispecies (Barlow, Green, and Clewley, 2000; Doukhan and Delwart, 2001; Kapoor et al., 
2004; Resch et al., 2001).  
Also, DNA microarray technologies have been applied to high-throughput viral 
genotyping (Ivshina et al., 2004; Martin et al., 2006; Wang et al., 2002) and can be adapted or 
combined with mass spectrometry to simultaneously inform one about different resistance 
mutations present in genomes represented in the range of 1% of the total amplified 
quasispecies (Amexis et al., 2001; Cherkasova et al., 2003; Gerry et al., 1999). Recently an 
alternative sequence-based method, involving parallel allele-specific sequencing, has been 
developed to allow the detection of minority HIV-1 drug-resistant variants present at levels 
ranging from 0.01% to 0.1% of the amplified sample (Cai et al., 2007). Areas of research 
requiring methods devoid of these short-comings include screening for emerging viruses, 
monitoring of viral evolution indifferent natural hosts, and safety of live viral vaccines.  
Hybridization with microarrays of immobilized DNA or oligonucleotides that contain 
thousands of individual probes appears to be suitable for parallel analysis of a large number of 
viruses, bacteria, and bacterial factors (Chizhikov et al., 2001; Chizhikov et al., 2002; Lapa et al., 
2002; Volokhov et al., 2002; Wang et al., 2002). The methods were based on either short 
highly specific oligonucleotide probes (oligoprobes) or longer degenerate probes that covered 
a wide range of viral diversity.  
We describe here the validation of a DNA microarray by using RT and PR-HIV-1 cloned 
into different plasmids as well as clinical HIV-1 samples isolated from infected patients. 
Materials and Methods 
Experimental datasets 
The training set includes microarray hybridization data from a pool of pure HIV-1 clonal 
samples (268 hybridization experiments) and mixtures of 2 pure clones (110 hybridizations) at 
different ratios: 0/100, 1/99,5/95, 10/90, 50/50, 90/10, 95/5, 99/1 and 100/0 (in %). The test 
set was composed by hybridization data of HIV-1 quasispecies extracted from 50 clinical 
samples of multidrug-resistant patients (89 hybridizations).  
Microarray design and printing  
One hundert fifty-eight DNA oligonucleotides, corresponding to the HIV genomic 
region encoding residues 2255 to 3872 were designed and synthesized (Sigma). They included 
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a ´C6 amino linker´ NH2 (CH2)6 at their 5’-end, followed by an oligo (dT)15 spacer or (dTCC)5 
and the specific 15-mer sequence; the oligonucleotides were purified by HPLC. The 
oligonucleotides (Figure 3) were selected to have a similar melting temperature when 
annealed to a complementary sequence, and included the queried nucleotide at the central 
region of the specific 15-mer. Two conserved HIV sequences, [5’-C6-T15GATACAGGAGCAGAT-3’ 
(ICH-PR3) and 5’-C6-T15GTTGCACTTTAAATTTT-3’ (ICH-PR4)], within the PR-coding region [5’-C6-
T15ATGGCCATTGACAGA-3’ and (ICH-RT3) 5’-C6-T15ATCTTAGAGCCTTTTA-3’ (ICH-RT4)] within 
the RT-coding region) were used as positive controls for the hybridization (ICH, Internal Control 
HIV). Two unrelated oligonucleotides (5’-C6-T15-CAAATCCCCGCGTGC-3’ and 5’-C6-T15-
CAAATCCTCGCGTGC-3’, termed G142-15r (corresponding to the complementary sequence of 
the FMDV VP1 coding region at genomic residues 3625 to 3639) and E142-15r (corresponding 
to the same region with the nucleotide 3632 mutated from C to T) were used as negative 
controls. Spots with spotting solution with no nucleotide (H2O-ss in Figure 4A) were used as 
negative controls. The oligonucleotides were diluted in 1x spotting solution (Telechem-Arrayit) 
at a 50 M final concentration, and spotted onto super-epoxy-coated glass slides (Telechem-
Arrayit). 
Microarrays containing 332 spots were printed by means of a GMS 417 DNA arrayer 
(Affymetrix) defining four grids per slide. Each oligonucleotide was spotted in duplicate dots 
150 m in diameter, with a center-to-center distance of 250 m (Figure 4A). 
Preparation of targets DNAs 
From plasmids 
HIV sequences were amplified using Expand High Fidelity polymerase (Roche), as 
specified by the manufacturers. PCR amplifications of the PR-coding region was carried out 
using the sense primer 5’ PROT HindIII (5’-TCAGAGCAGACCAGAGCCAACAGCCCCACC -3’); 
corresponding to HIV genomic residues 2138 to 2167 (phosphorylated at its 5’-end) and 
antisense primer 140RD (5’-CCAGGGATTAGATATCAGTACAATG-3’), complementary to 
positions 2969 to 2993 of the HIV genome. PCR amplifications of the RT-coding region were 
carried out using the sense primer 55F (5’-CAAAAATTGGGCCTGAAAATCC-3’); corresponding to 
HIV genomic residues 2694 to 2715 or RT1 (5’-CCAAAAGTTAAACAATGGCCATTG-3’) 
corresponding to HIV genomic residues 2606 to 2629, phosphorylated at their, 5’-end, 
respectively; and antisense primers 153RD (5’-GGAAAGGATCACCAGCAATA-3’), 12RD (5’-
AACATCAGAAAGAACCTCCA-3’), 13RD (5’-CCTTTGGATGGGTTATGAAC-3’) or 20RD (5’-
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GCCAGAAAAGGACAGCTGGACTGT-3’), complementary to HIV genomic residues 3009 to 3028, 
3210 to 3229, 3232 to 3251 and 3289 to 3312, respectively. (Scheme of primers used in Figure 
1). 
From infected patients 
HIV-1 DNA was kindly provided by different hospitals (see Origin of HIV samples). 
External PCR amplification of the cDNA was performed using Expand High Fidelity polymerase 
(Roche), as specified by the manufacturers. It was carried out using the sense primer 5’PROT1 
(5’-AGGCTAATTTTTTAGGGAAAATCTGGCCTTCC-3’), corresponding to HIV genomic residues 
2080 to 2111 and antisense primer RT3333R (5’-CAATGACATACAGAAGTTAGTGGG-3’), 
complementary to positions 3313 to 3336 of the HIV genome. 
Due to the small amount of DNA generated by reverse transcription and PCR 
amplification (RT-PCR), a nested PCR was required. Nested PCR amplifications of the PR-coding 
region were performed with the primers 5’ PROT HindIII (5’-
TCAGAGCAGACCAGAGCCAACAGCCCCACC -3’); sense primer, corresponding to HIV genomic 
residues 2138 to 2167 (phosphorylated at its 5’-end) and 140RD (5’-
CCAGGGATTAGATATCAGTACAATG-3’); antisense primer, complementary to positions 2969 to 
2993 of the HIV genome. Nested PCR amplifications of the RT-coding region were performed 
with the sense primer RT1 (5’-CCAAAAGTTAAACAATGGCCATTG-3’), corresponding to HIV 
genomic residues 2606 to 2629 (phosphorylated at its 5’-end) and antisense primers 153RD 
(5’-GGAAAGGATCACCAGCAATA-3’), 12RD (5’-AACATCAGAAAGAACCTCCA-3’), 13RD (5’-
CCTTTGGATGGGTTATGAAC-3’) or 20RD (5’-GCCAGAAAAGGACAGCTGGACTGT-3’), 
complementary to positions 3009 to 3028, 3210 to 3229, 3232 to 3251 and 3289 to 3312, 
respectively (Scheme of primers used in Figure 1). In addition to reactions with undiluted DNA, 
reactions were also performed from diluted samples 1/10 and 1/100, being positive. Some of 
the PCR products were analyzed by nucleotide sequencing (consensus sequence) using the Big 
Dye Terminator Cycle Sequencing Kit (Abi Prism, Perkin Elmer) and the automated sequencers 
ABI 373 or ABI 3700, to ensure the presence of the corresponding mutations. The 
phosphorylated strand was specifically degraded using lambda exonuclease (New England 
Biolabs), and the resulting single-stranded DNA was labeled with Alexa Fluor 647 using the U-
21660 Ulysis Nucleic Acid Labeling Kit (Molecular Probes). The labeled DNA was used as target 
in the hybridization with the probe oligonucleotides on the microarrays (Figure 2). 
 




The composition of the patient quasispecies was determined by clonal analysis. For 
molecular cloning, the products of the nested PCR-amplified DNA the “TA cloning kit for 
sequencing” (Invitrogen) was employed. The sequences of 20 molecular clones of each sample 
were analyzed using automated sequencing provided by Secugen company. 2568 clones were 
analyzed. The analysis of these sequences was performed with the Lasergene and BioEdit 
informatic programs. 
Hybridization and scanning 
Immediately before hybridization slides washed for 2 min. at room temperature with 
2x sodium saline citrate (SSC), 0.1% lauroylsarcosine, and for an additional 2 min. with 2xSSC at 
room temperature, to remove unbound DNA and components of the printing buffer. The 
oligonucleotides were denatured by placing the slides for 2 min. in distilled water at 100ºC and 
cooled for 10 sec. at room temperature. Then the oligonucleotides were fixed by plunging the 
slides into ice-cold 100% ethanol for 2 min. Finally the slides were centrifuged for 1 min. at 500 
xg (Minicentrifuge Arrayit). Microarrays were incubated in a hybridization chamber (Genetix) 
with 20 l of hybridization buffer (6xSSC, 0.5% SDS, 1% BSA) under a 24  24 mm cover slip, 
and bathed at 42ºC for 45 min. Then the microarrays were washed with distilled water, and 
dried by a brief centrifugation. 
The hybridization with the labeled DNA was carried out in hybridization buffer (50ºC) 
and with the required amount of target (0.3 pmoles Alexa Fluor 647 equivalent to 50 ng). After 
3 hours incubation in the hybridization chamber, the slides were washed for 5 min. in 2SSC, 
0.1% lauroylsarcosine, followed by 5 min. in 2SSC, and finally rinsed 10 sec. in 0.2SSC, and 5 
min. in distilled water, at 45ºC. The slides were dried by spinning for 1 min. at 500 xg and, 
finally, scanned using a G2565AA/G2565AB Scanner (Agilent). The Agilent and Scan Array 
Express (Perkin Elmer Life Sciences) analysis software was used for reading and quantifying the 
hybridization images. The reproducibility of the method was assessed by comparing the results 
of at least five different hybridization experiments for each PR or RT cloned into a plasmid. 
Microarray quantification and quality control of hybridization signals program development 
Image analysis and quantification 
Experimental quantification of microarray signals was carried out using two different 
high resolution microarray scanners: GenePix 4000B (Molecular Devices) and ScanArray 
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Express (Perkin Elmer). Images were processed with their own software (GenePix Pro 6.0.0.68 
and ScanArray Express 2.0, respectively) in order to calculate, among other variables, the 
median intensity for each spot and its respective local background. 
Quality control of arrays and spots 
A quality control protocol has been implemented to exclude low quality hybridization 
signals for further analyses, thus making microarray data analysis more robust. Quality is 
evaluated at three different stages during the data processing protocol: complete microarrays, 
single spots and specific probes. Probe oligonucleotides spotted onto the microarrays explore a 
variable number of codons for each position of interest of the PR and RT regions of the pol 
gene. On average, there is a probe for each WT codon sequence and two probes for alternative 
mutant versions of it. Thus, from a theoretical point of view, the expected number of positive 
signals for pure clonal samples should be 1/3 of the probes included in each microarray. This 
criterion allows us to discard the arrays that present values higher than 12 and 35 for PR and 
RT respectively. Above this cut-off each microarray accumulates more than 5 and 20 errors for 
PR and RT respectively. Next, in order to remove the noise arising from hybridization 
experiments which is not due to biological variation, spot filters based on background intensity 
and spot diameter measures have been included before the normalization step. The election of 
the filters was based on a preliminary study of the distribution of quantified data binned as 
correctly classified or not. Spots which did not satisfy this quality control were not considered 
for further analysis. 
Normalization 
 Normalization of the data has been recognized as a necessary pre-processing step in a 
variety of high-throughput technologies, including DNA microarrays. All known normalization 
methods rely on assumptions about data features that are expected to be invariant across 
samples. Different normalization methods have been developed for gene expression 
microarrays (Bolstad et al., 2003), but there is no consensus on their relative performance on 
genotyping microarrays containing a small number of oligonucleotide probes. Nevertheless, 
the incorporation of an accurate normalization method in the analysis is required to trace the 
array-to-array variability. 
The selected raw fluorescence value of each spot was the median foreground signal 
after subtraction of its local background. Spots from each target-probe hybridization signal (4 
spots per experiment) were clustered together. We assume that some of the probes spotted 
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onto the microarray will specifically hybridize to their fully complementary sequences present 
in the (either majority or minority subpopulation of) labelled target DNA, rendering a positive 
signal. The rest, although presenting a residual hybridization signal, will be called negative 
signal or noise. Therefore, normalization was carried out independently using the following 
method: first, since two different classes of signals (positive or negative) are expected, they 
were clustered into 2 groups using the K-means algorithm (Forgy, 1965). After removing the 
outliers from the positive group by applying the Grubb's test (Grubbs, 1950) with a significance 
level of 0.05, the mean of the positive signals was obtained. Since most of the hybridization 
experiments have been performed using labelled DNA molecules corresponding to either the 
PR or the RT-coding sequences of the pol gene, two microarray regions (containing the PR and 
RT probes, respectively) were normalized separately by using their own mean positive signal. 
These values were used as the normalization factor of each microarray region by applying the 
following function: 
      √
∑   
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∑   
     ⁄ 
  
   
 
Where ǁPSǁ is the normalized probe signal, NRPis the total number of replicas per probe 
(typically, 4), IRP is the intensity of a replica probe, NPS is the total number of positive probe 
signals per array region (either PR or RT) and IPS is the intensity of a positive probe signal within 
such a region. 
Classification performance 
In order to evaluate the classification accuracy of the method, tables showing the 
theoretical hybridization signal of each probe with each hybridized target molecule (pure clonal 
samples) are required. The so-called ‘theoretical hybridization tables’ have been generated 
based on the sequence complementarity between the spotted probes and the (previously 
sequenced) targets belonging to the training set: a positive hybridization signal is expected 
when probe and target are fully complementary, while the presence of any single mismatch 
between them (including those at the 5’ or 3’ ends of the hybridizing sequences) is assigned to 
a negative signal. Therefore, partial hybridizations are not allowed in the theoretical tables, and 
it is assumed that this criterion will assign any incomplete hybridization that resist the washing 
step (e.g., those including 1 or 2 mutations between probe and target) to false positive signals. 
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When the hybridized samples are a synthetic mixture of two HIV-1 clones, a ‘consensus 
table’ has to be generated based on the percentage of each clone present and a pre-defined 
detection threshold. For setting such a threshold, we used a collection of mixtures of two 
clonal samples with known mixture ratios. Once we determine the detection threshold in 
mixtures, we use this information to generate the theoretical consensus table of clinical HIV-1 
samples in which a number of clones (between 20 and 30) have been previously sequenced 
and aligned. The comparison of this theoretical consensus table with the hybridization signal 
obtained when hybridizing clinical samples will inform us about the sensitivity of our 
microarrays for detecting minority subpopulations within the evolving HIV-1 quasispecies. 
Probes calibration 
Although all the spotted probes have been designed and tested to show similar 
hybridization temperatures (between 49ºC and 54ºC), not all of them behave equally in 
hybridization experiments. Thus, in order to classify the observed hybridization intensities, it is 
necessary to characterize the response profile of each probe when it hybridizes either with its 
specific target sequence or with an unspecific one. 
Calibration data have been collected from the normalized hybridization signals 
produced by the training set of pure clonal samples. Spot intensities were reorganized into 
groups of positive or negative hybridization signals for each probe based on the previously 
calculated theoretical hybridization tables. We assume that both signal and noise data can be 
modelled by function distributions. In particular, Normal and log-Normal distributions were 
independently adjusted to positive and negative normalized datasets, respectively. Normalized 
signal values from positive probes are expected to be centred in 1, while negative intensities 
will have values close to 0, allowing an easy discrimination between positive and negative 
hybridizations. Distribution parameters obtained from fitted curves per probe will be used in 
further steps to assess the probability of any observed intensity to belong to a positive or 
negative hybridization event. For some probes, the characterization of one type of signal 
(either positive or negative) is missing due to the absence of information in the current training 
set. In those cases, we use the average information derived from the whole training set of pure 
clonal samples. To obtain the so-called ‘global reference curves’ we cluster the available 
normalized data from the training set into 2 groups (positive and negative signals) based on the 
theoretical hybridization tables. As for individual curves, positive and negative global signals 
were adjusted to Normal and log-Normal distributions, respectively. 
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Quality control of the probes 
During the development of consecutive versions of this HIV-1 genotyping microarray, 
similar probes complementary to certain nucleotide regions of the viral genome (e.g., including 
the same resistance-associated codon in the context of alternative flanking sequences) have 
been designed and tested. Because of their good performance, some of the probes containing 
the same interrogating codon have been maintained in the final version of the microarray (the 
so-called ‘Virochip 4.0’). In order to avoid redundant information, in each hybridization 
experiment we select the equivalent probe that presents lower overlap between its positive 
and negative adjusted distribution curves. In other cases, when positive and negative 
distributions for one probe are highly overlapped it is not possible to correctly classify the 
observed intensities into positive or negative signals. In order to discard such non discriminant 
probes, we calculate the overlapping area between both distribution functions for each probe 
by integral calculation. Probes whose overlap between positive and negative distributions is 
over 0.25 are discarded. 
Classification and evaluation 
Once a clinical sample from the test set is hybridized to the microarray, we compute 
the cumulative probability difference to belong to the positive or the negative distribution for 
each normalized signal. Probabilities are based on the adjusted curves previously obtained for 
each probe using the training set. As stated above, if positive or negative parameters for a 
given probe are lacking, we consider those of the respective global reference curve. When the 
absolute accumulative probability difference is smaller than 0.05, the signal will be classified as 
‘undefined’ because the chance of wrong classification is high. To evaluate the classification 
accuracy of the method, once we classify a signal as positive or negative, we check if this 
classification is in agreement with its expected signal derived from the theoretical hybridization 
table, thus obtaining the final classification of the signal as true positive (TP), true negative 
(TN), false positive (FP), false negative (FN) or undefined (UD). 
Results 
Specificity and sensitivity optimization of HIV microarray 
In a first approach, oligonucleotides were designed for the set up of an HIV-1 microarray. 
They represent RNA sequences encoding RT of HIV-1 strain B. Different variants of the 
insertion of two different amino acids between positions 69 and 70, named insertions 69 were 
initially tested. A microarray was printed to analyze the influence of long (15-mer) versus short 
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(11-mer) oligonucleotides, the presence or absence of (dT)15 spacers, and the oligonucleotide 
concentration. At least 5 or 7 different versions of the microarray were developed and tested, 
adding and checking more oligonucleotides considered relevant to detect drug-resistance 
mutations in the PR and RT-HIV-1. A number of conclusions were drawn from the results (not 
shown). 
First, the hybridization signals were weaker with oligonucleotides of 11 residues than 
with oligonucleotides of 15 residues. The second observation was that oligonucleotides linked 
through a (dT)15 track hybridized more efficiently than those without the track in agreement 
with previous results (Guo et al., 1994). Figure 3 shows the final selected sequences for the 
oligonucleotides printed in the array. As seen in this. Figure 3, in some oligonucleotides the 
(dT)15 track was substituted by a (TCC)5 track. In those cases a high number of adenines in the 
oligonucleotide sequence occasioned a distortional hybridization. Third, the experiments 
indicated that the amount of oligonucleotide attached at concentrations between 5 and 50 µM 
was not limiting for detection of fluorescent DNAs. We chose the highest concentration tested 
for the standard protocol. A scheme of the final position of the oligonucleotides printed is 
depicted in Figure 4A. Preliminary experiments showed also that hybridization solutions 
including 50% formamide resulted in poor sensitivity, and that the Unyhib solution (Arrayit) 
produced results comparable to those obtained with the hybridization solution described in 
Materials and Methods. To generate labelled targets, two different systems were used: direct 
labelling with Cy3-dUTP and Cy5-dUTP, and indirect labelling with Alexa Fluor 647; the latter 
proved easier, more reproducible, efficient and yielded targets showing higher stability. 
A step-wise increase of hybridization temperatures, between 45ºC and 58ºC, was tested. 
Low temperatures resulted in poor microarray performance due to high number of false 
positives. The optimal point mutation discrimination was obtained between 50ºC and 52ºC. 
Higher temperatures resulted in a progressive and significant loss of signal. Similar 
comparisons revealed 45ºC as the most adequate temperature for washing the hybridized 
microarrays. A scheme of the entire procedure with indication of the steps for which variables 
were screened is depicted in Figure 1. A design of the positions of the oligonucleotides used to 
amplify the different samples of the PR and RT genes of HIV-1 and their sequences are shown 
in Figure 2. 
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Screening of point mutations of the genomic region encoding PR and RT of HIV cloned into a 
plasmid 
Evaluation of HIV microarray using reference viruses 
A total of 42 positions within PR and RT of HIV-1 strain B were analyzed by constructing 
15-mer oligonucleotides with the queried nucleotide (drug-resistance mutations) located at 
position 7 to 11 in each 15-mer (Figure 3). 176 oligonucleotides were spotted in duplicate, 
distributed in 15 rows and 12 columns per grid (Figure 4A). Two conserved PR-HIV-1 (ICH-PR3 
and 4) and another two RT-HIV-1 sequences (ICH-RT3 and 4) were used as positive control for 
the hybridization. Two unrelated FMDV oligonucleotides (G142-15r and E142-15r) and spots 
with no nucleotide (H2O+ss) were used as negative control. The same pattern containing spots 
with 15-mers corresponding to the different queried and controls mutants, and positive (ICH) 
and negative controls (FMDV, H2O+ss) were printed four times per slide. 
PCR products obtained with DNA from PRs and RTs-HIV-1 cloned into different 
plasmids as template and one of the pair of oligonucleotides (see Materials and Methods) 
show in Figure 1as primers, were treated with lambda exonuclease, and labelled with Alexa 
Fluor 647 as detailed in Materials and Methods. The labelled single stranded DNA was 
hybridized in the microarray, as described in Materials and Methods. 
An example of hybridization of a wild type PR and RT samples after amplification, 
labelling and scanning, as explained in Materials and Methods, is shown in Figure 4B. Very 
good signal intensity was obtained at all wild type positions expected to be positives (heavy 
yellow background in Figure 4A). The sample hybridized presents a different genotype to the 
one impressed in the array at position 36-PR as wild type, being no mutant neither, and due to 
the primers used in the amplifications 236-RT and 238-RT amino acid positions are not 
included in the target, consequently no positive signal were detected at these wild type 
positions. In other targets used in this work these positions have the wild type genotype 
printed in the array or the amplification includes all the positions tested in the chip and it will 
be perfectly detected in the hybridization with the array. 
These results (Figure 4B) indicate a good discrimination between positive and negative 
signals as well as strong signals in the ICH probes (ICH-PR3 and ICH-RT4) and no signal in any of 
the negative controls (FMDV-G142-15r, FMDV-E142-15r and H2O+ss), as expected from the 
perfect match and mismatch hybridization signals, respectively. A good detection of wild type 
positions is obtained when these genotypes are a hundred per cent represented in the 
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quasispecies used for hybridization. No cross hybridization with the respective mutants 
positions is detected. 
Furthermore, to test the mutant positions different targets from PR and RT samples 
cloned into different plasmids with some mutant positions in the genotype, were hybridized. 
Figure 5 summarizes these results, each panel represents a different position of the PRs (A) or 
RTs (B) targets obtained from diverse microarray images, given by the Alexa 647 fluorescence 
signal, after hybridization, washing and scanning, as detailed in Materials and Methods. Part A 
of the picture shows the perfect discrimination of eight different mutants of the PR-HIV-1, I46, 
L46, V48, V54, V71, T82, V84, and M90 (written in red colour in the Figure 5). Each mutant 
could be identified due to a high signal in the perfect match probe and no signal detected 
(mismatch) in the rest of the oligonucleotides, wild type or no, printed in the array 
corresponding to a specific position (written in black in the Figure 5). Twelve different mutants 
of the RT-HIV-1 were detected in Figure 5B, V62, I75, T75, Ins69a, Ins69b, Ins69c, Ins69d, I108, 
I184, K211, Y215 and C215. 
A perfect detection and discrimination of the checked mutant positions is obtained 
when these genotypes are a hundred per cent represented in the quasispecies used for 
hybridization. No cross hybridization with the respective wild type positions is detected. 
Therefore, an array classification method was developed to evaluate the hybridization signals. 
Screening of point mutations of the genomic region encoding PR and RT from HIV infected 
patients 
Evaluation of HIV microarray using PR and RT from HIV infected patients 
Each panel represents different positions found mutated in diverse microarray images, 
given by the Alexa 647 fluorescence signal, after hybridization of different PRs (A) and RTs (B) 
targets amplified from HIV infected patients, washing and scanning, as detailed in Materials 
and Methods. In red colour was written the genotype target detected, position showing 
positive signal (perfect match), and in black the rest of oligonucleotides, wild type or no, 
printed in the array corresponding to this position, negative signal. 
Figure 6A shows the unequivocal detection of twelve mutants in the PR gene from HIV-
1 obtained from infected patients, N30, I36, I46, L46, V46, V48, V54, V71, A82, I82, S82, M90. 
The identification of each mutant correlates with a high signal in the perfect match (written in 
red) probe and no signal detected in the rest of oligonucleotides, wild type or no, printed in 
the array corresponding to a specific position (written in black). These are some of the PR 
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mutants detected in the quasispecies hybridized and showed in Figure 6A, that have not been 
represented by a hundred per cent in their quasispecies. In those cases it could be see in the 
hybridized panel others positive positions. The quasispecies showing I46 as positive has a 67% 
of this mutant in the molecular cloning (21 clones analysed) and a 23% of the wild type 
genotype (M46b, M46c). The position wild type is represented by two oligonucleotides M46b 
and M46c (comparing sequence in Figure 3). The wild type genotype variants of this sample 
hybridize preferably with M46b and poorly with M46c, probably depending on the 
hybridization kinetics of the two different probes and the target. 
I82 mutant variants are present in a 38% in this quasispecies (with a 62% of the wild 
type genotype [V82b]). Very weak signal is detected in T82 position, expected to be negative. 
This oligonucleótido has the same mutation (G to A) in the central nucleotide sequence printed 
in the array (Figure 3) as I82, plus another one in the contiguous nucleotide. We can obtain 
perfect match hybridization with the eight 5’ first nucleotides.  
It is shown the perfect and undoubtedly detection of twenty two different mutants of 
the RTs proceeding from HIV-1 extracted from infected patients, V62, S68, S69a, D69, Ins69a, 
Ins69j, R70a, I100-2, E101, I108, K211, M151, M178; C181, I184, H188, A190, E190, Y215, 
Q219, E219 and T238. In those cases we no detect different variants of RTs per quasispecies 
hybridized. 
Comparison between sequencing data and microarray hybridizations of PR and RT from HIV 
infected patients 
The results presented in first column of Table 1 show different positions found 
mutated in diverse microarray images, given by the Alexa 647 fluorescence signal, after 
hybridization of different PR (A) and RT (B) targets amplified from HIV infected patients, 
washing and scanning, as detailed in Materials and Methods. The results of the hybridized 
quasispecies shown have been formed by different proportion of genotypic variants. All the 
data extracted from the samples analysed by hybridization in our array are compared with the 
molecular cloning and with the genotype obtained from de hospital in Table 1 
Microarray quantification and quality control of hybridization signals 
The theoretical hybridization table that summarizes the matching between probes and 
target sequences from the training set is shown in Supplementary Fig. S1. 
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Spots quality control 
The first filtering criterion is based on different filters depending on the scanner type 
used to process the hybridization images. The parameters of the microarrays scanned using 
the ScanArray platform include the diameter of the spot (DS) and the percentage of 
foreground signal higher than the background minus its standard deviation (BSD), while 
microarrays scanned in the GenePix system inform about the number of background pixels 
(BP). Cut-offs were selected in order to discard most of the FP and FN spots identified in a 
preliminary classification that included only probes with positive or negative signal upon 
hybridization with targets from the pure training set. Spots of microarrays scanned with the 
ScanArray platform are accepted either if DS ≤ 150, or if DS > 150 being BSD ≤ 40: these criteria 
eliminate FP signals, avoiding the filtering of TN ones (Supplementary Fig. S2). In turn, spots of 
microarrays analysed with GenePix platform pass the filter if BP > 300, a criterion that discards 
most of the FP but also some of the TP signals. Using these filters, 0.2 % of all data derived 
from the training set are discarded, while hybridization data from the test set are discarded at 
percentages of 1.27% (RT region) and 4.05% (PR region).  
Normalization 
After normalization by the mean positive signal of a given microarray region (PR or RT) 
the value ǁPSǁ allowed the separation of positive and negative signals in most of the cases. 
Positive signals are centred in value 1 of normalized intensities, while negative ones remain 
close to zero. (Supplementary Fig. S3) 
Probes calibration by function adjustment 
Parameters of the fitted distribution curves have been obtained for each probe from 
the normalized signals combined with their expected behaviour derived from the theoretical 
hybridization table. Global reference curves, together with two examples of calibrated curves, 
are shown in Figure 7. Global reference curves have been constructed for circumventing the 
limitation that some of the probes have not been tested with both target versions (those 
producing positive or negative signals). Indeed, the training set includes 52 probes with both 
positive and negative curves defined (32.90%), 9 probes (mainly, WT ones) with only positive 
signals (5.70%) and 97 probes (mainly, mutants) with only negative signals (61.40%). Thus, by 
generating global curves of positive and negative signals, and combining them with the 
individual ones when required, we were able to classify signals not previously characterized in 
the training set. Combination of such global and individual distribution curves was possible 
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because their parameters are similar: the mean of positive distributions for global and 
individual fits was 0.922 and 0.908 (with mean standard deviations of 0.328 and 0.298), 
respectively, while the mean of negative distributions was -3.321 and -3.236 (mean standard 
deviations of 1.133 and 0.991), respectively. 
Probes Filtering 
Positive and negative signals presented certain degree of overlapping in some of the 
probes spotted in the last version of the microarray (Virochip 4.0). We observe that 76% of 
probes discriminate correctly (overlapping < 10% between the log-normal distribution of the 
negative signal and the normal distribution of the positive signal), while 24% of probes have 
overlapped data to a certain extent (>10%). These behaviours are exemplified by probes Y188a 
and M230-3 in Figure 8. 
When a maximum overlap of 25% between curves is allowed, 14 probes (9.09% of the 
total) are discarded (e.g., M230-3). When two probes have been designed for detecting the 
same codon in different sequence backgrounds, the probe with the highest overlapping is 
discarded. This criterion made us to discard an additional 10.13% of the probes of Virochip 4.0. 
Therefore, the amount of probes selected at the end of this quality control was reduced from 
154 (37 of them belonging to the PR region and 117 to the RT) to 124 (29 in PR and 95 in RT) (). 
Accuracy in viral genotyping 
The overview of the classification of signals before filtering (training and test sets) is 
shown in Table 2. The main source of errors in both sets (5.09%, and 9.06 to 9.80%, 
respectively) are FP signals appearing at probe positions not expected to show a signal because 
the sequences of probe and target are not fully complementary (see Supplementary Fig. S1).In 
turn, FN signals are scarce in the training set (1.33%), whereas their value increases to 2.72% 
(RT region) and 5.41% (PR) in the test set. Finally, UD spots are found at levels below 2.15% in 
both sets. 
The classification performance after the 4-step, sequential filtering protocol applied 
(see Methods) is shown in Table 4. The amount of correctly classified signals belonging to the 
training set increases to 96.33% after the stepwise filtering. In turn, the test set results 
correctly classified in the 93.53% and 89.24% of cases when the PR and RT regions were 
hybridized, respectively. Therefore, the filtering protocol is especially effective for the PR 
signals of the test set. Among the different kinds of errors, both FP and FN signals are clearly 
reduced during the stepwise filtering, while UD signals are less affected by the process. The 
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classification accuracy in the test set after the filtering protocol is shown in Supplementary Fig. 
S5, where probes still accumulating most of the FP signals (i.e., I46-PR, K65-2, D67a-2 and 
E219) and FN ones (Y181) are clearly identified. 
Regarding the genotyping of clinical samples, we analysed the concentration of errors 
by probes and test samples (Supplementary Fig. S6). It is evident that most of the errors are 
accumulated in a limited number of probes, probably due to the fact that some overlapping 
curves (those with overlapping area <25%) have not been discarded during the stepwise 
filtering process. This is exemplified by probes R103-3 (overlap 11.3% and 18 errors). 
Nevertheless, in probes Y188a and V108-2 the source of errors (18 and 20, respectively) seems 
independent of the overlapping area between fitted curves. In parallel, a subset of the 
hybridized samples are responsible for most of the errors (e.g., A23, A26, A44 and A55, with 22 
errors each) due to the high number of mutations accumulated at positions adjacent to the 
queried codons in the circulated viruses of these pre-treated patients. 
Sensitivity of detection 
To allow a preliminary exploration of the microarray sensitivity for the detection of 
minority subpopulations in HIV-1 quasispecies, we used mixtures of two pure clonal samples at 
previously known ratios. The mixtures used involved samples 1.95c9/1.94c64 (62 microarrays) 
as well as pWT/pINS (48 microarrays). The complete theoretical hybridization tables of these 
pure samples and their mixtures are shown in Supplementary Fig. S7, while the 7 probes at 
which a differential hybridization is expected between the samples in each mixture is depicted 
in Figure 9A). Genome ratios in the mixtures were 0/100, 1/99, 5/95, 10/90, 50/50, 90/10, 
95/5, 99/1 and 100/0 (in %). The hybridization of such mixtures to the microarray, after the 
corresponding stepwise filtering process of the signals (whose results are summarized in 
Supplementary Table S1), produced the results summarized in Figure 9B). Each probe presents 
a characteristic sensitivity or detection for minority genomes. In the mixture 1.95c9/2.94c64, 
probes K211-2 and R211-2-WT showed positive signals in all hybridization experiments when 
their specific target was present at percentages of at least 10%. Furthermore, in 50% of the 
experiments (31 of 62 microarrays) these probes showed a neat hybridization signal when 
their specific targets were present at proportions of 5% in the mixture. In turn, using the 
mixture pWT/pINS, 4 out of the 5 discriminating probes showed a positive signal when their 
specific target was present at percentages higher than 10%, being D67a-2 the only probe able 
to detect minority genomes at proportions of 10%. Unfortunately, the probe Ins69c produced 
FP signals even when it specific target (pINS) was not present in the mixture. Therefore, taking 
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into account the limitation in the number of pure clonal samples available for this section of 
the work, as well as their differential detection thresholds, we can set an experimental cut-off 
of 10% as the preliminary sensitivity of the microarrays. This value was used to build the 
theoretical hybridization tables of clinical samples whose quasispecies composition can be 
previously analysed by clonal sequencing. The results obtained with the mixture 
1.95c9/2.94c64 suggest that the maximum sensitivity of the microarray for detecting minority 
genomes in binary mixtures can reach a value of 5%. 
Detection of minority variants in clinical HIV-1 samples  
Before performing the hybridization experiments, the percentage of genetic variants 
present in the quasispecies at each queried codon was quantified by analysing the sequences 
of 13 to 34 clones isolated from each of the 50 selected clinical samples. After sequence 
alignment, the percentage of clones containing each codon was quantified, and the results 
were graphically depicted for the PR (Figure 10A) and RT (Figure 10B) regions. Of the 970 
events of perfect probe-target matching in whole test set, most of them corresponded to 
signals produced by clonal sequences accounting for 90 to 100% of the quasispecies (Figure 
10C). Nevertheless, 73 of the probe-target complementarities (7.5%) corresponded to minority 
sequences present at proportions lower than 20% in their corresponding sample. The 
distribution of these minority subpopulations in three intervals (1.00–4.99%, 5.00–9.99% and 
10.00–19.99% of the quasispecies) is shown in Table 5. The theoretical hybridization tables 
corresponding to these clinical samples were constructed, considering that the sensitivity of 
detection of the microarray was previously set to a value of 10% (Supplementary Fig. S8). 
In parallel, all the clinical samples were hybridized to the microarray, and the signals 
obtained were filtered using the stepwise protocol previously described. This allowed the 
comparison between the theoretical and the experimental hybridization data, thus showing 
the classification accuracy of the microarray (Supplementary Fig. S9). Overall, 72.1% of all the 
expected positive signals in PR probes, and 79.5% in RT ones were detected by the microarray 
(Figure 4). In the PR region, minority subpopulations in the interval 1.00–4.99% could not been 
detected, while those represented at proportions of 10–49.99% where correctly detected in 
85.7% of the cases. In turn, probes corresponding to the RT region showed higher sensitivity 
for detecting minority subpopulations at proportions of 1.00–4.99% (41.2% of the cases), 5.00–
9.99% (53.8%), and 10.00–49.99% (79.2%). Only 5 of the probes failed in the detection of 
variants present at proportions ≥ 50% (L46-PR, V71-PR-2, V62, N68 and I106-2), and 2 FN 
signals were produced in probes I108-2 and T215b-2 when hybridizing with targets that 
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contained their complementary sequences at proportion ≥ 99%. Noticeably, no FP signals were 
detected in any of the hybridization experiments involving clinical samples. 
Regarding the performance of individual probes, it was evident that three of those that 
showed a limited sensitivity to detect minority genomes in binary mixtures of pure clones (S68, 
T69b and K70a) did produce hybridization signals with clinical samples including the 
complementary sequences at proportions of only 1.00–4.99% of the quasispecies (e.g., A20). 
Therefore, although the use of mixtures of clonal samples was useful to set a preliminary cut-
off of 10%, it did not define the maximum sensitivity for the detection of minority 
subpopulations in HIV-1 quasispecies. 
Discussion 
HIV infection is usually diagnosed by testing serum for antibodies to HIV using a 
commercially available enzyme-linked immunosorbent assay (ELISA or EIA). Because the ELISA 
test is not entirely specific, positive results are confirmed with a Western blot assay, which 
identifies antibodies to specific components of HIV (Schwartz, Dans, and Kinosian, 1988). The 
2-step process may mean that a patient must wait for a week or more to receive test results. 
ELISA is quite sensitive in chronic HIV infection (although decline in antibody responses have 
been reported in advanced AIDS), but because antibody production does not occur 
immediately upon infection, an infected individual may test ELISA negative during a "window 
period" that varies in length from a few weeks to a few months after infection, depending on 
the individual case and assay used. Despite negative antibody testing during this window 
period, an individual may have high viral load and be at high risk of transmitting infection. 
Newer methodologies allow antibody testing on saliva (Emmons et al., 1995; Martínez et 
al., 1999) and urine (Martínez et al., 1999; Tiensiwakul, 1998) specimens, although positive 
results should be confirmed with serologic testing. Home testing methods are also available 
(Colfax et al., 2002). Rapid HIV serum testing, with results available in 3-30 minutes, has shown 
99-100% sensitivity and specificity compared to ELISA when tested in clinical settings (Ketema 
et al., 2002), including in resource-poor settings (Phili and Vardas, 2002; Respess, Rayfield, and 
Dondero, 2001) and in pooled specimens (Soroka et al., 2003). In recent years, with the 
availability of rapid tests such as OraQuick (Abbott Laboratories, Abbott Park, IL) and Reveal 
(MedMira, Halifax, Nova Scotia, Canada), rapid testing protocols are being implemented in 
many countries, and will likely become commonplace. 
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A widely used variant of microarray hybridization involves the immobilization of DNA 
fragments representing the different genes (or their parts) of a target organism and the 
subsequent hybridization of the microarray with samples under study. While this approach is 
very efficient for gene identification and quantification of mRNA profiles in cells and tissues, it 
is not suitable for the detection of minor genetic differences (low genomic divergence or single 
point mutations) between closely related species. 
New antiretroviral medications that are in development include improved formulations 
of currently approved drugs (to enhance bioavailability, increase half-life, or reduce adverse 
effects); new drugs in the same classes as currently approved drugs (such as PIs or NNRTIs with 
fewer adverse effects or unique resistance patterns); and drugs with novel mechanisms of 
action (eg, integrase inhibitors, entry inhibitors, and HIV co receptor blockers). 
Several preliminary experiments showed a notorious decrease in the quality of results 
using aldehyde coated slides, streptavidine coated magnetic beads to obtain single-stranded 
DNA or a formamide hybridization solution. Additionally, other conditions involving nucleotide 
probes of different length, presence of absence of spacers between the array substrate and 
the probe, and different labelling and hybridization conditions were tested. The best signal to 
noise ratios and the most reproducible results were achieved using 15-mer with oligo (dT)15 
spacer or (dCCT)5 spacer and 50µM concentrated oligonucleotide probes, with the queried 
position located towards the center of the probe, printed of super-epoxi-coated slides 
(experimental conditions detailed in Materials and Methods). Hybridization and washing 
temperatures were also selected after systematic preliminary experiments. 
The stepwise filtering method developed has allowed discarding a number of 
individual spots and probes without compromising the number of complete arrays to be 
included in the analysis. Therefore, this procedure maximized the recovery of useful 
information from the experimental data. Indeed, before filtering, 9.7% of the microarrays 
hybridized with samples from the training set and 12.6% of those hybridized with clinical 
samples (8.4% of the PR region and , 4.2% of the RT) showed an excess of positive signals that 
could have recommend their elimination. Nevertheless, after filtering spots and probes, the 
amount of complete microarrays to be discarded decreased to 4.46% in the training set and 
4.16% (PR arrays) or even 0% (RT arrays) in the test set (Table 3). In addition, it became 
evident that quality control filters must be applied sequentially instead of independently in 
order to get better classification accuracy. This is mainly due to the fact that each filter 
collaborates to the progressive decrease of the rate of FP signals. Thus, by the sequential use 
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of the four steps of the filtering protocol, the ratio of correctly classified data significantly 
increased in both the training and the test sets, concomitantly with a neat reduction of FP and 
FN signals. On the contrary, the negligible fraction of UD spots was not significantly affected by 
the stepwise filtering process. 
In any case, after the stepwise filtering protocol FP signals remained the main source 
of errors in the training and the test sets. Most of the FPs is due to the fact that the theoretical 
hybridization tables have been defined in a very conservative way, assuming that a single 
mismatch between probe and target at positions different to those at the 5’ or 3’ end of the 
hybridizing sequence should always produce a negative signal. Nevertheless, this is not the 
case with most of the high throughput genotyping microarrays. 
In turn, some of the FN signals are produced because most of the clinical samples of 
the test set have been obtained from multi-treated patients, and they show a number of 
mutant nucleotides at positions adjacent to the queried codon that prevent the correct 
hybridization to its corresponding probe. Additionally, it is important to take into account that 
the sequences covered by contiguous probes very often overlap, in such a way that a mutation 
in the sample can affect its hybridization to different probes. As an example, hybridization with 
plasmid pINS produced reduced signals in the probes D67, S68, T69 and K70. 
The analysis performed is also useful for identifying individual probes that compromise 
the overall accuracy of the genotyping microarray, thus being clear candidates to be 
redesigned for further versions of it. As an example, probe Y181 (with an overlap between its 
positive and negative curves of 13.5%, see Supplementary Fig. S1)  showed a high proportion 
of FN signals with samples from the training set. By discarding this probe in the final 
classification, we increase the percentage of correctly classified spots from 93.33% to 97.21% 
(remaining 1.77% of FP, 0.75% of FN and 0.26% of UD). Nevertheless, the inclusion of this 
probe in the test set did not change the overall performance of the genotyping microarray in 
the RT region (89.50% of correct, 6.56% of FP, 2.28% of FN and 1.65% of UD spots). 
We have demonstrated that the genotype-specific oligonucleotides unambiguously 
identified different drug-resistance mutations in PR- and RT-HIV-1. The use of these 
oligonucleotides for solid-phase hybridization in a microarray format, with fluorescently 
labelled single strand DNA, proved to be an efficient tool for rapid genotyping. The simplicity 
of the proposed microarray protocol, together with its use of a large number of species-
specific oligoprobes and its ability to analyse multiple samples in a short time, offers clear 
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advantages. This approach appears to be highly robust and informative and can become a 
versatile tool being adapted to analyse a broad variety of micro-organisms. 
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Figure 1.- Scheme of oligonucleotides used for the HIV-PR and HIV-RT amplification. A). The 
genomic fragment representing genes, protease (PR) and retrotranscriptase (RT) of human 
immunodeficiency virus was amplified by different pairs of oligonucleotides showed in the 
scheme as rows depicted approximately in their corresponding genomic sequence position. B) 
Table of primer sequences used in amplification. 




Figure 2.- Scheme of the successive steps from the copying of HIV genomic RNA to scanning 
of the microarray. PCR was performed using different primers (Figure 1). Green boxes indicate 
those steps for which a number of variables were tested. The final protocol used for the 
different steps is detailed in Materials and Methods. 
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Figure 3.- Oligonucleotide sequences printed on the microarray for the screening of HIV-PR 
and HIV-RT escape mutations after HIV treatments in infected patients. The column on the 
left shows the names of the oligonucleotides used in this work. The yellow backgrounds 
represent oligonucleotide sequences identical to the wild type nucleotide sequence. The white 
backgrounds represent oligonucleotides with a sequence corresponding to the different 
mutations tested. Green and grey names represent sequences used as negative hybridization 
controls and red names represent oligonucleotides used as positive controls. The nucleotide 
changes versus wild type sequence are specified in bold letter. The enquired position is located 
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at the centre of the oligonucleotide. The column on the right gives the predicted Tm value for 
each oligonucleotide, calculated according to Tm= 69.5+0.41 x (X% G+C)-650/total nucleotide 
number. 
 
Figure 4.- Display of the oligonucleotides printed on the microarray for the screening of HIV-
PR and HIV-RT escape mutations. Microarray hybridization patterns of wild type HIV-PR and 
HIV-RT. A). One hundred and fifty one oligonucleotides (50µM) were spotted in duplicate in 
each box in the scheme of the microarray depicted. Each box in the grid includes the name of 
each oligonucleotide in blue (sequence given in Figure 3) or the name of negative controls 
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written in green or gray (FMDV-G142-15r, FMDV-E142-15r, H2O-ss). The names written in red in 
soft yellow background belong to the four oligonucleotides used as positive controls with 
highly conserved sequences in both different regions of HIV-PR and –RT (ICH-PR and ICH-RT). 
Oligonucleotides were distributed in 15 rows (4 for PR and 11 for RT) and 12 columns. The 
strong yellow boxes were oligonucleotides with wild type positions in the genomic fragment of 
the HIV-PR and HIV-RT. The oligonucleotides containing mutated positions were written in 
blue with white background. The pattern was printed four times in each microarray. 
 
Figure 4B) The panels represent microarray images, given by the Alexa Fluor 647 fluorescence 
signal, after target hybridization, washing and scanning, as detailed in Materials and Methods. 
The distribution of oligonucleotide probes in each array is identical to that given in A. The 
target used in the top panel (four first rows) was a wild type HIV-PR and in the bottom panel a 
wild type HIV-RT, amplified from a plasmid where they were previously cloned. Positions 
expected to give a positive signal (perfect match) are those corresponding to strong yellow 
boxes in A. Due to the primers used to amplification the amino acid positions 236 and 238 are 
not detected. 




Figure 5.- Microarray hybridization patterns of HIV-PR and HIV-RT escape mutants cloned in 
a plasmid. Each panel represents a different position of (A) PRs or (B) RTs targets obtained 
from diverse microarray images, given by the Alexa 647 fluorescence signal, after 
hybridization, washing and scanning, as detailed in Materials and Methods. In red colour was 
written the mutant target tested, position expected to give a positive signal (perfect match), 
and in black the rest of the oligonucleotides, wild type or no, printed in the array 
corresponding to this position, expected to give a negative signal. 
 




Figure 6.- Microarray hybridization patterns of HIV-PR and HIV-RT obtained from infected 
patient samples. Each panel represents different positions found mutated in diverse 
microarray images, given by the Alexa 647 fluorescence signal, after hybridization of different 
PRs (A) and RTs (B) targets amplified from HIV infected patients, washing and scanning, as 
detailed in Materials and Methods. In red colour was written the genotype target detected, 
position showing positive signal (perfect match), and in black the rest of oligonucleotides, wild 
type or no, printed in the array corresponding to this position, negative signal. 
 




Figure 7.- Examples of calibrated curves for positive and negative signals from the training 
set. A) Global reference curves; B) Individual curves for probe Y188a, showing no overlapping 
between positive and negative curves. C) Individual curves for probe M230-3, with high 
overlapping (this probe was discarded during quality control). Legend: Red, density of 
normalized negative data; Blue, fit to a Log-normal distribution (negative signal); Black, density 
of normalized positive data; Green, fit to a Normal distribution (positive signal). 
 
 




Figure 8.- Proportion of variants present in the clinical samples, determined by clonal 
sequencing. A) Codons queried by probes of the PR region (columns) vs. sequences of the 
target samples (rows); B) Codons queried by probes of the RT region; C) Distribution of variant 
proportions. The blue arrow indicates the region of minority variants. 
 




Figure 9.- Sensitivity of detection, estimated with binary mixtures of clonal samples. A) 
Theoretical hybridization tables of the pure samples used in the mixtures: 1.95c9/2.94c64 and 
pWT/pINS. Legend: green, expected positive hybridization; white, expected negative 
hybridization. B) Rate at which each sample in the mixture produces a positive hybridization at 
each probe identified in panel A. Bar shows the transition from white (positive signal not 
detected) to green (positive signal detected in every hybridization experiment). 
 
 
Figure 10.- Detection of minority variants in clinical samples by microarray analysis. Legend: 
green, detection at the corresponding probe when the complementary target is present within 
a given proportion range in the quasispecies; white, no detection; black, no data (the sequence 
complementary to the queried codon is not present in any of the clinical samples). 
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Table 1.- Comparison of genotypes obtained from hospital analyse, microarray hybridization 




Signals Classification accuracy (% of signals) before filtering 
Training Set Test Set 
PR RT 
Correct  93.04 84.42 
85.27 
False Positives (FP) 5.09 
9.06 9.80 
False Negatives (FN) 1.33 
5.41 2.72 
Undefined (UD) 0.54 
1.11 2.15 
Table 2.- Classification accuracy (before filtering) of the microarrays from the training and test 
sets, by comparing the experimental hybridization signals with those derived from the 
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 Discarded features (%) 
Quality control step Training set Test set 
1: Spot filter 0.20 (spots) 1.27% (RT spots) to 4.05% (PR spots) 
2: Probe filter 1 
(overlapped) 
9.09 (probes overlapping 
>25%) 
9.09 (probes overlapping >25%) 
3: Probe filter 2 
(duplications) 
10.13 (duplicated probes) 10.13 (duplicated probes) 
4: Array filter 4.46 (arrays) 0% (RT arrays) to 4.16% (PR arrays) 
Table 3.- Quality control summary. 
Table 4.-Classification accuracy including 4-steps filtering. TS training set, SS test set. PR 






Step 1: Spot filter Step 2: Probe filter 1 
(overlapped) 








PR RT PR RT PR RT 
Correct  94.01 86.00 86.09 96.37 92.42 88.48 95.43 92.14 89.24 
FP 3.99 7.62 9.54 2.63 4.70 7.14 3.06 4.89 6.87 
FN 1.61 5.39 2.50 0.52 2.21 2.40 1.02 2.13 2.26 
UD 0.40 0.99 1.87 0.48 0.67 1.99 0.49 0.85 1.64 













Table 4’.- Classification accuracy including 4-steps filtering. TS training set, SS test set. PR 




Range of minority variants within the quasispecies 
(%) 
Fraction of positions (PR + RT) 
1.00 – 4.99 15/970 (1.55%) 
5.00 – 9.99 34/970 (3.50%) 
10.00 – 19.99 24/970 (2.47%) 
Table 5.- Minority subpopulations present in the clinical samples derived from clonal analysis. 
 
Signals 




Correct  96.33 93.53 89.24 
FP 2.19 3.84 6.87 
FN 1.07 2.16 2.26 
UD 0.41 0.48 1.64 







Supplementary Fig. S1.- Theoretical hybridization tables of pure clonal samples belonging to 
the training set, without filtering. A) Columns, probes belonging to the PR region; rows, 
samples; B) Columns, probes belonging to the RT region; rows, samples. Legend: green, 
expected hybridization; red, not expected hybridization; black: partial hybridization (one 
mismatch between probe and target is allowed at the 5’ or 3’ position of the hybridizing 
sequence). 
 




Supplementary Fig. S2.- Density of the raw data for three selected variables included in the 
microarray lecture obtained by GenePix and ScanArray scanners. Legend: green, true positive 
(TP) signal; red, false positive (FP); blue, true negative (TN); black, false negative (FN). 
 
Supplementary Fig. S3.- Test of the normalization performance of data from the training set. 
A) Density of positive and negative raw data. B) Normalized data using the mean positive 
signal/array as the selected factor. Distributions of positive signals are centred in value 1 of 
intensity, and distributions of negative signals close to zero as expected. Legend: black, 
positive signal; red, negative signal; dotted black, positive fit; dotted red, negative fit. 
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Supplementary Fig. S4.- Function distributions of positive and negative signals (signals/probe 
and global references)  
 




Supplementary Fig. S5.- Classification accuracy in the pure training set. Columns, probes 
included in Virochip 4.0 that passed the four filtering steps; rows, samples. A) Hybridization of 
the PR region of the samples; B) Hybridization of the RT; C) Hybridization of amplicons 
including the PR and RT. Legend: dark green, correctly classified signal (TP or TN); dark red, FN 
signal; red, FP signal; black, UD spot; light green, no data (due to spots discarded during the 
quality control or to the absence of certain probes in different versions of the microarray). 
 




Supplementary Fig. S6.- Accumulation of errors (FP+FN+UD) during classification of clinical 
samples. A) Per probe (bar: 11 to 20 errors); B) Per sample (bar: 10 to 22 errors). 
 
Supplementary Fig. S7.- Complete theoretical hybridization tables of binary mixtures of 
clonal samples. A) 1.95c9-2.94c64 and B) pWT-pINS. Legend: green, expected hybridization; 
red, not expected hybridization; black: partial hybridization (one mismatch between probe and 
target is allowed at the 5’ or 3’ nucleotide of the hybridizing sequence. 




Supplementary Fig. S8.- Theoretical hybridization tables of clinical samples considering a 
detection limit of 10% for minority sequences. Only perfect probe-target hybridizations are 
allowed. Columns correspond to the queried codons included in probes belonging to the PR (A) 
or RT (B) region. Rows represent the consensus sequence of the quasispecies of each clinical 
sample. Legend: green, hybridization (>10% of the clonal sequences of the sample match with 
the probe); black, residual hybridization (matching in 5-10% of the clones); red, no 
hybridization. 
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Supplementary Fig. S9.- Classification accuracy of hybridized clinical samples. Columns, 
probes included in Virochip 4.0 corresponding to the PR (panels A and B) and RT (panels C and 
D) regions. Rows, hybridized samples. Panels A and C show the classification accuracy without 
filtering and Panels B and D show the effect of the stepwise filtering protocol applied to the 
hybridization data. Legend: dark green, correctly classified signal (TP or TN); dark red, FN 
signal; red, FP signal; black, UD spot; light green, no data (due to spots discarded during the 
quality control or to the absence of certain probes in different versions of the microarray). 
 








Probe filter 1 
(overlapped) 
Step 3: 
































Correct 95.32 91.15 97.80 93.08 97.64  94.26  97.64  94.26  
FP 2.61 3.35 1.37 2.13  1.50  1.44  1.50  1.44 
FN 1.44 4.77 0.49 3.93  0.54  3.36  0.54  3.36 
UD 0.62 0.73 0.34 0.86  0.32  0.93  0.32  0.93 
Supplementary Table S1.- Classification accuracy of pure clonal samples used to set the 
sensitivity of detection in mixtures. Legend: False positive (FP), False Negative (FN), Correct 































La presente tesis se ha llevado a cabo en el marco teórico de la bioinformática estructural, una 
ciencia multidisciplinar que nos sirve de ayuda y guía en la racionalización de los procesos 
moleculares de interés biológico, enfocada a predecir las interacciones entre proteínas 
identificadas como posibles dianas terapéuticas y potenciales fármacos. Con este objetivo, he 
utilizado e implementado métodos basados en las estructuras 3D de proteínas y pequeñas 
moléculas ya que, como hemos visto anteriormente, dada la estructura de una proteína 
podemos predecir el modo y energía de unión de posibles ligandos en su sitio activo con una 
fiabilidad cada vez mayor a medida que los métodos maduran. 
La resistencia creciente que presentan ciertos microorganismos a los fármacos en uso 
es una de las motivaciones para el desarrollo de nuevos fármacos y el diseño de métodos que 
identifiquen las mutaciones involucradas en dicha resistencia para su aplicación en terapia 
personalizada. En esta tesis he estudiado dos casos donde nos enfrentamos a mecanismos de 
resistencia a fármacos por parte de la bacteria Acinetobacter baumannii (realizando una 
búsqueda de nuevos candidatos a través del cribado virtual de OXA-24) y del virus del VIH 
(presentado un protocolo computacional para la identificación de mutaciones e inserciones 
asociadas a la resistencia que presenta un paciente a priori para una correcta administración 
de los fármacos disponibles). El abordaje del diseño de fármacos basado en la técnica de 
docking presentado en esta tesis, parte de la necesidad de disponer de las estructuras 3D de 
proteínas y ligandos o de un conjunto representativo de sus conformaciones accesibles. Las 
estructuras pueden obtenerse mediante experimentos o mediante técnicas computacionales 
como el modelado por homología (HM) cuando no disponemos de ellas, siempre y cuando 
exista un molde adecuado con una relación evolutiva suficiente con la proteína diana. Por otra 
parte hemos visto que es importante no limitarse a una estructura estática, sino considerar la 
flexibilidad de la proteína, por ejemplo mediante técnicas de dinámica molecular (MD) y 
modos normales (NMA) que permiten mejorar el ajuste entre el potencial fármaco y el 
receptor durante el docking, evaluar la accesibilidad conformacional y la estabilidad de las 
moléculas involucradas o realizar la búsqueda de posibles sitios drogables de la proteína con el 
fin de delimitar el cálculo del docking a una región determinada, reduciendo el tiempo de 
cálculo y aumentando el porcentaje de éxito de los hits propuestos. 
La investigación biomédica se ha visto beneficiada por la creciente disponibilidad de 
datos estructurales (Goodsell, Burley, & Berman, 2013b) que han permitido conocer a nivel 
atómico proteínas involucradas en procesos de salud y enfermedad, potenciando el 
descubrimiento de fármacos basado en su estructura. A pesar de que hablar de “la estructura” 




estructura del PDB, se va imponiendo, cada vez más una visión dinámica que hace hincapié en 
su variabilidad conformacional, extrema en el caso de las proteínas desordenadas que poseen 
largos fragmentos carentes de estructura definida y cuya relevancia biológica es cada vez más 
evidente (Uversky, 2013b). La variabilidad conformacional de las proteínas, que se traduce en 
la gran flexibilidad de su dinámica intrínseca, está modulada por modificaciones post-
traduccionales, por sus interacciones con pequeños ligandos, otras proteínas y ácidos 
nucleicos, y se puede estudiar experimentalmente mediante técnicas de RMN u otras técnicas 
biofísicas. El problema de la heterogeneidad conformacional de las proteínas es difícil de 
abordar en el contexto del diseño de fármacos, ya que el docking suele estar basado, por 
razones de capacidad de cálculo, en la aproximación de proteína rígida, y por esto constituye 
uno de los mayores retos del diseño de fármacos basado en estructura. 
La estructura y dinámica de las proteínas son características de gran interés dada su 
relación con la función que éstas desempeñan en los organismos. En décadas pasadas, se 
favorecía una visión estática de las proteínas (paradigma 1 secuencia -> 1 estructura -> 1 
función). Sin embargo, en tiempos más recientes este paradigma ha sido sustituido por una 
visión más dinámica donde ni la secuencia es única ( variabilidad de isoformas por splicing) ni 
lo es la estructura (la forma correcta de representar las estructuras de las proteínas es a través 
de su ensemble de equilibrio con el paisaje energético asociado, que a veces está caracterizado 
por distintos mínimos locales o sub-estados conformacionales entre los cuales la proteína 
puede moverse superando barreras energéticas) ni lo es la función (puede variar según las 
interacciones moleculares y las modificaciones pos-traduccionales). La variabilidad estructural 
es máxima en el caso de las proteínas desordenadas, cuya relevancia biológica es cada vez más 
evidente, y cuyos representantes estructurales pueden estar enormemente alejados entre sí, 
de manera que no se pueden resumir con ninguna estructura media estable (las proteínas 
desordenadas se han encontrado en esta tesis en el contexto del estudio del centrosoma 
humano). Asimismo, los fenómenos de alostería, que están íntimamente relacionados con la 
catálisis enzimática, refuerzan la idea de que el comportamiento dinámico de estas moléculas 
es necesario para su correcto funcionamiento (Nussinov & Tsai, 2013). Además, el control 
alostérico de la estructura y de la función de las proteínas puede surgir por modificaciones 
post-traduccionales, muy habituales en las células (por ejemplo la carboxilación de una lisina 
en el sitio activo en el caso de OXA-24). 
He presentado un ejemplo de VS real en colaboración con el grupo del Dr. Antonio 
Romero, donde el 20% de los hits propuestos para la proteína OXA-24 actualmente se 




esta proteína es crucial ya que degrada los antibióticos administrados a pacientes con cuadros 
de resistencia. La disponibilidad de cristales de esta proteína puso en evidencia los residuos 
causantes de la resistencia que forman un túnel en el entorno del sitio activo reduciendo la 
accesibilidad a la cavidad y aumentando su especificidad. Conseguir superar la resistencia 
adquirida por las diferentes cepas bacterianas es una lucha constante que no deja tregua a la 
biomedicina. La importancia de OXA-24 y los esfuerzos por descifrar su funcionamiento se 
evidencia a través de cada nuevo cristal que se deposita en el PDB [4F94 (2013), 3PAE, 3PAG 
(2011) y 3MBZ (2011)] y las diferentes búsquedas de inhibidores (Pitout, 2013). 
En un escenario ideal, las estructuras que la proteína y el ligando presentan en el 
complejo son conocidas. Si la estructura de la proteína se conoce pero la del ligando no, 
generamos los confórmeros de éste teniendo en cuenta reglas químicas de distancias y 
ángulos entre sus diferentes átomos así como la geometría en base al tipo de hibridación. La 
precisión de nuestro programa de docking depende de si somos capaces o no de generar la 
conformación que adopta el ligando en el sitio activo de la proteína. Cuando la conformación 
que el ligando adquiere en el complejo se encontraba entre las conformaciones de partida 
para el docking la precisión alcanzaba el 93% pero en caso contrario la precisión caía hasta el 
55% (CDOCK con el conjunto de Astex y un límite de RMSD= 2 Ǻ). En el programa de docking 
previo CDOCK tanto la fase de muestreo conformacional y como la fase de puntuación 
energética fue susceptible de mejoras. Por un lado requería de una mayor exploración del 
espacio conformacional el ligando y por otro lado la obtención de una puntuación más 
completa incluyendo nuevos términos en la función de scoring. Su implementación aumentó la 
precisión de CDOCK hasta el 61%. Después de las diferentes mejoras introducidas en esta tesis, 
la precisión obtenida con el nuevo programa CRDOCK (Artículo 6) alcanzó el 73% teniendo en 
cuenta la mejor pose en un docking con ligando flexible y proteína rígida, comparable con 
otros métodos como GLIDE, Autodock, etc. pero con un coste computacional menor lo que 
permite su implementación masiva en una plataforma de VS manteniendo tiempos de cálculo 
razonables. Sin embargo la caracterización de la flexibilidad de los sistemas de interés y su 
inclusión en los estudios de docking y VS puede enriquecer los resultados proporcionando 
candidatos más realistas, permitiendo además el abordaje de nuevas estrategias en el diseño 
de fármacos que consideren no solo sitios activos conocidos, sino sitios crípticos, i.e. aquellos 
sitios de unión no evidentes a partir de las estructuras estáticas resueltas, e incluso sitios 
alostéricos. 
Como hemos visto a lo largo de la tesis, el resultado final del docking está fuertemente 




moleculares relevantes no se encuentran correctamente definidas no es posible alcanzar la 
pose correcta. Se requiere de un nivel de detalle enorme (HB, desolvataciones, aguas 
cristalográficas, cargas atómicas correctas, etc.) aunque en algunos casos se suelen considerar 
funciones más simples que tienen en cuenta solo los términos vdW y coulómbico de la energía 
libre de unión. Habitualmente, en un protocolo de VS aumentamos el nivel de detalle 
molecular de la función de energía a medida que, aplicando filtros sucesivos, disminuye el 
número de ligandos potenciales a evaluar, evitando que los tiempos de cálculo se disparen. 
Tanto el estudio de las interacciones moleculares como la evaluación de las trayectorias de MD 
de los complejos predichos representan una fracción significativa del tiempo de ejecución de 
un proyecto de diseño de fármacos asistido por ordenador, por lo que cualquier aceleración en 
dicho proceso supone un avance, siempre y cuando la fiabilidad del método no se vea 
comprometida. Con el desarrollo de la función de scoring MM-ISMSA (Artículo 5) hemos 
creado una herramienta que reduce sustancialmente el tiempo de cálculo de energías libres en 
poses de docking y a lo largo de trayectorias de MD con resultados que se correlacionan bien 
con aquellos de otras herramientas más intensivas computacionalmente (por ejemplo MM-
GBSA y MM-PBSA). El desarrollo de una interfaz gráfica dentro de PyMOL pretende extender 
su uso a usuarios no expertos permitiendo la inspección visual de los resultados de docking de 
un modo rápido y sencillo, no solo desde un punto de vista energético sino también gráfico a 
través de la distribución espacial de las interacciones más relevantes que se observan en un 
determinado complejo.  
Dentro de las mejoras a nivel de la función de scoring, he incorporado un nuevo 
término de HB que ha sido determinante a la hora de obtener mejores soluciones de docking 
en los complejos del conjunto de prueba de Astex por su relevancia en la estabilización de 
interacciones moleculares, tanto es así que Lou et. al (Luo, Pei, & Zhu, 2010) propusieron un 
programa de docking guiado principalmente por geometría y la formación de HB. Sin embargo 
cabe destacar algunas consideraciones que pueden limitar el éxito del método implementado 
como es el protocolo empleado a la hora de añadir los átomos de hidrógeno. Dado que los 
átomos de hidrógeno no se incluyen en las estructuras de RX se deben añadir a posteriori 
teniendo en cuenta el estado de protonación de los residuos en base un pH dado (Word, 
Lovell, Richardson, & Richardson, 1999)(Li, Roy, & Zhang, 2009). Por ello, sería interesante 
repetir las pruebas llevadas a cabo en éste trabajo con un conjunto de complejos donde se 
incluyan las posiciones experimentales de los átomos de hidrógeno. Otra dificultad añadida 
son los átomos de hidrógeno que pueden rotar como en el grupo –OH de los alcoholes. En 




involucrados no se identificaban porque los valores de sus variables geométricas se 
encontraban fuera de los rangos establecidos, lo que sería abordable si además de añadir los 
átomos de hidrógeno optimizáramos los valores de sus ángulos que pueden rotar libremente. 
En el Artículo 6 he presentado un método para refinar las soluciones del docking rígido 
a partir de conformaciones pre-generadas con el programa ALFA, un generador de 
confórmeros tridimensionales de ligandos desarrollado en nuestro laboratorio, usando nuestra 
nueva función de scoring MM-ISMSA. Con algunos ligandos resulta difícil generar la 
conformación adecuada, o bien por la complejidad de la molécula (i.e. número de enlaces 
rotables) o porque las conformaciones de los ligandos dentro de un complejo obtenido por RX 
pueden estar bastante influenciadas por la fuerza que ejerce la proteína sobre ellos y 
presentan desviaciones en ángulos de enlace y de torsión respecto a lo que supone nuestro 
algoritmo de construcción. Por esta razón, en esta tesis he desarrollado un método para 
minimizar, en el contexto del sitio activo, la energía libre de la pose del ligando predicha por el 
programa de docking, modificando sus enlaces rotables. Dicha modificación ha permitido 
mejorar en más de 1 Ǻ el resultado del docking en el 20% de los ligandos estudiados. Como en 
el método que proponemos el ligando es totalmente flexible en el contexto del sitio activo, en 
principio el programa sería capaz de generar cualquier conformación permitida por las 
restricciones del sitio activo y la función de energía, incluso empezando por una única 
conformación del ligando. Este método se ha empleado de momento como una prueba de 
concepto para ver si los resultados de docking mejoraban a nivel de RMSD al minimizar la 
energía libre del complejo guiada por nuestra función de scoring. El mismo procedimiento se 
podría aplicar a las cadenas laterales de los residuos clave de la proteína en su interacción con 
el ligando, pero siempre teniendo en cuenta que un mayor número de ángulos torsionales 
aumentará el tiempo de computación. A pesar de lo prometedor del método presentado, para 
aumentar la capacidad predictiva del docking es necesario seguir trabajando en mejoras que 
contribuyan a la correcta orientación del ligando en el sitio activo, por ejemplo mediante la 
inclusión de la contribución por el apilamiento de anillos aromáticos, entropía etc. o la 
inclusión de elementos importantes del sistema como la flexibilidad de la proteína, las aguas 
cristalográficas, etc. habitualmente descartadas de los cálculos por simplicidad o por la 
ausencia de dicha información. 
Uno de los grandes retos del diseño de fármacos es el que representan algunas dianas 
terapéuticas para las que no disponemos de estructuras determinadas experimentalmente, 
especialmente proteínas de membrana por sus dificultades añadidas a la hora de la 




estructuras de proteínas relacionadas evolutivamente. La robustez del HM se basa en la ID 
compartida entre las proteínas molde y diana, donde, cuanto mayor sea la ID más creíble será, 
en principio, el modelo 3D obtenido. Una de las limitaciones de la técnica de modelado 
comparativo es la disponibilidad de estructuras molde resueltas experimentalmente que 
presenten una ID respecto a la diana dentro de un rango de valores que permita su modelado 
con alta probabilidad de acierto, es decir, que se encuentre presente una ID mayor del 20-30%. 
En los últimos años el HM se ha visto respaldado por los proyectos de genómica estructural 
(Protein Structure Initiative, PSI) cuyo objetivo es la búsqueda y determinación estructural de 
plegamientos representativos de familias de proteínas mediante RX y NMR ampliando el rango 
de aplicabilidad del HM (Cavasotto & Phatak, 2009b).  
En el Artículo 1 presentamos un protocolo automático y modular de HM con un 
conjunto de parámetros modificables por el usuario y de aplicación a grandes conjuntos de 
proteínas de modo masivo sin tener que depender de servidores web como Swissprot, Protein 
model portal etc., permitiendo una mayor rapidez e independencia en la generación y 
posterior evaluación de los modelos obtenidos por homología. Entre los parámetros 
modificables destacamos: (1) el valor de corte de la ID para seleccionar el tipo de alineamiento 
(alineamiento de pares o alineamientos de perfiles HMM) permitiendo adaptar los tiempos de 
cálculo según la complejidad del caso; (2) la base de datos sobre la que realizar la búsqueda 
(bases de datos de perfiles HMM de todo el PDB incluyendo datos de RX y de RNM o reducidas 
para un tipo de plegamiento concreto o familias de proteínas disminuyendo el ruido en los 
alineamientos por proteínas de diferente plegamiento); (3) el molde a utilizar (el mejor molde 
disponible en base al número de residuos idénticos, todos los posibles moldes permitiendo 
estudiar la variabilidad estructural de una secuencia, o seleccionar un molde concreto de los 
propuestos explícitamente); (4) las regiones a considerar (solapantes o no) y (5) el número de 
posiciones contiguas sin molde debido a inserciones en la proteína diana permitidas en el 
alineamiento que serán generadas por técnicas ab initio. 
El protocolo aplicado, determinado tratando de mantener un compromiso entre 
rapidez y calidad de los resultados, incluye la búsqueda mediante alineamiento por pares 
usando blast sobre una base de datos no redundante agrupada al 100% de ID (PDB100) cuando 
la ID molde-diana supera el 70%. En caso contrario, es decir para homólogos más lejanos, la 
búsqueda se lleva a cabo mediante alineamientos perfil-perfil de moldes en una base de datos 
de perfiles HMM generados a partir de las secuencias de las estructuras resueltas de PDB70. 
Con este objetivo he usado la herramienta HHblits (Remmert, Biegert, Hauser, & Söding, 2011) 




datos de un modo más rápido y eficaz respecto a su predecesor HHsearch. El considerar solo 
los aminoácidos que se asocian a estructuras resueltas experimentalmente en vez de las 
secuencias completas de las proteínas durante la fase de alineamiento perfil-perfil nos permite 
seleccionar los moldes con el mayor número de residuos alineados que pueden ser usados en 
la construcción 3D de la diana y no proteínas con regiones que no se pueden usar como 
moldes porque éstas son desordenadas o altamente flexibles y no se encuentran definidas 
experimentalmente. Como además buscamos maximizar la cobertura de la secuencia de la 
proteína diana, incorporamos la posibilidad de seleccionar los mejores moldes disponibles 
para cada una de las regiones modelables. 
Un problema del modelado por homología es que, aún en presencia de una alta 
identidad de secuencia entre la proteína diana y la proteína molde, puede haber importantes 
regiones de gaps en el alineamiento debido a inserciones en la rama evolutiva que llega a la 
proteína diana o delecciones en la rama de la proteína molde. A la hora de modelar las 
regiones para las que no tenemos molde, sólo he construido loops de menos de 6 residuos 
para evitar construir modelos poco fiables. El proceso de modelado por homología a menudo 
produce estructuras que no son físicamente plausibles por tener colisiones entre átomos o 
enlaces químicos o HB con propiedades desfavorables desde el punto de vista energético. Para 
mejorar (refinar) las estructuras modeladas encontrando mejores representantes del ensemble 
de equilibrio de la proteína, se suelen someter los modelos con las mejores propiedades a un 
protocolo de dinámica molecular que elimine las distorsiones más evidentes. Sin embargo, 
para que este proceso de refinado se traduzca en una mejora no sólo de la energía, sino 
también del parecido entre el modelo y el ensemble de equilibrio de la proteína diana, dos 
puntos son muy importantes: (1) la dinámica tiene que tener lugar en una caja de agua (o en 
un entorno atómico que simule una membrana en el caso de proteínas de membranas), y (2) la 
simulación de la dinámica no tiene que ser demasiado larga, porque a veces la imprecisión de 
los campos de fuerza puede alejar demasiado a la estructura del modelo de la estructura del 
molde, reduciendo su parecido con la proteína diana. He programado un proceso de refinado 
automático, en el cual se seleccionan los modelos construidos por el programa MODELLER con 
las mejores puntuaciones del potencial estadístico DOPE, que penaliza contactos entre 
aminoácidos que se observan raramente y favorece los contactos frecuentes. Partiendo de 
estas estructuras, se aplica un refinado en dos pasos: (1) minimización en agua de la energía 
del campo de fuerzas de AMBER para eliminar colisiones atómicas y mejorar la geometría de 
los enlaces HB y enlaces químicos. Al terminar este proceso, la estructura alcanza un mínimo 




equilibrado elevando la temperatura del sistema hasta el valor deseado para alcanzar una 
estructura representativa del ensemble de equilibrio de la proteína a esta temperatura. Con 
estos dos procesos se obtienen pequeños reajustes en cadenas laterales que mejoran las 
distancias interatómicas y la red de HB inicial sin alterar demasiado su estructura. 
El HM suele garantizar que tanto el plegamiento global (la disposición de elementos de 
estructuras secundaria) como la disposición espacial de los residuos del sitio activo presenten 
una disposición adecuada siempre que el alineamiento entre el molde y la diana sea correcto, 
porque estas propiedades son muy conservadas a lo largo de la evolución (sin embargo, el sitio 
activo puede cambiar si la proteína ha sufrido un cambio funcional y la función de la proteína 
molde y la proteína diana han divergido, por ejemplo modificando la especificidad enzimática). 
En esta situación “ideal” de conservación de la función, conservación del plegamiento y 
alineamiento correcto, las mayores diferencias entre el modelo y una estructura 
representativa de la proteína molde se encuentran en el empaquetamiento de las cadenas 
laterales y las conformaciones de los loops que se pueden mejorar con un proceso de refinado 
energético descrito arriba.  Sin embargo, para obtener mejoras más sustanciales es necesario 
operar sobre los pasos iniciales del proceso de modelado (1) mejorar la información contenida 
en el espacio de secuencias consideradas en el alineamiento a través de la evaluación de su 
diversidad, la aplicación de filtros que reduzcan el número de falsos positivos, i.e. proteínas no 
relacionadas evolutivamente, y la edición iterativa del alineamiento final en zonas de ID baja o 
en regiones de grandes loops (corrigiendo en algún caso zonas con residuos alineados aislados 
dentro de ellos); (2) considerar matrices de sustitución específicas y diferentes según el tipo de 
proteína que modelemos (por ejemplo proteínas de membrana vs. globulares). 
Durante esta tesis se ha estudiado no solo la estructura de proteínas sino también su 
desorden estructural. Gran parte de las proteínas de los organismos, en mayor o menor 
medida, presentan regiones intrínsecamente desordenadas en su estado nativo que son 
cruciales para su función reguladora y de señalización. Para estas proteínas el proceso de HM 
es poco útil porque la diversidad entre las estructuras representativas del ensemble de 
equilibrio es extrema. Sin embargo, se ha visto que muchas regiones desordenadas adquieren 
estructura cuando interaccionan con otra proteína o ácido nucleico. Se cree que esta 
propiedad de plegarse durante la interacción favorezca que las proteínas desordenadas tengan 
gran especificidad y baja afinidad, propiedades muy convenientes en las funciones de 
regulación molecular de los procesos celulares en las cuales las proteínas desordenadas están 
involucradas. En uno de los trabajos de investigación, llevado a cabo en colaboración con los 




estructuralmente un conjunto de proteínas del centrosoma humano. El centrosoma humano, 
al igual que sus proteínas ortólogas en otras especies animales (Nido, Méndez, Pascual-García, 
Abia, & Bastolla, 2012, y datos no publicados de un estudio extendido a 36 especies), presenta 
una mayor fracción de desorden estructural en relación con el conjunto de proteínas control 
del mismo organismo. A su vez, la fracción de desorden predicha correlaciona con la 
complejidad de los organismos, i.e. el desorden estructural aumenta con el número de tipos 
celulares. A pesar del gran grado de desorden (57%), se pudo modelar por HM el 27,6% de los 
residuos del centrosoma. Cabe destacar que ciertas regiones fueron modeladas a pesar de ser 
predichas como desordenadas pudiendo estar asociadas a transiciones desorden–orden 
durante la unión a otras moléculas. En total el 23% de las proteínas centrosomales no se pudo 
construir por falta de moldes adecuados para ello. 
Una vez que disponemos de una o más estructuras representativas de una proteína 
obtenidas tanto con métodos experimentales (ej. RX y RNM) como computacionales (ej. HM), 
es interesante investigar su flexibilidad y su dinámica intrínseca a una temperatura dada. 
Diversos estudios han demostrado el importante papel que juega la flexibilidad en la unión de 
ligandos y en la activación proteica, llevando a numerosos laboratorios a embarcarse en la 
predicción de los movimientos de las proteínas. Para este objetivo disponemos de dos grandes 
tipos de métodos: o bien la dinámica molecular, que construye el ensemble térmico de las 
proteínas simulando su dinámica con un campo de fuerza clásico y en un entorno 
representado de forma adecuada, o bien el método de los modos normales, que permite 
calcular de manera analítica todas las propiedades de la distribución de equilibrio 
conformacional de la proteína suponiendo que las conformaciones relevantes no se alejen 
mucho de la conformación de mínima energía donde la proteína estaría en equilibrio 
dinámico. 
Los movimientos en el mundo microscópico están gobernados por las leyes de la 
mecánica cuántica (QM), a su vez gobernados por funciones de probabilidad, no por leyes 
deterministas. Del mismo modo, los enlaces químicos son nubes de electrones en movimiento, 
no algo fijo y direccional que se forma mecánicamente como establece la MD. Dada la 
complejidad de la mecánica cuántica, la MD se presenta como una alternativa razonable para 
reducir el tiempo de computación y permitir la simulación de sistemas con un número de 
átomos mucho mayor mediante la aplicación de aproximaciones basada en la física de Newton 
para simular los movimientos. La MD, una técnica en constante mejora a diferentes niveles, 
juega un papel cada vez más importante en el desarrollo de terapias farmacológicas aportando 




de fármacos o de posibles candidatos a ellos, independientemente del modelo de unión 
propuesto (induced fit, conformational selection, etc.). La MD, a través de su muestreo 
conformacional, se puede aplicar en la identificación de sitios de unión alostéricos o 
reguladores y sitios crípticos se puede aplicar en mejorar la identificación de verdaderos 
ligandos respecto a decoys (señuelos) en protocolos de docking mediante la incorporación de 
la flexibilidad del receptor durante el proceso (usando múltiples conformaciones de entrada) o 
a posteriori (evaluando su estabilidad y fluctuaciones a lo largo del tiempo), y por último se 
puede aplicar para la estimación de la energía libre de unión o ΔGunión del complejo proteína-
ligando determinada solamente por la energía previa a la unión y la energía final, que nos 
permite estimar la afinidad con la que se unen los diferentes ligandos durante un VS o durante 
la optimización de los hits seleccionados. He aplicado con éxito la técnica de MD no solo en el 
refinado de estructuras de HM mejorando su puntuación por residuo en la mayoría de los 
casos, sino también en el análisis de la flexibilidad conformacional y posible mimetismo 
molecular entre diferentes péptidos unidos al complejo MHC de clase I en colaboración con el 
grupo del Dr. José Antonio López de Castro (CBMSO, Artículo 3), aportando información sobre 
el mecanismo compensatorio durante la unión a medida que aumenta la longitud de los 
péptidos en cuestión. La MD se ha aplicado además en la evaluación de la estabilidad de 
interacciones en complejos proteína-ligando provenientes de resultados de un VS obtenidos a 
partir de una conformación estática de la proteína diana. Durante un refinado corto (de 1-5 ns) 
los principales cambios están asociados a la adaptación de las estructuras al campo de fuerzas 
mediante pequeños ajustes en distancias, ángulos de enlace, etc. en su búsqueda del mínimo 
energético sin modificar el plegamiento global de la proteína como en el caso de modelos de 
HM y resultados de VS. Trayectorias más largas (de 10-50 ns) están enfocadas a conseguir un 
muestreo de las conformaciones accesibles de las moléculas que mantienen una energía libre 
favorable como las presentadas en el artículo 3. Durante la MD, cuando la duración el 
muestreo conformacional es insuficiente, corremos el riesgo de que las estructuras obtenidas 
obedezcan más a la estructura elegida como inicio de la simulación que al ensemble térmico de 
la proteína que se quiere estudiar. En particular, si la estructura inicial está separada del 
estado de equilibrio por una barrera de energía libre grande respecto a la energía térmica, es 
casi imposible que la simulación alcance el estado de equilibrio. Por lo tanto es posible que las 
propiedades del sistema cambien de forma relevante si alargamos los tiempos de cálculo por 
lo cual no debemos sacar conclusiones más allá del tiempo de simulación. 
En esta tesis, he estudio las interacciones de varios péptidos (2 de un organismo 




presenta un gran interés porque se ha sugerido que en éste pueden estar involucrados 
fenómenos de mimetismo molecular, cuya relevancia en mecanismos patogénicos del sistema 
inmune está atrayendo un gran interés (Drayman et al., 2013). Teniendo en cuenta los 
resultados del péptido usado como control y otros resultados experimentales no publicados 
aún acerca del modo de unión de algunos de los péptidos utilizados en el estudio la 
conformación adoptada y el comportamiento dinámico diferencial de los péptidos en MD está 
en concordancia con los datos experimentales y bibliográficos hasta la fecha. Lo que aún 
queda por clarificar es la relevancia que pueda tener a nivel de su interacción con el TCR 
correspondiente validando o no el mimetismo molecular propuesto, tanto desde un punto de 
vista computacional como experimental debido a la dificultad para disponer de muestras de 
pacientes con los TCRs correspondientes con los que elaborar los experimentos y obtener su 
estructura. 
En cuanto a la construcción de los complejos, cuando trabajamos con campos de 
fuerza, sea en MD o docking, el protocolo de preparación posee una relevancia especial. La 
protonación de los residuos en base al pKa de su micro-entorno, los flips de los residuos de 
Asn, Gln e His, la distribución alternativa de los átomos de hidrógenos asociada a diferentes 
átomos en estas últimas (HIE y HID) y el cálculo de las cargas atómicas parciales son algunos de 
los puntos críticos a revisar cuando los sistemas no se comportan como cabría esperar al 
compararlo con un control experimental simulado mediante el mismo protocolo que el 
sistema en estudio. Las principales limitaciones a las que se enfrenta la MD durante su fase de 
producción de la trayectoria son precisamente las aproximaciones asociadas al campo de 
fuerzas y su capacidad para realizar un muestreo conformacional exhaustivo en los tiempos de 
cálculos en los que nos movemos en la actualidad (habitualmente escala de varios 
nanosegundos a unos pocos microsegundos). Algunas de las limitaciones asociada al uso de un 
campo de fuerzas son: (1) la parametrización de residuos modificados, como la lisina 
carboxilada dentro del sitio activo de OXA-24, ligandos, cofactores y cualquier molécula no 
incluida en el campo de fuerzas, información requerida para el correcto funcionamiento de la 
MD y (2) las aproximaciones derivadas de la simplificación de los procesos microscópicos como 
es el caso de la formación y rotura de enlaces covalentes durante el VS de la proteína OXA-24 
que une ligandos covalentemente al sitio activo. A pesar de ello, los complejos experimentales 
proteína-ligando unidos covalentemente, establecidos como control, se mantenían estables 
durante la MD aún sin considerar dicho enlace. Esto nos hace pensar que, aun así, podemos 
obtener resultados razonables para este tipo de sistemas. Para poder tener en cuenta los 




y mecánica molecular (QM/MM) que permiten seleccionar zonas de interés donde 
incrementar el nivel de detalle teórico, pero en todo caso está fuera de los objetivos de la 
presente tesis. Respecto al tiempo de cálculo, en numerosas publicaciones identificamos 
diversas medidas adoptadas para superar dicha limitación. Entre ellas caben destacar métodos 
computacionales a nivel de software, como la dinámica molecular acelerada, que reduce las 
barreras de energía entre conformaciones consiguiendo un muestreo conformacional más 
amplio en menos tiempo, y a nivel de hardware aprovechando la capacidad de cálculo que 
ofrecen las tarjetas gráficas (GPUs) en la aceleración de la producción de las trayectorias de 
MD, habitualmente en un orden de magnitud (Götz et al., 2012). Durante la realización de esta 
tesis hemos acelerado los cálculos de MD utilizando los módulos de cálculo en paralelo y en 
GPUs de los programas NAMD (MHC-I) y AMBER (refinado de soluciones de VS y modelos de 
HM del centrosoma). 
Los cambios conformacionales normalmente ocurren en una escala de tiempos 
inaccesible por la MD, por lo que debemos considerar otras técnicas computacionales para su 
estudio. Recientemente, se ha hecho popular el estudio de los cambios de conformación a 
través del cálculo de los modos normales del modelo de red elástica, a pesar de que este 
cálculo solo tiene validez para desplazamientos muy pequeños desde una conformación de 
equilibrio dinámico porque las variaciones de energía siguen una aproximación armónica. Los 
modos normales son un conjunto de desplazamientos que permiten describir de la dinámica 
clásica de la molécula (como pequeñas fluctuaciones armónicas alrededor del punto de 
equilibrio) y su mecánica estadística (como superposición de pequeños desplazamientos 
independientes). Respecto a la MD, se obtienen resultados más robustos usando el modelo de 
red elástica, ya que no requiere de un campo de fuerza sino que lo construye, con un número 
muy pequeño de parámetros, a partir de la estructura representada en el PDB partiendo de la 
hipótesis que esta estructura corresponde a un mínimo del campo de fuerza y que el estado 
nativo es mínimamente frustrado, o sea, que todas las interacciones que se forman en este 
estado son energéticamente ventajosas. Las ventajas que presentan los NMA del modelo de 
red elástica (ENM) respecto a la MD es su simplicidad teórica, la velocidad de cálculo, la 
necesidad de pocos parámetros y su dependencia solo de la geometría, en este caso la 
topología de contactos, y la distribución de masas del sistema. En consecuencia, permite un 
muestreo mucho más exhaustivo en un tiempo reducido a costa de simplificar el detalle 
atómico a nivel de la contribución electrostática y el tipo de contacto establecido entre 
residuos, ambos importantes durante el reconocimiento molecular. A pesar de que la 




estudiar grandes cambios de conformación, se ha observado que los cambios de conformación 
entre estructuras de la misma proteína que se encuentran en el PDB correlacionan muy 
fuertemente con los modos normales de baja frecuencia de los ENM, que representan 
movimientos colectivos de la proteína. En esta tesis se ha estudiado esta sorprendente 
relación, validando al mismo tiempo un modelo nulo de cambios de conformación y un nuevo 
modelo de red elástica en el espacio de los ángulos de torsión de la proteína, el Torsional 
Network Model [TNM,(Mendez & Bastolla, 2010)], ambos desarrollados en nuestro 
laboratorio. El TNM es un ENM que usa como grados de libertad los ángulos de torsión de la 
cadena principal. De esta manera, sólo hay dos grados de libertad por residuo en vez que los 
tres de los ENM Cartesianos (por ejemplo el ANM) que usan las coordenadas de los C. Como 
el número de grados de libertad influye fuertemente tanto en el coste computacional como en 
el consumo de memoria, el TNM es muy adecuado para estudiar la dinámica de equilibrio de 
sistemas de gran tamaño. Además, usar los ángulos de torsión permite representar de manera 
suficientemente precisa la dinámica de todos los átomos del esqueleto de la proteína y fijar 
longitud y ángulos de enlace a sus valores experimentales, impidiendo deformaciones que 
estarían muy penalizadas energéticamente.  
En esta tesis he evaluado un modelo nulo de cambios de conformación, propuesto en 
el Artículo 4, que intenta explicar la observación de que las transiciones entre conformaciones 
diferentes de la misma proteína correlacionan con los modos normales predichos por los ENM. 
La explicación que se plantea propone un modelo nulo en el cual el cambio de conformación 
se debe a la respuesta lineal de la proteína, modelada como una red elástica, a una 
perturbación inducida por ejemplo por una unión molecular, por la fosforilación de un residuo, 
por un cambio en el medio (ej. pH) o por una mutación. Según el modelo nulo, la respuesta 
más probable a una perturbación genérica es una en la cual los desplazamientos producidos 
por el cambio de conformación se distribuyen a lo largo de los modos normales así como los 
desplazamientos producidos por la dinámica térmica, que son inversamente proporcionales a 
la frecuencia   de cada modo normal  :   
      
 .  De esta manera, se explica que los 
modos normales de baja frecuencia contribuyen más a los cambios de conformación porque 
las perturbaciones a lo largo de ellos hacen crecer menos la energía de la molécula. 
He realizado un análisis masivo de todos los pares de estructuras en el PDB con la 
misma secuencia y con un cambio de conformación RMSD >1 Ǻ que valida al mismo tiempo el 
modelo nulo y los modos normales predichos por el TNM. Para validar modelos de modos 
normales de redes elásticas, normalmente se siguen tres tipos de procedimientos: (A) 




predichos por NMA y aquellos que se infieren experimentalmente de la cristalografía de rayos 
X ( B-factors). Sin embargo, los B-factors reflejan en gran medida movimientos de cuerpo 
rígido de la cadena proteica entera que no están representados por los modos normales, así 
que una baja correlación puede indicar simplemente que estos grados de libertad de cuerpo 
rígido tienen gran importancia en el cristal; (B) la comparación de los desplazamientos 
predichos por los modos normales y aquellos simulados con MD. Sin embargo, la validación de 
un método computacional con otro es una evaluación bastante débil; o (C) la comparación 
respecto a datos de RMN. La técnica de RNM es uno de los mejores métodos para evaluar la 
dinámica de equilibrio obtenida mediante NMA, ya que proporciona un conjunto de 
conformaciones representativas del ensemble de equilibrio. El problema es que no siempre 
disponemos de conjuntos de datos lo suficientemente representativos. El método que se 
presenta aquí constituye una alternativa interesante, ya que compara las predicciones de NMA 
que se obtienen a partir de una estructura del PDB con los cambios de conformación entre dos 
conformaciones determinadas en experimentos independientes. Los pares de estructuras del 
PDB se agruparon por condiciones experimentales (mismo/diferente cristal), en la forma unida 
o sin ligando a pesar de no considerarlos explícitamente (holo/apo), en la forma activa o 
inactiva de la proteína (residuos fosforilados o no) para tratar de obtener señales más claras. 
Observamos que, para la gran mayoría de los cambios de conformación observados, la 
contribución de cada modo normal a la dinámica térmica predicha por el TNM es proporcional 
a su contribución al cambio de conformación, lo que valida los modos normales predichos. 
Además, esta correlación es mucho más débil si se consideran cambios de conformación de 
menos de 1 Ǻ de RMSD, caso en el cual el cambio de conformación está influenciado en buena 
medida por imprecisiones del experimento, lo cual confirma que la correlación observada no 
es un resultado trivial sino es un indicio de la calidad de los modos normales del TNM. 
Aunque el modelo nulo describe bien la mayor parte de los cambios de conformación 
únicamente en base al principio físico de la respuesta de la proteína a una perturbación, en 
algunos casos observamos un gran número de pares con valores significativos de  > 0, lo que 
indica que los modos normales de baja frecuencia contribuyen a la dinámica térmica más de lo 
esperado según la respuesta lineal. En estos casos, a veces uno sólo de los modos normales de 
más baja frecuencia representa más del 70-80% del cambio de conformación. Estos casos son 
particularmente frecuentes para movimientos funcionales tales como reacciones enzimáticas y 
de transporte. Asimismo, encontré muchos valores de ρ significativos en conjuntos que 




fosforilación de un residuo o a la formación de un complejo de varias cadenas de proteínas (en 
particular, homopolímeros). 
Cuando el valor de ρ es alto, el cambio de conformación se desarrolla a lo largo de los 
modos de baja frecuencia que producen un pequeño aumento de la energía a cambio de una 
deformación muy grande: un valor de ρ alto, por lo tanto, implica que el cambio de 
conformación tiene un coste energético menor. Por ello, hemos propuesto que el parámetro ρ 
se puede utilizar para identificar los cambios de conformación con posible valor funcional, a 
pesar de la dificultad de determinar a priori cuales son exactamente los modos normales de 
baja frecuencia que contribuyen a estos movimientos funcionales. De esta manera, la dinámica 
intrínseca de las proteínas descrita por los modos normales permite unificar los dos escenarios 
más importantes propuestos para la unión molecular: la selección conformacional y el ajuste 
inducido. En el modelo de la selección conformacional, las conformaciones en ausencia del 
ligando (apo) y en su presencia (holo) son accesibles a la proteína incluso cuando no hay 
ligando, cuyo papel es únicamente el de desplazar el equilibrio entre estas conformaciones. En 
el lenguaje de los modos normales, esta situación se corresponde cualitativamente con la 
existencia de una gran correlación entre la dinámica intrínseca de la proteína y la deformación 
producida por la unión del ligando (ρ > 0), o sea, el movimiento funcional existe aún en 
ausencia del ligando. Sin embargo, en el modelo del ajuste inducido la unión del ligando 
produce la perturbación que deforma la proteína. Este modelo se corresponde 
cualitativamente con lo que se espera bajo respuesta lineal, es decir el modelo nulo (ρ  0). En 
resumen, el TNM se presenta como un método útil y rápido para el análisis de la dinámica 
intrínseca de las estructuras terciarias, el posible escenario del modo de unión y las similitudes 
alostéricas entre complejos, independientemente de la naturaleza de sus contactos. 
Por otro lado, en esta tesis he trabajado en la mejora y aplicación de protocolos 
computacionales para el diseño de fármacos. Dichas mejoras y otras aportadas por otros 
grupos se están aplicando actualmente al estudio de los transportadores de glicina GlyT1 y 
GlyT2 en colaboración con el grupo de la Dra. Beatriz López Corcuera (CBMSO). Estos 
transportadores son importantes dianas terapéuticas en enfermedades que involucran sinapsis 
glicinérgicas y/o glutaminérgicas. Usando las estructuras cristalográficas disponibles de los 
transportadores de leucina (LeuT), un homólogo bacteriano lejano de GlyT1 y GlyT2 (ID 
alrededor del 20-25%, un valor bastante bajo), he modelado por homología tres 
conformaciones correspondientes a los pasos principales del transporte. Sin embargo, estas 
estructuras estáticas nos dan poca información acerca de las transiciones que tienen lugar 




TNM, cuya aplicación a los cambios de conformación había validado con anterioridad, 
ampliando la información que tenemos de su flexibilidad y la accesibilidad conformacional, lo 
que nos permite generar un conjunto representativo de estructuras con el sitio activo abierto 
para poder realizar el docking de inhibidores conocidos y una búsqueda por VS de nuevos hits 
en sitios alternativos. El desarrollo de un nuevo campo de fuerzas de lípidos para AMBER, 
LIPID11 (Skjevik, Madej, Walker, & Teigen, 2012b), me ha permitido evaluar la estabilidad de 
los complejos mediante simulaciones de MD más realistas al incluir la bicapa lipídica. Estamos 
estudiando, además, la influencia de las mutaciones conocidas en la dinámica de las proteínas 
y en la unión a los sustratos e inhibidores. 
Por último, hemos estudiado la variabilidad molecular del proceso de infección por HIV 
para abordar la emergencia de resistencias a fármacos (Artículo 7). Tan importante como 
disponer de un conjunto creciente de fármacos es el ser capaz de seleccionar para cada 
paciente cual es el más adecuado entre todos los disponibles, lo que llamamos terapia 
personalizada. En el caso del virus del VIH, la extrema variabilidad genética del virus, debida a 
su alta tasa de mutación, permite que algunos de sus clones adquieran resistencia a diversidad 
de fármacos dependiendo de las mutaciones o inserciones adquiridas. Para luchar contra este 
fenómeno, he contribuido a desarrollar un programa que permite caracterizar de un modo 
rápido y fiable una larga lista de variantes que presentan mutaciones y/o inserciones que 
confieren resistencia a los fármacos antiretrovirales que inhiben a las proteínas PR o RT. Este 
trabajo se ha desarrollado en colaboración con los grupos del Dr. Esteban Domingo (CBMSO) y 
del Dr. Carlos Briones (CAB). 
A pesar de los continuos avances en el campo de los microarrays, la generalización del 
análisis de datos sigue siendo un factor limitante para su rápida aplicabilidad ya que en 
muchos casos se requieren de nuevas implementaciones dependiendo de la cuestión que 
queramos estudiar. Otra gran limitación está asociada a la variabilidad a varios niveles: desde 
el protocolo experimental (plataformas de uno o dos canales, la longitud de las sondas, su 
distribución espacial, su temperatura de hibridación óptima, el tamaño de muestra, las 
condiciones de laboratorio, etc.) al protocolo computacional (método de análisis de datos, 
filtrado de datos y valores de corte asociados, criterios de control de calidad, niveles de 
detección, etc.). Para tratar de reducir parte de la variabilidad experimental realizamos el pre-
procesado de los datos mediante una normalización que permite distinguir más claramente 
hibridaciones positivas y negativas. Con ello conseguimos clasificar correctamente entre un 
84% y un 93% (dependiendo del conjunto de datos). Durante el control de calidad la inclusión 




(i.e. aquellos casos con señal de fluorescencia debido a hibridaciones no específicas o 
contaminación). Con ello mejoramos en varios puntos el porcentaje de spots clasificados 
correctamente (entre un 89% y casi un 98% dependiendo del conjunto de datos). A pesar de 
los filtros, ciertas sondas y microarrays acumulan aún un gran número de errores de 
clasificación. Esto puede ser debido a los parámetros elegidos para el control de calidad 
automático, como el porcentaje de solapamiento que se permite entre la señal positiva y la 
señal negativa, o debido a las condiciones experimentales. Además, las señales positiva y 
negativa de algunas de las sondas no se pudieron caracterizar por ausencia de alguna de las 
mutaciones en las muestras hibridadas. Aun cuando no disponemos de datos de la señal que 
tendría una sonda determinada contamos con curvas de caracterización globales (i.e. 
generadas a partir de todo el conjunto de datos de entrenamiento) para su clasificación, sin 
embargo perdemos el detalle del comportamiento diferencial de las sondas (temperatura 
óptima de hibridación, señal, etc.) lo que puede afectar a su clasificación final. 
Otro de los aspectos relevantes del estudio ha sido el determinar el umbral de 
detección de esta técnica, i.e. en qué proporción debe estar presente un clon con una 
determinada mutación para que sea detectable dentro de la población presente en un 
paciente. Aunque las mezclas de dos clones analizadas presentaban niveles de detección 
variables, en la mayoría de los casos un 10% es suficiente. Uno de los objetivos de este trabajo 
fue el de detectar no sólo las variantes mayoritarias sino aquellas minoritarias, porque esta 
información ayuda a predecir la evolución de la población vírica  a lo largo del tiempo. Cuando 
atacamos las variantes mayoritarias con un fármaco, éstas disminuyen permitiendo que alguna 
de las minoritarias las sustituyan por lo que el tratamiento no solo debe ser personalizado sino 































En esta tesis se han presentado diferentes protocolos in silico enfocados a mejorar la 
caracterización estructural, dinámica y de las interacciones entre proteínas y ligandos así como 
su aplicación al desarrollo de nuevos fármacos frente a dianas terapéuticas. 
Como se ha evidenciado en los 7 artículos presentados, el trabajo que he llevado a cabo ha 
permitido: 
1.- Mejorar las predicciones teóricas de las interacciones entre proteínas y ligandos durante el 
docking y el VS. Por un lado con la incorporación de un término para los HB en la función de 
puntuación de MM-ISMSA y por otro con la inclusión de los grados de libertad torsionales 
durante la minimización de las poses de los ligandos dentro del programa de docking CRDOCK. 
2.- Buscar nuevos fármacos mediante VS de la proteína bacteriana OXA-24 responsable de 
resistencia a antibióticos, obteniendo candidatos prometedores en fase de optimización. 
3.- Estudiar, mediante técnicas de modelado y dinámica molecular, la flexibilidad y la 
variabilidad conformacional de diversos péptidos (endógenos y patógenos) en su unión a la 
proteína HLA-B27*05 del complejo MHC de clase I. Esto nos ha permitido evaluar 
computacionalmente el posible mimetismo molecular entre el péptido endógeno y los 
patógenos pudiendo favorecer la cronicidad de la artritis reactiva. 
4.- Desarrollar un protocolo automático de modelado por homología y aplicarlo al estudio de 
proteínas centrosomales humanas y a secuencias derivadas de simulaciones de evolución de 
proteínas. Los modelos 3D de las proteínas centrosomales obtenidos, así como otros datos de 
interés, se han puesto a disposición de la comunidad científica en una base de datos on-line. 
5.- Validar un modelo nulo de los cambios conformacionales de las proteínas basado en modos 
normales torsionales que explica la correlación observada entre los modos normales de baja 
frecuencia y los cambios conformacionales. Dentro de este marco, proponemos que los 
cambios de conformación que se alejan significativamente del modelo nulo tienen relevancia 
en la función de la proteína. 
6.- Diseñar e implementar la parte computacional de un protocolo para la identificación de 
clones de VIH que presentan resistencia a antiretrovirales, con el objetivo de permitir el 
desarrollo de terapias personalizadas. El protocolo incluye la cuantificación y el control de 
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