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Abstract. The paper is devoted to the investigation of a reaction-diffusion
system of equations describing the process of blood coagulation. Existence
of pulses solutions, that is, positive stationary solutions with zero limit at
infinity is studied. It is shown that such solutions exist if and only if the
speed of the travelling wave described by the same system is positive. The
proof is based on the Leray-Schauder method using topological degree for
elliptic problems in unbounded domains and a priori estimates of solutions
in some appropriate weighted spaces.
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1. Introduction
Hemostasis is a physiological process which aims to prevent bleeding in
the case of blood vessel damage. It includes vasoconstriction, platelet plug
formation and blood coagulation in plasma with the formation of fibrin clot.
In this work we will focus on the blood coagulation process. A malfunction
in this process can lead to thrombosis or to various bleeding disorders. The
1
2process of blood coagulation has three main stages: initiation, amplification
and clot growth arrest. They are determined by chemical reactions in plasma
between different proteins (blood factors), among which the most important
role is played by thrombin. Thrombin is an enzyme catalyzing the conversion
of the fibrinogen into the fibrin polymer which forms the clot.
In the process of blood coagulation initiated by the vessel wall damage
(extrinsic pathway), the initial quantity of thrombin is produced due to
the interaction of the tissue factor (TF) with the activated factors VIIa.
During the amplification phase, there is a positive feedback loop of thrombin
production through the activation of the factors V, VIII, IX, X and XI. It
can be noted that hemophilia is characterized by the lack of factor VIII, IX
or XI. Finally, clot growth is stopped by the reaction of antithrombin with
thrombin, by the protein C pathway, and due to the blood flow removing
blood factors from the clot.
The amplification phase of blood coagulation can start only if the amount
of thrombin produced during the initiation phase exceeds certain threshold.
In this work we will show that this critical thrombin concentration is de-
termined by a particular solution (pulse) of the reaction-diffusion system of
equations describing the coagulation cascade. On the other hand, the am-
plification phase can be described as a reaction-diffusion wave [2], [4], [5],
[9]. The main result of this work affirms that the pulse solution exists if and
only if the wave speed is positive. Thus, we obtain two conditions of blood
coagulation: the wave speed should be positive providing the existence of
the pulse solution; the distributions of the concentrations of blood factors
after the initiation phase should be greater than those for the pulse solution.
We consider the reaction-diffusion system of equations [1]:
∂v
∂t
= D
∂2v
∂x2
+ F(v), (1.1)
where v = (v1, ..., v8) and F = (F1, ..., F8),
F(v) =


F1(v) = k1v3v6 − h1v1
F2(v) = k2v4v5 − h2v2
F3(v) = k3v8(ρ3 − v3)− h3v3
F4(v) = k4v8(ρ4 − v4)− h4v4
F5(v) = k5v7(ρ5 − v5)− h5v5
F6(v) = (k6v5 + k6v2)(ρ6 − v6)− h6v6
F7(v) = k7v8(ρ7 − v7)− h7v7
F8(v) = (k8v6 + k8v1)(ρ8 − v8)− h8v8
. (1.2)
3Parameters (ki)i, (hi)i and (ki)i and (ρi)i are positive constants. The matrix
D = diag(Di) is a diagonal matrix with positive diagonal elements Di.
In this system, v3, v4, v5, v6 and v7 denote, respectively, the concentrations
of the activated Factors V a, V IIIa, IXa,Xa and XIa, v8 is the concentra-
tion of activated Factor IIa (thrombin), v1 and v2 are the concentrations of
prothrombinase and intrinsic tenase complexes. The constants ki and k¯i are
the activation rates of the corresponding factors by other factors or com-
plexes, while the constants hi are the rates their inhibition. The constants
Di are the diffusion coefficients of each factor. The thrombin concentration,
v8, has a major role in the coagulation process. It will also have a particular
importance in the mathematical study. We will use notation T = v8 and
T 0 = ρ8.
Let us introduce the set C:
C = {v = (v1, ..., v8) ∈ R8+|vi ≤ ρi for i ∈ {3, ..., 8}}. (1.3)
Then the system (1.1) is a monotone system on C , that is:
∀v ∈ C, ∂Fi
∂vj
(v) ≥ 0, ∀i 6= j. (1.4)
Note that v = 0 is a zero of F. In order to determine other zeros, let us
express vi through T from the equations Fi(v) = 0, i = 1, ..., 7: vi = φi(T )
(see Appendix A for the explicit form of these functions). Substituting them
in the equation F8(v) = 0, we obtain:
P (T ) ≡ (k8φ6(T ) + k¯8φ1(T ))(T 0 − T )− h8T = 0. (1.5)
It can be directly verified that P (T ) is a rational fraction that takes the
form P (T ) = TQ(T )
S(T ) , where Q(T ) and S(T ) are third-order polynomials.
Moreover Q(T ) = aT 3 + bT 2 + cT + d with a < 0, and S(T ) > 0 for T ≥ 0
(the reader is referred to the appendix).
Hereafter, we will assume that P satisfies the following properties:
P possesses exactly three non negative zeros: T
+ = 0 < T¯ < T−
P ′(T+) < 0, P ′(T¯ ) > 0, P ′(T−) < 0.
(1.6)
In view of the form of the rational fraction P (T ), the above conditions
mean that the third order polynomial Q with negative leading coefficient a
has exactly two positive roots. Also it is easy to check that the conditions
on the derivatives in (1.6) also read
Q(0) = d < 0, Q′(T¯ ) > 0, Q′(T−) < 0. (1.7)
In particular Q(T ) > 0 for some T > 0. This assumption is biologically
justified, and we will return to it in the discussion (Section 5).
4The non negative roots T+, T¯ and T− correspond to three zeros of F:
w+ = (φ(T+), T+) = 0, w¯ = (φ(T¯ ), T¯ ) and w− = (φ(T−), T−). Moreover
we have w+ = 0 < w¯ < w−, where the inequalities between the vectors are
understood component-wise.
As stated before, thrombin propagation in blood plasma is described by
a traveling wave solution of the system (1.1). A wave solution of (1.1) is a
solution that can be written as v(x, t) = u(x − ct) where the wave speed
c ∈ R is unknown. Hence we look for a function u and a constant c that are
solutions of the problem:

Du
′′ + cu′ + F(u) = 0,
u(±∞) = w±.
(1.8)
Under the conditions (1.4) and (1.6), the problem (1.8) possesses a unique
solution (up to some translation in space for u). This solution is a mono-
tonically decreasing vector-function. This results are presented in [8].
Biologically, it has been noted that the amplification of thrombin genera-
tion occurs if the amount of thrombin produced during the initiation phase
reaches a certain threshold. We will show that this threshold is a pulse of the
stationary system, that is a function w : R→ R8 that satisfies the following
problem: 

Dw′′ + F(w) = 0,
w′(0) = 0, w(+∞) = 0,
w′ < 0 for x > 0.
(1.9)
The link between the solutions of the wave problem (1.8) and the pulse
problem (1.9) is given by the main result of this work:
Theorem 1.1. Under the condition (1.6) the problem (1.9) has a solution
if and only if the wave speed c in the problem (1.8) is positive.
The proof of the theorem mainly relies on the Leray-Schauder method and
some homotopy arguments. Therefore, we will introduce some appropriate
homotopy deformation in Section 2. In Section 3 we obtain a priori estimates
of solutions in some weighed Ho¨lder spaces using positivity of the wave speed.
These estimates are independent of the parameter of the homotopy. Hence,
the value of the topological degree is preserved along the homotopy providing
the existence of solutions. We finish the proof of the existence of solution
of problem (1.9) in Section 4. Also in this section we will show that the
problem has no solution if c ≤ 0.
52. Homotopy
In order to prove the existence part of Theorem 1.1 we introduce in this
section a homotopy deformation and highlight some its properties.
2.1. Description of the homotopy. The homotopy aims to modify con-
tinuously the function F. We will only modify the last component F8(v) =
(k8v6 + k8v1)(T
0 − T )− h8T of (1.2) which depends on T, v6 and v1 into a
new function depending only on T . Hence, the last equation will be inde-
pendent from the other equations. In Lemma 4.2 (Section 4) we will show
that this equation possesses a unique solution. For notation purpose the
initial function, F, corresponds to τ = 0 and is written F0. The homotopy
functions reads Fτ , τ ∈ [0, 1]. The homotopy is defined in two steps, and we
introduce some τ1 in (0, 1).
For the first step we introduce a smooth function g that will be chosen
below. We will construct the homotopy in such a way that the zeros of
the function Fτ do not change and coincide with the zeros of F. Hence,
assuming that P satisfies the conditions (1.6), we impose that g satisfies the
following condition:
g(s) ≥ 0 for s ≥ 0, Supp g ⊂ (T¯ , T−). (2.1)
Next, for τ ∈ (0, τ1) we define the homotopy by the equality:
F τ8 (v) = (k8v6 + k8v1)(T
0 − T )− h8T + τg(T ). (2.2)
At the second step of the homotopy we will deal with the variables v1
and v6. We will replace them by the functions φ1(T ) and φ6(T ) given by
(A.1) and (A.6) (see also (1.5)) without modifying the zeros of Fτ . Hence,
for τ ∈ (τ1, 1) we set:
F τ8 (v) = (k8(α
τv6+β
τφ6(T ))+k8(α
τv1+β
τφ1(T ))(T
0−T )−h8T +τ1g(T ),
(2.3)
where
ατ =
1− τ
1− τ1 , β
τ =
τ − τ1
1− τ1 . (2.4)
It will be convenient to introduce notation:

α
τ = 1−τ1−τ1 if τ ≥ τ1
ατ = 1 if τ < τ1
,

β
τ = τ−τ11−τ1 if τ ≥ τ1
βτ = 0 if τ < τ1
,

γ
τ = τ1 if τ ≥ τ1
γτ = τ if τ < τ1
.
(2.5)
Then equalities (2.2) and (2.3) can be put together as follows:
F τ8 (v) = α
τF8(v) + β
τP (T ) + γτg(T ). (2.6)
62.2. Preservation of some properties. Along the homotopy, and in-
dependently of the choice of τ1, some properties of F are preserved: the
monotony, the stationary points and their stability. For the monotony we
have the following result.
Lemma 2.1. For all τ in [0, 1], the function Fτ satisfies the monotony
property on C:
∀v ∈ C, ∂F
τ
i
∂vj
(v) ≥ 0, ∀i 6= j. (2.7)
Proof. Since only the last component of F differs during the homotopy, we
only need to verify the result for F τ8 . Using the expression (2.6) and the
monotony of F given by (1.4) we have:
∂F τ8
∂vj
(v) = ατ
∂F8
∂vj
(v) ≥ 0, for j ∈ {1, ..., 7}.

We will now show that the homotopy does not have any impact on the
zeros of Fτ .
Lemma 2.2. For all τ in [0, 1], the zeros of Fτ are exactly the same as the
zeros of F.
Proof. As before, since the homotopy only modifies the last component of
Fτ , we only need to prove that the zeros of F τ8 remain unchanged as τ varies.
In order to find the zeros of Fτ we use the same method as for the zeros of
F in the Appendix A. Let v = (v1, ..., v7, T ) denote some zero of F
τ . Since
F τi = Fi for 1 ≤ i ≤ 7, the relations (A.1)-(A.7) remain unchanged. Also,
in view of (1.5) and (2.6) we have:
F τ8 (φ(T ), T ) = α
τF8(φ(T ), T )+β
τP (T )+γτg(T ) = P (T )+γτg(T ) = P τ (T ).
(2.8)
Hence the zeros of Fτ are given by:
Fτ (v) = 0 ⇐⇒ v = (φ(T ), T ) and P τ (T ) = 0. (2.9)
Since the zeros of P τ and P coincide, we have P τ (T ) = 0 ⇐⇒ P (T ) = 0.
Hence Fτ (w) = 0 ⇐⇒ F(w) = 0. 
Therefore the zeros of Fτ are w+, w¯ and w−. Let us now investigate their
stability. Let w∗ refer to either one them. For this purpose we will need the
following lemma.
Lemma 2.3. For all T ≥ 0 and i = 1, ..., 7 we have the equalities:
Fi(φ(T ), T ) = 0 (2.10)
7and
dFi
dT
(φ(T ), T ) =
7∑
j=1
∂Fi
∂vj
(φ(T ), T )φ′j(T ) +
∂Fi
∂v8
(φ(T ), T ) = 0. (2.11)
The first equality follows from the definition of the functions φi, 1 ≤ i ≤ 7
given in the Appendix A. The second one is obtained by differentiating the
first one.
The next result concerns the stability of these zeros.
Proposition 2.4. The sign of the principal eigenvalue of the Jacobian
(Fτ )′(w∗) does not depend on τ ∈ [0, 1].
Proof. Since the function Fτ is monotone on C for every τ ∈ [0, 1], then the
Perron-Frobenius theorem guarantees that the principal eigenvalue, that is,
the eigenvalue with maximal real part of the Jacobian matrix is real.
Let w∗ = (w∗1, ..., w
∗
7 , T
∗), T ∗ ≥ 0 be one of the zeros of Fτ . The stability
of w∗ is preserved during the homotopy if the principal eigenvalue of the
Jacobian matrix does not change sign as τ varies. Let us denote by J τ =
(Fτ )′ the Jacobian matrix of Fτ . To prove that the principal eigenvalue does
not change sign as τ varies, we will show that the determinant of J τ (w∗) is
different from zero for all values of τ ∈ [0, 1]. To this end, let us check that
KerJ τ (w∗) = {0}.
Let q ∈ KerJ τ (w∗). Then we have:
(J τ (w∗)q)i =
7∑
j=1
∂Fi
∂vj
(w∗)qj +
∂Fi
∂v8
(w∗)q8 = 0. (2.12)
For i = 3 we get:
∂F3
∂v3
(w∗)q3 +
∂F3
∂T
(w∗)q8 = 0. (2.13)
Hence,
q3 = −∂F3
∂v3
(w∗)/
∂F3
∂T
(w∗)q8.
From Lemma 2.3 applied for i = 3 it follows that
dF3
dT
(w∗) =
∂F3
∂v3
(w∗)φ′3(T ) +
∂F3
∂v8
(w∗). (2.14)
Hence, applying (2.14) and (2.13) we have:
(J τ (w∗)q)3 = 0 ⇐⇒ q3 = φ′3(T ∗)q8.
We proceed with the other components in the following order: i = 4, 7, 5, 2,
6, 1. This successively provides: qi = φ
′
i(T
∗)q8, i = 1, ..., 7. Then the last
component of J τ (w∗).q is given by the equality:
8(J τ8 (w∗)q)8 =
∂F τ8
∂v8
(w∗)q8 +
∂F τ8
∂v1
(w∗)q1 +
∂F τ8
∂v6
(w∗)q6 =
(
∂F τ8
∂v8
(w∗) +
∂F τ8
∂v1
(w∗)φ′1(T
∗) +
∂F τ8
∂v6
(w∗)φ′6(T
∗))q8 = P
′(T ∗)q8.
By virtue of (1.6), P ′(T ∗) 6= 0. Hence q8 = 0, implying q = 0 and concluding
the proof. 
Proposition 2.4 affirms that stability of the stationary points w−, w¯ and
w+ does not depend on τ . Hence their stability is same for F and Fτ for
all τ ∈ [0, 1]. Consider τ = 1. The Jacobian matrix J 1 can be reduced to a
triangular matrix by taking the component in the order i = 8, 3, 4, 7, 5, 2, 6, 1.
Then the eigenvalue of matrix J 1(w∗) are given by its diagonal elements:
P ′(T ∗), −h1, −h2, −k3T ∗ − h3, −k4T ∗ − h4, −h5, −h6, −k7T ∗ − h7,
where T ∗ refers to either T+, T¯ or T−. The last seven eigenvalues are
negative for any of the points w−, w¯ and w+. Consequently, their stability
depends only on the sign of P ′(T ∗): if P ′(T ∗) < 0 the point is stable, if
P ′(T ∗) > 0 the point is unstable. Thus, the points w− and w+ are stable,
while w¯ is unstable.
3. Functional spaces and a priori estimates
In this section we will introduce functional spaces and will obtain a priori
estimates of solutions.
3.1. Ho¨lder spaces. We introduce Ho¨lder space Ck+α(R+), α ∈ (0, 1) con-
sisting of vector-functions from Ck bounded on R+ together with their deriva-
tives up to the order k, and the derivative of order k satisfies Ho¨lder condi-
tion. This space is equipped with the usual Ho¨lder norm. We set:
E
1 = {w ∈ C2+α(R+),w′(0) = 0},
E2 = Cα(R+).
(3.1)
We now introduce the weighted spaces E1µ and E
2
µ where µ is the weight
function, µ(x) =
√
1 + x2. The norm in these spaces is defined by the
equality:
‖w‖Eiµ = ‖wµ‖Ei , i = 1, 2. (3.2)
Thus, we consider the operator Aτ : E1µ → E2µ,
Aτ (w) = Dw′′ + Fτ (w). (3.3)
9We are looking for positive monotone solutions of the equation Aτ (w) = 0
such that w ∈ E1µ.
3.2. Bounded solutions. We will obtain a priori estimates of solutions of
the equation
Dw′′ +Fτ (w) = 0 (3.4)
with the boundary conditions:
w′(0) = w(+∞) = 0 (3.5)
assuming that
w′ < 0 for x > 0. (3.6)
Clearly, a solution of (3.4)-(3.5) with condition (3.6) is positive. The corre-
sponding wave problem (1.8) becomes as follows:
Du′′ + cτu′ + Fτ (u) = 0, (3.7)
u(±∞) = w±. (3.8)
We begin with L∞ of solutions of problem (3.4), (3.5). We first prove the
following lemma.
Lemma 3.1. There exists a function Ψ(s) = (ψ1, ..., ψ8) defined for s ≥ 0
such that: 

Ψ(0) = w−,Ψ > w− for s > 0,
ψi → wi,ℓ as s→∞, i = 1, ..., 7,
Fτ (Ψ) < 0 for s > 0 and τ ∈ [0, 1],
(3.9)
where wi,ℓ = lim
s→+∞
φi(s) for 1 ≤ i ≤ 7.
Proof. We set ψ0i (s) = φi(T
−+ s), i = 1, ..., 7, ψ08(s) = T
−+ s, and Ψ0(s) =
(ψ01(s), ..., ψ
0
8(s)). Then we have Ψ
0(0) = w−. Since the functions φi are
increasing, then Ψ0(s) > w− for s > 0. Finally, lim
s→∞
ψ0i (s) = wi,ℓ by
definition of these functions.
We note that F τi (Ψ
0(s)) = 0, i = 1, ..., 7, F τ8 (Ψ
0(s)) = P τ (T− + s) < 0
for s > 0. Next, set ψi(s) = φi(T
− + κis), where κi are some numbers,
Ψ(s) = (ψ1(s), ..., ψ8(s)). It can be directly verified that F
τ
i (Ψ(s)) < 0,
i = 1, ...7 for s > 0 if the following conditions are satisfied:
κ1 > κ6 > κ2 > κ5 > κ3 > κ4 > κ7 > κ8. (3.10)
Consider now F τ8 (Ψ(s)). Let κi = 1 + ελi, where λi > 0 are chosen
to satisfy (3.10). Since F τ8 (Ψ
0(s)) = P τ (T− + s) < 0 for s > 0, then
10
F τ8 (Ψ(s)) < 0 for s ≥ s0 > 0 with any s0 and all ε sufficiently small. It
remains to verify this inequality for 0 < s ≤ s0. Since (P τ )′(T−) < 0, then
(F τ8 )
′(Ψ(0)) < 0 for all ε sufficiently small. Therefore, F τ8 (Ψ(s)) < 0 for
0 < s ≤ s0 and s0 sufficiently small.

We can now obtain a uniform estimate of solutions.
Proposition 3.2. Consider a solution ŵ of problem (3.4), (3.5) with con-
dition (3.6). Then
ŵ(x) ≤ w− for x ≥ 0.
Proof. Since ŵ is decreasing, we only need to verify this result for wˆ(0). Let
us set wℓ = (w1,ℓ, ..., w7,ℓ, T
−) where wi,ℓ = lim
s→+∞
φi(s) for 1 ≤ i ≤ 7. We
claim that:
ŵ(0) < wℓ. (3.11)
We will first show that ŵi is bounded by wi,ℓ for i = 1, ..., 7. Suppose that
this is not the case and wˆi(0) ≥ wi,ℓ for some i. Since lim
s→+∞
φi(s) = wi,ℓ,
and φi(s) is increasing for s > 0, then ŵi(0) > φi(s) for s > 0.
Let us now proceed in the same order as for the computation of the
functions φi, and show that the former inequality leads to a contradiction.
Suppose that for i = 3 we have the inequality w3(0) > φ3(s) for all s > 0.
It follows that F3(ŵ(0)) < 0. From the equation for the component ŵ3(x)
it follows that ŵ′′3(0) > 0. This contradicts the monotonicity of the solu-
tion. The same approach applied the others components proves inequality
(3.11). Next, assume that ŵ8(0) ≥ T−. Since ŵi(0) < wi,ℓ, it follows that
F τ8 (ŵ(0)) < 0. As before, inequality ŵ
′′
8(0) > 0 leads to the contradiction.
In order to prove Proposition 3.2, we consider the function Ψ(s) from
Lemma 3.1. From (3.11) we have the inequality lim
s→+∞
Ψ(s) = wℓ > wˆ(0).
Hence it exists σ such that Ψ(σ) ≥ ŵ(0). Denote wσ = Ψ(σ). From Lemma
3.1 it follows that Fτ (wσ) < 0.
Consider the domain
D(wσ) = {w|w+i ≤ wi ≤ wσi , i ∈ {1, ..., 7}, w8 < T−} (3.12)
and its boundaries Γi(w
σ) = {w|wi = wσi , w+j ≤ wj ≤ wσj , j 6= i} for
i = 1, ..., 7.
Since ŵ(0) < wσ and ŵ(x) is decreasing, it follows that ŵ ∈ D(wσ).
Thanks to the monotony of Fτ given in (2.7), for every w ∈ Γi(wσ) we have
F τi (w) ≤ F τi (wσ) < 0.
We now decrease the value of σ. If the lemma is not true, then it exists
σ and a component ŵi(0) > w
−
i with ŵi ∈ Γi(wσ). We fix σ, and the
11
corresponding wσ, the minimal value for which ŵi ∈ Γi(wσ) holds. Then
ŵi(0) = w
σ
i and ŵj(0) ≤ wσj for all j 6= i, j < 8. The properties of D(wσ)
assure that F τi (ŵ(0)) < 0. Since ŵ is a solution (3.4), it leads to ŵi
′′(0) > 0
which is impossible since wˆi
′(0) = 0 and wˆi
′(x) < 0 for x > 0.

We will now obtain estimates of solutions in Ho¨lder spaces.
Theorem 3.3. Let condition (1.6) be satisfied and the speed cτ in problem
(3.7), (3.8) be positive for all τ in [0, 1]. Then there exists a constant R such
that for all τ and all solutions w of problem (3.4),(3.5) with condition (3.6)
the following estimate holds:
‖w‖E1µ ≤ R. (3.13)
Proof. From the uniform estimate of solution given by Proposition 3.2 it
easily follows that solutions of problem (3.4), (3.5) with condition (3.6) are
uniformly bounded in the Ho¨lder space without weight. Hence to prove the
theorem it is sufficient to prove that supx |w(x)µ(x)| is uniformly bounded.
The solutions decay exponentially at infinity. Therefore, the weighted
norm supx |w(x)µ(x)| is bounded for each solution. Suppose that the solu-
tions are not uniformly bounded in the weighted norm. Then there exists a
sequence wk of solutions of (3.4) such that:
sup
x≥0
|wk(x)µ(x)| → +∞ as k → +∞. (3.14)
These solutions can correspond to different values of τ .
Let ε > 0 be small enough, so that exponential decay of the solutions gives
the existence of a constant M , independent of k, such that the estimate
|wk(x)µ(x)| ≤M. (3.15)
follows from the inequality |wk(x)| ≤ ε. We choose ε small enough, such
|wk(0)| > ε (see inequality (3.22) below). Then there exists xk > 0 such
that |wk(xk)| = ε. Then we have:
|wk(x)µ(x− xk)| ≤M for x ≥ xk. (3.16)
If the sequence of xk is bounded, then |wk(x)µ(x)| is uniformly bounded.
Indeed, for 0 ≤ x ≤ xk ≤ supk(xk) < +∞ we have wk < w− from Lemma
3.2, and the estimate (3.16) holds for x ≥ supk(xk).
Suppose now that supk(xk) = +∞. Then we consider a subsequence of xk,
still written xk, such that xk → +∞. Consider the sequence of functions
zk(x) = wk(x + xk). We can extract a subsequence that converges to a
12
function z0 in C2loc(R). Then the function z0 is monotonically decreasing, it
is defined on R, and it satisfies the equation
Dz0
′′
+ Fτ0(z0) = 0, (3.17)
for some value τ0 ∈ [0, 1]. The estimate (3.16) still holds, hence, z0(+∞) =
w+. Moreover we have z0(−∞) = z−, where Fτ0(z−) = 0 and z− 6= w+
since |z0(0)| = ε. Then z0 is solution of (3.7) for cτ0 = 0. Since Fτ0
possesses exactly three stationary points, z− = w− or w¯. Both cases lead
to a contradiction.
Indeed, if z− is unstable (z− = w¯), then a solution of (3.7) exists if and
only if cτ < 0 [8]. If z− is stable (z− = w−), then z0 is a solution of (3.7)
and (3.8) with cτ0 = 0, which contradicts the assumption of Theorem 3.3,
that is, cτ > 0 for all τ . Hence the function z0 can not exist, and supk(xk) <
+∞, completing the proof of the uniform estimate in the weighted space.
Estimate (3.13) can now be easily proved by conventional methods.

3.3. Separation of monotone solutions. Problem (3.4), (3.5) can have
monotone solutions, satisfying condition (3.6) and called pulses, and non
monotone solutions. Since we are looking for monotone solutions, we need
to assure that the Leray-Schauder method can be applied to this kind of
solutions. The idea is to construct an open subset of E1µ containing all
pulses but such that the non monotone solutions are not in its closure. We
will prove that the monotone and non monotone solutions are separated in
the function space.
Theorem 3.4. Suppose that all monotone solutions of (3.4), (3.5) are uni-
formly bounded in E1µ. Then there exists r > 0 such that for all monotone
solution wM and all non monotone solution wN the estimate
‖wM −wN‖E1µ ≥ r
holds.
Remark. The existence of the uniform bound in E1µ is guaranteed by Theo-
rem 3.3.
To prove Theorem 3.4, we need beforehand two lemmas. First, let us prove
that a non negative solution of (3.4), (3.5) is either positive or identically
zero.
Lemma 3.5. Let ŵ(x) be a non negative solution of problem (3.4), (3.5)
for some τ ∈ [0, 1]. Then one of the two following conclusions holds:
• ŵ(x) ≡ 0 ,
• ŵ(x) > 0, x ≥ 0 .
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Proof. Let ŵ be a non negative solution. Suppose that there exists σ ≥ 0
and a component of the solution such that ŵi(σ) = 0. Since the solution
ŵ is non negative we have ŵ′i(σ) = 0 and ŵ
′′
i (σ) ≥ 0. Then from the
corresponding equation of system (3.4) we conclude that F τi (ŵ(σ)) ≤ 0.
Using the expression of Fτ given by (1.2), (2.8) and (2.6) we see that
F τi (w) = G
τ
i (w) − λi(w)wi, for some positive function λi which does not
depends on wi and where G
τ
i (w) ≥ 0 for w ≥ 0. Since ŵi(σ) = 0, it follows
F τi (ŵ(σ)) = 0.
Suppose, for example, that i = 1. Then from the equality F τi (ŵ(σ)) = 0
it follows that ŵ3(σ) = 0 or ŵ6(σ) = 0. We repeat the same arguments,
respectively, for i = 3 or i = 6 and conclude that some other components
vanish at x = σ. Finally, we get ŵ(σ) = 0. From the uniqueness of solution
of the Cauchy problem we conclude that ŵ(x) ≡ 0. The proof remains
similar for all other values of i for which the corresponding component of
the solution vanish.

The next result concerns the Jacobian matrix (Fτ )′.
Lemma 3.6. There exists a constant vector q > 0 such that (Fτ )′(0).q < 0
∀τ ∈ [0, 1].
Proof. The expression of the Jacobian matrix (Fτ ) is given in the Appendix
C. We notice that for (Fτ )′(0) we have θ1,3 = θ1,6 = θ2,4 = θ2,5 = 0.
The other elements of this matrix, θi,j and di are strictly positive, while
Hτ (0) = βτP ′(0)− ατh8 < 0. Direct calculations give:
(Fτ )′(0).q =


−d1q1
−d2q2
−d3q3 + θ3,8q8
−d4q4 + θ4,8q8
−d5q5 + θ5,7q7
−d6q6 + θ6,2q2 + θ6,5q5
−d7q7 + θ7,8q8
Hτ (0)q8 + θ8,1q1 + θ8,6q6


. (3.18)
Inequality (Fτ )′(0).q < 0 is satisfied if the following conditions hold:
q1 > 0, q2 > 0, q3 >
θ3,8
d3
q8, q4 >
θ4,8
d4
q8 ,
q5 >
θ5,7
d5
q7, q6 >
θ6,2q2 + θ6,5q5
d6
, q7 >
θ7,8
d7
q8, q8 >
θ8,1q1 + θ8,6q6
Hτ (0)
.
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The first four inequalities are independent and the last four inequalities lead
to the condition:
q5 >
θ5,7θ7,8
d5d7
(
θ8,1
Hτ (0)
q1 +
θ8,6
Hτ (0)
(
θ6,2
d6
q2 +
θ6,5
d6
q5
))
. (3.19)
It can be satisfied if the following estimate holds:
θ5,7θ7,8
d5d7
θ8,6
Hτ (0)
θ6,5
d6
< 1. (3.20)
It is equivalent to the condition:
βτP ′(0)h5h6h7 < −ατ (k5ρ5k6ρ6k7ρ7k8ρ8 − h5h6h7h8). (3.21)
The right-hand side of this inequality equals −ατ d
h3h4
(see (B.3)). Since
d < 0 due to conditions (1.7), then this expression is positive. To verify
(3.21), it remains to note that P ′(0) < 0. 
We now return to the proof of Theorem 3.4. Let us consider a sequence of
monotone solutions (wM,k)k≥0 of problem (3.4), (3.5) and a sequence of non
monotone solutions (wN,k)k≥0. First, we will prove that the set of monotone
solutions is closed. After that we will show that a squence of non monotone
solutions cannot converge to a monotone solution.
Let us start with the first step. Since (wM,k)k≥0 is bounded in E
1
µ, then
it is compact in E1. Therefore, we can extract a subsequence of (wM,k)k≥0,
still written (wM,k)k≥0, that converges in E
1. We call ŵ its limit. Thus we
have
Dŵ′′ + Fτˆ (ŵ) = 0
for some τˆ ∈ [0, 1]. Moreover, ŵ ≥ 0, ŵ′ ≤ 0. We will show that the solution
ŵ is a pulse, that is, it satisfies problem (3.4), (3.5) with condition (3.6).
First, let us prove that ŵ remains positive.
Lemma 3.7. The inequality ŵ(x) > 0 holds for all x ≥ 0.
Proof. To prove this lemma, it is sufficient to show that ŵ(0) > 0 and to
apply the Lemma 3.5. We remark that if at least one component of the
vector ŵ(0) equals zero, then the whole vector vanish, ŵ(0) = 0. If this is
the case, then wM,k(0)→ 0. Lemma 3.6 assures the existence of a positive
vector q such that for all τ ∈ [0, 1], (Fτ )′(0)q < 0. Let ε > 0. Then the
following expansion holds:
Fτˆ (εq) = Fτˆ (0) + ε(Fτˆ ))′(0).q + o(εq)
with Fτˆ (0) = 0 and (Fτˆ )′(0).q < 0. Hence Fτˆ (εq) < 0 for ε small enough.
Due to the continuity of the function Fτ with respect to τ , the inequality
Fτ (εq) < 0 holds for all τ close to τˆ . Furthermore the monotony property
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(2.7) assures that for any w ∈ Bε = [0, εq], w 6= 0, at least one component
of the vector Fτ (w) is negative.
Thus, for some component i and for some element k of the sequence, we
have the inequality F τki (w
M,k) < 0. Then from (3.4), we get wM,k
′′
i (0) > 0
implying that the function wM,ki (x) is not decreasing (since w
M,k′(0) =
0), which contradicts (3.6). Thus, ŵ(0) 6= 0. Lemma 3.5 guarantees the
positiveness of ŵ(x) for all x ≥ 0. 
Let us note that this lemma implies that pulse solutions are separated
from the trivial solution w ≡ 0:
∃η > 0 such that for any solution w of (1.9) ,w(0) > η. (3.22)
Lemma 3.8. The inequality ŵ′(x) < 0 holds for all x > 0.
Proof. Suppose that there exits a component ŵ of the solution and a value
x0 such that ŵ
′
i(x0) = 0. Denote v = −ŵ′i. Then v ≥ 0 since ŵ is a monotone
solution of problem (3.4), (3.5). Differentiation of the ith of system (3.4)
gives the following equality:
Div
′′(x) + v(x)
∂F τˆi
∂vi
(ŵ(x)) =
∑
j 6=i
∂F τˆj
∂vi
(ŵ(x))wˆ′j(x). (3.23)
We introduce the operator
Lv = Div
′′ + v
∂F τˆi
∂vi
(ŵ).
Since Fτˆ satisfies the monotonicity condition and, according to Lemma 3.2
ŵ is in C (defined in (1.3)), then ∂F
τˆ
j
∂vi
(ŵ(x)) < 0 for all j 6= i. Moreover,
the solution ŵ is decreasing. Consequently, the right-hand side of (3.23)
is positive. Thus, Lv ≥ 0. The operator L is elliptic and v reaches its
minimum at x0. Hence, the maximum principle states that v ≡ 0. Since ŵ
vanishes at infinity, it follows that ŵi ≡ 0, which is impossible. 
Lemmas 3.7 and 3.8 prove that ŵ is a pulse, that is, a solution of problem
(3.4), (3.5) with condition (3.6). Hence the set of pulse solutions is closed
in E1µ. We will now conclude the proof of Theorem 3.4 and prove that a
sequence of non monotone solutions cannot converge to a monotone solution.
Proof. Let us assume that the separation between monotone and non mono-
tone solutions does not hold. Then we can find a sequence of monotone so-
lutions (wM,k) and a sequence of non monotone solutions (wN,k) such that
‖wM,k−wN,k‖E1µ → 0. As it is shown in Lemmas 3.7 and 3.8, we can extract
a subsequence from (wM,k), still denoted by (wM,k), that converges to some
pulse solution ŵ. Then we have the convergence wN,k → ŵ, possibly for
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a subsequence. Next, we can extract a subsequence, for which we keep the
same notation, for which some given component i is non monotone. The
solution wN,k belongs to C1. Hence there exists a sequence xk > 0 such that
wN,k
′
(xk) = 0. Then there exists a subsequence, still written as xk, such
that xk → x0. There are three possible values for the limit x0:
• x0 ∈]0,+∞[,
• x0 = +∞,
• x0 = 0.
We will show that none of them is possible. If x0 ∈]0,+∞[, then ŵ′i(x0) = 0.
We obtain a contradiction with Lemma 3.8.
Next, we consider the case x0 = +∞. We claim that for k and y large
enough the non monotone solution is decreasing: wN,k
′
(x) < 0 for x ≥ y.
Consequently, we will have x0 < +∞ reducing this case to the previous
one. According to Lemma 3.6, there exits a vector q > 0 such that for all
τ ∈ [0, 1] we have (Fτ )′(0).q < 0. Since the function (Fτ )′ is continuous with
respect to τ , then there exist δ > 0 and ε > 0 such that for τ and w ∈ R8
satisfying |τ− τˆ | < ε and ‖w‖R8 < δ, we have the inequality (Fτ )′(w).q < 0.
The solution ŵ is decreasing (Lemma 3.8) and converges to 0 at infinity.
Hence there exists y > 0 such that for all x ≥ y we have the estimate
‖ŵ(x)‖R8 < δ. The sequence (wN,k) converges to ŵ in E1µ. Then for k1
large enough and k ≥ k1 we have |τk− τˆ | < ε and |wN,k(x)‖R8 < δ for x ≥ y.
Moreover, (wN,k)′(y) < 0.
Let us show that (wN,k)′(x) remains negative for x ≥ y. We differentiate
(3.4) and denote zk(x) = −(wN,k)′(x). Then
Dzk
′′
+ Fτ
′
k(wN,k).zk = 0. (3.24)
Suppose that there exist k ≥ k1 and x > y such that zik(x) < 0 for some
component of the function zk(x). Since zk(y) > 0 and zk(∞) = 0, then
there exists a constant a such that ζk(x) = zk(x) + aq ≥ 0, and a value
s > y such that ζi
k(s) = 0. Then the function ζi
k(x) satisfies the equation:
Diζi
k′′ + Fi
τ ′
k(wN,k)ζi
k + ak = 0, (3.25)
where ak = −a
∑
j 6=i Fj
τ ′
k(wN,k)qj > 0 since k > k1 and x > y. Thus
(ζi
k)′′(s) < 0, which contradict the fact that s is a minimum.
Finally, we consider the case x0 = 0. Since ŵ is a solution of problem
(3.4), (3.5) with conditio (3.6), it follows that Fτ̂ (ŵ(0)) ≥ 0. First, let us
prove that
Fτˆ (ŵ(0)) > 0. (3.26)
Suppose that this is not true. Then there exists a component of the solution
such that Fi(ŵ(0)) = 0. Set z(x) = −ŵ′i(x), then we differentiate (3.7) in
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order to obtain:
Diz
′′(x) +
∂F τˆi
∂vi
(ŵ(x))z(x) + a(x) = 0, (3.27)
where a(x) = −∑j 6=i ∂F τˆi∂vj (ŵ(x))ŵ′j(x) ≥ 0. Since z(0) = 0 and z′(0) = 0, it
leads to a contradiction with the Hopf lemma.
The functionswN,k(x) converge to ŵ(x). Consequently for k large enough
we have Fτk(wN,k(0)) > 0. Hence, there exist ε > 0 small enough and a
constant k1 such that for x ∈]0, ε[ and k ≥ k1 we have Fτk(wN,k(x)) > 0.
Hence (wN,k)′(x) < 0 in the interval ]0, ε[, and the convergence xk → 0 does
not hold.

In this section we obtained a priori estimates of monotone solutions and
proved that they are separated from non monotone solutions. In the next
section we will prove Theorem 1.1.
4. Proof of the main theorem
In this section the main Theoreme 1.1 will be proved. The first part of
the proof will be devoted to the existence of pulse solutions if the wave speed
is positive. The function g defined at the first step of the homotopy (2.2)
will be established in order to preserve the positiveness of the wave speed
along the homotopy. Then we will prove that the pulse problem (3.4), (3.5)
with condition (3.6) possesses a solution for τ = 1. Finally, we will find the
value of the topological degree of the operator A1, and we will show that it
does not change along the homotopy. We will use here Theorems 3.3 and
3.4 presented in Section 3. The second part of the proof will be devoted to
the non existence of solution of problem (1.9) if the wave speed c in problem
(1.8) is non positive.
4.1. Positiveness of the wave speed. Let us start with the preservation
of the positiveness of the wave speed. We assume that the wave speed c,
also denoted as c0 = c, in problem (1.8) is positive:
c > 0. (4.1)
We will construct a function g that satisfies (2.1) and which will provide a
positive wave speed along the homotopy.
We begin with τ ∈]0, τ1]. The definition of the homotopy (2.2) leads to
the inequalilty F τ8 > F
0
8 independently of the choice of g. Consequently,
using the result of [7] (pages 111-134), we have cτ ≥ c0. Hence
∀τ ∈ [0, τ1], cτ > 0. (4.2)
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Let us consider τ ∈]τ1, 1]. The homotopy on this interval is defined by
equality (2.3). For w ∈ C and for τ ∈ [τ1, 1] we have
F τ8 (w) ≥ τ1g(T ) − h8T ≡ G(T ). (4.3)
The condition (2.1) on g(T ) leads to G(0) = 0 and G′(0) = −h8 < 0. Then
we can find a function g(T ) such that G(T ) satisfies the following conditions:

G(T ) possesses exactly three zeros in [0, T−] : 0, T1, T2,
0 < T1 < T2 < T
−,
G(T ) < 0 for 0 < T < T1, G(T ) > 0 for T1 < T < T2,
G(T ) < 0 for T2 < T < T
−.
(4.4)
We can now establish the condition providing the positiveness of the wave
speed along the homotopy:
Proposition 4.1. Suppose that function g(T ) satisfies conditions (2.1),
(4.4). Furthermore, assume that∫ T2
0
G(s)ds > 0. (4.5)
Then cτ > 0 for τ ∈ [τ1, 1].
Proof. Let us consider the scalar parabolic equation
∂θ
∂t
=
∂2θ
∂x2
+G(θ) (4.6)
on the whole axis with the initial condition θ(x, 0) = θ0(x), where θ0(x) is
a monotonically decreasing function, θ0(+∞) = T+ = 0 and θ0(−∞) = T1.
Since the function G(T ) satisfies the condition (4.4), the solution of (4.6)
converges to a traveling wave θ1(x− c1t). The wave speed c1 has the sign of
the integral (4.5). Hence, by hypothesis, c1 > 0.
Next, we claim that
cτ > c1, ∀τ ∈ [τ1, 1]. (4.7)
In order to prove this inequality, we consider the parabolic problem:
∂vτ
∂t
=
∂2vτ
∂x2
+ Fτ (vτ ), vτ (x, 0) = v0(x). (4.8)
Let us assume that v0(−∞) = w− and v0(+∞) = w+, then the solution of
(4.8) converges to the wave solution uτ (x− cτ t) with the wave speed cτ .
Similarly to (4.8) we consider the problem
∂zτ
∂t
=
∂2zτ
∂x2
+Hτ (zτ ), zτ (x, 0) = z0(x), (4.9)
where Hi(v) = F
τ
i (v) for i = 1, ..., 7 and H8(v) = G(v8). Furthermore, we
assume that z08(x) = θ
0(x) and z0i (x) ≡ 0 for i = 1, ..., 7.
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Let us assume that v08(x) ≥ z08(x) on the whole axis. Taking into account
that Fτ (v) ≥ Hτ (v), and v0 ≥ z0, we conclude that vτ (x, t) ≥ zτ (x, t) for
all x ∈ R and t > 0. Since vτ converges to the wave with the speed cτ and
zτ to the wave with the speed c1, then c
τ ≥ c1 > 0. 
We have shown that it is possible to find a function g(T ) satisfying (2.1)
such that the wave speed cτ remains positive along the homotopy. Let us
fix such a function g(T ) and proceed to the resolution of the pulse problem
for τ = 1.
4.2. Scalar equation: the case τ = 1. Consider problem (3.4), (3.5) with
condition (3.6) for τ = 1. We have the equation for the last component T
independent of the other equations:

D8T
′′ + P (T ) + τ1g(T ) = 0,
T ′(0) = T (+∞) = 0,
T ′(0) < 0, for x > 0.
(4.10)
Lemma 4.2. Let P (T ) satisfy (1.6) and g(T ) satisfy (2.1), (4.4), (4.5).
Then problem (4.10) possesses a unique solution.
Proof. The second-order equation in (4.10) can be written as the system of
first-order equations: 
w
′ = p
p′ = −f(w),
(4.11)
where f(w) = (P (w) + τ1g(w))/D8. From (4.11) it follows that:
pp′ = −w′f(w). (4.12)
Integrating this equation, and taking into account that p(0) = 0, we get:
1
2
p2(w) =
∫ w(0)
w
f(u)du. (4.13)
The function f only changes sign once on ]0, T−[ since P and g satisfy
respectively (1.6) and (2.1). Moreover, (4.5) assures that the integral of f
on [0, T−] is strictly positive, and Lemma (3.2) guarantees that w(0) < T−,
hence it exists a unique value w0 = w(0) satisfying:∫ w0
0
f(u)du = 0, 0 < w0 < T
−. (4.14)
Hence, the right-hand side of equation (4.13) is non-negative. Its solution
provides a solution of system (4.11).

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Thus scalar equation possesses a pulse solution. We now consider system
(3.4) for τ = 1. We claim the following result.
Proposition 4.3. Let P (T ) satisfy (1.6) and g(T ) satisfy (2.1), (4.4) and
(4.5). Then problem (3.4), (3.5) with condition (3.6) possesses a unique
solution for τ = 1.
Proof. The last equation of (3.4) for τ = 1, that is the equation for T , is
independent from the other equations. Lemma 4.2 assures the existence
and uniqueness of a monotone solution T (x) satisfying (4.10). Let us fix
this function T (x).
In the rest of the proof, we will first show the existence and uniqueness
of a positive solution of problem (3.4), (3.5), and then we will prove that
this solution is monotone. In both steps we will proceed in the same order
of components of solution as for the computation of the functions φi.
First, let us focus on the existence of a positive solution of problem (3.4),
(3.5). We start with the third component, and we have the following prob-
lem:
D3w
′′
3 − (k3T + h3)w3 = −k3ρ3T, (4.15)
w′3(0) = 0.
We introduce the operator
Lu = D3u
′′ − (k3T + h3)u,
and we are looking for a solution v3 ∈ E1µ of the equation Lv3 = −k3ρ3T .
Then we have Lv3 < 0 and a3(x) = k3T (x)+ h3 > h3 > 0. Hence, the oper-
ator L is invertible, and there exists ε > 0 such that for all λ ∈ Spect {L},
we have the estimate ℜλ < −ε. Consequently, there exists a unique solution
w3 of problem (4.15), and the solution satisfies the inequality w3(x) > 0 for
all x ≥ 0.
Proceeding with the same method for the other components (and in the
same order as for the computation of φi) we prove the existence and unique-
ness of a solution w(x) to (3.4) with the boundary condition w′(0) = 0.
Let us now prove that this solution is monotonically decreasing. Lemma
4.2 already states that w′8 < 0. Once again we proceed in the same order
for the components of solution, starting with the third component. Let
v(x) = −w3(x). Differentiation of equation (4.15) leads to the equation:
D3v
′′ − a3(x)v = −k3ρ3T ′ − k3w3T ′. (4.16)
Setting f3 = −k3ρ3T ′ − k3w3T ′ we note that v satisfies the equation Lv =
f3 > 0. Hence, as for the existence of w3, we get v > 0. Consequently it
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follows that w3
′(x) < 0 for x > 0. We repeat the same argument for the
other components of solution.
Let us investigate the behavior of w(x) at infinity. Since w(x) is positive
and decreasing, then there is a limit at +∞. Consequently w′′ has also a
limit, and this limit is 0. Then we have F1(w(+∞)) = 0. Moreover, Lemma
4.2 assures that w8(+∞) = 0. Hence, w(+∞) = 0. 
We have proved that the problem (3.4), (3.5) with condition (3.6) pos-
sesses exactly one solution for τ = 1. Now let us show that the topological
degree is different from 0 and that it is preserved along the homotopy.
4.3. Leray-Schauder method and the existence of pulses. We us the
construction of the topological degree for elliptic operators in unbounded
domains in weighted Ho¨lder spaces [6]. In order to calculate its value, we
need to assure that the operator Aτ defined by (3.3) and linearized about
this solution does not have a zero eigenvalue. We consider the eigenvalue
problem for system (3.4) linearized about a pulse solution w:
Dv′′ + (F1(w))′v = λv, (4.17)
on the half-axis x > 0 with the boundary conditions:
v′(0) = 0, v(+∞) = 0. (4.18)
Here v ∈ E1µ. We claim the following result.
Proposition 4.4. All eigenvalues of the linearized problem (4.17), (4.18)
are different from 0.
Proof. Let us assume that the assertion of the proposition does not hold.
Then there exists a nonzero function v such that
Dv′′ + (F1)′(w)v = 0,
and v′(0) = 0, v(+∞) = 0.
The last component of v8 of the solution satisfies the equation
D8v
′′
8 + (F
1
8 )
′(T )v8 = 0, v
′
8(0) = 0, v8(∞) = 0. (4.19)
independent of other equations. We will show that it leads to a contradiction.
Let us note that v8(0) 6= 0. Indeed, otherwise v8(x) ≡ 0. In this case, it can
be easily proved that all other components of the solution are also identical
zeros. Without loss of generality we can assume that v8(0) > 0.
Next, we differentiate equation (4.10) and set u = −T ′, where T is the
solution of problem (4.10) given by Lemma 4.2. It satisfies the problem
D8u
′′ + (F 18 )
′(T )u = 0, u(0) = 0, u(∞) = 0. (4.20)
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Moreover, u(x) > 0 for all x > 0.
Let us recall that (F 18 )
′(T ) = P ′(T ) + τ1g
′(T ). Since g(T ) satisfies (2.1)
and P (T ) satisfies (1.6), it follows that (F 18 )
′(0) < 0. Furthermore, the
function T (x) converges to 0 at infinity, so there exists x∗ > 0 such that
(F 18 )
′(T (x)) < 0 for x ≥ x∗. We need the following lemma to continue the
proof of the proposition.
Lemma 4.5. Suppose that solution z(x) 6≡ 0 of the equation
D8z
′′ + (F 18 )
′(T (x))z = 0, z(∞) = 0. (4.21)
is such that z(x0) ≥ 0 for some x0 > 0. If (F 18 )′(T (x)) < 0 for x ≥ x0, then
z(x) > 0 for x ≥ x0.
Proof. Suppose that the assertion of the lemma does not hold. Then there
exists x1 > x0 such that z(x1) ≤ 0. Since z(∞) = 0, then z(x) admits a
minimum x2 ≥ x1. If z(x2) = 0, then z(x2) = z′(x2) = 0, and z ≡ 0, which
is impossible. Hence z(x2) < 0. In this case we have (F
1
8 )
′(T (x2))z(x2) > 0.
Hence, z′′(x2) < 0 which contradicts the fact that x2 is a minimum. 
We now return to the proof of the proposition. Let v(x) be a solution of
problem (4.19). Let us recall that v(0) > 0. Consider, first, the case where
v(x) > 0 for all x ≥ 0. We compare this solution with the solution u(x) of
problem (4.19). Set uk(x) = kv(x) − u(x), where k is the minimal positive
number such that uk(x) ≥ 0 for 0 ≤ x ≤ x0, where x0 is the same as in
Lemma 4.5. Then uk(x∗) = 0 for some x∗ ∈ (0, x0] and uk(x) ≥ 0 for 0 ≤
x ≤ x0. If x∗ ∈ (0, x0), then by virtue of the maximum principle, uk(x) ≡
0. Hence kv(x) ≡ u(x). We obtain a contradiction with the boundary
conditions since v(0) > 0 and u(0) = 0. If x∗ = x0, then it follows from
Lemma 4.5 that uk(x) ≥ 0 for all x ≥ x0. Therefore, uk(x) ≥ 0 for all x ≥ 0
and uk(x∗) = 0. As above, we obtain a contradiction with the maximum
principle.
Consider now the case where v(x) changes sign. Therefore, there is a
value xˆ > 0 such that v(xˆ) = 0. Since v(x) 6≡ 0 for x ≥ xˆ, then, without
loss of generality, we can assume that it has some positive values. Indeed,
otherwise we multiply this solution by −1 since we do not use condition
v(0) > 0 anymore. As before, we compare solutions u(x) and v(x) on the
half-axis x ≥ xˆ taking into account that u(x) > 0 for x ≥ xˆ. A similar
contradiction completes the proof of the proposition.

We can now complete the proof of the existence of solutions. Propositions
4.3 and 4.4 affirm that problem (3.4), (3.5) with condition (3.6) possesses
a unique solution for τ = 1 and that the operator linearized about this
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solution does not have a zero eigenvalue. Then the topological degree for
this problem is given by the expression [8]:
γ∗ =
K∑
k=1
(−1)νk , (4.22)
where K is the number of solutions and νk is the number of positive eigen-
values for the problem linearized around each solution together with their
multiplicity. HereK = 1 since we have exactly one solution, hence, it follows
that γ∗ 6= 0.
From Theorem 3.3 it follows that there exists a ball B containing all
the monotone solutions of the equation Aτ (w) = 0. The operator Aτ is
proper on closed bounded set with respect to both w and τ , hence the set
of monotone solutions of this equation is compact. The separation Theorem
3.4 implies that we can construct a compact domain D that contains all
monotone solutions of the equation Aτ (w) = 0 for all τ ∈ [0, 1], and it does
not contain any non monotone solution. In fact, we can consider D as the
union of the ball of radius r around each solution. For this domain the
topological degree of the problem remains unchanged along the homotopy:
γ(Aτ ,D) = γ(A1,D) = γ∗ 6= 0, ∀τ ∈ [0, 1]. (4.23)
Consequently γ(A0,D) 6= 0, and the problem (1.9) possesses a solution.
4.4. Non existence of pulses for c ≤ 0. We will now prove that problem
(1.9) does not possess any solution if the wave speed c in problem (1.8) is
non positive. We use a similar approach as presented in [3]. Let us first
assume that the wave speed c in problem (1.8) is negative. Suppose that
there exists a solution w(x) of problem (1.9), and we extend this solution
on R by parity. Let us consider the parabolic problem:


∂v
∂t
= D ∂
2
v
∂x2
+ F (v),
v(0, x) = v0(x),
(4.24)
where the initial condition satisfies the inequality:
v0(x) > w(x) ∀x ∈ R, (4.25)
and the conditions at infinity:
v(−∞) = w−, v(+∞) = w+. (4.26)
From the comparison theorem it follows that the solution v(x, t) of this
problem satisfies the inequality v(x, t) > w(x) for all x and t ≥ 0. Further-
more, according to [8], the solution v(x, t) converges to the traveling wave
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u(x− ct+ h):
lim
t→+∞
sup
x∈R
|v(x, t) − u(x− ct+ h)| = 0. (4.27)
Here h is some number.
Since c < 0, then limt→+∞ v(x, t) = w
+ for any x. We obtain a contra-
diction with the inequality v(x, t) > w(x) since w(x) > w+. Thus, there is
no pulse solution for c < 0.
Let us now consider the case c = 0. Problem (1.8) with c = 0 has a
solution u(x), and for any constant h, the function uh(x) = u(x−h) is also
a solution.
First, let us show that if uh(N) > w(N) for some N large enough, then
uh(x) > w(x) for x ≥ N. (4.28)
Indeed, the difference z(x) = uh(x) > w(x) satisfies the equation similar to
equation (3.24). The required property was proved above for this equation.
Denote by h0 the minimal value of h for which u
h(x) > w(x) for all
x ≤ N . Then uh0(x) ≥ w(x) for x ≤ N , and uh0i (x0) = wi(x0) for some
x0 ≤ N and for some component i of the solution. By virtue of (4.28),
uh0(x) ≥ w(x) for all x ∈ R. Equality uh0i (x0) = wi(x0) gives a contradiction
with the maximum principle. This contradiction proves that there are no
pulse solutions for c = 0.
5. Discussion
Blood coagulation propagates in plasma as a reaction-diffusion wave. Its
properties and the convergence to this wave from some initial distribution
have important physiological meaning. We will discuss here the biological
interpretation of the mathematical results.
Let us begin with the number and stability of stationary points. As it was
indicated in Section 1, they are determined by the number and stability of
zeros of the polynomial P (T ). Depending on parameters, it can have from
one to four non negative zeros including T = 0 and, possibly, from one to
three positive zeros. If there is only the trivial equilibrium T = 0, then the
reaction-diffusion wave does not exist, and blood coagulation cannot occur.
If there is one or three positive zeros of the polynomial P (T ), then this is
so-called monostable case where the point T = 0 is unstable with respect
to the corresponding kinetic system (without diffusion). In this case, blood
coagulation begins under any small perturbation of the trivial equilibrium
which is not possible biologically. The only realistic from the physiological
point of view situation is realized with two positive equilibria corresponding
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to the bistable case. The trivial equilibrium T = 0 is stable, and blood
coagulation begins if the initial perturbation exceeds some threshold level.
The initial production of blood factors after injury occurs due to the inter-
action of blood plasma with the damaged vessel wall. This initial quantity of
blood factors should be sufficiently large in order to overcome the threshold
level and to initiate blood coagulation. Therefore, it is important to deter-
mine these critical conditions. We show in this work that the threshold level
of the initial quantity of blood factors is given by the pulse solution of the
reaction-diffusion system. This solution exists if and only if the speed of
the travelling wave is positive. Hence, we come to the following conditions
of blood coagulation: the wave speed is positive and the initial condition
should be greater than the pulse solution.
An approximate analytical method to determine the wave speed is sug-
gested in [1]. The system of equation is reduced to a single equation by some
asymptotic procedure. It is the same equation for the thrombin concentra-
tion
∂T
∂t
= D
∂2T
∂x2
+ P (T ) (5.1)
as the equation considered above to construct the homotopy in the Leray-
Schauder method. There is a simple analytical condition providing the posi-
tiveness of the wave speed for this equation: the integral
∫ T−
0 P (T )dT should
be positive. If the wave speed is negative, then blood coagulation does not
occur. If the wave speed is positive but it is less than some given physiologi-
cal values, then blood coagulation is insufficient leading to possible bleeding
disorders such as hemophilia. If the speed is too large, then excessive blood
coagulation can lead to thrombosis. The analytical approach suggested in
[1] gives a good approximation of the wave speed obtained for the system of
equations and in the experiments.
The second criterium of blood coagulation concerns the initial condition.
If the wave speed is positive, then, as we prove in this work, there exists
a pulse solution. The initial condition should be greater than this pulse
solution. For the scalar equation the solution will then locally converge to
the second stable equilibrium. It is also proved that it converges to the
travelling wave solution. For the system of equations, local convergence to
the second stable equilibrium can also be proved using the method of upper
and lower solutions. Convergence to the travelling wave is not proved but it
can be expected since it takes place for the scalar equation approximating the
system of equations. If the initial condition is less than the pulse solution,
then the solution will decay converging to zero. Blood coagulation does not
occur in this case. Mathematically, this convergence can be proved both for
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the scalar equation and for the system of equations by the same method of
upper and lower solutions.
The results of this work essentially use the monotonicity property of the
reaction-diffusion system. This property implies the applicability of the
maximum principle and of some other mathematical methods. The model
considered here is a simplification of more complete models of blood coag-
ulation. Though they may not satisfy the monotonicity property, we can
expect that similar qualitative properties of solutions will also be valid for
these more complete models.
Finally, let us note that the approach developed in this work can be
applied for some models of blood coagulation in flow. This question will be
investigated in the subsequent works.
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Appendix A. Expression of the function φ
The function φ(T ) = (φ1(T ), ..., φ7(T )) such that F(φ(T ), T ) = 0 is given
by the following expressions:
v1 =
k1
h1
φ3(T )φ6(T ) = φ1(T ), (A.1)
v2 =
k2
h2
φ4(T )φ5(T ) = φ2(T ), (A.2)
v3 =
k3ρ3T
k3T + h3
= φ3(T ), (A.3)
v4 =
k4ρ4T
k4T + h4
= φ4(T ), (A.4)
v5 =
k5ρ5φ7(T )
k5φ7(T ) + h5
= φ5(T ), (A.5)
v6 =
ρ6(k6φ5(T ) + k¯6φ2(T ))
k6φ5(T ) + k¯6φ2(T ) + h6
= φ6(T ), (A.6)
v7 =
k7ρ7T
k7T + h7
= φ7(T ), (A.7)
For each i = 1, ..., 7, the function φi satisfies Fi(φi(T ), T ) = 0 for T ≥ 0.
Then φ is obtain by successively determining: φ3, φ4, φ7, φ5, φ2, φ6 and φ1.
This order of computing will often be used in this work. It can be noticed
that the functions φi are rational fractions with no positive poles.
The following properties of the functions φi are straightforward:

φi(0) = 0,
φi(T ) > 0 and φ
′
i(T ) > 0 for T > 0,
lim
T→+∞
φi(T ) = wi,ℓ <∞.
(A.8)
Furthermore we note that for i = 3, ..., 7 and T < T 0, φi(T ) < ρi.
Appendix B. Description of P
In the Appendix A we saw that the φi are rational fractions, hence it is
also the case for P since P satisfies (1.5). We have:
P (T ) =
P1(T )(T
0 − T )
P2(T )
− h8T, (B.1)
where P1 and P2 are third degree polynomials with positive coefficients,
hence P2(T ) > 0 for T ≥ 0. Then the numerator of P denoted R is:
R(T ) = P1(T )(T
0 − T )− h8P2(T )T. (B.2)
The computation of the coefficients of R shows that it is a fourth degree
polynomial: R(T ) = aT 4 + bT 3 + cT 2 + dT . Since the coefficient of P1 and
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P2 are positive, we can note that the coefficient a is negative. Only the
explicit form of the coefficient d is used:
d = k5ρ5k6ρ6k7ρ7k8ρ8h1h2h3h4 − h1h2h3h4h5h6h7h8 (B.3)
Appendix C. Jacobian matrix (Fτ )′
The matrix has the form:
J τ (v) =


−d1 0 θ1,3 0 0 θ1,6 0 0
0 −d2 0 θ2,4 θ2,5 0 0 0
0 0 −d3 0 0 0 0 θ3,8
0 0 0 −d4 0 0 0 θ4,8
0 0 0 0 −d5 0 θ5,7 0
0 θ6,2 0 0 θ6,5 −d6 0 0
0 0 0 0 0 0 −d7 θ7,8
θ8,1 0 0 0 0 θ8,6 0 H
τ


(C.1)
where Hτ = P ′(T ),

d1 = h1, d2 = h2, d3 = k3T + h3, d4 = k4T + h4,d5 = k5v7 + h5, d6 = k6v2 + k6v5 + h6, d7 = k7T + h7 (C.2)
θ1,3 = k1v6, θ1,6 = k1v3, θ2,4 = k2v5,θ2,5 = k2v4, θ3,8 = k3(ρ3 − v3) (C.3)

θ4,8 = k4(ρ4 − v4), θ5,7 = k5(ρ5 − v5),
θ6,2 = k6(ρ6 − v6), θ6,5 = k6(ρ6 − v6)
θ7,8 = k7(ρ7 − v7), θ8,1 = k8ατ (T 0 − T ), θ8,6 = k8ατ (T 0 − T )
(C.4)
