Abstract. This paper introduces an order proximity on a collection of objects induced by a partial order using the Smirnov closeness measure on a Száz relator space. A Száz relator is a nonempty family of relations defined on a nonvoid set K. The Smirnov closeness measure provides a straightforward means of assembling partial ordered of pairwise close sets. In its original form, Ju. M. Smirnov closeness measure δ(A, B) = 0 for a pair of nonempty sets A, B with nonvoid intersection and δ(A, B) = 1 for non-close sets. A main result in this paper is that the graph obtained by the proximity is equivalent to the Hasse diagram of the order relation that induces it. This paper also includes an application of order proximity in detecting sequences of video frames that have order proximity.
Introduction
This paper introduces proximities in terms of order relations on sets of objects with proximity induced by the order. Axioms for the closeness (proximity) of nonempty sets have been given in terms of set intersections [11] [2] [3]. Different proximities consider different associated sets such as set closures [12] , set interiors [5] and set descriptions [4] .
Traditionally, the closeness (proximity) of nonempty sets is viewed in terms of asymptotically close sets or those sets that have points in common. With descriptive proximity, closeness of non-disjoint as well as disjoint nonempty sets occurs in cases where sets have matching descriptions. A description of a set is a feature vector whose components are feature values that quantify the characteristics of a set. Instead of the usual forms of proximity, the paper considers proximities relative to a partial ordering of elements of a set or collections of elements of sets or collections of nonempty sets or collections of cells in a cell complex or descriptions of collections of nonempty sets using a combination of a Száz relator [8, 9 , 10] on a nonempty set and the Smirnov closeness measure [6, 7] . The main result in this paper states the equivalence of graphs obtained by proximity to the Hasse diagrams of order relations from which they are induced(see Theorem 6) .
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Preliminaries
Recall that a binary relation is a subset of the Cartesian product,X × Y . Then, then, ≤ is termed a total order. Hence, the total order is a special case of a partial order.
Example 2. Let us consider the Hasse diagrams for the ordered sets considered in example 1. It can be seen that the operation ≤ on Z is a total order the Hasse diagram, Fig. 1 .1, is a path graph(similar to a line in which each node except the terminating node is connected to two other nodes). That is why a total order is also called a linear order. Now let us look at the Hasse diagram for the (2 X , ⊆), where X = {x, y, z} shown in Fg. 1.2. Comparing this diagram with the diagram for total order in Fig. 1.1 , the difference between partial and total order become evident. In total order we can compare any two elements as there is a path between them. Whereas for the partial order as shown in Fig. 1.2 there is no path between {x} and {y}. This is also true for all the singletons pairwise and all the subsets of size 2 such as {x, y}.
Ternary relaiton defined for three sets X, Y, Z, is the subset of X × Y × Z and is an extension of the binary relation. Using this notion, If the totality condition is not satisfied we get a partial cyclic order, but in this paper we will restrict ourselves to the total cyclic order.
Example 3. Let us explain the triples [a, b, c] yielded by the ternary relation γ. It means that the points are ordered so that in order to move from a to c one has to pass through b. Thus, the order is defined using three elements of the set rather than two as in the total/partial orders. It can be seen that if we have a cycle represented as Proximity is used to study whether sets in a space are near or far. It can be defined as a binary realtion on a space that yields pairs of subsets that are near each other. We will use the Smirnov functional notation for proximity i.e. δ(A, B) = 0 if A and B are near and δ(A, B) = 1 if they are far.
Different criteria for nearness yield varying proximities. Suppose A, B ⊂ X, A ∩ B ⇒ δ(A, B) = 0 is the centeral axiom of Cȇch [11] and Lodato spatial [2] , [3] proximities. Wallman proximity [12] uses δ(A, B) = 0 ⇔ cl A ∩ cl B ≠ ∅, where cl A is the closure of A. Strong proximity [5] uses, int A∩int B ≠ ∅ ⇒ ⩕ δ(A, B) = 0, where int A is the interior of A. The idea of a proximity can be extended to near sets using the notion of a probe function, φ ∶ 2 X → R n , that assigns a feature vector to Figure 2 . This figure illustrates the concept of proximity spaces. Fig. 2 .1 is the space X that has been equipped by proximity relations. Fig. 2 .2 is the graph obtained by considering the spatial Lodato proximity δ. Fig. 2 .3 is the graph obtained using the descriptive Lodato proximity δ Φ .
subsets of the space. We generalize the classical intersection as: Example 4. Let us consider the space X with the family of subsets {A 1 , A 2 , A 3 , A 4 , A 5 } as shown in Fig. 2.1 . It can be seen that if we consider the spatial Lodato proximity then {A 1 , A 2 , A 3 } are pairwise proximal as they share a common point. δ(A 4 , A 5 ) = 0 as they share a common edge. Now, before we move on to drawing the proximity graph for spatial Lodato δ, it must be noted that all the proximity relations that we have considered are symmetric i.e. δ(A, B) = 0 ⇔ δ(B, A) = 0. This is different from the order relations that are antisymmetric. Hence, the proximity diagram for spatial Lodato shown in Fig. 2.2 is an undirected graph. Now let us consider the descriptive Lodato proximity δ Φ . We can see that δ Φ (A 1 , A 4 ) = 0 and δ Φ (A 3 , A 5 ) = 0 as their interior has the same color. The proximity diagram in this case, as shown in Fig. 2 .3, is also undirected as it is a symmetric relation.
Order Induced Proximities
Previous works define proximity using a set of axioms. In this work we use different order relations to induce a proximity relation. We have introduced the notion of an ordered set which is a pair (X, ≤), where X is a set and ≤ is an order relation. We generalize this structure using the notion of a relator space (X, R), X is a set and R is a family of relations. We begin by studying the proximity induced by a partial order defined in def. 1.
Definition 4.
Let there be a relator space (X, {≤}), where ≤ is a partial order then we define for a, b ∈ X
Here,δ ≤ is the proximity induced by the partial order ≤.
We formulate the following theorem regarding the properties of the proximity induced by the partial orderδ ≤ . Theorem 1. Let (X, {≤}) be a relator space where X is a set and ≤ is a partial order. Let a, b, c ∈ X be three elements in X. Then, the proximity induced on X by the partial order ≤ represented byδ ≤ satisfies the following conditions:
Proof. 1 o It follows directly from the reflexivity condition of the partial order as defined in def. 1 stating that a ≤ a and the antisymmetry condition which states that if a ≤ b and b ≤ a, then a = b. Hence, there is no distinct x ∈ X such that a ≤ x ≤ a, the only such x is a. Thus, from def. Given a realtor space (X, {≤}) we draw a graph over the vertex set X such that there exists an edge between a → b if a ≤ b. This graph is represented asǑ
We can draw another graph over the vertex set X such that an edge a → b exists if δ Proof. Suppose there is a path between two vertices a and b inǑ ≤ (X). This means that for a, b ∈ X a ≤ b. Transitivity of the partial order(def. 1) dictates that there can be two cases. Either there exists no x ∈ X such that a ≤ x ≤ b or there exists a family of elements {d i } ∈ X such that a ≤ d 1 ≤ ⋯ ≤ d n ≤ b and no element x ∈ X can be inserted at any location in this sequence. For the case ∃ x ∈ X s.t. a ≤ x ≤ b, from def. Let us study the proximity induced by the total order defined in def. 2.
Definition 5. Let there be a relator space (X, {≤}), where ≤ is a total order then we define for a, b ∈ X
Here,δ ≤ is the proximity induced by the total order ≤.
Let us formulate properties of the proximity induced by the total orderδ
Theorem 3. Let (X, {≤}) be a relator space where X is a set and ≤ is a total order. Let a, b, c ∈ X be three elements in X. Then, the proximity induced on X by the total order ≤ represented byδ ≤ satisfies the following conditions:
where A i is the i−th element of set A and m, n ∈ Z + .
Proof. 1 o From reflexivity property of total order(def. 2) we get a ≤ a. If we take into account the antisymmetry property of the total order(def. 2), which states that if a ≤ b and b ≤ a then a = b. We conclude that a ≤ b ≤ a dictates that b = a. From def. 5 we can say that as no distinct
o From def. 5 we an establish thatδ o From def. 5 we can say thatδ
o From the totality property of the total order(def. 2) we can conclude that either a ≤ b or b ≤ a. Using the transitive property of the total order(def. 2) we conclude that a ≤ b means that either there is no x ∈ X such that a ≤ x ≤ b in which case from def. 5δ
Assuming that there exists no x ∈ X that can be added to this chain at any point. In this case using the def. 5 we can conclude thatδ
For the relator space (X, {≤}) where X is a set and ≤ is a total order then we have a graph with X as the vertex set and an edge a → b for a, b ∈ X such that a ≤ b. This is represented asŌ we can conclude that this leads to one of the two cases. Now, we move on to understanding how this order induces a proximityδ ≤ as per def. 5. It can be seen that as there is no x ∈ Z such that 0 ≤ x ≤ 1, we havē δ
It can also bee seen that 0) . Thus, the proximity inherits antisymetric nature of the underlying order as it is symmetric if both elements are the same.
We can see that if a, b ∈ Z then either a ≤ b or b ≤ a, which is the totality(connex) property. Thus, results in the linear structure of fig. 1.1 and is the reason why thew total order is also called a linear order. The connex property dictates that any two elements a, b ∈ Z are related in one of two ways. Either there is a set of elements {a, We move on to the study of proximity induced by cyclic order defined in def. 3. Definition 6. Let there be a realtor space (X, {γ}), where γ is a cyclic order which yields triples [a, b, c] implying that moving from a to c one passes through b. For a, b ∈ X we define Theorem 5. Let (X, {γ}) be a relator space where X is a set and γ is a cyclic order. Let a, b, c ∈ X be three elements in X. Then, the proximity induced on X by the total order γ represented byδ γ satisfies the following conditions:
where A i is the i−th element of set A and m, n, o, p ∈ Z + .
Proof. o From the totality property of the cyclic order(def. 3) it can seen that for three distinct points a,
Using the transitive property of the cyclic order(def. 3) we can conclude that there exists a set of elements
Moreover there exists no arbitrary x ∈ X such that [a,
.This means that there exists a sequence of adjacent elements traversing which we can go from a to b. Using def. 6 we can rewrite this as δ o We know that the ternary relation γ yields [a, b, c] which means that elements are ordered in such a way that one has to go through b when moving from a to c, from def. 3. We know that ∃A = {a,
γ (e n , c) = 0. Let us consider two adjacent terms in this chain e.g. Using subsequent decompositions such that we have paths in which all the elements are adjacents(i.e. they cannot be further decomposed in this way) we get
In a similar fashion we can writeδ
This can inturn be simplified as
Given a relator space (X, {γ}), where X is a set and γ is a cyclic order, the graph O 
, e m , c] and there exist no x ∈ X which can be inserted in this sequence at any place. For the first case using def. 6 we can writeδ 
Applications
This section considers the possible applications of order induced proximities.
Maximal centroidal vortices on images.
For this purpose we consider a triangulated space. A set of triangles with a nonempty intersection is a nerve. The nerve with maximal number of triangles is termed a maximal nuclear cluster (MNC), and the common intersection of this is the nucleus. Each of the triangles in MNC is termed as the 1-spoke(sk 1 ). To keep it simple we assume that there is only one MNC in the triangulation. Generalizing these structures we have k-spokes(sk k ), that are triangles sharing an intersection with s k−1 but not with sk k−2 . This is a recursive definition for which the base case is sk 0 which is the nucleus. Collection of all the sk k is the k−spoke complex (skcx k ). We can see that the MNC is skcx 1 , and hence spoke complexes generalize the notion of MNC. Associated with the skcx k is the k−maximal cycle(mcyc k ), that is the cycle formed by centroids of all the sk k . A collection of {mcyc k } k∈Z + is termed a vortex. For further detail we refer reader to [1] .
The notion of order gives us a systematic way of constructing such cycles. Let φ ∶ 2 K → R be a real valued probe function that attaches description to the subsets of K. Thus, for skcx k we have a set X k = {φ(△ i )s.t.△ i ∈ skcx k }. We can use ≤ to establish a total order(def. 2) X k such that φ(
Lemma 4. Let (X, ≤) be a relator space where X is a set and ≤ is a total order. Define a ternary relation γ ≤ such that for a, b, c 
We can confirm from the definition of
o We know that totality of the total order(def. 2) implies that for any two elements either a ≤ b or b ≤ a. When we extend this to three elements we can compute that there are 6 different possibilities
. For visualization we can consider these as the permutations of 3 numbers. One of these six possibilities has to hold as dictated by totality of the underlying total order ≤. Further more we know from the definition of
We can see that [a, b, c] and [c, b, a] are mutually exclusive and together cover all the six possibilities. Hence, one of them has to occur.
Theorem 7. Let (X, ≤) be a relator space where X is a set and ≤ is a total order. Define a ternary relation γ ≤ such that for a, b, c
Then, γ ≤ is a cyclic order.
Order induced by orientation
Proof. The proof follows directly from lemma 4 and the definition of cyclic order given in def. 3.
Now that we have shown that γ ≤ is a cyclic order we can induce a proximity on the relator space (X k , γ ≤ ), where X k is the set of real valued descriptions of all triangles in skcx k . Upon this we can induce a proximityδ γ≤ as defined by def. 6. It can be seen that for
, the induced proximity by the ternary relation γ ≤ (lemma 4) would yieldδ
, where cnt(△ i ) is the centroid, it would be a k−maximal cycle or mcyc k . It is similar to drawing the proximal graph(P γ (X k )) for (X, γ ≤ ) but using cnt(△ i ) instead of φ(△ n ). Let us look at an example to clarify this procedure. Figs. 3.1,3. 2) that is a subset of the R 2 . We can see that all the triangles are a part of the MNC or the skcx 1 . The nucleus is shown as black diamond and the centroids of the triangles are shown as red crosses. It is evident that each of the triangles in skcx 1 shares a nonempty intersection with the nucleus and is hence proximal to it and each other as per Lodato proximity. This is an important point, that under the Lodato proximity w.r.t. the nucleus each of the sk 1 s is equivalent. How to connect them in a cycle so that we can obtain the mcyc 1 ?
Example 8. Consider the triangulation(shown in
We can use the fact that the triangulation is embedded in R 2 to our advantage. We can calculate the orientation of each of the centroids v 1 , v 2 , ⋯, v 6 from the x axis. Suppose the coordinate of the centroids are v i = (x i , y i ), then the orientation θ i = arctan( yi xi ). We can arrange in the order of increasing orientation angle. For Fig. 3.1 we get {θ 1 , θ 2 , θ 3 , θ 4 , θ 5 , θ 6 }. We can see that in this case φ ∶ 2 X → R is the function that calculates the orientation of the centroids of the triangles. Now defining a ternary relation γ ≤ as in lemma 4 and then inducing the proximity from the cyclic order we can writeδ
This graph is displayed in Fig. 3.2 .
We must note that by choosing a different φ we can have cycle ordered in a different way. Another possible choice could be to arrange in the increasing order of area.
4.2.
Order induced proximities on video frames. We consider approaches to establish an order on video frames, that will lead to the induction of a proximity relation. The first approach considers an order established based on the area of maximal nuclear clusters(MNC) in the triangulated frames. As previously stated, the nerve is a collection of sets(triangles) with a nonempty intersection and a nerve with the most number of sets(triangles) is the MNC.
Algorithm 1: Order Induced Proximity on MNCs in Video Frames based on area
Input : digital video V,Number of keypoints n Output:
where S is the set of keypoints; foreach mnc j ∈ M do 7 mnc j → a ij , where a ij is the area of mnc j ⊂ f i ; 8 X ∶= {X , {f i , mnc j , a ij }}, appending at the end ; 9 X → X sort , where X sort contains all the 3-tuples in X arranged in ascending order of a ij ;
X ∶= {X, {f i , mnc j }}, appending at the end ;
Using these notions let us explain the approach which has been stated in algorithm 1. Let V be the video, that is a collection of frames {f 1 , ⋯, f n }. For each frame f i we select keypoints S = {s 1 , ⋯, s n } to serve as seeds for Delaunay triangulation T (S). Once, we have the triangulation we proceed to determining the MNCs that are represented as M = {mnc 1 , ⋯, mnc j }. Area of mnc j ⊂ f i is represented as a ij . It must be noted that a ij is ∑ △ k , over all △ k ∈ mnc j ⊂ f i . We have 3-tuples {f i , mnc j , a ij } for each frame-MNC pair. These 3-tuples form the set X , which is then sorted in ascending order for each of area a ij yielding the set X sort . By selecting the first two elements of each 3-tuple {f i , mnc j , a ij } ∈ X sort we get the corresponding {f i , mnc j } ∈ X.
For ease of understanding consider that X = {x 1 , ⋯, x m }, where each x i is the 2-tuple that represents a particular frame-MNC pair. Let a(x i ) be the area of MNC represented by x i . It can be seen that a(x i ) <= a(x j ) for all j ≥ i due to the sorting performed in algorithm 1. We present some important results regarding this set X sorted with respect to the MNC area.
Lemma 5. Let X = {x 1 , ⋯, x m } s.t. x 1 = {f i , mnc j } where f i is a video frame and mnc j ⊂ f i is a MNC in this frame. Define a function a ∶ 2
is the area of MNC in the frame-MNC pair x i . Then, the inequality relation ≤ over the set A = {a(x i ) ∶ x i ∈ X} satisfy the following conditions:
Proof. 1 o It follows directly from the fact that area of each MNC is equal to itself. 2 o as area function a outputs real numbers and for two real numbers a, b we know
o the area function output is a real number and for three real numbers a, b, c it is
o the area of an MNC is a real number and for any two real numbers a, b it is known that either a ≤ b or b ≤ a.
From this lemma we can arrive at the following result.
where f i is a video frame and mnc j ⊂ f i is a MNC in this frame. Define a function a ∶ 2
Proof. This follows directly from the lemma 5 and definition 2.
As we know that area is a real valued function we can say that areas of x i ∈ X form a total order as formed by (Z, ≤) as considered in example 1. Thus, we can also conclude that the Hasse diagram for the areas a(x i ) is similar to the one shown in Fig. 1.1 . Moreover, this order would induce a proximity on the set A = {a(x i ) ∶ x i ∈ X} as given by def. 5, such thatδ ≤ (a(x i ), a(x j )) = 0 iff j = i + 1 and δ ≤ (a(x i ), a(x j )) = 1 otherwise. We can useδ ≤ on A to define a notion of proximity for X. As the set X has frame-MNC pairs arranged in an order of increasing MNC area. We define a proximity relationδ
Let us explain this proximity on frame-MNC pairs with the help of following example.
Example 9. In this example we will use the stock video in MATLAB, "Traffic.mp4" to illustrate how a total order on the areas of the MNCs can be used to induce a proximity on frame-MNC pairs. The process has been detailed in algorithm 1. We represent a frame-MNC pair as (f i , mnc j ) and group them in a set X = {x 1 , ⋯, x m }. The elements in X are arranged in the increasing order of MNC area, a(x i ). We have seen that (A, ≤), where A = {a(mnc j ) ∶ mnc j ∈ x i ∈ X}. Def. 5 allows a proximity on A such thatδ
This is a direct result of the sorting performed on X in ascending order w.r.t. a(x i ).
Algorithm 2: Extracting subgraphs for a specific frame from the Proximity graph of an order induced proximity on Video frames Input : A set X = {{f i , mnc j } ∶ f i ∈ V, mnc j ⊆ f i and i, j ∈ Z + } arranged in some order, frame number under consideration k Output: G k the subgraph representing order relations for video frame number k 1 V ∶= {}, E ∶= {}, declare empty array; 2 foreach {f i , mnc j } ∈ X s.t. i = k do 12 E = {E, de(X(ind − 1), X(ind)), de(X(ind), X(ind + 1))};
, where V is the vertex set and E is the edge set ;
in def. 5 is reduced to j = i + 1. Thus, we can write a(x 1 ) ≤ a(x 2 ) ≤ ⋯ ≤ a(x m ) and induce the proximity relation represented asδ
, a(x m )) = 0. Now we can simply lift the proximity from a(x i ) to x i and simply rewrite this asδ
This gives us a proximity relation on x i , the frame-MNC pairs. It can be seen from the definition of induced proximity(def. 5) that a frame-MNC pair can at most be related to two other frames, with x i−1 is proximal to x i and x i is proximal to x i+1 . A frame f i can have multiple MNCs and thus corresponding number of frame-MNC pairs. All such relations for a particular frame are found using algorithm 2. This is the implementation of these relations for each of the frame-MNC pairs in a frame.
We illustrate this using f 21 from the video having three MNCs and corresponding pairs, (f 21 , mnc 1 ), (f 21 , mnc 2 ), (f 21 , mnc 3 ). The figure 3 summarizes the relations for each of these pairs in a path graph corresponding to each of them. The images are labeled with the (f i , mnc j ) and the edges are labeled with the a(xi+1) a(xi)
. It must be noted that (f 40 , mnc 1 ) ≤ (f 21 , mnc 1 ) ≤ (f 63 , mnc 1 ) and no other frame-MNC pair can be inserted in this chain. MNCs of varying shape can similar areas as is represented by (f 40 , mnc 1 ), (f 21 , mnc 1 ) and (f 21 , mnc 3 ), (f 91 , mnc 1 ). Moreover, it can be seen that this relation of proximity transcends the temporal order of the frames asδ a≤ ((f 21 , mnc 1 ), (f 63 , mnc 1 )) = 0.
Another method to induce a proximity relation is to use the length of 1-maximal cycle mcyc 1 that is the cycle constructed using the centroids of triangles in the MNC. A method for constructing such cycles has been discussed in section 4. . This is a proximity relation induced from the total order on the areas of mnc j in the frames. The arrows are labeled with the weight that scales the area of mnc in the origin frame-MNC pair to the area of mnc in the destination frame method has been detailed in algorithm 3. For each frame f i ∈ V, we select keepoints S = {s 1 , ⋯, s n } upon which the Delaunay triangulation T (S) is constructed. We determine M = {mnc 1 , ⋯, mnc j }, the set of MNCs in f i . For each mnc j ∈ M we determine the centroids of triangles constituting it,C = {c 1 , ⋯, c i }.
We calculate the centroid of points in C denoting it as u, and then using this as the origin we calculate orientation θ i of the position vectors of c i ∈ C. Now connect these points in the increasing order of θ i and close the loop to get mcyc 1 . The mcyc 1 for mnc j is denoted v j . The length of v j ⊂ f i is l ij . We form an array of 3-tuples X = {{f i , v j , l ij } ∶ f i ∈ V, v j ⊂ mnc j }. This array is sorted in the ascending order of l ij to yield X sort . Projection of the 3-tuple {f i , v j , l i,j } onto the first two elements gives us the frame-cycle pair {f i , v j }. The set X is the collection of all such pairs arranged in increasing order of length l ij .
We express this set X as {x 1 , ⋯, x m } where each x m = {f i , v j } is a frame-cycle pair. Let l(x i ) be the length of j , the cycle represented by x i . Then we can see that due to the sorting performed l(x i ) ≤ l(x j ) for all j ≥ i. We present the following results.
Lemma 6. Let X = {x 1 , ⋯, x m } s.t. x 1 = {f i , v j } where f i is a video frame and v j ⊂ f i is a mcyc 1 in this frame. Define a function l ∶ 2 R 2 → R, such that l(x i ) is the length of mcyc 1 in the frame-cycle pair x i . Then, the inequality relation ≤ over the set L = {l(x i ) ∶ x i ∈ X} satisfy the following conditions:
Algorithm 3: Order Induced Proximity on 1-maximal cycles in Video Frames based on length Input : digital video V,Number of keypoints n Output: A set X = {{f i , mnc j } ∶ f i ∈ V, mnc j ⊆ f i and i, j ∈ Z + } arranged in increasing order of vortex length 1 X ∶= {}, X ∶= {}, C sort ∶= {}, declare empty array; 2 foreach f i ∈ V do 3 f i → S = {s 1 , ⋯, s n }, where S is the set of keypoints; 
where u is the centroid of points in C;
);
10
Θ → Θ sort , where Θ sort is arranged in order of increasing θ;
17 X → X sort , where X sort contains all the 3-tuples in X arranged in ascending order of l ij ;
20
X ∶= {X, {f i , v j }}, appending at the end ;
Proof. 1 o It follows directly from the fact that length of each mcyc 1 is equal to itself. 2 o as the range of l is the set R and for two real numbers a, b we know that
o the length function output is a real number and for three real numbers a, b, c it is known that
o the length is a real number and for any two real numbers a, b it is known that either a ≤ b or b ≤ a.
This lemma leads to the following theorem. . This is a proximity relation induced from the total order on the lengths of mcyc 1 in the frames. The arrows are labelled with the weight that scales the length of mcyc 1 on the origin frame-cycle pair to the length of mcyc 1 in the destination frame-cycle pair.
the length of mcyc 1 in the frame-cycle pair x i . Then, the inequality relation ≤ over the set L = {l(x i ) ∶ x i ∈ X} is a total order.
Proof. This follows directly from the lemma 6 and definition 2.
Thus, similar to the case with MNC area we can see that length of mcyc 1 is areal number and the order on lengths of such cycles is a total order simialr to (Z, ≤) considered in example 1. Accordingly the Hasse diagram is similar in structure to Fig. 1.1 . Thus, this order induces a proximity on L = {l(x i ) ∶ x i ∈ X} as per definition 5. It can be seen thatδ ≤ (l(x i ), l(x j )) = 0 iff j = i + 1 andδ ≤ (l(x i ), l(x j )) = 1 otherwise. This proximity on L can be extended to a similar notion on set X. The set X as we know from algorithm 3 is the list of frame-cycle pairs arranged in the increasing order of length. Thus, we defineδ l≤ a proximity relation in X such that δ l≤ (x i , x j ) = 0 iff j = i + 1 andδ l≤ (x i , x j ) = 1 otherwise. We explain this with the following example.
Example 10. In this example we consider how a total order(def. 2) on the length of mcyc 1 induces a proximityδ l≤ on the video frames. We use "Traffic.mp4" which is a stock video in MATLAB. We tesselate each frame f i and construct v j for each MNC mnc j ⊂ f i . It must be noted that we consider frame-cycle pairs as an entity i.e. if a frame has multiple MNC leading to multiple mcyc 1 each pair will be considered separately. As we have seen that X = {x 1 , ⋯, x m } where x m = {f i , v j } is a frame-cycle pair is sorted with increasing length of v j represented as l(v j ). (L, ≤) where L = {l(v i ) ∶ v i ∈ x i ∈ X}, is a totaly orderd set. Using the def. 5 we can easily determine thatδ ≤ (l(x i ), l(x j )) = 0 iff j = i + 1 andδ ≤ (l(x i ), l(x j )) = 1 otherwise.
This happens because we have sorted X in ascendimg order w.r.t to l(x i ), for x i ∈ X. Thus the condition (l(x i ) ≤ l(x j )) ∧ ( ∃ l(x k ) ∈ L ∖ {l(x i ), l(x j )} s.t. l(x i ) ≤ l(x k ) ≤ l(x j )) in def. 5 is reduced to j = i + 1. We just lift this proximity relation on the lengths l(x i ) to the frame-cycle pairs x i and term itδ We can see that a frame-cycle x i pair can be related to two other pairs, with x i−1 being proximal to x i and x i being proximal to x i+1 . So for a particular frame we can have multiple frame-cycle pairs due to multiple MNC. We determine all such relations for frame-cycle pairs of a particular f i . This is done using algorithm 2 which is an implementation of the explained relations. To illustrate our point we choose a frame f 21 having three mcyc 1 represented as {f 21 , v 1 }, {f 21 , v 2 }, {f 21 , v 3 }. In fig. 4 we represent the proximity relations for each of these pairs. We have a path graph for each of the three frame-cycle pairs. Each of the images is labelled with the corresponding (f i , v j ). The ratio
is labelled as a weight on each of the arrows. It must be noted that l({f 16 , v 1 }) ≤ l({f 21 , v 1 }) ≤ l({f 98 , v 2 }) and no other frame-cycle pair can be inserted in between the terms in this inequality chain. Moreover, we see that mcyc 1 of very different shapes can have similar lengths such as {f 98 , v 2 }, {f 21 , v 1 } and {f 75 , v 2 }, {f 21 , v 3 }. An important thing to note is that this proximity relates frames that may not be temporally adjacent such as f 98 and f 21 .
Conclusions
This paper defines and studies the proximity relations induced by partial, total and cyclic orders.The equivalence between the Hasse diagram of the orderd set and the proximity graph of the induced relation has been established. Moreover, an application of this induced proximity to constructing maximal centroidal vortices has been presented. Another application with regards to inducing a proximity relation on video frames has also been presented.
