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rešitev, ki na podlagi uporabljenih slikovnih oglasov v oglaševalski kampanji,
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Povzetek
Naslov: Gručenje oglasov s pomočjo globokih nevronskih mrež
Avtor: Benjamin Džubur
V oglaševalski industriji je razumevanje različnih parametrov oglaševalskih
kampanj ključnega pomena za optimizacijo delovnega procesa. Eden izmed
ključnih parametrov je število uporabljenih glavnih dizajnov za pripravo sli-
kovnih oglasov, na podlagi katerega lahko sklepamo o kompleksnosti kam-
panje. Oglasi, ki pripadajo istemu glavnemu dizajnu, pogosto vsebujejo po-
dobne tipografije besedila in grafične elemente, včasih pa tudi kompozicije.
V eksperimentalnem delu diplomskega dela za namen napovedovanja šte-
vila uporabljenih glavnih dizajnov v množicah slikovnih oglasov razvijemo
dva napovedna modela. Oba temeljita na konvolucijskih nevronskih mrežah
za pridobitev značilk iz slik in na algoritmih za gručenje podatkov. Razliku-
jeta se predvsem po načinu določanja podobnosti med posameznimi oglasi.
Oba razvita napovedna modela dosežeta bolǰse rezultate od izhodǐsčnega
pristopa, ki na podlagi porazdelitve podatkov naključno napove število glav-
nih dizajnov. Napovedna modela na vzorcu 50 kampanj dosežeta 5,2% oz.
1,2% izbolǰsavo v klasifikacijski točnosti. Drugi napovedni model, ki teme-
lji na podobnosti regij med oglasi, dosega kvalitativno bolǰse rezultate od
prvega, ki temelji na enostavnih primerjavah značilk celotnih oglasov.
Ključne besede: konvolucijska nevronska mreža, globoko gručenje, segmen-
tacija slik, gručenje slik, nenadzorovano učenje.

Abstract
Title: Clustering adverts with support of deep neural networks
Author: Benjamin Džubur
In the advertising industry the understanding of different advertising cam-
paigns’ parameters is key for workflow optimization. One of these parameters
is the number of master designs used to prepare image based adverts, which
is a crucial for determining the complexity of a campaign. Adverts which
originate from the same master design typically use similar typographies,
graphical elements and compositions.
In the experimental part of this thesis, we develop two predictive pipelines
for the task of predicting the number of master designs in sets of image
based adverts. Both pipelines use convolutional neural networks for feature
extraction and clustering algorithms. The main difference between the two
is in the way that the similarity between individual adverts is computed.
Both developed models achieve better results than our baseline approach
which, based on the distribution of data, randomly predicts the number of
master designs. Our predictive models achieve a 5.2% and 1.2% classification
accuracy improvement respectively over the baseline when tested on a sample
of 50 campaigns. Our second model, which is based on the similarity of
regions between adverts, achieves qualitatively better results than our first
model, which is based on simple comparisons of the adverts’ features.
Keywords: convolutional neural network, deep clustering, image segmenta-





Oglaševalska industrija je globalna panoga, ki povezuje proizvajalce in po-
trošnike. V njej se letno obrne več milijard evrov, zato obstaja mnogo podjetij
oziroma agencij, ki skrbijo zgolj za oglaševanje oziroma odnose z javnostmi
(angl. public relations) [1]. Gre za zelo dinamično področje, saj se tehnike
oglaševanja stalno spreminjajo. V njem se vrtijo ogromni zneski denarja,
zaradi česar je konkurenca huda. Podjetja so zato prisiljena k konstantemu
razvoju in optimizaciji svojih poslovnih procesov.
Eden izmed členov v verigi te industrije predstavljajo podjetja, ki ponu-
jajo platforme za olaǰsanje oglaševanja na spletu. Te platforme povezujejo
oglaševalce in oglasni prostor, poleg tega pa ponujajo tudi orodja za laǰsanje
procesa priprave in objave oglasov. Za ponudnike teh platform je poznavanje
načina uporabe njihovih platform ključno za izbolǰsave in pomoč strankam.
Nad določenimi segmenti oglaševalskih kampanj pa ponudniki teh plat-
form nimajo pregleda. Eden izmed takih parmetrov je tudi število glavnih
dizajnov, saj stranke v platformo naložijo vzorčne oglase. Vzorce oglasov
pripravijo oblikovalci, zato so ti največkrat v formatu psd (Adobe Pho-
toshop Document) in vsebujejo vse metapodatke o komponentah oglasa.
Naloženi oglasi pogosto vsebujejo enake komponente (besedilo, grafične ele-
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mente, ozadja ...), zato lahko stranke v orodju pripravijo en glavni dizajn,
v sklopu katerega se nato enostavno generirajo variante oglasov z različno
vsebino in za različne formate ter medije. Število glavnih dizajnov je zato
pomemben atribut, saj s pomočjo njega dobimo občutek o obsežnosti in kom-
pleksnosti kampanje.
Oglasi osnovani na podlagi skupnega glavnega dizajna ponavadi vsebu-
jejo podobne tipografije (družina pisave, velikost, stil ...), kompozicije ter
grafične elemente (znake, logotipe, slike, ozadja ...). Zaradi teh podobnosti
lahko človeško oko dokaj dobro oceni, koliko glavnih dizajnov je bilo upora-
bljenih pri snovanju neke kampanje. Toda gre za zelo zamuden in duhamo-
ren postopek, saj je pri mnogih kampanjah potrebno pregeldati tudi več 100
slik. Do dodatnih problemov pridemo tudi pri bolj raznolikih in kompleksnih
kampanjah, pri le-teh človeško ocenjevanje mnogokrat postane subjektivno
in nekonsistentno. Zato želijo podjetja avtomatizirati postopek določitve
števila glavnih dizajnov v množici oglasov, to bi pripomoglo k učinkoviteǰsi
in objektivneǰsi oceni napora in stroškov ter bolǰsemu poznavanju strank in
njihovih delovnih procesov.
Podjetje Celtra je eden izmed ponudnikov tehnoloških rešitev, ki deluje
na zgoraj opisan način in v sodelovanju z njimi smo izvedli raziskavo z na-
menom avtomatizacije opisanega postopka določitve števila glavnih dizajnov
v množici oglasov.
1.2 Cilji in prispevki
Glavni cilj diplomske naloge je razvoj napovednih modelov, ki temeljijo na
modernih metodah strojnega učenja (konvolucijske nevronske mreže, gručenje
podatkov, določanje regij v slikah) ter bodo uspešno reševali problem napo-
vedovanja števila glavnih dizajnov na množicah slik oglasov. V diplomskem
delu smo predstavili dve temeljno različni rešitvi, prva rešitev temelji na
preprostem cevovodu, kjer značilke slik iz nevronske mreže uporabimo kot
osnovo za gručenje, od koder pridobimo naše napovedi. Druga rešitev pa
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prvo nadgrajuje tako, da se gručenje izvede na osnovi podobnosti določenih
regij na slikah oglasov. Glavni prispevek diplomskega dela sta torej omenjena
napovedna modela, ki sta lahko Celtri v pomoč pri reševanju nekaterih težav,
ki jih je predstavljal dosedanji ročni način določanja števila glavnih dizajnov.
V diplomskem delu smo analizirali in primerjali uspešnost obeh predik-
cijskih modelov ter ocenili, kako primerni so različni parametri teh modelov
(npr. izbrana metoda za gručenje, specifični parametri metod za gručenje,
arhitektura uporabljene nevronske mreže, metoda za iskanje regij, itd.) za
reševanje našega problema. Ugotovitve bodo morebitnim nadaljnjim raziska-
vam na tem področju prihranile čas in olaǰsale odločitve o izbiri ustreznih
komponent in konfiguraciji pripadajočih vrednosti parametrov.
1.3 Sorodna dela
Računalnǐska interpretacija in učenje iz slikovnega oziroma video vhoda je v
zadnjih letih čedalje bolj popularno zaradi ogromnega števila praktičnih apli-
kacij, ki iz tega sledijo. Tipičen primer je avtonomna vožnja, kjer so Muhovič
et al. [17] razvili sistem za razpoznavo okolja pri plovilih, ali pa avtomat-
sko zaznavanje napak v industriji [16], pomoč zdravnikom pri diagnostiki,
itd. V zadnjih letih je na tem področju prevladala uporaba konvolucijskih
nevronskih mrež, ki po klasifikacijski točnosti in ostalih metrikah uspešnosti
v splošnem delujejo dosti bolje od ostalih metod strojnega učenja. Z na-
predovanjem strojne opreme (predvsem grafičnih kartic) je možno vedno več
nevronskih mrež uporabljati za napovedovanje v realnem času, kar še do-
datno poveča njihovo uporabnost. Naš prvi napovedni model pri napovedih
direktno uporablja izhode iz konvolucijske nevronske mreže.
Ideja drugega napovednega modela pa je, da na podlagi regij na slikah
oglasov, ki zajemajo zgolj določene relevantne elemente, določimo podobno-
sti med oglasi in na podlagi le-teh sklepamo o številu uporabljenih glavnih
dizajnov. He et al. [15] so leta 2017 predstavili novo arhitekturo nevron-
ske mreže, uporabljeno za izris segmentacijskih mask zaznanih predmetov na
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slikah. Predstavljena nevronska mreža je sestavljena iz več komponent oz.
nivojev, prva in najpomembneǰsa je mreža za predlogo regij (angl. region
proposal network). Ta pristop je lahko uporaben tudi za naš problem, saj je
primeren za ekstrakcijo regij iz slik, ki jih lahko uporabimo za naš napovedni
model. Glavna pomanjkljivost pri tej metodi za ekstrakcijo regij je dejstvo,
da je mreža prednaučena za zaznavo regij z določenimi objekti in zato za
detekcijo grafičnih elementov na oglasih ni najbolǰsa izbira. Na srečo lahko
zato bolj splošne regije pridobimo s stareǰso, a bolj učinkovito metodo za
segmentacijo slike in združevanjem segmentov [13, 19], ki na podlagi slike
generira segmente slik, ki bi lahko pripadale enemu objektu ter nato ite-
rativno združuje regije na podlagi podobnosti. Posebej relevatne regije za
nas so tiste, ki vsebujejo kakršnokoli besedilo. Zhou et al. [20] so zasnovali
učinkovit cevovod, ki iz slikovnega vhoda predlaga regije, kjer se nahaja be-
sedilo. Najprej gre slika skozi nevronsko mrežo, ki ima posebno arhitekturo
in je prednaučena na veliki podatkovni zbirki slik. Na koncu pa se izvede še
omejevanje (angl. thresholding) in zatiranje ne-maksimalnih vrednosti (angl.
non-maximum suppresion).
Ko imamo ustrezno predstavitev posameznih slik oglasov, je smiselno iz-
vesti neke vrste gručenje podatkov, na podlagi katerega lahko ugibamo o
pripadnosti oglasov določenemu glavnemu dizajnu. Caron et al. [4] so prido-
bljene gruče uporabili kot psevdo-labele za nadzorovano učenje konvolucijske
nevronske mreže. Za gručenje pa so uporabili enostavne algoritme, kot je
npr. metoda k voditeljev (angl. k-means clustering). Predstavljen postopek
pa žal temelji na dejstvu da so kategorije (in gruče slik, ki jim ustrezajo) ter
njihovo število vnaprej določene, kar pa v našem primeru ne velja. Zato se ne
moremo poslužiti nadzorovanega učenja, na katerem temelji opisana metoda.
Naši modeli pri klasifikaciji tako temeljijo na nenadzorovanem učenju, ki je
po raziskavah lahko prav tako uspešno, na primer z uporabo nenadzorova-
nega učenja nad značilkami slik, ki jih dobimo kot izhod iz konvolucijskih
nevronskih mrež [14]. Guerin et al. [14] so uporabnost pristopa prikazali na
primeru robotskega sortiranja predmetov, ki s klasifikacijo slik doseže zelo
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obetavne rezultate, ter prikaže uspešnost z uporabo različnih arhitektur ne-
vronskih mrež v kombinaciji z različnimi algoritmi za gručenje, ter njihovimi
konfiguracijskimi parametri.
1.4 Struktura
V 2. poglavju so predstavljene glavne metode strojnega učenja, na katerih
temeljijo naše rešitve. Najprej je opisana arhitektura in delovanje nevronskih
mrež v splošnem, ki jim sledijo posebnosti konvolucijskih nevronskih mrež,
ki se uporabljajo nad slikovnimi vhodi. Druga pomembna komponenta naših
rešitev, so metode za gručenje podatkov – opisano je delovanje dveh metod
za gručenje, ki jih uporabljamo v naših modelih. Nato smo bolj podrobno
predstavili še strukturo in delovanje obeh uporabljenih napovednih modelov.
Na koncu so prikazane še posebnosti uporabljenih podatkov, nad katerimi je
potekalo vrednotenje naših napovednih modelov.
V 3. poglavju so prikazani rezultati vseh opravljenih eksperimentov. Vi-
zualiziran je vpliv različnih parametrov na uspeh naših modelov. Analizirana
in primerjana je uspešnost obeh modelov v različnih pogledih, ugotovljeni so
glavni razlogi za dosežene rezultate.
V 4. poglavju so povzeti glavni rezultati in ugotovitve, predstavljene so




2.1 Umetne nevronske mreže
Umetne nevronske mreže (angl. artificial neural networks) so računski sis-
temi, ki so dobili navdih po bioloških nevronskih mrežah, ki sestavljajo
možgane živih bitij [2]. Ti sistemi se
”
naučijo“ opravljati naloge na podlagi
primerov, brez da bi jih programirali s pravili, specifičnimi za neko nalogo.
Primer je prepoznava slik, kjer se naučijo identificirati slike, ki vsebujejo





ni mačka“ in na podlagi rezultatov prepoznajo mačke na novih slikah.
To storijo brez kakršnegakoli predznanja o mačkah, npr. da imajo dlako,
rep, brke in določeno obliko obraza. Namesto tega avtomatično generirajo
pomembne lastnosti za prepoznavo na podlagi primerov, ki jih obdelajo.
V tem poglavju si bomo pogledali strukturo in delovanje splošnih ne-
vronskih mrež, nato pa še posebnosti konvolucijskih nevronskih mrež (angl.
convolutional neural networks), ki se najbolj uporabljajo za učenje nad sli-
kovnim gradivom.
2.1.1 Struktura in delovanje
V osnovi so umetne nevronske mreže zgrajene iz nevronov, ki jih združujemo
v zaporedne plasti. Posamezen nevron sprejme N + 1 vhodnih vrednosti x0
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do xN , hrani pa tudi uteži vhodnih povezav w0 do wN , na podlagi katerih se
izračuna izhodna vrednost. Ta je izračunana kot utežena vsota vseh vhodov,
ki ji prǐstejemo odmik nevrona b (angl. bias), vse skupaj pa nato pošljemo še




wixi + b). (2.1)
Izhod nevrona ponavadi predstavlja vhod v več nevronov na naslednji










Zgornja enačba nam pove, da je izhod k-tega nevrona na j-ti plasti
izračunan na podlagi N + 1 vhodov v ta nevron na plasti j − 1, ustreznega
odmika in ustreznih uteži j-te plasti, ki predstavljajo povezave med plastema
j − 1 ter j.
Slika 2.1: Delovanje umetnega nevrona, z označenimi biološkimi asociacijami.
Povzeto po [8].
Omenili smo, da preden dobimo izhod nevrona, nad uteženo vsoto naj-
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prej izračunamo vrednost aktivacijske fuinkcije. Aktivacijska funkcija f v
nevronsko mrežo vnese nelinearno preslikavo, kar nam omogočoa aproksima-
cijo poljubne nelinearne funkcije z nevronskimi mrežami. Poglejmo si nekaj
najbolj uporabljenih aktivacijskih funkcij.
ReLU
Funkcija ReLU (angl. rectified linear unit) negativen vhod preslika v nič,
pozitivnega pa preprosto ohrani. Definirana je z enačbo:
f(x) = max(0, x). (2.3)
Je zelo preprosta, a učinkovita nelinearna preslikava, zato se pogosto upo-
rablja, še posebej v konvolucijskih nevronskih mrežah.
Sigmoidna funkcija
Ta funkcija preslika vhodno vrednost na določen interval, največkrat je to





V preteklosti se je ta funkcija uporabljala pogosto, a dandanes se zaradi
bolǰse učinkovitosti uporabljajo predvsem druge, npr. ReLU.
Softmax
Funkcija softmax oziroma normalizirana eksponentna funkcija se pogosto
uporablja na zadnji plasti nevronske mreže, kjer vektor izhodnih vrednosti
preslika in normalizira v verjetnostno porazdelitev – torej na interval [0, 1].







Slika 2.2: Graf ReLU in sigmoidne aktivacijske funkcije.
kjer zi predstavlja enega izmed K realnih vhodov, v našem primeru so
to utežene vsote posameznih nevronov neke plasti. Nevronske mreže veliko-
krat zasnujemo tako, da se na zadnji plasti naučijo ločevati med različnimi
kategorijami vhodov. Na podlagi izhoda z največjo verjetnostjo lahko tako
klasificiramo vhod v neko kategorijo.
2.1.2 Učenje
Da naša nevronska mreža uspešno opravlja neko nalogo, npr. klasifikacijo
slik v kategorije, ji moramo najprej nastaviti parametre tako, da čim bo-
lje predstavljajo preslikavo vhodnih slik v definirane kategorije. Na splošno
imajo nevronske mreže veliko plasti, nevronov in povezav, kar pomeni na-
stavljanje tudi do več 10000 parametrov. V praksi se mrežo zato nauči te
parametre tako, da se iterativno prilagajajo uteži in odmiki vseh nevronov s
pomočjo metode vzvratnega razširjanja (angl. backpropagation) na podlagi
odstopanja med dobljenimi in željenimi izhodi naših učnih primerov [8].
To odstopanje definiramo s kriterijsko funkcijo (angl. loss function), ki
nam predstavlja odstopanje izhoda posameznega učnega primera od pravilne
rešitve. Primer kriterijske funkcije je povprečna kvadratna napaka (angl.
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(Yi − Ŷi)2, (2.6)
kjer Y predstavlja vektor dejanskih izhodnih vrednosti, Ŷ pa vektor na-
povedanih vrednosti.
Pri učenju torej skušamo minimizirati napako kriterijske funkcije na pod-
lagi naših učnih primerov. To dosežemo z metodo gradientnega spusta (angl.
gradient descent) po naši kriterijski funkciji. S pomočjo verižnega odvaja-
nja po postopku vzrvratnega razširjanja lahko dokaj enostavno pridobimo
vse potrebne parcialne odvode v naši mreži. Ko enkrat poznamo gradient,
lahko z eno izmed optimizacijskih metod posodobimo vse uteži in odmike
mreže. Najpreprosteǰsa metoda je stohastični gradientni spust, ki parametre
θ posodobi po formuli:




kjer C predstavlja kriterijsko funkcijo, η pa stopnjo učenja (angl. learning
rate), s katero definiramo velikost spremembe v posamezni iteraciji.
2.1.3 Konvolucijske nevronske mreže
Konvolucijske nevronske mreže (angl. convolutional neural networks, CNN)
so specializirane različice nevronskih mrež, ki so prilagojene za učinkovito
procesiranje slikovnega gradiva [9]. Od običajnih nevronskih mrež se razli-
kujejo po tem, da vsebujejo konvolucijske plasti, kjer se izvede konvolucija
filtrov (uteži) s slikovnimi vhodi. V praksi to pomeni, da mreža ni polno
povezana, saj se upošteva lokalnost konvolucije, poleg tega pa si nevroni na
isti plasti delijo enake uteži. Oba dejstva močno pripomoreta k zmanǰsanju
količine parametrov in posledično povečanju hitrosti učenja in napovedova-
nja.
V arhitekturi konvolucijskih nevronskih mrež si zaporedno sledi več kon-
volucijskih in združevalnih plasti (glej sliko 2.3). V praksi nam to omogoča,
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da se mreža nauči filtrov, ki prepoznavajo vedno bolj kompleksne vizualne
značilke. Globlje kot smo v mreži, bolj kompleksne so značilke. Na podlagi
teh lahko mreža na koncu uspešno izvaja klasifikacijo oz. drugo nalogo, za
katero je zasnovana.
Slika 2.3: Primer arhitekture konvolucijske nevronske mreže za razpoznavo
števk. Povzeto po [9].
Konvolucijska plast
Vhod v konvolucijsko plast je D kanalov (angl. channel) velikosti W×H, nad
katerimi se izvede konvolucija z enim ali več filtrov z dimenzijami M×N×D.
Konvolucija Filtra f nad sliko I na poziciji (x, y) je definirana kot







Id[x−m, y − n]fd[m,n], (2.8)
kjer Id predstavlja d-ti kanal vhoda I, fd pa d-ti kanal filtra. Na obliko
izhoda vpliva več parametrov, prvi od njih je število uporabljenih konvolucij-
skih filtrov, ki se direktno preslika v število kanalov na izhodu. Parameter za
korak (angl. stride) nam določa, za koliko slikovnih točk premaknemo filter
v x oz. y smeri po vsaki konvoluciji na neki poziciji. V primeru vrednosti 1
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izvedemo konvolucijo na vsaki izmed W ×H pozicij, če bi pa bila vrednost
koraka 2, bi se dimenziji W in H na izhodu efektivno prepolovili. Poleg
tega moramo določiti, kako izvajati konvolucijo na pozicijah, kjer filter seže
čez robove vhoda. Lahko se temu popolnoma izognemo tako, da izvajamo
konvolucijo zgolj na pozicijah, kjer filter ne seže čez rob in s tem dodatno
zmanǰsamo dimenzije izhoda. Lahko pa vhodu dodamo dovolj široko obrobo
(angl. padding) in jo zapolnimo z določenimi vrednostmi, npr. ničlami.
Slika 2.4: Konvolucija 3x3 filtra s sliko. Povzeto po [7].
Združevalna plast
Ker želimo, da se v mreži naučimo značilk, ki zajemajo širša območja slike,
moramo razmerje med velikostjo filtrov ter velikostjo vhoda povečati. To
lahko nardimo tako, da povečamo velikost filtrov, a s tem povečamo tudi
računsko kompleksnost. Bolj elegantna rešitev je možna s tako imenovano
združevalno plastjo (angl. pooling layer), kjer zmanǰsamo dimenzije vhoda
in tako filtrom enakih velikosti povečamo vidno polje. Podoben učinek lahko
dosežemo že pri konvolucijski plasti z uporabo koraka > 1.
V praksi uporabljamo združevanje na podlagi maksimumov (angl. max
pooling) ali pa združevanje s povprečenjem (angl. average pooling). Pri pr-
vem načinu vsako območje preslikamo v maksimalno vrednost tega območja,
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pri slednjem pa vzamemo povprečno vrednost območja. V praksi se združe-
vanje na podlagi maksimumov izkaže za bolǰso izbiro.
Izločevalna plast
Velik problem v globokih nevronskih mrežah je prekomerno prilagajanje
(angl. overfitting). Ko treniramo nevronsko mrežo, vse uteži treniramo
hkrati, zato imajo nekatere uteži na koncu večjo napovedovalno težo kot
ostale. Izločevalno plast (angl. dropout layer) [18] uporabljamo z namenom
preprečevanja tega pojava. Ob uporabi te plasti se aktivacije nekaterih na-
ključno izbranih vhodnih nevronov v vsaki iteraciji učenja nastavijo na 0
(vsak nevron izločimo z verjetnostjo p). Doseženi učinek lahko primerjamo z
uporabo več enakih mrež, ki imajo različno sposobne uteži in ki skupaj napo-
vedujejo rezultat bolj robustno. V fazi testiranja se aktivacije vseh nevronov
izločevalne plasti množijo z faktorjem p.
2.2 Gručenje
Gručenje je razred algoritmov nenadzorovanega strojnega učenja, kjer se
množico podatkov skuša grupirati na tak način, da so primerki, ki so si
na nek način blizu, postavljeni v isto skupino (gručo). Ponavadi se gručenje
uporablja za rudarjenje podatkov (angl. data mining), za namene statistične
podatkovne analize, ali pa kot eden izmed korakov v nenadzorovani katego-
rizaciji slik [6].
Algoritme za gručenje podatkov lahko delimo na več načinov glede na
njihove lastnosti. Nekateri algoritmi od nas zahtevajo, da vnaprej določimo
število gruč, npr. metoda k voditeljev (angl. k-means clustering), drugi pa
ne, npr. metoda premika sredine (angl. mean shift, MS). Nekateri algoritmi
določajo predstavnike (angl. exemplars) gruč na podalgi katerih se določi
pripadnost vseh primerkov neki gruči. Tak je npr. algoritem propagacije
afinitet (angl. affinity propagation, AP). V nadaljevanju si bomo pogledali
delovanje algoritmov AP in MS, ki sta osnova za naše napovedne modele.
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Slika 2.5: Primer gručenja z metodo MS. Črni krogi označujejo sredǐsča gruč,
z barvo pa je označeno kateri gruči posamezna točka pripada.
2.2.1 Propagacija afinitet
AP je algoritem za gručenje, ki deluje na osnovi koncepta pošiljanja sporočil
med primerki in glasovanja za najbolj primerne predstavnike gruč iz množice
podatkov [12]. Algoritem od nas ne zahteva vnapreǰsnje določitve števila
željenih gruč.
Najprej moramo med našimi vhodnimi podatki definirati kvantitativno
mero podobnosti, ki jo predstavimo s funkcijo s. Če so x1 do xn naše podat-
kovne točke (angl. data points), velja s(i, j) > s(i, k) natanko tedaj, ko je
točka xi bolj podobna točki xj kot točki xk. Običajno funkcijo podobnosti
izračunamo kot negativno kvadratno evklidsko razdaljo, torej velja:
s(i, k) = −‖xi − xk‖2. (2.9)
Vrednosti na diagonali matrike so še posebej pomembne, saj vplivajo na
verjetnosti, da bo določen primerek izbran za predstavnika. Običajno te
vrednosti nastavimo na mediano podobnosti med vsemi pari primerkov.
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Nato začnemo iterativno izvajati dva koraka, ki temeljita na konceptu
pošiljanja sporočil in ki posodobita dve matriki:
• matrika odgovornosti (angl. responsibility matrix ) R vsebuje vrednosti,
kjer r(i, k) predstavlja, koliko dobra izbira je točka xk kot predstavnik
za točko xi, v primerjavi z drugimi kandidati za xi. Matrika se posodobi
s formulo:
r(i, k)← s(i, k)−max
k′ 6=k
{a(i, k′) + s(i, k′)}. (2.10)
• matrika razpoložljivosti (angl. availability matrix ) A vsebuje vrednosti,
kjer a(i, k) predstavlja, kako primerno je, da xi izbere xk za svojega
predstavnika, kjer se upoštevajo tudi preference ostalih točk glede izbire
xk za predstavnika. Matrika se posodobi po:
a(i, k)← min









Postopek si lahko predstavljamo tako, da vsak primerek najprej informira
vse druge primerke glede primernosti prejemnikov sporočila kot predstavnika
pošiljatelja. Nato vsak prejemnik odgovori pošiljateljem z razpoložljivostjo,
da se asociira s pošiljateljem. Postopek se ponavlja do konvergence, na
začetku pa sta obe matriki ničelni. Predstavniki so na koncu izbrani izmed
tistih primerkov, za katere je vsota lastne odgovornosti in razpoložljivosti
pozitivna, r(i, i) + a(i, i) > 0.
2.2.2 Premik sredine
MS je preprost iterativni algoritem za gručenje, ki na podlagi jedra (angl.
kernel) iterativno premika vsako podatkovno točko v smeri povprečja v svoji
soseski (angl. neighborhood) [5]. Algoritem se uporablja med drugim na po-
dročju računalnǐskega vida za npr. vizualno sledenje (angl. visual tracking).
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Osnova za algoritem je funkcija jedra K(xi − x), ki določa utež točke xi na
podlagi trenutne aproksimacije maksimuma x. Tipično izberemo Gaussovo
jedro (angl. Gaussian kernel), definirano z enačbo:




kjer σ deluje kot parameter pasovne širine (angl. bandwidth), ki ga
označimo z h.






kjer N(x) predstavlja sosesko točke x, tj. množico točk, za katero velja
K(xi) 6= 0.
V vsaki iteraciji algoritma torej za vsako točko preprosto izračunamo
uteženo povprečje (enačba 2.13), nato pa posodobimo vrednost x ← m(x).
Začetne vrednosti x predstavljajo kar točke same. Na koncu, ko algoritem
konvergira, vse točke z enako vrednostjo x pripǐsemo isti gruči.




Od podjetja Celtra smo dobili veliko učno množico podatkov, za potrebe izde-
lave napovednih modelov. Učna množica vsebuje nekaj več kot 1500 množic
slik, ki predstavljajo posamezne oglaševalske kampanje. Vsaka kampanja ima
svojo množico slikovnih oglasov v pripadajoči mapi. Število oglasov v posa-
mezni kampanji je zelo raznoliko, med 2–100 oglasov, v povprečju pa 12 slik
na kampanjo. Vse slike so v formatu png, s povprečno ločljivostjo 400× 400
slikovnih točk. Za vsako kampanjo smo prejeli tudi nekaj dodatnih informa-
cij, od katerih je bila za nas najpomembneǰsa število glavnih dizajnov, saj
smo na podlagi tega števila učili napovedne modele ter evalvirali uspešnost
naših metod. Ta podatek so v podjetju generirali avtomatično na podlagi
metapodatkov kampanje. Za posamezno sliko v kampanji na žalost nismo
prejeli podatka o pripadnosti določenemu glavnemu dizajnu, kar je otežilo
analizo in evalvacijo uspešnosti naših modelov.
Slika 2.7: Primer oglaševalske kampanje z 9 oglasi. Ciljno število glavnih
dizajnov je 3. Lahko sklepamo, da oglasi 1–4 pripadajo prvemu dizajnu, 5–7
drugemu, 8 in 9 pa tretjemu.
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Po podrobneǰsi analizi podatkov smo prǐsli do naslednjih ugotovitev:
1. Velik delež kampanj je vsebovalo podvojene ali pa na videz skoraj
identične oglase.
2. Nekatere kampanje so vsebovale oglase, ki so bili na nek način poškodo-
vani ali niso prikazovali namenjene vsebine. To je pomenilo, da so bili
oglasi zgolj popolnoma enobarvni, ali pa da se jih sploh ni dalo odpreti
v pregledovalniku slik. Nekatere slike so bile popolnoma enobarvne a z
obrobo druge barve.
3. Nekateri oglasi so imeli poleg vsebine še široka območja črne ali bele
okolice, ki ni predstavljala del oglasa.
4. Označeno število dizajnov je bilo v mnogih kampanjah nesmiselno. Pri
nekaterih kampanjah je bilo namreč zelo očitno, katere slike pripadajo
istemu glavnemu dizajnu in se je število ugotovljenih skupin ujemalo
z oznako (angl. label). Pri drugih, podobnih kampanjah pa je imelo,
kljub na videz večji količini raznovrstnih oglasov, ciljno število glavnih
dizajnov nesmiselno vrednost (npr. 1). Lahko bi si predstavljali, da se
je definicija pripadnosti slike istemu dizajnu spreminjala od kampanje
do kampanje.
5. Ogromen delež kampanj (več kot 60%) je imel kot ciljno vrednost števila
glavnih dizajnov vrednost 1. Znaten delež teh kampanj je vseboval zgolj
eno sliko ali pa več podvojenih slik.
Prvi problem nam zaradi narave uporabljenih metod ni predstavljal težav.
Problema 2 in 3 smo v večji meri rešili z dodatnim preprocesiranjem podat-
kov. Morebitne črne ali bele obrobe slik smo programsko obrezali. V primeru,
da je kampanja vsebovala vsaj eno poškodovano sliko, smo celotno kampanjo
odstranili. S tem korakom smo odstranili več kot 80 kampanj in izbolǰsali
slike iz več kot 300 kampanj.
Problem 4 nam je otežil analizo rezultatov in je močno prispeval k slabšim
rezultatom naših metod, a smo vseeno zaradi velike količine kampanj s solidno
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določenimi oznakami lahko objektivno primerjali uspešnost med različnimi
metodami. Zadnji problem (5) je prav tako negativno vplival na rezultate, saj
pri naših modelih, ki temeljijo na gručenju podatkov, tipično pričakujemo, da
bomo imeli več kot eno gručo. Poleg tega tudi v praksi pogosto ni smiselno
iskati število različnih dizajnov na takih vhodih. Zato smo pri eksperimen-
tih opazovali tudi uspešnost metod na kampanjah, ki imajo ciljno vrednost
števila glavnih dizajnov večjo od 1.
2.4 Napovedna modela
Osnova za naša dva razvita napovedna modela sta dva različna cevovoda,
ki pa si delita določene komponente. Pri obeh se uporablja konvolucijska
nevronska mreža za ekstrakcijo značilk slikovnega vhoda ter ena izmed metod
za gručenje podatkov. Oba cevovoda smo v celoti razvili v programskem
jeziku Python, najbolj so nam pomagali moduli iz knjižnic za strojno učenje
scikit-learn ter knjižnica za globoko učenje PyTorch.
2.4.1 Enostavni napovedni model
Prvi korak v cevovodu tega modela predstavlja pošiljanje vseh slik posa-
mezne kampanje skozi prednaučeno nevronsko mrežo in ekstrakcijo značilk
iz določenega sloja. Odločili smo se za mrežo z arhitekturo ResNet, katere
posebnost so preskočne povezave (angl. skip connections) med plastmi, ki
pripomorejo k bolǰsemu učenju nevronske mreže. Glavni razlog za izbrano ar-
hitekturo je visoka točnost arhitekture na klasifikacijskem problemu, v kom-
binaciji z relativno majhnim številom operacij za prehod posamezne slike
skozi mrežo (angl. forward pass) [3]. Specifično smo se odločili za ResNet-
18, tj. arhitekturo s skupno 18 plastmi, uteži pa smo nastavili na vrednosti,
naučene na bazi slik ImageNet, ki vsebuje slike 1000 različnih kategorij. Ne-
vronsko mrežo in naučene uteži smo dobili v knjižnici PyTorch. Preden smo
slike poslali skozi mrežo, smo jih po zahtevah implementacije transformirali
na ločljivost 224×224, njihove vrednosti pa normalizirali na podlagi lastnosti
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baze ImageNet. Značilke slik smo dobili tako, da smo vzeli izhod velikosti
28 × 28 × 128 iz plasti conv3 (glej tabelo 2.1) in ga preoblikovali v vektor
dolžine 100352.
Slika 2.8: Primerjava klasifikacijske točnosti in števila potrebnih operacij za
prehod slike skozi mrežo na različnih arhitekturah nevronskih mrež. Povzeto
po [3].
Naslednji korak je izvajanje gručenja nad značilkami slik kampanje. Gručili
smo z algoritmoma AP in MS z različnimi vrednostmi parametrov. Uporabili
smo implementacije iz knjižnice scikit-learn.
Pri AP smo prilagajali občutljivost algoritma z nastavljanjem parametra
preference na vrsto faktorjev, pomnoženih z mediano podobnosti med vsemi
pari slik. Podobnost med dvema slikama je bila izračunana kot negativna
evklidska razadalja med njunimi značilkami (enačba 2.9).
Pri MS smo vzeli Gaussovo jedro, parameter pasovne širine (angl. ban-
dwidth) pa smo nastavili na vrsto različnih vrednosti, poleg tega smo poskusili
pasovno širino določiti s Silvermanovim pravilom (angl. Silverman’s rule of












ime plasti dimenzije izhoda oblika
conv1 112× 112× 64 7× 7, stride 2
conv2 56× 56× 64























average pool 1× 1× 512 7× 7
fully connected 1000 -
softmax 1000 -
Tabela 2.1: Plasti mreže ResNet-18. Matrike na desni predstavljajo bloke
plasti, znotraj katerih ni preskočnih povezav.
kjer H predstavlja diagonalno matriko, kjer je na i-tem mestu na diago-
nali pasovna širina i-te dimenzije. Spremenljivka d označuje število dimenzij
(v našem primeru je to 100352), n predstavlja število slik v kampanji, σi
pa predstavlja standardni odklon vseh naših značilk po i-ti dimenziji. Ker
podatke najprej dodatno standardiziramo v vsaki izmed dimenzij posebej, je
vrednost σi enaka za vse dimenzije in tako dobimo eno vrednost za pasovno
širino. Število gruč, ki jih določi uporabljeni algoritem, predstavlja napoved
modela.
2.4.2 Napovedni model na podlagi podobnosti regij
Cevovod drugega modela se od prvega razlikuje predvsem v načinu definira-
nja podobnosti med slikami. Podobnost dveh slik tokrat temelji na podlagi
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Slika 2.9: Cevovod enostavnega napovednega modela.
razdalj med vsemi pari regij (angl. region) dveh slik. Regija na sliki je defi-
nirana z očrtanim okvirjem (angl. bounding box ), ki vsebuje del slike. Ideja
je, da oglase, ki vsebujejo določene podobne ali enake regije (npr. logo, be-
sedilo, grafični elementi) lažje definiramo kot bolj podobne in jih posledično
gručimo skupaj.
Prvi korak je torej ekstrakcija določenega števila regij vseh slik neke kam-
panje. Tu načeloma velja princip
”
več je bolje“, a zaradi časovnih in prostor-
skih omejitev algoritma smo se odločili za 100 regij na sliko. Preliminarni
testi so namreč pokazali, da pri vrednosti 100 model deluje razmeroma dobro
in dovolj hitro, da je praktično uporaben.
Regije pridobimo s pomočjo več metod. Prvi in glavni način je z uporabo
selektivnega preiskovanja (angl. selective search) [19], za katerim stoji Fel-
zenszwalbov algoritem za segmentacijo. V knjižnici OpenCV za Python smo
dobili implementacijo metode, ki smo jo integrirali v naš cevovod. S pomočjo
metode smo poiskali 100 najbolǰsih regij na sliki. Poleg teh regij jih generi-
ramo še največ 10 z drugo metodo, specializirano za zaznavo besedila. Ideja
je bolj robustno določiti nekaj besedilnih regij, ki jih vsebuje praktično vsak
oglas in na podlagi katerih lahko zaznamo podobnosti v uporabljenih pisavah
med oglasi. Na tem mestu smo uporabili metodo EAST [20], ki temelji na
konvolucijski nevronski mreži in je prav tako implementirana v OpenCV. Kot
rezultat smo pridobili vse regije z besedilom, ki jih je metoda zaznala. Teh
regij smo za nadaljnje procesiranje vzeli največ 10, preostale pa smo vzeli iz
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prve metode, do skupne vsote 100 regij.
Naslednji korak cevovoda je ekstrakcija značilk vseh regij vsake slike.
Tega se lotimo na enak način kot pri enostavnem modelu, z razliko da tu
značilke, zaradi manǰse dimenzionalnosti izhoda in posledično bolǰse prostor-
ske obvladljivosti problema, vzamemo iz sloja conv5 mreže ResNet-18 (glej
tabelo 2.1).
Na podlagi značilk vseh regij slik je nato potrebno določiti podobnost
med vsemi pari slik. Podobnost med dvema slikama dobimo tako, da najprej
izračunamo podobnosti med vsemi pari regij teh dveh slik. Podobnost med
regijama definiramo podobno kot prej – kot negativno kvadratno evklidsko
razdaljo (enačba 2.9) med njunimi značilkami. Za dve sliki dobimo tako ma-
triko dimenzij 100x100, ki vsebuje podobnosti vseh parov regij. Za vsako
izmed regij prve slike nato določimo najbližjo regijo druge slike tako, da v
vsaki vrstici matrike najdemo maksimalno vrednost. Dobljeni vektor dimen-
zije 100 nato sortiramo po vrednostih, na koncu pa še izračunamo povprečje
zgornje polovice teh podobnosti. Dobljena vrednost predstavlja podobnost
med slikama. Celoten postopek ponovimo za vse pare slik kampanje in na
koncu dobimo simetrično matriko podobnosti vseh slik.
Zadnji korak je, tako kot pri prvem modelu, gručenje na podlagi matrike
podobnosti. Tokrat gručimo samo z algoritmom AP, saj ta na vhodu sprejme
matriko podobnosti. Preferenco smo spet nastavili na privzeto vrednost – me-
diano podobnosti med vsemi pari slik. Število gruč, ki jih algoritem predlaga
predstavlja končno napoved modela.
Slika 2.10: Cevovod napovednega modela na podlagi podobnosti regij.
Poglavje 3
Rezultati
V tem poglavju si bomo ogledali dosežene rezultate obeh napovednih modelov
in primerjali njuno uspešnost. Oba modela smo evalvirali na pridobljenih
podatkih, s tem da smo pri drugem zaradi časovne kompleksnosti uspeli
izvesti teste na ročno izbranem vzorcu 50 kampanj.
Ker problem določanja števila glavnih dizajnov lahko interpretiramo kot
klasifikacijski (klasifikacija v skupino z enakim celim številom glavnih dizaj-
nov) ali regresijski (napoved realnega števila, ki predstavlja število glavnih
dizajnov) problem, smo uporabili dve glavni metriki za evalvacijo. Prva je
klasifikacijska točnost (angl classification accuracy, CA), ki jo izračunamo kot
količnik med številom primerov (v našem primeru oglaševalskih kampanj), za
katere se napoved ujema z resničnim podatkom, in številom vseh primerov.
Druga je povprečna absolutna napaka (angl. mean absolute error, MAE), ki
jo izračunamo z enačbo:
MAE =
∑n
i=1 |yi − xi|
n
. (3.1)
Število vseh primerov je n, yi predstavlja napovedano vrednost i-tega
primera, xi pa njegovo pravo vrednost.
Dodatna prednost uporabe obeh omenjenih metrik namesto zgolj ene
(npr. zgolj MAE) je ta, da nam omogoča bolj korekrtno interpretacijo neka-
terih rezultatov, kot bomo videli v nadaljevanju. Ker pa so bili naši podatki
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večinoma označeni z vrednostjo 1, ki pa v praksi morda ni tako pogosta in
relevantna, smo merili tudi klasifikacijsko točnost in povprečno absolutno na-
pako primerov, za katere je označena vrednost strogo večja od 1. Ti rezultati
so v nadaljevanju označeni s CA2 in MAE2.
3.1 Izhodǐsčni klasifikator
Za evalvacijo uspešnosti naših napovednih modelov smo rezultate primer-
jali tudi z izhodǐsčnim klasifikatorjem(angl. baseline classifier). V našem
primeru smo izbrali naključno ugibanje (angl. random guessing), ki vsaki
kampanji naključno, z upoštevanjem porazdelitve oznak podatkov, priredi
določeno vrednost števila dizajnov. Vsaki kampanji priredi določeno število
dizajnov z verjetnostjo, ki ustreza deležu kampanj s to oznako v množici
podatkov. Rezultati, prikazani v tabeli 3.1, so pridobljeni empirično s pov-
prečenjem 5 zagonov klasifikatorja nad podatki.
CA MAE CA2 MAE2
0,397 0,934 0,20 1,257
Tabela 3.1: Rezultati naključnega ugibanja.
3.2 Enostavni napovedni model
Pri tem modelu smo merili uspešnost napovedi na podlagi različnih vrednosti
parametrov uporabljenih metod za gručenje. Pri metodi AP smo gručenje
zaganjali z različnimi vrednostmi parametra preference. Doseženi rezultati
so prikazani v tabeli 3.2. Opazimo lahko, da sprva s povečanjem vrednosti
parametra začnejo rasti klasifikacijske točnosti, povprečne absolutne napake
pa padajo. Neke vrste optimalno točko dosežemo, ko je vrednost parametra
enaka ravno mediani vseh podobnosti (ki je tudi privzeta vrednost), saj je
točnost, če upoštevamo samo kampanje z vrednosti oznak 2 ali več, takrat
najvǐsja (40,5%).
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preference CA MAE CA2 MAE2
0,8m 0,16 2,21 0,29 1,97
0,9m 0,18 1,83 0,35 1,55
0,93m 0,19 1,72 0,365 1,42
0,96m 0,20 1,61 0,39 1,38
0,99m 0,22 1,52 0,405 1,35
1,0m 0,22 1,48 0,41 1,32
1,02m 0,26 1,41 0,28 1,45
1,05m 0,28 1,39 0,28 1,47
1,1m 0,30 1,34 0,27 1,45
1,2m 0,32 1,29 0,23 1,49
1,3m 0,35 1,26 0,22 1,52
Tabela 3.2: Rezultati metode AP pri različnih vrednostih parametra prefe-
rence, m predstavlja mediano vhodnih podobnosti oglasov posamezne kam-
panje.
Slika 3.1: Matrika zamenjav pri napovedovanju na podlagi metode AP z
vrednostjo preference nastavljeno na mediano vhodnih podobnosti.
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Na sliki 3.1 lahko vidimo matriko zamenjav, ki smo jo zaradi preglednosti
omejili na prikaz vrednosti med 1 in 6. Matrika prikazuje napovedi modela z
optimalno vrednostjo parametra preference pri gručenju. Tu najbolj izstopa
celica v prvi vrstici in drugem stolpcu, ki izpostavlja problem uporabe tega
algoritma za gručenje v našem cevovodu. Vrednost preference se namreč ve-
dno izračuna na podlagi oglasov znotraj kampanje. V primeru, da je oglasov
malo, npr. zgolj dva, se parameter nastavi tako, da algoritem nato velikokrat
oglasa loči v dve gruči. Če zato ignoriramo prvo vrstico matrike zamenjav
(tako upoštevamo samo kampanje s ciljno vrednostjo več kot 1), smo lahko
z rezultati kar zadovoljni, upoštevajoč kvaliteto podatkov in oznak.
V primerjavi z naključnim ugibanjem (glej tabelo 3.1) tu dosežemo veliko
bolǰso klasifikacijsko točnost pri kampanjah z 2 ali več glavnimi dizajni, a
slabšo na vseh kampanjah. Opazimo lahko, da sta vrednosti MAE in MAE2
pri poljubnih parametrih dosti vǐsji v primerjavi z izhodǐsčnim klasifikator-
jem, kar izhaja predvsem iz dejstva, da je absolutna razlika med napovedjo
in resnično vrednostjo nekaterih kampanj zelo velika. Izhodǐsčni klasifikator
nima tega problema, saj so napovedane vrednosti naključno izbrane zgolj iz
omejene množice vrednosti, ki se pojavijo v podatkih in so relativno majhne.
Pri uporabi algoritma MS za gručenje smo poskušali optimalno nastaviti
parameter pasovne širine. Najprej smo poskusili z normalizacijo podatkov in
izračunom na podlagi enačbe (2.14), a smo po preliminarni analizi ugotovili,
da bo rezultat enačbe zaradi prevelikega razmerja med številom dimenzij in
številom oglasov znotraj kampanje vedno konvergiral k vrednosti ena. Zato
smo poskusili algoritem zagnati z vrsto konstantnih vrednosti pasovne širine.
Doseženi rezultati so prikazani v tabeli 3.3. Podobno kot pri AP, doseže al-
goritem neke vrste optimum pri pasovni širini 100. Tu je največja dosežena
točnost pri kampanjah s ciljno vrednostjo večjo od 1 nekoliko nižja v primer-
javi z AP.
Na sliki 3.2 je narisana matrika zamenjav za MS, ki je spet omejena na
prikaz vrednosti med 1 in 6. Tokrat zaradi uporabe konstatne vrednosti pa-
sovne širine, ki najbolj vpliva na število končnih gruč, nimamo problema z
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pasovna širina CA MAE CA2 MAE2
60 0,185 3,37 0,194 3,71
70 0,208 3,05 0,198 3,42
80 0,243 2,69 0,213 3,01
90 0,283 2,27 0,233 2,51
100 0,342 1,73 0,257 1,86
110 0,422 1,20 0,248 1,45
120 0,526 0,80 0,145 1,44
150 0,58 0,66 0,006 1,59
Tabela 3.3: Rezultati metode MS pri različnih vrednostih pasovne širine.
Slika 3.2: Matrika zamenjav pri napovedovanju na podlagi algoritma MS s
pasovno širino 100.
napovedovanjem vrednosti 1, kot smo ga imeli z AP. Poleg tega lahko opa-
zimo, da je na diagonali matrike do četrte vrstice vedno največja vrednost v
primerjavi s celicami v pripadajoči vrstici. To pomeni, da bo model najver-
jetneje napovedal pravo vrednost, če ima kampanja ciljno vrednost med 1 in
4.
V primerjavi z naključnim ugibanjem vidimo izbolǰsavo v obeh klasifiki-
30 Benjamin Džubur
acijskih točnostih pri vrednosti parametra bandwidth enaki 110. Kljub temu
so, zaradi enakega problema kot pri AP, povprečne absolutne napake vǐsje v
primerjavi z naključnim ugibanjem.
3.3 Napovedni model na podlagi podobnosti
regij
Prvi korak tega cevovoda je ekstrakcija regij iz oglasov. Na sliki 3.3 je pri-
kazano delovanje obeh uporabljenih metod za pridobitev regij iz oglasov.
Selektivno preiskovanje je bilo relativno zanseljivo pri odkrivanju glavnih
grafičnih elementov na oglasih, dostikrat pa je našlo tudi posamezne črke ali
dele besed. V določenih primerih smo dobili tudi nekaj manj smiselnih regij,
ki niso zajemale nikakršnega objekta, a te modelu na koncu praktično niso
škodile, saj smo običajno odkrili tudi večino relevantnih regij. Z detektorjem
besedila smo tudi kar zanesljivo zajeli večino besedila na oglasih.
(a) Selektivno preiskovanje (b) EAST
Slika 3.3: Delovanje obeh metod iskanja regij na primeru oglasa. Pri selek-
tivnem preiskovanju je prikazanih najbolǰsih 50 regij, pri detektorju besedila
pa vse zaznane regije.
Ko smo izračunali podobnosti oglasov znotraj kampanje, smo izvajali
gručenje z algoritmom AP. Tudi tokrat smo vrednost parametra preference
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nastavili na mediano podobnosti, saj je po preliminarni analizi metoda s to
vrednostjo dosegala najbolǰse rezultate. V tabeli 3.4 je prikazana uspešnost
napovedi obeh razvitih modelov in naključnega ugibanja na vzorcu 50 kam-
panj. Pri preprostem modelu smo prav tako uporabili algoritem AP z op-
timalno vrednostjo preference. Tokrat obe razviti metodi dosežeta bolǰse
rezultate od izhodǐsčne v enem ali več pogledih. Na prvi pogled razviti
metodi dosegata podobne rezultate, a sliki 3.4 in 3.5 razkrivata nekatere raz-
like med njima. Drugi model namreč zelo redko napove vrednost 1. To si
pojasnjujemo z dejstvom, da so zaznane regije iz kampanj, ki imajo malo
oglasov, pogosto zelo raznolike. Čeprav lahko naletimo na skoraj identične
oglase, naš drugi model zaradi množice različnih regij med oglasi na koncu
določi manǰso podobnost teh oglasov, kot bi ga določil prvi model. Poleg
tega lahko pri drugem modelu opazimo, da je za razliko od prvega večino
kampanj z ciljno vrednostjo 2 napovedal pravilno.
model CA MAE CA2 MAE2
naključno ugibanje 0,308 1,02 0,326 0,921
preprost 0,36 0,92 0,342 0,921
na podlagi regij 0,32 1,04 0,39 0,921
Tabela 3.4: Rezultati obeh napovednih modelov. Pri obeh je uporabljen
algoritem AP za gručenje s parametrom preference nastavljenim na mediano
podobnosti.
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Slika 3.4: Matrika zamenjav preprostega modela.
Slika 3.5: Matrika zamenjav modela na podlagi regij.
Nekatere prednosti in slabosti obeh metod so še posebej razvidne, če si
ogledamo oznake posameznih oglasov znotraj kampanj. V tabeli 3.5 vidimo,
v katere gruče sta obe metodi postavili posamezne oglase kampanje iz slike
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2.7. Na i-tem mestu v seznamu tabele je oznaka i-tega oglasa v vrstnem redu,
kot so predstavljeni na sliki 2.7. Vsaka izmed 9 oznak označuje pripadnost
določeni gruči. Vidimo lahko, da model na podlagi predloga regij pravilno
gruči prve štiri oglase, kljub dejstvu, da se četrti oglas razlikuje od prvih
treh po svoji postavitvi elementov. Tak rezultat je pričakovan, saj je metoda
očitno odkrila zelo podobne regije med tretjim in četrtim oglasom (gumb,
besedilo, slika produkta) in jih zato gručila skupaj. Podobno velja za oglase
5–7. Naš enostavni model pa je na tem mestu 4. in 5. oglas zaradi podobne
postavitve elementov in posledično podobnih značilk postavil v isto gručo,
kar ni pravilno. Po drugi strani pa se pri oznakah zadnjih dveh oglasov lepo
prikaže ena pomanjkljivost našega drugega modela. Ta dva oglasa sta bila
namreč postavljena v isto gručo kot prvi štirje, verjetno zaradi dejstva, da se
pojavijo nekateri podobni elementi (npr. gumb z besedilom
”
SHOP NOW“,
slike produktov) in dejstva, da ima ta model ozko vidno polje – podobnost
oglasov je oblikovana na podlagi podobnosti manǰsih regij, v tem primeru
pa je težko najti posamezne regije, ki bi zajele razlike v obeh dizajnih. Po
drugi strani naš preprosti model tu ni imel težav, saj so značilke posame-
znih oglasov oblikovane na osnovi celotnih slik oglasov. V značilkah je tako
zakodirana tudi postavitev elementov, na podlagi katere pa je veliko bolj
enostavno ločiti ta dva oglasa od preostalih.
model oznake oglasov
resnični podatek (0, 0, 0, 0), (1, 1, 1), (2, 2)
preprost (0, 0, 0, 3), (3, 1, 1), (2, 2)
na podlagi regij (0, 0, 0, 0), (1, 1, 1), (0, 0)





V diplomskem delu smo raziskovali načine za določanje števila glavnih dizaj-
nov v množicah slikovnih oglasov. Razvili smo dva napovedna modela, ki
temeljita na metodah strojnega učenja (z uporabo konvolucijskih nevronskih
mrež, algoritmov za gručenje, ...) in analizirali njuno uspešnost.
Prvi, preprost model je na pridobljeni množici podatkov ob uporabi al-
goritma AP dosegel najbolǰso klasifikacijsko točnost 41%, če upoštevamo
zgolj množice s ciljno vrednostjo števila glavnih dizajnov večjo kot 1 ter 22%
točnost na celotni podatkovni zbirki. Bolj uravnotežene rezultate smo dose-
gli z uporabo algoritma MS, ki doseže točnost 34,2% na vseh kampanjah in
24,8% na tistih s ciljno vrednostjo števila glavnih dizajnov večjo kot 1. Mo-
del tako premaga izhodǐsčni klasifikator (z napovednima točnostima 39,7%
in 20%). Glavna pomanjkljivost tega modela je, da oglase gruči na podlagi
postavitve podobnih elementov znotraj oglasa, kar pa v praksi pogosto ne
ustreza najbolje definiciji glavnega dizajna.
Drugi napovedni model skuša ta problem odpraviti tako, da oglase pri-
merja na podlagi podobnosti poasmeznih relevantnih regij znotraj oglasov.
Glavni problem tega modela je, da zaradi velike količine izračunov in kva-
dratne časovne kompleksnosti glede na število oglasov v kampanji v praksi
potrebuje 100x–1000x več časa za evalvacijo. Ta model je tako na vzorcu
50 kampanj dosegel klasifikacijsko točnost 39% (v primerjavi s 34,2% pr-
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vega modela in 32,6% izhodǐsčnega modela), če upoštevamo samo kampanje
z ciljno vrednostjo števila oglasov večjo kot 1, ter hkrati 32% točnost (v pri-
merjavi z 36% prvega modela in 30,8% izhodǐsčnega modela) na celotnem
vzorcu. Glavna prednost modela je, da kljub različnim postavitvam podo-
bnih elementov na različnih oglasih, le-te še vedno postavi v isto gručo, kar
se pogosto bolje ujema s posameznimi glavnimi dizajni. Glavna pomanjklji-
vost modela pa je, da težko upošteva podobnosti v razporeditvi elementov
in celostno obliko oglasa, ki včasih definirajo posamezen glavni dizajn.
Dosežene klasifikacijske točnosti so relativno nizke zaradi več faktorjev:
podatki so označeni nekonsistentno, pripadnost skupnemu glavnemu dizajnu
ni dobro definirana, napovedni modeli niso najbolj optimalni, itd. Zadnje
dejstvo namiguje na nekatere nadaljnje raziskave, ki bi jih lahko izvedli, če bi
imeli več časa in računske moči. Lahko bi raziskali delovanje predstavljenih
modelov s širšo množico prilagodljivih parametrov – uporabo različnih plasti
ali pa povsem različnih arhitektur nevronskih mrež ter uporabo različnih al-
goritmov za gručenje podatkov. Število glavnih dizajnov bi lahko nenazadnje
napovedovali na podlagi mere optimalnosti pri gručenju z vnaprej določenimi
števili gruč [11]. Pri predlogah regij bi lahko posamezen oglas predstavili z
večjim številom regij in tako dosegli večjo robustnost. Lahko bi uporabili
druge algoritme za pridobitev bolǰsih regij, ali pa na inteligenten način de-
tektirali zgolj relevantne regije. Navsezadnje bi lahko razvili nov cevovod, ki
bi bil neke vrste kombinacija obeh predstavljenih in ki bi združeval prednosti
obeh.
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