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Soliton equations are derived which characterize the boundary CFT a la Callan et al. Soliton
fields of classical soliton equations are shown to appear as a neutral bound state of a pair of soliton
fields of BCFT. One soliton amplitude under the influence of the boundary is calculated explicitly
and is shown that it is frozen at the Dirichlet limit.
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I. INTRODUCTION
An interesting exact solution of the boundary CFT was found by Callan et al in [1]. The solution, which minimizes
the boundary action, admits a soliton to propagate from the boundary.
On the other hand it has been shown in [2] that an arbitrary open string correlation function satisfies the Hirota
bilinear difference equation (HBDE)[3, 4], a discrete soliton equation which generates equations of the KP hierarchy
in various continuous limits. The purpose of this note is to point out that the boundary CFT solution of [1] satisfies
a simple generalization of HBDE and clarify the correspondence of solitons in two theories.
Let us first recall the exact solution of the boundary CFT derived by Callan et al[1]. They consider a scalar field
X(z) which has a periodicity X ∼ X + 2pi√2 on the boundary. The SU(2) currents are introduced by
J±(z) =: e±i
√
2X(z) :, J3(z) =
i√
2
∂X(z)
∂z
and the interacting boundary state is obtained from the Neumann boundary state |N〉 by an SU(2) rotation according
to the following formula
|B〉 = eiθaJa |N〉, θaJa = pi(gJ+ + g¯J−) (1)
where g is a complex coupling constant and
J± =
∮
dz
2pii
J±(z), J3 =
∮
dz
2pii
J3(z).
Under this circumstance 1→ 1 particle correlation function is calculated as
〈∂X(z, z¯)∂¯X(z′, z¯′)〉 = − cos 2pig
(z − z¯′)2 .
The rest of the probability is scattered into charge sectors according to
〈∂¯X(z¯′)e±i
√
2X(z)〉 = ± 1√
2
sin 2pig
(z − z¯′)2 ,
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which were interpreted as solitons propagating away from the boundary. Since the solitons, which appear in the
boundary CFT, are topological ones, it seems, at first glance, nothing to do with solutions of classical soliton equations,
such as the KdV equation, the Toda lattice, the sine-Gordon equation and so on.
Despite of this natural guess we would like to show, in this paper, that the BCFT solitons and those of the classical
equations share a common origin. We will derive a soliton equation which is satisfied by the boundary CFT correlation
functions. A soliton solution to the equation turns out to be a neutral bound state of soliton fields of the boundary
CFT.
We review briefly the string-soliton correspondence in the case of open strings in §2, so that solutions to the classical
soliton equations are expressed in terms of the language of the open string theory. In §3 the string-soliton correspon-
dence is extended to the closed string theory. The manifestly symmetric conformal bound states are reexamined
within our formulation in §4 and the soliton equation, which characterizes the BCFT, is derived in §5. The ’soliton
fields’ in two theories will be compared and their relations will be examined in §6. In the final section we will calculate
explicitly one soliton solution under the influence of the boundary.
II. STRING-SOLITON CORRESPONDENCE IN THE CASE OF OPEN STRINGS
In order to clarify our assertion it will be most instructive to study the structure of one soliton solution written in
the form of τ function:
τ1sol = 1 +
a
z − z′ e
ξ(t,z)−ξ(t,z′), (2)
ξ(t, z) := −
∞∑
n=0
tnz
n.
To be specific let us consider the case of Toda lattice as an example. If we put
t1 = m, t3 = t, tj = 0 (j 6= 1, 3)
the function rm(t) defined by
e−rm = 1 +
d2
dt2
ln τ(t,m) (3)
satisfies the Toda lattice equation
d2rm
dt2
= 2e−rm − e−rm+1 − e−rm−1 .
The complex parameters z, z′ determine the properties of the soliton, i.e.,
e−rm − 1 = ω2 cosh−2(κm+ ωt+ δ),
κ =
1
2
(z′ − z), ω = 1
2
(
z′3 − z3) , e2δ = a
z − z′ . (4)
Now we show that the τ function of (2) can be described in terms of the string theory. For this purpose we introduce
free fermion fields ψ(z) and ψ∗(z) satisfying the anti-commutation relations
{ψ(z), ψ(z′)} = {ψ∗(z), ψ∗(z′)} = 0,
{ψ(z), ψ∗(z′)} = 2piiδ(z − z′) (5)
and write τ1sol as
τ1sol = 〈0|eH(t)eaψ(z)ψ
∗(z′)|0〉 (6)
where
H(t) =
∞∑
n=0
tn
∮
dz
2pii
znψ∗(z)ψ(z). (7)
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The vacuum state |0〉 is assumed to satisfy
H(t)|0〉 = 0.
The Grassmann nature of the fields ψ, ψ∗ and the properties
eH(t)ψ(z)e−H(t) = eξ(t,z)ψ(z),
eH(t)ψ∗(z)e−H(t) = e−ξ(t,z)ψ∗(z)
will show that (6) reproduces the τ of (2).
One of the keys to the correspondence between the soliton theory and the string theory is the bosonization of the
fields ψ. It is done by writing ψ(z) in terms of the string coordinate Xµ(z):
Xµ(z) = Xµ+(z) +X
µ
−(z)
Xµ+(z) = x
µ
0 − i
∞∑
n=1
1
n
αµ−nz
n,
Xµ−(z) = −ipµ ln z + i
∞∑
n=1
1
n
αµnz
−n (8)
We consider only one dimensional space time, for simplicity, hence do not write the space-time index µ hereafter.
Using the standard relations
[x, p] = i, [αm, αn] = mδm+n, m, n 6= 0 (9)
we can show that
ψ(z) = : eiX(z) : ≡ eiX+(z)eiX−(z),
ψ∗(z) = : e−iX(z) :
satisfy the anti-commutation relations (5). Correspondingly the vacuum state |0〉 is annihilated by p and αn, n < 0.
The Hamiltonian H(t) of (7) is now given by
H(t) =
∮
dz
2pi
ξ(t, z)
∂X(z)
∂z
. (10)
Another key to the correspondence is the Miwa transformation of the variables:
t0 = −
M∑
j=1
kj ln zj , tn =
1
n
M∑
j=1
kjz
−n
j . (11)
The maximum number M of the summation can be chosen arbitrarily. The set of new variables {kj , zj} enable us
to describe the Hamiltonian and the function τ1sol fully by the language of the string theory. In fact an equivalent
expression of ξ(t, z) is given by
ξ(t, z) =
M∑
j=1
kj∆−(zj , z).
Here by ∆±(z, z′) we denote the 2D Green’s function ln |z−z′| corresponding to the following power series expansions
∆±(z, z′) :=
(
ln |z′|
ln |z|
)
−
∞∑
n=1
1
n
( z
z′
)±n
. (12)
Accordingly we have the string representations of the Hamiltonian and the τ1sol as
H(t) = i
M∑
j=1
kjX−(zj), (13)
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τ1sol
= 〈0| : ei
∑
j
kjX(zj) : exp
[
a : eiX(z) :: e−iX(z
′) :
]
|0〉
= 〈0| : ei
∑
j
kjX(zj) :
(
1 + a : eiX(z) :: e−iX(z
′) :
)
|0〉.
General solutions to the soliton equations belonging to the KP hierarchy are given, in terms of fermion fields, in
the form
τ(t) = 〈0|eH(t)G|0〉. (14)
Here G is an element of the universal Grassmannian introduced by M.Sato[5]. In the papers [2, 6] one of the present
authors showed that (14) can be rewritten by using string coordinates and satisfies explicitly the Hirota bilinear
difference equation[3, 4]. Namely we can write (14) as
τ = 〈0| : ei
∑
j
kjX(zj) : θ
(
ζ −
∮
dX(z)
2pi
w(z)
)
× exp
[
1
2
∮
dX(z)
2pi
∮
dX(z′)
2pi
ln
E(z, z′)
z − z′
]
|0〉 (15)
where w, θ and E(z, z′) are the first Abel differential, the Riemann theta function and the prime form, respectively,
associated to some Riemann surface[7]. In fact the substitution of (15) into the HBDE
τ(k1 + 1, k2, k3)τ(k1, k2 + 1, k3 + 1)
(z1 − z2)(z1 − z3)
+
τ(k1, k2 + 1, k3)τ(k1 + 1, k2, k3 + 1)
(z2 − z1)(z2 − z3)
+
τ(k1, k2, k3 + 1)τ(k1 + 1, k2 + 1, k3)
(z3 − z2)(z3 − z1) = 0 (16)
yields Fay’s trisecant formula[8]. This formula is correct for any choice of three kj ’s among {k1, k2, k3, · · · , kM}.
III. STRING-SOLITON CORRESPONDENCE IN THE CASE OF CLOSED STRINGS
So far we have used only open strings to represent the τ functions. In order to study the boundary CFT we have
to incorporate the closed string coordinate. Namely we introduce, in addition to (8), the anti-holomorphic coordinate
X˜(z¯) = X˜+(z¯) + X˜−(z¯),
X˜+(z¯) = x˜0 − i
∞∑
n=1
1
n
α˜−nz¯n,
X˜−(z¯) = −ip˜ ln z¯ + i
∞∑
n=1
1
n
α˜nz¯
−n,
whose components are constrained by the same relations as (9) and commute with X(z). The closed string coordinate
is then given by
X(z, z¯) = X(z) + X˜(z¯).
In order to find a fermionic field ψ(z, z¯) associated with closed strings, first we notice the following identity:
: eikX(z,z¯) :: eik
′X(z′,z¯′) :
= (z − z′)kk′ (z¯ − z¯′)kk′ : eikX(z,z¯)+ik′X(z′,z¯′) : .
When k = −k′ = 1/√2 and z′ 6= z, z¯′ 6= z¯,{
: eiX(z,z¯)/
√
2 :, : e−iX(z
′,z¯′)/
√
2 :
}
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=(
1
(z − z′)1/2(z¯ − z¯′)1/2 +
1
(z′ − z)1/2(z¯′ − z¯)1/2
)
× : ei(X(z,z¯)−iX(z′,z¯′))/
√
2 :
= 0
holds. At z′ = z, z¯′ = z¯ the quantity in the bracket () diverges. Hence we obtain a bosonization for the closed strings
ψ(z, z¯) =: eiX(z,z¯)/
√
2 :, ψ∗(z, z¯) =: e−iX(z,z¯)/
√
2 : (17)
which satisfy
{ψ(z, z¯), ψ(z′, z¯′)} = {ψ∗(z, z¯), ψ∗(z′, z¯′)} = 0,
{ψ(z, z¯), ψ∗(z′, z¯′)} = (2pii)2δ(z′ − z)δ(z¯′ − z¯). (18)
To define the vacuum state of the fermionic fields we expand the fields ψ(z, z¯) and ψ∗(z, z¯) as
ψ(z, z¯) =
∞∑
m,n=−∞
ψmnz
mz¯n,
ψ∗(z, z¯) =
∞∑
m,n=−∞
ψ∗mnz
−m−1z¯−n−1.
Using (18) we find
{ψmn, ψ∗rs} = δmrδns. (19)
If we impose for the vacuum state to satisfy
ψmn|0〉 6= 0, 〈0|ψ∗mn 6= 0, iff m,n ≥ 0,
ψ∗mn|0〉 6= 0, 〈0|ψmn 6= 0, iff
{
m,n < 0
m < 0, n = 0
m = 0, n < 0
, (20)
it is compatible with the vacuum state of the bosonic fields. In fact we can show, from (17), that the relations
lim
z′→z
: eiX(z,z¯)/
√
2 :: e−iX(z
′,z¯′)/
√
2 :
=
i√
2
∂X(z)
∂z
+
i√
2
∂X˜(z¯)
∂z¯
+ const. (21)
are correct up to some (diverging) constants. Therefore a comparison of the coefficients of the power expansion in
both sides yields
α±n =
√
2
∑
r,s∈Z
ψr,sψ
∗
r±n,s, n = 0, 1, 2, 3, · · · ,
α˜±n =
√
2
∑
r,s∈Z
ψr,sψ
∗
r,s±n, n = 0, 1, 2, 3, · · · ,
α0 = p, α˜0 = p˜.
Hence we obtain
αn|0〉 = α˜n|0〉 = 0, n ≥ 0,
〈0|α−n = 〈0|α˜−n = 0, n > 0, (22)
Now we want to derive a τ function associated with closed strings. The Grassmannian is defined by means of fermion
fields ψ(z, z¯) and ψ∗(z, z¯). The Hamiltonian is not obvious in the present case, since a straightforward generalization
of (7) does not make sense. Instead we generalize (10) to
H(t, t˜) =
∮
dz
2pi
∂X(z)
∂z
ξ(t, z) +
∮
dz¯
2pi
∂X˜(z¯)
∂z¯
ξ(t˜, z¯),
(23)
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from which follow
eH(t,t˜)ψ(z, z¯)e−H(t,t˜) = e(ξ(t,z)+ξ(t˜,z¯))/
√
2ψ(z, z¯),
eH(t,t˜)ψ∗(z, z¯)e−H(t,t˜) = e−(ξ(t,z)+ξ(t˜,z¯))/
√
2ψ∗(z, z¯).
(24)
We then define the τ function by
τ(t, t˜) = 〈0|eH(t,t˜)G|0〉. (25)
G in (25) is an element of the Grassmannian of the fields ψ(z, z¯) and ψ∗(z, z¯). To be specific let V and V ∗ denote
the linear space ⊕Cψ(z, z¯) and ⊕Cψ∗(z, z¯), respectively. Then G ∈ G(V, V ∗) satisfies
GV = V G, GV ∗ = V ∗G.
In particular, the following relations must hold:
ψ(z, z¯)G =
∮
dz′
2pii
∮
dz¯′
2pii
A(z, z¯; z′, z¯′)Gψ(z′, z¯′),
Gψ∗(z, z¯) =
∮
dz′
2pii
∮
dz¯′
2pii
A(z′, z¯′; z, z¯)ψ∗(z′, z¯′)G.
(26)
To see the correspondence between the τ function (25) and the closed string correlation function, we adopt the
Miwa transformations in the form
t˜0 = −
M∑
j=1
kj ln z¯j , (27)
t˜n =
1
n
M∑
j=1
kj z¯
−n
j , n = 1, 2, · · · . (28)
together with (11). The Hamiltonian is expressed in terms of the closed string coordinate X
H(t, t˜) = i
M∑
j=1
kjX−(zj , z¯j). (29)
For a given set of variables
K = (k1, k2, · · · , kM , z1, z2, · · · , zM , z¯1, · · · , z¯M ) (30)
we define the string correlation function FG with the background G by
FG(K) = 〈0| : eik1X(z1,z¯1) : · · · : eikMX(zM ,z¯M) : G|0〉. (31)
The correlation of higher spin particles are obtained from this expression via differentiation with respect to corresond-
ing components of momenta kj ’s.
By using the identity
: φ1 :: φ2 : · · · : φN :
〈0| : φ1 :: φ2 : · · · : φN : |0〉 = : φ1φ2 · · ·φN : . (32)
which holds for arbitrary fields φj ’s, the τ function (25) is then related to the correlation function by the following
formula:
τ(K) =
FG(K)
F1(K)
.
In the case of G = exp [aψ(z, z¯)ψ∗(z′, z¯′)], for instance, we obtain the τ function describing the one soliton solution:
τ1sol = 1 +
a√
(z − z′)(z¯ − z¯′)e
Ξ(t,t˜,z,z′)
where
Ξ(t, t˜, z, z′) :=
ξ(t, z)− ξ(t, z′)√
2
+
ξ(t˜, z¯)− ξ(t˜, z¯′)√
2
. (33)
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IV. CONFORMALLY SYMMETRIC BOUNDARY STATES
We now turn to the problem of the conformally symmetric boundary states. In this section we study manifestly
symmetric conformal boundary states. For this purpose we introduce the following notation
Φ± :=
∮
B
dz
2pii
∮
B
dz′
2pii
∂X˜(1/z)
∂z
∆±(z, z′)
∂X(z′)
∂z′
.
Here ∆±(z, z′) are those defined in (12), and the integrations are taken along the boundary B. We notice that they
can be also expressed as integrations along certain space time closed paths as
Φ± :=
∮
dX˜(1/z)
2pii
∮
dX(z′)
2pii
∆±(z, z′).
The Neumann boudary states are defined by
|N〉 = eΦ+ |0〉, 〈N | = 〈0|eΦ− , (34)
which are manifestly symmetric under the conformal transformations.
Owing to the relations [
X(z),
∂X(z′)
∂z′
]
= 2piiδ(z − z′),[
X˜(z),
∂X˜(z′)
∂z′
]
= 2piiδ(z − z′)
we can verify
[Φ±, X(y)] =
(−X˜+(1/y) + ip˜ ln |z|+ x˜0
X˜−(1/y)
)
[Φ±, X˜(y)] =
(−X+(1/y) + ip ln |y|+ x0
X−(1/y)− ip ln |yz′|
)
[Φ±, [Φ±, X(y)]] = [Φ±, [Φ±, X˜(y)]] = 0.
We are thus convinced the following relations
X(y)|N〉 = X˜(1/y)|N〉, 〈N |X(y) = 〈N |X˜(1/y) (35)
The meaning of the formulae of (35) is that when a right moving field reflects at the boundary it turns to a left
moving one. In particular we have
: e±iX(z,z¯)/
√
2 : |N〉 =: e±i
√
2X(z) : |N〉 = J±(z)|N〉
when z¯z = 1. The result by Callan et al [1], that the dynamical boundary state |B〉 is obtained from |N〉 by the
SU(2) rotation, owes to this fact.
Following to the argument of [1] let us further consider the scattering of a field ∂X˜/∂z¯ at the boundary. It is more
convenient to introduce J˜3(z¯) by
J˜3(z¯) =
i√
2
∂X˜(z¯)
∂z¯
. (36)
Since J˜3 commutes with J± it hits directly to the Neumann boundary state 〈N | when it acts on 〈B|. At the boundary
it turns to a holomorphic operator J3(z) and then undergoes an SU(2) rotation before it is reflected. Namely
〈B|J˜3(z¯) = 〈N |J3(z)e−iθaJa
= 〈B|Jθ(z) (37)
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where
Jθ(z) := eiθaJ
a
J3(z)e−iθaJ
a
= cos(2pi|g|)J3(z) + sin(2pi|g|)gJ
+(z)− g¯J−(z)
2i|g| .
(38)
Apart from the particle sector represented by the holomorphic field ∂X/∂z there appear other fields exp[±i√2X(z)]
if g 6= 0. The new sectors created by the reflection were interpreted as a production of charged solitons in [1].
V. SOLITON EQUATIONS SATISFIED BY CLOSED STRING CORRELATION FUNCTIONS
The purpose of this section is to derive a soliton equation satisfied by the closed string correlation functions with
conformally symmetric boundaries. It will be done by generalizing the correlation function (31) to the case with the
boundary:
FBG (K) = 〈B| : eik1X(z1,z¯1) : · · · : eikMX(zM ,z¯M) : G|0〉. (39)
This is also a generalization of the formulation of [1] to the case with a background specified by the universal
Grassmannian G.
We want to derive a bilinear relation satisfied by the correlation function (39). To this end we first consider the
following integration:
I =
∮
0
dz
2pii
∮
∞
dz¯
2pii
ψ∗(z, z¯)G|0〉 ⊗ ψ(z, z¯)G|0〉,
where we assume that the contours encircle around z = 0 and z¯ = ∞. Applying the relations (26) this is equivalent
to
=
∮
0
dz
2pii
∮
∞
dz¯
2pii
Gψ∗(z, z¯)|0〉 ⊗Gψ(z, z¯)|0〉,
which turns out to be zero, i.e.,
I = 0, (40)
owing to the fact that ψ∗(z, z¯)|0〉 and ψ(z, z¯)|0〉 are orthogonal.
This fundamental property will be verified by rewriting I as
I =
∑
p,q∈Z
Gψ∗p,q|0〉 ⊗Gψp,q|0〉
Each term of the summation is identically zero due to the nature of the vacuum state (20).
We can interprete the formula (40) as a bilinear sum rule for the correlation functions (39) if we multiply to I the
state
〈B| : eik1X(z1,z¯1) :: eik2X(z2,z¯2) : · · · : eikMX(zM ,z¯M ) :
⊗ 〈B| : eik′1X(z1,z¯1) :: eik′2X(z2,z¯2) : · · · : eik′MX(zM ,z¯M ) :
i.e., ∮
0
dz
2pii
∮
∞
dz¯
2pii
FBψ∗(z,z¯)G(K)F
B
ψ(z,z¯)G(K
′) = 0. (41)
This is a formula every closed string correlation function must satisfy.
In order to find more useful informations we divide (41) by FB1 (K)F
B
1 (K
′) and rewrite it as∮
0
dz
2pii
∮
∞
dz¯
2pii
〈B| : ei
∑
j
kjX(zj ,z¯j) : ψ∗(z, z¯)G|0〉
×〈B| : ei
∑
j
k′jX(zj,z¯j) : ψ(z, z¯)G|0〉 = 0,
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where we used (32).
Now let us recall the expressions (17) of ψ and ψ∗ and shift their plus components X+(z, z¯) to the left to obtain
∮
0
dz
2pii
∮
∞
dz¯
2pii
M∏
j=1
((zj − z)(z¯j − z¯))(k
′
j−kj)/
√
2
×〈B| : ei
∑
j
kjX(zj ,z¯j)−iX(z,z¯)/
√
2
: G|0〉
×〈B| : ei
∑
j
k′jX(zj ,z¯j)+iX(z,z¯)/
√
2
: G|0〉 = 0. (42)
So far we have not specified kj ’s and k
′
j ’s. Since they are arbitrary we can choose
k′j = kj −
√
2 (j = 1, 2, 3), k′j = kj (j 6= 1, 2, 3) (43)
such that the factor
M∏
j=1
((zj − z)(z¯j − z¯))(k
′
j−kj)/
√
2
in (42) becomes simply
3∏
j=1
1
(z − zj)(z¯ − z¯j) . (44)
We are ready to move the contours of integrations in (42) toward the boundary. We assume that all of the simple
poles of (44) on the z plane are in between the boundary and the origins and those on the z¯ plane are in between
the boundary and ∞. We notice that, while the contours are moved toward the boundary, they are only singularities
which contribute to the integrations. Therefore we obtain the bilinear relation for the τ function with boundary,
which is defined by
τB(k1, k2, k3) =
FBG (K)
FB1 (K)
,
as follows:
τB(k1 +
√
2, k2, k3)τ
B(k1, k2 +
√
2, k3 +
√
2)
(z1 − z2)(z1 − z3)
+
τB(k1, k2 +
√
2, k3)τ
B(k1 +
√
2, k2, k3 +
√
2)
(z2 − z1)(z2 − z3)
+
τB(k1, k2, k3 +
√
2)τB(k1 +
√
2, k2 +
√
2, k3)
(z3 − z1)(z3 − z2)
+
∮
B
dz
2pii
∮
B
dz¯
2pii
3∏
j=1
1
(z − zj)(z¯ − z¯j)
×τB
(
k1, k2, k3,
−1√
2
)
τB
(
k′1, k
′
2, k
′
3,
1√
2
)
= 0. (45)
In this expression k′j = kj + 1/
√
2.
A few comments are in order.
1) If some of zj ’s and z¯
−1
l ’s are not in between the origins and the boundary, they do not contribute to the summation
of (45).
2) If there is no boundary and the contours of the integrations are moved away to infinity the second term of (45)
does not contribute and we obtain a generalization of HBDE (16) to the closed strings.
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3) If we are concerned only to deriving bilinear identities of the τ function we could generalize the Miwa transfor-
mation (28) to
t˜0 = −
M∑
j=1
k˜j ln z¯j ,
t˜n =
1
n
M∑
j=1
k˜j z¯
−n
j , n = 1, 2, · · · ,
such that k˜j ’s are independent from kj ’s.
VI. CORRESPONDENCE OF SOLITONS IN TWO THEORIES
In the paper [1] by Callan et al it was argued that the field X , which was at a minimum of the potential, is displaced
by an integer number of period 2pi
√
2 after scattering from the boundary. The shift is visible as a topological soliton
which is propagating away from the boundary. The generators, which carry the topological numbers, are identified
with the weight one field e±i
√
2X(z). The exponents describe kinks with a shift of 2pi
√
2 between values of X before
and after the scattering.
On the other hand we have derived in this paper soliton equations which are satisfied by the correlation functions
of closed strings. The question is whether solitons which appear in two theories have some relation? The purpose of
this section is to clarify this point.
In the theory of KP-hierarchy[9] a creation of one soliton state is generated by the operation of
eaΛ(z)Λ
∗(z′), (46)
where
Λ(z) = eξ(t,z)eξ(∂t,z
−1), Λ∗(z) = e−ξ(t,z)e−ξ(∂t,z
−1)
to the τ function. Here ∂t means (∂t1 , ∂t2 , ∂t3 , · · ·). One soliton solution (6), for example, will be seen being generated
from 〈0|eH(t)|0〉 = 1 by this operation. If we expand Λ(z)Λ∗(z′) as
Λ(z)Λ∗(z′) =
∑
m,n∈Z
Lmnz
mz′−n
the coefficients satisfy
[Lmn, Lm′n′ ] = δm′nLmn′ − δmn′Lm′n.
Hence (46) is an element of the group GL(∞).
We can translate this symmetry into a simple word of the language of string theory. Namely the actions of Λ(z)
and Λ∗(z) are equivalent to the shifting kX(z) to (k ± 1)X(z), which we can express as
Λ(z) = e∂k , Λ∗(z) = e−∂k .
If z coincides with one of the zj ’s in the Hamiltonian (13), Λ(zj) increases the corresponding value of kj by one. If
z coincides with none of them, it creates a new field eiX(z) in the string correlation functions. The generation of a
soliton in the soliton theory, which is achieved by an action of the operator (46), is equivalent to an action of
1 + ae∂ke−∂k′
to the string correlation functions. It is apparent that the action of the second term adds a pair of fields : eiX(z) ::
e−iX(z
′) : to the correlation functions. Since this process generates new solutions to the HBDE (16) it is a Ba¨cklund
transformation [10].
Let us extend above consideration to the closed strings. Instead of ψ(z), ψ∗(z) in (6) a soliton state will be
described by the fields ψ(z, z¯) and ψ∗(z, z¯). The bosonization procedure (17) enables us to express them in terms of
string coordinates. The corresponding generator of the Ba¨cklund transformation is
Λ(z, z¯)Λ∗(z′, z¯′) = e(1/
√
2)∂ke−(1/
√
2)∂k′ ,
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which introduces a pair of fields
ψ(z, z¯)ψ∗(z′, z¯′) =: eiX(z,z¯)/
√
2 :: e−iX(z
′,z¯′)/
√
2 : (47)
into the string correlation functions. We will call this field (47) a ’classical soliton field’.
As it was discussed in [1] the pair of fields of (47) is equivalent to
: ei
√
2X(z) :: e−i
√
2X(z′) :
when it is on the boundary. Let us call e±i
√
2X(z) the ‘BCFT soliton fields’. From this observation we find that a pair
of ‘BCFT soliton fields’ in [1] form a ’classical soliton field’ of classical soliton equations. In other words a soliton of
classical equations is a neutral bound state of a pair of charged fields in the boundary CFT.
The profile of the soliton solution to classical equations has been represented by (2). It is an exponential function
of the soliton coordinates tn’s. The special dependence on tn’s implies the solitary nature of the solution when the
Toda amplitude rm is expressed in terms of the τ function via (3). The question is what is the meaning of the classical
soliton coordinates tn in the string theory?
In order to answer this question we rewrite the Hamiltonian H(t, t˜) of (23), which generates the motion of classical
solitons, as
H(t, t˜) = i
∑
j
kjX−(zj , z¯j)
= −
∞∑
n=0
(tnαn − t˜nα˜n). (48)
We notice that αn’s and α˜n’s are particle modes of a string. Therefore the two expressions in (48) present two
different pictures, i.e. a string picture and a particle picture. This also provides a physical interpretation of the Miwa
transformation (11).
The direction of motion of a classical soliton depends on which particle mode of the string is excited. Moreover
(24) shows that the velocity of the classical soliton moving along tn is determined by the eigenvalue z
n of αn as it
was the case of the Toda lattice (4).
VII. ONE SOLITON SOLUTION
To be specific let us study the correlation function of closed strings (39) with the boundary state 〈B| and G is given
by exp[aψ(z, z¯)ψ∗(z′, z¯′)]. If we restrict the values of kj ’s to multiple of 1/
√
2 it is a correlation function of ‘BCFT
soliton fields’. The presence of G amounts to introduce a ‘classical soliton field’ into the correlation function. But,
once the pair is substituted into the function, it is not distinguished from other ‘BCFT soliton fields’.
In the language of τ functions we have
τB1sol = 1 + a
FBψ(z,z¯)ψ∗(z′,z¯′)(K)
FB1 (K)
= 1 + a
〈B| : ei
∑
j
kjX(zj,z¯j) : ψ(z, z¯)ψ∗(z′, z¯′)|0〉
〈B| : ei
∑
j
kjX(zj ,z¯j) : |0〉
= 1 + a
W (t, t˜)√
(z − z′)(z¯ − z¯′)e
Ξ(t,t˜,z,z′)
where Ξ is given by (33) and we used (24) to obtain the exponential factor. The existence of other ‘BCFT soliton
fields’ causes an effect on the ‘classical soliton fields’ ψ(z, z¯)ψ∗(z′, z¯′) to move along the direction determined by the
ξ’s in this exponential factor.
Comparing with the one soliton state (33) with no boundary, there is an extra factor W which now depends on t’s
and is given by
W =
〈B|ei
∑
j
kjX+(zj ,z¯j)ei(X+(z,z¯)−X+(z
′,z¯′))/
√
2|0〉
〈B|ei
∑
j
kjX+(zj,z¯j)|0〉
.
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Let us compute this quantity to see its t dependence. We first bring all X˜+ components to the left untill they hit
to the boundary state 〈N |. After all of the right moving components are reflected into the left moving ones X−, the
state 〈N | will be turned into the vacuum state 〈0|. Hence the rest we have to calculate is
〈0|ei
∑
M+2
j=1
kjX−(z¯
−1
j
)
e−iθaJ
a
e
i
∑
M+2
j=1
kjX+(zj)|0〉
〈0|ei
∑
M
j=1
kjX−(z¯
−1
j
)
e−iθaJaei
∑
M
j=1
kjX+(zj)|0〉
,
where we used the notations
kM+1 = −kM+2 = 1√
2
, zM+1 = z, zM+2 = z
′.
Applying the formula (38), we obtain
W =
(
(z¯−1 − z)(z¯′−1 − z′)
(z¯′−1 − z)(z¯−1 − z′)
) 1
2
cos(2pi|g|)
×
M∏
j=1
(
(z¯−1 − zj)(z¯−1j − z)
(z¯′−1 − zj)(z¯−1j − z′)
) 1√
2
kj cos(2pi|g|)
Under the conditions that all zj’s are on the unit circle and
∑
j kj = 0 we can write the second factor of W as
eΞ(t,t˜,z,z
′) cos(2pi|g|).
If we combine these results together the modification to the τ function due to the boundary is rather simple
τB1sol = 1 + a
ycos
2(pi|g|)√
(z − z′)(z¯ − z¯′)y e
Ξ(t,t˜,z,z′)2 cos2(pi|g|),
where y is the cross ratio defined by
y :=
(z¯−1 − z)(z¯′−1 − z′)
(z¯′−1 − z)(z¯−1 − z′) .
Let us see how the profile of the soliton solution of the Toda equation will be affected by a change of the boundary
parameter g. Comparing with the data (4) we find
erm − 1 = ω
′2
cosh2(κ′m+ ω′t+ δ′)
where
κ′ = 2
√
2κ cos2(pi|g|), ω′ = 2
√
2ω cos2(pi|g|),
δ′ = δ +
1
4
cos(2pi|g|) ln y
and assumed z and z′ being real.
t :=
t3 + t˜3
2
, m :=
t1 + t˜1
2
An interesting feature of this result is that the soliton is completely frozen when |g| is a half integer corresponding to
the Dirichlet boundary condition in the string picture. We have also calculated two soliton solution influenced by the
boundary and found that they are stable under the collisions. Details will be reported elsewhere.
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