ABSTRACT. Let Ω 1 and Ω 2 be bounded domains in R N of class C and let p ∈ [2,∞). If there is an isometric lattice isomorphism T :
INTRODUCTION
Let A 1 and A 2 be non-empty sets, E be a Banach space and let F 1 (A 1 , E) and F 2 (A 2 , E) be linear spaces of E-valued functions defined on A 1 and A 2 , respectively. If ξ : A 2 → A 1 is such that u • ξ belongs to F 2 (A 2 , E) for every u ∈ F 1 (A 1 , E), then the operator S ξ which maps u to u • ξ is called a composition transformation. If g : A 2 → R is a map such that (u • ξ )g belongs to F 2 (A 2 , E) for every u ∈ F 1 (A 1 , E), then the mapping T : u → (u • ξ )g is called a weighted composition transformation induced by the CoMu-Representation (ξ , g). There are many results in the literature which assert that certain operators are weighted composition transformations.
The classical Banach-Stone Theorem (Stefan Banach [2] and Marshall Harvey Stone [17] ) says the following. Let T 1 and T 2 be compact Hausdorff spaces. Then a bounded linear operator C(T 1 ) → C(T 2 ) is a surjective isometry if and only if T has a CoMuRepresentation (ξ , g) for some homeomorphism ξ : T 2 → T 1 and some continuous function g : T 2 → {−1, 1}. A simplified version of Lamperti's Theorem (John Lamperti [12] ) says the following. Let were considered by John Lamperti in 1958 [12] , by Günter Lumer in 1963 [13] and many more. Geoff Diestel and Alexander Koldobsky considered in 2006 [8] isometries on the Sobolev space W 1,p (Ω). By identifying W 1,p (Ω) with a subspace of a certain L p -space they were able to proof (under some additional assumptions) that isometries are of the form T u = u • ξ with a "trivial" mapping ξ . Note that the norm on W 1,p (Ω) considered there differs from the norm considered in this article and hence also the isometries differes. It's topological dual (see [7, Appendix] ) is denoted by D ′ (Ω) and is called the space of
where in the second integral |·| denotes the euklidean norm in R N , i.e. |x| = (x, x). In the case p = 2 the Sobolev space 
Since for p ∈ (1, ∞) every function u ∈ W 1,p (Ω) has a Cap p -quasi continuous version on 
For y = u and z = v we obtain the pointwise estimate a.
By Lebesgue's Dominated Convergence Theorem we obtain that
what is exactly the claim. 
Proof. We get from Lemma 1.1 that 
Proof. For ξ , θ ∈ R d we have that (using the derivative with respect to s)
with the convention that |ξ | p−2 
ISOMETRIES BETWEEN SOBOLEV SPACES
We start with a version of a lemma proved by John Lamperti [12, Lemma 2.1]. In order to convince the reader that this lemma also holds for x, y ∈ R d instead of x, y ∈ C we will shortly recall the proof given by John Lamperti. 
If in addition the convexity or concavity of Φ( √ ·) is strict, then equality in (1) or (2) holds if and only if |x| · |y| = 0.
Proof. We will give the proof only in the case when Φ( √ ·) is convex. The part when
Theorem 92] that
The convexity of Φ( √ ·) implies that t → t 2 /Φ(t) is decreasing. Hence by [11, Theorem 105, case (2)] we get that
Using that Φ −1 is increasing, we get from the above two inequalities that
If Φ( √ ·) is strictly convex, then t → t 2 /Φ(t) is strictly decreasing. It follows from [11, Theorem 105, case (2) ] that the inequality (3) is strict if |x| · |y| = 0. Hence in this case also Inequality (4) is strict.
Proof. We will give the proof only in the case when p ∈ (2, ∞). The part when p ∈ [1, 2) is analogous. Let u, v ∈ W 1,p 0 (Ω 1 ) with |u| ∧ |v| = 0 be fixed. Since T is an isometry we get
Replacing v by −v we get
which can be rewritten as
For t ≥ 0 we let
is a strictly convex function. Hence we get
2|∇T v| p and therefore
Since by Lamperti's lemma
Again by Lamperti's lemma, using the strict convexity of t → t 2 /Φ(t), we get that |T u| · |T v| = 0 a.e. on Ω 2 , that is, |T u| ∧ |T v| = 0.
An immediate consequence is the following.
is a linear and positive isometry, then T is an isometric lattice homomorphism.
ISOMETRIC LATTICE ISOMORPHISMS
In this section we assume that Ω 1 , Ω 2 ⊂ R N are bounded open sets and that T :
is an isometric lattice isomorphism satisfying the following two properties: (T0) T has an extension to a lattice homomorphismT :
satisfies by Proposition 1.4 the properties (T0) and (T1).
and
Proposition 3.3. Under the above assumptions and p
Proof. It follows from Biegert [4, Theorem 4.8] that there exist mappings ξ :
Let j ∈ {1, . . . , N} be fixed, α := (p − 1) −1/p and u ± (x) := e ±αx j . From Lemma 3.2 and the assumptions (T0) and (T1) we get that
It is well known that any weak solution of (7) has a version v ± ∈ v ± which admits Hölder continuous first derivatives, in particular,
. By the representation (6) we obtain the following equalities:
For y ∈ Ω 2, j we let ξ j (y) := (2α) −1 log(v + (y)/v − (y)) and g(y) := √ v + · v − . Hence g and ξ j are in C 1 ( Ω 2, j , R). Since this holds for all j ∈ {1, . . . , N} we get that ξ ∈ C 1 ( Ω 2 , R N )
where
Hence O is the empty set. In the following we will write ξ and g instead of ξ and g. Proof. From Proposition 1.3 we get for u, v ∈ W 1,p (Ω 1 ) and
Then T ψ ∈ W 1,p c (Ω 2 ) and hence
Using thatT 1T ψ =T e fT ϕ the equation above leads to
The following identities follow from the structure ofT :
Combining these two equalities we get
Using these two new equalities we may write Equation (8) as
The form of Equation (9) allows us to replace T ψ by an arbitrary test function η ∈ D(Ω 2 ).
Now Equation (10) holds also for f replaced by − f and hence
Making the sum of the Equations (10) and (11) and dividing by 2 leads to
Now we can cancel the term on the left side with two terms on the right hand side of the above equation which gives then
Since this holds for all test functions η ∈ D(Ω 2 ) we may pass to the pointwise equation:
Since both terms on the right hand side are non-negative, both must be equal to 0, in particular the second, that is,
Now consider the open set O := {y ∈ Ω 2 : |∇g(y)| > 0}. Assume that O is not empty. Then there exists y 0 ∈ O and r > 0 such that B := B(y 0 , r) ⊂ O. If follows from Equation (13) that Proof. Let α and β be real numbers such that α 2 + β 2 = (p − 1) −2/p . For j, l ∈ {1, . . . , N}, j = l we let f (x) := αx j + β x l and u(x) := e f (x) . It follows that |u|
∇T ϕ
By assumption (T1) we get that
Arguing as in the proof of Proposition 3.4 we get that for all η ∈ D(Ω 2 )
Note that the above equation holds also for f replaced by − f and that
In fact, in the case p = 2 all terms are equal to 1. In the case p > 2 we use that ∇g = 0 from Proposition 3.4. Hence
Making the sum and dividing by 2 gives
In the case p > 2 (∇g = 0) this shows that
In the case p = 2 this shows that
Let Ψ 2 := g − ∆g and
Since Ψ p does not depend on the particular choice of α and β satisfying the condition
This shows that ∇ξ j ∇ξ l = 0.
Proposition 3.6. Under the above assumptions and p ∈ [2, ∞) we have that
Proof. Assume that ξ : O → R N is not injective. Then there exist y 1 = y 2 ∈ O such that ξ (y 1 ) = ξ (y 2 ). Since det(ξ ′ (y)) = 0 and det(ξ ′ (y 2 )) = 0 there exist r > 0 and open sets
This contradicts the assumption T W 
From the calculation above (using that C N/p = C p ), we get in addition that
This implies that C p = C N/p = C p+N = C p+p 2 and therefore C = 1. U 1 ) ⊂ B(y 0 , r) . Then for ϕ ∈ D(U 1 ) and u ∈ C ∞ (R N ) we get (note that
Since
For u := 1, using Equation (14) and (15), we get
For u(x) := x j we get from Equation (15)
we get using equation (16)
Finally we let u(x) := x 2 j /2. Then we get from Equation (15)
Since ξ 2 j Φ ∈ H 1 0 (U 2 ) we get from Equation (16)
and hence using Equation (17)
Equation (14) with f (x) = x j and ∆g = 0 on U 2 , we get that ∇ξ j 2 = g = 1 on U 
Therefore O is closed in Ω 2 . Assume that O = Ω 2 . Then there exists a non-empty ball 
We summarize our results in the following Theorem.
be an isometric lattice isomorphism such that (T0) T has an extension to a lattice homomorphismT :
Then there exists an open set Ω 2 ⊂ Ω 2 with Cap p (Ω 2 \ Ω 2 ) = 0 and an injective local isometry ξ :
Proof. The open set Ω 2 was defined for p ∈ (1, ∞) in Proposition 3.3. In the case p ∈ (2, ∞) we get from Proposition 3.7 that ξ is a local isometry and g ≡ 1, that is, T u = u • ξ Cap pq.e. on Ω 2 . In the case p = 2 this follows from Proposition 3.8. Since for all p ∈ [2, ∞) we have that ξ ′ (y) is an orthogonal matrix for every y ∈ Ω 2 we get from Proposition 3.6 that ξ : Ω 2 → Ω 1 is injective. So everything except that ξ : Ω 2 → Ω ⋆ 1,p is proved. Assume that there exists y 0 ∈ Ω 2 such that ξ (y 0 ) ∈ Ω ⋆ 1,p . Since Ω ⋆ 1,p = Ω 1 we get that x 0 := ξ (y 0 Proof. This follows from Theorem 3.14 and Remark 3.1.
