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Capítulo 1.  Introducción a Wolfram Mathematica. 
 
1.1 ¿Qué es Wolfram Mathematica? 
 
Mathematica es un programa desarrollado por Wolfram Research (www.wolfram.com) y utilizado en áreas 
científicas, de matemáticas, ingeniería y computacionales. Se trata de un sistema de álgebra computacional 
y de un lenguaje de programación de propósito general. Se divide en dos partes: el kernel o núcleo que 
desempeña los cálculos, y el front end o interfaz que despliega los resultados y permite al usuario interactuar 
con el núcleo como si fuera un documento [28]. 
Como las características más importantes de Mathematica podemos destacar: la capacidad de solucionar 
sistemas de ecuaciones (ordinarias, parciales o diferenciales); la disponibilidad de bibliotecas de funciones 
elementales y especiales para matemáticas; soporte de matrices; herramientas numéricas y simbólicas para 
cálculo de variable continua o discreta; herramientas de visualización de datos en 2D y 3D; una colección 
de bases de datos, etc. 
Las principales funcionalidades más recientes incorporadas en  Mathematica son las siguientes: 
 ApplySides aplica operaciones algebraicas a ambos lados de ecuaciones y desigualdades y 
FindEquationalProof encuentra pruebas para teoremas lógicos ecuacionales desde axiomas. 
 GeoSmoothHistogram crea intensidades alisadas en un mapa. 
 FeatureSpacePlot3D para el trazado de espacios de funciones de dimensiones reducidas en 3D. 
 Tiene capacidades de vanguardia para la construcción, capacitación y despliegue de sistemas de 
aprendizaje automático de redes neuronales. 
 Navegue, importe o genere modelos de sistema listos para la simulación, para la extracción, 
análisis y visualización de datos. 
1.2 Breve historia de Wolfram Mathematica. 
 
Wolfram Research  fue fundada por Stephen Wolfram en 1987 esta es una de la empresas más solventes en 
informática en el desarrollo de software y software para la nube. 
El lanzamiento de Mathematica se produjo durante el año de 1988, siendo esta la primera versión que salió 
a la venta este mismo año, recién en el 2015 Wolfram Research  hace el lanzamiento de Mathematica 10.3. 
En la actualidad, la última versión disponible de  Mathematica es la 11.3 y fue lanzado en marzo de 2018. 
La versión 11.3 expande las funciones de Mathematica y Wolfram Language en computación matemática, 
audio y procesamiento de imágenes, aprendizaje automático y redes neuronales, modelado de sistemas y 
más; asimismo introduce nuevas propiedades de interfaz [27]. 
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1.3 Entrada y salida de datos. 
 
Para la entrada y salida de datos se debe tener cuidado ya que  Mathematica es sensible con el uso de 
mayúsculas y minúsculas, una regla muy importante para la entrada y salida de los datos es que 
Mathematica utiliza paréntesis para las operaciones y no corchetes,  para las operaciones básicas  se utilizan 
los símbolos estándares, en la figura 1.1 se presenta un ejemplo: 
 
 
 
 
 
 
 
 
Figura 1.1: Entradas y salidas básicas en Mathematica 
 
En la figura 1.1 se puede observar que al realizar una operación, Mathematica automáticamente  presenta 
un menú de  ayuda con comandos relacionados al tema. 
 
 
 
 
 
 
 
 
Imagen 1.2: Resolución de una integral 
 
En la figura 1.2 se presenta algunos ejemplos con el desarrollo de funciones y se aplica                                                                                                                                        
derivadas e integrales con la ayuda del menú de comandos, se puede observar la salida de una gráfica de 
un polinomio de tercer grado.                                                                                                                                                                               
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1.4 Programación básica. 
 
Mathematica soporta los clásicos comandos If, Do, For, While para el control de ciclos, que caracterizan 
los tradicionales lenguajes de programación, permitiendo escribir programas al estilo de Pascal y C [36]. 
Mathematica tiene funciones que también se puede aplicar en la programación, diseñada para la nueva 
generación de programadores, Wolfram Language posee una alta gama de algoritmos y conocimiento 
incorporado, todos accesibles de forma automática en su elegante y unificado lenguaje simbólico. Escalable 
desde programas pequeños hasta grandes, con implementación inmediata local y en la nube, Wolfram 
Language construye sobre la base de principios claros, y tres décadas de desarrollo, para crear lo que 
promete ser el lenguaje de programación más productivo del mundo, así como el primer lenguaje de 
comunicación computacional del mundo tanto para humanos como para AI (inteligencia artificial) [26]. 
En la figura 1.3 se presenta una entada utilizando el condicional If. 
 
 
 
 
Figura 1.3: Condicional if 
 
En la figura 1.4 se presenta la utilización de bucles (for), se presenta con un ejemplo simple de calcular el 
factorial del número 6. 
 
 
 
 
 
Figura 1.4: Bucle for 
En la figura 1.5 se utiliza el bucle (while) para presentar los 10 primeros números pares. 
 
 
 
 
Figura 1.5: Bucle While 
9 
 
1.5 Componentes y estructuras de datos. 
 
Mathematica tiene una extensa variedad de manejo de datos, además de los números convencionales como 
pueden ser los reales y  complejos en operaciones de cálculo, álgebra y otros campos [32]. 
Se pueden encontrar enteros de diferentes tamaños (digamos 4 u 8 bytes), números reales en precisión 
simple y doble, y números complejos compuestos por pares de números reales. Mathematica nos brinda un 
conjunto de herramientas mucho más rico:  
 Enteros de tamaño arbitrario  
 Números racionales de tamaño arbitrario  
 Números reales de doble precisión  
 Números complejos  
 Listas 
Entre la gran cantidad de forma de representar datos en Mathematica, ya sea de forma convencional o en 
forma de estructura, en esta sección se trata de presentar una  lista, se muestra cómo se debe trabajar con 
este tipo de datos, su sintaxis y ejemplos de aplicación. En la figura 1.6 se presenta dos listas, la primera 
con números enteros y la segunda con fracciones, se puede observar que se puede realizar operaciones con  
los elementos de la lista, inclusive podemos calcular la media, máximo o mínimo de los datos de las listas. 
 
 
 
 
 
 
 
 
Figura 1.6: Estructura de datos 
 
La figura 1.7 muestra el manejo de listas aplicando Estadística Descriptiva, como ejemplo se calcula la 
covarianza, la desviación típica, la correlación y la mediana, esto se presenta como ejemplo ya que 
Mathematica tiene incorporado una serie de comandos para el cálculo de la Estadística Descriptiva e 
Inferencial.    
 
 
10 
 
 
 
 
 
 
 
 
Figura 1.7: Listas 
 
1.6 Implementación de Paquetes. 
 
Para el correcto funcionamiento de algunas funciones de Mathematica es necesario realizar la instalación 
de paquetes, los cuales  contiene una gran variedad de herramientas para el trabajo en diferentes categorías.   
Mathematica ofrece una gran cantidad de paquetes de complementos estándar para extender sus 
capacidades. Muchos usuarios ignoran esta lista y terminan intentando duplicar las funciones. Mathematica 
es un sistema que puede representar y presentar conocimiento científico y técnico. Ciertos paquetes están 
incluidos con Mathematica para proporcionar un acceso fácil a los datos científicos de uso común [32]. 
Como se indica en el párrafo anterior existe una gran cantidad de  paquetes como complementos, una de 
las ventajas que presenta este programa es que el usuario puede crear su propio paquete, y luego utilizarlo 
en el momento que se necesite.  
 
Para cargar un paquete en Mathematica se utiliza la siguiente sintaxis: 
 
                <<paquete o categoría              nombre del paquete de Mathematica 
Otra manera de instalar un paquete es con la función Needs, como se muestra a continuación: 
Needs[Nombre del paquete] 
Como ejemplo se instala el paquete de estadística descriptiva, en el que están todas las funciones necesarias 
para trabajar con este tema, la instalación se realiza como se muestra en la figura 1.8. 
 
Figura 1.8: Instalación de paquetes 
En la figura 1.9 se muestra todas las funciones que se instala en el paquete DescriptiveStatistics. 
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Figura 1.9: Funciones del paquete DescriptiveStatistics [14]. 
 
Mathematica posee un conjunto de paquetes para la resolución numérica de ecuaciones diferenciales, para 
ello se debe realizar la instalación de este paquete y de esa manera se puede acceder a todas las funciones.  
 
 
 
Figura 1.10: Instalación de un paquete. 
 
El paquete DifferentialEquations`InterpolatingFunctionAnatomy` proporciona una interfaz para los datos 
en un objeto InterpolatingFunction que se mantendrá para futuras versiones de Wolfram Language. 
Una situación común en la que el paquete InterpolatingFunctionAnatomy es útil es cuando NDSolve no 
puede calcular una solución en toda la gama de valores que ha especificado, y desea trazar toda la solución 
que se calculó para intentar comprender mejor lo que podría haber salido mal [22]. 
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Capítulo 2.  Resolución  numérica de ecuaciones diferenciales en 
Wolfram Mathematica 
 
2.1 DSolve. 
El comando DSolve permite resolver sistemas de  ecuaciones de diferentes tipos, estas pueden ser lineales 
con varias incógnitas, también puede desarrollar ecuaciones de diferentes potencias.  
Resolver una ecuación diferencial consiste esencialmente en encontrar la forma de una función desconocida 
de manera que se satisfaga una cierta ecuación que involucra también a sus derivadas. 
 La función que se utiliza en Mathematica para obtener soluciones simbólicas de ecuaciones diferenciales 
ordinarias es: 
 , ,DSolve eqn y x x    
Se realizan tres ejemplos utilizando el comando DSolve y NSolve. 
Ejemplo 2.1  
En este ejemplo se resuelve una ecuación diferencial con la utilización del comando DSolve. 
 
Ejemplo 2.2: 
En este ejemplo calculamos los puntos de equilibrio utilizando el comando NSolve. 
   _, _ : * 1f u v u u v  
 
   _, _ : * 3g u v v u  
 
 
 
 
 
 
 
Ejemplo 2.3: 
Determinar y clasificar los puntos de equilibrio del sistema dinámico: 
                                            
 
 
2 2
2 2
dx
x x y
dt
dy
y x y
dt
  
  
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Realizar una representación del mapa de fases, que incluya las órbitas significativas. 
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En el ejemplo 2.2 se realiza el siguiente proceso:  
 Se introduce las funciones. 
 Utilizando el comando NSolve se calcula los puntos de equilibrio. 
 Se realiza los cálculos pertinentes para verificar el tipo de puntos. 
 Dibujamos el  mapa de fase del sistema. 
 Se grafica el campo de vectores. 
 Se grafica los puntos de equilibrio. 
 Se grafica los puntos de equilibrio y el campo de vectores sobre el mismo plano. 
 
2.2 NDSolve. 
 
La función NDSolve de Wolfram  Mathematica proporciona aproximaciones numéricas de  ecuaciones 
diferenciales, ésta tiene incorporada una serie de parámetros que facilita el cálculo de ecuaciones 
diferenciales ordinaria y en derivadas parciales.  
La función NDSolve construye aproximaciones numéricas a la solución de ecuaciones diferenciales 
numéricas generales que se aproxima a la solución. Las ecuaciones diferenciales parciales implican dos o 
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más variables independientes. NDSolve también pueden resolver algunas ecuaciones diferenciales 
algebraicas (DAE), que suelen ser una combinación de ecuaciones diferenciales y algebraicas [21]. 
NDSolve tiene una serie de formas de expresión, a continuación se detallan algunas de ellas: 
Está opción permite calcular una solución numérica para ecuaciones diferenciales ordinarias, para una 
función   con la variable independiente x  en el rango minx  a maxx  
                              
 min max, , , ,NDSolve eqn x x x    
Sirve para resolver ecuaciones diferenciales parciales sobre un área  regular. 
                              
   min max min max, , , , , t, t , tNDSolve eqn x x x    
Permite resolver ecuaciones diferenciales en derivadas parciales sobre  . 
                              
 , , , yNDSolve eqn x     
Resuelve ecuaciones diferenciales parciales que dependen del tiempo sobre la región . 
                               
   min max, , , , , , yNDSolve eqn t t t x     
NDSolve puede resolver funciones subíndice: 
                               
 1 2 3, , , ...... ,.....NDSolve eqn u u u    
Con el comando Options [NDSolve] se puede acceder a las opciones que tiene incorporado NDSolve. 
 
 
A continuación se presenta dos ejemplos aplicando NDSolve. 
Ejemplo 2.3. 
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Se presentan algunas funcionalidades y algunos ejemplos utilizando  NDSolve  [39]. 
Ejemplo 2.4.  Sistema de Rossler [39], 
     
     
       
x t y t z t
y t x t ay t
z t b cz t x t z t
   
  
   
 
Como se puede observar es un sistema de tres ecuaciones diferenciales no lineales, se procede a asignar 
valores a los parámetros 1a  , 3b   y 6c  . 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Se puede observar  que la función  NDSolve puede resolver fácilmente las ecuaciones diferenciales 
planteadas.  
Ejemplo 2.5  Discretización de Euler. La siguiente serie de cinco gráficos muestra la solución obtenida al 
usar la discretización de Euler, este procedimiento se estudiará más adelante. 
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Ejemplo 2.6. Resuelve las ecuaciones diferenciales parciales numéricamente, este procedimiento numérico 
es el método de líneas. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Ejemplo 2.7. Utilizando el comando NDSolve se desarrolla la ecuación diferencial
 
  
1
expx t
In x t
 
   
 
  . 
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Cuando se utiliza NDSolve para resolver un sistema de ecuaciones diferenciales, se genera cuatro objetos 
de regla, una por cada variable que presenta  la ecuación. 
 
 
2.3 El comando NDSolve y Plot. 
 
El comando Plot representa la gráfica  de funciones, elementos geométricos o ecuaciones diferenciales, su 
sintaxis en Mathematica es: 
 
 
 ,   ,  ,  
   
{ }
{ }1,  2, ,  ,  ,  
Plot f x xmin xmax
Plot f f x xmin xmax  
 
El comando NDSolve y Plot se pueden utilizar conjuntamente para la evaluación de ecuaciones 
diferenciales, en el ejemplo 2.8 proporciona una solución numérica para una EDO no lineal como la 
ecuación de Van der Pol (el oscilador de Van der Pol es un sistema dinámico consistente en un circuito 
eléctrico no lineal).  
 
Ejemplo 2.8. 
Ecuación de Van der Pol  [30]. 
 21 0x x x x      
 2
1
1 0
3
x x x x      
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Utilizando NDSolve y Plot podemos verificar que la solución numérica  obtenida tiene bastante precisión. 
La solución numérica verifica la ecuación diferencial en el intervalo [0,25] . 
ParametricPlot es un comando que se utiliza conjuntamente con NDSolve y nos permite presentar el 
plano de fase. El ejemplo permite observar el plano de fases de la Ecuación de Van der Pol. 
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2.4 NDSolve utilidades y aplicación. 
 
Utilización de  NDSolve para  resolver ecuaciones diferenciales para la posición y la velocidad de un 
oscilador anarmónico           
3 1
sin
2
x t x t t t x t      [40],  se debe tomar en cuenta que 
frecuencia omega y el defasaje phi son funciones aleatorias. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Utilización  de NDSolve para  desarrollar la siguiente ecuación diferencial: 
                                  
    
        
2
2
sin 0
l t t
l t t l t t
t

 

  
  
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para la elongación  t  más de 200 veces para  l t  de la forma    
7
1 sin 9 / 8l t t     Esta 
ecuación diferencial describe un péndulo de varilla sin masa con longitud de varilla dependiente del tiempo 
y una masa. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
A partir de un punto genérico   0 0z z  y resolver la ecuación diferencial        /z t p z t p z t    
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Se resuelve  numéricamente la ecuación diferencial correspondiente, a partir de 175 valores elegidos al 
azar. 
 
A continuación se presenta las líneas de flujo resultantes. 
 
 
 
 
 
 
 
 
 
 
Para las ecuaciones diferenciales que describen trayectorias es conveniente usar parametrizaciones que 
representa la longitud del arco de la curva, esto puede lograrse fácilmente mediante la normalización del 
lado derecho de la ecuación diferencial, como se puede observar a continuación. 
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Se presenta un sistema  de dos ecuaciones diferenciales acopladas, los lados derechos son funciones 
racionales. El siguiente sistema modela la formación de ondas espirales en reacciones química. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Se presenta un sistema de cuatro ecuaciones diferenciales ordinarias no lineales acopladas con polinomios 
de lado derecho. La curva de solución forma un atractor caótico la que se muestra en proyecciones de  3D. 
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NDSolve también resuelve sistemas de ecuaciones diferenciales grandes, se plantea un sistema de 15 
ecuaciones diferenciales de segundo orden que se acoplan de forma no lineal entre sí, se elige  las constantes 
y los exponentes al azar. 
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NDSolve con  ecuaciones diferenciales de valores complejos [39]. 
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Capítulo 3.  Métodos numéricos para ecuaciones diferenciales. 
 
3.1 Método de Euler. 
 
Euler propuso uno de los primeros métodos para resolver ecuaciones diferencias con problemas de valores 
iniciales, cabe destacar que este método es muy sencillo en sus cálculos. 
Este método permite  aproximar soluciones del problema de valor inicial. 
( , )y f x y                     0 0y x y               (3.1) 
Se puede analizar ( , )y f x y   como un campo de direcciones en el plano x y  con la condición inicial  
 0 0y x y , se puede aproximar la solución  y x  por medio de la recta tangente a la misma que pasa por 
ese punto: 
  0 0 0 0( ) ,y x y f x y x x                   (3.2) 
Por lo tanto se tiene  la pendiente de la tangente  0m y x , entonces se deduce que  0 0,m f x y . 
Se aproxima el valor de la solución y en el punto de abscisa x1 como: 
  1 1 0 0 1 0( ) ,y x y f x y x x                             (3.3)        
Con el punto aproximado, se puede repetir el método para otro punto aproximado  2 2,x y , entonces se 
tiene: 
  2 2 1 1 1 2 1( ) ,y x y y f x y x x                     (3.4) 
de esta manera se va obteniendo los valores aproximados. 
Para  abscisas equiespaciadas, se tiene  las fórmulas: 
                            1n nx x h   
 1 1, 1n n n ny y f x y h                              (3.5) 
h es el paso del método. 
Otra forma de interpretar este método consiste en invertir la aproximación de orden más bajo para la 
derivada, normalmente conocido como el método de Euler Mejorado. 
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   1, n nn n n
y y
f x y y O h
h
               (3.6) 
por  tanto se obtiene 
   21 ,n n n ny y hf x y O h                (3.7) 
 
 
 
 
Figura 4.1 Método de Euler [1]. 
 
Como se observa en la figura 3.1, el método consiste en aproximar la solución entre nx  y 1nx    por el 
segmento tangente a la solución que pasa por  ,n nx y  [1]. 
A continuación se presenta una función en  Mathematica para resolver ecuaciones diferenciales por el 
método de Euler. 
 
 
 
 
 
 
Se aplica la función creada anteriormente  para calcular ecuaciones diferenciales, en este caso ingresamos 
la ecuación que se desee resolver y realizamos el respectivo llamado a la función. 
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También se puede utilizar el comando DSolve para calcular la solución: 
 
 
 
 
 
 
 
 
3.2 Métodos Runge-Kutta. 
 
Para la resolución numérica de ecuaciones diferenciales tenemos entre la variedad de métodos a   los 
métodos de Runge-Kutta que  son un conjunto de métodos desarrollados por Carl David Tolmé Runge y 
Martin Wilhelm Kutta.  Carl Runge fue un físico matemático alemán  nacido el 30 de agosto de 1856 y 
fallece el 3 de enero de 1927, en 1880 se graduó como Doctor en Matemática en Berlín. Martin Wilhelm 
Kutta un físico matemático alemán nacido el 3 de noviembre de 1867 y fallece el 25 de diciembre de 1944, 
fue un gran matemático alemán. Estos dos autores en 1901 desarrollan varios  métodos de tipo Runge-
Kutta para resolver ecuaciones diferenciales.  
Los métodos de Runge-Kutta forman una clase importante de métodos para la integración de ecuaciones 
diferenciales. Una subclase especial, los métodos de colocación, permite un particular acceso elegante al 
orden, simplicidad y producción continua [15]. 
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Los métodos Runge-Kutta sirven para la integración de ecuaciones diferenciales utilizando varias derivadas 
o tangentes intermedias. 
Es importante mencionar el método de Euler, es un procedimiento de integración numérica que se utiliza 
para poder resolver ecuaciones diferenciales ordinarias a partir de un valor inicial dado (3.1), es decir, con 
el método de Euler se logra obtener una solución aproximada en un conjunto finito de puntos partiendo de 
la ecuación de la recta [8].  
A partir de la ecuación de la recta que se utiliza el método de Euler se puede definir ecuaciones diferenciales 
de primer orden. 
0 0( , ), ( ) yy f t y y t         (3.8) 
La integración de esta ecuación da     
1
0
1 0 ,
t
t
y t y f t y t dt    y reemplazando la integral por la regla 
trapezoidal, se obtiene [4]: 
    1 0 0 0 1 1, ,
2
h
y y f t y f t y      (3.9) 
 
A continuación se muestra la fórmula de Runge-Kutta de segundo orden, se presenta además la fórmula 
análoga para la regla del punto medio: 
                                                                        
Punto pendiente 
 
                  
 
1 0 0
2 0 0 1
1 0 1 2
( , )
( , )
2
k f t y
k f t h y hk
h
y y k k

  
  
            
 
1 0 0
2 0 0 1
1 0 2
( , )
,
2 2
k f t y
h h
k f t y k
y y hk

 
   
 
 
  (3.10) 
Además se presenta la fórmula de Runge-Kutta de cuarto orden: 
                                       
 
 
1 0 0
2 0 0 1
3 0 0 2
4 0 0 3
1 0 1 2 3 4
( , )
,
2 2
,
2 2
,
1
2 2
6
k f t y
h h
k f t y k
h h
k f t y k
k f t h y hk
y y k k k k

 
   
 
 
   
 
  
    
      (3.11) 
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Para resultados más exactos se utiliza el método de Runge Kutta de quinto orden  de butcher (1964), donde, 
 1 ,i ik f x y  
2 1
1 1
,
4 4
i ik f x h y k h
 
   
 
 
3 1 2
1 1 1
,
4 8 8
i ik f x h y k h k h
 
    
 
 
4 1 3
1 1
,
2 2
i ik f x h y k h k h
 
    
 
 
5 1 4
3 3 9
,
4 16 16
i ik f x h y k h k h
 
    
 
 
6 1 2 3 4 5
3 2 12 12 8
,
7 7 7 7 7
i ik f x h y k h k h k h k h k h
 
       
 
 
 1 1 3 4 5 6
1
7 32 12 32 7
90
i iy y k k k k k h        
3.2.1 Formulación general. 
 
( , )x f t x  , 0 0(t )x x , 
dx                                    (3.12) 
 
1 1 , 1 1
1 1 1
( , ( ... ))
( ... )
s n s n s s s s
n n s s
k f t c h x h a k a k
x x h b k b k
 

    
   
                       (3.13) 
 
Es posible considerar métodos aún más generales (implícitos) para el sistema diferencial ordinario del 
primer orden  (3.12)   dentro de esta familia simplemente permitiendo en la expresión (3.13), en otras 
palabras, la clase general de los métodos de Runge-Kutta en etapa s se caracteriza por los números reales 
[4]: 
 
, ( , 1,..., )ij ia b i j s   y 
1
s
i ij
j
c a

  como  
1
,
s
i n i n ij j
j
k f t c h x h a k

 
   
 
 ,              1,...,i s                         (3.14) 
1
1
s
n n i i
i
x x h b k

    
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Para simplificar, los coeficientes asociados generalmente se muestran con el tablero de Butcher [4]: 
 
                                                         
                                                                                                  (3.15) 
 
 
0,ija j i  , entonces  el método es explícito 
 
Método de Heun. 
 1 ( , ) 3 (t 2h/ 3, (2 / 3) (t , ))
4
n n n n n n n n
h
x x f t x f x h f x                      (3.16) 
 
Tenga en cuenta que el cálculo de un paso con un método RK explícito por lo tanto requiere s evaluaciones 
de la función f  , con la notación (3.15), el método de Heun (3.16 ) y el método de Runge Kutta de cuarto 
orden, se puede expresar como:  
 
 
 
                                                                                                        (3.17) 
 
 
Si algún  0ija  , j i , el esquema es implícito y requiere resolver numéricamente un sistema de 
ecuaciones no lineales en cada paso, si expresamos el método (3.14) en la forma alternativa se tiene: 
 
1
( , )
s
i n ij n j jj
Y x h a f t c h Y

   ,                    1,...,i s                                      (3.18) 
 1
1
,
s
n n i n i i
i
x x h b f t c h Y

    
 
iY  se determina resolviendo un sistema de ecuaciones no lineales sd  de la forma: 
                                ,ny X hG h y                                              (3.19) 
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Donde   1,...,
T
sy Y Y ,     ,...,
T sd
n n nX x x   y G  es una función que depende del método, un 
método estándar para obtener 1,..., sY Y de (3.19) es aplicar la interacción del punto fijo: 
  
            [j] [j 1],ny X hG h y   ,   1,2......j                 (3.20) 
 
1nx   se calcula con la última formula de 3.18. 
Se dice que usualmente los métodos Runge Kutta son de orden r  para los problemas regulares (3.12), si el 
error  local satisface  
           11 0 rx x t h h      con 0h                      (3.21)     
La orden puede verificarse calculando la expansión de la serie de Taylor de  0x t h  y 1x  con 0h  . 
 
Al igualar los coeficientes de las potencias sucesivas de h en ambas expansiones, da como resultado el 
siguiente orden condiciones [4]: 
para la orden 1    
1
1
s
i
i
b

  
 
para la orden 2     
1
1
2
s
i i
i
b c

  
 
para la orden 3      2
1
1
3
s
i i
i
b c

     ,       
2
1
1
3
s
i i
i
b c

  
 
En Mathematica existen algunos métodos disponibles para trabajar con el método Runge-Kutta, a 
continuación se presenta una lista de estos y sus utilidades. 
 Para sistemas grandes no rígidos. 
"Adams" 
 Para sistemas rígidos. 
"BDF" 
 Para obtener soluciones de problemas potencialmente rígidos. 
"LSODA" 
 Para sistemas no rígidos. 
"ExplicitRungeKutta" 
 Para sistemas rígidos. 
"ImplicitRungeKutta" 
 Para obtener soluciones de muy alta precisión. 
"Extrapolation" 
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 Para obtener alta precisión de problemas potencialmente rígidos 
"StiffnessSwitching" 
 Para problemas donde se mantiene  invariantes importantes. 
"Projection" 
 Para problemas que surgen de los sistemas hamiltonianos. 
"SymplecticRungeKutta" 
 Para problemas de valores límite. 
"Chasing" 
 Para sistemas algebraicos diferenciales. 
"IDA" 
 
Para la mayoría de los propósitos, uno quiere usar la opción de método que establece Automático. En este 
modo, Mathematica alterna entre los diversos métodos de tal manera que la solución sea rápida y confiable 
al mismo tiempo [18]. A continuación  se tiene el resultado al  resolver     21y t t y t    .   
 
Al analizar las gráficas se puede realizar una comparación de los diferentes métodos. 
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Se  presenta ejemplos del comportamiento de los diversos métodos disponibles que funcionan en el 
siguiente sistema de Ecuaciones diferenciales de primer orden [39]. 
 
       
           
         
       
2 3
1 2 4 2
2 2
2 1 2 4 3 2
3
3 1 3 4 3
4 1 2 3
7 3
5 4
81 1
2 2
25
5
36
16 78 38
9 29 83
x t x t x t x t
x t x t x t x t x t x t
x t x t x t x t x t
x t x t x t x t
  
   
  
    
                    
 
Para resolver estas ecuaciones en Mathematica se debe primero ingresar las ecuaciones en una variable, en 
este caso la variables que se propone en el ejemplos es eqs. 
 
 
 
 
La función solveAndAnalyze resuelve el sistema utilizando el método y sus opciones de  configuración y 
muestra un matriz de tres gráficos: las cuatro curvas de solución, el residuo y los valores t que se usaron en 
la integración (se recopila estos valores t utilizando la opción EvaluationMonitor) [39]. 
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En el ejemplo se puede observar la utilización de los métodos de Runge Kutta, este nos da los resultados 
de los valores, el error y el paso utilizado. 
Utilizando  Extrapolación con un salto menor a 0.5 obtenemos valores aproximados a 1200 y el rango de 
error se encuentra entre [3,-8]. 
Utilizando  LSODA con un salto en el rango de [0,2] obtenemos valores aproximados a 25000 y el rango 
de error se encuentra entre [2,-11]. 
Utilizando  BDF con un salto en el rango de [0,2] obtenemos valores aproximados a 25000 y el rango de 
error se encuentra entre [0,-15] inclusive menores a -15. 
Utilizando  ExplicitRungeKutta  con un salto en el rango de [0,0.6] obtenemos valores aproximados a 6000 
y el rango de error se encuentra entre [5,-8]. 
Utilizando  ImplicitRungeKutta  con un salto en el rango de [0,2] obtenemos valores aproximados a 100000 
y el rango de error se encuentra entre [4,-10]. 
Utilizando  StiffnessSwitching  con un salto en el rango inferiores a [0,2] obtenemos valores aproximados 
a 50000 y el rango de error se encuentra entre [5,-10]. 
Es importante tomar en cuenta los resultados del método ImplicitRungeKutta que tiene valores muy altos, 
también es importante mencionar que los métodos BDF tienen valores negativos y no positivos en el error 
producido. 
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3.3 Métodos de Multipaso 
 
3.3.1 Una clase general de procedimientos de varios pasos 
 
Conociendo  las aproximaciones numéricas 1 1, ,...,n n n kx x x   a la solución exacta    1,...,n n kx t x t     
de la ecuación diferencial  (3.12) por lo tanto se puede calcular los valores  ,j j jf f t x y el polinomio 
de interpolación  ,j jf t x  para ,..., 1j n n k   . 
Explícitamente, 
 
   
1
1 1
0
,
k
k k n i
i
P t L i t f

  

             (3.22) 
donde 
 
 
1
1,
0,
1
k
n j
k i
j j i
n n j
t t
L t
t t



 
 

 

            (3.23) 
son polinomios de interpolación de Lagrange [31]. 
Es sabido que  1 1k n i nP t f    para 0,1,..., 1i k  . Entonces se puede avanzar desde 1n kt    a n kt  , 
como se detalla a continuación: 
                 
1
1 ,
n k
n k
t
n k n k
t
x t x t f t x t dt

 
                     (3.24) 
 
1
1
1 1 1 1,
0
n k
n k
kt
n k k n k k i n i
t
i
x P t dt x f

 

      

    
Donde  
1
1 1,i,
n k
n k
t
k k
t
i L t dt

 
    
Para 1k   recuperamos el método de Euler explícito, mientras que para 2,3k  obtenemos 
 2 1 12 : 3 ,
2
n n n n
h
k x x f f        (3.25) 
 3 2 3 2 13: 9 19 5 .
24
n n n n n n
h
k x x f f f f                     (3.26) 
Dada una secuencia de puntos t n con un tamaño de paso h , los métodos lineales de pasos múltiples son 
definidos por  
 
0 0
,
k k
j n j j n j n j
j j
x h f t x   
 
                    (3.27) 
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donde los coeficientes j , j  son constantes reales, 0k   y 0 0,   no son ambas igual a cero. Si 
0k  , entonces n kx  se obtiene explícitamente de los valores anteriores n jx   y  ,n j n jf t x  , 
entonces el método es explícito, de lo contrario el método es implícito.  
Una caracterización algebraica equivalente se obtiene con los polinomios generadores de los coeficientes  
 
0
k
j
j
j
z z 

 ,  
0
k
j
j
j
z z 

  (3.28) 
El método lineal de pasos múltiples (3.27) es cero-estable si y solo si todas las raíces de  z  verifican 
que 1z  , los método se llama estrictamente estable si todas las raíces están dentro del círculo unitario, 
excepto 1z  [30]. 
El método (3.27) es de orden r  si, cuando se aplica con valores iniciales exactos a la ecuación 
 0ax t a r    tenemos una solución exacta [18], esto es equivalente a 
     1h h re h e h       con 0h  (3.29) 
Si un método multipaso es estable a cero y de orden 1r  , entonces es convergente de orden r . 
Para ecuaciones diferenciales particionadas    , , ,q f q p p g q p  , se puede aplicar diferentes 
métodos de varios pasos para los diferentes componentes, 
 
0 0
,
k k
j n j j n j n j
j j
q h f q p   
 
  ,     
ˆ ˆ
0 0
ˆˆ ,
k k
j n j j n j n j
j j
p h g q p   
 
       (3.30) 
Análogamente, son de orden r  si sus correspondientes polinomios generadores comprueba que 
     2 2h h re h e h      con 0h y son estables si todas la raíces de  z  cumplen 1z  . 
El método es estrictamente estable si todas las raíces están dentro del círculo unitario, excepto 1z   [18] 
y los coeficientes satisfacen, 
k j j   , k j j   , 0,...,j k  
3.3.2 Métodos predictor–corrector 
 
Estos métodos utilizan un método implícito, sin tener que resolver ecuaciones lineales implícitas, se 
considera el método multipaso lineal explícito: 
1* *
1 1,0 0
k k
i n i ni i
y h f 

  
  0n   ... , N k  , 0k  , 0 1 2 1, , ...... ky y y y     (3.31) 
 y el implícito: 
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1
1 1,0 0
k k
i n i ni i
y h f 

  
  0n   … , N k  , 0k  , 0 1 2 1, , ...... ky y y y    (3.32) 
 
El predictor-corrector denominado PEC(predictor – evaluador -corrector) tiene la siguiente forma: 
Predictor: 
 
1 1
0 * *
*
0 0
1 k k
n k i n i i n i
i ik
y h f y 

 
  
 
 
  
 
 
  (3.33) 
evaluador: 
  0,n k n kf t y 
                (3.34) 
 
corrector: 
    
1 1
0 0
*
0 0
1
,
k k
n k k n k n k i n i i n i
i ik
y h f t y h f y  

 
    
 
 
   
 
 
 (3.35) 
Teorema. En un método PEC si el corrector es de orden p  entonces es suﬁciente que el predictor sea de 
orden 1p   para que el PCE sea convergente de orden. 
 
3.3.3. Métodos de Adams 
 
Métodos de Adams explícito. 
Consideramos P(s) un polinomio de grado k−1 que interpole las k pendientes calculadas, teniendo: 
   , , 0,1,2,3...., 1j j i jP t f t y f j k     (3.36) 
por tanto, 
   
  1(s) kj j
j
P f L s  
                         (3.37) 
Obtenemos entonces el valor ky  
1
1 (s)ds
k
k
t
k k
t
y y

  
 
                                  
1
1
0
(t , )
k
k k j j j
j
y y c f y



 
  (3.38) 
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donde 
1
L (s)ds
k
k
t
j j
t
c

 
 (3.39) 
Se puede ver que los coeficientes jc  no dependen del intervalo  1,k kt t , tienen la forma j jc hc  
(cambio en la variable de integración al [0, 1]) una vez computados sirven para cualquier otro intervalo. A 
continuación se traslada el proceso un índice para así obtener 1ky  , 2ky  …., en este caso se genera lo que 
se conoce como métodos de Adams explícitos de k pasos y se describen por  [4]: 
Dados 0 1 1, ,..., ky y y   se obtiene 
1
1
0
(t , ), 0
k
k n k n j j n j n
j
y y h c f y n

    

  
 (3.40) 
Métodos de Adams implícito. 
Para 1k  usamos los valores 0 1 2 1, , y ..., ,k ky y y y , nótese que incluimos el valor que buscamos y 
utilizamos el polinomio ( )
kP t   que interpole en los puntos t j los valores jf  para 
0,1,2,3.......,j k , por tanto: 
(t ) (t , y ), 0,1,2,3......., 1,j j jP f j k k     (3.41) 
De aquí se genera los que se conoce como  métodos de Adams implícito de 1k   pasos 
1
0
(t , y )
k
k k j j j
j
y y d f

    (3.42) 
Generamos para otros coeficientes diferentes 
1
(s)ds
k
k
t
j j
t
d L

     (3.43) 
Se puede ver que los coeficientes jd no dependen del intervalo  1,k kt t , tienen la forma j jd hd  
(cambio en la variable de integración al [0, 1]) y una vez computados sirven para cualquier otro intervalo. 
A continuación se traslada el proceso un índice para así obtener 1ky  , 2ky  …., se describen por [4]: 
Dados 0 1 1, ,..., ky y y   se obtiene 
1
0
(t , ), 0
k
k n k n j j n j n
j
y y h c f y n    

    (3.44) 
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Se presenta un ejemplo del Método Predictor-Corrector Adams de dos pasos y cuatro pasos [19]. 
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En la salida se puede observar la solución del método Adams Predictor—corrector de dos pasos y cuatro 
pasos, utilizando puntos iniciales con Runge-Kutta: 
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También se puede observar los errores relativos. 
 
En el ejemplo anterior se plantea  un problema      2 2, / 1y t f x t y t t       con valor inicial 
 0 1y  , se calcula el error relativo que presentan por el método Adams, este resultado se calcula con la 
comparación del resultado obtenido entre  el método Adams y la utilización del comando NDSolve.  
Se desarrolla el método predictor-corrector Adams de dos pasos, para la resolución de este método 
procedemos a realizar: paso predictor (dos pasos Adams-Bashforth); paso corrector (dos pasos Adams–
Moulton). 
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También se utiliza el método predictor-corrector Adams de cuatro  pasos, este usa los métodos de cuatro 
pasos de los métodos Adams-Bashforth y Adams–Moulton. 
Los métodos Adams de dos y cuatro pasos requieren dos y cuatro valores iniciales para comenzar el cálculo, 
respectivamente, para calcular los valores iniciales utilizamos el método Euler y Runge-Kutta de cuarto 
orden. 
Analizando los resultados del ejemplo planteado con un paso de 0.1 en el Adams predictor corrector de dos 
pasos obtenemos mayor precisión al utilizar los métodos de Euler (método para calcular los valores 
iniciales), utilizando Range-Kutta obtenemos un error mayor. 
Con un paso de 0.1 en el método de  Adams predictor corrector de cuatro pasos y utilizando el método de 
Runge-Kutta obtenemos una precisión mayor al método de Euler. 
Claramente se puede observar que el método de Adams predictor corrector de cuatro pasos y utilizando el 
método Runge-Kutta  es el método con mayor precisión en el ejemplo planteado. 
 
3.3.4  Métodos Adams-Bashforth 
 
Estos métodos utilizan la identidad  
1
1( ) ( ) ( , ( ))d ,
n
n
x
n n
x
y x y x f y  

    aquí se tiene el valor ( , ( ))f x y x  
como incógnita, por lo que el valor debe ser aproximado, por lo cual definimos la expresión de la siguiente 
manera: 
1 1
1( ) ( ) ( , ( ))d ( )
n n
n n
x x
n n
x x
y x y x f y P x dx  
 
      (3.45) 
En la expresión anterior tenemos que P( )x es el polinomio interpolador de ( , ( ))f x y x  en los puntos 
{ ,..., }n q nx x , entonces: 
1
1
0
( ) ( ) ( )
n
n
q
x
i
n n i n
x
i
y x y x P x dx h f



                  (3.46) 
Para calcular i  se debe realizar el siguiente proceso: 
1 1
0
1
( 1) ( 1)
n
n
x
i i
i
x
s s
dx ds
i ih

     
      
   
    (3.47) 
Para calcular los coeficientes de i  se utiliza la función generatriz ( )
(1 t) log(1 t)
t
G t  
 
, teniendo, 
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1 1 1
0 0 0
0 0 0
(t) ( ) ( t) (1 t)
(1 t) log(1 t)
n n n s
n
n n n
s s t
G t t ds ds ds
n n

  

  
     
          
    
     (3.48) 
 
Considerando que 1t   se calcula los coeficientes de ( )G t  en un entorno del 0, de esta forma se hallan 
de forma recursiva los i , que resultan ser [5] 
 
 
 
También podemos expresar la ecuación (3.46) de la siguiente manera, 1 ,
0
y
q
n n q i n i
i
y h f 

   , donde 
ahora el subíndice de ,q i  se explica porque los coeficientes dependen tanto de q  como de i , la siguiente 
tabla nos presenta los valores de dichos coeficientes con q variando entre 0 y 5  [19]. 
 
 
 
 
 
 
 
Se plantea un problema de valor inicial. 
( ) sin( )y x x  ,    (0) 5y   
El problema se desarrolla en Mathematica utilizando el método Adams-Bashforth de orden 2, con x  
variando de 0 a 3 y con una longitud de paso h =0.1, h =0.01 y h =0.001  
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Los datos que se obtiene al ejecutar el programa con h =0.1  se puede observar en la siguiente tabla:  
 
 
La tabla con h =0.01 es la siguiente: 
 
 
 
La tabla con h =0.001 es la siguiente: 
 
 
 
 
 
nx  
𝟎. 𝟏 𝟎. 𝟐 𝟎. 𝟑 𝟏. 𝟐. 𝟑. 
ny  
5.00499 5.01997 5.04478 5.4614 6.42181 6.99823 
error −4.16389 × 10−6 0.0000332612 0.000111901 0.00170132 0.00566148 0.00823953 
nx  
𝟎. 𝟎𝟏 𝟎. 𝟎𝟐 𝟎. 𝟎𝟑 𝟏. 𝟐. 𝟑. 
ny  5.00005 5.0002 5.00045 5.4597 6.4162056 6.99008 
error −4.16664 × 10−10 −3.33326 × 10−9 −1.12494 × 10−8 0.0000189433 0.00005878 0.00008288 
nx  
𝟎. 𝟎𝟎𝟏 𝟎. 𝟎𝟎𝟐 𝟎. 𝟎𝟎𝟑 𝟏. 𝟐. 𝟑. 
ny  
5. 5. 5. 5.45967 6.41615 6.98999 
error −4.08562 × 10−14 3.33955 × 10−13 1.12532 × 10−12 1.9133 × 10−7 5.898 × 10−7 8.2913 × 10−7 
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3.3.5 Métodos Adams-Moulton. 
 
Este método utiliza los puntos  ,...,n q nx x en el polinomio interpolador, por lo cual se  debe integrar en 
los puntos  1,...,n nx x  
1
1( ) ( ) ( , ( ))d
n
n
x
n n
x
y x y x f y  

                      (3.49) 
por lo tanto tenemos, 
1
*
1
0
( )
n
n
q
x
i
n n i n
x
i
y y P x dx h f



      (3.50) 
luego 
1
0
*
1
1
( 1) ( 1)
n
n
x
i i
i
x
s s
dx ds
i nh

 
    
      
   
    (3.51) 
 
Se calcula la función generatriz obteniendo los 
*
i , dando como resultado la siguiente expresión. 
0 0 0
*
1 1 1
0 0 0
( ) ( t) ( ) (1 t)
log(1 t)
n n n s
n
n n n
s s t
G t t ds t ds ds
n n

  

  
  
     
          
   
       (3.52) 
y se pueden hallar de forma recursiva los
*
i , que resultan ser 
 
 
 
Se realiza el mismo problema que se desarrolló con el método Adams-Bashforth, ahora se va a realizar con 
el método  Adams-Moulton de 2 pasos, de igual forma con x  variando de 0 a 3 y con una longitud de paso 
h =0.1, h =0.01 y h =0.001 
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Al resolver con h =0.1 nos da la siguiente tabla: 
 
Al resolver con h =0.01 nos da la siguiente tabla: 
 
 
y por último al resolver con h =0.001 nos da la siguiente tabla: 
 
Al comparar los métodos Adams-Bashforth y Adams-Moulton con h =0.01 y con 1x  . 
En el método Adams-Bashforth tenemos el siguiente resultado: 
nx  
𝟎. 𝟏 𝟎. 𝟐 𝟎. 𝟑 𝟏. 𝟐. 𝟑. 
ny  
5.00499 5.01992 5.04463 5.45931 6.41497 6.988334 
error −4.16389 × 10−6 −0.000016614 −0.0000372258 0.000383145 −0.00118032 −0.0016586 
nx  𝟎. 𝟎𝟏 𝟎. 𝟎𝟐 𝟎. 𝟎𝟑 𝟏. 𝟐. 𝟑. 
ny  5.00005 5.0002 5.00045 5.45969 6.416135 6.9899759 
error −4.16664 ∗ 10−10 −1.66661 × 10−9 −3.74972 × 10−9 −3.83082 × 10−6 −0.000012 −0.00001658 
nx  
𝟎. 𝟎𝟎𝟏 𝟎. 𝟎𝟎𝟐 𝟎. 𝟎𝟎𝟑 𝟏. 𝟐. 𝟑. 
ny  
5. 5. 5. 5.4597 6.416147 6.98999 
error −4.08562 ∗ 10−14 −1.66089 × 10−13 −3.74811 × 10−13 −3.83081 × 10−8 −1.18012 × 10−7 −1.65833 × 10−7 
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5.4597
0.000018943
1.
3
n
n
err
y
or
x


  
y con el método Adams-Moulton tenemos: 
6
5.45969
3.83082 10
1.n
n
err
x
y
or   


 
Podemos observar claramente que el método Adams-Moulton tiene un error inferior al calculado en el 
método Adams-Bashforth. 
3.3.6 Método de diferenciación regresiva.  
 
El proceso que se aplica en este método es muy similar al de los métodos Adams, se establece tres pasos 
para la aplicación de este método. 
a. Primero se procede a identificar la nube de puntos y su polinomio interpolador de Newton en 
diferencias regresivas. 
Nube de puntos: 
     , ,....., ,n n n k n kt y t t y t   
 Polinomio de grado k: 
,
0
( ) ( 1) (t )
k
i i
k n n k
i
s
Q t y
i


 
   
 
  (3.53) 
, 1n k
t t
s k
h
   
b. Teniendo     ,y t f t y t   en tn k  , se cambia  y t por el polinomio interpolador  ,k nQ t . 
 
 
    ,
n k
k n
n k n k n k
t t
dQ t
y t f t y t
dt


  

   (3.54) 
Al final tenemos: 
 
  
1
1
,
ik
n k
n k n k
i
y t
f t y t
h i

 


                (3.55) 
c. Para obtener métodos de diferencias regresivas de k paso, se debe cambiar  n ky t   por  n ky t   
y           ,n k n kf t y t   por  ,n k n k n kf f t y   .  (3.56) 
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1
i
k n k
n ki
y
hf
i



  
0 1,... ky y   
 
Teorema. Los métodos de diferencias regresivas de k pasos son convergentes si y sólo si k ∈{1, 2,...,6}. 
3.4 Métodos de escisión (splitting) y composición. 
 
3.4.1 Métodos Splitting 
   
Los métodos splitting integran ecuaciones diferenciales ordinarias (EDOs), formulando de la siguiente 
manera, dado el valor inicial del problema. 
 
( )x f x                      0 0
Dx x                 (3.57)  
con  : D Df   y solución  0t x , también f  puede ser expresado como 
[i]
1
m
i
f f

  entonces 
se puede definir a 
[i] : D Df  , de tal manera las ecuaciones se plantarán de la siguiente manera: 
 
 [i]x f x  ,        0 0
Dx x   ,           1,...,i m                    (3.58)  
se puede integrar con soluciones   (0)ihx h   a t h   
entonces se combina las soluciones, como: 
              
[m] [2] [1]
h h h hX                        (3.59)       
y aplicando la serie de Taylor a X , se encuentra      20 0h hX x x h   . 
hX  proporciona una aproximación de primer orden a la solución exacta. 
 
Las principales ventajas que poseen los métodos de splitting [5]: 
 
 Por lo general, son fáciles de implementar. 
 En general son explícitos. 
 El algoritmo es secuencial y las soluciones en etapas intermedias se almacenan en los vectores de 
solución. Esta propiedad puede ser de gran interés cuando son aplicados a ecuaciones diferenciales 
parciales (EDP) previamente semidiscretizadas. 
 Existe en la literatura una gran cantidad de métodos específicos adaptados para diferentes estructuras. 
 Conservan las propiedades estructurales de la solución exacta, lo que confiere al esquema numérico 
una superioridad cualitativa con respecto a otros integradores estándar, especialmente cuando los 
intervalos de tiempo largos son considerados. Algunos ejemplos de estas características estructurales 
son la simplecticidad, preservación de volumen, simetría de tiempo y conservación de primeras 
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integrales. En este sentido, los métodos de splitting constituyen una clase importante de geometría 
integradores numéricos. 
 
Es un método numérico de integración basadas en particiones temporales,   una diferencia entre el método 
Runge-Kutta y Splitting, “la idea de Splitting produce un enfoque que es completamente diferente al método  
Runge-Kutta. Uno descompone el campo vectorial en piezas integrables y las trata por separado.” [17] 
 
 
 
 
 
 
 
Figura 3.1. Splitting  de un campo vectorial 
Fuente: Ernst Hairer 
 
Si se tiene un sistema    0 1x f x f x  ,     00x x  donde   0 1,f f   son campos de 
n
, en la figura 
3.1 se observa el campo vectorial de Splitting correspondiente a x . 
Entonces se platea de forma alternada los flujos 
 1
t  y 
 2
t  del sistema 0f  y 1f  que se pueden 
calcular explícitamente, se puede dar valores iniciales 0y , resolvemos el primer sistema para obtener 
un valor 
1
2
y   y a partir de este valor integrar el segundo sistema para obtener 1y . 
Se utiliza fórmulas del llamado método de splitting de Lie-Trotter [40].  
                         
* 2 1
1 2
h h h
h h h
 
 
 
 
                               (4.4.4)         
También se puede utilizar otra nomenclatura, como se presenta a continuación: 
       
     
1
/ 2 / 2
j
L j j
j
S j j
h h h
h h h
 
 
 
 
         (3.60)       
Por la expansión de Taylor se tiene 
         1 2 20 0h h hy y h    , estas fórmulas mencionadas 
son utilizadas en ecuaciones de orden 1. 
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Para métodos de orden 2 se debe utilizar  las fórmulas de Strang Splitting 
     2 2 2
/2 /2h h h    
  
Se analiza dos ejemplos [19] de la utilización y aplicación de los métodos splitting. 
 
Ejemplo 3.4.1 Simpléctico de Euler y método leapfrog. 
Supongamos que tenemos un sistema hamiltoniano de la forma      ,H q p T p V q  , donde 
dq  son las coordenadas canónicas dp  son los momentos conjugados, T  representa la energía 
cinética y V es la energía potencial. Entonces las ecuaciones de movimiento leen [4] 
 pq T p  ,               qp V q                (3.61) 
donde pT  y  qV  denota los vectores de las derivadas parciales, la ecuación (3.61) pueden ser formuladas 
con (3.57) como:  ,
T
x q p   ( ) , ( )
T
p qf x T V J H x     y 2D d . 
Aquí J  la matriz canonical symplectic, denotado por 2 2d d . 
 
 
 
 
Id representa la matriz de identidad d-dimensional. En este caso, el flujo t  es simpléctico [25]. El 
método de Euler aplicado a este sistema proporciona la siguiente aproximación de primer orden para un 
paso de tiempo h : 
 
                1n n p nq q hT p       (3.62) 
 1n n q np p hV q    
 
Si consideramos H  como la suma de dos hamiltonianos, el primero  depende solo de p  y el segundo 
solo de q , ecuaciones: 
 pq T p        y          0q   
0p                 y           qp V q    
con la condición inicial  0 0,q p  , puede ser resuelto fácilmente. 
 
 
0 0[T]
0
( )
:
p
t
q t q tT P
p t p

 

 (3.63) 
y 
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 
 
0[V]
0 0
:
( )t q
qq t
p tV qp t


 
 (3.64) 
teniendo el tiempo t h  por lo tanto se tiene 
[V]
h , con las condiciones iniciales  ,n nq p y con 
[T]
h
, se tiene el siguiente esquema: 
1[T] [V]
1 1
( )
:
( )
n n q n
h h
n p n
p p hV q
X
q hT p
 

 
 


  (3.65) 
 
Es posible composición de los mapas en el orden opuesto, 
[V] [T]
h h   obteniendo así otro esquema de 
Euler simpléctico de primer orden: 
 
1* [V] [T]
1 1
( )
:
( )
n n p n
h h h
n n q n
q q hT p
X
p p hV q
 

 
 

 
 (3.66) 
 
Ejemplo 4.4.2 Oscilador armónico. 
En este ejemplo se considera la función hamiltoniano    2 2
1
,
2
H q p p q  , donde ,q p , en 
donde las ecuaciones (3.66) son lineales y se pueden escribir como: 
 
0 1 0 0
0 0 1 0
q q
x A B x
p p
         
                      
 
teniendo 
 
0 1
0 0
A
 
  
 
       y       
0 0
1 0
B
 
  
 
      
 
 
La solución numérica obtenida por el esquema de Euler es: 
 
1
1
1
1
n n
n n
q qh
p ph


    
    
    
 
 
Mientras que el método simplépico de Euler  conduce a: 
 
1
2
1
1
1
n n nhB hA
n n n
q q qh
e e
p p ph h


      
       
       
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Las dos son aproximaciones de primer orden a la solución exacta, y se puede expresar como 
    0
h A B
x t e x

 , la aproximación obtenida por el esquema de  Euler simpléctico, verifica  
   2 2 2 21 1 1
1 1
1
2 2
n n n n n n n np hp q q p hp q q         (3.67) 
 
 
Se puede demostrar que la solución exacta en t h  de la perturbada del sistema hamiltoniano 
 
 
 
 2 2
2
2arcsin / 2
, ,
4
h
H q p h p hpq q
h h
  

 (3.68) 
 
   2 2 2 2
1 1 1
2 2 12
p q h pq h p q
 
       
 
  
 
Es solo de primer orden para las trayectorias exactas del hamiltoniano, es la solución exacta del 
hamiltoniano perturbado 
Se presenta un ejemplo desarrollado en Mathematica y con la aplicación de la función pileSplittingFunc 
esta genera una construcción Si anidada que, para un número aleatorio dado entre 0 y 1 y devuelve el 
tamaño de una de las dos pilas. 
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3.4.2 Métodos de composición  
 
Los  métodos de composición  aplican la fórmula de BCH al producto de exponenciales de los campos de 
vectores, esto conduce a [4]: 
       2 31 1 2 2 3 3 12 1 2log ,h F h hwY h w Y h w Y w Y Y       
      4 54 4 13 1 3 112 1 1 2, , ,h w Y w Y Y w Y Y Y h        (3.69) 
donde 
1 ....... mj j
w  son polinomios de grado 1 ... mn j j    con los parámetros 1 2,....., s  . 
Los primeros polinomios son: 
                   
2
1
1
s
i
w 

 ,                  
2
2
2
1
1
s
i
i
i
w 

  ,                
2
3
3
1
s
i
i
w 

  (3.70) 
                    
*
2
2
2 1
2 1
2
2
12 3 1 2
1 1
1
js
j
j j
j j
w w w w 
 
                    
2
4
4
1
1
s
j
i
j
w 

   
Se tiene que 
*
2 2 1j j   y 
*
2 2j j  si j  es impar. 
Un método de composición de orden 3 debe satisfacer 1 2 3 121, 0w w w w    , el método simétrico 
de cuarto orden  tiene que satisfacer 1 3 121, 0w w w   , teniendo las condiciones, 
2 4 13 112 0w w w w    .  
3.4.3 Integradores y series de operadores diferenciales. 
 
Vamos a relacionar el número genérico integradores con series formales de ecuaciones diferenciales. 
Esta relación permite  formular de una manera bastante simple las condiciones que debe cumplir un 
esquema de integración para lograr un orden de consistencia dado. Aumentar el orden de un integrador 
por composición. 
Primero damos a conocer el integrador :
D D
n   para el sistema  x f x  , 
 0 0
Dx x  , se dice que es de orden r  si para todo Dx  
     1rh hx x h      (3.71) 
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Se sabe  que, para cualquier función : Dg  , formalmente contiene  [33] 
          
1
1
[g] exp [g]
!
n
h
n
g x g x F x hF x
n


    (3.72) 
Para cada  ,Dg C  y cada  1,..., DDx x x   
     
1
[g]
D
j
j j
g
F x f x x
x



   (3.73) 
donde       1 ,...,
T
Df x f x f x  , consideramos que un integrador básico :
D D
hX  , los 
operadores diferenciales lineales  1nX n   actuando sobre funciones suaves  ,Dg C , 
como se muestra a continuación: 
     0
1
[g] |
!
n
n h hn
d
X x g X x
n dh
             (3.74) 
Para que       hg X x X h g x  donde  
 
1
n
n
n
X h I h X

       (3.75) 
y I  denota el operador de identidad, por lo tanto, el integrador hX  es de orden r  si: 
1
!
n
nX F
n
  ,             1 n r   
También se puede considerar la serie de campos vectoriales 
    
 
 
1
2
1 2
1 1
1
log
mm
n
n
n m
Y h h Y X h hX h X
m

 

        (3.76) 
es decir 
 
1
1
1
1
1
m
m
m
n
n j j
m j j n
Y X X
m

  

     (3.77) 
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así que     expX h Y h  y formalmente        exphg X x Y h g x , el integrador básico es 
de orden r  si  
1Y F ,     0nY     para     2 n r    
Consideremos la serie de operadores diferenciales 
 [2k] 2 1 [2k] 2 3 [2k]2 1 2 3
k k
k kF h hF h F h F
 
          (3.78) 
 
tal que          22 exp kkhg x F h g x  , entonces se tiene  
                   2 2 2 2 2exp exp exp expk k k kF h F h F h F h     (3.79) 
 
lo que implica 
           2 2 22 1 2 1 2 1 2 32 12 2
k kk k k k
kF h h F h F h    
    
       (3.80) 
así 
2 2k
hS

 es de orden 2 2k  siempre que 
2k
hS  es de orden 2k  y   y   satisfagan las ecuaciones  
2 1   ,   2 1 2 12 0k k     
cuya única solución viene dada por 
 
1
2 1
1
2 2
k




,          1 2     (3.81) 
Para el método de composición 
* *
2 2 1 2 1h sh s h h hX X X X       , tenemos  
     hg x h g x   (3.82) 
donde   21 2h I h h        es una serie de operadores diferenciales que satisfacen 
         
1 1
2 2 1 2s shh X h X h X h X   
 
      (3.83) 
donde la serie  X h  es dada por (3.74)- (3.75) : 
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     1 1 21 2
1
1
mm
m
X h I hX h X
 

        (3.84) 
Teorema. El integrador 
1 2 1 1
[b] [a] [a] [b] [a] [b]
s s sh b h a h b h b h a h b h
      

   es de orden r  para EDO de la 
forma (3.57) donde : d df   es un Split    
1 2
f f f   si y solo si el integrador 
[a] [b]f f f   y b a
h h hX   (con coeficientes j  obtenidos de 2 1 2j j ja    , 
1 2 2 1j j jb      es de orden r para arbitrario integradores consistentes. 
3.4.4 NDSolve con los métodos de Splitting y Composición. 
 
Opciones del método de composición. 
Nombre de la opción 
option name 
Valor por defecto 
default value 
 
"Coefficients" Automatic Especifica los coeficientes a usar en el 
método de composición 
"DifferenceOrder" Automatic Especifica el orden de precisión local 
del método 
Method None Especifica los métodos base para usar 
en la integración numérica 
 
Opciones del método de splitting. 
Nombre de la opción 
option name 
Valor por defecto 
default value 
 
"Coefficients" {} Especifica los coeficientes a usar en el 
método de splitting 
"DifferenceOrder" Automatic Especifica el orden de precisión local 
del método 
"Equations" {} Especifica la forma en que las 
ecuaciones deberían dividirse 
Method None Especifica los métodos base para usar 
en la integración numérica 
Esquema del método de splitting de alto orden a partir de una división de bajo orden usando 
"Composición". 
 
 
 
 
 
 
Esquema NDSolve [23] 
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Se puede obtener un integrador más eficiente en el esquema anterior usando la propiedad grupal de flujos 
y llamando directamente al método "Splitting". 
 
 
 
 
 
 
Esquema Splitting [23] 
Los siguientes ejemplos utilizarán un splitting  simétrica de segundo orden conocida como  Strang splitting 
[31], [37].  
Cargamos el paquete necesario,  
 
Symplectic Leapfrog.  
"SymplecticPartitionedRungeKutta" es un método eficiente para resolver sistemas hamiltonianos 
separables (p,q) T(p) V(q)H    
"Splitting"  es un método de propósito más general, pero se puede usar para construir métodos 
simplécticos particionados 
Consideremos el sistema hamiltoniano separable correspondiente al oscilador armónico 
2 2
(p,q)
2 2
p q
H    
 
 
 
Se divide el campo vectorial hamiltoniano en componentes independientes. 
 
 
 
 
 
 
Su composición de pasos de integración de Euler ponderados (primer orden) corresponde al método 
leapfrog. 
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Este es el resultado al final del paso de integración. 
 
 
 
 
 
 
Aplicando el método de integración incorporado correspondiente al integrador leapfrog simpléctico. 
 
 
 
 
 
El resultado al final del paso de integración es idéntico al resultado del método de splitting. 
 
 
 
 
 
 
Composición de leapfrog simpléctico. 
 
Esto toma el esquema de Symplectic Leapfrog como el método de integración de base y construye un 
integrador simpléctico de cuarto orden usando una composición simétrica de Ruth-Yoshida [41] 
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El resultado al final del paso de integración es: 
 
 
 
 
 
 
Realiza el llamado al método  de integración simpléctica que usa coeficientes para los métodos de cuarto 
orden de Ruth y Yoshida. 
 
 
 
 
 
 
 
 
 
Como se observa el resultado al final del paso de integración es idéntico al resultado del método de 
composición. 
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Capítulo 4.  Modelo Lotka-Volterra y los métodos numéricos. 
 
Las ecuaciones de Lotka-Volterra, son un par de ecuaciones diferenciales de primer orden no lineales que 
se usan para describir dinámicas de sistemas biológicos en el que dos especies interactúan, una como presa 
y otra como depredador, el sistema se expresa de la siguiente forma: 
 
dx
x a by
dt
   
                                                   
dy
y c dx
dt
                                          (4.1) 
donde: 
y  número de  predadores ; 
x  número de presas; 
dy
dt
 y dx
dt
 representa la variación de las dos poblaciones en el tiempo; 
t  representa el tiempo; y 
, , ,a b c d  son parámetros que representan las interacciones de las dos especies. 
Una de las características demostrados por el modelo Lotka-Volterra es que, bajo ciertas condiciones, las 
poblaciones de depredadores y presas son cíclicas con un cambio de fase entre ellas. Aquí hay una 
demostración de este efecto [25]. 
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Para el sistema (4.1) tomamos valores concretos para , , ,a b c d , teniendo: 
 
 
2
1
u u v
v v u
 
 
                   (4.2) 
 
 
  
 
 
Figura 3.2. Modelo de Lotka-Volterra 
Fuente: Ernst Hairer 
 
Las ecuaciones (4.2) constituyen un sistema autónomo de ecuaciones diferenciales. Escribimos el sistema 
en la forma 
 y f y  (4.3) 
Cada y  representa un punto en el espacio de fase, la función vectorial  f y  representa un campo 
vectorial que, en cualquier punto del espacio de fase, prescribe la velocidad (dirección y velocidad) de la 
solución  y t  que pasa por ese punto. 
Si dividimos las dos ecuaciones de (4.2) entre sí, obtenemos una sola ecuación, entre las variables u  y v . 
Después de la separación de las variables obtenemos [17] 
 
1 2
0 ,
u v d
u v I u v
u v dt
 
               (4.4) 
donde 
   , log 2logI u v u u v v                (4.5) 
 
Llamamos a I  una invariante del sistemas (4.2), a que tomar en consideración que     ,I u t v t  es 
igual a una constante para todo t . 
Realizando el cambio de variables 
qu e , pv e , transformamos este problema a un sistema 
Hamiltoniano separable        2, , p qH q p I u q v p p e q e     . 
65 
 
La solución  del sistema Lotka-Volterra se desarrolla  en Mathematica, para esto lo primero que realizamos 
es ingresar las ecuaciones (4.2) y declarar unas constantes que tienen los siguientes valores: las ecuaciones, 
invariantes, el tiempo, las variables dependientes y el valor de paso 
1
10
h
 
 
 
;  que servirá  para todos los 
métodos que se utilizará en este capítulo.  
 
La solución del sistema Lotka-Volterra se plantea de la siguiente manera  
  
 
 
 
 
 
En este capítulo analizaremos  los métodos numéricos de resolución siguiendo las referencias   [17]  y  [23], 
tomamos el valor de 
1
10
h   para todos los métodos. 
4.1. Método de Euler explícito. 
 
Se utiliza el método de Euler explícito para desarrollar el modelo (4.2), 
 
 
 
 
 
 
 
La solución del método de Euler Explícito para la ecuación (4.2) con un tamaño de paso de 
1
10
h   con 
valores iniciales en  3,1  y con valores finales de   0.001988,2.020994 ,,  traza las aproximaciones 
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numéricas de los primeros 100 pasos con la aplicación del método numérico anteriores, todos con tamaños 
de pasos constantes, observe que los métodos de Euler explícitos muestran un comportamiento cualitativo 
incorrecto ya que las soluciones numéricas son en espiral hacia afuera o hacia adentro. 
Método de Euler implícito. 
 
 
  
 
Luego resolvemos con el comando NDSolve 
 
Aplicamos la función de Lotka-Volterra, sobre la función Runge Kutta 
 
 
 
 
 
 
 
 
La solución del método de Euler Explícito para la ecuación (4.2) con un tamaño de paso de 1
10
h   con 
valores iniciales en  3,1  y con valores finales de  1.57264,1.466899 , al igual que el método de Euler 
Implícito se traza aproximaciones numéricas de los primeros 100 pasos, observe que los métodos de Euler 
implícito muestran un comportamiento cualitativo incorrecto ya que las soluciones numéricas son espirales. 
La solución del método de Euler implícito para la ecuación (4.2) con un tamaño de paso de 
1
10
h   con 
valores iniciales en  3,1  y con valores finales de  1.57264,1.466899 ,  traza las aproximaciones numéricas 
de los primeros 100 pasos con la aplicación del método numérico anteriores, todos con tamaños de pasos 
constantes, observe que los métodos de Euler implícito muestran un comportamiento cualitativo incorrecto 
ya que las soluciones numéricas son en espiral hacia afuera o hacia adentro. 
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4.2 Método de Runge Kutta 4. 
 
Para la utilización del método Runge Kuttta de cuarto orden  se crea la respectiva función, 
 
Luego resolvemos con el comando NDSolve 
 
 
 
 
Aplicamos la función de Lotka-Volterra, sobre la función Runge Kutta 4. 
 
 
 
 
 
 
 
 
La solución para la colección de los métodos de Runge Kutta  para la ecuación (4.2) con un tamaño de paso 
de 
1
10
h   con valores iniciales en  3,1 y con valores finales de  3.50998,2.38822 , método de  4 orden, 
en el ejercicio  ilustramos la idea de colocación con estos métodos para el problema de Lotka-Volterra (4.2), 
estos  métodos son bastante satisfactorios. 
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4.3 Método de Runge Kutta 5. 
 
Los métodos explícitos de Runge-Kutta se han utilizado ampliamente en la solución de problemas de 
valores iniciales. Si bien Kutta no brinda una solución general a las ecuaciones simultáneas involucradas, 
sí describe una familia de soluciones. Al elegir miembros particulares de estas soluciones de quinto orden, 
busca la simplicidad de los coeficientes. Exhibe dos miembros, cada uno de los cuales tiene algún error, 
uno es corregido por Fehlberg y uno por Nystrom [29]. Este último es el que se usa comúnmente y es: 
 
1 1 2 5 6{23 125k 81k 125k }/192n ny y k       
 1k ,n nhf x y  
2 1k , / 3
3
n n
h
hf x y k
 
   
 
 
3 1 2
2
k , {4 6 } / 25
5
n n
h
hf x y k k
 
    
 
 
 4 1 2 3k , { 12 15k }/ 4n nhf x h y k k      
5 1 2 3 4
2
k , {6 90 50 k 8k } / 81
3
n n
h
hf x y k k
 
      
 
 
6 1 2 3 4
4
k , {6 36 10 k 8k } / 75
5
n n
h
hf x y k k
 
     
 
 
 
Para la utilización del método Runge Kuttta de quinto orden de Butcher (1964), de orden  superior se crea 
la respectiva función, 
 
 
 
 
 
Luego resolvemos con el comando NDSolve 
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Aplicamos la función de Lotka-Volterra, sobre la función Runge Kutta 5 
 
 
 
 
 
 
 
 
La solución para la colección de los métodos de Runge Kutta de orden 5  para la ecuación (4.2) con un 
tamaño de paso de 
1
10
h   con valores iniciales en   3,1  y con valores finales de  3.50993,2.38777 ,  
para esto se creó una función que permita realizar el cálculo respectivo, este método tiene mayor precisión 
que el métodos RK4. 
 
4.4 Método de Splitting y composición. 
 
El método de Euler simpléctico en el método de Splitting, utilizamos los métodos de Euler explícito e 
implícito. 
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La solución para los métodos de Splitting  con valores iniciales en   3,1  y con valores finales de 
 3.15546,2.5649 ,  observamos que el resultado de este método se aproxima a las soluciones de los métodos 
de Runge Kutta de orden 4 y orden 5. 
Implementación del Método de LocallyExact, esta usa la evaluación numérica directa para avanzar 
localmente la solución. 
 
 
 
                              
 
 
 
 
 
            
La solución para los métodos de Splitting  LocallyExact  con valores iniciales en   3,1  y con valores 
finales de  3.428,1.69879 ,  observamos que para desarrollar con este método, primero resolvemos las 
ecuaciones del sistema (4.2) con el comando DSolve, resolviendo de esta manera cada ecuación diferencial. 
 
Método de composición de pasos de integración de Euler. 
  
 
 
 
 
 
 
 
71 
 
 
 
 
 
 
 
 
 
 
La solución para los métodos de Splitting  y composición de pasos de integración de Euler,  con valores 
iniciales en   3,1  y con valores finales de  3.0673,3.40644269 ,  observamos que para desarrollar con 
estos métodos, utilizamos la variables Y1 y Y2. 
Regla implícita del punto medio en términos del método "ImplicitRungeKutta" incorporado. 
 
      
    
 
       
 
 
 
 
 
 
 
 
 
La solución para los métodos de Splitting  y composición de ImplicitRungeKutta,  con valores iniciales en  
 3,1  y con valores finales de  3.54615,2.2494852 ,  observamos que para desarrollar con estos métodos, 
utilizamos la variables Y1 y Y2, esta es una  regla implícita del punto medio en términos del método 
"ImplicitRungeKutta" incorporado. 
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4.5 Comparación de métodos. 
 
Para realizar el análisis primero se calcula la solución exacta con el comando NDSolve. 
 
 
 
 
 
 
 
Plano de fase 4.1. Solución exacta 
 
En el plano de fase 4.2 se observa la comparación de los métodos  de Runge-Kutta 5 y la solución exacta, 
podemos concluir que la solución del método RK5 se aproxima en gran medida a la solución exacta. 
 
 
 
 
 
 
 
Plano de fase 4.2 Solución exacta y RK5 
En el plano de fase 4.3 se observa la comparación de los métodos RK5 (azul), Euler explícito (verde) y 
Euler implícito (rojo), claramente se  observa que los métodos de Euler se alejan demasiado a la solución 
de los métodos de Runge-Kutta 5 implicando así que se aleja a la  solución exacta. 
 
 
 
 
 
 
Plano de fase 4.3. RK5, Euler explícito y Euler implícito 
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En el plano de fase 4.4 se comparan los métodos RK5 (azul) y los métodos de Splitting LocallyExact (rojo) 
y el método Splitting  Euler simpléctico (verde), estos métodos de Splitting y Composición se acercan al 
método de Runge-Kutta 5, por tanto se acercan a la solución exacta. 
 
 
 
 
 
 
Plano de fase 4.4. RK5, LocallyExact y Euler simpléctico 
 
En el plano 4.5 se comparan los métodos RK5 (azul) y los métodos de Splitting y Composición: Regla 
implícita del punto medio en términos del método "ImplicitRungeKutta" incorporado (verde) y método de 
composición de pasos de integración de Euler (rojo), se observa claramente que el método de Splitting y 
Composición ImplicitRungeKutta se acerca en gran medida al método RK5 por la tanto a la solución 
correcta, mientras que el método de integración de Euler está alejado  de la  solución en la mayoría de 
puntos.  
   
 
 
 
 
 
 
Plano de fase 4.5. RK5, ImplicitRungeKutta y la integración de Euler. 
 
En la tabla 4.1 se muestra algunas interacciones del plano de fase de los métodos de Runge-Kutta 5 y los 
valores exactos, se verifica la cercanía que existe entre los puntos de los dos métodos, en la mayoría, los 
puntos son los mismo y en algunos casos los puntos varían con una décima, para el análisis se redondeó a 
2 decimales y se utilizó los métodos de Runge-Kutta y los valores exactos. 
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1Y  
Exacto 
2Y
 
Runge-
Kutta 5 
 1 2,Y Y  
1Y  
Exacto 
2Y
 
Runge-
Kutta 5 
2Y
 
2.08 0.63 0.63 0.35 0.65 0.65 
0.86 0.49 0.49 0.24 0.80 0.80 
0.63 0.52 0.52 0.21 0.87 0.85 
0.31 0.68 0.68 0.15 1.11 1.13 
0.17 1.00 1.02 0.14 1.21 1.23 
0.14 1.19 1.19 0.13 1.31 1.33 
0.13 1.29 1.28 1.12 1.43 1.42 
0.12 1.41 1.41 0.12 1.57 1.56 
0.12 1.54 1.56 0.11 1.71 1.69 
0.11 2.01 2.05 0.114 1.87 1.83 
0.11 2.20 2.23 0.113 2.04 2.01 
0.12 2.62 2.60 0.115 2.23 2.21 
0.16 3.39 3.33 0.118 2.44 2.42 
0.19 3.68 3.69 0.12 2.66 2.62 
3.48 2.49 2.49 0.13 2.91 2.83 
3.55 1.93 1.92 0.24 4.03 4.07 
2.32 0.69 0.70 0.39 4.64 4.64 
2.03 0.61 0.61 1.77 4.86 4.87 
1.71 0.56 0.55 2.31 4.37 4.36 
1.52 0.53 0.52 2.84 3.73 3.80 
0.53 0.55 0.55 3.27 3.03 2.99 
Tabla 4.1. Tabla comparativa de los puntos del método Runge-Kutta y exacto. 
Según la investigación realizada los métodos de Runge-Kutta logran una exactitud mayor sobre otros 
métodos, estos datos también los validan otras investigaciónes [11,12,34] en el que determinan  que los 
métodos de Runge-Kutta tienen una exactitud mayor. 
Aunque el método de Runge-Kutta nos da resultados más precisos, se debe tener en cuenta que este método 
requiere un coste computacional ya que el número de etapas del método Runge-Kutta es el número de veces 
que se evalúa la función en cada paso i. 
 
4.6 Invariantes. 
 
Conservación de los diferentes métodos de la función  ,I u v , esta es una constante del movimiento, por 
tanto siempre toma exactamente el mismo valor, mientras que cada método proporcionará un error 
diferente. 
En el gráfico 4.1 se observa la comparación de los métodos RK5 (azul), Euler explícito (verde) y Euler 
implícito (rojo), observe que RK5 tiene una mejor conservación de I con respectos a los otros métodos, se 
puede observar que el método de Euler implícito tiene mejor conservación de I que el método de Euler 
explícito. 
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Gráfica 4.1 Invariante de RK5, Euler explícito y Euler implícito 
 
En el gráfico 4.2 se comparan los métodos RK5 (azul) y los métodos de Splitting LocallyExact (rojo) y el 
método Splitting  Euler simpléctico (verde), se observa cómo crece y  disminuye el error del invariante en 
los métodos de  Splitting LocallyExact y Euler simpléctico, están sobre el método de Runge-Kutta5. 
 
 
 
 
 
 
 
 
Gráfica 4.2 Invariante de RK5, LocallyExact y Euler simpléctico 
 
En el plano 4.5 se comparan los métodos RK5 (azul) y los métodos de Splitting y Composición: Regla 
implícita del punto medio en términos del método "ImplicitRungeKutta" incorporado (verde) y método de 
composición de pasos de integración de Euler (rojo), se observa claramente que el error invariante del 
método de integración de Euler tiene valores que aumentan y luego vuelven a disminuir, pero podemos 
observar que el método RK5 es el que tiene mejor conservación.  
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Gráfico 4.3 . Invariante de RK5, ImplicitRungeKutta y la integración de Euler. 
 
En anexos se encuentran los gráficos de cada método analizado en esta investigación  de función  ,I u v
, para un mejor análisis de los resultados. 
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Conclusiones 
 
 
En este trabajo investigativo  se realiza una breve introducción de  Wolfram Mathematica y con 
mayor énfasis  el manejo del comando NDSolve ya que facilita la resolución de una ecuación 
diferencial numéricamente, se procede a analizar un grupo de métodos numéricos para  hallar la 
solución numérica de ecuaciones diferenciales con condiciones iniciales dadas. 
Se ha tratado el modelo presa-depredador con el método de  Lotka-Volterra y se utilizó el modelo   
 2u u v  ,  1v v u  , sobre este se aplicó los métodos de Euler explícito, Euler implícito, 
Runge-Kutta4, Runge Kutta 5 y splitting y composición. Estos métodos se realizaron con el apoyo 
de Mathematica. 
Finalmente se realizó una comparación entre los diferentes métodos, para esto se calculó la 
solución con el comando NDSolve y se procedió a realizar la comparación con el método de 
Runge-Kutta5, analizando las interacciones del plano de fase 4.2 se puede determinar que el 
método de Runge-Kutta5 tiene muy buena precisión y se asemeja a la solución que se obtuvo con 
el comando NDSolve. El método Runge-Kutta muestra mejor precisión que los demás métodos 
estudiados en esta investigación, esto podemos determinar gracias al análisis  de los diagramas de 
fase y la tabla de puntos de las interacciones de cada método (Anexos). 
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Anexos 
 
Método de Runge-Kutta5 
 
 
 
 
 
 
 
Método de Euler Explícito 
 
 
 
 
 
 
 
 
Método de Euler implícito 
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Método splitting y composición  (LocallyExact ) 
 
 
 
 
 
 
 
 
 
 
Método splitting y composición   (Euler simlpléctico) 
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Método splitting y composición  (Integración  de Euler) 
 
 
 
 
 
 
 
 
 
 
 
 
Método splitting y composición  (ImplicitRungeKutta) 
 
 
