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P¯i procházení online map jsou dnes dostupné i souvislé snímky prohlíæen˝ch míst. Pokud
jsou vπak snímky po¯izovány ve ve¯ejném prostoru, nacházejí se na nich také kolemjdoucí
lidé a kolemjedoucí vozidla. Cílem této práce je vytvo¯ení automatizovaného systému pro
anonymizaci SPZ vozidel ve fotografiích optimalizovaného pro sluæbu Panorama spoleËnosti
Seznam.cz a.s. . Problém anonymizace SPZ vozidel je v této práci rozdÏlen do dvou fází. V
první fázi jsou ze snímku po¯ízeného na ve¯ejném prostranství vybrána místa, na kter˝ch
se nachází vozidla s SPZ, ve druhé fázi je potom ve vybrané Ëásti obrázku s vozidlem
lokalizována konkrétní oblast, na které se SPZ vozidla nachází. Detekce automobil˘ je
provádÏna pomocí hluboké neuronové sítÏ. Následná lokalizace SPZ vozidel je zpracovávána
pomocí dop¯edné plnÏ propojené neuronové sítÏ. Cílem této práce je p¯ekonat problémy,
na kter˝ch selhávají aktuální komerËní ¯eπení. Jedná se zejména o Ëastou faleπnÏ pozitivní
detekci SPZ a velkou v˝poËetní nároËnost. V˝sledky této práce vπak nejsou uspokojivé, coæ
mohlo b˝t zp˘sobeno pouæitou trénovací sadou pro neuronové sítÏ. AËkoliv se tato sada
dodaná spoleËností Seznam.cz a.s. zdála b˝ti dostateËnÏ robustní, nakonec se ukázala jako
nedostaËující pro nauËení sloæitÏjπí neuronové sítÏ.
Abstract
While browsing an online map server, continuous photographs of certain places can be
browsed as well. When the map service takes pictures of a public space, there are some
personal data captured as well (i.e. faces, car licence plates). The goal of this thesis is the
design of automated car licence plates anonymization system, optimized for the Panorama
service provided by the Seznam.cz a.s. corporation. In this thesis, the process of car licence
plate anonymization is divided into two parts: the first one solves a detection of cars and
the second solves a car licence plate localization in the selected image. The car detection
is based on the deep neural network approach, the car licence plate localization is solved
by using a fully connected neural network performing a regression task. The goal of this
thesis is to get over the disadvantages of commercial solution used nowadays. These are
false posititive results and high computational complexity. Results of this thesis are not as
good as expected. The reason could be a dataset provided by Seznam.cz a.s. corporation,
which seemed to be robust enough in the beginning, but in the end it showed up to be not
su ce enough to train the neural network.
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V pr˘bÏhu v˝voje internetov˝ch sluæeb se stále zvyπuje objem dat, která je moæno uæiva-
teli v reálném Ëase p¯edat. V˝poËetní technika se dostala tak daleko, æe je moæné uæivateli
ukázat reálnou podobu míst, která jsou od nÏj vzdálena tisíce kilometr˘. S nesporn˝mi v˝-
hodami plynoucími z v˝voje tímto smÏrem vπak p¯icházejí i mnohé problémy. Jde p¯eváænÏ
o problémy rázu prozrazení osobních údaj˘, kter˝m je t¯eba se jak z legislativních, tak z
etick˝ch d˘vod˘ vyvarovat. V souËasné dobÏ se tato problematika ¯eπí pomocí anonymizace
zachycen˝ch dat. PrávÏ tomuto tématu se vÏnuje tato diplomová práce - anonymizaci SPZ
vozidel zachycen˝ch na snímcích ve¯ejného prostoru.
V souËasné dobÏ máme díky neustálému zlepπování hardwaru k dispozici obrovsk˝ v˝-
poËetní v˝kon. Díky tomuto v˝konu si m˘æeme troufnout i do ¯eπení tak obtíæné úlohy jako
je uËení neuronov˝ch sítí na úloze automatizované detekce a anonymizace obrazov˝ch dat.
Tato práce je ËlenÏna do sedmi kapitol. Po této úvodní kapitole následuje kapitola 2,
která se v první polovinÏ – 2.1 – zab˝vá platnou legislativou definující, jak˝m zp˘sobem
jsou osobní údaje v »eské republice definovány a jak je t¯eba s nimi nakládat. Ve druhé
polovinÏ této kapitoly – 2.2 – je potom rozebrána anonymizace nejen obrazov˝ch dat a její
metody vyuæívané v souËasnosti.
V následující kapitole 3 je popsána návaznost umÏl˝ch neuronov˝ch sítí na biologick˝
neuron, dále pak neuronové sítÏ a jejich pouæití v praxi.
V kapitole 4 je na základÏ p¯edchozích kapitol navræen program, kter˝ bude ¯eπit auto-
matizovanou anonymizaci obrazov˝ch dat s vyuæitím neuronov˝ch sítí a detektoru hran.
Následující kapitola 5 popisuje technologie, které byly vyuæity k implementaci programu,
kter˝ automatickou anonymizaci zprost¯edkovává.
V kapitole 6 jsou potom popsány v˝sledky, kter˝ch bylo s implementovan˝m programem
dosaæeno a optimalizace, které v rámci ¯eπení této práce byly nasazeny.




Osobní údaje a jejich ochrana
Anonymizace dat je v dneπní dobÏ velmi aktuálním tématem. IntenzivnÏ se na ní pracuje
jak na úrovni datové, tak na úrovni anonymizace obrazov˝ch dat, která je také p¯edmÏtem
této práce. Obchodní spoleËnost, která je schopna zajistit kvalitní anonymizaci dat, která
spravuje, tím nejen plní svoje zákonné povinnosti, m˘æe si tím také vylepπit svoje jméno v
oËích zákazník˘ a spoleËností, se kter˝mi spolupracuje.
Tato kapitola se blíæe zab˝vá legislativním podtextem ochrany osobních údaj˘ v Ëásti 2.1,
dále potom v Ëásti 2.2 popisem pojmu anonymizace dat, v Ëásti 2.3 jsou popsány metody,
které se k anonymizaci dat pouæívají v souËastnosti a nakonec v Ëásti 2.4 je dokumentován
postup snímání dat pro sluæbu Panorama spoleËnosti Seznam.cz.
2.1 Základy ochrany osobních údaj˘ v »R
Ochrana osobních údaj˘ v »eské republice p¯edstavuje soubor práv a povinností, které se
vztahují k uchovávání a zacházení s daty p¯ímo se t˝kajícími dané fyzické osoby. Osobní
údaje nemusí b˝t vædy p¯ímo identifikující danou osobu (jako je nap¯íklad rodné Ëíslo,
jméno a p¯íjmenní, adresa trvalého bydliπtÏ apod.). Za osobní údaje jsou povaæovány jaké-
koliv údaje p¯ímo související se æivotem konkrétní nebo urËitelné osoby. M˘æe jít nap¯íklad
o provozování koníËk˘, Ëlenství v politick˝ch stranách, úËast na specifick˝ch událostech,
návπtÏvy r˘zn˝ch míst, velikost obleËení a podobnÏ. Ochrana osobních údaj˘ (ochrana osob-
ních dat) je v »eské republice regulována zákonem Ë. 101/2001 Sb. [2], o ochranÏ osobních
údaj˘ a dalπími právními p¯edpisy.
Zákon rozliπuje osoby, které zpracovávají osobní údaje (správce osobních údaj˘) a osoby,
jejichæ data správci zpracovávají (subjekt osobních údaj˘). Správc˘m jsou zákonem ukládány
p¯edevπím povinnosti, zatímco subjekt˘m jsou dána práva. Dodræování práv a povinností
obou stran je v »eské republice kontrolováno prost¯ednictvím Ú¯adu na ochranu osobních
údaj˘.
Základní ideou ochrany osobních údaj˘ je to, æe osobní údaje jsou shromaædovány a
zpracovávány za nÏjak˝m úËelem. Kaæd˝ úËel vyæaduje jin˝ typ osobních údaj˘ a také jiné
mnoæství takto zpracovávan˝ch osobních údaj˘. Ve v˝πe uvedeném zákonÏ byly pro bliæπí
specifikaci tÏchto úËel˘ zavedeny pojmy úËel zpracování, prost¯edky zpracování, zp˘sob zpra-
cování, kategorie osobních údaj˘, kategorie subjekt˘ údaj˘ a kategorie p¯íjemc˘. V tÏchto
termínech je t¯eba zpracovávání osobních údaj˘ vædy p¯edem popsat. 1
1V˝klad zákona 101/2001 Sb. dle http://www.oou.cz
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V této práci se budu vÏnovat zpracovávání obrazového materiálu nasbíraného na ve¯ej-
ném prostranství. Vzhledem k tomu, æe ve¯ejné prostranství je vædy snímáno za bÏæného
dne, spolu s terénem jsou nasnímáni i lidé a dalπí objekty. Jak bylo ¯eËeno d¯íve v této
kapitole, veπkeré informace, které mohou prozradit jakékoliv údaje p¯ímo související s æivo-
tem dané osoby jsou povaæovány za osobní údaje. Z toho vypl˝vá, æe i obrazov˝ materiál
nasníman˝ na ve¯ejném místÏ obsahující cizí osoby nebo automobily obsahuje osobní údaje
a je t¯eba se vÏnovat zp˘sobu jejich zpracování.
V dneπní digitální dobÏ máme k dispozici velké mnoæství obrazov˝ch dat. V této práci
se budu vÏnovat dat˘m zachytávan˝m pro úËely vizualizace prostoru z mapy nasbírané
v rámci sluæby Panorama spoleËnosti Seznam.cz. Tato data jsou sbírána prost¯ednictvím
speciálnÏ upravené panoramatické kamery, která je umístÏna na st¯eπe vozidla. Toto vozidlo
p¯i pr˘jezdu zpracovávanou lokalitou snímá svoje okolí a po¯ízen˝ obrazov˝materiál se poté
zp¯ístupÚuje πiroké ve¯ejnosti. Publikování obrazového materiálu, na kterém se vyskytují
osobní údaje jako jsou státní poznávací znaËky (SPZ) 2 vozidel, obliËeje kolemjdoucích a
podobnÏ je velmi citlivou záleæitostí. Aby bylo minimalizováno riziko zneuæití tÏchto údaj˘,
byla zvolena moænost anonymizace.
2.2 Anonymizace
Anonymizovaná data jsou taková data, která nemohou vést p¯ímo k identifikaci konkrét-
ního ËlovÏka. Pokud jsou data obsahující osobní údaje anonymizována, p¯estávají podléhat
p¯ísn˝m regulacím Zákona o ochranÏ osobních údaj˘ a lze s nimi nakládat volnÏji.
Hranici, kdy jsou data uæ anonymizována nelze zcela jednoznaËnÏ definovat a anonymi-
zaci je t¯eba pro kaædou specifickou skupinu dat posuzovat individuálnÏ. Pouhé zaËernÏní
jména v dokumentech malé firmy nap¯íklad nemusí vést k tomu, æe konkrétní osoba ne-
bude dle dalπích vodítek v dokumentech identifikovatelná. P¯íklad toho, æe stejná úroveÚ
anonymizace nemusí mít vædy stejné v˝sledky lze sledovat porovnáním obrázk˘ 2.1 a 2.2.
Oba obrázky jsou zpracovány stejn˝m rozost¯ovacím filtrem. U SPZ na obrázku 2.1 by bylo
dekódování p˘vodní poznávací znaËky automobilu obtíæné. U fotografie 2.2 by vπak v p¯í-
padÏ dodateËné informace, æe se jedná nap¯íklad o nÏkterého ze zamÏstnanc˘ konkrétního
st¯edního podniku byla identifikace s velkou pravdÏpodobností moæná.
2.3 Metody vyuæívané v souËasnosti
Datová anonymizace dosáhla v souËasné dobÏ uspokojivé úrovnÏ. ÚspÏπnÏ anonymizována
jsou jak data v pdf dokumentech, tak v databázích. Datovou anonymizaci lze v dneπní dobÏ
provádÏt plnÏ automatizovanÏ prost¯ednictvím mnoha nástroj˘ jak komerËních, tak volnÏ
dostupn˝ch.
Anonymizace v obrazov˝ch datech zatím nedosáhla tak vysoké úrovnÏ a to hned z
nÏkolika d˘vod˘:
1. Anonymizace v obrazov˝ch datech je velmi aplikaËnÏ specifická - není proto tak velk˝
tlak na její v˝voj.
2. Anonymizace obrazov˝ch dat je v˝poËetnÏ nároËnÏjπí neæ anonymizace na úrovni
textové.
2Téæ registraËní znaËky (RZ). Pojmy jsou dle P¯edpisu Ë. 56/2001 Sb. §4 ekvivalentní.
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Obrázek 2.1: Anonymizovaná SPZ vozidla.
Obrázek 2.2: Anonymizovan˝ obliËej.
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Obrázek 2.3: Problémy stávajícího ¯eπení anonymizace SPZ v PanoramÏ. ChybnÏ anonymi-
zované nápisy nad obchody jsou na obrázku vyznaËeny Ëervenou barvou3.
Anonymizace obrazov˝ch dat sestává ze dvou Ëástí: detekce Ëásti obrázku urËené k
anonymizaci a vlastního procesu anonymizace. Je z¯ejmé, æe proces anonymizace uæ není
v˝poËetnÏ nijak nároËn .˝ Jedná se zpravidla o aplikaci rozost¯ení, p¯ípadnÏ o p¯idání vrstvy,
která plnÏ p¯ekr˝vá anonymizované Ëásti obrázku. Problematická vπak je detekce Ëásti
obrázku urËené k anonymizaci.
2.3.1 Manuální anonymizace
Po dlouhou dobu byla anonymizace obrazov˝ch dat pot¯eba vÏtπinou na malém objemu
dat (nap¯íklad ve zpravodajství a podobnÏ). V takovém p¯ípadÏ je naprosto dostaËující
provádÏt v˝bÏr Ëásti obrázku, která je urËena k anonymizaci, manuálnÏ.
Kvalita anonymizace je velmi dobrá, protoæe ËlovÏk p¯ímo vidí v˝sledek a dokáæe kori-
govat rozsah provedené úpravy tak, aby v˝sledn˝ obrázek byl skuteËnÏ anonymní. Na svoje
limity tato metoda vπak naráæí p¯i nár˘stu mnoæství anonymizovan˝ch dat.
Pro p¯edstavu, p¯i zpracovávání dat pro sluæbu Panorama vzniknou kaæd˝ snímací den
4TB obrazového materiálu z kaædého snímajícího vozidla. Takové mnoæství dat uæ není
v rozumném Ëase moæné zpracovávat manuálnÏ a tak je t¯eba vytvo¯it automatizovanou
variantu.
2.3.2 Automatizovaná anonymizace
Automatizovaná anonymizace obrazov˝ch dat je zatím na poËátku svého v˝voje. Zásadním
problémem automatizované anonymizace, hlavnÏ p¯i anonymizaci SPZ vozidel, jsou chyby
vzniklé p¯i detekci SPZ. Ty jsou totiæ Ëasto detekovány i na místech, na kter˝ch se sice na
fotografii vyskytuje text, nikoliv vπak SPZ, viz obrázek 2.3.
P¯i pouæití anonymizovan˝ch dat pro sluæbu Panorama je tento druh chyb nep¯ijateln .˝
Jde totiæ o omezení jednoho z d˘leæit˝ch úËel˘ sluæby Panorama. Uæivatel˘m slouæí hlavnÏ
pro lepπí orientaci v terénu, kter˝ neznají. Pokud chce uæivatel sluæbu vyuæít k rychlejπímu
nalezení nÏjaké prodejny, je naprosto neæádoucí, aby v rámci automatické anonymizace
SPZ vozidel bylo anonymizováno oznaËení nad vstupem této prodejny. V aktuálním stavu
automatizované anonymizace je právÏ tato závada velmi Ëastá. V této práci bude ukázáno,
jak˝m zp˘sobem se tÏmto chybám vyvarovat.
3Obrázek pochází z automatizovaného anonymizéru, kter˝ je aktuálnÏ pouæíván ve spoleËnosti Seznam.cz.
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Obrázek 2.4: Automobil s 18 kamerami umístÏn˝mi na snímací hlavÏ na st¯eπe4.
2.4 Obrazová data pro sluæbu Panorama
Obrazová data pro tuto práci byla dodána spoleËností Seznam.cz a.s. VÏtπina informací pro
tuto Ëást práce byla získána v rámci nÏkolika konzultací s jejími zamÏstnanci, Ing. Ada-
mem Kolá¯em a Ing. Miroslavem Taláπkem. Ze spoleËnosti Seznam.cz byla dále poskytnuta
neve¯ejná prezentace o snímání obrazov˝ch dat pro sluæbu Panorama, ze které bylo p¯i
p¯ípravÏ tohoto textu také vycházeno [13].
V této sekci bude popsán zp˘sob, jak˝m jsou obrazová data pro sluæbu Panorama sní-
mána. Dále bude popsáno, jak jsou data dále zpracovávána, neæ se dostanou ke koncovému
uæivateli. Anonymizér, kter˝ je praktick˝m v˝stupem této práce je jen jedním Ëlánkem v
sekvenci operací, která je nad kaæd˝m zachycen˝m obrázkem provedena.
2.4.1 Snímání fotografií
Fotografie jsou snímány speciálnÏ upraven˝m vozem s 18 kamerami rozmístÏn˝mi na st¯eπe.
Tyto kamery zabírají 360° okolí snímacího automobilu. Zp˘sob, jak˝m jsou kamery na st¯eπe
automobilu umístÏny, je znázornÏn na obrázku 2.4. Kamery jsou na snímací hlavÏ umístÏny
ve dvou ¯adách. První snímá dolní Ëást v˝sledné fotografie - v té je umístÏno 8 kamer.
V druhé ¯adÏ jsou umístÏny kamery snímající st¯ední a horní Ëást fotografie. Na vrcholu
záchytného za¯ízení pro kamery je umísÏna jeπtÏ jedna kamera mí¯ící p¯ímo vzh˘ru.
P¯i snímání se auto m˘æe pohybovat rychlostí aæ 70 km/h. Snímání se provádí na vπech
18 kamerách souËasnÏ kaæd˝ch 5 metr˘. Aby bylo moæné pozdÏji fotografii co nejvíce p¯i-
blíæit tomu, jak prost¯edí vnímá ËlovÏk, kter˝ se v nÏm pohybuje, p¯i kaædém snímku je
zaznamenána jeπtÏ sada metadat. Ta zahrnují:
• »íslo snímku,







Obrázek 2.5: Zaznamenávané úhly p¯i snímání fotomateriálu.
• celek (sada 18 fotografií), do kterého snímek pat¯í a poloha v nÏm,
• datum snímání,
• zemÏpisná poloha snímacího auta v sou¯adnicích UTM 33,
• ! – úhel náklonu automobilu v pravolevém smÏru (viz 2.5a),
• ' – úhel náklonu automobilu v p¯edozadním smÏru (viz 2.5b),
•  – odklon smÏru jízdy automobilu od severního smÏru, dále oznaËováno pojmem
heading (2.5c).
Pro v˝poËet jednotliv˝ch úhl˘ jsou k dispozici speciální senzory. Pro zaznamenávání
headingu jsou na autÏ dvÏ vysoce p¯esné GPS jednotky, které na základÏ rozdílu sv˝ch
GPS poloh dokáæí p¯esnÏ urËit smÏr, kter˝m se snímací automobil pohybuje. Náklony ve
vπech smÏrech jsou mÏ¯eny pomocí inerciální jednotky a odometru.
2.4.2 Ukládání fotografií
P¯i snímání kaæd˝ch 5 metr˘ v rychlosti 70 km/h musí kamery po¯izovat fotografie v plném
rozliπení v rychlosti 3,88 fps. V tomto okamæiku tedy vzniká problém obrovského mnoæství
dat, která je pot¯eba okamæitÏ zpracovávat. JeπtÏ p¯edtím, neæ jsou fotografie ve dvou
kopiích uloæeny na jeden ze Ëty¯ 800GB SSD disk˘ je t¯eba je p¯evést z formátu raw, do
kterého jsou po¯izovány, do formátu jpeg, ve kterém jsou ukládány a dále zpracovávány.
Tento p¯evod je provádÏn na v˝konné grafické kartÏ umístÏné v zavazadlovém prostoru
automobilu pomocí technologie CUDA.
Veπkeré operace nad daty jsou provádÏny v zavazadlovém prostoru snímacího automo-
bilu, kam data ze st¯echy putují p¯es vysokorychlostní datové kabely. Kaædá z 18 kamer je
s poËítaËem spojena pomocí svojí vlastní gigabitové linky.
2.4.3 Seπívání fotografií
Jakmile se data dostanou z terénu, zaËíná rozsáhlá mnoæina operací, která je nad nimi pro-
vádÏna. Jako první p¯ijde na ¯adu seπívání snímk˘ (znázornÏno na obrázku 2.6). Pomocí
nástroje navræeného ve spoleËnosti Seznam.cz je z 18 fotografií zachycen˝ch v jednom oka-
mæiku vytvo¯ena jedinná πirokoúhlá fotografie, nad kterou jsou provádÏny dalπí operace. V
rámci seπívání fotografií jsou také odstranÏny Ëásti snímacího automobilu, které se dostaly
do zábÏru.
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Obrázek 2.6: Seπívání 17 snímk˘ s p¯ekryvem do jedné panoramatické fotografie. Poslední
snímek z horní kamery slouæí k doplnÏní voln˝ch míst v horní Ëásti fotografie.5
2.4.4 Anonymizace
Anonymizace, která je tématem této práce, probíhá nad materiálem, kter˝ je jiæ témÏ¯
p¯ipraven k zobrazení uæivateli. Anonymizovány nejsou jen SPZ vozidel, o kter˝ch je v této
práci ¯eË, ale také obliËeje chodc˘ a ¯idiË˘ zachycen˝ch na snímcích.
AktuálnÏ je pro anonymizaci vyuæíváno komerËního ¯eπení vyvinutého na míru pro spo-
leËnost Seznam.cz.
2.4.5 Zobrazení uæivateli
V˝sledn˝ obrázek je následnÏ namapován na kouli, na které uæ je zobrazován koncovému
uæivateli. Aby byla p¯esnÏ simulována situace p¯i snímání prost¯edí, pomocí ekvidistantní
projekce (viz dále) jsou vypoËteny sou¯adnice na vnit¯ním povrchu koule, v jejímæ st¯edu
je situován uæivatel.
NatoËení této koule v prostoru potom dokáæe dorovnat zak¯ivení, které vznikne vlivem
snímání pod úhlem a seπívání obrazu. V tomto okamæiku jsou vyuæity zaznamenané úhly
! a ', jejichæ aplikace zamezí uæivatelskému pocitu tzv. padání obrazu.
P¯ed zobrazením uæivateli je fotografie rozdÏlena na menπí podËásti o rozmÏru 512 ⇥
512px, které jsou ze serveru stahovány aæ na vyæádání. Tímto se dosahuje vyππí rychlosti
zobrazování sluæby Panorama koncovému uæivateli, protoæe konkrétní Ëásti snímku se sta-
hují aæ v okamæiku, kdy se dostanou do zorného pole uæivatele a tedy nikdy nejsou stahovány
Ëásti fotografie, které nebudou zobrazeny.
Ekvirektangulární projekce
Pro namapování obdélníkového obrazu na kouli je vyuæita ekvirektangulární projekce (v
literatu¯e téæ oznaËována jako ekvidistantní projekce) [11]. Tato projekce vyuæívá p¯epoËet
sou¯adnic dle vztah˘:
x =   ⇤ cos('1), (2.1)
y = ', (2.2)
kde x a y jsou sou¯adnice na fotografii v rovinÏ,   znaËí zemÏpisnou délku od centrálního
poledníku v daném zobrazení, ' znaËí zemÏpisnou πí¯ku a '1 je parametr rovnobÏæek, kter˝
urËuje rozsah skuteËné projekce.




Neuronové sítÏ jsou jednou ze t¯í hlavních podskupin vÏdního oboru soft computing [10].
Dalπími problematikami, které tato vÏdní disciplína zkoumá jsou fuzzy systémy a evoluËní
algoritmy. Tato práce se vÏnuje hlubok˝m neuronov˝m sítím pracujícím nad obrázkov˝mi
daty. Neuronové sítÏ jsou uvedeny do πirπího kontextu v této kapitole, která je rozdÏlena do
nÏkolika Ëástí.
V Ëásti 3.1 je zjednoduπenÏ popsán biologick˝ neuron, na jehoæ funkci je celá teorie
neuronov˝ch sítí zaloæena. V sekci 3.2 je potom popsán zp˘sob, jak˝m je v umÏlé inteligenci
funkËnost biologického neuronu napodobována. Sekce 3.3 shrnuje postupy, kter˝mi jsou
umÏlé neurony spojovány do neuronov˝ch sítí a jak˝ch v˝hod je tím dosaæeno. V této
Ëásti je d˘leæitá podkapitola 3.3.2, kde je podrobnÏ popsán jeden ze základních algoritm˘
pro uËení neuronov˝ch sítí: backpropagation. V následující Ëásti 3.4 jsou popsány sloæitÏjπí
koncepty hlubok˝ch neuronov˝ch sítí, které budou vyuæity v této diplomové práci. Nakonec
je v krátké kapitole 3.5 shrnuta metoda finetuningu, kter˝ v této práci hraje v˝znamnou
roli.
3.1 Biologick˝ základ neuronov˝ch sítí
P¯i studiích v oborech biologie a biofyziky bylo bÏhem posledních nÏkolika dekád odhaleno
mnoho princip˘, díky kter˝m se m˘æeme p¯iblíæit pochopení funkce naπí nervové soustavy
a mozku. Základní stavební jednotkou lidského tÏla je buÚka, základní stavební jednotkou
nervové soustavy potom je neuron. TÏchto neuron˘ se v lidské nervové soustavÏ nachází cca
1011 [4]. Hlavní souËásti neuronu jsou znázornÏny na obrázku 3.1 a jsou to tyto:
Dendrit – Vstupní bod neuronu. P¯es dendrity se do tÏla neuronu dostávají elektricko-
chemické vzruchy, jejichæ p¯enos je hlavní Ëinností neuronu.
Axon – »ást neuronu, která zajiπªuje p¯enos vzruch˘. Je ukonËena axonálním zakonËením,
které je v˝stupním bodem neuronu a nachází se velmi blízko dendritu jiného neuronu.
Synapse – Spojení mezi dvÏma neurony - p¯esnÏji mezi dendritem a axonálním zakonËe-
ním. V dneπní dobÏ není aktivita mozku mÏ¯ena v poËtu neuron˘, n˝bræ právÏ v poËtu
synapsí.
Neurotransmiter – chemická látka, která zajiπªuje p¯enos informací v mozku. V této
práci budu mluvit jen o p¯enosu elektricko-chemického vzruchu v synapsi, ale neuro-







Obrázek 3.1: Schéma biologického neuronu.
Soma – tÏlo buÚky. Sleduje, zda-li suma velikosti nervov˝ch vzruch˘ p¯icházejících z jed-
notliv˝ch dendrit˘ nep¯esáhla dan˝ práh a pokud se tak stane, vygeneruje nov˝
vzruch.
V okamæiku, kdy se v tÏle neuronu nashromáædí dostateËnÏ velk˝ potenciál, zaËne se πí¯it
nervov˝m vláknem (axonem) aæ k axonálnímu zakonËení. Tady p¯ejde do dalπího neuronu.
Velikost signálu p¯enáπená z dendritu do tÏla neuronu závisí na síle impulzu sousedního
neuronu, kterého se dendrit dot˝ká a také na synaptické váze. V tÏle neuronu se seËtou
hodnoty signál˘ od vπech aktivních dendrit˘. Pokud souËet hodnot p¯ekroËí jist˝ práh, soma
vygeneruje nov˝ impulz a tím se vzruch πí¯í do dalπích neuron˘. Bezprost¯ednÏ po vytvo¯ení
pulzu se neuron stane na chvilku necitliv˝m. To má za následek generování nespojitého
signálu, jehoæ frekvence se m˘æe pohybovat v rozmezí 0,1-100Hz.
3.2 UmÏl˝ neuron
Princip biologického neuronu je napodobován umÏl˝m neuronem. Základní model umÏlého
neuronu je zobrazen na obrázku 3.2, kde
xi je vstupní hodnota, která m˘æe b˝t napojena na primární vstup nebo na v˝stup jiného
neuronu,
wi je váha propojení. UrËuje jak moc bude konkrétní vstup i ovlivÚovat v˝stup neuronu.
Váhy se v pr˘bÏhu v˝poËtu mÏní - probíhá uËení, p¯ípadnÏ p¯es nemÏnnou váhu m˘æe
b˝t p¯ipojen tzv. bias. Ten není primárním vstupem ani v˝stupem jiného neuronu -
jedná se o konstantu vædy vstupující do neuronu,









Obrázek 3.2: Obecné schéma umÏlého neuronu, kde  !x = (x1, x2, . . . xn) je vstupní vektor,
u je vnit¯ní potenciál a y je v˝stupní hodnota.
Jak je vidÏt na obrázku 3.2, na vstup umÏlého neuronu se p¯ivádí vektor Ëísel, ty jsou
pronásobena vektorem vah, které mají zpravidla malé hodnoty (vÏtπinou v intervalu h 1; 1i,
p¯ípadnÏ h 2; 2i), dále jsou nad nimi provedeny bázová a aktivaËní funkce (viz dále) a
v˝stupem je jedinné Ëíslo. UmÏl˝ neuron je tedy matematická struktura, která zpracovává
Ëísla a na v˝stupu podává jiná Ëísla [5].
Bázová funkce - urËuje zp˘sob v˝poËtu vnit¯ního potenciálu u neuronu. NejËastÏji vyu-





wi ⇥ xi. (3.1)




(wi ⇥ xi)2. (3.2)
AktivaËní funkce - téæ naz˝vaná p¯enosová funkce, vyuæívá se pro ni symbol  . UrËuje
zp˘sob v˝poËtu v˝stupu neuronu z jeho vnit¯ního potenciálu. »ty¯i nejËastÏji pou-
æívané aktivaËní funkce jsou znázornÏny na obrázku 3.3. Na ose x je vædy hodnota
vnit¯ního potenciálu neuronu u, na ose y je potom v˝stupní hodnota neuronu y.
Jednoduch˝ umÏl˝ neuron s jedním biasem a skokovou aktivaËní funkcí je v literatu¯e
oznaËován jako perceptron. Perceptron byl poprvé p¯edstaven Frankem Rosenblattem v
roce 1958, matematick˝ model neuronu vπak byl znám˝ uæ od roku 1943 a princip Ëinnosti
biologického neuronu dokonce uæ od konce 19. století.
Pokud bychom chtÏli perceptron vyuæít ke klasifikaci vzork˘ do t¯íd, narazíme na jeho
základní problém. Dokáæe klasifikovat vzorky p¯ísluπící pouze dvÏma t¯ídám a tyto t¯ídy
musí b˝t lineárnÏ separovatelné. Váhy, které se upravují v pr˘bÏhu uËení perceptronu lze
matematicky p¯evést na vztah pro p¯ímku v n-rozmÏrném prostoru. V rovinÏ lze tedy li-
neární separovatelnost ilustrovat rozdÏlením na dvÏ poloroviny, kdy v jedné se nacházejí
vzorky jedné t¯ídy a ve druhé se nacházejí vzorky t¯ídy druhé. Rozdíl mezi lineárnÏ se-
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(b) LineárnÏ neseparovatelná funkce XOR.
Obrázek 3.4: Problém lineární separovatelnosti.
lineárnÏ neseparovatelné problémy se ¯adí uæ i tak jednoduch˝ problém jako je XOR dvou
hodnot (viz 3.4b). To znaËnÏ omezuje obecnou vyuæitelnost perceptronu a vzniká tak po-
t¯eba sdruæování neuron˘ do neuronov˝ch sítí.
3.3 Vícevrstvé neuronové sítÏ
Neuronová síª je v˝poËetním systémem, o kterém m˘æe b˝t uvaæováno jako o Ëerné sk¯íÚce,
která p¯ijímá vstupy a produkuje v˝stupy. Neuronová síª se skládá z nÏkolika vrstev umÏl˝ch
neuron˘ a hlavní zlepπení, které neuronové sítÏ p¯ináπejí oproti samotn˝m neuron˘m je
moænost klasifikace lineárnÏ neseparovateln˝ch problém˘.
Neuronové sítÏ jsou v praxi Ëasto nasazovány na nÏkteré z komplikovan˝ch problém˘
[3], jako nap¯íklad:
Klasifikace - na vstup je p¯iloæen vektor a na v˝stupu je získáno za¯azení daného vektoru
do nÏkteré z p¯edem definovan˝ch t¯íd.
Rozpoznávání vzor˘ - na vstup je p¯iloæen vektor a na v˝stupu je vygenerován vzor,
kter˝ nejlépe popisuje vektor poskytnut˝ na vstupu.
Porovnávání vzor˘ - na vstup je p¯iloæen vektor znázorÚující Ëást hledaného vzoru. Na
v˝stup jsou potom dotvo¯eny chybÏjící Ëásti vzoru.
OdstraÚování πumu - na vstup je p¯iloæen zaπumÏn˝ obrázek a na v˝stupu je získán
obrázek s odstranÏn˝m πumem.
Optimalizace - na vstup je p¯iloæen systém, kter˝ správnÏ ¯eπí danou optimalizaËní úlohu
a na v˝stupu je získáno nové funkËní ¯eπení, které p¯ineslo zlepπení v nÏkterém ze
sledovan˝ch parametr˘ (nap¯. rychost, spot¯eba energie apod.).
ÿízení - na vstup je p¯iloæen aktuální stav ¯ízení a stav, do kterého chceme, aby se ¯ízení
dostalo a na v˝stupu získáme sekvence krok˘, která tento p¯echod zajistí.
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Simulace - na vstup je p¯iloæen aktuální stav, p¯ípadnÏ i sekvence p¯edchozích stav˘ ¯ízení
a na v˝stupu postupnÏ získáváme stavy, které odpovídají v˝voji reálného systému z
tÏchto poËáteËních podmínek v Ëase.
3.3.1 Topologie sítí
Aby bylo moæné pomocí neuronov˝ch sítí ¯eπit i lineárnÏ neseparovatelné problémy, je t¯eba
podstatnÏ zesloæitit jejich architekturu. To se provádí vkládáním dalπích vrstev neuron˘ do
sítí. D˘leæit˝m faktorem p¯itom je, aby jednotlivé vrstvy neuronové sítÏ mÏly nelineární
aktivaËní funkci. Pokud by totiæ vπechny vrstvy mÏly lineární aktivaËní funkci, sloæením
tÏchto vrstev by pouze vznikla jiná lineární funkce a ¯eπení neuronové sítÏ by tedy stále
bylo ekvivalentem hledání rovnice p¯ímky, která prostor ¯eπení rozdÏlí na dva podprostory.
Dalπím z d˘leæit˝ch faktor˘ p¯i návrhu neuronov˝ch sítí jsou jednotlivá propojení. V
pr˘bÏhu v˝voje se experimentovalo s mnoh˝mi nastaveními propojení. NÏkterá pouæívaná
propojení jsou zobrazena na obrázku 3.5. První experimenty probÏhly nad plnÏ propojenou
sítí, ve které je kaæd˝ neuron propojen se vπemi neurony svojí vrstvy, vrstev p¯edchozích i
následujících. Ta se postupnÏ vyvinula ve vrstvovou síª (viz 3.5a). Ve vrstvové síti lze v˝stup
kaædého neuronu vyuæít jako vstup nÏkterého z neuron˘ ve stejné vrstvÏ, p¯ípadnÏ jako
vstup kteréhokoliv neuronu v nÏkteré z vrstev následujících. OdstranÏním zpÏtn˝ch vazeb
v rámci jednotliv˝ch vrstev vzniká acyklická síª (viz 3.5b). V acyklické síti m˘æe b˝t v˝stup
kaædého neuronu p¯ipojen na vstup kteréhokoliv neuronu v nÏkteré z následujících vrstev.
V této práci se vπak budu vÏnovat v˝hradnÏ v˝zkumu na dop¯edn˝ch sítích. Dop¯edná síª
(viz 3.5c) vzniká omezením propojení acyklick˝ch sítí. V dop¯edné síti m˘æe b˝t v˝stup
kaædého neuronu p¯ipojen pouze na vstup kteréhokoliv neuronu v logicky následující vrstvÏ
neuron˘ [8].
Vícevrstvé sítÏ
Vícevrstvá neuronová síª má více neæ dvÏ vrstvy neuron˘. První vrstva se naz˝vá vstupní
vrstva a nad naËten˝mi vstupy neprovádí æádnou operaci. Do celkového poËtu vrstev se
vstupní vrstva v literatu¯e vÏtπinou nezapoËítává. Poslední vrstva se naz˝vá v˝stupní vrstva.
Tato vrstva se do celkového poËtu vrstev zapoËítává, protoæe pracuje jako obyËejná vrstva
neuronové sítÏ. Aæ její v˝stupy jsou namapovány p¯ímo na primární v˝stupy celé neuronové
sítÏ. Vπechny dalπí vrstvy mezi vstupní a v˝stupní vrstvou se naz˝vají skryté vrstvy a
poËítají se do celkového poËtu vrstev.
V dop¯edné neuronové síti je v˝stup kaædého neuronu kaædé vrstvy p¯ipojen na vstup
vπech neuron˘ vrstvy následující. V kaædém z neuron˘ dalπí vrstvy vπak m˘æe mít v˝stup
aktuálního neuronu jinou d˘leæitost. Toto se nastavuje pomocí vah jednotliv˝ch propojení.
Pokud chceme nÏkteré propojení úplnÏ eliminovat, jednoduπe mu nastavíme váhu 0 a daná
hodnota nebude v následujícím neuronu v˘bec uvaæována.
Váhy jednotliv˝ch propojení se pro p¯ehlednost zapisují pomocí matic. V kaædé neu-
ronové síti existuje jedna váhová matice pro kaædou dvojici za sebou následujících vrstev.
Zápis jednotliv˝ch vah je blíæe popsán v Ëásti 3.3.2.
3.3.2 UËení neuronov˝ch sítí
Nejd˘leæitÏjπí vlastností neuronov˝ch sítí je pochopitelnÏ schopnost najít ¯eπení daného
problému. Toto hledání ¯eπení - uËení - probíhá prost¯ednictvím zmÏny vah jednotliv˝ch
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(a) Vrstvová síª. (b) Acyklická síª.
(c) Dop¯edná síª.
Obrázek 3.5: Vícevrstvé neuronové sítÏ.
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propojení tak, aby neuronová síª podávala co nejp¯esnÏjπí v˝sledky pro dan˝ problém.
NejobecnÏjπím dÏlením algoritm˘ pro uËení je na uËení s uËitelem a bez uËitele [3].
UËení s uËitelem je proces, kter˝ vyuæívá vnÏjπího uËitele nebo globálnÏ známou infor-
maci. V kaædém cyklu uËení je vypoËtena aktuální odchylka v˝stupu sítÏ od oËe-
kávaného v˝stupu, která se potom minimalizuje. Hlavní problémy, kolem kter˝ch se
diskuze o uËení s uËitelem ubírá jsou kdy uËení ukonËit, jak Ëasto a jak dlouho vy-
uæívat k uËení jeden vzorek vstupu a jak vyuæívat informaci o v˝voji uËení a zmÏnÏ
chyby. UËení s uËitelem lze dále rozdÏlit na strukturální uËení s uËitelem, kde hodnota
v˝stupu sítÏ závisí pouze na aktuálních hodnotách na vstupu, zatímco u temporál-
ního uËení s uËitelem aktuální hodnota v˝stupu závisí i na vstupech a v˝stupech z
p¯edchozích cykl˘ uËení.
UËení bez uËitele je téæ naz˝váno samo-organizace. Nebere v potaz æádného vnÏjπího
uËitele a pracuje pouze s informacemi znám˝mi bÏhem uËení. Algoritmy uËení bez
uËitele se snaæí zorganizovat trénovací data a nalézt v nich co nejspecifiËtÏjπí spoleËné
vlastnosti.
Dále vπak lze uËení dÏlit podle dalπích kritérií, jedním z nich je uËení on-line a o↵-line.
O↵-line uËení je metoda uËení, p¯i které je síª nejprve trénována na celé mnoæinÏ dat
a aæ v okamæiku, kdy pro kaæd˝ vstupní vektor podává oËekávané v˝sledky, váhy
jednotliv˝ch propojení jsou uchovány a síª je nasazena do provozu, kde uæ se nemÏní.
V˝hodou takto nauËené sítÏ je nespornÏ to, æe se chová velmi p¯edvídatelnÏ a pro
kaæd˝ vstup podá korektní v˝stup. Nev˝hodou vπak je, æe v okamæiku, kdy chceme do
mnoæiny dat p¯idat dalπí vstup, celá síª musí b˝t znova natrénována. Dalπí nev˝hodou
tÏchto metod uËení je, æe uæ v okamæiku uËení musí b˝t k dispozici vπechny moæné
kombinace vstup˘ s jejich oËekávan˝mi v˝stupy a také æe uËení m˘æe velmi dlouho
trvat.
NejznámÏjπím zástupcem tÏchto metod uËení je algoritmus backpropagation, kter˝ je
popsán dále v této kapitole.
On-line uËení je dynamiËtÏjπí metoda uËení. Pokud je do tímto zp˘sobem uËené sítÏ
pot¯eba p¯idat dalπí vstupní vektor, je moæné to udÏlat za bÏhu bez ztráty d¯íve
získané informace. V˝hodou sítí uËen˝ch on-line tedy je moænost uËení za bÏhu.
Pro komplikované, ale exaktnÏ definované problémy je dnes jeπtÏ v˝hodnÏjπí pouæívat
metody o↵-line uËení. V˝zvou do budoucnosti neuronov˝ch sítí vπak je p¯ijít s takov˝m
algoritmem uËení, kter˝ by dosahoval p¯esnosti o↵-line algoritm˘, ale dokázal by
pracovat s nov˝mi vstupními vektory za bÏhu, tedy on-line.
UËení backpropagation
Kdyæ byl algoritmus backpropagation v roce 1986 p¯edstaven Davidem Rumelhartem [9],
znamenalo to velk˝ pr˘lom v uËení neuronov˝ch sítí. Na nÏkter˝ch neuronov˝ch sítích do-
sahoval oproti p¯edchozím algoritm˘m nÏkolikanásobnÏ vyππí rychlosti uËení. Tím umoænil
vyuæití neuronov˝ch sítí k ¯eπení problém˘, které do té doby byly ne¯eπitelné. [7]
Pro ilustraci práce backpropagation nyní zaveÔme zjednoduπující znaËení.
wljk znaËí váhu na propojení z k-tého neuronu (l  1). vrstvy do j-tého neuronu l-té vrstvy
neuronové sítÏ.
18
ylj je v˝stup j-tého neuronu v l-té vrstvÏ.
blj je bias, kter˝ vstupuje do j-tého neuronu l-té vrstvy.










kde   je jeho aktivaËní funkce, k jde p¯es vπechny neurony z vrstvy l 1 a j jde p¯es vπechny
neurony vrstvy l.
Pro kaædou vrstvu l je dále definovaná váhová matice wl
wl =
26664
w11 w21 · · · wn1





w1m w2m · · · wnm
37775 , (3.4)
která p¯ehlednÏ znázorÚuje vπechny váhy. Hodnota, která se v matici nachází v j-tém sloupci
k-tého ¯ádku znaËí váhu, která se vyuæívá p¯i propojení z k-tého neuronu l 1. vrstvy do j-
tého neuronu l-té vrstvy sítÏ. Podobn˝m zp˘sobem je definován vektor bias˘ bl pro kaædou
vrstvu a vektor v˝stupních hodnot yl, také pro kaædou vrstvu. Oba dva obsahují postupnÏ
hodnoty pro vπechny neurony dané vrstvy od 1 do n. Na v˝πe definované vektory lze také








Se zaveden˝m zápisem uæ lze vztah pro v˝poËet v˝stupních hodnot vyjád¯it pro celou
jednu vrstvu zároveÚ, coæ nám rovnou umoæní p¯estat o neuronové síti p¯em˝πlet jako o
mnoæinÏ neuron˘, ale jako o mnoæinÏ vrstev, coæ je pro úËely dalπího popisu praktiËtÏjπí.






ul = wlyl 1 + bl. (3.7)
SouËástí vztahu 3.6 je také vektor vnit¯ních potenciál˘ neuron˘ vrstvy l - ul (viz 3.7),
která bude v následujícím v˝kladu taktéæ vyuæita.






d (x)  yL (x) 2 (3.8)
kde d(x) je oËekávan˝ v˝stup sítÏ pro vstup x, yL(x) je v˝stup poslední vrstvy sítÏ, tedy
primární v˝stup sítÏ, pro vstup x. Pro celou mnoæinu vstup˘ se potom vyuæívá vztah ná-












d (x)  yL (x) 2 . (3.9)
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Dále zavedeme operaci  , v literatu¯e téæ naz˝vanou Hadamard˘v souËin. Pro dvÏ
matice o stejn˝ch dimenzích m⇥ n A a B je matice C = A B maticí taktéæ o dimenzích
m⇥ n, kde Cij = Aij ⇥Bij .
Algoritmus backpropagation experimentálnÏ zjiπªuje, jak˝ vliv mají malé zmÏny vah
a bias˘ u jednotliv˝ch neuron˘ na v˝slednou chybu sítÏ. FormálnÏ tedy jde o v˝poËet







V procesu uËení backpropagation tedy provádíme malé zmÏny  ulj vnit¯ního potenciálu
j-tého neuronu v l-té vrstvÏ a zjiπªujeme, zda toto bude mít pozitivní vliv na v˝slednou
chybu sítÏ C. Tyto zmÏny vnit¯ního potenciálu jsou provádÏny pomocí zmÏny vah u jednot-
liv˝ch propojení. Tyto jsou propagovány zpÏt do celé sítÏ po v˝poËtu v˝stupu yL a chyby
sítÏ C. Pro neurony v˝stupní vrstvy je hodnota  wljk vypoËtena podle vztahu 3.11, kde  
L
j
je vypoËtena podle vztahu 3.12 a ⌘ je konstanta pro uËení celé sítÏ naz˝vaná learning rate,









 0  uLj   (3.12)
P¯evedení vztahu 3.12 do maticové reprezantace, se kterou chceme p¯i backpropagation
pracovat uæ není obtíæné. Lze jej zapsat jako 3.13, kde ryC je vektor, jehoæ komponenty
jsou parciální derivace @C
@yLj
. Pro kvadratickou chybu sítÏ lze tedy tento vztah zjednoduπit
na vztah 3.14.





 L = (yL   d)   0  uL  (3.14)
V˝poËet  l pro kaædou dalπí vrstvu se potom provádí od poslední vrstvy smÏrem k první
podle vztahu 3.15, kde
 
wl+1
 T je transponovaná váhová matice pro následující vrstvu. V
takovéto podobÏ ji lze vyuæít pro zpÏtn˝ p¯enos chyby sítÏ k jednotliv˝m neuron˘m p¯esnÏ
podle jejich v˝znamu p¯i dop¯edném pr˘chodu. Váhy pro jednotlivá propojení se potom








   0  uL  (3.15)
3.4 KonvoluËní neuronové sítÏ
KonvoluËní neuronové sítÏ (téæ hluboké neuronové sítÏ ) jsou neuronové sítÏ navræené spe-
ciálnÏ pro zpracovávání obrazov˝ch dat. Na rozdíl od plnÏ propojen˝ch neuronov˝ch sítí,
které jsme uvaæovali v p¯edchozích kapitolách, konvoluËní neuronové sítÏ dokáæí s v˝hodou
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vyuæít prostorového uspo¯ádání jednotliv˝ch vstupních hodnot naËítan˝ch z obrázku. Kon-
voluËní neuronové sítÏ se skládají ze t¯í typ˘ vrstev, které jsou podrobnÏ popsány dále v
této kapitole: konvoluËní vrstva, pooling vrstva a nakonec v˝stupní vrstva.
Odliπnost konvoluËních neuronov˝ch sítí tkví v chápání jednotliv˝ch vrstev sítÏ. V plnÏ
propojené síti je kaædá vrstva chápána jako lineární pole neuron˘, zatímco v konvoluËní
neuronové síti je moæné ji chápat jako dvourozmÏrné pole neuron˘. Toto pole sv˝m uspo¯á-
dáním bude odpovídat uspo¯ádání pixel˘ ve zpracovávaném obrázku.
Pro tuto kapitolu si vytvo¯me jednoduch˝ ilustrativní obrázek o rozmÏrech 10⇥ 10 pi-
xel˘, nad kter˝m budeme demonstrovat fungování konvoluËních neuronov˝ch sítí a zároveÚ
provedeme srovnání poËtu hledan˝ch parametr˘ konvoluËní a plnÏ propojené sítÏ.
3.4.1 Vstupní vrstva
Vstupní vrstva konvoluËní neuronové sítÏ slouæí k naËtení vstupu. StejnÏ jako u plnÏ pro-
pojen˝ch sítí, ani v konvoluËní síti vstupní vrstva neprovádí æádné zpracování informace
a nepoËítá se do celkového poËtu vrstev. RozmÏry vstupní vrstvy neuronové sítÏ urËují
rozmÏry obrázk˘, které bude moæné pomocí dané sítÏ zpracovávat, v pixelech.
3.4.2 KonvoluËní vrstva
KonvoluËní vrstva je stÏæejním elementem konvoluËních neuronov˝ch sítí a zároveÚ první
vrstvou, která nad daty ve vstupní vrstvÏ provádí nÏjakou operaci. KonvoluËní vrstva se
skládá z nÏkolika map rys˘ (feature maps), které pracují nezávisle na sobÏ.
Feature map
Feature map, tedy mapa rys˘ je analogií d¯íve popsaného vektoru rys˘. Popisuje primitiva,
která se v analyzovaném vstupu nacházejí s tím rozdílem, æe mapa rys˘ ukazuje i jejich
p¯esnou polohu ve zdrojovém obrázku. Takov˝mto primitivem tak m˘æe b˝t nap¯íklad hrana
v obraze. Kaædá mapa rys˘ vπak mapuje v˝skyty jedinného primitiva, v reáln˝ch aplikacích
je tedy tÏchto map pouæit˝ch vædy více. Práci konvoluËní vrstvy v této kapitole ukáæi
na neuronové síti se t¯emi mapami rys˘, v praxi je vπak zpravidla vyuæíváno map rys˘
nÏkolikanásobnÏ více.
Kaædá mapa rys˘ pracuje nezávisle na ostatních zp˘sobem, kter˝ je zobrazen na obrázku
3.6. VezmÏme v potaz obrázek o rozmÏrech 10⇥10pixel˘, kter˝ uæmáme naËten˝ ve vstupní
vrstvÏ a nyní má b˝t transformován na mapu rys˘. Hodnota kaædého neuronu v konvoluËní
vrstvÏ je vypoËtena z hodnot podmnoæiny neuron˘ vstupní vrstvy - z tzv. lokální pole
(anglicky local receptive field), nikoliv ze vπech jako tomu je u plnÏ propojen˝ch sítí. V
p¯ípadÏ, kter˝ je uveden na obrázku 3.6 se jedná o podËást pole neuron˘ vstupní vrstvy o
rozmÏrech 4⇥4 neurony (oznaËeno mod¯e). Jakmile je vypoËtena hodnota, pole se posouvá
a je vypoËtena hodnota dalπího neuronu z nové podmnoæiny neuron˘ vstupní vrstvy (v
obrázku 3.6 oznaËeno r˘æovou barvou)
Krok – poËet neuron˘, o které se lokální pole posune mezi v˝poËtem hodnot dvou soused-
ních neuron˘ v mapÏ rys˘. Základní a zároveÚ hojnÏ vyuæívanou hodnotou je 1, ale
b˝vá experimentováno i s jin˝mi. P¯i délce kroku 1 a velikosti lokálního pole 4⇥ 4 po
vstupní vrstvÏ o velikosti 10⇥ 10 neuron˘ následuje mapa rys˘ o velikosti 5⇥ 5 neu-
ron˘. Pokud tedy zvolíme delπí krok, ve v˝sledné síti se bude nacházet ménÏ neuron˘,
coæ lze nÏkdy s v˝hodou vyuæít.
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Obrázek 3.6: Schéma kroku konvoluËní vrstvy sítÏ.
Sdílené váhy - mapa rys˘ provádí prohledání celého vstupního obrázku s cílem nalézt
jeden konkrétní rys, proto není t¯eba pro kaædé lokální pole odvozovat váhy jednot-
liv˝ch propojení. Pro kaædou mapu rys˘ staËí pouze jedinná matice vah s jedním
BIASem, která je pouæita pro v˝poËet hodnoty kaædého neuronu.
Sloæením nÏkolika map rys˘ vzniká konvoluËní vrstva. Pro ilustraci v této práci budeme
uvaæovat konvoluËní vrstvu sloæenou ze t¯í map rys˘, v praxi se vπak vyuæívají mnohoná-
sobnÏ rozsáhlejπí konvoluËní vrstvy.
3.4.3 Pooling vrstva
KonvoluËní vrstva dokáæe lokalizovat jednotlivé rysy v obrázku a urËit tak jejich p¯esnou
polohu. S faktem, æe ve vÏtπinÏ reálnÏ nasazen˝ch sítí je vyuæito vÏtπí mnoæství map rys˘
roste i nároËnost v˝poËt˘ nad konvoluËní neuronovou sítí. Proto je do sítÏ za¯azována tzv.
pooling vrstva. Tato vrstva vytvá¯í z kaædé mapy rys˘ tzv. kondenzovanou mapu rys˘.
Pooling vrstva Ëasto bezprost¯ednÏ následuje za konvoluËní vrstvou a zajiπªuje zmenπení
informace, která je v˝stupem konvoluËní vrstvy.
Pooling lze provádÏt nÏkolika r˘zn˝mi zp˘soby, princip je ale vædy totoæn˝: kaæd˝ neu-
ron pooling vrstvy bere v potaz jenom malou podmnoæinu neuron˘ p¯edchozí vrstvy a z
nich vypoËítává svoji hodnotu. Jednotlivé podmnoæiny se nep¯ekr˝vají, Ëímæ je získána vÏtπí
komprese.
Max pooling
Max pooling je nejjednoduππí a zároveÚ velmi v˝znamná metoda poolingu. Hodnota neuronu
je vypoËtena jako maximum z hodnot podmnoæiny neuron˘ p¯edchozí vrstvy, na kterou
navazuje. Pokud se tedy rys, kter˝ je v rámci dané mapy ve vstupním obrázku hledán,
nalezen nÏkde v okolí analyzovaného místa, tato informace je zachována, zatímco jeho
p¯esná poloha je zahozena.
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Obrázek 3.7: Schéma kroku pooling vrstvy.
Obrázek 3.8: Struktura hluboké neuronové sítÏ.
L2 pooling
Dalπí z velmi hojnÏ vyuæívan˝ch metod poolingu. Hodnota neuronu je tentokrát opÏt vypoË-
tena z podmnoæiny neuron˘ p¯edchozí vrstvy, tentokrát jsou v ní vπak zohlednÏny hodnoty






kde k = l2, kde l znaËí poËet neuron˘ v hranÏ Ëtverce a npi je i-t˝ neuron p¯edchozí
vrstvy. Jeden krok poolingu je znázornÏn na obrázku 3.7, v této vrstvÏ je k = 4 a l = 2.
3.4.4 KonvoluËní síª
Trénujeme jednoduchou konvoluËní neuronovou síª, která klasifikuje obrázky do deseti t¯íd
(nap¯íklad obrázky s Ëíslicemi 0-9). Taková síª bude obsahovat nÏkolik dvojic konvoluËní
vrstvy s pooling vrstvou, za kter˝mi bude následovat deset neuron˘ v˝stupní vrstvy, ze
kter˝ch vædy právÏ jeden bude v aktivním stavu. Mezi v˝stupní a p¯edposlední vrstvou je
propojení vπech neuron˘ mezi sebou – poslední vrstva je tedy plnÏ propojená. P¯íklad velmi
jednoduché konvoluËní sítÏ je znázornÏn na obrázku 3.8.
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3.5 Finetunning
Mezi dalπí d˘leæité prvky vyuæité v rámci této práce pat¯í finetunning. Jedná se o metodu
vyuæívanou v situacích, kdy uæ máme úspÏπnÏ natrénovanou síª a chceme ji vyuæít ke
klasifikaci podobn˝ch dat. Za bÏæn˝ch okolností se na poËátku tréninku neuronové sítÏ na
nov˝ typ vstupu vπechny váhy inicializují náhodnÏ. Pokud vπak máme k dispozici síª, která
je jiæ nauËená na velké mnoæinÏ obrázk˘, m˘æeme namísto náhodné inicializace nové sítÏ
inicializovat váhy do v˝sledného stavu vah jiné sítÏ. Proces uËení této sítÏ se potom naz˝vá
finetuning. Ten lze provádÏt více zp˘soby. NejznámÏjπími z nich jsou:
• Úprava vah pouze v poslední vrstvÏ,
• p¯idání nÏkolika nov˝ch vrstev do nauËené neuronové sítÏ.
Základním principem finetuningu je, æe do vah v nauËené Ëásti sítÏ není p¯íliπ zasa-
hováno. Váhy p˘vodní sítÏ mohou b˝t buÔto striktnÏ zachovány v p˘vodním stavu nebo
mohou b˝t mÏnÏny jen minimálnÏ. V této práci byla pro finetuning zvolena varianta zacho-




Tato kapitola je vÏnována návrhu programu urËenému k anonymizaci SPZ ve fotografiích
pro sluæbu Panorama. Cílem této práce je vyrobit nástroj, kter˝ dokáæe automaticky naËítat
nafocené obrázky na vstupu a podávat anonymizované obrázky na v˝stupu. Detekce SPZ je
v souËasnosti intenzivnÏ ¯eπen˝m a mnohdy i vy¯eπen˝m problémem. Jak uvádí [6], detekce
SPZ s vyuæitím pokroËil˝ch metod zpracování obrazu dosahuje velmi dobr˝ch v˝sledk˘.
Zásadní odliπností detekce SPZ v této práci je rozmanitost zpracovávan˝ch dat. Data,
ve kter˝ch jsou bÏænÏ SPZ detekovány, pochází ze statick˝ch kamer umístÏn˝ch v ideálním
úhlu oproti automobilovému provozu – nap¯íklad na branách nad dálnicemi, radarech nebo
jin˝ch kamerách mí¯ících na projíædÏjící automobily v konstantním úhlu. Data pro tuto
práci vπak jsou snímána z jedoucího vozidla v 360° úhlu a to i v ménÏ typick˝ch lokalitách,































Obrázek 4.1: Základní struktura programu.
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Obrázek 4.2: Sekce panorama fotografie usnadÚující její anal˝zu.
Práce s panoramatick˝mi fotografiemi je rozdÏlena do nÏkolika základních fází znázor-
nÏn˝ch na obrázku 4.1. Procesy, které jsou nad daty v jednotliv˝ch fázích provádÏny, budou
v této kapitole podrobnÏ popsány.
V první fázi jsou panoramatické fotografie analyzovány a dále roz¯ezány na menπí v˝seËe,
jak je popsáno v Ëásti 4.1. Takto p¯ipravené v˝seËe fotografií jsou ruËnÏ klasifikovány do
p¯ipraven˝ch t¯íd. klasifikované obrázky jsou potom vyuæity pro uËení hluboké neuronové
sítÏ k detekci vozidel (viz Ëást 4.2) a neuronové sítÏ pro lokalizaci SPZ vozidel (viz Ëást
4.3).
V Ëásti 4.4 je potom popsán zp˘sob, jak˝m jsou z v˝sledk˘ tÏchto neuronov˝ch sítí
extrahovány sou¯adnice SPZ urËené k anonymizaci a jak je provedena.
4.1 P¯edzpracování dat
Na primárním vstupu celého programu jsou p¯ijímány fotografie nasnímané v rámci sbÏru
dat pro sluæbu Panorama. Tyto fotografie jsou po¯izovány zp˘sobem, kter˝ byl popsán
d¯íve v této práci (viz Ëást 2.4).
SouËástí zadání této práce je datová mnoæina p¯ipravená zadavatelem. Tato mnoæina
byla vybrána s ohledem na okrajové p¯ípady, které mohou p¯i snímání dat pro sluæbu
Panorama nastat. Jedná se o:
• kolemjedoucí vozidla,
• vozidla zaparkovaná v r˘zn˝ch úhlech okolo silnice,
• motocykly, autobusy a jiná ménÏ Ëastá vozidla.
Dodaná datová sada obsahuje 178 fotografií o rozmÏru 12 288⇥6 144 pixel˘. V rámci p¯edzpra-
cování dat byla nejprve provedena anal˝za datové mnoæiny poskytnuté spoleËností Se-
znam.cz a.s. . Dále pak byl na základÏ této anal˝zy navræen zp˘sob p¯edzpracování dat,
kter˝ by usnadnil následnou práci hlubok˝ch neuronov˝ch sítí.
V rámci anal˝zy tÏchto dat byly sledovány automobily nacházející se na dodan˝ch fo-
tografiích, konkrétnÏ pak:
• velikost automobilu na fotografii (v pixelech),
• umístÏní automobilu ve fotografii.
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V˝πka automobilu ©í¯ka automobilu
Pr˘mÏr [px] 270 420
Medián [px] 227 332
Modus [px] 150 180
Maximum [px] 1080 1920
Minimum [px] 30 60
Tabulka 4.1: Velikosti vozidel v obrazovém materiálu pro sluæbu Panorama.
Pro tuto anal˝zu byla fotografie rozdÏlena do devíti sekcí (viz obrázek 4.2). V rámci
dodaného datasetu potom byly ruËnÏ lokalizovány automobily, které se na fotografiích na-
cházely a byla zaznamenávána jejich velikost a p¯ísluπnost k jednotliv˝m sekcím obrazu. Z
tohoto procesu byla vytvo¯ena mapa v˝skyt˘ vozidel znázornÏná na obrázku 4.3. Celkem
bylo zaznamenáno 286 vozidel, z nichæ vπechny p¯ísluπely nÏkteré ze sekcí 7, 8 a 9. Statistiky
velikostí automobil˘ jsou uvedeny v tabulce 4.1 1.
Obrázek 4.3: ZátÏæová mapa ukazující místa v˝skytu a velikosti automobil˘ v analyzovan˝ch
datech.
Na základÏ provedené anal˝zy byl jako nejobecnÏjπí rozmÏr automobilu vybrán medián
vπech velikostí. Pro dalπí zpracování byla Ëást fotografií, na které se automobily p¯eváænÏ
nachází (tedy sekce 7, 8 a 9 dle obrázku 4.2) roz¯ezána na nep¯ekr˝vající se v˝seËe o velikosti
332⇥227 px.
4.2 Detekce automobil˘
V dalπím kroku jsou jednotlivé v˝seËe vytvo¯ené v rámci p¯edzpracování klasifikovány do
jedné ze dvou t¯íd - auto/neauto. To je realizováno pomocí hluboké neuronové sítÏ.
V této práci je k tomuto úËelu vyuæita jiæ nauËená neuronová síª Ilsvrc [1], jejíæ archi-
tektura je zobrazena na obrázku 4.4. Tato síª vznikla v rámci v˝zvy Ilsvrc, která se koná
kaædoroËnÏ a je zamÏ¯ena na algoritmy pro lokalizaci a detekci objekt˘ v obraze a také na
klasifikaci scény. Síª Ilsvrc byla nauËena na mnoæinÏ obrázk˘ ImageNet, která obsahuje více
neæ 14 milion˘ obrázk˘ roz¯azen˝ch do 1 000 kategorií [1].






























Obrázek 4.4: Struktura hluboké neuronové sítÏ pro detekci automobil˘.
Síª Ilsvrc byla v rámci této práce pomocí finetuningu optimalizována pro klasifikaci
fotografií pro sluæbu Panorama. Pro dalπí zpracování vπak není vyuæíván pouze primární
v˝stup klasifikace. K dalπímu zpracování je také extrahován vektor rys˘, kter˝ je v˝stupem
jedné z vrstev této neuronové sítÏ (viz obrázek 4.5). V této práci jsou zkoumány v˝stupy
dvou vrstev pouæité konvoluËní sítÏ.
1. V˝stup p¯edposlední (sedmé) v˝poËetní vrstvy sítÏ, která je plnÏ propojená (fully
connected) – dále jen FC7.
2. V˝stup poslední konvoluËní vrstvy sítÏ (jeπtÏ p¯ed aplikací aktivaËní funkce), která je
pátou konvoluËní vrstvou v celé síti – dále jen CONV5.
4.3 Lokalizace SPZ
Dalπí navazující Ëástí této práce je lokalizace SPZ. Do této fáze zpracování vstupují vektory
rys˘ odpovídající tÏm vzork˘m, které byly v rámci p¯edchozího kroku klasifikovány jako
auto. Na vstup sítÏ pro detekci SPZ jsou tedy p¯ivádÏny v˝stupní hodnoty jedné z vrstev
sítÏ pro detekci automobil˘.
V této Ëásti se budu vÏnovat dvÏma moæn˝m zp˘sob˘m, které v rámci této práce budou
porovnávány. Liπí se vrstvou sítÏ pro detekci automobil˘, jejíæ v˝stupní hodnoty jsou do
sítÏ pro detekci SPZ naËteny jako vstup.
FC7 - p¯edposlední vrstva neuronové sítÏ pro detekci automobil˘. Jedná se o lineární pole
reáln˝ch hodnot o délce 4096. Prostorová informace je po pr˘chodu p¯edchozími vrst-












Obrázek 4.6: Identifikace roh˘ SPZ.
Obrázek 4.7: Identifikace SPZ pomocí masky.
vektoru rys˘ získat sou¯adnice SPZ vozidla, znamenalo by to velkou úsporu, jak co
se v˝poËetní, tak co se pamÏªové nároËnosti v˝poËtu t˝Ëe. Neuronová síª by v tomto
p¯ípadÏ totiæ mohla b˝t velmi malá a cel˝ v˝poËet by bylo moæné dostat do nÏkolika
vrstev.
CONV5 - pátá konvoluËní vrstva neuronové sítÏ pro detekci automobil˘. Jedná se o v˝stup
256 konvoluËních filtr˘ jeπtÏ p¯ed aplikací aktivaËní funkce. Kaæd˝ z tÏchto filtr˘
produkuje mapu rys˘ o rozmÏru 13⇥13, jedná se tedy o 13 ⇥ 13 ⇥ 256 = 43 264
hodnot pro kaæd˝ obrázek. AËkoliv se ve srovnání s p¯edchozím navræen˝m p¯ístupem
m˘æe tato reprezentace zdát jako nev˝hodná, lze oËekávat, æe v této 3D matici bude
obsaæeno o mnoho více prostorové informace o vstupním obrázku a tedy povede k
lepπím v˝sledk˘m.
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Na v˝stupu této Ëásti zpracování jsou opÏt porovnávány dva navræené p¯ístupy. Neuro-
nová síª bude buÔto produkovat p¯ímo Ëtve¯ici sou¯adnic identifikující lokalizovanou SPZ
tak, jak je naznaËeno na obrázku 4.6 nebo bude produkovat matici, která bude zastupovat
masku, po jejímæ pronásobení s analyzovanou v˝seËí bude získána Ëást obsahující SPZ (viz
obrázek 4.7).
4.4 ZatemnÏní SPZ
Poslední fází zpracování je namapování detekované SPZ zpÏt do celého p˘vodního obrázku
a její rozmazání. Sou¯adnice v˝¯ezu, ve kterém byla SPZ vyhledávána, jsou známy z p¯ed-
chozích krok˘ zpracování. Namapování SPZ zpÏt do sou¯adnic celé Panorama fotografie







Na Ëást fotografie, na které byla lokalizována SPZ vozidla, potom bude aplikován




V˝sledn˝ program slouæící k detekci automobil˘ a lokalizaci jejich SPZ ve fotografiích
pro sluæbu Panorama je implementován v jazyce Python2. Skládá se z hlavního skriptu
anonymize.py a python balíku anonymize, kter˝ obsahuje dalπí skripty, objekty a metody
vyuæívané k anonymizaci. S v˝hodou jsou vyuæívány nÏkteré systémové knihovny jazyka
Python, jako jsou os, numpy nebo subprocess.
Program pracuje i s dalπími knihovnami, které nejsou souËástí standardní distribuce.
Mezi nÏ pat¯í i C++ framework Caffe, kter˝ zajiπªuje velmi robustní zázemí pro práci
s hlubok˝mi neuronov˝mi sítÏmi. Dalπím z vyuæit˝ch framework˘ je Python framework
Keras, kter˝ zajiπªuje rychlou a jednoduchou práci s menπími neuronov˝mi sítÏmi.
V této Ëásti jsou nejprve, v sekci 5.1, popsány technologie a postupy vyuæité k implemen-
taci v˝sledného programu. Dále, v sekci 5.2, jsou potom popsány dalπí skripty, které byly
vytvo¯eny pro usnadnÏní ruËního p¯edzpracování dat a automatizaci vyhodnocení v˝sledk˘.
5.1 V˝sledn˝ program
Cel˝ v˝poËet je ¯ízen z hlavního skriptu anonymize.py, odkud jsou v jednotliv˝ch fázích
v˝poËtu volány dalπí moduly.
5.1.1 P¯edzpracování dat
V rámci p¯edzpracování dat, p¯ed jejich vlastním odesláním na vstup neuronové sítÏ, je pro-
vedeno roz¯ezání kaædé fotografie na 259 v˝seËí o rozmÏru 227⇥332 px. Toto je realizováno
v Bash skriptu crop.sh. Z tohoto skriptu je dále volán nástroj crop ze sady ImageMagick,
kter˝ musí b˝t na stroji p¯edem nainstalován.
V rámci p¯edzpracování jsou roz¯ezány vπechny obrázky a je vytvo¯ena sloæka crops.
Tato sloæka obsahuje v˝seËe vπech zpracovávan˝ch obrázk˘ a nad ní probíhají dalπí kroky
v˝poËtu.
5.1.2 Detekce automobil˘
K detekci automobil˘ je vyuæit framework Caffe, kter˝ je napsán v jazyce C++. Z hlavního
python scriptu je s ním pracováno skrze poskytované python rozhraní pycaffe.
Nastavení a architektura sítÏ jsou pro Caffe specifikovány v konfiguraËních souborech
s notací protobuf. Kaædá síª je definována pomocí dvou soubor˘.
31
Solver.prototxt je konfiguraËní soubor pro uËení sítÏ, ve kterém je moæné specifikovat
vπechny d˘leæité parametry, jako je poËet krok˘ uËení, koeficient uËení, zp˘sob jeho
zmÏn, ale i mnoæství informaËních v˝pis˘ v pr˘bÏhu uËení, poËet zachycen˝ch snímk˘
sítÏ v pr˘bÏhu uËení a dalπí.
Tento soubor p¯i následném pouæívání nauËené sítÏ jiæ není t¯eba.
Trainval.prototxt je konfiguraËní soubor, kter˝ obsahuje celou specifikaci architektury
sítÏ se vπemi jejími vrstvami, aktivaËními funkcemi, parametry zpÏtné propagace
chyby sítÏ a zp˘sobem inicializace jednotliv˝ch vah.
Tento soubor je vyæadován jak p¯i uËení, tak p¯i vlastním pouæití neuronové sítÏ
ke klasifikaci neznám˝ch vzork˘ (s drobn˝mi úpravami). Zatímco varianta pro uËení
sítÏ obsahuje vrstvu pro naËítání trénovacích dat a vyhodnocení úspÏπnosti, p¯i pou-
æití nauËené sítÏ je t¯eba naËtení dat obstarat mimo neuronovou síª. Pro soubor ob-
sahující architekturu sítÏ urËené ke klasifikaci neznám˝ch vzork˘ se pouæívá název
deploy.prototxt.
UËení a klasifikace
V pr˘bÏhu uËení je spoustÏn p¯ímo program caffe a jeho metoda train. Po kaæd˝ch n
iteracích jsou ukládány aktuální hodnoty vah do binárního souboru typu caffemodel. Po
anal˝ze pr˘bÏhu uËení je vybrána ta uloæená sada vah, se kterou ¯eπení dosahuje nejlepπích
v˝sledk˘ jak na trénovací, tak na validaËní mnoæinÏ. Tato je potom pouæita ke klasifikaci
testovacích, p¯ípadnÏ dalπích neznám˝ch dat. Klasifikace testovací mnoæiny pomocí p¯ipra-
vené sítÏ je zajiπªována pomocí skriptu classify.py z vytvo¯eného balíku anonymize.
V rámci uËení bylo nastavováno mnoæství parametr˘, mezi které pat¯í:
Interval validace – nastavená parametrem test iter urËuje, jak Ëasto bude provádÏna
validace modelu, tedy jak Ëasto bude vypoËtena jeho úspÏπnost na validaËí sadÏ.
PoËáteËní learning rate – urËuje, jak velkou roli hraje zpÏtná propagace chyby ve zmÏnÏ
vah v síti od zaËátku uËení.
Learning rate policy – protoæe v pr˘bÏhu uËení se v˝stup neuronové sítÏ p¯ibliæuje k
cílovému ¯eπení, je nutné postupnÏ sniæovat zmÏny vah, aby nedocházelo k oscilaci
okolo správného ¯eπení. Toto lze dÏlat nÏkolika zp˘soby, mezi kter˝mi je voleno pomocí
parametru lr policy.
PoËet iterací – poËet iterací je d˘leæit˝m parametrem uËení neuronové sítÏ. Po jistém
poËtu iterací jiæ v síti nedochází k dalπímu zlepπování a tedy není æádoucí v uËení
pokraËovat. Tyto hodnoty se pro jednotlivé typy problém˘ znaËnÏ liπí. Pro problém
detekce automobil˘ byla volena hodnota 50 000 iterací.
Snapshot – zachycování snímk˘ sítÏ - tzv. snapshotting slouæí k jejich dalπímu vyuæití,
aª uæ k testování pomocí testovací mnoæiny nebo ke klasifikaci neznám˝ch dat. Tyto
snímky není t¯eba dÏlat p¯íliπ Ëasto, p¯i uËení neuronové sítÏ byl volen interval 10 000
iterací.
Architektura sítÏ
Vyuæitá síª obsahuje 14 vrstev, které jsou ilustrovány v˝πe na obrázku 4.4. Váhy mezi
vπemi vrstvami z˘staly bÏhem uËení sítÏ v p˘vodním stavu (tedy po natrénování na sadu
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ImageNet), pouze váhy mezi vrstvami FC7 a FC8 byly iniciovány náhodnÏ a trénovány
p¯ímo na míru klasifikaci v˝seËí ze snímk˘ pro sluæbu Panorama.
Zajímav˝m prvkem architektury sítÏ jsou vrstvy Drop6 a Drop7, které následují za
obÏma plnÏ propojen˝mi vrstvami. Jedná se o tzv. dropout vrstvy. P¯i uËení s vyuæitím
dropoutu jsou v jednotliv˝ch iteracích náhodnÏ vy¯azovány neurony droupoutované vrstvy.
Takto navræená síª se tedy neuËí p¯ímo na míru trénovací sadÏ, protoæe v kaædé iteraci má
mírnÏ odliπnou architekturu.
Tyto vrstvy nehrají æádnou roli p¯i dop¯edném pr˘chodu sítí, nicménÏ jsou velmi d˘leæité
ve fázi uËení. Jak uvádí [12], vyuæití této metody p¯i tréninku velk˝ch neuronov˝ch sítí vede
ke znaËnému omezení p¯euËování.
Paralelizace
Protoæe uËení neuronové sítÏ je v˝poËetnÏ velmi nároËn˝m procesem, byly zváæeny vπechny
dostupné metody paralelizace. Jedním z hlavních argument˘ pro vyuæití frameworku Ca↵e
je jeho jednoduchá paralelizace na grafické kartÏ s architekturou CUDA.
Moænost paralelizovat v˝poËet se vztahuje jak k uËení sítÏ, tak k vlastní klasifikaci
vzork˘, coæ je nespornou v˝hodou vzhledem k velikosti datasetu, na kterém má b˝t anony-
mizér nasazen v provozu.
5.1.3 Lokalizace SPZ
Pro lokalizaci SPZ v rámci v˝seËe byla zvolena jednoduππí neuronová síª. Pot¯eba vyuæití
frameworku Caffe tedy odpadla a proto byl zvolen framework Keras, kter˝ ve srovnání s
Caffe poskytuje o mnoho jednoduππí a p¯ívÏtivÏjπí uæivatelské rozhraní. Keras m˘æe bÏæet
jako nástavba nad vysoce optimalizovan˝mi matematick˝mi python knihovnami Theano
nebo TensorFlow.
UËení a klasifikace
UËení a architektura sítÏ jsou definovány v jedinném souboru, kter˝ je implementován v
jazyce Python. Jakmile je dokonËen poæadovan˝ poËet iterací, automaticky je uloæena jak
architektura sítÏ do souboru typu json, tak finální váhy pro jednotlivé vrstvy do souboru
typu hdf5.
Klasifikace je opÏt ¯ízena ze skriptu v jazyce Python, do nejæ je naËtena jak architektura
sítÏ, tak váhy pro jednotlivá propojení.
Architektura sítÏ
Definice architektury sítÏ je ve frameworku Keras provádÏna p¯ímo v jazyce Python. V
rámci této práce byly porovnávány dvÏ varianty vstupních dat pro lokalizaci SPZ, coæ si
samoz¯ejmÏ æádalo i vyuæití dvou r˘zn˝ch architektur sítÏ.
Lineární vstup FC7 – pro variantu, ve které je na vstupu naËítáno lineární pole 4096
hodnot, byla zvolena jednoduchá regresní síª se Ëty¯mi plnÏ propojen˝mi vrstvami,
které postupnÏ sniæovaly poËet v˝stup˘ aæ se dostaly na poæadované 4 hodnoty urËu-
jící sou¯adnice x a y dvou protilehl˝ch roh˘ SPZ.
Jako aktivaËní funkce byla u vπech vrstev vyuæita funkce ReLU. Jako metoda zpÏtné
propagace chyby byla zvolena metoda Stochastic gradient descent (dále jen SGD).
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Maticov˝ vstup CONV5 – pro maticovou variantu vstupu byla vyuæita jedinná konvo-
luËní vrstva. V˝bÏr vhodné aktivaËní funkce pro tuto úlohu byl p¯edmÏtem zkoumání
v rámci této práce. Porovnávány byly funkce sigmoida a ReLU.
Paralelizace
P¯i implementaci neuronové sítÏ pro tuto práci jsem zvolila backendovou vrstvu Theano,
která sice na rozdíl od varianty TensorFlow nebÏæí na grafické kartÏ automaticky, nicménÏ
pomocí argument˘ p¯íkazové ¯ádky lze v˝poËet na GPU zapnout jak p¯i uËení neuronové
sítÏ, tak p¯i vlastní klasifikaci neznám˝ch vzork˘.
5.1.4 ZatemnÏní SPZ
Jakmile je SPZ v obraze lokalizována, poslední zb˝vající krok je její úprava do formy,
ve které není Ëitelná ani lidsk˝m okem, ani strojovÏ. Toto je zajiπtÏno lokální aplikací
rozost¯ovacího filtru ze sady nástroj˘ ImageMagick. V tomto nástroji jsou dostupné dvÏ
varianty – blur a Gaussian blur.
Zpracování pomocí filtru blur je dle dokumentace rychlejπí, jeho nev˝hoda oproti filtru
Gaussian blur je provedení ve dvou pr˘chodech. To m˘æe zp˘sobit zaokroulovací chybu
p¯i ukládání meziv˝sledku. Tato nev˝hoda ale s ohledem na úËel pouæití a rozsah plochy,
která je rozost¯ována, není smÏrodatná a proto byl zvolen filtr blur [14].
5.2 Pomocné skripty
Zásadní Ëást této práce spoËívala v p¯ípravÏ a klasifikaci pouæité datové sady. Protoæe
mnoæství zpracovávan˝ch dat bylo obrovské, kaædá alespoÚ ËástÏËnÏ strojovÏ proveditelná
Ëinnost cel˝ proces p¯ípravy datové sady urychlila. Pro tyto úËely byly napsány pomocné
skripty nejen v jazycích Python a R, ale d˘leæit˝m prvkem byl i jazyk JavaScript.
5.2.1 RuËní klasifikace
Aby neuronová síª mÏla trénovací obrázky správnÏ klasifikovány, je t¯eba je nejprve ruËnÏ
anotovat. Toto bez zásahu lidské ruky zrealizovat nelze, celé zpracování vπak lze urychlit
pomocí automatického zobrazování trénovacíh obrázk˘ a ukládání zvolen˝ch hodnot.
Zobrazovací nástroj byl pro tuto práci vytvo¯en pomocí webov˝ch technologií (HTML,
JavaScript). Aby mohla b˝t data p¯ímo ukládána do souboru urËeného k dalπímu zpraco-
vání, byl na zobrazovací nástroj p¯ipojen jednoduch˝ Http server v jazyce Python.
5.2.2 Zpracování v˝sledk˘
Pro automatické porovnávání v˝stup˘ neuronové sítÏ s oËekávan˝mi v˝stupy byla p¯ipra-
vena sada skript˘ v jazycích Python a R. Pomocí tÏchto skript˘ byly zpracovávány v˝sledky
klasifikace jednotliv˝ch neuronov˝ch sítí a vyËíslovány chyby jak v pr˘bÏhu v˝poËtu, tak
po jeho skonËení.
Pro vyhodnocení v˝sledk˘ byla navræena speciální metoda vyËíslení správnÏ a chybnÏ
detekovan˝ch oblastí ve fotografii. Tato metoda spoËívá ve vypoËtení velikosti Ëty¯ oblastí:
1. Oblast s SPZ detekovaná jako SPZ - true positive
2. Oblast s SPZ nedetekovaná jako SPZ - false negative
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3. Oblast bez SPZ detekovaná jako SPZ - false positive
4. Oblast bez SPZ nedetekovaná jako SPZ - true negative
Pomocí tÏchto Ëty¯ hodnot je vypoËtena pomÏrná Ëást SPZ, která je detekována správnÏ
a pomÏrná Ëást SPZ, která je detekována chybnÏ. Na základÏ pr˘mÏru tÏchto dvou veliËin




ÚËelem této práce je vytvo¯it anonymizér SPZ v obrazov˝ch datech, kter˝ na svém vstupu
p¯ijme adresá¯ s fotografiemi nafocen˝mi pro sluæbu Panorama spoleËnosti Seznam.cz a.s. .
Na v˝stupu potom poskytne nov˝ adresá¯ s odpovídajícími fotografiemi, na kter˝ch je
zajiπtÏna neËitelnost SPZ vyfocen˝ch vozidel.
V rámci v˝zkumné Ëásti této práce bylo analyzováno, jak˝ vliv mají jednotlivé para-
metry pouæit˝ch neuronov˝ch sítí na úspÏπnost lokalizace a anonymizace hledan˝ch SPZ.
Dále pak bylo zkoumáno, zda je v˘bec moæné data naËtená a zpracovaná v rámci jedné
neuronové sítÏ vyuæít jako vstup jiné neuronové sítÏ. Tedy zda-li si neuronová síª tréno-
vaná k jednomu typu klasifikace zachovává dostatek informací vyuæiteln˝ch k jinému typu
klasifikace.
V této Ëásti práce jsou nejprve popsána vyuæitá data (sekce 6.1), jejich vlastnosti a
zp˘sob jak˝m byla vyuæita. Dále jsou potom v Ëásti 6.2 popsány metody, kter˝mi bylo
implementované ¯eπení testováno a jaké hardwarové zdroje byly k vyhodnocení vyuæity. V
Ëásti 6.3 jsou nakonec shrnuty dosaæené v˝sledky.
6.1 Data
StÏæejní Ëástí této práce byla implementace a uËení hluboké neuronové sítÏ pro detekci
automobil˘ a neuronové sítÏ pro lokalizaci SPZ. OvÏ¯ení funkËnosti se tedy t˝kalo hlavnÏ
p¯esnosti a rozliπovací schopnosti získan˝ch neuronov˝ch sítí.
Vstupní datová sada po p¯edzpracování Ëítala 46 102 v˝seËí, které byly ruËnÏ klasifi-
kovány do t¯íd auto a neauto. V reáln˝ch datech se automobil nachází pouze na 1.8%
obrázk˘, pro trénování vπak musela b˝t datová sada upravena tak, aby bylo moæné síª efek-
tivnÏ trénovat. Zkoumáno bylo uËení s rovnováæn˝m pomÏrem pozitivních a negativních
vzork˘. V takovém p¯ípadÏ vπak je pro trénování sítÏ vyuæito pouze 3.6% datové sady, coæ
Ëítá pouze 1659 vzork˘.
Do dalπí fáze zpracování – lokalizace SPZ – uæ p¯echázely pouze vzorky, které byly v
první fázi klasifikovány jako auto. V tÏchto obrázcích byly poté ruËnÏ lokalizovány SPZ.
Kolem kaædé SPZ byl vytvo¯en hraniËní obdélník, urËen˝ dvÏma rohov˝mi body. »ást ob-
rázku nacházející se uvnit¯ tohoto obdélníku je pro úËel této práce bez ohledu na deformaci
a zkreslení oznaËována jako SPZ.
V rámci dalπího zpracování poté byly porovnávány dvÏ r˘zné formy vyuæití takto zís-
kan˝ch sou¯adnic:














Obrázek 6.1: Normalizace sou¯adnic SPZ v obraze.
kány. Cílem neuronové sítÏ je podat na v˝stupu Ëtve¯ici sou¯adnic náleæící do poæa-
dovaného rozsahu jak pro x, tak pro y. Protoæe splnÏní tÏchto omezení je pomocí
neuronové sítÏ obtíænÏ dosaæitelné, byla zvolena strategie normalizace sou¯adnic z in-
terval˘ (h0, 227i , h0, 332i) do interval˘ (h0, 1i , h0, 1i), jak je ilustrováno na obrázku
6.1.
Maska SPZ – tato varianta poskytuje jednu zásadní v˝hodu, kterou je moænost detekce
libovolného mnoæství SPZ v rámci jedné v˝seËe. Cílem sítÏ je podat matici o rozmÏru
vstupního obrázku, která pomocí masky oddÏluje místa, na kter˝ch se nachází SPZ
od míst, na kter˝ch se SPZ nenachází. Narozdíl od Ëtve¯ic sou¯adnic, jejichæ poËet
musí b˝t limitován p¯ed navræením architektury sítÏ, v p¯ípadÏ masky SPZ je v˝stup
vædy stejné velikosti, bez ohledu na poËet lokalizovan˝ch SPZ. Hodnoty, kter˝mi byly
Ëásti obsahující a neobsahující SPZ v rámci trénovacích dat rozliπovány byly vybrány
vædy s ohledem na pouæitou aktivaËní funkci.
Sigmoida – v p¯ípadÏ pouæití aktivaËní funkce sigmoida byly pixely v˝seËe, na kte-
r˝ch se SPZ nachází v cílové masce nahrazeny hodnotou 1, zatímco ostatní pixely
byly zastoupeny hodnotou  1.
ReLU – v p¯ípadÏ vyuæití lineárního usmÏrÚovaËe byly pixely uvnit¯ oblasti s SPZ
v masce zastoupeny hodnotou 255, zatímco ostatní pixely byly zastoupeny hod-
notou 0.
V rámci v˝seËí o jiæ zmínÏném rozmÏru 255 ⇥ 332 se nacházely automobily s SPZ v
r˘zn˝ch vzdálenostech (a tedy i velikostech a deformacích) od snímacího za¯ízení. Celkem
bylo zaznamenáno 925 SPZ v 830 obrázcích. Jejich velikosti se pohybovaly v rozsahu za-
znamenaném v tabulce 6.1.
Získaná a p¯edzpracovaná data byla pro kaædou Ëást zpracování rozdÏlena na trénovací,
validaËní a testovací mnoæinu. Zvolen˝ pomÏr tÏchto mnoæin byl 0.6 : 0.2 : 0.2 a jsou vzá-
jemnÏ disjunktní. D˘leæit˝m faktorem také je správné promíchání vzork˘ v rámci mnoæiny.
Toto bylo voleno vædy nejrovnomÏrnÏjπím moæn˝m zp˘sobem a realizováno pomocí jednoho
z pomocn˝ch skript˘.
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V˝πka SPZ ©í¯ka SPZ
Pr˘mÏr [px] 26 63
Medián [px] 17 46
Modus [px] 9 31
Maximum [px] 202 330
Minimum [px] 3 1
Tabulka 6.1: Velikosti SPZ v obrazovém materiálu pro sluæbu Panorama.
6.2 Metoda testování
Celé testování probÏhlo na serverovém stroji spoleËnosti Seznam.cz pod systémem Ubuntu
16.04. VÏtπina v˝poËt˘ byla provádÏna na grafické kartÏ GeForce GTX 690 pomocí nástroje
CUDA 7.5. P¯eklad kódu knihoven v jazyce C/C++ byl provádÏn pomocí p¯ekladace GCC 5.3.
Interpretace zdrojového kódu v jazyce Python potom byla provádÏna pomocí interpretu
Python 2.7.
6.2.1 SpouπtÏní
Pro problémy, v jejichæ v˝sledcích nehraje roli náhoda, byly pro kaædé nastavení v˝sledky
získány z jedinného bÏhu. Jedná se o neuronovou síª pro detekci automobil˘, která vychází
z nauËené sítÏ pro klasifikaci obrázk˘ ImageNet, v celém procesu uËení tedy není vyuæito
generování pseudonáhodn˝ch Ëísel.
Pro kaædou variantu nastavení, jejíæ v˝sledky závisí na poËáteËní inicializaci hodnot
byl v˝poËet spuπtÏn t¯ikrát a v˝sledné hodnoty byly vypoËteny jako pr˘mÏr z jednotliv˝ch
bÏh˘. Toto se t˝ká neuronové sítÏ pro lokalizaci SPZ, která na poËátku vyuæívá pseu-
donáhodné inicializace vah. Tato inicializace je provádÏna pomocí náhodného generátoru
Mersenne Twister z knihovny numpy s vyuæitím rovnomÏrného rozloæení.
6.3 Dosaæené v˝sledky
V této Ëásti práce jsou shrnuty dosaæené v˝sledky implementovan˝ch neuronov˝ch sítí pro
dvÏ Ëásti práce – pro detekci automobil˘ a lokalizaci SPZ. Protoæe tyto Ëásti na sebe ve
v˝sledném programu navazují, jejich úspÏπnost je t¯eba chápat jako celek. »ást v˝sledk˘
detekce automobil˘ vstupuje do lokalizace SPZ jako vstup a úspÏπnost detekce automobil˘
je tedy spíπe jak˝msi meziv˝sledkem neæ faktem podávajícím celkov˝ obraz o úspÏπnosti
klasifikace.
6.3.1 Detekce vozidel
K trénování neuronové sítÏ pro detekci vozidel byla vyuæita Ëtrnáctivrstvá konvoluËní neu-
ronová síª vycházející ze sítÏ vzniklé v rámci kaædoroËního contestu Ilsvrc. Do této sítÏ
vstupovaly vπechny v˝seËe vytvo¯ené ze zpracovávané mnoæiny panorama obrázk˘. Kaædá




















































































































































































































































































































































































































































































































































































































































































Obrázek 6.2: V˝voj parametr˘ v pr˘bÏhu uËení.
Pr˘bÏh uËení
Na obrázku 6.2a je uveden v˝voj hodnoty chybové funkce v pr˘bÏhu uËení neuronové sítÏ
k detekci vozidel. Na obrázku 6.2b je uveden v˝voj p¯esnosti klasifikace na trénovací sadÏ.
Graf uveden˝ na obrázku 6.3 potom ukazuje, jak se v pr˘bÏhu stejného uËení mÏnila
úspÏπnost klasifikace na testovací sadÏ. Procento správnÏ klasifikovan˝ch vzork˘ je vypoË-
teno jako pomÏr správnÏ klasifikovan˝ch vzork˘ jedné t¯ídy ke vπem vzork˘m náleæícím
dané t¯ídÏ.
Zatímco na trénovací sadÏ je i p¯i velkém poËtu iterací stále znateln˝ mírn˝ pokles
chybové funkce a nár˘st hodnoty p¯esnosti, na testovací sadÏ jsou v˝sledky s velk˝m poË-
tem iterací stále velmi podobné, nepatrnÏ se zhorπující. BÏhem prvních 10 000 krok˘ mÏla
p¯esnost na testovací mnoæinÏ zvyπující se tendenci. Poté jiæ docházelo k p¯euËování sítÏ na
trénovací mnoæinu a zhorπování v˝sledk˘ na testovací sadÏ.
6.3.2 Lokalizace SPZ
Síª pro lokalizaci SPZ mÏla za úkol lokalizovat oblast obrázku, ve kterém se nachází SPZ.
Protoæe se s navræen˝m p¯ístupem neda¯ilo dosáhnout oËekávan˝ch v˝sledk˘, v rámci tré-
nování této sítÏ bylo na trénovací mnoæinÏ provedeno nÏkolik optimalizací. V˝sledky opti-
malizovan˝ch variant trénovací mnoæiny jsou popsány v této Ëásti.
FC7
Jak je uvedeno v kapitole 4 – Návrh, zámÏrem této práce bylo vyuæít v˝stup vrstvy FC7
neuronové sítÏ pro detekci automobil˘ a vyuæít jej jako vstup jednoduché regresní neuro-
nové sítÏ, na jejímæ v˝stupu budou získávány sou¯adnice SPZ ve v˝seËi obrázku. S tímto























Obrázek 6.3: V˝voj úspÏπnosti detektoru vozidel na testovací mnoæinÏ.
V˝sledky sítÏ, která byla trénována na plnÏní tÏchto podmínek, jsou znázornÏny na
obrázku 6.4. Z obrázku je z¯ejmé, æe v˝sledky zdaleka nejsou uspokojivé. Pokud se vπak
podíváme na v˝stupy sítÏ blíæe, jednoduπe zjistíme, æe zásadní chybou je, æe síª podává
bez ohledu na vstup stále stejné v˝sledky. ObËasná podobnost v˝stup˘ sítÏ s oËekávan˝mi
v˝stupy je tedy zp˘sobena tím, æe SPZ se v trénovací mnoæinÏ nejspíπe Ëasto nacházejí v po-
dobné Ëásti v˝seËe. Tento fakt tedy lze povaæovat za p¯euËení sítÏ na konkrétní podmnoæinu
trénovacích vektor˘.
Jako optimalizace tohoto p¯ístupu tedy byla zvolena normalizace sou¯adnic SPZ v tré-
novací mnoæinÏ. Jak je uvedeno v Ëásti 6.3.1, sou¯adnice byly normalizovány do intervalu
h0, 1i na obou osách, coæ do omezení pro p¯ípustné hodnoty v˝stupu neuronové sítÏ vneslo
mnohem jasnÏjπí podmínky. Síª se vπak pot˝kala s problémem p¯euËování i v p¯ípadÏ nor-
malizovan˝ch sou¯adnic. Oproti p¯edchozí variantÏ uæ nepodává stejné v˝stupy pro vπechny
testovací vzorky, nicménÏ v˝stupní hodnoty jsou si stále vπechny velmi podobné a tedy nelze
je povaæovat za korekntí rekaci na podan˝ vstup.
CONV5
Po neúspÏchu s lokalizací SPZ pomocí v˝stupu vrstvy FC7 bylo p¯istoupeno k dalπí z
optimalizací – vyuæití v˝stupu vrstvy CONV5, jejíæ struktura je popsána v˝πe. Tady uæ se
jedná o sloæitÏjπí neuronovou síª, která pracuje nad maticov˝mi daty. K tomuto kroku bylo
p¯istoupeno ze dvou d˘vod˘:
1. ÚspÏπnost s p˘vodnÏ navræenou variantou FC7 nebyla p¯esvÏdËivá.





































































Obrázek 6.4: V˝sledky pro lokalizaci SPZ pomocí sou¯adnic.
v p˘vodním návrhu vzhledem k urËené velikosti SPZ a rozliπení fotografie nebylo
poËítáno. Více SPZ pomocí neuronové sítÏ s p˘vodnÏ navræenou architekturou nelze
detekovat. S novÏ navræenou architekturou sítÏ, na jejímæ v˝stupu je maska v˝seËe,
lze detekovat libovolnÏ velké mnoæství SPZ.
Protoæe v okamæiku návrhu nové konvoluËní neuronové sítÏ pro lokalizaci SPZ nebylo
jasné, jaká aktivaËní funkce by pro tuto problematiku byla nejvhodnÏjπí, byly vybrány dvÏ
funkce - sigmoida a ReLU, jejichæ v˝sledky byly na dané problematice porovnány. Hodnotám
na v˝stupu tÏchto funkcí byla samoz¯ejmÏ p¯izp˘sobena i trénovací mnoæina, jak je uvedeno
v Ëásti 6.1.
První z testovan˝ch aktivaËních funkcí byla sigmoida. ÚspÏπnost lokalizace SPZ vozidel
pomocí neuronové sítÏ, ve které byla vyuæita tato aktivaËní funkce je znázornÏna na obrázku
6.5a. Hodnoty uvedené v grafu byly vypoËteny jako pomÏrná Ëást správnÏ klasifikovan˝ch
pixel˘ dané t¯ídy oproti vπem pixel˘m dané t¯ídy. Tato metoda vyËíslení nezohledÚuje
vzdálenost chybnÏ klasifikovaného pixelu od zbytku pixel˘ náleæících do stejné t¯ídy, proto
s ní logicky velmi pravdÏpodobnÏ nebude dosaæeno v˝sledk˘ blíæících se 100% ani v p¯ípadÏ
dob¯e fungujících sítí.
Z obrázku 6.5a plyne, æe t¯ída Auto nebyla pomocí této neuronové sítÏ v˘bec klasifiko-
vána. Pro objasnÏní p˘vodu tohoto faktu je na obrázku 6.5b znázornÏno rozloæení celého
spektra klasifikace. Zde je patrné, æe nejvÏtπí Ëástí v˝stupních hodnot jsou faleπná pozitiva,
která byla v úvodu této práce pojmenována jako nejvÏtπí problém stávajícího ¯eπení, proto
je tento zp˘sob klasifikace nevyhovující.
Porovnání celkové úspÏπnosti lokalizace SPZ pomocí obou aktivaËních funkcí je znázor-




















































































































































Obrázek 6.5: V˝sledky pro aktivaËní funkci sigmoida.






















ÚËelem této diplomové práce bylo vytvo¯it anonymizér SPZ vozidel optimalizovan˝ pro
sluæbu Panorama spoleËnosti Seznam.cz. AktuálnÏ vyuæívan˝ anonymizér vykazuje velkou
chybovost a také v˝poËetní nároËnost.
V rámci této práce jsem prostudovala principy a metody vyuæívané pro detekci a ano-
nymizaci SPZ vozidel zachycen˝ch na fotografiích a nástroje vyuæívané v souËasnosti. Dále
jsem také analyzovala, které problémy souËasná ¯eπení dokáæí zpracovávat dob¯e a které
jsou naopak jejich slab˝mi stránkami.
Ve spolupráci se zamÏstnanci firmy Seznam.cz jsem analyzovala obrazov˝ materiál pro
sluæbu Panorama a zp˘sob jeho sbÏru. V souvislosti s tÏmito materiály jsem také nastudo-
vala platnou legislativu ohlednÏ zpracování osobních údaj˘ a manipulace s nimi.
Na základÏ získan˝ch informací jsem navrhla program umoæÚující provádÏt automati-
zovanou detekci a anonymizaci SPZ v obrazovém materiálu ze sluæby Panorama s vyuæitím
metody zaloæené na hlubok˝ch neuronov˝ch sítích. Tento program byl navræen s ohledem
na to, aby mÏl co nejvÏtπí potenciál odbourat problémy, se kter˝mi se pot˝kají stávající
komerËní ¯eπení.
Aby se program vyvaroval faleπnÏ pozitivní detekci SPZ na místech, kde se nachází
bÏæné nápisy, byla detekce SPZ rozdÏlena v rámci této práce do dvou krok˘: 1. detekce
automobil˘ v obraze a 2. lokalizace SPZ na detekovaném vozidle. Kaædá z tÏchto Ëástí byla
realizována pomocí samostatné neuronové sítÏ pracující nad obrázky.
Detekce automobil˘ je provádÏna s vyuæitím frameworku Caffe a Ëtrnáctivrstvé kon-
voluËní neuronové sítÏ finetunované na danou sadu dat. Tato síª na vstupu naËítá obrázky,
které klasifikuje do jedné ze dvou definovan˝ch t¯íd - Auto nebo Neauto.
Lokalizace SPZ je potom provádÏna s vyuæitím frameworku Keras a jednoduché neuro-
nové sítÏ obsahující jedinou konvoluËní vrstvu. Aby byl minimalizován pot¯ebn˝ v˝poËetní
v˝kon, síª pro lokalizaci SPZ uæ nenaËítá znovu obrázky, ale vyuæívá p¯edzpracované ob-
rázky z neuronové sítÏ pro detekci automobil˘. Tato metoda jiæ byla d¯íve ve spoleËnosti
Seznam.cz vyuæita u jin˝ch problém˘ a bylo s ní dosaæeno dobr˝ch v˝sledk˘. Na v˝stupu
této sítÏ jsou potom vydávány masky urËující, která Ëást obrázku je SPZ a která nikoliv.
V rámci lokalizace SPZ bylo provedeno nÏkolik optimalizací s cílem vylepπit dosaæené
v˝sledky. AËkoliv doπlo k mírnému zlepπení v˝sledk˘ lokalizace SPZ, ani po nasazení opti-
malizací nebyly v˝stupy uspokojivé.
Nep¯íznivé v˝sledky této práce mohou b˝t zp˘sobeny velikostí datové sady urËené pro
trénování neuronové sítÏ pro lokalizaci SPZ. AËkoliv se datová sada obsahující 46 000 ob-
rázk˘ ze sluæby Panorama zpoËátku zdála dostateËnÏ robustní, po ruËní klasifikaci a loka-
lizaci SPZ v tÏchto obrázcích se ukázalo, æe dob¯e viditelná SPZ se nachází na pouh˝ch 830
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obrázcích, coæ pro nauËení sloæitÏjπí neuronové sítÏ nemusí b˝t dostaËující.
Jako moæné pokraËování této práce navrhuji rozπí¯ení datové sady, p¯ípadnÏ experimen-
tování s dalπími parametry obou vyuæit˝ch neuronov˝ch sítí.
V pr˘bÏhu ¯eπení této práce jsem se setkala s vyuæitím neuronov˝ch sítí na reáln˝ch
datech a s d˘leæitostí jejich peËlivého p¯edzpracování. To jsem realizovala pomocí nÏkolika
webov˝ch technologií, které mi práci s daty usnadÚovaly. P¯i práci s vyuæit˝mi frameworky
jsem pronikla do zp˘sobu práce s optimalizovan˝mi C++ knihovnami pomocí Python wrap-
per˘, coæ bych chtÏla dále rozvíjet. Dále jsem se potom p¯i zpracování v˝sledk˘ hloubÏji
seznámila s metodami statistického zpracování a se πirπím vyuæitím statistického jazyka R.
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Technická zpráva ve formátu pdf se nachází v adresá¯i theory na p¯iloæeném CD. Zdrojové
kódy pro a vπechny vyuæité balíËky se nachází v podadresá¯i theory/src. Po p¯ípadnÏ
proveden˝ch zmÏnách lze technickou zprávu ve formátu pdf vygenerovat pomocí p¯íkazu
make.
A.2 Praktická Ëást
Praktická Ëást práce se nachází v adresá¯i practice na p¯iloæeném CD. Ten má následující
strukturu:
anonymize - python balík vytvo¯en˝ v rámci této práce. Obsahuje veπkeré skripty, které
jsou spouπtÏny v pr˘bÏhu anonymizace dodaného adresá¯e s obrázky urËen˝mi k ano-
nymizaci.
data - adresá¯ obsahující data vyuæitá p¯i uËení neuronové sítÏ. Tyto jsou dále ËlenÏna do
nÏkolika podadresá¯˘ dle svého typu: lists, imgs, crops, ...
scripts - adresá¯ obsahující dalπí skripty jazyka python, které byly pouæity pro trénování
nÏkteré z pouæit˝ch sítí. Skripty, které se nachází v tomto adresá¯i nejsou p¯i vlastní
anonymizaci volány.
results - adresá¯ obsahující v˝sledky práce s v˝sledn˝mi neuronov˝mi sítÏmi. Obsahuje po-





SpuπtÏní programu se provádí spuπtÏním hlavního skriptu anonymize.py. Tomuto skriptu
je moæné nastavit nÏkolik parametr˘, které jsou uvedeny v jeho nápovÏdÏ. Pokud je vπak
skript spuπtÏn bez parametr˘, vπechny hodnoty budou nastaveny defaultnÏ – anonymizace
bude probíhat nad obsahem adresá¯e img a anonymizované obrázky budou po skonËení
procesu k dispozici v adresá¯i img anonymized.
B.1 Závislosti
Protoæe program vyuæívá nÏkolika framework˘, je t¯eba k nÏmu nainstalovat nÏkolik závis-
lostí.
B.1.1 Ca↵e
Instalace frameworku Caffe je popsána v dokumentaci1. Bez tohoto frameworku není moæné
anonymizér spouπtÏt. Cestu ke sloæce obsahující framework Caffe je t¯eba zadat hlavnímu
skriptu pomocí parametru -r. Pro správné fungování frameworku Ca↵e je taktéæ t¯eba na-
stavit cestu k Python balíku Ca↵e do promÏnné prost¯edí PYTHONPATH a cestu ke sdílenému
objektovému souboru ca↵elib.so do promÏnné prost¯edí LD LIBRARY PATH.
B.1.2 ImageMagick
Obrazové operace jsou realizovány pomocí Unixového nástroje ImageMagick. Ten je k dispo-
zici ze standardních linuxov˝ch repozitá¯˘ a musí b˝t na stroji p¯ed spuπtÏním anonymizéru
nainstalován.
B.1.3 Keras
Dalπím vyuæit˝m frameworkem je Keras. Tento je jiæ p¯ipraven uvnit¯ balíku anonymize,
nicménÏ v nÏkter˝ch situacích (zejména pak p¯i vyuæití GCC 5.3 a CUDA 7.5) m˘æe p˘sobit
problémy, proto je zde uveden.
B.1.4 CUDA
Tato závislost je nepovinná. V p¯ípadÏ, æe na vyuæitém stroji není k dispozici grafická karta
s technologií CUDA, cel˝ program m˘æe bÏæet, pochopitelnÏ o nÏco pomaleji, ËistÏ na CPU.
1http://ca↵e.berkeleyvision.org/installation.html
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