Abstract : This paper applies the new developed heuristic electromagnetism-like mechanism (EM) algorithm for the permutation flowshop scheduling problem. This algorithm simulates the electromagnetism theory by considering each solution as an electrical charge. Through the attraction-repulsion of the charges, solutions move to the optimality without being trapped into local optima. We make use of random key for building the relationships between the algorithm and the problem model. When comparing the computational results with GA and other heuristics, EM showed great superiority than the others, especially for some large scaled scheduling problems.
INTRODUCTION
Flowshop scheduling is a class of widely studied scheduling problems with a strong engineering background, it is a typical NP-hard combinational optimization problem (Blazewicz et al., 1996) . Because of the complexity and NP-hardness of this problem, it has been studied by many researchers. Flowshop scheduling problem (FSP) is a kind of scheduling problem whereby jobs are processed by series of machines in exactly the same order. Most of the literature deals with the permutation flowshop scheduling problem (PFSP), whereby each job is processed by the same set of machines in the same order.
The PFSP model consists of m machines and n jobs. It is commonly defined as follows. Each of n jobs has to be sequentially processed on m machines. The processing time of job i on machine j is given. At any time, each machine can process at most one job and each job can be processed on at most one machine (Blazewicz et al., 1996) . The objective is to find a permutation of jobs to optimize a given criterion. The most common criterion is the minimization of the total completion time or makespan of the schedule.
This problem has held the attention of many researchers and many approaches have been proposed. Although optimal solutions can be obtained by enumeration techniques such as exhaustive enumeration and branch and bound method, these methods may take a prohibitive amount of computation even for moderate size problem. For practical purposes, it is often more appropriate to look for heuristic method that generates a near-optimal solution at relatively minor computational expense. This leads to the development of many heuristic procedures (Ruiz and Maroto, 2005) .
Currently available heuristics can be classified into two categories: constructive heuristics and improvement heuristics. In a constructive heuristic, once a job sequence is determined, it is fixed and cannot be reversed. Experimental analysis and worst-case analysis confirm that the algorithm NEH (Nawaz-Encore-Ham) can be considered as the champion among constructive heuristics (Nawaz, 1983) . On the other hand, the improvement heuristics start with an initial solution and then provide a scheme for iteratively obtaining an improved solution. In recent years, studies with meta-heuristics have been extensively carried out on this argument. Essentially, the meta-heuristic is a type of randomized improvement heuristic (Osman and Potts, 1989) , it includes genetic algorithm (GA) (Goldberg, 1989) , simulated annealing (SA) ( Van and Aarts, 1987) , and tabu search (TS) ( Glover and Greenberg, 1989) . Literature shows that these methods can give very good results for NP-hard combinatorial optimization problems (Reeves, 1993) .
Electromagnetism-like mechanism (EM) algorithm, first proposed by Birbil and Fang in 2003 (Birbil and Fang, 2003) , is one of the most recent and hopeful meta-heuristics for optimization problems. In this paper, we develop EM algorithm for the permutation flow shop scheduling problem. The proposed algorithm will be compared to the previous implementation of NEH and GA by using a set of benchmark problems. In the next section, we present the scheme of EM. Then, we show how the EM methodology is applied to permutation flow shop problem provides in Section 3. In Section 4, the computational results and performances compared with other algorithms are provided. Finally, we conclude the paper and give some perspectives to our work in the last section.
ELECTROMAGNETISM-LIKE MECHANISM

The theory of EM
Birbil and Fang (Birbil and Fang, 2003) propose the so-called electromagnetism-like mechanism (EM) optimization heuristic for global optimization problems. This heuristic simulates the behavior of electrically charge particles and utilizes an attraction-repulsion mechanism to move a population of points toward optimality. Because of the simplicity in maintaining feasibility, this method has been extensively studied by random search methods and also by direct methods. Compared with other well-known methods, EM has shown a substantial performance. It is also proved to exhibit global convergence with probability one (Birbil, 2002) .
Like other population-based algorithms, EM also starts with randomly sampling points within the feasible region. According to the object function value of these points, the regions of attraction are determined. Then a mechanism is invoked for further exploitation.
In EM, we construct a mechanism that encourages the points to converge to the highly attractive valley and move further away from the steeper hills. Similar to the electromagnetism mechanism, each sample point is treated as a charged particle and the charge is determined uniformly by the objective function value. The charge also determines the magnitude of attraction or repulsion of the point over the whole sample population. The better the objective function value is, the higher the magnitude of attraction of the point is.
After calculation of all the charges, the direction of the movement for each point is determined. Finally, a local search procedure is applied to improve some of the objective function values observed in the population.
The scheme of EM
The proposed method works on the nonlinear optimization problems with bounded variables in the following form:
is a bounded feasible region, n is the dimension of the problem, u
k is the upper bound of the kth dimension, l k is the lower bound of the kth dimension, and f(x) is the pointer to the function which has to be minimized.
Generally speaking, EM consists of four phases: initialization, local search, calculation of the total force exerted on each point and movement along the direction of the force.
(1 ) Initialization: In this procedure, p points are sampled from the feasible domain. Each coordinate of the point is uniformly distributed between corresponding upper-bound and lower-bound. After a point is sampled, we calculate the objective function value. When the p points are all identified, the point with the best objective function value is stored into x best .
(2) Local Search: This procedure is used to gather the local information for a point. For EM, local search is very important for promising both the ability of exploration and exploitation. Here, a simple random line search algorithm is applied. Instead of using other powerful local search methods, we applied the simplest way here because even with this simple and trivial method, the algorithm shows promising convergence properties.
(3) Calculation of Total Force Vector: This procedure is the comparatively important one in the whole scheme of EM for balancing the searching time and searching quality.
We compute the charges of the points in each iteration according to their objective function values. The charge q i for point i is evaluated as follows:
The total force F i exerted on point i is calculated by the following equation:
As we can see, between two points, the point having the better objective function value attracts the other one, and contrarily, the point having the worth objective function value repels the other one. (4) Movement of the particles: After evaluation of the total force vector F i , the point i is moved in the direction of the force by a random step length as given as follows:
with the random step length assumed to be uniformly distributed between 0 and 1. We select a random step length to ensure that the points have a nonzero probability to move to the unvisited regions along the direction of the force. RNG is a vector denoting the allowed feasible movement toward the upper bound or the lower bound for the corresponding dimension.
EM FOR PFSP
Replace some worst particles
In order to cover the potential space for search, we replace some worst particles with the random ones in the case of not adding the total number of the particles. In this case, it is hope to find better solutions without tampering with the global convergence quality. When the total number is 25 or above 25, six worst ones are be replaced. But if the total number is below 25, this procedure is overleapt. It is because that if the total number is too small, replacing some particles may disturb the convergence of the algorithm.
Random key representation
The random key representation uses random numbers for the encoding of a solution (Solis and Wets, 1981) . A key sequence of length l is a sequence of l distinct real numbers (keys). The values are initially chosen randomly, are floating numbers between zero and one, and are only subsequently modified by mutation are crossover.
What is important for the interpretation of the key sequence is the position and value of the keys in the sequence. If we assume that Z l = {0, …, l-1}, then a permutation can be defined as a subjective function : Z l Z l . For any key sequence r = r 0 , …, r l-1 , the permutation r of r is defined as the sequence with elements ( r) I = r (i) . The permutation r corresponding to a key sequence r of length l is the permutation such that r is decreasing (i.e., In the context of scheduling problems, this permutation can be interpreted as a list of jobs that are executed on one machine. From a key sequence of length l, we can always construct a permutation of l numbers. Every number between 1 and l (resp. 0 and l-1) appears in the permutation only once as the position of each key is unique. This set is stored in sequence of job, while the real order is decoded and used to compute objective function value.
The PFSP algorithm based on EM
To modify the EM for PFSP, we utilize random keys to encode solutions. The use of random keys is especially useful for problems that require permutations of the integers and for which traditional one-or two-point crossover presents feasibility problems. The main advantage of random keys is that no crossover operator can create unfeasible solutions. In this consideration, it is comparatively suitable for EM.
The general structure of the PFSP algorithm based on EM can be described as follows:
Step 1 Initialization: use the particles to represent the sequence of jobs by inviting random key, then compute the value of objective function, which is the completion time in this problem.
Step 2 Substitute six particles that are the most worst with some random ones.
Step 3 Local search: find a better solution than the current best one around itself.
Step 4 Compute the charges of all solutions and calculate the total force vector exerted on each charge.
Step 5 Move the current solutions in the direction of the total force vectors.
Step 6 Stop if the termination condition is attained; go to Step 2 if not.
COMPUTATIONAL SIMULATION
In this paper, we select 29 benchmark problems for the experiment, where 21 problems named rec01, rec03, . . ., rec41, respectively, are given by Reeves (Reeves, 1995) and the other 8 problems named car1, car2, . . ., car8 can be obtained from Carlier (Carlier, 1978) So, as benchmarks, these problems have been studied with different methods by many workers (Dimopoulos and Zalzala, 2000) .
Here, we invite the reader to see the benchmark test results of GA in (Wang and Zheng, 2003) . In this paper, Wang and Zheng select SWAP as the crossover operator and INVERSE as the mutation operator. Other parameters are as follows: pop_size=20, = 0.8, P c = 0.3, P m =0.01, max_gen =n 2 m. Both of GA and EM are randomly tested 20 times. Besides, for comparison, NEH is included here, as the best constructive heuristic algorithm. The results are showed in table 1. For the comparison, we define the nomenclature as follows: n is the number of jobs, m is the number of machines, C * is the optimal makespan value, RE is the relative error to C * , i. It is evident from the table 1 that compared with NEH and GA, EM gets better results. Especially when dealing with those comparatively large-scaled problems, EM shows obvious superiority compared with NEH and GA. we also notice that EM can get the best optimal for Car1-Car8, but for Rec01-Rec41, it can get little worse solutions than the best optimal ones.
Besides, we use the Taillard benchmark instances (Taillard, 1993) to compare EM with GA proposed by (Chen et al., 1995) , GA proposed by (Reeve and Yamada, 1998) , and Tabu search proposed by (Grabowski and Wodecki, 2004) . We use the performance measure: IOO Increase Over
Optimum =RE 100 for comparison. Note that for every problem size, we average the 10 corresponding instances and we use the computational results in (. Ruiz and Maroto, 2005) .
According to Table 2 , we can notice that EM performs better compared to NEH and the two GA proposed here both in computational speed and computational results. But based on EM introduced here, it shows good performance for the flowshop problems with comparatively fewer jobs and machines. Furthermore, compared with Tabu Search introduced by Grabowski and Wodecki (2004) , the performance of EM is still far from satisfied. For those extremely large scaled problems, the performance of EM is still doubtable. As a new population based heuristic, EM still requires our future work for exploration and improvement.
CONCLUSIONS
In this paper, we proposed a new population-based heuristic-Electromagnetism-like Mechanism for the permutation flowshop scheduling problem. In order to invite EM for PFSP, we used random key to build the relation between optimization algorithms and object function. Note that we do not invite random key for GA during the comparison because GA can be used directly for those discrete problems and the use of RK would decrease the efficiency of GA. Meanwhile, we modified EM by replacing some worst particles with random ones. Finally, we used some classic benchmark problems to test the performance of EM in PFSP.
The future research would be focused on the following points:
1. Improvement of the local search procedure. As mentioned, we only invite the simplest local search mechanism for EM and we are convinced that when inserting better local search methods, like local search methods discussed by (Solis and Wets, 1981) , the results will be better. 2. On the other hand, EM applied here almost sticks to the physical electromagnetism theory and it would be interesting to improve the computation of charge and force vectors according to the problem.
3. Since EM is a versatile and robust heuristic, the proposed algorithm of this study can be applied to different scheduling problems like flowshop with buffers, jobshop and so on , and other combinatorial optimization problems with minor modifications. 4. EM can be also used as a preprocessing tool for providing feasible solutions to other methods. The combination of EM and GA would be a good point for exploration. 
