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無限繰り返しゲームで戦略（pi, qi）を持つ個体 E iと戦略（pj, qj）を持つ個体
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協力 C 裏切り D
協力 C （R, R） （S, T）












































































8）協力状態においては8割の個体が C 戦略，2割の個体が D 戦略をとっている。C 戦略
をとる個体の期待利得は0．8×3＋0．2×0＝2．4，D 戦略をとる個体の期待利得は0．8×5＋
0．2×1＝4．2。したがって，集団の平均利得は0．8×2．4＋0．2×4．2＝2．76。同様に，裏切




















の右上にはそのときの集団の平均 p, q および平均適合度の大きさが示されて
いる。
図1 1集団ゲームでの典型例







































































































































8割の C 戦略者と2割の D 戦略者と対戦するため，0．8×5＋0．2×1＝4．2，C を出す個体
が0．8×3＋0．2×0＝2．4。集団1には D が8割，C が2割だから，集団1の平均期待利得
は0．8×4．2＋0．2×2．4＝3．84。
一方，集団2のメンバーの期待利得は，C を出す個体が第1集団の2割の C 戦略者と
8割の D 戦略者と対戦するため，0．2×3＋0．8×0＝0．6，D を出す個体が，0．2×5＋0．8
















































































































































































































ーディングされ，前半10ビットを p，後半10ビットを q に対応させるとする。
A：a0a1a2a3a4a5a6a7a8a9a10a11a12a13a14a15a16a17a18a19























































た。このコーディングでは平面上の点で示される個体の p, q 座標のそれぞれ
が交叉するため2点がほぼそのまま場所を入れ替えることになる。この変更が
集団の進化に与える影響はほとんどなかった。表2に「1染色体」とあるの
が，20ビットの2進数を前半と後半に分けてそれぞれ p, q としたコーディン












Gray code 134 231
2染色体 1集団ゲーム 2集団ゲーム
通常2進数 400 2，467
Gray code 129 245
表2 協力へ収束する100回シミュレーションに要した回数
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