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ABSTRACT 
The consequences of selection on a single trait on rates of response, rates of 
inbreeding and other genetic parameters are investigated by Monte-Carlo simulation. The 
simulated populations are typical of nucleus herds of pigs in the UK and include features of 
overlapping generations and a continuous turnover of young pigs finishing performance test. 
Comparisons are made between selection on individual phenotype, on indices of individual 
and sib records and on estimated breeding values calculated from BLUP (Best Linear 
Unbiased Prediction). For the analysis of records by reduced animal model BLUP, a novel 
computing strategy is used; equations of 'dead' animals and other effects whose solutions are 
no longer of direct interest are periodically absorbed so that the resulting equations are always 
of small enough magnitude to allow direct inversion of the coefficient matrix, if desired. In this 
way, prediction error variances of individuals born after several generations of selection can be 
investigated. 
For a herd of 26 boars and 156 sows entering the nucleus herd each year, with sows 
kept for two parities and boars for five months, selection using BLUP is found to give rates of 
response superior by 28% compared to mass selection for a trait with heritability 0.1. This 
superiority increases to 33% when sequential culling is also imposed. In practice, depending 
on environmental circumstances, advantages of BLUP may be much greater due to the 
accurate estimation of fixed effects simultaneous to the prediction of random effects. 
However, concurrent with the increased rates of response are relatively greater (up to five-fold) 
increases in rates of inbreeding. 
Rates of response are found to be considerably less (up to 30% by generation 10) 
than those predicted by classical calculations and this is attributed to the reduction in genetic 
variance due to selection and inbreeding. Initially these two causes are considered separately. 
A deterministic algorithm is derived to predict rates of response in an infinite population (no 
inbreeding) but accounting for the effects of selection. Rates of response for BLUP are 
approximated by using an index of individual and sib records and index values of the sire, dam 
and mates of the sire. Predicted rates agree well with simulation results. 
Predictions of rates of inbreeding in selected populations from literature methods are 
U 
compared to simulated rates of inbreeding for a range of population structures with discrete 
generations undergoing mass selection. The predictions are much lower (at least 11%) and 
this is attributed to the fact that the methods only account for the consequences of selective 
advantage over a single generation, from parent to offspring. Two of the literature methods are 
extended to account for two generations of selective advantage, from grandparents to 
grandoffspring as well as from parents to offspring. These methods are an improvement on the 
one generation methods but still underpredict the simulated values. A new method to predict 
rates rates of inbreeding is derived, which accounts for all generations of selective advantage 
from ancestors to all their descendants. Predictions from this method are in very good 
agreement with simulated values for populations which are large enough such that selection 
intensities can be approximated by those from an infinite population (normal distribution). The 
method is extended to selection using indices of individual and sib records and the extension 
is general enough to be applied also to multiple trait selection. 
Selection and inbreeding both reduce genetic variation, but this may be 
counterbalanced to some extent by new mutations arising in the genome. This source of new 
variation may be of importance in closed populations undergoing many generations of 
selection. A method is derived to include mutation effects into the additive genetic 
variance-covariance matrix and its inverse. In this way, mutation effects can be included into 
BLUP or REML (restricted maximum likelihood) analyses. 
Finally, a , completely deterministic algorithm for predicting rates of response in 
selected populations accounting for both reductions in genetic variance due to inbreeding 
and selection is derived. These predicted rates of response (and other genetic parameters) 
agree well with the results of stochastic simulation. 
ACKNOWLEDGEMENTS. 
I would like to extend my warm thanks to Professor Bill Hill and Dr. Robin Thompson; I 
feel very privileged that my PhD studies have been supervised by them. Bill has been 
particularly patient in explaining the finer (and not so fine) points of quantitative genetics to me 
and Robin has exposed me to numerous techniques which cannot be found in any books. 
They have both been extremely generous with their time and astute in their guidance, 
balancing carefully their demands and encouragements. Above all, they have been good fun 
(well, most of the time!) to work with. 
I would like to-thank Susan Brotherstone for sorting out many problems with EMAS so 
cheerfully. I would also like to thank Peter Keightley, John Ruane, Peter Visscher, Alfred de 
Vries and John Woolliams each of whom have read and commented on substantial sections of 
this thesis. 
I thank the University of Edinburgh for the award of the Cohn and Ethel Gordon 
scholarship which has financed my PhD studies. 
Thanks are due to the the Cotswold Pig Development Company, the National Pig 
Development Company , Masterbreeders and the Pig Improvement Company for sponsorship 
to attend the Second World Congress on Quantitative Genetics in North Carolina and to visit 
pig research institutions in the US. In particular, I would like to thank Dr. Maurice Bichard for 
inviting me to spend some time working in a nucleus herd at the start of my study; this 
experience greatly enhanced my appreciation of the practical set-up of a nucleus herd. 
On a more personal note I would like to thank- 
- my mother and GAM for their support and encouragement throughout my student years 
- my sister Alison, who, having been through it all herself, really has 'understood much 
more than most'. 
- the 'flatties', Sarah and Jane for making a 'happy home', cooking 'yummy teas' and for 
putting up with the lifestyle of a PhD student. 
- Peter, whose contagious enthusiasm and tireless encouragement has helped so much. 
Chapter 3 has been accepted for publication with Bill Hill as co-author; he initially 
proposed the index used to approximate BLUP. Chapter 6 has been submitted for publication 
with Robin Thompson as co-author; the original idea was his, but thereafter the work 
developed through continuous dialogue; he is specifically responsible for the formal derivation 
culminating in equation [6.5]. He is also responsible for the derivation of equation [5.2] and for 





Best Linear Unbiased Prediction (BLUP) has become widely adopted over the last 
fifteen years for the estimation of breeding values in dairy and, more latterly, beef populations 
throughout the world. The advantages of this mixed model methodology are well documented 
(e.g. Henderson, 1973) and include the simultaneous estimation of fixed effects and 
prediction of random effects and the utilisation of records from all relatives tOoa.L. estimated 
breeding values (EBVs) of individuals. In addition, account is taken of genetic trend and the 
reduction in genetic variance due to selection. With BLUP the accuracy of the predicted EBVs 
is maximised and therefore response to selection should also be maximised. For dairy cattle 
the advantages of using BLUP are particularly clear, since evaluations are primarily aimed at 
progeny testing of sires whose daughters may have records over many herd environments 
and time periods. In Canada BLUP is now used for breeding value estimation of pigs (Hudson 
and Kennedy, 1985) but the structure of the Canadian pig industry is one of many small herds 
practising selection with the herds genetically linked by a widespread use of artificial 
insemination (Al). The advantages of BLUP have not been investigated for the situation of the 
UK pig industry where most selection is performed within closed nucleus herds. In this 
situation; questions arise as to the efficacy of using BLUP: 
- Is accurate estimation of fixed effects necessary in the situation of the relatively 
controlled environment of the often single nucleus herds? 
- Does the availability of individual performance test records and the large numbers of 
records on sibs mean that BLUP will have little advantage over phenotypic or index selection? 
- Does the increased accuracy of prediction mean that more highly related individuals 
will be selected causing elevated levels of inbreeding, which might be a particular problem 
given the small size of some nucleus lines? - 
- Can a BLUP evaluation be run on the size of computer available to a pig breeding 
company and can EBVs be calculated in time to make selection decisions? 
The initial objective of this study was to answer some of the questions presented 
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above. It could be argued that, of course BLUP will be at least as good and most likely better 
than the phenotypic selection currently used and should therefore be implemented. Comfort 
would be derived from knowing that selection decisions were based on EBVs with the highest 
possible accuracy even if restrictions were then imposed to prevent highly related individuals 
from being selected. In the Canadian experience, management decisions have been aided by 
having accurate estimates of fixed effects regardless of the benefits of increased accuracy of 
animal predictions (Brian Kennedy, personal communication). One UK breeding company has 
recently introduced a BLUP evaluation and has not found the cost of implementation 
prohibitive (Webb and Bampton, 1988). The initial objective of this study then became to 
quantify the advantages of BLUP. 
In this chapter the structure of pig breeding in the UK is briefly reviewed (section 1.2). 
Traditional selection methods and the relevant BLUP model for pigs are presented and the 
implementation of BLUP evaluations around the world is discussed (section 1.3). 
Simulation of a closed nucleus herd has been made in order to quantify the 
consequences of selecting on BLUP EBVs compared to phenotypic or index selection. The 
simulation includes features of overlapping generations and a continuous cycle of testing of 
young pigs throughout the year. Selection is for a single trait measurable on all pigs at the end 
of performance test; a range of heritabilities for the trait is considered. Details of the simulation 
and some simulation results are presented in chapter 2. 
Later objectives of the study were to predict the simulation results in a general 
context. In this way, the consequences of selection can be interpreted and then can be used 
in deterministic models to apply to any population structure. The results would then not only 
be relevant to nucleus pig herds but also to nucleus poultry flocks and nucleus MOET (multiple 
ovulation and embryo transfer) schemes (Nicholas and Smith, 1983) for dairy or beef cattle, 
sheep or goats. Prediction of asymptotic rates of response accounting for decreases in 
variance due to selection but ignoring inbreeding are presented in chapter 3. In chapter 4 
methods of prediction of rate of inbreeding currently available in the literature are reviewed. 
The accuracy of these methods is examined for populations undergoing mass selection with 
discrete generations in Chapter 5. These methods generally consider the rate of inbreeding 
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to be a consequence of selective advantage from parents to offspring only; extensions to two 
generations are made considering the selective advantage from grandparents to 
grandoffspring as well as from parents to offspring. These predictions were found to be 
inadequate for a population undergoing continuous selection and in Chapter 6 a new 
approach to prediction of inbreeding is presented accounting for all generations of selective 
advantage from ancestors to descendants. This new method is extended to the situation of 
index selection in Chapter 7. 
Selection and inbreeding reduce genetic variance, but to some extent this reduction 
is counterbalanced by an increase due to the occurrence of new mutations. In chapter 8, 
algorithms to include mutation effects into the additive genetic variance covariance matrix and 
its inverse for use in mixed model equations are presented. 
In chapter 9 the work in previous chapters is drawn together to make an overall 
deterministic prediction of rates of response to selection accounting for decreases in genetic 
variance due to selection and inbreeding. Final conclusions are drawn. 
1.2 	Pig breeding In the UK. 
In the UK there are about 760,000 commercial sows producing 14.5 million slaughter 
pigs per year at an average carcass weight of 62kg (Steane,1986). A substantial proportion of 
the sires and replacement gilts are provided by six independent breeding companies and by 
purebred herds subscribing to the Meat and Livestock Commission (MLC) Supernucleus 
scheme (Evans et a!1 1988). Each breeding company has a nucleus herd of several, usually 
synthetic, breeding lines which supply their purebred multipliers, crossbred multipliers and 
eventually commercial herds in a pyramidal dissemination structure (Bichard, 1971). There are 
separate sire and dam lines (Smith, 1964) and separate lines for particular commercial 
environments (e.g. outdoors vs. indoors). Within the nucleus herds there are facilities for 
performance testing of young pigs for traits such as feed intake, daily gain and subcutaneous 
backf at thickness. Detailed records for litter, reproductive, disease, carcass and conformation 
traits are also collected Objectives of a nucleus herd are clearly presented by Bichardet a! 
(1986). The UK nucleus herds are generally assumed to be genetically closed units. Selection 
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imposed at the nucleus level has the objective of increasing economic output at the 
commercial herd level. A recent analysis of Dutch pig data (Merks, 1988) found that genetic 
correlations between similar traits measured at different levels of the pyramid structure to be 
low, attributable to sire x herd interactions. Merks (1989) suggests that records of half-sibs 
collected at least at multiplier level should be included into a selection index. In fact, in a 
theoretical investigation he found that progeny testing of nucleus sires at commercial level was 
superior to individual selection in the nucleus despite the increase in generation interval. 
However, some of the economic parameters on which the calculations depend may not be 
appropriate to the UK. Although UK herds may collect records from their purebred multiplier 
herds, these are generally used for monitoring rather than selection purposes. It is unlikely that 
breeding companies will collect records from commercial herds. However, one company has 
upgraded its purebred multiplier herds to be part of the nucleus, so that the nucleus is found in 
several locations and the herds are linked by Al (Webb and Bampton, 1988). 
The purebred herds subscribing to the MLC supernucleus scheme are generally 
smaller than the breeding company nucleus herds. The supernucleus herds are linked by the 
use of 15% Al and performance test records are collected both on farm and at central test 
stations (Steane, 1986). The UK is unusual in its limited use of central testing; breeding 
companies do not generally send young pigs for central testing except for the purposes of 
comparative monitoring of the pig breeding population as in the recent analysis of Evans et a! 
(1988). This analysis demonstrated the great diversity between both breeding companies and 
purebred herds in their absolute levels of production and in their progress over the period 
1972-1981. In an economic study of the national pig improvement scheme, Mitchell eta! 
(1982) found that substantial genetic improvement was made between 1970 and 1977, at a 
rate of 76 pence per pig per year, although their results have been a subject of some debate 
(Hill, 1986). The UK pig industry is generally considered to be more structured than in other 
countries in which there tend to be many small seedstock producers operating within a less 
formal pyramidal dissemination structure (Fredeen, 1980). 
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1 .3 	Selection criteria in pigs. 
1.3.1 Selection Indices. 
In most UK breeding companies the aggregate genotype selection objective is 
generally an economically weighted combination of traits measured at the end of performance 
test, using daily gain, feed intake and backfat depth. Selection is then based on selection 
index of weighted individual phenotypes Of these traits. Phenotypes are corrected for fixed 
effects and in addition, environmental variation is removed, usually by the method of 
exponential smoothing (Cook et aI,1986) so that young pigs finishing test over several weeks 
can be compared; however, this method is also likely to remove genetic variation. Different 
selection indices are used for sire and dam lines and different records are available for mates 
and females within the lines. In the MLC supemucleus index, carcass measurements on sibs 
are also included (Cook, 1977). Little selection pressure has been applied to litter size due to 
its low economic weighting (Avalos and Smith, 1987), although a good response to selection 
could be expected if family records are used despite its low heritability (Avalos and Smith, 
1987). Interest in selection for litter size is increasing now that backfat thickness is nearing its 
optimum. Despite the availability of records on many relatives, breeding companies have not 
generally exploited them in selection indices using standard theory (e.g. Van Vleck, 1984). 
The availability of reliable genetic parameters particularly for reproductive and carcass traits and 
their correlations with growth traits might be a limiting factor (ROnningen, 1978). ROnningen 
(1978) reviews the use of selection index theory in pig breeding. 
1.3.2 BLUP. 
Properties and assumptions. 
The mixed model equations (MME) were first presented by Henderson (1949) 
although they are usually attributed to Henderson's presentation at the Lush symposium 
(Henderson, 1973). The first BLUP evaluation of dairy sires was at Cornell and did not occur 
until 1970 (Henderson, 1987), but now BLUP evaluations for dairy and beef cattle are common 
in many nations. Increases in computing power, the derivation of the simple method to find the 
inverse of the relationship matrix (Henderson, 1976; Quaas,1976) and the presentation of 
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algorithms for solving systems of linear equations (e.g. Schaeffer and Kennedy, 1986; Misztal 
and Gianola, 1987) have all increased the feasibility of performing BLUP evaluations. 
As its name suggests, BLUP uses linear functions of observations to simultaneously 
predict random effects (U) and estimate fixed effects. The predictions are forced to be 
unbiased, that is E(0)= Rul and of all the linear unbiased predictors, BLUP is 'best' in the sense 
that it has the minimum prediction error variance, V(u - U). Best Linear Unbiased Estimates are 
obtained for fixed effects. The derivation of BLUP is very general, requiring only that the 
variances of the distributions of the random effects are known (without error). No assumption is 
made about the actual distribution of random effects. By including fixed effects in the model 
the mean of the random effects is set to zero. In the animal breeding context, a function of 
animal breeding value is included in the model as a random effect (e.g. breeding value, 
transmitting ability). In practice, the true variance of breeding values is not known, estimates 
must always be used. Therefore true BLUP is never performed (except in simulation studies!). 
However, Kackar and Harville (1981) have shown that in the absence of selection, the use of 
estimates obtained from any of the variance component estimation procedures results in 
unbiased, although not best, predictions of random effects. In a simulation study, Sorenson 
and Kennedy (1986) found this held for selected populations when the selected trait is 
normally distributed. They only considered variance components estimated by MIVQUE 
(minimum variance quadratic unbiased estimates) but the result has been shown to hold also 
for REML (restricted maximum likelihood) estimates (Gianola eta!, 1986). 
Other properties of BLUP assume that the random effects are normally distributed. 
Firstly, under normality, BLUP maximises the probability of correct pairwise ranking of effects 
and therefore maximises the response to truncation selection. Secondly, normality is important 
to maintain properties of BLUP in selected populations (Henderson, 1975). An important 
genetic assumption underlying the use of BLUP for breeding value evaluations is the 
infinitesimal model - that the trait under selection is controlled by many loci, each of small effect. 
Vemer et a! (1989) in a simulation study tested the validity of the assumptions intrinsic in the 
use of the infinitesimal model in a selected population and found them to be upheld. Selection 
leads to departures from normality but these should be small under the infinitesimal model 
(Bulmer, 1980). Under selection the Mendelian (within family) sampling component is not 
affected by selection (assuming normality) but the between family component is reduced due 
to gametic phase disequilibrium (Bulmer, 1971). Sorenson and Kennedy (1984) 
demonstrated by simulation that BLUP can account for this decrease in variance if the 
complete variance-covariance matrix of animal effects is known; that is, there is complete 
pedigree information to form the complete relationship matrix, A. Including A (or in fact its 
inverse) in the MME also leads to unbiased predictions accounting for the effects of genetic 
drift (Sorenson and Kennedy, 1983), inbreeding (Sorenson and Kennedy, 1984), assortative 
mating (Kemp, 1985, see Kennedy, 1987) and therefore also genetic trend over time. The 
assumptions of E(u)=0, and the known variance of random effects are applicable only to the 
individuals in the base population, prior to selection, who are assumed to be unrelated. Biases 
due to selection can arise, however, when selection is based on correlated criteria not 
included in the evaluation system (Henderson, 1975); in practice the reasons for selection are 
often unknown. 
In a simulation study, Maki-Tanila and Kennedy (1986) showed that if a trait under 
selection was controlled by only a few loci, .then changes in genetic variance due to changes in 
gene frequency including fixation are not accounted for in BLUP, resulting in biased 
evaluations. If a major gene is known to influence a trait, the genotypes can be fitted as fixed 
effects and the random animal effect would represent the polygenic background. 
Dominance and epistatic effects can be, but have rarely been, included in BLUP 
models. Maki-Tanila and Kennedy (1986) showed by simulation that genetic values are likely to 
be overestimated if dominance effects are included in the model. Kennedy (1987) 
comprehensively examines the genetic assumptions underlying BLUP evaluations. 
In derivation, the difference between BLUP and selection index (Best Linear 
Prediction) is the simultaneous estimation of fixed and random effects. In practice, estimated 
breeding values from selection index are very simply calculated but BLUP involves the solving 
of, often very large, systems of simultaneous equations, requiring more sophisticated 
computing facilities. As a consequence, only limited family records are usually included in 
selection index, at most sib and parent records, whereas in BLUP, since the simultaneous 
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equations are already set up, it is very easy to include information from relatives through the 
relationship matrix. In tact, in BLUP it is easier to include information from all relatives rather 
than from only close relatives, due to the rules of Henderson (1976) for indirectly forming the 
inverse of the relationship matrix. As discussed above the breeding value estimates from 
BLUP remain unbiased after selection, but this is unlikely to be true for estimates from 
selection index. 
BLUP was first discussed for use in pigs by ROnningen (1978) in the context of a sire 
model for use in progeny testing. However, in most pig breeding schemes an individual animal 
model (lAM) (Henderson and Quaas, 1976) is more appropriate since it is the individuals for 
whom performance test records are collected, that selection decisions are made. Pigs are a 
prolific species; each sow could have up to 25 offspring per year with performance test 
records, thus requiring many equations in an IAM. lAM would be computationally very 
demanding but Quaas and Pollak (1980) proposed the equivalent reduced animal model 
(RAM) in which only parents (individuals who have offspring with records) require equations 
whilst non-parent equations are absorbed directly; for pig evaluations this constitutes a 
considerable saving. 
A model suitable for pig breeding value evaluations. 
Consider the simple single trait lAM: 
Y = 	+ Wc + Zu + e 
	
[1.1] 
where y, P , C, u and e are vectors of records, fixed effects, random litter effects, random 
animal effects and random error effects respectively. X, W and Z are design matrices relating 
the records to the effects. The random vectors are normally distributed with mean 0 and 
variances, V( C) = Ia2c, V(u) = Aa2a (A is the numerator relationship matrix) and V(e) = IcY2e = 
R. R might not be Io2e if an environmental covariance existed between effects. For example, 
correlations between test periods could be included, as a way of replacing the exponential 
smoothing that is currently used in selection indices. There are no covariances between 
random effects. Henderson's MME are then, 
X'R 1 X X'R -1 W 	X'RlZ 	1 	- X'Rlyl 
	
W'R - lW +IO 2 W'R 1 Z I c W'R . lyl 
symmetric 	 Z'RlZ + A 1 cr-2aJ 11 	Z'RlyJ 
In RAM the record vector y  is divided into two parts, Yp  for.records of parents and yn  for 
records of non-parents. Gametic theory is implemented so that the breeding value of a 
non-parent individual i, Uj is expressed as the average of its parental values (US and U plus an 
individual Mendelian sampling effect, Øí: 	Uj = (US + Ud)12 + çbj. In matrix notation the 
non-parent breeding values are defined as: 	Un = 1/2 Pn  Up + 4n, where  Pn  is a matrix 
containing zeros and ones. There area maximum of two 'is' in each row, occurring in the 
columns corresponding to the parents of the individual identified by the jth  row. is 
distributed normally with mean 0 and variance Da25, where D = diag( (1 - f,)/2) fbeing the 
mean inbreeding coefficient of the parents of the it,)  individual. The RAM model equivalent to 
[1.1]is, 
[Yp J fXp1 	+ 	Wp.0 + 	Zp 1 	+ 	[ep 	1
YnJ [Xnj Wn] 	[1 /2 P!j + 4nJ P 	 [1.21 
where C, Up, ep and en + 4 n  are all normally distributed with means zero and variances V(c) = 






en + 4nj 	IcT2e + D °2a J 	0 	Rn 
The mixed model equations for RAM are then, 
X'pRpiXp + X'R 1 X X'pRplWp + X'R 1 W 	 X'pRplZp+ X'R 1 P/2 	t3 
W'pRplW+ W'RlW + I ø -2c 	 P/ 
symmetric 	 Z'pRplZp+ P'R1P/4 	p 
+A 1 o' 2a 
-1 	vu 	-1 Apnp Yp+An fl Yn 
W'pRp 1 yp + W'R'Y 
Z'pRplYp+ P'R - 'Y/2 	 [1.31 
Solutions are obtained in the normal way by inversion or iteration. Alternatively, the new 
computing algorithm of Schaeffer and Kennedy (1986) iterates directly on data. The 
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non-parent equations are obtained by backsolving: 
Un = (1o 2e + D a--2a) -1  1cr28(yn - Xn - WnC -  PnUp/2) + PnUp/2 
(Quaas and Pollak, 1980) or on a single record basis, 
( di 
L41 	2 2I1 	- 	I 1 —cj _ - uS_ . ud)+_ffuS +Ud 	[1.4] 
'i.. d + o'e /'aa , 
where di is the diagonal of D for the ,t/7  non-parent, Yj and Cj are the record and litter solution 
for land Eb,j are the fixed effect solutions relating to I. 
In practice the MME would be set up using existing data and stored. The equations 
would be updated as new data become available. Selected young pigs will change their status 
from non-parent to parent; the way in which the equations must be updated is described by 
Hudson and Kennedy (1985). 
Prediction error variances. 
If the MME are solved by direct inversion then the diagonals of the inverted coefficient 
matrix multiplied by a2e are estimates of the prediction error variance V(u - Oj) (Henderson, 
1973). To determine the prediction error variance of a non-parent let the left handside 
coefficient matrix of the [AM mixed model equations be expressed by, 
[B t 
C' 
where the last equation is for a non-parent, c j is the diagonal element for the non-parent and 
vector t related the non-parent to the other equations. Absorption of the non-parent equation 
into the rest of the coefficient matrix then represents the RAM coefficient matrix: [B -. tt'/cj]. 
Now consider the inverse of the lAM matrix using the method of inversion of a partitioned 
matrix (Searle, 1981) 
[B t 1I 	= [ 0 	0 1 	+ 1 	1EB - tt'/cjJl [ I 	- t/cj] 
It' ciJ 10 1/Cl] I t'/cjJ 
The prediction error variance for non-parent I is then C': 
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C 1 	= 	.!. Ii + .1. It' [13 - tt'/c 1 1-1 It 	 [1.5] 
J 
[B - tt'/Cj] - I is the inverse of the RAM coefficient matrix and cand t are both known and are 
used in backsolving. 
BLUP evaluations In practice. 
A national BLUP evaluation scheme for pigs has been implemented in Canada (Hudson 
and Kennedy, 1985). The structure of the pig industry is very different to that in the UK; the 
pyramidal structure of dissemination is less defined with many small purebred herds linked by 
Al. Pigs are tested on farm and in central stations. Two single trait evaluations are performed for 
backfat thickness and days to 90kg; the genetic correlations between these traits were found 
to be small making it unnecessary to implement a multiple trait evaluation. The model used is 
hierarchical with random animal effects nested within random litter effects, nested within fixed 
6-month herd-year seasons. In the UK much 'tighter fixed effect subclasses can be made so 
that a hierarchical model is not appropriate. A hierarchical model simplifies solving of the mixed 
model equations and makes the method of iterating on data (Schaeffer and Kennedy,1986) 
which is now used, much superior to traditional methods of solving equations. Kennedy 
(1984) discussed the inclusion in the model of an adjustment for number of litter mates tested 
in order to correct for preselection of test candidates. This is confounded with litter size at birth 
for which records were unavailable, and so the effect could not be included in the evaluation 
model. This effect could be, and perhaps should be, included in a model for evaluation of UK 
data. 
The Canadian evaluation is run quarterly. Recently, government technicians who visit 
farms to collect records have been issued with portable computers. Records can be entered 
on-farm and an approximate within herd evaluation is run, generating EBV5 which can be used 
immediately for making selection decisions (Brian Kennedy, personal communication). 
In the United States a swine testing and genetic evaluation system (STAGES) is being 
promoted (Schinkel et a!, 1986). It is an attempt to educate seedstock producers and to 
encourage them to collect records and to make selection decisions based on genetic criteria 
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for an economic objective. US producers traditionally have selected in the show-ring and have 
made little or even negative genetic gain (Schinkel, 1985).The STAGES program is available to 
each purebreed and initially will generate only within herd evaluations; across herd evaluations 
will be made as more data becomes available (Schinkel eta!, 1986). Estimation of breeding 
values is by 'short-cut BLUP' (Hams, 1984). The across herd model includes effects of random 
individual nested within random litter, nested within random dam, nested within fixed herd-year 
season with random sire effects cross-classified across herds. It is the hierarchical nature of the 
model which allows the MME to be expressed as scalar algebraic functions which is 'short-cut 
BLUP'. The method requires little computer memory but is demanding in input/output which 
allows the evaluations to be run on the limited computer facilities of the breed societies. 
However, the scalar algebra (Harris et a!, 1987) is formidable compared to the usual matrix 
representation and the method is unlikely to be relevant outside their system. In addition, 
some accuracy is lost by not including relationships between dams across herds. 
In the UK, Cotswold Pig Development Company have recently implemented a single trait 
BLUP analysis for growth traits and litter size (Webb and Bampton, 1988). Many other 
countries are investigating the use of BLUP for evaluating pigs but they have not yet 
implemented an evaluation system. 
Keele et a! (1989) presented a comparison of BLUP with selection index and mass 
selection using data collected in purebred US herds. They measured the accuracy of each 
method as being the correlation between parents estimated breeding value with the 
phenotypic mean of their progeny. BLUP breeding values of parents were based only on 
records of their own and their collateral and ancestral relatives, not their progeny. BLUP was 
found to be superior to mass selection; it is encouraging that the theoretical superiority of 
BLUP carries through in practice. However, surprisingly, mass selection was found to be 
superior to selection on an index of individual and sib records. Two simulation studies of pig 
populations comparing selection on BLUP EBV5 with phenotypic selection in a closed 
nucleus herd (Belonsky and Kennedy, 1988) and with index selection in the Danish central 
testing system (Sorenson, 1988) have recently been published. Both studies demonstrated 
the additional gains expected from selection using BLUP. Details of the simulations are 
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presented in chapter 2. 
1.3.3 Optimum culling policies. 
In the past some discussion has focused on the necessity to account for parental age 
when making selection decisions (Bichard et a!, 1973). In populations with overlapping 
generations, if selection progress is being made, then offspring from younger parents are 
- expected to have a higher genetic merit than offspring from older parents. Hagenbuch and Hill 
(1978) investigated sequential culling for a closed nucleus pig herd and estimated the optimal 
age distribution to be about 70% first parity sows and 30% second parity sows. However, the 
necessity to impose an age distribution on the herd is due to the inability to make accurate 
comparisons of EBV5 of individuals of different ages (across fixed effects) in phenotypic or 
index selection. Using BLUP, EBVs can be accurately compared across time periods and the 
superior individuals can be selected regardless of their age; in this way the age distribution of 
the herd is optimised dynamically. In addition, environmental age effects can be accurately 
accounted for withBLUP which otherwise might confound selection decisions. 
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CHAPTER 2 
SIMULATION OF A CLOSED NUCLEUS PIG HERD. 
Details of the simulation of a closed nucleus herd which is the basis of studies in later 
chapters is presented in section 2.1. This simulation is compared with other, recently 
published simulations of pig populations (section 2.2). Some simulation results are presented 
(section 2.3). 
2.1 	Simulation procedures. 
The simulation is set up to allow for any structure of a closed nucleus herd in terms of 
number of boars and sows, number of offspring tested per sow, number of parities per sow, 
time in service for boars etc. The simulation includes features of overlapping generations and a 
continuous cycle of testing of young boars throughout the year. Selection is for a single trait 
measurable on all pigs at the end of performance test; a range of heritabilities is considered. 
Young pigs are tested in batches and pigs from the same litter could feature in different 
batches. In any simulation a conflict arises between simplicity and reality. In this case it is hoped 
that the structure of the population is representative of a typical U.K. nucleus herd. However, 
selection is assumed to be strictly on the trait of interest with no additional culling for 
conformation, fertility etc. It was decided that inclusion of random 'noise' like this would detract 
from the main investigation of explaining the observed consequences of selection. 
The simulation can be simplified to a discrete generation case in which all young pigs 
are tested together within a breeding season; this is useful for investigation purposes. The 
basic simulation is presented below; any adaptations are discussed as they arise. 
2.1 .1 Parameters defining a closed nucleus herd. 
The simulation of the closed nucleus herd is characterised by the definition of the 
following integral parameters. Many parameters are expressed in time units, for a realistic 
simulation of a pig population these are weeks (as used below), but when the simulation is 
used for discrete generation investigations years or generations is a more appropriate unit. 
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I )NPER the frequency with which a batch of young pigs start (or finish) performance test in 
weeks. This becomes a scaling factor so that within the simulation everything is 
expressed in test-group or batch units rather than 'real' time units and this is 
essential for sequential numbering of arrays. All parameters ending in 1 (below) are 
scaled in this way, so that MPER = MPER1/NPER. A judicial choice of parameter 
values is required so that the scaled parameters are integral. 
2)MPER1 total number-of weeks for which the selection programme continues, MPER is 
then the total number of batches. 
3)NBOAR number of boars in service at one time. 
4)NBMIN1 minimum age in weeks when boars can have their first offspring born. 
5)NBTIM1 number of weeks that boars are kept in service. 
6)NPART number of parities for which a sow is kept. 
7)NLIT 	number of litters of each parity age group of saws each batch-week. 
8)NSMIN1 minimum age in weeks that sow can have first litter born. 
9)NINT1 interval in weeks between birth of litters. 
I 0)NOFF number of offspring from each litter to be performance tested, NOFF12 is the 
number of offspring of each sex. 
11)NGP 	number of batches in which offspring from the same litter may be tested. A 
probability density function must be defined of probabilities P1P2•••PNGP  where 
P1 is the probability of being tested in the ith  group possible for a litter born at a 
given time and where the first group allows offspring to come into service, if 
selected, at the minimum age as defined by NBM!N1 and NSMIN1. A random 
uniform deviate is sampled and compared to the cumulative probability density to 
determine the test group. 
Example parameters. 
A set of example parameters used for some simulations presented at the end of this 
chapter are: 
1)NPER =2weeks 
2)MPER1 =780 weeks (15 years), MPER =390 
3)NBOAR=10 
4)NBMINI =52 weeks, NBMIN=NBMIN1/NPER=26 	 }26 boars entering/year 
5)NBTIM1 =20 weeks, NB TIM =10 	 } 
6)NPART =2 
7)NLIT 	=6 
8)NSMIN1 =52 weeks 	 }156 sows entering/year 
9)NINT1 =24 weeks } 
10)NOFF =6 
11)NGP =2,p=1/2,p=1/2 
For many examples in later chapters a closed population featuring discrete generations is 
considered, example parameters for this are, 
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1)NPER = I generation 









11) NGP =1,pi=1 
Young pigs are given temporary identification (ID) numbers. Selected individuals 
receive permanent IDs which allows entries into many arrays including the relationship matrix, 
an equation in the BLUP mixed model equations (MMEs) etc. The IN are sequentially 
numbered up to a maximum; when the maximum is reached the numbering starts from the 
beginning again. The maximum is chosen so that the individuals with the initial IN are 'dead' 
(they have no more offspring records to be analysed) and the ID is reallocated. In the case of 
the MME this involves absorption of the equations of 'dead animals' (see subroutine ABSORB 
in section 2.1.4). In this way the computer memory required is minimised. 
2.1 .2 SImulation of records. 
Records are simulated for a trait measurable on all animals at the end of performance 
test. The trait is assumed to be Under the control of many loci, each contributing a small 
additive effect, with no linkage between loci - the infinitesimal model. (Bulmer,1980). The 
record of an individual is simulated as the sum of sex, batch, litter, additive genetic and 
environmental effects. The sex and batch effects are fixed but the other effects are random 
- and distributed normally. The sex effect can take any value and is the difference between male 
and female performance and so is added only to male records. The batch effect is an effect 
common to all individuals tested in the same batch.The simulation can easily be updated to 
include other fixed effects and covariates. 
The litter effect, an effect common to all pigs born in the same litter is simulated as a 
random normal deviate with mean 0 and variance o 2c Individuals from the same litter can be 
tested in different performance test batches so that litter and batch effects are not 
confounded or nested. 
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The breeding value of an individual, Uj is simulated as a random normal deviate with 
mean (US + ud)12, the average of the parental breeding values and Mendelian sampling 
variance (1 - f) o2a 12 where f is the mean inbreeding coefficient of the parents and a 2a is the 
additive genetic variance. Breeding values of base animals without identified parents are 
simulated as random normal deviates sampled from a distribution with mean 0 and variance 
O2a. An option exists whereby base animals can be a selected group; a phenotype is simulated 
for the base animals and only those which are above a defined value can be founders in the 
base population. 
The individual environmental effects are simulated as random normal deviates with 
mean 0 and variance o2q. The total phenotypic variance Is(G2p = c72a + o2c + °2e Any values 
of these variances can be chosen with c 2 = 02c/c72p and h2 = 	1 CY2p 
The record is conceptualised as that of a young pig finishing performance test for say 
backfat thickness or growth rate, where performance test may last 10 weeks say. However, 
within this simulation pigs don't 'grow'. Records of a young pig can be simulated, analysed and 
selected all at the same time (with a slight delay for batch). This is important in terms of 
computer storage within the simulation. 
2.1.3 SubroutInes of the nucleus herd sImulatIon. 
Three subroutines are used in the nucleus herd simulation. 
1 )subroutine GENERATE. 
Generates records of new offspring as defined in section 2.1.2. Parents are randomly 
/ 
rnatd with no avoidance of mating between close relatives. The records contain information 
both for analysis and for the purposes of finding summary statistics describing the population. 
Integral records 	Individual ID (temporary number) 
Sire ID 	}permanent parent numbers 
Dam ID 
Individual's sex 
Week of birth 
Litter number 
Batch number 
Real records 	Performance test phenotype 
True breeding value 
True litter valueS 
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2) Subroutine TRANSFER 
Individuals born in the same week may be performance tested in different batches. 
TRANSFER locates all records of individuals finishing test together in preparation for analysis. 
3)Subroutine DECIDE 
After analysis of the records, estimated breeding values are ordered and the highest 
individuals are selected; the number selected depends on the replacement 
- quota (section 2.1.5). No restrictions are imposed as to the number selected 
from any family. Selected individuals receive parent ID numbers and receive entries in all parent 
arrays including the relationship matrix via the subroutine RELATE. 
2.1 .4 Analysis of records. 
Four different simulations are used which are characterised by the way in which 
records are analysed, namely phenotypic selection (simulation PS), - an index of individual and 
full-sib records (simulation IFS), an index of individual full- and maternal and paternal half- sib 
records (simulation /HS) ,and Best Linear Unbiased Prediction (BLUP, simulations BA and BB, 
defined below). The analysis is performed in subroutine INDEX for PS, IFS and IHS and in 
several subroutines for BLUP. 
Selection indices. 
The indices PS, IFS and !HS are standard (e.g. Van Vleck, 1984) and details are not 
presented here (see also chapter 3). In these simulations, records are corrected for sex and 
batch mean prior to analysis, so that the corrected records have mean zero. Phenotypic 
selection is the selection procedure used in most British breeding companies at the moment 
and a selection index with full and half-sib records is likely to be the most accurate non-BLUP 
method which might be being used in practice. Base population genetic parameters are used 
throughout the analysis even after several rounds of selection as these are not likely to be 
changed in practice. EBVs under PS are calculated simply as a product of individual 
phenotype and base population heritability. 
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BLUP model. 
The BLUP programs used in the simulation are designed to be as general as possible 
so that they can be used to analyse 'real' data. The programs accept any model with many fixed 
effects, levels within fixed effects, covariates, a random litter effect and random animal effects. 
The general model can be written as in [1.2] in which covariates are included as part of 13 with 
covariate records featuring as columns of X. The model differs from that of Hudson and 
Kennedy (1985) since their litter effects are nested within 6-month herd-year season fixed 
effects. In most of the cases considered in this study, the effects included in the model of 
analysis were the same as in the model of simulation (section 2.1.2) although this is not a 
requirement. In particular the variance components, a 2a, a2c and 02p can be different in the 
simulation and analysis. 
The reduced animal model (RAM) is used as discussed in section 1.3.3. Hudson and 
Kennedy (1985) present details of the computing strategy. The elements of the MME are 
half-stored in an array. In this way, if the number of equations is not too large then solutions can 
be found by direct inversion which has the advantage of yielding prediction error variances 
(section 1.3.2). In this simulation the number of equations is maintained at. a level so that 
inversion can always be performed. This is done by absorption of some effects whose 
solutions are not of interest but which must still be fitted in the model (see subroutine 
ABSORB below). In particular, the equations of. 'dead' animals are absorbed which leads to the 
name live-RAM. 
BL UP subroutines. 
The BLUP analysis is performed in four subroutines, SETUP, UPDATE, SELECT and 
ABSORB. 
1)'Subroutine SETUP. 
The model of analysis is defined. The initial records are read in, and entries into the 
mixed model equations are made, as described by Hudson and Kennedy (1985). The first 
fixed effect level of each fixed effect (except the first) is set to zero to ensure a matrix of 
full-rank. The equations are solved using the direct inversion routine DKMWHFof Karin Meyer 
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(personal communication). Back solutions are found for non-parents [1.4]. SETUP is called.. 
only once. 
Subroutine UPDATE. 
UPDATE is very similar to SETUP but it updates the existing equations as new data 
becomes available. The solutions can be solved either by direct inversion or by Gauss-Seidel 
iteration (see Quaas, 1984). If the MME are represented by Cb = r and C,j, bland rjare the 
elements of the matrix C and vectors b and r respectively, then in a given round of iteration 
with b containing the latest iteration solutions the convergence criterion is: 
rei 
Solving by iteration is much less demanding on computer time than direct inversion, particularly 
because the equations are being updated each test week as the new end of test records 
become available and most solutions are not expected. to change very much. Inversion, 
however, can be performed occasionally to obtain estimates of prediction error variance 
(section 1.3.2). 
Subroutine SELECT. 
After selection decisions have been made in subroutine DECIDE records of the 
selected animals are read into SELECT. The status of these selected individuals has changed 
from non-parent to parent and an equation is now created for them. In addition their. 
contributions under the gametic model as a non-parent is subtracted. These combined 
changes in the coefficient matrix are summarised in Table 7 of Hudson and Kennedy (1985). 
4)Subroutine ABSORB. 
The number of records will accumulate with time and so will the number of the BLUP 
equations. Many of the equation solutions will no longer be of direct interest, yet it is important 
to keep those effects in the model. Therefore, some of the equations can be absorbed 
ensuring that the order of the matrices remains manageable; for example consider the 
equations, 
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H 	B 	a =S 
B
. 
	C 	b 	T 
To absorb equations for a into equations for b, 
C b = 	[C 	- B'HlB]b = T - B'H -1 S 
(Searle, 1981). Effects are absorbed one at a time so that ft 1 is simply the inverse of a scalar. 
Effects which can be absorbed are: 
Time related fixed effects such as batch effects. These can be absorbed as' soon as 
selection decisions on young pigs represented in the batch have been made and their records 
processed through SELECT. 
Litter equations. Solutions for litter equations are not of direct interest in themselves, but 
they are not absorbed directly as they are needed for obtaining backsolutions. Litter equations 
can be absorbed as soon as all records from young pigs of that litter have been analysed and 
selection decisions have been made and processed. 
C) Old animals. The equations of culled parents, who have no more offspring records to be 
analysed, can be absorbed.  
In this way the number of equations held can be maintained at a level such that direct 
inversion is always possible and thus prediction error variances can be obtained even after 
many generations of selection. This is a unique feature, but limits population size to a maximum 
of about 1000 parents with offspring completing test in a given year. This method is probably 
not the best approach to use in practice for analysing records, the indirect approach of 
Schaeffer and Kennedy (1986) is likely to be better although this will depend on the exact 
model of analysis. However, being able to obtain prediction error variances is of interest in the 
simulation case as these can be compared directly to those calculated from the real correlations 
between true and estimated breeding values. 
2.1 .5 Selection and culling decisions. 
In simulations PS, IFS, IHS and one BLUP simulation, BA, culling is strictly on an age 
basis. Boars are culled as defined by parameters NB TIM I and sows after NPART parities, so 
that NBOAR/NBTIM boars and NLIT sows are culled each batch week. The same number of 
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replacements are selected from each batch after their records have been analysed; those with 
the highest estimated breeding values are selected as described in section 2.1.3. In this way 
the continuous flow of individuals through the system is maintained. Culling on age is a 
necessity when breeding values are estimated using selection indices since comparisons of 
breeding values from records measured in different batches (or any fixed effect levels) are not 
accurate because the batch effect becomes confounded with genetic trend. However, when 
analysis is by BLUP, fixed and random effects are simultaneously evaluated and so comparison 
of breeding values can be made across fixed effect classes. In the BLUP simulation BB, an 
individual is replaced as soon as an individual with a higher estimated breeding value becomes 
available (whilst still maintaining the continuous flow of individuals in the nucleus herd). For 
example, breeding values of gifts finishing test are compared to sows who are expected to 
farrow with their second or greater litter at the same time as the gifts will farrow with their first 
litter. Gifts with EBVs superior to the older sows are selected and the sows culled, in this way 
the population will dynamically achieves an optimum age structure. 
For simulation BB some of the control parameter differ from those presented in section 
2.1.1. NBT!M1 is now the maximum number of weeks a boar can be kept in service NPART 
has no direct meaning although it is defined as in BA, instead WART is the maximum number 
of parities for which a sow can be kept. NUT has no direct meaning although it is defined as in 
BA, but NLIrNPARTdefines the number of sow places available each batch week. 
Simulation BA is used as a comparison with the simulation using selection indices. 
The difference between IHS and BA can then be attributed to the simultaneous estimation of 
fixed and random effects, the inclusion of all relatives information and to the accurate 
accounting of the effects of selection on genetic parameters. Simulation BB demonstrates the 
additional differences due to the new management structure which BLUP allows. 
2.1.6 Summary statistics. 
In each simulation the following summary statistics are collected. Simulations are run 
for several replicates and statistics are averaged over replicates. Some of the statistics are not 




Phenotypic mean and standard deviation. 
Fixed effects. 
Overall mean- true and predicted 	 }accuracies from diagonal of inverted 
Sex effect - true and predicted }coefficient matrix in BLUP. 
Batch effects - true and predicted 	 } 
Litter effects. 
Correlation between true and predicted litter effects. 
Breeding values. 
Mean and variance of true (BV) and predicted (EBV) breeding values for both new 
offspring and whole herd. 
Correlation between true and estimated breeding values- calculated and predicted. 
Correlation between predicted breeding values of full- and half-sibs. 
Selection differential - difference between the mean of EBV or BV for selected group 
versus group available for selection. 
Age related effects. 
Mean breeding values of sows of different parities. 
No. of offspring selected from sows of different parities. 
Mean generation interval. 
Inbreeding. 
Mean inbreeding coefficient of offspring. 
Mean expected inbreeding coefficient of offspring (considering all possible matings of 
sires and dams). 
Variances of family size (see Chapter 4). 
The BLUP simulation is summarised in Figure 2.1. The simulations PS,' IFS and IHS are 
the same but subroutines SETUP and UPDATE are replaced by subroutine INDEX and 
subroutines ABSORB and SELECT are omitted. 
2.2 	Comments and comparisons with other simulations of pig populations'.  
Several simulations of pig populations have recently been published, it is perhaps 
worth commenting on how the simulation presented here compares to them. 
Belonsky and Kennedy (1988) simulated a closed nucleus herd of 4 boar and 100 sow 
places over a 10-year period. Selection was on a single trait of heritability 0.1, 0.3 or 0.6. No 
litter effects were included in the simulation or analysis of records. Selection on phenotype 
was compared with selection on breeding values estimated from BLUP (RAM). Random 
selection was also considered. Like the simulation here, no restrictions were placed on the 
number of individuals selected from each family and random mating of selected individuals was 
practised. For both methods of selection, both fixed age and sequential culling were 
considered. Several random probability factors such as probability of selected boar being 
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GENERATE 
Boars and saws randomly mated. 
Phenotypes of young offspring 
generated. 
SUMMARY STATISTCS 
Means and variances of, and 
covariances and correlations 
between BVs and EBVs. Level of 
inbreeding etc. 
TRANSFER 
Records of young pigs finishing 
test are assembled. 
Effects whose solutions are no 
longer of interest are absorbed-
Litter, fixed and 'dead' animal 
effects. 
BASE POPULATION 
Population parameters defined. 
Breeding values of base animals. 
SETUP or UPDATE 
Mixed model equations are set 
up or updated using the newly 
available data. Solutions by 
direct inversion or iteration. 
MME entries for selected 
individuals are changed from 
non-parent to parent. 
DECIDE 
Young pigs with the highest EBVs 
selected to fulfil replament 
quotas. 
RELATE 
Selected individuals gain entries 
in relationship matrix. 
(Square corners are for herd subroutines and round corners for BLUP subroutines). 
Figure 2.1 Summary of the simulation of a closed nucleus herd with records analysed by 
BLUP. 
24 
fertile, probability of sows conceiving at any mating, probability of offspring surviving to the end 
of test were included. Sows were kept for a maximum of five litters and boars were culled at a 
maximum of 3 years; on average there were 24 boars and one or two boars entering the herd 
each year, therefore the structure is not typical of a nucleus herd in the UK. 
b) 	Sorenson (1988) simulated a simplified representation of the Danish pig population 
between 1980-1986 in which 3 pigs (one sow, one gilt and one castrate) per litter from many 
small herds were performance tested at several test stations. In fact, any matings could take 
place between the 40 boars and 200 sows each year so that the simulation is comparable to 
that of the nucleus herd presented here. However, the testing of pigs in, many station-seasons 
presents a more obvious problem of fixed effects. Station-season effects were simulated as 
random deviates sampled from a normal distribution with mean zero and variance 40% of the 
total phenotypic variance. The selected trait had heritability 0.1 or 0.5 but litter effects were not 
included. Records were analysed by a selection index of sib, parental and progeny (if available) 
records.( the method used at present in Denmark) and by BLUP (RAM). For the selection 
index, records were precorrected for fixed effects estimated either by least squares using a 
model with fixed station seasons and fixed sires (as done in practice at the moment), or by 
generalised least squares using a model with fixed station-seasons and random animals 
including the complete relationship matrix (BLUP). In this way the deficiencies of selection 
index over BLUP could be separated into those due to prediction of the animal effects and 
those due to estimation of fixed effects. The boars with the highest estimated breeding values 
and 2 guts from the families with the highest estimated breeding values were selected as 
replacements. Sows were kept for a single parity and boars were kept until a superior 
replacement was found. The simulation was continued for 5 cycles of selection. The results 
clearly demonstrate the advantages of BLUP in accurate estimation of fixed effects and in 
accounting for genetic trend. 
C) 	Toro eta! (1988b) simulated a closed nucleus herd of 10 boars and 100 sows 
selected on a trait measurable only in females (litter size) with a heritability of 0.18. Generations 
were discrete. The selected trait was simulated as being under the control of 30 independently 
segregating loci. The records were analysed using selection indices including some or all of 
25 
the following records: dam, dam's full-sibs, dam's half-sibs, sire's full-sibs and sire's half-sibs. 
The simulation was designed to investigate the proposals of Avalos and Smith (1987) for 
utilising family information for selection of litter size. Rate of inbreeding was of particular 
interest. - 
d) The simulation of a nucleus pig breeding scheme by De Roo(1988) is very different to 
those presented above which have been rather simple but aimed at determining general 
cause- effect relationships. De Roo (1988) presented a very detailed stochastic simulation 
which included many realis8c features such as probability of culling for fertility, conformation or 
leg weakness, proportion of a litter surviving until weaning from a given litter size at birth etc.; all 
parameters used were literature estimates. Several traits were simulated including growth rate, 
feed intake and lean percentage in boars and growth rate and side-fat thickness in sows. An 
aggregate genotype was defined using economic weights appropriate to the Dutch pig 
industry and selection was based on a selection index of weighted phenotypes. Family index 
and BLUP selection were not considered. The simulation is realistic but as a consequence the 
causes of some results are hard to determine. The simulation has been used to investigate 
optimum structures of pig herds (De Roo, 1988). De Vries (1989) has extended the simulation 
of De Roo (1988) to include reproductive traits for selection in dam lines in which records were 
analysed using an animal model. 
2.3 	Simulation results. 
Simulation results are presented in this section for an example nucleus herd. The 
results demonstrate the type of information gained from the simulation and the discussion of 
them highlights the motivation of the investigations in later chapters. The example population 
is the same as that presented at the British Society of Animal Production Winter Meeting, 
1988, Scarborough (Wray, 1988), but the results differ slightly due to the larger number of 
replicate runs now available. 
The example population structure. 
The example herd is one of 26 boars an4 156 sows entering the herd each year over a 
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period of 15 years. 10 boars are in service at any time and each boar remains in service for 20 
weeks (or a maximum of 26 weeks in simulation BB). Boars and sows have their first offspring 
at one year old. Sows are kept for two parities (a maximum of 3 in BB) with a 24 week farrowing 
interval. A total 0112 SOWS farrow within each fortnight ( 6 of each parity except in BB which is 
optimised). In total 312 litters were born each year. Performance tests finish every two weeks. 
Six young pigs (3 male, 3 female) from each litter are performance tested and those from the 
same litter may feature in two consecutive test groups. The herd is defined by the control 
parameters listed in the first example of section 2.1.1. Traits with heritabilities 0.1, 0.2, 0.4, 0.6, 
0.8 are considered with c2=0.1 and 02p= 100 units. In addition, simulation PS is considered 
with h2=1 0-6, equivalent to no selection for comparison purposes. No fixed effects were 
included in this example simulation so that results could be directly attributed to animal effects. 
Results for PS, IFS and IHS are the average of 50 replicates and those for BA and BB, the 
average of 10 replicates. 
2.3.2 Response to selection. 
The average absolute rate of response over years 5-15 are presented in Table 2.1. 
Results from years 0-4 are ignored to allow the population to stabilise. The responses from 
simulations IFS, IHS, BA and BB are expressed relative to the response from PS for each 
heritability in Table 2.2. As might be expected, at high hentabilities the extra information on 
relatives included in the BLUP and selection indices confers no significant advantage over 
phenotypic selection, but at low heritabilities considerable gain is achieved. The superiority of 
!HS over IFS for h2=0.1 demonstrates the value of including half-sib as well as individual and 
full-sib information in a selection index and the considerable superiority of BA over IHS 
demonstrates the value of information from ancestral records and for accounting of selection 
and genetic trend (Figure 2.2). The advantages of sequential culling (BB vs BA) are small but 
are maintained even at moderate heritabilities. With sequential culling the average age of boars 
was 1.23 years compared to 1.19 years in the other simulations. The age distribution of sows 
settled at about 70% gilts, 22% second parity sows and 8% third parity sows for traits of 
moderate and high heritability,' - - - - - -...Whenh2=0.1the 
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Table 2.1 Mean (ate of response entering the herd each year averaged over years 5-15 for a 
nucleus herd with 26 boars and 156 sows entering the herd each year and 6 
offspring/sow, c2=0. 1, a1,=l 0. 
Heritability 
0.1 0.2 0.4 0.6 0.8 
PS 1.30 (.03) 2.43 (.02) 4.57 (.02) 6.75 (.02) 8.79 (.02) 
IFS 1.41 (.02) 2.60 (.03) 4.74 (.04) 6.85 (.06) 9.03 (.04) 
IHS 1.49 (.02) 2.62 (.03) 4.75 (.05) 6.84 (.05) 8.98 (.05) 
BA 1.66 (.05) 2.74 (.04) 4.85 (.07) 6.86 (.06) 9.04 (.09) 
BB 1.73 (.04) 2.91 (.09) 5.13 (.06) 7.11 (.05) 9.32 (.08) 
Standard errors in parentheses. 
Table 2.2 Mean rate of response/year relative to rate of response/year for simulation PS for a 
nucleus herd with 26 boars and 156 sows entering the herd each year and 6 
offspring/sow, c2=0. 1. 
Heritability 
0.1 0.2 0.4 0.6 .0.8 
IFS 1.08 1.07 1.04 1.01 1.03 
IHS 1.15 1.08 1.04 1.01 1.02 
BA 1.28 1.13 1.06 1.02 1.03 
BB 1.33 1.20 1.12 1.05 1.06 
age distribution stabilised with fewer guts (66% first, 26% second and 8% third parity sows), 
sacrificing reduced generation interval for increased accuracy of selection. These age 
distributions agree well with those suggested by Hagenbuch and Hill(1978). In BB the 
proportion of offspring selected from sows of each parity is approximately the same as the 
proportion of sows belonging to each parity group (Table 2.3). In the other simulations, 
however, although equal numbers of sows of each panty are present, substantially more 
offspring are selected from first parity sows (in PS, IFS and BA, Table 2.3). In IHS slightly less 
than 50% of the offspring are selected from guts which is attributed to the greater accuracy of 
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Figure 2.2 Mean breeding values of offspring each year for a closed nucleus herd of 26 
boats and 156 sows entering the herd each year and 6 offspring/sow selecting on 






































Figure 2.3 Mean breeding values of offspring each year for a closed nucleus herd of 26 
boats and 156 sows entering the herd each year and 6 offspring/sow selecting on 
a trait with h2 =0.6 with c2 =0.1 and op= lO units. 
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Table 2.3 Percentage of offspring selected from first parity sows. 
Heritability 
0.1 	 0.2 	0.4 	0.6 	0.8 
PS 51.6 52.2 53.5 56.1 58.4 
IFS 51.5 53.2 54.8 57.3 59.0 
IHS 47.2 49.0 52.6 54.4 57.8 
BA 70.3 72.1 71.7 72.8 73.3 
BB 67.9 70.0 73.3 72.7 73.8 
Rates of responses and superiority of including more family information were observed 
to decrease slightly with time, attributable to the decreases in additive genetic variance due to 
selection and inbreeding. Mean breeding value of offspring over time for h2=0.1 and h2=0.6 
are presented in Figures 2.2 and 2.3 respectively. The standard deviations of mean breeding 
values were observed to increase with time due to the accumulation of genetic drift (Falconer, 
1981) and were also observed to increase with heritability as expected from theory (Hill, 1971; 
Sorenson and Kennedy, 1983). 
Belonsky and Kennedy (1988) found the advantages of BLUP to be relatively even 
greater than mass selection than in this study. They also found BLUP with sequential culling to 
have a considerable advantage of about 50% over BLUP with non-sequential culling. These 
qualitative differences in results are attributed to the 'normal' structure against which all 
comparisons are made. Belonsky and Kennedy (1988) took the 'normal' structure to be a very 
small nucleus, herd with only 24 sows ancat most2 boars entering the herd each year, with a 
very extreme structure of overlapping generations, a structure atypical of UK nucleus herds. 
De Vries et al (1989c), however, found very little advantage of sequential culling over their 
'normal' structure which was typical of Dutch nucleus herds. 
Sorenson (1988) found BLUP (with sequential culling on the male side and females 
kept for only one parity, see section 2.2) to be superior to an index of individual, full-sib and 
half-sibs after five cycles of selection by 12 0/6-33% for a trait of heritability 0.1 and by 4%-23% 
for a trait of heritability 0.5. The range is due to the method of estimation of fixed effects, the 
lower value being attributed to very accurate estimation of fixed effects in the selection index. 
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The BLUP of Sorenson (1988) might be expected to be intermediate between BA and BB 
presented here due to his population structure of sequential culling of boars (better than BA) 
and using sows for only a single parity (worse than BB); !HS is comparable to his selection 
index. In the simulation presented here 'no fixed effects were included; this is equivalent to 
perfect estimation of fixed effects, and so comparisons with the lower value of Sorenson 
(1988) are appropriate. The agreement is fairly good with the superiority of BA(BB) over !HS 
being 11% (16%) when 112=0.1 and being 2% (40/6) when h2=0.4. 
2.3.2 Rates of Inbreeding. 
Rates of inbreeding per year defined as (ft - t- 1)1(1 - ft- 1) (Falconer, 1981) where ft is 
the level of inbreeding in the tth  year are presented in Table 2.4. The observed rate of 
inbreeding under 112=10-6 (equivalent to random selection) was .38±.01% which agrees well 
with that expected from theory using the hypergeometric distribution (since equal numbers 
are available from each family prior to selection) of family size in the equation of Hill (1979) (see 
equation 4.1). The effect of SCiGCtlOfl on inbreeding is observed to be severe. The 
phenomenon was first discussed by Robertson (1961) as being a consequence of more 
highly related individuals being chosen to be parents than under random selection. Rates of 
inbreeding increase as the amount of family information included to estimate breeding values 
increases. As more family information is included, the EBVs of related individuals become 
more highly correlated as demonstrated by the correlations of EBVs of full-sibs and half-sibs 
(Table 2.6). Rates of inbreeding under phenotypic selection increase with heritability, they 
decrease with heritability with .BLUP and have a maximum at 112=0.4 for IFS and at 112=0.2 for 
!HS. Similar trends are observed in the correlation of EBV between full- and half -sibs (Table 
2.6). (Correlations between EBVs of sibs are not presented for simulation BB; the sequential 
culling structure makes it difficult to find a correlation parameter which can be compared fairly to 
the simulations with a fixed age structure.) 
The effect of amount of family information included in the estimation of breeding 
values has a greater impact on rates of inbreeding than on selection response ( Tables 2.5 vs 
2.2; Figures 2.4 vs 2.2 and 2.5 vs 2.3). The increased rate of inbreeding observed in 88 over 
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Table 2.4 Rates of inbreedings (°h'year) averaged over years 5 to 15 for a closed nucleus 
herd of 26 boars and 156 sows entering the herd each year, 02 =0.1 . 
Heritability 
0.1 	 0.2 	0.4 	 0.6 	0.8 
PS 0.46 (.00) 0.51 (.00) 0.59 (.01) 0.59 (.01) 0.60 (.01) 
IFS 0.67 (.01) 0.74 (.01) 0.75 (.01) 0.71 (.01) 0.63 (.01) 
IHS 0.95 (.01) 0.99 (.02) 0.93 (.01) 0.81 (.01) 0.65 (.01) 
BA 2.11 (.12) 1.52 (.06) 1.01 (.04) 0.80 (.04) 0.65 (.02) 
88 2.45 (.19) 2.13 (.12) 1.33 (.07) 1.01 (.05) 0.87 (.04) 
Standard errors in parentheses. § (ft - ft. 1)/(I - ft- 1) 
Table 2.5 Rates of inbreeding relative to that under PS for a closed nucleus herd of 26 
boats and 156 sows entering the herd each year, c2=0. 1. 
Heritability 
0.1 	 0.2 	0.4 	 0.6 	0.8 
IFS 1.46 1.45 L27 1.20 1.05 
IHS 2.07 1.94 1.58 1.37 1.08 
BA 4.59 2.98 1.71 1.36 1.08 
BB 5.33 4.18 2.25 1.71 1.45 
Table 2.6 Mean correlation between EBVs of full- and half-sibs over years 5-15 for a closed 
nucleus herd of 26 boats and 156 sows entering the herd each year, 02=0.1. 
0.1 0.2 
Heritability 
0.4 0.6 0.8 
Full-sibs 
PS .146 (.001) .186 (.001) .253 (.001) .314 (.002) .365 (.002) 
IFS .721 (.001) .717 (.001) .614 (.001) .493 (.001) .339 (.001) 
IHS .759 (.002) .750 (.001) .678 (.001) .557 (.002) .414 (.002) 
BA .883 (.002) .827 (.003) .703 (.003) .567(.005) .452 (.007) 
Haif-sibs 
PS .023 (.001) .042 (.001) .073 (.001) .099 (.002) .118 (.002) 
IFS .050 (.002) .074 (.002) .106 (.002) .109 (.001) .093 (.001) 
IHS .228 (.002) .284 (.002) .270 (.002) .231 (.002) .177 (.002) 
BA .408 (.006) .360 (.005) .280 (.005) .214 (.005) .163 (.005) 
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Figure 2.4 Mean expected inbreeding coefficient of offspring each year for a closed nucleus 
herd of 26 boars and 156 sows entering the herd each year and 6 offspring/sow 
selecting on a trait with h2=0. 1 with c2 =0.1. 
20 
10 
or ... 1 . 1 . 1 . 1 .... 1 . 1 ... 1 ..... 













Figure 2.5 Mean expected inbreeding coefficient of offspring each year for a 
closed nucleus herd of 26 boars and 156 sows entering the herd each year and 6 
offspring/sow selecting on a trait with h2 =0.6 with C2 =0.1. 
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BA is attributed to the selection of more full-sib gifts which are kept for only a single parity and 
to highly superior boars and sows being given the opportunity to contribute more offspring by 
being kept in the herd for a long time. At high heritabilities the rates of inbreeding are 
considerably greater in BB compared to PS (Table 2.5) despite only a slight superiority in 
response (Table 2.2). 
Elevated levels of inbreeding due to selection and the amount of family information 
included in the selection criterion have been found in other simulation studies (Belonsky and 
Kennedy, 1988; Sorenson, 1988; De Roo, 1988; Toro of a!, 1988b). Level of inbreeding 
when using BLUP relative to that under phenotypic selection found by Belonsky and 
Kennedy (1988) were much lower than those found here, however, finite population 
considerations are likely to limit rates of inbreeding (see discussion in Chapter 7)'. The 
increased levels of inbreeding observed by Toro of a! (1 988b) for a family index are in line with 
those observed here. Sorenson(1988) only selected for 5 cycles and so a stable rate of 
inbreeding would not have been reached. 
Variances of family size were calculated in the simulation to investigate rates of 
inbreeding but those results will be discussed later (chapter 4) 
2.3.3 Variances of, and covarlances and correlations between, true and 
estimated breeding values. 
Presentations are made of true breeding values (V(u)) (Table 2.7), of estimated 
breeding values (V(0)) (Table 2.8) and of covariances (Cov(0,0)) and correlations (pu,O) 
between true and estimated breeding values (Tables 2.9 and 2.10) at years 5 and 15. 
Variances of true breeding values are considerably less than the initial variances by 
8-35% due mostly to the reduction in between family genetic variance due to selection 
(Bulmer, 1971); the reduction is more pronounced as more family information is included. 
Additional but less pronounced reductions are evident by generation 15 (9-41% less than the 
initial values) which is attributed to the effects of inbreeding. Variances of estimated breeding 
values follow the same trend although their absolute values are of course much smaller. The 
trend in V(0) over PS,IFS, !HS, BA to BB is not clear. From theory V(0) of BLUP is expected to 
be less than V(0) of selection index (Henderson, 1973); this is observed even though no 
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fixed effects are estimated in BLUP, but is complicated by the base parameters being used in 
the selection indices throughout. The covariances of true and estimated breeding values are 
very similar to the variances of EBVs for BA and 88 as expected from theory (Henderson, 
1973). The agreement is not good for PS,IFS and IHS, again this can be attributed to the use 
of inaccurate variance components (with no account of selection) as time progresses, which 
accounts for the lack of reduction in V(a) from years 5 to 15. 
The correlations between true and estimated breeding values are reduced slightly 
from year 5 to year 15. Therefore, in spite of reductions in the covariance (numerator) and 
variances (denominator) (pu,O = cov(u,01v1(V(u) V(0) ), the reductions are more or less 
proportional so that the correlations are not substantially affected. The correlations are, 
however, much lower than expected from theory (Table 2.11) and are observd to decrease 
considerably over-the first 5 years due to the effects of selection suggesting that the 
covariances are reduced proportionally more than the variances. The expected correlations for 
BA and BB are found using the methods presented in Chapter 3. 
Another set of BA simulations was run for 10 years and for 10 replicates for h2 = 0.1, 
0.2, 0.4, 0.6. Solutions to the MME were obtained by Gauss-Seidel iteration, except for the 
last test week of the year when solutions were obtained by direct inversion. In Table 12.13 
prediction error variances (PEV5) calculated in two ways are presented; firstly by direct 
calculation of V(u - 0) for all new offspring in a given year, and secondly from the diagonal 
element of the inverted coefficient matrix for new offspring in the last test week of a given year 
(see section 1.3.2). The two PEVs are in good agreement, a result which has not previously 
been demonstrated in selected populations. Accuracies of prediction are found as, 
Pu,0 = Ii - PEV/c,?u, 	 (2.1) 
and in practice o2u = a2a, the additive genetic variance in the base population, is used.(e.g. 
Mitszal and Wiggans, 1988; Meyer, 1989). Accuracies calculated in this way are found to much 
greater than those calculated directly from the true and estimated breeding values in each year 
(Table 2.13). If instead, a2u = a2at, the additive genetic variance in year t, is used in equation 
[2.1], then the resulting accuracies are in good agreement with those calculated directly. 
Therefore, in selected populations it is important to account for the decrease in additive 
genetic variance due to selection when calculating accuracies; it is likely that in many 
evaluations much higher accuracies are presented than is really true. In practice, some 
approximation to a2at will be needed. 
Table 2.7 Variances of true breeding values of new offspring in years 5 and 15 for a closed 
nucleus herd of 26 boars and 156 sows entering the herd each year, c 2=0. 1, 
Ø!p = 10. 
Heritability 
Year 0.1 0.2 0.4 0.6 0.8 
PS 5 9.2 (.09) 16.8 (.21) 36. 3(.27) 41.8 (.32) 51.8 (.35) 
15 8.6 (.11) 16.1 (.18) 28.2 (.22) 40.7 (.32) 49.4 (.40) 
IFS 5 8.7 (.08) 16.7 (.15) 30.5 (.27) 42.505) 51.7 (.34) 
15 8.2 (.12) 15.6 (.15) 28.6 (.23) 40.5(.30)- 48.9 (.32) 
IHS 5 8.5 (.09) 16.1 (.15) 30.2(.29) 41.7 (.34) 51.4 (.33) 
15 7.8 (.10) 14.9 (.15) 27.7(.25) 38.7 (.26) 48.6 (.31) 
BA 5 7.9 (.15) 15.1 (.40) 28.1 (.74) 41.5 (.63) 51.3 (.49) 
15 6.2 (.18) 12.7 (.28) 26.3 (.34) 39.0 (.29) 47.9 (.77) 
BB 5 7.5 (.13) 14.4 (.32) 27.3 (.57) 39.2 (.73) 48.2 (.77) 
15 5.9 (.25) 12.1 (.38) 24.1 (.27) 35.8 (.82) 42.8 (.68) 
Standard errors in parentheses 
•1 
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Table 2.8 Variances of estimated breeding values of new offspring in years 5 and 15 for a 
closed nucleus herd of 26 boars and 156 sows entering the herd each year, c2=0. 1 
op =10. 
Heritability 
Year 	0.1 	 0.2 	0.4 	 0.6 	0.8 
PS 5 1.0 (.01) 3.9 (.04) 14.3 (.13) 29.0 (.25) 45.2 (.49) 
15 1.0 (.01) 3.8 (.02) 13.8 (.12) 28.4 (.22) 43.5 (.55) 
IFS 5 1.2 (.01) 4.4 (.04) 14.4 (.14) 28.1 (.20) 449 (.27) 
15 1.2 (.01) 4.4 (.04) 14.1 (.11) 27.3 (.20) 33.3 (.23) 
IHS 5 2.1 (.03) 6.0 (.08) 16.6 (.26) 28.7 (.28) 45.1 (.28) 
15 2.0 (.03) 6.0 (.10) 16.0 (.19) 27.7 (.28) 43.2 (.28) 
BA 5 1.4 (.10) 4.4 (.25) 11.4 (.39) 22.9 (.63) 38.1 (.39) 
15 1.1 (.09) 2.9 (.14) 10.1 (.27) 20.8 (.30) 33.2 (.75) 
BB 5 1.1 (.09) 3.5 (.15) 10.0 (.18) 21.0 (.43) 35.8 (.64) 
15 0.8 (.06) 2.3 (.13) 8.0 (.18) 16.3 (.38) 30.9 (.57) 
Standard errors in parentheses 
Table 2.9 Covariances between true and estimated breeding values of new offspring in 
years 5 and 15 for a closed nucleus herd of 26 boars and 156 sows entering the 
herd each year, c2=0. 1, ap=l0. 
Heritability 
Year 0.1 0.2 0.4 0.6 0.8 
PS 5 0.9 (.01) 3.3 (.04) 11.9 (.11) 24.7 (.19) 38.8 (.32) 
15 0.8 (.01) 3.2 (.04) 11.1 (.10) 24.1 (.19) 38.7 (.35) 
IFS 5 1.1 (.02) 3.8 (.06) 12.3 (.16) 24.6 (.25) 40.7 (.28) 
15 1.0 (.02) 3.6 (.06) 11.6 (.13) 23.4 (.22) 38.7 (.26) 
IHS 5 1.5 (.03) 4.6 (.08) 13.6 (.24) 24.7 (.25) 40.8 (.28) 
15 1.4 (.05) 4.3 (.10) 12.4 (.19) 22.9 (.25) • 38.4 (.28) 
BA 5 1.4 (.11) 4.2 (.30) 11.1 (.43) 23.0 (.56) 38.5 (.35) 
15 1.0 (.13) 2.9 (.12) 10.1 (.30) 21.0 (.28) 34.3 (.74) 
BB 5 1.1 (.09) 3.4 (.16) 9.9 (.28) 21.0 (.53) 35.9 (.51) 
15 0.8 (.08) 2.4 (.18) 8.1 (.21) 17.2 (.55) 30.8 (.60) 
Standard errors in parentheses 
Table 2.10 Correlations between true and estimated breeding values of new offspring in 
years 5 and 15 for a closed nucleus herd of 26 boars and 156 sows entering the 
herd each year, c2=0. 1. 
Heritability 
Year 0.1 0.2 0.4 0.6 0.8 
PS 5 .30 (.01) .43 (.01) .57 (.00) .71 (.00) .84(.00) 
15 .29 (.00) .40 (.00) .57 (.00) .71 (.00) .84(.00) 
IFS 5 .33 (.01) .44 (.01) .59 (.00) .71 (.00) .84 (.00) 
15 .32 (.00) .43 (.00) .58 (.00) .70 (.00) .84 (.00) 
IHS 5 .36 (.01) .46 (.01) .61 (.00) .71 (.00) .85 (.00) 
15 .35 (.00) .45 (.01) .59 (.00) .71 (.00) .84 (.00) 
BA 5 .41 (.02) .50 (.02) .61 (.01) .74 (.01) .87 (.00) 
15 .38 (.03) .50 (.02) .61 (.01) .73 (.01) .86 (.00) 
BB 5 .37 (.01) .48 (.01) .60 (.00) .73 (.00) .86 (.00) 
15 .35 (.00) .50 (.01) .57 (.00) .71 (.00) .85 (.00) 
Standard errors in parentheses 
Table 2.11 Theoretically expected correlations between true and estimated breeding values 
of new offspring in a closed nucleus herd of 26 boats and 156 sows entering 
the herd each year, c2=0. 1. 
Heritability 
0.1 0.2 0.4 0.6 0.8 
PS .316 .447 .632 .775 .894 
IFS .365 .496 .662 .784 .894 
IHS .425 .547 .691 .798 .900 
BA .468 .586 .721 .820 .913 
BB .434 .563 .713 .818 .912 
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Table 2.12 Prediction error variances calculated directly from true and estimated breeding 
values, V(u - ) and from the diagonal elements of the inverse coefficient matrix, 
PEV for simulation BA with 26 boars and 156 sows entering the herd each year, 
C2 =0.1, ap- 10. 
Heritability 
Year 	0.1 	 0.2 	 0.4 	 0.6 
V(u -0) PEV 	V(u -0) PEV 	V(u - 0) PEV 	V(u - 0) PEV 
0 8.6 9.3 14.0 14.5 20.9 21.2 	- 23.0 22.3 
1 7.0 7.4 11.9 12.4 18.1 18.6 20.2 19.6 
2 6.8 6.9 11.3 11.7 17.6 18.0 18.5 19.4 
3 6.6 6.8 11.1 11.7 17.1 17.6 17.7 19.1 
4 6.2 6.6 10.9 11.4 16.6 17.3 19.7 19.1 
5 6.1 6.4 10.9 11.2 16.2 17.2 18.3 18.9 
6 6.1 6.2 10.8 11.1 16.5 16.9 17.0 18.6 
7 5.8 6.1 10.3 11.0 15.6 16.7 17.6 18.6 
8 5.8 5.9 9.9 10.4 15.4 16.2 16.8 18.8 
9 5.5 5.9 9.9 10.4 15.4 16.2 17.2 18.6 
10 5.5 5.7 9.7 10.2 15.3 16.0 17.8 18.3 
Table 2.13 Accuracies of prediction calculated directly (pu,0-calc)  and calculated from the 
diagonal elements of the inverted coefficient matrix via equation (2. 11 using o 2 = 
a2a and a2u = a2 
Year h2 =0.1 h2=0.2 
Pu,0-calc .11 - PEV102a /1 - PE V/ 2at Pu,0-calc 11 - PEV102a Ii 	PEW02at 
• 	 0 0.37 0.27 0.2)' - 0.49 0.52 0.45 
1 0.47 0.51 0.44 0.60 0.61 0.60 
2 0.48 0.56 0.48 0.53 0.64 0.52 
3 0.45 0.57 0.44 0.52 0.65 0.50 
4 0.43 0.59 0.39 0.49 0.66 0.47 
5 0.44 0.60 0.41 0.51 0.66 0.50 
6 0.39 0.61 0.38 0.52 0.67 0.51 
7 0.40 0.63 0.36 0.51 0.67 0.48 
8 0.44 0.63 0.42 0.49 0.69 0.50 
9 0.41 0.64 0.33 0.46 0.69 0.43 
10 0.40 0.66 0.36 0.48 0.70 0.45 
Year h2 =0.4 1,2=0.6 
Pu,O-calc '1 - PEVIO2a /1 - PEWo2at Pu,0-calc 1i - PEW02a Vi - PEW02at 
0 0.69 0.69 0.69 0.77 0.79 0.78 
1 0.72 0.73 0.73 0.79 0.82 0.81 
2 0.68 0.74 0.68 • 	 0.76 0.82 0.75 
3 0.66 0.75 0.65 0.73 0.83 0.74 
4 0.63 0.75 0.62 0.72 0.83 0.75 
5 0.62 0.76 0.60 0.75 0.83 0.75 
6 0.61 0.76 0.63 0.73 0.83 0.72 
• 	 7 0.62 0.76 0.65 0.74 0.83 0.72 
8 0.61 0.77 0.61 0.71 0.83 0.67 
9 0.61 0.77 0.59 0.74 0.83 0.72 
10 0.61 0.78 0.60 0.73 0.83 0.73 
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2.3.4 Discussion 
The simulation results demonstrate the value of using family information in estimation 
of breeding values particularly for traits of low heritability and the consequent impact on rates 
of response. The superiority has been quantified for a nucleus herd typical for the UK ( a 28% 
gain in response for using BLUP compared to phenotypic selection, increasing to a 33% gain if 
sequential culling was also imposed). The impact of sequential culling was not found to be 
great since sows were kept for only two parities in the usual case. The superiority was less than 
that found by Belonsky and Kennedy (1988) but their simulation was of a very small nucleus 
herd in which sows and boars were kept in service for considerably longer than in most UK 
nucleus herds. 
The simulation results presented here have examined only the advantages of BLUP 
from including family information to increase the accuracy of selection and to account 
accurately for genetic trend and changes in genetic variance due to selection. In practice, 
additional advantages are expected from the simultaneous and accurate estimation of fixed 
effects as demonstrated by Sorenson (1988). 
The effect of selection on rate of inbreeding was found to be great and this is likely to 
be of particular importance in the relatively small UK nucleus herds Only an additive model was 
considered; in practice the effect of inbreeding depression may be of considerable economic 
importance in the nucleus herd even though commercial stocks are crossbred. 
Variances of and covariances between true and estimated breeding values were 
found to reduce as a consequence of selection. The variance of true breeding values 
between families is expected to reduce due to the induction of gametic phase disequilibrium 
and to reduce between and within families due to inbreeding. As a consequence, the 
covariance between estimated breeding values will also be reduced, as will the variance of 
estimated breeding values if the decrease in V(u) is taken account in the estimation of u. 
Prediction error variances obtained from the inverted coefficient matrix were found to agree 
well with those calculated directly from the true and estimated breeding values, a result which 
has not previously been shown for selected populations. However, when using the prediction 
error variances to obtain accuracies account must be taken for the decrease in additive genetic 
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variance due to selection; this is not usual practice 
In a stochastic simulation many factors are operating simultaneously to generate the 
observed result. Such a simulation is likely to be superior to the approach taken in many 
classical animal breeding papers in which response to selection is reported as the response to 
a single generation of selection and rates of inbreeding are those expected under random 
mating. The question arises as to whether asymptotic rates of responses and rates of 
inbreeding under selection can be predicted deterministically? The following chapters 
address this question. 
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CHAPTER 3 
PREDICTION OF ASYMPTOTIC RATES OF RESPONSE FROM INDEX 
SELECTION. 
3.1 	Introduction. 
The reduction of additive genetic variance between families in a population 
subsequent to selection is well recognised. In the first generation of selection, gametic phase 
disequilibrium is induced which causes a reduction in additive genetic variance in the selected 
population (Bulmer,1971). In subsequent generations some of the existing disequilibrium is 
broken down by recombination whilst new disequilibrium is induced by the new selection. In 
terms of between and within family variance, selection reduces the variance between families 
but each generation this is partially recovered by recombination expressed by the within family 
variance. The genetic variance is reduced most after the first generation of selection but 
continues to decline for several generations until an equilibrium is achieved. Similarly, the rate 
of response to selection is greatest initially and reaches an asymptotic rate after several 
generations in an infinite population. 
Prediction of the asymptotic response is straightforward when phenotypic selection is 
practised (Bulmer,1971; Falconer,1981). However, in the animal breeding context, selection 
of an individual is often based on an index combining records collected on the indivdual and its 
relatives. Under index selection the additive genetic variance and response per generation will 
also reach an asymptote but the way in which this is achieved has not been closely examined. 
Under selection using estimated breeding values from BLUP, predictions of response to 
selection have only been possible by simulation. This paper presents a method to predict 
rates of response from selection under an animal model using a selection index which includes 
records from the individual, its full and half-sibs and the estimated breeding values of its sire, 
dam and all dams mated to its sire. 
Predicted rate of response to selection is a criterion used to compare alternative 
breeding schemes differing in population structure, selection intensities and types of relatives 
records included in an index. Such comparisons are usually based on the response expected 
after one round of selection (e.g. Land and Hill,1975; Nicholas and Smith,1983; Avalos and 
Smith,1987). This paper presents algorithms for finding asymptotic rates of response when 
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index selection is used and the implications are discussed of using only the response rates 
computed for the first generation, in the comparison of breeding schemes. 
3.2 Methods. 
Assumptions. 
The trait under selection is assumed to be controlled by genes at many unlinked loci, 
each of small additive effect - the infinitesimal model. Important assumptions, which are 
discussed later, are that the distribution of the selection criterion is normal even after several 
generations of selection, that truncation selection is practised and that selection intensity (i) IS 
not affected by the selection. It is assumed that the population is of infinite size and that 
inbreeding does not accumulate (inbreeding is discussed later). A nested mating structure and 
random mating of selected animals are assumed and generations are discrete. 
Theory. 
Let a% be the total additive genetic variance of a trait in a given population at time t 4 
can be partitioned into between (a ) and within ( a 2Am)  family components. In the base 
population, before selection has taken place at generation t= 0, 	= 	= j. aJ When 
selection is practised, the between family variance is reduced each round of selection by a factor 
kp (Pearson, 1903), where Pt-t  is the accuracy of selection in generation t-1, and k=i(i-x) 
where i is the selection intensity and x is the standardised deviation of the truncation point from 
the mean, 
a= 	(1-kpfL1)4..,. 
The within family variance is not affected by selection and remains at 	= fa., ulmer, 1971). 
Response to selection in generation t, R, , - is calculated as: = iptaAt For mass selection p is 
simply h  where h is the heritability of the trait in the 1th  generation. 
For index selection using half-sib records it is necessary to consider a further partitioning 
of the between family variance into between sire family (ak) and between dam family (ok,) 
variances, such that a, = 	= L,, 
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os =31 - k9 p) 	and a = 3'l 
- kd A -1 ) a1 
where k  and kdallow for different selection selection intensities and Ps  and Pd allow for different 
accuracies of selection of sires and dams. The variances of estimated breeding values for 
individuals in generation t is P2dAt  for sires and p  a% for dams. Truncation selection is 
imposed directly on estimated breeding values and these variances are reduced to 
0 - k)pc At and (1 - kd)paf for the selected sires and dams respectively. 
The variance attributed to the common environment to full-sibs is a 2 C and the individual 
environmental variance is a E. The total phenotypic variance in generation t is 
c7t.=at+ ci ~ 4. 
The selection indices are set up to estimate the breeding value of an individual (Al) for 
a single trait. In the nested mating structure m dams are mated to each sire and each clan has n 
offspring. Three indices are considered using different amounts of information on relatives: 
Index IFS using records from the individual and the mean of n (including its own) 
full-sib records (Xi, Xf.) 
index !HS using the records in IFS plus the mean of mn (including the n full-sibs) 
half-sib records (Xi, 2f, Xh) 
Index !SD using the records in IHS plus the estimated breeding values of the sire and 
dam and the mean of the estimated breeding value of all dams mated to the sire (Xi, Xfs, XhS, 
A 
	As) 
 A A 
Ad, Ad, . A,j,  Ad  and A'S are assumed to be estimated from ancestral and collateral records 
of the dams and sire but not from their progeny (i.e. the sibs of the individual). 
In generation t selection indices are set up such that It = Wt xt,  where  bt is a vector of 
weighting factors of linear functions of records contained in vector x. The usual selection 
index equations are used as Pt bt = Gt, where Pt  is the variance-covariance matrix of xt and Gt 
is the vector of covanances of xt with A, where (with the order of variables as in 3) above) Pt = 
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4 a~ 4+4 ~(a#4)/n a ~ (a5,,+4)/m -,-(aw,i-4)/mn  V(Ad/2 V()/2m V(1)/2 
OrA 	~ 	 (a.wt+.4)/n aL + ( aci+f7&/m +(4,,+u)/mn V()/2 V(Ad/2m V()/2 
+ (4&-4,)/m +&j,4)/mn V(A)12mV(A,)12m V(i)/2 I 
symmetric 
and G' = 
[4 +øfl a ~afm4a/n 
	
V(A d V(A dIm 	0 
V(J/m 	0 
V(s) 
V(A,)12 	V(A.,)12m V (A )i2] 
The Pt  and Gt matrices must be constructed each generation with VC) = P.i 0 - k) 
and VCd P.1 (1 - kda%..4. They are then used to update bt and to calculate the variance of 
the index (ai2t),  the accuracy of selection (p , ) and the response to selection (Re). 
To facilitate computation, the index could be set up using independent linear 
functions of the records so that Pt is diagonal. For example, Pt for index ISD would have 
diagonal elements: 
- 	 A. ô 	- 	 A 	4 	A 	A 
[V(Xj-Xf&,, V(Xf-X Ad2 +Ad'2), V(XhS -Ag'2-Aj/2), V(A9 12+A,j'2)1 and 
Gt'= (V(Ai-Af& V(,s-AhS-,j2,4j'2) V( , hs - '2- tf2) V('2+Aft)]. 
Selection index weights in practice are not updated  and optimised each generation to 
account for the change in the genetic parameters. This can easily be incorporated into the 
algorithm affecting a21t  and pt-is  but has little effect on the final asymptotic response 
illustrating the robustness of selection index to incorrect parameters (Sales and Hill,1976). 
Index ISO will approximate response from selection using a Best Linear Unbiased Prediction 
(BLUP) animal model (Henderson and Quaas,1976). In an animal model information from 
ancestral and collateral relatives can be included by using the full inverse numerator 
relationship matrix; however ISO ignores records on cousins and more distant collateral and 
non-collateral relatives, but these contribute little to accuracy, particularly in populations under 
selection. Breeding value predictions from BLUP are independent of changes in variance due 
(wtct 44i  i&4*t eit&t wtot1el) 
to selection (Henderson, 1 975)k and are therefore independent of selection intensity and k. 
Predictions from index ISO are also independent of k because all previous selection is totally 
accounted for by inclusion of the predicted parental breeding values. A check on this is the 
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following. In generations 0 and 1 the selection index weights are easily shown to be 
independent of k. For generations 2 and after, consider the index using independent linear 
A 	 4 
functions of the records, one of which is (XhS - A/2 - Ad12). The corresponding index 
weight can be shown to be independent of k if the variance V (A - Al2 - .d12) is 
independent of k, 
V(AhS - Al2 - I4d'2) =aASf + .1- (a, + ak/n) - V(A)14 - V(Ad14m. 
Using the definitions of o 	aj, 	V() and V() from the text, with p st = p2 ffor simplicity, 
then this expression reduces to, 
- 	 ~ 	 ( -pti)/4 + 
Botha 2A  and 41 are dependent on k, for t ~! 2, but a 2A  (1 -  pt-.1 ) is independent. For 
example, when 1=2, 
= o 0 (4-kp2Q -kp20 )/4 
2 	 ~ and 	Pi 
4-1G 10)2 
where 0 = 
,
wh ich is independent of k. By analogous arguments, the other selection 
I- , PlI,I/ 
index weights can be shown to be independent of k when m and n are constant. 
Thus, index weights are independent of selection intensity in any generation; but in the 
examples given later, and in practice, selection intensity and family size are confounded, so 
there appears to be a dependency on selection intensity. 
3.3 	Example. 
The predictions of response obtained from the indices presented above were 
compared with results obtained from simulation. 
The simulated population consisted of 10 males each mated randomly to 10 females 
(m=10), each female having 6 offspring (3 male,3 female) (n=6, 1=1.66, ks= 0.866, k0.714, 
k=0.790). Generations were discrete. The record of an individual was simulated as the sum of 
its breeding value, an environmental effect common to all full-sibs and an individual 
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environmental effect. The breeding value was sampled from a normal distribution with mean 
0.5(A ~ Ad), the mean parental breeding value, and variance O.5ao  (1 - F) where F is the 
mean inbreeding coefficient of the parents. The common and individual environmental effects 
were sampled from normal distributions with means 0 and variances cand 4 respectively. 
The total phenotypic variance in the base population was a  FO AO + 4 +a = 100 with 
4= 10 units and a range of initial heritabilities (a,ia$j) was considered: 0.1, 0.2, 0.4,. 0.6, 0.8. 
Each simulation was replicated 100 times. 
Four methods of selection were used, phenotypic selection, an index of individual 
and full-sibs records, an index of individual, full- and half-sib records and BLUP using a 
reduced animal model (Quaas and Pollak,1981). The last three - methods correspond to the 
predictions using indices IFS, !HS, !SD. Since no fixed effects were included, the BLUP here is 
strictly the most accurate selection index utilising all the available information to continuously 
optimise the selection index weights. 
Results are presented for, response after at least 6 generations of selection, by which 
time the reduction in between family
, 
 variance as a consequence of selection is close to the 
asymptote; However, the simulation is of a finite population in which inbreeding accumulates, 
Pt being the mean inbreeding coefficient of individuals born in generation t. Inbreeding will 
also reduce the additive genetic variance, such that the within family variance in generation t is, 
aAW = (1- F) , whereas in the infinite population case a = heritability 
of a trait in the base population can be written as 2a5,/  [a 	+ 4 + 4i. In a finite 
population the response to selection depends on the amount of inbreeding that has 
accumulated, so to verify the 	results of the prediction by simulation, the effect of inbreeding 
must be eliminated. Therefore, the predictions are not based on the initial heritability but one 
adjusted for inbreeding, h 2 = 2or2 y 0 - F_i)/[2a,(1 -.) + 4 + 4i.  All indices 
were adjusted to the same heritabilities so that responses are presented after a variable number 
of generations (I). Linear interpolation of response rate was used When twas not integral. 
For the predicted responses selection intensities appropriate for infinite population 
size were used, as the population was sufficiently large that corrections for finite size and 
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correlations between family members (Hill, 1976,1977) had little impact. The same selection 
criteria were used to select males and females, so Ps = Pd = p. 
Simulated and predicted responses to , selection are presented in Table 3.1. The 
simulated responses are substantially less than those expected from the first generation 
prediction, but they are predicted fairly well by the algorithms which account for the reduction 
in genetic variance due to selection. The index ISO predicts well the response from BLUP 
Table 3.1 	Simulated and predicted asymptotic rates of response per generation to 




.350 .550 .765 
Phenotypic selection 
Generationi: 20.3 15.3 11.3 10.3 10.5 
Simulated.response(units) 1.12 2.31 4.61 6.77 8.96 
Predicted response .1.16 2.34 4.66 6.79 8.89 
Predicted initial response 1.23 2.59 5.58 8.60 11.72 
Individual and full-sib index, IFS 
Generationl 13.0 10.5 8.7 9.0 10.5 
Simulated response(units) 1.28 2.51 4.68 6.76 8.91 
• 	 Predicted response 1.34 2.55 4.76 6.80 8.92 
Predicted initial response 1.48 2.99 5.97 8.79 11.72 
Individual, full- and half-sib index, IHS 
Generationl 8.0 7.3 6.7 8.0 9.7 
Simulated response(units) 1.49 2.79 4.82 6.79 8.98 
Predicted response 1.62 2.84 4.97 6.90 8.97 
Predicted initial response 1.90 3.48 6.34 9.00 11.82 
BL UP, ISO 
Generationt 6.5 6.3 6.5 8.0 9.7 
Simulated response(units) 1.63 2.98 4.86 6.87 8.98 
Predicted response 1.67 2.89 5.02 6.96 9.02 
Predicted initial response 2.01 3.65 6.59 9.27 12.06 
Standard errors of the simulated responses ranged from .02 to .12 and increased with 
heritability. 
The generation number (t) for which the mean inbreeding coefficient Ft gave the adjusted 
heritability. 
animal model selection, even at low hentabilities. After selection the between family variance is 
no longer distributed normally, but the within family and environmental components maintain 
normality throughout. The overall departures from normality are small so that the prediction 
algorithms, which assume normality, approximate well the simulation results. The different 
number of generations of selection needed to achieve the adjusted heritabilities reflects the 
differences in rates of inbreeding induced by the selection methods. 
3.4 Comparison of breeding schemes. 
In the literature there are numerous examples of compansions among breeding 
schemes using rates of response from the first round of selection. For example, Land and 
Hill(1975) investigated the response expected from introducing a superovulation scheme into 
a beef cattle performance testing programme. This is an interesting example to discuss as it 
considers a range of mating ratios (m) and offspring per donor (n) and therefore also a range of 
k5, kd,  k and r all the alternatives of Land and Hill(1975) were considered but only a sample will 
be presented here. The trait under selection was liveweight at 13 months with a heritability 
assumed to be 0.5 and phenotypic standard deviation of 40kg. Land and Hill(1975) presented 
annual selection intensities (ilL, L=2) as this is proportional to response after one' round of 
selection. However, asymptotic responses to selection are no longer proportional. to ilL so 
absolute responses in kg are given. Table 3.2 presents responses expected from one round 
of selection and the proportion of that response predicted by the asymptotic rate. For this trait 
asymptotic rates of response are as much as 26% less than the one generation response 
rates. The reductions are greatest when selection intensity is severe and are relatively greater 
for indices including more family records, that is with a higher accuracy of selection. Table 3.3 
shows the ratio of C2ABt1o2ABO and demonstrates how the asymptotic additive genetic 
variance depends on selection intensity and accuracy of selection. Land and Hill (1975) 
considered a mating ratio of 8 with 6 offspring per donor to be a plausible superovulation 
scheme to be used in practice. For this scheme, they predicted a rate of response of 
16kg/year, however, the asymptotic response is only 80% of this at 12.8kg/year, a substantial 
difference. In addition, they stated that selecting using a full-sib index would be 9% more - 
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efficient than phenotypic selection; this increased efficiency reduces to only 4% when 
comparing asymptotic responses. From first generation responses IHS is expected to be 10% 
and ISD 12% more efficient than phenotypic selection for this example and these reduce to 
4% and 5% respsectively when considering asymptotic responses. Therefore the advantage 
of family information in a selection index is generally over emphasised. 
Table 3.2 Response per generation to one round of selection (R1 in kg) for a trait 
with /72  =0.5 and phenotypic standard deviation 40kg and the proportion of this 
response expected from the prediction of the asymptotic response rate (R /R i). 
No. offspring/donor Mating ratio(m) 
(n) 1 2 	 4 8 16 
Phenotypic selection 
2 R1 0.00 3.99 	6.35 8.23 9.84 
1.000 0.901 0.885 0.878 0.874 
6 A1 10.91 12.95 	14.65 16.14 17.48 
RJR1. 0.812 0.805 0.801 0.799 0.797 
10 R1 14.00 15.77 	17.31 18.68 19.94 
Roc/R1 0.801 0.797 0.794 0.792 0.791 
Full-sib index, IFS 
2 Ri 0.00 4.12 6.56 8.50 10.16 
R/R1 1.000 0.890 0.874 0.866 0.862 
6 A1 11.87 14.10 15.95 17.57 19.03 
R0.1R1 0.775 0.767 0.763 0.760 0.758 
10 A1 15.53 17.50 19.20. 20.73 22.12 
R41?1 0.756 0.751 0.748 0.746 0.745 
Full and half-sib index, IHS 
2 R1 0.00 4.15 6.67 8.73 10.51 	- 
1.000 0.887 0.866 0.854 0.847 
6 R1 11.87 14.15 16.07 17.76 19.28 
A0dRi 0.775 0.766 0.761 0.758 0.756 
10 A1 15.53 17.53 19.28 20.85 22.27 
0.756 0.751 0.748 0.746 0.745 
Full- and half-sib and parent index. ISD 
2 R1 0.00 4.32 6.92 9.02 10.84 
R/R1 1.000 0.880 0.860 0.850 0.845 
6 	R1 12.06 14.36 16.30 18.01 19.56 
R0dRi 0.767 0.759 0.754 0.751 0.749 
10 RI 15.65 17.67 19.44 21.02 22.46 




Table 3.3 Ratio of asymptotic and base generation between family variance (a 2ABJ a2 & 
fora trait with initial heritability of 0.5 
No. offspring/donor 
(n) 1- 2 
Mating ratio(m) 
4 8 16 
2 	Phenotypic 1.000 0.742 0.703 0.685 0.675 
IFS 1.000 0.731 0.691 0.673 0.663 
IHS 1.000 0.729 0.687 0.665 0.651 
ISO 1.000 0.711 0.668 0.646 0.631 
6 	Phenotypic 0.525 0.508 0.499 0.493 0.489 
IFS 0.488 0.471 0.462 0.457 0.453 
IHS 0.488 0.469 0.456 0.448 0.441 
ISO 0.482 0.464 0.452 0.443 0.436 
10 	Phenotypic 0.499 0.488 0.482 0.478 0.475 
IFS 0.451 0.441 0.435 0.430 0.427 
IHS 0.451 0.438 0.430 0.424 0.419 
ISO 0.448 0.436 0.427 0.421 0.417 
Accurate prediction of response in absolute units is necessary for comparison with 
realised response once a breeding programme is underway. However, prior to adopting a 
breeding programme possible alternatives are compared and it is the ranking of these 
alternatives that is the most important criterion. The correlation over all alternatives between 
asymptotic response and one generation response was 0.996 with a rank correlation of all the 
alternatives of 0.995. Therefore, the same optimum breeding programme is likely to be chosen 
whether asymptotic or one generation predictions are used. 
Extension of this example to consider a range of hentabilities for the trait under 
selection demonstrates a similar pattern in reduction in predicted response when the 
asymptotic rather than the classical response is predicted. Table 3.4 lists the reductions in 
response for the two extreme examples of phenotypic selection, m=2, n=2 and 177=8, n=1 0 for 
phenotypic and ISO selection. This reduction in response increases with heritability and is 
relatively greater at high selection intensities. The correlations between asympotic and one 
generation response over all alternatives were greater than 0.99 for all heritabilities. 
In the discussion above, it was concluded that too much weight is placed on family 
information in-selection indices which do not take acocunt of changes in variance due to 
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Table 3.4. Ratio of predicted asymptotic response to one generation response (R 11R) over 
a range of heritabilities for two extreme examples of population structure. 
Heritability 	 m=2, n=2 	 m=8, n=10 
	
Phenotypic ISD Phenotypic 	!SD 
0.1 0.978 0.964 0.931 0.784 
0.2 0.948 0.923 0.881 0.760 
0.4 0.913 0.888 0.814 0.743 
0.6 0.890 0.875 0.773 0.739 
0.8 0.876 0.871 0.747 0.738 
Table 3.5. Response per generation to one round of selection (A1) for a trait 
measurable only on females with h2 =0.2 and phenotypic standard deviation 
10 and the proportion of this response expected from the prediction of the 
asymptotic response rate (RJRi). 
Mating ratio(m) 
8 16 
No. female offspring/dam 
10 20 40 80 10 20 40 80 
Full-sib index 
RI 	4.46 5.30 6.04 6.66 4.86 5.75 6.51 7.14 
R01R1 0.634 0.596 0.575 0.565 0.630 0.592 0.571 0.561 
Full and half-sib index 
R1 	4.71 5.44 6.10 6.67 5.20 5.92 6.58 7.17 
R0JRi 0.625 0.598 0.578 0.567 0.620 0.594 0.574 0.563 
Full- and half-sib and parent index 
R1 	4.80 5.49 6.12 6.68 5.30 5.98 6.61 7.18 
RJRi 0.609 0.590 0.575 0.566 0.604 0.586 0.571 0.562 
selection; the between family variance is reduced considerably whilst the within family variance 
is maintained, thus the individual's own record becomes relatively more important. There are 
numerous examples in which selection is for a trait not measurable on candidates available for 
selection such as post-slaughter or sex-limited traits for which individuals are selected on the 
basis of the performance of their sibs. First generation responses and the proportion of this 
achieved by the asymptotic response rate are presented in Table 3.5 for a trait with heritability 
of 0.2 and phenotypic standard deviation 10, measurable only in females with no common 
environment effect of full-sibs. Males are selected on an index of some or all of records from its 
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full- and half-sibs and predicted breeding values of its parents, while female indices also 
include their individual records. Mating ratios of one sire to 8 or 16 dams and 20, 40, 60 or 80 
female offspring/ dam are considered. One male is available from each full-sib family for 
selection. This example could represent selection for egg-production based on part-records 
in poultry. The asymptotic responses are only 60% of the first generation responses, a 
considerable reduction. 
3.5 Multiple traits. 
The prediction algorithms can be extended to the situation of selection on multiple trait. 
The aggregate breeding goal in generation t is Ht = a' ut where a and u are vectors of length 
n, a is the vector of relative economic values and u is the vector of breeding values for an 
individual for n traits. Ht is predicted by the index It = b't x. For index ISO, xt is a vector of 
length 3n+3 which contains records (in order) X,, kfs and Zs  for each trait and Ad, 'd and 
which are predicted aggregate breeding values for the dam, the mean of all the dams mated to 
the sire and the sire. 
Consider two traits, land kwhich ingeneration t have phenotypic variances o(j)t, a( k) t and 
a phenotypic covariance between them of Covj,k). These variances and covariances can be 
partitioned into additive genetic, environmental common to full-sibs and individual environmental 
components, e.g. 
c.ovF(l,k) = COVA (J,k), + Covc (j,k) + CovE(j,k), 
and the additive genetic variances and covanances can be partitioned into between sire family, 
between dam family and within full-sib family components, e.g. 
COVA (j,k)t = CovAdj ,k)t + COV(J,k)t + COVAI/J ,k)t 
When t=0 COVAS(J , k.)O = COVAdI,k)O = + CovA,/j,k)o  4 COVA (j,k) 
The selection index equations are 
	
Ptbt=Gta and 
V 	Lk = 	 lit 	GJ 
Ixti 	 Ct PtJ 
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02A6h CovA(i,k)t 02A(Dt 	Gi(j)t 	G26)t CovA(Lk)f Gi(j,k)t G2(j,k)tCd(j )t..1/2 Cd(j)f..1/2m Cs(j)ti/2 
A(k)t 	CovA(j,k)f Gi(j,k)t G26fk)f G 'A(k)t Gi(k)t G2(k)t Cd(k)t.. 1/2 Cd(k)t.. i/2m Cs(k)t-112 
02p6)t 	Pi(j)t 	P20 ap(jk) Pi(j,k)t P26,k)f Cd(j)t..1/2 Cd(j)t..112m Cs(j)t- i/2 
Pi(j)t 	P26f)t Pi(j,k)t Pi(i,k)t P26,k)t Cd(j)t..1/2 Cd6f)t.112m Cs(j)t- i/2 
P26)t P2(j.k)t P26,k)t P26k)t Cd(/)t. 112mCd(ih. 112m Cs(i) 112 
symmetric 	 a'p(k)t Pi(k)t P2(k)t Cd(k)t1/2 Cd(k)t1/2m Cs(k)t..112 
Pi(k)t P2(k)t Cd(k)t112 Cd(k)f112m Cs(k)t112 
P2(k)t Cd(k)t.. i/2m Cd(k)f.. i/2m Cs(k)t.. 1/2 




G1(j,k) = COVAdJ,k)f + C0VAdj,k)r + CovAL,,Ij,k)t / n 
= 	+ Cov( j,k) + CovE(j,k)/n, 
Ga(j,k)t=CovAs(j,k)t + Co vAd  j,k)/m+  C0vAL,,(j,k)f/mn, 
PYA)t = G20,k)rl Covj,k)/m + CovE(j,k)/mn, 
and G1(i)t, Pi(j)r, G2(j) and P2(j)t are as above, replacing the covanance terms with vanances. - 
C5fj)= Cov(A1 ,I),...i(1—k5 ) 
V() =a1(1—k) 
Cov(A1,I)= 	G(j,i)b(i) 
1 r 	Cov(AJ)...1 Cov(Ak,t)f_1 1 Cov,,4'j,k)r = I COV(/,k)..i - 	 ksl 
L 	 J 
Cd (j)ti, V(X) and CO VAD (jk)t are obtained similarly, replacing k5 with k& The variance of the 
index, accuracy of the index and the overall rponse to selection are found in the usual way. 
Accuracy of selection with respect to trait j: p(j)t = 
Cov(A1 ,f)r 
aA(i)t al t 
Response to selection with respect to trait j R(j)t = I Cov(A, I), I(a t  L) 
For a more complete index approximating a multi-trait animal model, predicted 
breeding values of the sire, dam and mean of all dams mated to the sire for each trait may be 
included in the index. 
Example. 
Consider the selection in pigs for average daily gain (ADG) measured in g/day, and 
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backfat thickness (81) measured in mm. Using the parameters of Toro eta/(1988b) let the 
hentabiljtjes be 0.3 and 0.4, the phenotypic variances be 2025 and 4 and the economic values 
be £0.01 and -0.04 for ADG and BT respectively. Asymptotic responses to selection were 
predicted by the method presented above for index ISD for a population with 10 females 
mated to each male and with each female having 3 offspring of each sex. The overall response 
was reduced from £0.287 /year in the first generation to an asymptote of £0218/year. On an 
individual trait basis, response/year was reduced from 27.9g/day to 21 .2g/day for ADG and 
from -0.21 mm to -0.14 mm for BT. The predicted changes in genetic and phenotypic 
parameters are presented in Table 3.6. As in a single trait case the genetic and therefore the 
phenotypic variances for each trait are reduced as a consequence of selection attributed to a 
negative gametic phase disequilibrium component or negative covariance between loci for 
each trait. In this example, the genetic and phenotypic variances between ADG and BT 
increase, which is attributed to selection in opposite directions (from the signs of the 
economic values) for the traits, resulting in a positive gametic phase disequilibrium component 
or positive covariance between loci of the two traits (Robertson, 1977). The genetic correlation 
increases, in this example, as a consequence of selection to an asymptote of 0.258. 
Table 3.6 	Changes in predicted genetic and phenotypic parameters for selection on ADG 
and BT. 
02 02R 
Generation ADG BT CovA(ADG,B1) rA ADG BT CovP(ADG,BT) rp 
0 608 1.60 6.24 0.200 2025 4.00 36.0 0.400 
1 495 1.59 7.07 0.252 1912 3.99 36.8 0.421 
2 480 1.59 7.11 0.257 1897 3.99 36.8 0.423 
3 478 1.59 7.11 0.258 1895 3.99 36.9 0.424 
10 477 1.59 7.11 0.258 1984 3.99 36.9 0.424 
3.6 	DiscussIon. 
Comparison of predicted response with responses from simulation suggest that the 
algorithms presented for predicting asymptotic response are fairly reliable. Accurate prediction 
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of response to selection in absolute units may be important for economic considerations prior 
to adopting a breeding programme and are necessary for comparison with long-term realised 
responses. Prediction of response to selection expected when selecting on breeding values 
estimated by using a BLUP animal model is in itself a useful result, as until now simulation of 
this situation has been the only way to predict response. The prediction of response from the 
selection indices assumes that the records are precorrected without error for fixed effects, in 
practice this assumption is likely to be violated. Response from the use of BLUP will be higher 
(because of simultaneous estimation of fixed effects and prediction 4 random ects) than 
from !SD but both will be less than predicted here. Also, in practice, the, weightings for !SD 
would not be updated each generation and so the index would not, be continuously optimised 
to account for the effects of selection. The prediction algorithms have been extended to the 
situation of multiple trait selection. The method can easily be adapted to differing availability of 
records of different traits on relatives and provide a prediction of response to selection 
expected from using a multi-trait animal model. 
Asymptotic responses were found to be considerably less than one generation 
responses over a range of examples. The reduction in between family variance causes more 
weight to be given to individual performance in the asymptotic indices, so the asymptotic rates 
of response to selection for traits not measurable in candidates for selection are reduced to a 
greater extent over the one generation response. Selection for traits with a high common 
environment component are affected 'least by reduction in between family variance since 
individual performance is always given a relatively high weighting. 
Comparison of asymptotic and one generation responses over a wide range of 
possible population structures shows that alternatives identified as relatively superior from one 
generation responses maintain their superiority although to a lesser degree in the asymptotic 
response; therefore the relative merits of different methods of selection (e.g.Falconer, 1981, 
Fig 13.1) is altered by any previous selection. However, the ranking of alternatives is not 
greatly changed. Therefore, the classical comparison of breeding schemes using one 
generation responses is likely to be sufficient to ensure that the optimal scheme is chosen. 
That is, one generation responses are sufficient for obtaining the qualitative comparison of 
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schemes and an approximate ranking; if absolute comparisons are required then asymptotic 
responses must be used. This result is likely to hold for non-hierarchical mating structures. 
In the prediction of asymptotic response, it was assumed that the population was of 
infinite size and that no inbreeding accumulated. Clearly, animal populations are finite and 
inbreeding will accumulate which will reduce both between and within family additive genetic 
variation. The reduction in genetic variance due to gametic phase disequilibrium is substantial 
however, occunng quickly over the initial generations, whilst the impact of inbreeding is 
gradual and long term. It therefore seems appropriate to disentangle the two causes of 
reduction in genetic variance and to consider them separately. The way in which inbreeding 
accumulates when selection takes place, however, merits further investigation. With no 
selection, inbreeding accumulates in a finite population due to sampling of gametes. But when 
selection is operating, related individuals are more likely to be chosen to become parents and 
so inbreeding accumulates more rapidly, (Robertson, 1961). In addition, the more records on 
relatives included in an index, the greater the accuracy of the index and the higher the rate of 
inbreeding. 
A further assumption in the prediction algorithms was that generations were discrete. 
With overlapping generations there are several sub-populations determined by age each 
having undergone different amounts of selection and each with different reductions in genetic 
variance. However, after several generations of selection the variance of all sub-populations 
should have reached the same asymptote and the response to selection is the change in the 
mean genetic value of the sub-populations from one generation to the next. To determine the 
exact rate of response to this situation, simulation is required but the algorithms are likely to 
give a reasonable prediction. In addition, the predictions assume a balanced - mating 
design; responses from non-balanced designs could be approximated from this algorithm 
using average mating ratios and offspring/dam. 
The asymptotic response to selection presented here is strictly applicable only to 
populations in which the trait of interest has not already been subject to selection and for which 
within family variance is not known. If selection has already been practised then between family 
variance is likely to have already reached an symptote which may only change slightly under a 
new selection scheme.-The asymptotic ratios of between to within family variance (Table 3.3) 
demonstrates how estimation of c A  from, for example, between sire family variance as 
o= 4a 	may severly underestimate the total genetic variance present in populations 
subject to selection but in which the selection can not be traced back to a base generation. The 




PREDICTION OF RATES OF INBREEDING IN  SELECTED POPULATIONS. 
I. LITERATURE REVIEW. 
This is the first in a series of four chapters concerned with the prediction of inbreeding 
in selected populations. In this chapter a short review of methods published in the literature is 
presented. All but one of these methods consider only the selective advantage from parent to 
offspring (they will be called 'one generation methods') and as a consequence are found to 
underpredict rates of inbreeding observed in simulated populations. In chapters 5 and 6 
predicted rates of inbreeding are compared with those observed from simulation for 
populations undergoing mass selection. In chapter 5, two of the literature methods are 
extended to consider the selective advantage from grandparent to grandoflspring as well as 
from parent to offspring, 'two generation methods'. The resulting predictions are found to be 
an improvement on the one generation methods but still do not adequately predict the 
simulation results. In chapter 6, a completely new method is presented which considers the 
selective advantage from ancestors to descendants over all generations, and in chapter 7 this 
method is extended to populations undergoing index selection. 
Throughout this chapter subscripts m and f are used to represent male and female with 
M males and F females in the population each generation. Any combination of males and 
females is represented by the subscripts w, x, y and z with W, X, Y and Z representing the 
numbers of individuals of that sex each generation. 
4.1 	Introduction. 
The simulation results presented in Chapter 2 demonstrated that substantial increases 
in inbreeding occur in selected compared to non-selected populations. Some general trends 
were observed. Firstly, rates of inbreeding increase with heritability under mass selection, and 
decrease with heritability under selection based on estimated breeding values (EBVs) 
calculated using BLUP. Secondly, rates of inbreeding increase as more information on 
relatives is used. Similar trends are observed in the correlation of EBVs of full- and half-sibs. In 
Chapter 3 the reduction in genetic variance as a direct consequence of selection was 
investigated; this reduction affects only between family variance and is important in initial 
• generations of selection. Inbreeding, however, is responsible for a relatively slow but 
continuous decrease in additive genetic variance, both between and within families. When 
inbreeding is calculated, all individuals in a full-sib family are assumed to have the same 
proportion of inbred loci. However, one reason why a particular individual in the family is 
selected and its sibs are not, may be a consequence of the individual being more homozygous 
at loci controlling the selected trait. Therefore, the calculated level of inbreeding strictly refers 
to the proportion of loci neutral with respect to the selected trait and may underestimate the 
reduction in segregation variance at the selected loci. However, under an infinitesimal model 
the difference in inbreeding at selected and unselected loci is likely to be small (Verrier et a!, 
1989). Level of inbreeding is important in livestock populations for reasons other than 
reduction in genetic variance, namely inbreeding depression, the phenomenon of reduced 
performance of homozygous individuals compared to heterozygous individuals. Inbreeding 
depression is likely to affect fitness and reproduction traits (Hill, 1979) which may have an 
indirect effect on the selected trait, and will reduce selection intensity by reducing the 
numbers available for selection. Therefore, rate of inbreeding at loci neutral with respect to the 
selected trait but controlling fitness is an important parameter required in assessing breeding 
programmes for livestock. 
In a random mating population and in the absence of differences in viability and 
fecundity, all families have equal probabilities of contributing offspring to be parents of the 
next generation. In a population undergoing selection, families superior for the selected trait 
will contribute more offspring to the next generation than inferior families and as a 
consequence, the rate of inbreeding is higher in selected populations than in randomly 
mating populations. The parents of superior families are said to confer a 'selective advantage'. 
The mean level of inbreeding in a given generation t (ft) and rates of inbreeding (4F, defined 
as (rt-i)1(1- t-i) ) can easily be calculated from pedigree information after selection has 
occurred, but prediction of inbreeding rate in the planning stage of a breeding programme has 
proved to be difficult. Frequently, advantages of new breeding schemes are discussed solely 
in terms of responses to selection with little regard to the effect of selection on inbreeding, in 





where AFW is expressed here per generation and where M (F) are the number of males. 
(females) entering the population each generation. AFW is only appropriate for randomly 
mating populations with Poiss-v : distributed family sizes. 
Effective population size (Ne) has an inverse relationship with rate of inbreeding, 
,1F-112N9. Effective population size is a subject which has received much attention in the 
study of natural populations (see Crow & Denniston,1988 for a review) but selection is 
assumed to be absent. A distinction is usually drawn between inbreeding effective number 
(Nei) based on the probabilities of common coancestry and variance effective number (Nev) 
based on the variance of the change in gene frequency due to random drift sampling. The 
former is related to the number of individuals in the parent generation and the latter to the 
number in the offspring generation. In managed populations, such as closed populations of 
farm livestock, the number of individuals is usually constant from one generation to the next. 
This is a situation where, with random mating, Nei and Nev  are equal (Kimura and Crow,1963). 
This equality was found to hold in selected populations (section 5.2.5) and therefore no 
distinction need be made here, under the proviso that selected individuals are mated at 
random. Where selection has been considered in natural populations, the selection criterion is 
usually assumed to be non-genetically determined, that is, the selective advantage of an 
individual is not inherited, so that natural selection is included via differential variance in family 
size from parents to offspring (Latter, 1959; Hill,1972). Nei and Murata (1966) considered 
effective population size when fertility is inherited, but their derivation is similar to that of 
Robertson (1961) who was the first to consider prediction of inbreeding in artificially selected 
populations. 
Robertson (1961), Burrows (1984a and b), Woolliams (1989) and Verner(1989) have 
all considered the prediction of inbreeding in selected populations. These papers and those 
of Latter (1959); Hill (1972) and Nei and Murata(1966) will now be considered in more detail; 
iv 





In random mating populations, both the distribution of the numbers of offspring born 
065ur1e6t hO be-
into families and the distribution of offspring surviving to sexual maturity areAmultinomial.  If, 
however, there are equal numbers of offspring born into each family, but survival to sexual 
maturity is random, then the family size at the later age is distributed hypergeometncally.' For - 
simplicity of calculations these distributions are often approximated by the Poisson or Binomial 
distributions. Another approximation used in many calculations that follow (including tF 
above) is that terms in 11M2 and 1/F2 relative to 11M and 11F are ignored. Clearly, if M and F 
are sufficiently large, then these higher order terms are insignificant; this is likely to be true for 
the livestock populations of interest here. in the following chapters, it is also assumed that 4F 
is constant from generation to generation; again this will be approximately true if M and Fare 
not very small. 
4.2 	Variances of one generation family size, Latter(1959) and Hlll(1979) 
By considering the variances in gene frequency (a drift argument), Latter (1959) (for 
discrete generations). and Hill (1972 and 1979) (for overlapping generations) derived an 
expression for effective population size for populations of constant number under random 
selection but with non-genetic differences in fecundity and viability of offspring. The 
expression is in terms of variances and covanances of family size, 
1 - 
1• [2+d 	+ 2 IM" 
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(Hill,1979), where L is the average generation interval (the expression is for annual effective 
population size). C2xy(1)  is the variance in family size of offspring of sex y fm parents of sex 
x surviving to be parents of the next generation and axm,xf('l)  is the covariance, of the number 
of male and female offspring from parents of sex x surviving to be parents of the next 
generation. The (1) emphasises that these are one generation variances and covariances. 
Equation [4.1] can be shown to reduce to Wright's (1931) effective size i/Ne = 114ML + 114FL 
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with a Poisson distribution of family size and to 1/Ne = 3116ML + 1116FL (Gowe, Robertson 
and Latter, 1959) with a hierarchical mating scheme M < F with equal numbers, as far as 
possible, chosen from each family. 
Although the derivation is not for the case of selection on a heritable trait, equation 
[4.1] has an immediate appeal in the selection case because parents superior for the selected 
trait will contribute more offspring than expected and those inferior for the selected trait will 
contribute less, which will be reflected in elevated variances of family size. In the selection 
case, the drift variance derivation must be interpreted as the variance in change of gene 
frequency at a locus neutral with respect to the selected trait. Implementation of (4.1] in the 
selected case is considered later (section 5.1) and for this reason let us consider the 
derivation in more detail. For simplicity assume discrete generations and L =1. 
Latter (1959) initially considered the simplest case of a monoecious population of N 
individuals. The frequency of a gene in individual us q1 = 0,1/2 or 1. The mean gene 
frequency in the base population is q0 = 	. . In the first generation q 1 	eiqi where e1 is 
the proportion of the first generation individuals contributed by individual i, e1 =n1/En1 where 
n1 is the number of individuals contributed by i. The change in gene frequency 
(&71 = q, - q0) is expected to be zero E( 6q1) = 0, but there will be variation about this due to 
sampling, V(6q1). There are two types of sampling to be considered, firstly the sampling of 
genes between parents (VP) and secondly the sampling of genes within heterozygotic 
parents (t'HP), so that V( 5q1) = VP +VHP. 
	
ini qj 	 N ____ 	I 
ni 
8q1 = q1 —c 	= ____ - 	- .jq, 	 [4.2] 
i1 	 1 ,-i 
N1:[ ni 1 0 
i=1 Tni 	N I -q
2 
VP = 
is the binomial variance of two gene frequencies, o = q(1 —qy2. Let jz and a be the 
mean and variance of family size contributed to the next generation over all individuals so that, 
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[4.3] 
The proportion of heterozygotic parents is expected to be 2q(1-q) and the sampling variance 
of genes within each parent has a Binomial (1,1/2) distribution and therefore a variance of 1/4. 
The variance due to sampling of heterozygotiô parents, averaged over all parents, is 
therefore, 
g(1-g) 
2  n 
q(1-q)F 1 and V(8q1)= 
2 
[4.4] 
By definition 	= q (1 	and so it follows that 1 	= F 1 	 L 
2 N Ne NYn Nj4] 
Under no selection each parent contributes two offspring and with a Poisson distribution of 
family size a,= dn =2 and Ne =N. 
The extension to two sexes (Latter,1959 and Hill,1979) involves considering the 
change in gene frequency as the mean of the changes in gene frequency from male (Sqml) 
and female parents (ôqf) separately, which in turn is the mean of the change in gene 
frequency from parents of each sex to offspring of each sex (Bqxy, i). 
E[82q1] = E[j(mi + &7ii) ] = E[(mmi+oqmti +&lh,,1 +oqffl)] 
= -{E [#q, 11 + E [52qm1] + 2E[&7mm11 [Sq, 1]} 
+ i{E#qff1] 	+ E #q, 1] + 2Eq[&Im l]} 	 [4.61 
ignoring terms such as E [Sqrnx, 1][&qfy, 1] which are zero, each term can then be treated in an 
analogous way to [4.4], 
r 1 	c(1) 1 q(1-q) 	g (1 _q)[  X + (X)2 ] E [#q 
1 = [ '44'/i) + x4(1)] 2 = 	2X 
since 	14y(1) = 
and E[8q,,,1][61] - q(1-q) 	'xm,xf(V 	- q(1-q)1 X X 
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It follows that, 
E [#q11 = 	I 2 + c:7,11) + 2 	
)a,,1) + (M )2] 
+ q(i-q 
[ 
2 + 	+ 2 ( )m 	
+ ( F ) 	
[4.7] 
where the 2's (first element in each square bracket) are a result of the sampling within 
heterozygotes. Since E[32q] = V( 452q) = q(1-q)12N0 then [4.7] reduces to [4.1] which will 
be referred to as the one generation Latter-Hill equation. Second order terms were ignored in 
this derivation. 
4.3. 	Prediction of asymptotic rate of Inbreeding In full-sib populations 
(Robertson,1 961). 
Robertson (1961) was the first to consider the prediction of inbreeding in selected 
populations. His argument was based on the variance in the change of gene frequency, but in 
fact his derivation contained several errors. He considered a population split into N full-sib 
groups and if the population behaves in an ideaiied manner with q being the gene frequency ,  
in the population then the expected variance in the change of gene frequency over one 
generation (Sql)  Is 
[8-2 	= q (1 -q) 
4N 
[4.8] 
where 4N = 2 (genes) x 2N (parents). The gene frequency in the ith family is qj and the 
expected contribution of that family to the parents of the next generation is vi, where Vj has 
mean j.t,, and variance of,. The mean gene frequency in the new parental group is then 
V1 q / Ivi - and the variance is q 	q) I 1 2 In the next step two errors are I1 	1=1 	
I 	vj) 
) 
incurred. Firstly, this variance of the gene frequency in the new generation is substituted into 
[4.8] as if it is the variance of the change in gene frequency. Secondly, Ne = N is substituted 
into [4.8] instead of Ne = 2N since there are 2N parents. 
It is surprising that Robertson (1961) did not follow a derivation similar to that presented 
in Latter (1959), since that derivation is, in fact, attributed to him. Let us continue with a 
derivation like that of Latter to find the variance in the change in gene frequency and let us 
consider the 2N parents separately. Let q' now be the gene frequency in the ith  parent (qj 
=0,1/2,1) and flj is the number of gametes it contributes to the parents of the next generation, 
where flj is 
distributed with mean ç, and variance a. . Accounting for the sampling between parents and 
within heterozygous parents, 
E [&1 - g (1 
- g) I 	o;; 1 
- 	4N An 4n 
This is identical to [4.4] except that there are 2N rather thanN parents, resulting in the 
denominator of 4N. Substituting this into [4.8], 
2N_ 1 1 
- L i' 
in which - is conceptually the same as Robertson's C2, but again the derivation was erroneous. 
Under no selection, the distribution of family size can be approximated by the Poisson distribution 
with mean j.ç =27p and variance o2n = 2np , where n is the number of offspring of each sex 
available for -selection and p is the proportion selected from each sex p= 1/n. Under selection the 
variance of family size is increased, attributed to an additional covariance between the selection 
of sibsg = 2np + 2n(2n-1)#p (see section 5.1.3), where z is the truncation ordinate and p 
is the correlation between selection criteria (phenotypes) of full-sibs. Finally, 
C2= Cn _!_ 
4 2np 
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where i is the selection intensity. The first term .-L. has the value 1/2 and is attributed to the 
2np 
sampling variance under no selection, and , 2 p is the increment attributed to one generation 





= 	I 	+ 	p. 	 .[4.91 
The final identity is then the same as that of Robertson (1961), except that it is an expression 
for 2N/Ne rather than N/Ne which is clearly incorrect given that there are 2N parents. When 
researchers have applied Robertson's equation they have used it correctly, using N/Ne where 
they have defined N as the total number of parents with N'2 full-sib families. Robertson's C2  is 
mathematically defined as 02  = i 2p. To predict the asymptotic rate of inbreeding accounting for 
the dissemination of selective advantage from an ancestor to all generations of descendant, 
Robertson argued that the relative selective advantage (0) from ancestors to descendants 
increases as the sum of a geometric series (1 + 1/2 + 1/4 + 1/8 +...) to a limiting value of twice 
the selective advantage present in the initial generation. This affects the variance of the 
cumulative family size which therefore accumulates to a iimitir1g value of 02 =4, so that 
2N - 1 + 
Q2 12 p [4.10] 
The intra-class correlation of full-sibs is p = 172 /2 where 172  is the heritability of the trait under 
selection. The parents, themselves, are likely to be a selected group and so to account for the 
effect of reduction in variance Robertson used p =(h2  /2)(1 - kh2) where k =1(1 - a) and a is the 
truncation deviate, but more correctly (Bulmer,1971) this should be p= (h2 /2)(1 - kh2)1(1 - 
kh4/2). 
In practice, equal numbers of offspring from each family (n of each sex) are often 
measured prior to selection which induces a larger effective population size than if the family 
sizes are Poisson distributed (as assumed in the derivation). Robertson (1961) corrected for 
this using a formula of by Crow and Morton (1955), 
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Experimental checks of prediction [4.11] have been few, probably because the 
prediction only allows for a limited family structure - only full-sib or only half-sib families. 
Long-term experiments with Drosophila (Jones,1969; Yoo, 1980) have shown the prediction 
to be reasonable (using the incorrect p), although it is noted that the traits under selection 
were of low heritability (0.16 and 0.05 respectively). Simulation studies (Hill,1985 and section 
5.5) have found the prediction to severely overestimate inbreeding rates at moderate 
heiltabilities and high selection intensities. 
4.4 	Effective population size when fertility Is Inherited, Nei and Murata 
(1966). 
Nei and Murata (1966) considered the consequences of fertility being a heritable trait 
on effective population size, a scenario which can be important in natural populations. 
Although they acknowledged the work of Robertson (1961) they did not seem to think that 
artificial selection for a heritable trait could be considered in the same way as fertility being a 
heritable trait in naturally selected populations. In fact their derivation can be shown to be 
identical to that of Robertson (1961). They began with an expression of effective population 
size which can be derived from [4.5], 
Np 
= 1 	
(Kimura and Crow, 19631 
+  
The phenotypic variance of family size is o' =cj + ce,where d. is the additive genetic 
variance and o is the environmental and sampling variance. If fertility were not a heritable trait 
then o = 0 and o = c, assuming a Poisson distribution of family size; this is equivalent to 
no selection in the artificial selection case. Nei and Murata (1966) argued that if fertility is 
heritable, then genes associated with high fertility are destined to increase in frequency and 
those associated with low fertility are destined to decrease. Using an analogous argument to 
Robertson (1961) they stated that the asymptotic effect of fertility being heritable, on the 
inbreeding at neutral loci associated with genes of high fertility, was equivalent to a single 
generation effect with the additive genetic variance being four times its actual value, 40 so that 
	
N 	1 40a 	de' 11 	21 
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	1 +4C2 
where C2  is the same as the mathematical expression for C2 = i2p of Robertson (1961). (See 
discussion following equation [4.9], note also that it is not the same as the C 2 defined by Nei 
and Murata (1966).) 
Nei and Murata (1966) extended their derivation to populations in which males and 
females had different loci controlling fertility, but this is not of relevance here. 
4,5 	ProbabilIties of palrwlse coancestry, Burrows (1984). 
Burrows (1 984a) estimated probabilities of pairwise coancestry (i.e. probabilities of two 
selected individuals being sibs) following a single generation of selection using the same 
full-sib family structure as Robertson (1961). He derived a prediction of inbreeding rate for 
which equation [4.9] was only a first order approximation, the higher order terms becoming 
important at high selection intensities and high correlations between selection criteria of sibs. 
He tabulated the distribution of probabilities of pairwise coancestry, a distribution defined.by  
parameters p (proportion selected) and p (correlation of EBVs of sibs). He did not extend his 
prediction to account for subsequent generations of selective advantage and so did not 
provide a prediction of asymptotic rates of inbreeding. It is a 'one generation method'. 
He considered different family structures (Burrows, 1984b), for example, the 
hierarchical structure commonly used in animal breeding programmes. The candidates 
available for selection were envisaged as a mixed group of males and females, a scenario which 
is useful in plant breeding since a selected plant can take on the role of either male or female 
parent but which is an unsuitable model for animal populations. By not separating the sexes 
there is no allowance for the differential selection intensities which is an essential feature of an 
animal hierarchical breeding programme. Differential selection criteria for males and females 
also can not be accommodated. 
In his derivation Burrows (1984a) explicitly makes two assumptions, firstly, that the 
number of offspring before and after selection must tend to infinity and secondly that the 
correlations of EBVs between relatives must tend to zero. It is hard to envisage a practical 
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selection programme in which these assumptions are not violated. Woolliams (1989) found 
that estimates of frequencies of co-selection of relatives derived from the formulae of Burrows 
(1 984b) were gross estimates, in some cases generating frequencies substantially higher than 
1. 
4.6 	Transition matrix theory, Woolllams (1989). 
Transition matrices or generation matrices were first proposed by Bartlett and Haldane 
in 1934 with extensions by Fisher in 1949 (Wright, 1969) as a method to describe the change 
in frequency of various possible states, for example genotypes, from a given arbitrary 
generation to the next generation. The change could arise as a consequence of a particular 
mating scheme described by probabilities of outcomes within the transition matrix. The 
transition matrices are stochastic and as such have known properties (Leslie, 1945); when the 
states represent genotypes, the largest non-unit eigen value is related to the rate of change of 
homozygosity or the rate of inbreeding. Ewens(1982) demonstrated that an effective 
population size derived from such an eigen value may in some circumstances differ from 
inbreeding or variance effective sizes, but when the number of individuals entering a 
population each generation is constant, as in commercial livestock populations, the three are 
expected to be similar if not identical. 
Woolliams (1989) used transition matrix theory to compare rates of inbreeding in 
different breeding programmes, considering many alternative mating structures in closed 
populations of dairy cattle in a multi-ovulation and embryo transfer (MOET) nucleus selection 
scheme (Nicholas & Smith,1983). This was the first time that transition matrices had been used 
to predict rates of inbreeding in selected populations. His transition matrix described the 
change in state of the probability of a pair of individuals (males and females considered 
separately) having genes identical by descent. Let us consider the method in more detail. Let 
P(Xj,Y1,1) be the probability that a gene sampled from an individual of sex x and one from an 
individual of sex y at time t are the same. Those individuals can either be full-sibs, paternal 
half-sibs, maternal half-sibs or unrelated; let PFxy, PPxy, PMxy and PUNy be the respective 
probabilities of those events. The sampled genes both come from the fathers of x and y with 
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• probability 1/4, both from the mothers with probability 1/4 and one from a father and one from a 
mother with probability 1/2. Given that both the genes come from the fathers, then if x and y 
have the same father they receive the same gene with probability 1/2. If instead they receive 
different genes (probability 1/2) then they may be identical by descent if the father received 
the same gene from both his mother and father. It follows that, 
POççt) = PF,1 (-LP(AjFit-1)ff 	+ 34,F;t-2) +3) 
+ pp 3, ( j.P(M,,F;t_1) + 3 PF ,,F;t-1) ~ .P(M,F;t-2) + 
+ PM, (I P(MFt-1)+ 3 PMj,M.,t-1) + JP(M,,F;t-2) + 
+ pu,y ( I P(?4F,,t-1) +  3 PM,M1 ,t-1) + . P(F,F;t-1) ) 	[4.12] 
Let u and s be vectors such that Wt = (P(Mj,Mj;t) P(Mj,Fj;t) P(Fi,Fçt) P(MiFpt- 1)1 and s' = 
[(2PFmmi- PPmm+  PMmn,j/8 (2PFmf+ Pmf+ PM1f)18 (2PFff+ PPff+ PMff)18 01. From 
P11X, Yj; t above, a relationship exists between ut and ut_i  and s via a transition matrix 0, 
such that ut = Out-1 + s where, 
	
O = (114) (PMmm  + PUm,p) 
	
112 (114)(PPmm + PU,nni) 
	
(118)(2PFmm + PPmm #PMmm) 
(114) (PMmf + PUmf) 
	
112 (114)(PPmf + PUmf) 
	
(118)(2PFmf + PPmf +PMmf) 
(114) (PMff + PUff ) 
	
112 (I14)(PPff + PUff ) 
	
(118)(2PFff + PPff +PMff 
0 
	
1 	 0 
	
0 
Let lit be a vector such that ht = 1 - ut then ht = Qhtl + 1 - 01 - $ = Qhtl. By calculating 
the eigen values of 0 the asymptotic rate of change of ht  can be found since the relationship 
between ht and ho is lit = Qt ho and is found to depend on the largest eigenvalue, Amax 
which always lies in the range 1/2 < 2'max <1 (Woolliams,1989). The second element of ht-1, 
ht1(2) is (1 - P(M,Fj,t-1)) = 1 - f where ft is the expected level of inbreeding in generation t. 
Let the singular value decomposition of 0 be CAC- 11 where A is a diagonal matrix with eigen 
values on the diagonals and C and C-i are the matrices of left and right eigen vectors. It 
follows that, Qt=  CAtC-1 and At  tends to a matrix with a single non-zero diagonal element of 
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Therefore, 
hK2) = C22 fmax (c2 1h(1) + 0221,0(2) + 023h (3) + c24h0(4)] = C22 max C 
where c,1 and di are the (1,1) elements of C and C-i respectively. A relationship between 4F 
and Amax is found, 
AF 	
ft - 	0 -f.,) - (1-ft ) 	ht- 10 - 11(2) CYJf-CIç' 
= 1-f,... 1 = 	1f,...1 	= 	h,..(2) 	= 	c2jc 	
= (1-),) 
Individuals here are defined as unrelated if they have no parent in common, clearly two 
'unrelated' individuals may receive genes identical by descent if they have a grandparent or 
more distant ancestor in common; this method is a one generation method. 
This method can be considered as a generalisation of the method of Burrows(1 984) 
allowing males and females to be considered separately, selected with different intensities and 
using different selection criteria. Woolliams (1989) calculated the probabilities required in the 
transition matrix by a single generation Monte-Carlo simulation after finding that the predictions 
of the probabilities using Burrows method were gross overestimates (see section 4.2.4). 
4.7 	ProbabIlitIes of palrwise coancestry, Verrler (1989). 
Verner(1989) investigated prediction of additive genetic variance in finite populations 
undergoing mass selection by taking into account decreases due to selection and to 
inbreeding. The expected level of inbreeding in generation t, f in a population of M males and 
F females is calculated by considering all the possible matings of offspring born at generation 
t- 1. A male and female parent chosen at random could be 
full-sibs 	 with probability P1 = (1/M)(1/F) 
paternal half sibs 	 with probability P2 = (1IM) (1- 1/19 
maternal half-sibs with probability P3= (1 - 11M)(11F) 
or 	4)unrelated at the parental level 	with probability P4= (1-11M)(1 - 1/F). 
These probabilities may also refer to two males or two females chosen at random. The 
coefficient of relationship of mates in generation t is defined as nt (I = 1,4 as above). The 
expected average coefficient between all pairs of mates is rt = t+1, that between pairs of 
73 
males is rt(M)  and between pairs of females is rt(F).  The initial (t=O) and general vales for rit are 












1 	 1 	 1 
i4 (F) 	-2 
1 	 1 
+ . + .. f4() 
(Verrier, 1989). These relationships are identical to those within the brackets of equation 
[4.12]. The correlation between selection criteria (in this case phenotypes) of pairs of 
individuals in generation t is Pi,t  (again, i--1,4). The probability that two mates in question are 
both selected is Q= Pr (Ys:? x5 and Yd k xdl p4j where Y5 (Yd) are the phenotypes of the 
sire (dam) and x5 (xd) is the truncation deviates for sires (dams). Q is evaluated using a 
numerical integration of the bivanate normal distribution (Dutt's method see Ducrocq and 
Colleau,1986). (Mendell and Elston (1974) give a simple second order approximation which is 
used in the work presented later in this chapter to evaluate terms similar to Q.) The prediction 
of ft is then, 
I Pi q t-I ri, t--I 
i=1 
't- 	tI = 
LPictti 
1=1 
The coefficient of relationship between pairs of males and females, t-1(M)  and  rt-1(l,  are 
found in a similar way with Qj, representing the probability that two males or two females are 
both selected. 
Vemer (1989) considered an example population of M =3  males and F= 25 females 
per generation selected on their phenotypic performance out of 50 animals of each sex. 
Mating of selected individuals was at random and traits with heritability 10 -6, 0.5 and 0.9 were 
considered. His prediction accounted for two-thirds to three-quarters (Vemer, personal 
communication) of the increase in inbreeding when selection was for traits with heritability 0.5 
or 0.9 over the pure drift situation. No other population structures were considered, this is 
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unfortunate for two reasons. Firstly, the small population size suggests that predictions should 
involve order statistics rather than normal distribution theory, and secondly, selection can have 
relatively less impact on inbreeding when the mating ratio is high. The reality of these problems 
is illustrated by their observation that rate of inbreeding in their example was the same for h2 
=0.5 or 0.9. When the simulation presented in Chapter 2 used the population structure of 
Verrier (1989) the same result was found, but this was not true for larger populations (see 
Table 5.4). I believe that their prediction will perform less well for populations of larger size. 
This method extends the method of Burrows (1984) to accumulate over generations, 
however, it is still a 'one-generation' method in the sense that it only considers the selective 
advantage from parents to offspring in any one generation. 
4.8 Summary. 
As can be seen from the literature discussed above, very few researchers have 
addressed the problems of prediction of inbreeding in selected populations. In chapter 5, 
rates of inbreeding obtained from simulation are compared (where possible) to the predictions 
above. In general, the one generation predictions (Latter,1959; Hill,1972; Burrows, 1984a and 
b; Woolliams, 1989; Verner,1 989) are found to underestimate rate of inbreeding (Tables 5.6 
and 5.7) observed in simulated populations. Only Robertson (1961) attempted to predict the 
asymptotic prediction accounting for all generations of selective advantage, but his prediction 
is found to overestimate simulated rates of inbreeding (see Table 5.7) and, in addition, is very 
limited in the population structures to which it can be applied. 
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CHAPTER 5 
PREDICTION OF RATES OF INBREEDING IN SELECTED POPULATIONS. 
II. TWO GENERATION METHODS. 
In Chapter 4 methods published in the literature to predict rates of inbreeding in 
selected populations were discussed. All those methods (except that of Robertson,1961) 
considered only the selective advantage from parent to offspring and its consequence on the 
rate of inbreeding. in this chapter, two of those methods are extended to account for two 
generations of selective advantage. Firstly, the Latter-Hill equation is extended to relate 
effective population size to variances in family size over two generations, variances from 
grandparent to grandoffspring as well as from parent to offspring (section 5.1). Secondly the 
method of Wooiliams (1989) is extended to two generations which includes probabilities of two 
individuals' chosen at random being cousins as well as sibs (section 5.2). The connections 
between these methods are discussed in sections 5.2.5 and 5.3. Predicted rates of 
inbreeding calculated from these methods and some of those presented in Chapter 4 are 
compared to rates of inbreeding observed in simulated populations (section 5.1.4, 5.2.5 and 
5.3). 
Examples are presented only for populations undergoing mass selection, but the 
methods are general and could be equally applied to populations undergoing index selection. 
However, predictions of variances in family size (section 5.1.3) is discussed only for the 
situation of mass selection, although the method is easily extended to other types of 
selection. 
As in Chapter 4, subscripts m and f are used to represent male and female with M 
males and F females in the population each generation. Any combination of males and 
females is represented by the subscripts w, x, y and z with W, X, Y and Z representing the 
numbers of individuals of that sex each generation. 
5.1 	Extension of the Latter-Hill equation to two generations. 
5.1.1 Derivation of the two generation equation. 
Extending the derivation from section 4.2, the quantity of interest is the variance in 
change of gene frequency (of a gene neutral with respect to the trait under selection) from 
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grandparents to grandoffspnng, V(8q) where V(3q2) = V(q- qo) = V(q -qi + qi - q) = 
V(q2-q) + V(q - qo) 2q(1-q)12N, assuming no covariance between the changes of gene 
frequency in the two generations, which is reasonable for neutral loci, and V(3q2) = q(1-q)/N. 
Analogous to [4.61 V(3q2) can be.expressed as the variance of the mean change in gene 
frequency from grandparents of either sex to grandoffspnng of either sex ( 8qxy,2), 
2 
V(6q2) = E[ +(6'lmm2 + 8 1mf,2 + &7hn,2 + 	
2)]. 
Expanding this and omiting terms like E[&imx ][87fr] which are zero, it follows that, 
V(8q2) = .{E [# 2] q, , + E [#q 	+ 2E mm,1  [3q1} 
+ -{E[#qff21 	+ E [#q,,, + 2E 18%,21 Aim [5 . 1 ] 16 
The variance of change in gene frequency is now attributable to three types of 
sampling, that due to sampling of genes between grandparents (VGP), that due to sampling of 
genes within heterozygous grandparents (VHGP) and that due to sampling of genes within 
heterozygous parents (VHP). Heterozygous parents are generated by the random union of 
genes from either homozygous or heterozygous grandparents and so VHP is independent of 
the other terms. Each term in [5.1] has components due to VGP, VHGP and VHP. 




-  q(1-q) O 
 2 x4(2) 
where 	and 	are the mean and variance of family size from grandparents of sex x to 
grandoff spring of sex y, the (2) denoting the two generation difference. Similarly, 
E[5,,[ 	
- 
- q(1-q) 	axm,xf(z) 
2 XPmK2) 
where axm,xf(2)  is the covariance in the number of male and female. grandoffspnng from 
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grandparents of sex x. It follows that, 
) 1 	2) 
+ 2 1mV77K2) 	%J 
1 = 	 ,v% 
2 	16M n(24 	
~  42) 
+ g (1 - q) 1 1 4 	
~ 2 
aft K2) 	 C(2) 1 
2 	
+ 47,2 i 
ILxy(2) can be written as the sum of the mean number of grandoffspring of sex y from 
grandparents of sex x via male offspring (.uxmy) and the equivalent via female offspring (/txIy) 
and is the same whether or not selection is taking place. 
MY 	FY 	V 
= Aany + 	-= P,w(i)Any(l) + f(1) (1) = 	+ 	= 2 







+ g(1-q) 	+ 
128F 
The two generation variances and covaiianc 
(M








s would be calculated in practice from 
2q, * 
and 	avndoO = 0inmrnf + 'jnmdY + 	+ CJdmd& 
The terms on the right hand side are calculated separately, where 4 is the variance in family 
size of grandoffspnng of sex yfrom grandparents of sex x via offspring of sex w and c7xym,xyf 
is the covariance between number of male and female grandoffspring from grandparents of 
sex x via parents of sex y etc. For all combinations of x and y a total of 8 variances and 12 
covanances must be calculated. 
Next consider the sampling of genes within heterozygotic grandparents (VHGP). The 
proportion of heterozygotic grandparents is expected to be 2q(1 -q) and their sampling 
variance is 1/8,1/4 from the binomial variance of the sampling of 2 genes multiplied by 1/2 
since only half the grandoffspnng of a given grandparent are expected to receive a gene from 
that grandparent. The genes from heterozygous grandparents are sampled to form offspring 
which are homozygous or heterozygous. Each offspring has equal probability of receiving 
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either of the two genes from the grandparent and since they are random events, there is no 
sampling covariance between offspring. The sex of the grandparent and the sex of the 
grandoffspring are therefore irrelevant to the sampling variance. The offspring genes are then 
sampled as usual to generate the grandoff spring. Each grandoffspring from an offspring family 
either receives a gene from the grandparent in question or it does not; all those 
grandoff spring from a given offspring that receive a gene from the grandparent receive the 
same gene. Therefore there are nf( ,) sampling covariances between the n, 	grandoffspring 
of sex y from offspring I of sex x. The sampling covariance summing over all offspring of 
2
)2 




The VHGP component of [5.1] can then be written as, 
1 
	
VHGP g(1-q)i 	__ _ ______ i=1 
4 	 2 













1=1 	 1=1 	
1=1 
[5.21 
Notice that the terms in [5.1] relate sex of grandparent to sex of grandoffspring but terms in 
[5.2] relate sex of offspring to sex of grandoffspring. Therefore the terms in the two equations 
are not directly analogous. Each term in [5.1] has components in several terms in [5.2]. The 
terms in [5.2] are found to be directly dependent on one generation means and variances of 
family size, 
niW X[ 4'. + 








I=1 	 r 1 MF 	 1l 
	
=L. 1) + 	. j 
j=i 	 1=1 
The 11X terms are due to the sampling of heterozygotic offspring. It follows that, 
 M2 VHGP = g (1 - g) _i r4 
+ rn11.)  + 2 (.) anvnmK1) + (7) a,ff(1,)] 4 	16ML 
+ 0 —q ._L I 4 +41) + 2() 	 + 
(L)2C"') ] 
	15.31 4 	16F 
The terms within square brackets in [5.3] appear to be the same as those within square 
brackets in (4.1], except the first coefficient is 4 here rather than Z In both cases these 
coefficients are attributed to the sampling of genes within heterozygotes; in [5.3] it is the 
sampling of genes within heterozygotic offspring from heterozygotic grandparents and in [4.1] 
it is simply the sampling of genes within heterozygotic parents. In [4.1] there is no sampling 
covariance between male and female offspring from a parent, but in the former there is a 
sampling covariance between male and female grandoffspring in an offspring family, as 
discussed above.. 
Finally, sampling of heterozygotic parents formed from the random union of genes 
from grandparents is simply the case of one generation sampling of heterozygotic parents as 
before, 
2q(1—g)1 2 + 2q(1—q)1 2 = 	
(1 —52  + q(1—q) 
4 	16M 	 4 	16F 	 16M 	. 16F 
It follows that since V(3q,2) = VGP + VHGP + VHP and V(5q,2) = q(1-q)/Ne, the two 
generation equation for effective population size is, 
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= 1hM 




128F L° +  2-.) 3Thfflo 	~ 
(.E)2j 0 ] 
1 




. 	 [41) + 4`2, 	nht'1) 	
+ (F)2 ] 
1 	 1 
+ 	 ~ 	
- 	 [5.41 
Annual effective population size can be found by dividing each term by L, the mean 
generation interval. By analogous arguments to Hill (1972, 1979) this equation can be shown 
to hold for populations with overlapping generations. 
5.1 .2 Random selection and known cases of variance of family size. 
Under no selection the necessary two generation variances of family size can be found 
from the one generation variances, 
Y2xwy IAxw(1) C,  (1) + 2wy(l)  0 xw(1) 
similarly the covariance terms are 
axyz,xwv = .Uyz .Liwv axy,xw(l) 
It follows that, 
02mmm = ILmm(1) 02mm(1) + /L2mm(1)  02mm(1) 	= 2o2mrn(l) 
02mfm . ILmf(1)  02fm(1) + /Lfm(1)  02mf(1) 	 = (F1M)02fm(1) + (M/F)2 02m1(1) 
ammm,mn I1mm(1) Ifm(1) °mm,mf(1) 	 = 0 
02mmf=ILmm(1) O2mf(1) + U2mf(1) 02mm(1) 	 = 02mf(1) + (FAt4)2  O2mm(1) 
02mff = ILmf(1) 02ff(1) + tL2ff(1)  02mf(1) 	 = (F/M)02ff(1) +  02mf(1) 
°mmf,mff Imf(1) !1ff(l) ormm,mf(1) 	 = 0 
°mmm,mmf /Lmm(1)  mf(1) 
 02mm(1) 	 = (F/M) 02mm(1) 
°mfm,mff /tfm(1)  12ff(1)  02rnf(1) 	 = (MiF) O2mf(1) 
0mfm,mrnf ILfm(1)  I2mf(1) °mm,mf(1) 	 = 0 
0mmm,mff = AfMO) 11ff(1) °mm,mf(1) 	 = 0 
and similarly for female grandparents. Notice that two generation covariance terms such as 
amm,mf(2) will not be zero. 
i) Poisson distribution of family size 
Under a Poisson distribution of family size, 
a2mm(1)= o ff(l) =1 	O2mf(1) = FIM and o 2fm(1)=M/F. 
It follows that, 
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02mmm 2 and °2mfm = (F/M)(M'F) + (M/F) 2(F/M) = 1 + Fyi/F so that o2mm(2) = 3 # FvW 
O2mmf = FIM + (FAW)2. 1 and °2mff = (FiM). 1 + FIM 	so that 	o2mf(2) = (FiM)(3 + F/M) 
ammm,mmf = (F1M). 1 and °mfm,mff = (M'F)(F,M) 	so that °mm,mf(2) = I + FIM 
Similarly, off(2) = 3 + FM , CYfm(2) = (M/F)(3 + M/F) 	°fm,ff(2) = 1 + M/F 
Substituting these into [5.4] gives We = 114M + 	114F as expected. 
ii) Fixed family size in a hierarchical mating structure. 
In a hierarchical mating structure M < F, inbreeding is minimised by choosing equal 
numbers ( as far as possible from each family) (Gowe, Robertson and Latter, 1959), then 
cr2mm(2) = sY2mf(2) = c 2ff(2) =0. A male offspring is either selected (with probability M/F) from 
a given female or it is not, the distribution is therefore binomial and 02,nf(2)  =(M/F)(1-M/F). 
02mmm0 0mh(F1M)(FvW)(1 M/F) #(M,F)2.O 1 F1IF 
02mrrLf 0 024 0  
ammm,nynf =0 	amfrT,,mff = 0 
02fff =0 02fmf  (Mf).0 # (F1M)2(M1F)(14i/F) = FIM 4 
02ffm = (M4-)(144f) 	Oñnm  (M4:)(1 - M'F) 
= 0 	 - 0 MF) 
so that 02mm(2) = 1 - 
so that 02mf(2) 	= 0 
so that amm,mf(2)=  0 
so that 02mm(2) = FIM. 1 
so that 02mf(2) 	2(M/F)(1-A44r) 
so that °mm,mf(2) 	(1-M/F) 
Substituitng these into [5.4] renders 1/Ne =3116M + 1116F as expected. 
5.1.3 Prediction of one generation variance of family size. 
In a hierarchical mating scheme let d be the number of ô(ni per sire d=F/M and let 
each dam have n off spring of each sex so that each sire has dn offspring of each sex. The 
variance in family size of selected. male offspring from male parents (o2mm(1))  can be 
expressed as 
Var (sill  + S112 +... + Sth) 
where S,1k is the selection score of the kth  male offspring of the jth  dam mated to the ,th  sire. 
S,jk has the value I if individual i/k is selected and 0 otherwise. a2mm(1)  is the variance 
expected from a single sire, summed over all sires. The probability of a male offspring chosen 
at random being selected is P(S,Jk) = Pm so that E[Sjjk]  =pm and Var[SIJk] = Pm(lPrn). 
(Assuming a binomial distribution, when equal numbers of offspring are available from each 
family the hypergeometric variance may be used.) Consider the probability that both individuals 
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qk and i/rn are selected. 
P(S17 	1) ( (Sum = 	= P(S,, = I ISq 1) P(Sp =1) 	 15.51 
If random selection is practised, the selection of the two individuals are independent events 
and there is no covariance between their selection scores. It follows that P(Si,n=1ISj,(=1) is 
simply P(Sjim) and [5.5] reduces to P2m  However, under selection for a heritable trait, the two 
individuals may have some correlation between their selection criteria. For this example they 
are haft-sibs with a correlation pm. and P (Sjim1IS1) = Pm + impmzm, where 1m Pm is the 
width and Zm the height of the shaded area in Figure 5.1 which represents the additional 
probability of selection given that the half-sib yk has already been selected. Then [5.5] 
reduces to P2m + Z2rn Pm and Z2m Pm is the covariance in selection between the 
individuals, Cov(SUk,Sjlrn) = Z2 pm = rmm. In fact this is a first order approximation, Mendell 
and Elston (1974) provide a second order approximation which is necessary when the 
selection intensities or correlations are high: rmm = D ( 1m Pm - a,7lJpm - p2,Th where o is 
the cumulative normal distribution and am is the normal distribution truncation deviate for 
'mcm 
Figure 5.1 Probability of selecting a male and additional probability of selecting a male 
given that his full-sib has been selected. 
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males. In general, the covariance between selection of offspring of sex y from parents of sex 
X is, 
rxy = Z2ypx (first order) 	or 	r y = cP ( 1y Px - ay)py - P2y 	(second order). 
pf is the correlation between selection criteria of full-sibs. Similarly, the covariance between 
selection of male and female offspring from parents of sex x is, 
rxm,xf= ZmZfpx (first order) 	or 	ry=(im Px - af)pm - PmPf (second order). 
The predictions of variance in family size are, 
40 = M Var [S111 + s112 + ... + Sd,] = 
M [dn Var(Sqk) + n(n-1)d_Cov(SJk,Sjj + r2d(d-1) COV(Sqk,Sj!,,,)J 
Full-sibs 	 Half-sibs 
=M[ndp(1-p) + n(n-1)dr1 ,, + n2d(d-1)r,,J 
	
=MLn2d2 r,,771 + n2d(rfA,-r) + n2d(p(1-p)- r)1, 	 [5.6] 
and let TO be the selection score of a female offspring, 
= M Var17 12 + Tjj2 + ... + Ta,] = M [rl2 d2 rmf + n2 d(r - r,) +nd(p (1-p) - rif)] [5.7] 
ap1)=MCOV[S11 + S112" + Ski? T111 +712+..  + Tth] 
=M[ n2dCov(4T,) + n 
200-1)Cov(S4,Sth,,)] = M[rfa2r,.,,,,,f + rl2d(rgff -r,7fl,mffl 
Full-sibs Half-sibs [5.8] 
Under the hierarchical model there are no maternal half-sibs so the equivalent female terms are 
simply, 
4(1) = Flif rif + no(1-p -fif)] 
4(1) = F[rfr + n(p(1-p) -r,,,)1 	 [5.9] 
aft fK1) = Ffl2f, ff 
Clearly the approach could easily be extended to include maternal half-sibs. 
The prediction of one generation variances of family size require the prediction of the 
correlation between selection criteria of full- and half-sibs. This correlation depends on the 
additive genetic variance between families which is reduced by selection, the asymptotic 
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correlation is most appropriate to use, which under phenotypic selection is 
(c 	+ 	4 	forfull-sibs and 	0.5a2 / 4 for half-sibs. 
d& and o are the additive genetic valiance between familiesnd phenôtypic vanance 
respectively in generation t, with t chosen such that OA-98t = 	and 4 = 0'2pr+i. Ø S 
the environmental variance common to full-sibs. Under no selection, the r,, terms are zero 
and the predictions above reduce to functions of p, 0 -a). 
5.1.4 Examples. 
In this section simulation and prediction results are presented for one and two 
generation variances of family size and rates of inbreeding. Predicted rates of inbreeding are 
calculated using the one and two generation Latter-Hill equations. Populations undergoing 
mass selection with discrete generations are considered, a range of mating ratios are used (M 
=20,F=20,40,100,200) with n = 3 or .6 offspring of each sex available for selectiOn from each 
dam. The trait under selection is assumed to have heritability 0.0, 0.1, 0.2, 0.4 or 0.6 and the 
common environmental effect of full-sibs, c2, is zero. The simulations are as described in 
chapter 2. The observed rate of inbreeding from simulation, 4Fsjm, is 
14 
where ft is the mean level of inbreeding in generation t expected from all possible matings, 
averaged over 100 replicates. The standard error of ft increased with t but did not exceed 
0.0030 by generation 14 for any of the examples that are discussed (Table 5.4). The standard 
error of 4Fsjm (the average of 10 generations) never exceeded 0.0003 for any of the 
examples. 4Fsjm was compared to that expected from theory when h2=0 (random selection) 
and to results from other published simulations (Hill, 1985; Verrier, 1989) and were found to 
agree well. 
/iFl,Lj-j(sjm) is the rate of inbreeding calculated via [4.1] using variances in one 
generation family size observed in the simulation, 4F1,LH(pred) is the rate of inbreeding 
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calculated via [4.1] using predicted one generation variances in family size from section 5.1.3 
and 4F2,LH(sim) is the rate of inbreeding predicted using [5.4] with observed one and two 
generation variances in family size. 
In Table 5.1 simulated and predicted variances of one generation family size are 
presented for example populations of M =20, F=40 or F=200. Those predicted are in very 
good agreement with those simulated, the former being partially dependent on the accurate 
prediction of asymptotic correlations (p) between selection criteria (in this case phenotypes) 
between full- and half-sibs. The variances in family size are seen to increase with heritability 
which reflects the increase in p with heritability under mass selection. Variances of family size 
also increase when there are more offspring (n) available for selection from each family; when n 
is high, superior parents are able to contribute more offspring to the next generation compared 
to when n is low. 
Table 5.1 Predicted and simulated variances of family size for populations with M=20 males 
and F=40 or F=200 females and n=3 or 6 offspring of each sex per dam 
undergoing mass selection. 
Variances in one generation family size 	Predicted (Simulated). 
h2 	a2mm(1) cY2mf(1) 	amm,mf(1) 02fm(1) 	cl2ff(1) 	°'fm,ff(l) 
M=20, F=40, nim3 
0.0 0.80 (0.80) 
0.1 0.86 (0.85) 
0.2 0.91 (0.89) 
0.4 0.98 (0.94) 
0.6 1.02(1.01) 
M=20, F=40, n=6 
0.0 0.87 (0.88) 
0.1 0.98 (0.97) 
0.2 1.06(l.03) 
0.4 1.19 (1.14) 
0.6 1.27(l.20) 
M=20, F=200, n-i 
0.0 0.92 (0.92) 
0.1 1.04(1.01) 









1.28( 1.29) 0.00 (-0.00) 0.41 (0.41) 0.66 (0.77) 0.00 (-0.00) 
1.40( 1.40) 0.11 (0.09) 0.43 (0.42) 0.69 (0.69) 0.04 
( 
0.03) 
1.50(l.47) 0.20 (0.17) 0.44 (0.44) 0.72 (0.71) 0.07 (0.06) 
1.64(1.54) 0.32(0.27) 0.46 (0.46) 0.76 (0.76) 0.11 (0.10) 
1.73(1.68) 0.40(0.38) 0.48 (0.47) 0.78 (0.78) 0.13 (0.14) 
1.59( 1.60) 0.00 (-0.01) 0.45 (0.45) 0.82 (0.82) 0.00 (.0.00) 
1.86(1.82) 0.18( 0.17) 0.48 (0.48) 0.90 (0.89) 0.06(0.06) 
2.07( 2.00) 0.33( 0.30) 0.51 (0.50) 0.97(0.95) 0.11 (0.10) 
2.38( 2.28) 0.56 
( 
0.48) 0.55 (0.54) 1.07(1.05) 0.19(0.17) 
2.56( 2.44) 0.68( 0.60) 0.58 (0.56) 1.12 (1.10) 0.23 (0.21) 
6.34( 6.32) 0.00 (-0.00) 0.10 (0.10) 0.66 (0.66) 0.01 (0.01) 
9.02( 8.84) 0.59( 0.50) 0.10 (0.10) 0.70 (0.70) 0.01 (0.01) 
11.12 (10.64) 1.05( 0.95) 0.10 (0.10) 0.73 (0.72) 0.02 (0.02) 
14.13 (13.34) 1.72( 1.52) 0.10 (0.10) 0.77(0.76) 0.03 (0.03) 
15.85 (15.22) 2.10(1.92) 0.10 (0.10) 0.79 (0.79) 0.04 (0.04) 
10.92 (10.92) 0.00( 0.01) 0.10 (0.10) 0.83 (0.83) 0.00(-0.00) 
13.17 (12.15) 0.91 (0.81) 0.10(0.10) 0.91 (0.90) 0.02(0.02) 
17.30 (15.86) 1.64(l.36) 0.10 (0.10) 0.98 (0.96) 0.03 
( 
0.03) 
23.21 (21.67) 2.70 
( 2.43) 0.11 (0.11) 1.08(l.05) 0.05(0.05) 
26.40 (24.86) 3.28(2.86) 0.11 (0.11) 1.13(1.12) 0.06(0.06) 
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The way in which variance in family size changes as the mating ratio d=F/M increases 
but with M and n held constant is slightly more complicated. Firstly, as d increases the 
selection intensity on males increases, which causes a decrease in the truncation ordinate zm 
which in turn reduces the rmm, rfm, tmm,mf and rfm,ff  terms of section 5.1.3. However, the 
selection intensity of females is not affected by the change in d so that q1c  and rmf are 
unchanged. O2ff(1)  [5.9] is not changed by an increase in d but a2fm  and afm,ff  both 
decrease due to the decrease in rfm  and rfm,ff.  Finally, a2mm(1), a2mf(1) and amm,mf(1)  are 
all likely to increase, since the increase in dis likely to outweigh the decrease in the r 
coefficients [5.6 - 5.81. 
In Table 5.2 the simulated two generation variances in family size are presented. Again 
they are seen to increase with heritability and n. The trend of two generation variances with h2, 
d and n can be explained in a similar way to the one generation variances discussed above; 
the change can be more clearly determined by examining the components of two generation 
variance in family size some examples of which are presented in Table 5.3. in the case of zero 
heritability all the covariance terms except °xmm,xmf  and °xfm,xff were observed to be zero 
as discussed in section 5.1.2. 
4Fsjm, I.F1,LH(sjm), 4F1,LH(pred) and 4F2,LH(sim) are presented in Table 5.4. 
When the heritability is zero, which is equivalent to random selection, 4F1,LH(sim), 
IiFl,LH(precf) and 4F2,LH(sim) are all in good agreement with the observed iFsjm.. 
'iFl,LH(pred) is always in very good agreement with 4F1,L/-i(sim) which is in accordance with 
the good agreement in variance of family size as shown in Table 5.1. 4F2,LH(sjm) is always as 
great, or greater than 4F1,fJ-I(aim),  but both underpredict 4Fsjm when the heritability is greater 
than zero. 4F1,Li-/(sjm) underpredicts iiFsjm by 11-27% and 11 F2,L I-I(aim) by 9-20% in these 
examples (Table 5.5, columns 1 and 2). However, a more appropriate comparison is the 
proportion of the observed increase in rate of inbreeding in a selected over a non-selected 
population accounted for by the prediction (Table 5.5, columns 3 and 4). /iF,j-j predicts 25- 
52% (average 38%) of the total increase in inbreeding and %iF2,LH predicts 14-60% (average 
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44%) over the one generation prediction. One might expect that if the Latter-Hill method was 
extended to include more and more generations of information, that the predictions would 
asymptote. However, that asymptote is unlikely to be the observed rate of inbreeding since 
4F2,LH predicts less than 50% more than zF1,LHof the increase in inbreeding over random 
selection (Table 5.5, column 5). 
Table 5.2 Observed two generation variances in family size for populations with M=20 
males and F=40 or F-200 females and n=3 or 6 offspring of each sex per dam 
undergoing mass selection. 
02mm(2) 02mf(2) 	O'mm,mf(2) 	cl2fm(2) 	cT2ff(2) 	afm,ff(2) 
M=20, F=40, n=3 
0.0 	2.68 7.03 2.25 1.37 3.56 1.14 
0.1 3.13 83 3.10 1.53 4.03 1.45 
0.2 	3.55 9.50 3.84 1.69 4.48 1.73 
0.4 3.92 10.85 4.55 1.84 5.02 2.03 
0.6 	4.33 12.14 5.34 1.98 5.44 2.20 
M=20, F=40, n=6 
0.0 	3.00 8.16 2.54 1.54 4.17 1.30 
0.1 3.88 11.14 4.23 1.84 5.21 1.90 
0.2 	4.38 13.12 5.27 2.05 6.00 2.33 
0.4 5.31 16.14 7.00 2.42 7.13 2.99 
0.6 	5.53 17.15 7.54 2.52 7.57 3.24 
M=20,F=-200, n=3 
0.0 	2.87 111.32 9.83 0.29 11.60 1.03 
0.1 3.40 153.27 15.05 0.31 12.66 1.19 
0.2 	4.00 180.99 19.06 0.33 13.20 1.29 
0.4 4.66 224.65 24.27 0.36 14.39 1.46 
0.6 	4.74 243.48 26.16 0.36 14.88 1.53 
M=20,F=200,n=6 
0.0 	2.94 117.51 10.15 0.29 12.20 1.06 
0.1 3.77 182.80 18.20 0.33 13.78 1.29 
0.2 	4.64 228.71 24.34 0.35 15.13 1.47 
0.4 5.38 295.77 32.12 0.38 17.14 1.74 
0.6 	5.74 326.26 35.07 0.40 18.34 1.88 
Table 5.3 Components of two generation variances of family size for a few example 
population structures undergoing mass selection with M=20. 
Heritability 0.0 0.1 0.4 0.4 0.4 
Females, F. 40 40 40- 40 200 
Offspringn= 3 3 3 6 6 
02mrnm 1.58 1.71 2.00 2.41 2.92 
02mfm 1.11 1.21 1.38 1.82 1.43 
°mmm,mfm 0.01 0.11 0.33 0.55 0.52 
4.47 4.87 5.81 7.48 166.33 
02mff 2.57 2.82 3.34 4.94 45.56 
ammf,mff -0.01 0.32 1.08 1.86 41.94 
ammm,mmf 1.61 1.88 2.43 3.15 18.06 
0mmm,mff 0.00 0.19 0.58 0.99 4.77 
°mmf,mfm -0.01 0.19 0.59 1.02 4.81 
amfm,mff 0.66 0.81 1.18 1.84 4.48 
2fmm 0.80 0.85 0.97 1.16 0.24 
02ffm 0.57 0.60 0.67 0.86 0.12 
°fmm,ffm -0.00 0.04 0.12 0.20 0.01 
fmf 2.28 2.41 2.76 3.52 13.11 
cYfff 1.31 1.39 1.60 2.29 2.33 
aft f,fff 0.01 0.12 0.38 0.66 0.85 
°fmm,fmf 0.82 0.91 1.13 1.46 1.36 
afmm,fff 0.00 0.07 0.21 0.36 0.10 
0fmf,ffm 0.00 0.07 0.22 0.36 0.10 
°ffm,fff 0.33 0.39 0.53 0.82 0.18 
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Table 5.4 Observed and predicted rates of inbreeding using Latter-Hill one [4.1] and two.. 
[5.4] generation equations. 
h2 	AFsima 	 L1F1LJ-j(sim)b 	4F1LH(pred 	1F2,LJ-l(simf 
M=20, F=20, n=3 
0.0 0.0105 0.0103 0.0103 0.01 03 
0.1 0.0123 0.0108 0.0108 0.0111 
0.2 0.0131 0.0112 0.0113 0.0116 
0.4 0.0143 0.0118 0.0119 0.0124 
0.6 0.0150 0.0123 0.0124 0.0131 
M=20, F=20,n=6 
0.0 0.0114 0.0113 0.0112 0.0113 
0.1 0.0144 0.0122 0.0124 0.0127 
0.2 0.0161 0.0130 0.0133 0.0138 
0.4 0.0192 0.0140 0.0147 0.0157 
0.6 0.0197 0.0154 0.0156 0.0168 
M=20, F=40, n=3 
0.0 0.0083 0.0082 0.0082 0.0082 
0.1 0.0098 0.0087 0.0087 0.0089 
0.2 0.0112 0.0090 0.0091 0.0095 
0.4 0.0116 0.0095 0.0097 0.0101 
0.6 0.0123 0.0100 0.0101 0.0107 
M=20, F=40, n=6 
0.0 0.0087 0.0087 0.0087 0.0087 
0.1 0.0119 0.0096 0.0096 0.0100 
0.2 0.0130 0.0102 0.0104 0.0109 
0.4 0.0151 0.0112 0.0115 0.0123 
0.6 0.0151 0.0117 0.0121 0.0128 
M=20, F=100, n=3 
0.0 0.0070 0.0070 0.0070 0.0070 
0.1 0.0082 0.0074 0.0075 0.0075 
0.2 0.0094 0.0077 0.0078 0.0081 
0.4 0.0102 0.0082 0.0084 0.0087 
0.6 0.0102 0.0085 0.0087 0.0090 
M=20, F-100, n=6 
0.0 0.0072 0.0070 0.0072 0.0072 
0.1 0.0095 0.0078 0.0079 0.0079 
0.2 0.0110 0.0083 0.0086 0.0090 
0.4 0.0125 0.0092 0.0095 0.0101 
0.6 0.0123 0.0096 0.0100 0.0105 
M=20,F=200, n=3 
0.00 0.0066 0.0066 0.0066 0.0066 
0.1 0.0083 0.0070 0.0071 0.0072 
0.2 	 - 0.0090 0.0073 0.0074 0.0074 
0.4 0.0099 0.0079 0.0080 0.0084 
0.6 0.0099 0.0081 0.0084 0.0086 
M=20, F=200, n=6 
0.0 0.0067 0.0067 0.0067 0.0067 
0.1 0.0087 0.0073 0.0074 0.0076 
0.2 0.0102 0.0078 0.0080 0.0084 
0.4 0.0116 0.0085 0.0089 0.0094 
0.6 0.0120 0.0089 0.0094 0.0098 
calculated from simulation mean (ft-ft-i)1(1-ft.i) averaged over generations 5 to 14, std.errors 
discussed in text. 
calculated via [4.1] using observed (from simulation) variances in family size 
C) calculated via [4.1] using predicted (section 5.1.3) variances of family size. 
d) calculated via [5.4] using observed variances in family size. 
Table 5.5 Measures of underprediction (x 100946) for the examples presented in Table 5.4. 
( 	
F1 	)a 






(F 	- _ 1F0)) 
((Fz 	 - 4F0) 
I .  (4F, - 4F0) 	) 
-F1 fl 
I... 	(F1 - SF0) 	) 
M=20, F=20, n=3 
0.1 	12 10 31 50 61 
0.2 16 13 35 50 43 
0.4 	17 13 43 60 40 
0.6 18 13 47 65 38 
M=20, F=20,n=6 
0.1 	15 12 29 45 60 
0.2 19 14 35 52 49 
0.4 	27 18 34 56 65 
0.6 22 15 48 65 35 
M=20, F=40, n=3 
0.1 	11 9 33 47 40 
0.2 18 14 30 48 62 
0.4 	19 14 37 54 46 
0.6 19 13 45 63 39 
M=20, F=40, n=6 
0.1 	18 14 31 45 44 
0.2 21 16 36 52 47 
0.4 	25 18, 40 58 44 
0.6 22 15 48 66 37 
M=20, F=100, n=3 
0.1 	18 15 36 46 25 
0.2 18 14 30 48 57 
0.4 	22 17 35 50 42 
0.6 17 12 48 65 33 
M=20, F=100, n=6 
0.1 	18 15 36 50 38 
0.2 24 18 35 54 54 
0.4 	26 18 43 60 41 
0.6 22 15 52 70 35 
M=20,F=200, n4 
0.1 	15 12 25 31 25 
0.2 15 14 35 40 14 
0.4 	21 16 38 53 38 
0.6 18 13 46 61 33 
M=20, F=200, n=6 
0.1 	16 13 32 47 50 
0.2 24 18 31 49 55 
0.4 	27 20 37 55 50 
0.6 25 18 43 61 41 
4F1,LH(sim) is used for itFl,LH 
,iF0 is the reate of inbreeding for a population of similar structure undergoing random selection. 
Percentage underestimation of iFsjm by 4F1,LH 
Percentage underestimation of 4Fsjm by ILtF2,LH 
Percentage underestimation of the increase in inbreeding due to selection from simulation over 
random mating (Fsjm iF0) by the prediction (1F1, 	- i5Fs!m). 
d.Percentage underestimation of the increase in inbreeding due to selection from simulation over 
random mating (4Fsjm - tFo) by the prediction (1F2.LH - 1Fsim). 
e. Percentage of the additional rate of inbreeding predicted by I.1F2,LH over iiFj.j-j compared to that 
already predicted by 4FIW over 1F0. 
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5.2 	Transition matrices to predict rates of Inbreeding. 
In this section, the method of Wooliiams(1989) (section 4.6) is applied and extended. 
Only populations with a hierarchical mating structure are considered so maternal half-sibs are 
ignored. A slightly different transition matrix to that of Woolliams is used and this is discussed in 
section 5.2.1. The transition matrix method is extended to two generations (section 5.2.2). 
Prediction of probabilities required as entries in the one generation transition matrix are 
discussed (section 5.2.3). The relationship between this method and the Latter-Hill method 
under no selection is discussed (section 5.2.4). Finally, example calculations and results are 
presented (section 5.2.5) and comparisons are made to the Latter-Hill predictions. 
5.2.1 The one generation transition matrix. 
A transition matrix method, equivalent, but not identical to that of Woolliams(1989) 
(section 4.2.5) is considered. in [4.12] if the two individuals X and V had, for example, the 
same father, Wooiliams considered that they received the same gene with probability 1/2 and 
if they received different genes then they would be identical by descent if the father received 
the same genes from both his parents with probability, 112P(Mj,!7,t-2). Here, if X and Yhave 
the same father then the probability of them receiving the same gene is P(Mj, M,t- 1) which is 
the probability of the sampling of two identical genes from a male in generation t-1; 
P(M,Mj,O)=112. In this way probabilities of identical genes in generation t are dependent only 
on those in generation t-1 as opposed to both t-1 and t-2. Two new identities are now 
required, P(M,M,t) and P(Fj,Fj,t), but in fact these can be treated identically and can both be 
represented by P(N,N,t). The equivalent equation to [4.12] used here is: 
oç 	= PF,1 (.P(f,,,11) ~ j P(N,, Nat_i)) 
+ PP,,( jP (MpF;t_1) + . P(FFt-1) + JP(Nj,N;t_1)) 
+ PlJ i( .j. P(M1,17,t-1) + - P(M1,14,t-1) + 3P(F ,F,t_1)) 	 [5.10] 
and P(N,Nj.t)=j + jP( Mj F_1) 
In this case, ut= 
[ P(Nj,Ni,1) P(Mj,Mj,t) P(M,,Fp) P(Fjs5;t) ] and s= [1/2 0 0 0]. 
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Ut = Out-1 + s, where, 
0= 	0 	 0 	 112 	0 
(2PFmm + PPmr&/4 	PUm 4 112 	(PUmm + PPmm)14 
(2PFmf + PPrnf)14 	PUmf14 	112 	(PUmf + PPmf)14 
(2PFff + PPff)14 	 PUff14 	112 	(PUff + PPmm)14 	[5.11] 
and 01= [1/2 1 1 11. Again let ht=  1 - ut and so ht= Oht-i and by the same derivation as in 
section 4.6, i1F (1- )'max), ;-max being the largest eigen value of 0. 
5.2.2 The two generation transition matrix. 
Over two generations individuals can be considered to be full-sibs, half-sibs, 
half-cousins, full-cousins, double half-cousins, one-and-a-half-cousins, double full-cousins or 
unrelated at the grandparental level. The easiest way to determine the probabilities resulting 
from these relationships is to consider directly the probability of two individuals receiving the 
same gene from each combination of their grandparents. Let PGS, MGS, PGD, MGDbe the 
paternal and maternal grandsires and the paternal and maternal granddams respectively of the 
,th grandoff spring. An individual receives a given gene from a given grandparent with 
probability 1/4 and two individuals receive a given pair of genes from a given pair of 
grandparents with probability 1/16. Let P(PGSj,PGS1) be the probability that individuals I and j 
receive the same gene from their respective paternal grandsires given that they both receive a 
gene from them. Similar probabilities exist between all combinations of two individuals 
grandparents. It follows that the total probability of individual i of sex x and individual j of sex V 
receiving genes identical by descent in generation t is, 
P(X ;t) = - I P(PGS1,PGS) + P(PGS1 PGD) + P(PGSMGS) + P(PGSMGD) 
+ PPGD1,PGS1) + P(PGD1,PGD) + P(PGD,,MGS) + P(PGD1,MGD 
+ R'MGS1,PGS1) + POV?3S1,PGD) + PMGS,,MGSJ) + P(MS1,MGD) 
+ P(MGS,,PGS) + PMGS,,PGD1) + P(M3S,,MGS/ + P(MGS,,MGD] [5.121 
There are eight terms in [5.12] which are probabilities between grandsires and granddams and 
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these probabilities are simply P(Mj,Fj;t-2). If the probabilities are between grandparents of the 
same sex then those grandparents can either be the same individuals or different; that is, for 
example, 
P(PGSj,PGS1) = P(PSx,PSy)P(Mj,Mj,t-2) + [1 - P(PSx,PSy)JP(Mi,Mj,t-2) 
where P(PSx,PSy) is the probability that x and y have the same grandsire and P(M,M1;t-2) is 
the probability of receiving the same gene. (1 - P(PSx,PSy) J is then the probability of x and y 
having different grandsires and P(Mj,Mj;t-2) is the probability of receiving the same gene in 
that case. Similarly, P(MSx,MSy), P(PDx,PDy) and P(MDx,MDy) are the probabilities of x and y 
having the same maternal grandsires, paternal granddams and maternal granddams 
respectively. In addition, for example P(PSx,MSy) is the probability of the paternal grandsire of 
x being identical to the maternal graridsire of y. The two generation equivalent to [5.10] is 
therefore, 
P(X,Y; t) =7a- {( PS, PSY)P(!s4,N,,.t_2) + (1 - P(PSJ( PS)] P(M1,M1,1-2) 
+ P(PDPD)P(N;t-2) + 11 - P(PDX PDY)1 P(FF,t-2) 
+ P(MS,MS)P(N,,N,,1-2) + 11 - P(MSJ MS) I P(M,,M-2) 
+ P(MD,MD)P(N4,1-2) + El - P(MDJ .MD)J P(F,F,1-2) 
+ P(PS,,MS)P(P.y-2) + 11 - P( PSX,MSY) I P(MfrMt-2) 
+ P(MS,PS)P(ts4,ty2) + El - P(MSXPPSY)I P(M,!-2) 
+ P(PD) ,MDy)P(M,Nj,1-2) + El - P(PD,MD)IP(F1,Ft-2) 
+ P(MDPD)P(M,N1,t-2) + 11 - P(MDX,PDY)] 
+ 8P(M,Ft-2)J 
and P(Nj,Nj; t) = 112 + 112. P(M, Fj; t-2). 
Let ut and s be vectors with the same defir ition as in section 4.6, then ut  is related to ut2 
and s via a transition matrix 0, such that ut = Out-2 + S where, 
0= 0 0 	 112 0 
Amm Bmm 	112 112 - Amm-B 
Amf Bmf 112 112 - Amf - Bmf 
Aff Bff 	 112 112 - Aft-Bif 
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Axy = [P(PSx,PSy) + P(PDx,PDy) + P(MSx,MSy) + P(MDx1 MDy) 
+ P(PSxMSy) + P(MSx.PSy) + P(PDxs MDy) + P(MDx,PDy) 1/16 
Bxy = (P(PSx,PSY) + P(MSx,MSy) + P(PSx,MSy) + P(MSx,PSy) 1116 
As before, ht = 1 - ut and ht = 0th0 and the rate of inbreeding is LIF= 1- -max where  'max 
is the largest eigen value of 0. 
5.2.3 Probabilities used In the transition matrices. 
Woolliams (1989) obtained estimates for the probabilities PMxy,PPxy. PMxy. PU,iy by 
calculating them directly from a single generation Monte Carlo simulation. His population 
structures were complex and simulation was probably the best way to obtain these probability 
parameters. However, in the hierarchical population structures considered here, these 
probabilities can be expressed usefully in terms of variances of family size. 
a) One generation probabilities. 
The probability of choosing 2 males that are full-sibs is 
PF 	no. of ways of choosing 2 males from the same female parent mm 
- 
- 	total number of ways of choosing 2 males 
—1) 	
F 	+ 4v - 4n(i 	1 [F  	F i=1 
	
= 	M (M— 1) 	M M-1 	 M M 	A? 
where fli(xy) 02  xy(1) and 4Uxy(1) have the same meaning as in previous sections. The 
probability of choosing 2 males that are half-sibs is 
- no. of ways of choosing 2 males from the same male parent but different female parents 
mm - 	 total no. of ways of choosing 2 male parents 
flj 	(n, 	—1) - 	I1 	—1) 	
m(i) + 	- /4rnf' 	
PF 1 - m = = 	 M(M-1) 	 M-1  
ir 	Fil 
[Unrn(l) 7Yfrn(1)] 
The probability that the 2 males are unrelated is then PUmm = 1 - PFmm - 	Similarly, the 
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probability that 2 females chosen are full-sibs, half-sibs or unrelated is, 
PFff 3 1) c 	PPff 3 [ c 	+. - 1] - p 	PUff = 1 - PFff - PPfl 
The probability of choosing a male and female that are full-sibs, half-sibs or unrelated is, 
i r (W [afrn,firl) + 4,(O /4yw' = 1 
[ 
1=1 	 = 
PFmf 	MF 	 M 
(a,m i) + I4vnii) /4ni) 
- PF =3 [ a, 	~ F 	 .] - -ML 	+ .] 
PUmfl — PF— PP 
The probabilities can then be found by prediction of the variances of family size as discussed in 
section 5.1.3. 
b)Two generation probabilities. 
The two generation probabilities can also be.written in terms of two generation 
variances of family size. For example, the probability that 2 individuals of sex x chosen at 
random have the same paternal grandsire is 
P(PSX,PSX) = 
choosing 2 grandoff 
total no. of ways 
of sex xfrom same grandsire via male 
ng 2grandoffspnng of sex x 
1=1 	 Ml 2 	2 
= ~ X (X— 1) 	
I o ffl777    
where fli(mmm)  is the number of male grandoffspring via male parents of the ,thmale  grandsire 
and ci2mmm and /immm  are as defined in section 5.1.1. Similarly, the probabilities that two 
individuals of sex x chosen at random have the same paternal granddams, or same maternal 
grandsires or same maternal granddams are, 
P(PDXPD) 	. j 	+ 	- 7x1 
P(MSX,MSX) 
- 	
10mtx + Imx - I4nx 
p(MD,MD) 	k x + Ix - 
Next consider, 
P(PSx,MSx) = 	no. of ways 2 individuals of sex x receive genes from their male grandparent 
total no. of ways of choosing 2 individulas of sex x 
In this case a correction must be made for the possibility of sampling the same individual twice 
since an individual could have the same maternal and paternal grandsire, 
t flI(flTf r 6VC) 
I=1 	 MGSXMl 
P(PS,MS)= 
X(X-1) 	- X(X-1) 	)(Xfl)cfl7fX i 
where GSx is the number of times that an individual of sex x has the same maternal and 
paternal grandsire. P(PDx, MDx) can be found in a similar way. All the probabilities can be 	- 
written in terms of the variances and covariances of two generation family size described in 
section 5.1.1. In the calculation of 4F by this method the two generation variances calculated 
from simulation were used. 
5.2.4 Approximation of Amax. 
In section 5.2.3, it was observed that the variances in family size which were the basis 
of the method in section 5.1 were the elements of the transition matrix Q. Let us investigate 
further the value of (1- Amax) as a prediction of 4F. Let 0 from [4. 22] be represented by 
	
o =0 	0 	112 	0 
a b 112 112-a-b 
C 	d 	112 	112-c-d 
a b 112 112-a-b 
Under no selection the second and fourth rows of 0 are identical (they have been 
represented in this way above) and so one of the four eigen values is zero. The determinant of 
the matrix [0 - Amax I] is represented by 10 - 2-maxll and is zero and using .. for Amax then: 
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IQ-All 	=[-A 	0 	112 	0 	 = 0 
	
Ia b-A 112 112-a-b 
Ic d 	'1/2-A. 	112-c-d 
La 	b 112 112-a-b-A 
The matrix 0 - Al can be reduced to a 3 x 3 matrix in which d is eliminated, by subtracting row 4 
from row 2 and subtracting row 1 from row 4 then adding column 2 to column 4, 
-A 	1/2 	0 
c 1/2-k 1/2-c 
a+X 	0 	1/2-a-A 
The determinant of a 3 x 3 matrix can easily be calculated (Searle,1981) and for this matrix an 
equation cubic in A results: 
- A3 	+ 	X2(1-a) 	+ A a/2 + (a - c)14 	= 0 
The interest here lies with, 1F= (1 - A) so let 8 = (1 - A) then a cubic equation in 8 is: 
63 + 52 (2+a) + 8(1+3a12) + (c+a)/4 = 0 [5.13] 
A first approximation to 8 is found from calculus theory to be f( 0 )/f'( 0) where f( 8) is the left 
hand side of [5.13] and 1(0) has 6 set to zero and f'( 8) = d f( 5)1 d S. The first approximation to S 
is S, 
a+c 
01 = 4+6a 
which can be written in terms of the variances of family size, 
a+c = 	[2 + 	+2()a,,,l) 	 Nff 
ir 	2 	 (
[ f( + 2-)a,,jl)+) 01 
a + c is the same as 4F from the Latter- Hill equation [4.1] except for a factor of 1/4. 
4 + 	4+ [ 	+ 	 + 3 [ 
+ ( 4] 
Under no selection and a Poisson distribution of family size 
a-i-c 	 M+F 	 M+F 
4 + - BMF + 3F +3M 
ignoring higher order ternø this equals Wright's iiFw= 8MF 
From simulation it was found that a second approximation was required to get a reliable 
estimate in selected populations of the true A. This is found from 82=  f( 81)/f'( 81)  but no 
simple equation can be found in terms of variances of family size. A decomposition like the one 
presented above is difficult when selection is imposed. 
5.2.5 Examples. 
Observed rates of inbreeding from simulation (4Fsjm) and rates of inbreeding 
predicted from (1 - A.m) from the one and two generation transition matrices 4F1, r and 
4F2, r are presented in Table 5.6. The 4F2, T  is always as great or greater than 4F1, Tbut both 
underpredict AFsim. For comparison the Latter- Hill equation results using simulated variances 
of family size presented in Table 5.4 are repeated in Table 5.6. There is a very good 
agreement between 4F1,T and LIF1,LH and between 4F2,T  and 11 F2,L H. The derivation of 
the Latter-Hill equations follows a drift argument and the transition matrix is derived via 
inbreeding arguments. As discussed previously (section 4.1) in natural populations a 
difference is often found in 4F predicted from these approaches, but in managed populations 
where the number of males and females each generation is constant no difference need be 
drawn (Crow and Kimura, 1971). These results confirm that this holds even under selection, 
but it is emphasised that it is unlikely to hold if non-random mating of selected individuals is 
practised. 
5.3 	Examples from Robertson (1961) and Burrows (1984). 
Results from the predictions of Robertson (1961) (section 4.3) and of Burrows (1984) 
(AFB, section 4.5) are presented in Table 5.7 and compared to simulation results and 
predictions using the Latter-Hill equations (4F1,LH and LIF2,LH; transition matrix predictions 
are omitted because of their similarity to the Latter-Hill predictions). As discussed previously, 
the methods of Robertson and Burrows can only be appropriately applied to populations with 
equal numbers of males and females. 4FR, 1  is the prediction of Robertson (1961) from 
equation [4.11] using 02=1 which represents the consequences of the selective of 
advantage of only parents to offspring and using the corrected p = (h212)(1 - kh2) / (1 - kh412) 
(as discussed in section 4.3). LIFR is exactly the prediction which Robertson (1961) proposed, 
equation [4.11] with 02  = 4 and p = (h212)(1 - kh2). 
AFB is.seen to be a better predictor of 4Fsjm then /iFl,R, this is expected since in 
Table 5.6 Simulated rates of inbreeding (4FSfrp), rates of inbreeding predicted via one 
and two generation transition matrices and for comparison, rates of inbreeding 
predicted using the one and two generation Latter-Hill equations as presented 
in Table 5.4. 
h2 	 4Fsjm 	4Fjj- 	IiF2,T 	4F1,LH 	LF2,LH 
M=20, F=20,n=3 
0.0 0.0105 0.0103 0.0105 0.0103 0.0103 
0.1 0.0123 0.0110 0.0111 0.0108 0.0111 
0.2 0.0131 0.0114 0.0116 0.0112 0.0116 
0.4 0.0143 0.0120 0.0124 0.0119 0.0124 
0.6 0.0150 0.0125 0.0131 0.0123 0.0131 
M=20, F=20, n=6 
0.0 0.0114 0.0111 0.0111 0.0113 0.0113 
0.1 0.0144 0.0124 0.0128 0.0122 0.0127 
0.2 0.0161 0.0131 0.0138 0.0130 0.0138 
0.4 0.0192 0.0145 0.0158 0.0140 0.0157 
0.6 0.0197 0.0155 0.0168 0.0154 0.0168 
M=20, F=40, n=3 
0.0 0.0083 0.0082 0.0082 0.0082 0.0082 
0.1 0.0098 0.0088 0.0089 0.0087 0.0089 
0.2' 0.0112 0.0090 0.0095 0.0090 0.0095 
0.4 0.0116 0.0095 0.0101 0.0095 0.0101 
0.6 0.0123 0.0101 0.0108 0.0100 0.0107 
M=20, F=40, n=6 
0.0 0.0087 0.0087 0.0087 0.0087 0.0087 
0.1 0.0119 0.0097 0.0100 0.0096 0.0100 
0.2 0.0130 0.0103 0.0109 0.0102 0.0104 
0.4 0.0151 0.0113 0.0124 0.0112 0.0123 
0.6 0.0151 0.0117 0.0129 0.0117 0.0128 
M=20, F=100, n=3 
0.0 0.0070 0.0070 0.0070 0.0070 0.0070 
0.1 0.0082 0.0074 0.0075 0.0074 0.0075 
0.2 0.0094 0.0078 0.0081 0.0077 0.0078 
0.4 0.0102 0.0082 0.0087 0.0082 0.0087 
0.6 0.0102 0.0085 0.0091 0.0085 0.0090 
M=20, F=100, n=6 
0.0 0.0072 0.0070 0.0070 0.0070 0.0072 
0.1 0.0095 0.0078 0.0082 0.0078 0.0079 
0.2 0.0110 0.0083 0.0090 0.0083 0.0090 
0.4 0.0125 0.0092 0.0105 0.0092 0.0101 
0.6 0.0123 0.0095 0.0106 0.0096 0.0105 
M=20, F=200, n=3 
0.0 0.0066 0.0066 0.0066 0.0066 0.0066 
0.1 0.0083 0.0070 0.0072 0.0070 0.0072 
0.2 0.0090 0.0073 0.0077 0.0073 0.0074 
0.4 0.0099 0.0079 0.0084 0.0079 0.0084 
0.6 0.0099 0.0081 0.0087 0.0081 0.0086 
M=20, F=200, n=6 
0.0 0.0067 0.0067 0.0067 0.0067 0.0067 
0.1 0.0087 0.0073 0.0076 0.0073 0.0076 
0.2 0.0102 0.0077 0.0085 0.0078 0.0084 
0.4 0.0116 0.0085 0.0095 0.0085 0.0094 
0.6 0.0120 0.0089 0.0099 0.0089 0.0098 
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the derivation AFB highei' order terms were included which were ignored in 4F1,R. 
Predictions from 4F1,R are very similar to those from 1F1,LH. Predictions from AFB and 
4F2,LH are also very similar, although they have achieved higher predictions by accounting 
for different things. 4FR severely overpredicts LlFsjm as found in the simulation studies of Hill 
(1985). 4FR is still an overpredictor when the corrected p is used. 
Table 5.7 Predictions of rates of inbreeding using the methods of Burrows (1984a) and 
Robertson (1961) compared to the rates observed in simulation and compared 
to the Latter -Hill predictions. 
112 iFsim AFB IIF1,R AFR IIF1,LH 1F2,LH 
M_-20, F=20, n=3 
0.1 0.0123 0.0118 0.0109 0.0128 0.0108 0.0111 
0.2 0.0133 0.0117 0.0113 0.0138 0.0112 0.0116 
0.4 0.0142 0.0127 0.0119 0.0161 0.0118 0.0124 
0.6 0.0150 0.0130 0.0124 0.0172 0.0123 0.0131 
M=20, F=20, n=6 
0.1 0.0144 0.0127 0.0125 0.0158 0.0122 0.0127 
0.2 0.0161 0.0138 0.0135 0.0193 0.0130 0.0138 
0.4 0.0192 0.0157 0.0149 0.0242 0.0140 0.0157 
0.6 0.0198 0.0168 0.0157 0.0261 0.0154 0.0168 
5.4 	DIscussion. 
In this chapter methods available for predicting inbreeding in selected populations 
have been compared to rates of inbreeding obtained in simulation over a range of population 
structures. The method of Latter (1965) and Hill (1979) was not derived to predict inbreeding 
in selected populations but rather to account for non-heritable causes of differential size of 
families observed in natural populations. However, this method (a drift variance approach) has 
been shown to give predictions of inbreeding in selected populations which are in very good 
agreement with those predicted from a transition matrix approach (Woolliams, 1989). Both 
methods consider only the selective advantage of parents to offspring and were found to 
underpredict the increase in inbreeding in a selected population compared to a random mating 
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population by at least 50%. The method of Burrows (1984a) was found to be a slightly better 
predictor because it includes higher order terms which the other derivations ignore; however, 
this method can only be applied to limited population structures. The method of Woolliams 
(1989) is a generalisation of the approach of Burrows (1984) to allow any population structure 
with different selection intensities and selection criteria for males and females. 
The Latter-Hill and transition matrix method have been extended to consider the 
selective advantage over two generations, from grandparent to grandoflspring as well as from 
parent to offspring. These methods were also found to underpredict the rate of inbreeding 
observed in simulation, but to a lesser extent than the one generation methods. Even with 
knowledge of the one and two generation predictions, the true asymptotic rate of inbreeding 
cannot be predicted with accuracy. To extend these methods to account for three or four 
generations of selective advantage would be cumbersome, and even if achieved the 
parameters required for the prediction would most easily be found, like those for the two 
generation predictions, by simulation. 
Although the derivation of Robertson (1961) has been shown to contain several errors 
and the resulting prediction has been shown here and elsewhere (Hill,1985) to give gross 
overestimates, it incorporates the important concept of attempting to account for all 
generations of selective advantage from ancestors to descendants. In the next chapter a new 
method is presented which accounts for selective advantage over all generations and 
accommodates many population structures. This new method is found to predict well the rates 
of inbreeding for the examples considered in this chapter and the derivation highlights an 




PREDICTION OF RATES OF INBREEDING IN SELECTED POPULATIONS. 
III.PREDICTION OF RATE OF INBREEDING USING LONG-TERM 
RELATIONSHIPS. 
In this chapter, a method to predict rates of inbreeding in selected populations is 
derived which accounts for all generations of selective advantage from ancestors in a given 
generation to all their descendants in subsequent generations. Firstly, the matrix of 
coefficients of additive relationships is partitioned into 'contribution' matrices which describe 
the contribution of the Mendelian sampling of genes of ancestors in a given generation to the 
relationship between individuals in later, generations (section 6.1). These contributions 
stabilise with time and the value to which they stabilise is shown to be related to the 
asymptotic rate of inbreeding and therefore also to effective population size (N8). 
2N 
Pr +O 
where N is the numbers of individuals per generation and Ur  and a2r  are the mean and 
variance of long term relationships. The stabilised values are then predicted using a recursive 
equation via the concept of selective advantage (section 6.2). Account is taken of the change 
in genetic parameters as a consequence of selection and also the increasing.'competitiveness' 
of contemporaries as selection proceeds. Examples are given (section 6.3). 
Model and assumptions. 
The population under selection is assumed to consist of M males and Ffemales each 
generation. A hierarchical mating structure (Fk M) with F/M being integral, this assumption is 
only important in the derivation, but simulations to which comparisons of predictions are made 
have this structure and are as described in Chapter 2. Discrete generations are assumed. Each 
female has noffspring of each sex available for selection and each male has n m, where nm 
(F/M)nf. Selection is assumed to be on phenotype for a trait under additive genetic control 
over many loci - the infinitesimal model (Bulmer,1980). Selected candidates are mated at 
random. As with other derivations the inbreeding is assumed to refer to loci neutral with 
respect to the selected trait. 
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6.1 	Relating the rate of inbreeding to long-term relationships. 
The matrix of additive genetic relationships between individuals and how its 
components relate to AF is considered initially. 
6.1.1 Partitioning the relationship matrix. 
Let A be the symmetric matrix of the numerator of Wright's coefficient of additive 
genetic relationship (Wright, 1922) such that the (p,q) element apq is the numerator 
relationship between individuals p and q. Assume that there are individuals from many 
generations, with M+F individuals per generation, that those generations are discrete and that 
all common ancestors can be traced. to jhe base generation. Let A be composed of 
sub-matrices Ai1  each of order (M+F)x(M+F) for which A11 is the numerator relationship matrix 
between individuals of generations land j. 
A 	= AOO Aøi  A02... AOt 
AlO All Al2... Alt 
A20 A21 A22... A2t 
Aho f A - 1  AI -
Consider individuals p (with parents wand x) and q (with parents y and z) then when p is older 
than q (i.q) the numerator relationship between them Aq(p,q), is, 
A,y(p,q) 	apq =(awq + a xq)12. 	 [6.1] 
If p and q are in the same generation (i=j) then, 
Ay (pq) apq=(aw, +awz+axy +axz)/4 	 [6.2] 
and the numerator relationship of individual p with itself is, 
Aj(p,p) app =1 + fp = 1 + awx/2 = 
(a, +a+a 	+a.,)/4 +(1 - a,,,,y'4 -a)/4). 	 [6.3] 
Where fp is the inbreeding coefficient of p.  In [6.3] app has been partitioned into two 
components, the first is analogous to the relationship between two different individuals as in 
[6.2] and the second is related to the Mendelian sampling of genes with a correction for the 
way in which the mean level of inbreeding of the parents reduces it. 
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Therefore, if the relationships between individuals of the ,h  and kth  generations are 
known, relationships between the offspring of the ith  generation (i.e the (ii1)th generation) 
and the kth  generation can be derived. Let, 
A(1+l)k =ZAik 	for .k.5i 
where Z, is a matrix of order (M+F)x(M+F) which relates individuals of generation (ii- 1) to 
generation i and whose elements are either 0 or 1/2. Element (p,q) of Z1 is 1/2 if the qth 
individual of generation i is a parent of the pt1  individual in generation (i-i-i). 
The relationship matrix between individuals in the (4 1) 117 generation A(i+1)(i+1)  can be 
written in a similar way: 	A(i+1)(j+1) = Zj Ail Zj' + D(u+l) 
(Thompson,1977) where D(i+1)  is a diagonal matrix containing terms analogous to the term 
(1 - aw(40/4 - axx/4) from [6.3], the terms of which are 1/2 if the parents are non-inbred and 
which tend to 0 as the parents become more inbred. 
Then the matrix A can be written as, 
A = 	10 	10Z0' 	 l0Z0'Z1' 
Z0 10 Z0 l0Z0' + D1 	 Zo l0Z0'Z1' + D1 Z1' 
Z1Z0 lo 	Z1Z0 10Z0'+ Z1 D1 	Z1 Z0 loZo'Z1' + Z1 D1 Z1 + D 
where, for example, Z'1Z'2...Z't  is a square matrix of order (Mi-F) which relates ancestors of 
generation 1 to descendants of generation t. The pth  column of Z'i Z'2. . . Z't gives the 
proportion of genes. of the pth  individual in generation t derived from the ancestors in 
generation 1. The sum of the M+Fcolumns, Z'1Z'2 ... Z'tl = rt (1 is the unit vector) gives the 
number of descendants arising from the Mi-F individuals in generation 1 weighted according to 
their genetic contribution to the tth  generation. The columns of Z'1Z'2  ... Z't  are the average 
of two columns of Z'1Z'2 ... Z't1 so as t increases the variance of the column vectors reduces 
so that each column will become close to the mean vector rt/(M+F) and 
1 	=I 	as u 
In addition, the sum of the columns will tend to the same vector r and Z'1Z'2 ... Z't will tend to 
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rtl/(M+F) with limit rl/(M+F). An alternative argument for a limiting value of Z'1Z'2 ... Z"t is 
based on noting that Z 1 are stochastic matrices with a single largest eigen value of 1. 
In generation t, A can be considered as a sum of (41) 'contribution' matrices (C) such 
that A = Etk=O Ck,  where Ck is the matrix initiated in generation k and contains the 
contributions to the numerator relationship matrix, from the Mendelian sampling of genes 
which took place in generation k. Ck is composed of submatrices { Cic(i,j)} relating generations I 
and j by the contributions from k. For example when t=2, A = Co + Cl + C2, where, 
CO = 110 IOZO' IOZO'Zi' 	1 Co (0,0) CO (0,11) CO (0,2) 
Z 	10 Z 	lZ' Z 	lZQ'Zi' 	
j 
= I CO (1,0) CO (1,1) CO(1,2)1 
LZiZo 10 ZIZO 10Z0' ZiZo 10Z01Z1' 1C0 (2,0) CO(2,1) CO(2,2)j 
C, 	0 	0 	 0 	 C2=1O 	0 	0 
o Di D1Zi' 	 j0 0 0 
0 	Z101 	Z1D1 Z1' 0 	D2 
These contribution matrices can be calculated in a similar way to the numerator 
relationship matrix. C k(i,j)  are null sub-matrices when iorf<k. Ck has its f irst non-null 
sub-matrix -at ck(k,k)  and this is simply a diagonal matrix of Mendelian sampling contributions to 
individuals in generation k. Considering individuals p and q with their parents as before, then 
the contribution of Mendelian sampling in generation k to individual p in generation k is 
Ck(k,k)(p.p) where, 
Ck(k,k)(p,P) 	Cpp = I - 	- axx 	this is the same as the second part of [6.3]. 
The contribution from the Mendelian sampling in the kth  generation to individual p in the ith 
generation (i>k) is, 
k(i,i)(PP) a Cpp = (114)(Cww + 2Cw + cy) which is analogous to the first part of [6.3]. 
The contribution from the Mendelian sampling in the kth  generation to the relationship 
between p in the ith  generation and q in the it,?  generation ( i>j>k) is, 
Ck(i, J)(p,q) Cpq (112)(Cpy + Cpz) which is analogous to [6.1]. 
Finally, if p andq are in the same generation ( i=j>k) then, 
Ck(i,i)(p,q) Cpq= (114)( Cwy + CWZ + Cxy + c) which is analogous to [6.2]. 
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6.1 .2 Relating the partitioned relationship matrix to AF. 
The mean of the diagonals of A11 (denoted dig( A11)) is 1 plus the mean inbreeding 
coefficient of the selected individuals in generation t (Fe), that is: d1g( A11} = 1 +. Ft 
and therefore diag fA ttj = Idiag {Ck (t,O  I = 1 + F. 




= d1r g{C1(1,1) 
} 
=1/2 and 
d{Ct(tt)} = (1 -Ft1)12. This last equality is only approximate since it depends on the exact 
contribution from each parent after selection has taken place. Following from this, 
di{C.1 (t+1,t+1) } = 0 -Fe) 
diag{C 0 } 
and analogously 
(1 - F) 
di{Ck+l (t+1,+.1) 0 = 	 for Ock ~5 t. 
diagC(, 0 (1 - F...1)  
In addition, as t--> 00  then diag{Ck(t,t)} --> d19{Ck(t+1,t+1)}. This can be derived from.the 
stochastic nature of the Z matrices so that when this asymptote is reached, all diagonal 
elements and indeed, all off-diagonal elements of Ck(t,t)  are equal. The interpretation is that 
the Mendelian sampling of selected genes of the kth  generation contribute equally to all 
animals by the tth  generation, where t is sufficiently large to have allowed the complete 
dispersal of genes throughout the population. It is this dispersal of genes that James and 
McBride (1958) examined in retrospect in data collected from selected poultry populations. 
Using the identities presented above, a relationship between the stabilised 
contributions of individuals of the first generation and AFcan be found. 
Firstly, 
W 
0 +F 1 )- 0 +) = Id-iag { (t+i,t+i) } - 	diag {Ck (t,O }' 
[6.41 
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and as  —*o diag {(} = dag {C,0} so it follows that, 
	
W 	 t 
- 	 -Idiag fCk 0 1. 
k=1 	 k=1 
The base generation is eliminated since it is the only generation derived from unselected 
parents, 
t 
F 1 - F = diag {C1 (tfi,t4.i)} + 	 ck.l (t+i,t+1)} - 	d1ag {Ck (}, 
k=1 	 k=1 
and using [6.4], 
F+1 - F 	dg {C1 (t+1 ,t+.i)} - F I diag l:Ck (t,t) } 
4?F(1 —Fe) =diag (C 1 ( 4.1,1 )}  
diag {C1 (t-i-i,t+i)1 	
dg [Cl (t+1,i-1)  112. 	 [6.5] 
2 —dig( 1 .1)} 
Table 6.1 presents diag{Ck(t,t)} for k=0,4 and t=0,20 observed from simulation (mean of 100 
replicates) of a population of M=20 males and F=40 females with nf=3 undergoing mass 
selection on a trait with heritability 0.4. The calculated mean 4Ffrom simulation was 0.0118 and 
AF using [6.5] was 0.0110. 
As t--> , all elements of Ci (t,t)  are equal so that the mean of all elements is the same 
as the mean of the diagonals, 
1 	1'C1 
	1 	1' Cl(t,l)D1 C1  
2(M+Ff 20M+F)2 
Remembering that D 1 is a diagonal matrix with each diagonal element being 1/2 and that 





4(M+Ff 	4(M+Ff ' 
[6.61 
where Tj is the ,lIi  element of r and represents the long-term contribution from the ith ancestor 
to descendants, or equivalently the long-term additive relationship between ancestor and 
descendant. 
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Table 6.1 The mean of the diagonal elements of the first five contribution matrices for a 
population of M=20 and F-40 with nf=3 undergoing mass selection on a trait with 
- heritability 0.4. 
t diag(Co(t,t)} diag (Cl (t,t)} diag {C2(t,t)} diag {C3(t,t)} diag (C4(t,t)} 1+Ft 
0 1.0000 0.0000 0.0000 0.0000 0.0000 1.0000 
1 0.5000 0.5000 0.0000 0.0000 0.0000 1.0000 
2 0.2653 0.2500 0.5000 0.0000 0.0000 1.0153 
3 0.1546 0.1310 0.2500 0.4919 0.0000 1.0275 
4 0.1009 0.0748 0.1311 0.2459 0.4863 1.0390 
5 0.0734 0.0470 0.0737 0.1282 0.2432 1.0469 
10 0.0490 0.0226 0.0230 0.0244 0.0277 1.1023 
15 0.0485 0.0221 0.0218 0.0219 0.0226 1.1536 
20 0.0485 0.0221 0.0218 0.0219 0.0225 1.2032 
The preceding derivation has been essentially via inbreeding considerations and the 
decomposition of the relationship matrix has led insight into the mechanism of the inbreeding 
accumulation. However, equation [6.6] can be derived directly from a classical drift approach 
considering the variance of change in gene frequency (W.G.Hill, personal communication). 
The gene frequency of an individual (q,) which can take the value 0,1/2,1 can be expressed as 
q' = q,/2 + q12 + öj, where qm  and qare the gene frequencies of the male and female parents 
and 6 is the deviation of the individual's gene frequency from the mean of its parents due to 
sampling of parental genes when the parents are heterozygotes. The proportion of 
heterozygotic parents is 2q(1-q) where q is the mean gene frequency in the population. The 
sampling of a gene from a heterozygotic parent follows a binomial (1,1/2) distribution so that 
the sampling variance is 1/4. In addition, two parental genes are sampled in order to form the 
offspring genotype, resulting in, 
= Var (5) ,! 
2q (1 -q) - q(1 -q) 
4 2 	- 4 









1 	 which is the same as [6.61. 
4(M+F)2  i=1 
6.2 	Prediction of long term relationships. 
In the previous section we demonstrated how the rate of inbreeding may be related to 
the sum of squares of long term relationships or contributions (Zr21) of first generation 
ancestors to descendants. The objective of this section is to predict this quantity. In a 
hierarchical mating scheme, males and females must be considered separately due to their 
differential selection intensities. Long-term contributions are then considered separately from 
male and female ancestors to male and female descendants. First the prediction of the mean of 
the long term contribution is considered and the accumulation of how the total sums of 
squares over several generations of selection is examined, since the total sums of squares in a 
given generation depends on the selection in all previous generations. 
Notation. 
Subscripts mor f relate to the sex, male or female, of individuals in a given generation 
for which there are M males and Ffemaies per generation as before. For generality, w,x and y 
may be used to allow for any combination of male, and female subscripts; correspondingly W,X 
and V denotes the numbers of individuals of that sex in each generation. Subscripts of the 
form xy,t refer to descendants of sex y in the tth  generation from ancestors (in the first 
generation) of sex x, and those in the form xwy,t refer to descendants of sex y in the tth 
generation from families of descendants of sex win generation t- 1 from ancestors of sex x. The 
subscript xwy,t is as for xwy,t but denotes a conditioning on the first two subscripts. A parent 
of sex x has nx offspring of each sex, nrr,=(F/M)nf. 
Truncation selection is assumed and so the notation Px 'x ax, ZX and kx is 'used to 
denote the proportion selected, the selection intensity, the normal deviate, the normal 
ordinate and the variance reduction constant kx 1x(ix - ax) associated with the selection of 
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individuals of sex x. In addition, k = (km +kf)/2. 
The phenotypic and the additive genetic variances and the heritability before 
selection are a 2 p. T2A and h2 respectively. The offspring of the base generation are 
denoted generation 1. The term ancestors will be used to refer to the selected individuals of 
generation 1 and the genetic variances of the ancestors of sex x are, 
	
= (1 — kh) °A2i 
	 [6.7] 
ri(xy),t is the sum of the contributions from the ,h  ancestor of sex x in the first 
generation to descendants of sex y in the tth  generation. 
bxy,t is used as a regression of the selection score of descendants of sex y in 
generation ton the breeding value deviation (Ai) of its ancestor of sex x. The breeding value 
deviation of the ancestor is defined as Ai = A' - A, where A,' is the actual breeding value of the 
ancestor and A is the mean breeding value of all the ancestors, such that, E(A,)=O and 
Var(A,)= V. Breeding value deviation will hereafter be called breeding value. 
fipQ is the regression of Pon Q. 
6.2.1 Prediction of the mean of long-term relationships. 
Considering males and females separately, we must predict j(xy),t. Under no selection 
each ancestor of sex x is expected to contribute 2t2(Y/X)  descendants of sex y in the tth 
generation. For example, a male ancestor is expected to have one son, two grandsons (one 
via his son and an expected MIF grandsons from each of his FIM daughters), four great 
grandsons, etc. The relationship between ancestor and descendant along a single pathway is 
1/2t-1 giving a total contribution of (112)(Y/). Under selection some ancestors are expected to 
contribute more descendants than others; that is they have a selective advantage which is a 
function of the superiority of their breeding value over the breeding value of their 
contemporaries, A. It follows that, - 
= 




where 2f-2bxy ,t can be interpreted as the regression of number of descendants of sex y in 
generation ton the breeding value of their ancestors of sex x. (This regression was checked 
by simulation and quadratic effects were found to be non-significant.) In generation t, 
descendants can be chosen either from male or female descendants in generation f-i, that is, 
[ + bA1] = .jf% ~ 	 + 	j [. + 	I A,] 
	
[6.8] 
The coefficients of 1/2 are part of the accumulation of (1/2)t -1 . The number of offspring 
selected from male parent families is the product of the number of male families [MIX 
+bxm,t- iA,1 with the number of descendants per male family [VIM + bxmy *,fA,1. VIM is the 
expected number of descendants of sex yfrom each male parent family and the bxmy *t is the 
regression coefficient which accounts for the additional selective advantage of the ancestor to 
the descendant given the selective advantage of the ancestor to the male parent. Superior 
ancestors are expected to contribute more male descendants that an average ancestor. In 
addition, the male descendants of superior ancestors are themselves expected to contribute 
more descendants due to the superior genes they have inherited. With s= f- i, it follows that, 
[f + 	4 [. 	A1] [ 	~ 	 + j. [. + b A,.1[ . 	[6.9] 
which can be written equivalently as p= p, 	+ [6.10] 
where 	 +b41. IA,]. In addition, 
bxy,t
= f 	+ . b + . 	+ Lb. ]. 	 [6.11] 
Therefore, the prediction of bxy,t depends on the regression coefficients of previous 
generations. 
Prediction of regression coefficients of selection score of descendants on 
breeding value of their ancestor in generation 1. 
The selection score of an offspring (generation 2), S2, can take the value S2=1  if the 
offspring is selected and S2=0  if it is not, so that S2 is an all-or-none variable. bxy2 is the 
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regression of selection score of all offspring of sex yon the breeding value of its parent (the 
ancestor in generation 1)of sex x. Let PS  A be the same regression but for a single offspring 
and where the * represents that the ancestors were selected on the basis of their phenotype, 
so that the regression is conditioned on this selection. The regression of selection score on A* 
can be completely explained through the relationship of S2 with the phenotype of the 
offspring (P2) on which the selection decisions are based. Therefore it follows that, 
	
xI-S2,A = nxI3S2,P2*I3P2,A* 
	 [6.12] 
where f3 	. is the regression of offspring selection score on offspring phenotype given 




=, 	 [6.131 
(Robertson, appendix of Dempster and Lerner, 1950 where 02p. is the phenotypic variance 
of the offspring given that their parents of sex x were selected on their phenotype, 
o'p' - = co ( 1- --L t?kx ) 
(Bulmer, 1971), and finally, 
1 	4  nx b,, 2 - 
_ 
[6.141 
In order to predict bxy,3  from [6.9] bxmy,3 and  bxfy,3 are needed, where bxmy*,3i5 
then the regression of selection score of grandoffspring (S3) of sex y on the breeding value of 
their paternal grandparent (ancestor) of sex x given that both the grandparent and parent 
were selected on the basis of their phenotype. Using similar notation as in [6.12], but replacing 
subscript 2 with 3 and the * now representing conditioning on two generations of selection, it 
follows that, 
b,0, 	= rn PS,, A = m 1353 , P3 PP3 . A' 
and analogous to [6.131, 
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z 
AS, P, = a. 
In general, the regression of number of descendants of sex y in generation ton 
breeding value of' ancestors of sex x in generation 1, via descendants of sex w in generation 
t-1, given that all generations from 1 to t-1 have been selected on the basis of their phenotype 
(represented by *), bxINy,t can be written as, 
= w 13S, A = 1 w Psj #',A 




In order to estimate the general Pp A and 	consider the variance-covariance 
matrix of the breeding value of the ancestor in generation 1, A, phenotype of the ancestor in 
generation, Pi,  and The phenotype of the -descendants in subsequent generations, for 
illustration P2 and P3, in a situation in which selection has not taken place, 
VA 	 3o 
= 	4 
P3 	 symmetric 	 a P j . 	 [6.151 
If selection is imposed on the phenotypes of the ancestors in generation 1 then the 
variance-covariance matrix of [6.15] conditioned on this selection, using conditional variance, 
covariance theory (Talus, 1987) is, 
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(1-h2  kA) 	o (1 -k) 	
. a2 
2 A(' 




o (1_h2 k) 
aA 3(1_k) 
'L ORA 	hk) 
4(1 - h' k 16 [6.16] 
The regression 
PP21 
 A for an ancestor of sex x can be found from [6.16] to be, 
3(1_h2k) _! 
I3P2,A 
= 	aj  
as expected, and also as expected, 
2 
P. =(i -3 hk). 
To obtain matrix [6.16], selection has been imposed on the phenotypes of the ancestors. Now 
to obtain bxwy*13  selection must also be imposed on the phenotypes of individuals in 
generation 2. The sex of the ancestor is now irrelevant, but the sex (w) of the descendant in 
generation 2 is important. Therefore before imposing further generations of selection on the 
variance-covariance matrix replace the kx in [6.16] by the average k, and for simplicity, 
represent the resulting matrix by, 
Vcy., 	V01 	VC2 	V 
V11 	V12 	V13 
V22 	V 3 
V33 [6.171 
By next imposing selection onto the index values of individuals of sex w in generation 2 and 
performing as analogous step as from [6.15] to [6.16], matrix [6.17] becomes, 
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I ç 	V02 V12 tV, — - rr .i V01 —  
V22 	 V 
•,
22 
-- V11 --— kw V12 (1—kw) V22 
V22 0 - k.) 
V02  V23 lew 
22 
"12 V73 





and J3PA  and ap 	are simply found from [6.181 to be, 










 this method, all the conditional regression coefficients can be found. Their exact 
expressions are cumbersome to write explicitly, but the recursion can be easily incorporated 
into a computer algorithm in which a variance-covariance matrix, as defined in [7.2] is 
considered, but which has dimensions of one plus the total number of generations. in each 
generation, selection must be imposed on both male and female parents of the descendants 
in generation t using km and kf. However, the variance-covariance matrix which is the basis for 
the conditioning imposed in subsequent generations, must have the selection imposed using 
the mean k -value, because only the sex of the descendant (in generation t and parent of the 
descendant are relevant at each stage. 
Conditioning on all generations of previous selection accounts for the reduction in 
variance as consequence of selection (Bulmer, 1971). The method accounts for the 
increasing 'competitiveness' of the contemporaries, since all individuals born in a given 
generation t are offspring born as a result of t-1 generations of selection. 
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Properties of the regression coefficients of selective advantage. 
The regression coefficients of selection of offspring (generation 2) are related from 
[6.121 by, 
FZm Zm 	 F 
b 	= —b,77 r2 = 	 = 	—bff2 , 
and the asymptotic regression coefficients are related, due firstly to the distributive process 
implicit in [6.111, and secondly because the terms bxwy ., t tend to zero because they are a 
function of 
	
M 	F = b, 00 =- 	= bff0 ., 
Clearly, when M=F, the regression coefficients in any generation are equal. 
bmm 	b 	 ZfM 
In addition, the ratios 	' and 
,




and 	-* 1 + 
zm .- 	 172 —*0. 
b mfg 	bff 	 ZfM 
This ratio is the relative selective advantage of Robertson (1961) who expected it to asymptote 
to 2 when M=F. His expectation is therefore an unfortunate limiting case. From simulation (see 
Tables 6.2 and 6.5) this ratio has been found to asymptote to considerably less than 2, even 
for low heritabilities. Robertson's argument did not account for the increasing 
'competitiveness' of contemporaries as selection proceeds as discussed above. 
Finally, if selection is stopped in generation t so that bxwy, t=O from equation [6.9] 
it can be observed that bxy, t still differs from bxy, s (if M*F) due to the redistribution of 
selective advantage through males and females, but in generations thereafter the regression 
coefficients do not change. 
Example. 
For an example of M=20, F=40, nf=3 and h2=0.4, predicted regression coefficients 
(bxyt) and those calculated form simulation (mean of 100 replicates) for this example are 
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presented in Table 6.2. Notice how the bxwy*,t terms decrease by more than fifty percent 
each generation and soon become zero. 
Table 6.2 Predicted and simulated regression coefficients for a population of M=20, F=40, 
(If =3, undergoing mass selection for a trait with heritability 0.4. 
Generation 
t 	bmm, t 
Predicted (simulated) regression coefficients 
bmf, t 	bfm, t 	bff, t 	bxmm ,t bxfm , t bxmf, t bxff, 
2 .077 (.076) .113 (.112) .039 (.036) .056 (.060)  
3 .095 (.088) .175 (.168) .048 (.048) .087 (.088) .028 .014 .040 .021 
4 .102 (.096) .198 (.184) .051 	(.052) .099 (.100) .010 .005 .015 .008 
5 .104 (.096) .206 (.188) .052 (.052) .103 (.100) .004 .002 .005 .003 
6 .105 (.100) .209 (.196) .053 (.052) .105 (.100) .001 .001 	.002 .001 
10 .106 (.100) .211 (.196) .053 (.052) .106 (.100) .000 .000 .000 .000 
bxy,io 1.37 	(1.32) 1.88 (1.75) 1.37 	(1.44) 1.88 (1.67) 
bxy,2 
6.2.2 Accumulation of the total sum of squares of long-term relatIonships. 
Let the total sum of squares of long term relationships or contributions ( £r21,t) 
(equation [6.61) from ancestors of the first generation to descendants of the tth generation be 
notated TSSt. Considering male and female ancestors separately, TSSt can be partitioned 
into the sum of squares due to long-term contributions of male ancestors TSSm,t and that due 




The Mendelian sampling of the male and female ancestors is independent so there is no 
cross-product term. TSSm,t and TSSft can be partitioned further by considering the sum of 
squares (SS) of long term contributions to male and female descendants separately. If a given 
ancestor has more than the average number of male descendants because of its selective 
advantage, then it is also likely to have more than the average number of female descendants, 
therefore a cross-product term is involved (CF). 
TSSm,t = SSmm,t + 2CPm,t + SSm,t and TSSf,t = SSfm,t + 2CPf,t + SSff,t. 	[6.20] 
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Total sum of squares of contributions following one generation of selection. 
Following one generation of selection, that is selection of the first generation ancestors when 
t=2, the sums of squares from parents of sex x to offspring of sex y is, 
y2= 	lf()ø,t = X142 + 
since E(rI(x),2) = /lxy,2 and Val ri(xy),2; = °'2xy,2 by definition. Uxy,2 = (112) (Y/X + 
bxy,2AiJ where the (112) comes from (number of descendants in generation ti / (value of each 
contribution in generation fl = 2t-2,'2t-1. Uxy,2 can be interpreted as a (112) x a binomial mean, 
flxfPy + (bxy,21flx)Ail where (Py + (bxy,21ny)Ail is the probability that an offspring is selected 
from the itt7  ancestor. Similarly it follows that, 
___ 	 b,, 2 
4,2 = 3.{n[+ b)(,.,2Al[ I  - pr -   n A] + G'2} 	
[6.211 
nx '1 
where the 1/4 is from (total number of descendants) / (value of each contribution) 2 = 1/2t The 
first part of c2xy,2 is the binomial variance of offspring of sex yfrom parents of sex x and fsxy,t 
is the additional covariance due to the flf members of a full-sib family having additional selective 
advantage due to the mate of the parent of sex x. Under the assumption of hierarchical mating, 
= 5 l7fUlf- 1)24. h4 	 [6.221 
where (114)1,22 is the intra-class correlation of full-sibs given that the correlation via the parent 
x has already been accounted for and h2t  is the heritability appropriate for individuals in 
generation t accounting for the reduction in genetic variance (Bulmer, 1971) due to previous 
generations of selection, for example 1,2 = h2 (1 - kh2)1(1 - kh4). Equation [6.22] is a first 
order approximation, Mendell and Elston (1974) provide a second order approximation which 
is necessary at high selection intensities and heritabilities, 
= j flf ('flf _ 1)[ø{ 1hi - a)jPy _] 	 [6.231 
where 0 is the cumulative normal distribution. 
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It follows that the expectation of SSxy,2 is, 
E[SS,, 2] = 	+ Py ( Ps) ~4,2(1 - 1'i) V + 	'2' 	 [6.241x  
where Vx was defined in equation [6.7].The cross-product terms are similarly derived, 
CPX,2 = X m29,42 + 15MA2 1 	 [6.25] 
where CS,,A2  is the covariance of selective advantage between male and female full-sibs 
due to the mate of the parent of sex x, so that aXf,2 =3 'XJn,2 and ,  
4ZmZfr 	 [6.26] 
Total sums of squares of contributions in subsequent generations. 
In subsequent generations the sums of squares will be dependent on the 
consequences of the latest generation of selection conditional on the previous selection. For 
a simple analogy, consider the variance of a variable v, which occurs subsequently to, and is 
dependent on a variable u, then Var(v)= Eu(Var(v/u)) + Varu(E(v/u)) and so TSSu = 4U2v1u(u 
+ /.L2U) + /lua2v/u. Extending this analogy to the two sex case relevant here, a recursive 
relationship then exists between the total sum of squares in the tth  generation with those in 
the (t-1)th generation. 
SSX't  = 	SS,_1 	+ 
where SSX,t = 	SSxm, t CPX t] 
CP)f SStj 





= [wnt 1't1 
[ 	° 	I 
Where pxwy,t (from [6.10]) and o2xwy*,tare the mean and variance of the additional 
contributions of an ancestor of sx x to a descendant of sex y in generation t via a descendant 
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of sex win generation t- 1, over the contribution from x to w. It follows that, 
JLX,Ay,( =j [flwPy + b.A,•l 	 [6.281 
oyy•,t 
=:F 




The terms fswy,t and fsxm,xf,t are as defined in equations [6.23] and [6.26] but replacing the 
subscript 2 with e, however, using h22 throughout has little consequence. 
The prediction of the total sums of squares requires only the correct accumulation of 
terms via [6.27] of the regression coefficients of selective advantage predicted in the previous 
section. In the accumulation, the terms in Ai should be carried through, since although 
E(Aj)=O, in the recursion, they may be multiplied together to produce terms in Aj2. Terms of 
higher order are ignored. 
6.3 Examples. 
Consider a simple example when M=F=20, n=3 and h2 =0. In this case there is no 
selective advantage for ancestor breeding value so all regression coefficients are null. The 
example allows a closer examination of how terms accumulate. With M=Fthe SSxy t are all 
equal. Equation numbers relevant to the calculations are presented in 
[] following the answer. 
1 1 	1 	2 	1 .3.1 .1  1 = 	= and y2 = [6.211. 
Then SS,, 2 = 2c[..j 
+ ..] = 8.3 [6.241 and CPX=2413.j +0]  = 	5 [6.251. 
TSSm 2TSS2 = 8.3 + 8.3 + 2x5 = 26.6 [6.201 and TSS2 = 53.3 [6.19]. 
[6.281 	3?..08316.291 
SSxm,3 CPX,3 _[1/2 112 8.3 	5 1/2 	1/21 + 20/2 0 ~ 20/2 
{ 
.03 0 
CP,3 SSxf,3 [.1/2 	1/2 5 	8.3 1/2 	1/ 
[083 .0 
0 	83J 	L 
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T
.6 6.61 + 1.6 	0 = 18.3 	6.6 TSS3=60 
6.6 6.61 0 	1.6 [6.6 	8.3 
Similarly, 
rSxm,4 CP,4 f1/2 1/2 8.3 6.6 1/2 12 1 + 20/2 1.042 ° 20/2[0042.0PX,4 SSxf,4 [1/2 112 6.6 8.3 1/2 1/21 	10 .042 	.042 
= 	8.3 7.5 	 TSS4=63.3 
7.5 8.31 
Under no selection or zero heritability the SSxy,t do not change as t increases, however, the 
CPx increase geometrically to a limiting value of CP,t = SSxy,2 when TSS = 66.6, and from 
[6.6], F=.0104. 
Table 6.3 Predicted and simulated sums of squares fOr a population of M=20, F=40 and 
flf =3 undergoing mass selection for a trait with heritability of 0.4. 
Generation 	Predicted (Simulated) SS of contributions from first generation ancestors. 
t 	SS, SSmf 	TSSm 	SSfm 	SSff 	TSS1 	TSS. 
2 10.2( 	9.9) 28.9(28.3) 63.1(61.4) 7.4( 7.2) 18.0(17.8) 38.3(37.4)1O1.4( 	98.8) 
3 11.2(10.2) 37.0(34.3) 82.8(76.7) 7.8( 7.3) 24.3(23.2) 52.4(51.4)136.6(128.2) 
4 11.3(10.3) 41.7(37.9) 93.6(85.3) 7.8( 7.5) 27.9(27.2) 66.4(60.7)155.9(145.9) 
5 11.4(10.5) 43.8(37.9) 98.4(90.2) 7.8( 7.8)29.6(28.9) 68.2(65.4)164.8(155.7) 
6 11.4(10.5) 44.8(41.5)100.6(93.2) 7.8( 7.8)30.4(31.0) 68.2(68.3)168.8(161.5) 
10 11.4( 	10.7) 46.8(42.7)102.3(96.0) 7.8( 7.9)31.0(31.4) 68.2(70.7)172.1(166.7) 
For a population under selection, M=20, 5=40, n=3, h2=0.4, the predicted and total 
sums of squares are presented in Table 6.3. The Mendell and Elston (1974) approximations 
were used for the fSxy,t terms. The recursion continued until t=15. The limiting value of the 
TSS = Zr21 was predicted to be From [6.6], 4F is then predicted to be 0.0020 which 
compare to that of 0.0018 calculated directly from simulation. Predicted (AFC) and simulated 
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(4F) rates of inbreeding for the range of mating ratios, heritabilities and offspring/dam 
(selection intensities) used in Chapter 5 are presented in Table 6.4. For comparison the one 
and two generation Latter-Hill predicted rates of inbreeding ( 4F1,LH and 4F2,LH) presented 
in Chapter 5 are repeated. 
z.lFc is in very good agreement with, and is always within 10% of, 4Fsjm.. In these 
examples, AFc tends to overpredict at high mating ratios, but this is found to be reduced 
when the total population size is increased (see Table 7.6). The overprediction is attributed to 
the infinite population assumptions (I, z and k values) in the derivation. For this reason, the 
prediction is not good for very small populations (M<10), and also because the effect of 
inbreeding itself on heritability is ignored which in very small populations may be important. 
Two important facets of the prediction are that account is taken of the change in 
variance due to selection and of the increasing competitiveness of contemporaries as 
selection proceeds. 
6.4 	Relationship between the long-term relationship method and other 
methods of predicting rates of Inbreeding. 
In Table 6.4 predicted rates of inbreeding via the one and two generation Latter Hill 
equations (4F1,LH and 4F2,LH) from Chapter 5 are presented for direct comparison to 4Fc. 
AFc is a better predictor of the observed rate of inbreeding in all selection cases. 4F0 is also 
better than the predictions via transition matrix theory since these were found previously to be 
in good agreement with the Latter-Hill predictions. In fact, 4F,j-j (or 4F2,LH) can be 
predicted from the recursion [6.27] by ceasing selection after one (or two) generation(s), t=3 
(or 4), by making bxwyt=0  for t;2:3 (or ~ 4). 
In Table 6.5 iiFc is compared to predictions from Burrrows(1984a) (I1FB) and from 
Robertson (1961) for populations with a full-sib family structure. 4F1,R is from equation [4.111 
using 02 1 and the corrected p=(h212)(1-kh2)1(1-kh412) and is directly comparable to IiFB 
(which used the same p). 4FR is from [4.11] using 02=4  and the incorrect p=(h212)(1-kh2) and 
4FQ is from [4.11] using the correct Qand p; Q is also tabulated and was calculated as the 
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Table 6.4 Rates of inbreeding observed from simulation (1Fsjm), predicted from long 
term contributions (LIFC) and predicted from one (iIF1,LH) and two (/1F2,LH) 
generation Latter-Hill equations. 
/iFsim 	 4Fc 	 AF1,LH 	LIF2,LH 
M=20, F=20, n1=3 
0.0 0.0107 0.0104 0.0103 0.0103 
0.1 0.0123 0.0119 0.0108 0.0111 
0.2 0.0133 0.0130 0.0112 0.0116 
0.4 0.0142 0.0142 0.0118 0.0124 
0.6 0.0150 0.0147 0.0123 0.0131 
M=20, F=20, nf=6 - 
0.0 0.0113 0.0115 0.0113 0.0113 
0.1 0.0144 0.0146 0.0122 0.0127 
0.2 0.0161 0.0168 0.0130 0.0138 
0.4 0.0192 0.0191 0.0140 0.0157 
0.6 0.0198 0.0202 0.0154 0.0168 
M=20, F=40, n=3 
0.0 0.0083 0.0083 0.0082 0.0082 
0.1 0.0098 0.0099 0.0087 0.0089 
0.2 0.0110 0.0110 0.0090 0.0095 
0.4 0.0118 0.0120 0.0095 0.0101 
0.6 0.0123 0.0121 0.0100 0.0107 
M=20, F=40, n=6 
0.0 0.0088 0.0089 0.0087 0.0087 
0.1 0.0117 0.0117 0.0096 0.0100 
0.2 0.0130 0.0135 0.0102 0.0109 
0.4 0.0150 0.0152 0.0112 0.0123 
0.6 0.0150 0.0152 0.0117 0.0128 
M=20, F_-laO, fl,3 
0.0 0.0071 0.0071 0.0070 0.0070 
0.1 0.0082 0.0089 0.0074 0.0075 
0.2 0.0094 0.0099 0.0077 0.0081 
0.4 0.0105 0.0107 0.0082 0.0087 
0.6 0.0102 0.0105 0.0085 0.0090 
M=20, F_-lao, nf=6 
0.0 0.0073 0.0073 0.0070 0.0070 
0.1 0.0095 0.0099 0.0078 0.0081 
0.2 0.0110 0.0113 0.0083 0.0090 
0.4 0.0124 0.0124 0.0092 0.0101 
0.6 0.0123 0.0121 0.0096 0.0105 
M=20,F=200, n1=3 
0.0 0.0066 0.0067 0.0066 0.0066 
0.1 0.0082 0.0087 0.0070 0.0072 
0.2 0.0086 0.0099 0.0073 0.0074 
0.4 0.0100 0.0106 0.0079 0.0084 
0.6 0.0099 0.0102 0.0081 0.0086 
M=20, F=200, n1= 6 
0.0 - 	 0.0068 0.0068 0.0067 0.0067 
0.1 0.0087 0.0097 0.0073 0.0076 
0.2 0.0103 0.0114 0.0078 0.0084 
0.4 0.0117 0.0124 0.0085 0.0094 
0.6 0.0119 0.0118 0.0089 0.0095 
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Table 6.5 Rates of inbreeding observed from simulation (4Fsjm), predicted from long term 
contributions (4Fc) and by the methods of Burrows (1984a) and Robertson 
(1961) for populations with full-sib families 
4Fsim 	AFC 	AFB 	liFl,R 	4FR 	4FQ 	Q 
M=20, F=20, n1=3 
0.1 0.0123 0.0119 0.0113 0.0109 0.0123 0.0120 1.87 
0.2 0.0133 0.0130 0.0117 0.0113 0.0138 0.0131 1.77 
0.4 0.0142 0.0142 0.0127 0.0119 0.0161 0.0143 '1.60 
0.6 0.0150 0.0147 0.0130 0.0124 0.0172 0.0146 1.46 
M_-20, F=20, np6 
0.1 0.0144 0.0146 0.0127 0.0125 0.0158 0.0152 1.86 
0.2 0.0161 0.0168 0.0138 0.0135 0.0193 0.0176 1.75 
0.4 0.0192 0.0191 0.0157 0.0149 0.0242 0.0199 1.57 
0.6 0.0198 0.0202 0.0168 0.0157 0.0261 0.0201 1.42 
4F1,R from equation [4.11], with 0=1 and p=(1/2)h2(1-h2k)I(1 - h4ki2) 
4FR from equation [4.11], with 0=2 and p =( 1i2)h2(1 - kh2) 
4FQ from equation [4.11], with 0 as listed and p=(12)h2(1-h2k)/(1 - h4k12) 
increase in regression coefficients as discussed in section 6.2. 4 1,R is found to give 
predictions of inbreeding similar to other one generation methods 4F1,LH and 4F1, T. As 
expected, AFB gives better and, higher predictions than /iFl,R and for these examples 4FB 
is very similar to LIF2,LH and 4 P2,7- (although for different reasons) and so is an 
underprediction of 4 sim. 4FR is a great overestimate of 4Fsim but 4FQ is a very good 
predictor and and is similar to the 4F0 predictions. The values of 0 (Table 6.5) illustrate how 
the relative selective advantage asymptotes to a limiting value of much less than the 2 which 
Robertson(1 961) expected. 
An approximation using 02 can be seen as related to the accumulation implicit in the 
recursion of (4.27], namely: 
SS,-1 	Mx-.t 	. ..M.,3 SS,2  M'.3 ...  M'.,_1 
where the elements of HM'x. ,iare the accumulation of the regression coefficients. 



















AF = 4F0 + Q2 (zlFi - LIFO) 
	
[6.31] 
where Q is the mean of the four ratios bxy,odbxy,2. 4F0 is the rate of inbreeding expected 
under random mating and iiF1 is the rate of inbreeding following a single generation of 
selection predicted via [4.1] using estimated variances of family size under selection. The term 
(ztFi - LIFO) is the difference in rate of inbreeding due to a single round of selection which is 
scaled by the 02 to predict the total inbreeding accumulated; 4F1 is of course a larger term 
than the corresponding quantity implied in SS x,2. Predicted LlFusing this approximation for 
the same examples as before are found in Table 6.6. In general, the predictions are not as 
good as those from the recursion (Table 6.4) However, these predictions may be more easily 
attainable and may be sufficient to ensure correct ranking of alternative, breeding schemes 
with respect to 4F. 
Table 6.6 Predicted 4F using the approximation of equation [6.31], M=20. 
Predicted (simulated) 
h2 	 F=20 	 F=40 	 F=100 	F=200 
nf=3 
0.1 .0123 (.0123) .0102 (.0098) 
0.2 .0135 (.0133) .0113 (.0110) 
0.4 .0146 (.0142) .0123 (.0118) 
0.6 .0148 (.0150) .0124 (.0123) 
flf=6 
0.1 .0154 (.0144) .0121 (.0117) 
0.2 .0178 (.0161) .0140 (.0130) 
0.4 .0200 (.0192) .0157 (.0150) 
0.6 .0201 (.0198) .0157 (0.150) 
An expression for effective population size can be found from equation [6.6] by 
expressing Z,r2 as (M + F) (u2r + a2,.) where Ar  and 02 rare the mean and variance of long-term 
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This equation can be related to the more usual expression, 
Ne = 4N 	
[6.331 
IL/c + 
(equation 4.7, Falconer, 1981) where ILk  and a2k are the mean and variance of one generation 
family size. Under no selection [6.32] and [6.33] should be equal. Let M=F and let the 
distribution of family size be Poisson, then each individual is expected to contribute two 
offspring to the next generation, one of each sex, so that 4 k =a2k=2, so that Ne  from [6.33] 
is M+F as expected. Considering the contributions from parents to offspring, each parent 
contributes half the genes to both their expected offspring, so that the mean and variance of 
the contributions to the first generation are ILr = /2k12 and a2r = a2k/4. From the example 
above it can be observed that under no selection A 2r remains constant, so that the mean of 
long-term contributions is ILr = /-k12 = 1 while the variance increases to twice its initial value 
and a2r = a2k/2 =1 and so from [6.32] Ne = N. The increase in the contribution variance is 
attributed to the covariance induced between males and females when more than one 
generation is considered. 
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CHAPTER 7 
PREDICTION OF RATES OF INBREEDING IN SELECTED POPULATIONS. 
IV. INDEX SELECTION 
In this chapter, the method of prediction of rates of inbreeding derived in Chapter 6 is 
extended to index selection. The method is general in that it can be applied to any index, but 
the method is discussed in the context of the two indices considered in Chapter 2 and 3. The 
two indices are firstly, an index of individual and full-sib records (section 7.1) and secondly, an 
index of individual full- and half-sib records (section 7.2). Prediction of rates of inbreeding 
under index rather than mass selection changes only two parts of the derivation in Chapter 6. 
Firstly, the prediction of the regression of the number of descendants selected on the 
breeding value of their ancestor (as in equations [6.12] to [6.19]), and secondly, the additional 
covariance of selection between full-sibs (equations [6.23] and [6.26]). With these changes, 
the way in which terms accumulate to make a prediction of the total sums of squares of long 
term contributions, is exactly the same as for' mass selection (section 6.2.2). 
In Chapter 2, rates of inbreeding were shown to increase as more relatives' records are 
included in the criterion on which selection is based, and this increase tended to be 
proportionally larger for traits with lower heritabilities. These trends were observed to follow the 
trend of the correlation of estimated breeding values, and it is these correlations which are 
used to predict the covariances between full-sibs. 
In section 7.3 prediction results are compared to those calculated in simulations. 
Predicted rates of inbreeding calculated from the Latter-Hill equations (Chapters 4 and 5) 
using variances of family size observed in the simulations are also presented. 
The same genetic model as in Chapter 6 is assumed. A hierarchical mating structure is 
assumed with each sire mated to d=F/M dams. Each dam has n offspring, flf = n/2 offspring 
of each sex, and each sire has ,,m = dnf offspring of each sex. Generations are discrete. 
7.1 	Index of Individual and full-sIb records. 
The index considered is as described in Chapters 2 and 3 and is called index IFS. In 
summary, 
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1= bi(X - X) + 	(Xfs 
where X is the record of the individual, XfS is the mean of the full-sibs of the individual 
(including its own record) and ji is the population mean. The method is general and bi  and 
b2 can take any value, but here they are considered to be the optimal selection index weights 
in the base generation, 0; they do not change as selection progresses, 
b - 
	(1-1/n) WAW 
- (1 - 11fl)(0w+) 
a2A8 + 
b2 = 
2AB + + OIA +4y n 
a2AB, is the additive genetic variance between families in generation t, and dAW is the 
additive genetic variance within families; the total additive genetic variance is 
= 44 + dAW . 4 is the environmental variance common to full-sibs, and WE is 
the individual environmental variance. cf is the variance of the index in generation t 
accounting for the reduction in genetic variance due to selection. 
Prediction of regression coefficients of selective advantage. 
First consider the regression bxy,2 of number of offspring (in generation t=2) of sex y 
on the breeding value deviation of the ancestor, its parent, of sex x in generation. 1. The 
breeding value deviation for ancestor I is defined as A' = A1' - A where A' is the actual 
breeding value of the parent and A is the mean of the breeding values of all the parents. The 
breeding value deviation will hereafter simply be called the breeding value. As in section 6.2, 
let the selection score of an offspring (generation t =2) be S2, where S2 = 1 if the offspring is 
selected, and 82 = 0 if it is not. 
Let 16 S2,A be the regression of the selection score of a single offspring onto the 
breeeding value of the parent, the * represents that the parents are a selected group.The 
regression of selection score S2 on At can be completely explained through the 
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relationship of S2 with the index value of the offspring (12)conditioned on the selection of 
the parents (12* ), therefore, it follows that, 
b)%2 = xI3S2,A = t7xPS2 ,12*P12 ,A* 
This is analogous to [6.12], except that the index value of the offspring is the selection 
criterion rather than the phenotype. Analogous to [6.13] is 
- ip a1. - 
I3S2  12 
- 
[7.11 
where W, - is the variance of the index given that the parents were selected (see equation [7.41). 
The regression f3 , A is considered later. In the mean time, consider the regression 
coefficients of descendants in generation 3, bxy,3, for which bxmy*,3 and bxfy*1 3 are 
required as described in equation [6.11]. bxmy,3  is the regression of selection score.of 
grandoffspring (S3) of sex y on the breeding value of their paternal grandparent of sex x, 
given that both the grandparent and father were selected on the basis of their index values. It 
follows that, 
b.,3 = 'm$S3,A = nm  /3; , j* fl13 , R 
The A now represents the conditioning on both the selection of the grandparent and parent. 
bxfy*, 3 can be written in a similar way, replacing n m with nf and with * representing the 
conditioning on selection on the grandparent and mother. Analogous to [7.1] above is, 
ZY 
= 
In general, the regression of selection score of descendants of sex y in generation t (Se) on 
the breeding value of their ancestors in generation 1, via parents (generation f-i ) of sex w, 
conditioned on the selection in all generations I to f-i (represented by *) is, 
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= flNflS,A• = nWI3,I,.fl,,,A. 	where 
	=-i 
Now consider the conditional regression coefficients, P' 2'A' J3, A  and in general, 
fill I A•• Consider the variance-covariance matrix of the breeding value deviation of ancestors 
in generation 1, A, the index values of the ancestors, I,  and the index values of descendants 
in generations 2 and 3 prior to selection, 
V A1 = 	a 	c 	3 b2 a 	3 b 2 
I 	 a2 	lQa2 	3Qa 
12 	 a 1 	3QO.A2° 
13 	 symmetric 	 a f 	 [7.21 
where 0 = b 1b2 + .. (b - b 1) b2 (n + 1)/n. In this example the use of the optimal index 
in the first generation is implicit in Cov(A1, Ii);  this assumption is not necessary for the 
methodology but simplifies the algebra for illustration purposes. 
If selection is imposed on the index values of the ancestors of sex x in generation 1, 
the variance-covariance matrix of [7.2] conditioned on this selection using conditional variance 
and covariance theory (Tallis, 1987) is, 
a —a/ k o 2 (1 - k) . b a -3 Qa kXL 
	
3b2a_ 3Qak 
ci12 (1 —ks ) - Qa a — ks ) 
	
3ad a —k,) 
a /_ 3 o2 a ic/a,2 
 
± 2Qa _3c/akx /af2 
symmetric 




The regression coefficient P1 2 A. can be found from [7.3] as 
1 b
2 a - iQajk 
142A 
= 2 
which reduces to I3 A. =. b2 as expected and which is independent of the sex 
of the ancestor. In addition, 021 . is found from [7.3] to be, 
	
= q2 	(22 a k ,'a12 	 [7.4] 
As discussed in Chapter 6, when predicting the regression coefficients of selective advantage 
in subsequent generations, the sex of the ancestor is irrelevant. Therefore, before imposing 
further selection, replace kx in [7.3] with the mean k value and for simplicity represent the 
resulting matrix by, 
Vcv V07 	VCP 	V03 
V11 	V12 	V3 
V 	•V 
V33  
By next imposing selection onto the index values of individuals of sex w in generation 2 and 
performing an analogous step as from [7.2] to [7.3], matrix [ 7.5] becomes, 
V02 











V12 V 23 













and d. = v —.iç 3 
By this method, all the conditional regression coefficients can be found. Their exact 
expressions are cumbersome to write explicitly, but the recursion can be easily incorporated 
into a computer algorithm in which a variance-covariance matrix, as defined in [7.2] is 
considered, but which has dimensions of one plus the total number of generations. In each 
generation, selection must be imposed on both male and female parents of the descendants 
in generation t using km and kf. However, the variance-covariance matrix which is the basis for 
the conditioning imposed in subsequent generations, must have the selection imposed using 
the mean k -value, because only the sex of the descendant (in generation 0 and parent of the 
descendant are relevant at each stage, as discussed in Chapter 6. 
Covarlance of full-sibs. 
This section examines the prediction of the covariance of the nf members of a full-sib 
r 
family, which is additional to that already accounted for by the conditioning on the parent of sex 
x, but which is attributable to the mate f that parent. fSxm,t and fsx (as in equation [6.23]) 
denote the covariance between male offspring and the covariance between female offspring, 
respectively, and fSxm,xf represents the covariance between male and female offspring in a 
full-sib family. Analogous to [6.22] and [6.26] are, 
fs41, = . flf ((7 —1) 4 PFSIHS 
£ 	 2 
'5xm, xf,t =
flf Zm ZfPFS/HS 
where PFS/HS,  is the correlation between full-sibs given that the selective advantage of one 
parent has already been accounted for,i.e. given that a half-sib relationship has already 
been accounted for, 
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b[c12 + 4+ (°w°) 1 
 0,12 -br/4 	
[7.71
As for mass selection, subscripts t=2 can be used throughout with little consequence. 
7.2 	Index of Individual, full- and half-sib records. 
The index has been described fully in Chapter 2 and 3 and is called index IHS. in 
summary, 
I=bl(X-XfS) 	 (XhS 
where X is the record of the individual, Xis is the mean of the full-sibs of the individual 
(including its own record), Xhs  is the mean of the records of the half-sibs (including the full-sib 
mean) and ji is the population mean. The method is general and bi, b2 and b3 can take on 
any value, but here they are considered to be the optimal selection index weights in the base 
generation, 0; they do not change as selection progresses, 
(1-1/fl)Ow 	. 	 (1-1Id)(o 
	
b1 = 	 b2= 	
0 
(1-1 In)  (ow+c) 	 (1-11d)(O++ (Ow+4)/ fl ) 





0 + 	+ ('0W + 02E)/ 
n)/d 
where c 	and 	are the additive genetic variance bertween sires and dams respectively 
in generation t. 
Prediction of the regression coefficients of selective advantage. 
The same arguments as presented for the index of individual and full-sibs can be 
followed. The only difference is in the definition of the variance-covariance defined in [7.2] 
which for the index of individual, full- and half-sibs; is, 
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V A1 = 	ai, 	a 	3i r a 	3Twci. 
3Qa 	3cva 
af aA 
13 	 symmetric 	 a 1 	 [7.81 
where the ancestor is of sex x and the descendant in generation 2 is of sex w. Again the 
assumption of the optimal index is implicit in Cov(Ai, Ii),  again this is not a necessary 
assumption. The covariance between the index value of an parent in generation t -1 with its 
offspring in generation t, depends on whether the parent is male or female, because the 
half-sibs of the offspring (whose records are included in the individual's index value), are also 
offspring of the sire, but are unrelated to the dam. The covariance is therefore a function of 
either Om or Of, as defined below. The covariance between index values of a grandparent 
and its grandoffspring also depends on the sex of the parent who relates the grandparent and 
grandoff spring, as to whether or not the grandparent is related to the half -sibs of the individual. 
Sirniiariy,the covariance between the breeding value of a parent and the index value of the 
offspring depends on the sex of the parent as a function of T (defined below), and the 
covariance between the breeding value of an ancestor and its later descendants in generation 
t is dependent on the sex parent of the descendant. 
Tm =b3 
Tf =1b2 (1-1/d) +b3 /mJ 
Qm i+.'2bi)b2(u1+1)/2fl + b3bb2 b 1)(2+n+dY4dn + (b3 -b2)(d+1)/2d 
+ b1 03 - b) (n+ 1+ (d - l)(n - 1Y2)12dn + 	- b 1) 03 -bad + lXn + 1)14dn 
Qf = b + 41. 2 - b 1f(n+1)/2n + 03 -b/(dn +n + 2)/4d2n + b1 (Z,i - b Xl - 11n)12 
+ b1 63 - b)/d + b 1 03 - b2) ( n+ 1+ (d - 1)(n - 1)12)12dn + 62 - b 1) 03 - bXn+1)12dn 
+ 02iX')3 1.'2X2+n+04dh7 
T(Tm +TfY2 
Q = (0m 0t'2 
The regression coefficients are cumbersome to write out explicitly, but the recursion can be 
easily incorporated into a computer algorithm. As discussed above, the covariance between 
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the index value of an individual in generation iwith a descendant 	 in generation t, 
depends only on the sex of the descendant in generation f-i who is the parent of the 
descendant in generation t. The sex of the descendants in intermediate generations is 
irrelevant but they are male or female with equal probability of 1/2. Therefore in generation t, 
set up two matrices, as shown in [7.9], one for male parents and one for female parents. The 
elements in column t depend on the sex of the parents. The sex of individuals in generations 1 
to t-2 are irrelevant so that covanances between these individuals depend only on an average 
Tand Q. Condition on f-i generations of selection using the mean k value (as demonstrated 
from [7.5] to [7.6]) and then condition on the selection in generation t using km ft) for the 
matrix corresponding to male (female) descendants in generation f-i. 




-1 QaJ 3QaJ 
12 	 a1 



















Ox 0  
[7.9] 
Covarlance due to full-sibs. 
The additional covariance attributable to full-sibs follows the same derivation as in 
section 7.1. For the index including half-sib records, the term analogous to [7.6] is, 
b2, [WA  +oc+('w  +4)/n/Id 
PFHS = _________________ it 	3 At 
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7.3 	Examples. 
In this section, comparisons are made between statistics calculated in simulations and 
those predicted using the methods presented above. The simulated populations are as 
described in Chapter 2 and the same example population structures are used as were 
considered for mass selection in Chapters 5 and 6. Generations are discrete and simulation 
results represent the mean of 50 replicates. 
- In Table 7.1, predicted and simulated regression coefficients of number of 
descendants in generation t, on breeding value in generation 1 are presented for an example 
population of M=20, F=40, h2=0.4. The predictions are of approximately the same magnitude 
as, and increase in the same way from generations 2 to 10 as, but are consistently slightly less 
than, the simulated values. In Table 7.2, observed and predicted regressions (from 
generations 2 and 10) of male and female descendants on the breeding value of male 
ancestors in generation 1 are presented for a range of population structures and heritabilities 
of the selected trait. The simulated regression coefficients of number of offspring selected in 
generation 2 on the breeding value of the ancestor, their parent, (bmm2 and bmf 2) 
decrease with heritability. The corresponding predicted values also show this decrease but 
they have a tendency to overpredict when h2 = 0.1 and to underpredict when h2 =0.6; on the 
whole the differences are small. The direction of change in the predicted regression 
coefficients from *generations 2 to 10 agrees well with that of the simulated values, but the 
magnitude of change tends to be slightly larger. In some simulations a sequential quadratic 
regression coefficient was found to be non-zero (positive but small), particularly at high mating 
ratios, flf =6 and low heritabilities. For example in the worst case when M=20, 5=200, flf =6, 
h2=0.1, the sequential quadratic regression coefficient of number of female descendants on 
male ancestor breeding value in generation 10 was 0.036. 
In Table 7.3 predicted and simulated sums of squares of long-term contributions are 
presented for the population M =20, 5=40, flf =3, h2 =0.4, which for this example show good 
agreement. 
In Table 7.4 for index IFS and Table 7.5 for index !HS, simulated rates of inbreeding 
(4Fsjm) are presented together with rates of inbreeding predicted from i) the long-term 
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contributions ( AFC), ii) the one generation Latter-Hill equation [4.1] (iF1,LH) and iii) the two 
generation Latter-Hill equation [5.4] 
( 
LIF2,LH). Variances of family size required for the 
Latter-Hill equations were calculated in the simulations. 4Fsjm was calculated as 
10 
4F =. 	Ij1 
where ft is the level of inbreeding in unselected offspring in generation t. The standard error 
of ft never exceeded 0.004 by generation 10 for any of the examples considered and the 
standard error of 4Fsjm over 6 generations never exceeded 0.002 when F= 20, or 0.0002 
when F=200. 
The 4Fc predictions are found to be consistently higher than the 4Fsim values for 
both IFS and IHS. The overprediction is particularly great at high mating ratios, flf =6 and low 
heritabilities, the same conditions under which non-zero quadratic regression coefficients 
were found, although the connection between these observations is unclear. The 4F0 are 
found, in fact, to be greater overpredictors of iiFsjm than the Latter- Hill methods are 
Table 7.1 Predicted and simulated regression coefficients for a population of M=20, F =40 
and flf =3, undergoing index selection for a trait with heritability 0.4. 
Generation Predicted (simulated) regression coefficients. 
t bmm,t bmf,t bfm,t bff,t 
Index IFS 
2 0.030 (0.031) 0.044 (0.042) 0.015 (0.017) 0.022 (0.024) 
3 0.035 (0.032) 0.065 (0.062) 0.017 (0.019) 0.033 (0.035) 
4 0.036 (0.033) 0.071 (0.066) 0.018 (0.019) 0.035 (0.037) 
5 0.036 (0.032) 0.072 (0.067) 0.018 (0.020) 0.036(0.038) 
10 0.036 (0.033) 0.072 (0.066) 0.018 (0.019) 0.036(0.038) 
Index IHS 
2 0.034 (0.038) 0.050 (0.052) 0.014 (0.015) 0.021 (0.021) 
3 0.039 (0.040) 0.065 (0.076) 0.017 (0.018) 0.031 (0.034) 
4 0.040 (0.038) 0.071 (0.080) 0.017 (0.019) 0.034(0.038) 
5 0.040 (0.039) 0.072 (0.077) 0.017 (0.019) 0.035 (0.038) 
10 0.040 (0.039) 0.072 (0.078) 0.017 (0.019) 0.035 (0.038) 
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underpredictors. The usefulness of the Latter-Hill methods in practice, however, would 
depend on the feasibility and accuracy of predicting variances in family size. It is surprising that, 
in some examples, particularly at low heritabilities, LIF2,LH is found to be lower than /IFI,LH. 
To investigate these results further, populations with M=40 males and F = 40, 80 or 
200 females were simulated. These populations are twice the size, and are therefore expected 
to have half the rate of inbreeding of populations with M=20 males and F = 20, 40 or 100 
females considered in Tables 7.4 and 7.5. Table 7.6 for mass selection, Table 7.7 for index 
IFS selection and Table 7.8 for index IHS selection, show rates of inbreeding from simulations 
with M =20 males (4Fsjm,20) and M =40 ( 4Fsim,40) together with those predicted (IiFC,20 
and £FC,40 respectively). The ratio 4FC,401/IFC,20 is always 0.5 since the predictions 
assume an infinite population in terms of selection intensities etc. For mass selection the ratio 
LiFsjm,4341Fsim,20 is approximately 0.5 for all examples and predictions are therefore in good 
agreement for both when M =20 and M=40. For both IFS and IHS the ratio 
4Fsjm,4cJh1Fsjm,20 tends to be considerably greater than 0.5. The predictions when M=40 
are in much better agreement with the simulated values than when M=20. The quadratic 
regression coefficients, however, were found to be of the same magnitude (as were the linear 
regression coefficients as expected) in both examples. With M=40 the IiF2,LH predictions 
were found to be always greater than the 4F1,LH predictions as expected. 
The method of predicting inbreeding via the long-term relationships assumes an 
infinite population with respect to selection intensities, k-values etc. Under mass selection, 
populations with M=20 males are big enough to approximate an infinite population. However, 
with index selection the selection criterion (estimated breeding values) of related individuals 
(e.g. sibs) are more highly correlated. This induces a reduction in selection intensity (Hill, 
1976 and 1977; Rawlings, 1976) and as a consequence the population size must be larger, at 
least M=40, before it will approximate an infinite population. Relationships between rates of 
inbreeding and population size merits further investigation. The method of predicting 
inbreeding perhaps could be adapted to include order statistic methodology. 
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Table 7.2 Predicted and simulated regression coefficients of number of descendants 
selected in generations 2 and 10 on breeding value of male ancestor in generation 
1 for some example populations. 
Heritability Predicted (simulated) regression coefficients. 
bmm,2 	bmm, 10 	bmf,2 bmf, 10 
Index IFS 
M=20, F=40, nf=3 
0.1 0.039 (0.045) 0.058 (0.060) 0.057 (0.063) 0.115 (0.120) 
0.2 0.035 (0.037) 0.048 (0.050) 0.052 (0.058) 0.095 (0.099) 
0.4 0.030 (0.031) 0.036 (0.033) 0.044 (0.042) 0.072 (0.066) 
0.6 0.027 (0.032) 0.029 (0.036) 0.039 (0.044) 0.059 (0.077) 
M=20, F=40, nf=6 
0.1 0.062 (0.059) 0.089 (0.077) 0.101 (0.103) 0.178 (0.153) 
0.2 0.053 (0.051) 0.069 (0.063) 0.087 (0.090) 0.137 (0.127) 
0.4 0.043 (0.046) 0.049 (0.050) 0.070 (0.077) 0.098 (0.101) 
0.6 0.036 (0.039) 0.038 (0.031) 0.058 (0.064) 0.076 (0.081) 
M=20, F=200, fl(= 3 
0.1 0.058 (0.056) 0.073 (0.070) 0.283 (0.283) 0.732 (0.702) 
0.2 0.053 (0.061) 0.060 (0.066) 0.258 (0.265) 0.604 (0.598) 
0.4 0.045 (0.046) 0.046 (0.050) 0.222 (0.239) 0.456 (0.546) 
0.6 0.040 (0.044) 0.037 (0.040) 0.195 (0.214) 0.368 (0.395) 
M=20, F=200, nf= 6 
0.1 0.084 (0.076) 0.106 (0.085) 0.505 (0.526) 1.060 (0.854) 
0.2 0.072 (0.064) 0.081 (0.074) 0.435 (0.447) 0.812 (0.738) 
0.4 0.058 (0.057) 0.057 (0.058) 0.348 (0.379) 0.596 (0.546) 
0.6 0.048 (0.047) 0.045 (0.046) 0.291 (0.324) 0.451 (0.460) 
Index IHS 
M=20, F=40, nf=3 
0.1 0.048 (0.045) 0.067 (0.056) 0.070 (0.072) 0.134 (0.112) 
0.2 0.042 (0.038) 0.054 (0.047) 0.062 (0.058) 0.109 (0.095) 
0.4 0.034 (0.038) 0.040 (0.039) 0.050 (0.052) 0.080 (0.078) 
0.6 0.029 (0.03) 0.031 (0.032) 0.042 (0.048) 0.062 (0.063) 
M=20, F=40, nf=6 
0.1 0.075 (0.085) 0.102 (0.102) 0.122 (0.141) 0.205 (0.203) 
0.2 0.062 (0.064) 0.077 (0.076) 0.101 (0.108) 0.154 (0.151) 
0.4 0.047 (0.050) 0.053 (0.049) 0.076 (0.085) 0.106 (0.098) 
-0.6 0.038 (0.041) 0.040 (0.040) 0.062 (0.069) 0.081 (0.079) 
M=20, F=200, nf= 3 
0.1 0.120 (0.104) 0.125 (0.099) 0.586 (0.579) 1.250 (0.981) 
0.2 0.092 (0.083) 0.092 (0.076) 0.448 (0.443) 0.917 (0.759) 
0.4 0.065 (0.068) 0.061 (0.059) 0.319 (0.382) 0.614 (0.585) 
0.6 0.051 (0.050) 0.046 (0.044) 0.250 (0.264) 0.456 (0.437) 
M=20, F=200, flf= 6 
0.1 0.150 (0.141) 0.163 (0.133) 0.905 (0.954) 1.632 (1.329) 
0.2 0.109 (0.107) 0.113 (0.101) 0.658 (0.693) 1.130 (1.012) 
0.4 0.074 (0.074) 0.072 (0.067) 0.480 (0.470) 0.722 (0.675) 
0.6 0.057 (0.061) 0.053 (0.054) 0.343 (0.348) 0.526 (0.409) 
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Table 7.3 Predicted and simulated sums of squares for long term contributions for a 
population of M=20, F=40 and nf =3, undergoing index selection for a trait with 
heritability 0.4. 
Generation 	Predicted (simulated) SS of contributions from first generation ancestors 
SSmm SSmf 	TSSm SSfm SSff TSSf 	TSS 
Index IFS 
2 3.6 (3.3) 9.0 
( 
8.6) 22.4(20.7) 2.8 (2.5) 	6.1 (5.6) 15.6 (14.0) 38.0 (34.6) 
3 4.3 (3.6) 14.0 (12.0) 36.7 (27.9) 3.3 (2.9)10.2 (9.0) 24.1 (21.1) 56.8 (49.0) 
4 4.5 (3.8) 16.5 (14.0) 37.8 (31.8) 3.5 (3.1)12.4 (11.1) 28.5 (25.5) 66.2 (57.2) 
5 4.6 (3.9) 17.6 (15.2) 39.8 (34.2) 3.5 (3.2)13.4 (12.3) 30.5 (28.0) 70.3 (62.1) 
10 	4. 6 (3.9) 18.4 (15.6) 41.5 (35.2) 3.6 (3.2)14.3 (13.0) 32.1 (29.2) 73.6 (64.4) 
Index IHS 
2 3.7 (3.9) 9.0 
( 
9.5) 22.4 (23.6) 2.8 (2.7) 	6.1 
( 5.9) 15.6 (14.7) 38.0 (38.2) 
3. 4.3 (4.2) 14.0 (14.3) 36.7 (33.1) 3.3 (3.1)10.2 
( 
9.7) 24.1 (22.8) 56.8 (55.9). 
4 4.5 (4.4) 16.5 (16.6) 37.8 (37.7) 3.5 (3.3)12.4 (12.1) 28.5 (27.7) 66.2 (65.5) 
5 4.6 (4.5) 17.6 (17.5) 39.8 (39.7) 3.5 (3.4)13.4 (13.2) 30.5 (29.9) 70.3 (69.6) 
10 	4.6 (4.6) 18.4 (18.2) 41.5 (40.1) 3.6 (3.5)14.3 (14.6) 32.1 (31.5) 73.6 (72.5) 
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Table 7.4 Rates of inbreeding observed from simulation (4Fsim), predicted from long-term 
contributions (iFd and predicted from one (4F1,LH) and two (4F2,LH) 
generation Latter- Hill equations for populations selected on index IFS 
h2 	4Fsim 	A FC 	 4F1,LH 	4F2,LH 
M = 20, F=20, flf =3 
0.1 	0.0254 0.0267 0.0241 0.0238 
0.2 0.0250 0.0265 0.0229 0.0230 
0.4 	0.0229 0.0243 0.0204 0.0208 
0.6 0.0203 0.0218 0.0180 0.0184 
M=20, F=20, flf =6 
0.1 	0.0515 0.0596 0.0474 0.0468 
0.2 0.0481 0.0544 0.0428 0.0427 
0.4 	0.0382 0.0447 0.0346 0.0347 
0.6 0.0307 0.0372 0.0278 0.0285 
M = 20, F=40, nf=3 
0.1 	0.0209 0.0231 0.0187 0.0187 
0.2 0.0219 0.0229 0.0179 0.0185 
0.4 	0.0187 0.0205 0.0163 0.0168 
0.6 0.0170 0.0178 0.0147 0.0151 
M = 20, F=40, nf=6 
0.1 	0.0395 0.0479 0.0351 0.0353 
0.2 0.0402 0.0431 0.0325 0.0340 
0.4. 	0.0321 0.0345 0.0266 0.0277 
0.6 0.0234 0.0281 0.0212 0.0220 
M=20, F=100, nf=3 
0.1 	0.0177 0.0200 0.0142 0.0146 
0.2 0.0178 0.0198 0.0140 0.0149 
0.4 	0.0165 0.0172 0.0134 0.0141 
0.6 0.0140 0.0147 0.0120 0.0127 
M = 20, F=100, nf=6 
0.1 	0.0317 0.0387 0.0252 0.0265 
0.2 0.0295 0.0342 0.0237 0.0251 
0.4 	0.0243 0.0264 0.0200 0.0210 
0.6 0.0190 0.0209 0.0166 0.0174 
M = 20, F=200, nf=3 
0.1 	0.0156 0.0191 0.0124 0.0131 
0.2 0.0159 0.0189 0.0126 0.0134 
0.4 	0.0154 0.0161 0.0122 0.0130 
0.6 0.0132 .0.0134 0.0112 0.0118 
M = 20, F=200, nf=6 
0.1 	0.0254 0.0353 0.0206 0.0220 
0.2 0.0254 0.0309 0.0201 0.0216 
0.4 	0.0218 0.0232 0.0178 0.0189 
0.6 0.0179 0.0179 0.0150 0.0161 
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Table 7.5 Rates of inbreeding observed from simulation (iiFsjm), predicted from long-term 
contributions (F) and predicted from one (4F1,LH) and two (IiFZL/-j) 
generation Latter- Hill equations for populations selected on index IHS 
h2 	4Fsjm 	LtFc 	 4F1,LH 	LtF2, LH 
M = 20, F=20, flf =3 
0.1 	0.0261 0.0267 0.0241 0.0237 
0.2 0.0258 0.0265 0.0228 0.0228 
0.4 	0.0222 0.0243 0.0205 0.0206 
0.6 0.0209 0.0218 0.0180 0.0182 
M=20, F=20, flf =6 
0.1 	0.0505 0.0596 0.0476 0.0462 
0.2 0.0498 0.0543 0.0430 0.0431 
0.4 	0.0380 0.0447 0.0343 0.0344 
0.6 0.0299 0.0372 0.0276 0.0280 
M = 20, F=40, nf=3 
0.1 	0.0257 0.0242 0.0231 0.0230 
0.2 0.0240 0.0239 0.0215 0.0216 
0.4 	0.0209 0.0211 0.0184 0.0189 
0.6 0.0166 0.0184 0.0155 0.0157 
M = 20, F=40, nf=6 
0.1 	0.0490 0.0503 0.0434 0.0426 
0.2 0.0437 0.0450 0.0386 0.0385 
0.4 	0.0332 0.0356 0.0295 0.0303 
0.6 0.0250 0.0287 0.0222 0.0228 
M=20, F=100, n=3 
0.1 	0.0246 	- 0.0249 0.0225 0.0224 
0.2 0.0232 0.0237 0.0197 0.0199 
0.4 	0.0186 0.0195 0.0161 0.0165 
0.6 0.0141 0.0159 0.0131 0.0134 
M = 20, F=100, ii=6 
0.1 	0.0418 0.0469 0.0372 0.0370 
0.2 0.0362 0.0403 0.0311 0.0317 
0.4 	0.0268 0.0296 0.0232 0.0242 
0.6 0.0187 0.0224 0.0174 0.0180 
M = 20, F=200, n=3 
0.1 	0.0248 0.0287 0.0225 0.0224 
0.2 0.0232 0.0262 0.0197 0.0199 
0.4 	0.0186 0.0202 0.0161 0.0165 
0.6 0.0141 0.0155 0.0131 0.0134 
M = 20, F=200, nf=6 - 
0.1 	0.0383 0.0495 0.0352 0.0344 
0.2 0.0324 0.0409 0.0295 0.0297 
0.4 	0.0235 0.0282 0.0213 0.0220 
0.6 0.0175 0.0201 0.0159 0.0165 
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Table 7.6 Rates of inbreeding observed from simulation (4Fsjm), from populations with 
M=20 males (4Fsjm,20) and M=40 males (IiFsjm,40) undergoing mass selection 
and their corresponding predictions using long-term relationships (Fc20) and 
(1F, 40). 
4Fsim,20 	4FC,20 	4Fsim,40 	LI FC 40 LIFsirn,401,dFsim,20 
d= 1, nf=3 
0.1 0.0123 0.0119 0.0062 0.0060 0.50 
0.2 0.0133 0.0130 0.0066 0.0065 0.50 
0.4 0.0142 0.0142 0.0080 0.0071 0.54 
0.6 0.0150 0.0147 0.0077 0.0073 0.51 
d=1,nf=6 
0.1 0.0144 0.0146 0.0078 0.0073 0.54 
0.2 0.0161 0.0168 0.0087 0.0084 0.54 
0.4 0.0192 0.0191 0.0100 0.0095 0.52 
0.6 0.0198 0.0202 0.0097 0.0100 0.49 
d =2, nf =3 
0.1 0.0098 0.0099 0.0051 0.0050 0.52 
0.2 0.0110 0.0110 0.0057 0.0055 0.52 
0.4 0.0118 0.0120 0.0060 0.0060 0.51 
0.6 0.0123 0.0121 0.0063 0.0061 0.51 
d=2, flf =6 
0.1 0.0117 0.0117 0.0059 0.0058 0.49 
0.2 0.0120 0.0135 0.0057 0.0055 0.52 
0.4 0.0150 0.0152 0.0060 0.0060 0.51 
0.6 0.0150 0.0152 0.0063 0.0061 0.51 
d=5,n=3 
0.1 0.0082 0.0094 0.0042 0.0044 0.51 
0.2 0.0094 0.0099 0.0047 0.0050 0.50 
0.4 0.0105 0.0107 0.0053 0.0054 0.50 
0.6 0.0102 0.0105 0.0055 0.0053 0.54 
d =5, flf =6 
0.1 0.0095 0.0100 0.0048 0.0050 0.51 
0.2 0.0110 0.0117 0.0056 0.0058 0.51 
0.4 0.0124 0.0128 0.0066 0.0064 0.53 
0.6 0.0123 0.0126 0.0070 00063 0.57 
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Table 7.7 Rates of inbreeding observed from simulation (Fsim), from populations with 
M20 males (/iFsim,20) and M=40 males (%iFsim,40) undergoing selection by 
index IFS and their corresponding predictions using long-term relationships 
(4Fc,20). and (IiFc,40). 
h2 	4Fsim,20 	IiFc,20 	4Fsjm,40 	LFC,40 liFsim,4014Fsim,20 
d=1,nf=3 
0.1 0.0254 0.0267 0.0138 0.0133 0.54 
0.2 0.0250 0.0265 0.0132 0.0133 0.53 
0.4 0.0229 0.0243 0.0116 0.0121 0.51 
0.6 0.0203 0.0218 0.0102 0.0109 0.50 
d= 1, nf =6 
0.1 0.0515 0.0596 0.0281 0.0298 0.56 
0.2 0.0481 0.0544 0.0271 0.0272 0.56 
0.4 0.0382 0.0447 0.0214 0.0224 0.56 
0.6 0.0307 0.0372 0.0167 0.0186 0.54 
d=2, flf=3 
0.1 0.0209 0.0231 0.0108 0.0115 0.52 
0.2 0.0219 0.0229 0.0107 0.0114 0.49 
0.4 0.0187 0.0205 0.0097 0.0102 0.52 
0.6 0.0170 0.0180 0.0084 0.0090 0.49 
d=2,n=6 
0.1 0.0395 0.0479 0.0238 0.0240 0.60 
0.2 0.0402 0.0431 0.0214 0.0215 0.53 
0.4 0.0321 0.O345 0.0175 0.0172 0.55 
0.6 0.0234 0.0281 0.0127 0.0141 0.54 
d=5, nf -3 
0.1 0.0177 0.0200 0.0097 0.0100 0.51 
0.2 0.0178 0.0198 0.0099 0.0099 0.51 
0.4 0.0165 0.0172 0.0084 0.0086 0.53 
0.6 0.0140 0.0147 0.0072 0.0074 0.54 
d=5,nf=6 
0.1 0.0317 0.0387 0.0174 0.0193 0.55 
0.2 0.0295 0.0342 0.0160 0.0171 0.54 
0.4 0.0243 0.0264 0.0140 0.0132 0.58 
0.6 0.0190 0.0209 0.0107 0.0104 0.56 
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Table 7.8 Rates of inbreeding observed from simulation (4Fsim), from populations with 
M=20 males (IiFsim,20) and M=40 males (4Fsim,40)  undergoing selection by 
index IHS and their corresponding predictions using long-term relationships 
(/1 Fc,20)  and (iFC,40). 
h2 	4Fsjm,20 	4FC,20 	iFsim,40 	4FC,40 AFSiM,401AFSiM,20 
d = 1, n=3 
0.1 0.0261 0.0267 0.0136 0.0133 0.52 
0.2 0.0258 0.0265 0.0134 0.0133 0.50 
0.4 0.0222 0.0243 0.0121 0.0121 0.53 
0.6 0.0209 0.0218 0.0101 0.0109 0.50 
d=1,nf=6 
0.1 0.0505 0.0596 0.0309 0.0298 0.61 
0.2 0.0498 0.0544 0.0261 0.0272 0.52 
0.4 0.0380 0.0447 0.0221 0.0224 0.58 
0.6 0.0299 0.0372 0.0164 0.0186 0.55 
d =2, nf =3 
0.1 0.0257 0.0242 0.0137 0.0121 0.53 
0.2 0.0240 0.0239 0.0129 0.0119 0.54 
0.4 0.0209 0.0211 0.0111 0.0105 0.53 
0.6 0.0166 0.0184 0.0090. 0.0092 0.54 
d=2,nf=6 
0.1 0.0490 0.0503 0.0282 0.0252 0.58 
0.2 0.0437 0.0450 0.0260 0.0225'  
0.4 0.0332 0.0356 0.0185 0.0178 0.56 
0.6 0.0250 0.0287 0.0134 0.0144 0.54 
d=5,nf=3 
0.1 0.0246 0.0249 0.0135 0.0125 0.55 
0.2 0.0232 0.0237 0.0124 0.0119 0.53 
0.4 0.0186 0.0195 0.0104 0.0098 0.56 
0.6 0.0141 0.0154 0.0075 0.0080 0.53 
d=5,nf=6 
0.1 0.0418 0.0469 0.0248 0.0235 0.59 
0.2 0.0362 0.0403 0.0225 0.0201 0.62 
0.4 0.0268 0.0296 0.0142 0.0148 0.53 
0.6 0.0187 0.0224 0.0106 0.0112 0.57 
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CHAPTER 8 
ACCOUNTING FOR MUTATION EFFECTS IN THE ADDITIVE GENETIC 
VARIANCE-COVARIANCE MATRIX AND ITS INVERSE FOR USE IN MIXED 
MODEL METHODOLOGY. 
8.1 	IntroductIon 
In previous chapters the effects of selection and inbreeding on the reduction of 
additive genetic variance (a2a) and the consequent effects on other genetic parameters were 
discussed. Accounting for these effects was considered important as the expected rate of 
response was substantially less than that predicted from one generation arguments. However, 
these decreases in additive genetic variance may be counterbalanced to some extent by the 
occurrence of mutations of the genome (point mutations, duplications, insertions etc.) which 
would serve to increase a2a.  Hill (1982) examined the effects of mutation on response to 
selection by simulation and concluded that although mutation events had little impact on the 
initial generations of selection programmes, they should not be ignored in the design and 
analysis of long term experiments, nor in the analysis of data on many generations from small 
animal populations e.g. pigs and poultry. Mutation has been offered as one explanation for the 
continued response in long-term selection experiments, for example more than fifty 
generations of selection for oil in maize (Dudley,1977), in which the attainment of a selection 
plateau might be expected. Inclusion of the effects of mutation into an additive genetic mixed 
model therefore seems important for the analysis of some animal breeding data (Dempflé, 
1987). 
In addition, few estimates of mutation variance exist; in a review of literature, Lynch 
(1988) found that estimates of mutation variance in laboratory animal species and plants 
ranged from 10-4 to 5x10-2 of the error variance. No estimates are available for traits of 
commercial importance in livestock. Incorporation of mutation effects into the additive genetic 
variance-covariance matrix used in a variance component estimation procedure may then 
provide useful estimates of the mutation variance. 
In the mixed model methodology now commonly used to predict breeding values in 
commercial species, the numerator relationship matrix (or in fact its inverse, see section 1.3.2) 
is included in the hope of increasing the accuracy of prediction by accounting for all the 
147 
additive genetic variances and covariances between individuals traceable to the base 
population. However, in a situation where mutations are thought to be occurring, these 
variances and covariances are no longer correct (Dempflé and Grundl, 1988), because new 
additive variances have arisen, traceable to later generations. 
When mutation effects are not included, A is the numerator relationship matrix, 
where A=(a,fi such that a,1 is the numerator of Wright's(1922) coefficient of relationship. 
Procedures exist for the construction of A (Emik & Terrill, 1949)-and for construction of its 
inverse, A- i without direct inversion (Henderson, 1976; Quaas, 1976; Thompson,1977) from 
a list of animals and their sires and dams with the animals ordered by date of birth. The inverse 
additive genetic variance covariance matrix used in mixed model methodology is A -1 0-2a -  
The aim of this chapter is to investigate how to adapt these procedures in order to 
account for the random effects of mutation and their inheritance into the additive genetic 
variance-covariance matrix and its inverse. 
6.2 	The additive genetic model Including mutation effects. 
The trait of interest is assumed to be under the control of many unlinked loci each of 
small additive effect, the infinitesimal model. Individuals in the base population are assumed to 
have no mutation effects since any mutations in their genome contribute to the base additive 
genetic variance. New mutations arise independently in individuals of the first and subsequent 
generations. Mutations have a small additive effect (Keightley and Hill, 1988) with mean zero 
and contributing a new variance of a2m per individual. Mutations are inherited by descendants 
as infinitesimal additive genes. 
Let the additive genetic variance-covariance matrix including mutation effects be Mo. 
M o, up to generation t, can be partitioned as 
rvb2=A0a+ l A k a=[AO +OtAk]oa2 , 	 [8.1] 
where 0 =d! M a , A0 a is the additive genetic variance-covariance matrix of additive effects 
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attributed to the distribution of variance present in the base population. A k O, is the variance-
covariance matrix of additive effects attributed to mutations arising in generation k The 
elements of A k  are normal additive relationships ignoring individuals in generations 0 to k—i. 
Elements of A k'  like the elements of A0 , have a maximum value of 2 which represents 
complete identity by descent at all loci traceable to generation k. Diagonal elements arel + fh 
where ! is the inbreeding coefficient of the fi' individual and is the proportion of genes 
identical by descent and represents the fraction by which segregation variance is reduced. 
Elements of M have a similar interpretation in that they are the sum of relationships over 
generations weighted by 8, but as such have no limiting value and so MW. is most simply 
interpreted as a variance-covariance matrix. In M, terms denoted h, d are defined which 
are similar to f, din A0 and to t d,, in Ak,  for k>O, in that it represents the amount by which 
segregation variance is reduced, but 8 may be greater than 1 since it may contain a term in 8. 
A new mutation may destroy the homology at an inbred locus. However, under the 
infinitesimal model, this is assumed not to significantly change f, or hr 
Let the additive genetic value or breeding value of animal I be denoted Uj and, 
Uj = 0.5U + O.Sud +01 +71 
where us and Lid are the breeding value of the sire and dam of i, Oi i s the random Mendelian 
or within family sampling effect unique to i which is distributed with mean zero and Var(0,) and 
yj is the random mutation effect unique to animal 1w hich is distributed with mean zero and 
variance 02mL 
For an individual in the base population, generation 0, Var(u,) = O2a. For an individual 
in generation 1, Var(u,)= 02a+ a2m because inbreeding is not possible in the first generation 
of a population in which self ing does not occur. In generation 2 and thereafter, the presence 
of mutation effects in the parent generations and the inbreeding of the offspring and also 
parents (in generation 3 and after) must be considered, 
Var (u1)= 0.25 Var (us ) + 025 Var(ud) + 0.5 Cov(u, Lid) + Var(0 1) + M. 	 [8.2] 
The first three terms of equation [8.2] comprise the between family variance which can 
be written as, 
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[0.25 m + 025 moj + 0.5 mw ]o = [025mm + 025 m + h Jc 	 [8.31 
where I7j = 0.5m,j. 
Var(Øj) is the variation within full-sib families caused by Mendelian sampling at 
segregating loci and can be separated into the sampling variance of male parent gametes and 
female parent gametes. If mutation effects are ignored then the variability attributed to a 
non-inbred sire is 0.25a2a. If the sire is inbred then this variation is reduced by a factor (1 - f) 
where fS is the inbreeding coefficient of the sire which accounts for the proportion of loci 
which are identical by descent and therefore contribute, no segregation sampling variance. 
Thus, 
Var(Ø 1)= (0.25(1-f)+ 0250-fd)]o 
which can be written as 
Var(Ø 1)= 1025 (aSS+add -0.5 f -0.5fdIa 
	
[8.41 
When mutation effects are considered, the variability attributed to a non-inbred parent is 
greater than 0.25a2a because of the mutations which serve to increase the variability. 
Inbreeding of the parents will reduce the segregation variance in the same way as before, with 
hsa2a now representing the reduction of variance. The within family variance analogous to 
equation [8.4] is 
Var(Ø,) = 10.25 m + 025m 	- 0.5 Ii - 0.5 hdl O. 	 [8.51 
It follows that in total Var(u1 ) is, 
Var (u, ) = (0.5 tm + m - h -hdl + 17, + 810 = m,, 
which clearly reduces to the more familiar equality Var(u,) = (1 + fj) a2a when mutation effects 
are not included. 
8.3 	Procedure for constructing the additive genetic variance-covariance 
matrix. 
M can be computed recursively from a list of individual, sire and dam identifications 
ordered by the age of the individuals (hereafter called the ordered pedigree file). Any sire or 
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dam identified must previously have appeared in the list as an individual. Unknown parents are 
identified by zero. Any individual with both parents unknown is assumed to be sampled from 
the base population and so has no accumulated mutation effect. The vector h stores the h 
coefficients. 
If both parents of individual i are known, say p and q, 
mji=mf=0.5(mjp+mjq) 	 for j=1,...,i-1 
mii=0.5(mpp+mcpq+mpq-hp- hq) +0 
hi. = 0.5mp. 
If only one parent is known, say p, 
mjj =mq =0.5m 	 for 1 = 1,..., i-i 
my = 0.5(1 + mpp - hp) + 0 
hi = 0 
If neither parent is known, 
 mjj = mj =0 	 for j  
mjj = I 
hi = 0 
8.4 	Procedure for constructing the Inverse of the additive-genetic 
variance-covarlance matrix. 
To form the mixed model equations applied to animal breeding data A -1  a2a is added 
to the animal x animal block of the least squares equations. Henderson(1976) showed that A -i 
can be constructed directly without the costly procedure of forming A itself and inverting this. 
sparse matrix. A, being a symmetric matrix, can be written as a product of a lower triangular 
matrix, L and its transpose, L', A = L L'. In addition, letting L = TD, where 0 is a diagonal 
matrix with diagonal elements identical to the diagonal elements of L and T is a lower triangular 
matrix with diagonal elements equal to 1, then 
A-i = (L L') -i = (T D2  T') -1 = (T- i)' (D-1 )2 T-1 
Henderson (1976) demonstrated that each row of T -1 has a maximum value of two non-zero 
elements which have the value -0.5 in the columns corresponding to the parents of the 
individuals represented by the row. Exploiting this structure, A - i can be easily constructed 
from a list of individual (,), sire(s) and dam(d) identifications, ordered by the age of the 




_L 	to 702  
{&6] 
where all is the (i,j) element of A 1 . The only requirement, therefore, is that the diagonal 
elements are known. For a non-inbred population each d,2 is simply 1/2, 3/4 or 1 depending 
on whether 2, 1 or 0 parents respectively are identified. For an inbred population these terms 
become (1/2 - fs/4 
- fd14), 3/4 - f14 or 3/4 -fd/4  and 1, and are easily found if A is known. 
Alternatively, Henderson (1976) found the diagonal elements by construction and storage of 
L which could require substantial computer memory when the number of individuals is large. 
Quaas(1976) presented an algorithm which does not require L or A to be stored and, 
therefore, can be used on very large data sets. These algorithms can be easily updated to 
account for mutations. 
Adapting the method of Henderson (1976) to account for mutation effects 
M is a symmetric matrix and can be written as a product of a lower triangular matrix L and 
its transpose, L'. Similarly each of the Ak (k 2: 0) matrices in equation [8.1] can be written as a 
product of lower triangular matrices Lk and their transpose, L'k, 
	
M  = LL'O = Lo 	ø + 	Lk Lk' m 
k=1 
Lk for k> 0 has null columns corresponding to individuals in generations 0 to k-i, the 
remaining columns are identical to L. In addition, Lk = TODk (k ~: 0 )where, analogous to the 
presentation of Henderson (1976) above, Dk is a diagonal matrix with diagonal elements 
identical to those of Lk and To is a lower triangular matrix with diagonal elements 1. Let E0 = 
DO and let Ek= Dk v'6, then it follows that, 
M4 = T0 Do T0a + 	Tk D  Tk' a = T0 
( 
E )T. .02  
and 	aa
= cr 1 )' 
(k=O 
E 	T1 aa 
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Therefore, exactly the same rules may be used to construct 	as for A 1 above 




which is identical 
to ri2 where ! is the P diagonal of L from M = L L'. Each row of L can be computed in order 
using the following method from the ordered pedigree list. Vector h contains the h1 coefficients. 
1 )If both parents of individual i are known, say p and q where p <q, 




0.25 (t j +  12- ) - 0.5 (h ~ hq ) + 8qj 
h1 =0.51111,1 
If only one parent of individuali is known, say p, 
I,=O.5 1p, 	for j=1,...,p 
IiI=0 	 for jp+1,...,i_1 
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=aJ 




If neither parent of individual i is known, 
1 1= 0  
Iii 	1 
hi =0. 
is constructed by the rules [8.6] above using d, =1. If M is known the 1' can be found 
directly without constructing L as: 
if both parents are known, say p and q, 
1= 0.25(m1, + mqq)— 0.5('7 + hci) +8 
if only one parent is known, say p 
= 0.5 + 025 m - 0.5!i + 8 
if neither parent is known 
1 
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Thompson (1977) decomposed A in a different way from Henderson (1976). If his method 
is used to decompose M, then it can easily be seen that, for example, when both parents are 
identified, ! =(Var (Ø)+c)/c where Var(Ø 1) is the within full-sib family sampling variance 
defined in equation [8.5]. 
Adapting the method of Quaas(1976) to account for mutation effects. 
The method of Quaas (1976) is adapted to find the diagonal elements of L, where M = 
LL', without storing L. Again the procedure requires the ordered pedigree list. For n 
individuals, n rounds of the procedure are performed. Three vectors are defined u, v and h 
with ith  elements Uj, Vj and hi respectively. The sums of squares of the entries of each row of L 
are stored in u. After the kth  round of the procedure the first k elements of v contain the 
diagonal elements of L. Vector h stores the hi coefficients. 
For the jth  round: 
f= /0.25 (up +uq )_0.5 (hp +hq )+8 	ifo<p<q 




where p and q are the parents of the kth  individual and an unknown parent is denoted zero. 
For j=k+1,...n 
Vi 	lik 	0-5(Vpj 	Vq ) 	 ifk ~5p1 <q 
	
) 
= 0.5v 1 	 if 
0 	 9p1 :5q<k 
where p1 and qj are the parents of individual 
, 
p1  <q 
C) Define 
C = 4 0.25 (u + Uq) - 0.5(hp + hq ) 	 if 0 <p  <q 
Y = 4 0.5 + 025 IJq - 0.5 h 	 if p = 0 <q 
1 	 ifp=q=O 
For j=k-i-1,...n 
1= h1 + 0.5 v vq1 	 if k <p1  <q 
t ,1 I = hj + O.Svq y 	 if p1 =k<q 
Ltij 	 ifp1 <k 
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d) For j=k,n 
Uj= LJ+ 
To construct p,j1  by equations 8.6, use 3 = 3ii  = 
8.5 	Example. 
Consider the following pedigree: 
2 
><,A  







M = AO+ 9 (Al + A2 + A3) since the data represents four generations. 
AO 1 0 1/2 1/2 1/2 1/4 3/8 
o 1 1/2 1/2 1/2 3/4 5/8 
1/2 1/2 1 1/2 3/4 1/2 5/8 
1/2 1/2 1/2 1 3/4 3/4 3/4. 
1/2 1/2 3/4 3/4 5/4 5/8 15/16 
1/4 3/4 1/2 3/4 5/8 5/4 15/16 
3/8 5/8 5/8 3/4 15/16 15/16 21/16 
o 0 
1 0 1/2 0 1/4 
0 1 1/2 1/2 1/2 
o 1/2 1/2 1 1/4 5/8 
0 1/2 1/4 1/2. 3/8  
1/4 1/2 5/8 3/8 7/8 
A2= 0 0 
1 0 1/2 
0 0 1 1/2 
1/2 1/2 1 1: 
A3 is null except for the last element which is 1. The A matrices are established in a similar way 
to the contribution matrices of Chapter 6. 
155 
h' = 	[0 	0 	0 	0 	1/4 	1/4 	5/16+ 9/8 1 
Using 8=10 to demonstrate clearly what is happening, 
1.000 0.000 0.500 0.500 0.500 0.250 0.375 
0.000 1.000 0.500 0.500 0.500 0.750 0.625 
0.500 0.500 11.000 0.500 5.750 0.500 3.125 
M 	= 0.500 0.500 0.500 11.000 5.750 5.750 5.750 
0.500 0.500 5.750 5.750 21.250 3.125 12.188 
0.250 0.750 0.500 5.750 3.125 16.250 9.688 
%
0.375 0.625 3.125 5.750 12.188 9.688 30.063 
and 
1.048 0.048 -0.048 -0.048 0.000 0.000 0.000 
0.048 1.067 -0.048 -0.028 0.000 -0.039 0.000 
-0.048 -0.048 0.111 0.016 -0.032 0.000 0.000 
M 1 =-0.048 -0.028 0.016 0.131 -0.032 -0.039 0.000 
0.000 0.000 -0.032 -0.032 0.078 0.013 -0.026 
0.000 -0.039 0.000 -0.039 0.013 0.090 -0.026 
0.000 0.000 0.000 0.000 -0.026 -0.026 0.052 
Entries of the u,v and  vectors for the updated Quaas method are presented in Table 8.1, the 
first four entries of h are zero in all rounds. 
8.6 	Discussion. 
Mutation effects are easily incorporated into the rules for constructing the additive genetic 
variance-covariance matrix and its inverse and so M 1 could be incorporated into the mixed model 
equations for predicting breeding values if 02m  or 0 is known. If they are not known, then M02a 
could be included in a REML (restricted maximum likelihood) analysis, iterating on different values 
of 0, resulting in an estimate for O2 y. More explicitly, the likelihood function in the derivative free 
REML method of Smith and Graser (1986) depends on a function of observations and IAI (the 
determinant of A). In a mutation model this will depend on IMI which in turn is determined by the 
product of the d1.This method is being used to estimate mutation variance in mice (P.Keightley, 
personal communication). 
For simplicity, unidentified parents are assumed to be sampled from the base population. 
The procedure could be easily updated to account for the approximate generation of an individual 
and therefore impose expected accumulated mutation effects. However, it is anticipated that this 
procedure is most likely to be applicable to experimental populations in which full pedigree 
records are available. 
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In large populations the proportion of mutations that arise but are not lost is higher than in 
small populations (Hill,1982), however, it is under these conditions that inbreeding decreases. 
Given the noted magnitude of mutation variance it is unlikely that the increase in additive genetic 
variance due to mutational events will counterbalance the decrease in inbreeding in populations 
of the size considered in previous chapters, particularly those populations under selection. 




1 	2 	3 	4 	5 	6 	7 
Vector u. 
1 1.000 1.000 1.000 1.000 1.000 1.000 1.000 
2 0.000 1.000 1.000 1.000 1.000 1.000 1.000 
3 0.250 0.500 11.000 11.000 11.000 11.000 11.000 
4 0.250 0.500 0.500 11.000 11.000 11.000 11.000 
5 0.250 0.500 3.125 5.750 21.250 21.250 21.250 
6 0.063 0.625 0.625 3.250 3.250 16.250 16.250 
7 0.141 0.531 1.188 3.813 7.688 10.938 30.063 
Vector v. 
1 1.000 1.000 1.000 1.000 1.000 1.000 1.000 
2 0.000 1.000 1.000 1.000 1.000 1.000 1.000 
3 0.500 0.500 3.240 3.240 3.240 3.240 3.240 
4 0.500 0.500 0.000 3.240 3.240 3.240 3.240 
5 0.500 0.500 1.620 1.620 3.937 3.937 3.937 
6 0.250 0.750 0.000 1.620 0.000 3.606 3.606 
7 0.375 0.625 0.810 1.620 1.969 1.803 4.372 
Vector h 
5 0.125 0.250 0.250 0.250 0.250 0.250 0.250 
6 0.000 0.250 0.250 0.250 0.250 0.250 0.250 
7 0.063 0.250 0.250 1.563 1.563 1.563 1.563 
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CHAPTER 9 
GENERAL DISCUSSION AND CONCLUSIONS. 
The initial objectives of this thesis were to examine the consequences of selection on 
estimated breeding values calculated from a BLUP animal model in closed nucleus herds 
typical of the UK pig industry. A simple simulation of a nucleus herd demonstrated the 
expected result that substantial gains in genetic response could be achieved from using 
BLUP selection compared to traditional selection methods, particularly for traits of low 
heritability. Fixed effects were not included in the simulation, the simulated gains were 
therefore attributable only to the use of records from all relatives and to the correct accounting 
for changes in genetic variance as a consequence of selection. Gains attributable to the 
accurate estimation of fixed effects simultaneously with the prediction of random effects would 
be additional to those observed and may be substantial, depending on the circumstances. 
The computing strategy undertaken in the BLUP analysis was a novel one. The model 
used was a reduced animal model (RAM) in which equations for non-parent individuals are 
absorbed into parental equations. However, in addition, equations for fixed and random 
effects whose solutions were no longer directly of interest were also absorbed into the 
remaining equations periodically. In particular, the equations for 'dead' animals were absorbed, 
thus leading to the model name of Live-RAM. Therefore, as more and more records 
accumulated with time, the order of the equations remained approximately constanLwhich for 
the populations simulated in this study, were of small enough magnitude to allow inversion of 
the coefficient matrix if desired. From the inverted coefficient matrix prediction error variances 
(PEV5) could be calculated directly. The simulation results confirmed that the mean prediction 
error variances of individuals in generation t equalled V(uü - V(ôü, where V(uü and V(Ot) are 
the variances of true and estimated breeding values respectively, of individuals in generation t. 
This is perhaps the first time that this confirmation of theory by simulation has been made for a 
selected population. However, in practice PEVs are often transformed into accuracies for 
publication in animal evaluation lists. Accuracies are calculated as -V[1 -PEV1o2A3 where a2, 
is the additive genetic variance in the base population. However, more correctly the accuracy 
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should be calculated as /(i - PEV1a2Ad where c2At is the additive genetic variance in the 
generation of the individual for whom the PEV is available. Although the value of a2At  may not 
be known, if, as is hoped, selection has been operating successfully in the population, a2At 
may be considerably less than o'2A (as shown in Chapter 3), resulting in 'a considerable 
upwards bias in the accuracy if 02A  is used. 
In many classical comparisons of alternative breeding programmes, expected genetic 
gain (R) from mass or index selection is calculated from standard theory, R = I aj where I is the 
selection intensity and ai is the standard deviation of the index, and crj = h aA under mass 
selection (h2  is the heritability ). However, predictions of genetic response from BLUP 
selection have not been available, which is perhaps one reason why BLUP methodology has 
seemed unapproachable to those working in industry. Genetic gains from BLUP have only 
been investigated by simulation and even simulation studies have been relatively rare. In 
Chapter 3 it was proposed that an index of individual, full- and half-sub records and estimated 
breeding values of the sire, dam and mates of the sire could be used as an approximation (for 
prediction purposes) to a BLUP animal model, in which the inclusion of the parental EBVs 
accounts for the important ancestral information. 
Simulated rates of response were found to be substantially less than those predicted 
from classical theory, attributable to the reduction in genetic variance between families as a 
consequence of selection (Bulmer, 1971) and the reduction in both between and within family 
variance as a consequence of inbreeding. The former of these two effects is substantial in 
initial generations of selection but then stabilises, and the latter is gradual and continuous. 
These effects can be more or less disentangled (see later discussion), and in Chapter 3 rates 
of response were accurately predicted which accounted for reduction in genetic variance due 
to selection given the level of inbreeding in the population. The response in generation t was 
predicted using an effective base additive genetic variance of a 2A (1 - ft- 1) where f is the 
level of inbreeding in unselected offspring in generation t- 1 calculated from simulation and 
a2A is the actual base additive genetic variance. The result is a deterministic prediction of rates 
of response (and other related parameters) expected from using index or BLUP selection 
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which is considerably more versatile than a stochastic simulation in terms of the breeding 
structure alternatives which can be considered and the time taken to obtain results. The 
deterministic prediction has been extended to multiple trait and sex-limited selection which can 
be used to examine a wide range of selection schemes. 
Rates of inbreeding calculated from the simulations are substantially (up to 5 times for 
the examples considered) greater for selected populations compared to randomly selected 
populations of the same size and structure, and that increase is considerably more, as more 
relatives records are included in the selection criterion. This increase is attributable to the 
increased probabilities of co-selection of related animals due to the increased correlation 
between their EBV5. This phenomenon has been recognised for a long time but has received 
very little attention in terms of its prediction. 
The increase in rates of inbreeding in the simulations considering BLUP selection 
compared to mass selection is in fact proportionally greater than the corresponding increase in 
rates of response. Traditionally, little attention has been directed to the consequences of 
using BLUP on rates of inbreeding; this is attributed to the large national populations for which 
most BLUP evaluations have been implemented. Now that there is interest in using BLUP 
methodology to evaluate animals in small populations, the consequences of BLUP on 
inbreeding must be examined more closely. Knowledge of rates of inbreeding is important for 
two reasons when comparing alternative breeding schemes. Firstly, inbreeding reduces 
genetic variance as discussed above. Secondly, performance may be reduced due to 
increased homozygosity at loci for which heterosis is important, particularly loci associated with 
fitness i.e. inbreeding depression. Despite the fact that commercial pigs are cross-bred, so 
that elevated levels of inbreeding in the nucleus herd are not disseminated to the commercial 
population, a high level of inbreeding in the nucleus population is not desirable to pig 
breeding companies, since it may have substantial impact on its economic viability (John 
Webb, BSAP, 1988). 
Inbreeding depression was not included in the simulation, so that actual response may 
not appear as high as those seen in the simulations. In practice, if inbreeding depression was 
found to be affecting the selected trait, the effect could be accounted for in the BLUP analysis, 
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for example, by including inbreeding coefficient (perhaps both individual and dam) as a 
covariate. However, the consequences of inbreeding depression on numbers available for 
selection and therefore on selection intensity would remain. 
In this study, the consequence of selection on rates of inbreeding has been 
considered to be an important issue and much attention has been conferred upon its 
prediction. Methods of prediction of rates of inbreeding available from the literature have not 
previously been systematically compared to simulation results. When such comparisons were 
made in this study, none of the available methods was found to consistently predict well the 
simulation results over a range of situations. However, the methods were generally accurate in 
ranking breeding structure alternatives and may therefore be of some value. In practical 
situations, the Latter-Hill equations have a particular appeal, since the necessary variances in 
family size can be easily calculated from data collected by breeding companies, so that 
approximate consequences of their present selection scheme on present and future rates of 
inbreeding can be easily assessed. 
The reason for the poor prediction of the literature methods is that generally the 
selective advantage over only one generation, from parent to offspring, is considered. Two of 
these methods were extended to account for the selective advantage over two generations, 
from grandparent to grandoffspring, as well as from parent to offspring. However, these were 
only slightly better predictors than the 'one generation' predictors and require input 
parameters which were found here from simulations, but which would otherwise be difficult to 
predict. 
A new method for predicting rates of inbreeding in selected populations has been 
derived which accounts for all generations of selective advantage from an ancestor to its 
descendants, extending the concept first proposed by Robertson (1961). The predictions 
from the new method agree well with simulated rates of inbreeding of populations undergoing 
mass selection. The prediction uses selection intensities calculated assuming an infinite 
population and therefore tends to overpredict for small populations. Possibly the methodology 
can be extended to include order statistic methodology. The method has been extended to 
index selection and examples of individual and full-sib records (IFS) and individual, full- and 
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half- sib records (IHS) have been considered. For these examples, the comparison of the 
predictions with the simulation results do not seem as good as for the mass selection case, but 
they are predicting, with only a relatively small error, increases in rates of inbreeding several 
times greater than those found for random selection. Under index selection, selection 
intensities become reduced because of the correlations of EBVs of sibs (Hill, 1976; Rawlings, 
1976) and therefore the predictions are even more sensitive to small population size than for 
the mass selection case. 
The new method for predicting rates of inbreeding can potentially be extended to 
BLUP selection, approximating the selection by the index presented in Chapter 3 and using a 
similar method to that presented in section 7.2. A similar matrix to that of [7.9] would be set up, 
but in this case covariances between index values of individuals in different generations are 
likely to be somewhat more complicated, however, some kind of averaging is likely to suffice. 
Extension of the method to predict rates of inbreeding for populations undergoing 
multiple trait selection should be straightforward, using the same type of approach as in 
Chapter 7 but defining the index as the index of the aggregate breeding goal. 
The method was derived for populations with discrete generations. To consider the 
exact changes in level of inbreeding in initial generations of selection in populations with 
overlapping generations would be complex, combining the methodology for selected 
populations derived here, with the methodology of Johnson (1977) who considered levels 
c' inbreeding in randomly mating populations with overlapping generations.The prediction 
for populations with discrete generations is expected to hold, however, for the asymptotic rate 
of inbreeding for populations with overlapping generations by similar arguments as Hill(1 979). 
In addition, the derivation here has only considered a situation of hierarchical mating 
and equal numbers of offspring available from each dam. Extensions to other mating designs 
and variable family size requires further consideration. 
As discussed above, additive genetic variance is reduced by selection and 
inbreeding. Now that accurate predictions of rates of inbreeding are available for selected 
populations, these can be combined with the methodology presented in Chapter 3 to obtain 
an overall deterministic prediction of rate of response. The recursive algorithm in Chapter 3 
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requires very little changing. Firstly, the within family variance O2AW  which for the infinite 
population remained constant throughout, now takes on a subscript t, a 2AWt for the within 
family variance in generation - 
=0.5 (1 - fi)cTo 
where f 	is the level of inbreeding in generation t-1. Secondly, the between family variance 
is changed by inbreeding in a finite population. For an infinite population with random mating, 
between family variance can be considered simplistically to be, 
V0.5s, + 0.5o) = 0.25 V(s) + 0.25 V(d) + 0.5 Cov(s1 , d) 
2 	 ,., 	 2 = U.OAQ + VOAO 
where S, and d1 are the breeding values of the sire and dam of the /, full-sib family. However, 
in a finite population the sire and dam may each be inbred and they may be related to each 
other. The variance of family means then becomes, 
V(O. 5s1 + 0.5d1) = = 0.25 (1 + f )aj, + 0.25 (1 ~ f...1 )o ~ 
However, the overall between family variance (o ) is reduced by the fact that families also 
become related to each other; there is a covariance between families, 
Coy (0.5s1 -,- 0.5d1 , 0.5s1 + 0.5d/ =2 f t  4, 
and, 
4 = 0.5(1 + f.1 -2 
In total, 	o. = 	+ o, = (1 -1k ) aAO , as expected Falconer, 1981). 
The between family variance a 	can be expressed as a function of a 
= 0.54... (1 + 	- 2 	/ (1 - f). 
When selection is also imposed in the finite population, using the notation of Chapter 3, with p 
being the accuracy of selection in generation t, 
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= 0.5 (1 = kp 2.1) oA,l (1 + f...1 - 2 ft ) / (1 — ft-1 ). 
but 	remains as before. Between sire (o) and between dam (a,) variances are, 
= 025 (1 - k Pi) 4 (1 + - 2 ft 	0 -f) 
= 0.25(1-kdp l ) 4..l ( 1 + 	f 1 -2f) /(1-f,...1). 
In all other respects the recursive prediction algorithm remains as shown in Chapter 3, except 
now that the response to selection does not asymptote, but continues to decline each 
generation. The predicted level of inbreeding f, can be found from the predicted rate of 
inbreeding ztF, if it can be assumed that the population is sufficiently large that 4F is 
approximately constant each generation, an assumption which is likely to be true for livestock 
populations, 
f=1 —(1 —4F)'--1 	for t.>1 	and 	f0 =0. 
Strictly speaking, the predicted rates of inbreeding are for loci neutral with respect to the 
selected trait which might be expected to be a lower limit on the level of inbreeding at loci 
controlling the selected trait. In this algorithm, the predicted .4F is used as though it were the 
latter, and therefore predicted rates of response are expected to be an upper limit of actual 
response. Under an infinitesimal model the difference in level of inbreeding at selected and 
unselected loci is expected to be small, and in the simulations they were, modelled as being 
identicaL In Tables 9.1, 9.2 and 9.3 for mass, index IFS and index IHS respectively, simulated 
A 	 A 	 A 
(R) and: predicted (A) rates of response after 5 (R5 and R5) and 10 (R10 and RiO)  generations 
of selection (i.e. R5 is the difference in the mean of the true breeding values of unselected 
offspring born in generations 4 and 5 ) are presented for populations of M=40 males and 
6=40, 80, 200 females with flf =3 or 6 offspring of each sex. These are the same populations 
A 
as considered in Chapter 7 for which predictions of rates of inbreeding were good. R1 is the 
A 
rate of response expected from a single generation of selection and R4F0  is the predicted 
A 
rate of response when decreases due to inbreeding are ignored. Prediction R4F0 accounts 
only for the reduction in between family variance due to selection and is the same for 
generations 5 and 10. For all three cases considered, mass selection, index IFS and index 
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Table 9.1 Simulated and predicted rates of genetic response to mass selection for 
populations with total initial phenotypic variance of 100 units, discrete 
generations and c2=0. 
h2 	 io 	 R4F=0 
M=40, F=40, flf =3 
0.1 	1.01 1.00 0.92 0.98 1.09 1.03 
0.2 1.91 1.91 1.81 1.86 2.18 1.95 
0.4 	3.62 3.57 3.34 3.47 4.36 3.64 
0.6 5.18 5.11 4.95 4.99 6.54 5.20 
M=40, F=40, l7f=6 
0.1 	1.33 1.37 1.22 1.31 1.50 1.40 
0.2 2.54 2.59 2.54 2.50 3.00 2.65 
0.4 	4.71 4.80 4.55 4.63 6.00 4.93 
0.6 6.79 6.85 6.57 6.63 8.99 7.02 
M=40, F=80, n=3 
0.1 	1.21 1.19 1.18 1.17 1.30 1.21 
0.2 2.28 2.27 2.21 2.21 2.59 2.31 
0.4 	4.21 4.22 4.10 4.12 5.18 4.29 
0.6 6.14 6.03 5.82 5.91 7.77 6.12 
M=40, F=80, n=6 
0.1 	1.53 1.53 1.50 1.48 1.67 1.56 
0.2 2.89 2.89 2.77 2.81 3.34 2.95 
0.4 	5.30 5.34 5.08 5.20 6.68 5.46 
0.6 7.60 7.64 7.42 7.45 10.02 7.78 
•M=40, F=200, nf=3 
0.1 	1.40 1.40 1.35 1.37 1.52 1.42 
0.2 2.64 2.65 2.56 2.59 3.03 2.69 
0.4 	4.83 4.92 4.77 4.82 6.06 4.99 
0.6 7.05 7.03 6.87 6.91 9.09 7.11 
M=40, F=200, flf =6 
0.1 	1.68 1.71 1.62 1.67 1.86 1.74 
0.2 3.24 3.22 3.15 3.15 3.73 3.29 
0.4 	5.98 5.97 5.70 5.83 7.45 6.07 
0.6 •8.49 8.52 8.33 8.34 11.18 8.64 
A5 () simulated (predicted) response at selection in generation 5 
Rio( ICJ - 	10 
i predicted rate of response following a single generation of selection. 
4F=O predicted asymptotic rate of response for an infinite population accounting for reduction in 
genetic variance due to selection but not due to inbreeding 
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Table 9.2 Simulated and predicted rates of genetic response to selection on index IFS for 
populations with total initial phenotypic variance 01100 units, discrete 
generations and c2=0. 
h2 	R5 §5 R10 io Hi !4F=0 
M=40, F=40, flf =3 
0.1 	1.26 1.23 1.14 1.16 1.48 1.29 
0.2 2.17 2.17 1.95 2.06 2.75 2.26 
0.4 	3.65 3.75 3.55 3.60 4.94 3.87 
0.6 5.18 5.19 4.98 5.01 6.91 5.32 
M=40, F=40, nf=6 
0.1 	1.68 1.76 1.52 1.57 2.38 1.94 
0.2 3.01 3.00 2.77 2.72 4.17 3.24 
0.4 	4.96 5.05 4.72 4.69 7.06 5.33 
0.6 6.92 6.92 6.54 6.53 9.63 7.21 
M=40, F=80, n=3 
0.1 	1.46 1.46 1.38 1.39 1.76 1.52 
0.2 2.54 2.57 2.38 2.46 3.27 2.66 
0.4 	4.37 4.43 4.20 4.28 5.86 4.55 
0.6 6.15 6.12 5.95 5.95 8.20 6.24 
M=40, F-80, n=6 
0.1 	1.90 1.99 1.84 1.82 2.65 2.15 
0.2 3.38 3.38 3.16 3.13 4.63 3.59 
0.4 	5.68 5.66 5.39 5.35 7.86 5.91 
0.6 7.83 7.74 7.55 7.41 10.72 7.98 
M=40, F=200, nf=3 
0.1 	1.69 1.71 1.63 1.64 2.06 1.85 
0.2 3.08 3.00 2.91 2.89 3.82 3.23 
0.4 	5.10 5.17 5.00 5.02 6.86 5.43 
0.6 7.09 7.14 6.95 6.97 9.60 7.39 
M=40, F=200, nf =6 
0.1 	2.27 2.25 1.98 2.09 2.95 2.50 
0.2 3.90 3.81 3.45 3.59 5.36 4.21 
0.4 	6.27 6.35 5.62 6.09 8.77 6.68 
0.6 8.65 8.67 8.50 8.39 11.97 8.98 
R5 (R5) simulated (predicted) response at selection in generation 5 
10 
Al predicted rate of response following a single generation of selection. 
RAF-0 predicted asymptotic rate of response in a infinite population accounting for reduction in genetic 
variance due to selection but not due to inbreeding 
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Table 9.3 Simulated and predicted rates of genetic response to selection on index !HS for 
populations with total initial phenotypic variance of 100 units, discrete 
generations and c2=0. 
R5 	A5 	?io 	i0 	91 
M=40, F=40, nf =3 
0.1 	1.23 1.23 1.16 1.16 1.48 1.29 
0.2 2.22 2.17 2.10 2.06 2.75 2.26 
0.4 	3.88 3.75 3.64 3.60 4.94 3.87 
0.6 5.15 5.19 4.97 5.01 6.91 5.32 
M=40, F=40, nf6 
0.1 	1.84 1.76 1.50 1.57 2.38 1.94 
0.2 2.95 3.00 2.80 2.72 4.17 3.24 
0.4 	5.05 5.05 4.76 4.69 7.06 5.33 
0.6 6.95 6.92 6.56 6.53 9.63 7.21 
M=40, F=80. nf=3 
0.1 	1.50 1.50 1.40 1.43 1.84 1.57 
0.2 2.58 2.61 2.50 2.49 3.34 2.70 
0.4 	4.39 4.45 4.20 4.29 5.90 4.57 
0.6 6.18 6.13 5.95 5.95 8.22 6.25 
M=40, F=80, n=6 
0.1 	1.90 2.03 1.86 1.85 2.73 2.21 
0.2 3.49 3.41 3.17 3.16 4.71 3.63 
0.4 	5.75 5.68 5.34 5.36 7.89 5.93 
0.6 7.81 7.74 7.45 7.41 10.73 7.99 
M-40, F=200, nf=3 
0.1 	1.80 1.84 1.65 1.76 2.31 1.92 
0.2 3.10 3.12 294 2.99 4.05 3.22 
0.4 	5.31 5.22 5.09 5.06 6.98 5.35 
0.6 7.13 7.15 6.98 6.98 9.64 7.28 
M=40, F=200, flf =6 
0.1 	2.30 2.38 2.22 2.19 3.21 2.55 
0.2 3.85 3.89 3.62 3.64 5.36 4.10 
0.4 	6.35 6.38 6.00 6.09 8.84 6.61 
0.6 8.60 8.67 8.45 8.38 11.99 8.89 
A5 () simulated (predicted) response at selection in generation 5 
RjdRIC) " 	 " 	- 	10 
Al predicted rate of response following a single generation of selection. 
I' 
R4F0 predicted asymptotic rate of response for an infinite population accounting for reduction in 
genetic variance due to selection but no due to inbreeding 
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!HS selection A5 and AR10  are very good predictors of R5 and RIO. Predicted and simulated 
between and within family genetic variances were also compared in generations 5 and 10 and 
were found to be in very good agreement. The usual predictor RA1  is found to be a 
considerable overpredictor of simulated response rates. The predictor RA4F0  is useful, if 
interest is in short-term but not long-term response since by generation 10, inbreeding has 
had a considerable impact on rates of response. These results demonstrate that the 
responses observed from a simple stochastic simulation can be predicted accurately using a 
deterministic approach. 
Another area in which accurate prediction of rates of inbreeding may be of importance 
is in the design of selection experiments and their control population. The use of control 
populations has been a controversial subject for some time; doubt arises as to whether the 
control is really a 'control' to the selected population after several generations of selection. 
One way in which the two populations may differ is in level of inbreeding and therefore 
inbreeding depression. If the expected rate of inbreeding in the selected population can be 
predicted, then the control populations undergoing random selection, can be set up to have 
the same effective size. This would differ depending on the heritability of the trait under 
selection, and the amount of relatives records included in the selection criterion. - 
The practical question important to pig breeding companies interested in 
implementing a BLUP evaluation is whether the advantages in gains in response from using 
BLUP need to be accompanied by the disadvantages of increased level of inbreeding and 
whether the advantages of BLUP completely disappear when reasonable restrictions are 
imposed to limit inbreeding. The most effective and not totally impractical solution is to increase 
the total population size of the nucleus. An acceptable level of inbreeding could be proposed 
and then the necessary population size could be determined. 
However, given a fixed nucleus herd size, can management decisions be imposed to 
limit rates of inbreeding more than rates of response? For the situation of MOET in a closed 
nucleus herd of dairy cattle, Woolliams (1989) calculated that given the same number of donor 
cows, recipient cows and bulls, rates of inbreeding would be reduced (with no likely 
consequences on rates of response) if the size of full-sib families was reduced in favour of 
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larger half-sib families in a factorial rather than a hierarchical mating design. Unfortunately, in pig 
populations it is more difficult to limit the size of full-sib families and mixed paternity litters would 
lead to problems of sire identification. 
Already, in some nucleus herds, management practices are imposed to limit the 
numbers of offspring selected from any one family. In this way, the variances in family size are 
limited and the consequences of this on rates of inbreeding can be visualised most easily via 
the Latter-Hill equations. However, limitations are only generally imposed at the offspring from 
parent level, and although this directly restricts grandoffspring from grandparent, further 
restrictions on the latter may be important because of the cumulative nature of selective 
advantage. Unfortunately, the new method presented in Chapter 6, does not give further 
insight into the ways in which rates of inbreeding may be reduced. At present, simulation is 
probably the best way to investigate management practices. In a recent simulation study in 
which simulated records were analysed by an animal model, De Vries etal(1989b) compared 
rates of response and inbreeding in populations in which i)no selection restrictions were made, 
ii) only one boar could be selected per litter (within full-sib family selection) and iii) only one 
boar (as far as possible) could be selected per sire (within half-sib family selection). The 
simulation results showed very little impact of the restrictions on rates of inbreeding. 
Restrictions on the selection of dams were not investigated, but is worthy of investigation in 
conjunction with the restrictions on sires. De Vries et a! (1989b) concluded that rates of 
inbreeding are best reduced by increasing the number of sires. 
In another recent simulation study, Toro et a! (1988a) compared random mating with 
minimum coancestry matings of selected individuals and found the latter to generate a useful 
reduction in rates of inbreeding. Most pig companies are already likely to practice avoidance of 
mating relatives (sibs at least). Toro et aI(1988a) also considered the novel selection policy 
(Toro and Nieto,1986) in which instead of selecting the best p%, the best p'% are selected, 
where p' > p. Of the selected individuals, those with high breeding values are allowed to 
contribute more offspring than those with low breeding values, thus the overall selection 
intensity remains the same as in the usual scenario, but more families are represented. 
However, this method was found to have little added advantage over minimum coancestry and 
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might be difficult and costly to manage. The results of De Vries et a! (1989) and Toro et a! 
(1988) suggest that the rates of inbreeding simulated and predicted in this study, in which no 
selection or mating restrictions were made, are slight overpredictions of what might happen in a 
population of similar structure operating in practice. 
Discussion has so far revolved around factors which reduce additive genetic variance. 
However, mutations of the genome are expected to occur and accumulate, which may 
counterbalance this reduction to some extent and may be important in closed nucleus pig 
herds in which many generations of selection have occurred. In Chapter 8, a method is 
presented which would allow mutation effects to be taken into account in the analysis of 
records by BLUP. 
In conclusion, the aim of this thesis was originally to answer problems posed from the 
practical viewpoint of a pig breeding company wishing to introduce a BLUP evaluation system. 
However, during the course of the research, results were observed which could not be 
explained from a theoretical standpoint. The population structures considered then became 
simplified and in a sense more generally applicable to other situations. New developments in 
theory have been achieved which explain some of the very fundamental consequences of 
selection in finite populations of importance to animal breeders.The practical questions, 




Avalos, E. and Smith, C.1987. Genetic improvement of litter size in pigs. Animal Production 
44:153-164. 
Belonsky, G.M. and Kennedy, B.W.1988. Selection on individual phenotypic and Best Linear 
Unbiased Predictor of breeding values in a closed swine herd. Journal of Animal 
Science 66: 1124-1131. 
Bichard, M. 1971. Dissemination of genetic improvement through a livestock industry. Animal 
Production 13: 401-411. 
Bichard, M., David, P.J. and Bovey,M. 1986. Selection lines and cross breeding strategies for 
worldwide production of hybrids. 3rd World Congress on Genetics applied to 
Livestock Production X:130-142. 
Bichard, M., Pease, A.H.R., Swales,P.H. and OzkutOk,K. 1973. Selection in populations with 
overlapping generations. Animal Production 17: 215-227. 
Bulmer, M.G. 1971. The effect of selection on genetic variability. American Naturalist 105: 
201-211. 
Bulmer, M.G. 1980. The mathematical theory of quantitative genetics. Clarendon Press, 
Oxford. 
Burrows, P.M. 1984a. Inbreeding under selection from unrelated families. Biometrics 40: 
357-366. 
Burrows, P.M. 1984b. Inbreeding under selection from related families. Biometrics 40: 
895-906. 
Cook,G.L., Evans,D.G. and Bridge,P.G. 1986. Development of an exponentially smoothed 
moving average system for boar performance testing. Unpublished manuscript. 
Cook, G.L. 1977. 1976 Pig selection indices revision. MLC mimeograph 1/77. 
Crow, J.F. and Denniston, C. 1988. Inbreeding and variance effective number. Evolution 
42: 482-495. 
Crow, J.F. and Morton, N.E. 1955. The measurement of gene frequency in small populations. 
Evolution 9: 202-214. 
Crow,J.F. and Kimura, M. 1971. An introduction to population genetics theory. Harper and 
Row, New York, Evanston and London. 
De Roo, G. 1988. Studies on breeding schemes in a closed nucleus pig population. Doctoral 
thesis. Department of Animal breeding, Agricultural University, Wageningen, 
Netherlands. (Papers published in Livestock Production Science.) 
De Vries, A., Van der Steen,H.A.M., De Roo, G. 1989a.Optimal population size and sow/boar 
ratio in a closed line of pigs. Submitted to Livestock Production Science. 
De Vries, A., Van der Steen, H.A.M., De Roo, G. 1989b.Effects of family size in selection and 
testing in a closed dam line of pigs. Submitted to Livestock Production Science. 
De Vries, A., Van der Steen, H.A.M., De Roo, G. 1989c.Optimisation of multi-stage selection 
in a closed dam line of pigs.Submitted to Livestock Production Science. 
171 
Dempflé, L. 1975. A note on increasing the limit of selection through selection within families. 
Genetical Research 24: 127-135. 
Dempflé, L. 1987. Problems in the use of the relationship matrix in animal breeding. In 
Advances in statistical methods for genetic improvement of livestock. D.Gianola 
and K.Hammond (eds), Notes for participants of International Symposium, Armidale, 
Australia. Chapter 20: 492-511. 
Dempflé,L. and Grundl,E. 1988. Identification of superior animals and their use in improvement 
programmes in Advances in Animal Breeding, Symposium in honour of Professor 
R.D.Politiek. Pudoc, Wageningen, 56-72. 
Dempster, E.R. and Lerner, I.M. 1950. Heritability of threshold characters. Genetics 35: 
212-236. 
Ducroqc. V. and Colleau, J.J. 1986. Interest in quantitative genetics of Dutt's and Deak's 
method for computation of multivariate normal integrals. Genétiques, Séléction et 
Evolution 18: 444-474. 
Dudley, J.W. 1977. 76 generations of selection for oil and protein percentage in maize. In 
Proceedings of the International Conference on Quantitative genetics E.Pollak, 
O.Kempthome and T.B.Bailey,Jr (eds) Iowa State University Press, 459-473. 
Emik,L.O. and Terrill, G.E. 1 949.Systematic procedures for calculating inbreeding coefficients. 
Journal of Heredity 40: 51-5.5 
Evans, D.G., Kempster,A.J. and Steane,D.E. 1988. Differential rates of genetic change and 
genotype x environment interactions in 6 pig breeding populations and a purebred 
large white population. Animal Production 47: 457-466. 
Ewens, W.J. 1982. On the concept of effective population size. Theoretical Population 
Biology 21:373-378. 
Falconer, D.S. 1981. Introduction to Quantitative Genetics. 2nd  edition. Longman, London 
and New York. 
Fredeen, H.T. 1980. Pig breeding: current programs vs. future production requirements. 
Canadian Journal of Animal Science 60: 241-251. 
Gianola, D., Foulley, J.L., and Fernando,R.L.. 1986. Prediction of breeding values when 
variances are not known. 3rd World Congress on Genetics Applied to Livestock 
Production XII: 356-370. 
Gowe, R.S.A., Robertson, A. and Latter, B.D.H. 1959. Environment and poultry breeding 
problems 5. The design of poultry control strains. Poultry Science 38: 462-471. 
Hagenbuch,P. and Hill,W.G. 1978. Effectiveness of sequential selection in pig improvement. 
Animal Production 27: 21-27. 
Harris, D.L. 1984. Short-cut Best Linear Unbiased Prediction (BLUP) for genetic evaluatiOn. 
Journal of Animal Science Supplement 1 59:158 (abstract). 
Harris, D.L., Lofgren, D.L., Stewart, T.S. and Schinkel, A.P. 1987. Best Linear Unbiased 
Prediction (BLUP) for genetic evaluation on a small computer. I. Progeny traits in a 
single contemporary group for each sex. Unpublished manuscript. 
Hayes, J.F. and Hill, W.G. 1980. A reparametenzation of a genetic selection index to locate its 
sampling properties. Biometrics 36: 237-248. 
172 
Henderson, C.R. 1949. Estimates of changes in herd environments. Journal of Animal 
Science 32: 706 (abstract). 
Henderson, C.R. 1973. Sire evaluation and genetic trends. Proceedings of the Animal 
Breeding and Genetics Symposium in honor of J.L.Lush, American Society of Animal 
Science,American Dairy Science Association, American Poultry Science Association, 
Champaign, Illinois, 10-41. - 
Henderson C.R. 1975. Best Linear Unbiased Estimation and Prediction under a selection 
model. Biometrics 31: 423-447. 
Henderson,C.R. 1976 A simple method for computing the inverse of a numerator relationship 
matrix used in the prediction of breeding values. Biometrics 32: 69-83. 
Henderson, C.R. 1987. Statistical methods in animal improvement. A historical overview. In 
Advances in statistical methods for genetic improvement of livestock. D.Gianola 
and K.Hammond (eds), Notes for participants of International Symposium, Armidale, 
Australia. Chapter 1:2-15. 
Henderson, C.R. and Quaas, R.L. 1976. Multiple trait evaluation using relatives records. 
Journal of Animal Science 43:1188-1197 
Hill, W.G. 1971. Design and efficiency of selection experiments for estimating genetic 
parameters. Biometrics 27: 293-311. 
Hill, W.G. 1972. Effective size of populations with overlapping generations. Theoretical 
Population Biology 3: 278-289. 
Hill, W.G. 1976. Order statistics of correlated variables and implications in genetic selection 
programmes. Biometrics 32: 889-902. 
Hill, W.G. 1977. Order statistics of correlated variables and implications in genetic selection 
programmes. 2. Response to selection Biometrics 33: 702-712. 
HilI,W.G. 1979. A note on effective population size with overlapping generations. Genetics 
92: 317-322. 
Hill, W.G. 1982. Predictions  of response to artificial selection from new mutations. Genetical 
Research, Cambridge 40: 255-278. 
Hill, W.G. 1985. Fixation probabilities of mutant genes with artificial selection. Genetiques 
Séléction et Evolution 17: 351-358. 
Hill, W.G. 1986. MSc Class notes in animal breeding theory. 
Hudson, G.F.S and Kennedy, B.W. 1985. Genetic evaluation of swine for growth rate and 
backf at thickness. Journal of Animal Science 61: 83-91. 
James, J.W. and McBride, G. 1958. The spread of genes by natural and artificial selection in a 
closed poultry flock. Journal of Genetics 56: 55-62. 
Johnson,D.L. 1977. Inbreeding in populations with overlapping generations. Genetics 87: 
581-591. 
Jones, L.P. 1969. Effects of artificial selection on rates of inbreeding in populations of 
Drosophila Melanogaster. I. Effect in early generations. Australian Journal of 
Biological Science 22: 143-155. 
173 
Kackar, R.N. and Harville, D.A. 1981. Unbiasedness of two-stage estimation and prediction 
procedures for linear models. Communications in Statistics: Part A. Theory and 
Methods A10: 1249 - 1261. 
Keele,J.W., Johnson,R.K., Young,L.D. and Socha,T.E. 1989. Comparison of methods of 
predicting breeding values of swine. Journal of Animal Science. In press. 
Keightley, P.O. and Hill, W.G. 1988. Quantitative genetic variability maintained by mutation 
stabilising balance in finite populations. Genetical Research, Cambridge 5233-43. 
Kennedy, B.W. 1984. Between and within litter variation, sex effects and trends in sire and 
dam transmitting abilities of performance test pigs in Ontario. Journal of Animal 
Science 59: 338-345. 
Kennedy, B.W. 1988. Use of mixed model methodology in analysis of selection experiments. 
In Advances in statistical methods for genetic improvement of livestock. D.Gianola 
and K.Hammond (eds), Notes for participants of International Symposium, Armidale, 
Australia. Chapter 5: 84-108. 
Kimura, M. and Crow, J.F. 1963. The measurement of effective population number. Evolution 
17: 279-288. 
Land, R.B. and Hill, W.G. 1975. The possible use of superovulation and embryo transfer in 
cattle to increase response to selection. Animal Production 21: 1-12. 
Latter, B.D.H. 1959. Genetic sampling in a random mating population of constant size and sex 
ratio. Australian Journal of Biological Science 12: 500-505. 
Leslie, P.H. 1945.On the use of matrices in certain population mathematics. Biometrika 33: 
183-212. 
Lynch, M. 1988. The rate of polygenic mutation. Genetical Research, Cambridge 51: 
137-148 
Maki-Tanila, A. and Kennedy, B.W. 1986. Mixed model methodology under genetic models 
with a small number of additive and non-additive loci. 3rd World Congress for 
Genetics applied to Livestock Improvement. XII: 443-448. 
Mendell, N.C. and Elston, R.C. 1974. Multifactorial traits: Genetic analysis and prediction 
of recurrence risks. Biometrics 30:41-57. 
Merks, J.W.M. 1988. Genotype x environment interaction in the design of pig breeding 
programmes.IV. Sire x herd interaction in on-farm test results. Livestock Production 
Science. 20: 325-336. 
Merks, J.W.M. 1989. Implications of genotype x environment interaction in the design of pig 
breeding programmes. Submitted to Livestock Production Science 
Meyer, K. 1989. Approximate accuracy of genetic evaluation under an animal model. Livestock 
Production Science 21: 87-100. 
Misztal,l. and Gianola,D. 1987. Indirect solutions of mixed model equations. Journal of Dairy 
Science 70: 716-725. 
Misztal,I. and Wiggans, G. 1988. Approximations of prediction error variances in large-scale 
animal models. Animal model workshop .Journal of Dairy Science, 71 Supplement 2: 
27-31. 
174 
Mitchell, G., Smith, C., Makower, M. and Bird, P.J.W.N. 1982. An economic appraisal of pig 
improvement in Great Britain. 1. Genetic and Production aspects. Animal Production 
35: 215-224. 
Nei,M. and Murata,M. 1966. Effective population size when fertility is inherited. Genetical 
Research, Cambridge 8: 257-260. 
Nicholas, F.W. and Smith, C. 1983 .Increase rates of genetic change in dairy cattle by embryo 
transfer and splitting. Animal Production 36:341-353. 
Pearson, K. 1903.Mathematical contributions to the theory of evolution. Xl. On the influence 
of natural selection on the variability and correlation of organs. Philosophical 
Transactions of the Royal Society London Series A 200: 1-66. 
Quaas,R.L. 1976. Computing the diagonal elements and inverse of a large numerator 
relationship matrix. Biometrics 32: 949-953 
Quaas, R.L. 1984. BLUP workshop notes, Armidale, N.S.W. Australia. 
Quaas, R.L.and Pollak, E.J. 1980. Mixed model methodology for farm and ranch beef cattle 
testing programmes. Journal of Animal Science 51: 1277-1287. 
Rawlings, J.O. 1976. Order statistics for a specialised class of unequally correlated multinormal 
variates. Biometrics 32: 875-887. 
Robertson, A. 1961. Inbreeding in artificial selection programmes. Genetical Research 2: 
189-194. 
Robertson, A. 1977. The effect of selection on the estimation of genetic parameters. 
Zeitschrift für TierzUchtung und ZOchtungsbiologie 94: 131-135. 
ROnningen, K. 1978. Current status of application of the selection index theory to pig 
breeding. Zeitschrift für TierzQchtung und Züchtungsbiolgie 95, 98-111. 
Sales, J. and Hill W.G. 1976. Effect of sampling errors on efficiency of selection indices. 1 .Use 
of information from relatives for single trait improvement. Animal Production 22: 1-17. 
Schaeffer, L. R. and Kennedy, B.W. 1986. Computing solutions to mixed model equations. 
3rd World Congress on Genetics applied to Livestock Production XII: 382-393. 
Schinkel, A. 1985. Current future swine selection programs in the US. Manuscript of a paper 
presented to the Pig Breeders Roundtable, Wye College, UK, 10-12 April 1985. 
Schinkel, A.P., Harris, D.L., Stewart, T.S. and Lofgren, D.L. 1986. Swine testing and genetic 
evaluation system for the purebred swine associations. 3rd World Congress on 
Genetics applied to Livestock Production X: 98-109. 
Searle, S.R. 1981. Matrix algebra useful for statistics. John Wiley and Sons, New York & 
London. 
Smith, C. 1964. The use of specialised sire and dam lines in selection for meat production. 
Animal Production 6: 337-344. 
Smith, S.P. and Graser, H. 1986. Estimating variance components in a class of mixed models 
by restricted maximum likelihood. Journal of Dairy Science 69:1156-1165. 
Sorenson, D.A. 1988. Effect of selection index vs. mixed model methods of prediction of 
breeding values in response to selection in a simulated pig population. Livestock 
Production Science 20: 135-148. 
175 
Sorenson, D.A. and Kennedy, B.W. 1983. The use of the relationship matrix to account for 
genetic drift variance in the analysis of genetic experiments. Theoretical and Applied 
Genetics 66: 217-220. 
Sorenson, D.A. and Kennedy, B.W. 1984. Estimation of response to selection using least 
squares and mixed model equations. Journal of Animal Science 58: 1097-1106. 
Sorenson, D.A. and Kennedy, B.W. 1986. Analysis of selection experiments using mixed 
model methodology. Journal of Animal Science 68: 217-220. 
Steane, D.E. 1986. Selection in the Meat and Livestock Commission Supemucleus Scheme 
and in British Pig Breeding Companies. 3rd World Congress on Genetics applied to 
Livestock Production X:155-159. 
Tallis G.M. 1987. Ancestral covariance and the Bulmer effect. Theoretical andApplied Genetics 
73: 815-820. 
Thompson,R. 1977. The estimation of heritability with unbalanced data II. Data available on 
more than two generations. Biometrics 33: 497-504. 
Toro, M.A. and Nieto, B. 1984. A simple method for increasing the response to artificial 
selection. Genetical Research 44: 347-349. 
Toro, M.A., Nieto, B. and Saldado, C. 1988. A note on minimisationof inbreeding in small-scale 
selection programmes. Livestock Production Science 20: 317-323. 
Toro, M.A., Silio, L., Rodriganez, J. and Dobao, M.T. 1988b. Inbreeding and family index 
selection for prolificacy in pigs. Animal Production 46:79-85. 
Van Vleck, D. 1984. Notes on the theory and application on selection principles for the genetic 
improvement of animals. Cornell University. 
Verrier, E. 1989. Prediction d I'évolution de la variance genétique dans les populations 
animales d'éffectif limité sournises a séléction. Doctoral thesis. INRA.SGQA. 
Jouy-en-Josas. France. 
Verrier, E., Colleau, J.J. and Foulley, J.L. 1989. Effect of mass selection on the within-family 
genetic variance in finite populations. Theoretical and applied Genetics 77:142-148. 
Webb, A.J. and Bampton, P.R. 1988. Impact of the new statistical technology on pig 
improvement. Occasional Publication of the British Society of Animal Production 12: 
111-128. 
Woolliams, J. A. 1989. Modifications to MOET nucleus breeding schemes to improve rates of 
genetic progress and to decrease rates of inbreeding in dairy cattle. Animal 
Production. In press. 
Wray, N.R. 1988. Breeding value estimation in closed nucleus herds of pigs. BSAP Winter 
Meeting 1988. Paper No. 12. 
Wright, S. 1921. Systems of mating. II. The effects of inbreeding on the genetic composition 
of a population. Genetics 6:124-143. 
Wright, S. 1922.Coetficients of inbreeding and relationship. American Naturalist 56: 330-338. 
Wright, S. 1931. Evolution in Mendelian populations. Genetics 16: 97-159. 
176 
Wright, S. 1969. Evolution and genetics of populations. Volume 2. The University of Chicago 
Press, Chicago and London. 
Yoo, B.H. 1980. Long-term selection for a quantitative character in large replicate 
populations of Drosophila Melanogaster. V.The inbreeding effect of selection. 
Australian Journal of Biological Science 33: 713-723. 
177 
