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Resumen—Los sema´foros se pueden controlar de for-
ma dina´mica a trave´s de varias reglas que dictaminan
el color del sema´foro segu´n el nu´mero de veh´ıculos
a la espera. Estas reglas o acciones se recogen en lo
que se conoce como una Tabla de Control de Tra´fi-
co (TCT). Se ha calculado una TCT o´ptima so´lo para
infraestructuras simples mediante el me´todo de Itera-
cio´n de Valores, que se puede enmarcar dentro de la
Programacio´n Dina´mica Estoca´stica. Como novedad
de este trabajo, se an˜ade informacio´n de la llegada de
nuevos veh´ıculos para el ca´lculo de una TCT o´ptima,
en el caso de una interseccio´n simple, o un conjunto
de e´stas. La dificultad de este problema reside en la
complejidad computacional que conlleva el proceso de
Iteracio´n de Valores.
Para infraestructuras simples, con so´lo unos pocos
carriles de circulacio´n, se desea explotar la estructura
del problema mediante el uso de un algoritmo para-
lelo. En este trabajo se formula el problema como un
caso de decisio´n de Markov y se explican los pasos se-
guidos para la paralelizacio´n del me´todo de Iteracio´n
de Valores aplicado a este problema.
Palabras clave— Problema de decisio´n Markoviano,
Programacio´n Dina´mica Estoca´stica, Optimizacio´n
Global, Control de Tra´fico.
I. Introduccio´n
LA toma dina´mica de decisiones representa unaextensa a´rea en la vida real, donde el objetivo
principal es tomar una decisio´n a partir de un cierto
estado, es decir, decidir la accio´n x a tomar estan-
do en el estado s y en el tiempo t. Si el tiempo y
el estado son continuos, este problema se clasificar´ıa
dentro de los problemas de control o´ptimo. Sin em-
bargo, el problema estudiado en este trabajo no pre-
senta las caracter´ısticas anteriormente mencionadas,
ya que el tiempo es discreto y el nu´mero de estados
es finito. Adema´s, se estudia el problema desde una
perspectiva estacionaria, es decir, la decisio´n no de-
pende del tiempo t. Considerando el problema como
un proceso a largo plazo, nuestro principal intere´s
es determinar la mejor accio´n x para cada estado s.
Espec´ıficamente, para la situacio´n estudiada, la dis-
tribucio´n de la cantidad de veh´ıculos entrantes en
el sistema no depender´ıa del tiempo (estacionario),
aunque la densidad del tra´fico puede variar debido
a un proceso estoca´stico. Este problema es conocido
como un problema de decisiones de Markov.
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La Programacio´nDina´mica Estoca´stica (SDP, Sto-
chastic Dynamic Programming) consiste, en te´rmi-
nos de optimizacio´n, en la determinacio´n de la mejor
decisio´n mediante su descomposicio´n en una secuen-
cia de decisiones en el tiempo. La base teo´rica de la
optimalidad de una regla es debida a la existencia de
una funcio´n de valor v que calcula el valor (a largo
plazo) de un sistema cuando se encuentra en el es-
tado s. Si se tiene una funcio´n de valor v correcta,
tambie´n se puede conocer la regla de decisio´n o´pti-
ma. Mediante la ecuacio´n de Bellman se puede usar
el proceso de Iteracio´n de Valores en induccio´n hacia
atra´s para encontrar V , ve´ase [1], [2].
Los sema´foros se introdujeron a principios del siglo
XX para hacer la circulacio´n ma´s segura, en lugares
donde el tra´fico desde diferentes direcciones se une en
un cruce o interseccio´n. Para dar prioridad de paso
al tra´fico en varias direcciones, los veh´ıculos que se
aproximan en otras direcciones han de esperar antes
de obtener prioridad. Se puede reducir el tiempo de
espera de los veh´ıculos en un sema´foro si se establece
un control adecuado del mismo. En la literatura, este
problema ha sido estudiado tanto por teo´ricos de co-
las como por ingenieros [3], [4], [5], [6]. Este trabajo
es una continuacio´n de [7], [8], [9].
El control de tra´fico o´ptimo en una interseccio´n se
basa en lo que se conoce como una Tabla de Control
de Tra´fico (TCT, Traffic Control Table), que estable-
ce que´ combinacio´n de carriles tienen prioridad dado
el nu´mero de coches esperando en cada carril. Para
encontrar una TCT que minimice el tiempo de es-
pera de los veh´ıculos, se puede aplicar el algoritmo
de Iteracio´n de Valores (Value Iteration), basado en
Induccio´n hacia Atra´s (BI, Backward Induction). La
idea de la BI fue introducida por Bellman alla´ por el
an˜o 1953. BI se puede aplicar a problemas de opti-
mizacio´n dina´micos que son discretos en el tiempo.
En un sistema estacionario sin un horizonte de tiem-
po, el proceso se reduce a lo que se denomina en este
trabajo Iteracio´n de Valores.
El documento se estructura de la siguiente forma.
En la seccio´n II, se describira´ el modelo de decisiones
de Markov para las acciones recogidas en una TCT.
En la seccio´n III, se expondra´ el algoritmo de Ite-
racio´n de Valores para el problema descrito. En la
seccio´n IV, se aplicara´ el me´todo a un caso simple.
El algoritmo paralelo y los resultados obtenidos se
expondra´n en las secciones V y VI respectivamente.
Las conclusiones de este art´ıculo y las posibles l´ıneas
futuras de trabajo se recogen en la seccio´n VII.
II. Descripcio´n del modelo
Deseamos encontrar una TCT que indique co´mo
cambiar los colores de los sema´foros dependiendo del
tra´fico, de tal forma que a la larga se minimice el
tiempo de espera. La tabla ha de determinar que´ ca-
rril debe tener prioridad dado el estado actual del
tra´fico. El problema se puede formular como un pro-
blema de decisio´n Markoviano (MDP, Markov Deci-
sion Problem).
A. Caracter´ısticas del modelo
El problema de optimizacio´n de determinar el con-
trol de los sema´foros es modelado como un proceso de
control estoca´stico y discreto en el tiempo. Dado el
estado s del tra´fico, se debe elegir una accio´n x entre
las disponibles. La eleccio´n o´ptima x(s) es calculada
mediante un proceso de Iteracio´n de Valores.
El modelo se basa en las siguientes premisas:
El tiempo se divide en intervalos. Un interva-
lo es el tiempo necesario para que un veh´ıculo
abandone una cola o cruce una interseccio´n y
determina la distancia de seguridad entre dos
veh´ıculos.
Los sema´foros pueden cambiar so´lo al final de
un intervalo.
Cambiar de verde a rojo tarda dos intervalos en
amarillo: Y 1 e Y 2.
La decisio´n de cambiar el estado de un sema´foro
se implementa de forma instanta´nea.
Mientras que el sema´foro este´ en verde o en ama-
rillo, como ma´ximo un veh´ıculo cruza la inter-
seccio´n en un periodo de tiempo.
Los veh´ıculos se mueven a una velocidad cons-
tante. Los veh´ıculos en la cola no se mueven.
So´lo el primer veh´ıculo de la cola se mueve cuan-
do el sema´foro lo permite.
Para facilitar el ana´lisis, la longitud de los
veh´ıculos es despreciable: por lo tanto un cru-
ce jama´s sera´ bloqueado por el tra´fico.
A continuacio´n se define la notacio´n que se usara´ a
lo largo de este art´ıculo. Un cruce o interseccio´n con-
siste en F flujos de tra´fico o carriles de circulacio´n,
donde cada flujo f consistira´ en un carril y una cola
asociada a este. El vector q = (q1, . . . , qF ) almacena
el nu´mero de veh´ıculos esperando en cada cola. El
conjunto F = {1, . . . , F} de todos los carriles se pue-
de particionar en C subconjuntos disjuntos llamados
combinaciones. Las combinaciones son establecidas
de tal forma que una de ellas puede recibir prioridad
de paso sin que haya colisiones entre los veh´ıculos de
los distintos carriles que la forman. Flujos de tra´fico
en conflicto no forman parte de una misma combi-
nacio´n. Las distintas combinaciones son establecidas
de antemano, por lo que no son objeto de estudio
en este problema. Los carriles dentro de una com-
binacio´n reciben a la vez la misma luz verde, roja o
amarilla. Si una combinacio´n esta´ a verde o amarillo,
las combinaciones restantes esta´n a rojo.
B. Formulacio´n como un problema de decisio´n Mar-
koviano
Para describir el problema, se usan los siguientes
para´metros:
S: un conjunto finito de estados. Cada estado
se determina principalmente por el color de las
luces del sema´foro y el nu´mero de veh´ıculos es-
perando en las distintas colas asociadas al cruce.
El nu´mero de estados es finito porque el nu´me-
ro de cruces es limitado y las colas asociadas a
cada cruce se limitan en capacidad.
c(s): el coste del estado s, determinado por el
nu´mero de veh´ıculos esperando en las colas que
describen el estado s.
λf : es la probabilidad de que un veh´ıculo llegue
a la cola f en un intervalo de tiempo y por lo
tanto (1−λf) es la probabilidad de que no llegue.
E : un conjunto finito de posibles eventos. Cada
evento representa la incorporacio´n o no de un
nuevo veh´ıculo a la cola f . No´tese que el evento
no depende del estado.
X (s): Un conjunto finito de posibles acciones pa-
ra controlar los sema´foros. El conjunto de posi-
bles acciones depende del estado s.
C. Objetivo
El tiempo de espera de un veh´ıculo se define como
el tiempo que transcurre desde el momento en que un
veh´ıculo se une a la cola hasta que cruza la l´ınea. El
objetivo pra´ctico es encontrar un control que minimi-
ce el tiempo de espera estimado (EW ) a largo plazo.
La ley de Little formaliza la relacio´n entre la tasa de
llegada λ de veh´ıculos a la cola, el tiempo de espera
esperado EW y el nu´mero de veh´ıculos esperado en
una cola EQ de la siguiente forma:
EQ = λ× EW.
Si se minimiza el nu´mero de veh´ıculos esperando en
las colas, tambie´n se minimiza el tiempo de espera. El
algoritmo MDP no guarda un registro de los tiempos
de espera de un veh´ıculo en particular, pero s´ı lo hace
del nu´mero de veh´ıculos esperando en el comienzo de
un intervalo. Por tanto, el objetivo del modelo MDP
es minimizar el nu´mero medio de veh´ıculos esperando
en cada intervalo sobre un horizonte infinito. Sobre
un horizonte de n intervalos, esto implica minimizar
la suma de veh´ıculos esperando en el comienzo de
cada intervalo.
III. Iteracio´n de Valores a trave´s de
induccio´n hacia atra´s
A continuacio´n se describe el proceso de Iteracio´n
de Valores para un MDP estacionario1. Hay que to-
mar una decisio´n x, dentro de un espacio de decisio-
nes X que depende del estado actual s ∈ S. El siste-
ma dina´mico se describe como la funcio´n de transi-
cio´n T (s, x, e) que describe el siguiente estado a ser
1Un proceso estacionario es aquel en el que la funcio´n de
distribucio´n de la probabilidad es constante en el tiempo.
Algoritmo 1 Iteracio´n de valores
1: Inicializar a 0 el vector V
2: repeat
3: Copiar el vector V en W
4: Para j = 1, . . . , N determinar (2)
5: until ma´xj(Vj −Wj)−mı´nj(Vj −Wj) < ǫ
alcanzado despue´s de tomar la decisio´n x en el es-
tado s habiendo tenido lugar el evento estoca´stico
e ∈ E . Una accio´n x(s) indica que´ decisio´n tomar en
el estado s. El coste asociado en un MDP gene´rico
normalmente depende tanto del estado s como de la
decisio´n x. En el modelo en que estamos interesa-
dos, el coste so´lo depende del estado s, por tanto la
funcio´n de coste es c(s).
La estrategia x(s) es o´ptima si existe una funcio´n
v(s) y un escalar d tal que ∀s ∈ S
v(s)− d = c(s) + mı´n
x∈X (s)
[Ee{v(T (s, x, e))}], (1)
donde Ee simboliza el valor esperado con respecto al
evento estoca´stico e, que explicaremos con ma´s de-
talle en la seccio´n IV-A.4. La idea de la induccio´n
hacia atra´s en (1) es que la evaluacio´n de s depen-
dera´ de las valoraciones de los estados que se que
alcanzara´n en la siguiente etapa. Bellman introdujo
el te´rmino induccio´n hacia atra´s donde (1) se repite
de forma iterativa recibiendo el nombre de Iteracio´n
de Valores.
Lo esencial en el modelo descrito es que el nu´me-
ro de eventos es finito, de tal forma que pueden ser
numerados ei con una probabilidad de ocurrencia pi.
El nu´mero de estados tambie´n es finito, as´ı como la
funcio´n de valor vj para j = 1, . . . , N . De esta for-
ma, la solucio´n de (1) consiste en encontrar un vector
V = (V1, . . . , Vj , . . . , VN ) tal que
Vj − d = c(sj) + mı´n
x∈X (sj)
∑
i
piVk, (2)
donde
Vk = v(T (sj, x, ei)). (3)
La Iteracio´n de Valores para encontrar el vector V se
muestra en el algoritmo 1 donde se copian los valores
de V en otro vector W y se usan estos valores para
encontrar un nuevo valor de V . Para cumplir (2), la
iteracio´n debe diferir un valor escalar d para todos
los estados sj . La convergencia al escalar se mide a
trave´s de
span(V,W ) = ma´x
j
(Vj −Wj)−mı´n
j
(Vj −Wj) (4)
hasta una precisio´n ǫ.
¿Co´mo se traslada esta propiedad al modelo de las
TCTs? En primer lugar, no´tese que la estrategia x(s)
representa la idea de una tabla de control de tra´fico.
En el modelo, el conjunto de estados S es contable ya
que esta´ basado en las luces del sema´foro y el nu´mero
de veh´ıculos en espera. Adema´s, se ha establecido un
nu´mero ma´ximo de veh´ıculos en una fila, por lo que
las funciones v(s) y x(s) se representan por el vector
V y la TCT final estara´ determinada por:
Xj = x(sj) = arg mı´n
x∈X (sj)
∑
i
piVk, (5)
con Vk definida en (3). El reto computacional viene
determinado por el valor de N que es normalmente
alto. Un aspecto importante del modelo definido es
que la computacio´n de Vj requiere un conjunto fi-
nito de valores Wj , determinado por el conjunto de
ı´ndices
Kj = {k : sk = T (sj , x, ei)∀i, ∀x ∈ X (sj)}. (6)
Por lo tanto, la actualizacio´n de los elementos de
V en el algoritmo 1 debe realizarse en un orden que
permita maximizar la localidad espacial de los datos.
IV. Casos estudiados del modelo TCT
Cada infraestructura sera´ referenciada mediante
un co´digo. Por ejemplo, I1C2F2 para una intersec-
cio´n con C = 2 combinaciones y F = 2 flujos de
circulacio´n o carriles.
En la figura 1 se puede observar dos infraestructu-
ras simples:
I1C2F2 Un cruce simple en T con so´lo dos carri-
les de tra´fico, 1 y 2. Los veh´ıculos en el carril 1
se desplazan desde el oeste hasta el este, mien-
tras que los veh´ıculos del carril 2 lo hacen desde
el norte al este, es decir, giran a la izquierda.
Estos dos carriles no pueden estar en verde si-
multa´neamente. Por lo tanto, puede ocurrir que
se formen colas en alguno de los dos carriles.
Cada direccio´n tiene so´lo un carril y cada carril
tiene asociada una cola en la l´ınea de parada del
cruce. Adicionalmente, el carril 1 tiene informa-
cio´n de llegada de nuevos veh´ıculos.
I2C2F2 Un ta´ndem de dos cruces en T con dos
flujos cada uno: los veh´ıculos del cruce 1 se des-
plazan al cruce 2, es decir, sendos carriles del
cruce 1 alimentan la cola 1 del cruce 2. Para es-
te caso asumimos que el tiempo necesario para
viajar desde el cruce 1 hasta el cruce 2 es de
cinco intervalos de tiempo.
En este trabajo, se implementara´ la infraestruc-
tura I1C2F2, dejando la implementacio´n de I2C2F2
como trabajo futuro.
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Fig. 1. Infraestructuras.
A. I1C2F2
A continuacio´n se describen las caracter´ısticas es-
pecificas de este caso.
A.1 Estado s
Para el control dina´mico o´ptimo del tra´fico, las lu-
ces se cambian en base a la informacio´n actual del
estado de los sema´foros y del estado de los flujos
de tra´fico. El conjunto de posibles estados de los
sema´foros se denota por l ∈ L{0, 1, 2, 3, 4, 5, 6} =
{Red,GF1, GF2, Y 1F1, Y 2F1, Y 1F2, Y 2F2}.
Red: Sema´foro en rojo para todos los carriles.
GF1: Sema´foro en verde para el carril 1.
GF2: Sema´foro en verde para el carril 2.
Y1F1: Sema´foro en amarillo para el carril 1
(intervalo 1).
Y2F1: Sema´foro en amarillo para el carril 1
(intervalo 2).
Y1F2: Sema´foro en amarillo para el carril 2
(intervalo 1).
Y2F2: Sema´foro en amarillo para el carril 2
(intervalo 2).
El estado de los flujos de tra´fico para este caso es:
q = (q1, q2). El nu´mero de veh´ıculos esperando
en cada carril f .Q representa el nu´mero ma´ximo
de veh´ıculos en una cola determinada.
a = (a1, . . . , aM ). M intervalos de informacio´n
de llegada esta´n disponibles para el carril 1, don-
de at ∈ {0, 1} determina la presencia o no de un
veh´ıculo en el intervalo t. Por ejemplo, si at = 1,
un veh´ıculo llegara´ a la cola o pasara´ la l´ınea de
parada en t intervalos de tiempo.
Por tanto, un estado s esta´ definido por s = (l, q, a)
y el nu´mero de posibles estados es
N = |S| = |L| · (Q + 1)2 · 2M . (7)
La complejidad de I2C2F2 es mayor debido a la
existencia de ma´s carriles y por tanto de un mayor
nu´mero de combinaciones de luces en L.
A.2 Accio´n de control x
Dado un estado s, la accio´n x ∈ X (s) inmediata-
mente ajusta las luces:
X =


{1, 2} = {GF1, GF2} si l = 0 = Red
{1, 3} = {GF1, Y 1F1} si l = 1 = GF1
{4} = {Y 2F1} si l = 3 = Y 1F1
{0} = {Red} si l = 4 = Y 2F1
{2, 5} = {GF2, Y 1F2} si l = 2 = GF2
{6} = {Y 2F2} si l = 5 = Y 1F2
{0} = {Red} si l = 6 = Y 2F2
A.3 Funcio´n objetivo
En un intervalo de tiempo, con q1 + q2 veh´ıculos
esperando, la funcio´n objetivo es
c(s) = q1 + q2. (8)
A.4 Transformacio´n de estados
Durante un intervalo, un veh´ıculo llega al carril f
con una probabilidad λf . Como este caso so´lo consta
de dos carriles, se define el evento como un vector
de dos elementos: e = (e1, e2), donde ef ∈ {0, 1}
denota el nu´mero de veh´ıculos que llega al carril f .
Para el caso simple de dos carriles se tienen cuatro
posibles eventos: e ∈ {(0, 0), (0, 1), (1, 0), (1, 1)}. La
probabilidad pi relacionadas con cada evento es:
e =


i = 1, e = (0, 0) con p1 = (1− λ1)(1− λ2)
i = 2, e = (0, 1) con p2 = (1− λ1)λ2
i = 3, e = (1, 0) con p3 = λ1(1 − λ2)
i = 4, e = (1, 1) con p4 = λ1λ2
Durante un intervalo de tiempo, la informacio´n de
llegada a = (a1, a2, a3, a4, a5) es actualizada con a←
(a2, a3, a4, a5, e1), es decir, los veh´ıculos que llegan
al carril se aproximan y a1 representa el veh´ıculo
que se an˜ade a la cola. Si la cola se incrementa en
nu´mero o no depende del estado del sema´foro. La
funcio´n ∆f (x) indica si un carril f obtiene prioridad
(∆f (x) = 1) o no (∆f (x) = 0) cuando las luces se
cambian debido a la accio´n x. Si el carril 1 esta´ a rojo,
un veh´ıculo que esta´ a un intervalo de distancia de la
cola 1, incrementa el nu´mero de veh´ıculos en la cola 1,
es decir, cuando ∆1(x) = 0, por tanto l ∈ {0, 2, 4, 6}.
Cuando x establece el color del sema´foro a verde o
amarillo para el carril 1 (∆1(x) = 1 y l ∈ {1, 3, 5}) y
la cola 1 no esta´ vac´ıa, el veh´ıculo se une a la cola.
En caso de que la cola este´ vac´ıa, el coche cruza la
l´ınea de parada de la cola 1 sin retraso. La transicio´n
de la cola 1 sera´ q1 ← q1 + a1 −∆1(x).
Para el carril 2, no hay informacio´n sobre la llegada
de veh´ıculos, por tanto el siguiente estado de la cola
2 dependera´ solo de e2 y de la accio´n x. La transicio´n
de la cola 2 es q2 ← q2 + e2 −∆2(x).
V. Paralelizacio´n
El algoritmo (secuencial) 1 es un proceso iterativo
donde el vector V de taman˜o N = |S| se actualiza
en base a los valores previos de V guardados en el
vector W hasta que se cumple el criterio de termina-
cio´n. La manera natural de paralelizar el algoritmo 1
es distribuir la evaluacio´n de V entre los procesa-
dores. El conjunto de valores de estado V se puede
particionar de distintas maneras dependiendo de N
y de las caracter´ısticas de la arquitectura. Cuando
se utiliza paso de mensajes, el nu´mero de mensajes
debe ser el menor posible. Para arquitecturas de me-
moria compartida, el acceso a los valores de W debe
ser realizado de tal forma que se incremente la pro-
babilidad de que los valores se encuentren en cache´.
Teniendo en cuenta estas consideraciones, una op-
cio´n es guardar los valores de V y W como una ma-
triz, donde las columnas son los valores de las luces
y las filas son las diferentes combinaciones de esta-
do del tra´fico (estado de las colas e informacio´n de
llegada). En una arquitectura de memoria distribui-
da, una solucio´n razonable podr´ıa ser un particiona-
miento de la matriz en columnas. De esta manera,
el nu´mero de mensajes no es muy alto, aunque el
taman˜o de e´stos sera´ probablemente grande.
A. Complejidad computacional
La carga de trabajo esta´ relacionada con el nu´me-
ro de flujos de tra´fico (F ), el taman˜o ma´ximo de la
cola (Q) y el nu´mero de estados (M) que describe
la informacio´n de llegada. El l´ımite impuesto en la
longitud de la cola no so´lo hace que el espacio de es-
tados sea finito. El uso de longitudes de cola grandes
introduce situaciones con una probabilidad de ocu-
rrencia muy baja. Esto dificulta la convergencia en
la Iteracio´n de Valores. Por tanto, la complejidad del
algoritmo viene dada por N , ve´ase (7).
B. MPI
El esquema MPI es principalmente usado en me-
moria distribuida, aunque tambie´n puede ser utiliza-
do en memoria compartida. La figura muestra el paso
de mensajes para la paralelizacio´n usando MPI, don-
de cada proceso MPI es responsable de la evaluacio´n
de los valores de V asociados a un valor del estado
del sema´foro l. Se puede obtener un grado mayor de
paralelismo mediante la paralelizacio´n de cada pro-
ceso MPI.
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Fig. 2. Transicio´n de luces en el I1C2F2.
El principal inconveniente del esquema MPI des-
crito es el desbalanceo entre procesos. Por ejemplo,
los procesos encargados de l ∈ {Red,GF1, GF2} re-
quieren ma´s datos del vector W para actualizar los
valores Vj que los procesos encargados de las luces
en amarillo. Adicionalmente, el ma´ximo nu´mero de
procesos en I1C2F2 esta´ limitado al nu´mero ma´ximo
de luces, que es de siete.
C. Threads
Este esquema se utiliza u´nicamente en arquitec-
turas de memoria compartida. El hecho de tener el
conjunto V como una matriz, donde cada hebra de
ejecucio´n se encarga de la evaluacio´n de un conjunto
de filas contiguo, facilita el uso de un nu´mero arbi-
trario de hebras. Un inconveniente es la limitacio´n
impuesta por el nu´mero de nu´cleos de ejecucio´n que
contenga un nodo, siendo necesario un esquema de
paso de mensajes o h´ıbrido (MPI y threads) cuando
se requiere un nu´mero mayor de nu´cleos de ejecucio´n.
Se puede encontrar un trabajo previo donde se utiliza
OpenMP para la obtencio´n de TCTs sin informacio´n
de llegada en [10].
VI. Resultados preliminares
Los experimentos se han llevado a cabo en en un
nodo del cluster BullX-UAL, compuesto de 18 nodos
de co´mputo. Cada nodo dispone de dos procesadores
Intel R© Xeon R© E5-2650 y 64 GB de memoria princi-
pal. Los algoritmos han sido codificados en C y com-
pilados usando gcc con MVAPICH y POSIX threads
API.
Adema´s de todos los datos expuestos en la seccio´n
IV-A, se asume que el ratio de llegada para cada una
de las dos colas es de 0,2 veh´ıculos por intervalo λ1 =
λ2 = 0,2. Esto es, el ratio ser´ıa de un 40% cuando
todos los sema´foros esta´n en rojo. Se ha establecido
una precisio´n de ǫ = 0,01. El caso A sera´ ejecutado
dos veces con los siguientes para´metros:
Q50M10 Taman˜o de la cola Q1 = Q2 = 50.
Nu´mero de intervalos de informacio´n de llega-
da M = 10.
Q100M5 Taman˜o de la cola Q1 = Q2 = 100.
Nu´mero de intervalos de informacio´n de llega-
da M = 5.
El algoritmo 1 ha necesitado 361 iteraciones pa-
ra resolver Q50M10 con una precisio´n δ < 0,01.
En cambio, para resolver Q100M5 se han necesitado
2.090 iteraciones.
Los resultados del esquema MPI utilizando siete
procesos muestran un rendimiento pobre, obteniendo
una aceleracio´n inferior a 3x. Se esta´n estudiando las
posibles causas de esta falta de rendimiento, aunque
se cree que puede ser debido al desbalanceo de la
carga de trabajo entre los procesadores y el coste del
paso de mensajes.
La tabla I muestra los resultados experimentales
para la versio´n hebrada variando el nu´mero de he-
bras. La tabla recoge el nu´mero de hebras utilizadas,
el tiempo de ejecucio´n en segundos y la aceleracio´n
obtenida (Ac.). La aceleracio´n alcanzada es cercana
al lineal. Como trabajo futuro, se planea reorganizar
las columnas de las funciones de valor V y W asig-
nadas a cada hebra para mejorar la localidad de los
datos en la cache´.
TABLA I
Resultados nume´ricos usando hebras.
Q50M10 Q100M5
Hebras Tiempo Ac. Tiempo Ac.
1 511 – 240 –
2 260 2 119 2
4 133 3,8 56 4
8 68 7,5 31 7,7
16 36 14,2 17 14
Ambos me´todos requieren un punto de sincroniza-
cio´n al final de cada iteracio´n con el fin de comprobar
el criterio de terminacio´n y de tener disponible los
datos en W para la pro´xima iteracio´n. Esto limita el
grado de paralelismo de la aplicacio´n.
VII. Conclusiones y trabajo en curso
Los problemas de optimizacio´n resueltos a trave´s
del algoritmo de Iteracio´n de Valores son dif´ıciles de
paralelizar debido a que en cada iteracio´n, debe exis-
tir un punto de sincronismo entre todas las unidades
de proceso lanzadas en paralelo. Este trabajo estudia
el algoritmo para la generacio´n de tablas de control
de tra´fico o´ptimas. La dificultad de estos problemas
se incrementa con el nu´mero de intersecciones y la
inclusio´n de informacio´n de llegada. Una aceleracio´n
cercana a la lineal se ha obtenido con una versio´n
hebrada para un caso sencillo del problema. Una fu-
tura investigacio´n se centrara´ en la computacio´n en
paralelo de tablas de control de tra´fico que implique
un mayor nu´mero de estados de tra´fico. Una para-
lelizacio´n en dos niveles (MPI para la paralelizacio´n
entre nodos y threads para la paralelizacio´n dentro
de un mismo nodo) ser´ıa conveniente para alcanzar
un buen rendimiento en un cluster de nodos de me-
moria compartida.
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