Abstracf-We present an autoregressive model for modelling samples autocorrelation from the same access point in WLAN location determination systems. Our work is in the context of the Horus system, which i s a probabilistic WLAN location determination system. We show that the autncorrelaticm hetween consecutive samples from the same access p i n t can he as high as 0.9. Using our model, we describe a technique to use multiple signal strength samples from each access point, taking the high autocorrelation into account, to achieve hetter accuracy. lmplementaticin of the technique in the Horus system shuws that the average system accuracy is increased hy more than 50%. Our results show that assuming independence of samples from the same a c c w point can lead to degraded performance as the number of samples used in the estimation algorithm is increased, due tcr the wrong independence assumption. We also discuss how to incorporate the new technique with nther algorithms for enhancing the performance of WLAN location determination systems.
I. INTRODUCTION
Horirs is an RF-based location determination system [ I]-[4] . It is currently implemented in the context of 802.11 wireless LANs 151. The system uses the signal strength returned from the access points Lo infer the user location. Since the wireless cards measure the signal strength information of the received packets as part of their standard operation. this makes the Honrs system a purely software solution on top of the wireless network infrastructure. A large class of applications [6] . including location-sensitive content delivery. direction finding. asset tracking. and emergency notification. can be built on top of the Honrs system. WLAN location determination is an active research area [11-[41. [71-[141. WLAN location determination systems usually work in two phases: oflrze training phase and orilirrr location determination phase. During the offline phase. the signal strength received from the access points at selected locations in the area of interest is tabulated, resulting in a so-called radio rnup. During the location determination phase, the signal strength samples received from the access points are used to "search' the radio map to estimate the user bCdtion. Radio-map based techniques can be categorized into two broad categories: deterministic techniques and probabilistic techniques. Derentiinisfic teclrriiyires [7] -[91 use deterministic inference algorithms to estimate the user location. For example, in the Radar system [71, [81 the authors use nearest neighborhood techniques to infer the user location. On the other hand, probubilistic techniques [1]- [3] , [ 10]-[14] store inforination about the signal strength distributions from the access points in the radio map and use probabilistic inference algorithms to estimate the user location. For example. the Nibble system [IO] , [I I] uses a Bayesian Network approach to estimate the user location.
The Honrs system lies in the category of probabilistic techniques. Its goal is to identify the noisy characteristics of the wireless channel and to develop techniques to handle them. In this paper. we analyze one aspect of the temporal characteristics of the wireless channel: samples correlation from the same access point. We show that consecutive samples can have correlation as high as 0.9.
The main challenge is how to use multiple sarnples to obtain better location estimate technique despite this high correlation value. Our approach is to treat the samples collected from an access point at a given location as a time series [I51 and use the time-series analysis techniques to study their characteristics. More specifically.
we describe an autoregressive model that captures the correlation of samples from the same access point. Based on the autoregressive model. we present a technique that uses multiple samples from each access point. to enhance the accuracy of the Horiis system. We present the results of implementing the new technique and compare its accuracy wilh that of the original Horits system. We also discuss how to incorporate the proposed technique with other techniques for enhancing the performance of WLAN location determination systems.
The rest of the paper is structured as follows: in the next section. we discuss related work. In section 111 we present an overview of the Honts system and briefly introduce autoregressive models. Section IV shows the temporal characteristic-of the samples received from an access point and analyzes the autocorrelation of samples. We describe our autoregressive model to capture the signal strength samples correlation and the technique that uses this model to enhance the accuracy of the Honrs system in Section V. We present the results of implementing the new technique and compare its accuracy to the accuracy of the original technique in Section VI. Finally. Section VI1 discusses the main findings of the paper and provides concluding remarks.
RELATED WORK
In this section. we describe other techniques that use multiple samples to enhance the performance of WLAN location determination systems. We show how the proposed technique relates to them.
A. Signal StrerigtJi Space Averugirig
The authors of the Radar [7] . [XI system. a &tenitin-istic location determination technique. were the first to propose using multiple signal strength samples to obtain better estimation accuracy. Their technique is to average the received samples and use the average value in the k-nearest neighborhood algorithm to determine the best location estimate. Their results indicate that using more samples in the averaging process leads to better accuracy.
The work in this paper is concerned.with probabilistic location deternunation techniques in which the process of using multiple samples to obtain a location estimate is more involved. For exanple, if the system averages n saniples. the system needs to calculate the probability of the average value using the distribution of the average of n original distributions. Obtaining this distribution is not trivial if the samples are not independent, We address this issue in Section V.
B. Pli?;sical Location Spuce Averaging
Different systems, e.g. [7] . [XI. [12]-[14] , proposed to use averaging in the phy,sical-locatiori space. The system uses a moving time-average of multiple consecutive location estimates to obtain a better location estimate.
Our technique uses multiple samples in the sigrialstrength space to obtain a better location estimate. Moreover our technique can be used in conjunction with Harris Components: the XTOWS show inlormation flow in the system. Shaded black represent modules used during the offline phase. In this paper. we describe tlie correlation modelling and handling components of the Honis system (shown in thick lines).
the physical-location space averaging to enhance their accuracy as discussed in Section VII.
The proposed technique is unique in using multiple samples in the signal-strength space to enhance the accuracy ofprobahilistic location deternunation techniques taking into arcoiint tlie high correlution degree between sariiples from the suine access point.
BACKGROUND

A. Owview of [he Honis Systent
In this section. we present a brief overview of the
Our goal is to provide context for the technique presented in Section V. Horiis is a probabilistic location determination system. The main goal of the system is to identify the noisy characteristic of the wireless channel and to develop techniques to handle them. Figure 1 shows the components of the Horiis system. The system uses the signal strength information returned from different access points to infer the user 0-7803-8355-9/04/%20.00 02004 IEEE. location and to provide an API for the user applications to use the system functionality.
?he system works in two phases:
I ) UfJlirie phuse: to build the radio map. cluster radio map locations. and perform other preprocessing tasks for the signal strength models. 2 ) Orrliiir Phase: to estimate the user location based on the received signal strength from each access point and the radio map prepared in the offline phase. The radio map stores the distribution of signal strength received from each access point at each location. m e r e are two modes for operation of the Horiis system: one uses non-parmetric distributions and the other uses parametric distributions. In this paper. we will use the parametric distribution mode in which the signal strength distributions are modelled using Guiissiaii distributions.
The Clusferirig module is used to group radio map locations based on the access points covering them. Clustering is used to reduce the computational requirements of the system and, hence. conserve power [I] . 131.
The Discrete Space Esfiiiiator module returns the radio map location that has the rimximum probability given the received signal strength vector from different access points. An outline of the algorithm used is given in Algorithm 1 [I] , [3] . [4] .
The Sinall-Scale Corripensaror module handles the small-scale variation characteristics of the wireless channel [2] .
The Contirnroos Space Estimator takes as an input the discrete estimated user location. one of the radio map locations, and returns a more accurate estimate the user location in the continuous space.
In this paper, we describe the Correlutiori Moilellirig and the Correlatiori Hurrillirig modules of the Honis system.
B. T i i j i e Series Ariulpis
The technique described in this paper treats the samples received form an access point as a time series and use time-series based techniques to analyze the correlation between the samples. A time serifs 1151 is a set of observations generated sequentially in time. If the set is discrete, the time series is said to be discrete. otherwise. it is a continuous time series. We refer to successive equi-spaced samples from a discrete time series s as s1 ~ sg A statistical phenomenon that evolves in time according to probabilistic laws is called a stoclrustic process. The time series to be analyzed may be t h o u a t of as a particular realization of the system 
is called an autoregressive process of order p . where S is the average of the process. In this paper. we treat the signal strength samples from an access point as a discrete stationary time series. We model this time series using a first order autoregressive model. To the hest of our knowledge, this is the first work to apply time series techniques to the analysis of 802.1 I signal strength characteristics.
Iv. S I G N A L S T R E N G T H TEMPOR.~L CHhR;\CTERISTICS
In this section. we present the tenipord characteristics of the signal strength received from an access point 07803-8355-9/04/S20,00 02004 IEEE.
102.5
and discuss how they affect the estimation of the user location: For a discussion of spatial characteristics, the reader is referred to [21. Figure 2 shows the normalized histogram of the signal strength received from an access point at a fixed position.
A. Received Signal Strength Vuriutiorzs
lhc figure shows that the meawed signal strength at a fixed position varies over tinie and the variations can be as large as 10 dBm. 7nis time variation of the channel can he due to changes in the physical environment such as people niovenient [161.
These variations suggests that depending on a single sample for estimating the user location may lead to inaccurate results if this sample comes from the tail of the distrihution. This motivates the need. for the techniques that are based on using more than one sample .in estimating the user location. Figure 3 shows the autocorrelation function of the samples collected from one access poinl (one sample per second) at a fixed position. The figure shows that the autocorrelation of-consecutive samples (lag = 1) is as high as 0.9. This high autocorrelation is expected as over a short period of rime the signal strength received from an access ,point at a particular point is relatively smble (niodulo the changes in the environment discussed in Section IV-A).
B. Suriiples Correlutiori
This high autocorrelation value should he considered when using the methods that use multiple samples suggested in the previous section, especially for probubilistic location determination techniques. Figure 6 shows the effect of averaging saniples on the accuracy of a probabilistic WLAN location determination system that assumes the iridependence of sanip~es'. he f i , oure shows that although averazing increases accuracy, the wrong independence assumption leads to increasing average distance error iricreuses as the number of averaged samples increases. The goal of this paper is to take the high saniples correlation into account to further enhance the performance of probabilistic WLAN location deter-
This section describe an autoregressive model that captures the autocorrelation between samples from the same access point. Following that, we present a technique that uses this model to calculate the distribution of 'The figure is discussed in more details in Section VI. the average of n.correlated samples. Finally, we modify the Honts location determination system to incorporate the new technique.
07803-
A. Auloregressive Modd
Let st he the stutiorruq time series representing the samples from an access point where t is the discrete time index. st can be represented as a first order autort, 'oressive model as:
where 'ut is a noise process, independent from st. and Q is a parameter that determines the degree of autocorrelation of the original samples. Moreover. different samples from are i.i.d.'s'.
The model in Equation 2 states that the current signal strength value (st) is an linear aggregate of the previous signal strength value (~~-1 ) and an independent noise value (ut). The parameter a gives flexibility to the model as it can be used to determine the degree of autocorrelation of the original process. For example, if cy is zero, the samples of the process .st are i.i.d.'s. whereas if CY is one the original samples are identical (autocorrelation= I). In the following subsections we describe some properties of the autoregressive model that we will use in the rest
B. Esriiiraring the Vulite of a
In this section, we show that a value can be approximated using the autocorrelation coefficient with lag one ( r l ) . rl is estimated from a sample of size N as [IS] :
where S is the expected value of process S.
be approximated as:
For 
= c\.'.Vo:r(st-l) -t (1 -Q)2.vcLr(7;t) (3) 
tionary process), V u r ( s t ) = V a r ( s t -I ) = Vrrr(s).
CY.
[ S t -$12
t=1
( a close to 1)
A,
Therefore equation 3 can be rewritten as: Samples: We use A(n.) to denote the random variable whose value is the average of n samples (from t = 0 to t = n -I) of the original process .st, 17, > 1. Since 
D. Modified Honrs Algoriflini
In this section. we use the results of (he previous section to obtain the distribution of the average of n, correlated samples. We use this value to determine the most probable user location. We assume that the Honrs system is running in the parametric mode where the signal strength distribution follows a Gaussian distrihution 131. 1121, 1131. Since the individual distribution of each sample follows a Gaussian distribution. the probability distribution of the average of ' 17. samples follows a Gaussian distribution whose mean and variance can be obtained using the results in Section V-C.
The technique works as follows:
OfJlilie pkuse: the system calculates the p~arneiers of the distribution of the average of 71 samples for each access point in the radio map. Oir/irie phase: Given 7 1 samples from an access point, the algorithm obtains their average and calculate the probability of each radio map location given this value of the average using the distribution of the average of ' 17, samples calculated during the offline phase. Algorithm 2 shows the details of the modified Honrs algorithm. Note that the value of a is implicitly used 0-7803-8355-9/04/S2O.Tx) 02MI4 IEEE. in the online phase as the distribution of the average of each location is covered by 4 access points. The value TI samples depends on the value of Q as discussed in of a: autocorrelation degree, for these access points was Section V-C. approximately 0.9 for all access points.
Using the device driver and the AF' I we devel- RM(s,,n;x) returns the probability of the We start by showing the effect of the wrong indeaverage, of the 17, samples received frotn access pendence assumption on the performance of the original point n at location z E X. being &,..
Horrrs system. Figure 6 shows the average distance error for different values of 72,. We can see that averaging The location z E X that maximizes P(.z/S).
can significantly improve performance (avera, oe error decreases by about 2 feet from = 1 to 12 = 4).
I : for i = l..k do However, as the number of averaged samples increases.
2:
A i ! g ( i ) t cmeruge(5;) the performance degrades. The minilnuin value at 71 = 2 3: end for can be explained by noting that there are two opposing factors affecting the system accuracy: 5: for 1 E X do 1) as the number of averaged samples ( n ) increases.
6:
P t
Rf!d(,4Cg(L)>'i>l)
the accuracy of the system should increase.
7:
if P then 2) a s 'JI, increases, the estimation of the distribution of 8: x t l the average of the 't?, samples becomes worse due 9: d r a z + p to the wrong independence assumption.
to:
end if At low values of 71. (n, = 1:2) the first factor is the 11: end for dominating factor and hence the accuracy increases. Starting from 72 = 3. the effect of the bad estimation of the distribution becomes the dominating factor and Figure 7 shows the average distance error for different values of a and I I . The figure shows that as the value of a, used in calculating the parameters of the distribution of the average of 71 samples. approaches the tme a value (0.9). the system accuracy increases.
averaging Inore samples leads to shown in Figure 7 , till we reach a switch-over point at about = 0.4 where averaging more samples Starts to give better accuracy, Using the lnodified technique, the system can achieve an average accuracy of ahout 2.15 feet, hener than the oridnal SySteIn by Inore than 2.4 feet. In this section we present the result of implementing the correlation handling technique in the context of the I~o r n s system.
A. Esperi~nenral Testbed
We performed our experilnent in the south wing of the fourth floor of the Computer Science Department building. The layout of the floor is shown in Figure 5 . The wing has a dimension of 224 feet by 85.1 feet. The technique was tested in the Coinputer Science Departnient wireless network. The entire wing is covered by 12 access points installed in the third and fourth floors Note that at low values of accuracy,
of the building. VII. DISCUSSION AND CONCLUSlONS For building the radio map, we took the radio map locations on the corridors on a grid with cells placed 5 feet apart (the corridor's width is 5 feet). We have a total of 110 locations along the corridors. On the average. an access point. (b) we presented a technique that uses multiple samples from the same access point. taking -high comelalion into account. to enhance the accuracy -of probabilistic W A N location determination systems, and (c) we analyzed the performance of the proposed technique by implementing it in the context of the Honts system.
We showed that the samples autocorrelation can be as large as 0.9 and therefore it becomes crucial to take this high autocorrelation into account when designing Fig. 7 . Average distance error for different values of ol and n. As the value of c) approaches the true value of 0.9. the system performance increnses. The case for n = 1 (original Horris system performance) is shown in Figure 6 for clarity. location determination algorithms that use more than one sample. We described an autoregressive model to capture the autocorrelation between samples from the same access point. showed how to estimate its parameters, and derived some useful properties of the model.
Based on the autoregressive model. we presented a technique that uses the average of n samples from the same access point. taking samples autocorrelation into account, to enhance the accuracy of the Honis system. 0-7803-8355-9/04/$20.00 Q2W Em.
?he results show that the average distance accuracy is enhanced by inore than 2.4 fect (50%) using the modified technique. Assuming independence of samples leads to degraded accuracy as the number of averaged samples increases since the estimate distribution of the average of ' 11 samples becomes worse with increasing n. For the proposed technique. as ' 17 increases the accuracy of the system is enhanced. However, a side effect of this increased accuracy is that the latency of calculating the location estimate increases with the increase of the number of samples required. In general, we have a tradeoff between the accuracy required and the latency of location estimate. The higher the required accuracy, the higher n and the higher the latency to obtain the location estimate. This decision is dependent on the application in use.
Latency can be reduced by presenting the location estimate incrementally using one sample at a time. The system need not to wait till it acquires the n samples all at once. Instead. it can give a more accurate estimate of the location as more samples become available by reporting the estimated location givcn the partial samples it has. In this mode. the system can be incorporated with a physical-location space moving averaging method to further enhance the accuracy.
The computational overhead of the modified technique is minimal. The system calculates the parameters of the distribution of the average of n, saniples in the offline phase, which is done only once. The only additional requirement in the online phase is calculating the average which involves n addition operations and one division. This is amortized over the number of locations in the radio map.
We believe that the model and the technique presented in the paper are general and can be applied to other probabilistic W A N location determination techniques to enhance lheir accuracy.
