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Abstract
This paper contains some known and some new properties of the Littlewood–Paley g-function. By
using the Fefferman–Stein vector maximal theorem and the area theorem of Caldero´n, we prove the
equivalence of the following four conditions, for all p > 0:
(a) f ∈ H p;
(b)
 2π
0
 1
0 (1− r)| f ′(reiθ )|2 dr
p/2
dθ <∞;
(c)
 2π
0
 1
0 (1− r) supρ<r | f ′(ρeiθ )|2 dr
p/2
dθ <∞,
(d)
 2π
0
∞
n=0 2−2n | f ′(rneiθ )|2
p/2
dθ <∞,
where rn = 1 − 2−n . As a consequence of (a)⇔(b) we have: f ∈ H p ⇒ limr→1−(1 − r)
| f ′(reiθ )| = 0 for almost all θ . The rest of the paper is mainly devoted to the presentation of
Oswald’s results Oswald (1983) [14] on a generalized Littlewood–Paley g-function as well as to the
proof of Caldero´n’s theorem on a generalized area function.
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1. Introduction
Let H(D) denote the class of all functions analytic in the unit disk D of the complex
plane C. For f ∈ H(D), the function
G[ f ](ζ ) =
 1
0
(1− r)| f ′(rζ )|2 dr
1/2
, ζ ∈ T := ∂D,
is called the (Littlewood–Paley) g-function associated to f . The corresponding “maximal
function” is defined as
G∗[ f ](ζ ) =
 1
0
(1− r) sup
0<ρ<r
| f ′(ρζ )|2 dr
1/2
.
We also define the discrete version of the g-function:
Gd[ f ](ζ ) =
 ∞
n=0
2−2n| f ′(rnζ )|2
1/2
,
where
rn = 1− 2−n . (1.1)
The p-Hardy space (0 < p <∞) consists of those f ∈ H(D) for which
∥ f ∥p := sup
0<r<1
Mp(r, f ) <∞,
where
Mp(r, f ) =

1
2π
 2π
0
| f (reiθ )|p dθ
1/p
.
In this paper we are concerned with the following theorem and some generalizations.
Theorem 1.1. Let 0 < p < ∞. For a function f ∈ H(D), the following four conditions
are mutually equivalent:
(a) f ∈ H p;
(b) G[ f ] ∈ L p(T);
(c) G∗[ f ] ∈ L p(T);
(d) Gd[ f ] ∈ L p(T).
Furthermore, there are constants C1, C2, C3, and C4 independent of f such that
∥ f ∥p ≤ C1∥G[ f ]∥p ≤ C2∥G∗[ f ]∥p ≤ C3∥Gd[ f ]∥p ≤ C4∥ f ∥p.
Here
∥h∥p =

1
2π
 2π
0
|h(eiθ )|p dθ
1/p
, h ∈ L p(T).
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As an immediate consequence of the implication (a) ⇒ (c) we have the following.
Corollary 1.2. If f ∈ H p (0 < p <∞), then
lim
r→1−
(1− r) sup
ρ<r
| f ′(ρζ )| = 0 for almost all ζ ∈ T.
Concerning this limit, it should be noted that if f ∈ H p, then
lim
r→1−
(1− r)1+1/p f ′(rζ ) = 0 uniformly in ζ .
Littlewood and Paley proved the implications (a) ⇔ (b) (p > 1) (see [10, Theorem 7]
and, for the case p > 0, [20, Vol. II. Chapter XIV, (3.5)]) and (b) ⇒ (a) (p > 1) (see
[10, Theorem 7] and [20, Vol. II. Chapter XIV, (3.19)]). The equivalence (a) ⇔ (c) ⇔ (d)
is, maybe, new.
Some authors (see [14,1]) noted that the case p ≤ 1 can be treated by the methods
of Fefferman and Stein’s paper [6].1 Here we present a proof based on the following
theorem of Caldero´n [2] and some vector maximal theorems due to Fefferman and Stein [5]
(Theorems 1.7 and 1.8); moreover, by using Caldero´n’s and Fefferman–Stein’s theorems,
we can generalize Theorem 1.1 (see Theorem 2.1).
In order to state Caldero´n’s theorem we introduce the notion of a Stolz angle, also called
a non-tangential approach region. The usual definition of a Stolz angle with vertex ζ ∈ T
reads
Sζ,B = {z ∈ D: |z − ζ | < B(1− |z|)} (B = const > 1); (1.2)
see [3, Figure 2.4]. Besides the obvious condition
z ∈ Uζ and |z| > 1/4 imply |z − ζ | < B(1− |z|), (1.3)
the sets Uζ,B satisfy
T

Uζ
h(z) d A(z)

|dζ | ≍

D
h(z)(1− |z|) d A(z), 2 (1.4)
where d A is the Lebesgue measure in C, h ≥ 0 is a measurable function on D, and the
“equivalence constant” is independent of h.
There are other regions satisfying (1.3) and (1.4). Littlewood and Paley [10] used the
(kite-shaped) region defined by
|z| < 1, |eiθ − z| ≤ 5/4, arg(eiθ − z)− θ  ≤ π
4
,
see the picture in [10, p. 56]. One can take
Uζ,c = the convex hull of {|z| < c} ∪ {ζ }, (1.5)
1 Flett [7] proved this in the case where f has no zeros in D.
2 We write A(u) ≍ B(u) to denote that A(u) is finite if and only if so is B(u) and that A(u)/C ≤ B(u) ≤
C B(u) for some positive constant C independent of u. Besides, C is called the equivalence constant.
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where c ∈ (0, 1) is a constant. For our purposes it is convenient to use the sets
Tζ = {rζeiθ : 0 ≤ r < 1, |θ | ≤ 1− r}. (1.6)
Theorem 1.3 (Caldero´n). Let Dζ , ζ ∈ T, be one of the sets: Sζ,B, Uζ,c, or Tζ . If f is
analytic in the unit disk, f (0) = 0, p > 0, q > 0, then
∥ f ∥pp ≍

T

Dζ
| f (z)|q−2| f ′(z)|2 d A(z)
p/q
|dζ |.
Caldero´n stated this theorem for the half-plane. However, in order to apply his proof
(postponed to Section 5, Theorem 5.1) to the unit disk, only one point must be explained
(Lemma 5.2). Having proved this lemma one can simply copy Calderon’s proof.
Remark 1.4. The function A f (ζ ) = Dζ | f ′(z)|2 d A(z), where Dζ is Sζ,B or Uζ,c,
introduced in [11], is called the Luzin area function. If f is univalent, thenA f (ζ ) coincides
with the area of the image of Dζ under f . Concerning deeper properties of the area
function, we refer the readers to Zygmund [20, Chapter XIV].
As a special case of Caldero´n’s theorem we have the following.
Theorem 1.5. Let 0 < p <∞, and f ∈ H(D). Then f ∈ H p if and only if A f ∈ L p(T),
and we have ∥ f ∥p ≍ ∥A f ∥p.
In the case p > 1, this theorem is due to Marcinkiewicz and Zygmund [13].
Theorem 1.6 (Fefferman–Stein). Let 1 < p < ∞, 1 < q < ∞, and let { fn}∞0 be a
sequence of functions from Lq(T). Then there exists a constant C = C p,q such that
T
 ∞
n=0
M fn(ζ )qp/q |dζ | ≤ C 
T
 ∞
n=0
| fn(ζ )|q
p/q
|dζ |.
A “relatively short” proof of this theorem is given in [18, pp. 50–56]. Note that
Mu(ζ ) = sup
0<h≤π
1
2h
 h
−h
|u(ζei t )| dt
= sup
0<h≤π
1
2h
 h
0
|u(ζei t )| + |u(ζe−i t )| dt.
As in the scalar-valued case, using the vector maximal theorem (Theorem 1.6), we obtain
the following.
Theorem 1.7. Let 1 < p, q < ∞. Let un be a sequence of non-negative subharmonic
functions on the unit disk. Then
T
 ∞
n=0
(M∗un(ζ ))q
p/q
|dζ | ≤ C p,q sup
0<r<1

T
 ∞
n=0
|un(rζ )|q
p/q
|dζ |, (1.7)
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where M∗ denotes the non-tangential maximal operator,
M∗u(ζ ) = sup
z∈Dζ
|u(z)|.
For the case of log-subharmonic functions, we have the following.
Theorem 1.8. If {un}∞0 is a sequence of log-subharmonic functions on D, then inequal-
ity (1.7) holds for all p > 0 and q > 0.
Proof. If p > 0 and q > 0, then we choose γ > 0 so that p/γ > 1 and q/γ > 1 and apply
Theorem 1.7 to the functions uγn and the indices p/γ and q/γ instead of p and q . 
Remark 1.9. If the functions un are continuous on the closed disk, then the right side of
(1.7) can be replaced with
T
 ∞
n=0
|un(ζ )|q
p/q
|dζ |.
This will be used in the sequel.
The proof of Theorem 1.1 is in Section 2. In Section 3 we consider “fractional” g-
functions defined by
Gβ [ f ](ζ ) =
 1
0
(1− r)2Re(β)−1|Rβ f (rζ )|2 dr
1/2
, (1.8)
and
G∗β [ f ](ζ ) =
 1
0
(1− r)2Re(β)−1 sup
0<ρ<r
|Rβ f (ρζ )|2 dr
1/2
, (1.9)
where
Rβ f (z) =
∞
n=1
nβ fˆ (n)zn,
and β is a complex number such that Re(β) > 0. Our main tool is a vector maximal
theorem, due to Oswald [14], on Cesa`ro means type (Theorem 3.1, proved in Section 6.)
We show that, when 0 < p <∞ and γ > 0, 2π
0
 1
0
(1− r)2γ−1| f (reiθ )|2 dr
p/2
dθ
≍

T
 ∞
n=0
2−2nγ |Vn ∗ f (ζ )|2
p/2
|dζ |,
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where Vn are polynomials of Valle´e-Poussin type with “smooth” coefficients (Proposi-
tion 3.6). As an application of these relation we prove two Littlewood–Paley type theorems,
essentially due to Oswald [14].
We follow the practice to denote by C a positive constant whose value may vary from
line to line.
2. Proof of Theorem 1.1
The proof of the implication (a) ⇒ (b) is easy: we apply Caldero´n’s theorem with
Dζ = Sζ,B (see (1.2)) and the inequality 1
0
(1− r)| f ′(rζ )|2 dr ≤ C

Dζ
| f ′(z)|2 d A(z),
which holds because the function | f ′|2 is subharmonic; see [20, Vol. II. Chapter XIV,
(3.1)]. Indeed, assuming that ζ = 1, we have 1
0
(1− r)| f ′(r)|2 dr ≤ C
∞
n=0
22n sup
rn<r<rn+1
| f ′(r)|2
≤ C
∞
n=0

En
| f ′(z)|2 d A(z),
where
En = {z : |z − rn| < rn+2 − rn}.
Elementary calculations show that En ⊂ S1,B , where B is an absolute constant, and
En+k ∩ En = ∅, for all n, where k is an integer independent of n. From these facts we
obtain
∞
n=0

En
| f ′|2 d A ≤ k

S1,B
| f ′|2 d A,
as desired.
To show the converse, let
S[ f ](ζ ) =
 1
0

|θ |<1−r
| f ′(rζeiθ )|2 dr dθ
1/2
,
and
hn(z) =
 rn+1
rn
| f ′(r z/rn+2)|2 dr, (rn = 1− 2−n).
Since the functions hn are log-subharmonic, we have 1
0
dr

|θ |<1−r
| f ′(rζeiθ )|2 dθ ≤
∞
n=0
 rn+1
rn
dr

|θ |<2−n
| f ′(rζeiθ )|2 dθ
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=
∞
n=0

|θ |<2−n
hn(rn+2ζeiθ ) dθ
≤ C
∞
n=0
2−n M∗hn(ζ ).
The last inequality holds because |rn+2ζeiθ − ζ | ≤ C(1− rn+2) for |θ | < 2−n , where C is
an absolute constant. Hence, by Theorem 1.8,
T
S[ f ](ζ )p |dζ | ≤ C 
T
 ∞
n=0
2−n M∗hn(ζ )
p/2
= C

T
 ∞
n=0
2−n
 rn+1
rn
| f ′(rζ/rn+2)|2 dr
p/2
|dζ |
≤ C

T
 ∞
n=0
2−n
 rn+2
rn−1
| f ′(rζ )|2 dr
p/2
|dζ |
≤ C

T
 ∞
n=0
 rn+2
rn−1
(1− r)| f ′(rζ )|2 dr
p/2
|dζ |
≤ C

T
 1
0
(1− r)| f ′(rζ )|2 dr
p/2
|dζ |,
where r−1 = 0. This concludes the proof of (b) ⇒ (a).
In order to verify the implication (b) ⇒ (c), let
ψ(r, θ) = (1− r) sup
0<ρ<r
| f ′(ρeiθ )|2,
where 0 < r < 1, and θ ∈ [0, 2π ]. We have to prove that
 2π
0
 1
0
ψ(r, θ) dr
p/2
dθ ≤ C p ∥G[ f ]∥pp. (2.1)
In order to do this we fix s ∈ (0, 1), and let N be a positive integer and λ j,N = js/N .
Then  s
0
ψ(r, θ) dr ≤ 1
N
N−1
j=0
(1− λ j,N ) sup
0<ρ<λ j+1,N
| f ′(ρeiθ )|2.
Hence, by Theorem 1.8, 2π
0
 s
0
ψ(r, θ) dr
p/2
dθ
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≤ C p
 2π
0

1
N
N−1
j=0
(1− λ j,N )| f ′(λ j+1,N eiθ )|2
p/2
dθ.
Now let N tend to ∞ and use the dominated convergence theorem to get 2π
0
 s
0
ψ(r, θ) dr
p/2
dθ ≤ C p
 2π
0
 s
0
(1− r)| f ′(reiθ )|2 dr
p/2
dθ
≤ C p
 2π
0
 1
0
(1− r)| f ′(reiθ )|2 dr
p/2
dθ.
Finally the desired result is obtained by an application either of Fatou’s lemma or the
monotone convergence theorem.
It remains to prove the equivalence (c)⇔ (d). Since the function supρ<r | f ′(ρeiθ )|2 (0 <
r < 1) is increasing, we have the quantity in (c) is equivalent to 2π
0
 ∞
n=0
2−2n sup
ρ<rn
| f ′(ρeiθ )|2
p/2
dθ.
This shows that (c) implies (d). The validity of the implication (d) ⇒ (c) is obtained by
using an obvious modification of Theorem 1.8. 
Since | f |q−2| f ′|2 is log-subharmonic for q ≥ 2, we see that the above proof and
Caldero´n’s theorem lead to the following generalization of Theorem 1.1.
Theorem 2.1. Let 0 < p < ∞ and 2 ≤ q < ∞. A function f ∈ H(D) ( f (0) = 0)
belongs to H p if and only if one of the following three quantities are finite:
Qq( f ) :=

T
 1
0
(1− r)| f (rζ )|q−2| f ′(rζ )|2 dr
p/q
|dζ |,
Q∗q( f ) :=

T
 1
0
(1− r) sup
ρ<r
| f (ρζ )|q−2| f ′(ρζ )|2 dr
p/q
|dζ |, (2.2)
Qd,q( f ) =

T
 ∞
n=0
2−2n| f (rnζ )|q−2| f ′(rnζ )|2
p/2
|dζ |,
and we have ∥ f ∥pp ≍ Qq( f ) ≍ Q∗q( f ) ≍ Qq,d( f ).
Open problem. If q = p, then the theorem states, in particular, that if f (0) = 0, then
∥ f ∥qq ≍

D
| f (z)|q−2| f ′(z)|2(1− |z|) d A(z),
which is true for all q > 0; see Lemma 5.2. Therefore it is a natural question if the
equivalence f ∈ H p ⇔ Qq( f ) <∞ is true for all q > 0.
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3. Applications of Cesa`ro means
The Cesa`ro means of order m (where m is a positive integer) of an analytic function f
are defined by
σmn f (z) =
Γ (n + 1)
Γ (n + m + 1)
n
k=0
Γ (m + n + 1− k)
Γ (n + 1− k) fˆ (k)z
k,
where Γ is the Euler gamma function. This can be written as
σmn f (z) =
1
Amn
n
k=0
Amn−k fˆ (k)z
k, (3.1)
where
Amn =

n + m
n

≍ (n + 1)m, n ≥ 0. (3.2)
In particular
σ 1n f (z) =
n
k=0

1− k
n + 1

fˆ (k)zk .
The maximal operators σm∗ are defined as
(σm∗ f )(ζ ) = sup
n
|σmn f (ζ )| (ζ ∈ T).
The following theorem was proved by Oswald [14, Theorem 1.2(c)]; a proof is offered
in Section 6.
Theorem 3.1. Let { f j }∞0 be a sequence in Hq . If
p > 0, q > 0, and m > max{0, 1/p − 1, 1/q − 1},
then 
T
 ∞
j=0

σm∗ f j (ζ )
qp/q |dζ | ≤ C 
T
 ∞
j=0
| f j (ζ )|q
p/q
|dζ |,
where C is a constant depending only on p, q, and m.
Remark. If the functions f j depend on one or more parameters N , . . . , then the constant
C is independent of N , . . . .
For an integer m and a sequence {λk} we define the difference sequence of order m as
∆mλk =
m
j=0

m
j

(−1) jλk+ j .
In particular ∆1λk = λk − λk+1, ∆2λk = λk − 2λk+1 + λk+2, etc.
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The following variant of Lagrange’s theorem holds: if λk = η(k), where η : R → C is
a function of class Cm , then
|∆mλk | ≤ sup
k≤t≤k+m
|η(m)(t)|.
As a byproduct of this inequality we have the following.
Lemma 3.2. Let η be a C∞-function with supp(η) ⊂ [a, b], where a and b are real
numbers. Then, for every integer m ≥ 1, we have
|∆mη(k)| ≤ sup
x∈[a,b]
|η(m)(x)|.
It is known that there are polynomials Vn (n ≥ 0) (see [14, Theorem 4.3] and [15,
Theorem 7.5.10]) such that
Vn(z) =
2n+1
k=2n−1
ω(k/2n)zk, n ≥ 1,
where ω is a C∞-function on R with supp (ω) ⊂ [1/2, 2], and
supp (Vˆn) ⊂ (2n−1, 2n+1), for n ≥ 1, and supp (Vˆ0) ⊂ [0, 2),
f (z) =
∞
n=0
Vn ∗ f (z), f ∈ H(D), z ∈ D,
∥Vn ∗ f ∥p ≤ C p∥ f ∥p, f ∈ H p,
∥Vn∥p ≍ 2n(1−1/p).
Here f ∗ g denotes the Hadamard product of f and g,
( f ∗ g)(z) =
∞
n=0
fˆ (n)gˆ(n)zn .
Lemma 3.3. The inequality
Amk |∆m+1(Vn(k)r−k)| ≤ C2−n, rn+1 ≤ r ≤ rn+2 (3.3)
holds, where C is a constant independent of n and k.
Recall that rn = 1− 2n , see (1.1).
Proof. Assume, as we may, that n ≥ 1. For a fixed n, let
η(x) = ω(x/2n)r−x .
Since supp(η) ⊂ [2n−1, 2n+1], we have, by Lemma 3.2,
|∆m+1η(k)| = |∆m+1(Vn(k)r−k)|
= |∆m+1(ω(k/2n)r−k)|
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≤ sup
2n−1<x<2n+1


d
dx
m+1
ω(x/2n)r−x

≤ C2−n(m+1),
where we have used the Leibniz rule together with the facts that r−x ≍ 1 for rn+1 ≤ r ≤
rn+2 and 2n−1 < x < 2n+1, and log(1/r) ≍ 1− r (1/2 < r < 1). Now (3.3) follows from
(3.2) and the previous inequality. 
We need a very special case of [19, Lemma 3.2].
Lemma 3.4. If {λk} is a sequence such that λk = 0 for k large enough, and g ∈ H(D),
then
λ ∗ g(z) =
∞
k=0
Amk (∆
m+1λk)σmk g(z),
and consequently
|λ ∗ g(z)| ≤
∞
k=0
Amk |∆m+1λk | σm∗ g(z)
for all z ∈ C.
Note that σmn g(z) is a polynomial; see (3.1).
Lemma 3.5. We have |Vn∗ f (ζ )| ≤ Cσm∗ f (rζ ), for f ∈ H(D) and rn+1 ≤ r ≤ rn+2 (n ≥
0), where C is independent of f, n, and r.
Proof. Let
g(z) =
∞
k=0
f (k)rk zk and λk = Vn(k)r−k .
Then, by Lemmas 3.3 and 3.4,
|Vn ∗ f (ζ )| = |λ ∗ g(ζ )| ≤ C
2n+1
k=2n−1
Amk |∆m+1λk | σm∗ f (rζ )
≤ C
2n+1
k=2n−1
2−nσm∗ f (rζ )
≤ Cσm∗ f (rζ ), rm+1 ≤ r ≤ rm+2.
This concludes the proof. 
In what follows m will denote a positive integer such that Theorem 3.1 holds.
Proposition 3.6. If f ∈ H(D), 0 < p <∞, and γ > 0, then
T
 1
0
(1− r)2γ−1| f (rζ )|2 dr
p/2
|dζ | ≍

T
 ∞
n=0
2−2nγ |Vn ∗ f (ζ )|2
p/2
|dζ |.
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Proof. For a positive integer N , let
r j,n,N = rn+1 + jN 2
−n−2, 1 ≤ j ≤ N .
By Lemma 3.5, we have
|Vn ∗ f (ζ )| ≤ Kσm∗ f (r j,n,N ζ ), j = 1, . . . , N , (3.4)
where the constant K is independent of N , j , and n. Hence, with the same value of K ,
|Vn ∗ f (ζ )|2 = 1N
N
j=1
|Vn ∗ f (ζ )|2 ≤ K 2 1N
N
j=1

σm∗ f (r j,n,N ζ )
2
.
This implies that
T
 ∞
n=0
2−2nγ |Vn ∗ f (ζ )|2
p/2
|dζ |
=

T
 ∞
n=0
2−2nγ 1
N
N
j=1
|Vn ∗ f (ζ )|2
p/2
|dζ |
≤ K p

T
 ∞
n=0
2−2nγ 1
N
N
j=1

σm∗ f (r j,n,N ζ )
2p/2|dζ |
= K p

T
 ∞
n=0, j=1

σm∗ gn, j (ζ )
2p/2|dζ | := K p J,
where
gn, j (ζ ) =

2−nγ N−1/2 f (r j,n,N ζ ), for 1 ≤ j ≤ N , n ≥ 0,
0, otherwise.
Now we apply Theorem 3.1, which holds for double sums of course, to obtain a constant
C which depends only on p and m (not of N , see remark following Theorem 3.1) such that
J ≤ C

T
 ∞
n=0, j=1

gn, j (ζ )
2p/2|dζ |
= C

T
 ∞
n=0
2−2nγ 1
N
N
j=1
| f (r j,n,N ζ )|2
p/2
|dζ |.
Then letting N tend to ∞, and using the limit
lim
N→∞ 2
n 1
2n+2 N
N
j=1
| f (r j,n,N ζ )|2 = 2n
 rn+2
rn+1
| f (rζ )|2 dr
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we get (having in mind the previous chain of inequalities)
T
 ∞
n=0
2−2nγ |Vn ∗ f (ζ )|2
p/2
|dζ |
≤ C

T
 ∞
n=0
2−2nγ+n
 rn+2
rn+1
| f (rζ )|2 dr
p/2
|dζ |
≤ C

T
 1
0
(1− r)2γ−1| f (rζ )|2 dr
p/2
|dζ |.
This proves one implication. The converse is a consequence of the following lemma. 
Lemma 3.7. If f (z) =∞n=0 Pn(z), where Pn are polynomials such that
supp(P0) ⊂ [0, 2] and supp(Pn) ⊂ (2n−1, 2n+1) (n ≥ 1),
then, for γ > 0,
T
 1
0
(1− r)2γ−1| f (rζ )|2 dr
p/2
|dζ | ≤ C

T
 ∞
n=0
2−2nγ |Pn(ζ )|2
p/2
|dζ |.
Proof. Let Ω be a C∞-function on R such that
Ω(x) =

1, 1 ≤ x ≤ 4,
0, x ∈ (−∞, 1/2] ∪ [8,∞). (3.5)
Define the polynomials Qn by
Qn(z) =
∞
k=0
Ω(k/2n−1)zk .
We have
Pn = Qn ∗ Pn =
2n+2
k=2n−2
Pn(k)zk .
By Lemma 3.4,
|Qn ∗ Pn(rζ )| =
 ∞
k=0
Amk ∆
m+1(Qn(k)rk)σmk Pn(ζ )

≤
2n+2
k=2n−2
Amk
∆m+1(Qn(k)rk) σm∗ Pn(ζ ).
Similarly as above we have
|∆m+1(Qn(k)rk)| = |∆m+1(Ω(k/2n)rk)|
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≤ sup
2n−2≤x≤2n+2
 dm+1dxm+1 (Ω(x/2n)r x )

≤ Cr2n−2
m+1
j=0
2−n(m+1− j)(1− r) j (3.6)
for 1/2 < r < 1. Since Amk ≤ C2nm for 2n−2 ≤ k ≤ 2n+2, we see that
Amk |∆m+1(Qn(k)rk)| ≤ C m+1
j=0
2n( j−1)(1− r) jr2n−2 .
Hence
|Qn ∗ Pn(rζ )| ≤ C
m+1
j=0
2nj (1− r) jσm∗ Pn(ζ )r2
n−2
.
It follows that 1
0
(1− r)2γ−1| f (rζ )|2 dr
≤ C
m+1
j=0
 1
0
(1− r)2 j+2γ−1
 ∞
n=0
2njr2
n−2
σm∗ Pn(ζ )
2
dr.
Now we use Schwarz’ inequality to get ∞
n=0
2njr2
n−2
σm∗ Pn(ζ )
2
≤
∞
n=0
2njr2
n−2 ∞
n=0
2njr2
n−2
σm∗ Pn(ζ )
2
≤ C(1− r)− j
∞
n=0
2njr2
n−2
σm∗ Pn(ζ )
2
.
It follows that 1
0
(1− r)2γ−1| f (rζ )|2 dr ≤ C
m+1
j=0
 1
0
(1− r) j+2γ−1
×
∞
n=0
2njr2
n−2
σm∗ Pn(ζ )
2 dr
≤ C
m+1
j=0

2n−2
− j−2γ 2nj σm∗ Pn(ζ )2
≤ C
∞
n=0
2−2nγ

σm∗ Pn(ζ )
2
.
This implies the result, by Theorem 3.1. 
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4. The Littlewood–Paley theorem in generalized form
In this section we use Proposition 3.6 to prove the following two theorems.
Theorem 4.1. If 0 < p <∞, then f ∈ H p if and only if
Q1( f ) :=

T
 ∞
n=0
|Vn ∗ f (ζ )|2
p/2
|dζ | <∞, (4.1)
and we have ∥ f ∥pp ≍ Q1( f ).
The polynomials Vn are defined on p. 8.
We note that Littlewood and Paley proved a theorem that is much deeper than the
equivalence f ∈ H p ⇔ Q1( f ) <∞ (1 < p <∞).
Theorem 4.2. Let {kn}∞2 (k0 = 0, k1 = 1) be a lacunary sequence of integers, and let
∆0 f = f (0), ∆n f =
kn
j=kn−1+1
fˆ ( j)z j .
Then f ∈ H p (1 < p <∞) if and only if
T
 ∞
n=0
∆n f (ζ )2p/2|dζ | <∞.
For a proof see [20, Vol. II. Chapter XV, (4.24)].
Theorem 4.3. Let 0 < p < ∞, β = γ + iσ, σ ∈ R, γ > 0, and f ∈ H(D) ( f (0) = 0).
Then f ∈ H p if and only if one of the following relations hold:
Q2( f ) :=

T
Gβ [ f ](ζ )p |dζ | <∞, (4.2)
Q∗2( f ) :=

T
G∗β [ f ](ζ )p |dζ | <∞. (4.3)
We have ∥ f ∥pp ≍ Q2( f ) ≍ Q∗2( f ).
(The functions Gβ [ f ] and G∗β [ f ] are defined by (1.8) and (1.9).)
The equivalence f ∈ H p ⇔ Q1( f ) < ∞ ⇔ Q2( f ) < ∞ was proved by Oswald
[14, pp. 417–421]; our proof is somewhat simpler in technical details.
The following corollary, which was conjectured in [12], shows the strength of
Theorem 4.3.
Corollary 4.4. If 0 < p < ∞, and σ ∈ R, then Riσ acts as a bounded (invertible)
operator from H p to H p.
To prove this result, it is enough to observe that G1[ f ] ∈ L p(T) if and only if G1+iσ [ f ] ∈
L p(T). Corollary 4.4 does not remain true for p = ∞ (see [12]).
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Another interesting consequence of Theorem 4.3 is given below.
Corollary 4.5. Let f, g ∈ H(D), 0 < p <∞, β > 0, and σ ∈ R. If
|Rβ+iσ f (z)| ≤ |Rβ+iσ g(z)|
for all z ∈ D and if g ∈ H p, then f ∈ H p.
Note also the following generalization of Corollary 1.2.
Corollary 4.6. If f ∈ H p (0 < p <∞) and β = γ + iσ, γ > 0, then
lim
r→1−
(1− r)β sup
ρ<r
|Rβ+iσ f (ρζ )| = 0 for almost all ζ .
Proof of Theorems 4.1 and 4.3. We leave to the reader the proof of the following
equivalence
T
 1
0
(1− r)| f ′(rζ )|2dr
p/2
|dζ | ≍

T
 1
0
(1− r)|R1 f (rζ )|2dr
p/2
|dζ |
(if f (0) = 0). From this and Proposition 3.6 we find that
∥ f ∥pp ≍

T
 ∞
n=0
2−2n|Vn ∗R1 f (ζ )|2
p/2
|dζ |.
(This also follows from Theorem 1.1.) Now the equivalence f ∈ H p ⇔ (4.1) ⇔ (4.2) ⇔
(4.3) can be deduced from Theorem 3.1, Proposition 3.6, and the following lemma. The
equivalence (4.2) ⇔ (4.3) can be proved in the same way as the equivalence (b) ⇔ (c) of
Theorem 1.1. We leave the deduction to the reader. 
Lemma 4.7. If Pn are polynomials as in Lemma 3.7, and γ, σ ∈ R, then
|Rγ+iσ Pn| ≤ C2nγ σm∗ Pn and |Pn| ≤ C2−nγ σm∗ (Rγ+iσ Pn).
Proof. For n ≥ 2, we have
|Rγ+iσ Pn(ζ )| = 2(n−1)γ
 2
n+1
k=2n−1
Ωγ+iσ (k/2n−1)Pn(k)ζ k
,
where
Ωγ+iσ (x) = Ω(x)xγ+iσ ,
and where Ω is defined by (3.5). Using Lagrange’s lemma, as in (3.6), we get the first
inequality of the lemma. The second follows from the first and the formula
Pn = Rγ+iσ Sn, where Sn = R−γ−iσ Pn .
This concludes the proof. 
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Remark 4.8. We also can define the function
Gd,β(ζ ) =
 ∞
n=0
2−2nRe(β)|Rβ f (rnζ )|2
1/2
.
As in the case of Theorem 1.1, it turns out that f ∈ H p if and only if Gd,β ∈ L p(T).
5. Proof of Caldero´n’s theorem
In this section we state Caldero´n’s Theorem 1.3 in a slightly different, but equivalent
form (Theorem 5.1 below). Let
K (z, ζ ) =

1, z ∈ Dζ
0, z ∉ Dζ ,
where Dζ is one of the sets: (1.2), (1.5), (1.6).
Let
S[G](ζ ) = SG(ζ ) = (SG)(ζ ) =

Dζ
|∇G|2 d A
1/2
=

D
K (z, ζ )|∇G(z)|2 d A(z)
1/2
.
In particular, if f ∈ H(D), then
S[| f |](ζ ) =

Dζ
| f ′(z)|2 d A(z)
1/2
.
Observe that (see (1.4))
T
(SG(ζ ))2 |dζ | ≍

D
(1− |z|)|∇G(z)|2 d A(z).
We consider the class
G = {| f |δ : f ∈ H(D), f (0) = 0, δ > 0}.
We have
∆(G2) = 4|∇G|2 = 4δ2| f |2δ−2| f ′|2, G ∈ G,
and hence, by Green’s formula,
∥G∥22 = 4

D
|∇G(z)|2 log 1|z| d A(z) (5.1)
(see (5.2) below).
Convention. In this section we revise the meaning of ∥G∥p and write
∥G∥pp =

T
|G(ζ )|p |dζ |.
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Caldero´n [2] proved the analogue of the following theorem in the case of the upper
half-plane.
Theorem 5.1. Let 0 < p <∞, and G ∈ G. Then ∥G∥p <∞ if and only if ∥SG∥p <∞,
and we have ∥G∥p ≍ ∥SG∥p.
Observe that in the case p = 2 Theorem 5.1 says that
∥G∥22 ≍

D
|∇G(z)|2(1− |z|) d A(z),
which seemingly differs from (5.1). However, we start by proving this special case.3
Lemma 5.2 ([17]). We have ∥G∥2 ≍ ∥S(G)∥2, i.e.,
D
|∇G(z)|2 log 1|z| d A(z) ≍

D
|∇G(z)|2(1− |z|) d A(z).
Proof. If G = | f |δ, δ ≥ 1, then the proof is easy because the function |∇G(z)|2 =
4δ2| f (z)|2δ−2| f ′(z)|2 is (log-)subharmonic. Let δ < 1, p = 2δ. Then from the Hardy–
Stein identity (see [17] for various forms of it)
M pp (r, f ) = | f (0)|p + p
2
2π

|z|<r
| f (z)|p−2| f ′(z)|2 log r|z| d A(z) (5.2)
applied to zk f (z), where kp − 2 ≥ 1, we get
∥ f ∥pp = p
2
2

D
|z|k(p−2)| f (z)|p−2|kzk−1 f (z)+ zk f ′(z)|2 log 1|z| d A(z)
≤ p2k2

D
|z|kp−2| f (z)|p log 1|z| d A(z)+ p
2
×

D
| f (z)|p−2| f ′(z)|2|z|2k log 1|z| d A(z)
≤ C

D
| f |p(1− |z|2) d A + C

D
| f (z)|p−2| f ′(z)|2(1− |z|2) d A(z)
= C I1 + C I2.
It remains to prove that I1 ≤ C I2. Assume first that f is analytic in a neighborhood of D.
We apply the reverse Ho¨lder’s inequality to get
I2 ≥

D
| f (z)|p−2| f ′(z)|p(1− |z|2)2 d A(z)
≥

D
| f (z)|p d A(z)
(p−2)/p
D
| f ′(z)|p(1− |z|2)p d A(z)
2/p
≥ c

D
| f (z)|p d A(z) ≥ cI1.
3 This step is not needed in the case of half-plane.
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In the last step we used the relation, due to Hardy and Littlewood,
D
| f |p d A ≤ C

D
| f ′(z)|p(1− |z|2)p d A(z).
It follows that
∥ f ∥pp ≤ C

D
| f ′(z)|2| f (z)|p−2(1− |z|) d A(z)
under the above conditions. Applying this to the functions fρ and letting ρ → 1− we
get the same inequality for arbitrary f ∈ H p. Finally, the desired result follows from the
Hardy–Stein identity (5.2) (r = 1). 
Now we can translate and, actually, reproduce the original Caldero´n’s proof, a
spectacular combination of various theorems of harmonic analysis. The only difference
is in that we state some inequalities from [2] as lemmas.
Proof of the inequality ∥SG∥q ≤ C∥G∥q (q > 0)
We begin with, essentially, a particular case of the desired inequality.
Lemma 5.3. Let h ∈ L p(T), h ≥ 0, and let u be the Poisson integral of h. Then
∥Su∥p ≤ C∥h∥p, 1 < p ≤ 2. (5.3)
Proof. The following Hardy–Stein type identity is a direct consequence of Green’s formula
applied to u p (see, e.g. [17]):
∥h∥pp = |u(0)|p + p(p − 1)2π

D
u(z)p−2|∇u(z)|2 log 1|z| d A(z).
Hence
∥h∥pp ≥ c

D
|∇u(z)|2|u(z)|p−2(1− |z|) d A(z), which is
≥ c

T
|dζ |

D
|∇u(z)|2|u(z)|p−2 K (z, ζ ) d A(z)
≥ c

T
(M∗u(ζ ))p−2(Su(ζ ))2 |dζ |
≥ c∥M∗u∥p−2p ∥S(u)∥2p
≥ c∥h∥p−2p ∥Su∥2p.
The result follows. 
We will use the following simple property of SG, the proof of which is left to the reader.
S[G p] ≤ p(M∗G)p−1SG, p > 1. (5.4)
Lemma 5.4. If the inequality
∥SG∥s ≤ C∥G∥s (all G ∈ G,C independent of G), (5.5)
holds for some s > 0, then it holds for all q ∈ (0, s).
188 M. Pavlovic´ / Expo. Math. 31 (2013) 169–195
Proof. Here and elsewhere we assume that G = | fρ |δ , where fρ(z) = f (ρz) (0 < ρ < 1)
is analytic in a neighborhood of the closed disk. The final conclusion is obtained by letting
ρ → 1− and using Fatou’s lemma together with the fact that the constant C is independent
of ρ. Let 0 < q < s, p = sq > 1. Then by (5.4) applied to G1/p we have
SG ≤ pM∗(G1/p)p−1S[G1/p] = p(M∗G)(p−1)/p S[G1/p].
Hence by Ho¨lder’s inequality with the indices p = s/q and p/(p − 1) = s/(s − q),
∥SG∥qq ≤ pq∥(M∗G)q(p−1)/p(S[G1/p])q∥1
≤ pq∥(M∗G)q(p−1)/p∥p/(p−1) ∥S[G1/p]q∥p
= pq∥M∗G∥(p−1)q/pq ∥S[G1/p]∥qs .
From this and (5.5), via the maximal theorem, it follows that
∥SG∥qq ≤ C∥G∥(p−1)q/pq ∥G1/p∥qs = C∥G∥qq .
This finishes the proof. 
In view of Lemma 5.4, the following fact completes the proof of the inequality ∥SG∥q ≤
C∥G∥q for all q > 0.
Lemma 5.5. The inequality
∥SG∥q ≤ C∥G∥q , q > 4, (5.6)
holds.
Proof. Let q > 2. Let h(ζ ), ζ ∈ T, be any bounded positive measurable function. Then
T
(SG)2h |dζ | =

T
h(ζ ) |dζ |

D
K (z, ζ )|∇G(z)|2 d A(z)
=

D
|∇G(z)|2 d A(z)

T
h(ζ )K (z, ζ ) |dζ |.
Since
K (z, ζ ) ≤ C(1− |z|)P(zζ¯ ),
where P is the Poisson kernel (see (1.3)),
P(z) = 1− |z|
2
|1− z|2 ,
we see that
T
(SG)2 |dζ | ≤ C

D
|∇G(z)|2(1− |z|)u(z) d A(z)
≤ C

D
∆(G2)u(z)(1− |z|) d A,
where
u = P[h].
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We continue with the relation
∆(G2u) = u∆(G2)+ 2∇(G2)∇u
≥ u∆(G2)− 2G|∇G| |∇u|,
which implies
u∆(G2) ≤ ∆(G2u)+ 2G|∇G| |∇u|
and hence
T
(SG)2h |dζ | ≤ C1

D
∆(G2u)(1− |z|) d A(z)
+C2

D
G|∇G| |∇u|(1− |z|) d A(z)
≤ C1

D
∆(G2u) log
1
|z| d A(z)
+C2

D
G|∇G| |∇u|(1− |z|) d A(z)
= C1

T
G2(ζ )h(ζ ) |dζ | + C2

D
G|∇G| |∇u|(1− |z|) d A(z)
≤ C1

T
G2(ζ )h(ζ ) |dζ |
+C3

T
|dζ |

D
G(z)|∇G(z)| |∇u(z)|K (z, ζ ) d A(z)
≤ C1

T
G2(ζ )h(ζ )+ C4

T
(M∗G)(SG)(Su) |dζ |.
Now let p = q/(q − 1) (< 2) and apply three-term Ho¨lder’s inequality with the indices
2q, 2q, p:
T
G2h |dζ | ≤ ∥G∥22q ∥h∥p,
T
(M∗G)(SG)(Su) |dζ | ≤ ∥M∗G∥2q ∥SG∥2q ∥Su∥p.
It follows that
T
(SG)2h |dζ | ≤ C∥G∥22q ∥h∥p + C∥M∗G∥2q ∥SG∥2q ∥Su∥p
≤ C∥G∥22q ∥h∥p + C∥G∥2q ∥SG∥2q ∥Su∥p
≤ C∥G∥22q ∥h∥p + C∥G∥2q ∥SG∥2q ∥h∥p,
where we have used Lemma 5.3 (valid because p < 2). Taking the supremum over all h
with ∥h∥p = 1, we get
∥SG∥22q = ∥(SG)2∥q ≤ C∥G∥22q + C∥G∥2q ∥SG∥2q ,
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which implies
∥SG∥2q ≤ C +
√
C2 + 4C
2
∥G∥2q .
This completes the proof of (5.6) and therefore of the inequality ∥SG∥q ≤ C∥G∥q for all
q > 0. 
Proof of the inequality ∥G∥q ≤ C∥SG∥q (q > 0).
In proving this we use the reverse inequality, which we have proved, and a simple lemma
(see [2, (2)].)
Lemma 5.6. If ασ + β(1− σ) = 1, where 0 < σ < 1 and α, β > 0, then
S(G) ≤

1
α
S(Gα)
σ  1
β
S(Gβ)
(1−σ)
.
(The proof is simple and we omit it.)
Assume first that G = | f |δ , where f is analytic on the closed disk. We have
∥G∥qq = ∥Gq/2∥22 ≍ ∥S[Gq/2]∥22
≤ C∥S[Gαq/2]2σ S[Gβq/2]2(1−σ)∥1
= C∥S[Gαq/2]2σ (SG)2(1−σ)∥1,
where we have used Lemma 5.6 with
α = 2q
q + 2 , β =
2
q
, σ = q + 2
2(q + 1) , 1− σ =
q
2(q + 1) .
Hence, by Ho¨lder’s inequality with the indices (q + 1)/q and q + 1,
∥G∥qq ≤ C∥S[Gαq/2]2σ∥(q+1)/q∥(SG)2(1−σ)∥q+1.
Since 2σ(q + 1)/q = (q + 2)/q , we have
∥S[Gαq/2]2σ∥(q+1)/q = ∥S[Gαq/2]∥2σ(q+2)/q ,
and, since 2(1− σ) = q/(q + 1), we also have
∥(SG)2(1−σ)∥q+1 = ∥SG∥2(1−σ)q
so
∥G∥qq ≤ C∥S[Gαq/2]∥2σ(q+2)/q∥SG∥2(1−σ)q .
On the other hand, we have proved that
∥S[Gαq/2]∥(q+2)/q ≤ C∥Gαq/2∥(q+2)/q
= C∥G∥αq/2q ,
whence
∥G∥qq ≤ C

∥G∥αq/2q
2σ ∥SG∥2(1−σ)q ,
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and hence
∥G∥q(1−ασ)q ≤ C∥SG∥2(1−σ)q ,
where we have used the fact that ∥G∥q <∞. Since q(1− ασ) = 2(1− σ), we see that
∥G∥q ≤ C∥SG∥q ,
which completes the proof of Theorem 5.1 in the case where f is analytic on the closed
disk. If f ∈ H(D) is arbitrary, then we apply the result to the functions Gρ = | fρ |δ, ρ < 1.
By the preceding reasoning, we have
∥Gρ∥q ≤ C

T

Uζ
ρ2|∇G(ρz)|2 d A(z)
q/2
|dζ |,
whence, by the substitution ρz = w,
∥Gρ∥q ≤ C

T

ρDζ
ρ2|∇G(w)|2 d A(w)
q/2
|dζ |,
where ρDζ := {ρw : w ∈ Dζ }. It follows that
∥Gρ∥q ≤ C∥SG∥q ,
where C is independent of ρ. Letting ρ tend to 1 and using Fatou’s lemma we conclude the
proof of Theorem 5.1.
6. Proof of Theorem 3.1
The beginning of our proof differs from that of Oswald [14, pp. 410–411]. We start from
the identity
(1− z)−m−1 f (ζ z) =
∞
n=0
Amn σ
m
n f (ζ )z
n, z ∈ D, ζ ∈ T.
This means that the sequence Amn σ
m
n f (ζ ) (n ≥ 0) coincides with the sequence of the
Taylor coefficients of the function z → (1 − z)−α−1 f (ζ z). Hence, by the well known
inequality
|gˆ(n)|s ≤ C(n + 1)1−s∥g∥ss, g ∈ H s, s < 1,
due to Hardy and Littlewood, we have
rns |Amn σmn f (ζ )|s ≤ C(n + 1)1−s
 π
−π
|1− rei t |−(m+1)s | f (rei tζ )|s dt
≤ C(n + 1)1−s
 π
−π
(|1− r | + |θ |)−(m+1)s | f (rei tζ )|s dt,
1/2 ≤ r < 1, s < 1.
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From now on our proof is almost identical to the Oswald’s proof. We take r = 1 − 1/
(n + 2) and use (3.2) to obtain
|σmn f (ζ )|s ≤ C(n + 1)

|t |<1/(n+1)
| f (rζei t )|s dt
+C(n + 1)−ms−s+1

1/(n+1)<|t |<π
| f (ζrei t )|s |t |−ms−s dt
= C I1 + C I2.
It is clear that I1 ≤M(| fr |s)(ζ ), where fr (z) = f (r z). In order to estimate I2, let
F(t) =
 t
0
| f (rζei x )|s + | f (rζe−i x )|s dx .
By partial integration, we have
(n + 1)ms+s−1 I2 =
 π
1/(n+1)
t−ms−s d F(t)
= π−m−s F(π)− (n + 1)m+s F(1/(n + 1))
+ (ms + s)
 π
1/(n+1)
F(t)t−ms−s−1 dt
≤ π−m−s F(π)+ (ms + s) sup
0<t<π
F(t)
t
(n + 1)ms+s−1
ms + s − 1
≤ CM(| fr |s)(ζ )(n + 1)ms+s−1,
and hence I2 ≤ C ′M(| fr |s)(ζ ), where C ′ is independent of f and ζ . It follows that
(σm∗ f )s ≤ C sup
n
M(| frn+2 |s) ≤ CM(M+(| f |s)) 0 < s ≤ 1, m > 1/s − 1, (6.1)
where M+ is the radial maximal operator, M+u(ζ ) = sup0<r<1 |u(rζ )|.
Now we can easily prove Theorem 3.1. The hypothesis m > max{0, 1/p − 1, 1/q − 1}
implies that there exists s, 0 < s ≤ 1, such that m > 1/s − 1 and 1/s − 1 >
max{0, 1/p − 1, 1/q − 1}. We have by (6.1),
Σ :=

T
 ∞
n=0
(σm∗ fn)q(ζ )
p/q
|dζ |
≤ C

T
 ∞
n=0
[M(M+| fn|s)]q/s(ζ )
p/q
|dζ |
= C

T
 ∞
n=0
[M(M+| fn|s)]q0(ζ )
p0/q0
|dζ |,
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where p0 = p/s > 1 and q0 = q/s > 1. By using Theorem 1.6 with the indices p0 and
q0 we obtain
Σ :=

T
 ∞
n=0
(σm∗ fn)q(ζ )
p/q
|dζ |
≤ C

T
 ∞
n=0
(M+| fn|s)q0(ζ )
p0/q0
|dζ |.
Now we can apply Theorem 1.7 or Theorem 1.8 to conclude the proof.
7. Remarks
It may be interesting to deduce some other classical, relatively simple inequalities from
the equivalence (a) ⇔ (d) of Theorem 1.1. For example, the following theorem was proved
by Littlewood and Paley [10, Theorems 5, 6] (p > 1) and Flett [8, Theorem 2(ii)]
(0 < p ≤ 1).
Theorem 7.1. (a) If f ∈ H p, p ≥ 2, and f (0) = 0, then
K p( f ) :=

D
| f ′(z)|p(1− |z|)p−1| d A(z) <∞|
and K p( f ) ≤ C p∥ f ∥pp.
(b) If K p( f ) <∞, 0 < p < 2, and f (0) = 0, then f ∈ H p and ∥ f ∥pp ≤ C p K p( f ).
Another classical result was proved by Hardy and Littlewood [9].
Theorem 7.2. (a) If f ∈ H p, 0 < p ≤ 2, and f (0) = 0, then
K ′p( f ) :=
 1
0
(1− r)M2p(r, f ′) dr <∞
and K ′p( f ) ≤ C p∥ f ∥pp.
(b) If K ′p( f ) <∞, p ≥ 2, and f (0) = 0, then f ∈ H p and ∥ f ∥pp ≤ C p K ′p( f ).
These theorems are of rather elementary character. A simple proof of Theorem 7.1 can
be found in [16] (p ≥ 2), [15] (1 < p < 2), and [4] (0 < p ≤ 1). For a proof of
Theorem 7.2, see, for instance [15, Theorem 11.1.2].
Here we show how these theorems can be deduced immediately from the equivalence
(a) ⇔ (d) of Theorem 1.1.
Proof of Theorem 7.1. Let p ≥ 2. We use the inequality (x + y)p/2 ≥ x p/2 + y p/2(x ≥
0, y ≥ 0) to conclude that if f ∈ H p, then
∥ f ∥pp ≥ cp2π

T
∞
n=0
2−np| f ′(rnζ )|p |dζ |
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= cp
∞
n=0
2−np M pp (rn, f ′)
≥ cp
 1
0
(1− r)p−1 M pp (r, f ′) dr,
as claimed. (The last inequality holds because of the “increasing” property of Mp(r, f ′).)
The proof of (b) is similar: use the inequality (x+ y)p/2 ≤ x p/2+ y p/2 (x, y ≥ 0). 
In proving Theorem 7.2 we proceed as follows. In the case p ≥ 2, we use the Minkowski
inequality in the normed space L p/2 to get
∥ f ∥2p ≤ C p

T
 ∞
n=0
2−2n| f ′(rnζ )|2|dζ |
p/22/p
≤ C p
∞
n=0

T

2−2n| f ′(rnζ )|2
p/2|dζ |2/p
= C p
∞
n=0
2−2n M2p(rn, f ′)
≤ C p
 1
0
(1− r)M2p(r, f ′) dr.
In the case p < 2 the proof is similar: we use the reverse Minkowski inequality, which
is valid because the summands are non-negative.
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