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Abstract
We obtain structural results for non-Markovian optimal switching problems in discrete
time on an infinite horizon, when the decision maker is risk averse and has partial information
about the stochastic sequences generating the costs, and establish existence and uniqueness
of solutions for the associated reflected backward stochastic difference equations. An example
illustrates the interaction between partial information and risk aversion in the special case
of optimal stopping problems.
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1 Introduction
1.1 Optimal switching problems
Optimal switching problems involve an agent controlling a system by successively switching an
operational mode between a discrete set of choices. Time may be either continuous or discrete,
and in all cases the latter is useful for numerical work (see for example [1]). In related contexts,
risk aversion with respect to uncertain costs has been modelled using nonlinear expectations, see
[2] for example. This feature is particularly appropriate in data-driven settings where models
themselves may be uncertain. Examples include when the probability model is derived from
numerical weather predictions depending on unknown physical parameters, or, alternatively,
in model-free reinforcement learning. In the latter context, recent work has applied a general
analytic framework for risk aversion [3].
Taking a probabilistic approach, in this paper we address the added feature of partially ob-
servable costs, which interacts with the nonlinear expectation. More precisely, let T = {0, 1, . . .}
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and {hξt}t∈T be a sequence of partially observable random costs dependent on a switching strat-
egy ξ. The time horizon is either infinite or some finite T ∈ T (in the latter case setting
hξt = 0, t > T ) and the optimal value for the switching problem is
V := ess inf
ξ∈U
ρ(hξ0, h
ξ
1, . . .),
where ρ is a risk-averse evaluation of the costs and U is the set of switching strategies. Let-
ting I := {1, . . . ,m} represent the set of operating modes, a switching strategy is an I-valued
stochastic process {ξt}t∈T,
ξt := i1[−1,τ1)(t) +
N−1∑
j=1
βj1[τj ,τj+1)(t) + βN1[τN ,∞)(t), (1.1)
where i ∈ I is the initial mode, {τn}n≥1 is a strictly increasing sequence of stopping times
at which new operating modes {βn}n≥1 are evaluated, and N is the (random) number of new
operating modes. In the case of constant strategies (i.e. ξt = i, ∀t) we take N = 1 and τ1 =∞.
We may also refer to a strategy by the sequence (τ1, . . . , τN ;β1, . . . , βN ) that defines it. Optimal
stopping problems (see, for example, [2]) are recovered in the special case of two modes (i.e.
m = 2), when optimisation is performed over strategies ξ with a single jump (that is, N = 1).
In this case, Section 5 gives a numerical example illustrating the interaction between partial
observation and the nonlinear expectation.
1.2 Setup and related work
We have a probability space (Ω,F ,P) and a filtration G = {Gt}t∈T of sub-σ-algebras of F .
Given operating modes I := {1, . . . ,m} and sequences of essentially bounded random variables
g = {gi(t) : t ∈ T, i ∈ I} and c = {ci,j(t) : t ∈ T, i, j ∈ I} on (Ω,F ,P), we are interested
in solving an optimal switching problem with running costs g and switching costs c when the
information available to the decision maker is given progressively according to G, and where a
dynamic measure of risk aversion is used which generalises the usual sequence {E[·|Gt], t ∈ T}
of conditional expectations with respect to G. For the following discussion we set
hξt = g˜ξt−1,ξt(t) := gξt(t) + cξt−1,ξt(t). (1.2)
To our knowledge, the necessary and sufficient conditions we provide for an optimal switching
strategy in this partially observable, infinite-horizon setting are novel and extend results in, for
example, [2, 4, 5]. To place our work further in context we may distinguish between sample risk
(that is, the decision maker’s uncertainty as encoded by a given probabilistic model P) and model
risk, also known as ambiguity (which corresponds to the decision maker’s uncertainty about the
probabilistic model P itself). Under sample risk only, in the case of full information (when the
sequence hξ = {hξt}t∈T is adapted to G and is therefore observable), related work includes [6, 7,
2, 4, 5]. In the case of partial information, a common framework is that of partially observable
Markov decision process (POMDPs). In our setting this translates to g˜ij(t) = g˜ij(Xt, Yt), with
(X,Y ) a Markov process and G the filtration generated by Y only [8, 9, 10, 11].
Conditional risk mappings, also called dynamic risk measures (see for example [12, 13, 14,
15, 16]), generalise the linear conditional expectation. They can account for both ambiguity and
sample risk and can be used in POMDPs [8]. However in the presence of ambiguity this creates
a potential issue related to filtering. To illustrate this point, if {ρGt }t∈T is the usual sequence
of conditional expectations with respect to G, then the conditional expectation E[g˜ij(Xt, Yt)|Gt]
depends on the filter distribution of X at time t, A 7→ E[1{Xt∈A}|Gt] for measurable sets A.
Since the filter state is defined with respect to a fixed probability measure P, this approach may
Risk-averse optimal stopping and switching under partial information 3
be unsuitable when the probability model P is itself ambiguous. While robust filters have been
defined for general risk measures including in non-Markovian settings [8, 17, 18, 19], structural
results similar to those established for POMDPs have, to the best of our knowledge, been
obtained only in the setting of parametric model ambiguity and under a specific measure of risk
[20].
The rest of the paper is structured as follows. Section 2 collects necessary preliminaries
(while more general background on risk mappings is available in the appendix). Section 3
presents our main results in the finite-horizon setting, and these are extended to infinite horizon
in Section 4. In both cases, the solution to the optimal switching problem is used to establish
the existence of solutions to the associated reflected backward stochastic difference equations,
and we also prove uniqueness of the solution. Section 5 presents numerical solutions to three
simple optimal stopping problems, which differ only in the observability of their costs, under
ambiguity and the worst-case conditional expectation. This illustrates that the approach taken
to partial observability is capable of changing both the value function and optimal strategy.
2 Preliminaries
We first introduce a reflected backward stochastic difference equation (RBS∆E), which is a class of
equations relevant to both optimal stopping and switching problems and studied systematically
in [2] for finite-state processes. For this, let (Ω,F ,P) be a probability space. Let mF denote
the space of random variables and L∞F the subspace of essentially bounded random variables
on (Ω,F ,P). Let G = {Gt}t∈T be a filtration, with G =
∨
t∈T Gt the σ-algebra generated by all
Gt. For any 0 ≤ t ≤ T let T G[t,T ] (resp. T Gt ) denote the set of G-stopping times with values in
t, . . . , T (resp. t, t+ 1, . . .).
Let ρG be a G-conditional risk mapping: a family of mappings {ρGt }t∈T, ρGt : L∞F → L∞Gt ,
satisfying normalisation, conditional translation invariance, and monotonicity (see Appendix
A.1). We use the superscript G where appropriate to recall that information is partial, and all
inequalities below will be interpreted in the P-almost sure sense.
Definition 1 (Aggregated risk mapping). For s, t ∈ T with s ≤ t, the finite-horizon aggregated
risk mapping ρGs,t : (L
∞
F )
t−s+1 → L∞Gs generated by {ρGt }t∈T is defined recursively by
ρGt,t(Wt) = ρ
G
t (Wt),
ρGs,t(Ws, . . . ,Wt) = ρ
G
s (Ws + ρ
G
s+1,t(Ws+1, . . . ,Wt))
= ρGs,s+1(Ws, ρ
G
s+1,t(Ws+1, . . . ,Wt)), s < t.
We then define the infinite-horizon aggregated risk mapping %Gs : (L
∞
F )
T → mGs by
%Gs (Ws,Ws+1, . . .) = lim sup
t→∞
ρGs,t(Ws,Ws+1, . . . ,Wt). (2.1)
Definition 2. Let L∞G,T := ⊗Tt=0L∞Gt for 0 ≤ T <∞, L∞G := ⊗t∈TL∞Gt and
L∞,dG := {W ∈ L∞G : lims→∞ ess supω |Ws(ω)| = 0}.
Also, let K+d denote the set of all non-negative deterministic sequences {kt}t∈T such that the
series
∑
t∈T kt converges, and define
HF :=
{
W ∈ (L∞F )T : ∃{kt}t∈T ∈ K+d such that |Wt| ≤ kt ∀t ∈ T
}
.
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Remark 2.1. If W ∈ HF then for every s ∈ T the limit
%Gs (Ws,Ws+1, . . .) = lim
t→∞ ρ
G
s,t(Ws, . . . ,Wt)
exists almost surely and belongs to L∞Gs (see Lemma A.2 in the appendix). Furthermore, we
have the following recursive property (Lemma A.3):
%Gs (Ws,Ws+1, . . .) = ρ
G
s,s+1(Ws, %
G
s+1(Ws+1,Ws+2, . . .)).
An example W ∈ HF is a discounted sequence Wt = αtZt for some α ∈ (0, 1) and {Zt}t∈T ⊂ L∞F
with supt |Zt| < C for some C ∈ (0,∞).
To avoid excessive notation, we apply the notation from Definition 2 for scalar-valued pro-
cesses to vector-valued ones with the interpretation that all components are in the same space.
Inequalities will be understood component-wise, and given i ∈ I we write I−i := I \ {i}.
Definition 3. For (i, j) ∈ I × I, let {gi(t)}t≥0 and {ci,j(t)}t≥0 be essentially bounded F-
measurable sequences and Y = {Yt}Tt=0, M = {Mt}Tt=0 and A = {At}Tt=0 be G-adapted Rm-
valued processes satisfying:
Y it = minj∈I ρGT (ci,j(T ) + gj(T )) +
∑T−1
s=t ρ
G
s (gi(s) + ∆M
i
s+1)
−(M iT −M it )− (AiT −Ait), 0 ≤ t ≤ T,
Y it ≤ minj∈I−i ρGt (ci,j(t) + gj(t) + Y jt+1), 0 ≤ t < T,∑T−1
t=0
(
Y it −minj∈I−i ρGt (ci,j(t) + gj(t) + Y jt+1)
)
∆Ait+1 = 0.
(2.2)
A triple (Y,M,A) ∈ L∞G,T ×L∞G,T ×L∞G,T is said to be a solution to the system of RBS∆Es (2.2)
if M is a G-adapted ρGs,t-martingale (applying the definition in Section A.3 of the appendix), A is
non-decreasing and G-predictable (with M0 = A0 = 0) and (Y,M,A) satisfies (2.2). A solution
(Y,M,A) is called unique if any other solution (Y ′,M ′, A′) is indistinguishable from (Y,M,A).
The infinite-horizon extension is given by:
Y it = Y
i
T +
∑T−1
s=t ρ
G
s (gi(s) + ∆M
i
s+1)− (M iT −M it )
−(AiT −Ait), ∀ 0 ≤ t < T <∞,
Y it ≤ minj∈I−i ρGt (ci,j(t) + gj(t) + Y jt+1), t ∈ T,∑
t∈T
(
Y it −minj∈I−i ρGt (ci,j(t) + gj(t) + Y jt+1)
)
∆Ait+1 = 0.
(2.3)
A solution to the system of RBS∆Es (2.3) is a triple (Y,M,A) ∈ L∞,dG ×L∞G ×L∞G with {Mt}t∈T
a ρGs,t-martingale and {At}t∈T a G-predictable non-decreasing process.
Note that the “driver” ρGt
(
gi(t) + ∆M
i
t+1
)
of the RBS∆E (2.2) depends on the {ρGs,t}-
martingale difference ∆M it+1, which is natural for general (infinite state) backward stochas-
tic difference equations – see [21]. Note also that the driver is a function of the mappings
ω 7→ ∆M it+1(ω) and ω 7→ gi(ω, t) and not the realised values of these random variables. We also
emphasise that Y ∈ L∞,dG implies the boundary condition limT→∞ Y iT = 0 for all i ∈ I. Finally,
we refer to the last line in either equation (2.2) or (2.3) as the Skorokhod condition.
Remark 2.2. In the special case when the limits M∞ = limt→∞Mt and A∞ = limt→∞At exist
P-a.s. as members of L∞G , the infinite-horizon RBS∆E (2.3) can be written
Y it =
∑∞
s=t ρ
G
s (gi(s) + ∆M
i
s+1)− (M i∞ −M it )
−(Ai∞ −Ait), t ∈ T,
Y it ≤ minj∈I−i ρGt (ci,j(t) + gj(t) + Y jt+1), t ∈ T,∑
t∈T(Y
i
t −minj∈I−i ρGt (ci,j(t) + gj(t) + Y jt+1))∆At+1 = 0.
(2.4)
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3 Risk-averse optimal switching under partial information in
finite horizon
In this section we fix a time horizon T < ∞, saving the extension to the infinite horizon case
for Section 4, and provide the link to optimal stopping at the end.
3.1 Optimal switching
The value function for the finite-horizon optimal switching problem is
V it := ess inf
ξ∈Uit
ρGt,T (g˜ξt−1,ξt(t), . . . , g˜ξT−1,ξT (T )), (3.1)
where g˜i,j(t) := gj(t) + ci,j(t) and U it is the set of strategies ξ with ξt−1 = i. Without loss of
generality we make the assumption
Assumption 1. For all i ∈ I we have ci,i(t) = 0 for all t ∈ T.
The objective in this section is to derive a recursion formula for the value function, from
which existence and uniqueness follow, and find a closed-form expression for an optimal strategy,
that is, a strategy ξ∗ ∈ U it such that
V it = ρ
G
t,T (g˜ξ∗t−1,ξ∗t (t), . . . , g˜ξ∗T−1,ξ
∗
T
(T )).
To this end, we define the Rm-valued sequence {{Vˆ it }i∈I}Tt=0 as the following Snell envelope
(see for example [4]): {
Vˆ iT = minj∈I ρ
G
T (g˜i,j(T )),
Vˆ it = minj∈I ρGt (g˜i,j(t) + Vˆ
j
t+1), for 0 ≤ t < T.
(3.2)
We note, by a simple induction argument, that for each i ∈ I the sequence {Vˆ it }Tt=0 exists as a
member of L∞G,T . Furthermore, we have the following verification theorem:
Theorem 3.1. The family {{Vˆ it }i∈I}Tt=0 are value functions for the optimal switching problem
in the sense that
Vˆ it = V
i
t , 0 ≤ t ≤ T.
Moreover, starting from any 0 ≤ t ≤ T and i ∈ I, an optimal strategy ξ∗ ∈ U it can be defined as
follows, 
ξ∗t−1 = i,
ξ∗s ∈ arg minj∈Iρs(g˜ξ∗s−1,j(s) + Vˆ
j
s+1), t ≤ s < T,
ξ∗T ∈ arg minj∈IρT (g˜ξ∗T−1,j(T )).
Proof. Note that the result holds trivially for t = T . We will apply a backward induction
argument and assume that for s = t + 1, t + 2, . . . , T and all i ∈ I we have Vˆ is = V is =
ρGs,T
(
g˜i,ξs(s), . . . , g˜ξT−1,ξT (T )
)
, where ξt = i and
ξs ∈ arg minj∈IρGs (g˜ξs−1,j(s) + V js+1),
with V jT+1 := 0 for all j ∈ I.
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The induction hypothesis implies that
Vˆ it = min
j∈I
ρGt (g˜i,j(t) + Vˆ
j
t+1)
= min
j∈I
ρGt (g˜i,j(t) + V
j
t+1)
= min
j∈I
ρGt (g˜i,j(t) + ess inf
ξ∈Ujt+1
ρt+1,T (g˜j,ξt+1(t+ 1), . . . , g˜ξT−1,ξT (T ))).
For any ξ′ ∈ U it we note that by monotonicity and conditional translation invariance we have
Vˆ it ≤ min
j∈I
ρGt (g˜i,j(t) + ρ
G
t+1,T (g˜j,ξ′t+1(t+ 1), . . . , g˜ξ′T−1,ξ
′
T
(T )))
≤
m∑
j=1
1{ξ′t=j}ρ
G
t (g˜i,j(t) + ρt+1,T (g˜j,ξ′t+1(t+ 1), . . . , g˜ξ′T−1,ξ
′
T
(T )))
= ρGt
 m∑
j=1
1{ξ′t=j}{g˜i,j(t) + ρt+1,T (g˜j,ξ′t+1(t+ 1), . . . , g˜ξ′T−1,ξ′T (T ))}

= ρGt,T (g˜i,ξ′t(t), . . . , g˜ξ′T−1,ξ
′
T
(T )).
Taking the infimum over all ξ′ ∈ U it we conclude that Vˆ it ≤ V it . However, letting ξ′t−1 = i and
defining
ξ′s ∈ arg minj∈IρGt (g˜ξ′s−1,j(s) + Vˆ
j
s+1),
for s = t, . . . , T with Vˆ jT+1 := 0 for all j ∈ I, we find that
Vˆ it = ρ
G
t (g˜i,ξ′t(t) + ess infξ∈Ut+1
ρGt+1,T (g˜ξ′t,ξt+1(t+ 1), . . . , g˜ξT−1,ξT (T )))
= ρGt,T (g˜i,ξ′t(t), . . . , g˜ξ′T−1,ξ
′
T
)
≥ V it .
3.2 Relation to systems of RBS∆Es
The above optimal switching problem is related to a system of reflected backward stochastic
difference equations through the following result:
Theorem 3.2. The system of RBS∆Es (2.2) has a unique solution (Y,M,A). Furthermore, we
have Y = V .
Proof. We divide the proof into two parts:
Existence: We aim to find a family of ρGs,t-martingales M = {M i}i∈I and non-decreasing
G-predictable processes A = {Ai}i∈I such that (V,M,A) solves (2.2). For every i ∈ I define
the sequence {Ait}Tt=0 by{
Ai0 = 0,
Ait = A
i
t−1 + ρGt−1(gi(t− 1) + V it )− V it−1, t = 1, . . . , T.
We note that Ai is G-predictable and non-decreasing since, by Theorem 3.1 and the backward
induction formula (3.2), V it ≤ ρGt (gi(t) + V it+1). Furthermore, for t < T we have ∆Ait+1 =
ρGt (gi(t) + V
i
t+1)− V it = 0 on {V it = ρGt (gi(t) + V it+1)} ⊃ {V it < minj∈I−i ρGt (g˜i,j(t) + V jt+1)}.
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Let M i be the martingale in the Doob decomposition (see Lemma A.5) for V i, that is,
M i0 = 0 and ∆M
i
t+1 = V
i
t+1 − ρGt (V it+1). We have
V it = min
j∈I
ρGT (g˜i,j(T )) +
T−1∑
s=t
(V is − V is+1).
Now, as
∆M is+1 + ∆A
i
s+1 = V
i
s+1 − ρGs (V is+1) + ρGs (gi(t) + V is+1)− V is
= V is+1 + ρ
G
s (gi(t) + V
i
s+1 − ρGs (V is+1))− V is
= V is+1 − V is + ρGs (gi(t) + ∆M is+1),
we get V is − V is+1 = ρGs (gi(s) + ∆M is+1)−∆M is+1 + ∆Ais+1 and, thus,
V it = min
j∈I
ρGT (g˜i,j(T )) +
T−1∑
s=t
ρGs (gi(s) + ∆M
i
s+1)− (MT −Mt)
− (AT −At).
We conclude that (V,M,A) is a solution to the RBSDE (2.2).
Uniqueness: Suppose that (Y,N,B) is another solution. Then
∆Y it+1 = −ρGt (gi(t) + ∆N it+1) + ∆N it+1 + ∆Bit+1. (3.3)
Applying ρGt on both sides gives
ρGt (∆Y
i
t+1) = −ρGt (gi(t) + ∆N it+1) + ρGt (∆N it+1 + ∆Bit+1)
= −ρGt (gi(t) + ∆N it+1) + ∆Bit+1
since, by our assumption on solutions to the RBSDE, ∆Bit+1 is Gt-measurable and N i is a
martingale. Inserted into equation (3.3), this gives
∆N it+1 = ∆Y
i
t+1 + ρ
G
t (gi(t) + ∆N
i
t+1)−∆Bit+1
= ∆Y it+1 − ρGt (∆Y it+1)
= Y it+1 − ρGt (Y it+1)
and
∆Bit+1 = ρ
G
t (∆Y
i
t+1) + ρ
G
t (gi(t) + ∆N
i
t+1)
= ρGt (∆Y
i
t+1) + ρ
G
t (gi(t) + Y
i
t+1 − ρGt (Y it+1))
= ρGt (gi(t) + Y
i
t+1)− Y it .
We conclude that {
∆N it+1 = Y
i
t+1 − ρGt (Y it+1),
∆Bit+1 = ρ
G
t (gi(t) + Y
i
t+1)− Y it
(3.4)
and in particular we have that, given Y ∈ L∞G,T , there is at most (up to indistinguishability of
processes) one pair (N,B) such that (Y,N,B) solves the RBSDE (2.2).
Since (Y,N,B) solves the RBSDE (2.2) we have that
Y it ≤ min
j∈I−i
ρGt (g˜i,j(t) + Y
j
t+1)
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and
Y it = Y
i
t+1 + ρ
G
t (gi(t) + ∆N
i
t+1)− (N it+1 −N it )− (Bit+1 −Bit)
≤ Y it+1 + ρGt (gi(t) + ∆N it+1)− (N it+1 −N it )
= Y it+1 + ρ
G
t (gi(t) + Y
i
t+1 − ρGt (Y it+1))− (Y it+1 − ρGt (Y it+1))
= ρGt (gi(t) + Y
i
t+1).
We conclude that Y it ≤ minj∈I ρGt (g˜i,j(t) + Y jt+1) for all t ≤ T and i ∈ I. For t = T this implies
that, for all i ∈ I, Y iT ≤ minj∈I ρGT (g˜i,j(t)) = V iT . Assume that t < T and Y it+1 ≤ V it+1 for all
i ∈ I, then
Y it ≤ min
j∈I
ρGt (g˜i,j(t) + Y
j
t+1)
≤ min
j∈I
ρGt (g˜i,j(t) + V
j
t+1)
≤ V it .
Applying an induction argument we thus find that if (Y,N,B) solves the RBSDE (2.2) then
Y it ≤ V it for all t ≤ T and i ∈ I. To arrive at uniqueness we show that the value Y it is attained
by a strategy in which case the reverse inequality follows by optimality of V it .
Define the stopping time τ¯ t,i1 := inf{s ≥ t : ∆Bis+1 > 0}∧T and the Gτ¯ t,i1 -measurable random
variable β¯t,i1 as a measurable selection of
arg min
j∈I−i
ρG
τ¯ t,i1
(
g˜i,j(τ¯
t,i
1 ) + Y
j
τ¯ t,i1 +1
)
,
with Y jT+1 = 0 for all j ∈ I. Now as Biτ¯ t,i1 −B
i
t = 0 we have for t ≤ s < τ¯ t,i1 the recursion
Y is = Y
i
s+1 + ρ
G
s (gi(s) + ∆N
i
s+1)− (∆N is+1)− (∆Bis+1)
= Y is+1 + ρ
G
s (gi(s) + Y
i
s+1 − ρGs (Y is+1))− (Y is+1 − ρGs (Y is+1))
= ρGs (gi(s) + Y
i
s+1).
Furthermore, by the Skorokhod condition we have that
Y i
τ¯ t,i1
= min
j∈I−i
ρG
τ¯ t,i1
(g˜i,j(τ¯
t,i
1 ) + Y
j
τ¯ t,i1 +1
)
= ρG
τ¯ t,i1
(g˜
i,β¯t,i1
(τ¯ t,i1 ) + Y
β¯t,i1
τ¯ t,i1 +1
)
and we conclude that
Y it = ρ
G
t,τ t,i1
(gi(t), . . . , gi(τ¯
t,i
1 − 1), g˜i,β¯t,i1 (τ¯
t,i
1 ) + Y
β¯t,i1
τ¯ t,i1 +1
).
This process can be repeated to define (τ¯ t,i1 , . . . , τ¯
t,i
N ; β¯
t,i
1 , . . . , β¯
t,i
N ) with
τ¯ t,ik+1 := inf{s > τ¯ t,ik : ∆B
βt,ik
s+1 > 0} ∧ T and the Gτ¯ t,ik+1-measurable random variable β¯
t,i
k+1 as a
measurable selection of
arg min
j∈I−β
t,i
k
ρGt (g˜βt,ik ,j
(τ¯ t,ik+1) + Y
j
τ¯ t,ik+1+1
)
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and N := min{k ≥ 1: τ¯ t,ik ≥ T}. Arguing as above we get that
Y it = ρ
G
t,T (g˜i,ξ¯t,it
(t), . . . , g˜
ξ¯t,iT−1,ξ¯
t,i
T
(T ))
≥ V it .
We have the following characterisation of an optimal strategy:
Corollary 3.1. A strategy (τ1, . . . , τN ;β1, . . . , βN ) ∈ U it is optimal for (3.1) if{
A
βj−1
τj −Aβj−1τj−1 = 0,
Y
βj−1
τj = ρ
G
τj (g˜βj−1,βj (τj) + Y
βj
τj+1
)
(3.5)
for j = 1, . . . ,N . If ρG has the strong sensitivity property then condition (3.5) is also necessary
for optimality.
Proof. Sufficiency: This follows by noting that with
ξs := i1[t−1,τ1)(s) +
N−1∑
j=1
βj1[τj ,τj+1)(s) + βN1[τN ,∞)(s),
the proof of Theorem 3.2 gives that
Y it = ρ
G
t,T (g˜i,ξt(t), . . . , g˜ξT−1,ξT (T )) (3.6)
and optimality follows by the fact that Y it = V
i
t .
Necessity: Suppose (τ1, . . . , τN ;β1, . . . , βN ) ∈ U it is optimal for (3.1) and ρG has the strong
sensitivity property. We also assume without loss of generality that τj ≤ T for j = 1, . . . ,N ,
since the substitution τj ← τj∧T does not change the switching problem’s outcome. Then using
(3.6) above, Lemma A.6, the RBS∆Es (2.2) and monotonicity of ρG we have,
Y it = ρ
G
t,T (g˜i,ξt(t), . . . , g˜ξT−1,ξT (T ))
= ρGt,τ1
(
gi(t), . . . , gi(τ1 − 1), ρGτ1,T
(
g˜i,β1(τ1), . . . , g˜ξT−1,ξT (T )
))
≥ ρGt,τ1
(
gi(t), . . . , gi(τ1 − 1), ρGτ1
(
g˜i,β1(τ1) + Y
β1
τ1+1
))
≥ ρGt,τ1
(
gi(t), . . . , gi(τ1 − 1), Y iτ1
)
...
≥ Y it
where we set Y jT+1 := 0 for all j ∈ I. We therefore have
ρGt,τ1
(
gi(t), . . . , gi(τ1 − 1), ρGτ1
(
g˜i,β1(τ1) + Y
β1
τ1+1
))
= ρGt,τ1
(
gi(t), . . . , gi(τ1 − 1), Y iτ1
)
,
and by strong sensitivity of ρG and the definition of Ai from Theorem 3.2, (3.5) is true for j = 1.
The general case j = 1, . . . ,N is proved by induction in a similar manner assuming that the
hypothesis (3.5) is true for j − 1.
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3.3 The special case of optimal stopping
We now consider the problem of finding
Ft := ess inf
τ∈T G
[t,T ]
ρGt,τ (f(t), . . . , f(τ − 1), h(τ)), (3.7)
for given sequences {f(t)}Tt=0 and {h(t)}Tt=0 in (L∞F )T+1. This problem can be related to optimal
switching with two modes I := {1, 2}. The optimal stopping problem (3.7) is equivalent to (3.1)
if we
• Set g1(t) = f(t) for 0 ≤ t ≤ T − 1, g1(T ) = h(T ), c1,2 ≡ h and g2 ≡ c2,1 ≡ 0.
• Mutatis mutandis we may let I depend on the present mode. We then set I(1) := {1, 2}
when we are in mode 1 and I(2) := {2} whenever we are in mode 2. In particular this gives
I(2)−2 = ∅ in (2.2). We additionally use the conventions min ∅ =∞ and −∞·0 =∞·0 = 0.
• Optimise over strategies satisfying ξt−1 = 1.
We note that in this setting the recursion (3.2) gives V 2 ≡ 0. The following result is then a
direct consequence of Theorem 3.2:
Theorem 3.3. The value function, Ft, for the optimal stopping problem satisfies{
FT = ρ
G
T (h(T )),
Ft = ρ
G
t (f(t) + Ft+1) ∧ ρGt (h(t)), 0 ≤ t < T.
(3.8)
and the stopping time τt ∈ T G[t,T ] defined by,
τt = inf
{
t ≤ s ≤ T : Fs = ρGs (h(s))
}
, (3.9)
is optimal for (3.7). Furthermore, there exists a ρGs,t-martingale, M , and a non-decreasing G-
predictable process, A, such that (F,M,A) is the unique solution to the RBS∆E
Ft = ρ
G
T (h(T )) +
∑T−1
s=t ρ
G
s (f(s) + ∆Ms+1)− (MT −Mt)
−(AT −At), t = 0, . . . , T,
Ft ≤ ρGt (h(t)), 0 ≤ t < T∑T−1
t=0 (Ft − ρGt (h(t)))∆At+1 = 0.
(3.10)
4 Risk-averse optimal switching under partial information in
infinite horizon
In many problems the horizon T is so long that it can be considered infinite, and this motivates
us to extend the results obtained in Section 3 to the infinite horizon. We define the value function
for the switching problem on an infinite horizon as
V it := ess inf
ξ∈U it
%Gt (g˜ξt−1,ξt(t), g˜ξt,ξt+1(t+ 1), . . .). (4.1)
Assumption 2. There exists a sequence {g¯(t)}t∈T ∈ HF such that |g˜i,j(t)| ≤ g¯(t) for all
(t, i, j) ∈ T× I2.
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For (t, r) ∈ T2 we set Vˆ it,r := %Gt (gi(t), gi(t+ 1), . . .) whenever t > r and define
Vˆ it,r = min
j∈I
ρGt (g˜i,j(t) + Vˆ
j
t+1,r), (4.2)
recursively for t ≤ r. By a simple induction argument we note that for each i ∈ I and r ∈ T the
sequence {Vˆ it,r}t∈T exists as a member of L∞,dG . We have the following lemma:
Lemma 4.1. For 0 ≤ t ≤ r and i ∈ I let U it,r := {ξ ∈ U it : ξs = ξr, ∀s > r}. Then,
Vˆ it,r = ess inf
ξ∈U it,r
%Gt (g˜ξt−1,ξt(t), g˜ξt,ξt+1(t+ 1), . . .).
Proof. This follows immediately from Lemma A.3 by applying Theorem 3.1 with cost sequence(
g˜i,j(t), g˜i,j(t+ 1), . . . , g˜i,j(r − 1), g˜i,j(r) + %Gr+1
(
gj(r + 1), gj(r + 2), . . .
))
(i,j)∈I2
, (4.3)
while noting that %Gr+1(gj(r + 1), gj(r + 2), . . .) ∈ L∞Gr+1 .
We arrive at the following verification theorem:
Theorem 4.1. The limit family {V˜ it }t∈T,i∈I := limr→∞{Vˆ it,r}t∈T,i∈I exists as a pointwise limit
and satisfies
V˜ it = V
i
t .
Furthermore, starting from any t ∈ T and i ∈ I, the limit family defines an optimal strategy,
ξ∗ = {ξ∗r}r∈T ∈ U it , as follows,{
ξ∗r = i, r < t,
ξ∗r ∈ arg minj∈IρGr
(
g˜ξ∗r−1,j(r) + V˜
j
r+1
)
, r ≥ t.
Proof. From Lemma 4.1 and as U it,r ⊂ U it,r+1 ⊂ U it for all 0 ≤ t ≤ r, the sequence {Vˆ it,r}r≥0 is
non-increasing and Vˆ it,r ≥ V it for all r ≥ 0. Further, as it is bounded from below by the sequence
{%Gt (−g¯(t),−g¯(t + 1), . . .)}t∈T (due to monotonicity) and {−g¯(t)}t∈T ∈ HF , we conclude that
the sequence
{{Vˆ it,r}t∈T,i∈I}r≥0 converges pointwise.
Now, by Assumption 2 there is a non-negative decreasing deterministic sequence {Ks}s∈T,
with lims→∞Ks = 0, such that, for all ξ ∈ U it,r,
|%Gr+1(g˜ξr,ξr+1(r + 1), g˜ξr+1,ξr+2(r + 2), . . .)|
=
∑
j∈I
1{ξr=j}|%Gr+1(gj(r + 1), gj(r + 2), . . .)| ≤ Kr+1, (4.4)
and
|%Gr+1(−g¯(r + 1),−g¯(r + 2), . . .)| ≤ Kr+1. (4.5)
Then, using Lemma A.3, (4.4) gives
Vˆ it,r = ess inf
ξ∈U it,r
%Gt (g˜ξt−1,ξt(t), g˜ξt,ξt+1(t+ 1), . . .)
≤ ess inf
ξ∈U it,r
ρGt,r+1(g˜ξt−1,ξt(t), . . . , g˜ξr−1,ξr(r),Kr+1)
= ess inf
ξ∈U it,r
ρGt,r(g˜ξt−1,ξt(t), . . . , g˜ξr−1,ξr(r)) +Kr+1
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and (4.5) implies that
V it = ess inf
ξ∈Uit
%Gt (g˜ξt−1,ξt(t), g˜ξt,ξt+1(t+ 1), . . .)
≥ ess inf
ξ∈Uit
ρGt,r+1(g˜ξt−1,ξt(t), . . . , g˜ξr−1,ξr(r),−Kr+1)
= ess inf
ξ∈U it,r
ρGt,r(g˜ξt−1,ξt(t), . . . , g˜ξr−1,ξr(r))−Kr+1,
and we conclude that Vˆ it,r − V it ≤ 2Kr+1. Letting r →∞ gives the first statement.
For the second part, we first note that the following inequality holds,
V it ≥ ess inf
ξ∈U it,r
ρGt,r(g˜ξt−1,ξt(t), . . . , g˜ξr−1,ξr(r) + V
ξr
r+1), 0 ≤ t ≤ r. (4.6)
Indeed, for every 0 ≤ t ≤ r and ξ ∈ U it we can use Lemma A.3 to argue,
%Gt
(
g˜ξt−1,ξt(t), g˜ξt,ξt+1(t+ 1), . . .
)
= ρGt,r
(
g˜ξt−1,ξt(t), . . . , g˜ξr−1,ξr(r) + Vˆ
ξr
r+1,r
)
≥ ρGt,r
(
g˜ξt−1,ξt(t), . . . , g˜ξr−1,ξr(r) + V
ξr
r+1
)
≥ ess inf
ξ′∈U it,r
ρGt,r
(
g˜ξ′t−1,ξ′t(t), . . . , g˜ξ′r−1,ξ′r(r) + V
ξ′r
r+1
)
,
and since this is true for every ξ ∈ U it we get (4.6). Next, momentarily fix 0 ≤ t ≤ r and reassign
gj(r)← gj(r) + V jr+1. Then using Theorem 3.1 with T = r we have
V it ≥ ess inf
ξ∈Uit,r
ρGt,r(g˜ξt−1,ξt(t), . . . , g˜ξr−1,ξr(r) + V
ξr
r+1)
= ρGt,r
(
g˜i,ξ∗t (t), g˜ξ∗t ,ξ∗t+1(t+ 1), . . . , g˜ξ∗r−1,ξ∗r (r) + V
ξ∗r
r+1
)
≥ ρGt,r
(
g˜i,ξ∗t (t), g˜ξ∗t ,ξ∗t+1(t+ 1), . . . , g˜ξ∗r−1,ξ∗r (r)
)−Kr+1.
Letting r →∞ we conclude that
V it ≥ %Gt (g˜i,ξ∗t (t), g˜ξ∗t ,ξ∗t+1(t+ 1), . . .),
from which it follows that ξ∗ is an optimal strategy.
Corollary 4.1. The value function for the infinite horizon optimal switching problem (4.1)
satisfies the following dynamic programming principle,
V it = ess inf
ξ∈U it,r
ρGt,r(g˜ξt−1,ξt(t), . . . , g˜ξr−1,ξr(r) + V
ξr
r+1), 0 ≤ t ≤ r.
Proof. We only need to prove that the following recursion holds:
V it = min
j∈I
ρGt (g˜i,j(t) + V
j
t+1),
since the general result then follows from Theorem 3.1 with T = r and the reassignment gj(r)←
gj(r) + V
j
r+1. Taking limits on both sides in (4.2) gives
V it = limr→∞minj∈I
ρGt (g˜i,j(t) + Vˆ
j
t+1,r)
≤ lim
r→∞minj∈I
ρGt (g˜i,j(t) + V
j
t+1 + 2Kr+1)
= lim
r→∞{minj∈I ρ
G
t (g˜i,j(t) + V
j
t+1) + 2Kr+1}
= min
j∈I
ρGt (g˜i,j(t) + V
j
t+1).
Since the reverse inequality follows as special case of (4.6), the proof is complete.
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4.1 Relation to optimal stopping
As an extension to Section 3.3 above, we specialise to the case of optimal stopping on an infinite
horizon,
Ft := ess inf
τ∈T Gt
ρGt,τ (f(t), . . . , f(τ − 1), h(τ)). (4.7)
The above result for infinite horizon optimal switching problems naturally extends the results
in Section 3.3 on optimal stopping in finite horizon to infinite horizon. We have the following:
Corollary 4.2. The value function Ft satisfies the dynamic programming relation
Ft = ρ
G
t (f(t) + Ft+1) ∧ ρGt (h(t)),
for all t ∈ T. Furthermore, an optimal stopping time τ∗t is given by
τ∗t := inf{s ≥ t : Fs = ρGs (h(s))},
with the convention that inf ∅ =∞.
Proof. This follows immediately from Theorem 4.1 through the analogy between optimal switch-
ing problems and optimal stopping problems described in Section 3.3.
4.2 Relation to systems of RBS∆Es
Theorem 4.2. The system of RBS∆Es (2.3) has a unique solution. Furthermore, the solution
satisfies Y = V .
Proof. Existence: By Corollary 4.1 the value function Vt satisfies the following dynamic pro-
gramming relation for any T ∈ T:
V it = ess inf
ξ∈Uit,T
ρGt,T (g˜ξt−1,ξt(t), . . . , g˜ξT−1,ξT (T ) + V
ξT
T+1), 0 ≤ t ≤ T.
Using Theorem 3.2, this implies for every T ∈ T that (V,M,A) is the unique solution to
V it = V
i
T +
∑T−1
s=t ρ
G
s (gi(s) + ∆M
i
s+1)− (M iT −M it )− (AiT −Ait),
t = 0, . . . , T,
V it ≤ minj∈I−i ρGt (g˜i,j(t) + V jt+1),∑T
t=0(V
i
t −minj∈I−i ρGt (g˜i,j(t) + V jt+1))∆Ait+1 = 0,
where M i0 = A
i
0 = 0 and {
∆M it+1 = V
i
t+1 − ρGt (V it+1),
∆Ait+1 = ρ
G
t (gi(t) + V
i
t+1)− V it .
Furthermore, since this unique definition for M = {M i}i∈I and A = {Ai}i∈I is independent of
T , it follows that (V,M,A) satisfies equation (2.3).
By the proof of Theorem 4.1, there exists a decreasing deterministic sequence {Kt}t∈T such
that |V iT | ≤ KT and limT→∞KT = 0. Therefore V ∈ L∞,dG and we conclude that (V,M,A) is a
solution to (2.3).
Uniqueness: To show uniqueness, we note that if (Y,N,B) is any other solution to (2.3)
then by again truncating at time T ≥ t and applying Theorem 3.2 we have that
Y it = ess inf
ξ∈U it
ρGt,T (g˜ξt−1,ξt(t), . . . , g˜ξT−1,ξT (T ) + Y
ξT
T+1).
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Since Y, V ∈ L∞,dG and I is finite, we can define a deterministic sequence {Ks}s∈T with Ks → 0
as s→∞ such that |V it −Y it | ≤ Kt for all t ∈ T and i ∈ I. Appealing once more to the dynamic
programming relation it follows that
Y it ≤ ess inf
ξ∈U it
ρGt,T (g˜ξt−1,ξt(t), . . . , g˜ξT−1,ξT (T ) + V
ξT
T+1 +KT+1)
= V it +KT+1
and similarly we have that V it ≤ Y it +KT+1. Letting T →∞ we find that V it = Y it for all i ∈ I
and uniqueness follows.
5 Example
In this section we aim to add some colour to the above results by illustrating the interplay
between partially observable costs and risk aversion. We confirm that the proper handling of
this issue is important to avoid suboptimal strategies and also for the appropriate estimation
of total costs. For this we solve three related two-stage optimal stopping problems, differing
only in the observability of the first cost. We note that due to its partially observable costs, the
example of Section 5.3 lies outside the optimal stopping framework developed in [9].
We model ambiguity as the availability of two plausible probability measures, and measure
risk using the worst-case conditional expectation. Let Y0, Y1 be essentially bounded random
variables defined on a probability space (Ω,F ,P) and set G1 = σ(Y0, Y1). In order to explore
the role of observability, in Section 5.1 we take G0 = σ(Y0) while in Sections 5.2 and 5.3 we take
G0 = {∅,Ω}.
Letting P1,P2 be probability measures on (Ω,F) which are absolutely continuous with respect
to P, define ρG = (ρGt )t=0,1 by
ρGt (Z) := max
k=1,2
Ek[Z|Gt], Z ∈ L∞F . (5.1)
It may be checked that ρG is then a G-conditional risk mapping on (Ω,F ,P). As in Section 3.3,
the optimal stopping problem is
F0 := ess inf
τ∈T G
[0,1]
ρG0,τ (f(0), . . . , f(τ − 1), h(τ)), (5.2)
and we take
f(0) = bY0, h(0) = Y0, h(1) = Y1,
where b is a constant. Write
E1(Y0) = e1, E1(Y1) = e2, E2(Y0) = e3, E2(Y1) = e4,
for constants e1, . . . , e4, and suppose that there exist regular conditional expectations
E1(Y1|Y0) = f1(Y0), E2(Y1|Y0) = f2(Y0),
for bounded measurable functions f1, f2. Theorem 3.3 and the observability of Y1 (since Y1 ∈
mG1) give {
F1 = ρ
G
1 (h(1)) = Y1,
F0 = ρ
G
0 (f(0) + Y1) ∧ ρG0 (h(0)) = ρG0 (bY0 + Y1) ∧ ρG0 (Y0),
(5.3)
and an optimal stopping time is
τ0 = inf
{
s ∈ {0, 1} : Fs = ρGs (h(s))
}
. (5.4)
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5.1 Observable costs
Denoting quantities specific to this first problem with bars, take G¯0 = σ(Y0) and G¯1 = σ(Y0, Y1),
so that the cost Y0 is observable at time 0. Then from (5.3) and conditional translation invariance
we have
F¯0 = V¯1 ∧ V¯2, (5.5)
where
V¯1 := bY0 + (f1(Y0) ∨ f2(Y0)), V¯2 := Y0. (5.6)
5.2 Projected costs
Denoting quantities specific to this problem with checks, suppose now that Gˇ0 = {∅,Ω} and
Gˇ1 = σ(Y0, Y1). Then the cost Y0 is not observable at time 0, so that the optimal stopping time
τ¯ from the previous problem is not a stopping time in the filtration Gˇ. A possible approach is
to project Y0 onto Gˇ0 (making it almost surely constant in this example) by applying the risk
measure ρG0 , so that the framework of [9] may be used to derive a suboptimal solution. We then
have
fˇ(0) = bρG0 (Y0), hˇ(0) = ρ
G
0 (Y0), hˇ(1) = Y1,
and
Fˇ0 = vˇ1 ∧ vˇ2, (5.7)
where
vˇ1 := b(e1 ∨ e3) + (e2 ∨ e4), vˇ2 := e1 ∨ e3. (5.8)
5.3 Partially observable costs
When G = (Gˇ0, Gˇ1), so that the cost Y0 is not observable at time 0 as in Section 5.2, (5.3)
provides the optimal solution:
F0 = v1 ∧ v2, (5.9)
where
v1 := (be1 + e2) ∨ (be3 + e4), v2 := e1 ∨ e3. (5.10)
5.4 Observability and optimal strategies
It is not difficult to verify from (5.8) and (5.10) that the approach to non-observability can
change the optimal strategy. For example, taking
e1 = 0.05, e2 = 0.3, e3 = 0.04, e4 = 0.35, b = −7 (5.11)
(noting that negative costs are interpreted as rewards) we obtain
v1 = 0.07 > v2 = 0.05,
vˇ1 = 0 < vˇ2 = 0.05,
so that:
• under the partially observable model of Section 5.3 we have τˇ = 0 a.s.,
• under the projected model of Section 5.2 we have τ¯ = 1 a.s.,
• under the observable model of Section 5.1, the optimal stopping time depends on the
realisation Y0(ω).
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Note also that Fˇ0 = 0 < 0.05 = F0. This illustrates that, in addition to changing the opti-
mal strategy, dealing with partial observability by projecting individual costs can lead to the
underestimation of total costs, a fact which follows from the subadditivity of the risk measure
(5.1).
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A Properties of conditional risk mappings
Here we review definitions and preliminary results on conditional risk mappings that are used
in the main text. References for this material include [22, 23, 12, 13, 14, 15, 16, 4] among many
others. Proofs are provided for results if they are not readily available in these references.
We are given a probability space (Ω,F ,P) and a filtration G = {Gt}t∈T of sub-σ-algebras
of F . All random variables below are defined with respect to this probability space, and (in-)
equalities between random variables are in the P-almost-sure sense.
A.1 Conditional risk mappings
A G-conditional risk mapping is a family of mappings {ρGt }t∈T, ρGt : L∞F → L∞Gt , satisfying for
all t ∈ T:
Normalisation: ρGt (0) = 0,
Conditional translation invariance: ∀W ∈ L∞F and Z ∈ L∞Gt ,
ρGt (Z +W ) = Z + ρ
G
t (W ),
Monotonicity: ∀W,Z ∈ L∞F ,
W ≤ Z =⇒ ρGt (W ) ≤ ρGt (Z).
For each t ∈ T we refer to ρGt as a conditional risk mapping. Note that in contrast to
the one-step conditional risk measures ρt of [16], whose respective domains would be L
∞
Gt+1 in
this context, here the domain of each ρt is L
∞
F . Conditional risk mappings and the monetary
conditional risk measures of [4] are interchangeable via the mapping Z 7→ ρGt (−Z). Each G-
conditional risk mapping satisfies the following property (cf. [6, Proposition 3.3], [4, Exercise
11.1.2]):
Conditional locality: for every W and Z in L∞F , t ∈ T and A ∈ Gt,
ρGt (1AW + 1AcZ) = 1Aρ
G
t (W ) + 1Acρ
G
t (Z).
A G-conditional risk mapping is said to be strongly sensitive if it satisfies:
Strong Sensitivity: ∀W,Z ∈ L∞F and t ∈ T,
W ≤ Z and ρGt (W ) = ρGt (Z) ⇐⇒ W = Z.
The strong sensitivity and monotonicity properties are sometimes jointly called the strict (or
strong) monotonicity property.
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A.2 Aggregated conditional risk mappings
A.2.1 Finite horizon
Where it simplifies notation we will write Ws:t = (Ws, . . . ,Wt) for tuples of length t−s+1, with
Ws:s = Ws, and use the component-wise partial order Ws:t ≤W ′s:t ⇐⇒ Wr ≤W ′r, r = s, . . . , t.
If α and β are real-valued random variables then we write αWs:t+βZs:t = (αWs+βZs, . . . , αWt+
βZt).
Lemma A.1. The aggregated risk mapping {ρGs,t} (cf. Definition 1) has the following properties:
for all s, t ∈ T with s ≤ t,
Normalisation: ρGs,t(0, . . . , 0) = 0.
Conditional translation invariance: ∀ {Wr}tr=s ∈ ⊗t−s+1L∞F with Ws ∈ Gs,
ρGs,t(Ws, . . . ,Wt) = Ws + ρ
G
s,t(0,Ws+1, . . . ,Wt).
Monotonicity: ∀ {Wr}tr=s, {Zr}tr=s ∈ ⊗t−s+1L∞F ,
Ws:t ≤ Zs:t =⇒ ρGs,t(Ws:t) ≤ ρGs,t(Zs:t).
Conditional locality: ∀ {Wr}tr=s and {Zr}tr=s in ⊗t−s+1L∞F ,
ρGs,t(1AWs:t + 1AcZs:t) = 1Aρ
G
s,t(Ws:t) + 1Acρ
G
s,t(Zs:t), ∀A ∈ Gs.
Recursivity: for each s, r, t ∈ T with 0 ≤ s < r ≤ t,
ρGs,t(Ws:t) = ρ
G
s,r(Ws:r−1, ρ
G
r,t(Wr:t)).
Proof. The proof follows by expanding the recursive definition of ρGs,t and using the properties
of its generator.
A.2.2 Infinite horizon
Lemma A.2. Recalling Definitions 1 and 2, for all W ∈ HF we have
%Gs (Ws,Ws+1, . . .) = lim
t→∞ ρ
G
s,t(Ws, . . . ,Wt) ∀s ∈ T.
Proof. Let W ∈ HF and {kt}t∈T be as in the definition of HF . Set Kt :=
∑
n≥0 kt+n. Note that
{Kt}t∈T is a non-negative, non-increasing deterministic sequence such that limt→∞Kt = 0. For
every 0 ≤ s ≤ t and n ≥ 1,
ρs,t+n(Ws, . . . ,Wt+n) = ρs,t+1
(
Ws, . . . ,Wt, ρt+1,t+n(Wt+1, . . . ,Wt+n)
)
≤ ρs,t+1
(
Ws, . . . ,Wt,
n∑
m=1
kt+m
)
= ρs,t(Ws, . . . ,Wt) +
n∑
m=1
kt+m.
Similarly we have
ρs,t+n(Ws, . . . ,Wt+n) ≥ ρs,t(Ws, . . . ,Wt)−
n∑
m=1
kt+m,
and we conclude that P-almost surely, the sequence {ρs,t(Ws, . . . ,Wt)}t∈T is Cauchy.
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Lemma A.3. For all W ∈ HF we have
%Gs (Ws,Ws+1, . . .) = ρ
G
s,s+1(Ws, %
G
s+1(Ws+1,Ws+2, . . .)).
Proof. Arguing as in the proof of Lemma A.2, there is a deterministic positive sequence {Kt}t∈T,
with limt→∞Kt = 0, such that for every 0 ≤ s ≤ t we have
|%s+1(Ws+1,Ws+2, . . .)− ρs+1,t(Ws+1, . . . ,Wt)| ≤ Kt a.s.
The monotonicity and conditional translation invariance of ρs+1,t imply that
ρGs,s+1(Ws, %
G
s+1(Ws+1,Ws+2, . . .)) ≤ ρGs,s+1(Ws, ρGs+1,t(Ws+1, . . . ,Wt) +Kt)
= ρGs,t(Ws,Ws+1, . . . ,Wt) +Kt.
Taking the limit as t→∞ we find that
ρGs,s+1(Ws, %
G
s+1(Ws+1,Ws+2, . . .)) ≤ %Gs (Ws,Ws+1, . . .).
A similar argument can be applied to find the reverse inequality.
All of the properties in Lemma A.1 for finite sequences extend to infinite sequences in HF
with %Gs playing the role of ρ
G
s,∞.
A.3 Martingales for aggregated conditional risk mappings
We close by presenting elementary martingale theory for aggregated conditional risk mappings
(see also [4, 7]).
Let f = {ft}t∈T be a sequence in L∞F . We say that W ∈ L∞G is an f -extended {ρGs,t}-sub
(-super) martingale if:
Ws ≤ (≥) ρGs,t
(
fs, . . . , ft−1,Wt
)
, 0 ≤ s ≤ t,
and an f -extended {ρGs,t} martingale if it has both these properties. Note that we use the
convention
ρGs,t
(
fs, . . . , ft−1,Wt
)
= ρGt,t(Wt) if s = t.
If f ≡ 0 then the qualifier “f -extended” is omitted.
Lemma A.4. The definitive property for an f -extended {ρGs,t}-sub (-super) martingale W is
equivalent to the one-step property,
Wt ≤ (≥) ρGt,t+1(ft,Wt+1), t ∈ T.
Proof. If {Wt}t∈T is a one-step f -extended {ρGs,t}-submartingale then for all s, t ∈ T such that
s < t we have
ρGs,t
(
fs, . . . , ft−1,Wt
)
= ρGs,t−1
(
fs, . . . , ft−2, ρGt−1,t(ft−1,Wt)
)
≥ ρGs,t−1
(
fs, . . . , ft−2,Wt−1
)
. . . ≥Ws.
The case s = t and the converse implication that an f -extended {ρGs,t}-submartingale satisfies
the one-step property are both trivial and thus omitted.
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Lemma A.5 (Doob Decomposition). Let W ∈ L∞G . There exists an almost surely unique
{ρGs,t}-martingale M and G-predictable process A such that M0 = A0 and
Wt = W0 +Mt +At. (A.1)
The processes A and M are defined recursively as follows:{
A0 = 0,
At+1 = At +
(
ρGt (Wt+1)−Wt
)
, t ∈ T,{
M0 = 0,
Mt+1 = Mt +
(
Wt+1 − ρGt (Wt+1)
)
, t ∈ T.
If W is a {ρGs,t}-sub (-super) martingale then A is increasing (decreasing).
Proof. Proved in the same way as Lemma 5.1 of [7].
A.3.1 Optional stopping properties
First let τ ∈ T G be a stopping time. For sequences {ft}t∈T and {Wt}t∈T in HF define the
aggregated cost ρGt,τ (ft, . . . , fτ−1,Wτ ) as
ρGt,τ (ft, . . . , fτ−1,Wτ ) =

0, on {τ < t},
ρGt (Wt), on {τ = t},
ρGt
(
ft + ρ
G
t+1,τ (ft+1), . . . , fτ−1,Wτ )
)
, on {τ > t}.
(A.2)
Given another stopping time ς ∈ T G, define the aggregated cost
ρGς,τ (fς , . . . , fτ−1,Wτ ) as
ρGς,τ (fς , . . . , fτ−1,Wτ ) =
∑
t∈T
1{ς=t}ρGt,τ (ft, . . . , fτ−1,Wτ )
=

0, on {τ < ς},
ρGς (Wς), on {τ = ς},
ρGς
(
fς + ρ
G
ς+1,τ (fς+1, . . . , fτ−1,Wτ )
)
, on {τ > ς}.
(A.3)
Without loss of generality we can assume τ ≥ t and τ ≥ ς in (A.2) and (A.3) respectively.
The following lemma shows that the recursive property of aggregated conditional risk mappings
extends to stopping times.
Lemma A.6. If ς, ς˜ and τ are bounded stopping times in T G such that ς ≤ ς˜ ≤ τ , then for
all sequences {ft}t∈T and {Wt}t∈T in L∞F we have
ρGς,τ (fς , . . . , fτ−1,Wτ ) = ρ
G
ς,ς˜
(
fς , . . . , fς˜−1, ρGς˜ ,τ (fς˜ , . . . , fτ−1,Wτ )
)
.
Proof. Since τ is bounded, without loss of generality we may assume that τ ∈ T G[0,T ] for some
integer 0 < T <∞. Furthermore, by (A.3) it suffices to prove for all 0 ≤ t ≤ T that
1{ς˜≥t}ρGt,ς˜
(
ft, . . . , fς˜−1, ρGς˜ ,τ (fς˜ , . . . , fτ−1,Wτ )
)
= 1{ς˜≥t}ρGt,τ (ft, . . . , fτ−1,Wτ ). (A.4)
By decomposing {ς˜ ≥ t} into the disjoint events {ς˜ = t} and {ς˜ ≥ t+ 1} we have
1{ς˜≥t}ρGt,ς˜
(
ft, . . . , fς˜−1, ρGς˜ ,τ (fς˜ , . . . , fτ−1,Wτ )
)
= 1{ς˜=t}ρGt,τ (ft, . . . , fτ−1,Wτ )
+ 1{ς˜≥t+1}ρGt,t+1
(
ft, ρ
G
t+1,ς˜
(
ft+1, . . . , fς˜−1, ρGς˜ ,τ (fς˜ , . . . , fτ−1,Wτ )
)
.
Risk-averse optimal stopping and switching under partial information 20
If t < T and if (A.4) holds with t+ 1 in place of t then using conditional translation invariance
we get
1{ς˜≥t}ρGt,ς˜
(
ft, . . . , fς˜−1, ρGς˜ ,τ (fς˜ , . . . , fτ−1,Wτ )
)
= 1{ς˜=t}ρGt,τ (ft, . . . , fτ−1,Wτ )
+ 1{ς˜≥t+1}ρGt,t+1
(
ft, ρ
G
t+1,ς˜
(
ft+1, . . . , fς˜−1, ρGς˜ ,τ (fς˜ , . . . , fτ−1,Wτ )
)
= 1{ς˜=t}ρGt,τ (ft, . . . , fτ−1,Wτ )
+ 1{ς˜≥t+1}ρGt,t+1
(
ft, ρ
G
t+1,τ (ft+1, . . . , fτ−1,Wτ )
)
= 1{ς˜≥t}ρGt,τ (ft, . . . , fτ−1,Wτ ),
and we conclude using backward induction.
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