It is generally assumed that correcting chromatic aberrations in imaging requires optical elements. Here, we show that by allowing the phase in the image plane to be a free parameter, it is possible to correct chromatic variation of focal length over an extremely large bandwidth, from the visible (Vis) to the longwave infrared (LWIR) wavelengths using a single diffractive surface, i.e., a flat lens. Specifically, we designed, fabricated and characterized a flat, multi-level diffractive lens (MDL) with thickness £ 10µm, diameter ~1mm, and focal length = 18mm, which was constant over the operating bandwidth of l=0.45µm (blue) to 15µm (LWIR). We experimentally characterized the point-spread functions, aberrations and imaging performance of cameras comprised of this MDL and appropriate image sensors. We further show using simulations that such extreme achromatic MDLs can be achieved even at high numerical apertures (NA=0.81). By drastically increasing the operating bandwidth and eliminating several refractive lenses, our approach enables thinner, lighter and simpler imaging systems. for computation.
Introduction
Imaging is a form of information transfer from the object to the image plane. This can be accomplished via a lens that performs a one-to-one mapping [1] , via an unconventional lens (such as one with a structured point-spread function or PSF) that performs a one-to-many mapping, [2] or via no lens, where the light propagation performs a one-to-all mapping. In the first case, the image is formed directly. In the second case, the image is formed after computation, which can be especially useful, when encoding spectral [3, 4] , depth [5] , polarization [6] or other information into the geometry of the PSF. Note that the modification of the PSF may be at the same scale as the diffraction limit [3] [4] [5] [6] or it can even be much larger [7] [8] [9] [10] . The image can be recovered in many cases in the no-optics scenario as well [11, 12] . Intriguingly, machine learning may be employed to make inferences based on the acquired information (even without performing image reconstruction for human visualization), which has potential implications for privacy among others [13, 14] .
The lens-based one-to-one mapping approach is preferred in many cases due to the high signal-tonoise ratio at each image point. When such a lens is illuminated by a plane wave, it forms a focused spot at a its focal plane. When imaging at optical frequencies, only the intensity is measured. As a result, the phase 1 of the field in the image or focal plane is a free parameter. Via back-propagation of the complex field to the lens plane, [15] we surmise that the lens-pupil function is, in fact, not unique. Here, we show that it is possible to search through all the possible (degenerate) lens-pupil functions to achieve achromatic focusing (and imaging) over a large operating bandwidth of l=0.45µm to 15µm. We illustrate this via a single diffractive surface that is patterned with rings of width=8µm and heights varying from 0 to 10µm, fabricated within a polymer (positive-tone photoresist, see Fig. 1a ). We refer to this diffractive surface as a multi-level diffractive lens (MDL). The focal length and diameter of the MDL are 18mm and 0.992mm, respectively. Figure 1a illustrates the phase shift imposed on an incident plane wave by the MDL at l = 0.45 µm, which 1 In this paper we refer to phase of the scalar electromagnetic field averaged over many optical cycles as would be experienced by a sensor. In other words, the time-harmonic portion of the phase is not relevant. is expressed as Y = (2p/l)*h*(n-1), where h is the MDL-design height distribution and n is the refractive index at l. The MDL pupil function is then expressed as e -iY . We note that the maximum ring height of 10µm corresponds to a phase shift much larger than 2p for many of the wavelengths in our design. The amplitude and phase of the field distribution in the focal plane is also plotted in Fig. 1a for l=0.45µm, and in Fig. 1b for l=5µm and 15µm. All image sensors measure the square of the amplitude of the field distribution, i.e., the intensity distribution, and thereby, discard the phase. Here we show that a single diffractive surface can perform focusing and imaging that is substantially independent of wavelength over a range from Vis to LWIR, something that is considered impossible in conventional lenses [16] .
Furthermore, contrary to popular belief, we demonstrate via simulations that this extreme bandwidth can be achieved even at high numerical apertures.
Figure 1: Achromaticity with a single surface is achieved by allowing phase in the focal plane to be a free parameter. (a) Schematic of a single surface multi-level diffractive lens (MDL) focusing collimated light to a focal spot. The MDL imparts its pupil function on the incident light. An image sensor discards the phase of the field in the focal plane, and only records the intensity. The height distribution (h) and the phase
of the pupil function, Y (l=0.45µm) of a visible-LWIR MDL is shown. Note that the maximum h of 10µm is determined by fabrication and not the phase shift. The pupil function varies with l. The normalized intensity distribution of the field in the focal plane at l=0.45µm (top: cross-section through the center) is also shown. (b) The corresponding plots for l=5µm and 15µm are shown. (c) Survey of operating bandwidths of reported metalenses to emphasize that our demonstration is almost 1 order of magnitude larger than any shown previously.
It is important to note that in conventional refractive imaging systems, multiple lenses (sometimes made from different materials with differing dispersion properties) are used to correct for chromatic aberrations [16] . Not only are the individual refractive lenses thick and heavy, but multiple lenses require precise alignment during assembly. Metalenses have been proposed since the 1990s to mitigate these disadvantages [17, 18] . More recently, the parabolic phase profile with group-velocity compensation has been applied to correct for chromatic aberrations [19] . Via a careful literature study (see summary in Fig.   1c ), we conclude that the largest bandwidth demonstrated via a metalens currently is 2µm, i.e., from l=3µm to 5µm [19] . However, the diameter of this metalens was only 30µm and it required ~200nm features in a high-refractive-index material (GaSb). Needless to say, no metalens to date has ever reported imaging over the visible to the LWIR bands. In fact, we recently showed that appropriately designed multi-level diffractive lenses (MDLs) are not only far easier to fabricate, but they outperform metalenses, and thereby concluded that metalenses do not offer any advantage for imaging [20] . We have already demonstrated separate MDLs operating in the visible (0.45µm to 0.75µm) [20] [21] [22] [23] , near infrared (0.845µm to 0.875µm) [24] , short-wave infrared (0.875µm to 1.675µm) [25] , long-wave infrared (8μm to 12μm) [26] and terahertz (1000µm to 3000µm) [27, 28] bands. In this paper, we show that a single MDL is actually able to image across the visible and the long-wave infrared bands, which we believe is the largest operating bandwidth for any flat lens demonstrated so far, and almost an order of magnitude larger than the largest bandwidth demonstrated before.
Design
The particular details of our design methodology is similar to what has been reported previously [20] [21] [22] [23] [24] [25] [26] [27] [28] .
To summarize, we maximize the wavelength-averaged focusing efficiency of the MDL by selecting the distribution of heights of the rings that form the MDL. This selection is based upon a gradient-assisted direct-binary-search technique. We included a constraint of at most 100 height levels with a maximum individual height level of 10μm and minimum feature width of 8µm, where were all dictated by our fabrication process. The material dispersion of a positive-tone photoresist, AZ9260 (Microchem) was assumed [26] . The height distribution of the designed MDL is shown in Fig. 1a (bottom-left inset), while the phase transmittance function (lens pupil function) at l=0.45µm is shown in the center inset. As mentioned earlier, when this field is propagated to the focal plane, 18mm away from the MDL, the resulting amplitude and phase distributions as well as the intensity distributions are also shown in Fig. 1a . The corresponding plots for l=5µm and l=15µm are shown in Fig. 1b . Even though the phase distribution in the focal plane differs between the wavelengths, the intensity distributions are almost identical and simply scale with wavelength as expected, resulting in a single-surface lens that is achromatic from 0.45µm to 15µm. The simulated PSFs for all the wavelengths are depicted in Fig. S1 [29].
Experiments
The MDL was fabricated using grayscale lithography as reported previously [19] [20] [21] [22] [23] [24] [25] [26] . We first utilized CVD-diamond as the support substrate as it is relatively transparent from the visible to the LWIR (see transmission spectrum in Fig. S2 ) [29] . However, the polycrystalline grains of the CVD diamond scatter light too much reducing the efficiency of the lenses (Figs. S3-S5). Therefore, we fabricated a pair of lenses of the same design: one on a glass wafer for l=0.45µm to ~2µm and another on a silicon wafer for l ~2µm to 15µm. We emphasize that the patterned polymer was identical for both lenses. Optical micrographs of these MDLs are shown in Fig. 2a . The MDL on a glass wafer was placed in front of a silicon monochrome We first note that there is wide discrepancy in the reporting of focusing efficiencies in flat lenses.
Here, we define the he focusing efficiency of the MDL as the power within a spot of diameter equal to 3 times the FWHM divided by the total power incident on the lens [20] . The simulated wavelength averaged focusing efficiency for the designed MDL is 91% in comparison to a measured value of ~32% in the 0.45µm to 15µm band ( Fig. S7 ) [29] . In order to explain this discrepancy, we performed careful simulations of the sensitivity of the focusing efficiency to errors in the ring heights ( Fig. S8) [29]. The analysis suggests that standard deviation in ring heights of 0.4µm can explain the drop in efficiency. Such standard deviations are expected in our existing grayscale lithography process (see Fig. S9 for error measurements) [29] .
Fabrication errors in the pixel width ( Fig. S10 ) as well as combination of width and height errors (Figs. S11, S12) are also possible explanations. Simulations suggest that errors in the refractive index of the polymer could also explain some discrepancies (Fig. S13 ). In the future, it is possible to incorporate tolerance to fabrication errors as one of the metrics during the optimization-based design step, analogous to what was done previously for binary multi-wavelength diffractive lenses [30] . The diffraction-limited, measured and simulated full-width at half-maxima (FWHM) as function of wavelength are plotted in Fig.   3a . It is noted that besides in the SWIR and MWIR bands, the measured spot is close to the diffraction limit. (Table S2 ) [29] . The field of view of the MDL is estimated as ~15 0 . For majority of images, the distance between the MDL and the sensor was ~19mm for all wavelengths, and the distance between the MDL and the object was 450mm for the visible and NIR bands, and 425mm for the IR bands. In each case, the exposure time was adjusted to ensure that the frames were not saturated. In addition, a dark frame was recorded and subtracted from the images. For the images in the SWIR and longer wavelengths, a hot-plate at temperature of approximately 200 0 C was placed behind the objects in order to image their silhouettes. The only exceptions to this were the images of the soldering iron (3 rd column in Fig. 4 at ~180 0 C) and the heated resistor coil (only LWIR, 5 th column in Fig. 4 at ~150 0 C). The resolutionchart images in visible and NIR (Fig. 4) shows that the resolved spatial frequency is ~28.5 line-pairs/mm, which corresponds to a spatial period of ~17.5µm or about ~8 times the sensor pixel size (2.2µm). This resolution corresponds approximately to the average FWHM over the visible-NIR bands (Fig. 3a) . We also note that the visible image of the Macbeth color chart shows excellent color reproduction. Supplementary Videos 1-8 . Note that for the SWIR-MWIR-LWIR images, the lower wavelength cut-off arises from transmission of the silicon substrate, and no filters were used.
Extreme Achromaticity at high Numerical Aperture
There is a misconception that MDLs cannot operate at high numerical apertures [31] . This is completely incorrect, as we have pointed out previously [20] . Here, we further show that extreme operating bandwidth of 0.45µm to 15µm can be achieved even at a numerical aperture (NA) as large as 0.81. Specifically, we designed an MDL with diameter=25µm, focal length=9μm and NA=0.81 as illustrated in Fig. 5a . The maximum height of the MDL was 5μm with up to 128 height levels and ring width was 0.225µm. The PSFs of the MDL were computed using finite-difference time-domain (FDTD, see methods). The simulated focusing efficiency averaged over all the wavelength is 78% (as shown in Fig. 5b) . Similarly, the FWHM of the PSFs are close to the diffraction limit (Fig. 5c ). The simulated intensity distributions at exemplary wavelengths spanning the operating bandwidth in the XZ planes are shown in Figs. 5(d-t) and confirm that the focal length is independent of wavelength. Note that all simulations are performed assuming unpolarized light. This study confirms that the concept of phase in the focal plane as a free parameter can be readily applied to enable extreme achromaticity in high-NA MDLs. 
(d) Simulated focal intensity distributions in the XZ plane (right insets show topview or XY plane) for exemplary wavelengths spanning the operating bandwidth. Note that the outline of the MDL is indicated by white lines in the bottom-left panel. The dashed white lines indicate location of the focal plane. All XZ planes simulations have the same size, while all XY planes simulations have the same scale of 25µm.

Conclusions
The most important conclusion of this work is that an ideal lens does not possess a unique pupil function.
In other words, the ideal lens need not have a parabolic phase profile as is commonly understood. By removing this restriction, we enable numerous solutions to the ideal lens problem. Then, the final choice can be made based upon other requirements such as achromaticity (as we described here), extreme depth of focus [32] , manufacturability, or minimization of aberrations, of weight, of thickness, of cost, etc. Our approach can be readily generalized to metasurfaces (by employing full-wave diffraction models), which could be advantageous to manipulate the polarization states of light [33] and could even be implemented in integrated-photonics platforms [34] [35] [36] . The next obvious question is what limits the bandwidth of such an MDL. Initial simulations indicate that the bandwidth can be far larger than what we demonstrated here [37] .
The space-bandwidth product (SBP) of the MDL, which is defined as the number of independent degrees of design freedom (lens-radius/ring-width*number of height levels) is expected to be the key limiting factor [38] . As per the channel-capacity theorem, we would expect that larger the SBP, the larger the operating bandwidth for a given field of view. Another important application for extreme bandwidth flat lenses would be in imaging and focusing of ultra-short pulses (which have large spectral bandwidths). P{} is an operator that transforms the pupil function into the field in the focal plane. We note that P is analytic and the integral is bounded by the finite spatial extent of the pupil function. It is well known that P is invertible [14] . In other words, the focal-plane field may be back-propagated to the MDL plane. This 
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Modeling and Design
where A and B are real-valued functions representing the amplitude and phase of the complex scalar field in the focal plane, respectively. In designing a lens, the only restriction we need is A = sqrt (Ides), where Ides is the desired intensity distribution of the focal spot. From (2), it's clear that there will be one function representing T for each choice of B such that the field U is a valid solution to Maxwell's equations.
Therefore, T, the pupil function of a lens, is not unique.
A somewhat trivial example of this non-uniqueness is the following. A parabolic-phase pupil function will convert a plane wave to a converging spherical wave. However, one can add any arbitrary function riding on this parabola whose spatial frequencies are larger than those that will propagate in free space, without having any effect on the focal spot (assuming that the focal length >> l). In other words, one can modify the pupil function in infinitely different ways without modifying the focal spot.
A more general example can be gleaned from holography. A hologram is designed to project a certain intensity pattern, and allow phase in the image plane to be arbitrary. There are multiple degenerate hologram phase functions that give the same image intensity distribution.
For design purposes, we utilized a modified version of direct-binary search to optimize the height profile of rotationally symmetric MDLs consisting of individual constituent rings of width equal to a predefined value with the explicit goal of maximizing wavelength-averaged focusing efficiency. This is equivalent to searching for an optimal function B that satisfies the constraints placed on the pupil function,
T (phase only and space-bandwidth product limited by fabrication), while maintaining A = sqrt (Ides). Fabrication and Characterization: The MDL height distribution was patterned in a photoresist (AZ9260) film atop a glass wafer using grayscale laser patterning using a Heidelberg Instruments MicroPG101 tool.
The exposure dose was varied as a function of position in order to achieve the multiple height levels dictated by the design. After fabrication, the devices were characterized on an optical bench by illuminating them with broadband collimated light, whose spectral bandwidth could be controlled by a tunable filter.
Simulations and Experiments of PSFs
The simulated PSFs for the MDL design are as follows: 
Fig. S12: Standard deviation based random pixel-height error analysis for the MDL design with a pixel width error = 400 nm
We assumed a constant refractive index (n) and absorption coefficient (k) of the photoresist (AZ 9260) as 1.61 and 0 respectively for all wavelengths below λ = 1.7 μm respectively while designing the MDL. This is not very accurate from the perspective that optical constants will vary with the wavelength. Hence, we attribute that apart from the pixel height error, an error in the refractive index could explain the discrepancy in the measured PSFs especially below λ = 1.7 μm. To investigate this issue in more detail, we took one exemplary measured PSF at λ = 0.65 μm where significant side lobes were observed during the measurements and tried to simulate our MDL design at the same wavelength but with a slight change in refractive index (from n = 1.57 to n = 1.65). From figure 1(a) , we observe that the efficiency value (even at a single wavelength) falls by ~32% within just ±3% of the change in the refractive index alone (with any change in the absorption coefficient). In fact, it is be observed from Fig. 1 (b-f), that side lobes start to occur when we slightly deviate from our assumed refractive index value (n = 1.61). The simulation was carried out; based on the assumption that no error in pixel heights was incurred during the fabrication process. Coupled with the fact, that errors propagating from the pixel height and pixel width in the design, it can be assumed that the disagreement in measured PSFs (especially for wavelengths below 1.7 μm) can be attributed to this combined phenomenon. Another corollary observation was that the PSFs also did tend to get bigger for some change in refractive index values which could also explain the discrepancy in the FWHM values from λ = 2 μm to λ = 7 μm.
Aberrations analysis for measured wavefront of the MDL 2.1 Aberrations analysis for measured wavefront of ultra-broadband MDL in the wavelength range 400-950 nm
The following optical setup, shown in Fig. S10 was constructed to measure the aberrations of the ultrabroadband multi-level diffractive lens (UBB MDL) using a Shack Hartmann wavefront sensor. The incident beam from a SuperK EXTREME EXW-6 source [1] was filtered and split into two beams by the SuperK VARIA filter [2] for wavelengths 400-800 nm and a SuperK SELECT filter [3] for wavelengths 800-950 nm. The beams were expanded, collimated, and directed using a series of optical mirrors, iris and flip mirror toward the measurement setup. An iris was placed in the path of the beam to limit the beam diameter. A flip mirror was used to align both the visible and NIR beams to the same path. The final beam was set to have a diameter of 25.4 mm. This beam was incident on the UBB MDL. A Shack-Hartmann wavefront sensor from Thorlabs (WFS 150-7AR) [4] was placed 99.45 mm (UBB MDL to outer rim of the wavefront sensor) behind the test lens [5] . The distance between the outer rim of the WFS 150-7AR to the sensor plane is 13.6 mm, making the total distance between the MDL being tested and the wavefront sensor to be 113.05 mm. The incoming collimated beam converges to a focal spot at ~ 18 mm behind the MDL and then diverges, before contacting the wavefront sensor. Hence, it is expected that the sensor should show a diverging wavefront, which is confirmed by the wavefront measurement. We selected between 3.3 and 4.5 mm as the diameter of the pupil of the WFS 150-7AR based on the illumination wavelength so as to fit the pupil appropriately to the beam width, making sure to not over-sample or under-sample. This was confirmed by using the auto-selection of pupil diameter to beam width feature available in the sensor software. Hence, this ensures that neither is the beam clipped, nor oversampled. Prior to the measurements with the UBB MDL, the radius of curvature of the expanded and collimated and hence plane wave from our sources was confirmed to be in the order of >30 m, signifying a proper plane wave illumination. While measuring the wavefronts the distance between the UBB MDL and the WFS 150-7AR was never changed. Only the SuperK filters were switched in between the visible and NIR measurements. First, we used a stock refractive singlet lens (plano-convex lens, Thorlabs) to test and calibrate the setup. The alignment is confirmed to be good from the results obtained. Focal length of the lens as obtained from the SH WFS is checked with the know focal length. The known focal length of the lens was 200 mm as specified by the manufacturer. We measured the focal length to be 200.86 mm under the broadband illumination (450-850 nm) and 200.86 mm under 600 nm illumination based on the data gathered from the SH WFS. This step serves as a calibration step and the values of the stock lens serve as ground truth. Next, the MDL was placed in the path of the illuminating beams and the measurements recorded under different illumination conditions. In the case of the narrowband illuminations in the visible range, i.e. for 450, 500, 550, 600, 650, 700, 750 and 800nm, the bandwidth was set to be 50 nm and for the NIR range.
i.e,. 850, 900 and 950 nm was set to be 15 nm as permitted by the SuperK VARIA and SELECT filters, respectively. The measured focal lengths of the MDL were 0.988 mm under the broadband illumination (450-850 nm) and 1.06 mm under 600 nm illumination based on the data gathered from the SH WFS. The wavefront for the stock lens and the MDL under various illumination conditions are presented in Fig.  S11 . 
Measurement of focal length using Shack Hartmann WFS 150-7AR wavefront sensor for the test ultra-broadband MDL in the wavelength range 400-950 nm
The measurement follows a well-known procedure [6, 7] that calculates the focal length of a test lens using the radius of curvature (ROC) measured from the WFS and the recorded distance between the test lens and the WFS. This is expressed mathematically as follows:
