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We describe a quantum algorithm for preparing states that encode solutions of non-homogeneous
linear partial differential equations. The algorithm is a continuous-variable version of matrix in-
version: it efficiently inverts differential operators that are polynomials in the variables and their
partial derivatives. The output is a quantum state whose wavefunction is proportional to a specific
solution of the non-homogeneous differential equation, which can be measured to reveal features of
the solution. The algorithm consists of three stages: preparing fixed resource states in ancillary
systems, performing Hamiltonian simulation, and measuring the ancilla systems. The algorithm
can be carried out using standard methods for gate decompositions, but we improve this in two
ways. First, we show that for a wide class of differential operators, it is possible to derive exact
decompositions for the gates employed in Hamiltonian simulation. This avoids the need for costly
commutator approximations, reducing gate counts by orders of magnitude. Additionally, we employ
methods from machine learning to find explicit circuits that prepare the required resource states.
We conclude by studying an example application of the algorithm: solving Poisson’s equation in
electrostatics.
Introduction— Following the discovery of quantum al-
gorithms for factoring, database search, and universal
simulation of quantum systems [1–3], decades of work
have led to the uncovering of numerous quantum algo-
rithms capable of outperforming existing classical meth-
ods. Examples include quantum algorithms for algebraic
problems such as Pell’s equation and the Jones poly-
nomial [4–7], semi-definite programming [8, 9], machine
learning [10–12], and ordinary differential equations [13–
22]. Quantum computers also excel at solving linear sys-
tems of equations [23–27]. Here, given an N ×N sparse
matrix A and a vector b = (b1, . . . , bN ), the goal is to
find a vector x = (x1, . . . , xN ) satisfying the equation
Ax = b. Quantum algorithms for this problem take
as input the quantum state |b〉 = ∑Ni=1 bi |i〉 and ef-
ficiently perform matrix inversion to prepare the state
|x〉 = A−1 |b〉 encoding the solution of the linear system
of equations.
We study a continuous version of this problem where
the inputs are a function f(x) over RN and a differen-
tial operator A. In its most general form, A is expressed
as a function of the variables and their partial deriva-
tives: A = A(x1, . . . , xN ,
∂
∂x1
, . . . , ∂∂xN ). The task is to
find a function ψ(x) satisfying the linear partial differ-
ential equation Aψ(x) = f(x), which is said to be non-
homogeneous whenever f(x) 6= 0. In direct analogy to
the case of a linear system of equations, a specific solu-
tion to the non-homogeneous problem can be found by
obtaining the inverse operator A−1 and computing the
function ψ(x) = A−1f(x).
In this work, we present a quantum algorithm for find-
ing solutions to non-homogeneous linear partial differen-
tial equations. More specifically, we show how to solve
∗Electronic address: juanmiguel@xanadu.ai
equations of the form Aψ(x) = f(x), where A is a poly-
nomial in the variables and their partial derivatives. We
describe the algorithm in the continuous-variable (CV)
model of quantum computing [28, 29], but the algorithm
can be implemented in any model for universal quantum
computing. Similarly to quantum algorithms for linear
systems of equations, the algorithm takes as input a state
|f〉 encoding the non-homogeneous function and outputs
a state |ψ〉 whose wavefunction is proportional to a spe-
cific solution of the partial differential equation. In this
sense, the algorithm is a continuous-variable version of
the quantum algorithm for linear systems of equations.
For differential equations of fixed order, the runtime is
polynomial in the dimension – an exponential improve-
ment over the best known classical techniques for solving
partial differential equations.
The algorithm consists of three stages: preparing fixed
resource states in ancillary systems, performing Hamil-
tonian simulation, and measuring the ancilla systems.
Although the algorithm can be carried out using stan-
dard methods for gate decompositions, we improve on
this in two ways. First, for several cases of interest, we
introduce exact decomposition formulas that circumvent
the use of commutator approximations for Hamiltonian
simulation, leading to shorter circuits by orders of mag-
nitude. Additionally, based on recent results on state
preparation using quantum neural networks [30, 31], we
show how short-depth quantum circuits can be directly
optimized to prepare required resource states with high
fidelity Finally, we validate the performance of the al-
gorithm through numerical simulations by studying an
example application: solving Poisson’s equation in elec-
trostatics.
Quantum algorithm— The algorithm takes as inputs
(i) a classical description of a linear differential operator
A and (ii) a quantum state |f〉 of N registers with wave-
function 〈x|f〉 = f(x), where |x〉 = |x1〉 . . . |xN 〉. For
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2definiteness, we consider the registers to be modes of the
quantized electromagnetic field with associated position
Xˆ and momentum Pˆ quadrature operators. This choice
is for convenience: the algorithm can in principle be car-
ried out in any physical model of quantum computing.
The quadrature operators Xˆk and Pˆk acting on mode
k can be defined in terms of their action on an arbi-
trary state: Xˆk
∫
dxnψ(x) |x〉 = ∫ dxNxkψ(x) |x〉 and
Pˆk
∫
dxNψ(x) |x〉 = − i2
∫
dxN ∂∂xkψ(x) |x〉 for all k =
1, . . . , N , where we have set ~ = 1/2. Note that the
action of the momentum operator is equivalent to dif-
ferentiation with respect to position. More generally, a
linear differential operator A can be equivalently cast as
an operator Aˆ on the Hilbert space of an N -mode quan-
tum system. The operator Aˆ is then a polynomial of the
position and momentum operators. We focus on Her-
mitian operators, in which case Aˆ can be viewed as a
Hamiltonian for the N -mode system.
We follow the Fourier decomposition technique of
Ref. [26]. Let g(x) be an odd function satisfying∫∞
0
g(x)dx = 1. It holds that a−1 =
∫∞
0
g(ax)dx for a 6=
0. Choosing g(x) = xe−x
2/2 and writing g(x) in terms of
its Fourier transform g(x) = i√
2pi
∫∞
−∞ dy ye
−y2/2eixy we
have
a−1 =
i√
2pi
∫ ∞
−∞
dxΘ(x)
∫ ∞
−∞
dy ye−y
2/2e−iaxy, (1)
where Θ(x) is the Heaviside step function. Let {|a〉}
be the eigenbasis of Aˆ with corresponding eigenvalues
a ∈ R. Since Aˆ−1 and e−iAˆxy are both diagonal in the
basis {|a〉}, Eq. (1) implies that Aˆ−1 can be expressed
as
Aˆ−1 =
i√
2pi
∫ ∞
−∞
dxdyΘ(x) ye−y
2/2e−iAˆxy. (2)
To implement the action of Aˆ−1 on a target state |f〉,
consider the unnormalized two-mode resource state
|s〉 |1〉 :=
∫ ∞
−∞
dxΘ(x) |x〉
∫ ∞
−∞
i√
2pi
dy ye−y
2/2 |y〉 . (3)
We refer to the state |s〉 as a step function state. In
its current form, |s〉 is unnormalizable, but as we discuss
shortly, this can be remedied by employing a step func-
tion of finite length. Additionally, we recognize ye−y
2/2
as the unnormalized wavefunction of a single photon and
consequently |1〉 as a single-photon state up to a global
phase and normalization.
Given an input state |f〉, the algorithm starts by
preparing the resource states of Eq. (3). A global uni-
tary e−iAˆXˆYˆ is subsequently applied to all systems, where
Xˆ and Yˆ are respectively the position operators of the
two resource modes. This transformation is equivalent
to performing evolution under a Hamiltonian Hˆ = AˆXˆYˆ
for unit time. The result is the output state
|Ψ〉 = i√
2pi
∫ ∞
−∞
dxdyΘ(x) ye−y
2/2e−iAˆxy |f〉 |x〉 |y〉 .
(4)
QCircuit
|s〉
e−iAˆXˆYˆ
p 0
|1〉 p 0
|f〉 Aˆ−1 |f〉
FIG. 1: Schematic representation of the quantum algorithm.
The state |f〉 is given as input. Two resource states are pre-
pared: a single photon |1〉 and a step function state |s〉. A
global unitary e−iAˆXˆYˆ is applied to all three systems, which is
equivalent to evolution under the Hamiltonian AˆXˆYˆ for unit
time. This is followed by a homodyne momentum measure-
ment on the resource modes. Post-selecting on the outcome
p = 0 on both modes yields the desired output state Aˆ−1 |f〉.
Performing a momentum homodyne measurement on
both resource modes and post-selecting on observing the
outcome p = 0 on both modes, i.e., projecting onto the
state |0px〉
∣∣0py〉, yields(
1⊗ |0px〉 〈0px | ⊗
∣∣0py〉 〈0py ∣∣) |Ψ〉 = Aˆ−1 |ψ〉 |0px〉 |0pz 〉 .
(5)
The output is thus the desired state |ψ〉 = Aˆ−1 |f〉 with
wavefunction ψ(x) = A−1f(x) up to normalization. The
algorithm is depicted in Fig. 1.
An ideal step function state is unphysical since its
wavefunction is not square-integrable. Instead, we con-
sider a step function state of finite width L: |sL〉 =
1√
L
∫ L
0
dx |x〉. Similarly, homodyne measurements have
finite precision, whose effect on the resulting output
state must be taken into account. We model this
finite-precision measurement as a projection onto finitely
squeezed states |∆〉 = 1
pi1/4
√
∆
∫
dp e−p
2/2∆2 |p〉, where ∆
is the measurement precision. The effect of a finite-width
step function and finite measurement precision is that,
instead of Aˆ−1, the operator applied to the input state
|f〉 is the operator Aˆ−1approx, which is an approximation to
Aˆ−1. The action of this operator can be best understood
in terms of its action on an eigenstate |a〉 of Aˆ. As shown
in the Appendix, the result is
Aˆ−1approx |a〉 =
2a
√
pi∆(1− e−L2(a2+∆2+∆4)/2(1+∆2))√
1 + ∆2(a2 + ∆2 + ∆4)
|a〉
= 2
√
pi∆F (a) |a〉 . (6)
Here we have implicitly defined the function F (a), which
is an approximation to a−1. In the limit of ∆ → 0,
the effect of a finite-width step function is to introduce
a correction (1 − eL2a2/2) that is only relevant for small
values of a. The relationship between F (a) and a−1 is
illustrated in Fig. 2 for L = 7 and ∆ = 0.1. Despite these
being considerable deviations from the ideal case of L =
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FIG. 2: The function a−1 (solid green) and the approximation
F (a) (dashed red) for L = 7 and ∆ = 0.1. The inset shows
a close-up of the two functions for larger values of a. The
approximation is excellent except for small values of a.
∞ and ∆ = 0, the approximation is excellent except for
small values of a. Finally, note that the action of Aˆ−1approx
on |f〉 introduces an overall constant factor 2√pi∆ and
therefore the probability of projecting onto the desired
output state satisfies ‖Aˆ−1approx |f〉 ‖2 = O(∆2).
Hamiltonian simulation— The goal of Hamiltonian
simulation is to find a quantum circuit that performs the
transformation eiHˆt for some Hamiltonian Hˆ and time
t > 0. The circuit is specified in terms of a universal gate
set, which in this work we take to be the set
{eipi2 (Xˆ2+Pˆ 2), eit1Xˆ , eit2Xˆ2 , eit3Xˆ3 , eiτXˆ1⊗Xˆ2}, (7)
where t1, t2, t3 and τ are adjustable real parameters. The
Fourier transform gate Fˆ := ei
pi
2 (Xˆ
2+Pˆ 2) has the effect of
mapping between the quadrature operators: Fˆ †XˆFˆ =
−Pˆ and Fˆ †Pˆ Fˆ = Xˆ. The standard approach for per-
forming Hamiltonian simulation is to employ a Trotter-
Suzuki decomposition [32–35] to express the transforma-
tion eitHˆ = eit
∑M
j=1 Hˆj in terms of the product
eitHˆ =
M∏
j=1
(
ei
t
K Hˆj
)K
+O(t2/K). (8)
Following this, a sequence of commutator approximations
are typically employed to decompose each term ei
t
K Hˆj
into elements from the universal set [36]. We focus on
the case where the Hamiltonian Aˆ can be expressed as
Aˆ = λ1+
N∑
j=1
ajXˆj + bjPˆj + αjXˆ
2
j + βjPˆ
2
j , (9)
where λ, aj , bj , αj , and βj are real constants. This form
encompasses a large class of differential operators, in-
cluding for instance those defining Poisson’s equation,
the heat equation, and the wave equation.
In the quantum algorithm, we perform evolution un-
der the Hamiltonian AˆXˆYˆ for unit time. When Aˆ is of
the form of Eq. (9), after performing a Trotter-Suzuki
decomposition as in Eq. (8), each term in the product
will correspond – up to Fourier transforms exchanging Xˆ
and Pˆ – to unitaries of the form eitXˆjXˆk , eitXˆjXˆkXˆl or
eitXˆ
2
j XˆkXˆl , where the subindices denote which mode the
operators act on. We now show how exact decomposi-
tions can be found for each of these transformations.
First, note that the transformation eitXˆjXˆk is already
part of the universal set. For the unitary eitXˆjXˆkXˆl , it can
be shown (see Appendix for details) that the following
exact decomposition holds:
ei2tXˆjXˆkXˆl = ei2PˆjXˆkei2PˆjXˆle
it
3 Xˆ
3
j e−i2PˆjXˆle−i2PˆjXˆk
ei2PˆkXˆle
−it
3 Xˆ
3
ke−i2PˆkXˆlei2PˆlXˆje
−it
3 Xˆ
3
l e−i2PˆlXˆj
ei2PˆjXˆke
−it
3 Xˆ
3
j e−i2PˆjXˆke
it
3 Xˆ
3
j e
it
3 Xˆ
3
ke
it
3 Xˆ
3
l . (10)
Note that gates of the form e−i2PˆjXˆk are equivalent to
a controlled-phase gate up to Fourier transforms on the
first mode. Finally, as shown in the Appendix, for the
gate eitXˆ
2
j XˆkXˆl , it is possible to derive an exact decom-
position
ei6tXˆ
2
j XˆkXˆl = ei2PˆkXˆlei2PˆkXˆ
2
j eitXˆ
3
ke−i2PˆkXˆ
2
j e−i2PˆkXˆl
ei2PˆkXˆ
2
j e−itXˆ
3
ke−i2PˆkXˆ
2
j ei2PˆkXˆle−itXˆ
3
ke−i2PˆkXˆl
ei2PˆlXˆ
2
j e−itXˆ
3
l e−i2PˆlXˆ
2
j eitXˆ
3
keitXˆ
6
j eitXˆ
3
l . (11)
Here, unitaries of the form ei2PˆkXˆ
2
j and eitXˆ
6
j are not part
of the universal set, but exact decompositions can also be
derived for them (see Appendix for details). Just which
polynomials functions of the quadrature operators are
susceptible to such exact decompositions is an interesting
open question. The resulting exact decomposition for
the gate eitXˆ
2
j XˆkXˆl contains 873 gates from the universal
set. It is important to contrast this with the commutator
approximation method [36], which requires 28 gates to
decompose eitXˆ
2
j XˆkXˆl , but for a precision of 10−3, it needs
about 106 repetitions for a total of roughly 107 gates.
For any sparse Hamiltonian that is a polynomial of
constant degree over the quadrature operators, universal
simulation theorems [28, 29] state that poly(N) time is
required to perform Hamiltonian simulation and there-
fore to run our quantum algorithm for partial differential
equations. This is an exponential improvement over clas-
sical algorithms for solving PDEs, which scale exponen-
tially with dimension [37–39]. The runtime of Hamilto-
nian simulation also scales polynomially on the operator
norm ‖Aˆ‖∞ [3], so care must be taken to ensure that this
norm is well-behaved over the support of the input state
|f〉.
Resource state preparation— We employ results from
Refs. [30, 31] to find circuits for preparing the single pho-
ton and step function resource states required in the al-
gorithm. The strategy is to optimize a quantum neural
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FIG. 3: (Top) Wavefunctions of the target step function state
with cutoff d = 41 and width L = 7. (Bottom) The state pre-
pared by the quantum neural network, with fidelity of 99.36%
to the target state. The network consists of 30 layers for a
total of 150 gates.
network which takes a single-mode vacuum state as input
and prepares a desired target state as output. A layer L
of the quantum neural network is composed of the se-
quence of gates [30]: L := K(κ)D(α)R(φ2)S(r, θ)R(φ1)
where R(θ) is a rotation gate, D(α) is a displacement
gate, S(r) is a squeezing gate, and K(κ) is a Kerr
gate. The rotation, squeezing, and displacement gates
are Gaussian and can be straightforwardly decomposed
in terms of the universal set of Eq. (7). The Kerr gate
can be decomposed using results from [36].
We perform optimization of the gate parameters by
employing the TensorFlow [40] backend of the Strawberry
Fields software platform for photonic quantum comput-
ing [41]. This approach has been pursued in Ref. [31],
where it was shown that a single photon state can be
prepared using a quantum neural network of eight lay-
ers, i.e., 40 gates, with fidelity 99.998%. For the tar-
get step function state, we consider the truncated state
|sL〉 = 1√L
∫ L
0
dx |x〉 = ∑∞n=0 cn,L |n〉, where |n〉 is the
Fock state of n photons and cn,L = 〈n|sL〉. For numerical
simulations, we introduce a cutoff dimension d, yielding
the truncated state |sd,L〉 =
∑d
n=0 cn,L |n〉. As an exam-
ple, we set a width of L = 7 and a cutoff d = 41, fix-
ing a quantum neural network with 30 layers (150 gates)
to prepare this state. The result is a network that can
prepare a state with 99.36% fidelity to the target state
|s41,7〉. This is shown in Fig. 3, where we plot the wave-
function of both states.
Example: Poisson’s equation— Poisson’s equation is
the non-homogeneous partial differential equation
∇2ψ(x) =
n∑
i=1
∂2ψ(x)
∂x2i
= f(x), (12)
which has applications across several areas of physics
and engineering. Here we consider its relevance to elec-
trostatics, where it establishes a relationship between a
charge distribution ρ(x) and the electric potential φ(x),
namely ∇2φ(x) = −ρ(x)ε , where ε is the permittivity of
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FIG. 4: (Top) Charge distribution ρ(x, y) = xye−
x2
2 e−
y2
2 .
The top-right and bottom-left quadrants are regions of pos-
itive charge while the remaining quadrants are negatively
charged. (Bottom) Electric field lines reconstructed from the
output state of the quantum algorithm. There are regions of
zero electric field in each quadrant that arise from interfering
contributions of the charge clouds surrounding these points.
The electric field is also zero at the origin, as expected from
the symmetry of the charge distribution.
the medium, whose value we fix to ε = 1. To apply
our quantum algorithm to this problem, note that un-
der the convention ~ = 1/2, it holds that ∂
2
∂x2i
= −4Pˆ 2
and thus we can set Aˆ = −4∑ni=1 Pˆ 2i . We consider a
two-dimensional problem where the charge distribution
is given by ρ(x, y) = xye−
x2
2 e−
y2
2 , as shown in Fig. 4.
This charge distribution is equivalent, up to normaliza-
tion, to the wavefunction of the two-mode input state
|f〉 = |1〉 |1〉 consisting of a single photon in each mode.
We compute the output state by constructing the oper-
ator Aˆ−1approx as in Eq. (6) with L = 7 and ∆ = 0.1, then
applying it to the input state |f〉. The wavefunction of
the output state is proportional to the electric poten-
tial φ(x, y), which can be used to compute the electric
field ~E(x, y) = −∇φ(x, y). To illustrate the validity of
the solution, the charge distribution and the electric field
are shown in Fig. 4, showing the capability of the algo-
rithm to reproduce the desired solution. In a physical
implementation of the algorithm, repeated quadrature
measurements of the output state would reveal regions
of large electrostatic potential.
Conclusion— We have presented a quantum algorithm
for preparing quantum states that encode the solution
to non-homogeneous linear partial differential equations.
The algorithm is a continuous-variable version of the
quantum algorithm for linear systems of equations. For
differential operators of fixed degree, the runtime is poly-
nomial in the dimension N . This is an exponential im-
provement compared to classical algorithms that com-
pute the full solution of partial differential equations.
However, there are important differences between this
quantum algorithm and classical approaches: the quan-
tum algorithm assumes that the input state |f〉 encoding
the non-homogeneous term of the equation can be effi-
ciently prepared and the output is not an explicit speci-
fication of the solution, but instead a state whose wave-
function is proportional to the solution. It is crucial to
5identify applications where input states can be efficiently
prepared and where sampling from the output state – for
example to compute expectation values – is enough for
the task at hand.
Finally, the quantum algorithm provides a specific so-
lution to the non-homogeneous equation, but to solve
general boundary problems it is necessary to also incor-
porate solutions to the homogeneous equation. Typically,
solving the homogeneous equation is less challenging, so
in principle the quantum algorithm can be combined with
classical methods for solving homogeneous equations to
provide full solutions to boundary problems. Future work
can focus on finding fully quantum algorithms for bound-
ary problems as well as extending the techniques here
presented to more general differential operators.
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Appendix A: Quantum algorithm
In the ideal case, the result of the algorithm is the
output state
|Ψ〉 = i√
2pi
∫ ∞
−∞
dxdyΘ(x) ye−y
2/2e−iAˆxy |f〉 |x〉 |y〉 .
(A1)
Performing a momentum homodyne measurement on
both resource modes and post-selecting on observing the
outcome p = 0 on both modes, i.e., projecting onto the
state |0px〉
∣∣0py〉, yields(
1⊗ |0px〉
〈
0py
∣∣⊗ |0px〉 〈0py ∣∣) |Ψ〉
=
(
i√
2pi
∫ ∞
−∞
dxdyΘ(x) ye−y
2/2e−iAˆxy |f〉
)
|0px〉
∣∣0py〉
=
(
Aˆ−1 |f〉
)
|0px〉 |0pz 〉 (A2)
= |ψ〉 |0px〉 |0pz 〉 , (A3)
where we have used the relation 〈0px |x〉 = 〈0py |y〉 = 1.
1. Step function state
An ideal step function state is not square-integrable.
Instead, we consider a step function state of finite width
L given by
|sL〉 = 1√
L
∫ L
0
dx |x〉 . (A4)
The result of employing this state in the algorithm is an
output state
|ψ〉 = i√
2pi
∫ L
0
dx
∫ ∞
−∞
dy ye−y
2/2e−iAˆxy |f〉 . (A5)
In this case, instead of the ideal inverse operator Aˆ−1, the
operator being applied to |f〉 is a truncated Fourier de-
composition of Aˆ−1. Here and henceforth we use Aˆ−1approx
to denote any approximation to the ideal inverse opera-
tor.
The effect of a finite width is best understood by con-
sidering the action of Aˆ−1approx on an eigenstate |a〉:
Aˆ−1approx |a〉 =
i√
2pi
∫ L
0
dx
∫ ∞
−∞
dy ye−y
2/2e−iAˆxy |a〉
=
i√
2pi
∫ L
0
dx
∫ ∞
−∞
dy ye−y
2/2e−iaxy |a〉
=
(
1
a
− e
−a2L2
a
)
|a〉 . (A6)
The effect of a truncated step function is an exponen-
tially small correction from the ideal result a−1 |a〉. The
correction is only significant for small eigenvalues such
that a . 1/L, i.e., the value of L determines the smallest
eigenvalue a for which the approximation is adequate.
Even a step function of finite width is an idealization
since it is not continuous at either x = 0 or x = L: any
physical wavefunction will exhibit a smooth transition
around these points. The effect of this finite rise time
can be modeled by approximating the ideal step func-
tion in terms of a continuous function. Here we consider
the error function 12 (1 + erf[kx]) as an approximate step
function, where the approximation improves with larger
k > 0. We then have
Aˆ−1approx |a〉
=
i√
8pi
∫ ∞
0
dx(1 + erf[kx])
∫ ∞
−∞
dy ye−y
2/2e−iAˆxy |a〉
=
1
a
 √2√
2 + a
2
k2
 |a〉 = 1
a
[
1− a
2
2k2
+O
(
a4
k4
)]
|a〉 .
(A7)
This induces another correction from the ideal scenario,
but in this case the effect is significant only for large
eigenvalues a such that a & k. Thus, approximations to
an ideal step function state lead to deviations that are
relevant only for very small or very large eigenvalues.
2. Finite measurement precision
Homodyne measurements have finite precision, whose
effect on the resulting output state must be taken into
account. We model this finite-precision measurement
6as a projection onto finitely squeezed states, as op-
posed to momentum eigenstates which are infinitely
squeezed. The state corresponding to the p = 0 out-
come of a homodyne measurement with precision ∆ is
|∆〉 = 1
pi1/4
√
∆
∫
dp e−p
2/2∆2 |p〉. The resulting output
state is given by
(1⊗ |∆〉 〈∆| ⊗ |∆〉 〈∆|) |Ψ〉
=
i√
2pi
∫ ∞
0
dx
∫ ∞
−∞
dy ye−y
2/2e−iAˆxyg(x, y) |f〉 |∆〉 |∆〉
=
(
Aˆ−1approx |f〉
)
|∆〉 |∆〉 (A8)
where
g(x, y,∆) =
1√
pi∆
∫ ∞
−∞
dp dq e−p
2/2∆2−ipxe−q
2/2∆2−iqy
= e−(x
2+y2)∆2/2. (A9)
As before, the approximation of the inverse operator is
best expressed in terms of its action on the eigenstate |a〉:
Aˆ−1approx |a〉
=
i√
2pi
∫ ∞
0
dx
∫ ∞
−∞
dy ye−y
2/2e−iAˆxyg(x, y,∆) |a〉
=
2a
√
pi∆√
1 + ∆2(a2 + ∆2 + ∆4)
|a〉
=
[
2
√
pi∆
a
+O
(
∆3
a3
)]
|a〉 . (A10)
Up to normalization, this state is equal to the desired
state a−1 |a〉 except for a correction O(∆3/a3) that is
only relevant when a . ∆.
Comparing to Eq. (A6), the dominant error for small
values of a arises from the finite width of the step func-
tion state, whose effect is exponential in a for a . 1/L.
Thus, the algorithm can tolerate relatively large values
of the measurement precision ∆ without significant con-
sequences.
By expressing the state |f〉 in terms of the eigenbasis
{|a〉} of Aˆ, we note that the action of Aˆ−1approx on |f〉 intro-
duces an overall constant factor 2
√
pi∆ and therefore the
probability of projecting onto the desired output state
of Eq. (A8) satisfies ‖Aˆ−1approx |f〉 ‖2 = O(∆2). There is
thus a tradeoff between the probability of observing the
desired outcome and the resulting perturbation of the
output state. As discussed before, the correction from
the finite measurement precision is less significant than
the one due to a finite width of the step function. This
makes it possible to select relatively large values of the
precision ∆, leading to a higher probability of observing
the desired outcome.
Combining the effects of a finite-width step function
and a finite-precision measurement leads to an approxi-
mation
Aˆ−1approx |a〉
=
i√
2pi
∫ L
0
dx
∫ ∞
−∞
dy ye−y
2/2e−iAˆxyg(x, y,∆) |a〉
=
2a
√
pi∆(1− eL2(a2+∆2+∆4)/2(1+∆2))√
1 + ∆2(a2 + ∆2 + ∆4)
|a〉
= 2
√
pi∆F (a) |a〉 , (A11)
where we have implicitly defined the function F (a), which
is an approximation to a−1.
Appendix B: Exact Decompositions
We use the convention [Xˆ, Pˆ ] = i/2 and begin with the
decomposition below:
ei2δXˆjXˆkXˆl = ei2PˆjXˆkei2PˆjXˆle
iδ
3 Xˆ
3
j e−i2PˆjXˆle−i2PˆjXˆkei2PˆkXˆle
−iδ
3 Xˆ
3
ke−i2PˆkXˆl
ei2PˆlXˆje
−iδ
3 Xˆ
3
l e−i2PˆlXˆjei2PˆjXˆke
−iδ
3 Xˆ
3
j e−i2PˆjXˆke
iδ
3 Xˆ
3
j e
iδ
3 Xˆ
3
ke
iδ
3 Xˆ
3
l . (B1)
This equation can be best understood by looking at the
right-hand and building each term in sequence. To begin,
note that the first four cubic operators in the decompo-
sition are surrounded by operators of the form ei2PˆjXˆk
which can be expanded with unitary conjugation:
ei2PˆjXˆkeiδXˆ
3
j e−i2PˆjXˆk = eiδ(Xˆj+Xˆk)
3
. (B2)
The first one in mode j is translated by the k and l
modes, leading to an exponent
(
Xˆj + Xˆk + Xˆl
)3
. Sim-
ilarly, the other three cubic gates lead to the exponents(
Xˆk + Xˆl
)3
,
(
Xˆl + Xˆj
)3
, and
(
Xˆj + Xˆk
)3
. Expanding
these polynomials gives a series of operators which can
be simplified to give the cubic gate on the left hand side.
The second decomposition, from Eq. (11) is:
7ei6δXˆ
2
j XˆkXˆl = ei2PˆkXˆlei2PˆkXˆ
2
j eiδXˆ
3
ke−i2PˆkXˆ
2
j e−i2PˆkXˆlei2PˆkXˆ
2
j e−iδXˆ
3
ke−i2PˆkXˆ
2
j ei2PˆkXˆle−iδXˆ
3
ke−i2PˆkXˆl
ei2PˆlXˆ
2
j e−iδXˆ
3
l e−i2PˆlXˆ
2
j eiδXˆ
3
keiδXˆ
6
j eiδXˆ
3
l . (B3)
For this decomposition we follow the same procedure as
above but now use operations ei2PˆkXˆ
2
j and eiδXˆ
6
j which
are not in the universal set. For these, we require the
decompositions
ei3α
2kPˆkXˆ
2
j = eikPˆ
3
k e−iαXˆjXˆke−ikPˆ
3
k e−i2αXˆjXˆkeikPˆ
3
k
eiαXˆjXˆke−ikPˆ
3
k ei2αXˆjXˆkeiα
3k 34 Xˆ
3
j , (B4)
and
eiδXˆ
6
j = ei2PˆkXˆ
3
j eiδXˆ
2
ke−i2PˆkXˆ
3
j e−iδXˆ
2
ke−i2δXˆkXˆ
3
j . (B5)
This final equation also requires a decomposition for the
terms of the form ei2PˆkXˆ
3
j (up to Fourier transform in the
second mode). This can be achieved via the expression
e2iα
2PˆkXˆ
3
j = e−iαXˆ
2
j Pˆ
2
k e−2iαXˆjXˆkeiαXˆ
2
j Pˆ
2
k
e2iαXˆjXˆke−2iα
3Xˆ4j , (B6)
that requires the further decompositions
eiαXˆ
2
j Xˆ
2
k = ei2PˆjXˆkei
α
12 Xˆ
4
j e−i4PˆjXˆkei
α
12 Xˆ
4
j ei2PˆjXˆk
e−i
α
6 Xˆ
4
j e−i
α
6 Xˆ
4
k (B7)
as well as
eiαXˆ
4
k = e2iPˆjXˆ
2
keiαXˆ
2
j e−2iPˆjXˆ
2
ke−iαXˆ
2
j e−2iαXˆjXˆ
2
k . (B8)
The total gate count for Eq. (B3) in terms of universal
gates is 873, but it is exact. If we wish to express all
operations in terms of Xˆ operators only, we can use uni-
tary conjugation with the Fourier transform gate. This
will bring the total number of gates from the universal
set to 1,749. On the other hand, the standard commuta-
tor approximation method requires about 28 gates, but
for a precision of 10−3 will need 106 repetitions for a to-
tal of roughly 2.8 × 107 gates to decompose the original
operation.
Appendix C: Resource state preparation
For the step function state, we consider the finite width
state |sL〉 of Eq. (A4) as the target state, which can be ex-
pressed in terms of the Fock basis as |sL〉 =
∑∞
n=0 cn,L |n〉
for appropriate coefficients {cn,L}. For numerical simu-
lations, it is convenient to express quantum states in the
Fock basis, which requires a cutoff dimension d to be in-
troduced. In this case the target state to be prepared
0 1 2 3 4 5
a
0
1
2
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4
5
G
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)
FIG. 5: The function a−1 (solid green) and the approximation
G(a) (dashed red) arising from the use of the step function
state prepared by the quantum neural network.
is
|sd,L〉 = 1N
d∑
n=0
cn,L |n〉
=
1
N
d∑
n=0
cn,L
∫
dxψn(x) |x〉 , (C1)
where N = ∑dn=0 |cn,L|2 is a normalization constant and
ψn(x) is the wavefunction of the n-photon Fock state.
In principle, a good approximation to the ideal step
function state can be obtained by selecting a sufficiently
large cutoff dimension, but this leads to an expensive
overhead in the simulation of the quantum circuits. As an
example, we consider the step function state of width L =
7 and cutoff d = 41 and fix a quantum neural network
with 30 layers (150 gates) to prepare this state. The
result is a network that can prepare a state with 99.36%
fidelity to the target state |s41,7〉.
As in section A, we evaluate the resulting approxima-
tion to the inverse operator Aˆ−1 by computing the func-
tion
G(a) =
i√
2pi
∫ ∞
−∞
dx
d∑
n=0
γnψn(x)
∫ ∞
−∞
dy ye−y
2/2e−iaxy,
(C2)
where Ψp(x) =
∑d
n=0 γnψn(x) is the wavefunction of the
state |sp〉 =
∑d
n=0 γn |n〉 prepared by the network. As
shown in Fig. 5, G(a) is also an approximation to the
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FIG. 6: (Top) Function f(x) = sin(ωx)e−x
2/(2σ2) (solid
green) with ω = 5 and σ = 1.8. The wavefunction of the out-
put state of the algorithm is also shown (dashed red). (Bot-
tom) Function f(x) = sin(ωx)e−x
2/(2σ2) with ω = 5 (solid
green) and its integral (dashed red), which can be computed
analytically. The wavefunction of the output state of the al-
gorithm is almost identical to integral, as desired. In both
cases we consider an approximate inverse operator Aˆ−1approx
with parameters L = 7 and ∆ = 0.1, demonstrating that the
effect of a finite-width step function state and finite measure-
ment precision do not significantly affect the correctness of
the algorithm.
ideal case a−1. However, here the approximation deviates
more significantly from the ideal case for large values of
a. As discussed previously, this can be understood from
the fact that the wavefunction of the output state is itself
an approximation of an ideal step function state of finite
width.
Appendix D: Example – One-dimensional
integration
The simplest non-homogeneous differential equation is
the one-dimensional equation Aψ(x) := dψ(x)dt = f(x). A
solution to the equation is
A−1f(x) =
∫
dx f(x), (D1)
i.e., the solution is the indefinite integral of f(x). To
apply the quantum algorithm to this problem we set Aˆ =
Pˆ , in which case the output of the algorithm is the state
|ψ〉 = Pˆ−1 |f〉 whose wavefunction is proportional to
ψ(x) = 2i
∫
dx f(x). (D2)
This is equal to the desired solution up to a global
phase. In short, the quantum algorithm performs one-
dimensional integration. To calculate the output state of
the algorithm, we numerically compute the operator
Aˆ−1approx =
i√
2pi
∫ L
0
dx
∫ ∞
−∞
dy ye−y
2/2e−iAˆxyg(x, y,∆)
(D3)
as in Eq. (A11) and consequently calculate Aˆ−1approx |f〉.
This computation is performed by expressing Pˆ in the
Fock basis, truncating to a finite photon number, and
approximating the integral by a Riemann sum. The op-
erator Aˆ−1approx includes the effects of a finite-width step
function state and limited precision measurement, but
not of approximations to the step function state. We
choose f(x) = sin(ωx)e−x
2/(2σ2) as the function to inte-
grate. The corresponding input state |f〉 = ∑n cn |n〉
can be obtained by computing the coefficients cn =∫∞
−∞ dxf(x)ψn(x), where ψn(x) is the wavefunction of
the Fock state with n photons.
The results are shown in Fig. 6 where we plot f(x) =
sin(ωx)e−x
2/(2σ2) and the wavefunction of the output
state. The output wavefunction closely reproduces the
integral of f(x), even when considering a finite-width step
function state with parameter L = 7 and measurements
with finite precision ∆ = 0.1.
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