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Abstract
The number of wireless devices is predicted to skyrocket from about 5 billion in 2015 to
25 billion by 2020. Therefore, traffic volume demand is envisioned to explode in the very
near future. The proposed fifth generation (5G) of mobile networks is expected to be a
mixture of network components with different sizes, transmit powers, back-haul connections
and radio access technologies. While there are many interesting problems within the 5G
framework, we address the challenges of energy-related management in a heterogeneous 5G
networks. Based on the 5G architecture, in this dissertation, we present some fundamental
methodologies to analyze and improve the energy efficiency of 5G network components using
mathematical tools from optimization, control theory and stochastic geometry.
Specifically, the main contributions of this research include:
• We design power-saving modes in small cells to maximize energy efficiency. We first
derive performance metrics for heterogeneous cellular networks with sleep modes based
on stochastic geometry. Then we quantify the energy efficiency and maximize it with
quality-of-service constraint based on an analytical model. We also develop a simple
sleep strategy to further improve the energy efficiency according to traffic conditions.
• We conduct a techno-economic analysis of heterogeneous cellular networks powered
by both on-grid electricity and renewable energy. We propose a scheme to minimize
the electricity cost based on a real-time pricing model.
• We provide a framework to uncover desirable system design parameters that offer the
best gains in terms of ergodic capacity and average achievable throughput for device-
to-device underlay cellular networks. We also suggest a two-phase scheme to optimize
the ergodic capacity while minimizing the total power consumption.
• We investigate the modeling and analysis of simultaneous information and energy
transfer in Internet of things and evaluate both transmission outage probability and
power outage probability. Then we try to balance the trade-off between the outage
performances by careful design of the power splitting ratio.
This research provides valuable insights related to the trade-offs between energy-conservation
and system performance in 5G networks. Theoretical and simulation results help verify the
performance of the proposed algorithms.
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Chapter 1
Introduction
1.1 What is 5G?
When people ask what 5G is, perhaps the only thing we can say with certainty is: it is the
5th generation of mobile networks. This answer may not provide much information, but un-
til around 2020 (the expected time of 5G roll out to meet business and consumer demands
[1]), it is too early to define 5G with any certainty. The good news is, we can describe
what people are looking for in 5G [2]: to connect the entire world and achieve seamless and
ubiquitous communication between people and people (anybody), between people and ma-
chine, or between machine and machine (anything), wherever they are (anywhere), whenever
they need (anytime), by whatever electronic devices/services/networks they wish (anyhow).
This includes but is not limited to: 1000 times the system capacity, 10 times the spectral
efficiency, 10 times the end-user data rate, and 25 times the average cell throughput, all
relative to 4G LTE.
To achieve these goals, a general consensus among organizations, governments, academia
and industries is that 5G may require integration of several techniques, scenarios and use
cases rather than the invention of a new single radio access technology. As is shown in
Fig. 1.1, 5G wireless networks are expected to be a mixture of network tiers with different
1
sizes, transmit power, back-haul connections and radio access technologies. Based on this
architectural enhancement, in this dissertation, we wish to explore some promising energy-
related technologies that can be deployed to meet 5G requirements.
Figure 1.1: A view of 5G networks
1.2 Challenges
To support all the requirements outlined in Section 1.1, the densification and expansion of
5G networks will pose new challenges related to energy efficiency. With a predicted wireless
data explosion [2], the total energy consumption may easily climb to an unacceptable level.
Therefore, the network energy efficiency of the communication - typically measured in either
Joules/bit or bits/Joule - will need a several-order-of-magnitude increase to at least maintain
the power consumption. In this section, we present some research issues related to power-
saving techniques to improve energy efficiency of 5G networks.
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• Base Station Energy Efficiency: According to the analysis of DOCOMO [3], a Japanese
operator, 75 − 80% of the energy consumption is at the level of base station (BS).
So the center of attention of cellular network operators is at the BSs. The energy
consumption of a typical BS can be reduced by improving the BS hardware design and
by including additional software and system features to balance energy consumption
and performance. In order to improve hardware design of a BS for energy consumption,
we need to address the energy efficiency of the power amplifier (PA) (which dominates
the energy consumption of a BS) as given by,
ηPA =
P PAout
P PAin
. (1.1)
Traditional PAs have an efficiency of only about 15% [4]. The excessive energy is
transformed into heat. That is, the biggest part of the total energy budget is actually
consumed by the hardware (e.g., coolers and circuit energy consumption)
Therefore, the ability to shut down infrastructure nodes (or parts of them) or to adapt
the transmission strategy according to the traffic will therefore become an important
design aspect of energy-efficient wireless architectures [5, 6]. The modeling, optimiza-
tion and operation of such systems are highly nontrivial.
• Renewable Energy Management: Renewable energy can be obtained from multiple
sources, such as wind, solar, hydro-power, geothermal, and biomass. Recently, renew-
able energy has been introduced as a promising solution to reduce the “non-green”
energy consumption of cellular networks. Nevertheless, the use of renewable energy
also introduces some technical challenges. The first challenge encountered is their
variability. For example, in the case of solar energy, the harvested amount is highly
affected by weather and day-night cycle. A second challenge is that the typical power
density of renewable power sources is significantly smaller than that of BS loads.
As a result, energy harvesting BSs are mostly also powered by on-grid power. The
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smart management for cost reduction of cellular networks with hybrid energy supply
and variable electricity price has attracted interest from both academia and indus-
try. Also, the feasibility study of low-power wireless nodes (e.g., sensors, actuators)
powered solely by renewable energy is an open problem.
• Energy-Aware Device-to-Device Network Planning: Device-to-Device (D2D) commu-
nication refers to direct communication of cellular users in proximity without going
through BSs. 5G networks is likely to incorporate D2D communication as an underlay
to improve energy efficiency and meet the growing demand for high data rates. Due
to the proximity of devices, gains can be expected in terms of higher data rates at
low energy consumption and small latency. However, it is challenging to decide when
D2D communication is appropriate and then to design an appropriate protocol. The
key to efficient operation in this scenario lies in the coordination of interference and
finding an optimal trade-off between cellular and D2D communication.
• Energy Limitations in Internet of things: The Internet of Things (IoT), which adds
“anything” as an additional dimension to connectivity (in addition to anywhere and
anytime), is emerging as a building block in 5G networks. The limited battery power
of hardware elements is stretched to its limits while collecting and transmitting data.
The lifetime of any resource in IoT depends upon the availability of energy. The loss
of energy affects the whole environment under observation. Thus, there is a pressing
need to reduce energy consumption for the prolonged lifetime of resources and the
effective operation of IoT systems.
1.3 Research Questions
In this dissertation, we ask the following questions related to the energy efficiency challenges:
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Question 1. (Power-saving mode design for small cells) In a heterogeneous cellular net-
work (HCN), can we turn off or partially turn off some small cell BSs? If we turn off some
small cells, can we still maintain the quality of service (QoS)? How can we optimize the
trade-off between power consumption and network capacity based on an analytical model?
How should we design a sleep strategy according to the traffic load to maximize the energy
efficiency enhancement?
Question 2. (Management of energy harvesting base stations) For BSs powered by both
renewable energy and grid power, with time-varying harvested energy and electricity price,
how may service providers choose to minimize grid power consumption? Specifically, how
should we adjust transmit power of each BS to minimize overall power consumption while
guaranteeing proper coverage? Should we save harvested energy for future use when electric-
ity price is higher? If so, how should we manage the stored energy usage?
Question 3. (Device-to-device performance analysis and optimization) D2D underlay cel-
lular networks possess advantages but also result in interference between cellular users and
D2D terminals. Is there a critical set of system parameters (density of D2D users, cellular
BSs, transmit power etc.) that can ensure that the benefits of D2D underlay operation can
outweigh its drawbacks? Since D2D terminals are typically in proximity, how should we
model D2D underlay cellular networks to capture the line-of-sight (LOS) component in D2D
links? How should we evaluate the capacity of D2D underlay cellular networks? Can we
jointly optimize the network capacity and the power consumption?
Question 4. (Simultaneous information and energy transfer in Internet of things) Is it
feasible to integrate simultaneous information and energy transfer in IoT networks to prolong
their lifetime? How should we model the IoT network to capture the repulsion among energy
sources? How should we analytically evaluate the outage performances? How should we
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manage the power split ratio to balance the trade-off between outage probabilities? How
would the network parameters (e.g., density and transmit power of gateways, power splitting
ratio and SINR threshold) affect the outage performances?
1.4 Related Work
1.4.1 Sleep Modes for Small Cells
As one of the most effective approaches for small cell energy savings, sleep mode was initially
proposed in IEEE 802.11b [7]. The goal was to reduce energy consumption at the link level,
especially for non-real time traffic. However, within the sleep mode framework, some key
issues must be considered. When BSs are switched off, radio coverage and QoS must still
be guaranteed. As BSs are densely deployed, users in sleeping BS coverage can be served by
neighboring active BSs by slightly increasing BS transmit power. For sleep mode operation,
microcells and picocells can always be managed by operators. According to the Federal
Communications Commission (FCC), even femtocells can sometimes be controlled by a
wireless BS controller [8].
Recent efforts have been made related to power saving in cellular networks with the
introduction of sleep modes [9–14] for BSs. Ref. [10] proposes a protocol for orthogonal fre-
quency division multiple access (OFDMA) macro-femtocell network to allow femtocell base
stations (FBSs) to completely switch off its radio communication and associated processing
when not involved in an active call. The authors in [11, 12] discuss three different sleep
strategies controlled by small cell, core network, and user equipment (UE), respectively.
Power consumption is reduced by using sleep mode in low traffic hours in [13]. And [14]
presents a simple sleeping scheme named fixed time sleeping as a case study for saving the
energy of FBSs.
In all prior efforts, the emphasis was on reducing energy consumption. Also, how to
understand the trade-off between energy consumption and QoS has been addressed and
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investigated in [15–23]. The work in [15] studies power consumption minimization with QoS
constraints, such as detection probability and false alarm probability of cognitive small cell
networks. In [16] a trade-off between power consumption and throughput QoS is introduced,
and it is concluded that sleep mode operation is effective when the cell size is small and traffic
is light. The authors in [17] propose a clustering based power saving algorithm for femtocell
networks to keep FBSs in the energy saving mode for the most time while preserving QoS
experienced by users. In [18], the authors propose to save power by regularly checking
the traffic load level and making sleep decisions based on a certain threshold. Simulation
results show that at very high traffic load it is possible to increase end-user performance and
decrease energy consumption at the same time. Authors in [19] study the optimal sleep/wake
up schemes for FBSs deployed within macrocell base stations (MBSs) to oﬄoad part of its
traffic. The aim is to minimize the energy consumption of the overall heterogeneous network
while preserving the QoS experienced by users. The approach in [20] reduce the energy per
information bit by making picocell base stations (PBSs) transmit at full load during good
channel conditions and go into sleep otherwise. A maximum packet delay is defined to
satisfy required QoS. Authors in [21] investigate and compare three dynamic algorithms
to control sleep modes of small cells with lower power nodes to maximize energy saving
while minimizing any negative effect on the end user experience. In [22], via adaptation
of MBS transmission power and introduction of sleep mode for micro BS, network energy
consumption is reduced while requested network capacity is guaranteed. The study in
[23] devises a sleep mode mechanism that maximizes energy saving of the network while
maintaining both the user throughput and the reliability performance.
Energy efficiency is becoming an important metric in evaluating next generation small
cell networks [24]. However, there are very few specific efforts that attempt to address
how service providers may choose to optimize the trade-off between power consumption
and network throughput based on an analytical model. In [25], optimal sleep modes are
determined for MBSs based on power consumption minimization and energy efficiency (EE)
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maximization, respectively. However, according to their work, the optimal solution for
EE maximization is to switch off all MBSs due to the quickly decreasing rate of network
throughput. Simultaneous consideration of other parameters, such as traffic demands which
would result in a new trade-off, is still an open issue. In addition, high density of small cell
BSs is needed for switching off MBSs without incurring coverage hole.
Instead of traditional on-off mode, several multilevel sleep modes are proposed [26–28].
IEEE 802.16m [26] proposes two power saving mechanisms: sleep mode for UE and low duty
operation mode for FBSs. The authors in [27] use active, listening, and sleep strategies for
heterogeneous mobile network, respectively. In [28] four sleep modes are further proposed,
jointly optimizing power consumption and wake-up time in femtocell network. However, no
multilevel sleep modes are applied to HCNs to date.
To summarize, to the best of our knowledge, to study the trade-off between energy con-
sumption and QoS based on an analytical model and optimize EE of HCNs with multilevel
sleep modes is still an open problem.
1.4.2 Energy Harvesting Base Stations
As one of most effective approaches for energy savings in HCNs, energy harvesting BSs have
been extensively studied recently [29]-[34]. Ericsson [29] has developed a wind-powered
tower for cellular network BSs. Nokia Siemens Networks [30] has also developed a green BS
which relies on a combination of solar and wind power to avoid using any grid electricity.
Authors in [31] study structure, design, and control system of 3 KW wind and solar hybrid
power systems for 3G BS. [32] proposes a feasible configuration of a stand-alone PV/Wind
Hybrid Energy system with diesel generator as a backup for cellular mobile telephony BS
site in isolated areas of central India. [33]-[34] describe a wind turbine generator system for
supplying power to a small-scale BS on an island. It is expected that new energy harvesting
systems will be integrated into mobile telephony BSs in near future, providing opportunities
to reduce energy costs for operators.
8
There have been many efforts related to resource allocation in energy harvesting net-
works [35]-[39]. Authors in [35] consider delay minimization for interference networks with
renewable energy source, where the transmission power of a node comes from both the
conventional AC power and the renewable energy source. [36] considers energy allocation
problem for point-to-point wireless communications with energy harvesters to maximize the
throughput. [37]-[38] maximize the short-term throughput of an energy harvesting node
under a deadline constraint. In [39] an online algorithm jointly manages the energy and
makes power allocation decisions for packet transmissions to achieve close-to-optimal utility
performance in energy-harvesting networks with finite capacity energy storage devices.
Besides, intelligently operating energy harvesting BSs in HCNs related to power saving
has also received considerable interest [40]-[49]. A new tractable model for K-tier HCNs
is developed in [40], where each BS is powered solely by a self-contained energy harvest-
ing module. [41] proposes a hand over parameter tuning algorithm and a power control
algorithm to guide mobile users to access BSs with green energy supply, thus reducing grid
electricity expense and CO2 emission. [42] deals with several aspects including lower power
consumption that must be considered when a radio BS site is driven from a solar power
source. Results in [40]-[42] are only valid for systems with a single energy source and not
applicable to cellular networks employing hybrid energy BSs. However, as discussed in [43],
a BS powered solely by an energy harvester may not be able to maintain stable operation
and guarantee quality of service (QoS). Therefore, a hybrid energy harvesting system design
is preferable in practice for providing uninterrupted service.
There have been some recent efforts that consider BSs with mixed power supply from
both renewable energy sources and power grid. The reliable grid power guarantees that the
service requirement is satisfied, while effective renewable energy allocation policy reduces
grid power consumption. Authors in [44] proposes a two-stage dynamic programming (DP)
algorithm to optimize on-grid power consumption over BSs’ on-off states and allocation
of BSs’ resource blocks. [45] optimizes energy utilization in such networks by maximizing
9
utilization of green energy, and thus saving on-grid energy. An energy aware cell size adap-
tation algorithm named ICE is proposed in [46]-[47], which balances the energy consumption
among BSs, and enables more users to be served with green energy. Authors in [48] study
resource allocation algorithm design for energy-efficient communication in an orthogonal
frequency division multiple access (OFDMA) downlink network with hybrid energy har-
vesting BS. A power optimization problem with average delay constraint on the downlink
of a Green Base station is considered in [49]. This Green BS is powered by both renewable
energy as well as conventional sources like diesel generators or the power grid. The authors
try to minimize energy drawn from conventional energy sources and utilize harvested energy
to the maximum extent. The optimal action consists of scheduling the users and allocating
the optimal transmission rate for the chosen user.
Alternately, cost reduction for energy harvesting cellular networks has also been investi-
gated [50]-[51]. [50] poses a novel cellular network planning problem to reduce capital and
operational expenditure (CAPEX and OPEX, respectively), considering the use of renewable
energy sources. A fundamentally new concept of energy balancing, and a novel algorithm
to accomplish it is proposed. Authors in [51] present a novel optimization framework en-
abling cellular network planning to reduce deployment cost that takes into consideration
two state-of-the-art technologies: (i) Dynamic Spectrum Access, and (ii) energy harvesting.
In summary, prior efforts on energy harvesting cellular network while extensive, either
focus on technical issues or economic issues. It is not only prudent but in fact critical to
take a techno-economic perspective of energy harvesting BS management. For example,
how should an operator minimize on-grid power expenditure by management of BSs while
considering varying real-time electricity price? To the best of our knowledge, this is an open
question that requires a more holistic view of both technical and economic aspects of HCNs.
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1.4.3 D2D Underlay Cellular Networks
Recently, there has been a surge of interest in interference management of D2D commu-
nication in cellular networks [52–54], including mode selection, resource allocation, power
control, etc. [23, 55–63]. For example, [55] focuses on the study of neighbor discovery
signal design and interference management for D2D discovery under a typical LTE system
deployment. Authors in [56] propose a resource scheduling strategy within interference-
suppression-area to improve performance of D2D communication underlying cellular net-
works. [57] exploits clustering of D2D users, frequency reuse over clusters and then uses
interference alignment to enhance the sum rate of D2D-enabled cellular networks. [58]
proposes an interference management strategy to enhance the overall capacity of cellular
networks and D2D systems. Authors in [59] propose a way of applying interference-aware
interference mitigation algorithms to D2D communication in cellular networks for system
throughput improvement. [60] studies the intelligent resource allocation for D2D pairs.
They propose a partial time-frequency resource allocation framework to improve the overall
system capacity and stability while meeting the D2D users’ QoS requirement. In [61] the
authors provide a performance assessment of a power control algorithm with variable target
signal-to-interference-plus-noise ratio (SINR) applied to cellular and D2D communication.
A new interference management scheme [23] is proposed for D2D multicast to increase the
overall capacity and improve resource utilization. [62] proposes a method to properly choose
the cellular UE that shares the radio resource with D2D users to mitigate the interference
from the cellular link to the D2D receivers. [63] derives an optimal transmission power
under an average power constraint to maximize the ergodic capacity, based on a simplified
model involving a pair of D2D users, a cellular user, a relay node and eNB.
Stochastic modeling of BS locations has spawned additional efforts in this arena. For
example, interference management of D2D communication based on stochastic geometry
has been considered in [64–72]. [64] uses tools from stochastic geometry to evaluate the per-
formance of cognitive and energy harvesting-based D2D communication in cellular networks
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with general path-loss coefficient. [65] addresses two fundamental issues in D2D enhanced
cellular networks, such as how D2D users (DUs) should access spectrum (overlay and under-
lay) and how DUs should choose between communicating directly or via the BS. Authors in
[66] build a tractable model for D2D communication underlay multi-cell cellular networks to
evaluate the coverage probability and area spectral efficiency by utilizing stochastic geom-
etry. They adopt exclusion regions around BSs to limit the locations of cellular users and
active DUs to mitigate interference in the hybrid system. [67] applies stochastic geometry
for D2D network analysis and investigates infinite and finite coverage area and exclusion
region. Coverage study is provided in [68] by deriving uplink and downlink SINR distribu-
tions for both cellular users and dense DUs based on statistical user distribution and channel
information. [69] proposes a two-phase scheme to maximize the ergodic capacity of D2D
networks as well as guaranteeing the reliability of D2D communication. The distribution of
D2D pairs are modeled by Poisson point processes (PPP). Authors in [70] use results from
stochastic geometry to derive the probability of successful content delivery in the presence
of D2D interference and noise, and maximize the total probability of content delivery by
finding the best caching distribution. [71] proposes a fully-distributed random access proto-
col for the D2D communication in a cellular network assuming that the locations of devices
follow a PPP. In the above literature, all communication links are modeled as Rayleigh
fading, which means that all the links are assumed to be dominated by non-line-of-sight
(NLOS) components. Unlike prior efforts, in [72] a Rician fading channel is used to char-
acterize LOS components in D2D direct links, which is shown to be a more realistic model
for mobile-to-mobile communication systems with dominant LOS [73]. To the best of our
knowledge, [72] is the only work which considers Rician fading for D2D links. However, in
[72], distances between all D2D pairs are considered as a fixed constant, which reduces the
applicability of the derived results.
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1.4.4 Energy Considerations in Internet of Things
To improve the energy efficiency of battery-equipped IoT system has emerged as a major
research issue. For example, [74] proposes an energy-efficient architecture for IoT consisting
of three layers including sensing and control, information processing and presentation. [75]
investigates an energy-efficient sleep scheduling with QoS consideration in 3GPP LTE-A
networks for IoT. The authors aim to maximize the sleep periods of devices while guar-
anteeing the QoS especially on the aspects of traffic bit-rate, packet delay and packet loss
rate in IoT applications. [76] presents two energy efficient methods for detecting replicas
for resource-limited mobile devices in IoT.
Integrating power transfer into wireless communications for supporting simultaneous in-
formation and energy transmission (SIET) is a promising technique in energy-constrained
wireless networks, including orthogonal frequency-division multiplexing (OFDM) relaying
system [77], multiple-input multiple-output (MIMO) wireless broadcast system [78], dis-
tributed antenna communication systems [79], full duplex wireless-powered communication
network [80], battery-free wireless sensor networks (WSN) [81]. [77] considers SIET in an
OFDM relaying system. It first studies transmission protocols for different cases, and then
formulates joint resource allocation problems to maximize the system throughput. [78] pur-
sues a unified study on SIET of a MIMO wireless broadcast system. The authors derive
the optimal transmission strategy to achieve different trade-offs for maximal information
rate versus energy transfer. [79] studies the resource allocation algorithm design for secure
information and renewable green energy transfer to mobile receivers in distributed antenna
communication systems. [80] designs an efficient protocol to support simultaneous wireless
energy transfer in the downlink and wireless information transmission in the uplink for the
proposed full duplex wireless-powered communication network. [81] analyzes the perfor-
mance of a battery-free wireless sensor powered by ambient radio frequency (RF) energy
harvesting using a stochastic geometry approach. The authors derive upper bounds of both
power outage probability and transmission outage probability. However, to the best of our
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knowledge, to study SIET for IoT is still an open problem.
On the other hand, stochastic geometry has been a very powerful mathematical and
statistical tool to model and analyze wireless networks with random topologies. PPP has
been so far the most popular point process used, mainly due to its analytical tractability.
However, with assumption of independent node locations, PPP can not capture repulsion
between nodes for most actual wireless networks. The Ginibre point process (GPP), on
the other hand, has been proposed as a model for cellular networks recently. For example,
[82] introduces β-GPP as a model for wireless networks where the nodes exhibit repulsion.
[83] validates that BS locations can be fitted with a β-Ginibre point process. [84] propose
two approximation models for uplink cellular networks in which BSs are deployed according
to the GPP. [85] considers point-to-point downlink simultaneous wireless information and
power transfer (SWIPT) transmission from an access point to a wireless sensor in a network,
where ambient RF transmitters are distributed as a Ginibre α-determinantal point process
(DPP). To the best of our knowledge, SIET for IoT networks has not been modeled using
GPP to date.
1.5 Contributions
• Question 1: Small Cell Base Station Sleep Strategies for Energy Efficiency
– Using a stochastic geometry-based HCN model, we derive expressions for coverage
probability, average achievable rate, and EE in a K-tier HCN with four different
sleep modes.
– We design the sleep mode strategy for EE optimization under random sleeping
assumption.
– We further study a strategic sleeping scheme to manage sleep modes of BSs
according to the traffic conditions with low computational complexity.
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These contributions are discussed in detail in Chapter 3 and also appear in the fol-
lowing article:
[86]: Liu, C.; Natarajan, B.; Xia, H., “Small Cell Base Station Sleep Strategies for En-
ergy Efficiency,” in Vehicular Technology, IEEE Transactions on , vol.PP, no.99, pp.1-1
• Question 2: Power management in heterogeneous networks with energy harvesting
base stations
– With the introduction of a lattice model, we provide a structured method to
obtain coverage probability of HCNs with an irregular deployment of BSs in
range of interest (ROI).
– We conduct a techno-economic analysis of on-grid power consumption in HCNs
with hybrid energy supply.
– Including a coverage probability constraint, we provide an approach to minimize
energy consumption of a HCN with hybrid energy supply via controlling transmit
power of each BS.
– We propose a novel treatment of stored energy management problem in the con-
text of nonlinear model predictive control (NMPC) theory.
These contributions are discussed in detail in Chapter 4 and also appear in the fol-
lowing article:
[87]: Chang Liu, Balasubramaniam Natarajan, “Power management in heterogeneous
networks with energy harvesting base stations”, Physical Communication, Volume 16,
September 2015, Pages 14-24.
• Question 3: Power-Aware Performance Analysis and Optimization in D2D Underlay
Cellular Networks
15
– In a D2D underlay cellular network, we derive upper and lower bounds for ergodic
capacity of the cellular network, and recursive closed-form expression and closed-
form approximation for ergodic capacity of the D2D communication when the
path loss coefficient is equal to 4.
– We identify the D2D user density and transmit power that maximize the global
ergodic capacity of the network. Specifically, a two-phase optimization scheme is
proposed to optimize ergodic capacity while minimizing overall power consump-
tion.
– We analyze the average achievable throughput of D2D underlay cellular networks.
– We provide closed-form ergodic capacity results (when path loss exponent is 4)
for two other cases of the D2D receiver user (DRU) distributions: (1) distance
between a DU pair follows a uniform distribution and (2) a DRU is distributed
uniformly in the circular area around its serving D2D transmit user (DTU).
These contributions are discussed in detail in Chapter 5 and also appear in the fol-
lowing articles:
[88]: Chang Liu, Balasubramaniam Natarajan, “Maximizing Ergodic Capacity in
D2D Underlay Networks”, IEEE Transactions on Vehicular Technology (under re-
view), 2015.
[89]: Chang Liu, Balasubramaniam Natarajan, “Ergodic Capacity in D2D Underlay
Networks with Varying User Distribution”, Consumer Communications and Network-
ing Conference, CCNC 2016 (accepted), 2016.
[90]: Chang Liu, Balasubramaniam Natarajan, “Average Achievable Throughput in
D2D Underlay Networks”, Wireless Communications and Networking Conference,
WCNC 2016 (under review), 2016.
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• Question 4: Modeling and Analysis of Simultaneous Information and Energy Transfer
in Internet of Things
– We analyze the network performances using Ginibre point process to capture the
geometric characteristics of IoT gateway locations.
– We present, for the first time, valid closed-form upper bounds for both power
outage probability and transmission outage probability in IoT networks assuming
a practical case when the path loss coefficient is equal to 4.
– We provide a tight upper bound for transmission outage probability in com-
putable integral representations assuming a practical case when the path loss
coefficient is equal to 4.
– We prove the convexity of the maximum outage probability upper bounds to
identify the optimal power split ratio to balance the trade-off between outage
probabilities.
These contributions are discussed in detail in Chapter 6 and also appear in the fol-
lowing article:
[91]: Chang Liu, Balasubramaniam Natarajan, “Modeling and Analysis of Simultane-
ous Information and Energy Transfer in Internet of Things” (under preparation).
1.6 Dissertation Organization
Chapter 2 provides the background on stochastic geometry, point processes, channel mod-
els and network performance metrics. Chapter 3 describes sleep mode design of small cell
networks to increase energy efficiency. Chapter 4 proposes a two-stage energy management
scheme of cellular BSs with hybrid energy supply to minimize costs from grid power con-
sumption. Chapter 5 presents power-aware D2D performance analysis and optimization in
the context of ergodic capacity and average achievable rate. Chapter 6 studies the mod-
17
eling and analysis of SIET in IoT. Concluding remarks and future research directions are
discussed in Chapter 7.
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Chapter 2
Background
This chapter discusses the concepts of stochastic geometry, point processes, channel models
and network performance metrics, which provides the background for the analysis presented
in Chapter 3-6.
2.1 Stochastic geometry
2.1.1 Overview
In telecommunications, wireless network models based on stochastic geometry refer to math-
ematical models designed to represent aspects of wireless networks using tools from stochas-
tic geometry. The related research efforts include analyzing these models to: (1) better
understand wireless communication networks, and (2) predict and improve network perfor-
mances. The models require using techniques from stochastic geometry and related fields
such as point processes, spatial statistics, geometric probability, percolation theory, as well
as methods from more general mathematical disciplines such as geometry, probability theory,
stochastic processes, information theory, queuing theory, and Fourier analysis.
The primary idea underlying the research of the stochastic geometry models is to assume
the node positions or the network structure to be random, due to the unpredictability of
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users in wireless networks. Then based on stochastic geometry, closed-form or semi-closed-
form expressions for quantities of interest (e.g., signal-to-interference ratio (SIR), coverage
probability, channel capacity, etc.) might be derived without resorting to simulation meth-
ods or deterministic models (possibly intractable or inaccurate).
To model a heterogeneous wireless network using stochastic geometry, first we assume
that it consists of K tiers [92] where each tier models a particular class, such as some type
of BSs, mobile device, relays, and sensors. Components across tiers may differ in regard to
transmit power, spatial density, and supported data rate. We assume that components of
the ith tier are spatially located according to some point process (e.g., a homogeneous PPP
or GPP) φi of density λi in the Euclidean plane, with transmit power Pi. The target SINR
for successful communication in each tier is θi. That is, a mobile user can communicate with
a BS reliably in the ith tier as long as its downlink SINR with regard to that BS is greater
than θi. Therefore, each tier can be uniquely represented as a tuple {Pi, θi, λi}.
2.1.2 Related Work and Motivation
During the past years, there has been a proliferation of efforts on cellular network modeling.
For example, Wyner model is a common analytical model for performance analysis of mobile
multicell networks [92]. It assumes that channel gains from all (mostly less than three)
interfering BSs over the entire cell are equal. The limitation of Wyner model is that cell
edge and interior users equally are treated equally. Besides, due to fixed deterministic
SINR assumption, outage can not be evaluated in most cases. There are also some other
approaches such as modeling average metrics [93], or only considering a small number of
interfering cells and then modeling the associated and interfering BSs as an interference
channel [94, 95]. Before stochastic geometry method has attracted the interest of both
academia and industry, perhaps the most prevalent model for system-level simulations is the
two-dimensional hexagonal grid model. However, with the increasing network heterogeneity,
both the scalability and accuracy of grid model become questionable.
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Stochastic geometry-based models for wireless networks have recently received widespread
attention. They not only capture the irregularity and variability of the real network con-
figuration, but also provide theoretical insights. Such a model seems more reasonable for
femtocells with locations unknown and unplanned. But for the centrally planned higher
tiers, as [92] show, the difference between randomly placed and actual planned locations
might be smaller than expected, even for a one-tier macro BS networks. [96] also show that
for a homogeneous network, the PPP network model is about as accurate as the traditional
grid model compared to an actual 4G network. Importantly, such a model allows for a
analytical model both tractable and accurate using stochastic geometry.
Most works that use such stochastic geometry models for wireless networks assume a
PPP for the node distribution due to its tractability. However, node locations are spatially
correlated in many actual wireless networks, i.e., there exists repulsion or attraction between
nodes. In that case, GPP can be a model for wireless networks whose nodes exhibit repulsion.
2.2 Point Processes
2.2.1 Point Process
A point process is defined as a type of random process used to describe a collection of points,
each of which is localized in time, geographical space, or even more general spaces. It is
powerful in statistics for modeling and analysis of spatial data in telecommunications as
well as in diverse disciplines such as astronomy, economics and geography. In the analysis of
wireless networks it is a tool used to statistically describe the patterns produced by points
existing in a two-dimensional space R2.
To characterize a point process, a usual approach is to define a random process Φ as a
random measure on a complete separable metric space S taking values in the non-negative
integer set Z+ (or infinity). In this framework the measure Φ(A) represents the number of
points falling in the subset A of S. Attention is typically restricted to the case where Φ may
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contain only finite points on any bounded subset of S.
There are several classes of point process, such as PPP, Cox point process and deter-
minantal point processes (DPPs). In this work, we are going to use PPP, DPPs and GPP,
which will be introduced in later sections.
2.2.2 Poisson Point Process
In probability theory, PPP is the simplest and most ubiquitous example of a point process,
which is a simple point process N such that the number of points N(A) in any bounded
region A is a Poisson random variable. The simplicity of PPP lies in the independence
between the points of the process. The PPP can be characterized by the following properties:
• The number of isolated points falling within two regions A and B are independent
random variables if A and B do not intersect each other.
• The expected number of isolated points falling within a region A is the measure of
the region A. This “measure” is often proportional to the area of A (sometimes
more elaborate measures are used). The measure must be defined in a way that the
measure of the union of regions that do not intersect each other is simply the sum of
their measures.
A consequence of these characterizing properties is that the probability distribution of
the number N(A) of isolated points falling within any region A is given by
P(N(A) = k) =
(µ(A))ke−µ(A)
k!
(2.1)
where µ(A) is the measure of the region A.
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2.2.3 Determinantal Point Processes
A DPP is a stochastic point process with probability distribution characterized as a deter-
minant of some function.
Definition 1. (Determinantal point processes). Consider a Borel set S ⊂ R2 and a
measurable function K : S × S → C. We say that Φ is a DPP on S with kernel K if it is a
simple locally finite point process on S with a joint density function given by
ρn(x1, · · · , xn) = det[K(xi, xj)1≤i,j≤n] (2.2)
for every n ≥ 1 and x1, · · · , xn ∈ S.
2.2.4 Ginibre Point Process
The GPP [82] belongs to the class of DPP and it is more regular than the PPP. Besides,
GPP has some critical properties allowing for expressions or bounds of performance metrics
in wireless networks.
Definition 2. (Ginibre point process). The kernel of GPP is defined as
K(x, y) = ρepiρxy¯e−
piρ
2
(|x|2+|y|2), x, y ∈ R2 (2.3)
ρ > 0 is the density of GPP.
It is known that the moduli of the points in the GPP has the same distribution as
independent Gamma random variables. For the GPP we have the following proposition:
Proposition 1. Let Φ = {Xi}, i ∈ N+ be a GPP. Then {|Xi|2}i∈N+ has the same distribu-
tion as the set {Qk}k∈N+. Qk is a random variable with probability density function (PDF)
[82]:
fQk(q) =
qk−1e−piρq
( 1
piρ
)kΓ(k)
, 0 < q <∞. (2.4)
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i.e., Qk ∼ gamma(k, 1piρ) with Qk independent of Qj if k 6= j.
2.3 Channel Model
2.3.1 Channels in a wireless network
A wireless network can be considered as a collection of channels (also referred to as links)
sharing both space and frequency band. In each channel, there are a set of transmitters
aiming at transmitting data to a set of receivers. The simplest case is the point-to-point
channel with a single transmitter trying to send data to a single receiver (e.g., D2D com-
munication). The broadcast channel is the one-to-many situation with a single transmitter
sending different data to different receivers (e.g., the downlink of cellular networks). The
multiple access channel is the many-to-one situation with several transmitters sending dif-
ferent data to a single receiver (e.g., the uplink of cellular networks). There are also some
other channel types such as the many-to-many situation.
Figure 2.1: Channel models
2.3.2 Propagation Models
The propagation model is a building block of the stochastic geometry wireless network
model. A common approach is to consider propagation models with two separate parts -
the random component and the deterministic component of signal propagation.
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The deterministic component is usually represented by some path-loss or attenuation
function involving the propagation distance to model the power decay of electromagnetic sig-
nals. The common path-loss functions include a simple power-law function, a fast-decaying
exponential function, some combination of both, and another decreasing function. Due to
its tractability, models usually incorporate the power-law function
l(x, y) = ||x− y||−α, (2.5)
where the path-loss exponent α > 2, and ||x− y|| denotes the distance between point x and
y.
On the other hand, the random component seeks to capture certain types of signal fading
associated with absorption and reflections by obstacles. The fading models in use include
Rayleigh and Rice distributions, which are introduced in the following sections.
Rayleigh Fading
Rayleigh fading models assume that the magnitude of a signal passing through a commu-
nication channel varies randomly according to a Rayleigh distribution. The Rayleigh factor
on the received power is an exponential random variable h ∼ exp(1).
Rayleigh fading is viewed as a reasonable model when there is no dominant propagation
along a line of sight between the transmitter and receiver. If there is a dominant line of
sight, Rician fading may be more applicable.
Rician Fading
Rician fading is a stochastic model for radio propagation when one of the paths, typically a
line of sight signal, is much stronger than the others. In Rician fading, the amplitude gain
is characterized by a Rician distribution.
A Rician fading channel can be described by two parameters: KR and Ω. KR denotes
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the ratio between the power in the direct path and that in the other scattered paths. Ω
represents the total power from all paths and acts as a scaling factor to the distribution.
The PDF of the received signal amplitude is then given by:
f(x) =
2(KR + 1)x
Ω
exp(−KR − (KR + 1)x
2
Ω
)I0(2
√
KR(KR + 1)
Ω
x), (2.6)
where I0(·) is the 0th order modified Bessel function of the first kind. The Rice factor g on
the received power follows the non-central χ2 distribution with a PDF of
f(g) = e−(KR+g)I0(2
√
KRg). (2.7)
2.4 Key Performance Metrics
In this section, several performance metrics used for analysis in later chapters are introduced.
2.4.1 Signal-to-interference-plus-noise Ratio
In wireless communication, when a collection of channels are active at the same time, the
interference from the other channels is considered as noise. This motivates the need for the
quantity known as the SINR.
Definition 3. (Signal-to-interference-plus-noise ratio). If we have a collection of
point-to-point channels, the SINR of the channel of a particular transmitter-receiver pair
is defined as:
SINR =
S
I +N
(2.8)
where S is the power from the incoming signal to the targeted transmitter, I is the combined
power of all the interfering transmitters in the network, and N is the power of thermal noise.
The SINR reduces to SNR when there is no interference (i.e. I = 0). In networks where
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the noise is negligible, also known as ”interference limited” networks, we assume N = 0,
which gives the SIR.
2.4.2 Coverage Probability
A common goal of wireless network models based on stochastic geometry is to derive ex-
pressions for the SINR or functions of the SINR, which determine coverage (or outage) and
connectivity. For example, the concept of the outage probability Pout (which is informally
the probability of not being able to successfully send a signal on a channel) is made more
precise in the point-to-point case by defining it as the probability that the SINR of a channel
is less than or equal to some network-dependent threshold.
Definition 4. (Coverage probability and Outage probability). The coverage proba-
bility PC is the probability that the SINR is larger than the SINR threshold. In short, given
a SINR threshold t, the outage and coverage probabilities are given by
Pout = P (SINR ≤ t), (2.9)
and
PC = P (SINR > t) = 1− Pout. (2.10)
2.4.3 Channel Capacity
One aim of the stochastic geometry models is to derive the rate of a typical channel when
taking into account the interference created by all other channels.
Definition 5. (Channel capacity). In the point-to-point channel case, the interference
created by other transmitters is considered as noise. When the noise is treated as Gaussian,
the law of the typical Shannon channel capacity is then determined by that of the SINR
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through Shannon’s formula (in bits per second):
C = B log2(1 + SINR) (2.11)
where B is the bandwidth of the channel in Hertz.
2.4.4 Ergodic Capacity
Definition 6. (Ergodic capacity). Ergodic capacity is defined as the average of the in-
stantaneous capacity for an additive white Gaussian noise channel, which can be expressed
as
C = E[B log(1 + SINR)]
=
∫ ∞
t=0
P[B log(1 + SINR) > t]dt
=
∫ ∞
t=0
P[SINR > et/B − 1]dt.
(2.12)
The integrand in the definition of ergodic capacity is the coverage probability. In other
words, there is a direct relationship between the coverage probability and the ergodic capacity.
2.4.5 Average Achievable Throughput
Definition 7. (Average achievable throughput) We define the average achievable through-
put as
R(θ) = E[B log(1 + SINR)|SINR > θ] (2.13)
where θ is the SINR threshold. The average achievable throughput is defined under the
condition of successful transmission.
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2.5 Summary
This chapter was meant to give the readers an introduction of background knowledge regard-
ing stochastic geometry, point processes and channel models used in analysis for different
components in 5G networks. Additionally, the definitions of a few performance metrics are
briefly covered. They will be used in the network performance analysis presented in later
chapters.
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Chapter 3
Small Cell Base Station Sleep
Strategies for Energy Efficiency
A small cell [97], with the primary design goal to provide superior cellular coverage in
residential, enterprise, or hot spot outdoor environments, is a radio BS with low power and
low cost. Examples include microcells, picocells, and femtocells, in order of decreasing cell
size. A heterogeneous cellular network [98] is defined as a mixture of macrocells and small
cells. Allowing future cellular systems to achieve higher data rates while retaining seamless
connectivity as well as mobility, heterogeneous cellular networks (HCNs) can potentially
improve spatial reuse and coverage. In addition to providing high data rates, cellular network
operators are increasingly concerned about energy efficiency (EE). Technologies to enhance
EE have become a critical design and operational consideration due to (1) increasing energy
prices; (2) growing attention towards environmental factors, such as climate change and
associated carbon emissions.
Primary energy consumers in cellular mobile radio networks include data servers, BSs,
and backhaul routers. Approximately 80% of network energy is consumed by BSs [99].
Surging demand for high data rate services, along with increase in number of small cell BSs,
is expected to further increase energy consumption of BSs. Hence, most efforts to improve
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EE in mobile radio networks focus on BSs [100, 101].
In this work, we aim to quantify the trade-off between energy consumption and through-
put in a HCN where small cell BSs have four distinct power saving modes. For such HCNs,
based on results from stochastic geometry, we derive expressions for (1) coverage probability,
(2) average achievable rate, and (3) EE measured in terms of “bits/joule”. We then attempt
to find the optimal trade-off between energy and throughput by maximizing EE under QoS
constraints such as coverage probability and average wake-up time. We propose an opti-
mization strategy in which we identify the probability of small cell BSs being in different
sleep modes for random sleeping policy. Random sleeping can be viewed as a benchmark
against which the performance of strategic sleeping can be compared. Then based on results
obtained from random sleeping, an operation scheme with low computational complexity
for strategic sleeping is proposed.
This chapter is devoted to quantify the trade-off between energy consumption and
throughput in a HCN where small cell BSs have four distinct power saving modes. We
start our discussion by first deriving expressions for (1) coverage probability, (2) average
achievable rate, and (3) EE measured in terms of “bits/joule.” We then attempt to find the
optimal trade-off between energy and throughput by maximizing EE under QoS constraints
such as coverage probability and average wake-up time. In later sections, we propose an
optimization strategy in which we identify the probability of small cell BSs being in different
sleep modes for random sleeping policy. Random sleeping can be viewed as a benchmark
against which the performance of strategic sleeping can be compared. Then based on results
obtained from random sleeping, an operation scheme with low computational complexity for
strategic sleeping is proposed. Section 3.1 describes the system model. Section 3.2 presents
random sleeping optimization. Based on that, BS management for strategic sleeping policy
is proposed in Section 3.3. In Section 3.4, simulation results obtained are analyzed. Finally,
Section 3.5 concludes the discussion and future work.
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3.1 System Model
In this section, we first introduce the BS power consumption model. The sleep mode and
sleep strategies for small cell BSs are also presented, and, according to a HCN model, we
derive the EE metric.
3.1.1 Power Consumption Model
A thorough understanding of small cell hardware is of great importance in designing sleep
modes that can utilize the switching-off of certain hardware components in low traffic con-
ditions. It is imperative to scrutinize the limitations of current hardware design with regard
to compatibility with sleep mode mechanisms.
The development of the power consumption model is based on the hardware model for
a BS presented in [12]. A small cell BS consists of three interacting blocks. The first block
is comprised of a microprocessor responsible for the implementation and management of
standardized radio protocols as well as associated base band processing. Furthermore, the
first block is also in charge of managing backhaul connection to the core network. The second
block consists of a power amplifier and radio frequency (RF) transmitter which realizes signal
transmissions. The third block is the Field-Programmable Gate Array (FPGA) with other
integrated circuitry to support a range of functions including data-encryption, hardware
authentication, and network time protocol.
Based on this hardware model, the power consumption P of a small cell (in W) corre-
sponds to,
P = Pµp + Ptrans + PPA + PFPGA, (3.1)
where, Pµp, Ptrans, PPA, and PFPGA are the power consumption of microprocessor, trans-
mitter, power amplifier and FPGA, respectively.
The largest component with respect to power consumption in a small cell is related to the
RF front-end (45%) and the temperature compensated crystal oscillators (TCXO) heater
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(7%). Therefore, switching these components off can reduce power consumption by more
than 50%. At the same time, waking up the RF front-end takes a few hundred milliseconds.
The TCXO requires time to reheat, but tests [28] show that, aside from some induced clock
drift, no disruption of small cell operation occurs.
3.1.2 Sleep Modes for Small Cell BSs
Based on the power consumption model, we adopt power-save modes [28] for small cells
ordered by ‘depth.’ The deeper a sleep mode, the higher the power saving. However, a deep
sleep mode requires a longer time for the small cell BS to wake up. Therefore, an inherent
trade-off exists between sleep depth and time to wake up. We consider four modes of BS
operation as listed below:
• On: The small cell is in full operation and consuming maximum power.
• Stand-by: The small cell is in “light” sleep and can wake up quickly. The RF and the
TCXO heater are shut down.
• Sleep: The small cell is in “deep” sleep and needs longer time to wake up. In this
mode, only power supply, backend connection, and generic CPU core are on.
• Off: The small cell is oﬄine but still consumes a certain amount of power to be
activated. However, the power consumption is negligible and approximated as zero.
The corresponding wake-up times are summarized in Table 3.1 [28]. We express the
overall power consumption as a percentage of active overall power consumption.
We are assuming that a BS always transmits at its maximum power when it is in “on”
mode. Note that transmit power of BSs may vary according to different traffic condition.
However, in this chapter, we only consider average performance of the network. So, the
instantaneous transmit power variation according to instantaneous traffic condition is not
taken into consideration in the BS power consumption model we use.
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Table 3.1: Wake-up times and power consumption for different sleep modes
Sleep Mode Wake-up Time(s) Power Consumption
On 0 100%
Stand-by 0.5 50%
Sleep 10 15%
Off 30 0
3.1.3 Sleep Strategies for Small Cell BSs
In this section, we present two sleeping policies for small cell BS sleep mode operation.
Random Sleeping
Each small cell BS fully operates with probability qon, “stands-by” with probability qstandby,
“sleeps” with probability qsleep, and is turned off with probability qoff , independent of all
other BSs. Note that qon + qstandby + qsleep + qoff = 1.
Strategic Sleeping
Instead of randomly operating small cell BSs, for this strategy, we decide the sleep mode
for each small cell BS according to traffic load. In a static traffic model, the number of UE
in the coverage of each BS and the distance of the nearest UE to each BS are considered.
In a dynamic traffic model, direction and velocity of UE are also taken into account. The
objective of strategic sleeping is to maximize usage of BSs in order to serve active users.
More details are discussed in Section 3.3. This strategy has relatively larger computational
complexity but provides better performance with regard to EE, as shown in Section 3.4.2.
3.1.4 Heterogeneous Cellular Network Model
A HCN consisting of K tiers [92] is considered in which each tier models BSs of a particular
class, such as femtocells, picocells, microcells, or macrocells. BSs across tiers may differ in
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regard to transmit power, spatial density, and supported data rate. We assume that BSs
of the ith tier are spatially located according to a homogeneous PPP φi of density λi in the
Euclidean plane, with transmit power Pi. The target SINR for successful communication in
each tier is θi. That is, a mobile UE can communicate with a BS reliably in the i
th tier as
long as its downlink SINR with regard to that BS is greater than θi. Therefore, each tier
can be uniquely represented as a tuple {Pi, θi, λi}. In this chapter, small cell BSs with sleep
modes constitute the first tier.
The UE is also distributed according to a different independent PPP φu of density λu.
Without loss of generality, we conduct analysis on a typical UE at the origin. The downlink
transmission fading power between a BS at point x and typical UE is denoted as hx and
assumed to be i.i.d exponential distributed. The standard path loss function is expressed as
l(x) = ||x||−α, where α > 2 denotes the path loss exponent. Therefore, the received power
at a typical UE from a BS located at point xi (belonging to the i
th tier) is Piηihxi||xi||−α,
where ηi denotes the power consumption fraction corresponding to different sleep modes,
and hxi ∼ exp(1). The SINR expression of a UE connecting to this BS is:
SINRxi =
Piηihxi ||xi||−α∑K
j=1
∑
x∈φj\xi Pjηjhx||x||−α + σ2
, (3.2)
where, σ2 denotes the noise power. Applying sleep modes on the first tier only, we have
ηi ∈ {1, 0} for the first tier, and ηi = 1 for other tiers.
The instantaneous throughput can be calculated as
R(xi) = log2(1 + SINRxi). (3.3)
3.1.5 Energy Efficiency Metric
The focus of our work is on energy efficient communication. Therefore, our metric of interest
is bit/joule, a widely used metric for EE [102–104]. The overall EE measured in terms of
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bit/joule corresponds to,
EE , RP . (3.4)
where R and P denotes overall throughput and overall power consumption, respectively.
A user is said to be in coverage if the user is able to connect to a BS with SINR above
its threshold. The coverage probability is then defined as the probability that a user is in
coverage, i.e., it is the complementary cumulative distribution function (CCDF) of SINR.
Based on that, the expected overall achievable rate per unit area can be obtained as [24]
R = EΦ,Nc [
Nc∑
j=1
Rj] (3.5)
Here Φ = {φ1, φ2, ..., φK}, Nc and Rj denote PPP of the HCN, number of UEs in coverage
per unit area and the rate of the jth UE, respectively.
3.2 Random Sleeping
In this section, the expression of average achievable rate and coverage probability for random
sleeping are deduced based on the system model described in Section II. We then formu-
late an EE maximization problem, taking both delay constraint and coverage probability
threshold into consideration.
3.2.1 Average Achievable Rate for Random Sleeping
We assume that a typical UE connects to the strongest candidate BS (i.e., UE connects to
the BS that provides the highest SINR greater than the threshold). The primary result for
the average achievable rate random sleeping strategy is given in Theorem 1. For simplicity,
we restrict our attention to the case of σ2 = 0 in an interference limited network, i.e., self-
interference dominates thermal noise. Results can be extended in a straightforward manner
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to the general case with noise.
Theorem 1. With the introduction of sleep modes, the average achievable rate by a randomly
chosen mobile when it is in coverage can be obtained by
R =
λ1qonP
2
α
1 A(α, θ1, θmin) +
∑K
k=2 λkP
2
α
k A(α, θk, θmin)
λ1qonP
2/α
1 θ
−2/α
1 +
∑K
k=2 λkP
2/α
k θ
−2/α
k
+ log(1 + θmin), (3.6)
A(α, θk, θmin) =
∫ ∞
θmin
max(θk, x)
−2/α
1 + x
dx, (3.7)
where θmin = min{θ1, ..., θK} and we assume that θmin > 1.
Proof. For HCNs without sleep modes, the average rate achievable by a randomly chosen
mobile in open access when it is in coverage is [92]
R = log(1 + θmin) +
∑K
i=1 λiP
2/α
i A(α, θi, θmin)∑K
i=1 λiP
2/α
i θ
−2/α
i
, (3.8)
where, A(α, θk, θmin) =
∫∞
θmin
max(θk,x)
−2/α
1+x
dx.
Data transmission/reception only exists between BSs in “on” mode. In other words,
if a BS is not in “on” mode, then its RF module is switched off so it cannot contribute
to interference at the UE. Therefore, the achievable rate expression with sleep modes is
equivalent to that without sleep modes when the density of operated small cell BSs is λ1qon,
leading to (3.6).
3.2.2 Coverage Probability Consideration
We can define the success probability from a UE at x to a BS at y in the ith tier as
P(SINRi(x → y) ≥ θi) ≥ ω, where ω is a prescribed QoS threshold. By averaging the
success probability over the distance to the connected BS, we obtain the coverage probability
of a typical UE. Corollary 1 gives the primary result for coverage probability.
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Corollary 1. In interference limited network, the coverage probability constraint of a typical
UE can be expressed as
Pc({λi}, {θi}, {Pi}, qon) =
(λ1qonP
2/α
1 θ
−2/α
1 +
∑K
j=2 λjP
2/α
j θ
−2/α
j )sinc(
2
α
)
λ1qonP
2/α
1 +
∑K
j=2 λjP
2/α
j
, (3.9)
Here i = 1, ..., K, and θi > 1, i = 1, ..., K.
Proof. In interference limited network, the coverage probability of a typical mobile user
without sleep mode can be expressed as [92]
Pc({λi}, {θi}, {Pi}) =
∑K
i=1 λiP
2/α
i θ
−2/α
i∑K
i=1 λiP
2/α
i
· sinc( 2
α
), θi > 1. (3.10)
Since data transmission/reception only exists for fully operational small cells, when
adopting sleep modes, the coverage probability expression with sleep modes is equivalent to
that without sleep modes when density of small cell BSs is λ1qon, which leads to (3.9).
3.2.3 Delay Constraint Consideration
We consider the average delay for small cell BSs to wake up. That is, while the controller
can turn off multiple small cell BSs to save energy, it is important that these BSs wake up
in a timely manner to serve new UE demanding service. If we constrain the average waking
time for UE, we arrive at the following constraint:
tonqon + tstandbyqstandby + tsleepqsleep + toffqoff ≤ tmin. (3.11)
3.2.4 Energy Efficiency for Random Sleeping Strategy
As discussed earlier, the total power consumption in a BS includes transmit power and
circuit power consumed by modules such as microprocessor, PA and FPGA. In our analysis,
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we assume that the transmit power is a constant fraction η of total power consumption for
all the tiers. That is, overall power consumption of a BS in tier i is Pi/η.
Lemma 1. Energy Efficiency for random sleeping strategy can be obtained as
EE(qon, qstandby, qsleep, qoff )
=
λuPc({λi}, {θi}, {Pi}) ·R
λ1(qon + 0.5qstandby + 0.15qsleep)P1/η +
K∑
i=2
λiPi
η
=
1
λ1(qon + 0.5qstandby + 0.15qsleep)P1 +
K∑
j=2
λkPk
λ1qonP
2/α
1 θ
−2/α
1 +
K∑
j=2
λjP
2/α
j θ
−2/α
j
λ1qonP
2/α
1 +
K∑
j=2
λjP
2/α
j
sinc(
2
α
)λuη·
[
λ1qon(P1)
2
αA(α, θ1, θmin) +
K∑
j=2
λkP
2
α
k A(α, θk, θmin)
λ1qon(P1)2/αθ
−2/α
1 +
K∑
j=2
λkP
2/α
k θ
−2/α
i
+ log(1 + θmin)].
(3.12)
Proof. The expected overall power consumption per unit area is computed as
P = λ1(qon + 0.5qstandby + 0.15qsleep)P1/η +
K∑
i=2
λiPi
η
. (3.13)
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And the expected overall achievable rate per unit area can be obtained as
R = EΦ,Nc [
Nc∑
j=1
Rj]
= ENc [EΦ(
Nc∑
j=1
Rj|Nc)]
= ENc [
Nc∑
j=1
R]
= ENc [NcR]
= E[Nc]R
= λuAPc({λi}, {θi}, {Pi})/A ·R
= λuPc({λi}, {θi}, {Pi}) ·R.
(3.14)
where A denotes the total considered area.
Thus, the EE can be calculated as
EE(qon, qstandby, qsleep, qoff )
=
λuPc({λi}, {θi}, {Pi}) ·R
λ1(qon + 0.5qstandby + 0.15qsleep)P1/η +
K∑
i=2
λiPi
η
=
1
λ1(qon + 0.5qstandby + 0.15qsleep)P1 +
K∑
j=2
λkPk
λ1qonP
2/α
1 θ
−2/α
1 +
K∑
j=2
λjP
2/α
j θ
−2/α
j
λ1qonP
2/α
1 +
K∑
j=2
λjP
2/α
j
sinc(
2
α
)λuη·
[
λ1qon(P1)
2
αA(α, θ1, θmin) +
K∑
j=2
λkP
2
α
k A(α, θk, θmin)
λ1qon(P1)2/αθ
−2/α
1 +
K∑
j=2
λkP
2/α
k θ
−2/α
i
+ log(1 + θmin)].
(3.15)
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3.2.5 Problem Formulation
Considering both the delay constraint above and the coverage probability constraint, the goal
of maximizing EE of the HCNs for random sleeping can be formulated as an optimization
problem. That is,
Maximize
EE(qon, qstandby, qsleep, qoff )
=
λuPc({λi}, {θi}, {Pi}) ·R
λ1(qon + 0.5qstandby + 0.15qsleep)P1/η +
K∑
i=2
λiPi
η
=
1
λ1(qon + 0.5qstandby + 0.15qsleep)P1 +
K∑
j=2
λkPk
λ1qonP
2/α
1 θ
−2/α
1 +
K∑
j=2
λjP
2/α
j θ
−2/α
j
λ1qonP
2/α
1 +
K∑
j=2
λjP
2/α
j
sinc(
2
α
)λuη·
[
λ1qon(P1)
2
αA(α, θ1, θmin) +
K∑
j=2
λkP
2
α
k A(α, θk, θmin)
λ1qon(P1)2/αθ
−2/α
1 +
K∑
j=2
λkP
2/α
k θ
−2/α
i
+ log(1 + θmin)].
(3.16)
subject to,
0.5qstandby + 10qsleep + 30qoff ≤ tmin, (3.17)
Pc(qon) =
λ1qonP
2
α
1 θ
− 2
α
1 +
K∑
j=2
λjP
2
α
j θ
− 2
α
j
λ1qonP
2/α
1 +
K∑
j=2
λjP
2/α
j
· sinc( 2
α
) ≥ ω, (3.18)
qon + qstandby + qsleep + qoff = 1, (3.19)
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0 ≤ qon, qstandby, qsleep, qoff ≤ 1. (3.20)
Here, the variables of interest are qon, qstandby, qsleep, and qoff . The optimal solution q
∗
on,
q∗standby, q
∗
sleep, and q
∗
off are used in BS operation in order to maximize EE while satisfying
QoS requirements.
3.2.6 Analysis of Optimization Design
We aim at simultaneously optimizing EE over qon, qstandby, qsleep, and qoff . It can be elimi-
nated to three variables (e.g. qon, qstandby and qsleep) because of the equality constraint (3.19).
However, a global optimal solution is difficult to obtain due to the non-convex structure of
(3.16). Therefore, in this section, we first analyze the behavior of the optimization problem
as a function of each variable while considering the other variables to be fixed. Then an
approach to obtain a suboptimal solution is presented.
For variables qstandby or qsleep, when the other two variables are fixed, it is straightforward
to see that the objective function (3.16) is a monotone function and easy to optimize.
However, when qstandby, qsleep are fixed, EE(qon) is the ratio of a quadratic function over
a cubic function of qon, which is non-convex and not tractable. Therefore, we attempt to
obtain a suboptimal solution of q∗on.
From constraint (3.18), we can obtain the lower bound of EE, that is,
EE(qon) ≥ [
λ1qon(P1)
2
αA(α, θ1, θmin) +
K∑
j=2
λkP
2
α
k A(α, θk, θmin)
λ1qon(P1)2/αθ
−2/α
1 +
K∑
j=2
λkP
2/α
k θ
−2/α
i
+ log(1 + θmin)]λuηω
1
λ1(qon + 0.5qstandby + 0.15qsleep)P1 +
K∑
j=2
λkPk
.
(3.21)
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If the lower bound of EE can be maximized, the overall EE performance of the HCN can
be improved as well. So instead of maximizing (3.16), we attempt to maximize the lower
bound of EE, that is
EElb(qon) =[
λ1qon(P1)
2
αA(α, θ1, θmin) +
K∑
j=2
λkP
2
α
k A(α, θk, θmin)
λ1qon(P1)2/αθ
−2/α
1 +
K∑
j=2
λkP
2/α
k θ
−2/α
i
+ log(1 + θmin)]λuηω
1
λ1(qon + 0.5qstandby + 0.15qsleep)P1 +
K∑
j=2
λkPk
.
(3.22)
Removing the constants, maximizing (3.22) is equivalent to maximizing
EElbe(qon) =[
λ1qon(P1)
2
αA(α, θ1, θmin) +
K∑
j=2
λkP
2
α
k A(α, θk, θmin)
λ1qon(P1)2/αθ
−2/α
1 +
K∑
j=2
λkP
2/α
k θ
−2/α
i
+ log(1 + θmin)]·
1
λ1(qon + 0.5qstandby + 0.15qsleep)P1 +
K∑
j=2
λkPk
.
(3.23)
Since EElbe(qon) > 0, maximizing this objective function (3.23) is equivalent to
Minimize
f(qon) = 1/EElbe(qon). (3.24)
Proposition 2. f(qon) is a quasiconvex function of qon.
Proof. As a function of qon, expression (3.24) has the form f(qon) =
aq2on+bqon+c
dqon+e
, where a, b,
c, d, and e denote different positive constants as given below:
a = λ21P
2/α+1
1 θ
−2/α
1 , (3.25)
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b = λ1(
K∑
i=2
λiPi)P
2/α
1 θ
−2/α
1 + λ1P1(
K∑
i=2
λiP
2/α
i θ
−2/α
i ), (3.26)
c = (
K∑
i=2
λiPi)(
K∑
i=2
λiP
2/α
i θ
−2/α
i ), (3.27)
d = λ1P
2/α
1 (log(1 + θmin)θ
−2/α
1 +A(α, θ1, θmin)), (3.28)
and
e = log(1 + θmin)(
K∑
i=2
λiP
2
α
i θ
− 2
α
i ) + (
K∑
i=2
λiP
2
α
i A(α, θi, θmin)). (3.29)
Define p(qon) = aq
2
on + bqon + c and q(qon) = dqon + e. It is easy to prove that p(qon) is
a convex function, q(qon) is a concave function, with p(qon) ≥ 0 and q(qon) on a convex set
C = [0, 1]. Then according to [105], the function f defined by f(qon) = p(qon)/q(qon) on C,
is quasiconvex and can always be solved by quasiconvex optimization.
Based on the analysis above, (3.16) can be solved by an alternating iterative algorithm
[106, 107] where variables are computed one at a time while fixing all others. Algorithm 1
shows the proposed alternating algorithm for the multivariable EE optimization problem un-
der QoS constraints. The desired optimization EE(qon(k), qstandby(k), qsleep(k)) in each itera-
tive step is gradually maximized as an iteration index k is increased in Algorithm 1. The dif-
ference between EE(qon(k−1), qstandby(k−1), qsleep(k−1)) andEE(qon(k), qstandby(k), qsleep(k))
can be used as a criterion to stop the alternating algorithm with a designed positive scalar
 in Step 3). This is because the desired optimization EE(qon(k), qstandby(k), qsleep(k)) has
positive and convergent properties at all times [107].
Having obtained q∗on, q
∗
standby, q
∗
sleep via the alternating algorithm stated above, each small
cell BS switches to a mode with corresponding probability, independent of all other BSs.
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Algorithm 1 Alternating Algorithm for Multivariable EE Optimization under QoS Con-
straints
1. Initialization: k = 0
qstandby(k) = 0, qsleep(k) = 0, EE(qon(0), qstandby(0), qsleep(0)) = 0
2. Iteration: k + 1   k
qon(k) = arg max
qon
EE(qstandby(k − 1), qsleep(k − 1)), s.t. (3.18)-(3.20)
(qstandby(k), qsleep(k)) = arg max
qstandby ,qsleep
EE(qon(k)), s.t. (3.17), (3.19) and (3.20)
3. If 0 < EE(qon(k), qstandby(k), qsleep(k))−EE(qon(k−1), qstandby(k−1), qsleep(k−1)) < ,
go to 4) and stop, otherwise go back to 2) ( = 0.0001).
4. q∗on = qon(k), q
∗
standby = qstandby(k) and q
∗
sleep = qsleep(k).
3.3 Strategic Sleeping
Instead of randomly operating small cell BSs, a strategic scheme can be designed to maximize
the usage of the small cell BSs to serve active users according to UE information.
In a given setup, ideal strategic sleeping policy could be obtained by actually calculating
rate and power empirically based on simulations. However, as the scale of the network
increases, the computational complexity of such an approach can become extremely large
making it undesirable. Therefore, in this work, we propose a suboptimal strategic sleeping
policies for both static and dynamic traffic models, which make use of results calculated
from the benchmark random sleeping strategy.
The strategic sleeping approach for a static traffic model is presented in Algorithm 2.
Here, the static traffic model refers to the case when all UE are static (with known positions).
The sleep scheduling for this case is based on: (1) the number of UE in the coverage of each
small cell, and (2) the distance between each BS and its corresponding nearest UE. First,
operating probabilities in random sleeping are converted into fractions, i.e., we decide the
number of BSs in each state based on corresponding probability and total number of small
cell BSs. The small cell BSs with most users in coverage are turned on. Then the sleep
modes of other BSs are determined according to the distances between a BS to UE, that
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is, a BS sleeps lighter with nearer UE. More detail, the strategic scheme is scheduled as
discussed in Algorithm 2.
Algorithm 2 Strategic Sleeping for Static Traffic Model
1. Decide the numbers Non, Nstandby, Nsleep, and Noff of small cell BSs in on mode,
standby mode, sleep mode and off mode by rounding Nqon, Nqstandby, Nqsleep, and
Nqoff to an integer, respectively. Here N denotes the total number of operated small
cell BSs.
2. Calculate the number of users in the coverage area of each small cell BS based on
radius R calculated according to the SINR target. To simplify the problem, when
calculating radii, we assume that all the BSs are switched on.
3. Sort associated UE numbers in descending order for the entire operated small cell BSs.
4. Choose the first Non small cell BSs to turn on.
5. Calculate distances from the nearest UE to each of the undecided small cell BSs,
respectively.
6. Sort distances in ascendant order and make the first Nstandby small cell BSs standby;
then the first Nsleep small cell BSs sleep. The rest small cell BSs are turned off.
When UE movement is considered, the strategic sleeping approach can be modified as
described in Algorithm 3. In this case, the sleep scheduling is based on: (1) the number
of UE in coverage of each small cell, and (2) the minimum time of a UE moving to a BS.
Identical to static strategy, the operating probabilities in random sleeping are converted into
fractions first. The small cell BSs with most users in coverage are chosen to be turned on.
Then the sleep modes of other BSs are determined according to the time UE moving to a
BS takes, that is, a BS sleep lighter with faster UE moving in. More precisely, the dynamic
scheduling for strategic sleeping is described in Algorithm 3.
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Algorithm 3 Strategic Sleeping for Dynamic Traffic Model
1. Decide the numbers Non, Nstandby, Nsleep, and Noff of small cell BSs in on mode,
standby mode, sleep mode, and off mode, respectively, by rounding Nqon, Nqstandby,
Nqsleep, and Nqoff to an integer. Again, N denotes the total number of operated small
cell BSs.
2. Calculate the number of users in the coverage area of each small cell BS based on
radius R calculated according to the SINR target. To simplify the calculation of radii,
we assume that all BSs are switched on.
3. Sort associated UE numbers in descending order for the entire operated small cell BSs.
4. Choose the first Non small cell BSs to turn on.
5. For each undecided small cell BS, identify which UE is moving towards it. Then
calculate distances between undecided BSs and their corresponding UE.
6. Calculate the time tij required for the i
th UE moving to the jth small cell BS by
tij = dij/vij. Here vij denotes the “relative” velocity, that is, projection of absolute
velocity on dij. The schematic diagram is shown in Fig. 3.1.
7. For the jth small cell BS, tj = min(tij), i ∈ φj, where φj denotes the set of all UE
moving toward the jth small cell BS or already in coverage.
8. Sort tj in ascendant order and make the first Nstandby small cell BSs standby; then the
first Nsleep small cell BSs sleep. The rest small cell BSs are turned off.
3.4 Simulation Results
In this section, we provide simulation results to demonstrate the proposed approach for
deciding sleep modes for small cell BSs. The primary simulation parameters used are
summarized in Table 4.3 [108]. Note that the noise power (σ2) is assigned as zero since
self-interference dominates noise in typical HCNs [92].
3.4.1 Random Sleeping Strategy
Based on the coverage probability curve shown in Fig. 3.2, eight different cases are discussed
in Table III. In the first case ω = 0.5, the time constraint (3.18) is always satisfied when
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Figure 3.1: Schematic diagram of dij, vi and vij
Table 3.2: Simulation parameters
Pico/Micro/Macro/UE distribution PPP
Density of picos (λ1) 4/500
2m2
Density of micros (λ2) 2/500
2m2
Density of macros (λ3) 1/500
2m2
Power consumption of picos (P1) 40W
Power consumption of micros (P2) 80W
Power consumption of macros (P3) 400W
SINR threshold of picos (θ1) 1.1
SINR threshold of micros (θ2) 1.2
SINR threshold of macros (θ3) 1.3
Path loss exponent (α) 4
ω = 0.58, the time constraint (3.18) cannot be satisfied unless qon ≥ 0.6038. We ignore the
unsolvable case that the time constraint cannot be satisfied, i.e., ω ≥ Pc(1) = 0.5843. On
the other hand, for tmin = 0.3s, the delay constraint can only be satisfied when qon ≥ 0.4,
for tmin = 0.5s, tmin = 15s and tmin = 30s it can be satisfied by some qon ∈ [0, 1], thus
parameters qstandby, qsleep, and qoff can be made to meet the delay constraint.
Table 3.3 clearly shows that this method first decide q∗on to be as small as possible while
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Figure 3.2: qon vs coverage probability
ω tmin qon qstandby qsleep qoff
0.5 0.3 0.4000 0.6000 0 0
0.5 0.5 0 1 0 0
0.5 10 0 0 1 0
0.5 30 0 0 0 1
0.58 0.3 0.6038 0.3854 0.0107 0
0.58 0.5 0.6038 0.3644 0.0318 0
0.58 10 0.6038 0 0.0942 0.3019
0.58 30 0.6038 0 0 0.3962
Table 3.3: Simulation results of optimal sleep mode probabilities
satisfying coverage probability (3.18), then decide q∗standby, q
∗
sleep, q
∗
offline to make BSs to sleep
“deeper” as much as possible while preserving the required average waiting time constraint
(3.17).
EE improvement is defined as the ratio of EE with sleep modes to EE without sleep
modes, and is employed as a performance measure. Fig. 3.3 shows EE improvement in four
cases with ω = 0.5, ω = 0.57, ω = 0.575, and ω = 0.58, respectively. When ω = 0.5 coverage
probability can be satisfied by any qon, and for the other three cases coverage probability
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condition can only be fulfilled for a certain range of qon.
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Figure 3.3: Energy efficiency improvement vs tmin
Fig. 3.3 shows that EE can be improved approximately 30% in the case ω = 0.5, meaning
the coverage probability can be met even if all the operated small cell BSs are switched off.
Improvement increases with the allowed average wake-up time. When the wake-up time is
long enough, except for the BSs turned on to ensure certain coverage probability, all other
operated small cell BSs are switched off and the EE gain is saturated. Furthermore, Fig.
3.3 shows that EE improvement decreases with q∗on, further confirming the rationality of this
optimizing method.
3.4.2 Strategic Sleeping Strategy
In order to evaluate the performance of different sleeping schemes, Monte Carlo simulation
analysis is employed. The performance of strategic sleeping strategy is studied by a randomly
generated HCN. As a performance metric, we calculate the ratio of EE using strategic
sleeping strategy to EE using random sleeping strategy. The average EE can be greatly
improved with random sleeping policy, and instantaneous EE can be further improved by
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strategic sleeping policy.
In this case, since the fraction of BSs of each sleep mode is fixed, the whole network
power consumption stays the same. Then maximizing (3.16) is equivalent to a throughput
maximization problem, and the EE improvement ratio is the throughput improvement ratio
indeed. The throughput between an UE and BS can be obtained by (3.3). Furthermore,
it can be concluded that EE improvement will only be affected by qon, or there is no dif-
ference when studying EE improvement performance using static model or dynamic model.
After calculating rate and power empirically to get EE values, simulation results of the
improvements of both the operated tier and whole networks are shown in Fig. 3.4.
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Figure 3.4: Ratio of EE with strategic sleeping policy to EE with random sleeping policy
Fig. 3.4 shows that the proposed strategic sleeping management can effectively improve
EE of the network. Considering only the operated tier, EE improvement ratio monotonically
decreases with qon, implying that a smaller qon may lead to a smaller probability of finding
the “right” small cell BS that should be in “on” mode. The superiority of the strategic
sleeping strategy is verified.
In regards to an entire network EE can be improved by approximately 15% by employing
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strategic sleeping policy rather than random sleeping policy. This performance would be fur-
ther improved as density of the operated smaller cell BSs increases, which is a predominant
trend in wireless communications. On the other hand, the EE improvement ratio achieves
maximum value for some qon ∈ [0, 1]. If qon is too small, EE of the entire network would be
dominated by other tiers which remain the same because they are always full operated.
3.5 Summary
We investigate the design of energy efficient HCNs employing small cell BS sleep modes
and sleep strategies. Using a stochastic geometry based model, we derive coverage prob-
ability, average achievable throughput, and EE in K-tier HCNs. Then we formulate EE
maximization problem under either random sleeping policy or strategic sleeping policy and
determine optimal operating probability for each sleep mode of small cell BSs. Numerical
results confirm the effectiveness of the scheme. Apart from improvements of approximately
30% in EE with random sleeping policy, the simulation indicates that instantaneous EE can
be further improved by 15% with a strategic sleeping policy.
Besides sleep mode, renewable energy is also considered as a promising green technique
for cellular BSs. In the next chapter, we explore smart energy management of energy
harvesting cellular BSs.
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Chapter 4
Power Management in Heterogeneous
Networks with Energy Harvesting
Base Stations
Energy harvesting [109] refers to the aggregation of renewable energy (e.g., solar and wind)
from the operational environment. Therefore, utilizing harvested energy to supplement
conventional on-grid power in powering BSs can serve as a candidate solution for power
savings. However, how to best operate BSs with energy harvesting is not trivial due to
limited availability of harvested energy, as well as uncertainty about timing and quantity
of energy collected. This chapter provides some key insight on managing BSs powered by
both renewable energy and grid power.
In this work, we aim to minimize on-grid power cost of HCNs with energy harvesting
BSs by managing both transmit power and stored energy. Taking QoS into account, a
lattice model is considered to obtain coverage probability in region of interest (ROI). We
formulate an optimization problem to find optimal transmit power and stored energy under
a coverage probability constraint. Then, we propose a two-stage BS operation scheme which
first optimizes transmit power and then manages stored energy usage.
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Unique aspects of our work can be summarized as follows:
• With the introduction of a lattice model, we provide a structured method to obtain
coverage probability of HCNs with an irregular deployment of BSs in ROI.
• We conduct a techno-economic analysis of on-grid power consumption in HCNs with
hybrid energy supply.
• Including a coverage probability constraint, we provide an approach to minimize en-
ergy consumption of a HCN with hybrid energy supply via controlling transmit power
of each BS.
• A novel treatment of stored energy management problem is proposed in the context
of NMPC theory.
This chapter includes several distinct sections. Section 4.1 presents the system model.
Section 4.2 first describes the problem formulation, then decomposes the problem into 2
subproblems. Transmit power optimization is discussed first in Section 4.3. Proposed control
solution for stored energy management based on NMPC is discussed in Section 4.4. In
Section 4.5, simulation results are obtained and analyzed. Finally, Section 4.6 concludes the
discussion and future work.
4.1 System Model
We consider a HCN with BSs powered jointly by an energy harvesting device and the power
grid. The operation time line (e.g., a period of 24 hours) is divided into NT time slots. The
harvested renewable energy model, real-time electricity price model, BS management and
lattice model are detailed in this section.
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4.1.1 Harvested Renewable Energy Model
Stochastic modeling of renewable energy generation has been an active research topic. Re-
newable energy sources include wind, solar, geothermal, tides, hydropower, and various
forms of biomass. We will focus on energy models of wind and solar since they are most
commonly used by telecommunication service providers to supplement conventional power
in powering BSs, mainly due to the fact that conversion of wind or solar energy into electric-
ity is feasible and easy as compared to other sources. In this chapter, we adopt the model
proposed for wind energy in [110]-[111]. It can also be directly used for solar energy as solar
energy generation can be estimated by using typical annual meteorological weather data
for a given geolocation [112]. This model may also be further extended to other renewable
energy sources.
We consider a HCN consisting of K tiers of different classes of BSs such as femtocells,
picocells, or macrocells. BSs of all the tiers can be powered by both on-grid energy and
renewable energy sources. BSs across tiers may differ in regard to transmit power, spatial
density, and supported data rate. We assume that BSs of the kth tier are denoted as φk
with number Nk and transmit power Pk. The target SINR for successful communication in
each tier is θk. That is, a mobile UE can communicate with a BS reliably in the k
th tier as
long as its downlink SINR with regard to that BS is greater than θk. We assume that the
harvesting power of the ith BS of tier k during time slot t, denoted as PHk(i, t), is modeled
as the sum of an accurately predicted mean value PˆHk(i, t) (based on estimation/prediction
methods), and i.i.d. zero-mean random variables errH(t), i.e.,
PHk(i, t) = PˆHk(i, t) + errH(i, t). (4.1)
Our formulation allows errH to obey any distribution. In this work, we assume that it
follows a zero mean uniform distribution errH ∼ Uniform[−a, a].
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4.1.2 Real-time Electricity Price Model
The real-time price of electricity can be forecasted using price forecast techniques such as
the ones proposed in [113]. Similar to the renewable energy model, we assume that the real-
time price of energy of time slot t, denoted as M(t), is the sum of an accurately predicted
mean value Mˆ(t) and i.i.d. associated errors errM(t) with known distribution, i.e.,
M(t) = Mˆ(t) + errM(t). (4.2)
In fact, it has been verified in [114] that the forecasted error can be modeled as either
a zero-mean Gaussian distribution errM ∼ N(0, σ2M) or a zero mean uniform distribution
errM ∼ Uniform[−b, b].
4.1.3 Base Station Management
In this chapter, our goal is to minimize cost of power across the entire HCN by: (1) intelli-
gently adjusting transmit powers of each BS, and (2) controlling renewable energy usage at
each BS.
Adjusting Transmit Power
One way to minimize on-grid power consumption is to make transmit power of BSs as low
as possible while preserving the QoS experienced by users. Since traffic condition is not
considered in this work, we assume that the transmit power Pk(i) of a k
th tier BS i is
time-invariant and can range between Pkmin and Pkmax, where Pkmin and Pkmax denote the
minimum and maximum transmit power of a kth tier BS, respectively.
Controlling Renewable Energy Usage
In order to minimize the power drawn from the grid over time, harvested energy may be
reserved in the battery for future use depending on expected pricing. Renewable energy
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usage is denoted by ηk(i, t) ∈ [0, 1], which refers to the fraction of stored renewable energy
used to support the kth tier BS i in the beginning of time slot t.
4.1.4 Lattice Model
Coverage probability can be defined as the CCDF of SINR as PC = P[SINR > θk]. A
lattice model is employed in this work, i.e., the ROI is modeled as a grid G of points. We set
a coverage probability requirement PreqC as a design parameter for each grid point, making
sure that each point, n = (xn, yn), is served by a k
th tier BS with an SINR no less than θk at
least P reqC (n) of the time. Without loss of generality, we assume that G is rectangular with
dimensions Nx and Ny. BSs are operated in the ROI with the goal of satisfying coverage
requirements PreqC = {P reqC (n)},∀n ∈ G.
For simplicity, the noise power is ignored [40] and each point is associated with the
strongest BS (that is, the BS from which the received power is highest serves a user at
the point). The fading power between a UE n and the associated strongest BS located at
point s is denoted by hsn and is assumed to be i.i.d. exponential (Rayleigh fading), i.e.,
hsn ∼ exp(1). The received SINR of the user n in the coverage of a kth tier BS s is
SIRk(n) =
Pk(s)hsn||s− n||−α∑K
j=1
∑
b∈φj\s Pj(b)hbn||b− n||−α
, (4.3)
where α denotes the path loss coefficient.
Table 4.1 summarizes the symbols introduced in this chapter.
4.2 On-grid Power Cost Minimization Formulation
In this section, we describe how one can optimize on-grid power cost via controlling both
transmit power and renewable energy usage successively. The basic formulation is introduced
in this section.
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symbol meaning symbol meaning
k index of tier i, j index of BS
t index of time NT number of time windows
φk k
th tier BSs K number of tiers
N number of BSs P transmit power
θ target SINR PH harvesting power
PˆH predicted mean value of PH err random error
M real-time electricity price Mˆ predicted mean value of M
Pmin minimum transmit power Pmax maximum transmit power
η energy usage fraction G grid model of ROI
n, s points in G PC coverage probability
PreqC required coverage probability Nx, Ny dimensions of G
h fading power α path loss coefficient
Pgrid on-grid power consumption τ time slot length
l path loss T prediction horizon
E energy storage e initial value of energy storage
ηin charging efficiency ηout discharging efficiency
 designed positive scalar u control variable
x state variable J objective function
Table 4.1: Notation Table
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The problem can be stated as follows: given coverage probability requirement PreqC ,
how should BSs be operated (i.e., what are {Pk(i)} and {ηk(i, t)}) such that on-grid power
cost is minimized while attempting to satisfy coverage requirements. Here static power
consumption which is power consumed even when a BS serves no user is not taken into
account since it is a non-controllable constant.
We assume that: (1) charging rate is always less than the maximum charging rate;
(2) energy storage is not enough to meet the power demand, and (3) capacity of battery is
infinite. These assumptions are reasonable as the harvested energy is generally not sufficient
for independent reliable network operation. Hence, in a real system, even though the battery
capacity and charging rate are finite, there is a very low probability of battery overflow.
We can then mathematically state the decision problem as below:
min
ηk(i,t),Pk(i)
E[
K∑
k=1
Nk∑
i=1
NT−1∑
t=0
Pgridk(i, t)M(t)τ ], (4.4)
subject to,
C1 : Ek(i, t) = (1− ηk(i, t− 1))Ek(i, t− 1) + ηinτ · PHk(i, t− 1) [battery storage dynamics],
C2 : Pgridk(i, t) = Pk(i)− ηk(i, t)ηoutEk(i, t)/τ [grid power consumption],
C3 : 0 ≤ ηk(i, t) ≤ 1 [constraint on energy usage],
C4 : P[SIRk(n) > θk] ≥ P reqC (n),∀n ∈ G [outage probability],
C5 : Pk(i) ∈ [Pkmin, Pkmax], k = 1, ..., K [transmit power]
C6 : Ek(i, 0) = eki [battery storage initial condition],
C7 : M(t) = Mˆ(t) + errM [electricity price],
C8 : PHk(i, t) = PˆHk(i, t) + errH [harvested energy].
Here, NT denotes the total time window of interest; Pgridk(i, t) denotes on-grid power con-
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sumption of the kth tier BS i in time slot t; τ denotes the length of the time slot; Ek(i, t)
denotes the amount of stored energy in the battery of the kth tier BS i in the beginning
of time slot t, and eki is a constant denoting the initial value of Ek(i). ηin and ηout denote
charging efficiency and discharging efficiency, respectively. The efficiency terms capture the
loss of energy when harvested energy is stored and used from the battery.
Frequently adjusting transmit power of a BS can incur cost and instability. Also, since
the BSs are centrally controlled, it is not economical to frequently send harvested energy
data to the controller. We can avoid frequent switching by adjusting the value of τ .
Constraint C2 also imposes that Pk(i)−ηk(i, t)ηoutEk(i, t)/τ ≥ 0, i.e., ηk(i, t) < τPk(i)ηoutEk(i,t) .
Therefore, C3 can be rewritten as
0 ≤ ηk(i, t) ≤ min{1, τPk(i)
ηoutEk(i, t)
}. (4.5)
Formulation (4.4) involves two key control parameters - (1) BS transmit power, and (2)
fraction of stored energy used by each BS. In order to develop a simple, practical approach
to address (4.4), we suggest a two-stage operation. First, we minimize energy consumption
of the entire HCN via controlling transmit power of each BS. Second, we manage stored
energy usage for each BS. Although these two stages can be completely decorrelated, and
both power saving and cost reduction have been studied in literature separately, our work
is distinguished by several points listed as below.
In general, our work considers HCNs modeled by PPP, which has been proved as a
tractable yet accurate model. Power saving and cost reduction have not been well studied
within this framework. In stage 1, unlike [44],[25]-[15], we treat BS power as a continuous
parameter that is optimized to satisfy coverage probability constraints. Prior efforts related
to power optimization [112]-[48] do not incorporate coverage probability constraints and do
not deal with heterogeneous networks. Furthermore, for stage 2, most existing literature
focus on reducing costs from deployment or maintenance of BSs (e.g., reduction in capital
and operational expenditure [50] and deployment cost [51]). To the best of our knowledge,
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[115] is the only work related to on-grid energy cost minimization. However, [115] is focused
on active resource block allocation for a homogeneous macrocell network.
4.3 Stage 1 - Optimization of Transmit Power
At a single time slot, let Pki be the transmit power for the i
th BS in the kth tier to satisfy
coverage probability. Our goal is to
min
{Pki}
F ({Pki}) =
K∑
k=1
Nk∑
i=1
Pki, (4.6)
subject to,
P[SIRk(n) > θk] ≥ P reqC (n),∀n ∈ G, (4.7)
Pki ∈ [Pkmin, Pkmax], i = 1, ..., Nk, k = 1, ..., K. (4.8)
We aim to simultaneously minimize transmit power, i.e., {Pki}, i = 1, ..., Nk and k =
1, ..., K. A globally optimal solution is difficult to obtain when Nk is large. The problem
in (4.6), however, is convex with respect to Pki for a fixed i and k. Therefore, a locally
optimal solution of this problem can be obtained by using the alternating algorithm where
variables are computed one at a time while fixing all others [107]. Algorithm 4 shows the
proposed alternating algorithm for the multi-variable transmit power minimization problem
under QoS constraints.
4.3.1 Simplification of Signal-to-interference Ratio Constraint
The main difficulty of this approach is that the probabilities in (4.7) do not have simple
closed-form expressions. Therefore, in this section we will describe methods to simplify the
coverage constraint.
In Algorithm 4, we assume that variables in {Pki} are computed one at a time while
fixing all others. Since the objective function (4.6) is the summation of all variables in {Pki},
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Algorithm 4 Alternating Algorithm for Transmit Power Minimization under QoS Con-
straints
1. Initialization: r = 0
Pki(0) = Pkmax, F ({Pki(0)}) = 0, k = 1, ..., K and i = 1, ...Nk.
2. Iteration: r + 1← r
Suppose P−ki(r) = {P11(r), ..., Pk,i−1(r)} and P+ki(r) = {Pk,i+1(r), ..., PKNK (r)},
P11(r) = arg min
P11
F (P+11(r − 1)) s.t. (4.7) and (4.8) are satisfied.
......
Pki(r) = arg min
Pki
F (P−ki(r),P+ki(r − 1)) s.t. (4.7) and (4.8) are satisfied.
......
PKNK (r) = arg min
PKNK
F (P−KNK (r)) s.t. (4.7) and (4.8) are satisfied.
3. If 0 < F ({Pki(r− 1)})− F ({Pki(r)}) < , go to step 4 and stop, otherwise go back to
step 2 (e.g.,  = 0.0001).
4. {P optki } = {Pki(r)}.
the problem at each iteration in Algorithm 4 is equivalent to
min
Pki
Pki (4.9)
subject to
Pki ∈ [Pkmin, Pkmax], (4.10)
P[SIRn =
Pshslsn∑
j 6=s Pjhjljn
≥ θs] ≥ P reqC (n), ∀n ∈ G. (4.11)
where s denotes the strongest BS serving user n, θs denotes the corresponding SIR threshold
of the BS s and lsn = ||s− n||−α denotes the path loss between user n and BS s. Similarly,
j denotes an interfering BS and ljn = ||j − n||−α denotes the path loss between user n and
BS j.
According to [116],
P[SIRn ≥ θs] ≥ P reqC (n) (4.12)
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can be written as ∏
j 6=s
(1 +
θsPjljn
Pslsn
) ≤ 1
P reqC (n)
(4.13)
That is, problem (4.9) can be expressed in closed form as
min
Pki
Pki (4.14)
subject to
Pki ∈ [Pkmin, Pkmax], (4.15)
T (Pki) =
∏
j 6=s
(1 +
θsPjljn
Pslsn
) ≤ 1
P reqC (n)
, ∀n ∈ G. (4.16)
Based on {Pki} values in the previous iteration in Algorithm 4, we suppose that G can
be separated into G1 and G2, which are the sets of users connecting and not connecting to
the ith BS in the kth tier, respectively.
It can be shown that when n ∈ G1, i.e., s = ki, T (Pki) =
∏
j 6=ki (1 +
θsPj ljn
Pkilkin
) is a monotone
decreasing function of Pki. We can obtain an optimal P
∗
ki;n by solving
T (Pki) =
∏
j 6=ki
(1 +
θsPjljn
Pkilkin
) =
1
P reqC (n)
, n ∈ G1. (4.17)
We then define P ∗ki as
P ∗ki =

Pmin, maxn∈G1{P ∗ki;n} < Pmin
maxn∈G1{P ∗ki;n}, Pmin ≤ maxn∈G1{P ∗ki;n} ≤ Pmax
φ, maxn∈G1{P ∗ki;n} > Pmax
(4.18)
When n ∈ G2, i.e., s 6= ki, T (Pki) can be written as
T (Pki) = [
∏
j 6=s,j 6=ki
(1 +
θsPjljn
Pslsn
)](1 +
θsPkilkin
Pslsn
) ≤ 1
P reqC (n)
, n ∈ G2. (4.19)
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Note that (4.19) is a monotone increasing function of Pki. We should point out that
(4.19) actually provides an upper bound on Pki. Therefore, substituting P
∗
ki into Pki in
(4.19), if all the inequalities hold, P ∗ki is the optimal solution for (4.14). Otherwise there
is no feasible solution, suggesting that the coverage condition cannot be satisfied and may
have to be modified (i.e., θs or P
req
C (n) may have to be reduced).
4.3.2 Convergence of Algorithm 4
The convergence of Algorithm 4 can be proved by induction presented as below:
1. For loop 1, Pki(1) ≤ Pki(0) = Pkmax, k = 1, ..., K and i = 1, ...Nk.
2. For loop r = 2, 3, 4, ..., k = 1, ..., K and i = 1, ...Nk.
If
• a) Pk′i′(r) ≤ Pk′i′(r − 1), k′ < k or k′ = k, i′ < i.
• b) Pk′i′(r − 1) ≤ Pk′i′(r − 2), k′ > k or k′ = k, i′ > i.
then according to (4.17) and (4.18),
Pki(r) = arg min
Pki
F (P−ki(r),P+ki(r − 1))
≤ arg min
Pki
F (P−ki(r − 1),P+ki(r − 2)) = Pki(r − 1)
(4.20)
3. Therefore, Pki(r), k = 1, ..., K and i = 1, ...Nk gradually decreases as r increases. Since
the objective function F (Pki) is the sum of all variables Pki, the desired optimization
F (Pki) is also gradually minimized as iteration index r is increased.
As [107] suggests, since the update of Pki, i = 1, ..., Nk and k = 1, ..., K may either decrease
or remain the same but cannot increase the objective in (4.6), monotonic convergence of Pki
follows. The difference between F ({Pki(r− 1)})−F ({Pki(r)}) can be used as a criterion to
stop the alternating algorithm with a designed positive scalar  in Step 3.
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θ1 θ2 P
req
C (nL) P
req
C (nR)
F ({P ∗ki})
F ({Pkmax})
-15dB -15dB 70% 90% 18.38%
-15dB -15dB 80% 90% 18.38%
-15dB -15dB 90% 90% 20.15%
-10dB -10dB 70% 70% 18.41%
-10dB -10dB 70% 80% 30.47%
-10dB -10dB 80% 80% 34.02%
Table 4.2: Power Optimization Simulation Results
4.3.3 Simulation Result
Consider a 10×10 grid as our ROI. Without loss of generality, we consider a HCN consisting
of macrocells and picocells and assume that the coverage probability requirements of the left
half of the ROI P reqC (nL) and that of the right half P
req
C (nR) can be different. The locations
of BSs are randomly generated according to uniform distributions. Setting α = 3, N1 = 2,
N2 = 16, P1max = 1000W , P1min = 150W , P2max = 60W and P2min = 15W [117]-[119],
simulation results are listed in Table 4.3.3.
From simulation results in Table 4.3.3, the effectiveness of the proposed transmit power
optimization algorithm is evident. For example, power savings of nearly 20% is feasible for
practical SINR threshold and coverage requirements. The exact transmit power reduction
depends on several factors such as (1) the allowed power range for BSs, (2) the SIR threshold,
and (3) the coverage requirements.
4.3.4 Problem Transformation
After calculating optimal transmit power of each BS and expressing the index of BSs as j
for simplicity, the problem introduced in (4.4) can be rewritten as:
min
η(j,t)
E[
NT−1∑
t=0
M(t)
N1+...+NK∑
j=1
Pgrid(j, t)τ ], (4.21)
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subject to,
Pgrid(j, t) = P
∗
j − η(j, t)E(j, t)ηout/τ,
E(j, t) = (1− η(j, t− 1))E(j, t− 1) + ηinPH(j, t)τ,
0 ≤ η(j, t) ≤ min{1, τP
∗
j
ηoutEk(j, t)
},
E(j, 0) = ej,
M(t) = Mˆ(t) + errM ,
PH(j, t) = PˆH(j, t) + errH .
where ej denotes the initial value of energy storage of the j
th BS and PH(j, t) denotes the
harvested energy of the jth BS at the tth time slot.
Since P ∗j is a constant, (4.21) can be further simplified as
max
η(j,t)
E[
NT−1∑
t=0
M(t)
N1+...+NK∑
j=1
η(j, t)E(j, t)], (4.22)
subject to,
E(j, t) = (1− η(j, t− 1))E(j, t− 1) + ηinPH(j, t)τ,
0 ≤ η(j, t) ≤ min{1, τP
∗
j
ηoutEk(j, t)
},
E(j, 0) = ej,
M(t) = Mˆ(t) + errM ,
PHk(i, t) = PˆHk(i, t) + errH .
Note that there is no interaction between different BSs when optimizing ηk(i, t). There-
fore, (4.22) can be directly decomposed into subproblems for individual BSs. For a single
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BS, the formulation simplifies as,
max
η(t)
E[
NT−1∑
t=0
M(t)η(t)E(t)], (4.23)
subject to,
E(t) = (1− η(t− 1))E(t− 1) + ηinPH(t)τ,
0 ≤ η(t) ≤ min{1, τP
∗
ηoutEk(t)
},
E(0) = e0,
M(t) = Mˆ(t) + errM ,
PH(t) = PˆH(t) + errH .
where e0 denotes the initial value of battery stored energy and P
∗ denotes the optimal
transmit power of the considered BS.
In the next section, we solve for the renewable energy usage for each BS considering the
simplified problem (4.23).
4.4 Stage 2 - Controlling Stored Energy Usage - NMPC
Framework
NMPC is a variant of model predictive control (MPC) that is characterized by the use
of nonlinear system models. As in linear MPC, NMPC requires the iterative solution of
optimal control problems on a finite prediction horizon. In this section, a convenient form of
representing the process to be controlled by NMPC is presented first followed by a discussion
of the solution.
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4.4.1 NMPC Formulation
In the problem stated in (4.23), it is straightforward to define the state variable x(t) as stored
energy E(t) and control variable u(t) as renewable energy usage η(t). The cost function can
be expressed as J = −f [u(t)] = −∑NT−1t=0 M(t)u(t)x(t). Equation (4.23) can be rewritten
as
max
u
E[
NT−1∑
t=0
M(t)u(t)x(t)], (4.24)
subject to,
x(t+ 1) = (1− u(t))x(t) + ηinPH(t)τ,
0 ≤ u(t) ≤ min{1, τP
∗
ηoutx(t)
},
x(0) = e0,
M(t) = Mˆ(t) + errM ,
PH(t) = PˆH(t) + errH .
It is clear that equation (4.24) corresponds to a nonlinear, nonconvex constrained opti-
mization problem. Finding a globally optimal solution to such problems are prohibitively
complex. With the goal of a simple practical solution for BS energy management, we pro-
pose an approach that will provide an effective suboptimal solution. Our method is based on
linearizing the constraints and then solving (4.24) via an iterative optimal control approach
for a finite prediction horizon. In the constraint
x(t+ 1) = x(t)− u(t)x(t) + ηinPH(t)τ, (4.25)
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we can linearize u(t)x(t) around (uˆ(t), xˆ(t)):
u(t)x(t) ≈ uˆ(t)xˆ(t) + xˆ(t)(u(t)− uˆ(t)) + uˆ(t)(x(t)− xˆ(t)), (4.26)
which results in the linearized constraint
x(t+ 1) = (1− uˆ(t))x(t) + xˆ(t)uˆ(t)− xˆ(t)u(t) + ηinPH(t)τ. (4.27)
Here,
xˆ(t) =
 e0, t = 0,x∗(t), t = 1, 2, ... (4.28)
where x∗(t) = x∗(t− 1)− u∗(t− 1)x∗(t− 1) + ηinPH(t)τ , and
uˆ(t) =
 η0, t = 0u∗(t− 1), t = 1, 2, ... (4.29)
x∗(t) denotes states calculated in previous iterates; u∗(t) denotes obtained optimal actions,
and η0 refers to the initial choice of renewable energy usage fraction.
4.4.2 Solution of the NMPC Problem
The basic idea behind NMPC is to solve a finite horizon optimal control problem at every
time step. Since errH and errC are zero-mean variables, for a prediction horizon T , we
ignore parameter variation and solve the “certainty-equivalent” planning problem [105] at
each time t:
max
t+T−1∑
τ=t
Mˆ(τ)u(τ)x(τ), (4.30)
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subject to,
u(τ) ∈ U = [0,min{1, τP
∗
ηoutx(t)
}], τ = t, ..., t+ T, (4.31)
x(τ + 1) = (1− uˆ(t))x(τ) + xˆ(t)uˆ(t) + ηinPˆH(τ)τ0 − xˆ(t)u(τ), τ = t, ..., t+ T − 1, (4.32)
x(0) = e0, (4.33)
xˆ(t) =
 e0, t = 0x∗(t), t = 1, 2, ... (4.34)
uˆ(t) =
 u0, t = 0u∗(t− 1), t = 1, 2, ... (4.35)
The law of evolution for the state variable x(τ) is
x(τ + 1)− x(τ) = −uˆ(t)x(τ) + xˆ(t)uˆ(t)− xˆ(t)u(τ) + ηinPˆH(τ)τ0, τ = t, ..., t+ T − 1. (4.36)
Then, we form the Hamiltonian and differentiate:
H = Mˆ(τ)u(τ)x(τ) + λ(τ)(−uˆ(t)x(τ) + xˆ(t)uˆ(t)− xˆ(t)u(τ) + ηinPˆH(τ)τ0), (4.37)
∂H
∂u(τ)
= Mˆ(τ)x(τ)− λ(τ)xˆ(t) = 0, (4.38)
λ(τ + 1)− λ(τ) = − ∂H
∂x(τ)
= −Mˆ(τ)u(τ) + λ(τ)uˆ(t). (4.39)
Using the above equations, it is easy to solve for the state and co-state evolution (x(τ)
and λ(τ)). First, we need to express x(τ) and u(τ) as functions of λ(τ), respectively.
From (4.38),
x(τ) =
λ(τ)xˆ(t)
Mˆ(τ)
. (4.40)
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And from (4.39),
u(τ) =
(1 + uˆ(t))λ(τ)− λ(τ + 1)
Mˆ(τ)
. (4.41)
Then substituting (4.40) and (4.41) into (4.36), we have
λ(τ + 1)xˆ(t)
Mˆ(τ + 1)
− λ(τ)xˆ(t)
Mˆ(τ)
=− uˆ(t)λ(τ)xˆ(t)
Mˆ(τ)
− xˆ(t)(1 + uˆ(t))λ(τ)− λ(τ + 1)
Mˆ(τ)
+ xˆ(t)uˆ(t) + ηinPˆH(τ)τ0.
(4.42)
Here (4.42) can be simplified as
λ(τ) = {[xˆ(t)Mˆ(τ + 1)− xˆ(t)Mˆ(τ)]λ(τ + 1) + Mˆ(τ) · xˆ(t)uˆ(t)Mˆ(τ + 1)+
Mˆ(τ)Mˆ(τ + 1)ηinPˆH(τ)τ0}[2uˆ(t) · Mˆ(τ + 1)xˆ(t)]−1.
(4.43)
We can easily see that
x(τ + 1) = (1− uˆ(t))x(τ) + ηinPˆH(τ)τ0 − λ(τ + 1)− (1− uˆ(t))λ(τ)
Mˆ(τ)
xˆ(t)
+ xˆ(t)uˆ(t), τ = t, ..., t+ T − 1.
(4.44)
The control action u∗(t) which corresponds to the fraction of stored energy used at each
time instant t can be determined via the following steps:
1. From λ(t + T ) = 0, we can solve λ(t + T − 1), λ(t + T − 2), ..., λ(t) sequentially by
(4.43).
2. x(t+ 1), x(t+ 2), ..., x(t+ T − 1) can be solved sequentially by (4.44).
3. Having obtained λ(t+T−1), λ(t+T−2), ..., λ(t), and x(t+1), x(t+2), ..., x(t+T−1),
uopt(t) can be solved by (4.41).
4. By projecting uopt(t) onto the set in (4.31), we can get the optimal control action u∗(t).
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Initial value of stored energy (e0) 1 kWh
Initial guess of action (η0) 0.9
Number of time slots (NT ) 24
Charging efficiency (ηin) 0.9
Time steps in the time window (T ) 4
Table 4.3: Simulation parameters
Thus, by obtaining u∗(0), ..., u∗(NT − 1), NMPC problem (4.24) is solved. Simulation
results to verify the performance are presented in the next section.
4.5 Simulation Results
We present numerical results to demonstrate the performance of the proposed approach.
The basic simulation parameters are listed in Table 4.3.
Three different scenarios are studied in this section. A detailed discussion of the simula-
tion results related to these cases is provided first. Then objective function values f [u(t)] in
three scenarios are presented in Table 4.4 to verify/compare the performance of the proposed
approach.
4.5.1 Case-1
The real-time electric price is assumed to vary from 0.15 to 0.25 dollars/kWh with an
estimation error distribution errM ∼ Uniform[−0.02, 0.02]. Using wind energy model,
we assume that harvested energy of each time slot varies from 2 to 1.12 kWh [120] with
an estimation error distribution errH ∼ Uniform[−0.2, 0.2]. Due to the complexity of
the profile, it is difficult to predict apriori any clear trend of energy usage. However, the
effectiveness of this algorithm can be verified by objective function values in Table 4.4 and
simulation results are presented in Fig. 4.1. Note that we plot a scaled version of electricity
price to better show its variation and relationship with other variables on the same plot.
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Curve x∗u∗ represents energy usage. From Fig. 4.1 it is evident that x∗u∗ primarily follows
harvested energy PH , especially in the period from t = 5 to t = 23, where electricity price
doesn’t change much.
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Figure 4.1: Simulation Results of Case-1
4.5.2 Case-2
To clearly illustrate the effect of electricity price on u∗(t), the real-time electric price is
assumed to vary from approximately 0.2 to 1.2 dollars/kWh with an estimation error distri-
bution errH ∼ Uniform[−0.01, 0.01]. And we assume that harvested energy of each time
slot stays at 1 kWh with an estimation error distribution errH ∼ Uniform[−0.01, 0.01].
When PH stays about the same and errH is relatively negligible, it is expected that when
on-grid electricity cost is high, we would want to use more renewable energy from storage.
When cost is low, we tend to reserve more harvested energy for future use. From Fig. 4.2 it
is clear that x∗u∗ curve which represents energy usage follows M with a small delay, which
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is a result of the prediction time window in NMPC. Another factor to remember is that
energy usage based on storage has an efficiency factor that limits the amount of useful re-
serve energy. This is reflected by the lower delayed peak of x∗u∗ relative to the cost profile.
Initially, the electricity cost is low, so there is no incentive to use all harvested energy. As
the cost goes up, the energy usage also goes up to save on-grid power consumption. Also,
the effectiveness of this algorithm can be verified by objective function values in Table 4.4.
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Figure 4.2: Simulation Results of Case-2
4.5.3 Case-3
To clearly show the impact of harvested energy on u∗(t), the real-time electric price is as-
sumed to stay at 0.5 dollars/kWh with an estimation error distribution errM ∼ Uniform[−0.02, 0.02].
We assume that harvested energy at each time slot varies from 0.2 to 1.2 kWh with an es-
timation error distribution errH ∼ Uniform[−0.01, 0.01]. When predicted electricity price
Mˆ stays about the same and the error of it errM is relatively negligible, it is expected that
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it doesn’t matter how we use stored energy. Detailed simulation results are presented in Fig.
4.3. From Fig. 4.3 it is shown that the curve of x∗u∗ follows with PH with a small delay
(that is, energy storage is fully used at each time slot), which is exactly what we expect.
Also, it can be verified by objective function values in Table 4.4.
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Figure 4.3: Simulation Results of Case-3
We compare obtained objective function values f [u∗(t)] with f [u1(t)] and f [u0(t)]. Here
u1(t) = 11×NT , which represents the case that harvested energy is always used immediately
in the next time slot. And u0(t) = [01×NT−1 1], which represents the case that harvested
renewable energy is never used until the last time slot. Table 4.4 summaries the simulation
results of f [u∗(t)] in comparison of f [u1(t)] and f [u0(t)]. From Table 4.4 we can see that
with u∗(t) obtained by this approach, f [u∗(t)] has better performance than f [u1(t)] and
f [u0(t)] in general. In Case-3 f [u
∗(t)] is equivalent to f [u1(t)] since in that case u∗ = u1.
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f [u∗(t)] f [u1(t)] f [u0(t)]
Case-1 6.0428 6.0147 5.2548
Case-2 20.9079 20.1316 20.3989
Case-3 10.2012 10.2012 10.1510
Table 4.4: Simulation Results
4.5.4 Case-4: Effect of Time Window
In Fig. 4.4, simulation results of Case-2 with T = 2, T = 3 and T = 4 are presented to
analyze the effect of time window T . From Fig. 4.4 we can see that higher time steps in
the time window T can enhance the performance of the approach. In this case, T = 2 is
not sufficient as decisions for managing storage is myopic. That is, there is not enough
knowledge of future trends of cost/harvested energy to guide our current behavior. Time
window lengths of T = 3 and T = 4 both seem to provide reasonably intuitive results. As
T increases beyond 4, we observe that there is no significant improvement in performance.
It is important to realize that computational cost does increase with increasing T . Thus,
identifying the most suitable time window for a specific system is a design parameter that
needs to be carefully selected.
In summary, the effectiveness of the proposed two-stage BS operation is illustrated by
numerical results of Case-1, Case-2 and Case-3. Simulation results also indicate that while
a larger time window T can enhance the performance of the approach, the improvement
would have a diminishing return as well.
4.6 Summary
This chapter investigates, for the first time, management of energy harvesting BSs in HCNs
from a techno-economic point of view. We consider real-time electricity price, QoS of users
and harvested energy profile in identifying methods to minimize energy cost. To solve the
formulated problem in a simple and practical manner, we divide it into two subproblems and
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Figure 4.4: Effect of Time Window
sequentially solve them via an optimization approach and a control algorithm, respectively.
The proposed two-stage optimization/control approach provides a method to manage both
transmit power and stored energy usage of HCN BSs to reduce on-grid electricity expendi-
ture. Numerical results confirm the effectiveness of the scheme.
With D2D technology, mobile users in proximity can directly communicate to each other
without BSs. This can significantly bring down the energy cost. However, interference
brought by D2D users has become a challenging problem. In next chapter, we address
energy-aware capacity evaluation and optimization for D2D underlay cellular networks.
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Chapter 5
Power-aware Performance Analysis
and Optimization in D2D Underlay
Networks
Device-to-device (D2D) technology exploits direct communication between two users within
a short range [121] and is regarded as one of the key technologies for 5G wireless commu-
nication system. It has great potential to improve both spectral and energy efficiency due
to spectral reuse gain and the proximity of communication parties, respectively. However,
introducing an underlay of D2D users presents many challenges to the long-standing cellular
architecture. One of the main consequences involves new sources of interference: intra-cell
and inter-cell interference between cellular users (CUs) and D2D users (DUs), and inter-
ference among D2D users. Therefore, it is critical to carefully design system parameters
(density of D2D users, cellular BSs, transmit power etc.) to make D2D underlay operation
beneficial while guaranteeing the performance of cellular networks.
This chapter provides some unique and novel perspectives in terms of modeling, design
and analysis of D2D underlay networks. Our goal is to analyze a realistic D2D network.
Unlike the work in [72], we consider a network model, where distances between D2D trans-
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mitting user (DTU) and D2D receiving user (DRU) are treated as a random variable. First
of all, we seek to address a fundamental open question that is important to address as we
transition to 5G wireless systems. Is there a critical set of system parameters (density of D2D
users, cellular BSs, transmit power etc.) that can ensure that the benefits of D2D underlay
operation can outweigh its drawbacks? In the quest to answer this question for a realistic
D2D network model, we also uncover new analytical results. With D2D links characterized
as Rician fading channels, we derive, for the first time, upper and lower bounds for ergodic
capacity of a cellular network, and recursive closed-form expression and closed-form ap-
proximation for ergodic capacity of D2D communication for the case of path loss coefficient
4. These results are shown to better approximate ergodic capacity related to the previous
result presented in [72]. Additionally, we identify the D2D user density and transmit power
that maximizes global ergodic capacity of the network. Specifically, a two-phase scheme is
proposed to optimize ergodic capacity while minimizing overall power consumption. Results
from this work provide a framework to uncover desirable system design parameters that of-
fer the best gains in terms of ergodic capacity. Secondly, we analyze the average achievable
throughput of D2D underlay cellular networks. Closed-form analytical results are provided
for average achievable throughput in a D2D underlay cellular network. Finally, we provide
closed-form ergodic capacity results (when path loss exponent is 4) for two other cases of
the distribution of DRU: (1) distance between a DU pair follows a uniform distribution and
(2) a DRU is distributed uniformly in the circular area around its serving DTU.
This chapter includes several distinct sections. Section 5.1 describes the system model.
Closed-form results of ergodic capacity are derived in Section 5.2. Section 5.3 discusses
optimization of ergodic capacity and total power consumption of a D2D underlay cellular
network. Then Section 5.4 analyzes the average achievable throughput of D2D underlay
cellular networks. Section 5.5 provides closed-form ergodic capacity results for two other
cases of the distribution of DRU. Finally, conclusions and future work are presented in
Section 5.6.
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5.1 System Model
In this section, the D2D underlay cellular network model is introduced. Then, based on the
SIR metric, we provide success probability expressions for both CUs and D2D users.
5.1.1 Network Model
We consider a downlink D2D underlay cellular network. CUs are assumed to communicate
with BSs while DUs communicate with each other directly. We assume that the whole
bandwidth is divided into a number of subchannels. The DTUs share all of the downlink
subchannels (referred to as “shared channels”) with BSs, which causes co-channel interfer-
ence between cellular networks and D2D systems. The whole bandwidth is assumed to be
sufficiently large so multiple DTUs won’t share spectrum. Then we model the spatial loca-
tions of cellular BSs (or DTUs) as a PPP ΦC (ΦT ) with density λC (λT ) and transmission
power PC (PT ). Locations of CUs (or DRUs) are also assumed to follow a PPP and each
CU (DRU) is associated with its nearest BS (DTU). The probability density function of the
distance XD from a DRU to its serving DTU is expressed as
fXD(r) = 2piλT r exp(−λTpir2), (5.1)
which is derived based on the null probability of a two dimensional PPP [96].
We assume the downlink channel to be a combination of large-scale attenuation and
fading for both cellular networks and D2D communication. Since DU pairs are usually
close to each other with a LOS component, it is practical to characterize the D2D links
via a Rician fading model along with a scattering component. The LOS fading power
follows a non-central χ2 distribution with a Rician KR-factor (defined as the ratio of the
LOS component power to the scattered component power). On the other hand, we assume
Rayleigh fading for the BS-CU and interfering links such as BS-DRU and DTU-CU based
on the rich scattering environment with NLOS channels. Therefore, the interfering link
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fading power follows an exponential distribution. We model large-scale attenuation as the
standard path loss propagation lα(tr, re) = (Rtr,re)
−α, where Rtr,re denotes the distance
between transmitter tr and receiver re, and α represents the path loss coefficient for all
links.
Note that the analysis in this chapter can also be applied to an uplink D2D underlay
cellular network when the DTUs share uplink spectrum with CUs. The only difference is
that in this case λC and PC represent the density and transmit power of CUs, respectively.
5.1.2 Success Probabilities
Focusing on spectrum sharing, we assume that (1) the hybrid network is interference-limited,
(2) noise is negligible [96] and (3) scheduling amongst D2D users is not taken into considera-
tion. The success probability is defined as the probability of the SIR ξ exceeding a threshold
θ, i.e., Ps(θ) = P[ξ > θ] (CCDF of SIR). The success probability for the cellular users is
presented in the following lemma.
Lemma 2. For a D2D underlay cellular network, the cellular success probability can be
obtained as:
Ps,C(θC) =
1
ρ(θC , α) + C(α)
λT
λC
(PT
PC
θC)
2
α + 1
, (5.2)
where ρ(θC , α) = θ
2
α
C
∫∞
θ
− 2α
C
1
1+u
α
2
du, and C(α) = 2pi
α sin(2pi/α)
.
Proof. See [122].
From (5.2) we can observe that the success probability of CUs in a shared channel de-
creases with the increase of λT/λC and PT/PC . The success probability for DUs is presented
in Lemma 3 as below.
Lemma 3. Suppose the D2D signal experiences Rician fading with Rician factor KR, the
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success probability of a D2D pair at a given distance XD is expressed as:
Ps,D(θD|XD) =
∞∑
k=1
k−1∑
m=0
(−1)k−mJ(m, k) exp(−Cdθ2/αD )·
k−m∑
j=1
βk−mj
j!
(Cdθ
2/α
D )
j+
∞∑
k=0
J(k, k) exp(−Cdθ2/αD ),
(5.3)
where J(m, k) =
KkRm!
eKR

k
m

(k!)2
, Cd = piC(α)X
2
D(λC(
PC
PT
)
2
α+λT ), β
n
j =
∑j
i=1 (−1)j
 j
i
 (2iα )n,
j = 1, ..., n and (x)n , (x)(x− 1)...(x− n+ 1).
Proof. See [72].
5.2 Ergodic Capacity Analysis
Ergodic capacity in a subchannel is defined as C = E[log(1+ξ)] =
∫∞
t=0
Pr[log(1 + ξ) > t]dt =∫∞
t=0
Pr[ξ > et − 1]dt. The integrand in the definition of ergodic capacity is success prob-
ability. However, maximizing C is not trivial, since there does not exist any closed-form
results for realistic D2D underlay cellular networks. The success probability results in both
Lemma 2 and Lemma 3 (from [72]) are based on Rician fading model for D2D links. To
evaluate ergodic capacity, the key limitations of the results in [72] are: (1) they are not in
closed form, and (2) the distances between all D2D pairs (XD) are assumed to be fixed,
which reduces the applicability of the derived results.
In this section, we aim to overcome these two drawbacks and evaluate the ergodic ca-
pacity in closed form for a practical case of path loss coefficient α = 4. Although it is a
special case, the closed-form results can provide us theoretical insights, such as the behav-
ior of performance metrics and the effect of relevant parameters. Therefore, α = 4 case
study has been a useful tool and widely utilized. For example, [96] evaluates the coverage
probability and average achievable rate of a cellular network when α = 4. [117] studies the
feasibility of simultaneous information and energy transfer in LTE-A small cell networks in
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a interference-limit case with α = 4. [123] derives the asymptotic transmission capacities
for α = 4 of two coexisting wireless networks that operate in the same geographic region
and share the same spectrum. [124] derives accurate expressions for the power, channel and
total outage probability of ad hoc networks and study the effect of the system parameters
on the outage performance for the special case of α = 4.
5.2.1 Ergodic Capacity of CUs
In this section, we will first introduce Lemma 4 to numerically calculate the ergodic capacity
of CUs for a general case. Then we present closed-form results of cellular capacity for a
practical case of path loss exponent α = 4.
Lemma 4. The ergodic capacity of cellular networks in a shared channel is given by:
CC =
∫ ∞
0
dt
ρ(et − 1, α) + λT
λC
C(α)(PT
PC
)
2
α (et − 1) 2α + 1 . (5.4)
Proof. See [72].
From (5.4) we can observe that the ergodic capacity of CUs in a shared channel decreases
with the increase of λT/λC and PT/PC . This is due to stronger interference from DTUs.
When α = 4, we derive both upper and lower bounds for ergodic capacity of CUs in
closed form as given in Theorem 2:
Theorem 2. For the special case of α = 4, the cellular ergodic capacity in a shared channel
is bounded by:
CLC < CC < C
U
C , (5.5)
where
CUC =
3
√
3ζ
3ζ
{log (
pi
2
+ 3
√
3ζ)2
pi2
4
− pi
2
3
√
3ζ + (3ζ)2/3
+ 2
√
3 arctan(
pi
2
√
3
2 3
√
3ζ − pi
2
)}, (5.6)
CLC =
2
ζ
arctan ζ + (
arctan ζ
ζ
)2 − 2
ζ2
log
√
1 + ζ2 + log
√
1 + ζ2
ζ
, (5.7)
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and ζ = pi
2γ
4−2piγ +
pi
2
, γ = 2
pi(1+
λC
λT
(
PC
PT
)1/2)
.
Proof. The ergodic capacity CC =
∫∞
t=0
P[ξ > (et − 1)]dt. Therefore, the ergodic capacity
can be evaluated using the result in Lemma 2 with θC replaced by e
t − 1.
CC =
∫ ∞
t=0
Ps,C(e
t − 1)dt =
∫ ∞
0
dt
ρ(et − 1, α) + C(α)(et − 1) 2α λT
λC
(PT
PC
)
2
α + 1
. (5.8)
Let γ = 1
C(α)(
λC
λT
(
PC
PT
)
2
α+1)
, ζ = C
2(α)γ
1−C(α)γ +
pi
2
and x = arctan((et − 1)− 12 ). When α = 4,
CC =
∫ ∞
0
dt
(et − 1) 12 ∫∞ 1
(et−1)
1
2
du
1+u2
+ C(4)1
C(4)γ
−1(e
t − 1) 12 + 1
=
∫ ∞
0
dt
ζ(et − 1) 12 − (et − 1) 12 arctan[(et − 1)− 12 ] + 1
=
∫ pi
2
0
2 sec2 xdx
(tan2 x+ 1)(tanx− x+ ζ) =
∫ pi
2
0
2dx
tanx− x+ ζ .
(5.9)
Substituting for tan x > x+ x
3
3
, we can get a upper bound for CC as
CC < 6
∫ pi
2
0
dx
x3 + 3ζ
=
3
√
3ζ
3ζ
{log (
pi
2
+ 3
√
3ζ)2
pi2
4
− pi
2
3
√
3ζ + (3ζ)2/3
+ 2
√
3 arctan(
pi
2
√
3
2 3
√
3ζ − pi
2
)}. (5.10)
On the other hand, when 0 < γ < 2
pi
, pi
2
< ζ <∞, we can conclude that
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CC =
∫ pi
2
0
2dx
tanx− x+ ζ
>
∫ arctan ζ
0
2dx
tanx− x+ ζ +
∫ pi/2
arctan ζ
2dx
2 tanx
=
∫ arctan ζ
0
2/ζ
1 + tanx−x
ζ
dx+
∫ pi/2
arctan ζ
cotxdx
(a)
>
2
ζ
∫ arctan ζ
0
(1− tanx− x
ζ
)dx+
∫ pi/2
arctan ζ
cotxdx
=
2
ζ
arctan ζ − 2
ζ2
∫ arctan ζ
0
(tanx− x)dx+
∫ pi/2
arctan ζ
cotxdx
=
2
ζ
arctan ζ − 2
ζ2
(− log cosx− x
2
2
)
∣∣∣∣arctan ζ
0
+ log sin x
∣∣∣∣pi/2
arctan ζ
=
2
ζ
arctan ζ − 2
ζ2
[− log cos arctan ζ − (arctan ζ)
2
2
]− log sin arctan ζ
=
2
ζ
arctan ζ + (
arctan ζ
ζ
)2 − 2
ζ2
log
√
1 + ζ2 + log
√
1 + ζ2
ζ
.
(5.11)
To achieve the inequality (a), note that when 0 < x < arctan ζ, 0 < tanx−x
ζ
< ζ−arctan ζ
ζ
< 1,
then 1
1+( tan x−x
ζ
)
> 1− tanx−x
ζ
.
It is important to understand the effect of γ (γ ∈ [0, 2
pi
]) on ergodic capacity. When
γ → 0, λC
√
PC >> λT
√
PT , cellular interference dominates the D2D performance. On the
other hand, when γ → 2
pi
, λC
√
PC << λT
√
PT , D2D interference dominates cellular user
performance. For the case of γ → 0, as D2D interference is negligible, the network can be
considered as a single tier cellular network. Therefore, CC corresponding to (5.8) simplifies
to a form independent of the cellular BS density. This observation is consistent with [96]
which has a similar result for a single tier network with nearest neighbor association.
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5.2.2 Ergodic Capacity of DUs
The main drawback of [72] is that the distance between a D2D pair is assumed to be a
constant. In this section, D2D ergodic capacity is evaluated based on Ps,D(θD|XD) assuming
D2D pair distance to be a random quantity. We will first present Lemma 5 to numerically
calculate the ergodic capacity of DUs for a general case. Then we provide closed-form results
of D2D capacity for a practical case α = 4.
Lemma 5. The ergodic capacity of D2D networks in a shared channel is given by:
CD =
∞∑
k=1
k−1∑
m=0
k−m∑
j=1
(−1)k−mJ(m, k)βk−mj
piλTα
2
Ij +
∞∑
k=0
J(k, k)
αpiλT
2
I0, (5.12)
where Ij =
∫∞
0
tj+
α
2 −1dt
(λT pi+t)j+1(A
α
2 +t
α
2 )
, j = 0, 1, 2, ... and A = piC(α)(λC(
PC
PT
)2/α + λT ).
Proof. From [72], the ergodic capacity for given XD can be presented as:
Rd(XD) =
∫ ∞
z=0
Ps,D(z|XD)
1 + z
dz. (5.13)
The ergodic capacity averaged over XD can be evaluated as
CD =
∫ ∞
0
Rd(r)fXD(r)dr =
∫ ∞
0
[
∫∞
0
fXD(r)Ps,D(z|r)dr]
1 + z
dz. (5.14)
Let A = piC(α)(λC(
PC
PT
)2/α + λT ) and t = Az
2/α for simplicity, then Cdz
2/α = tr2,
CD =
∞∑
k=1
k−1∑
m=0
k−m∑
j=1
(−1)k−mJ(m, k)β
k−m
j
j!
∫ ∞
0
[
∫ ∞
0
r2jfXD(r)
etr2
dr] · t
j α
2
t
α
2
−1dt
A
α
2 + t
α
2
+
∞∑
k=0
J(k, k)
∫ ∞
0
[
∫ ∞
0
fXD(r)
etr2
dr]
α
2
t
α
2
−1dt
A
α
2 + t
α
2
.
(5.15)
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The integration over r can be calculated as
∫∞
0
e−tr
2
r2jfXD(r)dr =
piλT j!
(λT pi+t)j+1
. Thus,
CD =
∞∑
k=1
k−1∑
m=0
k−m∑
j=1
(−1)k−mJ(m, k)βk−mj
piλTα
2
Ij +
∞∑
k=0
J(k, k)
αpiλT
2
I0, (5.16)
where Ij =
∫∞
0
tj+
α
2 −1dt
(λT pi+t)j+1(A
α
2 +t
α
2 )
, j = 0, 1, 2, ....
From (5.12) we can observe that the ergodic capacity of CUs in a shared channel decreases
with the increase of λC and PC/PT , which is due to stronger BS interference. However, the
relationship between λT and CD is nontrivial.
When α = 4, the D2D ergodic capacity expression is derived in Theorem 3 in terms of
Bj, which can be calculated by a recursive expression provided in Lemma 6.
Lemma 6. Define Bj(γ) =
∫ pi
2
0
dθ
(1+γ cot θ)j+1
. Then Bj(γ) can be represented in a recursive
form as
Bj(γ) =
2Bj−1(γ)−Bj−2(γ) + γ/j
1 + γ2
, j ≥ 2. (5.17)
where B0(γ) =
pi
2(1+γ2)
+ γ
1+γ2
log γ and B1(γ) =
pi(1−γ2)
2(1+γ2)2
+ 2γ
(1+γ2)2
log γ + γ
1+γ2
.
Proof. See Appendix A.1.
Theorem 3. For the case of α = 4, the D2D ergodic capacity in a shared channel corre-
sponds to:
CD =
∞∑
k=1
k−1∑
m=0
k−m∑
j=1
2(−1)k−mJ(m, k)βk−mj γBj(γ) +
∞∑
k=0
2J(k, k)γB0(γ), (5.18)
where, γ is given in Theorem 2 and a recursive expression of Bj(γ) is provided in Lemma
6.
Proof. When α = 4, from (5.12), let t = A tan θ,
Ij =
1
A
∫ pi
2
0
1
[1 + piλT
A
cot θ]j+1
dθ =
1
A
Bj(
piλT
A
). (5.19)
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Note that piλT
A
= 2
pi(1+
λC
λT
(
PC
PT
)1/2)
= γ. When α = 4,
CD =
∞∑
k=1
k−1∑
m=0
k−m∑
j=1
2(−1)k−mJ(m, k)βk−mj γBj(γ) +
∞∑
k=0
2J(k, k)γB0(γ). (5.20)
Corollary 2. For the case of α = 4, the D2D ergodic capacity in a shared channel can be
approximated as:
CˆD = 2γB0(γ) + γB1(γ)(1− e−KR), (5.21)
Proof. Since
J(k, k) = e−KRKkRk!
 k
k
 /(k!)2 = e−KRKkR
k!
. (5.22)
the second term in (5.20) is
∞∑
k=0
2γB0(γ)J(k, k) = 2γB0(γ)
∞∑
k=0
e−KR
KkR
k!
= 2γB0(γ). (5.23)
The first term in (5.20) can be rewritten as
∞∑
k=1
k∑
n=1
n∑
j=1
2γ(−1)nJ(k − n, k)βnj Bj(γ)
=
∞∑
n=1
∞∑
k=n
n∑
j=1
2γ(−1)nJ(k − n, k)βnj Bj(γ)
=2γ(−1)1β11B1(γ)[
∞∑
k=1
J(k − 1, k)] +
∞∑
n=2
2γ(−1)n[
n∑
j=1
βnj Bj(γ)][
∞∑
k=n
J(k − n, k)]
≈2γ(−1)β1B1(γ)[
∞∑
k=1
J(k − 1, k)].
(5.24)
Since
β1 = (−1)(1
2
) = −1
2
, (5.25)
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∞∑
k=1
J(k−1, k) =
∞∑
k=1
e−KRKkR(k−1)!
 k
k − 1
 /(k!)2 = ∞∑
k=1
e−KR
KkR
k!
= 1−e−KR , (5.26)
the ergodic capacity can be approximated as
CD ≈ CˆD = 2γB0(γ) + γB1(γ)(1− e−KR). (5.27)
Once again, it is interesting to interpret the result in (5.21) for the cases when γ → 2
pi
and γ → 0. When γ → 2
pi
, the network can be considered as a single tier D2D network as
cellular interference becomes negligible. Therefore, CD corresponding to (5.21) simplifies to
a form independent of the DU density, consistent with [96] which has a similar result for a
single tier network with nearest neighbor association.
Corollary 3. For the case of γ → 0, i.e., the cellular interference dominates the D2D
performance, CD → 0, specifically, CD = o(γ).
Proof. When γ → 0,
B0(γ) ≈ pi
2
(1− γ2) + γ log γ(1− γ2), (5.28)
B1(γ) ≈ pi
2
(1− 3γ2) + 2γ log γ(1− 2γ2) + γ(1− γ2). (5.29)
Then according to Corollary 2,
CD ≈2γ(1− γ2)pi
2
+ 2γ2 log γ(1− γ2) + (1− e−KR)[pi
2
γ(1− 3γ2) + 2γ2 log γ(1− 2γ2) + γ2(1− γ2)]
≈(3− e−KR)pi
2
γ + (1− e−KR)γ2 + 2(2− e−KR)γ2 log γ
=o(γ).
(5.30)
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5.2.3 Simulation Results
In this subsection, we validate the derived analytical results via simulations. The primary
simulation parameters used in this and later sections are listed in Table 5.1 [72, 125].
Table 5.1: Simulation parameters
Simulation Parameter Value
Transmit power of cellular BSs (PC) 20 W
Maximum transmit power of cellular BSs (PCMax) 40 W
Minimum transmit power of cellular BSs (PCMin) 10 W
Transmit power of DTUs (PT ) 500 mW
Maximum transmit power of DTUs (PTMax) 1 W
Minimum transmit power of DTUs (PTMin) 1 mW
Density of cellular BSs (λC) 5× 10−6 m−2
Density of DTUs (λT ) 1× 10−4 m−2
Maximum density of DTUs (λTMax) 1× 10−2 m−2
Minimum density of DTUs (λTMin) 5× 10−6 m−2
Rician factor (KR) 10 dB
D2D link distance using method in [72] (XD) 40 m
In Fig. 5.1 and Fig. 5.2, it is shown that the ergodic capacity of a cellular network
in a shared channel CC increases with PC or λC (in other words, decreases with γ since γ
corresponds to 2
pi(
λC
λT
(
PC
PT
)
1
2 +1)
). The fact that CC increases with PC or λC is a direct result
of stronger BS signal compared with interference from DTUs. Furthermore, CC is shown to
be well bounded by its upper bound CUC and lower bound C
L
C . These bounds get tighter as
PC or λC decreases.
In Fig. 5.3 and Fig. 5.4, it is shown that the ergodic capacity of a D2D network in a
shared channel CD increases with PT or λT . In other words, CD increases with γ since γ
corresponds to 2
pi(
λC
λT
(
PC
PT
)
1
2 +1)
. The fact that CD increases with PT or λT is a direct result
of stronger DTU signals compared with interference from BSs. Furthermore, CD is shown
to be well approximated by CˆD. For comparison, we show the ergodic capacity of D2D
communication CD obtained by the results in [72] fixing D2D pair distance XD as the
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Figure 5.2: CC vs. λC
expected value according to its distribution. The result derived from our model is more
useful than [72], because in reality the distance between D2D pairs is expected to vary.
When XD and λT are fixed, and PT increases, DTU signals are stronger compared with BS
signals, which leads to an increase of CD as shown in Fig. 5.3. However, when XD and PT
are fixed, CD decreases with λT as shown in Fig. 5.4. This behavior can be attributed to the
fact that the signal strength of the direct D2D link does not change while the interference
from other DTUs grows as λT increases.
5.3 Optimization of Ergodic Capacity and Power Con-
sumption
In this section, we present a two-stage approach to maximize the ergodic capacity and
minimize the total power consumption. Ergodic capacity in a subchannel of a D2D underlay
cellular network is defined as C , CC + CD. As is shown in Fig. 5.1-Fig. 5.4, CC can be
well estimated by its lower bound CˆC = C
L
C and CD can be well approximated by CˆD, so we
maximize the approximated ergodic capacity Cˆ = CˆC + CˆD instead. In the first stage, we
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Figure 5.3: CD vs. PT
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aim to maximize the ergodic capacity by adjusting DTU transmit power PT or DTU density
λT . In other words, we try to investigate research questions such as how should DTUs adjust
their transmit power to improve Cˆ while achieving certain power consumption constraint, or
what would be the optimal density of DTU λT when Cˆ is maximized. Furthermore, in the
second stage, we aim to minimize the total power consumption of the network Ptotal while
this approach provides the best balance guaranteeing the optimal ergodic capacity Cˆ∗.
5.3.1 Stage-1: Ergodic Capacity Optimization
In this subsection, considering a total power consumption constraint, we aim to maximize
the ergodic capacity Cˆ as:
max
γ
Cˆ = CˆC + CˆD (5.31)
subject to,
PTMin ≤ PT ≤ PTMax (5.32)
λCPC + λTPT ≤ Ptotal (5.33)
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Theorem 4. When α = 4, the approximated cellular and D2D ergodic capacity in a shared
channel CˆC and CˆD are concave functions of γ, and therefore the total ergodic capacity in
a shared channel Cˆ = CˆC + CˆD is a concave function of γ.
Proof. To prove concavity of CˆC we prove the second order derivative
d2CˆC
dγ2
< 0. We first
derive d
2CˆC
dγ2
and then find an upper bound of it by replacing the arctan and log function by
segments. Since this upper bound takes a polynomial form, it is easy to find roots and to
show this upper bound is negative over the parameter region we consider. Similarly we can
prove d
2CˆD
dγ2
< 0 by replacing the log function by segments and obtain an upper bound of
d2CˆD
dγ2
that is negative over the parameter region. Detailed proof is included in appendix A.2
and not presented here due to tedious calculations involved.
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Figure 5.5: γ vs. Cˆ
If we do not consider the constraints (5.32) and (5.33), then according to Theorem 4, we
can find the optimal solution γ∗ = 0.3539 and Cˆ∗ = 1.744 by efficient convex optimization
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algorithms [105], as is shown in Fig. 5.5. Based on the optimal γ∗, we can solve the
corresponding transmit power P ∗T when λC , λT and PC are fixed. However the parameter
range of PT is confined by (5.32) and (5.33) such that P
∗
T may not always be achievable. If
P ∗T lies outside the available PT range, Cˆ will monotonically increase or decrease with PT in
this range resulting in the optimal PT at the boundary. This optimization procedure enables
the DTUs to adjust their transmit power by taking into account the expected interference
to and from other users. Thus this approach (1) avoids excessive power consumption and
interference, and (2) maximizes the ergodic capacity of a D2D underlay cellular network.
We can find the optimal DTU density λT for maximum total ergodic capacity Cˆ when
λC , PC , PT are fixed and consider constraint (5.33) imposed by Ptotal. Fig. 5.6 shows the
impact of DTU density λT on the ergodic capacity Cˆ with parameters λC = 5 × 10−6,
PC = 20W , PT = 0.5W and Ptotal = 1W . We can observe that as λT increases, Cˆ improves
at first, then has a diminishing return and stays as a constant. This behavior is expected as
when DTU density λT increases from 1×10−5m−2, ergodic capacity of D2D network is much
enhanced because of stronger signal of DTUs, while cellular network is not much affected
due to sparsity of DTUs. After λT becomes larger than 1× 10−4m−2, the interference from
D2D network to cellular network becomes more significant so that the total ergodic capacity
decreases. Then when λT is larger than 1 × 10−1m−2, this network can be considered as a
single tier D2D network, and its ergodic capacity becomes independent of λT .
5.3.2 Stage-2: Optimization of Ergodic Capacity and Power Con-
sumption
Since the density of cellular BSs can be considered to be fixed in the short term while that
of DTUs varies with time, we consider λC as a constant and λT as a variable. PC and PT
are also assumed to be variables since the transmit power of both cellular BSs and DTUs
can be adjusted. We aim to find the best situation that the total power consumption of
the network Ptotal is minimized while the optimal ergodic capacity Cˆ
∗ is achieved. This
94
10−5 10−4 10−3 10−2 10−1 100
1.5
1.55
1.6
1.65
1.7
1.75
λT (m
−2)
Er
go
di
c 
Ca
pa
cit
y 
(bi
t/s
)
Figure 5.6: DTU density λT vs. approximated ergodic capacity Cˆ
optimization problem can be presented in (5.34) as follows.
min
λT ,PC ,PT
Ptotal = λCPC + λTPT , (5.34)
subject to,
Cˆ = Cˆ∗, (5.35)
PTMin ≤ PT ≤ PTMax, (5.36)
PCMin ≤ PC ≤ PCMax, (5.37)
0 ≤ λT ≤ λTMax. (5.38)
Here, PTMin and PTMax denote the minimum and maximum transmit power of DTUs,
respectively. PCMin and PCMax denote the minimum and maximum transmit power of
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cellular BSs, respectively. And λTMax denotes the maximum density of DTUs. Typically
PTMin < PCMin and PTMax < PCMax.
Constraint (5.35) is equivalent to λC
λT
(PC
PT
)1/2 = xopt =
2
piγ∗ − 1 = 0.7999. So from (5.35)
we can obtain PC
PT
=
x2opt
λ2C
λ2T . Then from (5.38),
0 <
PC
PT
<
x2opt
λ2C
λ2TMax (5.39)
Constraint (5.36), (5.37) and (5.39) determine the area of (PC , PT ) that can achieve
Cˆ∗. According to the value of PCMin, PCMax, PTMin, PTMax and λTMax, there are three
possibilities listed as below.
(a) Case-1: PCMin
PTMax
<
x2opt
λ2C
λ2TMax <
PCMin
PTMin
.
Figure 5.7: Achievable Area in Case 1
For point (PC , PT ) in the shadowed area, according to (5.35),
λT =
λC
xopt
(
PC
PT
)1/2, (5.40)
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Ptotal = λCPC + λTPT
= λCPC +
λC
xopt
(
PC
PT
)1/2PT
= λC(PC +
1
xopt
√
PCPT ).
(5.41)
Obviously Ptotal increases with PC or PT . As is shown in Fig. 5.7, the optimal choice of
(PC , PT ) is point Popt,1 in the lower left corner of this shadowed area. That is, λT = λTMax,
PC = PCMin and PT =
PCMinλ
2
C
x2optλ
2
TMax
.
(b) Case-2:
x2opt
λ2C
λ2TMax >
PCMin
PTMin
.
Figure 5.8: Achievable Area in Case 2
In the shadowed area shown in Fig. 5.8, (5.40) and (5.41) also holds. Therefore the
optimal point (PC , PT ) is point Popt,2 in the lower left corner of this shadowed area as shown
in Fig. 5.8, namely PC = PCMin, PT = PTMin and λT =
λC
xopt
(PCMin
PTMin
)1/2.
(c) Case-3:
x2opt
λ2C
λ2TMax <
PCMin
PTMax
.
In this case, R∗ can not be achieved as is shown in Fig. 5.9. Our goal has to be
changed to find the maximum achievable Cˆ. Note that in the square area, PC
PT
>
x2opt
λ2C
λ2TMax,
then xopt <
λC
λTMax
(PC
PT
)1/2 < λC
λT
(PC
PT
)1/2, i.e., γ < γ∗. In this case from Fig. 5.5, the
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Figure 5.9: Achievable Area in Case 3
maximum achievable Cˆ is determined by the maximum achievable γ, which is equivalent
to the minimum achievable λC
λT
(PC
PT
)1/2. Therefore we get λT = λTMax, PC = PCMin and
PT = PTMax.
These results can be verified by comparing both the ergodic capacity and the total power
consumption in the optimal case with other cases as shown in Fig. 5.10. We set simulation
parameter values as listed in Table 5.1. Since PCMin
PTMax
= 10 < PCMin
PTMin
= 10000 <
x2opt
λ2C
λ2TMax =
2559360, this scenario meets the condition of case-2 and the optimal case (PC , PT , λT ) =
(PCMin, PTMin,
λC
xopt
(PCMin
PTMin
)1/2). We can see that the optimal case has the highest ergodic
capacity with only 0.49% of the maximum power consumption (Here, maximum power
consumption corresponds to the case of maximum DTU density and all BSs and DTUs
transmitting at their maximum transmit power). By comparison of the optimal case with
the lowest power consumption scenario (lowest power consumption as happened to the case
of minimum DTU density and all BSs and DTUs transmitting at their minimum transmit
power), we can see that the optimal case has 27.11% higher ergodic capacity but only
0.07% higher power consumption. This demonstrates the potency of the proposed approach.
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Figure 5.10: Ergodic capacity and total power consumption for different choices of pa-
rameters (PC , PT , λT ). The black pentagram represents the optimal case while green circles
represent other cases.
Note that for a given (PC , PT ), the optimal ergodic capacity C
∗ can be obtained when
λT = λ
∗
T =
λC
xopt
(
PC
PT
)1/2
and then Ptotal = P
∗
total = λC(PC +
1
xopt
√
PCPT ). As λT increases
such that λT > λ
∗
T , Ptotal > P
∗
total and γ > γ
∗, 1.565 < C < 1.744. We conclude that each
(PC , PT ) has its P
∗
total = λC(PC +
1
xopt
√
PCPT ), when Ptotal > P
∗
total, C > 1.565. We can find
an overall P
∗
total = max
PC ,PT
P ∗total = λC(PCMax +
1
xopt
√
RCMaxPTMax) so that if Ptotal > P
∗
total, it
can be guaranteed that the ergodic capacity C > 1.565. This is illustrated in region 2 of
Fig. 5.10.
5.4 Average Achievable Throughput Analysis
Definition 8. We define the average achievable throughput as R(θ) = E[log(1 + ξ)|ξ >
θ] · P(ξ > θ) in which ξ is the signal to interference ratio (SIR) and θ is the SIR threshold
for successful transmission.
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The average achievable throughput can be expressed in terms of the success probability
Ps(θ), which is given in the following corollary:
Corollary 4. The average achievable throughput
R(θ) = P(ξ > θ) log(1 + θ) +
∫ ∞
θ
Ps(ξ)
1 + ξ
dξ. (5.42)
Proof. Assume the PDF and cumulative density function (CDF) of the SIR ξ are f(ξ) and
F (ξ) respectively,
R(θ) = E[log(1 + ξ)|ξ > θ] · P (ξ > θ) =
∫ ∞
θ
log(1 + ξ)f(ξ)dξ
= log(1 + θ)Ps(θ) +
∫ ∞
θ
Ps(ξ)
1 + ξ
dξ.
(5.43)
If we introduce t = log(1 + ξ) in the above equation, we will have another expression of
R(θ):
R(θ) = Ps(θ) log(1 + θ) +
∫ ∞
log(1+θ)
Ps(e
t − 1)dt. (5.44)
5.4.1 Average Achievable Throughput of CUs
Based on Lemma 2 we derive the average achievable throughput of CUs when α = 4 as the
following:
Theorem 5. When α = 4, the CU average achievable throughput for a given SIR threshold
θC is
RC(θC) =
log(1 + θC)
ηθ
1/2
C − arctan(θ−1/2C )θ1/2C + 1
+ U(θC , η), (5.45)
in which the term U(θC , η) =
∫ arctan θ−1/2C
0
2dx
tanx−x+η . The parameter η =
1
2
pi
−γ and γ =
2
pi(1+
λC
λT
(
PC
PT
)1/2)
.
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Proof. From Lemma 2 when α = 4,
Ps,C(θC) =
1
θ
1/2
C
∫∞
θ
−1/2
C
du
1+u2
+ pi
2
λT
λC
(PT
PC
θC)1/2 + 1
=
1
θ
1/2
C [
pi
2
− arctan(θ−1/2C )] + pi2 λTλC (
PT
PC
)1/2θ
1/2
C + 1
=
1
ηθ
1/2
C − arctan(θ−1/2C )θ1/2C + 1
.
(5.46)
Here we introduce a parameter η = pi
2
+ pi
2
λT
λC
(PT
PC
)1/2. We can also introduce another pa-
rameter γ = 2
pi(1+
λC
λT
(
PC
PT
)1/2)
such that η = 12
pi
−γ . Then substituting (5.46) into (5.44) we
get
RC(θC) =
log(1 + θC)
Ps,C(θC)
+
∫ ∞
log(1+θC)
Ps,C(e
t − 1)dt
=
log(1 + θC)
ηθ
1/2
C − arctan(θ−1/2C )θ1/2C + 1
+ U(θC , η).
(5.47)
Where U(θC , η) is given as:
U =
∫ ∞
log(1+θC)
dt
η(et − 1)1/2 − arctan((et − 1)−1/2)(et − 1)1/2 + 1 . (5.48)
Letting x = arctan((et − 1)−1/2), (et − 1)1/2 = cotx, et = csc2 x, t = 2 log(cscx), and
dt = −2 cotxdx, then
U(θC , η) =
∫ 0
arctan θ
− 12
C
−2 cotxdx
η cotx− x cotx+ 1
=
∫ arctan θ− 12C
0
2dx
tanx− x+ η .
(5.49)
By approximating the term U(θC , η) in Theorem 5, we can obtain an upper bound and
a lower bound of RC(θC).
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Corollary 5. The average achievable throughput of CUs is upper bounded by R
U
C(θC), where
R
U
C(θC) =
log(1 + θC)
ηθ
1
2
C − arctan(θ
− 1
2
C )θ
1
2
C + 1
+ {
3
√
3η
3η
[log
(arctan θ
− 1
2
C +
3
√
3η)2
(arctan θ
− 1
2
C )
2 − (arctan θ−
1
2
C )
3
√
3η + (3η)
2
3
+ 2
√
3 arctan(
√
3 arctan θ
− 1
2
C
2 3
√
3η − arctan θ−
1
2
C
)]}.
(5.50)
Proof. Because tan x > x+ x
3
3
, then from (5.49),
U(θC , η) <
∫ arctan θ−1/2C
0
2dx
x3
3
+ η
= 6
∫ arctan θ−1/2C
0
dx
x3 + 3η
=
3
√
3η
3η
[log
(arctan θ
− 1
2
C +
3
√
3η)2
(arctan θ
− 1
2
C )
2 − (arctan θ−
1
2
C )
3
√
3η + (3η)
2
3
+ 2
√
3 arctan(
√
3 arctan θ
− 1
2
C
2 3
√
3η − arctan θ−
1
2
C
)].
(5.51)
Corollary 6. The average achievable throughput of CUs is lower bounded by R
L
C(θC) where
R
L
C(θC) =
log(1 + θC)
ηθ
1/2
C − arctan(θ−1/2C )θ1/2C + 1
+

2
θ
− 12
C
2
arctan(
θ
− 12
C
2
)
− 1
log
 θ−
1
2
C
2
− arctan( θ
− 12
C
2
) + η
η

+
2
θ
− 12
C
2
arctan(θ
− 12
C )−arctan(
θ
− 12
C
2
)
− 1
log
g(arctan(θ− 12C ))
g(arctan(
θ
− 12
C
2
))


.
(5.52)
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where
g(x) =
[
θ
−1/2
C /2
arctan(θ
−1/2
C )− arctan(θ−1/2C /2)
− 1
]
x+
[
1− arctan(θ
−1/2
C /2)
arctan(θ
−1/2
C )− arctan(θ−1/2C /2)
]
· (θ−1/2C /2) + η.
(5.53)
Proof. Note that for 0 < x < arctan(θ
−1/2
C /2), tanx <
θ
−1/2
C /2
arctan(θ
−1/2
C /2)
x, and for arctan(θ
−1/2
C /2) <
x < arctan θ
−1/2
C , tanx < θ
−1/2
C +
θ
−1/2
C /2
arctan θ
−1/2
C −arctan(θ
−1/2
C /2)
(x − arctan(θ−1/2C /2)). Then from
(5.49)
∫ arctan(θ− 12C )
0
2dx
tanx− x+ η
=
∫ arctan(θ− 12C /2)
0
2dx
tanx− x+ η +
∫ arctan(θ− 12C )
arctan(θ
− 12
C /2)
2dx
tanx− x+ η
>
∫ arctan(θ− 12C /2)
0
2dx
θ
− 12
C /2
arctan(θ
− 12
C /2)
x− x+ η
+
∫ arctan(θ− 12C )
arctan(θ
− 12
C /2)
2dx
θ
− 1
2
C /2 +
(θ
− 12
C /2)(x−arctan(θ
− 12
C /2))
arctan(θ
− 12
C )−arctan(θ
− 12
C /2)
− x+ η
=
2(tan−1(θ
− 1
2
C )− tan−1( θ
− 12
C
2
))
θ
− 12
C
2
− tan−1(θ−
1
2
C ) + tan
−1( θ
− 12
C
2
)
log
g(tan−1(θ− 12C ))
g(tan−1( θ
− 12
C
2
))
+ log
 θ−
1
2
C
2
− tan−1( θ
− 12
C
2
) + η
η

· 2 tan
−1( θ
− 12
C
2
)
θ
− 12
C
2
− tan−1( θ
− 12
C
2
)
.
(5.54)
103
where
g(x) =
[
θ
−1/2
C /2
arctan(θ
−1/2
C )− arctan(θ−1/2C /2)
− 1
]
x+
[
1− arctan(θ
−1/2
C /2)
arctan(θ
−1/2
C )− arctan(θ−1/2C /2)
]
· (θ−1/2C /2) + η.
(5.55)
5.4.2 Average Achievable Throughput of DUs
The main drawback of [72] is that the distance between a D2D pair is assumed to be
a constant. In this section, D2D average achievable throughput is evaluated based on
Ps,D(θD|XD) assuming D2D pair distance to be a random quantity. By using the results in
Corollary 4, the D2D average achievable throughput is provided in Theorem 6.
Theorem 6. When α = 4, the D2D average achievable throughput for a given SIR threshold
θD is
RD(θD) = log(1 + θD)W (θD) + V (θD). (5.56)
Where
W (θD) =
∞∑
k=1
k−1∑
m=0
k−m∑
j=1
(−1)k−mJ(m, k)βk−mj
(
θ
1/2
D
γ
)j
(1 +
θ
1/2
D
γ
)j+1
+
∞∑
k=0
J(k, k)
1
1 +
θ
1/2
D
γ
, (5.57)
V (θD) =
∞∑
k=1
k−1∑
m=0
k−m∑
j=1
(−1)k−mJ(m, k)βk−mj Aj(θD) +
∞∑
k=0
J(k, k)A0(θD), (5.58)
and
Aj(θD) =
∫ γ
θ
1/2
D
0
2γ2
(1 + t)j+1
dt
(t2 + γ2)
. (5.59)
The parameter γ is the same as in Theorem 5.
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Proof.
RD(θD) =
∫ ∞
0
fXD(r){Ps,D(θD|r) log(1 + θD) +
∫ ∞
θD
Ps,D(ξ|r)
1 + ξ
dξ}dr
= log(1 + θD)
∫ ∞
0
fXD(r)Ps,D(θD|r)dr +
∫ ∞
0
fXD(r)
∫ ∞
θD
Ps,D(ξ|r)
1 + ξ
dξdr
= log(1 + θD)W (θD) + V (θD).
(5.60)
where W (θD) =
∫∞
0
fXD(r)Ps,D(θD|r)dr and V (θD) =
∫∞
θD
W (ξ)
1+ξ
dξ. From (5.1) and (5.3),
W (ξ) =
∫ ∞
0
fXD(r)Ps,D(ξ|r)dr
=
∞∑
k=1
k−1∑
m=0
k−m∑
j=1
(−1)k−mJ(m, k)β
k−m
j
j!
Ij(ξ) +
∞∑
k=0
J(k, k)I0(ξ),
(5.61)
where
Ij(ξ) =
∫ ∞
0
2piλT r(
piλT
γ
ξ1/2r2)je−
piλT
γ
ξ1/2r2−λT pir2dr
s=piλT r
2
=======
∫ ∞
0
(
ξ1/2
γ
)jsje−(
ξ1/2
γ
+1)sds
t=( ξ
1/2
γ
+1)s
=========
∫ ∞
0
( ξ
1/2
γ
)j
(1 + ξ
1/2
γ
)j+1
tje−tdt
= (j!)
( ξ
1/2
γ
)j
(1 + ξ
1/2
γ
)j+1
.
(5.62)
So
W (ξ) =
∞∑
k=1
k−1∑
m=0
k−m∑
j=1
(−1)k−mJ(m, k)βk−mj
( ξ
1/2
γ
)j
(1 + ξ
1/2
γ
)j+1
+
∞∑
k=0
J(k, k)
1
1 + ξ
1/2
γ
, (5.63)
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and
V (θD) =
∫ ∞
θD
W (ξ)
1 + ξ
dξ
=
∞∑
k=1
k−1∑
m=0
k−m∑
j=1
(−1)k−mJ(m, k)βk−mj Aj(θD) +
∞∑
k=0
J(k, k)A0(θD),
(5.64)
where
Aj(θD) =
∫ ∞
θD
( ξ
1/2
γ
)j
(1 + ξ
1/2
γ
)j+1(1 + ξ)
dξ
s= ξ
1/2
γ
======
∫ ∞
θ
1/2
D
γ
sj2γ2sds
(1 + s)j+1(1 + γ2s2)
=
∫ ∞
θ
1/2
D
γ
2γ2ds
(1 + 1
s
)j+1(1 + γ2s2)
t= 1
s====
∫ 0
γ
θ
1/2
D
2γ2
(1 + t)j+1
− 1
t2
dt
1 + γ
2
t2
=
∫ γ
θ
1/2
D
0
2γ2
(1 + t)j+1
dt
(t2 + γ2)
.
(5.65)
Theorem 7. When α = 4, the D2D average achievable throughput for a given SIR threshold
θD can be approximated as
RD(θD) ≈ log(1 + θD)( 1
1 +
θ
1/2
D
γ
+
1− e−K
2
θ
1/2
D
γ
(1 +
θ
1/2
D
γ
)2
) + A0(θD) +
1− e−K
2
A1(θD), (5.66)
where
A0(θD) =
γ2
1 + γ2
[2 log(1 +
γ
θ
1/2
D
)− log(1 + θD
θD
) +
2 arctan(θ
−1/2
D )
γ
], (5.67)
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and
A1(θD) = −
2γ4 + 2γ2 + 2γ(γ2 − 1)( γ
θ
1/2
D
+ 1) arctan( 1
θ
1/2
D
)
(γ2 + 1)2(γ/θ
1/2
D + 1)
+
2γ2(2 log γ + γ2 + 1)
(γ2 + 1)2
+
−2γ2( γ
θ
1/2
D
+ 1) log(γ2 + γ
2
θD
) + 4γ2( γ
θ
1/2
D
+ 1) log( γ
θ
1/2
D
+ 1)
(γ2 + 1)2(γ/θ
1/2
D + 1)
.
(5.68)
Proof. Since
J(k, k) = e−KKkk!
 k
k
 /(k!)2 = e−KKk
k!
, (5.69)
the second term in (5.63) is
∞∑
k=0
1
1 + ξ
1/2
γ
J(k, k) =
1
1 + ξ
1/2
γ
∞∑
k=0
e−K
Kk
k!
=
1
1 + ξ
1/2
γ
. (5.70)
The first term in (5.63) can be rewritten as
∞∑
k=1
k∑
n=1
n∑
j=1
(−1)nJ(k − n, k)βnj
( ξ
1/2
γ
)j
(1 + ξ
1/2
γ
)j+1
=
∞∑
n=1
∞∑
k=n
n∑
j=1
(−1)nJ(k − n, k)βnj
( ξ
1/2
γ
)j
(1 + ξ
1/2
γ
)j+1
=(−1)1β11
ξ1/2
γ
(1 + ξ
1/2
γ
)2
[
∞∑
k=1
J(k − 1, k)] +
∞∑
n=2
(−1)n[
n∑
j=1
βnj
( ξ
1/2
γ
)j
(1 + ξ
1/2
γ
)j+1
][
∞∑
k=n
J(k − n, k)]
≈(−1)β11
ξ1/2
γ
(1 + ξ
1/2
γ
)2
[
∞∑
k=1
J(k − 1, k)].
(5.71)
Since
β11 = (−1)(
1
2
) = −1
2
, (5.72)
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∞∑
k=1
J(k − 1, k) =
∞∑
k=1
e−KKk(k − 1)!
 k
k − 1
 /(k!)2
=
∞∑
k=1
e−K
Kk
k!
= 1− e−K .
(5.73)
Therefore,
W (θD) ≈ 1
1 +
θ
1/2
D
γ
+
1− e−K
2
θ
1/2
D
γ
(1 +
θ
1/2
D
γ
)2
. (5.74)
Similarly,
V (θD) ≈ A0(θD) + 1− e
−K
2
A1(θD), (5.75)
where
A0(θD) =
∫ γ/θ1/2D
0
2γ2
(1 + t)(t2 + γ2)
dt
=
γ2
1 + γ2
[2 log(1 +
γ
θ
1/2
D
)− log(1 + θD
θD
) +
2 arctan(θ
−1/2
D )
γ
],
(5.76)
and
A1(θD) =
∫ γ/θ1/2D
0
2γ2
(1 + t)2(t2 + γ2)
dt
=
−2γ2( γ
θ
1/2
D
+ 1) log(γ2 + γ
2
θD
) + 4γ2( γ
θ
1/2
D
+ 1) log( γ
θ
1/2
D
+ 1)
(γ2 + 1)2(γ/θ
1/2
D + 1)
+
2γ2(2 log γ + γ2 + 1)
(γ2 + 1)2
−
2γ4 + 2γ2 + 2γ(γ2 − 1)( γ
θ
1/2
D
+ 1) arctan( 1
θ
1/2
D
)
(γ2 + 1)2(γ/θ
1/2
D + 1)
.
(5.77)
5.4.3 Simulation Results
In this section, we present simulation results to validate the derived analytical results. The
primary simulation parameters used are listed in Table 5.2 [72, 125].
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Table 5.2: Simulation parameters
Simulation Parameter Value
Transmit power of cellular BSs (PC) 20 W
Transmit power of DTUs (PT ) 500 mW
Density of cellular BSs (λC) 5× 10−5 m−2
Density of DTUs (λT ) 1× 10−4 m−2
Rician factor (KR) 10 dB
SINR threshold of cellular networks (θC) 0 dB
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Figure 5.11: RC vs PC
In Fig.5.11 and Fig.5.12, it is shown that the average achievable throughput of cellular
network in a shared channel RC is shown to be tightly bounded by its upper bound R
U
C and
lower bound R
L
C . Furthermore, RC increases with PC or λC , in other words, decreases with
γ since γ corresponds to 2
pi(
λC
λT
(
PC
PT
)
1
2 +1)
. This is a direct result of stronger BS signal compared
with interference from DTUs.
In Fig.5.13 and Fig.5.14, it is shown that the average achievable throughput of cellular
network in a shared channel RD is shown to be well approximated by RˆD. Furthermore, RD
increases with PT or λT , in other words, increases with γ since γ corresponds to
2
pi(
λC
λT
(
PC
PT
)
1
2 +1)
.
This is a direct result of stronger D2D signal compared with interference from cellular BSs.
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Figure 5.12: RC vs λC
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Figure 5.13: RD vs PT
110
10−5 10−4 10−3 10−2
0
0.5
1
1.5
λT (1/m
2)
R D
 
(bi
t/s
)
 
 
RD analytical
RD simulation
RD approximation
Figure 5.14: RD vs λT
5.5 Ergodic Capacity with Varying User Distributions
5.5.1 Network Model
In this section, DRU is assumed to be randomly distributed around its DTU, with a max-
imum distance Rmax. Then we consider two cases: uniform distribution in distance (1D)
and uniform distribution in area (2D). The probability density function of the distance XD
from a DRU to its serving DTU in the first case is expressed as:
fXD(r) =
1
Rmax
, 0 ≤ r ≤ Rmax, (5.78)
and in the second case:
fXD(r) =
2r
R2max
, 0 ≤ r ≤ Rmax. (5.79)
5.5.2 Ergodic Capacity of DUs
The results in Lemma 3 (from [72]) are based on Rician fading model for D2D links. To
evaluate ergodic capacity, the key limitations of the results in [72] are: (1) they are not in
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closed form, and (2) the distances between all D2D pairs (XD) are assumed to be fixed,
which reduces the applicability of the derived results. In this section, for the case of α = 4
the D2D ergodic capacity is derived based on Ps,D(θD|XD) assuming D2D pair distance to
be a random quantity.
Theorem 8. When α = 4, the D2D ergodic capacity in a shared channel corresponds to:
CD =
∞∑
k=1
k−1∑
m=0
k−m∑
j=1
(−1)k−mJ(m, k)β
k−m
j
j!
Ij +
∞∑
k=0
J(k, k)I0, (5.80)
where Ij is given by the integral:
Ij =
∫ ∞
0
2tj+1dt
(piλT
γ
)2 + t2
∫ ∞
0
r2je−tr
2
fXD(r)dr, j = 0, 1, 2, ..., (5.81)
and the parameter
γ =
2
pi(1 + λC
λT
(PC
PT
)1/2)
. (5.82)
Proof. We assume that the PDF and CDF of the DRU SIR are f(ξ|XD) and F (ξ|XD),
respectively. The ergodic capacity for given XD can be rewritten as:
CD(XD) = E[log(1 + ξ)|XD] =
∫ ∞
0
log(1 + ξ)f(ξ|XD)dξ
= log(1 + ξ)(1− F (ξ|XD))|0∞ +
∫ ∞
0
1− F (ξ|XD)
1 + ξ
dξ
=
∫ ∞
0
Ps,D(ξ|XD)
1 + ξ
dξ.
(5.83)
The ergodic capacity averaged over XD can be evaluated as
CD =
∫ ∞
0
CD(r)fXD(r)dr =
∫ ∞
0
dξ
1 + ξ
∫ ∞
0
Ps,D(ξ|r)fXD(r)dr. (5.84)
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When α = 4, applying Lemma 3 to equation (5.84) and introducing parameter γ,
CD =
∞∑
k=1
k−1∑
m=0
k−m∑
j=1
(−1)k−mJ(m, k)β
k−m
j
j!
×
∫ ∞
0
dξ
1 + ξ
∫ ∞
0
(
piλT
γ
ξ1/2)jr2je−
piλT
γ
r2ξ1/2fXD(r)dr
+
∞∑
k=0
J(k, k)
∫ ∞
0
dξ
1 + ξ
∫ ∞
0
e−
piλT
γ
r2ξ1/2fXD(r)dr.
(5.85)
After changing the variable δ = piλT
γ
ξ1/2,
CD =
∞∑
k=1
k−1∑
m=0
k−m∑
j=1
(−1)k−mJ(m, k)β
k−m
j
j!
×
∫ ∞
0
2δj+1dt
(piλT
γ
)2 + δ2
∫ ∞
0
r2je−δr
2
fXD(r)dr
+
∞∑
k=0
J(k, k)
∫ ∞
0
2δdδ
(piλT
γ
)2 + δ2
∫ ∞
0
e−δr
2
fXD(r)dr
=
∞∑
k=1
k−1∑
m=0
k−m∑
j=1
(−1)k−mJ(m, k)β
k−m
j
j!
Ij +
∞∑
k=0
J(k, k)I0.
(5.86)
If the distance XD between a DRU and its serving DTU follows an uniform distribution,
then the term Ij can be calculated by the following corollary.
Corollary 7. When the distance between a DU pair follows a uniform distribution, i.e., the
PDF of the distance XD is given in (5.78),
I0 =
√
pi
∫ ∞
0
√
xerf(
√
x)
x2 + A2
dx (5.87)
Ij = −Dj + (j − 1/2)Ij−1, (5.88)
Dj = (j − 2)!− A2Dj−2, (5.89)
D0 =
1
A
[ci(A) sinA− si(A) cosA], (5.90)
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D1 = −[ci(A) cosA+ si(A) sinA], (5.91)
where the parameter
A =
piλTR
2
max
γ
=
pi2
2
(λT + λC(
PC
PT
)1/2)R2max, (5.92)
and the special function erf(x) = 2√
pi
∫ x
0
e−δ
2
dδ, ci(x) = − ∫∞
x
cos δ
δ
dδ and si(x) = − ∫∞
x
sin δ
δ
dδ.
Moreover, I0 can be approximated by
Iˆ0 =
√
pi
arctan
(
2 4
√−A2√
pi
)
+ tanh−1
(
2 4
√−A2√
pi
)
4
√−A2
+ log(1 + pi2
16A2
) (5.93)
Proof. Starting from (5.81),
Ij =
∫ ∞
0
2δj+1dδ
δ2 + (piλT
γ
)2
∫ Rmax
0
r2je−δr
2 1
Rmax
dr. (5.94)
By changing the variable s = δr2,
Ij =
1
Rmax
∫ ∞
0
2tj+1dδ
δ2 + (piλT
γ
)2
∫ δR2max
0
(
s
δ
)je−s
1√
δ
ds
2
√
s
=
1
Rmax
∫ ∞
0
√
δdδ
δ2 + (piλT
γ
)2
∫ δR2max
0
sj−
1
2 e−sds.
(5.95)
We can introduce the incomplete gamma function Γ(α, x) =
∫ x
0
δα−1e−δdδ,
Ij =
1
Rmax
∫ ∞
0
√
δΓ(j + 1
2
, δR2max)dδ
δ2 + (piλT
γ
)2
. (5.96)
Employing a change of variable x = δR2max results in
Ij =
∫ ∞
0
√
xΓ(j + 1
2
, x)dx
x2 + (piλTR
2
max
γ
)2
=
∫ ∞
0
√
xΓ(j + 1
2
, x)dx
x2 + A2
. (5.97)
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According to the property of an incomplete gamma function,
Γ(α, x) = −xα−1e−x + (α− 1)Γ(α− 1, x), α > 1. (5.98)
When j = 1, 2, 3, ...,
Ij =
∫ ∞
0
√
xΓ(j + 1
2
, x)
x2 + A2
dx
=
∫ ∞
0
√
x[−xj−1/2e−x + (j − 1/2)Γ(j − 1/2, x)]
x2 + A2
dx
= −
∫ ∞
0
xje−x
x2 + A2
dx+ (j − 1/2)
∫ ∞
0
√
xΓ(j − 1/2, x)
x2 + A2
dx
= −Dj + (j − 1/2)Ij−1.
(5.99)
The term Dj is defined as
Dj =
∫ ∞
0
xje−x
x2 + A2
dx. (5.100)
We can obtain that
D0 =
∫ ∞
0
e−x
x2 + A2
dx =
1
A
[ci(A) sinA− si(A) cosA], (5.101)
D1 =
∫ ∞
0
xe−x
x2 + A2
dx = −[ci(A) cosA+ si(A) sinA]. (5.102)
For j = 2, 3, 4, ...,
Dj =
∫ ∞
0
xje−x
x2 + A2
dx =
∫ ∞
0
xj−2(x2 + A2 − A2)e−x
x2 + A2
dx
=
∫ ∞
0
xj−2e−xdx− A2
∫ ∞
0
xj−2e−x
x2 + A2
dx
= (j − 2)!− A2Dj−2.
(5.103)
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Finally we can derive that
I0 =
∫ ∞
0
√
xΓ(1
2
, x)
x2 + A2
dx =
√
pi
∫ ∞
0
√
xerf(
√
x)
x2 + A2
dx. (5.104)
Next we use the approximation:
erf(x) ≈

2√
pi
x 0 < x <
√
pi
2
1 x >
√
pi
2
(5.105)
that is,
erf(
√
x) ≈

2√
pi
√
x 0 < x < pi
4
1 x > pi
4
.
(5.106)
Since A ≥ 0, we can conclude that
I0 ≈
√
pi
∫ pi
4
0
√
x 2√
pi
√
x
x2 + A2
dx+
√
pi
∫ ∞
pi
4
√
x
x2 + A2
dx
=
∫ pi
4
0
2x
x2 + A2
dx+
√
pi
∫ ∞
pi
4
√
x
x2 + A2
dx
=
√
pi
arctan
(
2 4
√−A2√
pi
)
+ tanh−1
(
2 4
√−A2√
pi
)
4
√−A2
+ log(1 + pi2
16A2
) = Iˆ0.
(5.107)
We define CˆD in which I0 is replaced by Iˆ0, which is a closed-form approximation of CD.
On the other hand, if a DRU is distributed uniformly in the circular area around its
serving DTU, the term Ij can be given by the following corollary.
Corollary 8. When a DRU is distributed uniformly in the circular area around its serving
DTU, i.e., the probability density function of the distance XD is given in (5.79),
I0 =
pi
A
− 2D0, (5.108)
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Ij = −2Dj + jIj−1, (5.109)
The term Dj and the parameter A are the same as that in corollary 7.
Proof. Starting from (5.81),
Ij =
∫ ∞
0
2δj+1dδ
δ2 + (piλT
γ
)2
∫ Rmax
0
r2je−δr
2 2r
R2max
dr. (5.110)
By changing the variable s = δr2,
Ij =
∫ ∞
0
2δj+1dδ
δ2 + (piλT
γ
)2
∫ δR2max
0
(
s
δ
)je−s
1
R2max
ds
δ
=
2
R2max
∫ ∞
0
dδ
δ2 + (piλT
γ
)2
∫ δR2max
0
sje−sds
=
2
R2max
∫ ∞
0
Γ(j + 1, δR2max)
δ2 + (piλT
γ
)2
dδ.
(5.111)
Changing variable again x = δR2max,
Ij = 2
∫ ∞
0
Γ(j + 1, x)dx
x2 + (piλTR
2
max
γ
)2
= 2
∫ ∞
0
Γ(j + 1, x)dx
x2 + A2
. (5.112)
When j = 1, 2, 3, ...,
Ij = 2
∫ ∞
0
Γ(j + 1, x)
x2 + A2
dx = 2
∫ ∞
0
−xje−x + jΓ(j, x)
x2 + A2
dx
= −2
∫ ∞
0
xje−x
x2 + A2
dx+ j
∫ ∞
0
2Γ(j, x)
x2 + A2
dx
= −2Dj + jIj−1.
(5.113)
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Dj is defined in the same way as in corollary 7, and finally
I0 = 2
∫ ∞
0
Γ(1, x)
x2 + A2
dx = 2
∫ ∞
0
1− e−x
x2 + A2
dx
= 2
∫ ∞
0
1
x2 + A2
dx− 2
∫ ∞
0
e−x
x2 + A2
dx
=
2
A
arctan(
x
A
)|∞0 − 2D0 =
pi
A
− 2D0.
(5.114)
5.5.3 Simulation Results
Simulation results are presented to validate the derived analytical results. The primary
simulation parameters used are listed in Table 5.3 [72, 125].
Table 5.3: Simulation parameters
Simulation Parameter Value
Transmit power of cellular BSs (PC) 20 W
Transmit power of DTUs (PT ) 500 mW
Maximum distance of DU pairs (Rmax) 100 m
Density of cellular BSs (λC) 5× 10−6 m−2
Density of DTUs (λT ) 1× 10−4 m−2
Rician factor (KR) 10 dB
Fig. 5.15 shows that the ergodic capacity of a cellular network in a shared channel CD
increases with PT , in other words, decreases with γ since γ corresponds to
2
pi(
λC
λT
(
PC
PT
)
1
2 +1)
.
The fact that CD increases with PT is a direct result of stronger BS signal compared with
interference from DTUs. Furthermore, CD is shown to be well approximated by CˆD. For
comparison, we show the ergodic capacity of D2D communication CD obtained by the re-
sults in [72] fixing D2D pair distance XD as the expected value according to its distribution:
Rmax/2 when distance follows a uniform distribution and 2Rmax/3 when a DRU is dis-
tributed uniformly in the circular area around its serving DTU. We can see that the ergodic
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Figure 5.15: PT vs CD
capacity CD obtained by [72] greatly underestimates actual capacity. The result derived
from our model is more useful than [72], because in reality the distance between D2D pairs
is expected to vary.
Fig. 5.16 shows that the ergodic capacity of a cellular network in a shared channel CD
decreases with Rmax, which is a direct result of stronger BS signal with less fading distance.
We also show the ergodic capacity of D2D communication CD obtained by the results
in [72] fixing D2D pair distance XD as the expected value according to its distribution for
comparison. The ergodic capacity CD obtained by [72] is shown to be greatly underestimated
compared with our model. Again the result derived from our model is more useful than [72]
because of expected variation in D2D pair distances.
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Figure 5.16: Rmax vs CD
5.6 Summary
We study the performance evaluation and maximization of D2D underlay cellular networks.
First of all, we aim to find a critical set of system parameters to ensure the benefits of D2D
underlay operation to outweigh its drawbacks in the context of trade-off between ergodic
capacity and power consumption. To achieve that, we propose a network model to under-
stand the behavior of D2D underlay cellular networks using tools from stochastic geometry.
Unlike prior efforts, D2D direct links are modeled by Rician fading and the distances be-
tween D2D pairs are treated as random quantities. For a special case of path loss exponent
of 4, our work derives (1) tight lower and upper bounds for ergodic capacity of a cellular
network, and (2) recursive closed-form expressions and closed-form approximation for er-
godic capacity of D2D networks. It is shown that our analytical results better approximate
the actual capacity compared with prior approaches. Then we investigate ergodic capacity
maximization and the impact of both transmit power and density of D2D users. A two-phase
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scheme is proposed to maximize the ergodic capacity of D2D underlay cellular networks as
well as to minimize the overall power consumption. We evaluate both ergodic capacity and
total power consumption of the optimal situation comparing them with some extreme cases
as well. Secondly, we analyze the average achievable throughput of D2D underlay cellular
networks. Assuming a path loss exponent of 4, we derive closed-form results including: (1)
tight upper and tight lower bounds for average achievable throughput of cellular networks,
and (2) good approximation for average achievable throughput of D2D networks. Finally,
we provide closed-form ergodic capacity results (when path loss exponent is 4) for two other
cases of the distribution of DRU: (1) distance between a DU pair follows a uniform dis-
tribution and (2) a DRU is distributed uniformly in the circular area around its serving
DTU.
D2D technique is a key enabler for emerging IoT. In the meantime, SIET is attracting
widespread attention for wireless networks. Next chapter will focus on the performance
evaluation of simultaneous information and energy transfer in IoT.
121
Chapter 6
Modeling and Analysis of
Simultaneous Information and Energy
Transfer
Nowadays, nearly all devices in our daily lives are capable of some form of computation and
communication. It is predicted that the devices will interact with each other sharing common
goals through a network, which is called the Internet of Things (IoT). The IoT nodes,
which are referred to as “things”, are typically equipped with sensors, controlling processors,
wireless transceivers, and an energy source (e.g., a battery) to monitor their environment
and transmit data. Applications envisioned for IoT include home automation, surveillance,
healthcare, real-time supply chain monitoring, transportation, and smart environments.
However, operation of traditional battery-powered IoT nodes can be periodically inter-
rupted because of finite battery lives, especially when battery charging or replacement is
inconvenient or even impossible in certain cases. Therefore, simultaneous information and
energy transfer (SIET) has become a promising solution to improve the energy efficiency
and longevity of IoT nodes.
In this chapter, we study SIET in the context of wireless energy harvesting IoT networks.
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First of all, we analyze the network performances using Ginibre point process to capture the
geometric characteristics of IoT gateway locations. Based on that, we present, for the first
time, valid closed-form upper bounds for both power outage probability and transmission
outage probability in IoT networks assuming a practical case when the path-loss coefficient
is 4. We also provide a tight upper bound for the transmission outage probability in a
computable integral representation. Then we try to balance both outage probabilities by
minimizing the maximum outage probability via looking for the optimal power split ratio.
The effects of several parameters (e.g., density and transmit power of gateways, and SINR
threshold) on the optimal power split ratio are analyzed as well.
This chapter includes several distinct sections. Section 6.1 describes the system model.
Then Network performance analysis in terms of transmission outage probability and power
outage probability are derived in Section 6.2. Based on the obtained closed-form results,
Section 6.3 presents the convexity proof of the maximum outage probability. Numerical
results and discussion are given in Section 6.4 and the chapter is finally concluded in Section
6.5.
6.1 System Model
We consider an IoT network consisting of IoT gateways (e.g., wireless routers and cellular
mobiles) and IoT nodes (sensors [85], actuators [63], etc.), as is shown in Fig. 6.1. We assume
that the IoT gateways can also be deemed as RF energy sources for the IoT nodes. In this
chapter, we focus on SIET on the downlink. For simplicity and tractability, we assume that:
(1) all gateways transmit at the same power PG; and (2) each node is associated with its
nearest gateway. To capture repulsion between IoT gateways, we propose the Ginibre point
process (GPP) as a model for their locations. The kernel of GPP is defined as
K(x, y) = ρepiρ(x,y)e−
piρ
2
(|x|2+|y|2), x, y ∈ R2 (6.1)
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where ρ > 0 denotes the density of GPP.
IoT gateway
IoT node
Base station
RF energy
Data transmission
IoT gateway
IoT gateway
IoT gateway
Figure 6.1: IoT Network Model
For the GPP, from Theorem 4.7.1 in [126], we have the following result:
Proposition 3. Let Φ = {Xi}, i ∈ N+ be a GPP. Then {|Xi|2}i∈N+ has the same distribu-
tion as the set {Qk}k∈N+. Qk is a random variable with PDF [82]:
fQk(q) =
qk−1e−piρq
( 1
piρ
)kΓ(k)
, 0 < q <∞. (6.2)
i.e., Qk ∼ gamma(k, 1piρ) with Qk independent of Qj if k 6= j.
The IoT nodes are considered to adopt the power-splitting architecture. Each node is
equipped by an information decoder and a RF energy harvester, with independent antennas
functioning separately and observing different channel gains. This enables the nodes to
perform data transmission and RF energy harvesting simultaneously, as is shown in Fig.
6.2. After the power splitting, the portion of RF signals split to the information receiver is
denoted by  (0 ≤  ≤ 1), and that to the energy harvester is 1 − . The white Gaussian
noise introduced by the receiving antenna n ∼ CN (0, σ2). We also assume that the energy
harvester has a conversion efficiency η.
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Figure 6.2: IoT Network Model
Therefore, the harvested energy of an IoT node is
PH = η(1− )
∑
k
PGQ
−α/2
k . (6.3)
The received power from a tagged gateway to an IoT node is PG{min
k
Qk}−α/2. Therefore,
the SINR expression for this node connecting to its IoT gateway is:
SINR =
PG{min
k
Qk}−α/2
(
∑
k
PGQ
−α/2
k − PG{min
k
Qk}−α/2) + σ2
. (6.4)
We assume that the IoT nodes are active and sending signals to its associated gateway.
So they not only need power to operate the sensor circuit, but need extra energy provided
for information transmission to its associated gateway as well. Thus, the power consumption
at each node is given by
PD = PO + CTX{min
k
Qk}α/2, (6.5)
where PO denotes the static operational power expenditure and CTX denotes the propor-
tionality constant coefficient of the RF transmit power.
We consider battery-free IoT nodes powered solely by the instant harvested RF energy.
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Then we evaluate downlink transmission outage probability and power outage probability
of nodes. We will analyze these performance metrics in the following section 6.2.
6.2 Performance Analysis
In this work, we consider a practical case of path loss coefficient α = 4 and aim to derive
closed-form analytical results for both transmission outage probability and power outage
probability.
6.2.1 Transmission Outage Probability
Given a SINR threshold θ, the transmission outage probability is defined as PToutage =
P(SINR < θ). First, we present a tight upper bound for the transmission outage probability
in a computable integral representation in Theorem 9.
Theorem 9. When the SINR threshold θ ≥ 1, the transmission outage probability of an
IoT node can be upper bounded as
PToutage < PTu1outage = FW (
θσ2
PG
) +
∫ ∞
θσ2
PG
fW (u)(1− FZ(
u− θσ2
PG
θ
))du, (6.6)
where
FW (u) = (piρ)
2
∫ ∞
0
xe
−piρx(1+ 1√
θ+ux2
)
dx+ piρ
∫ ∞
0
e
−piρz(1+ 1√
θ+uz2
)
(1 + piρz
1√
θ + uz2
)dz − 1,
(6.7)
fW (u) =
dFW (u)
du
, (6.8)
FZ(u) =
∫ u
0
fW3(u3)
∫ u−u3
0
fW4(u4) · · ·
∫ u−u3−u4−···−uN−1
0
fWN (uN)duNduN−1 · · · du4du3,
(6.9)
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and
fWk(u) =
(piρ)k
2Γ(k)
√
1
uk+2
e−piρ
√
1
u . (6.10)
Proof. Based on the definition of transmission outage probability and (6.4),
PToutage = P(SINR < θ)
= P
 {mink Qk}−2∑
k
Q−2k − {min
k
Qk}−2 + σ2PG
< θ

= P[(1 + θ){min
k
Qk}−2 − θ
∑
k
Q−2k <
θσ2
PG
].
(6.11)
Since min
k
Qk < min(Q1, Q2), we can find an upper bound of PToutage:
PToutage < P[(1 + θ){min(Q1, Q2)}−2 − θ(Q−21 +Q−22 )− θ
∑
k>2
Q−2k <
θσ2
PG
]
= P(W − θZ < θσ
2
PG
)
= P(W <
θσ2
PG
) + P(W ≥ θσ
2
PG
, Z >
W − θσ2
PG
θ
)
= FW (
θσ2
PG
) +
∫ ∞
θσ2
PG
fW (u)(1− FZ(
u− θσ2
PG
θ
))du.
(6.12)
Here we define the random variable
W = (1 + θ){min(Q1, Q2)}−2 − θ(Q−21 +Q−22 ), (6.13)
and
Z =
∑
k>2
Q−2k . (6.14)
127
When θ ≥ 1, we can calculate the CDF of W as
FW (u) = P((1 + θ){min(Q1, Q2)}−2 − θQ−21 − θQ−22 < u)
= P(Q−21 − θQ−22 < u,Q1 < Q2) + P(Q−22 − θQ−21 < u,Q2 < Q1)
= P(W1 − θW2 < u,W1 > W2) + P(W2 − θW1 < u,W2 > W1)
= P(0 < W2 <∞,W2 < W1 < u+ θW2) + P(0 < W1 <∞,W1 < W2 < u+ θW1)
=
∫ ∞
0
fW2(v)[FW1(u+ θv)− FW1(v)]dv +
∫ ∞
0
fW1(v)[FW2(u+ θv)− FW2(v)]dv.
(6.15)
Here we introduce the random variables W1 = Q
−2
1 , W2 = Q
−2
2 . Since Qk ∼ gamma(k, 1piρ),
we have
FQ1(x) = 1− e−piρx, (6.16)
FQ2(x) = 1− (1 + piρx)e−piρx. (6.17)
Then we can derive the CDF of W1 and W2 as
FW1(x) = 1− FQ1(
√
1
x
) = e−piρ
√
1
x , (6.18)
and
FW2(x) = 1− FQ2(
√
1
x
) = (1 + piρ
√
1
x
)e−piρ
√
1
x , (6.19)
and the PDF of W1 and W2 as
fW1(x) =
piρ
2
x−3/2e−piρ
√
1
x , (6.20)
and
fW2(x) =
(piρ)2
2
x−2e−piρ
√
1
x . (6.21)
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By inserting the above results into (6.15) and calculate the whole integral separately we can
get
FW (u) = A0(u) +B0(u) + C0(u) +D0(u), (6.22)
where
A0(u) =
∫ ∞
0
fW2(v)FW1(u+ θv)dv =
(piρ)2
2
∫ ∞
0
v−2e−piρ(
√
1
v
+
√
1
u+θv
)dv
x=
√
1
v
====== (piρ)2
∫ ∞
0
xe
−piρx(1+ 1√
θ+ux2
)
dx,
(6.23)
B0(u) = −
∫ ∞
0
fW2(v)FW1(v)dv = −
(piρ)2
2
∫ ∞
0
v−2e−2piρ
√
1
v dv
y=(2piρ)
√
1
v
========= −1
4
∫ ∞
0
e−yydy = −1
4
,
(6.24)
C0(u) =
∫ ∞
0
fW1(v)FW2(u+ θv)dv =
piρ
2
∫ ∞
0
v−3/2e−piρ(
√
1
v
+
√
1
u+θv
)(1 + piρ
√
1
u+ θv
)dv
z=
√
1
v
====== piρ
∫ ∞
0
e
−piρz(1+ 1√
θ+uz2
)
(1 + piρz
1√
θ + uz2
)dz,
(6.25)
and
D0(u) = −
∫ ∞
0
fW1(v)FW2(v)dv = −
piρ
2
∫ ∞
0
v−3/2e−2piρ
√
1
v (1 + piρ
√
1
v
)dv
g=(2piρ)
√
1
v
========= −1
2
∫ ∞
0
(1 +
g
2
)e−gdg = −3
4
.
(6.26)
From results above, we can obtain the first term in (6.12) and fW (u) in the second term.
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The second term in (6.12) also requires the CDFof Z, which can be calculated by
FZ(u) = P(
∑
k>2
Q−2k < u)
= P(
N∑
k=3
Wk < u)
=
∫ u
0
fW3(u3)
∫ u−u3
0
fW4(u4) · · ·
∫ u−u3−u4−···−uN−1
0
fWN (uN)duNduN−1 · · · du4du3.
(6.27)
Here we introduce the random variables Wk = Q
−2
k , k = 3, ..., N . Since
FQk(u) = 1−
Γ(k, piρu)
Γ(k)
, (6.28)
where Γ(k, x) =
∫∞
x
tk−1e−tdt is the incomplete Gamma function, we have
FWk(u) = 1− FQk(
√
1
u
) =
Γ(k, piρ
√
1
u
)
Γ(k)
, (6.29)
and then the PDF of Wk reads
fWk(u) =
d
du
FWk(u) =
1
Γ(k)
d
du
(
∫ ∞
piρ
√
1
u
tk−1e−tdt)
=
(piρ)k
2Γ(k)
√
1
uk+2
e−piρ
√
1
u .
(6.30)
Using the results (6.22) and (6.27), we can calculate the upper bound of the transmission
outage probability by (6.12), in which fW (u) is the derivative of FW (u).
Next we derive a closed-form upper bound for the transmission outage probability as
given in Theorem 10:
Theorem 10. The transmission outage probability PToutage for θ ≥ 1 can be upper bounded
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as
PToutage ≈ FW (
θσ2
PG
) < PTu2outage = A˜0(
θσ2
PG
) + C˜0(
θσ2
PG
)− 1, (6.31)
where
A˜0(u) =
1
(1 + 1√
2θ
)2
[1− (1 + piρ
√
θ
u
(1 +
1√
2θ
))e
−piρ
√
θ
u
(1+ 1√
2θ
)
] + e
− piρ√
2u (1 + piρ
√
θ
u
)e−piρ
√
θ
u ,
(6.32)
and
C˜0(u) =
1
1 +
√
1
2θ
[1− e−piρ
√
θ
u
(1+ 1√
2θ
)
] +
1√
θ
1
(1 + 1√
2θ
)2
{1− (1 + piρ
√
θ
u
(1 +
1√
2θ
))e
−piρ
√
θ
u
(1+ 1√
2θ
)}
+ (1 +
piρ√
u
)e
− piρ√
2u e−piρ
√
θ
u .
(6.33)
Proof. Suppose Q−2k (k > 2) are much smaller than Q
−2
1 and Q
−2
2 , then in Eq.(6.12) we
neglect the variable Z:
PToutage ≈ P(W <
θσ2
PG
) = FW (
θσ2
PG
). (6.34)
Furthermore, from (6.22), (6.23) and (6.25) we can find upper bounds for the integral A0
and C0:
A0(u) < A˜0(u) = (piρ)
2
{∫ √ θ
u
0
se
−piρs(1+ 1√
2θ
)
ds+
∫ ∞
√
θ
u
se
−piρs(1+ 1√
2us2
)
ds
}
k=piρ(1+ 1√
2θ
)s,l=piρs
==============
1
(1 + 1√
2θ
)2
∫ piρ√ θ
u
(1+ 1√
2θ
)
0
ke−kdk + e−
piρ√
2u
∫ ∞
piρ
√
θ
u
le−ldl
=
1
(1 + 1√
2θ
)2
[1− (1 + piρ
√
θ
u
(1 +
1√
2θ
))e
−piρ
√
θ
u
(1+ 1√
2θ
)
] + e
− piρ√
2u (1 + piρ
√
θ
u
)e−piρ
√
θ
u ,
(6.35)
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and
C0(u) < C˜0(u) = piρ
∫ √ θ
u
0
e
−piρs(1+ 1√
2θ
)
(1 + piρs
1√
θ
)ds+ piρ
∫ ∞
√
θ
u
e
−piρs(1+ 1√
2us2
)
(1 + piρs
1√
us2
)ds
= piρ
∫ √ θ
u
0
e
−piρ(1+ 1√
2θ
)s
ds+
(piρ)2√
θ
∫ √ θ
u
0
se
−piρs(1+ 1√
2θ
)
ds+ piρ(1 +
piρ√
u
)e
− piρ√
2u
∫ ∞
√
θ
u
e−piρsds
=
1
1 +
√
1
2θ
[1− e−piρ
√
θ
u
(1+ 1√
2θ
)
] +
1√
θ
1
(1 + 1√
2θ
)2
{1− (1 + piρ
√
θ
u
(1 +
1√
2θ
))e
−piρ
√
θ
u
(1+ 1√
2θ
)}
+ (1 +
piρ√
u
)e
− piρ√
2u e−piρ
√
θ
u .
(6.36)
Therefore we reach Theorem 10
PToutage ≈ FW (
θσ2
PG
) < A˜0(
θσ2
PG
) + C˜0(
θσ2
PG
)− 1, (6.37)
6.2.2 Power Outage Probability
The power outage probability is defined as PPoutage = P(PH < PD). Then we derive an upper
bound for the power outage probability in closed form as given in Theorem 11:
Theorem 11. The power outage probability of IoT nodes can be upper bounded as
PPoutage < PPuoutage = e
−piρ
√√
P2
O
+4CTXη(1−)PG−PO
2CTX . (6.38)
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Proof. The power outage probability is
PPoutage = P(PH < PD)
= P[η(1− )
∑
k
PGQ
−2
k < PO + CTX{min
k
Qk}2]
= P(η(1− )PG
∑
k
Q−2k − CTX{min
k
Qk}2 < PO).
(6.39)
Since min
k
Qk < Q1, we can find an upper bound of the power outage probability:
PPoutage < P(η(1− )PGQ−21 − CTXQ21 < PO)
= P(CTXQ41 + POQ21 − η(1− )PG > 0)
= P(CTXV 21 + POV1 − η(1− )PG > 0)
= P(V1 >
√
P 2O + 4CTXη(1− )PG − PO
2CTX
)
= 1− FV1(
√
P 2O + 4CTXη(1− )PG − PO
2CTX
)
= e
−piρ
√√
P2
O
+4CTXη(1−)PG−PO
2CTX .
(6.40)
In the above derivation we introduce V1 = Q
2
1. Its CDF is
FV1(x) = FQ1(
√
x) = 1− e−piρ
√
x (6.41)
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6.3 Convexity of the Maximum Outage Probability
Upper Bound
Based on the closed-form results we present in Section 6.2, one may choose to balance the
trade-off between transmission outage probability and power outage probability by careful
design of the power split ratio . Therefore, it would be interesting to identify the optimal ∗
to minimize the maximum outage probability upper bound, i.e., max{P Tu2outage(), P Puoutage()}.
Theorem 12. The maximum outage probability upper bound F () = max{P Tu2outage(), P Puoutage()}
is a convex function of .
Proof. According to [105] (Section 3.2.3 in page 80), if P Tu2outage() and P
Pu
outage() are both
convex functions of , then F () = max{P Tu2outage(), P Puoutage()} is also convex.
We know that PO > 0, CTX > 0, η > 0, PG > 0 and 0 <  < 1. First, we prove that
PTu2outage is convex. We can derive that
PTu2outage = A˜0(
θσ2
PG
) + C˜0(
θσ2
PG
)− 1
= fT () +
1
1 + 1√
2θ
+
1 + 1√
θ
(1 + 1√
2θ
)2
− 1
(6.42)
where
fT () = (A1 +B1
√
)e−C1
√
, (6.43)
A1 =
1
θ
+ 1√
θ
(2
√
2− 1− 1√
2
)
(1 + 1√
2θ
)2
> 0, (6.44)
B1 = piρ
√
PG
σ2
(1 +
1√
θ
)(
1√
2θ
1 + 1√
2θ
) > 0, (6.45)
and
C1 = piρ
√
PG
σ2
(1 +
1√
2θ
) > 0. (6.46)
To prove PTu2outage to be convex is equivalent to prove that the second order derivative
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f
′′
T () > 0,
f
′′
T () = e
−C1√(A1 +
C1
2
√

(
B1C1
2
− A1) + (C1
4
+
1
4
−3/2)(A1C1 −B1)). (6.47)
On one hand, when → 0, we can get
f
′′
T () ≈ e−C1
√
A1C1 −B1
43/2
. (6.48)
We can prove that
A1C1 −B1 =piρ
√
PG
σ2
(
1
θ
+ 1√
θ
(2
√
2− 1− 1√
2
)
1 + 1√
2θ
−
(1 + 1√
θ
) 1√
2θ
1 + 1√
2θ
)
=
piρ
√
PG
σ2
1 + 1√
2θ
(
1
θ
(1− 1√
2
) +
1√
θ
(
√
2− 1)) > 0.
(6.49)
Therefore, when → 0,
f
′′
T () > 0. (6.50)
On the other hand, when →∞,
f
′′
T () ≈ e−C1
√
A1 > 0. (6.51)
Solving f
′′
T () = 0, we can get two imaginary roots and a real root. Therefore, combined
with (6.50) and (6.51), we can conclude that f
′′
T () > 0 when  ∈ (0, 1). That is, the
transmission outage probability PTu2outage is proved to be convex.
Secondly, according to [105] (Example 3.13 on page 86), if g is convex then exp g(x) is
convex. Therefore, to prove the power outage probability upper bound
PPuoutage = e
−piρ
√√
P2
O
+4CTXη(1−)PG−PO
2CTX (6.52)
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to be convex is equivalent to prove
fP () =
√√
P 2O + 4CTXη(1− )PG − PO (6.53)
to be concave.
We can calculate the second order derivative of fP () as
f
′′
P () =−
C2TXη
2P 2G
(
√
P 2O + 4CTXηPG(1− )− PO)3/2(P 2O + 4CTXηPG(1− ))
− 2C
2
TXη
2P 2G√√
P 2O + 4CTXηPG(1− )− PO(P 2O + 4CTXηPG(1− ))3/2
< 0.
(6.54)
Then PPuoutage() is proved to be convex.
Therefore, we can prove that max{P Tu2outage(), P Puoutage()} is a convex function of .
Based on Theorem 12, one can easily find the optimal power split ratio ∗ to minimize
the maximum outage probability upper bound.
6.4 Simulation Results
In this section, we present simulation results to validate the derived analytical results. The
primary simulation parameters used are listed in Table 6.1 [72].
Fig. 6.3 and Fig. 6.4 show that the transmission outage probability can be reduced by
increasing  (i.e., a larger fraction of power is sent into the information decoder) or increasing
the transmit power of gateways PG, which is reasonable intuitive. The results verify that the
transmission outage probability is well bounded by the closed-form bounds we provide in
(6.31). Although they do not appear to be tight, an explicit and closed-form expression for
the transmission outage probability is always desirable. On the other hand, the numerical
calculable upper bound we provide for the transmission outage probability in (6.6) is rather
tight.
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Table 6.1: Simulation parameters
Simulation Parameter Value
Harvesting efficiency (η) 0.9
Operation power of nodes (PO) 0.03 W
Transmit power of gateways (PG) 0.25 W
Power Split Ratio () 0.2
Proportionality constant for transmit power (CTX) 0.01
Noise power (σ2) 0.01 W
GPP Density (ρ) 0.3
SINR threshold (θ) 0 dB
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Figure 6.3:  vs. P Toutage
Fig. 6.5 and Fig. 6.6 show that the power outage probability can be reduced by de-
creasing  (i.e., a larger fraction of power is sent into the energy harvester) or increasing the
transmit power of gateways PG, which is expected intuitively. The results verify that the
power outage probability is well bounded by the closed-form bounds we provide in (6.38).
This bound appears tighter when  gets larger (i.e., a smaller fraction of power is sent into
the energy harvester) or PG gets smaller.
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T
outage
In Fig. 6.7 - Fig. 6.9 we investigate the impacts of θ, PG and ρ on the maximum outage
probability upper bound, respectively.
From Fig. 6.7, we can see that the optimal ∗ increases with θ. In other words, a larger
fraction of power should be sent into the information decoder to meet the SINR threshold,
which is expected.
From Fig. 6.8, we can see that as PG increases, 
∗ first decreases and then increases.
When PG is small, the SINR of IoT node is significantly reduced by relatively strong noise.
Therefore, a larger fraction of power should be fed into the information decoder as PG gets
smaller. In other words, ∗ decreases as PG increases. On the other hand, when PG is above
a certain value, the noise power becomes negligible. As PG increases, both the desired signal
and interference increase according to (6.4), i.e., the power outage probability is brought
down by increasing PG much faster than the transmission outage probability. Therefore, to
minimize the maximum outage probability, a larger fraction of power should be sent into
the information decoder as PG increases.
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Figure 6.5:  vs. P Poutage
Similarly, from Fig. 6.9, we can see that as ρ increases, ∗ first decreases and then
increases. When ρ is small, the SINR of IoT node is significantly reduced by relatively strong
noise. Therefore, a larger fraction of power should be fed into the information decoder as
ρ gets smaller. In other words, ∗ decreases as ρ increases. On the other hand, when ρ
is above a certain value, the noise power becomes negligible. As ρ increases, the expected
value of Qk decreases, then both the desired signal and interference increase according to
(6.4), i.e., the power outage probability is brought down by increasing ρ much faster than
the transmit outage probability. Therefore, to minimize the maximum outage probability,
a larger fraction of power should be sent into the information decoder as ρ increases.
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6.5 Summary
This chapter focuses on the modeling and analysis of simultaneous information and energy
transfer in Internet of Things. To capture the repulsion between nodes, the IoT networks
are modeled according to a Ginibre point process. Based on that, we derive: (1) a closed-
form upper bounds for the power outage probability, (2) a closed-form upper bound and a
tight numerically calculable upper bound for the transmission outage probability. Then to
identify the optimal power split ratio to balance the trade-off between outage probabilities,
we prove the convexity of the maximum outage probability upper bounds. We also analyze
the effects of network parameters (e.g., density and transmit power of gateways, power split
ratio and SINR threshold) on the outage performances.
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Figure 6.7:  for Maximum outage probability vs. different θ
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Figure 6.8: ∗ for Maximum outage probability vs. different PG
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Chapter 7
Conclusion
In this chapter, we provide concluding remarks on the results of our inquires, explain how
the loose ends will wrap up, and propose possible future research directions based on this
work.
7.1 Conclusion
This dissertation has addressed the energy efficiency improvement of 5G networks via several
key techniques. Specifically, four fundamental research questions are identified based on
the techniques and architectural enhancement of 5G networks: (1) small cells, (2) energy
harvesting base stations, (3) device-to-device communication, and (4) Internet of Things.
We summarize the key research contributions of this dissertation below:
• We design small cell BS sleep modes and sleep strategies for HCNs. Using a stochastic
geometry based model, we derive coverage probability, average achievable throughput,
and EE in K-tier HCNs. Then we formulate EE maximization problem under either
random sleeping policy or strategic sleeping policy and determine optimal operating
probability for each sleep mode of small cell BSs. Numerical results confirm the
effectiveness of the scheme. Apart from improvements of approximately 30% in EE
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with random sleeping policy, the simulation indicates that instantaneous EE can be
further improved by 15% with a strategic sleeping policy.
• We investigate, for the first time, management of energy harvesting BSs in HCNs
from a techno-economic point of view. We consider real-time electricity price, QoS of
users and harvested energy profile in identifying methods to minimize energy cost. To
solve the formulated problem in a simple and practical manner, we divide it into two
subproblems and sequentially solve them via an optimization approach and a control
algorithm, respectively. The proposed two-stage optimization/control approach pro-
vides a method to manage both transmit power and stored energy usage of HCN BSs
to reduce on-grid electricity expenditure. Numerical results confirm the effectiveness
of the scheme.
• We study the performance evaluation and maximization of D2D underlay cellular
networks. First of all, we aim to find a critical set of system parameters to ensure the
benefits of D2D underlay operation to outweigh its drawbacks in the context of trade-
off between ergodic capacity and power consumption. To achieve that, we propose a
network model to understand the behavior of D2D underlay cellular networks using
tools from stochastic geometry. Unlike prior efforts, D2D direct links are modeled by
Rician fading and the distances between D2D pairs are treated as random quantities.
For a special case of path loss exponent of 4, our work derives (1) tight lower and
upper bounds for ergodic capacity of a cellular network, and (2) recursive closed-form
expressions and closed-form approximation for ergodic capacity of D2D networks. It
is shown that our analytical results better approximate the actual capacity compared
with prior approaches. Then we investigate ergodic capacity maximization and the
impact of both transmit power and density of D2D users. A two-phase scheme is
proposed to maximize the ergodic capacity of D2D underlay cellular networks as well
as to minimize the overall power consumption. We evaluate both ergodic capacity and
total power consumption of the optimal situation comparing them with some extreme
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cases as well. Secondly, we analyze the average achievable throughput of D2D underlay
cellular networks. Assuming a path loss exponent of 4, we derive closed-form results
including: (1) tight upper and tight lower bounds for average achievable throughput
of cellular networks, and (2) good approximation for average achievable throughput
of D2D networks. Finally, we provide closed-form ergodic capacity results (when path
loss exponent is 4) for two other cases of the distribution of DRU: (1) distance between
a DU pair follows a uniform distribution and (2) a DRU is distributed uniformly in
the circular area around its serving DTU.
• We investigate the modeling and analysis of simultaneous information and energy
transfer in Internet of Things. To capture the repulsion between nodes, the IoT
networks are modeled according to a Ginibre point process. Based on that, we derive:
(1) a closed-form upper bounds for the power outage probability, (2) a closed-form
upper bound and a tight numerically calculable upper bound for the transmission
outage probability. Then to identify the optimal power split ratio to balance the
trade-off between outage probabilities, we prove the convexity of the maximum outage
probability upper bounds. We also analyze the effects of some factors (e.g., density
and transmit power of gateways, power splitting ratio, and SINR threshold) on the
outage performances.
Based on the research accomplished in this dissertation, some future research directions
are highlighted in the next section.
7.2 Future Work
In this section, we present possible future research direction in energy efficient design of 5G
networks. We first propose extensions to, and more complete explorations, of our existing
research:
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• In Chapter 3, the sleep mode operation applies to a single small cell tier. BSs of other
tiers are assumed to be fully operational all the time. In the future, this work may be
extended to simultaneous sleep mode optimization for multiple tiers.
• Recently several projects show that it is technically feasible to have self-powered BSs.
For example, China Mobile has established over 800 BSs in Tibet powered solely by
solar energy [127]. Nokia-Siemens has also built renewable energy powered BS sites
in Germany [112]. Self-powered BS management has attracted a lot of attention in
academia as well [128–130]. Therefore, the work in Chapter 4 might be extended to
self-powered HCNs.
• The results from Chapter 5 may also be used in a wide range of endeavors related
to power control, mode selection and resource allocation in D2D underlay cellular
networks. Besides, one interesting extension would be how to deal with the node
mobility problem. Since different mobility will actually influence the capacity and
system throughput, the mobility model into the analysis could be included.
• In Chapter 6 only single-tier gateways is considered. The modeling and analysis of
SIET in multi-tier gateway networks can be an interesting extension of this work. Also,
when using mobile equipment as gateways, how to capture the dynamical properties
about the system would be interesting.
Next, we present some new areas of investigation in 5G networks. A subset of possible
future research works is discussed below.
• Relay enhanced cellular networks is a key enabling infrastructure redesign to enhance
the performance of 5G networks. In 5G, advanced cellular relay can: (1) improve
the cellular topology, (2) improve the network robustness, and (3) decrease power
consumption. A multi-hop structure can efficiently support tremendous access of D2D
terminals. Therefore, relay deployment from the perspective of energy efficiency is an
interesting problem which has not been deeply addressed.
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• Massive MIMO has been recognized as a promising technology for 5G networks. Since
massive MIMO employs a large number of antennas to serve a much smaller number
of users, it can enhance energy efficiency by exploiting a large array gain. However,
the circuit power consumption of massive MIMO scales with the tremendous number
of antennas. Recently, the performance of massive MIMO on energy saving has drawn
significant attention and is still in its infancy.
• Cognitive cellular networks employ cognitive radio to lease addition spectrum outside
the licensed cellular bands, which is a key enabling technology to tackle challenges
in 5G cellular networks such as unevenly distributed and increasingly diverse mobile
traffic. To jointly utilize licensed and cognitive radio resources to optimize the overall
system performance, understanding the trade-off between energy efficiency and spec-
tral efficiency in cognitive cellular networks is of fundamental importance for system
design and optimization.
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Appendix A
Proofs of Chapter 5
A.1 Proof of Lemma 6
From [131], we know that
B0(γ) =
∫ pi
2
0
1
1 + γ cot θ
dθ =
pi
2(1 + γ2)
+
γ
1 + γ2
log γ. (A.1)
and
B1(γ) =
pi(1− γ2)
2(1 + γ2)2
+
2γ
(1 + γ2)2
log γ +
γ
1 + γ2
. (A.2)
Given that Bj(γ) =
∫ pi
2
0
(sin θ)j+1
(sin θ+γ cos θ)j+1
dθ, j > 0, consider
Bj−1(γ) =
∫ pi
2
0
(sin θ)j(sin θ + γ cos θ)
(sin θ + γ cos θ)j+1
dθ = Bj(γ) + γAj(γ). (A.3)
Here, we introduce Aj(γ) =
∫ pi
2
0
(sin θ)j cos θ
(sin θ+γ cos θ)j+1
dθ.
On the other hand, Aj(γ) =
1
j+1
+Aj+1(γ)−γBj+1(γ). From (A.3), we obtain a recursive
relation
Bj(γ) =
2Bj−1(γ)−Bj−2(γ) + γ/j
1 + γ2
, j ≥ 2. (A.4)
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A.2 Proof of Theorem 4
Let
ξ =
1
η
=
2
pi
− γ, 0 < ξ < 2
pi
, (A.5)
From (5.7),
CˆC = RCl =
2
η
arctan η + (
arctan η
η
)2 − 2
η2
log
√
1 + η2 + log
√
1 + η2
η
= 2ξ arctan
1
ξ
+
(
ξ arctan
1
ξ
)2
+ (
1
2
− ξ2) log
(
1 +
1
ξ2
)
+ log ξ,
(A.6)
then
d2CˆC
dγ2
=
d2RC
dξ2
=
3
1 + ξ2
+ 2(arctan
1
ξ
)2 − 4ξ(ξ
2 + 2)
(1 + ξ2)2
arctan
1
ξ
− 2 log(1 + 1
ξ2
). (A.7)
For a convex function u(x), a < x < b, the following inequalities hold:
u(x) < u(a) +
u(b)− u(a)
b− a (x− a), (A.8)
u(x) > u(c) + u′(c)(x− c), a < c < b. (A.9)
The right hand side of (A.8) is the segment connecting (a, u(a)) and (b, u(b)), and the right
hand side of (A.9) is the tangent of u(x) at (c, u(c)).
Similarly, for a concave function v(x), a < x < b,
v(x) > v(a) +
v(b)− v(a)
b− a (x− a), (A.10)
v(x) < v(c) + v′(c)(x− c), a < c < b. (A.11)
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Note that arctan 1
ξ
is convex and log ξ is concave in the region 0 < ξ < 2
pi
because
(arctan
1
ξ
)′′ =
2ξ
(ξ2 + 1)2
> 0, 0 < ξ <
2
pi
, (A.12)
and
(log ξ)′′ = − 1
ξ2
< 0, 0 < ξ <
2
pi
. (A.13)
Therefore from (A.8),
1.003884 = arctan
pi
2
< arctan
1
ξ
<
pi
2
+
arctan pi
2
− pi
2
2
pi
− 0 (ξ − 0) =
pi
2
− 0.8905ξ, (A.14)
and from (A.11)
log ξ < log(
1
3
) +
1
1
3
(ξ − 1
3
) = 3ξ − 2.0986. (A.15)
Moreover according to the Taylor expansion of log(1 + ξ2):
log(1 + ξ2) > ξ2 − ξ
4
2
, 0 < ξ <
2
pi
. (A.16)
Let h(ξ) = d
2CˆC
dξ2
(1 + ξ2)2. From (A.7) we can derive that
h(ξ) =
d2CˆC
dξ2
(1 + ξ2)2
=3(1 + ξ2) + 2(1 + ξ2)2(arctan
1
ξ
)2 − 4ξ(ξ2 + 2) arctan 1
ξ
− 2(1 + ξ2)2 log(1 + ξ2)
+ 4(1 + ξ2)2 log ξ
<3(1 + ξ2) + 2(1 + ξ2)2(
pi
2
− 0.8905ξ)2 − 4ξ(ξ2 + 2)× 1.003884− 2(1 + ξ2)2(ξ2 − ξ
4
2
)
+ 4(1 + ξ2)2(3ξ − 2.0986).
(A.17)
Solving h(ξ) = 0, we can find two roots -1.973 and 0.7145. Since the range of ξ ∈ [0, 2/pi]
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is between two roots and h(0) = −0.4596 < 0, we can conclude that h(ξ) < 0 when
0 < ξ < 2
pi
, and d
2CˆC
dξ2
= d
2CˆC
dγ2
< 0, thus CˆC is a concave function with respect to γ.
From Corollary 2,
CˆD = 2γB0(γ) + γB1(γ)(1− e−K) = f(γ) + g(γ)(1− e−K), 0 < γ < 2
pi
, (A.18)
where
f(γ) = 2γB0(γ) =
piγ
1 + γ2
+
2γ2
1 + γ2
log γ, (A.19)
and
g(γ) = γB1(γ) =
piγ(1− γ2)
2(1 + γ2)2
+
2γ2
(1 + γ2)2
log γ +
γ2
1 + γ2
. (A.20)
We can obtain that
f ′′(γ) = − 4piγ
(1 + γ2)2
+
4(1− γ2)
(1 + γ2)2
log γ+
4
1 + γ2
+
2piγ(3γ2 − 1)
(1 + γ2)3
−4γ
2(3− γ2)
(1 + γ2)3
log γ+
2(1− 3γ2)
(1 + γ2)2
,
(A.21)
and then
1
2
f ′′(γ)(1 + γ2)3 = 2(1− 3γ2) log γ − (γ2 − 3)(γ2 − piγ + 1). (A.22)
(1) When pi−
√
pi2−4
2
< γ < 1√
3
(pi−
√
pi2−4
2
≈ 0.3594, 1√
3
≈ 0.5773), 1−3γ2 > 0, γ2−piγ+1 <
0, γ2 − 3 < 0, therefore
1
2
f ′′(γ)(1 + γ2)3 = 2(1− 3γ2) log γ − (γ2 − 3)(γ2 − piγ + 1) < 0. (A.23)
(2) When 1√
3
< γ < 2
pi
, γ2 − 3 < 0, γ2 − piγ + 1 < 0, 1− 3γ2 < 0, according to (A.10):
log γ > log(
1√
3
) +
log( 2
pi
)− log( 1√
3
)
2
pi
− 1√
3
(γ − 1√
3
) = 1.6488γ − 1.5012. (A.24)
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Then
− 1
2
f ′′(γ)(1 + γ2)3 = (γ2 − 3)(γ2 − piγ + 1)− 2(1− 3γ2) log γ
> (γ2 − 3)(γ2 − piγ + 1)− 2(1− 3γ2)(1.6488γ − 1.5012) = f1(γ).
(A.25)
Solving f1(γ) = 0, we can find two roots -8.187 and -0.0003. Since there is no root in
the range of γ ∈ [ 1√
3
, 2
pi
] and f1(
1√
3
) = 1.2812 > 0, we can conclude that f1(γ) > 0 when
1√
3
< γ < 2
pi
, then f ′′(γ) < 0 in this region.
(3) When 0 < γ < pi−
√
pi2−4
2
, γ2 − 3 < 0, γ2 − piγ + 1 > 0, 1 − 3γ2 > 0, according to
(A.11):
log γ < log(0.25) +
1
0.25
(γ − 0.25) = 4γ − 2.3863. (A.26)
Then
− 1
2
f ′′(γ)(1 + γ2)3 = (γ2 − 3)(γ2 − piγ + 1)− 2(1− 3γ2) log γ
> (γ2 − 3)(γ2 − piγ + 1)− 2(1− 3γ2)(4γ − 2.3863) = f2(γ).
(A.27)
Solving f2(γ) = 0, we can find a root -0.2555. Since there is no root in the range of
γ ∈ [0, pi−
√
pi2−4
2
] and f2(0) = 1.7726 > 0, we can conclude that f2(γ) > 0 when 0 < γ <
pi−√pi2−4
2
, and f ′′(γ) < 0 in this region. Therefore f(γ) is a concave function with respect to
γ for 0 < γ < 2
pi
.
Similarly, we can obtain that
g′′(γ) = −2piγ(3− γ
2)
(1 + γ2)3
log γ+
2(3− γ2)
(1 + γ2)2
−3piγ(γ
4 − 6γ2 + 1)
(1 + γ2)4
−24γ
2(1− γ2)
(1 + γ2)4
log γ+
2(γ4 − 10γ2 + 1)
(1 + γ2)3
,
(A.28)
and
g′′(γ)(1+γ2)4 = (4−32γ2+24γ3−12γ4) log γ−(piγ5+16γ4−14piγ3+8γ2+9piγ−8). (A.29)
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(1) When 0.2933 < γ < 0.4058, 4− 32γ2 + 24γ3− 12γ4 > 0, piγ5 + 16γ4− 14piγ3 + 8γ2 +
9piγ − 8 > 0, therefore
g′′(γ)(1 + γ2)4 = (4− 32γ2 + 24γ3− 12γ4) log γ− (piγ5 + 16γ4− 14piγ3 + 8γ2 + 9piγ− 8) < 0.
(A.30)
(2) When 0.4058 < γ < 2
pi
, 4−32γ2+24γ3−12γ4 < 0, piγ5+16γ4−14piγ3+8γ2+9piγ−8 >
0, according to (A.10):
log γ > log(0.4058) +
log( 2
pi
)− log(0.4058)
2
pi
− 0.4058 (γ − 0.4058) = 1.9509γ − 1.6936. (A.31)
Then
− g′′(γ)(1 + γ2)4 = (piγ5 + 16γ4 − 14piγ3 + 8γ2 + 9piγ − 8)− (4− 32γ2 + 24γ3 − 12γ4) log γ
> (piγ5 + 16γ4 − 14piγ3 + 8γ2 + 9piγ − 8)− (4− 32γ2 + 24γ3 − 12γ4)(1.9509γ − 1.6936) = g1(γ).
(A.32)
Solving g1(γ) = 0, we can find a root 0.072. Since there is no root in the range of
γ ∈ [0.4058, 2
pi
] and g1(0.4058) = 3.2576 > 0, we can conclude that g1(γ) > 0 when 0.4058 <
γ < 2
pi
, and g′′(γ) < 0 in this region.
(3) When 0 < γ < 0.2933, 4−32γ2+24γ3−12γ4 > 0, piγ5+16γ4−14piγ3+8γ2+9piγ−8 <
0, according to (A.11):
log γ < log(0.142857) +
1
0.142857
(γ − 0.142857) = 7γ − 2.9459. (A.33)
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Then
− g′′(γ)(1 + γ2)4 = (piγ5 + 16γ4 − 14piγ3 + 8γ2 + 9piγ − 8)− (4− 32γ2 + 24γ3 − 12γ4) log γ
> (piγ5 + 16γ4 − 14piγ3 + 8γ2 + 9piγ − 8)− (4− 32γ2 + 24γ3 − 12γ4)(7γ − 2.9459) = g2(γ).
(A.34)
Solving g2(γ) = 0, we can find a root -0.1676. Since there is no root in the range of
γ ∈ [0, 0.2933] and g2(0) = 3.7836 > 0, we can conclude that g2(γ) > 0 when 0 < γ < 0.2933,
and g′′(γ) < 0 in this region. Therefore g(γ) is concave with respect to γ for 0 < γ < 2
pi
.
From (A.18), we can deduce that CˆD is also a concave function of γ.
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