A new process logic is de ned, called computation paths logic (CPL), which treats formulas and programs essentially alike. CPL is a pathwise extension of PDL, following the basic process logic of Harel, Kozen and Parikh, and is close in spirit to the logic R of Harel and Peleg. It enjoys most of the advantages of previous process logics, yet is decidable in elementary time. We also o er extensions for modeling asynchronous/synchronous concurrency and in nite computations. All extensions are also shown to be decidable in elementary time.
Introduction
Two major approaches to modal logics of programs are dynamic logic 16] and temporal logic 15] . Propositional dynamic logic, PDL 5] , is a natural dynamic' extension of the propositional calculus, in which programs are intermixed with propositions in a modal-like fashion. Formulas of PDL can express many input/output properties of programs in a natural way. Moreover, validity/satis ability in PDL is decidable in exponential time, and the logic has a simple complete axiomatization 11]. PDL is thus a suitable system for reasoning about the input/output behavior of sequential programs on the propositional level. However, PDL is unsuited for dealing with the continuous, or progressive behavior of programs, i.e., the situations occuring during computations. The need for reasoning about continuous behavior arises naturally in the study of reactive and concurrent programs.
The main approach proposed in response to this need is temporal logic, TL 15] , in which assertions can be made naturally about the progressive behavior of programs. In particular, TL can easily express freedom from deadlock, liveness, and mutual exclusion. The basic versions of TL, however, are not compositional, in the sense that their treatment of a well-structured program does not derive directly from their treatment of its components. Indeed, TL usually does not name programs at all, but refers to instructions and labels in a xed program. Although TL can discuss the synthesis of complex programs from simpler ones to some extent using at predicates, this method is rather cumbersome.
This dichotomy between the dynamic and temporal logic approaches has prompted researchers to try to combine the best of the two in what is generally called process logic. Accordingly, a system called PL was proposed in 6].
It borrows the program constructs and modal operators ] and h i from DL, and the temporal connectives suf (similar to until) and f (standing for rst) from TL, and combines them into a single system. The expressive power of PL is greater than that of PDL and of TL, and its validity/satis ability problem was shown in 6] to be decidable, though it is not known to be elementary. 3 There are some inconvenient features of PL, including the asymmetry of its central path operator, suf, and the fact that its formula connectives are somewhat weaker than its program operators. A proposal that overcomes these problems is the regular process logic, RPL, of 7] . In RPL, the operators suf and f are replaced by chop and slice, corresponding essentially to Kleene's regular operations of concatenation and star. In this way, the regular operations on programs, ; ; , have natural counterparts on formulas:
X _ Y; X chop Y and slice X. It is shown in 7] that RPL is even more expressive than PL, and that its validity problem is also decidable but nonelementary.
Using the fact that in RPL both program and path operators are those of regular expressions, and that programs and formulas are interpreted over paths, a uniform process logic R was de ned in 7] . In R, formulas are constructed inductively from atomic propositions and binary atomic programs, using a single set of regular operators. It was shown in 7] that R is more expressive than RPL with binary atomic programs, and is decidable (though, again, nonelementary).
In the interest of obtaining a useful process logic decidable in elementary time, an automata-oriented logic, YAPL, was de ned in 18]. In YAPL, formulas are constructed using nite automata for both temporal (path) connectives and for constructing compound programs from basic (atomic) ones. There is a clear distinction between state and path formulas in YAPL, atomic programs are binary and atomic formulas are restricted to being state formulas. YAPL is indeed shown in 18] to be decidable in elementary time (even over in nite paths). YAPL formulas, however, can be somewhat less intuitive and not that easy to comprehend.
In the present paper, we try to combine some of the advantages of previous methods by introducing a new process logic that is compositional, uniform in its treatment of programs and formulas, expressive enough to capture the interesting path properties mentioned in the literature in a natural way, explicit in its treatment of concurrency, and elementary decidable.
We term our basic formalism computation paths logic (CPL The existence of some segment of the path satisfying f is expressed by someseg (f) = path f path. The existence of some pre x of the path satisfying f is expressed by somepre (f) = f path. The existence of some su x of the path satisfying f is expressed by somesuf (f) = path f. The existence of some state in the path satisfying f is expressed by somestate (f) = someseg (f?). An operator similar to of TL is next (f) = skip f.
An operator similar to U of TL is f until g = (f skip) g. Note that every PDL model M = (S; ; R) is a priori also a CPL model; simply take (P ) = ( (P )) and (a) = (a), for every P 2ASF and a 2ATF, respectively. Under this model correspondence it is easy show that PDL's expressive power is no more than that of CPL.
Actually, CPL is more expressive than PDL. For such a comparison to be fair however, we ought to consider only state formulas of CPL (i.e., formulas satis able only in paths of length 0). As a trivial example, take the CPL formula f = (a 1 \a 2 )?, where a 1 ; a 2 2ATF. We claim that f has no equivalent in PDL. To prove this, consider the following two models: CPL does not use the modal operators ] and h i, in CPL we consider only ( nite) paths that arise from computations and negation in CPL is not relative to all paths, but rather is a state property.
In spite of these di erences, it is not di cult to show that CPL can be embedded in R, and then use the fact that R is decidable 7] to conclude that CPL is decidable. Since R is nonelementary 14], this yields a nonelementary decision procedure for CPL. We will show in the next section, however, that CPL is in fact elementary.
CPL is Elementary Decidable
In this section we show that satis ability of CPL formulas is decidable in elementary time. This will be done in two steps. In the rst, we carry out a reduction from the satis ability problem of CPL to the satis ability problem of CPL over one-action-per-transition models. These one-action-per-transition (oapt, for short) models are de ned below. (These models were used in 14] for the logic R.) In the second step we carry out a reduction from the satis ability problem of CPL over oapt-models to the satis ability problem of APDL.
Reduction to oapt-satis ability
De nition 2 A model M is called an oapt-model relative to the set ATF = fa 1 ; :::; a n g if for every 1 i 6 = j n, (a i ) \ (a j ) = ;. A CPL formula f is oapt-satis able i there exist some oapt-model which satis es f.
Lemma 3 For every CPL formula f over fa 1 : : : a n g, there exists a CPL formula f 0 (over a new ATF) such that f is satis able i f 0 is oapt-satis able.
Proof Let f be a formula over fa 1 ; :::; a n g. We de ne a set ATF 0 Via this association we can view PDL programs as being carried out along paths rather than as binary relations. For the reduction, however, it is more convenient to use the automata version of PDL, namely APDL 9] . The reason for this is that`\' can be handled more economically by automata than by regular expressions. (This also applies to other operators used in the extensions of CPL we de ne later on.)
Remark: Using PDL with intersection (IPDL) does not help, since the intersection in CPL is pathwise and di erent from that of IPDL. As a matter of fact, the 2EXPTIME upper bound for deciding IPDL, was also obtained via a reduction to APDL 1], where one exponent is due a cross product automaton used to handle the intersection operator.
APDL formulas are, in general, more succinct than their equivalent PDL formulas. Nevertheless, satis ability for APDL can be decided in EXPTIME 9]. This is also the case for deciding satis ability over oapt-models. For if M; s j = ', then M can be transformed into an oapt-model of '. One way of doing this is to unwind the model into a tree, which, in particular, is an oapt-model. The resulting tree model might be in nite, but the point here is that it is possible, and therefore the complexity of deciding APDL over oapt models is exactly as for unrestricted models. Simply, check satis ability without any restriction and you have the answer! We shall use this to get an elementary decision procedure for CPL by carrying out a reduction from CPL into APDL. Relating paths in a model to APDL programs is done as in Def. 4 We can now prove the main theorem.
Theorem 6 If we x ATF to be a subset of fa 1 ; : : : ; a n g, then satis ability of CPL formulas can be decided in 2EXPTIME .
Proof Let f be a CPL formula over ATF fa 1 ; : : : ; a n g. Use Lemma 3 to construct f 0 with new atomic transition formulas ATF 0 , such that f is satis able i f 0 is oaptsatis able. Note that since the set fa 1 ; : : : ; a n g is xed, jf 0 j = c 1 jfj, for some constant c 1 It is known 9], that satis ability of APDL formulas can be decided in deterministic exponential time. One can easily prove by induction on the structure of f 0 that jA f 0j 2 c 2 jf 0 j , for some constant c 2 (actually, the exponent is needed only for thè \' case). So that the overall time complexity of deciding satis ability of the original CPL formula f is bounded by 2 2 c 3 jfj , for some constant c 3 .
Remark: Deciding satis ability of CPL formulas without the restriction to a xed nite subset of atomic transition formulas costs one more exponent (in this case, jf 0 j is exponential in jfj). This will also apply to all the extensions of CPL in the sequel.
CPL with Interleaving
The motivation for adding the interleaving operator to CPL is twofold. Our primary motivation is that the interleaving operator can be interpreted as the simplest case of composition used in algebraic approaches to modeling concurrent computation (see, e.g., 12]). Interleaving represents the case where processes run concurrently in such a fashion that their atomic steps can be arbitrarily interleaved but where no communication between them takes place. This form of concurrency, modeled by interleaving, might also be described as asynchronous. Second, as discussed in the sequel, using interleaving we gain succinctness.
Let us now de ne ICPL (CPL with interleaving). The syntax of ICPL extends that
of CPL as follows: if f and g are formulas, then so is (f k g). Turning to the semantics, the basic di culty is that our , which associates paths with formulas, is not informative enough to capture interleaving. For example, we would like the formula (a P) k b to be satis ed by paths of the following forms:
However, paths of the second form would not appear if we used (a P) and (b), since (a P) contains only`a'-paths with P at the last state. To solve this problem we shall use a more detailed version of . The idea is that now M (f) will contain, in addition to paths in M that are associated with f, some`evidence' of this association. We will associate with each formula (via this extended ) a set of computation paths (de ned below) rather than a set of (ordinary) paths. A computation path in a model M consists of two objects: a computation, which is a sequence of transitions accompanied by a sequence of properties (state formulas); and an ordinary path over M, i.e., a sequence of states of M. To get a feeling for this, the gure below illustrates a computation path:
Here, the path is (s; t; r), i.e., the sequence of states, and the computation is h(a; fa; cg); (P; :(b Q); R)i.
To make the discussion above more formal, we need some preparations. We rst de ne the notion of a computation, and some operations on computations and on computation sets. Then, we combine computations and paths to de ne computation paths, and de ne several operations on them. Finally, we present the semantics of ICPL.
De nition 7 The set of state formulas SF is the minimal set of ICPL formulas that contains ASF, contains all formulas of the form :f, and is closed under and \. (d') Last:=true, and go to step (2) . end We are now ready to de ne the notion of computation path. is illustrated by:
We have de ned both on computations and on paths, and we now use these together to de ne p q, for computation paths p and q (and then, extend it to sets of computation paths in the usual way): p q def = ( Now that we have this extended version of we can extract from it the relevant information as follows. In what sense is ICPL`better' than CPL? Well, using the well known fact that regular sets are closed under interleaving it is not di cult to prove that ICPL and CPL have the same expressive power. Nevertheless, ICPL has two important advantages over CPL. The rst is clarity in modeling asynchronous concurrent computations.
For example, consider the following two computations: (i) Execute a, observe P and then perform b.
(ii) Observe Q and then execute b followed by a.
In ICPL, we can use the formula a P b k Q b a to model computations that arise from running these two in parallel, while in CPL one must use a cumbersome formula of the form Other CPL formulas exist for this, yet it is very unlikely that such a formula will be as transparent as the ICPL formula given above. The second (and related) advantage of ICPL over CPL is succinctness. It is known that the use of the interleaving operator can shorten a regular expression by an exponential amount 4, 13] . It is true that interleaving in ICPL is (in general) not interleaving in the language sense. However, ICPL formulas that use only ATF and the operators` ',` ',` ' and`k' correspond essentially to regular expressions (extended with interleaving operator) over the alphabet ATF.
Let us now turn to the problem of deciding the satis ability status of ICPL formulas. Given an ICPL formula, one can construct an equivalent CPL formula and then use the methods of the previous section to decide the satis ability status of the latter, and therefore also of the former. The discussion above indicates that the rst step of this naive algorithm, i.e., transforming an ICPL formula to an equivalent CPL formula, yields an exponential growth in size. Taking into account that reducing CPL to APDL also involves an exponential growth in size, and that APDL can be decided in EXPTIME , we get a 3EXPTIME algorithm for deciding ICPL. However, we can reduce ICPL directly to APDL (over oapt-models) by using a cross-product automaton to handle the`k'|case (as we did in the`\'|case in the reduction from CPL to APDL). This way we get a 2EXPTIME decision procedure for ICPL. This is because the interleaving operator permits`breaking up' concatenation, but not intersection (of state formulas). To re ect this in the reduction to APDL we have to modify the construction of the`\'-automaton of Lemma 5. (For instance, the`\'-automaton constructed there for P \ Q would accept P?Q?. However, this word would also be accepted by the automaton for P Q; therefore, the distinction noted above would not be preserved.)
We are now ready to carry out the reduction from ICPL formulas to APDL programs. As was done for ordinary CPL, we can restrict our attention to oapt-models, since it is easy to see that Lemma 3 holds for ICPL formulas too. It is not di cult to prove by induction on f, that the size of the automaton A f of the previous lemma is at most exponential in jfj, so that we have: Theorem 14 Satis ability of ICPL formulas with ATF fa 1 ; : : : ; a n g can be decided in 2EXPTIME .
ICPL With Synchronization
ICPL is suited for modeling asynchronous concurrency. To model synchronous concurrency as well, we introduce ICPL with synchronization (SICPL). All ICPL formulas are SICPL formulas. In addition, if f and g are SICPL formulas and syn is a subset of ATF, then f j syn j g is a SICPL formula. (The set syn has to be written out in full, for example as in (a b) P j a; b j (a b).) Intuitively, f j syn j g represents the interleaving of f and g synchronized w.r. Theorem 15 Satis ability of SICPL formulas with ATF fa 1 ; : : : ; a n g can be decided in 2EXPTIME . 6 In nite Computations CPL (and its extensions ICPL, SICPL) are input/output oriented and are therefore appropriate for stating properties concerning programs with nite computations. We wish, however, to make it possible to reason about processes with possible in nite computations. For example, we would like to say that the model illustrated below, admits in addition to the nite computations described by (P a) also the in nite computation (P a) ! .
a P a a P P P . . .
.
With this idea in mind, we introduce the extension !CPL. Before giving the formal de nition let us try to explain informally the route we have chosen to follow.
Basically, one would like !CPL to extend CPL by employing the new operator !' and use formulas of the form f ! , where f is a CPL formula. The most intuitive interpretation of f ! is simply to associate with it in nite paths that result by fusing in nitely many ( nite) paths of f (that is, take (f ! ) as (f) ! ) . Choosing this interpretation, however, forces one to make a distinction between`!-formulas' (those with possibly in nite paths corresponding to the !) and` nite formulas'. This is necessary in order to interpret (or to forbid) formulas of the form f ! g; f ! g ! ; (f ! )
etc.
To enable a uniform representation, we have decided to adopt a more modest interpretation of f ! , as follows. We shall consider f ! rather as a test, true in states (i.e., paths of length 0) from which it is possible to repeatedly carry out computations of f in nitely often. The advantage of using this interpretation is that even though paths associated with formulas are nite, and hence all CPL operators are applicable and retain their usual meaning, it is still possible to make assertions concerning in nite computations.
