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Ordered and disordered carbonaceous materials cover a wide range of the energy storage materials market. In this
work a thorough analysis of the Small Angle X-ray Scattering (SAXS) patterns of a number of carbon samples for
energy storage (including graphite, soft carbon, hard carbon, activated carbon, glassy carbon and carbide-derived
carbon) is shown. To do so, innovative geometrical models to describe carbon X-ray scattering have been built to
reﬁne the experimental SAXS data. The results obtained provide a full description of the atomic and pore
structures of these carbons that in some cases challenge more traditional models. The correlative analysis of the
descriptors here used provide novel insight into disordered carbons and can be used to shed light in charge
storage mechanisms and to design improved carbonaceous materials.1. Introduction
Carbonaceous materials cover a very large family of structures and
textures that span a wide range of unique chemical and physical prop-
erties. The number of carbon forms that can be created by the choice of
the carbon precursor and by controlling the carbonization process is
extremely large, and research on carbon-based materials is a very dy-
namic and growing area of study with nearly unlimited possibilities [1].
Owing to their unique versatility, carbon materials also represent a key
family of materials in the ﬁeld of electrochemical energy storage. Their
low cost, high electrical conductivity and the myriad of nano- and
micro-textural arrangements and surface functionality make them suit-
able to most relevant energy storage technologies: supercapacitors [2],
Li/Na/K-Ion Batteries [3–5], Li-S [6] and Metal-air batteries [7–9].
Carbon sp2 allotropes are typically represented by graphite, in which
the layers of carbon hexagons are stacked in parallel. Graphite usually
crystallizes as a mixture of the hexagonal 2H (ABABAB graphene layer
stacking) and rhombohedral 3R (ABCABC graphene layer stacking) pol-
ytypes and is commonly described by giving the relative fractions of 2H,
3R and turbostratic stacking (i.e. graphitic planes are still parallel but
shifted or rotated). Graphite (natural and synthetic) can be considered as. Saurel), mcasas@cicenergigune
rm 6 May 2019; Accepted 6 May
vier B.V. This is an open access arthe standard negative electrode in the lithium-ion battery technology and
is yet, by far, the most commercially used. The maximum lithium uptake
of graphite is LiC6 (with 372mA h g1 and 975mA h cm3 gravimetric
and volumetric capacity) and is concomitant to a transformation to AAAA
stacking [3,10].
Disordered carbon materials like soft and hard carbons can also be
lithiated to a certain extent, but the amount of lithium reversibly incor-
porated in the carbon lattice, the faradaic losses during the ﬁrst cycle and
the proﬁle of the potential composition proﬁle can exhibit some differ-
ences [3,11,12]. Soft carbons are graphitizable carbons that have been
calcined below graphitization temperature (typically 2500 C). These
carbons, at temperatures around 1000 C, tend to form parallel stacked
graphene layers though with a high degree of defects (dislocations,
curvature, and tilt). Soft carbons are thus fully turbostratic and owe their
designation to the weakness of the layer to layer bonds that provides
mechanical softness at ambient temperature [13–15].
Conversely, hard carbons are non-graphitizable and do not exhibit a
long-range ordered structure. Hard carbons are commonly obtained by
precursors presenting strongly cross-linked structures that do not allow
for the ordering of the layers, and forbid the densiﬁcation of the carbon
structure and induce the formation of microporosity as a consequence of.com (M. Casas-Cabanas).
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Fig. 1. Schematic view of traditional and alternative models for soft carbon and
microporous carbon.
D. Saurel et al. Energy Storage Materials 21 (2019) 162–173gas evolution upon the release of heteroatoms [16,17]. Their structure is
typically described by discrete fragments of graphenic sheets that are
locally stacked (with no more than a few layers in the stacking direction)
in a highly turbostratic layered structure, that at a larger scale result in
voids and pores [4,16,18].
Petroleum coke is the typical precursor for synthetic graphite, and
Calcinated Petroleum Coke (CPC) calcined at temperatures below
graphitization was used in the ﬁrst generation of Li-ion cells [19], which
was later replaced by HC to increase the energy density, and later by
graphite once the solvent co-intercalation issue was circumvented [20].
On the other hand, since the electrochemical insertion of sodium ions
into graphite is limited as occurs below the sodium plating voltage [21,
22], hard carbon is the most studied sodium ion negative electrode [4],
able to reversibly react with a typical sloping voltage–composition curve
below 1 V vs Naþ/Na and a low voltage plateau below 100mV vs Naþ/Na
[23,24], exhibiting capacities that reach 350mA h g1 [25].
Glassy carbons in turn are obtained at higher temperatures ( 3000
C) and with a slow heat treatment. Their properties are similar to
inorganic glasses, with black colour and perfectly smooth surfaces, and
their main feature is a high closed micropore volume inaccessible to any
adsorbent including helium, leading to an exceptional chemical inertness
[14,26]. The use of glassy carbon as active material is rather limited for
electrochemical energy storage application, although it has recently
attracted attention as Na-ion anode as its reaction voltage is very low
(lower than 50mV) and capacities of up to 200mA h g1 have been re-
ported [27].
On the contrary, if the char is oxidized or activated using an agent
such as steam or carbon dioxide, or chemicals like KOH or H3PO4, mi-
cropores can be created (pore size<2 nm) resulting in a very high surface
area [28]. The ﬁnal result is a disordered carbon with an open pore
structure with a wide pore size distribution. Activated carbons are used in
a large number of applications and thanks to their very low cost have
been successfully implemented in electrochemical double layer capaci-
tors (EDLC) for charge storage [2,29]
Carbide Derived Carbons (CDCs) have also been widely explored as
EDLC electrode materials [2,30,31]. CDCs are microporous carbons with
a very narrow pore size distribution. They are produced from
high-temperature etching of metal carbides (TiC, SiC and VC among
others) under chlorine gas atmosphere or vacuum deposition [2]. Con-
trary to all the other carbons studied here, whose precursors are typically
rich in sp2 hybridization, CDCs precursors are 100% sp3. However, sp3
carbon is metastable in absence of H or heteroatoms so that transition to
sp2 is expected to occur with heat treatment. Indeed, although highly
crystalline sp3 (diamond) structure transformation into sp2 graphite does
not occur below 1700 K, in the case of amorphous diamond like carbons,
sp3 to sp2 transition occurs near 500 C [26,32]. It is therefore likely that
low temperature CDCs exhibit a non-negligible amount of sp3 carbons,
whose amount decreases with synthesis temperature.
The electrochemical properties of the different carbon textures
described above are strongly inﬂuenced by macro- and micro-structural
features, that include the speciﬁc surface, surface chemistry,
morphology, crystallinity and orientation of the graphene layers as well
as their pore structure. The intensive research aimed at developing
carbonaceous materials with optimized performance has resulted in a
deep understanding of some of the key factors that control carbon's
electrochemical performance. However, despite recent valuable efforts,
the disordered character of many of the carbon textures described above,
together with the difﬁculties of reliably uncoupling pore size and pore
accessibility still represent a characterization challenge [2]. Particular
microstructural features of carbonaceous materials are locked by the
limitations of conventional analytical techniques such as gas adsorption
(no access to buried pores, analysis requires pore geometry assumptions),
X-ray diffraction (XRD, lack of long-range order) or Transmission Elec-
tron Microscopy (TEM, lack of contrast), to name a few. The result is an
uncomplete or simpliﬁed description of carbon structure and micro-
structure that is partly responsible for the lack of consensus on charge163storage mechanisms [4]. Indeed, traditional models to describe the short
and long range carbon structures are based on the assumption that their
microstructure is made of an assembly of pseudo graphitic nanocrystals
[16], as represented in Fig. 1, left panel. These nanocrystals would be
randomly tilted (although approximately parallel to each other) in soft
carbons. In hard or non-graphitizable carbons they would be cross-linked
(either through amorphous regions or sp3 bonded carbons, which would
explain the non-graphitizability) and randomly oriented, creating voids.
Such interpretation relies on the assignment of the XRD peak width only
to crystallite size broadening and is still largely used to describe the
charge storage mechanism in hard carbons, see e.g. Refs. [4,18,33,34].
However, this model has been recently challenged, and alternative
models have been proposed based on curved layers (right panel of Fig. 1)
[26,35–38]. This curvature is made stable under heat treatment by the
presence of non-hexagonal rings in the graphene layers, similarly to
fullerene derivates, forbidding the graphitization and maintaining the
micropore structure [26,39]. Layer curvature is a potential source of peak
broadening that should be accounted for together with (or instead of)
limited crystallite size [40].
In this paper we use Small Angle X-ray Scattering (SAXS) to thor-
oughly study the structure of different types of carbons at multiple length
scales. SAXS offers several advantages over other techniques as is able to
provide topological information from the molecular-to the meso-scale
regardless of the sample crystallinity, and allows including non-
traditional descriptors for porosity. In order to describe the complex
structure of disordered carbons and extract averaged quantitative infor-
mation from scattered intensities, innovative geometrical models to
describe carbon X-ray scattering have been built and the experimental
SAXS data have been reﬁned using these models. The obtained results
provide an accurate description of disordered carbons that we believe
will be of high value to orient future research for their optimization.
2. Material and methods
2.1. Samples
Synthetic graphite (graphite hereafter), calcined petroleum coke
(CPC) and active carbon (AC) are commercial powder samples from
Imerys (graphite and CPC) and Kurarai (AC). Sugar based hard carbon
powder sample (SHC) was prepared from the pyrolysis under argon at
D. Saurel et al. Energy Storage Materials 21 (2019) 162–1731050 C for 12 h of dewatered sucrose, followed by hand grinding.
Dewatering of sucrose (Sigma-Aldrich) was performed by heating in air
at 160 C for 24 h. Carbide derived powder carbon samples were pro-
vided by Y-Carbon company, CDC400 and CDC900 hereafter, according
to their chlorination temperature (400 C and 900 C, respectively). The
glassy carbon (GC) sample was provided by Bruker company. GC sample
had the shape of a parallelepiped with square section of 30mm 30mm
and thickness of 2 mm, with the aspect of a black and opaque glass with
polished surfaces, see Fig. S3.2.2. Powder X-ray diffraction
Powder X-ray diffraction patterns were measured using a Bruker D8
diffractometer, using either Cu or Co K-α source, and LYNXEYE detector
in the Bragg-Brentano reﬂection geometry. Monocrystalline Si sample
holders with shallow cavity have been used to avoid any background
signal coming from the sample holder.2.3. Scanning electron microscopy
Scanning electron micrographs were collected with a FEI Quanta 200
SEM microscope equipped with a Field Emission electron gun and ET
detector, running at an accelerating voltage of 20 kV and a spot size of 3.5
nm. Size analysis of the particles was carried out using the ImageJ164software with a minimum particle population of 20.2.4. Gas adsorption
Nitrogen Adsorption/desorption isotherms were acquired at 77 K
using a Micromeritics ASAP 2020 for samples preliminarily outgassed for
8 h at 200 C. The Speciﬁc Surface Area (SSA) values were calculated
using the B.E.T. method.2.5. Small angle X-ray scattering
Small Angle X-ray Scattering (SAXS) was performed using a Bruker
Nanostar instrument, composed of a Cu K-α source, three pinhole colli-
mators, evacuated beam path and a Vantec 2000 2D detector of active
surface area 14mm 14mm and 2048 2048 pixels, see Fig. 2 (upper
panel) for a schematic representation. Transmission geometry is used,
and the detector plane is perpendicular to the beam axis and centred on
the same. The intensity is then integrated angularly on all the detector
surface and normalized to units of counts per second (cps) per pixel.
Several corrections need to be made on the raw data before and after
angular integration, related to distortions and other factors correlated to
the experiment geometry and detector's working principle. A review of
all the data corrections that need to be done can be found in e.g.
Ref. [41], and the detail on the corrections made for the present study canFig. 2. Top panel: schematic representation of
the geometry of the SAXS instrument used for the
present study. Bottom panel: typical intensity
versus scattering vector curve in log-log scale of a
microporous non-graphitic carbon, together with
schematic drawing of the structural, microstruc-
tural and morphological features that are related
to the intensity observed in the large, intermedi-
ate and low Q ranges, respectively. Inset: linear
scale representation of the same pattern vs the
scattering angle 2θ as it is usually done for PXRD
patterns.
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A nickel foil was used to ﬁlter out Kβ from the Cu tube source. Three
sample to detector distances have been used, 107 cm, 28 cm and 6 cm, to
cover a broad angular range (0.1–30 nm1 in scattering vector Q values).
The instrument has been calibrated for absolute intensity (see Annex 1
for more details), ﬂat ﬁeld (relative pixel to pixel detector's efﬁciency)
and spatial distortion. Distance calibrations were performed at all dis-
tances using silver-behenate (107 and 28 cm) or corundum (5 cm) as
reference. Since all samples generated an isotropic intensity pattern at all
sample-detector distances, angular integration over the whole detector
surface was performed to extract intensity evolution with scattering
angle. The measured intensity has then been corrected for all the relevant
factors including sample transmission, and the intensity calibrated, see
Annex 1 for more details. The scattering from the sample holder, when
used, has been subtracted. Powder samples were gently compacted in
4 4mm circular cavities of a 1.5mm thick steel plate and held in place
by two tape sheets. In this case an empty cavity with two tape sheets was
measured as a blank for the sample holder scattering signal.
A schematic representation in log-log scale of the typical scattering
pattern of a powder material presenting microstructural features is
shown in the lower panel of Fig. 2. In general terms the exponent n of the
Q-n behaviour (linear behaviour in log-log scale) is morphology depen-
dent and inﬂexion points allow determining characteristic sizes, while
the intensity depends on the scattering contrast and amount of speciﬁc
surface area. Since a SAXS pattern covers a very wide length scale,
morphological information can be extracted from most possible micro-
structural features. Three main contributions to the intensity can be
observed in Fig. 2: i) A slope in Q4 at low angle, which corresponds to
the Porod's law of scattering by sharp interfaces, that can be ascribed to
the macroscopic surface area of the powder grains (IPorod hereafter); ii)
Diffraction peaks in the wide-angle limit (WAXS) which are related to the
carbon's structure (Iwaxs hereafter); and iii) a signal in the intermediate Q
range caused by microporosity whose proﬁle depends on its nature (Imp
hereafter). The intensity can thus be modelled by the combination of
three terms:
Icm
2g1 ¼ IPorod þ Imp þ Iwaxs (1)
The theoretical models used for reﬁning the full range SAXS intensity
are presented in the next section, and more details can be found in Annex
2. All experimental data reﬁnements were done using the non-linear
curve ﬁt functionality of OriginPro software, using Lev-
enberg–Marquardt algorithm, and in logarithmic scale in order to confer
equivalent weight to the whole pattern, as intensity can span over several
orders of magnitude.
3. Results
In this section the full range SAXS-WAXS patterns of different carbons
is analysed. To do so, the samples are divided into three groups: non-
porous, microporous and carbide-derived carbons. Structural and
morphological models have been built to provide a general description of
the particularities of each type of carbon and, following the calibration of
scattered intensities, experimental data have been reﬁned in order to
obtain quantitative information of relevant structural and microstruc-
tural descriptors. A brief description is given for the built models corre-
sponding to each of the contributions to the scattered intensity
(Iwaxs; Imp; IPorod; see Annex 2 for a full description) and the full range
reﬁnement of structural and morphological parameters is subsequently
shown. Finally, a general discussion is provided from the comparison of
the obtained data.3.1. Structural model for the disordered turbostratic structure (Iwaxs)
Traditional structural determination methods based on the analysis of
powder X-ray diffraction data such as the Rietveld method cannot be165directly applied for the characterization of disordered carbons. Indeed,
diffraction peaks are typically strongly broadened owing to the lack of
crystallinity arising for example from their turbostratic character. Some
insight, however, can be accessed from the analysis of peak shapes, in
particular that of the main interlayer peak, by using the theory developed
for disordered or distorted lamellar phases in polymer science. Indeed, a
lamellar ordered arrangement of at least two phases with distinct scat-
tering length density will give rise to a diffraction peak:
Iwaxs¼K P1DQ2 LðQc;wLÞ  GðQc;wGÞ  exp
Q2δz2=3 (2)
where K is an intensity scaling factor and Qc ¼ 2π=d is the centre of the
peak, d being the periodicity. P1D is the form factor of the layers, which is
divided by Q2 to average over all possible orientations of the structure
(equivalent to powder averaging). L G is the Voigt peak proﬁle that is
the convolution of a Lorentzian (L) and a Gaussian (G) peak functions, wL
and wG being their respective full width at half maximum. Distortions
that affect the long-range order, such as bends, cause Lorentzian broad-
ening [40]. As discussed in Annex 3, a ﬁnite crystallite size broadening
can be simulated by a Voigt-type proﬁle with wL =wG ratio close to 1:2.
Finally, the last factor accounts for local distortions of the structure that
do not affect the long range order, such as local ﬂuctuations of interlayer
distance hδz2i, either due to temperature (Debye-Weller factor) or
structural disorder [40]. If this model is extrapolated to the (002) peak of
the layered structure of sp2 carbons, the two phases would be the gra-
phene sheets and the interlayer space between them. The smooth tran-
sition from one phase to the other due to the spatial extension of the
electron cloud of the graphene sheets is then taken into account by
considering P1D to be the atomic form factor of carbon atoms, which is
tabulated and can be found e.g. in Ref. [31], the peak position Qc would
be deﬁned as 2π =d002, and the parameters wL, wG and hδz2i would be
related to the source of the crystallinity loss. As discussed in the Annex 3,
an interesting feature of Lorentzian peak broadening is that intensity
does not vanish at low angle, causing a Q2 behaviour at low angle in
combination with the orientation averaging factor. This can be seen from
the simulations of Fig. 3a of three possible sources of peak broadening,
schematically represented in Fig. 3b: nanocrystallites, bent layers and
crumpled layers, i.e. presenting a large dispersity of curvature radius, see
Annex 3 for more details. Nanocrystallites would cause a squared sinc
peak function (discontinuous line in Fig. 3a) which can be approximated
by a Voigt function with major Gaussian weight (“nano” in Fig. 3a), bent
layers and crumpled layers would both result in a Lorentzian peak
function (continuous curves in Fig. 3a). The extension of the peak would
be in Q2 for bent layers, and Q 2.5 for crumped layers. It can be seen
from Fig. 3a that the narrower Lorentzian component in the case of
nanocrystallites induces a less intense Q2 SAXS signal compared to the
100% Lorentzian peak used to simulate bent layers. On the other hand,
the crumpled layers display a more intensse SAXS signal due to the in-
crease of the exponent n in Q-n from 2 to 2.5. Extending the analysis to the
lower angle can thus allow a more accurate discrimination between the
source of peak broadening, size or curvature. In the latter case the Q
dependency indicates if the layers are smoothly bent or if they are
crumpled.3.2. Particles morphological model (IPorod)
All the powder samples studied here exhibit particle sizes in the
micrometre range (SEM images of Fig. S2 and Table S2). The smallest Q
values studied here are close to 0.1 nm1, which is two orders of
magnitude larger than the inverse of the size of the grains, therefore their
contribution should only appear in the Porod's ﬁnal slope [31], which is
expected to show a Q4 dependency according to expression (A3.7).
Taking also into account that some surface roughness can exist in the
mesoscopic range, the following expression has been used to simulate the
low angle contribution IPorod:
Fig. 3. a) Simulation of a (002) peak centred at Qc ¼ 18 nm1, a width of 5.6 nm1 and considering three different sources of broadening: size broadening (square sinc
– dotted line, and Voigt approximation), bent layers and crumpled layers (Lorentzian). Main panel in log-log scale, inset in linear scale. b) Schematic representation,
from top to bottom, of nanocrystallites, stack of bent layers, stack of crumpled layers.
D. Saurel et al. Energy Storage Materials 21 (2019) 162–173IPorod ¼ 2πðΔSLDÞ2 SmacroQ4 þ Srough
2
9Rrough
4
1
 2 2 4 (3) 
1þ 5 QRrough þ 9 QRrough
!
where Smacro is the macroscopic surface area of the grains of the powder,
and Srough the contribution to the surface area due to surface roughness. Δ
SLD is the contrast of scattering length density between the powder
grains and the vacuum that surrounds the sample, so that ΔSLD ¼
SLDsample, whose value is given in Table S1 and has been calculated from
the structural density ρstruc according to expression (S1) using the NIST
online tool [42], more details on the method can be found in supple-
mentary information. For the mesoscopic surface roughness, the empir-
ical form factor of globules has been used, normalized to 1 in the high Q
limit, where Rrough can be interpreted as the characteristic size of the
surface roughness. More details on this form factor can be found in annex
3. Note that for Q≫ 1/Rrough expression (3) simpliﬁes as a simple Porod's
law:
IPorod→Q≫1R2πðΔSLDÞ2

Smacro þ Srough

Q4 (4)
3.3. Micropores morphological models (Imp)
In the low concentration limit the intensity scattered by pores would
simply be the sum of the intensity scattered by all individual pores ac-
cording to equation A2.7 (annex 2). However, some of the carbons
studied in this work are known to exhibit a large (open or closed) porous
volume, and therefore models for larger concentrations should be
considered.
Increasing the concentration may have two distinct effects that are
schematically represented in Fig. 4. If pores tend to agglomerate due to
the presence of pore-pore correlations, as schematically represented in
Fig. 4e, they will give rise to an additional contribution to the intensity in
QD at low angle, D being the fractal dimension of the aggregate, as
represented in Fig. 4f. This can be modelized conveniently by considering
a structure factor such as in expression (A2.20) of Annex 2:166Imp¼ I0@1þ 4π D ΣD DΓðD 1ÞD1 sinððD 1Þtan1ðQΣÞÞA
0
4πrD 1þ ðQΣÞ2 2 QΣ
1

 
exp
 ðQrÞ25 þ erf Qrﬃﬃﬃﬃﬃ
10
p

129
2
k
ðQrÞ4
! (5)
I0 ¼ 1ρstruc
ϕðΔSLDÞ2V1P (6)
where ρstruc is the structural density calculated according to expression
(S1), whose values are tabulated in Table S1, and ϕ the pore volume
fraction. ΔSLD is the contrast of scattering length density between the
pores and the sample's carbon matrix. Since the pores are empty voids,
their SLD is zero so that ΔSLD ¼ SLDC, whose value has been calculated
for each sample from the structural density ρstruc (more details on the
method can be found in supplementary information). V1P is the volume of
an individual pore; for spheroid pores of radius r:
V1P ¼
4
3
πr3
The second factor of expression (5) is Teixeira's structure factor for
fractal aggregates of dimension D [44], Σ being a cut-off length above
which the correlation responsible of the fractal vanishes, see Annex 3 for
more details. The third factor is the form factor of a particle with AR¼ 1
and average radius r. k is an adjustable factor that depends on the
morphology: k ¼ 1 for perfect spheres with narrow size distribution, k >
1 for globules of undeﬁned shape. Here the uniﬁed ﬁt approach has been
used for the form factor, but the globule empirical form factor can be
used as well with similar result. In case of slit pores, the form factor of a
disc or discoid can be used. More details on these form factors can be
found in Annex 3.
The speciﬁc surface area Smp of the micropores can be determined
from the equivalency of Porod's law with expression (5) in the high Q
limit:
Fig. 4. a) SAXS simulations based on the
Teubner-Strey model of two-phase mixtures of
expression (7) with increasing ordering from
bottom to top. The case corresponding to
globules (fa¼ 0.4) is represented as a discon-
tinuous line for comparison on the top and
bottom graphs. b-d) Schematic representations
of the micropore arrangement corresponding to
the three simulations of (a). e) Schematic rep-
resentation of micropore clusters and (f)
related SAXS signal based on the fractal
aggregate model of expression (5) with fractal
dimension D¼ 1.5.
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I0
2πðΔSLDÞ2 (7)If on the contrary pores tend to exhibit an average pore-pore distance,
a broad peak will appear centred Qc ¼ 2π=d, d being the average pore-
pore distance. In this case the system can be adequately modelized by
the semi-empirical Teubner-Strey model which was initially derived for
microemulsions [45,46]:
Imp ¼ I0 11þ C1Q2 þ C2Q4 (8)
where I0, C1 and C2 are adjustable parameters deﬁned as:
I0 ¼ 8πρstruc
ϕðΔSLDÞ2 ξ
3
1þ 2πξd 22
(9)
d ¼ 2π

1
2
C2
1
2  C1
4C2
12
(10)
ξ ¼

1
2
C2
1
2 þ C1
4C2
12
(11)
where d is the pore-pore distance, and ξ a correlation length that limits
the extension of the order.
The Teubner-Strey model considers a two-phase system, the two-
phase having similar volume fraction, an average distance d between
domains of the same phase, and a parameter fa, called “amphiphilic
factor” for microemulsions [45], which can be considered here as a dis-
order parameter:
fa ¼ C12 ﬃﬃﬃﬃﬃC2p (12)
As can be seen in Fig. 4a, for this model the intensity is constant in the
low concentration limit, and falls as Q4 in the large angle limit, in
agreement with Porod's law. As represented in Fig. 4a, fa ¼ 1 corresponds
to a totally disordered two-phase system, in which case the Teubner-Strey
model is equivalent to the Debye-Bueche model for totally random two-
phase systems [47]. For fa  0.4 the Teubner Strey model is equivalent to
a particulate model of particles with AR close to 1, e.g. globules, see167Annex 3 for more details. For smaller values of fa, e.g. fa ¼0.5 in
Fig. 4a, a broad peak appears centred at Qc ¼ 2π=d.
The pore volume fraction can be deduced from expression (A3.20) of
annex 3:
φ ¼ I0 ρstruc
8πðΔSLDÞ2ξ
3

1þ

2πξ
d

2 
2
(13)
The average pore radius r can be estimated by analogy with the
globulus form factor deﬁned in expression (A3.9):
r ¼
ﬃﬃﬃﬃﬃﬃﬃﬃ
5C1
p
(14)
Finally, the surface area can be estimated by analogy with the Porod's
law as deﬁned in expression (A3.7):
Smp ¼ I
0
C22πðΔSLDÞ2
(15)
3.4. Full range SAXS-WAXS analysis of graphite and CPC soft carbons
The full range SAXS experimental and ﬁtted patterns of graphite and
CPC samples are shown in Fig. 5. Only the contributions toIwaxs and IPorod
have been required to ﬁt the data. The agreement between the model and
the experimental pattern is very good for graphite, despite the intensity
values are spread in nearly 6 orders of magnitude and more than two
orders of magnitude are covered by the Q range. Moreover, it can be
clearly observed that each of the two components of the model is pre-
ponderant in a different Q range, ensuring good precision in the deter-
mination of the reﬁned parameters with low interdependence. All in all,
the very good ﬁt between the model and the full range SAXS pattern of
the graphite sample denotes the total absence of microstructural features
in the sub-mesoscopic range, such as micropores, which is to be expected
as graphite is known to exhibit a dense and highly crystalline structure
with long range order due to its very high temperature of synthesis
(typically over 2500 C). The reﬁned values of the structural and
morphological parameters related to IPorod and Iwaxs are presented in
Table 1 and Table 2, respectively.
In the case of CPC soft carbon, a Q-n dependency is observed in the
intermediate Q range, n 2.5, which indicates the presence of micro-
structural features not found in graphite. This exponent suggests a mass
Fig. 5. Full range ﬁt of non-porous carbons CPC and graphite. CPC intensity was
shifted for clarity. Black round symbols represent the experimental data, red
curve represents the calculated pattern, the blue curve corresponds to the
calculated IPorod and the green curve to the calculated Iwaxs. (For interpretation of
the references to colour in this ﬁgure legend, the reader is referred to the Web
version of this article.)
Table 1
Morphological parameters deduced from the component Iporod of the reﬁnement of th
Sample (ΔSLD)2sample
(1020 cm4)
Porod (grains)
Smacro (m2 g1) Dg (μm)
Graphite 363.7 6.5 0.4
CPC 385.3 1.8 1.5
GC 196.5 0 –
HC 218.9 0.4 9.3
AC 32.8 18.8 0.5
CDC400 128.8 1.6 2.7
CDC900 269.1 0.9 3.3
Table 2
Structural and microstructural parameters deduced from the component Iwaxs of the
Sample Peak function
d002 (nm) WG (nm1) WL (nm1)
Graphite 0.338 0.397 0.14
CPC 0.346 0.990 1.33
GC 0.339 2.12 3.32
HC 0.351 0 8.44
AC 0.358 0 11.04
CDC400 0.375 9.97 0
CDC900 0.336 0.701 6.61
0.340 0 1.21
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168fractal of dimension D 2.5, which is that of crumpled layers as dis-
cussed in Section 3.1 [48,49]. This is in agreement with early studies of
non-graphitic calcined petroleum coke using HRTEM (high resolution
transmission electron microscopy) which observed a disordered layered
structure with a large degree of bends and curves [50]. Based on this
observation, an additional structure factor (S3D) to describe this feature
has been needed in Iwaxs expression (see annex 3 for more detail):
Iwaxs¼K  S3DQ2 P1D  L G  exp
Q2δz2=3 (16)
S3D
Q2
¼
0
@1þ 4π D
4πrD
ΣD
DΓðD 1Þ
1þ ðQΣÞ2D12
sinððD 1Þtan1ðQΣÞÞ
QΣ
1
A

 
exp
 ðQrÞ26 þ erf1:06
2
ﬃﬃﬃ
3
p Qr

6 4
ðQrÞ2
! (17)
Although the expression of S3D =Q2 is quite extensive, the number of
reﬁned parameters is limited to two characteristic distances Σ and r, in
addition to the fractal dimension D. As S3D is a structure factor there is no
intensity scaling factor: the scattered intensity induced by the fractal
character will be directly proportional to that of the peak. As shown in
the bottom illustration of Fig. 3b, r corresponds to the smallest ﬂat sec-
tion of the layers. Between r and Σ the layers are crumpled, whose dis-
tribution of radii of curvature follow a fractal exponent, while below r the
layers can be considered as effectively ﬂat. Σ is the fractal cut-off length,
above which the fractal correlation vanishes, as illustrated in the bottom
panel of Fig. 3b. Note that it does not necessarily correspond to a limited
extension of the crumpled layers, it only means that their curvature will
be aleatory above this length.
The reﬁned fractal or topological D exponent for Iwaxs in the CPC
sample has been found to be D ¼ 2.6, conﬁrming the assumption that the
layers are crumpled. The reﬁnement with the Voigt proﬁle indicates that
the major contribution to the width of this peak is Lorentzian, which
conﬁrms it arises from a lamellar phase with distortion of the second kind
as deﬁned by Vonk [40], i.e. curved layers. The very good ﬁt with the
model indicates that no other source of scattering is needed to be
considered to account for the SAXS scattering pattern of CPC soft carbon.
As for graphite, there is thus no sign of presence of microporosity of any
kind, the larger intensity scattered at intermediate range for CPC beinge full range SAXS patterns presented in Figs. 5–7.
Porod (roughness) Spart (m2 g1) SSABET (N2)
(m2 g1)
Rrough (nm) Srough (m2 g1)
4.9 2.6 9.1 17
4.5 1.7 3.5 3.98
5.6 0.2 0.2 –
3.9 0.6 1.0 34.0
5.1 22.0 40.8 1538
1.7 13.0 14.6 1023
16.1 1.03 2.0 1534
reﬁnement of the full range SAXS patterns presented in Figs. 5–7.
Form factor
W (nm1) ξ (nm) R (nm) Σ (nm) Db
0.48 13.87 ∞ ∞ –
1.89 1.50 0.093 1.06 2.64
4.39 0.60¡ 0.070 0.47 2.5
8.44 0.24 0.444 0.199 2.5
11.04 0.18 0.256 0.31 2.5
9.97 – – – –
6.69 0.30 0.007 2.12 2.5
1.22 1.64
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bostratic structure.3.5. Full range SAXS-WAXS analysis of glassy carbon, hard carbon and
activated carbon
The full range SAXS-WAXS patterns of the microporous samples GC,
HC and AC have been ﬁtted using equation (1) and are shown in Fig. 6.
Here Imp is clearly needed in all samples in addition to Iwaxs and to IPorod.
Interestingly, Imp is very similar for the three samples, although differs in
intensity and Q position. This signal is particularly evident for the GC
sample, as exhibits a very small Porod scattering at low angle due to the
fact that it is an unground bulk sample, as seen in Fig. S3. The intensity of
GC is nearly constant for Q< 1 nm1, and falls as Q-n for larger Q, n close
to 3.5, until it merges with the signal from the diffraction peak near
Q¼ 8 nm1. An exponent larger than 3 corresponds to a Porod's ﬁnal
slope regime due to the scattering by interfaces. This rapid and direct
transition from constant intensity toward Q-n, n> 3, reveals the presenceFig. 6. Full range ﬁt of microporous carbons AC, HC and GC. AC and HC in-
tensities were shifted for clarity. Black symbols represent the experimental data,
red curve represents the calculated pattern, the blue curve corresponds to the
calculated IPorod, the orange curve to the calculated Imp and the green curve to
the calculated Iwaxs. (For interpretation of the references to colour in this ﬁgure
legend, the reader is referred to the Web version of this article.)
169of a single characteristic size in the nanometre range, indicating that the
features at the origin of the scattered intensity in this range exhibit an
aspect ratio close to 1. Indeed, an aspect ratio larger than 1 (rod shaped)
would cause a Q1 dependency in the intermediate range before tran-
sitioning to Q4 at larger Q, and an aspect ratio lower than 1 (ﬂat objects)
would appear as Q2 [43]; neither of the two being observed here. Imp is
qualitatively very close to the Teubner-Strey model, so that this model
has been used to model the intensityImp for the three samples GC, HC and
AC.
The expressions used for IPorod and Iwaxs are identical to those used for
the CPC soft carbon sample in section 3, expressions (3) and (16), while
for Imp the Teubner-Strey model has been used, expression (8). The
reﬁned values of the morphological parameters related to IPorod, Imp and
Iwaxs extracted from the data are given in Tables 1–3, respectively.3.6. Full range SAXS-WAXS analysis of carbide derived carbons
The full range SAXS-WAXS patterns of the CDC400 and CDC900
samples are shown in Fig. 7. Here Imp has also been included, and for the
CDC400 sample its shape is very similar to that of GC, HC and AC samples
of Fig. 6, so it has been reﬁned with the same Teubner-Strey model
deﬁned in expression (8). The expressions used for IPorod and Iwaxs are
identical to those used for CPC, GC, HC and AC, deﬁned respectively in
expressions (3) and (16).
In the case of the CDC900 sample, a Q-n dependency, n close to 1.8, is
observed in the intermediate Q range for Q< 2 nm1. Such QFig. 7. Full range ﬁt of CDC400 and CDC900 samples. CDC900 intensities were
shifted for clarity. Black symbols represent the experimental data, red curve
represents the calculated pattern, the blue curve corresponds to the calculated
IPorod, the orange curve to the calculated Imp and the green curve to the calcu-
lated Iwaxs. (For interpretation of the references to colour in this ﬁgure legend,
the reader is referred to the Web version of this article.)
D. Saurel et al. Energy Storage Materials 21 (2019) 162–173dependency cannot be modelled by the Teubner-Strey model, and
therefore suggests the presence of pore-pore correlations for this sample.
For this reason, the Teixeira model of fractal aggregates has been used for
Imp, as deﬁned by expression (5). Two components had to be used for the
proper modelling of the (002) peak of CDC900.
As can be appreciated in Fig. 7 the agreement between the best ﬁt and
the experimental data is very good in the whole Q range for this sample.
The reﬁned morphological parameters related to IPorod, Iwaxs and Imp
extracted from the data are given in Tables 1–3, respectively.
4. Discussion
As can be observed in Figs. 5–7, for all samples the agreement be-
tween the simulated curves and the experimental data is very good in the
whole range of intensity and Q values, which validates the models used.
The morphological parameters extracted from the ﬁt of the Porod
scattering IPorod are gathered in Table 1, and plotted in Fig. 8: Smacro is the
macroscopic surface area of the powder, Srough is the additional surface
area related to the surface roughness in the mesoscopic range, and Rrough
is the characteristic size of this surface roughness. It is interesting to note
that the latter is close to 5 nm for all samples except the two CDCs. This
seems to be a general feature of the layered sp2 structure, probably
related to the layer edges pointing at the surface of the particles. For the
two non-porous samples, graphite and CPC soft carbon, Sgrain¼ Smacroþ
Srough is found within the same order of magnitude than the B.E.T. surface
area deduced from N2 gas adsorption. The difference found for the
graphite sample can be ascribed to the packing of the powder within the
SAXS sample holder, while the samples are measured as free-standing
powder in the gas adsorption measurement. Indeed, packing will
generate particle-particle contact, reducing the effective macroscopic
surface area Smacro. Since Srug =ðSmacroþSroughÞ is larger for CPC soft carbonFig. 8. Morphological reﬁned parameters related to IPorod. a) Characteristic
Rrough size of the surface roughness of the particles. b) Surface area
Sgrain ¼ Smacro þ Srough measured from SAXS data (blue columns) and N2 gas
adsorption by the B.E.T. method (black circles). For samples AC, CDC400 and
CDC900 the B.E.T. surface area is too large to appear in this graph and can be
observed in Fig. 10. (For interpretation of the references to colour in this ﬁgure
legend, the reader is referred to the Web version of this article.)
170than for graphite, the possible effect of packing on Smacro should be less
noticeable in CPC, because packing will affect Smacro but not Srough which
is related to mesoscale roughness. Rrough of CDC carbons differs strongly
from the rest: it is close to 1.7 nm for CDC400, and 16 nm for CDC900.
This can be ascribed to differences in the structure and microstructure of
these carbons, as their method of preparation (chlorination of a carbide
precursor, whose carbons atoms are sp3 hybridized) is completely
different from the other carbons, which are prepared form pyrolysis of
organic precursors, thus mainly sp2. As can be appreciated from Table 1,
the grain size Dg that can be estimated from Smacro of the powdered
samples is within the same order of magnitude than the average particle
size measured from the SEM images of Fig. S2 and gathered in Table S2,
which conﬁrms Smacro as the surface area of the grains of the powder.
The structural and microstructural parameters extracted from Iwaxs
are gathered in Table 2, and a selection is plotted in Fig. 9. As can be seen
from Fig. 9a, the width w of the (002) peak increases gradually for sp2
carbons following the sequence graphite< CPC<GC<HC<AC. This is
correlated with an increase of the Lorentzian weight in the peak proﬁle,
with HC and AC samples in the Lorentzian limit. As discussed in section
3.1, the broadening due to a curvature of the layers is expected to be
Lorentzian, while for size broadening it is expected to have a strong
Gaussian component. As a result, the fully Lorentzian (002) peak shape
observed here for AC and HC points toward a broadening due to layer
curvature rather than the presence of nanocrystallites. This challenges
the traditional model of pseudo-graphitic nanocrystallites initially pro-
posed by Franklin in 1951 [16] and still commonly used today to describe
the microstructure of the non-graphitic carbons [13]. It is interesting to
note that, while AC and HC can be both described with a nano-curved
layered structure, these two carbons strongly differ in the surface
porosity measured using N2 as adsorbent, which is limited for HC and
very high for AC. The nano-curved layered structure seems thus to be a
general feature of non-graphitic carbons, independent on the degree of
activation.
The characteristic sizes related to Iwaxs are plotted in Fig. 9b. As
introduced in expression (A3.38), ξ is the length above which the long-Fig. 9. Structural and microstructural reﬁned parameters related to Iwaxs. a) Full
width at half maximum w of the (002) peak (black line) and Lorentzian width
ratio wL/w (grey columns). b) Characteristic sizes ξ, Σ and R. Note that for the
CDC900 sample only the parameters of the more intense of the two contribu-
tions to the (002) peak are shown.
Fig. 10. Microstructural reﬁned parameters related to Imp. a) Disorder param-
eter (left axis) and pore-pore distance (right axis) of the microporous samples
GC, HC, AC and CDC400. b) Micropore volume (left axis) and micropore radius
(right axis). c) Speciﬁc surface area deduced from SAXS (columns) and gas
adsorption (dark red circles). (For interpretation of the references to colour in
this ﬁgure legend, the reader is referred to the Web version of this article.)
Table 3
Morphological parameters of the microporosity deduced from the component Imp
of the reﬁnement of the full range SAXS patterns presented in Figs. 6 and 7. ΔSLD
is the contrast of scattering length density between the carbon matrix and the
pores, d is the average pore-pore distance, ξ the length beyond which the order is
lost, fa the order parameter, r the micropore radius, Smp the micropore surface
area and φ the volume fraction occupied by the micropores.
Sample (ΔSLD)2C
(x1020
cm4)
d (nm) ξ (nm) fa r (nm) Smp
(m2 g1)
φ (%)
GC 341.0 6.45 0.90 0.13 0.77 493 24.1
HC 307.2 3.25 0.38 0.29 0.53 792 15.6
AC 336.9 3.91 0.59 0.06 0.34 2189 69.1
CDC400 426.2 2.80 0.40 0.10 0.31 1851 45.0
CDC900 357.7 – – – 1.32 975 13.3
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FWHM, according to expression (A3.41). R corresponds to the length
above which the layers cannot be considered as ﬂat, and Σ is the length
above which the fractal law vanishes. For CPC, a clear fractal character is
observed, as discussed in section 3.4, with Σ about one order of magni-
tude larger than R. Following the sequence CPC>GC>HC, the length Σ
drops quickly, and for HC and AC samples Σ and R have the same value
(within error). All in all, one can interpret this evolution as a reduction of
the average curvature radius following the sequence
graphite> CPC>GC>HC>AC. Interestingly, ξ follows a very similar
trend with Σ, which is to be expected: if the average curvature radius is
reduced, the long-range order will be reduced. This is an additional
indication that the peak broadening of non-graphitic carbons can be
mainly ascribed to the layer curvature, without the need to consider a
crystallite size reduction.
Again, the behaviour of the two CDC samples is very different from
the rest of carbons. For the CDC400 carbon, the (002) peak was found to
be described with a pure Gaussian function. Although this result should
be taken with caution, since the (002) peak of CDC400 is very weak, this171suggests that other factors reducing crystallinity, such as effective crys-
tallite size contribute to the (002) peak broadening. This suggests that the
structure is probably too disordered to be described as layered, which
could be a consequence of some sp3 carbon remaining in the structure.
On the contrary, the (002) peak of CDC900 sample is mainly Lorentzian,
with a width that is smaller than for non-graphitic carbons HC and AC.
Conversely Σ is larger than that of all the other non-graphitic carbons,
which suggests that the structure of this carbon is closer to that of a sp2
carbon, in agreement with the second narrow contribution to the (002)
peak whose position is close to that of graphite.
The morphological parameters related to the micropore scattering Imp
of the microporous carbons GC, HC, AC, CDC400 and CDC900 are
gathered in Table 3, and a selection is plotted in Fig. 10. The surface area
of the microporous samples (GC, HC, AC, CDC400 and CDC900) appears
in the range 500–2200m2/g, see Fig. 10c, which is 1–2 orders of
magnitude higher than the surface area deduced from IPorod shown in
Fig. 8b. The average pore size is found in the range 1–2 nm, thus con-
ﬁrming their microporous character. The disorder parameter fa for the
samples analysed using the Teubner-Strey model is found in the range
0.1–0.3, see Fig. 10a, which is smaller than for randomly spread globule-
shaped pores, suggesting that the pores exhibit some degree of short-
range pore-pore ordering. The pore-pore distance is found in the range
3–7 nm and is shown to be correlated with pore size, see Fig. 10a. All in
all, for these 5 samples the pore structure can be described as a sponge-
like microstructure made of pores with aspect ratio close to 1, which,
although randomly spread in the carbon matrix, exhibit some degree of
short-range order suggesting repulsive type correlations. It should be
noted that a pore aspect ratio close to 1 is more compatible with curved
layers and thus reinforces the model, as slit pores would require parallel
layers. This has important consequence for the analysis of the porosity
from e.g. gas adsorption. Indeed, DFT-based analysis of gas adsorption
isotherms generally assume slit shaped pores, which have a different
surface area to volume ratio compared to spheroid pores. SAXS can thus
be used to extract pore-shapes to be used for example as input for
modelling studies or gas adsorption analysis methods. A very good
example is the recent work of Prehal et al. who performed Monte Carlo
simulation of the pore structure on the basis of the input given by SAXS
[51].
As can be observed in Table 3 and Fig. 10b, the pore volume of the
non-activated GC and HC samples is found close to 20%, with a surface
area of 493m2/g for GC and 792m2/g for HC. This might appear sur-
prising at ﬁrst sight since GC is known to exhibit zero B.E.T. SSA and HC
has a rather modest N2 B.E.T. SSA of 30m2/g. However X-rays can
penetrate to the bulk of particles, and therefore the measured SAXS pore
volume includes bulk pores that are not accessible to gas adsorption.
The pore volume is signiﬁcantly larger (50–70%) for samples exhib-
iting large N2 B.E.T. SSA: AC, CDC400 and CDC900, with 2190, 1850 and
980m2/g, respectively. For AC and CDC400 samples the SAXS pore
volume is 30–40% larger than the N2 B.E.T. SSA, which indicates that
these carbons exhibit a non-negligible amount of micropores that are not
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volume fraction of non-accessible pores of about 20%, which is close to
that of GC and HC. This suggests that a pore volume fraction of 20% that
is not accessible to N2 is a common feature of non-graphitizable carbons,
independently on their level of activation. In the case of CDC900 Smp is
30% lower than N2 B.E.T. SSA, which is rather surprising because pores
may not be accessible to N2, but they should scatter X-rays. A possible
explanation is the presence of impurities that have been detected in the
2D SAXS patterns in form of diffraction spots, possibly due to some trace
of carbide precursor, or contamination during the synthesis. Although it
has not been possible to quantify nor identify these impurities, if they are
of inorganic nature they might signiﬁcantly affect the transmission and
thus the estimation of the powder density from expression (A1.19), by
which the SAXS intensity is then normalized.
The large surface area detected by SAXS for GC and HC samples can
thus be ascribed to porosity that is not accessible to N2, possibly because
it is totally closed, or connected to the surface by paths that are too
narrow or tortuous to allow N2 diffusion. It is important to note that, as
can be seen in Fig. S4, the measurement time for the low-pressure points
of the N2 isotherm of HC reached tens of hours, which is extremely high
compared to the few minutes typically needed for active carbon. When
the N2 isotherm was performed with a less drastic equilibrium condition,
near zero surface area was detected. This is consistent with the micropore
closure mechanism proposed by Dahn's group in the 90's to explain the
general reduction of N2 surface area while increasing the synthesis
temperature [51–54].
This is a very important parameter for M-ion batteries (M¼ Li, Na, K,
etc.) since the redox reaction potential of carbon materials lies below the
stability limit of the commonly used electrolytes causing electrolyte
decomposition, and therefore irreversible charge consumption will occur
until the surface is ﬁnally passivated by the Solid Electrolyte Interphase
(SEI) formation. On the other side, it is well-known that microporosity
allows to extend the Li or Na uptake of non-graphitic carbons, see e.g.
Refs. [18,33,34,55,56], although the actual mechanism is still under
intense debate. An ideal non-graphitic carbon anode would thus have to
combine high internal micropore volume with closed external surface
area, limiting the analytical capacity of gas adsorption to decipher charge
storage mechanisms and support internal microporosity optimization.
However, in most studies related to hard carbon for Li or Na batteries
where SAXS data are used the intensity is not calibrated, which hinders
the quantiﬁcation of bulk micro-porosity. The present study demon-
strates that intensity calibration is possible even with a lab-scale instru-
ment, and unveils that the surface area of the closed porosity in hard
carbon can be of the same order of magnitude than open porosity of
active carbons. An intensity-calibrated SAXS instrument therefore rep-
resents an extremely useful tool to further understand and optimize
non-graphitic microporous carbons for energy applications. Moreover,
SAXS has the beneﬁt of being compatible with in-situ or operando mea-
surements of samples in electrochemical cells, as it is a non-destructive
technique. While only a few reports can be found for in-situ or oper-
ando SAXS, see e.g. Refs. [30,48], it has an enormous potential to study
the charge storage mechanism, either for battery application (closed
porosity) or supercapacitor application (open porosity).
5. Conclusion
Using a combination of models to describe the different components
of experimental carbon SAXS patterns (IPorod, Imp and Iwaxs), combined
with an intensity calibrated instrument, an accurate description of atomic
and pore structures has been obtained. Such description allows quanti-
fying relevant concepts like the surface area and volume fraction of
inaccessible pores, the shape of the pores (aspect ratio), or pore organi-
zation (pore-pore correlations or ordering) that are likely to have a strong
impact in charge storage mechanisms and are not considered to date. It172has been shown that microporous carbons (AC, GC, HC, CDCs) univocally
require the contribution of the pore structure for a full description of their
X-ray pattern, and therefore SAXS represents a unique tool to measure
buried porosity. The use of the full 2θ SAXS-WAXS range has also allowed
to accurately determine the Lorentzian contribution to the (002) peak
broadening, which has unveiled the fact that non-graphitic carbons like
AC and HC exhibit a nano-curved layered structure, a description that
clearly indicates that the widely used traditional models to describe these
carbons need to be reviewed.
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