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K3 SURFACES WITH TEN CUSPS
ICHIRO SHIMADA AND DE-QI ZHANG
Abstract. We show that normal K3 surfaces with ten cusps exist in and only
in characteristic 3. We determine these K3 surfaces according to the degrees
of the polarizations. Explicit examples are given.
1. Introduction
We work over an algebraically closed field k.
An isolated singular point of an algebraic surface is called a cusp if it is a rational
double point of type A2 (Artin [1, 2, 4]).
In characteristic 0, the number of cusps on a normal K3 surface is at most nine.
Barth showed in [5] that a complex normal K3 surface Y has nine cusps as its only
singularities if and only if Y is the quotient of an abelian surface by a cyclic group of
order 3. This is a generalization of the result of [14], in which Nikulin showed that a
complex normal K3 surface Y has sixteen nodes as its only singularities if and only
if Y is the quotient of an abelian surface by the involution. In [6], Barth classified
normal K3 surfaces with nine cusps according to the degrees of the polarizations.
In positive characteristics, however, there exist normal K3 surfaces Y such that
the singular locus Sing Y of Y consists of ten cusps. The purpose of this paper is
to investigate such K3 surfaces.
A smooth K3 surface X is called supersingular (in the sense of Shioda [24]) if the
Ne´ron-Severi lattice NS(X) ofX is of rank 22. SupersingularK3 surfaces exist only
in positive characteristics. Let X be a supersingular K3 surface in characteristic
p > 0. Artin [3] showed that there exists a positive integer σ(X) ≤ 10 such that
discNS (X) = −p2σ(X) holds. This integer σ(X) is called the Artin invariant of X .
We denote by U(m) the lattice of rank 2 whose intersection matrix is equal to(
0 m
m 0
)
.
Our main results are Theorems 1.1 and 1.4 - 1.6.
Theorem 1.1. Let Y be a normal K3 surface such that Sing Y consists of ten
cusps, and ρ : X → Y the minimal resolution of Y . Let Rρ be the sublattice of
NS(X) generated by the classes of the (−2)-curves that are contracted by ρ. Then
the following hold:
(1) The characteristic of the ground field k is 3.
(2) The orthogonal complement R⊥ρ of Rρ in NS(X) is isomorphic to either U(1)
or U(3).
(3) If R⊥ρ
∼= U(1), then σ(X) ≤ 5, while if R⊥ρ ∼= U(3), then σ(X) ≤ 6.
Before we state the other main results, we fix the terminology below.
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Definition 1.2. Let L be a line bundle on a smooth K3 surface X . We say that
L is very ample modulo (−2)-curves if the following hold:
(i) The complete linear system |L| has no fixed components, and hence has no
base points by [18, Corollary 3.2]. In particular, |L| defines a morphism
Φ|L| : X → P
N , where N = L2/2 + 1.
(ii) The morphism Φ|L| is birational onto the image Y(X,L) := Φ|L|(X).
A polarized K3 surface is a pair (X,L) of a K3 surface X and a line bundle L on
X that is very ample modulo (−2)-curves. The degree of a polarized K3 surface
(X,L) is defined to be L2.
Definition 1.3. Let (X,L) be a polarized K3 surface. We denote by
ρL : X → Y(X,L)
the birational morphism induced by |L|. By [18, Theorem 6.1], ρL is a contraction
of an ADE-configuration of (−2)-curves on X . We denote by R(X,L) the sublattice
of NS(X) generated by the classes of the (−2)-curves that are contracted by ρL.
We also denote by R(X,L) the ADE-type of the configuration of these (−2)-curves.
Note that R(X,L) = 10A2 is equivalent to saying that Sing Y(X,L) consists of ten
cusps. The degree of (X,L) can be completely determined:
Theorem 1.4. The following conditions on a positive integer d are equivalent:
(i) d = 2ab, where a and b are integers ≥ 3 such that a 6= b.
(ii) There exists a polarized supersingular K3 surface (X,L) of degree d such
that R(X,L) = 10A2 and R
⊥
(X,L)
∼= U(1).
(iii) Every supersingular K3 surface X in characteristic 3 with σ(X) ≤ 5 admits
a line bundle L such that (X,L) is a polarized K3 surface of degree d
satisfying R(X,L) = 10A2 and R
⊥
(X,L)
∼= U(1).
Theorem 1.5. The following conditions on a positive integer d are equivalent:
(i) d ≡ 0 mod 6.
(ii) There exists a polarized supersingular K3 surface (X,L) of degree d such
that R(X,L) = 10A2 and R
⊥
(X,L)
∼= U(3).
(iii) Every supersingular K3 surface X in characteristic 3 with σ(X) ≤ 6 admits
a line bundle L such that (X,L) is a polarized K3 surface of degree d
satisfying R(X,L) = 10A2 and R
⊥
(X,L)
∼= U(3).
Supersingular K3 surfaces with ten cusps can be obtained as purely inseparable
triple covers of the smooth quadric surface Q = P1 × P1. From now on to the end
of this paragraph, we assume that k is of characteristic 3. For integers a and b,
we denote by OQ(a, b) the invertible sheaf pr∗1OP1(a)⊗ pr
∗
2OP1(b) of Q = P
1 × P1,
and by LQ(a, b)→ Q = P1 × P1 the corresponding line bundle. Because we are in
characteristic 3, the differential map
d : H0(Q,OQ(3, 3))→ H
0(Q,Ω1Q(3, 3))
is well-defined by the isomorphismLQ(3, 3) ∼= LQ(1, 1)⊗3. ForG ∈ H0(Q,OQ(3, 3)),
we denote by Z(dG) the subscheme of Q defined by dG = 0. If dimZ(dG) = 0,
then
length OZ(dG) = c2(Ω
1
Q(3, 3)) = 10
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holds, where c2 is the second Chern class. We put
U3,3 := { G ∈ H
0(Q,OQ(3, 3)) | Z(dG) is reduced and of dimension 0 },
which is a Zariski open dense subset of H0(Q,OQ(3, 3)). For a non-zero G ∈
H0(Q,OQ(3, 3)), we denote by
πG : YG → Q = P
1 × P1
the purely inseparable triple cover of Q defined by
W 3 = G,
where W is a fiber coordinate of the line bundle LQ(1, 1). It is easy to see that G
is contained in U3,3 if and only if YG is a normal K3 surface such that Sing YG =
π−1G (Z(dG)) consists of ten cusps. In particular, if G ∈ U3,3, then the minimal
resolution XG of YG is a supersingular K3 surface with Artin invariant ≤ 6 by
Theorem 1.1. Conversely, we have the following:
Theorem 1.6. Let X be a supersingular K3 surface in characteristic 3 with Artin
invariant ≤ 6. Then there exists G ∈ U3,3 such that X is isomorphic to XG.
We put
V1,1 := { H
3 ∈ H0(Q,OQ(3, 3)) | H ∈ H
0(Q,OQ(1, 1)) },
which is an additive group acting on U3,3 by G 7→ G +H
3 (G ∈ U3,3, H
3 ∈ V1,1).
For G,G′ ∈ U3,3, the triple covers YG and YG′ are isomorphic over Q if and only if
G = cG′ +H3 holds for some c ∈ k× and H3 ∈ V1,1. Hence the space
M := (PGL(2, k)× PGL(2, k))\P∗(U3,3/V1,1)
is a moduli space of supersingular K3 surfaces in characteristic 3 with Artin invari-
ant ≤ 6. We remark that, since dimU3,3 = 16 and dimV1,1 = 4, we have
dimM = 16− 4− 1− (3 + 3) = 5,
as is predicted from the result of Artin [3]. In particular, the unique supersingular
K3 surface of Artin invariant 1 has the following precise model:
Example 1.7. We put
G0 := (x
3 − x)(y3 − y),
where x and y are affine coordinates of the two factors of Q = P1 × P1. Then
Z(dG0) is equal to
{ (α, β) | α, β ∈ F3 } ∪ {(∞,∞)}.
Therefore G0 ∈ U3,3. It can be shown that the Artin invariant of the supersingular
K3 surface XG0 is 1. See Example 7.8.
Supersingular K3 surfaces in characteristic 2 with 21 nodes are investigated in
[21, 22, 23]. In particular, it was shown there that every supersingular K3 surface
in characteristic 2 is birational to a purely inseparable double cover of the projective
plane with 21 nodes; that is, every supersingular K3 surface in characteristic 2 is
obtained as a generic Zariski surface [7].
Quasi-elliptic K3 surfaces in characteristic 3 with a section and ten singular
fibers of type A∗2 are constructed explicitly in [13]. The Artin invariants of these
supersingular K3 surfaces are ≤ 5.
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A family of smooth quartic surfaces in characteristic 3 containing an ADE-
configuration of lines of type 10A2 is constructed in [20]. A general member of the
family is of Artin invariant 6. See Example 4.3 for details.
This paper is organized as follows. In §2, we review the theory of discriminant
forms of lattices due to Nikulin [15]. In §3, we quote from Artin [3], Rudakov-
Shafarevich [17], Saint-Donat [18] and Nikulin [16] some known facts about Ne´ron-
Severi lattices and polarizations of supersingular K3 surfaces. In §4, we prove
Theorem 1.1 using the theory of discriminant forms. In §5 and §6, we prove The-
orems 1.5 and 1.4. We reduce the problem of existence of the polarizations on a
supersingular K3 surface to a problem of existence of ternary codes with certain
properties, and solve the latter by computer. In §7, we prove Theorem 1.6. The
proof presented here seems to be quite lattice-intensive. We think there should be
a more elementary proof. See Question 7.7.
Acknowledgment. This work was done during the second author’s visit to
Hokkaido University who likes to express his thanks for the very warm hospitality.
2. Discriminant forms of lattices
For a finite abelian group A and a prime integer p, we denote by
A = A(p) ×A(p′)
the decomposition of A into the p-part A(p) and the p-prime-part A(p′) of A.
A lattice is, by definition, a free Z-module of finite rank with a non-degenerate
symmetric Z-valued bilinear form. A lattice Λ is said to be even if v2 ∈ 2Z holds for
every v ∈ Λ. Let Λ be an even lattice. We denote by Λ∨ the dual lattice Hom(Λ,Z).
We have a natural embedding Λ →֒ Λ∨ of finite cokernel, and a symmetric bilinear
form Λ∨ × Λ∨ → Q that extends the Z-valued symmetric bilinear form on Λ. We
put
Disc(Λ) := Λ∨/Λ,
and call it the discriminant group of Λ. We then define the discriminant form
qΛ : Disc(Λ)→ Q/2Z and
bΛ : Disc(Λ)×Disc(Λ)→ Q/Z
by
qΛ(v¯) := v
2 mod 2Z and
bΛ(v¯, w¯) := vw mod Z = (qΛ(v¯ + w¯)− qΛ(v¯)− qΛ(w¯))/2,
where v, w ∈ Λ∨, and v¯ := v mod Λ, w¯ := w mod Λ. Let p be a prime integer
dividing |Disc(Λ)| = | disc Λ|. Then Disc(Λ)(p) and Disc(Λ)(p′) are orthogonal with
respect to bΛ. We put
qΛ(p) := qΛ|Disc(Λ)(p), qΛ(p′) := qΛ|Disc(Λ)(p′),
bΛ(p) := bΛ|Disc(Λ)(p) ×Disc(Λ)(p), bΛ(p′) := bΛ|Disc(Λ)(p′) ×Disc(Λ)(p′).
For a subgroup H of Disc(Λ), we denote by H⊥ the orthogonal complement of H
with respect to bΛ. Note that (H
⊥)(p) is canonically isomorphic to
(H(p))
⊥ := { x ∈ Disc(Λ)(p) | bΛ(p)(x, y) = 0 for any y ∈ H(p) }.
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We will use the notation H⊥(p) to denote (H
⊥)(p) = (H(p))
⊥. A subgroup H ⊂
Disc(Λ) is called isotropic if qΛ|H is constantly equal to 0. If H is isotropic, then
H is contained in H⊥. Note that we have
(H⊥/H)(p) = H
⊥
(p)/H(p).
An overlattice of Λ is, by definition, a submodule Λ′ of Λ∨ containing Λ such that
the Q-valued symmetric bilinear form on Λ∨ takes values in Z on Λ′.
Proposition 2.1 (Nikulin [15]). Let prΛ : Λ
∨ → Disc(Λ) be the natural projection.
The correspondence
H 7→ ΛH := pr
−1
Λ (H)
gives a bijection from the set of isotropic subgroups of Disc(Λ) to the set of even
overlattices of Λ. For an isotropic subgroup H, the discriminant group of ΛH is
isomorphic to H⊥/H.
Remark 2.2. If Λ is of rank r, then Disc(Λ) is generated by r elements.
A vector v in an even negative-definite lattice Λ is called a root if v2 = −2. We
denote by Roots(Λ) the set of roots in Λ. It is known that Roots(Λ) forms a root
system of type ADE ([9, 12]). An even negative-definite lattice Λ is called a root
lattice if it is generated by Roots(Λ).
Let Z[10A2] denote the root lattice of type 10A2. Then Z[10A2] is generated by
roots ci, di (i = 1, . . . , 10) satisfying
c2i = d
2
i = −2, cidi = 1, and 〈ci, di〉 ⊥ 〈cj , dj〉 if i 6= j.
We have
Roots(Z[10A2]) = {±ci,±di,±(ci + di) (i = 1, . . . , 10)},
and
Z[10A2]
∨ = {
10∑
i=1
(sici + tidi)/3 | si, ti ∈ Z, si + ti ≡ 0 mod 3 (i = 1, . . . , 10) }.
We put
γi := (ci + 2di)/3 mod Z[10A2] ∈ Disc(Z[10A2]).
Then we have
Disc(Z[10A2]) = F3γ1 ⊕ · · · ⊕ F3γ10,
and
(2.1) qZ[10A2](x1γ1 + · · ·+ x10γ10) = −2(x
2
1 + · · ·+ x
2
10)/3 ∈ Q/2Z.
For a vector
x = (x1, . . . , x10) = x1γ1 + · · ·+ x10γ10 ∈ Disc(Z[10A2]) ∼= F
10
3 ,
we define the Hamming weight wt(x) of x by
wt(x) := |{ i | xi 6= 0 }| ∈ Z≥0.
Then, for a vector r ∈ Z[10A2]
∨, we have
(2.2) r2 ≤ −(2/3)wt(r¯), where r¯ := r mod Z[10A2] ∈ Disc(Z[10A2]).
Moreover,
(2.3)
for a vector x ∈ Disc(Z[10A2]), there exists a vector r ∈ Z[10A2]∨
such that r¯ = x and r2 = (−2/3)wt(x) hold.
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Let e and f be basis of the lattice U(m) satisfying
e2 = f2 = 0, ef = m.
We put e∨ := f/m and f∨ := e/m. Then Disc(U(m)) ∼= (Z/mZ)2 is generated by
e¯∨ := e∨ mod U(m) and f¯∨ := f∨ mod U(m),
and the discriminant form is given by
(2.4) qU(m)(y1e¯
∨ + y2f¯
∨) = 2y1y2/m ∈ Q/2Z.
3. Ne´ron-Severi lattices of supersingular K3 surfaces
A lattice Λ is called hyperbolic if the signature of Λ is (1, rankΛ − 1). Let p
be a prime integer. A lattice Λ is called p-elementary if Disc(Λ) is a p-elementary
abelian group; that is, pΛ∨ ⊆ Λ holds. An overlattice of a hyperbolic p-elementary
lattice is again hyperbolic and p-elementary.
The following is due to Artin [3] and Rudakov-Shafarevich [17].
Theorem 3.1. Let X be a supersingular K3 surface in characteristic p > 0. Then
NS(X) is an even hyperbolic p-elementary lattice.
The following is due to Rudakov-Shafarevich [17, Section 1].
Theorem 3.2. Suppose that p is odd. Let σ be a positive integer ≤ 10. Then the
lattice N with the following properties is unique up to isomorphisms:
(i) N is even, hyperbolic of rank 22, and
(ii) Disc(N) ∼= F2σp .
From now on to the end of this section, we assume that p is odd. We denote
the lattice N in Theorem 3.2 by Np,σ. Let X be a supersingular K3 surface in
characteristic p with σ(X) = σ. By Theorems 3.1 and 3.2, there exists an isometry
φ : Np,σ
∼
→ NS(X).
More precisely, we have the following:
Proposition 3.3. Let h be a vector of Np,σ such that h
2 ≥ 4, and let X be a
supersingular K3 surface in characteristic p with σ(X) = σ.
(1) The following conditions are equivalent:
(i) There exist no vectors u ∈ Np,σ satisfying hu = 1 or 2 and u2 = 0, and
there exist no vectors b ∈ Np,σ satisfying h = 2b and b2 = 2.
(ii) There exists an isometry φ : Np,σ
∼
→ NS(X) such that φ(h) is the class [L]
of a line bundle L that is very ample modulo (−2)-curves.
(2) Suppose that the conditions in (1) are fulfilled, and let L be a line bundle very
ample modulo (−2)-curves such that φ(h) = [L] by some isometry φ. Then Y(X,L)
has only rational double points as its singularities, and the ADE-type R(X,L) of
Sing Y(X,L) is equal to that of the root system
Roots(h⊥) := { r ∈ Np,σ | rh = 0, r
2 = −2 }.
For the proof, we use the following results due to Nikulin [16, Proposition 0.1]
and Saint-Donat [18, Section 5].
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Proposition 3.4 (Nikulin [16]). Let L be a nef line bundle on a K3 surface X
with L2 > 0. If |L| has a fixed component, then |L| is equal to m|U | + Γ, where Γ
is the fixed part of |L|, |U | is an elliptic pencil, and U2 = 0, UΓ = 1, Γ2 = −2,
m = dim |L| = L2/2+1 hold. If |L| has no fixed components, then a general member
of |L| is irreducible and dim |L| = L2/2 + 1.
Proposition 3.5 (Saint-Donat [18]). Let |L| be a complete linear system without
fixed components on a K3 surface X such that L2 ≥ 4. Then the morphism Φ|L|
fails to be birational onto its image if and only if one of the following holds:
(i) There exists an irreducible curve U such that U2 = 0 and UL = 2.
(ii) There exists an irreducible curve B such that B2 = 2 and L = OX(2B).
Proof of Proposition 3.3. The assertion (2) follows from [18, Theorem 6.1] and [21,
Lemma 2.4]. We now prove (1).
Suppose that the condition (i) in (1) holds. By [17, Section 3, Proposition 3],
there exists an isometry φ : Np,σ
∼
→ NS(X) such that φ(h) is the class of a nef line
bundle L. By Proposition 3.4, |L| is fixed component free. By Proposition 3.5, Φ|L|
is birational onto its image. So (ii) is true.
Conversely, suppose that (ii) holds. We assume that there exists a vector u ∈
Np,σ satisfying hu = 1 or 2 and u
2 = 0, and derive a contradiction by the argument
in [26, Proof of Proposition 1.7]. By the Riemann-Roch theorem, φ(u) is the class
[U ] of an effective divisor U such that dim |U | ≥ 1. Let D+∆ be a general member
of |U |, where ∆ is the fixed part of |U |. We have D 6= 0 and D2 ≥ 0. If DL = 0,
then D2 < 0 would follow by Hodge index theorem, a contradiction. Since L is nef,
∆L ≥ 0. Therefore, we have DL = 1 or 2. Then the image of D by Φ|L| is either a
line or a plane conic. In any case, we have dim |D| = 0, which is a contradiction.
Next we assume that there exists a vector b ∈ Np,σ such that h = 2b and b2 = 2.
Let B be an effective divisor such that φ(b) = [B]. Since [B] = [L]/2, B is nef.
If there exists an irreducible member in |B|, then Proposition 3.5 implies that
Φ|L| is not birational onto its image. If there exist no irreducible members in |B|,
then Proposition 3.4 implies that |B| has a fixed component, and |B| is written
as 2|U | + Γ, where UB = 1 and U2 = 0. Then UL = 2 follows. Hence Φ|L| is
not birational onto its image, and we get a contradiction. So (i) is true. Thus the
assertion (1) is proved. 
Remark 3.6. If there exists a vector b such that h = 2b and b2 = 2, then h is of
degree 8.
4. Proof of Theorem 1.1
Theorem 1.1 follows from the structure theorem of Ne´ron-Severi lattices of su-
persingular K3 surfaces (Theorems 3.1 and 3.2), and a purely lattice-theoretic
Lemma 4.1 below. A sublattice Λ′ ⊂ Λ is called primitive in Λ if (Λ′⊗Q)∩Λ = Λ′
holds.
Lemma 4.1. Let N be an even hyperbolic p-elementary lattice of rank 22 such
that Disc(N) is isomorphic to F2σp , where σ is a positive integer. Suppose that N
contains a sublattice R isomorphic to Z[10A2]. Then p = 3, and the orthogonal
complement R⊥ of R in N is isomorphic to U(1) or U(3). If S ∼= U(1), then
σ ≤ 5, while if S ∼= U(3), then σ ≤ 6.
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Proof. We put S := R⊥, which is an even hyperbolic lattice of rank 2 primitive in
N . Then N is an overlattice of the orthogonal direct sum R⊕ S. We put
H := N/(R⊕ S).
Clearly, we may assume that H 6= (0).
Note that H is an isotropic subgroup of Disc(R ⊕ S) = Disc(R)⊕Disc(S) with
respect to qR⊕S = qR⊕ qS , and Disc(N) ∼= H⊥/H is a p-elementary abelian group.
Since S is primitive in N , we have
(4.1) H ∩ (0 ⊕Disc(S)) = 0.
Let l be a prime integer different from 3 and p. Assume that Disc(S)(l) is not 0.
Since Disc(N)(l) = 0, we see that H(l) is not 0. Since Disc(Z[10A2])(l) = 0, we have
H(l) ⊂ (0⊕Disc(S)(l)), which contradicts (4.1). Hence we obtain
(4.2) Disc(S)(l) = 0 for any prime l distinct from 3 and p.
Let m3 : Disc(S)(3) → Disc(S)(3) be the homomorphism given by m3(x) := 3x.
Since every element of Disc(R) is annihilated by multiplication by 3, the image
HS(3) ⊂ Disc(S)(3) of H(3) ⊂ Disc(R)(3) ⊕Disc(S)(3) by the projection to the factor
Disc(S)(3) is contained in Kerm3 by (4.1):
(4.3) HS(3) ⊆ Kerm3.
Therefore, Imm3 is contained in the orthogonal complement of H
S
(3) with respect
to qS(3). Hence we obtain
(4.4) 0⊕ Imm3 ⊂ H
⊥
(3).
We assume p 6= 3, and derive a contradiction. By (4.2), we have
(4.5) Disc(S) = Disc(S)(3) ×Disc(S)(p).
Since Disc(R)(p) = 0, the property (4.1) implies H(p) = 0. Therefore Disc(N) =
Disc(N)(p) is isomorphic to Disc(S)(p). Since dimFp Disc(N) = 2σ is positive and
even, and S is of rank 2, we obtain
(4.6) Disc(S)(p) ∼= F
2
p.
On the other hand, from Disc(N)(3) = 0, we obtain
(4.7) H(3) = H
⊥
(3).
By (4.1), (4.4) and (4.7), we obtain Imm3 = 0; that is, Disc(S)(3) is 3-elementary.
From (4.7), we have 10+dimF3 Disc(S)(3) = 2dimF3 H(3), and hence dimF3 Disc(S)(3)
is even. Since S is of rank 2, we obtain
(4.8) Disc(S)(3) ∼= 0 or F
2
3.
Suppose that Disc(S)(3) ∼= 0. ThenH(3) can be regarded as an isotropic subgroup
of Disc(R) with respect to qR. BecauseH(3) = H
⊥
(3), the corresponding overlattice of
R would be an even unimodular negative-definite lattice of rank 20. This contradicts
the classification of unimodular lattices ([19, Chapter V]).
Suppose that Disc(S)(3) ∼= F
2
3. By (4.5) and (4.6), S is an even indefinite lattice
of rank 2 such that Disc(S) ∼= (Z/3pZ)2. By the classification of indefinite lattices
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of rank 2 ([10, Chapter 15, Section 3]), we see that the intersection matrix of S
with respect to an appropriate basis is(
0 3p
3p 0
)
, or p = 2 and
(
6 6
6 0
)
.
In any case, the quadratic form (Disc(S)(3), qS(3)) is isomorphic to(
F23,
[
0 1/3
1/3 0
] )
∼= (Disc(U(3)), qU(3)).
Therefore the isotropic subgroupH(3) of Disc(R)⊕Disc(S)(3) satisfyingH(3) = H
⊥
(3)
would yield an even hyperbolic unimodular lattice of rank 22 as an overlattice of
R⊕ U(3), which again contradicts the classification of unimodular lattices.
Therefore p = 3 is proved.
By (4.2), we have Disc(S) = Disc(S)(3), and hence H = H(3) holds. Suppose
that (ξ, η) ∈ H⊥, where ξ ∈ Disc(R) and η ∈ Disc(S). Since H⊥/H is 3-elementary,
we have (3ξ, 3η) = (0, 3η) ∈ H . By (4.1), we have 3η = 0. Therefore the image
(H⊥)S ⊂ Disc(S) of H⊥ ⊂ Disc(R) ⊕ Disc(S) by the projection to the factor
Disc(S) is contained in Kerm3:
(4.9) (H⊥)S ⊂ Kerm3.
Next we will show that S is isomorphic to U(1) or U(3). Since H⊥/H is 3-
elementary, (4.1) and (4.4) implies that m3(Imm3) = 0; that is, 9x = 0 for any
x ∈ Disc(S). Since
2σ = dimF3(H
⊥/H) = 10 + log3 |Disc(S)| − 2 log3 |H |
is even and S is of rank 2, Disc(S) is isomorphic to 0, F23, Z/9Z or (Z/9Z)
2.
We first assume that Disc(S) is a cyclic group of order 9, and derive a contra-
diction. Let γ be a generator of Disc(S). We have Imm3 = Kerm3 = 〈3γ〉. Let
HR ⊂ Disc(R) and HS ⊂ Disc(S) be the images of H ⊂ Disc(R)⊕Disc(S) by the
projections to the factors Disc(R) and Disc(S), respectively.
Claim 4.2. We have
H⊥ = (HR)⊥ ⊕ (HS)⊥,
where (HR)⊥ ⊂ Disc(R) and (HS)⊥ ⊂ Disc(S) are the orthogonal complements
of HR and HS with respect to qR and qS , respectively. In particular, we have
(HS)⊥ = (H⊥)S .
Proof. It is obvious that H⊥ contains (HR)⊥ ⊕ (HS)⊥. Suppose that (ξ, η) ∈ H⊥,
where ξ ∈ Disc(R) and η ∈ Disc(S). By (4.9), we have η ∈ Kerm3 = Imm3.
By (4.4), we have (0, η) ∈ H⊥ and hence (ξ, 0) ∈ H⊥ hold. Because (ξ, 0) ∈ (HR)⊥
and (0, η) ∈ (HS)⊥, Claim 4.2 is proved. 
Because H⊥/H is 3-elementary, we have (0, γ) /∈ H⊥ by (4.1). Hence we obtain
(4.10) (HS)⊥ = (H⊥)S 6= Disc(S).
By (4.3), HS is either 0 or Kerm3. If H
S = 0, then (HS)⊥ = Disc(S) and we get
a contradiction to (4.10). Suppose that HS = Kerm3. Then (H
S)⊥ ⊃ Imm3, and
hence (HS)⊥ = Imm3 by (4.10). In particular, we have
(4.11) log3 |(H
S)⊥| = 1.
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Since |(HR)⊥| = 310/|HR| and H ∼= HR by (4.1), we see that
2σ = log3 |H
⊥/H | = log3 |(H
R)⊥|+ log3 |(H
S)⊥| − log3 |H | = 10− 2 log3 |H |+ 1
is odd by (4.11), which is absurd. Therefore Disc(S) 6∼= Z/9Z.
Because S is an even lattice, the classification of indefinite lattices of rank 2 ([10,
Chapter 15, Section 3]) implies the following:
Disc(S) = 0 =⇒ S ∼= U(1),
Disc(S) ∼= F23 =⇒ S ∼= U(3),
Disc(S) ∼= (Z/9Z)2 =⇒ S ∼= U(9).
Next we assume S ∼= U(9), and derive a contradiction. Note that Kerm3 is
generated by
3e¯∨ = f/3 mod S and 3f¯∨ = e/3 mod S.
By (4.9), we have
(4.12) H⊥ ⊂ Disc(R)⊕Kerm3.
Then H is also contained in Disc(R)⊕Kerm3. Suppose that H is generated by
g(ν) = ξ
(ν)
1 γ1 + · · ·+ ξ
(ν)
10 γ10 + η
(ν)
1 (3e¯
∨) + η
(ν)
2 (3f¯
∨) (ν = 1, . . . , r)
where ξ
(ν)
i , η
(ν)
j ∈ F3. We put
M :=


ξ
(1)
1 . . . . . . ξ
(1)
10 η
(1)
2 η
(1)
1
. . . . . .
. . . . . .
ξ
(r)
1 . . . . . . ξ
(r)
10 η
(r)
2 η
(r)
1

 .
From (2.1) and (2.4), an element
x1γ1 + · · ·+ x10γ10 + y1e¯
∨ + y2f¯
∨ (x1, . . . , x10 ∈ F3, y1, y2 ∈ Z/9Z)
of Disc(R)⊕Disc(S) is contained inH⊥ if and only if the vector x := [x1, . . . , x10, y1, y2]
satisfies the equation
(4.13) M · Tx ≡ 0 mod 3.
We consider (4.13) as a system of linear equations over F3. The property (4.12) of
H⊥ implies that every solution of (4.13) in F3 must satisfy
(4.14) y1 = y2 = 0.
Because of (4.1) and hence H ∼= HR, we can choose generators g(1), . . . , g(r) of H
in such a way that, after suitable permutations of 10 coordinates of Disc(R) = F103
if necessary, the r × 12 matrix M is of the form
M =

 Ir ∗

 ,
where Ir (r ≤ 10) is a diagonal matrix whose diagonal entries are 1. Now non-zero
elements of the subgroup of H ∼= HR of H⊥ should be solutions of (4.13) in F3,
but do not satisfy (4.14). Thus we get a contradiction.
Hence S is isomorphic to U(1) or U(3). If S ∼= U(1), then 2σ = 10−2 dimF3 H ≤
10, while if S ∼= U(3), then 2σ = 10 + 2− 2 dimF3 H ≤ 12. 
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Example 4.3. Let [w : x : y : z] be homogeneous coordinates of P3. For homoge-
neous polynomials f(y, z), g(y, z) and h(y, z) of degrees 3, 3 and 4, we consider the
quartic surface X defined in P3 by
w3y + x3z + wf(y, z) + xg(y, z) + h(y, z) = 0.
When X is smooth, X is a supersingular K3 surface, because X contains a con-
figuration of lines as in [20, Section 6]. It was shown in [20, Section 6] that, when
f , g and h are general, the Artin invariant of X is 6, and hence the orthogonal
complement R⊥ of the sublattice R ⊂ NS(X) generated by the classes of the lines
C1, D1, . . . , C10, D10 (10 pairs of intersecting lines in 10 singular fibres of type IV)
is isomorphic to U(3). When f , g are general and h = 0, the Artin invariant of X
is 5 by [25, Section 4]. In this case, the line ℓ defined by w = x = 0 is contained in
X . Since ℓ2 = −2 and [ℓ] ∈ R⊥, R⊥ is isomorphic to U(1).
5. Proof of Theorem 1.5
The discriminant group D of Z[10A2]⊕ U(3) is equal to
F3γ1 ⊕ · · · ⊕ F3γ10 ⊕ F3e¯
∨ ⊕ F3f¯
∨,
and the discriminant form q of Z[10A2]⊕ U(3) is given by
q(x1, . . . , x10, y1, y2) = −2(x
2
1 + · · ·+ x
2
10)/3 + 2y1y2/3 ∈ Q/2Z.
We consider subgroups of D as ternary codes. Recall from §2 that the Hamming
weight of a word x = (x1, . . . , x10) ∈ Disc(Z[10A2]) is defined by
wt(x) := |{ i | xi 6= 0 }|.
Then a ternary code C ⊂ D is isotropic with respect to q if and only if
(5.1) wt(x) ≡ y1y2 mod 3 for any (x, y1, y2) ∈ C
holds. A ternary code C ⊂ D satisfying (5.1) is therefore called an isotropic code.
For an isotropic code C, we denote by NC the overlattice of Z[10A2] ⊕ U(3) corre-
sponding to C by Proposition 2.1. By Theorem 3.2, NC is isomorphic to the lattice
N3,σ, where σ = 6− dim C.
It is easy to see that the following conditions for an isotropic code C are equiva-
lent:
(i) wt(x) > 0 for any non-zero word (x, y1, y2) ∈ C,
(ii) U(3) is primitive in NC, and
(iii) Z[10A2]
⊥ = U(3) in NC .
We say that an isotropic code C is admissible if C satisfies the conditions above.
Let h = ae+ bf be a vector of U(3) with a ≥ 1 and b ≥ 1. We have h2 = 6ab.
Lemma 5.1. Let C be an admissible isotropic code.
(1) There exists a vector u ∈ NC satisfying hu = 1 or 2 and u2 = 0 if and only
if the following hold:
(α) a = b = 1, and
(β) there exists (x, y1, y2) ∈ C such that wt(x) = 1.
(2) The set of roots Roots(h⊥) := {r ∈ NC | rh = 0, r2 = −2} in h⊥ is strictly
larger than Roots(Z[10A2]) = {±ci,±di,±(ci + di)} if and only if one of the fol-
lowing holds:
(a) there exists (x, y1, y2) ∈ C such that wt(x) = 3 and y1 = y2 = 0, or
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(b) a = b, and there exists (x, y1, y2) ∈ C such that wt(x) = 2, or
(c) (a = 2b or b = 2a) and there exists (x, y1, y2) ∈ C such that wt(x) = 1.
Proof. We prove (1) first. Suppose that a vector
(5.2) u = ru + η1e
∨ + η2f
∨ (ru ∈ Z[10A2]
∨, η1, η2 ∈ Z)
of NC satisfies hu = 1 or 2 and u
2 = 0. Then we have
aη1 + bη2 = 1 or 2,(5.3)
r2u + 2η1η2/3 = 0.(5.4)
Note that (η1, η2) 6≡ (0, 0) mod 3 by (5.3). Since C is admissible, we have ru 6= 0 by
, and hence η1η2 > 0 by (5.4). From (5.3), we obtain
a = b = 1, η1 = η2 = 1,
and hence, from (5.4), we have
r2u = −2/3.
By (2.2), the word
u¯ = u mod (Z[10A2]⊕ U(3)) = (r¯u, η¯1, η¯2) (where r¯u = ru mod Z[10A2])
of C has the property wt(r¯u) = 1.
Conversely, suppose that a = b = 1 and that there exists a word (r¯, y1, y2) ∈ C
such that wt(r¯) = 1. Replacing (r¯, y1, y2) by (−r¯,−y1,−y2) if necessary, we can
assume that y1 = y2 = 1 by (5.1). Then, by (2.3), there exists a vector
u = r + e∨ + f∨ (r ∈ Z[10A2]
∨)
in NC satisfying r
2 = −2/3. This vector u satisfies hu = 2 and u2 = 0. Thus the
assertion (1) is proved.
We now prove (2). Suppose that a vector u ∈ NC given by (5.2) satisfies hu = 0,
u2 = −2 and u /∈ Roots(Z[10A2]). Then we have
aη1 + bη2 = 0,(5.5)
r2u + 2η1η2/3 = −2.(5.6)
Suppose that η1 = 0 or η2 = 0. Then (5.5) implies η1 = η2 = 0 and hence wt(r¯u) ≡
0 mod 3 holds because C is isotropic. By (2.2) and (5.6), we have wt(r¯u) ≤ 3. If
wt(r¯u) = 0, then u = ru is contained in Roots(Z[10A2]). Hence we have wt(r¯u) = 3,
and therefore the condition (a) is satisfied. Suppose that η1 6= 0 and η2 6= 0.
By (5.5), we have η1η2 < 0. By (2.2) and (5.6), we see that the pair (η1η2,wt(r¯u))
is either (−1, 2) or (−2, 1). In the former case, we have a = b by (5.5) and hence
(b) is satisfied. In the latter case, we have a = 2b or b = 2a by (5.5) and hence (c)
is satisfied.
Conversely, suppose that (a) is fulfilled. Using (2.3), we have a lift
u = r + 0 + 0 ∈ NC (r ∈ Z[10A2]
∨)
of the word (r¯, 0, 0) ∈ C with wt(r¯) = 3 such that r2 = −2. Then u ∈ Roots(h⊥) \
Roots(Z[10A2]). Suppose that (b) is satisfied. A vector
u = r + e∨ − f∨ ∈ NC
with wt(r¯) = 2 and r2 = −4/3 satisfies u ∈ Roots(h⊥) \ Roots(Z[10A2]). Suppose
that (c) is satisfied and assume that a = 2b. A vector
u = r + e∨ − 2f∨ ∈ NC
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with wt(r¯) = 1 and r2 = −2/3 satisfies u ∈ Roots(h⊥) \ Roots(Z[10A2]). Thus the
assertion (2) is proved. 
Proof of Theorem 1.5. The implication (iii) =⇒ (ii) is obvious. Since every vector
h of U(3) satisfies h2 ≡ 0 mod 6, the implication (ii) =⇒ (i) is also obvious. Using
computer, we can prove the following Claim 5.2. See Remark 5.3 and Table 5.1.
Claim 5.2. There exists an isotropic admissible code C ⊂ D of dimension 5 with
the following property:
(5.7)
every non-zero word (x, y1, y2) ∈ C satisfies the following: (i)
wt(x) ≥ 3, and (ii) if wt(x) = 3, then (y1, y2) 6= (0, 0).
We now prove (i) =⇒ (iii) Suppose that an integer d = 6m (m ∈ Z>0) is given.
Let X be a supersingular K3 surface in characteristic 3 with Artin invariant σ ≤ 6.
For the basis e, f of U(3) at the end of Section 2, we put
h := e+mf.
Then h2 = d. Let C(σ) be a linear subspace of the code C in Claim 5.2 with
dim C(σ) = 6 − σ. Since C(σ) is isotropic, the corresponding overlattice NC(σ)
of Z[10A2] ⊕ U(3) is isomorphic to N3,σ by Theorem 3.2. Hence there exists an
isometry
φ : NC(σ)
∼
→ NS(X)
by Theorem 3.1. Since every word of C(σ) satisfies the conditions (i) and (ii) in (5.7),
Lemma 5.1 implies that there exist no vectors u in NC(σ) satisfying hu = 1 or 2
and u2 = 0, and that the set of roots in the orthogonal complement h⊥ of h in
NC(σ) coincides with Roots(Z[10A2]). By Proposition 3.3 and Remark 3.6, we can
choose the isometry φ : NC(σ)
∼
→ NS (X) in such a way that φ(h) is the class [L] of a
line bundle L very ample modulo (−2)-curves such that Φ|L| induces a contraction
ρL : X → Y(X,L) of an ADE-configuration of (−2)-curves of type 10A2. Since C(σ)
is admissible, we see that R⊥(X,L) ⊂ NS(X) is isomorphic to U(3). Thus X admits
a polarization L of degree d with the hoped-for properties. 
Remark 5.3. Let G denote the group of linear automorphisms of D ∼= F103 ⊕ F
2
3
generated by
(x1, . . . , x10, y1, y2) 7→ (xσ(1), . . . , xσ(10), yτ(1), yτ(2)) (σ ∈ S10, τ ∈ S2), and
(x1, . . . , x10, y1, y2) 7→ ((−1)
α1x1, . . . , (−1)
α10x10, (−1)
βy1, (−1)
βy2)
(α1, . . . , α10 ∈ F2, β ∈ F2).
Note that, if C ⊂ D is an isotropic admissible code, then so is g(C) for any g ∈ G.
We define the weight enumerator of a ternary code C by
we(C) :=
∑
(x,y1,y2)∈C
zwt(x).
Using computer, we have proved that there exist at least seven isomorphism classes
of isotropic admissible codes of dimension 5 with the property (5.7). The repre-
sentative codes C1, . . . , C7 of these classes are given in Table 5.1. Their weight-
enumerators are given in Table 5.2.
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C1 :


1 0 0 0 0 0 0 0 1 1 0 1
0 1 0 0 0 0 0 1 0 1 2 0
0 0 1 0 0 0 1 0 1 0 2 0
0 0 0 1 0 0 1 1 0 0 0 1
0 0 0 0 1 0 1 1 1 1 1 2


C2 :


1 0 0 0 0 0 0 0 1 1 0 1
0 1 0 0 0 0 0 1 0 1 2 0
0 0 1 0 0 0 1 0 1 0 2 0
0 0 0 1 0 0 1 1 0 0 0 1
0 0 0 0 1 1 1 2 2 1 0 0


C3 :


1 0 0 0 0 0 0 0 1 1 0 1
0 1 0 0 0 0 1 1 0 0 0 1
0 0 1 0 0 1 0 1 0 1 2 2
0 0 0 1 0 1 1 0 1 0 2 2
0 0 0 0 1 1 1 2 2 1 0 1


C4 :


1 0 0 0 0 0 0 0 1 1 0 1
0 1 0 0 0 0 1 1 0 0 0 1
0 0 1 0 0 1 0 1 0 1 2 2
0 0 0 1 0 1 1 0 1 0 2 2
0 0 0 0 1 1 2 2 2 2 2 0


C5 :


1 0 0 0 0 0 0 1 1 1 1 1
0 1 0 0 0 0 1 0 1 1 2 2
0 0 1 0 0 1 0 1 0 1 2 2
0 0 0 1 0 1 1 0 0 1 1 1
0 0 0 0 1 1 1 1 1 1 0 0


C6 :


1 0 0 0 0 0 0 1 1 1 1 1
0 1 0 0 0 0 1 0 1 1 2 2
0 0 1 0 0 1 0 1 0 1 2 2
0 0 0 1 0 1 1 0 0 1 1 1
0 0 0 0 1 1 2 2 1 0 1 2


C7 :


1 0 0 0 0 0 1 1 1 1 1 2
0 1 0 0 0 1 0 1 1 2 2 1
0 0 1 0 0 1 1 0 2 1 2 1
0 0 0 1 0 1 1 2 0 2 1 2
0 0 0 0 1 1 2 1 2 0 1 2


Table 5.1. Bases of the codes C1, . . . , C7
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we(C1) = 1 + 12 z
3 + 18 z4 + 36 z5 + 108 z6 + 36 z7 + 18 z8 + 14 z9,
we(C2) = 1 + 8 z
3 + 10 z4 + 24 z5 + 86 z6 + 40 z7 + 30 z8 + 40 z9 + 4 z10,
we(C3) = 1 + 4 z
3 + 8 z4 + 24 z5 + 94 z6 + 44 z7 + 30 z8 + 36 z9 + 2 z10,
we(C4) = 1 + 6 z
3 + 6 z4 + 18 z5 + 102 z6 + 42 z7 + 36 z8 + 26 z9 + 6 z10,
we(C5) = 1 + 30 z
4 + 60 z6 + 120 z7 + 20 z9 + 12 z10,
we(C6) = 1 + 18 z
4 + 18 z5 + 96 z6 + 36 z7 + 36 z8 + 38 z9,
we(C7) = 1 + 72 z
5 + 60 z6 + 90 z8 + 20 z9.
Table 5.2. Weight-enumerators
Corollary 5.4. Let X be a supersingular K3 surface in characteristic 3 with Artin
invariant 1. Then there exist at least seven line bundles L1, . . . , L7 of degree 6
on X that are mutually non-isomorphic and that induce contractions of 10A2-
configurations of (−2)-curves on X.
See Example 7.8.
6. Proof of Theorem 1.4
The proof of Theorem 1.4 is similar to and simpler than that of Theorem 1.5.
The discriminant group D of Z[10A2]⊕ U(1) is equal to
F3γ1 ⊕ · · · ⊕ F3γ10.
A ternary code C ⊂ D is isotropic with respect to the discriminant form q of
Z[10A2]⊕ U(1) if and only if
(6.1) wt(x) ≡ 0 mod 3 for any x ∈ C
holds. For an isotropic code C, we denote by NC the overlattice of Z[10A2]⊕ U(1)
corresponding to C. By Theorem 3.2, NC is isomorphic to the lattice N3,σ, where
σ = 5− dim C.
Let h = ae+ bf be a vector of U(1) with a ≥ 1 and b ≥ 1. We have h2 = 2ab.
Lemma 6.1. Let C be an isotropic code in D ∼= F103 .
(1) There exists a vector u ∈ NC satisfying hu = 1 or 2 and u2 = 0 if and only
if a ≤ 2 or b ≤ 2.
(2) The set of roots Roots(h⊥) := {r ∈ NC | rh = 0, r
2 = −2} in h⊥ is strictly
larger than Roots(Z[10A2]) if and only if one of the following holds;
(a) there exists x ∈ C such that wt(x) = 3, or
(b) a = b.
Proof. We prove (1) first. Suppose that a vector
(6.2) u = ru + η1f + η2e (ru ∈ Z[10A2]
∨, η1, η2 ∈ Z)
of Z[10A2]
∨ ⊕U(1)∨ = Z[10A2]∨⊕U(1) satisfies hu = 1 or 2 and u2 = 0. Then we
have
aη1 + bη2 = 1 or 2,(6.3)
r2u + 2η1η2 = 0.(6.4)
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By (6.4), we have η1η2 ≥ 0. Using (6.3), we have a ≤ 2 or b ≤ 2. Conversely, if
a ≤ 2, then u = f satisfies hu = a = 1 or 2 and u2 = 0. Thus (1) is proved.
Next we prove (2). Suppose that a vector u given by (6.2) satisfies hu = 0,
u2 = −2 and u /∈ Roots(Z[10A2]). Then we have
aη1 + bη2 = 0,(6.5)
r2u + 2η1η2 = −2.(6.6)
Because C is isotropic, wt(r¯u) ≡ 0 mod 3 holds. If η1 = 0 or η2 = 0, then (6.5)
implies η1 = η2 = 0. By (2.2) and (6.6), we have wt(r¯u) ≤ 3. If wt(r¯u) = 0, then
u = ru is contained in Roots(Z[10A2]). Hence we have wt(r¯u) = 3, and therefore
the condition (a) is satisfied. Suppose that η1 6= 0 and η2 6= 0. By (6.5), we have
η1η2 < 0. By (6.6), we have ru = 0 and η1η2 = −1, and hence a = b follows
from (6.5).
Conversely, suppose that (a) is fulfilled. Using (2.3), we have a lift
u = r + 0 + 0 ∈ NC (r ∈ Z[10A2]
∨)
of the word r¯ ∈ C with wt(r¯) = 3 such that r2 = −2. Then u is contained in
Roots(h⊥) \ Roots(Z[10A2]). Suppose that (b) is satisfied. The vector
u = e − f ∈ NC
satisfies u ∈ Roots(h⊥) \ Roots(Z[10A2]). 
In order to prove Theorem 1.4, it is therefore enough to show the following:
Claim 6.2. There exists an isotropic code C ⊂ D ∼= F103 of dimension 4 such that
wt(x) ≥ 6 holds for any x ∈ C.
The code C generated by the row vectors of

1 0 0 0 0 1 1 1 1 1
0 1 0 0 1 0 1 1 2 2
0 0 1 0 1 1 0 2 1 2
0 0 0 1 1 1 2 0 2 1


satisfies wt(x) ≥ 6 for any x ∈ C. The weight-enumerator
∑
x∈C z
wt(x) of this code
C is
1 + 60z6 + 20z9.
Remark 6.3. The code C above is obtained as a subcode of the extended ternary
Golay code in F123 . See [12, Chapter 5, Section 2].
7. Proof of Theorem 1.6
Let (X,L) be a polarized K3 surface of degree 6. Then Y(X,L) is a complete
intersection of multi-degree (2, 3) in P4 by [18, Theorem 6.1]. Let Q˜(X,L) denote
the unique quadric hypersurface in P4 containing Y(X,L).
Proposition 7.1. Suppose that R(X,L) = 10A2 and R
⊥
(X,L)
∼= U(3). Then Q˜(X,L)
is a cone over a non-singular quadric surface Q = P1 × P1, and Y(X,L) does not
pass through the vertex P of the cone Q˜(X,L).
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Proof. By the assumption, R⊥(X,L) is generated by the numerical equivalence classes
[E] and [F ] of divisors E and F satisfying
(7.1) E2 = F 2 = 0, EF = 3, [L] = [E] + [F ].
By the Riemann-Roch theorem, we can assume that E and F are effective. Suppose
that |E| has a fixed component. Let M + Γ be a general member of |E|, where
Γ is the fixed part of |E|. Because ρL : X → Y(X,L) is birational, ρL induces a
birational map from M to ρL(M). Note that ρL(M +Γ) is a cubic curve. If ρL(Γ)
is of dimension 1, then ρL(M) is a line or a plane conic, and hence contradicts
dim |M | > 0. Therefore, ρL contracts every irreducible component of Γ to a point,
and hence [Γ] ∈ R(X,L). From [E] ∈ R
⊥
(X,L), we obtain EΓ = 0 and hence M
2 =
E2+Γ2 < 0. Thus we get a contradiction again. Hence |E| has no fixed components.
In particular, E is nef. Since ρL is birational and E is primitive in R
⊥
(X,L) (being
part of its basis), a general member E of |E| is mapped by ρL birationally to a
plane cubic curve in P4. Therefore a general member of |E| is irreducible, and
hence |E| is a (quasi-)elliptic pencil by [15, Proposition 0.1]. Therefore the quadric
hypersurface Q˜(X,L) contains a one-dimensional family {Π
E
t } of planes such that
|E| = {ρ∗L(Π
E
t ∩ Y(X,L))}.
Hence Q˜(X,L) is singular. Since Q˜(X,L) contains two irreducible families {Π
E
t } and
{ΠFt } of planes corresponding to |E| and |F |, we have dim Sing Q˜(X,L) = 0, and
Q˜(X,L) is a cone over a non-singular quadric surface Q = P
1 × P1. If Y(X,L) passed
through the vertex P of the cone Q˜(X,L), then the linear system |E| would have a
fixed component that is contracted to the point P . Hence P is not contained in
Y(X,L). 
Note that a non-ordered pair of the numerical equivalence classes [E] and [F ] in
R⊥(X,L) satisfying (7.1) is unique. The following has been shown in the proof above:
Corollary 7.2. The divisors E and F are nef. The complete linear systems |E|
and |F | are (quasi-)elliptic pencils.
We denote by
πP : Y(X,L) → Q = P
1 × P1
the projection from the vertex P of the cone Q˜(X,L). Let x and y be affine coordi-
nates of the two factors of P1 × P1. The surface Y(X,L) is defined by an equation
(7.2) Ψ := W 3 + a(x, y)W 2 + b(x, y)W + c(x, y) = 0,
where W is a fiber coordinate of the affine line bundle Q˜(X,L) \ {P} ∼= LQ(1, 1) on
Q = P1 × P1, and a, b, c are polynomials of degrees 1, 2 and 3, respectively.
Let us consider the fibrations
Φ|E| = pr1 ◦πP ◦ ρL : X → P
1, and
Φ|F | = pr2 ◦πP ◦ ρL : X → P
1,
where pri : P
1 × P1 → P1 is the projection onto the i-th factor. Because Y(X,L)
has ten cusps, the classification of fibers of (quasi-)elliptic fibrations and the crite-
rion [17, Section 4] for quasi-ellipticity imply the following:
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Proposition 7.3. The fibrations Φ|E| and Φ|F | are quasi-elliptic. Let Θ be a fiber
of the quasi-elliptic fibration Φ|E|. Then Θ is either of type II, of type IV or of type
IV∗. Moreover, we have
Θ is of type II ⇐⇒ ρL(Θ) does not pass through any cusps of Y(X,L),
Θ is of type IV ⇐⇒ ρL(Θ) passes through exactly one cusp of Y(X,L),
Θ is of type IV∗ ⇐⇒ ρL(Θ) is a line with multiplicity 3 passing through
exactly three cusps of Y(X,L).
Same hold for fibers of Φ|F |.
Proof of Theorem 1.6. Let X be a supersingular K3 surface with σ(X) ≤ 6. We
choose a subcode C of the isotropic admissible code C7 in Table 5.1 with
dim C = 6− σ(X),
and consider the corresponding overlattice NC of Z[10A2]⊕ U(3). There exists an
isometry
φ : NC
∼
→ NS(X)
such that φ(e + f) is the class [L] of a line bundle L that is very ample modulo
(−2)-curves, where e, f form the canonical basis of U(3); see the proof of Theorem
1.5. Then Y(X,L) is a complete intersection in P
4 with multi-degree (2, 3) that has
ten cusps as its only singularities. We will prove Theorem 1.6 by showing that, for
this polarized supersingular K3 surface (X,L), the morphism πP from Y(X,L) to
P1 × P1 is purely inseparable; that is, the polynomials a and b in (7.2) are zero.
We assume that πP is separable, and derive a contradiction.
For i = 1, . . . , 10, let Ci and Di be the (−2)-curves contracted by ρL satisfying
C2i = D
2
i = −2, CiDi = 1, 〈[Ci], [Di]〉 ⊥ 〈[Cj ], [Dj ]〉 (i 6= j),
and let E, F be divisors such that φ(e) = [E] and φ(f) = [F ]. Then E and F
satisfy [E], [F ] ∈ R⊥(X,L) and (7.1). We put
γi := ([Ci] + 2[Di])/3 mod (R(X,L) ⊕R
⊥
(X,L)),
f¯∨ := [E]/3 mod (R(X,L) ⊕R
⊥
(X,L)),
e¯∨ := [F ]/3 mod (R(X,L) ⊕R
⊥
(X,L)).
The code C(X,L) defined by
C(X,L) := NS(X)/(R(X,L) ⊕R
⊥
(X,L)) ⊂ Disc(R(X,L) ⊕R
⊥
(X,L))
∼= F103 ⊕ F
2
3
is isomorphic to the subcode C of C7 chosen above. Let G be a divisor on X . Then
[G] ∈ NS (X) is written as
1
3
10∑
i=1
(si[Ci] + ti[Di]) +
α
3
[E] +
β
3
[F ],
where si, ti, α, β are integers satisfying si + ti ≡ 0 mod 3. We denote by
〈G〉 := [G] mod (R(X,L) ⊕R
⊥
(X,L))
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the word of C(X,L) corresponding to [G], which is written as
(x(G), α¯, β¯) =
10∑
i=1
xiγi + α¯f¯
∨ + β¯e¯∨,
where α¯ = α mod 3, β¯ = β mod 3, and
xi =


0 if (si, ti) ≡ (0, 0) mod 3,
1 if (si, ti) ≡ (1, 2) mod 3,
2 if (si, ti) ≡ (2, 1) mod 3.
We put
s(G) := { i | (si, ti) 6= (0, 0) } = { i | CiG 6= 0 or DiG 6= 0 },
s1(x(G)) := { i | xi 6= 0 } = { i | (si, ti) 6≡ (0, 0) mod 3 },
s2(G) := { i | (si, ti) 6= (0, 0) and (si, ti) ≡ (0, 0) mod 3 }.
By definition, we have
s(G) = s1(x(G)) ⊔ s2(G).
Lemma 7.4. Suppose that G is a reduced irreducible curve on X. Then the fol-
lowing holds:
(7.3) |s2(G)| ≤
1
3
(αβ − |s1(x(G))|) + 1.
In particular, we have αβ − |s1(x(G))| ≥ −3.
Proof. Let s and t be integers such that s+ t ≡ 0 mod 3. If (s, t) 6= (0, 0), then
((sCi + tDi)/3)
2 ≤ −2/3
holds. If (s, t) 6= (0, 0) and (s, t) ≡ (0, 0) mod 3, then
((sCi + tDi)/3)
2 ≤ −2
holds. Therefore we have
G2 ≤ −
2
3
|s1(x(G))| − 2|s2(G)| +
2
3
αβ.
On the other hand, we have G2 ≥ −2. Hence we get the inequality (7.3). 
Let us denote by T¯ the Cartier divisor on Y(X,L) cut out by the equation
(7.4)
∂Ψ
∂W
= −aW + b = 0,
and let T be the proper transform of T¯ by ρL. By the assumption that πP is
separable, T¯ is a divisor and πP is e´tale outside T¯ . Hence the divisor T¯ contains
the ten cusps of Y(X,L). Therefore we have
(7.5) s(T ) = {1, 2, . . . , 10}.
From the defining equation (7.4) of T¯ on Y(X,L), we have
(7.6) ET = FT = 6.
We denote by CE the closure of the locus
{ x ∈ X | the fiber of Φ|E| passing through x is of type II and is singular at x },
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and equip CE with the reduced structure. A general member E of |E| intersects
CE at one point with multiplicity 3 ([8]). See Figure ??. We define CF in the same
way. Both of CE and CF are irreducible, and we have
(7.7) CEE = CFF = 3.
Because pr1 : P
1 × P1 → P1 is smooth, if pr1 ◦πP is not smooth at a non-singular
point of Y(X,L), then πP is not smooth at that point. Therefore the divisor T
contains CE as a reduced irreducible component. Same holds for CF .
Claim 7.5. The two curves CE and CF are distinct.
Proof. Suppose that CE = CF holds. Let x be a general point of CE = CF . Since
the fibers Ex of Φ|E| and Fx of Φ|F | passing through x are both singular at x, we
have ExFx ≥ 4, which contradicts EF = 3. 
Let
T = CE + CF + T1 + · · ·+ Tt
be the decomposition of T into reduced irreducible components. We put
[CE ] =
∑
(sE,i[Ci] + tE,i[Di])/3 + (αE [E] + βE [F ])/3,
[CF ] =
∑
(sF,i[Ci] + tF,i[Di])/3 + (αF [E] + βF [F ])/3,
[Tν ] =
∑
(sν,i[Ci] + tν,i[Di])/3 + (αν [E] + βν [F ])/3 (ν = 1, . . . , t).
Since E and F are nef, we have
(7.8) αE ≥ 0, βE ≥ 0, αF ≥ 0, βF ≥ 0, αν ≥ 0, βν ≥ 0 (ν = 1, . . . , t).
Since πP is finite, πP ◦ ρL maps each irreducible component of T to a curve on
P1 × P1. Therefore we have
(7.9) αν > 0 or βν > 0 (ν = 1, . . . , t).
By (7.7), we have
(7.10) βE = 3, αF = 3.
Then, from (7.6), we have
(7.11) αE +
t∑
ν=1
αν = 3, and βF +
t∑
ν=1
βν = 3.
Consider the words
〈CE〉 = (xE , α¯E , 0), 〈CF 〉 = (xF , 0, β¯F ), 〈Tν〉 = (xν , α¯ν , β¯ν) (ν = 1, . . . , t)
in the code C(X,L). From Lemma 7.4, we have
(7.12) −wt(xν) + ανβν ≥ −3 (ν = 1, . . . , t).
Claim 7.6. xE = xF = 0.
Proof. Let Θ be a fiber of Φ|E| such that ρL(Θ) passes through a cusp qi :=
ρL(Ci) = ρL(Di) of Y(X,L). Then Θ is of type IV or IV
∗. Suppose that Θ is
of type IV. Then Θ consists of three irreducible components of multiplicity one,
two of which are Ci and Di, that intersect at one point. The curve CE passes
through the intersection point. Since ΘCE = 3, we have CECi = CEDi = 1, and
therefore si,E = ti,E = −3 holds. Suppose that Θ is of type IV
∗. Then CE passes
through a point of the multiplicity 3 component of Θ, and does not intersect other
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irreducible components. This fact can be proved by considering the pull-back of
the quasi-elliptic fibration Φ|E| by the base change P
1 → P1 of degree 2 branching
at the point Φ|E|(Θ), which makes the fiber Θ into type IV. Then it follows that
si,E = ti,E = 0. In any case, we have i /∈ s1(xE). Since this holds for any cusp qi
of Y(X,L), we have s1(xE) = ∅. 
Since T¯ is a Cartier divisor of Y(X,L), the total transform ρ
∗
L(T¯ ) is contained in
R⊥(X,L) = Z[E]⊕ Z[F ], and hence 〈T 〉 = 0. Therefore we obtain
(7.13) x1 + · · ·+ xt = 0.
By (7.5), we have
s(CE) ∪ s(CF ) ∪ s(T1) ∪ · · · ∪ s(Tt) = {1, 2, . . . , 10}.
Using Lemma 7.4, we obtain
(7.14) t+ 2 +
1
3
(
αEβE + αFβF +
t∑
ν=1
(ανβν − |s1(xν)|)
)
≥
10− |s1(x1) ∪ · · · ∪ s1(xt)|.
Because C(X,L) is isomorphic to a subcode of C7, we have shown that there exist
integers αE , βF , αν , βν (ν = 1, . . . , t) and words
(0, α¯E , 0), (0, 0, β¯F ), (xν , α¯ν , β¯ν) (ν = 1, . . . , t)
in the code C7 satisfying (7.8)-(7.14). Using computer, however, we can show that
such integers and words do not exist. Thus we get a contradiction. 
Instead of the code C7, we can use the codes C3, . . . , C6 in Table 5.1. However,
we cannot use C2 or C1. Indeed, in C1, for example, we have the following integers
and words:
[0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 3, 0],
[0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 3],
[1, 0, 0, 0, 0, 0, 0, 0, 1, 1, 0, 1],
[0, 2, 0, 0, 0, 0, 0, 2, 0, 2, 1, 0],
[0, 0, 2, 0, 0, 0, 2, 0, 2, 0, 1, 0],
[0, 0, 0, 1, 0, 0, 1, 1, 0, 0, 0, 1],
[2, 1, 1, 2, 0, 0, 0, 0, 0, 0, 1, 1].
Nevertheless, we can ask the following:
Question 7.7. Is πP : Y(X,L) → P
1×P1 inseparable for any polarized supersingular
K3 surface (X,L) of degree 6 with R(X,L) = 10A2 and R
⊥
(X,L)
∼= U(3)?
Example 7.8. Consider the purely inseparable triple cover of P1 × P1 defined by
W 3 = (x3 − x)(y3 − y),
and the corresponding polarized supersingular K3 surface (X,L). We will show
that the Artin invariant of X is 1, and that the 5-dimensional ternary code C(X,L) is
isomorphic to C1. For α ∈ F3, let lα andmα be the lines on P1×P1 defined by x = α
and y = α, respectively. The strict transforms of lα andmα by πP ◦ρL are written as
3l˜α and 3m˜α, respectively. Numbering the twenty (−2)-curves C1, D1, . . . , C10, D10
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in an appropriate way, we can write the numerical equivalence classes [l˜α], [m˜α] as
follows:
[l˜0] = A1 +A2 +A3 + [E]/3,
[m˜0] = A
′
1 +A
′
4 +A
′
7 + [F ]/3,
[l˜1] = A4 +A5 +A6 + [E]/3,
[m˜1] = A
′
2 +A
′
5 +A
′
8 + [F ]/3,
[l˜2] = A7 +A8 +A9 + [E]/3,
[m˜2] = A
′
3 +A
′
6 +A
′
9 + [F ]/3,
where
Ai = −([Ci] + 2[Di])/3, A
′
i = −(2[Ci] + [Di])/3.
The discriminant of the sublattice of NS(X) generated by the classes [E], [F ], the
classes of the twenty exceptional curves, and the 6 classes above is equal to −9.
Hence these classes span NS(X), and the Artin invariant of X is 1. The 6 words
〈l˜α〉, 〈m˜α〉 generate a 5-dimensional ternary code isomorphic to C1.
Question 7.9. Find the defining equations of purely inseparable triple covers of
Q = P1 × P1 corresponding to the other ternary codes C2, . . . , C7 of dimension 5 in
Table 5.1. (See Corollary 5.4.)
In [11], Dolgachev and Kondo gave various defining equations of the supersingu-
lar K3 surface in characteristic 2 with Artin invariant 1, and determined the full
automorphism group of this K3 surface. We expect that various defining equations
of the supersingular K3 surface in characteristic 3 with Artin invariant 1 would be
also helpful in the study of the automorphism group of this surface.
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