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THÉORIE DE DIEUDONNÉ CRISTALLINE
ET PÉRIODES p-ADIQUES
par
Antoine Chambert-Loir
Résumé. — Nous proposons dans ce texte une théorie des périodes p-adiques pour des schémas
en groupes finis localement libres. Nous utilisons pour ce faire la théorie de Dieudonné cristalline
de Berthelot, Breen et Messing, ainsi que l’interprétation cristalline des anneaux de Fontaine.
Abstract (Crystalline Dieudonné theory and p-adic periods). — We propose in this paper a
theory of p-adic periods for finite flat group schemes. To this aim, we use the crystalline Dieudonné
theory of Berthelot, Breen and Messing, together with the crystalline interpretation of Fontaine’s
rings.
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1. Introduction
Le but de cet article est de montrer qu’il existe pour les schémas en groupes finis locale-
ment libres un théorème de comparaison p-adique « cristallin » analogue à celui que Fontaine
a mis en évidence pour la décomposition de Hodge–Tate.
Classification mathématique par sujets (2000). — 14F30, 14L.
Mots clefs. — Théorie de Dieudonné, périodes p-adiques, cohomologie cristalline.
Paru dans Bull. Soc. Math. Fr. 126 (1998), no. 4, 545-562.
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Pour fixer les notations, soient p un nombre premier, K un corps p-adique, OK son anneau
d’entiers ; on se donne une OK-algèbre R0 de caractéristique 0, intègre et p-adiquement
complète et R désigne le complété p-adique de la clôture intégrale de R0 dans une clôture
algébrique du corps des fractions de R0. Alors, Ω1R/R0 désigne le module des différentielles
de Kähler continues de R sur R0. Enfin, soit A un schéma abélien sur R0 ; on note A′ son
schéma abélien dual, ainsi que ωA le R0-module des formes différentielles invariantes sur A.
On peut alors résumer ainsi une partie des accouplements de périodes pour les variétés
abéliennes (ou les groupes de Barsotti–Tate, voire les groupes formels) :
a. Formes différentielles de première espèce et différentielles de Kähler. — Il s’agit d’une
application ωA ×Tp(A(R)) −→ Tp(Ω1R/R0) mise en évidence par J.-M. Fontaine. Elle
est explicitée dans [10] quand R0 = OK ; dans ce cas, Tp(Ω1R/R0) s’identifie à Cp(1)
comme Gal( ¯K/K)-module.
b. Formes de seconde espèce modulo les formes de première espèce. — Introduite par
R. Coleman [4], c’est une application Tp(A(R)) −→ ωA′ ⊗R0 R construite à l’aide de
l’extension universelle de A par un groupe vectoriel (cf. [14]).
c. Cohomologie cristalline ou de de Rham. — Plusieurs auteurs (citons notamment
Fontaine–Messing, Colmez [5], Candilera–Cristante [3], Wintenberger [17]) cons-
truisent diverses applications bilinéaires de la forme D(A)×Tp(A(R))−→ B, où D(A)
est un R0-module canoniquement attaché à A (typiquement, cohomologie cristalline ou
de de Rham), et B une R0-algèbre du type de celles introduites par Fontaine [10, 11].
De plus, les deux premiers accouplements exposés proviennent d’une théorie analogue pour
les schémas en groupes finis localement libres. Si G est un R0-schéma en groupes fini locale-
ment libre, on a alors des accouplements :
a′. Différentielles de Kähler et formes différentielles invariantes. — Un R-point
x : SpecR → G fournit par évaluation une application x∗ : ωG → Ω1R/R0 , d’où une
application bilinéaire G(R)×ωG −→Ω1R/R0 (Fontaine, cf. [10]).
b′. Application universelle d’un schéma en groupes fini localement libre dans un faisceau
quasi-cohérent. — Mazur–Messing [14] ont prouvé qu’il existe une application uni-
verselle de G dans un faisceau quasi-cohérent, de la forme αG : G −→ ωG′ , où G′ est
le dual de Cartier de G, le lien avec l’accouplement b) a été remarqué pour la première
fois par Crew [7].
Le but de ce texte est de montrer qu’au moins dans certains cas, la théorie (c) correspond
à un accouplement analogue (c′) pour les schémas en groupes finis. L’anneau de périodes
sera, si le groupe est tué par pn, une variante de l’anneau Acris/pn Quant au module de
Dieudonné, comme l’indique le titre de l’exposé, il est fourni par la théorie de Dieudonné
cristalline de Berthelot, Breen et Messing. En fait, la construction de l’accouplement provient
de constructions internes à la théorie de Dieudonné cristalline ; calculées sur l’épaississement
universel à puissances divisées, on obtient l’accouplement de périodes.
THÉORIE DE DIEUDONNÉ CRISTALLINE ET PÉRIODES p-ADIQUES 3
Faltings démontre dans [9] un théorème de comparaison entre schémas en groupes finis
localement libres et certains modules filtrés munis de connexions convenables. S’il est très
vraisemblablement plus général, le lien précis entre ce résultat et ceux de cet article ne
m’apparaît pas clairement.
Ces résultats ont été exposés au Colloque « Problèmes de coefficients en cohomologie cristalline et en coho-
mologie rigide » qui s’est tenu les 28–30 avril 1997 à l’Institut Henri Poincaré, Paris. Je tiens à remercier Pierre
Berthelot pour l’intérêt qu’il a porté à ce travail en m’y invitant.
2. Théorie de Dieudonné cristalline
2.1. Concernant la théorie de Dieudonné cristalline, nous utiliserons les notations, méth-
odes et résultats élaborés dans [2]. Soit S un schéma plat sur Σ = SpecZp (éventuelle-
ment un schéma formel p-adique sans p-torsion) et notons pour n ≥ 0, Sn = V (pn) ⊂ S
et Σn = SpecZ/pnZ. On travaille avec le (gros) site cristallin Cris(Sn,Σ) dont les objets
sont les pd-épaississements (U,T,γ) (p étant localement nilpotent sur T , voire seulement
topologiquement nilpotent) munis de morphismes U → Sn, T → Σ compatibles aux puis-
sances divisées sur les idéaux JT = Ker(OT → OU) et pZp ⊂ Zp. On remarque que (Sn,S)
muni de ses puissances divisées canoniques sur pOS ⊂OS définit un objet de Cris(Sn,Σ) Soit
G un schéma en groupes fini localement libre sur S, tué par une puissance de p. Son image
G par l’immersion iSn/Σ est le faisceau abélien sur Cris(Sn,Σ) dont les sections sur (U,T,γ)
sont données par G(U). Berthelot, Breen et Messing définissent alors dans [2] un cristal de
Dieudonné D(G) pour G ; c’est le faisceau sur le site cristallin des extensions locales de G
par le faisceau structural. Le module de Dieudonné que nous utiliserons est alors défini par :
Definition 2.2. — On pose D(G) = D(G)(Sn,S) = Ext1Sn/Σ(G,OSn/Σ)(Sn,S).
C’est un OS-module de présentation finie, tué par une puissance de p (cf. [2], 3.1.3). Si
S est le spectre de l’anneau des entiers d’un corps local dont l’indice de ramification est
inférieur à p−1, il s’identifie au module de Dieudonné de la fibre spéciale de G tensorisé par
OS. Sauf si l’endomorphisme de Frobenius de Sn se relève à S, il n’y a pas de Frobenius.
Remarque 2.3. — De Jong utilise dans [13] le faisceau des extensions locales de G par
l’idéal à puissances divisées canonique. Le module de Dieudonné calculé ainsi se compare
alors au module de Dieudonné classique dans le cas où Sn est le spectre d’un corps parfait.
D’après la proposition 7.1 de [13], notre module de Dieudonné s’identifie à celui étudié dans
loc. cit. pour le tordu par Frobenius de G×S Sn. Si G est le noyau de la multiplication par
pn d’un schéma abélien A, c’est cependant notre normalisation qui correspond à la réduction
modulo pn du premier groupe de cohomologie de de Rham de A, ce qui explique son choix
(cf. aussi [6], haut de la page 640).
Supposons que G soit annulé par pn. La construction à la base de notre théorie est l’appli-
cation notée « pn »dans [2], p. 173–174 :
4 ANTOINE CHAMBERT-LOIR
Definition 2.4. — L’application « pn »associe à une extension locale de G par OSn/Σ l’ho-
momorphisme local G −→ OSn/Σ/pn défini par le diagramme du serpent de la multiplication
par pn dans l’extension.
Autrement dit, on relève un point de G en un point de l’extension puis on le multiplie
par pn, pour obtenir un élément de OSn/Σ bien défini modulo pn. La similitude avec la
construction de Coleman rappelée au a) de l’introduction est alors claire. D’après le corollaire
4.2.9 de [2], cette application, évaluée sur tout épaississement (U,T ) tel que T est la réduction
modulo pn d’un schéma formel plat sur Zp, est un isomorphisme. (Cf. aussi la proposition
3.10 de [13], où il suffit que T soit la réduction modulo pn d’un schéma plat sur Z/pn+1Z.)
2.5. Dualité. — La dualité de Cartier des schémas en groupes finis (ou celle des schémas
abéliens) s’incarne dans la théorie de Dieudonné cristalline au moyen d’un morphisme
Gm −→OSn/Σ[1](2.5.1)
(dans la catégorie dérivée) défini dans [2], 5.2.1, p. 213 et que nous rappelons ici. Partons de
la suite exacte canonique de faisceaux sur Cris(Sn/Σ)
0−→ 1+JSn/Σ −→O
∗
Sn/Σ −→Gm −→ 0.
Comme l’idéal JSn/Σ est muni de puissances divisées, il existe une application logarithme
log : 1+JSn/Σ −→JSn/Σ défini ([2], 3.2.7.3, p. 129]) par la formule
log(1+ x) =
∞
∑
n=1
(−1)n−1(n− 1)!x[n]
(qui est une somme localement finie dans le cas localement nilpotent, et une série convergente
dans le cas topologiquement nilpotent). Le push-out de la suite exacte précédente par le
morphisme
1+JSn/Σ
log
−→JSn/Σ →֒ OSn/Σ
nous fournit une extension
0−→OSn/Σ −→USn/Σ −→Gm −→ 0,(2.5.2)
d’où le morphisme annoncé dans la catégorie dérivée.
La dualité de Cartier identifie G′ à Hom(G,Gm), et de même après application de iSn/Σ,
G′ = Hom(G,Gm) (les deux Hom étant considérés dans la catégorie des faisceaux abéliens
sur les sites respectivement fppf et cristallin). Son image par le morphisme (2.5.1) nous
fournit un homomorphisme de faisceaux abéliens sur le site cristallin
G′ −→ Ext1Sn/Σ(G,OSn/Σ) = D(G).(2.5.3)
Lemme 2.6. — Ce morphisme induit un isomorphisme
HomSn/Σ(D(G),OSn/Σ)
∼
−→HomSn/Σ(G
′,OSn/Σ).(2.6.1)
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Démonstration. — L’application (2.5.3) est obtenue en prenant le H0 du morphisme en
catégorie dérivée
G′ −→ ∆(G)[1](2.6.2)
induit par (2.5.1) après application de t0] RHom(G, ·). (Rappelons que le complexe de
Dieudonné ∆(G) est défini comme t1] RHom(G,OSn/Σ).) Ainsi, le morphisme (2.6.1) est
obtenu en appliquant les foncteurs H0 et Hom(·,OSn/Σ) au morphisme (2.6.2).
D’après le théorème 5.2.7 de [2], en appliquant t1] RHom(·,OSn/Σ) à ce morphisme, on
obtient un isomorphisme entre complexes de Dieudonné :
∆(G)∨[−1] ∼−→ ∆(G′).(2.6.3)
Après application de H0, il en résulte donc un isomorphisme
Hom(D(G),OSn/Σ)
∼
−→Hom(G′,OSn/Σ)(2.6.4)
dont nous allons prouver qu’il s’identifie au morphisme (2.6.1). Autrement dit, il faut démon-
trer que l’on peut sans dommage échanger l’ordre des deux opérations (R)Hom(·,OSn/Σ) et
H0 à effectuer.
Or, considérons la catégorie C0 des complexes K· = [· · · → K1 → K0 → 0 → ··· ] dans
D(OSn/Σ) dont les composantes sont nulles en degrés > 0 et acycliques pour Hom(·,OSn/Σ) ;
on a dans ce cas un isomorphisme canonique
H0 RHom(K·,OSn/Σ)
∼
−→Hom(H0(K·),OSn/Σ).
Notant ∨ pour Hom(·,OSn/Σ), les deux membres s’identifient en effet tous deux à Ker(K∨0 →
K∨−1). Par suite, cet isomorphisme est fonctoriel pour les morphismes dans la catégorie
dérivée qui se réalisent comme de morphismes de la catégorie C0.
Or, ∆(G) admet, au moins localement sur Sn, une résolution de longueur 2 par des OSn/Σ-
modules libres de rang fini, concentrée en rangs 0 et 1, si bien que ∆(G)[1] est bien un objet
de C0. De même, G′ admet des résolutions par des (produits de) groupes abéliens libres du
type Z[G′i], ce qui entraîne de plus que le morphisme (2.6.2) se réalise comme un morphisme
de C0.
Corollaire 2.7. — Sur un objet (U,T ) du site cristallin où l’homomorphisme « pn »est un
isomorphisme, on dispose d’un isomorphisme de dualité
D(G)∨(U,T )
∼
−→HomSn/Σ(G
′,OSn/Σ)(U,T )
« pn »
←−−− D(G′)(U,T ).
En particulier, on retrouve l’isomorphisme D(G)∨ ≃ D(G′) de [13], Proposition 6.3, dans
lequel la dualité ∨ est définie par
D(G)∨ = HomOS(D(G),OS/p
n).
Il est maintenant relativement aisé de relier l’homomorphisme « pn »aux dualités sur les
schémas en groupes et sur les modules de Dieudonné. On a en effet le théorème :
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Théorème 2.8. — Supposons que G est annulé par pn et soit (U,T ) un objet du site cristallin
tel que l’homomorphisme « pn »soit un isomorphisme. Le diagramme suivant est commutatif
GU ×G′U
« pn »(U,T)
//

(D(G)∨×D(G′)∨)⊗OT
dualité
// OT/pn

µpn (U,T )
« pn »(U,T)
// OT /pn.
dans lequel la flèche horizontale est fournie par le morphisme « pn »dans l’extension USn/Σ
de (2.5.2).
Démonstration. — Via la définition 2.7 de l’homomorphisme de dualité, la ligne du haut du
diagramme associe à un couple (x,y) ∈ G×G′ la multiplication par pn d’un relèvement de
x dans l’extension y∗USn/Σ de G par OSn/Σ. Par fonctorialité, [x,y] ∈ µpn désignant l’image
de (x,y) par l’homomorphisme de dualité de Cartier, c’est aussi la multiplication par pn d’un
relevé de [x,y] dans l’extension USn/Σ, ce qui établit le théorème.
3. Construction d’un accouplement de périodes
3.1. Soient K un corps p-adique, OK son anneau des entiers, Soit R une OK-algèbre intègre,
sans p-torsion et complète pour la topologie p-adique ; notons F son corps des fractions.
Soit ˜Fp une extension maximale de F telle que si ˜Rp est la clôture intégrale de R dans ˜Fp,
alors ˜Rp[1/p] est étale sur R[1/p]. Soit ˜F une extension algébrique de F contenant ˜Fp ; on
note alors ˜R la clôture intégrale de R dans ˜F , ainsi que ̂˜F et ̂˜R les complétés p-adique de ˜F et
˜R respectivement.
3.2. Épaississement universel. — On fait enfin l’hypothèse suivante :
(∗) l’homomorphisme de Frobenius de ˜R/p ˜R est surjectif.
Si R est petit au sens de Faltings, (voir [9], §2) cette hypothèse est vérifiée pour ˜R = ˜Rp.
Comme dans [11] 2.2.1, [17] et [16] A.1.5, cette hypothèse permet d’assurer l’existence d’un
R-pd-épaississement universel p-adique de ˜R/p ˜R que nous noterons Acris( ˜R/R).
Cet épaississement universel admet la description explicite suivante : soit R la limite pro-
jective des algèbres ˜R/p ˜R relativement aux morphismes d’élévation à la puissance pème, qui
est une algèbre parfaite de caractéristique p. L’anneau W (R) est alors muni d’un homomor-
phisme canoniqueW (R)→ ̂˜R, surjectif en vertu de l’hypothèse (∗), d’où un homomorphisme
toujours surjectif
θ : R⊗Zp W (R)−→ ̂˜R.
L’anneau Acris( ˜R/R) est alors le complété p-adique de l’enveloppe à puissances divisées de
l’idéal Jcris( ˜R/R), noyau de θ, compatibles avec les puissances divisées canoniques sur l’idéal
(p).
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Lorsque R = OK et ˜R = O ¯K , nous noterons Acris,K l’anneau obtenu. Cette construction
est fonctorielle en le couple (R, ˜R), d’où une action de Gal( ˜F/F), ainsi qu’une structure de
Acris,K-algèbre sur Acris( ˜R/R).
3.3. Soit S = SpecR et G un schéma en groupes fini localement libre sur S, annulé par une
puissance de p. Remarquons que comme G est fini et plat sur R et ˜R est intégralement close
dans ˜F , il y a bijection entre les ˜F-points de GF et le sections Spec ˜R→ G.
3.4. On applique maintenant la théorie du §2 ; l’épaississement à puissances divisées
Acris( ˜R/R) définit notamment un objet du site Cris(Sn/Σ). Comme le cristal de Dieudonné
D(G) est un cristal, on a un isomorphisme naturel Acris( ˜R/R)⊗R D(G)≃D(G)Acris( ˜R/R). Jointe
à l’homomorphisme naturel (réduction modulo pn des coordonnées) G( ˜R)−→G( ˜R/pn ˜R), la
théorie du §2 nous fournit alors un accouplement
ΦG,n : G( ˜R)×D(G)−→ Acris( ˜R/R)/pnAcris( ˜R/R).
Il est fonctoriel à la fois en G et en le couple (R, ˜R), et commute donc aux actions de Gal( ˜F/F)
sur G( ˜F) et Acris( ˜R/R). Pour ne pas fixer un entier n tel que pn annule G, on peut diviser cet
accouplement par pn et obtenir ainsi une application bilinéaire
ΦG : G( ˜R)×D(G)−→ Acris( ˜R/R)⊗Zp (Qp/Zp).
3.5. Cas du groupe multiplicatif. — Fixons une fois pour toutes un générateur
(ε1, . . . ,εn, . . . ) de Zp(1). Supposons dans ce paragraphe que G = µpn ; son module de
Dieudonné D(G) s’identifie à OS/pn, avec une base naturelle dt/t fournie par la restriction à
G de l’extension USn/Σ (cf. [13], p. 106). Soit alors xn ∈ G( ˜R)⊂O ¯K ⊂ ˜R tel que [pn]xn = 0,
la période de dt/t contre xn est obtenue ainsi : choisissons x˜n ∈ Acris,K ⊂ Acris( ˜R/R) relevant
xn, alors, x˜n p
n
∈ 1+ Jcris,K ⊂ 1+ Jcris( ˜R/R) et la période vaut log(x˜n p
n
). Avec les notations
de [11], 1.5.4, si xn = εn, on a ε˜n p
n
= ν(ε) modulo pnAcris,K ⊂ pnAcris( ˜R/R), si bien que la
période est tp,K = 2ipi= logν(ε) (qui provient de Acris,K mais considérée dans Acris( ˜R/R)/pn).
Le théorème suivant est une conséquence facile de ce calcul et de la compatibilité 2.8 de
l’accouplement de périodes aux diverses dualités.
Théorème 3.6. — L’application linéaire
ΦG : Acris( ˜R/R)⊗Z G( ˜R)−→ Hom(D(G),Acris( ˜R/R)⊗ (Qp/Zp))
a un noyau et un conoyau tués par 2ipi = tp,K ∈ Acris,K ⊂ Acris( ˜R/R).
Commençons par le noyau. Si x ∈ Acris( ˜R/R)⊗Z G( ˜R) s’envoie sur 0 par ΦG, le résultat
de dualité 2.7 implique que pour tout x′ ∈ Acris( ˜R/R)⊗G′( ˜R), [x,x′] ∈ Acris( ˜R/R)⊗ µp∞ a
pour image 0 par l’accouplement de périodes sur le groupe multiplicatif. Autrement dit,
tΦGm([x,x′]) = 0 ∈ Acris( ˜R/R)⊗ (Qp/Zp) pour tout x′, d’où tp,Kx = 0 dans Acris( ˜R/R)⊗Z
G( ˜R).
Pour le conoyau, soit ω ∈ Hom(D(G),Acris( ˜R/R) ⊗ (Qp/Zp)). Alors, l’application
Acris( ˜R/R)⊗G′( ˜R) −→ Acris( ˜R/R)/pn définie par x′ 7→ t〈ω,ΦG′(x′)〉 provient par dualité
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d’un élément x ∈ Acris( ˜R/R)⊗ G( ˜R) qui vérifie ΦG(x) = tp,Kω. Le théorème est ainsi
démontré.
3.7. Remarques. — Ce théorème et sa démonstration sont bien sûr inspirés du théorème
dit de « presque décomposition de Hodge–Tate » pour les schémas en groupes finis et plats
tués par une puissance de p sur OK , théorème dû à J.-M. Fontaine (Corollaire du théorème 3
de [10]).
D’autre part, le rapporteur me signale un article de G. Faltings [8] où est construit un
homomorphisme similaire pour les groupes de Barsotti–Tate sur OK : il est injectif et son
conoyau est annulé par tp,K (théorème 7 de loc. cit.).
Lorsque R =OK , étant donné que tout R-schéma en groupes fini et plat se plonge dans un
groupe de Barsotti–Tate, on peut retrouver notre résultat à partir de celui de Faltings.
Réciproquement, appliqué aux noyaux des multiplications par pn dans un groupe de
Barsotti–Tate, notre théorème permet de retrouver celui de Faltings et, en fait, de l’étendre à
une base plus générale que SpecOK .
3.8. Que vaut tp ?— Le théorème précédent ne serait d’aucun intérêt si tp,K était nul dans
Acris( ˜R/R) et il importe en fait de connaître la valuation p-adique de son annulateur a( ˜R/R)
dans Acris( ˜R/R)⊗ (Qp/Zp).
Lorsque R = OK , J.-M. Fontaine a calculé dans [10] l’annulateur de l’image de tp,K
modulo Fil2. Il obtient un idéal de O
¯K dont tout générateur a une valuation p-adique égale à
1
p−1 + vp(dK/Qp), où dK/Qp désigne la différente de K/Qp.
Si SpecR admet un point OK-rationnel, il résulte de la fonctorialité des anneaux Acris
un morphisme d’évaluation Acris( ˜R/R)→ Acris,K qui est un inverse à gauche de l’inclusion
Acris,K ⊂ Acris( ˜R/R). Ainsi, l’annulateur de tp,K dans Acris( ˜R/R)⊗ (Qp/Zp) ne sera pas plus
gros que dans Acris,K ⊗Qp/Zp.
Dans le cas où ˜R[1/p] est étale sur R[1/p], les différentielles de Kähler fournissent
(cf. [11], 1.4.6, ainsi que la remarque 1.4.8, voir aussi le paragraphe 4.1 plus bas) un épais-
sissement du premier ordre de ˜R, et donc un épaississement à puissances divisées (toujours
du premier ordre). L’annulateur de tp,K dans Acris( ˜R/R)⊗ (Qp/Zp) a ainsi une valuation au
plus égale à 1/(p− 1) plus la différente de la clôture algébrique de K dans F .
4. Comparaisons
Dans cette section, nous voulons montrer les relations entre notre accouplement de péri-
odes et les théories esquissées dans l’introduction. Nous conservons les notations des para-
graphes précédents.
4.1. Épaississements du premier ordre. — On rappelle que Ainf( ˜R/R) = R⊗W(R) est le
R-épaississement infinitésimal p-adique universel de ̂˜R, et que Acris( ˜R/R) est le complété p-
adique de l’enveloppe à puissances divisées de l’idéal noyau de θ compatibles aux puissances
divisées canoniques sur l’idéal (p). Si Fil est la filtration induite sur Ainf (resp. Acris,K) par
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les puissances du noyau de θ, la théorie des puissances divisées ([1], 3.3.4) permet d’affirmer
que l’application naturelle
Ainf/Fil2 Ainf −→ Acris/Fil2 Acris
est un isomorphisme si bien que modulo Fil2, Acris s’identifie à l’épaississement infinitésimal
universel du premier ordre.
Supposons que ˜R[1/p] est étale sur R[1/p]. Les différentielles de Kähler fournissent alors
un épaississement infinitésimal p-adique du premier ordre (voir [11], 1.4.8, et plus bas lorsque
R =OK) ; il est d’ailleurs universel, mais c’est l’existence de cet épaississement du premier
ordre qui nous importe, plus que son universalité.
4.2. Formes différentielles invariantes. — Soit H un S-schéma en groupes lisse. Il est
construit dans [2], 3.2, un isomorphisme fonctoriel
ωH/Sn → Ext
1(iSn/Sn∗(H),JSn/Sn)(Sn,Sn).
Compte tenu des homomorphismes naturels
Ext1(iSn/Sn∗(H),JSn/Sn)Sn −→ Ext
1(iSn/Sn∗(H),JSn/Sn)(Sn,Sn)
−→ Ext1(iSn/Sn∗(H),OSn/Sn)(Sn,Sn)
et ωH → ωH/Sn , on en déduit un homomorphisme fonctoriel ωH → D(H)Sn . Ces homomor-
phismes fournissent un homomorphisme ωG → D(G)Sn (en passant par la catégorie dérivée)
si l’on dispose d’une résolution de G par des schémas en groupes lisses.
A. J. De Jong donne dans [13] une description assez explicite de cet homomorphisme qui
va nous être utile. Sur le site Cris(Sn/Sn), on dispose d’un faisceau pi∗Sn/SnH dont les sections
sur un épaississement (U,T ) sont simplement H(T ), ce qui a un sens puisque T est un Sn-
schéma. Les homomorphismes H(T )→ H(U) induisent une suite exacte
0→H(JSn/Sn)→ pi
∗
Sn/SnH → H → 0.(4.2.1)
(On a noté H(JSn/Sn) le faisceau sur Cris(Sn/Sn) dont les sections sur (U,T ) sont données
par Ker(H(T )→ H(U)), la surjectivité vient de ce que H est lisse.) Le lemme de Poincaré
cristallin permet de définir un homomorphisme d’intégration des formes différentielles
ωH/Sn →Hom(H(JSn/Sn),JSn/Sn)Sn ,(4.2.2)
d’où en combinant les deux équations précédentes, un homomorphisme
ωH/Sn → Ext
1(H,JSn/Sn)Sn
et en particulier un homomorphisme
ωH/Sn → Ext
1(H,JSn/Sn)Sn .(4.2.3)
On peut choisir H de sorte à disposer d’une immersion fermée G →֒ H, par exemple H =
MorSch(G∗,Gm) convient. On en déduit par fonctorialité un homomorphisme
ωG/Sn → Ext
1(G,JSn/Sn)Sn → Ext
1(G,OSn/Sn)Sn .
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puis, si G est annulé par pn, un homomorphisme
ωG −→D(G)(4.2.4)
dont A. J. De Jong affirme (loc. cit., remarque 4.4) qu’il est l’opposé de l’homomorphisme
analogue construit par Berthelot, Breen et Messing (loc. cit., 3.2.6).
Les deux paragraphes précédents et notre accouplement ΦG nous fournissent ainsi une
application bilinéaire G( ˜R)×ωG → Ainf/(pnAinf+Fil2 Ainf) dont l’image est par construction
contenue dans Fil1(Ainf)/(pnAinf +Fil2 Ainf), d’où une application bilinéaire
Φ1G : G( ˜R)×ωG −→Ω1˜R/R.(4.2.5)
Or, il existe une telle application bilinéaire à la fois canonique et explicite, dont Fontaine
([10], 4.7) a montré l’utilité dans le cas R =OK . Elle est donnée par l’évaluation : si ω ∈ ωG
et x ∈ G( ˜R), on peut voir x comme une section Spec ˜R → G au-dessus de SpecR, d’où une
forme différentielle x∗ω ∈ ω
˜R/R.
Proposition 4.3. — L’accouplement (4.2.5) est égal à celui construit par Fontaine dans loc.
cit.
Explicitons d’abord la suite exacte du milieu de la page 68 de [11] qui fournit une descrip-
tion de Acris,K/(pnAcris,K +Fil2) :
0−→Ω1
O
¯K/OK
[pn]→
−→O′
¯K/p
n = Acris,K/(pnAcris,K +Fil2 Acris,K)−→O ¯K/pn −→ 0.
Dans cette formule,O′
¯K est l’ensemble des éléments x∈O ¯K tels que dx= 0 dans Ω
1
O
¯K/OK
. La
dernière flèche est induite par l’inclusion naturelle, sa surjectivité résulte de ce que Ω1
O
¯K/OK
est p-divisible. Le noyau de cette flèche est formé des x ∈ O′
¯K/p
n tels que x ∈ pnO
¯K ; on
écrit alors x = pnu, u étant déterminé modulo O′
¯K et on lui associe la différentielle de Kähler
du ∈Ω1
O
¯K/OK
(qui est tuée par multiplication par pn).
On fixe un entier n tel que pn annule G et on se place sur Cris(Sn,Sn). D’après la descrip-
tion rappelée ci-dessus de l’homomorphisme ωG →D(G), les périodes de x ∈G( ˜R) sont cal-
culées de la façon suivante. On plonge G dans le schéma en groupes lisse des morphismes de
schémas de G∗ dans Gm. Si AG est l’algèbre affine de G, x correspond à un élément inversible
a de l’algèbre A ∨G ⊗OK O ¯K . On le « relève » en un élément inversible a˜ ∈ A ∨G ⊗OK O′¯K tel
que a˜ = a(1+ pnu) pour u ∈A ∨G ⊗O ¯K tel que da˜ = 0, d désignant la dérivation
A ∨G ⊗O ¯K →A
∨
G ⊗Ω1O
¯K/OK
.
On calcule alors a˜pn :
a˜p
n
= ap
n
(1+ pnu)p
n
= 1+
pn
∑
k=1
(pn
k
)
pnkuk = 1+ pn
pn−1
∑
k=0
pn
k+ 1
(pn−1
k
)
pnkuk+1.
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Cet élément relève 1 et la différentielle de Kähler associée à a˜pn − 1 est ainsi
pn−1
∑
k=0
pn
(pn−1
k
)
pnkuk du = pn(1+ pnu)pn−1 du = (1+ pnu)pn p
n du
1+ pnu
=−
da
a
puisque
0 = da˜
a˜
=
da
a
+
pn du
1+ pnu
et que da est annulé par pn.
D’après [10], § 4.5, L’élément da/a de A ∨G ⊗OK Ω1O
¯K/OK
appartient en fait à un sous-
module canoniquement identifié à Hom(ωG,Ω1O
¯K/OK
). Comme nous nous somme placés sur
un épaississement du premier ordre, l’homomorphisme d’intégration des formes différen-
tielles 4.2.2 fournie par le lemme de Poincaré cristallin s’incarne en la dualité entre formes
différentielles et espace tangent, si bien que notre accouplement Φ1G associe à x ∈ G(O ¯K) ce
même homomorphisme.
Finalement, l’homomorphisme en question est lui-même identifié dans la proposition 6
de [10] à l’homomorphisme d’évaluation des formes différentielles, d’où la proposition.
Remarque 4.4. — Nous n’avons donné la démonstration que dans le cas R =OK , car c’est
dans ce cas que se place Fontaine dans [10], et aussi dans ce cas que la littérature explicite
l’épaississement du premier ordre à l’aide des différentielles de Kähler. Les résultats de [10]
que nous avons utilisés nécessitent uniquement le fait que l’algèbre affine AG soit libre, et
s’étendent au cas où elle est localement libre. Quant à l’interprétation de l’épaississement du
premier ordre à l’aide de différentielles de Kähler, la remarque 1.4.8 de [11] montre qu’elle
est valable si ˜R[1/p] est étale sur R[1/p].
Suivant cette même remarque, il aurait été possible de faisceautiser tout l’article en in-
troduisant le site syntomique de SpecR. La construction du §2 s’interprète alors comme un
homomorphisme G → HomSYN(D(G),On,cris), dont noyau et conoyau sont comme aupara-
vant tués par un élément canonique tp, section globale du faisceau On,cris. La comparaison
avec les différentielles de Kähler serait alors apparue comme restriction de cette application
au site syntomique-étale de SpecR (cf. [11], remarque 1.4.8).
4.5. Formes de seconde espèce. — La comparaison est ici plus formelle. En considérant le
site Cris(Sn,Σ), on associe à tout élément de Ext(G,OSn/Σ) une extension dans Ext(G,Ga) =
iSn/Σ∗ExtSn(G,Ga). Du point de vue des périodes, cela consiste à appliquer le morphisme θ.
En plongeant G dans un schéma abélien A, Ext(G,Ga) est induit par l’extension universelle
et l’identification avec la théorie de Coleman [4], Note added in proof, est apparente.
4.6. Théorie de Wintenberger. — J.-P. Wintenberger construit dans [17] un accouplement
de périodes pour les schémas abéliens. Dans le cas considéré dans le présent article, la
construction de Wintenberger est facile puisque nous nous sommes cantonnés au cas de
bonne réduction. En effet, avec les notations de loc. cit., le point important est de montrer
l’existence d’un sous-groupe borné des Ainf[1/p]-points de l’extension universelle, le reste
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de la construction procédant comme chez Coleman par relèvement et multiplication par des
puissances de p. Or, dans le cas où A/R est un schéma abélien, le sous-groupe des Ainf-
points de l’extension universelle convient visiblement, ce qui montre que notre accouplement
redonne celui de Wintenberger par passage à la limite.
Au passage, cela prouve la non-dégénerescence de l’accouplement de Wintenberger, mal-
heureusement non explicitée dans [17].
5. Remarques et perspectives ?
Tout d’abord, remarquons que les méthodes développées dans cet article se retrouvent en
de nombreux endroits de la littérature sous une forme souvent très proche, notamment dans
les articles traitant de la plein fidélité du foncteur de Dieudonné cristallin.
Compte tenu du travail [15] de F. Trihan concernant la théorie de Dieudonné cristalline
de niveau variable, il me semble aussi que les méthodes et résultats exposés dans cet article
s’étendent au cas des cristaux de Dieudonné de niveau fini. Toutefois, les pd-épaississements
universels p-adiques de niveau quelconque n’ont à ma connaissance pas bénéficié d’une étude
aussi approfondie que pour le niveau 0.
D’autre part, et plus sérieusement, nous ne prenons pas en compte la mauvaise réduction,
ce qui est par exemple la principale source de difficultés du théorème de Wintenberger.
Pour traiter la mauvaise réduction justement, il me paraît raisonnable de postuler (à la
suite de Kato) une théorie de Dieudonné log-cristalline pour les log-schémas en groupes
finis localement libres. L’anneau B̂st, variante de l’anneau correspondant de Fontaine, mais
possédant une interprétation en cohomologie log-cristalline devrait naturellement intervenir.
Une conséquence de ce travail en serait la semi-stabilité (déjà connue) des représentations
galoisiennes associées aux variétés abéliennes (du moins pour celles qui se prolongent en
des log-variétés abéliennes), avec le petit bonus que constitue la structure modulo pn ; en
plongeant l’anneau B̂st dans un anneau du type BdR, on devrait aussi retrouver le résultat de
Wintenberger.
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