Introduction
Quasi-stellar objects (QSOs) are believed to be the observable manifestations of black holes at the centers of distant galaxies (Hazard 1979) . Large samples of QSOs are important for studying the intrinsic properties of the objects as well as their space distribution and evolution. As the most distant observable collapsed objects in our universe, QSOs constrain cosmological models and contribute to our knowledge of the matter distribution on large scales and at early times. QSOs are also used as \ashlights" which illuminate the non-luminous matter in their line of sight.
Unlike galaxies, QSOs cannot be selected from single images of the sky, since they are indistinguishable from Galactic stars. Techniques for identifying QSOs include looking at radio { 2 { sources, x-ray sources, objective prism spectra, objects with non-stellar colors, variable objects, or objects with lack of proper motion. For most of these techniques, follow-up spectroscopy i s required for positive identication and determination of redshift. Each technique has its own advantages and selection biases; several search modes must be used in combination to produce a full picture of the variety of QSOs in the universe. In this paper, we discuss a new algorithm for the selection of QSOs with non-stellar colors.
Color selection of QSO candidate objects with an ultraviolet excess (UVx) has been used successfully for almost as long as QSOs have been identied (Braccesi, Lynds, and Sandage 1968 , Janes and Lynds 1969 , Green, Schmidt, and Liebert 1986 . Until recently, h o w ever, few researchers have selected their QSO candidates using more than two colors at a time, even if more than two colors were available at the time the selection was made (Braccesi, Formiggini, and Gandol 1970 , Zhan, Koo and Kron 1989 , Koo and Kron 1982 , Hall et al. 1996 . Those who have used more than two colors at the same time have based their selection on n th nearest neighbor distances (Warren et al. 1991a) , or distance from the stellar locus (Gaidos, Magnier and Schechter 1993) or both .
The nearest neighbor distance criterion (Warren et al. 1991a ) chooses those objects which are in the lowest density regions of magnitude space. In this technique, the magnitude in multiple lters of every source in the catalog is compared with every other source to measure two metric distances for each source. The rst distance is the simple Euclidean distance to the n th (where n is a small integer like 10) nearest source in magnitude space. The second is this distance weighted by the photometric error, which produces the number of standard deviations that separate them. Candidate QSOs are chosen by setting a threshold in a linear combination of these two density measures.
This nearest neighbor distance criterion, which measures the source density in magnitude space, is more ecient at selecting QSOs than selection based on a set of two dimensional plots (Hall et al. 1996) . However, there are scientic drawbacks to the method. For instance, the color density of UVx quasars can be large enough in some regions of color space that those quasars may be rejected as clumps of stars . Also, the relative densities of stars and quasars change as a function of magnitude and eld location , making the selection criteria dicult to understand and causing spurious candidates at brighter magnitudes (Warren et al. 1991a , Porter et al. 1991 . In addition, the procedure can be dicult to implement for large samples with millions of objects. A traditional O(N 2 ) nearest neighbor algorithm, in which every source is compared with every other source, is too slow to use with large surveys such as the Sloan Digital Sky Survey (N 10 8 stellar objects) (Gunn 1995) . One may be able to reorganize the data to reduce the order of the algorithm, but in general, nding the k-nearest neighbors of N points is a time-consuming process for large N (Fukunaga and Narendra 1975 ).
An extension of the nearest neighbor technique, which addresses many of the previously mentioned problems, is to divide n-dimensional magnitude space into boxes with size approximately { 3 { equal to the errors in a given data set. Then, we can measure the stellar density and the QSO density in each of these boxes and thus compute the probability that a source in that box i n color space is a QSO. We w ould select as candidates those sources for which the probability o f being a QSO is greater than some threshold. Of course, it would be necessary to compute these probabilities as a function of Galactic latitude and longitude. Although this statistical approach is theoretically feasible and would result in optimal QSO selection, computing the densities would require too many sources of known type for this to be practical.
Instead of the purely statistical approach, we h a v e c hosen as inspiration the distance f r om the stellar locus criterion and the algorithm of Gaidos, Magnier and Schechter 1993 . In this algorithm, all point-like sources are plotted in multicolor space, and then a set of locus points is t along the center of the stellar locus. The QSO candidates are those that are further than some metric distance away from the locus t. Gaidos, Magnier and Schechter 1993 use both the Euclidean distance in multicolor space and an error weighted distance.
Like Gaidos, Magnier and Schechter 1993, we generate a small, nite set of locus points that describes a line t through the center of the stellar locus. We go further in parameterizing the locus, however, by measuring the perpendicular widths in the thick and thin directions for each locus point along the stellar locus. Therefore, we do not select QSOs candidates as sources that are more than a xed distance from the stellar locus, but rather as those objects that are outside a manifold of elliptical cross section. This allows us to detect and quantify the intrinsic width of the locus of stellar sources. Our technique begins with the well-dened problem of parameterizing the stellar locus, so that objects within it can be excluded from consideration as QSO candidates. The algorithm can then be incrementally improved using astronomical, rather than statistical, considerations.
2. Parameterization of the stellar locus 2.1. Goals of the algorithm Our goal is to start with a set of colors of stellar sources, and from that produce a set of locus points that run down the center of the locus of stars. The algorithm to t the stellar locus is currently implemented for three dimensional multicolor space, but the technique can be extended to arbitrary dimension, as long as the locus remains approximately 1-D (a line) in n-space. We will use stellar locus to refer to the data points in multicolor space, and locus points to refer to the model t. At each locus point, we will compute a unit vectork p , in the direction along the stellar locus. Also at each locus point, we will attempt to describe the distribution of stars in the plane perpendicular to the unit vectork p . W e do this by tting an ellipse to the cross section of the stellar locus. The ellipse is oriented so that the major axis is in the direction that the stellar locus is the widest, and the minor axis is in the direction that the stellar locus is the narrowest. The sizes of the major and minor axes are computed from the width of the distributions of stars { 4 { in their respective directions.
The parameters produced from this algorithm describe not only where the stellar locus lies in color space, but also how its width changes as a function of distance along the locus. A powerful result of this parameterization is that we can set up local coordinate systems along the locus that allow us to visualize the data in ways that were not previously possible. We can assign a distance along the locus, distance away from the center of the locus in what is locally the thickest direction, and distance away from the center of the locus in what is locally the thinnest direction. Using these coordinates, we can now plot slices through the locus at any point, or densities of sources along the locus. These plots are useful for understanding the data, and the parameterization is useful for dening outliers from the parameterized distribution. Section 2.2 gives a more rigorous overview of how the algorithm arrives at a solution. Sections 2.3-2.7 give the details and mathematical foundations on which the algorithm is built, with an outline of how the algorithm can be extended to higher dimension. Section 2.8 describes outlier rejection, an optional last step that in many cases will improve the accuracy of the nal solution. Section 2.9 discusses limitations and possible extensions of the algorithm. Section 2.10 discusses how the algorithm can be extended to accommodate individual errors for each of the sources in the input catalog. Figure 1 shows a graphical sketch o f h o w the algorithm progresses towards the solution. The data used for this demonstration is from Bershady et al. 1997 . The algorithm starts out by placing two locus points at the coordinates it has been given as the approximate endpoints of the distribution. These locus points, unlike the endpoints, are not at a xed position, but will move as the algorithm progresses. As we iterate through the algorithm, new locus points will be added and the positions of all of the locus points will be adjusted.
Overview of the algorithm
During each iteration, each locus point i s m o v ed to the centroid of its associated stars. For illustrative purposes, suppose that the associated stars are those that are closer to that locus point than they are to any other locus point. Then,k p and an ellipse t are calculated for each locus point. With each iteration, new locus points are added in between the existing locus points, but only in places along the locus where the distance between the locus points is larger than a factor times the local width of the stellar locus. We iterate until the algorithm converges.
Input parameters
The concept of a best curve t through the center of a locus of stars is not rigorously dened. In other words, if there are two independent ts to the curve, there is no unbiased procedure { 5 { to determine which t is more correct. For example, imagine we h a v e a cross section through the stellar locus (itself not a well dened entity). Should we place a locus point in the densest region? Should we use the average position of the group of stars? Should we reject outliers, such as reddened stars, variable stars, or binaries? If the locus broadens out substantially (as it does at the red end), how m uch freedom do we give the locus t to wind through structure in the locus of stars? How are the endpoints of the stellar locus determined?
Given the diculty in dening the best-t locus points, we include several input parameters which can be adjusted to give an acceptable t to the stellar locus for a particular set of data points. These parameters are: the two approximate endpoints of the stellar locus,r start ,r end ; the maximum distance from the stellar locus (d x ; d y ; d z ) that a star will still be considered as part of the locus; the number of iterations of the algorithm N iter ; and the factor, N spacing , which determines how closely spaced the locus points can be.
The endpoints of the stellar locus can be simply determined from 2D plots of the data. On the rst iteration of the algorithm, two locus points will be located at the two endpoints, so they should not be chosen to be farther from the mass of stars than the maximum distance we will look for associated stars. Note that we use the term endpoints to refer to the input parameters. The line t through the center of the locus of stars is not constrained to go through these endpoints. Each end of the stellar locus t will ultimately be dened by a plane that goes through the endpoint and is normal to the line which connects the rst two (or last two) locus points.
The maximum distances that associated stars can be from a given locus point m ust be large enough so that when points are added half way b e t w een existing locus points, the new point will have enough associated stars that it can migrate to the locus. The associated stars of locus point p lie between two parallel planes which are perpendicular tok p and are half way b e t w een locus point p and the adjacent locus points. In some cases, the locus curves enough that stars in a distant part of the color space will be associated with a given locus point. The maximum distances must be chosen to be small enough that this does not happen.
The accuracy with which a locus point ts the center of the distribution of stars depends on several things, including the local density of stars and the intrinsic width of the stellar locus. If we allow the locus points to move arbitrarily close to each other, they can become closer than the errors in their positions, causing the algorithm to become unstable. To prevent this, we refrain from adding new locus points between existing locus points that are closer than N spacing times the major axis of the ellipse t at that point in the locus. We t ypically use N spacing = 3 . W e continue iterating until the number of locus points is limited by the width of the locus itself, and then iterate several more times until the locus has stabilized. { 6 { 2.4. Locus cross section When the iteration starts, there are only two locus points. The rst task is to generate ellipse ts to the cross section of the locus at each of those points, so we can decide whether to add another point b e t w een them.
First, we m ust compute the set of unit vectors,k p , that point along our set of locus points. The direction ofk p is from the previous locus point to the next locus point: k p (r p+1 r p 1 )=kr p+1 r p 1 k;
where ther p are the positions of the locus points in three dimensional color space. In the case that the locus point is the rst or the last, the unit vector is determined from itself and its adjacent locus point.
Next, we l o o k a t e a c h star and determine with which locus point(s) it is associated. A star at positionr is associated with locus point p if it is between the plane (r (r p +r p+1 )=2) k p = 0 and the plane (r (r p 1 +r p )=2) k p = 0, and k(r r p ) x i k < d x i for all x i 2 f x; y; zg. In other words, a star is associated with a given locus point i f i t i s b e t w een two planes with normal vectors along the locus that intersect the midpoints between the given locus point and the two adjacent locus points, and if it is also closer to the locus point than the maximum distance parameters in each o f the coordinates. If the given locus point is the rst (or last) locus point, then the beginning (or end) endpoint is used instead of the midpoint b e t w een the current and previous (next) locus point. The reason that we do not dene a locus point's associated stars to be those stars that are closer to the locus point than they are to any other is that this denition does not result in a stable algorithm. Imagine we h a v e a straight and cylindrically symmetric stellar locus. If one of the locus points is slightly perturbed, its associated stars will lie inside a wedge shape in color-color-color space. The thick end of the wedge (where the majority of the stars are) is on the same side of the center of the locus as the perturbation, causing the locus point t o m o v e e v en farther from the center of the locus. Although our denition of the associated stars will tend to move the locus points towards the inside of the curves of the stellar locus, it is preferred over an unstable solution.
We dene a local coordinate system <î p ;ĵ p ;k p > around each locus point. Here,k p is the previously computed unit vector along the locus, and:
x +k 2 y : Note thatĵ p is always perpendicular to the third (ẑ) color coordinate axis. For each source s associated with a given locus point, we compute the vectord s = i sî + j sĵ + k sk which goes from that locus point to the source in color-color-color space. A method to determine the axes of the ellipse which more easily generalizes to higher dimension would be to dene the (l;m) coordinate system as the coordinate system which diagonalized the matrix of second moments. In this case, the eigenvectors of the second moment matrix dene the directions of thel;m vectors, and the sigmas are the square roots of the eigenvalues. This allows us to extend the algorithm to higher dimension by using the eigenvalues and eigenvectors of an (n 1) (n 1) matrix to determine the axes and widths of the (n 1)-dimensional ellipsoids associated with each locus point.
New locus points
For each set of two adjacent locus points in the current set, we decide whether to add a new locus point bisecting the line segment b e t w een them. A new point is added if the Euclidean { 8 { distance between the two locus points is larger than N spacing times the average of the major axis ts of those locus points. This feature of increasing the spacing of locus points where the locus is broad is a unique feature of this algorithm, and is one reason we a c hieved a stable t for the locus points.
Centroid of stellar locus
The next step is to move each locus point to the centroid of its associated stars. First, the associated stars for each locus point are calculated in exactly the same way as they were in x2.4.
Then, the position of the locus point i s m o v ed to the average position of all of these associated stars. From this point, we loop back to adding new locus points until we h a v e fullled all of the iterations of the algorithm.
When the Algorithm Finishes
After the last iteration, we recompute the quantities a p ; b p ; p ;andk p for each of the nal locus points. We also compute the coordinate along the locus for each of the locus points using:
Outlier rejection
In some cases, there are a signicant n umber of sources that are not part of the central distribution of stars. These could include variable stars, binaries, quasars, or reddened stars. Since we do not want these to pull the locus points away from the central distribution of stars, we implemented a separate routine that will recalculate the locus points rejecting outliers of the distribution. This routine iterates a specied number of times, each time rejecting outliers that are N reject sigma away from the center of the distribution.
First, a new centroid is calculated from the associated stars of each locus point. The associated stars are dened as above, with the additional constraint that l s < N reject a p , and m s < N reject b p . This criterion includes a rectangular area in the (l;m) plane. The unit vectors along the locus,k p , are recalculated using the new locus point centers.
Since the locus points have n o w m o v ed, we m ust re-determine the associated sources for each locus point, dened with outlier rejection. Using the new associated stars, the values of a p ; b p ;and p are calculated from the second moments as before. Since these sigmas were calculated without including the \outliers", they will be underestimates of the true sigmas of the distribution. We correct for the underestimate assuming that the underlying distribution is Gaussian. One can 2 dx:
Therefore, we estimate the true sigma by dividing the clipped sigma by the factor:
W e then go back to calculating new centers for the locus points using the new locus parameters, and complete the requested number of outlier rejection iterations.
Enhancements and Limitations of the Algorithm
To summarize, we h a v e created a set of ordered locus points together with the direction of the locus and an ellipse t to the cross section of the locus at each of these points. By parameterizing the stellar locus in this way, w e h a v e essentially performed a non-linear principal components analysis. Each star can be associated with its closest locus point, and assigned a value of l s ; m s ; and k s using the local (l;m;k) coordinate system as described in section 2.1. In sections 3 and
4 w e will demonstrate the advantages of this parameterization by using these coordinates to plot cross sections of the locus (m s vs. l s ) b e t w een specied values of k (along the locus), and histograms showing the stellar density along the locus. We can use the stellar density along the locus to set the blue endpoint of the locus (the locus generally cuts o more sharply on the blue end than on the red end), or to identify the 3D location of some other feature. Once the position of the locus can be associated with a set of points, one can easily determine an oset between the stellar loci of dierent data sets. The parameterization also allows us to select outliers (such as color selected QSOs) from the distribution in several ways. In section 4, we use the most straightforward approach: we c hoose as candidates any sources that are more than N select sigma events, where sigma is given by the major and minor axes of the ellipses associated with each locus point, and N select is a small number like 4. Alternatively, one can redistribute the locus points so that there are about N s sources associated with each locus point, and then rescale the major and minor axes of the ellipse ts at each of the new locus points so that x% of the associated stars will be contained within the t ellipse (here, N s and x% are input parameters). One could imagine selection schemes which make use of the density, as measured from a histogram along the locus, to change N select as a function of position along the locus. This would allow the use of the local density of sources as a cuto, going deeper into the stellar locus where there are fewer stars. Or, one could lower N select (k) along the locus to favor regions that are known to contain more QSOs (digging deeper at the blue end). { 1 0 { W e also have the option to include additional selection criteria. For example, one might nd that in addition to the t stellar locus, which includes the majority of Galactic stars, there is a locus of metal-poor blue stars or compact blue galaxies that can be easily excluded. Or one could exclude the red end of color space if no quasar has been found, or is expected to be found, in that region.
The algorithm as currently implemented has some limitations. For example, the current implementation of the algorithm will not work for a set of points that are arranged in the shape of a horseshoe. In order to keep the points on one extreme of the horseshoe from aecting the centroid of the other extreme of the horseshoe, the input parameters that control the maximum distance from the \stellar" locus that a \star" would be considered part of the \stellar" locus (d x ; d y ; d z ) m ust be set smaller than the distance between the two endpoints of the horseshoe distribution. However, the rst time the algorithm iterates, a locus point will be put exactly between the two endpoints of the distribution in such a position that it will have no associated \stars" at all. Depending on the exact situation, the algorithm may not converge properly. A simple solution is to specify more than two initial locus points, and not require that these points be at the same position as the endpoints. One can then space the points around the horseshoe closely enough to allow the algorithm to converge properly.
Although it is straightforward to generalize the algorithm to work in n-space, we h a v e coded only the n = 3 case. Coding the more general algorithm requires the ability to nd eigenvalues and eigenvectors of (n 1) (n 1) matrices, as mentioned in x2.4. Two dimensional data can be tted with the current implementation of the algorithm by using a xed constant for the third coordinate of all of the input data points.
It is not guaranteed in the current implementation of the parameterization that two points that are close in color-color-color space will be close in (l; m; k) space. It is also possible for two points in color-color-color space to be mapped into the same coordinate in (l; m; k) space. This is because the (l; m; k) coordinates are assigned based on the parameters associated with the closest locus point, which makes the mapping discontinuous. One could imagine using the locus points and their associated parameters to compute a smooth, continuous transformation from color-color-color space to (l; m; k) space, but this work has not been done.
Handling errors on individual data points
The most obvious unimplemented feature of our algorithm is the ability to recognize dierent errors for dierent data points. Ideally, one wants to give less weight to stellar sources with large magnitude errors when computing the positions of the locus points. Additionally, one wishes to eliminate as QSO candidates those sources that are far from the stellar locus only because their measurement error is large. As the algorithm currently stands, one will preferentially select as QSO candidates any objects with larger than average errors in their colors (since they will tend { 1 1 { to be outliers to the distribution), while missing some sources which are close to the stellar locus, but whose measurement errors are so small that their colors should be recognized as statistically separated from the stellar locus. Failing to account for these variable errors can result in spurious candidates at faint magnitudes (where magnitude errors are larger), and fewer candidates at brighter magnitudes (where magnitude errors are smaller).
Although it is possible to incorporate errors in the individual sources, it signicantly complicates the algorithm. The rst step is to choose a functional form for the underlying distribution of stars in the stellar locus. Previous searches for QSOs (with the notable exception of Gaidos, Magnier and Schechter 1993) , have assumed that the stellar locus had no width at all. Therefore, it was not dicult to conceptualize a \distance from the stellar locus" or an \error distance to the stellar locus." We demonstrate in x3 that the stellar locus is not innitesimally narrow. The cross sections that our algorithm measures along the locus are the result of both the intrinsic width of the stellar locus and the scatter produced by the magnitude errors in each measurement. To properly handle individual varying error measurements, one starts with a set of stellar sources with errors and produces from that the most likely distribution of \normal" stars. We assume that the stellar density when viewed in cross section at some point along the stellar locus is described by a t w o-dimensional Gaussian with arbitrary orientation. When choosing QSO candidates, one wishes to ask what the likelihood is that each source, with its individual errors, was drawn from the t distribution of stars.
To accomplish this requires modications at every stage in the algorithm. The stars associated with each locus point should be those which are closest in some \error distance" sense, instead of those that are closest in the Euclidean sense. Remember though, that we did not choose associated stars for each locus point e n tirely on their Euclidean distance because that did not lead to a stable solution. So, the procedure for choosing associated stars is complicated. When computing the ellipse ts at every locus point, the moments must be calculated as error-weighted moments. The criteria for adding new points between two existing locus points must be revisited in light of the fact that the size of the major axis no longer includes the typical errors in the data points. The centroids must be calculated with the new denition of associated stars, and also use the errors in each associated star to weight their contribution to the determination of the centroid. Outlier rejection must now use the likelihood that each source was drawn from our calculated underlying distribution rather than cutting out outliers based on their Euclidean distance from the stellar locus alone. Finally, the candidates must be chosen based on the likelihood that each source was drawn from the calculated distribution of normal stars.
Fortunately, good science can be accomplished without taking into account individual errors in each point. For instance, the locus t currently implemented is applicable to a common case in which the width of the stellar locus is primarily due to photometric errors, and the photometric errors are approximately the same for all input sources (or at least are a function only of the color of the source). If there are enough data points, they can be grouped by photometric errors (usually corresponding to magnitudes) and the locus can be t separately for each subset of the data with { 1 2 { similar errors. Or, the locus points can be t to the whole distribution, and the ellipses can be t separately for each subset of the data. Of course, the locus t without errors is also valid for the case that the locus can be approximated with an elliptical (or cylindrical) cross section, and the photometric errors are small.
For cases in which the intrinsic width of the stellar locus is comparable to the photometric errors, the ts are useful but more dicult to interpret; cases where the input sources have v ery dierent photometric errors will require extensions to this algorithm before good color selection of QSOs can be accomplished. We hope to address the inclusion of photometric errors more extensively in future work.
The Locus of 7 th Magnitude Stars
We illustrate the use of parameterizing the stellar locus by applying these algorithms to The Catalogue of WBVR Magnitudes of Northern Sky Bright Stars (Kornilov et al. 1991) . This catalog contains photometry for 13,586 stars, most with V < 7 : 2. Due to the bright apparent magnitude limit, the majority of the stars in the catalog are giants, particularly at the redder end of the locus.
We h a v e plotted a color-color diagram of the WBVR data in Figure 2 the maximum distance from a locus point that an associated star could lie. The factor which determines the locus point spacing was chosen to be N spacing = 3, and the algorithm was allowed to iterate 100 times. After the preliminary set of locus points was derived, outlier rejection was applied with a 2 sigma rejection radius (N reject = 2) and 10 iterations. Table 1 shows the parameters produced; the black dots in Figure 2 show the positions of the locus points with respect to the sources. Note that the t works well, despite the large degree of reddening in the data set.
In Figure 3 Figure 3 show the 3-sigma ellipse ts to the stellar locus cross sections. We notice from these plots that the major axes of the ellipse ts are much larger then the minor axes, and that the width of the stellar locus increases markedly for M stars. Also evident in the plots are a large number of sources outside the three sigma limits. Most of these sources are reddened stars from other parts of the stellar locus. For example, the sources on the right side of Figure 3a are reddened B stars. Figure 3b has reddened A and F stars on the right side, and reddened B stars on the left side. The only outliers that cannot be plausibly attributed to reddening are some of the M stars in Figure 3f . Many of these are variable stars or stars with unusual spectra. The smaller ellipses at the base of the reddening vectors in Figure 3 show the approximate 3-sigma photometric measurement errors as calculated above, but taking into account the dierent photometric errors as a function of B R, as tabulated in Kornilov et al.. Since correlation coecients were given only for adjacent lters, we used the simplifying assumption that the correlation coecients between dierent colors was zero for purposes of computing the error ellipses.
For convenience, the horizontal and vertical axes are labeled with thel, m unit vectors, respectively, and projections of the color axes (of length 0.1 mag) are shown. One can see the increasing errors, especially in W B, as the stars become redder. However, the widths (even in the thin direction) and orientation of the locus cross sections are not explained by the published catalog errors. One could imagine that there are unknown systematic errors in the catalog that would increase the errors by the factor of 2 or 3 required to explain the width in the thin direction. But whatever the cause of the thickness in the thin direction, one cannot attribute the width in the major axis direction or the broadening of the locus towards M stars to catalog errors.
One interesting feature of this data set is that there is no obvious separation of main sequence stars (medium line) and giants (dark line) in color-color-color space. To better understand this, we identied 3677 main sequence stars and 2871 giants in the data set. These are subsets of all { 1 4 { main sequence and giant stars in the catalog. Next, we computed the position of each data point in (l; m; k) space by comparing its position in color-color-color space with that of the closest locus point. Compared with the locus point, we know the data point's distance along the locus, distance along the thick direction of the locus, and distance along the thin direction of the locus. We compute each locus point's position along the locus by adding up the Euclidean distances between the locus points starting with the locus point in question and proceeding point b y point back t o the very rst locus point at the beginning of the distribution. Figure 4 presents a histogram showing the number of stars along the stellar locus as a function of position along the locus. Also shown are the distributions of main sequence stars and giants along the locus. The red end is predominately main sequence stars, and the blue end contains predominantly giants. In regions of the stellar locus which contain both main sequence and giant stars, we might expect to see some separation of the two distributions. Figure 5 shows histograms across the stellar locus for stars in Figure 3d , a fairly straight section of the stellar locus. The histograms are t to Gaussians of arbitrary height, but with centers given by the locus points and widths given by the ellipse ts. The bivariate Gaussian model for the density of stars in the locus cross section is a surprisingly good match to the data. As we previously mentioned, the sources in the tails of the histogram are mostly reddened stars, and were not used in determining the ellipse ts.
In Figure 5 , we h a v e also plotted the distributions of giants and main sequence stars. In these plots we see evidence for color separation of the main sequence and giant stars. In the direction of the minor axes, the center of the distribution of main sequence stars is displaced 0:008 0:001 magnitudes to the right of the distribution of giant stars. The giant stars are marginally (0:0015 0:0005 mag) displaced to the left of the distribution of all stars. In the direction of the major axis, the distribution of main sequence stars is consistent with the distribution of all stars.
The distribution of giant stars is displaced by ( 0 : 006 0:001 mag to the left of the other two distributions. This suggests a contribution to the stellar locus from at least one other population of stars. In both plots, the widths of the distributions of giant stars and main sequence stars is similar to the measured width of the distribution of all stars. The small separation between the locus of giant stars and main sequence stars in Figure 5 is not unexpected; the majority o f t h e color separation between luminosity class III and V stars with the same spectral type is along the locus (Mihalas and Binney 1981) .
The apparent i n trinsic width of the stellar locus seen in Figures 3 and 5 cannot be explained by reddening. The arrows in the lower left corners of the plots in Figure 3 show the projection of the reddening vector (of length 0.1 magnitudes) onto the plotted plane. Although the reddening vector is close to being in line with the major axis of the ellipse (except Figure 3c) , the length of the reddening vector does not correlate well with the width of the major axis, nor does it explain the Gaussian prole.
We can make a stronger case for ruling out reddening as a source of the observed width by { 1 5 { looking at the subset of the WBVR stars that have Galactic latitude jbj > 60 . Figure 6 shows the W-B and V-R colors of these 1218 stars. Notice that the large numbers of obviously reddened stars have disappeared. There are a few stragglers in a straight line from locus point 3 to locus point 9, and also above the locus of K stars. These probably represent the locus of supergiants. We t locus points to this high latitude stellar distribution using the input parameters r start = ( 0 : 7 ; 0 : 2 ; 0 : 2),r end = ( 1 : 6 ; 1 : 7 ; 2 : 3), d x = d y = d z = 0 : 4 magnitudes, N spacing = 4 , and iterating 100 times. Outlier rejection was applied with N reject = 2 and 10 iterations. Table   2 shows the parameters produced, and Figure 7 shows the cross sections through the locus. The cross section through B-A stars was not calculated since there were too few stars in this region to obtain an accurate t. Although we h a v e successfully removed the obviously reddened stars, the measured width of the stellar locus has narrowed only slightly. The smaller catalog of input sources has, however, increased the errors both in the t positions of the locus points and in the measurement of the major and minor axes at each point. At nearly every place along the locus, when viewed in three dimensions, the Galaxy's stellar color locus appears thin, nearly as thin as the measurement errors in one cross-sectional dimension, but it appears many times thicker in the perpendicular dimension. This feature gives a`ribbon-like' structure to the stellar locus when viewed in three dimensions. Since the ribbon twists along its length, one cannot see the attened structure in one two-dimensional projection; rather, one must project dierent points along the locus at dierent angles to the WBVR axes to see the full eect.
We believe that this`ribbon-like' structure to the stellar locus in the WBVR data set is a real eect, and have demonstrated that it is not due to measurement errors, reddening, mixtures of luminosity classes, or correlation between measurements in dierent lters. The high precision of the WBVR data allows one to see actual intrinsic width in the stellar color locus of our Galaxy. We believe that this is the rst time such a measurement has been presented. All previous plots of the stellar locus have either had photometric errors too high to see intrinsic width (Koo, Kron, and Cudworth 1986) or they have plotted the data in a coordinate system which hid the intrinsic width (Gaidos, Magnier and Schechter 1993) . Furthermore, stellar atmosphere models of stellar colors have concentrated on two-dimensional color-magnitude and color-color diagrams of the data (Bell and VandenBerg 1987) , and they also have not previously noted a`ribbon-like' structure. To see the intrinsic width of the locus, it is necessary to look at the data in more than two dimensions.
In the`thick' direction, the full width at half maximum of the locus appears to be 0.07 magnitudes (see Figure 5 ). Presumably this intrinsic width is due to a combination of metallicity, gravity, and age dierences between the stars. { 1 6 {
Color selection of QSOs
In order to demonstrate the algorithm's ability to select QSOs in multicolor space, we are grateful to have been permitted pre-publication access to UJFN photographic ( 0:1 mag) and spectroscopic data in four elds from Koo and Kron 1988 , Bershady et al. 1997 . We selected only point sources (objects with stellar PSFs on the photographic plates as described in Kron et al. 1991) with magnitudes measured in all four lters, and with 18:0 < J < 21:5. This selection resulted in 2604 point sources, of which 79 are conrmed QSOs as determined from broad emission lines in their spectra. An additional 257 objects have good spectra and are conrmed as stars, compact narrow emission line galaxies, or other non-quasar type objects. The objects have been studied for the last fteen years, and QSOs have been identied by v ariability and proper motion (Trevese et al. 1994 ) as well as from colors.
We t the stellar locus to this data set as before, using the input parameters r start = ( 0 : 2 ; 0 : 3 ; 0 : 2),r end = ( 2 : 0 ; 2 : 0 ; 2 : 8), N spacing = 3 , a n d N iter = 100. Here, we have identied (x; y; z) with (U J; J F;F N). The outlier rejection used N reject = 3 and 10 iterations. Table 3 shows the parameters produced. It is interesting to look for an intrinsic width to the stellar locus in this data set of faint point sources. The locus cross section at locus points 1-6 is roughly circularly symmetric (compare a p ; b p in Table 3) , with widths that are consistent with the photometric errors of the catalog, and are larger than the measured intrinsic width of the locus of 7 th magnitude stars. If there is a contribution to the measured cross section due to an intrinsic width of the stellar locus, it would require a more detailed analysis of this data set than we h a v e attempted. One might be tempted to attribute the broadening of the stellar locus around points 7-10 to an intrinsic width. However, note that the major axis at the red end of the locus in is aligned almost exactly along the U J color axis. Using the parameters in Table 3 and the equations in x2.4, we nd that the dot product of the major axis with the U J color axis,l x, is 0.97. Since we selected the objects based on a magnitude limit in the J band, it should be expected that the redder objects are systematically fainter in U, and therefore have greater errors.
Once the locus has been parameterized, it is simple to make a rst order QSO selection. For each source, we identied the closest locus point; if the source was outside the N select = 4 sigma ellipse associated with that point, it was counted as a QSO candidate. Any source past the blue endpoint of the locus ((r r start ) k 1 = 0 ) w as also agged as a candidate. Sources past the red endpoint of the locus were compared with the ellipse associated with the reddest locus point t o determine whether or not they were candidates. This process produced 184 candidates, of which 75 are conrmed QSOs and 24 are conrmed to be non-QSOs, with the remaining 85 candidates having no conrming spectra. Four conrmed QSOs were not selected as QSO candidates by this algorithm. The results of the selection are shown in Figure 8 . Though Figure 8 plots only a two-dimensional projection (U F vs. F N) of the three-dimensional color space available, the selection of QSO candidates was done in three-space. Several candidate objects appear to be well { 1 7 { inside the stellar locus as projected in Figure 8 . Yet, when viewed in three-space from a dierent direction, these objects are outside of the locus. The fact that some of these objects are conrmed QSOs demonstrates the usefulness of a multicolor selection algorithm which is able to look at more than two dimensions simultaneously. We n o w examine completeness estimates for this algorithm. Completeness is dened to be the ratio of number of QSOs in the candidate sample to the total number of QSOs in the parent sample. A precise determination of completeness is dicult since it would require a spectrum of every object in a given eld to a xed magnitude limit. If the good spectra obtained in this sample were a fair subset of the data, then we w ould obtain a completeness of 75=79 = 95%. However, there is reason to believe that this calculation overestimates the completeness. Majewski et al. 1991 have done a more careful study of sample completeness, including a study of the variability and proper motion of all of the sample point sources. From their results, they estimate that there are 70 QSOs to J = 2 2 : 5 in the eld SA57, which comprises one quarter of our data set. Of these, they estimate that 16, or 23%, are buried in the stellar locus, as they are not found by the color selection methods in Koo, Kron, and Cudworth 1986 . Although we do not have the same color selection method or magnitude limit, it is likely that 5% is an underestimate of the fraction of QSOs that are buried in the locus of stars due to incompleteness in the spectroscopic sampling. The spectroscopic sample is probably less complete in the denser part of the stellar locus.
Selection eciency, dened as the percentage of candidates selected by an algorithm which are actually QSOs, is easier to estimate reliably. Based on objects which h a v e spectroscopic conrmations, our QSO selection eciency is 75/(75+24) = 76%. Since 85 of our candidates have not been conrmed spectroscopically, w e place upper and lower bounds on the eciency of the algorithm at (75+85)/(24+85+75) = 87% and 75/(24+85+75) = 41%. Although the spectroscopic sample is probably not a fair sample for purposes of measuring completeness, it is less strongly biased for color selected QSOs. Therefore, 76% eciency is a reasonable estimate for the performance of the algorithm on similar photometric catalogs. Note that the eciency will change with sample depth and photometric accuracy.
In order to improve eciency (at the expense of completeness), one may c hange the threshold, N select , which controls how far an object must be from the center of the stellar locus to be considered a candidate. Table 4 shows the results of varying this threshold from one to many sigma. Note that varying the cuto threshold does not aect the eciency for nding the lower redshift, bluer QSOs (which w e call UVx QSOs). Therefore, we h a v e included separate completeness gures for non-UVx QSOs in Table 4 as well. We dene non-UVx QSO as one with colors that do not all lie blue-ward of the blue end clump in the stellar locus as seen in Figure 1 .
We c hose N select = 4 as the best compromise between completeness and eciency for this sample.
Although this threshold was chosen a p osteriori, w e believe the results will not be much dierent even if the QSOs were not identied a priori; the eciency and completeness are not a strong function of N select . { 1 8 { T able 5 shows the magnitude distribution for the 99 point-source objects with conrming spectra which w ere selected as QSO candidates by this algorithm. The sources are divided into stars, narrow emission line galaxies (NELGs), and QSOs. Note that the eciency is relatively independent of magnitude for this data set. If the selection were strongly aected by the random errors in the magnitudes for each point, we w ould expect to pick u p m a n y more stars at fainter magnitudes than at brighter magnitudes. Since this is not the case, we m ust assume that the non-QSO candidates are due to systematic errors, local errors in the magnitudes (eg. plate defects), or authentically unusual colors of the objects. Therefore, it would not improve the results for this case to break the sample up into magnitude bins.
Comparison with Other Multicolor Selection Techniques
It is dicult to compare completeness and eciency with other algorithms since the target selection goals and sample data vary widely. W e h a v e c hosen to compare the results of our algorithm with the results from three other papers, all of which used at least four lters to select QSOs by color.
We rst compare our results with those of Gaidos, Magnier and Schechter 1993. Their color selection technique is similar to ours in that they generate a set of locus points by iteratively moving them to the centroid of a local set of sources. Then, they select candidates based on a measure of the distance from the calculated locus points. Our method for generating the locus points is dierent in that it uses fewer locus points which are spaced according to the local width of the stellar locus, and denes associated stars between parallel planes. Both innovations tend to stabilize the nal positions of the locus points (particularly at the wide, red end of the stellar locus). We also measure an elliptical t to the locus cross section as a function of position along the locus, where Gaidos, Magnier and Schechter 1993 measured only one circular t to the cross section. However, Gaidos, Magnier and Schechter 1993 did measure the error weighted distance from the stellar locus for each source when determining the locus points and when selecting candidates. For the case that the errors are much larger than the intrinsic width of the locus, this method will eectively eliminate stars that are in a volume of elliptical cross section, and the cross section will vary as a function of position along the locus. It will in fact do slightly better than our algorithm since the errors are treated individually for each source rather than as a bulk property of the data set. Currently, the only way to accommodate a signicant v ariation of errors in each data point in our algorithm is to divide the data set up by its photometric errors, as described in section 2.10, and select QSOs from each subset individually. The eciency of the Gaidos, Magnier and Schechter 1993 algorithm is quoted at 80%, based on BVRI multicolor selection. However, they have not obtained conrming spectra for their data so their eciency is only an estimate.
One of the largest advantages our algorithm has over that of Gaidos, Magnier and Schechter 1993 is our ability to study the locus in cross section and along its length. This makes it easier for us to measure the stellar locus intrinsic width, and to study data sets that are not dominated by { 1 9 { measurement error. Gaidos, Magnier and Schechter 1993 were forced to resort to a Monte Carlo simulation to study the structure of the stellar locus in their data. The cross section projections of Fig. 5 in Gaidos, Magnier and Schechter 1993 are not exactly perpendicular to the locus direction as noted in their text, and thus their apparent ellipses are an artifact of a projection (Gaidos 1997) . However, these authors, even with a data set with errors of about 0.1 mag, were able to place an upper limit on the intrinsic width of the stellar locus of 0.1 mag. Their adopted intrinsic width, 0.075 mag, is surprisingly close to the width we determined from the locus of 7 th magnitude stars in x3.
Next, we compare the performance of our algorithm with that of Kron et al. 1991 , Bershady 1996 . We used a subset of the same catalog they used to test their algorithm. Like our case, the algorithm described in their paper was not the one used to select the candidates for follow-up spectra, and they quote eciency and completeness from an algorithm whose input parameters were determined a p osteriori. Their locus points are also generated somewhat dierently. First, a locus point is placed in the position of each stellar source. Locus points that are in the lowest density o f m ulticolor space are removed so that they do not disrupt the convergence of the locus points to the center of the stellar locus. Then, the locus points are iteratively moved in (U J; J F;F N) space to the centroid of the local set of locus points. This has the disadvantage that locus points tend to be pulled out of regions of lower stellar density, which can create a blue clump and a red clump of locus points. The locus points must be re-ordered so that the tangent to the curve d o wn the center of the stellar locus can be calculated. Candidates were chosen as those points which exceeded thresholds in the 5 th nearest neighbor distance as well as error weighted distance from the locus. Note that in this algorithm, the threshold for distance from the locus is adjusted for width variations along the locus only if they are due to photometric errors; the selection does not account for any i n trinsic spread in the locus. The red (M-dwarf) end (J F > 1 and F N > 1) of the locus was excluded. Kron et al. 1991 obtained 89% completeness and 69% eciency for their sample of 130 spectroscopically conrmed QSOs. These numbers were calculated in exactly the same way w e calculated our 95% completeness and 76% eciency. The same caveats for our calculation of the eciency, and especially the completeness, also apply to these numbers. The comparison is not as meaningful as one would have hoped to obtain for two reasons. First, the source catalogs used in these two cases were not exactly the same. They used magnitude cut-os one magnitude fainter than ours (J < 22.5 and F < 21.5), and also excluded objects at the red end of color space, with J F > 1 and F N > 1. Second, the spectroscopic sample is not complete enough, and therefore the results are not accurate enough, to make detailed comparisons. Their results and ours are the same within the accuracy of this test.
Last, we compare our results with those of Warren et al. 1991a, and Warren et al. 1991b . The essential features of this algorithm, which uses 10 th nearest neighbor criterion for selecting QSOs, were discussed in x1. Their data has photometry in six optical lters, and is complete for 16 < m or < 20. In addition to the density criterion in six-dimensional magnitude space, they exclude UVx sources (although their criteria are somewhat dierent than ours) in order to focus on high-redshift QSOs. They also exclude sources on the red end of the stellar locus. Of the 19 previously discovered QSOs with z 2:2 in their data set, they found 15, yielding a completeness of 79%. However, the completeness drops precipitously for objects with m or > 18:5, since their algorithm preferentially selects brighter objects. The best characterization of their eciency is 43% for QSOs with z 2:2. Since these results do not include UVx QSOs, we should compare with our results for non-UVx candidates. From Table 4 , we nd 75 66 = 9 non-UVx QSOs and 24 14 = 10 non-UVx non-QSOs in a sample with 79 66 = 13 known QSOs. This gives us a completeness of 9=13 = 69% and an eciency of 9=19 = 47%. Again, their results are comparable to the results obtained by our algorithm.
Discussion and Results
We h a v e presented an algorithm that successfully selects QSOs from multicolor photometric data. We h a v e seen that it is also useful for studying the structure of the stellar locus, given a data set with high photometric accuracy. The algorithm has also been used to study the photometric errors in stellar data sets. By tting the locus points separately to subsets of a data set and comparing the results, it is possible to detect calibration errors or real dierences in the position of the locus from place to place in the sky or for dierent magnitude ranges.
The main result of this work is the formal denition of an ecient and exible algorithm for parameterizing a locus in n-dimensional space. When applied to a catalog of Galactic stars with precise photometry, it produced the quantitative result, directly apparent from examining column 9 o f T able 1, that the stellar locus for V < 7 : 2 stars has an intrinsic width of FWHM 0:07 magnitudes along much of its length in WBVR space. The width is signcantly larger at the red end of the locus. We h a v e shown that the width is not due to photometric errors, reddening, or dierences in luminosity class. When used to assist in multicolor selection of QSOs, the algorithm parameterizes Galactic stars so they can be removed from consideration. The algorithm allows any spread in the locus to be taken into consideration in a systematic fashion, so that, for instance, the threshold for outlier detection is further from the locus at the red M-dwarf end of the locus than at the blue end. As applied to a sample of four color data, the algorithm selects 95% of the spectroscopically conrmed QSOs with an eciency of approximately 76%. Accurate comparisons of the results of our algorithm with others would require running all algorithms on the same, very completely studied, set of input data. The comparisons we w ere able to do show that the results of our algorithm are at least as good as those of other multicolor selection techniques. Our results were obtained with few adjustable parameters, a more simply dened algorithm, and no special renements.
The algorithm is quite general; it does not currently assume anything about the data set other than that it contains points which are distributed in a more or less one-dimensional subset of { 2 1 { n -dimensional space. As written, the algorithm could digest weather data as easily as astronomical data. The data can then be transformed into a coordinate system that includes distance along the ridge and distance along the principal axes, where the directions of the principal axes can rotate around the ridge-line from one point on the ridge to the next. As we h a v e shown, this new coordinate system can allow us to view the data in physically important w a ys.
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T able 2. Parameterization of the locus of WBVR stars at high galactic latitude For purposes of tting locus points, the positions of the endpoints need not be very accurate. During the rst iteration, a new locus point is added at the midpoint b e t w een the rst two locus points, the ellipse ts are calculated, and then the three locus points are moved to the centroids of their associated stars. Since the ellipse ts were calculated before the locus points were moved, the calculated ellipse widths are large. Therefore, on the second iteration the locus points are closer together than 3 times the larger sigmas of the ellipses, so no new locus points are added. The sigmas are now re-calculated, and the three locus points are again moved to the centroid of their associated stars. Note that the set of associated stars for each point in the second iteration is dierent from the set of associated stars in the rst iteration. During each iteration up to iteration 100, the same three steps: add points, calculate sigmas, move points -are repeated. The last plot shows the positions of the locus points after sigma rejection has been run. Because the outliers of this distribution are fairly symmetric, the locus points hardly moved. However, outlier rejection decreased the size of the major axes of the ellipse ts at each locus point b y 17% on average. We show the catalog stars, color coded by spectroscopic type. Due to the bright apparent magnitude limit of the catalog (about 7 th magnitude), the majority of the stars are giants, including almost all of the stars on the red end of the locus. Also shown are 28 locus points that were t to the stellar locus. Redder stars were plotted over the bluer stars, obscuring some of the bluer stars. In particular, G stars run from about point 8 to point 15. Reddening, particularly of hotter, bluer stars is immediately apparent as a smearing out of the data towards the upper right with a slope of 0.9. Figure 2 for the positions of the locus points. Each cross section includes the 3 ellipse t, a smaller ellipse showing the estimated 3 measurement errors in each point, the projected directions of the three color axes, and the projection of the reddening vector as determined from the locus of O stars. By construction, the t locus points go through (0,0) on each plot, and the major axis of the ellipse t is along the x-axis. Figure 3d shows the cross section of the locus of 7 th magnitude stars between locus points 12 and 16 (G and K stars). We show t w o separate plots through that cross section -one along the minor axis of the t ellipse, and one along the major axis of the t ellipse. The three histograms in each plot show all stars (light line), giant { 3 0 { stars (medium line), and main sequence stars (dark line). Again, the sets of giant stars and main sequence stars are not complete. Also shown is a Gaussian centered at zero with sigma given by the algorithm's t to the width of the locus. The amplitude of the Gaussian was adjusted to t the histogram. The stellar density of the locus cross sections in color-color-color space are fairly good ts to a Gaussian, but with larger tails. Most of the stars in the tails are probably reddened stars. Table 2 . Figure 6 . The cross sections are from similar, but not identical, places to the cross sections in Figure 3 . The cross section through the B-A stars was omitted since there were not enough high latitude stars in that region to make an accurate t. plates. High quality spectra have been obtained for 336 of these sources, including over half of our candidate QSOs. The sources for which high quality spectra have not been obtained are shown as dots; broad line emission sources (QSOs) have been plotted as lled squares; and sources without broad-line emission have been plotted as asterisks. The large lled circles show the positions of the locus points that have been t to the locus of stars. We selected as candidate QSOs (open circles) those objects that were outside of a four sigma ellipse t to the cross section of the stellar locus at each locus point. Of the 184 candidates we selected, 75 of the sources are known QSOs, 24 are known to be stars or narrow emission line galaxies, and 85 are spectroscopically unidentied.
