The problem of exploration in unknown environments continues to pose a challenge for reinforcement learning algorithms, as interactions with the environment are usually expensive or limited. The technique of setting subgoals with an intrinsic shaped reward allows for the use of supplemental feedback to aid an agent in environment with sparse and delayed rewards. In fact, it can be an effective tool in directing the exploration behavior of the agent toward useful parts of the state space. In this paper, we consider problems where an agent faces an unknown task in the future and is given prior opportunities to "practice" on related tasks where the interactions are still expensive. We propose a one-step Bayes-optimal algorithm for selecting subgoal designs, along with the number of episodes and the episode length, to efficiently maximize the expected performance of an agent. We demonstrate its excellent performance on a variety of tasks and also prove an asymptotic optimality guarantee.
Introduction
We study the problem of exploration in reinforcement learning (RL), where agents face the often expensive problem of exploring various regions of the state space in order to find a reasonable operating policy for the Markov decision process (MDP). In this paper, we examine the issue of exploration through a new lens, by focusing on problems with the following unique features: (1) there exists a distribution of possible environments (or tasks) that are related through common state and action spaces; (2) the agent must attain a sparse and delayed reward, such as reaching a goal; and finally, (3) interactions with the environment(s) are limited or expensive, in both training and testing. More specifically, we assume that there is a training phase, where the agent is given a fixed number of opportunities to train in randomly drawn environments (henceforth, we refer to these as 1 arXiv:1910.09143v1 [math.OC] 21 Oct 2019 training environments), with the caveat that each interaction with the training environment incurs a cost. After these opportunities are exhausted, the agent enters a random test environment and must learn a policy given only a limited number of interactions. The idea is that the agent can learn an exploration strategy that works well on average, across the distribution of test environments, by practicing in related settings. Features (2) and (3) comprise of the standard motivation for finding an effective exploration strategy that can direct the agent to take actions towards valuable states.
The motivation for this problem class comes from a need to apply RL algorithms in real-world settings where fast and cheap interactions with the environment are not available and only a limited number of environments (or experiments) can be tried. The examples below illustrate two potential application domains of this problem setting.
1. Autonomous robotic systems have long been used to explore unknown or dangerous terrains, including meteorite search in Antarctica (Apostolopoulos et al., 2001) , exploration of abandoned mines Thrun et al., 2004) , and navigation of terrains on Mars (Matthies et al., 1995) . Offline policies are the norm in these situations, but it may be beneficial to introduce agents that execute an offline-learned exploration policy to guide the learning of an online policy that can better tailor to the details of the test environment. Matthies et al. (1995) describe the design of a rover for the Mars Pathfinder mission, where one of the main tasks is navigating the rover in a rocky terrain and reach a goal. To train for the eventual mission, the engineers utilized an "indoor arena" filled with specially selected rocks to act as obstacles, with sizes drawn from estimated distributions matching that of Martian terrains.
Like our proposed framework, both the training and test environments are costly and the training environments are approximations of the eventual test environment, Mars.
The proposed algorithm is given and discussed in Section 4. In Section 5, we conduct numerical experiments to show the effectiveness of the approach.
2 Related Work RL has recently been tremendously successful in complex sequential decision-making problems, with applications in games (Mnih et al., 2013; Silver et al., 2017) , robotics (Rusu et al., 2016; Mordatch et al., 2016; Hanna and Stone, 2017) , healthcare (Moodie et al., 2012; Prasad et al., 2017) and many other areas (Yu et al., 2015; Bojarski et al., 2016) . State-of-art algorithms (e.g. Grondman et al. (2012) ; Mnih et al. (2013) ; Guo et al. (2014) ) inherently require a large number of observations from the environment and converge slowly in complex problems. Moreover, the problem of exploration in unknown environments continues to pose a challenge for many RL algorithms (Osband et al., 2013 (Osband et al., , 2014 (Osband et al., , 2016 Fortunato et al., 2017) .
Naive exploration strategies such as -greedy can lead to exponentially large data requirements.
Many algorithms employ optimism approaches (Kearns and Singh, 2002; Stadie et al., 2015; Bellemare et al., 2016; Tang et al., 2017) and value-related methods (Osband et al., 2014; Russo and Van Roy, 2014; Morere and Ramos, 2018) to guide exploration. In the optimism approaches, Tang et al. (2017) assign an optimistic bonus to poorly-understood states and actions. Bellemare et al. (2016) ; Ostrovski et al. (2017) parametrize density estimates for state visits and utilize pseudocounts. Stadie et al. (2015) ; Oh et al. (2015) learn the dynamics and choose action that leads to states that are poorly-explored or most dissimilar to recent states. Russo and Van Roy (2014) ; focus on posterior sampling. In the value-related methods, Osband et al. (2014 leverage values by randomizing value functions. Osband et al. (2016) models the Q-value distribution via the bootstrap. Morere and Ramos (2018) use the uncertainty of Q values to direct exploration. Fortunato et al. (2017) adds parametric noise to the weights of neural networks.
The implementation of intrinsic reward (also called intrinsic motivation) is inspired by the response of dopamine neurons to sensory stimuli (Schultz, 1998; Redgrave and Gurney, 2006) , and by psychology research (Harlow, 1950; Harter, 1981) . Intrinsic reward helps robots learn increasingly complex behavior in a self-motivated way. There are many different sources of intrinsic reward, including novelty (Huang and Weng, 2002) , learning progress (Kaplan and Oudeyer, 2004) , curiosity (Pathak et al., 2017; Burda et al., 2018) , and surprise (Achiam and Sastry, 2017) . Sorg et al. (2010) ; Guo et al. (2016) treat the intrinsic reward as parameters that influence the outcome of the planning process and train it via gradient ascent. Sorg et al. (2011) uses intrinsic reward as an alternative to the leaf-evaluation heuristic approach and extends Policy Gradient for Reward Design (PGRD) to learn the optimal reward. Zheng et al. (2018) designs an algorithm to learn the intrinsic rewards for policy-gradient based learning agents. Potential-based reward shaping (PBRS) (Ng et al., 1999) provides a way to modify the reward function that simultaneously maintains the optimal policy and potentially accelerates learning. PBRS has been used in a wide range of areas, including driving a bicycle (Randløv and Alstrøm, 1998), robotic training (Tenorio-Gonzalez et al., 2010) , and video game artificial intelligence (Lample and Chaplot, 2017; Jiang et al., 2018) . The agent's performance is highly dependent on an informative reward signal (Ng et al., 1999) ; however, manual reward shaping can be a labor-intensive process that often requires a deep domain expertise.
To overcome the variation of the environment in real-world application, RL researchers are recently interested in leveraging the experience accumulated from previous tasks to improve the agent's performance in a new task, including continual learning, transfer learning and meta learning.
The idea has been realized by hierarchically learning from an easy task to a complicated task (Ring, 1994) , learning the relationship among the MDPs (Wilson et al., 2007) , initializing the parameters of the new task by using the information from previous tasks (Tanaka and Yamamura, 1997; Konidaris and Barto, 2006) , probabilistic policy reuse (Fernández and Veloso, 2013) , learning a parametrized policy that generalizes across tasks (Deisenroth et al., 2014) , hierarchically structured policies (Frans et al., 2017) , multi-task policy gradient method (Ammar et al., 2014) , utilizing goal-conditioned value function (Mankowitz et al., 2018) , distinguishing the important parameters to previous tasks (Vuorio et al., 2018) , and learning exploration strategies from prior experience by gradient-based method (Gupta et al., 2018) . We specify that the main novel focus of our paper is the sampleefficiency; for example, we explicitly account for training cost by building a surrogate model of the entire training curve.
Our approach of designing subgoals follows the Bayesian optimization (BO) paradigm that has recently emerged as powerful technique for the optimization of black-box functions, in particular for tuning ML models and design of experiments (Brochu et al., 2010; Snoek et al., 2012; Herbol et al., 2018; Frazier, 2018) . BO has recently been shown to be effective for optimizing in highdimensional spaces (Hernández-Lobato et al., 2017; Wang et al., 2018; Nayebi et al., 2019) . Our work bears resemblance and generalizes methods for network architecture search and optimization with multiple information sources (Swersky et al., 2013 (Swersky et al., , 2014 Feurer et al., 2015; Domhan et al., 2015; Li et al., 2017; Klein et al., 2016; Poloczek et al., 2017) . Their work differs in that they may observe directly the whole curve of the loss during training, whereas our setting only allows to observe the score of the policy after the underlying exploration process has completed (as motivated by the real-world applications described above).
Problem Formulation
Let ξ ∈ Ξ be a random variable that parameterizes the set of possible environments. Each environment is modeled by an MDP denoted by the tuple S, A, g ξ , R ξ , γ , where S and A are the state and action spaces, g ξ : S × A × W → S is a transition function, W is the outcome space associated with a noise distribution w, R ξ : S × A × S → R is the reward function and γ ∈ (0, 1)
is the discount factor. Our model assumes common state and action spaces across the distribution of MDPs (i.e., independent of ξ), while the reward and transition functions vary with ξ. Given S and A, a policy is a mapping such that π(· | s) is a distribution over A for any state s ∈ S. For any MDP S, A, g ξ , R ξ , γ , define the value function of policy π at any state s as
where s is the initial state, a t ∼ π(·|s t ), and E is over noise w and stochastic policy π. The optimal value and policy is V *
We allow for Ξ to be an arbitrary set, so our model handles the case where there are an infinite number of possible environments. We also do not make any assumptions on the distribution of ξ, and in particular it is not assumed to be known. We refer to the sequence of training environments encountered by the agent simply by the realizations of the parameter ξ, denoted by ξ 1 , ξ 2 , . . . , ξ N ,
where N is the total number of practice opportunities given to the agent.
Subgoals with Intrinsic Reward Shaping
The reward function R ξ is called the extrinsic reward given to the agent by the environmentthis is the quantity that we aim to maximize in a cumulative fashion. However, it is often the case that these rewards are sparse and delayed, and therefore produce little to no learning signal for the agent. For example, in the case of searching for a goal, most states are associated with zero reward, while only the goal state(s) contain positive reward. For this reason, the agent essentially must perform random exploration and does not start learning until the first time it wanders to the goal.
The time it takes to find the goal under a random exploration strategy, such as -greedy, could be prohibitively long.
We propose to use subgoals with intrinsic reward shaping (details below) to provide an artificial reward signal for the agent, that if properly designed, can direct the agent to explore useful parts of the state space. In other words, it is difficult to learn an optimal policy π * ξ using a small number of interactions; instead, we aim to learn another policy, augmented by intrinsic subgoals and rewards, that can achieve performance similar to V * ξ . To illustrate, consider a distribution of maze environments, where the location of a door is uncertain but likely to be on the right half of the room; here, a useful subgoal would be to move the agent towards the right so that it is likely to be in the vicinity of the door across many different realizations of the environment ξ. This makes it easier for the RL algorithm and its simple exploration policy (e.g., -greedy) to discover the precise location of the door.
Let k be the number of subgoals and θ ∈ Θ represent a parameterization. Then, a subgoal design can be described via
where for j = 1, 2, . . . , k, S θj ⊆ S is a subset of the state space representing the states associated with subgoal j (i.e., if the agent lands in some state in S θj , then subgoal j is considered "completed").
R θj is a potential-based reward shaping function for subgoal j; see Ng et al. (1999) for additional details regarding PBRS, which we have adapted for the subgoal case. Concretely, R θj (s, s ) =
where Φ θj is a potential function over S such that states in S θj have the highest potential. This means that the change in potential motivates the agent to move towards subgoal j.
Each choice of shaped subgoals θ introduces an auxiliary state i ∈ I k := {0, 1, . . . , k}, where i simply represents the number of subgoals reached by the agent so far. Initially, we have i 0 = 0. The state of the new system is (s, i) ∈ S × I k and the transitions are s = g ξ (s, a, w) and
where we take S k+1 = ∅. This means the auxiliary state i is updated to i + 1 whenever s reaches the next subgoal. When the auxiliary state is i, the only intrinsic reward is R θ,i+1 (s, s ), and we take R θ,k+1 ≡ 0 (i.e., there is no additional intrinsic reward after reaching the kth subgoal).
Intuitively, we can imagine that a different shaped intrinsic reward function appears as we complete each subgoal; this reward function directs the agent toward the next subgoal. Let R θ (s, i, s ) = R θ,i+1 (s, s ) denote the additional intrinsic reward supplemented to the agent by subgoal parameter θ. Our augmented MDP has reward function
and we define the value function for the new MDP as
where, with a slight abuse/reuse of notation, π is a policy acting on the new state space S × I θ .
To illustrate how the subgoals work, we consider a domain as in Figure 1a . It is a 10 × 10 gridworld with a wall (the gray area) and a closed door (at the right-hand-side of the wall). The agent starts from the lower-left blue-shaded grid and may in each step choose an action from the action space consisting of the four compass directions. The goal is to reach the upper left red-shaded squares to collect a reward of one. To move through the door, a key with size 2 × 2 located in the light yellow area must be collected by the agent. A subgoal design example with k = 3 is shown in Figure 1b , where the circle, the triangle, and the cross represent the first, the second, and the third subgoal respectively. The initial auxiliary state is i = 0, and the only intrinsic reward is provided by the circle subgoal ( Figure 1c ). The form of the intrinsic reward, R θj (s, s ) = γΦ θj (s ) − Φ θj (s), Roughly speaking, our goal is to find a set of parameters θ that can incentivize the agent to intelligently explore environments drawn from the distribution of ξ. The hope is that at test time, the agent is able to quickly learn a good policy after observing only a small number of samples from the test environment.
Optimizing Subgoals for Exploration
The problem of selecting subgoals depends on the agent's learning algorithm, which could in principle be any RL algorithm. In the numerical results of Section 5, our agent learns via Q-learning (Watkins and Dayan, 1992) . However, for the time being, we do not place any restrictions on the RL algorithm (besides assuming that it is fixed throughout the training and test environments) and simply define π τ ξ,θ to be the policy, with state space S × I θ , attained after the agent learns for τ interactions in environment ξ augmented by shaped subgoals θ. Thus, the RL algorithm is optimizing the objective V π ξ,θ , as defined in (3). Note that π τ ξ,θ is in general a random quantity depending on both the interactions with the environment and any inherent stochasticity in the learning algorithm (e.g., the original -greedy exploration used in Q-learning).
However, our original objective V π ξ does not include the subgoal rewards. To bridge the gap, we defineṼ
as the value function associated with an augmented policy π(· | s, i) that only incurs extrinsic rewards. Let τ max be the number of interactions available in test environment. Combining all of the pieces, we have the following optimization problem
Here the expectation is taken over the environment ξ and the stochasticity of the learning algorithm π τmax ξ,θ . The interpretation of the objective is: we are looking for a subgoal design θ that incentivizes the agent to explore random environments ξ in a way that maximizes the expected performance of a policy learned by the fixed RL algorithm in τ max interactions. Finally, to reduce the variance of performance observations, we may average the observed cumulative reward over q i.i.d. replications
(1 ≤ q ≤ q max ), for a total of τ max · q interactions.
The Sequential Optimization Setup
As discussed previously, we do not assume the ability to compute the expectation in E Ṽ ξ (π τ ξ,θ ) and
can only observe the performance of policies in a sequence of environment realizations ξ 1 , ξ 2 , . . . , ξ N .
Let us now move on to discuss the costly training aspect of the model, where every interaction with training environments incurs a cost, e.g., time, labor, or equipment. Therefore, three decisions are made at the beginning of training opportunity n ∈ {1, 2, . . . , N }: a choice of subgoal design θ n , the maximum episode length τ n , and the number q n of training episodes to use for this particular θ n .
Thus, the agent interacts τ n q n times with the environments. The idea is that the performance of the policy trained using shorter episode than τ max could be informative of the performance of the Let T and Q be the set of possible values of τ and q respectively under consideration, and let
where ε n is a standard normal random variable that captures the sampling noise due to ξ n , the noise in π τ n ξ,θ n due to a sample run of the RL algorithm, and the evaluation noise due to an inability to exactly computeṼ ξ (even when the environment ξ is fixed). Note that the observations of the q n replications are averaged in iteration n, thereby reducing the observational noise ε n (q n ). After training opportunity N , we reach the implementation phase and output a subgoal design θ N +1 that is used on the test MDP ξ N +1 with an agent that has a budget of τ max interactions in each episode to spend in the test environment. The cost incurred is the total number of interactions used in training: N n=1 τ n q n .
The BESD Algorithm
Our Bayesian approach for designing subgoals consists of two components: a tailored probabilistic model and an algorithm for selecting the next subgoal and interaction budget to observe. The budget is split between the number of steps that the underlying RL policy is run (more may increase the chance of collecting a reward) and the number of replications (more reduce the observational noise).
We call the overall approach Bayesian exploratory subgoal design (BESD). For the remainder of the paper, through a slight abuse of notation, we assume that the subgoal design parameter θ described in (2) can be written as a vector in R d .
The Model
We want to learn the value of subgoals for a "typical" MDP sampled from the unknown distribution of ξ. We model the expected performance of the underlying RL policy when executed with subgoals θ for τ ∈ N interactions by the latent function u. The expectation is taken over ξ and the randomness introduced by the underlying policy. We suppose observations y(θ, τ ) ∼ N (g(θ, τ ), λ(θ, τ )) when evaluating subgoals θ for τ steps, where λ gives the variance in the observations due to the randomness in ξ and the underlying policy. Note that these observations are i.i.d., since a new MDP is sampled in each iteration. We suppose that the function λ is finite and known, although in practice it is learned from data, e.g., via a maximum likelihood estimate (MLE) or via Gaussian process (GP) regression.
We propose a generative model that gives a GP prior f on the latent function u with mean function µ : Θ × T → R and covariance function k : Z × Z → R + . More precisely, we set µ to the mean of an initial set of samples and use a multidimensional product kernel k((θ, τ ), (θ , τ )) =
We observe that the covariance under k is large only if the covariance is large under both k θ and k τ . Note that kernels are closed under multiplication, and since we have a GP prior and a Gaussian sampling distribution, we may use standard GP machinery to analytically compute the posterior distribution conditioned on the history after n steps:
H n = (θ 1 , τ 1 , q 1 , y 1 , θ 2 , τ 2 , q 2 , y 2 , . . . , θ n , τ n , q n , y n ).
See Rasmussen and Williams (2006, Ch. 2. 2) for details.
Bayesian Exploratory Subgoal Design
Suppose the training budget is used up after N steps. Then the optimal risk-neutral decision is to use subgoals on the test MDP ξ N +1 that have maximum expected score under the posterior. The expected score of this choice is µ * N where µ * n := max θ µ n (θ , τ max ),
Here E n is the conditional expectation with respect to the history H n . Note that although we are allowed to use fewer than τ max interactions and q max replications in training environments to reduce cost, we suppose that the agent uses its full budget for the test MDP. The proposed algorithm proceeds in iterations, designating one set of subgoals θ to be evaluated in each iteration. Thus, we take a myopic approach, i.e., we suppose that this is the last training MDP before the test MDP. If we evaluate the subgoals θ next for τ steps and q replications, then the expected gain in score (GiS) on the test MDP is
Therefore, the one-step optimal strategy is to choose the next subgoals θ n+1 , interaction τ n+1 , and replication q n+1 so that GiS n is maximized. However, this strategy would generally allocate a maximum number of steps τ max and replications q max for the evaluation of the next subgoal design, as observing τ max during training is most informative of the test conditions, and repeating for q max replications reduces the noise maximally to λ(θ, τ max )/q max (where the agent will exhaust the entire budget). In other words, this strategy does not consider the cost of training. Hence, we propose an acquisition function that maximizes the gain in score per effort by dividing the GiS function by the budget (q n+1 · τ n+1 ), resulting in an algorithm that selects
In settings with other factors that influence the cost of training (e.g., an overhead for creating new training environments), we may adjust the denominator accordingly. To make this optimization problem tractable, we first replace the search domain Θ in (5) by a discrete set Θ ⊆ Θ, for example selected by a Latin Hypercube design. We may then compute GiS n (θ, τ, q)/(qτ ) exactly:
In Appendix E, we detail how to find a maximizer (θ n+1 , τ n+1 , q n+1 ) efficiently. An outline of BESD is summarized in Figure 2 . Note that by construction BESD is Bayes optimal (per unit cost) for the last step, in expectation.
Proposition 1. BESD achieves an optimal expected information gain per unit cost (with respect to Θ ) for the case of N = 1.
In Theorem 2, we provide an additive bound on the difference between the solution of BESD and the unknown optimum, as the number of iterations N → ∞. For convenience, we suppose µ(θ, τ ) = 0 for all θ, τ , and Σ is at least four times differentiable. Define θ OPT ∈ arg max θ ∈Θ f (θ, τ max ) and
Theorem 1 states the relationship between f (θ * N , τ max ) and f (θ, τ max ) as the number of iterations N → ∞. Its proof is given in Appendix A.
Theorem 2. Let θ * N ∈ Θ be the point that BESD recommends in iteration N . For each p ∈ [0, 1), there is a constant K p such that with probability p
Proof. Recall that N is the number of training opportunities. We establish an additive bound on the loss of the solution obtained by the algorithm with respect to the unknown optimum, as the number of queries N → ∞. Recall that we suppose µ(θ, τ ) = 0 for all θ, τ , and Σ is at least four times differentiable. Suppose f ∼ GP(µ, Σ). Then the sample f (·, τ max ) from the distribution over functions is itself twice continuously differentiable with probability one. Therefore, the extrema of ∂ ∂θ i f (θ, τ max ) over Θ are bounded. Specifically, since the partial derivatives of GP(µ, Σ) with respect θ i are also GPs for our choice, we can compute for every p ∈ [0, 1) a constant K p such that f (·, τ max ) is K p -Lipschitz continuous on Θ, i.e., |f (θ 1 , τ max ) − f (θ 2 , τ max )| ≤ K p |θ 1 − θ 2 |, with probability at least p. Then there is anθ ∈ Θ with dist(θ, θ OPT ) ≤ d, and hence
Theorem 1 completes the proof of Theorem 2 since (6) holds with probability p.
Algorithm 1: Bayesian Exploratory Subgoal Design Input: Estimate hyperparameters of the GP prior using initial samples.
Output: A subgoal recommendation θ N +1 that maximizes µ N (θ, τ max ) 1 for n = 0, 1, . . . , N do 2 Compute next decision (θ n+1 , τ n+1 , q n+1 ) according to the acquisition function (5).
3 Train in environment ξ n+1 according to (3) using (θ n+1 , τ n+1 , q n+1 ). Observe y n+1 .
4
Update the posterior distribution with the new data {(θ n+1 , τ n+1 , q n+1 ), y n+1 } and increment counter n.
end
Hyperband (HB) (Li et al., 2017) , the expected improvement algorithm (EI) (Močkus, 1975; Jones et al., 1998) , and the lower confidence bound algorithm (LCB) (Cox and John, 1992) . Our proposed technique, BESD, is given two choices for the replications (unless stated otherwise, Q = {5, 20}) and three choices for the length of the episode in each replication: T = {τ min , τ mid , τ max }, where the values vary across the different problem domains and are reported below. The first baseline is the QL algorithm of Watkins (1989) with no subgoals or reward shaping: that is, we directly run QL on environment ξ N +1 for τ max interactions. Details about the other algorithms are given in Appendix B.
We report the mean performance of the best subgoal design found by an algorithm as a function of the total training cost that has been utilized so far. The error bars indicate ± 2 standard errors of the mean. Specifically, to assess the performance of an algorithm after i steps, we take its recommendation after that steps and test it on a sample of MDPs from the distribution group. BESD was implemented in Python 2.7 using the MOE package (Clark et al., 2014) and will be open-sourced upon acceptance of the manuscript. The observational noise λ was set to a maximum likelihood estimate for the smallest value of q, although a more sophisticated approach like Gaussian process regression might improve the performance of BESD even further. The initial data size is ten for each value of τ . We use either two or three subgoals in all experiments. The potential function at state
. Unless stated otherwise, w 1 = 0.2, w 2 = 10 in the experiments.
Gridworlds with Walls. The first domain is a distribution of 10 × 10 gridworlds (GW10),
where the goal is to reach the upper left square that is shaded red in Figure 3a to collect a reward of one. The agent starts from the lower-left grid square shaded in blue and may in each step is partitioned by a wall into two rooms. The wall, randomly located in one of the middle five rows in the gridworld, has a door located on four grid squares on its right. The agent will stay in the current location when it hits the wall. There is a small amount of "wind" or noise in the transition: the agent moves in a random direction with a probability that is itself uniformly distributed between 0 and 0.02 (thus, ξ determines the wall location and the wind probability).
We Three-Room Gridworlds. The last domain is a distribution of 20 × 20 gridworlds with three rooms separated by two walls (GW20). As shown in Figure 3b , the walls are randomly located in the middle rows (dark gray). A door of size 8 is randomly located somewhere within the wall, shaded in light gray. The noise due to wind is the same as in GW10. Let Q = {20} and T = {4000, 7000, 10000}. Recommendation paths are shown in Figure 3b . As more environments are observed, the first subgoal moves downward, toward the entrance of the first door. The second subgoal converges toward the exit of the second door, moving the agent near the goal. A successful path induced by a subgoal pair in the circles labeled 'A' is shaped like a reverse 'Z'.
Treasure-in-Room Gridworlds. The second domain (TR) is a 10 × 10 gridworld with a "treasure" in a small room; see Figure 3c . The light green area shows the possible positions of the treasure. The agent gets a reward 10 upon entering the square with treasure, and a reward 10 upon reaching the goal. The cumulative reward, however, is zero if the agent does not find the goal within the budget. The discount factor γ = 0.98 for the reported results and T = {400, 1200, 2000}.
Subgoal-pair 'B' is often recommended in earlier iterations of BESD (which leads directly to the "treasure"), but later on, BESD discovers the room and recommends pair 'A'.
The Mountain-car Problem. The mountain-car domain (MC) is the standard RL benchmark environment; see, e.g., Sutton and Barto (2018) . The start point is randomly located in [−0.6, −0.4], and the replication and interaction sets are Q = {10, 50} and T = {4000, 7000, 10000} respectively.
The subgoal-pairs discovered by BESD are shown in Figure 3d ; they tend to be on opposite sides of the agent's starting location, thereby creating back-and-forth movement needed to generate momentum and move up the mountain.
Key-Door Gridworlds. In domains KEY2 (with two subgoals) and KEY3 (with three subgoals), we consider a 10 × 10 gridworld with one wall and a "key" to open a closed door (at the righthand-side of the wall), as shown in Figures 3e and 3f. A key with size 2×2 is randomly located in the light yellow areas, which introduces much diversity to the environment, and T = {400, 700, 1000}.
As pointed out in Figure 3f , the two yellow areas are important for the agent to move through the door to the other room. The first subgoals converge to the yellow area near the start. The second subgoals converge to either the other yellow area or the area above in the upper room, leading the agent directly moving to the possible "key" area or motivating the agent to explore that area by the dense rewards. And the third subgoals converge to the goal. The labeled subgoal pairs clearly show that BESD has discovered an intelligent exploration strategy. The two subgoals in KEY2 domain emphasize one of the yellow areas, as shown in Figure 3e , incurring some probability for the agent to explore in the lower room to get the "key". -4d show the expected score in the test MDP of each algorithm as a function of the total cumulative cost. We note that BESD is able to learn even using small budgets (and indeed, it relies on these low-cost observations often); therefore, it is much cheaper than training with budget q max τ max . The initial sample cost of BESD is the same as that of EI and LCB in our simulated environments, since we can get the observations of τ min , τ mid , and τ max from a sample with τ max .
Figures 4a
BESD outperforms EI and LCB significantly in the expected score. On the other hand, the initial sample is expensive when compared to HB, making HB competitive in the easiest domain GW10.
As the complexity of the environments grows, however, BESD quickly outperforms HB in the long run. We point out that Figures 4e and 4f show that two subgoals achieve better result than the baselines, and three subgoals perform even better, which demonstrates the benefit of expanding the dimension of the parameterization space. Table 1 in Appendix C provides evidence of the benefits brought by the recommendations generated by BESD.
Conclusion
Incentivizing exploration is a central challenge in applying RL in real-world settings, since interactions with the environment are typically limited or expensive. If available, simulations can provide larger numbers of interactions but introduce an unknown model error that one must cope with. We propose BESD, which is able to, in a sample-efficient manner, set subgoals with an intrinsic shaped reward that aids the agent in scenarios with sparse and delayed rewards, thereby reducing the number of interactions needed to obtain a good solution. Here we focus on the general setup where we train on a series of related tasks before the final evaluation on the test task. An experimental evaluation demonstrates that BESD achieves considerably better solutions than a comprehensive field of baseline methods on a variety of complex tasks. Moreover, recommendation paths show that BESD discovers solutions that induce interesting exploration strategies.
A Proof of Theorem 1
The proof follows the idea of Poloczek et al. (2017) . We prove it for the case that allows different value of budget τ during the training process.
Denote F n the σ-algebra generated by the history H n . The expectation E n := E[·|F n ] is taken with respect to F n . According to Frazier et al. (2009) ,
where
.
Therefore,
and the objective function can be written as
Recall that µ n (θ, τ ) = E n [f (θ, τ )], and define
Lemma 1 (Lemma 1 of Poloczek et al. (2017) ). Let τ, τ ∈ T and θ, θ ∈ Θ. The limits of the series {µ n (θ, τ )} n and {V n (θ, τ, θ , τ )} n exist. Denote them by µ ∞ (θ, τ ) and V ∞ (θ, τ, θ , τ ) respectively.
We have
almost surely. If (θ , τ ) is sampled infinitely often, then lim n→∞ V n (θ, τ, θ , τ ) = µ ∞ (θ, τ )·µ ∞ (θ , τ ).
The following lemma states the asymptotic behavior of GiS n (θ , τ , q )/(q τ ) for n → ∞ as a function of µ n (·, ·) andσ n · (·, ·), (·, ·, ·) .
Lemma 2. Let τ ∈ T , θ ∈ Θ, q ∈ Q, and suppose that θ is observed infinitely often with budget τ on an arbitrary sample path ω. Thenσ n q (θ , τ max ), (θ , τ , q ) → 0 for every θ ∈ Θ and GiS n (θ , τ , q )/(q τ ) → 0 almost surely as n → ∞.
First suppose λ(θ , τ ) = 0 and that (θ , τ ) is sampled for the first time in iteration m.
According to (8),
Therefore for any (θ, τ ), we have Recall that {µ n (θ , τ )} n and {σ n q (θ , τ max ), (θ , τ , q ) } n are uniformly integrable (u.i.) families of random variables that converge a.s. to their respective limits µ ∞ (θ , τ ) andσ ∞ q (θ , τ max ), (θ , τ , q ) = 0. Thus,
where we used that {σ n q (θ , τ max ), (θ , τ , q ) ·Z} n is u.i. since {Z} n and {σ n q (θ , τ max ), (θ , τ , q ) } n are independent, the sum of u.i. random variables is u.i., and so is the maximum over a finite collection of u.i. random variables.
Recall that BESD picks (θ n+1 , τ n+1 , q n+1 ) ∈ arg max θ,τ,q GiS n (θ, τ, q)/(qτ ) in each iteration n.
Since f (θ , τ ) is sampled infinitely often (by choice of θ , τ ), GiS n (θ, τ, q)/(qτ ) → 0 holds almost surely for all τ ∈ T , q ∈ Q and θ ∈ Θ .
Lemma 3. If lim n→∞ GiS n (θ, τ, q)/(qτ ) = 0 holds for all θ, τ, q, then arg max θ∈Θ µ ∞ (θ, τ max ) =
arg max θ∈Θ f (θ, τ max ) holds almost surely.
Proof. Lemma 1 gives that lim n→∞ Σ n (θ, τ max ), (θ, τ max ) = Σ ∞ (θ, τ max ), (θ, τ max ) a.s. for all θ ∈ Θ . First note that a maximizer is known perfectly if the posterior variance Σ ∞ ((θ, τ max ), (θ, τ max )) = 0 for all θ ∈ Θ . Thus, defineΘ = θ ∈ Θ | Σ ∞ ((θ, τ max ), (θ, τ max )) > 0 and letθ ∈Θ. Theñ
The reason is that then there is a Z 0 such that w.l.o.g. for all Z > Z 0 ,
(and vice versa for Z < Z 0 ), resulting in a strictly positive numerator of (9). Thus, GiS ∞ (θ,τmax,qmax)
Moreover, (12) implies λ(θ, τ max )/q max + Σ ∞ (θ, τ max ), (θ, τ max ) > 0, and hence Σ ∞ (θ , τ max ), (θ, τ max ) = Σ ∞ (θ , τ max ), (θ, τ max ) . Thus, the covariance matrix of {f (θ, τ max )|θ ∈ Θ } is proportional to the all-ones matrix, and hence f (θ, τ max ) − µ (∞) (θ, τ max ) is a normal random variable that is constant across all θ ∈ Θ . Therefore, arg max θ∈Θ µ (∞) (θ, τ max ) = arg max θ∈Θ f (θ, τ max ) holds. It follows that a maximizer of f (·, τ max ) over Θ is perfectly known (but not necessarily its exact objective value).
B Baseline Algorithm Descriptions
1. The first baseline is the Q-Learning (QL) algorithm of Watkins (1989) (Močkus, 1975; Jones et al., 1998) is the most popular BO method. EI allocates one sample in each round, selecting a point that maximizes the expected improvement beyond currently sampled points: θ n+1 = arg max θ E n [y(θ, τ max )− µ * n ] + . In each iteration, we evaluate the EI selection using τ max iterations. EI is implemented in Python 2.7 using the GPyOpt package (González, 2016) .
5. The lower-confidence-bound (LCB) algorithm (Cox and John, 1992) controls the explorationexploitation trade-off using a "bonus term" proportional to the standard deviation at each point: LCB(θ) = µ(θ, τ max ) − κ λ(θ, τ max ). The parameter κ is set to 2. LCB is also implemented in Python 2.7 using the GPyOpt package (González, 2016) C Benefits of BESD Recommendations Table 1 displays the ratio of the scores of an agent using subgoals versus an agent learning from scratch. The implemented subgoal is one particular recommendation of BESD. GW10, TR, MC, KEY2, KEY3 and GW20 are measured per 100, 200, 1000, 500, 500 and 1000 steps respectively. The agent's task in all of the environments except for TR is to reach the goal as quickly as possible.
The performance is measured by the mean number of steps that the agent takes from start to goal. Thus, a smaller ratio reflects the advantage of the recommended subgoal design θ. In TR, the agent's task is to maximize reward (rather than to minimize steps), hence here a large ratio
indicates improvements for TR and shows the benefits of BESD. 
D Hyperparameter Estimation
The hyperparameters of the covariance function k are set via maximum a posteriori (MAP) estimation. Recall that a MAP estimate is the mode under the log-posterior obtained as the sum of the log-marginal likelihood of the observations and the logarithm of the probability under a hyperprior. We focus on describing the hyper-prior, since the log-marginal likelihood follows canonically;
see (Rasmussen and Williams, 2006, Ch. 5) for details. The proposed prior extends the hyper-prior for the multi-task GP model used in (Poloczek et al., 2017) . We set the mean function µ and the noise function λ to constants. For the covariance function we need to estimate d + 5 hyperparameters: the signal variance, one length scale for every subgoal parameter in θ and the four parameters associated with k τ . We suppose a normal prior for these parameters. For the signal variance, the prior mean is given by the variance of the observations, after subtracting the above estimate for the observational noise. Here we use the independence of observational noise that we argued above.
For any length scale, we set the prior mean to the size of the interval that the associated parameter is chosen in. Having determined a prior mean µ ψ for each hyperparameter ψ, we may then set the variance of the normal prior to σ 2 ψ = (µ ψ /2) 2 .
E Acquisition Value Computation
This section details how to find the maximum GiS per effort on the testing MDP in period n efficiently. This approach follows (Scott et al., 2011) . Note that any finite set of designs {(θ, τ, q)} n , each describing subgoals, number of steps and of replications, has a joint multivariate normal distribution under the posterior given the history at time H n , thus µ * n+1 (θ) = E n+1 [f (θ, ·)] can be written as µ * n+1 (θ) = µ * n (θ) +σ n (θ, τ max ), (θ n+1 , τ n+1 , q n+1 ) · Z n+1 , where Z n+1 is a standard normal random variable and σ 2 n (θ, τ max ), (θ n+1 , τ n+1 , q n+1 )
quantifies the effect that the observation at (θ n+1 , τ n+1 , q n+1 ) has on the posterior distribution of θ.
Note that q n+1 only affects the amount of noise for the next observation but is not a coordinate of the latent function over the rewards. Recall that Θ is a discrete set that Θ ⊆ Θ, |Θ | = L < ∞.
We take the maximum in GiS per effort over these L points as an approximation:
GiS n (θ, τ, q) ≈ E n max θ ∈Θ µ n (θ , τ max ) +σ n (θ, τ max ), (θ n+1 , τ n+1 , q n+1 ) Z n+1 − max θ ∈Θ µ(θ , τ max ) = h µ n (Θ , τ max ),σ n (Θ , θ n+1 , τ n+1 , q n+1 ) , where µ n (Θ , τ max ) = µ n (θ i , τ max )
and function h :
where a and b are any deterministic vectors, and Z is a one-dimensional standard normal random variable. Denote µ n (θ i , τ max ) andσ n (θ i , θ n+1 , τ n+1 , q n+1 ) byμ i andσ i respectively for short.
Based on Algorithm 1 in (Frazier et al., 2009 ) and the evaluation of h(a, b), we can get a set of k indices {j 1 , j 2 , . . . , j k } ∈ {1, 2, . . . , L} such that
where f (z) = ϕ(z) + zΦ(z) with ϕ and Φ being the standard normal cdf and pdf. This shows how to compute the gain in score. To get the GiS per effort, we divide both sides by the budget (τ n+1 ·q n+1 ), which is the number of replications multiplied with the number of steps of the underlying RL policy in each replication.
