A multiuser receiver is developed that is capable of separating receptions from independent, mobile users whose transmissions overlap in both time and frequency. With respect to any one user's Doppler corrected signal, the other communication signals appear as multiple-access interference distributed across the Doppler dimension. A previously developed receiver composed of an adaptive time-reversal processor embedded within a successive interference cancellation framework is limited to stationary users. This paper extends the receiver to properly remove the interference from moving sources by modeling the effects of Doppler through the interference cancellation receiver. The combined receiver has the ability to remove interference in both the temporal and spatial domains, and this property is shown to be preserved even when users are in motion. When applied to data collected during a recent shallow water experiment (KAM11), the receiver is shown to be capable of separating packets in a two user system where one user is moving while the other is stationary.
I. INTRODUCTION
Multiple-input multiple-output (MIMO) communications has been the subject of increased attention for acoustic communication applications through shallow water channels. [1] [2] [3] [4] [5] The MIMO systems provide a system designer with much more design flexibility over single-input, single-output systems. With the addition of a few transmitters and receivers, the system can utilize the increased number of channels (one for each transmitter/receiver pair) in a variety of different ways. The trade-off typically is characterized as a diversity gain (or robustness) versus multiplexing gain (increased throughput). On one extreme, the uniqueness amongst the channel impulse responses (CIRs) can be used to transmit the same information over different channels, minimizing the probability of poor reception (i.e., the chance that all communication channels are poor). However, the multiple CIRs also can be utilized to transmit independent information simultaneously, potentially achieving a large multiplexing gain. Approaches utilizing space-time block codes allow the designer efficiently to make a trade-off between these two extremes. 2 Toward the end of higher throughput lies the field of multiple-access or multiuser underwater acoustic communications, where the multiple transmitters are assumed each to belong to an independent user separated in space. With each user transmitting simultaneously, the uniqueness between the users' sets of CIRs allows their information to be separated at the base station, typically a receiving array.
One popular approach to multiple-access communications in shallow water channels is code-division multiple access (CDMA), a design that originated in the wireless community where each user is assigned a finite-length code used to "spread" their narrowband signal to occupy the total available bandwidth. 6, 7 At the receiver, the signal is "despread" with the same code (through convolution), which simultaneously acts to enhance the desired portion of the signal with a coding gain and to suppress the interference caused by other users in the system. Although CDMA is a popular multiple-access system design, other approaches have been investigated for underwater acoustic communication that do not require the throughput loss resulting from securing interference suppression with code division. These techniques implicitly rely on the rich multipath environments and spatial diversity common in shallow water channels to provide each user with a unique set of CIRs in place of a unique spreading code. One such approach, known as time-reversal processing, treats the CIRs effectively as spreading codes, and applies a space/time matched filter (the time-reversed CIRs) effectively to act as a de-spreader achieving spatial focusing. 8 Of course, the CIRs for differing users in general are not orthogonal and do not provide any bound on the amount of multiple-access interference (MAI) that passes through the convolution at the receiver (as in CDMA). Therefore, the MAI must be dealt with accordingly. 4, 9, 10 A recent investigation embedded an adaptive timereversal (ATR) processor, a design where the receiver's matched filter is designed to suppress interference in the spatial domain, within an iterative successive interference cancellation (SIC) framework. 11 The SIC process estimated and removed interference along the temporal dimension, and the a) Author to whom correspondence should be addressed. Electronic mail:
scho@ucsd.edu combination with ATR was shown to be an effective means of minimizing MAI. With the addition of matching pursuit (MP), a sparse channel estimation algorithm, 12 the overall receiver was applied successfully to data with stationary users in a time-varying environment. This paper considers the more general situation with users in motion, where the effect of Doppler must be considered. In such cases, the multiuser signals may be distributed across the Doppler dimension, and separation becomes a non-trivial task. When decoding any one user's Doppler corrected signal, the MAI removal process must incorporate the impact of Doppler correction on the MAI prior to cancellation.
The rest of this paper will introduce a receiver capable of separating packets from multiple independent, and potentially moving, sources. In Sec. II, a channel model will be developed that incorporates transmissions from independent sources at potentially different mean Doppler shifts. In Sec. III, a receiver will be presented that can achieve multiuser separation through multiple iterations of an ATR processor embedded within a SIC framework with MAI modeled and removed at different Doppler shifts. In Sec. IV, results from applying the receiver to data collected during a shallow water experiment will be presented.
II. MULTIUSER SIGNAL MODEL
A model for the received signal is developed that incorporates transmissions from independent users communicating to a central receiving array potentially at the same time and over the same frequency band. The model is limited to users in the far field where the acoustic propagation is characterized as approximately horizontal propagation through a waveguide. The CIR between each of the users and the receiver is assumed to be time varying. Furthermore, because each of the users potentially are in motion, the received signal is modeled as being a combination of their signals but with each user's transmission distorted by an independent Doppler shift (more generally, an independent dilation or compression).
A. Passband model
To begin the derivation, x(t) is defined as the complexvalued information signal [i.e., pulse-shaped quadrature amplitude modulation (QAM) symbols] constructed in baseband. When transmitted at a carrier frequency of f c , this signal uniquely determines the passband signal x pb (t) through the following relationship:
x(t) is also commonly referred to as the complex envelope of x pb (t) and requires that the bandwidth W of the signal be sufficiently small, i.e.,W/2 < f c . The factor of ffiffi ffi 2 p is a normalization constant that ensures the energies of x pb (t) and x(t) are the same. After interaction with a time-varying multipath channel, the signal is observed at the receiver with additive noise n pb (t) as
a superposition of P copies of x pb (t) each delayed by s p according to the length of the propagation path p and scaled by a gain a p 2 R, which accommodates for path loss effects and possible interactions with lossy boundaries. 
¼ h pb ðt; sÞ Ã x pb ðtÞ þ n pb ðtÞ;
where the asterisk symbol (Ã) is the convolution operator, and defining
as the time-varying CIR, the channel's response at time t due to an impulse applied at time t À s. Equations (4) and (5) provide a general model of acoustic communication through timevarying, Doppler spread environments. For the purposes of simplicity, however, the following assumptions will be made.
(1) As the users move through the environment, their transmissions experience a Doppler compression or dilation, which depends on the propagation path. The differences in the compression or dilation lead to a Doppler spread. The model will be restricted to propagation from the far field, limiting the mobile users to ranges much greater than the water depth. With this assumption, all significant paths will arrive at the receiver with very small angular spread, allowing the Doppler compression or dilation to be assumed to be path independent and modeled by a single Doppler parameter. Accurate estimation and equalization of Doppler spread channels is still an active area of research and requires further investigation. [13] [14] [15] [16] (2) The rate of channel fluctuations will be restricted. These fluctuations are caused by physical changes in the medium, e.g., surface waves, internal waves, etc., that change at relatively modest time scales (seconds or longer). The receivers discussed in Sec. III will utilize block-based processing with relatively small block lengths (50 ms), allowing the physical properties of the channel to be assumed constant for the duration of the block.
The first simplification will isolate transmitter and receiver motion as the dominant source of time variations of the arrival times s p (t). Steady transmitter and receiver motion changes the propagation distance along path p (here, approximated as horizontal paths), denoted R p (t), by
where v p is the radial component of the transmitter velocity as observed by the receiver along path p, and R p (0) is the initial path length at time t ¼ 0. Positive values of v p denote motion away from the receiver, while negative values denote motion toward the receiver. This manifests as time-varying arrival times of the following form:
¼ s
where s ð0Þ p is the initial path delay at time t ¼ 0, and c is the speed of sound in water (about 1500 m/s). From Eq. (2), this yields a received signal of
after defining k p ¼ 1 À v p =c as the Doppler coefficient along path p and a change of variables s
p =k p . The Doppler effect compresses or dilates the communications signal, and the severity of compression or dilation depends on the rate of change of the arrival time of path p, or ð@=@tÞs p ðtÞ. The differences in k p lead to Doppler spread, but at ranges much greater than the water depth (i.e., the far field), significant paths arrive at similar low grazing angles resulting in a small Doppler spread. Thus, with minimal loss of generality, we assume all paths share a common Doppler coefficient, the mean Doppler shift k, giving a received signal model of
Although the derivation began with a channel constructed with time-varying path delays, under the assumptions made, the final passband model represents the received signal as a superposition of scaled and delayed copies of x pb (t) compressed or dilated by only a single Doppler parameter k. In other words, Eq. (11) also can be expressed as r pb ðtÞ ¼ h pb ðt; sÞ Ã x pb ðktÞ þ n pb ðtÞ;
where
is also a time-varying CIR, but the path delays s 0 p remain constant with time. Effectively, the time-varying component of the path delays that is common among all paths can be viewed as a compression or dilation of the signal at the transmitter itself.
B. Baseband model
Substituting the complex baseband representations of r pb (t), x pb (t), and n pb (t) into Eq. (11) gives
¼ Re
The complex baseband system model is obtained through the input/output relationship of the baseband signals in Eq. (15), or 
where hðt; sÞ is defined as the complex-baseband equivalent CIR,
The quantity f d ¼ f c ðk À 1Þ is known as the Doppler frequency offset and is measured in hertz. Although the phase rotation from this quantity sufficiently characterizes the Doppler effect in narrowband systems ðW ( f c Þ, wideband systems must also correct the compressed or dilated signal x(kt) with proper resampling. The baseband model is generalized to multiple independent sources by applying the index k to represent the kth user and a user-dependent transmission delay D k , and to multiple receivers by applying the index i to represent the ith receiver to achieve the baseband system model,
For notational convenience Eq. (19) is expressed as
by incorporating the time-invariant phase rotation of À2pf c ðk k À 1ÞD k into the channel h k i ðt; sÞ and applying a change of variables of
Because the receiver will employ block-by-block processing, all signals will be assumed to represent components in the block currently being decoded. For example, r i (t) will be interpreted as the received signal at receiver i for the current block, and x k (t) the signal transmitted by user k during the current block. With small enough block sizes (sufficiently smaller than the coherence time), a 0 p ðtÞ, the only time-varying component remaining in h k i ðt; sÞ, safely can be assumed to be time-invariant for the duration of a block. The final baseband signal model,
incorporates this change by removing the time dependence of h k i ðt; sÞ with the understanding that it is only constant within the block currently being decoded. With channel updates performed as decoding progresses, the receiver will be able to track the fluctuations of the channel.
III. MULTIUSER RECEIVER DESIGN
As a multiuser decoder, the goal of the receiver is to retrieve each user's data signal x k (t) from the overlapping receptions contained in the signal given in Eq. (21) . In earlier work, a receiver was designed to decode all x k (t)'s jointly, 17 but recent work suggests that other receiver designs can achieve multiuser separation while at the same time being computationally efficient. 9 Furthermore, it is unclear whether this earlier work could be extended to mobile users, where the received signal is a composition of signals distorted by independent Doppler shifts.
Recently, an iterative application of a combined SIC and ATR receiver was applied in a block-by-block implementation and shown to be capable of minimizing interference, providing the MP channel estimation algorithm with interference mitigated signals to re-estimate the channel. 11 This receiver first was applied to time-invariant channels, then to time-varying channels (without source motion). The focus of this work is the adaptation of this receiver to compensate for sources in motion. Figure 1 illustrates the receiver adapted for sources potentially in motion. An alternative to SIC architectures is parallel interference cancellation (PIC), which has been studied for MIMO communications. 18 Instead of decoding each user's data in succession, PIC decodes them in parallel, but SIC and PIC become similar when multiple iterations are applied. 19 Before describing the necessary receiver modifications with mobile users in the following sections, the iterative block-by-block processing will be discussed. As shown in the two user example in Fig. 2 , each block is processed during each iteration as follows.
(1) Iteration 1: For the first iteration, updated CIR estimates are not available to the receiver, and thus CIR estimates from the previous block or training are used (dashed lines in Fig. 2 ). First, user 1 is decoded with ATR to produce symbol estimates. Before decoding user 2 with ATR, user 1's symbol estimates are combined with user 1's previous CIR estimate by SIC to remove MAI. User 2's symbols are then decoded and a channel update is performed with MP. (2) Iteration 2: During the second iteration, user 1 is again decoded first, but SIC is able to employ CIR and symbol estimates from user 2 to remove MAI prior to decoding and channel updating with MP. (3) Iteration 3: As iterative processing progresses, updated CIR estimates for all users are available to the receiver after the second iteration, and fully utilized by the receiver from the third iteration onwards. The following sections describe the modifications required to the various components of the receiver used during block-based processing when any of the users are mobile.
A. Successive interference cancellation
SIC is a sequential decoding process adopted from cellular communications 19 and designed to decode each user in succession. Along the way, previously decoded users are treated as interferers and their decoded symbols and channel estimates are combined to construct an estimate of the interference with respect to the target user. In underwater acoustics, SIC can be applied with intelligent synchronization and scaling of the constructed interference, potentially removing MAI without excessive noise enhancement. 9 Furthermore, with multiple iterations of the SIC framework, all users can benefit from interference cancellation, increasingly improving the symbol decoding and channel estimation performance for all users.
However, when any of the users are in motion, the receiver must be aware of the changes to the interference in the Doppler dimension induced by the resampling process targeted at a specific user. Because resampling is performed on the overlapping signals, what may be a Doppler correction for one user will be a Doppler distortion for interfering users. To model the effect of resampling on the MAI, the users first are numbered by their order in the SIC process (i.e., user k is decoded immediately prior to user k þ 1), where the ordering is taken by decreasing signal-to-interference-plus-noise ratio (SINR). To decode user k, the receiver begins by resampling with respect to k k , the target user's Doppler coefficient. It can be shown that the baseband equivalent to passband resampling is
which leads to the following baseband interference model:
is the interference from all previously decoded users,
is the interference from all users that have yet to be decoded, and n 0 i ðtÞ is the resampled noise process. Note that an estimate of Eq. (25) cannot be formed until after the first iteration of SIC, at which point all users have been decoded at least once and estimates of h l i ðtÞ and x l (t) for l > k are available from the previous iteration (see Fig. 2 ).
The SIC process individually estimates each component of the sum in Eq. (24) (for interferers l < k) and, after the first iteration, each component of the sum in Eq. (25) (for all interferers l 6 ¼ k). The interference from a user l onto user k at receiver i is constructed as
from estimates of all necessary quantities. Unlike previous work on SIC, the interference estimates must be Doppler shifted by k l /k k to compensate for the effects of resampling. The interference is then scaled by a k,l to minimize noise and error enhancement and synchronized to the target user's signal by time delay D k,l before being subtracted from the target signal to form 
the signal used to decode the kth user's data by ATR and to update the receiver's estimate of h k i ðtÞ by MP. The specific choice of a k,l and D k,l is discussed in previous work and does not require adaptation for moving sources. 9 Finally, the efficiency of the SIC process is defined as
which is the ratio of total signal energy before SIC [Eq. (23)] to the ratio of total energy after SIC [Eq. (27)]. Values of e k > 1 are interpreted as successful removal of interference, while values of e k < 1 suggest the interference estimates in Eq. (26) are poorly correlated with the MAI and error propagation is present in the system. In summary, the resampling process targeting user k compensates for the Doppler distortion caused by k k but also distorts the MAI in the process. SIC models the interference caused by user l at the differential Doppler coefficient k l /k k before scaling, synchronizing, and subtracting from the target signal.
B. Adaptive time-reversal processing
As shown in Fig. 3 , the post-SIC signals in Eq. (27) from all receivers are coherently combined by ATR to achieve an array gain while simultaneously suppressing any additional interference either synthetically produced from errors propagated through the SIC process or interference that previously could not be removed [i.e., components of Eq. (25) during the first iteration]. The block diagram in Fig. 3 depicts the ATR processing for a target user k which is the same in structure as all time-reversal techniques.
The uniqueness of ATR is in the design of the filter weights w k i ðtÞ; i ¼ 1; …; N, which is simply set to h k i ðtÞ in conventional time-reversal processing designed for singleuser systems. This choice of w k i ðtÞ yields a matched filter receiver, achieving the goal of maximizing the output signalto-noise ratio (SNR) while simultaneously suppressing intersymbol interference. With the presence of other users contributing MAI, ATR is designed instead to maximize the output SINR. 10 A detailed discussion on SNR and SINR issues in time-reversal receivers is available in previous work. 9 For completeness, the ATR process is reviewed in the following discussion.
ATR first transforms the channel responses to the frequency domain,
(where FFT is the Fourier transform) and considers the response to all N array elements at each baseband frequency jf j W=2,
The filter weights in the frequency domain for the current user k are denoted w (k) (f) and are the minimum variance distortionless response beamformer, formulated as the solution to the quadratic optimization problem,
is a synthesized cross-spectral density matrix with regularization parameter r 2 , typically chosen as the in band noise power. Convex analysis yields the unique and optimal solution at frequency f,
These optimal solutions are transformed back into the time domain to determine the filter coefficients for user k at receiver element i, (f). Similar to other time-reversal processors, the effective channel at the output of the filter bank closely resembles a Dirac delta function d(t) with a sufficient number of properly spaced receiver elements. However, a short decision-feedback equalizer (DFE) still must be employed after combining to combat the small amount of residual intersymbol interference (ISI) typical of all time-reversal architectures.
In previous implementations, ATR was applied to systems limited to only stationary users (without Doppler). 10, 11 With the presence of mobile users, the Doppler effect may appear to complicate the design of ATR, but with the signal model derived in Sec. II, ATR can be applied to systems with mobile users without modification. This is because the signal model moved the distortion caused by Doppler to the transmitted signal x k (t), removing the main source of rapid variations in h k i ðt; sÞ and allowing the channel to be modeled as block-wise time-invariant. Because ATR derives the filter bank coefficients w k i ðsÞ solely from knowledge of the channel responses h k i ðtÞ, it does not need to be concerned with distortions of the signal x k (t) as will be confirmed in Sec. IV.
C. Matching pursuit
MP is a greedy sparse channel estimation algorithm designed to estimate the nonzero portion of the CIR from largest to smallest in magnitude with repetitive projections of the transmitted signal vector onto the received vector. 12 With proper resampling, the MP algorithm can be employed without modification for moving sources. However, as illustrated in Fig. 2 , channel updates are not performed until the second iteration for the first decoded user since MAI estimates are not available for SIC until after the first iteration.
IV. EXPERIMENTAL RESULTS: KAM11
A data example collected from the Kauai Acomms MURI 2011 (KAM11) experiment is considered to demonstrate the receiver's feasibility in separating overlapping packets from both stationary and mobile sources. The KAM11 experiment was conducted off the west coast of Kauai in 100-m-deep water. Similar to previous experiments in the area, one focus of the experiment was to investigate the impact of environmental fluctuations on acoustic communication systems in shallow water. In addition, multiuser communications was explored, particularly the impact of differential Doppler from independent sources on multiuser receivers.
A. Description of multiuser data
For the purposes of this study, packets collected separately during the experiment are combined in postprocessing to create a single packet with MAI. A two user example is considered with one stationary and one mobile user transmitting simultaneously to a vertical receiving array. Figure 4 illustrates the experiment geometry, with both mobile and stationary users transmitting from positions south of the receiver. The moving source was traveling at a radial velocity of approximately 1.3 m/s with f d ¼ À19 Hz and from a distance of 1.27 km at the time of transmission (JD189 16:47) marked in Fig. 4 by a circle (᭺) . The data from the stationary source had been collected a few days earlier (JD186 03:41), and was positioned roughly 3 km away from the receiver marked by a square ðwÞ. Both users transmitted a 10.5 s packet of symbols at a rate of 5 ksym/s over the 20-30 kHz band with the stationary user transmitting QPSK symbols while the mobile user transmitted BPSK symbols as indicated in Fig. 6 . The symbols were shaped with a root-raised cosine filter with a rolloff factor of 1. Spreading codes were not used by either user (e.g., Gold or Kasami codes), and instead each user transmitted signals designed for single-user systems.
At the receiver, each data packet was received independently and a multiuser packet was constructed in postprocessing by adding the two packets together. Although the packets were roughly synchronized at the receiver by construction, the problem of truly asynchronous multiuser communications has been discussed for stationary sources. 20 The average element level input SNR for each user was 20.1 and 34.0 dB for the stationary and moving sources, respectively. This large difference in received SNR introduced the nearfar problem, in which one (or many) users transmit with enough power to mask the presence of users transmitting with lower power. Typically, this is addressed at the networking level with the base station requesting louder users to transmit with less power or quieter users with more. Although this problem is interesting in itself, it is beyond the scope of this paper. To compensate for the near-far problem, the received packet from the moving source was scaled down by a factor of 4 (or À12 dB) before the multiuser packet was created, which also minimized the effect of the second noise contribution from the additional packet, a consequence of creating multiuser data in post-processing. The final average input SNRs experienced by each of the users in the combined multiuser packet was 19.9 and 21.6 dB for the stationary and moving sources, respectively. These input SNRs are only slightly lower than expected, because the noise component within the moving source data after scaling effectively is dominated by the noise within the stationary source data.
B. Analysis of time-varying channel
As with all time-reversal receivers, an initial estimate of the CIR and the mean Doppler shift for each user is required to begin the processing. However, with multiple users transmitting, this estimation generally needs to performed in the presence of MAI. A short training sequence (250 symbols) at the beginning of each user's packet was used by the MP algorithm to obtain an initial estimate of each user's CIR at each receiving element after resampling (for the mobile user), and is shown in the top panels of Fig.  5 . The horizontal axes in the CIR estimates represent the relative arrival times between the paths after the bulk travel time to the receiver has been removed. Although the initial CIR estimates may appear quite poor, as the receiver updates the channel after significant amounts of MAI have been removed, they can be replaced with higher quality estimates as shown in the middle panels of Fig. 5 . Furthermore, as the receiver tracks the time-varying CIRs for both the mobile and stationary users during block-wise processing of the resampled signal, the temporal variability of the channels can be observed by compiling these estimates in time. The time-varying CIRs plotted for each user on a single receive channel at 79-m depth in the bottom panels of Fig. 5 illustrate the variations in the channel for both users. As expected, the mobile user experiences a CIR with much faster temporal variations than the stationary user. Note that for the mobile user, resampling has corrected the drift in arrival times of the paths. 
C. Results from iterative decoding
Four iterations of the interference cancellation receiver discussed in Sec. III were applied to the multiuser data. After baseband conversion and sampling at twice the symbol rate, the received data packet was decoded in a block-by-block fashion with a block size of 50 ms or 250 symbol periods. The block length was chosen such that the distance traveled by the source over the duration of a block was roughly on the order of a wavelength. 21 From the 210 total blocks, 5 blocks (or 0.25 s) were reserved for training purposes. A large training interval was necessary mainly for two reasons. First, the initial CIR estimates were quite poor (see Fig. 5 ). Second, recursive least squares (RLS) based equalizers were utilized with large forget factors (0.998 for both users) requiring large training intervals to achieve initial convergence. Results from decoding the remaining 205 blocks (or 10.25 s) in decision-directed mode are presented in the following.
After each iteration, soft symbol estimates were collected at the DFE slicer input, aggregated over all blocks, and are shown in Fig. 6 . Figure 7 (a) illustrates the aggregate symbol error rate after each iteration. During block-wise processing, channel estimates from the final iteration of decoding the previous block were used during the first iteration of the next block. As discussed in the previous section, the mobile user's CIR varied at a much faster time scale than the stationary user, and this is evident in the 3.3 dB performance increase between iterations 1 and 2 for the mobile user. After the first iteration, a channel update could be performed for the current block, and the second iteration made use of these updated channels for the first time. The channel for the stationary user varied at a slower scale, and the channel estimates from the previous block were accurate enough to yield a high aggregate output SNR of 12.3 dB even after the first iteration.
After the first two iterations, the symbol estimates for both users were accurate enough to produce high quality channel updates and the interference cancellation process converged. The convergence of the interference cancellation process can be observed by considering the efficiency as defined in Eq. (28) after each iteration and is illustrated in Fig. 8 . The efficiency was measured while decoding each block, and the distribution of the efficiency over the blocks was considered after each iteration. For example, Fig. 8(a) illustrates the histograms of SIC efficiency during the first and second iterations for the mobile user. Figure 8(b) illustrates the distribution of SIC efficiency for both users after each iteration. The quantiles are given by the horizontal axis value at distribution levels of 0.25, 0.5 (the median), and 0.75. With equivalent received SNRs for both users, an efficiency of 1 dB corresponds roughly to 20% of interference removed as a percentage of total signal power. In this situation, a maximum of 50% of the total signal power can be removed, which corresponds to a maximum efficiency of 3 dB. Note that the efficiency describes the performance of SIC alone, and the additional interference removed by further processing with ATR is not captured by Eq. (28). As shown in Fig. 8 , the SIC process improved from iteration 1 to 2 for the mobile user, but remained largely unchanged thereafter, suggesting convergence of the interference cancellation after the second iteration. For the stationary user (the first user in the decoding sequence) interference cancellation was performed for the first time during the second iteration (see Fig. 2 ), after which the efficiency remained largely unchanged.
Further improvements observed in the final two iterations in Figs. 6 and 7(a) can be attributed to slow convergence of the DFE weights, where a RLS algorithm with forget factor of 0.998 was employed. With such a high forget factor, the RLS time constant defined by (1 À k)
À1
, 22 was 500 symbol periods (or two block lengths), and a total of four iterations was necessary to fully converge the equalizer.
For comparison purposes, the user's packets also were decoded individually (in the absence of MAI), with a singleuser receiver based on conventional time-reversal processing and MP. 23 Before decoding the packet from the mobile user, the packet was scaled by a factor of 0.25 and ambient noise was added to achieve an input SNR of roughly 21.8 dB. The singleuser receiver was applied with the same block size (250 symbol periods) and the same DFE (with RLS forget factor 0.998). Again, with a large forget factor and subsequent RLS constant of two block lengths, four iterations of processing were needed to achieve convergence before moving on to the next block. Figure 7(b) illustrates the output SNR after each iteration for both single and multiuser processing. The comparison provides some insight into the following limitations of the receiver.
(1) The performance of the single-user receiver applied to the stationary source packet data far exceeds the performance of the multiuser receiver applied to the combined stationary and moving source packet data. As illustrated in the time-varying CIR for the moving source in Fig. 5 , the later surface-scattered arrivals are complex and vary rapidly in time, creating ISI, which sets an effective noise floor for the single-user receiver. (2) Comparing the output SNRs between single-user and multiuser receivers in Fig. 7(b) , there is a large disparity in performance between single and multiuser decoding for the stationary source, while there is minimal disparity for the mobile user. For the stationary user, the mobile user's rapidly varying, surface-scattered arrivals act as a significant source of MAI that cannot be removed completely by this receiver leading to a large performance gap when compared to single-user decoding. This is evident when comparing the CIRs after SIC in the middle panels of Fig. 5 . Comparing the two CIR estimates, it is apparent that SIC has removed much of the MAI from the stationary source before estimating the CIR for the moving source (middle right panel). In contrast, SIC cannot remove all of the MAI from the moving source before CIR estimation for the stationary source (middle left panel). In comparing the single-user and multiuser decoding performances for the mobile user, the residual MAI from the stationary user is masked by the residual ISI from the later surface-scattered paths, and both single and multiuser processing lead to similar results.
V. SUMMARY
A receiver was developed capable of separating overlapping packets from multiple, potentially mobile, users transmitting to a shared base station. The receiver embedded an ATR processor within an iterative SIC framework, designed to decode each user in succession and form interference estimates to aid in the decoding of other users in the system. In comparison with other SIC architectures limited to systems with only stationary users, this architecture modified the SIC process to track the effects of resampling on the MAI that would have been distributed across the Doppler dimension when the users experienced different mean Doppler shifts. With multiple iterations, the receiver was shown to be capable of separating a two user packet collected during the KAM11 experiment. A block-wise implementation allowed the receiver to track the time-varying CIRs for each user, maintaining successful decoding throughout the 10.5 s packet and converging the SIC portion of the receiver within two iterations.
