I. INTRODUCTION
The study of nonlinear phenomena is a fascinating subject in the physical sciences. Phenomena exhibiting typical nonlinear behaviors such as solitons and vortices have heavily been investigated both experimentally and theoretically. [1] [2] [3] [4] [5] [6] Ultracold atomic systems are the ideal choice for studying many intriguing nonlinear dynamical problems because of their flexible controllability and ease with which the experimental setting can be modulated. One category of interesting nonlinear problems that has attracted the attention of physicists in ultracold system manipulation is sonic black hole evolution, which comes into play by the formation of a sonic horizon. Originally, black hole phenomena are problems closely scrutinized in astrophysics, but because of the uncontrollability and unrepeatability of black holes in astrophysics, some characteristic occurrences such as horizon formation and Hawking radiation are difficult to detect. However, as pointed out by Unruh, if we identify the quantum fluid flow with curved spacetime in astrophysics and the system excitation mode with the spacetime field, a sonic analog of the black hole (i.e., a sonic black hole) can be utilized to study black-hole-related problems in astrophysics. 7, 8 The sonic horizon, which is the boundary between the region of fluid supersonic flow and the region of subsonic flow, just corresponds to the event horizon in astrophysics, which prevents everything, including light, from escaping from the trapped region inside the horizon. Therefore, like the event horizon in astrophysics, the investigation of the sonic horizon is crucial in the study of problems related to sonic black holes. 9, 10 The typical ultracold atomic system, such as a Bose-Einstein condensate (BEC) that supports the formation of the sonic horizon, is usually modulated through interparticle nonlinear interaction to induce horizon formation. [11] [12] [13] [14] [15] The system's dynamical evolution that leads to the formation of the sonic horizon also causes vast system mass density fluctuations in space and time.
When the system's three-body interaction plays a significant role, the higher-order nonlinear interaction effect has to be considered.
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Therefore, in this study, for a ground-state BEC with nonlinear interaction modulation, through the Feshbach resonance technique, for example, we study its sonic horizon formation based on the Gross-Pitaevskii equation (GPE) incorporating higher-order nonlinear terms. 16, 17 Through the variational method, we derive the evolution equation for the BEC mass distribution parameters from which the criteria formula of sonic horizon occurrence is derived through the difference formula of the system flow speed and sound speed. The dynamical "potential" curve that leads to sonic horizon typical occurrence is pictorially demonstrated and compared with that where higher-order nonlinear interaction is not considered. 18, 19 We identify the principal stabilization effect of the nonlinear interaction for the system oscillation mode at leading and quintic order nonlinearity, which is crucial for the occurrence of the sonic horizon. In addition, we identify that the repulsive (positive) higher-order nonlinear interaction tends to stabilize the oscillation mode of the system, while the attractive (negative) interaction tends to make the evolution mode of the sonic black hole metastable. The theoretical results obtained in this study can be used to guide relevant experimental observation of the sonic black hole horizon where higher-order nonlinear effects play a significant role. This study is organized as follows: Sec. II presents the GPE model incorporating the higher-order nonlinear effects. Section III describes the procedural details for the derivation of the sonic horizon dynamical variables. The key features are analyzed and pictorially demonstrated in Sec. IV. Section V gives concluding remarks.
II. THE GROSS-PITAEVSKII EQUATION MODEL WITH HIGHER-ORDER NONLINEAR INTERACTIONS
As an effective model for describing the sonic black hole of Bose-Einstein condensates, the nonlinear terms of the Gross-Pitaevskii equation have significant effects on the evolution of the system. Prior work discovered the analytical formula of higher-order nonlinear interaction potential which has non-negligible effects on the system's dynamical evolution; it is 19
is generally the hard-core interaction strength parameter. In addition, higher-order scattering effects are incorporated into the parameter g 2 = a 2 /3 − are/2 in which m, re, and a are the atomic mass, the effective range, and the s-scattering length, respectively. As a result, we can immediately write down the three dimensional Gross-Pitaevskii equation incorporating the higher-order nonlinear interactions as follows:
where g 0 is the chief two-body interaction strength parameter, while g 1 is the three-body interaction strength parameter and 1 2 mΩ 2 is the potential strength parameter of the three dimensional isotropic harmonic trap. Our calculation for the sonic black hole horizon formation of Bose-Einstein condensates incorporating higher-order nonlinear interactions is based on the equation model (2) .
III. SYSTEM OSCILLATION MODE BASED ON THE GPE MODEL INCORPORATING HIGHER-ORDER NONLINEAR INTERACTION EFFECTS
The solution of the sonic black hole formation in the Bose-Einstein condensate described by Eq. (2) is based on a modified variational approach, where the Lagrangian density of Eq. (2) takes the following form:
while the action is
In order to investigate the evolution mode of the system in the ground state and describe the system evolution more accurately, we choose the modified wave function ansatz rather than the regular gaussian function, so the ansatz takes the following format:
where C 0 is the normalization constant. Substituting Eq. (5) into Eq.
(2) and solving the equation of the imaginary part, we obtain
We can derive L ′ (ρ, ρ) through integrating Eq. (4) with respect to space coordinates and then utilize the Euler Lagrange equation 
where
where V(ρ) = V 0 (ρ) + V 1 (ρ) + V 2 (ρ), and
When the nonlinear interaction strength parameters g 0 , g 1 , and g 2 are very small, V ≃ V 0 . Equation (7) reduces to Equation (9) can be solved strictly, with the analytical solution in the following form:
ρ 0 is the initial distribution width of the system, from which we find that the system distribution width oscillates between the maximum value √ B 0 + A 0 and the minimum value √ B 0 − A 0 with frequency ω. Therefore, when the influence of nonlinear interactions g 0 , g 1 , and g 2 are to be taken into account, the higher-order nonlinear terms of V(ρ) will affect the evolution of ρ(t). For instance, when g 0 ≪ ̵ h 2 2m C 2 C 1 , |g 1 | < |g 0 |, |g 2 | < |g 0 |, for (I) g 1 = g 2 = 0, (II) g 1 ≠ 0, g 2 = 0, (III) g 1 ≠ 0, g 2 > 0, and g 1 ≠ 0, g 2 < 0, the graphical curves of V(ρ) in the three conditions are shown pictorially in Fig. 1 .
The validity of our theoretical treatment for V(ρ) is based on the fact that Eq. (8a) gives the analytical relationship formula between the potential function V(ρ) and ρ. The value of ρ that makes V(ρ) large is not attainable actually. ρ only can take values in the range, where E 0 − V(ρ) > 0 (E 0 is determined by the initial system setting); suppose that ρ 0 makes E 0 − V(ρ) take the maximum value and ρ 1 and ρ 2 are the roots of the equation E 0 − V(ρ) = 0 (ρ 1 < ρ 0 < ρ 2 ), then ρ takes the values in the range (ρ 1 , ρ 2 ) (oscillates around ρ 0 ). Since when g 1 and g 2 are very small, V(ρ) ≃ V 0 (ρ), they only have a perturbation effect on the analytical formulation for ρ(t) derived in Eqs. (9) and (10) , and the actual analytical formula for ρ(t) is almost the same as that shown in Eq. (10) for small nonzero g 1 and g 2 .
When ρ(t) varies around the minimum of the potential well V(ρ) and the "total energy" is below the maximum of the V(ρ) curve, ρ(t) still oscillates periodically. We can see from the plots that positive higher-order nonlinear interaction plays the role of stabilizing the oscillation of ρ(t) [tend to narrow the oscillation region of ρ(t)]. The negative higher-order nonlinear interaction constant changes oscillation motion of ρ(t) to the metastable mode [when ρ(t) move passing the left maximum peak of V(ρ), the system suffers from instability]. Also, we identify that if the nonlinear interaction strength is not large (g 1 is small, for example), the variation of the higher-order nonlinear interaction strength will not qualitatively change the key features such as the oscillation mode, as shown by the blue curve in plots (a) and (b) of Fig. 1 with different values of quintic order (g 1 ) nonlinear strength.
IV. SONIC BLACK HOLE HORIZON FORMATION FROM THE OSCILLATION MODE
Based on the analytical results derived for the dynamic parameters of the system wave function in Sec. III, we can analyze the system sonic black hole horizon formation and evolution. 21 Sonic horizon formation marks the appearance of the sonic black hole. The location of the sonic horizon depends on the crossing zone of the system fluid velocity and sound velocity spatial distribution curves. The fluid velocity of the system can be derived by (5) and (6),
We can find that the fluid velocity of the system is isotropic and proportional to r. The conventional formula of the system sound velocity is related to |ψ(r, t)|, but when g 1 , g 2 ≪ g 0 , the analytical form of φ(r, t) ∝ ψ(r, t) can be expressed as exp(− r 2 2ρ 2 (t) ), so the sound velocity 20 of the system under this scenario is
).
The boundary location of the sonic horizon r = rs (which is of spherical shape) is determined by the solution of the following equation:
[v(r, t) − cs(r, t)]|r=r s = 0.
Now, we analyze the oscillation mode of the system; ρ(t) andρ(t) are periodic functions. When g 1 and g 2 are negligibly small, the period of oscillation is derived from T 0 = 2π ω in (11c). Whenρ(t) > 0, the system flow velocity and sound velocity that evolve in space are shown in Fig. 2 with different combinations of g 1 and g 2 together with the simulated result for comparison purpose, where the location of the sonic horizon rs is the coordinate of the crossing point of the v (flow velocity) curve and the cs (sound velocity) curve, and the sonic horizon exists within an oscillation period ofρ time interval ofρ(t) < 0. From Fig. 2 , we can see that when the higher-order nonlinear effect is incorporated (g 2 ≠ 0), the system flow velocity coincides better with that obtained from the simulated analysis.
V. CONCLUSION
In this study, the effects of higher-order nonlinear interaction are incorporated in the study of sonic horizon formation dynamics for an isotropic Bose-Einstein condensate system in harmonic trapping potential. The analytical formulation for the occurrence of the sonic black hole horizon is derived based on the threedimensional Gross-Pitaevskii equation utilizing the modified variational method. Furthermore, we graphically demonstrate the effects of various order nonlinear interaction contributions which affect the oscillation mode region of the system distribution width ρ(t). We identify the stabilization and metastable widening effects of the higher-order nonlinear interaction in the "potential" curve of the system distribution width parameter ρ(t). The theoretical results derived here can be used to guide experimental investigation of sonic black hole dynamics in the Bose-Einstein condensate incorporating the higher-order nonlinear interaction effects.
