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Bevezetés
A diffúzióról: A diffúzió egy anyagáramlási jelenség, amelynek mozgatórugója a térbeli sűrű-
ségkülönbség. A diffundáló anyag viselkedését leíró egyenlet a peremfeltétel és a kezdeti feltétel
nélkül: ∂tu(t, x) = D∆u(t, x) alakú. Itt az u(t, x) mennyiség általában egy anyag t időpontbeli
és x helyen lévő koncentrációját jelenti, D pedig az anyagra jellemző diffúziós állandó. 1905-ben
Einstein megmutatta, hogyha egy Brown-mozgást végző részecske p(t, x) valószínűséggel található
az x helyen a t időpontban, akkor p(t, x)-nek ki kell elégítenie az előbbi egyenletet [22]. Tekintsük
egy ilyen részecske t idő alatti abszolút értékben vett elmozdulásának (a kiindulási helyzetéhez
képest) 〈|s(t)|〉 várható értékét. Egy egyszerű tulajdonsága ennek a mennyiségnek, hogy 〈|s(t)|〉
egyenesen arányos az idő négyzetgyökével.
Megfigyelések: A mérési technikák fejlődése lehetővé tette, hogy kísérletileg ellenőrizzék az
〈|s(t)|〉 ∼ √t arányosságot. Azonban meglepő módon akadtak olyan megfigyelések is, ahol a dif-
fúzív viselkedés az 〈|s(t)|〉 ∼ √t
2
α összefüggéssel volt karakterizálható. Ha 0 < α < 2, akkor
szuperdiffúzióról beszélünk, míg α > 2 esetén szubdiffúzióról. A jelenséget megfigyelték többek
között talajvíz áramlásoknál [8], plazmaáramlásoknál [83] és hullámfront terjedésnél [27] is. De
hasonló viselkedést tapasztaltak bankjegyek terjedésénél a világban [11], ragadozó állatok mozgá-
sánál [20], illetve rendezetlen porózus közegekben is [52]. Az α kitevőre vonatkozó mérési adatok is
fellelhetőek az irodalomban: speciális fehérjék terjedésénél [6] az α értékre közelítőleg 8/3 adódott,
azaz szubdiffúzív viselkedést írtak le, míg turbulens áramlásoknál [70] α ≈ 1.2 mérésével szuperdif-
fúzív terjedést tapasztaltak. További mérési adatok találhatóak a [38] munkában; megjegyezzük,
hogy itt a fenti 〈|s(t)|〉 ∼ √t
2
α összefüggés helyett az 〈|s(t)|2〉 ∼ tα arányosságot vizsgálták.
Modell, a vizsgált egyenlet: A törtrendű vagy más néven anomális diffúziót leíró egyenlet egy
Ω tartományon a következő alakú [33], [58]:∂tu(t, x) = D∆
α/2u(t, x), t > 0 és x ∈ Ω,
u(0, x) = u0(x),
(1)
ahol a peremfeltételeket és a ∆α/2 operátor definícióját később tisztázzuk. Az (1) egyenlet levezet-
hető egy olyan véletlen bolyongás határámeneteként is, ahol a bolyongó részecske számára a hosszú
repülések valamilyen polinomiális lecsengésű valószínűséggel megengedettek, ld. [12] 1.1. fejezetét.
A hasonlóság a Brown-mozgás és a diffúziós egyenlet kapcsolatához nem véletlen, ugyanis a ∆α/2
operátor megadható egy szimmetrikus α-stabil Lévy-folyamat infinitezimális generátoraként [84].
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Előzmények és felmerülő problémák: A dolgozatban felhasználtuk a törtrendű kalkulus esz-
közeit is, amelyet Leibniz hívott életre. Azt vizsgálta L’Hospital kérdésére, hogy mi lehet egy
függvény 1/2-edik deriváltja [67]. A kérdés nem magától értetődő: a ∂β törtrendű deriváltak ér-
telmezésére több opció is van, ld. [41]. Ezekről nyújt áttekintést a [36] munka is; hogy csak párat
említsünk a teljesség igénye nélkül, vizsgálhatjuk a Grünwald–Letnikov, a Riemann–Liouville, a
Weyl, vagy a Riesz-féle törtrendű deriváltakat is.
Mindazonáltal a fő kérdés (1) vizsgálatában a ∆α/2 törtrendű Laplace-operátor értelmezése. A
kérdés azért sem magától értetődő, hiszen ∆α/2 értelmezésére is több lehetőségünk van.
Ω = Rn esetén a [49] munkában például tíz ekvivalens definíciót sorol fel a szerző, köztük azt is,
amelyet mi is ismertetünk az 1. definícióban.
Korlátos tartományon n-dimenzióban ∆α/2 definiálására használhatjuk például a Balakrishnan
operátort, ld. [16], 57.o.; a legelegánsabb megközelítés azonban a [61] munka szerinti eljárás, mely-
nek lényege, hogy a vizsgált tartományt kiterjesztjük egy extra dimenzió hozzáadásával úgy, hogy a
tartomány „fölé” egy hengert emelünk. A ∆α/2 operátor ezután azonosítható az ezen henger alap-
ján vett Dirichlet–Neumann-operátorral; a módszer előnye, hogy a nemlokális operátorral adott
feladatot egy lokális operátorral adottra vezeti vissza, cserébe viszont a korlátos tartomány az
extra dimenzióban nemkorlátossá válik. Éppen ezért mi egy az utóbbival ekvivalens értelmezést
használunk a korlátos tartomány esetére a munkánkban, az ún. spektrálfelbontáson alapulót, a
részletekért ld. a 3. definíciót. A spektrálfelbontás „diszkrét változata” a mátrix transzformációs
módszer, amelyet a numerikus közelítésekhez használhatunk egyszerűen [40], korábban azonban
nem igazolták e közelítés hatékonyságát.
Az (1) egyenlet numerikus megoldása nem könnyű, még egy dimenzióban sem, ld. például [17],
[57], [68], [80], [89] munkákat. Ezek mind véges differencia módszerek egy térdimenziós felada-
tokra. A cikkek szerzői azonban nem igazolták a feladat korrekt kitűzöttségét, sőt valójában a
peremfeltételeket is figyelmen kívül hagyták. A peremfeltétel kezelésének a nehézsége az operátor
nemlokális voltában is rejlik, azaz míg egy adott u függvény esetén ∆u(x) kiszámításához elégsé-
ges x tetszőlegesen kicsi környezetében ismerni u értékeit, ∆α/2u(x) kiszámításához ez már nem
elegendő. A diszkrét közelítés mátrixában ez a diffúziós feladatnál megszokott ritka mátrix helyett
telt mátrixot eredményez, ami jelentősen növeli a feladat megoldásának számításigényét.
A dolgozat célja és felépítése: A célkitűzéseink első pontja a ∆α/2 operátor megfelelő értel-
mezése, valamint az (1) egyenlet (több dimenzióban is) korrekt kitűzésű felírása volt, beleértve a
peremfeltételek megfelelő kezelését. Másodsorban szerettünk volna az (1) egyenlethez numerikus
módszert konstruálni: véges differencia és végeselem módszereket. Harmadrészt pedig a törtrendű
operátorok fizikai modellekben való alkalmazhatóságának vizsgálatát is célul tűztük ki.
A dolgozat két fő részből áll, eredményeinket mindegyik fejezetben numerikus kísérletekkel
támasztjuk alá. Az I. részben a törtrendű diffúziót vizsgáljuk:
• Az 1. fejezetben az egydimenziós egyenlettel foglalkozunk, a [73] munkánk eredményeit te-
kintjük át. Megadjuk a feladat korrekt kitűzésű alakját, konstruálunk egy véges differencia
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eljárást és megmutatjuk, hogy a módszer konvergens. A homogén Neumann és Dirichlet-
peremfeltételek esetével foglalkozunk, az inhomogén probléma kezelése nyitott probléma.
• A 2. fejezetben a kétdimenziós tégla tartomány és homogén Dirichlet-peremfeltétel eseté-
vel foglalkozunk a [74] munkánk alapján. Itt is kitérünk a feladat jóldefiniáltságára, majd
konstruálunk egy konvergens véges differencia sémát.
• A 3. fejezetben a kétdimenziós általános alakú (elég sima határral rendelkező) tartomány-
beli törtrendű diffúziós egyenlettel foglalkozunk, és újfent egy konvergens véges differencia
módszert mutatunk a [75] munkánk eredményei alapján,
• A 4. fejezetben a stacionárius egyenletet vizsgáljuk, homogén Dirichlet-peremfeltétel esetére,
általános tartományra konstruálunk egy kvázioptimális végeselem módszert, ld. a [76] mun-
kánkat. A 2.-4. fejezetben a numerikus módszerünk alapját a mátrix transzformációs módszer
képezi.
A II. részben a törtrendű operátorok alkalmazhatóságát vizsgáljuk a fizika két területén:
• Az 1. fejezetben folyadékdinamikai egyenletekkel foglalkozunk, két modellt veszünk szemügy-
re: a hiperviszkozitást feltételező megközelítést, illetve az időben törtrendű Navier–Stokes-
egyenletet a [77] munkánk szerint. Továbbá a fejezet végén egy törtrendű deriváltakon alapuló
iterációs módszert konstruálunk stacionárius egyenletek megoldására.
• A 2. fejezetben a gyökös Klein–Gordon-egyenletet vesszük górcső alá. Az [53] munka ered-
ményeinek kiegészítéseként belátjuk, hogy az egyenlet 0-spinű részecskéket ír le, az egyenlet
Hamilton-operátora szimmetrikus és pozitív. Továbbá definiáljuk az egyenletet tégla tartomá-
nyon periodikus peremfeltétel esetére is, valamint szintén amátrix transzformációs módszeren
alapuló numerikus módszert konstruálunk.
VI
Felhasznált definíciók és tételek
Ebben a részben áttekintjük a törtrendű kalkulus néhány definícióját és több olyan tételt,
amelyet a későbbiek során használni fogunk.
Elsőként a teljes Rn-en vett Riesz–potenciál, vagy más néven a törtrendű Laplace-operátor de-
finícióját mondjuk ki a [18] munka szerint. Ez szorosan kapcsolódik a törtrendű deriváltakhoz, spe-
ciálisan 1 dimenzióban a Riesz-potenciál nem más, mint egy bal és jobb oldali Riemann–Liouville
derivált összege.
1. Definíció. Ha x ∈ Rn, akkor legyen a (−∆)α/2 operátor a következő hozzárendeléssel adott
−
(
−∆
)α/2
u(x) :=
C(n, α/2)
2
∫
Rn
u(x+ y) + u(x− y)− 2u(x)
|y|n+α dy ,
ahol C(n, α/2) =
(∫
Rn
1− ζ1
|ζ|n+α dζ
)−1
mindazon u függvényekre, amelyekre a formula értelmes.
A következő definíciókat és lemmákat az egydimenziós anomális diffúzió vizsgálata során fogjuk
alkalmazni, valójában a 1. definíciót az n = 1 esetre szeretnénk használni. Ezeket a [5], [46],[60],[68]
munkákban találhatjuk.
A szükséges függvényterek bevezetéséhez legyen a < b ∈ R, továbbá
C¯(a, b) = C[a, b]|(a,b) and C¯(a, b)/R = {f ∈ C¯(a, b) :
∫ b
a
f = 0},
valamint a fenti jelölésekkel
CI(R) = {b− a - periodikus kiterjesztése f -nek: f ∈ C¯(a, b)/R}.
Megjegyzések:
1. Az CI(R) függvénytér elemei korlátosak és folytonosak, kivéve legfeljebb {a+ k(b− a) : k ∈ Z}
pontokban.
2. Az {a+ k(b− a) : k ∈ Z} pontokban legyen a kiterjesztett f értéke f(a)+f(b)2 . 
2. Definíció. Legyen β ∈ (0, 1), a β-rendű törtrendű integrál operátorok legyenek −∞Iβx és xIβ∞ a
CI(R) téren értelmezve az alábbi formulával:
−∞I
β
x f(x) =
1
Γ(β)
∫ x
−∞
f(s)
(x− s)1−β ds
1
és
xI
β
∞f(x) =
1
Γ(β)
∫ ∞
x
f(s)
(s− x)1−β ds.
Ezekkel a jelölésekkel a bal és jobb oldali α ∈ R+ \Z-rendű Riemann–Liouville-deriváltak legyenek
RL
−∞∂
α
x f(x) = ∂
n
x −∞I
n−α
x f(x)
és
RL
x ∂
α
∞f(x) = (−1)n∂nx xIn−α∞ f(x),
ahol n egész és n− 1 < α < n.
Eszerint ha az f függvény f = f0 + Cf alakú, ahol f0 ∈ CI(R) és Cf egy konstans, definiálhatjuk
a Riesz-deriváltat is:
∂α|x|f(x) = Cσ
(
RL
−∞∂
α
x f0(x) +
RL
x ∂
α
∞f0(x)
)
,
ahol Cσ = − σ2 cosαpi
2
és σ adott pozitív konstans.
Megjegyzések:
1. A σ diffúziós együtthatót beépítettük a Riesz-deriváltba a későbbi analízis egyszerűségének
kedvéért, ezért a ∂α|x| jelölésben nem tüntetjük fel külön.
2. Nem tértünk ki arra, hogy a 2. definíciónak milyen függvényeken van értelme. Ehhez a Triebel–
Lizorkin-terek definíciójára lenne szükség, ld. az [1] és [68] munkákat. Mi a Riesz-deriváltat fogjuk
közelíteni, ehhez pedig megfelelő lesz a CI(R) tér is.
1. Lemma. Ha f ∈ CI(R) és α ∈ (1, 2), akkor az −∞I2−αx f és az xI2−α∞ f a törtrendű integrálope-
rátorok értelmesek.
Bizonyítás: Csak a jobb oldali operátor esetét bizonyítjuk, a másik hasonlóan látható be. Igazol-
nunk kell, hogy ∫ ∞
x
f(s)
(s− x)α−1 ds <∞. (2)
Nyilván létezik olyan k ∈ Z, hogy a+ (b− a)k > x, így∫ ∞
x
f(s)
(s− x)α−1 ds =
∫ a+(b−a)k
x
f(s)
(s− x)α−1 ds+
∫ ∞
a+(b−a)k
f(s)
(s− x)α−1 ds. (3)
Az 0 < α − 1 < 1 feltételt használva egyből adódik, hogy az első tag véges. A második tag
becsléséhez vezessük be az F : (a+ (b− a)k,∞)→ R függvényt:
F (s) =
∫ s
a+(b−a)k
f(s∗) ds∗,
ekkor F ′(s) = f(s) az (a+(b−a)k,∞) intervallumon. Mivel f ∈ CI(R), ezért 0 = F (a+(b−a)k) =
F (a+ (b− a)(k + 1)) = . . . , így F korlátos.
2
Ekkor a (3) formula jobb oldalának második tagja így írható:∫ ∞
a+(b−a)k
F ′(s)
(s− x)α−1 ds =
[
F (s)
(s− x)α−1
]∞
a+(b−a)k
−
∫ ∞
a+(b−a)k
F (s) · (1− α)
(s− x)α ds =
= −
∫ ∞
a+(b−a)k
F (s) · (1− α)
(s− x)α ds,
amely szintén véges, hiszen F korlátos és 2− β > 1. Vagyis (2) véges, amit bizonyítani akartunk.

Ha Ω korlátos tartomány, akkor a tört kitevőjű Laplace-operátort a spektrálfelbontás segítsé-
gével értelmezzük a [81] munka szerint. Legyen adott f ∈ L2(Ω), ekkor az alábbi−∆u = f Ω-nu = 0 ∂Ω-n
peremérték probléma megoldó operátora felírható, mint (−∆D)−1 : L2(Ω) → H10 (Ω) operátor.
Figyelembe véve a H10 (Ω) →֒ L2(Ω) kompakt beágyazást, tekintsük a (−∆D)−1 : L2(Ω) → L2(Ω)
operátort, amely kompakt, önadjungált. Így a Hilbert–Schmidt-tétel szerint (ld. [37], 6.2-es fejezet)
{φj}j∈Z+ sajátfüggvényeinek ortonormált rendszere teljes, a hozzájuk tartozó sajátértékek pedig
rendre 0 < µ1 ≤ µ2 ≤ . . . .
Jelöljük az f függvény Fourier-sorát a f =
∑∞
j=1 fjφj formulával, valamint használjuk a λj :=
1
µj
jelölést, ahol j ∈ N+.
3. Definíció. Legyen Fs(Ω) a következő lineáris altere L2(Ω)-nak:
Fs(Ω) :=
f ∈ L2(Ω) :
∞∑
j=1
f2j λ
s
j <∞
 ,
továbbá (−∆D)α : F2α(Ω)→ L2(Ω), ahol α > 0 és
(−∆D)αf :=
∞∑
j=1
fjλ
α
j φj és |f |2F2α(Ω) :=
∞∑
j=1
f2j λ
2α
j ,
valamint
‖f‖2F2α(Ω) := |f |2F2α(Ω) + ‖f‖2L2(Ω).
A második fejezetben használjuk majd a Grünwald–Letnikov-formulán alapuló egyoldali tört-
rendű derivált definícióját a [66] munkából.
4. Definíció. Legyen f : R→ R, továbbá 0 < β ≤ 1 adott; ekkor az f függvény β rendű deriváltját
a következő határértékkel értelmezzük:
∂βf(t)
∂tβ
:= lim
N→∞
{ N∑
k=0
(
β
k
)
(−1)k f(t− kh)
hβ
}
,
ha az létezik.
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Az alábbi állításokat a kétdimenziós általános tartomány esetén alkalmazott véges differenciás
eljárásnál fogjuk használni. Elsőként szükségünk lesz a következő tételre ([26], 323. o. Theorem 5).
1. Tétel. Tekintsük a ∆u = f problémát az Ω tartományon, ahol ∂Ω ∈ Cm+2 Tegyük fel, hogy
f ∈ Hm(Ω), ahol m ∈ N, továbbá u ∈ H10 (Ω) legyen a∆u = f Ω-nu = 0 ∂Ω-n
probléma gyenge megoldása. Ekkor u ∈ Hm+2(Ω), és teljesül a következő becslés:
‖u‖Hm+2(Ω) ≤ C
(‖f‖Hm(Ω) + ‖u‖L2(Ω)),
ahol a C konstans csak m-től és az Ω tartománytól függ.
A következő állítás a [81] munka 1.5-ös következménye.
2. Tétel. A ∆ : H10 (Ω) → H−1(Ω) sajátfüggvényei akárhányszor differenciálhatóak, azaz j ∈ N
esetén ϕj ∈ C∞(Ω).
A [50] munka következő tételét is használjuk.
3. Tétel. A (−∆) : H10 (Ω)→ H−1(Ω) operátor 0 < λ1 ≤ λ2 ≤ . . . sajátértékeire fennáll, hogy
λk ≥ 2πΓ(2)k.
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I. rész
A térben törtrendű diffúzió
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1. fejezet
Törtrendű diffúzió egy dimenzióban
Ebben a részben korlátos intervallumon adott törtrendű diffúziós egyenlet egy véges differenciás
numerikus megoldását ismertetjük. A módszer alapja a kezdeti függvény megfelelő kiterjesztése a
teljes számegyenesre különböző módon a homogén Dirichlet- és Neumann-peremfeltételek esetére,
visszavezetve ezzel a korlátos intervallumon értelmezett törtrendű Laplace-operátort a teljes szám-
egyenesen vett Riesz-potenciállal értelmezett törtkitevőjű Laplace-operátorra. Bizonyítjuk, hogy
ez a feladat korrekt kitűzésű és ekvivalens a spektrálisan értelmezett operátor esetével. Utána
az eltolt Grünwald–Letnikov-formulát használva konstruálunk egy konvergens véges differenciás
implicit Euler-módszeren alapuló eljárást.
Ezt a módszert az motiválja, hogy a gyakorlatban az egydimenziós esetben az ismeretlen u
függvény csak az intervallum lezártján van definiálva, viszont nemlokális operátort használunk,
amihez szükségünk volna annak értékeire az intervallumon kívül is.
A homogén-Dirichlet peremfeltétel kezelését a [19] és a [57] munkákban szintén egy kiterjesz-
téssel oldották meg, mégpedig az intervallumon kívül a teljes számegyenesen az azonosan nulla
kiterjesztést választották. De ez nem jó, a feladat ugyanis elveszíti a fizikai tartalmát.
A rész céljai a következőek:
• a homogén Dirichlet- és Neumann-peremfeltételek megfelelő beépítése a feladatba,
• igazolni, hogy a feladat korrekt kitűzésű, a kiterjesztési eljárással kapott törtrendű Laplace-
operátor ekvivalens a spektrális definíción alapulóval,
• egy konvergens véges differenciás eljárás konstruálása.
1.1. Matematikai eszközök
Alapmegoldások Tekintsük az alábbi Cauchy-feladatot!∂tu(t, x) = ∂
α
|x|u(t, x), t ∈ R+, x ∈ R
u(0, x) = u0(x), x ∈ R,
(1.1)
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ahol a kezdeti függvény u0 ∈ CI(R) adott és α ∈ (1, 2].
Megjegyzés: Az irodalomban elterjedtebb ∂α|x| jelölést használtuk az (1.1) formulában a −(−∆)α/2
helyett.
1.1.1. Lemma. Az (1.1) Cauchy-feladatnak egyértelműen létezik megoldása, és az megadható,
mint
u(t, x) = (Φα,t ∗ u0)(x), (1.2)
ahol Φα,t a ∂α|x|-val megadott feladat alapmegoldását jelöli. Igaz továbbá, hogy u(t, ·) ∈ C∞(R)
minden t ∈ R+ esetén.
Bizonyítás: Alkalmazzuk a térbeli F Fourier-transzformációt az (1.1) egyenletre!∂tFu(t, s) = −|s|
αFu(t, s), t ∈ R+, s ∈ R
Fu(0, s) = Fu0(s), s ∈ R,
ahol az F
[
∂α|x|u(t, x)
]
(s) = −|s|αFu(t, s) azonosságot használtuk (ld. [36], 38.o.). Erre az F−1
inverz Fourier-tanszformációt alkalmazva kapjuk, hogy
u(t, x) = F−1(e−t|s|αFu0(s))(x) = F−1(e−t|s|α) ∗ u0(x).
Ezért az (1.1) egyenlet alapmegoldása megadható, mint
Φα,t(s) = F−1(e−t|x|α)(s) = F(e−t|x|α)(s).
A transzformálandó függvény párosságát és a Fourier-transzformáció tulajdonságait kihasználva
(ld. [28], 1111. oldal):
Φα,t(s) = F(e−t|x|α)(s) = F(e−t|x|e−t|x|α−1)(s) = F(e−t|x|)(s) ∗ F(e−t|x|α−1)(s) =
=
√
2
π t
t2 + s2
∗ F(e−t|x|α−1)(s).
(1.3)
Bármely rögzített valós t esetén az s →
√
2
pi
t
t2+s2
függvény C∞(R) tetszőleges térváltozó szerinti
deriváltja L1(R)-beli. Másrészt pedig α > 1 esetén az e−t|x|
α−1
valós függvény szintén L1(R)-beli,
ezért az F(e−t|x|α−1) korlátos és folytonos. Vagyis (1.3)-at használva a jobb oldalra tetszőleges
k ∈ N esetén
∂kΦα,t(s) = ∂k
√
2
π t
t2 + s2
∗ F(e−t|x|α−1)(s),
ami a lemma állítását adja. 
Diszkretizáció A törtrendű deriváltak numerikus közelítése nem magától értetődő. A Riemann–
Liouville-deriváltak közelítésére az eltolt Grünwald–Letnikov-formulát használjuk. A [57] munká-
ban megmutatták, hogy az eltolás stabilizálja a Grünwald–Letnikov formulából származó impli-
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* * * * * * * *✸ ✸ ✸ ✸ ✸ ✸ ✸ ✸
· · · x− 4h x− 3h x− 2h x− h x x+ h x+ 2h x+ 3h x+ 4h · · ·
1.1. ábra. Az alappontok szemléltetése: a bal oldali közelítés alappontjai (∗) és a jobb oldalié (✸)
az eltolt Grünwald–Letnikov-formulában (az (1.4) és az (1.5) formula alapján) az x pontban p = 2
eltolási paraméterrel.
cit Euler-közelítést, eltolás nélkül azonban a módszer instabil lesz. Az eltolt Grünwald–Letnikov-
formulát f ∈ C(R) függvényekre a következő képlettel definiáljuk:
Dα,p,h−∞,GLf(x) =
1
Γ(−α) limM→∞
1
hα
M∑
k=0
Γ(k − α)
Γ(k + 1)
f(x− (k − p)h) =
=
1
hα
∞∑
k=0
gkf(x− (k − p)h)
(1.4)
és
Dα,p,h∞,GLf(x) =
1
Γ(−α) limM→∞
1
hα
M∑
k=0
Γ(k − α)
Γ(k + 1)
f(x+ (k − p)h) =
=
1
hα
∞∑
k=0
gkf(x+ (k − p)h),
(1.5)
ahol p ∈ N az eltolási paraméter, α ∈ (1, 2] a deriválás rendje, h ∈ R+ a diszkretizáció finomsága,
az együtthatók pedig
gk =
Γ(k − α)
Γ(−α)Γ(k + 1) = (−1)
k
(
α
k
)
.
A kétoldali közelítést az 1.1. ábrán szemléltetjük. Ezen együtthatók fontos tulajdonsága, hogy
∞∑
k=0
gk = 0 ∀ α ∈ (1, 2]
g1 = −α, gj ≥ 0 ha j 6= 1.
(1.6)
A bal és jobb oldali diszkrét közelítések operátorára a következő jelöléseket használjuk minden
v = (. . . , v−1, v0, v1, . . . ) ∈ RZ vektor esetén:
[
Dα,p,h−∞,GLv
]
j
=
1
hα
∞∑
k=0
(−1)kgkvj+p−k és
[
Dα,p,h∞,GLv
]
j
=
1
hα
∞∑
k=0
(−1)kgkvj+k−p, (1.7)
ahol a j alsó index a vektor j-edik komponensét jelöli.
Megjegyzések:
1. Az [57] munkában megmutatták, hogy az (1.4) és az (1.5)-beli közelítések a megfelelő Riemann–
Liouville-deriváltakat jól közelítik a következő értelemben:
RL
−∞∂
α
x f(x) = D
α,p,h
−∞,GLf(x) +O(h), (1.8)
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ha f Fourier-transzformáltja, valamint RL−∞∂αx f(x) és RLx ∂α∞f(x) is L1(R)-beliek. Hasonlóan
RL
x ∂
α
∞f(x) = D
α,p,h
∞,GLf(x) +O(h), (1.9)
Igazoljuk majd, hogy ezen feltételek elhagyhatók.
2. Magasabbrendű közelítések is elérhetőek más eltolási paramétereket használva, ld. a [89] munkát.
Például a következő formula egy másodrendű közelítést biztosít [79], [80]:
GL
−∞D
α,p,q
x,h u(x) =
2q − α
2(p− q)D
α,p,h
−∞,GLu(x) +
2p− α
2(p− q)D
α,p,h
−∞,GLu(x). (1.10)
3. Az operátor nemlokális volta a közelítésben telt mátrixot eredményez.
1.2. Eredmények
Kiterjesztések
A kiterjesztési eljárásra a diszkrét feladatnál is szükségünk lesz. Ezt úgy oldjuk meg, hogy
virtuális rácspontokat veszünk a rácsunkhoz a tartományon kívülről. Módszerünk vázlata a követ-
kező:
• a korlátos intervallumról a feladatunkat kiterjesztjük R-re, a peremfeltételt az operátorba a
kiterjesztéssel beépítve,
• megoldjuk az ennek megfelelő (1.1) Cauchy-feladatot (és véges differencia módszerrel köze-
lítjük),
• igazoljuk, hogy a kiterjesztési eljárással kapott feladat megoldására teljesül a homogén Neu-
mann (vagy a másik kiterjesztéssel a homogén Dirichlet) peremfeltétel.
1.2.1. Definíció. Azt mondjuk, hogy a
·˜ : L2(Ω)→ CI(R)
kiterjesztés kompatibilis a homogén Neumann- (0-fluxus), illetve a Dirichlet-peremfeltétellel, ha a
következő feladatnak egyértelműen létezik u˜ megoldása:∂tu˜(t, x) = ∂
α
|x|u˜(t, x), t ∈ R+, x ∈ R
u˜(0, x) = u˜0(x), x ∈ R
és ∂xu˜(t, x) = 0, illetve u˜(t, x) = 0, x ∈ ∂Ω és t > 0 esetén.
A homogén Dirichlet-peremfeltételnek megfelelő kiterjesztés Az [78] munka ötletét hasz-
náljuk: az egy darab nyelő fal esetét két nyelő falra. Az egyszerűség kedvéért u : (0, 1) → R
függvényekre definiáljuk a kiterjesztést.
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1.2.2. Definíció. Legyen
uˆD,1(x) =
u(x), x ∈ (0, 1)−u(−x), x ∈ (−1, 0),
továbbá uˆD,1(x + 2k) = uˆD,1(x) minden k ∈ Z esetén az u függvény Dirichlet-típusú kiterjesztése
és jelöljük uˆD-val.
Megjegyzések:
1. Ezt néha páratlan kiterjesztésnek is nevezik, és úgy kapható meg, hogy a függvény grafikonját
(középpontosan) tükrözzük először (0, 0)-ra és (1, 0) ∈ R2-ra, így nyerve a kiterjesztést (−1, 2)-re;
ezután tükrözzük a kiterjesztett függvény grafikonját (−1, 0)-ra és (2, 0) ∈ R2-ra, hogy megkapjuk
a kiterjesztést (−2, 3)-ra. Majd ezt az eljárást iteráljuk.
2. Ez fizikailag úgy interpretálható, hogy a végpontokban zéró koncentrációt kényszerítünk ki a
páratlan kiterjesztéssel. Tekintsük például a 0 perempontot! A kiterjesztés segítségével (−1, 0)-en
negatív tömegű részecskéket adunk meg, melyek fluxusa 0-ban ugyanakkora, mint a (0, 1) tarto-
mányból érkező részecskéké, így a határon kioltják egymást.
3. Definiálhatjuk uD(k) = 0 feltételt a k ∈ Z esetben, de mint látni fogjuk, nem lesz rá szükség.
A kiterjesztésből egyszerűen adódik, hogy
uˆD(y) = −uˆD(−y) és uˆD(1 + y) = −uˆD(1− y) y ∈ R. (1.11)
Hasonlóan definiálható a v = (v0, v1, . . . , vN+1) ∈ RN+2 vektor diszkrét vˆD ∈ RZ kiterjesztése
is, ahol feltesszük hogy v0 = vN+1 = 0:
[vˆD]j =

vj , j = 0, 1, . . . , N + 1
−v2(N+1)−j , j = N + 2, N + 3, . . . , 2N + 1
vj+2N , j 6∈ {0, 1, . . . , 2N + 1} .
(1.12)
A homogén Neumann-peremfeltételnek megfelelő kiterjesztés Az előzőekhez hasonlóan
itt is u : (0, 1)→ R függvényeket terjesztünk ki.
1.2.3. Definíció. Legyen uN : R→ R az alábbi konstrukcióval definiált függvény:
uˆN (x) =
u(x), x ∈ (0, 1)u(−x), x ∈ (−1, 0),
továbbá uˆN (x + 2k) = uˆN (x) minden k ∈ Z esetén. Ezt az u függvény Neumann-típusú kiterjesz-
tésének nevezzük.
Megjegyzések:
1. Ezt az u függvény páros kiterjesztésének nevezik. Megkapható úgy is, hogy az u függvény
grafikonját (tengelyesen) tükrözzük az x = 0 és x = 1 egyenesekre, kiterjesztve ezzel a függvényt
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1.2. ábra. A v = (v0, v1, v2, v3) vektor Neumann-típusú kiterjesztése.
a (−1, 2) intervallumra. Tovább folytatva az eljárást megkapjuk a teljes R-re való kiterjesztést.
2. A kiterjesztés fizikai interpretációja az, hogy zéró fluxust kényszerítünk ki a 0 és 1 pontokban
azzal, hogy visszaverődik az ezekbe a határokba ütköző részecske.
Egyszerűen adódik a kiterjesztésből, hogy
∂xfˆ
N (1 + y) = ∂xfˆN (1− y) és ∂xfˆN (y) = ∂xfˆN (−y) y ∈ {R \ Z}. (1.13)
A „kiterjesztett” vˆN ∈ RZ vektort hasonlóan definiáljuk, v = (v0, v1, . . . , vN ) ∈ RN+1 esetén
legyen:
[vˆN ]j =

vj , j = 0, 1, . . . , N
v−j−1, j = −N − 1,−N, . . . ,−1
vj+2N+2, j 6∈ {−N − 1, . . . , 0, . . . , N} .
(1.14)
A Neumann-típusú kiterjesztést vektorokra az 1.2. ábrán szemléltejük.
Megmutatjuk, hogy a fenti kiterjesztések teljesítik az 1.2.1. definíció kompatibilitási kritériu-
mait.
1.2.4. Lemma. Az uˆN és a uˆD kiterjesztések kompatibilisek a homogén Dirichlet- és Neumann-
peremfeltételekkel.
Bizonyítás: Az 1.1.1. lemmának megfelelően a∂tu = ∂
α
|x|u R
+ × R-en
u(0, ·) = uˆN
feladat megoldása kifejezhető az alábbi konvolúcióval:
u(t, ·) = Φα,t ∗ uˆN = uˆN ∗ Φα,t,
vagyis
u(t, x) =
∫
R
uˆN (x− y)Φα,t(y) dy .
Mivel Φα,t ∈ C∞(R), ezért ez u(t, ·)-ra is igaz, vagyis ∂xu(t, ·) jobb és bal oldali határértéke
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mindenhol megegyezik. Használva (1.13)-at és hogy Φα,t páros, kapjuk a következőt:
∂xu(t, 1) = lim
ǫn→0−
∂xu(t, 1− ǫn) = lim
ǫn→0−
(∂xuˆN ∗ Φα,t)(1− ǫn) =
= lim
ǫn→0−
∫
R
∂xuˆ
N (1− ǫn − y)Φα,t(y) dy = − lim
ǫn→0−
∫
R
∂xuˆ
N (1 + ǫn + y)Φα,t(y) dy =
= − lim
ǫn→0−
∫
R
∂xuˆ
N (1 + ǫn + y)Φα,t(−y) dy =
= − lim
ǫn→0−
∫
R
∂xuˆ
N (1 + ǫn − y)Φα,t(y) dy = − lim
ǫn→0−
(∂xuˆN ∗ Φα,t)(1 + ǫn) =
= − lim
ǫn→0−
∂xu(t, 1 + ǫn) = −∂xu(t, 1),
vagyis a homogén Neumann-peremfeltétel teljesül 1-ben. A másik határpontban, azaz 0-ban ha-
sonlóan igazolható az állítás.
A Dirichlet-peremfeltétel esetére ugyanígy járhatunk el, a∂tu = ∂
α
|x|u R
+ × R-en
u(0, ·) = uˆD
feladat megoldása megadható, mint
u(t, x) =
∫
R
uˆD(x− y)Φα,t(y) dy .
Mivel Φα,t ∈ C∞(R), ezért u(t, ·) is ilyen, azaz u(t, ·) bal és jobb oldali határértéke mindenhol
megegyezik. Ezért (1.11) miatt azt kapjuk, hogy
u(t, 1) = lim
ǫn→0−
u(t, 1− ǫn) = lim
ǫn→0−
uˆD ∗ Φα,t(1− ǫn) =
= lim
ǫn→0−
∫
R
uˆD(1− ǫn − y)Φα,t(y) dy = − lim
ǫn→0−
∫
R
uˆD(1 + ǫn + y)Φα,t(y) dy =
= − lim
ǫn→0−
∫
R
uˆD(1 + ǫn + y)Φα,t(−y) dy = − lim
ǫn→0−
∫
R
uˆD(1 + ǫn − y)Φα,t(y) dy =
= − lim
ǫn→0−
uˆD ∗ Φα,t(1 + ǫn) = − lim
ǫn→0−
u(t, 1 + ǫn) = −u(t, 1),
vagyis teljesül a homogén Dirichlet-peremfeltétel 1-ben. A 0 perempont esete hasonló számítással
igazolható.
Mindkét esetben teljesül a ∂tu = ∂α|x|u egyenlet (0, 1)-en, ezzel igazoltuk a lemma állítását. 
Az u : (0, 1) → R függvény törtrendű (nemlokális) deriváltját az alábbi módon értelmezzük x
helyen:
1. Kiterjesztjük az u függvényt az 1.2.3. definíciónak megfelelően.
2. Tekintjük a ∂α|x|u
N (x) értékét.
Ennek alapján tekintsük a következő feladatot!∂tu(t, x) = ∂
α
|x|u
N (t, ·)(x), t ∈ (0, T ), x ∈ (0, 1)
u(0, x) = u0, x ∈ (0, 1).
(1.15)
A következő tétel a numerikus módszerünk alappillére.
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1.2.5. Tétel. Tetszőleges u0 ∈ C[0, 1] esetén az (1.15) feladat korrekt kitűzésű és egyértelműen
létezik u ∈ C∞[0, 1] megoldása, amely teljesíti a ∂xu(t, 0) = ∂xu(t, 1) = 0 Neumann-peremfeltételt.
Bizonyítás: Megjegyezzük először, hogy a∂tu(t, x) = ∂
α
|x|u(t, x), t ∈ (0, T ), x ∈ R
u(0, x) = uˆN0 (x), x ∈ R
(1.16)
feladat korrekt kitűzésű és az 1.2.4. lemmának megfelelően a megoldása megadható, mint
u(t, x) =
∫
R
uˆN (x− y)Φα,t(y) dy .
Ebből az következik, hogy
u(t,−x) =
∫
R
uˆN (−x− y)Φα,t(y) dy =
∫
R
uˆN (x+ y)Φα,t(−y) dy =
=
∫
R
uˆN (x− y)Φα,t(y) dy = u(t, x)
és
u(t, x+ 2) =
∫
R
uˆN (x+ 2− y)Φα,t(y) dy =
∫
R
uˆN (x− y)Φα,t(y) dy = u(t, x).
Így az (1.16) egyenlet u megoldásának megszorítása megoldása (1.15)-nek is. Itt kihasználtuk, hogy
a kiterjesztett függvényre igaz, hogy uN ∈ CI(R), így a ∂α|x|uN Riesz-deriváltja is értelmes.
Most bizonyítsuk az egyértelműséget! Tegyük fel, hogy v is megoldása (1.15)-nek. Ekkor a
Neumann-kiterjesztésére igaz, hogy
∂tvˆ
N (t,−x) = ∂tvˆN (t, x) x ∈ R esetén. (1.17)
A törtrendű integrál kiszámításához vezessük be a CI(R) ∋ vˆN0 = vˆ(t, ·)N −
∫ 1
0 v(t, ·) függvényt.
Ekkor
Γ(2− α)∞I2−αx vˆN0 (−x) =
∫ −x
−∞
vN0 (y∗)
(−x− y∗)αdy
∗ +
∫ ∞
−x
vN0 (y∗)
(y∗ + x)α
dy∗ =
=
∫ ∞
x
vN0 (−y)
(−x+ y)α dy +
∫ x
−∞
vN0 (−y)
(−y + x)α dy =
∫ ∞
x
vN0 (y)
(−x+ y)α dy +
∫ x
−∞
vN0 (y)
(−y + x)α dy =
= Γ(2− α)∞I2−αx vˆN0 (x).
Vagyis az is igaz, hogy
∂α|x|v
N (t,−x) = ∂α|x|vN (t, x). (1.18)
Tehát (1.17)-ből és (1.18)-ból következik, hogy
∂tvˆ
N (t,−x) = ∂tvˆN (t, x) = ∂α|x|vN (t, x) = ∂α|x|vN (t,−x),
másrészt a periodicitás miatt
∂tvˆ
N (t, 2 + x) = ∂tvˆN (t, x) = ∂α|x|v
N (t, x) = ∂α|x|v
N (t, 2 + x).
Emiatt vN Neumann-kiterjesztése megoldása (1.16)-nek. De ennek a megoldása egyértelmű, azaz
vN = uN , amiből (1.15) egyértelmű megoldhatósága is következik. 
A ∂α|x| operátorok sajátfüggvényeire vonatkozik az alábbi lemma.
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1.2.6. Lemma. A ∂α|x| operátor sajátfüggvényei Neumann-peremfeltételek esetén {cos kπx}∞k=1, a
megfelelő sajátértékek pedig {σ · (kπ)α}∞k=1.
Bizonyítás: A bizonyítás során az alábbi azonosságokat fogjuk használni.∫ ∞
0
xn−1 cos bx dx =
Γ(n)
bn
cos
nπ
2
,∫ ∞
0
xn−1 sin bx dx =
Γ(n)
bn
sin
nπ
2
,
(1.19)
melyek a [28] munka 3.761/9 formulái.
Vegyük észre, hogy a cos(kπ·)|(0,1) páros kiterjesztése a valós számegyenesre önmaga. Másrészt
a [87] munkában megmutatták, hogy bevihetjük a deriválást a Riemann–Liouville-formulában az
integrálok mögé. Ezért a 2. definíció alapján
∂α|x| cos(kπx) = −
σ · (kπ)2
2 cos
(
απ
2
) (− ∫ x
∞
cos kπs
(x− s)α−1 ds−
∫ x
∞
cos kπs
(s− x)α−1 ds
)
. (1.20)
Az (1.19) formulát használva az első tag úgy írható, mint∫ x
−∞
cos kπs
(x− s)α−1 ds =
∫ ∞
0
cos kπ(x− y)
yα−1
dy =
= cos kπx
∫ ∞
0
cos kπy
yα−1
dy + sin kπx
∫ ∞
0
sin kπy
yα−1
dy =
=
Γ(2− α)
(kπ)2−α
(
cos kπx cos
π(2− α)
2
+ sin kπx sin
π(2− α)
2
)
.
Hasonló számolással kaphatjuk, hogy∫ ∞
x
cos kπs
(s− x)α−1 ds =
∫ ∞
0
cos kπ(x+ y)
yα−1
dy =
=
Γ(2− α)
(kπ)2−α
(
cos kπx cos
π(2− α)
2
− sin kπx sin π(2− α)
2
)
.
Ezért az (1.20) egyenlőség is átírható, mint
∂α|x| cos(kπx) =
σ · (kπ)2
2 cos
(
απ
2
)
Γ(2− α)
Γ(2− α)
(kπ)2−α
2 cos kπx cos
π(2− α)
2
=
=
σ · (kπ)α
2 cos
(
απ
2
)2 cos kπx cos π(2− α)
2
= −σ · (kπ)α cos kπx.
Másrészt pedig a {cos kπx}∞k=1 rendszer teljes az L2(0, 1) téren, vagyis nem létezik további saját-
függvénye az operátornak. 
Numerikus módszerek
A következőkben először térben diszkretizálunk, azután az adódó közönséges differenciálegyen-
let rendszert időben diszkretizáljuk.
A számítások egyszerűsítése miatt a [0, 1] intervallumot [0, π]-be képezzük, ahol a következő
osztópontokat fogjuk használni:
xj := πh
(
j +
1
2
)
= π
(
1
2(N + 1)
+
j
N + 1
)
. (1.21)
unj az nτ időpontban és xj rácspontban jelöli a feladat analitikus megoldásának, (nδ, xj) pontbeli
közelítését.
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A véges differenciás séma analízise
A térbeli diszkretizációhoz az (1.7)-beli Grünwald–Letnikov-közelítéseket használjuk. Vezessük
be az Aα,h ∈ R(N+1)×(N+1) mátrixot, amit a következőképpen definiálunk:
Aα,hu = D
α,1,h
−∞,GLu
N +Dα,1,h∞,GLu
N . (1.22)
Ezt az implicit Euler-sémával kombinálva az alábbi numerikus módszert nyerjük:
un+1j − unj
τ
=
[
Aα,hu
n+1
]
j
. (1.23)
Az (1.22) formulát egy példán ki is fejtjük.
Példa Az Aα,hv vektor első komponensét adjuk meg, ahol v = (v0, v1, v2, v3).
[Aα,hv]1 = g0v0 + g1v1 + g2v2 + g3v3 + g4v3 + g5v2 + g6v1 + g7v0 + g8v0 + · · ·+
+ g0v2 + g1v1 + g2v0 + g3v0 + g4v1 + g5v2 + g6v3 + g7v3 + g8v2 + . . . .
Az általános esetben a (1.22), (1.7) és a (1.14) formulákat használva azt kapjuk, hogy
[Aα,hv]j =
Cσ
hα
j+1∑
k=0
gkvj−k+1 +
N−j+1∑
k=0
gkvk+j−1 +
+
∞∑
l=0
j+N+2∑
k=j+2
gk+2l(N+1)vk−j−2 +
2N−j+2∑
k=N−j+2
gk+2l(N+1)v2N−k−j+2
 +
+
∞∑
l=0
 j+2N+3∑
k=j+N+3
gk+2l(N+1)v2N+j−k+3 +
3N−j+3∑
k=2N−j+3
gk+2l(N+1)vk−2N+j−3

j = 1, 2, . . . , N − 1 esetén és
(1.24)
[Aα,hv]0 =
2Cσ
hα
(g0v1 + g1v0 +
+
∞∑
l=0
N+2∑
k=2
gk+2l(N+1)vN+2−k +
2N+3∑
k=N+3
gk+2l(N+1)v2N−k+3
 , (1.25)
[Av]N =
2Cσ
hα
(g0vN−1 + g1vN +
+
∞∑
l=0
N+2∑
k=2
gk+2l(N+1)vN−k+2 +
2N+3∑
k=N+3
gk+2l(N+1)vk−N−3
 . (1.26)
A mátrix hasonlóan számítható K = 2m+ 1 esetén is.
Az Aα,h mátrix tulajdonságai
1.2.7. Állítás. Az Aα,h mátrix főátlóbeli elemei negatívak, a főátlón kívüliek pozitívak.
Bizonyítás: Az egyszerűség kedvéért csak a j = 1, 2, . . . , N − 1 esettel foglalkozunk. Vegyük észre,
hogy az Aα,h mátrix j-edik sorának j-edik oszlopában az (1.24) a formula alapján vj együtthatójá-
ban szerepel g1. Így (1.6)-ot használva azt kapjuk, hogy Aα,h főátlóbeli elemei negatívak, a főátlón
kívüliek pedig pozitívak. 
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1.2.8. Lemma. Az Aα,h ∈ R(N+1)×(N+1) mátrix sajátvektorai
vkh = (cos kx0, cos kx1, . . . , cos kxN−1, cos kxN )
T ; k = 0, 1, 2 . . . , N,
a megfelelő sajátértékek pedig
− σ
cos
(
α
2π
) (2
h
)α
sinα
kπh
2
· cos
(
kπh+
α
2
(π − kπh)
)
; k = 0, 1, 2 . . . , N.
Bizonyítás: Vegyük észre, hogy a Neumann-kiterjesztés természetes a fenti vkh vektorra abban az
értelemben, hogy [
v̂kh
N ]
j
= cos kxj , j ∈ Z. (1.27)
Ezért az (1.22), (1.27), (1.21), (1.4) és (1.5) formulák szerint
[
Aα,hvkh
]
j
=
∞∑
l=0
Cσ
hα
(
gl
[
v̂kh
N ]
j+l−1
+ gl
[
v̂kh
N ]
j−l+1
)
=
=
Cσ
hα
∞∑
l=0
gl(cos kxj+l−1 + cos kxj−l+1) =
=
Cσ
hα
∞∑
l=0
gl
(
cos kπh
(
j +
1
2
+ l − 1)
)
+ cos kπh
(
j +
1
2
− (l − 1)
))
=
=
2Cσ cos kxj
hα
∞∑
l=0
gl cos kπh(l − 1) =
=
2Cσ cos kxj
hα
R
( ∞∑
l=0
exp{−ikπh}gl exp{ikπhl}
)
=
=
2Cσ cos kxj
hα
R
(
exp{−ikπh}
∞∑
l=0
(−1)l
(
α
l
)
exp{ikπhl}
)
=
=
2Cσ cos kxj
hα
R (exp{−ikπh}(1− exp{ikπh})α) =
=
2Cσ cos kxj
hα
R
(
exp{−ikπh} · 2α sinα kπh
2
·
(
cos
α
2
(π − kπh)− i sin α
2
(π − kπh)
))
=
=
2Cσ cos kxj
hα
2α sinα
kπh
2
·
(
cos kπh cos
α
2
(π − kπh)− sin kπh sin α
2
(π − kπh)
)
=
=
2Cσ cos kxj
hα
2α sinα
kπh
2
· cos
(
kπh+
α
2
(π − kπh)
)
,
(1.28)
ahol az alábbi azonosságot használtuk:
(1− exp{ikπh})α =
(
2 sin
kπh
2
·
(
sin
kπh
2
− i cos kπh
2
))α
=
= 2α sinα
k
2
πh ·
(
cos
(
π
2
− kπh
2
)
− i sin
(
π
2
− kπh
2
))α
=
= 2α sinα
kπh
2
·
(
cos
α
2
(π − kπh)− i sin α
2
(π − kπh)
)
.
Innen a Cσ = − 2σcos(απ/2) definíció miatt következik az állítás. 
1.2.9. Állítás. Az (1.23) numerikus séma konzisztens az (1.15) feladattal a maximum normában,
a rendje pedig O(τ) +O(h).
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Bizonyítás: Elég belátnunk, hogy (1.23) jobb oldala elsőrendű közelítése az α-rendű Riesz-deriváltnak.
Az 1.2.5. tételnek megfelelően a feladat analitikus megoldása teljesíti a homogén Neumann-peremfel-
tételeket 0-ban és 1-ben, ezért a koszinusz Fourier-sora pontonként konvergens:
u(t, x) =
∞∑
k=0
Fk cos kπx, x ∈ (0, 1), t ∈ R+, (1.29)
ahol Fk időfüggését nem tüntettük fel. Mivel u(t, ·) ∈ C∞(R) – a Fourier-sorok regularitási tételét
is használva – bármely r ∈ N esetén létezik egy olyan Cr konstans, hogy
|Fk| ≤ Cr(kπ)r , ∀k ∈ N
+. (1.30)
Használjuk (1.29)-t tagonként t = nδ-val:
u(hδ, ·) = [u(nδ, x0
π
), u(nδ,
x1
π
), . . . , u(nδ,
xN
π
)]T =
= [
∞∑
k=0
Fk cos kx0,
∞∑
k=0
Fk cos kx1, . . . ,
∞∑
k=0
Fk cos kxN ]T =
∞∑
k=0
Fkvkh.
(1.31)
Az 1.2.6. lemmát alkalmazva az (1.29) formulára és az Aα,h mátrixot (1.31)-ra kapjuk, hogy (1.28)
nem más, mint
∂α|x|u(nδ,
xj
π
)− [Aα,hu(nδ, ·)]j =
=
∞∑
k=0
−σ(kπ)αFk cos kπxj −
[
Aα,h
∞∑
k=0
Fkvkh
]
j
=
=
∞∑
k=0
Fk cos kπxj
(
−σ(kπ)α − 2Cσ
hα
2α sinα
kπh
2
· cos
(
kπh+
α
2
(π − kπh)
))
=
= −
∞∑
k=0
σFk cos kπxj(kπ)α
(
1−
(
sin kπh2
kπh
2
)α
cos
(
kπh+ α2 (π − kπh)
)
cos kπh2
)
.
(1.32)
Az állítás igazolásához belátjuk, hogy létezik egy olyan rácstól független C konstans, hogy a kö-
vetkező egyenlőtlenség teljesül:∣∣∣∣1− (sin ss
)α (
cos s(α− 2)− sin s(α− 2) tan απ
2
)∣∣∣∣ ≤ Cs, (1.33)
amit s = kπh2 -vel alkalmazunk. Először igazoljuk, hogy
h(s) := 1−
(
sin s
s
)α (
cos s(α− 2)− sin s(α− 2) tan απ
2
)
≤ Cs. (1.34)
Mivel lims→0+ h(s) = 0, ezért elég belátnunk, hogy h′ korlátos a [0, π2 ] intervallumon. Nyilván
h′(s) = α
(
sin s
s
)α−1 sin s− s · cos s
s2
· (α− 2)
[
cos s(α− 2)− sin s(α− 2) tan απ
2
]
+
+
(
sin s
s
)α (
(α− 2)
(
sin s(α− 2)− cos s(α− 2) tan απ
2
))
,
ahol
lim
0+
s · cos s− sin s
s2
= lim
0+
s sin s
2s
= 0.
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Mivel h′(s) minden komponense korlátos, ezért (1.34) is igaz. Az (1.32), (1.33) és (1.34) formulák,
majd (1.30) alkalmazásával a következő becslést nyerjük:∣∣∣∣∂α|x|u(nδ, xjπ )− [Aα,hu(nδ, ·)]j
∣∣∣∣ ≤ C2 h
∣∣∣∣∣
∞∑
k=0
σFk cos kπxj(kπ)αkπ
∣∣∣∣∣ ≤
≤ C · σ
2
h
∞∑
k=0
|Fk|(kπ)α+1 ≤ C5C · σ2 h
∞∑
k=1
1
(kπ)5
(kπ)α+1 ≤ C5C · σ
2
h
∞∑
k=1
1
(kπ)2
,
amivel bizonyítottuk az állítást. 
1.2.10. Tétel. Az (1.23)-ben definiált numerikus séma a maximum normában O(τ)+O(h) rendben
konvergál az (1.15) feladat megoldásához α ∈ (1, 2] esetén.
Bizonyítás: Az 1.2.9. állítás miatt elég az (1.23) séma stabilitását igazolni. Írjuk át a sémát lineáris
rendszer alakjába!
(I − τAα,h)un+1 = un.
Az 1.2.7. állítást használva az I−τAα,h mátrix főátlója szigorúan pozitív és a főátlón kívüli elemei
nempozitívak. Sőt, (1.24)-et használva egyszerűen látható, hogy j = 1, 2, . . . , N − 1 esetére[
(I − τAα,h) · (1, 1, . . . , 1)T
]
j
=
= 1 +
τ
h
α− j+1∑
k=0
k 6=1
gk −
∞∑
l=0
j+2+N∑
k=j+2
gk+2l(N+1) −
∞∑
l=0
j+2N+3∑
k=j+N+3
gk+2l(N+1)
+
+
τ
h
α− N−j+1∑
k=0
k 6=1
gk −
∞∑
l=0
2N−j+2∑
k=N−j+2
gk+2l(N+1) −
∞∑
l=0
3N−j+3∑
k=2N−j+3
gk+2l(N+1)
 .
(1.35)
Vegyük észre, hogy (1.35) zárójelekben lévő tagjaiban a gi, i 6= 1 együtthatók pontosan egyszer
fordulnak elő, így (1.6) szerint mindkettő értéke:
α−
∞∑
k=0
k 6=1
gk = −
∞∑
k=0
gk = 0.
A j = 0 és j = N esetekre (1.25)-t és (1.26)-t alkalmazva ugyanez adódik. Ezért[
(I − τAα,h) · (1, 1, . . . , 1)T
]
j
= 1
minden j = 0, 1, . . . , N esetén. Vagyis (I − τAα,h)−1 elemenként pozitív és ‖(I − τAα,h)−1‖∞ = 1,
ami pontosan azt jelenti hogy az (1.23) séma feltétel nélkül stabil. 
Az Aα,h mátrix konstrukciója Az Aα,h mátrix elemeit sorok összegeként kellene megadni,
ehelyett a sajátvektorainak és sajátértékeinek ismeretében fogjuk megkonstruálni.
18
Legyen ehhez a Bα,h ∈ R(N+1)×(N+1) mátrix
Bα,h =
(
v0h,v
1
h, . . . ,v
N
h
)
,
amelynek az oszlopai az Aα,h mátrix sajátvektorai; ezeket az 1.2.8. lemmából ismerjük. Ekkor
(I − τAα,h)Bα,h =
(
(1− τλ1)v0h, (1− τλ2)v1h, . . . , (1− τλN )vNh
)
,
ezért
τAα,h = I −
(
(1− τλ1)v0h, (1− τλ2)v1h, . . . , (1− τλN )vNh
)
B−1α,h, (1.36)
ahol a jobb oldal minden tagja ismert.
Magasabb rendű közelítésekhez tartozó mátrixok ugyanígy nyerhetőek.
1.3. Numerikus kísérletek
Egy homogén modellfeladat Először az alábbi feladatot vizsgáljuk.
∂tu(t, x) = 0.25 ∂1.2|x| u(t, x), x ∈ (0, 1), t ∈ (0, 1)
u(0, x) = x
4
4 − x
2
2 , x ∈ (0, 1)
∂xu(t, 0) = ∂xu(t, 1) = 0, t ∈ (0, 1).
(1.37)
Átírva ezt a (korrekt kitűzésű) kiterjesztett alakba kapjuk, hogy
∂tu(t, x) = 0.25 ∂1.2|x| u(t, x), x ∈ (0, 1), t ∈ (0, 1)
u(0, x) = x̂
4
4 − x
2
2
N
, x ∈ R.
(1.38)
Az (1.38) feladat analitikus megoldása a (0, 1)× (0, 1) tartományon
u(t, x) = − 14
120
+
∞∑
k=1
(−1)k+1 12
(kπ)4
e−
t
4
(kπ)1.2 cos(kπx), x ∈ (0, 1), t ∈ (0, 1).
Az eredményeket az 1.1. táblázat tartalmazza. A ‖eτ,h‖∞ hibát számítottuk t = 1-ben különböző
időlépés és térbeli felosztás finomság esetén. Világosan látszik az 1.2.10. tétel által garantált el-
sőrendű konvergencia. A konvergencia rendjét az alábbi formulával számítottuk: log2
(‖e2τ,2h‖∞
‖eτ,h‖∞
)
.
A törtrendű diffúziós modell a Neumann-peremfeltétel esetére azt jósolja, hogy a tömegnek meg
kell maradnia. Vagyis a fenti szimulációkban az l1-normának állandónak kell lennie. Ez triviálisan
teljesül, hiszen az Aα,h,∞ mátrix tetszőleges oszlopában az elemek összege 0.
Végül a Neumann-peremfeltétel teljesülését ellenőriztük numerikusan, mégpedig a
∂xu(t, 0) =
1
2h
(3u(t, 0)− 4u(t, h) + u(t, 2h)) (1.39)
közelítés segítségével. Az eredményeket az 1.3. ábrán láthatjuk. Az egyszerűség kedvéért ugyan-
annyi tér- és időbeli rácspontot használtunk a diszkretizálás során.
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1.1. táblázat. Az (1.23) implicit-Euler séma hibabecslése az (1.38) feladatra.
Felosztás finomsága (h) Időlépés (τ) Hiba a ‖ · ‖∞-normában Konvergencia rend
1/2 1/2 1.4 ·10−2 ∅
1/4 1/4 1.5 ·10−2 0.1583
1/8 1/8 1.2 ·10−2 0.3342
1/16 1/16 7.8 ·10−3 0.6299
1/32 1/32 4.5 ·10−3 0.8007
1/64 1/64 2.4 ·10−3 0.8952
1/128 1/128 1.3 ·10−3 0.9459
1/256 1/256 6.3 ·10−4 0.9725
1/512 1/512 3.2 ·10−4 0.9861
1.3. ábra. A ∂xu(1, 0) derivált (1.39)-beli közelítése a numerikus szimulációban a rácspontok függ-
vényében.
Egy inhomogén feladat Az alábbi, inhomogén kezdeti feltételt tartalmazó feladatot vizsgáljuk:
∂tu(t, x) = 0.5 · ∂1.6|x| u(t, x) + e−t cosπx, x ∈ (0, 1), t ∈ (0, 1)
u(0, x) = 2x2 − 43x3, x ∈ (0, 1)
∂xu(t, 0) = ∂xu(t, 1) = 0, t ∈ (0, 1),
(1.40)
amelynek kiterjesztett alakja
∂tu(t, x) = 0.5 · ∂1.6|x| u(t, x) + e−t cosπx, x ∈ R, t ∈ (0, 1)
u(0, x) = ̂2x2 − 43x3
N
, x ∈ R.
(1.41)
Az eredeti (1.40) problémát két feladatra bontjuk.
∂tu1(t, x) = 0.5 · ∂1.6|x| u1(t, x), x ∈ (0, 1), t ∈ (0, 1)
u1(0, x) = 2x2 − 43x3, x ∈ (0, 1)
∂xu1(t, 0) = ∂xu1(t, 1) = 0, t ∈ (0, 1)
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és 
∂tu2,t∗(t, x) = 0.5 · ∂1.6|x| u2,t∗(t, x), x ∈ (0, 1), t ∈ (0, 1)
u2,t∗(0, x) = e−t
∗
cosπx, x ∈ (0, 1)
∂xu2,t∗(t, 0) = ∂xu2,t∗(t, 1) = 0, t ∈ (0, 1).
A feladatok analitikus megoldása pedig
u1(t, x) =
1
3
+
∞∑
k=1
16
(kπ)4
e−
t
2
(kπ)1.6((−1)k − 1) cos(kπx), x ∈ (0, 1), t ∈ (0, 1)
és
u2,t∗(t, x) = e−t
1.6− tpi
2 , x ∈ (0, 1), t ∈ (0, 1).
A Duhamel-elvet alkalmazva ([25], 49. oldal) azt kapjuk hogy
u(t, x) = u1(t, x) +
∫ t
0
u2,t∗(t− t∗, x) dt∗.
Eszerint, hogy megkapjuk a megoldást t = 1-ben, először az u1(t, ·) közelítését számoljuk a rács-
pontokban. Ezután ugyanazzal a lépésközzel és rácsfinomsággal közelítjük a következő tagokat.
u2,0(1, ·), u2,τ (1− τ, ·), u2,2τ (1− 2τ, x), . . . , u2,1(0, x),
ahol az utolsó tag már adott. Végül a trapéz-szabállyal numerikusan integrálunk, így kapjuk hogy
az
u(1, x) ≈ τ
∗
2
u2,0(1, ·) + τ∗(u2,τ∗(1− τ∗, ·) + u2,2τ∗(1− 2τ∗, x) + · · ·+ u2,1−τ∗(τ∗, x)) + τ
∗
2
u2,1(0, x)
formula adja az x-beli közelítést.
Az eredményeket az 1.2. táblázatban láthatjuk; mindegyik esetben τ∗ = 1/1024 volt, hogy a
numerikus integrálás ne rontsa el a konvergencia rendjét.
1.2. táblázat. Konvergencia eredmények az (1.23) implicit Euler-sémával az (1.40) feladatra alkal-
mazva.
Rács finomsága (h) Időlépés (τ) Hiba a ‖ · ‖∞-normában Konvergencia rend
1/2 1/2 6.2 ·10−2 ∅
1/4 1/4 3.7 ·10−2 0.7384
1/8 1/8 2.1 ·10−2 0.8490
1/16 1/16 1.1 ·10−3 0.9142
1/32 1/32 5.7 ·10−3 0.9535
1/64 1/64 2.9 ·10−3 0.9756
1/128 1/128 1.5 ·10−3 0.9875
1/256 1/256 7.3 ·10−4 0.9937
1/512 1/512 3.7 ·10−4 0.9967
ű
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2. fejezet
A törtrendű diffúziós egyenlet
négyzeten
2.1. Törtrendű Laplace-operátor és divergencia-alak, kiterjesztés
Ebben a részben az Ω = (0, 1)× (0, 1) tartományon vizsgáljuk a törtrendű diffúziós egyenletet.
Megadjuk a Dirichlet-peremfeltételnek megfelelő kiterjesztést R2-re, majd a négyzeten vett felada-
tot ennek leszűkítéseként definiáljuk.
Alkalmazzuk az 1. definíciót R2-ben, azaz ha x ∈ R2, akkor legyen
−
(
−∆
)α/2
u(x) :=
C(2, α/2)
2
∫
R2
u(x+ y) + u(x− y)− 2(x)
|y|2+α dy , (2.1)
ahol C(2, α/2) =
(∫
R2
1− ζ1
|ζ|2+α dζ
)−1
.
Az [59] munka alapján a törtrendű Laplace-operátor fenti 2.1. definíciója megegyezik az alábbival:
−
(
−∆
)α/2
u(x) := div J(x), (2.2)
ahol J(x) =
C(2, α/2)
α2
grad
∫
R2
u(y)
|x− y|α dy . (2.3)
Ha a J(x) függvényen az x-beli fluxust értjük, akkor a (2.3) formula nem más, mint Fick I. tör-
vényének törtrendű változata. A törtrendű diffúziós egyenletet R2-en ezután úgy kapjuk, hogy a
tömegmegmaradási egyenletbe (∂tu = div J) helyettesítjük ezt a törtrendű Fick-törvényt. Úgy is
felfogható mindez, hogy a Fick-törvényben szereplő pontbeli gradienst egy nem lokális mennyiség-
gel helyettesítjük. Ezt a megközelítést tárgyalja a [19] munka.
Kiterjesztés A korlátos Ω = (0, 1)× (0, 1) tartomány esetét vizsgálva egy kiterjesztési eljárással
a nemkorlátos esetre vezetjük vissza a feladatunkat. Legyen adott egy u(t, ·) : Ω→ R függvény Ω-n,
és terjesszük ki mindkét helyváltozójában páratlanul az egész R2-re. Az eljárás motivációja hasonló
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A A1 A11A3
A2 A21 A112A23
A4
2.1. ábra. A kiterjesztési eljárás és a részecske elnyelődése A3 és A között. Az u(A)-val egyenlő
függvényértékeket •-val jelöltük, az ellentettjüket pedig ◦-val. Ω a satírozott tartomány.
ahhoz, amit az 1.2.1. definíció utáni 2. megjegyzésben említettünk. Jelöljük ezt a kiterjesztési
operátort a következőképpen:
·˜ : Ω→ R2.
Például a 2.1. ábrán látható módon A23 = A21 = A11 = u˜(A).
A kiterjesztett feladat tehát∂tu˜(t, x) = −µ (−∆)
α/2 u˜(t, x), x ∈ R2
u˜(0, x) = u˜0(x), x ∈ R2.
(2.4)
2.1.1. Lemma. A (2.4) feladat megoldása teljesíti a homogén Dirichlet-peremfeltételt, azaz u˜(t, x, y) =
0, t > 0 és (x, y) ∈ ∂Ω esetén.
Bizonyítás: Megjegyezzük először, hogy a (2.4) feladat korrekt kitűzésű és a megoldása megadható
u˜(t, x, y) =
(
Φt ∗ u˜0
)
(x, y)
alakban, ahol Φt az (2.4) feladat alapmegoldását jelöli, ld. az [54] munkát. Csak azt mutatjuk
meg, hogy u(t, x0, 1) = 0, ha x0 ∈ (0, 1), a többi eset bizonyítása hasonlóan nyerhető. Φt páratlan
kiterjesztésének köszönhetően
u˜(t, x0, 1) = lim
ǫn→0−
u˜(t, x0, 1− ǫn) = lim
ǫn→0−
u˜0 ∗ Φt(x0, 1− ǫn) =
= lim
ǫn→0−
∫
R
∫
R
u˜0(x0 − x, 1− ǫn − y)Φt(x, y) dy dx =
= − lim
ǫn→0−
∫
R
∫
R
u˜0(x0 − x, 1 + ǫn + y)Φt(x, y) dy dx =
= − lim
ǫn→0−
∫
R
∫
R
u˜0(x0 − x, 1 + ǫn + y)Φt(x,−y) dy dx =
= − lim
ǫn→0−
(
u˜0 ∗ Φt
)
(x0, 1 + ǫn) = − lim
ǫn→0−
u˜(t, x0, 1 + ǫn) = −u˜(t, x0, 1),
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ami pontosan azt jelenti, hogy u˜(t, x0, 1) = 0. 
2.2. Sajátfüggvények, sajátértékek
Ebben a részben megmutatjuk, hogy az előző részben kiterjesztéssel definiált operátor saját-
függvényei és sajátértékei egy konstans szorzó erejéig megegyeznek a 3. definíció szerinti törtrendű
Dirichlet-Laplace operátor sajátfüggvényeivel és sajátértékeivel. Ezzel megmutatjuk, hogy a kiter-
jesztési eljárás segítségével a teljes számsíkon vett Riesz-potenciállal és a korlátos tartományon
alkalmazott törtrendű Laplace-operátorral értelmezett diffúziós feladat ekvivalens.
Definiáljuk a törtrendű diffúziós feladatot a 3. definíció segítségével. Legyen Ω = (0, 1)× (0, 1),
µ > 0, a megoldandó feladatunk pedig∂tu(t, x) = −µ (−∆D)
α/2 u(t, x), x ∈ Ω
u(0, x) = u0(x) ∈ Fα, x ∈ Ω
(2.5)
Most megmutatjuk, hogy az (2.4) és (2.5) feladatok ekvivalensek, azaz a törtrendű operátorok
sajátfüggvényei megegyeznek. Ehhez szükségünk lesz az alábbi négy lemmára és állításra.
A Kν(z), Iν(z) Bessel-függvények és a Lν(z) módosított Struve-függvény definíciója a [28] munká-
ban található a 8.55-ös, 8.43-as és a 8.407 pontokban.
2.2.1. Lemma. Legyen a > 0,Reβ > 0,Re ν < 1/2, ekkor∫ ∞
0
(
β2 + x2
)ν−1/2 cos (ax) dx = 1√
π
(2β
a
)ν
cos (πν)Γ
(
ν +
1
2
)
K−ν(aβ).
2.2.2. Lemma. Legyen a > 0,Reβ > 0,Re ν < 1/2, ν 6= −12 ,−32 ,−52 , . . . , ekkor∫ ∞
0
(
β2 + x2
)ν−1/2 sin (ax) dx = √π
2
(2β
a
)ν
cos (πν)Γ
(
ν +
1
2
)(
I−ν(aβ)− Lν(aβ)
)
.
2.2.3. Lemma.
Kν(x) = K−ν(x).
2.2.4. Lemma. Legyen Re a > 0, b > 0,Reµ > −1/2, ekkor∫ ∞
0
xµKµ(ax) cos (bx) dx =
√
π
2
(2a)µΓ
(
µ+
1
2
)(
b2 + a2
)−µ−1/2
.
2.2.5. Állítás. Legyen 1 < α ≤ 2; ekkor létezik olyan Cα > 0, hogy ∀k, l ∈ N esetén(
−∆
) ∫
R
∫
R
sin (kπu) sin (lπv)[
(x− u)2 + (y − v)2]α/2 du dv = Cα
[
(kπ)2 + (lπ)2
]α/2
sin (kπx) sin (lπy).
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Bizonyítás: Először a bal oldalon lévő integrál értékét számítjuk ki.∫
R
∫
R
sin (kπu) sin (lπv)[
(x− u)2 + (y − v)2]α/2 du dv =
=
∫
R
sin (lπv)
{∫
R
sin (kπu)[
(x− u)2 + (y − v)2]α/2 du
}
dv =
=
∫
R
sin (lπv)
{∫
R
sin (kπ(x+ u))[
u2 + (y − v)2]α/2 du
}
dv =
∫
R
sin (lπv)
|y − v|α
{∫
R
sin (kπ(x+ u))[(
u
y−v
)2 + 1]α/2 du
}
dv =
=
∫
R
sin (lπv)
|y − v|α−1
{∫
R
sin (kπ(x+ u|y − v|))[
u2 + 1
]α/2 du} dv =
=
∫
R
sin (lπv)
|y − v|α−1
{
sin (kπx)
∫
R
cos (kπu|y − v|)[
u2 + 1
]α/2 du− cos (kπx) ∫
R
sin (kπu|y − v|)[
u2 + 1
]α/2 du} dv =
= sin (kπx)
∫
R
sin (lπv)
|y − v|α−1
∫
R
cos (kπu|y − v|)[
u2 + 1
]α/2 du.
(2.6)
Mivel az utolsó integrandus páros, ezért∫
R
cos (kπu|y − v|)[
u2 + 1
]α/2 du = 2 ∫ ∞
0
cos (kπu|y − v|)[
u2 + 1
]α/2 du. (2.7)
Alkalmazzuk a (2.7) formulára a 2.2.1. lemmát β = 1, a = kπ|y − v|, ν = 1−α2 szereposztással, így
kapjuk hogy∫
R
cos (kπu|y − v|)[
u2 + 1
]α/2 du = 2√π
( 2
kπ
) 1−α
2 cos
(
π
1− α
2
)
Γ
(
1− α
2
)
Kα−1
2
(kπ|y − v|) 1
|y − v| 1−α2
.
Ezt írjuk vissza (2.6)-ba. Ekkor az eredeti formulánk egyenlő a következővel:
2√
π
sin (kπx)
( 2
kπ
) 1−α
2 cos
(
π
1− α
2
)
Γ
(
1− α
2
) ∫
R
sin (lπv)
|y − v|α−12
Kα−1
2
(kπ|y − v|) dv, (2.8)
amelynek utolsó tagját kiszámítva kapjuk, hogy∫
R
sin (lπv)
|y − v|α−12
Kα−1
2
(kπ|y − v|) dv =
=
∫ y
−∞
sin (lπv)
|y − v|α−12
Kα−1
2
(kπ|y − v|) dv +
∫ ∞
y
sin (lπv)
|y − v|α−12
Kα−1
2
(kπ|y − v|) dv =
=
∫ ∞
0
sin
(
lπ(y − v))v−α−12 K 1−α
2
(kπv) dv +
∫ ∞
0
sin
(
lπ(y + v)
)
v−
α−1
2 K 1−α
2
(kπv) dv =
= 2 sin
(
lπy
) ∫ ∞
0
cos
(
lπv
)
v−
α−1
2 K 1−α
2
(kπv) dv,
amelyre a 2.2.4. lemmát µ = 1−α2 , a = kπ, b = lπ szereposztással alkalmazva∫
R
sin (lπv)
|y − v|α−12
Kα−1
2
(kπ|y − v|) dv = 2 cos (lπy)Γ(1− α
2
)√π
2
(2kπ)
1−α
2
(
(kπ)2 + (lπ)2
)α
2
−1
.
Visszaírva ezt (2.8)-ba, nyerjük hogy az eredeti formulánk egyenlő az alábbival:
sin
(
lπy
)
sin
(
kπx
)[
(kπ)2 + (lπ)2
]α
2
−1
22−α sin
(απ
2
)
Γ
(
1− α
2
)2
.
Erre alkalmazva a
(−∆) operátort kapjuk az állítást, ahol
Cα = 22−α sin
(απ
2
)
Γ
(
1− α
2
)2
. 
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2.3. A feladat analitikus megoldása
Ebben a részben levezetjük a feladat analitikus megoldását, ehhez először tekintsük a 3. defi-
níciót a tégla tartomány esetére homogén Dirichlet-peremfeltétellel!
2.3.1. Definíció. Ha u ∈ Fs, akkor legyen
‖u‖s =
(|u|20 + |u|2s) 12 ,
ahol
|u|2s =
∞∑
k,l=1
(
(kπ)2 + (lπ)2
)s|uk,l|2
és
u(x, y) =
∞∑
k,l=1
uk,l2 sin(kπx) sin(lπy).
Könnyen igazolható az alábbi állítás Fourier-sorfejtéssel és az Fα tér definíciójának segítségével.
2.3.2. Állítás. A (2.5) problémának egyértelműen létezik u(t, ·) ∈ Fα megoldása minden u0 ∈ Fα
esetén, továbbá ‖u(t, ·)‖α/2 ≤ ‖u0‖α/2 minden t > 0-ra.
Bizonyítás: Keressük a megoldást
u(t, x, y) =
∞∑
k=1
∞∑
l=1
uk,l(t)2 sin(kπx) sin(lπy)
alakban. Ez azt jelenti, hogyha megszorozzuk a (2.5) egyenlőség mindkét oldalát az L2(Ω)-beli
skaláris szorzat szerint a 2 sin(kπx) sin(lπy) függvénnyel, akkor uk,l(t)-re a következő közönséges
differenciálegyenlet-rendszert kapjuk:u
′
k,l(t) = −µ
(
(kπ)2 + (lπ)2
)α/2
uk,l(t)
uk,l(0) = u0,k,l,
ahol u0,k,l az u0 Fourier-sorának (k, l) indexű együtthatója. Vagyis
u(t, x, y) =
∞∑
k=1
∞∑
l=1
u0,k,l exp
{
− tµ
(
(kπ)2 + (lπ)2
)α/2}
2 sin(kπx) sin(lπy),
ami szintén Fα-beli, vagyis
‖u(t, ·)‖2α/2 =
∞∑
k=1
∞∑
l=1
(
1 +
(
(kπ)2 + (lπ)2
)α/2)[
u0,k,l exp
{
− tµ
(
(kπ)2 + (lπ)2
)α/2}]2 ≤
≤
∞∑
k=1
∞∑
l=1
(
1 +
(
(kπ)2 + (lπ)2
)α/2)[u0,k,l]2 = ‖u0‖2α/2. 
2.4. A feladat numerikus megoldása
Ebben a részben a feladatot numerikusan oldjuk meg mátrix transzformációs módszerrel, bi-
zonyítjuk a módszer helyességét. Az itt leírtak alkalmazhatóak az egydimenziós esetre is. Első
lépésként a Fourier-projekció segítségével egy spektrális módszer által kapott szemidiszkretizáció-
ról mutatjuk meg, hogy jó közelítést ad. Majd ezt az eredményt felhasználva megmutatjuk, hogy
a mátrix transzformációs módszer (a továbbiakban MTM) is jól közelít.
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A spektrális módszer
Először néhány definíciót és segédállítást idézünk fel a [15] munkából, majd bizonyítjuk a
közelítés rendjére vonatkozó tételt.
Jelölje ωh az Ω tartomány felosztásából kapott rácsot, amely h = 1/N finomságú mindkét irányban,
azaz xm = mh és yn = nh.
2.4.1. Definíció. Legyen SN a trigonometrikus polinomok tere, azaz
SN = span
{
2 sin(kπx) sin(lπy) : x, y ∈ [0, 1], 1 ≤ k, l ≤ N, k, l,N ∈ N
}
.
Jelölje PN : L2(Ω)→ SN az L2-projekció operátorát, vagyis ha
f(x, y) =
∞∑
k,l=1
fk,l2 sin(kπx) sin(lπy),
akkor
PNf(x, y) =
N∑
k,l=1
fk,l2 sin(kπx) sin(lπy).
Legyen Pc : ωh → SN a (szinusz) Fourier-projekció operátora, azaz ha az f függvény adott ωh
pontjaiban, akkor legyen
Pcf(x, y) =
N∑
k,l=1
f˜k,l2 sin(kπx) sin(lπy),
ahol
f˜k,l = h2
N∑
m,n=1
f(xm, yn)2 sin(kπxm) sin(lπyn).
Megjegyzések:
• Mivel PN projekció, ezért ‖PN‖ ≤ 1 és PN
∣∣∣
SN
az identitás operátor az SN téren.
Másrészt pedig mivel PN a (−∆D)α/2 sajátfüggvényeire hat, ezért
(−∆)α/2PNf = PN (−∆)α/2f, ∀f ∈ Fα. (2.9)
• Minden g ∈ L2 és Θ ∈ SN függvény esetén teljesül, hogy
(g,Θ) = (Pcg,Θ). (2.10)
A [15] munkában periodikus peremfeltétel esetén látták be a következő állításokat, ám azok szó
szerint átvihetők a homogén Dirichlet-peremfeltétel esetére.
2.4.2. Állítás. Minden valós 0 ≤ η ≤ σ esetén létezik olyan C konstans, hogy ∀u ∈ Hσ(Ω) esetén
‖u− PNu‖η ≤ CNη−σ|u|σ.
2.4.3. Állítás. Legyen 0 ≤ η ≤ σ és σ > 1, ekkor létezik C konstans, hogy minden u ∈ Hσ(Ω)
esetén, hogy
‖u− Pcu‖η ≤ CNη−σ|u|σ.
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Keressük az uN közelítő megoldást az SN téren a következő probléma megoldásaként:∂tuN (t, x) = −µ (−∆)
α/2 uN (t, x), x ∈ Ω és uN (t, ·) ∈ SN ∀t ≥ 0,
uN (0, x) = Pcu0(x), x ∈ Ω.
(2.11)
Ennek a megoldása jól közelíti a (2.5) feladat megoldását a következő értelemben.
2.4.4. Tétel. Legyen u0 ∈ Fα+1, ahol α > 1 és u jelölje a (2.5) feladat pontos megoldását, uN
pedig a (2.11) feladat megoldását. Ekkor létezik olyan u0-tól független C konstans, hogy
‖u(t)− uN (t)‖0 ≤ Ch‖u0‖α+1, ahol t ∈ [0, T0].
Bizonyítás: Legyen Lf := µ(−∆)α/2f és Lcf = PcLf . Szorozzuk az (2.5) és az (2.11) feladatban
szereplő egyenlőségeket (a skaláris szorzatra nézve) egy Θ ∈ SN függvénnyel, így kapjuk hogy:(
∂tPNu,Θ
)
+
(
LPNu,Θ
)
= −(L(u− PNu),Θ), (2.12)(
∂tuN ,Θ
)
+
(
LuN ,Θ
)
= 0. (2.13)
Legyen e = uN − PNu és Θ = e. A (2.13) és (2.12)-at formulák különbségeként kapjuk, hogy(
∂te, e
)
+
(
Le, e
)
=
(
L(u− PNu), e
)
.
Mivel L pozitív definit, ezért
2‖e‖0∂t‖e‖0 = ∂t‖e‖20 ≤ ‖e‖0‖L(u− PNu)‖0,
tehát
∂t‖e‖0 ≤ 12‖L(u− PNu)‖0.
Integrálva mindkét oldalt t szerint [0, T ]-n kapjuk, hogy
‖e(T )‖0 ≤ ‖e0‖0 + T0 sup
t∈[0,T0]
‖L(u− PNu)‖0.
A 2.4.3. állítás szerint ‖e0‖0 ≤ CN−α‖u0‖α, másrészt pedig a 2.4.2. állítás szerint ‖L(u−PNu)‖0 ≤
‖u− PNu‖α ≤ N−1‖u‖α+1. Vagyis a spektrális módszerünk első rendben közelíti a pontos megol-
dást, ahogy állítottuk. 
A mátrix transzformációs módszer
A MTM rendjéről bizonyítunk egy állítást felhasználva a [23] munka egy tételét, illetve a
spektrális módszer rendjéről szóló tételt. Ekvidisztáns rácsot feltételezve a standard 5 pontos véges
differencia segítségével a (−∆D) operátor közelítésére kapott Ah sávos mátrix sajátvektorai és
sajátértékei(
vk,l
)
i,j
= 2 sin(kπih) sin(lπjh), illetve λk,l =
(2
h
sin
kπh
2
)2
+
(2
h
sin
lπh
2
)2
.
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Ha Ah szimmetrikus pozitív definit, elkészíthető a sajátértékek szerinti V TΛV felbontása. Itt
V k-adik oszlopa Ah növekvő sorrendben vett k-adik sajátértékéhez tartozó sajátvektora, Λ
diagonális, és a k-adik eleme Ah k-adik sajátértéke növekvő sorrendben. Ezért A
α/2
h -t úgy
értelmezzük, hogy Aα/2h = V
TΛα/2V .
Ennek megfelelően az Aα/2h ∈ RN+1×N+1 szimmetrikus pozitív definit mátrixot azonosítjuk azzal
az (ugyanúgy jelölt) SN → SN operátorral, amelyre:
A
α/2
h u(x, y) =
N∑
k,l=1
uk,l2 sin(kπx) sin(lπy)
[(2
h
sin
kπh
2
)2
+
(2
h
sin
lπh
2
)2]α/2
,
ahol u(x, y) =
N∑
k,l=1
uk,l2 sin(kπx) sin(lπy).
Ezután pedig keressük a következő segédfeladat megoldását!
∂tÛN (t) = −µÂα/2h ÛN (t), t > 0,
ÛN (0) = u0(·)
∣∣∣
Ωh
,
(2.14)
ahol ÛN (t) ∈ R(N+1)2 vektor komponensei Ωh pontjaiban adottak.
Megjegyzés: Az Ah és Âh operátorok ekvivalensek a következő értelemben, abban az esetben, ha
u ∈ SN . [
Ahu(x, y)
]∣∣∣
Ωh
= Âh
[
u(x, y)
∣∣∣
Ωh
]
és Pc
{
Âh
[
u(x, y)
∣∣∣
Ωh
]}
= Ahu(x, y). (2.15)
Célunk az alábbi állítás igazolása.
2.4.5. Állítás. Ha u ∈ SN , akkor
‖(−∆D)α/2u−Aα/2h u‖0 ≤ h|u|α+1.
Ehhez a következő lemmát használjuk.
2.4.6. Lemma. Legyen α ∈ (0, 2], 1 ≤ k, l ≤ N , ahol N, k, l ∈ N. Legyen h = 1/N . Ekkor[
(kπ)2 + (lπ)2
]α/2 − [(2
h
sin
kπh
2
)2
+
(2
h
sin
lπh
2
)2]α/2 ≤ [(kπ)2 + (lπ)2]α/2+1/2Cαh.
Bizonyítás: Elsőként tekintsük a szinusz függvény Taylor-sorfejtését a 0 körül:
2
h
sin
kπh
2
= kπ − h2 (kπ)
3
12
cos ξk,
ahol 1 ≤ k ≤ N és ξk ∈ [0, π]. Ezután - mivel α2 ∈ (0, 1] - alkalmazhatjuk az A
α
2 −B α2 ≤ (A−B)α2
egyenlőtlenséget az alábbi szereposztással:
B =
(2
h
sin
kπh
2
)2
+
(2
h
sin
kπh
2
)2 ≤ (kπ)2 + (lπ)2 = A,
tehát tetszőleges 1 ≤ k, l ≤ N esetén teljesül, hogy[
(kπ)2 + (lπ)2
]α/2 − [(2
h
sin
kπh
2
)2
+
(2
h
sin
lπh
2
)2]α/2
≤ (h2 (kπ)
3
12
cos ξk)α/2 ≤
(
(kπ)3
12
)α/2
hα,
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ami bizonyítja az állítást. 
A 2.4.5. állítás bizonyítása: Ha u ∈ SN , akkor u(x, y) = ∑Nj,k=1 uj,k2 sin(kπx) sin(lπy),
valamint
(−∆)α/2u(x, y) = N∑
j,k=1
(
(kπ)2 + (lπ)2
)α/22 sin(kπx) sin(lπy), és
A
α/2
h u(x, y) =
N∑
j,k=1
((2
h
sin(
kπh
2
)
)2 + 2
h
sin(
lπh
2
)
)2)α/22 sin(kπx) sin(lπy).
Így
‖(−∆)α/2u−Aα/2h u‖20 = N∑
j,k=1
u2j,k
((
(kπ)2 + (lπ)2
)α/2 − ((2
h
sin(
kπh
2
)
)2 + 2
h
sin(
lπh
2
)
)2)α/2)2 ≤
≤ h2C2α
N∑
j,k=1
u2j,k
(
(kπ)2 + (lπ)2
)α+1 = h2C2α|u|2α+1.
Az utolsó egyenlőtlenségnél a 2.4.6. lemma becslését használtuk tagonként. .
A [7] munka alábbi tételét és hozzá tartozó feltételeit idézzük most fel.
1. feltétel: Legyenek n ∈ N esetén Xn, X Banach-terek és Pn : X → Xn, Jn : Xn → X operátorok,
amelyek teljesítik az alábbi tulajdonságokat.
• Létezik olyan K > 0 konstans, hogy ‖Pn‖, ‖Jn‖ ≤ K ∀n ∈ N,
• PnJn = In, ahol In az Xn téren vett identitás operátor,
• és JnPnf → f , ∀f ∈ X esetén, ha n→∞.
2. feltétel: Tegyük fel, hogy az An és A operátorok erősen folytonos félcsoportokat generálnak
Xn-en n ∈ N esetén, és X-en, továbbá létezik olyan M ≥ 1 és ω ∈ R, hogy ‖Tn(t)‖ ≤Meωt ∀n ∈ N
esetén. Tegyük fel még, hogy Y ⊂ D(A) sűrű, és ∀g ∈ Y -hoz létezik yn ∈ D(An) sorozat, hogy
‖yn − Png‖Xn → 0 és ‖Anyn − PnAg‖Xn → 0, ha n→∞. (2.16)
2.4.7. Tétel. Tegyük fel, hogy teljesül az 1. és 2. feltétel, valamint ‖T (t)‖Y ≤ Meωt a 2. feltétel
konstansaival az Y invariáns altéren. Ha C > 0 és p ∈ N olyan, hogy ∀f ∈ Y esetén teljesül a
következő egyenlőtlenség
‖AnPnf − PnAf‖Xn ≤ C
‖f‖Y
np
.
Ekkor ∀t > 0 esetén létezik C ′ > 0 konstans, hogy fennáll
‖Tn(t)Pnf − PnT (t)f‖Xn ≤ C ′
‖f‖Y
np
,
és ez a konvergencia egyenletes t-ben kompakt intervallumon.
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Ez a tétel egyszerűen kapható a [23] munka 1.11. következményéből, bizonyítása pedig a [7] mun-
kában található.
A MTM-rel kapott szemidiszkretizált feladat alakja: ∂tUN (t, x) = −µA
α/2
h UN (t, x), x ∈ Ω és uN (t) ∈ SN ∀t ≥ 0,
U(0, x) = Pcu0(x), x ∈ Ω.
(2.17)
2.4.8. Tétel. Legyen u0 ∈ Fα+1, 1 < α. Jelölje u(t) a (2.5), uN (t) a (2.11) és UN (t) a (2.17)
feladat pontos megoldását. Ekkor
‖u(t)− UN (t)‖0 ≤ hC‖u0‖α+1.
Bizonyítás: A (2.17) és az Pc interpoláció (2.10) tulajdonságát használva nyerjük, hogy
UN (0, x) = Pc(u0
∣∣∣
Ωh
)(x) = u0(x) for x ∈ Ωh. (2.18)
Ezután a (2.17) egyenlet a rácspontokban a (2.15) formula segítségével az alábbi alakú:
∂tUN (t, x) = −µAα/2h UN (t, x) = −µÂα/2h UN (t, x)
∣∣∣
Ωh
. (2.19)
A (2.18) és (2.19) egyenlőségekből következik, hogy a rácspontokban (2.17) megegyezik (2.14)
egyenlettel:
UN (t)
∣∣∣
Ωh
= ÛN (t) és PcÛN (t) = UN (t). (2.20)
Ha u ∈ SN , akkor a 2.4.5. lemma szerint
‖(−∆)α/2u−Aα/2h u‖0 ≤ Cαh|u|α+1.
Ezután alkalmazhatjuk a 2.4.7. tételt a következő függvényterekkel:
Xn = (SN , ‖ · ‖0) X = L2(Ω), Y = Fα+1(Ω)
és a megfelelő operátorokkal:
Pn = PN , Jn = SN →֒ L2(Ω), An = Aα/2h , és A =
(−∆)α/2,
ahol →֒ az identikus beágyazást jelenti, vagyis Jn(v) = v. Végül definiáljuk a Tn(t) ∈ SN és
T (t) ∈ L2(Ω) félcsoportokat, amelyek a (2.17) és (2.5) feladatok megoldásai.
Az 1. feltétel igazolásához jegyezzük meg, hogy ‖PN‖ = 1 (ld. PN definíciója utáni első meg-
jegyzést). Az SN tér normája a ‖·‖0-norma, ezért ‖Jn‖ = 1. Mivel PN projekció, ezért Pn(Jn(uk)) =
PN (uk) = uk minden uk ∈ SN esetén. Végül pedig a
{
2 sin(kπx) sin(lπy) : x, y ∈ [0, 1], k, l ∈ N+
}
ortogonális rendszer teljes, így Jn(Pn(v))→ v minden v ∈ L2(Ω) esetén.
A 2. feltétel igazolásához tekintsük az alábbi egyenlőséget!
Tn(UN (0, ·)) = UN (t, ·) = exp{−µAα/2h t}UN (0, ·),
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ebből következik, hogy ‖Tn‖ = ‖ exp{−µAα/2h t}‖ ≤ 1, mert Ah pozitív definit.
A 2.3.2. tétel szerint pedig ‖u(t, ·)‖α ≤ ‖u(0, ·)‖α a (2.5) feladat megoldására, vagyis ‖T (t)‖Y ≤ 1.
Világos, hogy (2.16) első része yn = Png választással teljesül. A második rész pedig a (2.9) formula
és a 2.4.5. tétel egyszerű következménye:
‖AnPNg − PNAg‖ = ‖AnPNg − PNAg‖ ≤ Cαh‖g‖α+1.
Alkalmazzuk az AnPnu = A
α/2
h PNu azonosságot, a (2.9) egyenlőséget és a 2.4.5. lemmát!
‖Aα/2h PNu− PN (−∆)α/2u‖0 = ‖Aα/2h PNu− (−∆)α/2PNu‖0 ≤ Cαh‖u‖α+1,
ezért a 2.4.7. tétel feltétele teljesül. Ebből a 2.4.7. tétel szerint következik az alábbi egyenlőtlenség:
‖uN (t)− UN (t)‖0 ≤ C1h‖u0‖α+1.
De a 2.4.4. tétel szerint szintén teljesül, hogy
‖u(t)− uN (t)‖0 ≤ hC2‖u0‖α+1,
vagyis a (2.20) egyenlőséget alkalmazva a háromszög-egyenlőtlenség szerint:
‖u(t)− PcÛN (t)‖0 = ‖u(t)− UN (t)‖0 ≤ ‖u(t)− uN (t)‖0 + ‖uN (t)− UN (t)‖0 ≤
≤ (C1 + C2)h‖u0‖α+1,
ami éppen a bizonyítani kívánt állítás. 
2.5. Numerikus kísérletek
A következő tesztproblémát vizsgáljuk.
∂tu˜(t, x, y) = −0.01 (−∆)1.4/2 u˜(t, x, y), t ∈ (0, 1),
u(0, x, y) =
[
100
(
x(1− x) + (x(1− x))2)(y(1− y) + (y(1− y))2)], (2.21)
ahol (x, y) ∈ Ω = (0, 1)×(0, 1). Megjegyezzük, hogy az R2-re kiterjesztett feladat a 2.1.1. lemmának
megfelelően teljesíti a homogén Dirichlet-peremfeltételt. Az (2.21) feladat analitikus megoldása
u(t, x, y) =
∞∑
k=1
∞∑
l=1
230400 sin(kπx) sin(lπy)
(
1 + (−1)k+1))(1 + (−1)l+1))
(kl)5π10
· exp [− 0.01t((kπ)2 + (lπ)2)0.7].
Az (2.21) feladat MTM-rel való szemidiszkretizáltja:
∂tÛN (t) = −0.01Â0.7h ÛN (t), t ∈ (0, 1),
ÛN (0) = 100
(
x(1− x) + (x(1− x))2)(y(1− y) + (y(1− y))2)∣∣∣
ωh
.
(2.22)
Az adódó közönséges differenciálegyenletrendszert implicit Euler és Crank–Nicolson-sémákkal old-
juk meg, a hibát pedig a következő formulával tudjuk becsülni. ‖Pc
[
ÛN (t)
]
(·)−u˜(t, ·)‖0. A Pc
[
ÛN (t)
]
(·)
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h időlépés IE ‖ · ‖0 konvergenciarend CN ‖ · ‖0 konvergenciarend
0.2 0.2 0.0111 0.0083
0.1 0.1 0.0036 1.6245 0.0021 1.9822
0.05 0.05 0.0013 1.4695 5.309610−4 1.9837
0.025 0.025 5.015310−4 1.3741 1.32810−4 1.9993
0.0125 0.0125 2.178310−4 1.2031 3.320310−5 1.9999
2.1. táblázat. Hiba és konvergenciarend az (2.21) tesztfeladatra a MTM-rel szemidiszkretizált fel-
adatra, időben pedig implicit Euler (IE) és Crank–Nicolson-sémákat (CN) használva.
és u(t, ·) mennyiségek összehasonlításához u(t, ·) Fourier-sorát levágjuk az N -edik tag után mindkét
változójában; ez egy O(h2) nagyságrendű hibát eredményez, ami nem ront a pontosságon, hiszen
u ∈ Fα+2. Ezek az eredmények azt mutatják, hogy a mátrix transzformációs módszerrel tett köze-
lítés hibája másodrendű (CN) idődiszkretizációt használva. Ez jobb, mint amit az elmélet (2.4.8.
tétel) állít.
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3. fejezet
A törtrendű diffúziós egyenlet két
dimenzióban korlátos tartományon
Ebben a részben a törtrendű diffúziós feladatot vizsgáljuk Ω ⊂ R2 korlátos tartományon homo-
gén Dirichlet-peremfeltétel esetén. Legyen 1 < α < 2, továbbá a (−∆D)α/2 operátort a 3. definíció
szerint értelmezzük. Az általunk vizsgált feladat a következő alakú:∂tu = −µ (−∆D)
α/2 u, x ∈ Ω, t > 0
u(x, 0) = u0(x), x ∈ Ω.
(3.1)
Bizonyítunk egy állítást a törtrendű Laplace-operátor O(h1−α/2) rendű közelítéséről, majd a ka-
pott közelítést felhasználva egy implicit Euler-sémáról látjuk be, hogy az stabil és konzisztens, így
alkalmazhatjuk a Lax-tételt, vagyis egy konvergens módszert nyerünk. Az elkövetkezendő számí-
tásoknál ekvidisztáns rácsot feltételezünk.
3.1. Matematikai előkészületek
Ebben a részben definiáljuk a (−∆)α/2 operátort közelítő Aα/2h mátrixot az Ω tartományt
felosztó ekvidisztáns ωh rácson.
A továbbiakhoz legyen M ∈ N adott.
3.1.1. Definíció. Legyen SM := span
{
ϕj : j = 1 . . .M
}
, ahol a ϕj függvények a 3. definícióban
adottak.
3.1.2. Definíció. Legyen f ∈ SM , továbbá legyen K > 0 alkalmasan nagy pozitív szám (K > λM ),
és legyen ekkor
Aα/2f := K
α/2
∞∑
k=0
M∑
l=1
(
α/2
k
)
(−1)k
(
1− λl
K
)k
flϕl.
3.1.3. Következmény. Ha f ∈ SM , akkor (−∆D)α/2f = Aα/2f .
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Bizonyítás: A binomiális formula (1 + x)α/2 =
∑∞
k=0
(α/2
k
)
xk alakú, ahol a feltételeink |x| ≤ 1 és
Reα/2 > −1. Tekintsük a binomiális formulát x = −(1 − λlK ) választással és szorozzuk Kα/2-val,
azaz ekkor
λ
α/2
l ϕl = K
α/2
∞∑
k=0
(
α/2
k
)
(−1)k
(
1− λl
K
)k
ϕl. 
Ezért a továbbiakban, ha az SM téren alkalmazzuk (−∆D)α/2 operátort, akkor az 3.1.2 definíció
értelmében tesszük ezt.
3.1.4. Definíció. Legyen Ah ∈ Rn×n, K > 0 alkalmasan nagy szám (K > ‖Ah‖0,h) és legyen
A
α/2
h := K
α/2
∞∑
k=0
(
α/2
k
)
(−1)k
(
1− Ah
K
)k
.
Megjegyzés: Tegyük fel, hogy Ah szimmetrikus pozitív definit mátrix, és legyen vh egy saját-
vektora, λh pedig az ehhez tartozó sajátérték. Ekkor A
α/2
h vh = λ
α/2
h vh, valamint könnyen belátható
ez alapján, hogy az Aα/2h mátrix megegyezik az előző fejezetben használt mátrixszal.
3.2. A feladat numerikus megoldása
Ebben a részben megmutatjuk, hogy egy speciális függvényosztályon a (−∆D)α/2 operátor
jól közelíthető a mátrix transzformációs módszerrel. Ennek segítségével konstruálunk egy implicit
Euler-módszert, majd bizonyítjuk, hogy az konzisztens és stabil is lesz a diszkrét ‖·‖0,h-normában.
Tegyük fel, hogy az Ω tartományunk felosztása ekvidisztáns, jelölje ezt az ekvidisztáns rácsot
ωh, ld. a 3.2. ábra. LegyenAh a (−∆D) operátor közelítésére felírt Shortley–Weller-approximációból
kapott mátrix, egészen pontosan egy (i, j) belső pontban legyen
−(Ahu)i,j := ui+1,j − 2ui,j + ui−1,j + ui,j+1 − 2ui,j + ui,j−1
h2
,
a perempontokban pedig legyen −(Ahu)i,j = 1 (3.1. ábra). Feltételezzük továbbá, hogy az így nyert
−Ah mátrix szimmetrikus, pozitív definit.
(i,j) (i+1,j)(i-1,j)
(i,j-1)
(i,j+1)
3.1. ábra. Az ötpontos differenciacsillag
Az Ω tartományról feltesszük, hogy a pereme (∂Ω) C6-beli. Legyen K > λN,h. Elsőként a
konzisztenciát mutatjuk meg.
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3.2. ábra. Példa a tartomány ekvidisztáns felosztására
Konzisztencia Jelölje ‖·‖0,h a diszkrét l2-normát a továbbiakban, valamint Ph azt a vektorértékű
operátort, amely egy függvényhez a függvény rácspontokban vett értékekeit rendeli hozzá!
3.2.1. Tétel. Legyen f ∈ F6(Ω) és 0 < α < 2. Ekkor
‖Ph(−∆D)α/2f −Aα/2h Phf‖0,h ≤ C‖f‖F6h1−α/2,
ahol a C konstans az Ω tartománytól, valamint λ1-től, a (−∆D) operátor legkisebb sajátértékétől
függ.
Bizonyítás:
‖Ph(−∆D)α/2f −Aα/2h Phf‖0,h ≤
‖Ph(−∆D)α/2f − Ph(−∆D)α/2PMf‖0,h+ (3.2)
‖Ph(−∆D)α/2PMf −Aα/2h PhPMf‖0,h+ (3.3)
‖Aα/2h PhPMf −Aα/2h Phf‖0,h. (3.4)
Legyen λN,h az Ah mátrix maximális abszolútértékű sajátértéke. Tegyük fel, hogy M ∈ N olyan,
hogy CM ≤ λM ≤ λN,h ≤ λM+1, ahol 0 < C ∈ R; ilyenM és C létezik a sajátértékek tulajdonságai
és [50] miatt.
(3.2) becslése
‖Ph(−∆D)α/2f−Ph(−∆D)α/2PMf‖0,h =
∥∥∥Ph(−∆D)α/2 ∞∑
j=M+1
fjϕj
∥∥∥
0,h
=
∥∥∥Ph ∞∑
j=M+1
fjλ
α/2
j ϕj
∥∥∥
0,h
.
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Jelölje Tx az x ∈ ωh pont körüli kicsi térfogatelem területét!∥∥∥Ph ∞∑
j=M+1
fjλ
α/2
j ϕj
∥∥∥2
0,h
=
∑
x∈ωh
Tx
( ∞∑
j=M+1
fjλ
α/2
j ϕj(x)
)2 ≤ ∑
x∈ωh
Tx
( ∞∑
j=M+1
|fj |λα/2j |ϕj(x)|
)2 ≤
≤
∑
x∈ωh
Tx
( ∞∑
j=M+1
|fj |λα/2j max |ϕj |
)2 ≤ C1 ∑
x∈ωh
Tx
( ∞∑
j=M+1
|fj |λα/2j ‖ϕj‖2
)2
.
Utóbbi egyenlőtlenségnél a Hk+2(Ω) →֒ Ck(Ω) folytonos beágyazási tételt használtuk. A beágyazás
azt garantálja, hogy egy f ∈ Hk+2(Ω) függvényhez megadható olyan g ∈ Ck(Ω) függvény, hogy
f = g majdnem mindenütt. Mivel ϕj ∈ C∞0 (Ω) (ld. 2. tétel), ezért ϕj beágyazottja önmaga. A
becslés tovább folytatható felhasználva az 1. tételt, mely szerint ‖ϕj‖2 ≤ C2λj .
C1
∑
x∈ωh
Tx
( ∞∑
j=M+1
|fj |λα/2j ‖ϕj‖2
)2 ≤
≤ C1
∑
x∈ωh
Tx
( ∞∑
j=M+1
|fj |λα/2j C2λj
)2
= C3
∑
x∈ωh
Tx
( ∞∑
j=M+1
|fj |λα/2+1j
)2
.
(3.5)
Becsüljük
∑∞
j=M+1 |fj |λα/2+1j -et, felhasználva, hogy f ∈ F6(Ω)! Utóbbi azt jelenti, hogy |fj | <
|f |F6
λ3
j
, vagyis
∞∑
j=M+1
|fj |λα/2+1j ≤
∞∑
j=M+1
|f |F6
λ3j
λ
α/2+1
j = |f |F6
∞∑
j=M+1
1
λ
2−α/2
j
. (3.6)
Használjuk a 3. tételt, amiből kapjuk, hogy
∞∑
j=M+1
1
λ
2−α/2
j
≤ C4
∞∑
j=M+1
1
j2−α/2
≤ C4Mα/2−1 ≤ C5h1−α/2. (3.7)
Helyettesítsük végül a (3.6) és a (3.7) becsléseket (3.5)-be, amiből (3.2) becslésére kapjuk, hogy
‖Ph(−∆D)α/2f − Ph(−∆D)α/2PMf‖0,h ≤ C6h1−α/2|f |F6 . (3.8)
(3.3) becslése A második tag becsléséhez használjuk a 3.1.2. és a 3.1.4. definíciókat, ekkor
‖Ph(−∆D)α/2PMf −Aα/2h PhPMf‖0,h =
=
∥∥∥Kα/2 ∞∑
k=0
(
α/2
k
)
(−1)k
M∑
l=0
(
1− λl
K
)k
flPhϕl −Kα/2
∞∑
k=0
(
α/2
k
)
(−1)k
M∑
l=0
(
Ih − Ah
K
)k
flPhϕl
∥∥∥
0,h
=
= Kα/2
∥∥∥ ∞∑
k=0
(
α/2
k
)
(−1)k
M∑
l=0
[(
1− λl
K
)k
Ih −
(
Ih − Ah
K
)k]
flPhϕl
∥∥∥
0,h
=
= Kα/2
∥∥∥ ∞∑
k=0
(
α/2
k
)
(−1)k
M∑
l=0
[(
1− λl
K
)k−1
Ih + ...+
(
Ih − Ah
K
)k−1][(1− λl
K
)
Ih −
(
Ih − Ah
K
)]
Phflϕl
∥∥∥
0,h
≤
≤ Kα/2−1
∞∑
k=1
(
α/2
k
)
(−1)k−1
∥∥∥ M∑
l=0
[(
1− λl
K
)k−1
Ih + ...+
(
Ih − Ah
K
)k−1]
fl
[
λlPhϕl −AhPhϕl
]∥∥∥
0,h
(3.9)
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Megjegyzés: Itt azt használtuk fel, hogy a nulla indexű tag kiesik az összegből, valamint(α/2
k
)
(−1)k = α/2(α/2−1)·...·(α/2−k+1)k! (−1)k, ami azt jelenti, hogy minden tag negatív, ez az utolsó
becslés magyarázata (3.9)-ban.
A számtani-négyzetes közép közötti egyenlőtlenséget felhasználva folytassuk a becslést!
∥∥∥ M∑
l=0
[(
1− λl
K
)k−1
Ih + ...+
(
Ih − Ah
K
)k−1]
fl
[
λlPhϕl −AhPhϕl
]∥∥∥
0,h
≤
≤
√
M
√√√√ M∑
l=0
∥∥∥[(1− λl
K
)k−1
Ih + ...+
(
Ih − Ah
K
)k−1]
fl
[
λlPhϕl −AhPhϕl
]∥∥∥2
0,h
≤
≤
√
M
√√√√ M∑
l=0
∥∥∥[(1− λl
K
)k−1
Ih + ...+
(
Ih − Ah
K
)k−1]∥∥∥2
0,h
f2l
∥∥∥[λlPhϕl −AhPhϕl]∥∥∥2
0,h
.
De tudjuk, hogy ∥∥∥[(1− λl
K
)k−1
Ih + ...+
(
Ih − Ah
K
)k−1]∥∥∥
0,h
≤
≤
∥∥∥(1− λl
K
)k−1
Ih
∥∥∥
0,h
+ ...+
∥∥∥(Ih − Ah
K
)k−1∥∥∥
0,h
,
(3.10)
továbbá 1 − λlK ≤ 1 − λ1K , másrészt felhasználva, hogy Ah szimmetrikus, pozitív definit, az itt
szereplő hatványokra adódik, hogy
∥∥∥(Ih − Ah
K
)r∥∥∥
0,h
=
∥∥∥Bh(Ih − B−1h AhBh
K
)r
B−1h
∥∥∥
0,h
≤ C0‖
(
Ih − B
−1
h AhBh
K
)r∥∥∥
0,h
≤ C0
(
1− λ1,h
K
)r
.
A (3.10) formula felülről becsülhető:
∥∥∥[(1− λl
K
)k−1
Ih + ...+
(
Ih − Ah
K
)k−1]∥∥∥
0,h
≤ C0k
(
1− min
{
λ1, λ1,h
}
K
)k−1
.
Megjegyezzük, hogy homogén Dirichlet-peremfeltétel esetében λ1,h ≥ λ1.
Kapjuk tehát azt is, hogy
√
M
√√√√ M∑
l=0
∥∥∥[(1− λl
K
)k−1
Ih + ...+
(
Ih − Ah
K
)k−1]∥∥∥2
0,h
f2l
∥∥∥[λlPhϕl −AhPhϕl]∥∥∥2
0,h
≤
≤ C0
√
Mk
(
1− λ1
K
)k−1√√√√ M∑
l=0
f2l ‖λlPhϕl −AhPhϕl‖20,h ≤
≤ C0
√
Mk
(
1− λ1
K
)k−1√√√√ M∑
l=0
f2l ‖λlPhϕl −AhPhϕl‖2C(ωh).
Használjuk fel, hogy a Shortley–Weller-approximációból kapott közelítés másodrendű.
√
MC0h
2k
(
1− λ1
K
)k−1√√√√ M∑
l=0
f2l ‖ϕ(4)l ‖2C(ωh) ≤ C0C7
√
Mh2k
(
1− λ1
K
)k−1√√√√ M∑
l=0
f2l ‖ϕl‖2H6(Ω) ≤
≤ C0C7
√
Mh2k
(
1− λ1
K
)k−1√√√√ M∑
l=0
f2l
(
λ6l + 1
)
C8
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Megjegyzés: Utóbbi egyenlőtlenségnél az 1. tételt használtuk többször egymás után alkalmazva,
mégpedig az f = λlϕl választással:
‖ϕ‖H6(Ω) ≤ C8,1
(
λl‖ϕl‖H4(Ω) + ‖ϕl‖L2(Ω)
)
≤ C8,2
(
λ2l ‖ϕl‖H2(Ω) + λl‖ϕl‖L2(Ω) + ‖ϕl‖L2(Ω)
)
≤
≤ C8,3
(
λ3l ‖ϕl‖L2(Ω) + λ2l ‖ϕl‖L2(Ω) + λl‖ϕl‖L2(Ω) + ‖ϕl‖L2(Ω)
)
= C8,3
(
λ3l + λ
2
l + λl + 1
)
.
A 3. tétel szerint csak véges sok sajátérték lehet kisebb 1-nél, ezért létezik olyan C8,4 > 0 konstans,
hogy (
C8,3
(
λ3l + λ
2
l + λl + 1
))2 ≤ (C8,4 (λ3l + 1))2 ≤ 2C8,4 (λ6l + 1) ,
ahol a legutolsó egyenlőtlenségnél a paralelogramma-egyenlőtlenséget alkalmaztuk. Legyen C8 :=
2C8,4. Megjegyezzük, hogy a C8 konstans univerzális, csak a tartománytól függ! Folytatva a becslést
C0C7
√
Mh2k
(
1− λ1
K
)k−1√√√√ M∑
l=0
f2l
(
λ6l + 1
)
C8 ≤ k
(
1− λ1
K
)k−1‖f‖F6h2√MC9, (3.11)
ahol C9 = C0
√
C8C7. Tehát a (3.10) formula (3.11) becslését helyettesítsük vissza (3.9)-ba!
Kα/2−1
∞∑
k=1
(
α/2
k
)
(−1)k−1
∥∥∥ M∑
l=0
[(
1− λl
K
)k−1
Ih + ...+
(
Ih − Ah
K
)k−1]
fl
[
λlPhϕl −AhPhϕl
]∥∥∥
0,h
≤
≤ Kα/2−1
∞∑
k=1
(
α/2
k
)
(−1)k−1k
(
1− λ1
K
)k−1‖f‖F6h2√MC9 =
= α/2Kα/2−1
∞∑
k=0
(
α/2− 1
k
)
(−1)k
(
1− λ1
K
)k‖f‖F6h2√MC9 =
= C10‖f‖F6h2
√
M ≤ C10
√
C11
C
‖f‖F6h,
(3.12)
ugyanisM olyan, hogy CM ≤ λN,h ≤ C11h2 , valamilyen C11 pozitív számra a Gersgorin-tétel alapján.
(3.4) becslése Nyilvánvalóan telhesül, hogy
‖Aα/2h PhPMf −Aα/2h Phf‖0,h ≤ ‖Aα/2h ‖0,h‖PhPMf − Phf‖0,h. (3.13)
ahol
‖PhPMf − Phf‖20,h =
∑
x∈ωh
Tx
( ∞∑
l=M+1
flϕl(x)
)2 ≤ ∑
x∈ωh
Tx
( ∞∑
l=M+1
|fl||ϕl(x)|
)2 ≤
∑
x∈ωh
Tx
( ∞∑
l=M+1
|fl|‖ϕl‖C(Ω)
)2
.
Ez a becslés tovább folytatható az 1. rész (3.2) mintájára, ugyanis
∞∑
l=M+1
|fl|‖ϕl‖C(Ω) ≤ C2
∞∑
l=M+1
|f |F6
λ2l
, (3.14)
így pedig (3.13) becsülhető (3.14) segítségével, méghozzá
‖Aα/2h ‖0,h‖PhPMf − Phf‖0,h ≤ |f |F6C0λα/2N,h
∑
x∈ωh
Tx
∞∑
l=M+1
1
λ2l
≤
≤ C12|f |F6
∑
x∈ωh
Tx
∞∑
l=M+1
1
λ
2−α/2
l
≤ C13|f |F6
∑
x∈ωh
Tx
∞∑
l=M+1
1
l2−α/2
≤ K3h1−α/2|f |F6 .
(3.15)
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Ezzel kész vagyunk a 3. tag becslésével. Vagyis a (3.2), (3.3), (3.4) tagokra vonatkozó (3.8), (3.12)
és (3.15) becslésekből kapjuk, hogy
‖Ph(−∆D)α/2f −Aα/2h Phf‖0,h ≤ ‖Ph(−∆D)α/2f − Ph(−∆D)α/2PMf‖0,h+
+ ‖Ph(−∆D)α/2PMf −Aα/2h PhPMf‖0,h + ‖Aα/2h PhPMf −Aα/2h Phf‖0,h ≤ Ch1−α/2‖f‖F6 . 
Megjegyzés: Ha feltesszük, hogy f ∈ F8(Ω), akkor a becslés elsőrendűre javítható.
Stabilitás Alkalmazzuk az implicit Euler-sémát a megoldandó (3.1) feladatra! Jelölje Ah a
(−∆D)α/2 operátort közelítő mátrixot.
un+1 − un = −τAα/2h un+1. (3.16)
3.2.2. Állítás. A (3.16)-ban szereplő implicit Euler séma exponenciálisan stabil az l2,h-normában.
Bizonyítás: Mivel Ah szimmetrikus pozitív definit, ezért világos, hogy A
α/2
h is, és
‖(Ih + τAα/2h )−1‖0,h = maxk
∣∣∣ 1
1 + τλk,h
∣∣∣ ≤ 1.
Tehát triviálisan teljesül, hogy ‖un+1‖0,h ≤ ‖un‖0,h. 
3.3. Numerikus kísérletek
Első tesztfeladat Legyen Ω = (0, 2π)× (0, 2π) \ [π, 2π]× [π, 2π] L-alakú tartomány és T = 0.1.
Keressük a következő probléma megoldását!

∂tu(t, x, y) = −(−∆)αu(t, x, y), (x, y) ∈ Ω, t ∈ (0, T )
u(t, x, y) = 0, (x, y) ∈ ∂Ω, t ∈ (0, T )
u(0, x, y) = sin x sin 2y + sin 2x sin y, (x, y) ∈ Ω,
(3.17)
ahol α ∈ R+. Ekkor a (3.17) feladat pontos megoldása u(t, x, y) = exp(−5αt)(sin x sin 2y +
sin 2x sin y).
Könnyen belátható, hogy u ∈ F6(Ω). A kapott eredményeket a 3.1 táblázatban láthatjuk.
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3.1. táblázat. A mátrix transzformációs módszer L2(Ω)-normabeli hibája implicit Euler-módszerrel
a (3.17) feladatra különböző α ∈ R+ paraméterekre, valamint becsült konvergenciarendje (r). Az
időlépések számát Nδ jelöli, a [0, 2π] intervallumot Nh részre osztottuk fel.
α = 0.6 α = 0.8 α = 1.2 α = 1.4
Nδ Nh L2-hiba r L2-hiba r L2-hiba r L2-hiba r
2 8 0.118 – 0.194 – 0.421 – 0.559 –
4 11 0.0635 1.86 0.105 1.85 0.233 1.81 0.311 1.80
8 16 0.0322 1.97 0.0539 1.95 0.121 1.93 0.162 1.92
16 23 0.0164 1.96 0.0265 2.03 0.0621 1.95 0.0805 2.00
32 32 0.00822 1.99 0.0138 1.92 0.0314 1.98 0.0421 1.92
64 45 0.00413 2.00 0.00696 2.06 0.0158 1.99 0.0212 1.99
128 64 0.00207 2.00 0.0349 1.99 0.00793 1.99 0.0106 2.00
Második tesztfeladat Legyen Ω := (−1, 1) × (−1, 1)/[0, 1] × [0,−1] az L-alakú tartomány,
vizsgáljuk továbbá a következő sajátérték feladatot!
(−∆D)0.7 u = λ1Φ1, (x, y) ∈ Ω
u
∣∣∣
∂Ω
= 0,
(3.18)
ahol λ1 a legkisebb sajátértéke a Dirichlet-peremfeltétellel ellátott Laplace-operátornak, a hozzá
tartozó sajátfüggvényt pedig Φ1 jelöli. A sajátfüggvényt végeselem módszerrel közelítettük nagyon
finom rácson (4-szer finomabbon, mint itt a legnagyobb finomság.) Ismert hogy Φ1 ∈ H5/3(Ω). A
mátrix transzformációs módszer eredményei a (3.2) táblázatban láthatóak.
3.2. táblázat. A mátrix transzformációs módszer hibája a (3.18) feladatra.
1/h ‖uh(T, ·)− λ0.31 Φ1‖0,h Közelítés rendje
4 8.5897 · 10−4
8 2.1811 · 10−4 1.9776
16 7.2399 · 10−5 1.5910
32 2.5411 · 10−5 1.5105
Összefoglalva: a numerikus kísérletek eredményei alátámasztják a 3.2.1. tétel konzisztenciára
vonatkozó eredményeit, mindazonáltal lényegesen magasabb a tapasztalt konvergencia rend, mint
amit igazoltunk.
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4. fejezet
Végeselem-módszer egy törtrendű
elliptikus peremérték problémára
Ebben a részben egy törtrendű elliptikus peremértékfeladat végeselemes közelítésével foglal-
kozunk, egészen pontosan a homogén Dirichlet-peremfeltétel esetével. Megmutatjuk, hogy a nem
törtrendű feladat merevségi mátrixának hatványozásával a törtrendű feladat megoldásához alkal-
mas merevségi mátrixot kaphatunk, amely optimális hibabecsléshez vezet az L2-normában.
4.1. Matematikai előkészületek
A törtrendű Laplace-operátor Tekintsük az alábbi peremérték problémát!−∆u = f Ω-n,u = 0 ∂Ω-n. (4.1)
A 3. definíció előtti okoskodás szerint (4.1) ekvivalens a következő feladattal
−∆Du = f, (4.2)
ahol a −∆D operátor magába foglalja a peremfeltételt.
Így (4.2) mintájára a következő feladattal foglalkozunk
(−∆D)αu = f, (4.3)
ami szintén egy peremérték probléma.
Funkcionálanalízisbeli eszközök Legyen H szeparábilis Hilbert-tér és K+(H) a kompakt, po-
zitív önadjungált operátorok halmaza H-n az operátornormával ellátva. Ekkor s ≥ 0 esetén az
Fs(Ω) Szoboljev-tér normáját jelöljük ‖ · ‖s szimbólummal!
Az analízisünk sarkköve a következő tétel, ld. [3].
4.1.1. Tétel. Legyen f : RN×N → RN×N operátor-mononoton nemnegatív valós függvény és ‖ · ‖∗
egy unitér ekvivalens norma az N -dimenziós pozitív szemidefinit mátrixok terén. Ekkor
‖f(B)− f(A)‖∗ ≤ f(‖(B −A)‖∗).
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Az (4.1.1). tétel alábbi következményét fogjuk használni, melynek a bizonyítása a [9] munkában
található.
4.1.2. Következmény. Ha A, E ∈ K+(H) és α ∈ [0, 1] akkor
‖(A+ E)α −Aα‖ ≤ ‖E‖α.
Végeselem diszkretizáció A (4.1) és (4.3) egyenletek végeselem diszkretizációjához tekintsük
az Ω tartomány triangulációinak egy nem degenerált {Th} családját, ld. [24]. A Vh ⊂ H10 (Ω)
végeselem alteret azonosítjuk RNh-val, ahol Nh = dimVh, és az L2-ortogonális projekció operátorát
Π0,h : L2(Ω)→ Vh-vel jelöljük. A diszkretizált feladat
(∇uh,∇vh) = (f, vh) = (Π0,hf, vh) ∀ vh ∈ Vh (4.4)
ez (4.1)-nek megfelelően egy lineáris egyenletrendszer, ahol ANh×Nhh az egyenlethez tartozó merev-
ségi mátrix, az egyenlet megoldása pedig uh felírható, mint
uh = A
−1
h Π0,hf. (4.5)
Feltesszük, hogy a (4.1) egyenlet u megoldása elég sima, azaz u ∈ H1+s(Ω) valamilyen s ∈
(0, 1] mellett. Konvex Lipschitz-tartományokra tudjuk, hogy u ∈ H2(Ω). Nemkonvex Lipschitz-
poliéderekre pedig akkor teljesül, ha a legnagyobb külső szög kisebb, mint πs , ld. [31]. Ismert, hogy
s-től függően nagyobb konvergencia ráta is elérhető az L2(Ω)-normában [10]:
‖u− uh‖0 . hs+1‖f‖0, (4.6)
ahol az . reláció azt jelenti, hogy létezik egy, a felosztásparamétertől független C ∈ R+ konstans,
amire igaz, hogy a jobb oldal C-szerese nagyobb, mint a bal oldal. Ezt a jelölést később is használni
fogjuk.
4.2. Eredmények
A (4.5) formulának megfelelően a (4.3) egyenlet numerikus megoldását a következően definiál-
juk:
uh,α = A
−α
h Π0,hf. (4.7)
A két közelítés kapcsolatát a következő ábrán szemléltetjük. A bal oldalon a klasszikus végeselem-
módszerhez tartozó, a jobb oldalon pedig a MTM-hez tartozó diagram látható.
L2(Ω)
(−∆D)−1
//
Π0,h

H10 (Ω)
Πh,1

Vh
Ah
−1
// Vh
L2(Ω)
(−∆D)−α
//
Π0,h

Fα(Ω)

Vh
Ah
−α
// Vh
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• Πh,1 jelöli a H1(Ω)-ről a Vh-ra történő projekció operátorát. A Céa-lemma állítása szerint,
ld. [24], 96. o.:
‖u− uh‖H0
1
(Ω) . ‖u−Πh,1u‖H0
1
(Ω).
• Az Fα(Ω) terek definíciójához (beleértve a kapcsolatát a törtrendű Szoboljev-terekkel) a [62]
munkára hivatkozunk.
Megjegyzés: A (4.7) egyenletben a jobb oldal akkor és csak akkor lesz Π0,hf , ha egy L2(Ω)-
ortogonális {b1} bázisát használjuk Vh-nak. Ezen probléma gyakorlati vonatkozásait a szakasz
végén tárgyaljuk.
Mielőtt ismertetnénk a konvergencia eredmény bizonyítását, az [56] munka eredményeinek kö-
vetkezményeit tárgyaljuk. Eszerint a következő állítás igaz.
4.2.1. Tétel. Tegyük fel, hogy ‖Ah‖0 ≤ C1h−r valamely r ∈ R+ esetén, és az Ah mátrixra teljesül,
hogy
‖(A−1h Π0,h − (−∆D)−1)f‖0 ≤ C2hr‖f‖0.
Ekkor az is igaz, hogy
‖(A−αh Π0,h − (−∆D)−α)f‖0 ≤ C3hrα‖f‖0,
valamely pozitív C1, C2 és C3 számokra.
4.2.2. Következmény. Ha a (4.1) feladat u megoldására u ∈ H2(Ω) teljesül, akkor a konvergen-
cia rend h2α a (4.3) feladatra a mátrix transzformációs módszert használva.
Bizonyítás: Először jegyezzük meg, hogy Ah szimmetrikus és pozitív definit, ezért az L2-normája
egybeesik a legnagyobb sajátértékével:
‖Ah‖0 = λmax := max{λ : λ A sajátértéke}.
A λmax legnagyobb sajátérték h−2 nagyságrendű, ld. [24], 390-391 o. Így az 4.2.1. tétel ‖Ah‖0 ≤
C1h
−r feltétele csak akkor teljesül, ha r ≥ 2. A második feltétel a tételben pedig úgy hangzik, hogy
‖(A−1h Π0,h − (−∆D)−1)f‖0 ≤ C2h2‖f‖0.
Ez az L2(Ω)-normában szuperkonvergenciát jelent [10], ami csak akkor lehetséges, ha u ∈ H2(Ω).
Ezért a 4.2.1. tételben mindkét feltétel teljesül r = 2-vel, vagyis
‖(A−αh Π0,h − (−∆D)−α)f‖0 ≤ C3h2α‖f‖0,
ahogy azt állítottuk. 
Ezen eredmény élesítéséhez és kiterjesztéséhez szükségünk lesz néhány további állításra.
4.2.3. Lemma. Ha A ∈ K+(H) és α ∈ [0, 1] akkor minden x ∈ H-re a következő állítás igaz:
‖Aαx‖ ≤ ‖Ax‖α‖x‖1−α.
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Bizonyítás: Először azt az An ∈ K+(H) esetet bizonyítjuk, amikor a képtér Dn dimenziója véges.
Jelöljük a normált sajátfüggvényeket és a sajátértékeket - csökkenő sorrendben - {ωn,j}j∈Z+-val és
{λn,j}j∈Z+-val; feltehetjük, hogy az első Dn tag nemnulla. Ekkor
x =
∑
j∈Z+
xjωn,j ,
valamint igaz, hogy
‖Anx‖2 =
∥∥∥∥∥∥
∑
j∈Z+
λn,jxjωj
∥∥∥∥∥∥
2
=
Dn∑
j=1
λ2n,jx
2
j és ‖Aαnx‖2 =
Dn∑
j=1
λ2αn,jx
2
j . (4.8)
Az α = 0, 1 esetek triviálisak, ezért feltehetjük, hogy α ∈ (0, 1), ekkor 1α , 11−α ∈ (1,∞). Alkalmazva
a Hölder-egyenlőtlenséget p = 1α és q =
1
1−α szereposztással a
((λn,1x1)2α, . . . , (λn,DnxDn)
2α) és (x2−2α1 , . . . , x
2−2α
Dn
),
vektorokra, azt kapjuk, hogy
‖Aαnx‖2 =
Dn∑
j=1
(λn,jxj)2αx2−2αj ≤
Dn∑
j=1
[(
(λn,jxj)2α
) 1
α
]α Dn∑
j=1
[(
x2−2αj
) 1
1−α
]1−α
=
=
Dn∑
j=1
(λn,jxj)2α
Dn∑
j=1
x
2(1−α)
j = ‖Anx‖2α‖x‖2−2α.
Négyzetgyököt vonva a szükséges egyenlőtlenséghez jutunk, azaz a véges dimenziós képterű ope-
rátor esetéhez.
Most tegyük fel, hogy A ∈ K+(H) és legyen (An) egy olyan véges dimenziós képterű operátor-
sorozat, hogy An → A normában. A 4.1.1. tételből következik, hogy
‖Aαn −Aα‖ ≤ ‖An −A‖α,
azaz Aαn → Aα az operátor normában. Ezért
‖Aαx‖ = lim ‖Aαnx‖ ≤ lim ‖Anx‖α‖x‖1−α = ‖Ax‖α‖x‖1−α,
ahogy a lemmában állítottuk. 
4.2.4. Állítás. Bármely f ∈ L2(Ω) esetén a következő becslés igaz:
‖(−∆D)−1(f −Π0,hf)‖0 . hs+1‖f‖0.
Bizonyítás: Vegyük észre először, hogy az−∆u = f Ω-n,u = 0 ∂Ω-n
és −∆u = Π0,hf Ω-n,u = 0 ∂Ω-n
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feladatok végeselem közelítései a Vh térben egybeesnek (4.4) miatt, mivel
(∇uh,∇vh) = (f, vh) = (Π0,hf, vh) ∀ vh ∈ Vh.
Használva (4.6)-at, ami az uh hibáját becsüli a fenti problémákban:
‖(−∆D)−1(f −Π0,hf)‖0 ≤ ‖(−∆D)−1f − uh‖0 + ‖uh − (−∆D)−1Π0,hf)‖0 .
hs+1‖f‖0 + hs+1‖Π0,hf‖0 . hs+1‖f‖0,
ahogy állítottuk. 
4.2.5. Tétel. Ha teljesül a (4.6) formula regularitási feltétele, akkor a (4.3) feladat (4.7)-ben meg-
adott végeselemes közelítése kvázioptimális az L2(Ω)-normában a következő értelemben:
‖u− uh,α‖0 = ‖(−∆D)−αf −A−αh (Π0,hf)‖0 . hα(s+1)‖f‖0. (4.9)
Bizonyítás: Írjuk fel a hibát az alábbi formában!
(−∆D)−αf −A−αh (Π0,hf) = (−∆D)−α(f −Π0,hf) + ((−∆D)−α −A−αh )Π0,hf.
Ebből az következik, hogy
‖(−∆D)−αf −A−αh (Π0,hf)‖0 ≤
‖(−∆D)−α(f −Π0,hf)‖0 + ‖((−∆D)−α −A−αh )Π0,hf‖0.
(4.10)
Az első tagra a 4.2.3. lemmát és a 4.2.4. állítást alkalmazva adódik, hogy
‖(−∆D)−α(f −Π0,hf)‖0 ≤ ‖(−∆D)−1(f −Π0,hf)‖α0 ‖f −Π0,hf‖1−α0 .
hα(s+1)‖f‖α0 ‖f‖1−α0 = hα(s+1)‖f‖0.
(4.11)
(4.10) második tagjának becsléséhez terjesszük ki az A−1h operátort L2(Ω)-ra úgy, hogy legyen
Vh ortokomplementumán 0. Ez (4.10) második tagjára nincs hatással. A (4.5) és (4.6) formulák
felhasználásával kapjuk, hogy
‖((−∆D)−1 −A−1h )f‖0 = ‖(−∆D)−1f +A−1h Π0,hf‖0 = ‖u− uh‖0 . hs+1‖f‖0,
így
‖(−∆D)−1 −A−1h ‖0 . hs+1. (4.12)
Most a 4.1.1. tételt alkalmazva (4.12)-ből kapjuk, hogy
‖(−∆D)−α −A−αh ‖0 ≤ ‖(−∆D)−1 −A−1h ‖α0 . hα(s+1).
Így a Π0,h projekció korlátosságát figyelembe véve (4.10) második tagjára a következő becslés igaz:
‖((−∆D)−α −A−αh )Π0,hf‖0 . hα(s+1)‖Π0,hf‖0 ≤ hα(s+1)‖f‖0. (4.13)
Végül (4.11)-et és (4.13)-at (4.10)-be visszahelyettesítve jutunk a
‖(−∆D)−αf −A−αh (Π0,hf)‖0 . hα(s+1)‖f‖0
becsléshez, amely a tétel állítását adja. 
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Numerikus módszer Mivel a gyakorlatban nem használunk L2(Ω)-ortogonális bázist, átírjuk
az A−1h Π0,hf ∈ RNh közelítést a következő formába:
A−1h Π0,hf = S
T (SAhST )−1SΠ0,hf,
ahol S ∈ RNh×Nh a bázistranszformáció mátrixa a {b1} ortogonális bázis és a hagyományos {b2}
végeselemes bázis között. Ekkor a variációs feladat jobb oldala a {b2} bázisban SΠ0,hf , és a
megfelelő merevségi mátrix SAhST . Sajnos még nem alkalmazhatjuk a mátrix transzformációs
módszert, ugyanis általában
A−αh Π0,hf 6= ST (SAhST )−αSΠ0,hf,
ahol a bal oldal a korábban elemzett kvázioptimális megoldást adja, a jobb oldal pedig egy magától
értetődő alkalmazása a MTM-nek.
Ehelyett a következő algoritmus alapján járunk el:
• Számoljuk ki a standard végeselemes {b2} bázisban az f2 jobb oldalt, a B2 tömegmát-
rixot és az A2 merevségi mátrixot (A2-t a (∇b2,j ,∇b2,k) bilineáris formából).
• Cholesky-faktorizációval számítsuk ki azt az S−1 mátrixot, melyre SB2ST = I, vagy
másképpen B2 = S−1(ST )−1.
• Számítsuk ki az új f = S−1f2 jobb oldalt és az Ah = S−1A2(ST )−1 merevségi mátrixot.
• Oldjuk meg az Aαhx = f egyenletet, ami a kvázioptimális megoldást adja az ortogonális
bázisban.
• A {b2} bázisban az x2 = (ST )−1x adja a végeredményt.
4.3. Numerikus kísérletek
A mátrix transzformációs módszer hasznosságát már igazolták a gyakorlatban, például a [13]
és [88] munkákban. Mi most a konvergencia rendjére koncentrálunk, egy olyan feladatnál, ahol a
Laplace-operátor inverze egy „nem elég” sima megoldáshoz vezet.
A modellfeladat A következő L-alakú tartományon dolgozunk: legyen Ω = (−1, 1) × (−1, 1) \
[0, 1] × [0,−1]. λ1 jelölje az Ω-n definiált −∆D Laplace operátor legkisebb sajátértékét, a hozzá
tartozó sajátfüggvény pedig legyen Φ1. Ekkor bármely α ∈ [0, 1] esetén a következő feladatot
vizsgáljuk: (−∆)
αu(x) = λ1Φ1(x), x ∈ Ω
u(x) = 0, x ∈ ∂Ω,
(4.14)
ahol az u megoldás a (4.3) formulának megfelelően úgy írható, mint
u = (−∆D)−α(λ1Φ1).
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Mivel
(−∆D)α(λ1−α1 Φ1) = λ1−α1 (−∆D)αΦ1 = λ1−α1 (λα1 )αΦ1 = Φ1,
ezért a (4.14) probléma egyértelmű megoldása u = (λ1)1−αΦ1.
A pontos megoldás helyett Φ1-et és λ1-et egy nagyon finom rácson közelítjük Φ1,0-gyel és λ1,0-
val, amihez az A2x = λB2x általánosított sajátérték problémát oldottuk meg inverz iterációval.
A végeselem-diszkretizáció és a numerikus megoldás A tartományt h oldalú egybevágó
négyzetekre osztottuk fel. A lokális báziselemeket {b21, b22, b23, b24} formulákkal jelöltük a [0, h]×
[0, h] tartományon, ezek rendre{
1− x
h
− y
h
+
xy
h2
,
x
h
− xy
h2
,
xy
h2
,
y
h
− xy
h2
}
.
A globális bázisfüggvények a lokálisokból ezután eltolással kaphatóak. A globális bázisfüggvények
segítségével felépítjük az A2 merevségi és B2 tömegmátrixokat.
Az f2 jobb oldal kiszámításához harmadrendű Gauss-kvadratúrát használtunk, az alappontok
[0, h]×[0, h] elemei: (ξ1, ξ1), (ξ1, ξ2), (ξ2, ξ1), (ξ2, ξ2), [0, h]×[0, h], ahol ξ1 = h2− h2
√
3
3 és ξ2 =
h
2+
h
2
√
3
3 .
A Cholesky-felbontás elkészítéséhez a MATLAB beépített rutinját használtuk.
Az Aαh mátrixhatvány kiszámításához két módszert használtunk.
Az elsőben kiszámítottuk az Ah mátrix sajátértékek szerinti felbontását
Aαh = V D
αV −1,
ahol a V mátrix oszlopai az Ah mátrix sajátvektorai, D diagonális és a sajátértékeket tartalmazzák.
A másik módszerünk egy pozitív mátrixok négyzetgyökének meghatározására szolgáló hatékony
algoritmus alkalmazása volt.
Végül pedig megoldottuk az Aαhx = f lineáris egyenletet. Mindegyik lépéshez a MATLAB beépített
rutinjait használtuk.
Hibaanalízis A pontos megoldás helyett annak a finom rácson szerzett Φ1,0 közelítését és a hozzá
tartozó λ1,0 sajátértéket vettük. Ennek megfelelően a hibaanalízishez az uh−λ1−α1,0 Φ1,0 mennyiséget
mértük.
Az eredményeket α = 0.7 és α = 0.75 esetén a 4.1 és a 4.2 táblázatok tartalmazzák.
Megfigyelhetjük, hogy a standard bázisbeli közelítés rendje nagyon hasonló az ortogonális bá-
ziséhoz. Vagyis lehet arra számítani, hogy az analízisben az ortogonalitási feltételt el lehet hagyni.
Jegyezzük meg továbbá, hogy (4.6)-nak megfelelően, mivel Φ1 ∈ H 53 (Ω), ezért az első esetben
a konvergencia rendjére 3.53 ≈ 1.17-et, a második esetben pedig 3.753 = 1.25 értékeket várunk.
Ezeket a rendeket megközelítettük mindkét esetben, bár tudni kell, hogy mind az ortogonális
bázisra való áttérés, illetve a mátrix törtrendű hatványának számítása során hibákat halmozhat-
tunk fel. Mindazonáltal érdemes volna finomabb rácson is elvégezni a számításokat, erre azonban
számítási kapacitás hiányában nem volt lehetőségünk.
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4.1. táblázat. A hiba és konvergencia rend L2(Ω)-normában a (4.14) egyenlet megoldására az
α = 0.7 esetre MTM-et használva. Bal oldal: eredmények standard végeselemes bázist használva,
jobb oldal: ortogonális bázist használva.
ortogonális bázis standard bázis
h−1 ‖uh − λ0.31,0Φ1,0‖0 konvergencia rend ‖uh − λ0.31,0Φ1,0‖0 konvergencia rend
2 0.0020 – 0.0016 –
4 7.16 · 10−4 1.48 4.20 · 10−4 1.92
8 3.25 · 10−4 1.14 1.63 · 10−4 1.36
16 1.55 · 10−4 1.06 7.32 · 10−5 1.16
32 7.59 · 10−5 1.03 3.48 · 10−5 1.07
Számítási hatékonyság A fő nehézség az MTM-ben a mátrix törtrendű hatványának kiszámí-
tása. Az α = 0.75 esetben a két módszert össze is tudtuk hasonlítani. Először kiszámítottuk az
Ah mátrix sajátvektorait és sajátértékeit, és hatványoztuk elemenként a sajátértékeket tartalma-
zó diagonális mátrixot. Meglepő, de ez az algoritmus gyorsabb volt, mint a MATLAB mpower.m
beépített rutinja. A másik módszerhez pedig az sqrtm.m rutint alkalmaztuk kétszer az A3h mátrix-
ra. Az eredményeket a 4.2 táblázat tartalmazza. A beépített módszerek lassúságára magyarázatul
szolgálhat az a tény, hogy ezek a rutinok telt mátrixokkal dolgoznak.
4.2. táblázat. A hiba és konvergencia rend az L2(Ω)-normában a (4.14) egyenlet megoldására az
α = 0.75 esetre MTM-et használva. Bal oldal: eredmények sajátvektorok szerinti felbontással, jobb
oldal: az Ah mátrix köbének négyzetgyökével.
sajátvektor felbontás négyzetgyök
h−1 ‖uh − λ0.251,0 Φ1,0‖0 konvergencia rend ‖uh − λ0.251,0 Φ1,0‖0 konvergencia rend
2 0.0017 – 0.0014 –
4 6.05 · 10−4 1.49 3.59 · 10−4 1.96
8 2.80 · 10−4 1.11 1.33 · 10−4 1.49
16 1.37 · 10−4 1.04 5.84 · 10−5 1.19
32 6.76 · 10−5 1.02 2.76 · 10−5 1.08
A számítási időket is összehasonlítottuk a 4.3. táblázatban. Ezek az eredmények azt mutatják,
hogy az ortogonális bázis használatának hozzájárulása a számítási költségekhez elhanyagolható. A
módszer gyorsítható lenne a törtrendű mátrixhatványok hatékonyabb számításával; ehhez kapcso-
lódó eredmények találhatóak a [13], [34] és a [88] munkákban.
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4.3. táblázat. Számítási idők a MTM-rel megoldott (4.14) feladatra, α = 0.75, h = 132 . 1. lépés:
Cholesky-faktorizáció, 2. lépés: a mátrix törtrendű hatványának számítása, 3. lépés: a lineáris
egyenletrendszer megoldása. 1. Módszer: sajátvektorok szerinti felbontás, 2. Módszer: az sqrtm.m
rutin. Mindkét esetben ortogonális bázist használtunk.
Számítási idők százalékban Teljes számítási idők
1. lépés 2. lépés 3. lépés
1. módszer 0.03% 72.5% 27.47% 38.69 s
2. módszer 0.04% 97.02% 2.94% 253.65 s
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II. rész
Törtrendű operátorok alkalmazása
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5. fejezet
Örvények szimulációja törtrendű
deriváltakkal
Ebben a részben a Navier–Stokes-egyenletek két módosításával foglalkoztunk. Az első módo-
sításunk a hiperviszkozitáson alapszik, ahol a Laplace-operátort kicseréltük egy törtrendűre, azt
várva, hogy az energia jobban disszipálódik. A második modellben az idő szerinti deriváltat cserél-
tük egy törtrendűre egy új iterációs eljárást nyerve a stacionárius egyenlet megoldására. Mindkét
modellt a klasszikus Backward Facing Step (a továbbiakban BFS) feladaton teszteltük, a problé-
mát részletesen a szimulációk eredményeinek kapcsán ismertetjük. A szimulációs eredmények jó
egyezést mutattak a valós mérési eredményekkel.
Jelöljük a folyadék a sebességét az u : Ω → R2 függvénnyel, ekkor az összenyomhatatlan
folyadék mozgását leíró Navier–Stokes-egyenletek a következők:∂tu = (−u · ∇)u−∇p+ ν∆u,∇ · u = 0. (5.1)
A legtöbb folyadék esetén a ν kinematikai viszkozitás nagyon kicsi a többi taghoz képest. Az egyen-
letet megoldó numerikus módszernek tudnia kell ezt kezelni: például a levegő viszkozitási skálája
a mm tartományban van, míg az energia transzport skálája km nagyságrendű [71].
A számítási költség csökkentése érdekében muszáj közelebb hoznunk az energiadisszipáció hossz-
skáláját az egyenletek diszkretizációjában lévő rács finomságához. Ehhez az egyik lehetséges út
az örvényviszkozitás bevezetése, ld. [71]. Röviden arról van szó, hogy megnöveljük a kinematikai
viszkozitást, hogy nagyobb viszkózus erőket kapjunk. Azonban másként is növelhetjük a viszkózus
erőket, mégpedig az ún. hiperviszkozitás beépítésével, ami azt jelenti hogy az egyenletben szereplő
viszkózus tagot egy hiperviszkózusra cseréljük, vagyis −νh(−∆)α-val helyettesítjük, ahol α ≥ 1.
Ezen alapszik első modellünk.
Egy másik alternatívát is mutatunk stacionárius megoldás keresésére. Megpróbálhatjuk stabi-
lizálni a számításokat törtrendű deriváltat használva az időbeli első derivált helyett. Látni fogjuk,
hogy ezzel egy konvergens eljárást nyerünk stacionárius megoldás kereséséhez.
Ezen rész célja tehát e két modell ismertetése.
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1. modell: törtrendű hiperviszkozitás
Modellünkben a kinematikai viszkozitást nem változtatjuk meg, hanem a Laplace-operátor
kitevőjét változtatjuk a 3. definíciót használva. A vizsgált egyenletünk tehát:∂tu = (−u · ∇)u−∇p− ν(−∆)
αu,
∇ · u = 0.
(5.2)
Itt az α paraméter optimális választását a BFS problémán illusztráljuk.
2. modell: az időben törtrendű Navier–Stokes-egyenletek
A mérnöki alkalmazások szempontjából sokszor elég, ha stacionárius áramlást keresünk. Ilyen
azonban nem mindig létezik. Sőt, ha létezik is, nem mindig könnyű megtalálni azt, a számítások
könnyen instabillá válhatnak. Éppen ezért az (5.2) egyenletben az időderiváltat a ∂
β
u
∂tβ
törtrendű
deriválttal fogjuk helyettesíteni, ahol β ∈ (0, 1). Az extra stabilitást attól várjuk, hogy ez az
operátor nemlokális, azaz nagyon is függ a múlttól.
A vizsgálandó egyenletünk tehát a következő lesz az Ω tartományon:
∂βu
∂tβ
= (−u · ∇)u−∇p+ ν∆u,
∇ · u = 0,
(5.3)
ahol a peremfeltételeket később specifikáljuk. Ezt a modellt is a Backward Facing Step feladaton
teszteltük, és itt is megfigyelhető, hogy a numerikus eredmények jó összhangban vannak valódi
mérési eredményekkel [2], [4], [45], [47].
5.1. Fő eredmények
Ebben a részben összegezzük a két modell eredményeit. Mindegyiknél egy rövid matematikai
összefoglalóval kezdünk.
A törtrendű hiperviszkozitás
Az első modellben szereplő (5.2) egyenlet diszkretizációjához a [32] munka módszerét használ-
juk, ami egy véges differenciás módszer egy eltolt rácsrendszeren. A szemidiszkretizácóval kapott
közönséges differenciálegyenlet rendszer:~ut + Lh(~u)~u+ gradhp = 0,divh~u = 0, (5.4)
itt Lh(~u) = Dh(~u) + ν(−∆h)α, ahol Dh(~u)~u a nemlineáris tagok approximációja, divh a diszkrét
divergencia és gradh a diszkrét gradiens operátor. A (−∆)α operátor közelítéséhez mátrix transz-
formációs módszert fogjuk használni. A módszer egy hibaanalízisét az L2-normában végeselem
módszerre az I. rész 4. fejezetében ismertettük. Mi szimmetrikus és pozitív definit mátrixokkal
foglalkozunk, így az I. részben ismertetett egyszerű módszert használjuk:
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1. Számítsuk ki a ∆h mátrix sajátvektorok és sajátértékek szerinti felbontását, azaz V DV −1 =
−∆h, ahol a V mátrix oszlopai a ∆h sajátvektorai, D pedig diagonális mátrix, elemei pedig
a sajátértékek.
2. Vegyük a D mátrix α-rendű hatványát elemenként, azaz (−∆h)α = V DαV −1.
Ezután az (5.4) egyenletet egy egyszerű prediktor-korrektor algortimussal oldjuk meg, a Patankar–
Spalding-féle SIMPLE módszerrel [64]. A kezdeti sebességmezőt jelölje ~u0, a kezdeti nyomást pedig
p0, az időlépés finomsága pedig legyen τ . Az algoritmus fő lépései a következők:
Legyen l := 1 és ~w(l−1) = ~un.
1. Oldjuk meg az alábbi egyenletet ~w(l)-re:
~w(l) − ~un
τ
+ Lh(~w(l−1))~w(l) + gradhp
n = 0. (5.5)
2. Oldjuk meg q-ra:
divhgradhq =
1
τ
divh ~w(l).
3. Számítsuk ki a nyomás értékeit a pn+1 = q + pn formulával.
4. Javítsuk a sebességmezőt az ~w(l+1) = ~w(l) − τgradhq képlet alapján.
Végül pedig legyen ~un+1 = ~w(l+1).
Megjegyzés: Egy időlépésen belül többször is iterálhatunk az algoritmus szerint, tapasztalatunk
szerint legfeljebb 2 iteráció elég.
Az időben törtrendű Navier–Stokes-egyenletek
A következő problémát vizsgáljuk, ahol a ∂
β
∂tβ
operátort a 4. definícióban találhatjuk.
∂βu
∂tβ
= (−u · ∇)u−∇p+ ν∆u,
∇ · u = 0,
(5.6)
A numerikus módszerünk alapja ismét [32]; az (5.6) egyenlet szemidiszkretizáltja pedigDτ,β~u+ Lh(~u)~u+ gradhp = 0,divh~u = 0, (5.7)
ahol az időlépés finomsága τ = tN , továbbá
Dτ,βf(t) =
N∑
k=0
(
β
k
)
(−1)k f(t− kτ)
τβ
.
A kezdeti sebességmező és nyomás értékek ismét ~u0, illetve p0, az iteráció n-edik lépése pedig:
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Legyen l := 1 és ~w(l−1) = ~un.
1. Oldjuk meg a (5.8) egyenletet ~w(l)-re:
~w(l) −∑nk=1 (βk)(−1)k+1~un−k
τβ
+ Lh(~w(l−1))~w(l) + gradhp
n = 0. (5.8)
2. Oldjuk meg q-ra az alábbi egyenletet:
divhgradhq =
1
τβ
div~w(l).
3. Számítsuk ki a nyomás értékeket a pn+1 = q + pn formulával.
4. Javítsuk a sebességmező értékeit az ~w(l+1) = ~w(l) − τβgradhq képlettel.
Végül pedig legyen ~un+1 = ~w(l+1).
Különböző β értékekre az (5.1) egyenlet jobb oldalát szeretnénk minimalizálni.
5.2. Numerikus kísérletek
Diszkretizált operátorok
Az u = (u, v)T jelölést fogjuk használni a sebességmezőre a diszkrét és folytonos feladatnál is.
Továbbá most is ekvidisztáns eltolt rácsrendszert használtunk. A rács pontjait aszerint különböz-
tetjük meg, hogy ott u, v vagy p értékeit számítjuk, ld. 5.1. ábra. Az egyszerűség kedvéért csak a
vízszintes sebességkomponens egyenleteinek diszkretizációját részletezzük, amiket az u pontokban
számolunk; a további részletekért ld. [32].
5.1. ábra. Az eltolt rácsrendszer. A „−”-val jelölt pontokat (i, j + 1/2)-vel indexeltük, ezek az
u-pontok; a „|”-val jelöltek (i + 1/2, j)-vel vannak indexelve és v egyenleteihez tartoznak, a „•”
szimbólummal jelöltek pedig (i+ 1/2, j + 1/2)-val indexeltük és p-hez tartoznak.
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A térbeli diszkretizált operátorok A nyomás tagot, azaz ∂p∂x -t a gradh operátorral közelítet-
tük, ami a következőképpen definiálható:
∂p
∂x
∣∣∣
i,j+1/2
≈ (gradhp)i,j+1/2 := 1h(pi+1/2,j+1/2 − pi−1/2,j+1/2).
A viszkózus tagot, azaz ∆u-t a ∆h operátorral:
∆u
∣∣∣
i,j+1/2
≈ (∆hu)i,j+1/2 := 1h2 (ui+1,j+1/2 − 2ui,j+1/2 + ui−1,j+1/2)+
+
1
h2
(
ui,j+3/2 − 2ui,j+1/2 + ui,j−1/2
)
.
A konvektív tag, azaz (u ·∇)u vízszintes komponensét, vagyis u∂u∂x +v ∂u∂y -t a Dh(u) operátorral:
u
∂u
∂x
+ v
∂u
∂y
∣∣∣
i,j+1/2
≈ (Dh(u)u)i,j+1/2 :=
:=
1
h
[(ui+1,j+1/2 + ui,j+1/2
2
)2 − (ui−1,j+1/2 + ui,j+1/2
2
)2]
+
+
1
h
[(vi−1/2,j+1 + vi+1/2,j+1
2
)(ui,j+1/2 + ui,j+3/2
2
)
−
(vi−1/2,j + vi+1/2,j
2
)(ui,j+1/2 + ui,j−3/2
2
)]
.
A divergencia operátort a p, azaz a nyomáspontokhoz rendeltük:
div u
∣∣∣
i+1/2,j+1/2
≈
(
divhu
)
i+1/2,j+1/2
:=
1
h
(
ui+1,j+1/2 − ui,j+1/2
)
+
+
1
h
(
vi+1/2,j+1 − vi+1/2,j
)
.
A szimulációkban szereplő paraméterek, peremfeltételek
A modellek teszteléséhez a Backward Facing Step feladatot használtuk. A [2], [4], [45], [47]
munkák valós méréseivel, valamint a [2], [44], [51], [82]-beli szimulációkkal hasonlítottuk össze
eredményeinket. A feladat geometriai elrendezése az 5.2. ábrán látható.
5.2. ábra. A Backward Facing Step feladat geometriai elrendezése: az áramlási tartomány két
téglalapból áll. A bevezető cső átmérője h, a kivezető cső átmérője H. Az át nem eresztő, nyugvó
falakon no-slip peremfeltételeket alkalmaztunk.
A folyadék a tartomány bal felső részén folyik be, és a jobb oldalon távozik. Az áramlást
jellemző Reynolds-szám a következőképpen függ a beáramlási cső hidraulikus átmérőjétől és a
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kinematikai viszkozitástól: ReD = 4hvmax3ν , ahol D a bevezető cső hidraulikus átmérője, D = 2h. A
pontos peremfeltételek:
1. x = −l, y ∈ [H − h, h] (beáramlási szakasz): vy = 0 és vx = −4(H−y)(H−h−y)h2 vmax,
2. x = L− l (kiáramlási szakasz): ∂vx∂x = ∂vy∂x = 0 és p = 0,
3. a fennmaradó peremszakaszokon: vx = vy = 0.
Használtunk egy rövid bevezető csövet is. A feladat ugyan könnyűnek tűnik, de sok különböző mo-
dell rosszul prediktál jól mérhető adatokat, mint a visszacsatolási pontok r, s és rs mennyiségekkel
adott helyzete. Ezek azok a távolságok (a nyugvó, át nem eresztő peremen nézve), amelytől kezdve
az áramlás iránya ismét az eredeti, ld. 5.3. ábra. Egy tipikus sebességmező pedig az 5.4. ábrán
látható.
5.3. ábra. A visszacsatolási pontok: az r, s és rs távolságok. A visszaforduló tartományokat, vagyis
ahol vx < 0 satíroztuk.
5.4. ábra. Egy tipikus sebességmező, Re = 2425, β = 0.75.
Az időlépést mindegyik szimulációban τ = 1.25 · 10−3-nek, a kinematikai viszkozitást ν = 230 -
nek, a lépcső magasságát S = 0.5-nek és a rács finomságát h = 0.05-nek, a fő áramlási tartományt
pedig L − l = 10-nek választottuk, kivéve a Re = 5000 esetet, itt L − l = 5. Az optimális α,
β paramétereket egymás utáni szimulációkból választottuk ki kézzel. Megjegyezzük, hogy a hi-
perviszkózus modellben α növelésével a modell egyre stabilabbá vált, ugyanakkor ha túl nagyra
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5.1. táblázat. Numerikus eredmények az időben törtrendű Navier–Stokes-egyenletre, rövidítések:
SST=Shear Stress Modell, DNS=Direkt numerikus szimuláció, SA=Spalart–Allmaras-modell, k–
ǫ=k–ǫ-modell, ER=H/h
Re ER Mért Numerikus szimulációk A mi β
r/S eredményeink
2425 1.66 9.2 [2] SST 9.4, SA 8.54, RNG k–ǫ 6.93, k–ǫ 6.3 [2] 8.2 0.75
2976 1.66 7.6 [2] SST 7.89, SA 6.93, RNG k–ǫ 5.98, k–ǫ 5.1 [2] 7.6 0.7
3615 1.66 6.45 [2] SST 6.57, SA 5.89, RNG k–ǫ 5.32, k–ǫ 4.2 [2] 6.5 0.65
5000 1.2 6.0 [45] DNS 6.0 [51] 5.9 0.55
8000 1.942 8.0 [4] k–ǫ 6.8 [44] 7.52 0.75
132000 1.5 7.0 [47] k–ǫ 5.8 [47] 6.6 0.75
5.2. táblázat. Numerikus eredmények a hiperviszkózus Navier–Stokes-egyenletre, rövidítések:
SST=Shear Stress Modell, DNS=Direkt numerikus szimuláció, SA=Spalart–Allmaras-modell, k–
ǫ=k–ǫ-modell, ER=H/h
Re ER Mért Numerikus szimulációk A mi α
r/S eredményeink
2425 1.66 9.2 [2] SST 9.4, SA 8.54, RNG k–ǫ 6.93, k–ǫ 6.3 [2] 9.0 2.2
2976 1.66 7.6 [2] SST 7.89, SA 6.93, RNG k–ǫ 5.98, k–ǫ 5.1 [2] 6.7 2.45
3615 1.66 6.45 [2] SST 6.57, SA 5.89, RNG k–ǫ 5.32, k–ǫ 4.2 [2] 6.0 2.6
5000 1.2 6.0 [45] DNS 6.0 [51] 6.06 2.45
8000 1.942 8.0 [4] k–ǫ 6.8 [44] 8.4 1.8
132000 1.5 7.0 [47] k–ǫ 5.8 [82] 6.6 1.7
választottuk, akkor a visszacsatolási pontokra vonatkozó predikciók elromlottak. Az optimális α
paraméterek az (1.7, 2.6) tartományba estek nagy Reynolds-számok esetén.
Az időben törtrendű modellben az optimális β értékek a (0.55, 0.75) tartományba estek. Ez nem
véletlen, a következő fejezetben az 5.3.2. tételben igazoljuk, hogy amennyiben létezik a feladatnak
stacionárius megoldása, akkor a módszer tetszőleges β ∈ (0, 1) érték esetén ehhez konvergál.
Az időben törtrendű deriváltat tartalmazó Navier–Stokes-egyenlethez tartozó szimulációs ered-
ményeket az 5.1, a hiperviszkózus modell eredményeit pedig az 5.2 táblázat tartalmazza.
Megjegyezzük, hogy az egyes Reynolds-számokat a különböző cikkekben eltérő módon számol-
ták, a mi általunk használtra, tehát a hidraulikus átmérőn alapuló ReD Reynolds-számra való
konvertált értékeket az 5.3 táblázat tartalmazza.
A visszacsatolási pontokra vonatkozó eredményeink jó összhangban vannak a mért adatokkal,
a relatív hiba a fő visszacsatolási pontra, r-re 10%-on belül van.
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5.3. táblázat. A különböző cikkekben szereplő Reynolds-számok ReD-re átszámított értékei, ahol
ReD a beáramlási cső hidraulikus átmérőjén alapuló Reynolds-szám.
Re ReD
a cikkekben
2425 7275
2967 8961
3615 10845
5000 33333
8000 8000
132000 117320
5.3. Stacionárius egyenlet iterációs megoldása törtrendű derivál-
takkal
Ebben az alfejezetben az A(u) = f egyenlet megoldását keressük, ahol A nemlineáris operátor.
A módszerünk motívációja az előző részben látottakhoz hasonlóan az, hogy az A(u) = f egyenlet
megoldása helyett keressük a ∂
βu
∂tβ
= −A(u(t))+f(t) egyenlet stacionárius megoldásait. A törtrendű
egyenletet diszkretizálva nyerjük az (5.10) formulabeli iterációt. Ehhez az alábbi Gronwall-típusú
lemmát fogjuk használni [63].
5.3.1. Lemma. (Pachpatte) Legyenek (αn)n∈N, (fn)n∈N, (gn)n∈N, (hn)n∈N nemnegatív valós so-
rozatok, amelyekre ∀n ∈ N esetén teljesül az alábbi becslés:
αn ≤ fn + gn
n−1∑
s=0
hsαs. (5.9)
Ekkor teljesül az alábbi egyenlőtlenség:
αn ≤ fn + gn
n−1∑
s=0
hsfs
n−1∏
τ=s+1
(
hτgτ + 1
)
.
A következő tétel a klasszikus fixponttétel általánosítása egy speciális implicit iterációval.
5.3.2. Tétel. Legyen H valós Hilbert tér, A : H → H adott nemlineáris operátor, amely teljesíti
a következő feltételeket alkalmas M ≥ m > 0 konstansokkal.
(i) 〈A(u)−A(v), u− v〉 ≥ m‖u− v‖2,
(ii) ‖A(u)−A(v)‖ ≤M‖u− v‖.
Legyen f, u0 ∈ H tetszőleges, továbbá t ∈ R+ és α ∈ (0, 1) tetszőleges. Jelölje u∗ az A(u) = f
egyenlet megoldását (a fenti kondíciókkal ilyen egyértelműen létezik). Ekkor a következő iteráció
u∗-hoz konvergál:
un+1 =
n+1∑
j=1
(
α
j
)
(−1)j+1un+1−j − t
[
A(un+1)− f
]
. (5.10)
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Bizonyítás: Az (5.10) formula mindkét oldalához adjuk hozzá a t
[
A(un+1) − f
]
kifejezést, von-
juk le az u∗ pontos megoldást, majd tekintsük mindkét oldal normáját! Ekkor teljesül az alábbi
egyenlőség:
∥∥un+1 − u∗ + t[A(un+1)−A(u∗)]∥∥ =
∥∥∥∥∥∥
n+1∑
j=1
(
α
j
)
(−1)j+1un+1−j − u∗
∥∥∥∥∥∥ . (5.11)
Az (i) feltétel miatt (5.11) bal oldalának négyzete alulról becsülhető a következőképpen:
‖un+1 − u∗ + t
[
A(un+1)−A(u∗)
]‖2 =
‖un+1 − u∗‖2 + t2‖A(un+1)−A(u∗)‖2 + 2t〈A(un+1)−A(u∗), un+1 − u∗〉 ≥
‖un+1 − u∗‖2 + 2tm‖un+1 − u∗‖2 ≥ ‖un+1 − u∗‖2.
(5.12)
A binomiális együtthatókra 0 < α < 1 esetén teljesül, hogy
∑∞
j=1
(α
j
)
(−1)j+1 = 1, továbbá(α
j
)
(−1)j+1 > 0. Vagyis (5.11), (5.12), valamint a háromszög-egyenlőtlenség alkalmazásával nyerjük
az alábbi felső becslést:
‖un+1 − u∗‖ ≤
∥∥∥∥∥∥
n+1∑
j=1
(
α
j
)
(−1)j+1un+1−j − u∗
∥∥∥∥∥∥ =
∥∥∥∥∥∥
n+1∑
j=1
(
α
j
)
(−1)j+1un+1−j −
∞∑
j=1
(
α
j
)
(−1)j+1u∗
∥∥∥∥∥∥ ≤
≤
n+1∑
j=1
(
α
j
)
(−1)j+1‖un+1−j − u∗‖+
∞∑
j=n+2
(
α
j
)
(−1)j+1‖u∗‖.
(5.13)
Vezessük be az alábbi jelöléseket: αn := ‖un − u∗‖, fn := ∑∞j=n+1 (αj)(−1)j+1‖u∗‖ és βn =(α
n
)
(−1)n+1. Ezekkel a jelölésekkel az (5.13) egyenlőtlenség úgy írható, mint
αn+1 ≤ fn+1 +
n+1∑
j=1
βjαn+1−j . (5.14)
A βn+1−j helyett használjuk a hj jelölést, azaz legyen hj := βn+1−j , ekkor (5.14) úgy írható, mint
αn+1 ≤ fn+1 +
n∑
j=0
hjαj . (5.15)
Alkalmazzuk Pachpatte 5.3.1. lemmáját gn := 1 választással! Eszerint az alábbi egyenlőtlenség
igaz:
αn+1 ≤ fn+1 +
n∑
s=0
hsfs
n∏
τ=s+1
(hτ + 1). (5.16)
Ezután becsüljük az (5.16) formulában a
∏n
τ=s+1(hτ + 1) kifejezést!
n∏
τ=s+1
(hτ + 1) =
n∏
τ=s+1
(βn+1−τ + 1) ≤
n∏
τ=1
(βn+1−τ + 1) ≤
(n+∑nj=1 βj
n
)n ≤ (1 + 1
n
)n ≤ e.
Vagyis (5.16)-re a következő becslés teljesül
αn+1 ≤ fn+1 +
n∑
s=0
hsfs
n∏
τ=s+1
(hτ + 1) ≤ fn+1 + e
n∑
s=0
hsfs.
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Világos, hogy n→∞ esetén fn+1 → 0. Kellene még, hogy ∑ns=0 hsfs → 0, ha n→∞. Ezen állítás
bizonyítása következik most.
n∑
s=0
hsfs = ‖u∗‖βn+1 + ‖u∗‖
n∑
s=1
βn+1−s
∞∑
j=s+1
βj = ‖u∗‖βn+1 + ‖u∗‖
n∑
s=1
βn+1−s
(
1−
s∑
j=1
βj
)
= ‖u∗‖βn+1 + ‖u∗‖
n∑
s=1
βn+1−s − ‖u∗‖
n∑
s=1
n∑
j=1
βn+1−sβj .
(5.17)
Vegyük észre, hogy (5.17)-ban n→∞ esetén az utolsó tag az ‖u∗‖ szorzótényező nélkül egy Cauchy
téglányszorzat, azaz:
lim
n→∞
( n∑
s=1
n∑
j=1
βn+1−sβj
)
=
( ∞∑
j=1
βj
)2
= 1.
Ekkor (5.17)-ban az összeg első tagja 0-hoz, a 2. tag ‖u∗‖-hoz tart, a 3. tag pedig szintén ‖u∗‖-hoz,
hiszen
∑∞
j=1 βj = 1. Összességében n→∞ esetén αn+1 → 0, ami éppen az igazolni kívánt állítás.

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6. fejezet
Törtrendű operátorok a
relativisztikus kvantummechanikában
A Klein–Gordon-egyenlet a kvantummechanika fontos alapegyenlete, az első használható pró-
bálkozás, amely összeköti a relativitáselméletet a kvantummechanikával. Viszont nem teljesíti a
kvantummechanika posztulátumait. Az egyik út, ami ezt feloldja, Dirac módszere. Klasszikus
anekdota, amikor Bohr kérdezte Diracot, hogy mivel foglalkozik mostanában, Dirac azt válaszol-
ta: „Próbálok gyököt vonni valamiből”. A „valami” valójában maga a Klein–Gordon-egyenletet
jelentette. A spin fogalmának bevezetésével meg tudta magyarázni a Stern–Gerlach-kísérlet ered-
ményeit, az egyenlet pedig konzisztens a kvantummechanikával és a relativitáselmélettel is. Dirac
egyenlete az 1/2 spinű részecskéket írja le (ilyen részecske például az elektron), egyenlete térben
és időben is elsőrendű. A gyökös Klein–Gordon-egyenlet a 0-spinű részecskéket írja le skalárfügg-
vénnyel (ahogy az eredeti Klein–Gordon-egyenlet is). Semleges töltésű részecskékre konzisztens a
relativitáselmélettel és a kvantummechanika axióimáival is, ld. [53], [72]. Pontosan ilyen részecske
a Higgs-bozon, illetve az egyelőre hipotetikus axion, azaz 0-spinű és semleges. Jelen résszel célunk,
hogy [53] munka eredményeit kiegészítsük azáltal, hogy
• belátjuk, valóban 0-spinű részecskét ír le az egyenlet, továbbá a rendszer Hamilton-operátora
szimmetrikus és pozitív,
• tégla tartományon periodikus peremfeltétel esetére is definiáljuk az egyenletet, illetve amátrix
transzformációs módszeren alapuló numerikus módszert konstruálunk.
A sötét anyag és az axion A sötét anyag a világegyetem tömegének 85%-át adhatja. Detek-
tálása ma sem megoldott, részben azért, mert nem tudjuk, hogy mit is keressünk pontosan. Az
egyik jelölt a sötét anyag szerepének betöltésére az axion, melyet Peccei és Quinn vezetett be
1977-ben [65]. A nevét egy mosószerfajta után kapta, mivel „megtisztítja” a nukleáris erőt az idő
szimmetriáját sértő paramétertől [42] (magyar fordításban [43]).
Az axion kimutatására a kutatók trükkös kísérletet terveztek [21], noha egyelőre a részecskét
nem sikerült detektálni, a továbbfejlesztett változattal [14] jó esély kínálkozik erre a jövőben. A
kísérlet lényege, hogy lézerfényt irányítanak egy fotonok számára áthatolhatatlan falra. A fal előtt
62
a fényrészecskék egy mágneses téren haladnak át, ahol a lézerfény egy fotonja (γ) a mágneses tér
egy virtuális fotonjával (γ∗) egyesülve axionná változik. Ha ez áthalad a falon, ismét fotonná (γ)
alakul, amit már könnyű kimutatni. Mindkét átváltozási folyamat, továbbá az áthaladás a falon
is igen kis valószínűségű, ezért ha sikerül detektálni a fotont a fal túloldalán, akkor biztos hogy
létrejött az axion, ld. 6.1. ábra.
6.1. ábra. Az axion kimutatására tervezett kísérlet vázlata.
Ez a kísérlet indokolja a numerikus vizsgálatoknál választott egyik feladat, az ún. alagúteffektus
vizsgálatát.
6.1. A Klein–Gordon-egyenletről
A Klein–Gordon-egyenlet Egy m tömegű részecske Ψ : R × Rn → C állapotfüggvényére
vonatkozó, V : Rn → R potenciáltérben érvényes Klein–Gordon-egyenlet az alábbi alakú, ld. [55],
382.o.:
(i~∂t − V (x))2Ψ(t, x) =
(
m2c4 − ~2c2∆
)
Ψ(t, x), (6.1)
ahol ~ a Planck-állandó, c pedig a fénysebesség. Ez az egyenlet Lorentz-invariáns, ld. [30], 20.
oldal. Megjegyezzük, hogy itt a (−∆) negatív Laplace-operátor pozitív, és az értelmezéséhez nem
szükséges peremfeltételt megadni.
Az egyenlet alkalmazhatóságának korlátai Vizsgáljuk a hidrogénatom esetét, azaz az elekt-
ron egyenletét proton terében! Vagyis a (6.1) egyenletben legyen V (x) = − e|x| , ahol e az elektron
töltése és |x| az x vektor euklidészi normája. Továbbá stacionárius megoldást keresünk, ezekkel a
feltételekkel (6.1) úgy írható, mint:
e2
|x|2Ψ(t, x) =
(
m2c4 − ~2c2∆
)
Ψ(t, x). (6.2)
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E sajátérték-egyenlet által leírt finomszerkezet nem egyezik meg a hidrogénszínkép megfigyelt fi-
nomszerkezetével. Ennek az az oka, hogy ez az egyenlet nem ad számot az elektron spinjéről, ami
1/2, hanem csak a nulla spinű részecskék leírására szolgál. Ezt sajnos a gyökös verzióval sem lehet
kijavítani, a Dirac–egyenlet segítségével kapunk pontosabb modellt.
A Klein–Gordon-egyenlet problémái
• Az egyenlet másodrendű deriváltat tartalmaz időben is. Vagyis nemcsak Ψ(0, ·)-ra, hanem
∂tΨ(0, ·)-re is szükséges kezdeti feltételt tennünk. Tehát nem teljesül az evolúciós posztulá-
tum, ld. [29], 312. oldal.
• A másik lényeges probléma a ρ megtalálhatósági valószínűség lentebbi alakjából származik,
ami nem feltétlenül pozitív a Klein–Gordon-egyenlet esetén. Ez azt jelenti, hogy nem le-
hetséges olyan egyszerű valószínűségi interpretációt adni ρ-ra, mint a Schrödinger-egyenlet
esetén. A ρ megtalálhatósági valószínűség, azaz annak a valószínűsége, hogy az anyaghullám
az x helyen található a t időpontban a Schrödinger-egyenlet esetén, a Ψ(t, x) hullámfüggvény
segítségével megadható, mint
ρS(t, x) = Ψ(t, x)Ψ(t, x) = |Ψ(t, x)|2,
míg a Klein–Gordon-egyenlet esetén
ρKG(t, x) =
i~
2mc2
(
Ψ(t, x)∂tΨ(t, x)−Ψ(t, x)∂tΨ(t, x)
)
,
amely lehet negatív is.
6.2. A gyökös Klein–Gordon-egyenlet
Matematikai előkészületek Elsőként felidézzük a gyorsan eltűnő függvények Schwartz-terének
definícióját, valamint ennek a Fourier-transzformációval való kapcsolatát, ld. [69] 124-134. oldal.
6.2.1. Definíció. Tekintsük mindazon ϕ ∈ C∞(Rn) függvényeket, amelyekre tetszőleges rögzített
α, β multiindex mellett
sup
x∈Rn
|xα∂βϕ(x)| <∞.
A (ϕk) sorozat akkor tart a ϕ függvényhez, ha bármely rögzített α, β multiindexre
lim
k→∞
[
sup
x∈Rn
|xα∂βϕk(x)− xα∂βϕ(x)|
]
= 0.
Az ezzel a konvergenciával ellátott S = S(Rn) függvényteret Schwartz-térnek nevezzük.
6.2.2. Tétel. Az F Fourier-transzformáció az egész S teret az egész S térre leképező lineáris
folytonos leképezés. Ennek létezik inverze, F−1, amely szintén lineáris, folytonos, és a következő
formulával adható meg:(
F−1Ψ
)
(x) :=
1
(2π)n/2
∫
Rn
ei〈x,y〉Ψ(y) dy , x ∈ Rn.
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A továbbiak során az x 7→ xα, x ∈ Rn függvényre (α multiindex) a tömörebb Qα - az x 7→ xj
függvényre pedig a Qj - jelölést használjuk.
Megjegyzés: Tetszőleges ϕ,Ψ ∈ S függvények és α, β multiindexek esetén igazak az alábbi
azonosságok:
(i) Qα
[
∂β (Fϕ)
]
= (−i)|α|+|β|F
[
∂α
(
Qβϕ
)]
,
(ii) ∂β [Qα (Fϕ)] = (−i)|α|+|β|F
[
Qβ (∂αϕ)
]
,
(iii) Qα
[
∂β
(F−1ϕ)] = (−i)|α|+|β|F−1 [∂α (Qβϕ)],
(iv) ∂β
[
Qα
(F−1ϕ)] = (−i)|α|+|β|F−1 [Qβ (∂αϕ)],
(v)
∫
Rn
ϕFΨ = ∫
Rn
(Fϕ)Ψ,
(vi)
∫
Rn
ϕF−1Ψ = ∫
Rn
(F−1ϕ)Ψ,
(vii)
∫
Rn
(Fϕ)(FΨ) = ∫
Rn
ϕΨ,
(viii)
∫
Rn
(F−1ϕ)(F−1Ψ) = ∫
Rn
ϕΨ,
(ix) FΨ = F−1Ψ.
A (6.1) egyenletben az m2c4I − ~2c2∆ operátor négyzetgyökére volna szükségünk,– amely
m2c4I − ~2c2∆ pozitivitása miatt értelmes – hogy megkapjuk a rendszer Hamilton-függvényét, ld.
[55], 382. o.:
HΨ(t, x) =
(√
m2c4I − ~2c2∆+ V (x)
)
Ψ(t, x),
ezáltal az evolúciós posztulátumnak is eleget tévő egyenlethez jutnánk, amely az alábbi alakú
i~∂tΨ(t, x) =
(√
m2c4I − ~2c2∆+ V (x)
)
Ψ(t, x).
Ennek az operátornak a definíciója következik most, továbbá igazoljuk, hogy rendelkezik a kívánt
tulajdonságokkal.
6.2.3. Tétel. Tekintsük az alábbi formulával értelmezett B : S → S operátort:
Bϕ := F−1
(
m2c4 + ~2c2|Q~2|
)1/2Fϕ, (6.3)
ahol ~2 a csupa 2 komponensű n-hosszú multiindexet jelenti. Ekkor
B(Bϕ) =
(
m2c4I − ~2c2∆
)
ϕ, (6.4)
továbbá a B operátor szimmetrikus és pozitív.
Bizonyítás: Nyilvánvaló, hogy B lineáris operátor; belátjuk, hogy az S térbe képez. Ehhez csupán
arra van szükségünk, hogy teljesüljön(
m2c4 + ~2c2|Q~2|
)1/2Fϕ ∈ S.
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Ehhez elég belátnunk a 6.2.1. definíció szerint, hogy tetszőleges rögzített α, β multiindex mellett
sup
x∈Rn
|Qα∂β
(
m2c4 + ~2c2|Q~2|
)1/2Fϕ(x)| <∞. (6.5)
Ez viszont egyszerűen adódik abból a két észrevételből, hogy egyrészt az x 7→
(
m2c4 + ~2c2|Q~2|
)1/2
függvény bármely rendű parciális deriváltja korlátos, másrészt pedig Fϕ(x) bármely rendű parciális
deriváltja is S-ben van.
Mivel a ∂β
(
m2c4 + ~2c2|Q~2|
)1/2Fϕ(x) kifejezésben a deriválás elvégzése utáni összegben min-
den tag egy korlátos függvény, egy S-beli és egy Qα függvény szorzata, ezért a (6.5) formulában
lévő szuprémum minden α, β multiindexek esetén véges.
Ezután a (6.4) egyenlőséget bizonyítjuk felhasználva az (ii) azonosságot:
B(Bϕ) : = F−1
(
m2c4 + ~2c2|Q~2|
)1/2F [F−1 (m2c4 + ~2c2|Q~2|)1/2F]ϕ =
= F−1
(
m2c4 + ~2c2|Q~2|
)
Fϕ =
(
m2c4 − ~2c2∆
)
ϕ.
Az operátor szimmetriája az L2(Rn) skalárszorzatban egyszerűen adódik az előző megjegyzés
(vi) és (ix) pontjait alkalmazva:∫
Rn
F−1
[(
m2c4 + ~2c2|Q~2|
)1/2F]ϕΨ = ∫
Rn
(
m2c4 + ~2c2|Q~2|
)1/2FϕF−1Ψ =
=
∫
Rn
(
m2c4 + ~2c2|Q~2|
)1/2FϕFΨ = ∫
Rn
Fϕ
(
m2c4 + ~2c2|Q~2|
)1/2FΨ =
=
∫
Rn
ϕ
[
F−1
(
m2c4 + ~2c2|Q~2|
)1/2FΨ] .
Végül belátjuk a pozitivást a (vi) és (ix) azonosságokat használva.∫
Rn
F−1
[(
m2c4 + ~2c2|Q~2|
)1/2Fϕ]ϕ = ∫
Rn
(
m2c4 + ~2c2|Q~2|
)1/2FϕF−1ϕ =
=
∫
Rn
(
m2c4 + ~2c2|Q~2|
)1/2FϕFϕ ≥ mc2 ∫
Rn
FϕFϕ = mc2‖ϕ‖2L2(Rn).
Megjegyzés: A továbbiakban a
√
m2c4 − ~2c2∆ formulával jelöljük a B operátort.
6.2.1. A gyökös Klein–Gordon-egyenlet Rn-en
Keressük azt a Ψ ∈ S függvényt, melyre igaz hogy ∫
Rn
ΨΨ = 1, továbbá teljesül rá az alábbi
kezdetiérték-feladat:i~∂tΨ(t, x) =
(√
m2c4I − ~2c2∆+ V (x)
)
Ψ(t, x), t > 0, x ∈ Rn,
Ψ(0, x) = Ψ0(x) ∈ S, x ∈ Rn.
(6.6)
Az egyenlet előnyös tulajdonságai, összhang a relativitással és a kvantummechanika
axiómáival A (6.6) egyenlet Lorentz-invariáns, azaz összhangban van a relativitáselmélettel [53],
[72]. Továbbá a ρ(t, x) = Ψ(t, x)Ψ(t, x) függény interpretálható megtalálhatósági valószínűségként
is, ld. [48].
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Most pedig megmutatjuk, hogy a (6.6) egyenlet valóban nulla spinű részecskéket ír le. Ehhez
„definíció szerint” azt kell belátnunk, hogy a rendszer Hamilton-operátora kommutál az L impul-
zusnyomaték bármely komponenséhez rendelt operátorával, vagyis az impulzusnyomaték megma-
radó mennyiség. Ezáltal a J = L+S össz-impulzusnyomaték megmaradásához az S spin operátor
0-nak választandó. Az egyszerűség kedvéért legyen V ≡ 0, továbbá az impulzusnyomaték harmadik
komponensére végezzük el a vizsgálatot, amely definíció szerint
L3Ψ =
(
Q1
~
i
∂2 −Q2~
i
∂1
)
Ψ.
A Hamilton-operátor pedig a korábbiak alapján:
HΨ = F−1
(
m2c4 + ~2c2|Q~2|
)1/2FΨ.
6.2.4. Állítás. Tetszőleges Ψ ∈ S függvény esetén teljesül az alábbi egyenlőség.
[H,L3] Ψ := HL3Ψ− L3HΨ = 0. (6.7)
Bizonyítás: Átírhatjuk (6.7) bal oldalát (ii) felhasználásával az alábbi módon:
i
~
[HL3Ψ− L3H] Ψ = F−1
(
m2c4 + ~2c2|Q~2|
)1/2F [(Q1∂2 −Q2∂1)Ψ]−
− (Q1∂2 −Q2∂1)
[
F−1
(
m2c4 + ~2c2|Q~2|
)1/2FΨ] =
= −F−1
(
m2c4 + ~2c2|Q~2|
)1/2
(∂1Q2 − ∂2Q1)FΨ+
+ F−1 (∂1Q2 − ∂2Q1)
(
m2c4 + ~2c2|Q~2|
)1/2FΨ.
(6.8)
Ezután (6.8) jobb oldalának második tagjára kapjuk, hogy
F−1 (∂1Q2 − ∂2Q1)
(
m2c4 + ~2c2|Q~2|
)1/2FΨ =
= F−1∂1
[
Q2
(
m2c4 + ~2c2|Q~2|
)1/2FΨ]−F−1∂2 [Q1 (m2c4 + ~2c2|Q~2|)1/2FΨ] =
= F−1∂1
[(
m2c4 + ~2c2|Q~2|
)1/2]
Q2FΨ+ F−1
[(
m2c4 + ~2c2|Q~2|
)1/2]
∂1Q2FΨ−
−F−1∂2
[(
m2c4 + ~2c2|Q~2|
)1/2]
Q1FΨ−F−1
[(
m2c4 + ~2c2|Q~2|
)1/2]
∂2Q1FΨ =
= F−1
[(
m2c4 + ~2c2|Q~2|
)1/2]
(∂1Q2 − ∂2Q1)FΨ,
(6.9)
ahol az utolsó egyenlőségben felhasználtuk az alábbi azonosságot.
F−1∂1
[(
m2c4 + ~2c2|Q~2|
)1/2]
Q2FΨ = F−1∂2
[(
m2c4 + ~2c2|Q~2|
)1/2]
Q1FΨ.
A (6.9) formulát (6.8) jobb oldalának második tagjába visszaírva nyerjük a kívánt állítást. 
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6.2.2. A gyökös Klein–Gordon-egyenlet korlátos tartományon
Először a (6.6) egyenletet oldjuk meg, majd kiválasztjuk azt a megoldást, amely eleget tesz a
(−π, π)n tartományon a periodikus peremfeltételnek. A √m2c4I − ~2c2∆ operátor értelmezési tar-
tományát kiterjesztjük S-ről mindazon függvények összességére, amelyekre a (6.3) formula értelmes.
Az egyszerűség kedvéért 1 térdimenzióban fogunk dolgozni, mindazonáltal minden számítás telje-
sen hasonlóan végezhető el több dimenzióban is. Elsőként megmutatjuk, hogy a
√
m2c4I − ~2c2∆
operátor sajátfüggvényei periodikus peremfeltétel esetén az x 7→ eikx, k ∈ Z függvények. Ez azt je-
lenti, hogy korlátos tartományon lehetőségünk van a
√
m2c4I − ~2c2∆ operátor 3. definíció szerinti
értelmezésére periodikus peremfeltétel esetén. Ezzel egyrészt a négyzetgyök operátor értelmezési
tartományára kapunk precízebb feltételt, továbbá a numerikus kísérletekben alkalmazhatjuk az I.
rész 2. fejezetében található mátrix transzformációs módszer eredményeinek módosítását periodi-
kus peremfeltétel esetére.
Az I. rész 2. fejezetének gondolatmenete gond nélkül alkalmazható itt is apró módosításokkal,
ezért gondolatmenetünket csak vázoljuk, a szükséges tételeket bizonyítás nélkül mondjuk ki:
• A √m2c4I − ~2c2∆ operátor S-ről kiterjeszthető L2(Rn)-re.
• A √m2c4I − ~2c2∆ : S → S operátor értelmezési tartományát kiterjesztjük S-ről mind-
azon függvényekre, amelyekre a (6.3) formula értelmes. Igazoljuk, hogy az x 7→ eikx, k ∈ Z
függvények sajátfüggvényei a
√
m2c4I − ~2c2∆ operátornak:[
F−1
(
m2c4 + ~2c2y2
)1/2F] eikx = [F−1 (m2c4 + ~2c2y2)1/2]√2πδ(y − k) =
=
1√
2π
∫ ∞
−∞
√
2πδ(y − k)(m2c4 + ~2c2y2)1/2 dy =
[(
m2c4 + ~2c2y2
)1/2
eiyx
] ∣∣∣∣∣
y=k
=
=
(
m2c4 + ~2c2k2
)1/2
eikx.
• Ez motiválja, hogy a (−∆D) operátor hatványára vonatkozó 3. definíciót általánosítsuk az(
m2c4I − ~2c2∆)P operátorra, ahol I az identikus leképezés, hogy megkapjuk az operátor
négyzetgyökét. Legyen adott f ∈ L2([−π, π]), ekkor az alábbi
(
m2c4I − ~2c2∆)u = f (−π, π)-n
u(−π) = u(π)
∂xu(−π) = ∂xu(π)
peremérték probléma megoldó operátora felírható, mint (m2c4I − ~2c2∆)−1P : L2([−π, π])→
H1([−π, π]) operátor. Figyelembe véve a H1([−π, π]) →֒ L2([−π, π]) kompakt beágyazást,
tekintsük a (m2c4I − ~2c2∆)−1P : L2([−π, π]) → L2([−π, π]) operátort, amely kompakt, ön-
adjungált. Így a Hilbert–Schmidt-tétel szerint (ld. [37], 6.2-es fejezet) {φj}j∈Z = eijx sa-
játfüggvényeinek ortonormált rendszere teljes, a hozzájuk tartozó sajátértékek pedig rendre
0 < µ0 = mc2 ≤ µ1 = µ−1 ≤ µ2 = µ−2 ≤ . . . .
Jelöljük az f függvény Fourier-sorát a f =
∑∞
j=−∞ fjφj formulával, valamint használjuk a
λj := 1µj jelölést, ahol j ∈ Z.
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6.2.5. Definíció. Legyen Gs([−π, π]) a következő lineáris altere L2([−π, π])-nak:
Gs([−π, π]) :=
f ∈ L2([−π, π]) :
∞∑
j=−∞
|fj |2(m2c4 + ~2c2λj)s <∞
 ,
továbbá (m2c4I − ~2c2∆)αP : G2α([−π, π])→ L2([−π, π]), ahol α > 0 és
(m2c4I − ~2c2∆)αP f :=
∞∑
j=−∞
fj(m2c4 + ~2c2λj)αφj
és
|f |2G2α([−π,π]) :=
∞∑
j=−∞
|fj |2(m2c4 + ~2c2λj)2α.
A vizsgált feladat:
Keressük azt a Ψ ∈ G1 függvényt, amelyre igaz, hogy ‖Ψ(t)‖L2(−π,π) = 1, továbbá teljesül rá
az alábbi kezdetiérték-feladat:i~∂tΨ(t, x) =
((
m2c4I − ~2c2∆)1/2P + V (x))Ψ(t, x), t > 0, x ∈ (−π, π),
Ψ(0, x) = Ψ0(x) ∈ G1, x ∈ (−π, π).
(6.10)
• Legyen h = 2π2N+1 , ahol N ∈ N, valamint ωh =
{
kh : k = −N, . . . , N
}
. A periodikus
peremfeltételekkel adott −∆ = − d2
dx2
operátor közelítésére felírt −∆h ∈ R(2N+1)×(2N+1)
véges differencia közelítés mátrixa egy dimenzióban:
−∆h = 1
h2

2 −1 −1
−1 2 . . .
. . . . . . . . .
. . . 2 −1
−1 −1 2

,
amelynek vk ∈ R2N+1 sajátvektorai és λk sajátértékei könnyen ellenőrizhetően:(
vk
)
j
= eikjh, illetve λk =
(2
h
sin
kπh
2
)2
, ahol j, k = −N, . . . , N.
Megjegyzés: A vektorok komponenseinek számozása most −N -től kezdődik és N -ig tart.
• Ez azt jelenti, hogy a (m2c4I−~2c2∆)αP operátort a G2α([−π, π]) téren a (m2c4Ih−~2c2∆h)αP ∈
R(2N+1)×(2N+1) mátrixnak megfelelő operátorral közelíthetjük, ahol Ih ∈ R(2N+1)×(2N+1) az
identitás mátrix.
A vizsgált diszkrét feladat: Keressük azt a t→ ΨN (t) ∈ SN függvényt, melyre igaz, hogy
‖ΨN (t)‖L2(−π,π) = 1, továbbá teljesül rá az alábbi kezdetiérték-feladat:
i~∂tΨN (t) =
((
m2c4I − ~2c2∆)1/2P + Pc (V (·)∣∣∣ωh
))
ΨN (t), t > 0,
ΨN (0) = Pc
(
Ψ0(x)
∣∣∣
ωh
)
, Ψ0 ∈ G1(−π, π),
(6.11)
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ahol Pc : R2N+1 → SN a 2.4.1. definícióban szereplő szinusz Fourier-projekcióhoz hasonlóan
bevezethető Fourier-projekció operátor az SN :=
{
eikx : k = −N, . . . , N
}
térre, amely az
ωh rács pontjaiban értelmezett vektort vetíti az SN térre úgy, hogy az SN térbeli képe a
vektornak egy olyan függvény, amely a vektor értékeit veszi fel a vektor komponenseinek
megfelelő helyeken.
Ez így csupán spektrális módszernek tűnhet első pillantásra, azonban az I. rész 2. fejezetében
igazoltuk, hogy ez a módszer ekvivalens a mátrix transzformációs módszer használatával.
Ugyanitt kell megemlítenünk a [85] munkát is (ez ugyan a Burgers-egyenlettel foglalkozik),
amelynek eredményei a spektrális módszerre vonatkoznak.
• Könnyen látható, hogy a G2α([−π, π]) és a F2α([−π, π]) normák ekvivalensek az F2α([−π, π])
téren, ezáltal a terek egybeesnek. Vagyis a közelítés hibájáról szóló tétel szóról szóra ugyanúgy
látható be a F2α([−π, π]) tér normájában, mint az I. rész 2. fejezetében, azaz igaz a következő
állítás.
6.2.6. Állítás. Legyen Ψ0, V ∈ F3/2([−π, π)]. Jelölje Ψ(t, ·) a (6.10), ΨN (t) a (6.11) pontos
megoldását. Ekkor
‖Ψ(t, ·)−ΨN (t)‖0 ≤ hC‖u0‖3/2.
6.3. Numerikus kísérletek
Ebben a részben egy egyszerű példán végzett numerikus kísérlettel támasztjuk alá az előző
részben vázolt gondolatmenet 6.2.6. állításának eredményét, valamint numerikusan megoldjuk az
alagútjelenség feladatát és szemléltetjük, hogy a gyökös Klein–Gordon-egyenlet megoldásából szár-
mazó hullámfüggvény koherens marad. Atomi egységekben fogunk dolgozni (ld. [86], 307. o.), vagyis
~ = 1 és c = 137.
A vizsgált feladat, paraméterek: Célunk a (6.10) feladat megoldása a (−π, π) tartomány
helyett a (−10, 10) intervallumon, vagyis a (6.12) problémát vizsgáljuk az alábbi szereposztással:
legyen V ≡ 0, továbbá m = 10−4, a kezdeti feltétel pedig az alábbi Ψ0(x) függvény:
Ψ0(x) =

(1+i)((x+2)(x+4))2
D , ha − 4 ≤ x ≤ −2,
0, egyébként,
ahol D = 8
√
14
105 , így a feladat a következő alakot ölti:
i∂tΨ(t, x) =
((
m2c4I − c2∆)1/2P ))Ψ(t, x), t ∈ (0, 1], x ∈ (−10, 10),
Ψ(0, x) = Ψ0(x), x ∈ (−10, 10),
‖Ψ(t, ·)‖L2(−10,10) = 1.
(6.12)
A (6.12) probléma analitikus megoldása Fourier-sor alakban:
Ψ(t, x) =
∞∑
k=−∞
exp
−i [m2c4 + c2 (kπ
10
)2]1/2
t
Ψ0,k exp
(
ikπx
10
)
√
20
, (6.13)
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ahol k 6= 0 esetén
Ψ0,k =
1
D
[
8000i
(kπ)3
(exp (2/5ikπ)− exp (1/5ikπ))−
− 240000
(kπ)4
(exp (2/5ikπ) + exp (1/5ikπ)) +
2400000i
(kπ)5
(exp (1/5ikπ)− exp (2/5ikπ))
]
,
valamint k = 0 esetén Ψ0,0 = 1615
1+i
D . A (6.13) képletből leolvasható, hogy Ψ(t, ·) ∈ G2([−10, 10]) =
F2[(−10, 10]), vagyis a megoldás folytonos.
A (6.12) egyenlet véges differencia módszerrel számolt közelítő megoldása a mátrix transzfor-
mációs módszer segítségével az SN térre vetítve a Pc Fourier-projekció használatával a következő
módon írható:
Ψh(t) = Pc
[
exp
(
−it(m2c4Ih − ~2c2∆h)αP
)(
Ψ0
∣∣∣
ωh
)]
. (6.14)
A (6.13) analitikus megoldás képletében szereplő összeget csonkoltuk az 1001. (és −1001.) tagtól
kezdődően, az egyszerűség kedvéért ezt a csonkolt megoldást is Ψ(t, ·)-vel jelöljük a 6.1. táblá-
zatban, amelyben az eredményeket szemléltetjük. A csonkolás maga O(10−9) nagyságrendű hibát
okoz. A táblázat alátámasztja a 6.2.6. állításban szereplő elsőrendű konvergenciát.
6.1. táblázat. A mátrix transzformációs módszer hibája a diszkrét l2(−10, 10)-normában a (6.12)
feladatra a (6.14) formulát használva a közelítő megoldás előállítására.
1/h ‖Ψ(1, ·)∣∣
ωh
−Ψh(1)ωh‖0,h Konvergencia rendje
50 1.4139
100 1.3143 0.1054
200 1.1275 0.2212
400 0.7136 0.6599
800 0.3478 1.0369
1600 0.1653 1.0732
Alagúteffektus: Ebben a paragrafusban a 6.1. ábrán szemléltetett kísérletben leírt fotonok szá-
mára áthatolhatatlan, az axion számára egy potenciálgátat jelentő falon való áthaladását vizsgál-
juk alagúteffektus segítségével. Az alagúteffektus-probléma lényege, hogy a kezdeti hullámfüggvény
terjedését követjük figyelemmel, amelynek útjában egy akadály, azaz potenciálgát áll. A feladat
klasszikus mechanikai analógiája hétköznapi nyelven úgy fogalmazható meg, hogy mikor lehetséges
az, hogy egy elhajított labda átjut egy fal túloldalára? A válasz pedig az, hogy akkor, ha „elég
magasra és elég gyorsan hajítottuk el”, precízebben fogalmazva rendelkezik elegendő kinetikus és
helyzeti energiával is. A kvantummechanikában azonban nincs szükség erre, egyszerűen fogalmazva
a kvantummechanikai labda valamilyen (pozitív) valószínűséggel akkor is átjuthat a fal túloldalára,
ha nem rendelkezik ehhez elegendő energiával; ezt nevezzük alagúteffektusnak. A probléma mate-
matikai leírását az alábbiakban adjuk meg. A V (x) potenciálgátnak megfelelő függvény legyen a
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következő:
V (x) =
3 · 10
2, ha 2 ≤ x ≤ 4,
0, egyébként.
Legyen a vizsgált részecske tömege m = 10−5, a kezdeti feltétel pedig a Ψ0(x) = exp
(
−0.5 ( x0.2)2) ·
exp (2iπx) függvénnyel adott. Ezekkel a kondíciókkal az alagútjelenséget leíró (6.10)-beli egyenlet
a [0, 0.4] időintervallumon és a (−10, 10) tartományon a következő:
i∂tΨ(t, x) =
((
m2c4I − c2∆)1/2P ) + V (x))Ψ(t, x), t ∈ (0, 0.4], x ∈ (−10, 10),
Ψ(0, x) = Ψ0(x), x ∈ (−10, 10),
‖Ψ(t, ·)‖L2(−10,10) = 1.
(6.15)
Célunk a (6.15) feladat numerikus megoldása a mátrix transzformációs módszer használatával. A
(−10, 10) intervallum felosztásának finomságára a h = 0.0125 értéket használtuk. A hullámfügg-
vény terjedését, illetve áthaladását a potenciálgáton a 6.2. ábrán egy időrétegenkénti ábrasorral
szemléltetjük. Látható, hogy a fenti feltételekkel a hullám egy része áthalad a falon, míg egy része
visszaverődik.
t=0.0
t=0.1
t=0.2
t=0.3
t=0.4
6.2. ábra. A megtalálhatósági valószínűség fejlődése időben a gyökös Klein–Gordon-egyenlet esetén.
A satírozott téglalap jelöli a potenciálgát helyét.
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További kérdések és nyitott
problémák
Nyitott probléma és fontos kérdés, hogy hogyan kell értelmezni a törtrendű Laplace-operátort
inhomogén Dirichlet, vagy Neumann-peremfeltételek esetén.
Szintén fontos volna az Aα/2h ∈ Rn×n mátrixhatványok hatékony számolása. Bár vannak erre
vonatkozó eredmények, a kérdés korántsem megoldott, ld. [34], [35], [39].
Kikerülve a mátrixhatványok nehézkes számítását hasznos lehet még megvizsgálni a rács–
Boltzmann-módszerek hatékonyságát törtrendű diffúziós feladatokra; felhasználva hogy a törtrendű
Laplace-operátor egy szimmetrikus α-stabil Lévy-folyamat infinitezimális generátora [84].
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Köszönetnyilvánítás
Szeretnék köszönetet mondani a témavezetőmnek, Izsák Ferencnek az értekezés ellenőrzéséért,
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sem évei alatt nyújtott számtalan példaértékű emberi és szakmai segítségéért, hasznos tanácsaiért.
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Összefoglalás
A dolgozat két fő részből áll, eredményeinket mindegyik fejezetben numerikus kísérletekkel tá-
masztjuk alá. Az I. részben a törtrendű diffúziót vizsgáljuk:
• Az 1. fejezetben az egydimenziós egyenlettel foglalkozunk. Megadjuk a feladat korrekt ki-
tűzésű alakját, konstruálunk egy véges differencia eljárást és megmutatjuk, hogy a módszer
konvergens. A homogén Neumann és Dirichlet-peremfeltételek esetével foglalkozunk, az in-
homogén probléma kezelése nyitott probléma.
• A 2. fejezetben a kétdimenziós tégla tartomány és homogén Dirichlet-peremfeltétel esetével
foglalkozunk. Itt is kitérünk a feladat jóldefiniáltságára, majd konstruálunk egy konvergens
véges differencia sémát.
• A 3. fejezetben a kétdimenziós általános alakú (elég sima határral rendelkező) tartomány-
beli törtrendű diffúziós egyenlettel foglalkozunk, és újfent egy konvergens véges differencia
módszert mutatunk.
• A 4. fejezetben a stacionárius egyenletet vizsgáljuk, homogén Dirichlet-peremfeltétel esetére,
általános tartományra konstruálunk egy kvázioptimális végeselem módszert.
A II. részben a törtrendű operátorok alkalmazhatóságát vizsgáljuk a fizika két területén:
• Az 1. fejezetben folyadékdinamikai egyenletekkel foglalkozunk, két modellt veszünk szemügy-
re: a hiperviszkozitást feltételező megközelítést, illetve az időben törtrendű Navier–Stokes-
egyenletet. Továbbá a fejezet végén egy törtrendű deriváltakon alapuló iterációs módszert
konstruálunk stacionárius egyenletek megoldására.
• A 2. fejezetben a gyökös Klein–Gordon-egyenletet vesszük górcső alá. Belátjuk, hogy az
egyenlet 0-spinű részecskéket ír le, az egyenlet Hamilton-operátora szimmetrikus és pozitív.
Továbbá definiáljuk az egyenletet tégla tartományon periodikus peremfeltétel esetére is, vala-
mint szintén a mátrix transzformációs módszeren alapuló numerikus módszert konstruálunk.
Summary
In this thesis, we discuss the theory and application of the fractional Laplacian operator. The two
main chapters are closely connected. In the first part, we investigate the fractional diffusion and
a fractional order elliptic equation; in the second part, we deal with the possibility of applications
of fractional power of operators in two different areas in physics.
First chapter
• In the first section, we construct a well-posed equation for modeling fractional diffusion on an
interval, we develop a finite difference scheme based on the Grünwald–Letnikov formula and
we also show its convergence. We investigate only the homogeneous Dirichlet and Neumann
type boundary conditions, the case of the inhomogoneous boundary conditions is still an
open question.
• In the second section, we investigated on numerical solution of fractional order diffusion
problem with homogeneous Dirichlet boundary conditions on a square domain. We prove
the well-posedness of the problem and for the numerical approximation, we construct a
convergent finite difference scheme based on the Matrix Transformation Method (MTM).
• In the third section, we examine the numerical solution of the fractional diffusion equation
on a general two-dimensional domain with homogeneous Dirichlet boundary conditions. We
establish the convergence of the MTM for the finite difference method.
• In the last section of the chapter, a finite element method is investigated for fractional order
elliptic boundary value problems with homogeneous Dirichlet type boundary conditions using
the MTM. We prove that this method delivers an optimal rate of convergence in the L2-norm.
Second chapter
• In the first section, two modifications of the two-dimensional incompressible Navier–Stokes
equations are investigated. The first modification is based on hyperviscosity such that the
Laplacian operator is replaced with a fractional Laplacian. The second modification consists
of using fractional time derivatives. We prove the convergence of a corresponding iteration
for the second method.
• In the last section, we investigate the square root Klein–Gordon equation. We prove that the
equation describes spinless particles and the Hamilton operator of the system is symmetric
and positive. We also provide the equation on bounded domains, especially for periodic
boundary conditions on multidimensional cubic domains. Finally, we construct a convergent
numerical scheme based on the MTM.
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