ABSTRACT ''Data sparseness'' is a key issue in current research works on recommendation systems. However, additional information, such as texts, images, knowledge graph, and audios, that is correlated to items helps alleviate the problem to some extent. We focus our research on designing a novel hybrid recommendation system for tourist spots. Tourist spot images are utilized to suppress the ''data sparseness'' problem in the recommendation procedure. First, a novel multimodal visual bayesian personalized ranking algorithm is proposed to fully utilize the cross-modal semantic correlations among different image features. Then, a new recommendation list called L A is generated accordingly from the multimodal perspective. Second, user preference is acquired using the hierarchical sampling statistics model. A new recommendation list called L H is generated in turn from the statistical perspective. Finally, hybrid recommendation results are obtained on the basis of L H and L A . Experimental results demonstrate that the proposed hybrid recommendation system for tourist spots is effective and robust. It is superior to other competitive baselines. More importantly, the proposed hybrid recommendation system is good at recommending a group of tourist spots and more stable than baselines, indicating its high practical value.
I. INTRODUCTION
The rapid development of the Web brings considerably more information than before. We are now stepping into the ''information overload'' era. Therefore, website users and managers are now facing a big challenge. Website managers strive to generate valid information for their users, which may bring them enormous economic benefits; whereas website users want to obtain a large amount of valuable information
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that is beneficial for studying, working, or living. Generally, a recommendation system (also called recommender system) is an effective information filtering method. It can address the above challenge and achieve a type of tradeoff between website managers and website users. Recently, a tourism wave has emerged, and travelers are smart to retrieve tourism information from tourist websites before traveling. Statistics show that approximately three-quarters of tourists prefer to check other travelers' reviews or ratings of corresponding tourist spots before traveling, which helps them make appropriate travel plans. As previously mentioned, tourists are VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ often given excessive information due to the dawn of the ''information overload'' era. Addressing the problem has become increasingly important. Hence, a novel recommendation system for tourist spots should be proposed to resolve the problem to some extent. However, ''data sparseness'' is a key issue in current research works on recommendation systems. On the basis of the preceding analysis, we focus our research work on designing a novel hybrid recommendation system for tourist spots and strive to suppress the ''data sparseness'' problem to a certain degree by introducing a new multimodal recommendation algorithm. As it is known, each tourist spot not only contains the corresponding user ratings but the spot images. User ratings are too sparse. However, additional information, such as tourist spot images and deep-level cross-modal semantic among different visual perspectives (features) is a good complementary to user ratings. They can comprehensively describe a tourist spot (item) and suppress the above-mentioned ''data sparseness'' problem. Hence, a new multimodal dataset including user ratings and spot images should be initially created. Then, a novel recommendation algorithm called Multimodal Visual Bayesian Personalized Ranking (MM-VBPR) is proposed to mine the cross-modal semantic correlations among various visual features and complete rating prediction from the multimodal analysis perspective. Moreover, a hierarchical sampling statistics (HSS) model is designed to acquire the user preference for different population attributes; it helps in completing rating prediction from the statistical perspective.
To boost the final recommendation performance, a novel hybrid recommendation system is presented on the basis of the MM-VBPR algorithm and the HSS model. The main contributions of this study are summarized as follows:
(1) A novel multimodal dataset called ''Wisdom Tourist'' is proposed by combining a well-designed questionnaire survey and the automatic crawling of multimodal data. The dataset contains both user ratings and tourist spot images.
(2) A novel multimodal recommendation algorithm called MM-VBPR is proposed on the basis of the traditional visual bayesian personalized ranking (VBPR) [1] model and deeplevel cross-modal semantic mining. The word ''multimodal'' has two meanings. On one hand, multimodal semantic correlations between user ratings and tourist spot images can be utilized to complete recommendation. On another hand, cross-modal semantic correlations among various visual features can also be utilized to complete recommendation. The state-of-the-art image features and the cross-modal semantic correlations among different image features are incorporated into the proposed MM-VBPR algorithm. Hence, the MM-VBPR algorithm fully utilizes the multimodal semantic to alleviate the ''data sparseness'' problem, thereby helping generate personalized recommendation results from the multimodal perspective.
(3) On the basis of the multimodal dataset, the HSS model [2] is utilized to capture the user preference for different population attributes, namely, ''travel season'', ''travel interest'', and ''travel method'', which help generate recommendation results from the statistical perspective and boost the final recommendation performance.
(4) A novel hybrid recommendation system is obtained on the basis of the MM-VBPR algorithm and the HSS model. Extensive experimental results demonstrate that the proposed hybrid recommendation system is effective and robust. Moreover, the recommendation system is superior to other competitive baselines. It is good at recommending a group of tourist spots and is more stable than other baselines, indicating its high practical value.
The rest of this paper is organized as follows. Section II introduces the related works. Section III presents the architecture and some details of the proposed hybrid recommendation system. Section IV provides relevant experimental results and discussions. Finally, Section V presents the concluding remarks and future works.
II. RELATED WORKS A. DIFFERENT TYPES OF RECOMMENDATION SYSTEM
Recommendation systems are usually categorized into three types [3] , [4] , namely, content-based, collaborative filteringbased, and hybrid recommendation systems. A content-based recommendation system [5] - [7] selects items of similar characteristics on the basis of the items that users have browsed. Thus, it needs to compute the semantic similarity among different items. A collaborative filtering-based recommendation system completes the corresponding recommendation on the basis of rating prediction. It has been widely used in the industrial field due to several apparent advantages. For example, it can process unstructured items and does not need any domain knowledge to discover new user preferences. It can generate many personalized recommendation results for users. Meanwhile, hybrid recommendation results can be obtained on the basis of content-and collaborative filteringbased recommendation results. A hybrid recommendation system can fully utilize different types of recommendation system and achieve good results. In addition to the above categories, state-of-the-art generative adversarial net (GAN) [8] and knowledge graph (KG) [9] , [10] models are now utilized in recommendation systems. For insight into the current research progress on recommendation systems and our research motivations, the aforementioned recommendation systems should be introduced in detail.
Collaborative filtering theory was proposed by Goldberg et al. [11] and was first used in Tapestry, which is a famous recommendation system. However, Tapestry only offered recommendation services for special users. The first rating-based collaborative filtering recommendation system was proposed by Resnick et al. [12] , who designed another famous recommendation system called GroupLens. GroupLens predicts user preference on the basis of all user ratings. Traditional algorithms, such as matrix factorization (MF) model [13] , [14] , singular value decomposition (SVD) algorithm [15] , and factorization machines algorithm [16] , are usually utilized to mine user preferences, and items are recommended according to semantic similarity computation among different users. Bayesian personalized ranking (BPR) is another useful collaborative filtering-based recommendation system, which was proposed by Rendle et al. [17] and has been used in product recommendation. The triple-tuple pairwise training method was first introduced in the BPR model. However, the aforementioned collaborative filtering-based recommendation systems are now facing two great problems, namely, ''cold start'' and ''data sparseness''. To address the latter, additional information (i.e., texts and images) have been utilized to design many multimodal recommendation systems. For example, a VBPR [1] model is proposed on the basis of the traditional BPR framework and the convolutional neural network (CNN) to incorporate with state-of-the-art visual features. In addition to images, the characteristics of social networks [18] or user trust relationships [19] can also be absorbed into the multimodal recommendation systems. Chen et al. [20] proposed a novel method called LP-DSA (Location-aware Personalized news recommendation with Deep Semantic Analysis) to exploit a recommendationoriented deep neural networks to extract dense, abstract, low dimensional, and effective feature representations for users, news, and locations. Experimental results demonstrate that the aforementioned additional information helps suppress the ''data sparseness'' problem to some extent.
The traditional k-nearest neighbor (KNN) algorithm, linear classification models, and the Naive Bayes (NB) model are usually utilized to design content-based recommendation systems. Recently, the state-of-the-art CNN model has been used to improve the performance of content-based recommendation systems [21] - [23] . The deep-level semantic features of items are mined by the CNN model to improve the discriminant abilities of recommendation systems. However, a ''semantic gap'' still remains between the deeplevel features and human's cognition. Hence, other state-ofthe-art deep learning-based models, such as long short-term memory (LSTM) [24] and deep structured semantic model (DSSM) [25] , [26] , have also been used to extract robust and effective features from diverse perspectives. The aforementioned content-based recommendation systems need significant domain knowledge to complete content analysis and final recommendation.
Recently, hybrid recommendation systems have attracted increasing attention due to their high recommendation performance and flexible system expansibility [27] - [29] . The collaboration topic regression (CTR) model [29] is a good example of an early hybrid recommendation system. Better recommendation results have been obtained by using different hybrid strategies, such as early, middle, and late fusions. For example, several teams in the Netflix Prize challenge completed their works on the basis of different hybrid recommendation systems. With the rapid development of deep learning technologies, several representative hybrid recommendation systems based on MF and CNN [30] , MF and AutoEncoder (AE) [31] , MF and recurrent neural network (RNN) [32] , [33] , or multilayer perception (MLP) and DSSM [26] , have been proposed, which represent the current research progress of hybrid recommendation systems. Obviously, deep learning models are playing increasingly important roles in boosting the final recommendation performance.
In addition to the aforementioned categories, the state-ofthe-art GAN models have also been used in recommendation systems. Wang et al. [34] first designed a GAN-based recommendation system called IRGAN. The IRGAN model regards recommendation task as a MinMax game, and the final recommendation results are generated by the generative model of the IRGAN. Moreover, state-of-the-art KG models [9] , [10] were utilized to complete deep-level knowledge reasoning in recommendation systems. For example, KG construction and recommendation generation tasks are trained in a multitask framework [9] . The two tasks interact with each other, thereby boosting the final recommendation performance. Recently, attention mechanism was used to capture the key visual regions of images, which also contributes to the improvement of the final recommendation performance [35] , [36] .
B. RECOMMENDATION SYSTEMS FOR TOURIST SPOTS
The tourism wave has recently emerged. Hence, recommendation systems for tourist spots have attracted considerable attention. Alptekin and Büyüközkan [37] proposed a casebased recommendation system for tourist spots. A web-based travel agency recommendation framework was proposed by combining deep-level reasoning and multicriteria decisionmaking. Hsu et al. [38] adopted the traditional collaborative filtering-based theory to construct a novel recommendation system for tourist spots. Bayesian network was used to calculate user preference to improve the predication accuracy and provide suitable tourist spots for users [38] . Nilashi et al. [39] designed a recommendation system for tourist spots on the basis of the multistandard collaborative filtering algorithm. Recommendation accuracy was improved by using a Gaussian mixture model [39] . Ravi and Vairavasundaram [40] proposed a location-based recommendation system for tourist spots. In the recommendation system, a user portrait was initially constructed to help determine users' implicit travel preference. Then, the semantic similarities among different users were calculated, and similar users were used to complete the corresponding recommendation. Fenza et al. [41] proposed a context-aware recommendation system for tourist spots based on the collaborative filtering theory. First, users and spots were clustered using the traditional fuzzy clustering algorithm, and context information was analyzed in turn by using situational awareness technology. Then, the semantic similarities between the spots that users prefer were calculated, and spots were recommended in order. The present work provides an adaptive environment in the process of dynamical user clustering and alleviates the ''cold start'' problem. Li et al. [42] proposed a hybrid recommendation system for tourist spots based on hierarchical sampling statistics and BPR, and the recommendation performance was improved mainly by the BPR algorithm.
In summary, we can observe: (1) various types of recommendation systems [5] - [42] have been used in our daily lives. And they played very important roles in changing people's studying, working and living. Among these recommendation systems, tourist spot recommendation [37] - [42] has become a hot research topic in the data mining field. Hence, the paper chooses the hot research topic and proposes a novel hybrid recommendation system. We hope the proposed approach can help travelers make appropriate travel plans. (2) Traditional tourist spot recommendation systems [37] - [40] , [42] usually utilized user ratings to perform the collaborative filtering-based recommendation. Recently, more and more researchers adopted additional information [1] , [9] , [10] , [20] , [41] to complete better recommendations. Experimental results demonstrate additional information, such as images [1] , knowledge graph [9] , [10] , and locationaware information [41] can help improve recommendation performance and alleviate the ''data sparseness'' problem to some extent. However, the cross-modal semantic correlations among different images features weren't explored and utilized to address the ''data sparseness'' problem. It is a new perspective of making full use of additional information. Hence, the paper makes an attempt in this research direction and proposes a novel MM-VBPR algorithm. (3) Hybrid recommendation systems [27] - [33] attracted more and more attention due to better recommendation performance and flexible system expansibility. User preference for different population attributes can generate recommendation results from the statistical perspective. It will be a good complementary to the proposed MM-VBPR algorithm. Hence, hybrid idea is also utilized in the paper to boost the final recommendation performance. In a word, this paper is an extension of the existing works [1] and [40] .
C. OUR MOTIVATIONS
Tourist spot recommendation has become a popular research topic in the data mining field. The collaborative filteringbased method played an important role in designing tourist spot recommendation systems. However, the existing research is facing the ''data sparseness'' problem. As it is known, each tourist spot not only contains the corresponding user ratings but the spot images (Please see Figure 1 , both user ratings and spot images can be utilized together to complete a new kind of recommendation). User ratings are too sparse. Whereas there are lots of implicit cross-modal semantic correlations among different visual perspectives (or features). The cross-modal semantic correlations can more comprehensively describe a tourist spot (item) than single image feature. Hence, additional information, such as tourist spot images and deep-level cross-modal semantic correlations, is a good complementary to user ratings, which can be utilized to address the ''data sparseness'' problem to some extent. In summary, most tourist spot recommendation systems only use user ratings rather than other additional information, such as spot images (visual content) and crossmodal semantic correlations, to build a novel recommendation system. We focus our research work on designing a novel hybrid recommendation system for tourist spots and strive to suppress the ''data sparseness'' problem to some extent by introducing a novel multimodal recommendation algorithm. The word ''multimodal'' has two meanings. First, user ratings and spot images lie in heterogeneous modal views respectively. And the multimodal semantic correlations between user ratings and spot images can be utilized to complete recommendation. Second, various visual features also lie in heterogeneous modal views too. The cross-modal semantic correlations among these visual features can be utilized to complete recommendation. Based on the presented multimodal recommendation algorithm, we propose a novel hybrid recommendation system for tourist spots: On the basis of the state-of-the-art VBPR [1] framework, we propose the new MM-VBPR algorithm, which uses the above-mentioned visual content and cross-modal semantic correlations to improve the final accuracy of rating prediction. Moreover, the population attribute information mined by the HSS model is utilized in turn to more accurately depict user preference and boost the final performance. With the help of the newly designed MM-VBPR algorithm and the HSS model, improved recommendation performance is obtained, and the ''data sparseness'' problem is suppressed to a certain degree.
III. HYBRID RECOMMENDATION SYSTEM

A. RECOMMENDATION FRAMEWORK
The proposed hybrid recommendation system for tourist spots has several key components, including HSS, MM-VBPR, and hybrid recommendation. Figure 1 illustrates the recommendation framework in detail. First, user ratings and corresponding tourist spot images are crawled from http://www.Ctrip.com. A novel multimodal recommendation algorithm called MM-VBPR is proposed to complete the recommendation from the multimodal perspective, in which a set of image features, such as color, texture, shape, and VGG, is extracted. Furthermore, the cross-modal semantic correlations among different image features are deeply mined by the start-of-the-art discriminant correlation analysis (DCA) [43] model. A new recommendation list (L A ) is generated in turn by incorporating the aforementioned crossmodal semantic correlations into the traditional VBPR model (Section III (B)). Second, travel preference information is collected through a well-designed questionnaire survey. Then, users' implicit travel preference is acquired using the HSS model. Thus, a new recommendation list (L H ) is generated from the statistical perspective (Section III (C)). 
B. MM-VBPR ALGORITHM
As shown in Figure 1 , the MM-VBPR algorithm is the most important component of the proposed recommendation framework. It completes the corresponding recommendation from the multimodal perspective. That is, a set of image features, such as color, texture, shape, and VGG, is extracted. And the cross-modal semantic correlations among different image features are deeply mined by the start-of-the-art DCA model. Finally, recommendation results are generated after the cross-modal semantic correlations are incorporated into the traditional VBPR model. Hence, the image feature extraction procedure should be initially presented, followed by the traditional VBPR model. The DCA model is introduced last.
1) IMAGE FEATURE EXTRACTION
Five image features (i.e., SIFT [44] , LBP [45] , RGB, HSV, and VGG16 [46] ) are extracted to characterize the corresponding tourist spot images from diverse perspectives. A group of traditional image features, including SIFT, LBP, RGB, and HSV, has played important roles in most computer vision systems for approximately two decades. Moreover, many state-of-the-art feature learning models, such as efficient match kernels (EMK) [47] , kernel descriptors (KDES) [48] , sparse coding (SC) [49] , restricted boltzmann machines (RBM) [50] , and CNN [51] , have been recently utilized to effectively process images. As shown in Figure 1 , some robust image feature extraction methods are needed to extract the features of tourist spot images more effectively before recommendation. To achieve this goal, we should consider the discriminant capability of each image feature and the complementarity among different image features. Thus, SIFT (a traditional shape feature with several invariant characteristics), LBP (a traditional shape feature for effectively describing the local patches of images), HSV (a traditional color feature for effectively describing the global color characteristics of images), RGB (another traditional color feature for describing the global color characteristics of images), and VGG16 (a state-of-the-art deep learning-based image feature that may complement the above-mentioned traditional features well) are selected to complete the image feature extraction procedure. These image features establish an important premise for constructing the novel MM-VBPR algorithm.
2) VBPR MODEL
The VBPR model is derived from the traditional BPR model [17] , which is designed on the basis of the MF algorithm. Theoretically, the latent factors of users (or spots) generated by the traditional MF algorithm can uncover the correlations between users' implicit travel preference and the recommended items. However, one major problem the BPR model suffers from is sparse rating data. Thus, the traditional BPR-based recommendation system should address the ''data sparseness'' problem. The preceding visual features can alleviate the problem by providing an auxiliary signal. Thus, the extended rating predictor of the traditional VBPR model is expressed as follows:
where α is a global offset; β u and β i are the user/item bias terms, respectively; γ u and γ i are the K -dimensional vectors that mainly describe the latent factors of user u and item i, respectively. These vectors are obtained by the MF algorithm. Thus, the inner product (r T u r) encodes the ''compatibility'' between user u and item i. θ u and θ i are K -dimensional visual factors whose inner product models the visual interaction between user u and item i. In the proposed MM-VBPR algorithm, the cross-modal semantic correlations mined by the state-of-the-art DCA model are considered as the visual factor θ i .
Then, we add a new visual bias term (β ) whose inner product with θ i models user preference toward the visual appearance of item i. Therefore, the final rating predictor of the VBPR model is derived as follows:
The traditional BPR model is designed on the basis of a pairwise ranking optimization framework that adopts the stochastic gradient ascent (SGA) method. We define D S as our training set, which consists of many triples (u, i, j), where u denotes the user, i denotes the item about which a positive feedback is expressed, and j denotes a nonobserved item. I + u is an item set that mainly expresses positive feedback.
The following optimization criterion is used for personalized ranking:
where is the parameter vector, andr u,i,j ( ) denotes an arbitrary function of that parameterizes the relationship between the components of the triple (u, i, j). σ is the sigmoid function, and λ is a model-specific regularization hyperparameter. The traditional MF algorithm is utilized as the preference predictor. Hence,r uij is defined as follows:
wherer u,i andr u,j are defined by Equation 2. The VBPR model can be trained efficiently by the SGA method. First, a triple (u, i, j) is sampled from the D S set. Then, the SGA method updates the parameters according to the following equations (η is the learning rate):
In Equation (7), an additional matrix mapping from the original image feature into the latent semantic space is unnecessary. Hence, we omit the matrix mapping described in the traditional VBPR model.
3) DCA MODEL
As previously described, different image features describe diverse visual contents from different perspectives. The crossmodal semantic correlations among different image features are valuable to boosting the accuracy of rating prediction. Hence, the state-of-the-art DCA [43] model is utilized by the MM-VBPR algorithm to mine the cross-modal semantic correlations. Assume that all samples in feature matrix X are collected from c classes. Hence, the n columns of feature matrix X are divided into c groups. n represents the number of samples, and c represents the number of classes. n i is defined as the number of the ith class. Thus, n = c i=1 n i . Meanwhile, x ij ∈ X is defined as the feature vector of the jth sample in the ith class.x i is defined as the mean value of x ij in the ith class, andx is defined as the mean value of the entire feature set. Therefore,x i andx are rewritten as follows:
The between-class scatter matrix of the first feature set is defined as follows: T bx bx will become a diagonal matrix. Given that T bx bx is symmetric positive semidefinite, the diagonalized matrix can be obtained as follows:
where P is the matrix of orthogonal eigenvectors.ˆ is the diagonal matrix of the real and nonnegative eigenvalues that are sorted in a descending order. Q (c×r) consists of the first r eigenvectors in matrix P; thus, it represents the r largest nonzero eigenvalues. Therefore, Equation (12) can be rewritten as:
The most significant eigenvectors of matrix S bx can be obtained by the mapping Q → bx Q. Thus, Equation (13) can be rewritten as:
W bx = bx Q −1/2 is a transformation that unitizes matrix S bx for the first modality and reduces the dimensionality of feature matrix X from p to r. Thus, we obtain the following equations:
where X is the projection of the feature matrix X in a latent space, and I is the between-class scatter matrix. At most, c-1 nonzero generalized eigenvalues exist in the matrix I. Therefore, c-1 is an upper bound of r. Other upper bounds of r are the ranks of the feature matrices; thus, r ≤ min (c-1, rank (X), rank (Y )). Meanwhile, we process the second feature matrix (Y ) in the same manner. Another transformation matrix (W by ) is also obtained. It unitizes matrix S by for the second modality and reduces the dimensionality of the feature matrix Y from q to r. 
Now, the feature matrices, including X and Y , are transformed into X and Y , respectively, and the between-class scatter matrices are unitized. The nonzero correlations among different image feature sets should be mined. To complete this goal, S xy = X Y T should be diagonalized. The traditional SVD method is utilized to diagonalize the matrix S xy , as shown as follows:
where is a diagonal matrix whose diagonal elements are nonzero. We define W cx = U −1/2 and W cy = V −1/2 . Thus, we obtain the following equation:
The equation unitizes the between-set covariance matrix (S xy ). Now, the image feature sets can be transformed as follows:
by represent the final transformation matrices of the feature matrix X and the feature matrix Y , respectively. Thus, any image feature can be transformed into the same latent semantic space. Then, the ''Cos'' metric or ''Euclidean'' distance can be utilized to compute the semantic correlations between the transformed matrices X * and Y * . Finally, the cross-modal semantic correlations among different image features can be obtained on the basis of Equations (21) and (22) . Finally, feature-level fusion can be performed by the summation (or concatenation) of the transformed feature vectors, and the dimension of the transformed feature is set automatically by the DCA model. Experimental results demonstrate that cross-modal semantic correlations contribute to improving the final recommendation performance. In summary, the novel MM-VBPR algorithm is described as follows. Obtain the triples (u, i, j) from training set D S . 6.
Algorithm 1 MM-VBPR Algorithm
Compute the prediction ratingsr u andr u,j based on Equation (2). 7.
Computer uij based on Equation (5). 8.
Optimize parameters , θ u , and β based on Equations (6)- (8), respectively. 9. Until the MM-VBPR algorithm obtains convergence. 10. Generate the rating predication matrix M rp . 11. Generate the recommendation list (L A ) on the basis of the matrix M rp .
C. HSS MODEL
The HSS model completes the sampling procedure from different hierarchies randomly on the basis of different proportions. First, it divides the target samples (users) into num disjoint subsets in proportion. Second, it completes the sampling procedure independently in each subset. Each subset VOLUME 7, 2019 (e.g., E 1 , E 2 , . . . , E num ) is called a ''hierarchy.'' Finally, num subsets are merged into an overall distribution of the target samples. The sampling procedure of the HSS model is described in detail as follows.
Step 1: Target random variables are selected. Target random variables are introduced to reflect the differences in tourism preference among different users. They are regarded as the key factors of the HSS model. Several target random variables, such as ''travel season'', ''travel interest'', and ''travel method'', are utilized to instruct the following sampling procedure.
Step 2: Target samples are divided into different hierarchies. All target samples are divided into num disjoint hierarchies on the basis of the previously selected target random variables. If E i users exist in the ith (i = 1, . . . , num) hierarchy, then the overall distribution of the target samples is obtained by merging all num hierarchies, as shown as follows:
Step 3: The number of sampling in each hierarchy is determined. M is defined as the overall sample size, and num is defined as the total number of hierarchies. E i is defined as the total number of the target users in the ith hierarchy. On the basis of these definitions, X i is defined as the number of sampled users in the ith hierarchy by the proposed HSS model.
On the basis of the overall feature space of the target samples, the HSS model divides all samples into several disjoint hierarchies, which helps decrease the differences within the same homogeneous hierarchy and increase the differences between heterogeneous hierarchies. Therefore, the HSS model strives to sample a certain number of target samples (E i ) to describe the feature space of the current hierarchy and construct the overall distribution of all target samples (E). All classified results are determined through a questionnaire survey, which can satisfy the actual distribution of users' implicit travel preference.
On the basis of the subjective weighting method, the weights of the sampling statistics are set, that is the weight of each attribute is adjusted by using the analytic hierarchy process. Hence, the relative importance of each attribute should be compared pairwise, and a discriminant matrix is established. The weight of each attribute is illustrated in the discriminant matrix. According to experts' suggestion, we select six attributes, namely, gender (G 1 ), district (G 2 ), age (G 3 ), education (G 4 ), job (G 5 ), and wage (G 6 ). These attributes are important for depicting users. Thus, suitable weights for them can fit the results of hierarchical sampling. We set the importance scale of each indicator A relative to index B as follows: very important = 6, important = 4, slightly important = 2, equally important = 1, slightly minor = 1/2, minor = 1/4, and very minor = 1 / 6. Therefore, a discriminant matrix can be constructed as follows:
The weight of the kth attribute (k = 1-6) is calculated on the basis of the matrix G. Thus, each target random variable is described by six weighted attributes. The weight of each attribute is expressed as follows:
In summary, the proposed HSS model is described as follows.
Algorithm 2 The HSS Model for Recommendation
Input: Results of questionnaire survey (T ) Output: Recommendation list (L H ) 1. Target random variables, including ''travel season'', ''travel interest'', and ''travel method'', are used to depict users' travel preference. Each target random variable is described by six attributes, namely, gender, district, age, education, job, and wage. 2. On the basis of T , the sampling dataset is obtained by the HSS model, and the number of sampled users in the ith hierarchy is achieved, which is expressed as Equation (24). 3. The proportional value of each attribute hierarchy is calculated by X W /N , which is used to depict the actual distribution of the corresponding attribute. 4. On the basis of the preceding proportional value, the relative importance of each attribute is determined by the subjective weighting method, and the corresponding discriminant matrix (G) is obtained in turn, which is expressed as Equation (25). 5. The weight of each attribute hierarchy is calculated on the basis of the discriminant matrix G and Equation (26) , and each random variable is described by six weighted attributes. 6. Recommendation list (L H ) is generated on the basis of the corresponding target random variable and users' population attributes.
D. HYBRID RECOMMENDATION SYSTEM BASED ON MM-VBPR AND HSS MODEL
As described in Section III (C), the HSS model is used to generate recommendation list L H from the statistical perspective. As described in Section III (B), a novel MM-VBPR algorithm is designed to generate recommendation list L A from the multimodal perspective. On the basis of the two lists, a novel hybrid recommendation system for tourist spots is achieved, and the ''data sparseness'' problem is alleviated to some extent by introducing additional visual information. The novel hybrid recommendation system is shown as follows. (27)- (32), respectively) of the hybrid recommendation system. ) images. These tourist images should be removed too. Only 10 images of different visual content are retained to describe the corresponding tourist spot from various visual angels (or semantic expression). We find only one image of each item was used to complete recommendation in the literature [1] . Hence, 10 images from different visual perspectives are sufficient to describe each tourist spot. Furthermore, five image features described in Section III are extracted to characterize the corresponding tourist spot from diverse visual perspectives. It can also be regarded as a kind of ''data augment'' strategy [52] . Finally, the paper focuses on demonstrating the effectiveness and robustness of the proposed MM-VBPR algorithm. Experiments also demonstrate that 600 (60 × 10 = 600) images are sufficient to complete this goal. Multimodal semantic information, such as tourist images, user ratings, and deep-level cross-modal semantic correlations really helps suppress the ''data sparseness'' problem in recommendation. Consequently, this work makes an attempt in this research direction. Meanwhile, because a small number of spot images are used, it also demonstrates that the proposed MM-VBPR algorithm is not a data-driven algorithm. In future, we plan to add some state-of-the-art data augment methods such as DCGAN [53] and ACGAN [54] to further improve the final recommendation performance. Among all user ratings, 4000 ratings (80%) are selected randomly for training, whereas the remaining 1000 ratings (20%) are selected for testing. All 600 images are used for training the new MM-VBPR algorithm. (In the DCA model, c is equal to 8, n is equal to 600, corresponding to the 8 categories of tourist spots and 600 spot images in the ''Wisdom Tourist'' dataset.) Moreover, people's travel preference information (e.g., ''travel season'', ''travel method'', and ''travel interest'') according to different population attributes (e.g., gender, age, district, and wage) is collected through a questionnaire survey. (In the HSS model, num is equal to 6, corresponding to the 6 population attributes in the ''Wisdom Tourist'' dataset) Travel preference information is an important complement to the corresponding user ratings. Recommendation results can be obtained by the HSS model on the basis of the travel preference information. However, a type of data preprocessing strategy is needed to discretize all user ratings and population attributes. ''0, 1, 2, 3, 4, and 5'' are used to discretize the satisfaction degree of users, where ''5'' represents the highest positive rating, ''0'' represents the lowest negative rating. Meanwhile, the above users' population attributes are discretized into integer values. For example, the age attribute is discretized into five values, and the education attribute is discretized into four values. Such discretization is close to people's cognition, which is beneficial to capture users' implicit travel preference.
IV. EXPERIMENTAL RESULTS AND DISCUSSIONS
Generally, some detailed information about the ''Wisdom Tourist'' dataset and the questionnaire survey can be found in https://github.com/CVNLP/SmartTravel.
2) BASELINES
We compare the proposed model with 17 baselines.
(1) Traditional clustering algorithm-based recommendation systems: Hierarchical clustering (HC) [55] and fuzzy C-means (FCM) [56] .
(2) Traditional MF-based recommendation systems: Nonnegative matrix factorization (NMF) [57] , Singular value decomposition (SVD) [15] , Bayesian personalized ranking (BPR) [17] and Hierarchical sampling statistics_bayesian personalized ranking (HSS_BPR) [42] .
(3) A group of VBPR [1] [42] , user-based collaborative filtering (UBCF) [61] , and like-based collaborative filtering (LBCF) [62] .
3) EVALUATION METRICS
We use several metrics, such as root mean square error (RMSE), mean absolute error (MAE), precision, recall, and F-score values, to evaluate the proposed hybrid recommendation system from diverse perspectives.
The accuracy of rating prediction is known to be a useful metric for evaluating recommendation systems. The RMSE and MAE metrics are utilized to compute the accuracy of rating prediction. Smaller RMSE or MAE values indicate good recommendation performance. Whereas higher RMSE or MAE values indicate poor performance. The RMSE and MAE metrics are expressed as follows:
where Test is the testing dataset; |Test| is the number of testing data; (u, z) is a user-spot combination in the user ratings matrix, where z and u denote a spot and a user, respectively; r uz represents the actual rating value user u rated spot z in the ''Wisdom Tourist'' dataset; andr uz is the predicted rating generated by a recommendation system. In addition to MAE and RMSE, precision, recall, and F-score are often used for evaluating recommendation systems. The type that items (tourist spots) belong to should be initially determined before computing the precision, recall, and F-score values of a recommendation system. Table 1 shows the categories that items belong to. True positive (TP) indicates that the tourist spot is preferred by users, false positive (FP) implies that the tourist spot is not preferred by users, false negative (FN) indicates that the tourist spot is not recommended by a recommendation system but preferred by users, and true negative (TN) implies that the tourist spot is not recommended by a recommendation system and not preferred by users.
On the basis of Table 1 , the precision, recall, and F-score values are calculated as follows:
where #TP, #FP, #FN represents the number of TPs, FPs, and FNs. Only one aspect of a recommendation system is evaluated by the precision and recall metrics. However, the F1 metric is usually utilized to evaluate the overall performance of a recommendation system. When we set α = 1 in Equation (31), the F1 metric is obtained as follows:
Moreover, when a group of tourist spots are recommended to users, a novel metric called mean recommendation performance (MRP) should be designed to evaluate the mean performance of a recommendation system, which can be expressed as follows:
where N represents the number of tourist spots recommended to users, and index represents the previously described evaluation metrics (i.e. precision (P), recall (R), and F1). Thus, index ∈ {P, R, and F1}. We set N = 1 − 10 before evaluating the proposed recommendation system. Hence, 1-10 tourist spots are recommended to users. Therefore, the MRP metric is used to more objectively evaluate a recommendation system when a group of tourist spots are recommended to users. Hence, it is designed for evaluating the practical value of a recommendation system.
B. QUANTITATIVE EXPERIMENTAL RESULTS
As illustrated in Figure 1 , the proposed novel hybrid recommendation system consists of two key components: the HSS model and MM-VBPR algorithm. Table 2 . As shown in Table 2 , the proposed MM-VBPR DCA algorithm reduces into a traditional VBPR model when it only uses a single feature. The best single feature is ''H,'' whereas ''R'' is the worst. The traditional GIST feature has been used in previous experiments. However, it is worse than the ''R'' feature. Thus, we do not consider the GIST feature in the present study. In comparison with the ''R'' feature, the RMSE and MAE values of the ''H'' feature decrease by approximately (0.937 − 0.930)/0.937 = 0.75% and (0.858 − 0.847)/0.858 = 1.28%, respectively. Therefore, the ''H'' feature helps improve the recommendation performance. As it is known, the ''H'' feature is composed of three components, namely, hue, saturation, and value. The hue component focuses on depicting the key color content of tourist spot images. Different tourist spots have diverse visual content. For example, the tourist spots of Sea Island usually contain the blue color. On the contrary, the tourist spots of Blessing Buddha mainly contain the yellow color. Therefore, the hue component of the ''H'' feature can capture the key color content of tourist spots. Moreover, the saturation and value (brightness) components contribute to the accurate description of other semantic information of tourist spot images. All these components help improve the final recommendation performance. In summary, the proposed MM-VBPR algorithm is a general recommendation framework because it can reduce into the traditional VBPR model easily.
In Table 2 , the best bi-feature combination is ''H+R,'' and ''S+L'' is the worst. In comparison with the ''S+L'' feature combination, the RMSE and MAE values of ''H+R'' decrease by approximately 0.97% and 1.77%, respectively. Therefore, the ''H+R'' feature combination helps improve the recommendation performance. Given the different construction methods of these two-color spaces (RGB and HSV), the ''H'' and ''R'' features complement each other, which helps boost the final recommendation performance. However, the ''S+L'' feature combination does not achieve an apparent performance improvement. In comparison with the abovementioned color information, shape and textural information plays a minor role in recommendation. We also find any bi-feature combination using the proposed color feature, ''R'' or ''H,'' can obtain improved performance, demonstrating that color is the most important characteristic of tourist spot images. Moreover, compared with the proposed single feature, the ''H+R'' feature combination is superior to any single feature. Thus, the state-of-the-art DCA model plays an important role in improving the final recommendation performance. Meanwhile, although a slight improvement is achieved, the ''S+L'' feature combination also outperforms the corresponding single feature. These results demonstrate that the proposed cross-modal semantic mining idea is effective.
In Table 2 , the best tri-feature combination is ''H+R+L'' and ''S+L+V'' is the worst. In comparison with the ''S+L+V'' feature combination, the RMSE and MAE values of ''H+R+L'' decrease by approximately 0.97% and 1.43%, respectively. Therefore, the ''H+R+L'' combination helps improve the recommendation performance. Obviously, the shape characteristic described by the ''L'' feature is also a valuable complementary to the bi-feature combination ''H+R,'' which also contributes to boosting the final recommendation performance. By contrast, the ''S+L+V'' feature combination considers very few color information and thus achieve a small improvement. Moreover, the ''H+R+L'' feature combination is superior to any bi-feature combination. These results indicate that the presented DCA model can mine the valuable cross-modal semantic correlations among many features rather than only two features. However, the improvement of the ''H+R+L'' feature combination is small, which also implies that shape information plays a minor role in recommendation.
In Table 2 , the best quad-feature combination is ''H+R+L+S,'' and ''S+R+L+V'' is the worst.
In comparison with the proposed tri-feature combinations, the performance advantage is diminished. Moreover, ''H+R+L+S'' is superior to any tri-feature combination. Thus, the proposed DCA model plays an important role in improving the final performance. In the following section, we will evaluate the importance of the state-of-the-art DCA model by ablation analysis. We do not show the result of all feature fusions (''H+R+L+S+V'') because the corresponding performance improvement is extremely small.
On the basis of the preceding analysis, the quad-feature combination ''H+R+L+S'' obtains the best performance among all feature combinations. Therefore, the proposed MM-VBPR DCA algorithm that uses the quad-feature combination ''H+R+L+S'' is compared with all baselines. In the comparison, the traditional VBPR model chooses the best single feature ''H'' to complete recommendation. All results are shown in Figure 2 .
In Figure 2 , except for the MAE values of the NMF and SVD algorithms, the proposed MM-VBPR DCA algorithm is superior to any other baseline. The MAE metric has a distinct disadvantage, that is, the major contribution to the MAE metric tends to be those of low-rating items. Consequently, some recommendation systems are better at predicting those low-rating items, whereas high-rating items are difficult to be predicted. Obviously, this bias is unreasonable. Hence, we trust the RMSE metric more than the MAE metric. In comparison with the traditional BPR model, the MAE and RMSE values of the proposed MM-VBPR DCA algorithm decrease by approximately 5.82% and 2.96%, respectively. As it is known, the traditional BPR model only uses a user ratings matrix to complete recommendation. However, the user ratings matrix is too sparse. Hence, the traditional BPR model should face the ''data sparseness'' problem. The same problem also occurs in other traditional models such as MF, SVD et al. Apparently, visual contents in spot images and the cross-modal semantic correlations mined by the proposed MM-VBPR algorithm contribute to suppressing the ''data sparseness'' problem to some extent. In comparison with the traditional VBPR model, the MAE and RMSE values of the proposed MM-VBPR DCA algorithm decrease by approximately 2.48% and 1.40%, respectively. Obviously, the implicit cross-modal semantic correlations among different image features are valuable. They help further suppress the ''data sparseness'' problem. The above experimental results demonstrate that the proposed idea of cross-modal semantic mining is reasonable. Furthermore, the MAE and RMSE values of the proposed MM-VBPR DCA algorithm decrease by approximately 0.84% and 0.54%, respectively, compared with the MM-VBPR LC algorithm. This result demonstrates the proposed DCA model is more effective for mining the cross-modal semantic information among image features. Moreover, any type of MM-VBPR algorithm, including MM-VBPR PC , MM-VBPR LC , and MM-VBPR DCA , is superior to other baselines, indicating the robustness of the proposed idea. 
3) PRECISION, RECALL, AND F1 VALUES OF THE PROPOSED HYBRID RECOMMENDATION SYSTEM
In addition to the RMSE and MAE metrics, precision, recall, and F1 are utilized to more comprehensively evaluate a recommendation system. In this section, these metrics are utilized to evaluate the proposed hybrid recommendation system, which is designed on the basis of the MM-VBPR DCA algorithm and the HSS model. As shown in the results of the HSS model, different population attributes (e.g., gender, age, wage, and job) mostly determine people's travel preference. Hence, the weight of each population attribute should be tuned carefully by the analytic hierarchy process. The weights of gender, district, age, education, job, and wage are 0.05, 0.14, 0.19, 0.14, 0.11, and 0.37, respectively. Apparently, wage is an important factor that will affect people's travel decisions. On the basis of these weights, a new recommendation list (L H ) is generated by the HSS model. Moreover, another recommendation list (L A ) is generated by the proposed MM-VBPR DCA algorithm. Finally, a hybrid recommendation list (L Mix ) is generated by fusing L A and L H . L Mix is generated using a mix merge method. This method prioritizes the results of recommendation algorithms with high precision and then supplements the results of other recommendation algorithms. It can balance the quantity and quality of the recommendation results. Thus, a novel hybrid recommendation system is obtained. Only the top seven baselines in Figure 2 are selected to complete the following comparisons. The precision, recall, and F1 values are shown in Tables 3-5 , respectively. The last row of each table computes the MRP value (Equation (33)) of the corresponding column. Moreover, the variations in F1 values are shown in Figure 3 . As shown in Table 3 , the VBPR model is worse than several traditional models, such as NMF and SVD. As it is known, deeper matrix factorization technologies are adopted in the traditional NMF and SVD models, which contribute to mining deep-level latent semantic and boosting the final performance. However, due to a small number of training images and different optimization methods, the VBPR model gets slight worse performance. But the VBPR model is superior to the traditional BPR model. More importantly, it offers a novel ''interface'' for integrating heterogeneous semantic information such as image features and the crossmodal correlations into the framework. In comparison with the traditional BPR model, the MRP P value of the VBPR model improves by approximately (52.35 − 39.95)/39.95 = 31.04%. Valuable visual content (color or shape or texture) in tourist spot images are used in the traditional VBPR model to boost the final recommendation performance. As introduced above, only 600 images are utilized to describe the key visual content of tourist spots, and only single image feature (e.g., HSV, RGB, or VGG16) is utilized in the traditional VBPR model. However, the implicit cross-modal semantic correlations among different visual features are valuable for more comprehensively describing tourist spot images. As the reason, although only 600 spot images are used in the work, the cross-modal semantic correlations among different image features can be used to boost the final recommendation performance. Furthermore, the proposed MM-VBPR DCA algorithm is the best among any MM-VBPR algorithm. Except for the traditional SVD algorithm (But the red numbers in Table 3 demonstrate that the proposed MM-VBPR DCA algorithm is good at recommending a group of tourist spots. For example, in comparison with the traditional SVD algorithm, the Precision value of the MM-VBPR DCA algorithm improves by approximately (60.84 − 58.74)/58.74 = 3.58% when N = 7), the proposed MM-VBPR DCA algorithm is superior to any other baseline. For example, in comparison with the state-of-the-art VBPR model, the MRP P value of the proposed MM-VBPR DCA algorithm improves by approximately (59.80 − 52.35)/52.35 = 14.23%, demonstrating the effectiveness of the DCA algorithm. In comparison with the most competitive NMF model, the MRP P value of the MM-VBPR DCA algorithm improves by approximately (59.80 − 58.47)/58.47 = 2.27%. Obviously, the proposed MM-VBPR idea is effective, and the state-of-the-art DCA model plays an important role in boosting the final recommendation performance. More importantly, in comparison with the traditional BPR model, the proposed MM-VBPR DCA algorithm improves by approximately (59.80 -39.95) / 39.95 = 49.69%, which demonstrates that the ''data sparseness'' problem is suppressed to some extent.
Moreover, although its precision value is extremely low, the HSS model is a good complementary to the MM-VBPR DCA algorithm. Hence, the proposed hybrid recommendation system based on the HSS model and the MM-VBPR DCA algorithm obtains the best precision, as shown in Table 3 . In comparison with the most competitive SVD model, the MRP P value of the hybrid model improves by approximately (61.93 − 60.04)/60.04 = 3.15%. Obviously, people's travel preference mined by the HSS model plays the second important role in the hybrid recommendation system. Another important conclusion is that in the hybrid model, in comparison with the precision of N = 1, the precision improves by approximately (64.86 − 57.99)/57.99 = 11.85% when N = 10. However, the corresponding improvement of the SVD model is only (62.16 − 59.80)/59.80 = 3.95%. The margin is approximately 7.90%, indicating that the proposed hybrid recommendation system is better at recommending a group of tourist spots than the most competitive baseline.
Generally, from the precision perspective, the SVD algorithm has the most competitive capability among all baselines. However, the proposed MM-VBPR DCA algorithm also obtains good recommendation performance. It is good at recommending a group of tourist spots (N ≥ 7). Moreover, the novel hybrid recommendation system is superior to other models.
In Table 4 , the proposed MM-VBPR DCA algorithm is the best among any MM-VBPR algorithm. Moreover, although its recall value is extremely low, the HSS model is a good complementary to the proposed MM-VBPR DCA algorithm. Hence, the proposed hybrid recommendation system based on the HSS model and the MM-VBPR DCA algorithm obtain the best recall value, as shown in Table 4 Table 3 . This result also indicates that the proposed hybrid recommendation system is good at recommending a group of tourist spots.
Generally, from the recall perspective, the KNN model has a competitive capability among all baselines. However, the proposed MM-VBPR DCA algorithm also obtains good recommendation performance. It is good at recommending a group of tourist spots (N ≥ 5). Moreover, the hybrid recommendation system is superior to other models. Besides precision and recall, the F1 value of the proposed hybrid recommendation system may be the best on the basis of the precision and recall values. As it is known, F1 is an overall metric that has a higher reference value than the precision and recall metrics.
In Table 5 , the proposed MM-VBPR DCA algorithm is the best among any MM-VBPR algorithm, and it is superior to any other baseline. . The margin is approximately 13.67%, which is also between the margins of the above precision (7.90%) and the above recall (15.45%). Hence, the proposed hybrid recommendation system is good at recommending a group of tourist spots.
Generally, the F1 value has a higher reference value for evaluating a recommendation system. From this perspective, the KNN and SVD models have competitive capabilities. However, the proposed MM-VBPR DCA algorithm can also obtain good recommendation performance. It is good at recommending a group of tourist spots (N ≥ 5). Moreover, the hybrid recommendation system is superior to any other model.
We draw the F1 variations of all models to intuitively compare different recommendation systems, as shown in Figure 3 . We select several representative algorithms (e.g., HC, FCM, KNN, SVD, BPR, VBPR, and MM-VBPR DCA ) in Table 5 to complete the following comparisons. The proposed hybrid recommendation system (Hybrid_RS) obtains the best overall performance and is more stable (Figure 3(a) ). The F1 line chart of the proposed Hybrid_RS model is smoother than those of the other baselines (Figure 3(a) ). By contrast, the F1 line chart of the SVD model fluctuates, whereas that of the KNN model is very flat. Meanwhile, with the increasing number of tourist spots, the F1 margins between the proposed Hybrid_RS and other competitive baselines (e.g., KNN, BPR, VBPR, and SVD) become increasingly large. This result further confirms that the hybrid recommendation system is good at recommending a group of tourist spots. We calculate the F1 improvements compared with the 1 st spots and obtain Figure 3(b) (for the proposed Hybrid_RS model, the improvement is approximately 26.03 − 24.90 = 1.13% when N = 2). The improvement of the F1 line chart of the proposed Hybrid_RS model is more stable than that of each baseline (Figure 3(b) ). For example, the improvement of the F1 line chart of the SVD model fluctuates. Therefore, the MM-VBPR DCA algorithm and the HSS model contribute to improving the final recommendation performance and making the recommendation procedure more stable than any other baseline.
4) ABLATION ANALYSIS
We further study the effects of various architectural decisions on the performance of the proposed hybrid recommendation system. Table 6 reports the corresponding ablation analysis results conducted on our dataset. We report the results of several model variations. As described above, the proposed hybrid recommendation system contains the key components, such as the state-of-the-art VBPR framework, the proposed HSS model, and the state-of-the-art DCA model. Hence, we report the results from three variations to show the importance of each component. First, we remove the HSS module from the proposed hybrid recommendation system to evaluate the importance of the HSS model. For example, the first entry of the second column in Table 6 is calculated as 27.63% − 26.29% = 1.34%. Thus, we obtain the second column of Table 6 (Hybrid → DCA). Second, we remove the state-of-the-art DCA module from the proposed MM-VBPR DCA algorithm to evaluate the importance of the DCA model. For example, the first entry of the third column in Table 6 is calculated as 26.29% − 22.26% = 4.03%. Therefore, we obtain the third column of Table 6 (DCA → VBPR). Third, we reduce the state-of-the-art VBPR framework into the traditional BPR model, which evaluates the importance of the VBPR framework. For example, the first entry of the fourth column in Table 6 is computed as 22.26% − 17.30% = 4.96%. Thus, we obtain the fourth column of Table 6 (VBPR → BPR). To compare with the most competitive baseline, we also reduce the VBPR framework into the traditional SVD algorithm. Thus, we obtain the last column of Table 6 (VBPR→SVD). For the three metrics (i.e., F1, precision, and recall), we complete the corresponding ablation analysis results. Finally, we average each column and obtain the last row of Table 6 . The last row helps us better analyze the overall effect of the corresponding component.
In Table 6 , the influence of removing the corresponding component is evident. Removing the VBPR framework results in a large degradation, whereas removing the HSS module leads to a small degradation. This trend is clear in the precision metric. Thus, the importance of each component in descending order is VBPR > DCA > HSS. This result indicates that ''asking images'' (not only those diverse image features but also the cross-modal semantic correlations among visual features) contribute to improving the final recommendation performance. More importantly, removing all components results in the largest performance degradation. For example, we find that about 1.34%+4.03%+4.96%=10.33% performance degradation is obtained when the proposed hybrid model reduces into the traditional BPR model (Hybrid → BPR, the traditional BPR model only uses a sparse user ratings matrix to complete recommendation) in the F1 evaluation. This trend is clear in the precision metric. We also find about 1.34%+4.03%+(-2.80%) = 2.57% performance degration is obtained when the proposed hybrid model reduces into the traditional SVD algorithm (Hybrid → SVD, the traditional SVD model only uses a sparse user ratings matrix to complete recommendation) in the F1 evaluation. These results mean the proposed hybrid recommendation system can suppresses the ''data sparseness'' problem to some extent.
5) PARAMETER TUNING OF MM-VBPR DCA
As previously described, the MM-VBPR DCA algorithm plays an important role in the hybrid recommendation system. Therefore, it should be tuned carefully to obtain a good recommendation performance. The proposed MM-VBPR DCA algorithm has four key parameters, namely, the hidden dimension of visual factors (k), the bias regularization parameter (β ), the learning rate parameter (η), and the l2 regularization parameter (λ ). These parameters are tuned carefully by cross-validation to achieve the best recommendation performance. Moreover, the dimension of the transformed feature, which is equal to 8, is tuned automatically by the DCA model. The corresponding experimental results are shown in Figure 4 .
In Figures 4(a)-4(d) , obviously, when k = 20, η = 0.001, λ = 0.08, and β = 0.08, the proposed MM-VBPR DCA algorithm achieves the best recommendation performance (MAE = 0.826 and RMSE = 0.917; Figure 2 ). In all subfigures, the variation trends of the MAE values are similar to those of the RMSE values, demonstrating that the proposed MM-VBPR DCA algorithm is robust. The recommendation performance varies greatly in Figures 4(a) and 4(d) , indicating that parameters k and λ are more important than the other parameters. Hence, these parameters should be tuned carefully to obtain the best recommendation performance.
C. QUALITATIVE EXPERIMENTAL ANALYSIS
In this section, we further show the advantages of the proposed hybrid recommendation system through some qualitative examples. In Table 7 , we provide the recommendation results of three baselines (i.e., MM-VBPR DCA , MM-VBPR LC , and NMF obtain good recommendation performance in Table 5 ) and the proposed hybrid recommendation system for two users who are randomly selected from the ''Wisdom Tourist'' dataset. The second column in Table 7 represents the ground-truth preference of the two users, and the other columns show the recommended results of different recommendation systems. For example, the sixth column in Table 7 represents the results generated by the proposed hybrid recommendation system (Hybrid_RS). To describe our results, similar to Figure 1 , each correct recommendation result is enclosed by a green rectangle, and the last column in Table 7 contains the tourist spot images recommended by the proposed Hybrid_RS model. In this column, each correct recommendation result (image) is enclosed by a green dotted rectangle, whereas each false recommendation result (image) is enclosed by a red dotted rectangle.
As expected, the proposed MM-VBPR DCA algorithm is superior to any other baseline (Table 7) . Therefore, the VBPR framework and the cross-modal semantic contribute to boosting the final recommendation performance. Moreover, the proposed hybrid recommendation system can predict more ground-truth tourist spots than other methods. Hence, it is more accurate than any other baseline. For example, the tourist spots that User 11 prefers, namely, ''Sanya'', ''Chengdu'', ''Lijiang'', and ''Phuket'', are accurately predicted by the hybrid recommendation system. On the contrary, other models, such as the NMF and MM-VBPR LC algorithms, only recommend one or two ground-truth tourist spots. Hence, the hybrid recommendation system mostly benefits from the HSS model and the newly designed MM-VBPR DCA algorithm. For User 11, the MM-VBPR DCA algorithm deeply excavates the cross-modal semantic correlations among different image features to depict the visual content of tourist spots. For the semantic layer, the cross-modal semantic correlations are above the single image feature, which is closer to human's cognition and helps make correct predictions. Meanwhile, the HSS model is a good complementary to the MM-VBPR DCA algorithm. The tourist ''Phuket'' in the second-to-last column may be generated by the HSS model. In brief, the HSS model and the MM-VBPR DCA algorithm complement each other and ultimately improve the final performance.
Certainly, the recommendation results of the Hybrid_RS model also have errors. For example, two false results, such as ''Dali'' and ''Tokyo'', are recommended to User 11. As shown in Figure 5 , these tourist spots are recommended to User 11 because the tourist spot image of ''Dali'' (or ''Tokyo'') is similar to that of ''Chengdu'' to some extent. They have similar textural and color characteristics due to similar scenes or architectural styles. Hence, semantic ambiguities in these images may confuse the hybrid recommendation system (''Tokyo'' is generated by the proposed MM-VBPR DCA algorithm) into generating false results. To further confirm our speculation, we check the recommendation results of the KNN model, which indicate that ''Tokyo'' is also recommended to User 11. In the future, we plan to use state-of-the-art disambiguation methods [63] , [64] in the natural language processing field to resolve this problem. Moreover, some valuable prior information of different scene categories can be added into the MM-VBPR DCA algorithm to improve the predictions.
D. CONCLUSION AND FUTURE WORK
We present a novel hybrid recommendation system based on the HSS model and the newly designed MM-VBPR DCA VOLUME 7, 2019 algorithm. The HSS model generates recommendation results from the statistical perspective, and the proposed MM-VBPR DCA algorithm generates recommendation results from the multimodal perspective. Hence, the innovative MM-VBPR algorithm is the most important component of the hybrid recommendation system. It initially mines the crossmodal semantic correlations among different image features by the state-of-the-art DCA model. Then, it adds the cross-modal semantic correlations into the traditional VBPR model, which contributes to boosting the final recommendation performance. Experimental results demonstrate that the proposed hybrid recommendation system is effective and robust. It is good at recommending a group of tourist spots for users' travel preference. Moreover, the proposed hybrid recommendation system is more stable than any other baseline. However, the hybrid recommendation system can still be improved. In the future, we intend to improve it from the following directions.
(1) We only use 600 images to demonstrate the effectiveness and robustness of the proposed MM-VBPR DCA algorithm. Several state-of-the-art data augmentation strategies, such as DCGAN [53] and ACGAN [52] , will be useful for adding much valuable training data and improving the final recommendation performance.
(2) Although the traditional HSV feature is effective for describing the key color information of tourist spot images, several state-of-the-art feature learning methods, such as EMK [47] , KDES [48] , and SC [49] , can be used to create more effective and robust color features (e.g., Color-EMK [65] or Color-KDES [46] ). These new features may help depict the visual content of images more accurately.
(3) Although the state-of-the-art DCA model is useful for mining the cross-modal semantic correlations among different features, other multimodal (or cross-modal) models, such as deep CCA [66] , and cross-modal correlation learning (CCL) [67] , can also be used to capture the multimodal semantic information among different features better. This will help improve the recommendation performance of the proposed MM-VBPR algorithm.
(4) Furthermore, we plan to enrich the traditional MovieLens datasets with the corresponding movie posters (or film images) and test the effectiveness and robustness of the proposed MM-VBPR algorithm on the modified MovieLens dataset.
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