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Abstract
Consider the geodesic flow on a real-analytic, closed, and strictly con-
vex hypersurface M of Rn, equipped with the Euclidean metric. The
flow is entirely determined by the manifold and the Riemannian met-
ric. Typically, geodesic flows are perturbed by perturbing the metric.
In the present paper, only the Euclidean metric is used, and instead
the manifold M is perturbed. In this context, analogues of the fol-
lowing theorems are proved: the bumpy metric theorem; a theorem
of Klingenberg and Takens regarding generic properties of k-jets of
Poincare´ maps along geodesics; and the Kupka-Smale theorem. More-
over, the proofs presented here are valid in the real-analytic category.
Together, these results imply the following two main theorems:
• There is a Cω-open and dense set of real-analytic, closed, and
strictly convex surfaces M in R3 on which the geodesic flow with
respect to the Euclidean metric has a hyperbolic periodic orbit
with a transverse homoclinic orbit; and
• If M is a real-analytic, closed, and strictly convex hypersurface
in Rn (with n ≥ 3) on which the geodesic flow with respect to
the Euclidean metric has a nonhyperbolic periodic orbit, then
Cω-generically the geodesic flow on M with respect to the Eu-
clidean metric has a hyperbolic periodic orbit with a transverse
homoclinic orbit.
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1 Introduction and Results
It is well known that the geodesic flow on a triaxial ellipsoid is an integrable
Hamiltonian system [24] (see also [33, 34] and [43] for modern proofs). In
fact, n-dimensional ellipsoids and surfaces of revolution are the only known
examples of closed and strictly convex hypersurfaces of Euclidean space on
which the geodesic flow with respect to the Euclidean metric is integrable.
It is believed that these are the only examples of integrable geodesic flows
on convex hypersurfaces; however a proof of this statement is currently un-
known.
On the other hand, the presence of a nontrivial hyperbolic basic set im-
plies the existence of chaotic motions [40, 41]. Standard results imply that
if the system has a hyperbolic periodic orbit and a transverse homoclinic,
then it has a nontrivial hyperbolic basic set [37](see also [26]). Moreover,
the existence of such a set is a C4-open property (and therefore Cr-open for
r = 5, 6 . . . ,∞, ω), in the sense that hyperbolic sets survive C4-small pertur-
bations of the hypersurface. A long-term goal is to prove that this property
is also dense in the Cω-topology. This paper establishes two results in this
direction. Firstly, it is true in R3: there is a Cω open and dense set of real-
analytic, closed, and strictly convex surfaces in R3 on which the geodesic flow
with respect to the Euclidean metric has a nontrivial hyperbolic basic set.
Secondly, there is a residual set of real-analytic, closed, and strictly convex
hypersurfaces M in Rn (where n ≥ 3) such that if M has a nonhyperbolic
closed geodesic, then the geodesic flow with respect to the Euclidean metric
has a nontrivial hyperbolic basic set.
Let d ≥ 1, and let V denote the set of all real-analytic functions Q :
Rd+2 → R such that the set
M = M(Q) = {x ∈ Rd+2 : Q(x) = 0} (1)
is a closed and strictly convex hypersurface of Rd+2. The geodesic flow φt
takes a point x ∈ M and a tangent vector u ∈ TxM and follows the unique
geodesic through x in the direction u at a constant speed ‖u‖. The energy
u
2
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is preserved.
Closed geodesics on M correspond to periodic orbits of the geodesic flow.
A method of construction of closed geodesics on any Riemannian manifold
was proposed by Birkhoff [9, 10] (see also [18]; see [15] for a modern expo-
sition). This implies that the geodesic flow on M has a periodic orbit γ.
Consider a transverse section to γ in TM , and the corresponding Poincare´
map of the periodic orbit γ in the energy level ‖u‖ = c. The periodic orbit
γ is said to be:
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• Parabolic if 1 is an eigenvalue of the linearisation of the Poincare´ map;
• Degenerate if any root of unity is an eigenvalue of the linearisation of
the Poincare´ map;
• Hyperbolic if the linearised Poincare´ map has no eigenvalue of absolute
value 1;
• Elliptic if it is nondegenerate and nonhyperbolic; and
• q-elliptic if the linearised Poincare´ map has exactly 2q eigenvalues of
absolute value 1.
Since the geodesic flow is a Hamiltonian system, the (nonzero) eigenvalues
come in reciprocal pairs. As the dynamics of the geodesic flow is the same on
every energy level (see Section 2), there is a periodic orbit γ in each energy
level, and moreover the above classification is independent of the level set in
consideration. Furthermore, the classification is independent of the choice of
Poincare´ map [27].
Define the real-analytic topology on V as follows. Let K ⊂ Rd+2 be
a compact set, and let Kˆ be a compact complex neighbourhood of K. If
Q1, Q2 ∈ V , by definition they admit holomorphic extensions Qˆ1, Qˆ2 on Kˆ.
We say that Q1, Q2 are close on the compact set K in the real-analytic
topology if Qˆ1, Qˆ2 are uniformly close on Kˆ.
Recall that a subset of V is residual if it is a countable intersection of
open dense sets.
Theorem 1. There is a residual set B ⊂ V such that if Q ∈ B then every
closed geodesic on M(Q) is nondegenerate.
For k ∈ N0, let Jks (d) denote the set of k-jets of symplectic autormor-
phisms of R2d that fix the origin, equipped with the standard multiplica-
tion in the polynomial ring R[z]/(zk+1). Notice that the Poincare´ map of
a geodesic on M is such a symplectic automorphism of a neighbourhood of
the origin after making a suitable coordinate transformation (e.g. Fermi co-
ordinates - see Section 2). Moreover, the geodesic need not be closed: one
can simply consider the Poincare´ map between two transverse sections along
a geodesic. A set J ⊂ Jks (d) is said to be invariant if σJ σ−1 = J for all
σ ∈ Jks (d). If f is a symplectic automorphism of R2d with a fixed point x,
we let Jkxf denote the k-jet of f at x.
Theorem 2. Let Q ∈ V, and let M = M(Q). Let k ∈ N and let J ⊂ Jks (d) be
open, dense, and invariant. Let γ : [0, 1]→M denote a nonconstant geodesic
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segment with no self-intersections, let l : [0, 1] → TM be the corresponding
orbit segment l = (γ, γ′) of the geodesic flow. Let Σ0,Σ1 be transverse sections
to l at l(0), l(1) respectively, contained in the same energy level as the orbit
segment l. Let PQ denote the Poincare´ map from Σ0 to Σ1. Then we can
find a Q˜ ∈ V arbitrarily close to Q such that the perturbed Poincare´ map
PQ˜ corresponding to the perturbed orbit segment l˜ : [0, 1]→ TM(Q˜) satisfies
Jkl˜(0)PQ˜ ∈ J .
Remark 1. The orbits l, l˜ do not lie on the same manifold, so it is not
immediately clear that we can compare them. It is shown in Section 2 that
there is a bijective correspondence between manifolds M = M(Q) where Q ∈
V and a (strict) subset of the class of real-analytic Riemannian metrics on
the (d+1)-sphere. Therefore we can consider l, l˜ as orbit segments of geodesic
flows corresponding to different metrics on Sd+1.
Let γ be a hyperbolic periodic orbit of φt. Let θ ∈ γ. Recall that the
strong stable and strong unstable manifolds W s,u(θ) are defined as
W s(θ) = {θ¯ ∈ TM : ‖φt(θ¯)− φt(θ)‖ → 0 as t→ +∞},
W u(θ) = {θ¯ ∈ TM : ‖φt(θ¯)− φt(θ)‖ → 0 as t→ −∞}.
The stable and unstable manifolds W s,u(γ) of the hyperbolic periodic orbit
γ are
W s(γ) =
⋃
θ∈γ
W s(θ), W u(γ) =
⋃
θ∈γ
W u(θ),
and we have
dimW s(γ) = dimW u(γ) = d+ 1.
Now suppose η is another hyperbolic periodic orbit. A point θ¯ ∈ TM is
heteroclinic if there are θ1 ∈ γ, θ2 ∈ η such that
‖φt(θ¯)−φt(θ1)‖ → 0 as t→ +∞ and ‖φt(θ¯)−φt(θ2)‖ → 0 as t→ −∞.
Clearly then θ¯ ∈ W s(γ) ∩ W u(η). Suppose the orbits γ, η lie in the unit
tangent bundle T 1M consisting of tangent vectors with unit length. Then θ¯
is a transverse heteroclinic point if θ¯ ∈ W s(γ) ∩W u(η) and
Tθ¯W
s(γ) + Tθ¯W
u(η) = Tθ¯T
1M.
If γ = η then θ¯ is a homoclinic point. If a homoclinic or heteroclinic point is
transverse, then so is every point in its orbit.
Theorem 3. Let k ∈ N and let J ⊂ Jks (d) be open, dense, and invariant.
There is a residual set K ⊂ V such that if Q ∈ K and M = M(Q), then:
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(i) The k-jet of the Poincare´ map of every closed geodesic on M lies in J ;
and
(ii) Any homoclinic or heteroclinic intersections are transverse.
Consider the restriction φt|
T
1
M
of the geodesic flow to the unit tangent
bundle, and let X denote its vector field. A compact φt-invariant set Λ ⊂
T 1M is called a hyperbolic set for φt if there is λ ∈ (0, 1), a positive constant
C, and a splitting
TΛT
1M = Es ⊕ Ec ⊕ Eu
of the tangent bundle where the centre space Ec is precisely the span of the
vector field X, and such that for all t > 0 we have:
• ‖Dφt(v)‖ ≤ Cλt‖v‖ for all v ∈ Es; and
• ‖Dφ−t(v)‖ ≤ Cλt‖v‖ for all v ∈ Eu.
A hyperbolic set Λ is nontrivial if it contains more than one orbit. Moreover,
it is called basic if it contains a dense orbit and is locally maximal, meaning
there is a neighbourhood V of Λ in T 1M such that
Λ =
⋂
t∈R
φt(V ).
It can be shown using symbolic dynamics that the existence of a nontrivial
hyperbolic basic set implies positive topological entropy.
In the proof of Theorem 3, a result (Theorem 26) that may be of indepen-
dent interest is proved, which says: if two hyperbolic closed geodesics have
a heteroclinic (or homoclinic, in the case where the two geodesics coincide)
connection, then by an arbitrarily small real-analytic perturbation of the hy-
persurface, this connection can be made transverse. Combining this result
with Theorem 2 and an argument of Knieper and Weiss [30], it turns out
that we can obtain genericity of the existence of hyperbolic sets for geodesic
flows with respect to the Euclidean metric on surfaces in R3:
Theorem 4. If d = 1 so that for each Q ∈ V, the set M = M(Q) is a
real-analytic, closed, and strictly convex surface in R3, then there is a Cω
open and dense set V∗ ⊂ V such that for every Q ∈ V∗, the geodesic flow
with respect to the Euclidean metric on the manifold M(Q) has a hyperbolic
periodic orbit with a transverse homoclinic.
More generally (i.e. d ≥ 1), upon combining Theorem 3 with an argument
of Contreras [16] the following result is obtained.
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Theorem 5. There is a residual set V0 ⊂ V such that for all Q ∈ V0,
if the geodesic flow on M(Q) with respect to the Euclidean metric has a
nonhyperbolic periodic orbit, then it has a hyperbolic periodic orbit with a
transverse homoclinic.
It is well-known that the geodesic flow on manifolds of negative curva-
ture has the Bernoulli property, and so exhibits chaotic motions [5], but the
positive curvature (i.e. strictly convex) case is more subtle. The first explicit
example of a smooth, positively-curved Riemannian metric with a nontrivial
hyperbolic basic set was given in [29].
In the following discussion, the setting of perturbations of Riemannian
metrics on a fixed closed manifold is referred to as the classical setting.
In the classical setting, it was proved by Contreras that there is a C2-
open and dense set of C∞ Riemannian metrics on an arbitrary manifold M
for which the geodesic flow has a nontrivial hyperbolic basic set [16]. His
result hinges on an application of Man˜e´’s theory of dominated splittings [31],
and an analogue of Franks’ Lemma for geodesic flows, which only works
for C2-small perturbations of the metric. Knieper and Weiss proved that,
whenever there exists a global surface of section, by an arbitrarily C∞ small
perturbation of the metric, a geodesic flow with a nontrivial hyperbolic basic
set can be obtained [30]. Combining this with results of Hofer, Wysocki, and
Zehnder implies C∞-generic existence of nontrivial hyperbolic basic sets on
surfaces in the classical setting [22, 23].
Theorem 1 was originally stated (without proof) by Abraham in the clas-
sical setting [2] for Cr-smooth metrics where 5 ≤ r < ∞. Some time later,
the first proof was produced by Anosov [6], which worked for 2 ≤ r ≤ ∞.
The classical result is typically referred to as the bumpy metric theorem, but
we resist that nomenclature in this instance to avoid any potential confusion
with essential use of bump functions, since they fail to be real-analytic.
Theorem 2 was originally proved for k-jets of Ck+1-smooth Poincare´ maps
arising in the classical setting in the Ck+1-topology for any k ∈ N by Klingen-
berg and Takens [28]. An analogue for the case of Man˜e´ generic Hamiltonians
was proved for k = 1 in [38] and for k ≥ 2 in [13].
Theorem 3 is an analogue of the Kupka-Smale theorem for geodesic flows
on real-analytic, closed, and strictly convex hypersurfaces of Euclidean space.
Part (i) of Theorem 3 follows from Theorems 1 and 2, as pointed out by
Anosov [6]. Part (ii) was proved in the classical setting by Contreras and
Paternain [17].
It was shown by Contreras that Theorem 5 is equivalent to Theorem 3
in the classical setting [16]. As his proof applies directly, once Theorem 3
is proved, to the case of geodesic flows on real-analytic, closed and strictly
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convex hypersurfaces of Euclidean space, we do not include it here. The
complicated structure of orbits near elliptic periodic points was proved in
the case of real-analytic symplectic diffeomorphisms of the plane with an
elliptic fixed point by Zehnder in the 70’s [44], and the proof in the case of
geodesic flows is based on the ideas in that paper. The general idea is that
the restriction of the Poincare´ map of an elliptic closed geodesic to its centre
manifold can be put in a Birkhoff normal form. Then, using techniques
developed by Arnaud and Herman [7], it can be shown that such a map
generically has a 1-elliptic periodic orbit. The restriction of the Poincare´
map corresponding to the 1-elliptic periodic orbit to its 2-dimensional centre
manifold is a twist map of the annulus, of Kupka-Smale type, and therefore
has a transverse homoclinic orbit.
The reason that the proofs of these theorems from the classical setting do
not apply to this case is that the class of perturbations allowed here is more
restrictive. The Nash embedding theorem guarantees that any Riemannian
manifold can be isometrically embedded in some Euclidean space RN , but
small perturbations of the metric do not necessarily preserve N . In the
next section we compute the effect of a perturbation of the surface on the
metric, and we will see that this results only in a small subset of all possible
perturbations of the metric. It follows that many perturbations of the metric
are not allowed in the current setting.
Moreover, the proofs presented here apply in the real-analytic topology
(as well as weaker topologies). The real-analytic topology is very restric-
tive, as it does not allow the explicit use of bump functions when making
perturbations. This means that any perturbation of the hypersurface affects
dynamics globally. To overcome this difficulty, a trick introduced by Broer
and Tangerman [11] is used: determine open conditions (in a weaker topol-
ogy, e.g. C2) to be satisfied by a family of perturbations to obtain the desired
effect for arbitrarily small values of the parameter; show that these conditions
are satisfied by a locally-supported family of perturbations; and approximate
the perturbed system sufficiently well by a family of real-analytic perturba-
tions. Since the conditions are open in a weaker topology, they are satisfied
by the real-analytic family since the approximation can be made arbitrarily
well. In fact, this trick can be used together with the proof of Anosov to
obtain a real-analytic version of the bumpy metric theorem, and with the
proof of Contreras and Paternain to obtain a real-analytic version of the
Kupka-Smale theorem in the classical setting. This trick was also used in
[14, 20, 21].
An application of the results of this paper is that the hypersurfaces ob-
tained in Theorems 4 and 5 satisfy the assumptions of the main theorem in
[14]. In that paper it was shown that in the subset of V consisting of func-
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tions Q for which the geodesic flow on M(Q) has a hyperbolic periodic orbit
and a transverse homoclinic, generically a form of Arnold diffusion occurs for
billiard dynamics inside the hypersurface. The results of this paper show that
these assumptions are satisfied generically for surfaces in R3, and generically
near a hypersurface with an elliptic closed geodesic; a future goal is to prove
that these assumptions are generically satisfied when every closed geodesic is
hyperbolic. Such result would show that the Arnold diffusion phenomenon
of [14] is generic in the set V in any dimension greater than or equal to 3.
The structure of this paper is as follows. In Section 2, we introduce
some basic ideas regarding the geometry of the hypersurface, and show how
a (local) perturbation of the manifold affects the geodesic flow. In Section
3, Theorem 1 is proved. In Section 4, Theorem 2 is proved, and Theorem
3 is proved in Section 5, along with a theorem that breaks homoclinic or
heteroclinic connections by arbitrarily small real-analytic perturbations of
the hypersurface (see [17, 19, 36] for proofs of similar results in the classical
setting). In Section 6, it is shown how to combine results of this paper with
the argument of Knieper and Weiss to prove Theorem 4.
Acknowledgements. The author would like to thank Dmitry Turaev for
proposing the problem, as well as Gonzalo Contreras and Andre´ Neves for
useful conversations.
2 Geometry and Perturbations
2.1 Geometry of the Domain
Let Q ∈ V , and let M = M(Q) be defined as in (1). Then for x ∈ M , the
unit normal vector
n(x) = − ∇Q(x)‖∇Q(x)‖ (2)
is inward-pointing. This is simply a sign convention, and is a consequence
of the strict convexity of M . The curvature matrix C(x) is the matrix of
second partial derivatives of Q divided by the norm of the gradient:
C(x) = ‖∇Q(x)‖−1
(
∂2Q
∂xi∂xj
(x)
)
i,j=1,...,d+2
(3)
Let u ∈ TxM . The shape operator S(x) : TxM → TxM is defined as
S(x)u = −Dn(x)u = C(x)u− 〈C(x)u, n(x)〉n(x).
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This enables a definition of the normal curvature at x in the direction u via
κ(x, u) = 〈S(x)u, u〉 = 〈C(x)u, u〉.
Strict convexity means that for all x ∈M and 0 6= u ∈ TxM we have
κ(x, u) > 0.
Let
pi : TM −→M
TxM 3 u 7−→ x
denote the canonical projection along fibres of the tangent bundle. We use
the notation (x, u) ∈ TM to mean x ∈M and u ∈ TxM , so that pi(x, u) = x.
2.2 The Geodesic Flow
The geodesic flow on M takes a point (x, u) ∈ TM , and follows the uniquely
defined geodesic starting at x in the direction of u at a constant speed of
‖u‖. Typically, it is introduced via the Hamiltonian function
H(x, u) =
1
2
g(x)(u, u)
where g is a Riemannian metric, and (x, u) are intrinsic coordinates on TM .
In our case we use the induced metric and the coordinates of the ambient
Euclidean space Rd+2, so a different formulation is required.
Consider a curve γ : [−a, a] → M . The corresponding curve on TM is
η(t) = (γ(t), γ′(t)) where t ∈ [−a, a]. Bearing in mind that γ′′(t) /∈ TM , the
speed η′(t) of this curve is
η′(t) = (γ′(t), γ′′(t)− κ(γ(t), γ′(t))n(γ(t))). (4)
The curve γ is a geodesic if and only if the second component of (4) is zero,
so
γ′′(t) = κ(γ(t), γ′(t))n(γ(t)).
It follows that the geodesic flow φt : TM → TM is defined by
d
dt
∣∣∣∣
t=0
φt(x, u) = X(x, u),
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where the vector field X(x, u) = (x˙, u˙) is given by{
x˙ = u
u˙ = κ(x, u)n(x).
Consider the function H : TM → R given by
H(x, u) =
u2
2
+ κ(x, u)
Q(x)
‖∇Q(x)‖ . (5)
It is not hard to see that X = Ωd+2∇H where
Ωd+2 =
(
0 Id+2
−Id+2 0
)
is the standard symplectic matrix (and Id+2 is the (d+2)-dimensional identity
matrix). This is equivalent to the statement that the geodesic flow is a
Hamiltonian system with symplectic form
ω = dx ∧ du.
Therefore the geodesic flow is the Hamiltonian flow associated with the
Hamiltonian function H.
Notice that the second term of (5) vanishes identically on TΓ, and so the
energy u
2
2
is conserved. Since the Hamiltonian H is homogeneous of second
order in u, the dynamics of the geodesic flow is the same on every energy
level.
2.3 Effect of a Local Perturbation on the Geodesic
Flow
Let Q ∈ V and M = M(Q). Let x ∈ M , and suppose we make a local
perturbation
Q −→ Q+ ψ (6)
where  is small and ψ is a C∞ function supported near x. Then the Hamil-
tonian H of the geodesic flow defined as in (5) perturbs as
H −→ H = H + H¯ +O(2). (7)
Let’s determine H¯. For u ∈ TxM we have
H(x, u) =
u2
2
+ κ(x, u)
Q(x) + ψ(x)
‖∇Q(x) + ∇ψ(x)‖ . (8)
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The perturbed normal curvature is
κ(x, u) = 〈C(x)u, u〉 (9)
where
C(x) = ‖∇Q(x) + ∇ψ(x)‖−1
((
∂2Q
∂xi∂xj
(x)
)
i,j
+ 
(
∂2ψ
∂xi∂xj
(x)
)
i,j
)
(10)
is the perturbed curvature matrix. We have
d
d
∣∣∣∣
=0
‖∇Q(x) + ∇ψ(x)‖ = d
d
∣∣∣∣
=0
(
d+2∑
j=1
(
∂Q
∂xj
(x) + 
∂ψ
∂xj
(x)
)2) 12
= ‖∇Q(x)‖−1〈∇Q(x),∇ψ(x)〉
= −〈n(x),∇ψ(x)〉
where we have used (2). Therefore
d
d
∣∣∣∣
=0
‖∇Q(x) + ∇ψ(x)‖−1 = ‖∇Q(x)‖−2〈n(x),∇ψ(x)〉. (11)
From (3), (10) and (11) we get
C(x) =
(‖∇Q(x)‖−1 + ‖∇Q(x)‖−2〈n(x),∇ψ(x)〉)×
×
((
∂2Q
∂xi∂xj
(x)
)
i,j
+ 
(
∂2ψ
∂xi∂xj
(x)
)
i,j
)
+O(2)
= ‖∇Q(x)‖−1
(
∂2Q
∂xi∂xj
(x)
)
i,j
+ ‖∇Q(x)‖−1
(
∂2ψ
∂xi∂xj
(x)
)
i,j
+
+ ‖∇Q(x)‖−2〈n(x),∇ψ(x)〉
(
∂2Q
∂xi∂xj
(x)
)
i,j
+O(2)
= C(x) + ‖∇Q(x)‖−1
[(
∂2ψ
∂xi∂xj
(x)
)
i,j
+
+ 〈n(x),∇ψ(x)〉C(x)
]
+O(2).
(12)
Then (9) and (12) imply
κ(x, u) = κ(x, u) + ‖∇Q(x)‖−1
[〈(
∂2ψ
∂xi∂xj
(x)
)
i,j
u, u
〉
+
+ 〈n(x),∇ψ(x)〉κ(x, u)
]
+O(2).
(13)
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Combining (8), (11), and (13) yields
H(x, u) =
u2
2
+
[
κ(x, u) + ‖∇Q(x)‖−1
(〈(
∂2ψ
∂xi∂xj
(x)
)
i,j
u, u
〉
+
+ 〈n(x),∇ψ(x)〉κ(x, u)
)][
‖∇Q(x)‖−1+
+ ‖∇Q(x)‖−2〈n(x),∇ψ(x)〉
][
Q(x) + ψ(x)
]
+O(2)
=
u2
2
+ κ(x, u)
Q(x)
‖∇Q(x)‖ + ‖∇Q(x)‖
−1
[
κ(x, u)ψ(x)+
+ 2〈n(x),∇ψ(x)〉κ(x, u) Q(x)‖∇Q(x)‖+
+
〈(
∂2ψ
∂xi∂xj
(x)
)
i,j
u, u
〉
Q(x)
‖∇Q(x)‖
]
+O(2).
(14)
Therefore (7) and (14) imply
H¯(x, u) = ‖∇Q(x)‖−1
[
κ(x, u)ψ(x) +
(
2〈n(x),∇ψ(x)〉κ(x, u)+
+
〈 ∂2ψ
∂xi∂xj
(x)
)
i,j
u, u
〉 Q(x)
‖∇Q(x)‖
]
.
(15)
2.4 Fermi Coordinates
Let Q ∈ V and M = M(Q). Recall that φt denotes the time-t shift along
orbits of the geodesic flow. Let x ∈M , and define the exponential map
expx : TxM −→M
u 7−→ φ1(x, u)
It is well-known that the exponential map is a diffeomorphism in a neigh-
bourhood of 0 ∈ TxM .
Let γ : [a, b] → M be a nonconstant geodesic segment with no self-
intersections, parametrised to have unit speed. Then we can choose an
orthonormal basis γ′(a), e1, . . . , ed of Tγ(a)M . Moving this basis by par-
allel transport along the geodesic segment γ gives an orthonormal basis
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γ′(t), e1(t), . . . , ed(t) of Tγ(t)M for each t ∈ [a, b]. It follows that there is
a δ > 0 such that if Bdδ (0) denotes the ball of radius δ around the origin in
Rd then the map
: [a, b]×Bdδ (0) −→M
(y0, y) = (y0, y1, . . . , yd) 7−→ expγ(y0)
d∑
j=1
yjej(y0)
defines a chart on M . Moreover, let (v0, v) = (v0, v1, . . . , vd) denote the
corresponding tangent coordinates, in the sense that (v0, v) corresponds to
d∑
j=0
vj
∂
∂yj
in the tangent space. Let gij denote the metric in these coordinates, and
recall that δij = 1 if i = j and 0 otherwise. Then along the geodesic segment
γ we have
gij = δij,
∂
∂yk
gij = 0,
d
dt
yi = δ0i. (16)
The equation of the geodesic is
γ(t) = (t, 0) = (t, 0, . . . , 0), γ′(t) = (1, 0) = (1, 0, . . . , 0). (17)
These coordinates were first introduced by Fermi and typically bear his name.
See also [27] for more details.
2.5 Perturbations in Fermi Coordinates
Let Q ∈ V and M = M(Q). Without loss of generality, we may assume that
‖∇Q(x)‖ = 1 for all x ∈ M . Indeed, if not, let Q˜(x) = ‖∇Q(x)‖−1Q(x).
Then Q˜(x) = 0 if and only if Q(x) = 0, so M = M(Q˜). Moreover, if x ∈ M
then
∇Q˜(x) = ‖∇Q(x)‖−1∇Q(x) +Q(x)∇‖∇Q(x)‖−1 = ‖∇Q(x)‖−1∇Q(x)
since Q(x) = 0 for x ∈M . It follows that ‖∇Q˜(x)‖ = 1 for all x ∈M , so we
can replace Q by Q˜.
Suppose we make a perturbation as in (6). The Hamiltonian of the per-
turbation must be of the form
H¯(x, u) =
1
2
h¯(x)(u, u) (18)
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where h¯(x) is a symmetric matrix with smooth dependence on x. Comparing
(15) with (18), and bearing in mind that ‖∇Q(x)‖ = 1, we see that
h¯(x) = 2ψ(x)C(x)+
+
(
4〈n(x),∇ψ(x)〉C(x) + 2
(
∂2ψ
∂xi∂xj
(x)
)
i,j
)
Q(x).
(19)
Let g denote the metric in Fermi coordinates (y0, y). Then g perturbs as
g −→ g = g + g¯ +O(2).
In Fermi coordinates we have
Q(y0, y) ≡ 0. (20)
It is well-known that the formula for g¯ in terms of h¯ at a point q on M is
g¯ij(q) =
d+2∑
k,l=1
∂xk
∂yi
(q)
∂xl
∂yj
(q)h¯kl(q). (21)
Combining (19), (20), and (21) gives
g¯(y0, y) = 2ψ(y0, y)C(y0, y). (22)
Due to the substantially less complicated nature of (22) relative to (19), we
will make perturbations exclusively in Fermi coordinates.
Remark 2. In the setting of generic Riemannian metrics on a smooth man-
ifold, the perturbed metric g¯ can be any symmetric positive-definite matrix.
In the present case the perturbed metric must be the curvature matrix times
some function. Therefore this setting is significantly more restrictive - this
is why the original proofs of the classical theorems do not apply directly.
If H¯ denotes the Hamiltonian of the perturbation as in (7), then
H¯(y0, y, v0, v) =
1
2
d∑
i,j=0
g¯ij(y0, y)vivj = ψ(y0, y)
d∑
i,j=0
Cij(y0, y)vivj. (23)
Let
X = X + X¯ +O(
2)
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denote the vector field of the perturbed geodesic flow. Then
X¯ = Ω∇H¯ =
(
∂H¯
∂v
,−∂H¯
∂y
)
(24)
where
∂H¯
∂yk
=
d∑
i,j=0
(
∂ψ
∂yk
(y0, y)Cij(y0, y) + ψ(y0, y)
∂Cij
∂yk
(y0, y)
)
vivj
and
∂H¯
∂vk
= 2ψ(y0, y)
d∑
j=0
Cjk(y0, y)vj.
2.6 A Class of Metrics on Sd+1
Denote the standard (d+ 1)-sphere in Rd+2 by
Sd+1 =
{
x ∈ Rd+2 :
d+2∑
j=1
x2j = 1
}
.
Let Q ∈ V and M = M(Q). The Gauss map G : M → Sd+1 (see Figure 1) is
defined by
G(x) =
∇Q(x)
‖∇Q(x)‖ .
Elementary geometrical considerations imply that, since M is strictly convex,
the Gauss map is a diffeomorphism. If δ denotes the Euclidean metric on M ,
then the pullback
g = (G−1)∗δ (25)
defines a real-analytic metric on Sd+1. Let G(Sd+1) denote the set of real-
analytic Riemannian metrics on Sd+1, and let GV denote the subset of G(Sd+1)
consisting of metrics g as in (25). It is easy to see that if Q1, Q2 ∈ V , then the
corresponding metrics g1, g2 ∈ GV are equal if and only if M(Q1) = M(Q2).
Remark 2 implies that GV is a proper subset of G(Sd+1).
This construction allows us to draw comparison between orbits on differ-
ent manifolds M(Qj) by projecting them onto Sd+1 using the corresponding
Gauss map Gj.
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Figure 1: The Gauss map sends a point x ∈M to the outward-pointing unit
normal vector to M at x, considered as a point on Sd+1. Since M is strictly
convex, the Gauss map is a diffeomorphism, and so we can push forward the
Euclidean metric to obtain a metric on Sd+1.
3 Generic Nondegeneracy of Closed Geodesics
3.1 Perturbation-Invariant Phase Space and Proof of
Theorem 1
Let Q ∈ V , M = M(Q), and let φt : TM → TM denote the geodesic flow.
When we make perturbations to the hypersurfaceM , the perturbed dynamics
take place on a different manifold. To make comparisons easier, recall that
Q defines a metric g = g(Q) on Sd+1 via (25). Let φtQ : TSd+1 → TSd+1
denote the geodesic flow on Sd+1 corresponding to the metric g = g(Q).
Since the dynamics of the geodesic flow is the same on every energy level, it
is sufficient to perform analysis on one energy level, for example the bundle
T 1Sd+1 of tangent vectors with norm 1. However, T 1Sd+1 depends on the
metric g, and therefore on the function Q ∈ V , so it will change when we
make perturbations. Define the sphere bundle SSd+1 of Sd+1 as follows: if
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x ∈ Sd+1, then u˜ ∈ SxSd+1 if there is a nonzero tangent vector u ∈ TxSd+1
such that
u˜ = {λu : λ ∈ (0,∞)} (26)
is the ray emanating from the origin in the direction u. Let p denote the
obvious projection from the set of nonzero tangent vectors in TSd+1 to SSd+1:
if 0 6= u ∈ TSd+1 then p(u) = u˜ where u˜ is defined as in (26). Denote by pQ
the restriction of the projection p to T 1Sd+1, and let iQ = p−1Q . Consider the
following maps.
TSd+1 \ {0} p−−−−→ SSd+1 iQ−−−−−→ T 1Sd+1
φtQ
y ψtQ
y φtQ
y
TSd+1 \ {0} p−−−−→ SSd+1 iQ−−−−−→ T 1Sd+1
Here we define ψtQ = p ◦ φtQ ◦ iQ. Now the phase space SSd+1 is independent
of Q ∈ V .
Define
F : SSd+1 × R>0 × V −→ SSd+1 × SSd+1
(z, t, Q) 7−→ ψtQ(z),
and consider the diagonal set
∆ = {(z, z) : z ∈ SSd+1} ⊂ SSd+1 × SSd+1.
Then z ∈ SSd+1 is an L-periodic point of the flow ψtQ if and only if F (z, L,Q) ∈
∆.
Lemma 6. Suppose F (z, L,Q) ∈ ∆, and suppose either:
1. The orbit {ψtQ(z) : t ∈ [0, L]} is nonparabolic; or
2. L is the minimal period of z with respect to the flow ψtQ.
Then F is transverse to ∆ at (z, L,Q).
In the remainder of this section, it is shown how to deduce Theorem
1 from Lemma 6. Lemma 6 itself is proved in Section 3.2. The following
arguments are adaptations of those in Section 4 of [6]. In the cases where
the statements are entirely analogous to those of Anosov, the reader is asked
to refer to [6] for the proof.
Lemma 7. Let Q0 ∈ V and let M = M(Q). Then there is a neighbourhood
U of Q0 in V and α > 0 such that the flow ψtQ has no periodic orbits with
period less than or equal to α for all Q ∈ U .
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The proof of Lemma 7 is equivalent to the content of Section 4(c) in [6],
so it is not included here.
For 0 < m ≤ n, let B(m,n) denote the set of Q ∈ V for which every
periodic orbit of ψtQ with period at most n and minimal period at most m
is nonparabolic. Let B(m) = B(m,m). Notice that if 0 < m1 ≤ n1 and
0 < m2 ≤ n2 where m1 ≤ m2 and n1 ≤ n2 then
B(m2, n2) ⊆ B(m1, n1). (27)
The goal is to show that B(m) is open and dense. It turns out that openness
follows from the argument in [6], and so we get:
Lemma 8. B(m,n) is open in V.
The proof of the following result is where Lemma 6 is used.
Lemma 9. If (z, L,Q) ∈ SSd+1 × (0, 2m) × B(m, 2m) and F (z, L,Q) ∈ ∆,
then F is transverse to ∆ at (z, L,Q).
Proof. If L is the minimal period then the lemma follows from part 2 of
Lemma 6. If not, then the minimal period is at most L
2
which is strictly
less than m since L ∈ (0, 2m). Therefore z is a periodic point of ψtQ with
period at most 2m and minimal period at most m, so it is nonparabolic since
Q ∈ B(m, 2m). Then part 1 of Lemma 6 completes the proof.
Lemma 10. B(3m
2
) ∩ B(m, 2m) is dense in B(m, 2m).
Proof. It follows from Lemma 6, equation (27), and Abraham’s transversal-
ity theorem that the set of Q ∈ B(m, 2m) for which the map from SSd+1 ×
(0, 2m)→ SSd+1 × SSd+1 that sends (z, t) 7→ (z, ψtQ(z)) is everywhere trans-
verse to ∆ is dense [1, 3, 4] (see also [6] for a discussion). But for those
Q, all periodic orbits with period at most 2m are nonparabolic. Therefore
Q ∈ B(3m
2
).
Remark 3. The statement of Abraham’s transversality theorem in [1, 3, 4]
does not mention the Cω-topology. The proof of denseness in that theorem,
however, relies on Sard’s Theorem. Since Sard’s Theorem also holds for real-
analytic maps (indeed, see [42] for a stronger version of Sard’s theorem for
real-analytic maps), we can easily obtain a real-analytic version of Abraham’s
theorem, which is used in the proof of Lemma 10.
Lemma 11. Let m ∈ (0,∞), let Q ∈ B(m), and let M = M(Q). Then M
admits only finitely many geometrically distinct closed geodesics of length at
most m.
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Proof. Let α > 0 denote a lower bound on the lengths of closed geodesics
on M , given by Lemma 7. Suppose the statement is not true: suppose
{zn}n∈N ⊂ T 1M and {tn}n∈N ⊂ (α,m] such that
φtn(zn) = zn,
and if m 6= n then for all t ∈ R we have
zm 6= φt(zn).
By passing to a convergent subsequence, we may assume that there is z0 ∈
T 1M and t0 ∈ [α,m] such that zn → z0 and tn → t0 as n → ∞. Then we
have
φt0(z0) = lim
n→∞
φtn(zn) = lim
n→∞
zn = z0
and so z0 is a periodic point of φ
t with period t0 ∈ (α,m]. Let γn = pi◦φt(zn)
denote the closed geodesic corresponding to the periodic point zn for each
n ∈ N. Notice that γ0 is nondegenerate since Q ∈ B(m). Let Σ denote
a transverse section to γ0 at some point θ0. For n sufficiently large, γn
is transverse to Σ. Let θn denote the point at which γn meets Σ. Then
θm 6= θn whenever m 6= n, and if P : Σ→ Σ denotes the Poincare´ map, then
P (θn) = θn for each n. Let
Y = lim
n→∞
θn − θ0
‖θn − θ0‖
= lim
n→∞
P (θn)− P (θ0)
‖θn − θ0‖
.
The limit exists because P is smooth, and ‖Y ‖ = 1, so 0 6= Y ∈ Tθ0Σ.
Moreover we have
Dθ0P (Y ) = Y
by construction, and so Y is an eigenvector of Dθ0P with eigenvalue 1. This
implies that γ0 is parabolic, which is a contradiction.
Now, let Q0 ∈ B(m). Lemma 11 implies that there is N ∈ N and
z1, . . . , zN ∈ SSd+1 such that
ψtQ0(z0), . . . , ψ
t
Q0
(zN)
are all of the periodic orbits of ψtQ0 of period at most m. Let Ln denote the
minimal period of zn. The following lemma is a consequence of the arguments
of Section 4(i) in [6].
Lemma 12. There is a neighbourhood U of Q0 in V and continuous functions
z∗n : U −→ SSd+1, L∗n : U −→ R
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for each n = 1, . . . , N such that
z∗n(Q0) = zn, L
∗
n(Q0) = Ln
and z∗n(Q) is a periodic point of ψ
t
Q with period L
∗
n(Q) for each Q ∈ U .
Moreover,
ψtQ(z
∗
1(Q)), . . . , ψ
t
Q(z
∗
N(Q)) (28)
are the only periodic orbits of ψtQ with period at most m for all Q ∈ U .
Lemma 13. B(m, 2m) is dense in B(m).
Proof. Let Q0 ∈ B(m) and let U∗ be a neighbourhood of Q0 in B(m). We
will show that U∗ ∩ B(m, 2m) 6= ∅. Let U ⊂ U∗ be a neighbourhood of Q
as in Lemma 12. By applying Theorem 2 to each of the trajectories (28),
we can find Q arbitrarily close to Q0 in V such that each of these orbits is
nonparabolic as a periodic orbit with period at most 2m. Since Q ∈ U , all
periodic orbits of ψtQ with minimal period at most m are in (28). Therefore
Q ∈ B(m, 2m) ∩ U∗.
Proof of Theorem 1. Lemma 10 and Lemma 13 together imply that B(3m
2
) is
dense in B(m). It follows that B ((3
2
)n
m
)
is dense in B(m) for each n ∈ N.
Let Q0 ∈ V . By Lemma 7 there is α ∈ (0,m) such that ψtQ0 has no periodic
orbits of period less than or equal to α. This trivially implies that Q0 ∈ B(α).
Choose n ∈ N such that
α∗ :=
(
2
3
)n
m ≤ α
which implies that Q0 ∈ B(α∗) since B(α) ⊆ B(α∗).
Now, B(m) = B ((3
2
)n
α∗
)
is dense in B(α∗), so we can find Q arbitrarily
close to Q0 in V such that Q ∈ B(m). Therefore B(m) is dense. By Lemma
8, it is also open. It follows that
B =
⋂
m∈N
B(m)
is the residual set we are looking for.
3.2 Proof of Lemma 6
Let x ∈ Sd+1 and u ∈ TxSd+1. Recall the vertical subspace T Vu TSd+1 of
TuTSd+1 is
T Vu TSd+1 = TuTxSd+1.
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Let Q ∈ V and let g = g(Q) denote the corresponding Riemannian metric on
Sd+1. Recall the horizontal subspace THu TSd+1 is the orthogonal complement
of T Vu TSd+1 in TuTSd+1 with respect to g. Then we have
TuTSd+1 = THu TSd+1 ⊕ T Vu TSd+1 ' TxSd+1 ⊕ TxSd+1.
If u1, u2 ∈ TxSd+1, we let (u1;u2) ∈ TuTSd+1 denote the vector in the second
tangent space defined by this correspondence.
Define
Φ : TSd+1 × R>0 × V −→ TSd+1
(θ, t, Q) 7−→ φtQ(θ).
Fix (θ, L,Q) ∈ Sd+1 × R>0 × V , and let Q¯ ∈ TQV , so there is a real-analytic
family Q ⊂ V with Q0 ≡ Q and dd
∣∣
=0
Q = Q¯. Define the curve
γ : [0, L+ 1] −→ Sd+1
by
γ(t) = pi ◦ φtQ(θ),
and write
γ(t) = γ(t) + γ¯(t) +O(
2).
Lemma 14. Let DQ denote the derivative with respect to Q, and let ∇t =
∇γ′(t) denote the covariant time derivative with respect to the Levi-Civita
connection of the metric g = g(Q). Then we have
DQΦ(θ, L,Q)(Q¯) = (γ¯(L);∇tγ¯(L)).
Proof. Write θ = (x, u) where x ∈ TSd+1 and u ∈ TxSd+1, and let V ∈
TuTSd+1. Let (U,ϕ) be a coordinate chart with x ∈ U and write
ϕ(x) = y, Dϕ(u) = (y, v), D2ϕ(V ) = (y, v, w, z). (29)
Let Γijk(·) = Γijk(·, Q) denote the Christoffel symbols with respect to g =
g(Q) and the chart (U,ϕ), and let Γ(y) denote the (d+1)-dimensional vector
valued function with components
(Γ(y)(v, w))i =
d∑
j,k=0
Γijk(y)vjwk.
As pointed out in [5, 6] (see also [27]) we have V = (Y ;Z) where
Dϕ(Y ) = (y, w), Dϕ(Z) = (y, z + Γ(y)(v, w)). (30)
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Let us show that
(γ(t), γ′(t), γ¯(t), γ¯′(t)) = (γ¯(t);∇tγ¯(t)). (31)
If
(γ, γ′, γ¯, γ¯′) = (Y ;Z)
then (29) and the first equation of (30) imply that
Dϕ(Y ) = (γ, γ¯),
and so Y = γ¯. Moreover, (29) and the second equation of (30) give
Dϕ(Z) = (γ, γ¯′ + Γ(γ)(γ′, γ¯))
= (γ,
d
dt
γ¯ + Γ(γ)(γ′, γ¯))
which implies that Z = ∇tγ¯. This proves (31). Using (31) we see that
DQΦ(θ, L,Q)(Q¯) =
d
d
∣∣∣∣
=0
Φ(θ, t, Q)
=
d
d
∣∣∣∣
=0
φtQ(θ) =
d
d
∣∣∣∣
=0
(γ(t), γ
′
(t))
= (γ(t), γ′(t), γ¯(t), γ¯′(t))
= (γ¯(t);∇tγ¯(t))
which completes the proof of the lemma.
Lemma 15. Let Q ∈ V and let g = g(Q) denote the corresponding Rieman-
nian metric on Sd+1. Let x ∈ Sd+1, and suppose u ∈ TxSd+1 is such that
g(x)(u, u) = 1 and (x, u) is a periodic point of φtQ with minimal period L.
Let v, w ∈ TxSd+1 such that
g(x)(u, v) = g(x)(u,w) = 0. (32)
Then there is Q¯ ∈ TQV such that
DQΦ((x, u), L,Q)(Q¯) = (v;w) (33)
where DQ denotes the derivative with respect to Q.
Proof. Let γ(t) = pi ◦ φtQ(x, u) denote the closed geodesic corresponding to
the orbit of (x, u), and let (y0, y) = (y0, y1, . . . , yd) denote Fermi coordinates
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in a neighbourhood of γ so that γ(t) = (t, 0, . . . , 0). Now if v, w ∈ TxSd+1
such that (32) holds, then v = (0, v1, . . . , vd) and w = (0, w1, . . . , wd).
Consider a real-analytic family Q ⊂ V with Q0 = Q. Let γ(t) denote
the perturbed geodesic, and write
γ(t) = γ(t) + γ¯(t) +O(
2).
Let
Q¯ =
d
d
∣∣∣∣
=0
Q ∈ TQV . (34)
By Lemma 14, if we can show that, by appropriate choice of real-analytic
family Q, any vector (γ¯1(L), . . . , γ¯d(L), (γ¯1)
′(L), . . . , (γ¯d)
′(L)) ∈ R2d can be
obtained, then the lemma is proved. Here we have used (16).
Suppose we make a localised perturbation Q→ Q+ ψ, and denote by g¯
the term of order  in the Taylor expansion of the perturbed metric. Then
γ¯(t) is the solution of the initial value problem
d2
dt2
γ¯i(t) +
d∑
k=1
Ri0k0(t, 0)γ¯k(t) + Γ¯i00(t, 0) = 0, γ¯(0) =
d
dt
γ¯(t) = 0 (35)
where Rijkl is the Riemann curvature tensor, and
Γ¯ijk =
1
2
(
∂g¯ij
∂yk
+
∂g¯ik
∂yj
− ∂g¯jk
∂yi
)
(36)
are the Christoffel symbols corresponding to the perturbation of the metric
[6].
Now, due to strict convexity we have
C00(y0, 0) = κ(γ(y0), γ
′(y0)) 6= 0.
Define
ψ(y0, y) = C00(y0, 0)
−1
d∑
j=1
yjfj(y0) (37)
where f1, . . . , fd are functions of y0 that we will choose later. Combining
(22), (36), and (37), we see that
Γ¯000(y0, 0) =
1
2
g¯00
∂y0
(y0, 0) = 0
and
Γ¯i00(y0, 0) = −fi(y0)
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for i = 1, . . . , d.
Since g¯ ≡ 0 along γ, we have γ¯0 = 0. Therefore we need only consider
γ¯ = (γ¯1, . . . , γ¯d). Write
f(t) = (f1(t), . . . , fd(t)), R(t) = (Ri0k0(t, 0))i,k=1,...,d.
The initial value problem (35) can be written as
d
dt
(
γ¯(t)
γ¯′(t)
)
=
(
0 Id
−R(t) 0
)(
γ¯(t)
γ¯′(t)
)
+
(
0
f(t)
)
,
(
γ¯(t)
γ¯′(t)
)
=
(
0
0
)
.
Let U(t) denote the fundamental matrix solution of this initial value problem,
so we have
d
dt
U(t) =
(
0 Id
−R(t) 0
)
U(t), U(0) = I2d.
Then U(t) is a 2d×2d invertible matrix, and upon differentiating the identity
I2d = U
−1(t)U(t) we see that its inverse satisfies
d
dt
U−1(t) = −U−1(t)
(
0 Id
−R(t) 0
)
. (38)
Choose some t0 ∈ (0, L) such that γ(t0) is not a point of self-intersection
of γ. Let δ(t − t0) denote the Dirac delta function, a generalised function
that can be thought of heuristically as taking the ‘value’ ∞ at t = t0 and 0
elsewhere. Suppose
f(t) = αδ(t− t0) + βδ′(t− t0)
where α, β ∈ Rd. Then the equation for variation of parameters together
with properties of the Dirac delta function and equation (38) implies(
γ¯(L)
γ¯′(L)
)
= U(L)
∫ L
0
U−1(t)
(
0
f(t)
)
dt = U(L)
∫ L
t0
U−1(t)
(
0
f(t)
)
dt
= U(L)U−1(t0)
(
0
α
)
− U(L) d
dt
U−1(t0)
(
0
β
)
= U(L)U−1(t0)
(
0
α
)
+ U(L)U−1(t0)
(
0 Id
−R(t) 0
)(
0
β
)
= U(L)U−1(t0)
(
β
α
)
.
Therefore, by appropriate choice of α, β we can obtain any vectors γ¯(L),
γ¯′(L) ∈ Rd. However, δ is not a function, so instead let h1(t), h2(t) de-
note sufficiently good approximations of δ(t − t0), δ′(t − t0) and let f(t) =
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αh1(t) + βh2(t). Then we can still obtain any vectors by varying α, β. Fi-
nally, approximate Q + ψ by a one-parameter real-analytic family Q such
that the term Q¯ of order  in the expansion of Q (see (34)) agrees with ψ
along γ, along with its first derivative. Then Q¯ ∈ TQV satisfies (33).
The deduction of Lemma 6 from Lemma 15 is identical to the deduction
of Lemma 1 of [6] from Lemma 2 of [6], and so it is not repeated here.
4 Generic Properties of k-Jets of Poincare´
Maps
4.1 Effect of a Perturbation on the k-Jet
Let γ : [0, 1]→M be a nonconstant geodesic segment with no self-intersections,
and let l : [0, 1]→ TM denote the corresponding orbit segment l = (γ, γ′) of
the geodesic flow. Let (y0, y) denote Fermi coordinates adapted to γ, and let
(v0, v) denote the corresponding tangent coordinates, as described in Section
2.4. Therefore (17) is the equation of l. For each t ∈ [0, 1] let
Σ(t) = {(y0, y, v0, v) : y0 = t}.
Then Σ(t) is a smooth family of transverse sections to l in TM . Suppose
now we make a perturbation as in (6) with ψ supported near γ. Let
PQ+ψ,t : Σ(0) −→ Σ(t) (39)
denote the Poincare´ map (in the above Fermi coordinates) corresponding to
the geodesic flow on M(Q+ ψ) (i.e. PQ,t denotes the unperturbed Poincare´
map from Σ(0) to Σ(t)). Define the map
RQ+ψ,t : Σ(0) −→ Σ(0) (40)
by
RQ+ψ,t = P
−1
Q,t ◦ PQ+ψ,t.
Remark 4. The maps PQ+ψ,t and RQ+ψ,t may not be defined on all of Σ(0),
so we restrict them to a neighbourhood of the point l(0) in Σ(0) where they
are defined, and keep the notation as in (39) and (40) for simplicity.
Let X¯ denote the vector field of the perturbation as in (24), and assume:
(i) Jk−1l(t) X¯ = 0 for all t ∈ [0, 1];
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(ii) l(0), l(1) /∈ supp (X¯); and
(iii) X¯
∣∣
Σ(t)
is tangent to Σ(t) for all t ∈ [0, 1].
Consider the nonautonomous vector field
X¯t = P
∗
Q,t
(
X¯|Σ(t)
)
defined as the pullback to Σ(0) under the unperturbed Poincare´ map PQ,t
of the restriction of X¯ to the transverse section Σ(t). Let φtX¯t denote the
time-t shift along orbits of the flow of X¯t. The following result relating the
k-jet of this flow with the k-jet of RQ+ψ,t was proved in [28].
Proposition 16. Jkl(0)RQ+ψ,t = J
k
l(0)φ
t
X¯t
For each t ∈ [0, 1] define
Σ˜(t) = {(y0, y, v0, v) : y0 = t, v0 = 1}. (41)
Clearly Σ˜(t) ⊂ Σ(t). However, the manifold Σ˜(0) is not necessarily invariant
under RQ+ψ,t. The following lemma was proved in [28] (Lemma 3.1 and
Remark 2.3).
Lemma 17. P−1Q,t(Σ˜(t)) and Σ(0) are tangent to order k at l(0). Con-
sequently, X¯t is tangent to Σ˜(0) with respect to k-jets, and so Σ˜(0) and
RQ+ψ,t(Σ˜(0)) have a tangency of order k at l(0).
Define the perturbation space Pk as the space of C∞-smooth functions
ψ(y0, y) = α(y0)β(y)
such that:
• α is a real-valued function in y0 with
supp(α) ⊂ (0, 1);
• β is a real-valued function in y = (y1, . . . , yd) with
Jkγ(t)β = 0
for each t ∈ [0, 1] and
supp(β) ⊂ Bdδ (0)
where δ > 0 is small enough so that Fermi coordinates are defined on
[0, 1]×Bdδ (0) (see Section 2.4).
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Notice that the restriction of ω to Σ˜(t) is a symplectic form, and so it
makes sense to discuss Hamiltonian functions and Hamiltonian vector fields
on Σ˜(t).
Proposition 18. Jkl(0)RQ+ψ,t is equal to the k-jet at l(0) of the time-t shift
along orbits of the flow of the nonautonomous Hamiltonian function

[
H˜t
]
◦ PQ,t : Σ˜(0) −→ R
where
[
H˜t
]
is a one-parameter family of homogeneous polynomials of degree
k+ 1 in y = (y1, . . . , yd) that is entirely determined by our choice of ψ ∈ Pk.
Moreover, any one-parameter family of homogeneous polynomials of degree
k + 1 in y = (y1, . . . , yd) with t-support in (0, 1) occurs for some ψ ∈ Pk.
Proof. Suppose we make the perturbation Q→ Q+ ψ with ψ ∈ Pk. Recall
from equation (23) that the Hamiltonian of the perturbation is
H¯(y0, y, v0, v) = ψ(y0, y)
d∑
i,j=0
Cij(y0, y)vivj.
Let
H˜t = H¯
∣∣
Σ˜(t)
so that
H˜t(y, v) = ψ(t, y)
[
C00(t, y) + 2
d∑
j=1
C0j(t, y)vj +
d∑
i,j=1
Cij(t, y)vivj
]
.
Recall that l(t) = (γ(t), γ′(t)) where
γ(t) = (t, 0, . . . , 0), γ′(t) = (1, 0, . . . , 0).
It follows from this and the definition of Pk that for each j = 0, 1, . . . , k we
have
J jγ(t)ψ = α(t)J
j
γ(t)β = 0,
and
Jk+1γ(t) ψ = α(t)J
k+1
γ(t) β.
Now, define
[
H˜t
]
to be the (k + 1)-jet at l(t) of H˜t. Then[
H˜t
]
= Jk+1l(t) H˜t = C00(γ(t))α(t)J
k+1
γ(t) β.
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We have
0 6= κ(γ(t), γ′(t)) = C00(γ(t))
by strict convexity. Since along γ, α can be any smooth function in y0 and
β can be any smooth function in y = (y1, . . . , yd) with vanishing k-jet, we
can obtain any one-parameter family of homogeneous polynomials of degree
k + 1 in y = (y1, . . . , yd) by varying our choice of ψ ∈ Pk.
Notice that perturbations ψ ∈ Pk give rise to perturbative vector fields
X¯ satisfying assumptions (i)-(iii) of Proposition 16. Therefore, combining
Proposition 16 and Lemma 17, we find that
Jkl(0)R,t = J
k
l(0)φ
t
X˜t
where
X˜t = P
∗
0,t
(
X¯
∣∣
Σ˜(t)
)
.
Since P ∗0,t is determined by the 1-jet of the symplectic map P0,t, and since H˜t
is the Hamiltonian function with Hamiltonian vector field X¯
∣∣
Σ˜(t)
, the k-jet
of X˜t is the k-jet of the Hamiltonian vector field with Hamiltonian function[
H˜t
]
◦ P0,t.
4.2 k-General Position of Families of Poincare´ Maps
Recall that the set J1s (d) of 1-jets of symplectic automorphisms of R2d that
fix the origin is just the set Sp(2d,R) of real 2d × 2d symplectic matrices,
that is, matrices σ satisfying
σTΩσ = Ω
where
Ω =
(
0 Id
−Id 0
)
is the standard symplectic matrix.
Let Rk[y, v] denote the set of real homogeneous polynomials of degree k
in (y, v) = (y1, . . . , yd, v1, . . . , vd). This is a real vector space of dimension
N = dimRk[y, v] =
(
2d− 1 + k
k
)
. (42)
Definition A vector of matrices (σ1, . . . , σN) ∈ Sp(2d,R)N is k-general if
there are homogeneous polynomials f1, . . . , fN ∈ Rk[y] such that
{f1 ◦ σ1, . . . fN ◦ σN}
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forms a basis of Rk[y, v]. Write
Gk =
{
(σ1, . . . , σN) ∈ Sp(2d,R)N : (σ1, . . . , σN) is k-general
}
.
Proposition 19. Gk is open and dense in Sp(2d,R)N for each k ∈ N.
Proof. Let F (y, v) = yk1 . It is shown in [13] (Proposition 6) that the set{
(σ1, . . . , σN) ∈ Sp(2d,R)N : {F ◦ σ1, . . . , F ◦ σN} is a basis of Rk[y, v]
}
is dense in Sp(2d,R)N . This set is contained in Gk, so Gk is dense. Since a
sufficiently small perturbation of a basis is a basis, Gk is open.
The following basic linear algebra result is the key step in passing from
the C∞ to the Cω topology.
Lemma 20. Let N ∈ N and let V be an N-dimensional vector space. Let
u1, . . . , uN , v1, . . . , vN ∈ V and ∗ > 0 such that
u1 + 
∗v1, . . . , uN + 
∗vN (43)
is a basis of V . Then
u1 + v1, . . . , uN + vN (44)
is a basis of V for all but a finite number of  ∈ [0, ∗].
Proof. Consider the matrix
A() = [u1 + v1| · · · |uN + vN ]
and the degree N polynomial
f() = det(A()).
Then the vectors (44) form a basis of V if and only if f() 6= 0. Since (43) is
a basis of V , we have f(∗) 6= 0. Therefore f has at most N zeros in [0, ∗],
and so there are at most N values of  ∈ [0, ∗] for which (44) is not a basis
of V .
Definition Let {σt}t∈[0,1] be a one-parameter family of symplectic automor-
phisms of R2d that fix the origin. This family is k-general if there are times
t1, . . . , tN ∈ [0, 1] such that(
J10σt1 , . . . , J
1
0σtN
) ∈ Gk.
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Proposition 21. Let Q ∈ V, and let M = M(Q). Let γ : [0, 1] → M
denote a nonconstant geodesic segment with no self-intersections, and let
l : [0, 1] → M denote the corresponding orbit segment l = (γ, γ′) of the
geodesic flow. Let (y0, y) denote Fermi coordinates adapted to γ, and (v0, v)
the corresponding tangent coordinates. Denote by Σ˜(t) the transverse section
defined by the equations y0 = t, v0 = 1. Let
PQ,t : Σ˜(0) −→ Σ˜(t)
denote the restriction of the Poincare´ map to Σ˜(0). Arbitrarily close to Q
in V we can find Q˜ such that if PQ˜,t : Σ˜(0) → Σ˜(t) denotes the perturbed
Poincare´ map, then the family of differentials{
Dl(0)PQ˜,t : Tl(0)Σ˜(0) −→ Tl(t)Σ˜(t)
}
t∈[0,1]
is k-general.
Proof. Let φt denote the geodesic flow and X = Ω∇H its Hamiltonian vector
field. Define W : [0, 1]→ Sp(2d,R) by
W (t) = Dl(0)φ
t
∣∣
Σ˜(0)
.
The formula
d
dt
Dφt = DX ◦ φtDφt
for the first variation of the flow implies that W is the solution of the initial
value problem
W ′(t) =
 ∂2H∂v∂y (l(t)) ∂2H∂v2 (l(t))
−∂2H
∂y
2 (l(t)) − ∂
2
H
∂y∂v
(l(t))
W (t), W (0) = I2d. (45)
Recall P1 denotes the space of perturbations with vanishing 1-jet (see Section
4.1). Make the perturbation Q → Q + ψ with ψ ∈ P1, and replace H in
(45) by H = H + H¯ +O(
2) (see equation (23) for the definition of H¯). Up
to terms of order 2, we have
• ∂2H
∂vk∂yl
(l(t)) = 0
• ∂2H
∂vk∂vl
(l(t)) = δkl
• ∂2H
∂yk∂yl
(l(t)) = Rkl(t) + C00(t, 0)
∂
2
ψ
∂yk∂yl
(l(t))
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where
Rkl(t) =
1
2
∂2g00
∂yk∂yl
(t, 0).
Define
ψ(y0, y) = C00(y0, 0)
−1
d∑
i≤j=1
uij(y0)yiyj
so that ψ is a finite sum of functions in P1. Then, up to terms of order 2,
(45) becomes
W ′(t) =
(
0 Id
−R(t) 0
)
W (t), W (0) = I2d (46)
where
R(t) = R(t) + 
(
uij(t)
)
i,j=1,...,d
(47)
and
uji ≡ uij. (48)
Moreover the functions uij(t) can be whatever we like, so long as together
they form a symmetric matrix. Notice that equations (46), (47), and (48)
describe exactly the same system with the same freedom of choice of pertur-
bation as equations (13) and (14) of [38]. Therefore we may apply results
from that paper.
Now fix some small  > 0 and consider the map
S,t : P1 −→ Sp(2d,R)
ψ 7−→ Dl(0)PQ+ψ,t.
By Proposition 4.2 and Lemma 4.3 of [38], S,t is surjective in a neighbour-
hood of the trivial perturbation for each t ∈ (0, 1) and  > 0. Let N be as
in (42) and choose 0 < t1 < · · · < tN < 1. By Proposition 19, Gk is dense.
Therefore we can choose ψ˜1, . . . , ψ˜N ∈ P1 such that
ψ˜j(y0, y) = αj(y0)βj(y)
with supp(αj) ⊆ (tj−1, tj) (see Figure 2), and if
ψ˜ = ψ˜1 + · · ·+ ψ˜N
then {
Dl(0)PQ+ψ˜,t : Tl(0)Σ˜(0) −→ Tl(t)Σ˜(t)
}
t∈[0,1]
31
Figure 2: X¯j is the perturbation of the geodesic flow vector field correspond-
ing to the perturbation ψj of the hypersurface.
is k-general. Choose some small ∗ > 0 and write
ψ˜j = 
∗ψj, ψ˜ = 
∗ψ = ∗
N∑
j=1
ψj. (49)
Then there are homogeneous polynomials f1, . . . , fN ∈ Rk[y] such that if for
 ∈ [0, ∗] we let
σj, = Dl(0)PQ+ψ,tj
then
f1 ◦ σ1,∗ , . . . , fN ◦ σN,∗
is a basis of Rk[y, v]. Shrinking ∗ and redefining (49) if necessary, we may
assume that
f1 ◦ σ1 + ∗f¯1, . . . , fN ◦ σN + ∗f¯N
is a basis of Rk[y, v], where σj = σj,0 and
f¯j =
d
d
∣∣∣∣
=0
σj, ∈ Rk[y, v].
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By Lemma 20, there are at most finitely many  ∈ (0, ∗) for which
f1 ◦ σ1 + f¯1, . . . , fN ◦ σN + f¯N
is not a basis of Rk[y, v]. Then, since a sufficiently small perturbation of a
basis is a basis, {
Dl(0)PQ+ψ,t : Tl(0)Σ˜(0) −→ Tl(t)Σ˜(t)
}
t∈[0,1]
is k-general for arbitrarily small values of .
Now, we can approximate Q+ ψ arbitrarily well by a real-analytic fam-
ily Q ⊂ V . Since Gk is open, the k-general property will still hold for
{Dl(0)PQ,t}t∈[0,1]. By taking  to be smaller, we can find Q˜ = Q as close
to Q in V as is required with the k-general property holding, as it holds for
arbitrarily small values of the parameter.
4.3 Proof of Theorem 2
Assume now that we have the same setup as in Section 4.1 with Fermi co-
ordinates (y0, y) and tangent coordinates (v0, v) around an orbit segment
l = (γ, γ′) : [0, 1]→ TM(Q) of the geodesic flow for some Q ∈ V . Moreover,
recall Pk denotes the (locally-supported) perturbation space. Let Xk denote
the set of Q˜ ∈ V such that there is ψ ∈ Pk, a real-analytic family Q ⊂ V ,
and small ∗ such that:
(I) Q0 ≡ Q;
(II) Q approximates Q+ ψ sufficiently well in the C
k-topology; and
(III) Jkγ(t)
d
d
∣∣
=0
Q = J
k
γ(t)ψ for all t ∈ [0, 1].
Remark 5. Suppose Q˜ ∈ Xk with Q = Q∗ where Q is a real-analytic
family satisfying the above conditions. Notice this implies that Q ∈ Xk for
all  between 0 and ∗. It follows that we can find Q˜ ∈ Xk arbitrarily close to
Q in V.
Let
pik : J
k
s (d) −→ Jk−1s (d)
denote the projection by truncation. Define the map
Sk : X
k −→ Jks (d)
33
as follows. Let Q˜ ∈ Xk. Then there is a real-analytic family Q ⊂ V , a
function ψ ∈ Pk, and ∗ > 0 such that conditions (I)-(III) hold. Let
Sk(Q) = J
k
γ(0)RQ,1
where
RQ,t = P
−1
Q,t ◦ PQ,t.
Then Sk is well-defined. Moreover Sk maps elements of X
k to the kernel of
pik in J
k
s (d).
Proposition 22. Suppose the family of differentials{
Dl(0)PQ,t : Tl(0)Σ˜(0) −→ Σ˜(t)
}
t∈[0,1]
is (k + 1)-general for some k. Then there is an open neighbourhood Uk of Q
in Xk such that
Sk|Uk : Uk −→ ker(pik)
is an open map.
Since the proof of this proposition is analogous to the proof of Proposition
5.1 in [28], it is not included here.
Proof of Theorem 2. Let notation be as it is in the statement of Theorem 2.
We may assume that there are Fermi coordinates (y0, y) and sections Σ˜(t)
defined as in (41) such that Σ0 = Σ˜(0) and Σ1 = Σ˜(1). Due to Proposition
21, we may assume without loss of generality that the family of differentials of
the Poincare´ maps along the orbit l = (γ, γ′) corresponding to Q is s-general
for each s = 2, . . . , k + 1. Define the map
S : Xk −→ Jks (d)
Q˜ = Q 7−→ Jkl(0)RQ˜,1.
Proposition 22 guarantees that S is an open map in a neighbourhood U of
Q in Xk ⊂ V . Since J is dense in Jks (d) we can find Q˜ ∈ Xk arbitrarily close
to Q in V (see Remark 5) such that
Jkl(0)PQ˜,1 ∈ J .
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5 Transversality and the Kupka-Smale The-
orem
Recall that a submanifold N of a symplectic manifold (M,ω) is called La-
grangian if the restriction of ω to TN vanishes identically, and the dimension
of N is maximal with respect to this property (i.e. dimN = 1
2
dimM). A
proof of the following lemma can be found in Appendix A of [17].
Lemma 23. If a Lagrangian submanifold N is contained in an energy level
H−1(E) of a Hamiltonian function H, then the Hamiltonian vector field as-
sociated with H is tangent to N .
The following local perturbation result allows us to make a heteroclinic in-
tersection transverse in a neighbourhood of a heteroclinic point using locally-
supported perturbations. In practice, we will make these locally-supported
perturbations and then approximate by a real-analytic family to ensure we
remain in the space V . This lemma is an adaptation of Lemma 2.6 in [17].
Lemma 24. Let Q ∈ V and M = M(Q), and suppose γ, η are hyperbolic
closed geodesics on M (where γ is allowed to equal η). Let θ ∈ W u(γ) be
sufficiently close to γ, and assume that the projection pi : TM → M is a
diffeomorphism in a neighbourhood of θ in W u(γ). Assume moreover that
θ ∈ T 1M has unit length. Then for any sufficiently small neighbourhoods
U1 ⊂ U2 ⊂ U3 of θ in W u(γ), there is a C∞ bump function ψ : Rd+2 → R
such that
supp(ψ) ∩M ⊆ pi(U3)
and, with M = M(Q + ψ), for sufficiently small values of  so that γ, η
are still hyperbolic closed geodesics, the connected component of W u(γ) ∩ U1
containing θ is transverse to W s(η).
Proof. Since θ is sufficiently close to γ, we may pass to Fermi coordinates
(y0, y) = (y0, y1, . . . , yd) adapted to γ (see Section 2.4). Let (v0, v) =
(v0, v1, . . . , vd) denote the corresponding tangent coordinates. Then we know
that the geodesic flow is the flow of the Hamiltonian function
H(y0, y, v0, v) =
1
2
d∑
i,j=0
gij(y0, y)vivj.
Since pi|Wu(γ) is a diffeomorphism in a neighbourhood of θ, the connected
component W of W u(γ) ∩ U3 containing θ is
W = graph(v∗) = {((y0, y), v∗(y0, y)) : (y0, y) ∈ pi(W )}
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where v∗ = (v∗0, v∗1, . . . , v∗d). A result of Robinson implies that there is a
C∞ smooth potential V (that does not necessarily correspond to a geodesic
flow) such that
supp(V ) ⊆ U2
and if we write
H˜ = H + V
then the perturbed unstable manifold W˜ u (γ) corresponding to the Hamilto-
nian flow of H˜ is transverse to the unperturbed stable manifold W
s(η) in
a neighbourhood U1 of θ for arbitrarily small values of the parameter [39].
Since W s(η) is unchanged up to the support of the perturbation, the new
stable and unstable manifolds are transverse.
Let W denote the connected component of W˜
u
 (γ) ∩ U3 containing θ. If
 is small enough then pi|W is still a diffeomorphism, so we can write
W = graph(v∗ + v¯∗) = {((y0, y), v∗(y0, y) + v¯∗(y0, y)) : (y0, y) ∈ pi(W)}.
Now make the perturbation Q→ Q+ ψ and consider the perturbed metric
g = g + g¯ +O(
2)
where
g¯(y0, y) = 2ψ(y0, y)C(y0, y).
The Hamiltonian of the perturbed geodesic flow is
H(y0, y, v0, v) =
1
2
g(y0, y)((v0, v), (v0, v))+
1
2
g¯(y0, y)((v0, v), (v0, v))+O(
2).
On the manifold W we have
g(y0, y)(v∗(y0, y) + v¯∗(y0, y), v∗(y0, y) + v¯∗(y0, y)) =
= g(y0, y)(v∗(y0, y) + v¯∗(y0, y), v∗(y0, y) + v¯∗(y0, y))+
+ g¯(v∗(y0, y), v∗(y0, y)) +O(
2)
= g(y0, y)(v∗(y0, y), v∗(y0, y))+
+  [2ψ(y0, y)κ((y0, y), v∗(y0, y)) + 2g(y0, y)(v∗(y0, y), v¯∗(y0, y))] +O(
2).
Notice that the term of order  vanishes if we let
ψ(y0, y) =
{
−g(y0,y)(v∗(y0,y),v¯∗(y0,y))
κ((y0,y),v∗(y0,y))
if (y0, y) ∈ U2
0 if (y0, y) /∈ U3
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with a smooth transition on U3 \ U2. This is finite by the strict convexity of
M . Consider the truncated perturbed Hamiltonian
H∗ = H + H¯
where we have removed the terms of order 2. On the manifold W we have
H∗ ((y0, y), v∗(y0, y) + v¯∗(y0, y)) = H((y0, y), v∗(y0, y)) =
1
2
since
W = graph(v∗) ⊂ T 1M.
It follows that
W ⊂ (H∗ )−1
(
1
2
)
.
It is well-known that the stable and unstable manifolds of a hyperbolic peri-
odic orbit of a Hamiltonian flow are Lagrangian submanifolds. Therefore, by
Lemma 23, the Hamiltonian vector field of H∗ is tangent to W. It follows
that W is a piece of the unstable manifold of γ with respect to the flow of
H∗ . Moreover, W is transverse to W
s(η). Since H is O(
2)-close to H∗ , the
unstable manifold of γ is transverse to the stable manifold of η with respect
to H in the neighbourhood U1 of θ.
The following result is also useful. A proof can be found in [35] (Propo-
sition 2.11), for example.
Proposition 25. Let φt : TM → TM denote the geodesic flow, pi : TM →
M the canonical projection, and let θ ∈ TM . Suppose L ⊂ TθTM is a
Lagrangian subspace. Then the set{
t ∈ R : Dθφt(L) ∩ ker
(
Dφt(θ)pi
)
6= {0}
}
is discrete.
Remark 6. In Lemma 24, it is assumed that the restriction of the projection
pi : TM → M to W u(γ) is a diffeomorphism in a neighbourhood of a point
θ ∈ W u(γ). Proposition 25 combined with the inverse function theorem tells
us that this assumption fails to be true on an at most countable set of points on
the orbit of θ. Therefore if we start at a point θ ∈ W u(γ) where the projection
is not a diffeomorphism, then we can find arbitrarily small t so that it is a
diffeomorphism at φt(θ), and so we can apply the lemma. Since transversality
of stable and unstable manifolds is a property of orbits and not just points, if
the perturbed invariant manifolds are transverse in a neighbourhood of φt(θ),
then they are transverse in a neighbourhood of θ.
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Theorem 26. Let Q ∈ V and M = M(Q), and suppose γ, η are hyperbolic
closed geodesics with a heteroclinic (or homoclinic in the case where γ = η)
connection. Then there is Q˜ arbitrarily close to Q in V such that γ, η are
still hyperbolic closed geodesics on M(Q˜), and the connection between γ and
η is transverse.
Proof. Suppose W u(γ) ∩W s(η) 6= ∅. Recall that a fundamental domain for
the geodesic flow φt on W u(γ) is a subset of W u(γ) that intersects every orbit
of φt|Wu(γ) exactly once. We can find arbitrarily small fundamental domains
arbitrarily close to γ. Let K ⊂ W u(γ) be a sufficiently small compact set,
sufficiently close to γ, such thatK contains a fundamental domain of φt|Wu(γ).
Let θ1 ∈ K, and suppose pi|Wu(γ) is a diffeomorphism in a neighbourhood
K1 of θ1, where K1 is sufficiently small (i.e. K1 plays the role of the set U1
in Lemma 24). Then, by Lemma 24, there is a locally supported function
ψ1 such that for arbitrarily small values of , the connected component of
W u(γ)∩K1 containing θ1 is transverse to W s(η) on the manifold M(Q+ψ1).
If θ1 does not have the property that pi|Wu(γ) is a diffeomorphism in a
neighbourhood of θ1, then we can find some small time t such that φ
t(θ1)
does have that property, by Proposition 25. Then let K¯1 denote a sufficiently
small neighbourhood of φt(θ1) where we can apply Lemma 24 to find the
appropriate perturbation ψ1, localised near φ
t(θ1). Let K1 = φ
−t(K¯1). Then
for arbitrarily small values of  we get transversality of W s(η) and W u(γ) in
the set K1 ∩M(Q+ ψ1) (see Remark 6).
Since K is compact, there is n ∈ N such that for j = 1, . . . , n we have a
neighbourhood Kj of θj in W
u(γ) and locally supported functions ψj such
that W s(η) and W u(γ) are transverse in Kj on the manifold M(Q + ψj),
and
K ⊂
n⋃
j=1
Kj.
We first make a sufficiently small perturbation Q→ Q+1ψ1 to get transver-
sality on K1. Since the property of W
s(η) and W u(γ) being transverse in
K1 is open, we may then find sufficiently small 2 such that if we make the
perturbation Q+ 1ψ1 → Q+ 1ψ1 + 2ψ2, we obtain transversality of W s(η)
and W u(γ) in K2 without destroying the transversality in K1. Repeating this
process n times, each time taking care not to destroy transversality in the
previous neighbourhood Kj, we find that there are arbitrarily small values
of the parameters  = (1, . . . , n) such that if
Q˜ = Q+
n∑
j=1
jψj,
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then the stable manifold of η is transverse to the unstable manifold of γ
on the manifold M(Q˜). We can now approximate Q˜ arbitrarily well by
an n-parameter real-analytic family Q of functions. If the approximation
is sufficiently good in the C4-topology, then η, γ are still hyperbolic closed
geodesics on the manifold M(Q), and W
s(η),W u(γ) are still transverse for
arbitrarily small values of . Therefore we can take  small enough to find
Q˜ arbitrarily close to Q in V for which we get the desired transversality
property.
Proof of Theorem 3. Let N ∈ N and let H(N) denote the set of Q ∈ V for
which the k-jet of the Poincare´ map of every closed geodesic of length at
most N in M(Q) lies in J . Intersect J with the set of k-jets of symplectic
automorphisms of R2d whose linearisation at the origin does not have an
eigenvalue equal to 1. Then J is still open, dense, and invariant. On such
a manifold M(Q) there can be only finitely many periodic orbits of length
at most N (see Lemma 11). Therefore H(N) is open since J is. By Lemma
8 and Lemma 13, there is an open and dense set B(N) ⊂ V such that
for all Q ∈ B(N), every closed geodesic of length at most N on M(Q) is
nondegenerate. By Lemma 11, for each Q in B(N), the manifold M(Q)
admits only finitely many closed geodesics of length at most N .
Now, let Q0 ∈ V . Arbitrarily close to Q0 we can find Q1 ∈ B(N) since
B(N) is dense. Then there are only finitely many closed geodesics of length
at most N on M(Q1). Therefore we can apply Theorem 2 to each of these
closed geodesics to find some Q2 arbitrarily close to Q1 such that the k-jet of
the Poincare´ map of every closed geodesic of length at most N in M(Q2) is
in J . Therefore Q2 ∈ Hk(N). Since Q2 is arbitrarily close to Q0, this proves
that H(N) is dense. This proves part (i) of Theorem 3.
Let K(N) denote the set of Q ∈ H(N) such that if γ, η are hyperbolic
closed geodesics on M(Q) of length at most N , then W s(η),W u(γ) are trans-
verse. Since transversality is an open property, K(N) is open. It remains to
prove that K(N) is dense.
Let Q ∈ H(N), and let γ, η be hyperbolic closed geodesics on M(Q) of
length at most N . If there is no heteroclinic connection (or homoclinic if
γ = η) between γ and η, or if any such connection is transverse, there is
nothing to prove. Otherwise, there is a non-transverse intersection. We may
then apply Theorem 26 to make this intersection transverse.
Repeating this process for each pair of hyperbolic closed geodesics of
length at most N completes the proof of density of K(N). It follows that
K =
⋂
N∈N
K(N)
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is the residual set we are looking for.
6 Generic Existence of Hyperbolic Sets on
Surfaces
In this section it is shown that the geodesic flow with respect to the Euclidean
metric on real-analytic, closed, and strictly convex surfaces in R3 generically
(i.e. on a Cω open and dense set) has a nontrivial hyperbolic basic set as
a result of Theorems 2 and 26 and an argument of Knieper and Weiss [30],
thus proving Theorem 4. Since a surface M = M(Q) having a hyperbolic set
for its geodesic flow is a C4-open property of Q ∈ V , it is required to show
only that it is dense.
Let Q ∈ V , M = M(Q), and recall that φt : TM → TM denotes the
geodesic flow with respect to the Euclidean metric on M . Since M is topo-
logically a 2-sphere, the theorem of the three closed geodesics implies that
M has at least three geometrically distinct simple closed geodesics [8] (see
also [27]). By Theorem 2, we may assume (replacing Q by a sufficiently
close Q˜ ∈ V if necessary) that M has a hyperbolic closed geodesic η. Let
γ : T→ M be a simple closed geodesic that is distinct from η, and consider
the annulus A = T × [0, pi]. Notice that the simple closed curve γ divides
M into two hemispheres. Since M is strictly convex, a theorem of Birkhoff
(Section VI, 10 of [10]) implies that there is a well-defined smooth function
τ : Int(A) → R defined as follows. If (ϕ, y) ∈ Int(A) and x = γ(ϕ), then
there is a uniquely defined unit tangent vector u ∈ T 1xM pointing into the
northern hemisphere and making an angle y with γ′(ϕ). Then τ(ϕ, y) is the
minimum value of t > 0 for which (x¯, u¯) = φt(x, u) consists a point x¯ on the
curve γ and a unit tangent vector u¯ ∈ T 1x¯M pointing again into the northern
hemisphere. The function τ is then extended smoothly to ∂A.
This implies the existence of a global Poincare´ map P : A→ A defined as
follows. If (ϕ, y) ∈ A and (x, u) are as above, then let (x¯, u¯) = φτ(ϕ,y)(x, u).
Then there is ϕ¯ ∈ T such that x¯ = γ(ϕ¯). Since u¯ is pointing into the
northern hemisphere, the angle y¯ between u¯ and γ′(ϕ¯) is in [0, pi]. Then
P (ϕ, y) = (ϕ¯, y¯) (see Figure 3). Notice that both ∂A and Int(A) are invariant
sets for P . Moreover, since η is a hyperbolic closed geodesic on M , P has a
hyperbolic n-periodic point z∗ ∈ Int(A), which is a hyperbolic fixed point of
the map f = P n. Therefore the following theorem of Mather applies [32].
Theorem 27 (Mather). Let U ⊆ S2 be an open set, and let f : U →
f(U) ⊆ S2 be a symplectic diffeomorphism with a hyperbolic fixed point z∗ ∈
U . Suppose the closure of the branches of the stable and unstable manifolds
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of z∗ are contained in U . Then either z∗ is part of a heteroclinic connection,
or the four stable and unstable branches of z∗ have the same closure.
Suppose z∗ is part of a heteroclinic connection. Then the hyperbolic
closed geodesic η is part of a heteroclinic connection for φt. Therefore by
Theorem 26 there is Q˜ arbitrarily close to Q in V such that the hyperbolic
closed geodesic η persists as part of a transverse heteroclinic connection.
Taking a global Poincare´ map P˜ as above corresponding to some geodesic γ
on M(Q˜), we find that P˜ has hyperbolic periodic points with transverse het-
eroclinic connections. This implies that P˜ has positive topological entropy.
Since P˜ is a map of a two-dimensional manifold, a well-known result of Ka-
tok implies that P˜ therefore has a hyperbolic periodic orbit with a transverse
homoclinic [25]. It follows that the geodesic flow on M(Q˜) has a nontrivial
hyperbolic basic set.
The other possibility, according to Theorem 27, is that the four stable
and unstable branches of z∗ have the same closure. In that case we apply
the following result of Knieper and Weiss [30].
Figure 3: Birkhoff proved that if M is a strictly convex surface in R3, then a
simple closed geodesic gives rise to a global Poincare´ map P : (ϕ, y) 7→ (ϕ¯, y¯).
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Proposition 28 (Knieper and Weiss). Let A be a surface to which the Jordan
curve theorem can be applied, and let f : A→ A be a diffeomorphism with a
hyperbolic fixed point z∗. Suppose the closure of a branch of W s(z∗) coincides
with a branch of W u(z∗). Then the two branches have a topological crossing.
Notice that a topological crossing does not necessarily mean a transverse
crossing, as the branches may be tangent at the point of intersection. How-
ever, it turns out that a topological crossing, transverse or otherwise, implies
positive topological entropy for a diffeomorphism f of a surface A [12, 29].
Therefore we can again apply Katok’s theorem to find that f has a hyper-
bolic periodic orbit with a transverse homoclinic, so in this case the geodesic
flow on M has a nontrivial hyperbolic basic set, where no perturbation has
been made.
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