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Introduction
The work is dedicated to investigating a limiting procedure for extend-
ing “local” integral operator equalities to the “global ” ones in the sense
explained below, and to applying it to obtaining generalizations of the
Newton-Leibnitz formula for operator-valued functions for a wide class of
unbounded operators.
The integral equalities considered in the work have the following form
(1) g(RF)
∫
fx(RF) dµ(x) = h(RF).
They involve functions of the kind
X ∋ x 7→ fx(RF) ∈ B(F),
where X is a general locally compact space, F is a suitable Banach subspace
of a fixed complex Banach space G, for example F = G. The integrals are
with respect to a general complex Radon measure on X and with respect to
the σ(B(F),NF)− topology
1 on B(F). RF is a possibly unbounded scalar type
spectral operator in F such that σ(RF) ⊆ σ(RG), and for all x ∈ X, fx and g, h
are complex-valued Borelian maps on the spectrum σ(RG) of RG.
If F , G we call the integral equalities (1) “local”, while if F = G we call
them “global”.
Let G be a complex Banach space and B(G) the Banach algebra of all
bounded linear operators on G. Scalar type spectral operators in G were
defined in [DS] Definition 18.2.12. 2 (see Section 1), and were created for
providing a general Banach space with a class of unbounded linear opera-
tors for which it is possible to establish a Borel functional calculus similar
to the well-known one for unbounded self-adjoint operators in a Hilbert
space.
1 Here NF is a suitable subset of B(F)
∗, the topological dual of B(F), associated with the
resolution of the identity of RF.
2 For the special case of bounded spectral operators on G see [Dow].
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We start with the following useful formula 3 for the resolvent of T
(2) (T − λ1)−1 = i
∫ 0
−∞
e−itλeitT d t.
Here λ ∈ C is such that Im(λ) > 0 and the integral is with respect to the
Lebesguemeasure andwith respect to the strong operator topology on B(G)
4. It is known that this formula holds for
(1) any bounded operator T ∈ B(G) on a complex Banach spaceGwith
real spectrum σ(T), see for example [LN];
(2) any infinitesimal generator T of a strongly continuous semi-group
in a Banach space, seeCorollary 8.1.16. of [DS], in particular for any
unbounded self-adjoint operator T : D(T) ⊂ H → H in a complex
Hilbert space H.
Next we consider a more general case. Let S be an entire function and
L > 0, then the Newton-Leibnitz formula
(3) R
∫ u2
u1
d S
dλ
(tR) d t = S(u2R) − S(u1R),
for all u1, u2 ∈ [−L, L] was known for any element R in a Banach algebra
A, where S(tR) and dSdλ (tR) are understood in the standard framework of
analytic functional calculus on Banach algebras, while the integral is with
respect to the Lebesguemeasure in the norm topology onA see for example
[Rud, Dieu, Schw]. If E is the resolution of the identity of R then for all
U ∈ B(C) 5
L∞E (U) +
{
f : C→ C | ‖ fχU‖
E
∞ < ∞
}
.
Here χU : C→ C is equal to 1 in U and 0 in ∁U and for all maps F : C→ C
‖F‖E∞ + E − ess sup
λ∈C
|F(λ)| + inf
{δ∈B(C)|E(δ)=1}
sup
λ∈δ
|F(λ)|.
See [DS].
We say (see Definition 2.11) that N is an E−appropriate set if
(1) N ⊆ B(G)∗ linear subspace;
3 An important application of this formula is made in proving the well-known Stone theo-
rem for strongly continuous semigroups of unitary operators in Hilbert space, see Theorem
12.6.1. of [DS]. In [Dav] it has been used for showing the equivalence of uniform conver-
gence in strong operator topology of a one-parameter semigroupdepending on a parameter
and the convergence in strong operator topology of the resolvents of the corresponding
generators, Theorem 3.17.
4Notice that if ζ + −iλ and Q + iT, then the equality (2) turns into
(Q + ζ1)−1 =
∫ ∞
0
e−tζe−Qt d t,
which is referred in IX.1.3. of [Kat] as the fact that the resolvent of Q is the Laplace trasform
of the semigroup e−Qt. Applications of this formula to perturbation theory are in IX.2. of
[Kat].
5
B(C) is the class of all Borelian sets of C.
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(2) N separates the points of B(G), namely
(∀T ∈ B(G) − {0})(∃ω ∈ N)(ω(T) , 0);
(3) (∀ω ∈ N)(∀σ ∈ B(C)) we have
(4) ω ◦R(E(σ)) ∈ N and ω ◦ L(E(σ)) ∈ N.
Moreover, we say thatN is an E−appropriate set with the duality property
if in addition
(5) N∗ ⊆ B(G).
Here for any Banach algebra A, so in particular for A = B(G), we set
R : A → AA and L : A → AA defined by
(6)
R(T) : A ∋ h 7→ Th ∈ A
L(T) : A ∋ h 7→ hT ∈ A,
for all T ∈ A. Notice that for all T, h ∈ A we have ‖R(T)(h)‖A ≤ ‖T‖A‖h‖A,
and ‖L(T)(h)‖A ≤ ‖T‖A‖h‖A, so
(7) R(T),L(T) ∈ B(A)
with
(8) ‖R(T)‖B(A) ≤ ‖T‖A, ‖L(T)‖B(A) ≤ ‖T‖A.
Since L and R are linear mappings we can conclude that
(9)
L,R ∈ B(A,B(A))‖R‖B(A,B(A)), ‖L‖B(A,B(A)) ≤ 1.
In (5) we mean
(∃Y0 ⊆ B(G))(N
∗
= {Aˆ ↾ N | A ∈ Y0}),
where (·ˆ) : B(G) → (B(G)∗)∗ is the canonical isometric embedding of B(G)
into its bidual.
In the work the following generalizations of (3) are proved for the case
when R : D ⊂ G → G is an unbounded scalar type spectral operator in
a complex Banach space G, in particular when R : D ⊂ H → H is an
unbounded self-adjoint operator in a complex Hilbert space H. Under the
assumptions that S : U → C is an analytic map on an open neighbourhood
U of the spectrum σ(R) of R such that there is L > 0 such that ]− L, L[·U ⊆ U
and
S˜t ∈ L
∞
E (σ(R)),
(˜
d S
dλ
)
t
∈ L∞E (σ(R))
for all t ∈]−L, L[, where (S)t(λ) + S(tλ) and (
d S
dλ )t(λ) +
d S
dλ (tλ) for all t ∈]−L, L[
and λ ∈ U, while for any map F : U → Cwe set F˜ the 0−extension of F to C.
The following statements are proved.
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(1) If
(10)
∫ ∗ ∥∥∥∥∥∥∥
(˜
d S
dλ
)
t
∥∥∥∥∥∥∥
E
∞
d t < ∞
and for all ω ∈ N the map ]− L, L[∋ t 7→ ω
(
d S
dλ (tR)
)
∈ C is Lebesgue
measurable, then in Corollary 2.33 it is proved that formula (3)
holds where the integral is the weak-integral 6 with respect to the
Lebesgue measure and with respect to the σ(B(G),N)−topology
for any E−appropriate set N with the duality property. Moreover
in Corollary 2.34 it is proved that formula (3) also holds when(˜
d S
dλ
)
t
∈ L∞
E
(σ(R)) almost everywhere on ]− L, L[ with respect to the
Lebesgue measure.
(2) In particular it is proved that formula (3) holds where the integral
is theweak-integralwith respect to the Lebesguemeasure andwith
respect to the sigma-weak operator topology, when G is a Hilbert
space (Corollary 2.35).
(3) If in addition to (10), G is a reflexive complex Banach space then in
Corollary 2.36 it is proved that formula (3) holdswhere the integral
is theweak-integralwith respect to the Lebesguemeasure andwith
respect to the weak operator topology.
(4) If
(11) sup
t∈]−L,L[
∥∥∥∥∥∥∥
(˜
d S
dλ
)
t
∥∥∥∥∥∥∥
E
∞
< ∞,
then in Theorem 1.25 it is proved that formula (3) holds where the
integral is with respect to the Lebesgue measure and with respect
to the strong operator topology.
(5) In Theorem 1.23 it is proved that if in addition to the (11)
sup
t∈]−L,L[
‖(˜S)t‖
E
∞ < ∞,
then for all v ∈ D the mapping ]− L, L[∋ t 7→ S(tR)v ∈ G is differen-
tiable, and (∀v ∈ D)(∀t ∈] − L, L[)
(12)
dS(tR)v
dt
= R
dS
dλ
(tR)v.
(6) In Corollary 1.27 formula (2) is deduced from formula (3) for any
unbounded scalar type spectral operator T : D(T) ⊂ G → G in a
complex Banach space G with real spectrum.
6 See formula (20) below.
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In these statements dSdλ (tR) and S(tR) are understood in the framework of
the Borel functional calculus for unbounded scalar type spectral operators
in G. See definition 18.2.10. in Vol 3 of the Dunford-Schwartz monograph
[DS] (also see Section 1 of the work).
In order to prove equality (3) when R is an unbounded scalar type
spectral operator in G, we procede in two steps. First of all we consider
the Banach spaces Gσn + E(σn)G where σn + Bn(0) ⊂ C, with n ∈ N, the
bounded operators Rσn + RE(σn), and their restrictions (Rσn ↾ Gσn) to Gσn .
Then by Key Lemma 1.7 the operators Rσn ↾ Gσn are bounded scalar type
spectral operators on Gσn , and for all x ∈ G
(13) S(R)x = lim
n∈N
S(Rσn ↾ Gσn)E(σn)x,
in G and
(14)
(Rσn ↾ Gσn)
∫ u2
u1
d S
dλ
(t(Rσn ↾ Gσn)) d t = S(u2(Rσn ↾ Gσn)) − S(u1(Rσn ↾ Gσn)).
The second and most important step it is to set up a limiting procedure,
which allows by using the convergence (13) to extend the “local” equality
(14) to the “global” one (3).
As we shall see below such a limiting procedure can be set up in a very
general context. First we wish to point out that the following equalities for
all n ∈ N and t ∈] − L, L[, which follow from Key Lemma 1.7 are essential
for making this limiting procedure possible
(15)
 d Sdλ (tR)E(σn) = d Sdλ (t(Rσn ↾ Gσn))E(σn),S(tR)E(σn) = S(t(Rσn ↾ Gσn))E(σn).
We note that one cannot replace in (14) Rσn ↾ Gσn with the simpler
operator Rσn for the following reason. Although Rσn is a bounded operator
on G for n ∈ N and Rx = limn∈N Rσnx in G, in general Rσn is not a scalar
type spectral operator, hence the expression d Sdλ (tRσn) is not defined in the
Dunford-Schwartz Functional Calculus for scalar type spectral operators,
which turns to be mandatory in the sequel when using general Borelian
maps not necessarily analytic.
Next we formulate a rather general statement allowing, by using a
limiting procedure, to pass from “local” equalities similar to (14) to “global”
ones similar to (3).
We generalize (3) in several directions. We replace
• the operator R to the left of the integral by a function g(R), where
g is a general Borelian map on σ(R) 7,
• the compact set [u1, u2] and the Lebesgue measure on it by a gen-
eral locally compact space X and a complex Radon measure on it
respectively,
7 The most interesting case is when the operator g(R) is unbounded.
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• the map [u1, u2] ∋ t →
(
dS
dλ
)
t
∈ Bor(σ(R)) by the map X ∋ x → fx ∈
Bor(σ(R)) such that f˜x ∈ L∞E (σ(R)) where f˜x is the 0−extension to C
of fx, and the map X ∋ x → fx(R) ∈ B(G) is strongly integrable with
respect to the measure µ; 8
• themap Su2−Su1 by aBorelianmap h on σ(R) such that h˜ ∈ L
∞
E
(σ(R)).
One of the main results of the work is Theorem 1.18 where we prove that if
{σn}n∈N is an E−sequence
9, and 10 for all n ∈N
(16) Rσn ↾ Gσn + RE(σn) ↾ (Gσn ∩Dom(R)),
and for all n ∈N the following local inclusion
(17) g(Rσn ↾ Gσn)
∫
fx(Rσn ↾ Gσn) dµ(x) ⊆ h(Rσn ↾ Gσn)
holds, then h(R) ∈ B(G) and the global equality holds, i.e.
(18) g(R)
∫
fx(R) dµ(x) = h(R).
Here all the integrals are with respect to the strong operator topology.
Nowwe can describe Extension Theorem and the Newton-Leibnitz for-
mula for the integration with respect to the σ(B(G),N)− topology, where N
is a suitable subset of B(G)∗, which, roughly speaking, is theweakest among
reasonable locally convex topologies onB(G), for which the aforementioned
limiting procedure can be performed.
In Section 2 we recall the definition of scalar essential µ−integrability
and the weak-integral of maps defined onX and with values in a Hausdorff
locally convex spaces, where µ is a Radon measure on a locally compact
space X.
Herewe need just to apply these definitions to the case of σ(B(G),N), i.e.
the weak topology on B(G) defined by the standard duality between B(G)
and N where N is a subset of the (topological) dual B(G)∗ of B(G) such that
it separates the points of B(G).
Thus f : X → 〈B(G), σ(B(G),N)〉 is by definition scalarly essen-
tially µ−integrable or equivalently f : X → B(G) is scalarly essentially
µ−integrablewith respect to themeasureµandwith respect to theσ(B(G),N)
8 This means that X ∋ x → fx(R)v ∈ G is integrable with respect to the measure µ for all
v ∈ G, in the sense of Ch 4, §4 of Bourbaki [INT], and the map G ∋ v 7→
∫
fx(R)v ∈ G is a
(linear) bounded operator on G.
9 By definition this means that for all n ∈ N σn ∈ B(C), for all n,m ∈ N n > m ⇒ σn ⊇ σm;
supp(E) ⊆
⋃
n∈N σn; hence we have limn∈N E(σn) = 1 strongly.
10 By Key Lemma 1.7 Rσn ↾ Gσn is a scalar type spectral operator in the complex Banach
space Gσn , but in contrast to the previous case where σn + Bn(0) was bounded, here σn could
be unbounded so it may happen that Gσn * Dom(R) hence the restriction Rσn ↾ Gσn of Rσn to
Gσn has to be defined on the setGσn ∩Dom(R), and it could be an unbounded operator in Gσn
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topology on B(G) if for all ω ∈ N the map ω ◦ f : X → C is essentially
µ−integrable 11, so we can define its integral as the following linear operator
N ∋ ω 7→
∫
ω( f (x))dµ(x) ∈ C.
Let f : X → 〈B(G), σ(B(G),N)〉 be scalarly essentially µ−integrable and
assume that
(19) (∃B ∈ B(G))(∀ω ∈ N)
(
ω(B) =
∫
ω( f (x))dµ(x)
)
.
Notice that the operator B is defined by this condition uniquely. In
this case, by definition f : X → 〈B(G), σ(B(G),N)〉 is scalarly essentially
(µ,B(G))−integrable or f : X → B(G) is scalarly essentially (µ,B(G))−integrable
with respect to the σ(B(G),N)− topology and its weak-integral with respect to
the measure µ and with respect to the σ(B(G),N)− topology or simply its weak-
integral, is defined by
(20)
∫
f (x)dµ(x) + B.
Next we can state Theorem 2.25 , the main result of the work.
Theorem 0.1 ( σ(B(G),N)− Extension Theorem ). Let G be a complex
Banach space, X a locally compact space and µ a complex Radon measure on it.
In addition let R be a possibly unbounded scalar type spectral operator in G, σ(R)
its spectrum, E its resolution of the identity and N an E−appropriate set. Let the
map X ∋ x 7→ fx ∈ Bor(σ(R)) be such that f˜x ∈ L∞E (σ(R)) µ− locally almost
everywhere on X and the map X ∋ x 7→ fx(R) ∈ 〈B(G), σ(B(G),N)〉 be scalarly
essentially (µ,B(G))−integrable. Finally let g, h ∈ Bor(σ(R)) and h˜ ∈ L∞
E
(σ(R)).
If {σn}n∈N is an E−sequence and for all n ∈N
(21) g(Rσn ↾ Gσn)
∫
fx(Rσn ↾ Gσn) dµ(x) ⊆ h(Rσn ↾ Gσn)
then h(R) ∈ B(G) and
(22) g(R)
∫
fx(R) dµ(x) = h(R).
In (21) the weak-integral is with respect to the measure µ and with respect to the
σ(B(Gσn),Nσn )− topology
12, while in (22) the weak-integral is with respect to the
measure µ and with respect to the σ(B(G),N)− topology.
Notice that g(R) is a possibly unbounded operator in G.
We list the most important results that allow to prove Theorem 2.25:
(1) Key Lemma 1.7;
11 See for the definition Ch. 5, §1, n◦3, of [INT]
12
Nσn is, roughly speaking, the set of the restrictions toB(Gσn ) of all the functionals belonging
to N. For the exact definition and properties see Definition 2.20 and Lemma 2.17.
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(2) “Commutation” property (Theorem 2.13):
(23) ∀σ ∈ B(C)
[∫
fx(R)dµ(x), E(σ)
]
= 0;
(3) “Restriction” property (Theorem 2.22): for all σ ∈ B(C) we have
that fx(Rσ ↾ Gσ) ∈ B(Gσ), µ− locally almost everywhere on X,
X ∋ x 7→ fx(Rσ ↾ Gσ) ∈ 〈B(Gσ), σ(B(Gσ),Nσ)〉 is scalarly essentially
(µ,B(Gσ))−integrable, and
(24)
∫
fx(Rσ ↾ Gσ) dµ(x) =
∫
fx(R) dµ(x) ↾ Gσ;
(4) finally the fact that
Dom
(
g(R)
∫
fx(R) dµ(x)
)
is dense in G.
We remark that the reason for introducing the concept of an
E−appropriate set is primarily for obtaining the commutation and restric-
tion properties.
Now we define
(25) Nst(G) + 〈B(G), τst(G)〉
∗
= LC({ψ(φ,v) | (φ, v) ∈ G
∗ × G}).
Here 〈B(G), τst(G)〉
∗ is the topological dual of B(G) with respect to the strong
operator topology,ψ(φ,v) : B(G) ∋ T 7→ φ(Tv) ∈ C, while LC(J) is the complex
linear space generated by the set J ⊆ B(G)∗. Then σ(B(G),Nst(G)) is the
weak operator topology on B(G) and Nst(G) is an E−appropriate set for any
spectral measure E.
Moreover we set in the case in which G is a complex Hilbert space
Npd(G) + predual of B(G),
which is by definition the linear space of all sigma-weakly continuous linear
functionals on B(G).
Note that
(26) Npd(G)
∗
= B(G).
(See statement (iii) of Theorem 2.6., Ch. 2 of [Tak], or Proposition 2.4.18
of [BR]). Here we mean that the normed subspace Npd(G)
∗ of the bidual
(B(G)∗)∗ is isometric to B(G), through the canonical embedding of B(G) into
(B(G)∗)∗.
Hence we can apply the Extension Theorem 2.25 to the caseN + Nst(G),
or N + Npd(G) and use the following additional property which is proved
in Proposition 2.23
(27) (Nst(G))σ = Nst(Gσ), and (Npd(G))σ = Npd(Gσ).
The reason of introducing the concept of duality property
for E−appropriate set is primarly for assuring that a map f :
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X → 〈B(G), σ(B(G),N)〉 scalarly essentially µ−integrable is also
(µ,B(G))−integrable.
As an application of this fact and of the Extension theorem we obtain
the Newton-Leibnitz formula in (3) by replacing A with B(G), R with an
unbounded scalar type spectral operator in a complex Banach space G,
by considering S analytic in an open neighbourhood U of σ(R) such that
] − L, L[·U ⊆ U, and the integral with respect to the σ(B(G),N)−topology,
whereN is an E−appropriate setwith the duality property (Corollary 2.33).
Finally in a similar wayweobtain the corresponding results for the cases
of the sigma-weak operator topology (Corollary 2.35), and for the cases of
weak operator topology (Corollary 2.36). The last result is a complement to
Theorem 1.25.

Summary of the main results
Let G be a complex Banach space, R an unbounded scalar type spectral
operator in G, for example an unbounded self-adjoint operator in a Hilbert
space, σ(R) its spectrum and E its resolution of identity. The main results
of the work are the following ones.
(1) Extension procedure leading from local equality (21) to global
equality (22) for integrationwith respect to theσ(B(G),N)−topology
(Theorem 2.25 if N is an E−appropriate set and Corollary 2.26 if N
is an E−appropriate set with the duality property).
(2) Extension procedure leading from local equality (21) to global
equality (22) for integration with respect to the sigma-weak topol-
ogy ( Corollary 2.28 and Theorem 2.29) and for integration with
respect to the weak operator topology (Corollary 2.27 and Theo-
rem 2.30 or Theorem 1.18 and Corollary 1.19).
(3) Newton-Leibnitz formula (3) for a suitable analytic map S for in-
tegration with respect to the σ(B(G),N)− topology, where N is an
E−appropriate set with the duality property (Corollary 2.33 and
Corollary 2.34); for integration with respect to the sigma-weak
topology (Corollary 2.35) and for integration with respect to the
weak operator topology (Corollary 2.36 and Theorem 1.25).
(4) Differentiation formula (12) for a suitable analytic map S ( Theorem
1.21 and Theorem 1.23).
(5) A newproof for the resolvent formula (2) via formula (3) (Corollary
1.27).
15

CHAPTER 1
Extension theorem. The case of the strong operator
topology
1. Key lemma
Preliminaries 1.1. Integrals of bounded Borelian functions with re-
spect to a vector valued measure. In the sequel G + 〈G, ‖ · ‖G〉 will be a
complex Banach space. Denote by Pr(G) the class of all projectors onG, that
is the class of P ∈ B(G) such that P2 = P. Consider a Boolean algebra BX,
see Sec. 1.12 of [DS], of subsets of a set X, with respect to the order relation
defined by σ ≥ δ ⇔ σ ⊇ δ and complemented by the operation σ′ + ∁σ. In
particular BX contains ∅ and X and is closed under finite intersection and
finite union.
The map E : BX → B(G) is called a spectral measure in G on BX, or
simply on X if X is a topological space and BX is the Boolean algebra of its
Borelian subsets, if
(1) E(BX) ⊆ Pr(G);
(2) (∀σ1, σ2 ∈ BX)(E(σ1 ∩ σ2) = E(σ1)E(σ2));
(3) (∀σ1, σ2 ∈ BX)(E(σ1 ∪ σ2) = E(σ1) + E(σ2) − E(σ1)E(σ2));
(4) E(X) = 1;
(5) E(∅) = 0.
(See Definition 15.2.1 of [DS]).
If condition (3) is replaced by condition
(3′)(∀σ1, σ2 ∈ BX | σ1 ∩ σ2 = ∅)(E(σ1 ∪ σ2) = E(σ1) + E(σ2)),
we obtain an equivalent definition.
Notice that if E is a spectral measure in G on BX, then it is a Boolean
homomorphism onto the Boolean algebra E(BX) with respect to the or-
der relation induced by that defined in Pr(G) by P ≥ Z ⇔ Z = ZP and
complemented by the operation P′ + (1 − P). Indeed for all σ, δ ∈ BX
we have δ ⊆ σ ⇒ E(δ) = E(δ ∩ σ)  E(δ)E(σ) ⇔ E(δ) ≤ E(σ), while
1 = E(σ ∪∁σ) = E(σ) + E(∁σ).
A spectral measure E is called (weakly) countable additive if for all
sequences {εn}n∈N ⊂ BX of disjoint sets, for all x ∈ G and for all φ ∈ G∗ we
have
φ
E(⋃
n∈N
εn)x
 =
∞∑
n=1
φ (E(εn)x) .
1
2 1. EXTENSION THEOREM. THE CASE OF THE STRONG OPERATOR TOPOLOGY
If BX is a σ-field, i.e. a Boolean algebra closed under the operation of
forming countable unions, we have by Corollary 15.2.4. of the [DS] that E
is countably additive with respect to the strong operator topology, i.e. for
all sequence {εn}n∈N ⊂ B(C) of disjoint sets and for all x ∈ G we have
1
(28) E(
⋃
n∈N
εn)x =
∞∑
n=1
E(εn)x =
∑
n∈N
E(εn)x.
Since E(
⋃
n∈N εn) = E(
⋃
n∈N ερ(n)), for any permutation ρ of N, hence∑∞
n=1 E(εn)x =
∑∞
n=1 E(ερ(n))x for all x ∈ G, therefore by Proposition 9,§5.7.,
Ch. 3 of [GT] we obtain the second equality in (28). By B(C) we denote the
set of the Borelian subsets of C, and by Bor(U) the complex linear space of
all Borelian complex maps defined on a Borelian subset U of C. We denote
with TM the space of the totallyB(C)−measurable maps 2, which is the clo-
sure in the Banach space
〈
B(C), ‖ · ‖sup
〉
of all complex bounded functions
on C with respect to the norm ‖g‖sup + supλ∈C |g(λ)|, of the linear space
generated by the set {χσ | σ ∈ B(C)}, where χσ is the characteristic function
of the set σ.
〈
TM, ‖ · ‖sup
〉
is a Banach space, and the space of all bounded
Borelian complex functions is in TM so dense in it. Finally
〈
TM, ‖ · ‖sup
〉
is
a C∗−subalgebra, in particular a Banach subalgebra, of
〈
B(C), ‖ · ‖sup
〉
if we
define the pointwise operations of product and involution on B(C).
Let X be a complex Banach space and F : B(C) → X a weakly countably
finite additive vector valuedmeasure, see Section 4.10. of [DS], thenwe can
define the integral with respect to F, see Section 10.1 of [DS], which will be
denoted by
∫
C
f d F. The operator
(29) IF
C
: TM ∋ f 7→
∫
C
f d F ∈ X
is linear and norm-continuous 3. We have the following useful property if
Y is a C−Banach space and Q ∈ B(X,Y), then
(30) Q ◦ IF
C
= I
Q◦F
C
,
see statement ( f ) of Theorem 4.10.8. of the [DS].
IfX + B(G), the casewe aremostly interested in, we have, as an immedi-
ate result of this property and the fact that the map Qx : B(G) ∋ A 7→ Ax ∈ G
is linear and continuous for all x ∈ G, that
(31) (∀x ∈ G)(∀ f ∈ TM)(IF
C
( f )x = IF
x
C
( f )).
1 By definition, see Ch.3 of [GT], v =
∑
n∈N E(εn)x if v = limJ∈Pω(N)
∑
n∈J E(εn)x, where Pω(N)
is the direct ordered set of all finite subsets ofN ordered by inclusion.
2 In [DS] denoted by B(C,B(C)), while by using the notations of [Din2] and considering C
as a real Banach space we have TM = TMR(B(C)).
3Notice that if we identify B(G) with B(R,B(G)) and recall that TM = TMR(B(C)), then with
the notations of Definition 24, §1, Ch. 1 of [Din2] we have that IE
C
is the immediate integral
with respect to the vector valued measure E : B(C) → B(R,B(G)).
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Here Fx : B(C) ∋ σ 7→ F(σ)x. Finally if E is a spectral measure on C, then
IE
C
is a continuous unital homomorphism between the two Banach algebras〈
TM, ‖ · ‖sup
〉
, and
〈
B(G), ‖ · ‖B(G)
〉
and IE
C
(χsupp E) = 1, see (33) and Section
(2), Ch 15 of [DS].
Borel functional calculus for possibly unbounded scalar type spec-
tral operators in G. If T : D(T) ⊆ G → G is a possibly unbounded linear
operator then we denote by σ(T) its standard spectrum. A possibly un-
bounded linear operator T : D(T) ⊆ G → G is called a spectral operator
in G if it is closed and there exists a countably additive spectral measure
E : B(C) → Pr(G) such that
i: for all bounded sets δ ∈ B(C)
E(δ)G ⊆ D(T);
ii: (∀δ ∈ B(C))(∀x ∈ D(T)) we have
(1) (E(δ)D(T) ⊆ D(T)),
(2) TE(δ)x = E(δ)Tx;
iii: for all δ ∈ B(C) we have
σ (T ↾ (D(T) ∩ E(δ)G)) ⊆ δ.
Here σ (T ↾ (D(T) ∩ E(δ)G)) is the spectrum of the restriction of T
to the domain D(T) ∩ E(δ)G.
(See Definition 18.2.1. of the [DS]). We call any Ewith the above properties
a resolution of the identity of T. Theorem 18.2.5. of [DS] states that the
resolution of the identity of a spectral operator is unique.
Finally we call support of a spectral measure E on BX, the following set
suppE +
⋂
{σ∈BX|E(σ)=1}
σ.
It is easy to see 4 that
(33) E(suppE) = 1.
Notice that an unbounded spectral operator T is closed by definition. Now
we will show that T is also densely defined. In fact if E is the resolution
of the identity of T and if {σn}n∈N ⊂ B(C) is a non decreasing sequence
of Borelian sets such that σ(T) ⊆
⋃
n∈N σn, then by the strong countable
4 Indeed let S + suppE then
(32) ∁S =
⋃
{σ∈BX|E(σ)=1}
∁σ.
Moreover E is order-preserving so for all σ ∈ BX such that E(σ) = 1 we have E(∁σ) ≤
E(∁σ) = 1−E(σ) = 0. Hence by the definition of the order E(∁σ) = E(∁σ)0 = 0. Therefore by
the Principle of localization (Corollary, Ch 3, §2, n◦1 of [INT]) which holds also for vector
measures (footnote in Ch 6, §2, n◦1 of [INT]) we deduce by (32) that E(∁S) = 0. Finally
E(S) = 1 − E(∁S) = 1.
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additivity of E, the fact that E(σ(T)) = 1 we can deduce 1 = limn∈N E(σn) in
the strong operator topology of B(G), see (46). Now we can choose {σn}n∈N
such that σn + Bn(0) + {λ ∈ C | |λ| < n}, or σn + W(0, 2n) + {λ ∈ C |
|Re(λ)| < n, |Im(λ)| < n, }. But by the property (i) of the Definition 18.2.1. of
[DS], we know that for all bounded sets σ ∈ B(C) we have E(σ)G ⊆ Dom(T).
Thereforewe conclude that for all v ∈ G, v = limn∈N E(σn)v and for all n ∈N,
E(σn)v ∈ Dom(T), so Dom(T) is dense in G.
We want to remark that for each possibly unbounded spectral operator
T in G by denoting with σ(T) its spectrum and with E : B(C) → Pr(G) its
resolution of the identity, we deduce by Lemma 18.2.25. of [DS] that σ(T) is
closed, that suppE = σ(T) so by (33)
E(σ(T)) = 1.
Now we will give the definition of the Borel functional calculus for un-
bounded spectral operators in a complex Banach spaceG, that is essentially
the same as in Definition 18.2.10. of the [DS].
Definition 1.2. Let X be a set, S ⊂ X, V a vector space over K ∈ {R,C}
and f : S → V. Then we define f˜X, or simply f˜ when it doesn’t cause
confusion, to be the 0−extension of f toX, i.e. f˜ : X → V such that f˜ ↾ S = f
and f˜ (x) = 0 for all x ∈ (X − S), where 0 is the zero vector of V.
Definition 1.3. [Borel Functional Calculus of E] Assume that
(1) E : B(C) → Pr(G) is a countably additive spectral measure and S
its support;
(2) f ∈ Bor(S);
(3) for all σ ⊆ Cwe set fσ : C→ C such that fσ + f˜ · χσ;
(4) δn + [−n,+n] and
fn + f−1
| f |(δn)
.
Here (∀σ ⊆ C)(∀g : D → C)(
−1
g (σ) + {λ ∈ D | g(λ) ∈ σ}).
Of course fn ∈ TM for all n ∈N so we can define the following operator in
G
(34)
Dom( f (E)) + {x ∈ G | ∃ limn∈N IEC( fn)x}(∀x ∈ Dom( f (E)))( f (E)x + limn∈N IEC( fn)x).
Here all limits are considered in the space G. We call the map f 7→ f (E) the
Borel functional calculus of the spectral measure E.
In the case in which E is the resolution of the identity of a possibly
unbounded spectral operator T, recalling Lemma 18.2.25. of [DS] stating
that σ(T) is the support of E, we can define f (T) + f (E) for any map f ∈
Bor(σ(T)) and call the map
Bor(σ(T)) ∋ f 7→ f (T)
the Borel functional calculus of the operator T.
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Definition 1.4. [18.2.12. of [DS]] A spectral operator of scalar type in G
or a scalar type spectral operator in G is a possibly unbounded linear
operatorR in G such that there exists a countably additive spectral measure
E : B(C) → Pr(G) with support S and the property
R = ı(E).
Here ı : S ∋ λ 7→ λ ∈ C, and ı(E) is relative to the Borel functional calculus
of the spectral measure E. We call E a resolution of the identity of R.
Let R be a scalar type spectral operator in G and E a resolution of the
identity of R, then we have the following statements by [DS]:
• T is a spectral operator in G;
• E is the resolution of the identity of T as spectral operator;
• E is unique.
Definition 1.5 ([DS]). Let E : B(C) → Pr(G) be a countably additive
spectral measure and U ∈ B(C), then the space of all E−essentially bounded
maps is the following linear space
L∞E (U) +
{
f : C→ C | ‖ fχU‖
E
∞ < ∞
}
.
Here χU : C→ C is the characteristic map ofU which is by definition equal
to 1 in U and 0 in ∁U, and for each map F : C→ C
‖F‖E∞ + E − ess sup
λ∈C
|F(λ)| + inf
{δ∈B(C)|E(δ)=1}
sup
λ∈δ
|F(λ)|.
For a Borelian map f : U ⊃ σ(R) → C, with U ∈ B(C), we define f (R) to be
the operator ( f ↾ σ(R))(R). Let g : U ⊆ C→ C be a Borelian map. Then g is
E−essentially bounded if
E − ess sup
λ∈U
|g(λ)| + ‖g˜‖E∞ < ∞.
See Definition 17.2.6. of [DS]. One formula arising by statement (i) of the
Spectral Theorem 18.2.11. of the [DS], which will be usedmany times in the
work is the following: for all Borelian complex function f : σ(R) → C and
for all φ ∈ G∗ and y ∈ Dom( f (R))
(35) φ
(
f (R)y
)
=
∫
C
f˜ d E(φ,y).
HereG∗ is the topological dual ofG, that is the normed space of all C−linear
and continuous functionals on G with the sup−norm, and for all φ ∈ G∗
and y ∈ G we define E(φ,y) : B(C) ∋ σ 7→ φ(E(σ)y) ∈ C. Finally if P ∈ Pr(G)
then
〈
P(G), ‖ · ‖P(G)
〉
, with ‖ · ‖P(G) + ‖ · ‖G ↾ P(G), is a Banach space. In
fact let {vn}n∈N ⊂ G be such that v = limn∈N Pvn, in ‖ · ‖G, so P = P
2 being
continuous we have that Pv = limn∈N P
2vn = limn∈N Pvn + v, so v ∈ P(G),
then P(G) is closed in 〈G, ‖ · ‖G〉 , hence
〈
P(G), ‖ · ‖P(G)
〉
is a Banach space.
If E : BY → Pr(G) is a spectral measure in G on BY and σ ∈ BY, then we
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shall denote by GEσ or simply Gσ the complex Banach space E(σ)G, without
expressing its dependence by E whenever it does not cause confusion. In
addition for any Q possibly unbounded operator in G we define for all
σ ∈ BY the following possibly unbounded operator operator in G
Qσ + QE(σ).
Finally we shall denote by Bb(C) the subclass of all bounded subsets of
B(C).
Definition 1.6. Let F be a C−Banach space, P ∈ Pr(F) and S : Dom(S) ⊆
F→ F, then we define
(36) SP ↾ P(F) + SP ↾ (P(F) ∩Dom(SP)).
Notice that by the propertyP2 = Pwe have P(F)∩Dom(S) = P(F)∩Dom(SP),
and that
SP ↾ P(F) = S ↾ (P(F) ∩Dom(S)).
Moreover in the case in which PS ⊆ SP then
SP ↾ P(F) : P(F) ∩Dom(S) → P(F).
That is SP ↾ P(F) is a linear operator in the Banach space P(F). Let E : BY →
Pr(G) be a spectralmeasure inG onBY, σ ∈ BY andQ a possibly unbounded
operator in G such that E(σ)Q ⊆ QE(σ), then
Qσ ↾ Gσ : Gσ ∩Dom(Q)→ Gσ.
In particular if R is a possibly unbounded scalar type spectral operator in
G, E its resolution of the identity and f ∈ Bor(σ(R)), then by statement (g) of
Theorem 18.2.11 of [DS], we have that for all σ ∈ B(C)
E(σ) f (R) ⊆ f (R)E(σ).
Hence for all σ ∈ B(C)
(37)Rσ ↾ Gσ = Rσ ↾ (Gσ ∩Dom(R)) = R ↾ (Gσ ∩Dom(R))f (R)σ ↾ Gσ = f (R)σ ↾ (Gσ ∩Dom( f (R))) = f (R) ↾ (Gσ ∩Dom( f (R)))
are linear operators in Gσ. Finally E(σ(R)) = 1 implies E(σ) = E(σ∩ σ(R)) for
all σ ∈ B(C) so by (37)
(38)
Rσ ↾ Gσ = Rσ∩σ(R) ↾ Gσ∩σ(R)f (R)σ ↾ Gσ = f (R)σ∩σ(R) ↾ Gσ∩σ(R).
Lemma 1.7 (Key Lemma). Let R be a possibly unbounded scalar type spectral
operator in G, E its resolution of the identity, σ(R) its spectrum and f ∈ Bor(σ(R)).
Then for all σ ∈ B(C)
(1) Rσ ↾ Gσ is a scalar type spectral operator in Gσ whose resolution of the
identity E˜σ is such that for all δ ∈ B(C)
E˜σ(δ) = E(δ) ↾ Gσ ∈ B(Gσ),
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(2)
f (R)σ ↾ Gσ = f (Rσ ↾ Gσ) ,
(3) for all g ∈ Bor(σ(R)) such that g(σ ∩ σ(R)) is bounded, we have that
g(R)E(σ) = IE
C
(g˜ · χσ) ∈ B(G).
Proof. Let σ ∈ B(C). By the fact that E(σ ∩ δ) = E(δ)E(σ) = E(σ)E(δ) for
all δ ∈ B(C) and E(σ) ↾ Gσ = 1σ the unity operator on Gσ, we have for all
δ ∈ B(C)
(39) E˜σ(δ) = E(σ ∩ δ) ↾ Gσ ∈ B(Gσ).
In particular E˜σ : B(C) → B(Gσ), moreoverE is a countably additive spectral
measure in G, so
(40) E˜σ is a countably additive spectral measure in Gσ.
By Lemma 18.2.2. of [DS] E˜σ is the resolution of identity of the spectral
operator Rσ ↾ Gσ so by Lemma 18.2.25. of [DS] applied to Rσ ↾ Gσ
(41) supp E˜σ = σ(Rσ ↾ Gσ).
Furthermore by (38) and (iii) of Definition 18.2.1. of [DS] we have σ(Rσ ↾
Gσ) ⊆ σ ∩ σ(R), then by the equality σ ∩ σ(R) = σ ∩ σ(R), we deduce
(42) σ(Rσ ↾ Gσ) ⊆ σ ∩ σ(R) ⊆ σ(R).
Hence (41) and (42) imply that the operator function f (E˜σ) is well defined.
For all x ∈ Dom( f (R)σ ↾ Gσ)
( f (R)σ ↾ Gσ)x = f (R)x by (37)
= lim
n∈N
IE
x
C
( f˜ · χ−1
| f |(δn)
) by (34), (31)
= lim
n∈N
I
E˜xσ
C
( f˜ · χ−1
| f |(δn)
) by x ∈ Gσ, (40)
= lim
n∈N
IE˜σ
C
( f˜ · χ−1
| f |(δn)
)x by (31)
= f (E˜σ)x. by (34)
So f (R)σ ↾ Gσ ⊆ f (E˜σ). For all x ∈ Dom( f (E˜σ))
f (E˜σ)x = lim
n∈N
I
E˜xσ
C
( f˜ · χ−1
| f |(δn)
) by (34), (31)
= lim
n∈N
IE
x
C
( f˜ · χ−1
| f |(δn)
)
= lim
n∈N
IE
C
( f˜ · χ−1
| f |(δn)
)x by (31)
= ( f (R)σ ↾ Gσ)x. by (34), (37)
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So f (E˜σ) ⊆ f (R)σ ↾ Gσ, then
(43) f (R)σ ↾ Gσ = f (E˜σ)
Therefore statement (1) follows by setting f = ı, while statement (2) follows
by statement (1) and (43). Let g ∈ Bor(σ(R)) such that g(σ∩σ(R)) is bounded,
then
(∃n ∈N)(∀m > n)(σ ∩
−1
|g|(δm) = σ ∩ σ(R)).
Next E(σ(R)) = 1, so E(σ) = E(σ)E(σ(R)) = E(σ(R)∩ σ). Since IE
C
is an algebra
homomorphism, for all m ∈N
IE
C
(g˜ · χ−1
|g|(δm)
)E(σ) = IE
C
(g˜ · χ−1
|g|(δm)
)E(σ ∩ σ(R))
= IE
C
(g˜ · χ−1
|g|(δm)
)IE
C
(χσ∩σ(R))
= IE
C
(g˜ · χ−1
|g|(δm)
· χσ∩σ(R))
= IE
C
(g˜ · χ−1
|g|(δm)∩σ∩σ(R)
)
= IE
C
(g˜ · χ−1
|g|(δm)∩σ
).
This equality implies that
(44) (∃n ∈N)(∀m > n)(IE
C
(g˜ · χ−1
|g|(δm)
)E(σ) = IE
C
(g˜ · χσ∩σ(R))).
Furthermore
IE
C
(g˜ · χσ∩σ(R)) = I
E
C
(g˜χσχσ(R))
= IE
C
(g˜χσ)I
E
C
(χσ(R))
= IE
C
(g˜χσ)E(σ(R))
= IE
C
(g˜χσ).
Therefore by (44)
(45) (∃n ∈N)(∀m > n)(IE
C
(g˜ · χ−1
|g|(δm)
)E(σ) = IE
C
(g˜ · χσ)).
Moreover by definition in (34) we have for all x ∈ Dom(g(R)) that
g(R)x + lim
n→∞
IE
C
(g˜ · χ−1
|g|(δn)
)x
and Dom(g(R)) is the set of x ∈ G such that such a limit exists; thus by (45)
we can conclude that E(σ)G ⊆ Dom(g(R)) and g(R)E(σ) = IE
C
(g˜ · χσ) ∈ B(G),
which is statement (3). 
Corollary 1.8. Let R be a possibly unbounded scalar type spectral operator
in G, and f ∈ Bor(σ(R)). Then for all σ ∈ B(C)
f (R)E(σ) = f (Rσ ↾ Gσ)E(σ).
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Moreover if f (σ ∩ σ(R)) is bounded then
f (Rσ ↾ Gσ)E(σ) ∈ B(G).
Proof. Let y ∈ Dom( f (R)E(σ)) then E(σ)y ∈ Gσ ∩ Dom( f (R)) hence by
(37), Lemma 1.7
f (R)E(σ)y = ( f (R)σ ↾ Gσ)E(σ)y = f (Rσ ↾ Gσ)E(σ)y.
So f (R)E(σ) ⊆ f (Rσ ↾ Gσ)E(σ). Next let y ∈ Dom( f (Rσ ↾ Gσ)E(σ)), then
E(σ)y ∈ Dom( f (Rσ ↾ Gσ)), hence by Lemma 1.7 and (37)
f (Rσ ↾ Gσ)(E(σ)y) = f (R)E(σ)E(σ)y = f (R)E(σ)y.
So f (Rσ ↾ Gσ)E(σ) ⊆ f (R)E(σ). Thus we obtain statement (1). Statement (2)
follows by statement (1) and statement (3) of Lemma 1.7. 
2. Extension theorem for strong operator integral equalities
Notations 1.9. Let X be a locally compact space and µ a measure on
X in the sense of the Bourbaki text [INT] see III.7, Definition 2, that is a
continuous linear C−functional on the C−locally convex space H(X) of all
compactly supported complex continuous functions on X, with the direct
limit topology (or inductive limit) of the spaces H(X;K) with K running in
the class of all compact subsets ofX,whereH(X;K) is the space of all complex
continuous functions f : X → C such that supp( f ) + {x ∈ X | f (x) , 0} ⊆ K
with the norm topologyof uniform convergence 5. In thework anymeasure
µ on X in the sense of [INT] will be called complex Radon measure on X.
For the definition of µ−integrable functions defined on X and with values in a
C−Banach space G see IV.23. Definition 2 of [INT], while the integral with
respect to µ of a µ−integrable function f : X → G , which will be denoted
with
∫
f (x) dµ(x) ∈ G, is defined in Definition 1, III.33 and Definition 1,
IV.33 of [INT]. For the definition of the total variation |µ|, and definition
and properties of the upper integral
∫ ∗
g d|µ|(x) see Ch. 3 − 4 of [INT]. We
denote by Comp(X) the class of the compact subsets ofX and by F
1
(X;µ) the
seminormed space, with seminorm ‖ · ‖F
1
(X;µ), of all maps F : X → C such
that
‖F‖F
1
(X;µ) +
∫ ∗
|F(x)| d |µ|(x) < ∞.
In this section it will be assumed, unless the contrary is stated, that X is a
locally compact space and µ is a complex Radonmeasure overX. Let B ⊆ X
be a µ−measurable set, then by µ− a.e.(B) we mean “ almost everywhere in
Bwith respect to the measure µ ”. Let f : X → B(G) be a map µ−integrable
5 H(X;K) is isometric to the Banach space of all continuous maps g : K → C equal to 0 on
∂K, with the norm topology of uniform convergence
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in the normed space B(G) (Definition 2 Ch. IV, §3, n◦4 of [INT]) then we
convene to denote with the symbol∮
f (x) dµ(x) ∈ B(G)
its integral in B(G) (Definition 1 Ch. IV, §4, n◦1 of [INT]), which is uniquely
determined by the following property for all φ ∈ B(G)∗
φ(
∮
f (x) dµ(x)) =
∫
φ( f (x)) dµ(x).
For any scalar type spectral operator S in a complex Banach space G and
for any Borelian map f : U ⊇ σ(S) → C we assume that f (S) is the closed
operator defined in (34) and recall that we denote by f˜ the 0−extension of
f to C, see Definition 1.2.
Definition 1.10 (E−sequence). LetE : BY → Pr(G) be a spectralmeasure
inG onBY thenwe say that {σn}n∈N is an E−sequence if there exists an S ∈ BY
such that E(S) = 1 and
• (∀n ∈N)(σn ∈ BY);
• (∀n,m ∈N)(n > m⇒ σn ⊇ σm);
• S ⊆
⋃
n∈N σn.
Proposition 1.11. Let E : BY → Pr(G) be a countably additive spectral
measure in G on a σ− field BY, and {σn}n∈N an E−sequence. Then
(46) lim
n→∞
E(σn) = 1 in strong operator topology.
Proof. Let S ∈ BY of which in Definition 1.10 associated to the
E−sequence {σn}n∈N. So E(S) = 1 and E is an order-preserving map, then
E(
⋃
n∈N σn) ≥ E(S) = 1. Since 1 is a maximal element in 〈E(BY),≥〉
E(
⋃
n∈N
σn) = 1.
Let us define η1 + σ1, and for all n ≥ 2, ηn + σn ∩ ∁σn−1, so for all n ∈ N,
σn =
⋃n
k=1 ηk, and for all n , m ∈ N, ηn ∩ ηm = ∅, finally
⋃
n∈N ηn =⋃
n∈N
(⋃n
k=1 ηk
)
=
⋃
n∈N σn. Therefore by the countable additivity of E with
respect to the strong operator topology
E(
⋃
n∈N
σn) = E(
⋃
n∈N
ηn) =
∞∑
n=1
E(ηn)
= lim
n→∞
n∑
k=1
E(ηk) = lim
n→∞
E(
n⋃
k=1
ηk)
= lim
n→∞
E(σn).
Here all limits are with respect to the strong operator topology, hence the
statement. 
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Definition 1.12 (Integration in the Strong Operator Topology). Let
G1,G2 be two complex Banach spaces, and f : X → B(G1,G2). Then we
say that f is µ− integrable with respect to the strong operator topology if
(1) for all v ∈ G1 the map X ∋ x 7→ f (x)v ∈ G2 is µ−integrable;
(2) if we set
F : G1 ∋ v 7→
∫
f (x)(v) dµ(x) ∈ G2
then F ∈ B(G1,G2).
In such a case we set
∫
f (x) dµ(x) + F, in other words the integral∫
f (x) dµ(x) of f with respect to the measure µ and the strong operator
topology is a bounded linear operator from G1 to G2 such that for all v ∈ G1(∫
f (x) dµ(x)
)
(v) =
∫
f (x)(v) dµ(x).
We shall need the following version of the Minkowski inequality
Proposition 1.13. Let G1,G2 be two complex Banach spaces, and a map
f : X → B(G1,G2) such that
(1) (∀v ∈ G1)(∀φ ∈ G
∗
2
) the complex map X ∋ x 7→ φ( f (x)v) ∈ C is
µ−measurable;
(2) for all v ∈ G1,K ∈ Comp(X) there is H ⊂ G2 such that H is countable
and f (x)v ∈ H µ − a.e.(K);
(3) (X ∋ x 7→ ‖ f (x)‖B(G1 ,G2)) ∈ F1(X;µ),
Then f is µ−integrable with respect to the strong operator topology and we have∥∥∥∥∥
∫
f (x) dµ(x)
∥∥∥∥∥
B(G1,G2)
≤
∫ ∗
‖ f (x)‖B(G1 ,G2) d |µ|(x).
Proof. By hypothesis (3) we have for all v ∈ G1
(47)
∫ ∗
‖ f (x)v‖G2 d |µ|(x) ≤ ‖v‖G1
∫ ∗
‖ f (x)‖B(G1 ,G2) d |µ|(x) < ∞.
By hypothesis (1 − 2) and Corollary 1, IV.70 of [INT], we have for all v ∈ G1
that the map X 7→ f (x)v ∈ G2 is µ−measurable. Therefore by (47) and by
Theorem 5, IV.71 of [INT] we deduce for all v ∈ G1 that X 7→ f (x)v ∈ G2 is
µ−integrable. So in particular by Definition 1, IV.33 of [INT] for all v ∈ G1
there is
∫
f (x)v dµ(x) ∈ G2 while by Proposition 2, IV.35 of [INT] and the
(47) we obtain for all v ∈ G1∥∥∥∥∥
∫
f (x)v dµ(x)
∥∥∥∥∥
G2
≤ ‖v‖G1
∫ ∗
‖ f (x)‖B(G1 ,G2) d |µ|(x)
Hence the statement follows. 
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Remark 1.14. As it follows by the above proof Proposition 1.13 is also
valid if we replace the hypotheses (1 − 2) with the following one
(1’) ∀v ∈ G1 the map X ∋ x 7→ f (x)v ∈ G2 is µ−measurable.
Lemma 1.15. Let X,Y,Z be three normed spaces over the same field K ∈
{R,C}, R : Dom(R) ⊆ Y → Z a possibly unbounded closed linear operator and
A ∈ B(X,Y). Then R ◦ A : D → Z is a closed operator, where D + Dom(R ◦ A)
Proof. Let {xn}n∈N ⊂ D + {x ∈ X | A(x) ∈ Dom(R)}, and (x, z) ∈ X × Z
such that x = limn→∞ xn, and z = limn→∞ R ◦ A(xn). A being continuous
we have A(x) = limn→∞A(xn), but z = limn→∞ R(Axn), and R is closed,
so z = R(A(x)) + R ◦ A(x), hence (x, z) ∈ Graph(R ◦ A), which is just the
statement. 
Lemma 1.16. Let X be a normed space and Y a Banach space over the same
field K ∈ {R,C}, finally U : D ⊆ X → Y be a linear operator. If U is continuous
and closed then D is closed.
Proof. Let {xn}n∈N ⊂ D and x ∈ X such that x = limn→∞ xn. So by the
continuity ofUwehave for alln,m ∈N that ‖U(xn)−U(xm)‖ = ‖U(xn−xm)‖ ≤
‖U‖‖xn − xm‖, hence lim(n,m)∈N2 ‖U(xn) −U(xm)‖ = 0, thus Y being a Banach
space we have that there is y ∈ Y such that y = limn→∞U(xn). But U is
closed, therefore y = U(x), so x ∈ D, which is the statement. 
Theorem 1.17. Let R be a possibly unbounded scalar type spectral operator in
G, σ(R) its spectrum and E its resolution of the identity. Let the map X ∋ x 7→ fx ∈
Bor(σ(R)) be such that for all x ∈ X, f˜x ∈ L∞E (σ(R)) where X ∋ x 7→ fx(R) ∈ B(G)
is µ−integrable with respect to the strong operator topology.
Then
(1) for all σ ∈ B(C) the map X ∋ x 7→ fx(Rσ ↾ Gσ) ∈ B(Gσ) is µ−integrable
with respect to the strong operator topology and∥∥∥∥∥
∫
fx(Rσ ↾ Gσ) dµ(x)
∥∥∥∥∥
B(Gσ)
≤
∥∥∥∥∥
∫
fx(R) dµ(x)
∥∥∥∥∥
B(G)
.
(2) If g, h ∈ Bor(σ(R)), {σn}n∈N is an E−sequence, and for all n ∈N
(48) g(Rσn ↾ Gσn)
∫
fx(Rσn ↾ Gσn) dµ(x) ⊆ h(Rσn ↾ Gσn).
then
(49) g(R)
∫
fx(R) dµ(x) ↾ Θ = h(R) ↾ Θ,
where Θ + Dom
(
g(R)
∫
fx(R) dµ(x)
)
∩Dom(h(R)) and all the integrals are with
respect to the strong operator topologies.
Notice that g(R) is possibly an unbounded operator in G.
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Proof. Let σ ∈ B(C) then by (42)
(∀σ ∈ B(C))(σ(Rσ ↾ Gσ) ⊆ σ ∩ σ(R) ⊆ σ(R)).
which implies that all the following operator functions g(Rσ ↾ Gσ), h(Rσ ↾
Gσ) and for all x ∈ X the fx(Rσ ↾ Gσ), are well defined. By the fact that
{δ ∈ B(C) | E(δ) = 1} ⊆ {δ ∈ B(C) | E˜σ(δ) = 1σ} which follows by statement
(1) of Lemma 1.7, we deduce for all x ∈ X
‖ f˜x‖
E˜σ
∞ ≤ ‖ f˜x‖
E
∞ = ‖ f˜xχσ(R)‖
E
∞ < ∞,
where the last equality came by f˜xχσ(R) = f˜x, while the boundedness by
the hypothesis f˜x ∈ L
∞
E
(σ(R)). Thus f˜x ∈ L∞
E˜σ
(C) hence by statement (c) of
Theorem18.2.11. of [DS] applied to the scalar type spectral operatorRσ ↾ Gσ
(50) (∀σ ∈ B(C))( fx(Rσ ↾ Gσ) ∈ B(Gσ)).
A more direct way for obtaining (50) is to use statement (2) of Lemma 1.7
and the fact that f˜x ∈ L
∞
E
(σ(R)) implies fx(R) ∈ B(G). For all σ ∈ B(C) we
claim that X ∋ x 7→ fx(Rσ ↾ Gσ) ∈ B(Gσ) is µ-integrable with respect to the
strong operator topology. By Lemma 1.7 we have for all σ ∈ B(C) and for
all v ∈ Gσ
(51)
∫ ∗
‖ fx(Rσ ↾ Gσ)v‖Gσ d |µ|(x) =
∫ ∗
‖ fx(R)v‖G d |µ|(x) < ∞.
Here the boundedness comes by Theorem 5, IV.71 of [INT] applied to the
µ−integrable map X ∋ x 7→ fx(R)v ∈ G. By Corollary 1, IV.70 and Theorem
5, IV.71 of [INT] applied, for any v ∈ G, to the µ−integrable map X ∋ x 7→
fx(R)v ∈ G, we have for all v ∈ G,K ∈ Comp(X) there is Hv ⊆ G countable
such that ( fx(R)v ∈ Hv, µ− a.e.(K)). But by statement (g) of Theorem 18.2.11.
of [DS] and fx(R) ∈ B(G), we have for all σ ∈ B(C), [ fx(R),E(σ)] = 0, hence by
the previous equation and by the fact that E(σ) ∈ B(G), so it is continuous,
we obtain for all σ ∈ B(C), v ∈ G,K ∈ Comp(X)
(∃Hv ⊆ G countable )( fx(R)E(σ)v = E(σ) fx(R)v ∈ Hvσ, µ − a.e.(K)).
HereHvσ + E(σ)H
v. Therefore byLemma1.7we state that for allσ ∈ B(C), v ∈
Gσ,K ∈ Comp(X)
(52) (∃Hvσ ⊂ Gσ countable )( fx(Rσ ↾ Gσ)v ∈ H
v
σ ⊆ Gσ, µ − a.e.(K)).
That Hvσ ⊆ Gσ follows by the fact that Gσ is closed in G. Therefore we
can consider the closure Hvσ as the closure in the Banach space Gσ. By the
Hahn-Banach Theorem, see Corollary 3, II.23 of the [TVS], for all σ ∈ B(C)
(53) {φ ↾ Gσ | φ ∈ G
∗} = (Gσ)
∗.
Moreover by Corollary 1, IV.70 and Theorem 5, IV.71 of [INT] applied, for
any v ∈ G, to the µ−integrable map X ∋ x 7→ fx(R)E(σ)v ∈ G, we have for all
φ ∈ G∗
X ∋ x 7→ φ( fx(R)E(σ)v) ∈ C is µ−measurable.
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Thus by Lemma 1.7 we have for all σ ∈ B(C), v ∈ Gσ, φ ∈ G∗
X ∋ x 7→ φ( fx(Rσ ↾ Gσ)v) ∈ C is µ−measurable.
Hence by (53) we can state for all σ ∈ B(C), v ∈ Gσ that
(54) (∀φσ ∈ (Gσ)
∗)(X ∋ x 7→ φσ( fx(Rσ ↾ Gσ)v) ∈ C is µ−measurable.)
Now by collecting (54), (51) and (52), where the closureHvσ is to be intended
how the closure in the Banach space Gσ, we can apply Corollary 1, IV.70
and Theorem 5, IV.71 of [INT] to the map X ∋ x 7→ fx(Rσ ↾ Gσ)v ∈ Gσ, in
order to state that
(55) (∀σ ∈ B(C))(∀v ∈ Gσ)(X ∋ x 7→ fx(Rσ ↾ Gσ)v ∈ Gσ is µ−integrable.)
This means in particular that there exists its integral, so for all σ ∈ B(C), v ∈
Gσ ∥∥∥∥∥
∫
fx(Rσ ↾ Gσ)v dµ(x)
∥∥∥∥∥
Gσ
=
∥∥∥∥∥
∫
fx(R)v dµ(x)
∥∥∥∥∥
G
by Lemma 1.7
≤
∥∥∥∥∥
∫
fx(R) dµ(x)
∥∥∥∥∥
B(G)
‖v‖Gσ .(56)
Here the inequality follows by the hypothesis that X ∋ x 7→ fx(R) ∈ B(G) is
µ−integrable in the strong operator topology. Therefore by Definition 1.12
and (50), (55), (56) we can conclude that
(57)(∀σ ∈ B(C))(X ∋ x 7→ fx(Rσ ↾ Gσ) ∈ B(Gσ) is µ−integr. in strong operator topology)∥∥∥∫ fx(Rσ ↾ Gσ) dµ(x)∥∥∥B(Gσ) ≤ ∥∥∥∫ fx(R) dµ(x)∥∥∥B(G) .
Which is the claimwewanted to show, then statement (1) follows. Statement
(1) proves that the assumption (48) is well set, so we are able to start the
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proof of the statement (2). For all y ∈ Θ
= g(R)
∫
fx(R) dµ(x)y
= lim
n∈N
E(σn)g(R)
∫
fx(R) dµ(x)y by (46)
= lim
n∈N
g(R)E(σn)
∫
fx(R) dµ(x)y by (g) of Theorem 18.2.11 of [DS]
= lim
n∈N
g(R)E(σn)
∫
fx(R)y dµ(x) by Definition 1.12
= lim
n∈N
g(R)E(σn)
∫
E(σn) fx(R)y dµ(x) by Theorem 1, IV.35 of [INT]
= lim
n∈N
g(R)E(σn)
∫
fx(R)E(σn)y dµ(x) by (g) of Theorem 18.2.11 of [DS]
= lim
n∈N
g(Rσn ↾ Gσn)
∫
fx(Rσn ↾ Gσn)E(σn)y dµ(x) by Lemma 1.7
= lim
n∈N
g(Rσn ↾ Gσn)
∫
fx(Rσn ↾ Gσn) dµ(x)E(σn)y by statement (1) and Definition 1.12
= lim
n∈N
h(Rσn ↾ Gσn)E(σn)y by hypothesis (48)
= lim
n∈N
h(R)E(σn)y by Lemma 1.7
= lim
n∈N
E(σn)h(R)y by (g) of Theorem 18.2.11 of [DS]
h(R)y by (46).
Therefore
g(R)
∫
fx(R) dµ(x) ↾ Θ = h(R) ↾ Θ.

Theorem 1.18 ( Strong Extension Theorem ). Let X be a locally compact
space, µ a complex Radon measure on X, R be a possibly unbounded scalar type
spectral operator in G, σ(R) its spectrum and E its resolution of the identity. Let
the map X ∋ x 7→ fx ∈ Bor(σ(R)) be such that for all x ∈ X, f˜x ∈ L∞E (σ(R)), where
the map X ∋ x 7→ fx(R) ∈ B(G) be µ−integrable with respect to the strong operator
topology. Finally let g, h ∈ Bor(σ(R)) and h˜ ∈ L∞
E
(σ(R)).
If {σn}n∈N is an E−sequence and for all n ∈N
(58) g(Rσn ↾ Gσn)
∫
fx(Rσn ↾ Gσn) dµ(x) ⊆ h(Rσn ↾ Gσn)
then h(R) ∈ B(G) and
g(R)
∫
fx(R) dµ(x) = h(R).
Here all the integrals are with respect to the strong operator topologies.
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Notice that g(R) is possibly an unbounded operator on G.
Proof. h(R) ∈ B(G) by Theorem 18.2.11. of [DS] and the hypothesis
h˜ ∈ L∞
E
(σ(R)), so by (49)
(59) g(R)
∫
fx(R) dµ(x) ⊆ h(R).
Let us set
(60) (∀n ∈N)(δn +
−1
|g|([0, n])).
We claim that
(61)

⋃
n∈N δn = σ(R)
n ≥ m⇒ δn ⊇ δm
(∀n ∈N)(g(δn) is bounded. )
In addition being |g| ∈ Bor(σ(R)) we have δn ∈ B(C) for all n ∈N, so {δn}n∈N
is an E−sequence, hence by (46)
(62) lim
n∈N
E(δn) = 1
with respect to the strong operator topology on B(G). Indeed the first equal-
ity follows since
⋃
n∈N δn 
⋃
n∈N
−1
|g|([0, n]) =
−1
|g|
(⋃
n∈N[0, n]
)
=
−1
|g|(R+) =
Dom(g) + σ(R), the second by the fact that
−1
|g| preserves the inclusion, the
third since |g|(δn) ⊆ [0, n]. Hence our claim. By the third statement of (61),
δn ∈ B(C) and statement 3 of Lemma 1.7
(63) (∀n ∈N)(E(δn)G ⊆ Dom(g(R))).
fx(R)E(δn) = E(δn) fx(R), by statement (g) of Theorem 18.2.11 of [DS], so for
all v ∈ G∫
fx(R) dµ(x)E(δn)v 
∫
fx(R)E(δn)v dµ(x)
=
∫
E(δn) fx(R)v dµ(x) = E(δn)
∫
fx(R)v dµ(x),
where the last equality follows by applying Theorem 1, IV.35. of [INT].
Hence for all n ∈N∫
fx(R) dµ(x)E(δn)G ⊆ E(δn)G ⊆ Dom(g(R)),
where the last inclusion is by (63). Therefore
(∀n ∈N)(∀v ∈ G)
(
E(δn)v ∈ Dom
(
g(R)
∫
fx(R) dµ(x)
))
.
Hence by (62)
(64) D + Dom
(
g(R)
∫
fx(R) dµ(x)
)
is dense in G.
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Next
∫
fx(R) dµ(x) ∈ B(G) and g(R) is closed by Theorem 18.2.11. of [DS],
so by Lemma 1.15
(65) g(R)
∫
fx(R) dµ(x) is closed.
Moreover h(R) ∈ B(G) hence by (59)
(66) g(R)
∫
fx(R) dµ(x) ∈ B(D,G).
(65), (66) and Lemma 1.16 allow us to state that D is closed in G, thus by
(64) we have
D = G.
Therefore by (59) the statement follows. 
Now we shall prove a corollary of the previous result in which condi-
tions are given ensuring the strong operator integrability of the map fx(R).
Corollary 1.19. Let R be a possibly unbounded scalar type spectral operator
in G. Let {σn}n∈N be an E−sequence and for all x ∈ X, fx ∈ Bor(σ(R)) such that
(X ∋ x 7→ ‖ f˜x‖
E
∞) ∈ F1(X;µ)
and X ∋ x 7→ fx(R) ∈ B(G) satisfies the conditions (1 − 2) of Proposition 1.13,
(respectively for all v ∈ G the map X ∋ x 7→ fx(R)v ∈ G is µ−measurable).
Finally let g, h ∈ Bor(σ(R)). If we assume that for all n ∈ N holds (58) and that
h˜ ∈ L∞
E
(σ(R)), then the same conclusions of Thm. 1.18 hold.
Proof. By statement (c) of Theorem18.2.11 of [DS] and Proposition 1.13,
(respectively Remark 1.14) the map X ∋ x 7→ fx(R) ∈ B(G) is µ−integrable
with respect to the strong operator topology and∥∥∥∥∥
∫
fx(R) dµ(x)
∥∥∥∥∥
B(G)
≤ 4M
∫ ∗
‖ f˜x‖
E
∞ d |µ|(x)
HereM + supσ∈B(C) ‖E(σ)‖B(G). Therefore the statement follows by Theorem
1.18. 
3. Generalization of the Newton-Leibnitz formula
The main result of this section is Theorem 1.25 which generalizes the
Newton-Leibnitz formula to the case of unbounded scalar type spectral
operators in G. For proving Theorem 1.25 we need two preliminary results,
the first is Theorem 1.21, concerning the Newton-Leibnitz formula for any
bounded scalar type spectral operator onG andany analyticmaponanopen
neighbourhood of its spectrum. The second, Theorem 1.23, concerns strong
operator continuity, and under additional conditions also differentiability,
for operator maps of the type K ∋ t 7→ S(tR) ∈ B(G), where K is an open
interval ofR, S(tR) arises by the Borel functional calculus for theunbounded
scalar type spectral operator R in G and S is any analytic map on an open
neighbourhood U of σ(R) such that K · U ⊆ U. Let Z be a non empty set,
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Y a K−linear space (K ∈ {R,C}), U ⊆ Y, K ⊆ K such that K · U ⊆ U and
F : U → Z. Then we set Ft : U → Z such that Ft(λ) + F(tλ), for all t ∈ K and
λ ∈ U. If F,G are two C−Banach spaces, A ⊆ F open and f : A ⊆ F → G
a map, we convene to denote the real Banach spaces FR and GR associated
to F and G again by F and G respectively, and with the symbol f the map
fR : A ⊆ FR → GR.
Lemma 1.20. Let 〈Y, d〉 be a metric space, U an open of Y and σ a compact
such that σ ⊆ U. Then there is Q > 0
(67) K +
⋃
{y∈σ}
BQ(y) ⊆ U,
moreover if σ is of finite diameter then K is of finite diameter.
Proof. By Remark §2.2., Ch. 9 of [GT] we deduce
P + dist(σ,∁U) , 0,
where dist(A,B) + inf{x∈A,y∈B} d(x, y), for all A,B ⊆ Y. Set
Q +
P
2
then for all y ∈ σ, x ∈ BQ(y), z ∈ ∁U we have
(68) d(x, z) ≥ d(z, y) − d(y, x) ≥
P
2
, 0.
Thus by applying Proposition 2, §2.2., Ch. 9 of [GT] BQ(y) ∩ ∁U = ∅, i.e.
BQ(y) ⊆ U, then
A +
⋃
{y∈σ}
BQ(y) ⊆ U.
Moreover by Proposition 3, §2.2., Ch. 9 of [GT] the map x 7→ d(x,∁U) is
continuous on Y, hence by (68) for all x ∈ A
d(x,∁U) = lim
n∈N
d(xn,∁U) ≥
P
2
, 0,
for all {xn}n∈N ⊂ A such that x = limn∈N xn. Therefore by Proposition 2,
§2.2., Ch. 9 of [GT] (67) follows. Let B ⊂ Y be of finite diameter then by the
continuity of the map d : Y × Y → R+ it is of finite diameter also B. Indeed
let diam(B) + sup{x,y∈B} d(x, y), if by absurdum sup{x,y∈B} d(x, y) = ∞ then
(69) (∃ x0, y0 ∈ B)(d(x0, y0) > diam(B) + 1).
Let {(xα, yα)}α∈D ⊂ B × B be a net such that limα∈D(xα, yα) = (x0, y0) limit in
〈Y, d〉 × 〈Y, d〉. Thus by the continuity of d
d(x0, y0) = lim
α∈D
d(xα, yα) ≤ diam(B)
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which contradicts (69), so sup
{x,y∈B} d(x, y) < ∞. Therefore if A is of finite
diameter it is so K. Let z1, z2 ∈ A then there exist y1, y2 ∈ σ such that
zk ∈ BQ(yk), for k ∈ {1, 2}. Then
d(z1, z2) ≤ d(z1, y1) + d(y1, y2) + d(y2, z2) ≤ 2Q + diam(σ) < ∞,
where diam(σ) + sup{x,y∈σ} d(x, y). Hence A is of finite diameter. 
Theorem 1.21. Let T ∈ B(G) be a scalar type spectral operator, σ(T) its
spectrum. Assume that 0 < L ≤ ∞, U is an open neighbourhood of σ(T) such that
] − L, L[·U ⊆ U and F : U → C is an analytic map. Then for all t ∈] − L, L[
(1)
(70) F(tT) = Ft(T);
(2)
(71)
d F(tT)
d t
= T
dF
dλ
(tT);
(3) for all u1, u2 ∈] − L, L[
(72) T
∮ u2
u1
d F
dλ
(tT)d t = F(u2T) − F(u1T).
Here Ft(T), (respectively
d F
dλ (tT) and F(tT)) are the operators arising by the Borelian
functional calculus of the operator T (respectively tT) for all t ∈] − L, L[.
Proof. T is a bounded operator on G so σ(T) is compact. Let us denote
by
〈
C(σ(T)), ‖ · ‖sup
〉
the Banach algebra of all continuous complex valued
maps defined on σ(T) with the norm ‖g‖sup + supλ∈σ(T) |g(λ)|. Set
(73)
C˜(σ(T)) +
{
f : C→ C | f ↾ σ(T) ∈ C(σ(T)), f ↾ ∁σ(T) = 0
}
,
J : C(σ(T)) ∋ g 7→ g˜ ∈ C˜(σ(T)).
Notice that C˜(σ(T)) is an algebra moreover J is a surjective morphism
of algebras and supλ∈C |J(g)(λ)| = ‖g‖sup for all g ∈ C(σ(T)) furthermore
J(g) ∈ Bor(C) since g ∈ Bor(σ(T)) and σ(T) ∈ B(C). Hence C˜(σ(T)) is a
subalgebra of TM, moreover J is an isometry between
〈
C(σ(T)), ‖ · ‖sup
〉
and
〈
C˜(σ(T)), ‖ · ‖sup
〉
. Thus
〈
C˜(σ(T)), ‖ · ‖sup
〉
is a Banach subalgebra of the
Banach algebra
〈
TM, ‖ · ‖sup
〉
and J is an isometric isomorphism of alge-
bras. Therefore by denoting with E the resolution of the identity of T,
by (29) we have that IE
C
◦ J is a unital 6 morphism of algebras such that
6 indeed by setting 1 : C ∋ λ 7→ 1 ∈ C the unity element in TM then IE
C
◦ J(1 ↾ σ(T)) =
IE
C
(1 · χσ(T)) = IEC(1)I
E
C
(χσ(T)) = 1.
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IE
C
◦ J ∈ B(
〈
C(σ(T)), ‖ · ‖sup
〉
,B(G)). In the sequel we convene to denote for
brevity with the symbol IE
C
the operator IE
C
◦ J so
(74)

IE
C
∈ B(
〈
C(σ(T)), ‖ · ‖sup
〉
,B(G)),
IE
C
is a unital morphism of algebras
(∀g ∈ C(σ(T)))(g(T) = IE
C
(g)).
In particular IE
C
is Fre´chet differentiable with constant differentialmap equal
to IE
C
. In the sequel we shall denote with 0 the zero element of the Banach
space
〈
C(σ(T)), ‖ · ‖sup
〉
. Let t ∈]−L, L[−{0}, and ıt + t · ı, where ı : σ(T) ∋ λ 7→
λ. So ıt(T) = IEC(t · ı) = tI
E
C
(ı) = tT. Hence by the general spectral mapping
theorem 18.2.21. of [DS] applied to the map ıt, the fact that σ(T) is closed
and the product by no zero scalars in C is a homeomorphism, we deduce
that tT is a scalar type spectral operator and Et : B(C) ∋ δ 7→ E(t−1δ) its
resolution of the identity. Finally
(∀t ∈] − L, L[)(σ(tT) = tσ(T) ⊆ U),
the inclusion is by hypothesis. So F(tT) arising by the Borel functional
calculus of the operator tT is well defined and by (74)
(75)
F(tT) = IEt
C
(F ↾ σ(tT))  I
E◦ı
t−1
C
(F ↾ σ(tT))
= IE
C
(F ◦ ıt)
= IE
C
(Ft ↾ σ(T)) = Ft(T).
Thus (70). Set
∆ :] − L, L[∋ t 7→ (F ◦ ıt) ∈
〈
C(σ(T)), ‖ · ‖sup
〉
,
by the third equality in (75)
(76) (∀t ∈] − L, L[)(F(tT) = IE
C
◦ ∆(t)).
We claim that∆ is derivable (i.e. Fre´chet differentiable) and for all t ∈]−L, L[
(77)
d∆
dt
(t) = ı ·
(
d F
dλ
)
t
↾ σ(T).
Set 
CU(σ(T)) + { f ∈ C(σ(T)) | f (σ(T)) ⊆ U},
ζ :] − L, L[∋ t 7→ ıt ∈ CU(σ(T)) ⊂
〈
C(σ(T)), ‖ · ‖sup
〉
Υ : CU(σ(T)) ∋ f 7→ F ◦ f ∈
〈
C(σ(T)), ‖ · ‖sup
〉
.
Notice
(78) ∆ = Υ ◦ ζ,
moreover ζ is Fre´chet differentiable and for all t ∈] − L, L[
(79)
d ζ
dt
(t) = ı.
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Next for all f ∈ CU(σ(T)) by Lemma 1.20 applied to the compact f (σ(T)),
there is Q f > 0
(80) K f +
⋃
{λ∈σ(T)}
BQ f ( f (λ)) ⊆ U,
in particular
(81) BQ f ( f ) ⊆ CU(σ(T)).
Thus CU(σ(T)) is an open set of the space
〈
C(σ(T)), ‖ · ‖sup
〉
, therefore we
can claim that Υ is Fre´chet differentiable and its differential map Υ[1] :
CU(σ(T)) → B(C(σ(T))) is such that for all f ∈ CU(σ(T)), h ∈ C(σ(T)), λ ∈ σ(T)
(82)
Υ[1]( f )(h)(λ) = d Fdλ ( f (λ))h(λ),‖Υ[1]( f )‖B(C(σ(T))) ≤ ‖d Fdλ ◦ f ‖sup
Let us fix f ∈ CU(σ(T)) and K f as in (80), so by the boundedness of f (σ(T))
and Lemma 1.20 K f is compact. Morever
d F
dλ is continuous on U therefore
uniformly continuous on the compact K f , hence (∀ε > 0)(∃ δ > 0)(∀h ∈
BQ f (0) ∩ Bδ(0))
(83) sup
t∈[0,1]
sup
λ∈σ(T)
∣∣∣d F
dλ
( f (λ) + th(λ)) −
d F
dλ
( f (λ))
∣∣∣ ≤ ε,
indeed f (λ)+ th(λ) ∈ K f and | f (λ)+ th(λ)− f (λ)| ≤ |h(λ)| ≤ δ, for all λ ∈ σ(T)
and t ∈ [0, 1]. Let us identify for the moment C as the R−normed space
R2, then the usual product (·) : C × C→ C is R−bilinear, therefore the map
F : U ⊆ R2 → R2 is Fre´chet differentiable and for all x ∈ U, h ∈ R2
(84) F[1](x)(h) =
d F
dλ
(x) · h.
for all h ∈ BQ f (0)
sup
λ∈σ(T)
∣∣∣(F( f (λ) + h(λ)) − F( f (λ)) − d F
dλ
( f (λ))h(λ)
∣∣∣ =(85)
sup
λ∈σ(T)
∣∣∣(F( f (λ) + h(λ)) − F( f (λ)) − F[1]( f (λ))(h(λ)))∣∣∣ ≤
sup
t∈[0,1]
sup
λ∈σ(T)
‖F[1]( f (λ) + th(λ)) − F[1]( f (λ))‖B(R2) sup
λ∈σ(T)
|h(λ)| =
sup
t∈[0,1]
sup
λ∈σ(T)
∣∣∣∣∣d Fdλ ( f (λ) + th(λ)) − d Fdλ ( f (λ))
∣∣∣∣∣ ‖h‖sup.
Here in the first equality we use (84), in the first inequality an application of
the Mean value theorem applied to the Fre´chet differentiable map F : U ⊂
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R2 → R2, in the second equality we use a corollary of (84). Finally by (85)
and (83) (∀ε > 0)(∃ δ > 0)(∀h ∈ BQ f (0) ∩ Bδ(0) − {0})
supλ∈σ(T)
∣∣∣(F( f (λ) + h(λ)) − F( f (λ)) − d Fdλ ( f (λ))h(λ)∣∣∣
‖h‖sup
≤ ε.
Equivalently
(86) lim
h→0
h,0
‖Υ( f + h) − Υ( f ) − Υ[1]( f )(h)‖sup
‖h‖sup
= 0
Moreover
‖Υ[1]( f )(h)‖sup ≤ ‖
d F
dλ
◦ f ‖sup‖h‖sup
then by (86) we proved the claimed (82). By (78), (79) and (82) we deduce
that ∆ is derivable in addition for all t ∈] − L, L[, λ ∈ σ(T)
d∆
dt
(t)(λ) = Υ[1](ζ(t))(ı)(λ)
=
d F
dλ
(ζt(λ))ı(λ) = ı
(
d F
dλ
)
t
(λ).
Thus the claimed (77). In conclusion by the fact that IE
C
is a morphism of
algebras, (76), (74) and (77) for all t ∈] − L, L[
d F(tT)
dt
=
d
dt
(
IE
C
◦ ∆
)
(t) = IE
C
(
d∆
dt
(t)
)
= IE
C
(
ı ·
(
d F
dλ
)
t
↾ σ(T)
)
= IE
C
(ı) IE
C
((
d F
dλ
)
t
↾ σ(T)
)
= T
(
d F
dλ
)
t
(T).
Therefore statement (2) by statement (1) applied to the map d Fdλ . The map
] − L, L[∋ t 7→ d Fdλ (tT) ∈ B(G) is continuous by (71) (by replacing the map F
with dFdλ ) hence it is Lebesgue-measurable in B(G). Let u1, u2 ∈] − L, L[, by
statement (1) and Theorem 18.2.11. of [DS]∫ ∗
[u1,u2]
∥∥∥∥∥d Fdλ (tT)
∥∥∥∥∥ d t =
∫ ∗
[u1,u2]
∥∥∥∥∥∥
(
d F
dλ
)
t
(T)
∥∥∥∥∥∥ d t
≤ 4M
∫ ∗
[u1,u2]
∥∥∥∥∥∥
(
d F
dλ
)
t
↾ σ(T)
∥∥∥∥∥∥
sup
d t
≤ 4MD|u2 − u1| < ∞,
whereM + supδ∈B(C) ‖E(δ)‖, and
D + sup
t∈[u1,u2]
∥∥∥∥∥∥
(
d F
dλ
)
t
↾ σ(T)
∥∥∥∥∥∥
sup
= sup
(t,λ)∈[u1 ,u2]×σ(T)
∣∣∣d F
dλ
(tλ)
∣∣∣ < ∞,
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indeed [u1, u2] × σ(T) is compact and the map (t, λ) 7→
d F
dλ (tλ) is continuous
on ] − L, L[×U. Therefore by Theorem 5, IV.71 of [INT] ] − L, L[∋ t 7→ d Fdλ (tT)
is Lebesgue-integrable with respect to the norm topology on B(G), so in
particular by Definition 1, IV.33 of [INT]
(87) ∃
∮ u2
u1
d F
dλ
(tT)d t ∈ B(G).
Therefore by (7), (87), Theorem 1, IV.35 of [INT] and (71)
(88) T
∮ u2
u1
d F
dλ
(tT)d t =
∮ u2
u1
T
dF
dλ
(tT)d t =
∮ u2
u1
d F(tT)
d t
dt.
By (71) the map ] − L, L[∋ t 7→ F(tT), is derivable moreover its derivative
] − L, L[∋ t 7→ d F(tT)d t is continuous in B(G) by (71) and the continuity of the
map ]−L, L[∋ t 7→ d Fdλ (tT) in B(G). Therefore [u1, u2] ∋ t 7→
d F(tT)
d t is Lebesgue
integrable in B(G), where the integral has to be understood as defined in Ch
II of [FVR], see Proposition 3, n◦3, §1, Ch II of [FVR]. Finally the Lebesgue
integral for functions with values in a Banach space as defined in Ch II of
[FVR], turns to be the integral with respect to the Lebesgue measure as
defined in Ch. IV, §4, n◦1 of [INT] (see Ch III, §3, n◦3 and example in Ch
IV, §4, n◦4 of [INT]). Thus statement (3) follows by (88). 
Lemma 1.22. Let R be a possibly unbounded scalar type spectral operator in
G, σ(R) its spectrum, E its resolution of the identity, K , ∅ and for all t ∈ K be
ft ∈ Bor(σ(R)) such that
(89) N + sup
t∈K
‖ f˜t‖
E
∞ < ∞.
If g ∈ Bor(σ(R)) and {σn}n∈N is an E−sequence then for all v ∈ Dom(g(R))
lim
n∈N
sup
t∈K
∥∥∥ ft(R)g(R)v − ft(R)g(R)E(σn)v∥∥∥ = 0.
Proof. By statement (g) of Theorem 18.2.11. of [DS] the statement is
well set. Let M + supσ∈B(C) ‖E(σ)‖B(G) then M < ∞ by Corollary 15.2.4. of
[DS]. Hypothesis (89) together statement (c) of Theorem 18.2.11. of [DS],
imply that for all t ∈ K, ft(R) ∈ B(G) and
sup
t∈K
‖ ft(R)‖B(G) ≤ 4MN.
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Therefore for all v ∈ Dom(g(R)) we have
lim
n∈N
sup
t∈K
∥∥∥ ft(R)g(R)v − ft(R)g(R)E(σn)v∥∥∥
≤ lim
n∈N
sup
t∈K
∥∥∥ ft(R)∥∥∥ · ∥∥∥g(R)v − g(R)E(σn)v∥∥∥
≤ 4MN lim
n∈N
∥∥∥g(R)v − g(R)E(σn)v∥∥∥
= 4MN lim
n∈N
∥∥∥g(R)v − E(σn)g(R)v∥∥∥ by (g) of Theorem 18.2.11. of [DS]
= 0 by (46).

Theorem 1.23 ( Strong operator derivability ). Let R be a possibly
unbounded scalar type spectral operator in G, K ⊆ R an open interval of R and U
an open neighbourhood of σ(R) such that K · U ⊆ U. Assume that f : U → C is
an analytic map and
sup
t∈K
‖ f˜t‖
E
∞ < ∞.
Then
(1) the map K ∋ t 7→ f (tR) ∈ B(G) is continuous in the strong operator
topology,
(2) if
(90) sup
t∈K
∥∥∥∥∥∥∥
(˜
d f
dλ
)
t
∥∥∥∥∥∥∥
E
∞
< ∞,
then for all v ∈ Dom(R), t ∈ K
d f (tR)v
dt
= R
d f
dλ
(tR)v ∈ G.
Proof. Let {σn}n∈N be an E−sequence of compact sets, then by Lemma
1.22 applied for the Borelian map g : σ(R) ∋ λ → 1 ∈ C, so g(R) = 1, and by
(70) we have for all v ∈ G
(91) lim
n∈N
sup
t∈K
∥∥∥ f (tR)v − f (tR)E(σn)v∥∥∥ = 0.
By (70) and Key Lemma 1.7 for all n ∈N
(92)
f (tR)E(σn) = ft(R)E(σn) = ft(Rσn ↾ Gσn)E(σn)
= f (t(Rσn ↾ Gσn))E(σn).
σn is bounded so by Key Lemma 1.7 Rσn ↾ Gσn is a scalar type spectral
operator such that Rσn ↾ Gσn ∈ B(Gσn), moreover by (42) U is an open
neighbourhood of σ(Rσn ↾ Gσn). Thus by statement (2) of Theorem 1.21 the
map
K ∋ t 7→ f (t(Rσn ↾ Gσn)) ∈ B(Gσn)
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is derivable, so in particular ‖ · ‖B(Gσn )−continuous. Now for all n ∈ N, vn ∈
Gσn define ξvn : B(Gσn) ∋ A 7→ Avn ∈ G, then ξvn ∈ B(B(Gσn),G), thus as a
composition of two continuous maps also the following map
(93) K ∋ t 7→ ξE(σn)v
(
f (t(Rσn ↾ Gσn))
)
∈ G
is ‖ · ‖G−continuous, for all n ∈ N, v ∈ G. Hence by (92) we have for all
n ∈N
(94) K ∋ t 7→ f (tR)E(σn) ∈ B(G) is strongly continuous.
Finally by (94) and (91) we can apply Theorem 2, §1.6., Ch. 10 of [GT] to the
uniform spaceB(G)stwhoseuniformity is generatedby the set of seminorms
defining the strong operator topology on B(G). Thus we conclude that
K ∋ t 7→ f (tR) ∈ B(G) is strongly continuous, and statement (1) follows. Let
n ∈ N and vn ∈ Gσn so ξvn ∈ B(B(Gσn),G) thus ξvn is Fre´chet differentiable
with constant differential map ξ[1]vn : B(Gσn) ∋ A 7→ ξvn ∈ B(B(Gσn),G).
Therefore by statement (2) of Theorem 1.21 for all n ∈ N, v ∈ G the map
in (93) is Fre´chet differentiable as composition of two Fre´chet differentiable
maps, and its derivative is for all t ∈ K
d
dt
(
f (t(Rσn ↾ Gσn))E(σn)v
)
= ξE(σn)v
(
d
dt
( f (t(Rσn ↾ Gσn)))
)
=
d
dt
( f (t(Rσn ↾ Gσn)))E(σn)v
= (Rσn ↾ Gσn)
d f
dλ
(t(Rσn ↾ Gσn))E(σn)v, by (71)
=
d f
dλ
(t(Rσn ↾ Gσn))(Rσn ↾ Gσn)E(σn)v, by 18.2.11., [DS]
=
(
d f
dλ
)
t
(Rσn ↾ Gσn)(Rσn ↾ Gσn)E(σn)v by (70)
=
(
d f
dλ
)
t
(R)(Rσn ↾ Gσn)E(σn)v by Lemma 1.7
=
d f
dλ
(tR)(Rσn ↾ Gσn)E(σn)v. by (70)(95)
Thus by (92) for all n ∈N, v ∈ G
(96)
K ∋ t 7→ f (tR)E(σn)v ∈ G is differentiable andK ∋ t 7→ d fdλ (tR)(Rσn ↾ Gσn)E(σn)v ∈ G is its derivative.
By (90) we can apply Lemma 1.22 to themaps
(
d f
dλ
)
t
↾ σ(R) and g = ı : σ(R) ∋
λ 7→ λ ∈ C, so g(R) = R, hence by (70) for all v ∈ Dom(R)
(97) lim
n∈N
sup
t∈K
∥∥∥∥∥d fdλ (tR)Rv − d fdλ (tR)(Rσn ↾ Gσn)E(σn)v
∥∥∥∥∥ = 0.
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Moreover for all a ∈ K let ra ∈ R
+ be such that Bra(a) ⊂ K which exists K
being open, then the equations (97), (96) and (91) hold again if we replace K
by Bra(a). Hence we can apply Theorem 8.6.3. of [Dieu] and deduce for all
v ∈ Dom(R) that the map K ∋ t 7→ f (tR)v ∈ G is derivable, and its derivative
map is
K ∋ t 7→
d f
dλ
(tR)Rv ∈ G.
Finally for all v ∈ Dom(R), R
d f
dλ (tR)v =
d f
dλ (tR)Rv, by Dom(
d f
dλ (tR)) = G and
the commutativity property of the Borel functional calculus expressed in
statement ( f ) of Theorem 18.2.11. of [DS]. Hence the statement follows. 
Corollary 1.24. Let R be a possibly unbounded scalar type spectral operator
in G, U an open neighbourhood of σ(R) and S : U → C an analytic map. Assume
that there is L > 0 such that ] − L, L[·U ⊆ U and
(1) S˜t ∈ L
∞
E
(σ(R)) and
(˜
d S
dλ
)
t
∈ L∞
E
(σ(R)) for all t ∈] − L, L[;
(2) ∫ ∗ ∥∥∥∥∥∥∥
(˜
d S
dλ
)
t
∥∥∥∥∥∥∥
E
∞
dt < ∞
(here the upper integral is with respect to the Lebesgue measure on ] −
L, L[);
(3) for all v ∈ G the map ]−L, L[∋ t 7→ d Sdλ (tR)v ∈ G is Lebesgue measurable.
Then for all u1, u2 ∈] − L, L[
R
∫ u2
u1
d S
dλ
(tR) d t = S(u2R) − S(u1R) ∈ B(G).
Here the integral is with respect to the Lebesgue measure on [u1, u2] and with
respect to the strong operator topology on B(G), see Definition 1.12.
Proof. Let M + supσ∈B(C) ‖E(σ)‖G and µ the Lebesgue measure on
[u1, u2], then by (70), hypotheses, and statement (c) of Theorem 18.2.11
of [DS] we have
a: for all t ∈ [u1, u2], S(tR) ∈ B(G);
b: for all t ∈ [u1, u2],
d S
dλ (tR) ∈ B(G);
c: ([u1, u2] ∋ t 7→ ‖
d S
dλ (tR)‖B(G)) ∈ F1([u1, u2];µ).
So by hypothesis (3), the (c) and Remark 1.14 we have that the map
[u1, u2] ∋ t 7→
d S
dλ
(tR) ∈ B(G)
is Lebesgue integrable with respect to the strong operator topology. This
means that, except for (58), the hypotheses of Theorem 1.18 hold for X +
[u1, u2], h + (Su2 − Su1) ↾ σ(R), g : σ(R) ∋ λ 7→ λ ∈ C and finally for
the maps ft +
(
d S
dλ
)
t
↾ σ(R), for all t ∈ [u1, u2]. Next let σ ∈ B(C) be
bounded, so by Key Lemma 1.7 Rσ ↾ Gσ is a scalar type spectral operator
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such that Rσ ↾ Gσ ∈ B(Gσ), moreover by (42)U is an open neighbourhood of
σ(Rσ ↾ Gσ). Thus we can apply statement (3) of Theorem 1.21 to the Banach
space Gσ, the analytic map S and to the operator Rσ ↾ Gσ. In particular
the map [u1, u2] ∋ t 7→
d S
dλ (t(Rσ ↾ Gσ)) ∈ B(Gσ) is Lebesgue integrable in
‖ · ‖B(Gσ)−topology, that is in the meaning of Definition 2, IV.23 of [INT].
Next we consider for all v ∈ Gσ, the following map
T ∈ B(Gσ) 7→ Tv ∈ Gσ
which is linear and continuous in the norm topologies. Thus by Theorem 1,
IV.35 of the [INT], [u1, u2] ∋ t 7→
d S
dλ (t(Rσ ↾ Gσ))v ∈ Gσ is Lebesgue integrable
for all v ∈ Gσ and∫ u2
u1
d S
dλ
(t(Rσ ↾ Gσ))v d t =
(∮ u2
u1
d S
dλ
(t(Rσ ↾ Gσ)) d t
)
v.
Therefore by Definition 1.12 we can state that [u1, u2] ∋ t 7→
d S
dλ (t(Rσ ↾ Gσ)) ∈
B(Gσ) is Lebesgue integrable with respect to the strong operator topology
on B(Gσ) and
(98)
∫ u2
u1
d S
dλ
(t(Rσ ↾ Gσ)) d t =
∮ u2
u1
d S
dλ
(t(Rσ ↾ Gσ)) d t.
Here
∫ u2
u1
d S
dλ (t(Rσ ↾ Gσ))dt is the integral of
d S
dλ (t(Rσ ↾ Gσ)) with respect to the
Lebesgue measure on [u1, u2] and the strong operator topology on B(Gσ).
Furthermore by statement (3) of Theorem 1.21
(Rσ ↾ Gσ)
∮ u2
u1
d S
dλ
(t(Rσ ↾ Gσ)) d t = S(u2(Rσ ↾ Gσ)) − S(u1(Rσ ↾ Gσ)).
Thus by (98)
(99) (Rσ ↾ Gσ)
∫ u2
u1
d S
dλ
(t(Rσ ↾ Gσ)) d t = S(u2(Rσ ↾ Gσ)) − S(u1(Rσ ↾ Gσ)).
Which implies (58), by choosing for example σn + Bn(0), for all n ∈ N.
Therefore by Theorem 1.18 we obtain the statement. 
Theorem 1.25 ( Strong operator Newton-Leibnitz formula ). Let R be
a possibly unbounded scalar type spectral operator in G, U an open neighbourhood
of σ(R) and S : U → C an analytic map. Assume that there is L > 0 such that
] − L, L[·U ⊆ U and
(1) S˜t ∈ L
∞
E
(σ(R)) for all t ∈] − L, L[;
(2)
sup
t∈]−L,L[
∥∥∥∥∥∥∥
(˜
d S
dλ
)
t
∥∥∥∥∥∥∥
E
∞
< ∞.
Then
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(1) for all u1, u2 ∈] − L, L[
R
∫ u2
u1
d S
dλ
(tR) d t = S(u2R) − S(u1R) ∈ B(G).
Here the integral is with respect to the Lebesgue measure on [u1, u2] and
with respect to the strong operator topology on B(G).
(2) If also supt∈]−L,L[
∥∥∥∥S˜t∥∥∥∥E
∞
< ∞, then for all v ∈ Dom(R), t ∈] − L, L[
dS(tR)v
dt
= R
dS
dλ
(tR)v.
Proof. By hypothesis (2) and statement (1) of Theorem 1.23 for all v ∈ G
the map ] − L, L[∋ t 7→ d Sdλ (tR)v ∈ G is continuous. Thus statement (1) by
Corollary 1.24 and the fact that continuity implies measurability. Statement
(2) follows by statement (2) of Theorem 1.23. 
Remark 1.26. We end this section by remarking that f : X → B(G) is
µ−integrable with respect to the strong operator topology as defined in
Definition 1.12, if and only if f : X → B(G) is scalarly (µ,B(G))−integrable
with respect to the weak operator topology in the sense explained in No-
tations 2.1. In Chapter 2 we shall extend the results of Chapter 1 to the
case of integration with respect to the measure µ and with respect to the
σ(B(G),N)−topology, where N ⊂ B(G)∗ is a suitable linear subspace of the
topological dual of B(G).
4. Application to resolvents of unbounded scalar type spectral
operators in a Banach space G
Corollary 1.27. Let T be a possibly unbounded scalar type spectral operator
in G with real spectrum σ(T). Then
(1) for all λ ∈ C | Im(λ) > 0
(100) (T − λ1)−1 = i
∫ 0
−∞
e−itλeitT d t ∈ B(G).
(2) for all v ∈ Dom(T), t ∈ R
d eit(T−λ1)v
d t
= i(T − λ1)ei(T−λ1)tv.
Remark 1.28. If we set the map S(λ) + exp(iλ) for all λ ∈ C then
the operator functions in Corollary 1.27 are so defined eitT + St(T) and
eit(T−λ1) + St(T − λ1), in the sense of the Borelian functional calculus for the
scalar type spectral operators T and (T − λ1), respectively, as defined in
Definition 1.3.
The integral in Corollary 1.27 is with respect to the Lebesgue measure
and with respect to the strong operator topology on B(G). Meaning by
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definition that ∫ 0
−∞
e−itλeitT d t ∈ B(G)
such that for all v ∈ G(∫ 0
−∞
e−itλeitT d t
)
v + lim
u→−∞
(∫ 0
u
e−itλeitT d t
)
v = lim
u→−∞
∫ 0
u
e−itλeitTv d t.
Here the integral in the right side of the first equality is with respect to the
Lebesguemeasure on [u, 0] andwith respect to the strong operator topology
on B(G).
Proof. Let λ ∈ C and set R + (T − 1λ), then R is a scalar type spectral
operator, see Theorem 18.2.17. of the [DS]. Let λ ∈ C | Im(λ) , 0 and E be
the resolution of the identity of R, then σ(R) = σ(T)−λ, as a corollary of the
well-known spectral mapping theorem. Then for all t ∈ R
E − ess sup
ν∈σ(R)
|
dS
dλ
(tν)| = E − ess sup
ν∈σ(R)
|S(tν)| ≤
≤ sup
ν∈σ(R)
|S(tν)|
= sup
µ∈σ(T)
|ei(µ−λ)t |
= eIm(λ)t.
Therefore are verified the hypotheses of Corollary 1.25 with the position
R + (T − λ1), then we can state for all v ∈ G, u ∈ R that
(101) i(T − λ1)
∫ 0
u
eit(T−λ1)v d t = v − eiu(T−λ1)v.
Here eit(T−λ1) + St(R). One should note an apparent ambiguity about the
symbol eit(T−λ1), standing here for the operatorSt(R) = S(tR), which could be
seen also as a Borelian function of the operator T. By setting g[λ](µ) + µ−λ,
so g[λ] = ı − λ · 1 with 1 : C ∋ λ 7→ 1, considering that by the composition
rule, see Theorem 18.2.24 of [DS], we have St ◦ g[λ](T) = St(g[λ](T)), finally
R = ı(T) − λ1(T) = (ı − λ · 1) (T) = g[λ](T), we can assert
(102)
T − λ1 = g[λ](T) + T − λeit(T−λ1) + St(T − λ1) = St ◦ g[λ](T) = eit(T−λ).
Therefore we can consider the operator eit(T−λ1) as an operator function of R
or of T. Now for all t ∈ R, supµ∈σ(T) | exp(iµt)| = 1, therefore we can deduce
by statement (c) of Theorem 18.2.11. of [DS]
(103) sup
t∈R
‖ exp(iTt)‖B(G) ≤ 4M.
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Here M + supσ∈B(C) ‖E(σ)‖G. But with the notations before adopted we
have for all µ ∈ C that St ◦ g[λ](µ) = exp(it(µ − λ)) = exp(−itλ)St(µ), there-
fore by considering that St(T) = S(tT), see (70), we have St ◦ g
[λ](T) =
exp(−itλ)St(T) = exp(−itλ)S(tT). Thus by (102) we have for all t ∈ R, λ ∈ C |
Im(λ) > 0
(104) eit(T−λ1) = exp(−itλ)S(tT)  exp(−itλ)eitT .
We have by (104) and (103)
lim
u→−∞
‖eiu(T−λ1)‖B(G) ≤ 4M lim
u→−∞
exp(Im(λ)u) = 0
or equivalently limu→−∞ e
iu(T−λ1) = 0 in ‖ · ‖B(G)−topology. Hence by (101)
for all v ∈ G
(105) v = i lim
u→−∞
(T − λ1)
∫ 0
u
eit(T−λ1)v d t in ‖ · ‖G.
By considering that Im(λ) , 0 we have {µ ∈ C | g[λ](µ) = 0} ∩ σ(T) = ∅,
therefore if we denote with F the resolution of the identity of the spectral
operator T, we have F(σ(T)) = 1 so F({µ ∈ C | g[λ](µ) = 0}) = F({µ ∈ C |
g[λ](µ) = 0} ∩ σ(T)) = F(∅) + 0. Thus by applying statement (h) of Theorem
18.2.11. of [DS], we can assert that
∃ (T − λ)−1 =
1
g[λ]
(T) 
1
T − λ
.
Finally F − ess supµ∈σ(T) |
1
g[λ](µ)
| ≤ supµ∈σ(T) |
1
g[λ](µ)
| = supµ∈σ(T) |
1
µ−λ | =
1
infµ∈σ(T) |(µ−λ)|
≤ 1
|Im(λ)| < ∞, so
1
g[λ]
(T) ∈ B(G).
Hence by the previous equation and the fact T − λ = T − λ1, see (102), we
can state
(T − λ1)−1 ∈ B(G).
Finally by following a standard argument, see for example [LN], by this
one and (105) we can deduce for all v ∈ G that
(T − λ1)−1v = i lim
u→−∞
(T − λ1)−1(T − λ1)
∫ 0
u
eit(T−λ1)v d t
= i lim
u→−∞
∫ 0
u
eit(T−λ1)v d t.
So statement (1) by (104). By (104), the fact that St(T) = S(tT) and statement
(2) of Theorem1.23 applied to the operatorT and to themap S : C ∋ µ 7→ eiµ,
we obtain statement (2). 
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Remark 1.29. An important application of this formula is made in prov-
ing the well-known Stone theorem for strongly continuous semigroups of
unitary operators in Hilbert space, see Theorem 12.6.1. of [DS]. In [Dav]
it has been used for showing the equivalence of uniform convergence in
strong operator topology of a one-parameter semigroup depending on a
parameter and the convergence in strong operator topology of the resol-
vents of the corresponding generators, Theorem 3.17..
Notice that if ζ + −iλ and Q + iT, then the equality (100) turns into
(Q + ζ1)−1 =
∫ ∞
0
e−tζe−Qt d t,
which is referred in IX.1.3. of [Kat] as the fact that the resolvent of Q is the
Laplace transform of the semigroup e−Qt. Applications of this formula to
perturbation theory are in IX.2. of [Kat].

CHAPTER 2
Extension theorem. The case of the topology σ(B(G),N)
1. Introduction
Let R be an unbounded scalar type spectral operator R in a complex
Banach space G and E its resolution of identity. The main results of this
chapter and of the work are of two types.
The results of the first type are Extension Theorems for integration with
respect to the σ(B(G),N)−topology, when N is an E−appropriate set: The-
orems 2.25 and when N is an E−appropriate set with the duality property:
Corollary 2.26.
As an application wewill prove, by using (142), the Extension theorems
for the integration with respect to the sigma-weak topology: Corollary 2.28
and Corollary 2.29, and for integration with respect to the weak operator
topology: Corollary 2.27, and Corollary 2.30.
The results of the second type areNewton-Leibnitz formulas for integra-
tion with respect to the σ(B(G),N)−topology, when N is an E−appropriate
setwith the duality property: Corollary 2.33 and Corollary 2.34; for integra-
tionwith respect to the sigma-weak topology: Corollary 2.35; for integration
with respect to the weak operator topology: Corollary 2.36
For obtaining the Extension Theorem 2.25 we need to introduce the con-
cept of E−appropriate set, Definition 2.11, which allows us to establish two
important properties for the proof of Theorem 2.25, namely the “Commu-
tation” property, Theorem 2.13, and the “Restriction” property, Theorem
2.22.
Finally for obtaining Corollary 2.26 and the Newton-Leibnitz formula
in Corollary 2.33 we have to introduce the concept of an E−appropriate set
N with the duality property, Definition 2.11, which allows us to establish
conditions ensuring that a map is scalarly essentially (µ,B(G))−integrable
with respect to the σ(B(G),N)−topology, Theorem 2.2. Similar results for
theweak operator topology are contained in Theorem 2.5 andCorollary 2.6.
2. Existence of the weak-integral with respect to the σ(B(G),N)−
topology
In this section we shall obtain a general result, Theorem 2.2 about con-
ditions ensuring that a map is scalarly essentially (µ,B(G))−integrable with
respect to the σ(B(G),N)−topology, where N is a suitable subset of B(G)∗.
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Notations with Comments 2.1. Let K ∈ {R,C}, Z a linear space over
K and τ a locally convex topology on Z, then we indicate with 〈Z, τ〉 the
associated locally convex space over K. We denote with LCS(K) the class
of all the locally convex spaces over K and for any 〈Z, τ〉 ∈ LCS(K) we set
〈Z, τ〉∗ for its topological dual, that is the K−linear space of all K−linear
continuous functionals on Z.
Let Y be a linear space over K and U a subspace of Hom(Y,K), then we
indicate with the symbol σ(Y,U) the weakest (locally convex) topology on
Y such that U ⊆ 〈Y, σ(Y,U)〉∗, Def. 2, II.42 of [TVS], which coincides with
the locally convex topology on Y generated by the set of seminorms Γ(U)
associated to U where Γ(U) + {qφ : Y ∋ y 7→ |φ(y)| | φ ∈ U}.
It is not hard to see that σ(Y,U) is the topology generated by the set of
seminorms Γ(S) for any S such thatU = LK(S), where LK(S) is theK−linear
space generated by the set S.
By Proposition 2, II.43 of [TVS], σ(Y,U) is a Hausdorff topology if and
only if U separates the points of Y, i.e.
(106) (∀T ∈ Y)(T , 0 ⇒ (∃φ ∈ U)(φ(T) , 0)).
Also by Proposition 3, II.43 of [TVS]
(107) 〈Y, σ(Y,U)〉∗ = U.
Let X be a locally compact space and µ a K− Radon measure on X,
Definition 2, §1, n◦3, Ch. 3, of [INT] where it is called just measure. We
denote with |µ| the total variation of µ, §1, n◦6, Ch. 3, of [INT], and with∫ ∗
the upper integral with respect to a positive measure, as for example |µ|,
Definition 1, §1, n◦1, Ch. 4, of [INT], With
∫ •
we denote the essential upper
integral with respect to a positive measure, Definition 1, §1, n◦1, Ch. 5, of
[INT]. 1 We readdress for the definition of essentially µ−integrable map
f : X → K, to Ch. 5, §1, n◦3, of [INT].
Let 〈Y, τ〉 ∈ LCS(K) of Hausdorff then f : X → 〈Y, τ〉 is scalarly essentially
µ−integrable or equivalently f : X → Y is scalarly essentially µ−integrable
with respect to the measure µ and with respect to the τ− topology on Y if for all
ω ∈ 〈Y, τ〉∗ the map ω ◦ f : X → K is essentially µ−integrable, so we can
define its integral as the following linear operator
〈Y, τ〉∗ ∋ ω 7→
∫
ω( f (x)) dµ(x) ∈ K.
See Ch. 6, §1, n◦1 forK = R, and for the extension to the caseK = C see the
end of §2, n◦10, of [INT].
Notice that the previous definitions depend only on the dual space
〈Y, τ〉∗, hence both the concepts of scalar essential µ−integrability and in-
tegral will be invariant if we replace τ with any other Hausdorff locally
convex topology τ2 on Y compatible with the duality (Y, 〈Y, τ〉
∗), i.e. such
that 〈Y, τ〉∗ = 〈Y, τ2〉
∗.
1 In general
∫ •
≤
∫ ∗
, however if X is σ−compact, in particular compact, then
∫ •
=
∫ ∗
.
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Therefore as a corollary of the well-known Mackey-Arens Theorem,
see Theorem 1, IV.2 of [TVS] or Theorem 5 §8.5. of [Jar], fixed a locally
convex space 〈Y, τ〉 and denoted byN + 〈Y, τ〉∗ its topological dual, we have
that scalar essential µ−integrability (respectively integral) is an invariant
property (respectively functional) under the variation of any Hausdorff
locally convex topology τ1 on Y such that
σ(Y,N) ≤ τ1 ≤ τ(Y,N).
Here a ≤ b means a is weaker than b and τ(Y,N) is the Mackey topology
associated to the canonical duality (Y,N).
Let f : X → 〈Y, τ〉 be scalarly essentially µ−integrable and assume that
(108) (∃B ∈ Y)(∀ω ∈ 〈Y, τ〉∗)
(
ω(B) =
∫
ω( f (x)) dµ(x)
)
.
Notice that by the Hahn-Banach theorem 〈Y, τ〉∗ separates the points of
Y, so the element B is defined by this condition uniquely. In this case, by
definition f : X → 〈Y, τ〉 is scalarly essentially (µ,Y)−integrable (or f : X → Y
is scalarly essentially (µ,Y)−integrable with respect to the τ− topology on Y ) and
itsweak-integral with respect to the measure µ and with respect to the τ−topology,
or briefly its weak-integral, is defined by
(109)
∫
f (x) dµ(x) + B.
In the work we shall use this integral for the case 〈Y, τ〉 + 〈B(G), σ(B(G),N)〉,
where N is a linear subspace of B(G)∗ which separates the points of B(G).
Notice that by (107) 〈B(G), σ(B(G),N)〉∗ = N.
Let G be a K−normed space, then the strong operator topology τst(G)
on B(G) is defined to be the locally convex topology generated by the fol-
lowing set of seminorms
{
qv : B(G) ∋ A 7→ ‖Av‖G | v ∈ G
}
. Hence τst(G) is a
Hausdorff topology, in fact a base of the neighbourhoods of A ∈ B(G) is the
class of the sets Uv,ε(A) + {B ∈ B(G) | supk=1,...,n ‖(A − B)vk‖G < ε}, with v
running in
⋃
n∈N G
n and ǫ in R+ − {0}. So B ∈ {0}, the closure of {0} in the
strong operator topology, if and only if ‖Bv‖G < ε, for all ε ∈ R
+ − {0}, v ∈ G,
that is B = 0. Hence {0} = {0} and then τst(G) is of Hausdorff. By Ch. 6, §1,
n◦3, of [INT]
(110) Nst(G) + 〈B(G), τst(G)〉
∗
= LK({ψ(φ,v) | (φ, v) ∈ G
∗ × G}).
Here
ψ(φ,v) : B(G) ∋ T 7→ φ(Tv) ∈ K.
Here if Z is a K−linear space and S ⊆ Z then LK(S) is the space of all
K−linear combinations of elements in S.
The first locally convex space in which are mainly interested, is
〈B(G), σ(B(G),Nst(G))〉, for which by (107) we have
(111) 〈B(G), σ(B(G),Nst(G))〉
∗
= Nst(G).
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Notice that by what said σ(B(G),Nst(G)) is the topology on B(G) gener-
ated by the set of seminorms associated to the set {ψ(φ,v) | (φ, v) ∈ G
∗ × G},
hence σ(B(G),Nst(G)) is nothing but the usual weak operator topology on
B(G).
Notice that by (106), and the Hahn-Banach theorem applied to G we
have that σ(B(G),Nst(G)) is a topology of Hausdorff.
Let G be a complex Hilbert space. We define
Npd(G) + B(G)∗.
Here B(G)∗ is the “predual” of the von Neumann algebra B(G), see for
example Definition 2.4.17. of [BR], or Definition 2.13., Ch. 2 of [Tak], So
every ω ∈ Npd(G) has the following form, see Proposition 2.4.6 of [BR] or
statement (ii.4) of Theorem 2.6., Ch. 2 of [Tak]
(112) ω : B(G) ∋ B 7→
∞∑
n=0
〈un,Bwn〉 ∈ C.
Here {un}n∈N, {wn}n∈N ⊂ G are such that
∑∞
n=0 ‖un‖
2 < ∞ and
∑∞
n=0 ‖wn‖
2 <
∞.
We say that ω is determined by {un}n∈N, {wn}n∈N if (112) holds. Notice
that ω is well-defined, indeed for all B ∈ B(G) we have
∑∞
n=0 | 〈un,Bwn〉 |
2 ≤
‖B‖2
(∑∞
n=0 ‖un‖
2
) (∑∞
n=0 ‖wn‖
2
)
< ∞, hence there exists ω(B) and ω ∈ B(G)∗,
so
(113) Npd(G) ⊆ B(G)
∗.
The second locally convex space in which are mainly interested is〈
B(G), σ(B(G),Npd(G))
〉
, for which by (107) we have
(114)
〈
B(G), σ(B(G),Npd(G))
〉∗
= Npd(G).
By the fact that every ω ∈ Nst(G) is determined by the {un}Nn=1, {wn}
N
n=1
,
for someN ∈N, we have thatNst(G) ⊂ Npd(G). Hence being σ(B(G),Nst(G))
a topology of Hausdorff we can conclude by (106) that it is so also the
σ(B(G),Npd(G))− topology.
Notice that by what said σ(B(G),Npd(G)) is the topology on B(G) gener-
ated by the set of seminorms associated to the set Npd(G), hence is nothing
but the usual sigma-weak operator topology on B(G), see for example for
its definition Section 2.4.1 of [BR], so often we shall refer to it just as the
sigma-weak operator topology on B(G).
We want just to remark that as a corollary of the beforementioned in-
variance property for the weak-integration, when we change the topology
τ on Y with any other Hausdorff topology compatible with it, we deduce
by (110) that f : X → B(G) is scalarly essentially (µ,B(G))−integrable with
respect to themeasure µ and with respect to the σ(B(G),Nst(G)) topology on
B(G), if and only if it is so with respect to the strong topology τst(G) on B(G),
and in this case their weak-integrals coincide. LetA be aK−Banach algebra
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then for all A,B ∈ A set [A,B] + AB − BA, while the map R : A → B(A) and
L : A → B(A), have been defined in (6). Let G be a K−Banach space and
N ⊆ B(G)∗ a linear subspace of the normed space B(G)∗, then we introduce
the following notations
N∗ ⊆ B(G)
de f
⇔ (∃Y0 ⊆ B(G))(N
∗ = {Aˆ ↾ N | A ∈ Y0});
N∗
‖·‖
⊆ B(G)
de f
⇔
(∃Y0 ⊆ B(G))(∀φ ∈ N∗)(∃A ∈ Y0)((φ = Aˆ ↾ N) ∧ (‖φ‖N∗ = ‖A‖B(G))).
Here (·ˆ) : B(G)→ (B(G)∗)∗ is the canonical isometric embedding of B(G) into
its bidual.
By statement (iii) of Theorem 2.6., Ch. 2 of [Tak], or Proposition 2.4.18
of [BR]
(115) Npd(G)
∗
‖·‖
⊆ B(G).
Let H : BY → Pr(G) be a spectral measure in G on BY then we continue
to follow the notation
(∀σ ∈ B(C))(Gσ + H(σ)G),
without expressing the dependence on H everywhere it does not cause
confusion.
In this Chapter we assume to be fixed a complex Banach space G, a locally
compact space X a complex Radon measure µ on X, a possibly unbounded scalar
type spectral operator R with spectrum σ(R) and resolution of the the identity E.
For each map f : U ⊂ C→ C we denote by f˜ the 0−extension of f to C.
Finally we shall denote with Fess(X;µ) the seminormed space, with the
seminorm ‖ · ‖Fess(X;µ), of all maps H : X → C such that
‖H‖Fess(X;µ) +
∫ •
|H(x)| d|µ|(x) < ∞.
By µ− l.a.e.(X) we shall mean “locally almost everywhere onXwith respect
toµ”. Moreover if f : X0 → C is amap definedµ− l.a.e.(X), thenwe convene
to say that f ∈ Fess(X;µ) if there exists a map F : X → C such that F ↾ X0 = f
and F ∈ Fess(X;µ). In such a case we set
(116) ‖ f ‖Fess(X;µ) + ‖F‖Fess(X;µ).
(116) is well-defined since the definition is independent of which map F ∈
Fess(X;µ) extends f , as an application of statement (a) of Proposition 1,
n◦1, §1, Ch. V of [INT]. Moreover let 〈Y, τ〉 be a locally convex space and
f : X0 → Y a map defined µ− l.a.e.(X), then we for brevity say that the map
f : X → 〈Y, τ〉 is scalarly essentially (µ,Y)−integrable if there exists a map
F : X → Y such that F ↾ X0 = f and F : X → 〈Y, τ〉 is scalarly essentially
(µ,Y)−integrable. In this case we define
(117)
∫
f (x) dµ(x) +
∫
F(x) dµ(x).
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This does not depend on the choice of F. Indeed, for k ∈ {1, 2} let Fk :
X → Y be such that Fk ↾ X0 = f and Fk : X → 〈Y, τ〉 be scalarly essentially
(µ,Y)−integrable, then for all ω ∈ 〈Y, τ〉∗ , k ∈ {1, 2}
ω
(∫
Fk(x) dµ(x)
)
=
∫
ω(Fk(x)) dµ(x) =
∫
χX0 (x)ω(Fk(x)) dµ(x).
Next for all x ∈ X, χX0 (x)ω(F1(x)) = χX0 (x)ω(F2(x)), so for all ω ∈ 〈Y, τ〉
∗
ω
(∫
F1(x) dµ(x)
)
= ω
(∫
F2(x) dµ(x)
)
.
Then (106) yields
∫
F1(x) dµ(x) =
∫
F2(x) dµ(x).
Now we will show some result about which functions are scalarly es-
sentially (µ,B(G))−integrable with respect to the σ(B(G),N)−topology. Here
N ⊆ B(G)∗, such that separates the points of B(G) and N∗ ⊆ B(G). Then we
apply these results to the case when G is a Hilbert space and N = Npd(G).
Theorem 2.2. Let G be a complex Banach space, a subspace N ⊆ B(G)∗ be
such that N separates the points of B(G) and
N
∗ ⊆ B(G).
Let F : X → B(G) be a map such that for all ω ∈ N the map ω ◦ F : X → C is
µ−measurable and
(118) (X ∋ x 7→ ‖F(x)‖B(G)) ∈ Fess(X;µ).
Then the map F : X → 〈B(G), σ(B(G),N)〉 is scalarly essentially (µ,B(G))−
integrable, if in addition N∗
‖·‖
⊆ B(G) then its weak-integral is such that
(119)
∥∥∥∥∥
∫
F(x) dµ(x)
∥∥∥∥∥
B(G)
≤
∫ •
‖F(x)‖B(G) d|µ|(x).
Proof. For all ω ∈ N we have |ω(F(x))| ≤ ‖ω‖‖F(x)‖B(G), hence for all
ω ∈ N
(120)
∫ •
|ω(F(x))| d|µ|(x) ≤ ‖ω‖
∫ •
‖F(x)‖B(G) d|µ|(x).
Moreover the map ω ◦ F is µ−measurable by hypothesis, therefore by
(120) and Proposition 9, §1, n◦3, Ch. 5 of [INT] we have that ω ◦ F is
essentially µ−integrable.
By this fact we can define the following map
Ψ : N ∋ ω 7→
∫
ω(F(x)) dµ(x) ∈ C
which is linear. Moreover for any essentially µ−integrable map H : X → C
(121)
∣∣∣∣∣
∫
H(x) dµ(x)
∣∣∣∣∣ ≤
∫ •
|H(x)| d|µ|(x),
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hence by (120)
(122) Ψ ∈ N∗.
Finally by the duality property N∗ ⊆ B(G) in hypothesis the statement
follows by (122) and (120). 
Remark 2.3. Let G be a complex Hilbert space, then the statement of
Theorem 2.2 holds if we set N + Npd(G). Indeed we have the duality
property (115).
Now we give similar results for N = Nst(G).
Lemma 2.4. Let G be reflexive, that is (G∗)∗ is isometric to G through the
natural injective embedding of any normed space into its bidual. In addition let
B : G∗ × G→ C be a bounded bilinear form, that is
(∃C > 0)(∀(φ, v) ∈ G∗ × G)(|B(φ, v)| ≤ C‖φ‖G∗‖v‖G).
Then
(∃ !L ∈ B(G))(∀φ ∈ G∗)(∀v ∈ G)(B(φ, v) = φ(L(v))
and ‖L‖B(G) ≤ ‖B‖, where ‖B‖ + sup{(φ,v)|‖φ‖G∗ ,‖v‖G≤1} |B(φ, v)|.
Proof. For all v ∈ G let T(v) : G∗ ∋ φ 7→ B(φ, v) ∈ C so T(v) ∈ (G∗)∗
such that ‖T(v)‖(G∗)∗ ≤ ‖B‖ · ‖v‖G. G is reflexive, hence (∀v ∈ G)(∃ !L(v) ∈
G)(∀φ ∈ G∗)(φ(L(v)) = T(v)(φ)), in addition ‖L(v)‖G = ‖T(v)‖(G∗)∗ ≤ ‖B‖ · ‖v‖G.
L is linear by the linearity of T and by the fact that G∗ separates the points
of G by the Hahn-Banach theorem. Thus L is linear and bounded and
‖L‖B(G) ≤ ‖B‖. This implies the existence of L. Let now L
′ ∈ B(G) be another
operator with the same property, so for all φ ∈ G∗, v ∈ G, φ(L(v)) = φ(L′(v)),
thus by the Hahn-Banach theorem for all v ∈ G L(v) = L′(v), which shows
the uniqueness. 
Theorem 2.5. Let G be reflexive, F : X → B(G) be a map such that for all
(φ, v) ∈ G∗ × G the map X ∋ x 7→ φ(F(x)v) ∈ C is µ−measurable, finally assume
that (118) holds. Then the map F : X → 〈B(G), σ(B(G),Nst(G))〉 is scalarly
essentially (µ,B(G))−integrable and its weak-integral satisfies (119).
Proof. We have for all φ ∈ G∗, v ∈ G, x ∈ X that |φ(F(x)v)| ≤
‖φ‖‖v‖‖F(x)‖B(G), hence
(123)
∫ •
|φ(F(x)v)| d|µ|(x) ≤ ‖φ‖‖v‖
∫ •
‖F(x)‖B(G) d|µ|(x)
Furthermore the map X ∋ x 7→ φ(F(x)v) is µ−measurable by hypothesis,
therefore by (123) and Proposition 9, §1, n◦3, Ch. 5 of [INT] we have that
X ∋ x 7→ φ(F(x)v) is essentially µ−integrable.
By this fact we can define the following map
B : G∗ × G ∋ (φ, v) 7→
∫
φ(F(x)v) dµ(x) ∈ C,
40 2. EXTENSION THEOREM. THE CASE OF THE TOPOLOGY σ(B(G),N)
which is bilinear. So by (121) and (123)
|B(φ, v)| ≤ ‖φ‖‖v‖
∫ •
‖F(x)‖B(G) d|µ|(x).
Hence B is a bounded bilinear form whose norm is such that ‖B‖ ≤∫ •
‖F(x)‖B(G) d|µ|(x), then the statement by Lemma 2.4. 
Corollary 2.6. Let G be reflexive, F : X → B(G) a map σ(B(G),Nst(G))−
continuous, i.e. for all (φ, v) ∈ G∗ × G the map X ∋ x 7→ φ(F(x)v) ∈ C is
continuous, finally assume that (118) holds.
Then the map F : X → 〈B(G), σ(B(G),Nst(G))〉 is scalarly essentially
(µ,B(G))−integrable and its weak-integral satisfies (119).
Proof. By definition of µ−measurability we have that the continuity
condition implies that for all (φ, v) ∈ G∗ × G the map X ∋ x 7→ φ(F(x)v) ∈ C
is µ−measurable, hence the statement by Theorem 2.5. 
3. Commutation and restriction properties
Let H : BY → Pr(G) be a spectral measure in G onBY, then in the sequel
we shall introduce a special class of subspaces of B(G)∗, the class of all
“H−appropriate sets”, which allows one to show two important properties
for proving the main Extension Theorem 2.25. These are
(1) “Commutation” property: Theorem 2.13, for a general
E−appropriate set N, and Corollary 2.14 for N = Npd(G) or
N = Nst(G);
(2) “Restriction” property: Theorem 2.22 for a general E−appropriate
set N.
Lemma 2.7. Let A ∈ B(G) such that AR ⊆ RA and f ∈ Bor(σ(R)). Then
A f (R) ⊆ f (R)A.
Proof. By Corollary 18.2.4. of [DS]
(124) (∀σ ∈ B(C))([A,E(σ)] = 0).
By (7) for all T ∈ B(G)), R(T),L(T) ∈ B(B(G))), so by using the notations in
Preliminaries 1.1, we have for all n ∈N
IE
C
( fn)A =
(
L(A) ◦ IE
C
)
( fn)
= I
L(A)◦E
C
( fn) by (30), L(A) ∈ B(B(G))
= I
R(A)◦E
C
( fn) by (124)
=
(
R(A) ◦ IE
C
)
( fn) by (30), R(A) ∈ B(B(G))
= A IE
C
( fn).(125)
Let x ∈ Dom( f (R)) then by (34), the fact that A ∈ B(G) and (125)
A f (R)x = lim
n→∞
IE
C
( fn)Ax.
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Hence (34) implies Ax ∈ Dom( f (R)) and
f (R)Ax = lim
n→∞
IE
C
( fn)Ax = A f (R)x.

Lemma 2.8. Let N ⊆ B(G)∗ be such that σ(B(G),N) is a Hausdorff topology,
A ∈ B(G), and the map X ∋ x 7→ fx ∈ Bor(σ(R)) be such that f˜x ∈ L∞E (σ(R))
µ − l.a.e.(X). Assume that
(1) the map X ∋ x 7→ fx(R) ∈ 〈B(G), σ(B(G),N)〉 is scalarly essentially
(µ,B(G))−integrable;
(2) φ ◦ R(A) ∈ N and φ ◦ L(A) ∈ N, for all φ ∈ N;
(3) AR ⊆ RA.
Then [∫
fx(R) dµ(x), A
]
= 0.
Proof. By the hypothesis f˜x ∈ L
∞
E
(σ(R)), µ − l.a.e.(X) and statement (c)
of Theorem 18.2.11. of [DS] applied to the scalar type spectral operator R,
we have fx(R) ∈ B(G), µ− l.a.e.(X). Let us set X0 + {x ∈ X | fx(R) ∈ B(G)}. By
the hypothesis (1) we deduce that there is F : X → B(G) such that
• (∀x ∈ X0)(F(x) = fx(R));
• F : X → 〈B(G), σ(B(G),N)〉 is scalarly essentially
(µ,B(G))−integrable.
Thus by definition
(126)
∫
fx(R) dµ(x) +
∫
F(x) dµ(x)
Notice that for all x ∈ X, φ ∈ N
(127) χX0 (x)φ ◦L(A)(F(x)) = χX0(x)φ ◦ R(A)(F(x)),
since by Lemma 2.7 for all x ∈ X0
F(x)A = fx(R)A = A fx(R) = AF(x).
Moreover for all φ ∈ N
(128)

∫
φ ◦ L(A) (F(x)) dµ(x) =
∫
χX0 (x)φ ◦ L(A) (F(x)) dµ(x),∫
φ ◦ R(A) (F(x)) dµ(x) =
∫
χX0(x)φ ◦ R(A) (F(x)) dµ(x).
Indeedφ◦L(A) ∈ N henceX ∋ x 7→ φ◦L(A) (F(x)) is essentiallyµ−integrable
so by Proposition 9 n◦3 §1 Ch 5 of [INT]∫ • ∣∣∣χX0(x)φ ◦ L(A) (F(x)) ∣∣∣d |µ|(x) ≤
∫ • ∣∣∣φ ◦L(A) (F(x)) ∣∣∣d |µ|(x) < ∞.
Furthermore by Proposition 6 n◦2 §5 Ch 4 of [INT] X ∋ x 7→ χX0(x)φ ◦
L(A) (F(x)) is µ−measurable. Thus by Proposition 9 n◦3 §1 Ch 5 of [INT] the
mapX ∋ x 7→ χX0 (x)φ◦L(A) (F(x)) is essentiallyµ−integrable andwe obtain
the first statement of (128) by the fact that two essentially µ−integrable
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maps that are equal µ − l.a.e.(X) have the same integral. In the same way
it is possible to show also the second statement of (128). Therefore for all
φ ∈ N
φ
(∫
fx(R) dµ(x)A
)
= φ ◦ L(A)
(∫
fx(R) dµ(x)
)
= φ ◦ L(A)
(∫
F(x) dµ(x)
)
by (126)
=
∫
φ ◦ L(A) (F(x)) dµ(x) by φ ◦ L(A) ∈ N
=
∫
φ ◦ R(A) (F(x)) dµ(x) by (128), (127)
= φ ◦ R(A)
(∫
F(x) dµ(x)
)
by φ ◦ R(A) ∈ N
= φ
(
A
∫
fx(R) dµ(x)
)
. by (126)
Then the statement by (106) 
Remark 2.9. By definition of Nst(G), see (110), the hypothesis (2) of
Lemma 2.8 holds for all A ∈ B(G) and for N = Nst(G). Moreover
σ(B(G),Nst(G)) is a Hausdorff topology on B(G).
Let G be a Hilbert space, by (112) we note that for all A ∈ B(G) we have
ω ◦ L(A) ∈ Npd(G), and ω ◦ R(A) ∈ Npd(G), indeed if ω is determined by
{un}n∈N, {wn}n∈N, then ω ◦ L(A), (respectively ω ◦ R(A)), is determined by
{un}n∈N, {Awn}n∈N, (respectively {A∗un}n∈N, {wn}n∈N). Hence the hypothesis
(2) of Lemma 2.8 holds for all A ∈ B(G) and for N = Npd(G). Furthermore
σ(B(G),Npd(G)) is a Hausdorff topology on B(G).
Remark 2.10. By Definition 18.2.1 of [DS] for all σ ∈ B(C), E(σ)R ⊆
RE(σ), thus hypothesis (3) of Lemma 2.8 holds for A + E(σ).
Definition 2.11 ( H−appropriate set ). Let H : BY → Pr(G) be a
spectral measure in G on BY, see Preliminaries 1.1. Then we define N to be
an H−appropriate set , if
(1) N ⊆ B(G)∗ linear subspace;
(2) N separates the points of B(G), namely
(∀T ∈ B(G))(T , 0 ⇒ (∃φ ∈ N)(φ(T) , 0));
(3) for all φ ∈ N, σ ∈ BY
(129) φ ◦R(H(σ)) ∈ N φ ◦ L(H(σ)) ∈ N.
Furthermore N is an H−appropriate set with the duality property if N is
an H−appropriate set such that
N
∗ ⊆ B(G).
3. COMMUTATION AND RESTRICTION PROPERTIES 43
Finally N is an H−appropriate set with the isometric duality property if N
is an H−appropriate set such that
N
∗
‖·‖
⊆ B(G).
Remark 2.12. Some comments about the previous definition. The sepa-
ration property is equivalent to require that σ(B(G),N) is a Hausdorff topol-
ogy on B(G), while (129) is equivalent to require that for all σ ∈ BY themaps
on B(G),R(H(σ)) andL(H(σ)) are continuouswith respect to the σ(B(G),N)−
topology. Moreover the duality property N∗ ⊆ B(G) ensures that suitable
scalarly essentiallyµ−integrablemapswith respect to the σ(B(G),N)− topol-
ogy, are (µ,B(G))−integrable, see Theorem 2.2.
Finally by Remark 2.9 Nst(G) and Npd(G), in case in which G is a Hilbert
space, are H−appropriate sets for any spectral measure H, furthermore by
(115), Npd(G) is an H−appropriate set with the isometric duality property.
Theorem 2.13 (Commutation 1). LetN be anE−appropriate set, themapX ∋
x 7→ fx ∈ Bor(σ(R)) be such that f˜x ∈ L∞E (σ(R)) µ−l.a.e.(X). Assume that the map
X ∋ x 7→ fx(R) ∈ 〈B(G), σ(B(G),N)〉 is scalarly essentially (µ,B(G))−integrable.
Then for all σ ∈ B(C)
(130)
[∫
fx(R) dµ(x), E(σ)
]
= 0.
Proof. N being an E−appropriate set ensures that hypothesis (2) of
Lemma 2.8 is satisfied for A + E(σ) for all σ ∈ B(C), so the statement by
Remark 2.10 and Lemma 2.8. 
Corollary 2.14 (Commutation 2). (130) holds if we replace N in Theorem
2.13 with Nst(G) or with Npd(G) and assume that G is a Hilbert space.
Proof. By Remark 2.12 and Theorem 2.13. 
Nowweare going to present some results necessary for showing theRestric-
tion property in Theorem 2.22, namely that the map X ∋ x 7→ fx(Rσ ↾ Gσ) ∈
〈B(Gσ), σ(B(Gσ),Nσ)〉 is scalarly essentially (µ,B(Gσ))−integrable, where N
is a E−appropriate set, and Nσ could be thought as the “restriction” of N to
B(Gσ) for all σ ∈ B(C).
In particular when N = Nst(G), respectively N = Npd(G), we can replace
Nσ with Nst(Gσ), respectively Npd(Gσ), Proposition 2.23.
Lemma 2.15. Let H : BY → Pr(G) be a spectral measure in G on BY, see
Preliminaries 1.1. Then for all σ ∈ BY G = Gσ
⊕
Gσ′ , where σ′ + ∁σ.
Proof. H(σ)+H(σ′) = H(σ∪σ′) = 1 soH(σ′) = 1−H(σ) and H(σ)H(σ′) =
H(σ′)H(σ) = 0. Hence for all v ∈ G, v = H(σ)v+H(σ′)v, or G = Gσ +Gσ′ . But
for any δ ∈ BY we have Gδ = {y ∈ G | y = H(δ)y} then Gσ ∩ Gσ′ = {y ∈ G |
y = H(σ)H(σ′)y} = {0}. Thus Gσ + Gσ′ = Gσ
⊕
Gσ′ . 
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Definition 2.16. Let H : BY → Pr(G) be a spectral measure in G on BY,
σ ∈ BY and σ
′ + ∁σ. Then Lemma 2.15 allows us to define the operator
ξHσ : B(Gσ) → B(G), such that for all Tσ ∈ B(Gσ)
(131) ξHσ (Tσ) + Tσ ⊕ 0σ′ ∈ B(G).
Whenever it does not cause confusion we shall denote ξHσ simply by ξσ.
Here 0σ′ ∈ B(Gσ′) is the null element of the space B(Gσ′), while the direct
sum of two operators Tσ ∈ B(Gσ) and Tσ′ ∈ B(Gσ′) is the following standard
definition
(Tσ ⊕ Tσ′) : Gσ
⊕
Gσ′ ∋ (vσ ⊕ vσ′) 7→ Tσvσ ⊕ Tσ′vσ′ ∈ Gσ
⊕
Gσ′.
Lemma 2.17. Let H : BY → Pr(G) be a spectral measure in G on BY, then for
all ∀σ ∈ BY,Tσ ∈ B(Gσ) we have that
(132) ξHσ (Tσ) = TσH(σ).
Hence ξHσ is well-defined, injective, ξ
H
σ ∈ B(B(Gσ),B(G)) and ‖ξ
H
σ ‖B(B(Gσ),B(G)) ≤
‖H(σ)‖B(G).
Proof. Let σ ∈ BY then for all v ∈ G we have
(Tσ ⊕ 0σ′)v = (Tσ ⊕ 0σ′)(H(σ)v ⊕ H(σ
′)v) = (TσH(σ)v ⊕ 0) = TσH(σ)v,
then the first part. Let Tσ ∈ B(Gσ) such that ξσ(Tσ) = 0, then TσH(σ) = 0,
which implies that for all vσ ∈ Gσ we have Tσvσ = TσH(σ)vσ = 0. So Tσ = 0σ.
Let us consider H(σ) ∈ B(G,Gσ), and Tσ ∈ B(Gσ,G), so TσH(σ) ∈ B(G) and
‖TσH(σ)‖B(G) ≤ ‖Tσ‖B(Gσ,G) · ‖H(σ)‖B(G,Gσ) = ‖Tσ‖B(Gσ) · ‖H(σ)‖B(G). 
Notice that by (132) and the fact that B(Gσ) is a Banach space, it is
possible to show that ξσ(B(Gσ)) is a Banach subspace of B(G), thus ξσ has a
continuous inverse.
Remark 2.18. Let H : BY → Pr(G) be a spectral measure in G on BY,
and σ ∈ BY. If we consider the product space Gσ × Gσ′ with the standard
linearization and define
(133)
‖(xσ, xσ′)‖⊕ + ‖xσ + xσ′‖G,I : Gσ × Gσ′ ∋ (xσ, xσ′) 7→ xσ + xσ′ ∈ G,
then by G = Gσ
⊕
Gσ′ , see Lemma 2.15, the two spaces 〈Gσ × Gσ′ , ‖ · ‖⊕〉
and 〈G, ‖ · ‖G〉 are isomorphics, thus isometric and I is an isometry between
them. It is not difficult to see that the topology induced by the norm ‖ · ‖⊕ is
the product topology on Gσ × Gσ′
2, which implies the following property
that in any case we prefer to show directly.
2 Indeed let σ ∈ BY such that H(σ) , 0, set M + max{‖H(σ)‖, ‖H(σ′)‖} and for all r > 0
define B⊕r (0) + {(xσ, xσ′ ) ∈ Gσ × Gσ′ | ‖(xσ, xσ′ )‖⊕ < r}. Thus for all ε > 0 by setting η +
ε
2
we have Bη(0σ) × Bη(0
′
σ) ⊂ B
⊕
ε (0), while for all ε1, ε2 > 0 by setting ζ +
min{ε1,ε2}
M
we have
B⊕
ζ
(0) ⊂ Bε1 (0σ) × Bε2(0
′
σ).
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Proposition 2.19. Let H : BY → Pr(G) be a spectral measure in G on BY
and assume the notations in (133) and Definition 2.16. For all Tσ ∈ B(Gσ) and
Tσ′ ∈ B(Gσ′) set
Tσ × Tσ′ : Gσ × Gσ′ ∋ (xσ, xσ′) 7→ (Tσxσ,Tσ′xσ′) ∈ Gσ × Gσ′
Then
(134)
Tσ ⊕ Tσ′ = I(Tσ × Tσ′)I−1 = TσH(σ) + Tσ′H(σ′) ∈ B(G)Tσ × Tσ′ = I−1(TσH(σ) + Tσ′H(σ′))I ∈ B(Gσ × Gσ′).
Proof. I(Tσ × Tσ′)I
−1(xσ ⊕ xσ′) = I(Tσxσ,Tσ′xσ′) = Tσxσ ⊕ Tσ′xσ′ , for all
xσ ∈ Gσ and xσ′ ∈ Gσ′ , so the first equality. For all x ∈ G
I(Tσ × Tσ′)I
−1(x) = I(Tσ × Tσ′)I
−1(H(σ)x +H(σ′)x)
= I(TσH(σ)x,Tσ′H(σ
′)x)
= TσH(σ)x + Tσ′H(σ
′)x.
Then the second equality. The third equality is by the second and the fact
that I is an isometry. 
Notice that by the first statement in (134) we obtain (132).
Definition 2.20. Let H : BY → Pr(G) be a spectral measure in G on BY
and N ⊆ B(G)∗. We define for all σ ∈ BY, ψ ∈ N
(135)
ψHσ + ψ ◦ ξHσ ∈ B(Gσ)∗
NHσ + {ψ
H
σ | ψ ∈ N},
where ξHσ has been defined in (131). We shall expressψ
H
σ andN
H
σ simply by
ψσ and Nσ respectively, whenever it does not cause confusion.
Proposition 2.21. Let H : BY → Pr(G) be a spectral measure in G on BY,
N ⊆ B(G)∗ such thatN separates the points of B(G) and σ ∈ BY. ThenNσ separates
the points of B(Gσ).
Proof. Let Tσ ∈ B(Gσ)−{0σ}, by Lemma 2.17 ξσ is injective so ξσ(Tσ) , 0.
But N separates the points of B(G), so there is ψ ∈ N such that ψ(ξσ(Tσ)) ,
0. 
Theorem 2.22 (Restriction). Let N be an E−appropriate set, the map X ∋
x 7→ fx ∈ Bor(σ(R)) be such that f˜x ∈ L∞E (σ(R)) µ− l.a.e.(X)Assume that the map
X ∋ x 7→ fx(R) ∈ 〈B(G), σ(B(G),N)〉 is scalarly essentially (µ,B(G))−integrable.
Then for all σ ∈ B(C) the map X ∋ x 7→ fx(Rσ ↾ Gσ) ∈ 〈B(Gσ), σ(B(Gσ),Nσ)〉 is
scalarly essentially (µ,B(Gσ))−integrable and
(136)
∫
fx(Rσ ↾ Gσ) dµ(x) =
∫
fx(R) dµ(x) ↾ Gσ.
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Proof. Let σ ∈ B(C) then (42) implies that for all x ∈ X the operator
fx(Rσ ↾ Gσ) is well-defined. By the hypothesis f˜x ∈ L∞E (σ(R)), µ − l.a.e.(X)
and statement (c) of Theorem 18.2.11. of [DS] applied to the scalar type
spectral operator R, we have fx(R) ∈ B(G), µ − l.a.e.(X). Let us set
X0 + {x ∈ X | fx(R) ∈ B(G)},
thus by statement (2) of Lemma 1.7 we obtain
(137) (∀x ∈ X0)( fx(Rσ ↾ Gσ) ∈ B(Gσ)).
Hence fx(Rσ ↾ Gσ) ∈ B(Gσ), µ− l.a.e.(X). So by Proposition 2.21 and (106) it is
well-defined the statement that X ∋ x 7→ fx(Rσ ↾ Gσ) ∈ 〈B(Gσ), σ(B(Gσ),Nσ)〉
is scalarly essentially (µ,B(Gσ))−integrable. By hypothesis we deduce that
there is F : X → B(G) such that
• (∀x ∈ X0)(F(x) = fx(R));
• F : X → 〈B(G), σ(B(G),N)〉 is scalarly essentially
(µ,B(G))−integrable.
Thus by (117)
(138)
∫
fx(R) dµ(x) +
∫
F(x) dµ(x)
Now for all σ ∈ B(C) let us define the map Fσ : X → B(Gσ) such that for all
x ∈ X
Fσ(x) + E(σ)F(x) ↾ Gσ.
By (137) we can claim that
(1) (∀x ∈ X0)(F
σ(x) = fx(Rσ ↾ Gσ));
(2) the map Fσ : X → 〈B(Gσ), σ(B(Gσ),Nσ)〉 is scalarly essentially
(µ,B(Gσ))−integrable, moreover
(139)
∫
Fσ(x) dµ(x) =
∫
fx(R) dµ(x) ↾ Gσ.
Then the statement will follow by setting according (117)∫
fx(Rσ ↾ Gσ) dµ(x) +
∫
Fσ(x) dµ(x).
For all x ∈ X0
Fσ(x) = E(σ) fx(R) ↾ Gσ
= fx(R)E(σ) ↾ Gσ by [ fx(R),E(σ)] = 0
= fx(Rσ ↾ Gσ) by Key Lemma 1.7.
Hence (1) of our claim follows. For all ψ ∈ N, x ∈ X
ψ ◦ L(E(σ)) ◦ R(E(σ)) (F(x))  ψ (E(σ)F(x)E(σ))
= ψσ (E(σ)F(x) ↾ Gσ)
 ψσ (F
σ(x)) .(140)
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Here in the second equality we deduce by Lemma 2.17 that for all T ∈ B(G)
we have ξσ (E(σ)T ↾ Gσ) = E(σ)TE(σ). F : X → 〈B(G), σ(B(G),N)〉 is scalarly
essentially µ−integrable, and for all ψ ∈ N, ψ ◦L(E(σ)) ◦R(E(σ)) ∈ N, hence
by (140) the map
Fσ : X → 〈B(Gσ), σ(B(Gσ),Nσ)〉 is scalarly essentially µ−integrable.
Now by (130) we have for all v ∈ Gσ
(141)
∫
fx(R) dµ(x)v =
∫
fx(R) dµ(x)E(σ)v = E(σ)
∫
fx(R) dµ(x)v ∈ Gσ,
moreover
∫
fx(R) dµ(x) ∈ B(G) so∫
fx(R) dµ(x) ↾ Gσ ∈ B(Gσ).
Therefore for all ψ ∈ N
ψσ
(∫
fx(R) dµ(x) ↾ Gσ
)
= ψσ
(
E(σ)
∫
fx(R) dµ(x) ↾ Gσ
)
by (141)
= ψ
(
E(σ)
∫
fx(R) dµ(x)E(σ)
)
by Lemma 2.17
 ψ ◦ L(E(σ)) ◦ R(E(σ))
(∫
fx(R) dµ(x)
)
 ψ ◦ L(E(σ)) ◦ R(E(σ))
(∫
F(x) dµ(x)
)
by (138)
=
∫
ψ ◦ L(E(σ)) ◦ R(E(σ)) (F(x)) dµ(x) by ψ ◦ L(E(σ)) ◦ R(E(σ)) ∈ N
=
∫
ψσ (F
σ(x)) dµ(x) by (140).
Hence (139) by (108) and (109) and the statement follows. 
Proposition 2.23. For all σ ∈ B(C)
(142) (Nst(G))σ = Nst(Gσ) and (Npd(G))σ = Npd(Gσ);
Proof. By the Hahn-Banach theorem
(143) (Gσ)
∗
= {φ ↾ Gσ | φ ∈ G
∗}.
Then we have
(Nst(G))σ  LC({ψ(φ,v) ◦ ξσ | (φ, v) ∈ G
∗ × G})
= LC({ψ(φ↾Gσ ,w) | (φ,w) ∈ G
∗ × Gσ})
= LC({ψ(ρ,w) | (ρ,w) ∈ (Gσ)
∗ × Gσ})
 Nst(Gσ).
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Here in the third equality we used (143), while in the second equality we
considered that for all (φ, v) ∈ G∗ × G and for all Tσ ∈ B(Gσ)
ψ(φ,v) ◦ ξσ(Tσ) = φ(TσE(σ)v) by (132)
=
(
φ ↾ Gσ
)
(TσE(σ)v)
= ψ(φ↾Gσ,E(σ)v)(Tσ).(144)
Let G be a complex Hilbert space then
(Npd(G))σ =

∞∑
n=0
ψ(u†n,wn)
 ◦ ξσ
∣∣∣∣∣∣{un}n∈N, {wn}n∈N ⊂ G,
∞∑
n=0
‖un‖
2
G < ∞,
∞∑
n=0
‖wn‖
2
G < ∞
 =
∞∑
n=0
(ψ(u†n ,wn) ◦ ξσ)
∣∣∣∣∣∣{un}n∈N, {wn}n∈N ⊂ G,
∞∑
n=0
‖un‖
2
G < ∞,
∞∑
n=0
‖wn‖
2
G < ∞
 =
∞∑
n=0
ψ(u†n↾Gσ,E(σ)wn)
∣∣∣∣∣∣{un}n∈N, {wn}n∈N ⊂ G,
∞∑
n=0
‖un‖
2
G < ∞,
∞∑
n=0
‖wn‖
2
G < ∞
 =
∞∑
n=0
ψ(E(σ)∗un)†↾Gσ,E(σ)wn)
∣∣∣∣∣∣{un}n∈N, {wn}n∈N ⊂ G,
∞∑
n=0
‖un‖
2
G,
∞∑
n=0
‖wn‖
2
G < ∞
 =
∞∑
n=0
ψ(a†n ,bn)
∣∣∣∣∣∣{an}n∈N, {bn}n∈N ⊂ Gσ,
∞∑
n=0
‖an‖
2
Gσ
< ∞,
∞∑
n=0
‖bn‖
2
Gσ
< ∞
 =
Npd(Gσ)
Here for any Hilbert space F we set u† ∈ F∗ such that u†(v) + 〈u, v〉 for all
u, v ∈ F, and the series in the first equality is converging with respect to the
strong operator topology on B(G)∗, while all the others are converging with
respect to the strong operator topology on B(Gσ)
∗.
The first equality follows by 112, the third is by (144), the forth by the
fact that E(σ) ↾ Gσ = 1σ the identity operator onGσ. Nowwe shall show the
fifth equality. Notice that
∞∑
n=0
‖E(σ)wn‖
2
Gσ

∞∑
n=0
‖E(σ)wn‖
2
G ≤ ‖E(σ)‖
2
∞∑
n=0
‖wn‖
2
G < ∞.
While the fact that † : H → H∗ is a semilinear isometry, we have for all
n ∈N that exists only one an ∈ Gσ such that a
†
n = (E(σ)
∗un)
† ↾ Gσ moreover
‖an‖Gσ = ‖ (E(σ)
∗un)
† ↾ Gσ‖G∗σ .
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Next
‖ (E(σ)∗un)
† ↾ Gσ‖G∗σ = sup
{v∈Gσ |‖v‖Gσ≤1}
| 〈E(σ)∗un, v〉 |
= sup
{v∈Gσ |‖v‖Gσ≤1}
| 〈un, v〉 | ≤ sup
{v∈G|‖v‖G≤1}
| 〈un, v〉 |
= ‖u†n‖G∗ = ‖un‖G.
Hence
∑∞
n=0 ‖an‖
2
Gσ
≤
∑∞
n=0 ‖un‖
2
G
< ∞ and the fifth equality follows. 
4. Extension theorem for integral equalities with respect to the
σ(B(G),N)− topology
In the present section wil shall prove the Extension Theorems for
integration with respect to the σ(B(G),N)−topology, when N is an
E−appropriate set: Theorems 2.25 and when N is an E−appropriate set
with the duality property: Corollary 2.26. As an application we shall con-
sider the cases of the sigma-weak topology: Corollary 2.28 and Corollary
2.29; and weak operator topology: Corollary 2.27, and Corollary 2.30. In
this section it will be adopted all the notations defined in Section 2.
Theorem 2.24. LetN be an E−appropriate set and {σn}n∈N be an E−sequence
(see Definition 1.10) and the map X ∋ x 7→ fx ∈ Bor(σ(R)) be such that f˜x ∈
L∞
E
(σ(R)) µ − l.a.e.(X). Let X ∋ x 7→ fx(R) ∈ 〈B(G), σ(B(G),N)〉 be scalarly
essentially (µ,B(G))−integrable and g, h ∈ Bor(σ(R)).
If for all n ∈N
(145) g(Rσn ↾ Gσn)
∫
fx(Rσn ↾ Gσn) dµ(x) ⊆ h(Rσn ↾ Gσn)
then
(146) g(R)
∫
fx(R) dµ(x) ↾ Θ = h(R) ↾ Θ.
In (145) the weak-integral is with respect to the measure µ and with respect to the
σ(B(Gσn),Nσn )− topology, while in (146)
Θ + Dom
(
g(R)
∫
fx(R) dµ(x)
)
∩Dom(h(R))
and the weak-integral is with respect to the measure µ and with respect to the
σ(B(G),N)− topology.
Proof. (145) is well set since Theorem 2.22.
By (46) for all y ∈ Θ
g(R)
∫
fx(R) dµ(x) y = lim
n∈N
E(σn)g(R)
∫
fx(R) dµ(x) y
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by statement (g) of Theorem 18.2.11 of [DS] and (130)
= lim
n∈N
g(R)
∫
fx(R) dµ(x)E(σn)y
by (136) and Lemma 1.7 applied to g(R)
= lim
n∈N
g(Rσn ↾ Gσn)
∫
fx(Rσn ↾ Gσn) dµ(x)E(σn)y
by hypothesis (145)
= lim
n∈N
h(Rσn ↾ Gσn)E(σn)y
by Lemma 1.7 and statement (g) of Theorem 18.2.11 of [DS]
= lim
n∈N
E(σn)h(R) y
= h(R) y.(147)
In the last equality we considered (46). 
Main Theorem 2.25 ( σ(B(G),N)− Extension Theorem ). Let R be a
possibly unbounded scalar type spectral operator in G, E its resolution of the
identity, N an E−appropriate set. Let the map X ∋ x 7→ fx ∈ Bor(σ(R)) be such
that f˜x ∈ L
∞
E
(σ(R)) µ− l.a.e.(X) and the map X ∋ x 7→ fx(R) ∈ 〈B(G), σ(B(G),N)〉
be scalarly essentially (µ,B(G))−integrable. Finally let g, h ∈ Bor(σ(R)) and
h˜ ∈ L∞
E
(σ(R)).
If {σn}n∈N is an E−sequence and for all n ∈N
(148) g(Rσn ↾ Gσn)
∫
fx(Rσn ↾ Gσn) dµ(x) ⊆ h(Rσn ↾ Gσn)
then h(R) ∈ B(G) and
(149) g(R)
∫
fx(R) dµ(x) = h(R).
In (148) the weak-integral is with respect to the measure µ and with respect to the
σ(B(Gσn),Nσn )− topology, while in (149) the weak-integral is with respect to the
measure µ and with respect to the σ(B(G),N)− topology.
Notice that g(R) is a possibly unbounded operator in G.
Proof. Theorem 18.2.11. of [DS] and hypothesis h˜ ∈ L∞
E
(σ(R)) imply
that h(R) ∈ B(G), so by (146) we can deduce
(150) g(R)
∫
fx(R) dµ(x) ⊆ h(R).
Let us set
(151) (∀n ∈N)(δn +
−1
|g|([0, n])).
4. EXTENSION THEOREM FOR INTEGRAL EQUALITIES WITH RESPECT TO THE σ(B(G),N)− TOPOLOGY51
We claim that
(152)

⋃
n∈N δn = σ(R)
n ≥ m⇒ δn ⊇ δm
(∀n ∈N)(g(δn) is bounded. )
Since |g| ∈ Bor(σ(R)) we have δn ∈ B(C) for all n ∈ N, so {δn}n∈N is an
E−sequence, hence by (46)
(153) lim
n∈N
E(δn) = 1
with respect to the strong operator topology on B(G).
Indeed the first equality follows by
⋃
n∈N δn 
⋃
n∈N
−1
|g|([0, n]) =
−1
|g|
(⋃
n∈N[0, n]
)
=
−1
|g|(R+) = Dom(g) + σ(R), the second by the fact that
−1
|g| preserves the inclusion, the third by the inclusion |g|(δn) ⊆ [0, n]. Hence
our claim. By the third statement of (152), δn ∈ B(C) and statement 3 of
Lemma 1.7
(154) (∀n ∈N)(E(δn)G ⊆ Dom(g(R))).
By (130) and (154) for all n ∈N∫
fx(R) dµ(x)E(δn)G ⊆ E(δn)G ⊆ Dom(g(R)).
Therefore
(∀n ∈N)(∀v ∈ G)
(
E(δn)v ∈ Dom
(
g(R)
∫
fx(R) dµ(x)
))
.
Hence by (153)
(155) D + Dom
(
g(R)
∫
fx(R) dµ(x)
)
is dense in G.
But
∫
fx(R) dµ(x) ∈ B(G) and g(R) is closed by Theorem 18.2.11. of [DS], so
by Lemma 1.15 we have
(156) g(R)
∫
fx(R) dµ(x) is closed.
But we know that h(R) ∈ B(G) so by (150) we deduce
(157) g(R)
∫
fx(R) dµ(x) ∈ B(D,G).
The (156), (157) and Lemma 1.16 allow us to state that D is closed in G,
therefore by (155)
D = G.
Hence by (150) we can conclude that the statement holds. 
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Now we shall show a corollary of the previous theorem, in which we
give conditions on themaps fx ensuring that fx(R) ∈ B(G), and thatX ∋ x 7→
fx(R) ∈ B(G) is scalarly essentially (µ,B(G))−integrable with respect to the
σ(B(G),N)− topology.
Corollary 2.26 ( σ(B(G),N)− Extension Theorem. Duality case. ).
Let N be an E−appropriate set with the duality property and X ∋ x 7→ fx ∈
Bor(σ(R)). Assume that there is X0 ⊆ X such that ∁X0 is µ−locally negligible and
f˜x ∈ L
∞
E
(σ(R)) for all x ∈ X0, moreover let there exist F : X → B(G) extending
X0 ∋ x 7→ fx(R) ∈ B(G) such that for all ω ∈ N the map X ∋ x 7→ ω(F(x)) ∈ C is
µ−measurable and
(158) (X ∋ x 7→ ‖F(x)‖B(G)) ∈ Fess(X;µ).
If g, h ∈ Bor(σ(R)) such that h˜ ∈ L∞
E
(σ(R)) and {σn}n∈N is an E−sequence such
that for all n ∈N holds (148) then the statement of Theorem 2.25 holds. Moreover
if N is an E−appropriate set with the isometric duality property∥∥∥∥∥
∫
fx(R) dµ(x)
∥∥∥∥∥
B(G)
≤
∫ •
‖ fx(R)‖B(G) d|µ|(x).
Proof. By the duality property of hypothesis, and Theorem 2.2
the map X ∋ x 7→ fx(R) ∈ 〈B(G), σ(B(G),N)〉 is scalarly essentially
(µ,B(G))−integrable. Hence the first part of the statement by Theorem
2.25. The inequality follows by (119), (117) and (116). 
Nowwewill give the corollaries of the previous two results in the cases
in which N = Nst(G) or N = Npd(G) and G be a Hilbert space.
Corollary 2.27. The statement of Theorem 2.25 holds if N is replaced by
Nst(G) and Nσn is replaced by Nst(Gσn), for all n ∈N.
Proof. By Remark 2.12 we know that Nst(G) is an E−appropriate set,
therefore the statement by (142) and Theorem 2.25. 
Corollary 2.28. The statement of Theorem 2.25 holds if G is a complex
Hilbert space, N is replaced by Npd(G) and Nσn is replaced by Npd(Gσn), for all
n ∈N.
Proof. By Remark 2.12 we know that Npd(G) is in particular an
E−appropriate set, therefore the statement by (142) and Theorem 2.25. 
Theorem 2.29 ( Sigma-weak Extension Theorem ). Let G be a Hilbert
space, then the statement of Corollary 2.26 holds if we set N + Npd(G) and
Nσn + Npd(Gσn) for all n ∈N.
Proof. ByRemark 2.12Npd(G) is anE−appropriate setwith the isometric
duality property, so we obtain the statement by Corollary 2.26 and by (142).

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Corollary 2.30 ( Weak Extension Theorem ). Let G be reflexive, then the
statement of Corollary 2.26 holds if we set N + Nst(G) and Nσn + Nst(Gσn) for all
n ∈N.
Proof. By Theorem 2.5 we have that the map X ∋ x 7→ fx(R) ∈
〈B(G), σ(B(G),Nst(G))〉 is scalarly essentially (µ,B(G))−integrable. Hence the
first part of the statement by Corollary 2.27. While the inequality follows
by (119), (117) and (116). 
Remark 2.31. In the case in which G is an Hilbert space we can ob-
tain Corollary 2.30 as an application of the duality property of the pre-
dual Npd(G). Indeed as we know Nst(G) ⊂ Npd(G), hence by the Hahn-
Banach theorem for all Ψ0 ∈ Nst(G)
∗ there exists Ψ ∈ Npd(G)
∗ such that
Ψ ↾ Nst(G) = Ψ0, thus by the duality property Npd(G)
∗ = B(G) we obtain
(∀Ψ0 ∈ Nst(G)
∗)(∃B ∈ B(G))(∀ω ∈ Nst(G))(Ψ0(ω) = ω(B)), which ensures
that the weak-integral with respect to themeasure µ and with respect to the
weak operator topology of the map X ∋ x 7→ fx(R) ∈ B(G) belongs to B(G).
Remark 2.32. Let D ⊂ G be a linear subspace of G and E : B(C) → Pr(G)
be a countably additive spectralmeasure, then by (30) for all f ∈ TM,φ ∈ G∗
and v ∈ D that
(159)
∣∣∣∣φ (IEC( f )v)∣∣∣∣ =
∣∣∣∣∣
∫
f (λ) d (ψφ,v ◦ E)(λ)
∣∣∣∣∣ ≤ 4M‖ f ‖sup‖φ‖‖v‖,
where M + supδ∈B(C) ‖E(δ)‖, ψφ,v : B(G) ∋ A 7→ φ(Av) ∈ C and TM is the
space of all totally B(C)−measurable complex maps on C. Next we know
that
(160) H(C) ⊂ TM.
Here H(C) is the space of all compactly supported complex continuous
functions on C, with the direct limit topology, of the spaces H(C;K) with K
running in the class of all compact subsets of C; where H(C;K) is the space
of all complex continuous functions f : C→ C such that supp( f ) ⊂ K with
the topology of uniform convergence. Let us set
FDw + B(D,G) in Lw(D,G),
where Lw(D,G) is the Hausdorff locally convex space of all linear operators
on D at values in G with the topology generated by the following set of
seminorms
{Lw(D,G) ∋ B 7→ |qφ,v(B)| | (φ, v) ∈ G∗ × D},
where qφ,v(B) + φ(Bv) for all (φ, v) ∈ G∗ × D and B ∈ Lw(D,G), while B(D,G)
is the space of all bounded operators belonging to Lw(D,G). By (160) we
can define
mE : H(C) ∋ f 7→
(
IE
C
( f ) ↾ D
)
∈ FDw
Moreover by (159) we have, with the notations in 1.9, that for all compact
K the operator mE ↾ H(C;K) is continuous. Therefore as a corollary of
the general result in statement (ii) Proposition 5, n◦4, §4, Ch 2 of [TVS]
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about locally convex final topologies, so in particular for the inductive limit
topology, we deduce that mE is continuous on H(C) i.e.
mE is a vector measure on Cwith vales in F
D
w.
Here, by generalizing to the complex case the definition 1, n◦1, §2, Ch 6 of
[INT], we call a vector measure on a locally compact spaceXwith values in
a complex Hausdorff locally convex space Y any C−linear continuous map
m : H(X)→ Y. Furthermore for all (φ, v) ∈ G∗ × D
qφ,v ◦ mE = ψφ,v ◦ I
E
C
↾ H(C)
= I
ψφ,v◦E
C
↾ H(C). by (30)
Hence
L1(C; qφ,v ◦ mE) = L1(C;ψφ,v ◦ E),
where the left hand side it is intended in the sense of Ch 4 of [INT], while
the right hand side it is intended in the standard sense, and for all f ∈
L
1
(C; qφ,v ◦ mE)
(161)
∫
f (λ) d (qφ,v ◦ mE)(λ) =
∫
f (λ) d (ψφ,v ◦ E)(λ)
Finally let us assume that D is dense, then for all f ∈ Bor(suppE) such that
Dom( f (E)) = D by (34) we have
f (E) ∈ FDw,
and byTheorem18.2.11 of [DS] for all (φ, v) ∈ G∗×Dwehave f ∈ L
1
(C;ψφ,v◦
E) and
(162) qφ,v( f (E)) =
∫
f (λ) d (ψφ,v ◦ E)(λ).
Therefore by adopting the definitions in n◦2, §2, Ch 6 of [INT], we deduce
by (161) that each f ∈ Bor(suppE) such that Dom( f (E)) = D is essentially
integrable for mE and
f (E) =
∫
f (λ) dmE(λ).
Here
∫
f (λ) dmE(λ) is the integral of f with respect to mE. Thus if R is an
unbounded scalar type spectral operator in G, then for all f ∈ Bor(σ(R))
such that Dom( f (R)) = D f is essentially integrable for mE and
f (R) =
∫
f (λ) dmE(λ).
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5. Generalization of the Newton-Leibnitz formula
In this section we shall apply the results of the previous one in or-
der to prove Newton-Leibnitz formulas for integration with respect to the
σ(B(G),N)−topology,whenN is an E−appropriate setwith the duality prop-
erty, for integration with respect to the sigma-weak topology, and for inte-
gration with respect to the weak operator topology.
Corollary 2.33 ( σ(B(G),N)− Newton-Leibnitz formula 1 ). Let R be a
possibly unbounded scalar type spectral operator in G, U an open neighborhood of
σ(R), S : U → C an analytic map and N an E−appropriate set with the duality
property. Assume that S : U → C is an analytic map and there is L > 0 such that
] − L, L[ ·U ⊆ U and
(1) S˜t ∈ L
∞
E
(σ(R)),
(˜
d S
dλ
)
t
∈ L∞
E
(σ(R)) for all t ∈] − L, L[;
(2) ∫ ∗ ∥∥∥∥∥∥∥
(˜
d S
dλ
)
t
∥∥∥∥∥∥∥
E
∞
dt < ∞
(here the upper integral is with respect to the Lebesgue measure on ] −
L, L[);
(3) for all ω ∈ N the map ] − L, L[∋ t 7→ ω
(
d S
dλ (tR)
)
∈ C is Lebesgue
measurable.
Then for all u1, u2 ∈] − L, L[
R
∫ u2
u1
d S
dλ
(tR) d t = S(u2R) − S(u1R) ∈ B(G).
Here the integral is the weak-integral of themap [u1, u2] ∋ t 7→
d S
dλ (tR) ∈ B(G)with
respect to the Lebesgue measure on [u1, u2] and with respect to the σ(B(G),N)−
topology. Moreover ifN is an E−appropriate set with the isometric duality property
and M + supσ∈B(C) ‖E(σ)‖B(G) then
(163)
∥∥∥∥∥∥
∫ u2
u1
d S
dλ
(tR) dt
∥∥∥∥∥∥
B(G)
≤ 4M
∫ ∗
[u1,u2]
∥∥∥∥∥∥∥
(˜
d S
dλ
)
t
∥∥∥∥∥∥∥
E
∞
dt.
Proof. Let µ the Lebesgue measure on [u1, u2]. By (70), the hypotheses,
and statement (c) of Theorem 18.2.11 of [DS] we have
a: (∀t ∈ [u1, u2])(S(tR) ∈ B(G));
b: (∀t ∈ [u1, u2])(
d S
dλ (tR) ∈ B(G));
c: ([u1, u2] ∋ t 7→ ‖
d S
dλ (tR)‖B(G)) ∈ F1([u1, u2];µ),
So by hypothesis (3), by (c) and Theorem 2.2 we have that the map
(164) [u1, u2] ∋ t 7→
d S
dλ
(tR) ∈ 〈B(G), σ(B(G),N)〉
is scalarly essentially (µ,B(G))− integrable and if N is an E−appropriate set
with the isometric duality property then its weak-integral satisfies (163).
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This means that, made exception for (148), all the hypotheses of Theorem
2.25 hold for X + [u1, u2], h + (Su2 − Su1) ↾ σ(R), g : σ(R) ∋ λ 7→ λ ∈ C and
finally for the map [u1, u2] ∋ t 7→ ft +
(
d S
dλ
)
t
↾ σ(R).
Next let σ ∈ B(C) be bounded, so by Key Lemma 1.7 Rσ ↾ Gσ is a scalar
type spectral operator such that Rσ ↾ Gσ ∈ B(Gσ), moreover by (42) U is
an open neighborhood of σ(Rσ ↾ Gσ). Thus we can apply statement (3) of
Theorem1.21 to the Banach spaceGσ, the analytic map S and to the operator
Rσ ↾ Gσ. In particular the map [u1, u2] ∋ t 7→
d S
dλ (t(Rσ ↾ Gσ)) ∈ B(Gσ) is
Lebesgue integrable in ‖·‖B(Gσ)−topology, that is in themeaning ofDefinition
2, n◦4, §3, Ch. IV of [INT]. By Lemma 2.17 ξσ ∈ B(B(Gσ),B(G)), so
Nσ ⊂ B(Gσ)
∗.
Thereforewededuce byusingTheorem1, IV.35 of the [INT], that for allωσ ∈
Nσ the map [u1, u2] ∋ t 7→ ωσ
(
d S
dλ (t(Rσ ↾ Gσ))
)
∈ C) is Lebesgue integrable,
in addition for all ωσ ∈ Nσ∫ u2
u1
ωσ
(
d S
dλ
(t(Rσ ↾ Gσ))
)
d t = ωσ
(∮ u2
u1
d S
dλ
(t(Rσ ↾ Gσ)) d t
)
.
Thus we can state that [u1, u2] ∋ t 7→
d S
dλ (t(Rσ ↾ Gσ)) ∈ 〈B(Gσ), σ(B(Gσ),Nσ)〉
is scalarly essentially (µ,B(Gσ))−integrable and its weak-integral is such
that
(165)
∫ u2
u1
d S
dλ
(t(Rσ ↾ Gσ)) d t =
∮ u2
u1
d S
dλ
(t(Rσ ↾ Gσ)) d t.
Moreover by statement (3) of Theorem 1.21
(Rσ ↾ Gσ)
∮ u2
u1
d S
dλ
(t(Rσ ↾ Gσ)) d t = S(u2(Rσ ↾ Gσ)) − S(u1(Rσ ↾ Gσ)).
Thus by (165)
(166) (Rσ ↾ Gσ)
∫ u2
u1
d S
dλ
(t(Rσ ↾ Gσ)) d t = S(u2(Rσ ↾ Gσ)) − S(u1(Rσ ↾ Gσ)).
This implies exactly the hypothesis (148) of Theorem 2.25, by choosing for
example σn + Bn(0), for all n ∈N. Therefore by Theorem 2.25 we obtain the
statement. 
A particular case of the previous result has been obtained in a different
context in [Sil, Cor. 3.3].
Corollary 2.34 ( σ(B(G),N)− Newton-Leibnitz formula 2 ). Let R be a
possibly unbounded scalar type spectral operator in G, U an open neighborhood of
σ(R), S : U → C an analytic map and N an E−appropriate set with the duality
property. Assume that there exists L > 0 such that ] − L, L[ ·U ⊆ U and for all
t ∈] − L, L[, S˜t ∈ L∞E (σ(R)) and there exists K0 ⊂] − L, L[ such that ∁K0 is a
Lebesgue negligible set and for all t ∈ K0,
(˜
d S
dλ
)
t
∈ L∞
E
(σ(R)) moreover
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(1) there is F :]− L, L[→ B(G) extending K0 ∋ t 7→
d S
dλ (tR) ∈ B(G) such that∫ ∗
‖F(t)‖B(G) dt < ∞
(here the upper integral is with respect to the Lebesgue measure on ] −
L, L[),
(2) for all ω ∈ N the map ]−L, L[∋ t 7→ ω(F(t)) ∈ C is Lebesgue measurable.
Then for all u1, u2 ∈] − L, L[
R
∫ u2
u1
d S
dλ
(tR) d t = S(u2R) − S(u1R) ∈ B(G).
Here the integral is the weak-integral of themap [u1, u2] ∋ t 7→
d S
dλ (tR) ∈ B(G)with
respect to the Lebesgue measure on [u1, u2] and with respect to the σ(B(G),N)−
topology. Moreover ifN is an E−appropriate set with the isometric duality property
then ∥∥∥∥∥∥
∫ u2
u1
d S
dλ
(tR) d t
∥∥∥∥∥∥
B(G)
≤
∫ ∗
[u1,u2]
∥∥∥∥∥d Sdλ (tR)
∥∥∥∥∥
B(G)
d t.
Proof. By Theorem 2.2 and (117)
[u1, u2] ∋ t 7→
d S
dλ
(tR) ∈ 〈B(G), σ(B(G),N)〉
is scalarly essentially (µ,B(G))−integrable and if N is an E−appropriate set
with the isometric duality property its weak integral satisfies by (116) the
inequality in the statement. Thus the proof goes on as that in Corollary
2.33. 
Corollary 2.35 (Sigma-WeakNewton-Leibnitz formula ). The statement
of Corollary 2.33 (respectively Corollary 2.34) holds if G is a complex Hilbert space
and everywhere N is replaced by Npd(G).
Proof. By Remark 2.12, Npd(G) is an E−appropriate set with the iso-
metric duality property, hence the statement by Corollary 2.33 (respectively
Corollary 2.34). 
Corollary 2.36 (Weak Newton-Leibnitz formula ). The statement of
Corollary 2.33 (respectively Corollary 2.34) holds if G is a reflexive complex Banach
space and everywhere N is replaced by Nst(G).
Proof. By using Corollary 2.6 instead of Theorem 2.2, we obtain (164)
and (163) by replacing N with Nst(G). Then the proof procedes similarly to
that of Corollary 2.33 (respectively Corollary 2.34). 
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