A spike timing dependent learning rule is present at the synapse between parallel fibers and Purkinje-like medium ganglion cells in the electrosensory lobe of mormyrid electric fish. The synapse is depressed when a postsynaptic dendritic spike occurs within 50 ms of the onset of a parallel fiber excitatory postsynaptic potential, but is enhanced at all other timing relations. Operation of this learning rule results in the cancellation of predictable membrane potential changes, driving the cell towards a constant output frequency. But medium ganglion cells show a strong and predictable response to corollary discharge signals associated with the motor command that initiates the electric organ discharge. The modeling study presented here resolves this conflict by proposing an active control of dendritic spike threshold during the brief period of medium ganglion cell response.
Introduction
The goal of this project is to understand how rules of synaptic plasticity are modulated in an adaptive cerebellum-like sensory structure, the electrosensory lobe (ELL) of mormyrid electric fish. This study uses mathematical analysis and numerical simulation techniques to quantify properties of inputs to the ELL from electrosensory and central sources [10] . These mathematical methods are then used to predict the unobserved synaptic connections between identified neurons in the ELL.
The ELL is a laminar structure that receives primary afferents from electroreceptors in the skin. The signals from one clas of electroreceptors, the mormyromasts, are very sensitive to differences in electrosensory field strength [1] and respond with 1-3 spikes to each electric organ discharge (EOD). The latency of the spikes in mormyromast afferents following the EOD reflects the intensity of the electric field at the receptor. Weak fields generate a single spike with a latency up to 12 msec, and strong fields generate multiple spikes with a latency of at least 2 msec. The fish uses this latency information to identify objects in its environment by detecting changes in the EOD evoked electric field caused by external objects.
However, the representation of the electric field strength as latency (pulse coding) would be highly sensitive to information losses due to noise as the information passes through synaptic junctions. As the electrosensory information passes through the first stage of sensory processing, the deep granule layer of the ELL, the signal converges with inputs from central sources that convey timing information about when the EOD occurred. The convergence of these two inputs is thought to be translated via granule cells that act as coincidence detectors and relay a burst of spikes where the number of spikes depends on the time difference between the EOD and the afferent spike [3] . When the sensory information reaches the principal cells of the ganglion layer, much of the timing code is lost and a rate coding can be identified.
The principal cells are divided into two classes: the Purkinje-like medium ganglion cells (MG 1 and MG 2 ) with axons that remain within the ELL, and two types efferent cells, large fusiform (LF) and large ganglion (LG) cells, that project to other centers for further sensory processing. The MG cells are highly adaptive to changes in electrosensory strength and are thought to provide an adaptive filter mechanism to the system by projecting onto the efferent cells and adjusting their output rate. The mechanism for adaptation appears to be a spike-timing dependent learning rule [4] at the synapse that conveys EOD timing information via parallel fibers to the apical dendrites of MG cells.
In the moromyromast regions of ELL, the MG cells respond to the EOD with a short burst of spikes. The efferent cells are usually spontaneously active with a spike rate modulated by the combination of electrosensory and EOD command timing signals. MG 1 and LG cells cells are inhibited by the EOD-evoked activity in mormyromast afferents, while MG 2 cells and LF cells are excited by such activity.
We have constructed a mathematical model of a hypothesized ELL module consisting of these four cell types. The neurons are formalized as spike-response models that respond to synaptically applied inputs by changing their probability of generating spikes. Key parameters of the model and the postsynaptic inputs to each cell are based on experimental data; deep layer inputs are based on experiments performed in vivo (C. Mohr and C. Bell, unpublished results), and parallel fiber excitatory postsynaptic potentials (EPSP) and synaptic learning rates are derived form experiments performed in vitro [4, 8] .
We have used the model to test whether the hypothesized connectivity of the ELL module can explain the response and adaptation characteristics of the component neurons. The model is also used to derive constraints on the possible range of synaptic connections that is consistent with experimentally derived results.
Materials and methods
The model of the four cell neural network uses a spike-response model [6] with no relative refractory period to represent the individual neurons. Time is discretized so that t n = n t, with n an integer, and t = 1 msec. The probability of a spike during the time interval t n is a threshold (sigmoid) function of the membrane potential, V (t n ). For each neuron A ∈ {MG 1 , MG 2 , LF, LG} in Fig.  1 , with threshold θ A , and noise parameter µ A , the spike probability is given by the expression,
The instantaneous spike frequency is obtained by multiplying the spike probability by the maximum spike frequency.
The membrane potential is the sum of all external inputs. Excitatory synapses from adaptable inputs are represented by weighted excitatory postsynaptic potential waveforms, (t n ). The weighting factors, w A (t n ), change in t n as the system adapts due to a learning rule that depends on the relative timing of pre-and postsynaptic spikes [5] . The contribution of adaptable inputs to the neuron's membrane potential is given by,
The non-adaptive inputs are represented by the term ν A (t n ). The contribution from another neuron B is represented by the spike probability convolved with the postsynaptic potential waveform, and weighted with the synaptic strength s AB . For excitatory synapses s AB > 0, and inhibitory synapse are approximated by using the same postsynaptic potential waveform with s AB < 0. The membrane potential of neuron A is
where the last term represents the contribution from the activity of neurons that synapse onto A which are themselves affected by A's firing (recurrence). In the circuits of ELL this reflects the reciprocal connections between MG 1 and MG 2 cells (Fig. 1) . The spike-timing dependent learning rule has two components, a non-associative part and an associative part [4] . The change in each synaptic weight per presynaptic spike is w(t pre ) = α − βL(t post − t pre ) The parameters α and β denote the non-associative and associative learning rates. The learning function, L(t post − t pre ), is positive definite and has unit area.
The learning dynamics are investigated by calculating the ensemble average of the synaptic weights using the spike probability function, f A (t n ),
For a single neuron (no recurrence) this expression can be solved near the asymptotic value of the probability function [9] , f A (t n ) →f = f A (V ) as t n → ∞, wheref = α/β. The spike probability approaches its asymptotic value with an exponential decay that can be calculated analytically [10] . The real part of the decay constant, τ , is given by Re(1/τ ) = (1/2)βµf (1 −f ) [10] . Thus, the asymptotic value and the decay constant depend on the adaptive input rate and parameters of the learning rule. These formula have been implemented in custom simulation software. Further details about the mathematical methods and the simulation code can be found on-line at: http://www.ohsu.edu/nsi/faculty/robertpa/lab.
Results
In the following we demonstrate the learning dynamics that result from the spike-timing dependent synaptic learning rule [4] , and how these dynamics affect the responses to command signals. Then, we show how the original model must be modified to explain the response observed in light of the dynamics. The basic structure of the ELL is assumed to be grouped into modules that have like the one illustrated in Fig. 1 . Three electric organ discharge related inputs act on the modules. One of these is the response of mormyromast afferents to the current generated by the EOD itself. The other two are corollary discharge signals from other central structures associated with the motor command that initiates the EOD. One of these corollary discharge signals arises from the juxtalobar nucleus and terminates in the deep layers of ELL (Fig. 1) . The juxtalobar input to granule cells provides the timing signal necessary for measuring latency of afferent responses. A second type of corollary discharge signals arises from EGp and is conveyed as parallel fibers to the molecular layer of ELL Different parallel fibers are presumed to fire at different delays following the EOD motor command.
Focusing on the medium ganglion cells, the parallel fibers show plasticity that is characterized by depression of the synaptic strength when the postsynaptic spike follows the presynaptic spike within a narrow timing window [4] . In vitro experiments showed that the parallel fiber-evoked EPSP is reduced if a postsynaptic dendritic (broad) spike follows the parallel fiber stimulus within a short delay. The EPSP is enhanced if the dendritic spike arrives at other timings with respect to the parallel fiber stimulus (inset in Fig. 1 ). The learning dynamics of this particular spike-timing dependent learning rule are well understood and lead to the cancellation of input signals that are temporally correlated with the parallel fiber delay series [10] .
Our model of the medium ganglion cells consists of a threshold device with noise that generates two types of spikes, a dendritic and an axon spike, when the membrane potential plus noise crosses a threshold. The threshold of the dendritic spike is higher than that of the axon spike, as shown experimentally [7] . In Fig. 2A , the two lines represent the membrane potential, V M G 1 (t n ) and V M G 2 (t n ), during the first 200 msec following the command signal alone, and the dashed lines are the dendritic spike thresholds, θ M G 1 (t n ) and θ M G 2 (t n ). The synaptic strengths are represented by the squares where the initiation time of each excitatory postsynaptic potential is shown and its elevation above the baseline represents the weight of that EPSP.
If we initiate this simulation with the weights at a low value, the weights increase due to the nonassociative component of the learning rule, the membrane potential increase since there no dendritic spikes to depress the EPSPs. The membrane potential reaches a level where the dendritic spikes begin to appear. When the dendritic spike activity reaches an asymptotic value,f = α/β, the progression of the learning stops and the neurons maintain a constant level of output, Fig. 2B .
If the synaptic weights are initiated at a higher level so that many dendritic spikes are generated, the dendritic spikes depress the parallel fiber evoked EPSPs that contribute to the membrane potential until it reaches that level where the non-associative enhancement and the associative depression exactly cancel.
Due to the adaptation of neural responses to the command in the ELL, the system cancels predictable imputs [1, 10] . Any input that is correlated with the timing of the parallel fiber evoked EPSPs, and therefore correlated with the EOD command, will be cancelled by this mechanism. This simulation starts with the strong depolarization at the beginning of the cycle. The high probability of dendritic spikes caused by the depolarization lead to a depression of the synaptic efficacy until the membrane potential flattens out. Although this mechanism of sensory image cancellation successfully explains the operation of medium ganglion cells in the region of the ELL that receives ampullary afferents, this leads to a paradox when we consider medium ganglion cells that receive their sensory inputs from mormyromast receptors in another region of the ELL.
Medium ganglion cells respond to the EOD motor command with an alteration in membrane potential that is predominately excitatory [2] . This excitation is probably due to juxtalobar input to MG cells. This response to the command is not cancelled by adaptive processes. In light of the learning dynamics, this lack of cancellation is paradoxical. The model cannot explain how medium ganglion cells consistently respond to the command with a burst of spikes. Input correlated with the motor command should be cancelled by plasticity at parallel fiber synapses.
One possible mechanism for the persistent excitatory response of the medium ganglion cells to the command input from the juxtalobar nucleus is that this input not only elicits an EPSP in medium ganglion cells but also elicits a transient elevation in the threshold of the dendritic spike. Such a threshold elevation would modulate the spike-timing dependent learning rule of synaptic plasticity following the command, allowing the system to adapt toward a certain level of excitation following each command.
There is experimental evidence for this kind of modulation of the dendritic spike threshold (C. Mohr and C. Bell, unpublished) . In recordings of medium ganglion cell responses to the command, a pause in dendritic spike activity is observable during a brief period that coincides with the command driven EPSP. An increased dendritic spike threshold during the same period is also indicated directly by an increase in the amount of intracellular current necessary to evoke a dendritic spike during the same period.
We have inserted the predicted and experimentally confirmed command driven increase in the dendritic spike threshold into our model neurons (Fig. 2C) . Now when we run the simulation the command driven EPSP is still present. This system is now stable under the spike-timing dependent learning rule and is consistent with the experimentally demonstrated command driven EPSP.
Discussion
Introducing modifications into our model of ELL generates closer agreement with experimental evidence. The modification of the model also gives us a deeper understanding of how adaptable synaptic processes may be controlled. This mathematical model and simulation demonstrate the use of modeling to study the intrinsic learning dynamics of a complex system. Knowledge of these dynamics have been used to make predictions about how the system will operate. When these predictions were in conflict with in vivo recordings, we hypothesized new regulatory mechanisms in this system. Spike timing dependent synaptic plasticity has been observed in other systems (for review see [11] ). Modulation of such plasticity by modulating the threshold of a dendritic spike could be an operative mechanism in these other systems as well. 
