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11 Introduction
Freshmen dropout rates in higher education are a major concern for many universi-
ties, see for example (Bennett, 2003; Di Pietro and Cutillo, 2008; Ramsden, 2003).
In mathematics early studies play an important role for student’s further success.
This is because of the cumulative nature of the science, where new information is
added on previously learned topics.
Lots of freshmen education of mathematicians at universities is conducted in large
scale lecture courses because of tradition, low cost and scalability. This form of
teaching is not supported by modern educational research where lectures are not
seen as an ideal mean of educating students (Ramsden, 2003; Laurillard, 2002).
Mass-lectures lack the ability to give personally adjusted teaching to students. Ed-
ucational research show that personalized teaching yields better results than tradi-
tional mass-teaching (Chamberlin and Powers, 2010) but the problems lie in scala-
bility and cost. Lots of the research in computer aided education tries to tackle this
problem where the software used to teach students tries to perform in a personalized
way when interacting with the learner, for example (Kurhila, 2003).
Another approach has been to try to make lectures more activating and incorpo-
rating elements in them where students have to interact more actively in them
(Oikkonen, 2009). This has yielded good results in particular in physics (Mazur,
1997).
The approach studied in this thesis is based on the old method of apprenticeship,
where a student learns a craft under the supervision of a skilled master. This ap-
prenticeship based learning has been successful in teaching computer programming
to freshmen computer scientist (Vihavainen et al., 2011a,b) and the question is if
the method is applicable to teaching mathematics.
Traditional apprenticeship learning focuses on teaching a craft that could be done
by hand but learning abstract thinking such as that needed in reading, writing or
mathematics needs a new way of looking at apprenticeship-based teaching. This
kind of approach has been suggested in the form of a teaching framework: Cognitive
Apprenticeship (Collins et al., 1989, 1991; Schoenfeld, 1992).
The common factor with traditional and new apprenticeship-based teaching is that
in the end the apprentice has to actively do all the learning by himself and the task
for the master becomes to show the road ahead and help the apprentice make the
necessary steps to learn the topics at hand. The goal is that the apprentice becomes
2a master (Vihavainen et al., 2011a).
In this thesis an apprenticeship learning method called the Extreme Apprenticeship
method (Vihavainen et al., 2011a) was studied in order to ﬁnd out if it is applicable
to teaching under-graduate mathematics. This was done by teaching a group of
students (N = 18) a one semester introductory course in logic, Logic I, in an exper-
imental setting. Comparisons were made between the same course taught through
lectures (N = 317).
The thesis gives insight to the use of this method in higher education. The results
could be used to scale up the methods used to a full one semester under-graduate
course in mathematics. The experiment conducted during the period were put into
action by the author.
The thesis is organized as follows: First the pedagogical and practical motivation
behind the teaching methodology in the teaching experiment is introduced in section
2. Then an overview of the course and the institution where it takes place is given
in section 3. In section 4, the purpose of the study will be discussed. How the
teaching experiment was conducted in spring 2011 will be shown in section 5. The
performance of the students taking the course and their thoughts about the course
will be explored in section 5. Section 6 discusses the ﬁndings of the thesis alongside
with thoughts on the future of implementing the Extreme Apprenticeship method
into teaching undergraduate mathematics.
32 Theoretical background
In this chapter we study the pedagogical background of the teaching experiment
studied in this thesis. We begin by describing the traditional university teaching
method, that of teaching through lecturing. Then we look into apprenticeship based
learning methods employed in the teaching experiment.
2.1 Teaching through lectures
One of the earliest illustrations of teaching by lecturing is by Laurentius de Voltolina
from around 1350, seen in Figure 1. The layout of the lecture room is the same as
can be found in universities today. The seats are organized in elevated rows in order
to make it possible for the lecturer teach and the students to listen. The students
are apparently listening, sleeping or joined in conversations with each others.
Before the existence of printed and mass produced books lecturing was thought to
be a good method of transmitting knowledge to a large group of students (Morrison,
1986). For 800 years this method of teaching has prevailed as the main method of
organizing higher education teaching (Sheely, 2006).
Nowadays teaching in universities through lecturing faces a lot of criticism. Ramsden
(2003, p. 6) gives a grim vision of a typical setting:
“Perhaps its nadir is reached in the vision of an outstanding scholar
standing before a class of brilliant, handpicked ﬁrst year students. He
or she mumbles lifelessly from a set of wellworn notes while half the
class snoozes and the other makes desultory jottings, or maybe – if this
an engineering or medicine lecture especially – tests new aerodynamics
theories by constructing and launching paper projectiles. Everyone longs
to get the hour over and get back to something serious.
The greatest fault of this sort of ’teaching’ is not that it is ineﬃcient
or ineﬀective as a way of helping students to learn (though it is that as
well) but that it is a tragic waste of knowledge, experience, youth, time
and ability.”
This kind of teacher centered approach to knowledge and learning styles is still used
a lot in higher education. In the light of the up-to date paradigms of learning, that
puts the learner instead of the teacher in the forefront, sees this kind of attempts
4Figure 1: Henricus de Alemannia in Front of His Students. Illustration from the
book Liber ethicorum des Henricus de Alemannia by Laurentius de Voltolina, 1350s
(Craig, 2009).
to transform information uneﬀective (Biggs and Tang, 2007). Typically in a lecture
the student sits and listens passively to the information given to him by the lecturer.
Why then is higher education still so focused on teaching through lectures?
• Students want lectures. As they enter university students expect to sit
and listen to lectures (Sheely, 2006). Lectures allows students a degree of
anonymity and a degree of order in their studies (Sheely, 2006). Students also
expect the lecturer to give speciﬁc tips on what should be known in exams,
making the students think that listening to lectures will make them get better
grades (Mazur, 1997).
• Teachers want lectures. Lecturing does not typically give room for surprise.
5Everybody has a clear role to play (Laurillard, 2002) and lectures are therefore
predictable, making it easy for the lecturer to prepare them well in beforehand.
The teachers were subjected to lecturing while studying and therefore replicate
their own teaching and learning experience (Errington, 2001; Toohey, 1999).
To give lectures is to follow a tradition (Mazur, 1997) and lecturer is often
taken as a synonym for teacher at universities.
• The infrastructure is built around lectures. As seen in the picture by de
Voltolina, lecture halls have been around for a long time. Nowadays, lecture
halls are still the primary concern of campus building programs (Sheely, 2006).
University campuses are built around lecture halls, classroom booking is done
with lectures in mind and researcher’s teaching responsibility is often set in
lecture hours.
There have been attempts on making lectures more activating. In teaching uni-
versity level physics, lecture-based teaching has been shown to give unsatisfactory
results. When listening to lectures students become passive receivers of information,
resulting in little learning. The issue has been discussed (Mazur, 2009; Stokstad,
2001) and studied (Deslauriers et al., 2011) in Science magazine, where the authors
stress the importance of the introductory courses and active engagement of students
in these courses.
Halloun and Hestenes (1985) studied the impact of traditional lectures on common
sense beliefs in physics students. They showed the traditional lecture-based educa-
tion has a small impact on the gain on the basic knowledge state of the students.
Hake (1998) studied students taking their ﬁrst physics course at diﬀerent universities
(N = 6542). His results indicated that those universities which incorporated active
engagement of student in their courses showed a signiﬁcantly higher average gain in
student’s pre-post test-scores than those who participated in traditionally lectured
courses.
These ﬁndings have lead to advances in the methods in how physics is lectured, most
notably the success of the Peer Instruction method developed by Mazur (Crouch
and Mazur, 2001; Mazur, 1997). Peer Instruction recognizes that even if some
lecturers think that their lectures are activating for students, as they incorporate a
lot of informal questioning during lectures, that they still engage only a few highly
motivated individuals (Crouch and Mazur, 2001).
Peer Instruction lectures involves asking students structured questions, called Con-
6ceptTest, during lectures. These questions are preceded by a peer-discussion by
fellow students sitting next to each other. The innovations of Peer Instruction have
led to more activating lectures and better student performance (Crouch and Mazur,
2001; Mazur, 1997).
In what situations should lectures be used? In the sixties at the University of
Toronto, a committee was selected to change the curriculum and structure of under-
graduate education. The committee took a strong stance against lectures, calling it
a medieval teaching method which lacks the capacity to give students individualized
teaching (Greenleaf, 2010). In the report (Macpherson and Presidential Advisory
Committee on Undergraduate Instruction in the Faculty of Arts and Science, 1967),
the Macpherson committee1 listed reasons why lectures should be given, as seen in
Figure 2.
Figure 2: Reasons for lecturing, according to the Macpherson committee in 1967
(Atkinson, 1970, p. 562).
In mathematics, the lectures are often about the sixth function in the Macpherson
report. The other ﬁve functions poses big requirements for the lecturer. In order
to be able to give overviews of the subjects and to show how experts deal with
1Actually called the Presidential Advisory Committee on Undergraduate Instruction in the Fac-
ulty of Arts & Science.
7the problems under study, demand that the lecturer must be aware of the recent
advances in his respectable ﬁeld. This should however not be a problem in research
universities, where the teaching staﬀ are also researchers. The problem is how the
get the ﬁve ﬁrst functions in the Macpherson report into lectures.
2.2 Cognitive Apprenticeship
As an alternative to traditional mass education apprenticeship-based teaching has
been proposed to reading, writing and mathematics by Collins et al. (1989, 1991).
Their approach, called Cognitive Apprenticeship, forms its view on teaching from
the ancient process where an apprentice is taught a craft under the supervision of a
skilled master. They use the ﬁndings of Lave (later published in (Lave and Wenger,
1991)) who has studied West African tailors who learn their craft by observing and
practicing in tailoring shops under the instruction of master tailors. Schoenfeld
(1992, p. 85-86) summaries Lave’s observations as follows:
“Being a tailor is more than having a set of tailoring skills. It includes a
way of thinking, a way of seeing, and having a set of values and perspec-
tives. In Tailors’ Alley, learning the curriculum of tailoring and learning
to be a tailor are inseparable: the learning takes place in the context of
doing real tailors’ work, in the community of tailors. Apprentices are
surrounded by journeymen and master tailors, from whom they learn
their skills – and among whom they live, picking up their values and
perspectives as well. These values and perspectives are not part of the
formal curriculum of tailoring, but they are a central deﬁning feature of
the environment, and of what the apprentices learn. The apprentice tai-
lors are apprenticing themselves into a community, and when they have
succeeded in doing so, they have adopted a point of view as well as a set
of skills – both of which deﬁne them as tailors.”
The aim of instruction in Cognitive Apprenticeship is to make the thinking visible
(Collins et al., 1991). If mathematics is presented as an orderly collection of deﬁni-
tions and theorems, the thinking behind them is not revealed. This leads to students
studying procedures which only help them solve textbook problems without actually
understanding the problems and the solutions (Schoenfeld, 1985).
The challenge of Cognitive Apprenticeship is to create meaningful exercises for the
students that are both systematic and diverse and to make the students to reﬂect
8on what they are doing (Collins et al., 1991). In learning writing this means, for
example to reduce the students’ information-processing burden by breaking down
the writing process into small pieces before tackling the whole complex process of
writing (Collins et al., 1991).
Even if working with small goals, Cognitive Apprenticeship emphasises that students
need to have a global vision on what they are doing (Collins et al., 1991). The
students should all the time know why they are working with the smaller goals in
the same way as an apprentice tailor knows that the small part he is working on will
eventually become a jacket. Mathematical rules and symbols should not be taught
as if they were arbitrary conventions having little to do with larger phenomenas
of regularities and relationships that also shape the physical world (Resnick and
National Research Council (U.S.). Committee on Research in Mathematics, Science,
and Technology Education, 1987). This same view of education was shared by
Whitehead in 1929 when he wrote (Whitehead, 1996, p. 127):
“Whatever interest attaches to your subject-matter must be evoked here
and now; whatever powers you are strengthening in the pupil, must be
exercised here and now; whatever possibilities of mental life your teach-
ing should impart, must be exhibited here and now. That is the golden
rule of education, and a very diﬃcult rule to follow.”
“You cannot put life into any schedule of general education unless you
succeed in exhibiting its realition to some essential characteristic of all
intelligent or emotional perception. It is a hard saying, but it is true;
and I do not see how to make it any easier.”
An important issue in Cognitive Apprenticeship is that learning takes place in a
social environment in which the apprentice becomes a member. In this study, this
environment is the academic community and the community of mathematicians.
The students should be taught in such an environment that they are surrounded by
other learners, not in segregated learning environments that do not show a link to
the actual place where the skills acquired are to be used (Brown et al., 1989; Ball,
1991; Schoenfeld, 1992). This growing into a group of people who share a common
craft or profession, has been studied by Lave and Wenger (1991, p. 23):
“Cognitive apprenticeship must ﬁnd a way to create a culture of ex-
pert practice for students to participate in, and aspire to, as well as
9device meaningful benchmarks and incentives for progress. [...] Drawing
students into a culture of expert practice in cognitive domains involves
teaching them how to ‘think like experts’.”
To became a member of the community of mathematicians of course involves learning
a lot of subject knowledge. Sfard (1998) stresses the importance of not neglecting
any of these two views and see them as supporting each other. Schoenfeld (1992, p.
33) summaries these views as a “pedagogical imperative”:
“If one hopes for students to achieve the goals speciﬁed here – in partic-
ular, to develop the appropriate mathematical habits and dispositions of
interpretation and sense-making as well as the appropriately mathemat-
ical modes of thought – then the communities of practice in which they
learn mathematics must reﬂect and support those ways of thinking. That
is, classrooms must be communities in which mathematical sense-making,
of the kind we hope to have students develop, is practiced.” [Italics in the
original.]
Teaching through Cognitive Apprenticeship proceeds as follows: ﬁrst the master,
teaching the apprentice, teaches by modeling the task at hand. Modeling is the
process where the apprentice observes the master while the master completes the
task while explaining how he does it. After the modeling phase the apprentice
practices to accomplish the task while the master coaches him by selecting necessary
sub goals and through scaﬀolding the student’s learning.
Scaﬀolding is the support given by the master. It refers to the temporary construc-
tions that are needed to be set up when building buildings. In this case it means
the temporary support given by a master so that the student is able to learn. The
aim is to make it possible for the student to progress on his own.
Bruner (1986, p. 24-25) who ﬁrst used the term scaﬀolding in learning context
describes it as follows:
“If the child is enabled to advance by being under the tutelage of an
adult or a more competent peer, then the tutor or the aiding peer serves
the learner as a vicarious form of consciousness until such a time as the
learner is able to master his own action through his own consciousness
and control. When the child achieves that conscious control over a new
function or conceptual system, it is then that he is able to use it as a
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tool. Up to that point, the tutor in eﬀect performs the critical function
of ‘scaﬀolding’ the learning task to make it possible for the child, in
Vygotsky’s words, to internalize external knowledge and convert it into
a tool for conscious control.”
In the beginning more scaﬀolding is needed. As the apprentice becomes more skilled,
help given by the master fades away. Scaﬀolding should be temporary, as the idea
is not to make the apprentice dependent of the master. It is also important that the
apprentices would be scaﬀolded by many masters and not to expect to be taught by
one single authority (Collins et al., 1989).
The theory of scaﬀolding is interlinked with Vygotsky’s theory of the zone of proxi-
mal development(Vygotsky, 1978). The zone of proximal development is the distance
between what a learner can learn by himself and how much he can learn with help
from others. According to Vygotsky, a child learns a language from his parents while
being in the zone of proximal development (Vygotsky, 1978). It is diﬃcult for a child
to learn a language by himself. The parents model the use of language by modifying
it to be on a diﬃculty level that the child can learn from listening to it. At the
same time they give guidance and challenge the child to perform on a higher level
(Bruner, 1986).
Monitoring of the apprentice and adjusting the scaﬀolding accordingly is crucial in
apprenticeship-based learning (Collins et al., 1989). It is also important because
the teacher has to encourage the students to articulate his knowledge and thinking
(Collins et al., 1991). This enables the student to compare his performance with
others and through this reﬂection highlight diﬀerences in thinking. Apprenticeship-
based learning is seen as an interplay between the apprentice and the master, where
the apprentice learns from the master and the master learns from the apprentice.
The ﬁnal stage is when the master fades away and the learner is able to commit
exploration on his own (Collins et al., 1991). This stage demands that the student
is capable of conducting problem-solving and tackling open questions on his own.
In this stage the student already performs as an expert and uses exploration and
learning strategies he has learned during the whole process.
2.3 Extreme Apprenticeship Method
Building on Cognitive Apprenticeship, Vihavainen et al. (2011a,b); Kurhila and Vi-
havainen (2011) have implemented apprenticeship-based learning in teaching com-
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puter programming for undergraduates. Their method, called Extreme Apprentice-
ship2, provides a set of values and practices used as a basis for the approach taken
in the teaching experiment of this study. For the values, see Figure 3.
Figure 3: Values of Extreme Apprenticeship method (Vihavainen et al., 2011a, p.
94-95).
• Learning by doing. The craft will only be mastered
by actually practicing it.
• Continuous feedback. Continous feedback must be
implemented in both directions. The student receives
multi-level feedback from his progress and instructors,
and the instructor receives feedback by monitoring the
students progress and challenges.
• No compromise. The skills to be learned are prac-
ticed as long as it takes for each individual.
• An apprentice becomes a master. The ultimate
goal of instruction should be that the student will even-
tually become the master.
While supporting collaborative aspects, the Extreme Apprenticeship method focuses
on the individual eﬀort done by students (Vihavainen et al., 2011a). The method
centers on exercises being completed under constant supervision of instructors. The
aim is to raise the amount of actively conducted individual eﬀort of students, while
minimizing their passive activities such as listening to lectures.
In computer science, as in mathematics, a typical lecture course is based on lec-
tures and take-home exercises. The weekly take-home exercises, that the students
complete, are based on and complement the lectures. In Extreme Apprenticeship
2The label “Extreme” comes from the software engineering industry, where Extreme Program-
ming (Beck, 1999) is a method where good programming practices are taken to the extreme. For
example, code review is considered a good programming practice and Extreme Programming takes
this to the extreme by enforcing continuous code review in the form of pair programming. Extreme
Apprenticeship tries to do the same for educational best practices, for example as monitoring stu-
dent progress is seen as a good teaching practice, the Extreme Apprenticeship method enforces
continuous monitoring of students progress (Vihavainen et al., 2011a).
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this relationship is switched upside down. As the exercises are the main teaching
material and conducting the exercises the main method of learning, the lectures, if
any, are based on and complement the exercises.
Extreme Apprenticeship puts a lot of emphasis on how the exercises are constructed,
conducted and evaluated (Vihavainen et al., 2011a). Students begin conducting
exercises from day one of the course. Instead of take-home exercises, the exercises
are done in a suitable exercise room where it is easy for the students and instructors
to interact. This enables instructors to help and monitor the student’s progress.
There are lots of exercises, but at least in the beginning, they are quickly solvable.
This makes the students feel that they are making progress from the start. The
exercises are also repetitive in nature and in many cases train the routine of the
students.
The teaching method should train the students to obtain the main tools mathemati-
cians use: abstraction, symbolic representation and symbolic manipulation (Schoen-
feld, 1992). Knowing how to use these tools does not conceptually diﬀer from the
knowledge of using craftsman’s tools. Learning should concentrate on solving prob-
lems, exploring patterns and formulating conjectures instead of memorizing and
doing exercises simply based on examples given by the teacher.
Extreme Apprenticeship exercises have to be correctly answered. In computer pro-
gramming this means that the exercises have to be correctly solved and also follow
good programming practices (Vihavainen et al., 2011a), for example Clean Code
(Martin, 2009). In mathematics this translates to the principle that solutions should
be ﬁnished with clear notation and structure.
The instructors, in the role of masters, accept or reject the solutions of the students.
In case of a rejection, the instructors help the students to correct the exercise at
hand. Rejection should not be seen as a failure but as an opportunity for the student
to learn and correct possible misunderstandings. Therefore, students are allowed to
hand in exercises many times, until they come up with an acceptable solution.
The Extreme Apprenticeship method gives clear guidelines on how the instructors
should behave in the role of masters (Vihavainen et al., 2011a,b; Kurhila and Vi-
havainen, 2011). They are not allowed to give direct answers to the students. In-
stead, instructors are supposed to help the students as little as possible as the stu-
dents should get the feeling that they manage to solve the exercises by themselves.
Moments of success and raising conﬁdence level of student should be enforced from
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day one as it will enhance the student’s performance and self-esteem in their studies
(Boud et al., 1985).
The beneﬁts of scaﬀolding are greatest when the students feel comfortable but also
challenged while doing the exercises (Vihavainen et al., 2011a). This is when the zone
of proximal development pushes the performance of the students further while the
task still feels meaningful. Kurhila and Vihavainen (2011) give speciﬁc instructions
for the teaching assistants conducting scaﬀolding, see Figure 4.
Figure 4: Instructions for teaching assistants in the Extreme Apprenticeship method
(Kurhila and Vihavainen, 2011, p. 6).
• You will advise everyone in trouble
• You will not give out solutions but guide the student
as much as needed in order to nudge the student to
ﬁnd the solutions herself.
• Advisors do constant round-robin in the lab. Observe
and comment on students’ progress even if no-one asks
anything.
• You will pay attention to the code style: students will
learn to program according to Clean Code principles.
• Correct solutions is not enough. You need to push the
style towards more understandable and maintainable
code.
• Even if there is a slow moment in the lab, you as an
advisor cannot sit still minding your own business!
It is important that the instructors monitor how the students perform. If the in-
structors notice that plenty of students have problems with some type of exercises
this is addressed during upcoming lectures and exercises. Therefore, the exercises
that the students will carry out in the coming weeks is not set long beforehand, but
it changes during the progress of the course. This of course demands that adminis-
tration, the way teaching assistants who serve as instructors are employed and how
the lecturer or the person in charge of the course, is done in a very ﬂexible manner
(Kurhila and Vihavainen, 2011).
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3 Conducting the study
The purpose of the study was to ﬁnd out if the Extreme Apprenticeship method is
applicable to teaching mathematics at university-level. The method has proven to
raise student’s performance in learning computer programming (Vihavainen et al.,
2011a) and the aim was to ﬁnd out if similar results could be gained in mathematics.
The method was to monitor the teaching experiment and gather necessary infor-
mation for scaling up the teaching method to large basic and intermediate courses.
The research questions were:
1. What kind of exercises are needed for applying the method to mathematics?
2. What kind of instruction is most beneﬁcial for students?
3. What kind of learning environment is required by the teaching methodology?
4. How to transform lectures to beneﬁt learning through the methodology?
The answers to these questions can be used when designing the structure for larger
course implementations. It is important to know what kinds of exercises at which
time of the course suit the teaching methodology. The physical learning environment
must also be thought over as the normal classroom setting is not suitable for the
student centered approach taken in this study.
The answers will also help the recruitment process of ﬁnding suitable teaching assis-
tants performing as instructors. The Peer Instruction method (Crouch and Mazur,
2001; Mazur, 1997) also includes discussion sessions where a portion of the weeks’
homework is done in groups. In the group, a teaching assistant is asking questions
about the exercises and helping the students to ﬁnd the right solutions without giv-
ing them straight answers. At the end of the week, each student hands in individual
solutions to each exercise and the exercises are graded individually. The developers
of Peer Instruction method stress the importance of the choosing the right teaching
assistants as (Crouch and Mazur, 2001, p. 975):
“... many TAs [teaching assistants] are excited by the opportunity to
engage their students more actively, some resist innovations and may
communicate a negative attitude to students.”
How teaching assistants should be instructed is an important issue for this study.
If scaled up, th Extreme Apprenticeship method requires teaching assistants per-
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forming as learning instructors for the apprentices. The experiences gathered in this
study should give insight into what are required of teaching assistants and how they
should be instructed and used.
The teaching experiment in this study was done without lectures. As argued by
the Macpherson committee (Macpherson and Presidential Advisory Committee on
Undergraduate Instruction in the Faculty of Arts and Science, 1967), there are
reasons for using lectures. These reasons are however not those typically addressed
in mathematics lectures, where often the lecture consists of orderly structure of facts
and theorems. The study also explores what kind of lectures would be suitable for
the teaching methodology.
A concrete example of the use of the Extreme Apprenticeship method will be studied
in detail. The example will show how Tarski’s truth deﬁnition for predicate logic
was introduced in the experimental group. Tarski’s truth deﬁnition is interesting
for the course Logic I because it is a central piece in the theory of predicate logic. If
students are unable to comprehend the deﬁnition, there is not much the course can
teach them about predicate logic but routines and empty procedures.
The study was conducted applying participatory action research (Mills, 2000; Creswell,
2005) at the Kumpula campus at the University of Helsinki. The author of the re-
search conducted the teaching experiment. The principal aim of the research was
not the professional development of the author, but on the development of new
practices for further development and study.
As this was the ﬁrst attempt on using the Extreme Apprenticeship method to teach
mathematics, it was unclear in the beginning of the experiment what the diﬃculties
would be. Therefore the ﬁndings of the research are mostly due to collaboration with
the students. The variable studied quantitatively was the students’ performance in
the course exams.
The ethical principles (Hopkins and Ahtaridou, 2008) of the research were that the
author performing as the instructor believed that it would enhance learning, that it
was favorable to push ahead with the new teaching methods and that the methods
were suitable for the students. The students taking part in the experiment were not
selected randomly but chose themselves to take part in the group.
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3.1 Overview of the educational setting
In Finland tertiary education is divided into universities and polytechnics3. A special
feature of the Finnish tertiary education is that there are no tuition fees. University
teaching resulting in a master’s degree is intended to take ﬁve years with three years
of bachelor studies and two years of master studies.
Subject teachers, who teach their subjects at K-12 level, receive their qualiﬁcation
to teach the subject through getting a master’s degree. They study the subject
they teach as a major or minor and study pedagogy as a minor subject. Therefore
departments teaching subjects taught in school, such as mathematics, have many
preservice teacher among their students.
The University of Helsinki is the biggest university in Finland with over 35 000
students and almost 4000 faculty members. The university deﬁnes in its strategy
for 2010-2012 its philosophy on teaching as follows (University of Helsinki, 2009):
“One of the long-term strategic objectives of the University of Helsinki
is to promote research-based teaching. The quality of teaching at a
research-intensive university is founded on top-level, multidisciplinary
research and teachers who are also researchers in their own ﬁeld of
specialization and who use teaching methods that enable inquiry-based
learning.
Teaching is based on academic research and applies the results of multi-
disciplinary research on university-level teaching, studying and learning.
Each member of the academic community engages in both teaching and
research. In addition to possessing knowledge of their own research ﬁeld,
each university teacher must disseminate extensive information about the
latest research in their discipline through their teaching. Research-based
teaching also means that students are familiarized with and participate
in the work of the research community. The objective of teaching and
academic advising is student-oriented, profound learning in line with
the principle of life-long learning. The university community fosters the
development of students into versatile and responsible experts in their
ﬁeld.”
This emphasis on participation in the research community, on student-oriented
3also called universities of applied sciences.
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teaching and profound learning are well aligned with the principles of the apprenticeship-
based teaching method explored in this study. However, Extreme Apprenticeship
is not an inquiry-based learning method as it is very structured and involves much
guidance. It can be seen as a teaching method helping the students learn essen-
tial skills needed for inquiry-based learning later needed in their studies and future
carriers. Criticism on inquiry-based learning has been discussed by Kirschner et al.
(2006); Sweller et al. (2007) where the authors stress the need for guided environ-
ments in order to help students learn better.
The experimental setting of this study was situated at the Department of Mathe-
matics and Statistics at the University of Helsinki. The department is the biggest
department in its ﬁeld in Finland with over 1300 students. The students to the
department are selected through their performance in the secondary high-school
matriculation examination, an entry exam or both.
The yearly intake to the department can be seen in Table 3.1 (Faculty of Science,
2012). As seen in the table there are plenty of students who do not begin their
studies even if accepted. A big problem for the department is also the students
who dropout, as the amount of beginners compared to the amount of students who
graduate is large. In 2011 there were 249 beginners and 62 students graduated.
Table 1: The yearly intake and graduation at the Department of Mathematics and
Statistics, University of Helsinki.
Year 2011 2010 2009
Accepted 565+50* 527+49* 611+50*
Began their studies 212+37* 206+28* 242+34*
Graduated as Bachelors of Science 73 92 65
Graduated as Masters in Science 39+23** 29+20** 26+19**
* The ﬁrst number represents students accepted for the program
of mathematics and the second number those accepted for the pro-
gram of mathematics subject teacher. Students accepted for the
program of statistics are left out.
** The ﬁrst number represents students graduated from the pro-
gram of mathematics or applied mathematics and the second num-
ber those graduating from the program of mathematics subject
teacher. Students who graduated from the program of statistics
are left out.
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There are ongoing attempts on tackling the issue of ﬁrst year dropouts, for example
the ﬁrst year analysis course has undergone big changes (Oikkonen, 2009) and a
guidance tutoring system for beginning students has been established (Hautala,
2010).
The educational development of the Department of Mathematics and Statistics is
lead by the Working group of education development. The duties of the working
group are, for example, to prepare degree requirements and other study matters to
the council of the department, to start and coordinate projects for education devel-
opment, to prepare presentations regarding teaching eﬀectiveness and the develop-
ment of teaching methods. It promotes continuous interaction between teachers and
students in order to maintain a good and open teaching and learning environment
at the department.
The proposal to implement the Extreme Apprenticeship method was introduced
to the Working group of educational development in autumn 2010 by the author.
After the working group decided that the teaching experiment should go ahead the
teaching experiment was set to start in spring 2011.
3.2 Placement in the mathematics curriculum
Mathematics education is organized into three (possibly overlapping) phases. Stu-
dents begin by studying basic studies and intermediate studies for a degree as Bach-
elors of Science. Then they study advanced studies leading to a degree as Masters of
Science. Subject teachers can include intermediate studies in their advanced studies.
The introductory course of logic, Logic I, lies in the category of intermediate studies
where it is taught as a full semester course worth 10 ECTS. The course gives students
a basic understanding of concepts in mathematical logic such as models, truth and
deduction. The emphasis is on introducing the concepts, without necessarily giving
proofs to all results discovered.
The content of the course and a rough description of the pace of the course Logic I
is described in Table 2.
For students wishing to continue studies in logic the department oﬀers an advanced
studies course named Mathematical logic. It is possible to graduate as mathematics
major from the subprogram of mathematical logic where the course is a mandatory
part of the degree. The course topics of the advanced course are similar at the
beginning of the course, with a focus on giving proofs to the results discovered in
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Table 2: Course content and course pace of the course Logic I in spring 2011.
Timeline Main topic Content Exam
Week 1 Propositional Propositional formulas
Week 2
Logic Truth tables
Classiﬁcation: tautology, contradiction, etc.
Logical equivalence
Logical consequence
Truth functions (generalized connectives)
Week 3 Formal proofs: Natural Deduction
Week 4
Soundness of Natural Deduction
Formal proofs: Tableaux
Week 5 Predicate FO structure Exam 1
Week 6
Logic Vocabulary
Atomic formulas
Assignments
Satisfaction for atomic formulas
Quantiﬁers
Week 7
General formulas
Satisfaction for general formulas
Validity
Logical consequence
Free and bound variables
Week 8
Sentences
Deﬁnable relations
Substitution
Week 9 Natural Deduction for predicate logic
Week 10
Soundness of ND for predicate logic
Axioms and theories
Identity axioms
Week 11
Tableaux for PL
Soundness of the tableau method
Classiﬁcation of sentences in PL
Function symbols
Isomorphism Exam 2
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Logic I. The rest of the advanced course goes further to Peano arithmetics and the
proof of Gödel’s Incompleteness Theorem (Väänänen, 2010b).
3.3 The traditional course setting in spring 2011
In spring 2011 Logic I was organized in the same manner as during previous years.
Enrollment for the course started in the beginning of January and 337 students en-
listed for the course. As they enlisted for the course, students registered themselves
to exercise groups which were held by teaching assistants. In spring 2011 the course
had 9 exercise groups. The lectures lasted 13 weeks with eleven weeks of exercises.
Parallel to the large course in Finnish a smaller course was also given in English.
The course followed the large course with the same exercises and course exams.
Teaching consisted of ﬁve times 45 minutes lectures and six take-home exercises a
week. The take-home exercises were discussed in the exercise groups lasting two
hours. In the exercise groups one student at a time presented their solution to one
of the six exercises, so that each of the exercise was discussed once.
The course material was available online. The course literature consisted of material
provided by the previous lecturer of the course (Väänänen, 2010a). Many students
had also access to the book (Salminen and Väänänen, 1992) used to teach the
course prior to 2010. The lecturers of the Finnish and English speaking course
provided jointly the exercises for the course. The teaching assistants also provided
the students with model solutions for the exercises which were posted on the course
web page.
Student performance was evaluated by two exams, one in the middle of the term and
one at the end of the course. Some extra points were awarded to those students who
had completed a certain percentage of their take-home assignments. The students
who passed the course where given a grade on the scale 1 to 5.
3.4 The experimental setup
In addition to the traditional course format an experimental course setup was in-
troduced. This exercise group was instructed by the author and served as the
experimental theater for the research of this thesis. The group’s working methods
were based on the Extreme Apprenticeship method with focus on hands-on doing
and solving exercises under constant supervision.
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The group met six hours a week instead of the normal two in traditional groups.
The students had the opportunity to visit normal lectures. This meant that students
following the traditional teaching setting attended ﬁve hours of lectures and two
hours of exercise group per week. Students in the experimental setup had the
opportunity for ﬁve hours of lectures and six hours of exercise group instruction
a week. However, surprisingly none of the students in the experimental setting
attended any but a few lectures during the whole course, so the amount of contact
teaching they received is diﬃcult to evaluate.
Apprenticeship-based education needs an environment where it is easy for the par-
ticipants to engage in discussions and exchange ideas. For mathematics, often some
surface to write down the ideas discussed is needed.
The classroom where the teaching experiment took place was reorganized to ﬁt the
needs of the teaching methodology. The sitting order of the classroom was changed
from a row formation to table groups so that up to eight students could sit at one
table group at a time. The tables where covered with acrylic glass4 so that all
tables could be used as whiteboards. Figure 5 show photographs of the rearranged
classroom used in the experiment.
The room was already equipped with blackboards covering one of the walls and
another wall. Another wall, covered with glass, was also used as a whiteboard.
The classroom was equipped with an interactive video projector which allowed the
course material, which was published online, to be available and used ﬂexibly in the
classroom.
3.5 Participants
The demographic of the attendants of the course Logic I diﬀers from other mathe-
matics courses. Mathematics majors are a minority as the course attracts a lot of
minor students, in particular computer science majors. Many student studying to
become subject teachers in mathematics take the course as logic is taught as a volun-
tary course called Number theory and Logic (Kangasaho et al., 2008) at secondary
high-school-level. The participants of the experimental setup and the traditional
course can be seen in Table 3.5.
A typical phenomena for undergraduate mathematics courses is that many students
register for the course but do not show up or only visit the ﬁrst lectures. Therefore
4also called Plexiglas.
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Figure 5: The classroom used by the Extreme Apprenticeship group. The tables are
arranged into groups and surfaces covered with acrylic glass.
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Table 3: Enrollment ﬁgures for the course Logic I in spring 2011
Study program
Math. majors Subject teacher majors Math. minors Total
Registered 2 13 6 21
% 9.5 61.9 28.6
E
xp
er
im
en
ta
l
Participated 1 13 4 18
% 5.56 72.2 22.2
Registered 87 53 132 272
% 32.0 19.5 48.5
Tr
ad
it
io
na
l
Participated 58 33 80 171
% 33.9 19.3 29.4
only those students who marked at least on exercise as done are considered partici-
pants in the traditional setting. As the ﬁrst exercise group meetings took place on
week two of the traditional course, only those students who handed in at least one
exercise from week two are considered participants in the experimental setting of
this study.
The experimental setup was promoted on the course page and in the students e-mail
list as follows [e-mail by author originally in Finnish]:
“In [the Extreme Apprenticeship group], the course Logic I is performed
with the same exams as other attendants of the course. Everybody can
enlist to [the experimental group] according to the participation limit
[25 attendants].
[The Extreme Apprenticeship group] will meet three times a week to
address course topics. [The experimental group] is always attended by
an instructor and the main focus is on guided exercises in where exercises
are solved in under personal instruction. The amount of exercises is much
bigger than in traditional ‘take-home assignment’ exercises and the aim
is that the participants will learn by doing by themselves. The exercises
are also handed in every week to the instructor.
Due to the structure of [the experimental group], it is desirable that
the workshop subscribers will have the opportunity to participate in
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all [the experimental group] sessions. Due to the separate exercises,
[the experimental group] cannot be visited by students in other exercise
groups.”
The Extreme Apprenticeship group was advertised as a exercise group where more
work would be carried. It was also advertised as giving more support for the stu-
dents. This could have an impact on the demographic of the group. Students who
would anticipate that the course would be diﬃcult for them, were probably more
willing to join the course.
As mathematics majors and minors were so few in the experimental setup their
performance cannot be published without danger of jeopardizing their anonymity.
Therefore the students in the experimental setup will hereafter be considered a single
group and the variations between the performances of diﬀerent student clusters has
to be done in further research.
As seen in Table 3.5, the demographic of the participants in the experimental setup
varied a lot from the large course. Subject teacher students counted for 72.2% of
the participants in the experimental setup and mathematics minors 29.4% in the
traditional setup.
The lecturers of the traditional course were two members of the faculty of the depart-
ment. One gave the lectures in English and the other gave the course in Finnish.
The exercises for the traditional course were done in collaboration with the two
lecturers.
The teaching assistants of the traditional course were hired amongst the students
and doctoral students of the department. The teaching assistant serving as the
instructor of the Extreme Apprenticeship group had previously served as teaching
assistant for six exercise groups during the years 2006-2010. A student of department
served as a substitute instructor for one week of the experiment.
The participants of the English speaking lectures were mainly foreign students.
Their performance will not be considered in this study as other factors not vis-
ible in the Finnish speaking Extreme Apprenticeship group might inﬂuence their
course outcome.
25
3.6 Scaﬀolding students learning
Scaﬀolding refers to the temporary support given to students in order to help them
learn. This section gives a description of the teaching methodologies used for scaf-
folding in the experimental setup. The focus was on what the students do: that
they should do plenty of exercises, that the exercises should be evaluated and that
the students would have an opportunity to correct those exercises that where wrong.
The working process involved constant monitoring and assistance by an instructor.
3.6.1 Exercises
In the Extreme Apprenticeship method the exercises play a crucial role. They are
the main teaching material and should therefore cover the topics of the course,
structure learning and establish the pace of the course. Together with instruction
they should provide the students with the scaﬀolding needed to learn the learning
objectives of the course.
The exercises given in the experimental group were diﬀerent than the exercises
that were given in the traditional course. However, as the exams and the learning
objectives of the two course setups were the same, the exercises in the Extreme Ap-
prenticeship group were heavily inﬂuenced by the exercises created by the lecturers
of the traditional setting.
Creating exercises for the Extreme Apprenticeship method requires a lot of adjust-
ments from the teacher. In creating the exercises an iterative process was needed.
The basis of creating the exercises was the monitoring of the students performance
while they solved the exercises. Any major diﬃculty that had risen during the week
was tackled in the next set of exercises. This was possible as the creator of the
exercises was also doing the monitoring, thereby avoiding the diﬃculties described
by Vihavainen et al. (2011b) where the lecturer did not participate in the exercise
sessions.
After trial and error a pattern for the structure of the exercises emerged. First
a new concept of the week was introduced with many small easy exercises. This
was intended to familiarize them with the concepts. The intention was to make it
easy for them to ask speciﬁc questions of matters they did not understand. These
questions were also intended to give the students practice in managing the technical
ﬁnesses of the notation.
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While solving the simpler exercises the students should get the feeling of “wanting
to solve one more problem”. Soon they would realize that they had managed to do
one third of the weekly exercises without frustration.
Secondly there were exercises where the students needed to use earlier learned con-
cepts together with the concepts they had became familiar with in the easier ex-
ercises. Usually this meant deepening their understanding of the earlier learned
concepts which often revealed misunderstandings.
In a lecture setting it is nearly impossible for the lecturer to judge what are the mis-
understandings of the individual students. These misunderstandings might reveal
themselves only after correcting the end exam of the course. This leaves little or no
possibility for the lecturer to react.
Revealing misunderstanding is one of the strengths of the Extreme Apprenticeship
method. The misunderstandings are revealed each week. This makes it possible
to correct them and make the next set of exercises such that they can be used to
evaluate if the misunderstandings still persist.
Thirdly the students had to answer exercises where they had to explain the concepts
and to reﬂect on what they were doing. When a student did not formulate his
thinking in way that showed his understanding of the topic, he had to reformulate
his answer. With the help of the instructor this process served as a part of the
articulation and reﬂection stages that were enforced by Cognitive Apprenticeship
(Collins et al., 1991).
Articulation and reﬂection helped to prevent the students of just learning empty
procedures. As witnessed by the author on previous occasions when being an teach-
ing assistant for the course Logic I, many students take an exam-centric approach
to learning the content. This approach is taken in order to mimic examples and
solutions in order to be able to answer questions in an exam and involves little un-
derstanding of the topics under study. In Logic I this kind of approach has been
witnessed previously by the author, for example in learning the rules of inference in
natural deduction and the rules for the logical connectives when dealing with the
tableau method.
After the students had solved the exercises they handed in their solutions for inspec-
tion. Their solutions were evaluated fail or pass. In the case of a fail, students had
to correct their solution until a correct solution was delivered. The students had
one week time to ﬁnish their ﬁrst attempt on doing the exercises and an additional
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week to ﬁnish the ﬁnal version of the solution. As new exercises were published each
week, the students were working on two sets of exercises each week.
The solutions were corrected by the instructor of the experimental setup. The
students were told not to expect exam-like precision with the correction as the
correction procedure was done in a rapid pace. The aim of the correction was to
give the students opportunities to learn by forcing them to think again about their
solutions if incomplete.
Even if done in a quick manner, correcting the exercises was a time consuming
process. The level of detail required in the solutions inﬂuenced a lot the work load
of the students doing the exercises and also inﬂuenced the amount needed to correct
the returned exercises.
There is a big diﬀerence in doing the exercises correctly or almost correctly. The
experience was that the students valued the opportunity to correct their solution
more than they would have valued being awarded too easy points.
This is illustrated by a real situation that appeared during the course: As the
students had to hand in their exercises, one student became frustrated after his/her
fourth attempt to get the one of the assignments right. The student asked if he/she
could just get the right answer as the task seemed too diﬃcult to solve. It would
have been very attempting for the instructor at a situation like this to feel sorry for
the student and give him/her an easy pass.
After ones more going through the exercise the student ﬁnally managed to solve
the exercise correctly. This gave the students a huge feeling of accomplishment
as he/she had managed to solve the problem by himself/herself. It was also an
extremely rewarding moment for the instructor.
Of course, if the exercises were too diﬃcult to solve, then the fault was that of the
instructor who had made them.
In computer programming correcting the exercises has been transferred to automatic
testing environments but in mathematics this is more diﬃcult. In the future alter-
native correction strategies where not all exercises are corrected or students correct
each others solutions have to be evaluated.
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3.6.2 Instruction
The exercises and the instruction form the basis of scaﬀolding and are key elements
in the Extreme Apprenticeship method. As laid out in the theory of the zone
of proximal development (Vygotsky, 1978) the instructor is a key element in this
process.
To instruct as little as possible was diﬃcult to learn for the instructor. Previously
as working as an teaching assistant the job of the instructor was to evaluate and
explain model solutions in front of class. In the Extreme Apprenticeship method
the role of the instructor is completely diﬀerent. The instructor should refrain from
helping the students too much. It should always be the student who comes up with
the solution and not the instructor.
A typical situation was where the student was frustrated and claimed not to under-
stand anything of what the exercise was about. In a situation like this the instructor
might feel tempted to explain the whole exercise and what it was about. The lesson
learned was that the students do not beneﬁt from these kinds of explanations.
The students should always be made to ask speciﬁc question. If the student was not
capable of forming the question he was probably not going to beneﬁt from hearing
the answer either. The task of the instructor should be to get the student to ﬁrst
form the question and only then answer it. When the student had been helped to
pinpoint the diﬃculty in the exercise, he could often answer his own without the
help of the instructor.
According to Collins et al. (1991), it is important to get the students to articulate
and reﬂect on what they are doing. This enables them to become self-directed
and teaches them to ﬁnd ﬂaws in their own reasoning. Schoenfeld (1992) asks his
students questions, which forces them to reﬂect on their own activities, see Figure
6.
The aim of the Extreme Apprenticeship method sessions was not only to practice
the skill of doing mathematics but also to introduce them to a culture where math-
ematics is done. This meant that the instructor also discussed mathematical topics
that were outside the scope of the exercises. Especially the beginning students are
not all familiar with an atmosphere where mathematics is discussed casually.
In a typical lecture setting there is only one way of communication from lecturer
to student. Neither is the typical demo session style of take-home exercise sessions
a place where much discussion happens. It is more about showing students model
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Figure 6: Questions by the instructor while he performs as a “roving consultant”
(Schoenfeld, 1992, p. 63).
What (exactly) are you doing? 
 (Can you describe it precisely?) 
Why are you doing it? 
 (How does it fit into the solution?) 
How does it help you? 
 (What will you do with the outcome when you obtain it?) 
solutions and show how a mathematical presentation is given.
The important task for the Extreme Apprentice method instructor is therefore to
discuss mathematics with the students. This also gives the opportunity to create
an atmosphere of doing and discussing mathematics that motivates the students to
discuss more mathematics amongst themselves. The ratio of around 15-20 students
per instructor seemed to ﬁt this goal. The instructor was typically occupied with
helping a student all the time. This often forced the students to discuss the prob-
lem by themselves before asking the instructor for help. This gave the instructor
the opportunity to listen to such explanations and only intervene if something was
explained incorrectly.
Scaﬀolding should be temporary and the fading process is important in apprenticeship-
based learning. The students should learn how to read the course literature, doodle,
sketch and discuss mathematics and become less and less dependent of the instruc-
tor. The fading can also be done iteratively. A good practice turned up to be to
help the student a little bit. Then tell him to think about the exercise by himself
and return after a while to see if progress had been done. If progress had been done
this made it possible to give well earned credit to the student. If not, the instructor
could give additional advise.
Fading is a process that takes longer than one course. To be able to use mathematics
in an upcoming profession is the aim of the university degree in mathematics. To
be able to conduct research independently in mathematics is even beyond to scope
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of a master’s degree. The fading done in the course Logic I should therefore be seen
in this perspective. The students should be able to perform alone in the end exam
and be well prepared for the studies ahead.
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4 An example: Introducing Tarski’s truth deﬁnition
for ﬁrst-order predicate logic
In this section we5 will give a description of the introduction of Tarski’s truth def-
inition for (ﬁrst-order) predicate logic that was done in the Extreme Apprentice
group.
While instructing previously six exercise groups of Logic I as a teaching assistant,
Tarski’s truth deﬁnition has stood up as a major challenge for students. Students
are attempted to tackle these diﬃculties by learning the deﬁnition by heart.
We begin by giving the truth deﬁnition. This is done in a more thorough manner
than in the actual course Logic I. However, as the Extreme Apprenticeship method
involves lots of discussion with the students many of the questions discussed below
aroused in class.
4.1 Tarski’s truth deﬁnition
Alfred Tarski published in 1933 a paper where he discusses the semantic conception
of truth, for a translation to English see for example (Tarski, 1983). This review of
Tarski’s deﬁnition follows his later publication The Semantic Conception of Truth:
and the Foundations in Semantics (Tarski, 1944).
By semantics Tarski means the discipline that investigates (Tarski, 1944, p. 345)
“certain relations between expressions of language and the objects (or
‘states of aﬀairs’) ‘referred to’ by those expressions.” [Text formation
from the original]
Tarski deﬁnes sentences as declarative statements and views truth as a property of
sentences and explores how this property could be deﬁned. He deﬁnes truth with the
help of another semantic notion, satisfaction, which he describes as an “expression
of relations” between sentences and objects that the sentences refer to.
Tarski’s truth deﬁnition can only be used for such languages whose structure is
exactly speciﬁed, in other words where the sentences of the language are recursively
5This section is primarily formal mathematics. Those parts that are formal mathematics are
written using the academic we as is a tradition. The academic we refers to the author and the
mathematical community at large. The parts that are formal mathematics are also written in
present tense for the same reason.
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build from primitive sentences and from combinations of sentences. The forming of
combinations follow deﬁned rules.
The truth deﬁnition is not applicable to natural languages as they do not strictly
follow rules for creating sentences in the languages.
Formulas6 are also recursively deﬁned. A formula is either an atomic formula7 or
is a compound formula of other formulas, where the combination is done according
to deﬁned combination rules. Formulas are otherwise like sentences but they can
include free occurrences of variables8, for example the variables x and y occur free
in the formula “x is greater than y”. This means that the meaning of a formula
depends on which objects, or actually names of objects, replace the free occurrences
of the variables. The meaning of sentences in other hand does not depend on the
interpretations of the free variables.
Tarski deﬁnes the satisfaction of a formula also recursively. First he deﬁnes which
objects that satisfy the atomic formulas and then the satisfaction of compound for-
mulas are deﬁned according to their structure. This leads to Tarski’s truth deﬁnition
(Tarski, 1944, p. 353):
“a sentence is true if it is satisﬁed by all objects, and false otherwise.”
[Italics in the original.]
4.2 The truth deﬁnition for predicate logic
The deﬁnition given for predicate logic9 here follows that of Tarski and Vaught
(1956). Here it is presented with the notation used by Väänänen (2007, 2010b), with
small modiﬁcations. Diﬀerences in terminology from that of Tarksi and Vaught are
given in footnotes.
We use the notation {a1, ..., an} for ﬁnite sets, where ai are elements of sets and i is
a natural number. If ai are elements of the set A, we denote by a n-tuple
〈a1, ..., an〉
an (ordered) sequence, with length n, of elements in A. A special case is the empty
sequence ∅, which corresponds to the case n = 0. We denote a is an element if the
6Tarski uses the word sentential functions for formulas.
7Tarski talks about the simplest sential functions instead of atomic formulas.
8Tarski and Vaugh call these free and bound variables instead of free and bound occurrences of
variables.
9Tarski and Vaught use the label truth deﬁnition of model-theoretic languages.
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set A by a ∈ A and the Cartesian product
n times︷ ︸︸ ︷
A× ...× A
as An and thus An is the set of all n-tuples of elements in A.10
4.1 Deﬁnition. A relation R of arity11 n is a subset of An.
We think of a function f : A → A as a relation {〈x, f(x)〉 : x ∈ A} on A.
4.2 Deﬁnition. A vocabulary is a set L, that consists of symbols, in other words
names of relations, functions and constants. The relation symbols are denoted by
R, function symbols by f and constant symbols by c.
All symbols in L have an arity in the vocabulary L given by the function L : L −→ N.
The arity of constant symbols is zero. The arity of a relation symbol may be zero.
We use x0, x1, ... to denote variables.
4.3 Deﬁnition. A L-model or L-structure M12 is a non-empty set M , which is the
universe or domain of M, endowed with
1. an element cM for each c ∈ L,
2. an L(R)-ary relation RM on M for each R ∈ L, and
3. an L(f)-ary function fM on M for each f ∈ L.
We write
M = 〈M, IM〉 ,
where IM =
{
RM1 , ..., f
M
1 , ..., c
M
1 , ...
}
13 is the interpretation of each symbol in the
vocabulary L to the model M.
4.4 Deﬁnition. We deﬁne L-terms inductively as follows:
If L is a vocabulary then the L-terms are
10Tarski and Vaugh allow n to be replaced by an possibly inﬁnite ordinal ω and denote the set
A(ω) as the set of all sequences of Aω with are eventually constant, in other words such that for
some m ∈ N, xn = xm for all n ≥ m.
11Tarski and Vaugh uses the word rank instead of arity.
12Tarski and Vaugh uses the word (relational) system instead of model or structure.
13Väänänen (2010b) deﬁnes IM as a function.
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1. the variable symbol x is a L-term;
2. the constant symbol c is a L-term;
3. if f ∈ L, L(f) = n and t1, ..., tn are L-terms, then the function symbol
f(t1, ..., tn) is a L-term
4.5 Deﬁnition. We call any function s that maps elements from a ﬁnite set of
variables X to elements of the universe of a model an assignment14
s : X → M.
4.6 Deﬁnition. The value of a L-term assigned in a structure M with the assign-
ment s, noted by
tM 〈s〉
is deﬁned according to the inductive deﬁnition of L-terms as follows
1. if t is a variable symbol xi then tM 〈s〉 = s(xi);
2. if t is a constant symbol c then tM 〈s〉 = cM;
3. if t is a function symbol f(t1, ..., tn) then tM 〈s〉 = fM(tM1 〈s〉 , ..., tMn 〈s〉).
Terms without variables are called constant terms and their value do not depend on
the assignment s but have a deﬁnite value in the model so
tM 〈s〉 = tM, for constant terms.
4.7 Deﬁnition. We call the assignment s(k/xj) the modiﬁed assignment of s where
k ∈ M and
s(k/xj)(xi) =
{
k, as j = i
s(xi), as j = i.
4.8 Deﬁnition. Statements built using equations and relations of L-terms, logical
connectives (and brackets for unambiguous reading) are called L-formulas. We
deﬁne L-formulas as follows
1. if t1 and t2 are L-terms then t1 = t2 is an L-formula;
14Tarski and Vaugh do not use the notion of assignment but speak of sequences x ∈ A(n).
35
2. ifR ∈ L, L(R) = n and t1, ..., tn are L-terms , thenR(t1, ..., tn) is an L-formula;
3. if ϕ is a L-formula, then ¬ϕ is a formula;
4. if ϕ and ψ are L-formulas, then (ϕ ∧ ψ) is a L-formula;
5. if ϕ and ψ are L-formulas, then (ϕ ∨ ψ) is a L-formula;
6. if ϕ and ψ are L-formulas, then (ϕ → ψ) is a L-formula;
7. if ϕ and ψ are L-formulas, then (ϕ ↔ ψ) is a L-formula;
8. if ϕ is a L-formula and i a natural number, then ∃xiϕ is a L-formula;
9. if ϕ is a L-formula and i a natural number, then ∀xiϕ is a L-formula.
Formulas of type 1 and 2 are called atomic formulas. Formulas deﬁned this way are
called ﬁrst-order.
4.9 Deﬁnition. Every occurrence of a variable xi in a formula ϕ of the form ∃xiϕ
or ∀xiϕ is called a bound occurrence. Occurrences which are not bound are called
free occurrences.
Formulas with no free occurrences of variables are called sentences.
4.10 Deﬁnition (Tarski’s truth deﬁnition). If ϕ is a L-formula and s is an assign-
ment, we say that s satisﬁes ϕ in a model M = 〈M, IM〉 if one of the following
conditions hold:
1. ϕ is of the form t1 = t2, where t1 and t2 are L-terms, and tM1 〈s〉 = tM2 〈s〉;
2. ϕ is of the form R(t1, ..., tn), where ti are L-terms, and
〈
tM1 〈s〉 , ..., tM2 〈s〉
〉 ∈
RM;
3. ϕ is of the form ¬ψ, where ψ is not satisﬁed by s;
4. ϕ is of the form (ψ′ ∧ ψ′′), where ψ′ and ψ′′ are L-formulas which are both
satisﬁed by s;
5. ϕ is of the form (ψ′ ∨ ψ′′), where ψ′ and ψ′′ are L-formulas and ψ′ or ψ′′ are
satisﬁed by s;
6. ϕ is of the form (ψ′ → ψ′′), where ψ′ and ψ′′ are L-formulas and ψ′ is not
satisﬁed by s or ψ′′ is satisﬁed by s;
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7. ϕ is of the form (ψ′ ↔ ψ′′), where ψ′ and ψ′′ are L-formulas where ψ′ and ψ′′
are satisﬁed by s, or ψ′ and ψ′′ are not satisﬁed by s;
8. ϕ is of the form ∃xkψ, ψ is a L-formula, and there is an element a ∈ M such
that s(a/xk) satisﬁes ψ;
9. ϕ is of the form ∀xkψ, ψ is a L-formula, and for all elements a ∈ M holds that
s(a/xk) satisﬁes ψ.
We denote satisfaction of a formula ϕ in a model M with the assignment s by
M |=s ϕ.
We notice that if an assignment s satisﬁes a formula in a structure or not, depends
only on the values of s on variables that occur free in the formula.
4.11 Deﬁnition. A sentence σ is said to be true in the structure M if every as-
signment s satisﬁes σ in M. We denote it by
M |= σ.
Under the same conditions we say that M is a model of s. Sentences are true or
false in a model, according to whether some (equivalently, all) assignments satisfy
them, as they do not have free occurrences of variables.
4.12 Deﬁnition. The L-sentence σ is the logical consequence of the L-sentence ς.
If for all L-models M and assignments s holds that
if M |=s ς then M |=s σ
Two L-sentences are said to be logically equivalent if they are the logical consequences
of each other.
4.13 Deﬁnition. The L-sentence σ is said to be valid if it is true in all models, in
other words if
M |=s σ for all L-models M and assignments s.
4.3 Uniqueness of Tarski’s Truth Deﬁnition
Some of the philosophical diﬃculties with Tarski’s truth deﬁnition relate to the
observation that the deﬁnition appears circular. It looks as if the deﬁnition only
changes words from the natural language to logical connectives and quantiﬁers.
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Here we give a proof of the uniqueness of Tarski’s truth deﬁnition. The deﬁnition
is a least ﬁxed-point of a truth operator and the only consistent ﬁxed-point of that
truth operator. In the proof we follow Väänänen (2011). For the proof of the
Knaster-Tarski theorem we follow Libkin (2004).
We use the following set theoretic notation: Let A and B be sets. A is a subset of
B is denoted by A ⊂ B, a proper subset by A  B, P(A) = {B : B ⊂ A} is the
power set of A and A \ B = {x ∈ A : x /∈ B} is the relative complement of A in B.
The union of A and B is A ∪ B = {x : x ∈ A or x ∈ B}. The intersection of A and
B is A∩B = {x : x ∈ A and x ∈ B}. The general intersection of the sets Ai, where
i ∈ N, is ⋂∞i=0Ai = ⋂Ai.
We notice that if M is a model, s an assignment and ϕ, ψ L-formulas, then
M |=s (ϕ ∧ ψ) is logically equivalent to M |=s ¬(¬ϕ ∨ ¬ψ);
M |=s (ϕ → ψ) is logically equivalent to M |=s (¬ϕ ∨ ψ);
M |=s (ϕ ↔ ψ) is logically equivalent to M |=s ¬(¬(¬ϕ ∨ ψ) ∨ ¬(ϕ ∨ ¬ψ));
M |=s ∀xϕ is logically equivalent to M |=s ¬∃x¬ϕ.
Therefore we can restrict ourselves to formulas containing only the connectives ¬
and ∨ and the quantiﬁer ∃.
4.14 Deﬁnition. We ﬁx a model M. Let S0 be a set of triples such that
S0 = {〈s, ϕ, d〉 : s is an assignment, ϕ is a formula and d ∈ {0, 1}} .
We deﬁne the truth operator Γ as a function inductively as follows:
Γ: P(S0) → P(S0).
Let S ⊂ S0, ϕ and ψ L-formulas and t, u, ti L-terms. Let
1. 〈s, t = u, 1〉 ∈ Γ(S) if tM 〈s〉 = uM 〈s〉;
2. 〈s, t = u, 0〉 ∈ Γ(S) if tM 〈s〉 = uM 〈s〉;
3. 〈s, R(t1, ..., tm), 1〉 ∈ Γ(S) if (tM1 〈s〉 , ..., tMm 〈s〉) ∈ RM;
4. 〈s, R(t1, ..., tm), 0〉 ∈ Γ(S) if (tM1 〈s〉 , ..., tMm 〈s〉) /∈ RM;
5. 〈s, ϕ ∨ ψ, 1〉 ∈ Γ(S) if 〈s, ϕ, 1〉 ∈ S or 〈s, ψ, 1〉) ∈ S;
6. 〈s, ϕ ∨ ψ, 0〉 ∈ Γ(S) if 〈s, ϕ, 0〉 ∈ S and 〈s, ψ, 0〉) ∈ S;
38
7. 〈s,¬ϕ, 1〉 ∈ Γ(S) if 〈s, ϕ, 0〉 ∈ S;
8. 〈s,¬ϕ, 0〉 ∈ Γ(S) if 〈s, ϕ, 1〉 ∈ S;
9. 〈s, ∃xϕ, 1〉 ∈ Γ(S) if 〈s(a/x), ϕ, 1〉 ∈ S for some a ∈ M;
10. 〈s, ∃xϕ, 0〉 ∈ Γ(S) if 〈s(a/x), ϕ, 0〉 ∈ S for all a ∈ M.
This means that the triples with atomic formulas are in Γ(S) depending on whether
they hold in M or not. If the judgment M |=s ϕ can be made on the basis of triples
in S, then 〈s, ϕ, 1〉 ∈ Γ(S). If the judgment M |=s ϕ can be made on the basis of
triples in S, then 〈s, ϕ, 0〉 ∈ Γ(S).
4.15 Deﬁnition. Let U be a set. A monotone operator F on U is a mapping
F : P(U) → P(U) such that for all A,B ⊂ U , it holds, that A ⊂ B implies F (A) ⊂
F (B).
4.16 Lemma. The truth operator Γ is a monotone operator on S0.
Proof. Let A,B ⊂ S0 be sets of triples as deﬁned in deﬁnition 4.14. Let A ⊂ B and
a a triplet, a ∈ Γ(A). Now, there exists such a set C ⊂ A such that the judgment
a ∈ Γ(A) can be made from triples in C. As C ⊂ A ⊂ B then the judgment
a ∈ Γ(B) can be made. Therefore Γ(A) ⊂ Γ(B) and Γ is a monotone operator on
S0.
4.17 Deﬁnition. Given an operator F : P(U) → P(U), a set A ⊂ U is a ﬁxed-point
of F if A = F (A). A set B ⊂ A is a least ﬁxed-point of F if it is a ﬁxed point, and
for every other ﬁxed point C of F we have B ⊂ C. We denote the least ﬁxed-point
of F by lfp(F ).
4.18 Theorem (Knaster-Tarski). Every monotone operator F : P(U) → P(U) has
a least ﬁxed-point lfp(F ) which can be deﬁned as
lfp(F ) =
⋂
{Y : Y = F (Y )} .
Proof. Let WF = {Y : F (Y ) ⊂ Y } and XF =
⋂WF . We notice that WF = ∅ as
U ∈ WF . We show ﬁrst that XF is a ﬁxed-point of F .
Let A ∈ F (XF ). AsXF ⊂ Y for all Y ∈ WF and because F is a monotone operator,
we have that F (XF ) ⊂ F (Y ). Now A ∈ F (Y ) for all Y ∈ WF . Therefore A ∈ XF
and F (XF ) ⊂ XF .
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Because XF ∈ WF we have that F (XF ) ⊂ XF . Because F is a monotone operator
we have that F (F (XF )) ⊂ F (XF ). Therefore F (XF ) ∈ WF . Because XF ⊂ Y for
all Y ∈ WF we have that XF ⊂ F (XF ).
We have shown that XF = F (XF ).
We then show that XF is a least ﬁxed-point. Let W ′F = {Y : F (Y ) = Y }. Now
XF ∈ W ′F , hence X′F ⊂ XF . On the other hand, as W ′F ⊂ WF we have that
X′F ∈ WF and hence XF ⊂ X′F . We have shown that XF = X′F , hence XF is a
ﬁxed-point.
As XF is the intersection of all ﬁxed-points it is the least ﬁxed-point, and
lfp(F ) =
⋂
{Y : F (Y ) = Y } =
⋂
{Y : F (Y ) ⊂ Y } .
4.19 Deﬁnition. We can reformulate Tarski’s truth deﬁnition as follows. T is the
set of triples such that
T = {〈s, ϕ, 1〉 : M |=s ϕ} ∪ {〈s, ϕ, 0〉 : M |=s ϕ} .
4.20 Theorem. The set T is the least ﬁxed-point of the truth operator Γ.
Proof. We show that
T = lfp(Γ) =
⋂
{S ⊂ S0 : Γ(S) ⊂ S} .
Let WΓ = {S ⊂ S0 : Γ(S) ⊂ S} and 〈s, ϕ, d〉 ∈ T .
We show by induction on ϕ, that if 〈s, ϕ, d〉 ∈ T then 〈s, ϕ, d〉 ∈ XΓ.
Let t, u, ti be L-terms and ψ, γ be L-formulas.
Case ϕ is t = u: Let d = 1. As 〈s, ϕ, 1〉 ∈ T then M |=s t = u. Now tM 〈s〉 =
uM 〈s〉, hence 〈s, t = u, 1〉 ∈ Γ(S). As Γ(S) ⊂ S for all S ∈ WΓ we have that
〈s, t = u, 1〉 ∈ XΓ. The case for d = 0 is similar.
Case ϕ is R(t1, ..., tm), 1 ≤ i ≤ m ∈ N: Let d = 1. As 〈s, ϕ, 1〉 ∈ T then M |=s
R(t1, ..., tm), 1 ≤ i ≤ m ∈ N. Then
〈
tM1 〈s〉 , ..., tMm 〈s〉
〉 ∈ RM,
hence 〈s, R(t1, ..., tm), 1〉 ∈ Γ(S). As Γ(S) ⊂ S for all S ∈ WΓ we have that
〈s, R(t1, ..., tm), 1〉 ∈ WΓ. The case for d = 0 is similar.
Case ϕ is (ψ ∨ γ): We make the induction hypothesis that if 〈s, ψ, d0〉 , 〈s, γ, d0〉 ∈
T , then 〈s, ψ, d0〉 , 〈s, γ, d0〉 ∈ XΓ. Let d = 1 and 〈s, (ψ ∨ γ), 1〉 ∈ T . Now
M |=s (ψ∨γ), so M |=s ψ or M |=s γ. By the induction hypothesis 〈s, ψ, 1〉 ∈
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XΓ or 〈s, γ, 1〉 ∈ XΓ. Then for all S ⊃ Γ(S) holds that 〈s, (ψ ∨ γ), 1〉 ∈ Γ(S)
and therefore 〈s, (ψ ∨ γ), 1〉 ∈ S. Now we have that 〈s, (ψ ∨ γ), 1〉 ∈ XΓ. The
case for d = 0 is similar.
Case ϕ is ¬ψ: We make the induction hypothesis that if 〈s, ψ, d0〉 ∈ T , then
〈s, ψ, d0〉 ∈ XΓ. Let d = 1 and 〈s,¬ψ, 1〉 ∈ T . Now M |=s ¬ψ, so M |=s ψ
and therefore 〈s, ψ, 0〉 ∈ T . By the induction hypothesis 〈s, ψ, 0〉 ∈ XΓ. Then
for all S ⊃ Γ(S) holds that 〈s,¬ψ, 1〉 ∈ Γ(S) and therefore 〈s,¬ψ, 1〉 ∈ S.
Now we have that 〈s,¬ψ, 1〉 ∈ XΓ. The case for d = 0 is similar.
Case ϕ is ∃xψ: We make the induction hypothesis that if 〈s, ψ, d0〉 ∈ T , then
〈s, ψ, d0〉 ∈ XΓ. Let d = 1 and 〈s, ∃xψ, 1〉 ∈ T . Now M |=s ∃xψ, so for
some a ∈ M M |=s(a/x) ψ and therefore 〈s(a/x), ψ, 1〉 ∈ T . By the in-
duction hypothesis 〈s(a/x), ψ, 1〉 ∈ XΓ. Then for all S ⊃ Γ(S) holds that
〈s(a/x), ψ, 1〉 ∈ Γ(S) and therefore 〈s, ∃xψ, 1〉 ∈ S. Now we have that
〈s,¬ψ, 1〉 ∈ XΓ. The case for d = 0 is similar.
We have that T ⊂ XΓ.
We then show that XΓ ⊂ T . Let 〈s, ϕ, d〉 ∈ XΓ. We show by induction on ϕ, that
if 〈s, ϕ, d〉 ∈ XΓ, then 〈s, ϕ, d〉 ∈ T . Let t, u, ti be L-terms and ψ, γ be L-formulas.
Case ϕ is t = u: Let d = 1. We use a proof by contradiction. Suppose 〈s, t = u, 1〉 ∈
XΓ but 〈s, t = u, 1〉 /∈ T . Now, M |=s t = u, hence tM 〈s〉 = uM 〈s〉. There-
fore for all S ∈ WΓ, 〈s, t = u, 1〉 /∈ Γ(S). Let Sϕ = S0 \ {〈s, t = u, 1〉}. As
〈s, t = u, 1〉 /∈ Γ(Sϕ), we have Γ(Sϕ) ⊂ Sϕ. So, 〈s, t = u, 1〉 /∈ XΓ which is a
contradiction. We have shown that 〈s, t = u, 1〉 ∈ T . The case for d = 0 is
similar.
Case ϕ is R(t1, ..., tm), 1 ≤ i ≤ m ∈ N: Let d = 1. We use a proof by contradiction.
Suppose
〈s, R(t1, ..., tm), 1〉 ∈ XΓ but 〈s, R(t1, ..., tm), 1〉 /∈ T . Now, M |=s R(t1, ..., tm),
hence
〈
tM1 , ..., t
M
m
〉
/∈ RM. Therefore for all S ∈ WΓ, 〈s, R(t1, ..., tm), 1〉 /∈
Γ(S). Let Sϕ = S0 \ {〈s, R(t1, ..., tm), 1〉}. As 〈s, t = u, 1〉 /∈ Γ(Sϕ), we have
Γ(Sϕ) ⊂ Sϕ. So, 〈s, R(t1, ..., tm), 1〉 /∈ XΓ which is a contradiction. We have
shown that 〈s, R(t1, ..., tm), 1〉 ∈ T . The case for d = 0 is similar.
Case ϕ is (ψ ∨ γ): We make the induction hypothesis that if 〈s, ψ, d0〉 , 〈s, γ, d0〉 ∈
XΓ then 〈s, ψ, d0〉 , 〈s, γ, d0〉 ∈ T . Let d = 1. We use a proof by contradiction.
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Suppose 〈s, (ψ ∨ γ), 1〉 ∈ XΓ but 〈s, (ψ ∨ γ), 1〉 /∈ T . Therefore M |=s (ψ ∨ γ)
leads to M |=s γ and M |=s ψ, hence 〈s, ψ, 1〉 , 〈s, γ, 1〉 /∈ T . By the induction
hypothesis
〈s, ψ, 1〉 , 〈s, γ, 1〉 /∈ XΓ. (4.21)
Let Sϕ = XΓ \ {〈s, (ψ ∨ γ), 1〉}. We show by induction on triples x ∈ Sϕ that
Γ(Sϕ) ⊂ Sϕ. Let θi be L-formulas.
Case x is 〈s, t = u, 1〉: Let 〈s, t = u, 1〉 ∈ Γ(Sϕ). Then this is because tM 〈s〉 =
uM 〈s〉. Clearly t = u = (ψ ∨ γ) hence x ∈ Γ(XΓ). As Γ(XΓ) ⊂ XΓ then
〈s, t = u, 1〉 ∈ XΓ. Since t = u = (ψ ∨ γ), we get 〈s, t = u, 1〉 ∈ Sϕ. Case
x is 〈s, t = u, 0〉 is similar.
Case x is 〈s, R(t1, ..., tm), 1〉: Let 〈s, R(t1, ..., tm), 1〉 ∈ Γ(Sϕ). Then this is
because〈
tM1 〈s〉 , ..., tMm 〈s〉
〉 ∈ RM. Clearly R(t1, ..., tm) = (ψ ∨ γ) hence x ∈
Γ(XΓ). As Γ(XΓ) ⊂ XΓ then 〈s, R(t1, ..., tm), 1〉 ∈ XΓ. SinceR(t1, ..., tm) =
(ψ ∨ γ), we get 〈s, R(t1, ..., tm), 1〉 ∈ Sϕ. Case x is 〈s, R(t1, ..., tm), 0〉 is
similar.
Case x is 〈s,¬θ1, 1〉: Let 〈s,¬θ1, 1〉 ∈ Γ(Sϕ). Then this is because 〈s, θ1, 0〉 ∈
Sϕ. Clearly ¬θ1 = (ψ ∨ γ) hence x ∈ Γ(XΓ). As Γ(XΓ) ⊂ XΓ then
〈s,¬θ1, 1〉 ∈ XΓ. Since ¬θ1 = (ψ ∨ γ), we get 〈s,¬θ1, 1〉 ∈ Sϕ. Case x is
〈s,¬θ1, 0〉 is similar.
Case x is 〈s, (θ1 ∨ θ2), 1〉: Let 〈s, (θ1 ∨ θ2), 1〉 ∈ Γ(Sϕ). Then this is because
〈s, θ1, 1〉 ∈ Sϕ or 〈s, θ2, 1〉 ∈ Sϕ. By (4.21), in either case (θ1 ∨ θ2) =
(ψ ∨ γ) hence x ∈ Γ(XΓ). As Γ(XΓ) ⊂ XΓ then (θ1 ∨ θ2) ∈ XΓ. Since
(θ1 ∨ θ2) = (ψ ∨ γ), we get 〈s, (θ1 ∨ θ2), 1〉 ∈ Sϕ. Case x is 〈s, (θ1 ∨ θ2), 0〉
is similar.
Case x is 〈s, ∃xθ1, 1〉: Let 〈s, ∃xθ1, 1〉 ∈ Γ(Sϕ). Then this is because for some
a ∈ M , 〈s(a/x), θ1, 1〉 ∈ Sϕ. Clearly ∃xθ1 = (ψ ∨ γ) hence x ∈ Γ(XΓ).
As Γ(XΓ) ⊂ XΓ then 〈s, ∃xθ1, 1〉 ∈ XΓ. Since ∃xθ1 = (ψ ∨ γ), we get
〈s, ∃xθ1, 1〉 ∈ Sϕ. Case x is 〈s, ∃xθ1, 0〉 is similar.
Now we have shown that Γ(Sϕ) ⊂ Sϕ. Then Sϕ ∈ WΓ but Sϕ  XΓ which is
a contradiction. Therefore 〈s, ψ, 1〉 ∈ T . The case for d = 0 is similar.
Case ϕ is ¬ψ: We make the induction hypothesis that if 〈s, ψ, d0〉 ∈ XΓ then
〈s, ψ, d0〉 ∈ T . Let d = 1. We use a proof by contradiction. Suppose
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〈s,¬ψ, 1〉 ∈ XΓ but 〈s,¬ψ, 1〉 /∈ T . Therefore M |=s ¬ψ leads to M |=s ψ,
hence 〈s,¬ψ, 1〉 /∈ T . By the induction hypothesis
〈s, ψ, 0〉 /∈ XΓ. (4.22)
Let Sϕ = XΓ \ {〈s,¬ψ, 1〉}. We show by induction on triples x ∈ Sϕ that
Γ(Sϕ) ⊂ Sϕ. Let θi be L-formulas.
Case x is 〈s, t = u, 1〉: Let 〈s, t = u, 1〉 ∈ Γ(Sϕ). Then this is because tM 〈s〉 =
uM 〈s〉. Clearly t = u = ¬ψ hence x ∈ Γ(XΓ). As Γ(XΓ) ⊂ XΓ then
〈s, t = u, 1〉 ∈ XΓ. Since t = u = ¬ψ, we get 〈s, t = u, 1〉 ∈ Sϕ. Case x is
〈s, t = u, 0〉 is similar.
Case x is 〈s, R(t1, ..., tm), 1〉: Let 〈s, R(t1, ..., tm), 1〉 ∈ Γ(Sϕ). Then this is
because〈
tM1 〈s〉 , ..., tMm 〈s〉
〉 ∈ RM. Clearly R(t1, ..., tm) = ¬ψ hence x ∈ Γ(XΓ).
As Γ(XΓ) ⊂ XΓ then 〈s, R(t1, ..., tm), 1〉 ∈ XΓ. Since R(t1, ..., tm) = ¬ψ,
we get 〈s, R(t1, ..., tm), 1〉 ∈ Sϕ. Case x is 〈s, R(t1, ..., tm), 0〉 is similar.
Case x is 〈s,¬θ1, 1〉: Let 〈s,¬θ1, 1〉 ∈ Γ(Sϕ). Then this is because 〈s, θ1, 0〉 ∈
Sϕ. By (4.22), ¬θ1 = ¬ψ hence x ∈ Γ(XΓ). As Γ(XΓ) ⊂ XΓ then
〈s,¬θ1, 1〉 ∈ XΓ. Since ¬θ1 = ¬ψ, we get 〈s,¬θ1, 1〉 ∈ Sϕ. Case x is
〈s,¬θ1, 0〉 is similar.
Case x is 〈s, (θ1 ∨ θ2), 1〉: Let 〈s, (θ1 ∨ θ2), 1〉 ∈ Γ(Sϕ). Then this is because
〈s, θ1, 1〉 ∈ Sϕ or 〈s, θ1, 1〉 ∈ Sϕ. Clearly (θ1 ∨ θ2) = ¬ψ hence x ∈ Γ(XΓ).
As Γ(XΓ) ⊂ XΓ then 〈s, (θ1 ∨ θ2), 1〉 ∈ XΓ. Since (θ1 ∨ θ2) = ¬ψ, we get
〈s, (θ1 ∨ θ2), 1〉 ∈ Sϕ. Case x is 〈s, (θ1 ∨ θ2), 0〉 is similar.
Case x is 〈s, ∃xθ1, 1〉: Let 〈s, ∃xθ1, 1〉 ∈ Γ(Sϕ). Then this is because for some
a ∈ M , 〈s(a/x), θ1, 1〉 ∈ Sϕ. Clearly ∃xθ1 = ¬ψ hence x ∈ Γ(XΓ).
As Γ(XΓ) ⊂ XΓ then 〈s, ∃xθ1, 1〉 ∈ XΓ. Since ∃xθ1 = ¬ψ, we get
〈s, ∃xθ1, 1〉 ∈ Sϕ. Case x is 〈s, ∃xθ1, 0〉 is similar.
Now we have shown that Γ(Sϕ) ⊂ Sϕ. Then Sϕ ∈ WΓ but Sϕ  XΓ which is
a contradiction. Therefore 〈s, ψ, 1〉 ∈ T . The case for d = 0 is similar.
Case ϕ is ∃xψ: We make the induction hypothesis that if 〈s, ψ, d0〉 ∈ XΓ then
〈s, ψ, d0〉 ∈ T . Let d = 1. We use a proof by contradiction. Suppose
〈s, ∃xψ, 1〉 ∈ XΓ but 〈s, ∃xψ, 1〉 /∈ T . Therefore M |=s ∃xψ leads to that
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for all a ∈ M , M |=s(a/x) ψ, hence 〈s, ∃xψ, 1〉 /∈ T . By the induction hypoth-
esis
〈s(a/x), ψ, 1〉 /∈ XΓ. (4.23)
Let Sϕ = XΓ \ {〈s, ∃xψ, 1〉}. We show by induction on triples x ∈ Sϕ that
Γ(Sϕ) ⊂ Sϕ. Let θi be L-formulas.
Case x is 〈s, t = u, 1〉: Let 〈s, t = u, 1〉 ∈ Γ(Sϕ). Then this is because tM 〈s〉 =
uM 〈s〉. Clearly t = u = ∃xψ hence x ∈ Γ(XΓ). As Γ(XΓ) ⊂ XΓ then
〈s, t = u, 1〉 ∈ XΓ. Since t = u = ∃xψ, we get t = u = ∃xψ hence
〈s, t = u, 1〉 ∈ Sϕ. Case x is 〈s, t = u, 0〉 is similar.
Case x is 〈s, R(t1, ..., tm), 1〉: Let 〈s, R(t1, ..., tm), 1〉 ∈ Γ(Sϕ). Then this is
because〈
tM1 〈s〉 , ..., tMm 〈s〉
〉 ∈ RM. Clearly R(t1, ..., tm) = ∃xψ hence x ∈ Γ(XΓ).
As Γ(XΓ) ⊂ XΓ then 〈s, R(t1, ..., tm), 1〉 ∈ XΓ. Since R(t1, ..., tm) = ∃xψ,
we get R(t1, ..., tm) = ∃xψ hence 〈s, R(t1, ..., tm), 1〉 ∈ Sϕ. Case x is
〈s, R(t1, ..., tm), 0〉 is similar.
Case x is 〈s,¬θ1, 1〉: Let 〈s,¬θ1, 1〉 ∈ Γ(Sϕ). Then this is because 〈s, θ1, 0〉 ∈
Sϕ. Clearly ¬θ1 = ∃xψ hence x ∈ Γ(XΓ). As Γ(XΓ) ⊂ XΓ then
〈s,¬θ1, 1〉 ∈ XΓ. Since ¬θ1 = ∃xψ, we get ¬θ1 = ∃xψ hence ¬θ1 ∈ Sϕ.
Case x is 〈s,¬θ1, 0〉 is similar.
Case x is 〈s, (θ1 ∨ θ2), 1〉: Let 〈s, (θ1 ∨ θ2), 1〉 ∈ Γ(Sϕ). Then this is because
〈s, θ1, 1〉 ∈ Sϕ or 〈s, θ1, 1〉 ∈ Sϕ. Clearly (θ1∨θ2) = ∃xψ hence x ∈ Γ(XΓ).
As Γ(XΓ) ⊂ XΓ then 〈s, (θ1 ∨ θ2), 1〉 ∈ XΓ. Since (θ1 ∨ θ2) = ∃xψ, we
get 〈s, (θ1 ∨ θ2), 1〉 ∈ Sϕ. Case x is 〈s, (θ1 ∨ θ2), 0〉 is similar.
Case x is 〈s, ∃xθ1, 1〉: Let 〈s, ∃xθ1, 1〉 ∈ Γ(Sϕ). Then this is because for some
a ∈ M , 〈s(a/x), θ1, 1〉 ∈ Sϕ. By (4.23), ∃xθ1 = ∃xψ hence x ∈ Γ(XΓ).
As Γ(XΓ) ⊂ XΓ then 〈s, ∃xθ1, 1〉 ∈ XΓ. Since ∃xθ1 = ∃xψ, we get
〈s, ∃xθ1, 1〉 ∈ Sϕ. Case x is 〈s, ∃xθ1, 0〉 is similar.
Now we have shown that Γ(Sϕ) ⊂ Sϕ. Then Sϕ ∈ WΓ but Sϕ  XΓ, which is
a contradiction. Therefore 〈s, ψ, 1〉 ∈ T . The case for d = 0 is similar.
We have shown that XΓ ⊂ T , hence T = XΓ = lfp(Γ).
4.24 Deﬁnition. A set of triples is consistent if it does not contain both 〈s, ϕ, 1〉
and 〈s, ϕ, 0〉 and inconsistent otherwise.
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4.25 Theorem. T is the only consistent ﬁxed-point of Γ.
Proof. Suppose T ′ is another ﬁxed-point. As T is the least ﬁxed-point we have
that T ⊂ T ′. Suppose that 〈s, ϕ, 1〉 ∈ T ′ \ T . Then 〈s, ϕ, 0〉 ∈ T and therefore
〈s, ϕ, 0〉 ∈ T ′. So T ′ is inconsistent.
4.4 Examples of students’ diﬃculties
The diﬃculties students faced when encountering the Tarskis’s truth deﬁnition can
be characterized as technical and philosophical. That these diﬃculties emerged is
the strength of the Extreme Apprenticeship method.
The technical problems lay with understanding the concept of interpretation of terms
in a structure. More speciﬁcally the notion of interpreting a variable to a model with
a value of an assignment, see deﬁnition 4.5. Especially this is the case when dealing
with the satisfaction of a quantiﬁed L-formula that requires the use of the notion of
a modiﬁed assignment, see deﬁnitions 4.7, 4.10.8 and 4.10.9.
This is called a technical problem as it was mostly related to the notation used. A
typical problem was to distinguish the diﬀerence between the name of the assignment
and a value of an assignment:
s(k/x2) (4.26)
s(x2) (4.27)
s(k/x2)(x2) (4.28)
where (4.26) stands for a name of a modiﬁed assignment, (4.27) is the value of the
assignment s in respect to the variable x2 and (4.28) is the value of the modiﬁed
assignment s(k/x2) in respect to the variable x2 (which is k).
These kinds of problems were typical to be revealed during instruction. Even if they
seem trivial or small, they can be a major reason why students are unable to grasp
a concept. With knowledge of what the problem was precisely these problems could
be tackled with instruction.
Scaﬀolding, in order to solve the problem, was done as follows. During the week
when Tarski’s truth deﬁnition was introduced, the beginning exercises were very
easy. The students were expected to solve them by themselves and no hints about
the possible solutions were given. Only the possible mistakes were discussed with
the students. This meant, for example discussing why the student thought that the
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truth deﬁnition worked in the way he used it and showing the student what his
understanding of the deﬁnitions leads to.
As the exercises were easy and small the mistakes and misunderstandings were easy
to point out. The small exercises also led to quick correction of the exercises that
were handed in. The intent was to get to a point where the instructor would know
that the students had mastered to use the notation by looking at the exercises they
had handed in for inspection.
The philosophical diﬃculty students face is that even if sounding pompous, the
deﬁnition of truth does not give any insight into the mysterious “essence” of truth.
This has also to do with that the deﬁnition appears circular, as was unproven in the
previous section. As Tarski (1944, p. 361) puts it:
“I have heard it remarked that the formal deﬁnition of truth has nothing
to do with ‘the philosophical problem of truth’.[footnote left out] How-
ever, nobody has ever pointed out to me in an intelligible way just what
this problem is. I have been informed in this connection that my deﬁni-
tion, though it states necessary and suﬃcient conditions for a sentence
to be true, does not really grasp the ‘essence’ of this concept. Since I
have never been able to understand what the ‘essence’ of a concept is, I
must be excused from discussing this point any longer.
In general, I do not believe that there is such a thing as ‘the philosophical
problem of truth’. I do believe that there are various intelligible and
interesting (but not necessarily philosophical) problems concerning the
notion of truth, but I also believe that they can be exactly formulated
and possibly solved only on the basis of a precise conception of this
notion.”
It has to be pointed that calling this a “diﬃculty students face” should not be
interpreted as something that should be avoided. The discussions with students
about the philosophical issue were really a joy and something not experienced by
the instructor in previous years while being an teaching assistant. A student who can
discuss the philosophical problems with Tarski’s truth deﬁnition clearly has reached
some of the learning objectives of the course. He has also probably overcome the
technical problems with the issue.
46
4.5 The structure of the exercises
In this section is given the exercises of week seven15. During that week Tarski’s truth
deﬁnition for predicate logic was introduced for the ﬁrst time in the experimental
group.
The attempt of helping the students learn the truth deﬁnition started by giving the
students 18 basic exercises16:
Let M = {a, b, c, d} and RM = {〈a, b〉 , 〈b, a〉 , 〈b, c〉 , 〈c, d〉 , 〈d, a〉 , 〈d, d〉}.
Does the assignment si satisfy the formula (R(x, y) → ¬R(x, z)) in the
model M = 〈M,{RM}〉? Motivate your answer.
1. s0(x) = a, s0(y) = b, s0(z) = c
2. s1(x) = a, s1(y) = d, s1(z) = c
3. s2(x) = a, s2(y) = d, s2(z) = a
4. s3(x) = d, s3(y) = d, s3(z) = d
5. s4(x) = b, s4(y) = b, s4(z) = c
6. s5(x) = b, s5(y) = a, s5(z) = c
7. s6(x) = c, s6(y) = d, s6(z) = c
8. s7(x) = c, s7(y) = d, s7(z) = b
9. s8(x) = a, s8(y) = b, s8(z) = b
10. s9(x) = b, s9(y) = d, s9(z) = c
11. s10(x) = c, s10(y) = a, s10(z) = b
12. Does it hold that M |=s0 ∃x(R(x, y) → ¬R(x, z))?
13. Does it hold that M |=s0 ∃y(R(x, y) → ¬R(x, z))?
14. Does it hold that M |=s0 ∃z(R(x, y) → ¬R(x, z))?
15. Does it hold that M |=s0 ∃y∃x(R(x, y) → ¬R(x, z))?
16. Does it hold that M |=s0 ∃z∃x(R(x, y) → ¬R(x, z))?
17. Does it hold that M |=s0 ∃z∃y∃x(R(x, y) → ¬R(x, z))?
15The exercises used were heavily inﬂuenced by the exercises prepared by lecturers of the tradi-
tional course instances.
16Some changes are made from the original to ﬁt the notation used in the deﬁnitions earlier.
The exercises are translated from Finnish by the author.
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18. Does it hold that M |=s0 ¬∀x(R(x, y) → ¬R(x, z))?
These exercises should not be misunderstood as being only a form of teaching with
drill and practice. The aim was to introduce a new concept by (1) beginning with
easy assignments where the students should feel that “I can do one exercise more”
and keep going even if the exercises become more diﬃcult. By monitoring the work
of the students the instructor (2) kept an eye on the notation the students used, so
that they could learn the correct way of formulating their ideas from the beginning.
Even if the basic assignments were easy, students did mistakes while solving them.
As the exercises were small it was quickly evident for the instructor and the student
where a mistake took place. This gave the instructor an opportunity (3) to discuss
and recognise the mistakes instantly when they occurred.
It should be remembered in discussions like these, that it is the student who should
understand why his approach was wrong and what the correct approach should be.
The instructor should not give the correct answer and steal the satisfactory feeling
of revelation from the student.
An example of the use of the this method is exercise 18. The students had to think
when a formula is not satisﬁed in a model. A typical mistake was to assume that in
a situation like this
M |=s (A ∨ B)
is according to deﬁnition 4.10
M |=s A or M |=s B
when the correct answer would be
M |=s A and M |=s B.
If the instructor gives the right answer, then there is a big possibility that the student
only learns a new rule. But if the student ﬁrst understands why his initial thinking
when wrong, he will get an unique opportunity to understand the whole idea of a
model satisfying a formula with an assignment means.
It has to be remembered that the students handed in readymade exercise after every
session, so for the instructor it was clear all the time if these simple exercises were
understood and correctly completed.
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After success in these assignments the students were faced with the assignments
that require understanding of how Tarksi’s truth deﬁnition works and how related
concepts such as validity, logical consequence and logical equivalence (see deﬁnition
4.13) are related:
20. In an exam the students A and B formalized the claim that “there
exists a man, who has long hair” as follows (we denote M =man
and P =has long hair):
A: ∃x(M(x) ∧ P (x)) B: ∃x(M(x) → P (x)) . Examine the truth
of theses sentences in the model S =
〈{a, b, c} ,{MS, P S}〉 where
MS = {c} and P S = {b}. Which one of the formalization is correct?
21. LetM =
〈
N,
{
RM
}〉
, where PM = ∅. Show, thatM |= ∀x(P (x) →
¬x = x) .
22. Let RM ⊂ M2,M = ∅ . Show, that RM is symmetric if and only if〈
M,
{
RM
}〉 |= ∀x∀y(R(x, y) → R(y, x)).
23. Show, that ∀x(A → ∃xA) is valid.
24. Show, that ∀xA → ∀xB is the logical consequence of the sentence
∀x(A → B).
25. Show, that ∃xP0(x) → ∃xP1(x) is not the logical consequence of
the sentence ∃x(P0(x) → P1(x)).
26. Show, that ∃x¬A → (B → ¬∀xA) is valid.
27. Show, that the formulas ∃x¬(A∧B) and (¬∀xA∨¬∀xB) are logi-
cally equivalent.
How students solved the exercises can be seen in Table 4.5. This shows that all
students were able to solve correctly almost all the ﬁrst basic assignments while
being instructed. On the other hand while they were able to solve the basic exercises
many failed to answer the more advanced questions.
Especially the exercise 21, which was the most diﬃcult of the week, had a very low
completion rate. According to the students this was because they found the concept
of a symmetric relation diﬃcult to prove with the arsenal of methods used at this
point of the course. It also shows that many students strategically left out the most
diﬃcult exercises as the counted that they would still be awarded with full extra
points for the exam. To be awarded full extra points a student had to correctly hand
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Table 4: Exercises done in the week that introduced Tarski’s truth deﬁnition for
predicate logic.
Amount of exercises in week 7 26
Students who handed in exercises in week 7 15
Correctly made exercises, exercises 1-18 265/270 98%
Correctly made exercises, exercise 19 11/15 73%
Correctly made exercises, exercise 20 13/15 87%
Correctly made exercises, exercise 21 5/15 33%
Correctly made exercises, exercise 22 13/15 87%
Correctly made exercises, exercise 23 12/15 80%
Correctly made exercises, exercise 24 9/15 60%
Correctly made exercises, exercise 25 11/15 73%
Correctly made exercises, exercise 26 9/15 60%
Correctly made exercises, exercises 19-26 83/120 69%
Correctly made exercises, overall 348/390 89%
in 90% of the exercises each week. During week seven this meant that the student
could skip two exercises without losing any points.
This should not be seen as a big problem. There should always be an exercise or
two for those students who would like to tackle some of the more diﬃcult problems.
In this case the exercise was such that similar exercises would pop out in the coming
weeks, so it was not critical for the students to be able to solve them immediately.
In some weeks such critical exercises existed. For the completion of those exercises
additional credit was awarded so that the students could not strategically leave them
out.
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5 Results
In this section data gathered during the experiment will be portrayed. First data
from the students performance will be studied. The independent variable is whether
a student belonged to the experimental group or the traditional course setting. The
dependent variable is the students’ performance in the course exams. After this
data from the post-course online survey will be given.
5.1 Student performance
The evaluation of the course consisted of two exams, one held at the middle of
the course and the second at the end. The students participating in the Extreme
Apprenticeship group took the same exams as the those in the traditional course
setting and their performance was evaluated equally.
Students had two hours time to answer the questions in each mid-term exam. The
exams were constructed by the lecturers of the Finnish and English speaking in-
stances of the course. The exams consisted of four exam questions each. The
questions were awarded with points 1-6. This made the total maximum of points
scored through exams 48. The exams can be seen in ﬁgures 7 and 8.
Of the 272 students who registered for the traditional course format of Logic I,
177 students took part in the ﬁrst exam. However, as this study only tracks those
students who participated in the exercise groups, only 139 exams belonging to the
students considered participants are studied. The students left out probably studied
the course on their own or just came to see the exam. In the second exam, 124
students took part of which we consider the results of 102 students.
Of the 18 students who participated in the Extreme Apprenticeship course format
of Logic I, 17 students took part in the ﬁrst exam. In the second exam, 14 students
took part.
Average points of exam questions the students performed can be seen in ﬁgures 9
and 10. The Extreme Apprenticeship group outscores the traditional group in all
exam questions except the last question in the end-term exam.
Making exercises had an impact on student’s performance in both course formats.
Students who made more exercises during the course scored better in the exams.
51
Figure 7: The mid-term exam for Logic I on 4th of March, 2011. The notation
diﬀers somewhat from that used in this study.
Figure 8: The end-term exam for Logic I on 6th of May, 2011. The notation diﬀers
somewhat from that used in this study.
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Students taking part in the traditional setting had eleven weeks of exercises with
six assignment each. This amounts to a maximum of 66 exercises for the course.
Students taking part in the Extreme Apprenticeship method group started making
exercises on week one of the course. This makes the amount of exercise weeks twelve
for the group. The amount of exercises varied a lot between 6-40 assignments per
week. However, the amount of exercises is a bad measure for weekly workload as
the assignments were very diﬀerent in character. But as the amount of exercises is
fairly big, the metric for student’s eﬀort is calculated through solved exercises. The
amount of exercises for the experimental group was 208.
The exam points are plotted against the solved exercises in ﬁgures 11 and 12. The
students with the same amount of solved exercises and scored exam points are
plotted with a bigger circle. The area of the circle grows by the area of one normal
circle for each overlapping data point.
Figure 11: Student exam performance and solved exercises in traditional Logic I
(N = 171).
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As seen by the regression line making exercises was beneﬁcial for students. As those
students who solved more exercises also got some extra points for their eﬀort, their
course grade was also higher.
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Figure 12: Student exam performance and solved exercises in experimental Logic I
(N = 18).
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5.2 Course feedback
After the course the students had an opportunity to answer an anonymous survey,
seen in Appendix 1 (in Finnish). The survey was sent to all students who had
registered for the course and answering it was voluntary.
From students in the traditional course setting 28 answered the survey. From stu-
dents in the Extreme Apprenticeship group seven answered the survey. As the
survey is anonymous, it is not possible to distinguish between those students who
only registered for the course but did not participate. Therefore the answer rate for
the traditional course was 9.8% and for the Extreme Apprenticeship group 33.3%.
These answer rates are low, aﬀecting what can be interpreted from the survey. We
give here the answers to the questions relevant for this study. The numbering diﬀers
from that in the original survey.
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1. During the course, did you form a view of why the topics of the course were
studied?
Experimental Traditional
Value Frequency % Frequency %
Yes 1 7 100 21 75
No 0 0 0 7 25
Total 7 100 28 100
Median: 1 1
Mean: 1 1.25
Standard deviation: 0 0.44
2. Did the exercises group assignments support understanding of course topics?
Experimental Traditional
Value Frequency % Frequency %
Not at all 1 0 0 2 7.1
To some extent 2 0 0 7 25.0
Well 3 7 100 19 67.9
Total 7 100 28 100
Median: 3 3
Mean: 3 2.61
Standard deviation: 0 0.63
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3. Did the course exams measure the understanding of the central topics of the
course?
Experimental Traditional
Value Frequency % Frequency %
Not at all 1 0 0 0 0
To some extent 2 2 28.6 4 14.3
Well 3 5 71.4 24 85.7
Total 7 100 28 100
Median: 3 3
Mean: 2.71 2.86
Standard deviation: 0.49 0.36
4. Evaluate the usefulness of the learning material17 of the course.
Experimental Traditional
Value Frequency % Frequency %
Completely useless 1 0 0 3 10.7
More useless than usefull 2 0 0 7 25
More usefull than useless 3 5 71.4 15 53.6
Very usefull 4 2 28.6 3 10.7
Total 7 100 28 100
Median: 3 3
Mean: 3.26 2.64
Standard deviation: 0.49 0.83
17The students did probably not consider the exercises as learning material in this question.
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5. How relevant for your own learning do you consider: Attending lectures?
Experimental Traditional
Value Frequency % Frequency %
I did not participate 1 4 57.1 7 25.0
Not relevant at all 2 1 14.3 5 17.9
Relevant to some extent 3 2 28.6 14 50.0
Very relevant 4 0 0 2 7.1
Total 7 100 28 100
Median: 1 3
Mean: 1.71 2.39
Standard deviation: 0.95 0.96
6. How releveant for your own learning do you consider: Attending the exercise
group?
Experimental Traditional
Value Frequency % Frequency %
I did not participate 1 0 0 1 3.6
Not relevant at all 2 0 0 1 3.6
Relevant to some extent 3 0 0 8 28.6
Very relevant 4 7 100.0 18 64.3
Total 7 100 28 100
Median: 4 4
Mean: 4 3.54
Standard deviation: 0 0.96
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7. How relevant for your own learning do you consider: Studying the lecture
material own your own?
Experimental Traditional
Value Frequency % Frequency %
I did not participate 1 0 0 1 3.6
Not relevant at all 2 0 0 4 14.3
Relevant to some extent 3 6 85.7 15 53.6
Very relevant 4 1 14.3 8 28.6
Total 7 100 28 100
Median: 3 3
Mean: 3.14 3.07
Standard deviation: 0.38 0.77
8. How releveant for your own learning do you consider: Solving weekly exercises
on your own?
Experimental Traditional
Value Frequency % Frequency %
I did not participate 1 0 0 0 0
Not relevant at all 2 0 0 3 10.7
Relevant to some extent 3 5 71.4 8 28.6
Very relevant 4 2 28.6 17 60.7
Total 7 100 28 100
Median: 3 4
Mean: 3.29 3.50
Standard deviation: 0.49 0.69
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9. Studying with other students (elsewhere than at lectures or in exercise groups)?
Experimental Traditional
Value Frequency % Frequency %
I did not participate 1 2 28.6 11 39.3
Not relevant at all 2 0 0 1 3.6
Relevant to some extent 3 5 61.4 6 21.4
Very relevant 4 0 0 10 35.7
Total 7 100 28 100
Median: 3 3
Mean: 2.43 2.54
Standard deviation: 0.98 1.35
10. What was the demand-level of the course?
Experimental Traditional
Value Frequency % Frequency %
Very demanding 1 1 14.3 3 10.7
Demanding to some extent 2 4 57.1 12 42.9
Easy to some extent 3 2 28.6 11 39.3
Very easy 4 0 0 2 7.1
Total 7 100 28 100
Median: 2 2
Mean: 2.14 2.43
Standard deviation: 0.69 0.79
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11. How was the work load in comparison with the credit units of the course [10
ECTS] (1 ECTS = 27 hours of eﬀort by the student)?
Experimental Traditional
Value Frequency % Frequency %
Too heavy work load 1 1 14.3 1 3.6
Just right 2 6 85.7 26 92.9
Too little work load 3 0 0 1 3.6
Total 7 100 28 100
Median: 2 2
Mean: 1.86 2
Standard deviation: 0.38 0.27
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6 Discussion
The aim for this study was to ﬁnd out if the Extreme Apprenticeship method can
be used to teach undergraduate mathematics. The practical action research carried
out shows that the method can be used.
Students in this limited experiment beneﬁted from the method. The students in
the Extreme Apprenticeship group had higher scores in their exam results than
those students studying in a traditional course setting. They also had a clearer
understanding of why the topics were studied.
Students in diﬀerent stages in their studies seemed to enjoy the method, as seen in
feedback given in the post-course survey:
“[...] my comprehension about mathematics turned more positive on this
ﬁfth year of studies. [...]”
“A good ﬁrst course at the university. [Extreme Apprenticeship] made a
soft landing into university studies. [...]”
[Translated from Finnish by author.]
These results encourages to carry out further research in the area of conducting
mathematics education with the Extreme Apprenticeship method. The insights
that were obtained through this study will be used in future attempts in scaling up
the experiment to whole undergraduate courses. In these attempts the importance
of the exercises, the instruction and the recruitment of suitable teaching assistants
play a crucial role.
Making a good set of exercises for the Extreme Apprenticeship method is diﬃcult.
When employing the method for the ﬁrst time it can be diﬃcult to assess what
areas of the topics studied are diﬃcult for students. As seen in the example of
introducing Tarski’s truth deﬁnition the major diﬃculty for students was the rather
simple looking notation of a modiﬁed assignment.
That these kinds of diﬃculties are revealed is the strength of the Extreme Appren-
ticeship method as it makes it possible to tackle them. Reporting on the diﬃculties
will also be a topic in further research.
A good set of exercises forces students to use concepts they have learned to use
during previous weeks. Students were made to reﬂect and articulate on exercises
62
they had done in earlier weeks. For example, the students had to explain, without
mathematical notation, a natural deduction solution they had come up with the
previous week. This proved to be a good way of engaging students into mathematical
discussions and to help them structure their thinking.
When planning the exercises the teacher should have a clear learning objective for
each exercise. At least in the beginning when introducing a new concept, it is better
to have one goal per exercise. As the amount of exercises is not set, it makes it
possible for the teacher to make many small exercises with very small goals. The
goal can be as simple as to check that everybody has understood how the notation
is used with a particular concept. The smaller the exercise, the easier it is for the
instructor and the student to see where the problem lies. This makes it possible for
the student to ask the necessary questions in order to comprehend the studied topic
by himself.
The instruction that the instructor gives the students is the key element in learning
with the Extreme Apprenticeship method. The instructions makes it possible for the
student to learn topics he would not otherwise learn. The ﬁndings of the approach
to instruction can be summarized in four statements:
• Do not to give students ready answers. The joy of learning should not be
taken away by the instructor. Instead the students should feel that they have
made the eﬀort and succeeded in it. This is a diﬃcult task for the instructor as
the instructor might feel a need to give “perfect” answers to students revealing
all the ﬁne detail which comes with answering the question.
• Push student to the course material. In the beginning many students
asked about deﬁnitions or results which were clearly written in the course
material. Answering these kind of questions that can be directly found in the
course material should be avoided as it is a waste of the instructor’s time and
it resembles the traditional lecture format, where theory is read straight from
the written material, something the Extreme Apprenticeship method tries to
avoid. The instructor should not put himself in a position where he is a
substitute for the course material as this will in the end prohibit the students
of becoming self-directed learners. Instead the instructor can help the students
in learning how to use the material.
• Push students to form their own question. The instructors has his own
view of how to understand the topics. This view might be very diﬀerent from
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that of the student and answering his own questions will therefore not help.
Help the student to formulate his own question and ﬁrst then answer them.
This often leads to that the student answers his own question.
• Be encouraging. Pushing the students to learn and forcing them to deliver
correct solutions is demanding for them. Therefore, when a student is frus-
trated be encouraging and when the student succeed after struggling give him
the well earned credit he deserves.
The atmosphere in the Extreme Apprentice group was good. The students did a lot
of work, but seemed to value the method. A student gave the following answer to
the voluntary feedback form after the course:
“[The instructor] supported well the solving of exercises and did not give
readymade answers but supported one’s own thinking and comprehen-
sion even when one had diﬃculties. Gave goof brieﬁngs about the most
essential concepts in an understandable language and was always ready
to explain and discuss the exercises and other topics regarding the con-
cepts. Demanded a good answer and was not satisﬁed with an exercise
being solved almost right, it helped to comprehend the concepts and to
make clean and mathematically correct answers. Absolutely great, not
just studying logic, but studying how to study as well. [...]” [Translated
from Finnish by author.]
The emphasis on hands-on doing seems important for students learning. Although
the answer rate of the post-course survey was small, it can be seen that students in
both groups saw exercise groups as an important vehicle for their learning. They
even seemed to see them more important than lectures. The answerers did not see
the higher workload as problem. The student who answered that the workload was
too big commented on his/her answer in the post-course online survey:
“I answered earlier that the workload was too big. That was expected
as the working method was [the Extreme Apprenticeship method] but
totally worth it. The workload was just bigger than 27 hours per [ECTS]
credit unit and therefore I answered as I did. Overall the [Extreme
Apprenticeship] group was totally great, big thanks!” [Translated from
Finnish by author.]
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This ﬁndings support the view that strong emphasis on lectures should be changed
to strong emphasis on the work students carry out. This change of attitude has to
come from the teachers responsible of courses. The work being carried out in exercise
groups cannot be independent from what happens in the lectures. Therefore the
responsible teachers has to take part in the exercise groups and see for themselves
where the students struggle. If the teachers only monitor students from the front of
a lecture hall, it is likely that their view of the student’s learning will be blinded by
those few students taking actively part in the lectures.
There are occasions were lecturing is a motivated choice for teaching method as
proposed by the Macpherson committee (1967). It just should not be used in the
way it is often used today: as a method of transforming structured knowledge readily
available in writing.
Lectures could beneﬁt from the Extreme Apprenticeship method. Lambert (1963)
urges lecturers to use the fact that printed books have been around for the last
600 hundred years. He advocates the Gutenberg method18 (Morrison, 1986) where
students come to lectures after they have read a portion of the course literature
before class. The lecture is then not about going through the literature, but about
discussing it.
The Extreme Apprenticeship method could be used as an extension to the Gutenberg
method. Not only would the students have studied the course literature on before-
hand, but they would have spent hours on doing exercises that the course literature
was about. This would enable the lecture to become a place where the big picture
of the topics would be presented. It would also be a place where the diﬃculties the
students faced could be brought up.
Lecturing should also be used in the modeling phase of the apprenticeship-based
learning. The lecturer should give insight into how an expert thinks, for example
by showing how a skilled computer programmer creates a hash table (Luukkainen
et al., 2012).
The physical environment in where the learning takes place must also support to
teaching methodology. In Extreme Apprenticeship method this means that dis-
cussing mathematics and giving instruction should be as easy as possible. The
experiences of this study point to the importance of having lots of surfaces nearly
at hand where mathematical ideas can be written down and sketched.
18Johannes Gensﬂeisch zur Laden zum Gutenberg was born in 1400 in Menz (Hanebutt-Benz,
2012). He was a pioneer of movable printing and the inventor of the printing press.
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Scaling up the Extreme Apprenticeship method poses many challenges. One major
concern is the recruitment of suitable teaching assistants working as instructors.
In the recruitment it would be important not to only select assistant who have a
good subject knowledge, but assistants who also are able to adapt to a new type of
teaching. Abilities and skills needed from teaching assistants are at least:
• Ability to do teamwork. If the course is large then there will be a need
to have multiple teaching assistants working at the same time in the same
space. As the teaching assistants and the responsible teacher have to share
the same learning goals and teaching methods, it is important that no one of
the teaching staﬀ acts solo.
• Ability to teach in a changing environment. The Extreme Apprentice-
ship method tries to adapt the teaching to ﬁt the students’ individual needs.
These needs can be very diﬀerent and teaching assistant working as instruc-
tors can not expect to know on beforehand what kind of misunderstandings
or questions the students have.
• Understanding and adapting of the mentoring role of the instructor.
The teaching assistant should understand his role as mentor and instructor
of the students. The students have to do the learning by themselves. The
instructor can not take the role of a teacher who teacher in front of the class.
Scaling up requires cost eﬀectiveness and an administration that supports the ﬂexible
nature of the Extreme Apprenticeship method. In the future working methods have
to be more eﬃcient. Especially correcting exercises has to be performed in a more
eﬀective way when scaling up. Teaching assistant allocation and recruitment are
also issues for further research.
The ﬁndings in this thesis were used to scale up the method in a large course Linear
algebra and matrices I&II with several hundred students (Hautala et al., 2012). The
results of students’ learning were promising, which encourages to further research
in using and developing the Extreme Apprenticeship method in higher education.
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Appendix 1. Post-course online survey
The standard post-course online survey that was used by the Department of Math-
ematics and Statistics in spring 2011. Each student who had registered for a course
got an e-mail inviting to answer the survey. Answering the survey was voluntary
and anonymous.




