Incomplete information allow to deal with data with errors, uncertainty or inconsistencies and have been studied in different application areas such as query answering or data integration. In this paper, we investigate classical functional dependencies in presence of incomplete information. To do so, we associate each attribute with a comparability function which maps every pair of domain values to abstract values, assumed to be organized in a lattice. Thus, every relation schema has an associated product lattice from which we define abstract functional dependencies over abstract tuples, leading to reasoning in a multi-valued logic. In this setting, we revisit classical notions like soundness and completeness of Armstrong axioms, attribute set closure, implication problem and give associated results. We also focus on the interpretations of abstract values in true/false logic to define the notion of reality which corresponds to a {0, 1}-embedding of the product lattice. Based on this semantic, we introduce the notions of possible (there exists one reality in which the given FD holds) and certain (for every reality, the given FD holds) functional dependencies. We show that the problem of checking if a functional dependency is certain can be solved in polynomial time, whereas the problem of checking if a FD is possible is NP-Complete. We also identify tractable cases depending on lattices properties.
Introduction
Dealing with incomplete information is one of the oldest database research topics [IJ84] , which appears in many important application domains such as query answering [AHV95, GPW14] , data integration [Len02] , inconsistent databases [Ber11] or probabilistic data [SORK11] . For instance, query answering in presence of incomplete information has led to the notion of certain answers, i.e. answers belonging to every possible minimal database repair, i.e. a database where incomplete information have been removed. Whenever large amounts of heterogeneous data have to be handled, incomplete information may appear under different forms, for example as null values [Lib16] , aberrant values, values with uncertainty, orderings . . . .
Data dependencies theory turns out to be another application area of incomplete information since they allow to deal with data with errors, uncertainty or inconsistencies (see for example [CDP16] for a survey). In this paper, we investigate classical functional dependencies in presence of incomplete information. To the best of our knowledge, this cross-fertilization between data dependencies and incomplete information has not received much attention.
A simple yet fundamental database question underlying incomplete information and data dependencies is the following: given two values u and v, how to decide whether or not u = v, or at least to decide under which assumptions those values are close enough to be considered as equal. Clearly, there does not exist a unique answer to this question, many interpretations being indeed possible. This problem can be studied by defining two functions f and h: f (u, v) to evaluate the proximity of u and v with a new value (e.g. a categorical label, a percentage, a belief ....) and h(f (u, v)) to say whether f (u, v) is true (considered as equal) or false. For instance with numerical values, f can be defined as f (u, v) = |u − v| and h(f (u, v)) = 1 if f (u, v) ≤ , where is a given a threshold value (see other examples in [CDP16] ).
In this setting, we propose a lattice-based approach to deal with incomplete information, from which we define abstract functional dependencies. Their meaning relies on different interpretations of equality, leading to possible and certain functional dependencies, in the same spirit underlying the definition of certains answers in query answering or data integration.
We define the following steps: First, we associate each attribute with a comparability function which maps every pair of domain values to abstract values, assumed to be organized in a lattice. In other words, f maps every pair of domain values to a truth value, belonging to a lattice L such that for every a, b ∈ L, a ≤ b means that the truth of b is "stronger" than or equal to the truth of a.
Such a couple (comparability function, lattice structure) has to be defined with domain experts for each attribute, to catch as finely as possible the intended meaning of possible comparisons.
Example 1.1. Let us consider the relation r 0 given in Figure 1 .(a), which will be reused throughout the paper.
From its background knowledge, let us assume a domain expert has provided the comparability functions f A , f B , f C defined in Table ? ?.
For each attribute, the lattice of their abstract values is represented in Figure 1 .(b) with the following abbreviations of abstract values: G stands for Good, B for Bad, GB for Good or Bad, U for U nknown, C for Correct, I for Incorrect, T for T rue, and D for Dif f erent.
Second, it follows that every relation schema has an associated product lattice from which we define abstract functional dependencies, leading to reasoning in a multi-valued logic. It is worth noting that implications can be defined on the product lattice. We call Example 1.2. From Example 1, tuples t 1 = 1.4, f, 10.4 and t 2 = 1.5, f, null give raise to the abstract tuple f A (1.4, 1.5), f B (f, f ), f C (10.4, null) = G, T, U . In Annexe 1, the set of abstract tuples from r 0 is given. For the relation r 0 , Figure 1 .(c) gives a graphical representation of the product lattice associated to lattices of each attribute (for the sake of clearness, delimiters of elements are sometimes omitted, e.g. U, T, C is denoted by U, T, C). In this setting, GB, T, U G, T, U is an example of abstract functional dependency.
Third, to make sense of such abstract functional dependencies, we define their semantics with interpretations of abstract values in {0, 1}, leading to attribute sets from abstract tuples (characteristic vectors) and to functional dependencies from abstract functional dependencies. We point out that whenever an interpretation is a join-homomorphism, so-called realities, then the embedding of abstract domains to the boolean domain still define a lattice. Since many realities do exist, each of them defines a semantics of abstract functional dependencies. As a consequence, we define possible and certain functional dependencies, i.e. those dependencies that hold in at least one reality and all possible realities respec-tively.
Example 1.4. The functional dependency A C is possible in r 0 since the reality given in Figure 1 .(d1) makes A C satisfied in r 0 . Nevertheless A C is not certain in r 0 since with the reality given in Figure 1 .(d2), tuples (t 1 , t 2 ) form a counter example of A C.
To sum up, we propose a simple and elegant formalism allowing to define possible and certain functional dependencies in presence of incomplete information. We make the following contributions:
• We deal with incomplete information by associating to every attribute a comparability function and by requiring a lattice structure over abstract values given by the comparability function.
• In the induced product lattice of a relation, we propose abstract functional dependencies over abstract tuples, leading to reasoning in a multi-valued logic. Moreover, we revisit classical notions like soundness and completeness of Armstrong axioms, attribute set closure, implication problem and give associated results for abstract functional dependencies.
• We propose the interpretation of abstract values into {0, 1} with the notion of reality, defining a new lattice if the interpretations satisfy the join homomorphism property.
• Given the exponential numbers of realities, we make a connection with certain answers in presence of incomplete information: We define possible functional dependencies (there exists one reality in which the given FD holds) and certain functional dependencies (for every reality, the given FD holds).
• We study two associated problems and show that checking whether a given FD is possible is NP-Complete, whereas checking whether a given FD is certain is PTIME. We also identify tractable cases for possible functional dependencies.
Paper organisation Section 2 gives the preliminaries and introduces the way we deal with incomplete information with a lattice-based approach. Then abstract functional dependencies are defined and a new set of three axioms, called Extended Armstrong axioms, is proposed. The implication problem for abstract functional dependencies is then studied. Section 3 gives a logical interpretation of abstract functional dependencies through the notion of reality. The join homomorphism property is shown to be required to preserve the lattice structure. Section 4 defines possible and certain functional dependencies and shows the main results of the paper. Section 5 is devoted to related work, and section 6 concludes the paper and opens some perspectives of this work.
Abstract functional dependencies

Preliminaries
A relation schema R is defined over n attributes, denoted by R = {A 1 , . . . , A n }. Each attribute A ∈ R has a domain, denoted by dom(A). Without loss of generality, we suppose that all attributes are defined over the same domain D, i.e. dom(A) = D, for every A ∈ R. Given a relation schema R with n attributes, D n is the set of possible tuples over R. A relation r over R is a set of tuples over R, each tuple is written < v 1 , . . . , v n > with v i ∈ D, i ∈ 1..n.
A partial order on a set X (or poset) is a binary relation ≤ on X which is reflexive, anti-symmetric and transitive, denoted by P = (X, ≤). Two elements x and y of P are said to be comparable if x ≤ y or y ≤ x, incomparable otherwise. If an element u of P is such that both x ≤ u and y ≤ u then u is called upper bound of x and y; it is called least upper bound of x and y if moreover u ≤ v for every upper bound v of x and y. Note that two elements of a poset may or may not have a least upper bound. The least upper bound (also known as supremum or join) of x and y, if it exists, is denoted by x ∨ y. Dually, an element u that is such that both u ≤ x and u ≤ y is called lower bound of x and y; it is called greatest lower bound of x and y if moreover v ≤ u for every lower bound v of x and y. The greatest lower bound (also known as infimum or meet) of x and y, if it exists, is denoted by x ∧ y. A lattice is a poset in which every two elements have a join and a meet; see [DP02, Grä11] . A lattice is denoted indifferently as (L, ≤) or L(∧, ∨). The top (resp. the bottom) of a lattice is denoted by (resp. ⊥).
Let
Let L(∧, ∨) and K(∧ , ∨ ) be two lattices and let g : L K. Then the mapping g is a join-homomorphism provided that for any x, y ∈ L, g(x ∨ y) = g(x) ∨ g(y). f is said to preserve joins.
Taking into account incomplete information
We first define the domain of abstract values of a given attribute A. The abstract domain of A, denoted by D A (A), is a set of finite abstract values, disjoint from the domain D, i.e. D ∩ D A (A) = ∅, representing comparabilities between every pair of domain values.
Abstract domains of attributes are supposed to be disjoint, i.e. two different attributes have different abstract values, even if they have the same domain.
Moreover, we assume that a partial order ≤ A exists over D A (A) and the poset (D A (A), ≤ A ) is a lattice, denoted by L A . We now define the explicit mapping of pairs of domain values to abstract values through a comparability function. A comparability function for an attribute A, denoted by f A , is a map from D ×D to D A (A) which subsumes equality (i.e. f (u, u) = ) and is commutative
Comparaison maps extend naturally to tuples as follows: Let R = {A 1 , . . . , A n } be a relation schema and
Let t 1 , t 2 be two tuples over R. A comparability function for R, denoted by f R is defined from D n × D n to D A (R) as follows:
Note that f R (t 1 , t 2 ) can be seen as a generalization of agree sets for FDs between two tuples [BDFS84] .
The product of lattices of attributes is the lattice
We now introduce attribute context and schema context to summarize our notations.
Definition 2.1. An attribute context for an attribute A, denoted by C(A), is represented by the pair {f A , L A }. A schema context for a relation schema R, denoted by C(R), is defined by
Note that from a schema context C(R), we have both its associated comparability function f R and its abstract domain D A (R). When clear from context, the subscript R will be omitted, i.e. we shall use ≤, ∧, ∨ instead of ≤ R , ∧ R , ∨ R respectively. In the sequel, a relation r will be defined over a schema context C R , instead of R.
From well known notions in lattice theory, e.g. implications and fix-point closure, we define abstract functional dependencies based on the underlying product of lattices.
Definition 2.2. (Syntax) Let R be a relation schema, C(R) a schema context and D A (R) its co-domain. An abstract functional dependency over C R is an expression of the form
The satisfaction of an abstract functional dependency in a relation is defined as follows:
Example 2.4. Continuing previous examples, let us consider three abstract functional dependencies: B, T, C U, T, C , GB, T, C G, T, C and GB, T, U G, T, C . One can easily verify that the two first ones are satisfied in r 0 while the third one is not satisfied, see for the counter-example (t 1 , t 2 ).
Extended Armstrong axioms
Interestingly, well known Armstrong axioms can be extended in this setting quite directly, with the same three properties (reflexivity, augmentation and transitivity) no longer expressed over attribute sets.
Let Σ be a set of abstract functional dependencies over C R , and u, v ∈ D A (R). We consider the three following extended Armstrong axioms:
Many other properties follows, for example the union and decomposition: if
Definition 2.5. The closure of s with respect to Σ, denoted by s + Σ , is equal to:
The major difference between Algorithm 1 and classic algorithms for computing attribute closure is the elementary operations corresponding to ≤ and ∨. We suppose that each lattice L A is encoded by sets such that the join operation ∨ is preserved by union [Mar80] and its cost is bounded by O(k), where k is the size of the encoding.
Theorem 2.6. Algorithm 1 computes the closure of a tuple u ∈ D A (R) in O(k.n.|Σ|) time complexity, where k is the complexity of the join operation in lattice L A for each attribute A ∈ R.
Since the proofs of this section differ only slightly from the proofs related to functional dependencies, they are omitted but given in Annexe 2.
We consider the classical implication problem defined as usual: Given a set of abstract functional dependencies Σ and u v an abstract functional dependency, does Σ implies u v? We define the validity and the completeness as follows.
Definition 2.7. Σ C R u v if there exists a derivation (or a proof ) of u v by using the extended Armstrong axioms.
Then we provide a connection between validity of an abstract FD and the comparability of its right-hand side with the closure of its left-hand side.
The following theorem shows that extended Armstrong axioms are valid and complete.
3 Interpretation of abstract functional dependencies through realities
In this section, we point out how to interpret abstract values, abstract tuples and abstract functional dependencies in the classical true/false logic. To do that, we introduce the notion of interpretation as follows:
context. An attribute context interpretation of A is a map h : L A {0, 1} satisfying the following properties:
h is an increasing map.
h( ) = h(⊥)
Definition 3.1 ensures that every interpretation must contain the false value (0) and the true value (1) (h( ) = 1 and h(⊥) = 0). Moreover, the truth interpretation has to be increasing.
Example 3.2. Consider the attribute A whose context {f A , L A } is given in table 1 and in Figure 1.(b) . Consider the interpretation h A for abstract values of A (see also Figure  1 .(d1)):
Now we can decide whether two A-values are similar or not, e.g. 1.4 and 4.8 are different since h A (f A (1.4, 4.8)) = h A (U ) = 0 whereas 4.8 and 5.9 are equal since h A (f A (4.8, 5.9)) = h A (GB) = 1.
We extend attribute context interpretation to schema context interpretation as follows.
Definition 3.3. Let R = {A 1 , . . . , A n } be a relation schema, C(R) a schema context and h i an attribute context interpretation for A i , i = 1..n. A schema context interpretation for R, denoted by g h 1 ,...,hn (or simply g whenever (h i ) i=1..n are clear from the context) is a map g : L R {0, 1} n defined by
In the sequel, g | A will denote the restriction of g to attribute A ∈ R.
Note that the map g is an embedding of the lattice L R into the boolean lattice, i.e. the lattice of subsets of the set R of attributes. Then each image of g() is a characteristic vector of a set of attributes in R. In the sequel, we will use g() interchangeably to denote a set or its characteristic vector. Clearly, it opens the possibility to come back on classical interpretation of functional dependencies in databases, by handling explicitly attribute sets.
Example 3.4. Continuing previous examples, consider the reality g h A ,h B ,h C given in Figure  1 
Now the main question is the following: Which property attribute context interpretations has to satisfy in order to preserve the lattice structure ? The intuition is that given two incomparable elements u and v whose both interpretations are false, their join u ∨ v has to be false.
The following results ensure that if every attribute context interpretation h i , i = 1..n is a join-homomorphism, the g h 1 ,...,hn is also a join-homomorphism and consequently, for any relation, the lattice structure is preserved by g h 1 ,...,hn .
Theorem 3.5. Let R be a relation schema, C(R) a schema context and g h 1 ,...,hn a schema context interpretation. If h 1 , . . . , h n are join-homomorphisms, then g is a join-homomorphism.
Proof. Let x = x 1 , . . . , x n , y = y 1 , . . . , y n be two elements of L r . g(x ∨ y) = g( x 1 , . . . , x n ∨ y 1 , . . . , y n ) = g( x 1 ∨ y 1 , . . . , x n ∨ y n ) = h 1 (x 1 ∨ y 1 ), . . . , h n (x n ∨ y n ) = h 1 (x 1 ) ∨ h 1 (y 1 ), . . . , h n (x n ) ∨ h n (y n ) since h 1 , . . . , h n are join-homomorphisms = h 1 (x 1 ) . . . , h 1 (x n ) ∨ h n (y 1 ) . . . h n (y n )) = g(x) ∨ g(y)
We now define the notion of reality.
Definition 3.6. Let R be a relation schema, C(R) a schema context and g a schema context interpretation. g is a reality if g is a join-homomorphism.
For every relation, the structure induced by a reality still defines a lattice as shown in the following proposition.
Proposition 3.7. Let r be a relation over C R , L r the lattice associated to r and g a reality.
Then g(L r ) is a lattice.
Proof. Since g is a join-homomorphism, join exists for every couple of elements of L r . Since L r is closed under meet, then the bottom exists and thus g(L r ) is a lattice.
Clearly, every reality g gives a semantics to any abstract functional dependencies. Consider an abstract functional dependency u v that holds in a relation r and some reality g. From a semantic point of view, g(u) g(v) holds also in r, capturing the intuition that some form of functional dependency g(u) g(v) is satisfied in r, since g(u) and g(v) are subsets of R. More precisely, we have:
Definition 3.8. Let R be a relation schema, C(R) a schema context, g a reality and u v an abstract functional dependency. g(u) g(v) is satisfied in r, denoted by
In the following proposition, we point out that whenever a given abstract FD holds in a relation, then for every reality, the corresponding FD over attributes sets also holds in the relation.
Proposition 3.9. Let r be a relation over C(R), u, v ∈ D A (R) such that r |= C R u v and g a reality. Then r |= 
Possible and certain functional dependencies
Whenever a reality is provided, we have a semantic associated to any abstract functional dependencies. This allows to precisely define the intended meaning of a given FD expressed over attributes sets. To do so, we rephrase definition 3.8 with attribute sets instead of abstract tuples.
Definition 4.1. Let r be a relation over C R , g a reality, X ⊆ R and A ∈ R. X A is satisfied in r with respect to C R and g, denoted
Continuing previous examples, according to the specified interpretations given in Figure 1.(d1) , it is easy to verify that g h A ,h B ,h C is a reality. Moreover, r 0 |= C(R),g h A ,h B ,h C A C
In this section, we introduce the notion of possible/certain functional dependencies, as functional dependencies satisfied in the relation via realities. We show that checking if a given functional dependency is possible is an NP-complete problem, whereas checking if it is certain can be done in polynomial time. 
In the rest of the paper, we consider the following problems PFD and CFD that ask if a given functional dependency X A is a possible/certain functional dependency.
Possible Functional Dependency (PFD)
Input:
Certain Functional Dependency (CFD) Input:
The following proposition shows that the number of realities can be exponential.
Proposition 4.5. Let R be a relation schema, C R a schema context. Then the number of realities can be exponential in the number of attributes in R.
Proof. Consider the schema context
By definition, for each attribute A ∈ R, every reality g has to satisfy g | A (⊥) = 0, g | A ( ) = 1 and g | A (unknown) = 0 or 1. So if |R| = n, we have 2 n realities.
Results on possible functional dependencies
The main result of the paper is that PFD is NP-complete as shown in the next theorem.
Theorem 4.6. PFD is NP-complete.
Proof. A certificate is a reality g : L R
{0, 1} n of polynomial size. Moreover, the satisfaction of a functional dependency given the reality can be checked in polynomial time. It follows PFD belongs to NP.
To show NP-hardness, we reduce 3SAT to PFD. Let ϕ = {C 1 , ..., C m } be a 3CNF on n variables V = {x 1 , ..., x n }. We construct a schema context C R , a relation r ϕ and a functional dependency X A such that ϕ is satisfiable iff there exists a reality g such that r ϕ |= C R ,g X A. We first build a relation schema R and then a schema context C R as follows: For each variable x i , i = 1..n, we create an attribute A i . Then we create an extra attribute A n+1 that corresponds to the attribute A. Thus we obtain the relation schema R = {A 1 , ..., A n , A n+1 }. The domain of each attribute is the natural numbers. We then define the schema context C(R) as follows:
• For each attribute A i ∈ R, i = 1..n, its comparability function is defined by:
.n + 1} is the obtained schema context. Now, we construct a relation instance r ϕ over C R .
For each clause C j ∈ ϕ, j = 1..m, let C = C j . We associate a subrelation r C with two tuples t and t such that:
• For each attribute A i , i ∈ 1..n:
The obtained relation is r ϕ = C∈ϕ r C . We take the functional dependency X A with X = {A 1 , ..., A n } and A = A n+1 . Clearly, the size of the reduction is polynomial in the size of the 3CNF ϕ.
Note that an example of the construction of r ϕ over C R from a 3CNF formula ϕ is given right after the proof (see Example 4.7).
Given a reality g, r ϕ |= C R ,g X A iff r C |= C R ,g X A, for every subrelation r C ⊆ r ϕ , C ∈ ϕ. That is, for any two tuples t and t of different subrelations, we have |t
], t [A n+1 ])) = 1 for every reality g. Thus, for every reality, whenever two tuples t and t disagree on the right-hand side of X A, it implies
Now, we show that ϕ is satisfiable iff the functional dependency X A is possible. Suppose ϕ is satisfiable and µ : V {0, 1} a truth assignment of ϕ. We construct a reality g such that r ϕ |= C R ,g X A. First for every attribute context (f A i , L A i ), i = 1..n, we define the following attribute context interpretation h i :
Then for A n+1 , we define h n+1 (⊥) = 0 and h n+1 ( ) = 1. Again, Example 4.7 gives an illustration of the obtained interpretations.
Next, we define the schema context interpretation g : L R {0, 1} n by g( x 1 , . . . , x n+1 ) = h 1 (x 1 ), . . . , h n+1 (x n+1 ) . g is a join-homomorphism since each h i , i = 1..n is a joinhomomorphism. That is h i (a i ) = h i (ā i ), i = 1..n. Thus g is a reality. Now, let t, t ∈ r ϕ . Then we have two cases:
1. if t ∈ r C and t ∈ r C with C = C , then |t[A n+1 ], t [A n+1 ] = 1 and by construction of
2. if t, t ∈ r C j for some C j = (l 1 ∨ l 2 ∨ l 3 ) ∈ ϕ. Then at least one literal in C j is true by the assignment µ. Without loss of generalities, suppose µ(l 1 ) = 1 and l 1 ∈ {x i ,x i } for some A i ∈ R. We have two cases:
Thus the tuples for every subrelation r C cannot agree on X. We conclude that X A is always satisfied in the reality g and thus X
A is possible.
Conversely suppose that r ϕ |= C R ,g X A for some reality g. Then we construct a truth assignment µ for ϕ. According to the reduction, if two tuples t, t ∈ r ϕ agree on the set of attributes X then t and t belong to different subrelations. If not, for any
We distinguish 3 cases:
which is a contradiction with the definition of a reality.
g |
(a i ) = 1) which contradicts the hypothesis.
Without loss of generalities, suppose that g | A i (a i ) = 1 and g | A i (ā i ) = 0. By construction, we have x i ∈ C. Put µ(x i ) = 1. Then every clause containing x i is satisfied. Consider now a clause C not containing x i and let r C = {t 1 , t 2 }. We have by construction
We use the same construction for the variable x k as we have done for the variable x i . The same construction is repeated until all clauses are satisfied. Note also that the assignment µ verify µ(x i ) = µ(x i ). We conclude that ϕ is satisfiable.
The following example illustrates the construction used in the proof.
Example 4.7. Let us consider the following 3CNF formula:
The relation r ϕ obtained by the previous construction is given in Figure 2 . Let µ be a truth assignment for ϕ, with µ(x 1 ) = µ(x 4 ) = 0 and µ(x 2 ) = µ(x 3 ) = 1. Figure 2 shows the reality corresponding to the truth assignment µ for ϕ. Now we identify tractable cases for a class of lattices and show that PFD is PTIME. For a lattice L, an element a is called a coatom if a is covered by the top of the lattice 1  1  1  3  2  3  3  2  3 L. For example a chain is a lattice having a unique coatom. We show that if for every attribute A ∈ R, L A has a unique coatom then PFD is PTIME. For lattices with unique coatom, a reality g is said to be almost always false (resp. almost always true) wrt. an attribute A, if for any a ∈ L A , a = we have g | A (a) = 0 and g | A ( ) = 1 (resp. a = ⊥ we have g | A (a) = 1 and g | A (⊥) = 0).
Proposition 4.8. Let r be a relation C R , X ⊆ R and A ∈ R. If for every attribute A ∈ R, L A has a unique coatom, then there exists a polynomial time algorithm to check if X A is possible in r, i.e. PFD is PTIME.
Proof. Let g be a reality such that for every attribute B ∈ R \ {A}, g | B is almost always false and for A ∈ R, g | A is almost always true. The reality g is the "best possible reality" to make X A satisfied, since almost every comparison is false for the left-hand side X and true for the right hand side A. We show that X A is possible iff r |= C R ,g X A. Clearly, if r |= C R ,g X A then X A is possible by definition. Now suppose that X A is possible. Then there exists a reality g such that r |= C R ,g X A. By contradiction, let us suppose that r |= C R ,g X A. Then exist t, t ∈ r such that g | A is possible. Thus to know whether or not X A is possible, it is sufficient to consider the reality g described above and to check if r |= C R ,g X A, which can be done in polynomial time.
Note also that the proof of Proposition 4.8 still applies whenever the number of lattices with more than one coatom is bounded (not detailed here).
Results on certain functional dependencies
Now we show that problem CFD can be solved in polynomial time. First we give a characterization of certain functional dependencies. Proof. (⇐) Let r be a relation such that for all t, t ∈ r f
We distinguish two cases:
• f B (t[B] , t [B]) = ⊥ for some B ∈ X. Then for any reality g, we have g | B (f B (t[B] , t [B])) = g | B (⊥) = 0 by definition of a reality. Thus t and t disagree on X, and r |= C R ,g X A.
• f A (t[A], t [A]) = . Then for every reality g, we have g | A (f A (t[A], t [A])) = g | A ( ) = 1 by definition of a reality. Thus t and t agree on A, and r |= C R ,g X A.
It follows X A is certain in r.
We show that r |= C R ,g X A for the following reality g: For each A ∈ R, we distinguish 2 cases:
• if A = A then for all x ∈ L A we put g | A (x) = 0 if x = ⊥ and 1 otherwise, i.e. the almost always true attribute context interpretation for A
) and 1 otherwise.
Clearly g is a reality since attribute contexts are disjoints. Moreover r |= C R ,g X A,
From the previous proposition, we point out that CFD is polynomial.
Theorem 4.10. CFD is PTIME.
Proof. Consider a relation r over C R , X ⊆ R and A ∈ R. According to Proposition 4.9, checking if a functional dependency is not certain is equivalent to finding two tuples
So the the number of tests to be performed is bounded by |r| 2 and each verification takes O(|R|), which is polynomial in the size of the input, whenever each comparability function is constant time.
Related Works
Data dependencies have been heavily studied over the last years, leading to a plethora of propositions from seminal functional dependencies to more elaborated forms of dependencies, among which we quote [Gog67, DLM92, Ng01, BKL13, CDP16, BCKN18]. Many papers have studied lattice representations of functional dependencies, for instance [DLM92] . However, they do not consider incomplete information as we do in this paper. W. Ng [Ng01] defined ordered domains in the relational data model, i.e. a partial order over every attribute domain is permitted. The paper studies the consequences on both functional dependencies and relational languages (algebra and SQL). His work does not consider incomplete information as we do: our partial order is not defined on attribute domain, but on the abstract domain of attributes, and is required to form a lattice. It offers a new point of view on functional dependencies in presence of incomplete information. In [BCKN18] , order dependencies are based on a transitive relation, and approximate dependencies on a symmetric relation, leading to approximate-matching dependencies. In [BKL13] , the authors study matching dependencies using boolean similarity functions (reflexive and symmetric) and matching functions (idempotent, commutative, and associative and thus a semilattice). The use of matching functions is used to chase the relation instance to obtain a clean relation. The way we deal with incomplete information is completely different though.
[Lib16] studies the semantics of SQL query answering in presence of incomplete information. They defines a multi-valued logic similar to our contribution, but they do not consider data dependencies.
A hierarchy of data dependencies is proposed in [SGS15] with respect to the complexity of the inference problem. Many of them allow different similarity relations for the same attribute, which is not possible with the propositions made in this paper.
Conclusion
In presence of incomplete information, a basic task is to decide whether or not two values are close enough to be considered as equal. In this paper, we introduced a lattice-based formalism to deal with incomplete information, leading to new abstract domains for attributes.
Based on this, a product lattice can be built over a relation schema, allowing to reason on tuples and relations. We then showed that functional dependencies can be generalized to abstract functional dependencies, while keeping the same Armstrong-like axiomatization for reasoning. The axiomatization of abstract functional dependencies exploits many valued lattice instead of attributes lattice used for functional dependencies.
We then introduced interpretations of those abstract functional dependencies using the notion of realities, i.e. the interpretations preserving the lattice structure. Since an exponential number of such realities exists, it opens the possibility to define two key notions: possible and certain functional dependencies.
Several associated problems were studied: whereas the problem of deciding whether or not a given FD is certain is PTIME, we have pointed out that for possible FD, the problem is NP-Complete. We also identified tractable cases. This paper opens new directions to deal with incomplete information in different application areas. For examples, other types of possible and certain data dependencies could be studied, such as inclusion dependencies or multivalued dependencies. The approximation of a certain dependency with respect to the number of realities satisfying the dependency could be also investigated. Certain query answering could be also investigated, for instance SQL operations like select and join could be revisited in presence of realities, leading to many different notions of abstract equality and certain answers.
