We study optimal control problems for partial differential equations (focusing on the multidimensional differential equation) with control functions in the Dirichlet boundary conditions under pointwise control (and we admit state -by assuming weak hypotheses) constraints.
We study optimal control problems (P) for partial differential equations with controls in the state equation and in Dirichlet boundary conditions: minimize J(x, u, v) = ∆ z x(z) = f (z, x(z), u(z)) a.e. on Ω x(z) = v (z) on Γ u(z) ∈ U a.e. on Ω v(z) ∈ V on Γ and suitable spaces in which we consider such problems; in the third case it is the space W 2,2 (Ω).We assume that the functions L, f, h, l are lower semicontinuous in their domains of definitions. Assuming the lower semicontinuity of theses functions only, we admit that state x may satisfy some pointwise state constraints, e.g., that x(t, z) ∈ C for a.e. (t, z) ∈ [0, T ] × Ω with C a closed set in R. We call a trio x(t, z), u(t, z), v(t, s) to be admissible if it satisfies (1)-(5) and L(t, z, x(t, z), u(t, z)), h(t, s, v(t, s)) are summable; then the corresponding trajectory x(t, z) is said to be admissible. It is well known that optimal control problems with pointwise state constraints belong to one of the most challenging and difficult classes in control theory. Quite recently, growing interest in such problems for parabolic equations has been taken in [1, 2, 7, 9, 16, 17] ; see also the references therein. Much less has been done for hyperbolic systems. Some control problems for the wave equation in the presence of state constraints are considered in [8, 18, 19, 23, 24] for distributed controls. There are only a few results [18, 19] on boundary control problems for the wave equation and/or for other partial differential equations of the hyperbolic type. Note that there are essential differences between parabolic and hyperbolic systems. Generally, hyperbolic equations exhibit less regularity. This is why in the paper we assume that system (1)-(5) admits at least one solution belonging to
The aim of the paper is to present sufficient optimality conditions for problem (P) in terms of dynamic programming conditions directly. In literature, there is no work which would study problem (P) directly by a dynamic programming method. The only results known to the author for parabolic (also abstract case) (see e.g. [3] - [11] , [15, 20] and literature therein) treat problem (P) first as an abstract problem with an abstract evolution equation (1) and then derive from abstract Hamilton-Jacobi equations suitable sufficient optimality conditions for problem (P). We refer the reader to [8, 14] and their references for more discussions on important differences between parabolic and hyperbolic systems.
The fact that we take into acount boundary control (5) makes the problem essentially more difficult. In fact, we need to develop a new duality, whose ideas are described in the next section. We propose almost a direct method to study (P) by a dual dynamic programming approach following the method described in [21] for a one dimensional case and in [12, 13] for a multidimensional case. We move all notions of a dynamic programming to a dual space (the space of multipliers) and then develop a dual dynamic approach together with a dual Hamilton-Jacobi equation and as a consequence sufficient optimality conditions for (P). We also define an optimal dual feedback control and we formulate sufficient conditions for optimality in terms of it. Such an approach allows us to weaken significantly the assumptions on the data.
A Dual Dynamic Programming
In this section, we describe an idea of a dual dynamic approach to optimal control problems governed by hyperbolic equations. Let us recall what dynamic programming means. We have an initial condition (t 0 , x 0 (t 0 , ·)), z ∈ Ω and for it assume we have an optimal solution (x,ū,v), then by necessary optimality conditions (see, e.g., [18] ) there exists a functionp(t, z) = (y 0 , y(t, z)) on (0, T ) × Ω -conjugate function, being a solution to the corresponding adjoint system. This p = (y 0 , y) plays a role of multipliers from the classical Lagrange problem with constraints (with multiplier y 0 staying by functional and y corresponding to constraint). If we perturbe (t 0 , x 0 ), then assuming that an optimal solution for each perturbed problem exists we also have a conjugate function corresponding to it. Therefore making perturbations of our initial conditions we obtain two sets of functions: optimal trajectoriesx and conjugate functionsp corresponding to them. The graph of those sets of functions covers some sets in the state space (t, z, x) say a set X (in the classical calculus of variation it is named the "field of extremals") and in the conjugate space (t, z, p) say a set P (in classical mechanics it is named the "space of momentums"). In the classical dynamic programming approach (see, e.g., [3] ) we explore the state space (t, z, x), i.e., the set X, in the dual dynamic programming approach (see [21] for a one dimensional case and in [12] for a multidimensional case) we explore the conjugate space (the dual space) (t, z, p), i.e., the set P . It is worth noting that in elliptic control optimization problems we have no possibilities to perturb those problems, however dual dynamic programming is still possible to apply (see [13] ). It is natural that if want to explore the dual space (t, z, p), then we need a mapping between the set P and the set X: P (t, z, p) → (t, z,x(t, z, p)) ∈ X to have a possibility at the end of some consideration in P to formulate some conditions about optimality for our original problem as well as on optimal solutionx. Of course, such a mapping should have the property that for each admissible function x(t, z) lying in X we have to have a function p(t, z) lying in P such that x(t, z) =x(t, z, p(t, z)). Hence, we perform all our investigations in a dual space (t, z, p), i.e., most of our notions concerning dynamic programming are defined in the dual space and thus also a dynamic programming equation which becames now a dual dynamic programming equation.
Therefore, let P ⊂ R n+3 be a set of variables (t, z, p) = (t, z, y 0 , y),
Now, let us introduce an auxiliary function V (t, z, p) : P → R being of C 3 such that the following two conditions are satisfied:
where ν(·) is the exterior unit normal vector to ∂Ω and ∇V (t, z, p) means "∇" of the function z → V (t, z, p). The condition (7) is a generalization of tranversality condition known in classical mechanics as orthogonality of momentum to the front of wave. The condition (8) is of the same meaning but taken on the boundary. Similarly as in the classical dynamic programming define at (t, p(·)), where p(z) = (y 0 , y(z)) is any function p ∈ W 2,2 (Ω), (t, z, p(z)) ∈ P, a dual value function S D by the formula
where the infimum is taken over all admissible trios
i.e., whose trajectories start at (t,x(t, ·, p(·)). Then, integrating (7) over Ω, for any function p(z) = (y 0 , y(z)), p ∈ W 2,2 (Ω), (t, z, p(z)) ∈ P , (t, z, p(z)) ∈ P , such that x(·, ·) satisfying x(t, z) =x(t, z, p(z)) for z ∈ Ω, is an admissible trajectory, we also have the equalities:
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and assuming
The function V (t, z, p) satisfies the second order partial differential system
and u(t, z, p), v(t, z, p) are optimal dual feedback controls, respectively, on (0, T ) × Ω and (0, T ) × ∂Ω, and the dual second order partial differential system of multidimensional dynamic programming (DSPDEMDP)
Remark. We would like to stress that the duality which is sketched in this section is not a duality in the sense of convex optimization. It is a new nonconvex duality, for the first time described in [21] and next developed in [12, 13] for which we have not the relation sup(D) ≤ inf(P) (D -means a dual problem, P-a primal one). But instead of it we have other relations, namely: (7) and (12), (13) , which are generalizations of transversality conditions from classical mechanics. If we find a solution to (17) , then checking the relation (7) for concrete problems is not very difficult.
A verification theorem
The most important conclusion of the dynamic programming is a verification theorem. We present it in a dual form accordingly to our dual dynamic programming approach described in the previous section. , p) )dz, in the parabolic case and none of them, in the elliptic case.
Moreover, assume that A(t)V (t, z, p(t, z)) + y 0 L(t, z, −V y (t, z, p(t, z)), u(t, z)) P roof. Let x(t, z), u(t, z), (t, z) ∈ (0, T ) × Ω, v(t, z), (t, z) ∈ (0, T ) × ∂Ω, be an admissible trio for which there exists such a function p(t, z) (20), (1) are satisfied. From the transversality conditions (7), (8), we obtain that for (t, z) ∈ (0, T ) × Ω,
and for (t, z) ∈ (0, T ) × ∂Ω,
and the boundary control (3) shows that for (t, z) ∈ (0, T ) × ∂Ω, −V y (t, z, p(t, z)) = v(t, z). Now define a function W (t, z, p(t, z)) on P by the following requirement for (t, z) ∈ (0, T ) × Ω,
( 24) and for (t, z) ∈ (0, T ) × ∂Ω,
Sufficient Optimality Conditions for ...
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We conclude from (22) z, p(t, z) ), u(t, z)) z, p(t, z) ), u(t, z)) (25) and for (t, z) ∈ (0, T ) × ∂Ω,
hence, by (17) and (25), that
and finally, after integrating (26) and applying (24) , that
Similarly, in the set (0, T ) × ∂Ω we have
According to the definition of A(t) and (18), (20) we have respectively 144 A. Nowakowski
So by (30) and (29) we get in the parabolic case:
In the wave case:
In the elliptic case:
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In the same manner, applying (1) and (25) we have
and further we have in the parabolic case:
in the wave case
and in the elliptic case
Combining (31) with (33) gives the assertion of the theorem, e.g., in the wave case:
which completes the proof.
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An optimal dual feedback control
It often occurs that in practice a feedback control is more important than a value function for engineers. It turns out that dual dynamic programming approach allows us also to investigate a kind of feedback control which we name a dual feedback control. Suprisingly, it can have better properties than the classical one -now our state equation depends only on the parameter and not additionaly on the state in feedback function, which made the state equation difficult to solve.
Definition 1.
A pair of functions u = u(t, z, p) from P of the points (t, z, p) = (t, z, y 0 , y), (t, z) ∈ (0, T ) × Ω, y 0 ≤ 0, y ∈ R, into U and v(t, z, p) from a subset P of those points (t, z, p) = (t, z, y 0 , y), (t, z) ∈ (0, T ) × ∂Ω, (t, z, p) ∈ P , into V is called a dual feedback control, if there is any solution x(t, z, p), P , of the partial differential equation
satisfying the boundary condition
Definition 2. A dual feedback control (u(t, z, p), v(t, z, p)) is called an optimal dual feedback control, if there exist a function x(t, z, p), (t, z, p) ∈ P , corresponding to u(t, z, p), v(t, z, p)) as in Definition 1, and a function p(t, z)
defining V y 0 (t, z, p(t, z)) by Sufficient Optimality Conditions for ...
and for
there is V (t, z, p) satisfying (7).
The next theorem is nothing more than the above verification theorem formulated in terms of a dual feedback control.
Theorem 2. Let (u(t, z, p), v(t, z, p)) be a dual feedback control in P . Suppose that there exists a C 3 solution V (t, z, p) of (17) on P such that (7) and z, p(t, z) ), (t, z) ∈ (0, T ) × ∂Ω, is an admissible trio, where x(t, z, p), (t, z, p) ∈ P , is corresponding to u(t, z, p) and v(t, z, p) is as in Definition 1.
Assume further that:
V y (t, z, cp) = −x(t, z, p) for (t, z) ∈ [0, T ] × Ω, (t, z, p) ∈ P , (38) 
Then (u(t, z, p), v(t, z, p)) is an optimal dual feedback control.
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A. Nowakowski P roof. Take any function p(t, z) = (y 0 , y(t, z)), p ∈ W 2,2 ([0, T ] × Ω) ∩ C([0, T ]; L 2 (Ω)), p ∈ L 2 ([0, T ] × ∂Ω), (t, z, p(t, z)) ∈ P , (t, z, p(t, z)) ∈ P , such that x(t, z) = x(t, z, p(t, z)), u(t, z) = u(t, z, p(t, z)), (t, z) ∈ (0, T ) × Ω, v(t, z) = v(t, z, p(t, z)), (t, z) ∈ [0, T ]×∂Ω, is an admissible trio and (20), (1) hold. By (38), it follows that x(t, z) = −V y (t, z, p(t, z)) for (t, z) ∈ (0, T )×Ω. As in the proof of Theorem 1, equation (39) 
and it is sufficient to show that (u(t, z, p), v(t, z, p)) is an optimal dual feedback control, by Theorem 1 and Definition 2.
