This paper has considers the issues which arise when considering the role of programmable and active networking in the context of satellite based telecommunications. The work presented here was initiated and funded by the ESTEC, ARTES 1 program. The brief was to undertake a "study addressing the use of Active and Programmable Networking in Space and Ground Segment, to improve the delivery of Multimedia Services over Satellite". The study looked at a range of services which might benefit from active networking, architectural, standardisation and performance issues. The final proof or principal demonstrations showed the use of transcoding and intelligent dropping, reported here. The principle objective of this paper is to bring this application area to the community for future research and development.
Introduction
This paper describes two approaches to manipulating JPEG2000 frames with programmable and active networks. The first approach is the use of transcoding and the second is intelligent dropping. These two approaches where considered, in particular, for possible deployment with space based, communication satellites which are IP enabled may host active components. Each approach may be suitable for solving overlapping but different problems. This brings together technical developments from the communications satellite world, video-coding and intelligent programming models. Fully IP enabled systems; supporting multicast and quality of service in space are under development. Scalable coding schemes that can be manipulated within the networks are used; with JPEG2000 as an example.
The two scenarios considered in this paper -intelligent dropping and transcoding -show two approaches to coping with varying available bandwidth as will be available with DVB-S2. They illustrate two approaches to programmable networks. Intelligent dropping is best performed by dedicated systems where queuing is performed (for example routers or on the input to link modulators) and is best managed through Policies. Transcoding is codec specific and needs to be performed with a procedural language; it thus an example of application level active networking. Network level active networking is not demonstrated by these, but was considered in the study.
The work presented here was initiated and funded by the European Space Agency (ESA), European Space Research and Technology Centre (ESTEC) ARTES 1 program. The complete project report will be made available. The project covered a range of issues including architectural issues, candidate technologies, standards, performance and security. It included two demonstrations. The work presented here reflects this project with an emphasis on the demonstrations developed. Section 2 discusses the architectural issues at a high level, considering some details of the space segment. Section 3 reviews technologies used in this study. In particular it looks at the evolution of satellite platforms for broadcast media, JPEG20000 and SATIN, the mobile code technology used here. Section 4 reviews a number of applications for active networking in this context and outlines in more detail the two target scenarios of intelligent dropping and transcending.
Architectural Issues
To understand the application of active networking to satellite telecommunications it is important to develop a high level architecture and business model, describing both ways in which the technologies may be applied and the roles of organisations and players involved. It is also important to consider the detailed architecture of the space platform, as this is one of the least versatile components and has the most stringent performance requirements.
The high level architecture and context of the technologies discussed here is not rigidly defined; but is open to a number of scenarios, depending on business and application needs. To understand the overall concept, we define the basic service scenario in which some media is sent from a single source to one or several users; and transits a satellite link. There may be wide area or local area networks on the user side or direct connection to a VSAT device.
We define the following roles (which may be taken by one or several players depending on the business model). The Media Provider (MP) owns the content. The media provider may participate 'actively' in the service, owning server which can encode the content in JPEG2000 format. Alternatively, the MP may provide content in other formats which are encoded on the fly at the satellite link ingress. For the intelligent dropping scenario, the ingress has to be involved in order to prioritise packets and add information to the data stream. The satellite is considered there to be an active component in which specific flows can be directed to programmable components. Finally, the stream may either be recoded to its original format at an egress node, or may be sent directly to terminal devices for display through plug-ins. The final role is the Active Components Provider which hosts the components to be deployed on each node as required. This role may be played by a third party, the content provider or the satellite service provider.
For standardisation purposes and functional requirements a critical point is the satellite platform architecture. We did not define control and management concepts for this. The Active components are expected to be hosted in a virtual machine run time environment such as the JavaVM. We defined four types of component: The Dynamic Components are those which constitute the active service and are deployed on demand. Theses are supported by two sets of components which interact via the same semantics and interfaces as the dynamic components; the Interface and Resident components. The Interface components allow the service to interact with the infrastructure of the satellite and the Resident components allow the service to receive and send the stream data. The final class of components in the execution environment are those which manage the location and deployment of the active components themselves.
Around the execution environment is the transport system and the platform infrastructure. The transport system comprises the DVB and MPEG (multiplex) capabilities, switching & routing capability. The transport system has to be capable of re-directing appropriate flows to the active components and so integrates with active routing technology. The transport system is controlled through policies from the active components. The control through policies is an accepted, view of active networking so this supports application level active networking and policy based programmability. The infrastructure of the satellite platform is accessed for monitoring control. For example an active component may need to know the down link quality, the state of queues in the switch/router or the current loading on the execution environment resources (CPU and Memory).
The resident components provide consistent interfaces to the dynamic components, preserving the security and integrity of the satellites systems. Although components to be deployed may be checked 'off line' and will be certified, it is still important that the platform is capable of protecting its self. The Interface components both provide APIs, restrict and schedule access to the platform; and should monitor for integrity issues such as deadlock and livelock situations.
Technologies
This section discusses the technologies used to demonstrate transcoding and intelligent dropping with JPEG2000. The project reviewed a range of possible technologies, for media transport and programmable networks. The SATIN mobile code platform was used as an example of a framework for reasons discussed below. JPEG2000 was used as a scalable codec.
We used the SATIN [i] platform to implement our active network system. SATIN is a component metamodel, which can be used to build adaptable systems. It is instantiated as a middleware system, which can adapt itself or component based applications which run on top of it. Its use as an active networking platform was initially outlined as a case study in [ii] . SATIN uses the principles of reflection and logical mobility to offer adaptation primitives, and offers them as first class citizens to applications. Reflection offers a meta-interface to the system, which allows SATIN applications discover which components are available locally, to be notified of changes in component availability, to load and discard components, to discover the interfaces that they offer and to read and write metadata attached to a component. Logical mobility allows SATIN systems to send and receive components, classes, objects and data. SATIN was designed for mobile devices and devices with limited resources and is implemented using Java 2 Micro Edition (Connected Device Configuration / Personal Profile).
The graphics representation used in this study was the JPEG2000 scalable codec [iii] . This provides low bit-rate operation, error resilience and superior compression index. Some of the important features of JPEG2000 are lossless and lossy compression, progressive transmission by resolution or component and region-of-interest coding.
The key feature of JPEG-2000 coding is the decomposition of the frames in two dimensions, SNR and resolution scaling, which are reflected in the way packets are arranged in the codestream following a particular progression order specified at the encoder. The SNR scaling can progressively reduce the amount of information per pixel. The affect of SNR scaling is shown in Figure 4 . Progressive resolution coding effectively changes the size of the transmitted frame. Figure 3 illustrates the organisation of the JPEG2000 code stream. Four levels of resolution coding are shown. The dark square is a low resolution image, when combined with the neighbouring code blocks; a higher resolution image is formed and so on. Motion JPEG2000 (MJ2) has been defined in part III of the JPEG2000 standard [iv] for compression and encoding of time sequences of images, generating highly scalable compressed video, which can be easily edited. MJ2 does not include motion compensation and every frame in the video stream is individually encoded [v] .
The trend of satellite communication is towards deployment of satellites that provides multimedia applications with high demands for quality and availability of service. To complement the high data rates, research has been focused on regenerative and full on board processing (OBP) payloads, advance mesh antennae, high speed communication system, optical satellite links, high speed transponders and miniaturisation of satellite components [vi, vii] . The first regenerative satellite payloads are operational or under construction, performing on-board MPEG-2 cell multiplexing and switching (e.g. Skyplex or AmerHis) or ATM cell switching (e.g. WEST and WEB 2000 architecture), and the UK-DMC satellite even implements an IP stack.
Future generations of communication satellites may support a range of new capabilities. The most immediate is the emergence of DVB-S2 [viii] , an effective upgrade of the current Digital Video Broadcast over Satellite (DVB-S) transport technology, which is the dominant means for transporting most broadcast video to date. DVB-S2 includes adaptive Forward Error Correction (FEC) which means that the up and down link data capacities can adapt to changes in fading, for example from varying cloud cover. This also means that the up and down link transport capacities may vary; increasing with weaker FEC and contracting with stronger FEC. Each frame has fixed size of either 64,800 bits for normal FEC frame or 16,200 bits for short frame. Depending on the FEC code rates, the capacity of the frames may be anything between these limits. With the developments in tuneable, multiple footprint platforms, we see a model of a satellite which not only may have to do routing, but multicast and QoS management. Standards for DVB over IP are already in progress -and so we see the emergence of true IP based broadcast architecture.
Active Services in Satellites
A wide range of applications scenarios can be considered for application in the architecture described above. The following is a list of applications considered in some detail in the study, representing a range of; applications, network and policy level programmable network problems..
• Multicast -at the application layer [ix] • Reliable Multicast -using application level FEC.
• Intelligent dropping -tagging packets for loss prioritisation • Transcoding -to change or reformat the data stream on the fly.
• Multimedia Home Platform -differentiating auxiliary information by spot beam.
• MPEG-4 -(de)multiplexing MPEG4 components between varying sources and destinations.
• Advanced network management -for deploying dynamic management and control elements. (3.55bpp, .355bpp, .0355bpp and -0.009bpp) the Java JJ2000 implementation [x] from EPFL. There is no reference satellite platform defined for developing and testing these services; one of the outputs from the project was the recommendation the development of such a platform.
The issue of transcoding has been widely explored (e.g. [xi, xii] ). This transcoding scenario considers a stream of JPEG2000 images, which requires that a constant frame rate is preserved when the down-link FEC reduces the available link bandwidth. It may also occur if there is routing in the satellite platform, which may have multiple beam spots. There are two options; reduce the resolution or change (SNR) as illustrated in Figure 4 . The former of these may be preferred if the terminal devices has a small screen.
To implement this application the following functions are performed, with regard to the reference architecture (shown in Figure 1 ):
• The MP or ingress re-codes the images in JPEG2000 format • The Satellite Node hosts the active components, loaded from the Active Component Provider.
• If the stream is encoded at the Ingress Node, it should be decoded back to the originating format at the Egress Node. Otherwise the User should have the appropriate decoder.
On the satellite node, the active component has access to the link capacity from the modulator (Figure 2 ) to discover the available down link capacity and decide how to transcode the image. It knows the rate at which the images are being sent and the overall downlink load.
The transcoder was implemented using the components provided with [x] . The code streams of JPEG2000 are so designed that significant efficiency gains may be had. The resolution transcoding requires simply that the code stream is truncated; and is similar to the intelligent dropping scenario. SNR scaling is more complex and information about each tile is required. These are all integer operations and so can be quite efficient from the performance perspective.
Intelligent dropping is appropriate when there are queuing mechanisms involved which by default drop packets randomly The impact of this can be seen in Figure 5 in which the first image is the reference graphic and the second has 1% of packets lost at random. Of course, it is possible that dropping packets has little impact and the figure here shows a bad case, although not unusual.
The effect is understood with reference to Figure  3 . It can be seen that if a packet containing the low resolution 'thumbprint' of the coded image is lost, recovering the graphic will be almost impossible. Prioritising loss following the flow of the codec provides graceful information loss. The last image in Figure 5 has 80% of its data dropped, but using low priority packets. The two key components are the intelligent, adaptive encapsulateor, Figure 6 , at the satellite ingress point and the control of the dropping mechanism in the space segment [xiii] . In this architecture, the active encapsultor has two jobs; to decide, depending on link quality, how to place the JPEG2000 code stream in the IP packets. There is a between how precisely the available band width can be matched and overheads incurred. The second job is to add a header which describes the priority of the packets & which is the; first, last and sequence number of the packets of a video frame. The ingress point can drop packets in response to the uplink quality as can the satellite platform for the down-link.
Conclusions
This paper has reviewed the issues which arise when considering the role of programmable and active networking in the context of satellite based telecommunications. We have motivated this by considering the evolutionary path of telecommunications satellites. We have also motivated the advantages of placing active components on the satellites. Throughout our project trying to understand where the business advantages come has been more difficult then considering its technical viability. If we consider the combination of factors such as the adaptive FEC, multiple, tuneable footprints with onboard routing, the importance of on-board processing becomes more apparent. It is important to note that the timescales of satellite deployment are long compared to those in the fixed network world, so it is very difficult to know which application level protocols will be used once the satellites are commissioned. Thus, if it is important to have intelligence in the satellite at all, it is important that that intelligence is adaptable both to protocols and codecs; and can adapt to local conditions.
