Abstract. The main result of this paper is that every naturally reductive space can be explicitly constructed from the construction in [23] . This gives us a general formula for any naturally reductive space and from this we prove reducibility and isomorphism criteria.
Introduction
Naturally reductive spaces are amongst the simplest of Riemannian homogeneous spaces. The ones which are Riemannian symmetric are of course the most well known. All isotropy irreducible spaces can also be considered to be naturally reductive. However, the class of naturally reductive spaces is much broader and contains many other interesting cases. The holonomy bundle of a naturally reductive connection automatically equips the space with a (non-integrable) G-structure, where the naturally reductive connection is also a characteristic connection for the G-structure. There are many interesting non-integrable G-structures one can obtain in this way such as homogeneous nearly Khler manifolds (cf. [8, 9] ), homogeneous nearly parallel G 2 -manifolds (cf. [12] ), cocalibrated G 2 -manifolds (cf. [13] ), Sasakian ϕ-symmetric manifolds (see [24, 5, 6] ). Similarly for Sp(n)Sp(1)-structures there are the homogeneous 3-Sasakian manifolds (cf. [7] ). In [3] a connection with parallel skew torsion is constructed for any 7-dimensional 3-Sasakian structure. Also for Sp(n)Sp(1)-structures there are interesting naturally reductive examples. One of these is the quaternionic Heisenberg group, which is discussed in [2] . The naturally reductive connection is here also used to find new examples of generalized Killing spinors. More examples of this phenomena are presented in [1] . Naturally reductive spaces have also been used to find new homogeneous Einstein metrics. The simplest examples are the isotropy irreducible spaces, which are necessarily Einstein. D'Atri and Ziller found many other examples of Einstein metrics on naturally reductive compact Lie groups in [11] . Wang and Ziller classified all normal homogeneous Einstein manifolds G/H with G simple in [28] . These metrics are also naturally reductive. Over the past years there has been an increasing interest in connections with parallel skew torsion because they arise in several fields in theoretical and mathematical physics (e.g. [14] and references therein). The most well known examples of this are naturally reductive connections, which have in particular parallel skew torsion. The simple geometric and algebraic properties of naturally reductive spaces allow one to classify them in small dimensions. This has been done in [26, 18, 19] in dimension 3, 4, 5 and more recently in dimension 6 in [1] .
investigate in general connections with parallel skew torsion from a fiber bundle perspective. Their approach however does not cover these fiber bundles. The realization of a naturally reductive space as a (k, B)-extension also allows us to prove whether or not it is isomorphic to another naturally reductive space. This is done in Proposition 4.6. We also provide easy to check criteria for a naturally reductive space to be irreducible. This is done in the combined results of Theorem 2.10, Lemma 2.13 and Proposition 4.7. Surprisingly these last two problems were not touched upon in the literature up to now. It is also nice to note that this approach immediately gives the holonomy algebra of the naturally reductive connection, see Lemma 3.2 and (4.6) . This means we always know what the G-structure is which is induced from the holonomy bundle of the naturally reductive connection.
In a forthcoming paper this theory will be used to give a systematic way to classify naturally reductive spaces and explicitly carry this out up to dimension 8.
preliminaries
The essential structure of a locally homogeneous space is encoded in the infinitesimal model. We now briefly discuss this below.
Theorem 2.1 (Ambrose-Singer, [4] ). A complete simply connected Riemannian manifold (M, g) is a homogeneous Riemannian manifold if and only if there exists a metric connection ∇ with torsion T and curvature R such that (2.1) ∇T = 0 and ∇R = 0.
Remark 2.2. A Riemannian manifold is locally homogeneous if its pseudogroup of local isometries acts transitively on it.
It should be noted that there exist locally homogeneous Riemannian manifolds which are not locally isometric to a globally homogeneous space, see [17] . Of course such manifolds have to be non-complete.
A metric connection satisfying (2.1) is called an Ambrose-Singer connection. The torsion T and curvature R of an Ambrose-Singer connection evaluated at a point p ∈ M are linear maps (2.2)
which satisfy R p (x, y) · T p = R p (x, y) · R p = 0 (2.3)
S
x,y,z R p (x, y)z − T p (T p (x, y), z) = 0 (2.4) S x,y,z R p (T p (x, y), z) = 0, (2.5) where S x,y,z denotes the cyclic sum over x, y and z and · denotes the natural action of so(T p M ) on tensors. The first equation encodes that T and R are parallel objects for ∇ and under this condition the first and second Bianchi identity become equations (2.4) and (2.5), respectively. A pair of tensors (T, R), as in (2.2), on a vector space m with a metric g satisfying (2.3), (2.4) and (2.5) is called an infinitesimal model on (m, g). From the infinitesimal model (T, R) of a homogeneous space one can construct a homogeneous space with infinitesimal model (T, R). This construction is known as the Nomizu construction, see [22] . This construction goes as follows. Let h := {h ∈ so(m) : h · T = 0, h · R = 0}. and set (2.6) g := h ⊕ m.
On g the following Lie bracket is defined for all h, k ∈ h and x, y ∈ m: where [−, −] so(m) denotes the Lie bracket in so(m). The bracket from (2.7) satisfies the Jacobi identity if and only if R and T satisfy the equations (2.3), (2.4) and (2.5). We will call g the symmetry algebra of the infinitesimal model (T, R). Let G be the simply connected Lie group with Lie algebra g and let H be the connected subgroup with Lie algebra h. The infinitesimal model is called regular if H is a closed subgroup of G. If this is the case, then clearly the canonical connection on G/H has the infinitesimal model (T, R) we started with. In [25, Thm. 5.2] it is proved that every infinitesimal model coming from a globally homogeneous Riemannian manifold is regular.
2.1. Naturally reductive fiber bundles. The important results in this paper revolve around the idea of fiber bundles of naturally reductive spaces. We now discuss the basics of this.
Definition 2.3. Let (g = h ⊕ m, g) be a Lie algebra together with a subalgebra h ⊂ g, a complement m of h and a metric g on m. Suppose ad(h)m ⊂ m and for all x, y, z ∈ m that
Then we call (g = h ⊕ m, g) a naturally reductive decomposition with h the isotropy algebra. We will mostly refer to just g = h ⊕ m as a naturally reductive decomposition and let the metric be implicit. The infinitesimal model of the naturally reductive decomposition is defined by
where [x, y] m and [x, y] h are the m-and h-component of [x, y], respectively. We call the decomposition an effective naturally reductive decomposition if the restricted adjoint map ad : h → so(m) is injective. We will say that g is the transvection algebra of the naturally reductive decomposition g = h ⊕ m if the decomposition is effective and im(R) = ad(h) ⊂ so(m). Note that (2.3) implies that im(R) ⊂ so(m) is a subalgebra and that the transvection algebra is always a Lie subalgebra of the symmetry algebra.
The proof of the following lemma is straight forward and can be found in [26] .
′ be a linear isometry. The following are equivalent
′ is a Lie algebra isomorphism of the transvection algebras.
It is important to recognize fiber bundles on the Lie algebra level. The following lemma and definition deal with this and will be used in the sequel. Lemma 2.5. Let (g = h⊕m, g) be an effective naturally reductive decomposition. Furthermore, suppose m = m + ⊕ m − is an orthogonal decomposition of h-modules. Then the following hold:
If we assume that [m + , m − ] ⊂ m − , then also the following hold:
Proof. i) Since m + and m − are h-invariant we conclude
Combining this with the fact that R : Λ 2 m → Λ 2 m is symmetric with respect to the Killing form on so(m) ∼ = Λ 2 m it follows that R(x + , x − ) = 0 for all x ± ∈ m ± . The tensor R is defined by R(x
Since we assume our decomposition to be effective ad([x
The converse follows from the same equation and i). iii) From ii) we can easily conclude that b is a subalgebra of g. . In this case we will call g = h ⊕ m the decomposition of the total space of the infinitesimal fiber bundle and the naturally reductive decomposition g = b ⊕ m − with isotropy algebra b the decomposition of the base space. Furthermore, we will call m + the fiber direction.
If connected subgroup B ⊂ G with Lie(B) = b is closed and G/H is globally homogeneous with H ⊂ G connected, then G/H → G/B is a homogeneous fiber bundle with B/H as fibers. In general the Lie group B will not be closed. However, the decomposition g = b ⊕ m − always defines a naturally reductive decomposition and therefore a locally naturally reductive space. This is the reason why we consider infinitesimal fiber bundles.
The following is a basic result on tensors which we use in Lemma 2.8.
Lemma 2.7. Let (V, g) be a finite dimensional vector space with a metric g. If α ∈ Λ 2 V ∼ = so(V ), β ∈ Λ q V and e 1 , . . . , e n and orthonormal basis of V , then
where π is the vector representation of so(V ) and π ∧q is the induced tensor representation on
Next we briefly discuss when a Riemannian manifold with a metric connection which has parallel skew torsion can locally be written as a product. It turns out this only depends on the metric and torsion. This result is essential to prove if a space with parallel skew torsion can not be decomposed as a product.
Lemma 2.8. Let (V, g) be some vector space with a metric g. Let T ∈ Λ 3 V be a 3-form. Let h ∈ so(V ) with h · T = 0. Suppose that either i) T has no kernel and
T has a kernel and we set V 2 = ker(T ) and
Then for both cases h leaves V 1 and V 2 invariant. In other words
Proof. We view h as a skew-symmetric endomorphism of V and we write h as
where
. Since the torsion is invariant under h we get
If any two of these summands are non-zero, then they are linearly independent, since
Hence all terms vanish. We get
where the sum is over an orthonormal basis of V 1 and (B − B T ) is considered as a block matrix in so(V ). For the last equality we used Lemma 2.7. The 2-forms e i T 1 are all linearly independent, because T 1 has no kernel for both case i) and case ii). Since B(e i ) ∈ V 2 and e i T 1 ∈ Λ 2 V 1 we obtain the equation B(e i ) ∧ (e i T 1 ) = 0 for all i. This implies B(e i ) = 0 for all e i . We conclude that B = 0 and thus h leaves V 1 and V 2 invariant.
For this reason we make the following definition.
Definition 2.9. Let (V, g) be some vector space with a metric g. A 3-form T ∈ Λ 3 V is called reducible if it can be written as
Combining Lemma 2.8 with de Rham's theorem for Riemannian manifolds we obtain the following. Theorem 2.10. Let (M, g, ∇) be a complete simply connected manifold with a metric connection ∇ with non-zero parallel skew torsion T . Then the following are equivalent i) M is isometric to a product and ∇ is the product connection:
where ∇ 1 and ∇ 2 are connections on M 1 and M 2 , respectively. Both ∇ 1 and ∇ 2 have parallel skew torsion.
ii) The torsion at some point x ∈ M is reducible, i.e.
For naturally reductive spaces this result is already known, see [27] . For naturally reductive spaces a criterion on the transvection algebra is more useful. Definition 2.11. A naturally reductive decomposition g = h ⊕ m is reducible if its torsion, defined by (2.8), is given by
The following classical result due to Kostant (see also [11] ) will prove very useful at several points in this paper. Our first reducibility criterion is the following. Lemma 2.13. Let g = h ⊕ m be a naturally reductive decomposition with g its transvection algebra. Let g be the unique ad(g)-invariant non-degenerate symmetric bilinear form from Kostant's theorem, see Theorem 2.12. The reductive decomposition g = h ⊕ m is reducible if and only if there exist two non-trivial orthogonal ideals g 1 ⊂ g and g 2 ⊂ g with respect to g such that g = g 1 ⊕ g 2 and h = h 1 ⊕ h 2 with h i ⊂ g i for i = 1, 2.
Proof. Assume two such ideals exist. Let m i be the orthogonal complement of h i inside g i for i = 1, 2. Note that m i = {0} for i = 1, 2, because otherwise g is not the transvection algebra. We clearly have T ∈ Λ 3 m 1 ⊕ Λ 3 m 2 , where T is defined by (2.8) , and the decomposition g = h ⊕ m is reducible, see Definition 2.11.
Conversely suppose that g = h ⊕ m is the transvection algebra of a reducible naturally reductive decomposition, i.e. m = m 1 ⊕ m 2 with m 1 = {0}, m 2 = {0}, m 1 ⊥ m 2 , and [m 1 , m 2 ] = {0}. Then
where 
This implies that h 1 ⊥ h 2 with respect to g. We conclude that g = (h 1 ⊕ m 1 ) ⊕ (h 2 ⊕ m 2 ) is the direct sum of two ideals in the way required.
2.2. (k, B)-extensions. Next we briefly recall how a (k, B)-extension is defined in [23] . For a non-zero transvection algebra g = h ⊕ m we define a Lie algebra s(g) by
If g = {0}, then we define s({0}) = so(∞). For every finite dimensional subalgebra k ⊂ s(g) with an ad(k)-invariant metric B on k we can define a Lie algebra structure on
where n ≡ k is another copy of k. Let ϕ : k → so(m) be the natural Lie algebra representation and let ψ : k → so(n ⊕ m) be the Lie algebra representation ψ := ad ⊕ ϕ. Furthermore, let (T 0 , R 0 ) be the infinitesimal model of g = h ⊕ m. The Lie bracket on g(k) is defined by:
where we identified im(R 0 ) with h, and (2.10)
and T n (x, y, z) = B([x, y], z). Together with the metric g := B ⊕ g 0 on n ⊕ m this defines a naturally reductive decomposition with isotropy algebra h ⊕ k, see [23] . The Lie algebra g(k) is known as the double extension of g by k, see [20] . The naturally reductive infinitesimal model associated to the decomposition g = h ⊕ k ⊕ n ⊕ m is (T, R), where T is given by (2.10) and R is given by
Definition 2.14. We call the infinitesimal model (T, R) the (k, B)-extension of (T 0 , R 0 ). We also call a naturally reductive decomposition with the infinitesimal model (T, R) the (k, B)-extension of the decomposition g = h ⊕ m.
An important property of the Lie algebra g(k) is that the diagonal a ⊂ k ⊕ n is an abelian ideal. The spaces studied in Section 3.2 are characterized by such ideals. It is interesting to note that every vector in a induces a Killing vector field of constant length on the corresponding homogeneous manifold, see [21] .
It will be convenient to have the following different formulation of s(g), which is used in Lemma 3.17.
Lemma 2.15. Let g = h ⊕ m be a naturally reductive decomposition with g = {0} its transvection algebra. Let (T 0 , R 0 ) be the infinitesimal model of the decomposition. Let so h (m) = {k ∈ so(m) : [k, ad(h)] so(m) = 0, ∀h ∈ h}. Then the following holds
Proof. For all k ∈ s(g), h ∈ h and m ∈ m we have
In other words ϕ(k) ∈ so h (m). Furthermore, for all m 1 , m 2 ∈ m we have
We conclude that ϕ(k) · T 0 = 0. To find a map in the other direction we let k ∈ so h (m) with k · T 0 = 0. We definê
and we show thatk ∈ s(g). For all h, h ′ ∈ h and m ∈ m we havê
where in the before last equality we used k ∈ so h (m). It remains to show that for all
From k · T 0 = 0 we immediately get
Furthermore, we have
The right-hand-side vanishes precisely when
where ad(h)
⊥ is the orthogonal complement of ad(h) in so(m) with respect to the Killing form B so of so(m). Note that Lemma 2.7 gives
Consequently,k defines a derivation of g andk ∈ s(g). It is clear that the above two maps are inverse to each other. We conclude that s(g) ∼ = {h ∈ so h (m) : h · T 0 = 0}.
General form of a naturally reductive space
We define two types of naturally reductive spaces:
Type I: The transvection algebra is semisimple. Type II: The transvection algebra is not semisimple. First we discuss some basic results for spaces of type I. Most of this section is about describing the spaces of type II. If a Lie algebra is not semisimple, then it contains a non-trivial abelian ideal. This fact will allow us to show that every naturally reductive space of type II is an infinitesimal fiber bundle over another naturally reductive space, see Definition 2.6. In Proposition 3.13 we derive a formula for the infinitesimal model of the total space in terms of the infinitesimal model of the base space and a certain Lie algebra representation. This leads us to the main result: for every naturally reductive space of type II there exists a unique naturally reductive decomposition of the form g = h ⊕ m ⊕ L.a. R n , with g as its transvection algebra and h ⊕ m a semisimple algebra, such that the original infinitesimal model of type II is a (k, B)-
Consequently, the construction presented in [23] generates all naturally reductive spaces.
Type I.
In section we will use that there exists for every naturally reductive space a decomposition g = h ⊕ m of that space such that the metric on m is induced by an ad(g)-invariant non-degenerate symmetric bilinear form on g for which h and m are perpendicular, see Theorem 2.12. The results below about spaces of type I are quite elementary. The most interesting statement in this section is Lemma 3.3 and the partial duality this induces, see Definition 3.5 and Corollary 3.6.
Lemma 3.1. Let g be a compact simple Lie algebra together with a negative multiple of its Killing form as ad(g)-invariant non-degenerate symmetric bilinear form. Any proper subalgebra h ⊂ g gives a reductive decomposition g = h ⊕ m, with m = (h) ⊥ . This is either an irreducible naturally reductive decomposition with non-zero torsion or the decomposition of an irreducible symmetric space.
Proof. If the torsion is zero, then g = h ⊕ m is a decomposition of an irreducible symmetric space. Suppose that the torsion T defined by (2.8) is non-zero and T ∈ Λ 3 m 1 ⊕ Λ 3 m 2 for some orthogonal decomposition m = m 1 ⊕ m 2 . By Lemma 2.8 the subspace h ⊕ m 1 defines a non-zero ideal of g. Hence it has to be equal to g, which means m 1 = m. We conclude that g = h ⊕ m is irreducible.
The next result gives a criterion when g is the transvection algebra of a reductive decomposition g = h ⊕ m, with g semisimple.
Lemma 3.2. Let g = h⊕m be a naturally reductive decomposition with g semisimple and let m ⊥ h with respect to some ad(g)-invariant non-degenerate symmetric bilinear form g on g such that g| m×m = g. Let (T, R) be the infinitesimal model defined by (2.8) and (2.9). The following hold:
and by i) the transvection algebra is equal to g, iii) if the reductive decomposition is effective, then [m, m] h = h and g is the transvection algebra.
and thus l ⊂ h ⊂ l ⊥ . We conclude that l = {0} and ad| h is injective. In particular g is the transvection algebra.
ii) Let k be the subalgebra k := [m, m] h ⊕ m. By Kostant's theorem, Theorem 2.12, k is a non-zero ideal in g and thus k = g. This gives us [m, m] h = h and thus by i) the transvection algebra of (T, R) is g.
iii) By Kostant's theorem [m, m] h ⊕ m is an ideal in g. Let h 0 be a complementary ideal. Since h 0 is perpendicular to m with respect to g we have h 0 ⊂ h and [h 0 , m] = {0}. By assumption we obtain h 0 = {0} and thus [m, m] h = h. Now i) implies that g is the transvection algebra.
The case that g is simple and non-compact is very different from the compact case as the following lemma shows. Lemma 3.3. Let g be a non-compact simple Lie algebra and g = h ⊕ m a naturally reductive decomposition. Then (g, h) is a symmetric pair.
Proof. By [29, Thm. 12.1.4] we know that any subalgebra h of a reductive Lie algebra g is reductive in g if and only if there is a Cartan involution of g which stabilizes h, i.e. σ(h) = h. Let σ be a Cartan involution which stabilizes h and let h = h + ⊕ h − , with
The metric on m is induced from a multiple of the Killing form and m = h ⊥ . The Killing form is invariant under all automorphisms. This implies that σ preserves m as well. Hence we also have
Since σ is a Lie algebra automorphism we immediately get
The Killing form is positive definite on m − and negative definite on m + . This implies that either
This implies that h − ⊂ ker(ad| h ) and by Lemma 3.2 this implies that h − = {0}. In this case we have g − = {0} and this contradicts the non-compactness of g. Suppose that m + = {0}. Then we have
This means (g, h) is a symmetric pair.
The above lemma greatly restricts the possible transvection algebras for a type I space. We will now discuss how this allows us to quite easily obtain all type I spaces from the classification of all compact type I spaces. Definition 3.4. A naturally reductive pair (g, h) is a Lie algebra g together with a subalgebra h ⊂ g such that there exists an ad(g)-invariant non-degenerate symmetric bilinear form g for which g| m×m is positive definite, where m = h ⊥ and such that g is the transvection algebra of the corresponding naturally reductive decomposition. Definition 3.5. A naturally reductive pair (g * , h * ) is a partial dual of a naturally reductive pair (g, h) when g * is a real form of g ⊗ C different from g and the complexified Lie algebra pairs are isomorphic:
First note that the above definition covers the duality of symmetric pairs, with the exception of the self-dual symmetric pair (eucl(R n ), so(n)). We should point out that we are not defining a complete duality for naturally reductive spaces, because it is not a one-to-one correspondence and it is only defined for a very small class of naturally reductive spaces. Also a specific naturally reductive metric does not transfer through the above partial duality. Corollary 3.6. For every non-compact naturally reductive pair (g, h) of type I there exists a partial dual pair (g * , h * ) for which g * is compact.
Proof. Let g = g 1 ⊕ L.a. g 2 be a direct sum of ideals with g 1 non-compact and simple and suppose for now that g 2 is compact. Let i = i 1 ⊕ i 2 : h → g 1 ⊕ g 2 denote the inclusion of the isotropy algebra. Note that n := i 1 (h) ⊥ ⊂ g 1 is non-trivial and contained in m = h ⊥ for every ad(g)-invariant non-degenerate symmetric bilinear form. This implies (g 1 , i 1 (h)) defines a naturally reductive pair. From Lemma 3.3 it follows that (g 1 , i 1 (h)) ≡ (g 1 , k) is a noncompact symmetric pair, where k ⊂ g 1 is the +1 eigenspace of a Cartan involution. We denote the map i 1 with restricted codomain by ϕ : h → k and the inclusion of k in g 1 by j : k → g 1 . We have
It is clear that (g * , h * ) defines a dual naturally reductive pair with g * compact. If there is more than one non-compact simple factor in g, then we simply apply the above procedure for every factor.
Remark 3.7. The process in the above corollary can also be reversed. Let g 1 be compact semisimple and suppose that (g 1 , i 1 (h)) = (g 1 , k) is an irreducible compact symmetric pair. Let (g * 1 , k) be the dual non-compact symmetric pair. Then just as above we obtain a naturally reductive pair (g
From Lemma 2.13 and the above corollary we see immediately that a non-compact naturally reductive space of type I is irreducible if and only if its compact dual is irreducible. Dual pairs are algebraically very similar and it is quite easy to obtain all non-compact naturally reductive decompositions from the compact ones because of Lemma 3.3. 
Proof. i) Since the decomposition g = h ⊕ m is reductive and a is an ideal we have
Hence iii) We know that a
holds because both h and m are in a and a is abelian. By assumption the map ad : h → so(m) has trivial kernel. Since h ∩ a is contained in the kernel we conclude that h ∩ a = {0}. In particular h ∩ a ′ = {0}.
From Lemma 3.8 and Theorem 2.10 we immediately obtain that any abelian ideal a of an irreducible effective naturally reductive decomposition h⊕m satisfies a∩m = a∩h = {0}. In other words m a = {0} if h ⊕ m is irreducible. , where π h : g → h is the projection along m. Note that h + is an ideal in h because π h is h-equivariant and a is an ideal. Let h − be a complementary ideal in h, which exists because h is a reductive Lie algebra. It will be irrelevant which complement we pick. This gives us the following decomposition:
We call this the fiber decomposition with respect to a.
Lemma 3.10. Let the notation be as in Definition 3.9. Then the following hold:
Proof. i) From Lemma 3.8 we know that m a and m 0 are h-invariant. Let m ∈ m + and pick h ∈ h + such that h + m ∈ a ′ . Then by Lemma 3.8.iii) we have for every k ∈ h the following
This
Combining this with a
In the following we assume we have an abelian ideal a ⊂ g with a ∩ m = a ∩ h = {0}. We let
or equivalently Let g = h ⊕ m be an effective naturally reductive decomposition which has a non-trivial abelian ideal. If we combine Lemma 2.5 with Lemma 3.10, then we obtain an infinitesimal fiber bundle, in the sense of Definition 2.6, for every abelian ideal a ⊂ g. Definition 3.12. Let (g = h ⊕ m, g) be an effective naturally reductive decomposition with a nontrivial abelian ideal a ⊂ g and with infinitesimal model (T, R). Let g = h + ⊕ h − ⊕ m + ⊕ m − ⊕ m a be the fiber decomposition with respect to a, see Definition 3.9. Let e := h ⊕ m + ⊕ m a . The base space associated to a is given by the naturally reductive decomposition
where e is the isotropy algebra. We will denote the infinitesimal model of the base space, defined by (2.8) and (2.9), by (T 0 , R 0 ). Notation 1. Let B = ρ * g| m + ×m + be the pullback metric on h + . This metric is ad(h + )-invariant. We define a 3-form
. We define T m + := ρ(T h + ), where ρ is the natural extension ρ :
denote the restricted adjoint representations in g.
Note that T 0 is invariant under ϕ(h + ). We now derive a formula for the torsion and curvature of a naturally reductive decomposition g = h ⊕ m in terms of (T 0 , R 0 ) and the representations ϕ and ψ. Proposition 3.13. Let g = h ⊕ m be an irreducible effective naturally reductive decomposition. Let g = h + ⊕ h − ⊕ m + ⊕ m − be the fiber bundle decomposition associated with an abelian ideal a ⊂ g. Its torsion and curvature are given by 
The component in Λ 3 m − is exactly T 0 by the definition of T 0 . Let h + m ∈ a. Then by Lemma 3.10.
This proves that the summand in
. This shows that the summand in Λ 3 m + is given by 2ρ(T h + ) = 2T m + . The curvature of the base space is by definition given by
Let x, y ∈ m + and u, v ∈ m. From (3.1) it follows that
Consequently,
From the symmetries of the curvature tensor R we conclude that
In the following lemma we will prove that every effective naturally reductive decomposition admits a maximal abelian ideal. This result will be very useful for the main theorem of this section.
Lemma 3.14. Let g = h ⊕ m be an effective naturally reductive decomposition. The sum over all abelian ideals inside g is again an abelian ideal in g. In other words there always exists a maximal abelian ideal. Every derivation of g preserves the maximal abelian ideal.
Proof. Let a := + i a i be the sum of all abelian ideals a i in g. Then a ⊂ g is an ideal. We have to show for all x, y ∈ a that [x, y] = i,j [x i , y j ] = 0, where x = i x i , y = i y i , and x i , y i ∈ a i . In other words the sum of two abelian ideals a i and a j is an abelian ideal in g. It is clear that a i + a j is an ideal and that [a i , a j ] ⊂ a i ∩ a j . This means that if a ij := a i ∩ a j is equal to {0}, then a i + a j is also abelian.
Let g = h 
, where π m : g → m is the projection along h. Then o i ⊂ a i and thus Lemma 3.10 implies that
We have a i = o i ⊕ a ij . By construction we have o i ∩ a j = {0}. This implies that o i ⊕ a j is again an abelian ideal. Since a ij ⊂ a j we obtain
We conclude that a i + a j is an abelian ideal and thus also a = + i a i is an abelian ideal. Moreover, a is maximal in the sense that it contains all other abelian ideals.
The maximal abelian ideal of g is the sum over all abelian ideals. The image of an abelian ideal under an automorphism is an abelian ideal. Therefore, we see that any automorphism preserves the maximal abelian ideal. This implies that also all derivations preserve the maximal abelian ideal.
) be an effective naturally reductive decomposition for some abelian ideal a ⊂ g with a ∩ m = {0}. Let l := ker(ϕ) and l ⊥ the orthogonal complement in h + with respect to ρ * g. Then we have the following decomposition of ideals
The restricted representation α = ad|
Proof. Let m 
In total we have [h, m] = {0}. This implies h = 0, because we assumed the reductive decomposition to be effective. We conclude ker(α) = {0}.
By Lemma 2.8 the above Lemma 3.15 implies that for an irreducible naturally reductive decomposition g = h ⊕ m and any abelian ideal a ⊂ g there are two possible cases: ker(ϕ) = {0} or m − = {0}. The case m − = {0} corresponds to the (k, B)-extensions of a point space.
Lemma 3.16. Let g = h ⊕ m be an effective irreducible naturally reductive decomposition with an abelian ideal a ⊂ g. Let g = h + ⊕ h − ⊕ m + ⊕ m − be the fiber decomposition associated with a. Let
, where this time π h is the projection onto h along a ⊕ m
− is a subalgebra of g and
Moreover, a is contained in the center of a ⊕ h 0 ⊕ m − . If we define a Lie algebra structure on g 
Clearly we have [m
Thus, a ⊕ h 0 ⊕ m − is a subalgebra and a is contained in its center. By definition of h 
Since g − is the transvection algebra of h 0 ⊕ m − it follows by Lemma 2.15 that h + is identified with a subalgebra of s(g − ). By Lemma 3.14 all derivations of g − preserve the maximal abelian ideal, so in particular h + preserves it.
Let the notation be as in Lemma 3.16 and let
be the quotient map. Now we come to the main result of this section.
Theorem 3.18. Let (g = h ⊕ m, g) be an irreducible naturally reductive decomposition with g its transvection algebra. Let
be the fiber decomposition with respect to the maximal abelian ideal a. Then the base space associated to a is isomorphic to the following naturally reductive decomposition
Proof. By assumption our naturally reductive decomposition is irreducible. Therefore, either l := ker(ϕ) = h + and m − = {0} or l = {0} holds by Lemma 3.15. In case l = h + we have g − = {0} and thus the base space is of the required form.
Now we consider the case l = ker(ϕ) = {0}. Let g − = h 0 ⊕ m − be the transvection algebra of the base space described in Lemma 3.16. Let b be the maximal abelian ideal in g − , which exists by Lemma 3.14. Then b is also an abelian ideal of h 
, where p is the map from (3.2). Then a is an ideal in g and a ⊂ a.
′ and a i ∈ a for i = 1, 2. Let m 1 , . . . , m l be an orthonormal basis of m + and
where in the second equality we use
and that a commutes with h 0 ⊕ m − . All the summands vanish by (3.3). We conclude [x 1 , x 2 ] = 0 and thus a is an abelian ideal. The maximality of a implies a = a. Hence b ′ = {0}. We have
In Lemma 3.16 we saw that g − is the transvection algebra of g
Hence m − b is in the center of g − . By Lemma 3.8.ii) we know that h 0 ⊕ m 0 is a subalgebra of g − . We conclude that
The subalgebra h 0 ⊕ m 0 has no non-trivial abelian ideals, since b is the maximal abelian ideal of g − . In other words h 0 ⊕ m 0 is semisimple or equal to {0}. The infinitesimal model of the (ϕ(h + ), ρ * g| m + ×m + )-extension is identified with the infinitesimal model of g = h⊕m through the isometry ρ⊕id :
It follows directly from Proposition 3.13 and the equations (2.10) and (2.11) that ρ ⊕ id is an isomorphism of the infinitesimal models. We conclude that (g = h ⊕ m, g) is isomorphic to the
Definition 3.19. Let the notation be as in Theorem 3.18. We call the base space associated with the maximal abelian ideal the canonical base space. Furthermore, we will call m + the canonical fiber direction.
Remark 3.20. The partial duality of pairs from Definition 3.5 also takes a very simple form for spaces of type II. If two spaces of type II are partial dual to each other, then it easily follows from Theorem 3.18 that the canonical base spaces also define partial dual pairs. This means that for every naturally reductive pair of type II there exists a partial dual pair for which the semisimple part of the canonical base space is compact.
Remark 3.21. In [20] the authors proved that the class of Lie algebras which admit an invariant nondegenerate symmetric bilinear form on it is the smallest class which contains the simple and abelian Lie algebras and which is stable under direct sums and double extensions. Theorem 3.18 is similar in the sense that every irreducible infinitesimal model is obtained as a (k, B)-extension of an naturally reductive infinitesimal model which has a reductive transvection algebra. The biggest difference is that we do not obtain any new spaces by repeated (k, B)-extensions. Therefore the formula in [23, Sec. 2.3] directly describes all naturally reductive spaces.
Isomorphism and irreducibility criteria
With the knowledge that any naturally reductive decomposition is a particular (k, B)-extension we prove in this section relatively easy to check criteria for two naturally reductive spaces to be locally isomorphic. It is also important to known when a naturally reductive space is irreducible. Therefore, we give a necessary and sufficient condition for a (k, B)-extension to be irreducible in Proposition 4.7. First we will investigate under which conditions the canonical base space of a (k, B)-extension of some naturally reductive decomposition g = h ⊕ m is again isomorphic to g = h ⊕ m, which unfortunately is not automatically the case.
Let (g = h ⊕ m, g) be a naturally reductive decomposition of the form
with g its transvection algebra and h ⊕ m 0 a semisimple Lie algebra. Let g = g 1 ⊕ · · · ⊕ g k ⊕ R n , where g 1 , . . . , g k are simple ideals of g. Furthermore, let k ⊂ s(g) and B some ad(k)-invariant inner product on k. Let (T, R) be the infinitesimal model of the (k, B)-extension. The transvection algebra of (T, R) is given by
with the Lie bracket defined by (2.7). Let d ⊂ f be the maximal abelian ideal. We will prove when π n⊕m (d) = n, i.e. when the base space g = h ⊕ m is equal to the canonical base space of the (k, B)-extension.
Remark 4.1. The map R| ad(h⊕k) : ad(h ⊕ k) → ad(h ⊕ k) is symmetric with respect to the Killing form of so(n ⊕ m), denoted by B so , and is given by
where k 1 , k 2 , . . . , k l is an orthonormal basis of k with respect to B. This means we have an orthogonal direct sum ad(h ⊕ k) = ker(R| ad(h⊕k) ) ⊕ im(R| ad(h⊕k) ).
Notation 2. In this section we will denote R| ad(h⊕k) simply by R and
. Furthermore, the center of a Lie algebra g will be denoted by Z(g) and the semisimple part of a reductive Lie algebra g will be denoted by g ss . Let B Λ 2 denote the metric on so(m) defined by B Λ 2 (x, y) = − 1 2 tr(xy). Note that B Λ 2 is a multiple of B so . We recall some definitions from [23] . Definition 4.2. Let (g = h ⊕ m, g) be a as in (4.1). Let k ⊂ s(g) be a Lie subalgebra and let B be an ad(k)-invariant inner product on k. Then we define ϕ 1 : k → so(m 0 ) and ϕ 2 : k → so(R n ) to be the restricted representations of k and
where the orthogonal complement is taken with respect to B. Furthermore, recall that s(h ⊕ m 0 ) ∼ = Z(h) ⊕ p, where Z(h) ⊂ h is the center of h and p := {m ∈ m 0 : [h, m] = 0, ∀h ∈ h}. In this way we identify k 1 ⊕ k 2 ⊂ Aut(h ⊕ m 0 ) with inner derivations:
Lemma 4.3. Let g = h ⊕ m be a naturally reductive decomposition with g its transvection algebra as in (4.1). Let k ⊂ s(g) and let B be an ad(k)-invariant inner product on k. Let (T, R) be the infinitesimal model of the (k, B)-extension. Then
Moreover, if k 1 = {0}, then ker(R) = {0}.
Proof. Note that
⊥ ∩ n and n = 0. Let k ∈ k be the element corresponding to n. From Lemma 4.3 we know that ψ(k ss ) ⊂ im(R), thus q(a ss ) ⊂ f. Note that a ss ⊂ g(k) is an abelian ideal. Thus, the subalgebra q(a ss ) is also an abelian ideal in ad(h ⊕ k) ⊕ n ⊕ m, because q is a surjective Lie algebra homomorphism. Therefore, q(a ss ) ⊂ d and we obtain n ss ⊂ π n⊕m (d). This implies k ∈ Z(k). Suppose that ψ(k) ∈ im(R). It is easy to see that k + n ∈ Z(g(k)). The homomorphism q is surjective and thus q(k + n) = ψ(k) + n ∈ Z(f) and
is an abelian ideal. This contradicts the maximality of d. We conclude that ψ(k) / ∈ im(R) and thus that ker(R) = {0}. We have shown that (ii) does not hold. Now we can assume that n ⊂ π n⊕m (d).
We will use the diagram (4.5) to transfer the abelian ideal d ⊂ f to k⋉g and conclude that π m (Z(b 1 )) = {0}. By Lemma 3.17 we know that d is also preserved by all derivations of f. As pointed out above,
Note that ker(q) ⊂ Z(h ⊕ k) and ker(q) commutes with n ⊕ m, thus ker(q) ⊂ Z(g(k)). The subspace q −1 (d) is a 2-step nilpotent ideal in g(k) with ker(q) contained in its center. Therefore, the subalgebrad := p(q −1 (d)) is a 2-step nilpotent ideal in k ⋉ g. The reductive decomposition ad(h ⊕ k) ⊕ n ⊕ m is effective. Thus, we know that q(a) + d is an abelian ideal in ad(h ⊕ k) ⊕ n ⊕ m, see Lemma 3.14. Let ad(u) + n ∈ d with u ∈ h⊕k and n ∈ n. Let k ∈ k such that k+n ∈ a. We have ad(u−k) = ad(u)+n−(ad(k)+n) ∈ q(a)+d. From Lemma 3.8. iii) we obtain ad(u) = ad(k) and thus q(a) ⊂ d. In particular, for every k + n ∈ a we have 0 = [ad(h
where we used Lemma 3.10. This implies that k ′ ∈ Z(k). Let
where x ∈ R n and g i ∈ g i with g i a simple ideal of g for i = 1, . . . , k. Consider
, then this implies that g i ⊂d, because g i is simple andd is an ideal. This is not possible becaused is 2-step nilpotent and g i is simple. We conclude that [d,
If we take the Lie bracket of z and w in f, we obtain
where k 1 , . . . , k l is an orthonormal basis of k with respect to B and n i is the corresponding basis of n. This contradicts the fact that d is abelian. We conclude that [k ′ , y] = 0 for all y ∈ R n . In other words k ′ ∈ k 1 . Remember that k ′ ∈ Der(g) and we showed k
Hence we see that 0 = k ′ ∈ Z(k 1 ) and π m (h ′ + m) = m = 0. Remember that we defined b 1 ⊂ g 1 ⊕ · · · ⊕ g k by ad(b 1 ) = k 1 in Definition 4.2. This proves that (i) does not hold.
For the converse, suppose π n⊕m (d) = n. Let n ∈ n and ω ∈ im(R) such that ω + n ∈ d. Let k ∈ k be the corresponding element of n. Note that Lemma 3.10.iv) and Remark 3.11 imply ω = ψ(k). Thus for all k ∈ k we get ψ(k) ∈ im(R) and if
where k 1 , . . . , k l is an orthonormal basis of k. This implies ω ′ ⊥ ad(h), because im(R 0 ) = ad(h) and R 0 is symmetric with respect to B Λ 2 . We have ω ′ ⊥ ad(h ⊕ k) and thus ω ′ = 0. We conclude that ker(R) = {0}.
Finally, we still need to show that if ker(R) = {0} and π m (Z(b 1 )) = {0}, then π n⊕m (d) = n. Let b = h + m ∈ Z(b 1 ) ⊂ h ⊕ m with m = 0. Let n ∈ n and k ∈ k be the elements corresponding to b. Since ker(R) = {0} we know that ψ(k) ∈ im(R) and ad(h) ∈ im(R). We easily see that −ψ(k)+ad(h)+m ∈ Z(f) and thus in particular that −ψ(k)+ad(h)+m ∈ d. We have 0 = m ∈ π n⊕m (d) and m / ∈ n and thus π n⊕m (d) = n.
From the above lemma we see that if π n⊕m (d) = n, then im(R) = ad(h ⊕ k) and ad(Z(k 1 )) ⊂ ad(h). More precisely, we obtain
Note that his is a formula for the holonomy algebra of the naturally reductive connection of a (k, B)-extension. 
where h i ⊕ m 0,i is semisimple or {0}. Let (T i , R i ) be the infinitesimal model of g i = h i ⊕ m i for i = 1, 2. Furthermore, let f i = r i ⊕ n i ⊕ m i be the transvection algebra of the (k i , B i )-extension of (T i , R i ), where r i is the isotropy algebra. Suppose g i = h i ⊕ m i is the canonical base space of the (k i , B i )-extension for i = 1, 2 and that the (k 1 , B 1 )-extension and (k 2 , B 2 )-extension are isomorphic. Then there is a Lie algebra isomorphism τ :
is an isometry and τ * : k 1 → k 2 is an isometry, where τ * : Der(g 1 ) → Der(g 2 ) is the induced map on derivations.
Proof. From Lemma 2.4 we obtain a Lie algebra isomorphism
such that σ(r 1 ) = r 2 and σ preserves the unique bilinear form from Kostant's theorem, see Theorem 2.12. The maximal abelian ideal a 1 of f 1 is bijectively mapped to the maximal abelian ideal a 2 of f 2 by σ. This implies that σ(n 1 ) = n 2 and thus we obtain σ(m 1 ) = m 2 , because σ| n1⊕m1 : n 1 ⊕m 1 → n 2 ⊕m 2 is an isometry. For all x, y ∈ m 1 we obtain
, where σ also denotes the linear map Λ 2 m 1 → Λ 2 m 2 induced by σ| m1 : m 1 → m 2 . By Lemma 2.4 the isometry σ| m1 : m 1 → m 2 induces a Lie algebra isomorphism τ : g 1 → g 2 , which satisfies τ (h 1 ) = h 2 and τ | m1 = σ| m1 is an isometry. Recall from Lemma 2.15 that s(g i ) ∼ = {x ∈ so hi (m i ) : h · T i = 0}. Under this identification τ * : s(g 1 ) → s(g 2 ) is given by τ * (x) = σ| m1 • x • (σ| m1 ) −1 . Let k 1 ∈ k 1 and let n 1 ∈ n 1 be element corresponding to k 1 . For every m 2 ∈ m 2 we have
Remember that by definition (k i , B i ) = (n i , B i ). Therefore, τ * | k1 : k 1 → k 2 is given by the isometry σ| n1 : n 1 → n 2 .
This proposition also implies that the canonical base space is unique for every space. It can be quite non-trivial to see whether two infinitesimal models (T 1 , R 2 ) and (T 2 , R 2 ) on (m, g) are equivalent. We can view the canonical base space as an invariant of the infinitesimal model. For a base space
n it is also quite tractable to decide when two algebras k 1 , k 2 ⊂ s(g) are conjugate to each other and thus to decide if two naturally reductive spaces are isomorphic.
We are mainly interested in irreducible naturally reductive spaces. This is now investigated for type II. Suppose that g = h ⊕ m is a naturally reductive decomposition of type II with g its transvection algebra. Furthermore, suppose that the naturally reductive decomposition is reducible, i.e.
see Lemma 2.13. Let a ⊂ g be the maximal abelian ideal. Let π i : g → g i := h i ⊕ m i be the projection for i = 1, 2. Now π i (a) ⊂ g i is an abelian ideal in g i . Hence π 1 (a) ⊕ π 2 (a) is also an abelian ideal of g. We have a ⊂ π 1 (a) ⊕ π 2 (a) and a is maximal, thus a = π 1 (a) ⊕ π 2 (a). This means that if a reductive decomposition of type II is reducible, then we also obtain a decomposition g − = g ) and k 1 ⊥ k 2 with respect to B, then the (k, B)-extension is clearly always reducible. The above discussion also implies that if a type II space admits a partial dual pair, then it is reducible if and only if its partial dual pair is reducible.
We would also like to have a criterion when a (k, B)-extension of a naturally reductive decomposition g = h ⊕ m ⊕ L.a. R n is irreducible. The following proposition will give us such a criterion. For this it is good to remember that the algebra s(h ⊕ m ⊕ L.a. R n ) ∼ = Z(h) ⊕ p ⊕ so(R n ), where p = {m ∈ m : [h, m] = 0, ∀h ∈ h}. Proposition 4.7. Let g = h ⊕ m ⊕ L.a. R n be an effective naturally reductive decomposition, with g its transvection algebra and h⊕m semisimple. Furthermore, let k ⊂ s(g) and let B be some ad(k)-invariant inner product on k. Consider the following decomposition 
and an orthogonal decomposition of ideals k = k ′ ⊕ k ′′ with respect to B such that k ′ acts trivially on all elements of W ′′ and k ′′ acts trivially on all elements of W ′ .
Proof. If such a partition exists, then it is clear from the formula of the (k, B)-extension and Theorem 2.10 that the (k, B)-extension is reducible. For the converse we suppose the (k, B)-extension is reducible. Let v := {v ∈ m ⊕ R n : ϕ(k)v = 0, ∀k ∈ k}. Suppose that m i ⊂ v for some i = 1, . . . , p + q. Then we can define a partition by W ′ := {m i }, W ′′ := {m 1 , . . . ,m i , . . . , m p+q } and define k ′ := {0} and k ′′ := k. From now on we assume that no m i contained in v. Let f be the transvection algebra of the (k, B)-extension (T, R). If the (k, B)-extension is reducible, then by Lemma 2.13 there exist two orthogonal ideals f 1 ⊂ f and f 2 ⊂ f with respect to the unique bilinear form from Kostant's theorem, such that f = f 1 ⊕ f 2 and im(R) = r 1 ⊕ r 2 with r i ⊂ f i . Let a ⊂ f be the maximal abelian ideal. Let π i : f → f i be the projections for i = 1, 2. Now π i (a) ⊂ f i is an abelian ideal in f i . Hence also π 1 (a) ⊕ π 2 (a) is an abelian ideal of f. Since a ⊂ π 1 (a) ⊕ π 2 (a) and a is maximal we obtain a = π 1 (a) ⊕ π 2 (a). Hence n = n ′ ⊕ n ′′ with n ′ ⊂ f 1 and n ′′ ⊂ f 2 . In particular this implies that n ′ ⊥ n ′′ . Let k = k ′ ⊕ k ′′ be the corresponding orthogonal decomposition of k. We will now show for all m i that either m i ⊂ f 1 or m i ⊂ f 2 . Since there is no m i contained in v we have
. This implies that m p+j is contained in either f 1 or f 2 for all j = 1, . . . , q. We consider the case that h i ⊕ m i is not a reductive decomposition of an irreducible symmetric space. Theorem 3.18 together with the results in [23] give us an explicit construction for any naturally reductive space. Furthermore, we showed in this section that this general formula of a naturally reductive space allows us to decide when two naturally reductive spaces are isomorphic or whether one naturally reductive space is irreducible. In a forthcoming paper we will illustrate the use of these results by classifying all naturally reductive spaces up to dimension 8.
