Abstract. Sufficient conditions for computation of the H-functions with complex parameters by means of residues are derived and some examples are given.
Introduction. Let k(s) =
Here, and elsewhere in this paper, (p, α) P = (p 1 ,α 1 ), (p 2 ,α 2 ),...,(p P ,α P ), and similarly for (q, β) Q . When (α) P and (β) Q are integer vectors, the H-function with complex parameters reduces to the Meijer G-function (see [4, 11, 12, 13, 14, 15, 16] ), and when (α) P and (β) Q are real vectors, it reduces to the Fox H-function [5, 19] . The G-and H-functions play an important role in statistics and physical sciences (see [7, 8, 9, 10, 19] ).
In [1] , the authors derived necessary and sufficient conditions, under which the integral (1.3) defining the H-function converges absolutely. The approach in [1] was based on the following asymptotic expansion of |k(s)|. where
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The following theorem gives the conditions, derived in [1] , under which the integral (1.3) defining the H-function converges absolutely.
Re β j , ( 
These conditions, naturally, reduce to those of the classical case where the α j 's and β j 's are real. Also in [1] some well-known integrals that are not special cases of the classical Fox H-function were expressed as H-function with complex parameters.
The present paper is a continuation of the work in [1] . In this paper, we determine sufficient conditions that enable one to compute the H-function with complex parameters (1.3) as a sum of residues at the right or the left poles of k(s)z −s . It should be mentioned that Braaksma [3] was the first to apply the residue theorem to evaluate the integral (1.3) in the special case when α j = ±1 and β j = ±1. See also [17, 18] , where the residue theorem was used to compute the integral (1.3), with real α j 's and β j 's, for two other contours. It is striking that under some conditions, the H-function with complex parameters can be computed, in certain annulus of the complex plane, by the residues at the right poles as well as the residue at the left poles. This phenomenon has no parallel when the vectors (α j ) P and (β j ) Q are real vectors. We apply our result to compute the H-function (1.3) in some particular cases.
Evaluation by means of residues.
We need the following remark.
Remark 2.1. If w is a complex number, that is, not a zero of sin z, and z 0 is the zero of sin z closest to w, then
Since z 0 is the zero of sin z closest to w, then necessarily, | Re(w − z 0 )| ≤ π/2, and moreover, 
and in case T = 0, z must also satisfy |z|
Proof. Making the change of variable s → s − c, one sees that 
(2.8)
for some r 1 and r 2 , and since 10) it follows that 12) which means that the total number of poles in the annulus r − 1 ≤ |s| ≤ r is bounded by the constant v which is independent of r . 
Clearly, 15) and hence, the promised family of circles may be taken as all circles centered at the origin and whose radii are R r , r ≥ 1. Let
The integral is taken in a clockwise direction around the contour C r , consisting of the contours C 
(2.17)
The integral I Cr is equal to the negative of the sum of all the residues of k(s)z −s at its poles within the contour C r (due to the negative orientation of the contour C r ), that will cover (PO) r as r → ∞, and since 
we see that, through the use of (2.21) and the fact that | sin z| ≤ e | Im z| , for all complex z,
Re α j . 
Im β j .
(2.26)
Using this estimate in the definition of f (s), and observing that
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Re α j ,
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for Re s ≥ 0, and
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Im α j , (2.30) and note that
since by assumption, the conditions of Theorem 1.2 are satisfied. Moreover, Armed with (2.33), we now proceed to establish part (a) of the theorem. Let
and notice that, 
(1 + v)). This completes the proof of Theorem 2.2(a). Now we proceed to prove Theorem 2.2(b).
Let α j = −α j , j = 1, 2,...,P ; β j = −β j , j = 1, 2,...,Q, and define
Then under the change of variables s → −s, 
(2.50)
In case T = 0, then T = 0, and z must also satisfy
Im α j (2.51) or, equivalently,
This completes the proof of Theorem 2.2. 
(2.53)
Thus, if T = 0, then the H-function with complex parameters can be computed for any z in the annulus r 1 < |z| < r 2 by the residues at the right poles as well as the residues at the left poles. This situation has no analogy in the real case, that is, when (α) P and (β) Q are real vectors.
Some special cases of the H-function.
In general, if w and α ≠ 0 are complex numbers, then In fact for the function
it is easy to see that N = 0, M = 0, and 
, and we obtain (3.2) for Im(z) ≥ 0. If c < 0, then the poles are right poles. Hence, computing with right poles, for x > 1,
, and we obtain (3.2) for Im(z) < 0.
Remark 3.2. It seems to the authors that (3.2) provides the first integral representation for the generalized hypergeometric geometric function P +1 F P (z) on the unit circle. 
Since N = 0 = M and ∆ 0 = Re p − Re q < −1, the H-function exists for x > 0. Since T = 0 = L, the function can be computed by the residues at the right poles for x > 1, and by the residues at the left poles for 0 < x < 1. The poles are at s = im + ip, m = 0, 1, 2,.... Since Im p > 0, all the poles are on the left, and hence 8) and for 0 < x < 1,
(3.9)
Example 3.4. If p and q are complex numbers such that Re p, Req ≠ 0, and Re p+ Re q < 0, then It is easy to check that M = N = 0, and ∆ 0 = −1 + Re p + Re q < −1. Hence,
exists for all x > 0. Since T = 0 and L = π , the function can be computed using the residues at the right poles of Γ (p + is)Γ (q − is)x −s for x > e −π and the residues at the left poles for 0 < x < e π . Thus in the interval (e −π ,e π ), the function can be computed using the residues at the right as well as at the left poles. The poles of Γ (p +is) are at s = im+ip, while those of Γ (q −is) are at s = −im−iq, and
(i) The case Im p > 0, Im q < 0. In this case all the poles are left poles and hence 13) and for 0 < x < e π ,
(3.14)
(ii) The case Im p < 0, Im q > 0. In this case all the poles are right poles and hence, 15) and for x > e −π , the exact computation as above shows that,
In this case, the poles at s = im + ip are right poles, and the poles at s = −im − iq are left poles. Thus, for x > e −π , 17) and for 0 < x < e π ,
Therefore,
In this case, the poles at s = im + ip are left poles, and the poles at s = −im − iq are right poles. Thus, for 0 < x < e π ,
and for x > e −π ,
Therefore, 
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