For a fixed Feynman graph one can consider Feynman integrals with all possible powers of propagators and try to reduce them, by linear relations, to a finite subset of integrals, the so-called master integrals. Up to now, there are numerous examples of reduction procedures resulting in a finite number of master integrals for various families of Feynman integrals. However, up to now it was just an empirical fact that the reduction procedure results in a finite number of irreducible integrals. It this paper we prove that the number of master integrals is always finite.
Introduction
Feynman integrals over loop momenta are building blocks of quantum-theoretical amplitudes in the framework of perturbation theory. After a tensor reduction based on some projectors a given Feynman graph generates various scalar Feynman integrals that have the same structure of the integrand with various distributions of powers of propagators which we shall also call indices:
Here k i , i = 1, . . . , h, are loop momenta and the denominators E r are linear combinations of constants and quadratic forms of loop momenta p i = k i , i = 1, . . . , h and independent external momenta p h+1 = q 1 , . . . , p h+N = q N of the graph. This definition covers classical denominators of the form p 2 − m 2 , where p is a linear combination of internal and external momenta and p 2 = p , as well as effective field theories and asymptotic expansions of Feynman integrals in various limits (if we encounter propagators of the form kv then we treat v the same way as external momenta).
Irreducible polynomials in the numerator can be represented as denominators raised to negative powers. Usual prescriptions k 2 = k 2 + i0, etc. are implied. The dimensional regularization [1] with d = 4 − 2ε is assumed. The Feynman integrals are functions of dimension d, masses, and kinematic invariants, q i · q j = q i0 q j0 − q i q j (Lorentz scalar products). If we do not have enough irreducible denominators to represent any quadratic form of p i as a linear combination of masses, kinematic invariants and denominators, then we are adding extra irreducible numerators that are treated in the absolutely same way as propagators.
At the modern level of perturbative calculations, when one needs to evaluate millions of Feynman integrals (1), a well-known optimal strategy here is to derive, without calculation, and then apply some relations between the given family of Feynman integrals as recurrence relations A well-known standard way to obtain such relations is provided by the method of integration by parts (IBP) [3] .
Practically, one starts from IBP relations
After the differentiation, resulting scalar products, k i · k j and k i · q j are expressed in terms of the factors in the denominator, and one arrives at IBP relations which can be written as
where b i,j are integer, c i are polynomials in a j , d, masses m i and kinematic invariants, and F(a 1 , . . . , a n ) are Feynman integrals (1) of the given family. One tries to use IBP relations in order to express a general dimensionally regularized integral of the given family as a linear combination of some 'irreducible' integrals which are also called master integrals
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. The goal of this paper is to prove the following theorem: Theorem 1. The number of master integrals is always finite.
Definition of master integrals
Normally one does not use a strict definition of master integrals -in practice one simply tries to reduce Feynman integrals as much as possible -and the integrals that could not be reduced further are declared to be master integrals 4 . However, after fixing a set of relations and an ordering one can easily define master integrals -this definition was introduced in [9] . Let us repeat this definition.
Feynman integrals (1) can be considered as elements of the field of functions F of n integer arguments a 1 , a 2 , . . . , a n (in the case of propagator powers depending on d we will shift indices and still consider a i to be integers).
After having fixed a set of relations (here we will simply take all possible IBPs and substitute all possible values of indices) we can generate by them an infinite-dimensional vector subspace R ⊂ F * . Now one considers the set of solutions of all those relations, that is the intersection of the kernels of all functionals 3 See chapter 5 of [2] for a review of the method of IBPs. 4 A general algorithm to reduce integrals to master integrals was initially suggested by Laporta, Gehrmann and Remiddi [4, 5] ; currently there are multiple implementations of this algorithm including three public versions (AIR by Anastasiou and Lazopoulos [6] , FIRE by A. Smirnov [7] and Reduze by Studerus [8] ). r ∈ R. This is a vector subspace of F and will be denoted by S. A Feynman integral considered as a function of the integer variables a 1 , . . . , a n is an element of the space S, for it satisfies the IBP relations and other relations mentioned above. Formally, S = {f ∈ F : r, f = 0 ∀ r ∈ R}.
After fixing an ordering on Feynman integrals, we can define what a master integral is. (In this paper the choice of the ordering is unsignificant, for details see [9] .) A master integral is such an integral F(a 1 , . . . , a n ) that there is no element r ∈ R acting on F such that all the points (a ′ 1 , . . . , a ′ n ) are lower than (a 1 , . . . , a n ). Therefore claiming that the number of master integrals is finite is equivalent to saying that S is a finitedimensional vector-space.
Reformulation
We will be using the definition of master integrals from the previous section, however we will need to reformulate it in a more convenient way to be able to apply some theorems from algebraic geometry.
As it has been stated in [10] , the Q-span of IBPs (before substituting indices) forms a Lie algebra g. Even more, we can describe this algebra -the Q-span of ∂ ki · k j (where k i,j are loop momenta) forms gl h (Q) -the Lie algebra of h by h matrices. The Q-span of ∂ ki · q j (where q j are external momenta) forms the nilradical of g, which is commutative and isomorphic, as a gl h (Q)-module, to the sum of N -copies of the natural representation Q h . Let C(q) = C(q 1 , ..., q N ) be a transcendental extension of C by 4 × N independent variables. There is a natural action of SO 1,3 (C) on this space and invariants of this action coincide with the subfield C(q i · q j ) where q i · q j are the scalar products of q i , q j . If N ≤ 4 the field C(q i · q j ) is freely generated by q i · q j . Otherwise this field is freely generated by elements {q m q n } 1≤m,n≤4 and {q b q m } m≤4,b>4 . Now let us extend this field C(q i · q j ) once more by the dimension d and masses m i . In what follows we denote
One more statement which follows from [10] is that g(F) is the tangent algebra to G(F) -the subgroup of F-linear transformations of the F-vector space spanned by all k i and q i preserving the subspace spanned by k i . This group acts on Feynman integrals semi-invariantly. The subgroup of elements with a determinant 1 acts invariantly and the one-dimensional subgroup (the center) multiplying all vectors by t multiplies Feynman integrals by t d . All elements of g(F) of the form ∂ ki ·k j where i = j and ∂ ki ·q j as well as ∂ ki ·k i −∂ kj ·k j vanish when applied to Feynman integrals since they are tangent to the subgroup of elements with a determinant 1. The sum i ∂ ki · k i applied to Feynman integrals multiplies them by hd. Let χ : g(Q) − → F (where g − → hd tr g) be a character. As a result of the statements in this paragraph, we have the following relation
For a set of indices (a 1 , . . . , a n ) there is a function (E a1
. All E i are quadratic forms of variables k i and q j (with coefficients in F) plus constants; only the products k i · k j and k i · q j are allowed. Therefore all E i are elements of the ring
extends to the action of the group G(F). The action of the group G(F) on a finitely generated commutative algebra A over F induces the action of G(F) on SpecFA =Hom alg (A,F) whereF is an algebraic closure of F. Now all E i become functions on SpecFA, therefore F can be considered as functions on the complement in SpecFA to hypersurfaces defined by E i . The substitution of indices into IBPs now becomes equivalent to applying g to F . Therefore we should prove that (g − χ(g))F \F := gf − χ(g)f g∈g,f ∈F \F is a finite-dimensional vector space.
Theorem 1 becomes a consequence of the following theorem (the proof is presented in the next section) Theorem 2. Let G be an algebraic group acting on a vector space X such that the action G : X has a finite number of orbits. Let χ : g − → F be a character (=a homomorphism of Lie algebras). Then for any set of functions E 1 , . . . , E n ∈ F[X] the Lie algebra g acts on the ring of regular functions F on the complement in X to the hypersurfaces defined by E i . Then the quotient (g − χ(g))F \F is finite-dimensional.
In fact, Theorem 1 is not directly sufficient to prove Theorem 2 for two reasons. The first of those is that the variety SpecFA has a finite number of G(F)-orbits but not necessary smooth. Nevertheless the statement of Theorem 2 holds for it because there is a proper inclusion j :SpecFA − → X into a smooth G(F)-variety X with a finite number of G(F)-orbits.
The second reason is that the algebra of functions generated by k i · k j can be not free. Let us prove that our case is a consequence of Theorem 1.
The algebra
be a free algebra over A generated by elements k i · k j . We can define an action of g onÂ using rules
The inclusion map i : A 0 − →Â induces the covering map of G(F)-varieties i: SpecFÂ − →SpecFA 0 . The unipotent radical of G(F) controlled by vector fields ∂ ki · q j acts as the group of parallel transforms of an affine space SpecFA 0 . Therefore it acts transitively on SpecFA 0 and then on the set of fibres of i. It is enough to prove that some fiber of i :SpecFÂ − →SpecFA 0 intersects only finitely many G(F)-orbits.
The fiber i −1 (0) coincides with SpecF(Â/(q i · k j )Â). Hence the Lie algebra gl h (F) := k i · ∂ kj preserves the ideal (q i · k j )Â, it acts on the quotientÂ/(q i · k j )Â and therefore GL h (F) acts on SpecF(Â/(q i · k j )Â). As a
Therefore it has a finite number of GL h (F)-orbits (an orbit is a set of bilinear forms with fixed rank). As a corollary the action of G(F) on SpecFÂ has a finite number of orbits.
The surjective morphism of algebras j :Â − → A induces a proper inclusion of varieties j :SpecFA − →SpecFÂ. If E 1 , . . . ,E n ∈ A is a set of functions then we can choose(any) preimages of themÊ 1 , . . . ,Ê n ∈Â. LetF be a set of functions on the complement in Specc onceptualFÂ to hypersurfaces defined byÊ i and F be a set of functions on the complement in SpecFA to hypersurfaces defined by E i . Then there is a surjective map F − → F and therefore surjective map (g − χ(g))F\F − → (g − χ(g))F \F . Hence by Theorem 2 (g − χ(g))F\F is a finite-dimensional vector space, the quotient (g − χ(g))F \F is a finite dimensional vector space too.
Proof of Theorem 2
The reader familiar with the technique of holonomic D-modules could consider Theorem 2 as an exercise. Below we explain several basic features of this technique and for all details we direct the reader to [11] .
The base field for all objects is an algebraically closed field F of characteristic 0. Let G be an algebraic group with a Lie algebra g, X be a G-variety. Let D[X] be a ring of polynomial differential operators on X. Let x 1 , ..., x n ∈ X be a basis of X and ∂ x1 , ..., ∂ xn ∈ X * be a dual basis in vector fields Vec(X). There is a rising (Bernstein) filtration
.
One can easily see that the graded algebra ⊕ i≥0 D i /D i−1 with respect to this filtration is isomorphic to F[T * X] and D i is a finite-dimensional vector space for all i. Let F be a finitely generated D[X]-module with a finite-dimensional generating space F 0 . Let 
is a D[X]-module where an action of vector fields is defined by the Leibniz rule ξ(f 1 ⊗f 2 ) = ξf 1 ⊗f 2 +f 1 ⊗ξf 2 . There is an involutive antiautomorphism φ :
x where α, β are multi-indexes. Involutive antiautomorphism turn left-modules to right-modules and vice versa. Lemma 3. Let F 1 be a right and F 2 be a left finitely generated holonomic D[X]-modules. Then
is a finite dimensional vector space.
Proof. There are two surjective maps α 1 :
They have the same kernel. The image of α 2 is finite-dimensional by lemmas 1 and 2. Then the image of α 1 is finite-dimensional too.
Let g be a Lie algebra and W be a g-module (not necessary finite-dimensional!).
Definition 2. The action of g on F is called locally finite if ∀m ∈ F there exists a finite-dimensional g-submodule V ⊂ F such that m ∈ V .
Let K be an algebraic group over F with a Lie algebra g. Let X be an F-vector space with an algebraic action of K and F be a finitely generated D[X]-module. 
Conclusion
In this paper we show that the number of master integrals is always finite. We should note that our proof is valid for standard Feynman integrals but for some 'exotic' integrals invovling infinite summations (see e.g. [12] ), the statement does not hold, see an example of integrals in finite-temperature field theory in [13] .
Our proof is non-constructive, meaning that we derive no direct restrictions on the number of master integrals or there possible values. However we plan to continue our research in order to obtain practical hints for Feynman integral reduction.
