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ABSTRACT. Diffusion over a causal network refers to the phenomenon of a change of state
of a cross-sectional unit in one period leading to a change of state of its causal neighbors
in the next period. One may estimate or test for diffusion by estimating a cross-sectionally
aggregated correlation between neighbors over time from data. However, the estimated
diffusion can be misleading if the diffusion is confounded by omitted covariates. This paper
provides a method of decomposition analysis to measure the role of the covariates on the
estimated diffusion, and develops an asymptotic inference procedure for the decomposition
analysis in such a situation. This paper also presents results from a Monte Carlo study on
the small sample performance of the inference procedure.
KEY WORDS. Diffusion over a Network; Dependency Graphs; Decomposition Analysis; Cross-
Sectional Dependence
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1. Introduction
Diffusion of people’s or firms’ choices over a social or a industrial network has drawn at-
tention in economics, sociology, and marketing. Examples include diffusion of technology
or product recommendations over social or industrial networks.(See, e.g., Conley and Udry
(2010), Banerjee, Chandrasekhar, Duflo, and Jackson (2013), Leskovec, Adamic, and Huberman
(2007), and de Matos, Ferreira, and Krackhardt (2014) to name but a few.)
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2Disentangling the role of covariates from the true causal effects has been a primary con-
cern in almost every study in causal inference. For example, the propensity score method
in program evaluations attempts to measure the effect of a social program after “elim-
inating the confounding effect” of covariates. (Rosenbaum and Rubin (1983). See also
Imbens and Wooldridge (2009) for a literature review on program evaluations.) In such
situations, the role of a covariate is determined by its influence on the program partic-
ipation by the individual to which the covariate belongs to. However, in studies of social
interactions or social networks, what matters for causal inference is the relation of covari-
ates outcomes not only in the sample unit that the covariates belong to, but also in their
neighboring units. Such a relation can arise when the network is formed based on ho-
mophily on the covariates. This is true as well for a study of diffusion over a network. For
example, suppose a network is formed among students roughly based on their parents’ in-
come. When one observes the purchase of a smartphone of a particular brand by students
over two periods, the correlation of purchases between friends over time does not neces-
sarily indicate diffusion of purchases over the network; this can merely be due to the fact
that the purchases mostly come from students from high-income families. He and Song
(2018) call this spurious diffusion.
It is far from a trivial task to disentangle the role of covariates in producing spurious
diffusion which often arises when the cross-sectional dependence ordering of covariates
is similar to the network over which the stipulated diffusion arises. One idea would be
to compare conditional covariance and unconditional covariance, both between observed
outcomes and previous-period outcomes of their neighbors, where conditional covariance
is one conditional on the covariates of interest. The main difficulty in this approach is that
due to the unconditional covariance, inference requires knowledge of the cross-sectional
dependence ordering among the covariates but this dependence ordering is rarely known
in practice. In many applications, there is no reason to believe that this dependence order-
ing coincides with the network over which the diffusion arises.
This paper develops a framework of decomposition analysis that overcomes this diffi-
culty by introducing conditional probabilities given covariates and the network after ran-
domizing the sample units, and defining a spatio-temporal dependence measure using the
conditional probabilities. Then we introduce a variant of unconfoundedness condition and
show that under this condition, a modified version of the diffusion measure proposed in
He and Song (2018) is identified as the spatio-temporal dependence measure. We decom-
pose the spatio-temporal dependence measure into a component (denoted by HS) that is
due to the covariates used and a residual unexplained by the covariates. By the identifi-
cation result, we must have HS = 0 if the spatio-temporal dependence measure is truly
the measure of diffusion. Thus the role of covariates is determined by whether HS is
zero or not, which serves as a testable implication for the unconfoundedness condition.
This paper develops asymptotic inference on HS for each index set S and shows that it is
3asymptotically valid under regularity conditions. This framework of decomposition analy-
sis is carefully designed so that all the quantities are defined conditional on the covariates
and the unknown cross-sectional dependence ordering of covariates does not affect the
asymptotic validity of inference, while they can influence the power properties.
This paper provides results from a small scale Monte Carlo simulation study. The study
investigates the finite sample performance of asymptotic confidence intervals using net-
works generated according to the preferential attachment random graph generation model
of Baraba´si and Albert. (See Jackson (2008), Section 5.2.) The results show reasonablly
stable behavior of finite sample coverage probabilities.
Causal inference on network spillover effects has received attention in the literature
recently. See Aronow and Samii (2015), van der Laan (2014), and Leung (2016). This pa-
per’s causal inference framework basically follows He and Song (2018), but departs from
the paper by developing a formal way of quantifying the role of covariates in determining
the diffusion. This requires some modification of their procedure.
The paper is organized as follows. The next section explains the causal framework
for analysis of diffusion, and introduces a spatio-temporal dependence measure for each
set of covariates, and provides a decomposition of the measure into a component due to
the covariates and a residual. The section then concludes by establishing identification
of diffusion and explaining the role of cross-sectional dependence of covariates in creat-
ing spurious diffusion. Section 3 focuses on inference on diffusion decomposition. The
section offers asymptotic inference on the component that is due to the covariates and
provides conditions for its asymptotic validity. Section 4 presents and discusses results
from a Monte Carlo simulation study. Section 5 concludes. Mathematical proofs are found
in the appendx.
2. Diffusion over Dynamic Causal Graphs
2.1. A Dynamic Causal Graph and Diffusion
Let us first introduce the notion of a directed causal graph for a set of outcomes observed
over two periods, and a causal model of diffusion over the graph, following the framework
of He and Song (2018). Let Yi,t, i = 1, 2, ..., n and t = 0, 1, denote the indicator of state
change for the cross-sectional unit i at time t, so that Yi,t = 1 records state change of unit
i in time t and Yi,t = 0 absence of such a change. Suppose that there is a large set N of
cross-sectional units constant over time t ∈ {0, 1}. Let G = (N,E) be a loopless, directed
graph, where each edge ij in E indicates a causation from Yj,0 to Yi,1. (The meaning of
causation will be made clear when we formally model diffusion of state-changes over a
network.) Define for each i ∈ N ,
N(i) ≡ {j ∈ N : ij ∈ E} and N(i) ≡ N(i) ∪ {i}.
4In other words, N(i) is the set of the in-neighbors of i, i.e., the set of vertices incidental to
an edge leading to i, so that Yj,0’s with j ∈ N(i) potentially influence Yi,1. Also, for a given
set A ⊂ N , let
N(A) ≡
⋃
j∈A
N(j), and N(A) ≡ N(A) ∪A.
The econometrician observes covariate vector Xi ∈ Rp for each sample unit i ∈ N , as well
as outcomes Yi,1 and Yj,0. Let Y1 ≡ (Yi,1)i∈N , Y0 ≡ (Yj,0)j∈N , and X = (Xi)i∈N .
The following notion of a dynamic causal graph was introduced by He and Song (2018).
Definition 2.1. Let U1 = (Ui,1)i∈N and U0 = (Uj,0)j∈N be two arrays of random vectors. We
say that (U1, U0) has graph G = (N,E) as a dynamic causal graph conditional on (X,G),
if for any disjoint A,B,A′, B′ ⊂ N such that N(A) ∩ N(A′) = ∅, B ∩ N(A′) = ∅, and
B′ ∩ N(A) = ∅, random vectors (UA,1, UB∪N(A),0) and (UA′,1, UB′∪N(A′),0) are conditionally
independent given (X,G), where for any set A ⊂ N , we denote UA,t = (Ui,t)i∈A.
We introduce two assumptions.
Assumption 2.1. (Y1, Y0) has G as a dynamic causal graph conditional on (X,G).
Assumption 2.2 (Conditional Mean Independence). For all j ∈ N , the following holds:
E[Yj,0|X,G] = E[Yj,0|Xj, G].
Assumption 2.1 says that the causal graph shapes the pattern of spatio-temporal depen-
dence of outcomes (Y1, Y0). Assumption 2.2 requires that Yj,0 is conditionally independent
of Xi’s, i 6= j, given G. Thus, the covariates of other units are not relevant in predicting
the period 0 outcome, once G is given.
We model diffusion in a causal framework as follows. First, let us define the potential
outcome (i.e., state change) of individual i in period 1 when his in-neighbors’ previous
period outcomes are given as dj1, ..., djd(i) with d(i) = |N(i)|:
ϕi(di, dj1, ..., djd(i);Ui),
where ϕi : {0, 1}d(i)+1 × U → {0, 1} is a nonstochastic map, and Ui is an U -valued random
element, and U denotes the space that Ui takes values from. Then the realized outcome
Yi,1 observed by the econometrician is defined as
Yi,1 = ϕi(Yi,0, Yj1,0, ..., Yjd(i),0;Ui).
Here we do not make any assumptions on ϕi other than the technical conditions such as
measurability, and as for Ui’s, we make assumptions that are only needed for the dynamic
causal graph condition in Assumption 2.1 to be satisfied. For Assumption 2.1, it suffices
that (U, Y0) has G as a dynamic causal graph conditional on (X,G), with U = (Ui)i∈N .
First, we define an weighted individual treatment effect of in-neighbors’ first period out-
comes on individual i. For each i ∈ N and jk ∈ N(i) = {j1, ..., jd(i)}, and for d ∈ {0, 1}, we
5define
Y ∗ijk(d) = ϕi(Yi,0, Yj1,0, ..., Yjk−1,0, d, Yjk+1,0, ..., Yjd(i),0;Ui),
i.e, the potential outcome with the fixing of the neighbor jk ’s outcome in period 0 to be d
while the unit i’s and the other neighbors’ outcomes are set at the realized values of the
first period outcomes.
We define diffusion as a weighted average treatment effect:
D ≡
∑
i∈N
1
|N(i)|
∑
j∈N(i)
E[Y ∗ij(1)− Y ∗ij(0)|X,G]wj,(2.1)
where
wj ≡ µj,0(1− µj,0)∑
ℓ∈N µℓ,0(1− µℓ,0)
,(2.2)
and µj,0 ≡ E[Yj,0|X,G]. The weight wj is chosen for its two-fold convenience. First, it en-
ables us to relax the overlap condition to its aggregate version. (See Crump, Hotz, Imbens, and Mitnik
(2006).) Second, it provides a simplified form of identification and inference.
The measure of diffusion in (2.1) is a modified version of the measure introduced by
He and Song (2018) which is the same as D in (2.1) except that it does not include nor-
malization by in-degrees |N(i)|. As we shall see later, this modification is crucial for devel-
oping a framework of decomposition analysis in this paper. It is also worth noting that the
diffusion is defined conditional on X and G. This gives the advantage that one does not
need to specify the generation of the network and the cross-sectional dependence ordering
of Xi’s.
Let us consider the problem of identifying D using observations. (Here by identification
we mean that D is consistently estimable as n grows to infinity.) Depending on the type of
an unconfoundedness condition, we may not need to use all the covariates to identify D.
To make this notion precise, we first introduce a spatio-temporal dependence measure for
each set of covariates in the next subsection.
2.2. Decomposition Analysis of Spatio-Temporal Dependence
2.2.1. Measuring Spatio-Temporal Dependence. Let us introduce some notation. Let
S = {1, ..., p}. For each S ⊂ S, let Xi,S = (Xi,k)k∈S, Xi,−S = (Xi,k)k∈S\S, XS = (Xi,S)i∈N ,
andX−S = (Xi,−S)i∈N . To avoid notational clutter, we use EF to denote conditional expec-
tation given (X,G), and similarly CovF and VarF which denotes conditional covariance
and conditional variance given (X,G). We also use similar notation with F replaced by
FS or F−S when the conditioning information is (XS, G) or (X−S, G) instead of (X,G).
Define for each S ⊂ S,
µi,1,S = EFS [Yi,1], and µj,0,S = EFS [Yj,0],(2.3)
6and also, let
Ai,0 =
1
|N(i)|
∑
j∈N(i)
Y0,j, and µ
A
i,0,S = EFS [Ai,0].
For each i, Ai,0 is the local average of the outcomes at period 0 over the in-neighbors of
unit i. When S = S, we write simply µAi,0 = µ
A
i,0,S = EF [Ai,0]. When S = ∅, we take
µAi,0,−S = µ
A
i,0.
For each S ⊂ S, we introduce an S-specific spatio-temporal dependence measure as a
normalized conditional covariance between Ai,0 − µAi,0,−S and Yi,1 given (X,G) after sym-
metrizing the probabilities over the cross-sectional units i. More specifically, let R(i) be i.i.d.
across i’s such that P{R(i) = j} = 1/n for all j ∈ N , and R(i)’s are independent of other
random quantities in the model. Then, we define
CS ≡


CovF (AR(i),0 − µAR(i),0,−S, YR(i),1)
v2
, if S 6= S, and
CovF (AR(i),0, YR(i),1)
v2
, if S = S,
=


1
nv2
∑
i∈N
EF [(Ai,0 − µAi,0,−S)(Yi,1 − EF [Y 1])], if S 6= S,
1
nv2
∑
i∈N
EF [(Ai,0 −EF [A0])(Yi,1 − EF [Y 1])], if S = S,
where
v2 =
1
n
∑
j∈N
VarF (Yj,0), A0 =
1
n
∑
i∈N
Ai,0, and Y 1 =
1
n
∑
i∈N
Yi,1.
Thus when S 6= S, CS is essentially a normalized covariance between the period 1 outcomes
and the “residuals” from projecting the local average of the period 0 outcomes over in-
neighbors on the covariates XS after resampling of the cross-sectional units.
2.2.2. Comparison with Other Spatial Dependence Measures. There are various spatial
dependence measures proposed in the literature. Moran’s I is a test statistic that is pop-
ularly used to measure spatial autocorrelation among observations. (See Moran (1950).
See also Kelejian and Prucha (2001) for asymptotic theory on Moran’s I.) Song (2018)
proposed what he calls a measure of graph concordance of outcomes over a network
which measures the relevance of a network explaining the cross-sectional dependence
of outcomes. The paper shows that the measure coincides with a population version of
an in-breeding homophily measure in Currarini, Jackson, and Pin (2009) under certain
conditions.
7Here are some remarks of comparison between the measures. First, the measure CS
is a spatio-temporal dependence measure, rather than a spatial measure. Thus the first
period outcomes Yj,0 (as causes) and the second period outcomes Yi,1 (as effects) are dif-
ferently treated. Second, like the graph concordance measure in Song (2018), quantity CS
is a population quantity to be estimated, whereas Moran’s I is a statistic constructed from
data. Third, as we shall see later, quantity CS can be viewed as a measure of a causal ef-
fect under appropriate unconfoundedness assumptions, whereas Moran’s I and the graph
concordance in Song (2018) lacks such an interpretation by themselves. Fourth, unlike
Moran’s I and the graph concordance, the role of covariates is prominent in the defini-
tion of the measure CS. Roughly speaking, CS captures spatio-temporal dependence after
“controlling for” covariates.
2.2.3. Decomposing Spatio-Temporal Dependence. We decompose the spatio-temporal
dependence measure CS to disentangle the influence of covariates from the measure. First,
note that
C∅ =
1
nv2
∑
i∈N
EF [(Ai,0 − µAi,0)(Yi,1 − EF [Y 1])].
Therefore, C∅ is a spatio-temporal dependence measure of (Y0, Y1) that can be estimated
without omitting any covariates. Let us decompose CS into two terms as follows:
CS = C∅ +HS,(2.4)
where
HS ≡


CovF (µ
A
R(i),0 − µAR(i),0,−S, YR(i),1)
v2
, if S 6= S, and
CovF (µ
A
R(i),0, YR(i),1)
v2
, if S = S
=


1
nv2
∑
i∈N
(µAi,0 − µAi,0,−S)EF [Yi,1 − EF [Y 1]], if S 6= S, and
1
nv2
∑
i∈N
µAi,0EF [Yi,1 − EF [Y 1]], if S = S.
Recall that CS is the dependence measure based on the spatio-temporal dependence be-
tween Yi,1 and Yj,0 − µj,0,−S, i.e., the residuals obtained from using the covariates except
Xi,S. If HS = 0, this means that omitting covariates Xi,S does not have an impact on the
spatio-temporal dependence measure CS. In other words, the covariates Xi,S do not play
any role determining the measure CS. Thus, the contribution of covariates XS to CS is
8captured by the term HS. Let us consider two extreme cases, one with S = S and the other
with S = {s}.
1. Decomposition along All the Covariates: First, we would like to measure the role of
all the covariates in explaining the spatio-temporal dependence. For this, we consider the
following decomposition:
CS = C∅ +HS.(2.5)
If it was a randomized control trial set-up (so that Yj,0’s are independent of X given G),
we have CS = C∅. Hence the magnitude of HS away from zero captures the failure of
the randomized control trial assumption. In particular, if the component HS is dominant,
most of the spatio-temporal dependence of outcomes Y1, Y0 along graph G observed is just
due to the covariates. Thus, by estimating the decomposition, we can gauge the role of
covariates in explaining the spatio-temporal dependence of outcomes.
2. Decomposition along Individual Covariates: In practice, one may be interested in the
role of individual covariates in explaining the diffusion. For this, we consider the following
decomposition: for s ∈ S,
Cs = C∅ +Hs.(2.6)
When the covariate Xi,s has no explanatory power on Yi,1 or Yi,0 (within the same sample
unit i), i.e., µi,1,s = µi,1 or µi,0,s = µi,0, we have
Hs = 0.
There is a literature on specification tests on µi,0,s = µi,0. (See Delgado and Gonza´lez Manteiga
(2000) and references therein.) Rejecting the null of no explanatory power using such
tests, however, does not necessarily imply that omitting the covariate causes bias to the
diffusion parameter. Such rejection can happen yet withHs being close to zero when there
is no diffusion and Xi’s are cross-sectionally independent. (See Lemma 2.2 below.)
2.3. Identification of Diffusion
2.3.1. Identifying D by CS. Let us introduce a slightly modified definition of the uncon-
foundedness condition used in the literature of program evaluations. (See, e.g., Imbens and Wooldridge
(2009).)
Definition 2.2. For each S ⊂ S, we say that S-unconfoundedness holds, if for each ij ∈ E,
(Y ∗ij(1), Y
∗
ij(0), XS) is conditionally independent of Yj,0 given (X−S, G).
The standard unconfoundedness on X−S requires that the potential outcomes are con-
ditionally independent of the treatment given X−S. Unconfoundedness according to this
standard notion does not tell us anything about the remaining covariates XS that are not
9included in the conditioning set. Thus unconfoundedness on X−S does not necessarily
imply unconfoundedness on X−S′ regardless of whether S ⊂ S ′ or S ′ ⊂ S. (See Phillips
(1988).) In contrast, the S-unconfoundedness condition requires additionally that the re-
maining covariates XS be independent of “treatments” Yj,0 given X−S (and given graph
G). The S-unconfoundedness as defined in the above definition satisfies a nice monotonic-
ity property: S-unconfoundedness always implies S ′-unconfoundedness whenever S ′ ⊂ S.
Thus unconfoundedness given less covariates is stronger than that given more covariates.
Especially S-unconfoundedness corresponds to the situation with a randomized control
trial where covariates are entirely irrelevant in treatment assignments.
The following lemma shows that under S-unconfoundedness, diffusion D is identified
as CS′ for all S
′ ⊂ S.
Lemma 2.1. Suppose that for some S ⊂ S, S-unconfoundedness holds. Then, for all S ′ ⊂ S,
D = CS′.
Hence, we have HS′ = 0 for all S
′ ⊂ S.
Proof: By applying the same arguments in the proof of Lemma 2.1 of He and Song
(2018), we have D = C∅. If S-unconfoundedness holds, we have µj,0,−S = µj,0. (See, e.g.,
Lemma 4.2(ii) of Dawid (1979).) Therefore, we have CS = C∅. Finally, S-unconfoundedness
implies S ′-unconfoundedness for all S ′ ⊂ S, yielding the desired result. 
Lemma 2.1 shows that CS as a spatio-temporal dependence measure can be viewed
as a causal effect if S-unconfoundess holds. The lemma is a simple result, yet it yields
an interesting observation regarding the decomposition in (2.4). Suppose that we have
HS 6= 0 for some S ⊂ S. Then, it means that the S-unconfoundedness fails.
For the purpose of decomposition analysis, it is crucial that we have defined diffusion D
in (2.1) with degree-normalization. Consider instead the following definition of diffusion:
D˜ ≡
∑
i∈N
∑
j∈N(i)
E[Y ∗ij(1)− Y ∗ij(0)|X,G]wj,(2.7)
in place of D defined in (2.1). Then under the S-unconfoundedness condition, we can
identify D˜ by C˜S, where C˜S is the same as CS except that Ai,0 is replaced by
A˜i,0 =
∑
j∈N(i)
Y0,j.(2.8)
We can obtain similarly H˜S which involves µ
A˜
i,0 =
∑
j∈N(i) µj,0 in place of µ
A
i,0 in HS. Now,
suppose that we are under a randomized control trial, where Yi,0’s are independent of the
covariates and G, and that Yj,0’s are identically distributed across j’s. In this case, we have
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H˜∅ = 0, and (since µ
A
i,0 = |N(i)|E[Yi,0])
H˜S =
1
nv2
∑
i∈N
|N(i)|EF [(Yi,1 − EF [Y 1])].
If |N(i)|’s covary with EF [(Yi,1 −EF [Y 1])], H˜S can be non-zero, even if there is no role for
covariates. On the other hand, we have
HS =
1
nv2
∑
i∈N
EF [(Yi,1 −EF [Y 1])] = 0,
which is consistent with the interpretation that HS captures the role of the covariates.
2.3.2. Cross-Sectional Dependence of Covariates and Failure of S-Unconfoundedness.
There is a close relationship between cross-sectional dependence of covariates and the
failure of S-unconfoundedness when in truth there is no diffusion. The result below shows
how nonnegligible HS implies cross-sectional dependence of covariates, when there is no
diffusion.
Lemma 2.2. Suppose that Assumption 2.2 holds and
ϕi(di, dj1, ..., djd(i);Ui) = ϕ˜i(di;Ui),(2.9)
for some map ϕ˜i. Suppose further that Ui is conditionally independent of X−i given (Xi, G),
where X−i = (Xj)j∈N :j 6=i, and that there exists c1 > 0 such that v
2 > c1 for all n ≥ 1.
Then if there exists c > 0 such that for all n ≥ 1 and for all S ⊂ S, |E[HS|G]| > c, then
{Xj} is conditionally cross-sectionally dependent across j’s given G.
Proof: Suppose to the contrary that {Xj} is conditionally cross-sectionally independent
across j’s given G. Then we show that E[HS|G] = O(n−1). First, we write
E[HS|G] = 1
nv2
∑
i∈N
E[(µAi,0 − µAi,0,−S)EF [Yi,1 −EF [Y 1]]|G]
=
1
nv2
∑
i∈N
E[(µAi,0 − µAi,0,−S − (µA0 − µA0,−S))µi,1|G],
where
µA0 − µA0,−S =
1
n
∑
i∈N
(µAi,0 − µAi,0,−S).
We write
1
nv2
∑
i∈N
E[(µAi,0 − µAi,0,−S)µi,1|G]
=
1
nv2
∑
i∈N
1
|N(i)|
∑
j∈N(i)
E[(µj,0 − µj,0,−S)E[µi,1|Xj, G]|G].
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Note that µi,1 is a function of only Xi by (2.9). By the cross-sectional independence of Xj ’s
given G, we find that E[µi,1|Xj, G] = E[µi,1|G] whenever i 6= j. Hence by the law of the
iterated conditional expectations, the term above is zero.
Similarly,
1
nv2
∑
i∈N
E[(µA0 − µA0,−S)µi,1|G]
=
1
n2v2
∑
i1∈N
∑
i2∈N
E[(µAi2,0 − µAi2,0,−S)µi1,1|G]
=
1
n2v2
∑
i1∈N
∑
i2∈N
1
|N(i2)|
∑
j∈N(i2)
E[(µj,0 − µj,0,−S)E[µi1,1|Xj , G]|G]
=
1
n2v2
∑
i1∈N
∑
i2∈N
1
|N(i2)|E[(µi1,0 − µi1,0,−S)µi1,1|G]1{i1 ∈ N(i2)}.
The absolute value of the last term is bounded by 1/(nv2) = O(n−1). 
The lemma above shows that under Assumption 2.2, when there is no diffusion (in
the sense of (2.9)), a nonnegligible discrepancy between D and CS can arise only due to
the conditional cross-sectional dependence of covariates given G. This means that when
Xj ’s are cross-sectionally dependent given G, even when the true diffusion D is zero, the
spatio-temporal measure CS can turn out to be non-zero. He and Song (2018) call this
phenomenon spurious diffusion in their paper. This spurious diffusion essentially comes
from the failure of S-unconfoundedness due to the cross-sectional dependence of covari-
ates. Here, the magnitude ofHS can be used to gauge howmuch of the measured diffusion
(without using the covariates Xi,S) is due to the spurious diffusion.
3. Inference on Diffusion Decomposition
3.1. Estimation
We make the following assumption to facilitate estimation of µj,0.
Assumption 3.1. There exists a function g0 : R
p → R such that for all j ∈ N ,
E[Yj,0|X,G] = g0(Xj).
In specifying function g0, we may consider approaches of parametric specification or
semiparametric specification, and allow g0 to depend on some graph characteristics. See
He and Song (2018) for details. Unlike their situation, however, we do not permitXi to be
high dimensional because the estimation error in the estimation of g0 leaves its first order
mark in the asymptotic distribution of the statistic we use.
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Let us consider estimation of decomposition in (2.4). Throughout the paper, we assume
that all the covariates are discrete. Extension to the case with continuous covariates is
possible, though with more involved arguments and additional assumptions. First, we
obtain µˆj,0,−S as follows:
µˆj,0,−S =
∑
k∈N :k 6=j
Yk,01{Xk,−S = Xj,−S}
∑
k∈N :k 6=j
1{Xk,−S = Xj,−S}
, and µˆAi,0,−S =
1
|N(i)|
∑
j∈N(i)
µˆj,0,−S.(3.1)
(Note that we do not estimate µAi,0,−S by∑
k∈N :k 6=j
Ak,01{Xk,−S = Xi,−S}
∑
k∈N :k 6=j
1{Xk,−S = Xi,−S}
.
This is because E[Ai,0|X−S, G] is not necessarily equal to E[Ai,0|Xi,−S, G], under the condi-
tional mean independence assumption in Assumption 2.2.) We also define µˆj,0 to be µˆj,0,−S
except that we replace Xk,−S by Xk.
To construct the estimated version of diffusion decomposition, we first define
CˆS ≡


1
nvˆ2
∑
i∈N
(Ai,0 − µˆAi,0,−S)(Yi,1 − Y 1), if S 6= S,
1
nvˆ2
∑
i∈N
(Ai,0 − A0)(Yi,1 − Y 1), if S = S,
where
vˆ2 =
1
n
∑
j∈N
(Yj,0 − µˆj,0)2.
We also set µˆAi,0,−S = µˆ
A
i,0 if S = ∅. We construct the following sample analogue estimator
of HS:
HˆS ≡


1
nvˆ2
∑
i∈N
(µˆAi,0 − µˆAi,0,−S)(Yi,1 − Y 1), if S 6= S, and
1
nvˆ2
∑
i∈N
µˆAi,0(Yi,1 − Y 1), if S = S.
Then, we have an estimated version of the diffusion decomposition as follows:
CˆS = Cˆ∅ + HˆS.(3.2)
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3.2. Asymptotic Inference
The main interest for us is in whether HS is far away from zero with statistical signifi-
cance. For this, we develop asymptotic inference on HS. First, we present the asymptotic
linear representation of HˆS. Let
εj,0 = Yj,0 − µj,0,
εi,1 = Yi,1 − µi,1,
and define
ρj,0,−S =
∑
k∈N :k 6=j
εk,01{Xk,−S = Xj,−S}
∑
k∈N :k 6=j
1{Xk,−S = Xj,−S}
, and ρAi,0,−S =
1
|N(i)|
∑
j∈N(i)
ρj,0.(3.3)
Similarly, we define ρj,0 to be ρj,0,−S except that we replace Xk,−S by Xk.
Define
µ1 =
1
n
∑
i∈N
µi,1 and ε1 =
1
n
∑
i∈N
εi,1.
Then, the asymptotic linear representation of HˆS takes the following form:
√
n(HˆS −HS) = 1
v2
√
n
∑
i∈N
qi,S + oP (1),
where
qi,S = (ρ
A
i,0 − ρAi,0,−S)(µi,1 − µ1) + (µAi,0 − µAi,0,−S)(εi,1 − ε1)
−(ε2i,0 −EF [ε2i,0])HS.
(See Lemma 6.5 in the Appendix.) For inference, we need to construct an estimator of the
asymptotic variance of
√
n(HˆS−HS). For this, we make further assumptions that facilitate
estimation of µi,1.
Assumption 3.2. There exists a function g1 : [0, 1] × {0, 1} × Rp → R such that for all
i ∈ N ,
E[Yi,1|Y i,0, Yi,0, X,G] = g1(Y i,0, Yi,0, Xi),
where
Y i,0 =
1
|N(i)|
∑
j∈N(i)
Yj,0.(3.4)
The assumption says that the conditional expectation of Yi,1 given Y i,0, Yi,0, X,G depend
on G only through Y i,0. This is an index-sufficiency condition. As G involves the entire
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sample, it appears that one needs such a condition to consistently estimate the conditional
expectation function for each Yi,1 ∈ N . Depending on applications, one may adopt a
different form of index sufficiency, for example, by replacing Y i,0 by a weighted local
average of Yi,0’s with weights potentially depending on the covariates.
Let gˆ0 and gˆ1 be estimators of g0 and g1. We take µˆj,0 = gˆ0(Xj). As for µi,1, we first
generate Uj,r, r = 1, ..., R, as i.i.d. draws from the uniform distribution on [0, 1], and
construct Yj,0,r = 1{µˆj,0 ≥ Uj,r}. We obtain
µˆi,1 =
1
R
R∑
r=1
gˆ1(Y i,0,r, Yi,0, Xi),(3.5)
where
Y i,0,r =
1
|N(i)|
∑
j∈N(i)
Yj,0,r.(3.6)
We let εˆi,1 = Yi,1 − µˆi,1 and εˆi,0 = Yi,0 − µˆi,0. Using this estimate, we construct
qˆi,S = (ρˆ
A
i,0 − ρˆAi,0,−S)(µˆi,1 − µ˜1) + (µˆAi,0 − µˆAi,0,−S)(εˆi,1 − ε˜1)
−(εˆ2i,0 − µˆi,0(1− µˆi,0))HˆS,
where
µ˜1 =
1
n
∑
i∈N
µˆi,1 and ε˜1 =
1
n
∑
i∈N
εˆi,1,
and
ρˆj,0,−S =
∑
k∈N :k 6=j
εˆk,01{Xk,−S = Xj,−S}
∑
k∈N :k 6=j
1{Xk,−S = Xj,−S}
, and ρˆAi,0,−S =
1
|N(i)|
∑
j∈N(i)
ρˆj,0,−S.
Similarly, we define ρˆj,0 to be ρˆj,0,−S except that we replace Xk,−S by Xk.
As for the asymptotic variance estimator, we define
σˆ2S =
1
nvˆ4
∑
i,j∈N :N(i)∩N(j)6=∅
qˆi,S qˆj,S.(3.7)
The restriction of i, j to those with N(i)∩N (j) 6= ∅ comes from the cross-sectional depen-
dence structure of qi,S conditional on (X,G). Then, we take
σˆ2+,S ≡
{
σˆ2S,
σˆ21,S,
if σˆ2S > 0,
otherwise,
where σˆ21,S =
1
n
∑
i∈N qˆ
2
i,S.
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After obtaining σˆ2+,S, we construct the following test statistic:
TS =
√
n(HˆS −HS)
σˆ+,S
.(3.8)
The asymptotic confidence interval for HS is given by
C1−α/2,S,∞ =
[
HˆS −
c1−α/2σˆ+,S√
n
, HˆS +
c1−α/2σˆ+,S√
n
]
,
where c1−α/2 denotes the 1− α/2 percentile of N(0, 1).
3.3. Asymptotic Theory
For the asymptotic results, we use the following set of assumptions.
Assumption 3.3 (Nondegeneracy and Moment Conditions). There exists a small c > 0
such that the following is satisfied for all n ≥ 1:
(i) v2 > c and
σ2S ≡ VarF
(
1√
n
∑
i∈N
qi,S
)
> c.(3.9)
(ii) 1
n
∑
i∈N |N(i)| > c and 1n
∑
j∈N |NO(j)| > c, whereNO(j) denotes the out-neighborhood
of j, i.e., NO(j) = {i ∈ N : ij ∈ E}.
(iii) There exists C > 0 such that for all i ∈ N , |N(i)|+ |NO(i)| ≤ C, for all n ≥ 1.
Assumptions 3.3(i)-(ii) are conditions that ensure nondegeneracy of the distribution
of the test statistics and moment conditions. Assumption 3.3(iii) is a bounded degree
assumption. This assumption ensures that the graph G is sufficiently sparse. We can relax
this assumption with a more complex form of conditions and proofs, but this relaxation
provides little additional insights.
Assumption 3.4. For some sequence ωn → 0 such that
√
nω2n → 0,
max
j∈N
|µˆj,0,S − µj,0,S| = OP (ωn), for all S ⊂ S, and(3.10)
max
i∈N
|µˆi,1 − µi,1| = OP (ωn).
Assumption 3.4 requires a certain rate of convergence for the estimators. Since our
covariates are all discrete, the rate of convergence is typically obtained as OP (ωn) =
OP (1/
√
n) under regularity conditions.
Assumption 3.5. There exists ε ∈ (0, 1) such that with probability approaching one, for
any nonempty S ⊂ S,
ε ≤ min
x∈X
1
n
∑
j∈N
1{Xj,S = x} ≤ max
x∈X
1
n
∑
j∈N
1{Xj,S = x} ≤ 1− ε.(3.11)
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Assumption 3.5 is a mild regularity condition for the support of the covariates. The
following theorem establishes asymptotic validity of the confidence set for HS.
Theorem 3.1. Suppose that Assumptions 3.3 - 3.5 hold. Then for each S ⊂ S,
lim inf
n→∞
P {HS ∈ C1−α,S,∞} ≥ 1− α.
4. Monte Carlo Simulations
4.1. Data Generating Process
Let us consider the following data generating process. Let G be a given directed graph,
where N(i) denotes the in-neighborhood of node i. We first generate Xi,1’s having a graph
as having dependency graph, say, Gx,1 = (N,Ex,1). For this exercise, we take Gx,1 so that
for any i 6= j, ij ∈ Ex if and only ifN(i)∩N(j) 6= ∅. (Hence the cross-sectional dependence
ordering of Xi,1’s is designed to mimick that of Yi,1’s which are to be defined later.) We set
X∗i,1 =
∑
j∈N :ij∈Ex,1
νj,
where νj, j ∈ N , are i.i.d. draws from, say, N(0, 1). Define
Xi,1 = 1{X∗i,1 ≥ 0}.(4.1)
As for Xi,2, we draw it i.i.d. from Bernoulli with probability p = 0.5. Hence the covariates
Xi,2 do not exhibit cross-sectional dependence. Let
Xi = [Xi,1, Xi,2]
′.
We draw Xi,1 and Xi,2 independently from each other.
As for outcomes, we set
Yj,0 = 1
{
exp(c0 +X
′
jγ0)
1 + exp(c0 +X
′
jγ0)
≥ uj,0
}
,
where uj,0’s are drawn from the uniform distribution on [0, 1]. Then we define
Yi,1 = 1{c0 + δ0Y i,0 +X ′iβ0 − ui,1 ≥ 0},
where ui,1’s are drawn i.i.d. from N(0, 1), and Y i,0 is as defined in (3.4). As for the graph
G used for computing Y i,0, we used different specifications, one based on an Erdo¨s-Re´nyi
(E-R) graph with the link formation probability equal to λ/n and the other based on a
Baraba´si-Albert (B-A) graph where, starting with an E-R graph (with λ = 1) of size 20 as
a seed graph, we add one node at each step endowing the node with m links with existing
nodes where the links are formed in proportion to the degree of the nodes. The graph
characteristics and the true parameter values are reported in Table 1. For the results, we
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focus on the case λ = 1 and m = 1. The results are similar for the cases with λ ∈ {3, 5}
and m ∈ {2, 3}, but our data generating process is such that as the graphs become denser,
the magnitude of HS becomes smaller, making these set-ups less interesting.
As for the parameters, we have set γ0 = β0 = [2, 2]
′ and c0 = −1.5. The Monte Carlo
number is set to be 5,000. The Monte Carlo simulation number used to generate the true
values of HS with S = S is chosen to be 100,000. The simulation number R in (3.5) is
set to be 10,000, and the estimation of the parameters β0 and γ0 is done using maximum
likelihood estimation.
4.2. Results
The focus of the study is on the finite sample quality of the asymptotic inference on HS
with S = S = {1, 2}. The results are found in Table 2. As δ0 becomes larger (so that cross-
sectional dependence of Yi,1’s becomes stronger), the use of normal approximation suffers
from under-coverage. This tendency seems more stark with B-A graphs than with E-R
graphs. As B-A graphs are denser than E-R graphs in our set-up, using denser graphs tend
to cause under-coverage as well. However, one needs to use care in comparing results
across different graphs because the target parameter HS also changes with the graphs.
Overall, it appears that the asymptotic inference performs well in this simulation set-up.
5. Conclusion
We develop a framework in which we quantify the role of the covariates contributing to
spurious diffusion. This paper’s proposal can be useful in practice especially when there
is a concern about potential bias in the estimated diffusion due to the covariates. In this
situation, one may want to quantify the role of covariates in the estimated diffusion and
see whether the role is statistically significant. This paper provides a statistical method
that is potentially useful in such a situation.
One promising line of future research could be to investigate whether there exists in-
ference based on permutation on the diffusion decomposition. Conditional on X and G,
observations are all heterogeneously distributed. Hence standard nonparametric bootstrap
does not work. However, there could be a permutation-based approach that exhibits better
finite sample performance than asymptotic inference. This was shown in Song (2018) in
his study of graph concordance.
18
TABLE 1. The Degree Characteristics of the Graphs and the True Parameters
Used in the Simulation Study
E-R Graph B-A Graph
max. deg. n = 500 6 15
n = 1000 6 42
ave. deg. n = 500 1.0660 1.9520
n = 1000 1.0880 1.9790
HS δ0 = 0.0 n = 500 0.0181 -0.0224
n = 1000 0.0085 -0.0087
δ0 = 0.5 n = 500 0.0751 0.0160
n = 1000 0.0745 0.0201
δ0 = 1.0 n = 500 0.1271 0.0477
n = 1000 0.1306 0.0451
D δ0 = 0.5 n = 500 0.0471 0.0674
n = 1000 0.0457 0.0757
δ0 = 1.0 n = 500 0.0863 0.1229
n = 1000 0.0823 0.1378
Notes: The tables give the network characteristics of the graph that was used for the simulation study
and the true diffusion values we generated for the inference study. The simulation study was based on
a single generation of the random graphs. The E-R graph represents Erdo¨s-Re´nyi Random Graph and
the B-A graph represents a Baraba´si-Albert random graph. The results reported here were E-R graphs
with λ = 1 and B-A graphs with m = 1. The true parameters HS and D were computed from 100, 000
simulations. Note that when δ0 = 0, D = 0 in our simulation design.
6. Appendix: Mathematical Proofs
Throughout the appendix, we assume that the conditions of Theorem 3.1 hold. Define
wkj,S =
1{Xk,S = Xj,S}
1
n
∑
ℓ∈N :ℓ 6=j 1{Xℓ,S = Xj,S}
, and w˜ki,S =
1
|N(i)|
∑
j∈N(i):j 6=k
wkj,S.(6.1)
We let
wij =
1{Xi = Xj}
1
n
∑
k∈N :k 6=j 1{Xk = Xj}
, and(6.2)
wij,−S =
1{Xi,−S = Xj,−S}
1
n
∑
k∈N :k 6=j 1{Xk,−S = Xj,−S}
.
Let wkj = wkj,S for simplicity.
Lemma 6.1. There exists a constant M > 0 such that
max
k,j∈N
wkj,S ≤M, and max
k,i∈N
w˜ki,S ≤M,(6.3)
with probability approaching one.
19
TABLE 2. The Empirical Coverage Probability and the Mean Length of Con-
fidence Intervals from the Normal Distribution at 95% Nominal Level
The Empirical Coverage Probabilities
B-A Graph: m = 1 E-R Graph: λ = 1
δ0 90% 95% 99% 90% 95% 99%
0.0 n = 500 0.8938 0.9446 0.9832 0.8936 0.9440 0.9886
n = 1000 0.8908 0.9478 0.9904 0.8978 0.9472 0.9878
0.5 n = 500 0.8896 0.9460 0.9884 0.8890 0.9428 0.9850
n = 1000 0.8912 0.9474 0.9858 0.8846 0.9412 0.9874
1.0 n = 500 0.8630 0.9284 0.9832 0.8752 0.9298 0.9820
n = 1000 0.8626 0.9290 0.9834 0.8738 0.9288 0.9834
The Mean-Length of Confidence Intervals
B-A Graph: m = 1 E-R Graph: λ = 1
δ0 90% 95% 99% 90% 95% 99%
0.0 n = 500 0.0771 0.0918 0.1207 0.0993 0.1183 0.1555
n = 1000 0.0485 0.0578 0.0760 0.0722 0.0860 0.1130
0.5 n = 500 0.0741 0.0883 0.1160 0.0978 0.1166 0.1532
n = 1000 0.0472 0.0562 0.0739 0.0701 0.0836 0.1098
1.0 n = 500 0.0743 0.0885 0.1163 0.0993 0.1184 0.1555
n = 1000 0.0479 0.0571 0.0750 0.0698 0.0832 0.1093
Notes: The target parameter is HS with S = S = {1, 2}. All the results are based on 5, 000 simulations.
Proof: Observe that
max
k,j∈N
wkj,S ≤ max
x∈X
max
j∈N
1{Xj,S = x}
1
n
∑
ℓ∈N :ℓ 6=j
1{Xℓ,S = x}
(6.4)
≤ max
x∈X
1
1
n
∑
ℓ∈N
1{Xℓ,S = x} − 1
n
.
Then there exists M > 0 such that the last term is bounded by M with probability ap-
proaching one, by Assumption 3.5.
The second statement immediately follows from the first statement. 
Lemma 6.2.
1
n
∑
i∈N
µAi,0,S(Yi,1 − EF [Yi,1]) = OP
(
1√
n
)
.(6.5)
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Proof: Note that
EF
(
1
n
∑
i∈N
µAi,0,S(Yi,1 − EF [Yi,1])
)2
=
1
n2
∑
i1∈N
∑
i2∈N
CovF (µ
A
i1,0,S
Yi1,1, µ
A
i2,0,S
Yi2,1)
=
1
n2
∑
i1,i2∈N :N(i1)∩N(i2)6=∅
CovF (µ
A
i1,0,S
Yi1,1, µ
A
i2,0,S
Yi2,1).
The second equality follows because Yi1,1 and Yi2,1 are conditionally independent given
(X,G) whenever N(i1)∩N(i2) 6= ∅ by Assumption 2.1. The desired result follows because
|Yi,1| ≤ 1. 
Lemma 6.3. For each S ⊂ S, the following statements hold.
1√
n
∑
i∈N
ρAi,0,S(εi,1 − ε1) = oP (1).
Proof: Let wkj,S be as defined in (6.1). We write
1√
n
∑
i∈N
ρAi,0,Sεi,1 =
1
n
√
n
∑
i∈N
1
|N(i)|
∑
j∈N(i)
∑
k∈N :k 6=j
εk,0wkj,Sεi,1
=
1
n
√
n
∑
i∈N
∑
k∈N
εk,0w˜ki,Sεi,1,
where w˜ki,S is as defined in (6.1). Now, consider the following:
EF
(
1
n
√
n
∑
i∈N
∑
k∈N
εk,0w˜ki,Sεi,1
)2
(6.6)
=
1
n3
∑
i1∈N
∑
i2∈N
∑
k1∈N
∑
k2∈N
w˜k1i1,Sw˜k2i2,SEF [εk1,0εk2,0εi1,1εi2,1]
=
1
n3
∑
i1,i2∈N :N(i1)∩N(i2)6=∅
∑
k1,k2∈N(i1)∪N(i2):k1 6=k2
w˜k1i1,Sw˜k2i2,SEF [εk1,0εk2,0εi1,1εi2,1]
+
1
n3
∑
i1,i2∈N :N(i1)∩N(i2)6=∅
∑
k∈N
w˜ki1,Sw˜ki2,SEF [ε
2
k,0εi1,1εi2,1].
Under the bounded degree assumption (Assumption 3.3(iii)), and by Lemma 6.1, the first
term on the right hand side of the last equality is equal to OP (n
−2) and the last term is
OP (n
−1). Thus we find that
1
n
√
n
∑
i∈N
∑
j∈N(i)
∑
k∈N :k 6=j
εk,0wkj,Sεi,1 = oP (1).(6.7)
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Let us consider the term
1√
n
∑
i∈N
ρAi,0,Sε1 =
1
n
√
n
∑
i∈N
∑
k∈N
εk,0w˜ki,Sε1
=
1
n2
√
n
∑
i∈N
∑
k∈N
εk,0w˜ki,S
∑
ℓ∈N
εℓ,1
=
1
n
√
n
∑
ℓ∈N
∑
k∈N
εk,0wk,Sεℓ,1,
where wk,S =
1
n
∑
i∈N w˜ki,S. The rest of the proof is the same as that of (6.7). 
Lemma 6.4. For each S ⊂ S, the following statements hold.
1
n
∑
i∈N
(
(µˆAi,0 − µˆAi,0,−S)Yi,1 − (µAi,0 − µAi,0,−S)EF [Yi,1]
)
= oP (1), and
1
n
∑
i∈N
(
(µˆAi,0 − µˆAi,0,−S)Y 1 − (µAi,0 − µAi,0,−S)EF [Y 1]
)
= oP (1).
Proof: Let us show the first statement. Consider
1
n
∑
i∈N
(
µˆAi,0,SYi,1 − µAi,0,SEF [Yi,1]
)
(6.8)
=
1
n
∑
i∈N
(
µˆAi,0,S − µAi,0,S
)
(Yi,1 − EF [Yi,1])
+
1
n
∑
i∈N
(
µˆAi,0,S − µAi,0,S
)
EF [Yi,1] +
1
n
∑
i∈N
µAi,0,S(Yi,1 −EF [Yi,1]).
The last term is oP (1) by Lemma 6.2. The second to the last term is oP (1) by (3.10) in
Assumption 3.4. As for the leading term, we bound its absolute value by
max
i∈N
|µˆAi,0,S − µAi,0,S|
(
1
n
∑
i∈N
|Yi,1 − EF [Yi,1]|
)
= OP (ωn),(6.9)
again by (3.10) in Assumption 3.4.
As for the second statement, using similar arguments, we also find that
1
n
∑
i∈N
(
µˆAi,0,SY 1 − µAi,0,SEF [Y 1]
)
= oP (1).(6.10)

Lemma 6.5. For each S ⊂ S, the following statements hold.
√
n(HˆS −HS) = 1
v2
√
n
∑
i∈N
qi,S + oP (1) .
22
Proof: We focus only on the case with S 6= S. The case with S = S can be dealt with
similarly. We write
√
n(HˆS −HS) = A1n + A2n + A3n,
where
A1n =
1√
nv2
∑
i∈N
(
(µˆAi,0 − µˆAi,0,−S)− (µAi,0 − µAi,0,−S)
)
(Yi,1 − Y 1),
A2n =
1√
nv2
∑
i∈N
(µAi,0 − µAi,0,−S)
(
(Yi,1 − Y 1)− EF [Yi,1 − Y 1]
)
, and
A3n =
1√
n
(
1
vˆ2
− 1
v2
)∑
i∈N
(µˆAi,0 − µˆAi,0,−S)(Yi,1 − Y 1).
As for A1n, we write
1√
n
∑
i∈N
(
µˆAi,0 − µAi,0
)
(Yi,1 − Y 1)(6.11)
=
1√
n
∑
i∈N
1
|N(i)|
∑
j∈N(i)
1
n
∑
k∈N :k 6=j
εk,0wkj
(
Yi,1 − Y 1
)
=
1√
n
∑
i∈N
ρAi,0
(
Yi,1 − Y 1
)
.
Applying the same argument to the term with Xi,−S ’s, and Lemma 6.3, we conclude that
A1n =
1
v2
√
n
∑
i∈N
(ρAi,0 − ρAi,0,−S)EF [Yi,1 − Y 1] + oP (1).
We now show that
A3n = − 1
v2
√
n
∑
i∈N
(ε2i,0 − EF [ε2i,0])HS + oP (1).(6.12)
From Lemma B.12 of He and Song (2018), we have
√
nv2
(
1
vˆ2
− 1
v2
)
= − 1
v2
√
n
∑
j∈N
(ε2j,0 − EF [ε2j,0]) + oP (1).(6.13)
Hence for (6.12), it remains to show that
1
n
∑
i∈N
(µˆAi,0 − µˆAi,0,−S)(Yi,1 − Y 1) =
1
n
∑
i∈N
(µAi,0 − µAi,0,−S)EF [Yi,1 − Y 1] + oP (1)
= v2HS + oP (1).
However, this follows by Lemma 6.4.
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Now, since we can rewrite A2n as
1√
nv2
∑
i∈N
(µAi,0 − µAi,0,−S) (εi,1 − ε1) ,(6.14)
we obtain the desired result by combining the results for A1n and A3n with this. 
Define
ζ1 ≡ 1
σS
1√
n
∑
i∈N
qi,S.
Lemma 6.6.
sup
u∈R
|P {ζ1 ≤ u|F} − Φ(u)| → 0, as n→∞,(6.15)
where Φ is the CDF of N(0, 1).
Proof: Let G∗ = (N,E∗) be such that for each i, j ∈ N with i 6= j, ij ∈ E∗ if and only
if N(i) ∩ N(j) 6= ∅. Since |Yi,1| ≤ 1 and qi,S ’s have G∗ as a conditional dependency graph
given (X,G), the desired result follows by applying Theorem 2.4 of Penrose (2003) with
Assumptions 3.3(i)(iii). 
Lemma 6.7.
1
n
n∑
i=1
(qˆi,S − qi,S)2 = OP (ω2n).
Proof: Let
∆ˆρi,S = ρˆ
A
i,0 − ρˆAi,0,−S, and ∆ρi,S = ρAi,0 − ρAi,0,−S,
∆ˆµi,S = µˆ
A
i,0 − µˆAi,0,−S, and ∆µi,S = µAi,0 − µAi,0,−S.
Observe that
qˆi,S − qi,S = (∆ˆµi,S −∆µi,S)(εˆi,1 − ε˜1) + (εˆi,1 − εi,1 − (ε˜1 − ε1))∆µi,S
+(∆ˆρi,S −∆ρi,S)(µˆi,1 − µ˜1) + (µˆi,1 − µi,1 − (µ˜1 − µ1))∆ρi,S +Rn,i,
where
Rn,i = (εˆ
2
i,0 − ε2i,0)HˆS + ε2i,0(HˆS −HS)
−(µˆi,0(1− µˆi,0)− µi,0(1− µi,0))HˆS − µi,0(1− µi,0)(HˆS −HS).
From Lemma 6.5, we find that
HˆS = HS +OP
(
n−1/2
)
.(6.16)
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Furthermore, from Assumption 3.4, we find that
max
1≤i≤n
(
|∆ˆρi,S −∆ρi,S|+ |∆ˆµi,S −∆µi,S|+ |εˆi,1 − εi,1|+ |εˆi,0 − εi,0|
)
= OP (ωn).
Combining the results, we obtain the statement of the lemma. 
Let
V ≡ 1
n
∑
i1,i2∈N :N(i1)∩N(i2)6=∅
(qˆi1,S qˆi2,S − qi1,Sqi2,S) , and(6.17)
W ≡ 1
n
∑
i1,i2∈N :N(i1)∩N(i2)6=∅
(qi1,Sqi2,S − EF [qi1,Sqi2,S]).
Lemma 6.8.
V = oP (1), and W = oP (1).
Proof: The first statement immediately comes by following the proof of Lemma B.21 of
He and Song (2018) and applying Lemma 6.7. The second statement follows precisely as
in the same way as Lemma B.22 of He and Song (2018). 
Lemma 6.9. σˆ2S = σ
2
S + oP (1), where σ
2
S is as defined in (3.9).
Proof: We can rewrite
σ2S =
1
nv4
∑
i1,i2∈N :N(i1)∩N(i2)6=∅
EF [qi1,Sqi2,S].(6.18)
Write σˆ2S − σ2S = (V +W )/v4. The desired result follows from Lemma 6.8. 
Proof of Theorem 3.1: The desired result follows from Lemmas 6.9 and 6.6. 
References
ARONOW, P., AND C. SAMII (2015): “Estimating Average Causal Effects under Interference
between Units,” Working Paper.
BANERJEE, A., A. G. CHANDRASEKHAR, E. DUFLO, AND M. O. JACKSON (2013): “The diffu-
sion of microfinance,” Science, 341(6144), 1236498.
CONLEY, T. G., AND C. R. UDRY (2010): “Learning about a new technology: Pineapple in
Ghana,” The American Economic Review, pp. 35–69.
CRUMP, R. K., V. J. HOTZ, G. W. IMBENS, AND O. A. MITNIK (2006): “Moving the Goal-
posts: Addressing Limited Overlap in the Estimation,” NBER, 330.
CURRARINI, S., M. O. JACKSON, AND P. PIN (2009): “An Economic Model of Friendship:
Homophily, Minorities and Segregation,” Econometrica, 77, 1003–1045.
25
DAWID, P. A. (1979): “Conditional Independence in Statistical Theory,” Journal of the
Royal Statistical Society, B, 41, 1–31.
DE MATOS, M. G., P. FERREIRA, AND D. KRACKHARDT (2014): “Peer Influence in the Dif-
fusion of the iPhone 2G over a Large Social Network,” Management Information System
Quarterly, 38, 1103–1133.
DELGADO, M. A., AND W. GONZA´LEZ MANTEIGA (2000): “Significance Testing in Nonpara-
metric Regression Based on the Bootstrap,” Annals of Statistics, 29, 1469–1507.
HE, X., AND K. SONG (2018): “Measuring Diffusion over a Large Network,” arXiv:
1812.04195v1 [stat.ME].
IMBENS, G. W., AND J. M. WOOLDRIDGE (2009): “Recent Developments in the Economet-
rics of Program Evaluation,” Journal of Economic Literature, 47, 5–86.
JACKSON, M. O. (2008): Social and Economic Networks. Princeton University Press, New
Jersey, USA.
KELEJIAN, H. H., AND I. R. PRUCHA (2001): “On the Asymptotic Distribution of the Moran
I Test Statistic with Applications,” Journal of Econometrics, 104, 219–257.
LESKOVEC, J., L. A. ADAMIC, AND B. A. HUBERMAN (2007): “The Dynamics of Viral Mar-
keting,” ACM.
LEUNG, M. P. (2016): “Treatment and Spillover Effects under Network Interference,”
Working Paper.
MORAN, P. (1950): “Notes on Continuous Stochastic Phenomena,” Biometrika, 37, 17–23.
PENROSE, M. (2003): Random Geometric Graphs. Oxford University Press, New York, USA.
PHILLIPS, P. C. B. (1988): “Conditional and Unconditional Statistical Independence,” Jour-
nal of Econometrics, 38, 341–348.
ROSENBAUM, P. R., AND D. B. RUBIN (1983): “The Central Role of the Propensity Score in
Observational Studies for Causal Effects,” Biometrika, 70(1), 41–55.
SONG, K. (2018): “Measuring the Graph Concordance of Locally Dependent Observa-
tions,” Review of Economics and Statistics, 100, 535–549.
VAN DER LAAN, M. (2014): “Causal Inference for a Population of Causally Connected
Units,” Journal of Causal Inference, 2, 13–74.
