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1 Einleitung
In zahlreichen und häufig sehr unterschiedlichen Wissenschaftsgebieten begegnen
uns Problemstellungen, die mit Hilfe der Optimalen Steuerung gelöst werden kön-
nen. Optimalsteuerprobleme finden sich so z.B. in Bereichen wie der Robotik, Strö-
mungsmechanik und Aeronautik. Oftmals zur Modellierung von Bewegungen die-
nen gewöhnliche Differentialgleichungen, deren optimale Steuerung ein großes For-
schungsgebiet darstellen. Häufig werden in den physikalischen Modellen partielle
Differentialgleichungen benötigt, sodass sich Optimalsteuerprobleme ergeben, die
von komplex gekoppelter sowohl partieller als auch gewöhnlicher Differentialglei-
chungsnatur sind. Diese gekoppelten Systeme sind vonnöten, um Phänomene hin-
reichend genau beschreiben zu können. Als natürliche Bedingungen ergeben sich
zusätzlich in vielen Fällen Zustands- und (oder) Steuerbeschränkungen im Rahmen
dieser Optimierungsprobleme. Den Optimierungsproblemen liegt die Existenz einer
Steuerung zugrunde, die auf einen Zustand wirkt. Dieser Zustand ist durch oben
beschriebene Differentialgleichungen gegeben.
In der vorliegenden Dissertation beschäftigen wir uns mit einem Phänomen aus der
klassischen Elektrodynamik. Die von uns in der Arbeit vorgestellten Gleichungen
modellieren die Bewegung von elektrischen Ladungen in elektromagnetischen, zeit-
lich veränderlichen Feldern. Diese beschriebenen Variablen werden unser Zustände
darstellen. Als Steuerung für die Zustände dient ein Magnetfeld.
Die Dissertation besteht im Wesentlichen aus zwei Hauptbestandteilen:
1. Im ersten Teil der Arbeit beschäftigen wir uns, nachdem das physikalische
Modell vorgestellt wurde, mit der analytischen Untersuchung des sich er-
gebenden Zustandssystems. Auf die Existenz von Lösungen dieses System
wird detailliert eingegangen. Die exakte Formulierung des Optimalsteuer-
problems wird präsentiert und Optimalitätsbedingungen erster Ordnung in
Form der KKT-Bedingungen werden diskutiert.
2. Im zweiten Teil der Ausarbeitung führen wir die numerische Umsetzung
des Optimalsteuerproblems aus. Hierbei wird im Detail auf die einzelnen
Aspekte der Diskretisierung des Problems eingegangen. Das Zeitdiskretisie-
rungsschema wird ausführlich untersucht. Darüber hinaus stellen wir den
von uns implementierten globalen BFGS-Innere-Punkte Algorithmus vor.
1.1. Motivation und Überblick über die Arbeit.
In der vorliegenden Arbeit wird die optimale Steuerung der relativistischen Max-
well Newton Lorentz Gleichungen studiert. Die relativistischen Maxwell-Newton-
Lorentz Gleichungen bestehen aus dem gekoppelten System eines hyperbolischen
PDE Systems, den Maxwell Gleichungen, und einem nichtlinearen ODE Systems,
den relativistischen Newton-Lorentz Gleichungen. Die betrachteten Gleichungen
modellieren die Bewegung eines elektrisch geladenen Partikels unter dem Einfluss
elektromagnetischer Felder und sind somit für die Simulation von Teilchenbeschleu-
nigern notwendig. Das zugrundeliegende Modell und die physikalischen Grundglei-
chungen werden in Kapitel 3 behandelt.
Als Steuerung soll ein externes, stationäres Magnetfeld dienen. Dieses Magnet-
feld unterliegt den homogenen Maxwell Gleichungen, sodass sich physikalisch Be-
dingungen an die Steuerung ergeben. Durch Einführung eines skalaren, magneti-
schen Potentials lassen sich diese Steuerbeschränkungen erfüllen. Die Randdaten
des skalaren, magnetischen Potentials werden die neuen Steuervariablen, und das
Zustandssystem wird damit durch eine Poisson Gleichung erweitert. Des Weiteren
10 1.2 Ziel und mögliche Anwendungen
werden die Nebenbedingungen des Optimalsteuerproblems durch punktweise Zu-
standsbeschränkungen an die Position der Partikel ergänzt, um diese im Inneren
des Teilchenbeschleunigers zu halten. Die Untersuchung dieses sich so ergebenden
Zustandssystems findet in Kapitel 4 statt. Darunter verstehen wir die analytische
Untersuchung auf Existenz von Lösungen der betreffenden Gleichungen, das Auf-
stellen des exakten Optimalsteuerproblems, den Beweis der Existenz von optimalen
Lösungen und das Herleiten des dazugehörigen Optimalitätssystems, den KKT-
Bedingungen.
In Kapitel 5 blicken wir auf die numerische Umsetzung und Lösung des beschriebe-
nen Optimalsteuerproblems. Von der Diskretisierung des Optimierungsproblems bis
zu der Implementierung eines globalisierten Optimierungsalgorithmus werden die
wichtigsten Aspekte in diesem Kapitel behandelt. Der Optimierungsalgorithmus,
der implementiert wurde, ist ein globalisiertes BFGS-Innere-Punkte Verfahren. Bei
der Lösung des Optimalsteuerproblems hilft uns zur Bestimmung von Ableitungen
das Konzept des Automatischen Differenzierens weiter, welches im Rahmen der Ar-
beit genauer betrachtet werden wird. Abschießend werden numerische Resultate
präsentiert und in Kapitel 6 wird sowohl eine Zusammenfassung als auch ein kurzer
Ausblick gegeben.
1.2. Ziel und mögliche Anwendungen.
Um das Ziel der Arbeit
- Die Steuerung eines Partikelstrahls auf eine vorgegebenen Bahntrajek-
torie mit Hilfe der optimalen Steuerung eines externen Magnetfelds -
deutlich hervorzuheben, wollen wir potentielle Anwendungsgebiete skizzieren. Eine
Vielzahl an möglichen Anwendungen ist vorstellbar, so findet man Partikelbeschleu-
niger in unterschiedlichen komplexen Ausführungen:
• In der Teilchenphysik: speziell wissenschaftliche Partikelbeschleuniger
• In medizinischen Apparaturen: bei der Strahlentherapie im Hinblick auf die
Fokussierung von Protonenstrahlen etc.
• In elektrischen Geräten: in Haushaltsgeräten wie z.B. in Mikrowellen.
Abbildung 1.1. Quadrupol Magnet
mit Röhre.
Abbildung 1.2. Magnetfeldlinien ei-
nes Quadrupols.
Darüber hinaus sind zu einer besseren Einordnung der Gestalt von möglichen exter-
nen Magneten und sich darin befindlichen Partikelröhren die Abbildungen 1.1 und
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1.2 (bereitgestellt von Dr. Sascha Schnepp, Institut für Geophysik, ETH Zürich)
gegeben. In diesen Abbildungen ist ein Quadrupol Magnet mit seinen Feldlinien
und eine darin verlaufende Röhre, in der die Partikelbahnen verlaufen, dargestellt.
Ein möglicher Verlauf der Trajektorien von Partikeln im Feld eines Magnets (Q1-
Q3) ist in den Abbildungen 1.3-1.5 (bereitgestellt von Dr. Sascha Schnepp, Institut
für Geophysik, ETH Zürich) zusehen. Hierbei steht jede einzelne Linie für eine
Partikeltrajektorie, wobei die x- und y-Komponente der Position der Partikel der
z-Koordinate gegenübergestellt wird.
Abbildung 1.3. Partikeltrajektorien
und externe Magnete.
Abbildung 1.4. Partikeltrajektorien
im Magnetfeld.
Durch die Wechselwirkung der Magnetfelder mit dem Bündel von Partikeln und
die daraus resultierende Lorentzkraft erreicht man eine Ablenkung des Strahls.
Die Änderung der Magnetfeldstärke und Polung steuert somit die Partikel. Der
Partikelstrahl in Abbildung 1.3-1.5 wird aufgrund der Einstellung der Magnete auf
einen Raumpunkt gelenkt/fokussiert.
Abbildung 1.5. Partikeltrajektorien zum Endzeitpunkt.
12 1.3 Einordnung der Arbeit
1.3. Einordnung der Arbeit.
Das zugrundeliegende physikalische Modell findet seine Anwendung in der Simu-
lation von Teilchenbeschleunigern, wie in der Literatur [1, 37, 42, 66] beschrieben
wird. Das anliegende erwähnte externe Magnetfeld, das die Rolle der Steuerung
übernehmen wird, wird in der Praxis durch extern an den Beschleunigerröhren an-
gebrachte Magnete (z.B. von der Bauform eines Dipol oder Quadrupol Magnets)
erzeugt [90, 110].
Die analytische Diskussion der Maxwell Gleichungen für offene Mengen im dreidi-
mensionalen Raum findet sich in dem Buch [27, Kapitel XVII. B. 4] von Dautray
und Lions wieder und die Existenz von einer Lösung in R3 im Artikel [63] von
Herbert Spohn. Die zeitharmonischen Maxwell Gleichungen werden in [62] aufge-
arbeitet. Magneto-quasistatische Approximationen der Maxwell Gleichungen (ed-
dy current Approximationen) werden in [89] behandelt. Außerdem ist in der Li-
teratur die optimale Steuerung der Maxwell Gleichungen und in diesem Zusam-
menhang deren Auftreten in gekoppelten System in vielen Arbeiten der vergange-
nen Jahre Forschungsgegenstand. Es seien hier die Arbeiten von Tröltzsch et al.
[31, 78, 79, 80, 105] und Yousept [112, 113, 114, 116, 115] genannt. Die meisten der
oben genannten Arbeiten behandeln die stationären oder zeitharmonischen Max-
well Gleichungen. Des Weiteren wird in [43] die optimale Steuerung eines magneto-
hydrodynamischen Systems behandelt, in dem die Maxwell Gleichungen stationär
eingehen. In [80] werden die evolutionären Maxwell Gleichungen in degenerierter,
parabolischer Form studiert. In der vorliegenden Dissertation werden wir im Gegen-
satz dazu das hyperbolische System erster Ordnung betrachten. Eine Diskussion der
zeitabhängigen Maxwell Gleichungen im Hinblick auf die Optimalesteuerung findet
sich außerdem in [16], in dem die Stromdichte und deren zeitabhängige Amplitude
optimiert werden.
Darüber hinaus koppeln wir die hyperbolische PDEmit den relativistischen Newton-
Lorentz Gleichungen. Die Analysis dieses gekoppelten Systems lässt sich in [11, 35,
60, 100] und in den darin enthaltenen Referenzen nachlesen. Wir verweisen für
die numerische Lösung auf [37, 42, 66]. Eine Untersuchung von diesem System im
Kontext der optimalen Steuerung hat bislang, nach unserem Wissen, nicht statt-
gefunden. Sowohl vom analytischen als auch numerischen Standpunkt aus gibt es
keine vergleichbare Arbeit.
Das betrachtete Optimalsteuerproblem beinhaltet Steuerbeschränkungen, wie in
Kapitel 1.1 erwähnt, an das externe stationäre Magnetfeld, die mittels Einfüh-
rung eines skalaren magnetischen Potentials zu einem Dirichlet Randsteuerproblem
führen. Die optimale Steuerung solcher Problem war und ist Gegenstand der For-
schung, so z.B. zu finden in [22, 30, 64, 69, 83]. Aufgrund der Wahl von L2(Γ)
als Kontrollraum tritt die vorkommende Poisson Gleichung in ihrer sehr schwachen
Formulierung auf. Diese ist z.B. in [69] Forschungsgegenstand. Das Vorhandensein
der Zustandsbeschränkungen in den Nebenbedingungen führt dazu, dass die dazu-
gehörigen Lagrange Multiplikatoren nur sehr schwache Regularität aufweisen, im
Allgemeinen nur Maße sind, was in [20, 21] für PDEs und in [52] für ODEs und
den darin enthaltenen Referenzen aufgezeigt wird. Die numerische Umsetzung sol-
cher Zustandsbeschränkungen findet oft, wie in [55, 71, 94] beschrieben, mittels
Regularisierungen und Relaxationsmethoden statt. In unserer Ausarbeitung wird
ein Innere-Punkte-Verfahren aufgesetzt, um die Partikelpositionsbeschränkungen
zu realisieren.
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2 Notationen und Definitionen
Wir beginnen mit der Einführung und Definition verschiedener Funktionenräume,
die im Laufe der Arbeit häufig verwendet werden.
2.1. Funktionenräume.
Definition 2.1.1 (Abstrakte Funktionen).
Sei Y mit ‖ · ‖Y ein reeller Banachraum. Wir nennen die Abbildung y : [a, b] →
Y mit dem Intervall [a, b] ⊂ R, die in Y abbildet, eine abstrakte Funktion oder
vektorwertige Funktion. Die abstrakte Funktion y ist stetig in t ∈ [a, b], wenn aus
τ → t, τ ∈ [a, b] folgt
lim
τ→t ‖y(τ)− y(t)‖Y = 0.
Man bezeichnet mit C([a, b];Y ) den Raum aller stetigen, abstrakten Funktionen
y : [a, b]→ Y mit der Norm
‖y‖C([a,b];Y ) = max
t∈[a,b]
‖y(t)‖Y
ausgestattet. Des Weiteren definieren wir uns
C{0}([a, b];Y ) := {y ∈ C([a, b];Y ) : y(a) ≡ 0},
und den Raum C1{0}([a, b];Y ) analog.
Definition 2.1.2 (Lp(Ω;Rn)-Räume).
Sei Ω ⊂ Rn offen. Wir bezeichnen mit Lp(Ω;Rn) das n-dimensionale Analogon des
Raumes aller p integrierbaren Funktionen Lp(Ω), d.h. y : Ω→ R und∫
Ω
|y(x)|p dx <∞
mit zugehöriger Norm ‖y‖Lp(Ω) =
( ∫
Ω
|y(x)|p dx) 1p für 1 ≤ p <∞. Mit der Notati-
on L∞(Ω;Rn) benennen wir den Raum aller essentiell beschränkten und messbaren
Funktionen y : Ω → Rn mit der Norm ‖y‖L∞(Ω;Rn) = ess supx∈Ω |y(x)|Rn . Des
Weiteren definieren wir das innere Produkt in L2(Ω;Rn) zweier Vektorfunktionen
y = (y1, ...,yn)
> ∈ L2(Ω;Rn) und z = (z1, ...,zn)> ∈ L2(Ω;Rn) als
(y, z)X :=
∫
Ω
n∑
i=1
yizi dx
wobei wir X := L2(Ω;Rn) setzen.
Definition 2.1.3 (Multiindex).
Wir bezeichnen den Vektor der nichtnegativen ganzen Zahlen
α = (α1, ..., αN ) ∈ (N ∪ {0})N
als Multiindex. Die Ordnung des Multiindex ist definiert als |α| = α1 + ... + αN .
Man setzt somit für die partielle Ableitung
Dα := ∂α11 ∂
α2
2 ...∂
αN
N .
Definition 2.1.4 (Schwache Ableitungen).
Sei Ω ⊂ Rn, sei f ∈ L1loc(Ω) und sei ein Multiindex α gegeben. Existiert eine
Funktion g ∈ L1loc(Ω) mit der Eigenschaft∫
Ω
f(x)Dαφ(x) dx = (−1)|α|
∫
Ω
g(x)φ(x) dx ∀ φ ∈ D(Ω),
so heißt g schwache Ableitung von f und wird mit Dαf bezeichnet.
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Bemerkung 2.1.5. Die Menge aller in Ω lokal integrierbaren Funktionen wird
hierbei durch L1loc(Ω) bezeichnet. Eine Funktion heißt lokal integrierbar, wenn sie
auf jeder kompakten Teilmenge von Ω integrierbar ist.
Definition 2.1.6 (Sobolev Räume W k,p(Ω;Rn)).
Sei Ω ⊂ Rn offen. Der Raum W k,p(Ω) ist der lineare Raum aller y ∈ Lp(Ω) für
den alle schwachen Ableitungen Dαy mit |α| ≤ k existieren und zu Lp(Ω) gehören
mit der Norm
‖y‖Wk,p(Ω) =
( ∑
|α|≤k
∫
Ω
|Dαy(x)|p dx) 1p .
Der Sobolev Raum W k,∞(Ω) ist mit der Norm
‖y‖Wk,∞(Ω) = max|α|≤k ‖D
αy‖L∞(Ω)
verknüpft. Die Räume W k,p(Ω;Rn) sind das n-dimensionale Analogon. Für p = 2
setzen wir Hk(Ω;Rn) := W k,2(Ω;Rn).
Definition 2.1.7 (Stark messbare Funktionen).
Seien X ein Banachraum und T > 0. Einen Funktion y : [0, T ] → X heißt stark
messbar, falls zu ihr eine Folge von einfachen Funktionen {yk}∞k=1 mit yk : [0, T ]→
X existieren, so dass limk→∞ yk(t) = y(t) in X für fast alle t ∈ [0, T ] gilt.
Definition 2.1.8 (Bochner-Raum).
Seien X ein Banachraum, T > 0 und p ∈ [1,∞), dann definieren wir Lp(]0, T [;X )
als den Raum der stark messbaren Funktionen y : [0, T ]→ X mit
‖y‖Lp(]0,T [;X ) :=
(∫ T
0
‖y(t)‖pX dt
)1/p
<∞.
Der Raum L∞(]0, T [;X ) ist der Raum der stark messbaren Funktionen y definiert
mit
‖y‖L∞(]0,T [;X ) := ess sup
t∈[0,T ]
‖y(t)‖X <∞.
Definition 2.1.9 (Der Bochner Raum W 1,p(0, T ;X ) und die Zeitableitung).
Seien X ein Banachraum und T > 0. Damit ist die Zeitableitung einer Funktion
y ∈ Lp(]0, T [;X ) im distributionellen Sinn wie folgt definiert:
Für y ∈ Lp(]0, T [;X ) ist ∂ty die Abbildung
∂ty : C
∞
0 (]0, T [;R) 3 φ 7→ −
∫ T
0
y(t)∂tφ(t) dt ∈ X ,
wobei C∞0 (]0, T [;R) den Raum der unendlich oft differenzierbaren Funktionen mit
kompaktem Träger bezeichnet. Damit schreiben wir ∂ty = z, falls
−
∫ T
0
y(t)∂tφ(t) dt =
∫ T
0
z(t)φ(t) dt ∀ φ ∈ C∞0 (]0, T [;R).
Dann ist eine Funktion y ∈ Lp(]0, T [;X ) im Raum W 1,p(]0, T [;X ), falls für ein
z ∈ Lp(]0, T [;X ) die Relation ∂ty = z gilt. Die Norm ist durch
‖y‖W 1,p(]0,T [;X ) := ‖y‖Lp(]0,T [;X ) + ‖∂ty‖Lp(]0,T [;X )
gegeben.
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Definition 2.1.10. Seien X und Y linear, normierte Räume, dann schreiben wir
im Folgenden für den Raum der linear, beschränkten Operatoren von X nach Y
die Notation L(X ,Y). Eine Abbildung A : X → Y heißt linearer Operator, falls
A(x+ y) = Ax+ Ay sowie A(λx) = λAx für alle x, y ∈ X und für alle λ ∈ R gilt.
Der lineare Operator A heißt beschränkt, falls gilt
‖Ax‖Y ≤ C‖x‖X ∀ x ∈ X
mit einer von x ∈ X unabhängigen Konstante C. Der Operator A heißt stetig,
wenn aus limn→∞ xn = x ∈ X die Konvergenz limn→∞Axn = Ax ∈ Y folgt. Die
Operatornorm eines linear stetigen Operators A ist durch
‖A‖L(X ,Y) := sup
‖x‖X=1
‖Ax‖Y
gegeben.
Die euklidische Norm eines Vektors x ∈ R3 sei mit |x|2 bezeichnet. Die euklidische
Norm auf R3 × R3 ist gegeben durch |(x,y)|2 :=
√
|x|22 + |y|22. Falls A ∈ Rn×n ist,
dann wird die Frobenius Norm der Matrix mit |A|F gekennzeichnet.
Definition 2.1.11 (Funktional).
Wir nennen eine Abbildung f : X → R lineares Funktional. Der lineare Raum aller
auf {X ‖ · ‖X } definierten lineare Funktionale nennt man Dualraum X ∗ = L(X ,R)
mit Norm
‖f‖X∗ := sup
‖x‖X=1
|f(x)|.
Definition 2.1.12 (Schwache Konvergenz).
Sei X ein reeller Banachraum. Eine Folge {xn}∞n=1 heißt schwach konvergent gegen
x ∈ X , wenn
f(xn)→ f(x) ∀ f ∈ X ∗, n→∞.
Dabei bezeichnet man die schwache Konvergenz mit ⇀.
Bemerkung 2.1.13. In dem Buch [2] von Adams findet sich eine ausführliche
Behandlung von Sobolev Räumen. Ein Beschreibung von Bochner Räumen findet
sich z.B. in [97, Kapitel 10].
Definition 2.1.14 (Raum der Distributionen).
Sei Ω ⊂ R3 offen. Des Weitern sei D(Ω) der Raum aller unendlich oft differenzier-
baren Funktionen mit kompakten Träger in Ω. Die Elemente von D(Ω) nennen wir
Testfunktionen. Wir nennen ein lineares Funktional F : D(Ω) → R Distribution
auf der Menge Ω, falls gilt:
Existiert eine Folge {φk}k∈N in D(Ω) mit der Eigenschaft
lim
k→∞
‖∂αφk‖∞ = 0
für jeden Multiindex α, und gibt es eine kompakte Menge K ⊂ Ω mit Träger
supp(φk) ⊂ K für alle k ∈ N, so dass gilt
lim
k→∞
F (φk) = 0.
Der Raum aller Distributionen auf Ω wird mit D ′(Ω) benannt.
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2.2. Grundlegende Definitionen und Sätze.
Definition 2.2.1. Wir schreiben in der Arbeit einen Vektor ~v aus Rn, n ≥ 2, fett-
gedruckt durch v. Von dieser Regel ausgenommen sind die griechischen Buchstaben.
Den Definitionen von Dautray/Lions [28, Kapitel IX, A, §1] folgend, definieren wir
Definition 2.2.2 (Der Gradient, die Rotation und die Divergenz).
Sei Ω ⊂ R3 offen.
• Der Gradient einer Funktion w ∈ D(Ω) ist durch
∇ : D(Ω)→ D(Ω;R3), ∇w :=
( ∂w
∂x1
,
∂w
∂x2
,
∂w
∂x3
)
gegeben und somit ein linearer Differentialoperator.
• Die Rotation einer drei dimensionalen Vektorfunktion u ∈ D(Ω;R3) ist
durch
curl : D(Ω;R3)→ D(Ω;R3), curlu :=
(∂u3
∂x2
− ∂u2
∂x3
,
∂u1
∂x3
− ∂u3
∂x1
,
∂u2
∂x1
− ∂u1
∂x2
)
,
gegeben und somit ein linearer Differentialoperator.
• Die Divergenz einer drei dimensionalen Vektorfunktion q ∈ D(Ω;R3) ist
durch
div : D(Ω;R3)→ D(Ω), div q :=
3∑
i=1
∂qi
∂xi
,
gegeben und somit ein linearer Differentialoperator.
Definition 2.2.3 (Die Operatoren ∇, curl und div im distributionellen Sinn).
• Der distributionelle Gradient ist definiert durch
∇ : D ′(Ω)→ D ′(Ω;R3), 〈∇y,φ〉 := −〈y,divφ〉 für alle φ ∈ D(Ω;R3).
• Der distributionelle curl-Operator ist gegeben durch
curl : D ′(Ω;R3)→ D ′(Ω;R3), 〈curly,φ〉 := 〈y, curlφ〉 für alle φ ∈ D(Ω;R3).
• Der distributionelle Divergenzoperator ist definiert durch
div : D ′(Ω;R3)→ D ′(Ω), 〈div y, φ〉 := −〈y,∇φ〉 für alle φ ∈ D(Ω).
Bemerkung 2.2.4. Im weiteren Verlauf der Arbeit verwenden wir je nach Regu-
larität die Definitionen 2.2.2 bzw. 2.2.3. Falls eine Funktion hinreichend glatt ist,
sind die Definition 2.2.2 und Definition 2.2.3 äquivalent.
Bemerkung 2.2.5. Mit der Definition 2.2.3 gilt
curl(∇y) = 0 für alle y ∈ D ′(Ω), div(curly) = 0 für alle y ∈ D ′(Ω;R3).
Durch Anwenden der Definition der distributionellen Ableitung und unter Ausnut-
zung der Gleichungen curl(∇φ) = 0, div(curl(φ)) = 0 für glatte Funktionen kann
der Beweis geführt werden.
Theorem 2.2.6 (Divergenz Theorem).
Sei Ω ⊂ R3 ein beschränktes Lipschitz Gebiet mit Rand Γ und äußere Normale n.
Sei ein Vektorfeld F : R3 → R3 mit F ∈ C1(Ω;R3) gegeben. Dann gilt∫
Ω
divF dx =
∫
Γ
F · n dς.
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Theorem 2.2.7 (Stoke’s Theorem).
Sei S ⊂ R2 ein beschränktes Lipschitz Gebiet mit Einheitstangente τ zu ∂S. Falls
z ∈ C1(S;R2) und ξ ∈ C1(S), dann gilt∫
S
curlS(ξz) dς =
∫
S
z · ~curlSξ dς +
∫
∂S
τ · (ξz) ds,
mit der Oberflächenskalarrotation curlS(ξz) := ∂ξz2∂x1 −
∂ξz1
∂x2
und Oberflächenrotation
~curlSξ := (
∂ξ
∂x2
,− ∂ξ∂x1 )>.
Bemerkung 2.2.8. Als Gebiet wird hierbei ein Lipschitz Gebiet (Lipschitzrand)
benötigt, dessen Definition z.B. in [4, Kapitel A6.2] nachzulesen ist.
Als eine wichtige Eigenschaft des Gebietes benötigt man die der einfach zusam-
menhängende Menge. Wir greifen hierzu auf die Definitionen, in [5, Kapitel VIII.
4] beschrieben, zurück.
Definition 2.2.9. (Einfach zusammenhängendes Gebiet)
Ein Gebiet Ω nennen wir einfach zusammenhängend, falls jede Schleife in Ω null-
homotop ist. Hierbei ist eine Schleife im Gebiet Ω jeder geschlossen stetige Weg und
jede Schleife, die zu einer Punktschleife homotop ist, nennen wir nullhomotop.
Definition 2.2.10. (Skalar-& Vektorpotential)
Wir nennen ein Skalarfeld φ ein Skalarpotential , falls es in einem einfach zu-
sammenhängenden Gebiet stetig differenzierbar ist und zu ihm ein Vektorfeld V
existiert, sodass
V = ∇φ.
Ein stetig differenzierbares Vektorfeld A heißt Vektorpotential zu einem Vektorfeld
V , falls V = curlA im Gebiet Ω gilt. Des Weiteren nennen wir ein Vektorfeld V
konservativ, genau dann falls ein Skalarfeld φ existiert mit V = ∇φ.
Definition 2.2.11. Ein Vektorfeld V nennt man rotationsfreies Vektorfeld, falls
curlV = 0.
Lemma 2.2.12. Sei das Gebiet Ω ⊂ R3 einfach zusammenhängend und das Vek-
torfeld V ∈ C1(Ω;R3). Das Vektorfeld V ist genau dann konservativ (V = ∇φ),
wenn es rotationsfrei curlV = 0 in Ω ist.
Bemerkung 2.2.13. Das obige Lemma folgt aus [5, Theorem 4.8 und Bemerkung
4.10(a)]. Eine Erweiterung des Lemmas 2.2.12 auf Sobolev Räume gibt der folgende
Satz an.
Theorem 2.2.14. Sei Ω ⊂ R3 ein beschränktes, einfach zusammenhängendes Lip-
schitz Gebiet und V ∈ L2(Ω;R3). Dann gilt curlV = 0 in Ω genau dann, wenn ein
Skalarpotential φ ∈ H1(Ω) existiert, sodass V = ∇φ. Dabei ist φ eindeutig bis auf
eine Konstante bestimmt.
Bemerkung 2.2.15. Der Beweis von Theorem 2.2.14 wird in [41, Kapitel I. 3]
bzw. in [74, Theorem 3.37] geführt.
Theorem 2.2.16 (Fundamentallemma der Variationsrechnung).
Seien Ω ⊂ Rn offen und f ∈ L1(Ω;Rn) gegeben, wobei∫
Ω
f(x) · Φ(x) dx = 0 ∀ Φ ∈ D(Ω;Rn)
erfüllt ist. Dann gilt
f(x) = 0 fast überall auf Ω.
18 2.2 Grundlegende Definitionen und Sätze
Theorem 2.2.17 (Lemma von Du Bois-Reymond).
Seien Ω ⊂ Rn offen und f ∈ L1(Ω) gegeben, wobei∫
Ω
f(x)DαΦ(x) dx = 0 ∀ Φ ∈ D(Ω), 1 ≤ α ≤ n
erfüllt ist. Dann gilt
f(x) = C fast überall auf Ω
und C ist eine konstante Funktion.
Bemerkung 2.2.18. Die Beweise von Theorem 2.2.16 und Theorem 2.2.17 finden
sich in [39, Kapitel 1, Beweise zu Lemma 3 & 4] wieder. Das Fundamentallemma
lässt sich auch auf Funktionen f ∈ L1loc(Ω;Rn) verallgemeinern. Der Beweis ist in
Alt [4, Satz 2.21] gegeben.
Theorem 2.2.19 (Hölderungleichung).
Sei Ω ⊂ Rn. Sei 1 < p <∞ und sei p′ der konjugierte Exponent definiert durch
p′ :=
p
p− 1 , so dass
1
p
+
1
p′
= 1,
der auch 1 < p′ <∞ erfüllt. Seien f ∈ Lp(Ω) und g ∈ Lp′(Ω), dann ist fg ∈ L1(Ω)
und es gilt ∫
Ω
|f(x)g(x)| dx ≤ ‖f‖Lp(Ω)‖g‖Lp′ (Ω).
Bemerkung 2.2.20. Im Buch [2, Theorem 2.4] ist der Beweis nachzulesen.
Lemma 2.2.21 (Young’sche Ungleichung).
Sei 1 < p <∞ und p′ der konjugierte Exponent. Für a, b ≥ 0 gilt
ab ≤ 1
p
ap +
1
p′
bp
′
.
Bemerkung 2.2.22. Die Young’sche Ungleichung ist z.B. in [4, Lemma 1.16] be-
wiesen.
Definition 2.2.23 (Fixpunkt und Kontraktion).
Es sei G : X → Y eine Abbildung zwischen den linear, normierten Räumen X ,Y
mit X ⊂ Y. Dann nennt man ein Element x ∈ X mit G(x) = x Fixpunkt von G.
Die Abbildung G heißt Kontraktion, falls
‖G(x1)−G(x2)‖Y ≤ C‖x1 − x2‖X
mit C ∈ (0, 1) gilt.
Theorem 2.2.24 (Banach’scher Fixpunktsatz).
Sei X ein vollständiger normierter Raum, und G : X → X eine Kontraktion. Dann
hat G genau einen Fixpunkt x.
Bemerkung 2.2.25. Der Fixpunktsatz von Banach wird z.B. in [7, Theorem 4.3]
bewiesen.
Bemerkung 2.2.26 (Generische Konstanten).
Im Laufe der Arbeit bezeichnen C, c˜ generische Konstanten. Diese dürfen nicht
mit der Konstante c, die für die postulativ konstante Lichtgeschwindigkeit steht,
verwechselt werden.
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3 Das physikalische Modell
Am Anfang der Arbeit soll eine Beschreibung des zugrunde liegenden Modells ste-
hen. Diese Ausführung orientiert sich an der klassische Literatur der Elektrodyna-
mik und Teilchendynamik wie im Buch [61] beschrieben.
3.1. Annahmen.
Wir treffen folgende physikalische Annahmen.
Annahme 3.1.1 (Physikalische Annahme an das Gebiet).
• Im Inneren des Gebietes herrscht Vakuum.
• Es befinden sich elektrisch geladene Partikel im Inneren mit vorgegebenen
Anfangsimpuls p0 und Anfangsposition r0.
Annahme 3.1.2 (Elektromagnetische Felder).
• Das elektrische Feld ist ein physikalisches Feld, das durch elektrische Punkt-
ladungen und Magnetfelder generiert wird. Es beschreibt die elektrische
Kraft, die auf eine ruhende Ladung q im Raum wirkt und die elektrische
Feldstärke ist definiert durch (Verifikation mittels Experimente)
E := lim
q→0
F
q
mit einer Punktladung (Probeladung) q und einer Kraft F , die durch andere
Ladung erzeugt wird. Hierbei wird das elektrische Feld, welches durch die
Punktladung q erzeugt wird, vernachlässigt. Die elektrische Verschiebung
wird mit D bezeichnet.
• Ein Vektorfeld B nennt man magnetische Flussdichte, das nötig ist, sodass
die Lorentzkraft die Bewegung von einer Ladung exakt/korrekt beschreibt.
Des Weiteren kennzeichnet H das eigentliche Magnetfeld, wobei wir folgen-
de lineare Beziehung zwischen magnetischer Flussdichte und magnetischem
Feld in Vakuum annehmen
B = µH
mit magnetischer Permeabilitätskonstante µ. Deshalb nennen wir im Fol-
genden B ebenso Magnetfeld. Es gelte des Weiteren im Vakuum die Bezie-
hung
D = E,
mit elektrischer Permitivität .
Annahme 3.1.3 (Teilchendynamik).
In der Untersuchung der Teilchendynamik gehen wir davon aus, dass man die La-
dung eines Partikels exakt im Ort lokalisieren kann. Des Weiteren werden wir zu-
nächst annehmen, dass das Partikel durch eine fest vorgegebene einzelne Punktla-
dung gegeben ist mit einer eindeutig gegebenen Masse. Im Laufe des Kapitels zur
physikalischen Modellierung führen wir eine ausgedehnte Ladungsverteilung ein.
Für die Darstellung der einzelnen Gleichungen und die Wohldefiniertheit dieser,
sollen folgende Regularitätsannahmen getroffen werden, die jedoch nur für dieses
Kapitel gelten und nicht für die Nachfolgenden. Dies soll vor allem in diesem Kapitel
zur Übersichtlichkeit beitragen.
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Annahme 3.1.4 (EM-Felder, Position, Impuls, Ladungsverteilung und Strom).
• Die EM-Felder E,B seien hinreichend glatt und in angemessenen Funktio-
nenräumen, sodass die eingeführten Operatoren und Gleichungen in ihrer
starken Formulierung wohl definiert sind.
• Die Position r und der Impuls p eines Partikels sind hinreichend glatt.
• Die Ladungsverteilung ρ und der elektrische Strom j sind hinreichend glatt.
Bemerkung 3.1.5. Es soll Folgendes noch einmal betont werden:
Die Annahme 3.1.4 gilt nur für das vorliegende Kapitel 3. In den Unterkapiteln
wird bei Bedarf eine Anpassung dieser Bedingungen durchgeführt.
Das Hauptaugenmerk dieses Kapitels liegt auf der Beschreibung von elektromagne-
tischen Feldern generiert durch sich bewegende Partikel (z.B. Elektronen oder Pro-
tonen) und die Beeinflussungen dieser Ladungen durch elektromagnetische Felder.
Die wesentlichen Bestimmungsgleichungen sind somit sowohl die Maxwell Gleichun-
gen, die wohl wichtigsten Gleichungen bei der Beschreibung physikalischer Phäno-
mene der klassischen Elektrodynamik, als auch die relativistischen Newton-Lorentz
Gleichungen, welche die Teilchendynamik modellieren. Zunächst wollen wir uns mit
den Maxwell Gleichungen beschäftigen.
3.2. Die inhomogenen Maxwell Gleichungen - Modellierung der elektro-
magnetischen Felder.
Kurz zusammengefasst beschreiben die Maxwell Gleichungen das Verhalten der
elektrischen und magnetischen Felder, deren Generierung und gegenseitige Beein-
flussung in Abhängigkeit von Ladungen und elektrischen Strömen. Gängige Fachli-
teratur für die Maxwell’schen Gleichungen sind die Bücher von Huray [59], das
sich ebenso mit dem geschichtlichen Aspekten der Gleichungen befasst als auch das
Buch von Jackson [61] zur klassischen Elektrodynamik. Im Wesentlichen bestehen
die Maxwell Gleichungen aus vier grundlegenden elektrodynamischen Gesetzen, die
im Folgenden kurz ihre Erwähnung finden sollen. Wir werden im Laufe dieser Arbeit
auf die Modelle, die im Zusammenhang mit den Maxwell Gleichungen stehen, aus
dem Buch von Heribert Spohn [100] zurückgreifen. In [47, Kapitel 30] werden die
Maxwell Gleichung mit Blickpunkt auf die spezielle Relativitätstheorie beleuchtet
und in [74] im Hinblick auf numerische Verfahren.
Bemerkung 3.2.1. Die im weiteren Verlauf dieses Abschnittes vorgestellten Ge-
setze, die die Basis der Maxwell Gleichungen bilden, können sowohl in Integra-
ler Form als auch in differentieller Form angegeben werden. Mit Hilfe des Sat-
zes von Stokes (Satz von Kelvin-Stokes) Theorem 2.2.7 und des Divergenzsatzes
Theorem 2.2.6 kann man die Äquivalenz beider Formen zeigen, falls die EM-Felder
hinreichend glatt sind. Der Satz von Stokes in seiner üblichen Form als auch der
Gaußsche Integralsatz (Divergenzsatz) finden sich so z.B. im Buch [6, Kapitel XII,
Theorem 3.21 und 3.15] von Herbert Amann wieder. Wir werden uns im Folgenden
auf die differentielle Form beschränken.
3.2.1. Die Maxwell Gleichungen aus physikalischer Sicht.
In [47, Kapitel 30.1.3-30.1.5] findet man folgende physikalischen Gleichungen be-
schrieben. Der erste Bestandteil der Maxwell Gleichungen ist das Gaußsche Ge-
setz. Dessen differentielle Form ist gegeben durch
divE(x, t) =
1

ρ(x, t),
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wobei x ∈ R3 und t ∈ R. Es setzt somit die Ladungsverteilung ρ(x, t) in Verbindung
zu dem elektrischen Feld E(x, t). Die Ladung ist Quelle des elektrischen Feldes.
Hierbei ist  eine Konstante, die die elektrische Leitfähigkeit eines Stoffes/Materials
wiedergibt.
Das Gaußsche Gesetz für Magnetfelder ist ebenso Teil der Maxwell Gleichun-
gen, dessen Form durch
divB(x, t) = 0
gegeben ist und dessen Bedeutung es ist, dass das Feld der magnetischen Flussdichte
quellenfrei ist. Somit ist B(x, t) ein quellenfreies Vektorfeld.
Zu den Maxwell Gleichungen gehören des Weiteren das erweiterte Durchflu-
tungsgesetz (Ampéresches Gesetz)

c
∂
∂t
E(x, t)− µ−1 curl B(x, t) = −1
c
j(x, t),
und das Faradaysche Induktionsgesetz
1
c
∂
∂t
B(x, t) + curlE(x, t) = 0,
die die Maxwell Gleichungen vervollständigen. Wir führen hierbei j(x, t) als elektri-
schen Strom ein und benennen die Konstante für die magnetische Leitfähigkeit als
µ. Das Ampéresche Gesetz besagt, dass elektrische Ströme und Verschiebungsströ-
me zu einem magnetischen Wirbelfeld führen. Eine Änderung in der magnetischen
Flussdichte erzeugt ein elektrisches Rotationsfeld. Dies ist die Aussage des Fara-
dayschen Induktionsgesetzes.
Die oben aufgeführten Gesetze der Elektrodynamik ergeben zusammen die soge-
nannten klassischen, makroskopischen, inhomogenen Maxwell Gleichungen, die sich
somit in ihrer starken Formulierung wie folgt schreiben lassen

c
∂
∂t
E(x, t)− µ−1 curl B(x, t) = −1
c
j(x, t) (3.1a)
1
c
∂
∂t
B(x, t) + curlE(x, t) = 0 (3.1b)
divE(x, t) =
1

ρ(x, t), divB(x, t) = 0 (3.1c)
mit Vektorfunktionen E,B von Position x ∈ R3 und Zeit t ∈ R.
Bemerkung 3.2.2. Betrachtet man sich die Maxwell Gleichungen so fällt einem
zunächst auf, dass das System (3.1) überbestimmt sein müsste aufgrund der Tatsa-
che, dass acht Gleichungen und jedoch nur sechs Unbekannte, die jeweiligen Kom-
ponenten von E,B, vorliegen. In der Tat werden wir sehen, dass man die bei-
den Gaußschen Gesetze divE(x, t) = 1ρ(x, t) und divB(x, t) = 0 aus den beiden
verbleibenden Gesetzen erhält aufgrund der Ladungserhaltung. Dies wird in Lem-
ma 3.2.5 gezeigt.
3.2.2. Die Maxwell Gleichungen, Ladungserhaltung und Überbestimmt-
heit.
Im nun Folgendem möchten wir die Aussage aus Bemerkung 3.2.2 zeigen und uns
der Ladungserhaltungsgleichung (3.3) widmen. Die nachfolgende Diskussion werden
wir für hinreichend glatte Funktionen führen, um einen Eindruck zu der essentiellen
Struktur der Maxwell Gleichungen zu vermitteln.
Kommen wir zu den Randbedingungen an die Maxwell Gleichung und nehmen
wir nun für den weiteren Verlauf der Arbeit an, dass ein offenes, beschränktes
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und einfach zusammenhängendes Gebiet Ω ⊂ R3 mit Rand Γ und ein Zeitintervall
[0, T ] ⊂ R gegeben ist. Dann lassen sich die Maxwell Gleichungen (3.1) formulieren
als

c
∂
∂t
E(x, t)− µ−1 curl B(x, t) = −1
c
j(x, t) in Ω× [0, T ] (3.2a)
1
c
∂
∂t
B(x, t) + curlE(x, t) = 0 in Ω× [0, T ] (3.2b)
divE(x, t) =
1

ρ(x, t), divB(x, t) = 0 in Ω× [0, T ] (3.2c)
E(x, 0) = E0(x), B(x, 0) = B0(x) in Ω (3.2d)
E × n = 0, B · n = 0 auf Γ× [0, T ]. (3.2e)
In dieser Formulierung sind die Randbedingungen die eines perfekten Leiters [29,
Kapitel IA, §4 Bemerkung 17], was bedeutet, dass sowohl die Tangentialkompo-
nente des elektrischen Feldes E am Rand Γ verschwindet als auch die Normal-
komponente der magnetischen Flussdichte B (siehe hierzu z.B. [74, Kapitel 1.2]).
Neben den essentiellen Randbedingungen, lassen sich ebenso natürliche und Im-
pedanz Randbedingungen an die Oberfläche angeben (siehe hierzu [65, 96, 98]).
Die Anfangswerte der EM-Felder sind durch E0(x),B0(x) ∈ Ω gegeben. Im Ver-
laufe der nächsten Abschnitte werden wir die makroskopischen Maxwell Gleichung
(3.2) weiter untersuchen und uns vor allem mit der Existenz von Lösung dieser
Gleichungen beschäftigen. Man findet in [29, Kapitel IA, §4] einen Überblick aus
mathematischer Sicht auf das Maxwell System.
Definition 3.2.3 (Ladungserhaltung).
Wir bezeichnen folgende Gleichungen als Ladungserhaltungsgleichungen, wobei ρ
die Ladungsverteilung und j den elektrischen Strom charakterisieren:
• Die Ladungserhaltung im klassischen Sinne:
∂ρ
∂t
(x, t) + div j(x, t) = 0 (x, t) ∈ Ω× [0, T ]. (3.3)
• Die Ladungserhaltung im schwachen Sinne:∫ T
0
∫
Ω
∂
∂t
φ(x, t)ρ(x, t) +∇xφ(x, t) · j(x, t) dx dt = 0 ∀φ(x, t) ∈ D(Q) (3.4)
mit Q := Ω× [0, T ].
Lemma 3.2.4. Es gelte Annahme 3.1.4. Die Gleichungen (3.2a) und divE(x, t) =
1
ρ(x, t) ( (3.2c)) implizieren die schwache Form der Ladungserhaltung (3.4).
Beweis. Es gilt nach (3.2c) und nach den Voraussetzungen, dass
div(
∂
∂t
E(x, t)) =
1

∂
∂t
ρ(x, t) (3.5)
unter Verwendung der stetigen Differenzierbarkeit der einzelnen Komponenten (und
dem Satz von Schwarz). Eine Multiplikation von (3.5) mit Testfunktionen φ ∈
D(Q), Integration dieser Gleichung über Raum und Zeit und Anwendung der par-
tiellen Integrationsformel (4.9) für den Divergenz-Operator liefert
−
∫ T
0
∫
Ω
∂
∂t
E(x, t)·∇xφ(x, t) dx dt+
∫ T
0
∫
Γ
(
∂
∂t
E(ς, t) · n)φ(ς, t)︸ ︷︷ ︸
=0
dς dt
=
∫ T
0
∫
Ω
1

∂
∂t
ρ(x, t)φ(x, t) dx dt ∀ φ ∈ D(Q).
(3.6)
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Darüber hinaus multiplizieren wir (3.2a) mit Testfunktionen Φ = ∇xφ ∈ D(Q;R3)
und verwenden die partielle Integrationsformel (4.7) für den Rotations-Operator,
so dass∫ T
0
∫
Ω
( 
c
∂
∂t
E(x, t) · ∇xφ(x, t)− µ−1B(x, t) · curl(∇xφ(x, t))︸ ︷︷ ︸
=0
)
dx dt
= −
∫ T
0
∫
Γ
(B(x, t)× n)∇xφ(ς, t)︸ ︷︷ ︸
=0
dς dt−
∫ T
0
∫
Ω
1
c
j(x, t) · ∇xφ(x, t) dx dt
∀ φ ∈ D(Q)
(3.7)
gilt. Dabei nutzt man curl(∇xφ(x, t)) = 0 für glatte Funktionen aus. Nach Einset-
zen von (3.6) in (3.7) verbleiben sowohl der Term von der rechten Seite von (3.6)
als auch der strombeinhaltende Term von (3.7) und es ergibt sich
−
∫ T
0
∫
Ω
1
c
∂
∂t
ρ(x, t)φ(x, t) dx dt = −
∫ T
0
∫
Ω
1
c
j(x, t) · ∇xφ(x, t) dx dt ∀φ ∈ D(Q).
Damit folgt unter Benutzung der partiellen Integrationsformel für den Zeitablei-
tungsoperator∫ T
0
∫
Ω
1
c
ρ(x, t)
∂
∂t
φ(x, t) dx dt−
∫
Ω
1
c
(
ρ(x, T )φ(x, T )︸ ︷︷ ︸
=0
−ρ(x, 0)φ(x, 0)︸ ︷︷ ︸
=0
)
dx
= −
∫ T
0
∫
Ω
1
c
j(x, t) · ∇xφ(x, t) dx dt ∀ φ ∈ D(Q).
Aus der letzten Gleichung ergibt sich unter Berücksichtigung von c > 0 somit (3.4).

Lemma 3.2.5. Es gelte sowohl Annahme 3.1.4 als auch die Formel der schwachen
Ladungserhaltung (3.4). Unter der zusätzlichen Annahme, dass
divB(x, 0) = 0, divE(x, 0) =
1

ρ(x, 0) für alle x ∈ Ω
folgen aus den Maxwell Gleichungen (3.2a) und (3.2b) die Divergenzgleichungen
(3.2c). Ferner gilt: Aus der Gleichung divB(x, t) = 0 für alle (x, t) ∈ Ω × [0, T ]
und zusätzlich unter den Annahmen, dass E(x, t)×n = 0 auf Γ× [0, T ] aus (3.2e)
und B(x, 0) · n = 0 auf Γ gelten, folgt, dass B(x, t) · n = 0 auf Γ× [0, T ] ist.
Beweis. Wir zeigen zunächst, dass divB(x, t) = 0 für alle (x, t) ∈ Ω × [0, T ] ist.
Betrachten wir die Maxwell Gleichung (3.2b). Für alle Testfunktionen Φ ∈ D(Q;R3)
und mittels Integration von (3.2b) über Raum und Zeit gilt
−
∫ T
0
∫
Ω
1
c
∂
∂t
Φ(x, t)·B dx dt+
∫ T
0
∫
Ω
curl Φ(x, t)·E(x, t) dx dt = 0∀Φ ∈ D(Q;R3)
unter der Ausnutzung der partiellen Integrationsformel (4.7) für glatte Funktionen
und der verschwindenden Randwerte. Sei Φ(x, t) = ξ(t) ·∇xφ(x) ∈ D(Q;R3), dann
gilt
−
∫ T
0
∂
∂t
ξ(t)
∫
Ω
1
c
∇xφ(x) ·B(x, t) dx dt = 0 ∀φ ∈ C∞0 (Ω), ξ ∈ C∞0 ([0, T ]).
Es gilt, dass g(t) :=
∫
Ω
∇xφ(x) ·B(x, t) dx sicher in L1([0, T ]) für festes x ∈ Ω liegt,
ξ ∈ C∞0 ([0, T ]), so dass nach dem Lemma von Du Bois Reymond ([39, Kapitel 1,
Lemma 4]) folgt
g(t) = C für alle t ∈ [0, T ].
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Dabei ist C eine konstante Funktion für alle t ∈ [0, T ]. Es gilt nun die Voraussetzung
divB(x, 0) = 0. Sei t = 0, somit gilt
g(0) =
∫
Ω
∇xφ(x) ·B(x, 0) dx = −
∫
Ω
divB(x, 0)︸ ︷︷ ︸
=0
φ(x) dx ∀ φ ∈ C∞0 (Ω)
= C = 0.
Damit wissen wir nun, dass C = 0 für t = 0 und deshalb für alle t ∈ [0, T ]. Also gilt∫
Ω
∇xφ(x) ·B(x, t) dx = −
∫
Ω
divB(x, t)φ(x) dx = 0∀ t ∈ [0, T ], φ ∈ C∞0 (Ω).
Deshalb folgt
divB(x, t) = 0 für alle (x, t) ∈ Ω× [0, T ]. (3.8)
Es gelte nun nach Annahme, dass E(x, t) × n = 0 auf Γ × [0, T ] ist. Wir testen
(3.2b) mit Testfunktionen φ(x, t) = ξ(t)φ˜(x) mit ξ ∈ C1([0, T ]), ξ(0) = ξ(T ) = 0
und φ˜ ∈ C1(Ω;R3). Dann erhalten wir∫ T
0
ξ(t)
∫
Ω
(
1
c
∂tB(x, t) · φ˜(x) + curl(φ˜(x)) ·E(x, t)
)
dx dt = 0.
Nach Theorem 2.2.16 folgt somit∫
Ω
(
1
c
∂tB(x, t) · φ˜(x) + curl(φ˜(x)) ·E(x, t)
)
dx = 0 in [0, T ],
so dass mit der Wahl φ˜(x) = ∇xψ˜(x) mit ψ˜ ∈ C2(Ω)∫
Ω
1
c
∂tB(x, t) · ∇xψ˜(x)) dx = 0 in [0, T ], ∀ ψ˜ ∈ C2(Ω),
gilt. Damit liefert die Formel der partiellen Integration, dass∫
Γ
1
c
(∂tB · n)ψ˜ dς −
∫
Ω
1
c
div(∂tB(x, t))ψ˜(x) dx = 0 in [0, T ], ∀ ψ˜ ∈ C2(Ω).
Der zweite Term ist Null, da divB(x, t) = 0 für alle (x, t) ∈ Ω × [0, T ] gilt. Mit
der Annahme, dass B(x, 0) ·n = 0 auf Γ, folgt damit B(x, t) ·n = 0 auf Γ× [0, T ].
Es gilt noch zu zeigen, dass divE(x, t) = 1ρ(x, t) für alle (x, t) ∈ Ω × [0, T ] ist.
Multiplizieren wir die Maxwell Gleichung (3.2a) mit Testfunktionen Φ ∈ D(Q;R3)
und integrieren über Raum und Zeit, so gilt
−
∫ T
0
∫
Ω

c
∂
∂t
Φ(x, t) ·E(x, t) dx dt− µ−1
∫ T
0
∫
Ω
curl Φ(x, t) ·B(x, t) dx dt
= −
∫ T
0
∫
Ω
1
c
j(x, t) · Φ(x, t) dx dt ∀Φ ∈ D(Q;R3)
unter der Ausnutzung der partiellen Integrationsformel für den curl-Operator (4.7)
für glatte Funktionen und der Nullrandwerte. Sei Φ(x, t) = ξ(t)·∇xφ(x) ∈ D(Q;R3),
dann gilt
−
∫ T
0
∂
∂t
ξ(t)
∫
Ω

c
∇xφ(x) ·E(x, t) dx dt
= −1
c
∫ T
0
ξ(t)
∫
Ω
j(x, t) · ∇xφ(x) dx dt ∀φ ∈ C∞0 (Ω), ξ ∈ C∞0 ([0, T ])
=
1
c
∫ T
0
∂
∂t
ξ(t)
∫
Ω
ρ(x, t)φ(x) dx dt ∀φ ∈ C∞0 (Ω), ξ ∈ C∞0 ([0, T ])
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unter Anwendung der schwachen Ladungserhaltung (3.4). Beachte curl∇xφ(x) = 0
für alle x ∈ Ω. Es gilt, dass h(t) := ∫
Ω

c∇xφ(x) ·E(x, t) + 1cρ(x, t)φ(x) dx sicher
in L1(]0, T [) für festes x ∈ Ω liegt, ξ ∈ C∞0 ([0, T ]), so dass nach dem Lemma von
Du Bois Reymond ([39, Kapitel 1, Lemma 4]) folgt
h(t) = C˜ für alle t ∈ [0, T ].
Dabei ist C˜ eine konstante Funktion für alle t ∈ [0, T ]. Sei t = 0, somit folgert man
mit divE(x, 0) = 1ρ(x, 0)
h(0) =
∫
Ω
∇xφ(x) · 
c
E(x, 0) +
1
c
ρ(x, 0)φ(x) dx
=
∫
Ω
(
− 
c
divE(x, 0) +
1
c
ρ(x, 0)
)
φ(x) dx
=
∫
Ω
1
c
(
− ρ(x, 0) + ρ(x, 0)
)
︸ ︷︷ ︸
=0
φ(x) dx = 0 ∀ φ ∈ C∞0 (Ω).
Damit wissen wir nun, dass C˜ = 0 für t = 0 und deshalb für alle t ∈ [0, T ]. Also gilt∫
Ω
(
− 
c
divE(x, t) +
1
c
ρ(x, t)
)
φ(x) dx = 0∀ t ∈ [0, T ], φ ∈ C∞0 (Ω).
Deshalb folgt
divE(x, t) =
1

ρ(x, t) für alle (x, t) ∈ Ω× [0, T ]. (3.9)

3.2.3. Die Maxwell Gleichungen und Übergangsbedingungen.
Betrachten wir noch kurz den Fall, dass zwei unterschiedliche Media in einem Ge-
biet Ω′ ⊃ Ω mit unterschiedlichen elektrischen und magnetischen Eigenschaften
durch eine Trennfläche Γ = S getrennt sind. Die Geometrie ist in Abbildung 3.1
skizziert mit EM-Felder E1,E2,B1,B2 (wobei diese EM-Felder die Grenzfelder bei
S
E1, B1
E2, B2
n
ϵ2, µ2
ϵ1, µ1
Abbildung 3.1. Übergangsbedingung: S, Gebiet Ω′ und Teilgebiete
Annäherung von S von den jeweiligen Gebieten kennzeichnen) und dazugehörgen
Permeabilitäten und Permitivitäten. Der äußere Normalenvektor n, der in Abbil-
dung 3.1 senkrecht auf S steht, zeigt hierbei von dem inneren in das äußere Gebiet.
So gelten nach [61, Kapitel I.5] und [74, Kapitel 1.2] folgende Übergangsbedingun-
gen
(2E2 − 1E1) · n = ρS , (B2 −B1) · n = 0 auf S
n× (E2 −E1) = 0, n× (µ−12 B2 − µ−11 B1) = KS auf S,
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d.h. die Tangentialkomponente des elektrischen Feldes und die Normalkomponente
des magnetischen Feldes sind stetig entlang von S. Hingegen sind die Tangential-
komponente des magnetischen Feldes und die Normalkomponente des elektrischen
Feldes im Allgemeinen nicht stetig auf S, wobei KS eine Oberflächenstromdichte
(siehe Bemerkung 4.8.5) und ρS eine Flächenladungsdichte darstellt. Wir konzen-
trieren uns in der Arbeit auf die Maxwell Gleichung (3.2) mit Randbedingungen
eines perfekten Leiters.
3.2.4. Die Maxwell Gleichungen und Punktladungen.
Wir weisen ausdrücklich daraufhin, dass wir im nun Folgendem nicht die Glatt-
heit der Ladungsverteilung ρ und der Stromdichte j voraussetzen. Wir treffen nun
folgende Annahmen.
Annahme 3.2.6.
• Wir fassen die Ladungsverteilung ρ und die Stromdichte j so auf, dass diese
durch eine einzelne Punktladung generiert werden.
• Die Position r und der Impuls p der Punktladung sind hinreichend regulär,
nämlich r,p ∈ C([0, T ];R3).
Hierzu bedienen wir uns der Dirac Delta Distribution.
Definition 3.2.7 (Dirac Distribution).
Man definiert die Delta Dirac Distribution δ (bzw. δr die Distribution im Punkt
r ∈ Ω) als stetiges, lineares Funktional mit
δr : φ 7→ φ(r), δr : C(Ω)→ R.
Der Delta Dirac ist beschränkt, denn
| 〈φ, δr〉C(Ω),C(Ω)∗ | = |φ(r)| ≤ sup
x∈Ω
|φ(x)| = 1 · ‖φ‖C(Ω).
und somit stetig mit Norm ‖δr‖C(Ω)∗ = 1.
Damit definieren wir die Ladungsverteilung und den elektrischen Strom als
Definition 3.2.8 (Ladungsverteilung & elektrischer Strom).
Es gelte Annahme 3.2.6. Die Ladungsverteilung ist durch
ρ(·, t) ∈ C(Ω)∗, ∀ t ∈ [0, T ], ρ(·, t) := qδ(· − r(t)) in Ω× [0, T ] (3.10)
definiert, wobei q für die Ladung eines Partikels steht und r(t) die Position der
Ladung im Koordinatensystem angibt (siehe auch hierzu Kapitel 3.3).
Den durch die Bewegung der Ladung entstehenden elektrischen Strom bezeichnen
wir mit j(x, t). In dieser Art und Weise geht der Strom in der rechten Seite der
Maxwell Gleichungen mit
j(·, t) ∈ C(Ω;R3)∗, ∀ t ∈ [0, T ], j(·, t) := qδ(· − r(t))v(p(t)) in Ω× [0, T ],
(3.11)
unter Berücksichtigung der Generierung durch eine Punktladung, ein. Hierbei ist
p(t) der Impuls der bewegten Ladung und v(t) die entsprechende Geschwindigkeit
des Partikels (siehe Kapitel 3.3).
Lemma 3.2.9. Es gelte Annahme 3.2.6. Die in (3.10) definierte Ladungsverteilung
erfüllt ρ ∈ C([0, T ];C1(Ω)∗).
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Beweis. Mit Bemerkung 3.2.7 und Definition (3.10) gilt
| 〈φ, qδr〉C1(Ω),C1(Ω)∗ | ≤ q‖φ(r(t))‖C1(Ω)
für festes, beliebiges t ∈ [0, T ] und φ ∈ C1(Ω). Damit gilt ‖ρ(·, t)‖C1(Ω)∗ ≤ q. Es
folgt somit, dass ρ(t) ∈ C1(Ω)∗ für jedes feste t ∈ [0, T ]. Darüber hinaus gilt
lim
τ→t ‖ρ(t)− ρ(τ)‖C1(Ω)∗
= lim
τ→t sup‖φ‖C1(Ω)≤1
q|φ(r(t))− φ(r(τ))|
≤ lim
τ→t sup‖φ‖C1(Ω)≤1
q
∫ 1
0
|∇φ(r(t) + s(r(τ)− r(t)))||r(τ)− r(t)| ds
≤ lim
τ→t q|r(τ)− r(t)| = 0.
Es gilt zu beachten, dass r hierfür genügend Regularität besitzt. Zusätzlich nutzen
wir den integralen Mittelwertsatz und dass
|∇φ(r(t) + s(r(τ)− r(t)))| ≤ ‖φ‖C1(Ω) ≤ 1
gilt. Damit ist ρ ∈ C([0, T ];C1(Ω)∗) gezeigt. 
Bemerkung 3.2.10. Für den elektrischen Strom, definiert in Gleichung (3.11),
lässt sich mit der gleichen Argumentation j ∈ C([0, T ];C1(Ω;R3)∗) nachweisen.
Mit diesen Definitionen von Ladungsverteilung und elektrischen Strom gilt die Ge-
setzmäßigkeit der Ladungserhaltung in einem verallgemeinerten Sinn.
Definition 3.2.11 (Verallgemeinerte Ladungserhaltung).
Die Formel∫ T
0
(〈 ∂
∂t
φ(·, t), ρ(·, t)
〉
C(Ω),C(Ω)∗
+ 〈∇xφ(·, t), j(·, t)〉C(Ω;R3),C(Ω;R3)∗
)
dt = 0
(3.12)
für alle φ ∈ D(Q) bezeichnet die verallgemeinerte Ladungserhaltung.
Lemma 3.2.12. Es gelte Annahme 3.2.6. Mit den Definitionen der Ladungsver-
teilung in Formel (3.10) und des elektrischen Stroms in Formel (3.11) ist die ver-
allgemeinerte Ladungserhaltung (3.12) erfüllt.
Beweis. Es gilt Lemma 3.2.9 und Bemerkung 3.2.10. Die Integrale von (3.12) sind
wohldefiniert und somit die Integrierbarkeit sichergestellt. Einsetzen von (3.10),
(3.11) in die linke Seite von (3.12) und Verwendung der Definition 3.2.7 der Dirac
Distribution ergibt∫ T
0
(
q
∂
∂t
φ(r(t), t) + q∇xφ(r(t), t) · d
dt
r(t)
)
dt
=
∫ T
0
q
d
dt
(
φ(r(t), t)
)
dt = q(φ(r(T ), T )− φ(r(0), 0)) = 0 ∀ φ ∈ D(Q).
Dabei nutzt man aus, dass die Randwerte der Testfunktion auf dem Ort-Zeit Zylin-
der Q verschwinden. Die Distribution (3.10) und (3.11) erfüllen die verallgemeinerte
Ladungserhaltung. 
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3.3 Die relativistische Newton-Lorentz Bewegungsgleichungen - Modellierung der
Teilchendynamik
Für eine bessere Übersicht und angenehmere Lesart der Maxwell Gleichungen und
später auch der Newton-Lorentz Gleichungen führen wir folgende Notationen ein
γ(p(t)) :=
√
(1 +
|p(t)|22
(mq0c)
2
)
v(p(t)) := (mq0 γ(p(t)))
−1p(t)
β(p(t)) := c−1v(p(t)).
(3.13)
Hierbei wird γ(p(t)) als Lorentzfaktor bezeichnet, der für Geschwindigkeiten, die
sich der Lichtgeschwindigkeit c annähern, gegen γ(p(t))→ +∞ tendiert.
Das einführende Kapitel zu den Maxwell Gleichungen möchten wir mit einer Über-
sicht aller vorkommenden physikalische Konstanten, die in (3.2), (3.11), (3.15) und
in der Formel zur Ladungsverteilung auftreten, abschließen. Die Auflistung findet
sich in Tabelle 3.1 wieder. Die Untersuchungen auf Existenz und Eindeutigkeit
Physikalische Konstanten Bedeutung
c Lichtgeschwindigkeit
 elektrische Leitfähigkeit
µ magnetische Leitfähigkeit
q Ladung
mq0 Ruhemasse der Ladung
Tabelle 3.1. Überblick über die Konstanten
von einer Lösung der Maxwell Gleichungen (3.2) werden in Kapitel 4.3 ausgeführt.
Dabei wird es zunächst notwendig sein zu definieren, in welchem Sinne wir die Max-
well Gleichungen und deren Lösungen verstehen. Nachdem wir uns kurz mit den
Maxwell Gleichungen in differentieller Form beschäftigt haben, werden wir uns nun
im Folgendem mit der Teilchendynamik auseinandersetzen als weiteren wichtigen
Bestandteil unseres Zustandssystems.
3.3. Die relativistische Newton-Lorentz Bewegungsgleichungen - Model-
lierung der Teilchendynamik.
Nehmen wir die elektromagnetischen Felder als gegebene Daten an, so lässt sich die
Bewegung eines Partikels bzw. einer elektrischen Ladung mit Geschwindigkeit r˙ in
EM-Feldern mittels den relativistischen Newton-Lorentz Gleichungen modellieren.
Die auf eine Punktladung wirkende Kraft wird Lorentzkraft genannt und ist in ihrer
allgemeinsten Form wie folgt definiert
FL := F
E
L + F
B
L = q
(
E + β(p)×B
)
(3.14)
mit der Aufspaltung in die elektrische Komponente FEL und der magnetischen
Komponente FBL , welche aufaddiert die Lorentzkraft ergeben, siehe hierzu auch
[47, Kapitel 30.1.2] und [92, Kapitel 1.21, 2.8 und 4.9.3]. Es bezeichne hierbei E
die elektrische Feldstärke und B die magnetische Flussdichte. Der Zusammenhang
zwischen der Lorentzkraft FL und der Bewegung einer Ladung stellt in der Physik
das zweite Newtonsche Gesetz (lex secunda) her. Es gilt
p˙ = FL.
Somit lassen sich die relativistischen Newton Lorentz Gleichungen als gewöhnliches
Differentialgleichungssystem zur Bestimmung des zeitabhängigen Impulses p(t) und
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der Position r(t) der Ladung über den Zeithorizont [0, T ], T ∈ R, T > 0, angeben
p˙(t) = FL(r(t),p(t), t) in [0, T ] (3.15a)
r˙(t) = v(p(t)) in [0, T ] (3.15b)
p(0) = p0 und r(0) = r0 (3.15c)
Die Lorentzkraft in (3.15) gegeben durch
FL(r(t),p(t), t) := q
[
e(r(t)) +E(r(t), t) + β(p(t))×
(
b(r(t)) +B(r(t), t)
)]
kann in zwei Komponenten zerlegt werden, in eine Komponente für das E-Feld
FEL (r(t), t) und eine Komponente für die magnetische Flussdichte F
B
L (r(t),p(t), t).
Die Existenz von Lösungen von (3.15) findet sich in Kapitel 4.3 wieder. In der Lor-
entzkraft FL sind neben den durch die Teilchenbewegung induzierten EM-Felder
E,B ebenso die äußeren elektrischen Felder e und magnetischen Felder b gege-
ben. Diese tragen dafür Sorge, dass die Ladungen bzw. der Partikelstrahl in dem
jeweiligen betrachtenden Gebiet gehalten wird. Die äußere magnetische Flussdichte
b wird im Verlauf der Arbeit ein bedeutenden Rolle spielen. Die äußeren Felder
werden mittels elektrischem Kondensators oder Spulen erzeugt. Die Anfangsbedin-
gungen sind durch den Impuls p0 ∈ R3 und die Position der Ladung r0 ∈ R3 zu
dem Zeitpunkt t = 0 gegeben.
Bringt man im Folgenden die Beschreibung der elektromagnetischen Felder mit-
tels der Maxwell Gleichungen (3.2) mit der Teilchendynamik und die dadurch re-
sultierenden Newton-Lorentz Gleichungen (3.15) zusammen, so erhalten wir eine
Kopplung der partiellen und gewöhnlichen Differentialgleichungen, die auf das im
nächsten Abschnitt beschriebene System führt.
3.4. Das gekoppelte Maxwell Newton Lorentz System.
Im nun Folgenden formulieren wir das gekoppelte inhomogene Maxwell-Newton
System mit relativistischer Lorentzkraft, das sich aus (3.2), (3.11) and (3.15) ergibt.
In der Literatur findet man in [100, Kapitel 2.4] eine ausführliche Beschreibung des
Systems.
3.4.1. Formulierung des gekoppelten Maxwell Newton Lorentz Systems.
Das physikalische Modell hat die Gestalt

c
∂
∂t
E(x, t)− µ−1 curlB(x, t) = −q
c
δ(x− r(t))v(p(t)) in Ω× [0, T ]
1
c
∂
∂t
B(x, t) + curlE(x, t) = 0 in Ω× [0, T ]
div E(x, t) =
1

qδ(x− r(t)), div B(x, t) = 0 in Ω× [0, T ]
p˙(t) = q
(
e(r(t)) +E(r(t), t) + β(p(t))×
(
b(r(t)) +B(r(t), t)
))
in [0, T ]
r˙(t) = v(p(t)) in [0, T ]
E(x, 0) = E0(x), B(x, 0) = B0(x), r(0) = r0, p(0) = p0, in Ω
E × n = 0, B · n = 0 aufΓ× [0, T ].
(3.16)
Das oben aufgeschriebene Modell (3.16) koppelt somit die generierten EM-Felder
mit den bewegten Ladungen. Einerseits erzeugt die bewegte Ladung EM-Felder
(Quelle in den Maxwell Gleichungen), in der die Position und Geschwindigkeit der
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Ladung in (3.2a) und (3.2c) mit (3.11) eingehen, andererseits tragen diese erzeugten
EM-Felder zu einer Beschleunigung und Richtungsänderung der Teilchen durch den
Eintrag in (3.15a) bei.
Bemerkung 3.4.1. Wir weisen daraufhin, dass man (3.16) im Falle eines Bündels
von np-Partikeln mit np ∈ N in ähnlicher Art und Weise darstellen kann. Hierzu
schreiben wir den elektrischen Strom bedingt durch die Vielzahl an Partikeln als
Summe
j(x, t) =
np∑
i=1
qiδ(x− ri(t))v(pi(t))
und die Ladungsdichte als
ρ(x, t) =
np∑
i=1
qiδ(x− ri(t))
über die n-Teilchen des Bündels. Als Konsequenz der auftretenden Partikel, die
alle ihre eigenen EM-Felder erzeugen, ergeben sich der relativistische Impuls und
die Position des i-ten Partikel unter Berücksichtigung aller erzeugten EM-Felder.
Somit lässt sich das gekoppelte Maxwell-Newton-Lorentz System für ein ganzes
Bündel an np-Partikel schreiben als

c
∂
∂t
E(x, t)− µ−1 curlB(x, t) = −1
c
np∑
i=1
qiδ(x− ri(t))v(pi(t)) in Ω× [0, T ]
1
c
∂
∂t
B(x, t) + curlE(x, t) = 0 in Ω× [0, T ]
div E(x, t) =
1

np∑
i=1
qiδ(x− ri(t)), div B(x, t) = 0 in Ω× [0, T ]
p˙i(t) = qi
(
e(ri(t)) +E(ri(t), t) + β(pi(t))×
(
b(ri(t)) +B(ri(t), t)
))
in [0, T ], i = 1, ..., np
r˙i(t) = v(pi(t))
in [0, T ], i = 1, ..., np
E(x, 0) = E0(x), B(x, 0) = B0(x), ri(0) = r
(i)
0 , pi(0) = p
(i)
0 , inΩ, i = 1, ..., np
E × n = 0, B · n = 0, aufΓ× [0, T ].
(3.17)
Eine weiterführende Diskussion des Mehrpartikelsystems ist in Spohn [100, Kapitel
11] zu finden. Es stellt sich die Frage, inwiefern das gekoppelte Maxwell-Newton-
Lorentz System eine sinnvolle Formulierung der physikalischen Phänomene darstellt
und unseren Zwecken genügt.
Annahme 3.4.2. In der folgenden Diskussion des gekoppelten Systems werden wir
uns auf das System (3.16) konzentrieren, also das Vorhandensein einer einzigen
Ladung im physikalischen Gebiet annehmen.
3.4.2. Repräsentation mittels Skalar- und Vektorpotentialen.
Die in diesem Kapitel vorgestellten elektromagnetischen Felder E und B, Lösungen
der Maxwell Gleichungen (3.2), können im Hinblick auf die in Definition 2.2.10
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eingeführten Skalar-und Vektorpotentiale wie folgt definiert werden
E := −∇φ− ∂A
∂t
,
B := ∇×A = curlA,
mit einem sogenannten elektrostatischen skalaren Potential φ und einem magneti-
schen Vektorpotential A. Daraus ergibt sich für die erste Komponente der Maxwell
Gleichung (3.2a)

c
∂
∂t
(
−∇φ− ∂A
∂t
)
− µ−1 curl(curlA) = −1
c
j
⇔ µ−1∇2A− 
c
∂2A
∂t2
−∇
( 
c
∂
∂t
φ+ µ−1 divA
)
= −1
c
j
wobei der Operator∇2 den vektoriellen Laplace Operator bezeichnet. Die Gleichung
(3.2b) ist somit mit
∂
∂t
curlA+ curl(− ∂
∂t
A) = 0
stets erfüllt. Hierbei gilt zu berücksichtigen, dass curl(∇A) = 0. Aus den Divergenz
Bedingungen (3.2c) folgt
∆φ+
∂
∂t
(divA) = −1

ρ, div(curlA)︸ ︷︷ ︸
=0
= 0.
Man erhält als ein zu lösendes Maxwell Zustandsystems
µ−1∇2A− 
c
∂2A
∂t2
−∇
( 
c
∂
∂t
φ+ µ−1 divA
)
= −1
c
j
∆φ+
∂
∂t
(divA) = −1

ρ.
Bemerkung 3.4.3. Der Vorteil bei der Formulierung der Maxwell Gleichungen
mittels Potentialen besteht darin, dass die Dimension der zu findenden Lösung sich
verringert.
Die Lorentzkraft FL der Newton-Lorentz Gleichungen (3.15) ergibt sich dann zu
FL(r,p) = q
[
e(r)−∇φ− ∂
∂t
A+ β(p)× (b(r) + curlA)
]
.
Somit formuliert sich das gekoppelte Maxwell-Newton-Lorentz System (3.16) mit
dem Skalarpotential φ und dem Vektorpotential A zu
µ−1∇2A(x, t)− 
c
∂2A(x, t)
∂t2
−∇
( 
c
∂
∂t
φ+ µ−1 divA(x, t)
)
= −1
c
j(x, t)
in Ω× [0, T ]
∆φ+
∂
∂t
(divA(x, t)) = −1

ρ(x, t) in Ω× [0, T ]
p˙(t) = FL(r(t),p(t)) in [0, T ]
r˙(t) = v(p(t)) in [0, T ]
mit geeigneten Rand-und Anfangsbedingungen.
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3.5. Schwächen des gekoppelten Modells.
Die offensichtliche Schwäche des gekoppelten Modells liegt darin, dass man in den
Newton-Lorentz Gleichungen die EM-Felder in den Positionen der einzelnen Parti-
kel auswerten muss. Wie wir auch im Laufe der Arbeit sehen werden, besitzen die
Lösungen (Fundamentallösung) der Maxwell Gleichungen an der Stelle x = r(t)
eine Singularität. Um dieses Problematik zu umgehen, gibt es in der Literatur zwei
verschiedenartige Modelle, die wir kurz beleuchten wollen, bevor wir uns auf das
sogenannte Abraham Modell festlegen werden.
Eine weitere Schwäche des oben vorgestellten Modells (3.17) ist seine physikalische
Ungenauigkeit bzw., dass das Modell für den Fall, dass Partikel an den Rand des
Gebietes gelangen, versagt. Siehe hierzu auch [100]. An den Rändern treten weitere
physikalische Phänomene auf, die man mit diesen Modellen nicht beschreiben kann.
Verlässt ein Partikel das Gebiet Ω , so sind E,B an der Position dieses Teilchens
nicht mehr definiert. Daher werden wir dazu übergehen, eine weitere Bedingung
in unserem späteren Optimierungsproblem aufzunehmen, um dies zu verhindern.
Um dies sicherzustellen, wird eine Zustandsbeschränkung für den Zustand r(t), die
Position der Ladung, eingeführt.
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4 Analytische Behandlung der relativistischen Maxwell New-
ton Lorentz Gleichungen und deren optimale Steuerung
Nachdem wir in dem vorherigen Abschnitt die Bestimmungsgleichungen der zu-
grunde liegenden physikalischen Gesetze aufgestellt haben, sollen im Folgenden die
einzelnen Komponenten näher untersucht werden. Das ursprüngliche Modell, das
die Partikelbewegungen in elektromagnetischen Feldern beschreibt, findet sich in
Kapitel 3 und Gleichung (3.16) wieder. In diesem Kapitel werden zu Anfang in
Kapitel 4.1 einige notwendige Modifikationen (siehe Kapitel 3.5) dieses Modells
vorgenommen, was auf das sogenannte Abraham Modell führen wird. Das Opti-
malsteuerproblem soll formuliert werden (Kapitel 4.2), hierbei wird in Kapitel 4.3
die Existenz von Lösungen der einzelnen Komponenten näher beleuchtet. Im weite-
ren Verlauf (Kapitel 4.4) wird die exakte Formulierung des Optimalsteuerproblems
angegeben und die Existenz und Eindeutigkeit einer Lösung des entstehenden redu-
zierten Zustandssystems diskutiert. In Kapitel 4.5 wird die Existenz einer optimalen
Lösung bewiesen und anschließend werden in Kapitel 4.6 die Optimalitätsbedingun-
gen erster Ordnung hergeleitet. Am Ende des Kapitel 4 betrachten wir in Kapitel 4.7
die adjungierten Maxwell Gleichungen und schließen mit der Fragestellung, ob sich
das externe Magnetfeld sowohl divergenz- als auch rotationsfrei fortsetzen lässt
(Kapitel 4.8).
4.1. Aufstellen eines modifizierten Zustandssystems.
Aufgrund der beschriebenen Problematik mit der δ-Dirac Distribution in Kapi-
tel 3.5, stellen wir zwei unterschiedliche Modifikationen des gekoppelten Maxwell-
Newton-Lorentz Systems vor. Die Methode der Wahl ist hierbei eine ausgeschmier-
te Ladungsverteilung einzuführen, im Gegensatz zu einer punktuellen Ladung und
Auswertung. Man findet diese so zum Beispiel in [100, Kapitel 2.3] beschrieben.
Dabei muss das jeweilige Modell der extended charge distribution im Rahmen der
klassischen Elektrodynamik mit den gekoppelten Gleichungen die empirischen Mes-
sungen hinreichend gut modellieren können. Vor allem die Einhaltung der Ladungs-
erhaltung ist essentiell. Hierbei gilt es herauszustellen, dass es in der Literatur nur
zwei bekannte, untersuchte Modelle gibt: das Lorentz Modell einer relativistischen
Ladungsverteilung ([100, Kapitel 2.5]) und das Abraham Modell ([100, Kapitel 2.4]).
Im relativistischen, kovarianten Lorentz Modell wird angenommen, dass die La-
dungsverteilung und Massenverteilung des Partikels in jedem Inertialsystem diesel-
be ist. Es ist somit also invariant unter der Lorentz Transformation. Das Modell
steht somit im Einklang mit der speziellen Relativitätstheorie, ist jedoch deutlich
weniger erforscht und weniger gebräuchlicher im Vergleich zu dem sogenannten
Abraham Modell, das wir im Folgenden verwenden werden.
4.1.1. Das semi-relativistische Abraham Modell.
Das Partikel wird als sphärischer, symmetrischer Festkörper modelliert, mittels aus-
geschmierter Delta-Distribution. Das Modell, welches nun im weiteren Verlaufe der
Arbeit das Modell der Wahl sein wird, ist das sogenannte semi-relativistische Abra-
ham Modell einer festen Ladungsverteilung. Damit ist es nicht Lorentz invariant.
Der große Nachteil dieses Modells ist seine zu große Ungenauigkeit im Falle, dass
sich die Geschwindigkeiten der betrachtenden Partikel der Lichtgeschwindigkeit nä-
hern. Im Abraham Modell verwendet man anstelle der Dirac δ-Distribution eine
ausgeschmierte δ-Distribution, die sowohl in die Maxwell-Gleichungen als auch in
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den Newton-Lorentz-Gleichungen eingeht. Wir benennen mit ϕ die erweiterte La-
dungsverteilung,
ϕ ∈ C2,1(R3), supp(ϕ) ⊆ BRϕ(0),
∫
R3
ϕ(x) dx = 1
ϕ(x) ≥ 0 ∀x ∈ R3, ϕ(x) = ϕ(y) wenn |x|2 = |y|2
(4.1)
mit Rϕ > 0 ∈ R (ϕ erfüllt die Eigenschaften wie z.B. in [4, Kapitel 2.13] von Alt
beschrieben). Wir behandeln also die Ladung nicht mehr als Punktladung, mit ihrer
Masse konzentriert in einem Punkt, sondern als ausgeschmierte Ladung über eine
Kugel mit Radius Rϕ. Somit hat das Abraham Modell folgende Form

c
∂
∂t
E(x, t)− µ−1 curlB(x, t) = −q
c
ϕ(x− r(t))v(p(t)) in Ω× [0, T ]
1
c
∂
∂t
B(x, t) + curlE(x, t) = 0 in Ω× [0, T ]
div E(x, t) =
1

qϕ(x− r(t)), div B(x, t) = 0 in Ω× [0, T ]
E(x, 0) = E0(x), B(x, 0) = B0(x) in Ω
E × n = 0, B · n = 0 auf Γ× [0, T ]
p˙(t) = q
∫
Ω
ϕ(x− r(t))
[
(E(x, t) + e(x)) + β(p(t))× (B(x, t) + b(x))
]
dx in [0, T ]
r˙(t) = v(p(t)) in [0, T ]
r(0) = r0, p(0) = p0.
(4.2)
Wir definieren
Definition 4.1.1 (Strom & Ladungsverteilung mit geglättetem δr).
Der elektrische Strom j und die Ladungsverteilung ρ sind gegeben durch
j(x, t) := qϕ(x− r(t))v(p(t)), ρ(x, t) := qϕ(x− r(t)).
Annahme 4.1.2. Das stationäre, externe elektrische Feld e wird in (4.2) vernach-
lässigt.
Lemma 4.1.3. Sei r ∈ C1([0, T ];R3). Es gilt die Formel zur Erhaltung der Ladung,
gegeben durch
∂ρ
∂t
(x, t) + div j(x, t) = 0.
Beweis. Betrachten wir die partielle Ableitung bzgl. der Zeit für die Ladungsver-
teilung und den Divergenz Operator angewandt auf den Strom j(x, t) so erhält
man
div j(x, t) +
∂ρ
∂t
(x, t) =
3∑
i=1
∂
∂xi
(j(x, t))i +
∂
∂t
qϕ(x− r(t))
= q
3∑
i=1
∂
∂xi
(ϕ(x− r(t))v(p(t)))i − qϕ′(x− r(t))r˙(t)
= qϕ′(x− r(t))r˙(t)− qϕ′(x− r(t))r˙(t) = 0,
unter Ausnutzung von (3.15b). 
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4.1.2. Die externen EM-Felder und die homogene Maxwell Gleichung.
Die externen elektromagnetischen Felder e, b werden als stationäre, zeitunbhängige
EM-Felder angenommen, die die homogenen Maxwell Gleichungen der Form

c
∂
∂t
e(x)− µ−1 curl b(x) = 0 in Ω× [0, T ]
1
c
∂
∂t
b(x) + curl e(x) = 0 in Ω× [0, T ]
div e(x) =
1

ρ(x, t), div b(x) = 0 in Ω× [0, T ].
(4.3)
erfüllen müssen. Unter der Annahme 4.1.2, dass das externe elektrische Feld e nicht
vorhanden ist, erhält man aus (4.3) somit Bedingungen an das externe Magnetfeld
b der Art, dass
div b = 0, curl b = 0 and ∂tb = 0 in Ω. (4.4)
erfüllt sein müssen. Die Steuerung unseres später eingeführten Optimierungspro-
blems wird dieses externe Magnetfeld b sein.
4.1.3. Formulierung des äußeren Magnetfeldes als Vektorfeld eines Ska-
larpotentials.
Zusätzlich zu dem Abraham Modell (4.2) müssen die Bedingungen (4.4) an das
externe Magnetfeld erfüllt werden. Wir führen hierzu ein magnetisches Skalarpo-
tential η ein. Das Skalarpotential fassen wir als Lösung der Poisson Gleichung mit
Dirichlet Randdaten u auf. Diese ergibt sich in ihrer starken Formulierung als
−∆η = 0 in Ω, η = u auf Γ. (4.5)
Sei angenommen u ∈ H 12 (Γ), dann existiert nach Lax Milgram eine eindeutige,
schwache Lösung η ∈ H1(Ω) von (4.5). Das Gebiet Ω ist nach Annahme 4.2.17
einfach zusammenhängend. Es folgt mit Theorem 2.2.14, dass im Fall der Definition
von b := ∇η, b ein konservatives Vektorfeld ist. Nach Definition 2.2.10 und (4.5)
folgt damit
curl(b) = curl(∇η) = 0, div(b) = div(∇η) = ∆η = 0, ∂tb = 0 in Ω.
Somit sind die Bedingungen (4.4) an die Steuerung b, durch Einführung des magne-
tischen Skalarpotentials, sichergestellt (fast überall). Anstelle der Steuerbeschrän-
kungen (4.4) wird die Poisson Gleichung (4.5) in das Zustandssystem mit aufge-
nommen. Die Dirichlet Randdaten u stellen die Steuervariablen in unserem Op-
timierungsproblem, das wir zunächst in seiner rein formalen Darstellung angeben
werden, dar.
Darüber hinaus lässt sich mit der Formel der partiellen Integration die Impuls Glei-
chung der Newton-Lorentz Gleichungen (3.15a), respektive in (4.2), umformulieren
zu
p˙(t) = q
∫
Ω
ϕ(x− r(t))
[
E(x, t) + β(p(t))× (∇η +B(x, t))
]
dx
= q
∫
Ω
ϕ(x− r(t))
[
E(x, t) + β(p(t))×B(x, t)
]
dx
−q
∫
Ω
η(∇(ϕ(x− r(t)))× β(p(t))) dx
+q
∫
Γ
uϕ(x− r(t))β(p(t))× n dς in [0, T ].
r˙(t) = v(p(t)) in [0, T ].
(4.6)
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4.1.4. Schranken an die Position des Partikels.
In den vorangegangen Kapiteln wurden die physikalisch relevanten Modelle und de-
ren Kopplung dargestellt. Um das Abraham Modell für unsere Zwecke verwenden
und untersuchen zu können, stellen wir eine weitere wesentliche Forderung an die
Position bzw. Trajektorie des Partikels. Wir beschränken den Aufenthalt des Par-
tikels auf ein Gebiet Ω˜, das im Gebiet Ω liegen soll und keinen Kontakt zu dessen
Rand haben wird. Das macht insofern Sinn und ist keine wirkliche Einschränkung,
wenn man sich die optimale Steuerung eines Partikels in einem Teilchenbeschleuni-
ger vor Augen führt. Dabei ist es auf keinen Fall gewünscht, dass das Partikel den
Rand des Beschleunigers berührt oder durchdringt. Zumal dann die Modelle, wie sie
hier vorgestellt werden, keine genaue Beschreibung der physikalischen Verhältnisse
wiedergeben. Die Zustandsbeschränkungen, die wir im nächsten Abschnitt einfüh-
ren, führen zu einer komplizierteren Diskussion der Optimalitätsbedingungen, siehe
hierzu z.B. die Bücher [104, Kapitel 6.2], [56, Kapitel 1.7.3] und [68, Kapitel 9.5].
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4.2. Formulierung des Optimalsteuerproblems.
Bis zu dem Ende von Kapitel 4 der Arbeit treffen wir folgende Annahme
Annahme 4.2.1. Die in dem gekoppelten Modell (Abraham Modell) (4.2) auftre-
tenden physikalischen Konstanten setzen wir konstant auf den Skalarenwert 1. Es
gelte somit
 ≡ 1, µ ≡ 1, c ≡ 1.
In Bemerkung 4.3.10 wird die Frage aufgegriffen, wie die Diskussion der Maxwell
Gleichungen zuführen ist unter der Negierung von Annahme 4.2.1.
4.2.1. Das Optimalsteuerproblem.
Werfen wir zunächst einen kurzen Blick auf das Optimalsteuerproblem, mit dem
und dessen Komponenten wir uns im Laufe dieser Arbeit beschäftigen werden. Die-
ses ist in (P˜ ) gegeben. Die Nebenbedingung in Form von den Maxwell-Gleichungen,
den Newton-Lorentz Gleichungen und der Poisson Gleichung sind in ihrer starken
Formulierung gegeben.
minimiere J (r, u) :=
∫ T
0
J1(r(t)) dt+ J2(r(T )) +
α
2
∫
Γ
u2 dς
u.d.N dass die Maxwell Gleichungen
∂
∂t
E(x, t)− curlB(x, t) = −j(x, t) in Ω× [0, T ]
∂
∂t
B(x, t) + curlE(x, t) = 0 in Ω× [0, T ]
div E(x, t) = ρ(x, t) div B(x, t) = 0 in Ω× [0, T ]
E(x, 0) = E0(x), B(x, 0) = B0(x) in Ω
E × n = 0, B · n = 0 auf Γ× [0, T ],
die Newton-Lorentz Gleichungen
p˙(t) = q
∫
Ω
ϕ(x− r(t))
[
E(x, t) + β(p(t))×B(x, t)
]
dx
−q
∫
Ω
η(∇(ϕ(x− r(t)))× β(p(t))) dx
+q
∫
Γ
uϕ(x− r(t))β(p(t))× n dς in [0, T ]
r˙(t) = v(p(t)) in [0, T ]
r(0) = r0, p(0) = p0,
die Poisson Gleichung
−∆η = 0 in Ω , η = u auf Γ
und die Zustandsbeschränkungen
r(t) ∈ Ω˜
erfüllt sind,
(P˜ )
wobei Ω˜ ⊂ Ω eine abgeschlossene Teilmenge darstellt. Darüber hinaus soll die Be-
dingung
dist(Ω˜,Γ) > Rϕ
gelten, die sicherstellt, dass die abgeschlossene Menge Ω˜ einen Abstand von mehr
als Rϕ zum Rand der Menge Ω besitzt. So ist sichergestellt, dass der Support der
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ausgeschmierten Delta-Distribution nicht den Rand Γ berühren kann. Im Optimie-
rungsproblem (P˜ ) sei die Zielfunktion J eine Komposition aus Endzeitzielfunktio-
nal J2 in Abhängigkeit von der Position und J1, welches die Trajektorie des Partikels
über den gesamten Zeithorizont enthält. Der Kontrollkostenterm ist gegeben durch
α
2
∫
Γ
u2 dς, genauer gesagt, gegeben als Tychonov-Term mit Tychonov-Parameter
α > 0, indem die Randdaten der Poisson-Gleichung (4.5) als Randsteuerung ein-
gehen. Zusätzlich zu dem gekoppelten PDE-ODE System und der Poisson Glei-
chung nehmen wir die Zustandsbeschränkung r(t) ∈ Ω˜ auf, die eine physikalische
Sinnhaftigkeit des zugrunde liegenden Modells garantiert und sicherstellt (Teilchen
verbleibt im Inneren des Gebiets). Die Formulierung der relativistischen Impuls-
gleichung (4.6) in (P˜ ) garantiert, dass die Integranden der rechten Seite von (4.6)
für beliebige r(t) ∈ R3 wohl definiert sind.
4.2.2. Benötigte Funktionenräume und Spursätze.
Um den Lösungsbegriff, den wir für die Maxwell Gleichungen gebrauchen wollen,
einführen zu können, benötigt es einige Vorbereitung. Im Folgenden sollen daher
einige hilfreiche und benötigte Definition, Resultate und Formeln ihre Erwähnung
finden.
Definition 4.2.2. Wir bezeichnen der Definition 2.1.2 folgend mit X := L2(Ω;R3)
den Raum der messbaren, L2-integrierbaren Funktionen. Der Übersichtlichkeit hal-
ber benennen wir die Skalarprodukte und dazugehörige Normen bzgl. X und X ×X
mit (., .)X und ‖.‖X .
Definition 4.2.3 (Schwache Differential Operatoren).
Sei u ∈ L2(Ω), v ∈ X und w ∈ X. Wir bezeichnen mit
g = ∇u ∈ X : den schwachen Gradienten,
d = divw ∈ L2(Ω) : die schwache Divergenz,
r = curlv ∈ X : die schwache Rotation (curl)
falls folgende Gleichungen erfüllt sind∫
Ω
g · φ dx = −
∫
Ω
udivφ dx ∀φ ∈ D(Ω;R3),∫
Ω
dφ dx = −
∫
Ω
w · ∇φdx ∀φ ∈ D(Ω;R),∫
Ω
r · φ dx = +
∫
Ω
v · curlφ dx ∀φ ∈ D(Ω;R3),
wobei curl : D ′(Ω;R3) → D ′(Ω;R3), den distributionellen Rotationsoperator mit
(curlv,φ) := (v, curlφ), ∀ φ ∈ D(Ω;R3) und div : D ′(Ω;R3)→ D ′(Ω), den dis-
tributionellen Divergenzoperator bezeichnet. Siehe hierzu auch die Definition 2.2.2.
Definition 4.2.4 (H(div; Ω)- & H(curl; Ω)-Räume).
Wir definieren folgende Funktionenräume
H(div; Ω) := {d ∈ X : div(d) ∈ L2(Ω)}
H(curl; Ω) := {d ∈ X : curl(d) ∈ X},
die Hilberträume bezüglich folgender Normen
‖d‖H(div;Ω) = (‖d‖2X + ‖ divd‖2L2(Ω))
1
2
‖d‖H(curl;Ω) = (‖d‖2X + ‖ curld‖2X)
1
2
sind.
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Des Weiteren benötigen wir Spursätze für die unterschiedlichen Differential Opera-
toren. In [67, 75] ist folgender standardmäßige Spursatz bewiesen
Theorem 4.2.5 (Spursatz für H1(Ω)).
Sei Ω ⊂ R3 ein beschränktes Lipschitz Gebiet. Dann existiert ein eindeutiger, ste-
tiger, linearer Operator
γΩτ : H
1(Ω)→ H 12 (Γ)
mit
(γτu)(x) = u(x) ∀x aus Γ, u ∈ C(Ω) ∩H1(Ω),
und γτ ist surjektiv mit ‖γτu‖
H
1
2 (Γ)
≤ c˜‖u‖H1(Ω).
Theorem 4.2.6 (Spursatz für H(curl; Ω) & H(div; Ω)).
Sei Ω ⊂ R3 ein beschränktes Lipschitz Gebiet. Dann gilt:
(i) Der Raum D(Ω;R3) liegt dicht in H(curl; Ω).
(ii) Es existiert ein eindeutiger, stetiger, linearer Operator
γt : H(curl; Ω)→ H− 12 (Γ;R3),
so dass
γtu(x) = u(x)× n(x) ∀x f.ü. in Γ
für Funktionen u ∈ C(Ω¯;R3) ∩H(curl; Ω), mit
‖γtu‖
H−
1
2 (Γ;R3) ≤ c˜‖u‖H(curl;Ω).
(iii) Der Raum D(Ω;R3) liegt dicht in H(div; Ω).
(iv) Es existiert ein eindeutiger, stetiger, linearer Operator
γn : H(div; Ω)→ H− 12 (Γ),
so dass
γnu(x) = u(x) · n(x) ∀x f.ü. in Γ
für Funktionen u ∈ C(Ω¯;R3) ∩H(div; Ω), mit
‖γnu‖
H−
1
2 (Γ)
≤ c˜‖u‖H(div;Ω).
Die Abbildung γn : H(div; Ω)→ H− 12 (Γ) ist surjektiv.
Bemerkung 4.2.7. Als Literatur für den Spuroperator γt kann die Arbeit von
Girault, Raviart [41] herangezogen werden. Eine detaillierter Diskussion der Eigen-
schaften der Tangentialspur findet man in Alonso und Valli [3]. Der Normalspur-
operator γn wird in dem Buch [103] von Temam näher untersucht. Der Beweis von
Theorem 4.2.6 ist in [74, Kapitel 3, Theorem 3.22-3.29] gegeben.
Bemerkung 4.2.8. Der Tangentialspuroperator γt : H(curl; Ω)→ H− 12 (Γ;R3) ist
im Gegensatz zu dem Normalspuroperator nicht surjektiv.
Bemerkung 4.2.9.
• Für den Rotationsoperator curl gilt folgende Formel der partiellen Integra-
tion:∫
Ω
φ · curlv dx−
∫
Ω
curlφ · v dx = +
∫
Γ
γt(v) · φ dς ∀φ,v ∈ C∞(Ω;R3). (4.7)
• Für den Divergenzoperator div gilt folgende Formel der partiellen Integra-
tion:∫
Ω
φdiv v dx+
∫
Ω
∇φ · v dx = +
∫
Γ
γn(v)φdς ∀φ ∈ C∞(Ω), v ∈ C∞(Ω;R3).
(4.8)
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Lemma 4.2.10. Es gilt für die partielle Integrationsformel des Divergenzoperators:∫
Ω
φ div v dx+
∫
Ω
∇φ·v dx = 〈γnv, γτφ〉
H−
1
2 (Γ),H
1
2 (Γ)
∀φ ∈ H1(Ω), v ∈ H(div; Ω).
(4.9)
Bemerkung 4.2.11. Der Beweis vom Lemma 4.2.10 findet sich in Dautray/Lions
[28, Kapitel IX, A, §1].
Bemerkung 4.2.12. Für den curl-Operator gibt es auch eine Verallgemeinerung
der partiellen Integrationsformel (4.7), die wir im späteren Verlauf der Arbeit an-
geben werden.
Theorem 4.2.13 (de Rham).
Sei Ω ⊂ R3 ein einfach zusammenhängendes Lipschitz Gebiet. Dann gilt{
v ∈ H(curl; Ω) : curlv = 0
}
= ∇
(
H1(Ω)
)
.
Bemerkung 4.2.14. Ein Beweis dieses Theorems ist nachzulesen in [9].
Zur Betrachtung der Poisson Gleichung definieren wir uns vorab folgende Räume
Definition 4.2.15. Sei
W := {v ∈ H10 (Ω) : ∇v ∈ H(div ; Ω)} ,
H := {v ∈ W : ∂nv ∈ L2(Γ)},
wobei ∂nv die Normalenableitung durch ∂nv := γn∇v für v ∈ H1(Ω), mit γn aus
Theorem 4.2.6 (iv) und mit äußere Normale n, definiert. Die Norm von H sei
gegeben durch
‖h‖H :=
(
‖h‖H10 (Ω) + ‖∆h‖L2(Ω) + ‖∂nh‖L2(Γ)
) 1
2
, (4.10)
mit dazugehörigen Skalarprodukt.
Bemerkung 4.2.16 (Eigenschaften der Räume W und H).
Es gelten die Aussagen:
(i) Die Räume W,H sind Hilberträume.
(ii) Der Laplace Operator ist definiert durch ∆ := div∇ : H → L2(Ω).
(iii) Der Hilbertraum H ist somit nach dem Satz von Riesz reflexiv.
4.2.3. Annahmen an das Gebiet und die Daten.
Annahme 4.2.17 (Regularität und Eigenschaften des Gebiets).
(a) Die Menge Ω ⊂ R3 sei ein offenes, beschränktes und einfach wegzusam-
menhängendes Gebiet.
(b) Darüber hinaus sei Ω von der Gestalt, dass für alle g ∈ L2(Ω) eine eindeu-
tige Lösung ω ∈ H von∫
Ω
∇ω · ∇φdx =
∫
Ω
gφ dx ∀ φ ∈ H10 (Ω) (4.11)
existiert. Des Weiteren gelte die folgende a priori Abschätzung
‖ω‖H ≤ C‖g‖L2(Ω)
mit einer Konstante C > 0, die unabhängig von ω und g ist.
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(c) Das Teilgebiet Ω˜ sei definiert durch
Ω˜ := {x ∈ R3 : gi(x) ≤ 0, i = 1, ...,m}
mit m ∈ N und gi ∈ C1(R3;R) mit Ableitungen g′i, die absolut stetige
Funktionen für i = 1, ...,m sind. Es gelte, dass
dist(Ω˜,Γ) > Rϕ. (4.12)
Bemerkung 4.2.18. Die Existenz einer eindeutigen Lösung in H10 (Ω) von (4.11)
ist nach dem Lemma von Lax-Milgram sichergestellt (siehe hierzu Evans [34, Ka-
pitel 6.1, Theorem 3]). Da die Daten g ∈ L2(Ω) sind, folgt somit hieraus, dass
∇ω ∈ H(div; Ω) gilt. Nun wird zusätzlich die Bedingung an die Normalenableitung
von ω gestellt, sodass ∂nω ∈ L2(Γ). Dies ist unter vergleichsweise milden Annah-
men erfüllt, siehe [26, Kapitel 6].
Annahme 4.2.19 (Problemdaten).
Es werden folgende Annahmen an die Daten von (P˜ ) gemacht:
• Die Bestandteile J1, J2 des Zielfunktionals erfüllen: J1, J2 ∈ C1(R3;R) und
sind nach unten durch Konstanten c1 > −∞ und c2 > −∞ beschränkt.
• Der Tikhonov-Parameter α im Tikhonov-Term erfüllt α ∈ R, α > 0.
• Die Anfangsdaten E0,B0 der Maxwell Gleichungen liegen in X.
• Es gilt: q ist eine positive Konstante.
• Die geglättete Delta Distribution ϕ erfüllt die Annahmen in (4.1).
• Die Anfangsposition des Partikels der Newton-Lorentz Gleichungen erfüllt
r0 ∈ Ω˜ mit gegebenen Anfangsimpuls p0 ∈ R3.
4.2.4. Einordnung des Optimalsteuerproblems.
Nachdem wir nun das Optimalsteuerproblem (P˜ ) angegeben haben, soll ein Über-
blick über die vorhandene Literatur gegeben werden.
Die optimale Steuerung partieller Differentialgleichungen wird in [104] Tröltzsch
ausführlich behandelt. Sowohl die Existenz optimaler Lösungen wird für eine all-
gemeine Klasse von Problemen diskutiert, als auch auf den Umgang mit Zustands-
beschränkugen eingegangen. Die Diskussion der Optimalitätsbedingungen von zu-
standsbeschränkten Optimalsteuerproblemen findet sich in [56] wieder. Hierbei wer-
den benötigte Regularitätsbedingungen wie Robinsons CQ und die Regularitätsbe-
dingung von Zowe und Kurcyzuz [117] behandelt. Für die optimale Steuerung von
gewöhnlichen Differentialgleichungen kann das Buch [38] von Gerdts empfohlen wer-
den. In [68] Luenberger werden Zustandbeschränkungen im Kontext der Optimal-
steuerung diskutiert. Die Poisson Gleichung (und allgemeine elliptische Systeme) in
Verbindung mit Optimalsteueraufgaben finden sich z.B. in [77] von Neittaanmaki,
Sprekels und Tiba wieder.
Im nun folgendem Abschnitt werden wir rigorose Lösungsbegriffe für die einzel-
nen Gleichungen in (P˜ ) einführen. Dabei wenden wir uns den einzelnen Bestand-
teilen des Zustandssystems von (P˜ ) zu. Hierzu werden wir definieren in welchem
(Regularitäts)-Sinne man die Komponenten auffassen wird. Darüber hinaus zeigen
wir die Existenz und Eindeutigkeit einer Lösung des Zustandsystems basierend auf
einer reduzierten Formulierung.
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4.3. Existenz von Lösungen der Zustandsgleichungen.
In diesem Kapitel beschäftigen wir uns im Detail mit den einzelnen Komponenten
der Zustandsgleichungen von (P˜ ). Wir werden dafür die Lösungsbegriffe vorstellen,
die Existenz von Lösungen der einzelnen Komponenten diskutieren und vorhandene
Resultate aufzeigen. Den Beginn werden die Maxwell Gleichungen machen.
4.3.1. Diskussion der Maxwell Gleichungen.
Um die Existenz von Lösungen der Maxwell Gleichungen in einem milden Sinn
diskutieren zu können, benötigt man die Theorie über Halbgruppen. Als Grundlage
hierfür dient uns das Buch [85] von Pazy. Die grundlegenden Definitionen und
Sätze, die benötigt werden, sind im Anhang A dargestellt. Zunächst geben wir die
Definition einer milden Lösung an.
Definition 4.3.1 (Milde Lösung).
Sei A : X → X der infinitesimale Generator einer C0-Halbgruppe G(t). Sei w0 ∈ X
und f ∈ L1(0, T ; X). Dann bezeichnen wir die Funktion w(t) ∈ C([0, T ];X) gegeben
durch
w(t) = G(t)w0 +
∫ t
s=0
G(t− s)f(s) ds 0 ≤ t ≤ T (4.13)
als eindeutige milde Lösung des Anfangswert Problems (A.1) im Intervall [0, T ].
Bemerkung 4.3.2. Die milde Lösung (4.13) nennt man auch eine verallgemei-
nerte Lösung zu dem Cauchy Anfangwertproblems (A.1). Unter stärkeren Regulari-
tätsannahmen an die rechte Seite f kann man sicherstellen, dass die milde Lösung
eine klassische Lösung im Sinne (w(t) ∈ C([0, T ];D(A))∩C1([0, T ];X)) von (A.1)
ist (nach [88, Kapitel 12]).
Der zentrale Existenzsatz, den wir für unsere Zwecke verwenden wollen, soll im
nachstehenden Theorem formuliert werden.
Theorem 4.3.3 (Theorem von Stone).
Der Operator A ist der infinitesimale Generator der C0-Gruppe von unitären Ope-
ratoren in einem Hilbertraum H genau dann, wenn iA selbst-adjungiert ist.
Bemerkung 4.3.4. Somit lässt sich mit Stone’s Theorem über die Selbstad-
jungiertheit von iA die Existenz von A und A∗ als infinitesimale Generatoren von
C0-Halbgruppen beweisen.
Bemerkung 4.3.5. Der Beweis von Theorem 4.3.3 ist in [85, Theorem 10.8] ge-
geben.
Wir definieren
Definition 4.3.6 (Cauchy-Problem).
Betrachten wir den unbeschränkten, linearen Operator A der durch
A : X ×X → X ×X, A :=
(
0 − curl
curl 0
)
(4.14)
gegeben sein soll (im Folgenden auch Maxwell Operator genannt). Dessen Do-
mäne ist definiert als D(A) := HΓcurl, wobei
HΓcurl := {V = (V 1,V 2) ∈ H(curl; Ω)×H(curl; Ω) : γt(V 1) = 0} . (4.15)
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Das zu den Maxwell Gleichungen in (P˜ ) gehörige Cauchy Anfangswertproblem ist
von folgender Gestalt
∂
∂t
(
E(t)
B(t)
)
+A
(
E(t)
B(t)
)
= j a.e. in (0, T )(
E(0)
B(0)
)
=
(
E0
B0
)
 (4.16)
mit j(r,p)(t) :=
(−qϕ(· − r(t))v(p(t))
0
)
.
Bemerkung 4.3.7. Der Raum HΓcurl ist als abgeschlossener Unterraum (da der
Spuroperator stetig ist nach Theorem 4.2.6 (ii)) des Hilbertraums H(curl; Ω) ×
H(curl; Ω), wiederum ein Hilbertraum.
Bemerkung 4.3.8. In unserem Cauchy Anfangswertproblem (4.16) finden die Di-
vergenzgleichungen (3.2c) der Maxwell Gleichungen (3.2) keine Berücksichtigung.
Allerdings ist es auch in diesem ’setting’ möglich -analog zu Lemma 3.2.5- die Di-
vergenzgleichungen als Folgerung aus den übrigen Gleichungen herzuleiten. Dabei
müssen Anfangswerte divB(x, 0) = 0 und divE(x, 0) = ρ(x, 0) in einem geeigne-
ten Sinne vorgegeben werden, vergleiche dazu auch [27, Kapitel XVII, B, §4].
Bemerkung 4.3.9. Der Operator A ist linear, unbeschränkt, abgeschlossen und
dicht in X. Ein Beweis dieser Aussage ist in Lemma 4.3.17 gegeben.
Bemerkung 4.3.10. Berücksichtigt man die physikalischen Konstanten , µ so
muss man für den Hilbertraum X ein gewichtetes Skalarprodukt der Form(
(E,B), (Eˆ, Bˆ)
)
X×X :=
(
E, Eˆ
)
X
+
(
µB, Bˆ
)
X
, ∀ (E,B), (Eˆ, Bˆ) ∈ X ×X.
verwenden. Dies führt auf die gewichtete Norm
‖(E,B)‖X×X :=
(
(E,E)X + (µB,B)X
) 1
2 ∀ (E,B) ∈ X ×X.
Der Maxwell Operator ergibt sich dann zu
A : D(A)→ X ×X, A :=
(
 0
0 µ
)−1(
0 − curl
curl 0
)
.
Mit Hilfe von den gewichteten Hilberträumen kann die in diesem Kapitel vorgestellte
Analysis analog ausgeführt werden. Als Referenz hierfür sei [16] angegeben.
Definition 4.3.11 (Halbgruppenoperator der Maxwell Gleichungen).
Man definiert den Halbgruppenoperator und dessen Komponenten als
G(t) : X ×X → X ×X, G(t) :=
(E(t)
B(t)
)
. (4.17)
Die Lösung von (4.16) werden wir milde Lösungen nennen im Sinne von
Definition 4.3.12 (Milde Lösung der Maxwell Gleichungen).
Seien
(
E0
B0
)
∈ X×X und j ∈ L1(0, T ;X)2 gegeben. Dann nennen wir die Funktion(
E
B
)
∈ C([0, T ];X)2 mit(
E(t)
B(t)
)
= G(t)
(
E0
B0
)
+
∫ t
0
G(t− τ)j(r,p)(τ) dτ 0 ≤ t ≤ T, (4.18)
milde Lösung des Cauchy Problems (4.16) in [0, T ].
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Bemerkung 4.3.13. Unter der Annahme, dass
(
E0
B0
)
∈ D(A), j ∈ C([0, T ];X)2
und dass entweder die Bedingung j ∈ W 1,1(0, T ;X) oder die folgende Bedingung
j ∈ L1(0, T ;D(A)) erfüllt ist, ist die milde Lösung von (4.16) eine klassische Lö-
sung (siehe Remark 4.3.2). Der Beweis findet sich in [88, Theorem 12.16]. Diese
Argumentation wird z.B. auch in [16, Theorem 3.8] verwendet.
Man benötigt für den Operator A, den adjungierten Operator von A und des-
sen Domäne, die Formeln der partiellen Integration, jedoch nicht in ihrer üblichen
bekannten Form mit Regularitäten von D(Ω;R3). Die Formeln der partiellen Inte-
gration lassen sich auch für Funktionen aus H(curl; Ω) und HΓcurl formulieren.
Lemma 4.3.14. Es gelten folgende verallgemeinerten Greenschen Formeln
(1) Für alle Elemente (W 1,W 2) ∈ H(curl; Ω)2, (Y 1,Y 2) ∈ H1(Ω;R3)2 gilt∫
Ω
(− curlY 2
curlY 1
)
·
(
W 1
W 2
)
dx
=
∫
Ω
(
curlW 2
− curlW 1
)
·
(
Y 1
Y 2
)
dx− 〈γtW 2, γτY 1〉Γ + 〈γtW 1, γτY 2〉Γ.
(4.19)
Man versteht hierbei 〈., .〉Γ als die duale Paarung zwischen H−1/2(Γ;R3)
und H1/2(Γ;R3), γτ : H1(Ω;R3) → H1/2(Γ;R3) ist der standardmäßige
Spuroperator (Theorem 4.2.5), und es gelte(
a1
a2
)
·
(
b1
b2
)
:= 〈a1, b1〉R3 + 〈a2, b2〉R3 ∀a1,a2, b1, b2 ∈ R3.
(2) Für alle Elemente (W 1,W 2), (Y 1,Y 2) ∈ HΓcurl lässt sich die Formel wie
folgt vereinfachen∫
Ω
(− curlY 2
curlY 1
)
·
(
W 1
W 2
)
dx =
∫
Ω
(
curlW 2
− curlW 1
)
·
(
Y 1
Y 2
)
dx. (4.20)
Beweis.Wir beweisen zunächst den ersten Teil der Aussage. Für hinreichend glatte
Funktionen ω,µ ∈ C1(Ω¯;R3) gilt die folgende Greensche Formel für die Rotation∫
Ω
curlω · µ dx =
∫
Ω
ω · curlµ dx−
∫
Γ
(µ× nΓ) · ω ds, (4.21)
Im nächsten Schritt nutzen wir die Dichtheit von C1(Ω¯;R3) in H1(Ω;R3) ([2, Theo-
rem 3.22]) und in H(curl; Ω) aus. Mit Hilfe des oben eingeführten Spuroperators γτ
(siehe Theorem 4.2.5) können wir in Formel (4.21) zur Grenze übergehen und man
erhält∫
Ω
curlω · µ dx =
∫
Ω
ω · curlµ dx− 〈µ× nΓ, γτω〉Γ
∀ω ∈ H1(Ω;R3),µ ∈ H(curl; Ω). (4.22)
Seien (W 1,W 2) ∈ H(curl; Ω)2 und (Y 1,Y 2) ∈ H1(Ω;R3)2 beliebig gewählt. Durch
Einsetzen von W 1 bzw. W 2 für µ und Y 2 bzw. Y 1 für ω ergeben sich die Glei-
chungen∫
Ω
curlY 2 ·W 1 dx =
∫
Ω
Y 2 · curlW 1 − 〈γtW 1, γτY 2〉Γ∫
Ω
curlY 1 ·W 2 dx =
∫
Ω
Y 1 · curlW 2 − 〈γtW 2, γτY 1〉Γ
∀ (Y 1,Y 2) ∈ H1(Ω;R3)2, (W 1,W 2) ∈ H(curl; Ω)2.
(4.23)
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Die Subtraktion beider obiger Gleichungen (4.23) führt somit zu folgendem Resultat∫
Ω
(− curlY 2
curlY 1
)
·
(
W 1
W 2
)
dx
=
∫
Ω
(
curlW 2
− curlW 1
)
·
(
Y 1
Y 2
)
dx+ 〈γtW 1, γτY 2〉Γ − 〈γtW 2, γτY 1〉Γ ,
das somit die erste Aussage des Lemmas für alle
(W 1,W 2) ∈ H(curl; Ω)2, (Y 1,Y 2) ∈ H1(Ω;R3)2
zeigt. Den zweiten Teil des Lemmas beweisen wir wie folgt.
Seien hierzu (W 1,W 2), (Y 1,Y 2) ∈ HΓcurl beliebig, also veknüpft mit der Eigen-
schaft, dass W 1 × nΓ = Y 1 × nΓ = 0. Dann folgt aus (4.22)∫
Ω
curlω ·W 1 dx =
∫
Ω
ω · curlW 1 dx ∀ω ∈ H1(Ω;R3)
und
∫
Ω
curlϑ · Y 1 dx =
∫
Ω
ϑ · curlY 1 dx ∀ϑ ∈ H1(Ω;R3).
Die Dichtheit vonH1(Ω;R3) inH(curl; Ω) garantiert die Gültigkeit der Gleichungen
in H(curl; Ω) (für alle ω,ϑ ∈ H(curl; Ω)). Also dürfen wir für ω = Y 2 und für
ϑ = W 2 wählen. Ein Addieren der entstehenden Gleichung ergibt (4.20). Folglich
sind die Formeln der partiellen Integration für den curl-Operator gezeigt. 
Bemerkung 4.3.15. Aus der gültigen Abschätzung
‖W × nΓ‖
H−
1
2 (Γ;R3) ≤ c˜‖W ‖H(curl;Ω) ∀ W ∈ D(Ω;R
3),
deren Beweis man z.B. in Dautray/Lions [28, Kapitel IX, A, §1] findet, folgt sofort
‖γtW ‖
H−
1
2 (Γ;R3) ≤ c˜‖W ‖H(curl;Ω) ∀ W ∈ H(curl; Ω),
aufgrund der Tatsache, dass D(Ω;R3) dicht in H(curl; Ω) liegt (siehe hierzu auch
Theorem 4.2.6 (ii)).
Bemerkung 4.3.16. Auch für den Divergenz Operator, kann man folgende verall-
gemeinerte Greensche Formel beweisen:∫
Ω
divY W dx = −
∫
Ω
Y · ∇W + 〈γnY , γτW 〉
H−
1
2 (Γ),H
1
2 (Γ)
∀ Y ∈ H(div; Ω),W ∈ H1(Ω)
mit Hilfe der Dichtheit von D(Ω;R3) in H(div; Ω) nach Theorem 4.2.6 (iii).
Lemma 4.3.17. Der Operator A ist linear, dicht in X ×X und abgeschlossen.
Beweis. Die Linearität des Operator A folgt aus der Struktur des Operators und
damit aus der Struktur und der Linearität des curl-Operators. Die Domäne von A
lässt sich auch als
D(A) = H0(curl; Ω)×H(curl; Ω)
mit H0(curl; Ω) := {V 1 ∈ H(curl; Ω) : γt(V 1) = 0} schreiben. Dabei ist der
Raum H0(curl; Ω) der Abschluss von D(Ω;R3) in H(curl; Ω). Es gilt die Inklusion
D(Ω;R6) ⊂ D(A). Mit der Dichtheit von D(Ω;R6) in X × X (nach Adams [2,
Korollar 2.30]) folgt hieraus, dass D(A) dicht in X ×X liegt.
Um die Abgeschlossenheit von A zu zeigen, seien (V n)n∈N ⊂ D(A) mit V n → V =(
V 1
V 2
)
in X × X und AV n → (ω1,ω2) in X × X für n → ∞. Dann gilt wegen
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(4.20) für alle ϕ1,ϕ2 ∈ D(Ω;R3), dass∫
Ω
(
ω1
ω2
)
·
(
ϕ1
ϕ2
)
dx = lim
n→∞
∫
Ω
AV n ·
(
ϕ1
ϕ2
)
dx
= lim
n→∞
∫
Ω
(
− curlV (n)2
curlV
(n)
1
)
·
(
ϕ1
ϕ2
)
dx
= lim
n→∞
∫
Ω
(
V
(n)
1
V
(n)
2
)
·
(
curlϕ2
− curlϕ1
)
dx
=
∫
Ω
(
V 1
V 2
)
·
(
curlϕ2
− curlϕ1
)
dx.
Auf Grund der Beliebigkeit von ϕ1,ϕ2 ∈ D(Ω;R3), erhalten wir dass curlV 1 ∈ X,
curlV 2 ∈ X (Definition der schwachen Rotation) und somit dass V ∈ H(curl; Ω)2
gilt, wobei ω1 = − curlV 2 und ω2 = curlV 1 sind, also AV = (ω1,ω2)>. Darüber
hinaus, folgt aus V n → V und AV n → (ω1,ω2) = AV für n → ∞, dass die
erste Komponente V (n)1 → V 1 in H(curl; Ω) konvergiert. Somit gilt V 1 × nΓ = 0
wegen der Stetigkeit der Tangentialspur von H(curl; Ω) nach H−1/2(Γ;R3) (nach
dem Spursatz angegeben in Theorem 4.2.6 (ii)). Es folgt, dass
γt(V 1) = lim
n→∞ γt(V
(n)
1 ) = 0,
da V n ∈ HΓcurl. Somit ist also gezeigt, dass V ∈ D(A) = HΓcurl. 
Adjungierter Generator und Domäne.
Wir definieren den adjungierten Operator eines unbeschränkten Operators wie folgt
(wobei X ×X = L2(Ω;R3)2 ein Hilbertraum ist)
Definition 4.3.18 (Adjungierter Generator im Hilbertraum). Sei A : X × X →
X×X ein unbeschränkter Operator mit dichter Domäne. Wir definieren die Menge
D(A∗) := {V ∈ X ×X : ∃ cV > 0 sodass |(AU ,V )X | ≤ cV ‖U‖X ∀U ∈ D(A)}
Falls V ∈ D(A∗), dann kann, aufgrund der Dichtheit von D(A), das lineare Funk-
tional D(A) 3 U 7→ (AU ,V )X ∈ R erweitert werden zu einem eindeutigen W ∈
X ×X so dass (AU ,V )X = (U ,W )X für alle U ∈ D(A) gilt. Man bezeichnet die
Abbildung A∗ : D(A∗) → X × X, A∗ : V 7→ W als adjungierter Operator zu A,
und wir nennen D(A∗) dessen Domäne.
Bemerkung 4.3.19. Es gilt somit nach der Definition 4.3.18, dass
(U ,A∗V )X = (AU ,V )X ∀U ∈ D(A), V ∈ D(A∗). (4.24)
Lemma 4.3.20. Der adjungierte Operator zum Operator A, dessen Definition man
in Definition 4.3.6 wiederfindet ist gegeben durch
A∗ : X ×X → X ×X, A∗ :=
(
0 curl
− curl 0
)
(4.25)
Seine Domäne lässt sich wiederum schreiben als D(A∗) = HΓcurl.
Beweis. Der adjungierte Operator zu A ist wohl definiert. Dies wird durch die
Dichtheit von D(A) in X ×X sichergestellt, was in Lemma 4.3.17 bewiesen wurde.
Man zeigt zunächst, dass D(A∗) ⊂ H(curl; Ω) × H(curl; Ω) und A∗ durch (4.25)
gegeben ist.
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Sei V ∈ D(A∗) beliebig. Setzen wir nun in (4.24) beliebige Testfunktionen ϕ =
(ϕ1,ϕ2) ∈ D(Ω;R3)2 ⊂ D(A) ein, so gilt∫
Ω
(− curlϕ2
curlϕ1
)
·
(
V 1
V 2
)
dx = (Aϕ,V )X = (ϕ,A∗V )X =
∫
Ω
(
ϕ1
ϕ2
)
·
(
(A∗V )1
(A∗V )2
)
dx.
Da ϕ beliebig ist, erhält man nach Definition des schwachen curl-Operators (Defi-
nition 4.2.3)
curlV 1 = −(A∗V )2 ∈ X
curlV 2 = (A∗V )1 ∈ X
und somit V ∈ H(curl; Ω)2. Da V ∈ D(A∗) beliebig war, ist somit die Form von A∗,
wie in (4.25) angegeben, bewiesen. Hiermit ist nun D(A∗) ⊂ H(curl; Ω)2 gezeigt.
Es bleibt noch zu zeigen, dass D(A∗) = HΓcurl gilt. Um dies zu sehen, beweisen wir
zuerst die Inklusion D(A∗) ⊆ HΓcurl. Wir wissen, dass D(A∗) ⊂ H(curl; Ω)2, somit
bleibt zu zeigen, dass auch die Randbedingung erfüllt ist. Seien hierzu V ∈ D(A∗)
und ϕ ∈ H1(Ω;R3) beliebig. Der Tatsache geschuldet, dass V ∈ H(curl; Ω)2 ist,
dürfen wir W = V mit Y 1 ≡ 0 und Y 2 = ϕ in (4.19) einsetzen und erhalten(
A
(
0
ϕ
)
, V
)
X
=
∫
Ω
(− curlϕ
0
)
·
(
V 1
V 2
)
dx
=
∫
Ω
(
curlV 2
− curlV 1
)
·
(
0
ϕ
)
dx+ 〈γtV 1, γτϕ〉Γ
=
((
0
ϕ
)
,A∗V
)
X
+ 〈γtV 1, γτϕ〉Γ
=
(
A
(
0
ϕ
)
,V
)
X
+ 〈γtV 1, γτϕ〉Γ.
Hierbei wurde für die letzte Gleichung die Eigenschaft (4.24) ausgenutzt, da offen-
sichtlich (0,ϕ) ∈ HΓcurl = D(A) gilt. Als Resultat ergibt sich somit
〈γtV 1, γτϕ〉Γ = 0 ∀ϕ ∈ H1(Ω;R3).
Weil γτ : H1(Ω;R3)→ H1/2(Γ;R3) surjektiv ist, siehe hierzu z. B. Theorem 4.2.5,
folgt dass
〈γtV 1,ψ〉Γ = 0 ∀ψ ∈ H1/2(Γ;R3)
und somit gilt γtV 1 = V 1 × nΓ = 0 in H1/2(Γ;R3)∗. Deshalb gilt V ∈ HΓcurl. Da
V ∈ D(A∗) beliebig gewählt war, ist die Inklusion D(A∗) ⊆ HΓcurl gezeigt.
Es bleibt noch die umgekehrte Inklusion HΓcurl ⊆ D(A∗) zu beweisen. Sei V ∈ HΓcurl
beliebig. Dann impliziert (4.20) für jedes U ∈ D(A) = HΓcurl folgende Abschätzung
|(AU ,V )X | =
∣∣∣ ∫
Ω
(− curlU2
curlU1
)
·
(
V 1
V 2
)
dx
∣∣∣ = ∣∣∣ ∫
Ω
(
curlV 2
− curlV 1
)
·
(
U1
U2
)
dx
∣∣∣
≤
∥∥∥∥( curlV 2− curlV 1
)∥∥∥∥
X
‖U‖X ,
die der Abschätzung in der Definition der Domäne vonA∗ mit cV =
∥∥∥∥( curlV 2− curlV 1
)∥∥∥∥
X
entspricht. Also gilt, dass V ∈ D(A∗) liegt. Fassen wir das Gezeigte zusammen, so
erhält man, dass
D(A∗) = HΓcurl
gilt. 
Bemerkung 4.3.21. Aus Lemma 4.3.20 folgt für den infinitesimalen Generator
A, dass Formel (4.24) die partielle Integrationsformel (4.20) repräsentiert.
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Lemma 4.3.22. Es gilt, dass iA selbst-adjungiert ist.
Beweis. Nach Lemma 4.3.20 sind die Domänen D(A) = HΓcurl = D(A∗) identisch.
Der Operator A liegt dicht in X und es gilt nach Gleichungen (4.14) und (4.25)
A = −A∗.
Hieraus erhält man, dass iA = i(−A∗) = (iA)∗ seine Gültigkeit hat. Somit ist iA
selbst-adjungiert. 
Bemerkung 4.3.23. Nach Theorem 4.3.3 ist somit −A der infinitesimale Genera-
tor der C0-Halbgruppe G(t) gegeben in Gleichung (4.17). Es gilt jedoch noch mehr.
Betrachte hierfür Theorem 4.3.26.
Bemerkung 4.3.24. In der Literatur findet sich der Existenzbeweis des Maxwell
Operators in den Büchern [27, 28] von Dautray und Lions. Hierin wird gezeigt, dass
für eine offene, beschränkte Menge Ω ⊂ R3 mit regulärem Rand Γ, der Operator
−A der infinitesimale Generator einer unitären C0-Gruppe G(t) ∈ X × X ist.
Der Operator iA ist selbst-adjungiert. Der Beweis findet sich in Dautray/Lions
[28, Kapitel IXA §1 Theorem 1] und [28, Kapitel IXA §1 Theorem 2] wieder. Die
Resultate sind in [27, Kapitel XVII B §4] zusammengefasst.
Halten wir uns das Cauchy Problem (4.16) vor Augen, so existiert eine milde Lösung
der Maxwell Gleichungen und folgendes Theorem hat seine Gültigkeit:
Theorem 4.3.25. Es existiert eine eindeutige milde Lösung U(t) von (4.16), und
folgende a priori Abschätzung
‖(E(t),B(t))>‖C([0,T ];X×X) ≤ cM
(||(E(0),B(0))>‖X×X + ‖j‖L1(0,T ;X×X))
(4.26)
hat ihre Gültigkeit mit cM = MeωT und M ≥ 1, ω ≥ 0.
Beweis. Nach Definition 4.3.12, Lemma 4.3.22 und Bemerkung 4.3.23 existiert
U(t), die milde Lösung von (4.16). Es gilt für U(t) die milde Lösungsformel (4.18)
und nach dem Einsetzen in die Norm erhält man
‖U(t)‖C([0,T ];X×X) ≤ max
t∈[0,T ]
‖G(t)U0‖X×X + max
t∈[0,T ]
∫ t
0
‖G(t− τ)j(r,p)(τ)‖X×X dτ
≤ max
t∈[0,T ]
(‖G(t)‖L(X×X,X×X)) ‖U0‖X×X
+ max
t∈[0,T ]
{
max
τ∈[0,t]
‖G(τ)‖L(X×X,X×X)
∫ t
0
‖j(r,p)(τ)‖X×X dτ
}
≤ max
t∈[0,T ]
Meωt‖U0‖X×X + max
t∈[0,T ]
Meωt‖j‖L1(0,t;X×X)
≤MeωT (‖U0‖X×X + ‖j‖L1(0,T ;X×X))
= cM
(‖U0‖X×X + ‖j‖L1(0,T ;X×X))
mit cM = MeωT . Hierbei nutzen wir die Beschränktheit der C0-Halbgruppe. Es gilt
nach Theorem A.0.3
‖G(t)‖L(X×X,X×X) ≤Meωt ∀ t ∈ [0, T ]
mit M ≥ 1, ω ≥ 0. Außerdem nutzen wir die Regularität der Daten U0 ∈ X ×X
und j ∈ L1(0, T ;X ×X). 
Theorem 4.3.26. Sei A der lineare, abgeschlossene und in der Menge X dicht
liegende unbeschränkte Maxwell-Operator. Dann gilt zusätzlich zu Theorem 4.3.25
folgende Aussage:
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Der adjungierte Operator A : X ×X → X ×X ist der adjungierte, infinitesimale
Generator zur C0-Halbgruppe G(t)∗, 0 ≤ t ≤ T .
Beweis. Wir wenden für den Nachweis der Aussagen den Satz von Stone (Theorem
4.3.3) an. Die Voraussetzung, dass X ein Hilbertraum darstellt ist erfüllt. Nach
Lemma 4.3.22 ist iA selbst-adjungiert. Daher gilt nach Stone’s Theorem 4.3.3, dass
−A der infinitesimale Generator einer C0-Gruppe G˜(t),−∞ < t <∞ von unitären
Operatoren (G˜(t)−1 = G˜(−t) = G˜(t)∗) in X ist. Wir erhalten, unter Benutzung von
Bemerkung A.0.8, dass wir die C0-Gruppe G˜(t) schreiben können als
G˜(t) =
{
G˜+(t), t ≥ 0
G˜−(−t), t ≤ 0
wobei −A der infinitesimale Generator der C0-Halbgruppe G˜+(t) bzw. A der infi-
nitesimale Generator der C0-Halbgruppe G˜−(t) ist. Definieren wir uns nun G(t) :=
G˜+(t), 0 ≤ t ≤ T , so ist (i) gezeigt. Mit der Wahl von G(−t) := G˜−(−t) folgt,
dass −A∗ der infinitesimale Generator der C0-Halbgruppe G(t)∗, 0 ≤ t ≤ T ist,
da nach Lemma 4.3.20 A = −A∗ und nach Definition eines unitären Operators
G(−t) = G(t)∗ gilt. 
4.3.2. Diskussion der Newton-Lorentz-Gleichungen.
Durch die Definition des Vektorpotentials b in Kapitel 4.1.3 und durch die geringe
Regularität des Zustands η erzwungen, wurde die Impuls Gleichung der Newton-
Lorentz-Gleichung in (4.2) mit Hilfe der Formel der partiellen Integration in Formel
(4.6) umformuliert.
Bemerkung 4.3.27. Die Existenz und die Eindeutigkeit einer Lösung, des nicht
mit der Maxwell Gleichung gekoppelten ODE-System, welches in (P˜ ) gegeben ist,
für sich alleine genommen, folgt über die globale Lipschitz Stetigkeit der rechten
Seite der relativistischen Bewegungsgleichungen und mittels des Existenzsatzes von
Picard Lindelöf. Man erhält stetig differenzierbare Lösungen.
4.3.3. Diskussion der Poisson-Gleichung.
Wenden wir uns nun der zweiten Komponente unseres Zustandssystems zu. Eine
auführliche Behandlung elliptischer partieller Differentialgleichungen zweiter Ord-
nung findet sich in [40] von Trudinger und Gilbarg wieder. Beachten wir nun, dass
wir nicht die nötige Regularität des Skalarpotentials haben, um die Poisson Glei-
chung in ihrer starken Formulierung respektive in ihrer schwachen Formulierung zu
schreiben, so werden wir im Folgenden deren Lösung definieren als
Definition 4.3.28 (Sehr schwache Lösung der Poisson-Gleichung).
Wir nennen η∗ ∈ L2(Ω) für ein beliebiges u∗ ∈ L2(Γ) eine sehr schwache Lösung
von (4.5), falls η∗ die sehr schwache Formulierung
−
∫
Ω
η∗∆h dx+
∫
Γ
u∗ · ∂nh dς = 0 ∀ h ∈ H (4.27)
mit der Normalenableitung ∂nh := n · ∇h ∈ L2(Γ) von h löst. Hierbei ist H in
Definition 4.2.15 definiert ein Hilbertraum.
Theorem 4.3.29. Für jedes u∗ ∈ L2(Γ) existiert eine eindeutige Lösung η∗ von
(4.27) und folgende a priori Abschätzung
‖η∗‖L2(Ω) ≤ c˜‖u∗‖L2(Γ) (4.28)
gilt.
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Bemerkung 4.3.30. Wir merken zunächst an, falls η∗ ∈ H1(Ω) und η∗ = u∗ auf
dem Rand Γ wäre, dann folgt aus (4.27) unter Anwendung der Formel der partiellen
Integration ∫
Ω
∇η∗ · ∇h dx = 0 ∀ h ∈ H.
Wegen der Dichtheit von H in H10 (Ω) gilt somit obige Gleichung für alle h aus
H10 (Ω). Damit folgt hieraus Formel (4.11) und η∗ erfüllt die schwache Formulie-
rung.
Beweis. Es gilt nach Annahme 4.2.17 (b) und dem Satz über die offene Abbildung
[91, Korollar 2.12](H Banachraum), dass der inverse Laplace Operator und seine
Adjungierte als lineare Abbildungen
−∆−1 ∈ L(L2(Ω),H) und (−∆∗)−1 ∈ L(H∗, L2(Ω)) (4.29)
existieren. Definieren wir uns im Folgenden die Abbildung
R : L2(Γ)→ H∗, mit
〈Ru∗, h〉H∗,H := −
∫
Γ
∂nhu
∗ dς.
(4.30)
So gilt für ein beliebiges u∗ ∈ L2(Γ), dass Ru∗ ∈ H∗.
Die Wohldefiniertheit des Randintegrals ist durch die Tatsache sichergestellt, dass
die Normalenableitung ∂nh|Γ = n · ∇h|Γ ∈ L2(Γ) liegt, da h ∈ H. Somit ist die
Abbildung R : L2(Γ)→ H∗ linear und stetig, denn
‖Ru∗‖H∗ = sup
‖h‖H=1
| 〈Ru∗, h〉H∗,H | ≤ sup‖h‖H=1
∫
Γ
∣∣∣∂nhu∗∣∣∣ dς
≤ C‖u∗‖L2(Γ)
unter Ausnutzung von (4.10) und des Spursatzes ([34, Kapitel 5.5, Theorem 1]),
so dass gilt ‖∂nh‖L2(Γ) ≤ C‖h‖H1(Ω) ≤ C‖h‖H, wobei C von Ω abhängt. Es folgt
somit aus (4.29), dass für alle u∗ ∈ L2(Γ) ein η∗ ∈ L2(Ω) existiert, sodass
η∗ =
(−∆∗)−1Ru∗ (4.31)
und dies eine eindeutige Lösung von(
η∗,−∆h
)
=
(
(−∆∗)−1Ru∗,−∆h
)
∀ h ∈ H
=
〈
∆∗(∆∗)−1Ru∗, h
〉
H∗,H = 〈Ru∗, h〉H∗,H ∀ h ∈ H
und damit von
−
∫
Ω
η∗∆h dx = −
∫
Γ
∂nhu
∗ dς ∀ h ∈ H
ist. Des Weiteren gilt
‖η∗‖L2(Ω) = ‖
(−∆∗)−1Ru∗‖L2(Ω)
≤ ‖(−∆−1)‖L(L2(Ω),H)‖Ru∗‖H∗
≤ ‖(−∆−1)‖L(L2(Ω),H)‖R‖L(L2(Γ),H∗)‖u∗‖L2(Γ)
= c˜‖u∗‖L2(Γ),
wobei die Definition der Operatornorm des Adjungierten Operators verwendet wur-
de. Die Konstante c˜ = ‖(−∆−1)‖L(L2(Ω),H)‖R‖L(L2(Γ),H∗) > 0 ist unabhängig von
u∗ und η∗. 
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Bemerkung 4.3.31. Da die Lösung η∗, der oben beschriebenen Poisson Gleichung
mit Dirichlet Randdaten, nur die Regularität von L2(Ω) besitzt, ist somit ∇η∗ (das
externe Magnetfeld) nicht wohl definiert und i.A. nur eine Distribution. In den
Newton-Lorentz Gleichungen behelfen wir uns damit den Ableitungsoperator, der
ursprünglich auf η∗ wirkt, auf die geglättete Delta-Distribution ϕ(x − r(t)), die
in der Bestimmungsgleichung für das Momentum auftaucht, anzuwenden. Dies ist
aufgrund der Tatsache, weil ϕ(x − r(t)) ausreichend Regularität besitzt, machbar.
Hierzu verwendet man die Formel der partiellen Integration, sodass nur η und u in
der rechten Seite der Bewegungsgleichungen auftauchen.
4.4. Diskussion des Zustandssystems.
Somit liest sich das Abraham Modell (4.2), bestehenden aus den im vorherigen
Abschnitt 4.3 eingeführten Komponenten, als
Maxwell Gleichungen:
∂
∂t
(
E(t)
B(t)
)
+A
(
E(t)
B(t)
)
= j a.e. in (0, T )(
E(0)
B(0)
)
=
(
E0
B0
)
,
Newton-Lorentz Gleichungen:
p˙(t) = q
∫
Ω
ϕ(x− r(t))
[
E(x, t) + β(p(t))×B(x, t)
]
dx
−q
∫
Ω
η(∇(ϕ(x− r(t)))× β(p(t))) dx
+q
∫
Γ
uϕ(x− r(t))β(p(t))× n dς in [0, T ]
r˙(t) = v(p(t)) in [0, T ]
r(0) = r0, p(0) = p0,
Poisson Gleichung:
−
∫
Ω
η∆h dx+
∫
Γ
u∂nh dς = 0 ∀ h ∈ H
(4.32)
darstellen, das wir im Folgenden als modifiziertes Abraham Modell bezeichnen wer-
den. Unter Verwendung der Lösungsformel (4.18) der Maxwell Gleichungen (4.16),
deren Komponenten und der Lösungsformel (4.31) der Poisson Gleichung (4.27),
ergibt sich aus den relativistischen Bewegungsgleichungen (4.6) eine reduzierte For-
mulierung unseres Systems (4.32), welche wir im Folgenden mit e einführen und
bezeichnen werden. Die semi-reduzierte Form hängt von den Zuständen r(t),p(t)
und der Randsteuerung u ab. Die Anfangsdaten r0,p0 werden wir im nun Folgenden
in die Zustände r,p mit aufnehmen.
Definition 4.4.1 (Lösung des Zustandssystems).
Seien die Abbildung e,FL und j wie folgt definiert:
(a) Der Zustandssystem Operator e:
e : C1{0}([0, T ];R
3)2 × L2(Γ)→ C([0, T ];R3)2,
e(w, z, u)(t) :=
(
e1(w, z, u)(t)
e2(w, z, u)(t)
)
,
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mit folgenden Komponenten
e1(w, z, u)(t) :=z˙(t)− q
∫
Ω
ϕ(x−w(t)− r0)FL(w + r0, z + p0)(t) dx
+q
∫
Ω
(
(−∆∗)−1Ru)[∇ϕ(x−w(t)− r0)× β(z(t) + p0)]dx
−q
∫
Γ
uϕ(x−w(t)− r0)β(z(t) + p0)× n dς
e2(w, z, u)(t) :=w˙(t)− v(z(t) + p0).
(4.33)
Der Raum C1{0}([0, T ];X ), mit einem linear, normierten Raum X , kenn-
zeichnet alle in der Zeit stetig differenzierbaren Funktionen mit verschwin-
denden Werten an der Stelle t = 0 (siehe Definition 2.1.1). Wir schreiben
des Weiteren y := (w, z)>.
(b) Die Lorentzkraft FL:
FL : C([0, T ];R3)2 → C([0, T ];X)
gegeben durch
FL(r,p)(x, t) := E(x, t) + β(p(t))×B(x, t)
= E(t)
(
E0
B0
)
+
∫ t
0
E(t− τ)j(r,p)(τ) dτ
+ β(p(t))× (B(t)(E0
B0
)
+
∫ t
0
B(t− τ)j(r,p)(τ) dτ),
wobei G den in (4.18) eingeführte C0-Halbgruppenoperator bezeichnet und
dessen Komponenten durch E und B gegeben sind.
(c) Die elektrische Stromdichte j:
j : C([0, T ];R3)2 → C([0, T ];X)2,
j(r,p)(x, t) :=
(− qcϕ(x− r(t))v(p(t))
0
)
.
Dann bezeichnen wir (w, z, u) ∈ C1{0}([0, T ];R3)2×L2(Γ) als Lösung des Zustand-
systems, falls diese der Bedingung
e(w, z, u) = 0
genügen.
Bemerkung 4.4.2.
(a) Man stellt fest, dass sowohl aufgrund der Regularitäten von ϕ in (4.1), als
auch der Maxwell Lösungen in C([0, T ];X), die Operatoren in die angege-
benen Räume abbilden.
(b) Zu beachten ist, dass sowohl die Maxwell Gleichungen als auch die Poisson
Gleichung mittels der jeweiligen Lösungsoperatoren in die oben definierten
Formulierungen eingehen.
(c) Wir nennen deshalb e(w, z, u) = 0 das reduzierte Zustandssystem. Da es
nur von den Zuständen w, z und der Steuerung u abhängt.
4.4.1. Aufstellung des Optimalsteuerproblems.
Nachdem im vorangegangen Abschnitt die Lösungskonzepte der einzelnen Bestand-
teile eingeführt und diskutiert wurden, soll das nun folgende Kapitel dazu dienen
das Optimierungsproblem rigoros aufzustellen.
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Um eine bessere Übersicht über die verwendeten Variablen zu erlangen, gibt die
Tabelle 4.1 ein Überblick über die Zustands-, Adjungierten- und weitere Variablen.
Variablen Bedeutung
Zustandsvariablen
E elektrische Feldstärke
B magnetische Flussdichte
r Position/Trajektorie des Partikels
p relativistische Impuls des Partikels
y := (r,p)> bzw. y := (w, z)>
η Skalarpotential/ Lösung Poisson Gleichung
Steuervariable
u Randdaten der Poisson Gleichung
Adjungierte Variablen
Φ adjungierte elektrische Feldstärke
Ψ adjungierte magnetische Flussdichte
% adjungierte Partikel Position
pi adjungierte relativistischer Impuls
ω := (%, pi)>
χ adjungierte Poisson Lösung
µ Lagrangemultiplikator
Weitere Variablen
j elektrischer Strom
ρ Ladungsdichte
γ Lorentzfaktor
b externes Magnetfeld
e externes elektrisches Feld
ϕ geglättete Delta-Distribution
Tabelle 4.1. Überblick über verwendete Variablen
Somit lässt sich das Optimierungsproblem mathematisch exakt unter Zuhilfenahme
der reduzierten Form (4.33) wie folgt formulieren
min J (w + r0, u)
s.t. w, z ∈ C1{0}([0, T ];R3),
u ∈ L2(Γ),
e(w, z, u)(t) = 0 ∀ t ∈ [0, T ],
gi(w(t) + r0) ≤ 0, i = 1, ...,m ∀ t ∈ [0, T ]
(P)
mit Zielfunktion J (w+r0, u) :=
∫ T
0
J1(w(t)+r0) dt+J2(w(T )+r0)+
α
2
∫
Γ
u2 dς. Die
Zustände r,p und Anfangsdaten der ODE sind hierbei durch die Transformationen
r(t) = w(t) + r0 und p(t) = z(t) + p0 gegeben.
4.4.2. Existenz und Eindeutigkeit einer Lösung des reduzierten Sys-
tems.
Die Nebenbedingung e(w, z, u)(t) = 0 ∀ t ∈ [0, T ] in (P) lässt sich wie folgt äqui-
valent umschreiben
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e(w, z, u)(t) =
(
z˙(t)
w˙(t)
)
−
(
f1(w, z, u)(t)
f2(w, z, u)(t)
)
= 0 ∀ t ∈ [0, T ]
⇔
(
z˙(t)
w˙(t)
)
= f(w, z, u)(t), ∀ t ∈ [0, T ], w(0) = z(0) = 0, (4.34)
mit rechter Seite f = (f1, f2)> : C([0, T ];R3)2 → C([0, T ];R3)2 und f(w, z, u)
gegeben durch die verbleibenden Terme von (4.33)
f1(w, z, u)(t) := q
∫
Ω
ϕ(x−w(t)− r0)FL(w + r0, z + p0)(t) dx
−q
∫
Ω
(
(−∆∗)−1Ru)[∇ϕ(x−w(t)− r0)× β(z(t) + p0)]dx
+q
∫
Γ
uϕ(x−w(t)− r0)β(z(t) + p0)× n dς
f2(w, z, u)(t) := v(z(t) + p0).
Mit dieser Notation werden wir im Folgenden die Existenz und Eindeutigkeit von
einem y ∈ C1{0}([0, T ];R3)2 von (4.34) für ein beliebiges, aber fest vorgegebenes
u ∈ L2(Γ;R) nachweisen. Zu diesem Nachweis wird der Fixpunktsatz von Banach
benutzt.
Lemma 4.4.3 (Globale Lipschitzstetigkeit).
Die rechte Seite f(w, z, u)(t) des reduzierten Systems (4.34) ist global Lipschitz
stetig bzgl. des Zustands y. Es gilt also
|f(y1, u)(t)− f(y2, u)(t)|2 ≤ L‖y1 − y2‖C([0,t];R3)2 ∀ t ∈ [0, T ]
mit Lipschitz Konstante L ≥ 0.
Beweis. Aus der Definition (3.13) folgt, dass v in der euklidischen Norm beschränkt
ist, denn es gilt
|v(p)|2 =
∣∣∣∣∣∣ pmq0√(1 + |p|22(mq0c)2 )
∣∣∣∣∣∣
2
=
c|p|2√(
(mq0c)
2 + |p|22
)
≤ c|p|2|p|2 = c. ∀ p ∈ R
3
(4.35)
und deren Ableitung schätzt sich in der Frobeniusnorm durch
|v′(p)|F ≤
√
3
mq0
, ∀ p ∈ R3
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ab, denn
|v′(p)|F =
√√√√ 3∑
i,j=1
∣∣∣∣∂v(p(t))i∂pj
∣∣∣∣2
2
=
√√√√ 3∑
i,j=1
δijδij
m2(1 +
|p|22
(mq0c)
2 )
− 2pipjδij
(mq0)
4c2(1 +
|p|22
(mq0c)
2 )2
+
p2i p
2
j
(mq0)
6c4(1 +
|p|22
(mq0c)
2 )3
=
√√√√√ 3
m2(1 +
|p|22
(mq0c)
2 )
−
2(mq0c)
2(1 +
|p|22
(mq0c)
2 )|p|22 − |p|42
(mq0)
6c4(1 +
|p|22
(mq0c)
2 )3
=
√√√√ 3
m2(1 +
|p|22
(mq0c)
2 )
− 2(m
q
0c)
2|p|22 + |p|42
(mq0)
6c4(1 +
|p|22
(mq0c)
2 )3
≤
√
3
mq0
, ∀ p ∈ R3.
(4.36)
Hierbei wird γ(p) ≥ 1,∀ p ∈ R3, c > 0, mq0 ≥ 0 ausgenutzt und δij stellt das Krone-
cker Symbol dar mit δij = {1, falls i = j; 0 sonst}. Darüber hinaus erhalten wir,
nach Definition der ausgeschmierten Delta Distribution und deren Eigenschaften
(4.1), die Abschätzung
‖ϕ(· − r1)− ϕ(· − r2)‖L2(Ω)≤
(∫
Ω
(∫ 1
0
(ϕ′(x−r2+ s(r2 − r1)) ds · (r2 − r1)
)2
dx
) 1
2
≤ Lϕ|r1 − r2|2
( ∫
supp(ϕ(·−r1))∩supp(ϕ(·−r2))
1 dx
) 1
2
≤ Lϕ
2
√
piR3ϕ√
3
|r1 − r2|2 ∀ r1, r2 ∈ R3
(4.37)
unter Benutzung des integralen Mittelwertsatzes, der Lipschitzstetigkeit von ϕ und
zur Hilfenahme, dass der Träger von ϕ in einer Kugel mit Radius Rϕ liegt. Des
Weiteren gilt
‖ϕ(· − r2)‖L2(Ω) ≤
( ∫
R3
|ϕ||ϕ| dx) 12 ≤ (‖ϕ‖L∞(R3)‖ϕ‖L1(R3)) 12
=
√
‖ϕ‖L∞(R3) =
√
Cϕ ∀r2 ∈ R3.
(4.38)
Hierbei wurde die Hölderungleichung, die Beschränktheit des Trägers von ϕ und
(4.1) ausgenutzt (
∫
R3 ϕdx = 1). Die L
∞-Norm von ϕ lässt sich nach (4.1) durch
maxx∈R3 |ϕ(x)| =: Cϕ schreiben.
Wenden wir uns zunächst der Komponente f2 zu und bedienen wir uns des Mit-
telwertsatzes. Es gilt für beliebige y1 = (w1, z1)>,y2 = (w2, z2)> ∈ C([0, t];R3)2
und beliebiges, aber festes u ∈ L2(Γ)
|f2(y1, u)(t)− f2(y2, u)(t)|2
= |v(z1(t) + p0)− v(z2(t) + p0)|2
≤ max
s∈[0,1]
|v′(z2(t) + p0 + s(z1(t)−w2(t)))|F |y2(t)− y1(t)|2
≤
√
3
mq0
max
t˜∈[0,t]
|y2(t˜)− y1(t˜)|2 =
√
3
mq0
‖y1 − y2‖C([0,t];R3)2 .
(4.39)
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Hiebei nutzen wir (4.36) aus. Wir betrachten nun f1. Der Übersichts halber führen
wir folgende Notation ein
f1(y, u)(t) := fˆ(y, u)(t) + f˜(y, u)(t)− f¯(y, u)(t) + f˚(y, u)(t) mit
fˆ(y, u)(t) := q
∫
Ω
ϕ(x−w(t)− r0)
[
E(t)
(
E0
B0
)
+
∫ t
0
E(t− τ)j(w + r0, z + p0)(τ) dτ
]
dx,
f˜(y, u)(t) := q
∫
Ω
ϕ(x−w(t)− r0)
[
β(p(t))× (B(t)(E0
B0
)
+
∫ t
0
B(t− τ)j(w + r0, z + p0)(τ) dτ
)]
dx,
f¯(y, u)(t) := q
∫
Ω
(
(−∆∗)−1Ru)[∇ϕ(x−w(t)− r0)× β(z(t) + p0)]dx,
f˚(y, u)(t) := q
∫
Γ
uϕ(x−w(t)− r0)β(z(t) + p0)× n dς.
(4.40)
Wir beginnen mit der Diskussion über die Lipschitzstetigkeit von fˆ . Seien t ∈
[0, T ], yi = (wi, zi) ∈ C([0, t];R3)2 beliebig mit i = 1, 2 und es gelte ri = wi +
r0,pi = zi + p0, i = 1, 2. Dann gilt mit den Resultaten aus dem Kapitel über die
Halbgruppentheorie
|fˆ(y1, u)(t)− fˆ(y2, u)(t)|2
≤ q
∣∣∣∣∫
Ω
[
ϕ(x− r1(t))− ϕ(x− r2(t))
]E(t)(E0
B0
)
dx
∣∣∣∣
2
+ q
∣∣∣∣∣
∫
Ω
[
ϕ(x− r1(t))
∫ t
0
E(t− τ)j(r1,p1)(τ)dτ (4.41)
− ϕ(x− r2(t))
∫ t
0
E(t− τ)j(r2,p2)(τ)dτ
]
dx
∣∣∣∣∣
2
≤ q
(∥∥∥E(t)(E0
B0
)∥∥∥
X
+
∫ t
0
‖E(t− τ)j(r1,p1)(τ)‖Xdτ
)
‖ϕ(.− r1(t))− ϕ(.− r2(t))‖L2(Ω)
+ q
∫ t
0
‖E(t− τ)j(r1,p1)(τ)− E(t− τ)j(r2,p1)(τ)‖Xdτ ‖ϕ(.− r2(t))‖L2(Ω)
≤ qMeωT
(
‖(E0,B0)>‖X×X+ ‖j(r1,p1)‖L1(0,t;X×X)
)
Lϕ
2
√
piR3ϕ√
3
|r1(t)− r2(t)|2
+ qMeωT
√
Cϕ ‖j(r1,p1)− j(r2,p2)‖L1(0,t;X×X). (4.42)
In obiger Abschätzung wurde die Cauchy Schwarz Ungleichung, die Eigenschaft
(A.2), also dass ‖E(t)‖L(X,X) ≤ Meωt ist mit M ≥ 1, ω ≥ 0, (4.37) und (4.38)
benutzt. Beachte, dass ‖E(t)‖L(X,X) ≤ Meωt ≤ maxt∈[0,T ]Meωt = MeωT gilt.
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Unter Verwendung von (4.35), (4.36), (4.37) und (4.38) erhält man
‖j(r1,p1)− j(r2,p2)‖L1(0,t;X×X)
=
q
c
∫ t
0
‖ϕ(.− r1(τ))v(p1(τ))− ϕ(.− r2(τ))v(p2(τ))‖Xdτ
≤ q
c
∫ t
0
(
‖ϕ(.− r1(τ))− ϕ(.− r2(τ))‖L2(Ω)|v(p1(τ))|2
+ ‖ϕ(.− r2(τ))‖L2(Ω)|v(p1(τ))− v(p2(τ))|2
)
dτ
≤ q
c
∫ t
0
Lϕ
2
√
piR3ϕ√
3
|r1(τ)− r2(τ)|c dτ
+
q
c
∫ t
0
√
Cϕ max
s∈[0,1]
|v′(p1(τ) + s(p1(τ)− p2(τ)))|F |p1(τ)− p2(τ)|2 dτ
≤ q
c
TLϕ
2
√
piR3ϕ√
3
max
t˜∈[0,t]
|r1(t˜)− r2(t˜)|c
+
q
c
T
√
Cϕ
√
3
mq0
max
t˜∈[0,t]
|p1(t˜)− p2(t˜)|2
=
q
c
T
(
Lϕ
2
√
piR3ϕ√
3
c ‖r1 − r2‖C([0,t];R3)+
√
Cϕ
√
3
mq0
‖p1 − p2‖C([0,t];R3)
)
∀ t ∈ [0, T ]
(4.43)
und
‖j(r1,p1)‖L1(0,t;X×X) =
q
c
∫ t
0
‖ϕ(.− r1(τ))‖L2(Ω) |v(p1(τ))|2dτ
≤ q T √Cϕ . ∀ t ∈ [0, T ] (4.44)
Hierbei gilt es zu berücksichtigen, dass die zweite Komponente von j der Nullvektor
ist. Einsetzen von (4.43) und (4.44) in (4.41) ergibt
|fˆ(y1, u)(t)− fˆ(y2, u)(t)|2
≤qMeωT
(
‖(E0,B0)>‖X×X+‖j(r1,p1)‖L1(0,t;X×X)
)
Lϕ
2
√
piR3ϕ√
3
|r1(t)− r2(t)|2
+ qMeωT
√
Cϕ ‖j(r1,p1)− j(r2,p2)‖L1(0,t;X×X)
≤ qMeωT
(
‖(E0,B0)>‖X×X + q T
√
Cϕ
)
Lϕ
2
√
piR3ϕ√
3
|r1(t)− r2(t)|2
+qMeωT
√
Cϕ
q
c
T
(
Lϕ
2
√
piR3ϕ√
3
c ‖r1−r2‖C([0,t];R3)+
√
Cϕ
√
3
mq0
‖p1−p2‖C([0,t];R3)
)
≤ qMeωTLϕ 2
√
piR3√
3
(
‖(E0,B0)>‖X×X + 2q T
√
Cϕ
)
‖r1 − r2‖C([0,t];R3)
+
q2
c
MeωTCϕ
√
3
mq0
T‖p1 − p2‖C([0,t];R3)
≤ Kˆ(‖r1 − r2‖C([0,t];R3) + ‖p1 − p2‖C([0,t];R3))
≤
√
2Kˆ‖y1 − y2‖C([0,t];R3)2
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mit
Kˆ =max
(
qMeωTLϕ
2
√
piR3ϕ√
3
(
‖(E0,B0)>‖X×X+2q T
√
Cϕ
)
,
q2
c
MeωTCϕ
√
3
mq0
)
> 0,
wobei Kˆ nicht von y1,y2 und t abhängt. Die letzte Ungleichung folgt nach Young
(Lemma 2.2.21). Richtet man seine Aufmerksamkeit auf den Term f˜(y, u) so erhält
man als Lipschitz Abschätzung
|f˜(y1, u)(t)− f˜(y2, u)(t)|2
≤ q
(∥∥∥B(t)(E0
B0
)∥∥∥
X
+
∫ t
0
‖B(t− τ)j(r1,p1)(τ)‖Xdτ
)
‖ϕ(· − r1(t))− ϕ(· − r2(t))‖L2(Ω)
+ q
∫ t
0
‖B(t− τ)j(r1,p1)(τ)− B(t− τ)j(r2,p2)‖X dτ‖ϕ(· − r2)‖L2(Ω)
+ q|β(p1(t))− β(p2(t))|2
∥∥∥B(t)(E0
B0
)∥∥∥
X
.
Hierbei verwendet man die Eigenschaft des Kreuzproduktes, dass |a×b|2 ≤ |a|2|b|2
mit a, b ∈ R3 und dass |β(p)|2 ≤ 1. Des Weiteren gilt mit dem integralen Mittel-
wertsatz und (4.36) die Ungleichung
|β(p1(t))− β(p2(t))|2 =
∣∣∣∣1c (v(p1(t))− v(p2(t))
∣∣∣∣
2
≤ 1
c
max
s∈[0,1]
|v′(p2(t) + s(p1(t) + p2(t)))|F |p2(t)− p1(t)|2
≤
√
3
mq0c
max
t˜∈[0,t]
∣∣p2(t˜)− p1(t˜)∣∣2
=
√
3
mq0c
‖p1 − p2‖C([0,t];R3) ∀ t ∈ [0, T ],
(4.45)
sodass
|f˜(y1, u)(t)− f˜(y2, u)(t)|2
≤ qMeωTLϕ 2
√
piR3√
3
(
‖(E0,B0)‖X×X + 2q T
√
Cϕ
)
‖r1 − r2‖C([0,t];R3)
+
q2
c
MeωTCϕ
√
3
mq0
T‖p1 − p2‖C([0,t];R3)
+ q
√
3
mq0c
MeωT
∥∥∥(E0,B0)∥∥∥
X×X
‖p1 − p2‖C([0,t];R3),
wobei wiederum (4.35), (4.36), (4.37) und (4.38) ausgenutzt wurden. Somit gilt
|f˜(y1, u)(t)− f˜(y2, u)(t)|2 ≤
√
2K˜‖y1 − y2‖C([0,t];R3)2
mit K˜ = max
(
qMeωTLϕ
2
√
piR3√
3
(
‖(E0,B0)‖X×X + 2q T
√
Cϕ
)
,
q2
c
MeωTCϕ
√
3
mq0
T + q
√
3
mq0c
MeωT
∥∥∥(E0,B0)∥∥∥
X×X
)
.
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Darüber hinaus gilt für den dritten Term f¯ von f1(y, u) (definiert in (4.40)) mit
(4.37),(4.38), (4.28) und |β(p)|2 ≤ 1 die Abschätzung
|f¯(y1, u)(t)− f¯(y2u)(t)|2
= q
∣∣∣ ∫
Ω
(
(−∆∗)−1Ru)[∇ϕ(x− r1(t))× β(p1(t))−∇ϕ(x− r2(t))× β(p2(t))]∣∣∣
≤ q‖(−∆∗)−1Ru‖L2(Ω)
(
‖∇ϕ(· − r1(t)−∇ϕ(· − r2(t))‖X |β(p1)|2
+ ‖∇ϕ(· − r2(t))‖X |β(p1)− β(p2)|2
)
≤ qc˜‖u‖L2(Γ)
(
Lϕ
2
√
piR3√
3
‖r1 − r2‖C([0,t];R3)
+
√
|Ω|max
x∈R3
|∇ϕ(x)|
√
3
mq0c
‖p1 − p2‖C([0,t];R3)
)
≤
√
2LuK¯‖y1 − y2‖C([0,t];R3)2
mit Konstante K¯ := qc˜max
(
Lϕ
2
√
piR3√
3
,
√|Ω|maxx∈R3 |∇ϕ(x)| √3mq0c). Die vorletzte
Ungleichung folgt aus (4.48) und dem Kapitel 4.3.3 über die sehr schwache Lösung
der Poisson Gleichung aus Theorem 4.3.29. Für die letzte Abschätzung verwendet
man die Young’sche Ungleichung (Lemma 2.2.21). Die Konstante Lu hängt von den
beliebig, aber fest gegeben Daten u ∈ L2(Γ) ab. Der letzte Term von f1(y, u) (siehe
Gleichung (4.40)), der Term f˚(y, u) kann wie folgt abgeschätzt werden
|f˚(y1, u)(t)− f˚(z, u)(t)|2
≤ q‖u‖L2(Γ)
(
‖ϕ(· − r1(t))− ϕ(· − r2(t))‖L2(Γ)|β(p1)|2
+ ‖ϕ(· − r2(t))‖L2(Γ)|β(p1)− β(p2)|2
)
≤ qLu
(
Lϕ
√
|Γ|‖r1 − r2‖C([0,t];R3) + Cϕ
√
3|Γ|
mq0c
‖p1 − p2‖C([0,t];R3)
)
≤
√
2LuK˚‖y1 − y2‖C([0,t];R3)2 .
Hierzu verwendet man, dass (4.45) und |β(p)| ≤ 1 gelten. Es ergibt sich K˚ zu
K˚ = qmax
(
Lϕ
√|Γ|, Cϕ√3|Γ|mq0c
)
. Des Weiteren hat die Abschätzung
‖ϕ(· − r2)‖L2(Γ) ≤ max
x∈R3
|ϕ(x)|
√∫
Γ
1 dς = Cϕ
√
|Γ| ∀ r2 ∈ R3 (4.46)
mit Cϕ := maxx∈R3 |ϕ(x)|2 ihre Gültigkeit. Durch den Nachweis der Lipschitz Ste-
tigkeit der einzelnen Komponenten von f(y, u) bei festen, aber beliebigen u ist
somit die globale Lipschitz Stetigkeit bzgl. des Zustands y gezeigt, also
|f(y1, u)(t)− f(y2, u)(t)|2 ≤ L‖y1 − y2‖C([0,t];R3)2 ∀ t ∈ [0, T ]
mit L =
√
2(Kˆ + K˜ + LuK¯ + LuK˚) +
√
3
mq0
≥ 0. 
Bemerkung 4.4.4. Die Lipschitz Konstante hängt von der Steuerung u ab. Dies
ist jedoch im nachfolgenden Existenzbeweis von (4.34) für ein fest vorgegebenes u
unwesentlich.
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Theorem 4.4.5 (Existenz und Eindeutigkeit).
Für alle u ∈ L2(Γ;R) existiert eine eindeutige Lösung y∗(t) ∈ C1{0}([0, T ];R3)2 des
reduzierten Systems (4.34) mit der folgenden a priori Abschätzung
‖y∗‖C1([0,T ];R3)2 ≤ C1‖u‖L2(Γ) + C2
mit Konstanten C1, C2 > 0, die unabhängig von y∗ und u sind.
Beweis. Der Beweis folgt dem klassischen Beweis für die Existenz einer eindeu-
tigen Lösung eines ODE Anfangswertproblems via dem Fixpunktsatz von Banach
(Theorem 2.2.24). Das Anfangswertproblem (4.34) kann hierfür auch in
y(t) = y0 +
∫ t
0
f(y, u)(τ) dτ ∀ t ∈ [0, T ] (4.47)
äquivalent umformuliert werden. Zu beachten ist hierbei, dass die Anfangsdaten
durch y0 = y(0) = 0 gegeben sind. Mit Hilfe des Fundamentalsatzes der Analysis,
ist jede stetige Lösung von (4.47) eine stetig differenierbare Lösung des Ausgangs-
problems (4.34). Wir schreiben (4.34) als Fixpunkt Gleichung
y(t) = G(y)(t) ∀ t ∈ [0, T ]
mit Abbildung G : C([0, T ];R3)2 → C([0, T ];R3)2 gegeben durch
G(y)(t) =
∫ t
0
f(y, u)(τ)dτ,
und zeigen im Folgendem, dass G eine kontraktive Abbildung darstellt. Hierzu gilt
es, die geeignete Norm zu wählen. Die Norm der Wahl ist definiert durch
‖y‖G := max
t∈[0,T ]
e−Lt|y(t)|2,
welche äquivalent zur Maximumsnorm für stetige Funktionen ist. Dann gilt für
die Abbildung G und für alle y1,y2 ∈ C([0, T ];R3)2 in der Norm ‖ · ‖G folgendes
Resultat
‖G(y1)−G(y2)‖G = max
t∈[0,T ]
e−Lt
∣∣∣ ∫ t
0
f(y1, u)(τ)− f(y2, u) dτ
∣∣∣
2
≤ L max
t∈[0,T ]
e−Lt
∫ t
0
‖y1 − y2‖C([0,τ ];R3)2 dτ
= L max
t∈[0,T ]
e−Lt
∫ t
0
(
max
s∈[0,τ ]
eLse−Ls|y1(s)− y2(s)|2
)
dτ
≤L max
t∈[0,T ]
e−Lt
∫ t
0
(
max
s∈[0,τ ]
eLs
)(
max
s∈[0,τ ]
e−Ls|y1(s)− y2(s)|2
)
dτ
≤ L max
t∈[0,T ]
e−Lt
∫ t
0
eLτ dτ‖y1 − y2‖G
= L max
t∈[0,T ]
( 1
L
− 1
L
e−Lt
)
‖y1 − y2‖G
≤ L
( 1
L
− 1
L
e−LT
)
‖y1 − y2‖G = (1− e−LT )‖y1 − y2‖G.
Hierbei folgt die erste Abschätzung obiger Formulierung nach der globalen Lip-
schitzstetigkeit von f und somit aus Lemma 4.4.3. Damit ist G für alle y1,y2 ∈
C([0, T ];R3)2 kontraktiv, da 0 ≤ (1 − e−LT ) < 1. Nach Banachs Fixpunktsatz
(Theorem 2.2.24) existiert somit ein eindeutiger Fixpunkt y ∈ C([0, T ];R3)2 der
Fixpunkt Gleichung (4.47). Hieraus folgt mit dem Fundamentalsatz der Analysis,
dass eine eindeutige Lösung y∗ ∈ C1{0}([0, T ];R3)2 von (4.34) existiert.
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Nun gilt es, die a priori Abschätzung, ‖y∗‖C1([0,T ];R3)2 ≤ C1‖u‖L2(Γ) + C2 mit
C1, C2 > 0 zu zeigen. Setzen wir hierfür wieder (r,p)> := y + (r0,p0)>. Wir
erwähnen, dass nach (4.35)
|f2(y, u)(t)|2 ≤ c
für beliebiges t ∈ [0, T ] gilt. Ausßerdem hat die Abschätzung
‖∇ϕ(x− r)‖X ≤
√
‖∇ϕ2‖L∞(Ω)‖1‖L1(Ω) ≤
√
|Ω|max
x∈R3
|∇ϕ(x)| <∞ (4.48)
für jedes r ∈ R3 ihre Gültigkeit. Mit (A.2), (4.35), (4.37) und (4.46) leitet man
|f1(y, u)(t)|2 =
∣∣∣q ∫
Ω
ϕ(x− r(t))FL(r,p)(t) dx
− q
∫
Ω
(
(−∆∗)−1Ru)[∇ϕ(x− r(t))× β(p(t))]dx
+ q
∫
Γ
uϕ(x− r(t))β(p(t))× n dς
∣∣∣
≤ q
(
‖ϕ(· − r(t))‖L2(Ω)‖FL(r,p)(t)‖X
+ ‖(−∆∗)−1Ru‖L2(Ω)‖∇ϕ(· − r(t))‖X |β(p(t))|2
+ ‖u‖L2(Γ)‖ϕ(· − r(t))‖L2(Γ)|β(p(t))|2|n|2
)
her, unter Ausnutzung der Hölderungleichung (Theorem 2.2.19) und dass |a×b|2 ≤
|a|2|b|2 mit a, b ∈ R3 gilt. Man schätzt f1 weiter ab mit
|f1(y, u)(t)|2 ≤ q
(
‖ϕ(· − r(t))‖L2(Ω)‖FL(r,p)(t)‖X
+ ‖(−∆∗)−1R‖L(L2(Γ),L2(Ω))‖u‖L2(Γ)‖∇ϕ(· − r(t))‖X |β(p(t))|2
+ ‖u‖L2(Γ)‖ϕ(· − r(t))‖L2(Γ)|β(p(t))|2
)
≤q
(√
Cϕ‖FL(r,p)(t)‖X + (c˜
√
|Ω|max
x∈R3
|∇ϕ(x)|+ Cϕ
√
|Γ|)‖u‖L2(Γ)
)
Es gilt nun eine Abschätzung für ‖FL(r,p)(t)‖X zu finden. Verwenden wir hierzu
die Resultate aus (4.26), (4.35), und dass |β(p)|2 ≤ 1 für alle p ∈ R3 gilt. Dann
folgt
‖FL(r,p)(t)‖X = ‖E(·, t) + β(p(t))×B(·, t)‖X
≤ 2MeωT
(
‖(E0,B0)‖X×X + ‖j(r,p)‖L1([0,T ];X×X)
) (4.49)
Man erhält damit und mit (4.44)
|f1(y, u)(t)|2 ≤ q
(√
Cϕ2Me
ωT
(
‖(E0,B0)‖X×X + q T
√
Cϕ
)
+
(
c˜
√
|Ω|max
x∈R3
|∇ϕ(x)|+ Cϕ
√
|Γ|
)
‖u‖L2(Γ)
)
.
Schlussendlich ergibt sich für die C1-Norm mit (4.34)
‖y∗‖C1([0,T ];R3)2 = max
t∈[0,T ]
|y∗(t)|2 + max
t∈[0,T ]
|y˙∗(t)|2
≤ |y∗0|2 + max
t∈[0,T ]
∫ t
0
|f(y∗, u)(τ)|2 dτ + max
t∈[0,T ]
|f(y∗, u)(t)|2
≤ C1‖u‖L2(Γ) + C2,
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wobei die Konstanten
C1 = (T + 1)q
(
c˜
√
|Ω|max
x∈R3
|∇ϕ(x)|+ Cϕ
√
|Γ|
)
> 0
C2 = (T + 1)
(
q
(√
Cϕ2Me
ωT
(
‖(E0,B0)‖X×X + q T
√
Cϕ
))
+ c
)
> 0.
sind und y∗(0) = 0. Die Konstanten sind unabhängig von y∗ und u∗. 
Bemerkung 4.4.6. Im Fall, dass Ω = R3 und t ∈ R, findet sich ein Existenzre-
sultat, unter weiteren restriktiven Annahmen, für das gekoppelte Maxwell Newton
Lorentz System in [100, Lemma 2.2] und [63] wieder. Der Beweis erfolgt auch dort
über Banachs Fixpunktsatz.
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4.5. Existenz einer optimalen Lösung.
In diesem Abschnitt werden wir beweisen, dass eine global optimale Lösung von
min J (w + r0, u)
s.t. w, z ∈ C1{0}([0, T ];R3),
u ∈ L2(Γ),
e(w, z, u)(t) = 0 ∀ t ∈ [0, T ],
gi(w(t) + r0) ≤ 0, i = 1, ...,m ∀ t ∈ [0, T ]
(P)
existiert. Das in Theorem 4.4.5 gezeigte Resultat, die Existenz einer eindeutigen
Lösung des reduzierten Systems (4.34), wird die Existenz einer optimalen Lösung
von (P) sicherstellen.
Theorem 4.5.1 (Existenz von Lösungen).
Es existiere eine Steuerung u ∈ L2(Γ), sodass der dazu gehörige Zustand y =
(w, z) ∈ C1{0}([0, T ];R3)2 die Zustandsbeschränkungen gi(w(t) + r0) ≤ 0 für alle
t ∈ [0, T ] und alle i = 1, ..,m erfüllt. Dann existiert mindestens ein globale Lösung
(y∗, u∗) von (P).
Beweis. Die Argumentation folgt dem standardmäßigen Existenzbeweis in der op-
timalen Steuerung. Zunächst stellen wir fest, dass (P) keine leere zulässige Menge
F hat. Nach Theorem 4.4.5 existiert ein Punkt, der das reduzierte System (4.34)
für eine beliebige Steuerung u erfüllt und nach Annahme sind die Ungleichungen
gi(w(t) + r0) ≤ 0 für alle t ∈ [0, T ] und alle i = 1, ..,m erfüllt. Darüber hinaus sei
j := inf(P ) ∈ R ∪ {−∞}.
Dann existiert eine Folge {(yn, un)}∞n=1 ∈ F , also
{(wn, zn, un)}∞n=1 ⊂ C1{0}([0, T ];R3)2 × L2(Γ),
sodass
e(yn, un)(t) = 0 ∀ n = 1, ...,∞, t ∈ [0, T ]
gi(wn(t) + r0) ≤ 0, i = 1, ...,m ∀ n = 1, ...,∞, t ∈ [0, T ]
lim
n→∞J (wn + r0, un) = j
gilt. Die Folge der {un}∞n=1 ist in der L2(Γ)-Norm beschränkt, da
‖un‖2L2(Γ) ≤
2
α
(
J (wn + r0, un)− c1T − c2
)
≤ 2
α
(
(j + 1)− c1T − c2
)
∀ n ≥ N
mit α > 0, c1, c2 > −∞ und unter Benutzung von Annahme 4.2.19. Es folgt nach
e(yn, un) = 0, Theorem 4.4.5 und dessen a priori Abschätzung gilt somit
‖yn‖C1([0,T ];R3)2 ≤ C1‖un‖L2(Γ) + C2
≤ C1
( 2
α
(
(j + 1)− c1T − c2
))
+ C2 ∀ n ≥ N.
Deshalb ist die Folge {yn} für hinreichend großes n auch in H1(]0, T [;R3)2 be-
schränkt. Da jede beschränkte Folge in einem reflexiven Banachraum eine schwach
konvergente Teilfolge besitzt, findet man somit Teilfolgen {ynk , unk}∞k=1 mit
unk ⇀ u
∗ in L2(Γ)
ynk ⇀ y
∗ = (w∗, z∗) in H1(]0, T [;R3)2
(4.50)
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Nach [2, Theorem 6.3] ist die Einbettung H1(]0, T [;R3)2 ↪→ C([0, T ];R3)2 kom-
pakt, sodass eine Teilfolge {ynk}∞k=1 existiert, die stark gegen y∗ in C([0, T ];R3)2
konvergiert
‖ynk − y∗‖C([0,T ];R3)2 → 0 für k →∞. (4.51)
Dann gilt für die rechte Seite f aus (4.34) in der Maximumsnorm
‖f(ynk , u∗)(t)− f(y∗, u∗)(t)‖C([0,T ];R3)2 = maxt∈[0,T ] |f(ynk , u
∗)(t)− f(y∗, u∗)(t)|2
≤ Lu∗‖ynk − y∗‖C([0,T ];R3)2
nach Lemma 4.4.3 und somit
‖f(ynk , u∗)(t)− f(y∗, u∗)(t)‖C([0,T ];R3)2 → 0 für k →∞, (4.52)
Es gilt β(p) = c−1(mq0γ(z+p0))
−1(z+p0) mit Konstanten c,m
q
0, und y = (w, z)
>,
p = z + p0, sodass wir aus der Konvergenz (4.51) folgern können
‖β(pnk)− β(p∗)‖C([0,T ];R3)2 = maxt∈[0,T ]
∣∣β(pnk(t))− β(p∗(t))∣∣2
≤ max
t∈[0,T ]
√
3
mq0c
‖pnk − p∗‖C([0,t];R3)
≤
√
3
mq0c
‖pnk − p∗‖C([0,T ];R3) → 0 für k →∞,
(4.53)
wobei wir Formel (4.45) (Lipschitzstetigkeit von β) ausnutzen. Des Weiteren lässt
sich aus der Lipschitzstetigkeit des geglätteten Dirac zeigen, dass
‖ϕ(· − rnk)− ϕ(· − r∗)‖C([0,T ];H1(Ω)) = max
t∈[0,T ]
‖ϕ(· − rnk(t))− ϕ(· − r∗(t))‖H1(Ω)
≤ max
t∈[0,T ]
(
2 max(L2ϕ, L
2
ϕ,1)|rnk(t)− r∗(t)|22
∫
supp(ϕ(·−rnk ))∩supp(ϕ(·−r∗))
1 dx
)1/2
≤ max
t∈[0,T ]
(
2√
3
√
piR3ϕ max(Lϕ, Lϕ,1)|rnk(t)− r∗(t)|2
)
=
2√
3
√
piR3ϕ max(Lϕ, Lϕ,1)‖rnk − r∗‖C([0,T ];R3) → 0 für k →∞
(4.54)
Wir verwenden die Lipschitzstetigkeit von ϕ,∇ϕ mit dazu gehörigen Konstanten
Lϕ bzw. Lϕ,1 und (4.51).
Wir werden nun zeigen, dass y∗ ∈ C1{0}([0, T ];R3)2 mit der eindeutigen Lösung
von (4.34) übereinstimmt und dass w∗(t) + r0 ∈ Ω˜. Betrachten wir hierzu das
reduzierte System (4.34), formulieren wir es in seiner schwachen Formulierung für
alle Funktionen v = (v1,v2) ∈ L2(]0, T [;R3)2 und gehen zur Grenze über. Da
{ynk} schwach in H1(]0, T [;R3)2 gegen y∗ nach (4.50) konvergiert, folgern wir∫ T
0
y˙∗(t) · v(t) dt = lim
k→∞
∫ T
0
y˙nk(t) · v(t) dt
= lim
k→∞
∫ T
0
(
f1(ynk , unk)(t)
f2(ynk , unk)(t)
)
·
(
v1(t)
v2(t)
)
dt ∀ v ∈ L2(]0, T [;R3)2
(4.55)
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unter Berücksichtigung von (4.34). Wir schreiben (4.55) nun als∫ T
0
y˙∗(t) · v(t) dt
= lim
k→∞
(∫ T
0
f(ynk , u
∗)(t) · v(t) dt
− q
∫
Ω
((−∆∗)−1R(unk − u∗))∫ T
0
[∇ϕ(x−wnk(t)− r0)× β(znk(t) + p0)] · v1(t) dt dx
+ q
∫
Γ
(unk − u∗)
∫ T
0
[ϕ(x−wnk(t)− r0)β(znk(t) + p0)× n]· v1(t) dt dς
)
(4.56)
und dies für alle v ∈ L2(]0, T [;R3)2. Man beachte hierbei, dass der Term FL(ynk),
der in f(ynk , u
∗) eingeht (siehe Definition 4.4.1), unabhängig von u∗ ist. Somit folgt
aus (4.56)∫ T
0
y˙∗(t) · v(t) dt =
∫ T
0
f(y∗, u∗)(t) · v(t) dt ∀ v ∈ L2(]0, T [;R3)2. (4.57)
Die Formel (4.57) hat ihre Gültigkeit, denn nach (4.52) gilt
‖f(ynk , u∗)(t)− f(y∗, u∗)(t)‖C([0,T ];R3)2 → 0 für k →∞
und {unk} konvergiert schwach gegen u∗ in L2(Γ). Wir nutzen hierbei aus, dass die
Steuerung nur linear in die reduzierte Formulierung (4.34) eingeht. Außerdem ist
f2 unabhängig von der Steuerung. Darüber hinaus gelten nach (4.53) und (4.54)
die folgenden Konvergenzen: Die Folge {β(pnk)} konvergiert in C([0, T ];R3) gegen
β(p∗), {∇ϕ(·− rnk)} konvergiert in C([0, T ];X) gegen ∇ϕ(·− r∗) und {ϕ(·− rnk)}
konvergiert in C([0, T ];H1/2(Γ)) gegen ϕ(· − r∗).
Man erhält aus (4.57) und für Testfunktionen aus D(Ω;R3)2 für fast alle t ∈ [0, T ]
nach dem Fundamentallemma (Theorem 2.2.16), dass
y˙∗(t) = f(y∗, u∗)(t) f.f.a. t ∈ [0, T ], (4.58)
Nun folgt aus der Stetigkeit von y∗, die Stetigkeit der rechten Seite f(y∗, u∗) und
somit nach (4.58), dass y∗ ∈ C1([0, T ];R3)2. Da ynk(0) = 0 und ynk im Grenzwert
in der Maximumsnorm mit y∗ übereinstimmt, folgt somit für den Anfangswert von
y∗, dass dieser y∗(0) = 0 erfüllt. Damit ist y∗ eindeutige Lösung des reduzierten
Systems (4.34) zur Steuerung u∗. Es bleibt zu zeigen, dass y∗ die Zustandsbeschrän-
kung erfüllt. Mit der Konvergenz von y∗ in C([0, T ];R3)2 und der Tatsache, dass
gi ∈ C1(R3;R), i = 1, ...,m sind, gilt
gi
(
lim
k→∞
wnk(t) + r0
)
= gi(w
∗(t) + r0) ≤ 0 ∀ i = 1, ...,m.
Hiermit ist w∗(t)+r0 ∈ Ω˜ gültig und das für alle t ∈ [0, T ]. Die Nebenbedingungen
von (P) sind vom Punkt (y∗, u∗) damit erfüllt.
Die Stetigkeit und Konvexität der Norm ‖u‖2L2(Γ) und die schwache Konvergenz der
Folge {unk}∞k=1 in L2(Γ) liefern
lim
k→∞
inf ‖unk‖2L2(Γ) ≥ ‖u∗‖2L2(Γ).
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Mit Hilfe der staken Konvergenz des Zustands {ynk}∞k=1 in C([0, T ];R3)2 lässt sich
das Zielfunktional wie folgt abschätzen
j = lim
k→∞
(
J (wnk(t) + r0, unk)
)
= lim
k→∞
(∫ T
0
J1(wnk(t) + r0) dt+ J2(wnk(T ) + r0) +
α
2
‖unk‖L2(Γ)2
)
≥ lim
k→∞
(∫ T
0
J1(wnk(t) + r0) dt+ J2(wnk(T ) + r0)
)
+ lim
k→∞
inf
α
2
‖unk‖L2(Γ)2
≥
∫ T
0
J1(w∗(t) + r0) dt+ J2(w∗(T ) + r0) + α
2
‖u∗‖2L2(Γ),
= J (w∗(t) + r0, u∗)
da J1,J2 ∈ C1(R3;R). Damit ist (y∗, u∗) eine globale, optimale Lösung von (P),
und das Theorem ist somit bewiesen. 
4.6. Optimalitätsbedingungen erster Ordnung.
Wir werden die Optimalitätsbedingungen erster Ordnung für das Optimalsteuer-
problem (P) im Folgenden ausführlich herleiten und diskutieren. Hierzu benötigt
man einige Vorbereitung. Zuerst gehen wir auf die linearisierte reduzierte Zustands-
gleichung ein, prüfen die Differenzierbarkeit der reduzierten Form in Kapitel 4.6.1
und zeigen die Lösbarkeit des entstehenden linearisierten Systems in Kapitel 4.6.2.
Danach werden in Kapitel 4.6.3 benötigte Regularitätsbedingungen betrachtet, um
schlussendlich in Kapitel 4.6.4 und 4.6.5 die Optimalitätsbedingungen aufstellen zu
können.
Bemerkung 4.6.1. Man beachte, dass auch in diesem Abschnitt Annahme 4.2.1
gilt. In Bemerkung 4.3.10 wird auf die gewichteten Hilberträume, die zur Diskussi-
on der Maxwell- und adjungierten Maxwell Gleichungen im Allgemeinen vonnöten
sind, eingegangen.
Zunächst definieren wir die reduzierte Form und die verwendeten Räume.
Definition 4.6.2. Sei die reduzierte Form e eine Abbildung von
e : Y × L2(Γ)→ Z.
Hierbei definieren wir
Y := {(w, z) ∈ H1(]0, T [ ;R3)2 : w(0) = 0, z(0) = 0},
Yr := {w ∈ H1(]0, T [ ;R3) : w(0) = 0},
Z := L2(]0, T [ ;R3)2,
R := C([0, T ];Rm).
Des Weiteren benennen wir y := (w, z),
g : Yr → R, g = (g1, ..., gm)>, gi : Yr → C([0, T ]), i = 1, ...,m und m ∈ N
und
G :=
(
G1
G2
)
:
(
y
u
)
∈W := Y × L2(Γ) 7→
(
e(y, u)
g(r)
)
∈ Z ×R.
Wir schreiben das zu betrachtende unendlichdimensionale Optimierungsproblem
(P) als
min J (w + r0, u)
s.t. (w, z, u) ∈ F , (Q)
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wobei die zulässige Menge gegeben ist durch
F := {(w, z, u) ∈ Y × L2(Γ) :
e(w, z, u)(t) = 0, gi(w(t) + r0) ≤ 0, i = 1, ..,m, ∀t ∈ [0, T ]}.
(4.59)
Man beachte hierbei, dass wir die Regularitätsforderungen an die Zustände w, z
verändert haben. Der bisher benutzte Zustandsraum war C1{0}([0, T ];R
3)2. Um je-
doch die Diskussion der Adjungierten Gleichungen in Räumen höherer Regularität
führen zu können, mildern wir die Regularitätsbedigungen an die Zustände auf
H1(]0, T [;R3)2 mit w(0) = z(0) = 0 ab. Dies hat keinen Einfluss auf die bisher
hergeleiteten Resultate, was wir im Folgendem kurz ausführen wollen.
Nach dem Existenzsatz aus Theorem 4.4.5 existiert eine eindeutige Lösung y∗ ∈
C1{0}([0, T ];R
3)2 für jedes u ∈ L2(Γ). Die Lösung des reduzierten Systems (4.34)
ist somit auch ein Element aus Y . Das Theorem 4.5.1 und dessen Beweis nutzt die
kompakte Einbettungseigenschaft von H1(]0, T [;R3)2 ↪→ C([0, T ];R3)2 aus, und
man argumentiert hierbei schon mit dem passenden Zustandsraum Y . Betrachtet
man nämlich
y˙(t) = f(y, u)(t) f.f.a. t ∈ (0, T ), mit (y, u) ∈ Y × L2(Γ),
dann folgt aus f(y, u) ∈ C([0, T ];R3)2, dass die Lösung y ∈ C1([0, T ];R3)2. Deshalb
stimmt y mit der eindeutigen Lösung aus Theorem 4.4.5 überein. Damit hat die
Wahl des Zustandsraums Y für das Optimalsteuerproblem (P) keinen negativen
Einfluss auf den optimalen Zustand und dessen Regularität. Außerdem bleiben die
Komponenten des Zustandssystems (4.32) wohldefiniert.
4.6.1. Das linearisierte System: Fréchet Differenzierbarkeit der reduzier-
ten Form.
In Formel (4.34) wurde das reduzierte System, bestehend aus den Zustandsglei-
chungen, angegeben. Um Optimalitätsbedingungen angeben zu können, werden wir
im nächsten Schritt das linearisierte, reduzierte System aufstellen. Die Optima-
litätsbedingungen erster Ordnung erfordern Differenzierbarkeitseigenschaften der
reduzierten Form. In der Tat zeigt nachfolgendes Lemma, dass die reduzierte Form
Fréchet differenzierbar ist. Hierfür benötigt man die Jacobi Matrix der rechten Seite
j der Maxwell Gleichung (4.16), die durch
j′(r,p)(t) =
(
∂rj(r,p)(t),∂pj(r,p)(t)
)
=
(
q
cv(p)∇ϕ(· − r)> − qcϕ(· − r)v′(p)
0 0
)
(t) ∈ R6×6
(4.60)
gegeben ist.
Lemma 4.6.3 (Stetige Fréchet-Differenzierbarkeit der reduzierten Form).
Die reduzierte Form e ist von Y × L2(Γ) nach Z stetig Fréchet differenzierbar be-
züglich des Zustandes y und der Steuerung u und ihre partiellen Ableitungen an der
Stelle (r − r0,p − p0, u) ∈ Y × L2(Γ) in Richtung (φr, φp, φu) ∈ Y × L2(Γ) sind
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gegeben durch(∂e1
∂y
(y, u)φ
)
(t) = φ˙p(t)−
(∂f1
∂y
(y, u)φ
)
(t)
= φ˙p(t) + q
∫
Ω
[∇ϕ(x− r(t)) · φr(t)]FL(r,p)(t) dx
− q
∫
Ω
ϕ(x− r(t))(∂yFL(r,p)φ)(t) dx
− q
∫
Γ
u
[
ϕ(ς − r(t))β′(p(t))φp(t)
− [∇ϕ(ς − r(t)) · φr(t)]β(p(t))]× n dς
− q
∫
Ω
(
(−∆∗)−1Ru) [∇2ϕ(x− r(t))φr(t)× β(p(t))
−∇ϕ(x− r(t))× β′(p(t))φp(t)
]
dx
t ∈ [0, T ], φ =
(
φr
φp
)
∈ Y
mit folgender Ableitung des Lorentzkraftterms FL(r,p)(t)(
∂yFL(r,p)φ
)
(t) =
(
∂rFL(r,p)φr + ∂pFL(r,p)φp
)
(t)
=
∫ t
0
E(t− τ)(j′(r,p)(τ)φ(τ)) dτ
+ β(p(t))×
∫ t
0
B(t− τ)(j′(r,p)(τ)φ(τ)) dτ
+ β′(p(t))φp(t)×
(
B(t)
(
E0
B0
)
+
∫ t
0
B(t− τ)j(r,p)(τ) dτ
)
.
Die zweite Komponente und deren partielle Ableitung bezüglich des Zustandes hat
die Gestalt (∂e2
∂y
(y, u)φ
)
(t) =φ˙r(t)−
(∂f2
∂y
(y, u)φ
)
(t)
=φ˙r(t)− v′(p(t))φp(t)
t ∈ [0, T ], φ ∈ Y
Des Weiteren haben die partiellen Ableitungen bezüglich der Steuerung u die Form(∂e1
∂u
(y, u)φu
)
(t) =−
(∂f1
∂u
(y, u)φu
)
(t)
=− q
∫
Γ
φuϕ(ς − r(t))β(p(t))× n dς
+ q
∫
Ω
(−∆∗)−1Rφu[∇ϕ(x− r(t))× β(p(t))] dx(∂e2
∂u
(y, u)φu
)
(t) =−
(∂f2
∂u
(y, u)
)
= 0
t ∈ [0, T ], φu ∈ L2(Γ).
Beweis. Man betrachtet die einzelnen Komponenten der partiellen Ableitungen.
Der Ableitungsoperator bzgl. der Zeit, also die Zeitableitung, der auf r,p wirkt ist
sowohl linear als auch beschränkt und somit stetig Fréchet differenzierbar von dem
Raum H1(]0, T [;R3) nach L2(]0, T [;R3). Wir diskutieren die Fréchet Differenzier-
barkeit von e in (4.33) für ausgewählte Komponenten im ersten und zweiten Term
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der reduzierten Form. Betrachten wir die Differenzierbarkeit des Terms ∇ϕ(. − )
aus (4.33) und definieren den Nemystkii Operator
Π : r 7→ ∇ϕ(.− r), Π : C([0, T ];R3) → C([0, T ];X).
Der Kandidat für die Ableitung ist
Π′ : C([0, T ];R3)→ L(C([0, T ];R3);C([0, T ];X))
mit
(Π′(r)φr)(t) = ∇2ϕ(· − r)φr(t), t ∈ [0, T ], φr ∈ C([0, T ];R3).
Wir erkennen, dass somit der Kandidat für die partielle Ableitung linear ist und
zudem stetig, weil
‖∇2ϕ(· − r)φr‖C([0,T ];X) ≤ Lϕ,2‖φr‖C([0,T ];R3)
unter Ausnutzung der Lipschitzsteigkeit von ∇2ϕ. Die partielle Differenzierbarkeit
des nichtlinearen Nemystkii Operators Π folgt aus der unten stehenden Restglie-
dabschätzung
‖∇ϕ(.− (r + φr))−∇ϕ(.− r)−∇2ϕ(.− r)φr‖2C([0,T ];X)
= max
t∈[0,T ]
∫
Ω
∣∣∇ϕ(x− r(t)− φr(t))−∇ϕ(x− r(t))−∇2ϕ(x− r(t))φr(t)∣∣22 dx
= max
t∈[0,T ]
∫
Ω
∣∣∣ ∫ 1
0
∇2ϕ(x− r(t)− θφr(t))φr(t)dθ −∇2ϕ(x− r(t))φr(t)∣∣∣2
2
dx
≤ max
t∈[0,T ]
∫
Ω
∫ 1
0
L2ϕ,2 θ
2 |φr(t)|42dθdx =
1
3
L2ϕ,2 |Ω| ‖φr(t)‖4C([0,T ];R3),
wobei Lϕ,2 die Lipschitz Konstante von ∇2ϕ ist.
Es gilt somit
‖∇ϕ(.− (r + φr))−∇ϕ(.− r)−∇2ϕ(.− r)φr‖C([0,T ];X)
‖φr‖C([0,T ];R3)
≤ 1√
3
Lϕ,2
√
|Ω| ‖φr(t)‖C([0,T ];R3) → 0 für ‖φ(t)‖C([0,T ];R3)2 → 0.
Aufgrund der Einbettung vonH1(]0, T [;R3) ↪→ C([0, T ];R3), erhalten wir die parti-
elle Differenzierbarkeit des Nemystkii Operators Π : H1(]0, T [;R3)→ C([0, T ];X),
denn
‖Π(r + φr)−Π(r)−Π′(r)φr‖C([0,T ];X)
‖φr‖Yr
≤ c˜ ‖Π(r + φr)−Π(r)−Π
′(r)φr‖C([0,T ];X)
‖φr‖C([0,T ];R3) → 0, für φr → 0 in Yr
mit c˜ ≥ 0.
Darüber hinaus ist die Fréchet Ableitung stetig, denn es gilt für {rn}∞n=1 mit
rn(t)→ r∗(t) in C([0, T ];R3)
‖Π′(rn)−Π′(r∗)‖L(C([0,T ];R3);C([0,T ];X))
= sup
φr∈C([0,T ];R3),‖φr‖=1
‖ (Π′(rn)−Π′(r∗))φr‖C([0,T ];X)
≤ sup
φr∈C([0,T ];R3),‖φr‖=1
Lϕ,2‖rn − r‖C([0,T ];R3)‖φr‖C([0,T ];R3)
≤ Lϕ,2‖rn − r‖C([0,T ];R3) → 0.
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Damit ist Π an jeder Stelle r(t) ∈ C([0, T ];R3) stetig Fréchet differenzierbar. Wir
betrachten nun für einen weiteren Term die partielle Ableitung. Wir führen den
Nemystkii Operator
Π˜ : (r,p) 7→ j(r,p), Π˜ : C([0, T ];R3)2 → C([0, T ];X)2,
ein, für den gilt
Π˜′ : C([0, T ];R3)2 → L(C([0, T ];R3)2;C([0, T ];X)2)
und dessen Kandidat für die Ableitung gegeben ist durch
(Π˜′(y)φ)(t) =
(
j′(r,p)φ
)
(t), t ∈ [0, T ], φ ∈ C([0, T ];R3)2
mit j′ aus (4.60). Die mögliche Ableitung ist linear und außerdem stetig, da
‖j′(r,p)φ‖C([0,T ];X)2 ≤ max
t∈[0,T ]
q
c
(
cLϕ,1|φr(t)|2 + Lϕ
√
3
mq0
|φp(t)|2
)
≤ c˜‖φ‖C([0,T ];R3)2
mit c˜ ≥ 0. Dies folgt aus (4.35), (4.36) und der Lipschitzstetigkeit von ϕ,∇ϕ. Dann
gilt folgende Restgliedabschätzung
‖j(y + φ)− j(y)− j′(y)φ‖2C([0,T ];X)2
= max
t∈[0,T ]
(∫
Ω
∣∣∣j(y(t) + φ(t))− j(y(t))− j′(y(t))φ(t)∣∣∣2
2
dx
)
= max
t∈[0,T ]
(∫
Ω
∣∣∣ ∫ 1
0
j′(y(t) + θφ(t))φ(t)dθ − j′(y(t))φ(t)
∣∣∣2
2
dx
)
= max
t∈[0,T ]
(∫
Ω
∣∣∣ ∫ 1
0
q
c
v(p(t) + θφp(t))∇ϕ(x− r(t)− θφr(t))>φr(t)
− q
c
ϕ(x− r(t)− θφr(t))v′(p(t) + θφp(t))φp(t)− j′(y(t))φ(t) dθ
∣∣∣2
2
dx
)
≤ max
t∈[0,T ]
∫
Ω
∫ 1
0
Cθ2|φ(t)|42 dθ dx =
1
3
C|Ω|‖φ(t)‖4C([0,T ];R3)2 .
mit einer Konstante C ≥ 0. Es wurde sowohl der integrale Mittelwertsatz als auch
die Lipschitz Eigenschaft der einzelnen Komponenten, (4.35), (4.36) (Beschränkt-
heit von v, v′ in der euklidischen und Frobenius Norm) und (4.39) benutzt. Die
Abschätzung orientiert sich damit an den Beweis von Lemma 4.4.3. Also gilt
‖j(y + φ)− j(y)− j′(y)φ‖C([0,T ];X)2
‖φ‖C([0,T ];R3)2 → 0 für ‖φ(t)‖C([0,T ];R
3)2 → 0.
Aufgrund der Einbettung von H1(]0, T [;R3)2 ↪→ C([0, T ];R3)2, erhalten wir wieder
die partielle Differenzierbarkeit des Nemystkii Operators Π˜ : H1(]0, T [;R3)2 →
C([0, T ];X)2. Denn es gilt für Π˜
‖Π˜(y + φ)− Π˜(y)− Π˜′(y)φ‖C([0,T ];X)2
‖φ‖Y
≤ c˜ ‖Π˜(y + φ)− Π˜(y)− Π˜
′(y)φ‖C([0,T ];X)2
‖φ‖C([0,T ];R3)2 → 0, für φ→ 0 in Y
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mit c˜ ≥ 0. Der Beweis der stetigen Fréchet Differenziebarkeit von Π˜ erfolgt durch∥∥∥Π˜(yn)− Π˜(y∗)∥∥∥L(C([0,T ];R3)2;C([0,T ];X)2)
= sup
φ∈C([0,T ];R3)2,‖φ‖=1
∥∥∥(Π˜(yn)− Π˜(y∗))φ∥∥∥
C([0,T ];X)2
≤ sup
φ∈C([0,T ];R3)2,‖φ‖=1
c˜‖yn − y∗‖C([0,T ];R3)2‖φr‖C([0,T ];R3)
+ c˜‖yn − y∗‖C([0,T ];R3)2‖φp‖C([0,T ];R3)
≤ c˜‖yn − y∗‖C([0,T ];R3)2 → 0 für yn → y∗ ∈ C([0, T ];R3)2
wobei wir im Stile von der vorangegangenen Restgliedabschätzung abschätzen bzw.
von (4.43).
Die restlichen Komponenten der rechten Seite f des reduzierten Systems (4.34)
lassen sich mit ähnlichen Mitteln abschätzen, sodass man die stetige, partielle Dif-
ferenzierbarkeit für jeden einzelnen Term von f nach y von Y nach Z zeigen kann.
Da u nur linear in der rechten Seite f1 vorkommt, ist auch f nach u stetig partiell
differenzierbar. Es gilt somit, dass die partiellen Ableitungen von f existieren. Nach
Cartan [19, Theorem 3.7.1] folgt damit die stetige Fréchet Differenzierbarkeit der
reduzierten Form e von Y × L2(Γ) nach Z. 
4.6.2. Das linearisierte System: Existenz und Eindeutigkeit.
Als eine sofortige Konsequenz aus Lemma 4.6.3 über die stetige Fréchet- Differen-
zierbarkeit der reduzierten Form, folgt die Beschränkheit der einzelnen partiellen
Ableitungen. Dies wollen wir noch ein weiteres Mal mit folgendem Lemma hervor-
heben.
Lemma 4.6.4 (Beschränktheit der partiellen Ableitungen).
Seien (y, u) ∈ Y × L2(Γ) und φ ∈ Y . Dann existiert eine nicht negative Konstante
C ≥ 0, sodass ∣∣∣∣(∂f∂y (y, u)φ)(t)
∣∣∣∣
2
≤ C‖φ‖C([0,t];R3)2 ∀ t ∈ [0, T ]
Beweis. Wir zeigen diese Aussage an dem ersten Term von
(
∂f1
∂y (y, u)φ
)
(t), d.h.
wir zeigen die Beschränktheit von
q
∫
Ω
[∇ϕ(x− r(t)) · φr(t)]FL(r,p)(t) dx.
Unter Berücksichtigung von (4.44), (4.49) und (4.48) gilt∣∣∣q ∫
Ω
[∇ϕ(x− r(t)) · φr(t)]FL(r,p)(t) dx∣∣∣
2
≤ q‖∇ϕ(· − r(t))‖X‖FL(r,p)(t)‖X |φr(t)|2
≤ q‖∇ϕ(· − r(t))‖X
(
2MeωT
(
‖(E0,B0)‖X×X + qT
√
Cϕc
))
|φr(t)|2
≤ q
√
|Ω|max
x∈R3
|∇ϕ(x)|
(
2MeωT
(
‖(E0,B0)‖X×X + qT
√
Cϕc
))
|φr(t)|2
≤ C‖φ‖C([0,t];R3)2 ∀ t ∈ [0, T ]
mit C := q
√|Ω|maxx∈R3 |∇ϕ(x)|(2MeωT(‖(E0,B0)‖X×X +qT√Cϕc)) > 0. Be-
trachtet man sich den Term q
∫
Ω
ϕ(x − r(t)) ∫ t
0
E(t − τ)(j′(r,p)(τ)φ(τ)) dτ dx, so
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gilt, dass∣∣∣q ∫
Ω
ϕ(x− r(t))
∫ t
0
E(t− τ)(j′(r,p)(τ)φ(τ)) dτ dx∣∣∣
2
≤ ‖ϕ(· − r(t))‖L2(Ω)MeωT ‖j′(r,p)φ‖L1([0,t];X×X)
≤ ‖ϕ(· − r(t))‖L2(Ω)MeωT q
(∫ t
0
‖∇ϕ(· − r(τ))‖X |v(p(τ))|2|φr(τ)|2dτ
+
∫ t
0
‖ϕ(· − r(t))‖L2(Ω)|v′(p(t))|F |φp(τ)|2 dτ
)
≤ qMeωT√Cϕ(c√|Ω|max
x∈R3
|∇ϕ(x)|+√Cϕ√3
mq0
)
max
τ∈[0,t]
|φ(τ)|2
∫ T
0
1 dτ
≤ qMeωT√Cϕ(c√|Ω|max
x∈R3
|∇ϕ(x)|+√Cϕ√3
mq0
)
T‖φ‖C([0,t];R3)2 ∀ t ∈ [0, T ]
Hierbei verwenden wir die Abschätzungen (A.2), (4.35), (4.36), (4.38) und (4.48).
Die restlichen Terme von
(
∂f
∂y (y, u)φ
)
(t) können in ähnlicher Weise behandelt wer-
den, siehe hierzu Lemma 4.4.3. Dies erbringt den Nachweis der Beschränktheit der
Terme von
(
∂f
∂y (y, u)φ
)
(t). 
Bemerkung 4.6.5. Man beachte, dass für die lineare Abbildung φ 7→ ∂yf(y, u)φ
und für alle φ1, φ2, φ˜ ∈ Y folgende Äquivalenz gilt∣∣∣(∂f
∂y
(y, u)φ1
)
(t)−
(∂f
∂y
(y, u)φ2
)
(t)
∣∣∣
2
≤ L‖φ1 − φ2‖C([0,t];R3)2 ,L ≥ 0, ∀ t ∈ [0, T ]
⇔
∣∣∣(∂f
∂y
(y, u)[φ1 − φ2]
)
(t)
∣∣∣
2
≤ L‖φ1 − φ2‖C([0,t];R3)2 , mit L ≥ 0, ∀ t ∈ [0, T ]
⇔
∣∣∣(∂f
∂y
(y, u)φ˜
)
(t)
∣∣∣
2
≤ L‖φ˜‖C([0,t];R3)2 mit L ≥ 0, ∀ t ∈ [0, T ].
Im Fall einer linearen Abbildung ist somit Lipschitzstetigkeit äquivalent zu Be-
schränktheit von
(
∂f
∂y (y, u)φ
)
. Dies motiviert Lemma 4.6.4.
Theorem 4.6.6 (Existenz und Eindeutigkeit der linearisierten Gleichung).
Sei (y, u) ∈ Y × L2(Γ) gegeben. Dann existiert für jedes h ∈ Z eine eindeutige
Lösung φ∗ = (φ∗r, φ∗p) ∈ Y der linearisierten Gleichung
∂e
∂y
(y, u)φ = h. (4.61)
Beweis. Zum Nachweis der Existenz und Eindeutigkeit wenden wir wie in Theorem
4.4.5 Banach’s Fixpunktsatz an. Die linearisierte Gleichung (4.61) lässt sich mit
Hilfe von Lemma 4.6.3 schreiben als(
φ˙p(t)
φ˙r(t)
)
=
((
∂f1
∂y (y, u)φ
)
(t)(
∂f2
∂y (y, u)φ
)
(t)
)
+ h(t) f.f.a. t ∈ [0, T ], φ(0) = 0.
Das Anfangswertproblem ist äquivalent zur Gleichung(
φp(t)
φr(t)
)
=
∫ t
0
[(∂f
∂y
(y, u)φ
)
(τ) + h(τ)
]
dτ
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in integraler Form, wobei die Nullanfangswerte berücksichtigt wurden und die No-
tation ∂f∂y (y, u)φ =
(
∂f1
∂y (y, u)φ,
∂f2
∂y (y, u)φ
)
verwendet wird. Wir definieren
Gl : C([0, T ];R3)2 → C([0, T ];R3)2, Gl(φ)(t) :=
∫ t
0
∂yf(y, u)(φ)(τ) + h(τ) dτ.
Es folgt aus Lemma 4.6.4 und der Tatsache, dass
∫ t
0
h(τ) dτ absolut stetig ist (siehe
Definition B.0.3), die Stetigkeit von Gl(φ). Die absolute Stetigkeit des Integrals für
Funktionen h ∈ Z folgt aus dem Lebegueschen Differentiationssatz dargestellt in
[4, Kapitel 1, U1.6]. Mit der Definition der Norm ‖φ‖Gl := maxt∈[0,T ] e−Ct|φ(t)|2
und Lemma 4.6.4 ergibt sich, dass (4.61) äquivalent zur Fixpunktgleichung φ(t) =
Gl(φ)(t) für alle t ∈ [0, T ] ist und dass Gl kontraktiv ist mit der Abschätzung
‖Gl(φ1)−Gl(φ2)‖Gl = max
t∈[0,T ]
e−Ct
∣∣∣ ∫ t
0
∂yf(y, u)(φ1 − φ2)(τ) dτ
∣∣∣
≤ C max
t∈[0,T ]
e−Ct
∫ t
0
(
max
s∈[0,τ ]
eCse−Cs |φ1(s)− φ2(s)|2
)
dτ
≤ C max
t∈[0,T ]
[
1
C
− 1
C
e−Ct
]
‖φ1 − φ2‖Gl
≤ (1− e−CT )‖φ1 − φ2‖Gl ,
wobei 0 ≤ (1− e−CT ) < 1. Damit folgt nach dem Fixpunktsatz von Banach (Theo-
rem 2.2.24), dass eine eindeutige Lösung φ∗ ∈ Y von (4.61) für jedes h ∈ Z existiert.

Es gilt somit folgende Aussage
Lemma 4.6.7. Es existiert eine eindeutige Lösung φ∗(t) ∈ Y des linearisierten
Gleichungssystems
∂e
∂y
(y, u)φ = − ∂e
∂u
(y, u)φu (4.62)
mit φ ∈ Y und φu ∈ L2(Γ), ∂e∂u : L2(Γ)→ Z.
Beweis. Die Aussage folgt direkt aus Theorem 4.6.6. 
Bemerkung 4.6.8. Als Konsequenz hieraus folgt, dass ∂e∂y (y, u) bijektiv ist.
4.6.3. Constraint Qualifications und Robinson’s Regularitätsbedingung.
Wir definieren uns die Lagrangefunktion des Optimierungsproblems mit Multipli-
katoren pi, % und λ durch
L(r,p, u, pi, %, λ) := J (r, u) +
〈(
pi
%
)
, e(y, u)
〉
Z∗,Z
+ 〈λ, g(r)〉R∗,R
:= L(r,p, u, pi, %) + 〈λ, g(r)〉R∗,R .
(4.63)
zu den gegebenen Zuständen r,p, der Steuerung u und Zustandsbeschränkung (Be-
schränkung der Position) g(r). Nach Lemma 4.6.3 ist man nun in der Lage über
Optimalitätsbedingungen zu sprechen.
Bemerkung 4.6.9.
• Im Folgenden sei y˜∗ := (y∗, u∗) = (w∗, z∗, u∗) ∈ W := Y × L2(Γ) ein
lokales Optimum von (P).
• Beachte, dass die Zustände mit r∗ = w∗ + r0 und p∗ = z∗ + p0 gegeben
sind.
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• Die Zustandsschranken gi sind nach Annahme 4.2.19 Operatoren, die gi :
r 7→ gi(r) mit C([0, T ];R3)→ C([0, T ];R), i = 1, ...,m abbilden und Fréchet
differenzierbar sind.
Bevor wir uns über nötige Constraint Qualifications Gedanken machen, definie-
ren wir der Vollständigkeit halber was man unter dem Bild einer Menge, dem
Linearisierungskegel und Tangentialkegel versteht. Des Weiteren geben wir einen
verallgemeinerten Satz über die offene Abbildung an.
Definition 4.6.10 (Konische Hülle, Linearisierungskegel und Tangentialkegel).
• Wir benennen das Bild einer beliebigen MengeM⊂ X unter dem Operator
A1 mit A1M := {A1x : x ∈M} ⊂ Y.
• Wir definieren die offene Kugel in X um den Punkt x ∈ X mit Radius
 > 0 durch
BX (x, ) = {y ∈ X : ‖x− y‖X < }.
• Die Menge K(M;x) mit M ⊂ Rm,M 6= ∅, und x ∈ M ist die konische
Hülle, definiert durch
K(M;x) := {α(y − x) : y ∈M, α ≥ 0 ∈ R}.
• Sei y˜ ∈ F . Die Menge
T (F ; y˜) :=
{
s ∈W :∃{y˜n} ⊂ F , {tn} ⊂ R+
mit tn ↘ 0, y˜n → y˜,
y˜n − y˜
tn
→ s
}
,
bezeichnet den Tangentialkegel. Der Linearisierungskegel ist bestimmt durch
L(F ; y˜) :=
{
s ∈W : s ∈ K(W ; y˜) , G′(y˜)s ∈ K
(
−K;G(y˜)
)}
,
wobei K ⊂ R ein abgeschlossener, konvexer Kegel ist.
In Zowe [117] ist eine Verallgemeinerung von dem Satz über die offene Abbildung
bewiesen, der im Folgendem benötigt wird.
Theorem 4.6.11 (Verallgemeinerter Satz über die offene Abbildung).
Sei A1 ∈ L(X1,Y1) ein linearer, beschränkter Operator mit Banachräume X1,Y1.
Des Weiteren gelte C1 ⊂ X1 nichtleer, konvex und abgeschlossen. Die Menge K1 ⊂
Y1 sei ein abgeschlossener, konvexer Kegel und es gelte x¯ ∈ C1, y¯ ∈ K1. Dann sind
folgende Aussagen äquivalent:
• A1K(C1; x¯) +K(K1; y¯) = Y1
• Es existiert ein , sodass
BY1(0, ) ⊂ A1
(
(C1 − x¯) ∩BX1(0, 1)
)
+ (K1 − y¯) ∩BY1(0, 1).
Gehen wir nun wieder auf unser konkretes Optimierungsproblem ein. Wir geben
jetzt die benötigte Constraint Qualification an.
Definition 4.6.12 (Linearisierte Slaterbedingung).
Existiert ein h0 ∈ L2(Γ) und δ > 0, sodass
gi(r
∗(t)) + g′i(r
∗(t))φr(t) ≤ δ < 0 ∀t ∈ [0, T ], i = 1, ...,m (4.64)
gilt, wobei φ = (φr, φp) ∈ Y die Lösung von (4.61) mit h = h0 ist. Wir nennen
diese Bedingung die linearisierte Slaterbedingung.
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Man definiert die Menge aller Punkte, die die Zustandsschranke erfüllen
K := {k ∈ R : ki(t) ≥ 0, ∀ t ∈ [0, T ], i = 1, ...,m}. (4.65)
Lemma 4.6.13. Die Menge K, die in (4.65) definiert ist, ist ein abgeschlossener,
konvexer Kegel mit nichtleerem Inneren.
Beweis. Mit der Definition von K ist das Innere von K nichtleer, da die konstante
Funktion k ≡ 1 ein innerer Punkt ist. Darüber hinaus folgt direkt aus den Defi-
nitionen der Konevexität und des Kegels die konvexe Kegeleigenschaft von K. Die
Abgeschlossenheit folgt aus der Stetigkeit der einzelnen Komponenten. 
Bemerkung 4.6.14. Mit der Definition (4.65) schreibt sich (4.64) als
−(g(r∗(t)) + g′(r∗(t))φr(t)) ∈ intK ∀t ∈ [0, T ].
Definition 4.6.15 (Regularitätsbedingung nach Robinson).
Erfüllt ein zulässiger Punkt y˜∗ := (r∗,p∗, u∗)> ∈ F , die Bedingung
0 ∈ int
{(
0
g(r∗)
)
+
(
∂re(y
∗, u∗) ∂pe(y∗, u∗) ∂ue(y∗, u∗)
∂rg(r
∗) 0 0
)(
Y − y∗
L2(Γ)− u∗
)
−
(
0
K
)}
(4.66)
so nennt man y˜∗ regulär.
Bemerkung 4.6.16. Ist Robinsons Regularitätsbedingung gültig in y˜∗ ∈ F , so
gilt sowohl, dass der Linearisierungskegel L(F ; y˜∗) im Tangentialkegel T (F ; y˜∗)
enthalten ist, als auch T (F ; y˜∗) ⊂ L(F ; y˜∗), damit also T (F ; y˜∗) = L(F ; y˜∗). Ein
ausführlicher Beweis lässt sich in [70, Kapitel 13] nachlesen.
Lemma 4.6.17 (Regularitätsbedingung nach Zowe & Kurcyusz).
Der Punkt y˜∗ ∈ F ist genau dann regulär, falls(
∂re(y
∗, u∗) ∂pe(y∗, u∗) ∂ue(y∗, u∗)
∂rg(r
∗) 0 0
)(
Y
L2(Γ)
)
+K
((
0
K
)
;
(
0
−g(r∗)
))
=
(
Z
R
)
(4.67)
gilt. Die Bedingung (4.67) wird Regularitätsbedingung nach Zowe & Kurcyusz ge-
nannt.
Lemma 4.6.18. Sei y˜∗ = (y∗, u∗) ∈ W eine lokale Optimallösung von (P). Des
Weiteren gelte die linearisierte Slaterbedingung nach Definition 4.6.12. Dann ist die
Regularitätsbedingung nach Robinson (4.66) erfüllt.
Bemerkung 4.6.19. Ein Nachweis von Lemma 4.6.17 findet sich in [117] wie-
der. Die Regularitätsbedingungen von Robinson und Zowe/Kurcyusy sind nach [70,
Satz 14.9] äquivalent. Der Beweis von Lemma 4.6.18 erfolgt unter Ausnutzung von
(4.64). Wir benötigen hierzu die Surjektivität von ∂e∂y (y, u), die aus Lemma 4.6.7
folgt, um den Satz über die offene Abbildung (Theorem 4.6.11) anwenden zu kön-
nen. Wir verweisen auf [56, Kapitel 1, Lemma 1.14]. Dies ist ausführlicher bewiesen
in [70, Satz 15.6].
Für den weiteren Verlauf der Arbeit nehmen wir Folgendes an:
Annahme 4.6.20. Die linearisierte Slaterbedingung sei für ein h0 ∈ L2(Γ) erfüllt.
4.6.4. Notwendige Optimalitätsbedingungen.
Mit Hilfe der Regularitätsbedingungen von Robinson (4.66) lassen sich Optimali-
tätsbedingungen in Form der Karush-Kuhn-Tucker Bedingungen angeben. Die vor-
gestellten KKT-Bedingungen finden sich in dem Buch [56, Kapitel 1.7.3.4] wieder.
Hierzu benötigt man noch die Definition des Dualkegels.
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Definition 4.6.21 (Dualkegel).
Der Dualkegel K+1 ⊂ X ∗ eines konvexen Kegels K1 ⊂ X ist definiert durch
K+1 := {k∗ ∈ X ∗ : 〈k∗,k〉X∗,X ≥ 0 ∀ k ∈ K1}.
Bemerkung 4.6.22. Der Dualkegel ist ein konvexer und abgeschlossener Kegel.
Theorem 4.6.23 (KKT-System).
Sei y˜∗ = (y∗, u∗) ∈ Y × L2(Γ) ein lokal optimaler Punkt von (P). Gelte Annah-
me 4.6.20. Dann existieren Lagrange-Multiplikatoren (pi, %, λ) ∈ Z × R∗, sodass
folgende KKT-Bedingungen erfüllt sind:
e(y∗, u∗)(t) = 0, g(r∗(t)) ≤ 0 ∀ t ∈ [0, T ] (4.68a)
Ly(r
∗,p∗, u∗, pi, %, λ) +
(
g′(r∗)∗λ
0
)
= 0 in Y ∗ (4.68b)
Lu(r
∗,p∗, u∗, pi, %, λ) = 0 in L2(Γ) (4.68c)
λ ≥ 0, 〈λ, g(r∗)〉R∗,R = 0 in R∗ (4.68d)
Beweis. Sei y˜∗ eine lokale Optimallösung von (P). Dann folgt nach Lemma 4.6.18,
dass (4.66) gilt. Die Funktionen J1,J2 sind nach Annahme 4.2.19 genügend regu-
lär und Fréchet differenzierbar. Die notwendige Optimalitätsbedingung in primaler
Form ist nach [56, Theorem 1.52] durch〈(∂J
∂y (y
∗, u∗)
∂J
∂u (y
∗, u∗)
)
,
(
sy
su
)〉
W∗,W
≥ 0 ∀
(
sy
su
)
∈ T (F ; z∗) = L(F ; z∗)
⇔
(∂J
∂y (y
∗, u∗)
∂J
∂u (y
∗, u∗)
)
∈ L(F ; z∗)+
gegeben. Die Gleichheit von Tangential- und Linearisierungskegel folgt nach Ro-
binson. Nach Theorem [68, Kapitel 9.4, Theorem 1] (mit Hilfe des Eidelheit’schen
Trennungssatzes) folgt, dass somit ein Multiplikator λ˜ := [µ˜;λ] ∈ Z∗ ×R∗ existiert
mit〈(∂J
∂y (y
∗, u∗)
∂J
∂u (y
∗, u∗)
)
+
er(y∗, u∗)∗ gr(r∗)∗ep(y∗, u∗)∗ 0
eu(y
∗, u∗)∗ 0
(µ˜
λ
)
,
(
y − y∗
u− u∗
)〉
W∗,W
≥ 0
∀ y ∈ Y, u ∈ L2(Γ)
(4.69a)(
µ˜
λ
)
∈ ({0} ×K)+,
〈(
µ˜
λ
)
, G(y∗, u∗)
〉
Z∗×R∗,Z×R
= 0, −G(y∗, u∗) ∈ ({0} ×K).
(4.69b)
Dabei ist der Dualkegel ({0} ×K)+ gegeben durch
({0} ×K)+=
{(
µ˜
λ
)
∈ Z∗ ×R∗ :
〈(
µ˜
λ
)
,
(
k1
k2
)〉
Z∗×R∗,Z×R
≥ 0 ∀k1,k2 ∈ {0}×K
}
,
d.h. µ˜ ist an keine Bedingung geknüpft, so dass
({0} ×K)+=
{(
µ˜
λ
)
∈ Z∗ ×R∗ : 〈λ,k2〉R∗,R≥ 0 ∀ k2 ∈ K
}
(4.70)
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gilt. Mit der Setzung µ˜ := [p˜i; %˜], der Wahl von y = y∗ ∈ Y und unter Berücksich-
tigung der Unterraum-Eigenschaft von L2(Γ) ergibt sich aus (4.69a)
∂J
∂u
(y∗, u∗) + eu(y∗, u∗)∗p˜i = 0 in L2(Γ)
⇔ Lu(y∗, u∗, pi, %, λ) = 0 in L2(Γ)
Hiebei gilt zu beachten, dass ∂u(e2)(y∗, u∗)φu = 0 ist und dass wir µ := [pi; %] =:
−µ˜ ∈ Z∗ definieren. Also ist (4.68c) nachgewiesen. Wählen wir im Gegensatz hierzu
u = u∗ ∈ L2(Γ) und y = y + y∗ mit beliebigen y ∈ Y , schreibt sich (4.69a) als〈
∂J
∂y
(y∗, u∗)−
(
er(y
∗, u∗)∗pi
ep(y
∗, u∗)∗%
)
+
(
gr(r
∗)∗λ
0
)
, y
〉
Y ∗,Y
= 0 ∀ y ∈ Y.
⇔ ∂J
∂y
(y∗, u∗)− ey(y∗, u∗)∗
(
pi
%
)
+
(
gr(r
∗)∗λ
0
)
= 0 in Y ∗
⇔ Ly(y∗, u∗, pi, %, λ) +
(
gr(r
∗)∗λ
0
)
= 0 in Y ∗
Dies entspricht jedoch eben der Formel (4.68b). Die Formeln aus (4.68a) sind durch
die Zulässigkeit des lokalen Optimums y˜∗ sichergestellt. Es gilt noch (4.68d) zu
zeigen. Aus (
µ˜
λ
)
∈ ({0} ×K)+
und (4.70) folgt, dass 〈λ,k〉R∗,R ≥ 0 ∀ k ∈ K, somit gilt λi ≥ 0 ∈ R∗, i = 1, ...,m.
Des Weiteren erhalten wir aufgrund der Zulässigkeit des Punktes y˜∗ (e(y∗, u∗) = 0)
〈λ, g(r∗)〉R∗,R = 〈λ, g(r∗)〉+〈µ, e(y∗, u∗)〉Z∗,Z =
〈(
µ
λ
)
, G(y∗, u∗)
〉
Z∗×R∗,Z×R
= 0,
was abschließend unter Anwendung von (4.69b) die Formel (4.68d) beweist. 
Bemerkung 4.6.24. Die Regularitätsbedingung von Zowe & Kurcyusz ist in [117]
gegeben. Weitere Literatur, die den Tangential-und Linearisierungskegel im unend-
lichdimensionalen Raum behandelt, stellen die Bücher [56, 68] dar. Die Diskussion
von notwendigen Optimalitäsbedingungen und den sich ergebenden KKT-Systeme
von Optimalsteuerproblemen mit Zustandsbeschränkungen findet sich in [104] von
Fredi Tröltzsch und in [56] wieder.
Im weiteren Verlauf der Arbeit wollen wir uns im Detail den Komponenten des
KKT-Systems (4.68) zuwenden. Dabei werden wir zeigen, dass sich die Regularität
der Multiplikatoren verbessern lässt und abschließend das adjungierte reduzierte
System darstellen.
Die adjungierte Gleichung (4.68b) des Optimalsteuerproblems (P) besitzt folgende
Gestalt
∂e
∂y
(y∗, u∗)∗
(
pi
%
)
− ∂J
∂y
(r∗, u∗)−
(
g′(r∗)∗λ
0
)
= 0 in Y ∗.
Um einen näheren Einblick auf (4.68b) zu erlangen, werden wir die erhaltene ad-
jungierte Gleichung zunächst in ihrer schwachen Formulierung betrachten. Seien
hierzu die Testfunktionen φ ∈ Y gegeben, dann gilt nach (4.68b) für alle φ ∈ Y∫ T
0
[
pi(t) ·
(∂e1
∂y
(y∗, u∗)φ
)
(t)︸ ︷︷ ︸
(?)
+%(t) ·
(∂e2
∂y
(y∗, u∗)φ
)
(t)
]
dt
−
〈
∂J
∂r
(r∗, u∗), φr
〉
Y ∗r ,Yr
− 〈λ, g′(r∗)φr〉R∗,R = 0 ∀φ ∈ Y (4.71)
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wobei ∂J∂p (r
∗, u∗) ≡ 0 und φ := [φr;φp] gelten.
Schauen wir uns zunächst den ersten Term von (4.71) an. Um eine überschaubare
Struktur herleiten zu können, werden wir einige neue Definitionen einführen. Wir
definieren deshalb
IL(pi,y
∗, φ) :=
∫ T
0
pi(t) ·
∫
Ω
ϕ(x− r∗(t))(∂yFL(r∗,p∗)φ)(t) dx dt, (4.72a)
B∗(t) := B(t)
(
E0
B0
)
+
∫ t
0
B(t− τ)j(r∗,p∗)(τ) dτ ∀ t ∈ [0, T ], (4.72b)
κ : R3 × R3 × R3 → R3 × R3, κ(r,p, pi) :=
(
ϕ(x− r)pi
pi × ϕ(x− r)β(p)
)
. (4.72c)
Somit wollen wir nun für die erste Komponente (?) von (4.71) das Theorem von
Fubini-Tonelli [2, Theorem 1.54] anwenden. Der Integrand von (?) in (4.71) ist
messbar, da sowohl pi als auch
(
∂e1
∂y (y
∗, u∗)φ
)
in Z liegen. Wir schreiben deshalb
anstelle von (?)
∫ T
0
pi(t) ·
(∂e1
∂y
(y∗, u∗)φ
)
(t) dt
=
∫ T
0
φ˙p(t) · pi(t) dt− q IL(pi,y∗, φ)
+ q
∫ T
0
φr(t) ·
(∫
Ω
[
FL(r
∗,p∗)(t) · pi(t)]∇ϕ(x− r∗(t)) dx
+
∫
Ω
(
(−∆∗)−1Ru∗)[β(p∗(t))×∇2ϕ(x− r∗(t))pi(t)]dx
−
∫
Γ
u∗
[∇ϕ(x− r∗(t)) · pi(t)](n× β(p∗(t))) dς)dt
− q
∫ T
0
φp(t) ·
(∫
Ω
(
(−∆∗)−1Ru∗)[β′(p∗(t))pi(t)×∇ϕ(x− r∗(t))]dx
−
∫
Γ
u∗ ϕ(x− r∗(t))(n× β′(p∗(t))pi(t)) dς)dt ∀ φ ∈ Y.
(4.73)
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Dabei lässt sich IL mit Definition (4.72a) und Fubinis Theorem schreiben
IL(pi,y
∗, φ)
=
∫ T
0
∫
Ω
[ ∫ t
0
E(t− τ)(j′(r∗,p∗)(τ)φ(τ)) dτ
+ β(p∗(t))×
∫ t
0
B(t− τ)(j′(r∗,p∗)(τ)φ(τ)) dτ
+ β′(p∗(t))φp(t)×
(
B(t)
(
E0
B0
)
+
∫ t
0
B(t− τ)j(r∗,p∗)(τ) dτ
)]
· ϕ(x− r∗(t))pi(t) dx dt
=
∫ T
0
∫ t
0
(
G(t− τ)(j′(r∗,p∗)(τ)φ(τ)), κ(r∗,p∗, pi)(t))
X×X
dτ dt
+
∫ T
0
φp(t) ·
∫
Ω
(
B(t)
(
E0
B0
)
+
∫ t
0
B(t− τ)j(r∗,p∗)(τ) dτ
)
× ϕ(x− r∗(t))β′(p∗(t))pi(t) dx dt
In obiger Gleichung verwenden wir die Definition für κ (4.72c). Mit Definition
B∗(t) (4.72b) als Optimallösungskomponente der Maxwell Gleichungen und einer
Integraltransformation im Stile von
∫ T
t=0
∫ t
τ=0
a(τ, t) dτ dt =
∫ T
τ=0
∫ T
t=τ
a(τ, t) dt dτ
mit hinreichend regulären a ergibt sich
IL(pi,y
∗, φ) =
∫ T
τ=0
φ(τ) ·
∫
Ω
∫ T
t=τ
j′(r∗,p∗)(τ)>G(t− τ)∗κ(r∗,p∗, pi)(t) dt dx dτ
+
∫ T
0
φp(t) ·
∫
Ω
(
B(t)
(
E0
B0
)
+
∫ t
0
B(t− τ)j(r∗,p∗)(τ) dτ
)
× ϕ(x− r∗(t))β′(p∗(t))pi(t) dx dt
=
∫ T
t=0
φ(t) ·
∫
Ω
j′(r∗,p∗)(t)>
∫ T
τ=t
G(τ − t)∗κ(r∗,p∗, pi)(τ) dτ dx dt
+
∫ T
0
φp(t) ·
∫
Ω
B∗(t)× ϕ(x− r∗(t))β′(p∗(t))pi(t) dx dt.
Hierbei ist durch G(t)∗ = (E∗(t),B∗(t))>, G(t)∗ : X ×X → X ×X die adjungierte
C0-Halbgruppe aus Theorem 4.3.26 gegeben, die durch Transposition der dualen
Paarung entsteht. Man beachte hierbei, dass die Jacobi Matrix j′(r∗,p∗)(t) gegeben
ist durch (4.60). Es ergibt sich damit für IL(pi,y∗, φ)
IL(pi,y
∗, φ)
=
∫ T
t=0
φ(t) ·
∫
Ω
j′(r∗,p∗)(t)>
∫ T
τ=t
G(τ − t)∗κ(r∗,p∗, pi)(τ) dτ dx dt
+
∫ T
0
φp(t) ·
∫
Ω
B∗(t)× ϕ(x− r∗(t))β′(p∗(t))pi(t) dx dt
=
∫ T
t=0
φ(t)·
∫
Ω
(
q∇ϕ(x− r∗)v(p∗)> 0
−qϕ(x− r∗)v′(p∗)> 0
)∫ T
τ=t
G(τ − t)∗κ(r∗,p∗, pi)(τ) dτ dx dt
+
∫ T
0
φp(t) ·
∫
Ω
B∗(t)× ϕ(x− r∗(t))β′(p∗(t))pi(t) dx dt.
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Da dies die einzige Komponente von (4.71) ist in der die adjungierte Halbgruppe
G(.)∗ vorkommt, definieren wir uns im nächsten Schritt(
Φ(t)
Ψ(t)
)
: =
∫ T
t
G(τ − t)∗κ(r∗,p∗, pi)(τ) dτ
= −
∫ 0
s=T−t
G(T − t− s)∗κ(r∗,p∗, pi)(T − s) ds
=
∫ T−t
0
G(T − t− s)∗κ(r∗,p∗, pi)(T − s) ds,
(4.74)
wobei wir die Substitution s = T − τ nutzen mit Transformation des Integrators
ds = −dτ und anschließender Invertierung der Integralgrenzen. Wir erhalten für
IL(pi,y
∗, φ) die folgende kompakte Schreibweise
IL(pi,y
∗, φ) =
∫ T
0
φ(t) ·
∫
Ω
(
q∇ϕ(x− r∗)v(p∗)>
−qϕ(x− r∗)v′(p∗)>
)
Φ(t) dx dt
+
∫ T
0
φp(t) ·
∫
Ω
B∗(t)× ϕ(x− r∗(t))β′(p∗(t))pi(t) dx dt.
(4.75)
Hierbei wurde berücksichtigt, dass die Jacobi Matrix von j(r∗,p∗) zwei Nullblöcke
von jeweiliger Dimension R3×3 besitzt und somit die Komponente Ψ(t) in diesem
Fall entfällt. Des Weiteren definieren wir(
Φ˜(t)
Ψ˜(t)
)
:=
∫ t
0
G(t− s)∗κ(r∗,p∗, pi)(T − s) ds. (4.76)
Dann gilt
Lemma 4.6.25. Der Vektor
(
Φ˜(t)
Ψ˜(t)
)
∈ C([0, T ];X)2 aus (4.76) ist die milde Lö-
sung von folgendem Cauchy Problem
∂
∂t
(
Φ˜(t)
Ψ˜(t)
)
+A∗
(
Φ˜(t)
Ψ˜(t)
)
=
(
ϕ( . − r∗(T − t))pi(T − t)
pi(T − t)× ϕ( . − r∗(T − t))β(p∗(T − t))
)
a.e. in [0, T ]
Φ˜(0) = Ψ˜(0) = 0 ∈ X.
(4.77)
Beweis. Nach Theorem 4.3.26 (basierend auf dem Satz von Stone) existiert ein
Halbgruppenoperator G(t)∗, der durch den infinitesimalen Genrator −A∗ erzeugt
wird und eine Lösung von (4.77) ist. Somit ist (4.76) milde Lösung von (4.77), deren
rechte Seite dem Vektor κ entspricht. Die Anfangsdaten sind dabei Φ˜(0) = Ψ˜(0) =
0 ∈ X. 
Wir folgern hieraus die Aussage
Lemma 4.6.26. Es existiert eine milde Lösung von folgendem rückwärts in der
Zeit laufendem Problem
− ∂
∂t
(
Φ(t)
Ψ(t)
)
+A∗
(
Φ(t)
Ψ(t)
)
=
(
ϕ( . − r∗(t))pi(t)
pi(t)× ϕ( . − r∗(t))β(p∗(t))
)
a.e. in [0, T ]
Φ(T ) = Ψ(T ) = 0 ∈ X.
(4.78)
Hierbei ist
(
Φ(t)
Ψ(t)
)
∈ C([0, T ];X)2 aus (4.74) die milde Lösung.
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Beweis. Betrachten wir(
Φ(t)
Ψ(t)
)
=
∫ T
t
G(τ − t)∗κ(r∗,p∗, pi)(τ) dτ
aus Gleichung (4.74). Führen wir folgende Substitutionen ein
s˜ := T − t, s := T − τ,
so dass dτ = −ds ist und setzen dies in (4.74) ein, so erhalten wir(
Φ(T − s˜)
Ψ(T − s˜)
)
= −
∫ 0
s˜
G(s˜− s)∗κ(r∗,p∗, pi)(T − s) ds
=
∫ s˜
0
G(s˜− s)∗κ(r∗,p∗, pi)(T − s) ds
=
(
Φ˜(s˜)
Ψ˜(s˜)
)
.
Hierbei
(
Φ˜
Ψ˜
)
die milde Lösung von dem (vorwärts in der Zeit) Cauchy Anfangswert
Problem (4.77). Aus
∂
∂s˜
(
Φ˜
Ψ˜
)
= − ∂
∂t
(
Φ(T − s˜)
Ψ(T − s˜)
)
= − ∂
∂t
(
Φ(t)
Ψ(t)
)
folgt die Behauptung. Aufgrund der Anfangsdaten von der milden Lösung (4.76)
folgt (
Φ(T − 0)
Ψ(T − 0)
)
=
(
Φ˜(0)
Ψ˜(0)
)
= 0 in X.

Vergegenwärtigen wir uns die ursprüngliche adjungierte Gleichung (4.71) und defi-
nieren wir der Übersichtlichkeit halber
ω :=
(
%
pi
)
∈ L2(]0, T [;R3)2, (4.79)
dann erhält man für den ersten Teil von (4.71) folgende Formulierung∫ T
0
[
pi(t) ·
(∂e1
∂y
(y∗, u∗)φ
)
(t) + %(t) ·
(∂e2
∂y
(y∗, u∗)φ
)
(t)
]
dt
=
∫ T
0
φ˙(t) · ω(t) dt+
∫ T
0
φ(t) ·A(y∗, u∗, ω)(t) dt
mit
A(y∗, u∗, ω)(t) =
(
Ar(y
∗, u∗, ω)(t)
Ap(y
∗, u∗, ω)(t)
)
:= q
( ∫
Ω
[
FL(r
∗,p∗)(t) · pi(t)]∇ϕ(x− r∗(t)) dx
− ∫
Ω
B∗(t)× ϕ(x− r∗(t))β′(p∗(t))pi(t) dx
)
+ q
 ∫Ω η∗
[
β(p∗(t))×∇2ϕ(x− r∗(t))pi(t)
]
dx
− ∫
Ω
η∗
[
β′(p∗(t))pi(t)×∇ϕ(x− r∗(t))
]
dx

+ q
(− ∫
Γ
u∗
[∇ϕ(x− r∗(t)) · pi(t)](n× β(p∗(t))) dς∫
Γ
u∗ ϕ(x− r∗(t))(n× β′(p∗(t))pi(t)) dς
)
+ q2
(− ∫
Ω
v(p∗(t))
[∇ϕ(x− r∗(t)) · Φ(t)]dx∫
Ω
ϕ(x− r∗(t)) v′(p∗(t))Φ(t) dx
)
−
(
0
v′(p∗(t))%(t)
)
,
(4.80)
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unter Berücksichtigung von (4.73), Lemma 4.6.3 und Einsetzung des Poisson Lö-
sungsopertors η∗ = (−∆∗)−1Ru∗. Außerdem verwendet man hierzu Formel (4.75),
in der der adjungierte milde Lösungsoperator Φ(t), der adjungierten Maxwell Glei-
chung (4.78), eingeht.
Mit Hilfe von (4.80) lässt sich die adjungierte Gleichung (4.71) des KKT-Systems
(4.68) als∫ T
0
φ˙(t) · ω(t) dt+
∫ T
0
φ(t) ·A(y∗, u∗, ω)(t) dt−
〈
∂J
∂r
(r∗, u∗), φr
〉
Y ∗r ,Yr
−〈λ, g′(r∗)φr〉R∗,R = 0 ∀φ ∈Y.
(4.81)
schreiben. Unter Ausnutzung von (4.81) können nun weitere Aussagen über die Re-
gularität der Multiplikatoren pi, %, die adjungierte Gleichung (4.68b) und die Kom-
plementaritätsbedingung (4.68d) getroffen werden. Hierzu benötigt man den Begriff
der Funktion von beschränkter Variation. Als Literaturangabe für BV-Funktionen
sollen unter anderem die Bücher [10, 4] dienen.
Es gilt folgendes Variationslemma für Riemann Stieltjes Integrale (R-S-I), das in
dem Buch [38, Lemma 3.1.9] für Funktionen f , g ∈ L∞(]0, T [;Rk), k ∈ N, bewiesen
wird.
Lemma 4.6.27 (Du Bois Reymond für R-S-I/ Variationslemma).
Seien die Funktionen f , g ∈ L2(]0, T [;Rk), k ∈ N, s ∈ C([0, T ];Rm×k), m ∈ N, und
b ∈ BV([0, T ];Rm) gegeben. Des Weiteren gelte∫ T
0
(f(t) · h(t) + g(t) · h˙(t)) dt+
∫ T
0
(s(t)h(t)) · db(t) = 0 (4.82)
für jedes h ∈ H1(]0, T [;Rk) mit h(0) = h(T ) = 0. Dann existiert eine Konstante
c˜ ∈ Rk und eine Funktion gˆ ∈ BV([0, T ];Rk), sodass
gˆ(t) = g(t) f.ü. in [0, T ] und
gˆ(t) = −
∫ T
t
f(τ) dτ −
∫ T
t
s(τ)> db(τ)− c˜
(4.83)
gilt.
Beweis. Setzen wir hierzu das Integral bzw. das R-S-I
F (t) :=
∫ T
t
f(τ) dτ, G(t) :=
∫ T
t
s(τ)> db(τ).
Das Integral F (.) ist wohldefiniert, weil f ∈ L2(]0, T [;Rk) und G(.) nach Bemer-
kung C.0.2 (ii) existiert. Es gilt∫ T
0
f(t) · h(t) dt =
∫ T
0
h(t) · d
(∫ t
T
f(τ) dτ
)
= −
∫ T
0
h(t) · d
(∫ T
t
f(τ) dτ
)
= −
∫ T
0
h(t) · dF (t).
Die erste Gleichheit gilt nach Lemma C.0.3 (iv) mit a = T und der Tatsache,
dass die Inklusion H1(]0, T [;Rk) ⊂ C([0, T ];Rk) gilt (sogar kompakte Einbettung).
Außerdem folgt aus C.0.3 (iv) F ∈ BV([0, T ];Rk). Im Folgenden wenden wir die
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partielle Integrationsformel (C.1) an. Man erhält
−
∫ T
0
h(t) · dF (t) =
∫ T
0
F (t) · dh(t)− [h(t) · F (t)]T0
=
∫ T
0
F (t) · dh(t) =
∫ T
0
F (t) · h˙(t) dt
unter Ausnutzung von h(0) = h(T ) = 0. Das letzte Gleichheitszeichen ergibt sich
nach Lemma C.0.3 (v) und h ∈ H1(]0, T [;Rk) (damit auch in AC(]0, T [;Rk)). Ein
ähnliches Vorgehen ergibt für das R-S-I in (4.82)∫ T
0
(s(t)h(t)) · db(t) =
∫ T
0
h(t) · d(
∫ t
T
s(τ)> db(τ)) = −
∫ T
0
h(t) · dG(t)
=
∫ T
0
G(t) · dh(t) =
∫ T
0
G(t) · h˙(t) dt
Dabei lässt sich wiederum Lemma C.0.3 (iv) anwenden, da s ∈ C([0, T ];Rm×k),
b ∈ BV([0, T ];Rm) und h ∈ H1(]0, T [;Rk) ist. Mit Hilfe der partiellen Integrations-
formel (C.1) und Lemma C.0.3 (v) ist obige Gleichung für das R-S-I gezeigt. Somit
schreiben wir (4.82) als
0 =
∫ T
0
(f(t) · h(t) + (g(t) + c˜) · h˙(t)) dt+
∫ T
0
(s(t)h(t)) · db(t)
=
∫ T
0
(F (t) +G(t) + g(t) + c˜) · h˙(t) dt,
(4.84)
wobei 0 = c˜(h(T ) − h(0)) = c˜ · ∫ T
0
h˙(t) dt =
∫ T
0
c˜ · h˙(t) dt und h ∈ H1(]0, T [;Rk)
mit h(0) = h(T ) = 0 ausgenutzt wird. Wählt man nun
c˜ :=
1
T
∫ T
0
(−F (t)−G(t)− g(t)) dt
h(t) :=
∫ T
t
(F (τ) +G(τ) + g(τ) + c˜) dτ,
so ist h(T ) = 0 und h(0) =
∫ T
0
(F (τ) + G(τ) + g(τ)) dτ − TT
∫ T
0
(F (τ) + G(τ) +
g(τ)) dτ = 0 erfüllt und es gilt h ∈ H1(]0, T [;Rk) nach Konstruktion von F ,G und
Voraussetzung an g, das in L2(]0, T [;Rk) liegt. Einsetzen in (4.84) liefert
0 =
∫ T
0
|F (t) +G(t) + g(t) + c˜|22 dt,= ‖F (t) +G(t) + g(t) + c˜‖2L2(]0,T [;Rk)
und damit folgt aus der Definitheit der Norm
g(t) = −F (t)−G(t)− c˜ f.ü. in (0, T )
= −
∫ T
t
f(τ) dτ −
∫ T
t
s(τ)> db(τ)− c˜ = gˆ(t) f.ü. in (0, T )
Somit können wir abschließend, mit der Bemerkung, dass
∫ T
t
s(τ)> db(τ) nach Lem-
ma C.0.3 (iii) in BV([0, T ];Rk) liegt, folgern, dass gˆ ∈ BV([0, T ];Rk). 
Bemerkung 4.6.28. Falls kein R-S-I in (4.82) vorhanden ist, vereinfacht sich
(4.83) zu
d
dt
gˆ(t) = f(t) f.ü. in (0, T ). (4.85)
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Lemma 4.6.29 (Riesz Repräsentation mit BV-Funktion).
Sei λ ∈ R∗ beliebig gegeben mit
〈λ, φ〉R∗,R ≥ 0 ∀φ ∈ R mit φ(t) ≥ 0 ∀ t ∈ [0, T ].
Dann gibt es eine monoton wachsende Funktion g ∈ BV([0, T ];Rm) mit g(0) = 0,
sodass
〈λ, φ〉R∗,R =
∫ T
0
φ(t) · dg(t) ∀ φ ∈ R
gilt mit ‖λ‖R∗ = var(g, [0, T ]).
Bemerkung 4.6.30. Die nach Lemma 4.6.29 existierende, monoton wachsende
Funktion g ∈ BV([0, T ];Rm) mit g(0) = 0, ist somit ein Element von beschränkter
Variation NBV([0, T ];Rm) (siehe Definition B.0.5).
Bemerkung 4.6.31. Ein Beweis von Lemma 4.6.29 kann in [68, Kapitel 5.5,
Theorem 1] von Luenberger studiert werden. Dabei kommt im Wesentlichen der
Satz von Hahn Banach zur Anwendung.
Kommen wir nun zu dem eigentlichen Resultat dieses Abschnittes, der Regularität
der existierenden Multiplikatoren des KKT-Systems (4.68) unter Berücksichtigung
der Zustandsbeschränkung und der Gestalt der adjungierten Gleichung (4.81).
Lemma 4.6.32 (Regularität der adjungierte Zustände und des Multiplikators).
Es gelte Annahme 4.6.20. Die adjungierten Partikelpositionen % und adjungierten
Impulse pi besitzen die Regularitäten % ∈ BV([0, T ];R3) und pi ∈ W 1,∞(]0, T [;R3).
Außerdem existiert eine Funktion µ ∈ NBV([0, T ];Rm), sodass zusammen mit den
adjungierten Zuständen pi, % von (4.68) und der lokalen optimalen Lösung (y∗, u∗)
von (P) folgendes ODE System (rückwärts in der Zeit) erfüllt ist:
−p˙i(t) = −Ap(y∗, u∗, %, pi)(t) f.ü. in ]0, T [ (4.86)
pi(T ) = 0 (4.87)
−%˙(t) = −Ar(y∗, u∗, %, pi)(t) +∇J1(r∗(t))− g′(r∗(t))>µ˙(t) f.ü. in ]0, T [ (4.88)
%(T ) = ∇J2(r∗(T )). (4.89)
Darüber hinaus ist µ monoton steigend und erfüllt∫ T
0
g(r∗(t)) · dµ(t) = 0. (4.90)
Des Weiteren besitzt % abzählbar viele Unstetigkeitsstellen t1, ..., t` in ]0, T [, in wel-
chen die Formel
%(ti)− %−(ti) = g′(r∗(ti))>
(
µ−(ti)− µ(ti)
)
, i = 1, ..., `, (4.91)
gilt.
Beweis. Diskutieren wir zunächst die adjungierte Gleichung (4.81) und deren Kom-
ponenten. Nach Theorem 4.6.23 gilt, dass λ ∈ R∗, λ ≥ 0. Benutzt man den Satz
von Riesz für BV-Funktionen (Lemma 4.6.29), so existiert eine eindeutige Funktion
µ ∈ NBV([0, T ];Rm), so dass
〈λ,v〉R∗,R =
∫ T
0
v(t) · dµ(t) ∀v ∈ R (4.92)
gilt. Zusätzlich erhält man nach Lemma 4.6.29, dass µ wie behauptet monoton
wachsend ist. Nach der komplementären Schlupfbedingung (4.68d) und Lemma
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4.6.29 folgt für 〈λ, g(r∗(t))〉R∗,R∫ T
0
g(r∗(t)) · dµ(t) = 〈λ, g(r∗(t))〉R∗,R = 0.
Dies erbringt den Nachweis für (4.90). Nutzt man als nächstes die Struktur der
Zielfunktion aus, J (r, u) = ∫ T
0
J1(r(t)) dt+J2(r(T )) +
α
2
∫
Γ
u2 dς, und wendet sich
der Ableitung eben dieser nach dem Zustand y zu, welche in (4.81) eingeht, so erhält
man 〈
∂J
∂y
(r∗, u∗), φ
〉
Y ∗,Y
=
〈
∂J
∂r
(r∗, u∗), φr
〉
Y ∗r ,Yr
=
∫ T
0
J ′1(r
∗(t))φr(t) dt+ J ′2(r
∗(T ))φr(T ).
(4.93)
Führen wir im nächsten Schritt (4.93) und (4.92) in Formel (4.81) zusammen, so
ergibt sich∫ T
0
[
A(y∗, u∗, ω)(t)−
(∇J1(r∗(t))
0
)]
· φ(t) + ω(t) · φ˙(t) dt
−
∫ T
0
(
g′(r∗(t))φr(t)
) · dµ(t) = 0 ∀φ ∈ C∞0 (0, T ;R3)2. (4.94)
Man beachte hierbei, dass g′(r∗)φr ∈ C([0, T ];Rm) ist, da g′(r∗) ∈ C([0, T ];Rm×3
nach Annahme 4.2.17 (c). Es gilt, dass die Komponenten ∇J1(r∗(t)), A(y∗, u∗, ω)
von Regularität Z sind. Wir beschäftigen wir uns zunächst mit der Komponente
A(y∗, u∗, ω), die in (4.80) definiert ist. Man stellt fest, dass ω nach (4.79) von Re-
gularität L2(]0, T [;R3)2 ist, β(p(t)),v(p(t)) ∈ C1([0, T ];R3) und FL(r∗,p∗)(t) =
E∗(t) + β(p∗(t))×B∗(t), mit E∗(t),B∗(t),y∗(t) stetig (in der X-Norm) bzgl. der
Zeit t sind. Es folgt
A(y∗, u∗, ω) ∈ L2(]0, T [;R3)2.
Mit Hilfe des Lemmas von Du Bois Reymond für R-S-I (Lemma 4.6.27, alle Vor-
aussetzungen sind erfüllt) gilt, dass die Äquivalenzklasse ω einen Repräsentanten
als BV-Funktion besitzt, den man der Einfachheit halber mit demselben Symbol
schreibt. Des Weiteren gibt der Beweis von Lemma 4.6.27 eine konkrete Konstruk-
tion von c˜ an. So ist c˜ im Beweis des Variationslemmas fest gegeben durch
g(t) = −c˜− F (t)−G(t),
wobei in unserem Fall
g(t) =
(
%(t)
pi(t)
)
, F (t) =
∫ T
t
A(y∗, u∗, ω)(τ)−
(∇J1(r∗(τ))
0
)
dτ
G(t) =
(∫ T
t
g′(r∗(τ))>dµ(τ)
0
)
sind. Daraus ergibt sich für t = T , dass c˜ = −(%(T ), pi(T ))> und somit lässt (4.94)
mit Lemma 4.6.27 im Zeitintervall t ∈ [0, T ] schreiben als
%(t) = %(T )−
∫ T
t
[
Ar(y
∗, u∗, ω)(τ)−∇J1(r∗(τ))
]
dτ
+
∫ T
t
g′(r∗(τ))>dµ(τ)
(4.95)
pi(t) = pi(T )−
∫ T
t
Ap(y
∗, u∗, ω)(τ) dτ. (4.96)
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Aus Gleichung (4.96) und Bemerkung 4.6.28 folgt sofort
−p˙i(t) = −Ap(y∗, u∗, %, pi)(t) f.ü. in ]0, T [.
Somit ist (4.86) gezeigt. Es folgt auch aus Lemma 4.6.27, dass pi, % ∈ BV([0, T ];R3)
und schließlich nach Lemma B.0.2 (iii), dass pi, % ∈ L∞(]0, T [;R3). Damit und mit
Gleichung (4.86) schlußfolgert man, dass p˙i ∈ L∞(]0, T [;R3). Dies ist wie folgt
begründet: Die Multiplikatoren %, pi sind aus L∞(]0, T [;R3) und es gilt nach (4.80)
−p˙i(t) =q
∫
Ω
B∗(t)× ϕ(x− r∗(t))β′(p∗(t))pi(t) dx
q
∫
Ω
η∗
[
β′(p∗(t))pi(t)×∇ϕ(x− r∗(t))
]
dx
−q
∫
Γ
u∗ ϕ(x− r∗(t))(n× β′(p∗(t))pi(t)) dς
−q2
∫
Ω
ϕ(x− r∗(t)) v′(p∗(t))Φ(t) dx+ v′(p∗(t))%(t) f.ü. in ]0, T [.
Wir wissen, dass B∗(t),Φ(t) ∈ C([0, T ];X) liegen und dass r∗,p∗, β(p∗),v(p∗) und
ϕ mindestens stetig differenzierbar sind. Hieraus und da % ∈ L∞(]0, T [;R3) ergibt
sich die Regularität von Ap(y∗, u∗, %, pi) bzw. von ∂tpi in L∞(]0, T [;R3). Damit gilt
pi ∈W 1,∞(]0, T [;R3).
nach Definition 2.1.9.
Da µ ∈ NBV([0, T ];Rm), also von beschränkter Variation ist, folgt aus Lemma B.0.2
(iii), dass µ höchstens abzählbar viele Unstetigkeitsstellen besitzt. Wir benennen
diese Sprungstellen im Folgendem mit ti, i = 1, .., ` und ` ∈ N. Nach Bemerkung
B.0.4 (ii) existiert die Ableitung von µ fast überall in ]0, T [, und es wurde gezeigt,
dass µ monoton wachsend ist. Man kann daher Lemma C.0.3 (ii) anwenden, da
g′(r∗) ∈ C([0, T ];Rm×3) ist und erhält
d
dt
∫ T
t
g′(r∗(τ))>dµ(τ) = lim
h→0
∫ >
t+h
g′(r∗(τ))>dµ(τ)− ∫ T
t
g′(r∗(τ))>dµ(τ)
h
= − lim
h→0
∫ t+h
t
g′(r∗(τ))>dµ(τ)
h
= − lim
h→0
g′(r∗(θh))>(µ(t+ h)− µ(t))
h
, t ≤ θh ≤ t+ h
= − lim
h→0
g′(r∗(θh))>
µ(t+ h)− µ(t)
h
= −g′(r∗(t))> d
dt
µ(t)
= −g′(r∗(t))>µ˙(t) f.f.a. t ∈]0, T [.
Hierbei wurde für das dritte Gleichheitszeichen der Mittelwertsatz für R-S-I aus
Lemma C.0.3 (vi) benutzt und im finalen Schritt zur Grenze übergegangen. Daraus
folgt durch Ausnutzen von (4.95), dass
−%˙(t) = lim
h→0
%(t)− %(t+ h)
h
=
− [Ar(y∗, u∗, ω)(t)−∇J1(r∗(t))]− g′(r∗(t))>µ˙(t) f.ü. in ]0, T [
Gültigkeit hat und somit (4.88) verifiziert werden konnte.
Schauen wir uns im nächsten Schritt ein weiteres Mal Gleichung (4.95) an. Wendet
man für das R-S-I die partielle Integrationsformel (C.1) an, führt dies zur folgenden
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Gleichung
%(t) + g′(r∗(t))>µ(t)
= %(T ) + g′(r∗(T ))>µ(T )
−
∫ T
t
[
Ar(y
∗, u∗, ω)(τ)−∇J1(r∗(τ)) +
m∑
j=1
µj(τ) g
′′
j (r
∗(τ))r˙∗(τ)
]
dτ.
(4.97)
Die rechte Seite von (4.97) weist keine Unstetigkeitsstellen im Zeithorizont auf.
Dabei gilt, dass µ(0) = 0 (µ ∈ NBV([0, T ];Rm)) und g′j ∈ AC([0, T ];R3), j =
1, ...,m nach Annahme 4.2.17. Darüber hinaus gilt g′(r∗(t)) ∈ C([0, T ];Rm×3),
sodass die abzählbar vielen Unstetigkeitsstellen der BV-Funktion % (Lemma B.0.2
(iii)) mit den Sprungstellen {ti : i = 1, .., `} des Multiplikators µ zusammenfallen
müssen.
Des Weiteren folgt aus der beschränkten Variation von µ und Lemma C.0.3 (iii),
dass
∫ T
t
g′(r∗(τ))>dµ(τ) ∈ BV([0, T ];R3) und∫ T
t
g′(r∗(τ))>dµ(τ)− lim
ε↘0
∫ >
t−ε
g′(r∗(τ))>dµ(τ) = g′(r∗(t))>
(
lim
ε↘0
µ(t− ε)− µ(t))
(4.98)
für jedes t ∈]0, T ]. Da Ar(y∗, u∗, ω)(.)−∇J1(r∗(.)) ∈ L2(]0, T [;R3), folgt aus (4.95)
%(ti)− lim
↘0
%(ti − ) =
%(T )−
∫ T
ti
[
Ar(y
∗, u∗, ω)(τ)−∇J1(r∗(τ))
]
dτ +
∫ T
ti
g′(r∗(τ))>dµ(τ)
−%(T ) +lim
↘0
∫ T
ti−
[
Ar(y
∗, u∗, ω)(τ)−∇J1(r∗(τ))
]
dτ − lim
↘0
∫ T
ti−
g′(r∗(τ))>dµ(τ)
=
∫ T
ti
g′(r∗(τ))>dµ(τ)− lim
↘0
∫ T
ti−
g′(r∗(τ))>dµ(τ)
(4.98)
= g′(r∗(ti))>
(
lim
ε↘0
µ(ti − ε)− µ(ti)
)
i = 1, ..., `
Dies zeigt (4.91). Es gilt nun noch die Endzeitbedingungen (4.87) und (4.89) zu
zeigen.
Betrachtet man sich hierzu die ursprüngliche adjungierte Gleichung (4.81) und inte-
griert deren erstes Integral mit der partiellen Integrationsformel (C.1) und Lemma
C.0.3 (v), so erhält man
−
∫ T
0
φ(t) · dω(t) +
∫ T
0
φ(t) ·
[
A(y∗, u∗, ω)(t)−
(∇J1(r∗(t))
0
)]
dt
−
∫ T
0
(
g′(r∗(t))φr(t)
) · dµ(t) = J ′2(r∗(T ))φr(T )− φ(T ) · ω(T ) ∀φ ∈ Y
(4.99)
unter Berücksichtigung der Anfangsbedingungen und dass φ ∈ Y ist. Aus der Ste-
tigkeit von g′(r∗( . )) and φr folgert man mit dem zweiten Teil von Lemma C.0.3
(iv) (mit a = T ), dass
−
∫ T
0
(
g′(r∗(t))φr(t)
) · dµ(t) = −∫ T
0
φr(t) · d
(∫ t
T
g′(r∗(τ))>dµ(τ)
)
=
∫ T
0
φr(t) · d
(∫ T
t
g′(r∗(τ))>dµ(τ)
) (4.100)
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Nun gilt∫ T
0
φ(t) · dω(t)
=
∫ T
0
φ(t) · d
(
ω(T )−
∫ T
t
A(y∗, u∗, ω)(τ)−
(∇J1(r∗(t))
0
)
dτ
+
(∫ T
t
g′(r∗(τ))>dµ(τ)
0
))
=
∫ T
0
φ(t) · d
(
−
∫ T
t
A(y∗, u∗, ω)(τ)−
(∇J1(r∗(t))
0
)
dτ
)
+
∫ T
0
φr(t) · d
(∫ T
t
g′(r∗(τ))>dµ(τ)
)
(4.101)
wobei dω(T ) = 0 ist. Für den ersten Term von (4.101) nutzen wir den ersten Teil
des Lemmas C.0.3 (iv) (mit a = T ), für den zweiten Term von (4.101) verwenden
wir (4.100), so dass gilt
∫ T
0
φ(t) · dω(t)
=
∫ T
0
φ(t) ·
(
A(y∗, u∗, ω)(τ)−
(∇J1(r∗(t))
0
))
dt−
∫ T
0
(
g′(r∗(t))φr(t)
) · dµ(t)
Damit folgt nach Einsetzen in (4.99), dass
J ′2(r
∗(T ))φr(T )− φ(T ) · ω(T ) = 0 ∀φ ∈ Y
gilt. Hieraus ist folgende Endzeit-Bestimmungsgleichung für die adjungierten Zu-
stände %, pi gegeben
ω(T ) · φ(T ) =
(
J ′2(r
∗(T ))
0
)
·
(
φr(T )
φp(T )
)
∀φ ∈ Y ↪→ C([0, T ];R3)2.
Da die Abbildung tr : C([0, T ];R3)2 → R6 mit tr(φ) := φ(T ), aufgrund der Dicht-
heit von Y in C([0, T ];R3)2, surjektiv ist, ergeben sich die Endzeitbedingungen
zu
%(T ) = ∇J2(r∗(T )) ∧ pi(T ) = 0.
Somit sind (4.89) und (4.87) nachgewiesen und damit wurde die Gültigkeit der
Gleichungen (4.86)-(4.91) mit den dazugehörigen Multiplikatoren und Adjungierten
bewiesen. 
Lemma 4.6.33 (Gradientengleichung und Regularität von χ).
Es gelte Annahme 4.6.20. Seien die lokale Optimallösung (y∗, u∗) von (P) und die
adjungierten Zustände %, pi von (4.86)-(4.89) gegeben. Dann ergibt sich die Bestim-
mungsgleichung für die optimale Steuerung u∗ durch
u∗ =
q
α
∫ T
0
[
∂nχ(t) +
[
ϕ(x− r∗(t))β(p∗(t))× n] · pi(t)]dt f.ü. auf Γ, (4.102)
mit
χ(t) = −∆−1
[(∇ϕ( . − r∗(t))× β(p∗(t))) · pi(t)] ∈ H.
Des Weiteren gilt für die Lösung der adjungierten Poisson Gleichung
χ ∈W 1,∞(]0, T [;H).
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Beweis. Vergegenwärtigt man sich die Lagrangefunktion (4.63) und betrachtet
man deren Ableitung nach der Steuerung u ∈ L2(Γ;R) (Differenzierbarkeit nach
Lemma 4.6.3 sichergestellt), dann resultiert hieraus die Gradientengleichung (4.68c)
gegeben durch
∂J
∂u
(r∗, u∗) +
∂e
∂u
(y∗, u∗)∗
(
pi
%
)
= 0. in L2(Γ) (4.103)
Konzentriert man sich zunächst auf die zweite Komponente von (4.103). Der Tatsa-
che, dass ∂e∂u (y
∗, u∗) von L2(Γ) nach Z abbildet, geschuldet, folgt für die adjungierte
Abbildung ∂e∂u (y
∗, u∗) : Z → L2(Γ). So gilt für alle φu ∈ L2(Γ) mittels Transposition
und Lemma 4.6.3∫
Γ
(
∂e
∂u
(y∗, u∗)∗
(
pi
%
))
φu(ς) dς
=
∫ T
0
(
pi(t)
%(t)
)
·
( ∂e
∂u
(y∗, u∗)φu(ς)
)
(t) dt
= q
∫ T
0
pi(t) ·
∫
Ω
(
(−∆∗)−1Rφu(ς)
)[∇ϕ(x− r∗(t))× β(p∗(t))] dx dt
− q
∫ T
0
pi(t) ·
∫
Γ
φu(ς)ϕ(x− r∗(t))β(p∗(t))× n dς dt
= q
∫ T
0
pi(t) ·
((
(−∆∗)−1Rφu(ς)
)
,
[∇ϕ(x− r∗(t))× β(p∗(t))])
L2(Ω)
dt
− q
∫ T
0
pi(t) ·
∫
Γ
φu(ς)ϕ(x− r∗(t))β(p∗(t))× n dς dt
= q
∫ T
0
(
φu(ς), R
∗((−∆)−1)[∇ϕ(x− r∗(t))× β(p∗(t))] · pi(t))
L2(Γ)
dt
− q
∫ T
0
pi(t) ·
∫
Γ
φu(ς)ϕ(x− r∗(t))β(p∗(t))× n dς dt
=
∫
Γ
φu(ς) q
∫ T
0
(
R∗(−∆)−1
[(∇ϕ(x− r∗(t))× β(p∗(t))) · pi(t)]
− [ϕ(x− r∗(t))β(p∗(t))× n] · pi(t))dt dς ∀ φu(ς) ∈ L2(Γ).
(4.104)
Dabei sei erwähnt, dass ∂e2∂u φu gleich Null ist und dass (−∆)−1 : L2(Ω) → H. Im
nächsten Schritt definieren wir die Lösung der adjungierten Poisson Gleichung als
χ(t) := −∆−1
[(∇ϕ( . − r∗(t))× β(p∗(t))) · pi(t)] ∈ H. (4.105)
wobei ϕ( .−r∗(t)) ∈ L2(Ω) nach (4.1) gilt. Es gilt, dass ∂uJ (r∗, u∗) = αu∗ ∈ L2(Γ).
Darüber hinaus folgt aus der Definition von R in (4.30) und der Reflexivität von H
nach Bemerkung 4.2.16
(R∗v, w)L2(Γ) = 〈v,Rw〉H,H∗ = −
∫
Γ
∂nvw dς,
mit R : L2(Γ)→ H∗, R∗ : H → L2(Γ), so dass∫
Γ
(R∗v + ∂nv)w dς = 0.
Somit gilt mit dem Fundamentallemma der Variationsrechnung, dass
R∗v = −∂nv f.ü. auf Γ
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für alle v ∈ H. Daher erhalten wir mit R∗ := −∂n : H → L2(Γ) und unter Verwen-
dung von (4.104) aus (4.103)
∫
Γ
(
q
∫ T
0
[
− ∂nχ(t)−
[
ϕ(x− r∗(t))β(p∗(t))× n] · pi(t)]dt+ αu∗)φu dς = 0
∀φu ∈ L2(Γ).
Da des Weiteren ∂nχ ∈ C([0, T ];L2(Γ)), αu∗ ∈ L2(Γ), ergibt sich somit, dass die
optimale Steuerung u∗ folgende Bedingung zu erfüllen hat
u∗ =
q
α
∫ T
0
[
∂nχ(t) +
[
ϕ(x− r∗(t))β(p∗(t))× n] · pi(t)]dt f.ü. auf Γ
mit Tychonov Parameter α > 0.
Wir zeigen nun, dass χ ∈W 1,∞(]0, T [,H). Seien hierzu φ ∈ C∞0 (]0, T [) und und h ∈
H∗ beliebig und nutzen wir zuerst die Definition der distributionellen Zeitableitung
in Definition 2.1.9 aus. Damit gilt
〈∂tχ(φ), h〉H,H∗ = −
〈∫ T
0
χ(t)∂tφ(t) dt, h
〉
H,H∗
= −
∫ T
0
〈χ(t), h〉H,H∗ ∂tφ(t) dt. ∀ h ∈ H∗
(4.106)
Die letzte Gleichheit folgt nach [97, Theorem 10.4 (iii)]. Dann schreiben wir (4.106)
mit der Definition von χ gegeben in (4.105) und den linearen Abbildungen des
inversen und adjungiert, inversen Laplace Operator aus (4.29)
〈∂tχ(φ), h〉H,H∗
=
∫ T
0
〈
∆−1
[(∇ϕ( . − r∗(t))× β(p∗(t))) · pi(t)], h〉
H,H∗
∂tφ(t) dt
=
∫ T
0
∫
Ω
[(∇ϕ(x− r∗(t))× β(p∗(t))) · pi(t)] ((∆∗)−1h) (x) dx ∂tφ(t) dt
=
∫
Ω
(
(∆∗)−1h
)
(x)
∫ T
0
[(∇ϕ(x− r∗(t))× β(p∗(t))) · pi(t)] ∂tφ(t) dt dx
= −
∫
Ω
(
(∆∗)−1h
)
(x)
∫ T
0
{[−∇2ϕ(x− r∗(t))r˙∗(t)× β(p∗(t))
+∇ϕ(x− r∗(t))× β′(p∗(t))p˙∗(t)] · pi(t)
+
(∇ϕ(x− r∗(t))× β(p∗(t))) · p˙i(t)}φ(t) dt dx
für alle h ∈ H∗, unter Anwendung des Theorems von Fubini [2, Theorem 1.54]
auf messbare Funktionen und unter Zuhilfenahme der partiellen Integrationsformel
für die Zeitableitung. Dabei beachte man, dass die Testfunktion φ auf dem Rand
verschwindet und dass sowohl von pi ∈W 1,∞(]0, T [;R3) als auch von den restlichen
Funktionen die schwachen Ableitungen existieren. Im Folgendem wenden wir ein
weiteres Mal das Theorem von Fubini an mit dem Wissen, dass p˙i ∈ L∞(]0, T [;R3)
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ist. So erhält man
〈∂tχ(φ), h〉H,H∗ = −
∫ T
0
∫
Ω
(
(∆∗)−1h
)
(x)
{[−∇2ϕ(x− r∗(t))r˙∗(t)× β(p∗(t))
+∇ϕ(x− r∗(t))× β′(p∗(t))p˙∗(t)] · pi(t)
+
(∇ϕ(x− r∗(t))× β(p∗(t))) · p˙i(t)} dxφ(t) dt
= −
∫ T
0
〈
h,∆−1
{[−∇2ϕ(· − r∗(t))r˙∗(t)× β(p∗(t))
+∇ϕ(· − r∗(t))× β′(p∗(t))p˙∗(t)] · pi(t)
+
(∇ϕ(· − r∗(t))× β(p∗(t))) · p˙i(t)}〉
H∗,H
φ(t) dt
für alle h ∈ H∗, mit Hilfe von Transposition und der Tatsache, dass ϕ nach (4.1)
genügend regulär ist. Damit folgt wieder aus [97, Theorem 10.4 (iii)], dass
〈∂tχ(φ), h〉H,H∗ = −
〈
h,
∫ T
0
∆−1
{[−∇2ϕ(· − r∗(t))r˙∗(t)× β(p∗(t))
+∇ϕ(· − r∗(t))× β′(p∗(t))p˙∗(t)] · pi(t)
+
(∇ϕ(· − r∗(t))× β(p∗(t))) · p˙i(t)}φ(t) dt〉
H∗,H
∀ h ∈ H∗
Aus der letzten Gleichung ergibt sich somit für die distributionelle Ableitung die
Form
∂tχ(φ) = −
∫ T
0
∆−1
{[−∇2ϕ(· − r∗(t))r˙∗(t)× β(p∗(t))
+∇ϕ(· − r∗(t))× β′(p∗(t))p˙∗(t)] · pi(t)
+
(∇ϕ(· − r∗(t))× β(p∗(t))) · p˙i(t)}φ(t) dt in H.
Setzen wir abschließend
z˜(t) := −∆−1 {[−∇2ϕ(· − r∗(t))r˙∗(t)× β(p∗(t))
+ ∇ϕ(· − r∗(t))× β′(p∗(t))p˙∗(t)] · pi(t) + (∇ϕ(· − r∗(t))× β(p∗(t))) · p˙i(t)} .
Dann gilt z˜ ∈ L∞(]0, T [;H), weil p˙i ∈ L∞(]0, T [;R3) und damit folgt aus Definiti-
on 2.1.9, dass
χ ∈W 1,∞(]0, T [;H)
liegt. 
Fassen wir die Resultate von Lemma 4.6.32 und Lemma 4.6.33 zusammen, so ist
es uns nun möglich, folgendes Theorem über die Zustände, adjungierten Zustände
und deren Lagrange Multiplikatoren zu formulieren.
4.6.5. KKT-Bedingungen.
Die Optimalitätsbedingungen erster Ordnung von (P) ergeben sich zu
Theorem 4.6.34 (KKT-Bedingungen).
Sei u∗ ∈ L2(Γ) die lokale, optimale Randsteuerung. Die dazugehörigen Zustände,
Lösungen des Zustandssystems (4.32), bezeichnen wir mit (E∗,B∗, η∗, r∗,p∗) ∈
C([0, T ];X)2 × L2(Ω)× C1([0, T ];R3)2. Des Weiteren gelte Annahme 4.6.20.
Dann existieren die adjungierten Zustände
(Φ,Ψ, χ, %, pi) ∈ C([0, T ];X)2×W 1,∞(]0, T [;H)×BV([0, T ];R3)×W 1,∞(]0, T [;R3)
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und ein Lagrange-Multiplikator µ ∈ NBV([0, T ];Rm), so dass folgendes Optimali-
tätssystem erfüllt ist:
Zustandsgleichungen:
Maxwell Gleichungen:
∂
∂t
(
E∗(t)
B∗(t)
)
+A
(
E∗(t)
B∗(t)
)
=
(−q ϕ( . − r∗(t))v(p∗(t))
0
)
f.ü. in (0, T )
E∗(0) = E0, B∗(0) = B0
Newton-Lorentz Gleichungen:
p˙∗(t) = q
(∫
Ω
ϕ(x− r∗(t))(E∗(t) + β(p∗(t))×B∗(t))dx
+
∫
Γ
u∗ ϕ(x− r∗(t))β(p∗(t))× n dς
−
∫
Ω
η∗
[∇ϕ(x− r∗(t))× β(p∗(t))]dx) ∀ t ∈ [0, T ]
p∗(0) = p0
r˙∗(t) = v(p∗(t)) ∀ t ∈ [0, T ]
r∗(0) = r0
Poisson Gleichung: ∫
Ω
η∗∆v dx =
∫
Γ
u∗ ∂nv dς ∀ v ∈ H
Zustandsbeschränkung:
g(r∗)(t) ≤ 0 ∀ t ∈ [0, T ]
Adjungierte Gleichungen:
Adjungierte Maxwell Gleichung:
− ∂
∂t
(
Φ(t)
Ψ(t)
)
+A∗
(
Φ(t)
Ψ(t)
)
=
(
ϕ( . − r∗(t))pi(t)
pi(t)× ϕ( . − r∗(t))β(p∗(t))
)
f.ü. in (0, T )
Φ(T ) = Ψ(T ) = 0
(4.107)
Adjungierte Newton-Lorentz Gleichung:
−p˙i(t) = q
∫
Ω
B∗(t)× ϕ(x− r∗(t))β′(p∗(t))pi(t) dx
+ q
∫
Ω
η∗
[
β′(p∗(t))pi(t)×∇ϕ(x− r∗(t))]dx
− q
∫
Γ
u∗ ϕ(x− r∗(t))(n× β′(p∗(t))pi(t)) dς
− q2
∫
Ω
ϕ(x− r∗(t)) v′(p∗(t))Φ(t) dx+ v′(p∗(t))%(t)
f.ü. in ]0, T [
pi(T ) = 0
(4.108)
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−%˙(t) = −q
∫
Ω
η∗
[
β(p∗(t))×∇2ϕ(x− r∗(t))pi(t)]dx
+ q
∫
Γ
u∗
[∇ϕ(x− r∗(t)) · pi(t)](n× β(p∗(t))) dς
− q
∫
Ω
[(
E∗(t) + β(p∗(t))×B∗(t)) · pi(t)]∇ϕ(x− r∗(t)) dx
+ q2
∫
Ω
v(p∗(t))
[∇ϕ(x− r∗(t)) · Φ(t)]dx
+∇J1(r∗(t))− g′(r∗(t))>µ˙(t) f.ü. in ]0, T [
%(T ) = ∇J2(r∗(T ))
(4.109)
Sprungbedingungen:
%(ti)− lim
ε↘0
%(ti − ε) = g′(r∗(ti))>
(
lim
ε↘0
µ(ti − ε)− µ(ti)
)
, i = 1, ..., `, (4.110)
Adjungierte Poisson-Gleichung:
−∆χ(x, t) = (∇ϕ(x− r∗(t))× β(p∗(t))) · pi(t) f.f.a. (x, t) ∈ ]0, T [×Ω
χ(x, t) = 0 f.f.a. (x, t) ∈ ]0, T [×Γ (4.111)
Gradienten Gleichung:
u∗(ς) =
q
α
∫ T
0
[
∂nχ(ς, t) +
[
ϕ(ς−r∗(t))β(p∗(t))×n] ·pi(t)]dt f.ü. auf Γ (4.112)
Komplementaritätsbedingungen:
µj monoton wachsend,
∫ T
0
gj(r
∗(t)) dµj(t) = 0, gj(r∗(t)) ≤ 0 ∀ t ∈ [0, T ]
für alle j = 1, ..,m
(4.113)
Beweis. Es ist offensichtlich, dass aus Lemma 4.6.32 und Lemma 4.6.26 die Exis-
tenz und Regularität, der adjungierten Maxwell Operatoren Φ,Ψ ∈ C([0, T ];R3)2
mit zugehöriger adjungierter Maxwell Gleichung (4.107) und der adjungierten Zu-
stände (%, pi) ∈ BV([0, T ];R3)×W 1,∞([0, T ];R3) mit erfülltem adjungiertem System
(4.108) und (4.109) und angegebenen Endzeitbedingungen folgt. Die Sprungbedin-
gung (4.110) und die Komplemantaritätsbedingungen (4.113) sind nach Lemma
4.6.32 und Formeln (4.91) und (4.90) erfüllt. Hieraus folgt ebenso die Regularität
des Multiplikators µ ∈ NBV([0, T ];Rm). Die Gradientengleichung (4.112) und die
adjungierte Poisson Gleichung (4.111) wurden für die optimale Randsteuerung u∗
in Lemma 4.6.33 bewiesen.

4.7. Formulierung der adjungierten Maxwell Gleichungen.
Wir werden nun abschließend die adjungierten Maxwell Gleichungen (4.107) etwas
genauer studieren. In Lemma 4.6.26 konnten wir zeigen, dass (4.74) die milde Lö-
sung zu (4.78) ist, wobei
(
Φ(t)
Ψ(t)
)
∈ C([0, T ];X ×X). Wir wollen im Folgenden die
Gestalt der adjungierten Maxwell Gleichungen herausarbeiten. Hierzu führen wir
den Begriff der starken Lösung ein, der sich zwischen dem Begriff der klassischen
und milden Lösung wiederfindet.
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Definition 4.7.1 (Starke Lösung des Cauchy Anfangswertproblems).
Sei das Cauchy Anfangswertproblem (A.1) gegeben. Wir nennen eine Funktion w
starke Lösung von (A.1), falls
• w differenzierbar in X fast überall in (0, T ) ist,
• w′ ∈ L1(0, T ;X),
• w(0) = w0 und w′(t) = Aw(t) + f(t) fast überall in (0, T ) ist.
Das folgende Theorem, bewiesen in [85, Kapitel 4, Theorem 2.9], gibt an, wann eine
milde Lösung von (A.1) eine starke Lösung ist.
Theorem 4.7.2. Sei A der infinitesimale Generator zu der C0-Halbgruppe G(t),
seien f ∈ L1(0, T ;X) und
v(t) =
∫ t
0
G(t− s)f(s) ds, 0 ≤ t ≤ T.
Dann hat das Anfangswertproblem (A.1) eine starke Lösung w in [0, T ] für jedes
w0 ∈ D(A), falls eine der folgenden beiden Bedingungen erfüllt ist
(i) v(t) ist fast überall differenzierbar in (0, T ) und v′(t) ∈ L1(0, T ;X)
(ii) v(t) ∈ D(A) fast überall in (0, T ) und Av(t) ∈ L1(0, T ;X).
Falls (A.1) eine starke Lösung w in [0, T ] für ein Anfangswert w0 ∈ D(A) hat,
dann erfüllt v die Bedingungen (i) und (ii).
Kommen wir nun zu unserer Betrachtung der Maxwell Gleichungen bzw. der ad-
jungierten Maxwell Gleichungen zurück. Vergegenwärtigt man sich der Gestalt der
Adjungierten Φ,Ψ ∈ C([0, T ];X) mit X = L2(Ω;R3), d.h.
− ∂
∂t
(
Φ(t)
Ψ(t)
)
+A∗
(
Φ(t)
Ψ(t)
)
=
(
ϕ( . − r∗(t))pi(t)
pi(t)× ϕ( . − r∗(t))β(p∗(t))
)
f.ü. in (0, T )
Φ(T ) = Ψ(T ) = 0,
mit Domäne D(A∗) = HΓcurl.
Annahme 4.7.3. Es gelten die folgenden Annahmen:
(i) Es erfüllen (Φ(t),Ψ(t))> eine der beiden Bedingungen aus Theorem 4.7.2,
(ii) Φ,Ψ ∈ L2(]0, T [;H(curl; Ω)) ∩H1(]0, T [;X).
Lemma 4.7.4. Es gelte Annahme 4.7.3. Dann formulieren sich die adjungierten
Maxwell Gleichungen als
− ∂
∂t
Φ(x, t) + curl Ψ(x, t) = ϕ(x− r∗(t))pi(t) f.f.a. (x, t) ∈ Ω×]0, T [
− ∂
∂t
Ψ(x, t)− curl Φ(x, t) = pi(t)× ϕ(x− r∗(t))β(p∗(t)) f.f.a. (x, t) ∈ Ω×]0, T [
div
(
∂
∂t
Φ(x, t)
)
= −div (ϕ(x− r∗(t))pi(t)) f.f.a. (x, t) ∈ Ω×]0, T [
div
(
∂
∂t
Ψ(x, t)
)
= −div (pi(t)× ϕ(x− r∗(t))β(p∗(t))) f.f.a. (x, t) ∈ Ω×]0, T [
Φ(ς, t)× n = 0 f.f.a. (x, t) ∈ Γ×]0, T [
∂
∂t
Ψ(ς, t) · n = −pi(t)× ϕ(ς − r∗(t))β(p∗(t)) · n f.f.a. (x, t) ∈ Γ×]0, T [
Φ(x, T ) = 0, Ψ(x, T ) = 0 f.ü. in Ω.
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Beweis. Es gilt nach Annahme 4.7.3 (i), dass die milde Lösung (Φ(t),Ψ(t))> eine
starke Lösung von (4.107) ist (Φ(T ) = Ψ(T ) = 0 ∈ D(A∗)). Somit ist (Φ(t),Ψ(t))>
fast überall auf (0, T ) differenzierbar und (Φ(t),Ψ(t))> ∈ D(A∗) = HΓcurl. Damit
folgt aus (4.107) und Annahme 4.7.3 (ii), dass
− ∂
∂t
Φ(x, t)︸ ︷︷ ︸
∈L2(]0,T [×Ω)
+ curl Ψ(x, t)︸ ︷︷ ︸
∈L2(]0,T [×Ω)
= ϕ(x− r∗(t))pi(t) f.f.a. (x, t) ∈ Ω×]0, T [
− ∂
∂t
Ψ(x, t)︸ ︷︷ ︸
∈L2(]0,T [×Ω)
− curl Φ(x, t)︸ ︷︷ ︸
∈L2(]0,T [×Ω)
= pi(t)× ϕ(x− r∗(t))β(p∗(t)) f.f.a. (x, t) ∈ Ω×]0, T [
Φ(x, T ) = 0, Ψ(x, T ) = 0 f.ü. in Ω.
(4.114)
gilt. Wir testen (4.114) mit Testfunktionen
V ,W ∈ C1(Ω;R3), (4.115)
so dass∫
Ω
−∂t
(
Φ(x, t)
Ψ(x, t)
)
·
(
V (x)
W (x)
)
+
(
curl Ψ(x, t)
− curl Φ(x, t
)
·
(
V (x)
W (x)
)
dx
=
∫
Ω
(
ϕ(x− r∗(t))pi(t)
pi(t)× ϕ(x− r∗(t))β(p∗(t))
)
·
(
V (x)
W (x)
)
dx, f.f.a. t ∈]0, T [
(4.116)
gilt. Mit der partiellen Integrationsformel (4.20) und Φ × n = 0 f.f.a. (x, t) ∈
Γ×]0, T [ folgt∫
Ω
−∂tΦ(x, t) · V (x) + curlV (x) ·Ψ(x, t) dx+
∫
Γ
(V × n) ·Ψ dς
=
∫
Ω
ϕ(x− r∗(t))pi(t) · V (x) dx, f.f.a. t ∈]0, T [∫
Ω
−∂tΨ(x, t) ·W (x)− curlW (x) · Φ(x, t) dx
=
∫
Ω
pi(t)× ϕ(x− r∗(t))β(p∗(t)) ·W (x) dx, f.f.a. t ∈]0, T [
∀V ,W ∈ C1(Ω;R3).
(4.117)
Aus der Dichtheit von C1(Ω;R3) in H(curl; Ω) schließt man∫
Ω
−∂tΦ(x, t) · V (x) + curlV (x) ·Ψ(x, t) dx+ 〈γt(V ),Ψ〉
=
∫
Ω
ϕ(x− r∗(t))pi(t) · V (x) dx (4.118a)∫
Ω
−∂tΨ(x, t) ·W (x)− curlW (x) · Φ(x, t) dx
=
∫
Ω
pi(t)× ϕ(x− r∗(t))β(p∗(t)) ·W (x) dx (4.118b)
f.f.a. t ∈]0, T [, ∀V ,W ∈ H(curl; Ω)). (4.118c)
Wir testen somit (4.118a) mit den Eigenschaften V (x) = ∇xφ(x) mit φ ∈ D(Ω),
und V × n = 0 f.ü. auf Γ. Man erhält
−
∫
Ω
∇xφ(x) · ∂tΦ(x, t) dx =
∫
Ω
ϕ(x− r∗(t))pi(t) · ∇xφ(x) dx, f.f.a. t ∈]0, T [
96 4.7 Formulierung der adjungierten Maxwell Gleichungen
Die partielle Integration (Formel (4.9)) der rechten Seite liefert∫
Ω
∇xφ(x)·∂tΦ(x, t) dx =
∫
Ω
div (ϕ(x− r∗(t))pi(t))φ(x) dx f.f.a. t ∈]0, T [,∀φ ∈ D(Ω).
Damit ergibt sich nach Definition des distributionellen Operators, dass
div
(
∂Φ
∂t
(x, t)
)
= −div (ϕ(x− r∗(t))pi(t)) f.ü. in ]0, T [ × Ω (4.119)
und somit ∂Φ∂t ∈ L2(]0, T [;H(div; Ω)).
Wenden wir uns Gleichung (4.118b) zu. Als Testfunktionen wählen wir W (x) =
∇xφ(x) mit φ ∈ D(Ω). Man erhält
−
∫
Ω
∇xφ(x) · ∂tΨ(x, t) dx
=
∫
Ω
pi(t)× ϕ(x− r∗(t))β(p∗(t)) · ∇xφ(x) dx f.f.a. t ∈]0, T [
Die partielle Integration (Formel (4.9)) der rechten Seite liefert∫
Ω
∇xφ(x) · ∂tΨ(x, t) dx
=
∫
Ω
div (pi(t)× ϕ(x− r∗(t))β(p∗(t)))φ(x) dx, f.f.a. t ∈]0, T [,∀φ ∈ D(Ω).
Somit ergibt sich mit der Definition des Divergenz-Operators, dass
div
(
∂Ψ
∂t
(x, t)
)
= − div (pi(t)×ϕ(x−r∗(t))β(p∗(t))) f.ü. in ]0, T [ × Ω. (4.120)
und damit ∂Ψ∂t ∈ L2(]0, T [;H(div; Ω)). Im letzten Schritt weisen wir die Randbe-
dingung für Ψ nach.
Wir testen ein weiteres Mal (4.118b). Man verwendet nun W (x) = ∇xφ(x) mit
φ ∈ C2(Ω). Es gilt∫
Ω
∇xφ(x) · ∂tΨ(x, t) dx
= −
∫
Ω
pi(t)× ϕ(x− r∗(t))β(p∗(t)) · ∇xφ(x) dx f.f.a. t ∈]0, T [, ∀φ ∈ C2(Ω).
Mit der partiellen Integrationsformel (4.9) angewandt auf die beiden Seiten der
Gleichung, folgt
−
∫
Ω
φ(x) div (∂tΨ(x, t)) dx+ 〈γn(∂tΨ), φ〉
H−
1
2 (Γ),H
1
2 (Γ)
=
∫
Ω
div (pi(t)× ϕ(x− r∗(t))β(p∗(t)))φ(x) dx
−
∫
Γ
(pi(t)× ϕ(ς − r∗(t))β(p∗(t))) · nφ(ς)dς f.f.a. t ∈]0, T [, ∀φ ∈ C2(Ω),
(4.121)
wobei obige Randterme von den jeweiligen partiellen Integrationsformeln herkom-
men. Der erste Term der linken Seite aufsummiert mit dem ersten Term der rechten
Seite ergibt nach (4.120) Null, sodass aus (4.121) folgt
∂tΨ · n = − (pi(t)× ϕ(ς − r∗(t))β(p∗(t))) · n in H− 12 (Γ), f.f.a. t ∈]0, T [.
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Aufgrund der Regularität der rechten Seite (ϕ ∈ C2,1(R3)), siehe (4.1)) gilt die
Gleichung im Sinne von
∂
∂t
Ψ(ς, t) · n = −pi(t)× ϕ(ς − r∗(t))β(p∗(t)) · n f.f.a. (x, t) ∈ Γ×]0, T [.

Bemerkung 4.7.5. Vergleicht man die Formulierung der Maxwell Gleichung (3.2)
mit der Formulierung der adjungierten Maxwell Gleichung, so ist zuerkennen, dass
in der rechten Seite der Adjungierten der Multiplikator pi eingeht und darüber hin-
aus es einen Bruch der Struktur im Vergleich zu den Maxwellschen Zustandsglei-
chungen gibt. Aufgrund der Tatsache, dass in der rechten Seite der Multiplikator pi
auftritt, hat man kein Äquivalent zur Ladungserhaltung wie im Falle der Zustands-
gleichungen gegeben, sodass sowohl die obigen Divergenzgleichungen als auch die
Randbedingungen von den zeitlichen Ableitungen der Adjungierten Φ,Ψ abhängen.
Des Weiteren handelt sich hierbei um ein rückwärts in der Zeit gerichtetes Glei-
chungssystems.
4.8. Divergenzfreie Erweiterung des externen Magnetfelds.
In diesem Kapitel wollen wir uns mit der Frage beschäftigen, ob es möglich ist das
externe Magnetfeld b, welches die Bedingungen
div b = 0, curl b = 0 in Ω (4.122)
erfüllt, divergenz- und rotationsfrei auf einem beschränkten, einfach zusammenhän-
genden, offenen Gebiet Ω′ mit Ω ⊂⊂ Ω′ fortzusetzen. Die Motivation, die hinter
dieser Fragestellung steht, ist, dass man möglichst keine Oberflächenströme auf dem
Rand des Gebiets haben möchte. Es gilt folgendes Lemma.
Lemma 4.8.1 (Divergenzfreie Fortsetzung von b).
Seien Ω,Ω′ ⊂ R3 offene, beschränkte und einfach zusammenhängende Gebiete und
Ω ⊂⊂ Ω′. Darüber hinaus besitzt Ω einen C1-Rand. Sei b ∈ X und die Bedingung
(4.122) erfüllt, dann gibt es eine divergenzfreie Fortsetzung
B(x) :=
(
B1(x)
B2(x)
)
:=
{
b(x), x ∈ Ω
∇φ(x), x ∈ Ω′\Ω,
bis auf Mengen mit Maß Null, mit φ Lösung der Poisson Gleichung∫
Ω′\Ω
∇φ · ∇v dx = −
〈
γΩn b, γ
Ω′
τ v
〉
H
1
2 (Γ)∗,H
1
2 (Γ)
∀ v ∈ H1(Ω′\Ω)∫
Ω′\Ω
φdx = 0.
(4.123)
Hierbei bezeichnen γΩ
′
τ die Spur definiert in Theorem 4.2.5 mit Γ := ∂Ω und γΩn
die Normalenspur definiert in Theorem 4.2.6 (iv).
Beweis. Es gilt b ∈ L2(Ω;R3) und nach Voraussetzung ist div b = 0 ∈ L2(Ω),
somit ist b ein Element aus H(div; Ω). Damit ist die Spur γΩn b nach Theorem 4.2.6
(iv) wohl definiert. Die duale Paarung auf der rechten Seite von (4.123)〈
γΩn b, γ
Ω′
τ ·
〉
H
1
2 (Γ)∗,H
1
2 (Γ)
: H1(Ω′\Ω)→ R
mit Γ := ∂Ω ist ein lineares Funktional in H1(Ω′\Ω), das beschränkt ist, denn∣∣∣ 〈γΩn b, γΩ′τ v〉 ∣∣∣ ≤ c˜‖b‖H(div;Ω)‖v‖H1(Ω′\Ω),
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wobei dies aus den Theoremen 4.2.5, 4.2.6(iv) mit c˜ ≥ 0 folgt und 〈·, ·〉 die Dualität
zwischen H
1
2 (Γ)∗, H
1
2 (Γ) im Folgendem bezeichnen soll. Damit gilt
sup
‖v‖H1(Ω′\Ω)=1
∣∣∣ 〈γΩn b, γΩ′τ v〉 ∣∣∣ ≤ c˜‖b‖H(div;Ω).
Dann existiert nach Lax-Milgram eine Lösung φ ∈ H1(Ω′\Ω) von (4.123), die ein-
deutig ist (unter Zuhilfenahme der Mittelung
∫
Ω′\Ω φdx = 0, siehe Alt [4, Kapitel
6.17/6.18]). Die Lösung erfüllt für alle v ∈ H10 (Ω′\Ω)
0 =
∫
Ω′\Ω
∇φ · ∇v dx =
∫
Ω′\Ω
div∇φ v dx
Es gilt somit div∇φ = 0 f.ü. ∈ Ω′\Ω. Mit der Definition von B, (4.123) und
div∇φ = 0 ∈ Ω′\Ω folgt für alle v ∈ H10 (Ω′), dass∫
Ω′
B · ∇v dx =
∫
Ω
b · ∇v dx+
∫
Ω′\Ω
∇φ · ∇v dx
= −
∫
Ω
div b︸︷︷︸
=0
v dx+
〈
γΩn b, γ
Ω
τ v
〉− 〈γΩn b, γΩ′τ v〉
=
〈
γΩn b, γ
Ω
τ v
〉− 〈γΩn b, γΩ′τ v〉 v ∈ H10 (Ω′)
(4.124)
Nach Theorem 4.2.5 ist für v ∈ H1(Ω′) die Spur eindeutig, sodass γΩτ v = γΩ
′
τ v gilt
und aus (4.124) folgt ∫
Ω′
B · ∇v dx = 0 ∀ v ∈ H10 (Ω′).
Somit ist die schwache Divergenz divB = 0 f.ü. in Ω′ bewiesen, und nach Definition
von B gilt B ∈ H(div; Ω′). 
Bemerkung 4.8.2. Das divergenzfreie Feld B ist jedoch nicht rotationsfrei auf Ω′
fortsetzbar, trotz der Tatsache, dass curl b = 0 in Ω ist.
Lemma 4.8.3 (Keine gleichzeitige divergenz-und rotationsfreie Fortsetzung).
Seien Ω,Ω′ ⊂ R3 offene, beschränkte und einfach zusammenhängende Gebiete und
Ω ⊂⊂ Ω′. Darüber hinaus besitzt Ω einen C1-Rand. Des Weiteren sei (4.122) erfüllt.
Dann gibt es i.A. keine divergenz- und rotationsfreie Fortsetzung von b auf Ω′.
Beweis. Wir nehmen im Folgendem an, dass es eine divergenz- und rotationsfreie
Fortsetzung B˜ von b auf Ω′ gibt und leiten hieraus einen Widerspruch her. Sei
somit η das zu b dazugehörige Skalarpotential. Da Ω′ einfach zusammenhängend
ist und curl B˜ = 0 in Ω′, existiert nach Theorem 4.2.13 (Theorem von de Rham)
ein Potential φ˜ ∈ Ω′ mit ∇φ˜ = B˜. Die Divergenzfreiheit von B˜ auf Ω′ führt zu∫
Ω′
∇φ˜ · ∇v dx = 0 ∀v ∈ H10 (Ω′). (4.125)
Unter Ausnutzung der partiellen Integrationsformel (4.9) folgert man mit (4.125)
und γΩ
′
τ v = γ
Ω
τ v für v ∈ H1(Ω′)
0 =
∫
Ω′
B˜ · ∇v dx =
∫
Ω′
∇φ˜ · ∇v dx =
∫
Ω
∇η · ∇v dx+
∫
Ω′\Ω
∇φ˜ · v dx
= −
∫
Ω
div (∇η)︸ ︷︷ ︸
=0
v dx+
〈
γΩn (∇η), γΩτ v
〉− ∫
Ω′\Ω
div (∇φ˜)︸ ︷︷ ︸
=0
v dx+
〈
γΩ
′
n (∇φ˜), γΩ
′
τ v
〉
=
〈
γΩn (∇η)− γΩ
′
n (∇φ˜), γΩτ v
〉
=
〈
γΩn (b)− γΩ
′
n (∇φ˜), γΩτ v
〉
∀ v ∈ H10 (Ω′).
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Somit folgt aus b ∈ H(div; Ω), ∇φ˜ ∈ H(div; Ω′), aus der Surjektivität des Spur-
operators γΩτ (siehe Theorem 4.2.5) und der Eindeutigkeit, Linearität der Norma-
lenspur, dass ein Element ψ := ∇φ˜|Γ ∈ H 12 (Γ) existiert, sodass
γΩn (b) = γ
Ω′
n (ψ) in H
1
2 (Γ)∗ (4.126)
Es gilt nach Evans [34, Theorem 3, S.316], dass für die Lösung φ˜ im Inneren Ω ⊂⊂ Ω′
von (4.125) die Regularität von φ˜ ∈ C∞(Ω) gilt. Hieraus ergibt sich für die
Normalenspur
γΩn (b) = n · ∇φ˜ in C1(Γ),
unter der Berücksichtigung des C1-Randes. Aber die Normalenspur γΩn (b) ist im
Allgemeinen nur aus H1/2(Γ)∗. Deshalb kann es keine rotations- und divergenzfreie
Fortsetzung von b auf Ω′ geben. 
Bemerkung 4.8.4. Betrachten wir ein Magnetfeld b gegeben durch b := ∇v˜, mit
∆v˜ = 0 in Ω, v˜ = g auf Γ, wobei v˜ ∈ H1(Ω) und Randdaten g ∈ H1/2(Γ). Setzen
wir dies harmonisch fort ([34, Kapitel 5.4, Theorem 1]). Es gilt curl b = 0 und
div b = div∇v˜ = 0 in Ω˜. Dann ist γΩn (b) /∈ C1(Γ).
Bemerkung 4.8.5 (Flächenstromdichte).
Sei H ein hinreichend reguläres Magnetfeld mit zugehöriger magnetischer Fluss-
dichte B (mit B = B(H), z.B. unter Annahme einer linearen Beziehung B =
µH), wobei H1 das rotationsfreie Magnetfeld in Ω und H2 das rotationsfreie Ma-
gnetfeld in Ω′\Ω bezeichnet. Dann gilt für das Magnetfeld H und hinreichend glatte
Funktionen φ∫
Ω′
H · curlφdx =
∫
Ω
curlH1 · φdx+
∫
Γ
(H1 × n) · φdς
+
∫
Ω′\Ω
curlH2 · φdx−
∫
Γ
(H2 × n) · φdς
=
∫
Γ
(H1 −H2)× n · φdς
=
∫
Γ
K · φdς.
Hierbei zerlegen wir das Gebiet Ω′ in die Teilgebiete Ω und Ω′\Ω, wenden die parti-
elle Integrationsformel (4.7) für den curl-Operator an und definieren uns im letzten
Schritt nach [61, Kapitel I.5] (H1 −H2) × n := K. Dabei ist K eine idealisierte
Flächenstromdichte auf der Trennfläche Γ. Anmerkungen hierzu finden sich auch
in Kapitel 3.2 wieder.
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5 Numerische Lösung des Optimalsteuerproblems
Das Ziel des Kapitels ist die numerische Lösung des Optimalsteuerproblems (P). Um
auf Lösungen und Resultate näher eingehen zu können, werden wir uns zunächst
mit den Diskretisierungen der einzelnen Komponenten des Zustandssystems des
Optimierungsproblems beschäftigen. Das Optimalsteuerproblem (P) zur Steuerung
von np Partikeln schreibt sich zu
min J (ri, u)
s.t. ri(t),pi(t) ∈ C1([0, T ];R3), i = 1, ..., np,
u ∈ L2(Γ),
e(ri,pi, u)(t) = 0 i = 1, ..., np ∀ t ∈ [0, T ],
g(ri(t)) ≤ 0 i = 1, ..., np ∀ t ∈ [0, T ]
pi(0) = pi0, r
i(0) = ri0 i = 1, .., np
(PM )
Das Problem, bestehend aus einer tracking type Formulierung für den Zustand der
Position der Partikel und einem Tikhonov Term, der die Randsteuerung u beinhal-
tet, in der Zielfunktion, berücksichtigt damit den Verlauf der np Partikeltrajektorien
unter Vorgabe einer Trajektorie. Die Zielfunktion hat somit die Gestalt
J (ri, u) :=
np∑
i=1
∫ T
0
J1(ri(t)) dt+
np∑
i=1
J2(ri(T )) + α
2
∫
Γ
u2 dς, (5.1)
in der die Anteile der np-Partikel mitberücksichtigt werden.
Das Zustandssystem beinhaltet neben den punktweisen Zustandsbeschränkungen
an die Positionen der Partikel, das Maxwell-Newton-Lorentz System (in der redu-
zierten Form zusammengefasst) und die Poisson Gleichung, deren Randdaten die
Steuerung u ist. Des Weiteren fassen wir die reduzierte Form e = (e1, e2)> in
diesem Kontext als
e1(r
i,pi, u)(t) :=p˙i(t)− q
∫
Ω
ϕ(x− ri(t))
np∑
j=1
F jL(r
i,pi)(t) dx
+q
∫
Ω
(
(−∆∗)−1Ru)[∇ϕ(x− ri(t))× β(pi(t))]dx
−q
∫
Γ
uϕ(x− ri(t))β(pi(t))× n dς
e2(r
i,pi, u)(t) :=r˙i(t)− v(pi(t)).
(5.2)
auf, wobei F jL die Lorentzkraft kennzeichnet, die induziert von dem j-ten Partikel
auf das i-te Partikel wirkt. Die Lösung der Maxwell Gleichung findet sich in der
Lorentzkraft F jL wieder.
Wir konzentrieren uns zunächst auf das Zustandsgleichungssystem bestehend aus
den Maxwell-Newton-Lorentz Gleichungen und der Poisson Gleichung.
5.1. Diskretisierung der Zustandsgleichungen.
Im Folgenden werden wir ein detaillierte Diskussion der Diskretisierung der einzel-
nen Komponenten des reduzierten Systems führen. Wir werden uns hierfür zunächst
die in das modifizierte Abraham Modell eingehende PDE, die Maxwell Gleichung,
anschauen.
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5.1.1. Diskretisierung der Maxwell Gleichungen.
Die Maxwell Gleichungen (3.2) wurden von uns im analytischen Teil, Kapitel 4.3.1,
mittels der Halbgruppentheorie betrachtet und diskutiert. Als Resultat ergab sich
eine eindeutige Lösung eben dieser Gleichungen in schwachen Räumen, nämlich in
C([0, T ];X)2.
Bei unserer numerischen Untersuchung des Optimierungsproblems sind wir deshalb
in einem ersten Schritt dazu übergegangen, die Maxwell Gleichungen mit Hilfe ihrer
Fundamentallösung darzustellen und deren Lösung zu berechnen. Die Fundamen-
tallösung, die wir in Kapitel 5.2.1 einführen werden, entspricht der Halbgruppe, die
im Fall, dass das Gebiet Ω der ganze Raum R3 ist, entsteht. Folglich werden die
Randbedingungen der Maxwell Gleichung nicht berücksichtigt.
Zur numerischen Lösung der Maxwell Gleichungen bieten sich unterschiedliche Me-
thoden bzw. Strategien an. Die Beschreibung der effizienten numerischen Lösung
der hyperbolischen Maxwell Gleichungen mittels Discontinuous Galerkin-Methoden
(DG-Methoden) kann in folgender Literatur gefunden werden: [24, 54]. Man ver-
wendet häufig DG-Methoden für die räumliche Diskretisierung in Kombination mit
einem expliziten Runge-Kutta Schema für die Zeitintegration, siehe hierzu [25].
Im Buch [74] von Peter Monk werden Finite Element Methoden zur Lösung der
Maxwell Gleichungen beschrieben. In [73] werden Fehlerabschätzungen bzgl. der
Diskretisierung mittels finiter Elemente der zeitabhängingen Maxwell Gleichungen
gezeigt. Hierzu werden rotations-konforme Nédélec Elemente benutzt. In den Arbei-
ten [113, 114] von I. Yousept wird die optimale Steuerung der zeitharmonischen eddy
current equations bzw. der Maxwell Gleichungen mit regularisierten Zustandsbedin-
gungen untersucht und eine Finite Elemente Analysis der vorhandenen Probleme
durchgeführt.
5.1.2. Diskretisierung der Poisson Gleichung.
Für die Diskretisierung der Poisson Gleichung
−
∫
Ω
η∆h dx+
∫
Γ
u∂nh dς = 0 ∀ h ∈ H
werden wir als Ansatzfunktionen trilineare Finite Elemente benutzten, die sowohl
für die Test- als auch Lösungsfunktionen verwendet werden. Die Methode der
Finiten-Elemente und deren Analysis wird z.B in [18, 102] beschrieben. Dabei ver-
wenden wir ein Hexaeder-Gitter mit gleichmäßig verteilten Elementen. Hierbei gilt
es zu betonen, dass wir trilineare, stetige Ansatzfunktionen benutzen, was eigent-
lich der Struktur, wie die Poisson Gleichung behandelt wird, nämlich in ihrer sehr
schwachen Formulierung mit schwach regulärer Lösung, widerspricht. In [12] findet
sich die a priori Fehleranalysis zu diesem Procedere, der numerischen Approxi-
mation basierend auf der variationellen Lions-type Formulierung, wieder. In der
Arbeit [12] von Berggren werden ebenso Konvergenzraten von optimaler Ordnung
für lineare, konforme Elemente bewiesen.
Die Lösung der diskreten Poisson Gleichung wird durch die Konjungierte- Gra-
dienten (CG) Methode realisiert. Wir verwenden hierbei eine Vorkonditionierung
mittels einer unvollständigen LR-Zerlegung der entstehenden Steifigkeitsmatrix.
5.1.3. Diskretisierung der Newton-Lorentz-Gleichungen.
Als weitere Komponente zur Bestimmung der Partikelbahnen sind die relativisti-
schen Newton-Lorentz Gleichungen (3.15) zu erwähnen. Die relativistischen New-
ton Lorentz Gleichungen werden mit Hilfe eines expliziten Zeitschrittschemas gelöst,
5.2 Praktische Aspekte bei der numerischen Lösung der Zustandsgleichungen 103
welches häufig im Bereich der Plasma Physik seine Anwendung findet und vor allem
als eine standardmäßige Particle-in-Cell-Methode (kurz: PIC method) besonders in
Verbindung mit Teilchenbeschleunigern benutzt wird. Der Artikel [106] gibt einen
Überblick über Particle-in-Cell-Methoden. Das sogenannte Boris Schema, was wir
im Nachfolgenden vorstellen werden, hat drei wesentliche Vorteile: Es ist einfach zu
implementieren, darüber hinaus ist es explizit und Energie erhaltend. Der größte
Nachteil ist jedoch der sehr kleine Stabilitätsbereich des expliziten Schemas. Eine
genauere Untersuchung des expliziten Schemas findet sich in Kapitel 5.2.3 wieder.
Einen Überblick über Lösungsverfahren zu gewöhnlichen Differentialgleichungen
findet sich z.B. in [51] von E. Hairer et al. wieder.
Als eine Alternative zum Boris Schema seien Runge Kutta Methoden genannt.
Diese finden auch Anwendung bei der numerischen Lösung der Newton-Lorentz
Gleichungen, sind jedoch aufgrund ihrer meist höheren Ordnung auch aufwendi-
ger zu implementieren. Im Hinblick auf die adjungierte Newton-Lorentz Gleichung
gibt es Runge-Kutta Schemata, deren adjungierte Schema die gleiche Ordnung auf-
weisen wie die ursprünglichen Schemata, was in der optimalen Steuerung häufg
wünschenswert erscheint. Ein Überblick über solche Schemata findet sich in den
Arbeiten [48, 49] von William Hager. Im Buch von R.W. Hockney [58, Kapitel
4.7] findet man eine Reihe von Zeitintegrationsschemata zur Lösung der Newton
Lorentz Gleichungen.
Die in die Newton-Lorentz Gleichungen eingehenden physikalischen Größen und
Konstanten unterscheiden sich teilweise um viele Größenordnungen. Um numerische
Auslöschungseffekte zu vermeiden wird im Folgenden ein Enddimensionalisierungs-
faktor eingeführt werden. Es stellt sich des Weiteren die Frage, wie die Integrale
mit den ausgeschmierten Delta Dirac Distributionen ausgewertet werden sollen, da
auch bei dieser Auswertung Auslöschung auftreten kann. Der Grund hierfür ist der
sehr kleine Träger von ϕ. Wir werden auf die Umsetzung der eben angesprochenen
Aspekte in Kapitel 5.2 eingehen.
5.2. Praktische Aspekte bei der numerischen Lösung der Zustandsglei-
chungen.
In der Diskussion des physikalischen Modells wurde zunächst angenommen, dass die
elektrische Stromdichte und die Ladungsdichte durch eine Punktladung generiert
wird und hierfür wurde die Dirac Delta Distribution eingeführt. In der Entwicklung
und Diskussion des modifizierten Abraham Modells (4.2) schmiert man die Dirac
Distribution aus, gewinnt Regularität und gelangt so zur ausgeschmierten Dirac
Delta Funktion ϕ, die die Eigenschaften (4.1) erfüllt. Wir verwenden für unsere
Implementierung folgende polynomiale Funktion ϕ : R3 → R+0
ϕ(x) = ϕx(x1)ϕy (x2)ϕz (x3)
:=
( 15
16x5
x41 −
15
8x3
x21 +
15
16x
)( 15
16y5
x42 −
15
8y3
x22 +
15
16y
)
( 15
16z5
x43 −
15
8z3
x23 +
15
16z
)
, x ∈ H.
(5.3)
mit 0 <  := (x, y, z)> < (R,R,R)> ∈ R3, H := [−x, x] × [−y, y] × [−z, z]
und setzen im Rest des Gebietes mit Null fort. Es gilt ϕ(x) = 0 ∀x ∈ ∂H. Wir
erhalten also
ϕ(x) :=
{
ϕ(x), ∀ x ∈ H
0, ∀ x ∈ Ω\H.
(5.4)
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mit R := max
{√
2x + 
2
y,
√
2x + 
2
z,
√
2y + 
2
z
}
und H ⊂ BR(0). Somit gilt, da ϕ
eine Komposition und Hintereinanderausführung von Polynomen 4ten Grades ist,
dass ϕ differenzierbar ist. Der Träger ist nach Wahl von (5.4) in der Menge BR(0)
enthalten. Des Weiteren gilt∫
R3
ϕ(x) dx =
∫
H
ϕ(x) dx =
∫ x
−x
ϕx(x1)
∫ y
−y
ϕy (x2)
∫ z
−z
ϕz (x3) dx3 dx2 dx1
=
∫ x
−x
ϕx(x1)
∫ y
−y
ϕy (x2)
[x3
z
( 3x43
164z
− 5x
2
3
82z
+
15
16
)]z
−z︸ ︷︷ ︸
=1
dx2 dx1
= 1
und somit ist ϕ normalisiert.
5.2.1. Umsetzung bei den Maxwell-Gleichungen.
Wie in Kapitel 5.1.1 kurz umschrieben werden wir zur Lösung der Maxwell Glei-
chungen (3.2) auf deren Fundamentallösung zurückgreifen. Man muss erwähnen,
dass die von uns in diesem Kapitel eingeführten Liénard-Wiechert Potentiale, die
Halbgruppenrepräsentanten der Maxwell Gleichungen sind für den Fall, dass das
Gebiet Ω = R3 ist. Sowohl essentielle als auch natürliche Randbedingungen wer-
den hierbei vernachlässigt. Die Herleitung der Liénard-Wiechert Felder ist in den
Büchern [61, Kapitel 14.1] und [100, Kapitel 2.1] ausführlich dargestellt.
Liénard-Wiechert Potentiale und EM-Feld Repräsentation
Unter der Annahme, dass sich elektrische Ströme und Ladungsdichten durch die
Bewegung von einzelnen Punktladungen ergeben, ist es möglich, explizit die Skalar-
und Vektorpotentiale anzugeben. Hierzu betrachten wir eine Punktladung, die sich
mit Geschwindigkeit v(t) = r˙(t) auf der Trajektorie r(t) fortbewegt. Des Weiteren
führen wir den Begriff der retardierten Zeit ein:
Definition 5.2.1. Wir bezeichnen
tret(x, t) := t− 1
c
|x− r(tret)|2
als retardierte Zeit, wobei x, r(tret) ∈ Ω˜ liegen (mit Ω˜ definiert in (4.12)).
Es soll somit gelten, dass sich Änderungen der elektromagnetischen Felder mit end-
licher Geschwindigkeit, Lichtgeschwindigkeit c, ausbreiten und nicht instantan. Ein
Signal, das von einem Beobachter am Ort x zum Zeitpunkt t wahrgenommen wird,
wurde von einer Ladung zum Zeitpunkt tret am Ort r(tret) ausgesendet. Aufgrund
der impliziten Form gilt es zunächst, diese Gleichung zu lösen, um anschließend die
aus den Maxwell Gleichungen resultierenden Felder aufstellen zu können.
Darüberhinaus definieren wir R(t) := x− r(t) und Rv(t,p) := (R(t)− β(p)R(t)).
Die retardierden Skalar- und Vektorpotentiale φ and A sind dann gegeben als
φ(x, t) =
q
4pi|R(tret)|2
[
1
(1− β(p) · n)
]
t=tret
,
A(x, t) =
qµ
4pi|R(tret)|2
[
β(p)
(1− β(p) · n)
]
t=tret
=
β(p(tret))
c
φ(x, t)
(5.5)
wobei wir berücksichtigt haben, dass µ = 1c2 . Hierbei ist n =
R(t)
|R(t)|2 der Einheits-
vektor, der vom Sende- zum Empfangspunkt orientiert ist. Dieses Skalarpotential φ
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und das Vektorpotential A werden die Liénard-Wiechert Potentiale genannt. Eine
ausführliche Darstellung dieser Potentiale findet sich in [61, Kapitel 14.1].
Durch die Einführung von Skalar- und Vektorpotentiale in (5.5) lassen sich die
elektromagnetischen Felder in der Form
E(x, t) = −∇φ(x, t)− ∂
∂t
A(x, t)
B(x, t) = curlA(x, t).
darstellen. Man beachte auch hierzu das Kapitel 3.4.2 über Skalarpotentiale und
konservative Vektorfelder. Im nächsten Schritt differenziert man die Potentiale (5.5)
nach x und der Zeit t, die implizit von den retardierten Zeiten tret abhängen. Somit
ergeben sich nach einigem rechnerischen Aufwand die elektromagnetischen Felder,
die die Fundamentallösungen der Maxwell Gleichungen in R3 sind, zu
E(x, tret) =
q
4pi
( (1− |β(p(tret))|22)
|Rv(tret,p(tret))|32
Rv(tret,p(tret))
+
1
c2|Rv(tret,p(tret))|32
R(tret)× (Rv(tret,p(tret))× v˙(p(tret)))
)
B(x, tret) = cµ
R(tret)
|R(tret)|2 ×E(x, tret)
tret = tret(x, t) = t− |R(tret)|2
c
.
(5.6)
Man kann also feststellen, dass das so erhaltene E-Feld sich in zwei Komponenten
zerlegen lässt. Hierbei ist der erste Term des elektrischen Feldes nur abhängig von
der Geschwindigkeit des Partikels und proportional zu 1|R|22 (Nahfeld), der zweite
Term wird durch die Beschleunigung des Partikels bestimmt und ist proportional
zu 1|R|2 (Fernfeld).
Aufgrund der Form der elektrischen und magnetischen Felder (5.6) gibt es zwei we-
sentliche Schwierigkeiten, die sich bei der Berechnung dieser Felder ergeben. Einer-
seits gilt es nun, die retardierte Zeit tret zu bestimmen aus ihrer implizit gegebenen
Gleichung, was sich jedoch nur für wenige einfache Bewegungsprobleme realisieren
lässt. Andererseits sind die oben beschriebenen Felder singulär, d.h. die Potentiale
weisen ein Singularität auf der Weltlinie des Partikels auf. Hierbei bezeichnet die
Weltlinie des Partikels seine Trajektorie in der Raumzeit (ct,x). Da jedoch eben
in den ursprünglichen Newton-Lorentz Gleichungen die elektromagnetischen Felder
an der Position der Ladungen ausgewertet werden müssen, spielt die Singularität
der Felder eine entscheidende Rolle. Dies wird in der Arbeit dadurch umgangen,
dass das semi-relativistische Abraham Modell eingeführt wird. Hierbei verwendet
man die geglättete Dirac Funktion, die in Formel (5.4) definiert ist, und faltet diese
mit den EM-Felder. Das so entstandene Integral wird mit einer gewichteten Simp-
sonregel ausgewertet, siehe hierzu Kapitel 5.2.3.
Annahme 5.2.2.
• Für die numerische Umsetzung nehmen wir an, dass der zweite Term von
E in (5.6) verschwindet, also keine Beschleunigung auf das Partikel wirkt.
Somit vernachlässigen wir das Fernfeld in der Fundamentallösung. Es gilt
zu beachten, dass wir in unserer Anwendung annehmen, dass
|R|2  1⇒ |R|22  |R|2 ⇒
1
|R|2 
1
|R|22
.
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• Wir vernachlässigen hierbei die retardierende Effekte und nehmen somit
an, dass tret ≈ t.
Die Lösungsformeln in (5.6) ergeben sich unter Berücksichtigung der Annahme 5.2.2
zu
E(x, t) =
q
4pi
(
1− |β(p(t))|22
)
|Rv(t,p(t))|32
Rv(t,p(t))
B(x, t) = cµ
R(t)
|R(t)|2 ×E(x, t)
U(x, t) : = (E(x, t),B(x, t))>.
(5.7)
Diese Form der E- und B-Felder wird als vereinfachte Lösung der Maxwell Glei-
chungen in unserer Programmierung verwendet.
Bemerkung 5.2.3. Eine ausführlichen Überblick über die Liénard-Wiechert Po-
tential erhält man in [61, Kapitel 6].
Bemerkung 5.2.4. Die Kopplung der Maxwell Gleichungen und der Newton-
Lorentz Gleichungen und das Einsetzen der Fundamentallösung in die relativistische
Bewegungsgleichung führt zu den retardierten Bewegungsgleichungen. Berücksich-
tigt man für ein Bündel an Partikeln, dass die Kraft (die Kräfte sind additiv),
die auf dem i-ten Partikel wirkt, einerseits aus der der eigenen Kraft besteht und
andererseits aus der Krafteinwirkung der übrigen Partikel, gelangt man zu den re-
tardierten Gleichungen, die in [100, Kapitel 11.1] dargestellt sind.
5.2.2. Umsetzung bei der Poisson-Gleichung.
Die Diskretisierung des Gebietes Ω ⊂ R3 erfolgt mittels Finiten Elementen und der
Galerkin Methode. Unser Rechengebiet Ω stellt hierbei einen Quader im dreidimen-
sionalen Raum da. Das Gebiet Ω sei in einem beliebigen Koordinatensystem X in
Koordinaten x gegeben. Wir halten uns bei der Definition der Finiten Elemente
an die Definition von Ciarlet [23, Kapitel 2.1]. Als eine gute Übersicht dient das
Buch [33, Kapitel 1.2,1.3]. Hierfür definieren wir eine Familie von Gittern {Qh} mit
Gitterweite h > 0. Das Gitter Qh besteht aus finiten Elementen Q (Hexaeder) mit
den Eigenschaften
• Die Menge Ω besteht aus einer endlichen Anzahl an Teilmengen Q mit
Ω :=
⋃
Q∈Qh
Q.
• Für jedes Q ∈ Qh ist die Menge Q abgeschlossen und das Innere int(Q) ist
nicht leer.
• Für Q1, Q2 ∈ Qh gilt, int(Q1) ∩ int(Q2) = ∅.
• Für jedes Q ∈ Qh ist der Rand ∂Q Lipschitz-stetig.
Als weiterführende Literatur sei [18] erwähnt. Die Gitterweite wird definiert durch
h := max
Q∈Qh
hQ mit hQ := diam(Q),
wobei diam den Durchmesser von Q bezeichnet. Wir verwenden uniforme Hexaeder
Q mit in jeder Raumdimension gleicher Gitterweite h. Die Anzahl der Gitterpunkte
von Qh kennzeichnen wir mit ns und die Knoten mit der globalen Nummerierung
{x1, ...,xns}. Wir definieren die Anzahl der Randpunkte als nb (mit nb < ns) und
benennen diese mit der globalen Nummerierung {xb1, ...,xbnb}, sodass {xb1, ...,xbnb} ⊂{x1, ...,xns} ist.
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1
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Abbildung 5.1. Referenzelement
und lokale Nummerierung.
1
2
3
4
5
6
7
8
Abbildung 5.2. Uniforme Diskreti-
sierung mit Hexaedern.
Außerdem definieren wir den folgenden Testraum der stückweisen trilinearen Finite
Elemente
Vh = {v ∈ C(Ω) : v|Q ∈ Q1, ∀ Q ∈ Qh} (5.8)
wobei Q1 den Polynomraum aller Polynome von maximalen Grad 1 in jeder Kom-
ponente bezeichnet. Des Weiteren führen wir die Notation V 0h := Vh ∩H10 (Ω) ein,
und V Γh bezeichne den zu Vh dazugehörigen Spurraum.
Die Wahl der finiten Elemente fällt bei uns auf den mit am verbreitetsten Elemen-
tentyp in drei Raumdimension, den der hexahedralen Elemente. Eine ausführliche
Betrachtung dieser Elemente findet sich im Buch [102, Kapitel 13.3] wieder. Die
Nummerierung der acht Knoten eines Elementes Q ist in Abbildung 5.1 gegeben,
wobei
xQi , i = 1, ..., 8 (5.9)
die lokale Nummerierung in Koordinatensystem X und somit die einzelnen Knoten
des Elementes Q darstellt.
Das Referenzelement Ωˆ, das in Abbildung 5.1 zu finden ist, ist der Einheitswür-
fel mit den Koordinaten (−1,−1,−1)> für Knoten 1 und (1, 1, 1)> für Knoten 8,
sodass (ζ, η, µ)> ∈ [−1, 1]3 = Ωˆ und ζi, ηi, µi ∈ {−1, 1}, i = 1, ..., 8 sind. In Ab-
bildung 5.2 ist eine uniforme Diskretisierung des Gebiets dargestellt. Da man mit
dem Referenzelement rechnet, wird eine Koordinatentransformation der Punkte aus
Ω in die Konfiguration des Referenzelementes notwendig. Die Transformation von
x ∈ Q ⊂ Ω ist gegeben durchζη
µ
 = 2(x− xQ1
h
)
− 1.0 ∈ Ωˆ.
Mit der Wahl von uniformen hexahedralen Elementen sind die Gitter auf der Ober-
fläche vorgegeben. Die nodale Basis ist in diesem Fall durch acht Basisfunktionen
gegeben, die wir mit N Ωˆi , i = 1, ..., 8, bezeichnen. Man formuliert diese als
N Ωˆi (ζ, η, µ) =
1
8
(1 + ζζi)(1 + ηηi)(1 + µµi), i = 1, ..., 8,
wobei
N Ωˆi (ζj , ηj , µj) = δij , i, j = 1, ..., 8
gilt (δij bezeichne das Kronecker-Delta). Sei v
Q
h ∈ Vh, dann bezeichnen wir mit
v = (vi)
ns
i=1 ∈ Rns den Koeffizientenvektor zur Basis {N1, ..., Nns}, sodass vQh =∑ns
i=1 viNi =
∑8
i=1 v
Q
i N
Ωˆ
i gilt.
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Die Diskretisierung des Randes von Ω, die Oberfläche ∂Ω des Gebiets, nehmen wir
wie folgt vor. Wir betrachten das Skelett
S :=
⋃
∂Q∈Ω
∂Q
und definieren
Γ := S ∩ ∂Ω.
Der Spurraum ist somit als V Γh = spani=1,...,nb {Ni|Γ} gegeben. Die Poisson Glei-
chung (4.27) sei in ihrer schwachen, diskreten Formulierung durch
(∇ηh,∇ϕh) = 0, ηh|Γ = uh ∀ϕh ∈ V 0h (5.10)
gegeben. Da (5.10) eine Lösung besitzt, findet man ein ηh ∈ Vh ⊂ H1(Ω), so dass
(5.10) gilt. Hierbei sei Vh der finite Elemente Unterraum (5.8), der auf dem gleich-
mäßigen Hexaedergitter definiert ist. So lässt sich die variationelle Formulierung
(5.10) mit Hilfe der trilinearen Elemente umschreiben zu
(∇ηh,∇ϕh) = 0, ηh|Γ = uh ∀ϕh ∈ V 0h ⇔ Aη = vb. (5.11)
Dies bedarf einiger Klärung. Die Werte der Poisson Lösung in den einzelnen Kno-
ten sind im Vektor η ∈ Rns gegeben. Des Weiteren sind die Randwerte in den
vektoriellen Größen ηb = ub mit ηb,ub ∈ Rnb befindlich. Die Matrix A ∈ Rns×ns
bezeichnet die Steifigkeitsmatrix, die von der folgenden Gestalt ist:
Die einzelnen Komponenten Aij , i, j = 1, ..., ns, lassen sich in der nachfolgenden
Art und Weise schreiben
Aij =
∫
supp(Ni)∩supp(Nj)
∇Ni(x) · ∇Nj(x) dx
=
∑
Q⊂supp(Ni)∩supp(Nj)
∫
Q
∇Ni(x) · ∇Nj(x) dx, i, j = 1, ..., ns
(5.12)
wobei gilt∫
Q
∇Ni(x) · ∇Nj(x) dx = 8
h3
∫
Ωˆ
h2
4
∇N Ωˆi (ζ, η, µ) · ∇N Ωˆj (ζ, η, µ) dζ dη dµ.
Es sei angemerkt, dass sowohl die Funktionaldeterminante, die bei der Transfor-
mation des Gebietes entsteht, als auch die Terme, die durch die Ableitung der
trilinearen Ansatzfunktionen entstehen, mitberücksichtigt wurden. In den Rand-
punkten werden die Einträge der Steifigkeitsmatrix Aij identisch 1 gesetzt und der
Vektor vb ∈ Rns ist gegeben durch
vbi :=
{
h
2u
b
i , xi ∈ {xb1, ...,xbnb}
0, sonst.
Zum Abschluss dieses Unterkapitels geben wir zusätzlich die Randmassenmatrix
M an, die wir in Kapitel 5.3.3 benötigen. Die RandmassenmatrixM∈ Rnb×nb ist
durch folgende Komponenten gegeben
Mij :=
∫
supp(Ni|Γ)∩supp(Nj |Γ)
Ni|ΓNj |ΓdS i, j = 1, ...., nb (5.13)
Man gelangt analog zu der Vorgehensweise wie bei der Steifigkeitsmatrix zu einer
Darstellung über das Referenzgebiet.
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5.2.3. Umsetzung bei den Newton-Lorentz-Gleichungen.
Wir werfen nun einen Blick auf die numerische Lösung der Bewegungsgleichung
eines Partikels und die daraus resultierende Impulse und Positionen (wir nehmen
der Übersichtlichkeits halber zunächst np = 1 an). Wir werden hierfür zunächst uns
die Newton Lorentz Bewegungsgleichungen (3.15) gegeben durch
p˙(t) = q
(
E(r(t), t) + β(p(t))×B(r(t), t)
)
t ∈ [0, T ]
r˙(t) = v(p(t)) t ∈ [0, T ]
p(0) = p0, r(0) = r0
(5.14)
anschauen, in denen die E- und B-Felder in der Position r(t) des Partikels ausge-
wertet werden. Zum Abschluss dieses Kapitels werden wir auf die in unserer Arbeit
betrachteten Newton-Lorentz-Formulierung (4.6) und deren Diskretisierung einge-
hen.
Als Lösungsverfahren von (5.14) sind Runge-Kutta Methoden (siehe z.B. [86, 87])
und das Leapfrog Schema (siehe [108, 13]) in der Literatur als klassische Zeit-
Diskretisierungsschemata weit verbreitet. Wir haben für unsere Implementierung
eine Variante des Leapfrog Schemas verwendet, dessen Form wir uns im Folgenden
für (5.14) erarbeiten wollen und damit außerdem bergünden wollen, weshalb wir das
so entstehende Boris Schema in unseren Ausführungen als Zeitintegrationsschema
implementieren. Wir werden damit beginnen das Zeitintervall äquidistant zu dis-
kretisieren und die Form des Leapfrog Schemas für die Bewegungsgleichung aufzu-
stellen. Zu einer überschaubaren Darstellung der nachfolgenden Schemata nehmen
wir die Setzung
p˜(t) :=
p(t)
mq0
für alle t ∈ [0, T ]. (5.15)
vor, die auch in [17] verwendet wird.
Das implizite Leapfrog Schema
Wir wählen folgende äquidistante Zeitintervall Diskretisierung von [0, T ]
t−0.5 < t0 = 0 < t0.5 < t1 < ... < tN−0.5 < tN = T mit ∆t =
tN
nt − (N + 1) , (5.16)
wobei nt = 2N + 1 die Anzahl der Zeitschritte wiedergibt. Damit ist ∆t = tj+1 −
tj , ∀j = 0, 1, 2, ..., N − 1. Das Leapfrog Schema ist ein zentrales, implizites Finites-
b b b b b b
t0 t0.5 ... tN−0.5 tN
p˜−0.5 p˜0.5 p˜N−0.5
r0
t1
r1 rN
...
...
Abbildung 5.3. Leapfrog Zeitschrittverfahren
Differenzen-Schema zweiter Ordnung (siehe [14, Kapitel 4.3/15.4] und [58, Kapitel
110 5.2 Praktische Aspekte bei der numerischen Lösung der Zustandsgleichungen
4.7]), und angewandt auf (5.14) erhält man
p˜i+
1
2 − p˜i− 12
∆t
=
q
mq0
(
E(ri) +
p˜i+
1
2 + p˜i−
1
2
2γ˜ic
×B(ri)
)
i = 0, 1, 2, ..., N − 1
ri+1 − ri
∆t
=
p˜i+
1
2
γ˜i+
1
2
i = 0, 1, 2, ..., N − 1
p˜−
1
2 =
p0
mq0
, r0 = r0.
(5.17)
mit p˜i−1/2 = γ˜i−1/2vi−1/2, γ˜ =
√
1 +
|p˜|22
c2 und γ˜
i = γ
i− 1
2 +γi+
1
2
2 , i = 0, 1, ..., N − 1.
Wir schreiben auch im Folgenden E(ri),B(ri) als Ei bzw. Bi. In Abbildung 5.3
ist der schematische Ablauf des Leapfrog Schemas (auch in der Literatur zu finden
unter den Namen Störmer Verlet Verfahren [50]) dargestellt. Die EM-Felder dis-
kretisieren wir hier ausschließlich nach der Zeit. Als weitere Literatur für den nicht
relativistischen Fall sei hierzu [14, Kapitel 4] angegeben.
Aufgrund der impliziten Struktur des Schemas hat sich besonders eine Modifikation
des Leapfrogs Schemas (5.17) als numerisch effizient und die Struktur der Lorentz-
kraft erhaltend bei der Berechnung der Partikelbahnen herausgestellt: Das in [17]
beschriebene und später als Boris Schema (auch bekannt als Boris-Buneman Me-
thode, Boris Leapfrog Methode) benannte explizite Verfahren. Diese Schema wird
in unserer Implementierung das Schema der Wahl sein.
Das explizite Boris Schema
Bei der Berechnung der Partikelbahnen in Beschleunigern mittels der relativisti-
schen Newton-Lorentz Gleichung wird das Boris Schema aufgrund folgender Eigen-
schaften häufig verwendet [87, 108] und [14, Kapitel 15.4]:
• explizites Finites-Differenzen Verfahren von 2ter Ordnung,
• symplektisch und somit Energie erhaltend,
• Struktur der Lorentzkraft wird berücksichtigt.
Das explizite Verfahren zur Bestimmung der Position ri+1, i = 0, 1, ..., N − 1 ergibt
sich durch folgende Vorschrift:
p˜− = p˜i−
1
2 +
q∆tEi
2mq0
, (5.18a)
p˜′ = p˜− + p˜− × si, (5.18b)
p˜+ = p˜− + p˜′ × 2s
i
1 + |si|22
, (5.18c)
p˜i+
1
2 = p˜+ +
q∆tEi
2mq0
, (5.18d)
ri+1 = ri + ∆t
p˜i+
1
2
γ˜i+
1
2
(5.18e)
p˜−
1
2 =
p0
mq0
, r0 = r0. (5.18f)
und
si =
Bi
|Bi|2
tan
( q∆t
2mq0γ˜
−c
|Bi|2
)
. (5.19)
Man zerlegt somit sowohl die Beschleunigung des Partikels, die durch das E-Feld
zustande kommt, als auch die Drehung (Lorentzkraft), die das Partikel durch das
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B-Feld erfährt, in jeweils zwei Schritte. In Formel (5.18a) wird zunächst die Be-
schleunigung über das Zeitintervall ∆t2 ausgeführt, gefolgt von einer halben Rotation
von p˜− um das MagnetfeldBi in (5.18b). Eine weitere halbe Rotation von p˜′ (5.18c)
um das Magnetfeld und das Ausführen der verbliebenen Beschleunigung (5.18d) be-
stimmt die neue Geschwindigkeit p˜i+
1
2 zum Zeitpunkt ti+ 12 . In der Literatur [72,
Kapitel 2.3] wird
ΩL :=
q|Bi|2
mq0
als Larmorfrequenz bezeichnet. Des Weiteren vereinfacht man nach [17],
tan
( q∆t
2mq0γ˜
−c
|Bi|2
)
≈ q∆t
2mq0γ˜
−c
|Bi|2, (5.20)
denn
ΩL∆t
γ˜−c
≈ 2 arctan
( 1
2γ˜−c
ΩL∆t
)
=
ΩL∆t
γ˜−c
(
1− Ω
2
L∆t
2
12(γ˜−c)2
+O(∆t3)
)
.
(5.21)
nach der Reihenentwicklung des Arkustangens. Das Boris Schema hat die selbe
Konsistenzordnung wie das Leapfrog Schema (siehe Lemma 5.2.7). Durch die Ver-
einfachung von (5.20) verschlechtert sich die Ordnung des Verfahrens nicht, da nur
Fehlerterme der Ordnung O(∆t3) hinzukommen. Somit wird
si =
1
2
ΩL∆t
γ˜−c
Bi
|Bi|2
. (5.22)
(auch tan-Transformation genannt) in der Implementierung gesetzt. Weitere Vortei-
le, wie in [84] beschrieben, sind die sehr einfache Implementierung und, dass nur eine
Auswertung der EM-Felder pro Zeitschritt anfällt (im Gegensatz zu Runge-Kutta
Methoden). Der große Nachteil des Boris Schema ist der sehr kleine Stabilitätsbe-
reich des Verfahren, der in der Literatur [84] angeben wird durch ΩL∆t ≈ O(1).
Der Boris Integrator ist wie erwähnt symplektisch. Der Beweis findet sich in [109]
wieder.
Das Schema (5.18) wird Boris Schema genannt und kann mittels Vereinfachungen
und einer geometrischen Argumentation aus dem Leapfrog Schema (5.17) hergelei-
tet werden. Dies wollen wir in Lemma 5.2.5 zeigen. Die Idee basiert auf der Arbeit
[17] von J.P. Boris, und ist in [14, Kapitel 4] zu Teilen ausgeführt.
Lemma 5.2.5. Das explizite Boris Schema (5.18) lässt sich aus dem impliziten
Leapfrog Schema (5.17) herleiten.
Beweis. Es gelte die erste Gleichung aus dem Leapfrog Schema (5.17). Wir defi-
nieren uns die Vektoren p˜−, p˜+ ∈ R3
p˜− := p˜i−
1
2 +
q∆tE(ri)
2mq0
,
p˜+ := p˜i+
1
2 − q∆tE(r
i)
2mq0
Einsetzen in die erste Gleichung von (5.17) ergibt
p˜+ − p˜−
∆t
=
q
2mq0γ˜
ic
(p˜+ + p˜−)×B(ri) i = 0, ..., N − 1, (5.23)
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(p+)s
(p−)s
(p+)s − (p−)s
(p−)s × si = p− × si
(p′)sθ
Abbildung 5.4. In einer Ebene senkrecht zu Bi ‖ si
wobei E(ri) vollständig verschwindet. Skalare Multiplikation von (5.23) einerseits
mit (p˜+ + p˜−) liefert
|p˜+|22 = |p˜−|22 (5.24)
andererseits mit B liefert
p˜+ ·Bi = p˜+ ·Bi ⇔ (p˜+)
p
=
(
p˜−
)
p
(5.25)
und es gilt |(p˜−)s|2 = |(p˜+)s|2. Dabei bezeichnet ein Vektor (w)p die zuBi parallele
Komponente
(w)p :=
Bi
|Bi|2
(
Bi
|Bi|2
·w
)
, (w)s := w − (w)p (5.26)
und (w)s die senkrechte Komponente zu B
i. Es folgt somit aus (5.24) und (5.25),
dass in (5.23) nur die Komponenten senkrecht zu Bi, also
(
p˜+
)
s
,
(
p˜−
)
s
, verändert
werden. Damit müssen wir uns nur auf den Fall, in dem die Vektoren in der senk-
rechten Ebene zu Bi liegen, konzentrieren. Darüber hinaus folgt aus (5.25) und
(5.26)
p˜+ − p˜− = (p˜+)
s
− (p˜−)
s
. (5.27)
Im Folgenden definiert man sich einen Vektor p′ ∈ R3 gegeben durch
p˜′ := p˜− + p˜− × si, (5.28)
mit si ∈ R3 und der die Eigenschaft
p˜′ ⊥ (p˜+ − p˜−) (5.29)
erfüllen soll. Nach Gleichheit (5.27) ist (5.29) äquivalent zu
p˜′ ⊥ ((p˜+)
s
− (p˜−)
s
)
. (5.30)
und (5.28) impliziert nach (5.26)
p˜′ = (p˜′)s + (p˜′)p = (p˜−)s + (p˜−)p +
(
(p˜−)s + (p˜−)p
)× si,
⇒ (p˜′)s = (p˜−)s + (p˜−)s × si.
Man wählt im nächsten Schritt si parallel zu Bi. Nach [14, Kapitel 15] ist der
Winkel θ aus Abbildung 5.4 als θ = 2 arctan
(
ΩL∆t
2γ˜−c
)
und nach der Vereinfachung
(5.20) als θ ≈ ΩL∆tγ˜−c gegeben, dann gilt mit Abbildung 5.4 und |(p˜−)s|2 = |(p˜+)s|2,
dass
tan(
θ
2
) =
|(p˜−)s × si|2
|(p˜−)2|2
=
|(p˜−)2|2|si|2
|(p˜−)2|2
⇒ |si|2 = tan(θ
2
). (5.31)
Man beachte hierbei, dass (p˜−)s senkrecht auf si steht. Damit definiert man
si :=
Bi
|Bi|2
tan(
θ
2
) ≈ 1
2
ΩL∆t
γ˜−c
Bi
|Bi|2
(5.32)
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Mit dieser Wahl von si gilt somit
(p˜′)s ⊥
((
p˜+
)
s
− (p˜−)
s
)
(5.33)
und wir können des Weiteren folgern
0 = (p˜′)s ·
((
p˜+
)
s
− (p˜−)
s
)
=
(
p˜′ − (p˜′)p
) · ((p˜+)
s
− (p˜−)
s
)
= p˜′ · ((p˜+)
s
− (p˜−)
s
)− (p˜′)p · ((p˜+)s − (p˜−)s)︸ ︷︷ ︸
=0
= p˜′ · ((p˜+)
s
− (p˜−)
s
)
,
(5.34)
sodass (p˜′) ⊥ ((p˜+)− (p˜−)). Unter Verwendung von (5.27) gilt zudem (p˜+ − p˜−) ⊥
Bi. Daraus folgt, dass
(
p˜+ − p˜−) parallel zu (p˜′) ×Bi ist und somit existiert ein
Vektor ti ∈ R3 mit
p˜+ = p˜− + (p˜′)× ti. (5.35)
Die Form von ti bestimmt man mit (5.24) und nach [14, Kapitel 15.4] folgt
ti =
2si
1 + |si|22
.
Die zweite Bestimmungsgleichung für die Position von (5.17) entspricht (5.18e).
Damit haben wir das Boris Schema (5.18) mit Gleichung (5.22) aus dem Leapfrog
Schema entwickelt. 
Bemerkung 5.2.6. Die Explizität des Schemas verdanken wir (5.35).
Wir schreiben das Boris Schema (5.18) in kompakter Form als
p˜ i+
1
2 − p˜ i− 12
∆t
= fBo1 (U
i, p˜ i−
1
2 ) i = 0, 1, 2, ..., N − 1
ri+1 − ri
∆t
= fBo2 (p˜
i+ 12 ), i = 0, 1, 2, ..., N − 1
p˜−
1
2 =
p0
mq0
, r0 = r0.
(5.36)
mit
fBo1 (U
i, p˜ i−
1
2 ) :=
(q∆tEi
2mq0
+
(
p˜i−
1
2 +
q∆tEi
2mq0
)
× 2s
i
1 + |si|22
+
(
p˜i−
1
2 +
q∆tEi
2mq0
)
× si × 2s
i
1 + |si|22
)
+
q∆tEi
2mq0
,
fBo2 (p˜
i+ 12 ) :=
p˜i+
1
2
γ˜i+
1
2
U i = (Ei,Bi)>, si =
1
2
ΩL∆t
γ˜−c
Bi
|Bi|2
.
Wir verwenden hierbei die Notation U aus (5.7) für die EM-Felder. Widmet man
sich genauer der Konsistenzsordnung und dem Stabilitätsbereich von (5.18), so
ergeben sich folgende Abschätzungen für das Boris Schema. Betrachtet man sich
den lokalen Diskretisierungsfehler τ i, i ∈ {0, 1, ..., N − 1}, so erhält man
Lemma 5.2.7. Das Boris Schema (5.36) ist von 2ter Konsistenzordnung.
Beweis. Sei i ∈ {0, 1, ..., N − 1} beliebig. Wendet man die Taylor Entwicklung für
Positions- und Impulsgleichung in (5.17) um den Punkt ti+ 12 und ti an, so ergibt
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sich
r(ti+ 12 +
∆t
2
) = r(ti+ 12 ) +
∆t
2
r˙(ti+ 12 ) +
∆t2
4
r¨(ti+ 12 ) +
∆t3
12
r(3)(ti+ 12 ) +O(∆t
4)
r(ti+ 12 −
∆t
2
) = r(ti+ 12 )−
∆t
2
r˙(ti+ 12 ) +
∆t2
4
r¨(ti+ 12 )−
∆t3
12
r(3)(ti+ 12 ) +O(∆t
4)
p˜(ti +
∆t
2
) = p˜(ti) +
∆t
2
˙˜p(ti) +
∆t2
4
¨˜p(ti) +
∆t3
12
p˜(3)(ti) +O(∆t4)
p˜(ti − ∆t
2
) = p˜(ti)− ∆t
2
˙˜p(ti) +
∆t2
4
¨˜p(ti)− ∆t
3
12
p˜(3)(ti) +O(∆t4).
Nach Einsetzen in die Gleichung für die Trajektorie in (5.17) resultiert daraus unter
Berücksichtigung der ODE (5.14)
∆tr˙(ti+ 12 ) +
∆t3
6
r(3)(ti+ 12 ) +O(∆t
4) = +∆t
p˜
(
ti+ 12
)
γ
(
ti+ 12
) +O(∆t4)− τ i+ 12r
⇔ τ i+ 12r =
∣∣∣− ∆t3
6
r(3)(ti+ 12 ) +O(∆t
4)
∣∣∣
2
,
da r˙(ti+ 12 ) = v(p(ti+ 12 )) =
p˜
(
t
i+ 1
2
)
γ
(
t
i+ 1
2
) . Für die Impulsgleichung in (5.17) gilt
∆t ˙˜p(ti) +
∆t3
6
p˜(3)(ti) +O(∆t4) = +∆t q
mq0
(
Ei +
p˜i+
1
2 + p˜i−
1
2
2γ˜ic
×Bi
)
− τ ip˜.
Mit (5.14) folgt
τ ip˜ =
∣∣∣− ∆t3
6
p˜(3)(ti) +O(∆t4)
∣∣∣
2
,
so dass die Konsistenzordnung des lokalen Diskretisierungsfehlers τ i von Ordnung
O(∆t3) für das Leapfrog Schema (5.17) ist. Somit stellt das Leapfrog Schema ein
Verfahren zweiter Konsistenzordnung dar. Da die Methode von Boris nur in (5.20)
Terme der Ordnung O(∆t3) und höher nach (5.21) nicht berücksichtigt, hat diese
Annahme somit keinen Einfluss auf die Ordnung des Verfahrens. Damit folgt, dass
das Boris Verfahren (5.36) ebenso von 2ter Konsistenzordnung ist. 
Bemerkung 5.2.8. Um die Stabilität von (5.18) garantieren zu können, kann man
folgende Stabilitätsbedingung herleiten: Das Boris Verfahren (5.36) ist für ΩL∆tγc < 1
stabil. Man betrachte die Ausführungen in [14, Kapitel 15.4] und [107].
Bemerkung 5.2.9. Als eine Alternative zum obigen Boris Integrationsschema gibt
es Abwandlungen des Boris Integrator (Leapfrog Integrator zweiter Ordnung), so
z.B. den Vay Integrator, welcher in [107] beschrieben wird.
Dieses eingeführte explizite Zeitschrittverfahren werden wir nun für die Diskretisie-
rung von (5.2) nutzen.
Diskretisierung der vorliegenden Newton Lorentz Gleichungen
Im nun Folgenden wird die konkrete Diskretisierung von (5.2) der Newton Lorentz
Gleichungen aus Optimierungsproblem (PM ) angeben. Zunächst möchten wir dar-
auf hinweisen, dass die rechte Seite der reduzierten Formulierung (5.2) nicht die
relativistischen Newton-Lorentz Gleichung (5.14), bestehend aus
[p˙(t), r˙(t)]> = [q
(
E(r(t), t) + β(p(t))×B(r(t), t)
)
,v(p(t))]> ∀t ∈ [0, T ],
beinhaltet, sondern aufgrund des verwendeten Abraham Modells (4.2) aus den Glei-
chungen (4.6) besteht, die diskretisiert werden. Der Zustandssystem Operator e, der
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in (5.2) definiert wird, findet sich in seiner diskreten Variante in (5.37a) – (5.37c)
des diskreten Zustandssystems (5.37) wieder.
p˜ j+
1
2 ,i − p˜ j− 12 ,i
∆t
= f˜d1 (r
j,i, p˜ j−
1
2 ,i,η), j = 0, ..., N − 1, i = 1, ..., np,
(5.37a)
r j+1,i − r j,i
∆t
= f˜d2 (r
j,i, p˜ j+
1
2 ,i,η), j = 0, ..., N − 1, i = 1, ..., np,
(5.37b)
p˜ −
1
2 ,i =
p i0
mq0
, r 0,i = r i0 , i = 1, ..., np. (5.37c)
Wir verwenden hierbei wieder die Notation aus (5.36) und die Definition (5.15). Der
Index i steht hierbei für das i-te Partikel und der Index j für die Zeitdiskretisierung
aus (5.16). Damit bezeichnet p˜ j+
1
2 ,i den Impuls des i-ten Partikel zum Zeitpunkt
tj+ 12 . Der Vektor r
j+1,i gibt die Position des i-ten Partikel zum Zeitpunkt tj an
und η benennt die Lösung der Poisson Gleichung aus (5.11). Die genau Form der
rechten Seiten f˜d1 (r j,i, p˜
j− 12 ,i,η) und f˜d2 (r j,i, p˜
j+ 12 ,i,η) wird in Formel (5.40)
angegeben.
Zur numerischen Berechnung der Integrale in (5.2) benutzen wir die Quadratur-
formel von Simpson [32, Kapitel 5] und nutzen die polynomiale Form der ausge-
schmierten Deltafunktion, sodass sich eine gewichtete Simpson Regel mit ϕ(x− r)
und ∇ϕ(x−r)×β(p) ergibt. Man berechnet auf Basis von (5.4), die in (5.37a) vor-
handenen Integrale über ϕ und ∇ϕ exakt und benötigt somit keine Approximation.
Dies führen wir kurz an einem Beispiel aus. Seien in unserem KoordinatensystemX
die einzelnen Komponenten als x = (x1, x2, x3) ∈X gegeben. Man betrachtet sich
einen Quader Q ∈ Qh. Des Weiteren definieren wir uns folgende Auswertungsstellen
x˜i ∈ R3, i = 0, 1, 2, im Quader Q mit lokalen Knoten xQi , i = 1, ...8,
x˜10 :=
(
xQ1
)1
, x˜11 :=
(
xQ1
)1
+
(
xQ2
)1
2
, x˜12 :=
(
xQ2
)1
, in Richtung x1
x˜20 :=
(
xQ1
)2
, x˜21 :=
(
xQ1
)2
+
(
xQ3
)2
2
, x˜22 :=
(
xQ3
)2
, in Richtung x2
x˜30 :=
(
xQ1
)3
, x˜31 :=
(
xQ1
)3
+
(
xQ5
)3
2
, x˜32 :=
(
xQ5
)3
, in Richtung x3.
(5.38)
Dann lässt sich das Integral
∫
Q
ϕ(x − r)w(x) dx mit der Simpson Regel und den
Auswetungsstellen (5.38) approximieren, wobei w : R3 → R3 eine vorgegebene
Funktion ist, als∫
Q
ϕ(x− r)w(x) dx ≈
2∑
m,n,l=0
w(x˜1m, x˜
2
n, x˜
3
l )
∫
Q
lm,n,l(x)ϕ(x− r) dx. (5.39)
Dabei ist lm,n,l(x) = lm(x1)ln(x2)ll(x3), m, n, l = 0, 1, 2 mit den einzelnen Lagran-
ge Polynomen lk(xo), k ∈ {m,n, l}, o ∈ {1, 2, 3} gegeben und ϕ ist nach (5.3) zu
verstehen.
Unter Berücksichtigung von (5.39) erhält man unter Verwendung des expliziten
Boris Schemas und dessen Vorschrift, welche in (5.36) aufgeschrieben wurde, als
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Diskretisierung der rechten Seite von (5.37) folgenden Ausdruck
f˜d1 (r
j,i, p˜ j−
1
2 ,i,η)
=
∑
Q∈Qh
Q⊂supp(ϕ(x−r j,i))
2∑
m,n,j=0
np∑
k=1
fBo
k
1 ((U(x˜
1
m, x˜
2
n, x˜
3
l ))
j,i, p˜ j−
1
2 ,i)
∫
Q
lm,n,l(x)ϕ(x− rj,i)dx
− q
mq0
∑
Q∈Qh
Q⊂supp(ϕ(x−r j,i))
2∑
m,n,l=0
ηQm,n,l
(∫
Q
lm,n,l(x)∇ϕ(x− rj,i) dx× β(p˜j− 12 ,i)
)
f˜d2 (r
j,i, p˜ j+
1
2 ,i,η) = fBo2 (p˜
j+ 12 ,i) =
p˜ j+
1
2 ,i
γ j+
1
2 ,i
,
(5.40)
Dabei beschreibt ηQm,n,l, m, n, l ∈ {0, 1, 2} die Auswertungsstellen im Sinne von
(5.38) der η, die im Quader Q liegen. Mit Gleichungen (5.40) ist das diskrete Zu-
standssystem (5.37) vollständig beschrieben. Man beachte, dass wir hierbei über
die Anzahl np der im System vorhandenen Partikel aufsummieren müssen um die
sich ergebenden Kräfte der einzelnen Partikel aufzuaddieren.
Vermeidung von Auslöschungseffekten
Des Weiteren werden wir im Folgenden kurz auf die auftretenden numerischen Aus-
löschungen eingehen. Wenden wir uns noch einmal dem Boris Schema aus Kapi-
tel 5.2.3 zu und führen eine Enddimensionalisierung von diesem numerischen Sche-
ma durch. Die Entscheidung für diesen Schritt ist wie folgt begründet:
Betrachtet man sich die in Tabelle 5.2 beschriebenen Konstanten und deren Dimen-
sionen, so liegt die Enddimensionalisierung des Boris Schemas (5.37a), (5.37b) und
(5.37c) auf der Hand. Hierbei seien nur die Masse eines Elektrons ≈ 9 ·10−31 kg und
die Lichtgeschwindigkeit ≈ 3 · 108 ms−1 erwähnt, sodass man Unterschiede in der
Größenordnung von ≈ 1039 verzeichnen kann. Zur Enddimensionalisierung schrei-
ben wir den Impuls p des Partikels mittels zweier Komponenten pc ∈ R,pd ∈ R3,
sodass die folgende Transformation
p(t) := pcpd(t),
pc := c
gilt und sich der Lorentzfaktor als γ˜d(pd) :=
√
1 + |pd|22 schreiben lässt. Die Newton
Lorentz Gleichungen (5.14) ergeben sich mittels der obigen Transformation zu
pc
dpd
dt
= q
(
E(r(t), t) + β(pcpd(t))×B(r(t), t)
)
t ∈ [0, T ],
dr
dt
= v(pcpd(t)) t ∈ [0, T ],
pd(0) = p0, r(0) = r0
Unter Berücksichtigung der Struktur der rechten Seite, bei der der Impuls nur
nichtlinear im Term β(p) eingeht, ist die Form des Lorentzfaktors die bestim-
mende Größe bei der Setzung des Enddimensionalisierungsfaktors. Durch die Set-
zung pc := c ist der Bruch, der im Lorentzfaktor entsteht,
p2c
c2 = 1 und es gilt
β(p(t)) = β(pcpd(t)) =
pd(t)√
1+|pd(t)|22
= pd(t)γ˜d(pd(t)) =: βd(pd(t)). Wendet man die No-
tation auf das Boris Schema (5.18) an, ist es nun möglich, den Term ∆tpc ≈ 10−4
vorab zu berechnen und somit ergibt sich das diskrete Boris Schema (5.37a) und
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(5.37b) zu
p˜
j+ 12 ,i
d = p˜
j− 12 ,i
d + f˜
d
1 (r
j,i, p˜
j− 12 ,i
d ,η), j = 0, ..., N − 1, i = 1, ..., np,
r j+1,i = r j,i + ∆tpcf˜
d
2 (r
j,i, p˜
j+ 12 ,i
d ,η), j = 0, ..., N − 1, i = 1, ..., np.
(5.41)
Damit entfällt das Neuberechnen der Multiplikationen von |p˜|
2
2
c2 in den Termen von
f˜d1 und f˜d2 in jedem Zeitschritt. Die Dimension der Position der Partikel (in der
Regel bei uns r j,i ≈ 10−4) wird hierbei nicht verändert.
Transformation des Integrals
Darüber hinaus wurde in Kapitel 5.2 die ausgeschmierte, polynomiale Delta Funk-
tion (5.4) definiert, wobei das Gebiet des Trägers mit H gekennzeichnet wurde.
Basierend auf der Form von (5.4) und dem sehr kleinen support (häufig kleiner
als ≈ 10−3 in jede Raumrichtung) wird der Gradient ∇ϕ, aufgrund der Norma-
lisierung von ϕ, sehr groß. Daher ist eine lineare Transformation der Integralaus-
drücke, in denen sowohl ϕ als auch ∇ϕ auftreten, als sinnvoll. Wir setzen daher
x˜ := (−1x x1, 
−1
y x2, 
−1
z x3)
> und mit  := (x, y, z)> erhalten wir die Transforma-
tionen ∫
H
ϕ(x) dx = xyz
∫
H1
ϕ( ∗ x˜) dx˜ =
∫
H1
ϕ1(x˜) dx˜,∫
H
∇ϕ(x) dx = xyz
∫
H1
∇ϕ( ∗ x˜) dx˜ = −1 ∗
∫
H1
∇ϕ1(x˜) dx˜,
mit dem Gebiet H1 := [−1, 1]× [−1, 1]× [−1, 1]. Hierbei kennzeichnet ∗ das Hada-
mard Produkt. Berücksichtigt man, dass der Definitionsbereich der ausgeschmierte
Delta Distribution um die Position r verschoben ist, multipliziert man aufgrund
obiger Transformation ein −1 ∗ r. Unter Anwendung obiger Transformation auf
die Integrale der rechten Seite f˜1 lassen sich somit numerische Auslöschungseffek-
te aufgrund starker Steigungen (im Fall von ||2 ∼ 1 · 10−3 ist der Gradient von
Größenordnung |∇ϕ|2 ∼ 1 · 106) vermeiden.
Nachdem wir uns im nun zurückliegendem Kapitel mit der Diskretisierung der
einzelnen Komponenten des Zustandssystems beschäftigt haben, werden wir im
folgendem Kapitel auf die Diskretisierung und die Implementierung des Optimal-
steuerproblems (P) eingehen.
5.3. Beschreibung des Optimierungsalgorithmus.
In diesem Abschnitt werden wir den von uns implementierten Optimierungsalgo-
rithmus vorstellen. Dessen Darstellung findet sich in Kapitel 5.3.4 wieder. Der Al-
gorithmus basiert auf einem globalisierten Quasi-Newton-Innere-Punkte-Verfahren.
Die Approximation der Hessematrix wird mittels BFGS- Updateformel realisiert.
Der Optimierungsalgorithmus verwendet hierbei die auf die Steuerung u reduzierte
Formulierung. Man beachte, dass die Randsteuerung u zweidimensional ist, sodass
ihr Träger sich auf den Rand Γ beschränkt und nicht auf das ganze Gebiet Ω. In
den kommenden Kapiteln (Kapitel 5.3.1-5.3.4) werden wir näher auf die Beson-
derheiten des Algorithmus eingehen. In Kapitel 5.3.1 beschäftigen wir uns mit den
Zustandsbeschränkungen unseres Optimalsteuerproblems. Darüber hinaus blicken
wir in Kapitel 5.3.2 auf die Möglichkeiten der Findung von numerischen Lösungen.
Im nachfolgendem Kapitel 5.3.3 stellen wir das konkrete diskretisierte Optimie-
rungsproblem dar. Des Weiteren sei angemerkt, dass wir aufgrund der Verwendung
einer BFGS-Updateformel keine zweiten Ableitungsinformationen benötigen. Den-
noch sei darauf hingewiesen, dass wegen der auftretenden nichtlinearen Terme in
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der reduzierten Form e, die Ableitungen teilweise schwer zu berechnen sind. Als
Hilfsmittel werden wir deshalb Automatisches Differenzieren (AD) benutzen, wel-
ches exakte Ableitungen berechnet und im Kontext der Optimalensteuerung sich als
sinnvolles und nützliches Tool erweist. In Kapitel 5.4 werden wir die Gelegenheit
nutzen, die Methode ausführlich zu betrachten. Vor allem soll die Art und Wei-
se, wie der von AD generierte Code in die bestehende Implementierung integriert
werden kann, beleuchtet werden. Zunächst schreiben wir das zustandsbeschränkte
Optimalsteuerproblem (P) mithilfe eines log-Barriereterms um.
5.3.1. Behandlung der Zustandsbeschränkungen durch eine Barriere–
Methode.
Eine wesentliche Komponente des Optimalsteuerproblems (P) ist die punktweise
Zustandsbeschränkung an die Position des Partikels. Um das Verbleiben des Par-
tikels im Gebiet Ω˜ sicherzustellen, verfolgen wir den Ansatz, das Optimierungs-
problem mittels eines primalen Inneren-Punkte-Verfahrens zu implementieren. Wir
verwenden hierzu einen log-Barriereterm und einen Homotopie Parameter µH , des-
sen Update wir im Folgendem näher beschreiben werden. Man definiert sich die
Barriere Funktion von Ordnung 1 und l(z, µH) : R×R+ → R ∪ {+∞} mit beliebig
aber festen µH > 0 durch
l(z, µH) :=
{
−µH ln(z), z ∈ [0,+∞[
+∞, z ≤ 0.
Damit lässt sich das Barrierefunktional bl(g(r), µH) um die Zustandsbeschränkun-
gen r(t) ∈ Ω˜ bzw. gi(r(t)) ≤ 0, i = 1, ...,m, die in Annahme 4.2.17 definiert werden,
im Zielfunktional schreiben als
bl(·, µH) : C1(R3)→ R ∪ {+∞}
r 7→
m∑
i=1
∫ T
0
l(−gi(r(t)), µH) dt.
Das Optimalsteuerproblem (P) lässt sich nun mittels der Barriere Regularisierung
und Homotopie Parameter µH ∈ R+ formulieren als
min J (r, u) + bl(g(r), µH) := J˜ (r, u)
s.t. (r,p) ∈ Y, u ∈ U
e(r,p, u)(t) = 0 ∀ t ∈ [0, T ],
(Pb)
Falls r(t) /∈ Ω˜, dann gilt bl(g(r), µH) = +∞. In den Papern [94, 93] von A. Schiela
findet man eine Diskussion und Behandlung des Innere-Punkte-Verfahren in Funk-
tionenräumen für eindimensionale Probleme mit dem Fokus auf deren Konvergenz.
Eine Updatestrategie für den Homotopie Parameter für Innere-Punkte-Verfahren
im Funktionenraum mit Zustandsschranken ist in [95] gegeben.
Des Weiteren befassen wir uns mit dem Ansatz, der der numerischen Umsetzung
des Optimalsteuerproblems zugrunde liegt, dem sogenannten "first-discretize-then-
optimize approach".
5.3.2. Behandlung des Optimalsteuerproblems.
Im Wesentlichen unterscheidet man, bei der Behandlung von Optimierungspro-
blemen im Funktionenraum und deren numerischen Umsetzung und Lösung zwei
unterschiedliche Strategien. Der Ansatz first optimize, then discretize, stellt zu dem
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gegebenen Optimalsteuerproblem (P) die Optimalitätsbedingungen (4.68) im Funk-
tionenraum auf. Der Grundgedanke ist der, das Optimierungsproblem im Funktio-
nenraum zu betrachten und hierauf wohl bekannte Algorithmen aus der endlich-
dimensionalen Optimierung wie Gradienten Verfahren, SQP Verfahren oder Pen-
alty Verfahren an die Banachraumstrukturen anzupassen und die so modifizierten
Methoden auf die unendlichdimensionalen Optimalsteuerprobleme anzuwenden. So
wird z.B. in [16] das aus der Maxwell Gleichung entstehende Optimalitätssystem mit
einem semismooth Newton Algorithmus im Funktionenraum gelöst. Die entwickel-
ten Algorithmen lösen das oben angegebene KKT System (4.68). Das entstandene
Optimalitätssystem (4.68) wird bei dieser Strategie diskretisiert und anschließend
numerisch gelöst.
Während im Buch [38, Kapitel 8] von Matthias Gerdts ein Blick auf die Funktio-
nenraum Methoden für Optimalsteuerprobleme mit gewöhnlichen Differentialglei-
chungen in den Nebenbedingungen geworfen wird, befassen sich die Bücher [104,
Kapitel 2.12, 3.7, 4.11, 5.9] und [56, Kapitel 2, 3] mit Optimierungsalgorithmen im
Funktionenraum für partielle Differentialgleichungen. Der Funktionenraum Ansatz
ist sehr beliebt, da die Algorithmen in den Funktionenräumen arbeiten, in denen
die Optimalsteuerprobleme formuliert sind, sodass an dieser Stelle kein Diskretisie-
rungsfehler gemacht wird. Außerdem wird hierbei die Struktur der Optimierungs-
probleme sehr stark ausgenutzt. Die Diskretisierung spielt dann erst eine Rolle bei
der numerischen Umsetzung der entwickelten Algorithmen. Bei der Diskretisierung
der Adjungierten hat man in diesem Fall die Freiheit einen passenden Diskretisie-
rungsansatz zu wählen.
Im Gegensatz hierzu steht der Ansatz first discretize, then optimize. Bei dieser
Strategie diskretisiert man das Optimalsteuerproblem (Pb) direkt und ersetzt al-
le auftretenden Funktionenräume durch endlich dimensionale Räume (so z.B. U
durch Ud ⊂ U durch eine konforme Diskretisierung (siehe z.B. [23, Kapitel 3]) und
Kapitel 5.2.2) und alle vorhandenen Operatoren durch passende diskrete Approxi-
mationen. Wir schreiben das diskrete Optimierungsproblem in folgender kompakter
Form auf
min J˜d(rd, ud)
s.t. (rd,pd) ∈ Yd, ud ∈ Ud,
ed(rd,pd, ud) = 0
(Pd)
mit Jd : Yd × Ud → R, ed : Yd × Ud → Z, wobei d den Diskretisierungsparame-
ter bezeichnen soll, der sowohl für die Zeitdiskretisierung als auch für die Raum-
diskretisierung in dieser Form verwendet werden soll. Die Zustandsbeschränkung
gd : Yd → R, gd(rd) ≤ 0 findet sich, wie in Kapitel 5.3.1 beschrieben, in der Ziel-
funktion als Teil des Barriereterms wieder. Dabei bezeichnet ed(·) ein Schema zur
numerischen Lösung der Newton-Lorentz Gleichungen. In Kapitel 5.2.3 beschäfti-
gen wir uns mit der Diskretisierung der Newton-Lorentz Gleichungen und haben
eine Abwandlung des Leapfrog Schemas kennengelernt, das sich in der Plasma Phy-
sik und besonders im Zusammenhang mit Teilchenbeschleunigern und sogenann-
ten particle-in-cell-methods als sehr bewährt erwiesen hat (siehe hierzu [106, 108]).
Man erhält durch diese Setzung ein endlich dimensionales Optimierungsproblem.
Zu diesem diskreten Problem stellt man Optimalitätsbedingungen auf und löst das
Problem numerisch mit endlichdimensionalen Optimierungsalgorithmen.
Wichtig hierbei zu erwähnen ist, dass die Diskretisierung der Zustände y und Steue-
rung u, die Diskretisierung der adjungierten Variablen bestimmt. So stellt sich bei
diesem Ansatz häufig die Frage inwieweit sich die diskrete adjungierte Gleichung
wieder als ein bekanntes Diskretisierungsschema der kontinuierlichen adjungierten
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Gleichung interpretieren und auffassen lassen. Ist das Diskretisierungsschema für
Zustand und Adjungierte exakt dasselbe, so nennt man dieses Schema selbstadjun-
giert. Die Diskussion beider umschriebener Ansätze findet sich in [57] und in [56,
Kapitel 3] ausführlicher dargestellt wieder. Die von uns verwendete Strategie ist
first discretize, then optimize.
5.3.3. Die Formulierung des diskreten Optimierungsproblems.
Der nun folgende Abschnitt widmet sich der konkreten Formulierung des Optimal-
steuerproblems (Pd), das in Kapitel 5.3.2 eingeführt wurde. Die in diesem Kapitel
formulierte diskrete Version des Optimalsteuerproblems (Pb) wird von dem im Ka-
pitel 5.3.4 vorgestellten Algorithmus gelöst.
Die Diskretisierung des Gebiets Ω mit Hexaedern wurde in Kapitel 5.2.2 behandelt.
Wir wählen für das Gebiet Ω˜ ⊂ Ω, das wie oben erwähnt ein Quader ist, folgende
Hexaederform
Ω˜ := [−ra, ra]× [−rb, rb]× [−rc, rc],
mit ra, rb, rc > 0, so dass die Punkte (−ra,−rb,−rc)>, (ra, rb, rc)> in Ω liegen und
die Forderung
|x− y|2 > Rϕ, ∀ x ∈ Ω˜, y ∈ Γ.
erfüllt wird. Dies stellt sicher, dass
supp(ϕ(· − x)) = {y ∈ R3 | ϕ(y − x) 6= 0} ⊆ BRϕ(x) ⊂ Ω ∀x ∈ Ω˜
ist. Wir verwenden somit als eine konkrete Realisierung der Zustandsbeschränkung
g(r j,i) := (r j,ix − ra,−r j,ix − ra, r j,iy − rb,−r j,iy − rb, r j,iz − rc,−r j,iz − rc)>∈R6,
∀ j = 0, ..., N − 1, i = 1, ..., np,
(5.42)
sodass für r j,i ∈ Ω˜, g(r j,i) ≤ 0 gilt.
Als Terme J1(ri(t)),J2(ri(T )) der Zielfunktion (5.1) wählen wir im Folgendem
J1(ri(t)) = 1
2
|ri(t)− rid(t)|22 und
J2(ri(T )) = 1
2
|ri(T )− rie|22.
Wir geben hierbei gewünschte Partikelbahnen rid(t) ∈ R3 zum i-ten Partikel über
den gesamten Zeithorizont t ∈ [0, T ] vor. Darüber hinaus setzen wir eine Endzeit-
bedingung um den Wunsch nachzukommen die Position der Partikel am Zeitpunkt
t = T in den Punkt rie ∈ R3, i = 1, ..., np zu steuern.
Die diskrete Zielfunktion und das diskrete Optimalsteuerproblem, welches von uns
gelöst wird und auf (Pd) basiert, hat somit aus den Kapiteln 5.2-5.3.1 resultierend,
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folgende Gestalt
min
1
2
np∑
i=1
N∑
j=0
w˜i∆t|r j,i − r j,id |22 +
1
2
np∑
i=1
v˜i
∣∣r N,i − r ie ∣∣22 + α2ub>Mub
− µH
np∑
i=1
N∑
j=0
m∑
k=1
w˜i∆t ln(−gk(r j,i))
s.t. p˜ j+
1
2 ,i
d = p˜
j− 12 ,i
d + f˜
d
1 (r
j,i, p˜
j− 12 ,i
d ,η), j = 0, ..., N − 1, i = 1, ..., np,
r j+1,i = r j,i + ∆tpcf˜
d
2 (r
j,i, p˜
j+ 12 ,i
d ,η), j = 0, ..., N − 1, i = 1, ..., np.
Aη = Bub
p˜
− 12 ,i
d =
p i0
mq0
, r 0,i = r i0 , i = 1, ..., np
(P db )
Dabei sind w˜i, v˜i ≥ 0, i = 1, ..., np Gewichte für die einzelnen Zielfunktionsterme
und die Matrix M ist die in (5.13) definierte Randmassenmatrix. Die Diskretisie-
rung der Nebenbedingungen ist in Kapitel 5.2 beschrieben. Hierbei folgt die Dis-
kretisierung der reduzierten Form e aus (5.7), (5.37) und (5.11). Wir setzen hierbei
B h2ub =: vb, wobei die Matrix B ∈ Rns×nb gegeben ist durch
Bi,j :=
{
1, xi = x
b
j ,
0, xi 6= xbj .
(5.43)
Damit lässt sich das diskrete auf die Randsteuerung ub reduzierte Problem angeben
als
min fnb(u
b) := J˜nb(r(ub),ub) =
1
2
np∑
i=1
N∑
j=0
w˜i∆t|r j,i(A−1Bub)− r j,id |22
+
1
2
np∑
i=1
v˜i
∣∣r N,i(A−1Bub)− r ie ∣∣22 + α2ub>Mub
− µH
np∑
i=1
N∑
j=0
m∑
k=1
w˜i∆t ln(−gk(r j,i(A−1Bub)))
s.t. ub ∈ Rnb
(P d,rb )
An dieser Stelle möchten wir noch einige Bemerkungen zu den einzelnen Kompo-
nenten von (P db ) bzw. (P
d,r
b ) machen:
Die mit der Finiten-Elemente Methode diskretisierte schwache Formulierung der
Poisson Gleichung (5.10) findet sich in der Gleichung Aη = Bub wieder, deren
Lösung mit dem standardmäßigen konjugierten Gradientenverfahren (siehe hierfür
z.B. [82, Kapitel 5] und [46, Kapitel 8.4]) bestimmt wird. Die Steifigkeitsmatrix A,
bestehend aus den Gradienten der trilinearen Ansatzfunktionen, ist positiv definit.
Die Berechnung der Lösung des Systems (5.37) findet in den Schritten (3), (6c)
und (6f) von Algorithmus 1 statt. Diese wird zur Neuberechnung der Zielfunktion
in Algorithmus 1 (3), (4) und (6f) benutzt.
Eine Diskussion von Inneren-Punkten-Verfahren im endlich dimensionalen Fall fin-
det sich in großer Ausführlichkeit in dem Buch [82, Kapitel 14, 19] von Nocedal
und Wright und von primal-dualen Inneren-Punkte-Verfahren in [111] wieder. Das
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Update des Homotopie Parameters µH erfolgt durch die in [82, Kapitel 19.3] vor-
geschlagene Strategie, auf die wir in Kapitel 5.3.4 eingehen werden.
In unserer Umsetzung soll die Zulässigkeit, r(t) ∈ Ω˜, sichergestellt werden, sodass
das Barriere Verfahren in unseren Augen die Methode der Wahl ist. Eine Implemen-
tation einer primal-dualen Strategie erscheint sinnvoll. Dies wird jedoch in dieser
Arbeit kein Bestandteil sein. So enthält der Artikel [8] eine konkrete Realisierung ei-
nes primal-dualen BFGS-Innere-Punkte-Verfahren. Man beachte hierbei die größer
werdende Dimension der Systeme und den erhöhten Aufwand diese zu lösen. Somit
belassen wir es in unserer Implementierung bei den von Fiacco und McCormick in
[36, Kapitel 3] vorgestellten primalem Barriere Ansatz.
Um einen genauen Überblick, sowohl über die skalaren und vektoriellen Größen als
auch die auftretenden Matrizen und deren Bedeutungen, zu erhalten, fassen wir alle
Komponenten von unserem Optimierungsproblem (P db ) in Tabelle 5.1 zusammen.
Größen Bedeutung
Zustände
rj,i ∈ R3 Position des i-ten Partikels zum Zeitpunkt tj
p˜j−
1
2 ,i ∈ R3 Impuls des i-ten Partikels zum Zeitpunkt tj− 12
η ∈ Rns Skalarpotential. Lösung der Poisson Gleichung
Steuerung
ub ∈ Rnb Randsteuerung
Matrizen
M∈ Rnb×nb Randmassenmatrix (5.13) der Poisson Gleichung
A ∈ Rns×ns Steifigkeitsmatrix (5.12) der Poisson Gleichung
B ∈ Rns×nb Rechtecksmatrix aus (5.43)
Vorgegebene Vektoren
rj,id ∈ R3 Vorgegebene Trajektorie, i-tes Partikel zu tj
rj,ie ∈ R3 Vorgegebene Endposition, i-tes Partikel zu tN
g(rj,i) ∈ R6 Realisierung (5.42) der Zustandsbeschränkung
Konstanten & Parameter
np ∈ Z+ Anzahl der Partikel
N ∈ R+ Endzeitpunkt tN
∆t ∈ R+ Zeitschritt
pc ∈ R+ Enddimensionalisierungsfaktor
v˜i, w˜i ≥ 0 ∈ R, i = 1, ..., np Gewichtungsfaktoren
α > 0 ∈ R+ Tychonov-Parameter
µh ∈ R+0 Homotopie-Parameter
Tabelle 5.1. Überblick über verwendete Größen und deren Bedeutung
5.3.4. Das globalisierte BFGS-Innere-Punkte Verfahren.
Wir stellen im Folgenden den von uns implementierten Algorithmus zur Lösung
des diskreten Optimierungsproblems (P db ) bzw. (P
d,r
b ) vor. Die einzelnen Aspekte,
die Algorithmus 1 umfasst, finden sich in den jeweiligen Kapiteln entsprechend
ausführlich dargestellt wieder.
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Algorithmus 1 Der Optimierungsalgorithmus
INITIALISIERUNG DES VERFAHRENS:
(1a) Laden des ADiMat runtime environment.
(1b) Laden der physikalischen Konstanten: c, , µ, q,mq0 und Eingabe der
Toleranzen tol1 ≥ 0 und tol2 ≥ 0
(1c) Initialisierung der Optimierungsparameter: Tikhonov Parameter α > 0
und Laden der desired trajectory.
(1d) Initialisierung des Gebiets Ω, Generierung des Hexaedergitters, der
Randmassenmatrix M ∈ Rnb×nb und der Steifigkeitsmatrix A ∈
Rns×ns .
(1e) Initiierung der Randsteuerung ub0 ∈ Rnb .
(1f) Setze i = 0.
BFGS INNERE PUNKTE VERFAHREN:
(2) Initialisierung der inversen BFGS-Update Matrix H0
H0 = I ∈ Rnb×nb ,
des Homotopie Parameter µH0 ≥ 0, der Parameter c1, c2 ≥ 0 für die
Winkelbedingung und des Gebiets Ω˜.
(3) Berechnung des Zustandes R0 ∈ R3np×N geben in (5.54) nach (5.41),
und Bestimmung der Zielfunktion fnb(ub0) nach (5.53).
(4) Bestimmung des Gradienten der reduzierten Zielfunktion ∇fnb(ub0)
nach (5.55).
(5) if ∇fnb(ub0) = 0 dann STOP, else gehe zu (6a) end if.
(6) while |fnb(ubi )− fnb(ubi−1)|2 > tol1 ∧ |∇fnb(ubi )|2 > tol2 (i ≥ 1)
(6a) Berechnung der Quasi Newton Suchrichtung qi = −Hi∇fnb(ubi ).
(6b) if qi der Ungleichung
−∇fnb(ubi )>qi ≥ min{c1, c2|∇fnb(ubi )|2}|∇fnb(ubi )|2|qi|2
genügt (Modifizierte Winkelbedingung), dann setze si = qi, else
setze si = −∇fnb(ubi ) end if.
(6c) Bestimme die Schrittweite τi > 0 mit der Regel von Armijo mit
Parameter β, γ ∈ (0, 1), m = 0, σ0 > 0
while fnb(u
b
i )− fnb(ubi + σmsi) < −γσm∇fnb(ubi )>si
Setze σm+1 = βσm,m = m+ 1
end while
und setze τi = σm.
(6d) Setze ubi+1 = ubi + τisi.
(6e) Update des Homotopie Parameters µHi+1 nach (5.44).
(6f) Berechnung des Zustandes Ri+1 nach (5.41), und Bestimmung
der Zielfunktion fnb(ubi+1) nach (5.53).
(6g) Bestimmung des Gradienten der reduzierten Zielfunktion
∇fnb(ubi+1) nach (5.55).
(6h) if ∇fnb(ubi+1) = 0 dann STOP end if.
(6i) Inverser BFGS UPDATE: di = ubi+1 − ubi , wi = ∇fnb(ubi+1) −
∇fnb(ubi ) und
Hi+1 = Hi +
(di −Hiwi)d>i + di(di −Hiwi)>
d>i wi
− (di −Hiwi)
>wi
(d>i wi)2
did
>
i .
(6j) Setze i = i+ 1.
(7) end while.
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Das Update des Homotopie Parameters in Algorithmus 1 (6f) und die Strategie,
die µHi → 0, i→∞, konvergieren lässt, erfolgt durch
µHi+1 = κi
(g˜i)>zi
m
, mit
κi = 0.1 min
(
0.05
1− ξi
ξi
, 2
)3
,
ξi =
minj=1,...,m[g˜
i]j [z
i]j
(g˜i)>zi
m
,
(5.44)
wie in [82, Kapitel 19.3] beschrieben. Man bezeichnet die j-te Komponente ei-
nes Vektors v mit [v]j , m = 6, und in unserem Fall ist g˜i = (−g(r))i und
zi = µHi (
1
ra ,
1
ra ,
1
rb
, 1
rb
, 1rc ,
1
rc )
>. Hierbei wird der Parameter µHi+1 aggressiv redu-
ziert, falls ξi ≈ 1 ist. Für Parameterwerte µHi , die sehr schnell nahe zur Null ge-
zwungen werden, kann das Verfahren instabil werden bzw. sich der Iterationsverlauf
verlangsamen. Näheres findet der Leser in [82, Kapitel 19].
Man kann auch eine konservative Strategie für den Homotopie Parameter verwen-
den, indem man
µHi+1 = κiµ
H
i , µ
H
i → 0, i→∞,
mit κi ∈ (0, 1) setzt.
In Kapitel 5.6 werden hierzu drei Testbeispiele präsentiert. Im folgenden Abschnitt
betrachten wir zunächst jedoch eine Möglichkeit zur Realisierung der adjungierten
Gleichung und der Gradientengleichung mit Hilfe von automatischem Differenzie-
ren. Danach wird in Kapitel 5.4.7 auf die Berechnung des Gradienten der redu-
zierten Zielfunktion, der in Algorithmus 1 (4) und (6g) benötigt wird, ausführlich
eingegangen.
5.4. Automatisches (Algorithmisches) Differenzieren.
Zunächst werden wir einen kurzen Überblick geben, was man unter Automatischem
Differenzieren versteht. Dabei werden wir den Grundgedanken der hinter dem ex-
akten Differenzieren steht wiedergeben und einen Blick auf die unterschiedlichen
Techniken und Methodiken von (AD) werfen. Man unterscheidet im Wesentlichen
zwei Modi beim Automatischen Differenzieren, nämlich den Vorwärts- und den
Rückwärts-Modus. Im Folgenden nutzen wir die englischen Fachtermini forward
mode und reverse mode. Bei der Umsetzung eines AD-Codes benutzt man entwe-
der so genannte Quelltransformation (source transformation) oder die Methode
der Operatorenüberladung (operator overloading). Empfehlenswerte Literatur zum
Automatischen Differenzieren ist das Buch [45] von Griewank & Walther und die
darin enthaltenen Referenzen. Darüber hinaus gibt die Habilitationsschrift [99] von
Thomas Slawig einen guten Einblick in AD.
5.4.1. Einführung.
Das Automatische Differenzieren, auch Algorithmisches Differenzieren genannt, stellt
eine Programmtransformation dar, die die Semantik eines Programmes wie MAT-
LAB ändert, basierend auf der Kettenregel der Differentialrechnung. Der Grundge-
danke, der hinter dem Automatischen Differenzieren steht, ist der folgende:
• Sei ein Programm A gegeben, das eine Funktion F berechnet.
• Dann generiert AD ein "differenziertes" Programm A′, das sowohl für jeden
Inputwert den Funktionswert berechnet als auch die dazugehörige Jacobi
Matrix J ausgibt.
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Es gilt zu beachten, dass die berechneten Ableitungen exakt (bis auf Maschinen-
genauigkeit) und keine numerischen Approximationen sind. AD ist somit für die
Differenzierung eines diskreten Optimalsteuerproblems sehr geeignet und eine sinn-
volle Alternative im Vergleich zu Differenzieren per Hand. Hierbei wird die Funktion
F als Hintereinanderausführung von elementaren Operationen
y = F = Fk ◦ · · · ◦ F1, k ∈ N (5.45)
aufgefasst, wobei die Ableitungen der elementaren Operationen bekannt sind. Durch
die Kettenregel ergibt sich die Ableitung von F als
J(x) := F ′(x) = F ′k(Fk−1(· · ·F1(x))) · · ·F ′2(F1(x)) · F ′1(x), (5.46)
mit x ∈ Rn und F : Rn → Rm. Der Grundgedanken, der hinter allem steht, ist,
dass die elementaren Ableitungsregeln der Differentialrechnung in einer numeri-
schen Umgebung implementiert werden können.
Es gibt prinzipiell zwei unterschiedliche Methoden, die Berechnung der Jacobi Ma-
trix J durchzuführen:
• Das Überladen der Operatoren, d.h. zusätzlich Ableitungsinformationen
übergeben und Neu-Definition der elementaren Operationen (Operatoren-
überladen).
• Die zusätzliche Generierung von neuem Quellcode (Quelltransformation).
5.4.2. Operatorenüberladen.
Die Technik ist ein Merkmal objektorientierter Programmiersprachen, bei der ma-
thematische Operatoren und Funktionen überladen werden, d.h., dass man ihnen
für verschiedene Datentypen verschiedene Bedeutungen zuordnet. Hierzu definiert
man Datentypen der Form
X := (x,x′),
bestehend aus einer Variablen und deren Ableitung. In und für die zweite Kom-
ponente implementiert man die Differentationsregeln. Somit erfolgt die Funktions-
wertberechnung y = F (x) und deren Ableitung y′ = F ′(x) gleichzeitig durch Aus-
führen des ursprünglichen in der Struktur unveränderten Programms. Es wird zu
Beginn des Verfahrens x′ = S als Initialisierungsmatrix gesetzt, in Kontext des
Automatischen Differenzierens auch Seed Matrix S genannt. Nach Durchführung
der Differenzierung der einzelnen Operationen erhält man am Ende den Datentyp
Y = (y, y′), in dessen erster Komponente der Funktionswert berechnet wurde und
in dessen zweiter Komponente die partielle Ableitung y′ = JS zu finden ist, wobei
J die Jacobi Matrix von F darstellt. Eine Einführung in AD unter dem Gesichts-
punkt der objekt-orientierten Programmierung und eine konkrete Umsetzung des
Ansatzes der Operatorenüberladung in MATLAB ist in Neidinger [76] gegeben.
5.4.3. Quelltransformation.
Der Quelltransformations-Ansatz analysiert zunächst den vorhandenen Code und
die zu ableitenden Programmteile. Der wesentliche Unterschied zum Operatoren-
überladen ist, dass neuer, zusätzlicher Quellcode generiert wird. Bei diesem Ansatz
können eben jene Variablen identifiziert werden, für die derivative objects benötigt
werden, und die einzelnen Terme, in denen diese auftreten, deren Ableitungen eben-
so berechnet werden müssen. Es wird also hierbei explizit neuer Code erstellt, der
sowohl die ursprüngliche Funktion als auch deren jeweils gewünschten partiellen
Ableitungen enthält. Der Vorteil der Quelltransformation gegenüber der Operator-
überladung liegt in ihrer Effizienz, sie erfordert jedoch einen wesentlich höheren
implementatorischen Aufwand, vergleichbar mit dem Implementieren symbolischer
126 5.4 Automatisches (Algorithmisches) Differenzieren
Differentationtools. Eine ausführliche Beschreibung der verschiedenen Arten der
Quelltransformation findet sich in [45, Kapitel 6.2] wieder.
Wir führen unter Berücksichtigung der Hintereinanderausführung (5.45) von F fol-
gende Notation ein
Vorschrift 5.4.1. Es sei gegeben
(x−(n−1), ..., x0) := x, x ∈ Rn
xi := Fi(x−(n−1), ..., xi−1), i = 1, ..., k
y := F (x) = xk.
Dann bestimmt sich die Ableitung der einzelnen Komponenten nach der Kettenregel
zu
x′i =
i−1∑
j=−(n−1)
∂Fi(x−(n−1), ..., xi−1)
∂xj
x′j , i = 1, ..., k.
Hierbei gilt x′j = 0, falls Fi nicht von xj abhängt. Somit muss die Summe nur über
die Indizes j genommen werden, deren Variable xj ein direkter Vorgänger von xi
ist. Dann lässt sich die Relation
j ≺ i ⇔ xi hängt direkt von xj ab,
definieren und die Summenformel reduziert sich zu
x′i =
∑
j≺i
∂Fi ((xj)j≺i)
∂xj
x′j , i = 1, ..., k. (5.47)
Damit gilt F ′(x) = x′k. Die Quelltransformation stellt dann eine Methode dar, die
Berechnung der Jacobi Matrix x′k mittels (5.47) durchzuführen.
5.4.4. Die verschiedenen AD Modi: Vorwärts - vs. Rückwärts Modus.
Die Berechnung und Auswertung von (5.46) kann prinzipiell in beiden Richtungen
passieren, d.h. entweder vorwärts von i = 1, ..., k (Vorwärtsmodus) oder rückwärts
von i = k, ..., 1 (Rückwärtsmodus). Dies wollen wir an einem Beispiel illustrieren.
Betrachten wir hierzu die elementare Modellfunktion F , deren Ableitung bestimmt
werden soll, gegeben durch
F : R3 → R mit F (x) = (x1 + x2)x1x3. (5.48)
Vorwärtsmodus
Setzen wir die zu der im vorherigen Abschnitt modifizierten Vorschrift
Vorschrift 5.4.2. Es sei gegeben (in Pseudocode)
x0 := x x ∈ Rn
for i = 1 : k
xi = Fi(xi−1)
end for
y := F (x) = xk,
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so erhält man für die Jacobi Matrix der Hintereinaderausführung (5.45)
F ′(x) =
k∏
l=1
F ′l (xl−1) = F
′
k(xk−1)x
′
k−1.
Wir definieren hierbei die Zwischenwerte
x′j := F
′
j(xj−1) · · ·F ′1(x0), j ∈ {1, ..., k} (5.49)
Hierbei berechnet sich das Produkt von vorne F ′1(x0) nach hinten F ′k(xk−1). Dieser
Modus wird Vorwärtsmodus (forward mode) genannt.
Die Ausgabevariable y, deren Ableitung bestimmt werden soll, nennt man beim Au-
tomatischen Differenzieren abhängige Variable. Die Variablen bzgl. die man diffe-
renziert, in dieser verwendeten Notation x, werden unabhängige Variablen genannt.
Als Initialisierungsmatrix im forward mode, sogenannte Seed Matrix S, setzt man
x′ := x′0 =
dx0
dx
= S.
Man erhält mit dieser Notation i.A. die Richtungsableitung in Richtung S
y′ = x′k = F
′(x)S. (5.50)
Die Wahl der seed matrix S (für den Fall F : Rn → Rm, F ′(x) ∈ Rm×n) ist von
entscheidender Bedeutung:
• S = ej , j ∈ 1, ..., n: partielle Ableitung, j-te Spalte der Jacobi Matrix,
• S = v: Richtungsableitung in Richtung v,
• S = (ej)nj=1: volle Jacobi-Matrix.
Wir verdeutlichen dies nun am Beispiel (5.48). Als Auswertungsstelle verwenden wir
den Vektor a ∈ R3 mit Komponenten a1, a2, a3. Der forward mode hat folgenden
Ablauf:
F (a), F ′x=a y = F3(x2) x
′
3 = F
′
2(x2)x
′
2
x2 = F2(x1)
OO
x′2 = F
′
2(x1)x
′
1
OO
x1 = F1(x0)
OO
x′1 = F
′
1(x0)x
′
0
OO
a
forward pass
OO
x0 = a
OO
x′0 = S
OO
Der forward pass hat dabei folgende Gestalt
x0 = a, x
′
0 = S =
1 0 00 1 0
0 0 1
 ,
x1 = F1(x0) =
(x0)1(x0)1(x0)1(x0)2
(x0)3
 =
a1a1a1a2
a3
 F ′1(x0) =
2(x0)1 0 0(x0)2 (x0)1 0
0 0 1
 ,
x2 = F2(x1) =
(
(x1)1(x1)3
(x1)2(x1)3
)
=
(
a1a1a3
a1a2a3
)
F ′2(x1) =
(
(x1)3 0 (x1)1
0 (x1)3 (x1)2
)
y = F3(x2) = ((x2)1 + (x2)2) = ((a1 + a2)a1a3),F
′
3(x2) = (1, 1).
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Wir erhalten für die Ableitung von F an der Stelle a
F ′(x)|x=a = (x′3)> =
2a1a3 + a3a2a1a3
a21 + a1a2
 .
Bemerkung 5.4.3. Man beachte, dass in diesem Fall mit F ′(x)> ∈ R1×n mit
m = 1 alle Produktterme F ′l (xl−1)x
′
l−1 mit l = 1, ..., 2 Matrizen sind. Im Fall, dass
man die Produktterme von hinten nach vorne berechnet (Rückwärtsmodus), sind
alle Komponenten des Produktes Vektoren. Dies führt uns zum reverse mode.
Rückwärtsmodus
Man definiert sich hierbei unter Verwendung von (5.49) und Vorschrift 5.4.2 als
Zwischenwerte:
x¯>j :=
dy
dxj
=
k∏
i=j+1
F ′i (xi−1).
Damit gilt x¯>j = x¯>j+1F ′j+1(xj) und die Rekursionsformel
x¯j−1 = F ′j(xj−1)
>x¯j , j = k, ..., 1.
Die seed -Matrix ist im reverse mode gegeben durch
y¯ := x¯k =
(dxk
dxk
)>
= S,
und die x¯j werden die adjungierten Variablen genannt. Die gesuchte Richtungs-
ableitung ist somit gegeben durch
y′ = x¯>0 = S
>F ′k(xk−1) · · ·F ′1(x0) = S>F ′(x). (5.51)
Die Wahl der seed matrix S (für den Fall F : Rn → Rm, F ′(x) ∈ Rm×n) ergibt in
diesem Fall:
• S = ej , j ∈ {1, ...,m}: j-te Zeile der Jacobi Matrix,
• S = (ej)mj=1: volle Jacobi-Matrix.
Die Ableitung der elementaren Beispielfunktion F in (5.48) lässt sich im reverse
mode wie folgt berechnen.
F (a), y = F3(x2) x¯3 = S = 1

F¯
reverse pass

x2 = F2(x1)
OO
x¯2 = F
′
3(x2)
>x¯3

x1 = F1(x0)
OO
x¯1 = F
′
2(x1)
>x¯2

a
forward pass
OO
x0 = a
OO
x¯0 = F
′
1(x0)
>x¯1 x¯0
Im forward pass finden die Auswertung
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x0 = a, ,
x1 = F1(x0) =
(x0)1(x0)1(x0)1(x0)2
(x0)3
 =
a1a1a1a2
a3
 F ′1(x0) =
2(x0)1 0 0(x0)2 (x0)1 0
0 0 1
 ,
x2 = F2(x1) =
(
(x1)1(x1)3
(x1)2(x1)3
)
=
(
a1a1a3
a1a2a3
)
F ′2(x1) =
(
(x1)3 0 (x1)1
0 (x1)3 (x1)2
)
y = F3(x2) = ((x2)1 + (x2)2) = ((a1 + a2)a1a3),F
′
3(x2) = (1, 1).
statt. Im reverse pass berechnet man
F¯ = x¯3 = S = 1,
x¯0 = F
′
1(x0)
>x¯1 =
2a1a3 + a3a2a1a3
a21 + a1a2
 .
Damit ergibt sich die Ableitung zu
F ′(x)|x=a = x¯0.
Im AD Kontext werden die Variablen F¯ , x¯3, x¯2, x¯1, x¯0 adjungierte Variablen ge-
nannt. Die Seed -Matrix S entspricht dem Skalar 1. Die adjungierten Variablen sind
nun in unserem Beispiel Vektoren und keine Matrizen. Man nennt die im reverse
mode differenzierte Funktion adjungiertes Modell. Die adjungierte Variable x¯0 stellt
die zu bestimmende Jacobi Matrix dar.
Damit lässt sich folgende Direktive in der Verwendung beider Modi angeben. Ist
die Dimension der Inputvariable n < m, so ist der Vorwärtsmodus die Methode
der Wahl. Falls m < n, dann ist der Rückwärtsmodus das effektivere Verfahren, die
Jacobi Matrix zu berechnen. Somit bietet sich der Rückwärtsmodus im Falle einer
Funktion F : Rn → R an. Der Nachteil dieses Modus ist der sehr erhöhte Speicher-
bedarf. Neben dem Rückwärtsaufruf der einzelnen F ′i ist eine Vorwärtsauswertung
der Funktionswerte nötig, d.h. eine Speicherung der Werte xi wird notwendig.
Für Optimalsteuerprobleme ist der Rückwärtsmodus unter Berücksichtigung eines
reduzierten Zielfunktionals J : Rn → R, geeignet. Im Kontext der optimalen Steue-
rung von Differentialgleichungen findet sich darüber hinaus die gleiche Struktur
wieder, nämlich die Lösung der Zustandsgleichung vorwärts und die Lösung der
adjungierten Gleichung rückwärts in der Zeit.
Der reverse mode benötigt aufgrund des forward pass zusätzlichen Speicherbedarf
ist jedoch sehr effizient im Hinblick auf die Rechenzeit verglichen mit dem forward
mode, falls die Dimension der Eingabevariablen deutlich die Dimension der berech-
neten Funktionswerte, d.h. der abzuleitenden Funktion, übersteigt. Im konkreten
Beispiel hat die seed matrix S des forward mode die Dimension 3×3 im reverse mode
ist dies nur ein Skalar. Die Nulleinträge der Matrix S im forward mode bei großer
Dimension der Eingabevariablen (im Vergleich zur Ausgabe) führen deshalb zu ei-
ner großen numerischen Ineffizienz . Vor allem die Durchführung von elementaren
Operationen ist in diesem Zusammenhang sehr kostenintensiv.
Die Kosten der Berechnung des forward mode sind für n unabhängige Ausgangs-
variablen in der Größenordnung von (n + 1)-Mal der Kosten der einfachen Funk-
tionswertberechnung von f gegeben, da bei jedem elementaren Schritt n Einträge
zusätzlich zu der Wertberechnung entstehen. Im Gegensatz hierzu lassen sich die
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Berechnungskosten des reverse mode durch k-Mal die Kosten der Funktionswertbe-
rechnung von f , mit einer Konstanten k > 0 unabhängig von n, charakterisieren.
Weitere Informationen finden sich in [45, Kapitel 3.1/4.5], [44] und [99].
5.4.5. Verwendetes AD-Tool ADiMat.
Die von uns verwendete AD-Software ADiMat ist ein Hybrid-Ansatz, d.h. sie macht
sich sowohl die Quelltransformation als auch das Operatorenüberladen zunutze und
ist ein speziell für MATLAB entwickeltes Programm. Im AD-Tool sind sowohl der
Vorwärts- als auch der Rückwärtsmodus verfügbar. Hierbei macht sich ADiMat vor
allem die cell array class von MATLAB zunutze, in der die Richtungsableitungen
hinterlegt werden. Die Daten können dabei von unterschiedlicher Form und Typ
sein. Der Abruf der Daten erfolgt wie bei Matrizen Index basiert.
Das Programm ADiMat wird in [15] vorgestellt, worin auch dessen numerische
Effizienz untersucht wird. Im Wesentlichen gibt es zwei Typen von Funktionen, die
in ADiMat die Jacobi Matrix J berechnen. Über das sogenannte high level user
interface sind folgende Aufrufe möglich:
• admDiffVFor(@f,S, arg1,...,argN,opts): Funktion, die den Vorwärts-
modus benutzt. Als Ausgabe erhält man das Matrizenprodukt aus Jacobi
Matrix und Saatmatrix J · S, hierzu wird als Input die zu differenzieren-
de Funktion f , die Seed -Matrix S und die Auswertungsstellen arg1,...
benötigt. Die Übergabe der Funktion f erfolgt mittels function handle.
• admRevFor(@f,S, arg1,...,argN,opts): Funktion, die den reverse mode
umsetzt. Als Ausgabe erhält man das Matrizenprodukt aus Saatmatrix und
Jacobi Matrix S · J . Die Eingabeparameter sind die Gleichen wie beim
forward mode.
• Zusätzlich lassen sich die einzelnen Ableitungsschritte hin zur Jacobi Matrix
J mit der Funktion admTransform manuell berechnen. Diese Funktionalität
stellt sich im späteren Verlauf als sehr nützlich heraus.
Der Aufruf und die Initialisierung des ADiMat runtime environment erfolgt im
Algorithmus 1 in Schritt (1a).
5.4.6. Umsetzung in ADiMat.
Wir werden nun den in ADiMat implementierenden reverse mode genauer unter-
suchen und vor allem zeigen wie man einzelne partielle Ableitungen, die per Hand
einfach zu berechnen sind, in den von ADiMat generierten Quellcode einsetzen
kann. Wir studieren folgende Funktion. Sei x ∈ R3 und f, g, h : R3 → R3 mit
f(x) := g(x) + h(x), (5.52)
mit h(x) = x2. Wir verwenden folgenden Funktionsaufruf
function f= testfu(x)
u= g(x);
f= u +x.^2;
Die Testfunktion in diesem Beispiel ist aus Gründen der Übersichtlichkeit so einfach
wie möglich gehalten. Aufgrund dieser Strukturierung bietet uns die Quellcodege-
nerierung von ADiMat in wenigen Schritten die Möglichkeit, von Hand abgeleitete
partielle Ableitungen in den Code einzubauen. Man erhält von ADiMat den folgen-
den MATLAB Code A′ (in den wesentlichen Auszügen wiedergegeben)
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% Parameters:
% - dependents=f
% - independents=x
% - inputEncoding=ISO-8859-1
% - output-mode: plain
% - output-file: outputs/a_testfu.m
% - output-file-prefix:
% - output-directory: outputs
%
% Functions in this file: a_testfu, rec_testfu,
% ret_testfu, a_g, rec_g,
% ret_g
%
function [a_x nr_f] = a_testfu(x, a_f)
...
a_x = adimat_adjsum(a_x, tmpadjc1);
end
function f = rec_testfu(l x)
...
end
function a_x = ret_testfu(a_f)
...
end
function [a_x nr_u] = a_g(x, a_u)
...
end
function u = rec_g( x)
% Berechnung des Funktionswerts u
% Ablegen von u und x im stack
adimat_push(u, x);
end
function a_x = ret_g(a_u)
% Aufrufen der im stack abgelegten Daten x und u
[x u] = adimat_pop;
% Initialisierung der Strukturen der partiellen Ableitungen
a_x = a_zeros1( x);
if nargin < 1
a_u = a_zeros1(u);
end
% Berechnung von Richtungsableitung
a_x
end
Es gibt folgende wesentlichen Bestandteile im oben dargestellten Code A′:
• Berechnung des Funktionswertes und der Jacobi Matrix, bzw. Komponen-
ten der Jacobi Matrix von f im Punkt x in a_testfu(x, a_f)
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• Berechnung des Funktionswertes von f in x in rec_testfu(x)
• Bereitstellung der Jacobi Matrix in ret_testfu(a_f)
• Berechnung der in der Funktion f aufgerufenen Unterfunktionen und deren
Ableitungen in a_g(x, a_u), rec_g(x) und ret_g(a_u)
• Es gilt zu beachten: Die berechneten Ableitungen von der Unterfunktion
ret_g(a_u) werden in der Hauptfunktion a_testfu(x, a_f) abgerufen
Der letzte oben angesprochene Punkt ermöglicht es, einen von Hand hergeleite-
te partielle Ableitungen in die Quelltransformation einzufügen. Man kann also
die Struktur des AD Codes A′ verwenden und in den Funktionen rec_g(x) und
ret_(a_u) eigene Ableitungen einbinden. Dies ergibt für die Funktion (5.52) fol-
genden MATLAB Code.
% Parameters:
% - dependents=f
% - independents=x
% - inputEncoding=ISO-8859-1
% - output-mode: plain
% - output-file: outputs/a_testfu.m
% - output-file-prefix:
% - output-directory: outputs
%
% Functions in this file: a_testfu, rec_testfu,
% ret_testfu, a_g, rec_g,
% ret_g
%
function [a_x nr_f] = a_testfu(x, a_f)
u = rec_g(x);
tmpca1 = x .^ 2;
f= u + tmpca1;
nr_f = f;
[a_u a_tmpca1 a_x] = a_zeros(u, tmpca1, x);
if nargin < 2
a_f = a_zeros1(f);
end
a_u = adimat_adjsum(a_u, adimat_adjred(u, a_f));
a_tmpca1 = adimat_adjsum(a_tmpca1, adimat_adjred(tmpca1, a_f));
a_x = adimat_adjsum(a_x, adimat_adjred(x, 2 .* x.^1 .* a_tmpca1));
[tmpadjc1] = ret_g(a_u);
a_x = adimat_adjsum(a_x, tmpadjc1);
end
function f = rec_testfu(x)
...
end
function a_x = ret_testfu(a_f)
...
end
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function [a_x nr_u] = a_g(x, a_u)
...
end
function u = rec_g(x)
u = 2 * x;
uJacobi= 2*eye(3);
adimat_push(u, x,uJacobi);
end
function a_x = ret_g(a_u)
[uJacobi x u] = adimat_pop;
a_x = a_zeros1(x);
if nargin < 1
a_u = a_zeros1(u);
end
a_x{1} = a_u{1}*uJacobi;
a_x{2} = a_u{2}*uJacobi;
a_x{3} = a_u{3}*uJacobi;
end
Die Hauptfunktion des generierten MATLAB files a_testfu(x,a_f) mit seed ma-
trix S=a_f ruft sowohl
u = rec_g(x)
auf (Abruf des Funktionswertes von g an der Stelle x) als auch
[tmpadjc1]=ret_g(a_u)
auf (Abruf der Ableitung von g mit seed matrix S=a_u). Dabei ist die Funktion
a_testfu(x,a_f) wie folgt strukturiert:
• Bestimmung des Funktionswertes nr_f
• Bestimmung der Ableitung von x2
• Aufrufen der Ableitungsinformationen von u mittels ret_g(a_u)
• Addition beider Jacobi Matrizen mit Hilfe von adimat_adjsum
Die von uns in dem ADiMat Code integrierten Ableitungen sind in den letzten
beiden Funktionen wiederzufinden:
• function u = rec_g(x): Es lassen sich in dieser Funktion nun beliebige
Funktionen realisieren und implementieren (hier als Beispiel: g(x) = 2x).
Wir berechnen hierbei ebenso die Jacobi Matrix uJacobi von g. Des Weite-
ren nutzen wir die vom ADiMat runtime environment mitgelieferte Funkti-
on adimat_push, die die einzelnen Werte auf einen Stapel legt (Zu beachten:
Die Reihenfolge der auf den stack gelegten Werte).
• function a_x =ret_g(a_u): Zunächst ruft die Funktion adimat_pop die
Werte in umgekehrter Reihenfolge vom stack ab. Die partielle Ableitung
a_x wird initialisiert. Man speichert dann im cell array object und mittels
Aufruf der einzelnen Zellen durch {·}, die jeweiligen partiellen Ableitungen.
In der Habilitationsschrift [99, Kapitel 3.3.2] findet sich eine Betrachtung von Un-
terprogrammen wieder, deren Ableitungen bekannt sind. Als Vergleich zu der in
ADiMat generierten Datei a_testfu(x,a_f) im reverse mode soll der Vollständig-
keit halber der vom forward mode genierte Code angegeben werden.
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% Parameters:
% - dependents=f
% - independents=x
% - inputEncoding=ISO-8859-1
% - output-mode: plain
% - output-file: outputs/d_testfu.m
% - output-file-prefix:
% - output-directory: outputs
%
% Functions in this file: d_testfu, d_g
%
function [d_f f] = d_testfu(d_x, x)
[d_u u] = d_g(d_x, x);
d_tmpca1 = adimat_opdiff_epow_right(d_x, x, 2);
tmpca1 = x .^ 2;
d_f = adimat_opdiff_sum(d_u, d_tmpca1);
f = u + tmpca1;
end
function [d_u u] = d_g(d_x, x)
d_u = adimat_opdiff_mult_left(2, d_x, x);
u = 2 * x;
end
Man sieht auf dem ersten Blick, dass blued_testfu(d_x,x) einen wesentlich kür-
zeren Quellcode besitzt als bluea_testfu(x,a_f). Hierbei ist die seed matrix im
ersten Inputargument mit S=d_x gegeben. Das zweite Argument x ist die Auswer-
tungsstelle. Die Kompaktheit des im forward mode differenzierten Programms legt
dessen Überlegenheit gegenüber dem reverse mode nahe, falls die Dimension n der
Eingabevariable sich nicht wesentlich von der Dimension (bezeichnet mit m) von
f(x) unterscheidet. Falls jedoch n  m ist, empfiehlt es sich nach Kapitel 5.4.4
den revers mode zu verwenden.
Zum Abschluss der Betrachtungen zu dem AD-tool ADiMat soll noch in aller Kürze
aufgezeigt werden, wie der von ADiMat differenzierte Code A′ in MATLAB ausge-
führt werden kann. Die durch den forward mode erzeugte Datei d_testfu(d_x,x)
kann durch folgende Befehle aufgerufen werden (mit Hilfe des ADiMat runtime
environments)
x = [1 2 3]; % Auswertungsstellen
adimat_derivclass(’vector_directderivs’); % derivative class
d_x = createSeededGradientsFor(eye(3),[1 1 1]); % Initialisierung
[d_f f] = d_testfu(d_x,x); % Ausfuehren des Codes
f; % Funktionswert
J = admJacFor(d_f); % Jacobi Matrix
Im reverse mode ergibt sich für a_testfu(x,a_f) folgender Aufruf
x = [1 2 3]; % Auswertungsstellen
adimat_derivclass(’opt_derivclass’); % derivative class
a_f = createSeededGradientsRev(eye(3),[1 1 1]); % Initialisierung
[a_x f] = a_testfu(x,a_f); % Ausfuehren des Codes
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f; % Funktionswert
J = admJacRev(a_x); % Jacobi Matrix
Bemerkung 5.4.4. Die Generierung des neuen ADiMat Quellcode A′ erfolgt in
MATLAB durch das Senden des zu differenzierenden Programms an einen code
transformation server. Dieser generiert den differenzierten Code A′ und speichert
diesen in einen anzugebenden Pfad unter der Funktion A’=a_A ab (im Falle, dass
der reverse mode verwendet wird). Mittels dem installierten runtime environment
lässt sich das Programm A′ ausführen. Der große Vorteil der Quellcodegenerierung
besteht darin, dass nachdem A′ generiert wurde, der generierte Code einfach auf-
gerufen werden kann.
Bemerkung 5.4.5. In ADiMat lassen sich dünnbesetzte Matrizen (sparsity pat-
terns) mit der Option opts.JPattern effizienter lösen. Außerdem bietet ADiMat
sowohl ein high level user interface zur Berechnung von Hesse Matrizen, Taylor Ko-
effizienten von Funktionen als auch Finite Differenzen Methoden zur Bestimmung
von Ableitungen.
5.4.7. AD für das Optimalsteuerproblem.
In diesem Abschnitt werden wir auf die Umsetzung des Optimierungsalgorithmus
eingehen und aufzeigen, wie sich der Gradient der Zielfunktion in Algorithmus 1 (4)
und (6g) berechnet. Der Gradient wird in unserem Algorithmus sowohl im BFGS
Update (Algorithmus 1 (6i)) als auch im Falle des modifizierten Winkeltests (Al-
gorithmus 1 (6b)) benötigt. Blicken wir zuerst auf das Zielfunktional, das wir in
seiner diskreten Variante auf die Randsteuerung ub reduzieren.
Das Zielfunktional hat nach (P d,rb ) und nach Einführung eines Tensors der dritten
Stufe R die Gestalt
fnb(u
b) = J˜nb(R(A−1Bub),ub) =
1
2
np∑
i=1
N∑
j=0
w˜i∆t|r j,i(A−1Bub)− r j,id |22
+
1
2
np∑
i=1
v˜i
∣∣r N,i(A−1Bub)− r ie ∣∣22 + α2ub>Mub
− µH
np∑
i=1
N∑
j=0
m∑
k=1
w˜i∆t ln(−gk(r j,i(A−1Bub))),
(5.53)
wobei np die Anzahl der Partikel darstellt und die Zielfunktion sowohl aus ei-
ner tracking-type Formulierung über das gesamte Zeitintervall als auch aus einer
Endzeitbedingung für die Position der Partikel besteht. Wir schreiben R, dessen
Komponenten Rijn (Komponente zum i-ten Partikel, zum j-ten Zeitpunkt und zur
n-ten Ortskomponenten von r) sind, in der Matrixschreibweise (5.54). Die Parame-
ter w˜i, v˜i ≥ 0, i = 1, ..., np, stellen Gewichtungsfaktoren dar. Wir summieren einen
Kontrollkostenterm mittels adäquat gewähltem Tychonov Parameter α > 0 hinzu.
Dabei bestehen die jeweiligen Positionen der i-ten Partikel zum j-ten Zeitpunkt
aus r j,i = (rj,ix , rj,iy , rj,iz )> ∈ R3, r j,id = ((rj,id )x, (rj,id )y, (rj,id )z)> ∈ R3 und r j,ie =
((rj,ie )x, (r
j,i
e )y, (r
j,i
e )z)
> ∈ R3, versehen mit Koordinaten x = (x, y, z)> ∈X.
Die Lösungsvektor des Poisson Problems bezeichnen wir mit η ∈ Rns gegeben durch
η = A−1Bub. Den oben eingeführten Tensor dritter Stufe fassen wir im Folgenden
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als
R :=

r10x · · · r1Nx
...
...
...
r
np0
x · · · rnpNx
r10y · · · r1Ny
...
...
...
r10z · · · r1Nz
...
...
...
r
np0
z · · · rnpNz

∈ R3np×(N+1) (5.54)
auf. Es gilt nun die Form des Gradienten der reduzierten Formulierung fnb(ub) zu
beschreiben. Hierbei geben wir an, an welcher Stelle das automatische Differenzieren
(in Kapitel 5.4.1-5.4.6 beschrieben) uns bei der Findung der Ableitung weiterhilft
und wie hierbei die Saatmatrix S (Kapitel 5.4.4) zu wählen ist. Abschließend werden
wir einen Algorithmus zur Bestimmung des Gradienten, der für Algorithmus 1
benötigt wird, angeben. Zunächst bestimmt man die Richtungsableitung von fnb
in Richtung h ∈ Rnb und erhält
f ′nb(u
b)h =
np∑
i=1
N∑
j=0
∆tw˜i
(
(rijx (A−1Bub)− (rijd )x)rij
′
x (A−1Bub)A−1Bh
+ (rijy (A−1Bub)− (rijd )y)rij
′
y (A−1Bub)A−1Bh
+ (rijz (A−1Bub)− (rijd )z)rij
′
z (A−1Bub)A−1Bh
)
+
np∑
i=1
v˜i
((
r iNx (A−1Bub)− (r ie )x
)
r iN
′
x (A−1Bub)A−1Bh
+
(
r iNy (A−1Bub)− (r ie )y
)
r iN
′
y (A−1Bub)A−1Bh
+
(
r iNz (A−1Bub)− (r ie )z
)
r iN
′
z (A−1Bub)A−1Bh
)
+ αub
>Mh
+ µH
np∑
i=1
N∑
j=0
m∑
k=1
∆tw˜i
(
(g′k(r
ij(A−1Bub)))xr ij′x (A−1Bub)A−1Bh
gk(r ij(A−1Bub))
+
(g′k(r
ij(A−1Bub)))yr ij′y (A−1Bub)A−1Bh
gk(r ij(A−1Bub))
+
(g′k(r
ij(A−1Bub)))zr ij′z (A−1Bub)A−1Bh
gk(r ij(A−1Bub))
)
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wobei rij
′
x die Ableitung von η 7→ rijx (η) darstellt, sodass rij
′
x ∈ R1×ns . Somit ergibt
sich der Gradient der reduzierten Zielfunktion fnb(ub) zu
∇fnb(ub) = B>A−>
( np∑
i=1
N∑
j=0
∆tw˜i
(
∇rijx (A−1Bub)(rijx (A−1Bub)− (rijd )x)
+∇rijy (A−1Bub)(rijy (A−1Bub)− (rijd )y)
+∇rijz (A−1Bub)(rijz (A−1Bub)− (rijd )z)
)
+
np∑
i=1
v˜i
(∇r iNx (A−1Bub)(r iNx (A−1Bub)− (r ie )x)
+∇r iNy (A−1Bub)
(
r iNy (A−1Bub)− (r ie )y
)
+∇r iNz (A−1Bub)
(
r iNz (A−1Bub)− (r ie )z
))
+ µH
np∑
i=1
N∑
j=0
m∑
k=1
∆tw˜i
(∇r ijx (g′k(r ij(A−1Bub)))x
gk(r ij(A−1Bub))
+
∇r ijy (g′k(r ij(A−1Bub)))y
gk(r ij(A−1Bub)) +
∇r ijz (g′k(r ij(A−1Bub)))z
gk(r ij(A−1Bub))
))
+ αM>ub.
(5.55)
Wir berechnen den Gradienten von fnb(ub) durch die Durchführung der Schritte,
die in Algorithmus 2 ausgeführt sind. Dabei leitet AD die in der Zielfunktion fnb(ub)
stehende Position rij der Partikel ab und generiert somit
∇rijx (η),∇rijy (η),∇rijz (η) ∈ Rns , i = 1, .., np, , j = 0, ..., N,
wobei die linearen Terme von (5.40) per Hand im Stil von Kapitel 5.4.6 in den von
ADiMat generierten Code eingefügt werden.
Bei der Berechnung der einzelnen Gradienten in Algorithmus 2 Schritt (3) muss
ein besonderes Augenmerk auf die Bereitstellung der seed matrix, die von ADiMat
benötigt wird, gelegt werden. Die mit ADiMat generierte Jacobi Matrix hat die
Gestalt
J =

∂r10x
∂η1
∂r10x
∂η2
· · · ∂r10x∂ηns
...
...
...
...
∂r1Nx
∂η1
∂r1Nx
∂η2
· · · ∂r1Nx∂ηns
...
...
...
...
∂r
npN
x
∂η1
∂r
npN
x
∂η2
· · · ∂rnpNx∂ηns
∂r10y
∂η1
∂r10y
∂η2
· · · ∂r
10
y
∂ηns
...
...
...
...
∂r
npN
z
∂η1
∂r
npN
z
∂η2
· · · ∂rnpNz∂ηns ,

mit Dimension R3np(N+1)×ns . Die Wahl der seed matrix ist daher von entscheiden-
der Bedeutung. So initialisieren wir die seed matrix S durch
S =
(
aS10, a
S
21, · · · , aSnpN , bS10, · · · , bSnpN , cS10, · · · , cSnpN
)
∈ R1×3np(N+1)
(5.56)
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Algorithmus 2 Bestimmung des Gradienten der reduzierten Zielfunktion
(1) Bestimmung der Lösung der Poisson Gleichung:
Aη = Bub ∈ Rns
mit konjugiertem Gradientenverfahren (siehe Kapitel 5.2.2).
(2) Berechnen der Einträge von R: Auswertung der Integrale. Verwendung des
kompakten Support der ausgeschmierten Delta-Distribution führt mittels
Boris Schema zur Bestimmung des Impulses und der Position der Partikel.
Die Ausführung folgt dem Kapitel 5.2.3.
(3) Setzen der seed matrix S, die durch (5.56) gegeben ist. Bestimmen der
Gradienten
∇rijx (η),∇rijy (η),∇rijz (η) ∈ Rns , i = 1, .., np, , j = 0, ..., N
mit dem reverse mode von ADiMat, wobei die Ableitung der linearen Be-
standteile des Systems per Hand, wie in Kapitel 5.4.6 beschrieben, durch-
geführt wird.
(4) Bestimme
w =
np∑
i=1
N∑
j=0
∆tw˜i
(
∇rijx (A−1Bu)(rijx (A−1Bub)− (rijd )x)
+∇rijy (A−1Bub)(rijy (A−1Bub)− (rijd )y)
+∇rijz (A−1Bub)(rijz (A−1Bub)− (rijd )z)
)
+
np∑
i=1
v˜i
(∇r iNx (A−1Bub)(r iNx (A−1Bub)− (r ie )x)
+∇r iNy (A−1Bub)
(
r iNy (A−1Bub)− (r ie )y
)
+∇r iNz (A−1Bub)
(
r iNz (A−1Bub)− (r ie )z
))
+ µH
np∑
i=1
N∑
j=0
m∑
k=1
∆tw˜i
(∇r ijx (A−1Bub)(g′k(r ij(A−1Bub)))x
gk(r ij(A−1Bub))
+
∇r ijy (A−1Bub)(g′k(r ij(A−1Bub)))y
gk(r ij(A−1Bub)) +
∇r ijz (A−1Bub)(g′k(r ij(A−1Bub)))z
gk(r ij(A−1Bub))
)
(5) Berechnen der Adjungierten p ∈ Rns
A>p = w ∈ Rns
mittels konjungiertem Gradientenverfahren.
(6) Bestimme
∇fnb(ub) = B>p+ αM>ub ∈ Rnb ,
mit symmetrischer RandmassenmatrixM und Tikhonov Parameter α > 0.
wobei die einzelnen Komponenten sich schreiben lassen als
aSij = ∆tw˜i
(
(rijx − (rijd )x) + µH
m∑
k=1
∇(gk)x
gk(r ij)
)
für i = 1, ..., np, j = 0, ..., N − 1
bSij = ∆tw˜i
(
(rijy − (rijd )y) + µH
m∑
k=1
∇(gk)y
gk(r ij)
)
für i = 1, ..., np, j = 0, ..., N − 1
cSij = ∆tw˜i
(
(rijz − (rijd )z) + µH
m∑
k=1
∇(gk)z
gk(r ij)
)
für i = 1, ..., np, j = 0, ..., N − 1,
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und
aSiN = w˜i∆t
(
(riNx − (riNd )x) + µH
m∑
k=1
∇(gk)x
gk(r iN )
)
+ v˜i(r
iN
x − (rie)x)∀ i = 1, ..., np
bSiN = w˜i∆t
(
(riNy − (riNd )y) + µH
m∑
k=1
∇(gk)y
gk(r iN )
)
+ v˜i(r
iN
y − (rie)y) ∀ i = 1, ..., np
cSiN = w˜i∆t
(
(riNz − (riNd )z) + µH
m∑
k=1
∇(gk)z
gk(r iN )
)
+ v˜i(r
iN
z − (rie)z) ∀ i = 1, ..., np.
Damit berechnet sich die k-te Komponente, k ∈ {1, ..., 3np(N + 1)} der Jacobi
Matrix J in Richtung der Saatmatrix S ∈ R1×3np(N+1) als
(SJ)k = a10
∂r10x
∂ηk
+ a20
∂r20x
∂ηk
+ · · ·+ anpN
∂r
npN
x
∂ηk
+ b10
∂r10y
∂ηk
+ b20
∂r20y
∂ηk
+ · · ·+ bnpN
∂r
npN
y
∂ηk
+ c10
∂r10z
∂ηk
+ c20
∂r20z
∂ηk
+ · · ·+ cnpN
∂r
npN
z
∂ηk
.
Man berechnet in Schritt (4) zur Bestimmung des Gradienten, den Vektor w in
MATLAB in der AD typischen Notation wie folgt
w =
(
SJ
)>
.
Die seed matrix S beinhaltet in unserer Implementation sowohl die Konstanten, die
in der Zielfunktion vorhanden sind, als auch die Werte, die durch das Nachdiffe-
renzieren der einzelnen Terme entstehen. Bei Verwendung verschiedener Zielfunk-
tionale müssen Schritt (3) und (4) (Algorithmus 2) angepasst werden. In unserem
Algorithmus werden die Schritte (3) und (4) von dem von ADiMat generierten Co-
de vollständig übernommen, sodass wir durch Bereitstellung der seed matrix S den
Vektor w durch AD geliefert bekommen.
Der in Algorithmus 2 verwendete reverse mode hat den Vorteil, dass zur Berech-
nung des Produkts S · J ∈ R1×ns in jeder einzelnen von ADiMat berechneten ele-
mentaren Operation mit Vektoren gerechnet und multipliziert wird (und nicht mit
Matrizen). Dies ist mit der Dimension der Outputvariablen des Zielfunktionswertes,
begründet (und der Vorgehensweise des reverse mode siehe hierzu Kapitel 5.4.4),
die eindimensional ist. Die große Dimension der Steuervektors ub ∈ Rnb im Ver-
gleich zu der Dimension der Zielfunktion führt deshalb dazu, dass der forward mode
keine Alternative darstellt.
5.5. Initialisierung der numerischen Beispiele.
Das von uns implementierte primale BFGS-Innere-Punkte-Verfahren (angegeben in
Algorithmus 1) soll nun an drei Beispielen studiert werden. Hierbei variieren wir
sowohl die Anfangssteuerung u0 als auch die gewünschte Bahntrajektorie bzw. den
gewünschten Endzustand des Partikels. Wir betrachten ein Partikel. Somit wird
np = 1 gesetzt.
Das Gebiet Ω ist ein regelmäßiges Hexaeder, der im Ursprung (0, 0, 0)> zentriert
ist, mit einer Kantenlänge von 9 · 10−1 m. Als inneres Gebiet Ω˜, indem die Parti-
kelbahnen liegen, wird ebenfalls ein Würfel mit Kantenlänge 6 · 10−2 m gewählt.
Die jeweils gesetzte Endzeit beträgt T = 2 · 10−10 s, wobei als gleichmäßige Zeit-
schrittweite ∆t = 1 · 10−12 s gewählt wurde. Wir verwenden als bewegtes Partikel
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im Gebiet Ω˜ ein Elektron, für das in Tabelle 5.2 dessen Werte sich ablesen lassen.
Die Initiierung dieser Werte findet in Algorithmus 1 (1b) statt.
Physik. Konstanten & Werte Symbol Wert (in SI Einheiten)
Lichtgeschwindigkeit (im Vakuum) c 2.9979 · 108 m s−1
Permittivität (im Vakuum)  8.8541 · 10−12 F m−1
Permeabilität (im Vakuum) µ 4pi · 10−7 H m−1
Ruhemasse Elektron mq0 9.1093 · 10−31 kg
Elektrische Ladung Elektron q 1.6021 · 10−19 C
Tabelle 5.2. Physikalische Konstanten.
Die Anzahl der unbekannten Steuervariablen u beträgt nb = 7504, was der An-
zahl der Randpunkte unseres Gebietes Ω entspricht. Die Gitterpunktanzahl ergibt
sich zu ns = 17576 und ist so gewählt, dass die BFGS-Matrix H ∈ Rnb×nb ohne
Ausnutzung von limited memory modifications (so z.B. das L-BFGS Update von
Jorge Nocedal [81]) auf einem Computer mit 4GB RAM Arbeitsspeicher aufgestellt
werden kann. Aufgrund der Wahl der Randdaten u als Steuervariablen, erhält man
eine signifikanten Reduktion der Anzahl der Optimierungsvariablen. Diese Varia-
blen sind unabhängig von der Zeit mit einem auf dem Rand Γ begrenzten Träger.
Wir lösen (P db ) in seiner auf u reduzierten Formulierung (P
d,r
b ). Die Parameter
c1, c2 im globalisierten BFGS Verfahren (Algorithmus 1 (6)) für den modifizierten
Winkeltest setzen wir auf c1 = 9 · 10−3 und c2 = 1 · 106. Als Schrittweitensuche
wurde die Armijo-Regel implementiert.
Bei der Berechnung des Gradienten der reduzierten Zielfunktion (Algorithmus 2)
wurde ein Hybrid-Ansatz verwendet. Hierbei wurde darauf geachtet, die nichtlinea-
ren Bestandteile mit ADiMat ableiten zu lassen. Die linearen Komponenten sowohl
der Steuerungs- und Barriereterm in der Zielfunktion als auch die jeweiligen Terme
in der reduzierten Formulierung des Zustandssystems wurden per Hand abgeleitet.
Dies betrifft insbesondere die Terme des Zustandssystems, in denen die Hexaeder-
zellen bestimmt werden, in denen sich das Partikel zu dem momentanen Zeitpunkt
t befindet. Außerdem von ADiMat ausgenommen ist der interative Löser der Pois-
son Gleichung (Algorithmus 2 (1)). Der so entstehende Gradient der reduzierten
Zielfunktion wurde mittels zentralen Finiten-Differenzen-Ansatzes verifiziert.
Die adjungierte Gleichung ergibt sich somit aus Algorithmus 2 (5). Die so ent-
stehende diskrete Gleichung (unter Verwendung des Ansatzes: first discretize then
optimize) ist für eine weitere Untersuchung ein interessantes Objekt, einerseits mit
der Fragestellung, ob sie sich als diskretes Schema der adjungierten Zustandsglei-
chungen (4.108), (4.109) des KKT-Systems aus Theorem 4.6.34 interpretieren lässt.
Andererseits steht eine genauere Untersuchung der Konsistenz und der Stabilität
des adjungierten Boris Schema aus, was im Rahmen dieser Arbeit nicht bewerkstel-
ligt wird.
5.6. Numerische Resultate.
Die von uns im Folgenden vorgestellten numerischen Resultate wurden mit den
Open Source Programmen Blender und ParaView visualisiert. Im Besonderen ist
die Software Blender [53], ausgestattet mit einer Python Schnittstelle, ein nützli-
ches Tool zur Erstellung von Videos der optimierten Partikelbahnen, welche sich
in Abhängigkeit der berechneten Magnetfelder ergeben. Wir verwenden hingegen
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ParaView [101] zur Darstellung des äußeren Magnetfelds, das sich aufgrund der
Optimierungsvariable - der Randsteuerung - einstellt.
5.6.1. Testbeispiel 1: Vorgegebener Endzustand.
Um einer vorgegebenen Position re eines Partikels zum Endzeitpunkt T möglichst
nahe zukommen, verwenden wir in unserem Zielfunktional untenstehende Terme
J1(r) ≡ 0, J2(r) = 1
2
|r − re|22.
Abbildung 5.5. Testbeispiel 1: Par-
tikelbahn zur Optimierungsiteration 0.
Abbildung 5.6. Testbeispiel 1: Par-
tikelbahn zur Optimierungsiteration 1.
Als Tikhonov Parameter setzen wir α = 1 · 10−9 und als weitere Gewichtungspara-
meter in der Zielfunktion v˜ = 1 ·10−2. Der Homotopie Parameter hat zu Beginn des
BFGS-Innere-Punkte Verfahrens den Wert µH0 = 1 ·102. Der von uns implementier-
te Algorithmus 1 bricht nach 47 Optimierungsiterationen und nach Unterschreiten
der Toleranz tol2 von 1 · 10−8 in der Norm des Gradienten ab.
Die Abbildungen 5.5-5.10 geben den Verlauf der Partikelbahn, nach der jeweils
angegebenen Optimierungsiteration, wieder. In den Bildern ist das Elektron mit
einem schwarzen Punkt markiert, die angestrebte Endposition re ist als grauer
Punkt dargestellt. Da die Steuerung unseres Optimierungsproblems die Randdaten
der Poisson Gleichung sind, mittels deren Lösung η (skalares, magnetisches Poten-
tial) sich das äußere Magnetfeld b = ∇η bestimmen lässt, hat die Änderung der
Randsteuerung keinen Einfluss auf die Geschwindigkeit des Partikels.
Wie in der Gleichung für die Lorentzkraft (3.14) ersichtlich wird, steht das Ma-
gnetfeld b senkrecht auf der Geschwindigkeit β, sodass die einzige Möglichkeit des
Partikels den Zielzustand re zu erreichen darin besteht, sich auf spiralförmigen
Bahnen dem desired state zu nähern. Dieses Verhalten der Partikelbahnen ist in
den Abbildungen 5.5-5.10 deutlich zu erkennen. In Optimierungsiteration 47 be-
trägt der Abstand zwischen der Elektronenposition und dem gewünschten Zustand
in der euklidischen Norm
|rN − re|2 = 3.5 · 10−8 m, relativer Fehler von : 5.8 · 10−6.
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Abbildung 5.7. Testbeispiel 1: Par-
tikelbahn zur Optimierungsiteration 5.
Abbildung 5.8. Testbeispiel 1: Par-
tikelbahn zur Optimierungsiteration
20.
Abbildung 5.9. Testbeispiel 1: Par-
tikelbahn zur Optimierungsiteration
40.
Abbildung 5.10. Testbeispiel 1: Par-
tikelbahn zur Optimierungsiteration
47.
Im Vergleich hierzu beträgt der Abstand vor der ersten Optimierungsiteration
|rN − re|2 = 6.2 · 10−3 m. Darüber hinaus stellen die Abbildungen 5.11 und 5.12
das optimale (nach 47 Iterationen), externe Magnetfeld der Übersichtlichkeit hal-
ber nur auf dem Rand von Ω dar, das durch die Steuerung u generiert wird. Die
Normalenkomponente des Magnetfeldes ist stetig nach Kapitel 3.2. Hierzu sei noch-
mals angemerkt, dass in Kapitel 4.8 gezeigt wurde, dass sich das Magnetfeld zwar
divergenzfrei fortsetzen lässt jedoch nicht rotationsfrei. So lassen sich die Magnet-
feldlinien auf dem Rand Γ, die in den Abbildungen 5.11 und 5.12 zu sehen sind, von
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Abbildung 5.11. Testbeispiel 1: Frontalansicht auf das externe Magnetfeld.
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Abbildung 5.12. Testbeispiel 1: Rückansicht auf das externe Magnetfeld.
unserem Standpunkt aus als Magnetfeld eines Oberflächenstroms (mit einer dazuge-
hörigen Flächenstromdichte K, siehe Kapitel 4.8, Bemerkung 4.8.5) interpretieren.
Die Tangentialkomponente des Magnetfeldes ist auf dem Rand nicht stetig und er-
gibt sich bei dem Übergang zwischen zweier unterschiedlicher Media zu K ×n mit
äußerer Normale n (siehe hierfür Kapitel 3.2). Damit ist die Steuervariable phy-
sikalisch betrachtet ein Flächenstrom auf dem Rand des Rechengebiets, wobei das
Feld in Abbildungen 5.11 und 5.12 der Flächenstromdichte K entspricht.
Iteration F-Wert Gradient Schritt Iteration F-Wert Gradient Schritt
0 0.3835 - - 35 0.0060 1.7E-5 BFGS
1 0.1509 0.0024 Grad 40 1.6E-5 1.7E-5 Grad
5 0.0748 6.0E-4 BFGS 42 9.9E-8 6.0E-6 BFGS
10 0.0091 2.6E-4 BFGS 44 4.0E-8 2.7E-7 BFGS
20 0.0086 2.3E-4 Grad 46 2.5E-9 1.4E-8 BFGS
25 0.0064 6.0E-5 BFGS 47 6.1E-10 5.4E-9 BFGS
30 0.0061 3.9E-5 BFGS
Tabelle 5.3. Konvergenzverlauf des Optimierungsalgorithmus von Beispiel 1.
144 5.6 Numerische Resultate
Außerdem präsentieren wir in Tabelle 5.3 den Konvergenzverlauf des globalisierten
BFGS-Innere-Punkte-Verfahrens. Aufgetragen sind sowohl die Iterationsanzahl des
Verfahrens als auch der Verlauf des Zielfunktionswertes (F-Wert). In der dritten
Spalte geben wir in der euklidischen Norm den Gradient an. Des Weiteren wird die
vom Verfahren jeweils gewählte Abstiegsrichtung angegeben. Hierbei steht "Grad"
für den negativen Gradienten als Richtung und "BFGS" für die Quasi-Newton
Suchrichtung. Der Barriereterm in der Zielfunktion trägt dazu bei, dass das Elektron
im inneren des Gebietes Ω˜ gehalten wird, aufgrund der übermäßigen Erhöhung und
Gewichtung der Werte - mittels der log-Funktion - in den Randbereichen.
5.6.2. Testbeispiel 2: Vorgegebene Trajektorie und Endzustand.
In einem zweiten Beispiel setzen wir die Zielfunktionsterme auf
J1(r(t)) = 1
2
|r(t)− rd(t)|22, J2(r(T )) =
1
2
|r(T )− re|22.
Dies ist der Versuch sowohl eine vorgegebene Bahntrajektorie als auch eine ge-
wünschte Endposition eines Partikels zu erreichen. Dies stellt sich jedoch in der
Praxis als sehr diffizil heraus.
Abbildung 5.13. Testbeispiel 2: In-
itialisierung der vorgegebenen Trajek-
torie.
Abbildung 5.14. Testbeispiel 2: Par-
tikelbahn nach Optimierungsiteration
0.
Der Tikhonov Parameter verbleibt auf dem Wert α = 1 ·10−9. Hingegen werden die
Gewichtungsfaktoren auf w˜ = 1 · 108 und v˜ = 1 · 10−2 gesetzt und der Homotopie
Parameter auf µH0 = 5 · 102. Die Abbildung 5.13 zeigt den vorgegebenen desired
state sowohl rd als auch re. Die vorgegebene Bahntrajektorie rd(t) ist in den ersten
beiden Komponenten durch eine passend skalierte arctan-Funktion gegeben und die
dritte Komponente wird durch eine lineare Funktion beschrieben
rd(t) =

−1.25 · 10−3 − 1 · 10−3 arctan
(
2
1.6·10−3 (2.5 · 107t− 2.5 · 10−3)
)
−1.25 · 10−3 − 1 · 10−3 arctan
(
2
1.5·10−3 (2.5 · 107t− 2.5 · 10−3)
)
2.5 · 107t
 .
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It. F-Wert Gradient Schritt It. F-Wert Gradient Schritt
0 2.55E-01 Init 42 1.44E-02 9.80E-06 BFGS
1 6.91E-02 1.19E-03 Grad 43 1.44E-02 1.19E-05 BFGS
2 6.02E-02 9.40E-04 BFGS 44 1.43E-02 2.27E-05 BFGS
3 6.01E-02 5.21E-04 BFGS 45 1.38E-02 6.13E-05 BFGS
4 5.98E-02 6.04E-04 BFGS 46 5.63E-03 7.16E-05 BFGS
5 5.97E-02 5.47E-04 BFGS 47 3.89E-03 2.58E-04 BFGS
6 5.96E-02 6.01E-04 BFGS 48 1.92E-03 2.45E-04 BFGS
7 5.88E-02 4.70E-04 BFGS 49 1.17E-04 1.21E-04 BFGS
8 5.84E-02 5.84E-04 BFGS 50 7.55E-05 6.67E-05 Grad
9 5.64E-02 3.21E-04 BFGS 51 6.69E-05 2.84E-05 BFGS
10 5.51E-02 5.14E-04 Grad 52 6.35E-06 3.67E-05 BFGS
11 5.47E-02 2.34E-04 BFGS 53 5.11E-06 1.54E-05 Grad
12 5.21E-02 4.08E-04 BFGS 54 4.23E-06 1.48E-05 BFGS
13 5.19E-02 1.37E-04 BFGS 55 3.18E-06 1.43E-05 BFGS
14 5.18E-02 1.50E-04 BFGS 56 3.13E-06 5.06E-06 BFGS
15 5.18E-02 1.32E-04 BFGS 57 3.13E-06 5.52E-06 BFGS
16 5.18E-02 1.37E-04 BFGS 58 3.12E-06 5.12E-06 BFGS
17 5.17E-02 1.35E-04 BFGS 59 3.05E-06 5.72E-06 BFGS
18 5.17E-02 1.51E-04 BFGS 60 2.91E-06 5.07E-06 Grad
19 5.15E-02 1.31E-04 BFGS 61 2.03E-06 1.14E-05 BFGS
20 5.08E-02 1.59E-04 Grad 62 9.82E-07 5.50E-06 BFGS
21 4.25E-02 1.38E-04 BFGS 63 5.95E-07 5.44E-06 BFGS
22 4.07E-02 7.71E-04 BFGS 64 5.25E-07 2.51E-06 BFGS
23 3.90E-02 1.91E-04 BFGS 65 5.21E-07 5.61E-07 BFGS
24 3.31E-02 7.58E-04 BFGS 66 5.21E-07 1.26E-07 BFGS
25 3.00E-02 1.55E-04 BFGS 67 5.21E-07 3.94E-08 BFGS
26 2.58E-02 6.04E-04 BFGS 68 5.21E-07 2.92E-08 BFGS
27 2.20E-02 1.40E-04 BFGS 69 5.21E-07 2.86E-08 BFGS
28 2.01E-02 4.01E-04 BFGS 70 5.21E-07 2.91E-08 Grad
29 1.65E-02 2.01E-04 BFGS 71 5.21E-07 1.34E-07 BFGS
30 1.53E-02 1.43E-04 Grad 72 5.20E-07 1.41E-07 BFGS
31 1.47E-02 1.80E-04 BFGS 73 5.14E-07 3.17E-07 BFGS
32 1.45E-02 8.87E-05 BFGS 74 2.82E-07 9.02E-07 BFGS
33 1.44E-02 2.98E-05 BFGS 75 2.58E-07 1.22E-06 BFGS
34 1.44E-02 7.57E-06 BFGS 76 8.09E-08 2.660E-06 BFGS
35 1.44E-02 4.45E-06 BFGS 77 1.61E-08 7.98E-07 BFGS
36 1.44E-02 4.24E-06 BFGS 78 1.54E-08 5.76E-07 BFGS
37 1.44E-02 4.21E-06 BFGS 79 1.25E-08 4.41E-07 BFGS
38 1.44E-02 4.26E-06 BFGS 80 1.21E-08 1.66E-07 Grad
39 1.44E-02 4.32E-06 BFGS 81 1.21E-08 2.31E-08 BFGS
40 1.44E-02 4.31E-06 Grad 82 1.21E-08 8.64E-09 BFGS
41 1.44E-02 4.53E-06 BFGS
Tabelle 5.4. Konvergenzverlauf des Optimierungsalgorithmus von Beispiel 2.
Man beachte, dass obige Darstellung von rd(t) durch das Zeitintervall (da t ∈
[0 s, 2 · 10−10 s]) bedingt wird. Der Endzeitzustand re ist gegeben durch
re =
−2.51 · 10−3−2.52 · 10−3
5.00 · 10−3
 .
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Abbildung 5.15. Testbeispiel 2: Par-
tikelbahn nach Optimierungsiteration
6.
Abbildung 5.16. Testbeispiel 2: Par-
tikelbahn nach Optimierungsiteration
31.
Die Abbildungen 5.14-5.18 geben den Iterationsverlauf des Optimierungsalgorith-
mus von der 0ten Iteration bis zur 81ten Iteration wieder. Die spiralförmigen Bah-
nen sind wie in Kapitel 5.6.1 zu interpretieren.
Abbildung 5.17. Testbeispiel 2: Par-
tikelbahn nach Optimierungsiteration
51.
Abbildung 5.18. Testbeispiel 2: Par-
tikelbahn nach Optimierungsiteration
81.
Der Vollständigkeit halber wird in Tabelle 5.4 die Konvergenzhistorie aufgezeigt,
in der offensichtlich wird, dass man mit dem Optimierungsalgorithmus 1 eine deut-
liche Reduzierung des Zielfunktionwerts erzielt unter häufiger Zuhilfenahme der
berechneten Quasi-Newton Suchrichtung.
Dieses gewählte Beispiel zeigt sehr deutlich auf, dass man zwar den Endzeitzustand
re(T ) mit einer Genauigkeit von 2.6 · 10−9 m (in der euklidischen Norm gemessen)
erreicht, der vorgegebene Zustand rd(t) wird dabei nicht in einem ausreichenden
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Maße von der berechneten Partikelbahn abgedeckt:
max
j∈{0,...,N}
|rj − rjd|2 = 1.32 · 10−3 m.
Die numerisch berechnete Trajektorie dreht sich um die Bahn rd(t) in einer Spi-
ral um re zu erreichen. Dieses Beispiel verdeutlich, dass sowohl das Lösen dieses
Problems sehr stark von dem vorgegebenen Anfangsimpuls p0 und Anfangsrand-
steuerung u0 abhängt als auch von der damit verbundenen Erreichbarkeit der vor-
gegebenen Trajektorie. Der globalisierte BFGS-Innere-Punkte Algorithmus erzielt
zuerst ab Iteration 46 (siehe Tabelle 5.4) wesentliche Verbesserungen im Zielfunk-
tionswert.
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Abbildung 5.19. Testbeispiel 2: Frontalansicht auf das externe Magnetfeld.
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Abbildung 5.20. Testbeispiel 2: Rückansicht auf das externe Magnetfeld.
Die Trajektorie des Elektrons in Abbildung 5.18 in der linke Hälfte nähert sich
dem Rand des inneren Gebiets Ω˜ an. Durch eine Erhöhung der Magnetfeldstär-
ke, welche in Abbildung 5.19 in diesem Teilgebiet deutlich wird, wird das Partikel
vom Rand abgelenkt. Die Magnetfeldstärken, die in den restlichen Bereichen in den
Abbildungen 5.19 und 5.20 dargestellt sind, sind auffallend geringer. Die Magnet-
feldlinien auf dem Rand deuten wieder auf einen Oberflächenstrom hin (siehe hierzu
die Beschreibung in Kapitel 4.8 und Kapitel 5.6.1). Die Anfangskonfiguration des
Magnetfelds ist in Abbildung 5.21 und Abbildung 5.22 gegeben. Der Unterschied zu
den Abbildungen 5.19 und 5.20 ist ersichtlich. Die Korrelation zwischen Trajektorie
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Abbildung 5.21. Anfangskonfigura-
tion: Frontalansicht auf das externe
Magnetfeld.
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Abbildung 5.22. Anfangskonfigura-
tion: Rückansicht auf das externe Ma-
gnetfeld.
des Partikels und Magnetfeld, die Lorentzkraft, nimmt deutlichen Einfluss auf den
Verlauf der Trajektorie.
5.6.3. Testbeispiel 3: Vorgegebene erreichbare Trajektorie.
Um die Verfahrensweise von Algorithmus 1 an einem weiteren Beispiel zu demons-
trieren, wählen wir
J1(r(t)) = 1
2
|r(t)− rd(t)|22, J2(r(T )) ≡ 0.
Abbildung 5.23. Testbeispiel 3: Par-
tikelbahn nach Optimierungsiteration
0.
Abbildung 5.24. Testbeispiel 3: Par-
tikelbahn nach Optimierungsiteration
1.
Als wesentlicher Unterschied zur Initialisierung von Testbeispiel 2 in Kapitel 5.6.2,
wird der vorgegebene Zustand rd(t) durch eine quadratische Funktion in den Kom-
ponenten erzeugt. Der Zustand rd hat die Form
rd(t) =
−8.5 · 106t− 5.5 · 1016t2−8.5 · 106t− 5.5 · 1016t2
6.4 · 107t− 2 · 1017t2
 .
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Abbildung 5.25. Testbeispiel 3: Par-
tikelbahn nach Optimierungsiteration
21.
Abbildung 5.26. Testbeispiel 3: Par-
tikelbahn nach Optimierungsiteration
51.
It. IA. F-Wert Gradient Schritt It. IA. F-Wert Gradient Schritt
0 – 0.41 – – 26 14 3,06E-06 2,97E-07 Grad
1 7 1,49E-02 6,35E-03 Grad 27 11 3,06E-06 2,78E-07 Grad
2 15 1,10E-02 1,89E-03 BFGS 28 10 3,06E-06 2,96E-07 BFGS
3 11 1,03E-02 1,63E-03 BFGS 29 11 3,05E-06 5,61E-07 Grad
4 13 7,81E-03 1,62E-03 Grad 30 7 2,64E-06 1,03E-06 BFGS
5 12 1,94E-03 1,40E-03 BFGS 31 13 2,17E-06 1,71E-05 BFGS
6 13 1,13E-03 7,16E-04 BFGS 32 14 1,21E-06 1,09E-05 BFGS
7 14 7,51E-05 5,49E-04 BFGS 33 11 3,42E-07 6,65E-06 BFGS
8 14 1,47E-05 1,22E-04 BFGS 34 17 2,33E-07 5,99E-06 BFGS
9 13 1,30E-05 2,70E-05 BFGS 35 14 1,58E-07 4,92E-06 BFGS
10 14 5,57E-06 3,88E-05 Grad 36 13 1,37E-07 2,13E-06 BFGS
11 13 4,73E-06 8,59E-06 BFGS 37 13 1,15E-07 2,78E-06 BFGS
12 14 3,65E-06 1,23E-05 BFGS 38 13 1,07E-07 1,59E-06 BFGS
13 13 3,40E-06 2,76E-06 BFGS 39 14 8,12E-08 3,45E-06 BFGS
14 13 3,32E-06 3,92E-06 BFGS 40 13 6,98E-08 6,76E-07 BFGS
15 14 3,13E-06 5,69E-06 BFGS 41 14 5,35E-08 2,37E-06 BFGS
16 13 3,11E-06 1,26E-06 BFGS 42 13 3,98E-08 4,93E-07 BFGS
17 13 3,10E-06 1,84E-06 BFGS 43 13 3,04E-08 1,44E-06 BFGS
18 14 3,07E-06 2,59E-06 BFGS 44 8 2,34E-08 1,42E-06 BFGS
19 13 3,07E-06 6,51E-07 BFGS 45 8 2,33E-08 1,65E-07 Grad
20 14 3,06E-06 8,53E-07 Grad 46 14 2,33E-08 1,98E-08 BFGS
21 13 3,06E-06 3,38E-07 Grad 47 14 2,33E-08 6,11E-09 BFGS
22 13 3,06E-06 3,67E-07 BFGS 48 13 2,33E-08 4,65E-09 BFGS
23 14 3,06E-06 4,67E-07 Grad 49 13 2,33E-08 4,65E-09 BFGS
24 13 3,06E-06 2,82E-07 BFGS 50 13 2,33E-08 4,67E-09 BFGS
25 13 3,06E-06 3,01E-07 BFGS 51 11 2,33E-08 4,61E-09 BFGS
Tabelle 5.5. Konvergenzverlauf des Optimierungsalgorithmus von Beispiel 3.
Die Optimierungsparameter sind wie folgt gewählt
Gewichtungsfaktor : w˜ = 1 · 108,
Homotopie Parameter : µH0 = 1 · 103,
Tikhonov Parameter : α = 5 · 10−9.
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Die gewünschte Bahntrajektorie wird von dem implementierten Algorithmus nach
51 Iteration mit der von uns vorgegebenen Genauigkeit erreicht bzw. aufgrund der
Tatsache, dass kein nennenswerter Fortschritt bei der Zielfunktion passiert und
somit die Toleranzschranke tol1 unterschritten wird. Die Abbildungen 5.23-5.26
zeigen die verschiedenen Bahntrajektorien in grauer Farbe. Der vorgegebene Zu-
stand wird in diesen Abbildungen durchgehenden mit güner Farbe gekennzeichnet.
Nach 51 Iterationen beträgt die Abweichung zwischen der numerisch berechneten
Bahntrajektorie und dem vorgegebenen Zustand rd
max
j∈{0,...,N}
|rj − rjd|2 = 1.18 · 10−6 m.
Dieser Wert kennzeichnet die größte Differenz in der euklidischen Norm über den
gerechneten Zeithorizont. (Zum Vergleich erhält man vor der ersten Optimierungs-
iteration: maxj∈{0,...,N} |rj − rjd|2 = 1.23 · 10−3 m.) Um einen besseren Überblick
über den Fortschritt der Iterationen zu erhalten verbleiben die berechneten Trajek-
torien in den fortlaufenden Bildern. In Tabelle 5.5 sind neben der Iterationsanzahl
(It.), dem Funktionswert (F-Wert), dem Gradienten, der gewählten Suchrichtung
auch die jeweilige Armijo-Iterationsanzahl (IA.) aufgelistet. Eine erhebliche Redu-
zierung des Zielfunktionswertes wird aus der Tabelle 5.5 deutlich und die ebenso
sehr häufige Durchführung der BFGS Abstiegsrichtung. Auch ist zu erkennen, dass
die globale Version des BFGS Algorithmus in den ersten 15 Iterationen den Ab-
stand zur vorgegebenen Trajektorie enorm verringert und eine gute Approximation
liefert. Nach 50 ausgeführten Optimierungsiterationen gibt es keine größere Verän-
derung der berechneten Trajektorie des Partikels. Es sei des Weiteren angemerkt,
dass eine Berechnung von w, der seeded Jacobian matrix, in Schritt (3) und (4) von
Algorithmus 2 in jeder Iteration zwischen 20-30 s in Anspruch nimmt (bei einer
Jacobi Matrix von Dimension R1206×17576, ohne Ausnutzung von Dünnbesetzheits-
strukturen) und unter Verwendung folgender Hardware:
Modellname: iMac, OS X Yosemite, Version 10.10.1
Prozessor: 2,5 GHz Intel Core i5
Speicher: 4GB 1333 MHz DDR3
Grafikkarte: AMD Radeon HD 6750M 512 MB
Die in den Kapiteln 5.6.1-5.6.3 vorgestellten Ergebnisse betrafen ein Partikel, ge-
nauer ein Elektron, aus einem Bündel von Partikel. Die Implementation des Algo-
rithmus ist jedoch auf eine beliebige Anzahl np an Partikel ausgelegt. Dies wollen
wir abschließend für den Fall np = 2 kurz demonstrieren.
5.6.4. Ergebnisse für zwei Partikel.
Im Folgenden wurde von uns der Optimierungsalgorithmus 1 mit np = 2 gestar-
tet. Die Initialisierung und Anfangsdaten entsprechen ansonsten dem Setting aus
Kapitel 5.6.1.
Hierbei werden die beiden Partikel zum Zeitpunkt t = 0 um 1 · 10−4 m versetzt
in das Magnetfeld eingebracht. Die Partikelbahnen sind in hellgrau, die Partikel
in schwarz und der vorgegebene Endzustand in grün in den Abbildungen 5.27-5.30
dargestellt. Die Abbildungen 5.27-5.30 zeigen den Iterationsverlauf der Optimierung
von der 0ten bis zur 50ten Iteration. Dabei drehen sich teilweise die Trajektorien der
beiden Partikel um die jeweilige Nachbartrajektorie. Der Unterschied zwischen dem
vorgegebenen Zustand und den berechneten Lösungen in Abbildung 5.30 verringert
sich in den nachfolgenden Iterationen nicht mehr wesentlich. Man beachte, dass die
Randdaten u als Steuerung dienen. Das durch u induziert externe Magnetfeld wird
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Abbildung 5.27. Zwei Partikel: Vor-
gegebene Endposition und Iteration 0.
Abbildung 5.28. Zwei Partikel: Parti-
kelbahn nach Optimierungsiteration 10.
Abbildung 5.29. Zwei Partikel: Parti-
kelbahn nach Optimierungsiteration 40.
Abbildung 5.30. Zwei Partikel: Parti-
kelbahn nach Optimierungsiteration 50.
deshalb i.A. nicht in der Lage sein die beiden Partikel im vorgegebenen Punkt exakt
zusammenzuführen.
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6 Zusammenfassung und Ausblick
Am Ende der Arbeit wollen wir die von uns gewonnenen Erkenntnisse und Ergeb-
nisse zusammenfassen. Des Weiteren zeigen wir Anknüpfungspunkte und mögliche,
interessante, weiterführende Forschungsmöglichkeiten auf, die sich im Laufe der
Bearbeitung der Maxwell-Netwon-Lorentz Gleichungen im Kontext der optimalen
Steuerung ergeben haben.
6.1. Zusammenfassung der wichtigsten Resultate.
In der Dissertation wurden die hyperbolischen Maxwell Gleichungen in Kopplung
mit den relativistischen Newton-Lorentz Bewegungsgleichungen studiert. In Form
des sogenannten Abraham Modells und unter Hinzufügung der Poisson Gleichung
mit Dirichlet Randdaten und Zustandsbeschränkungen an die Position des Partikels
wurde das so entstandene Optimalsteuerproblem (P˜ ) diskutiert.
Folgt man der chronologischen Reihenfolge der Arbeit, so befasst sich Kapitel 3 mit
den physikalischen Grundgleichungen, den Maxwell und relativistischen Newton-
Lorentz Gleichungen und deren Kopplung. In Kapitel 4 tritt, nach Einführung der
einzelnen Komponenten des Zustandssystems und der Aufstellung des Optimal-
steuerproblems in Kapitel 4.2, die Lösbarkeit der unterschiedlichen Gleichungen in
Kapitel 4.3 in den Vordergrund. Die Existenz einer (milden) Lösung der Maxwell
Gleichung (4.16) wird mittels Halbgruppentheorie bewiesen, wobei mit dem Theo-
rem von Stone die Existenz einer Lösung der adjungierten Maxwell Gleichung be-
wiesen werden kann (Theorem 4.3.26). Die (sehr schwache) Lösbarkeit der Poisson
Gleichung (4.27) wird mit standardmäßigen Techniken in Theorem 4.3.29 gezeigt.
Mit Einführung des Zustandssystems Operators e wird das Optimalsteuerproblem
in (P) exakt formuliert (Kapitel 4.4.1) und in Theorem 4.4.5 die eindeutige Lös-
barkeit des reduzierten Zustandssystems bewiesen. Hierbei gehen als Steuerung des
Optimalsteuerproblems die Randdaten der Poisson Gleichung ein.
In Kapitel 4.5 findet sich der Beweis der Existenz globaler, optimaler Lösungen von
(P) wieder, woraufhin in Kapitel 4.6 zunächst die Fréchet-Differenzierbarkeit der
reduzierten Form e gezeigt wird und darauf aufbauend die adjungierten Gleichun-
gen für die adjungierten Partikelpositionen und Impulse hergeleitet werden (Theo-
rem 4.6.32). Schlussendlich bestimmen wir in Theorem 4.6.34 die KKT-Bedingungen
zu (P).
Im weiteren Verlauf der Arbeit steht in Kapitel 5 das numerische Lösen von (P) an
erster Stelle. Als Lösung der Maxwell Gleichungen wurden die sogenannten Liénard-
Wiechert Felder verwendet und als Diskretisierungsschema für die ODE wurde das
aus der Teilchenphysik stammende Boris Schema implementiert. Die zu lösende
Poisson Gleichung wird mittels CG-Verfahren behandelt. Durch die zusätzliche Im-
plementierung eines Innere-Punkte Verfahrens wird die Zustandsbeschränkung an
die Partikelposition mitberücksichtigt und somit der Verbleib des Partikels im Inne-
ren von Ω˜ sichergestellt. Mit Verwendung des Ansatzes first discretize, then optimize
und der reduzierten Formulierung des Zielfunktionals wurde der Optimierungsal-
gorithmus 1 entwickelt. Mit diesem globalisierten BFGS-Innere-Punkte Verfahren
wird die diskrete Version von (P) gelöst, wobei die numerischen Resultate, in Ka-
pitel 5.5 und 5.6 vorgestellt, sowohl eine sehr deutliche Annäherung an die vor-
gegebene Zustände zeigen als auch physikalisch sinnvolle Resultate liefern. Als ein
wesentlicher Baustein in der Implementierung ist das Automatische Differenzieren
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(Kapitel 5.4) zu nennen, das im Kontext der Optimalensteuerung sich als sinnvolle
Hilfe erweist. Vor allem der reverse mode von (AD) spielt hier seine Stärken aus.
6.2. Ausblick.
Als weiterführende Arbeit bietet sich für das unendlichdimensionale Optimierungs-
problem (P) die Bestimmung von Optimalitätsbedingungen zweiter Ordnung (SSC)
an. Eine, aufgrund der Komplexität der KKT-Bedingungen, fordernde Aufgabe.
Auch erscheint es sinnvoll, ausgehend von den erhaltenen numerischen Ergebnis-
sen, den Aspekt der Zeitoptimalität mit in die Problemstellung aufzunehmen. Man
würde somit nicht nur unter dem Gesichtspunkt - eine vorgegebene Trajektorie
möglichst genau zu erreichen - optimieren, sondern dies auch mit einem möglichst
minimalen Zeitaufwand erreichen wollen.
Bei der numerischen Umsetzung erscheint der Ansatz einer Modellreduktion mit-
tels proper orthogonal decomposition (POD) als sinnvoll. Darüber hinaus wäre eine
Anbindung der Maxwell Gleichungen mit Hilfe eines DG-Maxwell Löser von Dr.
S. Schnepp (Institut für Geophysik, ETH Zürich) ein nächster Schritt. Die opti-
male Steuerung von Bündeln, bestehend aus hunderten oder auch tausende von
Partikeln, kann hierbei als Zielstellung genannt werden.
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A Anmerkungen zur Halbgruppentheorie
Wir geben nun weitere fundamentale Definitionen und Theoreme der Halbgruppen-
theorie an, entnommen aus [85] und [88, Kapitel 12].
Betrachten wir folgendes inhomogenes Cauchy Anfangswertproblem
∂w
∂t
(t) = Aw(t) + f(t), t > 0
w(0) = w0
(A.1)
mit Inhomogenität f : ]0, T ] → X. Hierbei sei X ein Banachraum und A ein
linearer Operator von D(A) ⊂ X → X und Anfangsdaten w0 ∈ X. Wir nennen
einen Funktion w : [0, T [→ X eine klassische Lösung von (A.1) auf [0, T [, falls
w ∈ C([0, T [;X) ∩ C1(]0, T [;X), w(t) ∈ D(A), 0 < t < T und (A.1) erfüllt ist. Wir
führen die Bezeichnung D(A) für die Domäne des Operators ein, und die wir wie
folgt definieren
Definition A.0.1. Wir nennen die Parameterfamilie G(t), 0 ≤ t <∞ eine Halb-
gruppe beschränkter linearer Operatoren von X nach X falls
(i) G(0) = I (Identitätsoperator auf X)
(ii) G(t+ s) = G(t)G(s) für jedes t, s ≥ 0
Wir nennen G(t) gleichmäßig stetig, falls
lim
t↓0
‖G(t)− I‖X = 0.
Der lineare Operator A ist gegeben durch
D(A) :=
{
x ∈ X : Der Grenzwert lim
t↓0
G(t)x− x
t
existiert in X
}
und
Ax := lim
t↓0
G(t)x− x
t
für x ∈ D(A)
heißt infinitesimaler Generator der Halbgruppe G(t), und D(A) bezeichnet die
Domäne von A.
Eine stark stetige Halbgruppe oder C0 Halbgruppe ist eine Familie, G = {G(t) :
t ∈ R+} von beschränkten linearen Operatoren von X nach X falls
lim
t↓0
G(t)x = x für jedes x ∈ X bzgl. der Norm auf X.
Bemerkung A.0.2.
(i) Ein linearer Operator A ist der infinitesimale Generator einer gleichmäßig
stetigen Halbgruppe genau dann, wenn A beschränkt ist.
(ii) Sei G(t) eine gleichmäßig stetige Halbgruppe linear, beschränkter Opera-
toren. Dann existiert ein eindeutiger linear, beschränkter Operator A mit
G(t) = eAt = ∑∞n=0 (tA)nn! .
Theorem A.0.3. Sei G(t) eine C0-Halbgruppe. Dann existieren Konstanten ω ≥ 0
und M ≥ 1 sodass folgende Abschätzung in der Operatornorm gilt
‖G(t)‖L(X,X) ≤Meωt für 0 ≤ t <∞. (A.2)
Bemerkung A.0.4. Falls M = 1 und ω = 0 gilt, dann nennt man G(t) eine
C0-Halbgruppe von Kontraktionen.
Theorem A.0.5. Sei G(t) eine C0-Halbgruppe und A deren infinitesimaler Gene-
rator. Dann haben folgende Behauptungen ihre Gültigkeit
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(i) Für jedes beliebige x ∈ X gilt
lim
h→0
1
h
∫ t+h
t
G(s)x ds = G(t)x.
(ii) Sei x ∈ X gegeben, dann gilt∫ t
0
G(s)x ds ∈ D(A), und A
(∫ t
0
G(s)x ds
)
= G(t)x− x.
(iii) Sei x ∈ D(A) gegeben, dann gilt
G(t)x ∈ D(A), d
dt
G(t)x = AG(t)x = G(t)Ax.
(iv) Sie x ∈ D(A), dann gilt
G(t)x− G(s)x =
∫ s
t
G(τ)Ax dτ =
∫ s
t
AG(τ)x dτ.
Korollar A.0.6. Sei A der infinitesimale Generator einer C0-Halbgruppe G(t),
dann ist die Domäne von A dicht in X und A ein abgeschlossener, linearer Opera-
tor.
Definition A.0.7. Wir nennen die Parameterfamilie G(t), −∞ < t < ∞, von
beschränkten linearen Operatoren in einem Banachraum X ein C0-Gruppe, falls
folgende Bedingungen erfüllt sind
(i) G(0) = I (Identitätsoperator auf X)
(ii) G(t+ s) = G(t)G(s) für −∞ < t, s <∞
(iii) limt→0 G(t)x = x x ∈ X in der X-Norm.
Der infinitesimale Generator A einer C0-Gruppe G(t) ist definiert durch
Ax := lim
t→0
G(t)x− x
t
für x ∈ D(A) falls der Grenzwert existiert. (A.3)
Dann ist die Domäne von A gegeben als Menge aller Elemente x ∈ X für die der
Grenzwert (A.3) existiert.
Bemerkung A.0.8. Betrachten wir die C0-Gruppe von beschränkten Operatoren
G(t) in X, so ist
A der infinitesimale Generator der C0-Halbgruppe G(t) mit t ≥ 0
und
−A der infinitesimale Generator der C0-Halbgruppe G(−t) mit t ≥ 0.
Umgekehrt gilt, falls A bzw. −A die infinitesimalen Generatoren der C0 Halbgrup-
pen G(t), t ≥ 0 und G(−t), t ≥ 0 sind, dann ist A der infinitesimale Generator der
C0 Gruppe G(t),−∞ < t <∞.
Definition A.0.9. Ein linearer Operator A heißt dissipativ, falls für jedes x ∈
D(A) ein x∗ in der dualen Menge F (x) := {x∗ : x∗ ∈ X∗, 〈x, x∗〉X,X∗ = ‖x‖2X =
‖x∗‖2X∗} existiert, sodass Re〈Ax, x∗〉 ≤ 0.
Lemma A.0.10. Der lineare Operator A ist genau dann dissipativ wenn
‖ (λI −A)x‖ ≥ λ‖x‖ ∀x ∈ D(A), λ > 0
gilt.
Im Folgenden definieren wir die duale Halbgruppe. Sei G(t), t ≥ 0 eine C0 Halb-
gruppe auf X.
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Definition A.0.11. Wir nennen A∗ den adjungierten Operator zu dem (unbe-
schränkten) Opeator A, der wiederum ein linearer Operator von D(A∗) ⊂ X∗ nach
X∗ ist und wie folgt definiert ist. Sei
〈x∗,Ax〉 = 〈y∗, x〉 ∀ x ∈ D(A). (A.4)
Nach Korollar A.0.6 ist die Domäne von A dicht in X und somit existiert höchstens
ein y∗ ∈ X∗, das (A.4) erfüllt. Dann ist die Abbildung
A∗ : X∗ ⊃ D(A∗) 3 x∗ → y∗ ∈ X∗
der adjungierte Operator zu A.
Korollar A.0.12. Sei A ein dichter, abgeschlossener und linearer Operator. Falls
A und A∗ dissipativ sind, dann ist A der infinitesimale Generator einer C0 Halb-
gruppe von Kontraktionen auf X.
Definition A.0.13. Sei G(t), t ≥ 0 eine C0-Halbgruppe. Dann nennen wir die
Parameterfamilie G∗ = {G∗(t) : t ∈ R+} die durch A∗ generierte adjungierte
Halbgruppe von G(t).
Die Halbgruppeneigenschaft von G(t)∗, t ≥ 0 ist durch die Definition eines adjun-
gierten Operators sichergestellt. Im Allgemeinen muss jedoch G(t)∗, t ≥ 0 keine
C0-Halbgruppe mehr sein.
Bemerkung A.0.14. Es gilt: Falls A ein dichter, abgeschlossener Operator in X
ist, dann ist die Domäne D(A∗) dicht in X∗.
Dies führt uns zu folgenden wesentlichen Resultat, welches die benötigte Eigenschaft
der adjungierten Halbgruppe für reflexive Banachräume sicherstellt.
Korollar A.0.15. Sei X ein reflexiver Banachraum und G(t) eine C0-Halbgruppe
auf X mit infinitesimalen Generator A. Die adjungierte Halbgruppe G(t)∗ von G(t)
ist eine C0-Halbgruppe auf X∗, deren infinitesimaler Generator A∗ ist.
Für Hilberträume können wir nun das zentrale Resultat angeben, das wir für die
Existenz des Generators A und dessen adjungierten Generators A∗ benötigen, den
Satz von Stone, der in Theorem 4.3.3 wiedergegeben wird. Hierzu benötigen wir
die Definition
Definition A.0.16. Sei H ein Hilbertraum. Wir nennen A selbst-adjungiert
falls A = A∗. Einen beschränkten Operator B in H bezeichnen wir als unitär, falls
B∗ = B−1.
Man findet folgende Existenzaussage für das inhomogene Cauchy Anfangswertpro-
blem in [85] von Pazy, Seite 103ff.
Korollar A.0.17. Sei die rechte Seite f ∈ L1(0, T ;X) gegeben, dann gibt es zu
jedem w0 ∈ X höchstens eine Lösung des Anfangswertproblems (A.1). Falls eine
Lösung existiert, dann lässt sie sich wie folgt schreiben
w(t) = G(t)w0 +
∫ t
s=0
G(t− s)f(s) ds.
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B Anmerkungen zu Funktionen von beschränkter Variation
Die Anmerkungen zu BV-Funktionen sind den Büchern [38, Kapitel 2.1] und [68,
Kapitel 2.6] entnommen.
Definition B.0.1 (Raum der Funktionen mit beschränkter Variation). Wir be-
zeichnen den Raum
BV([0, T ];R) := {b : [0, T ]→ R : ‖b‖BV := |b(0)|+ var(b, [0, T ]) <∞}
als den Raum der Funktionen mit beschränkter Variation, wobei
var(b, [0, T ]) := sup
P∈P
{
n∑
i=1
|b(ti)− b(ti−1)| : n ∈ N, 0 = t0 < t1 < ... < tn = T}
mit P := {P = {t0, ..., tn} : P ist Partition von [0, T ]} die Menge aller Parti-
tionen. Dann sei BV([0, T ];Rk) := BV([0, T ];R)× ...× BV([0, T ];R)︸ ︷︷ ︸
k-mal
der Produk-
traum.
Lemma B.0.2 (Eigenschaften von BV-Funktionen).
Sei b ∈ BV([0, T ];R). Dann gilt:
(i) Die Variation von b auf [t1, t3] hat die Eigenschaft
var(b, [t1, t3]) = var(b, [t1, t2]) + var(b, [t2, t3]) für 0 ≤ t1 < t2 < t3 ≤ T.
(ii) Es existieren b+(t) und b−(t) mit
b+(t) := lim
↘0
b(t+ ) 0 ≤ t < T,
b−(t) := lim
↘0
b(t− ) 0 < t ≤ T.
(iii) Die Regularität von b ist L∞(]0, T [;R) mit höchstens abzählbar vielen Un-
stetigkeitsstellen.
Definition B.0.3 (Absolut stetige Funktionen).
Wir bezeichnen a : [0, T ] → R als absolut stetige Funktion, falls es zu jedem  > 0
ein δ > 0 gibt mit, so dass
n∑
i=0
|βi − αi| < δ ⇒
n∑
i=0
|a(βi)− a(αi)| < 
für jede endliche Familie {(αi,βi) : i = 0, ..., n)} ⊂ [0, T ] von paarweise dis-
junkten Teilintervallen. Die Menge dieser absolut stetigen Funktionen nennt man
AC([0, T ];R).
Bemerkung B.0.4 (Ergänzung: Eigenschaften von BV-Funktionen).
(i) Für jede Unstetigkeitsstelle existiert der links- und rechtsseitige Grenzwert.
(ii) Die Ableitung einer BV-Funktion existiert fast überall in ]0, T [ und das
Integral
∫ T
0
b˙(t) dt ist wohldefiniert.
(iii) Jede BV-Funktion b kann auf folgende Art und Weise dargestellt werden
b(t) = ba(t) + bd(t) + bs(t).
Die Funktion von berschränkter Variation b lässt sich durch eine absolut
stetige Funktion ba(.), eine Sprungfunktion bd(.) mit
bd(0) = 0,
bd(t) = (b+(0)− b(0)) +
∑
ti<t
(b+(ti)− b−(ti)) + (b(t)− b−(t)) t ∈ [0, T ]
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und eine Funktion bs(.), die eine nicht konstante BV-Funktion ist mit Ab-
leitung Null fast überall (singulär), angeben.
Definition B.0.5 (Raum der normalisierten Funktionen beschränkter Variation).
Wir nennen
NBV([0, T ];R) := {b ∈ BV([0, T ];R) : b(0) = 0 ∧ b(t) = b+(t) 0 < t < T}
den normalisierten Funktionenraum beschränkter Variation. Es gilt
NBV([0, T ];Rk) := NBV([0, T ];R)× ...×NBV([0, T ];R)︸ ︷︷ ︸
k-mal
.
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C Anmerkungen zum Riemann Stieltjes Integral
Des Weiteren benötigen wir eine Verallgemeinerung des Riemann-Integrals. Als
Referenz sei hierfür [38, Kapitel 2.1] genannt.
Definition C.0.1 (Riemann-Stieltjes-Integral). Seien f, g : [0, T ] → R und die
Partition P gegeben. Sei ξi ∈ [ti−1, ti] beliebig aber fest und
Sn(f, g) :=
n∑
i=1
f(ξi)(g(ti)− g(ti−1)).
Wir nennen
S(f, g) =
∫ T
0
f(t) dg(t)
Riemann-Stieltjes-Integral (kurz: R-S-I), falls für jedes  > 0 ein δ > 0 existiert,
sodass für jede Partition P mit max0≤i≤n−1(ti+1 − ti) < δ folgende Bedingung gilt
|Sn(f, g)− S(f, g)| < .
Man bezeichnet dann f als Riemann-Stieltjes-integrierbar nach g. Im Falle vektor-
wertiger Funktionen f, g : [0, T ]→ Rk definieren wir das Riemann-Stieltjes-Integral
durch ∫ T
0
f(t) · dg(t) =
∫ T
0
f(t)T dg(t) :=
k∑
i=1
∫ T
0
fi(t) dgi(t).
Bemerkung C.0.2 (Anmerkungen zum Riemann-Stieltjes-Integral).
(i) Mit der Wahl g(t) = t entspricht das Riemann-Stieltjes-Integral (R-S-I)
dem gewöhnlichen Riemann-Integral.
(ii) Seien f ∈ C([0, T ];R) und g ∈ BV([0, T ];R) beliebig. Dann ist f nach g
Riemann-Stieltjes-integrierbar.
Lemma C.0.3 (Eigenschaften des Riemann-Stieltjes-Integral).
Es gelten folgende Aussagen (nachzulesen in [38, Kapitel 2.1]):
(i) Falls eines der beiden R-S-I
∫ T
0
f(t) · dg(t) oder ∫ T
0
g(t) · df(t) existiert,
dann existiert auch das jeweils Andere. Seien f ∈ C([0, T ];Rk) und g ∈
BV([0, T ];Rk), dann hat folgende Formel der partiellen Integration ihre
Gültigkeit∫ T
0
f(t) · dg(t) +
∫ T
0
g(t) · df(t) = [f(t) · g(t)]T0 . (C.1)
(ii) Sei f ∈ C([0, T ];Rm×k), g ∈ C1([0, T ];Rk) und auf dem Intervall [0, T ]
monoton wachsend. Dann gilt
d
dt
∫ t
0
f(τ)d g(τ) = f(t)
d
dt
g(t).
(iii) Sei f ∈ C([0, T ];Rm×k) und g ∈ BV([0, T ];Rm), dann ist∫ t
0
f(τ)T dg(τ) t ∈ [0, T ]
von beschränkter Variation und es gilt∫ t
0
f(τ)T dg(τ)− lim
↘0
∫ t−
0
f(τ)T dg(τ) = f(t)T (g(t)− g−(t)) 0 < t ≤ T
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(iv) Seien f ∈ C([0, T ];R), h ∈ L1([0, T ];R) und
g(t) =
∫ t
a
h(τ) dτ, a, t ∈ [0, T ],
dann ist g ∈ BV(]0, T [;R) und∫ T
0
f(t) dg(t) =
∫ T
0
f(t)h(t) dt =
∫ T
0
f(t)g˙(t) dt.
Des Weiteren seien h ∈ C([0, T ];R), b ∈ BV([0, T ];R) und
g(t) =
∫ t
a
h(τ) db(τ) a, t ∈ [0, T ],
dann folgt ∫ T
0
f(t) dg(t) =
∫ T
0
f(t)h(t) db(t).
(v) Seien f ∈ BV([0, T ];Rk) und g ∈ AC([0, T ];Rk), dann gilt∫ T
0
f(t) · dg(t) =
∫ T
0
f(t) · g˙(t) dt.
(vi) Seien f ∈ C([0, T ];Rm×k) und µ ∈ Rm monoton wachsend, dann existiert
ein θ ∈ [0, T ] sodass∫ T
0
f(t)T dµ(t) = f(θ)>(µ(T )− µ(0)).
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