Abstract -A two-dimensional/one-dimensional (2D/1D) variational nodal approach is presented for pressurized water reactor core calculations without fuel-moderator homogenization. A 2D/1D approximation to the within-group neutron transport equation is derived and converted to an even-parity form. The corresponding nodal functional is presented and discretized to obtain response matrix equations. Within the nodes, finite elements in the x-y plane and orthogonal functions in z are used to approximate the spatial flux distribution. On the radial interfaces, orthogonal polynomials are employed; on the axial interfaces, piecewise constants corresponding to the finite elements eliminate the interface homogenization that has been a challenge for method of characteristics (MOC)-based 2D/1D approximations. The angular discretization utilizes an evenparity integral method within the nodes, and low-order spherical harmonics (P N ) on the axial interfaces. The x-y surfaces are treated with high-order P N combined with quasi-reflected interface conditions. The method is applied to the C5G7 benchmark problems and compared to Monte Carlo reference calculations.
I. INTRODUCTION
Today, substantial neutronics research is focused on creating computational methods that require no crosssection homogenization but are suitable for performing three-dimensional (3D) whole-core multigroup calculations. In that context, the method of characteristics (MOC) has shown considerable promise in providing a reasonable cost solution to thermal spectrum reactor problems such as pressurized water reactors (PWRs) and boiling water reactors. It has proven to be optimal for two-dimensional (2D) lattice calculations of thermal spectrum reactors with explicit, fine-grained details at the pin cell level. For 3D applications, applying MOC to whole-core domains has proven to far exceed reasonable computational resources. As a result, twodimensional/one-dimensional (2D/1D) approximations are most frequently used. [1] [2] [3] In 2D/1D approaches, planar 2D MOC equations are spliced together with 1D axial approximations that serve as correction terms to the 2D MOC planar equations.
Initially, the correction terms were isotropic (diffusive) and homogenized over an entire pin cell. To resolve the resulting error, 1D simplified spherical harmonics (SP N ) and discrete ordinates methods were used [4] [5] [6] with some improvements. However, to avoid large errors, small axial intervals must be maintained between MOC planes, often through the use of subplanes for determining the axial corrections. accuracy. 7 This can be tracked to pin-cell homogenized correction terms that introduce large errors in transverse leakages with axial mesh refinement, due to the underlying transverse integration procedure. Studies such as using the standard 2D/1D underrelaxation have been carried out to suppress this problem with finite difference axial discretization, 8 but the coupling between the 2D and 1D calculations still needs further investigation for more general axial approximations.
In this work we take an alternate approach to the 2D/1D whole-core PWR calculations, which is based on the variational nodal method (VNM) (Refs. 9 and 10). Implemented and widely used for fast reactor calculations in the VARIANT code, 11 VNM employs orthogonal polynomial trial functions in space and spherical harmonics in angle. The resulting response matrices allow for straightforward p refinement in space and angle. In VARIANT, however, the nodes must be homogeneous. To remove this drawback for planar calculations, the method has been reformulated using finite elements within pin-cell nodes to preserve explicit material interfaces. 12 Because sharp flux gradients occur near the material interfaces, high-order spherical harmonics (>P 23 ) are needed to match Monte Carlo reference results. 13 Such high-order expansions require unreasonable amounts of time and computer resources.
The computational effort required to form response matrices can be greatly reduced by replacing the withinnode spherical harmonic expansion with an integral method 14 where the angular integrals are evaluated using angular quadrature techniques similar to those employed in discrete ordinates and MOC calculations. The high-order spherical harmonics employed at the node interfaces, however, cause the response matrices to be very large. Consequently, prohibitive central processing unit (CPU) time and computer resources are required.
Applying quasi-reflected conditions to the higher order terms reduces the number of coupling moments between the nodes to only the lower angular order terms, which greatly reduces the response matrix size. 15 The reduced response matrix size leads to more reasonable computer memory requirements and computational effort without a commensurate loss of accuracy.
To extend VNM to 3D problems without homogenization, two additional challenges must be overcome. First, the polynomial interface approximations typical of VNM smear the flux solution over the radial geometry of fuel and coolant, much as in the 2D/1D MOC approach. This leads to the same accuracy troubles seen in the MOC-based methods. Second, the full spherical harmonics expansions used for homogenized 3D VNM nodes are unwarranted for thermal spectrum systems.
We address these two challenges by deriving a 2D/1D transport equation that reduces to a form similar to Eq. (15) , which that forms the basis of the MOC codes DeCART (Ref. 1) and MPACT (Ref.
3) when only diffusion is allowed in the axial direction. However, unlike the MOC-based 2D/1D approaches, this method does not require the use of transverse integration procedures to impose 2D/1D coupling, since within each node the even-parity flux approximation is 3D. To eliminate homogenization within each node we employ finite elements in x-y and orthogonal polynomials in z. Central to this approach is maintaining the finite-element structure across the axial interfaces, thus eliminating the problems associated with interface homogenization. Such treatment of the spatial variables has been worked out in a preliminary investigation in the diffusion approximation. 16 The approximation of the derived 2D/1D transport equation further allows the use of low-order SP N approximations across the axial nodal interfaces, while high-order spherical harmonics coupled with quasi-reflected interface conditions across x-y nodal interfaces treat the highly heterogeneous radial transport.
In Sec. II the 2D/1D transport equation is derived, converted to an even-parity form, and expressed as a variational nodal principle. The resulting functional is then discretized using the even-parity integral formulation, and nodal response matrices are obtained that preserve pin-cell heterogeneity. We use high-order P N expansions on the lateral faces of nodes and P 1 expansions on the axial interfaces. Quasi-reflected interface conditions are then applied to reduce the lateral dimensions of the response matrices. In Sec. III the PANX code (Purdue-Argonne-Northwestern-Xi'an) is employed to obtain results to the 2D and 3D C5G7 benchmark problems, which are compared to multigroup Monte Carlo reference solutions. Section IV briefly summarizes the work and points to possible directions for further research.
II. THEORY
The 2D/1D approximation to the within-group transport equation that serves as a basis for the derivation of response matrices is obtained as follows. Our starting point is the 3D within-group transport equation with isotropic scattering:
Ω ÁÑ p ψðr;ΩÞ þΩ ÁÑ z ψðr;ΩÞ þ σðrÞψðr;ΩÞ
where the gradient term is separated into radial (or planar) and axial (p and z) contributions. The angular flux ψðr;ΩÞ is normalized such that the scalar flux is given by ϕ ¼ ð dΩψ, where dΩ ¼ ddω=4π, and is the cosine of the polar angle with respect to the z axis and ω is the azimuthal angle in the x-y plane. The group source is
Hereafter the spatial variabler and the energy group index g are suppressed.
II.A. The 2D/1D Approximation
To obtain suitable 2D/1D approximations, we rewrite Eq. (1) aŝ Ω ÁÑ p ψð; ωÞ þΩ ÁÑ z ψð; ωÞ þ σψð; ωÞ ¼ σ s ϕ þ q :
ð3Þ
Replacing with À , we havê Ω ÁÑ p ψðÀ; ωÞ ÀΩ ÁÑ z ψðÀ; ωÞ þ σψðÀ; ωÞ ¼ σ s ϕ þ q :
ð4Þ
Adding and subtracting these equations, we obtain To proceed, we focus on resolving the axial leakage correction term. First we solve Eq. (6) for ψ _ :
Next we employ this expression recursively to obtain an expansion for ψ _ in terms of ψ^:
and retain only the leading term:
This truncation eliminates the cross derivatives between the axial direction and the x-y plane. Note also that the cross section in the denominator constrains the formulation that follows from this approximation to problems in which there are no void regions. Inserting Eq. (11) into Eq. (5), we havê
The angular dependence of ψ^is constrained to be consistent with the 2D planar problem, but places no restrictions on its spatial distribution. If we replace ψŵ ith the scalar flux in the axial gradient term, only diffusion is allowed in the axial direction, and Eq. (12) becomes quite similar to the equation that serves as a basis for the DeCART and MPACT codes. 8 
II.B. The Variational Nodal Formulation
To derive response matrices for use in variational nodal calculations we first write the even-parity form of Eq. (12) . The even-and odd-parity components are defined by 
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Adding and subtracting Eq. (12) evaluated atΩ and ÀΩ, we obtain
and retain only the leading term. With this approximation we have
Inserting Eq. (15b) into Eq. (14) we obtain a 2D/1D even-parity equation that includes no cross derivatives between the radial and axial directions:
We derive the needed functional following a procedure that differs from earlier work 14 only in that the planar and axial flux gradients in Eq. (16) are treated separately. The variational functional is
where the problem domain is the superposition of the nodal volumes V v The nodal functional is
In local coordinates, the nodal volume is defined in À Δz=2 z Δz=2, the planar area is A ¼ ΔxΔy, andn p is the outward normal to the lateral interfaces extending over the periphery Γ. Requiring this functional to be stationary with respect to variations in δψ þ within V v yields Eq. (16) 
II.C. Ritz Discretization
We discretize the nodal functional as follows. To allow the use of the even-parity integral equation within the node, we approximate the spatial distribution of the even-parity flux by
where an underscore denotes a vector quantity and ⊗ represents a tensor product. Correspondingly, the scalar flux is
where ϕ ¼ ð dΩψðΩÞ. The axial distribution is approximated by f z ðzÞ, a set of orthonormal polynomials governed by
and gðx; yÞ is a vector of continuous finite-element trial functions. Within a node, the cross sections are independent of z and piecewise constant in x-y. We employ triangular and quadrilateral isoparametric finite elements so that the element boundaries faithfully map curved material interfaces. Figure 1 illustrates the finite-element grid used to represent a fuel pin cell of the C5G7 calculations in Sec. III. On the axial interfaces the odd-parity flux is approximated by
where the outward normal isn z . hðx; yÞ is a vector of piecewise constants, which, within the area A i , is covered by the i'th finite element h i ðx; yÞ ¼ A
, and is set equal to zero elsewhere. χ z is the odd-parity angular flux moments defined on the axial interfaces. On the lateral interfaces, 
where we have defined the following:
The matrices containing integrals over the spatial trial functions are defined in Table I . The spatial integrals are evaluated numerically using standard finite-element techniques. 17 Based on preliminary investigations, 16 the group source q is taken to be piecewise constant, with a unique value for each of the finite elements in the x-y plane but an axial dependence consistent with f z ðzÞ.
Requiring the discretized functional to be stationary with respect to variation in ψðΩÞ yields 
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To proceed, we must first eliminate the scalar flux from the right side of this equation. Integrating over angle, we obtain
We may cast this result in the compact form
where the matrices are defined in Table II . The integrals over angle are evaluated using Square LegendreChebyshev (SLC) cubature with 25 × 25 Gauss points in the sphere. We next define the matrix
and solve Eq. (32) for the scalar flux
Inserting this expression into Eq. (30), we obtain the even-parity flux within the node in term of the group source, the odd-parity flux on the lateral interfaces, and the odd-parity flux of the axial interfaces:
Requiring Eq. (25) to be stationary with respect to variations χ γ and χ z yields the conditions that the following quantities must be continuous across the lateral and axial interfaces:
Inserting Eq. (36) into Eqs. (37) and (38) yields 
Finally, we may write Eqs. (39) and (40) in terms of the matrices given in Table II :
and
We next construct response matrix equations from which interface quantities χ γ and χ z can be determined.
With these known, Eq. (35) allows the scalar flux distribution within the nodes to be determined.
II.D. Response Matrix Equations
To obtain the nodal response matrix we first write Eqs. (41) and (42) in the more compact forms:
The correspondence between the matrices in this pair of equations and those in Eqs. (41) and (42) is straightforward. In a similar manner, we can write Eq. (35) for the scalar flux in the more compact form of
In Eqs. (43), (44), and (45), we enumerate the lateral surfaces as 1 through 4 and the axial surfaces as 5 and 6. Combining Eqs. (43) and (44) yields a single 6 × 6 partitioned matrix equation:
Similarly, Eq. (45) may be written as
To recast Eq. (46) in a response matrix form, we utilize a linear transformation of variables, which in diffusion theory reduces to the partial currents:
where j À and j þ correspond respectively to neutrons entering and leaving the node. Inserting Eq. (48) into Eq. (46) yields the response matrix equation 
With the partial currents known, the scalar flux may be determined in terms of the partial currents from Eq. (47):
II.E. Quasi-Reflected Interface Conditions
To reduce the dimension of the response matrices we employ quasi-reflected interface conditions. 15 To formulate these conditions we reorder and partition φ and χ appearing in Eq. (46) into three parts. Let the subscript l denote the low-order angular interface terms within which we include all of the axial interface terms. As an example we can assume the set of functions l consists of the P 1 and P 3 coupling terms on the radial interfaces. The higher order terms are divided into contributions from the odd-order Y lm ðΩÞ spherical harmonics with even m (subscript e) and odd m (subscript o). Thus, we have
Equation (46) 
In our previous work, 15 reflected interface conditions were shown to require φ o ¼ 0 and χ e ¼ 0. Hence, we can collapse Eq. (54) to the low-order form
Finally, making the replacements U !Ũ l and G !G ll , Eq. (46) yields the smaller dimension equations from which response matrices with quasi-reflected interface conditions can be obtained. Within the node, the angular dependence of the flux is treated consistently with highorder interface conditions while the coupling between nodes is represented by a lower order angular approximation.
III. RESULTS
The foregoing VNM is implemented in the Fortran 90 code PANX. The code is based on NODAL, a diffusion code being developed at Argonne National Laboratory. PANX imbeds within-group red-black Gauss-Seidel iteration, including a generalized form of partitioned matrix acceleration described in the Appendix, and standard fission source iteration, which at present is unaccelerated. The typical upscatter treatment is available.
We employ the C5G7 benchmark problems 13 to verify the VNM 2D/1D methods. The calculations were performed without parallelization on an Intel Xeon X7560 CPU. For each of the 17 × 17 pin cells in the four fuel assemblies, the x-y even-parity flux is approximated by 32 quadratic finite elements as shown in Fig. 1 . On the x-and y-interfaces, the spatial distribution of the odd-parity flux is approximated by quadratic polynomials.
III.A. C5G7 2D Results
To carry out a systematic study of the new VNM method, we first examine the 2D C5G7 benchmark, by setting Ñ z ψ þ ¼ 0 in Eq. (16), and retrace the path of earlier work. 14, 15 The geometry of the 2D C5G7 benchmark problem is illustrated in Fig. 2 . The Monte Carlo 2D reference solution with a 98% confidence interval is k = 1.18655 ± 0.00006. The eigenvalue comparisons shown in Fig. 3 employ three different approaches to the angular variables:
1. In PANX, the angular approximation is the conventional VNM with even-parity spherical harmonics within the nodes and odd-parity moments preserved across the interfaces. Because very high-order spherical harmonics are needed to achieve accuracy, CPU time and memory become considerable both in forming the response matrices and in solving the resulting system. 2D/1D VARIATIONAL NODAL TRANSPORT · ZHANG et al. 127
As illustrated in Fig. 3 , the accuracy in the 2D cases is severely limited by the achievable spherical harmonics order. Thus, we abandoned this approach for the 3D C5G7 benchmark problems.
2. In PANX-I, the even-parity integral method is employed within the nodes, while the spherical harmonics expansion on the x-y interfaces is maintained. This greatly reduces both the CPU time and the memory required to form the response matrices. The integral method is more accurate than using a P N expansion within the nodes because a veryhigh-order cubature can be utilized effectively to evaluate the angular integrals. However, the retention of high-order spherical harmonics on the x-and y-interfaces still yields response matrices with large dimensions, causing the solution times to grow rapidly with the P N order.
3. In PANX-IQ_m, the integral treatment is retained within the nodes, but quasi-reflected interface conditions are applied to reduce the x-and y-interface conditions to order P m . As illustrated in Fig. 3, m = 1, 3 , 5 come progressively closer to the Monte Carlo reference result as N is increased to the 23rd order, but there is a notable bias between the PANX-I and PANX-IQ results. With the P 21 approximation, for instance, the PANX-IQ_5 calculation has a bias of 23 pcm compared with PANX-I, while the PANX-IQ_3 calculation has 34 pcm, and the PANX-IQ_1 calculation has 36 pcm, respectively. 
III.B. C5G7 3D Results
From here, we continued by solving the 3D C5G7 benchmark cases shown in Fig. 4 . Note in Fig. 4 that the fuel assemblies are split into three equal thickness axial zones: The lower, middle, and upper slices are called slice 1, 2, and 3, respectively. In these calculations, we employ the same finite-element structure on the lateral plane and quadratic polynomials on the x-and y-interfaces. We use quadratic polynomials for the axial approximation of the even-parity flux within each node. On the axial interfaces, the odd-parity flux is approximated by 32 piecewise constants corresponding to each finite element. With 98% confidence intervals, the Monte Carlo 3D reference solutions for the unrodded, rodded A, and rodded B configurations are k = 1.14308 ± 0.00006, k = 1.12806 ± 0.00006, and k = 1.07777 ± 0.00006, respectively.
In order to examine the order of angular approximation needed to obtain accurate results in the x-y plane, the 3D C5G7 unrodded case is first evaluated with PANX-I and PANX-IQ_3. The calculations employ the P 1 approximation on the axial interfaces. The axial domain is meshed with 18 nodes, and a SLC product cubature of 25 × 25 is used for the angular integrals. The eigenvalue results versus interface P N order are shown in Fig. 5 , the distributed pin power error comparisons [the maximum pin (MaxPin) and the root-mean-square (RMS) pin power errors] are given in Fig. 6 , and the CPU times (in hours) and memory requirements (in gigabytes) are shown in Fig. 7 .
Similar to the 2D results, the eigenvalue results in Fig. 5 and the pin power errors in Fig. 6 exhibit asymptotic convergence with increasing P N order on the x-y interfaces. A negative eigenvalue error of about 100 pcm is expected since the diffusion approximation used in the axial direction overestimates the leakage. The quasi-reflected interface condition of PANX-IQ_3 results in small losses of accuracy (~20 pcm in eigenvalue and less than 0.3% in pin power prediction) relative to the explicit interface angular treatment in PANX-I.
The quasi-reflected interface conditions result in significant reductions in both CPU times and memory requirements with minor impact on the accuracy. As shown in Fig. 7 , the total computational time and memory requirement of PANX-I grow rapidly with P N order, restricting the interface approximations to no higher than P 17 . In contrast, in PANX-IQ_3, the solution time and the memory requirement remain roughly the same for all P N orders, because the dimensions of the response matrices are those of a P 3 approximation. On the other hand, the PANX-IQ_3 response matrix formation time increases with P N order, and dominates the total CPU time when high order P N approximations are employed. Overall, the PANX-IQ_3 shows superior efficiency compared to PANX-I. Thus, we choose N = 23 and m = 3 to be adequate for the 2D/1D approximation of the 3D problems.
For the C5G7 unrodded case, we examined the eigenvalue sensitivity with respect to the cubature order used for the angular integrals employed in PANX-I and PANX-IQ. Convergence with respect to the axial mesh size was also examined. The calculations were performed maintaining the previous calculation specifications, while progressively increasing the number of axial planes for the C5G7 unrodded problem. The eigenvalues in Fig. 8 demonstrate the convergence with axial mesh refinement. Our calculations did not exhibit any convergence problems: The finiteelement structure across the axial interfaces eliminates divergence associated with axial interface homogenization. For the following three C5G7 benchmark calculations, we employ 18 axial planes as the meshing scheme. Table III displays VNM errors relative to the Monte Carlo reference solutions of the three 3D C5G7 benchmark configurations detailed in Fig. 4 . The calculations are performed with PANX-IQ_3 with the P 23 approximation on the planar interfaces, and P 1 on the axial interfaces. To assess the overall pin power distribution, the pin power error of the maximum power pin cell (MaxPin), the average pin power error (AVG), the root-mean-square (RMS) of the pin power distribution, and the mean relative pin power error (MRE) are included along with the eigenvalue results.
The calculations exhibit eigenvalue errors of −107 pcm, −157 pcm, and −227 pcm, respectively, for the three configurations. It is noted that the error increases consistently with deeper control rod insertion where there is more distorted axial flux shape. As is illustrated in Table III, the 2D/1D VARIATIONAL NODAL TRANSPORT · ZHANG et al. 131
control rod insertion causes a 50 pcm larger discrepancy for the rodded A case compared to the unrodded calculation, and another 70 pcm increase for the rodded B case. The axially integrated pin power distribution shows less than a 1% error compared with the Monte Carlo reference solution. From Table III one can see that the largest errors all occur in slice 3, with the RMS errors being respectively 1.72%, 1.96%, and 2.88% for the three cases. However, they are rather small, given that they occur in the lowest power region and the absolute errors are actually small.
IV. DISCUSSION
The foregoing study presents proof of principle for a variational nodal approach to pin resolved neutron transport analysis of PWRs, thereby offering an alternative to the MOC-based methods widely used for such calculations. The C5G7 benchmark problems are used to examine the efficacy and accuracy of the VNM approach. In two dimensions the eigenvalue converges to the multigroup Monte Carlo solution with refinement of the angular approximations. In three dimensions the convergence with axial mesh refinement is demonstrated. The 2D/1D transport approximation applied to the 3D C5G7 problems required only a few hours of CPU time on a single processor. The eigenvalues, however, are underestimated relative to the Monte Carlo reference, due, we believe, in large part to the diffusion approximation applied at the axial direction. Moreover such axial leakage errors are magnified by the fuel pin length of less than a meter specified for these benchmarks and should be substantially reduced for the much longer pins found in power reactors.
Further research may provide opportunities for improvements in both accuracy and computational efficiency of the VNM approach. Employment of higher order P N approximations in the axial direction and/or replacement of the 2D/1D approximations with a full 3D VNM may substantially reduce the errors inherent in the present approximations. Parallelization of the algorithms may enable the treatment of the much larger spatial domains of power reactors. In particular, parallelization of the formation of the response matrices appears straightforward, while effective parallelization of the solution algorithms will present more significant challenges.
