Balcerzak, Dems and Komisarski [M. Balcerzak, K. Dems, A. Komisarski, Statistical convergence and ideal convergence for sequences of functions, J. Math. Anal. Appl. 328 (2007) [715][716][717][718][719][720][721][722][723][724][725][726][727][728][729] have recently introduced the notion of equi-statistical convergence which is stronger than the statistical uniform convergence. In this paper we study its use in the Korovkin-type approximation theory. Then, we construct an example such that our new approximation result works but its classical and statistical cases do not work. We also compute the rates of equi-statistical convergence of sequences of positive linear operators. Furthermore, we obtain a Voronovskaya-type theorem in the equi-statistical sense for a sequence of positive linear operators constructed by means of the Bernstein polynomials.
Introduction
The concept of convergence of a sequence of real numbers has been extended to statistical convergence by Fast [10] . Recently various kinds of statistical convergence for sequences of functions have been introduced by Balcerzak et al. [2] (see also [6] ). Especially, in [2] , a kind of convergence lying between pointwise and uniform statistical convergence is presented. We first recall these convergence methods.
Let f and f n belong to C(X), which is the space of all continuous real valued functions on a compact subset X of the real numbers. Throughout the paper, we use the following notation:
ε (x ∈ X) (1.1) and Φ n (ε) := k n:
where ε > 0, n ∈ N, the symbol |B| denotes the cardinality of the set B; and f C(X) denotes the usual supremum norm of f in C(X). Then, following [2] we have the next definitions.
Definition 1.1. (f n )
is said to be statistically pointwise convergent to f on X if st-lim n→∞ f n (x) = f (x) for each x ∈ X, i.e., for every ε > 0 and for each x ∈ X, lim n→∞ Ψ n (x,ε) n = 0. Then, it is denoted by f n → f (stat) on X.
Definition 1.2. (f n )
is said to be equi-statistically convergent to f on X if for every ε > 0, lim n→∞
uniformly with respect to x ∈ X, which means that lim n→∞ Ψ n (·,ε) C(X) n = 0 for every ε > 0. In this case, we denote this limit by f n → f (equi-stat) on X.
Using the above definitions, the next result follows immediately.
However, one can construct an example which guarantees that the converses of Lemma 1.1 are not always true. Such an example was given in [2] as follows:
is not statistically (or ordinary) uniform convergent to the function g = 0 on the interval [0, 1] (see, for details, [2] ). Now let {L n } be a sequence of positive linear operators acting from C(X) into itself. In this case, Korovkin [12] first noticed the necessary and sufficient conditions for the uniform convergence of L n (f ) to a function f by using the test function e i defined by e i (x) = x i (i = 0, 1, 2). Later many researchers investigate these conditions for various operators defined on different spaces. In recent years, some matrix summability methods have been used in the approximation theory. Although some operators, such as interpolation operators of Hermite-Fejer [3] , do not converge at points of simple discontinuity, the matrix summability method of Cesàro-type are strong enough to correct the lack of convergence [4] . Furthermore, uniform statistical convergence in Definition 1.3, which is a regular (nonmatrix) summability transformation, has been used in the Korovkin-type approximation theory [7] [8] [9] 11] . Then, it was demonstrated that those results are more powerful than the classical Korovkin theorem.
With the above terminology, our primary interest in the present paper is to obtain a Korovkin-type approximation theorem by means of the concept of equi-statistical convergence in Definition 1.2. Also, by considering Lemma 1.1 and the above example, we will construct a sequence of positive linear operators such that while our new results work, their classical and also uniform statistical cases do not work. We also compute the rates of equi-statistical convergence of sequences of positive linear operators. Finally, we obtain a Voronovskaya-type theorem in the equi-statistical sense for a sequence of positive linear operators constructed by means of the Bernstein polynomials.
A Korovkin-type approximation theorem
In this section we prove the following Korovkin-type approximation theorem by means of equi-statistical convergence. 
if and only if
Proof. Since each e i ∈ C(X), i = 0, 1, 2, the implication (2.1) ⇒ (2.2) is obvious. Assume now that (2.2) holds. Let f ∈ C(X) and x ∈ X be fixed. By the continuity of f at the point x, we may write that for every ε > 0, there exists a number δ > 0 such that |f (y) − f (x)| < ε for all y ∈ X satisfying |y − x| < δ. Since
where X δ = [x − δ, x + δ] ∩ X and χ A denotes the characteristic function of the set A. Then we have
. By positivity and linearity of the operators L n , we conclude that
So we get
where
it follows from (2.3) that
which gives
Then using the hypothesis (2.2) and considering Definition 1.2, the right-hand side of (2.4) tends to zero as n → ∞. Therefore, we have 
where g n (x) is given by (1.2). Then, observe that
So, by Theorem 2.1, we immediately see that
However, since (g n ) is not statistically uniform convergent to the function g = 0 on the interval [0, 1], we can say that Theorem 1 of [11] does not work for our operators defined by (2.5). Furthermore, since (g n ) is not uniformly convergent (in the ordinary sense) to the function g = 0 on [0, 1], the classical Korovkin theorem does not work either. Therefore, this application clearly shows that our Theorem 2.1 is a non-trivial generalization of the classical and the statistical cases of the Korovkin-type results introduced in [12] and [11] , respectively.
Rates of equi-statistical convergence in Theorem 2.1
In this section we study the rates of equi-statistical convergence of a sequence of positive linear operators defined on C(X) with the help of modulus of continuity.
We now present the following definition. 
1). In this case, it is denoted by
Then we first need the following lemma to get the rates of equi-statistical convergence in Theorem 2.1 by using Definition 3.1.
Lemma 3.1. Let (f n ) and (g n ) be function sequences belonging to C(X). Assume that
Then the following statements hold:
Then observe that
Since β = min{β 0 , β 1 }, by (3.1), we get
and hence
Now by taking limit as n → ∞ in (3.2) and using the hypotheses, we conclude that
which completes the proof of (i). Since the proofs of (ii)-(iv) are similar, we omit them. 2
On the other hand, we recall that the modulus of continuity of a function f ∈ C(X) is defined by
Then we have the following result. 
Then we have, for all f ∈ C(X),
where β = min{β 0 , β 1 }.
Proof. Let f ∈ C(X) and x ∈ X. Then it is well known that,
where M = f C(X) (see, for instance, [1, 5] ). This yields that
Now considering the above inequality, the hypotheses (a), (b), and Lemma 3.1, the proof is completed at once. 2
Remark.
Replace the conditions (a) and (b) in Theorem 3.2 by
we may write that
where K = 1 + 2 e 1 C(X) + e 2 C(X) . Now it follows from (3.3), (3.4) and Lemma 3.1 that
where γ = min{β 0 , β 1 , β 2 }. So, it yields that
Using (3.5) in Theorem 3.2 we immediately see, for all f ∈ C(X), that
Therefore, if we use the condition (3.3) in Theorem 3.2 instead of (a) and (b), then we obtain the rates of equi-statistical convergence of the sequence of positive linear operators in Theorem 2.1.
A Voronovskaya-type theorem
In this section, we will show that the positive linear operators D n defined by (2.5) satisfy a Voronovskaya-type property in the equi-statistical sense. We first need the following lemma. Finally, notice that our operators D n defined by (2.5) do not satisfy the Voronovskaya-type property in the usual sense since the function sequence (g n ) given by (1.2) is not uniformly convergent to the function g = 0 on the interval [0, 1].
