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I. INTRODUCTION
F OR many systems, it is desirable to determine a control strategy to complete an objective while satisfying a set of constraints, however, in many circumstances the system must operate in the presence of uncertainty. The uncertainty arises from three different sources: (i) process uncertainty; (ii) sensing uncertainty; and (iii) environment uncertainty. The presence of these uncertainties means that the system constraints may Z. Zhou is with the Department of Electrical Engineering, Stanford University, CA 94305 USA (e-mail: zyzhou@stanford.edu).
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be violated if not correctly accounted for. However, explicitly incorporating the uncertainty into the control and planning solutions for many applications is challenging.
There are many applications that could benefit from this capability, including robot-assisted surgery [1] , energy efficient control of buildings [2] , chemical process control [3] , truss topology design [4] , financial engineering, autonomous control of vehicles in traffic, robotic assistance for elderly and disabled people, routing aircraft around weather, and home automation.
Two possible approaches for handling the uncertainty are robust control methods and chance constrained methods. Robust control methods require the satisfaction of the constraints for all possible values of the uncertainties. These techniques [5] - [9] assume bounds on the unknown parameters which can be used to formulate worst case bounds on the system state. For safety critical systems, these methods are valuable, however for applications that can tolerate failures, such an approach is overly conservative because it disregards the information that is often available about the distribution of the uncertainty. In addition, in some instances these methods result in an infeasible problem.
Chance constrained methods require that the constraints only hold up to a certain probability limit, allowing the constraints to be violated for some values of the uncertainties. In this formulation the control problem is performed in the space of probability distributions of the system, defined as the belief space. When planning in the belief space, success cannot be guaranteed since there might be a small probability that a large disturbance will be experienced causing the system to violate the constraints. Therefore, a tradeoff must be made between conservatism and performance of the system.
Chance constrained optimization was first introduced by Charnes et al. in 1958 [10] , Miller and Wagner in 1965 [11] , and Prékopa in 1970 [12] . It has been shown in [12] and [13] that for linear programs with log-concave probability distributions the problem is convex. See [14] , [15] for good surveys on this topic. There are two fundamental difficulties in solving the chance constrained optimization program. Even if the problem with deterministic variables is convex, there is no guarantee that the problem with uncertainty is convex, which could make the optimization difficult. The second complication is in evaluating the constraint violation probability. Typically, this requires the calculation of a multivariate integral which generally does not have a closed form, analytical solution. Given these two difficulties, researchers have mainly concentrated on tractable approximations of the original problem.
In these approximation methods, the probability distribution is bounded leading to feasible and conservative solutions to 0018-9286 © 2015 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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the original problem. Ben-Tal and Nemirovski [16] proposed a quadratic approximation, Rockafellar and Uryasev [17] proposed the conditional value-at-risk (CVaR) approximation, and Nemirovski and Shapiro [18] proposed the Bernstein approximation. The latter two methods bound the probability by a convex bounding function. Hong et al. [19] extended the CVaR approach by solving a series of convex approximations that iteratively reduces the conservativeness. This method was shown to converge to a Karush-Kuhn-Tucker point of the original chance constrained problem. The work by van Hessem et al. [3] , [20] - [23] and by Ma et al. [24] studied the chance constrained closed-loop model predictive control problem with Gaussian noise disturbances. They optimized over the feedback control laws and open-loop inputs while ensuring that the chance constraints on the overall system were satisfied. To convert the stochastic problem into a deterministic one, they developed an ellipsoidal set bounding approach that results in a set of second order cone constraints, however this led to a conservative solution. This work was extended by Blackmore [25] to handle nonconvex feasible regions. Shin and Primbs [26] also used the ellipsoidal set bounding approach and proposed an efficient interior point method that exploited the Riccati structure of the problem to decrease the computational complexity. Vitus and Tomlin [27] reduced the conservatism in van Hessem's solution by using Boole's inequality and proposed an efficient iterative two stage optimization scheme.
The work by Blackmore et al. [28] uses the work presented in [29] to bound the joint chance constraints with Gaussian noise using Boole's inequality, which typically leads to a very small amount of over-conservativeness. They also used the idea of risk allocation to distribute the risk of violating each chance constraint while still guaranteeing the specified level of safety. By using the risk allocation technique instead of assuming a constant amount of risk for each constraint, the performance of the overall system can be significantly increased. Ono and Williams [30] extended this method to multi-agent systems, proposing a decentralized algorithm for solving the chance constrained optimal control problem. Luders et al. [31] proposed a chance constrained rapidly-exploring random trees algorithm which uses the work of Blackmore et al. to plan through environments where the obstacles location is uncertain but shape is known.
Another approximation used in solving chance constrained problems is the scenario approach [32] which draws samples for the uncertain parameters and requires the constraints to be satisfied for each sample. If the problem with deterministic variables is convex, then this method also results in a convex program. In this approach, the number of samples required needs to be determined in order for the original chance constraints to hold with a large probability. This approach was taken by Calafiore and Campi [33] , Campi and Garatti [34] , Calafiore and Fagiano [35] , Schildbach et al. [36] and De Fairas and Van Roy [37] . This method can result in very conservative solutions or infeasible programs, limiting its applicability. Ruszczyński [38] , Blackmore [39] and Matusko and Borrelli [40] proposed another sampling approach that draws samples from the uncertainty distributions and uses binary variables to count the number of constraint violations. This transforms the original stochastic control problem into a deterministic mixed integer program. This sampling approach, however, becomes intractable as the number of samples needed to accurately represent the true belief state increases.
The robotics community has also investigated the stochastic control problem primarily for stochastic motion planning. Prentice and Roy [41] proposed the Belief Roadmap (BRM) to efficiently plan in the belief space for linear, Gaussian systems. A Markov Decision Process (MDP) based algorithm was proposed by Alterovitz et al. [42] that accounts for the motion uncertainty of the system but does not account for the partial observability of the system state or the sensing uncertainty. Van den Berg et al. [43] proposed a two step planning process named LQG-MP: 1) a set of candidate paths were generated without accounting for the system uncertainty and 2) the best path was selected based upon a criterion which incorporated the uncertainty of the state. Since the uncertainty was not taken into account in generating the paths, the paths generated were often suboptimal solutions.
Incorporating environment uncertainty into the motion planning problem has also received some attention. Missiuro and Roy [44] handled uncertain environments by modifying the sampler used in a probabilistic roadmap. However, while the algorithm accounts for the environment uncertainty, motion noise or sensing noise is not accounted for. Du Toit and Burdick [45] investigated obstacle avoidance in dynamic, uncertain environments, and proposed an approximation method for calculating the probability of collision for a spherical robot and obstacle distributed via a Gaussian distribution.
A. Our Contributions
First, we formulate a linear stochastic control problem in the chance constrained control framework, where both the system and the environment are uncertain. Previously most researchers were concerned with uncertainty in either the system or the constraint parameters but not both simultaneously; in the case where uncertainty in both was considered [31] , only uncertainty in the position of the obstacles but not shape was handled. This problem not only generalizes prior work in this area, but also has broader applicability due to the weaker and more realistic assumptions. However, this problem is a rather challenging one: given uncertainties in both the system state and constraint parameters, the probabilistic constraints now involve sums of products of random variables. Unfortunately, the constraint expression does not have a closed-form analytical expression (even for simple distributions of the system and constraint parameters), which makes it difficult to evaluate the probability of violation much less solve the optimization problem.
Second, we hence develop a novel and efficient hybrid method to address this problem. Our proposed hybrid method uses both analytical functions and sampling to represent the uncertainty in the system and environment. By choosing the decomposition in an intelligent way, it is shown that the probability of constraint violation can be efficiently approximated. As shown in Section VII, the solution quality is competitive with the other state-of-the-art methods. However, this may not lead to a decrease in computational complexity because the approximation may not lead to a convex optimization program. Theorem 1 gives reasonable conditions under which the resulting optimization program is indeed convex, in which case the computational complexity can be drastically reduced (by 30-110 times over previous methods through simulations). The conditions given in Theorem 1 are not restrictive for our intended applications such as path planning for robotics [46] . Consequently, this method has the ability to enable real-time stochastic control for the motivating applications. We emphasize that we provide not only a method, but a framework for handling multiple sources of uncertainty. While we only give a specific hybrid method combination (i.e., using analytical methods to handle the system uncertainty and sampling methods to handle the environment uncertainty), our central message is rather that a general combination of these two methods can be flexibly chosen for the problem under consideration. We note that this general philosophy of combining analytical methods and sampling methods shares some similarity in spirit to Rao-Blackwellisation approaches [47] that have been used in other domains for estimation. These approaches represent some of the variables using samples and marginalize the rest out (hence exhibiting a combination of both analytical and sampling methods); although both the problems and the methods are substantially different from the ones discussed in this paper.
Third, we give an efficient algorithm to test whether the conditions will a priori hold. The conditions given in Theorem 1 are on the samples drawn, which can be naively verified via posterior checks on all the samples. However, this is very timeconsuming: an a priori verification of the conditions irrespective of which samples happen to be drawn would be ideal. This motivates a novel probability-theoretical question interesting on its own, which we address (via a simple geometric approach) in this paper: how to determine whether a set of deterministic constraints on the system mean will hold given that the corresponding chance constraint holds.
We briefly comment on the trade-off between the scope of the problem and the availability of the analytical guarantees. Boole's method, scenario approach and the convex bounding method can provide analytical guarantees for certain probability distributions. These analytical guarantees are only available for a reduced problem, i.e. only state or constraint uncertainty but not both. In addition, to provide the analytical guarantees they either introduce conservatism into the solution or only provide probabilistic guarantees. In contrast, our hybrid method does not provide any analytical guarantees, which is in part due to the general problem under consideration. In future work, it would be worthwhile to explore the availability of a probabilistic guarantee as is provided in the scenario approach.
A remark on the presentation of the paper: after the problem is formulated in Section II, we introduce in Section III the chance constraints and compare several different methods of handling them. Then, we evaluate two previous methods for handling the chance constraints on an example in Section IV. Those two sections (III, IV) not only provide a detailed survey of the existing methods for dealing with chance constraints, but also clearly demonstrate the motivation for our proposed hybrid method in Section V.
II. PROBLEM FORMULATION
Consider the following discrete-time, time-varying, finitetime horizon, stochastic system defined by:
where x k ∈ R n is the system state, u k ∈ R m is the control input, w k ∈ R r is the process noise and N is the time horizon. The initial state, x 0 , is assumed to be uncertain with a known Gaussian probability distribution p(x 0 ). At each time step, a noisy measurement of the state is taken, defined by
where y k ∈ R p and v k ∈ R s are the measurement output and noise of the sensor at time k, respectively. The process and measurement noise are assumed to have known probability distributions p(w k ) and p(v k ), respectively. These distributions are assumed to be Gaussian and mutually independent at different time-steps. In addition, the process noise, measurement noise and initial state are assumed to be mutually independent.
For notational convenience, the system state, measurements, control inputs, process noise and measurement noise for all time-steps are concatenated to form
Also, X = f (x 0 , U, W) and Y = h(X, V) will be used as a compact representation for the calculation of all states and measurements.
A. Stochastic Control
Since the process and measurement noise are random variables, the state trajectory and control inputs are also random variables. Consequently the performance of the system will be assessed based upon the expected value of an objective function φ :
where the expectation is over W and V. The objective function is assumed to be a convex function of X and U. There is also a constraint function on the state trajectory and control inputs, ψ :
The constraint function is assumed to be affine:
This affine assumption is not restrictive for the problems considered because it still allows for rate constraints, control input saturation, model validity ranges, and restrictions on the system from entering unsafe or undesired regions. For ease of notation, we have assumed that there is only one constraint function, however, our framework is still applicable to a set of constraint functions.
Unfortunately, due to the stochasticity of the problem, the system constraints cannot be considered deterministically; the stochasticity may result in a non-zero chance that the constraints will be violated. Consequently, the constraints must be considered probabilistically, leading to a notion of risk. Risk in the context of this problem means that there is a possibility of constraint violation due to the uncertainty in the system. With this, the risk of constraint violation must be accepted, but only within defined limits. A measure of the risk thus must be introduced to determine the overall cost of violating the constraints. In this work, chance constraints are used to require the constraints to only hold up to a certain probability limit
Finally, the stochastic control problem can be expressed as
where the expectation is over the noise sources W and V and the optimization is over the control policy, which is defined as a mapping from the previous states and control inputs to the current control input. Formally, a control policy is defined as
where X and U are the state space and control space, respectively.
In general, a control policy u k depends on the entire past history
However, the stochastic control problem in (6) cannot be in general solved for the optimal infinite dimensional control policy, and in the following sections the control policy will be assumed to be affine feedback to obtain a tractable problem. For example, a feedback controller will be assumed to have been designed a priori and the desired state trajectory will be the optimization variable. Or the control policy will be assumed to be an affine function of the past measurements where the optimization variables are the feedback gains and the open-loop inputs.
B. A Priori Distribution of the Closed-Loop State and Control Input
The next step in defining the stochastic control problem is to formulate the probability distribution of the closed-loop system state, X, and closed-loop control input, U. These will then be used to evaluate the joint chance constraints. To accomplish this, the specific choice of controller and estimator needs to be made. In this work, it is assumed that a linear feedback trajectory controller has been designed and it uses a Kalman filter to estimate the state. The contributions of this work are not restricted to these choices, the only requirement is that the distribution of the closed-loop state and control input can be characterized.
Applying linear system theory, the closed-loop uncertainty of the system state can be characterized a priori before any measurements are received. Given the assumption of the Kalman filter estimator and linear quadratic trajectory tracking controller, the a priori closed-loop state and control input at each time-step is given by a Gaussian distribution.
C. Chance Constraints
The last step in formulating the optimization program (6) is to define the specific form of chance constraints that will be used. We will employ joint chance constraints that deal with the satisfaction of several constraints simultaneously, requiring all to be satisfied with probability 1 − δ
where each ψ ∈ R q is a vector valued function with length q. It is assumed that each element in ψ has been nondimensionalized so that the violations are comparable and that the violation of any of the constraints ψ j (X, U) ≤ 0 is equally undesirable.
While these methods are applicable to a general ψ which is affine in both state and control inputs, for ease of notation, we assume that ψ is only a function of the system state:
where H ∈ H ⊆ R n(N +1)×q , and b ∈ B ⊆ R q . The joint chance constraint is now
In previous work [3] , [28] , [33] , the constraint parameters H and b were assumed to be deterministic, however, in this work the constraint parameters are also allowed to be stochastic. If only the parameter b is stochastic, then handling the constraint is straightforward. Furthermore, if the parameter b is given by a Gaussian distribution then the constraint H T X − b is also a Gaussian distribution. Consequently, the previous methods [3] , [12] , [28] would be directly applicable after calculating the mean and covariance of the constraint.
However, if both parameters (H and b) are stochastic, then evaluating and satisfying the chance constraints poses the main challenge to solving the optimization program (6). In particular, by allowing H and b to be uncertain, the distribution of H T X − b becomes a sum of multiple products of random variables, which cannot be calculated analytically, increasing the complexity of the problem. In addition, they require calculating a multivariate integral which in general can only be performed for low dimensions. There are several approaches to handle the chance constraints that use either analytical or sampling methods which we will review in the following section.
III. METHODS FOR HANDLING JOINT CHANCE CONSTRAINTS
In this section, we will review four methods for handling chance constraints with uncertainties in both the state and constraint parameters: Gaussian approximation, scenario approach, convex bounding method and mixed integer linear programming (MILP), where the first is an analytical method and the rest are sampling methods. The analytical methods exploit properties of the probability distribution of the system state and control inputs to either convert the chance constraints into a set of deterministic ones or efficiently evaluate the probability of violation. The sampling methods use particles to approximate the probability distribution of the system. It is worth noting the trade-offs between the two types of methods. Analytical methods have low computational complexity, however, they only apply to a small subset of problems. Sampling methods can be applied to a wider range of problems, but their computation tends to be slower than analytical methods.
In the Gaussian approximation method, the constraints are approximated by a Gaussian distribution, but this leads to a nonconvex optimization problem which does not guarantee the optimal solution. In the scenario approach, samples are drawn from all sources of uncertainty and the constraints are required to hold for all the samples. This approach results in either a quadratic or linear program which can be solved very efficiently, however, this computational advantage may come at the cost of an overly conservative solution or even result in infeasibility. In the convex bounding method, the original chance constraint is upper bounded by a convex function and is evaluated through sampling. While this approach is useful for handling arbitrary probability distributions, it usually requires a large number of samples to accurately represent the distribution resulting in a large computational complexity. In the MILP method, integer variables are used to count the number of constraint violations for the samples to approximate the violation probability. The computational complexity of MILP grows exponentially in the number of binary variables required in the problem formulation [48] . Consequently, for certain online applications using a MILP formulation may be computationally prohibitive as was shown in [49] . We will therefore only review the first three methods in the following subsections since they are the most applicable to our problem formulation.
A. Analytical Method: Gaussian Approximation
In [29] , they proposed to use Boole's inequality to bound the multivariate chance constraint by the summation of a set of univariate constraints. Boole's inequality states that for a countable set of events E 1 , E 2 , . . ., the probability that at least one event happens is no larger than the sum of the individual probabilities
The joint chance constraint in (10) is equivalent to
which, by Boole's inequlaity, leads to
By allowing h i and b i to be uncertain, the distribution of
h ij X j − b i is now a sum of multiple products of random variables, which does not have an analytical expression. Fortunately, the work of [50] showed the true distribution can be accurately approximated by a Gaussian distribution to allow the efficient evaluation of the constraints
where Φ(·) is the Gaussian cumulative distribution function, σ
are the expectations of the corresponding random variables. 1 Using a risk allocation technique for each of the univariate constraints (P (h
yields the final set of constraints for this method
Unfortunately, for this approach the resulting optimization program is nonconvex [50] since the variance (σ i ) depends upon the mean of the system. Therefore only a locally optimal solution can be guaranteed. Also, this method has a large computational complexity which will prevent applying this technique in real-time control applications.
B. Sampling Methods
The difficulty in evaluating the chance constraints is in calculating the multivariate integral of the probability distribution for the constraints. The Gaussian approximation method presented in the last section assumes a specific form of the probability distribution to simplify the evaluation. A different approach is presented in this section that uses a number of samples to represent the probability distribution which simplifies the evaluation of the chance constraints. These methods were originally designed for only uncertainty in the system state, however, they can be applied to the case where both the constraints and state are uncertain. As will be shown in Section IV, they cannot sufficiently handle this increase in complexity.
The following subsections use sampling to handle the chance constraints by using a finite set of particles to represent the probability distribution of the system; this converts the stochastic control problem into a deterministic one. Each of the following methods sample N s particles at each time-step from the noise sources and initial state to obtain the sets:
An approximation of the distribution of the system state, measurement output, and control input can then be calculated using this set of samples
for all j = 1, . . . , N s . Let X (j) be defined as
1) Scenario Approach:
A sampling technique, proposed by Calafiore and Campi [33] and De Fairas and Van Roy [37] , is the scenario approach. Instead of using samples to approximate the probability distribution of the chance constraints, this method uses the samples to bound the chance constraints in order to guarantee they hold with probability 1 − Δ. Specifically, the scenario approach replaces the chance constraints in (10) with the deterministic constraints
In this approach, the number of samples required needs to be determined in order to guarantee that if (16) is satisfied, then the original chance constraints will hold with probability 1 − Δ, or more formally
Let Δ ∈ (0, 1) be the confidence parameter for the scenario approach, and η be the number of optimization variables. Calafiore and Campi [33] showed that if
(where · denotes the smallest integer greater than or equal to the argument) then with probability 1 − Δ, the original chance constraints hold
Intuitively, as the confidence that the original chance constraints hold increases, Δ → 0, the number of samples required goes to infinity. Consequently, the exponential growth of the required number of samples may be prohibitive for some problems.
An important property of the scenario approach is that since the joint chance constraints were replaced by a set of convex constraints, the solution to the transformed optimization program can be efficiently computed through numerical algorithms. The scenario approach formally guarantees the satisfaction of the chance constraints with probability 1 − Δ, however, this formal guarantee may come at the cost of an overly conservative solution or even result in infeasibility. Here, infeasibility refers to the fact that there is no solution that satisfies the sampled deterministic constraints in (16) even though the original chance constraints are feasible.
2) Convex Bounding Method:
Another approach to handle the uncertainty in the constraint parameters is the convex bounding method developed by [18] and [51] . Since the probability distribution of the chance constraints may not be a convex function, it is difficult to include them in the optimization program. This method finds a suitable conservative, convex approximation for the probability distribution of the chance constraints which results in a convex optimization program.
Consider a single individual chance constraint of the form
The probability in (18) can be calculated via
where 1(·) is the indicator function defined as
Since the indicator function 1(z) is a nonconvex function, this greatly complicates the evaluation of the chance constraints in the optimization problem (6). However, the intuition behind this method is that by bounding the indicator function by a convex function the optimization program simplifies to a convex program. Suppose such a nonnegative, nondecreasing, convex function ψ : R → R can be found such that for any
where the expectation is over the joint distribution of X, h i , and b i . Consequently, if the following convex constraint is satisfied, then the original chance constraint in (18) is guaranteed to hold
Note, the constraint in (22) holds for any α, and the conservativeness can be reduced by including α as an optimization variable. To handle joint chance constraints, the maximum over all constraint violations can be used in the convex bounding function, i.e.,
where · ∞ is the infinity norm. Now that the form of the convex constraint used to bound the original chance constraint has been formulated, the next step is to determine what form of function to use for ψ. The restrictions on the function, as stated previously, are that it needs to be a convex function and ψ(z) ≥ 1(z) for all z. Several examples of possible functions are shown in Fig. 1 .
In this work, the functional form for ψ(z) used is ψ(z) = (z + 1) + (where the subscript + denotes max{z + 1, 0}) because it results in the least conservative bound [18] . After simplifying, the final convex constraint that bounds the original chance constraint is then
Unfortunately, there is no analytical, closed-form solution to calculate the expectation in (24), however, it can be efficiently approximated through sampling. One advantage of this is that sampling can represent arbitrary distributions for the uncertainty in the system and in the constraint parameters.
In order to use the convex bounding method, the expectation in (24) is not only over the system state but also over the uncertain constraint parameters. To calculate the expectation, each system trajectory particle X (j) is associated with a set of constraint parameters H (j) and b (j) for all j = 1, . . . , N s as follows:
While this approach inherently handles the uncertainty in the system and constraint parameters, for some problems it might result in a large optimization program due to having to use a large number of samples to accurately represent the underlying distribution. This will be illustrated in the following subsection.
IV. STOCHASTIC MOTION PLANNING EXAMPLE
The following example will motivate the need to develop a new method for handling problems with environmental uncertainty. The system has double integrator dynamics with Δt = 0.1 s and a time-horizon of N = 20. The state is composed of the positions followed by the velocities, and the measurement is of the position: 
with Q obj = 50I, R obj = 0.001I and x ref = [2 1 0 0] T . For this example, the environment is defined by a set of half plane constraints defined by a series of end points, which are assumed to be uncertain. The uncertainty is modeled by a truncated Gaussian represented as the orange ellipses in Fig. 2 . To apply the methods to this nonconvex environment, we have used our work in [52] to decompose the free space in the environment into a tunnel of convex polygons for path planning.
All three approaches (Gaussian approximation method, scenario approach, and the convex bounding method) were used to solve this problem, however, the scenario approach proved to be too conservative resulting in an infeasible optimization program (all the constraints could not be satisfied for all the samples). The solution for this example is shown in Fig. 2(a) and (b) for Boole's method and the convex bounding method, respectively. The blue, solid line is the trajectory of the system when accounting for the uncertainty of the environment, and the green, dotted line is the solution when planning only through the mean environment. The blue ellipses show the 99.7% confidence ellipsoid of the system state at each time-step. For this example, the optimal path is always through the top region, even though the bottom region is shorter. The bottom region is infeasible with respect to the allowed constraint violation because of the large uncertainty of the vertical position of the state.
There are several interesting differences between the solution that accounts for the uncertainty and the solution through the mean environment. The solution from the mean environment initially curves toward the wall with large uncertainty, but when the uncertainty of the environment is incorporated the system deviates away from it. The more noticeable difference between the two solutions is in the top region of the environment. The solution which accounts for the uncertainty of the environment stays lower to avoid the highly uncertain top wall.
The Gaussian approximation and convex bounding methods can be compared by their conservativeness and their computational complexity. The estimated true probability of constraint violation using Monte Carlo simulation for the Gaussian approximation method and the convex bounding method is 0.0038 and 0.0047. The Gaussian approximation method is the most conservative due to the approximation from Boole's inequality. In particular, Boole's inequality doesn't account for the dependence between the state at different time-steps violating the constraints. To illustrate this, consider a wall whose uncertainty is purely translational. If at one time-step the system does not violate the constraint, then the system will also not violate the constraint for any future motion parallel to the wall. Using Boole's inequality to bound the probability ignores this dependency.
All computations were done using Matlab on a 2.7 GHz Intel Core i7. The Gaussian approximation method was solved using Matlab's fmincon with an interior point solver, and the convex bounding method was solved using CVX [53] . In terms of computational complexity, the Gaussian approximation solution takes 61.2 s and the convex bounding method uses 1500 particles and takes 286.1 s. Given the large computational complexity, neither of these methods have the potential of being applied for real-time control for the motivating applications.
The three approaches presented thus far for handling uncertain constraint parameters either approximate the constraints' probability distribution analytically or use sampling. These methods result in a nonconvex optimization program, are overly conservative, or have a large computational complexity. To overcome these difficulties, the following section will present a novel hybrid method that results in a convex optimization program under certain conditions and drastically reduces the computational complexity over the prior approaches.
V. HYBRID METHOD
Given the limitations of the previous approaches for handling the uncertain constraint parameters, this section presents a novel hybrid approach that uses a combination of analytical functions and sampling to represent the probability distributions. In particular, for some problem formulations, the stochastic variables are naturally separable into two sets: one set that can be accurately represented through an analytical function, and another set whose distribution is best represented through sampling. This section develops this hybrid method, discusses how to handle the joint chance constraints, and shows that the resulting optimization program is convex under certain conditions.
The intuition behind this method comes from examining the previous methods. Analytical approaches that use Boole's inequality have been very successful for solving problems involving only system uncertainty. Their advantage is the ability to efficiently calculate the chance constraint, but adding environmental uncertainty significantly increases the complexity due to the multiplicative constraints. For the convex bounding method, the use of sampling enables handling arbitrary probability distributions but it may require a large number of samples. By combining both approaches, the multiplicative constraints may be eliminated which may reduce the required number of samples as shown in the examples in the following section.
In the following development of the hybrid method, sampling is used to represent the uncertain constraints and analytical functions are used to represent the uncertainty of the system state. A similar approach can be used to employ the hybrid method for other separations of the uncertainty representation.
For the chosen uncertainty representation, only the constraint parameters are sampled, resulting in the following set of particles:
The distribution of the closed-loop state, X, is represented analytically with a Gaussian distribution. Using this hybrid representation of the uncertainty, none of the current methods for enforcing the joint chance constraints,
Using Boole's inequality, the joint chance constraint can be upper bounded by (28) which simplifies the constraints to a set of univariate constraints but it does not have an analytical solution due to the products of random variables. However, by exploiting the hybrid representation of the uncertainty, the probability can be approximated by the sample average over the environment
Using the same risk allocation technique introduced in the Gaussian approximation method yields the following constraints that replace the original joint chance constraint with:
Using the analytical function for the Gaussian probability distribution of the closed-loop state X, this simplifies even further to
Through the hybrid representation of the uncertainty the products of random variables have been eliminated, but whether this leads to a computational advantage still needs to be investigated. The final optimization program for the hybrid approach is given in (32) minimize
subject to
whereŪ is the mean of the control inputs and F u is the convex feasible region for the control inputs.
The following theorem determines when the set of constraints in (31) The drawback of adding the sampling constraints b
j is that those constraints can not be checked a priori given the probability distributions. All the samples must be drawn before a conclusion on whether the optimization program is convex can be made. This motivates the following question, which will be addressed in the following section: given P (H T X > b) ≤ δ holds, what properties must the distributions of H, b and X satisfy in order to guarantee that
irrespective of which samples happen to be drawn.
VI. FINITE CONE COVER METHOD
The problem can then be formulated to find sufficient an necessary conditions such that the joint probabilistic constraint P (H T X > b) ≤ δ implies the worst-case deterministic constraints in (33) .
Letĥ i ,b i be realizations of the random variables h i and b i respectively, and H i , B i be the sets of all possible realization values of h i and b i respectively. The worst-case deterministic constraints are
For notational simplicity, (33) will also be written as inf
Given the joint probabilistic constraint, it is not known a priori how the risk δ i is allocated for each individual probabilistic constraint P (h
Since the deterministic condition needs to be ensured to hold, it can only inferred that P (h
To develop a sufficient condition, a few geometric definitions will first be introduced.
A. Geometry of the Finite Cone Cover Method
Given an i ∈ {1, 2, 3, . . . , q} and a joint distribution of h i and b i , define the i-th intersected half space Fig. 3(b) . A point p is defined as safe with respect to the i-th chance constraint if p ∈ T i , which means that p will not violate any realized constraint of the i-th chance constraint. A point p is said to be safe if it satisfies this condition with respect to every chance constraint, i.e., p ∈ i∈{1,2,3,...,q} T i = S.
A point p is defined as feasible if for every i, there exist realizationsĥ i of h i andb i of b i such thatĥ T i p ≤b i . In other words, p is feasible if for every chance constraint, it will not violate at least one realized constraint of that chance constraint. Note, by definition a safe point is a feasible point. The feasible space F is defined to be the set of all feasible points
F is assumed to be convex and bounded. Finally, let the i-th safe boundary be defined as ∂ i S = ∂T i ∩ S as illustrated in Fig. 3(b) . The boundary ∂ i S separates the "safe" region for the mean of the system state from the "dangerous" region. If the system state mean resides in the "safe" region of the boundary, then it can be guaranteed to not collide with any wall, even in the worst case. Intuitively, it can be shown that by moving toward the "safe" region from the boundary, the probability of failure (i.e., violating the constraints) decreases while the reverse is true if one moves toward the "dangerous" region. Consequently, if the smaller than δ, pick two points v 1,1 and v 1,2 inside the cone in the first iteration that together cover ∂ i S. (c) Probability of failure at point v 1,1 is larger than or equal to δ, and therefore the subcone with vertex v 1,1 can be removed. The probability of failure at point v 1,2 is smaller than δ and consequently the process needs to be repeated for a second iteration. In the second iteration, two points v 2,3 , v 2,4 are chosen to cover the boundary that is originally covered by the subcone with the vertex v 1,2 . (d) Probability of failure at point v 2,3 is larger than or equal to δ, and the corresponding subcone is removed. The probability of failure at point v 2,4 is smaller than δ, and therefore points v 3,7 and v 3,8 are picked within the subcone. For these points, the probability of failure is larger than or equal to δ, and therefore the algorithm terminates successfully.
probability of failure for every point on the boundary is larger than δ, then the system state mean is required to be in the "safe" region in order to ensure the chance constraints hold.
However, it is infeasible to compute the probability of failure for every point on ∂ i S. Therefore, a finite cone cover method is employed. The main idea behind this method is to find a cone that satisfies the following two properties: 1) the cone covers the boundary ∂ i S and 2) the probability of failure never decreases when moving from the vertex of the cone to any point inside the cone. These two conditions establish that the probability of failure of the vertex is less than or equal to every point on the boundary, which can be used to develop the following computationally efficient algorithm. Starting with a cone that covers the entire boundary, if its vertex's probability of failure is larger than δ then it is guaranteed that the probability of failure on the boundary is larger than δ. Otherwise, points inside the cone are taken as vertices for new cones that cover the boundary ∂ i S. It is then checked whether the probability of failure at the new vertices are larger than δ. This process is repeated until the above-stated condition holds at some iteration.
An illustration of this procedure is shown in Fig. 4 . In Fig. 4(a) , an initial cone with vertex v 0 is determined which satisfies the two required conditions. The probability of failure at point v 0 is smaller than δ, therefore two points v 1,1 and v 1,2 inside the cone are chosen that completely cover ∂ i S as shown in Fig. 4(b) . The probability of failure at point v 1,1 is larger than or equal to δ, and therefore the subcone with vertex v 1,1 can be removed. The probability of failure at point v 1,2 is smaller than δ and the process needs to be repeated for a second iteration. In Fig. 4(c) , two points v 2,3 and v 2,4 are chosen to cover the boundary that is originally covered by the subcone with the vertex v 1,2 . The probability of failure at point v 2,3 is larger than or equal to δ, and the corresponding subcone is removed. The process is repeated for a third iteration in Fig. 4(d) for the cone with vertex at v 2,4 since its probability of failure is less than δ. The points v 3,7 and v 3, 8 are picked with the corresponding subcones covering the boundary originally covered by the subcone v 2,4 . The probability of failure at both points are larger than or equal to δ, and the process terminates concluding that the probability of failure for all points on the boundary is larger than or equal to δ.
To apply this algorithm, the cone needs to be formally defined. Associate to eachĥ i ∈ H i a halfspace Lĥ Fig. 3(c) . Except in degenerate cases (which can also be handled but are omitted for clarity), C(h i ) forms a cone because it is the intersection of a set of halfspace constraints. Let the cone C v (h i ) be defined as the cone C(h i ) translated such that its vertex is at v. Lemma 1 proves that moving from the vertex v to any other point in the cone increases the probability of failure.
Lemma 1:
where X is a Gaussian distribution with mean y. Given a joint distribution of h i and b i and a safe point v.
Proof: Given a Gaussian distribution of X with meanX, for any realizationĥ i ,b i of h i , b i , the probability P (ĥ T i X >b i ) increases asX moves in the direction ofĥ i , decreases asX moves in the opposite direction ofĥ i , and remains the same whenX moves orthogonal toĥ i .
With this observation, we now place the system mean X at the given v. Take any direction vector − → d starting at v and ending in a point in the cone With Lemma 1, we are now ready to characterize, in the next theorem, the sufficient and necessary condition for the chance constraint to imply the deterministic constraint.
Theorem 2: Given a joint distribution of h i and b i , and the chance constraint P (h
Proof: Let vertex v be chosen such that the cone C v (h i ) subsumes the feasible space F and hence the boundary ∂ i S (which can always be done). We first show that if
Assume for contradiction purposes that inf(b i − h i TX ) < 0 holds withX = y, which means that y is not a safe point. Since the cone is convex, the segment vy must reside inside the cone and vy must intersect the boundary ∂ i S at some point b (i.e.. b ∈ ∂ i S). By the previous lemma, it follows that: P v < P b < P y . However, by assumption, the inequality P b ≥ δ holds. This leads to P y = P (h
We next prove the converse. Given that inf(b i − h i TX ) ≥ 0, assume for contradiction purposes that there exists a y ∈ ∂ i S such that P y < δ. Extend the line segment vy in the direction of − → vy. It follows that as t moves continuously along vy and its extension, the probability of failure P (h T i X > b i ) withX = t also changes continuously. By this continuity, we can choose an > 0 such that P t < δ with t = y + · − → vy. Therefore, the chance constraint P (h T i X > b i ) ≤ δ withX = t still holds. However, t is clearly not a safe point, hence we have inf(
B. Algorithm for the Finite Cone Cover Method
In this subsection, a computationally efficient method is given in Algorithm 1 to test whether the deterministic constraint in (33) holds. In
Step (10), it can be shown (see Proposition 1) that a finite number of points can be chosen such that the corresponding cones cover the safe boundary ∂ i S. This algorithm only provides a sufficient condition test. If the algorithm returns true, then it can be guaranteed that the deterministic condition in (33) holds. However, if it returns false then it cannot be concluded whether (33) holds or not.
Proposition 1: In Step (10) of each iteration, there exists a finite number k, such that k points in C e can be found to satisfy the covering property for ∂ e i S, where ∂ e i S is the portion of the i-th safe boundary that lies in the cone C e , i.e., ∂
Proof: It suffices to show that we can find a finite number of points in C v (h i ) that satisfy the covering property for ∂ i S. This is simply because in later iterations, we can identify C e with C v (h i ) and ∂ e i S with ∂ i S, in which case the same argument applies.
Given the cone C v (h i ) that strictly covers
v is roughly the cone cut out by the i-th partial boundary ∂ i S. As both F and T i are convex, F is bounded and the cone C v (h i ) is convex, we have thatC i v is convex and bounded. Therefore, it can be easily verified that a hyperplane L = (h, b) can be picked to separate the vertex v from ∂ i S. That is, we have h
Consider the cross section R formed by the intersection of the open cut-cone and the hyperplane:
we associate a open cone Int(C r (h i )), which is the interior of the cone C r (h i ), constructed via shifting the cone C v (h i ) to be vertexed at r. Hence we have obtained a collection of open sets, {Int(C r (h i ))} r∈R that together cover ∂ i S. That is, we have an open cover of ∂ i S : ∂ i S ⊂ r∈R Int(C r (h i )). Moreover, observe that ∂ i S is closed and bounded. This implies that ∂ i S is compact in an Euclidean space. Hence we can take a finite subcover {Int(C r (h i ))} r∈I of the open cover, with I a finite index set such that the finite subcover still covers the i-th safe boundary:
Remark 1: Previously, we have assumed that F is convex. It follows from the above proof that F need not be convex and the weaker assumption that F ∩ T i is convex also suffices. In the simulation example presented in Section VII, it holds that F ∩ T i is convex, while F is not convex.
Finally, we briefly discuss the degenerate cases where
is not a cone. In those cases, we consider the ridge R defined as follows: R = ĥ i ∈H i {x |ĥ
is still a convex space and if we start at any point on the ridge R, then the probability of failure will increase as you move on a straight line that is in the interior of C(h i ). Hence, we can take an arbitrary point v ∈ R and construct a cone C v , vertexed at v, that is entirely contained in C(h i ). By shifting the cone C v until it strictly covers ∂ i S, we can then apply Algorithm 1.
Algorithm 1 Finite Cone Cover Method
return false 6: else 7:
for each cone C e ∈ Q do 8:
if P e < δ then 10:
Pick a finite set of points y 1 , y 2 , . . . , y m ∈ C e such that j C y j ⊇ C e ∩ ∂ i S.
11:
for j = 1 to m do 12: As will be illustrated in the following examples, the hybrid approach has several benefits over the Gaussian approximation approach and the convex bounding method. Since the hybrid approach is a convex program, it typically can be solved faster than the nonconvex program in the Gaussian approximation method. By using both sampling and analytical functions to represent the uncertainty, fewer particles are needed to fully represent the underlying uncertainty than using sampling alone. As compared to the convex bounding method, this drastically reduces the computational complexity of the problem formulation.
VII. RESULTS
The performance of the three different methods (Gaussian approximation method, the convex bounding method, and the hybrid method) will be evaluated on two different stochastic motion planning problems navigating through an uncertain environment.
A. Example 1
The hybrid method using N s = 50 samples was applied to the previous example and the results are shown in Fig. 5 . The hybrid method optimization program was solved using an interior point solver with a Newton step.
The Gaussian approximation method method takes 61.2 s to compute, the convex bounding method uses 1500 particles and takes 286.1 s to solve, and the hybrid approach uses only 50 particles for the environment and takes 2.42 s. Clearly, using the hybrid approach could enable stochastic control in real-time applications, whereas the other two approaches could only be used for offline calculations. The estimated true probability of constraint violation using Monte Carlo simulation for Gaussian approximation method, the convex bounding method, and the hybrid method is 0.0038, 0.0047, and 0.0042. The convex bounding method results in the least conservative solution and the approximate solution using Gaussian approximation method has the most conservative solution. Even though the hybrid method yields a more conservative solution over the convex bounding approach, this is outweighed by the significant reduction in computation time. Table I compares the statistics of the probability of constraint violation using the convex bounding method with various numbers of particles. The statistics were calculated using 100 runs and an allowed probability of constraint violation of δ = 0.005. For the smallest number of particles, the convex bounding method on average violates the allowed violation probability by 2.5 times. With 1500 particles, on average the constraint violation is below the user allowed amount, but the maximum is twice the allowed amount.
A comparison of the solution statistics for the hybrid method is shown in Table II for an example with δ = 0.005. Even for a very small number of particles, N s = 25, the mean probability of constraint violation is equal to the allowed amount. As the number of particles increases, the standard deviation and maximum probability of constraint violation decrease while the conservativeness of the solution increases. The finite cone cover method was applied to this example to verify whether the optimization program is convex. For this example, there are only two constraints (top and far left walls) that could cause the convexity to be violated due to their large uncertainty. In applying Algorithm 1, a bisection method was used for choosing the finite set of points in Step (10) . The algorithm required 3 and 7 iterations for the far left and top constraint, respectively, to find a set of cones that violated the allowed probability of failure. Consequently, for this problem the optimization program (32) is convex and results in the globally optimal solution for the hybrid method. The combined time to verify the convexity took 0.1 s in Matlab.
B. Example 2
The following example is similar to the previous example except the environment is larger and the noise parameters are changed to: 
For this example, only the Gaussian approximation and hybrid methods will be compared as the convex bounding method is too computational prohibitive to compute. The solutions are shown in Fig. 6 . The trajectory which accounts for the uncertainty of the environment is shown as the blue solid line and has a planning horizon of N = 55. The green, dotted line plans through the mean environment and uses a shorter horizon of N = 35 due to the shorter route. This mean environment solution has a simulated constraint violation of 0.0084, 68% over the allowed violation. When accounting for the uncertainty of the environment, the system cannot take the direct path as the mean environment solution can because the walls in that corridor have too much uncertainty (resulting in a violation of the probability constraint).
The solutions from Gaussian approximation method and the hybrid method are shown in Fig. 6(a) and (b) , respectively. The violation probability is 0.0038 for Gaussian approximation method and 0.0050 for the hybrid method with only 100 particles. The solution using Gaussian approximation method is over 13 times slower than the hybrid method.
VIII. CONCLUSION
This work extends previous chance constrained programming formulations to solve the stochastic control problem with both system and constraint uncertainty. Previous methods were only concerned with either but not both, however, in many motivating applications there is uncertainty in both. Given both sets of uncertainties, the probabilistic constraints are now distributed via the sums of products of random variables which makes solving the chance constrained optimization difficult. To overcome this, a novel hybrid method was proposed that uses a combination of analytical functions and sampling to represent the uncertainty. To characterize the convexity of this formulation, a sufficient condition was provided which guarantees that the resulting optimization problem is convex. In addition, a convex relaxation was also provided which can be checked for the globally optimal solution of the original problem. Through this hybrid representation, the computational complexity was drastically reduced by 30-110 times over previous methods which will enable stochastic control in real-time for the motivating applications.
We note that depending on the specific applications, there is a considerable amount of flexibility in applying the hybrid method, particularly when viewed as a general framework to cope with the complexity of multiple sources of randomness. In this paper, we considered a particular hybrid choice: using analytical methods to represent the state and sampling methods to represent the constraints. In other applications, one may be able to employ different choices. For instance, the split may not need to be strict between the constraints and states: a subset of the states and constraints may be represented through analytical functions, while others must be handled through sampling. We believe this flexibility increases the applicability of the proposed method in different settings.
There are several interesting areas of future work that the authors wish to explore. The authors wish to investigate a lower bound for the original problem to assess the suboptimality of the approximate solution. In addition, the uncertainty parameters (H and b) in the constraints can, in the broader context, potentially be connected to nuisance parameters which has been studied and successfully applied in statistics and engineering [55] , [56] . We wish to further explore this potential connection. Lastly, the authors wish to investigate how to incorporate sensing of the uncertain constraint parameters into the solution because this can enable previously infeasible solutions.
