Abstract. In the construction of digital campus, the integration of information resources and centralized data storage require higher availability and reliability of the database. Based on the analysis of the Oracle RAC architecture, this paper discusses how to build core database system of digital campus by using ORACLE RAC cluster technology. The digital campus of China University of Geosciences (Beijing) is taken as an example. After running test, the dual-machine database cluster mode shows stability and efficiency. It can meet the requirements of building an efficient and reliable digital campus data platform.
Introduction
With the advent of the information age, almost all colleges and universities are promoting the construction of digital campus. The first consideration of digital campus construction is to integrate the information resources of various distributed application systems on campus, and then establish data platform. The way that data of most application systems are stored centrally into one database system is usually used in building data platform for digital campus, which can facilitate data integration, management, and maintenance. While the digital campus brings convenience and efficiency to the teachers and students, it also puts forward higher requirements for the availability and reliability of the service of application which relies on the background database system. The centralized storage of data and the increasing amount of digital campus data inevitably require the database system to have high running performance and stability.
In traditional stand-alone environment, when the database is configured on one server, there are many potential unstable threats. Those threats are mainly reflected in the risk of data loss, the load cannot be dynamically balanced, and fault-tolerant or break-free recovery cannot be achieved in failure, etc. Oracle RAC cluster technology which has been designed to resolve the above threats has features of dynamic load balancing and transparent application failover. It can improve the efficiency of database accessing, improve the reliability and disaster resistance of database, and provide an efficient and reliable data platform for the digital campus.
Based on the digital campus construction of China University of Geosciences (Beijing), this paper firstly analyzes the basic principles of technologies related to cluster and Oracle RAC technology. Found on this, the scheme of Oracle RAC is designed and implemented for digital campus. After actual running test, good application results have been achieved.
Technology of Cluster and Oracle RAC Cluster Technology
A cluster is a kind of parallel or distributed processing system consisting of two or more computers (nodes) that are interconnected by high-speed network and work together to accomplish a specific task. It looks like a single integrated computing resource. Usually clusters can be divided into the following two categories. 1) High Availability Cluster. Cluster with double server including primary server and backup server is generally adopted. The primary server is used to provide external service. When the primary server is powered off or the system is abnormal, the cluster automatically switches the cluster application to backup server, and the service will be interrupted during the switching process.
2) Load balancing (parallel) clusters. The biggest difference between a load-balanced cluster and a high-availability cluster is that all the nodes in the load-balancing cluster are active nodes, and they can simultaneously provide service. There is no active/standby node, and all nodes are parallel running. When one node of the cluster is abnormal, the remaining node will take over the faulty node and provide service. The switching process has nothing to do with users.
Oracle RAC Cluster Technology
RAC, the abbreviation of Real Application Cluster, is the core implementation of Oracle grid technology. It is a type of parallel cluster, and has realized multi-machine shared database in the cluster environment to ensure the high availability service of applications. Meanwhile, it can automatically implement parallel processing and load balancing. In the event of a failure with one node, it can do fault-tolerant and recover database without breakpoints.
In the environment of RAC, Oracle can run on two or more nodes. As all nodes can execute transactions concurrently on the same database, the database system spans across multiple hardware servers. It remains a unified database system according to application systems. RAC is responsible for coordinating each node, and ensures the consistency and integrity of the shared data accessed by each node. It can decompose large transactions into multiple small transactions which will be executed concurrently at different nodes. It also can automatically perform load balancing, and fully utilize the excellent performance of multi-node processing. If one node of RAC is abnormal, the end user connected to the node will be automatically switched to other normal nodes. So seamless recovery is realized. Oracle RAC uses new technologies such as service drift, VIP drift, and transparent application failover (TAF) to effectively resolve downtime caused by common hardware and software failures, such as SQL statement failures, user process failures, network failures, user error failures, instance failures, and Media failure, etc. Oracle Cluster Ready Service(CRS) coordinates the work of all cluster nodes, automatically deletes or adds cluster nodes in real time based on the hardware fault conditions. So it can dynamically manage and maintain the cluster. Overall, RAC has the advantage of great scalability, low cost, and high availability.
Design and Implementation of RAC Cluster for Digital Campus

Overview of Digital Campus Platform with RAC
The digital campus platform of China University of Geosciences (Beijing) is an integrated platform that includes various application systems such as the educational management system, the personnel management system, the OA system, campus portal, and other application systems, etc. For the requirements of data integration and the convenience of central management and maintenance, database of all application systems will be centralized into Oracle RAC in digital campus platform. The overview architecture is shown as Figure1. 
Selection of Software and Hardware Products
Hardware and software products should be considered when deploying RAC. In terms of hardware, the database system must be able to meet 7×24 hours of uninterrupted service because system downtime or data loss will bring great losses to users. It must support fast concurrent requests by a large number of online users, so a high-availability, high-performance hardware platform is required to run the database system. In terms of software, it must provide good performance that matches the hardware environment. The characteristics that load balancing of client connections and parallel execution of task processing, and allowing different applications to access the cache synchronously are required to be realized. In the event of a failure, switch should be performed smoothly to ensure the normal service of the business. Based on the above analysis, hardware has been chosen, which consists of two IBM X3850X6 servers and one IBM V3700v2 storage. The two servers are named RAC node 1 and RAC node 2 respectively. Each server has a HBA card and is connected to the storage through a fiber switch. On the side of software, considering the stability and compatibility, Oracle Linux Server release 6.9 x64 was selected as the database server operating system, and the version of oracle database is 11.2.0.4. The cluster software used in RAC is Oracle Grid Infrastructure, and Oracle ASM was adopted as the data storage.
Hardware Architecture Design
The hardware architecture of Oracle RAC is shown in Figure 2 . Oracle RAC was installed on the two servers which are running in parallel working mode. Only one IP named SCAN IP is used to provide service to front-end application requests. RAC is in charge of storage database management, data query, calculation, internal load balancing, and disaster recovery of the cluster. When software or hardware's failure on one node causes the application process to stop work, the other node remains working, and the Scan IP keeps unchanged. Clients does not see the server failure, that is, the service is not interrupted. On the side of shared storage, automatic storage management(ASM) is used in Oracle RAC to store all data files, control files, redo log files, and write data directly to disk. This can avoid I/O consumption caused by the file system. I/O loads can also be allocated to optimize performance, and there is no need to manually tune I/O. Thus, using ASM makes it easy to manage shared data and provide asynchronous I/O performance. 
IP Address Plan of RAC
According to the university's IP address plan, VLAN must be divided on the campus network for RAC. Private address network segments 192.168. are used by public, virtual and SCAN IP of RAC, and private address network segments 172.16. are used by private IP of RAC to synchronize the heartbeat for RAC. Considering database security, the private addresses 192.168 are only allowed to be accessed by the network segment of specified application systems in digital campus, and other network segments is prohibited to access. The IP configuration is shown in Table 1 . 
Implementation Process
According to the design above, the installation and configuration process of the system was briefly introduced as follows. 1) According to the system architecture diagram, build the hardware platform, connect the fiber storage, and install the Oracle Linux operating system on two servers.
2) Configure operating system parameters on both server nodes and prepare the Grid user and Oracle user environment.
3) Divide the shared storage space, create a shared disk with one node, then add an existing disk into the shared disk on another node, and configure the shared disk as an ASM disk.
4) Install Oracle Cluster Software Grid Infrastructure. 5) Install Oracle 11g database software. 6) Create database on RAC, migrate data from other databases to RAC database.
Test for RAC
After the installation of Oracle 11g RAC, in order to verify whether functions or features of the RAC are normal, the following tests were performed. 1) Transparent Application Failover test Transparent Application Failover (TAF) is a function of RAC client. The specific test method is as follows: login to the RAC database using command client SQLPLUS and check which instance is currently connected. If the instance is on node1, use the command to query big data table which has about 100,000 records. Meanwhile, use three methods to make the node1 node fault.
a. Execute the "shutdown immediate" command on the database of node1 to terminate the database instance of node1. b. Use the "srvctl stop instance …" command on the Linux terminal to terminate the database instance of node1. c. Unplug the network cable of node1 node with public network card eth0. During the test, it shows that a few seconds of interruption occurs in the data table query process, and then the query continues. The number of records shown after the query is equal to the actual number of records in the table. The VIP status checked on node2 indicates that node1_vip and node2_vip exist on en0. This means that node1_vip has drifted to node2. The results show that RAC can transfer the application to the other normal node and continue to run when one node fails.
2) Load balancing test a. Client-side Load balancing test The configuration of load balancing for the client connection is simple. All that is required is to add a load balancing policy configuration into the tnsnames.ora file on the client machine. The test method is done by opening multiple connections using SQLPLUS on the client. It occurs that each instance connected to the instance changes between instance1 and instance2, so load balancing of the connection of RAC is implemented.
b. Server-side load balancing test To configure server-side load balancing, the first is to add some configurations used to connect to the listener of each node into the tnsnames.ora file of two nodes, and then set remote_listeners in the initialization parameters. The specific test method is as follows: use Load Runner to simulate that a new created user log in every one second and runs a different SQL statement, then dynamically track the number of sessions related to the two nodes. Test result shows that the number of sessions on the two nodes is approximately equal, and the newly added session will be automatically connected to the relatively idle node. This proves that the application load is automatically and evenly distributed across all nodes.
Result of Application
In practice, the time for users to access various application systems is mostly scattered, and the access pressure of RAC is not high. Only during the start of new semester or the end of the semester in the university, there will occur business peak load periods due to the centralized accesses by the students and teachers. During the peak load period, the running state of the database is crucial because of the large number of concurrent requests. After actual application, Oracle RAC's high performance and high reliability can meet the maximum high concurrency requirements of current digital campus application systems. Moreover, when one of the nodes fails, the other nodes can be seamlessly transferred without affecting the normal service of the application system.
Summary
As a high-availability application cluster, Oracle RAC has outstanding advantages in fault tolerance, parallel processing and load balancing. Based on the construction of digital campus of China university of geosciences (Beijing), Oracle RAC is deployed on two database servers and one shared storage. In practice, the advantages of Oracle RAC cluster technology in high performance, high availability and concurrent processing are well reflected, which provides an efficient and reliable data platform for various business applications of digital campus, and makes the service of various application systems of digital campus more stable, safe and reliable in term of data. In addition, the follow-up plan has been put forward which is based on the Oracle DataGuard solution to create a standby database for the RAC. Once DataGuard is deployed, data synchronization, real-time backup of critical data, and rapid reconstruction of the damaged production environment will be realized. This will further guarantee the data security of digital campus.
