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Resumen 
En el presente proyecto se estudia el comportamiento del protocolo de 
transporte TCP sobre las redes OBS (Optical Burst Switching) o redes de 
conmutación óptica de ráfagas. Una red OBS es una red que transporta 
ráfagas, las cuales contienen paquetes. En el nodo de ingreso, los paquetes 
son ensamblados en una ráfaga. Cada ráfaga tiene asociada un paquete de 
control. Este paquete de control se envía un periodo de tiempo antes que la 
ráfaga para reservar los recursos en los distintos nodos. Posteriormente la 
ráfaga se envía y en el destino los paquetes originales son desensamblados. 
 
Existen dos parámetros importantes característicos de OBS. El tamaño 
máximo de la ráfaga, que nos marca el tamaño máximo que alcanza una 
ráfaga para que se considere completa y el timeout, que nos marca el tiempo 
en que se envía la ráfaga al sistema aunque ésta no esté completa.  
 
Para el estudio del comportamiento del protocolo TCP sobre redes OBS se ha 
utilizado el simulador de redes ns con un módulo especial, llamado OWns. El 
estudio se ha centrado en obtener medidas del throughput medio y el retardo 
de los paquetes TCP. Hemos concluido que existe una relación entre el 
tamaño máximo de ráfaga y el timeout que optimiza el funcionamiento del 
sistema.  
 
También se ha estudiado el comportamiento de TCP cuando aplica los 
mecanismos de control de flujo y control de congestión. Hemos comprobado 
que el throughput del sistema depende en gran medida del valor de la ventana 
de congestión de TCP. 
 
También se ha estudiado el comportamiento de este tipo de redes con varias 
fuentes transmitiendo y se ha observado que el hecho de poner en juego los 
mecanismos de control de distintas fuentes degrada notablemente el 
rendimiento del sistema. 
 
Por último se ha concluido que el rendimiento de este tipo de redes, según los 
resultados obtenidos en las simulaciones, depende de la probabilidad de 
pérdida de ráfagas. Por tanto minimizar el valor de esta probabilidad, 
minimizando el número de ráfagas que circulan por la red (con una elección de 
tamaño de ráfaga alto) y optimizándolo con una elección adecuada del 
parámetro timeout para adaptarlo al ancho de banda del sistema 
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Overview 
In the present project the behavior of the transport protocol TCP on networks 
OBS (Optical Burst Switching) is studied.  OBS is a network that transports 
bursts, which contain packages.  In the entrance node, the packages are 
assembled in a burst. Each burst has associated a control packet.  This control 
packet is sent a period of time before the burst in order to reserve the 
resources in the different nodes. Later the burst is sent and in the destiny the 
original packages are disassembled. 
 
There are two important parameters characteristic of OBS.  The maximum size 
of the burst, that establishes the maximum size that can reach a burst so that is 
considered complete and timeout, that determines maximum assembling time 
of the burst If the timeout timer expires, the burst is sent to the network 
although it has not reached the maximum size. 
 
For the study of the behavior of the TCP protocol over OBS networks, the 
network simulator ns has been used with a special module called OWns. The 
study has focused on obtaining measures of the average throughput and the 
delay of the TCP packets. We have concluded that exists a relation between 
the maximum burst size and the timeout value that optimizes the operation of 
the system. Also, the TCP behavior has been studied when it applies to the 
control mechanisms of flow and control of congestion.  We have verified that 
throughput of the system depends to a great extent on the value of the 
congestion window of TCP. 
 
Besides, we have analyzed the behavior of this type of networks when several 
sources share the same path across the OBS network. In this situation it has 
been observed that the fact to put into play the congestion control mechanisms 
of different TCP sources remarkably degrades the performance of the system. 
 
Finally, we have concluded that the performance of this type of networks, 
according to the results obtained in the simulations, depends on the probability 
of bursts loss.  Therefore to diminish the value of this probability, diminishing 
the number of burst in the network (with an election of a high size of burst) and 
optimizing it with an adapted election of the parameter timeout according to the 
bandwidth of the channel. 
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1.1 Justificación y finalidad 
 
La finalidad de este trabajo de fin de carrera es el estudio del comportamiento 
del tráfico TCP sobre redes OBS. Una red OBS es una red de conmutación 
óptica cuya filosofía es minimizar la cantidad de datos que han de ser 
procesados de forma electrónica, ya que las tecnologías de procesado óptico 
son aún demasiado inmaduras. Como estamos en el dominio óptico, es 
necesaria una conversión opto-electrónica (del dominio óptico al electrónico), lo 
cual genera en retardo. En la entrada de una red OBS se ensamblan varios 
paquetes en uno más grande llamado ráfaga, en función de su destino y 
funcionalidad. En la salida de la red OBS las ráfagas serán desensambladas. 
Una ráfaga es la suma de varios paquetes con una cabecera común. Esta 
cabecera común contiene los datos necesarios para direccionar las ráfagas a 
través de la red OBS . Tiene un tamaño pequeño en comparación con el 
tamaño de las ráfagas y es la única parte del sistema que requiere de 
conversión opto-electrónica, con lo que el retardo generado por esta 
circunstancia es pequeño. Esta cabecera común, también denominado paquete 
de control viaja por un canal exclusivo, mientras que las ráfagas viajan por 
otros canales (señalización fuera de banda). Veremos la importancia del 
parámetro tamaño máximo de ráfaga, que nos marca el tamaño máximo que 
alcanza una ráfaga para que se considere completa y del parámetro timeout, 
que nos marca el tiempo en que se envía la ráfaga al sistema aunque ésta no 
esté completa.  
 
Como una de las finalidades de este tipo de redes es conseguir montar IP 
directamente sobre ellas, e IP usa normalmente como transporte el protocolo 
TCP, se han simulado diversos escenarios para ver el comportamiento del 
protocolo TCP. Para ello, se ha usado el simulador de redes ns (network 
simulator), usando un módulo especial dedicado a la simulación de redes 
ópticas. 
 
El estudio se ha centrado en obtener medidas del throughput medio y el retardo 
de los paquetes TCP. Hemos concluido que existe una relación entre el tamaño 
máximo de ráfaga y el timeout que optimiza el funcionamiento del sistema. Esta 
relación viene dada por  el tiempo de transmisión de una ráfaga de cierto 
tamaño por un canal de cierto ancho de banda. Este tiempo de transmisión 
coincide con el del temporizador timeout que hemos de asignar al sistema 
cuando trabaja con ese tamaño de ráfaga para optimizarlo. 
  
También se ha estudiado el comportamiento de TCP cuando aplica los 
mecanismos de control de flujo y control de congestión. Hemos comprobado 
que el throughput del sistema depende en gran medida del valor de la ventana 
de congestión de TCP. El hecho de que se produzcan pérdidas de ráfagas 
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produce que el valor de la ventana de congestión, que indica al emisor el 
número de segmentos que puede transmitir, sea muy bajo. 
 
También se ha estudiado el comportamiento de este tipo de redes con varias 
fuentes transmitiendo y se ha observado que el hecho de poner en juego los 
mecanismos de control de distintas fuentes degrada notablemente el 
rendimiento del sistema. 
 
En el presente proyecto se estudia el comportamiento del protocolo de 
transporte TCP sobre las redes OBS (Optical Burst Switching) o redes de 
conmutación óptica de ráfagas. Una red OBS es una red que transporta 
ráfagas, las cuales contienen paquetes. En el nodo de ingreso, los paquetes 
son ensamblados en una ráfaga. Cada ráfaga tiene asociada un paquete de 
control. Este paquete de control se envía un periodo de tiempo antes que la 
ráfaga para reservar los recursos en los distintos nodos. Posteriormente la 
ráfaga se envía y en el destino los paquetes originales son desensamblados. 
 
Existen dos parámetros importantes característicos de OBS. El tamaño máximo 
de la ráfaga, que nos marca el tamaño máximo que alcanza una ráfaga para 
que se considere completa y el timeout, que nos marca el tiempo en que se 
envía la ráfaga al sistema aunque ésta no esté completa.  
 
Para el estudio del comportamiento del protocolo TCP sobre redes OBS se ha 
utilizado el simulador de redes ns con un módulo especial, llamado OWns. El 
estudio se ha centrado en obtener medidas del throughput medio y el retardo 
de los paquetes TCP. Hemos concluido que existe una relación entre el tamaño 
máximo de ráfaga y el timeout que optimiza el funcionamiento del sistema.  
 
También se ha estudiado el comportamiento de TCP cuando aplica los 
mecanismos de control de flujo y control de congestión. Hemos comprobado 
que el throughput del sistema depende en gran medida del valor de la ventana 
de congestión de TCP. 
 
También se ha estudiado el comportamiento de este tipo de redes con varias 
fuentes transmitiendo y se ha observado que el hecho de poner en juego los 
mecanismos de control de distintas fuentes degrada notablemente el 
rendimiento del sistema. 
 
Por último se ha concluido que el rendimiento de este tipo de redes, según los 
resultados obtenidos en las simulaciones, depende de la probabilidad de 
pérdida de ráfagas. Por tanto minimizar el valor de esta probabilidad, 
minimizando el número de ráfagas que circulan por la red (con una elección de 
tamaño de ráfaga alto) y optimizándolo con una elección adecuada del 
parámetro timeout para adaptarlo al ancho de banda del sistema 
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1.2 Descripción de los capítulos 
 
En el capítulo 2 se introducen los conceptos de conmutación en redes ópticas. 
Se describen los sistemas de conmutación óptica de circuitos (OCS) y de 
conmutación óptica de paquetes (OPS). Posteriormente se hace una 
descripción con detenimiento de los sistemas de conmutación óptica de ráfagas 
(OBS), de su funcionamiento y de los mecanismos y algoritmos que utiliza. 
 
En el capítulo 3 se describen las herramientas utilizadas para llevar a cabo este 
proyecto. También se explica con detenimiento el proceso llevado a cabo para 
la extracción de resultados, así como un repaso por los scripts utilizados. 
 
En el capítulo 4 se exponen los resultados obtenidos. Se justifica el uso y el 
valor de las variables y se da una detallada explicación de las gráficas 
obtenidas y de las conclusiones sacadas. 
 
Finalmente el capítulo 5 relata las conclusiones a las que ha llegado el 
presente estudio.   
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2.1 Introducción 
 
La multiplexación por división de longitudes de onda o WDM (Wavelenght Division 
Multiplexing) es una técnica con la cual un medio físico de tipo óptico, típicamente 
una fibra óptica, es usado en diferentes longitudes de onda para transmitir 
información. Es el mismo concepto que multiplexación en frecuencia, pero debido 
a las altas frecuencias, se usa el concepto de multiplexación en longitud de onda. 
La ventaja principal de WDM es el gran ancho de banda que provee, del orden de 
Gbps. A continuación veremos cómo funcionan las tecnologías de OCS, OPS y 
OBS. 
 
2.1.1 OCS 
 
Sobre una misma fibra hay varios canales, dónde uno o más canales se vinculan a 
una longitud de onda. Para hacer una red totalmente óptica en WDM se 
establecen canales de comunicación entre origen y destino antes de transmitir los 
datos, es lo que se llama conmutación óptica de circuitos u OCS (Optical Circuit 
Switching), 
 
OCS [1] es orientado a conexión y se asocia una longitud de onda  a la conexión 
entre el origen y el destinatario. A partir del establecimiento de la conexión, los 
datos se envían de emisor a receptor sin retardo alguno. No es necesario el 
almacenamiento ni el reenvío como en las redes de conmutación de paquetes. En 
OCS hay que negociar antes de la transmisión de datos una longitud de onda, eso 
es válido para técnicas como conmutación de circuitos porque el coste desde el 
establecimiento del circuito es pequeño si se transmiten muchos datos. Pero 
resulta problemático para conmutación de paquetes, ya que no se puede 
establecer una conexión por cada paquete que se quiere enviar. Por tanto, el 
envío de paquetes IP montados directamente sobre WDM resulta imposible en 
OCS. 
 
Para permitir que paquetes IP vayan sobre redes WDM, lo que se suele hacer es 
montar sobre WDM los protocolos SDH o Sonet [1], que dan interfaces de acceso 
a la red de fibra. Sobre SDH se puede montar ATM, que usa una filosofía de 
conmutación de circuitos virtuales que encaja bien dentro del marco de SDH y 
sobre ATM se puede colocar IP (con AAL5 en medio) El problema de montar IP 
sobre ATM es que usamos como soporte un sistema orientado a conexión e IP es 
no orientado a conexión. Sería interesante poder montar IP sobre WDM tal y como 
se ve en la Fig. 2.1 
CAPÍTULO 2. Optical Burst Switching (OBS) 
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Fig. 2.1: IP en diferentes escenarios. 
 
 
2.1.2 OPS 
 
Otra posible configuración a usar en WDM es la conmutación óptica de paquetes o 
OPS (Optical Packet Switching) [1]. El principal problema que presentan estas 
redes es la inexistencia de una tecnología de computación totalmente óptica, por 
lo que las tomas de decisiones se han de hacer de forma electrónica. Así que 
mientras la tecnología de procesado óptico no mejore, debemos minimizar el 
impacto de la parte electrónica en el sistema, una de las bases de OBS, como 
veremos más adelante. 
 
Una red está compuesta por enlaces y conmutadores. Los enlaces son fibras 
ópticas, los transmisores son lásers
 
que a partir de señales eléctricas generan 
señales ópticas y los receptores realizan la función inversa. El problema de la 
conmutación óptica de paquetes está en los conmutadores.  
 
A un conmutador le llegan señales ópticas que son paquetes. Para decidir cuál es 
el enlace de salida se tiene que leer la cabecera y tomar decisiones como por que 
puerto de salida debe direccionar el paquete. Como no existen procesadores ni 
memorias ópticas se ha de convertir la señal óptica a eléctrica, con lo cual se 
introduce un retardo. Este retardo viene dado porque hay que procesar el paquete 
en el ámbito electrónico, lo que requiere una conversión opto-electrónica, para 
averiguar el destino del mismo.  
 
Un segundo problema es que en un conmutador, si dos paquetes quieren usar la 
misma línea de salida al mismo tiempo, sólo uno podrá hacerlo, lo que obliga a 
almacenar al otro en un buffer. El modo de almacenar un paquete ópticamente es 
usando líneas ópticas de retardo, más conocidas como memoria óptica o Fiber 
Delay Lines (FDL), que no son más que trozos de fibra que introducen un retardo 
entre entrada y salida. Esto es una solución temporal, a la espera de que la 
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tecnología de almacenado óptico madure. Esta es una de las razones por las que 
OPS no es una solución válida actualmente. 
 
Para encaminar un paquete sólo nos hace falta leer su cabecera, y sólo hace falta 
almacenar un paquete si se ha de reenviar. A un paquete que llega a un 
conmutador se le quita la cabecera, que es procesada electrónicamente. Los 
datos del paquete son retenidos en memoria óptica hasta que se decide por qué 
línea de salida se han de enviar y se configura el conmutador. Hay también que 
alinear los paquetes de entrada; esto quiere decir que la matriz de conmutación 
funciona de forma totalmente síncrona, tal y como se ve en la Fig. 2.2.  
 
 
 
 
Fig. 2.2: OPS 
 
 
A la salida del conmutador se vuelve a regenerar la cabecera. El retardo que 
experimenta un paquete al cruzar un conmutador OPS es el tiempo de la 
conversión opto-electrónica de la cabecera, sumado al tiempo de configuración del 
conmutador, que tiene lógica de control eléctrica, más el tiempo que se tarde en 
regenerar la cabecera del paquete. Este esquema se puede mejorar porque no es 
necesario que la cabecera y el paquete viajen por el mismo canal ni a la misma 
longitud de onda, así la sincronización entre la cabecera y la carga de datos no es 
tan laboriosa. La principal deficiencia de este sistema es que por cada paquete 
que queremos transmitir tenemos que configurar la matriz de conmutación. Esto 
implica un retardo no aceptable, dado que los conmutadores no disponen de 
buffers ópticos y se limita la tasa máxima del sistema.  
 
 
2.2 OBS 
 
El enfoque que se persigue en OBS es el siguiente: si lo costoso en un sistema es 
la conmutación, ya que se debe procesar la cabecera previa conversión opto-
electrónica  ¿porqué no hacer los paquetes más grandes? Y si hay que esperar a 
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que la lógica de control esté funcionando, ¿por qué no esperar antes de enviar un 
paquete?.  
 
 
2.2.1 Conmutación óptica de ráfagas  
 
2.2.1.1 Conceptos básicos 
 
El concepto de conmutación de ráfagas se conoce desde inicios de los años 80 
[2]. El razonamiento que se esconde dentro de la conmutación de ráfagas es, si 
hay muchos paquetes para la misma dirección, ¿porqué no encapsularlos todos 
dentro de un macro-paquete de varios megabits y enviarlo a un destino como un 
paquete único? Así el conmutador sólo tendrá que leer una cabecera, 
correspondiente al enorme paquete (en este caso se las denomina ráfagas).  
 
Por otro lado hemos visto que en OPS tenemos que esperar un tiempo hasta que 
el nodo está configurado para transmitir el paquete. Un enfoque interesante sería 
enviar la cabecera antes de enviar un paquete, para que le diese tiempo a los 
nodos a configurar los recursos de los que disponen, y después enviar la ráfaga a 
su destino sin ningún retardo, salvo el inicial y el retardo de propagación entre los 
nodos, sin que sea necesario el almacenamiento de la ráfaga en ningún nodo 
intermedio.  
 
La idea está entre la conmutación de circuitos y la conmutación de paquetes. Es 
parecida a la conmutación de circuitos porque se establece un camino entre el 
origen y el destino y se asocia una longitud de onda para cada ráfaga. La 
diferencia radica en que se hace la reserva en un único sentido. Es parecido a la 
conmutación de paquetes porque por cada ráfaga se hace una decisión de por 
dónde va a pasar la ráfaga, pero difiere de la conmutación de circuitos en que no 
se hace almacenamiento ni reenvío en los nodos intermedios. 
 
La gran ventaja de esta técnica es que trata las ráfagas de gran tamaño como si 
fuesen paquetes pequeños y eso sirve para aliviar a la red cuando muchos 
paquetes quieren ir al mismo destino. Por cada ráfaga hay que negociar un canal 
por el que se va a enviar la ráfaga, pero como la elección y configuración de los 
nodos por los que pasa la red es costosa y de mayor tiempo que el de transmisión 
de la ráfaga, ya que se hace en el dominio electrónico, se ha optado por mandar 
un paquete de control para reservar recursos antes de enviar los datos para 
establecer la comunicación. Reservar recursos en cada nodo significa elegir una 
longitud de onda de salida y línea de salida en cada nodo y configurar una ruta 
dentro del conmutador. 
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2.2.1.2 Funcionamiento de las redes OBS 
 
En una red OBS [3], distintos tipos de datos se agregan en un nodo frontera de la 
red OBS y son ensamblados y transmitidos a ráfagas (Fig. 2.3). En el nodo de 
salida de la red OBS volverán a ser desensamblados. Durante el ensamblaje de 
las ráfagas, los datos son almacenados en los bordes a la espera de ser 
ensamblados. 
 
 
 
 
Fig. 2.3: Ensamblaje / desensamblaje de ráfagas en un nodo frontera 
 
 
La Fig. 2.4 representa la separación de los datos y de las señales de control 
dentro del núcleo de una red OBS. Por cada ráfaga de datos, se genera un 
paquete de control que contiene la información usual de las cabeceras, incluyendo 
la información de la longitud de la ráfaga, y se transmite por un canal dedicado de 
control. Puesto que el tamaño del paquete de control es mucho más pequeño que 
el de una ráfaga, un único canal de control es suficiente para llevar los paquetes 
de control asociados a varios canales de datos. El paquete de control pasa a 
través de cada nodo intermedio por una conversión O/E/O (óptica-electrónica-
óptica) y se procesa para saber qué camino ha de tomar cada ráfaga. Hay un 
tiempo de espera (tiempo de offset) entre el envío de un paquete de control y una 
ráfaga para compensar el tiempo de procesado del paquete de control. Si el 
tiempo de offset es suficientemente grande, la ráfaga de datos será encaminada 
sin retrasos en los nodos intermedios. 
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Fig. 2.4: Transmisión por separado de los datos y el paquete de control 
 
2.2.2 Ensamblaje de las ráfagas 
 
El ensamblaje de las ráfagas es el procedimiento de agregar los paquetes de 
provenientes de varias fuentes en ráfagas en un nodo frontera de una red OBS. La 
arquitectura de un ingreso típico en un nodo OBS se muestra en la Fig. 2.5. 
 
 
 
 
Fig. 2.5: Arquitectura de un nodo de ingreso OBS 
 
 
La unidad de conmutación remite los paquetes entrantes en una unidad de 
ensamblaje de ráfagas. Los paquetes cuyo destino es el mismo nodo frontera de 
una red OBS son procesados en una misma unidad de ensamblaje. 
Generalmente, existe una cola designada de ensamblaje para cada uno de los 
tipos de tráfico (o prioridad). El planificador de ráfagas es el encargado de crear 
las ráfagas y su correspondiente paquete de control, ajustando el tiempo de offset 
para cada ráfaga, colocando las ráfagas en cada enlace de salida, y direccionando 
las ráfagas y sus paquetes de control hacia el núcleo de la red OBS.  
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2.2.2.1 Algoritmos de ensamblaje 
 
Generalmente, los algoritmos de ensamblaje se pueden clasificar según si están 
basados en un contador de tiempo, en la longitud de las ráfagas o en una mezcla 
de ambos. 
 
2.2.2.1.1 Esquema basado en contador de tiempo 
 
En el esquema basado en contador de tiempo, un contador empieza al principio de 
cada ciclo de ensamblaje. Tras un tiempo fijado T, todos los paquetes que han 
llegado en ese periodo de tiempo son ensamblados en una ráfaga. El valor del 
periodo para los esquemas basados en contador de tiempo debe ser fijado 
cuidadosamente. Si el valor es demasiado grande, el retraso del paquete en el 
borde de la red puede resultar intolerable. Por el contrario, si el valor es 
demasiado pequeño, se generarán pequeñas ráfagas, con lo cual podemos 
desbordar el sistema de control. 
 
 
2.2.2.1.2 Esquema basado en la longitud de las ráfagas 
 
En el esquema basado en la longitud de las ráfagas, hay un umbral que marca la 
mínima longitud de una ráfaga. Una ráfaga es ensamblada cuando un nuevo 
paquete llega haciendo que el tamaño total del buffer exceda el umbral. 
 
 
2.2.2.1.3 Esquemas mixtos 
 
Mientras que los esquemas basados en contador de tiempo pueden dar tamaños 
no deseados de las ráfagas, los esquemas basados en longitud de ráfaga no 
proporcionan ninguna garantía del retraso que sufrirán las ráfagas. Para tratar de 
minimizar las deficiencias de estos esquemas, se propuso el uso de esquemas 
mixtos. En estos, una ráfaga se considerará completa cuando una de las dos 
condiciones se cumpla, que se exceda el timeout o que se haya alcanzado la 
longitud máxima de la ráfaga 
 
2.2.2.1.4 Algoritmos de ensamblaje adaptativo 
 
Los algoritmos de ensamblaje adaptativo también fueron propuestos para 
optimizar el funcionamiento de las redes OBS, en las cuales puede ajustarse 
dinámicamente el umbral de tiempo, la longitud de las ráfagas o ambos, de 
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acuerdo con la medida en tiempo real del tráfico. Proporcionan un funcionamiento 
mejor, pero acarrean una mayor complejidad operacional. 
 
 
2.2.3 Mecanismos de reserva de recursos  
 
En este apartado daremos una descripción de los mecanismos de reserva de 
recursos, seguidos por una introducción a los protocolos para redes OBS.  
En OBS necesitamos realizar la reserva de recursos antes de enviar la ráfaga, 
para que ésta pueda llegar del origen al destino sin retardos provocados por el 
proceso. Existen distintos mecanismos para realizar esta reserva 
  
 
2.2.3.1 Tell-and-Wait 
 
En el protocolo Tell-and-Wait [1], cuando una fuente tiene una ráfaga que 
transmitir, primero intenta reservar el ancho de banda / longitud de onda desde la 
fuente hasta su destino enviando un mensaje corto de petición.  Cada nodo 
intermedio que recibe este mensaje hará una reserva en una salida específica. Si 
el ancho de banda solicitado se reserva con éxito en todos los nodos a lo largo de 
la trayectoria, se envía un ACK que informa a la fuente para que esta envíe la 
ráfaga inmediatamente. Si no se ha podido hacer la reserva, se envía un Negative 
AcKnowledgment (NAK) para dejar libre el ancho de banda previamente 
reservado, y se inicia la retransmisión del mensaje de petición después de un 
tiempo de backoff.   
 
 
2.2.3.2 Tell-and-Go 
 
En el protocolo Tell-and-Go [1], la fuente transmite ráfagas sin reservar ancho de 
banda por adelantado, es decir, se transmiten la cabecera y los datos 
simultáneamente.  En los nodos intermedios, la ráfaga necesita ser retrasada 
antes de que la unidad de control del interruptor haga una reserva apropiada por 
un canal saliente. Si la reserva falla en cualquier nodo intermedio, se envía un 
NAK a la fuente y ésta inicia la retransmisión de la ráfaga después de un tiempo 
de backoff.   
 
 
2.2.3.3 JIT (Just In Time) 
 
 JIT [1] puede considerarse una variante de Tell-and-Wait, ya que requiere que 
cada petición de transmisión de una ráfaga sea enviada a un planificador central. 
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El planificador informa a cada nodo del intervalo de tiempo exacto en el que 
llegará la ráfaga antes de transmitirla. El término Just-In-Time (justo a tiempo) se 
refiere a que para el momento en que llegue una ráfaga a un nodo intermedio, la 
matriz de conmutación ya se ha configurado. Puesto que los protocolos 
centralizados no son ni escalables ni robustos se han propuesto otras soluciones. 
 
 
 
2.2.3.4 JET (Just Enough Time) 
 
De entre todos, JET [1] es el que presenta un mejor uso del ancho de banda a la 
hora de transmitir la ráfaga. Así el tiempo que permanecen reservados los 
recursos en un nodo es el tiempo que tarda en configurarse el nodo, más el tiempo 
que tarda en llegar y transmitirse la ráfaga al nodo, más el tiempo que tarda en 
desconfigurarse el nodo, adicionalmente. En las Fig. 2.6  y Fig. 2.7 se puede ver 
como funciona el protocolo JET de forma gráfica. A la izquierda tenemos la 
evolución temporal de la ráfaga de datos y cabecera asociada al paso por los 
distintos nodos de la red y a la derecha la evolución temporal del mismo. Vemos 
como antes de transmitir el paquete de datos mandamos el paquete de la 
cabecera.  
 
 
 
Fig. 2.6: Protocolo JET 
 
 
JET también minimiza el tiempo T necesario antes de enviar los datos de un 
paquete pues sólo notifica que va a llegar un paquete a un nodo y no espera a que 
se configuren los conmutadores de longitud de onda, sólo ve si es posible 
encaminar la ráfaga en el instante en que llega. 
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Fig. 2.7: Funcionamiento del protocolo JET 
 
 
JET realmente no reserva los recursos desde que el paquete de la cabecera llega 
al nodo hasta que pasa la ráfaga: reserva los recursos de una forma óptima desde 
que llega la ráfaga hasta que es conmutada. Así el tiempo que permanece el nodo 
reservado para la transmisión de una ráfaga es óptimo. El retardo que sufre una 
ráfaga que es enviada en OBS es menor que en OPS pues en OPS es la suma de 
los tiempos que tardan en configurarse los nodos que atraviesa la ráfaga. En OBS 
sólo en el mejor de los casos se ha de esperar a que se configure el primer nodo, 
más la indicación de que tiene que configurarse al resto de nodos. 
 
 
2.2.4 Algoritmos de planificación 
 
En los routers o conmutadores electrónicos convencionales, la contención entre 
paquetes se resuelve con buffers. Sin embargo, en las redes OBS el 
almacenamiento de los datos es limitado o nulo. Por tanto la planificación de 
ráfagas y la resolución de contenciones se realiza de diferente forma. 
 
Cuando asumimos la capacidad de conversión de longitud de onda, una ráfaga 
entrante se puede planificar sobre múltiples longitudes de onda en el puerto de 
salida deseado. Un planificador de ráfagas elegirá una longitud de onda apropiada 
para esta ráfaga, tomando en consideración las reservas hechas en cada longitud 
de onda, y hace una nueva reserva en el canal seleccionado. Más adelante se 
describen varios algoritmos de planificación.   
 
Se define el horizonte de planificación como el último momento en el cual la 
longitud de onda está planificada para ser usada.  En la Fig. 2.8 el tiempo t''1 es el 
horizonte de planificación para el canal C1.   
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Fig. 2.8: Ilustración de varios algoritmos de planificación 
 
 
Un algoritmo de planificación simple, como el Horizon, también llamado LAUC 
(Latest Available Unscheduled Channel), que podría traducirse como último canal 
disponible no planificado funciona de la siguiente manera: 
 
 
2.2.4.1 LAUC 
  
[1]. Para cada longitud de onda, se mantiene un sólo horizonte de planificación. 
Solamente se eligen los canales cuyos horizontes de planificación preceden al 
tiempo de llegada de la nueva ráfaga se consideran disponibles, y de entre todos 
ellos se elige al que tiene el horizonte menor. El horizonte entonces se pone al día 
después de hacer la reserva para la  ráfaga siguiente.  La idea básica de este 
algoritmo es reducir al mínimo los huecos en el ancho de banda creados como 
resultado de hacer una nueva reserva.  En la Fig. 2.8, el canal C3 será reservado 
si se aplica Horizon.   
 
  
2.2.4.2 LAUC-VF 
 
La simplicidad en la operación e implementación es la ventaja principal de los 
algoritmos basados en Horizon. Sin embargo, se malgastan huecos entre dos 
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reservas existentes (por ejemplo t'1 - t''1 en el canal C1 en Fig. 2.8).  Cuando un 
sistema FDL, se generarán muchos vacíos. Por lo tanto, los algoritmos capaces de 
rellenar los vacíos (haciendo nuevas reservas dentro de huecos existentes) son de 
lo más adecuado. Esto lo encontramos en LAUC-VF (Void Filling) o relleno de 
vacíos. 
 
Se han propuesto varias variantes del algoritmo de LAUC-VF, incluyendo Min-SV 
(Starting Void), Min-EV (Ending Void) y Best Fit.  
 
• Min-SV: Es funcionalmente igual que LAUC-VF, pero se alcanza un punto 
óptimo mucho más rápidamente, ya que hace uso de una técnica de 
geometría computacional. La geometría computacional se basa en aplicar 
algoritmos de geometría clásica, como encontrar la intersección de dos 
rectas, en el ámbito de algoritmos de programación.   
 
• Min-EV: Intenta minimizar el nuevo hueco entre el final de una nueva 
reserva y una reserva existente. 
 
• Best Fit: Intenta minimizar la longitud total del principio y del final de los 
vacíos generados después de la reserva.   
 
 
La Tabla 2.1 resume la discusión antedicha usando las notaciones siguientes: 
 
• W: Número de longitudes de onda en cada puerto de salida 
• M: Número máximo de ráfagas (o reservas) en todos los canales 
• Horizoni: Horizonte del canal i 
• S{i,j} y E{i,j}: Tiempo inicial (S) y final (E) de la reserva j en el canal i 
 
 
Algoritmo Complejidad 
temporal 
Información de 
estado 
Uso del ancho de 
banda 
LAUC O(W) Horizoni Bajo 
LAUC-VF O(WlogM) Sij, Eij Alto 
Min-SV/EV O(LOGM) Sij, Eij Alto 
Best Fit 0(LOG2M) Sij, Eij Alto 
 
Tabla 2.1: Comparación de distintos algoritmos de planificación 
 
 
Podemos ver que los algoritmos Min-SV/EV son los que mejor comportamiento 
demuestran. De hecho, uno puede reducir al mínimo el nuevo vacío generado 
buscando primeramente un vacío apropiado usando Min-EV, y después si, y sólo 
si, no se encuentra un vacío apropiado, buscar el horizonte usando Min-SV. 
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2.2.5 Resolución de contenciones 
 
Usando protocolos de reserva unidireccionales, como el JET, el nodo de ingreso 
envía ráfagas sin tener reconocimientos de reserva o coordinación global.  Esto 
requiere, sin embargo un nodo intermedio OBS para resolver las posibles 
contenciones entre ráfagas.  En una red sin almacenamiento, como es OBS, la 
contención entre ráfagas se puede resolver de tres maneras:  por desviación, 
desechando ráfagas o por derecho preferente.  
 
Con el método de desviación, una ráfaga se envía a un canal de salida que no es 
el preferido. Puesto que la contención sucede solamente cuando las ráfagas 
compiten por la misma longitud de onda en el mismo puerto de salida 
simultáneamente, la desviación se puede aplicar en el dominio de longitud de 
onda, en el dominio espacial, y/o en los dominios temporales.   
 
• Dominio de longitud de onda: Una ráfaga en contienda puede ser 
enviada a otra longitud de onda usando conversión de longitud de onda. 
 
• Dominio espacial: Una ráfaga en contienda puede ser enviada a otro 
puerto de salida y después seguir una ruta alternativa hacia el destino. 
 
• Dominio temporal: Pasando por una FDL, una ráfaga en contienda se 
puede retrasar por un tiempo fijo.   
 
Si una ráfaga en contienda no puede ser desviada debido a la indisponibilidad de 
alguna longitud de onda, puerto de salida o FDL, la pérdida de datos es inevitable.  
Más específicamente, una opción común es desechar la ráfaga entrante. Es 
también posible fraccionar la ráfaga entrante en segmentos múltiples, y cada 
segmento puede después ser desviado o desechado. Esta aproximación se llama 
segmentación de la ráfaga o OCBS .   
 
La Tabla 2.2 es un breve resumen de estos esquemas de resolución de 
contenciones.   
 
Resolución de 
contenciones 
Ventajas Inconvenientes 
Conversión de la longitud 
de onda 
Mucha menor pérdida de 
ráfagas 
Tecnología cara e 
inmadura 
Almacenamiento en FDL Conceptualmente simple. 
Tecnología madura 
Retardos extra. 
Genera más vacíos 
Desvío de ruta No requiere de hardware 
extra 
Llegadas desordenadas. 
Posible inestabilidad 
 
Tabla 2.2: Comparación de diversos métodos de resolución de contenciones 
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Obsérvese que algunos de ellos se pueden aplicar a la vez.  Por ejemplo, en vez 
de simplemente enviar una ráfaga por una ruta alternativa (que es el método 
usado por desvío de ruta) cuando sucede la contención, se puede desviar una 
ráfaga a lo largo de una trayectoria predeterminada que devuelva a la ráfaga al 
nodo donde ocurrió la desviación, y después la remita a través de la ruta original.  
Con este acercamiento, la red actúa como un almacenador intermediario (o FDL).   
 
 
2.3 Conclusiones y retos. 
 
Se ha esbozado OBS como una técnica de conmutación que aúna todas las 
ventajas de OPS y OCS. El problema común a todas estas redes es el tiempo que 
se tarda en configurar el conmutador para que pase una señal óptica. Ese tiempo 
comparado con el que tarda en pasar la señal óptica no es despreciable, más bien 
es demasiado alto. OCS evita tener que andar cambiando los conmutadores 
estableciendo un camino antes de transmitir. Así por muy lentos que sean los 
conversores de longitud de onda no afectará a la transmisión, sólo al envío de 
paquetes. OPS y OBS sufren problemas porque se requiere que se configuren, en 
el peor de los casos, todas las matrices de conmutación por las que atraviesa el 
paquete: aunque el paquete no sufra un retardo elevado, si que padece la matriz 
de conmutación de un factor de uso bajo porque pasa más tiempo 
reconfigurándose que conmutando paquetes, cosa que con OCS no pasa. 
Conseguir matrices de conmutación más rápidas es el reto que permitirá pasar de 
OCS a OBS; para ello deberemos encontrar soluciones a una serie de problemas, 
así requeriremos: 
 
• La habilidad de conmutar señales ópticas en un tiempo muy pequeño, tanto 
al cambiar la longitud de onda del paquete, como a la hora de dirigirlo por 
otra fibra. 
 
• Una tecnología que permita leer las cabeceras de los paquetes sin tener 
que pasar la señal óptica a eléctrica. 
 
• Algún elemento de almacenamiento óptico diferente de los retardos, 
compuestos a partir de trozos de fibra.
 
 
 
2.4 Líneas prometedoras 
 
En cuanto a los trabajos de investigación que se están llevando a cabo para 
mitigar las deficiencias de los sistemas actuales y que pueden tener una 
proyección futura interesante están: 
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• En el campo de las RAM ópticas: Se está avanzando en dispositivos que 
permitirían almacenar los datos de forma óptica. Citamos el transistor 
molecular y el conmutador molecular de chiropticene que funciona a 
fentosegundos y que nos daría tiempos a la hora de crear conmutadores 
ópticos de nanosegundos. 
 
• En el campo de la conmutación de longitudes de onda: Uno muy 
interesante es un convertidor de longitud de onda de Alcatel que alcanza 
los 10Ghz. 
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3.1 Herramientas 
 
La herramienta utilizada para la realización de este proyecto ha sido el simulador 
de redes ns, usando sobre él el módulo OWns, específico para redes OBS. Para la 
representación de las gráficas se ha usado la aplicación gnuplot. 
 
 
3.1.1 El simulador ns. 
 
Ns (network simulator) es un simulador de eventos centrado en la investigación 
sobre redes [4]. ns tiene capacidad de simulación para TCP, routing y multicast 
sobre redes cableadas o inalámbricas (locales y por satélite). 
 
El simulador ns fue originalmente desarrollado bajo la supervisión del proyecto 
VINT (Virtual InterNetwork Testbed). Este proyecto estuvo respaldado por la 
DARPA (Defense Advanced Research Projects Agency) y actualmente ha 
quedado en manos de un grupo de investigadores y desarrolladores de la 
Universidad de Berkeley, LBL (Lawrence Berkeley Laboratory), USC/ISI 
(University of Southern California/Information Sciences Institute) y Xerox PARC 
(Palo Alto Research Center).  
 
La versión actualmente en desarrollo es la 2 (de la cual existen múltiples 
subversiones). Ns es un simulador gratuito que se suministra con el código fuente 
completo. El principal cambio desde la versión 1 ha sido una mejor subdivisión de 
las clases de objetos que componen el núcleo del simulador (para permitir un 
mejor desarrollo del mismo) y la adopción del lenguaje OTcl como lenguaje de 
scripting.  
 
El simulador ns consta de un núcleo principal escrito en C++ al que se invoca 
simplemente tecleando ns en la línea de comandos (una vez este ha sido 
correctamente instalado). A partir de este punto el usuario puede interactuar 
directamente con el simulador, a través de un lenguaje de interface. El lenguaje de 
interface es OTcl, una versión de Tcl orientada a objetos.  
 
Ns está pensado para ser ejecutado en modo batch. El usuario define mediante un 
script la pila de protocolos y otros aspectos básicos del tipo de red a simular, y 
proporciona a ns diversos datos, algunos en forma de ficheros acerca del 
escenario a simular y del tipo y características del tráfico que se va a utilizar. 
Conforme avanza la simulación, se generan un conjunto de datos de salida que se 
almacenan en un fichero de traza. A partir de las trazas de simulación se pueden 
CAPÍTULO 3. SIMULADOR 
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utilizar lenguajes como Perl y AWK para filtrar la traza y obtener los índices de 
prestaciones que se deseen evaluar.  
 
Finalmente, herramientas tales como Network Animator (nam) permiten realizar un 
análisis visual del envío y recepción de paquetes de datos y control a medida que 
avanza la simulación. La Fig. 3.1 muestra un esquema del proceso de simulación:  
 
 
 
 
Fig. 3.1: Estructura del proceso del simulación. 
 
 
El simulador ns, es un simulador extremadamente potente, diseñado por y para 
investigadores. Con todo, y debido a que es altamente configurable, resulta 
también indicado para ejecutar simulaciones de redes concretas así como 
herramienta educativa. 
 
 
3.1.2 OWns 
 
OWns se diseña como una extensión del simulador ns, un simulador de redes 
diseñado como parte del proyecto Virtual Internet (VINT) [5]. La arquitectura de 
OWns abarca las características principales de las redes WDM, incluyendo nodos 
de conmutación óptica, enlaces de con varias longitudes de onda y algoritmos de 
encaminamiento y de asignación de longitud de onda (RWA).  
 
OWns revisa la topología física y lógica de las redes WDM que son 
implementadas como la capa física y la capa lógica respectivamente. OWns 
adopta cierto nivel de abstracción para construir los esquemas específicos de 
conmutación propios de redes WDM 
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3.1.2.1 Organización del entorno de trabajo OWns 
 
Todos los ficheros OBS están localizadas en un directorio, llamado obs 0.9, bajo el 
directorio de instalación de ns. Los archivos C++ y tcl están localizados en los 
subdirectorios ns-2 y tcl, respectivamente. 
 
OWns define todos los elementos de una red óptica: los nodos frontera y los 
nodos del núcleo. El entorno de trabajo OBS modifica la implementación del 
clasificador, así como la funcionalidad de planificación. Estos son los encargados 
de planificar y clasificar en los nodos los paquetes para su direccionamiento. Los 
clasificadores rediseñados incluyen: 
 
• Classifier-edge: Empotrado en el nodo frontera, este clasificador 
proporciona las siguientes funcionalidades: 
 
o Enrutamiento de los paquetes de control y las ráfagas de datos 
 
o Planificación de los canales de control y datos, introduciendo 
retardos, si es necesario, mediante FDLs. 
 
• Classifier-core:  Similar el classifier-edge, excepto que el primero está 
diseñado para manejar tanto paquetes TCP como ráfagas, mientras que el 
classifier-core sólo maneja ráfagas. 
 
• Portclassifier-edge: Un clasificador de puertos que clasifica los paquetes 
hacia sus respectivos puertos de destino. Por eso el clasificador de puertos 
sólo ve los paquetes cuya dirección IP destino es la dirección IP del nodo 
actual. El nodo frontera es tanto el destino como la fuente de los paquetes 
TCP. Los paquetes TCP que son generados en el nodo frontera deben ser 
enviados al integrated-agent (explicado en el siguiente punto) del nodo a 
través del clasificador de puertos. También se encarga en el nodo frontera 
de salida de enviar los paquetes TCP al sumidero adecuado.  
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Fig. 3.2: Esquema de un nodo frontera 
 
• Integrated-agent: Nos permite ensamblar las ráfagas y desensamblarlas. 
Colecta los paquetes TCP destinados al mismo nodo frontera de salida 
hasta que la suma total de sus tamaños alcanza un tamaño determinado de 
ráfaga o el temporizador del timeout, también predeterminado, expira. Un 
paquete de control y una ráfaga se generan y son enviados al edge-
classifier, que los encamina hacia su destino. El integrated-agent del nodo 
frontera de salida de la red OBS realiza la operación de desensamblar las 
ráfagas. Separa individualmente los paquetes TCP y los encamina al edge-
classifier, el cual los dirige a sus respectivos sumideros TCP a través del 
port-classifier. 
 
• Planificador: Los planificadores tanto del nodo frontera como del nodo del 
núcleo, se encargan de la planificación de las rutas y de configurar los 
nodos para encaminar tanto los paquetes de control como las ráfagas. 
 
• Obs-fiber-delay: El aspecto multicanal de los enlaces ópticos es 
implementado en los planificadores con la planificación de n transmisiones 
simultáneas, dónde n es el número de canales del enlace. Es un objeto de 
enlace ns modificado para modelar un enlace óptico. 
 
 
 
 
Address
classifier
Port
classifier
Assembly
Redirector
Packet flow
Burst flow
WDM link WDM link
OBS ingress node
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3.1.3 Gnuplot 
 
Gnuplot es un programa que permite generar gráficas 2D y 3D. Sus principales 
virtudes son la facilidad de uso y un acabado de muy alta calidad. Los autores 
iniciales de gnuplot son Thomas Williams y Colin Kelly, quienes decidieron crear 
un programa que les permitiera visualizar las ecuaciones matemáticas de las 
clases de electromagnetismo y ecuaciones diferenciales. Su primera intención fue 
llamarlo "newplot", pero descubrieron que ya existía otro programa con ese mismo 
nombre, así que utilizaron el homófono (al menos en inglés) “gnuplot”. Gnuplot no 
tiene ninguna relación con el proyecto GNU.  
 
 
3.2 Proceso de simulación 
 
 
3.2.1 Instalación del software 
 
Lo primero que tuve que hacer para empezar a simular fue instalar Linux en mi 
ordenador, ya que las versiones fiables del ns corren bajo esa plataforma.  Así que 
tras descargarme las versiones 2.26 del ns2 y la 0.9 de OWns e instalarlas,  
empecé por leerme el manual y tutoriales sobre programación con Otcl, el 
lenguaje que usa el simulador ns. 
 
 
3.2.2 Script básico de simulación de redes OBS 
 
. En esta sección daremos una visión global del mismo. 
 
El primer script, del cual se derivan todos los usados, debía tener las 
características siguientes: 
 
• Topología: Dos nodos frontera conectados través de un nodo núcleo. 
 
• Fuentes de tráfico: Una fuente que suministra tráfico FTP sobre TCP, 
desde el primer nodo frontera hasta un sumidero TCP del segundo nodo 
frontera. 
 
• Enlaces: Estos nodos OBS están conectados mediante enlaces ópticos, 
cuyas características se describen en el capítulo 4. 
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• Parámetros OBS:  
 
o El tamaño máximo de la ráfaga es un parámetro importante que va 
variando en cada simulación. De hecho, el script en bash (ver 
apartado 3.2.4) fue creado con la finalidad de obtener resultados 
variando dinámicamente el valor de esta variable. 
 
o El valor del timeout es otro parámetro importante. Se ha variado en 
algunas simulaciones para poder aclarar ciertos resultados. 
 
o Otro importante parámetro de OBS es el valor del tiempo de offset. 
Este valor ha permanecido constante en todas las simulaciones.  
 
Para una explicación detallada del script, se recomienda la lectura del anexo I 
 
3.2.3 Script en bash para el cálculo de la media y la desviación 
estándar 
 
Como la base de las simulaciones era obtener la media y la desviación estándar, 
tanto del throughput como del retardo, usando distintos valores para el tamaño de 
las ráfagas, creé un pequeño script. En el script se puede configurar el valor de la 
variable maxBurstSize (véase el anexo II, que contiene el código del script y su 
explicación), desde un valor inicial, otro final y los intervalos deseados. También 
es configurable el número de simulaciones que realizará para cada tamaño 
máximo de ráfaga. El script genera para cada tamaño dos archivos: uno que 
contiene la información del throughput y otro que contiene la información del 
retardo. Después genera  con  la información correspondiente más archivos: uno 
que contiene la media aritmética de todos los tamaños máximos de ráfaga, tanto 
del throughput como del retardo, y otro que contiene la desviación estándar, como 
en el caso anterior, del throughput y el retardo de todos los tamaños.  
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A través de las simulaciones pretendí analizar el comportamiento del protocolo 
TCP, sobre redes OBS. Para ello, me centre en la medida del throughput medio y 
del retardo cuando se aplican distintas topologías y distintos tamaños máximos de 
ráfaga. 
  
Una vez comprobado el correcto funcionamiento tanto del script tcl como del script 
escrito en bash, se relatan los resultados obtenidos. 
 
 
4.1 Elección de los parámetros 
 
Hemos de discernir entre los parámetros que serán constantes en todas las 
simulaciones de los que irán variando en función de los resultados que nos 
interese obtener. 
 
 
4.1.1 Parámetros constantes 
 
Podemos distinguir entre los parámetros propios de TCP, y los parámetros de la 
red OBS, y entre estos, parámetros específicos de OBS y los parámetros de los 
enlaces ópticos. Los parámetros constantes para todas las simulaciones son: 
 
 
4.1.1.1 TCP: 
 
• Tamaño de paquete = 1000 Bytes:  
 
• Tamaño de la ventana = 3000000 segmentos: Como estamos tratando 
con redes ópticas, cuya capacidad de transmisión es muy alta, elegimos un 
valor extremadamente alto que no limite el throughput de TCP 
 
 
4.1.1.2 OBS 
 
• Parámetros característicos de la arquitectura OBS 
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o Tiempo de offset =  20 microsegundos: Recordamos que el tiempo 
de offset es el tiempo que una ráfaga espera para ser enviada tras el 
envío de  un paquete de control, para dar a este el tiempo suficiente 
para reservar recursos en los distintos nodos. 
 
o Tiempo de proceso de las ráfagas de los nodos de la red OBS = 
1 microsegundo: Este tiempo es válido tanto para los nodos 
frontera como para los nodos del núcleo de la red OBS. El simulador 
nos permite ajustar estos tiempos. Elegir una escala de tiempos 
equivalente a microsegundos es adecuado dado el estado de la 
tecnología actual en el procesado de información opto-electrónica. 
 
• Parámetros del enlace: 
 
o Número de canales de los enlaces = 2: Entre estos, una se dedica 
a los paquetes de control y el otro a las ráfagas de datos 
 
o Ancho de banda de cada canal = 1Gbps: Un ancho de banda 
adecuado para redes ópticas. 
 
o Retardo de cada enlace = 1 milisegundo: Retardo para un enlace 
de 300 kilómetros. 
 
 
4.1.1.3 Parámetros de la simulación  
 
• Tiempo de simulación = 30 segundos: Parece un tiempo razonable para 
que la simulación llegue a un régimen permanente.  
 
4.1.2 Parámetros variables 
 
A continuación nombro los parámetros variables usados para la obtención de 
resultados.  Como en el caso anterior, se hace una distinción entre parámetros 
con relación a TCP, parámetros de la red OBS y también en este apartado se 
incluyen los parámetros propios de la topología de la red. 
 
 
4.1.2.1 TCP 
 
• Número de fuentes TCP: El número de fuentes TCP totales que usamos 
en la simulación 
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4.1.2.2 OBS 
 
• Tamaño máximo de las ráfagas: La elección de un tamaño adecuado de 
las ráfagas es determinante para el óptimo funcionamiento de las redes 
OBS
 
 
• Timeout de OBS: Es el tiempo máximo que tarda una ráfaga en ser 
enviada desde que empieza a ensamblarse, aunque no se haya alcanzado 
el tamaño máximo de la ráfaga. Es el tiempo que una aplicación que genera 
datos a una velocidad de 1 Gbps tarda en completar una ráfaga de 125 
kBytes 
 
  
4.1.2.3 Topología 
 
• Número de nodos frontera: El número de nodos que hacen de punto de 
entrada y/o salida de la red OBS 
 
• Número de nodos del núcleo: El número de nodos que están en el interior 
de la red OBS 
 
 
4.2 Resultados. 
 
Básicamente se ha extraído información de los ficheros que contienen la media del 
throughput y el retardo de cada uno de los tamaños máximos de ráfaga simulados. 
Para la obtención de las gráficas, se ha usado la aplicación gnuplot.   
 
Primeramente se realizaron simulaciones con una topología básica, es decir, dos 
nodos frontera conectados a través de un nodo núcleo, una fuente FTP sobre TCP 
conectada a un nodo frontera, y un sumidero TCP conectado en el otro. 
Posteriormente  se han añadido más fuentes TCP, manteniendo la topología, y por 
último se ha simulado una topología formada por tres nodos frontera de entrada, 
cada uno de ellos con una fuente TCP conectado; dos nodos en el núcleo de la 
red OBS; y tres nodos frontera más de salida, cada uno con un sumidero TCP 
conectado. 
 
 
4.2.1 Topología básica 
 
La primera topología a simular es la más sencilla expresión de una red OBS: dos 
nodos frontera conectados a través de un nodo núcleo, y una fuente FTP sobre 
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TCP conectada a un nodo frontera, y un sumidero TCP conectado en el otro nodo 
frontera, como se indica en la Fig. 4.1 
 
 
Fig. 4.1: Topología básica de una red OBS 
 
 
La mayoría de los resultados de las pruebas vienen dados como una tabla con la 
información obtenida, una gráfica de la evolución del throughput medio respecto al 
tamaño máximo de las ráfagas empleado y otra gráfica con la evolución del 
retardo medio respecto al tamaño máximo de las ráfagas. 
 
  
4.2.1.1 Primera prueba 
 
Número de fuentes TCP: 1 
Timeout: 0,001 segundos 
Tamaño máximo de ráfaga variable 
 
Tamaño ráfaga 
(kBytes) 
Throughput medio 
(kbps) 
Retardo medio (ms) Desviación 
throughput (kbps) 
20 35912,28 2,51 16,2 
40 73803,69 2,64 32,29 
60 116197,91 2,78 64,12 
80 146696,52 2,92 90,32 
100 189734,72 3,07 115,36 
120 223850,40 3,21 149,72 
140 121797,42 3,83 57,28 
160 136258,17 3,97 113,13 
180 156220,68 4,10 68,98 
200 162838,11 4,23 109,65 
220 182951,74 4,36 37,76 
240 195411,09 4,49 90,70 
260 196288,13 4,61 131,63 
280 200951,50 4,74 147,24 
300 212547,80 4,87 271,09 
 
Tabla 4.1: Resultados obtenidos en la primera prueba 
 
Resultados    29                                                                                                                                                    
 
En la tabla 4.1 podemos observar como el throughput crece de forma mas o 
menos regular a medida que aumentamos el tamaño máximo de ráfaga, excepto 
cuando llega al tamaño de 140 unidades, dónde decrece para volver a crecer de 
forma normal. Al retardo le ocurre una cosa similar. En las Fig. 4.2 y Fig. 4.3 se ve 
con más detalle. En cuanto a la desviación del throughput, podemos decir que 
está entre el 0,4% y el 1,5%, un valor que no destaca. 
   
       kbps   
 
kBytes 
 
Fig.4.2: Evolución throughput en función del tamaño máximo de las ráfagas 
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      ms 
 
        kBytes 
 
Fig. 4.3: Evolución del retardo medio en la primera prueba 
 
 
Lo primero que llama la atención en las gráficas es el poco throughput que 
conseguimos con estos tamaños de paquetes. Si nos fijamos más, veremos que 
se produce una distorsión de las medidas entre los valores de tamaño de ráfaga 
de 100 kBytes a 150kBytes. Para verlo con mas detalle se ha simulado 
manteniendo constantes todos los parámetros, excepto tamaño máximo de las 
ráfagas, que toman un valor entre 100 kBytes y 150 kBytes: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Resultados    31                                                                                                                                                    
 
 
  kbps 
 
       kBytes 
 
Fig. 4.4: Evolución throughput medio con más detalle 
 
         ms 
 
       kBytes 
 
Fig. 4.5: Evolución del retardo con más detalle 
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Puede observarse que la perturbación de las medidas se produce inmediatamente 
después del tamaño correspondiente a 125 kBytes. Curiosamente esos 125 
kBytes se corresponden con el valor que hemos calculado para el timeout. 
   
Para comprobarlo, en la siguiente simulación se ha elegido un valor para el 
timeout de 0,8 milisegundos, el cual debería dar: (0,8 milisegundos por 1Gbps= 
800 kbits, los cuales divididos por 8 nos dan un tamaño óptimo de ráfaga de  
100000 Bytes, tal y como se aprecia en la Fig. 4.6 
 
           kbps 
 
        kBytes 
 
Fig. 4.6: Máximo obtenido al cambiar el timeout del ensamblador de ráfagas a 
0,0008 segundos 
 
 
Observando la gráfica podemos afirmar que existe una estrecha relación entre el 
timeout del sistema y el tamaño de ráfaga que nos proporciona el throughput más 
alto. Ahora observamos que hallamos un máximo en el tamaño de ráfaga de 
100000 Bytes. Otra característica de la gráfica es que parece que cuanto más 
aumentamos el tamaño máximo de la ráfaga, más throughput obtenemos. 
 
Para verificarlo, se realizó otra simulación con valores de tamaño máximo de 
ráfaga mayores (de 50 kBytes a 1200 kBytes) y cambiando el timeout del sistema 
8 milisegundos para adaptarse a los nuevos valores.  
 
     kbps 
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          kBytes 
Fig. 4.7: Evolución throughput con timeout de 8 ms. 
 
    ms 
 
       kBytes 
Fig. 4.8: Evolución retardo con timeout de 8 ms 
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Como se aprecia en la Fig. 4.7,  con un tamaño máximo ráfaga = 1000 kBytes 
obtenemos los valores más altos de throughput. En cuanto el retardo, se observa 
que es algo superior que en las pruebas anteriores. La razón es que ahora hemos 
de esperar más tiempo para enviar las ráfagas que no llegan al tamaño máximo de 
ráfaga, por lo que los paquetes TCP tardan más en llegar a su destino. También 
podemos observar como el retardo va subiendo de forma  más o menos 
progresiva, excepto cuando el tamaño máximo de ráfaga alcanza los 1000 kBytes, 
valor para el cual aumenta de forma abrupta. Esto puede ser debido a que al 
superar el valor de tamaño máximo óptimo de la ráfaga, el sistema empieza a 
sufrir retardos, a causa del tamaño de ráfagas mayores. 
  
De todo esto podemos deducir que existe una relación entre el tamaño máximo de 
la ráfaga que configuramos con el sistema y el timeout del mismo. Puede 
resumirse en la fórmula 4.1:  
 
 
Tamaño Máximo de las Ráfaga(Bytes) = (Timeout Sistema OBS(seg.) * (Ancho de banda del 
enlace(bps)/8)) 
(4.1) 
 
 
O dicho de otra manera, el timeout óptimo para un tamaño máximo de ráfaga es el 
tiempo que tarda en transmitirse la ráfaga por el enlace. Es decir, que el sistema 
envía una ráfaga justo en el momento en que la anterior ha llegado al otro nodo. 
Ahora vemos porqué el sistema se optimiza siguiendo la fórmula 4.1. 
 
Por último, cabe destacar que cuanto más alto es el valor del tamaño máximo de 
la ráfaga, más aumenta el throughput del sistema. Éste culmina cuando el tamaño 
máximo de la ráfaga es el resultado de la fórmula 4.1. 
 
Hemos visto como obtener la relación entre el tamaño máximo de la ráfaga y el 
timeout para optimizar una red OBS, tras observar con atención la evolución tanto 
del throughput como del retardo, en función del tamaño máximo de las ráfagas. 
Sin embargo, llama la atención el hecho de que, a pesar de disponerse de un 
ancho de banda en el enlace de 1 Gbps, el sistema alcanza valores del throughput 
muy alejados de los valores más altos esperados.  
 
En el siguiente apartado, se estudiará como afectan algunos de los mecanismos 
de control de flujo y de los mecanismos de control de congestión de TCP en 
nuestro sistema OBS 
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4.2.2 Relación entre el tamaño de la ventana TCP y la probabilidad de 
pérdida de la ráfaga 
  
En esta prueba se ha mantenido la topología anterior. Los parámetros de la 
simulación eran los siguientes: 
 
Número de fuentes TCP: 1 
Timeout: 0,001 segundos 
Tamaño máximo de ráfaga: 125000 Bytes (sistema optimizado) 
Duración de la simulación: 10 segundos 
 
 
Segmentos/kBytes 
 
       segundos 
 
Fig. 4.9: Evolución temporal del tamaño de la ventana de congestión y del tamaño 
de las ráfagas enviadas. 
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Y los instantes de pérdida se observan en la tabla 4.2: 
 
 
Instantes en los que se pierde una ráfaga (seg.) 
0.894176 
0.900261 
1.273755 
2.073592 
2.873429 
3.673266 
4.473103 
5.272940 
6.072778 
6.872615 
7.672452 
8.472289 
9.272126 
 
Tabla 4.2: Instantes en los que se pierde una ráfaga 
 
 
El trazo rojo corresponde con el valor de la ventana de congestión, mientras que el 
trazo verde se corresponde con el tamaño de las ráfagas que se envían. La escala 
temporal es válida para ambos valores. Podemos observar como las ráfagas 
alcanzan el tamaño máximo (125000 Bytes) y como el resto de ráfagas se envía 
por que se ha alcanzado el tiempo de timeout. También vemos que el flujo de 
datos viene limitado por la ventana de congestión de TCP. De hecho, si sumamos 
los dos trazos de color verde, vemos que coincide con el trazo de color rojo.  
 
Veamos ahora como encaja todo esto en lo que nos dice la teoría sobre el 
comportamiento de TCP. 
 
4.2.2.1 Mecanismos de control de flujo y congestión de TCP  
 
La teoría nos dice que TCP comienza usando el algoritmo de slow start. Se trata 
de que la velocidad de envío de los paquetes dependa de la velocidad de las 
confirmaciones recibidas. Para ello se introduce una variable, la ventana de 
congestión (cwnd) con valor igual a 1 segmento. Por cada asentimiento recibido, 
se aumenta el valor de la variable en un segmento. TCP también sigue un 
esquema de retransmisiones. Esto quiere decir que TCP retransmite un segmento 
cuando asume que se ha perdido: si no se recibe un asentimiento y vence el 
temporizador de retransmisión o se reciben múltiples asentimientos para el mismo 
segmento. La mayoría de segmentos perdidos se deben a problemas de 
congestión en la red. Por eso TCP necesita de mecanismos de retransmisión. 
 
Se considera que existe congestión cuando se pierden segmentos. Puede que 
haya vencido el temporizador de retransmisión o que lleguen asentimientos 
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duplicados. Se evita la congestión empleando los algoritmos de “slow start”, 
“congestion avoidance”, “fast retransmit” juntos: 
 
• cwnd debe decrecer “mucho” cuando aumenta la congestión. 
• cwnd debe crecer “lentamente” cuando la congestión mejora. 
 
Se introduce la variable ssthresh (“Slow Start Threshold Size”) o umbral de slow 
start. 
 
• Si cwnd < ssthresh: TCP está en modo “slow start”. 
• Si cwnd >= ssthresh TCP está en modo “congestion avoidance”. 
  
Los valores iniciales de estas variables son: 
 
• cwnd=1(segmento)  
• ssthresh=65535 octetos. 
 
El emisor puede transmitir el mínimo entre ventana anunciada y ventana de 
congestión, es decir, ventana efectiva. Si se detecta congestión: 
 
• stthresh = max(2 segmentos, ventana_efectiva/2). 
• Si es debida a un timeout además cwnd=1(segmento). 
 
Cuando se recibe un asentimiento: 
 
• Si estamos en “slow start” (cwnd < ssthresh): 
o cwnd se actualiza a (cwnd + 1) (segmentos). 
 
• Si estamos en “congestion avoidance” (cwnd >= ssthresh): 
o cwnd se actualiza a (cwnd + 1/cwnd)(segmentos) 
 
 
4.2.2.2 Resultados extraídos de la prueba 
 
Veamos qué ocurre en la gráfica. Para ello nos fijaremos en el trazo rojo, que es el 
valor de la variable cwnd. Vemos como la variable cwnd crece hasta que se pierde 
una ráfaga en el instante de pérdida 1 t = 0.894176 segundos. En ese momento, 
TCP detecta la congestión, porque el timeout ha expirado. TCP reacciona 
rediciendo el tamaño de la ventana de congestión a 1 segmento y  dividiendo el 
umbral de slow-start a la mitad del valor de la ventana de congestión en el 
momento en que se detectó la pérdida. Por tanto, el umbral del slow start 
(representado por la variable ssthresh) pasa a valer 128 segmentos. Esto explica 
que el valor de la ventana suba exponencialmente desde 1 a 128 (slow start), y 
que a partir de este valor, lo haga de forma lineal (congestion avoidance). Durante 
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el resto de la gráfica observamos el mismo comportamiento cada vez que se 
pierde una ráfaga. 
 
 
Llama la atención el hecho de que se produzcan pérdidas, a pesar del enorme 
ancho de banda del que se dispone. Así que se comprobó qué ocurría si 
proporcionaba al sistema más ancho de banda. Primeramente se cambia el script 
para proporcionar al sistema más canales de datos para las ráfagas, pero 
realmente no cambiaba nada. Se dispuso de  un ancho de banda mayor (10 Gbps) 
pero se producían las mismas pérdidas en el nodo frontera. Por último se 
comprobó qué pasaba con las pérdidas cuando se aumenta el tamaño máximo de 
las ráfagas. En este caso si que se redujo la pérdida de ráfagas. El motivo es que 
al enviar menos ráfagas a sistema, la probabilidad de que dos de ellas entren en 
conflicto por un canal se reduce. Así que otra conclusión es que obtenemos un 
throughput más alto con tamaños máximos de ráfaga más altos porque se reduce 
la probabilidad de pérdidas en los nodos OBS. 
 
 
4.2.3 Pruebas con 3 fuentes 
 
El siguiente paso fue mantener la topología de las pruebas anteriores, pero esta 
vez con tres fuentes TCP en cada nodo frontera de entrada y tres sumideros TCP 
en el nodo frontera de salida, como se ve en la Fig. 4.10. El objetivo de estas 
simulaciones era comprobar la reacción del sistema ante la presencia de varios 
flujos de datos TCP.  
 
 
Fig. 4.10: Topología con tres fuentes 
 
 
Hice dos pruebas. En la primera las fuentes transmitían a igual tasa y en la 
segunda cada fuente lo hacía con una tasa distinta. 
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4.2.3.1 Fuentes de igual tasa 
 
Los parámetros de la simulación fueron: 
 
Número de fuentes TCP: 3  
Timeout: 0,008 segundos (tamaño máximo de la ráfaga óptimo de 1000 kBbytes) 
Tamaño máximo de ráfaga variable (Rango de 50 kBbytes  a 1500 kBytes) 
Tasa de las fuentes: Fuentes con tasa constante de bits con velocidad de1Gbps 
 
Vemos en la Fig. 4.10 que tenemos el máximo dónde lo esperábamos (1000 
kBbytes), pero el throughput es mucho menor que en el caso en el que teníamos 
una fuente (ver Fig. 4.7). Una posible explicación es que ahora intervienen 3 
fuentes TCP, cada una llevando a cabo sus mecanismos de control de congestión, 
lo que unido a que cada ráfaga puede contener segmentos de todas las fuentes, 
nos da un esquema de retransmisiones más complejo.  
 
      kbps 
 
       kBytes 
 
Fig. 4.10: Evolución del throughput conjunto con tres fuentes TCP 
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      ms 
 
        kBytes 
Fig. 4.11: Evolución del retardo con tres fuentes 
 
En la Fig. 4.11 observamos retardos mucho mayores que en el caso de una única 
fuente. 
 
4.2.3.2 Fuentes de distinta tasa 
 
Como la simulación no funcionaba con la aplicación FTP, se optó también en este 
caso por generar tráfico mediante una fuente constante de bits  (CBR) . Los 
parámetros de la simulación fueron: 
 
Número de fuentes TCP: 3  
Timeout: 0,01 segundos (tamaño máximo de la ráfaga óptimo de 1250 kBytes) 
Tamaño máximo de ráfaga variable (Rango de 50 kBbytes  a 1500 kBytes) 
Tasa de las fuentes: Fuente 1: 600 Mbps; fuente 2: 400 Mbps; fuente 3: 200 Mbps  
 
 
 
 
 
 
 
 
 
    kbps 
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           kbytes 
 
Fig. 4.12: Evolución throughput con fuentes transmitiendo a distintas tasas 
 
 
Se observa una degradación del throughput, probablemente por culpa de los 
valores del tamaño de la ventana de congestión. Se observa incluso que hemos 
perdido la relación tamaño máximo óptimo de ráfaga / timeout. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
    ms 
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          kBytes 
 
Fig. 4.13: Evolución del retardo con tres fuentes emitiendo a distintas tasas 
 
 
Observando la Fig. 4.13, vemos que obtenemos unos retardos muy altos en 
comparación con los que veíamos en las Fig. 4.8 y 4.11.  
 
En conclusión, con tres fuentes de tasas iguales se pierden más paquetes debido 
a que los mecanismos de congestión no reaccionan del todo bien ante las 
pérdidas de ráfagas, y por tanto el throughput baja y el retardo sube 
sustancialmente. El problema se agrava aún más cuando las tasas de las fuentes 
son distintas, ya que entran en juego los diferentes valores que toman para cada 
fuente las variables de los mecanismos de control de congestión de TCP. Los 
retardos son mayores por la misma razón, llegando a retardos un 80% 
aproximadamente mayores que cuando solamente hay una fuente. 
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4.2.4 Pruebas con seis nodos frontera  
  
El objetivo de estas simulaciones era comprobar que ocurría con el throughput y el 
retardo al tener una topología algo más complicada. Para realizar las siguientes 
simulaciones, se varió la topología de la red OBS tal y como se observa en la Fig. 
4.14 
 
 
 
Fig. 4.14: Topología con dos nodos núcleo 
 
 
Los parámetros de la simulación fueron los siguientes: 
 
Número de fuentes TCP: 3  
Timeout: 0,01 segundos (tamaño máximo de la ráfaga óptimo de 1250 kBytes) 
Tamaño máximo de ráfaga variable (Rango de 50 kBytes  a 1500 kBytes) 
Ancho de bande de los enlaces: 1Gbps 
Tasa de las fuentes: Fuentes CBR (tasa constante de bits). Fuente 1: 600 Mbps; 
fuente 2: 400 Mbps; fuente 3: 200 Mbps  
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kbps 
 
         kBytes 
Fig. 4.15: Variación throughput con topología de dos nodos en el núcleo  
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Fig. 4.16: Variación del retardo en la topología de dos nodos en el núcleo  
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Observamos en la Fig. 4.15 un comportamiento completamente caótico del 
throughput medido, en este caso el de todas las fuentes, respecto al tamaño 
máximo de las ráfagas. Si nos fijamos en los retardos, son los mayores que hemos 
obtenido hasta ahora. Esto es lógico en parte porque tenemos más enlaces, pero 
sobretodo porque el sistema tiene más nodos por los que exista la posibilidad de 
perder una ráfaga. 
 
Para ver mejor esto, en la siguiente prueba se midió la probabilidad de pérdida en 
los nodos OBS, concretamente en el primer nodo núcleo. 
 
4.2.4.1 Medida de la probabilidad de pérdida en un nodo del núcleo de la red 
OBS  
 
En este apartado veremos los resultados que se obtuvieron al medir la 
probabilidad de pérdidas en el primer nodo del núcleo de la red OBS. 
 
Para ello, realicé una simulación con los mismos parámetros que en el apartado 
anterior. 
 
Para calcular la probabilidad, incluí en los ficheros classifier-base.cc y classifier-
core.cc un par de líneas de código que imprimían por pantalla el momento en que 
llegaban al nodo núcleo de la red OBS las ráfagas y también el momento en que 
se perdía una ráfaga en ese nodo. Posteriormente redireccioné la salida de la 
simulación a un fichero drop.txt. Después, con el comando cat drop.txt | grep Burst 
|wc –w, que contaba el número de veces que llegaba una ráfaga, y el comando cat 
drop.txt | grep Drop |wc –w que contaba el número de veces que se perdía una 
ráfaga. En este caso fueron: 
 
Ráfagas recibidas: 2682 
 
Ráfagas perdidas: 12 
 
Con lo cual, la probabilidad de perdidas en el nodo núcleo es de 12/2682= 
0,004474272 es decir un 0,45% 
 
4.2.5 Conclusiones 
   
En este apartado se relatan las conclusiones a las que he llegado interpretando 
los resultados de las simulaciones. 
 
En la primera simulación, hemos observado los primeros resultados obtenidos 
sobre el throughput y el retardo. Hemos llegado a la conclusión que los 
parámetros tamaño máximo de ráfaga y timeout del sistema estaban relacionados 
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a través de la fórmula 4.1. De hecho, el timeout óptimo para un tamaño máximo de 
ráfaga es el tiempo que tarda en transmitirse la ráfaga por el enlace. Es decir, que 
el sistema envía una ráfaga justo en el momento en que la anterior ha llegado al 
otro nodo. También vimos que cuanto más alto era el valor del tamaño máximo de 
la ráfaga, más aumentaba el throughput del sistema. Sin embargo, llamaba la 
atención el hecho de que, a pesar de disponerse de un ancho de banda en el 
enlace de 1 Gbps, el sistema alcanzara valores del throughput bajos.  
 
En el siguiente apartado, se estudiaron cómo afectaban algunos de los 
mecanismos de control de flujo y de los mecanismos de control de congestión de 
TCP en nuestro sistema OBS. Para ello obtuvimos la gráfica que relacionaba el 
tamaño de la ventana de congestión de TCP con el tamaño de las ráfagas 
enviadas, y se ha visto que todo el sistema viene limitado por culpa del valor de la 
ventana de congestión de TCP. También hemos explicado el sentido de la gráfica 
bajo la perspectiva de los mecanismos de control de flujo y de congestión de TCP. 
Se vio que cuando el valor de la ventana de congestión supera al valor del tamaño 
máximo de una ráfaga, el sistema entra en congestión. También vimos que a 
pesar de proporcionar valores más altos de ancho de banda en los enlaces, el 
sistema seguí ofreciendo unas pérdidas similares. Hasta que se comprobó que 
cuando se aumentaba el tamaño máximo de las ráfagas se reducían las pérdidas 
de ráfagas. El motivo es que al enviar menos ráfagas la sistema, la probabilidad 
de que dos de ellas entren en conflicto por un canal se reduce. Así que otra 
conclusión que obtenemos es que tenemos un throughput más alto con tamaños 
máximos de ráfaga más altos porque se reduce la probabilidad de pérdidas en los 
nodos OBS.  
 
Aquí es interesante añadir que la relación que existe entre el tamaño máximo de la 
ráfaga óptimo y la probabilidad de pérdidas es que al haber el número óptimo de 
paquetes en el sistema, también estamos optimizando al máximo la probabilidad 
de pérdidas (reduciéndola al mínimo). 
 
En el siguiente apartado se estudiaron los casos en que tenemos más de una 
fuente proporcionando tráfico, tanto cuando sus tasas eran iguales como con 
distintas tasas. Se observó que al entrar en juego más de una fuente, cada una 
con su propio mecanismo de control de congestión, estos introducían en el 
sistema distintos valores de la ventana de congestión, que recordemos es la que 
limita el throughput del mismo, y por tanto aumentaban la probabilidad de pérdida 
de ráfagas en los nodos y provocaban más retransmisiones, Lo que obtuvimos fue 
un throughput muy bajo y unos retardos un 80% superiores que cuando sólo 
teníamos una fuente. 
 
En el último apartado  se ha estudiado una topología de red OBS algo más 
compleja, con dos nodos núcleo y seis nodos frontera, tres de entrada y tres de 
salida.  Se ha visto que el throughput obtenido es muy bajo y el retardo muy alto, 
por las mismas razones que se explican en el apartado anterior. También se ha 
calculado la probabilidad de perder una ráfaga en el nodo núcleo del sistema OBS.  
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5.1 Conclusiones 
 
Se ha esbozado OBS como una técnica de conmutación que aúna todas las 
ventajas de OPS y OCS. Mientras no se obtengan avances en las tecnologías de 
almacenado óptico, OBS parece una buena apuesta para la siguiente generación 
de redes ópticas. 
 
En cuanto a los resultados obtenidos se ha llegado a la conclusión que los 
parámetros tamaño máximo de ráfaga y timeout del sistema están relacionados. El 
timeout óptimo para un tamaño máximo de ráfaga es el tiempo que tarda en 
transmitirse la ráfaga por el enlace.  
 
También se ha visto que cuanto más alto es el valor del tamaño máximo de la 
ráfaga, más aumentaba el throughput del sistema.  
 
Se ha visto que cuando el valor de la ventana de congestión supera al valor del 
tamaño máximo de una ráfaga al sistema entra en congestión. El motivo es que al 
enviar menos ráfagas al sistema, la probabilidad de que dos de ellas entren en 
conflicto por un canal se reduce. Es decir, al aumentar el tamaño máximo de 
ráfaga, es necesario enviar menos ráfagas para transmitir la misma cantidad de 
datos. Así que otra conclusión que obtenemos es que tenemos un throughput más 
alto con tamaños máximos de ráfaga más altos porque se reduce la probabilidad 
de pérdidas en los nodos OBS. De hecho la relación que existe entre el tamaño 
máximo de la ráfaga óptimo y la probabilidad de pérdidas es que al haber el 
número óptimo de paquetes en el sistema, también estamos optimizando al 
máximo la probabilidad de pérdidas (reduciéndola al mínimo). 
 
En el siguiente apartado se estudiaron los casos en que tenemos más de una 
fuente proporcionando tráfico, tanto cuando sus tasas eran iguales como con 
distintas tasas. Se observó que al entrar en juego más de una fuente, cada una 
con su propio mecanismo de control de congestión, estos introducían en el 
sistema distintos valores de la ventana de congestión, que recordemos es la que 
limita el throughput del mismo, y por tanto aumentaban la probabilidad de pérdida 
de ráfagas en los nodos y provocaban más retransmisiones, Lo que obtuvimos fue 
un throughput muy bajo y unos retardos un 80% superiores que cuando sólo 
teníamos una fuente. 
 
En el último apartado  se estudió la simulación de  una topología de red OBS algo 
más compleja y se utilizó para el cálculo de la probabilidad de pérdida en los 
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nodos del núcleo que ha sido del las mismas razones que se explican en el 
apartado anterior. También se ha calculado la probabilidad de perder una ráfaga 
en el nodo núcleo del sistema OBS, que ha resultado ser del 0,45% 
 
 
5.2 Impacto ambiental del proyecto 
 
Al ser un proyecto de análisis mediante simulación, las implicaciones ambientales 
del mismo son prácticamente nulas. Sin embargo se ha realizado exclusivamente 
mediante el uso de ordenadores, tanto a la hora de buscar información, en el 
momento de realizar simulaciones y en su redacción. El gasto de papel ha sido el 
mínimo imprescindible: únicamente se ha usado el necesario para su presentación 
en formato escrito. Ya que OBS destaca como una solución para las futuras redes 
ópticas, podría decirse que contribuirá a la expansión ya de por sí enorme, de las 
redes de comunicaciones. Puede augurarse que poco a poco mucha información 
que actualmente se edita en soporte papel, se acabará editando exclusivamente 
en formato digital y podrá accederse a través de Internet. 
 
  
5.3 Conclusiones personales 
 
La ejecución del presente proyecto me ha enriquecido en muchos aspectos. Por 
ejemplo, ahora soy un amante del sistema operativo Linux y toda la filosofía que 
conlleva el software de libre distribución. Creo que es importante que cada vez 
más, Linux irrumpa en los centros de enseñanza y en todos los sistemas 
informáticos del estado, que en teoría nos pertenecen a todos los ciudadanos. 
También me ha servido para aprender y mejorar mis aptitudes organizativas. 
 
Me ha gustado especialmente el hecho de estudiar una tecnología que aún está 
en fase de desarrollo. El contribuir en mayor o menor medida a su 
perfeccionamiento me ha hecho sentir  un pionero de las tecnologías más 
punteras. 
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ANEXO I: SCRIPT EN TCL 
 
 
En este anexo se explica con detalle el script tcl utilizado para las simulaciones. 
He optado por transcribir literalmente el código entero, insertando dónde es 
necesario los comentarios que ayuden a facilitar su entendimiento, pero siempre 
conservando el formato de programación. Nótese que la parte de código que 
incluye valores que cambian durante las diversas simulaciones también están 
debidamente comentadas 
 
 
#====================================================================# 
#Script tcl para la simulación de redes OBS 
#====================================================================# 
 
#Proponemos el tipo que tendrán para la simulación los clasificadores de #los nodos frontera y del 
núcleo 
Classifier/BaseClassifier/EdgeClassifier set type_ 0 
Classifier/BaseClassifier/CoreClassifier set type_ 1 
 
#Aquí indicamos al script dónde se encuentran las librerías específicas #de OBS 
source /home/oscar/NS/ns-allinone-2.26/ns-2.26/obs-0.9a/tcl/lib/ns-obs-lib.tcl 
source /home/oscar/NS/ns-allinone-2.26/ns-2.26/obs-0.9a/tcl/lib/ns-obs-defaults.tcl 
source /home/oscar/NS/ns-allinone-2.26/ns-2.26/obs-0.9a/tcl/lib/ns-optic-link.tcl  
 
#Crea un objeto Simulator 
set ns [new Simulator] 
 
#====================================================================# 
# Definiciones Constantes 
# Ponemos el tiempo de offset (To) en 20 microsegundos (valor fijo) 
BurstManager offsettime 0.00002 
 
#Inicializamos la variable maxBurstSize con el valor de otra variable, #__maxburstsize__, usada 
por el script en bash y se la pasamos al #manejador de ráfagas como parámetro (bytes) 
set maxBurstSize __maxburstsize__ 
BurstManager maxburstsize [expr $maxBurstSize*1000] 
 
#Elegimos el timeout adecuado. Aquí se corresponde con la primera #simulación. Este parámetro 
es variable. (segundos)  
BurstManager bursttimeout 0.001 
 
# Ponemos el tiempo de proceso de cada uno de los nodos (frontera y núcleo) en segundos 
Classifier/BaseClassifier/EdgeClassifier set bhpProcTime_ 0.000001 
Classifier/BaseClassifier/CoreClassifier set bhpProcTime_ 0.000001 
 
 
# Parámetros TCP 
# Numero de fuentes TCP.(Variable)  
set num_tcp 1 
 
# Tamaño paquete TCP en bytes(valor constante) 
set packet_size 1000  
 
  
#Tamaño ventana TCP en segmentos (calor constante) 
set window_size 3000000 
 
#Parámetros topología 
# Numero total de nodos frontera 
set edge_count 2 
 
# Numero total de nodos del núcleo 
set core_count 1 
 
#Parámetros de enlace 
# Ancho de banda total por canal en bits por segundo 
set bwpc 1000000000 
 
#Retardo del enlace en segundos  
set delay 0.001 
 
# Numero total de canales por enlace 
set maxch 2 
 
# Numero total de canales de control por enlace 
set ncc 1 
 
# Numero total de canales de datos por enlace 
set ndc 1 
 
 
# Parámetros simulación 
# Tiempo simulación 
set simTime 30 
 
#====================================================================# 
# Procedimientos de soporte 
 
#Define un procedimiento de finalización 
proc finish {} { 
      global counter simTime countTime_ num_tcp  
      $ns flush-trace 
 puts "Simulacion completada";  
 exit 0 
} 
 
 
#Creamos una topología frontera-nucleo-frontera. Esta topologí variará a lo largo ed las 
simulaciones 
Simulator instproc  create_topology { } { 
    $self instvar Node_ 
    global E C  
    global edge_count core_count 
    global bwpc maxch ncc ndc delay 
 
    set i 0 
    # Activamos los nodos frontera 
    while { $i < $edge_count } { 
 set E($i) [$self create-edge-node $edge_count] 
 incr i 
  
    } 
     
    set i 0 
    # Activamos los nodos del nucleo 
    while { $i < $core_count } { 
 set C($i) [$self create-core-node $core_count] 
 incr i 
    } 
     
    $self createDuplexFiberLink $E(0) $C(0) $bwpc $delay $ncc $ndc $maxch 
    $self createDuplexFiberLink $C(0) $E(1) $bwpc $delay $ncc $ndc $maxch 
   
     
 
    # Construimos la tabla de enrutamiento 
    $self build-routing-table 
    
} 
 
$ns create_topology 
 
#asignamos a los nodos las fuentes de TCP 
for {set i 0} {$i < $num_tcp} {incr i} { 
set tcp($i) [new Agent/TCP] 
$tcp($i) set fid_ $i 
$tcp($i) set class_ $i  
$tcp($i) set window_ $window_size 
set ftp($i) [new Application/FTP] 
} 
for {set i 0} {$i < $num_tcp} {incr i} { 
$ftp($i) attach-agent $tcp($i) 
$ns attach-agent $E(0) $tcp($i) 
} 
 
 
#asignamos a los nodos frontera del otro extremo los sumideros TCP 
#null agents 
for {set i 0} {$i<$num_tcp} {incr i} { 
set null($i) [new Agent/TCPSink] 
$ns attach-agent $E(1) $null($i) 
$ns connect $tcp($i) $null($i) 
} 
 
 
for {set i 0} {$i<$num_tcp} {incr i} { 
set counter($i) [new TraceApp] 
$counter($i) attach-agent $null($i) 
} 
 
#asignamos un valor aleatorio para que cada fuente comience a transmitir 
set countTime_ 0.0 
for {set i 0} {$i<$num_tcp} {incr i} { 
$ns at $countTime_ "$counter($i) start" 
} 
 
set startTime_ 0.0 
  
set rng [new RNG] 
$rng seed 0 
for {set i 0} {$i<$num_tcp} {incr i} { 
set time [expr $startTime_ + [$rng uniform 0 1]] 
puts "time $time" 
$ns at $time "$ftp($i) start" 
} 
 
#Finalizamos la simulación en el tiempo establecido 
$ns at $simTime "finish" 
 
#Empezamos la simulación 
$ns run 
  
ANEXO II: SCRIPT EN BASH 
 
Para obtener valores rápidamente sin tener que repetir constantemente las 
simulaciones, creé un script en bash que daba valores a la variable maxBurstsize 
del script tcl, y luego creaba los ficheros tanto del throughput como del retardo de 
cada tamaño. Además calculaba la media u la desviación típica de estos valores 
de todas las simulaciones. Como en el anexo anterior, el código viene 
suficientemente comentado. 
 
 
#!/bin/bash 
 
#Primeramente borramos los archivos residuales que pueden haber creado #simulaciones 
anteriores. 
if ls Prueba2.tcl.hi > /dev/null 
then 
 rm Prueba2.tcl.hi 
fi 
 
if ls THPUT_*.txt > /dev/null 
then 
 rm THPUT_*.txt 
fi 
 
if ls DELAY_*.txt > /dev/null 
then 
 rm DELAY_*.txt 
fi 
 
if ls MEDIA_THPUT.txt > /dev/null 
then 
        rm MEDIA_THPUT.txt 
fi 
 
if ls DESV_THPUT.txt > /dev/null 
then 
        rm DESV_THPUT.txt 
fi 
 
if ls MEDIA_DELAY.txt > /dev/null 
then 
        rm MEDIA_DELAY.txt 
fi 
 
if ls DESV_DELAY.txt > /dev/null 
then 
       rm DESV_DELAY.txt 
fi 
 
 
#Aquí introducimos los valores, en kBytes, de maxBurstsize para que se #generen simulaciones 
secuencialmente con los mismos. El comando seq se #usa de la siguiente manera 
#seq (inicio tramo final) 
#en este caso empezamos en 20kB, y de 20kB en 20 kB hasta 300kB 
  
for i in $(seq 20 20 300) 
do 
 #metemos los valores en el archivo tcl  
sed "s/__maxburstsize__/$i/g" Prueba2.tcl > Prueba2.tcl.hi 
 for j in $(seq 1 2)  
 do 
  #simulamos cada archivo 
ns Prueba2.tcl.hi 
  #cogemos el ultimo valor del fichero, que es el mas exacto 
tail -n1 throughput.txt >> THPUT_$i.txt 
  tail -n1 retardo.txt >> DELAY_$i.txt 
   
 done 
echo "Simulando tamaño de ráfaga$i" 
done 
 
#a partir de aquí se calcula la media y la des 
for i in $(seq 20 20 300) 
do 
        read -a medias -d "\n" < THPUT_$i.txt 
        length=$(echo ${medias[*]}|wc -w) 
############################## MEDIA_THPUT ############################# 
        media=$(echo ${medias[*]}|tr " " "+") 
        media="($media)/$length" 
        echo "scale=10" > temporal 
        echo $media >> temporal 
        echo "MEDIA_THPUT = $(cat temporal|bc)" 
        #usamos el procesador de cifras bc de Linux 
  media=$(cat temporal|bc) 
        echo "$media" >> MEDIA_THPUT.txt 
############################DESVIACION_THPUT############################# 
 echo "scale=10" > temporal2 
        echo -n "sqrt((" >> temporal2 
        for j in ${medias[*]} 
        do 
                echo -n "($j-$media)^2+" >> temporal2 
        done 
        echo -n 0 >> temporal2 
        echo  ")/$length)" >> temporal2 
        echo "DESVIACION_THPUT = $(cat temporal2|bc)" 
 desviacion=$(cat temporal2|bc)  
 echo "$desviacion" >> DESV_THPUT.txt 
 
 
 read -a medias -d "\n" < DELAY_$i.txt 
        length=$(echo ${medias[*]}|wc -w) 
############################## MEDIA_DELAY ############################# 
        media=$(echo ${medias[*]}|tr " " "+") 
        media="($media)/$length" 
        echo "scale=10" > temporal 
        echo $media >> temporal 
        echo "MEDIA_RETARDO = $(cat temporal|bc)" 
        media=$(cat temporal|bc) 
 echo "$media" >> MEDIA_DELAY.txt 
############################## DESVIACION_DELAY ############################# 
        echo "scale=10" > temporal2 
  
        echo -n "sqrt((" >> temporal2 
        for j in ${medias[*]} 
        do 
                echo -n "($j-$media)^2+" >> temporal2 
        done 
        echo -n 0 >> temporal2 
        echo  ")/$length)" >> temporal2 
        echo "DESVIACION_RETARDO = $(cat temporal2|bc)" 
 desviacion=$(cat temporal2|bc)  
 echo "$desviacion" >> DESV_DELAY.txt  
  
done 
     
 
