Abstract-Maintaining
I. INTRODUCTION
In competitive industries, firms must focus on maintaining high levels of customer satisfaction, and companies take great pains to offer high quality service in helping their customers solve their problems [1] . Today, a growing number of firms are using electronic applications to improve the quality of communication with customers. In particular, larger enterprises are increasingly used electronic service request forms to notify their internal staff of customer issues.
Generally speaking, a specific staff member is designated to receive the electronic request, survey the content, and transfer the document to the relevant party for resolution. If this individual is too busy to handle the request immediately, time is wasted until the request is forwarded to the correct person. This study uses text categorization techniques to automatically analyze the use of internal service applications with the aim of reducing process delays. Furthermore, we reorganize categories of computer problems into smaller groups to improve accuracy. This approach is found to improve work efficiency and enhance satisfaction by reducing delays in forwarding service requests to the appropriate personnel.
II. RELATED WORK
Text mining is more complex than traditional data mining because it involves the analysis of unstructured text data [2] [3] [4] . Therefore, considerable preparation has to be completed prior to analysis, specifically using natural language processing (NLP) to formalize the unstructured data [5] [6] .
Text categorization must consider four steps: preprocessing, representation, induction and evaluation [7] . Selecting features for text categorization in Chinese is more difficult than in many other languages because of the lack of spaces between words Chinese. Hence words in Chinese text need to be re-split and re-organized into meaningful phrases.
The most common classification algorithms include the Bayesian Classifier, Support Vector Machine, and Decision Tree Classifier [8] [9] [10] [11] [12] . The Bayesian Classifier is used to predict the probability of the document belonging to a particular class. Support Vector Machine is used to identify the hyperplane separating the data with the maximal margin. The Decision Tree Classifier uses entropy and information gain to determine how to best classify data. Fig. 1 shows the overall framework of the classifier comprising seven steps: (1) Service Request Text Collection: collect the internal electronic service requisitions for training data; (2) Service Request Annotation: label each document by two human experts, with disagreements between the two experts resolved by a senior expert acting as adjudicator; (3) Word Segmentation: use an online part-of-speech tagger system to generate attributes; (4) Classifier Training: represent the document as a binary occurrence (with 1 meaning the feature appears in the text) and test using the Bayesian, SVM and Decision Tree classifiers; (5) Experiment: test using WEKA software; (6) Categories: the evaluation metrics including recall, precision, F-score and accuracy. We then merged smaller categories into larger groups to improve accuracy.
III. SYSTEM ARCHITECTURE
Step 5 was repeated to evaluate the recall, precision, F-score, and accuracy. This cycle was repeated several times in various combinations with the combination providing best results being selected.
IV. EXPERIMENTAL RESULTS

A. Data
We collected internal electronic service requisitions from December 2010 and November 2011. Each sentence in each request was labeled by two human experts as being related to one of 15 types of computer problems. Table I summarizes the samples according to class type. Disagreements between the two annotators were resolved by an adjudicator. A total of 950 labeled sentences were obtained for the training corpus, with an agreement rate of 96.32% between the two annotators. Table II presents the breakdown of the distribution of sentence types in the training corpus.
Since written Chinese does not feature spaces between words, the phrases in the text need to be re-organized for feature extraction. An online part-of-speech tagger system developed by the Academia Sinica's Institute of Information Science (http://ckipsvr.iis.sinica.edu.tw/) was used to split the sentences.
B. Classifiers
Following preprocessing, 1210 attributes were selected for analysis. The experiments were conducted with WEKA software which is an open-source machine learning software package. Three different classifiers were used: Bayesian, SVM and Decision Tree. 
C. Evaluation Metrics
The metrics used for performance evaluation included recall, precision, F-measure, and accuracy, which are defined as follows:
D. Comparative Results
Experimental results for the 15 categories are shown in Table III . We then merged the data for categories belonging to the same sphere. We first merged classes 2, 8 and 14, with the new class named AD/Email/Internet. Next, classes 3 and 6 became Hardware/OS/ Antivirus. All ERP-related systems were then merged into a single class. This reduced the total number of categories to 9. As shown in Table IV , this reduction of categories increased accuracy in a range from 0.84% to 2.84%, with SVM showing the most significant improvement.
Data were then merged again according to system type. Non-computer-related hardware (i.e., classes 1 and 7)
were merged. The AD/Email/Internet and Platform/folder permissions classes were merged as AD/Email/Internet/Platform. The RD software, document processing software and all ERP-related systems were merged as Software. This reduced the number of categories to 5. As shown in Table V , this merging improved accuracy in a range from 4.53% to 5.37%, with Naï ve Bayes showing the most significant improvement. V. DISCUSSION System accuracy was increased by merging smaller categories into larger ones. Fig. 2 illustrates the category integration process, with the unmerged categories on the left and the merged categories on the right. Table VI explains the rationale for merging the Printer/Scanner/Fax and computer hardware/OS/ Antivirus categories. In eight instances, f-class cases were predicted as belonging to c-class, so these two categories were integrated.
Prior to integrating the fourth class, more than half of the documents were categorized incorrectly. Table VII provides more details. A similar situation holds for the eleventh, twelfth and thirteenth class.
As shown in Table VIII , combining classes 4 (ERP/SCM/Notes), 11 (EIP), 12 (BPM/ leave or work overtime) and 13 (reservation system) reduced the error rate. Table IX presents the accuracy of each classifier for each category, suggesting that accuracy is negatively correlated with the number of categories, with particular improvement (7.37%) obtained via the SVM classifier. Electronic applications can mistakenly assign work requests to individuals who are unable to resolve the assigned problem, thus creating delays while the error is fixed. In our study, 129 records were eventually reassigned because of initial error. 
