INTRODUCTION
Various techniques may be considered' when it comes to setting up a communications system between computers. The "packet-switching" technique described by Davies l seems to be one of the best of existing approaches. In the following we consider only such a technique-users of a computer network communicate with each other by the intermediate of a store-and-forward packet-switching network.
The term host has been introduced in the Arpanet literature. It has been used widely, although not always in the very same sense as in Arpanet. We use it here in some loose sense-a host is a source and a sink of packets. A subscriber is an entity which provides to the host the data to be transmitted through the packet-switching network (PSN). The set of subscribers attached to host i asks on the average the transmission of Ai packets per second.
It is well known in a system where resources are shared that when the load increases, it is necessary to have a congestion tool to avoid a degradation of performance. Such a phenomenon has been pointed out in PSN. 2, 3 Thus tools are necessary to prevent this degradation. They are flow control methods, namely procedures whereby the receiver allocates a potential transmission credit to the sender, no matter what the form may be to specify this credit.
In the second section, we describe several types of specifications in order to compare them in the fifth section. To do this, we shall introduce in the fourth section an unified mathematical model. This model will use a single source destination path taking into account intermediate interarrivals. Two different node transmission procedures, introduced in the third section, will be used in the model.
The main contribution of our paper is that we explicitly take into account most of the elements which characterize a packet-switching network-node-to-node and host-to-host protocol, retransmission policy, finite buffer size in nodes. Three flow controls are examined and their performance compared in detail under several working assumptions.
We show that the maximum throughput allowed by these three types of flow controls are very different and the higher the throughput, the more important it is to control ade-893 quately the parameters of the system to avoid a thrashing phenomenon.
FLOW-CONTROL TECHNIQUES

Windol1' flow controL
One of the best known techniques is the isarithmic scheme. l ,2 Under this control, there are a fixed number of credits circulating in the network. A packet is admitted into the network only if it can get hold of a free credit. The packet travels through the network accompanied by its credit. The credit is again free when the packet reaches its destination. Several policies can be followed to re-distribute the free credits. For example, they can be host-dedicated, namely, they return to the originating source when they are released. If they are host-to-host dedicated, the scheme corresponds to a window flow control and the number of credits used for an host-to-host communication corresponds to the value of the window width. Our first flow control is exactly this last one-we shall name it WFC (Window Flow Control). We shall assume first a fixed window width, with the possibility to render it variable in a later phase of this study.
Rate flow controL
An attractive scheme can work by a iimitation of packets entering into the network in the following way. As long as a destination is able to cope with the outgoing packets, there is no need to choke the sending host-sources. However, if there is an excess of traffic, queues will start building up, and will eventually block the nodes. It is convenient to let each host receive from each node the information of the maximum amount or packets it can accept. According to this knowledge, hosts can then limit their transmissions to a "good" number of packets per unit of time. This is an idealized flow control because propagation delay is assumed infinite. However, it is possible to anticipate correctly the variations of flows in a network by a system of control packets.
In a first step we shall assume a fixed threshold on the number of packets that can enter the network each unit of time. Then this number will vary with the state of the network. We name this technique the rate flow control (RFC).
Flow control induced by the X25 recommendation
X25 flow control is negotiated between two subscribers by a virtual channel. At the host level X25 flow control is viewed as a superposition of virtual connections. The flow control for a virtual connection is based upon authorizations from the receiver. The main means for this control is the Receive Ready indication which essentially consists of the sequence number of the last well received packet. For each virtual connection a window size specifies how many packets may be transmitted from the sender host to the receiver host, related to the last correct Receive Ready indication. The difference with the window flow control is the existence of virtual circuits. Virtual circuits need establishment and release. The first packet opens the virtual circuit from the source to the destination and reserves special buffers at each node so that no possible overflow is possible. We shall name this flow control XFC (X25 flow control).
SPECIFICATIONS OF THE PACKET-SWITCHING NETWORK
Before we develop the mathematical model, it is necessary to define some specifications of the packet-switching network itself. We must define a strategy for dealing with packets rejected because of overflow due to finite buffer size at Software· the switching nodes. We shall take into account two types of technique:
• The most common technique, here called switch-retransmission (used for example in ARPA) in which if a packet cannot be accepted by a switch, it is retransmitted from a back up copy held in the preceding switch .
• Another technique which we call host-retransmission (used in the Cyclades network) in which the network drops a packet which arrives at a full switch, to be resent later by the source host.
In the modeling of store-and-forward communication lines we have to know the behavior of nodes. This behavior is very dependent on the node-to-node transmission procedure. Two types of procedure can be allowed:
I. Without look-ahead (window width = I) 2. With look-ahead (window width> 1) "Send and wait" procedure
The' 'send and wait" (SW) procedure 4 belong to the first category. Before transmitting a new packet, the previous one must be acknowledged. We are going to analyze their behavior. On the time axis of Figure 1 we have represented the state of the sender and of the receiver during the transmission of a packet. From the collection of the Computer History Museum (www.computerhistory.org) CU 02, cu 12 are due to the propagation delay, and depend on the modems used and the line length (overhead due to modems are not negligible). L is the mean total length of packets to be transmitted. 1 is the length of the control packet which returns the acknowledgment. v is the line capacity. T represents the time that the previous packet if any takes to finish its transmission.
We denote by S ihe total time necessary for the transmission of a packet. This mean service time is given by:
For the various overheads we will use the following values measured on the Cyclades network , 5 Woo= wlO=5ms , W01 = CUll =3ms
For a 500 km line length W02=w12=3ms. We have to note the variation of T according to the load on the lines. If the load is weak, T=O almost surely. In heavy traffic on the average T is the transmission time of half a packet length.
In the sequel, we assume a symmetric traffic and we denote by p the load on a line. If p=O then the service S is minimum and if p= 1 the service time is maximum. We shall adopt a linear variation of the mean service time S between its maximum and its minimum.
Let Ca=1/v and Cb=WOO+W10+W01+Wll+W02+CU12+/v. We obtain the following simple expression for S:
If the line speed is 48 Kb/s, we have for a 500 km line length:
S=20.8 L+26+ 10.4 Lp
The quantity S we have defined is the time necessary to . transmit successfully one packet. Now if an error occurs during the transmission or if the packet is rejected by an overflow in the receiver node, a backup copy has to be transmitted after a time-out. We have shown in a previous
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Sehder Software paper«' that the performance of the node-to-node procedure is not sensitive to the probability of packets in error for usual values of this probability. Thus, we assume this probability negligible. Let p be the probability of overflow of the receiver node. If we use the switch-retransmission (sr) , a backup copy is retransmitted after a time-out T with the probability p. So the mean real time for one transmission is (without the retransmission if the packet is lost):
We assume T=200 ms for a 48 Kb/s line.
For the host-retransmission (hr) the overflow is detected after the acknowledgement is sent (the overflow is detected by the switch). So the mean time for one transmission is
HDLC procedure
The HDLC procedure (High-level Data Link Control) which has been accepted as an international standard, belongs to "with look-ahead" node-to-node procedure. Its behavior is shown in Figure 2 .
Due to the parallelism of the processes, the effective time required for a transmission is difficult to calculate; it depends on the window width. However, it is shown in Reference 6 that !h~ throughput is only limited by transmission times if the window width is chosen adequately (the window width has to be sufficiently large so that no blocking occurs).
Thus we shall adopt for the mean effective transmission time the following values:
THE UNIFIED MATHEMATICAL MODEL
In this section, we consider a particular route inside the store-and-forward PSN. Such a route is modeled as a tan- dem queueing network. The system consists of K + 1 queues. A customer (corresponding to a packet) goes through the system joining the (i + l)-th queue after the i-th device for O::si::sK-l.
The first station 0, corresponding to the host, is assumed to have an infinite number of buffers. We assume that one packet and only one can be contained in one buffer. All the other stations have a finite number Mj of buffers (there is room for only Mj packets at station i). This finite size corresponds to the storage facility of the output queues of nodes of a route.
This mathematical model is shown in Figure 3 . In Figure  3 , customers of station C represent the credits. If its queue is empty the host must wait for a credit before transmitting a packet. The number of credits in the packet-switching network is denoted by N. When a packet leaves the network a credit comes towards the host. It passes through the station R which represents if necessary the return time of the credit (and the positive ACK). When a customer flows from station 0 to station I a credit disappears.
Our three flow control policies can be characterized as follows.
In the window flow control, the total number of credits circulating in the PSN represents the window width. We have to note that if this number N of credits is less than or equal to Min(Mt.M2, ... ,M K ), there is always a buffer available for a packet entering the network. This corresponds to the X25 flow control. If the total number of credits is greater than the sum M t +M 2 + ... +MK and assuming station R does not exist, we have a network without flow control.
Finally, the rate flow control policy will be studied at the same time as the case without flow control because it corresponds to a threshold on the utilization of the server of the host.
In the applications. the mean service time will be chosen to be one of Ssr sw , Ssr HDLC ,Shr sw , Shr HDLC according to the node-to-node protocol and retransmission strategy chosen.
We shall denote by S this mean service time when the choice between several policies is possible.
Solution of the unified mathematical model
Several criteria can be used to evaluate the performance of the models. As we deal with flow control schemes we need an indicator of performance according to which the system is judged. This congestion measure can reasonably be chosen to be the throughput of the system versus the utilization of the server of the host. We have chosen this last parameter because it allows us to compare the different flow control schemes in an unified manner, and it is one the parameters used to control the traffic entering the packetswitching network.
The solution of the unified mathematical model will be carried out in two steps:
1. The model without station C and R. 2. The model with station C and R.
In order to solve this complex model some simplifying assumptions must be made: we describe them now.
In a real PSN each packet maintains its length as it travels from node to node, and service times are not independent. Here we will make the independence assumption of Kleinrock 7 and a new independent packet length will be chosen at each station.
We assume that the distribution of service times of all the stations are identical and the average value is S(p) where p is the utilization of the server of the host. This assumes that all stations have the same utilization rates. This is accurately verified in balanced networks.
Finally, our last assumption is to assume that a customer leaving a queue sees the system in an equilibrium state, namely the probability for a packet to be rejected is taken equal to the probability that the following queue is full. It has been shown 8 that this assumption is quite accurate. 
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The explicit computations are introduced in the Appendix. We just give an idea here-from a given utilization of the host p, we compute the probability p that a customer is rejected by the PSN and comes back into the host. Then the mean transmission time is obtained from S(p) whose value depends on the node-to-node protocol and the retransmission policy. Therefore we obtain the total arrival rate A * as A*=p/S(p), This rate is the sum of external arrivals and recycling packets, therefore the throughput of the system will be: A=A* (1-p) .
Though computation can be carried out with a different buffer size at each node, we shall assume Mj=M, i=l, ... ,K.
RESULTS AND COMPARISONS
For the SW procedure, we have compared the two retransmission policies, In Figure 4 , some curves have been drawn representing both the situations of node-retransmission and host-retransmission, for a 48Kbits/sec. line and five or eight buffers at each output line, for s'ix stations in series (one host and five nodes).
It is important to notice (this is true for all the following results) that the maximum throughput is reached for an utilization of the server of the host equal to 1. Namely, a throughput greater than this value cannot be reached without flow control. This implies that the points corresponding to higher throughput than for p = 1 are unstable points. Thus, we see in Figure 4 , that without flow control, hostretransmission leads to a better throughput than switch-retransmission. This can be easily explained-when we approach saturation (p= 1) the switch-retransmission policy increases the congestion whereas the host-retransmission policy prevents congestion. This is even more explicit for the HDLC node-to-node procedure (see Figure 5) .
We can notice by examining Figures 4 and 5 that if a flow control policy exists and allows us to obtain a throughput near the optimal point (the highest point of the curve) switch-retransmission is better than host-retransmission. This can also be easily explained-the optimal point is surely . obtained when there are only few retransmissions but when the lines are utilized at the maximum. In this case to come back to the host is worse than to reset from the previous switch.
Since the purpose of this paper is to study and compare flow control methods, we limit ourselves to. the switchretransmission case, which is the best retransmission policy in this case.
N ow we allow the packet length and the distribution of the service times to vary in Figures 6, 7 and 8 . We have adopted a 48 Kbits/sec line and three or six stations in series, five, eight or 12 buffers per output line, and SW or HDLC protocols.
The degradation predicted is very clear and more important with HDLC than with the SW procedure. As long as there is no degradation (namely the probability of retransmission is negligible) three or six stations in series give the same throughput. Thrashing is evidently stronger for six stations than for three stations in series.
The degradation is so much important when mean packet length is short. The degradation is less obvious with constant packet lengths. These three figures give an idea of throughput that can be obtained between two hosts of a PSN.
Rate flow control policy
The rate flow-control policy using a threshold on the number of transmissions per unit time can be studied with the previous results. This threshold corresponds to a value p* of the activity of the server of the host. In Figures 8, 9 and 10 the maximum throughput is now obtained for the value of the throughput corresponding to p* and the parts of the curves on the right of p* cannot be reached.
It is obvious that the quality of this flow control policy depends on the choice of p*. For the case studied in Figures  6, 7 and 8 it is sufficient to take for p* the activity of the host corresponding to the optimal value of the throughput. However, in a general network, according to the destination of packets, the line capacities and the sizes of the pools of buffers, the optimal throughput does not correspond to the same -limitation. The-refore, an· eff-ICient estimatron.and. control system is necessary to adjust the threshold according to the state of the nodes of the PSN. This control leads to high throughput, but the risk of a strong degradation of performance exists as soon as the system is badly controlled. In Cyclades such a flow control is used and the rate defining the threshold varies according to the load of the lines of the system.
In Figures 9 and 10 Figure 9 corresponds to the SW node-to-node protocol and Figure 10 to HDLC. N is the number of credits. If N =5, we obtain the XFC. For example we have a superposition of five virtual circuits between the two hosts with a window width equal to 1. If N =25, we find again the case without flow control or with RFC if a p* is given. Now if 5<N<25 we obtain a WFC. We assume that the queue R of the mathematical model does not exist.
The advantage of the XFC is that no thrashing phenomenon exists. Above a certain value of the activity of the host, the throughput is practically constant. However, this constant value is far from the maximum value. This assurance is counterbalanced by a low thr~ughput.
The best value for the window width (if it is to be fixed) seems to be N = {I~1 M 1 +infj{Mj»/2. In Figures 9 and 10 this value corresponds to N = 15. In this case the maximum throughput (obtained for p= 1) is intermediate between maximum throughput of RFC and XFC. Performance does not seem to be very sensitive to this parameter setting. Besides, means to regulate the value of the window width are easier than those used to throttle the rate for the RFC policy. The view of Figures 9 and 10 gives an idea of an efficient dynamical WFC-the use of the upper envelope of the curves. For example on Figure 9 , as soon as p<0. 8 if 0.8<p<0.9, N =20; if p>0.9, N = 15. When a threshold is exceeded no admittance is allowed until the number of packets in the PSN is above the associated window width.
As a conclusion of this comparison of flow control policies, we have written on the side of Figure 10 the throughput that can be reached by each of the three techniques described previously. We see that the zone corresponding to the RFC goes from the highest to the lowest point. WFC is intermediate. A very precise throughput is associated with XFC.
It has to be noted that the more we want to get high performance, the more the control of parameters must be sophisticated, otherwise the throughput will be very low.
CONCLUSIONS
First, we have shown that a flow control is necessary in PSNs. Without flow control schemes a thrashing phenomenon occurs when the traffic rate reaches a value close to 1. Several flow-control policies have been modeled and comparisons of the results can be interpreted as follows. The XFC technique allows one to obtain a certain throughput which does not decrease with increasing input traffic even when the system is saturated. We are sure that whatever the traffic conditions, a certain amount of service will always
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The RFC (rate flow control) policy gives efficient results when it is easy to find accurate rate limitation corresponding to the optimal throughput. If the network is well balanced or very simple, such as a tandem queueing system, the value of the limitation can be obtained. But in a complex network, this rate limitation will have to change with the state of the network. A system of control packets must be created for the host to know the state of the system. The RFC policy will allow us to obtain large throughput; but a necessary condition is the need to have a sophisticated control system. Thrashing can appear here with bad management.
The WFC policy can be considered as an intermediate method.
The maximum throughput is not as high as in the previous scheme, but there-is· riofhrashing in saturation conditions. Moreover, the simplicity of this scheme can be a good reason for its implementation.
Finally, the question that can be raised is the accuracy of the previous results. Some validations by simulations of the unified mathematical model results have been done and are available in Reference 9. It is shown that even when the model parameters are somewhat different, the form of the curves is identical and the conclusions of the comparisons are similar.
A more widely available validation can be found in Reference 10 where the predictions of a mathematical model (with the parameters used here) are compared to the results of a measurement compaign on the Cyclades network. The model being a queueing system in tandem, the very good accuracy of the mathematical model prediction is established.
APPENDIX
Computation of the throughput as a function of the activity of the host
The model without station C and R
We recall the assumptions we have taken:
-The independence assumption -The distributions of service times of all the stations are identical -A customer leaving a queue sees the system at steady state.
Let /L-l and Ks be the mean and the squared coefficients of variation (SCV) of the service time distribution of each server. We show in Figure Al the model that we want to study (we have only depicted stations nand n+1). We denote by An, Ka n the rate and the SCV of interarrival distribution respectively to station n, (before rejection which occurs with probability Pn).
AnaLysis of the switch retransmission model
We will replace each station (for example station n) with its retransmission loop, by a simple queue with service time which represents the total time of the first retransmission and all retransmissions of the same packet. Let {Ln andKs n determine the distribution of the equivalent service time. D sing a convolution product we obtain: {Ln = /Ln(l-Pn+) KS n =Pn+1 + Ksn( I-py+)
To compute the two first moments of the interarrival flow we must include all transmissions and retransmissions from station n-l; hence An=A/(l-Pn) and Ka n =-I+Pn_1 2 (Ksn-1 + 1)+ (2pn-l + 1 + Kan-1)(l-Pn-l) where Pn =Anl {Ln. This last expression is a particular case of the SCV of the interarrival flow in a station computed in Reference 11 from a general network.
To summarize, each station n is treated as a GIG/liMn system with a service time distribution determined by {Ln and KS n and an arrival time distribution by An and Ka n .
The probability that a packet is refused at this station is computed through a diffusion approximation: 8 it is the probability at steady state that the queue is full.
where Pn= e-'Yn(Mn-o-Pn2
Pn=An/{Ln 'Yn=2b n /a n 
and
Note that Pn depends on Pn+1 by the intermediate of jLn and Ks n . But if we begin to solve the equations for the last station first, we have PK+1 =0 and so we can compute, one after another, the values of Pn for n=K to n=1.
As we have assumed that the distributions of service times of all the stations are identical, we can suppose the mean service time equal to a time unit. We have to note also that PI is an increasing function of~ the normalized arrival rate (mean service time = 1) such that the value of the activity of the host determines an unique value of the external arrival rate ~. Therefore, for a given utilization p of the host, by an iterative method we can compute ~ and PI (for a given ~ we get step by step Pn, n = K to n = 1, thus PI; the exact value of ~ is obtained when the equality p=kil-Pl holds). Now the value of S(p) is derived as:
following the retransmission policy.
Therefore, the total arrival rate is A * = pIS(p). As this rate is the sum of external arrivals and recycling packets, the throughput of the system is A=A *(l-p).
Analysis of the host-retransmission scheme
The arrival rate at station n + 1 is An+1 = An(l-Pn) for n = 1 to K -1; if we conveniently denote by AK+I the departure rate from the last station, K, then the preceding equation is also valid for n=K. As we use the host-retransmission only with exponentially distributed service times, we develop the solution only in this particular case. An extension to general service times can be done through a diffusion approximation.
The probability of refusal is obtained through the classical MIMI liMn queue:
_ Mn I-p n h _ / Pn-P n 1 M +1 were p n-A nlIL n -Pn n We also know that the departure rate from the last station is equal to the external arrival rate into the network, i ,e AK+l =A. Thus, beginning with the last station, we can com· pute (An,Pn), for n=K to n= The solution we propose is to use an equivalent station. The closed network representing the model of the PSN itself can be replaced by a single queue with a state dependent rate v(j), j=l, ... ,N (N is the total number of credits, namely the total number of packets in the PSN plus the free credits). We have to study a closed queueing network with finite buffer size. As no analytical method is available to study such a queueing system, we adopt a simulation just to compute the utilization AKj of the server K, when there are j customers in the closed network. We have assumed in this simulation that the service time of the credit queue equals the host service time. The equivalent service rate is obtained as v(j) = AKj, assuming the mean service time of each station is a time unit.
The equivalent system is shown in Figure A2 .
The rejection probability p for a customer is always taken as the probability the second queue is full, so: where p is the utilization of the host. Now the service time S(p) can be computed and is equal to either Ssr sw or Ssr HDCL following the node-to-node protocol.
The total arrival rate is A * = p/S(p), and the throughput of the system is A=A * (1-p) .
