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Abstract
We derive exactly scalar products and form factors for integrable higher-spin XXZ
chains through the algebraic Bethe-ansatz method. Here spin values are arbitrary and
different spins can be mixed. We show the affine quantum-group symmetry, Uq(ŝl2), for
the monodromy matrix of the XXZ spin chain, and then obtain the exact expressions.
Furthermore, through the quantum-group symmetry we explicitly derive the diagonalized
forms of the B and C operators in the F -basis for the spin-1/2 XXZ spin chain, which was
conjectured in the algebraic Bethe-ansatz calculation of the XXZ correlation functions.
The results should be fundamental in studying form factors and correlation functions
systematically for various solvable models associated with the integrable XXZ spin chains.
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1
1 Introduction
Correlation functions of the spin-1/2 XXZ spin chain have attracted much attention in
mathematical physics for more than a decade [1, 2, 3]. The multiple-integral representa-
tions of XXZ correlation functions were first derived in terms of the q-vertex operators
[4]. Based on the algebraic Bethe ansatz method, the determinant expressions [5] of the
scalar products and the norms of Bethe ansatz eigenstates were reconstructed in terms
of the F -basis [6], and then the XXZ correlation functions are derived under an external
magnetic field [7, 8]. The multiple-integral representations at zero temperature have been
extended into those at finite temperature [9]. Furthermore, dynamical structure factors
have been evaluated by solving the Bethe ansatz equations numerically [10, 11, 12, 13].
The Hamiltonian of the spin-1/2 XXZ chain under the periodic boundary conditions
is given by
HXXZ =
1
2
L∑
j=1
(
σXj σ
X
j+1 + σ
Y
j σ
Y
j+1 +∆σ
Z
j σ
Z
j+1
)
. (1.1)
Here σaj (a = X,Y,Z) are the Pauli matrices defined on the jth site, and ∆ the XXZ
coupling. By ∆ = (q+ q−1)/2 we define parameter q, which plays a significant role in the
paper. We note that L denotes the number of the one-dimensional lattice sites. Solvable
higher-spin generalizations of the XXX and XXZ chains have been constructed by the
fusion method in several references [14, 15, 16, 17, 18, 19]. For instance, the Hamiltonian
of the solvable spin-s XXX chain is given by the following [15]:
Hs = J
L∑
j=1
Q2s(~Sj · ~Sj+1) , (1.2)
where ~Sj are operators of spin s acting on the jth site and Q2s(x) is a polynomial of
degree 2s
Q2s(x) =
2s∑
p=1
(
p∑
k=1
1
k
)
2s∏
ℓ=0,ℓ 6=j
x− xℓ
xj − xℓ
. (1.3)
Here xℓ = [ℓ(ℓ + 1) − 2s(s + 1)]/2. At T = 0 in the critical regime, it is discussed that
the low-excitation spectrum of the spin-s XXX chain is described in terms of the level-k
SU(2) WZWN model where k = 2s [20].
In the present paper we derive exact expressions of scalar products and form factors
for the integrable higher-spin XXZ spin chains. Here different spins can be mixed. We
first show that the monodromy matrix of the XXZ spin chain has the symmetry of the
affine quantum group Uq(ŝl2). Then, we derive the exact expressions taking advantage
of the quantum group symmetry. By a similarity transformation [21], we transform the
symmetric R-matrix into an asymmetric one, which is directly connected to the quantum
group Uq(sl2). We derive projection operators from the asymmetric R-matrices [19], and
construct integrable higher-spin XXZ spin chains by the fusion method similarly as the
case of the XXX spin chain [14]. Here we make an extensive use of the q-analogues of
Young’s projection operators, which play a central role in the q-analogue of the Schur-
Weyl reciprocity of the quantum group Uq(sl2) [22, 23]. Hereafter, we call transformations
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on the R-matrix gauge transformations. After we construct integrable higher-spin mod-
els, applying the inverse transformation to them, we reduce the asymmetric monodromy
matrices into those of the symmetric L-operators constructed from the symmetric R-
matrices, and thus obtain scalar products and form factors for the integrable higher-spin
models in the standard formulation.
Form factors and correlation functions have been discussed for integrable higher-spin
XXX models in previous researches [24, 25, 26, 27]. In the approach of the so-called quan-
tum inverse scattering problem for the integrable N -state models, one has to construct
the N -by-N monodromy matrix in order to express local operators in terms of the global
operators. However, it seems to be technically nontrivial to construct the N -by-N mon-
odromy matrix for the integrable higher-spin systems (see also [28]). By the approach of
the present paper, the calculational task is much reduced into the minimal level. In fact,
as a consequence of the q-analogue of the Schur-Weyl duality, the exact expressions of
scalar products and form factors are derived from the formulas of the spin-1/2 XXZ chain
by setting the inhomogeneous parameters in the form of “complete ℓ-strings”[29], and the
most general results are straightforwardly obtained.
The affine quantum-group invariance has another important consequence. In the XXZ
case we can explicitly prove the pseudo-diagonalized forms of the B and C operators
of the algebraic Bethe-ansatz method through the quantum-group symmetry. Here we
remark that the XXZ spin chain has no spin SU(2) symmetry. In the pseudo-diagonal
basis, the B and C operators are expressed as sums of local spin operators σ−i and σ
+
i
multiplied by diagonal matrices, respectively, where each of the local spin operators σ±i
are defined on one lattice-site, i.e. on the ith site. The pseudo-diagonalized forms of the
B and C operators were conjectured in the algebraic Bethe-ansatz derivation of the XXZ
correlation functions [6, 7, 8]. In fact, the B operators create the Bethe states where
the C operators are conjugate to them, and the pseudo-diagonalized forms play a central
role in the calculation of the scalar products and the norms of Bethe states. They are
also fundamental in the quantum inverse scattering problem, by which local operators are
expressed in terms of the global operators such as the B and C operators. In the XXZ case,
however, an explicit derivation of the pseudo-diagonalized forms of the B and C operators
has not been shown previously, yet. Thus, the explicit derivation in the paper completes
the algebraic Bethe-ansatz formulation of the form factors and correlation functions of
the integrable XXZ spin chains. Here we remark that for the XXX case (i.e. the isotropic
case), the diagonalized forms have been shown by Maillet and Sanchez de Santos in Ref.
[6] by making an explicit use of the rotational SU(2)-symmetry. However, the method for
the XXX case does not hold for the XXZ spin chain which has no SU(2) symmetry.
The derivation of the affine quantum-group symmetry of the monodromy matrix should
be not only theoretically interesting but also practically useful for calculation. Here we
remark that the infinite-dimensional symmetry, Uq(ŝl2), was realized for the infinite XXZ
spin chain with the q-vertex operators [2, 4]. Thus, it should be an interesting open
problem how the affine quantum-group symmetry of the finite XXZ spin chain can be re-
lated to that of the infinite XXZ spin chain. Furthermore, there are several advantages in
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the present formulation of the affine quantum-group symmetry. We derive the symmetry
through gauge transformations. The transformed asymmetric R-matrix is directly related
to the quantum group Uq(sl2) so that we can systematically construct higher-spin repre-
sentations of the R-matrices through the q-analogue of the Young symmetrizers. Here we
should note that the gauge transformation connects the R matrix in the different gradings
of Uq(ŝl2). The symmetric and asymmetric R-matrices are equivalent to that of the prin-
cipal and homogeneous gradings, respectively (see for instance §5.4 of [2]). Moreover, we
thus avoid technical difficulties appearing when we directly derive the matrix representa-
tion of the universal R-matrix of the affine quantum group, which is given by a product
of infinite series of generators [30]. Although one can construct matrix representations of
the modified universal R-matrix with its derivation d dropped [30, 22](see A.2 of [31]),
it seems that the calculation is not quite straightforward when we construct higher-spin
representations.
The results of the present paper should be useful for calculating exact expressions of
correlation functions for various integrable models associated with higher-spin XXZ chains.
For instance, the τ2 model in the N -dimensional nilpotent representation corresponds to
the integrable spin-(N − 1)/2 XXZ spin chain with q being a primitive Nth root of unity
[32]. Here we remark that the τ2 model is closely related to the N -state superintegrable
chiral Potts model. Furthermore, there are several possible physical applications, such
as calculating form factors of quantum impurity models through the result in the case
of mixed spins. As an illustrative example, we have calculated exact expressions for the
emptiness formation probability of the higher-spin XXZ spin chains, which we shall discuss
in a subsequent paper.
The content of the paper consists of the following: In section 2, we introduce the
symmetric R-matrix of the spin-1/2 XXZ spin chain, and define the monodromy matrix
[33]. We also define the action of the symmetric group on products of R-matrices. In
section 3 we derive the symmetry of the quantum affine algebra for the monodromy matrix
of the XXZ spin chain. We introduce the asymmetric R-matrix and then derive it from
the symmetric one by a gauge transformation. We decompose the asymmetric R-matrix in
terms of the generators of the Temperley-Lieb algebra, and show the affine quantum-group
symmetry. We also derive it by a systematic method for expressing products of R-matrices
formulated in definition 3. In fact, all the fundamental relations of the quantum inverse-
scattering problem can be derived much more simply without using the Rˆ-matrix of Ref.
[6], as shown in Appendices A and B. In section 4 we construct the Rmatrices of integrable
higher-spin XXZ spin chains with projection operators of Uq(sl2) by the fusion method.
We also discuss the case of mixed spins. In section 5 we formulate an explicit derivation
of the pseudo-diagonalized forms of the B-operators. We also show it for the C-operator
in Appendix E. In section 6 we derive determinant expressions of scalar products for the
higher-spin XXZ spin chains. In section 7, for the higher-spin cases we show the method
by which we can express local operators in terms the global operators. We give some useful
formulas of the quantum inverse scattering problem for the higher spin case. Finally, we
derive some examples of form factors for the integrable higher-spin XXZ spin chains.
4
2 R-matrices and L-operators
2.1 Symmetric R-matrix
We shall introduce the R-matrix for the XXZ spin chain [33]. We consider two types of
R-matrices, Rab(u) and Rab(λ, µ). The R-matrix with a single rapidity argument, Rab(u),
acts on the tensor product of two vector spaces Va and Vb, i.e. Rab(u) ∈ End(Va ⊗ Vb),
where parameter u is independent of Va or Vb. The R-matrix with two rapidity arguments,
Rab(λ, µ), acts on the tensor product of vector spaces with parameters, Va(λ) and Vb(µ),
i.e. Rab(λ, µ) ∈ End(Va(λ)⊗ Vb(µ)).
Let us denote by ea,b such a matrix that has only one nonzero element equal to 1 at
entry (a, b). We denote by V the two-dimensional vector space. We define the R-matrix
acting on the tensor product V ⊗ V by
R(u) =
∑
a,b,c,d=1,2
Rabcd(u)e
a,c ⊗ eb,d . (2.1)
Here matrix elements Rabcd(u) satisfy the charge conservation, i.e. R
ab
cd(u) = 0 unless
a+ b = c+ d, and all the nonzero elements are given by the following:
R1111(u) = R
22
22(u) = 1 , R
12
12(u) = R
21
21(u) = b(u),
R1221(u) = R
21
12(u) = c(u) , (2.2)
where functions b(u) and c(u) are given by
b(u) =
sinh(u)
sinh(u+ η)
, c(u) =
sinh(η)
sinh(u+ η)
. (2.3)
Here, parameter η is related to q of ∆ = (q + q−1)/2 by q = exp(η).
We now introduce operators acting on the Lth power of tensor product of vector spaces
with parameters, V (λ1) ⊗ · · · ⊗ V (λL). We generalize the notation of (2.1). Let us take
a pair of integers j and k satisfying 1 ≤ j < k ≤ L. For a given set of matrix elements
Aa, bc, d(λj , λk) (a, b, c, d = 1, 2) we define operators Aj,k(λj , λk) and Ak,j(λk, λj) by
Aj,k(λj , λk) =
∑
a,b,α,β=1,2
Aa, αb, β (λj , λk)I1 ⊗ · · · ⊗ Ij−1
⊗ea,bj ⊗ Ij+1 ⊗ · · · ⊗ Ik−1 ⊗ e
α,β
k ⊗ Ik+1 ⊗ · · · ⊗ IL ,
Ak,j(λk, λj) =
∑
a,b,α,β=1,2
Aα, aβ, b (λk, λj)I1 ⊗ · · · ⊗ Ij−1
⊗ea,bj ⊗ Ij+1 ⊗ · · · ⊗ Ik−1 ⊗ e
α,β
k ⊗ Ik+1 ⊗ · · · ⊗ IL . (2.4)
Here I is the two-by-two unit matrix, and Ij and e
a,b
j act on the jth vector space V (λj)
of V (λ1)⊗ · · · ⊗V (λL). In terms of matrices we express operators Aj,k and Ak,j for j < k
by
Aj,k =

A1111 A
11
12 A
11
21 A
11
22
A1211 A
12
12 A
12
21 A
12
22
A2111 A
21
12 A
21
21 A
21
22
A2211 A
22
12 A
22
21 A
22
22

[j,k]
, Ak,j =

A1111 A
11
21 A
11
12 A
11
22
A2111 A
21
21 A
21
12 A
21
22
A1211 A
12
21 A
12
12 A
12
22
A2211 A
22
21 A
22
12 A
22
22

[j,k]
(2.5)
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Here by the symbol [j, k] we express that matrix element Aabcd corresponds to e
a,c
j ⊗ e
b,d
k
for Aj,k, and to e
b,d
j ⊗ e
a,c
k for Ak,j.
Let us now introduce operators Rj,k(λj, λk) and Rk,j(λk, λj) acting on the tensor
product V (λ1) ⊗ · · · ⊗ V (λL). We define them by putting A
ab
cd(λj , λk) = R
ab
cd(λj − λk) in
(2.4). Here the matrix elements Rabcd(u) are given in (2.2). For instance, setting u = λ1−λ2,
we have explicitly
R12(λ1, λ2) =

1 0 0 0
0 b(u) c(u) 0
0 c(u) b(u) 0
0 0 0 1

[1,2]
. (2.6)
The R-matrices satisfy the Yang-Baxter equations:
R12(λ1, λ2)R13(λ1, λ3)R23(λ2, λ3) = R23(λ2, λ3)R13(λ1, λ3)R12(λ1, λ2) (2.7)
They also satisfy the inversion relations (unitarity conditions):
Rjk(λj , λk)Rkj(λk, λj) = I
⊗L for 1 ≤ j, k ≤ L . (2.8)
Here I⊗L denotes the Lth power of tensor product of I.
Hereafter we often abbreviate Rjk(λj , λk) simply by Rjk.
2.2 L-operators and the monodromy matrix
Let us introduce parameters ξ1, ξ2, . . . , ξL, which we call the inhomogeneous parameters.
In the case of the monodromy matrix, we assume that parameters λj of the tensor product
V (λ1) ⊗ · · · ⊗ V (λL) are given by the inhomogeneous parameters, i.e. λj = ξj for j =
1, 2, . . . , L. Let us denote by 0 the suffix for the auxiliary space. We define L-operators
acting on the mth site for m = 1, 2, . . . , L, by
Lm(λ, ξm) = R0m(λ, ξm) . (2.9)
We define the monodromy matrix acting on the L lattice-sites in one dimension by
T0,12···L(λ; ξ1, . . . , ξL) = LL(λ, ξL)LL−1(λ, ξL−1) · · ·L2(λ, ξ2)L1(λ, ξ1) . (2.10)
We shall also denote it by R0,12···L(λ0; ξ1, . . . , ξL) in §2.4. Hereafter we often suppress the
symbols of inhomogeneous parameters and express the monodromy matrix T0,12···L(λ; ξ1, . . . , ξL)
simply as R0,12···L(λ; {ξj}) or T0(λ).
Let us consider two auxiliary spaces with suffices a and b. We define monodromy
matrices Ta(λa) and Tb(λb) similarly as (2.10) with 0 replaced by a and b, respectively. It
is clear that they satisfy the following Yang-Baxter equations.
Rab(λa, λb)Ta(λa)Tb(λb) = Tb(λb)Ta(λa)Rab(λa, λb) . (2.11)
Let us introduce operator Aj acting on the jth site by
Aj =
∑
a,b=1,2
AabI0 ⊗ · · · ⊗ Ij−1 ⊗ e
a, b
j ⊗ · · · ⊗ IL (2.12)
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We express it in terms of the matrix notation as follows:
Aj =
(
A11 A
1
2
A21 A
2
2
)
[j]
(2.13)
We express the matrix elements of the monodromy matrix by
T0,12···L(u; ξ1, . . . , ξL) =
(
A12···L(u; ξ1, . . . , ξL) B12···L(u; ξ1, . . . , ξL)
C12···L(u; ξ1, . . . , ξL) D12···L(u; ξ1, . . . , ξL)
)
[0]
(2.14)
The transfer matrix, t(u), is given by the trace of the monodromy matrix with respect to
the 0th space:
t(u; ξ1, . . . , ξL) = tr0 (T0,12···L(u; ξ1, . . . , ξL))
= A12···L(u; ξ1, . . . , ξL) +D12···L(u; ξ1, . . . , ξL) . (2.15)
Here we note that the transfer matrix t(u) is nothing but the transfer matrix of the
six-vertex model defined on the two-dimensional square lattice [34].
Hereafter, we shall often denote B12···L(u; ξ1, . . . , ξL) by B(u; {ξj}) or B(u), briefly.
2.3 Products of R-matrices and the symmetric group
Let us consider the symmetric group Sn of n integers, 1, 2, . . . , n. We denote by σ an
element of Sn. Then σ maps j to σ(j) for j = 1, 2, . . . , n
Definition 1. Let p be a sequence of n integers, 1, 2, . . . , n, and σ an element of the
symmetric group Sn. We define the action of σ on p by
σ(p) = (pσ(1), . . . , pσ(n)) . (2.16)
Here we remark that (σAσB) p = σB(σAp) for σA, σB ∈ Sn. We shall show it in
Appendix A.
Let us recall that Rjk denote Rjk(λj , λk).
Definition 2. Let p = (p1, p2, . . . , pn) be a sequence of n integers, 1, 2, . . . , n. We define
Rp1, p2p3···pn and Rp1p2···pn−1, pn by
Rp1, p2p3···pn = Rp1pnRp1pn−1 · · ·Rp1p2 ,
Rp1p2···pn−1, pn = Rp1pnRp2pn · · ·Rpn−1pn . (2.17)
For p = (1, 2, . . . , n) we have
R1,23···n = R1nR1n−1 · · ·R12 , R12···n−1,n = R1nR2n · · ·Rn−1n. (2.18)
We thus express the monodromy matrix as follows
T0,12···L(λ0; {ξk}) = R0,12···L(λ0; {ξk}) . (2.19)
Here we have assumed that λk = ξk for k = 1, 2, . . . , n.
Let us express by sj = (j j +1) such a permutation that maps j to j +1 and j +1 to
j and does not change other integers.
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Definition 3. Let p be a sequence of n integers, 1, 2, . . . , n. We define R
sj
p by
R
sj
p = Rpj ,pj+1(λpj , λpj+1) . (2.20)
For the unit element e of Sn, we define R
e
p by R
e
p = 1. For a given element σ of Sn, we
define Rσp recursively by the following:
RσAσBp = R
σB
σA(p)
RσAp . (2.21)
We remark that every permutation σ is expressed as a product of some sj = (j j + 1)
with j = 1, 2, . . . , n − 1. We thus obtain Rσp as a product of R
sj
p for some j s. For an
illustration, let us calculate R
(123)
(1,2,3). Noting (123) = (1 2)(2 3), we have
R
(12)(23)
(1,2,3)
= R
(23)
(2,1,3)
R
(12)
(1,2,3)
= R13R12 = R1,23 . (2.22)
Through the defining relations of the symmetric group Sn [35], we can show that definition
3 is well defined. The proof is given in proposition A.1 of Appendix A.
Let us denote by σc such a cyclic permutation that maps j to j+1 for j = 1, . . . , n−1
and n to 1. We also express it as σc = (12 · · · n). Noting (12 · · · n) = (1 2) · · · (n− 1 n) =
s1s2 · · · sn−1, we can show the following lemma
Lemma 4. Let us denote by pq the sequence pq = (1, 2, . . . , n). For σc = (12 · · · n) we
have
Rσcpq = R1,2···n . (2.23)
The proof of lemma 4 is given in lemma A.2 of Appendix A.
2.4 Rˇ-matrices and permutation operators
Let us consider two-dimensional vector spaces Va and Vb. We define permutation operator
Πab which maps elements of Va ⊗ Vb to those of Vb ⊗ Va as follows.
Πab va ⊗ vb = vb ⊗ va , va ∈ Va , vb ∈ Vb . (2.24)
We define Rˇab(u) by
Rˇab(u) = ΠabRab(u) (2.25)
The operators Rˇab satisfy the Yang-Baxter equations
Rˇ12(u)Rˇ23(u+ v)Rˇ12(v) = Rˇ23(v)Rˇ12(u+ v)Rˇ23(u) (2.26)
The operator Rˇab gives a linear map from Va⊗ Vb to Vb⊗ Va. If Va and Vb are equivalent,
then we may regard Rˇab as a map from V
⊗2
a to V
⊗2
a .
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We add 0 to the n integers. For a given element σ of the symmetric group Sn+1,
we define Πσ acting on integers 0, 1, . . . , n, as follows. We first express σ in terms of
sj = (j j + 1) such as σ = sj1sj2 · · · sjr , and then we define Π
σ = Π(j1 j1+1)···(jr jr+1) by
Πσ = Πj1,j1+1Πj2,j2+1 · · ·Πjr,jr+1 . (2.27)
Lemma 5. We have the following relation between R-matrices and operators Rˇab:
R0,12···n = Π
(01···n) Rˇn−1n(λ0 − ξn−1) · · · Rˇ12(λ0 − ξ2)Rˇ01(λ0 − ξ1) (2.28)
3 The quantum group invariance
We shall show that the monodromy matrix, T0,12···L(λ; ξ1, . . . , ξL), has the symmetry of
the affine quantum group, Uq(ŝl2).
3.1 Quantum group Uq(sl2) and the asymmetric R-matrices
The quantum algebra Uq(sl2) is an associative algebra over C generated by X
±,K± with
the following relations: [31]
KK−1 = KK−1 = 1 , KX±K−1 = q±2X± , ,
[X+,X−] =
K −K−1
q − q−1
. (3.1)
The algebra Uq(sl2) is also a Hopf algebra over C with comultiplication
∆(X+) = X+ ⊗ 1 +K ⊗X+ , ∆(X−) = X− ⊗K−1 + 1⊗X− ,
∆(K) = K ⊗K , (3.2)
and antipode: S(K) = K−1 , S(X+) = −K−1X+ , S(X−) = −X−K, and coproduct:
ǫ(X±) = 0 and ǫ(K) = 1.
In association with the quantum group, we define the q-integer of an integer n by
[n]q = (q
n − q−n)/(q − q−1).
The universal R-matrix, R, of Uq(sl2) satisfies the following relations:
R∆(x) = τ ◦∆(x)R for all x ∈ Uq(sl2) . (3.3)
Here τ denotes a permutation such that τ a⊗ b = b⊗ a for a, b ∈ Uq(sl2).
We now introduce some notation of a Hopf algebra. Let x(1), . . . , x(n) be elements
of Hopf algebra A. For a given permutation σ of Sn, we define its action on the tensor
product x(1) ⊗ · · · ⊗ x(n) as follows:
σ ◦ (x(1)⊗ · · · ⊗ x(n)) = x(σ−11)⊗ · · · x(σ−1n) . (3.4)
We note that A has coassociativity: (∆⊗ id)∆(x) = (id⊗∆)∆(x) for any element x of
A. We therefore denote it by ∆(2)(x). We define ∆(n)(x) recursively by
∆(n)(x) =
(
∆(n−1) ⊗ id
)
∆(x) for x ∈ A. (3.5)
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Let us now introduce the following asymmetric R-matrices:
R±(u) =

1 0 0 0
0 b(u) c∓(u) 0
0 c±(u) b(u) 0
0 0 0 1
 , (3.6)
where c±(u) are defined by
c±(u) =
e±u sinh(η)
sinh(u+ η)
. (3.7)
In the spin-1/2 representation of Uq(sl2), we have the following relations:
R+12(u)∆(x) = τ ◦∆(x)R
+
12(u) for x = X
±,K . (3.8)
Here we remark that spectral parameter u is arbitrary and independent of X± or K.
Similarly as in the symmetric case, we define the monodromy matrix R+0,1···n by R
+
0,1···n =
R+0,n · · ·R
+
0,1, and Rˇ
+ by Rˇ+12(u) = Π12R
+(u).
Lemma 6. The monodromy matrix expressed in terms of Rˇ’s commutes with the action
of the quantum group Uq(sl2):
[Rˇ+L−1,L(λ− ξL) · · · Rˇ
+
1,2(λ− ξ2)Rˇ
+
0,1(λ− ξ1), ∆
(L)(x)] = 0 , for all x ∈ Uq(sl2) . (3.9)
Here parameters λ, ξ1, . . . , ξL are independent of element x of Uq(sl2).
We shall show lemma 6 and eqs. (3.8) through the Temperley-Lieb algebra in §3.2.
Lemma 6 leads to the following symmetry relations of the monodromy matrix R+0,12···L
with respect to the quantum group Uq(sl2):
Proposition 7. Let σc be a cyclic permutation: σc = (01 · · ·L). Then we have
R+0,12···L(λ; ξ1, . . . , ξL)∆
(L)(x) = σc ◦∆
(L)(x)R+0,12···L(λ; ξ1, . . . , ξL) for all x ∈ Uq(sl2)
(3.10)
Here parameters λ, ξ1, . . . , ξL are independent of element x of Uq(sl2).
Proof. Making use of lemma 6 we show (3.10) from (2.28) and the following relation:
σc ◦∆
(L)(x) = Πσc ∆(L)(x) (Πσc)−1 . (3.11)
3.2 Derivation in terms of the Temperley-Lieb algebra
Let us define U±j for j = 0, 1, . . . , L− 1, by
U±j =

0 0 0 0
0 q∓ −1 0
0 −1 q± 0
0 0 0 0

[j,j+1]
. (3.12)
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They satisfy the defining relations of the Temperley-Lieb algebra: [34]
U±j U
±
j+1U
±
j = U
±
j ,
U±j+1U
±
j U
±
j+1 = U
±
j , for j = 0, 1, . . . , L− 2,(
U±j
)2
= (q + q−1)U±j for j = 0, 1, . . . , L− 1,
U±j U
±
k = U
±
k U
±
j for |j − k| > 1 . (3.13)
Let us now show commutation relations (3.10), making use of the Temperley-Lieb al-
gebra. The operator Rˇ+j,j+1(u) is decomposed in terms of the generators of the Temperley-
Lieb algebra as follows [36].
Rˇ+j,j+1(u) = I − b(u)U
+
j . (3.14)
Lemma 8. The monodromy matrix of the six-vertex model is expressed in terms of the
generators of the Temperley-Lieb algebra as follows.
Rˇ+L−1,L(λ− ξL) · · · Rˇ
+
1,2(λ− ξ2)Rˇ
+
0,1(λ− ξ1)
=
L∑
k=0
(−1)k
∑
0≤i1<···<ik<L
 k∏
j=1
b(λ− ξij )
U+ik · · ·U+i2U+i1 . (3.15)
Lemma 9. The generators U+j commute with the generators of Uq(sl2). For x = X
±,K
and for j = 0, 1, . . . , L− 1, we have in the tensor-product representation[
U+j ,∆
(L)(x)
]
= 0 . (3.16)
Proof of proposition 7. From lemmas 8 and 9 we have lemma 6, which is equivalent to
proposition 7.
We now show that in the limit of taking u to −∞, Rˆ+(u) is equivalent to the spin-1/2
matrix representation of the universal R-matrix R of Uq(sl(2)). An explicit expression of
R is given by
R = q−
1
2
H⊗H expq
(
−(q − q−1)K−1X+ ⊗X−K
)
(3.17)
where expq x denotes the following series:
expq x =
∞∑
n=0
q−n(n−1)/2
[n]q!
xn . (3.18)
Here q is generic. We recall that [n]q denotes the q-integer of an integer n: [n]q =
(qn − q−n)/(q − q−1). Putting X+ = e1,2, X− = e2,1 and K = diag(q, q−1) in the series
(3.17), we have the following matrix representation.
R 1
2
, 1
2
=

q−1/2 0 0 0
0 q1/2 −q1/2(q − q−1) 0
0 0 q1/2 0
0 0 0 q−1/2
 . (3.19)
11
Thus, for arbitrary u, we have the following:
R+12(u) = c
+(u)Π12 + q
−1/2b(u)R 1
2
, 1
2
(3.20)
Therefore, we have R+(−∞) = q1/2R 1
2
, 1
2
.
We remark that some relations equivalent to (3.16) have been shown in association
with the sl(2) loop algebra symmetry of the XXZ spin chain at roots of unity [37].
3.3 Gauge transformations
Let us introduce operators Φj with arbitrary parameters φj for j = 0, 1, . . . , L as follows:
Φj =
(
1 0
0 eφj
)
[j]
= I⊗(j) ⊗
(
1 0
0 eφj
)
⊗ I⊗(L−j). (3.21)
In terms of χjk = ΦjΦk, we define a similarity transformation on the R-matrix by
Rχjk = χjkRjkχ
−1
jk (3.22)
Explicitly, the following two matrix elements are transformed.(
Rχjk
)21
12
= c(λj , λk)e
φj−φk ,
(
Rχjk
)12
21
= c(λj , λk)e
−φj+φk . (3.23)
We now put φj = λj in eq. (3.21) for j = 0, 1, . . . , L. For j, k = 0, 1, . . . , L, we have
R±jk(λj , λk) = (χjk)
±1 Rjk(λj , λk) (χjk)
∓1 . (3.24)
Thus, the asymmetric R-matrices R±12(λ1, λ2) are derived from the symmetric one through
the gauge transformation χjk.
For the monodromy matrix, in terms of the inhomogeneous parameters, ξ1, . . . , ξL, we
put λj = ξj for j = 1, . . . , L. We define χ012···L by χ012···L = Φ0Φ1 · · ·ΦL. Then, the
asymmetric monodromy matrices are transformed into the symmetric one as follows.
R±0,12···L = (χ012···L)
±1 R0,12···L (χ012···L)
∓1 . (3.25)
We note that the asymmetric R-matrices Rˇ±j,j+1(u) are derived from the symmetric R-
matrix through the gauge transformations, and they are related to the Jones polynomial.
[21]
3.4 Affine quantum group symmetry
The affine quantum algebra Uq(ŝl2) is an associative algebra over C generated by X
±
i ,K
±
i
for i = 0, 1 with the following relations:
KiK
−1
i = K
−1
i Ki = 1 , KiX
±
i K
−1
i = q
±2X±i , KiX
±
j K
−1
i = q
∓2X±j (i 6= j) ,
[X+i ,X
−
j ] = δi,j
Ki −K
−1
i
q − q−1
,
(X±i )
3X±j − [3]q (X
±
i )
2X±j X
±
i + [3]qX
±
i X
±
j (X
±
i )
2 −X±j (X
±
i )
3 = 0 (i 6= j) . (3.26)
12
The algebra Uq(ŝl2) is also a Hopf algebra over C with comultiplication
∆(X+i ) = X
+
i ⊗ 1 +Ki ⊗X
+
i , ∆(X
−
i ) = X
−
i ⊗K
−1
i + 1⊗X
−
i ,
∆(Ki) = Ki ⊗Ki , (3.27)
and antipode: S(Ki) = K
−1
i , S(Xi) = −K
−1
i X
+
i , S(X
−
i ) = −X
−
i Ki.
We now introduce evaluation representations for Uq(ŝl2) [22]. For a given complex
number a there is a homomorphism of algebras ϕa: Uq(ŝl2)→ Uq(sl2) such that
ϕa(X
±
0 ) = exp(±a)X
∓ , ϕa(K0) = K
−1 ,
ϕa(X
±
1 ) = X
± , ϕa(K1) = K . (3.28)
We denote by (π, V ) a representation of an algebra A such that π(x) give linear maps
on vector space V for x ∈ A. For a given finite-dimensional representation (πV , V )
of Uq(sl2) we have a finite-dimensional representation (πV (a), V (a)) of Uq(ŝl2) through
homomorphism ϕa, i.e. πV (a)(x) = πV (ϕa(x)) for x ∈ Uq(ŝl2). We call (πV (a), V (a)) or
V (a) the evaluation representation of V and nonzero parameter a the evaluation parameter
of V (a). If V is (2s + 1)-dimensional, then we also denote it by V (2s)(a). Hereafter we
express 2s by an integer ℓ.
Similarly as (3.14), we have the following decomposition:
Rˇ−j,j+1(u) = I − b(u)U
−
j , for j = 0, 1, . . . , L− 1. (3.29)
Lemma 10. Generators U−j commute with X
±
0 and K0 of Uq(ŝl2) in the tensor-product
representation V (1)(a0)⊗· · ·⊗V
(1)(aL) with a0 = a1 = · · · = aL = a. For j = 0, 1, . . . , L−
1, we have [
U−j , ϕ
⊗(L+1)
a
(
∆(L)(x)
) ]
= 0
(
x = X±0 , K0.
)
(3.30)
Proof. Let us denote by U− the 4 × 4 matrix given by the decomposition: Rˇ(u) = I −
b(u)U−. Through an explicit calculation we show that U− and ϕa⊗ϕb
(
∆(X±0 )
)
commute
if a = b:
[U−, ϕa ⊗ ϕa
(
∆(X±0 )
)
] = 0 . (3.31)
We derive (3.30) through (3.31).
In the spin-1/2 representation of Uq(sl2), we thus have the following relations:
R−12(u) ϕ
⊗2
a ∆(x) = ϕ
⊗2
a (τ ◦∆(x)) R
−
12(u) for x = X
±
0 ,K0 . (3.32)
Here we note that u is arbitrary and independent of X±0 ,K0.
Similarly as lemmas 8 and 9, we have from lemma 10 the quantum-group symmetry
of the monodromy matrix R−0,12···L:
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Proposition 11. Let σc be a cyclic permutation: σc = (01 · · ·L). In the evaluation
representation (3.28) we have, for x = X±0 ,K0, the following:
R−0,12···L(λ; ξ1, . . . , ξL)ϕ
⊗(L+1)
a
(
∆(L)(x)
)
= ϕ⊗(L+1)a
(
σc ◦∆
(L)(x)
)
R−0,12···L(λ; ξ1, . . . , ξL) .
(3.33)
Here parameters λ, ξ1, . . . , ξL are arbitrary and independent of x = X
±
0 ,K0.
Let us now make a summary of the symmetry relations of R+12. Here we recall that
R+12(λ1, λ2) ∈ End(V (λ1) ⊗ V (λ2)). For simplicity, we put a = 0 in (3.33). Combining
(3.8) and (3.32) We have the following relations:
R+12(λ1, λ2) ϕ
⊗2
0
(
∆(X±1 )
)
= ϕ⊗20
(
τ ◦∆(X±1 )
)
R+12(λ1, λ2) ,
R+12(λ1, λ2) (χ12)
2ϕ⊗20
(
∆(X±0 )
)
(χ12)
−2 = (χ12)
2ϕ⊗20
(
τ ◦∆(X±0 )
)
(χ12)
−2R+12(λ1, λ2) ,
R+12(λ1, λ2)ϕ
⊗2
0
(
∆(K±i )
)
= ϕ⊗20
(
τ ◦∆(K±i )
)
R+12(λ1, λ2) for i = 0, 1 .
(3.34)
Let us now consider ϕa1 ⊗ ϕa2 with aj = 2λj for j = 1, 2. We have
ϕ2λ1 ⊗ ϕ2λ2
(
∆(X±0 )
)
= (χ12)
2 ϕ0 ⊗ ϕ0
(
∆(X±0 )
)
(χ12)
−2 (3.35)
Thus, relations (3.34) are now expressed as follows.
R+12(λ1, λ2)ϕ2λ1⊗ϕ2λ2 (∆(x)) = ϕ2λ1⊗ϕ2λ2 (τ ◦∆(x)) R
+
12(λ1, λ2) , for x = X
±
0 ,X
±
1 ,K0,K1 .
(3.36)
In (3.36) all the parameters are now associated with the evaluation parameters of the
tensor product V (2λ1)⊗ V (2λ2). Therefore, we conclude that the asymmetric R-matrix
R+12(λ1, λ2) satisfies the affine quantum-group symmetry.
The fundamental commutation relations (3.10) and (3.33) are summarized as follows.
Proposition 12. Let σc be a cyclic permutation: σc = (01 · · ·L). The asymmetric R-
matrix R+ satisfies the commutation relations for the affine-quantum group:
R+0,12···L(λ0)
(
∆(n)(x)
)
01···L
=
(
σc ◦∆
(L)(x)
)
01···L
R+0,12···L(λ0) for all x ∈ Uq(ŝl2) .
(3.37)
Here the symbol (x)01···n denotes the matrix representation of x in the tensor product of
evaluation representations, V (2λ0)⊗ V (2ξ1)⊗ · · · ⊗ V (2ξL).
3.5 Symmetry relations of Uq(ŝl2) for all permutations
Let us generalize relations (3.37). Making an extensive use of relations (3.36), we can show
commutation relations for Rσp for all permutations σ. In fact, we can prove (3.37) also by
the method for showing proposition A.2. In Appendix A we shall show in proposition A.2
how we generalize the symmetry relation of R12 such as (3.36) into those of R
σ
p for any
permutation σ.
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We now formulate the symmetry relations in terms of the symmetric R-matrices. Let
us denote by χ¯ the inverse of the gauge transformation χ. We express by
(
∆(n)(x)
)χ¯
01···n
the following:(
∆(n)(x)
)χ¯
01···n
= (χ01···n)
−1 ϕ2λ0 ⊗ ϕ2ξ1 ⊗ · · · ⊗ ϕ2ξn
(
∆(n)(x)
)
χ01···n (3.38)
Proposition 13. Let pq be an increasing sequence of n+1 integers: pq = (0, 1, 2, . . . , n),
and σ a permutation on n + 1 integers, 0, 1, . . . , n. With the symmetric R-matrices, we
have
Rσpq(λ0)
(
∆(n)(x)
)χ¯
01···n
=
(
σ ◦∆(n)(x)
)χ¯
01···n
Rσpq(λ0) for all x ∈ Uq(ŝl2) . (3.39)
4 Projection operators and the fusion procedure
4.1 Projection operators
Let us recall that Rˇ+12(u) has been defined by
Rˇ+12(u) = Π12R
+
12(u) .
We define operator P+12 by
P+12 = Rˇ
+
12(η) (4.1)
Explicitly we have
P+12 =

1 0 0 0
0 q[2]
1
[2] 0
0 1[2]
q−1
[2] 0
0 0 0 1

[12]
. (4.2)
By making use of the matrix representation (4.2) it is easy to show that operator P+12 is
idempotent: (
P+12
)2
= P+12 (4.3)
Thus, we may consider that the operator P+12 is a projection operator. In fact, P
+
12 is
nothing but the q-analogue of the Young operator which projects out the spin-1 represen-
tation of Uq(sl2) from of the tensor product of two spin-1/2 representations. It should be
noticed that in the case of symmetric R-matrix, R(η)2 is not equal to R(η).
We now introduce projection operators for the spin-s irreducible representations of
Uq(sl2). Hereafter we set ℓ = 2s. We define projection operator P
(ℓ)
12···ℓ acting on the
tensor product V12···ℓ of spin-1/2 representations V , i.e. V12···ℓ = V
⊗ℓ, by the following
recursive relations:
P
(ℓ)
12···ℓ = P
(ℓ−1)
12···ℓ−1Rˇ
+
ℓ−1,ℓ((ℓ− 1)η)P
(ℓ−1)
12···ℓ−1 (4.4)
Here P
(1)
12 = P
+
12.
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Making use of the Yang-Baxter equations (2.26) and through induction on ℓ we can
show (
P
(ℓ)
12···ℓ
)2
= P
(ℓ)
12···ℓ (4.5)
Thus, operator P
(ℓ)
12···ℓ gives a projection operator. Similarly, we define projection operators
acting on Vj j+1··· j+ℓ−1 recursively by
P
(ℓ)
j j+1···j+ℓ−1 = P
(ℓ−1)
j j+1···j+ℓ−2Rˇ
+
j+ℓ−2, j+ℓ−1((ℓ− 1)η)P
(ℓ−1)
j j+1···j+ℓ−2 (4.6)
Hereafter we shall abbreviate P
(ℓ)
j j+1···j+ℓ−1 by P
(ℓ)
j .
From idempotency (4.5) and by the Yang-Baxter equations we can show the following:
Lemma 14. Suppose that inhomogeneous parameters ξj, ξj+1, . . . , ξj+ℓ−1 are given by
ξj+i−1 = z − (i − 1)η for i = 1, 2, . . . , ℓ with a constant z. Then, the monodromy matrix
R+0,12···L satisfies the following property:
P
(ℓ)
j R
+
0,12···L = P
(ℓ)
j R
+
0,12···L P
(ℓ)
j . (4.7)
Making use of (2.28) we can express projection operators in terms of R-matrices.
P
(ℓ)
1 =
 ℓ∏
j=1
Π(j ℓ−j+1)
 R+ℓ−1, ℓ · · ·R+2, 3···ℓR+1, 2···ℓ (4.8)
4.2 Fusion of monodromy matrices
4.2.1 The case of tensor product of spin-s representations
We first consider the case of tensor product of spin-s representations. We set L = Nsℓ.
We introduce a set of parameters, ξ
(ℓ)
1 , ξ
(ℓ)
2 , . . . , ξ
(ℓ)
L , as follows:
ξ
(ℓ)
(k−1)ℓ+j
= ζk − (j − 1)η + (ℓ− 1)η/2 for j = 1, . . . ℓ, and k = 1, . . . , Ns. (4.9)
Let us set inhomogeneous parameters ξ1, ξ2, . . . , ξL, by ξj = ξ
(ℓ)
j for j = 1, 2, . . . , L. We
define the monodromy matrix T
(ℓ+)
0 (u; ζ1, . . . , ζNs) acting on the tensor product of spin-s
representations, V (2s)(ζ1)⊗ V
(2s)(ζNs) by
T
(ℓ+)
0 (λ0; ζ1, . . . , ζNs) =
Ns−1∏
k=0
P
(ℓ)
ℓk+1 · R
+
0,12···L(λ0; ξ
(ℓ)
1 , . . . , ξ
(ℓ)
L ) ·
Ns−1∏
k=0
P
(ℓ)
ℓk+1 (4.10)
Making use of properties of projection operators (4.5) and (4.7), we can show the Yang-
Baxter equation [?, 19]
R+ab(λa − λb)T
(ℓ+)
a (λa; ζ1, . . . , ζNs)T
(ℓ+)
b (λb; ζ1, . . . , ζNs)
= T
(ℓ+)
b (λb; ζ1, . . . , ζNs)T
(ℓ+)
a (λa; ζ1, . . . , ζNs)R
+
ab(λa − λb) (4.11)
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Through the inverse of the gauge transformation, we derive the symmetric spin-s
monodromy matrix as follows:
T
(ℓ)
0 (λ0; ζ1, . . . , ζNs) =
Ns−1∏
k=0
(
P
(ℓ)
ℓk+1
)χ¯
· R0,12···L(λ0; ξ
(ℓ)
1 , . . . , ξ
(ℓ)
L ) ·
Ns−1∏
k=0
(
P
(ℓ)
ℓk+1
)χ¯
(4.12)
where we have defined the transformed projectors by(
P
(ℓ)
ℓk+1
)χ¯
= (χ01···L)
−1 P
(ℓ)
ℓk+1 (χ01···L) (4.13)
4.2.2 The case of mixed spins
Let us consider the tensor product of representations with different spins, s1, s2, . . . , sr.
Here we introduce ℓj by ℓj = 2sj for j = 1, 2, . . . , r, and we assume that ℓ1+ℓ2+ · · ·+ℓr =
L. @ Let us introduce a set of parameters, ξ
(ℓ)
1 , ξ
(ℓ)
2 , . . . , ξ
(ℓ)
L , as follows:
ξ
(ℓ)
ℓ1+···+ℓk−1+j
= ζk− (j−1)η+(ℓk−1)η/2 for j = 1, . . . ℓk, and k = 1, . . . , r. (4.14)
We define the asymmetric monodromy matrix for the mixed spin case T
(ℓ+)
0 (u; ζ1, . . . , ζr)
acting on the tensor product representation Vℓ1(ζ1)⊗ · · · ⊗ Vℓr(ζr) by
T
(ℓ+)
0 (λ0; ζ1, . . . , ζr) =
r∏
k=1
P
(ℓk)
ℓ1+···+ℓk−1+1
· R0,12···L(λ0; ξ
(ℓ)
1 , . . . , ξ
(ℓ)
L ) ·
r∏
k=1
P
(ℓk)
ℓ1+···+ℓk−1+1
.
(4.15)
It is easy to show that they satisfy the Yang-Baxter equations.
R+ab(λa − λb)T
(ℓ+)
a (λa; ζ1, . . . , ζNs)T
(ℓ+)
b (λb; ζ1, . . . , ζNs)
= T
(ℓ+)
b (λb; ζ1, . . . , ζNs)T
(ℓ+)
a (λa; ζ1, . . . , ζNs)R
+
ab(λa − λb) (4.16)
We also define the symmetric monodromy matrix for the mixed spin case T
(ℓ)
0 (u; ζ1, . . . , ζr)
as follows.
T
(ℓ)
0 (λ0; ζ1, . . . , ζr) =
r∏
k=1
(
P
(ℓk)
ℓ1+···+ℓk−1+1
)χ¯
·R0,12···L(λ0; ξ
(ℓ)
1 , . . . , ξ
(ℓ)
L ) ·
r∏
k=1
(
P
(ℓk)
ℓ1+···+ℓk−1+1
)χ¯
(4.17)
4.3 Higher-spin L-operators
We now define the basis vectors of the (ℓ + 1)-dimensional irreducible representation of
Uq(sl2), ||ℓ, n〉 for n = 0, 1, . . . , ℓ as follows. We define ||ℓ, 0〉 by
||ℓ, 0〉 = |1〉1 ⊗ |1〉2 ⊗ · · · |1〉ℓ (4.18)
Here |α〉j for α = 1, 2 denote the basis vectors of the spin-1/2 representation defined on
the jth position in the tensor product. We define ||ℓ, n〉 for n ≥ 1 by
||ℓ, n〉 =
(
∆(ℓ−1)(X−)
)n
||ℓ, 0〉
1
[n]q!
. (4.19)
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Then we have
||ℓ, n〉 =
∑
1≤i1<···<in≤ℓ
σ−i1 · · · σ
−
in
|0〉 qi1+i2+···+in−nℓ+n(n−1)/2 (4.20)
It is easy to show the following:
P
(ℓ)
12···ℓ||ℓ, n〉 = ||ℓ, n〉 (4.21)
We define the conjugate vectors by the following conditions:
〈ℓ, n||P
(ℓ)
12···ℓ = 〈ℓ, n|| (4.22)
with the normalization condition: 〈ℓ, n|| ||ℓ, n〉 = 1. Let us define the q-factorial, [n]q!, by
[n]q! = [n]q[n− 1]q · · · [1]q . (4.23)
For integers m and n satisfying m ≥ n we define the q-binomial coefficients as follows[
m
n
]
q
=
[m]q!
[m− n]q![n]q!
(4.24)
Then we have the following expression of the conjugate vectors
〈ℓ, n|| =
[
ℓ
n
]−1
q
qn(ℓ−n)
∑
1≤i1<···<in≤ℓ
〈0|σ+i1 · · · σ
+
in
qi1+···+in−nℓ+n(n−1)/2 (4.25)
The projection operators are given explicitly as follows.
P
(ℓ)
12···ℓ =
ℓ∑
n=0
||ℓ, n〉 〈ℓ, n|| (4.26)
We define the L-operator of the spin-ℓ/2 XXZ model by
L(ℓ+)(λ0) = P
(ℓ)
1 R
+
0,12···ℓ P
(ℓ)
1 . (4.27)
and then by the inverse gauge transformation we have
L(ℓ)(λ0) =
(
P
(ℓ)
1
)χ¯
R0,12···ℓ
(
P
(ℓ)
1
)χ¯
. (4.28)
Let us define |ℓ, n〉 and their conjugates 〈ℓ, n| by
|ℓ, n〉 = N(ℓ, n) ||ℓ, n〉
〈ℓ, n| = 〈ℓ, n||
1
N(ℓ, n)
. (4.29)
The matrix elements of the L-operator are given by
〈ℓ, a|L(ℓ)(λ) |ℓ, b〉 =
(
〈ℓ, a|L
(ℓ)
11 (λ) |ℓ, b〉 〈ℓ, a|L
(ℓ)
12 (λ) |ℓ, b〉
〈ℓ, a|L
(ℓ)
21 (λ) |ℓ, b〉 〈ℓ, a|L
(ℓ)
22 (λ) |ℓ, b〉
)
[0]
(4.30)
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for a, b = 0, 1, . . . , ℓ. Choosing the normalization factors N(ℓ, n), we can derive the fol-
lowing symmetric expression of the L-operator:
L(ℓ)(λ) =
1
2 sinh(u+ ℓη/2)
(
zK1/2 − z−1K−1/2 2 sinh ηX−
2 sinh ηX+ zK−1/2 − z−1K1/2
)
[0]
(4.31)
Here X± and K are in the (ℓ+1)-dimensional representation of Uq(sl2), and u = λ− ξ1+
ℓη/2 and z = expu. Explicitly they are given by
〈ℓ, a|X+ |ℓ, b〉 = δa,b−1 [ℓ− a]q ,
〈ℓ, a|X− |ℓ, b〉 = δa,b+1 [a]q ,
〈ℓ, a|K |ℓ, b〉 = δa,b q
ℓ−2a for a, b = 0, 1, . . . , ℓ, . (4.32)
4.4 Algebraic Bethe-ansatz method for higher-spin cases
We now discuss the eigenvalues of the transfer matrix of an integrable higher-spin XXZ
spin chain constructed by the fusion method. We consider the case of mixed spins, where
we define the transfer matrix on the tensor product of spin-sj representations for j =
1, 2, . . . , r.
We define A, B, C, and D operators of the algebraic Bethe ansatz for higher-spin
cases by the following matrix elements of the monodromy matrix:(
A(ℓ+)(λ0; ζ1, . . . , ζr) B
(ℓ+)(λ0; ζ1, . . . , ζr)
C(ℓ+)(λ0; ζ1, . . . , ζr) D
(ℓ+)(λ0; ζ1, . . . , ζr)
)
= T
(ℓ+)
0 (λ0; ζ1, . . . , ζr) . (4.33)
In terms of projection operators we have
B
(ℓ+)
1···r (λ0; ζ1, . . . , ζr) =
r∏
k=1
P
(ℓk)
ℓ(k−1)+1 · B
+
12···L(λ0; ξ
(ℓ)
1 , . . . , ξ
(ℓ)
L )
r∏
k=1
P
(ℓk)
ℓ(k−1)+1 . (4.34)
We defineA(ℓ), B(ℓ), C(ℓ) andD(ℓ) similarly for the monodromy matrix T
(ℓ)
0 (λ0; ζ1, . . . , ζr).
The operators A(ℓ+)s of the asymmetric monodromy matrix R+0,12···n are related to the
symmetric ones A(ℓ) s as follows.
R+0,12···n(λ0, {ζi}) =
(
A(ℓ+)(λ0; {ζi}) B
(ℓ+)(λ0; {ζi})
C(ℓ+)(λ0; {ζi}) D
(ℓ+)(λ0; {ζi})
)
=
(
χ12···LA
(ℓ)(λ0; {ζi})χ
−1
12···L e
−λ0 χ12···LB
(ℓ)(λ0; {ζi})χ
−1
12···L
eλ0 χ12···LC
(ℓ)(λ0; {ζi})χ
−1
12···L χ12···LD
(ℓ)(λ0; {ζi})χ
−1
12···L
)
(4.35)
It follows from the Yang-Baxter equations (4.16) that the A,B,C,D operators in the
higher-spin case also satisfy the standard commutation relations.
A(ℓ+)(λ1)B
(ℓ+)(λ2) =
1
b(λ2 − λ1)
B(ℓ+)(λ2)A
(ℓ+)(λ1)−
c−(λ2 − λ1)
b(λ2 − λ1)
B(ℓ+)(λ1)A
(ℓ+)(λ2)
(4.36)
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Through the inverse gauge transformation χ¯ we have
A(ℓ)(λ1)B
(ℓ)(λ2) =
1
b(λ2 − λ1)
B(ℓ)(λ2)A
(ℓ)(λ1)−
c(λ2 − λ1)
b(λ2 − λ1)
B(ℓ)(λ1)A
(ℓ)(λ2) (4.37)
Therefore, we derive Bethe ansatz eigenvectors of the higher-spin transfer matrix by the
same method as the case of spin-1/2.
Let us denote by |0〉 the vacuum state where all spins are up. Noting
r∏
k=1
P
(ℓk)
ℓ(k−1)+1|0〉 = |0〉 , (4.38)
it is easy to show the following relations:
A(ℓ)(λ)|0〉 = a(ℓ)(λ; {ζk})|0〉 ,
D(ℓ)(λ)|0〉 = d(ℓ)(λ; {ζk})|0〉 , (4.39)
where a(ℓ)(λ; {ζk}) and d
(ℓ)(λ; {ζk}) are given by
a(ℓ)(λ; {ζk}) = a
(ℓ)(λ; {ξ
(ℓ)
j }) = 1 ,
d(ℓ)(λ; {ζk}) = d
(ℓ)(λ; {ξ
(ℓ)
j }) =
L∏
j=1
b(λ− ξ
(ℓ)
j ) =
r∏
k=1
sinh(λ− ζk − (ℓk − 1)η/2)
sinh(λ− ζk + (ℓk + 1)η/2)
(4.40)
Thus, the vector B(ℓ)(λ1) · · ·B
(ℓ)(λn)|0〉 becomes an eigenvector of the transfer matrix
A(ℓ)(λ) +D(ℓ)(λ) with the following eigenvalue
τ (ℓ)(µ) =
n∏
j=1
sinh(λj − µ+ η)
sinh(λj − µ)
+
r∏
k=1
sinh(µ− ζk − (ℓk − 1)η/2)
sinh(µ− ζk + (ℓk + 1)η/2)
·
n∏
j=1
sinh(µ− λj + η)
sinh(µ − λj)
(4.41)
if rapidities λ˜j = λj + η/2 satisfy the Bethe ansatz equations
r∏
k=1
sinh(λ˜α − ζk + ℓkη/2)
sinh(λ˜α − ζk − ℓkη/2)
=
n∏
β=1;β 6=α
sinh(λ˜α − λ˜β + η)
sinh(λ˜α − λ˜β − η)
(4.42)
5 Pseudo-diagonalization of the B and C opera-
tors
5.1 Diagonalizing the A and D operators
5.1.1 The F -basis
In order to formulate the derivation of the pseudo-diagonalized forms of B and C operators
for the XXZ case, we briefly formulate some symbols and review some useful formulas
shown in Ref. [6] in SS5.1. First, we introduce the F -basis .
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Definition 15. (Partial F and total F ) We define partial F by
F1, 2···n = e
11
1 + e
22
1 R1, 2···n
F12···n−1, n = e
22
n + e
11
n R12···n−1, n (5.1)
We define total F recursively with respect to n by
F12···n = F12···n−1F12···n−1, n (5.2)
Lemma 16. (Cocycle conditions)
F1, 2F12, 3 = F23F1, 23
F1, 2···n−1F12···n−1n = F2···n−1, nF1, 2···n (5.3)
Proof. Expressing the F -basis in terms of R-matrices through (5.1), we show that the
cocycle conditions of the F -basis are reduced to those of the R-matrices, which are shown
in Appendix B.
From the cocycle conditions we have the following:
Lemma 17.
F12···n = F2···nF1,2···n (5.4)
5.1.2 Basic properties of the R-matrix
Let us introduce some important properties of the R-matrix of the XXZ spin-chain.
The R-matrix is invariant under the charge conjugation. For the symmetric R-matrix,
we define the charge conjugation operator C by
C12···n = σ
x
1 · · · σ
x
n (5.5)
For a given operator A ∈ End(V (λ1)⊗ · · · ⊗ V (λn)) we define A¯ by A¯ = C1···nAC1···n. For
instance, we define F¯0,1···n by
F¯0,1···n = C01···nF0,1···nC01···n (5.6)
Proposition 18. The charge conjugation operator C commutes with the monodromy ma-
trix of the symmetric R-matrix:
[C01···n, R0,1···n] = 0 (5.7)
We thus have A¯1···n(λ0) = D1···n(λ0) and B¯1···n(λ0) = C1···n(λ0).
Lemma 19 (Crossing symmetry). The R-matrix has the crossing symmetry relation:
(γ ⊗ I)R12(λ1 − η, λ2) (γ ⊗ I) = b
−1
21 R
t1
21(λ2, λ1) (5.8)
where b21 = b(λ2 − λ1) and γ is given by
γ = σy =
(
0 −i
i 0
)
(5.9)
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Here the crossing symmetry is slightly different from [6].
Lemma 20. (Crossing symmetry of the monodromy matrix)
γ0R0,1···n(λ0 − η; ξ1, . . . , ξn)γ0 =
(
n∏
i=1
b−1(ξi − λ0)
)
Rt01···n,0(λ0; ξ1, . . . , ξn) (5.10)
Let us introduce † operation. We shall use it when we pseudo-diagonalize the B
operators.
Definition 21. For X1···n(λ1, · · · , λn) ∈ End(V (λ1)⊗ · · · ⊗ V (λn)) we define X
†
1···n by
X†1···n(λ1, . . . , λn) = X
t1···tn
1···n (−λ1, · · · ,−λn) (5.11)
Here we note (X†)† = X, and (XY )† = Y †X†. It is easy to show R†12 = R21.
Lemma 22. Under the † operation the monodromy matrix is given by the following:
R†0,1···n = R
−1
0,1···n = R1···n, 0 (5.12)
We define operators A†1···n, B
†
1···n, C
†
1···n and D
†
1···n by
R†0,1···n =
(
A†1···n(λ0) C
†
1···n(λ0)
B†1···n(λ0) D
†
1···n(λ0)
)
[0]
(5.13)
Proposition 23. Under the † operation the monodromy matrix is given by
R†0,12···n =
(
A†1···n(λ0) C
†
1···n(λ0)
B†1···n(λ0) D
†
1···n(λ0)
)
[0]
=
(
n∏
i=1
b(ξi − λ0)
)(
A1···n(λ0 − η) −B1···n(λ0 − η)
−C1···n(λ0 − η) D1···n(λ0 − η)
)
[0]
(5.14)
5.1.3 The diagonalized forms of operators A and D
Let us give the diagonalized forms of the A and D operators [6].
The following criterion for the F -basis to be non-singular should be useful.
Proposition 24. The determinants of the partial and total F matrices are given by
detF0,1···n =
n∏
j=1
b(λ0 − ξj) , detF1···n =
∏
1≤i<j≤n
b(ξi − ξj) (5.15)
Proposition 24 follows from lemma D.1 of Appendix D.
We can show the diagonalized forms of operators A and D as follows [6].
Proposition 25 (Diagonalization of A and D).
F1···nD1···n(λ0)F
−1
1···n =
n⊗
i=1
(
b0i 0
0 1
)
[i]
(5.16)
F¯1···nA1···n(λ0)F¯
−1
1···n =
n⊗
i=1
(
1 0
0 b0i
)
[i]
, (5.17)
where b0i = b(λ0 − ξi)
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Proposition 26 (Diagonalization of A† and D†).
F1···nA
†
1···n(λ0)F
−1
1···n =
n⊗
i=1
(
1 0
0 bi0
)
[i]
(5.18)
F¯1···nD
†
1···n(λ0)F¯
−1
1···n =
n⊗
i=1
(
bi0 0
0 1
)
[i]
(5.19)
where bi0 = b(ξi − λ0)
The derivation of the diagonalized forms and some useful formulas are briefly reviewed
in Appendix D.
For a given operator X1···n(λ1, · · · , λn) ∈ End(V (λ1)⊗· · ·⊗V (λn)) we denote FAF
−1
by F˜ :
X˜1···n = F12···nX12···nF
−1
12···n . (5.20)
For instance we have D˜1···n(λ0) = F1···nD1···n(λ0)F
−1
1···n.
5.2 Pseudo-diagonalization of the B operator
Let us recall that the matrix elements of the monodromy matrix R+0,1···L are related to
the symmetric ones as follows.
R+0,12···L(u; ξ1, . . . , ξL) =
(
A+12···L(u; ξ1, . . . , ξL) B
+
12···L(u; ξ1, . . . , ξL)
C+12···L(u; ξ1, . . . , ξL) D
+
12···L(u; ξ1, . . . , ξL)
)
[0]
=
(
χ12···LA12···L(u; {ξj}) (χ12···L)
−1 e−λ0χ12···LB12···L(u; {ξj}) (χ12···L)
−1
eλ0χ12···LC12···L(u; {ξj}) (χ12···L)
−1 χ12···LD12···L(u; {ξj}) (χ12···L)
−1
)
[0]
(5.21)
Then, from the quantum-group invariance (3.10) we have the following commutation
relations:
B+1···n(λ) = D
+
1···n(λ)∆
(n−1)(X−)− q∆(n−1)(X−)D+1···n(λ) (5.22)
C+1···n(λ) = ∆
(n−1)(X+)D+1···n(λ)− q
−1D+1···n(λ)∆
(n−1)(X+) (5.23)
Here X± are generators of Uq(sl2), and ∆
(n−1)(X−) denote the tensor-product represen-
tation of ∆(n−1)(X−) acting on the n sites from the 1st to nth. We remark that more
generally, we have commutation relations (3.39) for the affine quantum group Uq(ŝl2).
In this subsection we abbreviate the superscript + for the asymmetric monodromy ma-
trix, for simplicity. In fact, the essential parts of formulas such as the fundamental com-
mutation relations are invariant under gauge transformations if we express them in terms
of the generators of the quantum affine algebra Uq(ŝl2) in the evaluation representation
(3.28). Here we remark that the matrix representation of the evaluation representation of
Uq(ŝl2) can be changed through gauge transformations.
Let us now introduce some symbols.
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Definition 27. We define operators δ̂jk(λj , λk) for j, k satisfying 0 ≤ j < k ≤ L by
δ̂jk(λj , λk) =

1 0 0 0
0 b−1kj 0 0
1 0 b−1jk 0
1 0 0 1

[jk]
, (5.24)
where bjk = b(λj − λk) and bkj = b(λk − λj). We define δ̂1···n and δ̂0,1···n by
δ̂1···n =
∏
1≤j<k≤n
δ̂jk(λj , λk)
δ̂0,1···n = δ̂01···nδ̂
−1
1···n =
n∏
j=1
δ̂0j(λ0, λj) (5.25)
We define δ̂1···ni by
δ̂1···ni = δ̂i,i+1···n1···i−1 =
n∏
j=1;j 6=i
δ̂ij (5.26)
Some useful formulas are given in Appendix D.
Let us denote I⊗m⊗∆(ℓ−1)(x)⊗I⊗(n−ℓ−m) by ∆
(ℓ−1)
m+1m+2 ···m+ℓ(x) or ∆m+1m+2 ···m+ℓ(x)
for x ∈ Uq(sl2) in the tensor-product representation.
Lemma 28. Let X− denote the generator of the quantum group Uq(sl2) and X
−
j the
spin-1/2 representation of X− acting on the jth site in the tensor product representation
(V (1))⊗n. We have
∆˜1···n(X
−) =
(
X−1 + e
11
1 ∆˜2···n(X
−)A˜†2···n(ξ1) + e
22
1 D˜2···n(ξ1)∆˜2···n(X
−)
)
δ̂1,2···n (5.27)
Proof. Making use of (D.12) we show F−11···n = F
t1···tn
n···2,1F
−1
2···nδ̂1,2···n. We have
∆˜1···n(X
−) = F2···nF1,2···n∆
(n−1)(X−)F t1···tnn···2,1F
−1
2···nδ̂1,2···n (5.28)
Putting F1,2···n = e
11
1 + e
22
1 R1,2···n and F
t1···tn
n···2,1 = e
22
1 +R2···n,1e
11
1 , we have
F1,2···n∆
(n−1)(X−)F t1···tnn···2,1 =
(
e111 + e
22
1 R1,2···n
)
∆(n−1)(X−)
(
e221 +R2···n,1e
11
1
)
= e111 ∆
(n−1)(X−)e221 + e
11
1 ∆
(n−1)(X−)R2···n,1e
11
1
+e221 R1,2···n∆
(n−1)(X−)e221 + e
22
1 R1,2···n∆
(n−1)(X−)R2···n,1e
11
1
= 0 + e111 ∆2···n(X
−)R2···n,1e
11
1 + e
22
1 R1,2···n∆2···n(X
−)e221 +X
−
1 . (5.29)
Here we have made use of the following:
∆(n−1)(X−) = ∆(n−2)∆(X−) = X− ⊗∆(n−2)(K−1) + I ⊗∆(n−2)(X−) . (5.30)
We thus have
∆˜1···n(X
−) =
(
X−1 + e
11
1 ∆˜2···n(X
−)R˜2···n,1e
11
1 + e
22
1 R˜1,2···n∆˜2···n(X
−)e111
)
δ̂1,2···n . (5.31)
We obtain the case of n from (5.12).
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Lemma 29. In the tensor-product representation (V (1))⊗n we have
∆˜1···n(X
−) =
n∑
i=1
X−i δ̂
1···n
i . (5.32)
Proof. We show it by induction on n. The case of n = 1 is trivial. Let us assume the case
of n−1. In eq. (5.27), the first term gives the following: X−1 δ̂1,2···n = X
−
1 δ̂
1···n
1 . Assuming
(5.32) for ∆̂2···n and putting it into the second term of (5.27), we have
e111 ∆˜2···n(X
−)A˜†2···n(ξ1)δ̂1,2···n = e
11
1
n∑
i=2
X−i δ̂
2···n
i
n⊗
k=2
(
1 0
0 bk1
)
[k]
δ̂1,2···n
=
n∑
i=2
X−i δ̂
1···n
i e
11
1
= e111
n∑
i=2
X−i δ̂
1···n
i (5.33)
Here we have made use of (5.18). Similarly, we have
e221 D˜2···n(ξ1)∆˜2···n(X
−)e221 δ̂1,2···n = e
22
1
n∑
i=2
X−i δ̂
1···n
i (5.34)
Thus, we have the case of n as follows.
∆˜1···n(X
−) = X−1 δ̂
1···n
1 + (e
11
1 + e
22
1 )
n∑
i=2
X−1 δ̂
1···n
i
=
n∑
i=1
X−i δ̂
1···n
i . (5.35)
From the fundamental commutation relation (5.22) we have the following:
Lemma 30. In the tensor product (V (1))⊗n we have
B˜1···n(λ) =
n∑
i=1
X−i (D˜1···i−1,i+1···n(λ)− qD˜1···n(λ))δ̂
1···n
i . (5.36)
Proof. We transform the both sides of the fundamental commutation relation (5.22) by
F1···n, and put (5.16) and (5.32) into it, we have the following:
B˜1···n(λ) = D˜1···n(λ)∆˜1···n(X
−)− q∆˜1···n(X
−)D˜1···n(λ)
=
n⊗
j=1
(
b0j 0
0 1
)
[j]
n∑
i=1
X−i δ̂
1···n
i − q
n∑
i=1
X−i δ̂
1···n
i
n⊗
j=1
(
b0j 0
0 1
)
[j]
=
n∑
i=1
X−i (D˜1···i−1,i+1···n(λ)− qD˜1···n(λ))δ̂
1···n
i . (5.37)
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Proposition 31 (Pseudo-diagonalization of B operator). We have
B˜1···n(λ) =
n∑
i=1
c−0iX
−
i
n⊗
j=1;j 6=i
(
b0j 0
0 b−1ji
)
[j]
, (5.38)
where b0i = b(λ0 − ξi), bji = b(ξj − ξi) and c
−
0i = c
−(λ0 − ξi) = exp(−(λ0 − ξi))c(λ0 − ξi).
Proof. Let us denote b0i = sinh(λ−ξi)/ sinh(λ−ξi+η) and c0i = sinh(η)/ sinh(λ−ξi+η),
by b0i and c0i respectively, . Putting 1− qb01 = c
−
0i in (5.36) we show
B˜1···n(λ) =
n∑
i=1
c−0iX
−
i D˜1···i−1 i+1···nδ̂
1···n
i . (5.39)
After some calculation, we have (5.38).
Similarly, making use of lemmas E.1, E.2 and E.3, we can show the diagonalized form
of operator C.
Proposition 32. Let X+i denote the spin-1/2 representation of X
+ acting on the ith site
in the tensor product representation. We have
C˜1···n(λ0) =
n∑
i=1
c+0iX
+
i
n⊗
j=1;j 6=i
(
b0jb
−1
ij 0
0 1
)
[j]
, (5.40)
where b0i = b(λ0 − ξi), bji = b(ξj − ξi) and c
+
0i = c
+(λ0 − ξi).
5.3 Pseudo-diagonalized forms of the symmetric B and C
operators
Let us show the pseudo-diagonalized forms of the B and C operators of the symmet-
ric monodromy matrix R0,1···n. Here we recall that expressions (5.38) and (5.40) are
for B˜+12···n(λ) and C˜
+
12···n(λ), respectively. They are matrix elements of the asymmetric
monodromy matrix R+0,1···n = χ01···nR0,1···nχ
−1
01···n. We have the following relations:
B+12···n(λ) = e
−λχ01···nR0,1···nχ
−1
01···n
C+12···n(λ) = e
λχ01···nR0,1···nχ
−1
01···n (5.41)
Therefore, applying the inverse gauge transformation χ¯ to (5.38) and (5.40), we obtain
B˜1···n(λ) =
n∑
i=1
c0i σ
−
i
n⊗
j=1;j 6=i
(
b0j 0
0 b−1ji
)
[j]
, (5.42)
and
C˜1···n(λ0) =
n∑
i=1
c0i σ
+
i
n⊗
j=1;j 6=i
(
b0jb
−1
ij 0
0 1
)
[j]
. (5.43)
Here we recall c0i = sinh(η)/ sinh(λ− ξi + η).
We should remark that expressions (5.42) and (5.43) coincide with eq. (2.29) and
(2.30) of Ref. [7], respectively.
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6 Scalar products formulas
6.1 Formula for higher-spin scalar products
Let us consider the case of tensor product of spin-s representations. We recall that ℓ = 2s
and L = ℓNs. We introduce parameters ξ
(ℓ;ǫ)
j for j = 1, 2, . . . , L, as follows:
ξ
(ℓ;ǫ)
(k−1)ℓ+j = ζk − (j − 1)η + ℓη/2 + ǫrj j = 1, . . . ℓ; k = 1, . . . , Ns . (6.1)
Here rj (j = 1, 2, . . . , ℓ) are distinct and nonzero parameters, and ǫ is an arbitrary small
number. We also introduce the following symbol:
P
(ℓ)
1···L =
Ns∏
j=1
P
(ℓ)
(j−1)ℓ+1 , P
(ℓ) χ¯
1···L =
Ns∏
j=1
(
P
(ℓ)
(j−1)ℓ+1
)χ¯
(6.2)
Here we recall that B operator acting on the tensor product of spin-s representations,(
V (2s)
)⊗Ns
, is given by B operator acting on the tensor product of spin-1/2 representations(
V (1)
)⊗L
with L = Nsℓ and multiplied by the projection operators:
B
(ℓ)
1···Ns
(u; ζ1, . . . , ζNs) = P
(ℓ)
1···LB
(1)
1···L(u; ξ
(ℓ)
1 , . . . , ξ
(ℓ)
L )P
(ℓ)
1···L .
We now define the scalar product for the spin-ℓ/2 case as follows.
Definition 33. Let {λα} (α = 1, 2, . . . , n) be a set of solutions of the Bethe ansatz
equations and {µj} (j = 1, 2, . . . , n) be arbitrary numbers. We define the scalar product
S
(ℓ)
n ({µj}, {λα}; {ζk}) by the following:
S(ℓ)n ({µj}, {λα}; {ζk}) = 〈0|C
(ℓ)(µ1) · · ·C
(ℓ)(µn)B
(ℓ)(λ1) · · ·B
(ℓ)(λn) |0〉 (6.3)
Here C(ℓ)(µj) and B
(ℓ)(λα) abbreviate C
(ℓ)
1···Ns
(µj ; {ζj}) and B
(ℓ)
1···Ns
(λα; {ζj}), respectively,
and ζk denote the centers of ℓk-strings of the inhomogeneous parameters {ξ
ℓ
k}.
We calculate the scalar product for the higher-spin XXZ chains by the formula in the
next proposition.
Proposition 34. Let {λα} satisfy the Bethe ansatz equations for the spin-ℓ/2 case. The
scalar product of the spin-ℓ/2 XXZ spin chain is reduced into that of the spin-1/2 XXZ
spin chain as follows:
S(ℓ)n ({µj}, {λα}; {ζk}) = lim
ǫ→0
[
S(1)n ({µj}, {λα}; {ξ
(ℓ;ǫ)
k })
]
(6.4)
Proof. We now calculate the scalar product making use of eq. (4.7) of lemma 14 as follows.
〈0|C
(ℓ)
1···Ns
(µ1; {ζj}) · · ·C
(ℓ)
1···Ns
(µn; {ζj})B
(ℓ)
1···Ns
(λ1; {ζj}) · · ·B
(ℓ)
1···Ns
(λn; {ζj}) |0〉
= 〈0|
(
P
(ℓ) χ¯
1···LC
(1)
1···L(µ1; {ξ
(ℓ)
j })P
(ℓ) χ¯
1···L
)
· · ·
(
P
(ℓ) χ¯
1···LC
(1)
1···L(µn; {ξ
(ℓ)
j })P
(ℓ) χ¯
1···L
)
·
(
P
(ℓ) χ¯
1···LB
(1)
1···L(λ1; {ξ
(ℓ)
j })P
(ℓ)
1···L
)
· · ·
(
P
(ℓ) χ¯
1···LB
(1)
1···L(λn; {ξ
(ℓ)
j })P
(ℓ)
1···L
)
|0〉
= 〈0|P
(ℓ) χ¯
1···L × C
(1)
1···L(µ1; {ξ
(ℓ)
j }) · · · C
(1)
1···L(µn; {ξ
(ℓ)
j })
·B
(1)
1···L(λ1; {ξ
(ℓ)
j }) · · ·B
(1)
1···L(λn; {ξ
(ℓ)
j }) × P
(ℓ) χ¯
1···L |0〉 (6.5)
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Here we note that we have 〈0|P
(ℓ)
1···L = 〈0| and P
(ℓ)
1···L|0〉 = |0〉. Moreover, we have 〈0|P
(ℓ) χ¯
1···L =
〈0| and P
(ℓ) χ¯
1···L |0〉 = |0〉. We thus have
〈0|C
(ℓ)
1···Ns
(µ1; {ζj}) · · ·C
(ℓ)
1···Ns
(µn; {ζj})B
(ℓ)
1···Ns
(λ1; {ζj}) · · ·B
(ℓ)
1···Ns
(λn; {ζj}) |0〉
= 〈0|C
(1)
1···L(µ1; {ξ
(ℓ)
j }) · · · C
(1)
1···L(µn; {ξ
(ℓ)
j }) · B
(1)
1···L(λ1; {ξ
(ℓ)
j }) · · ·B
(1)
1···L(λn; {ξ
(ℓ)
j }) |0〉
(6.6)
We evaluate the last line through the following limit of sending ǫ to zero:
〈0|C
(1)
1···L(µ1; {ξ
(ℓ)
j }) · · · C
(1)
1···L(µn; {ξ
(ℓ)
j }) · B
(1)
1···L(λ1; {ξ
(ℓ)
j }) · · ·B
(1)
1···L(λn; {ξ
(ℓ)
j }) |0〉
= lim
ǫ→0
〈0|C
(1)
1···L(µ1; {ξ
(ℓ;ǫ)
j }) · · ·C
(1)
1···L(µn; {ξ
(ℓ;ǫ)
j })
×B
(1)
1···L(λ1; {ξ
(ℓ;ǫ)
j }) · · ·B
(1)
1···L(λn; {ξ
(ℓ;ǫ)
j }) |0〉
= lim
ǫ→0
[
〈0|C˜
(1)
1···L(µ1; {ξ
(ℓ;ǫ)
j }) · · · C˜
(1)
1···L(µn; {ξ
(ℓ;ǫ)
j })
× B˜
(1)
1···L(λ1; {ξ
(ℓ;ǫ)
j }) · · · B˜
(1)
1···L(λn; {ξ
(ℓ;ǫ)
j })
]
|0〉 (6.7)
We evaluate the spin-1/2 scalar product taking the limit of sending ǫ to 0, so that we
can make the determinant of FL···21 being nonzero. Here we remark that the operator
FL···21 appears in the pseudo-diagonalization process of the B and C operators, as shown
in Section 5, and also that the determinant of FL···21 vanishes at ǫ = 0, when parameters
ξj are given by eq. (6.1). In fact, if we put some inhomogeneous parameters ξj in the
form of a “complete ℓ-string” [29], that is, for some integers ℓ, m and a constant z, we
have ξm+j = z − jη for j = 1, 2, . . . , ℓ, then the determinant of FL···21 vanishes. Here we
also note that detF12···L 6= 0 even at ǫ = 0.
Let us discuss the mixed spin case. We set the inhomogeneous parameters as follows:
ξ
(ℓ;ǫ)
ℓ1+···ℓk−1+j
= ζk − (j − 1)η + (ℓ− 1)η/2 + ǫrj j = 1, . . . ℓ; k = 1, . . . , r . (6.8)
Let us define P
(ℓ)
12···L and P
(ℓ) χ¯
12···L by
P
(ℓ)
12···L =
r∏
k=1
P
(ℓk)
ℓ(k−1)+1
P
(ℓ) χ¯
12···L =
r∏
k=1
(
P
(ℓk)
ℓ(k−1)+1
)χ¯
(6.9)
It is easy to see the following:
〈0|P
(ℓ)
12···L = 〈0| , P
(ℓ)
12···L|0〉 = |0〉 ,
〈0|P
(ℓ) χ¯
12···L = 〈0| , P
(ℓ) χ¯
12···L|0〉 = |0〉 (6.10)
We now define the scalar product for the mixed spin case as follows.
S(ℓ)n ({µj}, {λα}; {ζk}) = 〈0|C
(ℓ)(µ1) · · ·C
(ℓ)(µn)B
(ℓ)(λ1) · · ·B
(ℓ)(λn) |0〉 (6.11)
Here C(ℓ)(µj) and B
(ℓ)(λα) abbreviate C
(ℓ)
1···r(µj ; {ζj}) and B
(ℓ)
1···r(λα; {ζj}), respectively.
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Proposition 35. Let {λα} satisfy the Bethe ansatz equations for the mixed spin case.
The scalar product of the mixed-spin XXZ spin chain is reduced into that of the spin-1/2
XXZ spin chain as follows:
S(ℓ)n ({µj}, {λα}; {ζk}) = lim
ǫ→0
[
S(1)n ({µj}, {λα}; {ξ
(ℓ;ǫ)
k })
]
(6.12)
6.2 Determinant expressions of the scalar products
Let us review the result of the spin-1/2 case [7]. Suppose that λα for α = 1, 2, . . . , n,
are solutions of the Bethe ansatz equations with in homogeneous parameters ξj for j =
1, 2, . . . , L, the scalar product is defined by
Sn({µj}, {λα}; {ξk}) = 〈0|
n∏
j=1
C(µj; {ξk})
n∏
α=1
B(λα; {ξk})|0〉 (6.13)
Here µj for j = 1, 2, . . . , n are arbitrary. We note that Sn({µj}, {λα}; {ξk}) has been
denoted by S
(1)
n ({µj}, {λα}; {ξk}) in the last subsection. Then, the exact expression of
the scalar product has been shown through the pseudo-diagonalized forms of the B and
C operators as follows [7]:
Sn({µj}, {λα}; {ξk}) = 〈0|
n∏
j=1
C˜(µj)
n∏
α=1
B˜(λα)|0〉
=
∏n
α=1
∏n
j=1 sinh(µj − λα)∏
j>k sinh(µk − µj)
∏
α<β sinh(λβ − λα)
detT ({µj}, {λα}; {ξk}) (6.14)
Here the matrix elements Tab for a, b = 1, . . . , n, are given by
Tab =
∂
∂λα
τ(µb, {λk}; {ξk}) (6.15)
where
τ(µ, {λk}; {ξk}) = a(µ)
n∏
k=1
b−1(λk − µ) + d(µ; {ξj}; {ξk})
n∏
k=1
b−1(µ− λk)
(6.16)
and
a(µ) = 1 , d(µ; {ξj}) =
L∏
j=1
b(µ− ξj) . (6.17)
Let us express the scalar product of the higher-spin case in terms of the determinant
of the matrix T . In the tensor product of spin-ℓ/2 representations we have
S(ℓ)n ({µj}, {λα}; {ζk})
=
∏n
α=1
∏n
j=1 sinh(µj − λα)∏
j>k sinh(µk − µj)
∏
α<β sinh(λβ − λα)
detT ({µj}, {λα}; {ξ
(ℓ)
k }) (6.18)
In the mixed-spin case we have
S(ℓ)n ({µj}, {λα}; {ζk})
=
∏n
α=1
∏n
j=1 sinh(µj − λα)∏
j>k sinh(µk − µj)
∏
α<β sinh(λβ − λα)
detT ({µj}, {λα}; {ξ
(ℓ)
k }) (6.19)
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6.3 Norms of the Bethe states in the higher-spin case
For two sets of n parameters, µ1, . . . , µn and λ1, . . . , λn, we define matrix elements Hab
by
Hab({µj}, {λα; {ξk}) =
sinh η
sinh(λa − µb)
a(µb)
d(µb)
n∏
k=1; 6=a
sinh(λk − µb + η)−
n∏
k=1; 6=a
sinh(λk − µb − η)

(6.20)
Let us assume that λ1, . . . , λn are solutions of the Bethe ansatz equations. We have
detH({λα}, {µj}; {ξk}) = detT ({λα}, {µj}; {ξk})
n∏
α=1
n∏
j=1
sinh(µj − λα)
 n∏
j=1
d(µj)
−1
(6.21)
Let us now take the limit of sending µj to λj for each j. Then we have
lim
µj→λj
detH({λα}, {µj}; {ξk}) = sinh
n η
n∏
β=1
n∏
m=1;m6=β
sinh(λm − λβ − η) · detΦ
′
({λα})
(6.22)
where matrix elements Φ
′
ab for a, b = 1, . . . , n, are given by
Φ
′
ab({λα}; {ξ}) = −
∂
∂λb
a(λa; {ξj})
d(λb; {ξj})
n∏
k=1;k 6=a
b(λa − λk)
b(λk − λa)
 (6.23)
Suppose that λα for n = 1, 2, . . . , n are solutions of the Bethe ansatz equations.
Gaudin’s formula for the square of he norm of the Bethe state is given by
Nn({λα}; {ξj}) = 〈0|
n∏
j=1
C(λj)
n∏
j=1
B(λk)|0〉
= sinhn η
n∏
α,β=1;α6=β
b−1(λα − λβ) · detΦ
′
(λα; {ξj}) (6.24)
Let us define the norm of the Bethe state for the mixed spin case of ℓ as follows.
N
(ℓ)
n ({λα}; {ξ
(ℓ)
k }) = 〈0|
n∏
j=1
C(ℓ)(λj)
n∏
j=1
B(ℓ)(λk)|0〉 (6.25)
Then we have
N
(ℓ)
n ({λα}; {ξ
(ℓ)
k }) = sinh
n η
n∏
α,β=1;α6=β
b−1(λα − λβ) · detΦ
′
(λα; {ξ
ℓ
j }) (6.26)
7 Form factors and the inverse-scattering for the
higher-spin case
7.1 Formulas of the quantum inverse scattering problem
Let us briefly review the derivation of the fundamental lemma of the quantum-inverse
scattering problem for the spin-1/2 XXZ spin chain [6]. It will thus becomes clear how
the pseudo-diagonalization of B and C are important.
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Proposition 36. Let us denote by pq sequence pq = (1, 2, . . . , n). Recall the notation
R˜0,pq = F12···nR0,12···nF
−1
12···n. Then, R˜0,pq is invariant under any permutation. We have
R˜0,pq = R˜0,σ(pq) , for σ ∈ Sn . (7.1)
We shall show (7.1) in Appendix B.
The following lemma plays a central role in the quantum inverse-scattering problem
[7].
Lemma 37. For arbitrary inhomogeneous parameters ξ1, ξ2, . . . , ξL we have
xi =
i−1∏
α=1
(A+D)(ξα) tr0(x0R0,1···L(ξi))
L∏
α=i+1
(A+D)(ξα) (7.2)
Proof. For any operator x0 defined on the auxiliary space, we have
tr0(x0R0,12···L(λ = ξi)) = F
−1
12···Ltr0(x0R˜0,12···L(λ = ξi))F12···L
= F−112···Ltr0(x0R˜i,i+1···L1···i−1(λ = ξi))F12···L
= F−112···LFi···L1···i−1 tr0(x0Ri,i+1···L1···i−1(λ = ξi))F
−1
i···L1···i−1F12···L
=
(
F−1i···L1···i−1F12···L
)−1
xi(A(ξi) +D(ξi))
(
F−1i···L1···i−1F12···L
)
Here we have used (7.1), i.e. R˜0,12···L = R˜i,i+1···L1···i−1. From the expression of F
−1
i···L 1···i−1F1···L
we now have
tr0(x0R0,1···L) =
i−1∏
α=1
((A+D)(ξα))
−1 · xi ·
i∏
α=1
(A+D)(ξα) . (7.3)
7.2 Quantum inverse-scattering problem for the higher-spin
operators
Let us consider monodromy matrix T+0,1···ℓNs . Here we recall L = ℓNs. For simplicity, we
shall suppress the superscript ‘+’ for A,B,C and D operators through this subsection.
We recall the following: ∆(n−1)(K) = K⊗n and
∆(n−1)(X+) =
n∑
j=1
K⊗(j−1) ⊗X+j ⊗ I
⊗(n−j) ,
∆(n−1)(X−) =
n∑
j=1
I⊗(j−1) ⊗X−j ⊗
(
K−1
)⊗(n−j)
. (7.4)
It is useful to note that for i = 1, 2, . . . , ℓNs we have
Ki =
i−1∏
α=1
(A+D)(ξα)(qA+ q
−1D)(ξi)
ℓNs∏
α=i+1
(A+D)(ξα) . (7.5)
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In the tensor product of 2Ns spin-1/2 representations,
(
V
(1)
1 ⊗ V
(1)
2
)⊗Ns
, we have
∆12(X
−) =
(
X−1 ⊗K
−1
2 + I1 ⊗X
−
2
)
⊗ I⊗2(Ns−1)
=
{(
B(ξ1) ·
2Ns∏
α=2
(A+D)(ξα)
)
·
(
(A+D)(ξ1)(q
−1A+ qD)(ξ2)
2Ns∏
α=3
(A+D)(ξα)
)
+(A+D)(ξ1) · B(ξ2) ·
2Ns∏
α=3
(A+D)(ξα)
}
(7.6)
In the ℓth tensor product of spin-1/2 representations, V
(1)
1 ⊗ · · · ⊗ V
(1)
ℓ , we have
P
(ℓ)
1···ℓ · ∆
(ℓ−1)(X±) · P
(ℓ)
1···ℓ = P
(ℓ)
1···ℓ · ∆
(ℓ−1)(X±) = ∆(ℓ−1)(X±) · P
(ℓ)
1···ℓ (7.7)
In the tensor product of spin-ℓ/2 representations, V
(ℓ)
1 ⊗ · · · ⊗ V
(ℓ)
Ns
, we have for i =
1, 2, . . . , Ns the following relations:
X
−(ℓ+)
i = ∆
(ℓ−1)
(i−1)ℓ+1 ···iℓ(X
−)
=
ℓ∑
k=1
(i−1)ℓ+k−1∏
α=1
(A+D)(ξα) ·B(ξ(i−1)ℓ+k) ·
ℓNs∏
α=(i−1)ℓ+k+1
(A+D)(ξα)
×
ℓ∏
j=k+1
(i−1)ℓ+j−1∏
α=1
(A+D)(ξα) · (q
−1A+ qD)(ξ(i−1)ℓ+j) ·
ℓNs∏
α=(i−1)ℓ+j+1
(A+D)(ξα)
=
ℓ∑
k=1
(i−1)ℓ+k−1∏
α=1
(A+D)(ξα) ·B(ξ(i−1)ℓ+k) ·
×
ℓ∏
j=k+1
(q−1A+ qD)(ξ(i−1)ℓ+j) ·
ℓNs∏
α=iℓ+1
(A+D)(ξα) . (7.8)
Here we have made use of the following:
ℓNs∏
α=1
(A+D)(ξα) = I
⊗ℓNs . (7.9)
Similarly, we can express X
+(ℓ+)
i and K
(ℓ+)
i as follows.
X
+(ℓ+)
i = ∆
(ℓ−1)
(i−1)ℓ+1 ···iℓ(X
+)
=
ℓ∑
k=1
(i−1)ℓ∏
α=1
(A+D)(ξα) ·
k−1∏
j=1
(qA+ q−1D)(ξ(i−1)ℓ+j) · C(ξ(i−1)ℓ+k)
ℓNs∏
α=(i−1)ℓ+k+1
(A+D)(ξα) . (7.10)
K
(ℓ+)
i = ∆
(ℓ−1)
(i−1)ℓ+1 ···iℓ(K)
=
(i−1)ℓ∏
α=1
(A+D)(ξα)
ℓ∏
j=1
(qA+ q−1D)(ξ(i−1)ℓ+j)
ℓNs∏
α=iℓ+1
(A+D)(ξα) .
(7.11)
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7.3 Useful formulas in the higher-spin case
Let us denote by X±(ℓ) the matrix representations of generators X± in the spin-ℓ/2
representation of Uq(sl2). Here we recall that the matrix representations of X
±(ℓ) are
obtained by calculating the action of ∆(ℓ−1)(X±) on the basis {||ℓ, n〉}.
We explicitly calculate the actions of σ−1 = σ
−⊗ I⊗(ℓ−1) and σ+ℓ = I
⊗(ℓ−1)⊗σ+ on the
basis {||ℓ, n〉} in the spin-ℓ/2 representation. Multiplying projection operators to them,
we obtain the following formulas:
P
(ℓ)
1···ℓ σ
−
1 P
(ℓ)
1···ℓ =
1
[ℓ]q
X−(ℓ+)
P
(ℓ)
1···ℓ σ
+
ℓ P
(ℓ)
1···ℓ =
1
[ℓ]q
X−(ℓ+) (7.12)
Therefore, we have for i = 1, 2, . . . , Ns, the following formulas:
P
(ℓ)
(i−1)ℓ+1X
−(ℓ+)
i P
(ℓ)
(i−1)ℓ+1
= [ℓ]qP
(ℓ)
(i−1)ℓ+1
(i−1)ℓ∏
α=1
(A+ +D+)(ξα) ·B
+(ξ(i−1)ℓ+1) ·
ℓNs∏
α=(i−1)ℓ+2
(A+ +D+)(ξα)P
(ℓ)
(i−1)ℓ+1
(7.13)
P
(ℓ)
(i−1)ℓ+1X
+(ℓ+)
i P
(ℓ)
(i−1)ℓ+1
= [ℓ]qP
(ℓ)
(i−1)ℓ+1
iℓ−2∏
α=1
(A+ +D+)(ξα) · C
+(ξiℓ−1) ·
ℓNs∏
α=iℓ
(A+ +D+)(ξα)P
(ℓ)
(i−1)ℓ+1 . (7.14)
Taking advantage of projection operators, we thus have shown that the summation over
k arising from the (ℓ−1)th comultiplication operation can be calculated by a single term.
This reduces the calculational task very much.
In the derivation of (7.13), we first note
χ1···Lσ
−
(i−1)ℓ+1χ
−1
1···L exp(−ξ(i−1)ℓ+1) , (7.15)
and then we show the following:
σ−(i−1)ℓ+1 =
(i−1)ℓ∏
α=1
(A+ +D+)(ξα)B
+(ξ(i−1)ℓ+1)
ℓNs∏
α=(i−1)ℓ+2
(A+ +D+)(ξα) . (7.16)
We shall show relations (7.12) in Appendix C.
We now introduce useful formulas expressing any given operator in the spin-ℓ repre-
sentation. Let us take two sets of integers i1, . . . , im and j1, . . . , jn satisfying 1 ≤ i1 <
· · · < im ≤ ℓ and 1 ≤ j1 < · · · < jn ≤ ℓ, respectively. We can show the following:
||ℓ,m〉〈ℓ, n|| =
[
ℓ
m
]
q
qm(m+1)/2−n(n−1)/2+nℓ−(i1+···+im+j1+···+jn)
×P
(ℓ)
1···ℓ
 m∏
k=1
e21ik ·
ℓ∏
p=1;p 6=ik,jq
e22p ·
n∏
q=1
e12jq
P (ℓ)1···ℓ (7.17)
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Setting i1 = 1, i2 = 2, . . . , im = m and j1 = 1, j2 = 2, . . . , jn = n, we have for m > n
||ℓ,m〉〈ℓ, n|| =
[
ℓ
n
]
q
q(ℓ−n) P
(ℓ)
1···ℓ
(
n∏
k=1
e22k
m∏
k=n+1
e21k
ℓ∏
k=m+1
e11k
)
P
(ℓ)
1···ℓ (7.18)
and for m < n
||ℓ,m〉〈ℓ, n|| =
[
ℓ
n
]
q
q(ℓ−n) P
(ℓ)
1···ℓ
(
m∏
k=1
e22k
n∏
k=m+1
e12k
ℓ∏
k=n+1
e11k
)
P
(ℓ)
1···ℓ (7.19)
and for m = n
||ℓ, n〉〈ℓ, n|| =
[
ℓ
n
]
q
q(ℓ−n) P
(ℓ)
1···ℓ
(
n∏
k=1
e22k
ℓ∏
k=n+1
e11k
)
P
(ℓ)
1···ℓ (7.20)
Let us denote by Emn(ℓ+) the unit matrices acting on spin-ℓ representation V (ℓ) for m,n =
0, 1, . . . , ℓ. We now define E
mn(ℓ+)
i by the unit matrices acting on the ith component of
the tensor product (V (ℓ))⊗Ns . Explicitly, we have
E
mn (ℓ+)
i = (I
(ℓ))⊗(i−1) ⊗ Emn ⊗ (I(ℓ))⊗(Ns−i) (7.21)
where I(ℓ) denotes the (ℓ + 1) × (ℓ + 1) identity matrix. Then, we derive the following
formulas from (7.18), (7.19) and (7.20), respectively. For m > n we have
E
mn (ℓ+)
i =
[
ℓ
m
]
q
qn(ℓ−n) P
(ℓ)
1···L
(i−1)ℓ∏
α=1
(A+D)(ξα)
n∏
k=1
D(ξ(i−1)ℓ+k)
m∏
k=n+1
B(ξ(i−1)ℓ+k)
×
ℓ∏
k=m+1
A(ξ(i−1)ℓ+k)
ℓNs∏
α=iℓ+1
(A+D)(ξα) P
(ℓ)
1···L . (7.22)
For m < n we have
E
mn (ℓ+)
i =
[
ℓ
m
]
q
qn(ℓ−n) P
(ℓ)
1···L
(i−1)ℓ∏
α=1
(A+D)(ξα)
m∏
k=1
D(ξ(i−1)ℓ+k)
n∏
k=m+1
C(ξ(i−1)ℓ+k)
×
ℓ∏
k=n+1
A(ξ(i−1)ℓ+k)
ℓNs∏
α=iℓ+1
(A+D)(ξα) P
(ℓ)
1···L . (7.23)
For m = n we have
E
nn (ℓ+)
i =
[
ℓ
n
]
q
qn(ℓ−n) P
(ℓ)
1···L
(i−1)ℓ∏
α=1
(A+D)(ξα)
n∏
k=1
D(ξ(i−1)ℓ+k)
×
ℓ∏
k=n+1
A(ξ(i−1)ℓ+k)
ℓNs∏
α=iℓ+1
(A+D)(ξα) P
(ℓ)
1···L . (7.24)
Let us now discuss the derivation of formula (7.17). It is easy to show the following:
σ−i1 · · · σ
−
im
|0〉〈0|σ+j1 · · · σ
+
jn
= e21i1 · · · e
21
in
ℓ∏
p=1;p 6=ik,jq
e11p e
12
i1 · · · e
12
in (7.25)
Then, making use of expressions (4.20) and (4.25), we obtain (7.17).
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7.4 Form factors for higher-spin operators
Making use of the fundamental lemma of the quantum inverse-scattering problem, lemma
37, together with the useful formulas given in §7.3 such as (7.13) and (7.14), and (7.22),
(7.23) and (7.24), we can systematically calculate form factors for the higher-spin cases.
Here we note that the form factors associated with generators S± of the spin SU(2) have
been derived for the higher-spin XXX chains [27]. They are derived through the relations
corresponding to (7.8) and (7.10) in the limit of q = 1.
For an illustration, let us calculate the following form factor:
F−(ℓ+)n (i; {µj}, {λk}) = 〈0|
n+1∏
j=1
C(ℓ+)(µj) ·X
−(ℓ+)
i
n∏
k=1
B(ℓ+)(λk)|0〉 , (7.26)
where {µj} and {λk} are solutions of the Bethe ansatz equations. Putting (7.13) into
(7.26) and making use of the fact that projector P
(ℓ)
1···L commutes with the matrix elements
of R+0,1···L, we have
〈0|
n+1∏
j=1
C+(µj) ·X
−(ℓ+)
i
n∏
k=1
B+(λk)|0〉
= [ℓ]q 〈0|
n+1∏
j=1
C+(µj) · P
(ℓ)
(i−1)ℓ+1
(i−1)ℓ∏
α=1
(A+ +D+)(ξα) ·B
+(ξ(i−1)ℓ+1) ·
×
ℓNs∏
α=(i−1)ℓ+2
(A+ +D+)(ξα)P
(ℓ)
(i−1)ℓ+1
n∏
k=1
B+(λk)|0〉
= [ℓ]q e
Pn+1
j=1 µj−
Pn
k=1 λk−ξ(i−1)ℓ+1
φ(i−1)ℓ({µj}n+1)
φ(i−1)ℓ+1({λ}n)
〈0|
n+1∏
j=1
C(µj) · B(ξ(i−1)ℓ+1)
n∏
k=1
B(λk)|0〉
= [ℓ]q e
Pn+1
j=1 µj−
Pn
k=1 λk−ξ(i−1)ℓ+1
φ(i−1)ℓ({µj}n+1)
φ(i−1)ℓ+1({λ}n)
×Sn+1
(
{µj}n+1, {ξ(i−1)ℓ+1, λ1, . . . , λn}; {ξ
(ℓ)
k }
)
(7.27)
Let us define the form factor in the symmetric case as follows.
F−(ℓ)n (i; {µj}, {λk}) = 〈0|
n+1∏
j=1
C(µj) ·
(
X
−(ℓ+)
i
)χ¯ n∏
k=1
B(λk)|0〉 (7.28)
Here we recall that {µj} and {λk} are solutions of the Bethe ansatz equations. Then, we
obtain the following expression.
F−(ℓ)n (i; {µj}, {λk}) = [ℓ]q
φ(i−1)ℓ({µj}n+1)
φ(i−1)ℓ+1({λ}n)
×Sn+1
(
{µj}n+1, {ξ(i−1)ℓ+1, λ1, . . . , λn}; {ξ
(ℓ)
k }
)
. (7.29)
Let us define the form factor for K by
FK(ℓ+)n (i, {µj}, {λk}) = 〈0|
n∏
j=1
C(ℓ+)(µj) ·
(
K
(ℓ+)
i
)χ¯ n∏
k=1
B(ℓ+)(λk)|0〉 . (7.30)
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Here we recall that {µj} and {λk} are solutions of the Bethe ansatz equations. Similarly,
we can calculate as follows.
FK(ℓ+)n (i, {µj}, {λk}) = exp
 n∑
j=1
µj −
n∑
k=1
λk
 φ(i−1)ℓ({µj}n)
φiℓ({λ}n)
×
ℓ∑
n=0
[
ℓ
n
]
q
qℓ−2n+n(ℓ−n)〈0|
n∏
j=1
C(µj)
n∏
k=1
D(ξ(i−1)ℓ+k)
ℓ∏
k=n+1
A(ξ(i−1)ℓ+k)
n∏
k=1
B(λk)|0〉
(7.31)
Through the commutation relation between A and B and that between C and D, the
vacuum expectation of the product of C, D, A and B operators can be expressed in terms
of the sum of scalar products.
A Derivation of symmetry relations for Rσp
Lemma A.1. Let p be a sequence of n integers, 1, 2, . . . , n. For any σA, σB ∈ Sn we have
(σAσB) p = σB(σAp) . (A.1)
Proof. Let us denote pσAi by qi for i = 1, 2, . . . , n. We thus have
σB(q1, . . . , qn) = (qσB1, . . . , qσBn)
= (pσA(σB1), . . . , pσA(σBn))
= (pσAσB 1, . . . , pσAσB n)
= (σAσB) p (A.2)
Proposition A.1. Definition 3 is well defined. That is, for Rj,k = Rj,k(λj , λk) the
following relations hold:
R(σAσB)σCp = R
σA(σBσC)
p (A.3)
R
s2j
p = R
e
p = 1 for j = 1, 2, . . . , n , (A.4)
R
sisi+1si
p = R
si+1sisi+1
p for i = 1, 2, . . . , n− 1 . (A.5)
Proof. We recall that in terms of generators sj the defining relations of the symmetric
group Sn are given by sisi+1si = si+1sisi+1 for i = 1, 2, . . . , n − 1 and s
2
j = 1 for j =
1, 2, . . . , n [35]. It thus follows that definition 3 is well defined if and only if conditions
(A.3), (A.4) and (A.5) hold. We now show them. Lemma A.1 leads to conditions (A.3).
Conditions (A.4) are derived from the inversion relations (unitarity conditions) (2.8).
Finally we show conditions (A.5) by the Yang-Baxter equations.
36
Lemma A.2. Let p be a sequence of integers 1, 2, . . . , n, and Rj,k denote Rj,k(λj , λk) for
j, k = 1, 2, . . . , n. For σc = (12 · · · n) we have
Rσcp = Rp1,p2···pn . (A.6)
Proof. Noting (12 · · · n) = (12)(23) · · · (n− 1n) = s1s2 · · · sn−1. we have
Rσcp = R
s1s2···sn−1
p = R
s2···sn−1
s1p R
s1
p
= R
s3···sn−1
s2(s1p)
Rs2s1pR
s1
p = R
s3···sn−1
(s1s2)p
Rs2s1pR
s1
p
= R
sn−1
(s1···sn−2)p
· · ·Rs3(s1s2)pR
s2
s1pR
s1
p
= R
sn−1
(12···n−1)p · · ·R
s3
(123)pR
s2
(12)pR
s1
p
= Rp1,pn · · ·Rp1,p3Rp1,p2
= Rp1,p2···pn . (A.7)
Proposition A.2. Let A be a Hopf algebra and R is an element of A ⊗ A such that
R∆(x) = τ ◦ ∆(x)R for all x ∈ A. Suppose that R is given by R =
∑
a r
(a,1) ⊗ r(a,2),
where r(a,1), r(a,2) ∈ A. We define Rj,k by
Rj,k =
∑
a
id1 ⊗ · · · ⊗ r
(a,1)
j ⊗ · · · ⊗ r
(a,2)
k ⊗ · · · ⊗ idn ∈ A
⊗n . (A.8)
If Rj,k satisfy the inversion relations and the Yang-Baxter equations:
R12R21 = id ,
R12R13R23 = R23R13R12 , (A.9)
then we have the following symmetry relations:
Rσpq∆
(n−1)(x) = σ ◦∆(n−1)(x)Rσpq x ∈ A . (A.10)
Here pq denotes pq = (1, 2, . . . , n), a sequence of n integers, and we have defined R
σ
pq as
in definition 3.
Proof. Recall that any given permutation σ is expressed as a product of generators sj =
(j j + 1). We show symmetry relations (A.10) by induction on the number of generators
sj whose product gives permutation σ. Suppose that (A.10) holds for σ = σA. We now
show that (A.10) holds for σ = σAsj. Making use of eq. (2.21) in definition 3 we have
R
σAsj
pq ∆
(n−1)(x) = R
sj
σA(pq)
RσApq ∆
(n−1)(x) = R
sj
σA(pq)
σA ◦∆
(n−1)(x)RσApq (A.11)
Expressing ∆(n−1)(x) as ∆(n−1)(x) =
∑
x(1) ⊗ x(2) ⊗ · · · ⊗ x(n), we have
σA ◦∆
(n−1)(x) =
∑
x(σ
−1
A
1) ⊗ x(σ
−1
A
2) ⊗ · · · ⊗ x(σ
−1
A
n) (A.12)
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It now follows from definition 3 that we have R
sj
σA(pq)
= RσAj, σA(j+1). Let us denote σAj
and σA(j + 1) by a and b, respectively. Then we have σ
−1
A a = j and σ
−1
A b = j + 1.
Assuming a < b we have
RσAj, σA(j+1) σA ◦∆
(n−1)(x)
= Ra,b
∑
x
(σ−1
A
1)
1 ⊗ x
(σ−1
A
2)
2 ⊗ · · · ⊗ x
(σ−1
A
a)
a ⊗ · · · ⊗ x
(σ−1
A
b)
b ⊗ · · · ⊗ x
(σ−1
A
n)
n
=
∑
x
(σ−1
A
1)
1 ⊗ x
(σ−1
A
2)
2 ⊗ · · · ⊗ x
(σ−1
A
b)
a ⊗ · · · ⊗ x
(σ−1
A
a)
b ⊗ · · · ⊗ x
(σ−1
A
n)
n Ra,b
= (σAsj) ◦∆
(n−1)(x) RσAj, σA(j+1) (A.13)
Here we note that
Ra,b x
(σ−1
A
a)
a ⊗ x
(σ−1
A
b)
b = x
(σ−1
A
b)
a ⊗ x
(σ−1
A
a)
b Ra,b (A.14)
since we have
x(σ
−1
A
a) ⊗ x(σ
−1
A
b) = x(j) ⊗ x(j+1) = ∆(x¯(j))
where x¯(j) are defined by
∆(n−2)(x) =
∑
x¯(1) ⊗ · · · ⊗ x¯(n−1)
We therefore have
R
sj
σA(pq)
σA ◦∆
(n−1)(x)RσApq = (σAsj) ◦∆
(n−1)(x)R
sj
σA(pq)
RσApq
= (σAsj) ◦∆
(n−1)(x)R
σAsj
pq (A.15)
Symmetry relations similar to (A.10) hold for products of monodromy matrices. Let
us consider m auxiliary spaces with suffices a(1), a(2), . . . , a(m), respectively. We denote
the monodromy matrix Ta(j)(λa(j); ξ1, . . . , ξL) simply by Ta(j). We denote by ∆
(m−1)(T )
the following operator:
∆(m−1)(T ) = Ta(1)Ta(2) · · ·Ta(m) (A.16)
Let σ an element of Sm. We define the action of σ on ∆
(m−1)(T ) by the following:
σ ◦∆(m−1)(T ) = Ta(σ¯1)Ta(σ¯2) · · ·Ta(σ¯m) (A.17)
Here σ¯ denotes the inverse of σ: σ¯ = σ−1. Then we have the following.
Proposition A.3. Let pq be pq = (1, 2, . . . ,m). For any σ ∈ Sm we have
Rσpq∆
(m−1)(T ) = σ ◦∆(m−1)(T )Rσpq (A.18)
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B Symmetric-group action on products of R-matrices
and the F -basis
Lemma B.1. ([6]) (i) Cocycle conditions hold for n ≤ L.
R2···n−1, nR1, 2···n = R1, 2···n−1R12···n−1, n (B.1)
(ii) The unitarity relations hold for n ≤ L.
R1, 2···nR23···n, 1 = I
⊗L (B.2)
Proof. Cocycle conditions (B.1) are derived from the Yang-Baxter equations.
Let us denote by the symbol (p0, p1, p2, . . . , pn) a sequence of n+1 integers, 0, 1, 2, . . . , n,
and we express it as (p0, p) where p denotes the subsequence (p1, p2, . . . , pn).
Lemma B.2. Let p be a sequence of n integers, 1, 2, . . . , n. For sj = (j j + 1) ∈ Sn we
have
R
sj
p R0, p = R0, sj(p)R
sj
p
R
sj
p Rp,0 = Rsj(p), 0R
sj
p (B.3)
Proof. We first note R
sj
p = Rpj ,pj+1 . We have
R
sj
p R0,p = Rpj ,pj+1 R0,pn · · ·R0,p1
= R0,pn · · ·R0,pj+2 ·Rpj ,pj+1R0,pj+1R0,pj ·R0,pj+2 · · ·R0,p1 (B.4)
Applying the Yang-Baxter equations Rpj ,pj+1R0,pj+1R0,pj = R0,pjR0,pj+1Rpj ,pj+1 we have
R
sj
p R0,p = R0,pn · · ·R0,pj+2 · R0,pjR0,pj+1 · R0,pj−1 · · ·R0,p1 ·Rpj ,pj+1
= R0,sj(p)Rpj ,pj+1 . (B.5)
Proposition B.1. Let p be a sequence of n integers, 1, 2, . . . , n, and σ a permutation of
the n integers. We have
RσpR0, p = R0, σ(p)R
σ
p
RσpRp, 0 = Rσ(p), 0R
σ
p (B.6)
Proof. Expressing permutation σ as a product of generators sj, and applying (B.3) many
times, we can show the symmetry relations.
We define the action of σ on the F -basis as follows.
Fσ(p) = Fpσ(1)pσ(2)···pσ(n) (B.7)
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Proposition B.2. Let p be a sequence of integers, 1, 2, . . . , n. For σ ∈ Sn we have
RσpF0,p = F0,σ(p)R
σ
p (B.8)
We also have
Fp = Fσ(p)R
σ
p (B.9)
Proof. Expressing the F -basis in terms of the R-matrices we have
RσpF0,p = R
σ
p
(
e110 + e
22
0 R
σ
0,p
)
= e110 R
σ
p + e
22
0 R
σ
pR
σ
0,p
= e110 R
σ
p + e
22
0 R
σ
0,σ(p)R
σ
p
=
(
e110 + e
22
0 R
σ
0,σ(p)
)
Rσp
= F0,σ(p)R
σ
p (B.10)
We first show (B.9) with σ = sj for j = 1, 2, . . . , n − 1, and then we derive it for all
permutations σ.
Lemma B.3. The propagator F−1i···L 1···i−1F1···L is given by the following:
F−1i···L 1···i−1F1···L =
i−1∏
α=1
(A1···L(ξα) +D1···L(ξα)) (B.11)
Proof. Let σc be a cyclic permutation: σc = (12 · · ·L), and pq the sequence pq =
(1, 2, . . . , n). We have
Fi···L 1···i−1 = Fσi−1c (pq) = F1···LR
σi−1c
pq (B.12)
and hence we have
F−1i···L 1···i−1F1···L =
(
F1···LR
σi−1c
pq
)−1
F1···L
= Rσ
i−1
c
pq F
−1
1···LF1···L
= Rσ
i−1
c
pq (B.13)
We thus obtain
Rσ
i−1
c
pq = R
σi−2c
σ(pq)
Rσcpq
= Rσc
σi−2c (pq)
· · ·Rσcpq
= Rσci−1···L 1···i−2 · · ·R
σc
2···L1R
σc
12···L
= Ri−1,i···L 1···i−2 · · ·R2,3···L1R1,2···L
=
i−1∏
α=1
(A1···L(ξα) +D1···L(ξα))
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C Formulas of the q-analogue
Lemma C.1. For two integers ℓ and n satisfying 0 ≤ n ≤ ℓ we have
∑
1≤i1<···<in≤ℓ
q2i1+···+2in = qn(ℓ+1)
[
ℓ
n
]
q
(C.1)
Proof. We can show by induction on ℓ the q-binomial expansion as follows.
ℓ−1∏
k=0
(
1− zq2k
)
=
ℓ∑
n=0
(−z)nqn(ℓ−1)
[
ℓ
n
]
q
(C.2)
It is now easy to show the following:
ℓ∏
k=1
(
1− zq2k
)
=
ℓ∑
n=0
(−z)n
∑
1≤i1<···<in≤ℓ
q2i1+···+2in (C.3)
Comparing (C.3) with (C.2) we obtain formula (C.1).
Lemma C.2. The spin-ℓ matrix representations X±(ℓ+) of the generators X± of Uq(sl2)
are related to σ+ℓ and σ
−
1 , respectively, as follows.
P
(ℓ)
1···ℓ σ
−
1 P
(ℓ)
1···ℓ =
1
[ℓ]q
X−(ℓ+) (C.4)
P
(ℓ)
1···ℓ σ
+
ℓ P
(ℓ)
1···ℓ =
1
[ℓ]q
X+(ℓ+) (C.5)
Proof. Expressing the projection operator P
(ℓ)
1···ℓ as
P
(ℓ)
1···ℓ =
ℓ∑
n=0
||ℓ, n〉〈ℓ, n||
we have
P
(ℓ)
1···ℓσ
−
1 P
(ℓ)
1···ℓ =
ℓ−1∑
n=0
||ℓ, n + 1〉〈ℓ, n|| 〈ℓ, n+ 1||σ−1 ||ℓ, n〉 (C.6)
Making use of (C.1) we have
〈ℓ, n + 1||σ−1 ||ℓ, n〉 =
[n+ 1]
[ℓ]
, (C.7)
and then we obtain (C.4). Similarly, we can show (C.5).
D Formulas of the F -basis useful for the diago-
nalization.
Let us review some points of the diagonalization process of the A and D operators [6].
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Lemma D.1. Operators A and D are upper- and lower-triangular matrices, respectively.
Moreover, the eigenvalues of operators A and D are given by
diag (D12···n(λ0)) =
n⊗
i=1
(
b0i 0
0 1
)
[i]
, (D.1)
diag (A12···n(λ0)) =
n⊗
i=1
(
1 0
0 b0i
)
[i]
, (D.2)
where b0i = b(λ0 − ξi).
Proof. We can show it by induction on n. Noting D12···n = CnB1···n−1 +DnD1···n−1, we
show diag(D1···n = diag(D1···n−1(λ0)⊗ diag(b0n, 1)[n]. We can show (D.2) similarly.
Lemma D.2. The partial F0,1···n and F¯0,1···n are expressed as follows.
F0,1···n =
(
I1···n 0
C1···n(λ0) D1···n(λ0)
)
[0]
, (D.3)
F¯0,1···n =
(
A1···n(λ0) B1···n(λ0)
0 I1···n
)
[0]
. (D.4)
Proof. It is clear from definition 15 of the F -basis.
Proof of propositions 25 and 26
For an illustration, we now derive the diagonalized form of the D operator. From
R0,1···n = R0,2···nR0,1 we have
D12···n = C2···nB1 +D2···nD1
=
(
b01D2···n(λ0) 0
c01C2···n(λ0) D2···n(λ0)
)
[0]
. (D.5)
We thus calculate
F1···nD1···n(λ0) = F2···n F1,2···nD1···n(λ0)
= F2···n
(
I2···n 0
C2···n(λ0) D2···n(λ0)
)
[0]
(
b01D2···n(λ0) 0
c01C2···n(λ0) D2···n(λ0)
)
[0]
= diag(b01, 1)[1]D˜2···n(λ0)F1···n (D.6)
Therefore, by induction we have the diagonalized form of operator D. Similarly, we can
diagonalize A, A† ] and D†.
Lemma D.3. The diagonalized form of F0,1···nF¯
†
0,1···n is given by the following:
F1···n
(
F0,1···nF¯
†
0,1···n
)
F−11···n = δˆ
−1
0,1···n (D.7)
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Proof. Making use of (5.12) we show
F0,1···nF¯
†
0,1···n = F0,1···nC01···nF
†
0,1···nC01···n
=
(
1 0
C1···n D1···n
)
[0]
(
0 C1···n
C1···n 0
)
[0]
(
1 C†1···n
0 D1···n
)
[0]
(
0 C1···n
C1···n 0
)
[0]
=
(
A† 0
0 D1···n
)
[0]
.
Calculating F12···n · F0,1···nF¯
†
0,1···n · F
−1
12···n we have (D.7).
Corollary D.1. The inverse of the total F is given as follows.
F−11···n = F¯
†
1···nδˆ1···n (D.8)
Proof. We show it by induction on n. Let us assume (D.8) for the case of n. We have
F¯ †01···nδ̂01···n = F¯
†
01···n
(
F¯ †1···nδ̂1···n
)
δ̂0,1···n = F¯
†
01···nF
−1
1···nδ̂0,1···n
From (D.7) we have F¯ †01···nF
−1
1···nδ̂0,1···n = F
−1
01···n, which corresponds to (D.8) for the case
of n+ 1.
Lemma D.4. The dagger of total F is given by the charge conjugation of transposed total
F .
F †1···n = C1···nF
t1···tn
n···21 C1···n (D.9)
Or equivalently we have
F¯ †1···n = F
t1···tn
1···n (D.10)
Proof. We show it by induction on n. Let us assume (D.9) for the case of n− 1. We first
show
F¯ †1,2···n = C12···n
(
e111 + e
22
1 R1,2···n
)†
C12···n = F
t1···tn
n···2,1 .
Making use of the induction assumption we show
F †12···n = (F2···nF1,2···n)
† = F †1,2···nF
†
2···n
= C1···nF
t1···tn
n···2,1C1···n C1···nF
t2···tn
n···2 C1···n
= C1···nF
t1···tn
n···21 C1···n .
Corollary D.2. The inverse of total F is given as follows.
F1···nF
t1···tn
n···21 = δ̂
−1
1···n (D.11)
Equivalently, we have
F−11···n = F
t1···tn
n···21 δ̂1···n (D.12)
Proof. It follows from (D.8) that F¯ † = F t1···tnn···1 δ̂12···n. From (D.10) we have (D.11).
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E Lemmas for Diagonalizing the C operator
Lemma E.1. Let X+ be the generator of the quantum group Uq(sl2) and X
+
i the matrix
representation of X+ acting on the ith site. We have
∆˜1···n(X
+) =
(
X+n + e
11
n A˜
+
†
1···n−1(ξn)∆˜1···n−1(X
+) + e22n ∆˜1···n−1(X
+)D˜+1···n−1(ξn)
)
δ̂12···nn .
(E.1)
Lemma E.2. The diagonalized form of ∆(n−1)(X+) is expressed in terms of local opera-
tors X+i as follows.
∆˜1···n(X
+) =
n∑
i=1
X+i δ̂
1···n
i (E.2)
Lemma E.3. Operator C+ in the F -basis is expressed in terms of operator D+ and X+i
as follows.
C˜+1···n(λ) =
n∑
i=1
(D˜+1···i−1,i+1···n(λ)− q
−1D˜+1···n(λ))X
+
i δ̂
1···n
i . (E.3)
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