We estimate the carbon intensity of industries, products, and households in South Africa. Direct and indirect carbon usage is measured using multiplier methods that capture inter-industry linkages and multi-product supply chains. Carbon intensity is found to be high for exports but low for major employing sectors. Middle-income households are the most carbon-intensive consumers. These results suggest that carbon pricing policies (without border tax adjustments) would adversely affect export earnings, but should not disproportionately hurt workers or poorer households. 7per cent of emissions arise though marketing margins, implying that carbon pricing should be accompanied by supporting public policies and investments.
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Introduction
South Africa is the world's most carbon-intensive non-oil-producing developing country. 1 Consequently, there is considerable interest and international pressure for the country to reduce greenhouse gas (GHG) emissions and contribute to global climate change mitigation. However, South Africa's economic development has long been founded on heavy industry and low-cost coal-fired electricity and, as a result, the economy is structured towards capital-and energyintensive production technologies. Adopting a low-carbon growth trajectory, possibly by pricing carbon use, is likely to involve substantial structural change. Not surprisingly, various interest groups raise concerns. Businesses, particularly heavy industry, are concerned about eroded competitiveness, especially for exports. Organized labor is concerned about higher unemployment, particularly during the transition period. And while civil society often supports environmental policy, there are concerns over how higher electricity and transport prices may affect poor households.
South Africa lacks an empirical basis on which to evaluate the consequences of shifting to lowcarbon development. To address this gap, we measure the carbon intensity of the economy at the detailed industry, product, and household levels. We apply multiplier analysis techniques to a high resolution database of production technologies to measure sectors' direct fuel and energy use, as well as the carbon embodied in other inputs. While ours is not the first study to measure a country's carbon intensity (see, for example, Rueda-Cantuche and Amores 2010), it is, to our knowledge, the first detailed application to South Africa. We also extend previous studies by employing a database and method that distinguishes between industries and products, thus allowing us to capture inter-industry linkages and multi-product supply chains, and to decompose the carbon content of production and marketing processes. Importantly, we account for variation in some energy prices across users. Our analysis informs the design of carbon pricing policies, and provides an initial assessment of the interest groups' concerns.
In the next section we describe our methodology and the reconciliation of economic and energy data. In Section 2 we present our carbon intensity estimates for sectors, products and households, before discussing the relationship between carbon use, foreign trade, and employment. In Section 3 we assess the potential economy-wide price effects of taxing carbon use in South Africa. We conclude by summarizing our findings and identifying areas for further research.
Methodology and data

Direct and indirect carbon use
Carbon generally enters the economy as primary fuels (i.e. coal, crude oil, and natural gas) and is used either as intermediate inputs or as final products. Most primary fuels are transformed into other forms of energy before being used (e.g. coal into electricity and crude oil into refined 6 petroleum). This transformed energy is then used to produce downstream products (e.g. electricity used in factories or petroleum used in transport). An economy's carbon content can therefore be measured at two stages. We can either measure the CO 2 associated with the primary fuels as they enter the economy (i.e. as they are mined or imported), or we can measure the CO 2 implicitly embodied in final products.
At the global level the two approaches produce the same estimate of overall carbon intensity because there are no leakages from the global system (i.e. total carbon supply must equal total use). At the country level, however, the two approaches may produce different estimates due to international trade. While it is relatively easy to track the carbon within traded fossil fuels (e.g. crude oil), it is more complicated to measure how much carbon enters and leaves a country inside processed products (e.g. refined petroleum, plastic products, or transport services). For the latter, we need information on production technologies (i.e. the type and quantity of inputs used to produce goods and services).
Ignoring the carbon embodied in processed products may lead to an incorrect measure of South Africa's overall carbon intensity because we would not account for 'virtual' carbon trade, and hence the net carbon leakages implied by the country's trade deficit. For example, if more CO 2 is embodied in exports than in imports, then we would overstate how much carbon is actually used in the economy if we do not include the carbon trade deficit in our national measure.
We are also interested in comparing carbon-intensities across sectors, products, and households. Ignoring downstream industrial carbon use would incorrectly assign most of South Africa's CO 2 emissions to the energy transformation sectors, since they are the main direct users of fossil fuels. Ideally, we should track how carbon embodied in products is passed back and forth between sectors within intermediate inputs. Ignoring embodied carbon would also misattribute CO 2 to producers rather than final users. For example, we would assign CO 2 to garages or filling stations, rather than to households who use petroleum in their vehicles. A more accurate and policy-relevant measure of carbon intensity should therefore account for both direct and indirect carbon use in traded and final goods.
Multiplier analysis of carbon intensity
Measuring direct and indirect embodiment of CO 2 naturally recommends input-output (IO) multiplier analysis. This is the standard approach to measuring carbon emissions. Leontief (1970) demonstrated how an IO analysis estimating the direct and indirect impact of a rise in final demand on sectoral gross outputs could be used in conjunction with sectoral environmental data to estimate changes in emissions. Variations on this method have since been widely used, particularly multi-regional IO methods to measure the CO 2 content of international trade (see Proops 1988; Lenzen et al. 2004; McGregor et al. 2008; Andrew et al. 2009; Su and Ang 2010) . We first introduce this standard IO approach to measuring carbon-intensities.
Assume there are n sectors (industries) in the economy, producing n homogenous products. Let f be a n × 1 vector of sectoral final demands, A an n × n matrix of coefficients showing intermediate inputs per unit of gross output, and x an n × 1 vector of sectoral gross outputs. The familiar Leontief solution is
where I is an n × n identity matrix, and ( − ) is the Leontief inverse. The j th column shows the gross outputs of each sector i required directly and indirectly to supply one unit of final demand of product j.
We can then define an n × 1 vector c showing the total CO 2 emissions associated with each fossil fuel. This vector has entries for coal, crude oil, and natural gas, and zeros for all other products. Define as an n × n diagonal matrix with elements of x on the diagonal and zeroes elsewhere (i.e. = • ). Then we can define an n × 1 vector e showing the CO 2 per unit of gross output =
Total emissions in the economy C is
where e' is the transpose of e. Substituting (1) into (3) gives
where ( − ) is a 1 × n row vector. The i th element shows the CO 2 directly and indirectly embodied in one unit of final output of the i th sector. This is an IO-based carbon intensity measure (CIM).
IO tables conflate sectors and products (i.e. each sector produces only a single homogeneous product and each product is produced by only one sector). This means that we can speak interchangeably about the CO 2 embodied in products and sectors. Supply-use tables (SUTs) relax this assumption (i.e. sectors can produce multiple products and products can be produced by multiple sectors). This allows us to distinguish between the CO 2 embodied in products and in the sectors that produce them. This distinction is important in structurally complex economies like South Africa, where individual firms often have multiple production plants producing different goods. Moreover, while international trade occurs at the product level, production and employment occur at the sector level. Measuring carbon intensity within a country thus requires an SUT approach. Table 1 presents a schematic SUT.
In our SUT multiplier analysis we assume that intermediate inputs, domestic sales by industries, transaction margins, total industry supplies, and gross output are endogenous. Final demands, factor inputs, taxes and imports are exogenous. We can represent this in matrix terms as
where x n is an n × 1 vector representing the total outputs (i.e. total cost) of the industries, x m is an m × 1 vector representing the total uses (i.e. supplies) of products, D is an n × m matrix showing the deliveries of products by domestic industries, Z is a m × n matrix representing the flows of the m products as intermediate inputs to the n industries, and f is a m × 1 vector 8 representing the exogenous final demands for m products. There are no final demands for activities.
The algebra deriving the SUT multipliers is analogous to the IO multipliers. Let B be the coefficients matrix, now defined over industries and products:
The system can then be rewritten as
and the solution is
and our SUT-based CIMs are now ( − ) .
As with IO analysis, ( − ) is the (extended) Leontief matrix. The first n rows of the product columns show the direct and indirect changes in sector output required to meet a one unit change in final demand for the associated product. The next m rows show the direct and indirect changes in the total supplies of products to meet that change in demand. The two differ because some products are supplied by imports and because the industry outputs are measured at basic prices at the factory gate, while product supplies are measured at market prices (i.e. including net indirect product taxes) at the point of sale (i.e. including transaction margins).
It is tempting to interpret the n sector columns of the Leontief matrix in the same way as we do for the m products. However, while the mathematical interpretation is identical, to provide a similar economic interpretation is problematic, since there is no economic meaning of 'final demand' for industries. An industry's 'demand' is derived from its products' demand. In our analysis we estimate how 'demand' would need to change in order for a sector's output to expand by one unit. This requires scaling the activity columns in the Leontief matrix such that its diagonal elements are equal to one. This allows us to measure what is associated with expanding the activity by one unit, including the indirect requirements to produce that one unit. Multiplying these scaled coefficients by our unit CO 2 e' vector enables us to derive the CO 2 embodied in one unit of gross output for each sector.
The above methods can be used (indeed, more commonly are used) pari passu to measure employment multipliers. Algebraically, we simply interpret the e vector as showing the employment coefficients, that is the number of people employed in a sector per unit of gross output.
Data sources
Our primary data source is the 2005 SUT (StatsSA 2010), which contains demand/supply balances for 171 industries and 104 products. 2 Unfortunately, the structure of the energy sector in the SUT does not exactly match the 2005 Energy Balances (EB) (StatsSA 2009). For example, electricity imports and exports appear in the EB, but not in the SUT. To reconcile these data, we assume that aggregate energy demands/supplies in the EB are correct, but that the SUT more accurately reflects energy demand across final users. We adjust the SUT to match the aggregate quantity flows in the EB (i.e. physical units). These quantities are converted into values using average prices, which are calculated by dividing the domestic supply value from the SUT by the domestic supply quantity from the EB. We use the average import price for crude oil since there is no domestic production. We also introduce a natural gas sector into the SUT using quantity flows from the EB and technology coefficients from Pauw (2007). 3 SUT adjustments are made for primary fossil fuels and transformed energy (i.e. electricity and petroleum). We target the EB's domestic production, imports, exports, stock changes, and final demand. The remaining intermediate demand is distributed across industries using expenditure shares from the original SUT. An exception is fossil fuel use in the transformation sectors, which is drawn directly from the EB (e.g. the quantity of coal and crude oil used in electricity generation and petroleum refining). Using intermediate expenditure shares from SUT is appropriate since the EB is concerned with how energy is used rather than who uses it. For example, the EB reports total petroleum demand for transport use, whereas the SUT reports how much petroleum is used by individual industries and households. Only the latter is relevant for our economic analysis.
Multiplier analysis assumes that the same product price is paid by all users. A second adjustment to the SUT is therefore needed to reflect variation in electricity unit prices. For example, mining and metals producers pay lower (subsidized) electricity prices than other sectors. Using industry level demand and price data for 2005 from the national electricity provider, we calculate the implicit subsidies (taxes) on users paying below-average (above-average) electricity prices. The SUT is adjusted so that all sectors pay the same average electricity price, but now receive (pay) explicit subsidies (taxes). 4 In this way, electricity payments in the SUT now reflect actual quantities measured at the same unit price. It is not necessary to account for variation in petroleum prices, since users pay the same pump price, albeit with some composite variation caused by differences in petroleum and diesel usage and prices.
As a third adjustment to the SUT, we disaggregate household product demand using information from the 2005 income and expenditure survey (IES) (StatsSA 2006) . Expenditure shares from IES were used to distribute consumption spending in the SUT (i.e. the product composition of total consumption spending remains unchanged in the SUT). We identify six household 'income' groups based on their total per capita consumption levels, as reported in the survey (i.e. percentiles 0-20, 20-40, 40-60, 60-80, 80-96, 96-100) . Employment data for the employment multipliers was obtained for the 45 sectors in the SASID database (Quantec 2010) and, where necessary, were distributed across the more detailed industries of the SUT using labor value added weights (i.e. assuming the same wage rates within aggregate sectors).
The SUT provides the values of B and f in Equation 8. To complete the model we estimate the CO 2 emissions associated with each fossil fuel (i.e. c in Equation 2). Total quantities of primary fuels are reported in the EB and converted into CO 2 equivalents using standard carbon factors. 5 As shown in Table 2 , fossil fuel use in 2005 generated a total 517.3 billion tons of CO 2 emissions. In the next section we distribute these emissions across products and users and compare their resulting carbon intensities. Table 3 reports the estimated CIMs for aggregate product categories in 2005. 6 The average CIM of all products is 0.262 tons of CO 2 per thousand rand of final demand (i.e. 517.3 million tons of CO 2 divided by R1.97 billion). The CIM of individual products varies considerably. Coal, for example, has the highest CIM (12.285). This exceeds the direct carbon content of coal itself (12.148) because we include in our measure the carbon embodied in the coal mining process (i.e. in the goods and services used to extract the coal from the ground and supply it to market). Although there is no final demand for crude oil or natural gas, since they are only used as intermediates in other sectors, their direct CIM is 0.963 and 2.109, respectively. The carbon contained within these primary fuels is reflected in the CIMs of other downstream products (i.e. those that either use gas or oil directly, or indirectly use transformed energy, such as electricity or refined petroleum).
Estimated carbon intensity measures
Products
As expected, many of the carbon-intensive non-energy products are in heavy industry, such as non-metallic minerals (0.304), metal products (0.386), and other mining (0.275). These products are produced by sectors that typically use more primary fuels and transformed energy than other sectors (e.g. the coal used to produce clay bricks in the non-metallic minerals sector, or the electricity used in aluminium smelters). Heavy industrial products are also more carbon-intensive because they often use each other in their production processes. For example, metal products are produced using mining inputs and therefore include the carbon embodied in these upstream products.
In contrast, services tend to be the least carbon-intensive, with the lowest CIM reported for financial services. Unlike heavy industry, services rarely use primary fuels directly, and they also use intermediate inputs containing less embodied carbon. Moreover, the results from the multiplier analysis indicate that 7.1 per cent of the carbon intensity of final demand in South Africa is incurred via transaction margins (i.e. in moving products from the factory to the market). These margins include the purchase of trade and transport services, which themselves embody carbon (e.g. the petroleum used by freight carriers). Since services typically have lower transaction margins than most agricultural and industrial products, their CIMs tend to be below the national average.
The CIMs provide insight into which products may be most affected by carbon pricing (this is examined in more detail later in the next section). Moreover, our approach to measuring carbon intensity can inform the assignment of border tax adjustments when designing carbon pricing policies. First, it provides estimates of carbon contents that are needed to determine rebates on South African exports. Second, the estimation procedure can be applied to the SUTs of South Africa's trading partners to estimate carbon-based import tax adjustments. Finally, a policy implication that emerges from the analysis is that a significant share of carbon use occurs within transaction margins. Efforts to reduce the carbon intensity of trade and transport services, such as by shifting from road to rail or imposing fuel standards, could help reduce South Africa's overall carbon intensity.
Sectors
As discussed in Section 2, an advantage of using SUTs for measuring carbon content is that they distinguish between products and sectors. Knowledge of how carbon intensity varies across sectors (as opposed to products) is also useful for designing policy, since it helps identify those sectors (and their workers) that may be most affected by carbon pricing. Table 4 reports our estimated CIMs for aggregate sector groupings (i.e. tons of CO 2 per thousand rand of gross output).
It should be noted that product and sector CIMs cannot be directly compared, since a given product can be supplied by more than one sector, and in such cases, the product's CIM reflects a weighted combination of production technologies. More importantly, the denominator of a sector multiplier (i.e. gross output) excludes the value of indirect taxes and imports, which are included within the denominator of product multipliers (i.e. final demand). Nevertheless, a rough comparison of rankings reveals some sharp differences between the CIMs of products and the main sectors that produce them. For example, as mentioned above, coal has the highest carbon intensity of all products since coal itself is particularly carbon-rich. However, the coal mining sector's production process or technology is relatively low carbon-intensive compared to other sectors (i.e. its CIM is 0.140 compared to an average for all sectors of 0.260). In this case, the sector CIM reflects the inputs used to mine the primary fuel rather than the carbon content of the fuel itself, which is supplied to downstream sectors, particularly to electricity generation. Here we find that, while transport has a large direct CIM (0.108), its indirect CIM is quite small (0.060). In contrast, vehicle manufacturing's indirect CIM (0.152) is much larger than its direct CIM (0.023). Even though the vehicles sector is not a major direct user of fuels and energy, it does use many inputs whose production processes are very carbonintensive, such as steel and rubber. Vehicles' indirect carbon usage therefore makes it a more carbon-intensive sector than transport.
Finally, evaluating a sector or product's contribution to national carbon usage should not only depend on its carbon intensity, but also recognize the relative size of sectors and products within total gross output or final demand. For example, while services have the lowest CIMs, these sectors together account for more than half of national gross output, and thus almost a quarter of national carbon usage. Accordingly, significantly reducing overall CO 2 emissions in South Africa, possibly via carbon pricing, would likely involve lowering absolute emissions within the service sectors, even though they are some of the country's cleaner economic sectors. Table 5 presents the structure and carbon intensity of gross domestic product (GDP) and its components. Exports are far more carbon-intensive than imports, even though this calculation assumes that foreign producers use the same production technologies and coal-based energy sources as South African producers. 7 This is reflected in the CIM for exports of 0.669 compared to 0.251 for imports (see column 4). South Africa is therefore a large net exporter of embodied carbon. Within domestic absorption, household consumption is more carbon-intensive (0.197) than either government consumption (0.079) or gross fixed capital formation (0.131). This is reflected in the fact that while household consumption comprises 62.7 per cent of total absorption, it accounts for 75.8 per cent of absorption's embodied carbon.
Households
The carbon intensity of private consumption spending is unevenly distributed across the income distribution. Table 5 reports both the CIM and emissions shares of households disaggregated according to per capita consumption groups or population percentiles (i.e. as a proxy for income). The most carbon-intensive consumers are in the middle of the income distribution-the highest CIM is for the fourth expenditure quintile (i.e. 0.235 for individuals in the 60th to 80th percentiles). Higher-income households have lower CIMs due to differences in their consumption patterns. 8 However, despite being less carbon-intensive consumers, households in the top expenditure group in the table account for 36.1 per cent of all household carbon usage (or 27.4 per cent of total absorption's carbon use). This is because, while these households' consumption is less carbon-intensive per rand spent, the unequal distribution of income means that these households have much higher consumption levels, and thus higher absolute carbon use. Overall, households in the top 4 per cent of the income distribution account for more than the total emissions embodied in the products consumed by the bottom 80 per cent of the population.
Translating household emissions into per capita terms, each person in the top 4 per cent of the population consumes 37.8 tons of CO 2 per year, compared to 0.3 tons for people in the bottom quintile. An international comparison suggests that the top 4 per cent of the population in South Africa has levels of carbon use similar to the average for Kuwait (the world's second highest per capita CO 2 emitter) while the bottom quintile is similar to the average for Benin (one of the world's lowest emitters) (World Bank 2010).
Figure 1 decomposes households' CIM according to carbon embodied in the types of products they consume. All households purchase some primary fuel or transformed energy. Coal is consumed directly by lower-income households, and, given this product's high carbon intensity, it accounts for a significant share of these households' total CIM. In contrast, the CIM of higherincome households reflects their higher consumption of transformed energy, particularly electricity. While the direct consumption of energy products forms a significant share of households' overall of carbon consumption, the majority of their carbon use is indirect, via the embodied carbon in non-energy products. For example, the carbon within agricultural, food and light manufactured products (e.g. textiles) accounts for most of the carbon consumed by households in the lowest three quintiles.
Services are a larger source of carbon use for households in the top per cent of the income distribution. Much of this comes from the carbon embodied in real estate (i.e. in the imputed use value of owner-occupied dwellings, which implicitly includes building materials, and whose asset value is low for lower-income households). Moreover, the carbon within transport services forms a larger share of overall carbon use for higher-income households. This is contrary to the perception that pricing carbon would more adversely affect low-income households, due to the longer distances separating poorer households and their workplace.
Exports and imports
As shown in Table 5 , the carbon intensity of exports far exceeds that of other components of GDP. Introducing a carbon price therefore raises concerns about the competitiveness of the export sector. Figure 2 compares the carbon and export intensities of aggregate product categories, and the size of the markers in the figure reflect the contribution of products to total reflect how compositions within categories may change with income. However, we expect that a more refined product disaggregation would further lower the CIM of higher-income households relative to other households, given the typically higher cost of more energy-efficient products and technologies. export earnings. Broadly speaking, South Africa's main export products are also amongst the country's more carbon-intensive products (e.g. metals and other mining products).
Products with higher-than-average CIMs are more likely to be affected by a carbon price. This includes products with CIMs above 0.262, such as metals and wood products. Focusing solely on carbon intensity, we might conclude that these two sectors' competitiveness would be worst affected by a carbon price assuming that the carbon tax is not rebated on exports in a manner similar to value added taxes. However, the export intensity measure shows the importance of foreign markets in a product's overall sales. Even though wood products' export competitiveness would be eroded by a carbon price, exports only account for 8.1 per cent of total sales of wood products (see the third column of Table 3 ). In contrast, metal products have high carbon and export intensities, implying that these products not only stand to lose relative export competitiveness, but the loss of exports would have significant implications for total sales. Finally, the loss of competitiveness in non-metal products (e.g. glass and cement) has smaller implications for the economy as a whole since these products account for only a small share of total export earnings. Taking products' size and carbon and export intensities into account, it is clear that metals and other mining products (i.e. excluding coal and natural gas) would not only be amongst the products most adversely affected by a carbon price, but this would also have important economy-wide implications.
A more accurate approach of measuring the carbon intensity of imported products would replicate our estimation procedure using SUTs and energy balances for South Africa's trading partners. However, if we assume that imported products are produced using the same technologies and energy sources as South African products, then we can compare carbon and import intensities, as shown in Figure 3 . 9 Perhaps not surprisingly, imports are the mirror image of exports. The largest and most import-intensive products are generally the least carbonintensive (e.g. machinery and vehicles). Conversely, the most carbon-intensive products, such as non-metals and wood products, are also the least import-intensive and account for only a small share of total import spending.
Our analysis of trade patterns is informative for designing carbon pricing policies. First, if South Africa only prices the carbon in primary fuels (i.e. coal, oil, and gas) it would exclude the carbon embodied in imported energy (i.e. refined petroleum and electricity) and processed products (e.g. plastics and other chemicals). In the absence of a global carbon price, domestic policy could tax the carbon embodied within imported products. Our estimation procedure, if applied to data from other countries, could inform the setting of these border tax adjustments. Second, it can be argued that the burden of carbon pricing should fall on final carbon users rather than producers who use carbon as intermediate inputs (i.e. to avoid carbon leakage between countries). This perspective suggests that importers of South African products are the final users, and so South African producers should not pay the carbon price. This more controversial border adjustment involves rebating producers according to the carbon content of their exports. Our CIMs can be used directly to determine these rebates.
Labor employment
There are concerns that introducing a carbon price may result in structural transformation that reduces employment. Figure 4 compares sectors' carbon intensities and employment multipliers. Our employment multipliers (also shown in Table 4 ) estimate the number of jobs created following a million rand increase in gross output for a sector. The multiplier reflects a sectors' labor intensity, as well as its forward and backward linkages to the rest of the economy. For example, some of the 16.6 jobs created in agriculture following a demand expansion would be as farm workers and others would be in non-agricultural sectors, such as downstream food processing.
Wood and food products are both fairly labor-intensive and have similar employment multipliers. However, wood products are more carbon-intensive and so workers in this sector are more likely to be affected by a carbon price than those in the food sector. Conversely, while food and agriculture have similar carbon intensities, the latter is much more important for overall employment, both because of its larger employment multiplier and because it accounts for a larger share of total employment (as shown by the larger size of its marker in the figure).
Two broad trends emerge from the figure. First, sectors with the largest employment multipliers tend to be less carbon-intensive than the overall economy (e.g. agriculture and services). This is reflected in the roughly inverse relationship between CIMs and employment multipliers in the figure (the unweighted correlation is -0.21). Second, the sectors contributing the most of total employment are also least carbon-intensive. This is shown by the clustering of large sectors towards the bottom of the figure. Together these trends suggest that carbon price is less likely to affect South Africa's more labor-intensive and major job creating sectors.
In summary, our analysis provides a detailed assessment of how carbon intensity varies across products, sectors, and households. We demonstrated the importance of measuring direct fuel and energy use, as well as the carbon indirectly embodied within inputs and industrial processes. By distinguishing between products and sectors, we accounted for inter-industry linkages and multiproduct supply chains. We find that marketing margins account for a significant share of total emissions, suggesting a strong role for the transport sector in mitigation policy. Our CIMs suggest that South Africa's major exporters may be the most adversely affected sectors if carbon use was priced. However, while major unionized sectors, like metals and mining, may also be affected, the more carbon-intensive sectors are generally less labor-intensive and account for only a small share of overall employment. Finally, while middle-income households are the most carbon-intensive consumers, the high level of income equality in the country means that higherincome households are by far the largest carbon users. In the next section, we directly estimate the effects of carbon pricing policy.
Simulating carbon pricing effects
Multiplier methods can be adapted to trace the price effects of pricing carbon use. This includes the direct production cost impacts on sectors using primary fuels, and the indirect cost passed on via intermediate products. In this section we simulate the introduction of a R200 carbon price per ton of CO 2 . We first explain the multiplier price model, before discussing our results.
Price multipliers
As was shown in Section 2, the j th column of the A matrix contains the shares of intermediate inputs in the gross output of the j th industry. If we define a column vector p reflecting product prices, then we can write
where is the transpose of the A matrix, and v is a vector of the costs of primary inputs per unit of output. We can then solve Equation 9 for p, as follows
The prices of products are the multiplier ( − ′) times the unit costs of primary inputs, which are treated as exogenous. The multiplier is determined by the technical coefficients in the IO table. Given our linearity assumption, this relationship also applies to changes in exogenous prices
This equation traces the effects of exogenous price changes. However, changing product prices, as we do with carbon pricing, is more complicated since products are endogenous in our multiplier model. We first determine the impact of a carbon price on the price of primary carbon products (i.e. coal, oil, and gas). As shown in Table 2 , our simulations impose a R200 carbon price per ton of CO 2 . Coal has the initial price of R159 per ton. Since burning a ton of coal generates 1.93 tons of CO 2 , a R200 carbon price generates a post-tax price of R545 per ton (i.e. R159 + 1.93×R200 = R545). This represents a 243 per cent rise in the coal price. We then increase the share of coal inputs in each industry's cost structure by this percentage and treat it as an element in the ∆v vector. For instance, if coal is 2 per cent of a sector's total costs, then a 243 per cent higher coal price increases the sector's overall cost price by 4.9 per cent (i.e. the ∆v vector contains 0.049 in the sector's row). This is analogous to imposing a 4.9 per cent indirect tax on the sector. This 'tax equivalent' will vary depending on sectors' unique direct cost shares. Equation 11 allows us to derive the carbon price implications for all prices in the economy.
Once again, we transcribe this method from IO to SUT models. Equation 11 becomes
However, since we now distinguish between sectors and products, we must account for differences in market and producer prices. The supply matrix within the SUT (i.e. D in Equation 5 ) represents the supply of products by each sector. This is used to determine the 'tax equivalent' price increase of pricing carbon. We apply this to the domestically-supplied portion of a product's total supply. The difference between IO and SUT approaches is due to transaction margins and indirect taxes. We now apply price increases to products valued at basic prices (i.e. at the factory gate), and since transaction margins are endogenous in the model, they rise proportionately. Excluding imports means that any price change reduces the actual price increase, although the size of this reduction depends on a product's import-intensity.
Simulation results
As shown in Table 2 , a R200 carbon price translates into a price increase of 243.0 per cent for coal, 19.3 for crude oil, and 37.3 per cent for natural gas. Taking account of direct and indirect carbon usages within the production of products, the final column of Table 3 shows the resulting change in product prices. Our multiplier price model assumes complete pass-through to final users. We also assume that there is no behavioral adjustment caused by the price increase. In other words, consumers do not change the quantities they purchase in response to changing relative prices. As such, our price impacts can be interpreted as upper bounds changes. Finally, we do not examine changes in wages caused by the carbon price. Incorporating these behavioral and factor market adjustments requires a general equilibrium framework in which prices are endogenously determined by market forces.
Our estimated price-effect allows for variation in the price of electricity charged to different users, such that lower prices are paid by the metals sector and higher prices are charged to households. This differs from the estimated CIMs, which are based on quantities of electricity used (i.e. at a uniform average price). This means that the price effects may not be perfectly correlated with the CIMs. For example, sectors that currently pay low electricity prices may consume large amounts of electricity, and therefore have a higher CIM. However, the cost of this electricity may not form a large share of these sectors' overall production costs. Therefore, the effects of the carbon price may be more muted than if these sectors paid average electricity prices, even though they may be more carbon-intensive.
As seen in Table 3 , the R200 carbon price causes the average price of final demand to rise by 6 per cent. Not surprisingly, the largest percentage price increase is on coal (222.6) and electricity (56.0). Note that the final price increase on coal is less than the simulated coal price increase (243.0). This is because the carbon price is imposed on the carbon within the coal before it is extracted from the ground. Therefore, the process of mining coal and transporting it to market requires the use of non-coal inputs. Since these inputs are only indirectly affected by the carbon price, the overall cost increase for coal products is less than the carbon price imposed on the raw product. This is partly reflected by the below-average CIM of the coal sector in Table 4 (i.e. 0.140 compared a national average of 0.260). Conversely, the natural gas sector is amongst the more carbon-intensive sectors in the economy and its price effect is higher (40.9) than the simulated price increase (37.3). Finally, since all crude oil is imported, the carbon price is effectively charged on the final good delivered to the South African market. As such, its priceeffect is the same as the simulated price increase (19.3).
The final column of Table 5 reports price effects for the different components of GDP. Overall, a R200 carbon price increases the GDP deflator by 4.7 per cent. Note that this substantial increase is a once-off level effect, and does not imply a percentage point increase in the inflation rate. Given the importance of carbon-intensive products in South Africa's export basket, the largest price increases are observed on total exports (11.5 per cent). This means that the price increases for domestic absorption (an aggregate welfare measure) and its components are below the rise in the GDP deflator. For example, the government consumption spending deflator rises by only 1.3 per cent. The impact on household consumer prices is fairly uniform by comparison, with differences following households' pattern of carbon intensities (see Figure 1) . Individuals in the middle of the income distribution experience the largest price increase (3.9 per cent) while the highest and lowest income households experience smaller price increases. The 'regressiveness' of a R200 carbon price therefore remains ambiguous.
Conclusions
Despite the debate surrounding carbon pricing policy in South Africa, the country lacks a sound empirical basis on which to evaluate the concerns of different stakeholders. In this paper we have provided a detailed measurement of carbon intensity for different sectors, products, and household income groups. Our multiplier approach expanded on previous studies by using a high resolution supply-use table that distinguishes between products and sectors. This allowed us to better capture inter-industry linkages and multi-product supply chains. We also corrected for variation in energy prices across users. As a result, our analysis is currently the most accurate representation of carbon-intensity for South Africa. We also developed a price multiplier model and used this to evaluate carbon pricing policy, admittedly assuming full pass-through of costs and no behavioral responses.
Our results confirm the importance of accounting for both direct and indirect carbon usage. For example, while transport is a large direct user of petroleum, the vehicles sector is actually more carbon-intensive overall given its indirect use of carbon-intensive intermediates, such as metals and rubber. This suggests that any compensating measures granted to sectors after introducing a carbon tax should be based on total carbon use. Second, our results emphasize the distinction between products and sectors. While coal is a very carbon-intensive product, the coal mining process itself is less carbon-intensive than most other sectors. Third, we find that about 7 per cent of South Africa's total carbon emissions occur due to transaction margins, part of which incurs when moving goods from ports/factories to markets. This indicates a key role for transport policy in helping reduce overall emissions. More generally, carbon pricing policies should be accompanied by 'green' investments (e.g. replacing road freight with cleaner bulk transport options, such as rail).
In terms of the debate on carbon pricing, we find that South Africa is a major net exporter of carbon-based products, and that the country's main metals and mining exports are amongst the most carbon-intensive of all products. As a group, exporters are therefore more likely to be adversely affected by carbon pricing than other sectors (in the absence of export rebates). Second, we find that South Africa's main employers are actually amongst the least carbonintensive sectors in the economy. There is little evidence then to suggest that carbon pricing would affect employment or wages more than capital returns. Finally, based on the consumption patterns, our results suggest that middle-income households are the most carbon-intensive consumers, although the unequal income distribution means that the highest 4 per cent of earners account for more than 80 per cent of total absolute emissions. Our price simulations produce ambiguous results as to whether carbon pricing is regressive (i.e. whether it disproportionately hurts the poor).
While this paper is an advance over previous studies for South Africa and provides insights into carbon pricing policy, there are areas where further research is needed. First, in terms of data, greater scrutiny is needed on the differences between official supply-use tables and energy balances. Second, an accurate measurement of the carbon intensity of imported goods would involve applying our methodology to supply-use tables for South Africa's major trading partners. This would provide a more accurate estimate of the country's net carbon trading position. Finally, our multiplier analysis did not capture behavioral and factor market responses when introducing a carbon price. Nor did it take into account the impact of possibly recycling carbon taxes, such as through increased investment or reduced taxes elsewhere in the economy. Addressing both of these aspects of carbon pricing policy would require a general equilibrium framework. Notes: * Direct carbon content for 'all sectors' includes transformed carbon, but excludes the primary fuels entering the transformation sectors. ** The employment multiplier shows the number of jobs created following a million rand increase in gross output. Source: Authors' calculations using StatsSA (2010), Quantec (2011) , and multiplier analysis results. 
