Abstract. This paper concerns local universality and global variance estimates for a wide class of integral statistics of monochromatic random waves on a compact smooth Riemannian manifold (M, g). Such statistics include, but are not limited to, Hausdorff measures of zero sets and numbers of critical points. Our results hold under conditions about the structure of geodesics on M that are generic in the space of all metrics on M.
Introduction
Let (M, g) be a compact, smooth, Riemannian manifold without boundary of dimension n ≥ 2, and write ∆ g for the positive definite Laplace-Beltrami operator. Consider an orthonormal basis {ϕ j } ∞ j=1 of L 2 (M, g) consisting of real-valued eigenfunctions: ∆ g ϕ j = λ 2 j ϕ j and ϕ j 2 = 1,
where 0 = λ 0 < λ 1 ≤ λ 2 ≤ · · · ր ∞.
This article concerns the local and global behavior of random waves, which are random linear combinations of high frequency eigenfunctions
The a j 's are real valued i.i.d standard Gaussians, a j ∼ N (0, 1) R , η λ = η(λ) is a nonnegative function satisfying η(λ) = o(λ) as λ → ∞, and
We write φ λ ∈ RW λ (M, g, η) for short. On R n and flat tori, random waves were proposed in an influential paper by Berry [5] as a model for the semi-classical behavior of wavefunctions in classically chaotic systems. On flat tori, and especially round spheres, Laplace eigenvalues occur with large multiplicity and one typically takes η ≡ 0 so that φ λ is an exact eigenfunction. However, for a generic metric on any smooth compact manifold M , the eigenvalues λ 2 j are simple. It is then natural to take η ≡ c > 0 so that dim(H η,λ ) has the same rate of growth in powers of λ as the dimension of eigenspaces of a round sphere. The corresponding ensembles RW λ (M, g, c) are known as monochromatic random waves and were introduced in this generality by Zelditch in [37] .
The rescaled functions φ x λ are assumed to have a translation invariant scaling limit in the sense that their covariance kernels converge in the C ∞ -topology to the covariance function for a limiting translation-invariant ensemble of a Gaussian random field (see §1.3 and Definition 1). The second step is to relate the local behavior of the nonintegral statistic in question (e.g. the number of nodal domains of φ x λ ) to certain integral statistics like nodal volumes or number of critical points using what NazarovSodin and Sarnak-Wigman sometimes call an "integral geometric sandwich" (see [26, §4.1] and [7, §3.2] ). One then checks that the C ∞ -convergence of covariance kernels guarantees that the moments of the relevant integral statistics for φ x λ converge to those of the limiting ensemble, which can in turn be studied using Wiener's Ergodic Theorem.
The above mentioned papers underscore the effectiveness of working locally with φ x λ to prove global results about φ λ . The purpose of the present article is to use this local approach to obtain new results on a large class of statistics of φ λ for which integral formulas are available (unlike for the number of nodal domains). Our results are already new for to the Hausdorff measure of the nodal set H n−1 ({φ x λ = 0} ∩ B) and the number of critical points #{{dφ x λ = 0} ∩ B} for various B ⊆ T x M , buy they also hold for a much more general family of statistics (see §1.5).
For zero sets our results are particularly strong. We prove, for example, that if B is a ball of radius R/λ around x, then, when properly rescaled, the random variables H n−1 ({φ x λ = 0} ∩ B) converge in distribution to H n−1 ({φ ∞ = 0} ∩ B), the nodal volume in B for the limiting ensemble of frequency 1 monochromatic random waves φ ∞ on (T x M, g x ). See Theorem 2 for the precise statement. A similar result is proved for the critical points in Thereom 4. We then "integrate" these results to obtain in Theorems 1 and 3 the first non-trivial variance estimate on the total volume of the nodal set and on the number of critical points for φ λ that hold for a general class of smooth Riemannian manifolds, not only for examples such as round sphere and flat tori where one has explicit formulas for λ j and φ j .
The rest of the introduction is organized as follows. First, in §1.2 we present both our local and global results for the Hausdorff measure of φ −1 λ (0). The global results in Theorem 1 hinge on the more delicate behavior of φ λ restricted to shrinking balls with radii λ −1+ε centered at x ∈ M . The relevant result is Theorem 2. The class of points x ∈ M near which we can effectively study the local behavior of integral statistics of φ λ ∈ RW λ (M, g, η) is denoted by IS(M, g, η). It is defined just before Theorem 2. There are many settings in which IS(M, g, η) is large (in fact coincides with M ) and we briefly recall them in §1. 3 . In §1.4 we state our local and global results as they pertain to the critical points of φ λ . Finally, all the previous theorems are corollaries of our main result, Theorem 5, which deals with a large class of integral statistics of φ λ . Theorem 5 is stated in §1.5.
Novel aspects.
Before turning to our results, we highlight some novel aspects of the paper. We follow the standard approach of using the Kac-Rice formula to deal with integral statistics, together with the spectral asymptotics estimate (10) , to study statistics such as size of zero sets and number of critical points. However, we prove for the first time that for a wide class of integral statistics, specifically those from Theorem 5, the hypotheses of the Kac-Rice Theorem are actually satisfied. This, done in §3.1, contains several novel arguments that we believe are of independent interest as a way of checking that the Kac-Rice formula can be applied to other ensembles.
To put this into context, there are many previous articles (e.g. [13, 30, 35] ), which concern the expected value and variance of the size of zero sets and number of critical points for random waves on the torus and sphere. In the vast majority of these cases, the Kac-Rice formula is not used directly. Indeed, the authors explain that they cannot verify the submersion and/or non-degeneracy (hypotheses (2),(3)) of the KacRice Theorem stated in §2. Instead, they use modified, or approximate, Kac-Rice formulae adapted to each setting. In some instances this is unavoidable because the non-degeneracy hypothesis (2) can fail globally in the presence of many symmetries. As we prove, this does not happen for a generic metric on a fixed smooth maniolfd M.
We also obtain for the first time quantitative upper bounds on the variance of global statistics of φ λ (e.g. the Hausdorff measure of nodal sets and numbers of critical points on all M ) that hold for a general class of Riemannian manifolds (see (8) , (19) , and (31) ). An interesting aspect of these results is that we cannot control both the rate at which the covariance kernels K η,λ of the random waves φ λ converge to their scaling limits near some x ∈ M (see Definition 1) and the rate of off-diagonal decay (see Definition 3). Nonetheless, we are able to obtain quantitative variance estimates by proving lower bounds on the volume (x, y) ∈ M × M at which K η,λ (x, y) is already measurably small (of order λ − n−1 2 ). This is done in (66) and (74) and is related in sprit to work of Jakobson-Polterovich [20] .
In addition, Theorems 5 and 6 address in a uniform manner the behavior of a broad class of integral statistics associated to φ λ . One can infer from it the behavior of random variables such as distributions of values, locations for critical points, and sizes of level sets of φ λ . More generally, one can understand the expected value and variance of the size of the set of points {x ∈ M : (D 1 φ λ (x), . . . , D k φ λ (x)) = (0, . . . , 0)}, where D 1 , . . . , D k are differential operators acting on M , even after restricting φ λ and its derivatives to a given set of conditions (e.g φ λ > T , for some T ∈ R).
Finally, to our knowledge, the present paper is among the first (together with [37] where random waves on general (M, g) were introduced), to address the behavior of integral statistics for monochromatic random waves on general Riemannian manifolds. Our results hold under rather weak conditions (see Definitions 1 and 3) on the asymptotic behavior of the covariance kernel that are satisfied genericically in the space of Riemannian metrics on a fixed manifold and for all metrics with negative sectional curvatures. 
Local and Global Behavior of φ
where H n−1 is the co-dimension 1 Hausdorff measure. Denote by
the set of geodesic arcs from x to y. Here, S x M = {ξ ∈ T x M : |ξ| g(x) = 1} is the unit sphere in T x M. We write dv g for the volume form corresponding to g and vol g (A) for the volume of A ⊆ M with respect to dv g . Theorem 1. Let (M, g) be a smooth, compact, Riemannian manifold of dimension n ≥ 2 with no boundary. Fix a non-negative function η λ satisfying η λ = o(λ) as λ → ∞. Let φ λ ∈ RW λ (M, g, η) and suppose that
or, more generally, that vol g (IS(M, g, η)) = vol g (M ) (see (9) below for the definition of IS(M, g, η)). Then, for any bounded measurable function ψ : M → R,
Suppose further that lim inf λ→∞ η(λ) > 0 and
Then,
as λ → ∞.
Theorem 1 is a special case of Theorem 6 below. We explain how to deduce it in Remark 6. Remark 1. The conditions (5) and (7) are generic in the space of Riemannian metrics on a fixed compact smooth manifold M and hold in particular if (M, g) is negatively curved or, more generally, has no conjugate points. We only use condition (7) to ensure that the covariance kernel K η,λ of φ λ has off diagonal decay in the sense of Definition 3. That is, for each ε > 0 sup x,y∈M, dg(x,y)≥λ −1+ε
as λ → ∞. We are not aware of a more general condition on the structure of geodesics in (M, g) than (7) that would imply such an estimate.
As far as we know, this is the first time that a non-trivial variance estimate has been obtained for a generic metric on a C ∞ -Riemannian manifold (for real analytic (M, g) a weaker estimate was given in [37, Cor. 2] ). A version of (6) was stated, without a complete proof, in [37, Prop. 2.3] for both Zoll and aperiodic manifolds.
Previous results on the Hausdorff measure of nodal sets focus on exactly solvable examples, where more precise variance estimates are available. On round spheres, for instance, with η ≡ 0, Bérard [4] proved (6) (example (1) on p.3). Later, in the same setting, Neuheisel [27] and Wigman [35, 36] obtained upper bounds for the variance that are of polynomial order in λ. Finally, on S 2 , Wigman [36] found that the variance actually grows like λ −2 log λ as λ → ∞, much better than the general O(λ −1/2 ) estimate in (8) .
On flat tori T n , again with η ≡ 0, Rudnick and Wigman [30] computed the expected value of the total Hausdorff measure of the zero set and gave an upper bound of the form λ 2 (dim(H λ,0 )) −1/2 on its variance. Subsequently, on T 2 , Krishnapur, Kurlberg and Wigman [21] found that the variance is asymptotic to a constant, while Marinucci, Pecatti, Rossi and Wigman proved that the size of the zero set converges to a limiting distribution that is not Gaussian [23] .
The articles just mentioned focus on the global behavior of the nodal set measure. Our main result on zero sets, however, concerns their behavior on the length scale of the frequency, λ −1 . More precisely, as explained above, it is natural to compare the dilated functions φ x λ defined in (3), which come from global eigenfunctions, with random local eigenfunctions of frequency 1 for the constant coefficient metric g x = g(x) on T x M. The latter are called frequency 1 random waves on (T x M, g x ), and we write
By definition, φ x ∞ is the unique centered Gaussian field on
Here J ν denotes a Bessel function of the first kind with index ν, S x M is the unit sphere with respect to g x , and dω is the hypersurface measure. Given φ λ ∈ RW λ (M, g, η), we write K
Definition 1. Fix a non-negative function η λ satisfying η λ = o(λ) as λ → ∞. We say that x ∈ M is a point of isotropic scaling, and write x ∈ IS(M, g, η), if for each non-negative function r λ satisfying r λ = o(λ) as λ → ∞ and all j, k ∈ N, we have
as λ → ∞, where the implied constant depends on j, k but not on λ.
A number of settings in which IS(M, g, η) can be described are given in §1. 3 . If x ∈ IS(M, g, η), then in any coordinates around x for which g x = Id, the scaling limit of waves in RW λ (M, g, η) around x is universal in the sense that it depends only on the dimension of M. In the language of Nazarov-Sodin [26] the asymptotics (10) imply that around any x ∈ IS(M, g, η) the collection of ensembles RW λ (M, g, η) has translation invariant local limits.
To state our main result on nodal sets, let x ∈ IS(M, g, η). The nodal set of φ x λ is, with probability 1, a smooth submanifold of T x M (see Proposition 8 in §3.1). Let us denote by σ x λ its Riemannian hypersurface measure:
Theorem 2 concerns the restriction of σ x λ to various balls B r of radius r centered at
We have denoted by 1 Br the characteristic function of the ball B r and by σ x ∞ the hypersurface measure on (φ
Theorem 2 (Weak Convergence of Hypersurface Measures). Let (M, g) be a smooth, compact, Riemannian manifold of dimension n ≥ 2 with no boundary. Fix nonnegative functions η λ , r λ that satisfy η λ , r λ = o(λ) as λ → ∞. Let φ λ ∈ RW λ (M, g, η) and x ∈ IS(M, g, η). Suppose lim λ→∞ r λ exists and equals r ∞ ∈ (0, ∞].
Case 1 (r ∞ < ∞): The measures Z x λ,r λ converge to Z ∞,r∞ weakly in distribution. That is, for any function ψ : T x M → R bounded and measurablê
as λ → ∞, where
Case 2 (r ∞ = ∞): We have
and
We derive Theorem 2 from Theorem 5 in §4. Note that taking ψ ≡ 1, (12) implies that for R > 0 fixed
On the other hand, (14) implies a weak law of large numbers for the hypersurface measure of (φ x λ ) −1 (0) in balls with radii r λ .
Properties of IS(M, g, η)
. Before stating our results on critical points (Theorems 3 and 4) and general integral statistics (Theorem 5), we briefly recall several settings in which IS(M, g, η) is known to be large and hence Theorem 2 applies.
(1) Let S n be the n-sphere equipped with the round metric. The Mehler-Heine asymptotics imply that
In this case, φ λ are random spherical harmonics.
(2) For n-dimensional flat tori with n ≥ 5, we have IS(T n , g flat , 0) = T n . For 2 ≤ n ≤ 4, the asymptotics (10) hold at every x ∈ T n but only for a density one subsequence of eigenvalues [15] . In this case, φ λ are random trigonometric polynomials.
(3) The authors proved in [10, Thm. 1] that for any compact boundaryless Riemmannian manifold (M, g) if lim inf λ→∞ η λ > 0, then
where L x,x is defined in (4) and |L x,x | is its volume with respect to the hypersurface measure induced by g. Points satisfying |L x,x | = 0 are called non self-focal.
(4) The pointwise Weyl law [19] implies that if
In addition to (1)- (4), we believe that if (M, g) has no conjugate points then the condition lim
This seems to follow from the proof -although not the statement -of the main result in Bérard [3] combined with the recent article of Bonthonneau [2] , but we have not verified the details. Note that if (M, g) has negative sectional curvature everywhere, then it has no conjugate points and all points are non self-focal. In contrast with (1)- (4), there exist smooth perturbations of the round metric on S 2 (so-called pimpled spheres) for which IS(S 2 , g, 1) S 2 (see [24, 38] ).
1.4. Local and Global Critical Point Statistics. Because critical points of random waves have been extensively studied [12, 13, 28] , we separately state our results in this setting. For each α ∈ R and q ∈ {0, . . . , n} set
Our main result is Theorem 3, which shows in particular that if lim inf η λ > 0 and the set of geodesics arcs L x,y (defined in (4)) between any x, y ∈ M has measure 0, then the variance of the number of critical points of φ λ is small.
) be a smooth, compact, Riemannian manifold of dimension n ≥ 2 with no boundary. Fix a non-negative function η λ , satisfying
and assume that
. Then, there exists a constant C n,q,α depending only on n, q and α for which
In particular, on surfaces,
Further, suppose that |L x,y | = 0 for all x, y ∈ M and lim inf λ→∞ η λ > 0. Then,
Theorem 3 is a special case of Theorem 6 below. We explain in Remark 6 how to deduce it.
As with the variance estimate on the Hausdorff measure of φ −1 λ (0) in Theorem 2, the variance estimate (19) seems to be the first non-trivial variance estimate on the total number of critical points of a random wave that holds for a generic Riemannian metric on a fixed smooth manifold M.
The behavior of the number of critical points has been studied in detail on the round 2-sphere S 2 . Nicolaescu [28] studied the expected value of the number of critical points, obtaining (18) . The variance was studied by Cammarota, Marinucci and Wigman [13] , again only on S 2 , where a polynomial upper bound is obtained. This upper bound was later improved by Cammarota and Wigman [12] who proved that the variance grows like λ 2 log λ (as opposed to our λ 7/2 estimate) as λ → ∞.
Theorem 4 follows from a local result. To state it, let x ∈ M and for each r > 0, α ∈ R, q ∈ {0, . . . , n}, define
where
The random variables C λ,r,q,α are almost surely finite by Proposition 8. Also define C x ∞,r,q,α in the same way as C x λ,r,q,α but with φ x λ replaced by
Theorem 4. Let (M, g) be a smooth, compact, Riemannian manifold of dimension n ≥ 2 with no boundary. Fix non-negative functions η λ , r λ that satisfy
. Suppose that lim λ→∞ r λ exists and equals r ∞ ∈ (0, ∞]. Fix q ∈ {0, . . . , n} and α ∈ R. Then,
Moreover, we have the following two cases. Case 1. (r ∞ < ∞): Fix q ∈ {0, . . . , n} and α ∈ R. Then,
Case 2. (r ∞ = ∞): Fix α ∈ R and q ∈ {0, . . . , n}. Then
Furthermore, when n = 2, (20) and (22) equals E [C ∞,R,q,α ] for all R > 0 and is given by the following explicit, but often difficult to evaluate directly, Gaussian integral:
On the n-dimensional flat torus, Nicolaescu [28] obtained several results related to Theorem 4 in the r ∞ < ∞ case. The statements we prove for critical points in Theorem 4 are weaker than those for zeros (Theorem 2). The reason is that the random variables Z ∞,R , ψ are bounded and hence determined by their moments. Indeed, a deterministic theorem of Donnelly-Fefferman [14] says that the Hausdorff measure of the zero set of f ∈ ker(∆ R n − 1) is uniformly bounded when restricted to any fixed compact set. In contrast, although we do not have a proof of this fact, we believe that there exists a k (depending only on n) so that E[C k ∞,R,q,α ] = ∞ for each R > 0, α ∈ R, q ∈ {0, . . . , n}. We derive Theorem 4 from Theorem 5 in §4.
1.5. Integral statistics: Main result. In this section we state our main result, Theorem 5. Fix x ∈ IS(M, g, η) and local coordinates (u 1 , . . . , u n ) on R n ∼ = T x M so that x = 0 and g x = Id. As mentioned after Definition 1, in these coordinates, the scaling limit of φ x λ is φ ∞ ∈ RW 1 (R n , Id). Fix k ≤ n and a collection of linearly independent, constant coefficient, differential
Theorem 5 concerns the random variables (25) where a x ∈ R dim(Ax) , B x ⊆ T x M is a bounded measurable set with non-zero volume, σ {J A x φ x λ =ax} is the Riemannian hypersurface measure induced by g on {J Ax φ x λ = a x }, and f x is any measurable function of the N -jet space J N (T x M ) with polynomial growth (N is arbitrary). The statistics F thus depend on the same function of the jets of φ x λ at each point in T x M. To state Theorem 5, we need one more piece of notation. Namely, for each w = (w 1 , . . . , w n ) ∈ S n−1 we write ∇ w for the directional derivative:
With A x given by (24), we define ∇ w A x = Span{∇ w D i , i = 1, . . . , k}. Associated to each w ∈ S n−1 and A x . We define {G 
For example, if
Our main result is the folowing.
Theorem 5 (Local Statistics). Let (M, g) be a smooth, compact, Riemannian manifold of dimension n ≥ 2 with no boundary. Fix non-negative functions η λ , r λ that satisfy
. Suppose further that lim λ→∞ r λ exists and equals r ∞ ∈ (0, ∞]. Write B r for the ball of radius r centered at 0 ∈ T x M. Fix a measurable function f x of polynomial growth and A x as in (24) .
is a finite constant. In addition, suppose that A x satisfies
Relation (29) always holds if k ∈ {1, 2} and A x satisfies (28).
On the other hand, if dim(
Remark 3. The rate of convergence in (30) - (32) is uniform over x ∈ IS(M, g, η) if the convergence in (10) is uniform.
Remark 4. The balls appearing in Theorem 5 can be replaced by any collection of bounded measurable subsets
where B x is any measurable set. Specializing the random variables F from Theorem 5 recovers those considered in Theorems 2 and 4 as shown in the following examples.
Example 1. (Size of the zero set)
, B x = B r λ ∩ U and J A x φ = φ are precisely the random variables from Theorem 2. In this case, since A x ∩ ∇ w A x = {0} for every w ∈ S n−1 and we have dim m (A x ) = 1.
Example 2. (Number of critical points) Define
and set a x = 0. Then dim m (A x ) = dim(A x ) = n and with f = 1, we have
counts the number of index q critical points of φ x λ at which φ x λ is at least α inside of B r λ (see Theorem 4) . We now extend Theorem 5 to a global result. This requires an assumption about the off-diagonal decay of the covariance of φ λ ∈ RW λ (M, g, η).
Definition 3. Fix a non-negative function η λ satisfying η λ = o(λ) as λ → ∞. We say that the covariance of φ λ ∈ RW λ (M, g, η) has off diagonal decay, if for each ε > 0 and every N sup
as λ → ∞, where d g (x, y) is the Riemannian distance. 
as λ → ∞. Here, the subscripts x and y indicate that P and Q are acting on the x and y entry of K respectively. Next, we use that ∆ where I i is a collection of multi-indices in N n and b α ∈ C ∞ (M ). We then define the induced constant coefficient operators
We assume that the families of operators {D i,x } k i=1 are linearly independent at every x ∈ M . Further, we let f (x, J N φ(x)) be any smooth function on the N -jet space J N (M ) with polynomial growth, let a : M → R k be a smooth function, and continue to write
Our main global result on the statistics of φ λ is the following estimate on the first two moments on the random variables
For each x ∈ M define
let f x be the restriction of f to the fiber J N x (M ), and write a x := a(x). In what follows we write dim A := k. (IS(M, g, η) ) with the convergence in (10) uniform over
Theorem 6 (Global Statistics
where C(f x , A x , a x )) is the constant from (27) . Furthermore, if the covariance of φ λ has off diagonal decay in the sense of Definition 3, then,
Remark 6. Theorem 1 is a special case of Theorem 6. Indeed, by Example 1 one can
, and by (62)
Remark 7. Theorem 3 is a special case of Theorem 6. Indeed, by Example 2 one can choose (27) is independent of x and equals the constant C n,q,α in (18) . Furthermore, the constant
in (18) and (23) is computed in (63).
1.6. Outline. The rest of our paper is organized as follows. First, in §2, we recall a variant of the Kac-Rice formula, which provides integral representation for moments of the random variables F appearing in Theorems 5 and 6. Section 3 is the heart of the paper. It is where we prove Theorem 2. In doing so, we prove that the level set J Ax φ x ∞ = a is smooth submanifold almost surely and we connect the modified dimension dim m (A) of A to the finiteness of the second moment of F (see Proposition 10) . In §4, we explain how to deduce Theorems 2 and 4 from Theorem 5. Finally, in §5, we "integrate" Theorem 5 to obtain its global analog, Theorem 6. As already explained in Remarks 6 and 7, Theorems 1 and 3 are immediate consequences of Theorem 6.
Kac-Rice Formula
Our proof of Theorem 5 relies on the following Kac-Rice formula from Azaïs- 
Suppose k < n. Then, for every measurable Borel set B ⊆ U , we have
If k = n, then equation (38) holds for any Borel set B ⊆ U with the left hand side replaced by the factorial moment:
We make two remarks. First, the equality (38) is valid even if one side of it (and hence the other) is infinite. Second, let f be a measurable function with polynomial growth and W be a random field such that (Z, W ) is Gaussian. Then, the formula (38) is valid with σ ({X = a} ∩ B) replaced bŷ
(40) This statement when f is bounded is precisely Theorem 6.10 in [1] . It can be extended to positive f with polynomial growth by considering their truncations f N := max (f, N ) and using the monotone convergence theorem. The case of general f with polynomial growth then follows from the dominated convergence theorem.
Proof of Theorem 5
Fix φ λ ∈ RW λ (M, g, η) and x ∈ IS(φ λ , g, η). We continue to write φ x λ for the rescaled random waves defined in (3) and φ x ∞ ∈ RW 1 (T x M, g x ) for the limiting ensemble of frequency 1 random waves on T x M ∼ = R n . For the sake of brevity, we write
We identify T x M ∼ = R n and work in coordinates (u 1 , . . . , u n ) in which x = 0 and g x = Id. We also fix, as in the statement of Theorem 5, a space A x = span{D 1 , . . . , D k } generated by linearly independent, constant coefficient, linear differential operators acting on C ∞ (T x M ) with k = dim(A x ) ≤ n. The proof of Theorem 5 is divided into several steps. We explain them briefly.
Step 1. We prove in §3.1 that the field J Ax φ ∞ satisfies hypotheses (1)-(3) for applying the Kac-Rice formula (Theorem 2 above). As a result, the moments of the random variables F (A x , f x , φ ∞ , B x , a x ) have integral representations given by (38) . Note that these representations do not guarantee the finiteness of these moments.
Step 2. Our next step is to check that the first moment of F (A x , f x , φ ∞ , B x ) is always finite if dim(A x ) ≤ n and the second moment is finite whenever dim m (A x ) ≤ n − 1 or dim(A x ) = n and dim m (A) ≤ n + 1. This is done in §3.2.
Step 3. Finally, in §3.3 we explain why the arguments in §3.1 and §3.2, together with the convergence of covariance kernels (10) , imply that for all λ sufficiently large J A x φ x λ also satisfy the hypotheses necessary for applying the Kac-Rice formula and complete the proof.
3.1.
Step 1: Verifying the Kac-Rice Hypotheses for φ x ∞ . Fix x ∈ M and f x , A x , a x , B x as in the statement of Theorem 5. In this section we prove that hypotheses (1)-(3) of the Kac-Rice Theorem are satisfied by J Ax φ ∞ . Hypothesis (1) is automatic since J Ax φ ∞ is smooth. Next, observe that
where a j ∼ N (0, 1) R are iid and {ψ j } is an ONB for L 2 (S n−1 , C) for which ψ j (−ω) = ψ j (ω). The covariance for the white noise ∞ j=1 a j ψ j is the identity (and hence nondegenerate) on L 2 (S n−1 , C).
Further, recall that if Σ is the self-adjoint operator representing the bi-linear form associated to a Gaussian measure on a vector space V (possibly infinite dimensional) and T : V → W is a linear map, then the pushforward of the Gaussian from V to W under T is again Gaussian and its bi-linear form is represented by T ΣT * , which is non-degenerate if Σ is non-degenerate on V and T is surjective. We continue to write J N φ for the N -jet of φ ∈ C ∞ (R n ). In the following proposition we prove that (J N φ ∞ (u 1 ), . . . , J N φ ∞ (u m )) is non degenerate for every collection of points {u 1 , . . . , u m } ⊂ R n . That J Ax φ x ∞ satisfies the non-degeneracy condition (2) in Theorem 2 is therefore a consequence of the fact that A x can naturally be identified with a linear subspace of J N (T x M ) and
Proposition 7 (Non-degeneracy). Fix m distinct points u 1 , . . . , u m ∈ R n . For each 1 ≤ ℓ ≤ m, fix v ℓ ∈ J N u ℓ (R n ). Then, there exists φ, a real-valued function smooth function, whose Fourier transform F(φ) belongs to L 2 (S n−1 , C) for which
Proof. Let us write dω for the uniform measure on S n−1 and set
Note
Further, observe that the functions {E u ℓ ,I (ω) : ℓ ∈ {1, . . . , m}, |I| ≤ N } are linearly independent and satisfy
For every ℓ and each |L| ≤ N , define
L are non-zero by linear independence of the E x i ,I . Therefore, we may assume that g u ℓ ,L are normalized by
We have, by construction,
The second equation shows that if we set
By taking linear combinations of the φ u ℓ ,L functions we obtain a smooth real-valued function φ in F −1 L 2 (S n−1 ) with prescribed N -jets v ℓ at each u ℓ .
If A x ∩∇ w A x = {0} for each w ∈ S n−1 then J A x φ ∞ satisfies hypothesis (3) of the Kac-Rice formula by Proposition 7 and [1, Prop. 6.12]. In general, when dim m (A x ) > dim(A x ), we are not aware of any such results and instead rely on the following. Let {D 1 , . . . , D k } be a collection of linearly independent, linear differential operators of constant coefficients, acting on C ∞ (R n ), with k ≤ n. Let a ∈ R k . Then, almost surely, the Gaussian matrix
Proposition 8 (Submersion).
has full rank at every point in {J A x φ ∞ = a}.
Proof. Proposition 8 is trivial if k = 0, so we assume k ≥ 1. It is enough to show that for any bounded open set U we have
The equality (44) follows from showing that for some α and β with α + β ≥ n we have
Indeed, if u were a singular point on J A x (φ ∞ ) −1 (a), then the integrand in (45) would vanish at u to order at least α + β ≥ n, causing the integral to diverge. This approach is borrowed from an argument used by Nazarov and Sodin in [25, Lemma 6] to show that φ −1 ∞ (0) is a submanifold for a.e φ ∞ . Equation (45) is equivalent to
for every u ∈ U . By translation invariance of φ ∞ equation (46) can be checked just at u = 0. To verify (46) we need some notation. Choosing coordinates as in (24) we have
with v i,j ∈ {η 1 , . . . , η k A , ξ 1 , . . . , ξ ℓ A }. Note that by Proposition 7, the vector (η, ξ) has a smooth density with respect to Lebesgue measure. With this notation, the expectation in (46) is
where µ is the law of (η 1 , . . . , η k A , ξ 1 , . . . , ξ ℓ A ) and
We claim that the integral in (49) converges as long as
To see this, write e m = du m and consider the orthonormal basis
Note that each term e Γ , v(η, ξ) is a homogeneous polynomial of degree k A in the k A + ℓ A variables (ξ, η). Define
Assuming Lemma 9 for the moment, we complete the proof of Proposition 8. Lemma 9 shows the map
is surjective. In particular, since the distribution of µ(η, ξ) has smooth density with respect to Lebesgue measure, the pushforward R * µ(η, v) also has a smooth density with respect to Lebesgue measure. Changing variableŝ
we see that the integral on the RHS is finite provided (50) is satisfied. Finally, since for k A ≥ 1 we have
we may choose α and β satisfying both α + β ≥ n and (50), as desired.
Proof of Lemma 9. Fix Γ = (i 1 , . . . , i k A ) with i 1 < i 2 < · · · < i k A and note that
In the matrix
two entries v i 1 ,j 1 and v i 2 ,j 2 are the same if and only if
For each j, let I j = (α 1,j , . . . , α n,j ). For each i choose j(i) so that α i,j(i) = max 1≤a≤k A α i,a . Then, by construction, v i,j(i) can appear only in the i-th row. In addition,
The polynomials e Γ , v(η, ξ) are hence linearly independent. Since the v i,j(i) 's are independent of η, the dimension of R η is precisely n k A for all η.
3.2.
Step 2: Second moment. In this section we prove that if r ∞ < ∞ and either
Section §3.1 allows us to apply the Kac-Rice formula to J Ax φ ∞ , so that (53) is equivalent to showing
where Y ∞ is as in (39). Note that the density Den (J N φ∞(u),J N φ∞(v)) (a x , a x ) blows up at the diagonal u = v, so (54) is not immediate. We first show in Proposition 10 that
Since Y ∞ (u, v) = O(1) as v → u, the local integrability of (54) follows whenever dim m (A x ) ≤ n − 1. When dim(A x ) = n and dim m (A x ) ≤ n + 1, we use that
This is proved in Proposition 11. The assumption dim m (A x ) ≤ n + 1 and relation (56) combined with (55) will then complete the proof of (54).
Proposition 10. As |u − v| → 0 we have
Proof. We have
. Proposition 10 is hence equivalent to proving that there exists
as v → u.
Recall (41) and write
where {ψ j } j is an orthonormal basis for L 2 (S n−1 ) consisting of eigenfunctions of the Laplacian for the round metric on S n−1 for which
We have
where Gram(w 1 , . . . , w ℓ ) = ( w i , w j ) 1≤i,j≤ℓ is the Gram matrix. By the Gram Identity
where we have set
To get the second equality we used that G 0 (u) = B 0 (u), and so the norm of the wedge product remains unchanged after substracting the components of G 0 (u) from those of B 0 (v). Set
, then the components in the wedge product G 0 (u)∧∇ w B 0 (u) are linearly independent. Therefore, since ∇ w B 0 (u) =
, the wedge product in line (57) is bounded away from 0 uniformly in w ∈ S n−1 by some constant C = C(A x ). This constant is independent of u because φ ∞ is stationary. It follows that under the assumption G 0 ∩∇ w B 0 = {0} the proof would be complete, since in this case dim m (A x ) = dim(A x ).
We then have
Setting B w 1 (u) := ∇ w B B 0 (u), and taking into account that the components of B 1,u (u) can be written as a linear combination of the components of G 0 (u) we obtain
where ℓ 1 (w) = dim B 
and by the assumption the components of
We have also used that
If B w 2 = {0}, then we simply repeat the process above until we work with an index α A for which B w α A +1 = {0}. We arrive at an equality of the form det(Σ A (u, v))
for which we know that all the components in
are linearly independent and
To obtain (54) it only remains to prove the following result.
Proof. According to (38) we have that
is the Kac-Rice density from (38) . Since dim(A x ) = n,
The n vectors ∇D j φ ∞ (u) all belong to the n−dimensional vector space
by the mean value theorem, for each j, there exists c j = c j (φ ∞ , u, v) on the line segment between u, v so that
where w := u−v |u−v| is thought of as an element of T u T x M . We have, for each j = 1, . . . , n, that
The span of the n vectors
is contained in the orthogonal complement to w in T u T x M. Hence, there exist a j ∈ R so that j a j B j = 0 and max j=1,...,n {|a j |} = 1.
Thus, we have
In particular,
Suppose, without loss of generality, that |a 1 | = 1. Then,
The conditional expectation in (60) is continuous in s, t, u, v since the covariance of the Gaussian vector (J N φ ∞ ((1 − t)u + tv), J N φ ∞ ((1 − s)v + su)) is continuous. Hence, by stationarity of φ ∞ , the expression in (60) is uniformly bounded over |u − v| ≤ 1, s, t ∈ [0, 1] 2 by a constant times |u − v| 2 . This completes the proof.
3.3.
Step 3: End of Proof of Theorem 5. We now complete the proof of Theorem 5. Let φ λ ∈ RW λ (M, g, η) and x ∈ IS(M, g, η). Fix also a non-negative function r λ which satisfies r λ = o(λ) as λ → ∞ and converges to a non-zero limit: r λ → r ∞ ∈ (0, ∞]. First, note that the Gaussian fields J A x φ x λ satisfy hypotheses (1)- (3) of the Kac-Rice Theorem for all λ sufficiently large. Indeed, J Ax φ x λ satisfies hypothesis (1) since it is smooth. Also, since x ∈ IS(M, g, η), the convergence (10) of the covariance function implies that the finite dimensional distributions of J Ax φ x λ restricted to the ball B r λ of radius r λ centered at 0 ∈ T x M converge uniformly to those of J Ax φ ∞ . In particular, since J Ax φ ∞ has non-degenerate finite-dimensional distributions by Proposition 7, the same holds for the fields J Ax φ x λ (again restricted to B r λ ) for all λ sufficiently large. This shows that the hypothesis (2) of the Kac-Rice Theorem is satisfied for J Ax φ x λ restricted to B r λ provided λ is large enough. Finally, recall that we concluded dJ Ax φ ∞ has full rank at every point in {J A x φ ∞ = a} for a.e. φ ∞ by proving that the expectation in (46) is finite. This expectation is the limit as λ → ∞ of the same expected value but with φ ∞ replaced by φ x λ . Thus hypothesis (3) holds for J A x φ x λ for all λ sufficiently large. It follows that we can apply the Kac-Rice formula to J A x φ x λ . Using the Kac-Rice formula, the difference between the integrands in the formulas for
as λ → ∞. The proof of (27) then follows from the fact that
for all u (since φ ∞ is isotropic) and since
To prove (30) , suppose r ∞ < ∞. Apply the Kac-Rice formula to obtain an integral formula for E F (φ x λ , f x , A x , a x , B r λ ) k for all k. As before, the integrand in this formula converges uniformly inside B r λ to the integrand in the Kac-Rice expression for
Provided the latter integral is finite, which we proved in §3.2 must happen when k = 2, the dominated convergence theorem yields (30) .
Finally, to prove (31) and (32), suppose r ∞ = ∞ and note that by (9) and (10), we have
as |u − v| → ∞. Due to the uniform C ∞ convergence (10) of covariances, the same holds when φ ∞ is replaced by φ x λ provided |u − v| = o(λ) (e.g. if u, v ∈ B r λ and |u − v| → ∞). Hence, we have sup u,v∈Br λ , |u−v|≥r
as λ → ∞, where Y X,L,f is the Kac-Rice density from (40). On the other hand,
Combining this with (61), and recalling that the integral in (38) represents the factorial moment when k = dim A x = n, shows that (31) and (32) hold and completes the proof of Theorem 5.
Proof of Theorem 2 and Theorem 4
4.1. Proof of Theorem 2. As explained in Example 1,
for suitable choices of f x , A x , a x , B x . To prove (12) , recall that (e.g. by work of Donnelly-Fefferman [14] ) on a fixed compact set K ⊆ R n , the co-dimension 1 Hausdorff measure of the nodal set of a non-zero solution to ∆ R n f = f is uniformly bounded. This means that if r ∞ < ∞, then the random variables Z ∞,r∞ , ψ are bounded. Hence, they possess moments of all orders and are determined by those moments. The relation (30) from Theorem 5 thus shows that all the moments of Z x λ,r λ , ψ converge to those of Z ∞ , ψ , which implies the convergence in distribution statement (12) .
The convergence in probability (6) follows immediately from equation (31) in Theorem 5 and the formula
which uses that Cov(φ ∞ (0), dφ ∞ (0)) = Diag(1, 1/n, . . . , 1/n) is a diagonal matrix.
Proof of Theorem 4. As explained in Example 2
We proceed to find the explicit constant in (23) for the number of critical points in the n = 2 case. We work with 
The changes of variables we used are
Global Estimates -Proof of Theorem 6
Fix a non-negative function η λ satisfying η λ = o(λ) and let φ λ ∈ RW λ (M, g, η). We first prove the estimate (36) . Fix ε > 0. For each λ partition M into finitely many disjoint subsets {U α } α∈S λ so that M = α∈S λ U α and for some c, C > 0
as λ → ∞. For each α ∈ S λ choose x α,λ ∈ U α ∩ IS(M, g, η) and write
We have,
By Theorem 5 and Remark 3, we have that
as λ → ∞ uniformly over α. Equation (36) is therefore implied by
as λ → ∞. This follows immediately form the Kac-Rice formula, the smoothness of D i , f and the the fact that diam(U α ) ≤ Cλ −1+ε . We now seek to prove (31) . For each x ∈ M write T λ,x := Cov(J A x φ λ (x), J A x φ λ (x)). Proposition 7 ensures that T λ,x is an invertible matrix at every x for all λ sufficiently large. We may therefore set
Since the zero sets of ψ λ and J Ax φ λ coincide, we study the variance for the size of the zero set of ψ λ . Let us write
Since the argument remains unchanged, we will set f ≡ 1 to simplify the notation. Our goal is to show that Var[
2 ) as λ → ∞ if (7) holds. As in the proof of Theorem 5, we may apply the Kac-Rice formula to write
We will decompose the integral in (64) into three λ-dependent pieces using the following construction. There exist three positive numbers C 1 , C 2 , C 3 depending only on n = dim(M ) with the following property. For each ε > 0 and every λ > 0 there exists a collection of measurable sets {B α } α∈S λ,ε satisfying
To see this, cover M with finitely many coordinate charts. On each chart g is uniformly comparable to the Euclidean metric. For the Euclidean metric, the existence of a collection satisfying (i)-(v) follows from standard covering arguments. Taking the union of these collections over the finite number of coordinate charts completes the construction of the sets {B α } α∈S λ,ε satisfying (i) -(v). Next, set ε := n−1 2n , and decompose Var[X λ ] as
where the sets Ω j,λ are defined as
where d 0 = max j=1,...,k ord(D j ). The proof of Theorem 6 now reduces to the following three estimates:
We begin by proving (67) for i = 1. Consider any B ⊆ M with diam(B) ≤ inj(M, g) and fix x ∈ B. Write
and note that
Hence, by the Kac-Rice formulä
Using the inclusion-exclusion formula and property (iv) of S λ,ε , we have the following decomposition for the indicator function 1 Ω 1,λ of Ω 1,λ :
where B α 1,...,j := B α 1 ∩ · · · ∩ B α j . By properties (i) and (v), for each j, the number of terms in the inner sum is at most C 1 C 3 λ nε . Note that by (ii), we have vol(B) ≤ λ −nε for each B ∈ {B α } α∈S λ,ε . For each α ∈ S λ , choose x α ∈ B α . Note that by the Kac-Rice formula, and the smoothness of D, f we have (I 2,ψ λ (x, y) − I 1,ψ λ (x)I 1,ψ λ (y)) dv g (x)dv g (y) ≤ C 1 C 2 C 3 λ −nε , which confirms (67) for i = 1 since ε = (n − 1)/(2n). We have used here that (32) from Theorem 5 is uniform over x ∈ M by the assumption in the statement of Theorem 6 that the convergence (10) is uniform over x ∈ M . Next, to prove (67) for i = 2, 3 we will need the following estimate: 2 ) and that the integral of R x,y η, ξ against the Gaussian density above is 0. This proves (67) for i = 3, and completes the proof of Theorem 6 modulo the proof of (70), which we now supply. 
where we continue to write d 0 = max j=1,...,k ord(D j ). Put another way, we must show that if P = Op(p), Q = Op(q) are two pseudodifferential operators acting on M × M of order ordP, ordQ respectively, then
as λ → ∞, where the implied constant is uniform when p L 2 , q L 2 are bounded. We prove this by induction in ordP + ordQ. The base case is immediate since
Assume (78) is true for all operators whose orders sum to at most ℓ − 1 and consider P, Q with ordP + ordQ = ℓ. Then, P K η,λ , QK η,λ = P ∆ x K η,λ = λK η,λ + R λ K η,λ where R λ = Op(r λ ) are order 0 pseudodifferential operators with r λ L 2 uniformly bounded in λ. Therefore,
concluding the proof of (78).
