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Abstract
While aerobic respiration is typically invoked as the dominant mass-balance sink for organic
matter in the upper ocean, many other biological and abiotic processes can degrade partic-
ulate and dissolved substrates on globally significant scales. The relative strengths of these
other remineralization processes — including mechanical mechanisms such as dissolution
and disaggregation of sinking particles, and abiotic processes such as photooxidation — re-
main poorly constrained. In this thesis, I examine the biogeochemical significance of various
alternative pathways of organic matter remineralization using a combination of field exper-
iments, modeling approaches, geochemical analyses, and a new, high-throughput lipidomics
method for identification of lipid biomarkers. I first assess the relative importance of particle-
attached microbial respiration compared to other processes that can degrade sinking marine
particles. A hybrid methodological approach — comparison of substrate-specific respiration
rates from across the North Atlantic basin with Monte Carlo-style sensitivity analyses of a
simple mechanistic model — suggested sinking particle material was transferred to the wa-
ter column by various biological and mechanical processes nearly 3.5 times as fast as it was
directly respired, questioning the conventional assumption that direct respiration dominates
remineralization. I next present and demonstrate a new lipidomics method and open-source
software package for discovery and identification of molecular biomarkers for organic mat-
ter degradation in large, high-mass-accuracy HPLC-ESI-MS datasets. I use the software
to unambiguously identify more than 1,100 unique lipids, oxidized lipids, and oxylipins in
data from cultures of the marine diatom Phaeodactylum tricornutum that were subjected to
oxidative stress. Finally, I present the results of photooxidation experiments conducted with
liposomes — nonliving aggregations of lipids — in natural waters of the Southern Ocean.
A broadband polychromatic apparent quantum yield (AQY) is applied to estimate rates
of lipid photooxidation in surface waters of the West Antarctic Peninsula, which receive
seasonally elevated doses of ultraviolet radiation as a consequence of anthropogenic ozone
depletion in the stratosphere. The mean daily rate of lipid photooxidation (50 ± 11 pmol
IP-DAG L−1 d−1, equivalent to 31 ± 7 𝜇g C m−3 d−1) represented between 2 and 8 % of
the total bacterial production observed in surface waters immediately following the retreat
of the sea ice.
Thesis Supervisor: Dr. Benjamin A. S. Van Mooy
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Much of chemical oceanography and organic geochemistry is concerned in some way
with the very small fraction of fixed organic matter that is preserved in sediments at the
bottom of the sea. This organic matter must survive various destructive forces in the surface
ocean and water column, all of which have the thermodynamic advantage. On timescales
of millennia — i.e., within the faster of Earth’s two carbon cycles (Falkowski, 2014) — the
burial of the reduced carbon contained in this organic matter is the primary source (in a
mass-balance sense) of atmospheric oxygen. On longer timescales, an even smaller fraction
of this carbon survives to enter the Earth’s lithosphere, which contains a massive 15 × 106
Pg of carbon (Petsch, 2014). Because of the importance of this small fraction of organic
matter, it is no surprise that the various processes which determine its size and nature have
been the subject of continual scientific investigation for centuries.
Although the ocean’s biological pump was not formally defined as such until the late
20th century (Volk and Hoffert, 1985; Broecker, 1981), the hypothesis that the atmospheric
and terrestrial compartments of the earth system could be connected in some meaningful
way through chemical reactions in the oceans and hydrosphere first formally appeared in the
late 19th century in the work of Arrhenius (1896), Chamberlin (1898), and contemporaries
(Sundquist and Ackerman, 2014).1 In 1924, Vernadsky made one of the earliest attempts to
quantify the sizes of the various carbon reservoirs that are connected through this hydro-
logical nexus. His estimate of the size of the lithospheric carbon reservoir, 8 × 1016 metric
tons (or 8 × 107 Pg), was remarkably close to modern estimates. Vernadsky’s other major
contribution was, of course, to propose the term biogeochemistry to describe the transfers of
energy and carbon between these reservoirs, and the effects of and consequences for biota
within each. Among the first modern oceanographers to investigate the transfer of energy
and carbon between various biogeochemically distinct regions of the ocean were Dugdale and
Goering (1967) and Eppley and Peterson (1979), who introduced the concepts of new versus
regenerated primary production in the surface ocean and then established the importance
of the former for the export of particulate matter to the deep sea, respectively.
Among modern geochemists and chemical oceanographers whose primary domain is these
sinking marine particles and marine sediments, scientific inquiry into the fate of organic
1 The more fundamental notion that the chemical constituents of seawater could be subject to cycles of
input and output orignated with Perrault (1674), who drew on the work of the Greek philosophers (Mottl
and Elderfield, 2014). A wonderful history of biogeochemistry, with attention to the many early scientific
contributions that shaped the discipline’s development, can be found in Gorham (1991).
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matter originating in the surface ocean has often been framed in terms of remineralization
(i.e., oxidation by one or more terminal electron acceptors) or selectivity (or non-selectivity)
in the preservation of certain of its components (e.g., Berner, 1981; D. Krom and A. Berner,
1981; Hedges et al., 2001; Keil et al., 1994; Middelburg, 1989; see also Figure 1). Of
particular interest to chemical oceanographers and geochemists in this regard are the lipids
of marine plankton, biochemicals whose taxonomic specificity and functional diversity make
them uniquely suited for use as biomarkers of particular taxa or biogeochemical processes
(Close et al., 2013; Pearson, 2014; Rontani et al., 2012; Sturt et al., 2004; Wakeham et al.,
1997). Lipids and their many oxidation products are equally useful as indicators of various
processes and phenomena in living or senescent biomass (Hunter et al., 2015; Van Mooy et
al., 2006; Van Mooy et al., 2009; Vardi et al., 2012). Implicit in the use of these molecules as
biomarkers is the recognition that they may be shaped and transformed by diverse catabolic
and diagenetic processes in the water column and (when persisting for sufficient time) in
sediments (Killops and Killops, 2005).
It is when one moves closer to the ocean’s surface — as I have in the course of researching
and writing this thesis — that a nuanced consideration of the various biological and abiotic
processes which can contribute to the remineralization of organic matter is often simplified
to a balance between aerobic respiration and primary production, i.e.
GPP = NCP+GR (1.1)
where GPP is gross primary production, NCP is net community production, and GR is
gross (community) respiration. In the vast majority of cases, this is a logical and very
useful simplification: The surface ocean is where photosynthesis takes place, and aerobic
respiration by heterotrophic bacteria is the ultimate sink for particulate (Giering et al.,
2014; Ploug and Grossart, 1999) and dissolved (Arístegui et al., 2002; Carlson and Ducklow,
1996) organic matter in virtually every major marine ecosystem (though, the state of the
balance between the two processes is still hotly debated; e.g., del Giorgio and Duarte, 2002;
del Giorgio et al., 1997; Ducklow and Doney, 2013; le B. Williams, 1998).
Yet, there is considerable evidence that select other processes which can degrade or
remineralize organic matter may be significant in shaping both trophic balance in surface
and pelagic ecosystems and the rate at which sinking marine particles are lost during their
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transit to the seafloor. First, several studies have shown that photochemical processes can
directly oxidize some fractions of dissolved organic carbon (DOC) to inorganic forms at scales
which are globally significant (Miller and Zepp, 1995; Mopper and Kieber, 2002; Mopper
et al., 1991). This direct photochemical oxidation of DOC to CO2 represents the extreme
case in which a process other than aerobic respiration acts as the immediate and ultimate
sink for fixed organic matter. The more profound significance of non-respiratory processes
for ocean biogeochemistry can be seen in the many instances in which aerobic respiration
or another biologically mediated oxidation reaction remains the ultimate sink for organic
matter but one of these processes fundamentally facilitates the remineralization.
This is the case with photochemical degradation of dissolved organic matter: In many
instances, while only a small fraction of DOC is directly oxidized to CO2, photochemical
reactions make a more significant additional fraction available to bacteria by reducing com-
plex, often recalcitrant molecules to smaller labile components (Kieber et al., 1989; Zafiriou
et al., 2003). This more labile DOC can then be remineralized at rates that far exceed those
achievable in the absence of photochemistry. The significance of indirect contributions to
rates of remineralization by non-respiratory processes can also be seen in increasing evidence
from sinking marine particles. While aerobic respiration by free-living and particle-attached
bacteria remains the ultimate sink for marine snow, other processes such as “sloppy feeding”
or mechanical disaggregation by zooplankton may prepare organic material for heterotrophic
metabolism by rendering it more labile (Grossart et al., 2007; Stemmann et al., 2004). These
processes can, in some instances, be highly significant (Giering et al., 2014). Photochemical
processes may also act on particulate organic carbon in a manner similar to DOC (Rontani
et al., 2012).
While the chapters in this thesis are largely the product of a number of separate re-
search projects, they are therefore joined together by two primary themes: Each focuses
on a process or processes which augment or facilitate the degradation of organic matter
by respiration, and, in two instances, lipids and their oxidation products are explored as
biomarkers to assess processes’ significance and magnitude. In all cases, I have sought to
combine oceanographic field experiments and traditional geochemical analyses with novel
modeling and computational approaches. While lipids are the central focus of this work in a
geochemical sense, the projects in this thesis span multiple domains of chemistry and depth
within the ocean (Figure 1-1).
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Figure 1-1: Percentage of particulate organic carbon in three of the four major classes of biochemicals, as
determined in samples collected at various depths in the central equatorial Pacific by Wakeham et al. (1997).
Depicted in red is the large fraction of organic matter that could not be characterized at the molecular level.
Superimposed over the figure are the chemical and depth domains addressed by various chapters of the
thesis. a As reported by Wakeham et al. (1997). The sediment trap samples were collected at 105, 1000,
and ≥ 3500 m.
First, in Chapter 2, I sought to determine the relative contribution to particle flux atten-
uation by respiration compared to the other major biological and mechanical processes that
progressively remove sinking particles with depth (Figure 1-2). I first present measurements
collected at six stations in North Atlantic basin of sinking particulate carbon fluxes, water
column bacterial production and respiration rates, and specific respiration rates on sinking
particle material. I then calculate substrate-specific respiration rates on sinking particles,
bacterial growth efficiencies (BGE) both in the water column and on sinking particle ma-
terial, and depth-integrated estimates of water column BP and respiration for the upper
mesopelagic zone (50 to 150 m). Finally, I apply the measurements of particulate organic
carbon (POC) fluxes and substrate-specific respiration in a series of sensitivity analyses of
a simple, yet mechanistic model of particle flux attenuation. Observational data and the
results of these sensitivity analyses are combined to (1) constrain the relative contribution
to particle flux attenuation by particle-attached microbial respiration compared to other















Figure 1-2: Schematic showing the major processes that ultimately remove sinking particle material in the
mesopelagic ocean, as conceptualized in Chapter 2 of the thesis (Collins et al., 2015). Also shown are the
accompanying first-order rate constants (𝑘; units of day−1) through which we represent these attenuation
processes in the model described in that chapter. Arrow a, in magenta: Respiration of particle material
by particle-attached heterotrophic bacteria (𝑘𝑅, which we calculate from direct measurements). We use a
single rate constant (𝑘𝑆,𝐷,𝑍) in our model sensitivity analyses to account for the other processes (arrows
b-e), which we did not directly observe. 𝑘𝑆,𝐷,𝑍 represents the fraction of particle flux attenuation that
cannot be attributed to direct respiration by particle-attached bacteria. Arrow b, in orange: Enzymatic
solubilization or mechanical disaggregation of particle material by attached bacteria. This process transfers
organic matter to the dissolved or suspended phases in the surrounding water column, where it can then
be metabolized by free-living bacterial communities (arrows f and g). Arrows c-e, in green: Particle flux
attenuation processes attributable to zooplankton, including (arrow c) mechanical disaggregation (e.g.,
“sloppy feeding”), (arrow d) egestion or excretion, or (arrow e) direct respiration of material to carbon
dioxide. Disaggregation and excretion can transfer particle material to the dissolved or suspended phases;
egestion of smaller fecal pellets can also transfer material to the suspended organic matter pool. Our
interpretation of the sensitivity analysis results was informed by additional direct observations of arrow g.
Reproduced with permission from:
Collins, J. R., B. R. Edwards, K. Thamatrakoln, J. E. Ossolinski, G. R. DiTullio, K. D. Bidle, S. C. Doney, and B. A. S.
Van Mooy. 2015. The multiple fates of sinking particles in the North Atlantic Ocean. Global Biogeochemical Cycles 29 :1471-1494;
doi:10.1002/2014GB005037
c○2015 American Geophysical Union
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affect this partitioning.
In Chapter 3, I present a new software package and computational strategy for dis-
covering lipid, oxylipin, and oxidized lipid biomarkers in large volumes of high-resolution,
accurate-mass HPLC-ESI-MS lipid data. I was inspired in developing the software by the
need for new computational approaches to parse the increasingly complex dataset that are
generated in metabolomics and lipidomics studies (Cajka and Fiehn, 2016; Prosser et al.,
2014). Lipid and Oxylipin Biomarker Screening through Adduct Hierarchy Sequences, or
LOBSTAHS, is centered around a novel screening methodology that exploits the unique
tendency of lipids to form adduct ions in consistent, diagnostic patterns of abundance that
remain relatively consistent across sample types. Using lipid data from cultures of a mutant
strain of a marine diatom (Phaeodactylum tricornutum) designed for studies of oxidative
stress (van Creveld et al., 2015), LOBSTAHS is applied in Chapter 3 to resolve conflicting
compound assignments, examine differential expression of compounds across experimental
treatments, discover and identify potential oxidized intact polar lipid (ox-IPL) and oxylipin
biomarkers, and identify potential isomers and isobars. In the experimental dataset, a stress
response is induced in the P. tricornutum by treating the cultures with hydrogen peroxide
(H2O2), a reactive oxygen species (ROS) that can be generated both biologically (e.g., as a
consequence of metabolic activity) and abiotically (e.g., via photochemical reactions). H2O2
represents a persistent source of stress in many marine ecosystems.
In Chapter 4, I explore the mechanisms and biogeochemical significance of lipid photoox-
idation in coastal surface waters of the West Antarctic Peninsula. The research in Chapter 4
was motivated by a paucity of information about the potentially complex relationships be-
tween ecosystem processes and the photochemical production of oxidized lipids and oxylipins
induced by ultraviolet radiation (Figure 1-3). I combine results from experiments in a model
liposome system with diverse environmental data — including high-resolution, accurate-mass
HPLC-ESI-MS analysis of lipid samples and in situ time-series measurements of ultraviolet
irradiance — to address several research objectives. By exposing liposomes to different light
treatments under natural conditions, I sought to determine whether the photooxidation of
intact polar diacylglycerols (IP-DAG; a broad class of membrane lipid) was dependent on
molecular structure. Specifically, I hypothesized that a higher degree of unsaturation in the
fatty acids of a particular IP-DAG would make it more amenable to photooxidation. As
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Figure 1-3: Schematic illustrating the mechanisms through which oxidized lipids and oxylipins can be gener-
ated marine ecosystems, and the relationships between lipid peroxidation and several major biogeochemical
and ecological processes. In Chapter 4, this conceptual framework is applied to the study of lipid photooxi-
dation in surface waters of the West Antarctic Peninsula.
communities of heterotrophic bacteria, and conversely, whether the presence of these bacte-
ria would enhance apparent overall rates of lipid degradation. The diversity, quantities, and
structures of various products of lipid photooxidation are queried by applying the data anal-
ysis methods described in Chapter 3 (Collins et al., 2016) to the HPLC-ESI-MS data from
our liposome experiments. Using the same MS and data analysis methods, I also sought
to characterize the lipidome of plankton from the WAP water column to determine what
fraction of the particulate (≥ 0.2 𝜇m) lipid biomass would likely be amenable to degrada-
tion by photooxidation. Finally, I calculate broadband polychromatic apparent quantum
yields (AQY) for photooxidation of IP-DAG under natural environmental conditions. These
are applied to the water column lipid data and measurements of irradiance to estimate the
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significance of lipid photooxidation within the carbon cycle of the WAP ecosystem.
Finally, in Chapter 5, I offer some new perspectives on the results and methods presented
in the three main thesis chapters, and present some conclusions and directions for future
research.
The thesis also contains several appendices: In Appendix A, I present a description and
demonstration of the PHORCYS (PHOtosynthesis, Respiration, and Carbon-balance Yield-
ing System), a new, incubation-based instrument that can be deployed in situ to determine
rates of respiration and primary production in a wide range of marine and aquatic ecosys-
tems. Development and testing of the PHORCYS was motivated by a surprising finding:
Despite the attention that aerobic respiration has received relative to other processes that
remineralize and degrade organic matter in the ocean, there are still far fewer total obser-
vations in the literature of respiration than primary production (Figure 1-4; le B. Williams
and del Giorgio, 2005). Large discrepancies have also been observed between geochemical
tracer and in vitro-based methods for measuring the net community productivity of marine
ecosystems (le B. Williams et al., 2013). In Appendix A, respiration rate estimates from two
versions of the PHORCYS are compared with estimates based a traditional method using
Winkler titrations. A new method for estimating rates of error in metabolic rate measure-
ments derived from dissolved oxygen time series is also presented. In Appendix B, I present
some preliminary results from an experiment in which whole, unfiltered surface seawater
samples from a site in the North Pacific Subtropical Gyre (NPSG) were exposed to differ-
ent qualities of natural radiation during a series of shipboard incubations. The lipidomics
pipeline described in Chapter 4 is applied to samples from the experiment to discover pat-
terns and biomarkers of lipid photooxidation. The additional appendices (Appendix C,
Appendix D, and Appendix E) contain supporting information, including supplementary
figures and tables, for the main thesis chapters.
In preparing this thesis, I was keenly aware of a widely-held perception that geoscientists
have been slow to adopt many of the core tenets of open science (McNutt et al., 2016). Ac-
cordingly, I have endeavored to make all data, software, and code required to reproduce the
results in this thesis publicly available in open-source or non-proprietary formats; instruc-
tions can be found in designated sections at the end of each chapter, or in the corresponding
supporting information. I sincerely apologize that some of my earlier computations (for









































Figure 1-4: Cumulative estimate of the number of observations of aerobic respiration from measurements of
dissolved oxygen (solid line) and observations of primary production based on the H14CO−3 method (dashed
line). The figure is modified from Williams and del Giorgio (2005). Panel (a) shows the same data as panel
(b), but with a 20-fold expansion of the y-axis.
siderable amount of money for those who don’t have access to a site license. With this
caveat, I have hewed as closely as possible to the guidelines established by the Geoscience
Papers of the Future Initiative for provenance and data and software availability.
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2.1 Abstract
The direct respiration of sinking organic matter by attached bacteria is often invoked as the
dominant sink for settling particles in the mesopelagic ocean. However, other processes, such
as enzymatic solubilization1 and mechanical disaggregation, also contribute to particle flux
attenuation by transferring organic matter to the water column. Here we use observations
from the North Atlantic Ocean, coupled to sensitivity analyses of a simple model, to assess
the relative importance of particle-attached microbial respiration compared to the other pro-
cesses that can degrade sinking particles. The observed carbon fluxes, bacterial production
rates, and respiration by water column and particle-attached microbial communities each
spanned more than an order of magnitude. Rates of substrate-specific respiration on sinking
particle material ranged from 0.007 ± 0.003 to 0.173 ± 0.105 day-1. A comparison of these
substrate-specific respiration rates with model results suggested sinking particle material
was transferred to the water column by various biological and mechanical processes nearly
3.5 times as fast as it was directly respired. This finding, coupled with strong metabolic
demand imposed by measurements of water column respiration (729.3 ± 266.0 mg C m-2
d-1, on average, over the 50 to 150 m depth interval), suggested a large fraction of the
organic matter evolved from sinking particles ultimately met its fate through subsequent
remineralization in the water column. At three sites, we also measured very low bacterial
growth efficiencies and large discrepancies between depth-integrated mesopelagic respiration
and carbon inputs.
1 i.e., via exoenzyme hydrolysis. The term “enzymatic solubilization” is used throughout the chapter.
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2.2 Introduction
The efficiency of the ocean’s biological pump, one of the two primary mechanisms by which
carbon dioxide is chemically reduced and exported to depth, is defined by a fine balance
between primary production in the marine surface layer and the destruction of this organic
matter in and below the euphotic zone. The majority of this export occurs as a rain of sinking
particles that are progressively remineralized by heterotrophic bacteria or zooplankton as
they sink through the mesopelagic ocean (Buesseler and Boyd, 2009; Buesseler et al., 2007b;
Steinberg et al., 2008b). Respiration by particle-associated heterotrophic communities has
been invoked in several specific ecosystems as the primary sink for these particles, based
on observations either in the field or in the laboratory (e.g., McDonnell et al., 2015; Ploug
et al., 1999) or statistical relationships, for example, between the remineralization length
scale and temperature (Marsay et al., 2015). However, modeling exercises, together with an
increasing number of environmental studies, indicate that a substantial fraction of particles
from the ocean’s surface can be degraded during their downward transit by other processes
that rival particle-attached microbial respiration in magnitude (Close et al., 2013; Giering
et al., 2014; Kiørboe, 2001; Kiørboe and Jackson, 2001; Stemmann et al., 2004a, 2004b;
Taylor and Karl, 1991).
Observational and experimental evidence both suggest that particle disaggregation and
solubilization can transfer sinking organic matter to the suspended particulate (POMsusp)
or dissolved organic matter (DOM) pools, as an alternative to direct respiration (Alldredge,
2000; Grossart and Simon, 1998; Smith et al., 1992). The POMsusp and DOM can then pro-
vide an immediate metabolic substrate for free-living bacteria in the water column (Kiørboe
and Jackson, 2001). Alternatively, dissolved organic matter can remain within the 662 Pg
pool of marine dissolved organic carbon (DOC), where it may be later respired or instead
removed by some other process (Azam, 1998; Hansell et al., 2009). Zooplankton can serve
both as a sink for particle material, via respiration or mechanical disaggregation, and as
a source of particles below the mixed layer. At depth, zooplankton can egest fecal pellets
following their daily vertical migration from the ocean’s surface (Steinberg et al., 2008b);
they may also “repackage” suspended particles at depth into sinking particles.
Establishing the relative contributions of these various particle degradation processes to
total observed particle flux attenuation remains a principal challenge in investigations of the
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marine carbon cycle, particularly at global and basin scales (Burd et al., 2010; Sanders et
al., 2014; Siegel et al., 2014). The inability to accurately, precisely, and reliably quantify
the relative importance of these processes has been identified as a significant source of
uncertainty in continuing efforts to ascertain the metabolic state of various ocean ecosystems
(Buesseler and Boyd, 2009; Ducklow and Doney, 2013). Many of these studies have identified
order-of-magnitude imbalances in the mesopelagic and upper bathypelagic between inputs
of settling organic matter and metabolic sinks, often with large uncertainties attached to the
latter (del Giorgio et al., 1997; Duarte et al., 2013; Geider, 1997; Williams and Robertson,
1991; Reinthaler et al., 2006; Steinberg et al., 2008b). Even in the few recent studies that
have narrowed or closed this mass imbalance, authors have relied on literature surveys,
models, or significant interpolation for many of the sink terms associated with bacterial
respiration and particle flux attenuation (Aranguren-Gassis et al., 2012; Giering et al., 2014;
Westberry et al., 2012).
Here we sought to determine the relative contribution to particle flux attenuation by
respiration compared to the other major biological and mechanical processes that progres-
sively remove sinking particles with depth (Figure 2-1). While we focus in this study on the
ultimate mass-balance sinks for these particles, complex mechanisms act to both disaggre-
gate and re-aggregate particles continuously as they sink through the water column (Burd,
2013; Jackson and Burd, 1998). In this study, we first present measurements collected at
six stations in North Atlantic basin (Figure 2-2) of sinking particulate carbon fluxes, water
column bacterial production and respiration rates, and specific respiration rates on sink-
ing particle material. From these data, we calculate substrate-specific respiration rates on
sinking particles, bacterial growth efficiencies (BGE ) both in the water column and on sink-
ing particle material, and depth-integrated estimates of water column BP and respiration
for the upper mesopelagic zone (50 to 150 m). We then use our measurements of particu-
late organic carbon (POC) fluxes and substrate-specific respiration in a series of sensitivity
analyses of a simple, yet mechanistic model of particle flux attenuation. Model-observed
deviations allow us to place a minimum constraint at each station on the average particle
sinking velocity, Wavg. We then combine our observational data and the results of these
sensitivity analyses to (1) constrain the relative contribution to particle flux attenuation by
particle-attached microbial respiration compared to other processes and (2) determine how















Figure 2-1: Schematic showing the major processes that ultimately remove sinking particle material in the
mesopelagic ocean, as conceptualized in Chapter 2 of the thesis (Collins et al., 2015). Also shown are the
accompanying first-order rate constants (𝑘; units of day−1) through which we represent these attenuation
processes in the model described in that chapter. Arrow a, in magenta: Respiration of particle material
by particle-attached heterotrophic bacteria (𝑘𝑅, which we calculate from direct measurements). We use a
single rate constant (𝑘𝑆,𝐷,𝑍) in our model sensitivity analyses to account for the other processes (arrows
b-e), which we did not directly observe. 𝑘𝑆,𝐷,𝑍 represents the fraction of particle flux attenuation that
cannot be attributed to direct respiration by particle-attached bacteria. Arrow b, in orange: Enzymatic
solubilization or mechanical disaggregation of particle material by attached bacteria. This process transfers
organic matter to the dissolved or suspended (i.e., colloidal) phases in the surrounding water column, where it
can then be metabolized by free-living bacterial communities (arrows f and g). Arrows c-e, in green: Particle
flux attenuation processes attributable to zooplankton, including (arrow c) mechanical disaggregation (e.g.,
“sloppy feeding”), (arrow d) egestion or excretion, or (arrow e) direct respiration of material to carbon
dioxide. Disaggregation and excretion can transfer particle material to the dissolved or suspended (i.e.,
colloidal) phases; egestion of smaller fecal pellets can also transfer material to the suspended organic matter
pool. Our interpretation of the sensitivity analysis results was informed by additional direct observations of
arrow g.
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to inform how respiration and other particle flux attenuation processes should be prioritized
and parameterized in new models of marine carbon export (e.g., Siegel et al., 2014).
2.3 Methods and Model Description
2.3.1 Cruises and Study Locations
Conductivity-temperature-depth (CTD) data and water samples were collected on two
cruises aboard the R/V Knorr in 2012: BLATZ II (KN207-1; http://www.bco-dmo.org/
deployment/58787) and NA VICE (KN207-3; http://www.bco-dmo.org/project/2136).
The cruise tracks (Figure 2-2) allowed us to capture data for a variety of biogeographi-
cal provinces (Longhurst, 2010) in the North Atlantic Ocean over the course of 4 months.
Deployments of sediment traps and shipboard incubations for determination of respiration
rates in water column and sinking particle samples were performed during both cruises at
six, 3 to 5 day, quasi-Lagrangian process stations. In addition, the rate of bacterial pro-
duction was measured at each process station and along both cruise tracks. Process station
locations were chosen based on physical and biological properties determined from real-time
sea surface height and ocean color remote sensing data. Station PS-3 was reoccupied after
approximately one week as station PS-4.
2.3.2 Sediment Trap Deployments
Vertically sinking particulate carbon fluxes were measured at 50, 150, and 300 m using
surface-tethered cylindrical sediment traps (0.0125 m2 cross-sectional area; materials and
construction as described in McDonnell and Buesseler (2012)). A mooring consisting of four
traps at each depth, a surface buoy, wave-action mitigation bungee cord, and several floats,
was deployed at each process station and allowed to drift for 3-5 days. The quasi-Lagrangian
behavior of the mooring during each deployment was confirmed by comparison of positional
data obtained from an Argos satellite beacon mounted on the surface buoy with shipboard
acoustic Doppler current profiler data from the R/V Knorr, which trailed the mooring at a
range of 1-2 miles.
Traps were prepared, deployed, and recovered as described in McDonnell and Buesseler
(2012). Traps were then sampled for particulate carbon in accordance with McDonnell and
Buesseler (2012), except that the screened brine suspension (350 𝜇m pore size, to exclude
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macrozooplankton) was filtered onto a series of precombusted, 47 mm GF/F filters (0.7 𝜇m
nominal pore size). Field and analytical blanks were collected at each station. Filters were
immediately frozen in liquid nitrogen and then stored at -80∘C.
2.3.3 Determination of Particulate Carbon Fluxes
Filters from three of the four traps at each depth were used for determination of total
particulate and particulate inorganic carbon (TPC and PIC, respectively). After thawing,
the filters (including blanks) were first dried at 70∘C in a drying oven; each filter was then
weighed and cut in half with precombusted stainless steel scissors. Each half was then
weighed separately. One half was reserved for PIC analysis and the other reserved for
determination of TPC. For TPC, sets of filter halves were transferred to 12 mm by 20 cm
precombusted quartz tubes containing copper oxide (100 mg) and elemental silver wires.
The tubes were then attached to a vacuum line, evacuated, flame-sealed, and combusted at
850∘C for 10 h. The evolved carbon dioxide was then isolated through a series of cold traps
and quantified manometrically. PIC was determined from the other set of filter halves by
coulometric analysis of acidified samples using a Model CM5014 UIC Coulometric Analyzer
with Carbonate Acidification Module, as described in Honjo et al. (1995). Particulate
organic carbon (POC) was determined for each trap by difference of the blank-corrected
TPC and PIC measurements. An instrument failure in the laboratory prevented us from
analyzing particle flux samples from station PS-1.
2.3.4 Bacterial Production
Water column bacterial production (BP) rates were measured at each process station and
along both cruise tracks using the 3H-leucine incorporation microcentrifuge method of Simon
and Azam (1989), as modified by Kirchman (2001). Incubations were conducted following
each CTD cast using water samples from six depths; the first and sixth samples were always
from the immediate surface layer (3-5 m) and 150 m. In addition, at process stations QL-1
and QL-2 (both on the eastern cruise leg), we conducted incubations for BP using sinking
particle material retrieved from large-diameter net traps (see Section 2.3.6.2 below). Trip-
licate 1 mL samples from each chosen depth or net trap were incubated with 3H-leucine
(PerkinElmer, Inc., Waltham, MA; 146.5 Ci mmol-1, diluted to achieve 20 nM final concen-
tration) for 4-12 h. Limited incubator space available for radiotracer work on the two cruises
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required us to incubate all BP samples from a given station at the same temperature. We
chose a temperature that was most representative of the temperatures at the depths from
which the majority of samples were drawn; this was, in almost all cases, the temperature
of the mixed layer. Incubation of deeper samples (e.g., from 150 m) at this temperature
could in some cases have biased the observed rates. However, we suspect such a temperature
bias would only have been consequential at stations PS-2, PS-3, and PS-4, which were char-
acterized by a significant vertical temperature gradient; at the other stations, the vertical
temperature gradient did not exceed 3∘C (Figure 2-3e).































































Figure 2-2: (a) Cruise tracks
(blue, KN207-1 and red, KN207-
3) and locations in the North
Atlantic basin of the quasi-
Lagrangian stations at which we
conducted 3-5 day deployments of
surface-tethered sediment traps
and made measurements of res-
piration and bacterial produc-
tion on sinking particle material.
Symbols representing the loca-
tions of the six stations corre-
spond to the data plotted in Fig-
ure 2-3 and Figure 2-4. (b) Map
expansion, showing locations of
stations PS-3 and PS-4 superim-
posed over 8 day average MODIS
Aqua surface reflectance at 555
nm. This parameter is an indi-
cator of PIC concentration.
At the conclusion of the two cruises, samples were processed and analyzed in a labora-
tory ashore according to Kirchman (2001) using Ultima Gold Low-Level Tritium cocktail
(PerkinElmer, Inc.). Decay per minute counts in killed control samples were subtracted
from the mean of each set of triplicates and divided by the incubation time to obtain a
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blank-corrected leucine incorporation rate (leuinc) in units of pmol leucine L-1 h-1.
To convert our volumetric measurements of leuinc to carbon-based estimates of bacterial
production (BP), we applied the basic equation
𝐵𝑃 = 𝜈𝐶:𝑙𝑒𝑢𝑙𝑒𝑢𝑖𝑛𝑐𝐼𝐷 (2.1)
where 𝜈𝐶:𝑙𝑒𝑢 𝜈𝐶:𝑙𝑒𝑢 is a theoretical or empirical carbon to leucine conversion factor and ID
is a scaling factor that accounts for isotope dilution, i.e., the degree to which the added 3H-
leucine was diluted within the cell by endogenous leucine sources. We employed two strate-
gies with regard to the values of the scaling factors. First, to obtain individual estimates of
water column and particle-attached bacterial production (BPwc and BPpa, respectively) in
units of mg C m-3 d-1, we applied a constant 𝜈𝐶:𝑙𝑒𝑢 of 1.5 kg C (mol leucine)-1 (Kirchman,
2001; Simon and Azam, 1989) and made the conservative assumption that ID = 1, i.e.,
that bacteria in our incubations had satisfied their leucine demand using only the added
radiolabeled substrate. These are the results we report in Table 2.2 and use for the upper
axes in Figure 2-3 and Figure C-2 in the supporting information.
However, empirical evidence indicates that 𝜈𝐶:𝑙𝑒𝑢 and ID both can vary considerably in
the environment across depth, space, and time. ID is difficult to measure and can represent
a significant source of uncertainty in calculations of bacterial production (Chin-Leo and
Kirchman, 1988; Ducklow and Hill, 1985; Kirchman, 2001). While variation in 𝜈𝐶:𝑙𝑒𝑢 is
often more amenable to prediction (e.g., according to BGE ) (Alonso-Saez et al., 2008), it
too varies widely (Giering et al., 2014). Therefore, as a second strategy, we used a bootstrap
Monte Carlo analysis to consider wide variation in both of these parameters in our estimates
of depth-integrated bacterial production, BPint, from 50 to 150 m.
To obtain our estimates of BPint, we followed the method of Giering et al. (2014),
using the observational uncertainties in our water column measurements of leuinc (N = 6
per station, as above) to fit a series of 100,000 bootstrap power law distributions to the
data at each station, in increments of 0.1 m. A power law distribution provided the best
empirical fit to the data from a range of simple functions we considered (Figure 2-3c). We
then numerically integrated the bootstrap samples in each simulated data set from 50 to
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In each simulation, we allowed ID to take any value from 1 to 2, assuming a uniform
distribution between the two extremes. We allowed 𝜈𝐶:𝑙𝑒𝑢 to vary according to a set of
empirical values assembled from the literature by Giering et al. (2014) for depths > 50 m,
which we assumed were normally distributed (N = 21; mean ± standard deviation, 0.44
± 0.27 kg C (mol leucine)-1). We then used the mean and standard deviation of these
repeated integrations to estimate a central value and uncertainty for BPint at each station.
This method allowed us to obtain estimates (Table 2.3) that reflected both observational
uncertainties and possible variation in the two scaling factors.
2.3.5 Photosynthetic Pigments
To evaluate the taxonomic composition of the phytoplankton community at each station,
analysis of photosynthetic pigments was performed by high-performance liquid chromatog-
raphy (HPLC). At each process station, water samples were collected from multiple depths
via shipboard CTD and filtered onto precombusted 0.7 𝜇m glass fiber filters. HPLC analysis
was conducted in the laboratory according to DiTullio and Geesey (2003).
2.3.5.1 Remote Sensing Data Analysis
To generate the image in Figure 2-1b, we used 8-day average, level 3 MODIS AQUA satellite
data of surface reflectance at 555 nm. A 4 km resolution data file (A201217720
12184.L3m_8D_RRS_Rrs_555_4km.hdf) was retrieved using the NASA GSFC
OceanColor Level 3 Browser at http://oceancolor.gsfc.nasa.gov/cgi/l3. The false-
color image was generated in ArcGIS 10.1 after geographical indexing.
2.3.6 Respiration Measurements
2.3.6.1 Water Column Respiration
Estimates of aerobic respiration by the water column microbial community (WCR) were
calculated by linear regression of measurements of dissolved oxygen concentration in a series
of 300 mL shipboard bottle incubations. We made profiles of water column respiration at
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stations PS-2, PS-3, and PS-4; we made only one water column respiration measurement, in
the euphotic zone, at each of the three other stations (QL-1, QL-2, and PS-1). Determination
of dissolved oxygen was made at 3 to 9 h intervals in at least five replicates using optode
spot minisensors (PreSens PSt3; Precision Sensing GmbH, Regensburg, Germany) that were
glued to the inside surfaces of the bottles using food quality silicone cement (Warkentin et
al., 2007). The use of these optode spots eliminated the need for drawing of aliquots from
the sample bottles. Incubations were conducted in the dark at in situ temperature as
described in Edwards et al. (2011). We validated the rates from these incubations using a
series of Winkler titrations; methods are described in the supporting information. We used
the standard error of the slope parameter from these regressions as the uncertainty in our
estimates ofWCR. Depth-integrated water column respiration (WCRint) was calculated from
water column observations at stations PS-2, PS-3, and PS-4 (N = 9, 6, and 7, respectively)
using the same 100,000 simulation bootstrap method as for BPint.
2.3.6.2 Respiration by Bacteria Attached to Sinking Particles
For determination of respiration by bacteria attached to sinking particles, particulate ma-
terial was collected from the appropriate depth using a series of surface-tethered, large-
diameter net traps with a detachable 0.2 𝜇m mesh cod end (Peterson et al., 2005). These
traps were allowed to drift from a surface mooring for approximately 24 h in the same eddy
feature as the corresponding cylindrical sediment traps. The exact deployment time was
controlled by use of a remote acoustic release, which allowed us to close the traps prior to
recovery. Upon recovery, the particle material in the cod end was homogenized by gentle
shaking, then quantitatively split into fractions using an eight-way rotating electric splitter
(Lamborg et al., 2008); aliquots were taken from one or more of these fractions, screened to
350 𝜇m to exclude larger mesozooplankton, and dispensed quantitatively into replicate bio-
chemical oxygen demand (BOD) bottles for incubation. The 350 𝜇m screen was inspected
to ensure it had not retained any particle material. Incubation bottles were then made up to
volume with seawater retrieved by CTD cast from the same depth as the trap, and oxygen
concentrations were monitored over time using optode sensor spots, as described above. An
additional quantitative split was immediately collected by vacuum onto a precombusted 0.7
𝜇m GF/F filter for determination of POC. POC was determined for these samples from the
preserved filter by elemental analyzer (Carlo Erba Model 1108) after acid-fuming to remove
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the inorganic carbon fraction.
A substrate-specific respiration rate (kR; units of mol Crespired:mol POC d-1) was deter-





where rpa and rcol are volumetric respiration rates from the particle-attached and water
column samples, respectively, calculated by simple linear regression from replicate shipboard
incubations; Vinc is the incubation volume (300 mL); POCtrap is the quantity of POC used in
the incubation; and 𝜈C:O2 is a molar respiratory quotient for the remineralization of organic
matter at depth (we applied a value of 117/170) (Anderson and Sarmiento, 1994).
2.3.6.3 Use of Winkler Titrations to Validate Respiration Rate Calculations
To validate the water-column respiration rates we derived from our shipboard incubations,
we used a simple method based on a series Winkler titrations. Winkler titration remains the
standard analytical method for determination of dissolved oxygen in water (EPA Method
360.2 as modified for shipboard determination in seawater; U S EPA, 1983). For the com-
parison, we chose the depth in each respiration profile (Figure 2-3) that corresponded to
the middle of the mixed layer (Table 2.3). We determined the respiration rate at this depth
using triplicate samples sacrificed at two timepoints. A t = 0 dissolved oxygen concentration
was determined immediately in samples collected from the same CTD cast used for the res-
piration profile. A final concentration was determined using 300 mL samples that had been
incubated alongside the optode sensor spot bottles. The respiration rate was determined by
simple difference of the mean concentrations at the two timepoints.
2.3.7 Bacterial Growth Efficiency
Bacterial growth efficiency (BGE ) is a fundamental constraint on both bacterial growth
and on microbial food web pathways that consume secondary production. It can be defined






We used our observations of BPwc andWCR to calculate the water column bacterial growth
efficiency (BGEwc) for depths > 50 m at stations PS-2, PS-3, and PS-4. We assumed in
these calculations that, at these depths, our measurements ofWCR = BR; i.e., that no other
microbiota (algae, protists, nanozooplankton, etc.) contributed to the oxygen consumption
we observed in our incubations. We discuss the implications of this assumption for our results
in Section 2.5.1.3. We also calculated the growth efficiency on sinking particle material
(BGEpa) at stations QL-1 and QL-2, where we had observations of both particle-attached
BP and BR.
2.3.8 Sensitivity Analyses of a Simple Yet Mechanistic Flux Attenuation
Model
To complement our observations, we used sensitivity analyses of a simple model to diagnose
the relative contributions to particle flux attenuation by direct respiration compared to other
degradation processes. We also used these sensitivity analyses to place a minimum constraint
onWavg at each station. Models of particle flux attenuation range from the purely empirical,
including the classic power law Martin curve, in which the exponent b does not represent
any particular thermodynamic process but can be used for comparison across ecosystems
(Buesseler et al., 2007b; Martin et al., 1987), to models that attempt to account explicitly
for the many complex mechanisms that form, destroy, and alter sinking particles (Anderson
and Tang, 2010; Stemmann et al., 2004a).
2.3.8.1 Model Specification
Because our objective was to estimate generally the contribution to POC flux attenuation
by particle-attached bacterial respiration compared to other possible processes, we chose to
modify a simple, mechanistic, and frequently invoked exponential model of sinking particle
flux attenuation that uses as primary inputs (1) sediment trap derived-particle fluxes and (2)
rates of specific respiration on sinking particles (kR; day-1) (Boyd and Trull, 2007; Buesseler
and Boyd, 2009; Lutz et al., 2002; McDonnell et al., 2015; Sarmiento and Gruber, 2006;
Volk and Hoffert, 1985). In the model, the POC flux at a given depth z (Fz, in mg C m-2
d-1) is proportional to the flux observed at an overlying depth (F 0), which is attenuated
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according to first-order kinetics over a characteristic remineralization length scale (Lremin):
𝐹𝑧 = 𝐹0𝑒
−(𝑧−𝑧0)/𝐿𝑟𝑒𝑚𝑖𝑛 (2.5)
A full derivation of Equation 2.5 can be found in Sarmiento and Gruber (2006). We defined
the length scale Lremin as the quotient of Wavg and the sum of two first-order rate constants
that represent mechanistically, according to first-order kinetics, the processes (Figure 2-1)






kR (day-1) is the rate of oxidation of sinking POC by particle-attached bacteria, which we
calculate from observations. kS,D,Z is a parameter of unknown magnitude that we use to
estimate the rate of degradation of sinking POC by other processes; we diagnose the value
of kS,D,Z using our sensitivity analyses to make comparisons with kR.
In our conceptualization (Figure 2-1), the particle flux attenuation processes captured in
kS,D,Z include (1) enzymatic solubilization (Azam and Malfatti, 2007) and (2) mechanical
disaggregation, which transfer of sinking POC to the water column as dissolved organic
carbon (DOC) or suspended POC (POCsusp), and (3) various activities of zooplankton (dis-
cussed below). Solubilization occurs primarily via the activity of ectohydrolytic enzymes
associated with bacterial cells, but can also be abiotic in origin (Taylor and Karl, 1991).
Because ectoenzymes have high specificities for the different chemical components of sinking
particle material, their relative contribution to disaggregation and dissolution will depend
on how well the respective enzyme pool matches particle composition (Azam and Malfatti,
2007). Zooplankton can attenuate fluxes of sinking POC via mechanical disaggregation (e.g.,
“sloppy feeding” or “zooplankton mining”), egestion or excretion or direct respiration. Shear
stresses in the turbulent mixed layer are often strong enough to induce abiotic disaggre-
gation of sinking particles, but evidence suggests abiotic shear does not play a major role
in disaggregation in the “quiescent” mesopelagic ocean (Alldredge et al., 1990; Stemmann
et al., 2004a). Although we do not consider mid-water shear in our conceptualization of
particle flux attenuation, its effect would be captured in kS,D,Z .
Our definition of Lremin thus differs from previous parameterizations (e.g., McDonnell et
al., 2015) by accounting in kS,D,Z for the losses of sinking particulate carbon to processes
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distinct from particle-attached bacterial respiration. Our parameterization does not allow us
to further partition flux attenuation among these other processes (as in, e.g., Stemmann et
al. (2004a)); however, our primary objective was only to estimate their collective strength
compared to respiration by particle-attached bacteria. In addition, because we limited
Equation 2.5 and Equation 2.6 to include a relatively small number of terms, we were
required to diagnose or assume the values of only two unmeasured parameters, kS,D,Z and
Wavg.
In applying Equation 2.5 to sinking POC fluxes measured with surface-tethered sedi-
ment traps, we made several assumptions about the various biases inherent in the collection
method. Horizontal shear can reduce the quantity of certain fractions of organic matter
captured in moored traps relative to neutrally buoyant sediment traps or other collection
methods (Stanley et al., 2004). Although there is evidence that the horizontal flow field can
vary considerably across the depth range over which we made our measurements (Buesseler
et al., 2007a), we assumed that any horizontal flow acted equally on the traps deployed at
the three different depths, thus introducing a uniform bias for a given study site. We also
assumed that the increase in the volume of ocean integrated by the traps at each successive
depth (i.e., the “statistical funnel”) (e.g., Siegel et al., 2008) was not so significant as to
invalidate the use of measurements from different depths in the same model.
2.3.8.2 Model Sensitivity Analyses and Bootstrap Monte Carlo Simulation
We performed sensitivity analyses of the model over two depth intervals at five of our
six stations (50-150 m and 150–300 m at QL-1, QL-2, PS-2, PS-3, and PS-4, yielding 10
observations of particle flux attenuation). Since we were able to fix the value of kR at each
station based on our observations, we used the sensitivity analyses to compute Lremin over a
range of possible values for and kS,D,Z . We considered a range of values for Wavg (from 1 to
200 m d-1, in 0.1 m d-1 increments) that encompassed those in the published literature for the
temperate North Atlantic Ocean at depths < 1000 m; the results of our literature review are
assembled in Table C.1. For kS,D,Z , we considered 1000 logarithmically distributed values
from 10-5 d-1 (implying effectively no flux attenuation due to processes other than particle-
attached bacterial respiration) to 1 day-1, spanning several orders of magnitude and broadly
encompassing our observed values of kR. Because kS,D,Z was a parameter we created here
to achieve our study objective, we found no truly equivalent values for it in the literature.
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At each station and depth interval, we then used the observational uncertainties in the
inputs kR and F 0 to generate from Equation 2.5 and Equation 2.6 a simulated bootstrap
data set of predictions of Fz (N = 100,000) for each different pair of values of kS,D,Z and
Wavg. We took the mean and standard deviation of each set of predictions to estimate the
model flux (Fz,mod) and accompanying uncertainty (𝜎𝑚𝑜𝑑) for each combination of kS,D,Z and
Wavg. ZXa We then compared each model prediction (N = 2 × 106 possible combinations
per depth interval) to the observed flux at that station and depth (Fz,obs) using a simple
measure of model-observed deviation (𝐹𝑧,𝑚𝑜𝑑 − 𝐹𝑧,𝑜𝑏𝑠). Variation in this parameter at each
station allowed us to diagnose the model’s sensitivity to changes in kS,D,Z and Wavg. To
determine whether the model-observed deviation was statistically significant, we tested the
null hypothesis
𝐻0 : 𝐹𝑧,𝑚𝑜𝑑 − 𝐹𝑧,𝑜𝑏𝑠 = 0 (2.7)
at the 1𝜎 confidence level. We rejected H 0 where the absolute value of the model-observed
deviation was greater than or equal to the root sum of the squared uncertainties or





We used this test to assess a 1𝜎 confidence region on the sensitivity analysis results at each
station. We then excluded from further consideration those values of Wavg and kS,D,Z for
which the model-observed deviation lay outside this region.
2.4 Results and Discussion of Field Observations
2.4.1 POC and PIC Export
Sinking particulate carbon fluxes captured with sediment traps varied geographically ac-
cording to biogeochemical province and the composition of the phytoplankton community
responsible for the majority of carbon fixation at each station (Figure 2-3 and Table 2.2).
POC fluxes at 50 m ranged from 47.9 ± 16.5 to 249 ± 16.3 mg C m-2 d-1, while fluxes at 150
m ranged from 25.2 ± 2.0 to 208 ± 16.5 mg C m-2 d-1. We observed the greatest variation
in sinking carbon flux at 300 m; POC fluxes at that depth varied by a factor of 14, ranging
from 9.6 ± 0.9 to 14.7 ± 4.6 mg C m-2 d-1 in oligotrophic waters (at station QL-2 in the
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Sargasso Sea and at station PS-2, respectively) to 131 ± 18.5 and 101 ± 12.3 mg C m-2 d-1
at the early and late stages of a summer coccolithophore bloom in subpolar waters (stations
PS-3 and PS-4, respectively). By comparing the 50 m POC fluxes at stations PS-3 and PS-4
(249 ± 16.3 and 179 ± 33.7 mg C m-2 d-1, respectively) with satellite-derived estimates of
the duration (25 days) and total biomass fixed (24,000 t or 18.0 g m-2) during a similar and
simultaneous Emiliania huxleyi-dominated bloom in the same region of the North Atlantic
(Lehahn et al., 2014), we estimate that between 25 and 35% of carbon fixed during the event
could have been exported from the euphotic zone in the particulate phase. (The mean Zeu
for all stations in our study was 41 m; Table C.2.)
The “rain ratio” of POC to PIC, a measure of bulk flux composition, varied geographically
as much as flux quantity. Occupying station PS-3 at the height of the coccolithophore
bloom, we measured rain ratios of 2.3, 2.5, and 1.8 mol POC:mol PIC at 50, 150, and 300
m, respectively (Table 2.1). The relative contribution of PIC to total particulate carbon
export decreased only slightly when the subpolar bloom site was reoccupied as station PS-4
the following week (Table 2.2). These low rain ratios were driven by the large PIC fluxes at
the two stations (at 50 m, 109 ± 16.3 and, 1 week later, 42 ± 6.1 mg C m-2 d-1). The rain
ratios we documented at these two stations are among the lowest recorded for the North
Atlantic and were consistent with patterns of export measured in quasi-Lagrangian mode
during previous coccolithophore blooms (Foster and Shimmield, 2002; Schmidt et al., 2013).
By comparison, the higher rain ratios we observed at the two stations on the western edge
of the basin (16.6 and 13.4 for QL-1 and QL-2, respectively, at 50 m) were consistent with
export from a diatom bloom observed at an earlier time of year in the eastern North Atlantic
(Martin et al., 2011).
The dominant role of coccolithophores in driving primary production and export at the
site of stations PS-3 and PS-4 was evident in both Moderate Resolution Imaging Spec-
troradiometer (MODIS) Aqua remote sensing imagery for the region (Figure 2-2b) and
photosynthetic pigment data (Table 2.2). Surface reflectance at 555 nm, an indicator of
biological calcium carbonate standing stock (Moore et al., 2012), remained elevated at the
site throughout the time it was occupied (Figure 2-2b; remote sensing data analysis methods
are described in the supporting information). HPLC pigment analysis of particulate sam-
ples also confirmed the dominance of coccolithophores at these stations: Of the four process
stations on the eastern cruise track, PS-3 and PS-4 yielded samples with the highest ratios
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of 19′-hexanoyloxyfucoxanthin (19′-hex) to fucoxanthin. This ratio can be used as a rough
proxy for the abundance of coccolithophores relative to diatoms (Table 2.2) (Wright and
Jeffrey, 1987).
Intense activity by coccolithoviruses is one possible means by which dead coccolithophore
cell material at stations PS-3 and PS-4 was transformed into a PIC-dominated export flux.
The active infection of Emiliania huxleyi cells by these viruses (EhV) was shown to influence
the development and senescence of a coccolithophore bloom within a nearby anticyclonic
eddy observed during the same study (Lehahn et al., 2014). EhV infection at stations
PS-3 and PS-4 was confirmed using flow cytometry, quantitative PCR, and diagnostic lipid
biomarkers (K. D. Bidle, et al., unpublished data, 2015). EhVs have been shown to facilitate
formation of transparent exopolymer particles (TEP) in the surface layer during bloom
decline (Vardi et al., 2012); this TEP could have stimulated increased particulate carbon
export at the stations via an aggregation mechanism similar to that described in Passow et
al. (1994).
2.4.2 Bacterial Production
As with the quantity and composition of the particulate carbon flux, rates of water column
bacterial production reflected both vertical (Figure 2-3) and latitudinal (Figure C-2) varia-
tions in biogeochemistry. Rates of leucine incorporation (leuinc) above 25 pmol leu L-1 h-1
(equivalent to 0.94 mg C m-3 d-1, assuming 𝜈𝐶:𝑙𝑒𝑢 = 1.5 kg C (mol leucine)-1 and ID = 1)
were generally confined to the surface mixed layer (upper 40 m of the water column) on
both sides of the basin (Figure 2-3 and Figure C-2); only on the immediate continental shelf
east of New England (to far right in Figure C-2) was there evidence of significant bacterial
production at greater depths. We obtained robust rates from the 3H-leucine microcentrifuge
method at all but the deepest depths. Our killed control samples accounted for 12.5%, on
average, of the values obtained from the accompanying incubations; as expected, however,
the signal-to-noise ratio was lower for deeper samples in which very low rates of leucine
incorporation were measured (Figure C-1).
Along the westernmost cruise track (KN207-1), a pronounced gradient in surface layer
bacterial production was evident in the transition from nutrient replete waters on the con-
tinental shelf (those north of the Gulf Stream) to the oligotrophic waters of the Sargasso
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Figure 2-3: Vertical profiles of sinking carbon fluxes and indicators of community metabolic activity at the
six process stations described in the text. Symbols correspond to those used in Figure 2-2 (blue symbols,
stations along KN207-1 cruise track; red symbols, KN207-3 stations). Fluxes of sinking (a) POC and (b)
PIC were measured using sediment traps at 50, 150, and 300 m. (c) Water column bacterial production.
For conversion to units of C in this plot, an isotope dilution (ID) of 1 and a conversion factor 𝜈𝐶:𝑙𝑒𝑢 of 1.5
kg C (mol leu)-1 were employed. A power-law curve (black line, y = 10.6 (± 0.02) x -0.69 (± 0.01); r2 = 0.71)
was fit by weighted least-squares regression to the data in carbon units. (d) Water column (community)
respiration derived from changes in dissolved oxygen concentration in a series of shipboard incubations.
We made water-column profiles of community respiration at only three stations (PS-2, PS-3, and PS-4); at
the other stations, we made only a single measurement of water column respiration in the euphotic zone.
For conversion to units of C, a molar respiratory quotient 𝜈C:O2of 117/170 was used, after Anderson and
Sarmiento. A power-law curve (y = 169.9 (± 3.9) x -0.74 (± 0.01); r2 = 0.42) was fit as in (c). (e) Also
shown are vertical profiles of temperature to 150 m from CTD casts at each of the process stations. Error
bars in panels (a), (b), and (c) represent ± 1𝜎 uncertainties derived from replicate (N = 3) measurements.
Error bars in (d) represent ± 1𝜎 uncertainties derived from the standard error of regression for each set of
incubations.
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pmol leu L-1 h-1 anywhere in the water column south of 35.5∘N. These low rates of bacterial
production are consistent with the limited inputs of particulate organic substrate that we
observed in sediment traps below 50 m at station QL-2, the process station nearest this
section of the transect.
We measured the highest rates of bacterial production (>40 pmol leu L-1 h-1, equivalent
to 1.5 mg C m- d-1 assuming 𝜈𝐶:𝑙𝑒𝑢 = 1.5 kg C (mol leucine)-1 and ID = 1) between 52∘N
and 54∘N on the eastern KN207-3 cruise transect (Figure C-2b). These sites were associated
not with the large particulate carbon fluxes of our subpolar process stations (PS-3 and PS-
4), but with the very modest fluxes, we documented at a more southerly station, PS-2.
Particulate carbon export at this station was marked by a very pronounced attenuation of
flux with depth; 71.7% and 83.6% of the POC flux captured at 50 m at this station was
attenuated by the time sinking particle material reached the underlying traps at 150 and
300 m, respectively (Table 2.3). These were the sharpest reductions of flux with depth we
observed at any location.
The leucine incorporation rates we measured at stations PS-3 and PS-4 were surprisingly
low by comparison (<15 pmol leu L-1 h-1; Figure C-2b, to extreme right of plot), despite
the development and early senescence (due to active virus infection; K. D. Bidle et al.,
unpublished data, 2015) of a substantial coccolithophore bloom there during the same period
(Figure 2-2b). Evidence from a variety of systems suggests that this is not extraordinary,
however. Even in instances when large quantities of particulate carbon are exported to
depth, bacterial production may lag primary production and export by days (Ducklow et
al., 1993), weeks (Lancelot and Billen, 1984), and, in colder-water ecosystems, months (Azam
et al., 1994; Ortega-Retuerta et al., 2014).
Our observations of leucine incorporation (ranging from effectively zero for several sta-
tions at 150 m to 51.3 ± 1.08 pmol leu L-1 h-1 at station PS-3 at 6 m) agreed with the
range of values measured by Hoppe et al. (2002) in the North Atlantic surface layer during
a transect on the eastern side of the basin (6.52–134 pmol leu L-1 h-1, all at 11 m). However,
the maximum rates of leucine incorporation we observed were an order of magnitude less
than the maximum of 240 pmol leu L-1 h-1 measured during a previous spring bloom in the
western North Atlantic (Li et al., 1993); during that event, rates of 100 pmol leu L-1 h-1,
still more than double the maximum we observed, were consistently measured at depths <
20 m. However, at depths > 50 m, the rates measured in that study were nearly at parity
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with those we report here, suggesting the stimulatory effect of dynamic inputs of sinking
carbon may be less significant as depth increases.
2.4.3 Respiration Rates
Profiles of respiration rates in the upper water column (Figure 2-3d) were characterized by a
nonlinear decrease in activity with depth that has been broadly documented across marine
ecosystems (Reinthaler et al., 2006; Robinson andWilliams, 2005). Rates ranged from nearly
8 mmol O2 m-3 d-1 in surface waters to those approaching the analytical limit of detection,
which was approximately 0.2 mmol O2 m -3 d-1, at depths below 50 m (Figure 2-3d). We
found the rate of water column respiration was only weakly predicted by temperature when
data for the various stations were aggregated (p < 0.1, r2 = 0.11; Figure 2-4b); however,
a strong (r2 > 0.60) positive relationship between WCR and temperature was found at
some individual stations (PS-2 and PS-3; not shown). By contrast, the decrease with depth
we observed in water column respiration was closely paralleled by the trend in bacterial
production (Figure 2-3c); the correlation was relatively strong and statistically significant
(p < 0.01, r2 = 0.40; Figure 2-4c).
The decrease in respiration rate with depth was more pronounced at the subpolar site of
stations PS-3 and PS-4, where we documented the coccolithophore bloom, than at station
PS-2 (Figure 2-3c). The range (0.17–7.9 mmol O2 m-3 d-1) and distribution of the rates
we measured (mean ± standard deviation of all observations, 2.4 ± 0.8 mmol O2 m-3 d-1)
were nearly identical to those of the extensive data set of water column respiration rates
compiled by Robinson and Williams (2005). However, when averaged by depth, our rates
proved slightly lower than the mean estimates Robinson and Williams reported for the same
depth bins (e.g., 3.5 ± 0.8 versus 4.6 mmol O2 m-3 d-1 for data from 0 to 20 m and 0.9 ± 0.7
versus 1.2 mmol O2 m-3 d-1 for 60–200 m). At four stations, we used the traditional two-point
Winkler method on samples from the euphotic zone (N = 4) to validate our optode sensor
spot based bottle measurements (Table C.2). While our incubation measurements generally
agreed with the rates we obtained from the Winkler method, the incubations appeared to
overestimate the rate of respiration slightly at two stations (or, alternatively, the two-point
Winkler method underestimated the true rate; Figure C-3 and Table C.2).
The substrate-specific respiration rates we measured on sinking particle material (kR)
spanned an order of magnitude (Table 2.2) and exhibited no clear relationship with depth,
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Figure 2-4: Relationships be-
tween variables transformed
by natural logarithm. (a) Wa-
ter column respiration (WCR;
mg C m-3 d-1) versus temper-
ature (∘C). (b) Water column
bacterial production (BPwc;
mg C m-3 d-1) versus WCR.
The scatterplots were created
using WCR and BPwc data
pooled from all stations. In
Figure 2-4a, the linear regres-
sion y = 0.91 (±0.40) x + 0.76
(±0.88) (black line) was fit-
ted using a weighted ordinary
least squares method. In Fig-
ure 2-4b, we fitted the linear
regression y = 2.76 (±0.42) x
- 8.93 (±1.19) using a type II
(major axis—orthogonal dis-
tance) method to account for
the uncertainties in both vari-
ables. We excluded from both
regressions the outlier set off
with parentheses. Colors and
symbols for the various sta-
tions correspond to those used
in Figure 2-2 and Figure 2-
3. WCR and BPwc were con-
verted to units of carbon us-
ing the same conventions as
in Figure 2-3. Uncertainties
on regression parameters are
± 1𝜎.
water temperature, water column respiration or bacterial production rates, or the magnitude
or bulk quality (i.e., rain ratio) of the particulate C flux. The range of values we obtained for
kR (0.007 ± 0.003 to 0.173 ± 0.105 d-1) was broader than, yet with a median similar to, the
range reported by Sarmiento and Gruber (2006) for k remin, a model-diagnosed rate constant
that encompassed both respiration by particle-attached bacteria and other removal processes
(0.02 to 0.1 d-1). Iversen and Ploug (2010) reported a range of values for the carbon-specific
respiration rate from 0.08 to 0.20 d-1, based on a compilation of their own measurements
and several from the literature. Using an in situ particle incubator in the Sargasso Sea
(Bermuda Atlantic Time-series Study site), McDonnell et al. (2015) calculated significantly
faster particle “microbial remineralization rates” of 0.3 ± 0.1 to 1.7 ± 0.4 d-1 by normalizing
oxygen consumption directly to trap fluxes; these exceeded our sole measurement from the
Sargasso (0.084 ± 0.008, at station QL-2) by an order of magnitude.
The mean value of our kR measurements for all stations and depths (0.058 ± 0.011 d-1; N
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= 9 unique observations) agreed with the POC-specific respiration rate of 0.083 d-1 calculated
by Ploug and Grossart (2000) from roller tank experiments. Working with a natural bac-
terial assemblage from temperate Pacific waters, Bidle et al. (2002) measured POC-specific
remineralization rates on diatom detritus ranging from 0.09 to 0.28 d-1. These rates, which
encompassed both particle-attached respiration and processes related to enzymatic solubi-
lization and mechanical disaggregation, were heavily correlated with temperature. Specific
remineralization rates of the biogenic silica in the same detritus ranged from 1.1 to 49% of
the corresponding POC-specific rate.
2.5 Model Results and Discussion
2.5.1 Sensitivity Analyses
We compared our model results — POC flux predictions based on ranges of values for kS,D,Z
and Wavg — to observations of POC flux at two depth intervals for each of five process
stations (Figure 2-5). Relatively narrow confidence regions in 6 of our 10 analyses allowed
us to place both upper and lower constraints on the agreement between our predictions and
observations (Figure 2-5; confidence regions are shaded and enclosed within dashed lines).
However, in four cases (both depth intervals at station QL-1, the 150-300 m interval at PS-2,
and the 50-150 m interval at PS-4), large uncertainties in either the observed fluxes or in
our inputs of kR prevented us from assigning significance to the model-observed deviations,
except at very slow sinking speeds. The six analyses that produced narrower confidence
regions offer several insights into the partitioning between processes that drive particle flux
attenuation (Section 2.5.1.2, below).
2.5.1.1 Minimum Constraints on Average Particle Sinking Velocity
We diagnosed a statistically significant minimum constraint on Wavg at all depth intervals
to which we applied a sensitivity analysis (Table 2.3). At slow average sinking velocities
(Figure 2-5, to extreme left in each plot), we obtained low uncertainties from the model over
the entire range of values we considered for kS,D,Z ; this allowed us to exclude completely
from the solution space values of Wavg that fell below a certain threshold. The minimum
bound on Wavg we obtained in this manner ranged from 2.8 m d-1 to 16.8 m d-1 (mean
± standard deviation, 9.3 ± 4.3 m d-1). There was no statistically significant difference
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between the average minimum bounds for the two depth intervals.
While the form of our analysis did not allow us to estimate a central, best fit value for
Wavg at each station, the minimum constraints we obtained are consistent with previous
observations of the average particle sinking velocity at a diversity of sites in the mesopelagic
North Atlantic Ocean (Table C.1). Although sinking velocities < 1 m d-1 have been reported
for cell material from individual cultures of certain phytoplankton species (Bach et al., 2012)
and for certain lithogenic particles of Aeolian origin (Ohnemus and Lam, 2014), a median
Wavg of 50 m d-1 (interquartile range, 11.5–100 m d-1; mean, 63.8 m d-1) emerged from a
data set of observations we assembled from the literature for the temperate North Atlantic
Ocean at depths < 1000 m (Table C.1 and Figure 2-5). Average particle sinking velocities
well in excess of 500 m d-1 have been reported in other ocean basins and at depths > 1500
m (Berelson, 2002; McDonnell et al., 2015; Stemmann et al., 2004a). In instances where a
bimodal distribution of particle sinking velocities has been observed in the North Atlantic,
a slow-sinking particle size fraction can be complemented by a fast-sinking fraction with an
average sinking velocity of nearly 200 m d-1 (Riley et al., 2012). Of course, regardless of
the system, Wavg is a function of a heterogeneous distribution of individual sinking speeds
attached to different particle size classes (McDonnell and Buesseler, 2010; Villa-Alfageme et
al., 2014). Despite the lack of correlation in this case between kR and the ratio of POC:PIC
in the sinking flux (i.e., the rain ratio; Table 2.2), we did identify a weak (r2 = 0.19) and
barely significant (p = 0.1) negative correlation between our minimum estimates ofWavg and
the rain ratio. This result follows the finding of a recent, culture-based laboratory study
suggesting concentrations of biogenic PIC can enhance bulk particle sinking speed even
when little effect is seen on the substrate-specific respiration rate (Iversen and Ploug, 2010).
Conversely, Lam et al. (2011) have suggested that the high mesopelagic transfer efficiencies
associated with CaCO3-rich organic matter may be less a function of faster sinking velocity
than the result of an inherent complexity in such organic matter that renders it less amenable
to direct respiration.
2.5.1.2 Partitioning of Sinking POC Flux Attenuation Between Direct Bacte-
rial Respiration and Other Degradation Processes
Several sets of values of Wavg and kS,D,Z minimized the deviation between the modeled
and observed fluxes at each station; these are the pairs of values that fall along the “0”
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isoline in each of the plots in Figure 2-5. To constrain this set of possible solutions and
obtain best fit estimates for kS,D,Z in each case, we sought to limit our assessment of kS,D,Z
to those values of Wavg that were most plausible for the North Atlantic. We chose 50 m
d-1, the median value of the data set we assembled from the literature (Figure 2-5 and
Table C.1; N = 72 individual observations of Wavg), as the average sinking velocity for
which we report a best fit value for kS,D,Z in each case. Using this criterion, we obtained




mean ± standard deviation, 0.16 ± 0.17 d-1). These estimates are the values in Figure 2-5
(denoted with + symbol) where the vertical line corresponding to 50 m d-1 intersects the
Δ(model-observed) “0” isoline and the boundaries of the confidence region. To estimate the
relative contribution to sinking POC flux attenuation of the processes represented in kS,D,Z
compared with respiration of particle material by attached bacteria, we calculated the ratio
of the two rate constants, kS,D,Z : kR. This ratio ranged from 0.3 over the 50–150 m interval
at station PS-4 to 11.2 over the same interval at station PS-2. The mean ratio of the two
rate constants was 3.4, although the distribution was highly scattered (standard deviation
= 4.0).
In the following sense, we believe these values represent a conservative estimate of the
predominance of other degradation processes over the respiration of sinking particles by
attached bacteria. Our diagnostic approach depends on the value we assume for Wavg;
we applied the median value of 50 m d-1 from our survey of the literature. If the true
average sinking velocity at any station were faster than 50 m d-1, we would therefore have
underestimated kS,D,Z (and, by extension, the ratio of kS,D,Z : kR). We suspect the average
sinking velocity at our sites could well have been faster, particularly at the stations where
primary production was dominated by coccolithophores (PS-3 and PS-4; Table 2.2). The
one study in our literature survey to report average sinking velocities for particles specifically
associated with a coccolithophore bloom estimated aWavg of 141 ± 11 m d-1, nearly 3 times
that of the 50 m d-1 we selected (Knappertsbusch and Brummer, 1995). During a summer
coccolithophore bloom in the equatorial Atlantic, Fischer and Karakas (2009) measured
average particle sinking velocities of almost 570 m d-1. Given the shapes of the curves that
result from the exponential decay model, a small upward revision in Wavg from a starting
value of 50 m d-1 would have little impact on our diagnosis. For example, in all instances
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Figure 2-5: (preceding page). Sensitivity analyses of the particle flux attenuation model by station and
depth interval. We evaluated variation in two parameters, the average particle sinking velocity (Wavg, from
1 to 200 m d-1; x -axis) and kS,D,Z , an activity constant that captures losses of sinking POC due to processes
other than direct respiration by particle-attached bacteria (y-axis; from 10-5 to 1 d-1; Figure 2-1). Colorbar
ramp and labeled contour lines indicate, for a given pair of values of Wavg and kS,D,Z , deviation of the
model result from the observed POC flux at that station, in units of mg C m-2 d-1. Left panels: Results for
50-150 m. Right panels: Results for 150-300 m. The secondary y-axis (ratio of kS,D,Z to kR, the measured
substrate-specific rate of respiration on sinking particles) shows the relative contribution to particle flux
attenuation at each station by respiration compared to the other processes that degrade sinking particles.
The shaded area in each plot encompassed by the dashed line is a 1𝜎 (∼ 68%) confidence region derived
from uncertainties in the model solutions and observed flux at that station. Model-observed deviations
outside this region are statistically significant. Also shown above each set of plots is an identical histogram
of relevant observations (N = 72) of average sinking velocities in the North Atlantic; the assembly of these
data is described in Section 2.5.1.1 of the text. The median (50 m d-1; band at center of box plot) and IQR
(11.5-100 m d-1) are shown in the accompanying boxplot. Whiskers extend to 1.5 IQR. The sole reported
value > 200 m d-1 (250 m d-1) was excluded as an outlier.
m d-1 would produce only a modest change in the value of kS,D,Z , since this is region where
the “0” isoline curve begins to approach an asymptote (Figure 2-5).
We take the results of our analysis to indicate that, at minimum, the majority of sinking
particle material attenuated between 50 and 300 m did not meet its ultimate fate through
direct respiration by attached bacteria. Instead, the results suggest a significant fraction of
the sinking particulate flux was transferred to the water column as suspended particulate
or dissolved organic matter, at least some of it providing a metabolic subsidy to the free-
living bacterial community. Because some of the sinking POC flux might have been directly
respired by associated zooplankton, we cannot be certain kS,D,Z exclusively represents the
transfer of mass to the water column. However, while carbon demand incurred by zoo-
plankton is an important sink in some marine systems such as the central equatorial Pacific
(Landry et al., 1997), subarctic Pacific (Steinberg et al., 2008b), and at station ALOHA
(Steinberg et al., 2008a), the results of the North Atlantic Bloom Experiment suggest zoo-
plankton are much less significant players in midlatitude or subpolar North Atlantic systems
during bloom conditions (Dam et al., 1993). In this case, we hypothesize that the major
role played by zooplankton was instead that of mechanical disaggregator, complementing
enzymatic solubilization by particle-attached bacteria in transferring carbon to the dissolved
and suspended particulate phases.
The hypothesized transfer of organic matter from the sinking particulate to suspended
or dissolved phases is supported by theoretical and laboratory studies (Alldredge, 2000;
Bendtsen et al., 2002; Grossart and Simon, 1998; Kiørboe and Jackson, 2001), evidence
from other field-based research (Giering et al., 2014; Smith et al., 1992; Taylor and Karl,
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1991), and, at stations PS-2, PS-3, and PS-4, by very high rates of depth-integrated water
column respiration from 50 to 150 m (465.2 ± 182.1 to 887.09 ± 456.2 mg C m-2 d-1; mean
± standard deviation, 729.3 ± 266.0 mg C m-2 d-1; Table 2.3). Intriguingly, we could find no
direct statistical correlations between our estimates of the kS,D,Z : kR ratio (or kS,D,Z itself)
and any of the other parameters we measured. In the cases of BPwc, WCRint, and BGEpa
specifically, we did not have enough observations of the parameters to make a statistical
assessment (Table 2.2 and Table 2.3).
While our analysis did not allow us to identify the specific mechanisms by which this mass
transfer might have occurred, our finding is general in nature and therefore accommodates
all of the degradation processes we considered in our initial conceptualization of particle flux
attenuation (Figure 2-1). In balancing a carbon budget for a site roughly 1000 km southeast
of our PS-2 station, Giering et al. (2014) hypothesized that mechanical fragmentation
by zooplankton had diverted nearly a third of fast-sinking particles to the dissolved and
suspended phases, where the carbon they contained was then respired by bacteria. Mayor et
al. (2014) described this apparent dynamic as a manifestation of Fenchel’s (1970) “microbial
gardening” hypothesis. Because so much of the sinking POC appeared to meet its ultimate
fate in the water column, Giering et al. chose to construct their budget around indirect
estimates of the depth-integrated water column respiration rate, which they contended best
captured the total metabolic sink imposed by the microbial community.
Drawing on observations from the North Pacific, Taylor and Karl (1991) concluded that
the inefficient metabolism of sinking particles by attached microbiota was likely reflected in
a large transfer of organic matter to the suspended and dissolved phases. This is the roughly
the same hypothesis advanced by Smith et al. (1992), who based their speculation on the
very intense ectohydrolytic enzyme activity and low direct carbon demand they measured
on sinking particle material. Other authors have also used observations and manipulations
of particle material to argue for the importance of this mechanism in carbon transfer (All-
dredge, 2000; Grossart and Simon, 1998). Kiørboe and Jackson (2001) later used results
from a series of models to estimate that the dissolved organic matter left behind in the
wake of a sinking particle could provide a very significant subsidy to the surrounding water
column; Bendtsen et al. (2002) concluded based on a larger-scale modeling analysis that
solubilization of particle material was a significant source of DOC in the deep ocean.
In invoking this mechanism as a possible explanation for their findings, Taylor and Karl
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(1991) noted that any form of disaggregation or solubilization necessarily introduces a time
lag between components of the ecosystem metabolic engine. The sinking organic matter
not directly respired by attached bacteria — as we hypothesize, a majority, or at least a
significant fraction, of the sinking POC at our sites — will not necessarily become immediate
metabolic substrate for microbes in the water column. Consistent with observations from
a variety of marine systems (see our brief discussion in Section 2.4.2, above), this DOM or
suspended POM may linger for weeks, months, or years before it is respired; some fraction
will become part of the recalcitrant dissolved organic matter pool. Solubilization of sinking
particles and the fraction of solubilized material that is directly respired by attached bacteria
are therefore directly intertwined, even when the majority of the solubilized material is
instead transferred to the water column.
Kiørboe et al. (2002) have further suggested that some loss of sinking particle mass can
be explained by the shedding of live bacterial cells, which abandon the particle for the water
column. Given the low bacterial growth efficiencies we observed on both sinking particles
and in the water column (Table 2.2), we suspect this mechanism of particle loss was probably
not significant in the present study.
2.5.1.3 Enigmatically Low Efficiencies of Bacterial Growth
We used our observations of water column bacterial production and respiration to calculate
the water column BGE (BGEwc) at stations PS-2, PS-3, and PS-4 (Table 2.2). At stations
QL-1 and QL-2, complementary measurements allowed us to calculate analogous values on
sinking particles (Table 2.2). Bacterial growth in both carbon reservoirs proved generally
inefficient, but our estimates of BGE in the water column at depths ≥ 50 m were extraor-
dinary low (0.001 ± 0.001 to 0.014 ± 0.012; mean ± standard deviation, 0.006 ± 0.002).
Estimates of BGEwc as low as 0.001 have been reported for depths below the mixed layer
(90 m) in the highly oligotrophic Mediterranean Sea (Lemée et al., 2002), and Reinthaler et
al. (2006) reported growth efficiencies of just 0.006-0.016 in deep waters (>1200 m) of the
North Atlantic. By contrast, BGE s of 0.09 to 0.38 were estimated for the Ross Sea surface
layer during a bloom of Phaeocystis (Carlson et al., 1999). However, in the latter case, one
might expect that the substrate available to the bacterial community was considerably more
amenable to metabolism than either the sinking particles or the dissolved and suspended
organic matter derived from them.
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We believe for several reasons that our estimates are minimum bounds on water col-
umn BGE. Since we used unfiltered water samples in our incubations, constituents of the
water column microbial community other than prokaryotes (nanozooplankton, protists, and
even some phytoplankton) could have contributed to the observed consumption of oxygen if
they were present. Although we controlled for the presence of macrozooplankton by visual
inspection, Kiørboe (2001) notes that it is virtually impossible to distinguish between bacte-
ria and other smaller microorganisms such as protozoans. If we assume conservatively that
these other organisms contributed as much to respiration as did bacteria, our mean estimate
of BGEwc for depths ≥ 50 m would roughly double to 0.01 ± 0.004. Additionally, flaws
inherent in the 3H-leucine incorporation method, or in our choice of values for ID or 𝜈𝐶:𝑙𝑒𝑢,
could have caused us to significantly underestimate rates of bacterial production. The large
uncertainties we introduced into our estimates of depth-integrated BP when we considered
variation in both of the conversion factors (uncertainties represented 60%, on average, of
the accompanying estimate; Table 2.3) demonstrate how a broad range of possible values
can be extrapolated from a single set of leucine incorporation measurements. For example,
if we also discarded our conservative assumption for ID and instead adopted a value of 2
— assuming bacteria incorporated as much radiolabeled leucine into protein as endogenous
leucine (Kirchman, 2001) — our mean estimate of BGEwc could be as high as 0.04.
However, the fact remains that when considered independently, our observations of both
bacterial production and water column respiration are highly consistent with the large sets
of values previously reported for the North Atlantic for both parameters. Critically, even a
BGE of 0.04 — the highest possible value we could accept obtaining from our observations
under the hypothetical scenario above — would still be considerably lower than the 0.15
applied by Steinberg et al. (2008b) or the median value of 0.08 Giering et al. (2014) obtained
from an assembled data set; those studies represent two of the most prominent attempts to
balance carbon budgets in the mesopelagic ocean on an ecosystem scale.
2.5.1.4 Possible Imbalances in the North Atlantic Carbon Budget
If, as Giering et al. (2014) and others have contended, depth-integrated water column
bacterial respiration is the primary carbon sink in a given marine ecosystem, our data
suggest a very substantial imbalance existed in the carbon budgets of our study sites, at
least over the spatial and temporal scales we considered. At the three stations (PS-2, PS-
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3, and PS-4) for which we had concurrent measurements of the relevant parameters, the
metabolic sink imposed by WCRint over the 50 to 150 m depth interval surpassed observed
attenuation in sinking POC flux over the same interval by an average of more than 26
times (Table 2.3). There are very few sediment trap- or 234Th-derived observations of POC
fluxes in the literature that would have supplied a quantity of carbon sufficient to satisfy
the respiratory demand we measured; for example, the 940.4 mg C m-2 d-1 observed by
Le Moigne et al., 2015) in the Atlantic sector of the Arctic Ocean is remarkably high. No
observations previously reported for the sub-Arctic North Atlantic would have satisfied the
metabolic demand imposed by our observations of WCRint.
Depth-integrated water column BP comprised such a small fraction of WCRint at each
site (Table 2.3) that the substantial uncertainties we introduced into our calculations of
BPint by incorporating variation in ID and 𝜈𝐶:𝑙𝑒𝑢 were of relatively little consequence. Our
bootstrap analysis indicated that variation in the two conversion factors accounted for more
than 90% of the uncertainties in our estimates of BPint. We acknowledge here that, if in-
stead of measuring respiration directly, we had extrapolated estimates ofWCRint from these
measurements of BP (as did Giering et al. (2014)), these uncertainties would have become
extremely consequential. Further, if some systematic bias in our incubation technique caused
us to overestimate individual rates of WCR by even a small amount, the offset would have
produced a large positive deviation upon vertical integration.
Even if our calculations of WCRint represented a twofold overestimate of the metabolic
demand imposed by bacteria (based on the same logic we invoke in our discussion of BGE ;
Section 2.5.1.3, above), the carbon budgets at these three sites could only be closed by large
lateral or vertical inputs of DOC, or by some other unknown source of reducing power.
Zooplankton respiration in the water column — a sink we did not measure or estimate
— would supply additional oxidizing power in excess of that already captured in WCRint,
creating a demand for even more reduced carbon. Giering et al. estimated that inputs of
DOC supplied 17% of the carbon needed to balance the metabolic budget they created in
their study; similar values have been reported elsewhere in the North Atlantic (Carlson et
al., 2010), though evidence suggests the fraction of export supplied by DOC could be even
higher (∼ 29%) in oligotrophic waters of the Sargasso Sea (Carlson et al., 1994). Inputs of
DOC on the order of that observed in those studies could narrow the metabolic disparity at
our sites significantly, but would be insufficient to close the gap completely.
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Alternatively, our bottle-based measurements of WCRint could be significant overesti-
mates that reflect a methodological bias. Bottle-based methods for measuring respiration
or other metabolic processes in marine microorganisms are prone to error from (1) contam-
ination and disruption introduced through the process of obtaining seawater samples and
preparing them for incubation, including the effects of depressurization when samples are
collected from depth (Tamburini et al., 2013); (2) unrepresentative incubation conditions
that do not faithfully reproduce the variations in temperature and light inherent in natu-
ral systems; and (3) so-called “bottle effects” associated with low-volume incubations which
may limit nutrient availability (Furnas, 2002) or induce unnatural changes in community
structure (Calvo-Díaz et al., 2011; Venrick et al., 1977).
Our data thus suggest balance in the North Atlantic carbon budget remains elusive, likely
due to some combination methodological limitations, a failure to account for some critical
additional flux, or a failure to consider adequately the time scales of those sources and
sinks we did measure. Despite a handful of successful attempts at balancing marine carbon
budgets on ecosystem (Giering et al., 2014) and basin scales (Williams et al., 2013), we arrive
by different methods at the same vexing problem that confronted Steinberg et al. (2008b):
A system that apparently out of metabolic balance. This imbalance notwithstanding, the
strong oxidizing power in the depth-integrated respiration rates we observed still supports
our hypothesis for a significant transfer of sinking particulate carbon to the water column.
Insofar as this mass transfer is concerned, the apparent metabolic imbalance simply indicates
that carbon evolved from sinking particle material is alone insufficient to supply the necessary
reducing power.
2.6 Conclusion
The relative strength — and apparent predominance, at the majority of sites in this study
— of the other biological and mechanical processes that compete with direct respiration to
degrade sinking particles suggest the mesopelagic ocean is characterized by a distinct rem-
ineralization regime in which hydrolysis and respiration are significantly decoupled. Sinking
organic matter transferred to the dissolved or suspended particulate phases through enzy-
matic solubilization or mechanical disaggregation provides a considerable metabolic subsidy
to the water column microbial community. Yet evidence from other studies suggests the
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respiration of this organic matter may lag its transfer from the sinking particulate phase
by weeks, months, or years. This temporal disconnect makes it difficult to diagnose the
exact mechanisms of organic matter transfer from the sinking particulate phase and hinders
accurate appraisal of the flux’s magnitude.
The large disparity we documented between rates of depth-integrated water column
respiration and attenuation of sinking POC is further evidence that our methods of char-
acterizing microbial metabolisms remain inadequate, or that our knowledge of the various
reservoirs and fluxes that define the marine carbon cycle remains incomplete. The very
low bacterial growth efficiencies we observed in this study are further evidence for both of
these deficiencies. The variation in BGE we observed both in the water column and on the
sinking particles suggests that the lability of particulate organic matter can be altered as it
is exported to depth.
One way to diagnose apparent carbon budget discrepancies is by pairing incubation-
based techniques such as those we employed with concurrent measurements based on in situ
geochemical tracer techniques that integrate more broadly over both time and space (e.g.,
Quay et al., 2010). For example, at steady state, a respiratory sink of the magnitude we
measured would have required some complementary source of dissolved oxygen; otherwise,
we would have expected to observe at some timescale a significant decrease in dissolved
oxygen inventory. Concurrent measurements of dissolved oxygen anomalies (e.g., Najjar
and Keeling, 1997) or apparent oxygen utilization (e.g., Stanley et al., 2012) might have
allowed us to determine whether this metabolic demand was in fact balanced over seasonal
or annual timescales by other processes.
Despite a handful of recent studies that have successfully balanced carbon budgets for
sectors of the North Atlantic, we find strong justification here for the further development
of new analytical methods and new hypotheses about how the carbon cycle functions. At
the same time, the rates of water column respiration that drove this apparent imbalance
provide support for our hypothesis that degradation processes other than direct respiration
can dominate particle flux attenuation. Investigators seeking to accurately characterize the
marine carbon cycle with new mechanistic models of production and export should endeavor
to incorporate these other processes to an extent equal to that of respiration.
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Table 2.1: Definition of Parameters Referenced in this Study, and Method of Measurement or Calculation
Parameter or
Variable
Definition Method of Measurement or Calculation, or Value Used
(If a Constant)
Units
Measured Parameters or those Directly Derived from Observations
POC flux Sinking particulate organic carbon flux 3-5 day deployments of surface-tethered cylindrical sedi-
ment traps; did not recover samples at station PS-1
mg C m−2 d−1
PIC flux Sinking particulate inorganic carbon flux 3-5 day deployments of surface-tethered cylindrical sedi-
ment traps; did not recover samples at station PS-1
mg C m−2 d−1
Ratio 19′-hex :
fucoxanthin
Ratio of two photosynthetic pigments; approximate indi-
cator of coccolithophore vs. diatom abundance
Analysis of field samples by HPLC-MS mg 19′-hex (mg
fucoxanthin)−1
𝑙𝑒𝑢𝑖𝑛𝑐 Rate of 3H-leucine incorporation by bacteria (blank-
corrected)
Measured for water column at all process stations, and
on sinking particle material at process stations QL-1 and
QL-2
pmol leucine L−1 h−1
𝜈𝐶:𝑙𝑒𝑢 Carbon-to-leucine conversion factor applied to measure-
ments of 𝑙𝑒𝑢𝑖𝑛𝑐
Value of 1.5 assumed for conversion of individual volu-
metric measurements in Table 2.2 and Figure 2-3; range
of values (0.44 ± 0.27; Giering et al., 2014) considered in
calculation of depth-integrated estimates in Table 2.3
kg C (mol leucine)−1
ID Isotope dilution factor Value of 1 assumed for conversion of individual volumet-
ric measurements in Table 2.2 and Figure 2-3; range
of values (1 to 2) considered in calculation of depth-
integrated estimates in Table 2.3
unitless
𝐵𝑃𝑤𝑐 Rate of bacterial production in water column samples Equation 2.1 with 𝜈𝐶:𝑙𝑒𝑢 = 1.5 and ID = 1 mg C m−3 d−1
𝐵𝑃 𝑝𝑎 Rate of bacterial production on sinking particle material Equation 2.1 with 𝜈𝐶:𝑙𝑒𝑢 = 1.5 and ID = 1; estimated
only at stations QL-1 and QL-2
mg C m−3 d−1
𝑉𝑖𝑛𝑐 Depth-integrated rate of bacterial production from 50 to
150 m
Equation 2.2 using power-law curve fits and bootstrap
Monte Carlo simulation to incorporate range of variation
in 𝜈𝐶:𝑙𝑒𝑢 and ID
mg C m−2 d−1
𝑟𝑝𝑎 Rate of oxygen consumption by particle-attached bacte-
rial community in incubations of sinking particle material
Continuous measurements of dissolved oxygen (DO) con-
centration in replicate shipboard incubations
mmol O2 m−3 d−1
𝑟𝑐𝑜𝑙 Rate of oxygen consumption by water column bacterial
community
Continuous measurements of DO concentration in repli-
cate shipboard incubations
mmol O2 m−3 d−1
𝑉𝑖𝑛𝑐 Volume of BOD bottles used for shipboard incubations 300 mL
𝜈C:O2 Molar respiratory quotient 117 : 170 (L A Anderson and J L Sarmiento, 1994) mol C : mol O2
𝑃𝑂𝐶𝑡𝑟𝑎𝑝 Quantity of POC (substrate) in vessel at outset of each
incubation of sinking particle material




𝑘𝑅 Rate of substrate-specific respiration on sinking particle
material
Equation 2.3 using measurements of 𝑟𝑝𝑎, 𝑟𝑐𝑜𝑙, 𝑉𝑖𝑛𝑐, 𝜈C:O2 ,
𝑃𝑂𝐶𝑡𝑟𝑎𝑝
mg C respired : mg
POC d−1
WCR Rate of water-column respiration Application of 𝜈C:O2 to measurements of 𝑟𝑐𝑜𝑙 mg C m
−3 d−1
𝐵𝐺𝐸𝑤𝑐 Water col. bacterial growth efficiency Equation 2.4 using measurements of WCR and 𝐵𝐺𝐸𝑤𝑐,
assuming WCR = bacterial respiration; calculated only
at stations PS-2, PS-3, PS-4
unitless
𝐵𝐺𝐸𝑝𝑎 Bacterial growth efficiency on sinking particles Equation 2.4 using measurements of WCR and 𝐵𝐺𝐸𝑤𝑐,
assuming WCR = bacterial respiration; calculated only
at stations QL-1 and QL-2
unitless
Model Parameters
𝐹0 Sinking POC flux at initial depth Observations of POC flux in Table 2.2 mg C m−2 d−1
𝐹𝑧,𝑚𝑜𝑑 Model-predicted POC fluxes at bottom depth 2 × 106 predictions per station and depth interval using
Equation 2.5 and Equation 2.6; Monte Carlo simulation
and sensitivity analysis applied to integrate uncertainties
in 𝐹0 and 𝑘𝑅, and to consider ranges of possible values
of 𝑊𝑎𝑣𝑔 and kS,D,Z
mg C m−2 d−1
𝐹𝑧,𝑜𝑏𝑠 Sinking POC flux at bottom depth Observations of POC flux in Table 2.2; compared with
𝐹𝑧,𝑚𝑜𝑑 in sensitivity analyses
mg C m−2 d−1
𝐿𝑟𝑒𝑚𝑖𝑛 Remineralization length scale Equation 2.6, using measurements of 𝑘𝑅 and ranges of
possible values of 𝑊𝑎𝑣𝑔 and kS,D,Z
m
𝑊𝑎𝑣𝑔 Average particle sinking velocity Range of values considered (1 to 200 m d−1, in increments
of 0.1 m d−1; Table C.1)
m d−1
𝑘𝑅 Rate of substrate-specific respiration by particle-attached
bacteria on sinking particle material
Same as 𝑘𝑅, above mg C respired : mg
POC d−1
kS,D,Z Rate of degradation of sinking particles by processes
other than the direct respiration captured in 𝑘𝑅



























































50 47.9 ± 16.5 2.9 ± 1.6 16.6 — — 0.111 ± 0.026 — — 1.01 ± 0.57
150 40.7 ± 7.9 2.1 ± 0.9 19.3 0.048 ± 0.017 0.01 ± 0.003 0.015 ± 0.011 — — bdh
300 38.8 ± 27.1 1.2 ± 0.2 33.6 — — — — — —
QL-2 30 Apr-
3 May
50 51.5 ± 4.0 3.8 ± 1.1 13.4 — — 0.201 ± 0.006 — — 22.3 ± 9.21
150 25.2 ± 2.0 8.6 ± 0.5 2.9 0.084 ± 0.008 0.03 ± 0.002 0.022 ± 0.003 — — 6.51 ± 2.25
300 14.7 ± 4.6 3.3 ± 0.3 4.5 — — — — — —
KN207-3 PS-2 23-27
Jun
50 58.6 ± 13.5 7.4 ± 0.3 7.9 — — 0.047 ± 0.013 10.4 ± 3.99 0.005 ± 0.002 1.67 ± 0.85
150 16.6 ± 8.2 6.2 ± 0.7 2.7 0.051 ± 0.020 — 0.005 ± 0.004 5.48 ± 2.39 0.001 ± 0.001 bdh
300 9.6 ± 0.9 2.9 ± 0.9 3.3 0.173 ± 0.105 — — — — —
PS-3 1-5 Jul 50 249 ± 16.3 109 ± 16.3 2.3 0.036 ± 0.008 — 0.233 ± 0.008 10.6 ± 2.77 0.014 ± 0.012 2.17 ± 0.96
150 208 ± 16.5 81.8 ± 12.7 2.5 0.007 ± 0.003 — 0.019 ± 0.008 10.9 ± 8.89 0.002 ± 0.002 bdh
300 131 ± 18.5 75.1 ± 14.3 1.8 0.024 ± 0.004 — — — — —
PS-4 7-11 Jul 50 179 ± 33.7 42 ± 6.1 4.3 0.045 ± 0.023 — 0.073 ± 0.010 6.14 ± 10.8 0.012 ± 0.005 23.5 ± 46.9
150 158 ± 21.1 62.2 ± 5.7 2.5 0.063 ± 0.017 — 0.007 ± 0.012 9.21 ± 9.18 0.001 ± 0.001 14.0 ± 5.84
300 101 ± 12.3 48.1 ± 8.3 2.1 — — — — — —
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a Results are not reported for station PS-1; sediment trap data were lost during analysis, and we did not make full profiles of water column or particle-attached
respiration at this station.
b ± 1𝜎 uncertainties in flux measurements represent both analytical errors and observational uncertainties determined from replication (N = 3 traps at each
depth).
c Substrate-specific respiration rate (kR; units of mg C respired : mg POC d-1) for heterotrophic bacterial communities associated with sinking particles at
this depth; ± 1𝜎 uncertainties are presented as the standard error of regression for rates determined in incubations of sinking particle material in five or more
replicates. For the KN207-1 stations, kR was determined only at 150 m.
d BGEpa could be calculated only for one depth (150 m) at the KN207-1 stations because we did not measure bacterial production (BP) on sinking particle
material during the KN207-3 cruise BGEwc could be calculated only for KN207-3 stations because we did not make measurements of water column respiration at
depths > 50 m during the KN207-1 cruise.
e Values of BPwc in this table (and their uncertainties) were obtained from replicate leucine incorporation measurements using an isotope dilution (ID) of 1
and a conversion factor 𝜈𝐶:𝑙𝑒𝑢 of 1.5 kg C (mol leu)-1. We account for possible variation in ID and 𝜈𝐶:𝑙𝑒𝑢 in our calculations of depth-integrated WCR and BP
(Table 2.3).
f Conversion of WCR measurements to units of C was achieved using a molar respiratory quotient 𝜈C:O2 of 117/170. At depths > 50 m, we assumed WCR was
almost entirely bacterial respiration.
g The 19′-hexanoyloxyfucoxanthin (19′-hex) : fucoxanthin ratio is an approximate indicator of phytoplankton community composition; 19′-hex is a carotenoid
particular to coccolithophorids, whereas fucoxanthin is generally indicative of species belonging to a taxonomic group that includes diatoms.
h bd: below detection79
Table 2.3: Depth-Integrated Measures of Microbial Metabolic Demand and Model-Diagnosed Estimates of the Partitioning between Major
Processes Responsible for Particle Flux Attenuation
Cruise Sta-
tion











kS,D,Z b Ratio kS,D,Z :
kRd
(m) (mg C m−2 d−1) (mg C m−2 d−1) (mg C m−2 d−1) (m d−1) (d−1)
KN207-1 QL-1 50-150 7.2 ± 16.5 8.79 ± 5.20 — 7.2 0.033+0.25−0.03 0.7
150-300 16.7 ± 13.6 — — 5.0 nsc —
QL-2 50-150 26.6 ± 4.8 5.37 ± 3.18 — 10.8 0.27+0.06−0.07 3.2
150-300 11.1 ± 4.1 — — 14.2 0.095+0.15−0.10 1.1
KN207-3 PS-1 50-150 — 8.14 ± 4.78 — — — —
PS-2 50-150 42.0 ± 15.8 2.66 ± 1.65 465.2 ± 182.1 2.8 0.57+0.43−0.30 11.2
150-300 6.9 ± 7.7 — — 16.8 0.072+0.15−0.07 0.6
PS-3 50-150 40.9 ± 22.8 6.10 ± 3.60 887.9 ± 456.2 9.6 0.066+0.07−0.07 3.1
150-300 76.8 ± 23.3 — — 5.5 0.14+0.06−0.12 9.0
PS-4 50-150 21.7 ± 15.3 3.31 ± 1.97 835.0 ± 629.0 11.0 0.015+0.15−0.02 0.3
150-300 56.3 ± 25.5 — — 9.7 0.10+0.17−0.06 1.6
Mean 50-150 27.7 ± 14.7 5.72 ± 1.49 729. 3 ± 266.0 8.3 ± 3.4 0.19 ± 0.24 3.7 ± 4.2
150-300 33.6 ± 6.4 — — 10.2 ± 5.2 0.10 ± 0.03 3.1 ± 4.0
Both intervals 30.6 ± 5.2 — — 9.3 ± 4.3 0.16 ± 0.17 3.4 ± 4.0
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a Estimates and uncertainties for BPint and WCRint were determined using a bootstrap Monte Carlo analysis (N = 100,000 simulations), as described in the
text. The final estimates for both parameters reflect observational uncertainties derived from replication; in determining BPint, we also considered wide ranges of
values for both the leucine to carbon conversion factor, 𝜈𝐶:𝑙𝑒𝑢, and isotope dilution, ID.
b The values of kS,D,Z we report here correspond to the intersection in Figure 2-5 of the best-fit solution line and an average particle sinking velocity (Wavg) of
50 m d-1. The 1𝜎 confidence region in Figure 2-5 was used to diagnose lower bounds on this estimate (super and subscripts, respectively).
c No estimate could be diagnosed using our criteria.









Reproduced with permission from:
Collins, J. R., B. R. Edwards, Helen F. Fredricks, and B. A. S. Van Mooy. 2016. LOBSTAHS: An
adduct-based lipidomics strategy for discovery and identification of oxidative stress biomarkers. Analytical
Chemistry 88 :7154-7162; doi:10.1021/acs.analchem.6b01260
c○2016 American Chemical Society
83
3.1 Abstract
Discovery and identification of molecular biomarkers in large LC/MS datasets requires
significant automation without loss of accuracy in the compound screening and annota-
tion process. Here we describe a lipidomics workflow and open-source software package
for high-throughput annotation and putative identification of lipid, oxidized lipid, and
oxylipin biomarkers in high-mass-accuracy HPLC-MS data. Lipid and Oxylipin Biomarker
Screening through Adduct Hierarchy Sequences, or LOBSTAHS, uses orthogonal screen-
ing criteria based on adduct ion formation patterns and other properties to identify thou-
sands of compounds while providing the user with a confidence score for each assignment.
Assignments are made from one of two customizable databases; the default databases
contain 14,068 unique entries. To demonstrate the software’s functionality, we screened
more than 340,000 mass spectral features from an experiment in which hydrogen perox-
ide was used to induce oxidative stress in the marine diatom Phaeodactylum tricornutum.
LOBSTAHS putatively identified 1,969 unique parent compounds in 21,869 features that
survived the multi-stage screening process. While P. tricornutum maintained more than
92% of its core lipidome under oxidative stress, patterns in biomarker distribution and
abundance indicated remodeling was both subtle and pervasive. Treatment with 150 𝜇M
H2O2 promoted statistically significant carbon-chain elongation across lipid classes, with
the strongest elongation accompanying oxidation in moieties of monogalactosyldiacylglyc-
erol, a lipid typically localized to the chloroplast. Oxidative stress also induced a pro-
nounced reallocation of lipidome peak area to triacylglycerols. LOBSTAHS can be used




Reactive oxygen species (ROS) represent a persistent source of stress in virtually all bio-
logical systems (Apel and Hirt, 2004; Crastes de Paulet et al., 1988). The negative cellular
effects of ROS include protein damage, mutation of DNA, and lipid peroxidation (Lesser,
2006). While the profound effects of oxidative stress have been documented extensively in
the lipids of mammals (Kuhn and Borngraber, 1999; Strassburg et al., 2012; Wenk, 2010),
ROS can induce equally significant and wide-ranging remodeling of cell lipidomes in terres-
trial and marine plants (Andreou et al., 2009; Buseman et al., 2006; Vu et al., 2012). These
ROS can act through a variety of enzymatic and abiotic mechanisms to produce a broad
and heterogeneous suite of lipid products whose bioactivity and diversity make them ideal as
molecular biomarkers. These products include both oxidized intact polar lipids (ox-IPL; e.g.,
oxidized phospholipids; Vu et al., 2012) as well as oxylipins, the smaller, direct derivatives
of fatty acids. Lipid biomarkers (both oxidized and unoxidized) can be used to characterize
the effects of ROS in humans from cancer (Thomas et al., 2013) and other diseases such as
atherosclerosis (Haller et al., 2014); in the marine environment, lipids can be used to di-
agnose various sources of biological and abiotic stress, including those imposed by nutrient
limitation (Carini et al., 2015; Van Mooy et al., 2009) and viral infection (Fulton et al., 2014;
Vardi et al., 2009). The potency and specificity that make lipids useful as biomarkers of
oxidative stress also support their function as bioactive “infochemicals” (Ianora and Miralto,
2010; Pohnert, 2008; Vardi, 2008). In the ocean, for example, oxylipins have been shown to
regulate different interspecific interactions among marine microbiota (Balestra et al., 2011;
Casotti et al., 2005; Miralto et al., 1999; Ribalet et al., 2008) and the metabolism of sinking
marine particles by heterotrophic bacteria (Edwards et al., 2015).
For several reasons, there exist few comprehensive methods to screen, identify, and an-
notate large numbers of these oxylipins and oxidized lipids alongside the many unoxidized
lipids from which they can originate (Strassburg et al., 2012; Wenk, 2010). Oxylipins, like
their parent lipids, have a wide diversity of structures and biochemical functions (Brügger,
2014; Holčapek, 2015; Strassburg et al., 2012). They can be produced enzymatically (An-
dreou et al., 2009; Andreou and Feussner, 2009; Lamari et al., 2013) or abiotically (Girotti,
1998; Triantaphylides et al., 2008), often occurring in very low abundance relative to their
intact polar lipid (IPL) precursors (Sparvero et al., 2010; Wenk, 2010). Finally, unique and
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tailored computational strategies are required to analyze the large volumes of data necessary
for comprehensive lipidomics or metabolomics (Holčapek, 2015; Spickett and Pitt, 2015).
The limited number of analytical strategies developed specifically to assess the effects of
oxidative stress on the lipidomes of humans (Strassburg et al., 2012) and mammals (Balvers
et al., 2012; Bruins et al., 2013) have generally focused on traditional oxylipins, such as
hydroperoxy, hydroxy, epoxy, oxo, and ketol fatty acids, while ignoring most molecular
precursors and intermediates. For example, direct-infusion mass spectrometry has been used
to identify select oxylipins simultaneously with their unoxidized IPL and ox-IPL precursors
in the model plant Arabidopsis thaliana, but these studies used manual data analysis methods
to examine oxidation of compounds containing only C16 and C18 fatty acids (Buseman et al.,
2006; Vu et al., 2012). Ni et al. (2015) employed a shotgun approach to identify oxidized
lipids in rat cardiomyocytes, but their analysis was limited only to intact carbonylated
phospholipids. The commercial LipidSearch software (Thermo Scientific) can identify some
oxidized lipids using MS/MS fragmentation spectra, but this capability does not extend to
oxylipins derived from fatty acids.
We developed a new, rules-based screening approach that can be used to identify a
broad range of IPL, nonpolar lipids, ox-IPL, and oxylipins in large, high-mass-accuracy
HPLC-ESI-MS datasets. Lipid and Oxylipin Biomarker Screening through Adduct Hierarchy
Sequences, or LOBSTAHS, is implemented as an open-source package for R (R Core Team,
2015) and integrates with the existing packages xcms (Benton et al., 2010; Smith et al., 2006;
Tautenhahn et al., 2008) and CAMERA (Kuhl et al., 2012). The software is centered around
a novel screening methodology that exploits the unique tendency of lipids to form adduct
ions in consistent, diagnostic patterns of abundance that remain relatively consistent across
sample types (e.g., for phosphatidylcholine in positive ion mode, [M+H]+ > [M+Na]+ >
[M+NH4+ACN]+ > [M+2Na-H]+ > [M+K]+). Using lipid data from cultures of a mutant
strain of a marine diatom designed for studies of oxidative stress (van Creveld et al., 2015),
we demonstrate how LOBSTAHS can be used to resolve conflicting compound assignments,
examine differential expression of compounds across experimental treatments, discover and
identify potential ox-IPL and oxylipin biomarkers, and identify potential isomers and isobars.
LOBSTAHS annotates each compound assignment with a confidence score, allowing the
user to define subsets for further analysis. While we apply LOBSTAHS here to identify
potential biomarkers in a marine microorganism, it can be applied to any HPLC-ESI-MS
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dataset where the user expects the relative proportions of the various adduct ions of each
analyte to remain constant across samples. LOBSTAHS requires data from a mass spec-
trometer having both high resolving power and high mass accuracy. While we developed the
software using data acquired on a Thermo Exactive Plus Orbitrap instrument, LOBSTAHS
could be used to analyze data acquired via FT-ICR-MS or, when sufficient allowances are
made for mass resolution, a Q-TOF instrument.
3.3 Theory and Design of Software and Databases
3.3.1 Databases
3.3.1.1 Design and Scope of Lipid-Oxylipin Databases
LOBSTAHS draws compound assignments from customizable onboard databases that con-
tain structural and adduct ion abundance data for various IPL, nonpolar lipids, ox-IPL, and
oxylipins (Table D.1; Table D.3). Each database entry represents a different adduct ion of
a potential analyte; because analytes present differently in positive and negative ionization
modes, separate databases must be generated for compound identification in each mode. The
standard package installation includes two default databases that contain entries for 14,068
unique compounds, some of them particular to marine algae (Table D.1; Table D.3). Al-
ternatively, LOBSTAHS allows the user to generate his or her own databases; instructions
are provided in the package documentation. The use of onboard databases distinguishes
LOBSTAHS from other software packages that rely exclusively on external databases.
3.3.1.2 Database Generation
Databases are created in LOBSTAHS by pairing empirical data with an in silico simulation.
To generate the default databases, we first calculated exact masses for various triacylglycerols
(TAG), free fatty acids (FFA), polyunsaturated aldehydes (PUA), and molecules belonging
to eight different classes of intact polar diacylglycerol (IP-DAG). Within each of these classes,
we calculated the masses of a wide range of possible structures having fatty acid (FA)
moieties of different acyl chain length, unsaturation, and oxidation (Table D.1). While
the default databases include entries for IPL and ox-IPL that contain primarily medium-
and long-chain fatty acids, users may generate additional databases with entries for IPL
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composed of fatty acids of any length. The databases also include exact masses for several
photosynthetic pigments common to the marine environment (Table D.1; Table D.3). TAG
and IP-DAG are identified by the “sum composition” (Husen et al., 2013) of double bonds
and acyl carbon atoms in each compound (e.g., PC 34:1, rather than PC 16:0-18:1).
3.3.1.3 Determination of Relative Abundances of Adduct Ions for Inclusion in
Databases
During database generation, LOBSTAHS uses empirical data for the LC/MS adduct ion(s)
typically formed by each compound’s parent lipid class (Table D.2) to create several entries
for each compound. Each of the entries represents a different adduct ion of its parent; the
relative ranks of the adducts form the basis for the hierarchy-based screening of compound
assignments at the core of our method. Relative adduct ion abundance data were gathered
from previous work (Popendorf et al., 2013) and analysis of compounds commonly observed
in cultures and environmental samples from marine microorganisms. Where possible, we
confirmed the results using authentic standards for representative compounds. For ox-
IPL, we applied adduct hierarchies observed for the corresponding, unoxidized IPL. We
assumed ox-IPL would be unlikely to take charge on their oxidized functional group(s)
during ionization, thus forming adducts similar to those of the corresponding unoxidized
molecule. We confirmed this similarity in ionization behavior through manual inspection of
several samples. Long-chain ox-IPL standards other than those containing aldehyde moieties
are not available commercially.
A series of simple tables can be used to define additional analytes and/or adducts be-
yond those which are included in the default databases. For each new lipid or lipid class,
LOBSTAHS requires (1) the elemental composition of the new lipid or parent moiety of
the new lipid class, (2) a tabulation of expected adducts (defining, as necessary, any new
adducts), (3) empirical adduct hierarchy data for any new adducts, and (4) if applicable, the
ranges of acyl carbon atoms, double bonds, and oxidization states for which entries are to be
generated. Specific instructions are contained in the online documentation for the software.
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3.3.2 Data Analysis Workflow
3.3.2.1 Lipidomics Workflow Based on xcms, CAMERA, and LOBSTAHS
Because high resolving power and high mass accuracy are often not alone sufficient to resolve
isobaric ions, or to distinguish among species that have identical monoisotopic masses but
different elemental compositions (Kind and Fiehn, 2006), we employ high-performance liquid
chromatography (HPLC) in lieu of a simple direct-infusion approach. Data must first be
converted to an open-source format (.mzXML) and, if necessary, from profile to centroid
mode. If data are acquired using ion mode switching, LOBSTAHS requires that positive
and negative ion mode scan data also be extracted into separate files. Procedural details and
an R script that can be used to automate these steps for data obtained from an Orbitrap
instrument are described in the Supporting Information. For purposes of the present study,
we consider two ions to be isobaric when the underlying features have different exact masses
but them/z difference is less than the instrument’s demonstrated mass accuracy (in this case,
2.5 ppm). Once data files have been converted and extracted, the existing R packages xcms
(Benton et al., 2010; Smith et al., 2006; Tautenhahn et al., 2008) and CAMERA (Kuhl
et al., 2012) are used for feature detection, peak grouping, chromatographic alignment,
identification of pseudospectra, and discovery of features representing possible secondary
isotope peaks (Figure 3-1, “Pre-processing & feature detection”).
3.3.2.2 Database Assignments and Progressive Screening in LOBSTAHS using
Orthogonal Criteria
After pre-processing, screening and annotation are performed according to the workflow in
Figure 3-1. First, initial compound assignments are applied to features from the database
using a narrow m/z mass tolerance specified by the user in ppm. A series of optional
orthogonal screening criteria can then be applied to the features and their assignments.
First, users may exclude from the dataset any features representing secondary isotope peaks;
the presence of these features can be a significant obstacle in metabolomics (Clasquin et al.,
2012; Ejsing et al., 2006; Layre et al., 2011). We programmed LOBSTAHS to exclude these
secondary peaks, rather than merge the elements of each feature’s isotopic envelope into a
single parameter (Layre et al., 2011).
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Figure 3-1: Preparation, Screening, and Annotation of HPLC-MS Lipid Data Using LOBSTAHS. Annotation
codes (in bold) may be applied as indicated; these are designed to assist the user in evaluating assignment
confidence during subsequent data analysis.
a We automate several functions of the ProteoWizard msConvert tool (Kessner et al., 2008).
b,c xcms (Benton et al., 2010; Smith et al., 2006; Tautenhahn et al., 2008) was chosen for its command-line
features and because it permits follow-on use of the R package CAMERA (Kuhl et al., 2012) to identify
isotopes.
d IPO (Libiseller et al., 2015) can be used to optimize the values of parameters for some xcms and CAMERA
functions.
e Multiple assignments will likely exist for many peakgroups in a typical dataset.
f This criterion may be useful when the subject dataset contains lipids of exclusively eukaryotic origin.
g In case C2a, the adduct ion hierarchy for the parent compound is completely satisfied; i.e., the pseudospec-
trum contains peakgroups representing every adduct ion of the compound of greater theoretical abundance
than the least abundant adduct ion present. In case C2b, the adduct ion of greatest theoretical abundance
and some lesser adduct ion is present, but adduct ions of intermediate abundance are not observed.
h Both outcomes may apply simultaneously at this decision point if the dataset contains isobars and isomers
of the assignment.
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dow” defined for the accompanying assignment’s parent lipid class. LOBSTAHS includes a
set of default retention time window data (Table D.4) for the chromatographic conditions
we describe here. Detailed instructions for application of retention time data from other
chromatographic methods are included in the Supporting Information. A third filter can
then be applied to exclude assignments of IPL, ox-IPL, FFA, and PUA that contain an odd
total number of acyl carbon atoms. We envision that this filter would be applied to data
of exclusively eukaryotic origin: Since non-acetogenic fatty acid synthesis is confined almost
exclusively to bacteria and archaea (Pearson, 2014), FA synthesized by eukaryotes will be
composed of an even total number of carbon atoms.
After applying these initial optional criteria, LOBSTAHS then screens each assignment
using adduct ion hierarchy data (Figure 3-1, “Application of core adduct ion hierarchy screen-
ing rules”; Table D.2). This screening serves as the primary orthogonal filter to eliminate any
confounding secondary isotopes and unassigned lipid-extractable features still remaining in
the dataset. During this process, LOBSTAHS uses a series of rules to compare the relative
abundance ranks of sets of adduct ion assignments that have the same parent compound.
The package makes several annotations using simple codes that indicate the degree to which
the assignment complies with the hierarchy rules (Figure 3-1, in bold). Assignments that fail
the adduct ion hierarchy screening criteria are excised from the dataset and all remaining
assignments in the dataset are then pooled.
Additional rules-based screening is then performed on the pooled data to identify and
annotate possible isomers and isobars (Figure 3-1, “Isomer & isobar detection, annotation”).
Codes can be applied to identify positional or regioisomers (code C3r), functional structural
isomers (code C3f), or isobars (code C3c). LOBSTAHS can apply several of these different
codes to a given assignment as long as the criterion for each is satisfied. Upon completion of
screening, LOBSTAHS produces an R object containing the annotated dataset. Statistical
analysis can then be performed in R on the final matrix of compound assignments, or the
results can be exported to a .csv file for external analysis.
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3.4 Experimental Section
3.4.1 Model Dataset Used to Demonstrate the Workflow
To demonstrate LOBSTAHS, we applied the workflow in Figure 3-1 to examine the effect
of oxidative stress on a model algal lipidome. For the analysis, we used lipid data collected
from cultures of a mutant strain of the marine diatom Phaeodactylum tricornutum, which
was designed for studies of oxidative stress. In the study (van Creveld et al., 2015), a
strain of P. tricornutum (CCMP2561; Provasoli-Guillard National Center for Marine Algae
and Microbiota) was genetically modified (Rosenwasser et al., 2014) to express a reduction-
oxidation sensitive green fluorescent protein (roGFP) at different locations within the cell
(Dooley et al., 2004; Hanson et al., 2004). Cultures of the transformants were treated with
three concentrations of H2O2 (0, 30, and 150 𝜇mol L-1) to evaluate the effects of peroxidation;
culture conditions are described in van Creveld et al. (2015).
3.4.2 Sample Collection and Extraction
In the experiment, duplicate samples for lipid analysis were collected from each treatment
at 4, 8, and 24 h timepoints. Two procedural blanks were also collected. Sample material
was collected by vacuum onto 0.7 𝜇m pore size glass fiber filters (GF/F), which were snap
frozen in liquid nitrogen and then stored at -80∘C until thawed for extraction. Extraction
was performed using a modified Bligh and Dyer (Bligh and Dyer, 1959) method described
in Popendorf et al. (2013); an internal standard (dinitrophenyl-phosphatidylethanolamine,
DNP-PE) and a synthetic antioxidant (butylated hydroxytoluene, BHT) were added at time
of extraction. Lipid extracts were transferred to 2 mL HPLC vials, topped with argon, and
stored at -80∘C prior to analysis. All chemicals used in sample extraction and chromatogra-
phy were LC/MS grade or higher. Where used, water was obtained from a Milli-Q system
without further treatment (EMD Millipore, Billerica, MA, USA).
3.4.3 HPLC-ESI-MS Analysis
Samples from the P. tricornutum dataset were analyzed by HPLC-ESI-MS using a modifica-
tion of the method described in Hummel et al. (2011) Lipid extracts were evaporated to near
dryness and reconstituted in a similar volume of 7:3 acetonitrile:isopropanol. Headspace was
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filled with argon to minimize further oxidation. For HPLC analysis, an Agilent 1200 system
(Agilent, Santa Clara, CA, USA) comprising temperature-controlled autosampler (4∘C), bi-
nary pump, and diode array detector, was coupled to a Thermo Exactive Plus Orbitrap
mass spectrometer (ThermoFisher Scientific, Waltham, MA, USA). Chromatographic con-
ditions, electrospray ionization source settings, MS acquisition settings, and procedures used
for calibration of the mass spectrometer are described in the Supporting Information. Using
authentic standards and two independent methods for MS feature detection, we determined
the average relative mass uncertainty of the Exactive was < 0.2 ppm (Table 3.1; Table D.6);
evaluation of these standards is discussed below.
3.4.4 Analysis of P. tricornutum Data Using LOBSTAHS
xcms, CAMERA, and LOBSTAHS were then used to identify and annotate lipidome com-
ponents in the positive ionization mode data. The R package IPO (Libiseller et al., 2015)
was used to optimize settings for several xcms functions, and a 2.5 ppm mass uncertainty
tolerance was used to obtain database matches in LOBSTAHS. Using the annotated output
we obtained from LOBSTAHS, we then calculated the relative abundances of lipidome con-
stituents present in the 0 and 150 𝜇M H2O2 treatments at 24 h. Statistical techniques were
used to identify biomarkers of oxidative stress. Unless otherwise noted, we restricted our
analysis to only “high confidence” assignments; these were assignments without structural
isomers or isobars given codes of C1 or C2a according to the logic in Figure 3-1. The specific
settings used in xcms, CAMERA, and LOBSTAHS, details of statistical methods, and links
to scripts we used to obtain results and figures are included in the Supporting Information
text and Table D.5.
3.5 Results and Discussion
3.5.1 Screening and Annotation of P. tricornutum Data in LOBSTAHS
Using LOBSTAHS, we identified 21,869, or 6.4%, of the 340,991 mass spectral features ini-
tially detected in the dataset using xcms. Sequential application of the various screening
criteria allowed us exclude features from the dataset based on specific characteristics (Ta-
ble 3.2). Of these initial features, 177,053, or 52%, were immediately eliminated as likely






































































































































































































































































































































































































































































































Figure 3-2: (a) All IPL, ox-IPL,
and TAG identified in the P. tri-
cornutum dataset with high confi-
dence (N = 1039; figure excludes
pigments). (b) Distribution by
lipid class of high-confidence as-
signments made in the 0 and 150
𝜇M H2O2 treatments at 24 h (N
= 894 and N = 848, respectively).
Ellipse size in (b) reflects the
number of compounds identified
within each class and treatment.
The assignments presented in (a)
and (b) fully satisfied the LOB-
STAHS adduct hierarchy screen-
ing criteria (i.e., annotated “C1”
or “C2a” according to the logic in
Figure 3-1) and had no compet-
ing assignments, such as possible
structural isomers, identified in
the dataset. Excluded are those
compounds having an odd total
number of acyl carbon atoms.
a General direction of movement
within m/z versus RT plot, for
a given lipid class and oxidation
state. The direction of move-
ment that results from addition
or removal of additional oxygen
atom(s) varies by lipid class.
b Not to scale.
matched at 2.5 ppm against entries in the default positive mode database. We then used
LOBSTAHS to perform screening based on feature retention time and assignment total acyl
carbon number. LOBSTAHS excluded 7,792 features because the retention time fell outside
the range expected for the assignment’s parent lipid class. An additional 7,733 features
were eliminated because the compound assignment did not contain an even total number of
acyl carbon atoms; this optional restriction was applied given the known eukaryotic origin
of the data. Adduct ion hierarchy screening was then applied to the remaining 52,337 fea-
tures. Application of this final orthogonal filter yielded a dataset containing 2,056 compound
assignments; these assignments represented 1,969 unique parent compounds (Table 3.2).
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The identities of 1,163, or 57%, of these final database assignments were unique within
the scope of our database, meaning the underlying features were matched in the final dataset
to only one possible parent compound. 1,149 of these assignments were either IPL, ox-IPL,
or TAG (Figure 3-2a); the remainder were photosynthetic pigments. We classified 1,056 of
these identifications as “high confidence,” indicating that the distribution of adducts present
in the constituent features perfectly satisfied the adduct hierarchy rules (Figure 3-2a and
symbols with darkest tones in Figure D-2-Figure D-10); these were used in the analysis
below.
3.5.1.1 Identification and Annotation of Isomers and Isobars
The remaining 893 assignments (43.4%) were characterized by some degree of ambiguity,
meaning the dataset contained at least one isobar or structural functional isomer of the un-
derlying features (Table D.7; symbols with lightest tones in Figures Figure D-2-Figure D-10).
In 752 instances, the dominant adduct of the parent compound was a (functional) structural
isomer of the dominant adduct of a different compound assigned from the database (Ta-
ble D.9, first example). In 195 cases, the dominant adduct ion of the parent compound was
an isobar of the primary adduct ion of a different compound (Table D.9, second example).
Although these ambiguous assignments represented 43.4% of all assignments in the screened
dataset, they belonged to just 25% of retained features (27% of peak groups; Table D.7).
The difference was due to the presence of a small number of features (793) whose 54 assign-
ments were doubly ambiguous, i.e., having both isobars and functional structural isomers
(symbols with two-tone shading in Figure D-2-Figure D-10; Table D.9, third example). The
number of competing assignments for each identified compound varied largely by lipid class.
For example, LOBSTAHS found no functional structural isomers for compounds identi-
fied in several lipid classes: digalactosyldiacylglycerol (DGDG), phosphatidylethanolamine
(PE), and sulfoquinovosyldiacylglycerol (SQDG) (Figure D-3, Figure D-7, and Figure D-
9). Doubly ambiguous assignments were confined to only four classes: diacylglyceryl car-
boxyhydroxymethylcholine (DGCC), diacylglyceryl trimethylhomoserine and diacylglyceryl
hydroxymethyl-trimethyl-𝛽-alanine (DGTS & DGTA), phosphatidylcholine (PC), and phos-
phatidylglycerol (PG) (Figure D-2, Figure D-4, Figure D-6, and Figure D-8).
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3.5.1.2 Annotation of Potential Regioisomers
LOBSTAHS also identified regioisomers for 352 unique parent compounds in the P. tricor-
nutum lipidome (Table D.7; symbols with black dots in Figure D-2-Figure D-10). These
were instances in which the same assignment was applied to two or more features appearing
at different retention times in the same sample. Many of these assignments were oxylipins
and ox-IPL, indicating the presence of multiple oxidized isomers of the same parent IPL that
could be used as biomarkers for oxidative stress. Without further analysis, we were unable
to determine whether these isomers represented the oxidation of a fatty acid by the same
mechanism at a different acyl carbon position, or instead the presence of different oxidized
functional groups that yielded equivalent exact masses (e.g., a dihydroxy-, hydroperoxy-,
or 𝛼- or 𝛾-ketol acid). The level of identification and annotation provided by LOBSTAHS
supports a wide range of possible molecular structures for each assignment; an example
from the dataset is presented in Table D.9. The data were consistent with studies in both
model plant (Buseman et al., 2006; Vu et al., 2012) and animal (Ni et al., 2015) systems
that demonstrated the coexistence of a diversity of ox-IPL with both their parent IPL and
smaller, traditional oxylipin degradation products.
3.5.2 Evaluation of Screening and Identification Performance using Two
Methods
As a means of validating the accuracy and reliability of our approach, we asked LOBSTAHS
to identify and annotate all species present in 5 quality control (QC) samples of known
composition that were interspersed randomly with samples from the P. tricornutum dataset
prior to analysis on the mass spectrometer (Table 3.1; Table D.6). The samples contained
a mixture of authentic IPL standards that has been used extensively in other work in our
laboratory (Popendorf et al., 2013; Van Mooy and Fredricks, 2010). Because the choice
of pre-processing software can have a significant impact on feature detection (Cajka and
Fiehn, 2016), we conducted parallel analyses with both xcms/CAMERA and an alternative
program, MAVEN (Clasquin et al., 2012; Melamud et al., 2010). In both cases, LOBSTAHS
correctly identified all components of the standard mixture without ambiguity (Table 3.1;
Table D.6). Because purified standards do not exist for long-chain ox-IPL, we were unable
to directly evaluate the Type 1 error rate for their identification. As a second means of
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validation, we compared assignments in the screened dataset to two independent inventories
of the P. tricornutum lipidome (Abida et al., 2015; Levitan et al., 2015). LOBSTAHS found
and identified with high confidence 13 of the 16 most abundant IPL and TAG species in one
inventory (Abida et al., 2015), and nearly all those in the other (Levitan et al., 2015). While
our approach also correctly identified the three remaining components in the former study
(PG 32:1, PG 36, and DGTS & DGTA 40:10), functional structural isomers or isobars made
unambiguous identification impossible without further manual inspection of MS2 spectra.
3.5.3 Resilience of Core P. tricornutum Lipidome under Oxidative Stress
Evidence of the effect of oxidative stress on the lipidome of P. tricornutum was observed
through comparison of compounds identified in 0 and 150 𝜇M H2O2 treatments at 24 h
(Figure 3-2, Figure 3-3a,b, and Table D.9). That the two treatments produced only subtle
differences in molecular diversity (Figure 3-2b) suggests much of the core lipid inventory
remained robust to the imposed oxidative stress. The vast majority of the 949 oxidized and
unoxidized lipid moieties we identified in the healthy organism (879, or 92.6%) could still
be identified in the lipidome of the stressed cultures (Figure 3-2b). On the basis of peak
area, oxidized lipid moieties accounted for 5-7% of the P. tricornutum lipidome across nearly
all treatments and timepoints. Based on the relatively consistent size of this oxidized lipid
fraction and its persistence in even the 0 𝜇M H2O2 treatment, we consider it a quantitative
constraint on the baseline level of lipid peroxidation associated with metabolic processes in
photosynthetic organisms (Apel and Hirt, 2004; Crastes de Paulet et al., 1988).
3.5.4 Differences in Degree of Remodeling Between Lipid Classes and
Functional Groupings
We used similarity profile analysis of the scaled LOBSTAHS data (Clarke et al., 2008) to
place the annotated features into 181 groups of components which clustered significantly
according to their behavior (Figure 3-3 and Figure D-11). The components of each group
are given in Table D.8. We further examined the up- and downregulation of lipidome com-
ponents under oxidative stress by dividing potential biomarkers into classes based on their
molecular headgroups (Table D.9). This allowed us to examine class-specific differences in
the number of acyl carbon atoms, acyl carbon-to-carbon double bonds, and oxidation states
(i.e., additional oxygen atoms) of component lipids under the two treatments. Differential
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Figure 3-3: Remodeling of the Phaeodacty-
lum tricornutum lipidome after 24 h, as
visualized from data analyzed with LOB-
STAHS. (a) Heatmap showing relative abun-
dances across two treatments (0 and 150
𝜇M H2O2) of all IPL, ox-IPL, and TAG
identified with high confidence. Each row
(N = 896) represents a different compound
identified from the database; Figure D-11
contains an expanded version of the plot
that includes labels for each individual com-
pound. (b) Heatmap detail, showing changes
in the most abundant (N = 40) moieties
of monogalactosyldiacylglycerol (MGDG), a
lipid typically localized to the chloroplast.
(c) Fraction of total peak area identified as
triacylglycerol (TAG) at three timepoints
during the experiment. Error bars are ±
SD of two replicates. In (a) and (b), shad-
ing shows the relative abundance of each
compound as a fold difference of the mean
peak area observed in that treatment from
the mean peak area of the compound ob-
served across all treatments. Dendrogram
clustering and group definitions were deter-
mined by similarity profile analysis (Clarke
et al., 2008). The numbers and identities of
the components assigned to each group in
(a) are given in Table D.5 and Figure D-11.
Solid black lines in the dendrogram indicate
branching that was statistically significant (p
≤ 0.01).
expression of chemical properties within several classes (Figure 3-3; Table D.9) suggested
the P. tricornutum lipidome was remodeled in subtle but pervasive ways.
3.5.5 Fatty Acid Chain Elongation is an Apparent Response to Oxidative
Stress in the Chloroplast
Oxidative stress appeared to induce elongation of fatty acids throughout the P. tricor-
nutum lipidome (Table D.9). Lipid moieties upregulated by oxidative stress had longer
fatty acid chains than those that were downregulated. We observed the greatest breadth
of structural change in monogalactosyldiacylglycerol (MGDG), a lipid typically localized
to the chloroplast (Table D.9; Figure 3-3b). Moieties of MGDG upregulated in the 150
𝜇M H2O2 treatment had significantly longer fatty acid chains and were more oxidized than
those downregulated under oxidative stress; oxidation and elongation were also accompanied
by a statistically significant decrease in acyl chain unsaturation (Table D.9). The MGDG
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moieties responsible for these shifts in class structural properties were confined largely to
groups 1, 2, 4, 5, 7, 9, 12, 166, 167, and 180 in our similarity profile analysis (Figure 3-3b
and Figure D-11; Table D.8). Lipid oxidation has been previously linked in the diatom
Skeletonema costatum to lipolytic cleavage of MGDG and phospholipids within the chloro-
plast, resulting in oxylipin production from free fatty acids (d’Ippolito et al., 2004). While
intact oxidized MGDG species have not been previously observed in algae, ox-MGDG have
been documented in terrestrial plants upon wounding (Vu et al., 2012). The production of
ox-IPL in Arabidopsis thaliana may be a means of binding ROS within the cell membrane
to limit damage elsewhere (Mène-Saffrané et al., 2009).
3.5.6 Fatty Acid Chain Elongation Also Evident in Lipids Localized to
Other Cell Compartments
In addition to observations of fatty acid chain elongation in lipids typical of the chloroplast,
significant elongation was also observed in moieties of phosphatidylethanolamine (PE) that
were upregulated upon treatment with 150 𝜇M H2O2. When lipids typical of the chloroplast
(DGDG, SQDG, MGDG, and PG), endoplasmic reticulum (PC, PG, PE), and mitochon-
drion (PE and PG) were considered separately (Jouhet et al., 2010), we found that lipids
with longer chain fatty acids were upregulated in mitochondria but not in the endoplasmic
reticulum (Table D.9). While our analysis suggested that oxidative stress in P. tricornutum
resulted in a global shift toward lipids with longer chain fatty acids, the opposite lipidomic
response was observed for P. tricornutum under nitrogen stress (Yang et al., 2013). Nitro-
gen stress resulted in a decrease in both eicosapentaenoic (EPA; 20:5) and docosahexaenoic
(DHA; 22:6) acids and a shift toward shorter chain length palmitic (16:0) and palmitoleic
(16:1) acids (Yang et al., 2013). We do not view the data we obtained using LOBSTAHS as
incompatible with these findings; instead, the result suggests that different sources of stress
upon the cell can induce specific and distinct signatures in the lipidome of P. tricornutum.
3.5.7 Significant Enrichment Observed in TAG
Whereas the impact of oxidative stress within most lipid classes was confined to relatively
modest changes in structural properties, treatment with 150 𝜇M H2O2 induced a very sig-
nificant enrichment in the fraction of peak area we identified as triacylglycerols (TAG; Fig-
ure 3-3c). Enigmatically, the TAG moieties upregulated in the 150 𝜇M treatment were
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significantly less oxidized than those downregulated (Table D.9). We hypothesize that the
growth of this chemically reduced TAG pool may be evidence of enhanced de novo produc-
tion of un-oxidized TAG as a response to oxidative stress. Increased TAG synthesis is a
known response to nutrient starvation in virtually all algae (Goncalves et al., 2016; Mer-
chant et al., 2012), including in P. tricornutum (Abida et al., 2015; Levitan et al., 2015).
While increased TAG production in algae has not been previously linked directly to oxida-
tive stress, increased production has been observed as a response to viral infection in the
haptophyte alga Emiliania huxleyi (Hunter et al., 2015).
3.5.8 No Overall Increase Observed in Lipidome Oxidation State
Enigmatically, we found no statistically significant differences in either the peak area al-
located to oxidized lipid moieties or in the fraction of unique compounds identified as ox-
idized (Table D.9; calculations not shown). One explanation for this finding is that the
cultures were not sampled soon enough after treatment with H2O2 to observe oxidation of
the lipidome before a rapid antioxidant response was induced in the organism. By 4 hours,
the first timepoint at which the experiment was sampled, it is not unreasonable to expect
that repair of much of the initial oxidative damage would already have been underway via
upregulation of a suite of enzymatic and non-enzymatic plant antioxidant defense mecha-
nisms (Lesser, 2006; Gill and Tuteja, 2010). In Arabidopsis thaliana, the lipidomic response
to wounding, another source of oxidative stress, was nearly instantaneous; concentrations of
several intact oxidized lipid species increased by as much three orders of magnitude within
15 minutes after the treatment was applied (Buseman et al., 2006).
3.6 Conclusion
Using a model dataset, LOBSTAHS allowed us to identify differences in lipid speciation
between treatments that could be used as potential indicators oxidative stress in P. tricor-
nutum. This potential extended beyond individual oxylipins and ox-IPL to sets of highly
interrelated compounds that represented different stages of degradation and oxidation within
the same lipidome (Figure 3-3 and Figure D-11; Table D.8). While we demonstrated our
approach using culture data from a single marine diatom, we designed LOBSTAHS so it can
be used with exact-mass HPLC/MS data from virtually any experiment or natural system.
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For a minority of features in the screened dataset that had isobars and/or structural
isomers (Table D.7; Figure D-2-Figure D-10), we were unable to make unambiguous identi-
fications using LOBSTAHS alone. Many of these could be identified more rigorously through
comparison with results from alternative commercial software or by manual inspection us-
ing authentic standards or diagnostic MS fragmentation patterns. Our objective, however,
was not to definitively characterize a few individual compounds with absolute certainty, but
instead to putatively identify a broad range of possible biomarkers for further analysis and
discovery with a level of certainty between Level 3 (“Putatively characterized compound
classes”) and Level 2 (“Putatively annotated compounds”), using the scheme of Sumner et
al. (2007), The overall results we obtained with the P. tricornutum dataset demonstrate the
ability of LOBSTAHS to assist in this task. The screening and annotation process allowed
us to assess a range of levels of confidence on the putative assignments, producing an ample
subset of high-confidence compound identifications sufficient to facilitate a detailed statis-
tical analysis. Future integration of methods such as chiral HPLC (Senger et al., 2005) or
matching of diagnostic MS2 fragmentation spectra, with screening tools such as the one we
present here will assist in discovery of biomarkers in larger datasets and with even greater
confidence.
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3.8 Availability of Data and Code
The current release of the LOBSTAHS package can be compiled using R devtools from source
files maintained at https://github.com/vanmooylipidomics/LOBSTAHS. A readme file and
R vignette in the repository contain step-by-step installation and operation instructions. The
fully processed Phaeodactylum tricornutum dataset is available from https://github.com/
vanmooylipidomics/PtH2O2lipids as the R data package PtH2O2lipids. Both packages are
provided under the MIT License. Auxiliary R scripts necessary for pre-processing of data are
maintained at https://github.com/vanmooylipidomics/LipidomicsToolbox. Raw files
for the P. tricornutum dataset may be downloaded at ftp://ftp.whoi.edu/pub/science/
MCG/gbmf/VanMooy/OxylipinAnalysis; metadata for the dataset are provided at http:
//www.whoi.edu/page.do?pid=133616&tid=282&cid=192529/. Scripts used for statistical
analysis of the P. tricornutum dataset and to produce the figures presented in the text are
available from https://github.com/jamesrco/LipidomicsDataViz. See also Section D.1.
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Table 3.1: Evaluation of Lipidomics Method Performance using IPL Standards





























MGDG Natural 34:0 [M+NH4]+ 776.6246 776.6248 0.2 Yes High No
36:0 [M+NH4]+ 804.6559 804.6561 0.3 Yes High No
DNP-PE Synthetic 32:0 [M+NH4]+ 875.5505 875.5507 0.2 Yes High No
SQDG Natural 34:3 [M+NH4]+ 834.5396 834.5398 0.2 Yes High No
34:2 [M+NH4]+ 836.5552 836.5554 0.2 Yes High No
PG Synthetic 32:0 [M+NH4]+ 740.5436 740.5438 0.3 Yes High No
PE Synthetic 32:0 [M+H]+ 692.5225 692.5227 0.3 Yes High No
PC Synthetic 32:0 [M+H]+ 734.5694 734.5696 0.2 Yes High No
DGDG Natural 34:2 [M+NH4]+ 934.6462 934.6463 0.1 Yes High Yes
36:4 [M+NH4]+ 958.6462 958.6463 0.1 Yes High Yes
Mean 0.2
a Multiple moieties were present in glycolipid standards purified from natural samples; only predominant moieties are shown
b Mean observed m/z ratio in 5 independent samples
c
⃒⃒
Observed exact mass−Database exact mass
Database exact mass
⃒⃒× 106
d “High confidence”: Assignment fully satisfied all adduct hierarchy rules and other screening criteria.
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Table 3.2: Progressive Screening and Annotation of the P. tricornutum Dataset using xcms,
CAMERA, and LOBSTAHS
No. Present in Dataset












340,991 18,314 — —
LOBSTAHS
Eliminate secondary isotope peaks 163,938 12,146 — —
Apply initial compound
assignments from database
67,862 5,077 15,929 14,076
Apply RT screening criteria 60,070 4,451 13,504 11,779
Exclude IP-DAG/ TAG with odd
total no. of acyl C atoms
52,337 3,871 7,458 6,283
Adduct ion hierarchy screening 21,869 1,595 2,056b 1,969
a Figure reflects all assignments from database, including photosynthetic pigments.
b 1,163, or 57%, of these had no competing assignments such as functional structural isomers or isobars;
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4.1 Abbreviations










FFA Free fatty acid
FSFA Fully saturated fatty acid
GlyPCho Glycerophosphocholine
HAc Acetic acid
HPLC High-performance liquid chromatography
HRAM High resolution, accurate mass
IP-DAG Intact polar diacylglycerol





MUFA Monounsaturated fatty acid
DUFA Diunsaturated fatty acid













UVA Ultraviolet-A (315-400 nm)




The seasonal depletion of stratospheric ozone over the Southern Hemisphere allows ab-
normally high doses of ultraviolet radiation (UVR) to reach surface waters of the West
Antarctic Peninsula in the austral spring, creating a natural laboratory for the study of
lipid peroxidation in the shallow mixed layer of the marginal ice zone. We combined re-
sults from field experiments in a model liposome system with diverse environmental data
— including high-resolution, accurate-mass HPLC-ESI-MS analysis of lipid samples and in
situ measurements of ultraviolet irradiance — to answer several questions about the mech-
anisms and biogeochemical significance of lipid photooxidation in the marine environment.
In our experiments, we examined the photolability of various moieties of the intact polar
diacylglycerol (IP-DAG) phosphatidylcholine (PC), a structural component of membranes
in a broad range of microorganisms. We observed statistically significant rates of photoox-
idation only when the molecule contained the C22:6 PUFA docosahexaenoic acid (DHA);
maximum rates of photodegradation were induced by a combination of natural UVB- and
UVA-range radiation. Concurrently, we observed the ingrowth of a diversity of oxylipins
and oxidized IP-DAG derived from the parent molecule. While we found no evidence for
direct bacterial metabolism of intact lipids, our results did suggest the oxidized degradation
products were more amenable to heterotrophic assimilation, in line with previous studies
that have observed a photochemical priming effect within the dissolved organic carbon pool.
We used our experimental results and several other measured properties to calculate a se-
ries of broadband polychromatic apparent quantum yields (AQY) for photooxidation of
PUFA-containing IP-DAG in coastal waters of West Antarctica. Samples from the water
column indicated that the galactolipid DGDG, the sulfolipid SQDG and the phospholipids
PC and PG accounted for the majority of IP-DAG in the particulate (≥ 0.2 𝜇m) size frac-
tion; between 3.4 and 5.3 % of the IP-DAG contained fatty acids that were both highly
polyunsaturated (i.e., each containing ≥ 5 double bonds). By applying the AQY to our
water column data, we estimated that 50 ± 11 pmol IP-DAG L-1 d-1 (31 ± 7 𝜇g C m-3 d-1)
were oxidized by photochemical processes in WAP surface waters. This rate represented 2-8
% of the total bacterial production observed in surface waters immediately following the
retreat of the sea ice.
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4.3 Introduction
The seasonal depletion of stratospheric ozone over the Southern Hemisphere allows abnor-
mally high doses of ultraviolet radiation (UVR) to reach the land and ocean surface in much
of Antarctica. This phenomenon will continue until at least 2060, despite the prohibition on
many ozone depleting pollutants under the Montreal Protocol (IPCC, 2005; Laube et al.,
2014). Ultraviolet radiation, particularly radiation in the ultraviolet-B band (UVB; wave-
lengths 290-315 nm), can be a source of acute stress to organisms in marine ecosystems. The
documented effects of UVB radiation on marine plankton include shifts in bulk cellular lipid
composition, reduced cell growth rates, direct damage to DNA, and cell mortality (David-
son and Marchant, 1994; Davidson et al., 1994; Helbling et al., 1996; Hessen et al., 1997;
Karentz, 1994; Mock and Kroon, 2002; Neale et al., 1994; Prézelin et al., 1994; Skerratt et
al., 1998; Vernet et al., 1994). In the West Antarctic Peninsula (WAP) specifically, UVB
exposure has been correlated with declines in primary production (Schofield et al., 1995).
Ultraviolet radiation can also initiate photochemical reactions in marine surface waters
that are globally significant for ocean biogeochemistry (D. J. Kieber et al., 1989; Mopper
and Zhou, 1990; Mopper and Kieber, 2000; Mopper et al., 1991; Moran and Zepp, 1997;
Stubbins et al., 2012). For example, Fichot and Benner (2014) recently estimated that
photochemical processes were responsible for 8−3+4 % of the total remineralization of terrestrial
dissolved organic carbon (“tDOC”) exported by the Mississippi-Atchafalaya river system to
the Louisiana shelf. Miller and Zepp (1995) concluded that photooxidation of DOC was a
dominant sink for organic carbon in the surface ocean, based on several measurements of
dissolved inorganic carbon production in coastal waters. Mopper and Kieber (2000) have
synthesized findings from several sources to estimate that photodegradation of dissolved
organic matter in the surface ocean can supply between 50 and > 100 % of the carbon
utilized by heterotrophic bacteria.
Within the cell, UV stress arises primarily from the photochemical production of reactive
oxygen species (ROS), which can cause oxidative damage to critical classes of biochemicals
such as DNA and proteins (Moreau et al., 2016; Worrest, 1983). Acyl-containing lipids
such as intact polar diacylglycerols (IP-DAG) are also vulnerable to peroxidation by ROS,
owing to their function and location as structural components of cell and organelle mem-
branes (Crastes de Paulet et al., 1988; Kramer et al., 1991; Murphy, 1983). Phytoplankton
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that inhabit high-latitude waters such as those of the WAP may contain as much as 30 %
lipid; this lipidome is often dominated by triacylglycerols (TAG) and IP-DAG containing
polyunsaturated fatty acids (PUFA, i.e., those containing ≥ 2 double bonds; Nichols et al.,
1989; Palmisano et al., 1988; Skerratt et al., 1998). Compared with their monounsatu-
rated or saturated counterparts, PUFA are particularly susceptible to photooxidation, and
to peroxidation generally (Girotti, 1990; 1998; Wagner et al., 1994).
It is from these PUFA that a class of highly bioactive oxidized lipids, collectively termed
oxylipins, are formed. Oxylipins have been extensively characterized in diatoms (Barofsky
and Pohnert, 2007; Fontana et al., 2007a; Leflaive and Ten-Hage, 2009; Miralto et al.,
1999; Wichard et al., 2005), which are the phytoplankton that typically dominate sea-ice
and ice-edge communities during early stages of blooms in Antarctic waters. The body of
literature on diatom-derived oxylipins is expansive, but almost all studies of their synthesis
are focused on enzymatic pathways (Cutignano et al., 2011; d’Ippolito et al., 2004; d’Ippolito
et al., 2009; Fontana et al., 2007a; Fontana et al., 2007b; Nanjappa et al., 2014). Diatom-
derived oxylipins can be highly bioactive, and their impact on zooplankton grazers has been
the subject of intense study (Fontana et al., 2007b; Ianora and Miralto, 2010; Lauritano et
al., 2012; Miralto et al., 1999). Diatom-derived oxylipins clearly impair the reproductive
success of copepods (Ianora et al., 2004; Miralto et al., 1999), which are key members of the
zooplanktonic community in Antarctic waters. Short-term stress responses have also been
demonstrated (Lauritano et al., 2011). Oxylipins can also affect growth rates of marine
heterotrophic bacteria (Ribalet et al., 2008) and regulate metabolism of bacteria associated
with sinking particles (Edwards et al., 2015).
While the biological production and bioactivity of diatom-derived oxylipins has re-
ceived significant scientific attention in oceanography, remarkably little is known about
non-enzymatic generation of these molecules or other oxidized lipid derivatives in the ocean.
UVR-induced oxylipin production via ROS has been extensively characterized in plants and
other organisms (Girotti, 1990; Girotti, 1998; Halliwell and Chirico, 1993), but not in di-
atoms. Neither the biological nor abiotic production of other, larger oxidized lipid products
such as intact oxidized polar lipids (ox-IPL; e.g., Domingues et al., 2008; O’Donnell, 2011;
Spickett and Pitt, 2015) has ever been investigated in the ocean — or, for that matter, in the
environment at all, outside of some highly innovative work in model terrestrial plant systems
(Buseman et al., 2006; Vu et al., 2012). While lipid peroxidation has been implicated in
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studies of UVR stress in Antarctic organisms and ecosystems, it has to our knowledge never
been characterized at the molecular level, nor its significance explored at the ecosystem scale
in the Antarctic. Groundbreaking work by Rontani and others (Christodoulou et al., 2010;
Marchand and Rontani, 2001; Rontani, 1999; 2001; Rontani et al., 1998; Rontani et al.,
2016; Rontani et al., 2012a; Rontani et al., 2012b) has established that the photooxidation
of mono- and di-unsaturated fatty acids in surface ocean biomass is a process significant
enough to be detected via certain short-chain oxylipin biomarkers in sinking marine partic-
ulate material. Rontani and others have used these biomarkers to make estimates of the
overall photooxidation state of the organic matter present in these particles, but there are
virtually no estimates at the ecosystem scale of the rate at which organic matter in the sur-
face ocean can be degraded via lipid photooxidation compared with many other processes
that contribute to remineralization.
In this study, we combined results from experiments in a model system with diverse en-
vironmental data, including high-resolution, accurate-mass HPLC-ESI-MS analysis of lipid
samples and in situ time-series measurements of ultraviolet irradiance, to address several
research objectives that spanned a range of scales from individual molecules to a full ecosys-
tem. First, by exposing liposomes to different light treatments under natural conditions, we
sought to determine whether the photooxidation of IP-DAG was dependent on molecular
structure — i.e., would a higher degree of unsaturation in the fatty acids of a particular
molecule make it more amenable to photooxidation under environmental conditions? We
also investigated the effect of lipid photooxidation on natural communities of heterotrophic
bacteria, and conversely, whether the presence of these bacteria would enhance apparent
overall rates of lipid degradation. Second, we sought to characterize the diversity, quanti-
ties, and structures of various products of lipid photooxidation by applying the data analysis
methods described in Chapter 3 (Collins et al., 2016) to the HPLC-ESI-MS data from our
liposome experiments. In particular, we wanted to know whether the production of certain
oxidation products was quantitatively related to the duration and strength of UV exposure.
Using the same MS and data analysis methods, we also sought to characterize the lipidome
of plankton from the WAP water column to determine what fraction of the particulate (≥
0.2 𝜇m) lipid biomass would likely be amenable to degradation by photooxidation. Finally,
we computed broadband polychromatic apparent quantum yields (AQY) for photooxida-
tion of IP-DAG under natural environmental conditions. These were applied to the water
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column lipid data and our measurements of irradiance to estimate the significance of lipid
photooxidation within the carbon cycle of the WAP ecosystem.
4.4 Experimental Section
4.4.1 UV Photooxidation Experiments
Five lipid photooxidation experiments were conducted in the austral spring of 2013 under
natural sunlight at Palmer Station, a U.S. Antarctic Program facility on Anvers Island,
West Antarctica (64∘46′27′′ S, 64∘03′11′′ W; Figure 4-1). In the experiments, vials of stan-
dard borosilicate laboratory glass (40 mL EPA vials of usable vol. 42 mL; Fisher Scientific,
USA) and fused quartz glass (34.5 mL; Technical Glass Products, Painesville Twp., Ohio,
USA) were used to expose liposomes of various species of phosphatidylcholine (PC) to dif-
ferent wavelengths of incoming solar radiation (Table E.1). Whereas the borosilicate glass
attenuated a significant fraction of incoming radiation at wavelengths < 315 nm, the quartz
transmitted nearly all incoming radiation in the UVB band (290-315 nm); we thus refer
hereafter to the two treatments as “– UVB” and “+ UVB,” respectively (Figure 4-2). To
simulate surface-layer conditions in the adjacent coastal ocean, incubations were conducted
in a large, outdoor, green-bottomed aquarium at a water depth of 0.6 m. The aquarium
was left open to the sky for the duration of each experiment. The station’s seawater intake
system was used to circulate fresh seawater through the aquarium at a rate sufficient to
gently agitate the incubation vessels; the rate of circulation also served to maintain the
water at a constant temperature. Samples representing various light and microbial com-
munity treatments (described below) were sacrificed in triplicate at time points throughout
the day while incoming solar radiation was measured in situ. Total exposure times in the
experiments ranged from 8.2 to 12.4 hours.
4.4.1.1 Preparation of Phosphatidylcholine Liposomes
For the experiments, artificial lipid membranes were prepared from liposomes of various
species of phosphatidylcholine (PC; Figure E-1), a membrane lipid common to nearly all
phyla, including marine microbial eukaryotes and prokaryotes. The use of liposomes pre-
pared from molecular species of the investigator’s choosing allows him or her to constrain the
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Figure 4-1: (a) Map of the West Antarctic Penin-
sula, showing locations of sampling stations refer-
enced in the text (Palmer Long Term Ecological
Research study stations B and E, ; CTD casts 6
and 27 during cruse LMG 14-01, ) and of Palmer
Station ( ). Inset shows extent of map view in re-
lation to Antarctica and South America. (b) De-
tail from inset of U.S. National Geospatial Intel-
ligence Agency (NGA) nautical chart 29123 (INT
9105), showing bathymetry and major marine fea-
tures in immediate vicinity of Palmer Station.
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high degree of control and specificity is desired (Reis and Spickett, 2012). As a consequence,
liposomes are frequently used as structural analogs for membrane lipids (Wagner et al., 1994)
in studies of lipid function and oxidation in both plant (e.g., Zhou et al., 2009) and human
(e.g., Thomas et al., 2010) cells; more recently, a liposome model was also used to investigate
the antioxidant capacity of pigments produced by a marine bacterium (Correa-Llantén et
al., 2012). Experiments with liposomes can be particularly useful in photochemical stud-
ies when distinguishing among the many pathways through which lipids can be oxidized
(Stratton and Liebler, 1997).
For this study, an Avanti Mini-Extruder and seven species of synthetic phosphatidyl-
choline containing fatty acid moieties of varying unsaturation and chain length (full list,
Table E.1; molecular structures, Figure E-1) were obtained from Avanti Polar Lipids, Inc.
(Alabaster, AL, USA). To improve yield during the extruding process, liposomes were pre-
pared from lipid films rather than from the simple dry lipid mixture recommended by the
manufacturer. Detailed protocols for preparation of both films and liposomes are available
online; a link is provided at the end of the manuscript. To prepare the films, known quan-
tities of each lipid dissolved in chloroform (approx. 200 𝜇L) were dispensed into 20 mL
precombusted, round-bottomed, screw-top glass vials using a solvent-washed glass syringe.
The chloroform was then evaporated under a constant stream of nitrogen gas while the vial
was revolved continuously by hand around its major axis. By gradual evaporation of the
chloroform in this manner, the lipid was deposited as a thin film along the inside wall of
each vial. Residual chloroform was removed via vacuum centrifugation (30 minutes), the
vials flushed with argon, and screw-top threads sealed with Teflon (PTFE) film. The vials
were then capped and stored until needed (in all instances, < 2 months) at –20∘C. The final
quantity of lipid in each tube ranged from 500-2000 𝜇g, depending on the species.
Fresh liposomes were extruded from these films 1-2 hours before the start of each exper-
iment according to a modified version of the manufacturer protocol. Briefly, for each lipid
to be evaluated, a film was retrieved from cold storage and hydrated with 500 𝜇L of a buffer
solution containing 260 mM NaCl and 50 mM Tris (both reagent grade, Fisher Scientific,
USA). The tube was then incubated for one hour at 60∘C while subjected to gentle agitation.
Using the Avanti Mini-Extruder, liposomes were then extruded from the lipid suspension by
forcing the suspension multiple times through a single-use 0.2 𝜇m polycarbonate membrane.
The extruder was maintained at 60-70∘C by means of a hot plate. The protocol was repeated
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for as many lipids as required. Extruder components and syringes were rinsed between use
and a new membrane was used for each lipid.
4.4.1.2 Experimental Design and Treatments
A different combination of liposomes was selected for each experiment (Table E.1) and
extruded separately as described above. The different liposome suspensions were then com-
bined into a single volume and gently mixed. The combined suspension was then dispensed
into a precombusted glass beaker containing fresh natural seawater that had been passed
three times through a 0.2 𝜇m pore size Durapore hydrophilic membrane filter (Whatman);
our intent was to exclude both phytoplankton and most of the heterotrophic bacteria, while
retaining any dissolved organic matter present. The raw seawater was collected from the
nearby harbor by means of a peristaltic pump; tubing was flushed with a 5 % hydrochloric
acid solution prior to sampling. In two of the five experiments (20 Nov. and 14 Dec. 2013),
we employed an additional seawater matrix to evaluate whether the process of microbial
degradation might enhance rates of lipid photooxidation. In these experiments, we divided
the liposome suspension between equal volumes of the 0.2 𝜇m-filtered seawater and seawa-
ter which had been passed three times through a GF/F glass fiber filter (nominal pore size
0.7 𝜇m; Whatman). In the 0.7 𝜇m-filtered fraction, we sought to exclude the majority of
large-celled eukaryotic phytoplankton. We refer hereafter to the two treatments as “– het.
bact.” and “+ het. bact.,” respectively.
After the liposome suspension was dispensed into one or both volume(s) of filtered seawa-
ter, a sufficient number of incubation vessels of the proper glass quality (quartz or borosilicate
glass) were filled with the liposome-seawater solution(s) to permit evaluation in triplicate at
several time points of all possible treatment combinations (– and + UVB, and, in the case



























a Figure 4-2: (a) Transmission spectra of the glassincubation vessels used in lipid photooxidation ex-
periments measured used a dual-path benchtop
spectrophotometer. (b) Inset, showing transmis-
sivities in the UVB spectral band (290-315 nm).
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of the 20 Nov. and 14 Dec. experiments, – and + het. bact.). To eliminate headspace, vials
were filled to slightly overflowing. The mouths of the vials were then covered with PTFE
film prior to stoppering (quartz vials) or securing with screw caps (borosilicate vials). Black
electrical tape was used to further seal the outsides of the stoppers or screw caps to ensure
vials did not inadvertently open during incubation. Sets of triplicate samples were also
reserved in additional borosilicate glass vials for parallel incubation in the dark at in situ
temperature (hereafter, we refer to these as – and + het. bact. “dark controls”).
4.4.1.3 Sampling and Extraction Protocol
Samples were sacrificed and analyzed in triplicate at predesignated time points and the lipid
content was recovered by liquid-liquid extraction. Each sample was transferred to a precom-
busted 200 mL glass separatory funnel and 30 𝜇L of a synthetic IP-DAG (dinitrophenyl-
phosphatidylethanolamine, or DNP-PE; Avanti) was immediately added at known concen-
tration as an internal standard. 20 mL dichloromethane (HPLC grade; Sigma-Aldrich) was
then added, followed by 50 𝜇L of 45.4 mM butylated hydroxytoluene (BHT; 99.8 %, Acros
Organics) in HPLC-grade methanol (CHROMASOLV for HPLC; Sigma-Aldrich). This al-
lowed us to achieve an effective concentration of the antioxidant of 0.0025% (w/v) in the
organic phase (Yao et al., 2008). The funnel was then stoppered and mixed vigorously three
times; phases were allowed to separate briefly between mixing. The organic phase (ca. 20
mL) was then collected into a precombusted glass vial and reduced in volume to approx. 1.5
mL using a nitrogen blowdown system. The final extract was transferred to a precombusted
HPLC vial, topped with argon, and then stored at –80∘C until ready for analysis.
4.4.1.4 Supplementary Assays Employed During Certain Experiments
We employed additional assays during the 20 Nov. and 14 Dec. 2013 experiments to (1)
validate our observations of lipid photooxidation with a standard measurement of lipid per-
oxidation and (2) interrogate bacterial metabolic activity in our + het. bact. treatments
(i.e., those containing the 0.7 𝜇m seawater filtrate). First, we adapted a commercial biomed-
ical assay kit (ab118970 Lipid Peroxidation/MDA Assay Kit; Abcam Inc., Cambridge, UK)
to detect the presence in our samples of malondialdehyde (MDA), a low-molecular-weight
oxidation end-product of both enzymatically catalyzed (Armstrong and Browne, 1994) and
abiotic (Janero, 1990) lipid peroxidation in a variety of organisms. The assay was carried out
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according to the manufacturer protocol for tissue/cell samples using 400 𝜇L sample, 300 𝜇L
of the provided lysis buffer, and 6 𝜇L BHT; a 510/535 nm excitation/emission filter pair was
used for fluorometric detection and quantification of the MDA-thiobarbituric acid (TBA)
adduct. In addition, activities of four bacterial exoenzymes (lipase, alkaline phosphatase,
𝛼-D-glucosidase, aminopeptidase) were monitored throughout the experiments using a series
of fluorogenic substrates (Hoppe, 1993) as described in Edwards et al. (2011). Briefly, pre-
prepared 96-well plates containing the substrates were inoculated with aliquots of sample
from each treatment; the plates were incubated in darkness at the same temperature as the
water in the aquarium. The hydrolysis of these substrates and the attendant release of the
free fluorophores 4-methylumbelliferone and 7-amino-4-methylcoumarin was monitored over
time using a Tecan Infinite F200 Pro plate reader. External standard curves were used to
convert fluorescence values to concentration units; enzyme hydrolysis rates were then calcu-
lated by linear regression from the observed changes in concentration. A detailed enzyme as-
say protocol and interactive MATLAB script for calculation of hydrolysis rates from raw fluo-
rescence data are available online at https://github.com/jamesrco/ExoenzymeHydroCalc.
4.4.2 Measurements of Incoming Irradiance
During the photooxidation experiments, an Ocean Optics Jaz spectrometer (ILX-511B de-
tector; Ocean Optics Inc., Dunedin, FL, USA) was used to record incident irradiances in
situ at 0.3 nm bandwidth from 200-850 nm. Measurements were made in the aquarium at
the same 0.6 m depth as the incubation vessels using an upward-facing plane irradiance co-
sine corrector and 5 or 10 m fiber optic cables that had been factory calibrated for absolute
irradiance measurements from 210-850 nm. Irradiances were recorded at 1 min. intervals
in units of 𝜇W cm-2. The Jaz device was also used to record irradiances at 0.6 m for sev-
eral extended periods from October-December 2013. Daily spectral integrals of total UVB
and UVA irradiance (the time- and wavelength-integrated daily irradiance received between
290-315 nm and 315-400 nm, respectively, in a 24-hour period; reported in kJ m-2 d-1) were
calculated from these data for comparison with incident earth-surface irradiances recorded
simultaneously at Palmer Station as part of the U.S. National Oceanic and Atmospheric
Administration’s (NOAA) Antarctic UV Monitoring Network (Bernhard et al., 2005; 2010;
Figure 4-3).
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Figure 4-3: Time- and wavelength-integrated daily doses of (a) UVB (290-315 nm) and (b) UVA (315-400 nm)
radiation received at Palmer Station from 1 July 2013 to 30 June 2014. Open circles and squares: Incident
doses measured at the earth surface from SUV-100 spectroradiometer data (courtesy U.S. National Oceanic
and Atmospheric Administration (NOAA) Antarctic UV Monitoring Network, NOAA Global Monitoring
Division, Boulder, CO, USA). Closed circles and squares (sections with expanded x -axis): Downwelling
UVB and UVA radiation received at 0.6 m below the ocean’s surface, measured using a calibrated Ocean
Optics Jaz spectrometer as described in the text. The largest daily dose of UVB radiation was received
on 3 December 2013 even though the seasonal minimum in total column ozone (154.82 Dobson units) was
recorded on 12 October 2013.
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4.4.2.1 Water Column Irradiance Profiles; Calculation of Downwelling Atten-
uation Coefficients (Kd)
Finally, in 2013 and 2015, the Jaz was used to make several profiles of downwelling irradiance
in the water column adjacent to Palmer Station in Arthur Harbor (e.g., Figure 4-4). All
profiles were made at Station B, a sampling location occupied twice weekly during the
austral summer as part the Palmer Long Term Ecological Research (PAL-LTER) study
(Figure 4-1b). To achieve minimum boat shadow while making the profile measurements,
the fiber optic cable and light sensor (cosine corrector) were streamed away from the small
boat in a direction that was both to windward and toward the sun; the boat was then
allowed to drift downwind from the measurement location to a suitable stand-off distance.
Spectra were obtained at a range of depths from 0 to 8 m on days when few or no clouds
were present. A series of concurrent surface irradiance measurements made with a LI-COR
PAR sensor (model LI-193SA; LI-COR Biosciences, Lincoln, NE, USA) was used to correct
the spectra made as part of these profiles for any changes in incident light intensity that
occurred between measurements. The PAR sensor was mounted in a fixed location on the
small boat such that it enjoyed a constant, unobstructed path to the sun. The corrected
irradiances were used to calculate a series of wavelength-dependent downwelling attenuation
coefficients, 𝐾𝑑(𝜆), for wavelengths from 290-700 nm, according to:
𝐼𝑧(𝜆) = 𝐼0(𝜆)𝑒
−𝐾𝑑(𝜆)𝑧 (4.1)
where 𝐼𝑧(𝜆) is the spectral irradiance at depth 𝑧 and 𝐼0(𝜆) is the spectral irradiance just
below the sea surface. Values of 𝐾𝑑(𝜆) are given in Table E.2. Where necessary for apparent
quantum yield (AQY) calculations (Section 4.4.7, below), we also converted downwelling
irradiances to wavelength-specific photon fluxes (𝐸𝑝(𝜆), in units of 𝜇mol photons m-2 s-1)
using the equation
𝐸𝑝(𝜆) = 𝐼(𝜆)× 𝜆× 0.836× 10−2 (4.2)
where 𝜆 is a given wavelength in nm, 𝐼(𝜆) is the irradiance in W m-2, and the additional




















































Figure 4-4: Wavelength-specific measurements of downwelling irradiance in Arthur Harbor (PAL-LTER
Station B) on 15 December 2015. Labels refer to depths in meters below the sea surface. (a) UV-visible
spectra (290-700 nm) at 10 depths. Data from 1-8 m are plotted at 1 m intervals. (b) Inset showing UVB-
band (290-315 nm) irradiances at selected depths. Bottom panels show downwelling attenuation coefficients
for each wavelength, 𝐾𝑑(𝜆), which were calculated from the data according to Equation 4.1 in the text.
𝐾𝑑(𝜆) for wavelengths 280-700 nm are given in Table E.2.
4.4.3 Benchtop Absorbance and Transmissivity Measurements
Wavelength-specific absorbances of various PC lipid standards (dissolved in HPLC-grade
methanol; Figure 4-5) and seawater samples from surface waters in Arthur Harbor (Figure E-
2) were measured in the laboratory using a dual-path UV-visible spectrophotometer (Thermo
Nicolet Evolution 300; ThermoFisher Scientific). 100 mm quartz cuvettes were used for
all measurements. HPLC-grade methanol and 0.2 𝜇m-filtered oligotrophic ocean seawater
(collected from 50 m at the Bermuda-Atlantic Time Series site, 32∘ 10’ N, 64∘ 30’ W)
were used as references for the two sample types, respectively. Absorbance spectra of the
liposome standards (Figure 4-5a,b) were used to calculate wavelength-specific decadic molar
extinction coefficients (𝜀𝑖(𝜆), in units of M-1 cm-1; Figure 4-5c) using the equation
𝜀𝑖(𝜆) = 𝐴𝑖(𝜆)× 𝐶𝑖 × ℓ (4.3)
where 𝐴𝑖(𝜆) is the absorption at wavelength 𝜆, ℓ is the pathlength (10 cm), and 𝐶𝑖 is
the concentration of the relevant analyte (liposome standard) in units of mol L-1. Raw
absorbances of the seawater samples (𝐴𝑆𝑊 (𝜆)) were used to calculate wavelength-specific
126
seawater absorbance coefficients (𝑎𝑆𝑊 (𝜆), in units of m-1; Figure E-2) according to:
𝑎𝑆𝑊 (𝜆) = 𝐴𝑆𝑊 (𝜆)× 2.303/ℓ (4.4)
Transmission spectra of the glass incubation vessels (Section 4.4.1, above; Figure 4-2) were
recorded using the same instrument on which the liposome and seawater absorbance spectra
were acquired.
4.4.4 Laboratory Determination of H2O2 and O2- Photoproduction and
Decay
In a series of subsequent experiments in the laboratory in Woods Hole, net hydrogen perox-
ide (H2O2) and superoxide (O2-) photoproduction rates were estimated in surface seawater
samples from Arthur Harbor. H2O2 concentrations were determined using the colorimetric
Ampliflu Red method described in Zhang et al. (2016a). O2- concentrations were measured
with a continuous-flow FeLume Mini system (Waterville Analytical, Waterville, ME, USA)
configured as described in Zhang et al. (2016b). In the experiments, previously frozen,
0.7 𝜇m-filtered seawater samples were excited at a series of wavelengths using the spec-
trophotometer described in Section 4.4.3; concentrations of H2O2) and superoxide (O2- were
then measured using the methods described above. To evaluate photoproduction rates of
H2O2, we excited samples at 280, 310, and 360 nm based on the findings of Kieber et al.
(2014); for O2-, we evaluated a broader wavelength range (50-nm-wavelength increments
from 300-500 nm; Powers and Miller, 2015). Sample water was passed through beam of the
spectrophotometer using a peristaltic pump and 10 mm pathlength flow-cell while the xenon
lamp was operated in continuous (i.e., not flash) mode at the desired wavelength. Opaque
(black) tubing was used, and all other components were triple-shielded using aluminum foil.
Downstream of the spectrophotometer beam, the sample was either pumped directly into
the FeLume (for O2-) or expediently assayed for H2O2. The intensity of the xenon lamp out-
put in the UVB range (determined using the Jaz spectrometer described in Section 4.4.2.1)
was roughly equivalent to the downwelling UVB irradiances we observed at 1 m in Arthur
Harbor (the lamp output at 290 nm was 0.43 𝜇W cm-2, compared with 0.42 𝜇W cm-2 at 1
m in the profile presented in Figure 4-4). At wavelengths > 315 nm, the spectrophotometer
output was significantly less intense than what was observed in the water column. In a final
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Figure 4-5: Effect of acyl unsatura-
tion on photochemical potential in the
membrane lipid phosphatidylcholine (PC)
and constituent fatty acid docosahex-
aenoic acid (DHA). (a) Wavelength-specific
absorbances of equimolar (1.11 mM)
concentrations of PC 22:0, 22:0 and
PC 22:1, 22:1 (cis-Δ13) dissolved in
methanol. (b) Wavelength-specific ab-
sorbances of PC 22:6, 22:6 (all-cis-
Δ4,Δ7,Δ10,Δ13,Δ16,Δ19) and DHA at con-
centrations in methanol of 0.114 and 0.103
mM, respectively. (c) Decadic molar ex-
tinction coefficients, 𝜀𝑖(𝜆), for the four
species, calculated according to Equa-
tion 4.3 in the text. Note logarithmic scale
on the y-axis.
set of experiments, the ability of Arthur Harbor seawater to quench (i.e., degrade) H2O2 and
O2- was estimated by measuring concentrations of the two ROS after spiking the samples
with progressively larger concentrations of potassium superoxide (KO2).
4.4.5 Water Column Sample Collection
In addition to the photooxidation experiments, several water samples were collected for lipid
analysis in 2013-2014 from waters of the adjacent harbor (at LTER Station B; Figure 4-1b)
and on an oceanographic research cruise off the West Antarctic Peninsula (PAL-LTER cruise
LMG1401 aboard the R/V Laurence M. Gould). Persistent sea ice in the immediate vicinity
of Palmer Station prevented regular collection of samples there until mid-December 2013;
samples from the Gould cruise were collected in January 2014 at distances of 50-300 km from
shore. Samples for analysis of particulate (i.e., cell-bound) lipids were retrieved from depth
using standard oceanographic sampling equipment and then collected by vacuum filtration
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onto 0.2 𝜇m pore size Durapore membrane filters; these were frozen immediately at –80∘C.
For analysis of total lipids, we used the liquid-liquid method described above to extract 2000
mL of seawater into 200 mL dichloromethane in a 2 L separatory funnel; 120 𝜇L of DNP-PE
and 100 𝜇L BHT were added as internal standard and preservative antioxidant, respectively.
Extraction of particulate samples was performed using a modified Bligh and Dyer (Bligh
and Dyer, 1959) method described in Popendorf et al. (2013). Extracts were processed and
then stored at –80∘C as described above.
4.4.6 High-Resolution HPLC-ESI-MS Analysis
Lipid extracts were analyzed by HPLC-ESI-MS with data dependent-MS2 acquisition on a
high-resolution, accurate mass Thermo Q Exactive Hybrid Quadrupole-Orbitrap mass spec-
trometer (ThermoFisher Scientific, Waltham, MA, USA) coupled to an Agilent 1200 HPLC
system (Agilent, Santa Clara, CA, USA) comprising a temperature-controlled autosampler
(4∘C), binary pump, and diode array detector. Chromatographic conditions were modified
from Hummel et al. (2011). High-resolution mass data were acquired in both positive and
negative ionization modes; following the full spectrum scan in each mode, the five ions of
highest intensity were selected using the quadrupole for MS2 fragmentation. Full details,
including chromatographic conditions, electrospray ionization source settings, MS acquisi-
tion settings, and mass spectrometer calibration procedures, are described in the Supporting
Information (Section E.1.2); the method allowed us to achieve an effective mass accuracy
of < 0.2 ppm, as reported in Collins et al. (2016). All chemicals used in sample extraction
and chromatography were LC/MS grade or higher. Where used, water was obtained from a
Milli-Q system without further treatment (EMD Millipore, Billerica, MA, USA).
4.4.6.1 Identification and Quantification of Lipids & Oxidized Lipids
HPLC-ESI-MS data were processed in R (R Core Team, 2016) using msConvert (Kessner
et al., 2008), xcms (Benton et al., 2010; C. A. Smith et al., 2006; Tautenhahn et al.,
2008), and CAMERA (Kuhl et al., 2012) according to the steps described in Collins et
al. (2016). The R package IPO (Libiseller et al., 2015) was used to optimize some xcms
settings. The LOBSTAHS lipidomics discovery software (Collins et al., 2016) was used to
extract and putatively identify MS features in both the experimental and environmental
data. In data from the liposome experiments, we identified the added PC species, any
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possible degradation products, and the internal standard, DNP-PE. For intact PC species,
DNP-PE, and constituent fatty acids, we confirmed each LOBSTAHS identification using
two additional means: (1) via comparison of data-dependent MS2 spectra with those from
authentic standards or published reference spectra and (2) by requiring the presence of the
same compound identity in data acquired in the opposite HPLC-ESI-MS ionization mode.
We confirmed the basic identities of the LPC and ox-PC species based on the presence
of four or more diagnostic PC headgroup fragments in the relevant MS2 spectrum. In
the more complex environmental samples and in single-species culture data, we confirmed
all LOBSTAHS identities at the lipid class level (e.g., PC versus PE, or MGDG versus
TAG) using a new, experimental LOBSTAHS feature which automatically detects diagnostic
product ion fragments and constant neutral losses (as given in Popendorf et al., 2013) in the
available data-dependent MS2 spectra for each sample. In addition, we required the presence
of the same LOBSTAHS compound identity in data acquired in the opposite HPLC-ESI-MS
ionization mode, as described above for the experimental data.
After identification, quantification of analytes was performed using a series of standard
curves. For quantification of IP-DAG, authentic standards were obtained either from natural
extracts or from the same source (Avanti Polar Lipids) as the lipids used in the liposomes
(Popendorf et al., 2013; Van Mooy and Fredricks, 2010). For quantification of docosahex-
aenoic acid (DHA), an authentic standard was obtained from Nu-Chek Prep Inc. (Elysian,
MN, USA). For LPC and ox-PC species, we applied the standard curve for the corresponding
intact, unoxidized molecule; authentic standards are commercially available for only a small
fraction of the many possible intact ox-PC species and their isomers. The concentration of
each analyte was then normalized to the concentration in the same sample of the internal
standard.
4.4.7 Calculation of Broadband Polychromatic Apparent Quantum Yields
(AQY)
We combined the removal rates (where observed) of PC species determined in the liposome
experiments, in situ photon flux measurements, and other parameters described above to
calculate a series of broadband (as in, e.g., Fichot and Benner, 2014) polychromatic apparent
quantum yields, Φ𝜆1:𝜆2 , where
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Φ𝜆1:𝜆2 =
moles of a given lipid 𝑖 transformed
no. of moles of photons between wavelenths
𝜆1 and 𝜆2 absorbed due to the presence of 𝑖
(4.5)









where Φ𝜆1:𝜆2 is the broadband polychromatic AQY in units of mol (mol photons)-1, −𝑑[𝑖]/𝑑𝑡
is the change in concentration of lipid i in a given experimental treatment, [𝑖] is the con-
centration of i measured in the experiment at t = 0 (i.e., prior to photon exposure), and
𝐾𝑠(𝜆) are the time-integrated specific absorbances of i calculated at wavelengths from 𝜆1
to 𝜆2. Our experimental design allowed us to calculate AQY for three wavelength ranges:
Φ290:315 (or Φ𝑈𝑉 𝐵, for radiation received in the UVB band), Φ315:395.5 (Φ𝑈𝑉 𝐴, for radiation
received in the UVA band), and Φ290:395.5 (or Φ𝑈𝑉 𝑅, a yield based on the total received UV
radiation).
We used a different definition of −𝑑[𝑖]/𝑑𝑡 for calculation of the three AQY; these hewed
closely to the observed transmittance spectra of the various treatment vessels (Figure 4-2).
In all three cases, we assumed the change in concentration of PC 22:6, 22:6 in the dark control
treatment (-39 ± 23 pmol mL-1 hr-1; Table 4.1 and Figure 4-6a) represented the baseline rate
of autooxidation, a process common to all lipids containing unsaturated acyl moieties but
often more significant in those containing highly polyunsaturated fatty acids (Girotti, 1998).
For Φ𝑈𝑉 𝑅, we therefore defined −𝑑[𝑖]/𝑑𝑡 as the change in concentration observed in the
+UVB (quartz glass) treatment relative to the change in the dark control. For calculation
of Φ𝑈𝑉 𝐴, we applied the concentration change observed in the –UVB (borosilicate glass)
treatment, again correcting for the dark oxidation rate. Finally, for calculation of Φ𝑈𝑉 𝐵,
the efficiency of photooxidation attributable only to UVB radiation, we defined −𝑑[𝑖]/𝑑𝑡 as
the difference between the changes in concentration observed in the – UVB and + UVB
treatments. 𝐾𝑠(𝜆) were calculated after Pereira et al. (2007) according to the equation
𝐾𝑠(𝜆) =




where 𝐸𝑜𝑝,Σ(𝜆) is the total number of photons of wavelength 𝜆 received per unit area over





𝑇 (𝜆) is the transmissivity (as a fraction) of the incubation vessel wall material at wavelength
𝜆, 𝜀𝑖(𝜆) is the experimentally-determined decadic molar extinction coefficient at wavelength
𝜆 (from Equation 4.3), and 𝑎𝑆𝑊 (𝜆) and (1 − 10−𝑎𝑆𝑊 (𝜆)𝑧𝑒𝑓𝑓 ) are the wavelength-specific
absorbance coefficient (m-1) and fraction of radiation absorbed by the seawater in the incu-
bation vessel along the effective path length 𝑧𝑒𝑓𝑓 , respectively. For 𝑧𝑒𝑓𝑓 , we applied one-half
the inner diameter of the incubation vessels (0.5×2 cm = 1 cm) since the vessels were left to
rest almost exclusively on their sides during the experiments and were exposed to sunlight
from above.
4.4.7.1 Determination of Uncertainties in AQY Estimates
We used a series of Monte Carlo-style computational simulations to determine uncertainties
in our final estimates of AQY. The method used was similar to that described in Collins et
al. (2015). First, where possible, we determined uncertainties for all individual parameters
in Equation 4.6, Equation 4.7, and Equation 4.8 from experimental replication or, in the
case of data obtained from single samples using the benchtop spectrophotometer, repeated
analytical measurements. We then conducted a series of 10,000 simulations in which a new
value for each parameter was chosen at random from a normal distribution constructed
from the parameter’s mean value and analytical or observational uncertainty as its standard
deviation. In each simulation, the randomly chosen values from these normal distributions
were used to obtain a different estimate of the AQY from Equation 4.6, Equation 4.7, and
Equation 4.8. The final uncertainty in each AQY estimate was determined from the standard
deviation of the set of estimates generated during the simulation. The R code we used to
conduct the simulation is available online; a link is provided in the Supporting Information.
Although we constructed normal distributions for each parameter in the simulations, we
could not be absolutely certain the underlying populations were normally distributed because
of the small sample sizes.
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4.4.8 Lipid Photooxidation Rate Estimates
Finally, we estimated rates of lipid photooxidation in natural waters of the West Antarctic
Peninsula by combining our estimates of AQY with direct observations of subsurface irradi-
ance and measured concentrations of specific lipids. Rates were estimated for two fractions
of the lipids we measured in WAP waters: IP-DAG containing (1) polyunsaturated (i.e.,
≥ 3 double bonds) and (2) highly polyunsaturated (i.e., ≥ 5 double bonds) fatty acids at
both positions (sn-Âŋ1 and sn-2) on the IP-DAG glycerol backbone. Photooxidation rates
(−𝑑[𝑖]/𝑑𝑡; units of pmol lipid or pmol C d-1) were calculated according to Equation 4.6,
where Φ𝜆1:𝜆2 was the broadband polychromatic AQY for the UVB spectrum (Φ290:315, or
Φ𝑈𝑉 𝐵) and [𝑖] was the measured concentration (in pmol L-1) of lipids in the respective





where 𝐸𝑜𝑝,Σ(𝜆) was a daily flux (𝜇mol photons m
-2 d-1) calculated from the time-series of
in situ irradiance measurements described in Section 4.4.2, 𝜀𝑖(𝜆) was the experimentally-
determined decadic molar extinction coefficient for the unsaturated compound, PC 22:6,
22:6, at wavelength 𝜆, 𝐾𝑑(𝜆) was the appropriate downwelling attenuation coefficient for
Arthur Harbor calculated in Equation 4.1, and 𝑧𝑠𝑢𝑟𝑓 was the depth of the well-mixed surface
layer (5 m). We applied the measured 𝜀𝑖(𝜆) for PC 22:6, 22:6 to all lipids containing multiple
polyunsaturated fatty acids based on our observations of the effect of polyunsaturation
on specific absorbance in IP-DAG (Figure 4-5); in addition, it would have been highly
impractical within the scope of the present work to measure specific 𝜀𝑖(𝜆) for the hundreds
of different IP-DAG we observed in the natural samples.
4.5 Results
4.5.1 Irradiance Observations; UV Penetration Through Shallow Mixed
Layer
Comparison of daily UVB-band integrals calculated from our in situ data (Figure 4-3a, filled
circles) with integrals calculated from the incident NOAA data (Figure 4-3a, open circles)
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indicated that 70 ± 11 % of the UVB radiation received at the earth’s surface reached the
0.6 m depth at which we conducted our experiments (mean ± SD of 35 daily observations).
A parallel calculation using UVA-band integrals indicated that 37 ± 3 % of incident UVA
radiation was received at 0.6 m (Figure 4-3b). While these findings are inconsistent with
evidence from the majority of marine systems that UVB radiation is attenuated more rapidly
with depth than lower-energy UVA radiation (Tedetti and Sempéré, 2006), Figueroa (2002)
found that 𝐾𝑑(𝜆) for UVA wavelengths exceeded those for UVB wavelengths at two coastal
sites very near Palmer Station.
Our profile measurements of downwelling irradiance (Figure 4-4) indicated that much of
the UVB radiation at wavelengths < 300 nm was quickly attenuated in the water column;
however, some UVB and a significant proportion of UVA radiation penetrated to depths of
> 5 m. Our data confirm the findings of Moreau et al. (2015), who found that ecologically
relevant doses of UVB radiation (i.e., doses ≥ 1 % of surface intensity, the same standard
used for determination of euphotic zone depth) were received at depths as great as 12 m in
some West Antarctic Peninsula waters. Perhaps most importantly, this optical penetration
was sufficient to expose nearly all of the shallow early-season mixed layer (Figure E-3) to
robust doses of UV radiation throughout the study period. Typical mid-season mixed layer
depths in Arthur Harbor range from 10-20 m (Tortell et al., 2014). Yet shallow MLDs
of just 5-10 m, such as those we observed in 2013, are not unusual in the early spring
following the breakup and retreat of the sea ice, which can create a highly stratified surface
layer that traps both nutrients and ice-attached algae at the ocean’s surface as they are
released from the melting ice (Perrette et al., 2011; W. O. Smith and Nelson, 1985; 1986).
A comparable surface lens may also be present throughout the season in coastal waters
that receive significant inputs of glacial meltwater and in offshore waters at the persistent
marginal ice zone (Carvalho et al., 2016; Huang et al., 2012). CTD profiles from PAL-LTER
Station B (Figure E-3) indicate that the 2013-2014 season was not atypical in this regard,
although the ice retreat occurred much later than usual.
4.5.2 Rates of Photooxidation in Phosphatidylcholine Liposome Experi-
ments
Rates of photooxidation under exposure to natural sunlight were statistically significant in














































































































Figure 4-6: Results from a lipid
photooxidation experiment conducted
with phosphatidylcholine (PC) lipo-
somes at Palmer Station on 14 Decem-
ber 2013. Concentrations after 4 and
8 h of (a) PC 22:6, 22:6, (b) an in-
tact oxidation product (PC 22:6, 22:6
+2O; identified at chromatographic re-
tention time 10.4 min.), and (c) mal-
ondialdehyde, a commonly-used indi-
cator of lipid peroxidation activity. Er-
ror bars: ± SE of mean (initial con-
centrations, N = 4 replicates; all other
treatments and time points, N = 3).
Symbols in (a) and (b) indicate sta-
tistical significance of mean from ini-
tial concentration (value at t = 0) ac-
cording to Tukey’s “Honest Significant
Difference” method with 𝛼 = 0.05: p
≤ 0.05 (+), p ≤ 0.01 (*). (d) In-
stantaneous (solid line) and cumulative
(dashed line) UVB-band downwelling
irradiance measured at the incubation
depth (0.6 m). Arrows in (d) corre-
spond to the times in (a)-(c) at which
samples were sacrificed.
22:6 (all-cis-Δ4,Δ7,Δ10,Δ13,Δ16,Δ19) (Figure 4-6a, showing results from experiment on 14
December 2013). Photooxidation rates of 80 ± 16, 98 ± 17 and 100 ± 17 pmol mL-1 hr-1 of
the molecule were observed in the –UVB –het. bact., +UVB –het bact., and +UVB +het.
bact. treatments, respectively (mean ± SE; Table 4.1). While we observed no statistical
difference between these three rates, the rates in all three treatments were significantly
different than the rate observed in the control treatment, 39 ± 23 pmol mL-1 hr-1 (p ≤
0.05; Table 4.1). In a second experiment for which results were not statistically significant
(Table E.1), we recorded a photooxidation rate for liposomes of the same molecule of 57 ±
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45 pmol mL-1 hr-1 in the +UVB –het bact. treatment. The consistently negative results
we observed in the six other molecular species were confirmed in each case in at least two
independent experiments (Table E.1). Differences in photooxidation rates were assessed
within each experiment using Tukey’s “Honest Significant Difference” method (𝛼 = 0.05),
which takes into account the total variance in an experimental dataset when making multiple,
simultaneous pairwise comparisons among treatments and timepoints (Yandell, 1997). Based
on concentrations of PC 22:6, 22:6 observed in t = 0 samples from the experiment for which
we present results in Figure 4-6 and Table 4.1, we recovered 80.5 % of our starting lipid film
as liposomes (t = 0 concentration, 1108 ± 125 pmol mL-1; calculated concentration based
on known mass of lipid film, 1376.1 pmol mL-1).
4.5.3 Role and Activity of Heterotrophic Bacteria
4.5.3.1 No Evidence for Direct Bacterial Metabolism of Unoxidized Lipids
We observed a small marginal enhancement in the apparent degradation rate of PC 22:6,
22:6 liposomes in the +UVB treatment when heterotrophic bacteria were present, but this
increase was not statistically significant (Figure 4-6a; Table 4.1). We had initially hypothe-
sized that (1) bacterial metabolism of intact lipids present in the liposomes might enhance
apparent overall degradation rates as the organisms responded to the addition of a new
potential food source and that (2) bacterial metabolism might be further stimulated by
photodegradation of the added lipids into smaller, less complex metabolites that could be
more readily assimilated as substrates for growth. Several studies (e.g., Karl and Resing,
1993; D. J. Kieber et al., 1989) have suggested that photochemical degradation of dissolved
organic matter in the surface ocean can stimulate the microbial loop by breaking down
large, biologically refractory molecules into smaller, more bioavailable components. Despite
some evidence that high doses of UVR can severely inhibit rates of metabolism in marine
heterotrophic bacteria (Santos et al., 2011), two thorough reviews of the relevant literature
(Jeffrey et al., 2000; Moreau et al., 2016) suggest that no single generalization can be made
about the effect of ultraviolet radiation on marine bacterial communities: The correlations
(or lack thereof) observed in a given marine ecosystem between bacterial metabolism and the
quantity or intensity of UVR are determined by the interaction of several complex biological,
chemical and physical processes, any of which may operate in opposition to one another.
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PC 18:1, 18:1, RT 16 min.
PC 18:0, 18:0, RT 17.5 min.
PC 16:0, 16:0, RT 15.7 min.
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PC 22:6, 22:6, RT 12.8 min.
PC 22:6, 22:6 +3O, RT 11.2 min.
PC 22:6, 22:6 +1O, RT 11.1 min.
FFA 22:6, RT 7.8 min.
PC 22:6, 22:6 +3O, RT 9.2 min.
LPC 22:6 +1O, RT 3.5 min.
LPC 22:6, RT 6 min.
FFA 22:6 +1O, RT 6.4 min.
LPC 22:6 +2O, RT 3.1 min.
FFA 22:6 +2O, RT 5.9 min.
LPC 22:6 +4O, RT 1.7 min.
FFA 22:6 +3O, RT 2.3 min.
PC 22:6, 22:6 +4O, RT 8.6 min.














+ p ≤ 0.05
* p ≤ 0.01
** p ≤ 0.001
*** p ≤ 0.0001
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Figure 4-7: (preceding page) Changes in the concentration of PC 22:6, 22:6 and various molecular deriva-
tives during the liposome photooxidation experiment presented in Figure 4-6. For a given treatment and
time point on the x -axis, cell color shows the fold change in concentration of each molecule on the y-axis
relative to the concentration observed at the initial experimental timepoint. Fold-change calculations are
based on mean concentrations measured at each treatment and time point in at least 3 replicates. The
order of both rows (analytes) and columns (treatment-time point combinations) reflects application of an
unsupervised clustering algorithm. The dendrogram shows similarity (by Euclidean distance) among ana-
lytes and treatments/time points. Symbols in cyan indicate the statistical significance of the difference of
each mean concentration relative to the mean concentration at the initial time point according to Tukey’s
“Honest Significant Difference” method with 𝛼 = 0.05: p ≤ 0.05 (+), p ≤ 0.01 (*), p ≤ 0.001 (**), p ≤
0.0001 (***). The lower subplot shows changes in concentration observed in the other PC species evaluated
in the same experiment; no significant changes were observed in any of the species containing fully saturated
or monounsaturated fatty acids. The heatmap was generated in R (R Core Team, 2016) using the gplots
(Warnes et al., 2016) package.
Accordingly, we could find no direct evidence to support our first hypothesis that bacteria
would directly degrade the liposomes. We observed no statistically significant enhancement
of bacterial exoenzyme activities in either of the +het. bact. treatments compared with
the basal activities we observed in dark vials containing 0.7 𝜇m filtered seawater (Tukey
HSD test with 𝛼 = 0.05; not shown). This negative result extended to the activity of
lipase, an enzyme in which we would have expected to see an increase in activity if sig-
nificant numbers of bacteria were attempting to directly access carbon in intact IP-DAG.
It is possible we did not observe any significant hydrolysis of the lipase activity indicator
(4-methylumbelliferone-butyrate-heptanoate-palmitate) because of competition between the
substrate and the liposomes themselves.
4.5.3.2 Some Support for Bacterial Metabolism of Oxidized Degradation Prod-
ucts
We did find some indirect evidence in our results to support the second hypothesis, i.e., that
photooxidation could stimulate bacterial metabolism via degradation of intact lipids into
smaller, more labile components. For example, in comparing the +UVB –het. bact. treat-
ment to the corresponding +UVB treatment that included heterotrophic bacteria, we noted
greater and more significant net production rates in the former of nearly all the PC 22:6,
22:6 degradation products that we could identify in our HPLC-MS data (compare rightmost
two columns in Figure 4-7). Assuming the gross rate of photooxidation in the two treat-
ments was the same, one possible interpretation of these results is that some fraction of the
oxidized compounds produced in the +het. bact. treatment was removed via heterotrophic
metabolism. This interpretation is challenged by recent work showing heterotrophic bacte-
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Figure 4-8: Lipids and oxidized lipids identified in a lipid photooxidation experiment on 14 December 2013.
(a) Total ion chromatogram showing all lipids identified in one of three replicate samples of the + UVB –
het. bact. treatment at the final experimental time point (8 h) shown in Figure 4-6. (b)-(d) Extracted ion
chromatograms showing the unoxidized PC 22:6, 22:6 parent molecule and two intact oxidized degradation
products (ox-PC). Major features are identified by retention time; colored annotations in (b)-(d) correspond
to colors used in column headings in Figure 4-9 and Figure E-4. Analysis of full-scan and dd-MS2 spectra
corresponding chromatographically to the different shoulders of the compound peaks in (c) and (d) suggests
multiple positional isomers of each species were present in the sample.
ria cannot use oxylipins such as polyunsaturated aldehydes (PUA) — the highly bioactive
derivatives of fatty acids that are considered the “terminal” products of lipid peroxidation —
as a viable food source (Edwards et al., 2015; Ribalet et al., 2008). However, these studies
did not evaluate the ability of heterotrophic bacteria to metabolize any of the many other
compounds, such as LPC or intact ox-PC species, which we show here can be produced as
intermediates in the course of photooxidation (Figure 4-7). There is evidence that marine
bacteria can use simpler aldehydes as a carbon source (Sun et al., 2011), while the bacterial
metabolisms of ox-IPL and lysophosopholipids have not been specifically investigated.
4.5.4 Malondialehyde Assay Results Generally Confirm Other Findings
The results we obtained using the commercial malondialdehyde (MDA) assay kit generally
confirmed our other findings. Significantly higher concentrations of MDA were observed
in samples of all three light treatments at t +8 h compared to the dark control sample
sacrificed at the same timepoint (Figure 4-6c). These concentrations (85 ± 20, 129 ±
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9, and 116 ± 25 pmol mL-1 in the –UVB –het. bact., +UVB –het. bact., and +UVB
+het. bact. treatments, respectively; mean ± SE of three replicates) were of the same
order of magnitude as the concentrations of most of the more specific oxidation products
we identified in the same samples using our HRAM HPLC-ESI-MS method (Figure 4-6b,
Figure 4-7). The elevated concentrations of MDA we observed at the final timepoint in our
– and + UVB treatments, combined with the progressive decrease we observed over time
in samples of the dark treatment, suggested new MDA production was supported almost
exclusively by photooxidation after decay of the initial concentration present at the outset
of the experiment (Figure 4-6c, t = 0). We attribute the MDA measured in samples at
the initial timepoint to incidental oxidation of PC 22:6, 22:6 and other lipids that occurred
during the multiple-hour-long process of liposome preparation. As in the results we recorded
for PC 22:6, 22:6 (Figure 4-6a), we noted no significant difference in MDA production in the
+UVB +het. bact. treatment compared with the +UVB –het. bact. treatment (Figure 4-
6c). Correa-Llantén et al. (2012) observed MDA concentrations on the order of ∼ 5 nM
after exposing a concentrated suspension of PC liposomes to natural UVB radiation; in that
study, experimental addition of a photoprotective pigment also demonstrated that lipid
photooxidation was significant abiotic source of MDA.
4.5.5 Diversity of Photodegradation Products Identified by HRAMHPLC-
ESI-MS
We used the LOBSTAHS software and several other criteria (described in Section 4.4.6.1,
above) to identify lipid degradation products in samples from the experiment presented in
Figure 4-6. In the experiment, removal of the unoxidized PC 22:6, 22:6 molecule via photoox-
idation was accompanied by statistically significant rates of ingrowth of several unoxidized
and oxidized derivatives (Figure 4-7, Figure 4-8a; Table 4.1). The former category included
significant concentrations of lysophosphatidylcholine (LPC), while the latter included ox-PC
species, oxylipins, and several ox-LPC species. The application of an unsupervised clustering
algorithm to the data showed that changes in concentration in the various compounds were
indicative of expected similarities between both treatments and timepoints (Figure 4-7).
While the HPLC-MS data revealed several potential molecules of interest, we focused our
efforts on a group of intact oxidized PC (ox-PC) species, a diverse class of molecules which
have received increasing attention in human biomedicine (O’Donnell, 2011; Reis and Spick-
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a  PC 22:6, 22:6 (all-cis), RT 12.8 min.
[M+H]+ (m/z 878.57) →
200 400 600 800 1000 1200 1400
184.07
125.00













100 200 300 400 500 600 700 800 900
78.96






























































































[M+HAc-H]- (m/z 936.58) → [M+HAc-H]- (m/z 968.58) →
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b  PC 22:6, 22:6 +2O, RT 10.4 min.
[M+H]+ (m/z 910.56) →
c  PC 22:6, 22:6 +2O, RT 11.0 min.
[M+H]+ (m/z 910.56) →
d  PC 22:6, 22:6 +4O, RT 8.5 min.
[M+H]+ (m/z 942.55) →
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Figure 4-9: (preceding page) Data-dependent MS2 spectra of (a) PC 22:6, 22:6 and (b)-(d) the three oxidized
degradation products identified in the + UVB – het. bact. sample presented in Figure 4-8. The top and
bottom plots in each subpanel show, respectively, the positive and negative ionization mode fragmentation
spectra for the major adduct of each analyte. Labeled features in (a) are the major ions diagnostic of the
intact, unoxidized parent molecule; some of these are diagnostic PC headgroup fragments that also appear
in (b)-(d). Boldface m/ z annotations in (b)-(d) indicate fragment ions unique to each oxidized species. Text
colors used in column headings correspond to those used in Figure 4-8 and Figure E-4. An expanded version
of Figure 4-9 is presented in Figure E-4.
ett, 2012; Spickett and Dever, 2005), some terrestrial plant studies (Vu et al., 2012), and
other model systems (Ishida et al., 2004), but virtually no attention in oceanography or other
avenues of environmental research. While research into the role of oxidized lipids has tradi-
tionally focused on the structural diversity and bioactivities of oxylipins — the short-chain
derivatives of fatty acids which are considered the “terminal” degradation products of lipid
peroxidation processes (Andreou et al., 2009; Cutignano et al., 2011; Göbel and Feussner,
2009) — an even broader potential structural and functional diversity exists among larger,
more complex intact oxidized PC species and among other oxidized glycerophospholipids
(L. T. Morgan et al., 2010; Spickett and Pitt, 2015).
Analysis of extracted ion chromatograms and data-dependent MS2 spectra allowed us to
putatively identify a series of progressively more oxidized ox-PC species in a representative
+UVB –het. bact. sample at the final experimental timepoint (Figure 4-8, Figure 4-9, and
Figure E-4). The accuracy of our mass spectrometer and diagnostic headgroup fragments
in the dd-MS2 spectra (Figure 4-9 and Figure E-4) allowed us to first confirm the identities
of these compounds at the level of chemical formula and lipid class. Consistent with the
expected effect of increasing molecular polarity on retention time (RT) under reverse-phase
chromatographic conditions (O’Donnell et al., 2009), we also observed a decrease in RT of
each analyte in the series in proportion to the number of additional oxygen atoms it contained
(Figure 4-8b-d; Table 4.1). Further increasing our confidence, an analogous relationship
between RT and oxidation state was noted for each of the other types of oxidized species we
identified (i.e., ox-LPC and the oxidized free fatty acid derivatives; Table 4.1).
Finally, unique ions observed the MS2 spectra for each putatively identified feature
(Figure 4-9, S4) indicated either that (a) various positional isomers of each oxidized lipid
were present, or (b) the exact nature of the oxidation was different in each case (e.g.,
the addition of two hydroxyl groups would yields ion of the same m/z as one featuring
a single hydroperoxy functional group). These unique fragments were distinguished from
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the common headgroup fragments characteristic of the PC lipid class and other fragments,
such as those representing unoxidized DHA, which were present in nearly all of the species
(Figure 4-9, S4). Based on previous findings (Milic et al., 2012; O’Donnell, 2011; Reis and
Spickett, 2012; Sala et al., 2015; Spickett et al., 2011), we suspect that the apparent diversity
of species within each oxidized lipid class reflects a combination of the two situations. We
suspect that the compound, non-Gaussian peak shapes we observed for the PC 22:6, 22:6
+2O and PC 22:6, 22:6 +4O species (Figure 4-8c,d) indicate the presence of multiple, near-
co-eluting ox-PC regioisomers (i.e., species with same oxidation state and type of oxidized
functional group; Domingues et al., 2009; Reis et al., 2005). The presence of multiple isomers
of each oxidized species in the sample is highly probable, given the multiple bis-allylic
positions in the parent molecule and the nonselective, abiotic origin of the peroxidation.
Far fewer positional isomers are produced in the case of biologically mediated peroxidation
of polyunsaturated fatty acids; this is because the lipoxygenase enzymes responsible for
production of short-chain oxylipins tend to have high affinity for specific positions in the
acyl chains of their target substrate (Andreou and Feussner, 2009; Brash, 1999; Cutignano
et al., 2011; Feussner and Wasternack, 2002).
Because our choice of primary MS method did not yield fragmentation spectra for any
of our analytes at levels > MS2, we were unable to further characterize the structures of the
ox-PC species we identified in our samples. While fragments diagnostic of specific oxidation
types and positions are sometimes observed in the MS2 spectra of oxidized phospholipids,
spectra obtained from successive fragmentation of target ions at levels > MS2 are needed
to definitively resolve the structures of many ox-PC species. A significant and growing
body of literature offers a wealth of information for analysis of MS3 and higher-level data
obtained under a variety of HPLC-MS methods in both positive and negative ionization
modes (Berliner et al., 2009; Buseman et al., 2006; Domingues et al., 2008; Ishida et al.,
2004; Milic et al., 2012; L. T. Morgan et al., 2010; Ni et al., 2015; O’Donnell, 2011; Reis and
Spickett, 2012; Sala et al., 2015; Spickett and Dever, 2005; Spickett et al., 2011; Thomas et
al., 2010; Yin et al., 2009). Future work will extend the scope of this thesis by examining
selected samples on an ion-trap instrument where MSn fragmentation is possible. Authen-
tic standards might also have been used to confirm the identities of some of the species in
our samples, but (unlike their shorter-chain molecular cousins, the oxylipins) commercial
standards do not exist for the vast majority of ox-PC species. Instead, standards must be
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obtained either through purification and concentration of fractions from natural samples,
or by air oxidation of unoxidized IP-DAG, followed by SnCl2 reduction and collection of
fractions (A. H. Morgan et al., 2010); both of these methods are time-consuming and re-
source intensive, making the use of ox-PC standards within the scope of the present work
prohibitive. The combination of methods we employed still allowed us to make putative
identifications of our unknown analytes with a confidence falling somewhere between levels
2 and 3 in the proposed scheme of Sumner et al. (2007) for metabolite identification.
4.5.6 Distributions and Acyl Saturation State of IP-DAG in Samples
from Waters of the West Antarctic Peninsula
After characterizing the diversity of PC species in HPLC-MS data from our liposome ex-
periments, we applied the same strategy to identify the lipids present in five samples of
particulate organic matter (≥ 0.2 𝜇m) collected from WAP surface waters during the austral
spring of 2013-2014. Of the 4,393 different unoxidized and oxidized lipids we identified in the
five samples, we used response factors determined from authentic standards to quantify 318
molecules in a subset that encompassed seven different classes of IP-DAG. Triacylglycerols
(TAG) accounted for the vast majority (70.0 ± 8.8 %, mean ± SD) of the total identifiable
lipid peak area in the five samples. Results from three samples representative of different
bloom conditions (Figure 4-10 and Figure 4-11) indicated that species of the galactolipid
DGDG, one of the four primary IP-DAG in the chloroplast membranes of photosynthetic
organisms, accounted for the vast majority of the intact polar lipids we quantified in the
data using authentic standards. Significant quantities of the sulfolipid SQDG and the phos-
pholipids PC and PG were also present (Figure 4-10). A comparison of these results with
profiles of IP-DAG in four diatom species isolated from WAP waters during the same season
(Figure E-5) suggests that other taxa (e.g., heterotrophic bacteria or cryptomonads, which
are becoming increasingly prevalent in WAP waters during the spring and summer; Ducklow
et al., 2013; Montes-Hugo et al., 2009) contributed equally or more significantly to the sur-
face ocean particulate lipid reservoir during the period. We also identified several oxidized
lipid species in the water column samples; these included all of the intact oxidized degrada-
tion products of PC 22:6, 22:6 that had we observed in our liposome experiments. Features
representing PC 22:6, 22:6 +1O (two obvious isomers), PC 22:6, 22:6 +2O, PC 22:6, 22:6























































































































Figure 4-10: Relative molar distribution of seven classes of intact polar diacylglycerol (IP-DAG) in repre-
sentative samples of particulate biomass (fraction > 0.2 𝜇m) from waters of the West Antarctic Peninsula.
Samples were collected in 2014 from an inshore station (PAL-LTER Station E, 64.82∘ S, 064.055∘ W) and
two coastal stations whose biogeochemistry was representative of oceanic influence (cruise LMG 14-01 CTDs
6 and 27, 64.88∘ S, 064.289∘ W and 68.159∘ S, 068.946∘ W, respectively; Figure 4-1). The CTD 6 (8 Jan)
sample was obtained during a significant bloom event. Lipids were identified using the LOBSTAHS software
(Collins et al., 2016) in conjunction with several additional criteria described in the text; 318 different com-
pounds are represented in the figure. Quantification of lipids was performed using authentic standards. In
addition to compounds in the seven lipid classes presented here, we identified several species of diacylglyceryl
carboxyhydroxymethylcholine (DGCC) in the samples; these were excluded from the dataset used to gener-
ate the figure because we did not have a suitable authentic standard available at the time of analysis. DGCC
accounted for < 11 % of the total raw IP-DAG peak area in the Station E and CTD 27 samples, and 26.1
% of the total IP-DAG peak area in the sample from CTD 6. The full, annotated list of the lipids identified
in each culture is available online at https://github.com/jamesrco/LipidPhotoOxBox/blob/master/data/
nice/LOBSTAHS_lipid_identities/PAL1314_LMG1401_particulate_IP-DAG_pmol_L.final.csv or upon re-
quest from the author.
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the abundance of PC 22:6, 22:6 (percentages are average values across the five samples; a
full, annotated list of all identified compounds and their raw chromatographic peak areas
are available online).
As a second means of analysis with direct relevance to the project described in this
chapter, we binned the IP-DAG species in each water column sample into five categories
based on the saturation state of their attached fatty acids (Figure 4-11). Molecular species
containing highly polyunsaturated fatty acids (i.e., those with ≥ 5 double bonds) at both
substituent positions accounted for 5.3, 2.3, and 3.4 % of the IP-DAG in samples from PAL-
LTER Station E and LMG 14-01 CTD stations 6 and 27, respectively (percentages calculated
on basis of molar concentration; Figure 4-11a). Lipids containing two fatty acids of moderate
polyunsaturation (i.e., ≥ 3 but < 5 double bonds) accounted for 31.1, 12.7, and 18.2 % of
IP-DAG in the three samples. When we examined the acyl saturation state of molecular
species belonging to single classes of IP-DAG, it became apparent that PUFA were not evenly
distributed throughout the WAP metalipidome (e.g., PUFA were concentrated more heavily
in species of PC than in the IP-DAG pool as a whole; Figure 4-11b). Comparison of these
results with a similar analysis of fatty acid distribution among IP-DAG classes in the four
diatom isolates (Figure E-6) again showed that the lipids of these diatoms did not dictate
the composition of the overall WAP lipid pool, despite these species being traditionally
responsible for most early-season blooms in WAP waters.
4.6 Discussion
4.6.1 Apparent Dependence of Photolability on Acyl Polyunsaturation
PC 22:6, 22:6 was the only species we evaluated that contained polyunsaturated fatty acids
(PUFA) with more than two double bonds (Table E.1; molecular structures, Figure E-1).
Our laboratory measurements of decadic molar absorptivity show that the capacity of PC
22:6, 22:6 to absorb light in both the UVB and UVA spectral bands exceeded by nearly two
orders of magnitude those of direct molecular analogs containing fully saturated (PC 22:0,
22:0) and monounsaturated (PC 22:1, 22:1) fatty acids of the same chain length (Figure 4-
5c). The large difference we observed between the molar absorptivity of the hexa-unsaturated
compound and its more saturated analogs was corroborated by similar results previously
reported for other sequences of related phospholipids (McHowat et al., 1996; Spector et
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Figure 4-11: Fatty acid composition of (a) all identifiable IP-DAG and (b) phosphatidylcholine (PC) species
in the particulate biomass samples presented in Figure 4-10. Because the current version of the LOBSTAHS
software resolves the identities of IP-DAG only to the level of bulk fatty acid composition (i.e., the sum of
the properties of the substituents at both the sn-1 and sn-2 positions), we were unable to determine which
fatty acids were present in each molecule without significant additional inspection of fragmentation spectra
or saponification for analysis of fatty acid methyl esters (FAMES). However, we were able to categorize
the saturation state of the IP-DAG according to the simplified scheme we present here after verifying (by
inspection of fragmentation spectra) that the maximum degree of unsaturation of any single fatty acid
present in these species was six (present in the form of docosahexaenoic acid, or DHA).
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al., 1996). In addition, UV-visible absorbance measurements of docosahexaenoic acid, the
constituent fatty acid of PC 22:6, 22:6, indicated that the parent molecule’s light-absorbing
capacity was due primarily to the presence of the highly unsaturated acyl moiety and not
the polar headgroup (Figure 4-5b,c). Absorbance measurements of the lipid standards were
repeated for verification in three independent experiments over the course of two months.
While no molar absorptivity data have been published for PC 22:6, 22:6, the 𝜀𝑖(𝜆) we
calculated for DHA agreed generally with values found in the literature (Whitcutt, 1957).
In the only investigation directly analogous to the work in this thesis chapter, R. J. Kieber
et al. (1997) investigated the photochemical reactivity of highly polyunsaturated free fatty
acids in seawater under exposure to natural sunlight. In that study, photodegradation
rates of C16 and C18 PUFA were nearly 10 times those of the species’ monounsaturated
counterparts and — perhaps most instructively for purposes of interpreting the present
results — the investigators observed almost no photodegradation in the saturated member
of the C16 series, palmitic acid. Rontani et al. (1998) observed a similar trend for a series
of C18:1-C18:3 fatty acids isolated from algal cultures; while that experiment did not include
any PUFA with more than three double bonds, the degradation rate constant the authors
observed for the C18:3 species was more than six times that observed for C18:1.
While Wagner et al. (1994) did not specifically investigate the photochemical lability
of fatty acids, they hypothesized that the “oxidizability” of a given PUFA — the overall
susceptibility of its hydrogen atoms to abstraction by radical species such as ∙OH — was
proportional not simply to the number of double bonds in the fatty acid, but to the num-
ber of bis-allylic positions in the fatty acid chain. Applying this hypothesis in a series of
experiments, the authors found that the addition of each new double bond which created
a bis-allylic carbon atom increased exponentially the rate at which a given fatty acid was
oxidized. The bond dissociation energy of a doubly allylic C-H bond was reported to be just
314-335 kJ mol-1, compared with 368 kJ mol-1 for a singly allylic bond and 423 kJ mol-1 for
an alkyl C-H bond (Gardner, 1989; Koppenol, 1990).
4.6.1.1 Other Sources of Evidence for Preferential Photooxidation of PUFA-
Containing Lipids
Beyond the previous results we reviewed in in the above paragraphs (Section 4.6.1), we could
find no empirical evidence in the literature for a quantitative relationship between IP-DAG
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molecular structure (specifically, the degree of acyl unsaturation) and photochemical lability
in the environment or under environmentally relevant experimental conditions. Several lines
of evidence generally substantiate the enhanced photochemical lability of acyl lipids bearing
polyunsaturated fatty acids over closely related molecules with lower degrees of unsatura-
tion. First, an extensive body of research spanning diverse scientific disciplines has long
ranked polyunsaturated fatty acids among the cellular lipid components most susceptible
to photooxidation (Girotti, 1990; Heath and Packer, 1968; Rontani, 1999) and transfor-
mation by reactive oxygen species (ROS) generally (Frankel, 1980; 1987; Girotti, 1998; Li
and Schwarz, 2012; Mene-Saffrane et al., 2009). Some evidence for a quantitative rela-
tionship between acyl unsaturation and photochemical lability in IP-DAG exists in human
biomedicine, where artificial near-IR radiation can be used to trigger release of pharma-
ceutical compounds from liposomes for targeted, intracellular drug delivery. In one study
that investigated the intracellular release of a cancer chemotherapy medication encapsulated
in PC liposomes, a quantitative, negative relationship was observed between the degree of
unsaturation of the fatty acids used in the liposomes and the time required to achieve 50 %
release of the drug into the cell (Luo et al., 2016). Earlier work (Pashkovskaya et al., 2010)
suggested the mere presence of unsaturated acyl moieties could dramatically enhance the
apparent photochemical lability of the entire liposome pool used for drug delivery, a finding
consistent with evidence that autooxidation of saturated lipid moieties can be initiated by
lipid radicals derived from oxidation of nearby PUFA (Girotti, 1998).
Of course, there is abundant evidence from incubation experiments with both single-
species cultures and whole communities of phytoplankton that PUFA are preferentially
underexpressed in marine microorganisms that are subjected to high doses of UV radiation
(Hessen et al., 1997). Whether this is predominantly because cell membranes containing
these PUFA are abiotically oxidized at a greater rate under UV radiation, or because UV
radiation inhibits the organisms’ ability to synthesize these critical compounds is not clear;
both mechanisms appear to be important (Goes et al., 1994). Hessen et al. (1997) and
Wang and Chai (1994) both noted that phytoplankton membrane lipids containing eicos-
apentaenoic acid (EPA, 20:5𝜔3) and DHA were particularly susceptible to photooxidation,
confirming our results in the present study (Figure 4-6a; Table 4.1 and Table E.1); Wang
and Chai found that an acute dose of strong UVB radiation elicited a stronger response
than application of a less intense dose over a longer time period. After exposing cultures of
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three Antarctic marine phytoplankton to different levels of UVB radiation, Skerratt et al.
(1998) found some evidence that UVB exposure could reduce intercellular ratios of unsatu-
rated to saturated fatty acids; however, the response to UVB exposure was species-specific
and depended heavily on the dosage. For example, while the ratio of PUFA : FSFA re-
mained virtually unchanged in the diatom Odontella weissflogii after two days of exposure
to elevated concentrations of UVB radiation, the percentage of total fatty acids identified
as PUFA in the diatom Chaetoceros simplex decreased from 37 to 31 %. Guihéneuf et al.
(2010) also noted that the response of different phytoplankton species to UVB radiation ap-
peared highly species specific, observing significant reductions in EPA and DHA-containing
phospho- and glycolipids in one species (Pavlova lutheri) yet very little change in another
(Odontella aurita).
4.6.2 Possible Mechanisms Supporting Observed Rates of Photooxida-
tion
Although the original scope of this chapter did not extend to identification of the mecha-
nism(s) responsible for the photooxidation we observed in the liposome experiments, several
conclusions can be drawn from synthesis of available environmental and optical data, the
results of two ad hoc experiments, and previous findings regarding photochemical processes
in waters of the WAP and other polar marine ecosystems. First, our results show that pho-
tooxidation could have been supported by both indirect (i.e., via ROS produced through
reactions with chromophoric substances) and direct (i.e., via the action of a photon directly
upon a molecule) processes. We observed penetration through nearly the entire mixed layer
(see Section 4.5.1, above) of significant radiation in both the UVA and UVB spectral bands,
indicating ample photons were available in the surface water column to initiate or catalyze
a variety of reactions; nearly 70 % of incident UVB radiation (Figure 4-3a and Figure 4-4)
and 40 % of UVA radiation (Figure 4-3b and Figure 4-4) were observed to reach a depth
of 0.6 m. Based on the abundance of UVA radiation in the water column and the 314-335
kJ mol-1 bond energy previously reported for the doubly allylic C-H bonds in model PUFA
(Gardner, 1989; Koppenol, 1990), we suggest direct photolysis of PC 22:6, 22:6 could have
contributed significantly to overall rates of PUFA photooxidation throughout much of the
shallow surface layer. The 314-335 kJ mol-1 bond energy is equivalent to that carried by
UVA-band photons of 𝜆 between 357 and 381 nm; quanta of this energy were abundant to
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depths of at least 8 m in the waters of Arthur Harbor (Figure 4-4).
Of the many possible indirect mechanisms that could have supplemented direct pho-
tolysis in immediate surface waters during the period of our study, the generation (and
peroxidation thereby) of hydroxyl radical from photoexcitation of existing nitrate and ni-
trite stocks was almost certainly significant. Qian et al. (2001) found that UVA + UVB
excitation of DOM, combined with UVB excitation of relatively high NO3- concentrations
often typical of Southern Ocean waters, led to enhanced rates of ∙OH production in surface
waters of the WAP. While we did not measure production rates or steady-state concentra-
tions of ∙OH in the present study, the daily doses of UVB radiation received at Palmer
Station in the spring of 2013 were similar to those received on many days during the season
in which Qian et al. conducted their study. Furthermore, in 2013-2014, surface concentra-
tions of NO3- + NO2- remained at or above 15 𝜇M at PAL-LTER Stations B and E until
early January, providing a sufficient reservoir of the chromophore to sustain production of
hydroxyl radical at biogeochemically significant rates (public PAL-LTER data; not shown).
While a combined concentration of the two nutrients of just 1.2 𝜇M was measured at Station
E following a bloom event in mid-January, concentrations at both stations increased again
soon after the event to yield a seasonal average of 15.0 𝜇M at depths < 5 m. The ability
of ∙OH to abstract hydrogen atoms from PUFA has been well-demonstrated (Porter et al.,
1995; Wagner et al., 1994) and we therefore do not devote additional discussion to the topic
here.
While photochemical generation of other ROS such as 1O2, H2O2, and O2- might cer-
tainly have augmented the two photochemical sinks we discuss in the paragraph above, we
believe it unlikely that photochemically produced H2O2 and O2- contributed significantly
to overall rates of lipid degradation in our experiments. Photoexcitation in the laboratory
of previously frozen, 0.7 𝜇m-filtered water samples from Arthur Harbor (the experiments
described in Section 4.4.4) yielded negative results at all wavelengths; photoproduction rates
of H2O2 and O2- remained below detection in all instances. We still could not detect any
superoxide after spiking the sample with 10-200 nM KO2; this suggested the seawater con-
tained a strong abiotic quenching agent capable of scavenging the two ROS. However, the
outcome of this brief experiment is challenged by the findings of both Yocis et al. (2000),
who measured H2O2 photoproduction rates of 2.1 to 9.6 nM H2O2 hr-1 in fresh, unfiltered
West Antarctic waters, and of Kieber et al. (2014), who made similar findings. Thus, a
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biological source of H2O2 might have contributed to rates of lipid oxidation in natural wa-
ters outside of our experimental construct; water column concentrations of 10-100 nM H2O2
were observed at Palmer Station during the 2015-2016 field season (although, H2O2 concen-
trations in dense algal biomass were as high as 200 nM; J. Bowman, Pers. comm.). The
2015-2016 water column concentrations were consistent with the concentrations measured
in surface waters at several offshore PAL-LTER stations during the early 1990s (12-21 nM;
Resing et al., 1993). We did not make measurements of singlet oxygen in the course of this
work, and it is likely the species contributed significantly to the rates of photooxidation we
report here. Type II (i.e., 1O2-mediated) photooxidation of lipids has been proposed as the
dominant pathway for photooxidation in marine systems of monounsaturated fatty acids
and photosynthetic pigments (Rontani, 1999)
4.6.3 Biogeochemical Significance of Lipid Photooxidation in Surface Wa-
ters of the West Antarctic Peninsula
4.6.3.1 Choice of Apparent Quantum Yield for Use in Calculations
Using the oxidation rates we obtained from our liposome experiments and several other mea-
sured properties, we calculated three broadband polychromatic AQY for photooxidation of
PUFA-containing IP-DAG in coastal waters of West Antarctica (Table 4.2). Uncertainities
were determined as described in Section 4.4.7.1. Based on our findings that UVB radiation
did not significantly enhance rates of photooxidation in PUFA-containing IP-DAG beyond
those rates observed in the presence of UVA radiation alone (Figure 4-6; Table 4.1), we chose
to apply in our subsequent calculations the broadband AQY Φ𝑈𝑉 𝐴, which parameterizes the
photooxidation rate as a function of the total radiation received in the UVA spectral band.
Our laboratory measurements confirmed the capacity of PC 22:6, 22:6 to absorb light over
a broad wavelength range that extended far into the UVA spectrum (Figure 4-5). Because
we could find no AQY (polychromatic or otherwise) in the literature for IP-DAG or polyun-
saturated fatty acids, the best empirical evidence outside the present study comes from the
rate constants calculated by Christodoulou et al. (2010), Rontani et al. (1998), and others.
In applying a yield that accounts for multiple processes operating across a wide spectrum,
we proceed from the conclusion of the former authors, who found that maximum degrada-
tion rates of polyunsaturated lipids in senescent phytoplanktonic cells were induced by both
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a combination of visible light (photosynthetically active radiation wavelengths) and UVA
radiation. To obtain a conservative estimate of the possible impact of lipid photooxidation
on the organic matter inventory in surface waters of the West Antarctic Peninsula, we ap-
plied our broadband AQY to the most polyunsaturated fraction of the IP-DAG identified
in our water column samples (Figure 4-11). For comparison, we made a series of parallel
calculations in which we applied the same AQY to the larger, moderately polyunsaturated
fraction of the IP-DAG inventory. We assumed in our calculations that the residence times
of suspended and slowly sinking particulate organic matter in the mixed layer were long
(i.e., on timescales of days) compared with the timescale over which photodegradation was
observed to act in our liposome experiments (i.e., 8.2-12.4 hr).
4.6.3.2 Photooxidation Rates in Austral Spring of Same Order of Magnitude
as Bacterial Production
Our results (Figure 4-12) suggest that photooxidation of IP-DAG containing highly polyun-
saturated fatty acids represents a biogeochemically significant process in this ecosystem of
a magnitude commensurate with that of bacterial production. While limiting the scope of
our findings to the early spring — when nearly all of the suspended particulate biomass in
the shallow mixed layer receives enhanced doses of UV radiation through a depleted strato-
spheric ozone layer — we estimate conservatively that, on average, 50 ± 11 pmol IP-DAG
L-1 d-1 was oxidized in the mixed layer by photochemical processes (this is the equivalent
of 0.031 ± 0.007 mg C m-3 d-1; Figure 4-12, red markers and solid red trace). Under the
second, less conservative scenario — in which we applied the AQY to a larger subset of the
IP-DAG inventory — we estimate that roughly 6 times this quantity of lipid organic matter
was potentially oxidized through photochemical mechanisms (295 ± 66 pmol IP-DAG L-1
d-1, equivalent to 0.17 ± 0.04 mg C m-3 d-1; Figure 4-12, cyan markers and dashed trace).
For comparison, average surface (≤ 5 m) rates of bacterial production at the three PAL-
LTER stations in the period before 4 January 2014 were 0.38 ± 0.26, 1.3 ± 0.8, and 0.60 ±
0.4 mg C m-3 d-1 (Palmer Station seawater intake, PAL-LTER Station B, and PAL-LTER
Station E, respectively, assuming a conversion factor of 1.5 kg C (mol leucine)-1 and iso-
tope dilution of 1; Figure 4-12, larger symbols). We thus calculate that, during the early
spring, lipid photooxidation might represent a flux of between 2-8 % (conservative scenario)
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Figure 4-12: Potential rates of lipid photooxidation in particulate organic matter of West Antarctic Peninsula
surface waters over a 2-month period in the austral spring of 2013. High-resolution, in situ time-series
observations of downwelling irradiance and a broadband polychromatic apparent quantum yield (AQY) for
IP-DAG species containing highly polyunsaturated fatty acids (Φ𝑈𝑉 𝐴) were applied to separate fractions of
lipids identified using the LOBSTAHS software to generate two sets of photooxidation rate estimates. In
the first, most conservative scenario (red markers and solid trace), we applied the irradiance time series and
AQY to only those IP-DAG containing PUFA with ≥ 5 double bonds at both the sn-1 and sn-2 backbone
positions. In the second, more permissive scenario (cyan markers and dashed trace), we assumed the AQY
could also be applied to molecular species containing PUFA with ≥ 3 but < 5 double bonds. Φ𝑈𝑉 𝐴 represents
the reaction yield for lipid photooxidation based on the quantity of UV radiation received between 315 to
395.5 nm; estimation of Φ𝑈𝑉 𝐴 and the associated uncertainty is described in Section 4.4.7 of the text.
The shaded regions represented the propagated uncertainties in each estimate determined using a series of
Monte Carlo simulations. Lipid photooxidation rates (left-hand y-axis) were converted units of mg C m-3
d-1 based on the mean carbon content of the IP-DAG identified in each unsaturation fraction; these were
49.3 ± 0.5 and 50.6 ± 0.6 mol C : mol lipid for the polyunsaturated (cyan) and highly polyunsaturated
(red) fractions, respectively. Presented for comparison are volumetric rates of bacterial production for West
Antarctic Peninsula surface waters, obtained using the 3H-leucine incorporation method (large individual
symbols, from PAL-LTER data; Bowman et al., 2016). Note the break and change in scale of the y-axis.
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surface waters. We suspect that even our less conservative calculations might still represent
an underestimate of the overall significance of lipid photooxidation in WAP waters because
we did not apply our model to any fraction of the lipid biomass allocated to triacylglycerols,
which accounted for 70-75 % of the total identifiable chromatographic peak area in the water
column samples. Although the AQY was derived from photooxidation experiments in PC,
we justify its application to other classes of IP-DAG on the basis of evidence (from human
systems) that changes in headgroup do not dramatically affect in situ oxidation rates so
long as the attached PUFA are of high unsaturation (Reis and Spickett, 2012).
We converted our photooxidation rate estimates from units of lipid (i.e., pmol IP-DAG
m-3 d-1) to carbon based on the carbon content of the IP-DAG identified in each unsaturation
fraction; these were 49. 3 ± 0.5 and 50.6 ± 0.6 mol C : mol lipid for the polyunsaturated
(cyan) and highly polyunsaturated (red) fractions, respectively. In doing so, we assumed that
photooxidation of given lipid would in most instances lead to the eventual remineralization
of the molecule’s constituent carbon. Because lipid peroxidation proceeds by a free radical
chain reaction mechanism (Girotti, 1990; Halliwell and Chirico, 1993), we assumed that, in
the environment, the vast majority of initial oxidation products — such as the ox-PC we
have identified in this study — would further degrade into smaller molecular components,
while also initiating the degradation of other nearby lipids (and other molecules) that contain
easily abstracted hydrogen atoms (Crastes de Paulet et al., 1988). The significant fraction
of these smaller molecules that enter the dissolved organic matter pool will remain near the
ocean’s surface where, as previous work has demonstrated, they may be oxidized abiotically
to dissolved inorganic carbon (Miller and Zepp, 1995). Equally as likely, these smaller, more
labile molecules may be assimilated and remineralized by heterotrophic bacteria in the water
column; this fate is support by considerable previous work (reviewed in D. J. Kieber, 2000)
and our findings in Section 4.5.3.2. However, we acknowledge here the many adaptations
to oxidative stress possessed by phytoplankton, including considerable capacity to dissipate
ROS and dozens of mechanisms for repair of damage to oxidized biomolecules (Roy, 2000). It
is thus possible, as Rontani et al. (2016) have suggested based on observations in the Arctic,
that the lipids in living phytoplankton cells may be much less susceptible to photooxidation
than lipids in senescent or dead biomass. We do note that in the 2016 study, Rontani et al.
did not look for evidence of photooxidation in intact lipids (i.e., ox-IPL) or in the oxidized
products of lipids containing fatty acids with more than one double bond.
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Our results nevertheless suggest that the shallow mixed layers which can form in the
marginal ice zone provide a sort of “optical incubator” for UVR-induced lipid peroxidation
in the WAP. In this model, particulate organic matter, including both ice-attached and free-
living phytoplankton and bacteria, is exposed for extended periods to intense UV radiation at
the immediate sea surface, increasing photooxidation rates of photolabile compounds such
as PUFA-containing IP-DAG. Rontani et al. (2016) applied a version of this model to a
recent analysis of lipid biomarkers in surface-layer biomass and shallowly deployed sediment
traps (5 and 30 m) at the MIZ in the Canadian Arctic, finding that extended exposure to
UVR of slowly-sinking aggregates derived from senescent sea-ice algae left a strong imprint
on the photodegradation state of the lipid pool.
4.6.4 Future Implications for theWest Antarctic Peninsula Marine Ecosys-
tem
Three significant, relatively recent changes in the ecosystem of the West Antarctic Peninsula
(Ducklow et al., 2013; Saba et al., 2014) make it difficult to predict how (or whether) lipid
photooxidation will impact rates of primary production or carbon export in the future.
First, shifts in the species composition of the phytoplankton community responsible for
primary production in waters of theWest Antarctic Peninsula — particularly, increases in the
prevalence of cryptophytes (or cryptomonads; phytoplankton of the phylum Cryptophyta) at
the expense of the diatoms traditionally responsible for most of the carbon fixation (Montes-
Hugo et al., 2009) — will likely drive shifts in the lipid composition of surface ocean biomass
during and after the annual retreat of the sea ice. While much is known about the lipid
profiles of diatoms generally and species native to Antarctica in particular (e.g., Figure E-5
and Figure E-6), relatively little comparable data exists for cryptophytes, apart from a few
select species which have been investigated extensively for their potential as a feedstock for
biodiesel production. DGDG is the most abundant IP-DAG in at least one cryptophyte,
Chroomonas salina (Henderson and Mackinlay, 1989).
Second, should the significant warming of WAP waters that has been observed in recent
decades continue (Ducklow et al., 2013), the increase in average sea surface temperature
could drive changes in the saturation state of the marine lipid pool independent of any
change attributable to shifts in species distribution. Experimental results in cultures of sev-
eral different marine phytoplankton species show that even modest increases in temperature
156
can drive significant decreases in the proportion of overall membrane lipids that contain
polyunsaturated fatty acids (Guschina and Harwood, 2006). This general relationship be-
tween saturation state and temperature has been demonstrated specifically in cultures of C.
salina (Henderson and Mackinlay, 1989). While the lipid inventories at several sites along
the West Antarctic Peninsula presently include robust concentrations of IP-DAG with suf-
ficient PUFA to support biogeochemically significant rates of photooxidation (Figure 4-11
and Figure 4-12), warmer waters and an ecological shift toward phytoplankton species of
largely uncharacterized lipid composition could alter the significance of photooxidation in
the ecosystem.
Third, reductions in the duration and extent of sea ice cover that have accompanied the
increase in WAP sea surface temperatures (Meredith and King, 2005) will likely diminish
the strength of ice-associated and ice-attached diatom communities and their relative con-
tribution to the overall lipid pool. The lipids produced by ice-attached diatom communities
are different in many ways from those produced by diatoms which make their living in the
water column (Fahl and Kattner, 1993; Falk-Petersen et al., 1998; Mock and Kroon, 2002).
Because primary production in WAP waters is typically distinguished by bloom events that
begin at the receding sea ice edge in spring or early summer (Ducklow et al., 2013; Vernet
et al., 2008), warming water and concomitant changes in annual sea-ice dynamics could also
advance the timing of blooms to earlier in spring and shift their locations further south,
which could lead to ever greater temporal and spatial coincidence between maximum UVR
exposure and peak phytoplankton abundances. A final, more recent trend — the reduc-
tion in the size of and severity of the seasonal ozone anomaly over Antarctica, driven by
recovery in stratospheric O3 stocks (Solomon et al., 2016) — could represent a significant
negative feedback on photooxidation, further complicating any attempt to predict the overall
significance of the process in a future ecosystem state.
4.7 Conclusions and Additional Biogeochemical Implications
While we show here that lipid photooxidation is a biogeochemically significant process that
can impact the turnover of carbon in the surface ocean on scales commensurate with bacterial
remineralization, it was ultimately beyond the scope of this thesis to determine whether the
photooxidation of lipids containing polyunsaturated fatty acids leaves any significant imprint
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on the quality or the magnitude of organic matter exported to the ocean’s depths. While
we did not observe statistically significant rates of photooxidation in monounsaturated IP-
DAG, a significant body of literature has shown that MUFA-derived oxylipins (i.e., free
fatty acid derivatives cleaved from their lipid headgroup) do contribute to the oxidized lipid
pool in surface waters, sinking particles, and seafloor marine sediments on scales which are
all environmentally relevant (Marchand and Rontani, 2001; Rontani, 1999; Rontani et al.,
2016; Rontani et al., 2012a; Rontani et al., 2012b). In Antarctic waters specifically, there
is reason to presume that oxidation and removal of certain lipids at the ocean’s surface
could affect the quality of the lipid biomass that is exported to depth. Hayakawa et al.
(1996) used a moored sediment trap at a site in Breid Bay, East Antarctica (trap depth
111 m; water depth 300 m) to examine the fatty acid content of sinking particles at 3.5-day
intervals over three months, finding that the composition of the material bore the direct
imprint of biogeochemical events at the ocean’s surface. PUFA accounted for an average of
8.6 % of fatty acids in all samples collected over the course of the study, but > 16 % of the
total during two diatom blooms which were observed at the site in the austral spring. EPA
(20:5𝜔3) alone accounted for 7.3 and 9.1 % of the total during the two bloom events. Of
course, one must also consider the possible impact that UV-induced PUFA photooxidation
(and/or suppression of PUFA biosynthesis) in living phytoplankton might have for grazing
zooplankton and, in turn, higher trophic level consumers. Ha et al. (2014) found that
experimentally-induced reductions in the PUFA quotient of lipids in a sub-Antarctic natural
phytoplankton assemblage — particularly, reductions in the concentrations of DHA and EPA
— were passed in part to amphipods that fed on the phytoplankton deficient in essential
fatty acids.
Finally, this study does not even begin to address the diversity of possible infochem-
ical impacts that the many new oxidized phospholipid compounds we putatively identify
(Figure 4-7, Figure 4-8, Figure 4-9, and Figure E-4) might have on intracellular processes,
interactions between microoorganisms in the water column, or on the remineralization of
sinking marine particles. Edwards et al. (2015) demonstrated the significant impact that
modest concentrations of a single class of well-characterized oxylipin could have on the rate
at which sinking marine particles were remineralized; given the hundreds of other oxylipins
and many different intact oxidized phospholipids with significant known or hypothesized
bioactivities in humans (Reis and Spickett, 2012; Spickett and Dever, 2005; Spickett and
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Pitt, 2015) and terrestrial plants (Vu et al., 2012), it is highly probable that some of these
same compounds or their close analogs must play similar or as-yet-unimagined roles in the
ocean.
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4.9 Availability of Data, Code, and Supplementary Method-
ological Details
The R scripts and processed data files required to reproduce the results and figures in this
work are available online at https://github.com/jamesrco/LipidPhotoOxBox. Method-
ological details, additional figures, and an additional table, are included as supporting
information. All PAL-LTER data used in this manuscript were downloaded from the
Palmer LTER Datazoo at http://oceaninformatics.ucsd.edu/datazoo/data/pallter/
datasets. Raw MS data files (> 200 MB) and raw spectral data collected using the Jaz
instrument are available upon request from the author. Processed MS data, aggregated
Jaz spectra, and detailed protocols for liposome preparation and the exoenzyme assays are




Andreou, A., and I. Feussner (2009), Lipoxygenases - Structure and reaction mechanism,
Phytochemistry, 70 (13-14), 1504-1510, doi:10.1016/J.Phytochem.2009.05.008.
Andreou, A., F. Brodhun, and I. Feussner (2009), Biosynthesis of oxylipins in non-mammals,
Progress in Lipid Research, 48 (3-4), 148-170, doi:10.1016/J.Plipres.2009.02.002.
Armstrong, D., and R. Browne (1994), The analysis of free radicals, lipid peroxides, antioxi-
dant enzymes and compounds related to oxidative stress as applied to the clinical chemistry
laboratory, in Free Radicals in Diagnostic Medicine: A Systems Approach to Laboratory
Technology, Clinical Correlations, and Antioxidant Therapy, edited by D. Armstrong, pp.
43-58, Springer US, Boston, MA, doi:10.1007/978-1-4615-1833-4_4.
Barofsky, A., and G. Pohnert (2007), Biosynthesis of polyunsaturated short chain aldehydes
in the diatom Thalassiosira rotula, Organic Letters, 9 (6), 1017-1020, doi:10.1021/ol063051v.
Benton, H. P., E. J. Want, and T. M. D. Ebbels (2010), Correction of mass calibration gaps
in liquid chromatography-mass spectrometry metabolomics data, Bioinformatics, 26 (19),
2488-2489.
Berliner, J. A., N. Leitinger, and S. Tsimikas (2009), The role of oxidized phospholipids in
atherosclerosis, Journal of Lipid Research, 50 (Suppl), S207-S212, doi:10.1194/jlr.R800074-
JLR200.
Bernhard, G., C. R. Booth, and J. C. Ehramjian (2005), UV climatology at Palmer Station,
Antarctica, based on Version 2 NSF network data, paper presented at Ultraviolet Ground-
and Space-based Measurements, Models, and Effects V, 588607, pp. 588607-588612, Proc.
SPIE Int. Soc. Opt. Eng.
Bernhard, G., C. R. Booth, and J. C. Ehramjian (2010), Climatology of ultraviolet radiation
at high latitudes derived from measurements of the National Science Foundation’s Ultravi-
olet Spectral Irradiance Monitoring Network, in UV Radiation in Global Climate Change:
Measurements, Modeling and Effects on Ecosystems, edited by W. Gao, J. R. Slusser and
D. L. Schmoldt, pp. 48-72, Springer Berlin Heidelberg, Berlin, Heidelberg, doi:10.1007/978-
3-642-03313-1_3.
Bligh, E. G., and W. J. Dyer (1959), A rapid method of total lipid extraction and purifica-
tion, Canadian Journal of Biochemistry and Physiology, 37, 911-917.
Bowman, J. S., T. J. Vick-Majors, R. Morgan-Kiss, C. Takacs-Vesbach, H. W. Ducklow,
and J. C. Priscu (2016), Microbial community dynamics in two polar extremes: The lakes of
the McMurdo Dry Valleys and the West Antarctic Peninsula marine ecosystem, Bioscience,
66 (10), 829-847, doi:10.1093/biosci/biw103.
Brash, A. R. (1999), Lipoxygenases: Occurrence, functions, catalysis, and acquisition of sub-
strate, Journal of Biological Chemistry, 274 (34), 23679-23682, doi:10.1074/Jbc.274.34.23679.
Buseman, C. M., et al. (2006), Wounding stimulates the accumulation of glycerolipids
containing oxophytodienoic acid and dinor-oxophytodienoic acid in Arabidopsis leaves, Plant
161
Physiology, 142 (1), 28-39, doi:10.1104/pp.106.082115.
Carvalho, F., J. Kohut, M. J. Oliver, R. M. Sherrell, and O. Schofield (2016), Mixing and
phytoplankton dynamics in a submarine canyon in the West Antarctic Peninsula, Journal
of Geophysical Research: Oceans, 121 (7), 5069-5083, doi:10.1002/2016JC011650.
Christodoulou, S., F. Joux, J.-C. Marty, R. Sempéré, and J.-F. Rontani (2010), Comparative
study of UV and visible light induced degradation of lipids in non-axenic senescent cells of
Emiliania huxleyi,Marine Chemistry, 119 (1-4), 139-152, doi:10.1016/j.marchem.2010.01.007.
Collins, J. R., B. R. Edwards, H. F. Fredricks, and B. A. S. Van Mooy (2016), LOB-
STAHS: An adduct-based lipidomics strategy for discovery and identification of oxidative
stress biomarkers, Analytical Chemistry, 88, 7154-7162, doi:10.1021/acs.analchem.6b01260.
Collins, J. R., B. R. Edwards, K. Thamatrakoln, J. E. Ossolinski, G. R. DiTullio, K. D. Bidle,
S. C. Doney, and B. A. S. Van Mooy (2015), The multiple fates of sinking particles in the
North Atlantic Ocean, Global Biogeochemical Cycles, 29, 1471-1494, doi:10.1002/2014GB005
037.
Correa-Llantén, D., M. Amenábar, and J. Blamey (2012), Antioxidant capacity of novel pig-
ments from an Antarctic bacterium, Journal of Microbiology, 50 (3), 374-379, doi:10.1007/s12
275-012-2029-1.
Crastes de Paulet, A., L. Douste-Blazy, and R. Paoletti (Eds.) (1988), Free Radicals,
Lipoproteins, and Membrane Lipids, 407 pp., Plenum Publishing Corporation, New York.
Cutignano, A., N. Lamari, G. d’Ippolito, E. Manzo, G. Cimino, and A. Fontana (2011),
Lipoxygenase products in marine diatoms: a concise analytical method to explore the
functional potential of oxylipins, Journal of Phycology, 47 (2), 233-243, doi:10.1111/j.1529-
8817.2011.00972.x.
d’Ippolito, G., S. Tucci, A. Cutignano, G. Romano, G. Cimino, A. Miralto, and A. Fontana
(2004), The role of complex lipids in the synthesis of bioactive aldehydes of the marine
diatom Skeletonema costatum, Biochimica Et Biophysica Acta-Molecular and Cell Biology
of Lipids, 1686 (1-2), 100-107, doi:10.1016/J.Bblalip.2004.09.002.
d’Ippolito, G., N. Lamari, M. Montresor, G. Romano, A. Cutignano, A. Gerecht, G. Cimino,
and A. Fontana (2009), 15S-lipoxygenase metabolism in the marine diatom Pseudo-nitzschia
delicatissima, New Phytologist, 183 (4), 1064-1071, doi:10.1111/j.1469-8137.2009.02887.x.
Davidson, A. T., and H. J. Marchant (1994), The impact of ultraviolet radiation on Phaeo-
cystis and selected species of marine diatoms, in Ultraviolet Radiation in Antarctica: Mea-
surements and Biological Effects, edited by C. S. Weiler and P. A. Penhale, American Geo-
physical Union, Washington, D.C.
Davidson, A. T., D. Bramich, H. J. Marchant, and A. Mcminn (1994), Effects of UV-B
irradiation on growth and survival of Antarctic marine diatoms, Marine Biology, 119 (4),
507-515.
Domingues, M. R. M., A. Reis, and P. Domingues (2008), Mass spectrometry analysis of oxi-
dized phospholipids, Chemistry and Physics of Lipids, 156 (1-2), 1-12, doi:10.1016/j.chemphy
162
slip.2008.07.003.
Domingues, M. R. M., C. Simões, J. P. da Costa, A. Reis, and P. Domingues (2009), Identi-
fication of 1-palmitoyl-2-linoleoyl-phosphatidylethanolamine modifications under oxidative
stress conditions by LC-MS/MS, Biomedical Chromatography, 23 (6), 588-601, doi:10.1002/b
mc.1157.
Ducklow, H. W., et al. (2013), West Antarctic Peninsula: An ice-dependent coastal marine
ecosystem in transition, Oceanography, 26 (3), 190-203.
Edwards, B. R., K. D. Bidle, and B. A. S. Van Mooy (2015), Dose-dependent regulation
of microbial activity on sinking particles by polyunsaturated aldehydes: Implications for
the carbon cycle, Proceedings of the National Academy of Sciences, 112 (19), 5909-5914,
doi:10.1073/pnas.1422664112.
Edwards, B. R., C. M. Reddy, R. Camilli, C. A. Carmichael, K. Longnecker, and B. A.
S. Van Mooy (2011), Rapid microbial respiration of oil from the Deepwater Horizon spill
in offshore surface waters of the Gulf of Mexico, Environmental Research Letters, 6 (3),
doi:10.1088/1748-9326/6/3/035301.
Fahl, K., and G. Kattner (1993), Lipid Content and fatty acid composition of algal commu-
nities in sea-ice and water from the Weddell Sea (Antarctica), Polar Biology, 13 (6), 405-409,
doi:10.1007/bf01681982.
Falk-Petersen, S., J. R. Sargent, J. Henderson, E. N. Hegseth, H. Hop, and Y. B. Okolodkov
(1998), Lipids and fatty acids in ice algae and phytoplankton from the Marginal Ice Zone
in the Barents Sea, Polar Biology, 20 (1), 41-47.
Feussner, I., and C. Wasternack (2002), The lipoxygenase pathway, Annual Review of Plant
Biology, 53, 275-297, doi:10.1146/Annurev.Arplant.53.100301.135248.
Fichot, C. G., and R. Benner (2014), The fate of terrigenous dissolved organic carbon in a
river-influenced ocean margin, Global Biogeochemical Cycles, 28 (3), 300-318, doi:10.1002/201
3GB004670.
Figueroa, F. L. (2002), Bio-optical characteristics of Gerlache and Bransfield Strait waters
during an Antarctic summer cruise, Deep Sea Research Part II: Topical Studies in Oceanog-
raphy, 49 (4-5), 675-691, doi:10.1016/S0967-0645(01)00118-7.
Fontana, A., G. d’Ippolito, A. Cutignano, A. Miralto, A. Ianora, G. Romano, and G. Cimino
(2007a), Chemistry of oxylipin pathways in marine diatoms, Pure and Applied Chemistry,
79 (4), 481-490, doi:10.1351/pac200779040481.
Fontana, A., G. d’Ippolito, A. Cutignano, G. Romano, N. Lamari, A. M. Gallucci, G.
Cimino, A. Miralto, and A. Ianora (2007b), LOX-induced lipid peroxidation mechanism
responsible for the detrimental effect of marine diatoms on zooplankton grazers, Chem-
BioChem, 8 (15), 1810-1818, doi:10.1002/Cbic.200700269.
Frankel, E. N. (1980), Lipid oxidation, Progress in Lipid Research, 19 (1-2), 1-22.
Frankel, E. N. (1987), Secondary products of lipid oxidation, Chemistry and Physics of
163
Lipids, 44 (2-4), 73-85.
Gardner, H. W. (1989), Oxygen radical chemistry of polyunsaturated fatty acids, Free Rad-
ical Biology and Medicine, 7 (1), 65-86.
Girotti, A. W. (1990), Photodynamic lipid peroxidation in biological systems, Photochem-
istry and Photobiology, 51 (4), 497-509, doi:10.1111/J.1751-1097.1990.Tb01744.X.
Girotti, A. W. (1998), Lipid hydroperoxide generation, turnover, and effector action in
biological systems, Journal of Lipid Research, 39 (8), 1529-1542.
Göbel, C., and I. Feussner (2009), Methods for the analysis of oxylipins in plants, Phyto-
chemistry, 70 (13-14), 1485-1503, doi:10.1016/j.phytochem.2009.07.040.
Goes, J. I., N. Handa, S. Taguchi, and T. Hama (1994), Effect of UV-B radiation on the
fatty acid composition of the marine phytoplankter Tetraselmis sp.: Relationahip to cellular
pigments, Marine Ecology Progress Series, 114, 259-274.
Guihéneuf, F., M. Fouqueray, V. Mimouni, L. Ulmann, B. Jacquette, and G. Tremblin
(2010), Effect of UV stress on the fatty acid and lipid class composition in two marine mi-
croalgae Pavlova lutheri (Pavlovophyceae) andOdontella aurita (Bacillariophyceae), Journal
of Applied Phycology, 22 (5), 629-638, doi:10.1007/s10811-010-9503-0.
Guschina, I. A., and J. L. Harwood (2006), Lipids and lipid metabolism in eukaryotic algae,
Progress in Lipid Research, 45 (2), 160-186.
Ha, S.-Y., H.-M. Joo, S.-H. Kang, I.-Y. Ahn, and K.-H. Shin (2014), Effect of ultraviolet
irradiation on the production and composition of fatty acids in plankton in a sub-Antarctic
environment, Journal of Oceanography, 70 (1), 1-10, doi:10.1007/s10872-013-0207-3.
Halliwell, B., and S. Chirico (1993), Lipid peroxidation: Its mechanism, measurement, and
significance, American Journal of Clinical Nutrition, 57 (5), S715-S725.
Hayakawa, K., N. Handa, N. Ikuta, and M. Fukuchi (1996), Downward fluxes of fatty
acids and hydrocarbons during a phytoplankton bloom in the austral summer in Breid
Bay, Antarctica, Organic Geochemistry, 24 (5), 511-521, doi:10.1016/0146-6380(96)00047-2.
Heath, R. L., and L. Packer (1968), Photoperoxidation in isolated chloroplasts: I. Kinet-
ics and stoichiometry of fatty acid peroxidation, Archives of Biochemistry and Biophysics,
125 (1), 189-198, doi:10.1016/0003-9861(68)90654-1.
Helbling, E. W., H. C. Eilertsen, V. E. Villafane, and O. Holm-Hansen (1996), Effects of UV
radiation on post-bloom phytoplankton populations in Kvalsund, north Norway, Journal of
Photochemistry and Photobiology B-Biology, 33 (3), 255-259.
Henderson, R. J., and E. E. Mackinlay (1989), Effect of temperature on lipid composi-
tion of the marine cryptomonad Chroomonas salina, Phytochemistry, 28 (11), 2943-2948,
doi:10.1016/0031-9422(89)80258-4.
Hessen, D. A. G., H. De Lange, and E. Van Donk (1997), UV-induced changes in phytoplank-
ton cells and its effects on grazers, Freshwater Biology, 38 (3), 513-524, doi:10.1046/j.1365-
164
2427.1997.00223.x.
Hoppe, H.-G. (1993), Use of fluorogenic model substrates for extracellular enzyme activity
(EEA) measurement of bacteria, in Handbook of Methods in Aquatic Microbial Ecology,
edited by P. F. Kemp, J. J. Cole, B. F. Sherr and E. B. Sherr, pp. 423-431, CRC Press,
Boca Raton, Florida.
Huang, K., H. Ducklow, M. Vernet, N. Cassar, and M. L. Bender (2012), Export production
and its regulating factors in the West Antarctica Peninsula region of the Southern Ocean,
Global Biogeochemical Cycles, 26 (2), GB2005, doi:10.1029/2010gb004028.
Hummel, J., S. Segu, Y. Li, S. Irgang, J. Jueppner, and P. Giavalisco (2011), Ultra per-
formance liquid chromatography and high resolution mass spectrometry for the analysis of
plant lipids, Frontiers in Plant Science, 2 (54), doi:10.3389/Fpls.2011.00054.
Ianora, A., and A. Miralto (2010), Toxigenic effects of diatoms on grazers, phytoplankton
and other microbes: a review, Ecotoxicology, 19 (3), 493-511, doi:10.1007/S10646-009-0434-
Y.
Ianora, A., et al. (2004), Aldehyde suppression of copepod recruitment in blooms of a
ubiquitous planktonic diatom, Nature, 429 (6990), 403-407, doi:10.1038/nature02526.
Intergovernmental Panel on Climate Change (IPCC) (2005), Safeguarding the Ozone Layer
and the Global Climate System: Issues related to hydrofluorocarbons and perfluorocar-
bons. Cambridge, England. https://www.ipcc.ch/pdf/special-reports/sroc/sroc_
full.pdf. Accessed January 17, 2017.
Ishida, M., T. Yamazaki, T. Houjou, M. Imagawa, A. Harada, K. Inoue, and R. Taguchi
(2004), High-resolution analysis by nano-electrospray ionization Fourier transform ion cy-
clotron resonance mass spectrometry for the identification of molecular species of phospho-
lipids and their oxidized metabolites, Rapid Communications in Mass Spectrometry, 18 (20),
2486-2494, doi:10.1002/rcm.1650.
Janero, D. R. (1990), Malondialdehyde and thiobarbituric acid-reactivity as diagnostic in-
dices of lipid peroxidation and peroxidative tissue injury, Free Radical Biology and Medicine,
9 (6), 515-540, doi:10.1016/0891-5849(90)90131-2.
Jeffrey, W. H., J. P. Kase, and S. W. Wilhelm (2000), UV radiation effects on heterotrophic
bacterioplankton and viruses in marine ecosystems, in The Effects of UV Radiation in the
Marine Environment, edited by S. J. de Mora, S. Demers and M. Vernet, pp. 206-236,
Cambridge University Press, Cambridge.
Karentz, D. (1994), Ultraviolet tolerance mechanisms in Antarctic marine organisms, in
Ultraviolet Radiation in Antarctica: Measurements and Biological Effects, edited by C. S.
Weiler and P. A. Penhale, American Geophysical Union, Washington, D.C.
Karl, D. M., and J. Resing (1993), Palmer LTER: Hydrogen peroxide in the Palmer-LTER
region: IV. Photochemical interactions with dissolved organic matter, Antarctic Journal of
the United States, 28 (5).
Kessner, D., M. Chambers, R. Burke, D. Agus, and P. Mallick (2008), ProteoWizard:
165
open source software for rapid proteomics tools development, Bioinformatics, 24, 2534-2536,
doi:10.1093/bioinformatics/btn323.
Kieber, D. J. (2000), Photochemical production of biological substrates, in The Effects of
UV Radiation in the Marine Environment, edited by S. J. de Mora, S. Demers and M.
Vernet, pp. 130-148, Cambridge University Press, Cambridge.
Kieber, D. J., J. McDaniel, and K. Mopper (1989), Photochemical source of biological
substrates in sea water: implications for carbon cycling, Nature, 341 (6243), 637-639.
Kieber, D. J., G. W. Miller, P. J. Neale, and K. Mopper (2014), Wavelength and temperature-
dependent apparent quantum yields for photochemical formation of hydrogen peroxide in
seawater, Environmental Science: Processes & Impacts, 16 (4), 777-791, doi:10.1039/C4EM0
0036F.
Kieber, R. J., L. H. Hydro, and P. J. Seaton (1997), Photooxidation of triglycerides and fatty
acids in seawater: Implication toward the formation of marine humic substances, Limnology
and Oceanography, 42 (6), 1454-1462, doi:10.4319/lo.1997.42.6.1454.
Koppenol, W. H. (1990), Oxyradical reactions: from bond-dissociation energies to reduction
potentials, FEBS Letters, 264 (2), 165-167, doi:10.1016/0014-5793(90)80239-F.
Kramer, G. F., H. A. Norman, D. T. Krizek, and R. M. Mirecki (1991), Influence of UV-B
radiation on polyamines, lipid peroxidation and membrane lipids in cucumber, Phytochem-
istry, 30 (7), 2101-2108, doi:10.1016/0031-9422(91)83595-C.
Kuhl, C., R. Tautenhahn, C. Bottcher, T. R. Larson, and S. Neumann (2012), CAMERA: an
integrated strategy for compound spectra extraction and annotation of liquid chromatogra-
phy/mass spectrometry data sets, Analytical Chemistry, 84 (1), 283-289, doi:10.1021/ac20245
0g.
Laube, J. C., et al. (2014), Newly detected ozone-depleting substances in the atmosphere,
Nature Geoscience, 7, 266-269, doi:10.1038/ngeo2109.
Lauritano, C., Y. Carotenuto, A. Miralto, G. Procaccini, and A. Ianora (2012), Copepod
population-specific response to a toxic diatom diet, PLOS ONE, 7 (10), e47262, doi:10.1371/j
ournal.pone.0047262.
Lauritano, C., M. Borra, Y. Carotenuto, E. Biffali, A. Miralto, G. Procaccini, and A. Ianora
(2011), Molecular evidence of the toxic effects of diatom diets on gene expression patterns
in copepods, PLOS ONE, 6 (10), doi:10.1371/journal.pone.0026850.
Leflaive, J., and L. Ten-Hage (2009), Chemical interactions in diatoms: role of polyun-
saturated aldehydes and precursors, New Phytologist, 184 (4), 794-805, doi:10.1111/j.1469-
8137.2009.03033.x.
Li, Y., and P. B. Schwarz (2012), Use of a ferrous oxidation-xylenol orange (FOX) assay
to determine lipoxygenase activity in barley and malt, Journal of the American Society of
Brewing Chemists, 70 (4), 287-289, doi:10.1094/asbcj-2012-1011-01.
Libiseller, G., et al. (2015), IPO: a tool for automated optimization of XCMS parameters,
166
BMC Bioinformatics, 16, 118, doi:10.1186/s12859-015-0562-8.
Luo, D., N. Li, K. A. Carter, C. Lin, J. Geng, S. Shao, W.-C. Huang, Y. Qin, G. E.
Atilla-Gokcumen, and J. F. Lovell (2016), Rapid light-triggered drug release in liposomes
containing amall amounts of unsaturated and porphyrin-phospholipids, Small, 12 (22), 3039-
3047, doi:10.1002/smll.201503966.
Marchand, D., and J.-F. Rontani (2001), Characterisation of photo-oxidation and autox-
idation products of phytoplanktonic monounsaturated fatty acids in marine particulate
matter and recent sediments, Organic Geochemistry, 32 (2), 287-304, doi:10.1016/S0146-
6380(00)00175-3.
McHowat, J., J. H. Jones, and M. H. Creer (1996), Quantitation of individual phospholipid
molecular species by UV absorption measurements, Journal of Lipid Research, 37 (11), 2450-
2460.
Mene-Saffrane, L., L. Dubugnon, A. Chetelat, S. Stolz, C. Gouhier-Darimont, and E. E.
Farmer (2009), Nonenzymatic oxidation of trienoic fatty acids contributes to reactive oxygen
species management in Arabidopsis, Journal of Biological Chemistry, 284 (3), 1702-1708,
doi:10.1074/jbc.M807114200.
Meredith, M. P., and J. C. King (2005), Rapid climate change in the ocean west of the
Antarctic Peninsula during the second half of the 20th century, Geophysical Research Letters,
32 (19), L19604, doi:10.1029/2005GL024042.
Milic, I., M. Fedorova, K. Teuber, J. Schiller, and R. Hoffmann (2012), Characterization
of oxidation products from 1-palmitoyl-2-linoleoyl-sn-glycerophosphatidylcholine in aqueous
solutions and their reactions with cysteine, histidine and lysine residues, Chemistry and
Physics of Lipids, 165 (2), 186-196, doi:10.1016/j.chemphyslip.2011.12.009.
Miller, W. L., and R. G. Zepp (1995), Photochemical production of dissolved inorganic
carbon from terrestrial organic matter: Significance to the oceanic organic carbon cycle,
Geophysical Research Letters, 22 (4), 417-420, doi:10.1029/94GL03344.
Miralto, A., et al. (1999), The insidious effect of diatoms on copepod reproduction, Nature,
402 (6758), 173-176.
Mock, T., and B. M. A. Kroon (2002), Photosynthetic energy conversion under extreme
conditions—II: the significance of lipids under light limited growth in Antarctic sea ice
diatoms, Phytochemistry, 61 (1), 53-60, doi:10.1016/S0031-9422(02)00215-7.
Montes-Hugo, M., S. C. Doney, H. W. Ducklow, W. Fraser, D. Martinson, S. E. Stammer-
john, and O. Schofield (2009), Recent changes in phytoplankton communities associated with
rapid regional climate change along the Western Antarctic Peninsula, Science, 323 (5920),
1470-1473, doi:10.1126/science.1164533.
Mopper, K., and X. Zhou (1990), Hydroxyl radical photoproduction in the sea and its
potential impact on marine processes, Science, 250 (4981), 661-664, doi:10.2307/2878494.
Mopper, K., and D. J. Kieber (2000), Marine photochemistry and its impact on carbon
cycling, in The Effects of UV Radiation in the Marine Environment, edited by S. J. de
167
Mora, S. Demers and M. Vernet, pp. 101-129, Cambridge University Press, Cambridge.
Mopper, K., X. Zhou, R. J. Kieber, D. J. Kieber, R. J. Sikorski, and R. D. Jones (1991),
Photochemical degradation of dissolved organic carbon and its impact on the oceanic carbon
cycle, Nature, 353 (6339), 60-62.
Moran, M. A., and R. G. Zepp (1997), Role of photoreactions in the formation of biologically
labile compounds from dissolved organic matter, Limnology and Oceanography, 42 (6), 1307-
1316, doi:10.4319/lo.1997.42.6.1307.
Moreau, S., F. Vidussi, G. Ferreyra, and B. Mostajir (2016), Ecological impacts of ultraviolet-
B radiation on marine ecosystems, in Stressors in the Marine Environment, edited by M.
Solan and N. Whiteley, Oxford University Press, Oxford, doi:10.1093/acprof:oso/978019871
8826.003.0015.
Moreau, S., B. Mostajir, S. Bélanger, I. R. Schloss, M. Vancoppenolle, S. Demers, and G.
A. Ferreyra (2015), Climate change enhances primary production in the western Antarctic
Peninsula, Global Change Biology, 21 (6), 2191-2205, doi:10.1111/gcb.12878.
Morgan, A. H., et al. (2010), Quantitative assays for esterified oxylipins generated by
immune cells, Nature Protocols, 5 (12), 1919-1931, doi:10.1038/nprot.2010.162.
Morgan, L. T., C. P. Thomas, H. Kuhn, and V. B. O’Donnell (2010), Thrombin-activated
human platelets acutely generate oxidized docosahexaenoic-acid-containing phospholipids
via 12-lipoxygenase, Biochemical Journal, 431 (1), 141-148, doi:10.1042/bj20100415.
Murphy, T. M. (1983), Membranes as targets of ultraviolet radiation, Physiologia Plantarum,
58 (3), 381-388, doi:10.1111/j.1399-3054.1983.tb04198.x.
Nanjappa, D., G. d’Ippolito, C. Gallo, A. Zingone, and A. Fontana (2014), Oxylipin diversity
in the diatom family Leptocylindraceae reveals DHA derivatives in marine diatoms, Marine
Drugs, 12 (1), doi:10.3390/md12010368.
Neale, P. J., M. P. Lesser, and J. J. Cullen (1994), Effects of ultraviolet radiation on the
photosynthesis of phytoplankton in the vicinity of McMurdo Station, Antarctica, in Ultra-
violet Radiation in Antarctica: Measurements and Biological Effects, edited by C. S. Weiler
and P. A. Penhale, American Geophysical Union, Washington, D.C.
Ni, Z., I. Milic, and M. Fedorova (2015), Identification of carbonylated lipids from differ-
ent phospholipid classes by shotgun and LC-MS lipidomics, Analytical and Bioanalytical
Chemistry, 407 (17), 5161-5173, doi:10.1007/s00216-015-8536-2.
Nichols, P. D., A. C. Palmisano, M. S. Rayner, G. A. Smith, and D. C. White (1989),
Changes in the lipid composition of Antarctic sea-ice diatom communities during a spring
bloom: an indication of community physiological status, Antarctic Science, 1 (2), 133-140.
O’Donnell, V. B. (2011), Mass spectrometry analysis of oxidized phosphatidylcholine and
phosphatidylethanolamine, Biochimica et Biophysica Acta, 1811 (11), 818-826, doi:10.1016/j.
bbalip.2011.07.018.
O’Donnell, V. B., B. Maskrey, and G. W. Taylor (2009), Eicosanoids: Generation and detec-
168
tion in mammalian cells, in Lipid Signaling Protocols, edited by B. Larijani, R. Woscholski
and C. A. Rosser, pp. 1-19, Humana Press, Totowa, NJ, doi:10.1007/978-1-60327-115-8_1.
Palmisano, A. C., M. P. Lizotte, G. A. Smith, P. D. Nichols, D. C. White, and C. W.
Sullivan (1988), Changes in photosynthetic carbon assimilation in Antarctic sea-ice diatoms
during spring bloom: variation in synthesis of lipid classes, Journal of Experimental Marine
Biology and Ecology, 116 (1), 1-13, doi:10.1016/0022-0981(88)90241-9.
Pashkovskaya, A., E. Kotova, Y. Zorlu, F. Dumoulin, V. Ahsen, I. Agapov, and Y. Anto-
nenko (2010), Light-triggered liposomal release: membrane permeabilization by photody-
namic action, Langmuir, 26 (8), 5726-5733, doi:10.1021/la903867a.
Pereira, V. J., H. S. Weinberg, K. G. Linden, and P. C. Singer (2007), UV degradation
kinetics and modeling of pharmaceutical compounds in laboratory grade and surface water
via direct and indirect photolysis at 254 nm, Environmental Science & Technology, 41 (5),
1682-1688, doi:10.1021/es061491b.
Perrette, M., A. Yool, G. D. Quartly, and E. E. Popova (2011), Near-ubiquity of ice-edge
blooms in the Arctic, Biogeosciences, 8 (2), 515-524, doi:10.5194/Bg-8-515-2011.
Popendorf, K. J., H. F. Fredricks, and B. A. S. Van Mooy (2013), Molecular ion-independent
quantification of polar glycerolipid classes in marine plankton using triple quadrupole MS,
Lipids, 48 (2), 185-195, doi:10.1007/s11745-012-3748-0.
Porter, N. A., S. E. Caldwell, and K. A. Mills (1995), Mechanisms of free radical oxidation
of unsaturated lipids, Lipids, 30 (4), 277-290.
Powers, L. C., and W. L. Miller (2015), Hydrogen peroxide and superoxide photoproduction
in diverse marine waters: A simple proxy for estimating direct CO2 photochemical fluxes,
Geophysical Research Letters, 42 (18), 7696-7704, doi:10.1002/2015GL065669.
Prézelin, B. B., N. P. Boucher, and R. C. Smith (1994), Marine primary production under the
influence of the Antarctic ozone hole: Icecolors ’90, in Ultraviolet Radiation in Antarctica:
Measurements and Biological Effects, edited by C. S. Weiler and P. A. Penhale, pp. 159-186,
American Geophysical Union, Washington, D.C.
Qian, J. G., K. Mopper, and D. J. Kieber (2001), Photochemical production of the hydroxyl
radical in Antarctic waters, Deep Sea Research Part I: Oceanographic Research Papers,
48 (3), 741-759, doi:10.1016/S0967-0637(00)00068-6.
R Core Team (2016), R: a language and environment for statistical computing, R Foundation
for Statistical Computing, Vienna, Austria.
Reis, A., and C. M. Spickett (2012), Chemistry of phospholipid oxidation, Biochimica et
Biophysica Acta - Biomembranes, 1818 (10), 2374-2387, doi:10.1016/j.bbamem.2012.02.002.
Reis, A., M. R. M. Domingues, F. M. L. Amado, A. J. V. Ferrer-Correia, and P. Domingues
(2005), Separation of peroxidation products of diacyl-phosphatidylcholines by reversed-phase
liquid chromatography–mass spectrometry, Biomedical Chromatography, 19 (2), 129-137,
doi:10.1002/bmc.429.
169
Resing, J., G. Tien, R. M. Letelier, D. M. Karl, and D. Jones (1993), Palmer LTER: Hydro-
gen peroxide in the Palmer-LTER region: II. Water column distributions, Antarctic Journal
of the United States, 28 (5).
Ribalet, F., L. Intertaglia, P. Lebaron, and R. Casotti (2008), Differential effect of three
polyunsaturated aldehydes on marine bacterial isolates, Aquatic Toxicology, 86 (2), 249-255,
doi:10.1016/J.Aquatox.2007.11.005.
Rontani, J.-F. (1999), Photodegradation of lipidic compounds during the senescence of phy-
toplankton, in Environmental Photochemistry, edited by P. Boule, pp. 263-284, Springer
Berlin Heidelberg, Berlin, Heidelberg, doi:10.1007/978-3-540-69044-3_10.
Rontani, J.-F. (2001), Visible light-dependent degradation of lipidic phytoplanktonic com-
ponents during senescence: a review, Phytochemistry, 58 (2), 187-202, doi:10.1016/S0031-
9422(01)00202-3.
Rontani, J.-F., P. Cuny, and V. Grossi (1998), Identification of a “pool” of lipid photo-
products in senescent phytoplanktonic cells, Organic Geochemistry, 29 (5-7), 1215-1225,
doi:10.1016/S0146-6380(98)00073-4.
Rontani, J.-F., S. T. Belt, T. A. Brown, R. Amiraux, M. Gosselin, F. Vaultier, and C. J.
Mundy (2016), Monitoring abiotic degradation in sinking versus suspended Arctic sea ice
algae during a spring ice melt using specific lipid oxidation tracers, Organic Geochemistry,
98, 82-97, doi:10.1016/j.orggeochem.2016.05.016.
Rontani, J.-F., B. Charriere, M. Petit, F. Vaultier, H. J. Heipieper, H. Link, G. Chaillou,
and R. Sempere (2012a), Degradation state of organic matter in surface sediments from the
Southern Beaufort Sea: a lipid approach, Biogeosciences, 9 (9), 3513-3530, doi:10.5194/Bg-
9-3513-2012.
Rontani, J.-F., B. Charriere, A. Forest, S. Heussner, F. Vaultier, M. Petit, N. Delsaut, L.
Fortier, and R. Sempere (2012b), Intense photooxidative degradation of planktonic and bac-
terial lipids in sinking particles collected with sediment traps across the Canadian Beaufort
Shelf (Arctic Ocean), Biogeosciences, 9 (11), 4787-4802, doi:10.5194/Bg-9-4787-2012.
Roy, S. (2000), Strategies for the minimisation of UV-induced damage, in The Effects of UV
Radiation in the Marine Environment, edited by S. J. de Mora, S. Demers and M. Vernet,
pp. 177-205, Cambridge University Press, Cambridge.
Saba, G. K., et al. (2014), Winter and spring controls on the summer food web of the coastal
West Antarctic Peninsula, Nature Communications, 5, 4318, doi:10.1038/ncomms5318.
Sala, P., S. Pötz, M. Brunner, M. Trötzmüller, A. Fauland, A. Triebl, J. Hartler, E.
Lankmayr, and H. Köfeler (2015), Determination of oxidized phosphatidylcholines by hy-
drophilic interaction liquid chromatography coupled to Fourier Transform mass spectrome-
try, International Journal of Molecular Sciences, 16 (4), 8351.
Santos, A. L., I. Henriques, N. C. M. Gomes, A. Almeida, A. Correia, and A. Cunha (2011),
Effects of ultraviolet radiation on the abundance, diversity and activity of bacterioneuston
and bacterioplankton: insights from microcosm studies, Aquatic Sciences, 73 (1), 63-77,
170
doi:10.1007/s00027-010-0160-9.
Schofield, O., B. M. A. Kroon, and B. B. Prézelin (1995), Impact of ultraviolet-B radiation
on photosystem II activity and its relationship to the inhibition of carbon fixation rates for
Antarctic ice algae communities, Journal of Phycology, 31, 703-715.
Skerratt, J. H., A. D. Davidson, P. D. Nichols, and T. A. McMeekin (1998), Effect of UV-B
on lipid content of three Antarctic marine phytoplankton, Phytochemistry, 49 (4), 999-1007,
doi:10.1016/s0031-9422(97)01068-6.
Smith, C. A., E. J. Want, G. O’Maille, R. Abagyan, and G. Siuzdak (2006), XCMS: pro-
cessing mass spectrometry data for metabolite profiling using nonlinear peak alignment,
matching, and identification, Analytical Chemistry, 78, 779-787.
Smith, W. O., and D. M. Nelson (1985), Phytoplankton bloom produced by a receding ice
edge in the Ross Sea: Spatial coherence with the density field, Science, 227 (4683), 163-166,
doi:10.1126/Science.227.4683.163.
Smith, W. O., and D. M. Nelson (1986), Importance of ice edge phytoplankton production
in the Southern Ocean, Bioscience, 36 (4), 251-257, doi:10.2307/1310215.
Solomon, S., D. J. Ivy, D. Kinnison, M. J. Mills, R. R. Neely, and A. Schmidt (2016), Emer-
gence of healing in the Antarctic ozone layer, Science, 353 (6296), 269-274, doi:10.1126/scienc
e.aae0061.
Spector, M. S., K. R. K. Easwaran, G. Jyothi, J. V. Selinger, A. Singh, and J. M. Schnur
(1996), Chiral molecular self-assembly of phospholipid tubules: A circular dichroism study,
Proceedings of the National Academy of Sciences of the United States of America, 93 (23),
12943-12946.
Spickett, C. M., and G. Dever (2005), Studies of phospholipid oxidation by electrospray
mass spectrometry: From analysis in cells to biological effects, BioFactors, 24 (1-4), 17-31,
doi:10.1002/biof.5520240103.
Spickett, C. M., and A. R. Pitt (2015), Oxidative lipidomics coming of age: advances in anal-
ysis of oxidized phospholipids in physiology and pathology, Antioxidants & Redox Signaling,
22 (18), 1646-1666, doi:10.1089/ars.2014.6098.
Spickett, C. M., A. Reis, and A. R. Pitt (2011), Identification of oxidized phospholipids
by electrospray ionization mass spectrometry and LC-MS using a QQLIT instrument, Free
Radical Biology and Medicine, 51 (12), 2133-2149, doi:10.1016/j.freeradbiomed.2011.09.003.
Stratton, S. P., and D. C. Liebler (1997), Determination of singlet oxygen-specific versus
radical-mediated lipid peroxidation in photosensitized oxidation of lipid bilayers: Effect of
beta-carotene and alpha-tocopherol, Biochemistry, 36 (42), 12911-12920, doi:10.1021/Bi9708
646.
Stubbins, A., J. Niggemann, and T. Dittmar (2012), Photo-lability of deep ocean dissolved
black carbon, Biogeosciences, 9 (5), 1661-1670, doi:10.5194/bg-9-1661-2012.
Sumner, L., A. Amberg, D. Barrett, M. Beale, R. Beger, and C. Daykin (2007), Proposed
171
minimum reporting standards for chemical analysis, Metabolomics, 3, 211-221.
Sun, J., L. Steindler, J. C. Thrash, K. H. Halsey, D. P. Smith, A. E. Carter, Z. C. Landry,
and S. J. Giovannoni (2011), One carbon metabolism in SAR11 pelagic marine bacteria,
PLOS ONE, 6 (8), e23973, doi:10.1371/journal.pone.0023973.
Tautenhahn, R., C. Boettcher, and S. Neumann (2008), Highly sensitive feature detection
for high resolution LC/MS, BMC Bioinformatics, 9, 504.
Tedetti, M., and R. Sempéré (2006), Penetration of ultraviolet radiation in the marine
environment. A review, Photochemistry and Photobiology, 82 (2), 389-397, doi:10.1562/2005-
11-09-IR-733.
Thomas, C. P., L. T. Morgan, B. H. Maskrey, R. C. Murphy, H. Kühn, S. L. Hazen,
A. H. Goodall, H. A. Hamali, P. W. Collins, and V. B. O’Donnell (2010), Phospholipid-
esterified eicosanoids are generated in agonist-activated human platelets and enhance tissue
factor-dependent thrombin generation, Journal of Biological Chemistry, 285 (10), 6891-6903,
doi:10.1074/jbc.M109.078428.
Tortell, P. D., E. C. Asher, H. W. Ducklow, J. A. L. Goldman, J. W. H. Dacey, J. J. Grzym-
ski, J. N. Young, S. A. Kranz, K. S. Bernard, and F. M. M. Morel (2014), Metabolic balance
of coastal Antarctic waters revealed by autonomous pCO2 and ΔO2/Ar measurements, Geo-
physical Research Letters, 41 (19), 6803-6810, doi:10.1002/2014GL061266.
Van Mooy, B. A. S., and H. F. Fredricks (2010), Bacterial and eukaryotic intact polar lipids
in the eastern subtropical South Pacific: Water-column distribution, planktonic sources, and
fatty acid composition, Geochimica et Cosmochimica Acta, 74 (22), 6499-6516, doi:10.1016/j.
gca.2010.08.026.
Vernet, M., E. A. Brody, O. Holm-Hansen, and B. G. Mitchell (1994), The response of
Antarctic phytoplankton to ultraviolet radiation: Absorbtion, photosynthesis, and taxo-
nomic composition, in Ultraviolet Radiation in Antarctica: Measurements and Biological
Effects, edited by C. S. Weiler and P. A. Penhale, American Geophysical Union, Washing-
ton, D.C.
Vernet, M., D. Martinson, R. Iannuzzi, S. Stammerjohn, W. Kozlowski, K. Sines, R. Smith,
and I. Garibotti (2008), Primary production within the sea-ice zone west of the Antarctic
Peninsula: I—Sea ice, summer mixed layer, and irradiance, Deep Sea Research Part II:
Topical Studies in Oceanography, 55 (18-19), 2068-2085, doi:10.1016/J.Dsr2.2008.05.021.
Vu, H. S., P. Tamura, N. A. Galeva, R. Chaturvedi, M. R. Roth, T. D. Williams, X. Wang,
J. Shah, and R. Welti (2012), Direct infusion mass spectrometry of oxylipin-containing Ara-
bidopsis membrane lipids reveals varied patterns in different stress responses, Plant Physi-
ology, 158 (1), 324-339, doi:10.1104/pp.111.190280.
Wagner, B. A., G. R. Buettner, and C. P. Burns (1994), Free radical-mediated lipid per-
oxidation in cells: Oxidizability is a function of cell lipid bis-allylic hydrogen content, Bio-
chemistry, 33 (15), 4449-4453, doi:10.1021/Bi00181a003.
Wang, K. S., and T.-j. Chai (1994), Reduction in omega-3 fatty acids by UV-B irradiation
172
in microalgae, Journal of Applied Phycology, 6 (4), 415-422, doi:10.1007/bf02182158.
Warnes, G. R., et al. (2015), gplots: Various R Programming Tools for Plotting Data, R
package, version 3.0.1.
Whitcutt, J. M. (1957), South African pilchard oil. 6. The isolation and structure of a
docosahexaenoic acid from South African pilchard oil, Biochemical Journal, 67 (1), 60-64,
doi:10.1042/bj0670060.
Wichard, T., S. A. Poulet, and G. Pohnert (2005), Determination and quantification of
alpha-, beta-, gamma-, and delta-unsaturated aldehydes as pentafluorobenzyl-oxime derivates
in diatom cultures and natural phytoplankton populations: application in marine field stud-
ies, Journal of Chromatography B-Analytical Technologies in the Biomedical and Life Sci-
ences, 814 (1), 155-161, doi:10.1016/j.jchromb.2004.10.021.
Worrest, R. C. (1983), Impact of solar ultraviolet-B radiation (290-320 nm) upon marine
microalgae, Physiologia Plantarum, 58 (3), 428-434, doi:10.1111/j.1399-3054.1983.tb04204.x.
Yandell, B. S. (1997), Practical Data Analysis for Designed Experiments, CRC Press.
Yao, A. A., I. Coulibaly, G. Lognay, M.-L. Fauconnier, and P. Thonart (2008), Impact of
polyunsaturated fatty acid degradation on survival and acidification activity of freeze-dried
Weissella paramesenteroides LC11 during storage, Applied Microbiology and Biotechnology,
79 (6), 1045-1052, doi:10.1007/s00253-008-1497-z.
Yin, H., B. E. Cox, W. Liu, N. A. Porter, J. D. Morrow, and G. L. Milne (2009), Identification
of intact oxidation products of glycerophospholipids in vitro and in vivo using negative
ion electrospray iontrap mass spectrometry, Journal of Mass Spectrometry, 44 (5), 672-680,
doi:10.1002/jms.1542.
Yocis, B. H., D. J. Kieber, and K. Mopper (2000), Photochemical production of hydrogen
peroxide in Antarctic waters, Deep Sea Research Part I: Oceanographic Research Papers,
47 (6), 1077-1099, doi:10.1016/S0967-0637(99)00095-3.
Zhang, T., C. M. Hansel, B. M. Voelker, and C. H. Lamborg (2016a), Extensive dark biolog-
ical production of reactive oxygen species in brackish and freshwater ponds, Environmental
Science & Technology, 50 (6), 2983-2993, doi:10.1021/acs.est.5b03906.
Zhang, T., J. Diaz, C. Brighi, R. Parsons, S. McNally, A. Apprill, and C. Hansel (2016b),
Dark production of extracellular superoxide by the coral Porites astreoides and representa-
tive symbionts, Frontiers in Marine Science, 3 (232), doi:10.3389/fmars.2016.00232.
Zhou, F., S. Liu, Z. Hu, T. Kuang, H. Paulsen, and C. Yang (2009), Effect of mono-
galactosyldiacylglycerol on the interaction between photosystem II core complex and its
antenna complexes in liposomes of thylakoid lipids, Photosynthesis Research, 99 (3), 185-
193, doi:10.1007/s11120-008-9388-9.
173
























– UVB – het.
bact.f
+ UVB – het. bact.g + UVB + het.
bact.h
PC 22:6/22:6 12.8 878.5693 878.5694 0.1 -39 ± 23 -27 ± 34 -77 ± 16 -98 ± 17* -100 ± 17*
PC 22:6/22:6 +1O 11.1 894.5647 894.5643 0.4 nsi ns ns ns ns
PC 22:6/22:6 +2O 10.4 910.5595 910.5593 0.3 ns ns 6.1 ± 0.7* 7.0 ± 1.9* 5.5 ± 15
PC 22:6/22:6 +3O 9.2 926.5546 926.5542 0.5 ns ns ns ns ns
PC 22:6/22:6 +4O 8.6 942.5493 942.5491 0.2 ns ns 2.2 ± 0.3 2.9 ± 0.9* ns
LPCj 22:6 6 626.3496 626.3463 5.2 ns ns ns 4.6 ± 1.6 ns
LPC 22:6 +1O 3.5 626.3441 642.3413 4.5 ns ns ns 0.1 ± 0.04* ns
LPC 22:6 +2O 3.1 658.3384 658.3362 3.4 ns ns 0.6 ± 0.05 1.1 ± 0.3** 0.6 ± 0.1
LPC 22:6 +4O 1.7 690.3319 690.326 8.6 ns ns ns 0.7 ± 0.2** ns
DHAk 7.8 327.2328 327.233 0.5 ns ns ns ns ns
DHA +1O 6.4 343.2283 343.2279 1.2 ns ns ns 0.02 ± 0.006* ns
DHA +2O 5.9 359.2231 359.2228 0.8 ns ns ns 0.05 ± 0.01*** 0.02 ± 0.004
DHA +3O 2.3 375.218 375.2177 0.8 ns ns ns 0.007 ± 0.002*** ns
a Experiment conducted on 14 Dec 2013; results from the other four liposome experiments are summarized in Table E.1.
b Mean m/z of features in peak group to which this compound assignment was made. PC 22:6/22:6 and derivative ox-PC species were identified in positive
ionization mode as [M+H]+ adducts; LPC and ox-LPC were identified in negative ion mode as [M+HAc-H]- adducts; DHA and oxidized derivatives were identified
in negative ion mode as [M-H]- adducts.




Observed exact mass−Database exact mass
Database exact mass
⃒⃒× 106
e Time difference of 8.2 hr; for other than the intact parent molecule (PC 22:6, 22:6), changes are reported only where mean final concentration was significantly
different from mean initial concentration according to Tukey’s “Honest Significant Difference” method with 𝛼 = 0.05: p ≤ 0.05 (bold), p ≤ 0.01 (*), p ≤ 0.001
(**), p ≤ 0.0001 (***); rates are reported as mean ± SE of results in N ≥ 3 replicates.
f Borosilicate glass vessel; 0.2 𝜇m filtered seawater g Quartz glass vessel; 0.2 𝜇m filtered seawater h Quartz glass vessel; 0.7 𝜇m filtered seawater
i ns: not significant
j LPC: lysophosphatidylcholine k DHA: docosahexaenoic acid, 22:6(n-3)
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Table 4.2: Empirical Broadband Polychromatic Apparent Quantum Yields for Photooxida-





Yield (mol lipid oxidized
: mol photons absorbed)
Uncertaintya
Φ𝑈𝑉 𝐵 290-315 2.6 +5.2−2.6
Φ𝑈𝑉 𝐴 315-395.5 0.50 0.39
Φ𝑈𝑉 𝑅 290-395.5 0.54 0.28







Using a combination of field experiments, modeling approaches, geochemical analyses,
and a new, high-throughput lipidomics method for identification of lipid biomarkers, this
thesis examined the biogeochemical significance, in both absolute and relative terms, of
various pathways of organic matter remineralization in the ocean. The results in Chapter 2
and Chapter 4 suggest that both biological and abiotic processes can augment or facilitate
the degradation of organic matter by aerobic respiration at scales which are significant for
ocean biogeochemistry. Chapter 3, Chapter 4, and Appendix B illustrate two ways in which
lipids and their oxidation products can be combined as biomarkers to estimate the magnitude
or significance of these processes.
As with any work of science, however, the findings in this thesis raise many more ques-
tions than they answer. Many of these questions center on the methods employed to reach
these findings, and the various assumptions made. In this Conclusion, I briefly discuss the
implications of some of these choices and offer some recommendations for future work in
the relevant areas of research. If different values were assumed for conversion constants,
or a different (non-normal) distribution was assumed for the population underlying some
dataset, what additional (or different) insights might be gleaned from the same data? Or, for
example, are there particular refinements that could be made to the data analysis methods
employed in this thesis to open new avenues of discovery?
The results of Chapter 2 hinged on a number of assumptions discussed to varying degrees
in the published manuscript. However, a reanalysis of the data — or a similar future
study — might benefit from reconsideration of the size distribution of sinking particles
and their resultant downward velocities. The average particle sinking velocities (𝑊𝑎𝑣𝑔)
used throughout Chapter 2 and in most similar studies are assumed to represent the mean
sinking velocities of populations of particles which are normally distributed in terms of size.
However, there is considerable evidence (e.g., Alonso-González et al., 2010; Riley et al.,
2012; Villa-Alfageme et al., 2014) that the size distribution of sinking marine particles in
many systems is non-normal. If the model specified in Equation 2.5 and Equation 2.6 were
reformulated to account for multiple particle size fractions, each with their own mean sinking
velocities, one could use size-fractionated measurements of particle-attcached respiration to
obtain estimates of kS,D,Z for each fraction. These estimates could then be used to assess the
relative importance of various degradation processes within different reservoirs of particulate
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Figure 5-1: Basic Van Krevelen plot of the lipid
data shown in Figure 3-2a. Atomic O:C and H:C
ratios of the various compounds were determined
from elemental formulae.
In addition, one might expand or modify the approach in Chapter 2 to more fully account
for temporal and spatial discontinuities that may exist between the supply and consumption
of particulate organic matter in some marine systems. For example, the effect of vertically
migrating zooplankton — assumed to be negligible at the stations studied in this thesis —
can introduce spatial discontinuities between the mass balance sources and sinks implicit
in such a model. In many systems, such as in the North Pacific Subtropical Gyre and
Southern Ocean, zooplankton can transport large amounts of carbon across depths between
the sea surface and mesopelagic ocean (Steinberg et al., 2008a; Steinberg et al., 2008b).
Alternatively, in instances where the quantity of organic matter delivered to depth from
the surface ocean far exceeds the capacity of the microbial population to metabolize it,
significant temporal discontinuities may exist between sources and sinks. Several examples
(Azam et al., 1994; Ducklow et al., 1993; Lancelot and Billen, 1984; Ortega-Retuerta et
al., 2014) were discussed briefly in Section 2.4.2, but such dynamics — and the means
by which they can be included in the types of models employed in this thesis — warrant
further consideration. To truly understand these lags and their effect, one would have to
undertake a long-term study of particulate organic matter dynamics in a particular system at
very high temporal resolution — a logistically and financially daunting proposition, yet one
which could be based on infrastructure already in place as a result of the National Science
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Figure 5-2: Hexagonal bin plot in Van Krevelen
space of the data shown in Figure 3-2b and Fig-
ure 5-1. Clustering of compounds into hexago-
nal bins preserves the integrity of the underlying
data while reducing complexity to facilitate visual
intepretation. (a) and (b) show the compounds
identified in P. tricornutum after 24 h in, respec-
tively, the 0 𝜇M H2O2 control and 150 𝜇M H2O2
treatments. Color density indicates the relative
abundance (via log transform and then normal-
ization) of the identified lipid mass within each
hex. The filled red symbols show the position in
each sample of the bivariate median of the den-
sity field; the median position was determined by
progressive erosion of hexes in each bin plot. The
open red symbol in (b) shows the position of the
median in (a), indicating a shift in bulk chemical
composition of the P. tricornutum lipidome to-
ward the southwest under oxidative stress. This
shift reflects the same major trends observed us-
ing the hierarchical clustering approach for which
results are presented in Table D.9 (i.e., apparent
acyl elongation and an increase in acyl unsatura-
tion under oxidative stress). Hexagonal binning
and identification of the centroid via erosion were
peformed using the hexbin package for R (Carr et
al., 2015).
The utility of the HPLC-MS data screening approach presented in Chapter 3 (i.e., the
LOBSTAHS software) is limited in its current form by an incomplete understanding of the
chemistry that determines the adduct formation hierarchies at the heart of the method.
The default adduct ion hierarchies used to identify lipids in Chapter 3 and Chapter 4, and
Appendix B (i.e., those given in Table D.2) were determined empirically from repeated ob-
servations in the laboratory, and I recommend in Chapter 3 that other users of the software
make their own empirical observations of formation patterns in all target lipid classes prior
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to commencing any analysis. However, a mechanistic understanding of the role of chemical
structure in determining adduct ion formation patterns in different polar lipids would allow
new users to predict hierarchies without direct observations. While relative and absolute
adduct ion abundances are often reported in the literature, surprisingly little scientific at-
tention has been given to the underlying chemistry that produces these patterns. This lack
of attention is due in no small part to the fact that adduct formation — and differences
in response factors among the different adduct ions of the same precursor — have been
viewed largely as a nuisance to be minimized or a scientific transaction cost associated with
HPLC-MS analysis. A few notable exceptions do exist, such as an excellent two-part study
by Schug and McNair (Schug and McNair, 2002; 2003), who concluded that differences in
adduct ion formation patterns between compounds could be explained by comparison of the
acid dissociation constants (pKa), octanol-water partition coefficients (K iow) and surface
activities of the analytes and the pH, concentration, and type of solvent system. The work
by Schug and McNair could provide the basis for a more specific future study of adduct ion
formation mechanisms in polar lipids, the results of which could be used to build a predictive
tool within LOBSTAHS.
A second limitation of the current approach bears not on its design, but instead on how
the hundreds of compounds that can be identified in a single sample are visualized and
interpreted. For example, the data presented in Figure 3-2 could be reexamined in a Van
Krevelen ratio-ratio space, which would allow the user to begin associating changes between
treatments with implied chemical mechanisms (Figure 5-1). However, trends can be difficult
to discern in a “simple” Van Krevelen plot that contains > 103 features, as Figure 5-1 illus-
trates. Alternatively, a hexagonal binning approach could be used to compare the results
of different treatments in Van Krevelen space (Figure 5-2); clustering of compounds into
hexagonal bins preserves the integrity of the underlying data while reducing complexity to
facilitate visual interpretation. In Figure 5-2, the shift in Van Krevelen space of the multi-
variate median of the data under treatment with 150 𝜇M H2O2 (red symbol) is indicative
of the same major trends that were observed in the P. tricornutum experiment using the
hierarchical clustering approach for which results are presented in Table D.9 (i.e., apparent
acyl elongation and an increase in acyl unsaturation under oxidative stress).
Finally, the results presented in Chapter 3, Chapter 4, and Appendix B point to a more
fundamental limitation of methods such as that described in Chapter 3: The extent to which
181














































m/z=200.00-1500.00 F:  
FTMS + p ESI Full lock ms 
[100.00-1500.00]  
MS QE003120
Figure 5-3: Total ion current chromatogram (all features, m/z 200-1500, positive ionization mode) of a
marine lipid sample typical of those described in Chapter 4 and Appendix B. Annotations show major
features and retention time ranges for various classes of lipid . This figure shows the same water column
sample from Station E, Arthur Habor, West Antarctica, which is presented in the leftmost position in
Figure 4-10 and Figure 4-11. HRAM-HPLC-ESI-MS analysis and subsequent identification and screening of
lipids were performed as described in Chapter 4 and Appendix E.
the mass spectral features in a given set of lipid data can be definitively characterized as
individual compounds. One way to evaluate such methods is to examine the fraction of
chromatographic peak area that can be identified by the method in a sample of typical
complexity. Some performance statistics for the method described in Chapter 3 are given in
Table 3.2; however, these are based on the number of mass spectral features present in the P.
tricornutum dataset at various stages of data analysis. Instead, Table 5.1 shows the fractions
of total chromatographic peak area in a typical environmental lipid sample from Chapter 4
(Figure 5-3) that were identified using LOBSTAHS at different levels of certainty. This
accounting indicates that LOBSTAHS is capable in its current incarnation of identifying
roughly half of the total peak area in the sample recorded for ions between 200 and 1500
m/z. That roughly half of the total peak area remains unidentified in a typical sample —
as these results show — is ample inspiration for improvements to the method. The HPLC-
MS features in this unidentified fraction may very well represent additional compounds we
would typically consider to be lipids. But it is well worth considering the nonselective nature
of a lipid extraction, such as the modified Bligh and Dyer approach used throughout this
work: The wide range of K iow among natural organic compounds (Schwarzenbach et al.,
2003) suggests many other hydrophobic molecules we typically do not consider to be lipids
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will likely almost always be present in the retained organic phase introduced into the mass
spectrometer. The development of new methods to characterize this unidentified organic
matter — and improvements to current methods — will continue to be a key focus of efforts
in both biogeochemistry and human biochemistry.
In spite of these limitations, the results in this thesis — particularly those in Chapter 4
and Appendix B — demonstrate the potential of high-throughput lipid identification meth-
ods to assist biogeochemists and environmental scientists in assessing the impact of various
processes and changes in marine ecosystems across a variety of spatial and temporal scales.
The results in Chapter 4 indicate that changes and differences in ecosystem metalipidome
composition can be used to assess shifts in microbial community structure and quantify the
effect of various stressors on those communities. Based on this utility, one could make a
strong case for the inclusion of such lipid data as a standard time-series measurement within
the PAL-LTER and other LTER studies. A full exploitation of these molecules’ potential
in the context of the PAL-LTER study would require (1) a series of additional experiments
to identify compounds diagnostic of various other sources of abiotic and biological stress
and (2) characterization of the lipidomes of additional microorganisms important to the
ecosystem, particularly those of the cryptomonads which have become an increasingly im-
portant component of spring and summer phytoplankton blooms. A commitment to sharing
of data and a continuing emphasis on open-source software development will facilitate the
production of both improvements and new methods that address these challenges.
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Total peak area, m/z 200-1500 153 1.00 —
All lipids putatively identified using LOBSTAHSa 72 0.47 1.00
High-confidence compound assignments validated using
multiple screening criteriab
Unoxidized IP-DAG 7.8 0.05 0.11
Photosynthetic pigments 3.1 0.02 0.04
Unoxidized TAG 55 0.36 0.77
DNPPE (internal standard) 0.4 < 0.01 0.01
Otherc 5.4 0.04 0.07
Data in this table are presented for the water column sample shown in the leftmost position in Figure 4-10
and Figure 4-11; the corresponding chromatogram is presented in Figure 5-3. HRAM-HPLC-ESI-MS
analysis and subsequent identification and screening of lipids were performed as described in Chapter 4 and
Appendix E.
a See Chapter 3 and Section 4.4.6.1. A full list of the LOBSTAHS compound assignments applied to
the data can be downloaded from https://github.com/jamesrco/LipidPhotoOxBox/blob/master/data/
nice/LOBSTAHS_lipid_identities/PAL1314_LMG1401_particulate_all_LOBSTAHS_IDs_pos.csv (sample
“QE003120”).
b Section 4.4.6.1 describes the additional screening criteria we applied. The list of final, high-
confidence IP-DAG identified in the sample (N = 318; abundances in units of pmol L-1) is con-
tained in https://github.com/jamesrco/LipidPhotoOxBox/blob/master/data/nice/LOBSTAHS_lipid_
identities/PAL1314_LMG1401_particulate_IP-DAG_pmol_L.final.csv.





Captures In Situ Variation
in Oxygen Consumption and
Community Metabolism at
Very Fine Time Scales
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and B. A. S. Van Mooy. A new, autonomous device captures in situ variation in oxygen consumption and
community metabolism at very fine time scales.
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A.1 Abstract
We describe a new, incubation-based instrument that is deployed in situ to determine rates of
respiration and primary production in a wide range of marine and aquatic ecosystems. Dur-
ing deployments at a coastal pier and in the open ocean, the PHORCYS (PHOtosynthesis,
Respiration, and Carbon-balance Y ielding System) captured large natural fluctuations in
oxygen consumption and production rates over hourly timescales that were missed by tra-
ditional methods. The instrument, which uses fluorescence-quenching optodes fitted into
separate light and dark chambers, yielded metabolic rate estimates that generally agreed
with (1) two-point Winkler titrations and (2) a series of shipboard incubations. Piston-like
magnetically coupled actuators are used to open and close the PHORCYS chambers, al-
lowing the instrument to take in and discharge multiple samples (and make multiple rate
estimates) in the course of each deployment. We also present a new method for estimat-
ing uncertainties in metabolic rates calculated from continuous dissolved oxygen data. The
method, which is based on a common approach to time-series analysis in physical oceanog-
raphy, provides investigators with an alternative to the standard error of the regression slope
in instances when true replication cannot be achieved. Multiple successful, unattended de-
ployments of the PHORCYS in the open ocean represent a step toward long-term, fully
autonomous observations of community metabolism.
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A.2 Introduction
Accurate, reproducible, and cost-effective estimates of aerobic respiration and primary pro-
duction are essential for research across a diverse array of disciplines in the environmental
sciences (del Giorgio and le B. Williams, 2005; Staehr et al., 2012; Volkmar and Dahlgren,
2006). Rate measurements of these two metabolic parameters can be applied to various
problems, including validating the biogeochemical components of global climate models
(Denman et al., 2007), determining the trophic status of surface-water planktonic commu-
nities in open ocean ecosystems (le B. Williams, 1998), measuring rates of biological oxygen
demand (BOD) in treated wastewater (Spanjers et al., 1994), and identifying unexpected
metabolisms in the deep ocean (Reinthaler et al., 2010).
While an increasing demand for metabolic rate data has encouraged the development of
many different methods for estimating rates of photosynthesis (Ducklow and Doney, 2013),
the number of new methods for measuring aerobic respiration at the community scale has
lagged behind considerably (del Giorgio and le B. Williams, 2005). The majority of field-
based methods for measuring rates of respiration and primary production in the ocean fall
largely into two categories: (1) in situ geochemical tracer techniques that track changes
in dissolved oxygen and carbon dioxide within ocean water masses (e.g., the surface mixed
layer), and (2) in vitro incubation techniques that track the rates at which plankton exchange
oxygen or carbon dioxide in discrete seawater samples (i.e., bottle incubations). The merits
and faults of these two categories of approaches have been vigorously debated (Duarte et
al., 2013; Ducklow and Doney, 2013; le B. Williams et al., 2013). The former category has
benefited considerably from recent advances in sensor technology (Moore et al., 2009). By
maximizing the extent to which sensors are integrated into the surrounding environment,
low-power instruments increase the spatial and temporal resolution of geochemical tracers
in situ and permit increasingly autonomous, long-term deployments (Porter et al., 2009;
Prien, 2007; Riser and Johnson, 2008).
By contrast, sensor development has spurred relatively few technical advances in in
vitro incubation techniques. The traditional two-point light and dark bottle incubation
technique (Gaarder and Gran, 1927) and the 14C incubation method (Steeman Nielsen,
1952) continue to dominate incubation-based studies, although a number of other methods
have been introduced in recent decades (Bender et al., 1987; Kenner and Ahmed, 1975;
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Robinson and le B. Williams, 2005). These traditional methods may be prone to error
from (1) contamination, disruption, or bias introduced through the process of obtaining
seawater samples and preparing them for incubation (Suter et al., 2016); (2) unrepresentative
incubation conditions that do not faithfully reproduce the variations in temperature and
light inherent in natural systems; and (3) so-called “bottle effects” associated with low-
volume incubations which may limit nutrient availability (Furnas, 2002) or induce unnatural
changes in community structure (Calvo-DÃŋaz et al., 2011; Venrick et al., 1977); and (4)
the lack of temporal resolution inherent in measurements based only on two endpoints. In
any study where incubations are used, the choice of incubation methodology places inherent
limits on the spatial and temporal resolution of the data collected (Karl et al., 2001).
We describe here the PHOtosynthesis, Respiration, and Carbon-balance Y ielding System
(PHORCYS), a high volume, light and dark chamber incubation system for obtaining rates
of primary production and respiration at high temporal resolution under in situ condi-
tions. In designing the instrument, we endeavored to minimize the four major sources of
uncertainty associated with traditional incubation-based methods while constructing a sys-
tem that functions autonomously. We describe two versions of the instrument (“A” and
“B,” respectively) in which different mechanisms were used to effect closure of the incu-
bation chambers. In both cases, we sought to eliminate or reduce the need for repeated
wet-chemical measurements in the field (e.g., Winkler oxygen titrations). We first describe
design and validation of the PHORCYS using two independent methods, and then present
results of several deployments of the instrument in different ecosystem types.
A.3 Materials and Methods
A.3.1 Instrument Design and Operation
Both the “A” and “B” model PHORCYS systems are composed of only a few basic compo-
nents, making the designs highly scalable and cost-effective (Figure A-1a,b). In nearly all
instances, “off the shelf” components of different size or capacity can be easily substituted
for those we describe here.
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A.3.1.1 “A” Model
For construction of the prototype “A” model instrument (Figure A-1a), two 2.5 L Niskin-
style sampling bottles (opaque polyvinylchloride and transparent polycarbonate plastic, re-
spectively; actual usable volume, 2.6 L; General Oceanics, Inc., Miami, FL, USA) and a
watertight power supply, control, and data recording module were mounted to an aluminum
frame. (In experiments, the polycarbonate plastic reduced photosynthetically active radia-
tion (PAR) within the transparent chamber to 83% of incident strength.) Into each Niskin
bottle incubation chamber a fast-response, fluorescence quenching oxygen optode (Aanderaa
model 4330F; accuracy < 8 𝜇MO2; resolution < 1 𝜇MO2; Aanderaa Data Instruments, Inc.,
Bergen, Norway) was mounted using a watertight flange assembly. Each flange assembly
accommodated a spring-loaded mechanism that held the bottle endcaps open during de-
ployment and then closed them to initiate the incubation once the instrument was in place.
Closure of the chambers for incubation was effected using a time-release “burn wire” system.
Each watertight flange assembly accommodated a fusible burn wire plug to which the bottle
end caps were rigged prior to each deployment. When a sufficient current was applied to
the burn wire, the wire corroded and allowed the bottle endcaps to close; the chambers were




































































Figure A-1: Design and deployment of the PHORCYS. Major components of the “A” and “B” model PHOR-
CYS instruments are illustrated in (a) and (b), respectively. The current, “B” model device uses magnetically-
coupled actuators, allowing for multiple openings and closings of the chambers during a single deployment.
The “B” model instrument also includes several sensors for collection of auxiliary data, including photo-
synthetically active radiation (PAR), conductivity, ambient temperature, transmissivity, and chlorophyll
fluorescence. The “B” model also includes a third optode to measure dissolved oxygen concentrations in the
ambient water mass outside of the two chambers. (c) Rigging scheme for open-ocean deployments from a
drifting surface mooring, as described in the text.
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during each deployment after settings had been uploaded to the instrument via a serial ca-
ble. In the “A” model deployments (Figure A-2, symbols), we programmed the chambers
to close approximately 45 minutes after the PHORCYS had reached the desired depth.
A.3.1.2 “B” Model
Following our initial deployments in 2012 with the “A” model instrument, we redesigned
the chamber closure system to accommodate multiple incubations in the course of each
deployment. In addition, the “B” model instrument (Figure A-1b) includes several sensors
for collection of auxiliary environmental data. The data from these sensors (a third external
optode to monitor dissolved oxygen concentrations in the water mass outside of the two
chambers, photosynthetically active radiation, light transmission, chlorophyll fluorescence,
temperature, and conductivity) may be used to enhance the investigator’s interpretation of
dissolved oxygen fluxes within the chambers. In the “B” model instrument, both chambers
(usable vol. 5.7 L) are constructed of the same non-reactive polycarbonate plastic; the
opaque chamber was darkened by application of a coating to the outside of the cylinder. All
of the components are mounted to a load-rated stainless steel frame, allowing the instrument
to operate to a depth of 100 m. The “B” model chambers are opened and closed for incubation
by a magnetically coupled actuator commanded by the control electronics. The seals are
tapered to avoid the use of rubber O-rings that might have introduced a source of organic
contamination into the sample water. A single pressure case holds the controller/data logger
electronics and power source. The “B” model instrument uses three Aanderaa model 4531D
optodes, which offer accuracy and resolution similar to the 4330F model optodes but use
significantly more robust bulkhead connectors.
Depending on data rates, the nominal sampling power consumption is 50 mA at 12V,
while standby current is 2 mA. This allows a single battery pack to operate the instrument
for up to 30 days in unattended deployment mode. Data are recorded in an ASCII fixed-
field format onto a micro SD card in a DOS readable format. For attended deployments, a
combination communications and external power port provides the ability to observe data
in real time, allow program updates, download data, and power the instrument indefinitely.
The sampling interval is nominally set to one minute, though data can be collected as fre-
quently as every 15 s. The “B” model acquisition program determines sampling activity
by way of a real-time clock. The chambers can thus be programmed to open at any time,
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Figure A-2: Locations of
PHORCYS deployments
described in the text.
Primary map: Unattended
open-ocean deployments
from a surface mooring
were conducted using the
PHORCYS Model “A”
at 5 stations during two
cruises aboard the R/V
Knorr. Stations QL-2
and QL-2 were conducted
during cruise KN207-1;




PHORCYS Model “B” were
conducted in November
2016 at the Iselin Marine
Facility in Woods Hole,
MA, USA.
allowing the investigator to make multiple incubations of any desired length. In the con-
figuration used to acquire the data presented here, (Figure A-2, symbol) the chambers
were programmed to open at or around sunrise and the same operation was repeated at
sunset, providing two incubations in each 24-hour period that aligned with the beginning
and end of the photoperiod. The chambers are opened and then closed sequentially (i.e.,
one after the other) to reduce total current draw from the power source. The chambers
remain open for 30 minutes at the outset of each incubation, providing sufficient time for
the water to be fully exchanged before the chamber then closes; we confirmed this flushing
time was sufficient in both quiescent and flowing (~ 1 m s-1) waters using a series of tests
with a tracer dye (results not shown).
A.3.2 Instrument Deployments
We conducted 6 deployments of the PHORCYS in 3 distinct ecosystem types in the North
Atlantic basin (Figure A-2; Table A.1 and Table A.4). Open-ocean deployments of the
“A” model instrument were conducted during cruises aboard the R/V Knorr ; during these
deployments, the instrument was suspended at various depths in the euphotic zone from
an unattended, drifting surface buoy (Figure A-1c). Deployment and recovery were accom-
plished in 45-60 minutes from a standard oceanographic research platform (Figure A-3).
Pierside deployments were conducted at the Iselin Marine Facility, Woods Hole, MA, USA
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Figure A-3: Deployment and re-
covery of the PHORCYS “A”
model from a drifting surface
mooring during June 2012. Prior
to each deployment, a text in-
terface was used to set mis-
sion parameters via a serial cable
and personal computer. Using
the plain-language interface, one
can calibrate the optodes, spec-
ify the “burn time” at which the
chambers should close, and ad-
just the sampling interval. (a)
Both PHORCYS chambers are
cocked open using a burn wire as-
sembly immediately prior to ini-
tial deployment. (b) The sur-
face mooring is recovered. (c)
The PHORCYS is recovered with
both chambers sealed.
(41∘ 31′24′′ N 70∘ 40′20′′ W); the site adjoins a highly productive coastal embayment. The
open-ocean deployments (2 to 7 days in length) were made in “quasi-Lagrangian mode,” with
the goal of tracking a single water mass for the duration of the deployment. Oxygen con-
centrations (𝜇mol L-1 O2), percent saturation, and temperature were then recorded for each
chamber at one-minute intervals. Both the coastal (“B” model) and open-ocean (“A” model)
data were corrected for salinity upon recovery using concurrent in situ salinity observations
and manufacturer-supplied correction coefficients.
A.3.3 Instrument Calibration and Choice of Deployment Depth
Optodes were calibrated before each pierside deployment and prior to each research cruise
using a two-point method. An air-saturated solution was obtained by bubbling ambient
air for approx. 30 minutes through a sufficient volume of Milli-Q water using an aquarium
stone; a zero oxygen solution was obtained by dissolving an excess of reagent-grade Na2SO3
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into a beaker containing Milli-Q water. The optodes were then calibrated at atmospheric
temperature and pressure, as recommended by the manufacturer. At the open-ocean stations
(Model “A” instrument), the PHORCYS deployment depth was chosen based on profiles of
PAR from shipboard hydrocasts. Pierside deployments of the “B” model instrument were
conducted at a depth of 1.5 m.
A.3.4 Instrument Validation by Two Independent Methods
First, to validate the optodes’ ability to accurately track respiration, we used a standard
analytical method — two-point Winkler titration — to determine dissolved oxygen con-
sumption in triplicate water samples at the beginning and end of each deployment (for “A”
model data) or incubation period (for “B” model data). Winkler titrations were conducted
in 125 mL BOD bottles according to EPA Method 360.2 as modified for shipboard deter-
mination in seawater (Knapp et al., 1989). Initial Winkler titrations were made in samples
collected within 15 minutes of deployment using a Niskin or Go-Flo bottle suspended at the
same depth as the instrument. A set of three darkened 125 mL BOD bottles containing
water from the same Niskin or Go-Flo bottle was incubated at in situ temperature until
the PHORCYS was recovered (“A” model instrument) or the incubation period ended (“B”
model instrument); these samples were then sacrificed according to the same protocol. The
BOD bottles used in these incubations were triple-rinsed with 10 % HCl and then Milli-Q
water prior to sampling. All reagents for Winkler titrations were A.C.S. grade or better;
the Na2S2O3 titrant was standardized daily. Amperometric titration was performed using
an autotitrator (Metrohm 904 Titrando; Metrohm USA, Inc., Riverview, FL).
As an additional means of comparison during the “A” model (open ocean) deployments,
we also tracked changes in dissolved oxygen in a series of continuously monitored shipboard
bottle incubations. Water from the PHORCYS deployment depth was retrieved for these
incubations from a hydrocast made within one hour of deployment. Incubations were con-
ducted with gas-tight, 300 mL glass bottles, which had been soaked prior to deployment for >
2 months in Milli-Q water. At least 5 replicates were used for each series of measurements.
Determination of dissolved oxygen was made at 3- to 9-hour intervals using optode spot
minisensors (PreSens PSt3; Precision Sensing GmbH, Regensburg, Germany; Warkentin et
al., 2007) that were glued to the inside surfaces of the bottles using food-quality silicone
cement. The use of these optode spots eliminated the need for drawing of aliquots from
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the sample bottles. The incubations were conducted in the dark at in situ temperature as
described in Edwards et al. (2011).
A.3.5 Data Analysis
A.3.5.1 PHORCYS Rate Calculations
Volumetric rates of gross community respiration (GR) and net community production (NCP)
were calculated by linear least-squares regression of observations of dissolved oxygen concen-
tration over the length of the deployment (“A” model data) or incubation period (“B” model
data). We assumed the only significant chemical reactions contributing to oxygen consump-
tion and evolution in the two chambers were aerobic respiration and photosynthesis. These
redox reactions can be represented as
C6H12O6 + 6O2 → 6CO2 + 6H2O (A.1)
and
6CO2 + 6H2O + ℎ𝜈 → C6H12O6 + 6O2 (A.2)
As is the case with the classic light and dark bottle incubation technique, we assumed that
only respiration was taking place in the dark (i.e., GR; reported as positive quantities), while
both reactions were taking place simultaneously in the presence of light (i.e. NCP). Finally,
where possible, we calculated estimates of gross primary productivity (GPP) according to
the relationship
GPP = NCP + GR (A.3)
A.3.5.2 Rate Calculations from Winkler Titration Samples and Sensor Spot
Incubations
For the Winkler titration samples, oxygen consumption rates were calculated using a simple
difference of means (mean of concentrations in samples sacrificed at final timepoint − mean
of concentrations measured in initial sample). For the sensor spot incubations, we calculated
rates for each bottle using a linear least-squares regression of all observations recorded over
the time period; we then averaged the rates obtained for the various replicates to obtain a
final estimate.
196
A.3.5.3 Calculation of Uncertainties in Metabolic Rate Estimates
Uncertainties in rates based on the Winkler titration method were determined from the
standard deviations of the dissolved oxygen concentrations measured in the replicates at
each timepoint. For rates based on the sensor spot incubations, we used the standard error
of regression. To estimate the uncertainties in our PHORCYS rate estimates, we adapted
a technique traditionally applied to time-series data in physical oceanography (Emery and
Thomson, 2001). The ideal means of estimating uncertainties in PHORCYS rates would
have been true biological replication, i.e., the simultaneous deployment of several identical
instruments in the same water mass. One could then have used the standard deviation of
the rate measurements in each different instrument as an estimate of the overall uncertainty.
Because we had only one instrument — an exceedingly common situation in oceanographic
work — such true replication was not possible. The standard error of the regression slope
provides one possible estimate of uncertainty in time-series dissolved oxygen data; for exam-
ple, this common approach was recently applied to data from in situ chamber incubations
of sinking marine particle material (McDonnell et al., 2015). However, we assumed that the
standard error of regression would significantly underestimate the true uncertainty in our
estimates since it does take into account the reduced number of degrees of freedom in such
a time series. Because the data points in such a dissolved oxygen time series are not inde-
pendent of one another, there are almost always far fewer effective degrees of freedom 𝑁*
in such data than the number of observations (i.e., data points) N (Emery and Thomson,
2001).
Our approach was the following: For each time series of dissolved oxygen concentrations,







where C (0) is the value of the autocorrelation function C of the time series at lag 𝜏 = 0,
and B0 is the value of the autocorrelation function at the first zero crossing, which (after,
e.g., Talley et al., 2011) we use as an estimate of the timescale of decorrelation. We then
followed the method of Emery and Thompson (Emery and Thomson, 2001) to estimate the
effective number of degrees of freedom 𝑁* from T, N, and Δt, where Δt is the sampling
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In this formulation, Δt is therefore the total length of the oxygen time series in which the
rate estimate was made. Finally, we used this 𝑁* to obtain 𝑠𝛽1,𝑎𝑑𝑗 , an adjusted estimate of
the standardized uncertainty in the slope parameter of the regression (i.e., 𝛽1, the rate of












N is the number of observations (as above), and Δ is the determinant 𝑁𝑆𝑥𝑥 − 𝑆2𝑥. Those
familiar with least-squares regression will observe that Equation A.6 is simply the formula
for calculation of the standard error of the regression slope in the unweighted case, except
that 𝑁* is used instead of N. A MATLAB script provided online (see Section A.7, below)
can be used to estimate the 𝑁*-based uncertainty in a dissolved oxygen time series from the
PHORCYS or any other source.
A.4 Results and Discussion
A.4.1 PHORCYS Metabolic Rate Estimates
We observed a significant degree of daily and hourly variability in the time series data from
each PHORCYS deployment (e.g., Figure A-4). This variability manifested itself in a wide
range of daily metabolic rate estimates (Table A.1 and Table A.4), indicating PHORCYS
integrated signals from diverse biological and physical forcings, including cyclical changes
in cellular growth cycle, surface-layer water temperature, and irradiance. Daily rates of GR
were estimated from dark chamber data for all “A” and “B” model PHORCYS deployments
(Table A.1). Erroneous readings from one of the optodes and a system malfunction prevented
us from recovering usable NCP data from the transparent chamber during two of the open-
ocean “A” model deployments. During the 24-27 April 2012 deployment, the chosen depth
of 29 m provided insufficient PAR (< 3% of surface intensity) to support photosynthesis in
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Figure A-4: Unattended observations of ecosystem metabolism made with PHORCYS during a sub-Arctic,
open-ocean deployment aboard the R/V Knorr. A midsummer bloom of a calcifying phytoplankton species
was in progress at the site (Collins et al., 2015) when these observations were made. Estimates (in units of
𝜇mol O2 L-1 d-1) of gross community respiration (GR) and net community production (NCP) were obtained
by linear least-squares regression for (a) the entire length of the deployment and (b) for each full, 24-day
during the deployment. The various regressions are shown as traces (GR as solid trace; NCP as dashed
trace) superimposed over the instrument data. GPP was calculated as the difference between GR and NCP
based on Equation A.3 in the text. Uncertainties were determined using the effective degrees of freedom
method described in Section A.3.5.3 of the text. (c) Diel warming of the surface layer is evident in in situ
temperature data.
An obstruction prevented the transparent chamber from closing during the November 2016
“B” model deployment, allowing us to recover useful data from only the dark chamber.
We captured daily rates of GR ranging from 1.82 ± 0.18 𝜇mol O2 L-1 d-1 at a mid-
latitude station in the North Atlantic to 10.52 ± 7.51 and 18.93 ± 1.87 𝜇mol O2 L-1 d-1
in two different water masses at the Woods Hole pier in early November (Table A.1). The
wide variation in GR we observed with the PHORCYS covers a significant range of the
rates for marine systems compiled by Robinson and Williams (2005). Daily rates of GPP
captured by the PHORCYS ranged from essentially zero on several days at a mid-latitude
station in the North Atlantic (Table A.4) to 8.68 ± 0.13 𝜇mol O2 L-1 d-1 for one 24-hour
period at during a coccolithophore bloom (Collins et al., 2015) in the sub-Arctic North
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Atlantic (Figure A-4). Rates of NCP ranged from -1.98 ± 0.39 𝜇mol O2 L-1 d-1 to -5.56
± 0.12 𝜇mol O2 L-1 d-1 (Table A.4). Increasing evidence suggests the significant sub- and
inter-daily variation in metabolic activity captured by the PHORCYS exists in all almost
natural aquatic systems (Caffrey, 2004; Collins et al., 2013; Staehr et al., 2012); even in
oligotrophic waters, respiration and production rates may change significantly from one
day (or hour) to the next, even as the system maintains an overall state of near trophic
balance (Aranguren-Gassis et al., 2012). The types of fluctuations we observed in the various
dissolved oxygen time series obtained from the PHORCYS appear to be characteristic of
incubation-based in situ instruments. McDonnell et al. (2015) and Boyd et al. (2015) both
observed similar behavior in dissolved oxygen data during recent deployments of an in situ
device that measures oxygen consumption rates on marine particles.
A.4.2 Performance of Method for Estimation of Uncertainties
Our method of estimating uncertainties in PHORCYS rates produced values of 𝑁* that were
typically << N, the number of observations in the given dissolved oxygen time series (Ta-
ble A.2). Using the effective degrees of freedom, we obtained adjusted uncertainty estimates
for our PHORCYS rates (𝑠𝛽1,𝑎𝑑𝑗 ) which were much greater in each case than the standard
error of the regression slope, 𝑠𝛽1 (compare 24.8 % and 3.4 % mean precision, respectively;
Table A.2). One disadvantage of estimating uncertainty using 𝑁* is that the uncertainty
will be least somewhat proportional to the length of the time series considered. However,
the method provides a more honest estimate of error that considers both the precision of
the measurements and their number.
A.4.3 Evaluation of Instrument Performance Using Independent Meth-
ods
PHORCYS estimates of community respiration were systematically higher than those cal-
culated for the same waters using the two-point Winkler titration method (Figure A-5a;
Table A.1). While there was a significant correlation between estimates from the two dif-
ferent methods (r2 = 0.42; p < 0.01), the traditional Winkler titration approach appeared
to underestimate rates of respiration by nearly one-third. In contrast, rate estimates from
the PHORCYS generally agreed with those based on our non-destructive optode sensor
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(GR) rate estimates from
the PHORCYS (x -axis)
with rates determined by
(a) the two-point Winkler
titration method and (b) a
series of shipboard bottle
incubations using optode
sensor spots. A Type II
(major axis) regression was
fit to each set of paired
observations using the
lmodel2 package for R
(Legendre, 2014). A red 1:1
line is superimposed in each
panel for reference.
(Figure A-5b; correlation was not statistically significant). There are several possible expla-
nations for the observed divergence between estimates of respiration from the PHORCYS
and those we made with the Winkler titration method.
A.4.4 Possible Sources of the Observed Discrepancies Between Methods
Some of the discrepancy may be due to errors introduced during the handling and manipula-
tion of samples for bottle incubations; these are summarized briefly in the preceding sections.
The PHORCYS minimizes physical disturbances associated with seawater handling: Since
the instrument takes seawater samples and then incubates them in place, the planktonic
community does not experience rapid changes in the temperature, pressure, and light as-
sociated with bringing water samples to the surface via hydrocast and preparing them for
shipboard incubations. This category of potential bias also includes the displacement of
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water that can sometimes occur during the repeated stopperings required by the Winkler
titration method. To incubate a water sample in a BOD bottle, the bottle must be filled
and then stoppered; this necessarily displaces all extra sample in the neck of the vessel at
the outset of the incubation. The bottle must then be unstoppered at the conclusion of
the incubation and the Winkler reagents introduced without the benefit of any additional
sample in the neck of the bottle; this can create dead volume into which an air bubble may
be introduced. In a brief and simple follow-up experiment to evaluate the possible effect of
this process, we filled eight 125 mL BOD bottles from a single Niskin bottle using standard
gas sampling procedure. We immediately fixed one set of 4 replicates by adding the initial
Winkler reagents and then stoppering the bottles. We filled the second set of replicates
without adding any reagents and then stoppered the bottles, as we did for the samples we
incubated in parallel to the PHORCYS. After 30 seconds, we unstoppered the bottles and
then added the Winkler reagents, as at the end of the parallel incubations. While the oxygen
concentration in the two sets of bottles differed only slightly, we observed a greater variation
in the set of samples subjected to repeated stoppering and unstoppering (compare 281.7 ±
0.6 𝜇M O2 in the set of samples fixed immediately with 284.1 ± 2.5 𝜇M O2 in the latter;
mean ± SD, N = 4).
Other bottle effects related to vessel size or to differences in the surface area to volume
ratios of the vessels may also help to explain the discrepancies. The comparatively large
volumes of the PHORCYS chambers (Table A.3) may allow the instrument to capture a
significant degree of the natural spatial heterogeneity that exists in the marine environment.
In addition, the internal surface area to volume ratios of the chambers in both models of
the PHORCYS (“A” model, 0.67; “B” model 0.34) were lower than those of either standard-
volume BOD bottle (125 mL bottle, 0.83; 300 mL bottle, 0.77; Table A.3). Alternatively,
the well-documented dependence of community respiration rates on temperature (Yvon-
Durocher et al., 2012) may explain some of the apparent disagreement: While temperatures
within the PHORCYS chambers fluctuated only according to the slight natural warming
and cooling of the surface layer, the temperature inside the incubator in which the Winkler
samples were kept during the shipboard deployments fluctuated during each series of ex-
periments by ± 2∘C from the target. Finally, the nature of linear regression itself may also
play a role in differences observed between the PHORCYS and the Winkler-based method.
A least-squares regression line fit to a large set of observations collected at high temporal
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frequency, such as those obtained from the PHORCYS, is sensitive in some degree to each
of those observations. In comparison, a rate calculated from the beginning and ending oxy-
gen concentrations in the two-point Winkler method is necessarily sensitive only to those
two observations. Regression of data from the PHORCYS is thus more sensitive to the
potentially significant natural variability that has previously escaped direct observation.
A.5 Conclusion
Through autonomous collection of biogeochemical observations at uniquely high temporal
frequency, the PHORCYS yields precise estimates of community metabolic activity while
simultaneously freeing the analyst from the logistical constraints of attended water column
sampling and preparation of shipboard incubations. While we cannot know for certain the
origin of the systematic discrepancy between PHORCYS rate estimates and those based
on the traditional two-point Winkler method, the instrument’s design allows investigators
to avoid many of the potential biases that have been well-documented in the literature on
bottle incubations. The PHORCYS can be used to collect information about the metabolic
state of a variety of ecosystems at minimal cost and burden to the user.
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A.7 Availability of Data and Code
A MATLAB script to read in, process, and estimate rates and uncertainties in dissolved
oxygen data from the PHORCYS is provided online at https://github.com/jamesrco/
DO_Instruments/tree/master/PHORCYS. The script can be easily adapted to calculate 𝑁*-
based estimates of uncertainty in any dissolved oxygen time series. All PHORCYS and
Winkler titration data and other scripts required to reproduce the results and figures in this
work are available online in the same location.
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Table A.1: Rates of Community Respiration Measured in Opaque Bottles using the PHORCYS and Two Independent, Traditional Methods


















24-27 Apr 2012 Entire deployment 71.6 PS-1 A 1.82 ± 0.18 3.22 ± 0.67 0.57 ± 0.10
30 Apr - 3 May 2012 Entire deployment 65.4 PS-2 A 4.16 ± 0.28 1.11 ± 0.16 1.18 ± 0.04
17-19 June 2012 Entire deployment 41.2 QL-1 A 2.44 ± 0.32 3.35 ± 0.46 3.47 ± 0.16
23-27 June 2012 Entire deployment 77.4 QL-2 A 7.82 ± 0.43 4.03 ± 0.26 —
7-11 July 2012 Entire deployment 94 QL-4 A 6.02 ± 0.52 7.90 ± 0.57 7.40 ± 0.23
7-8 Nov 2016 17:15-06:00 12.7 Iselin Docks B 18.93 ± 1.87 — 5.92 ± 1.00
8 Nov 2016 06:15-16:45 10.5 Iselin Docks B 2.15 ± 1.60 — -0.74 ± 2.36
8-9 Nov 2016 17:20-06:00 12.7 Iselin Docks B 8.01 ± 1.89 — 4.31 ± 0.85
9-10 Nov 2016 17:30-06:00 12.5 Iselin Docks B 10.52 ± 7.51 — 5.39 ± 1.33
a Cruise station or geographical location (Figure A-2); additional metadata for each station are provided in Table A.4.
b Uncertainty adjusted for effective degrees of freedom, as described in Section A.3.5.3 in the text
c Mean of ≥ 5 replicates; uncertainty derived from standard error of regression slope
d Mean of 3 replicates; uncertainty derived from standard error
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24-27 Apr 2012 1.82 2150 71.6 66.5 0.03 0.18 1.6% 9.9%
30 Apr - 3 May 2012 4.16 1964 65.4 21 0.03 0.28 0.7% 6.7%
17-19 June 2012 2.44 1238 41.2 76.4 0.08 0.32 3.3% 13.1%
23-27 June 2012 7.82 2323 77.4 10.7 0.03 0.43 0.4% 5.5%
7-11 July 2012 6.02 2820 94 49.8 0.07 0.52 1.2% 8.6%
7-8 Nov 2016 18.93 765 12.7 19.8 0.29 1.87 1.5% 9.9%
8 Nov 2016 2.15 627 10.5 17 0.25 1.6 11.6% 74.4%
8-9 Nov 2016 8.01 760 12.7 16.2 0.26 1.89 3.2% 23.6%
9-10 Nov 2016 10.52 750 12.5 8.7 0.71 7.51 6.7% 71.4%
Mean 3.4% 24.8%
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Table A.3: Estimated Surface Area to Volume Ratios of PHORCYS Chambers and Standard
BOD Bottles








PHORCYS “A” model chamber 2610 1760 0.67
PHORCYS “B” model chamber 5680 2035 0.34
Typical 125 mL BOD bottle 149.2 ± 0.3 124.4 ± 5.0 0.83
Typical 300 mL BOD bottle 299.2 ± 0.4 229.1 ± 4.3 0.77
The average volumes and surface areas reported in this table for BOD bottles were determined from inde-
pendent measurements of the dimensions of 10 different bo ttles of each size; these were chosen at random
from the Woods Hole Oceanographic Institution inventory.
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Table A.4: Mixed-Layer Metabolic Rates from Deployments of the Photosynthesis and Respiration Carbon Yielding System (PHORCYS)
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5.69 ± 0.12 -5.56 ± 0.12 0.13 ± 0.13
25 Jun 13.6 ± 0.1 -4.95 ± 0.11 8.68 ± 0.13
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12.5 8.01 ± 1.89 — —
a See Figure A-2
b Provided for open-ocean stations only (from shipboard hydrocasts); defined as the depth at which PAR = 1 % of surface intensity
c GR: gross community respiration, from opaque (dark) bottle; respiration rates are reported as positive values by convention
d NCP: net community production, from transparent (clear) bottle
e GPP: gross primary production, calculated as sum of GR and NCP based on Equation A.3 in the text
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Appendix B






In this appendix, I present some preliminary results from an experiment in which whole, un-
filtered surface seawater samples from a site in the North Pacific Subtropical Gyre (NPSG)
were exposed to different qualities of natural radiation during a series of shipboard incuba-
tions. Samples were analyzed for patterns and biomarkers of lipid photooxidation using the
lipidomics pipeline described in Chapter 4.
B.2 Brief Summary of Methods
Seawater was retrieved by CTD from the surface layer at Station ALOHA (22∘ 45′ N, 158∘
00′ W) on 28 March 2016 during cruise KM-1605 aboard the R/V Kilo Moana. Approx. 2 L
of unfiltered seawater was dispensed using acid-washed tubing into each of 12 acid-washed
polyvinyl fluoride (PVF; i.e., Tedlar) air-sampling bags that had modified for oceanographic
use with reinforced seals and valves (SKC Inc., Eighty Four, PA, USA). Three t = 0 samples
were sacrificed immediately. The remaining nine bags containing seawater were then incu-
bated under natural sunlight for 24 hours (from 1600 on 28 March to 1600 on 29 March)
in an on-deck aquarium aboard the Kilo Moana. Temperature was maintained at 26.2∘C,
roughly 1.5∘C warmer than the ambient sea surface temperature. Three light screening
treatments were applied (Figure B-1). One set of 3 replicates was incubated without any
additional screening, allowing roughly 60 % of the UVB-range radiation and 75 % of the
UVA-range radiation to reach the sample. A second set of sample bags was shielded during
incubation with sheets of 4-mil-thickness polyethylene terephthalate (PET; i.e., Mylar) film,
which reduced the dose of UVB radiation reaching the sample to nearly zero (Figure B-1).
Finally, three bags were incubated in darkness as a light treatment control. We refer to
these treatments as “+UVB,” “-UVB,” and “dark control,” respectively.
Upon sacrificing, 1000 mL of water from each bag was filtered first through a 0.2 𝜇m
pore size Durapore hydrophilic membrane filter (Whatman) to collect particulate phase
biomass. The filtrate was passed immediately through a 6 cc Waters Oasis HLB solid-
phase extraction (SPE) cartridge containing 200 mg of sorbent (30 𝜇m particle size; Waters
Corporation, Milford, MA, USA). The filters were wrapped in foil and immediately snap-
frozen in liquid nitrogen. The SPE cartridges were sealed at both the syringe tip and
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top opening, wrapped in foil, and frozen immediately at -80∘C. Extraction and HRAM-
HPLC-ESI-MS analysis of the particulate samples was performed as described in Chapter 3
and Chapter 4. Samples were obtained from the SPE cartridges using a two-phase elution
protocol (methanol, followed by acetonitrile) described by Edwards et al. (in prep). Both the
MeOH and ACN fractions were collected for HRAM-HPLC-ESI-MS analysis. Identification
of unoxidized and oxidized lipids was performed according to the methods described in
Chapter 3 and Chapter 4. Initial feature identification and grouping was performed using
xcms (Benton et al., 2010; Smith et al., 2006; Tautenhahn et al., 2008), CAMERA (Kuhl
et al., 2012), and LOBSTAHS (Collins et al., 2016); the additional data analysis criteria
described in Chapter 4 were then applied as an additional means of confirming each lipid
identity. IP-DAG and TAG were quantified using authentic standards (Avanti Polar Lipids;
Nu-Chek Prep).
B.3 Results
UVB exposure induced changes in both bulk lipid properties and in the relative distributions
of individual lipid species within the metalipidome. We positively identified 1,680 individ-
ual intact polar diacylglycerol (IP-DAG) and triacylglycerol (TAG) species in particulate
samples from the three experimental treatments (Figure B-3b). The fraction of identifiable
lipid biomass concentrated in oxidized species was greater in the +UVB treatment after 24
hours of continuous exposure than in either the control or -UVB treatments (compare 47
± 35 % to 27 ± 6 % and 28 ± 9 %, respectively; mean ± standard deviation; Figure B-
2a). However, the enhanced oxidation we observed in the +UVB treatment was not evenly
distributed within the lipid inventory: Membrane lipids (IP-DAG) identified in the +UVB
treatment tended to be more oxidized than TAG (compare mole fractions identified as oxi-
dized lipid species of 48 ± 20 % and 54 ± 28 %, respectively; mean ± standard deviation).
Exposure to UVB radiation also significantly reduced the overall size of the lipid inventory
in the +UVB treatment compared to the control and -UVB treatment. This effect was
highly pronounced, with a reduction of 5666.6 ± 2827.5 pmol lipid L-1 observed in samples
from the +UVB treatment (Figure B-2b). An examination of changes in the distributions
and abundance of individual lipid species (Figure B-3 and Figure B-4) suggested that the
increase in lipid oxidation state we observed in the +UVB treatment was due primarily to a
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disproportionate reduction in the total mass of unoxidized lipid species under prolonged ex-
posure to UVB radiation, and not to a large increase in the mass allocated to oxidized lipids
and oxylipins. For example, fluxes of the 25 most abundant lipids in the dataset (nearly
all unoxidized) indicate that removal of unoxidized lipids was more significant on a molar
basis than production of oxidized lipids (Figure B-3a). However, consistent with the results
we observed in liposome experiments (Chapter 4), ingrowth of several oxidized lipid species
was observed in the +UVB treatment (Figure B-4). Although these oxidized species did not
account for a large fraction of the overall lipid mass, the inventory of species exhibiting the
























Polyvinyl fluoride (PVF) film bag











Figure B-1: (a) Transmission
spectra of the sampling bags and
glass incubation vessels used in
the lipid photooxidation experi-
ments described in Appendix B
and Chapter 4, respectively.
Spectra were measured with a
dual-path benchtop spectropho-
tometer. (b) Inset, showing
transmissivities in the UVB spec-














































Figure B-2: Bulk properties of lipids in the particulate fraction over the course of the UV exposure ex-
periment. The two panels show changes in (a) oxidation state and (b) magnitude of the particulate lipid
inventory at the two timepoints in the experiment. Results reflect properties of a lipid fraction containing
both triacylglycerols (TAGs) and seven classes of intact polar diacylglycerol (IP-DAG). Error bars represent
standard errors. In (b), the decrease in lipid concentration observed in the +UVB treatment (-5666.6 ±
2827.5 pmol lipid L-1) was significant at p < 0.01 using a paired t-test, but was not significant (p = 0.10)
when the difference was evaluated simultaneously with all other possible pairings using Tukey’s test for






Fold change from 
init. concentration
-4 0 2 4-2
TAG 52:1, RT 22.77 min.
TAG 50:0, RT 22.77 min.
TAG 46:0, RT 21.05 min.
TAG 48:0, RT 21.86 min.
TAG 52:2, RT 21.83 min.
PE 36:2, RT 17.2 min.
DGDG 30:1, RT 14.07 min.
SQDG 28:0, RT 12.07 min.
TAG 50:1, RT 21.84 min.
TAG 50:2, RT 21.06 min.
TAG 48:1, RT 21.06 min.
PE 34:2, RT 15.87 min.
PG 33:1, RT 14.81 min.
PG 36:2, RT 15.24 min.
PG 34:2, RT 14.19 min.
SQDG 30:2, RT 11.36 min.
PE 32:1, RT 15.77 min.
TAG 36:1 +4O, RT 14.92 min.
MGDG 30:1, RT 14.92 min.
SQDG 30:0, RT 13.32 min.
SQDG 30:1, RT 12.3 min.
PG 32:1, RT 14.04 min.
PG 41:5, RT 13.97 min.
DGDG 28:1 +3O, RT 13.71 min.















Figure B-3: (preceding page) Changes in individual lipid abundances over the course of the UV exposure
experiment. The heatmaps show log2 (fold) changes after 24 hours in (a) the 25 most abundant individual
lipids (TAG or IP-DAG) in the initial, unfiltered seawater sample from Station ALOHA and (b) all positively
identified species (N = 1680). Dendrogram clustering was performed using an unsupervised clustering
algorithm.
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Fold change from 
init. concentration





DGTS or DGTA 30:5 +4O, RT 14.01 min.
DGTS or DGTA 27:1 +3O, RT 10.87 min.
DGTS or DGTA 41:0 +1O, RT 19.09 min.
DGTS or DGTA 32:3 +2O, RT 18.57 min.
SQDG 39:1 +1O, RT 19.67 min.
DGDG 30:0, RT 19.68 min.
SQDG 46:8 +4O, RT 10.53 min.
PG 30:4, RT 7.55 min.
DGDG 32:1 +4O, RT 8.73 min.
PG 37:8 +3O, RT 7.76 min.
SQDG 39:7 +3O, RT 9.98 min.
SQDG 42:6 +2O, RT 8.73 min.
PE 31:3 +2O, RT 7.55 min.
PG 52:4 +1O, RT 18.69 min.
TAG 54:6 +4O, RT 21.18 min.
TAG 37:8 +1O, RT 13.97 min.
MGDG 38:5, RT 11.35 min.
MGDG 33:2 +1O, RT 14.75 min.
PC 38:1, RT 17.47 min.
PE 41:1, RT 17.47 min.
PG 31:3 +3O, RT 8.98 min.
PG 43:4 +3O, RT 12.51 min.
TAG 39:4 +3O, RT 18.57 min.
PC 30:4 +1O, RT 18.15 min.
PE 33:4 +1O, RT 18.15 min.
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Figure B-4: (preceding page) Log2 (fold) changes after 24 hours in the 25 lipid species showing the greatest
relative increase in the +UVB treatment.
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C.1 Supplementary Figures




























































Figure C-1: Summary statistics for bacterial production data. (a) Box-and-whisker plot by depth of all
leucine incorporation observations, corrected for activities in killed control samples. (b) Box-and-whisker
plot by depth of the signal-to-noise ratio, i.e., the ratio of the mean of the activity measured in the three
live replicates to the activity in the killed control. Red lines represent the median values for each depth,











































































































Figure C-2: Contour plots of water column bacterial production rates measured using the 3H-leucine incor-
poration method along the (a) KN207-1 and (b) KN207-3 cruise tracks. Data are presented in volumetric
units of leucine uptake and in mg C m-3 d-1. For conversion to units of C in these plots (on secondary axis),
an isotope dilution (ID) of 1 and a conversion factor 𝜈𝐶:𝑙𝑒𝑢 of 1.5 kg C (mol leu)-1 were assumed, making
the rates a minimum estimate of bacterial carbon turnover. Superimposed (+) are locations of our discrete













































Figure C-3: Mixed layer community respiration rates at four process stations calculated using two different
methods. x -axis: Rates calculated from a series of 300 mL shipboard incubations using optode sensor spots.
y-axis: Rates calculated using a traditional two-point Winkler titration method. A type II (major axis—
orthogonal distance) linear regression was fit to the data (solid black trace; 𝑦 = 1.13𝑥− 1.07; r2 = 0.95). A
1:1 line (dashed red trace) is superimposed for reference. Error bars represent uncertainties from replication




Table C.1: Depth-Integrated Measures of Microbial Metabolic Demand and Model-Diagnosed Estimates of the Partitioning between
















Bermuda-Atlantic Time Series (BATS) study site,
Sargasso Sea (31∘ 40′ N, 64∘ 10′ W)
150-500 13-70 4 Individual observations McDonnell et al. (2015)
Porcupine Abyssal Plain (PAP) site (48∘ N, 16.5∘
W)
50-500 30-250 29 Individual observations; only one
observation >200 m d−1
Villa-Alfageme et al.
(2014)
Multiple sites along E-W cruise transect from
Massachusetts to NW Africa,
0-500 0.2-22 22 Individual observations for lithogenic
particles from Aeolian inputs
Ohnemus and Lam (2014)
PAP site 50 9 ± 9 — Mean for slow sinking particle size pool
(<10 m d−1)
Riley et al. (2012)
181 ± 8 — Mean for fast sinking pool (>350 m d−1)
Coastal Norway (60∘ 16′ N, 5∘ 12′ E) 9 — Mean value for all sediment trap material
between 80-400 𝜇m
Bach et al. (2012)
12.5 ± 4.8 — Mean value for fecal pellets
Canary Current (27∘ 30′ N, 016∘ 15′ W; 27∘ 30′
N, 15∘ 45′ W)
260 0.7-11 — Range given for slow-sinking particle
fraction comprising ∼ 60% of total POC
Alonso-González et al.
(2010)
POMME study area, NE of Azores (39-45∘ N,
15-21∘ W )
<1000 m 10 — Mean value estimated for particle size
fraction >100 𝜇m diameter; largely based
on observations in mesoscale eddy features
Guidi et al. (2007)
N-S JGOFS cruise transect from NW of Azores
(40∘ 37′ N, 20∘ 5′ W) to Iceland (63∘ 1′ N, 22∘
25′ W)
<1025 m 137.8-162.5 — Lower and upper limits for bulk sinking





𝑥 = 141 ± 11
6 Estimates for particles from individual
coccolithophore species
NABE site W of Madeira Island (34∘ N, 21∘ W) <1000 m 46 1 Individual observation Honjo and Manganini
(1993)
NABE site in central N. Atlantic (48∘ N, 21∘ W) <1000 m 32-116 3 Individual observations Honjo and Manganini
(1993)
Porcupine Seabight (50∘ N, 13∘ W) Surface to
deep ocean
100-150 — Range of values for diatom aggregates Billett et al. (1983)
a We restricted our reporting of the literature to values measured for depths < 1000 m for the region between 22∘ N and 66∘ N latitude. From these 9 studies, we
gathered 72 individual observations of the average particle sinking velocity; these were used to generate the histogram in Figure 2-5s. Where values were reported
for multiple depth ranges, we used the observations most applicable to the range of depths (50-300 m) we evaluated in our study. An extensive compilation of




Table C.2: Water Column Respiration Rates Measured in the Mixed Layer Using Two Methods, April-July 2012a







O2 m−3 d−1 ± uncertainty)
Method Precision (error as









KN207-1 QL-1 38∘ 52′ 47.4′′ N
69∘ 6′ 19.2′′ W
24-27 Apr 2012 38 29 3.46 ± 1.01 5.04 ± 0.12 29.20% 2.39%
QL-2 32∘ 57′ 2.4′′ N
65∘ 44′ 58.8′′ W
30 Apr-3 May 2012 — 14 1.11 ± 0.34 1.18 ± 0.04 30.60% 3.39%
KN207-3 PS-1 43∘ 1′ 58.6′′ N
27∘ 15′ 31.8′′ W
17-19 Jun 2012 58 20 2.51 ± 1.18 3.47 ± 0.16 47.00% 4.73%
PS-2 53∘ 29′ 43.0′′ N
30∘ 45′ 2.6′′ W
23-27 Jun 2012 26 7 4.03 ± 0.46 — 11.40% —
PS-3 61∘ 37′ 9.22′′ N
34∘ 6′ 9.64′′ W
1-5 Jul 2012 42 21.5 2.55 ± 1.11 — 43.50% —
PS-4 61∘ 41′ 40.4′′ N
33∘ 46′ 21.7′′ W
7-11 Jul 2012 41 20 7.90 ± 0.80 7.40 ± 0.23 10.10% 2.92%
a Community respiration rates of free-living microorganisms in unfiltered water samples. Rates from both methods are based on dissolved oxygen data. For
conversion to units of C, a molar respiratory quotient of 117/170 was used.
b The depth at which photosynthetically active radiation (PAR) was equal to 1% of surface irradiance, as determined by CTD. We were unable to obtain PAR
data for station QL-2 due to a sensor failure.
c We report rates here in volumetric units of dissolved oxygen; to convert to units of mg C m-3 d-1, multiply these rates by the respiratory quotient (e.g. 117/170)
× 12.01 g mol-1.
d Mean of ≥ 5 replicates; rate calculated by linear regression of measurements taken at multiple time points in replicate incubations. Uncertainty is reported as
the standard error of regression.
e Mean of 3 replicates; rate calculated as difference of titrations at t = 0 and conclusion of incubation. Uncertainty is reported as standard error.
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D.1 Supplementary Methodological Details Not Described in
the Text
D.1.1 Conversion of .raw Data Files to .mzXML Format
After acquiring data from the mass spectrometer, we employed a short, custom R script (Ex-
active_full_scan_process_ms1+.R) to automate three functions of the msConvert (Kessner
et al., 2008) command-line tool. The script first converts all Thermo .raw files in a given
dataset to the open-source .mzXML format, which is used by many chromatographic align-
ment and peak picking applications. It then converts the profile-mode mass spectral data in
each file to a series of centroids. Finally, the script automates the extraction of the positive
and negative ion mode full scan events from each sample into separate files. In the Exactive
instrument configuration described in the text, the full scan events from the two ion modes
appeared in each data file as the first and third scan events at each time point, respectively.
(The second and fourth scan events at each time point were the positive and negative mode
AIF scans.) The extraction and separation of scans from the two ion modes was necessary
to accomplish subsequent analysis using the pipeline. In our analysis of the P. tricornutum
dataset, we omitted from this step two blanks and data from two samples collected at the
4 h timepoint (one of two replicates from each of the 0 𝜇M and 150 𝜇M H2O2 treatments)
because of an unexpected shift in chromatography that rendered the data incompatible with
our analysis.
D.1.2 Sample Injection, Chromatography and ESI Source Settings
20 𝜇L injections of sample were made onto a C8 Xbridge HPLC column (particle size 5
𝜇m, length 150 mm, width 2.1 mm; Waters Corp., Milford, MA, USA). Eluent A consisted
of water with 1% 1M ammonium acetate and 0.1% acetic acid. Eluent B consisted of 70%
acetonitrile, 30% isopropanol with 1% 1M ammonium acetate and 0.1% acetic acid. Gradient
elution was performed with the following program (total run time 30 min) at a constant flow
rate of 0.4 mL min-1: 45% A for 1 min to 35% A at 4 min, then from 25% A to 11% A at 12
min, then to 1% A at 15 min with an isocratic hold until 25 min, and finally back to 45% A
for 5 min column equilibration. ESI source settings were: Spray voltage, 4.5kV (+), 3.0 kV
(-); capillary temperature, 150∘C; sheath gas and auxiliary gas, both 21 (arbitrary units);
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heated ESI probe temperature, 350∘C.
D.1.3 Mass Spectrometer Acquisition Settings
Mass data were collected on a ThermoFisher Exactive Plus Orbitrap instrument in full
scan (FS) and all-ion-fragmentation modes (AIF) while alternating between positive and
negative ion modes. A scan range of 150-1500 m/z was used for all modes in sequence (FT
MS positive full scan, FT MS positive AIF, FT MS negative full scan, and FT MS negative
AIF, respectively). The S-lens RF level was set to 85.00. Mass resolution was set to the
maximum possible value of 140,000 (FWHM at m/z 200) for both FS and AIF. This mass
resolution setting corresponded to an observed resolution of 75,100 at the m/z (875.5505)
of our internal standard, DNP-PE. The observed resolution at m/z 1269.0952, that of the
compound in the screened dataset with the highest molecular weight (TAG 76.6 +4O), was
41,100. Using these settings, we obtained between 8 and 14 MS scans across a typical peak.
D.1.4 Procedures Used for Weekly and Real-Time Calibration of the Ex-
active
The mass spectrometer was calibrated weekly in both positive and negative ion modes by
infusing calibration mixes available from ThermoFisher Scientific. Low-level eluent contam-
inants were also utilized as lock masses, providing real-time recalibration; C16:0 (255.23295)
and C18:0 (283.26425) fatty acids were used in negative ion mode, while a polysiloxane
(536.16537) and phthalate (391.28429) were used in positive ion mode. At least one of the
lock masses was found during each positive and negative full scan event.
D.1.5 Script for Pre-Processing Data in xcms and CAMERA
We implemented xcms and CAMERA using the script prepOrbidata.R, a version of which is
available under the MIT License at https://github.com/vanmooylipidomics/LipidomicsT
oolbox. Users can modify the script as necessary. We used the R package IPO to optimize
settings for xcms and CAMERA, obtaining the parameter values given in Table D.5. We
used these parameter values to obtain the results presented in the text.
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D.1.6 Determination of Retention Time Window Data
The retention time (RT) window data in Table D.4 were obtained primarily from authentic
standards for representative compounds of each parent lipid class under the chromatographic
conditions described in the text. Observations of various lipids in environmental samples
allowed us to consider additional species. While LOBSTAHS applies the retention time
data contained in Table D.4 as a default, detailed instructions and an example data ta-
ble are included in the onboard documentation for use with retention time data for other
chromatographic methods. As for the adduct ion hierarchy data, retention time data for
ox-IPL are inherited from the unoxidized parent molecule. By default, LOBSTAHS expands
the retention time window for each lipid class by 20% of its given width to account for (1)
shifts in retention time that may occur during chromatographic alignment with xcms and
(2) slight variations in retention time that distinguish the different positional (i.e., regio-)
isomers of the same parent lipid (Yang et al., 2009; Göbel and Feussner, 2009). This window
can be narrowed or expanded with user input.
D.1.7 Analysis of Positive Ionization Mode P. tricornutum Data Using
xcms, CAMERA, and LOBSTAHS
To examine the effect of oxidative stress on the P. tricornutum lipidome, we applied the
LOBSTAHS workflow (Figure 3-1) to a dataset assembled from only positive mode data files.
We confined our analysis to the positive mode data because intact polar lipids (IPL), the
primary targets of both reactive oxygen species (ROS) and lipoxygenase-mediated enzymatic
transformations induced by H2O2, are most amenable to analysis in positive ion mode. The
specific workflow and parameter values we applied to the dataset in xcms, CAMERA, and
LOBTAHS are given in Table D.5. We elected to apply all three optional filters to the data
in LOBSTAHS.
D.1.8 Choice of Matching Tolerance
To account for variability in performance expected from natural samples, we used a 2.5 ppm
mass uncertainty tolerance when matching against the databases. This tolerance was one
order of magnitude more conservative than the 0.22 ppm mass uncertainty we observed with
authentic standards (Table 3.1 and Table D.6), yet considerably more restrictive than the
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various default standards used for matching in other recently introduced metabolomics ap-
plications (Gaquerel et al., 2013; Wolf et al., 2010). When combined with HPLC separation
and the high mass resolution of the Exactive, the 2.5 ppm tolerance still allowed us to assign
distinct identities to isobaric masses.
D.1.9 Statistical Analysis and Visualization of the P. tricornutum Lipidome
The LOBSTAHS workflow is designed to facilitate examination of relative changes in the
abundances of lipids in a given dataset, not to enable absolute quantification of specific
analytes or direct comparisons between datasets. With this in mind, the annotated output
from LOBSTAHS was used to calculate the relative abundances of P. tricornutum lipidome
constituents present in the 0 and 150 𝜇M H2O2 treatments at 24 h. The analysis was
performed as follows:
First, using the script PtH2O2_mz-rt_plots.R, we extracted from the processed dataset
a subset of “high confidence” assignments to be used in all subsequent analyses (i.e., as-
signments annotated with codes C1 or C2a and having no identified structural isomers or
isobars; Figure 3-2a and symbols with darkest tones in Figure D-2-Figure D-10). The re-
maining putative assignments we classified as “moderate confidence,” indicating that the
underlying features satisfied the hierarchy rules fundamentally yet imperfectly (symbols
with lighter tones in Figure D-2-Figure D-10). The peak areas of the high confidence
assignments were normalized to data for an internal standard (DNP-PE). We then fur-
ther restricted our analysis to only those compounds still present in two or more samples.
(PtH2O2_mz-rt_plots.R and the other scripts referenced in Appendix D are available from
https://github.com/jamesrco/LipidomicsDataViz)
Using the script PtH2O2_heatmap_sigclust.R, peak areas of the remaining assignments
were then scaled using a level approach according to van den Berg et al. (2006). Each peak
area, 𝑥𝑖, was divided by the average peak area of that compound across the dataset, 𝑥𝑎𝑣𝑔,





Values of ?˜?𝑖 were then used in the steps described below to represent the relative abundances
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of the compounds present in each sample.
When the same compound appeared in duplicates of the same experimental treatment,
values of ?˜?𝑖 were averaged. Since subsequent statistical analysis required log2 transformation
of the data and many hierarchical clustering functions cannot use values of 0 or “NA” as
inputs, all values of ?˜?𝑖 equal to 0 were replaced with 10-6.
The heatmaps and dendrogram in Figure 3-3 and Figure D-11 were then generated from
this subset of relative abundances using the R packages gplots (Warnes et al., 2016) and
clustsig (Whitaker and Christman, 2014). Similarity profile analysis (Clarke et al., 2008)
was then used to cluster the molecular species in the subset according to their degree of
covariation. The groups of lipidome components identified by this similarity profile analysis
are presented in Table D.8. Following this analysis, the heatmaps in Figure 3-3 and Figure D-
11 was reordered and the dendrogram was rotated such that the order of compounds in both
figures is from most upregulated in the 150 𝜇M H2O2 treatment to most downregulated.
The groups from the similarity profile analysis (Table D.8) were categorized by the general
response of their components to H2O2 treatment at 150 𝜇M H2O2: 101 groups contained
a total of 562 compounds more abundant in the 150 𝜇M treatment (i.e., upregulated), 70
groups contained a total of 308 compounds less abundant in the 150 𝜇M treatment (i.e.,
downregulated), and 11 groups together contained 26 components whose abundance was not
significantly different between the two treatments (p ≤ 0.01).
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D.2 Supplementary Figures










































Figure D-1: Extracted ion chromatogram (m/z 500-1500; positive ion mode) from a P. tricornutum sam-
ple treated with 150 𝜇M H2O2. Spectra were acquired under the MS and HPLC conditions described in
Section D.1.2. Text annotations show prominent identifiable features and retention time ranges of some
different lipid classes.
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Following pages: Oxidized and intact species of nine classes of lipid identified in the P. tricornutum dataset
after 24 hours in (a) the control (0 𝜇M H2O2) and (b) 150 𝜇M H2O2 treatments. Figure D-2, Figure D-3,
Figure D-4, Figure D-5, Figure D-6, Figure D-7, Figure D-8, Figure D-9, and Figure D-10 show species of,
respectively, DGCC, DGDG, DGTS & DGTA, MGDG, PC, PE, PG, SQDG, and TAG. Shading indicates
the degree of confidence in the identification, while symbols indicate the degree of oxidation by addition of
one or more oxygen atoms. Excluded are those compounds having an odd total number of acyl carbon atoms,
according to the reasoning described in the text; this exclusion is an optional, user-electable LOBSTAHS
screening feature. Where practical, a text annotation indicates the number of acyl carbon atoms and double
bonds in each compound. Data are presented for a single experiment with two technical replicates.
a Darkest tones indicate high and moderate confidence IDs for which no structural isomers or isobars were
detected; these are compounds annotated with codes “C1,” “C2a,” or “C2b” in the LOBSTAHS workflow
illustrated in Figure 3-1.
b ≥ 1 structural isomer of an adduct of this compound is present in dataset (Figure 3-1, code C3f).
c Adduct ion of ≥ 1 other compound is an isobar of the dominant adduct of this compound; i.e., m/z of the
adducts are ≤ the 2 ppm match tolerance used in initial assignments (Figure 3-1, code C3c).
d ≥ 1 structural isomer and ≥ 1 competing assignment of second type both present.
e Compounds of which multiple regioisomers were identified in single sample, indicating possible oxidation
of the same parent molecule at different structural positions.














































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































24h, 0 µM H2O2
DGCC
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Corrected retention time (min)
High & moderate confidence IDsa
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24h, 0 µM H2O2
DGDG









5 10 15 20
Retention time (min)
High & moderate confidence IDsa


























































































































































































































































































































































































































































































































































































































































































































































































































































































































































24h, 0 µM H2O2
DGTS & DGTA









5 10 15 20
Retention time (min)
High & moderate confidence IDsa
Functional structural isomer(s) presentb
Isobars presentc
Doubly ambiguous IDd
































































































































































































































































































































































































































































































































































































































































































































































24h, 0 µM H2O2
MGDG
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24h, 0 µM H2O2
PC
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● ≥ 2 regioisomers identified in datasete





















24h, 0 µM H2O2
PE
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24h, 0 µM H2O2
PG
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24h, 0 µM H2O2
SQDG
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24h, 0 µM H2O2
TAG
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Functional structural isomer(s) presentb








µM H2O2 Euclidean distance














DGDG 36:1 +1O, RT 16.84 min
PE 44:5, RT 12.09 min
SQDG 36:1 +3O, RT 8.26 min
PE 40:7 +4O, RT 8.65 min
PE 42:9 +1O, RT 9.22 min
PE 38:7 +1O, RT 8.5 min
PE 36:5 +1O, RT 8.82 min
MGDG 30:6, RT 9.59 min
PE 40:9 +1O, RT 8.26 min
TAG 70:14, RT 14.83 min
DGDG 36:8 +1O, RT 14.1 min
DGDG 36:8 +1O, RT 11.64 min
DGDG 40:1 +1O, RT 17.75 min
TAG 70:11 +1O, RT 18.76 min
MGDG 46:5 +1O, RT 17.17 min
SQDG 32:3 +2O, RT 12.63 min
MGDG 38:0 +2O, RT 18.04 min
TAG 66:10 +1O, RT 18.23 min
TAG 58:7 +4O, RT 18.71 min
DGDG 44:8 +1O, RT 16.22 min
PG 42:11 +3O, RT 11.01 min
PE 32:5 +1O, RT 6.36 min
DGDG 36:9, RT 14.05 min
MGDG 42:4 +1O, RT 11.33 min
SQDG 30:2 +4O, RT 7.52 min
PE 42:4, RT 11.6 min
PE 40:2, RT 12.82 min
MGDG 48:8 +1O, RT 16.46 min
DGCC 40:0 +4O, RT 16.36 min
MGDG 38:6, RT 10.51 min
PC 34:7 +1O, RT 7.95 min
PC 36:8 +1O, RT 8.2 min
PG 36:0 +4O, RT 9.97 min
PE 42:0 +4O, RT 9.99 min
PE 30:1 +1O, RT 9.79 min
PC 34:6 +1O, RT 8.5 min
PE 36:6 +1O, RT 8.05 min
PE 42:7 +4O, RT 9.52 min
MGDG 40:10, RT 12.13 min
MGDG 44:10 +2O, RT 8.22 min
PE 38:3 +1O, RT 11.65 min
DGDG 44:11, RT 13.57 min
MGDG 34:7, RT 8.16 min
MGDG 48:7 +1O, RT 16.84 min
DGCC 44:9 +4O, RT 9.05 min
PC 28:1 +1O, RT 10.9 min
PG 48:4 +4O, RT 15.88 min
TAG 54:9 +2O, RT 14.04 min
SQDG 34:4 +3O, RT 11.52 min
PG 44:9 +3O, RT 14.62 min
MGDG 48:4 +1O, RT 17.85 min
MGDG 42:10, RT 10.07 min
PG 48:5 +4O, RT 15.46 min
SQDG 34:4 +3O, RT 11.57 min
MGDG 36:10, RT 9.73 min
MGDG 40:9 +1O, RT 11.07 min
MGDG 38:8, RT 11.27 min
MGDG 38:5 +1O, RT 9.9 min
PG 48:0 +4O, RT 17.42 min
SQDG 40:1 +1O, RT 16.84 min
PC 46:2, RT 16.79 min
PC 36:4, RT 9.04 min
PG 44:11 +4O, RT 15.57 min
PE 32:1 +2O, RT 9.63 min
PE 38:0 +3O, RT 15.02 min
SQDG 46:7, RT 15.56 min
PE 38:5 +1O, RT 9.88 min
SQDG 42:3 +3O, RT 10.2 min
TAG 54:13 +1O, RT 16.28 min
PE 46:3 +4O, RT 10.02 min
PE 42:8 +1O, RT 13.77 min
PC 44:7, RT 16 min
SQDG 38:3, RT 10.27 min
MGDG 38:4 +1O, RT 10.63 min
MGDG 48:3 +1O, RT 18.23 min
DGDG 40:8 +1O, RT 15.68 min
MGDG 30:5, RT 10.27 min
SQDG 36:3 +4O, RT 14.6 min
PC 38:9 +1O, RT 8.61 min
PG 40:3 +4O, RT 10.03 min
MGDG 28:3, RT 10.8 min
MGDG 32:8, RT 9.13 min
PE 42:7, RT 13.53 min
MGDG 46:3 +1O, RT 17.8 min
PG 44:7 +4O, RT 19.14 min
PE 44:1 +4O, RT 10.38 min
PE 34:1 +2O, RT 12.5 min
PE 36:10, RT 9.33 min
MGDG 48:5 +1O, RT 17.56 min
PG 42:4 +4O, RT 10.51 min
MGDG 38:8, RT 12.55 min
MGDG 38:7, RT 13.21 min
SQDG 36:6 +3O, RT 11.04 min
PC 48:8 +4O, RT 7.7 min
PC 44:4, RT 14.48 min
PE 48:4 +4O, RT 10.5 min
DGDG 46:8 +3O, RT 15.26 min
MGDG 48:5 +1O, RT 17.51 min
PC 42:10 +1O, RT 10.02 min
MGDG 40:7 +1O, RT 10.74 min
PE 34:9 +4O, RT 8.82 min
MGDG 40:5 +1O, RT 11.18 min
MGDG 34:7, RT 10.9 min
SQDG 32:3 +1O, RT 11.03 min
MGDG 32:7, RT 9.83 min
MGDG 30:2, RT 12.81 min
PE 34:6 +1O, RT 6.87 min
SQDG 36:5 +3O, RT 11.89 min
MGDG 42:8 +1O, RT 9.91 min
PC 38:8 +1O, RT 9.14 min
PG 48:1 +4O, RT 17.1 min
SQDG 26:3, RT 7.56 min
PE 38:7, RT 10.17 min
MGDG 38:8, RT 12.53 min
SQDG 38:0, RT 16.28 min
PC 40:3, RT 16.8 min
PC 44:2, RT 15.99 min
PC 44:8 +1O, RT 10.01 min
PE 38:8 +3O, RT 6.88 min
PE 40:4, RT 13.95 min
MGDG 36:8, RT 7.41 min
PE 44:8 +1O, RT 14.57 min
PE 32:6 +1O, RT 6.88 min
DGCC 28:0 +4O, RT 6.64 min
MGDG 32:6, RT 10.47 min
DGDG 40:7, RT 15.69 min
PC 34:6, RT 11.06 min
MGDG 34:6, RT 11.6 min
MGDG 34:3 +1O, RT 12.4 min
PC 36:3, RT 10.58 min
PE 44:6 +1O, RT 12.85 min
MGDG 46:2 +1O, RT 18.23 min
SQDG 40:3, RT 15.01 min
PE 34:7 +1O, RT 7.26 min
PG 48:3 +4O, RT 16.32 min
PG 46:1 +4O, RT 16.66 min
PG 36:1 +3O, RT 11.66 min
SQDG 38:10, RT 11.36 min
PE 36:7 +1O, RT 7.88 min
DGDG 50:3 +3O, RT 17.56 min
SQDG 48:7 +4O, RT 13.32 min
MGDG 40:10 +1O, RT 10.48 min
PE 34:2, RT 12.02 min
PC 34:7, RT 10.27 min
TAG 40:6 +1O, RT 13.84 min
MGDG 36:6, RT 12.95 min
PC 34:5 +1O, RT 9.15 min
PE 46:7, RT 11.66 min
MGDG 30:3, RT 12.03 min
SQDG 34:1, RT 12.41 min
TAG 38:2 +1O, RT 14.86 min
TAG 36:2 +1O, RT 13.6 min
SQDG 48:7 +4O, RT 13.23 min
PG 48:3 +4O, RT 16.32 min
MGDG 40:8 +1O, RT 9 min
DGDG 44:9 +1O, RT 15.8 min
MGDG 36:8, RT 11.36 min
TAG 66:12, RT 18.04 min
PE 32:4, RT 11.81 min
SQDG 32:0 +3O, RT 13.59 min
PE 42:6, RT 14.54 min
SQDG 32:2 +1O, RT 11.89 min
PC 30:3, RT 11.33 min
PE 44:0 +4O, RT 11.06 min
PE 44:4 +2O, RT 18.66 min
PC 38:6 +1O, RT 10.61 min
PC 42:3, RT 17.47 min
TAG 38:1 +1O, RT 16.61 min
SQDG 30:2, RT 10.32 min
SQDG 32:0, RT 13.39 min
MGDG 36:7, RT 12.18 min
SQDG 38:0 +1O, RT 16.74 min
PC 40:9 +1O, RT 9.59 min
SQDG 44:2 +1O, RT 16.36 min
DGTS_DGTA 38:9, RT 11.34 min
PE 32:0 +2O, RT 12.31 min
SQDG 30:0 +1O, RT 13.82 min
PC 40:5, RT 11.33 min
PC 32:3, RT 12.46 min
PE 36:7, RT 11.57 min
MGDG 32:4, RT 12.27 min
PE 32:3, RT 12.72 min
SQDG 28:1, RT 10.08 min
PC 46:7, RT 16.8 min
PE 38:7 +3O, RT 7.2 min
DGDG 44:11 +1O, RT 13.32 min
PG 42:2 +4O, RT 12.34 min
SQDG 46:5, RT 15.84 min
DGDG 50:3 +3O, RT 17.57 min
PC 32:4, RT 11.64 min
SQDG 36:0, RT 15.61 min
PE 38:0, RT 12.66 min
SQDG 44:6, RT 14.99 min
PC 36:7, RT 11.45 min
MGDG 28:4, RT 9.99 min
SQDG 38:0 +1O, RT 16.71 min
SQDG 32:2 +3O, RT 12.1 min
MGDG 36:5, RT 10.27 min
MGDG 32:5, RT 11.32 min
SQDG 30:3, RT 9.77 min
PC 40:4, RT 16.37 min
MGDG 34:8, RT 10.15 min
PC 38:8, RT 11.88 min
SQDG 30:1 +1O, RT 11.48 min
SQDG 36:3 +2O, RT 16.21 min
SQDG 32:1 +3O, RT 12.81 min
PC 38:4, RT 11.04 min
SQDG 26:0, RT 9.83 min
PG 38:0 +4O, RT 11.01 min
DGDG 28:0, RT 5.83 min
PE 44:11, RT 12.03 min
PG 30:0, RT 12.7 min
PC 40:3, RT 16.76 min
TAG 56:1 +1O, RT 19.79 min
PC 36:8, RT 12.08 min
MGDG 42:11, RT 12.6 min
MGDG 42:9 +1O, RT 9.46 min
PE 42:8, RT 7.78 min
PE 28:1 +1O, RT 7.88 min
SQDG 36:0, RT 15.59 min
DGDG 30:0 +1O, RT 5.78 min
PC 34:5, RT 12.1 min
SQDG 34:0 +4O, RT 15.63 min
DGTS_DGTA 44:7, RT 16.21 min
PE 44:3 +2O, RT 19.28 min
SQDG 48:7 +3O, RT 15.56 min
SQDG 48:6 +2O, RT 15.59 min
DGDG 32:0 +2O, RT 5.71 min
PE 38:4 +2O, RT 11.36 min
SQDG 36:2, RT 13.85 min
SQDG 42:1, RT 16.37 min
PE 40:10, RT 11.69 min
PC 36:8, RT 10.73 min
DGTS_DGTA 36:7, RT 11.79 min
DGTS_DGTA 44:7, RT 16.26 min
PE 40:10, RT 11.68 min
MGDG 28:2, RT 9.67 min
TAG 42:1 +3O, RT 14.7 min
PC 42:7, RT 15.12 min
SQDG 30:2 +1O, RT 10.7 min
TAG 62:16 +2O, RT 16.36 min
TAG 62:15 +2O, RT 16.75 min
PG 40:2 +4O, RT 10.54 min
PC 34:8, RT 9.58 min
MGDG 40:9, RT 12.67 min
TAG 36:1 +2O, RT 15.37 min
PE 42:9 +3O, RT 7.88 min
TAG 64:15 +2O, RT 17.09 min
PE 42:9 +3O, RT 7.84 min
SQDG 32:4, RT 10.07 min
PE 48:5 +4O, RT 11.98 min
MGDG 38:9, RT 10.61 min
TAG 38:1 +2O, RT 16.17 min
DGTS_DGTA 36:8, RT 11.04 min
DGDG 44:11 +1O, RT 13.3 min
PC 34:4, RT 12.84 min
PC 38:3, RT 11.79 min
PG 44:12 +3O, RT 11.5 min
MGDG 34:4, RT 13.56 min
PC 40:5, RT 16.65 min
PC 40:10 +1O, RT 9.04 min
PE 34:0 +2O, RT 13.51 min
SQDG 32:3, RT 10.66 min
PC 28:5 +1O, RT 7.53 min
PE 38:8, RT 12.03 min
DGDG 38:3, RT 15.83 min
PC 42:4, RT 17.13 min
MGDG 24:1 +4O, RT 6.64 min
SQDG 40:8 +3O, RT 11.97 min
PC 44:7, RT 12.27 min
SQDG 34:4 +1O, RT 11.5 min
SQDG 38:7 +3O, RT 11.5 min
MGDG 34:5, RT 12.56 min
PE 40:1, RT 13.13 min
SQDG 34:6, RT 9.53 min
PC 40:10, RT 11.5 min
TAG 64:16 +2O, RT 16.8 min
TAG 42:1 +2O, RT 16.99 min
SQDG 46:5, RT 15.85 min
SQDG 32:2, RT 11.43 min
PC 32:2, RT 13.29 min
PC 42:6, RT 15.89 min
SQDG 38:1, RT 15.69 min
SQDG 30:0, RT 12.21 min
SQDG 30:1, RT 11.18 min
MGDG 36:9, RT 10.57 min
PG 40:0 +2O, RT 10.31 min
PC 36:2, RT 11.4 min
PE 42:8, RT 11.68 min
PE 30:1, RT 13.2 min
MGDG 36:9, RT 7.11 min
DGTS_DGTA 30:3, RT 11.67 min
PE 36:3 +2O, RT 11.06 min
SQDG 30:0 +1O, RT 12.36 min
DGDG 34:0 +3O, RT 5.68 min
PC 36:6, RT 12.36 min
DGTS_DGTA 32:4, RT 12 min
PC 38:10, RT 10.41 min
TAG 34:0, RT 16.85 min
PC 30:1 +1O, RT 13.4 min
PE 40:10, RT 12.74 min
SQDG 40:0 +1O, RT 17.51 min
PE 36:2 +2O, RT 11.87 min
PE 44:4 +2O, RT 18.66 min
DGCC 46:8 +4O, RT 16.41 min
PC 34:0, RT 12.01 min
PE 42:3, RT 12.33 min
PE 32:2, RT 13.42 min
PE 46:4 +4O, RT 9.54 min
PC 24:2, RT 11.44 min
PE 42:11, RT 12.17 min
SQDG 36:4 +3O, RT 12.75 min
DGTS_DGTA 32:3, RT 12.86 min
DGTS_DGTA 46:7, RT 16.9 min
PC 44:6, RT 16.68 min
DGDG 36:5, RT 13.17 min
PE 36:8, RT 10.9 min
MGDG 38:9, RT 7.77 min
SQDG 34:3 +3O, RT 12.36 min
PE 34:5, RT 12.21 min
SQDG 38:2, RT 14.93 min
SQDG 32:1, RT 12.41 min
PE 32:1, RT 14.46 min
PC 40:2, RT 17.37 min
DGDG 36:7, RT 11.23 min
PE 28:2 +1O, RT 7.2 min
DGTS_DGTA 30:2, RT 12.51 min
DGTS_DGTA 50:4, RT 19.16 min
SQDG 36:2, RT 13.76 min
SQDG 38:0 +1O, RT 14.11 min
SQDG 42:4, RT 15.61 min
PE 44:1 +2O, RT 16.8 min
SQDG 34:5, RT 10.4 min
PE 42:6 +2O, RT 12.27 min
SQDG 42:4, RT 15.63 min
DGDG 40:3 +3O, RT 15.8 min
TAG 56:10 +4O, RT 16.34 min
TAG 40:1 +2O, RT 16.52 min
PE 38:7, RT 12.75 min
PC 40:3, RT 13.08 min
MGDG 42:10 +3O, RT 14.49 min
PE 42:9, RT 13.25 min
PE 32:5 +1O, RT 7.21 min
TAG 64:14 +4O, RT 14.55 min
PC 38:2, RT 16.61 min
SQDG 34:2, RT 12.62 min
SQDG 36:7, RT 9.89 min
PE 42:11 +2O, RT 9.79 min
DGDG 38:6, RT 13.34 min
PC 42:6, RT 11.79 min
PC 44:11 +4O, RT 9.67 min
PG 44:8 +4O, RT 18.66 min
PE 36:6, RT 12.51 min
TAG 38:3, RT 14.54 min
DGDG 32:2, RT 13.09 min
DGTS_DGTA 40:3, RT 16.9 min
DGDG 36:8, RT 10.57 min
TAG 40:1 +1O, RT 16.86 min
TAG 36:0, RT 17.35 min
PC 42:5, RT 16.59 min
SQDG 28:0, RT 10.99 min
DGDG 36:1, RT 16.39 min
PE 44:7 +2O, RT 12.73 min
SQDG 44:5, RT 15.84 min
DGTS_DGTA 38:10, RT 10.71 min
PE 40:8 +3O, RT 7.54 min
DGTS_DGTA 38:7, RT 13.09 min
DGDG 32:0, RT 15.07 min
TAG 48:5 +3O, RT 16.34 min
SQDG 48:6 +1O, RT 16.14 min
PC 40:4, RT 12.17 min
PE 44:3 +4O, RT 9 min
DGDG 50:2 +3O, RT 17.84 min
DGTS_DGTA 38:2, RT 16.85 min
PC 42:8, RT 14.14 min
DGDG 32:3, RT 12.1 min
SQDG 40:5, RT 13.64 min
PE 34:6 +1O, RT 7.54 min
SQDG 34:2, RT 12.65 min
DGTS_DGTA 44:6, RT 16.76 min
TAG 66:18 +1O, RT 14.27 min
PE 46:2 +4O, RT 10.55 min
TAG 48:4 +3O, RT 16.83 min
SQDG 34:1, RT 13.62 min
PC 38:2, RT 12.89 min
PC 34:8, RT 10.74 min
PE 34:3, RT 13.63 min
TAG 38:3 +1O, RT 13.15 min
DGDG 50:2 +3O, RT 17.85 min
PC 40:8, RT 13.05 min
MGDG 36:9 +3O, RT 9.19 min
SQDG 36:1, RT 14.78 min
SQDG 38:1 +1O, RT 13.09 min
TAG 56:13 +4O, RT 16.21 min
DGTS_DGTA 32:6, RT 10.28 min
PC 46:8, RT 17.28 min
PC 30:1, RT 13.03 min
DGDG 36:7 +4O, RT 12.28 min
TAG 58:13 +4O, RT 16.23 min
PE 40:5 +2O, RT 11.83 min
PC 36:5 +1O, RT 10.3 min
SQDG 30:4, RT 9.11 min
PC 32:1, RT 14.34 min
DGDG 40:2, RT 16.89 min
PC 32:4, RT 13.02 min
DGDG 44:2 +3O, RT 16.99 min
PE 38:3 +2O, RT 12.22 min
DGDG 36:6, RT 12.17 min
PE 36:5, RT 13.53 min
TAG 56:13 +4O, RT 16.23 min
DGDG 38:7, RT 12.41 min
PE 40:10 +2O, RT 9.35 min
SQDG 34:1 +3O, RT 12.86 min
PC 46:8, RT 12.75 min
MGDG 28:0 +3O, RT 13.49 min
DGCC 34:4 +4O, RT 16.22 min
DGTS_DGTA 36:6, RT 12.89 min
TAG 46:8 +1O, RT 13.68 min
PC 46:6, RT 17.42 min
DGDG 42:5 +3O, RT 15.46 min
PC 36:6 +1O, RT 9.53 min
PG 44:6 +4O, RT 19.74 min
MGDG 32:7, RT 6.94 min
DGDG 42:4 +3O, RT 15.92 min
TAG 38:0, RT 17.76 min
DGDG 42:5 +3O, RT 15.46 min
PC 32:5, RT 10.75 min
DGDG 38:8, RT 11.59 min
DGDG 46:7 +3O, RT 15.75 min
PC 42:9, RT 13.08 min
MGDG 42:1 +3O, RT 19.17 min
SQDG 34:0 +1O, RT 15.13 min
SQDG 48:2 +1O, RT 17.28 min
SQDG 34:4, RT 11.08 min
PE 46:8 +1O, RT 11.97 min
DGTS_DGTA 40:11, RT 11.22 min
DGTS_DGTA 34:8, RT 9.86 min
PC 46:6, RT 17.48 min
PE 34:4, RT 13.05 min
MGDG 44:10 +4O, RT 19.14 min
MGDG 30:4, RT 11.19 min
SQDG 34:3, RT 11.74 min
SQDG 48:3 +1O, RT 16.95 min
DGDG 34:7, RT 10.15 min
MGDG 46:8 +3O, RT 11.36 min
SQDG 34:3 +1O, RT 11.97 min
TAG 52:14 +4O, RT 14.11 min
PC 40:9, RT 11.98 min
DGDG 32:1, RT 14.1 min
DGDG 30:1, RT 12.85 min
DGTS_DGTA 42:5, RT 16.76 min
PC 38:7 +1O, RT 9.97 min
SQDG 38:6 +3O, RT 11.97 min
DGDG 30:2 +4O, RT 12.95 min
PE 42:11 +2O, RT 9.78 min
PC 42:9 +1O, RT 10.51 min
SQDG 30:3 +1O, RT 9.98 min
PE 46:1 +4O, RT 11.4 min
PC 40:6, RT 15.06 min
PC 36:1, RT 12.5 min
SQDG 36:5, RT 11.58 min
PC 44:12, RT 12.48 min
SQDG 36:4, RT 12.23 min
PE 38:2 +2O, RT 13.2 min
PC 44:5, RT 17.33 min
PE 30:2 +1O, RT 7.98 min
MGDG 42:3 +2O, RT 19.82 min
DGDG 40:3, RT 16.28 min
SQDG 38:1, RT 15.7 min
DGDG 30:0, RT 13.87 min
DGDG 34:3, RT 13.33 min
DGDG 30:2, RT 11.85 min
DGTS_DGTA 40:6, RT 15.29 min
PC 34:4 +1O, RT 10.12 min
PC 42:4, RT 13.33 min
DGDG 38:9, RT 10.92 min
DGDG 34:3, RT 13.33 min
PC 38:1, RT 17.32 min
PC 34:1, RT 11.2 min
TAG 54:3, RT 20.38 min
TAG 40:0, RT 18.18 min
SQDG 36:6, RT 10.74 min
DGDG 36:9, RT 9.88 min
MGDG 44:11 +4O, RT 18.65 min
DGDG 44:3 +3O, RT 16.66 min
TAG 62:14 +2O, RT 17.07 min
PE 40:1, RT 13.14 min
DGTS_DGTA 34:5, RT 12.5 min
PE 36:1 +2O, RT 12.89 min
DGDG 34:2, RT 14.3 min
PE 42:2, RT 13.52 min
DGDG 34:6, RT 10.8 min
DGTS_DGTA 34:3, RT 14.02 min
SQDG 36:3 +3O, RT 13.9 min
DGDG 40:10, RT 11.38 min
TAG 40:2 +2O, RT 14.62 min
DGDG 34:4, RT 12.74 min
DGTS_DGTA 34:6, RT 12.94 min
MGDG 36:10, RT 10.66 min
DGTS_DGTA 40:5, RT 16 min
PC 36:9, RT 10 min
TAG 50:4 +3O, RT 17.18 min
DGDG 34:1, RT 15.27 min
DGTS_DGTA 44:1, RT 18.94 min
TAG 58:3, RT 22.05 min
PE 38:4, RT 13.23 min
MGDG 36:8 +1O, RT 9.04 min
DGTS_DGTA 38:3, RT 16.08 min
PC 40:7, RT 13.75 min
PC 38:6, RT 13.67 min
PC 42:10, RT 12.38 min
TAG 46:7 +1O, RT 14.6 min
DGDG 34:5, RT 11.81 min
DGTS_DGTA 40:2, RT 17.42 min
PC 30:4, RT 10.52 min
TAG 38:2, RT 15.49 min
PC 36:7 +1O, RT 8.92 min
PC 38:7, RT 13.91 min
SQDG 36:4 +1O, RT 12.42 min
TAG 74:6 +4O, RT 19.13 min
TAG 40:3 +1O, RT 14.3 min
DGDG 32:4, RT 11.28 min
PC 38:3, RT 15.9 min
SQDG 36:4 +1O, RT 12.37 min
PC 40:5, RT 15.71 min
PC 36:4, RT 13.96 min
TAG 38:2 +1O, RT 14.09 min
PC 32:6, RT 9.89 min
MGDG 42:7 +1O, RT 10.45 min
SQDG 34:2 +3O, RT 13.37 min
DGTS_DGTA 42:7, RT 15.37 min
SQDG 34:2 +3O, RT 13.33 min
SQDG 46:1 +1O, RT 6.71 min
PE 38:3 +4O, RT 12.51 min
PC 42:3, RT 14.33 min
PE 34:0 +2O, RT 12.51 min
TAG 56:2, RT 22.1 min
PE 40:8, RT 13.23 min
PC 40:1, RT 18.01 min
SQDG 32:0 +1O, RT 13.66 min
MGDG 36:8 +2O, RT 9.01 min
PE 48:3 +4O, RT 11.01 min
DGDG 40:1, RT 17.42 min
DGTS_DGTA 50:3, RT 19.7 min
DGTS_DGTA 42:0, RT 18.89 min
DGDG 34:5, RT 11.83 min
DGTS_DGTA 42:4, RT 17.22 min
DGTS_DGTA 40:7, RT 14.31 min
MGDG 34:5, RT 8.22 min
MGDG 26:1 +4O, RT 16.47 min
DGTS_DGTA 44:5, RT 17.43 min
DGTS_DGTA 36:1, RT 16.82 min
PC 36:1, RT 16.47 min
TAG 54:4, RT 19.81 min
TAG 54:2, RT 21.18 min
PC 44:5, RT 13.37 min
TAG 58:2, RT 23.2 min
PG 38:0 +2O, RT 12.11 min
TAG 44:3 +2O, RT 14.02 min
TAG 52:0, RT 22.22 min
PE 50:4 +4O, RT 11.56 min
PC 40:8 +1O, RT 10.08 min
PC 32:2 +1O, RT 13.66 min
PG 42:3 +4O, RT 11.03 min
DGTS_DGTA 34:0, RT 17 min
DGTS_DGTA 40:4, RT 16.56 min
PE 42:0 +1O, RT 18 min
DGDG 28:0 +2O, RT 12.5 min
TAG 50:1 +1O, RT 18.37 min
DGDG 42:1 +3O, RT 16.94 min
DGTS_DGTA 46:6, RT 17.57 min
PC 36:0, RT 13.05 min
TAG 52:3 +1O, RT 19.12 min
MGDG 34:5, RT 8.21 min
PC 38:4, RT 15.17 min
DGTS_DGTA 46:6, RT 17.57 min
DGTS_DGTA 44:0, RT 19.5 min
SQDG 46:2 +1O, RT 16.97 min
DGDG 36:7 +1O, RT 8.9 min
DGTS_DGTA 42:3, RT 17.56 min
PC 32:7, RT 9.23 min
PC 34:1, RT 15.55 min
PC 32:0, RT 10.86 min
TAG 48:3, RT 18.65 min
PC 42:10 +1O, RT 12.78 min
TAG 74:6 +4O, RT 19.13 min
PC 38:3, RT 15.97 min
TAG 42:4 +1O, RT 14.46 min
PC 36:4 +1O, RT 11.31 min
PC 38:5, RT 14.54 min
SQDG 46:2 +1O, RT 16.98 min
PC 36:10, RT 9.18 min
DGTS_DGTA 34:4, RT 13.05 min
DGTS_DGTA 50:3, RT 19.72 min
PC 42:5, RT 12.34 min
PE 42:1, RT 14.28 min
TAG 48:2, RT 19.13 min
TAG 52:4 +1O, RT 18.62 min
PC 38:4, RT 15.22 min
MGDG 44:8 +2O, RT 15.84 min
PC 44:6, RT 12.74 min
TAG 54:0, RT 23.35 min
DGTS_DGTA 36:5, RT 13.7 min
TAG 52:4 +1O, RT 18.63 min
PC 38:1, RT 13.75 min
DGTS_DGTA 38:1, RT 17.46 min
PE 48:4 +2O, RT 12.66 min
TAG 58:7, RT 19.45 min
TAG 46:3, RT 18.24 min
TAG 42:2 +1O, RT 16.99 min
PE 38:6, RT 13.7 min
TAG 46:2, RT 18.62 min
DGTS_DGTA 30:5, RT 7.22 min
DGTS_DGTA 44:1, RT 18.96 min
PC 46:7, RT 13.12 min
TAG 48:4, RT 18.29 min
TAG 52:6, RT 18.47 min
TAG 46:1, RT 19.12 min
TAG 56:0, RT 24.78 min
TAG 50:5 +3O, RT 16.76 min
MGDG 32:7 +2O, RT 7.77 min
PC 42:2, RT 18.02 min
PC 44:5, RT 13.36 min
TAG 52:7, RT 18.08 min
PE 40:9, RT 12.17 min
TAG 58:4, RT 21.36 min
TAG 54:0, RT 23.41 min
TAG 50:2, RT 19.71 min
PC 40:2, RT 14.06 min
TAG 40:1, RT 17.79 min
PC 42:2, RT 15.02 min
PE 36:0 +2O, RT 13.76 min
DGDG 32:6, RT 9.74 min
TAG 60:7, RT 20.06 min
PC 38:5 +1O, RT 11.52 min
TAG 56:5, RT 19.95 min
TAG 42:0, RT 18.61 min
DGTS_DGTA 38:4, RT 15.44 min
DGTS_DGTA 34:1, RT 15.78 min
TAG 50:4, RT 18.76 min
TAG 44:1 +1O, RT 17.51 min
DGTS_DGTA 34:1, RT 16.57 min
DGTS_DGTA 34:2, RT 14.88 min
PG 42:0 +2O, RT 11.43 min
PC 36:9 +1O, RT 7.95 min
TAG 48:1 +3O, RT 18.08 min
PC 38:10 +1O, RT 8.41 min
TAG 58:14 +1O, RT 16.18 min
TAG 40:2 +1O, RT 15.27 min
PC 38:0, RT 14.34 min
TAG 48:1, RT 19.72 min
DGTS_DGTA 40:1, RT 18.04 min
PE 36:9, RT 10.15 min
SQDG 36:3 +3O, RT 13.65 min
TAG 54:6 +1O, RT 18.1 min
TAG 54:1, RT 22.21 min
MGDG 40:1 +2O, RT 17.55 min
SQDG 36:2 +3O, RT 14.49 min
TAG 58:6, RT 20.04 min
DGTS_DGTA 36:4, RT 14.34 min
PE 48:5 +2O, RT 12.06 min
TAG 76:6 +4O, RT 19.72 min
PC 40:11 +1O, RT 9.06 min
TAG 50:6, RT 18.01 min
PC 32:1 +1O, RT 14.72 min
TAG 44:1, RT 18.61 min
PC 40:11 +1O, RT 8.99 min
TAG 52:2 +1O, RT 19.7 min
DGDG 30:3, RT 11.24 min
TAG 56:8, RT 18.55 min
TAG 42:3 +1O, RT 16.5 min
PE 34:2, RT 14.67 min
PC 30:0, RT 14.13 min
DGTS_DGTA 42:10, RT 12.75 min
TAG 46:0 +3O, RT 18.05 min
PE 40:0, RT 13.69 min
TAG 44:2, RT 18.18 min
DGTS_DGTA 38:5, RT 14.7 min
PE 42:1, RT 14.19 min
MGDG 40:5 +1O, RT 14.44 min
TAG 52:5, RT 18.89 min
SQDG 40:7 +3O, RT 12.36 min
MGDG 32:5 +2O, RT 8.73 min
MGDG 46:7 +1O, RT 17.68 min
TAG 50:0, RT 21.23 min
PC 40:1, RT 14.58 min
TAG 44:3, RT 17.87 min
PC 36:2, RT 15.71 min
DGTS_DGTA 40:1, RT 18.08 min
TAG 50:1, RT 20.39 min
TAG 48:4 +1O, RT 17.38 min
TAG 46:4, RT 17.9 min
TAG 52:4, RT 19.25 min
TAG 54:2, RT 19.13 min
TAG 44:6 +1O, RT 14.15 min
PE 42:10, RT 12.6 min
PG 44:0 +2O, RT 20.39 min
MGDG 44:1 +1O, RT 19.46 min
MGDG 36:9 +2O, RT 8.43 min
TAG 42:1, RT 18.18 min
TAG 56:8, RT 18.55 min
TAG 44:0, RT 19.13 min
DGDG 32:5, RT 10.56 min
PE 40:2 +2O, RT 14.36 min
DGDG 32:5, RT 10.46 min
TAG 54:3 +1O, RT 19.71 min
MGDG 42:4 +1O, RT 17.81 min
MGDG 44:4 +1O, RT 18.18 min
MGDG 36:9 +1O, RT 8.8 min
TAG 52:1, RT 19.12 min
PE 40:4 +2O, RT 12.34 min
TAG 56:11, RT 17.6 min
PC 44:4, RT 17.76 min
DGTS_DGTA 38:7, RT 14.32 min
SQDG 34:4 +3O, RT 9.25 min
TAG 42:1 +3O, RT 16.41 min
TAG 42:3 +3O, RT 15.31 min
PC 46:8 +4O, RT 17.57 min
TAG 48:5 +1O, RT 17.33 min
PE 42:5 +2O, RT 12.74 min
PC 44:4, RT 17.65 min
DGDG 48:4 +1O, RT 17.42 min
PE 38:1 +2O, RT 14.24 min
TAG 52:8, RT 17.75 min
TAG 52:6 +1O, RT 17.63 min
TAG 44:2 +1O, RT 17.32 min
TAG 58:1, RT 24.67 min
PC 48:8 +1O, RT 8.07 min
TAG 48:6, RT 17.6 min
DGDG 36:7 +2O, RT 8.8 min
TAG 42:2, RT 17.79 min
TAG 54:1, RT 19.69 min
PC 32:0, RT 15.4 min
PC 34:0, RT 16.42 min
DGTS_DGTA 30:0, RT 14.5 min
TAG 46:4 +1O, RT 17.07 min
MGDG 42:3 +4O, RT 15.13 min
MGDG 44:6 +3O, RT 17.76 min
TAG 46:5, RT 17.56 min
PC 38:5, RT 15.73 min
PC 34:0, RT 16.45 min
TAG 46:0, RT 19.72 min
TAG 48:6 +1O, RT 17.41 min
DGTS_DGTA 44:12, RT 6.67 min
MGDG 38:9 +2O, RT 9.26 min
TAG 60:13, RT 17.71 min
TAG 44:1 +2O, RT 17.14 min
PC 36:9 +1O, RT 8.09 min
DGDG 48:3 +1O, RT 17.79 min
TAG 42:5 +1O, RT 13.64 min
TAG 50:2 +2O, RT 17.95 min
TAG 48:0, RT 20.39 min
PE 42:1 +1O, RT 17.69 min
DGTS_DGTA 42:2, RT 17.94 min
TAG 50:4 +2O, RT 17.57 min
MGDG 36:7 +2O, RT 9.62 min
PC 32:2 +1O, RT 10.74 min
TAG 46:5 +1O, RT 16.77 min
TAG 48:4 +2O, RT 17.11 min
TAG 60:5, RT 21.76 min
TAG 54:7 +1O, RT 17.95 min
TAG 50:8, RT 17.38 min
PC 42:11 +1O, RT 9.84 min
SQDG 32:2 +1O, RT 9.22 min
TAG 58:13, RT 17.38 min
TAG 50:6 +2O, RT 16.91 min
TAG 42:2 +3O, RT 15.99 min
MGDG 36:0 +2O, RT 16.94 min
PE 46:1 +1O, RT 17.75 min
MGDG 42:1 +1O, RT 13.98 min
TAG 50:5 +2O, RT 17.23 min
SQDG 40:2 +1O, RT 13.88 min
MGDG 46:8 +1O, RT 17.35 min
PE 46:3 +1O, RT 17.83 min
TAG 52:9, RT 17.47 min
TAG 54:11, RT 17.2 min
TAG 42:4 +3O, RT 14.59 min
PG 38:1 +3O, RT 6.9 min
MGDG 40:5 +1O, RT 17.12 min
TAG 60:14, RT 17.37 min
DGDG 32:2 +2O, RT 9.65 min
TAG 56:13, RT 16.99 min
TAG 52:5 +2O, RT 17.76 min
TAG 52:10, RT 17.14 min
TAG 54:8 +1O, RT 17.43 min
TAG 52:11, RT 16.78 min
TAG 46:7, RT 16.9 min
SQDG 36:6 +1O, RT 9.29 min
TAG 52:8 +1O, RT 16.94 min
SQDG 40:1 +2O, RT 13.91 min
TAG 54:12, RT 16.87 min
TAG 52:13 +1O, RT 14.54 min
MGDG 44:4 +1O, RT 15.86 min
SQDG 30:2 +1O, RT 8.39 min
MGDG 38:4 +3O, RT 15.76 min
MGDG 32:2 +2O, RT 10.36 min
MGDG 40:7 +1O, RT 16.47 min
PE 40:2 +1O, RT 16.95 min
TAG 52:11 +2O, RT 15.3 min
SQDG 38:4 +4O, RT 17.47 min
MGDG 42:7 +1O, RT 16.89 min
MGDG 40:3 +2O, RT 16.9 min
MGDG 34:2 +1O, RT 16.89 min
MGDG 36:6 +1O, RT 6.53 min
TAG 56:13 +1O, RT 15.93 min
TAG 52:10 +2O, RT 15.88 min
MGDG 38:4 +2O, RT 15.9 min
TAG 50:12, RT 15.87 min
DGDG 42:1 +2O, RT 9.59 min
DGDG 38:9 +2O, RT 8.68 min
DGDG 36:9 +2O, RT 7.95 min
PC 48:8 +2O, RT 8.97 min
PG 44:1 +4O, RT 8.97 min
DGDG 36:1, RT 8.48 min
DGDG 32:3 +1O, RT 9.64 min
MGDG 32:6 +1O, RT 8.37 min
MGDG 24:3 +1O, RT 9.53 min
MGDG 48:6 +3O, RT 15.73 min
MGDG 42:3 +1O, RT 15.74 min
TAG 52:11 +1O, RT 15.77 min
TAG 50:9 +2O, RT 15.79 min
MGDG 36:6 +1O, RT 15.7 min
DGDG 36:5 +1O, RT 13.18 min
PC 32:3 +1O, RT 9.85 min
MGDG 42:8 +2O, RT 15.31 min
TAG 36:1 +1O, RT 13.83 min
MGDG 36:9 +4O, RT 7.02 min
DGDG 46:7 +4O, RT 14.66 min
MGDG 36:8 +1O, RT 11.35 min
DGDG 36:7 +1O, RT 11.19 min
MGDG 24:3, RT 11.78 min
MGDG 40:4 +3O, RT 16.39 min
TAG 44:7, RT 16.43 min
MGDG 40:6 +2O, RT 15.65 min
TAG 44:4 +3O, RT 15.51 min
PE 34:1, RT 15.6 min
DGDG 36:5 +2O, RT 10.55 min
TAG 56:15, RT 16.23 min
TAG 52:10 +1O, RT 16.18 min
TAG 50:8 +2O, RT 16.18 min
TAG 50:9 +1O, RT 16.18 min
TAG 50:11, RT 16.27 min
TAG 48:10, RT 16.13 min
MGDG 48:7 +3O, RT 15.22 min
MGDG 40:7 +2O, RT 15.17 min
TAG 38:1 +1O, RT 15.12 min
TAG 48:12, RT 15.14 min
TAG 50:7 +2O, RT 16.51 min
MGDG 34:3 +1O, RT 16.52 min
MGDG 40:5 +2O, RT 15.96 min
MGDG 46:5 +1O, RT 16.02 min
TAG 46:9, RT 16.09 min
TAG 48:7 +2O, RT 16 min
TAG 64:17, RT 17.38 min
PE 48:2 +4O, RT 16.8 min
PC 44:9 +4O, RT 16.8 min
MGDG 44:9 +3O, RT 16.78 min
PG 42:2 +4O, RT 16.8 min
MGDG 42:4 +3O, RT 16.81 min
MGDG 36:0 +3O, RT 16.77 min
TAG 44:6, RT 16.77 min
TAG 56:11 +1O, RT 16.95 min
MGDG 40:6 +3O, RT 16.95 min
MGDG 38:1 +3O, RT 16.94 min
PE 44:2 +1O, RT 16.99 min
DGDG 44:2 +1O, RT 17.32 min
PE 50:1 +4O, RT 17.37 min
PE 44:1 +1O, RT 17.35 min
PE 40:1 +1O, RT 17.28 min
PE 52:3 +4O, RT 17.3 min
TAG 56:7 +4O, RT 17.23 min
PE 48:8 +1O, RT 8.37 min
TAG 48:11, RT 15.7 min
DGDG 48:8, RT 7.36 min
PE 42:4 +2O, RT 7.43 min
MGDG 44:6 +3O, RT 16.6 min
MGDG 36:1 +2O, RT 16.74 min
MGDG 34:0 +2O, RT 16.69 min
SQDG 42:0, RT 16.66 min
PE 46:1 +4O, RT 16.66 min
PG 42:0 +2O, RT 16.66 min
MGDG 38:5 +1O, RT 16.66 min
TAG 52:14, RT 15.41 min
MGDG 40:4 +1O, RT 11.91 min
MGDG 42:7 +3O, RT 17.09 min
PE 44:4 +1O, RT 17.14 min
PE 42:3 +1O, RT 17.09 min
TAG 54:9 +1O, RT 17.09 min
TAG 42:4, RT 17.13 min
TAG 42:4, RT 17.09 min
PE 48:2 +1O, RT 17.84 min
PE 46:0 +1O, RT 18.02 min
PG 46:2 +4O, RT 17.44 min
TAG 64:16, RT 17.53 min
PE 44:1 +2O, RT 20.39 min































































































































































































Figure D-11: (preceding page) An expanded version of the heatmap in Figure 3-3a, showing remodeling of the
Phaeodactylum tricornutum lipidome after 24 h. Heatmap shows relative abundances across two treatments
(0 and 150 𝜇M H2O2) of all IPL, ox-IPL, and TAG identified by LOBSTAHS with high confidence. Each row
(N = 896) represents a different compound identified from the database. Heatmap shading shows the relative
abundance of each compound as a fold difference of the mean peak area observed in that treatment from the
mean peak area of the compound observed across all treatments; grey shading indicates the compound was
not observed. Dendrogram clustering and group definitions were determined by similarity profile analysis
(Clarke et al., 2008) of lipidome components based on changes in relative peak area across treatments;
methodological details are described in the Supporting Information text. To facilitate visualization, each
group was randomly assigned a different color; group numbers corresponding to those in Table D.8 are also
indicated. Solid black lines in the dendrogram indicate branching that was statistically significant (p ≤ 0.01).
Table D.8 lists the numbers and identities of the components assigned to each group. Data are presented




Table D.1: Database Dimensions and Ranges of Structural Properties Considered for Each Lipid Class
Compound or
Compound Class
Ranges of Structural Properties Considered
in Creation of Database
No. Unique
Compounds













DNP-PEe — — — 1 6 5 6 5
FFA 10-26 0-6 0-4 335 — 1 0 335
IP-DAG
DGCC 20-52 0-12 0-4 1,320 5 7 6,600 9,240
DGDG 20-52 0-12 0-4 1,320 5 7 6,600 9,240
DGTS & Af 20-52 0-12 0-4 1,320 5 7 6,600 9,240
MGDG 20-52 0-12 0-4 1,320 5 7 6,600 9,240
PC 20-52 0-12 0-4 1,320 5 7 6,600 9,240
PE 20-52 0-12 0-4 1,320 5 3 6,600 3,960
PG 20-52 0-12 0-4 1,320 6 4 7,920 5,280
SQDG 20-52 0-12 0-4 1,320 6 3 7,920 3,960
Pigmentsg — — — 22 2 6 44 132
PUA 6-12 0-5h 0-4h 155 1 1 155 155
TAG 30-78 0-18h 0-4 2,995 7 — 20,965 0
Total — — — 14,068 — 76,610 60,027
a See Table D.2. A blank value indicates the compound or compound class was not typically observed or did not readily form this ion in the given mode.
b This value reflects all chemically possible combinations of the ranges of properties considered for this compound class.
c For FFA, IP-DAG, PUA, and TAG.
d For FFA, IP-DAG, and TAG.
e Used as internal standard.
f The betaine lipids DGTS and DGTA are structural isomers; while they can be resolved chromatographically (Popendorf et al., 2013), our current approach
requires that they be considered together.
g The positive mode database contains entries for adduct ions of 22 different common photosynthetic pigments. See Table D.3 for definition of abbreviations. The
negative mode database includes only chl a since pigments are traditionally identified in positive mode (Egeland, 2011).
h Not all values of these properties were considered for every possible number of total acyl carbon atoms.
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FFA MGDG PC PE PG PUA SQDG TAG
Positive ion mode
[M+H]+ 1 1 — 1 5 — — 1 1 3 1 4 —
[M+K]+ † 5 3 5 6 — 4 5 5 6 — 6 6
[M+NH4]+ † — 1 — 1 — 1 — — 1 — 1 1
[M+Na]+ 2 2 2 2 2 — 2 2 2 2 — 2 2
[M+2Na-H]+ † 4 5 4 3 — 5 4 3 4 — 3 —
[M+NH4+ACN]+ † 3 4 3 4 — 3 3 4 5 — 5 4
[M+2Na+Cl]+ — — — — — — — — — — — — 5
[M+C4H10N3]+ — — — — — — — — — — — — 7
[M+C2H3Na2O2]+ — — — — — — — — — — — — 3
Negative ion mode
[M-H]- — 7 6 7 1 1 7 7 1 1 1 1 —
[M+Na-2H]- — — — — 3 — — — — — — — —
[M+Cl]- 3 3 2 3 — — 2 3 — — † — —
[M+K-2H]- — — — — 5 — — — — 4 — — —
[M+HAc-H]- 1 1 1 1 — — 1 1 — — † — —
[M+NaAc-H]- — — — — 2 — — — 2 2 — 2 —
[M+Na+Cl-H]- — — — — 4 — — — 3 3 — 3 —
[M+NaAc+Cl]- 5 5 5 5 — — 5 5 — — — — —
[M+NaAc+HAc-
H]-
2 2 2 2 — — 3 2 — — — — —
[M+2NaAc+Cl]- 6 6 7 6 — — 6 6 — — — — —
[M+3Ac+2Na]- 4 4 4 4 — — 4 4 — — — — —
Adduct ion abundance rankings were determined empirically using standards under the HPLC-ESI-MS conditions described in the text. To obtain abundance
rankings for ox-IPL, we applied the hierarchy observed for the corresponding unoxidized parent IPL. A blank value indicates the compound or compound class
was not typically observed or did not readily form this ion in the given mode. A dagger (†) indicates that the adduct ion can be observed, but not in a relative
abundance that was consistent across samples.
a The databases contain entries for a range of photosynthetic pigments (see Table D.3).
b The betaine lipids DGTS and DGTA are structural isomers; while they can be resolved chromatographically (Popendorf et al., 2013), our current approach
requires that they be considered together.
c Used as internal standard.
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Table D.3: Pigment Abbreviations Used in LOBSTAHS Databases























The default LOBSTAHS databases contain entries for adduct ions of 22 different common photosynthetic
pigments.
a If given, this abbreviation is used in the databases in lieu of the full compound name. Abbreviations follow
from Egeland (2011). If no abbreviation is given, the full name of the compound is used in the databases. In
some cases (e.g., 𝛼-carotene, 𝛽-carotene, diadinochrome or diadinoxanthin), the database entries for adduct
ions of a given pigment will encompass many possible isomers. For each pigment, the databases contain
separate entries for the exact masses of multiple adduct ions; in some cases, the relative abundances of these
adduct ions are not listed since they were not determined.
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Table D.4: Retention Time Window Criteria for Various Compounds and Compound Classes
Lipid Class or Compounda Minimum RT (min.) Maximum RT (min.)
DGCC 7 20.4
DGDG 5 19










Chl a 15.7 —
Chl b — —
Chl c2 5.6 —
Chlide a 5.6 15.8
Croco 15.3 —





Neox or Nos 8 —
Peri — —






The retention times given in this table are the LOBSTAHS package defaults. RT window data were obtained
from authentic standards for representative compounds of each parent lipid class under the chromatographic
conditions described in the text. For some compounds or compound classes, minimum or maximum retention
times could not be determined. LOBSTAHS users outside of the Van Mooy Lab at WHOI who wish to include
screening based on retention time should download a Microsoft Excel spreadsheet included with the package
at https://github.com/vanmooylipidomics/LOBSTAHS/ This spreadsheet can be used to generate a table
of retention time windows particular to the user’s own chromatography; this table can then be imported by
specifying a value for rt.windows when calling the function doLOBscreen().
a See Table D.3 for pigment abbreviations.
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The R script prepOrbidata.R can be used to apply the xcms and CAMERA settings presented here in a
single sequence. The is not part of the LOBSTAHS R package, but can be downloaded as part of the Van
Mooy Lab Lipidomics Toolbox from https://github.com/vanmooylipidomics/LipidomicsToolbox/
a Because the mass accuracy of the Orbitrap can surpass the width of the m/z windows used to define each
peak, a very small value should be used for profparam.
b Values for these parameters were optimized using the IPO package (Libiseller et al., 2015). Where appli-
cable, we used the values in Table 1 of Patti et al. (2012) as initial values for IPO optimization.
c The group() function was applied to the data twice: Once after xcmsSet() and then again after retcor().
The parameter values given here were used in both instances.
d doLOBscreen() applies the LOBSTAHS package defaults when NULL (or no value) is specified for these
parameters. The default database is described in Table D.1 and Table D.2, while the default retention time
windows are described in Table D.4.
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Table D.6: Evaluation of Method Performance using IPL standards and Alternative Software for Feature Detection and Chromatographic
Alignment





























MGDG Natural 34:0 [M+NH4]+ 776.6246 776.6248 0.2 Yes High confidence No
36:0 [M+NH4]+ 804.6559 804.6559 0.02 Yes High confidence No
DNP-PE Synthetic 32:0 [M+NH4]+ 875.5505 875.5507 0.2 Yes High confidence No
SQDG Natural 34:3 [M+NH4]+ 834.5396 834.5397 0.2 Yes High confidence No
34:2 [M+NH4]+ 836.5552 836.5554 0.2 Yes High confidence No
PG Synthetic 32:0 [M+NH4]+ 740.5436 740.5438 0.3 Yes High confidence No
PE Synthetic 32:0 [M+H]+ 692.5225 692.5227 0.3 Yes High confidence No
PC Synthetic 32:0 [M+H]+ 734.5694 734.5695 0.1 Yes High confidence No
DGDG Natural 34:2 [M+NH4]+ 934.6461 934.6463 0.1 Yes High confidence No
36:4 [M+NH4]+ 958.6461 958.6463 0.1 Yes High confidence No
Mean 0.2
The results in this table were obtained as in Table 3.1 in the text, except that MAVEN (Clasquin et al., 2012; Melamud et al., 2010) was used instead of xcms
for initial peak picking (feature detection) and chromatographic alignment.
a Multiple moieties were present in glycolipid standards purified from natural samples; in these cases, only predominant moieties are shown
b Mean observed m/z ratio in 5 independent samples
c
⃒⃒
Observed exact mass−Database exact mass
Database exact mass
⃒⃒× 106
d “High confidence” indicates the assignment fully satisfied all adduct hierarchy rules and other screening criteria applied as described in the text.
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Table D.7: Annotation of Isomers and Isobars in Screened P. tricornutum Dataset
Peaks (Features) for which
Isomer/Isobar Type was
Identified


















5,057 23 375 24 752 37 577 29
Isobar 1,137 5 84 5 195 9 162 8
Any ambiguitya 5,401 25 432 27 893 43 699 36
Regioisomer 7,591 35 556 35 750 36 352 18
a Elements having either a functional structural isomer, isobar, or both.
262
Table D.8: List of Groups of P. Tricornutum Lipidome Components Determined by Similarity Profile Analysis in 0 𝜇m and 150 𝜇m H2O2













Component Molecules Assigned by Similarity Profile Analysis
1 Less abundant
(downregulated)
30 MGDG 42:4 +1O, RT 11.33 min TAG 70:14, RT 14.83 min PG 42:11 +3O, RT 11.01 min
DGDG 40:1 +1O, RT 17.75 min DGDG 36:8 +1O, RT 14.1 min PE 32:5 +1O, RT 6.36 min
DGDG 36:1 +1O, RT 16.84 min DGDG 36:8 +1O, RT 11.64 min DGDG 36:9, RT 14.05 min
PE 44:5, RT 12.09 min TAG 70:11 +1O, RT 18.76 min SQDG 30:2 +4O, RT 7.52 min
SQDG 36:1 +3O, RT 8.26 min MGDG 46:5 +1O, RT 17.17 min PE 42:4, RT 11.6 min
PE 40:7 +4O, RT 8.65 min SQDG 32:3 +2O, RT 12.63 min PE 40:2, RT 12.82 min
PE 42:9 +1O, RT 9.22 min MGDG 38:0 +2O, RT 18.04 min MGDG 38:6, RT 10.51 min
PE 38:7 +1O, RT 8.5 min TAG 66:10 +1O, RT 18.23 min MGDG 48:8 +1O, RT 16.46 min
PE 36:5 +1O, RT 8.82 min TAG 58:7 +4O, RT 18.71 min DGCC 40:0 +4O, RT 16.36 min
MGDG 30:6, RT 9.59 min DGDG 44:8 +1O, RT 16.22 min PE 40:9 +1O, RT 8.26 min
2 More abundant
(upregulated)
105 TAG 52:13 +1O, RT 14.54 min MGDG 40:6 +2O, RT 15.65 min PE 40:1 +1O, RT 17.28 min
TAG 56:3 +2O, RT 18.82 min TAG 44:4 +3O, RT 15.51 min PE 52:3 +4O, RT 17.3 min
MGDG 42:7 +1O, RT 16.89 min PE 34:1, RT 15.6 min TAG 56:7 +4O, RT 17.23 min
MGDG 40:3 +2O, RT 16.9 min DGDG 36:5 +2O, RT 10.55 min PE 48:8 +1O, RT 8.37 min
MGDG 34:2 +1O, RT 16.89 min TAG 56:15, RT 16.23 min TAG 48:11, RT 15.7 min
MGDG 36:6 +1O, RT 6.53 min TAG 52:10 +1O, RT 16.18 min DGDG 48:8, RT 7.36 min
TAG 56:13 +1O, RT 15.93 min TAG 50:8 +2O, RT 16.18 min PE 42:4 +2O, RT 7.43 min
TAG 52:10 +2O, RT 15.88 min TAG 50:9 +1O, RT 16.18 min MGDG 44:6 +3O, RT 16.6 min
MGDG 38:4 +2O, RT 15.9 min TAG 50:11, RT 16.27 min MGDG 36:1 +2O, RT 16.74 min
TAG 50:12, RT 15.87 min TAG 48:10, RT 16.13 min MGDG 34:0 +2O, RT 16.69 min
DGDG 42:1 +2O, RT 9.59 min MGDG 48:7 +3O, RT 15.22 min SQDG 42:0, RT 16.66 min
DGDG 38:9 +2O, RT 8.68 min MGDG 40:7 +2O, RT 15.17 min PE 46:1 +4O, RT 16.66 min
DGDG 36:9 +2O, RT 7.95 min TAG 38:1 +1O, RT 15.12 min PG 42:0 +2O, RT 16.66 min
PC 48:8 +2O, RT 8.97 min TAG 48:12, RT 15.14 min MGDG 38:5 +1O, RT 16.66 min
PG 44:1 +4O, RT 8.97 min TAG 50:7 +2O, RT 16.51 min TAG 52:14, RT 15.41 min
DGDG 36:1, RT 8.48 min MGDG 34:3 +1O, RT 16.52 min MGDG 40:4 +1O, RT 11.91 min
DGDG 32:3 +1O, RT 9.64 min MGDG 40:5 +2O, RT 15.96 min MGDG 42:7 +3O, RT 17.09 min
MGDG 32:6 +1O, RT 8.37 min MGDG 46:5 +1O, RT 16.02 min PE 44:4 +1O, RT 17.14 min
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MGDG 24:3 +1O, RT 9.53 min TAG 46:9, RT 16.09 min PE 42:3 +1O, RT 17.09 min
MGDG 48:6 +3O, RT 15.73 min TAG 48:7 +2O, RT 16 min TAG 54:9 +1O, RT 17.09 min
MGDG 42:3 +1O, RT 15.74 min TAG 64:17, RT 17.38 min TAG 42:4, RT 17.13 min
TAG 52:11 +1O, RT 15.77 min PE 48:2 +4O, RT 16.8 min TAG 42:4, RT 17.09 min
TAG 50:9 +2O, RT 15.79 min PC 44:9 +4O, RT 16.8 min PE 48:2 +1O, RT 17.84 min
MGDG 36:6 +1O, RT 15.7 min MGDG 44:9 +3O, RT 16.78 min PE 46:0 +1O, RT 18.02 min
DGDG 36:5 +1O, RT 13.18 min PG 42:2 +4O, RT 16.8 min PG 46:2 +4O, RT 17.44 min
PC 32:3 +1O, RT 9.85 min MGDG 42:4 +3O, RT 16.81 min PE 44:1 +2O, RT 20.39 min
MGDG 42:8 +2O, RT 15.31 min MGDG 36:0 +3O, RT 16.77 min TAG 64:16, RT 17.53 min
TAG 36:1 +1O, RT 13.83 min TAG 44:6, RT 16.77 min MGDG 44:4 +1O, RT 15.86 min
MGDG 36:9 +4O, RT 7.02 min TAG 56:11 +1O, RT 16.95 min SQDG 30:2 +1O, RT 8.39 min
DGDG 46:7 +4O, RT 14.66 min MGDG 40:6 +3O, RT 16.95 min MGDG 38:4 +3O, RT 15.76 min
MGDG 36:8 +1O, RT 11.35 min MGDG 38:1 +3O, RT 16.94 min MGDG 32:2 +2O, RT 10.36 min
DGDG 36:7 +1O, RT 11.19 min PE 44:2 +1O, RT 16.99 min MGDG 40:7 +1O, RT 16.47 min
MGDG 24:3, RT 11.78 min DGDG 44:2 +1O, RT 17.32 min PE 40:2 +1O, RT 16.95 min
MGDG 40:4 +3O, RT 16.39 min PE 50:1 +4O, RT 17.37 min SQDG 38:4 +4O, RT 17.47 min
TAG 44:7, RT 16.43 min PE 44:1 +1O, RT 17.35 min TAG 52:11 +2O, RT 15.3 min
3 More abundant 11 TAG 54:12, RT 16.87 min TAG 54:8 +1O, RT 17.43 min TAG 56:13, RT 16.99 min
SQDG 40:1 +2O, RT 13.91 min TAG 52:10, RT 17.14 min TAG 52:8 +1O, RT 16.94 min
DGDG 32:2 +2O, RT 9.65 min TAG 52:5 +2O, RT 17.76 min SQDG 36:6 +1O, RT 9.29 min
TAG 46:7, RT 16.9 min TAG 52:11, RT 16.78 min
4 More abundant 8 TAG 42:2 +3O, RT 15.99 min TAG 50:6 +2O, RT 16.91 min TAG 50:5 +2O, RT 17.23 min
SQDG 32:2 +1O, RT 9.22 min TAG 58:13, RT 17.38 min MGDG 42:1 +1O, RT 13.98 min
PE 46:1 +1O, RT 17.75 min MGDG 36:0 +2O, RT 16.94 min
5 More abundant 9 TAG 60:14, RT 17.37 min TAG 42:4 +3O, RT 14.59 min SQDG 40:2 +1O, RT 13.88 min
MGDG 40:5 +1O, RT 17.12 min TAG 54:11, RT 17.2 min PE 46:3 +1O, RT 17.83 min
PG 38:1 +3O, RT 6.9 min TAG 52:9, RT 17.47 min MGDG 46:8 +1O, RT 17.35 min
6 More abundant 4 TAG 48:4 +1O, RT 17.38 min TAG 50:1, RT 20.39 min TAG 52:4, RT 19.25 min
TAG 46:4, RT 17.9 min
7 More abundant 4 SQDG 40:7 +3O, RT 12.36 min TAG 52:5, RT 18.89 min MGDG 46:7 +1O, RT 17.68 min
MGDG 32:5 +2O, RT 8.73 min
8 More abundant 5 TAG 50:0, RT 21.23 min TAG 44:3, RT 17.87 min PC 40:1, RT 14.58 min
DGTS_DGTA 40:1, RT 18.08 min PC 36:2, RT 15.71 min
9 More abundant 5 MGDG 44:1 +1O, RT 19.46 min PG 44:0 +2O, RT 20.39 min PE 42:10, RT 12.6 min
TAG 44:6 +1O, RT 14.15 min TAG 54:2, RT 19.13 min
10 More abundant 6 TAG 44:0, RT 19.13 min DGDG 32:5, RT 10.56 min TAG 56:8, RT 18.55 min
PE 40:2 +2O, RT 14.36 min MGDG 36:9 +2O, RT 8.43 min TAG 42:1, RT 18.18 min
11 More abundant 9 TAG 44:2 +1O, RT 17.32 min PE 38:1 +2O, RT 14.24 min PC 44:4, RT 17.65 min
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TAG 52:6 +1O, RT 17.63 min PC 46:8 +4O, RT 17.57 min PE 42:5 +2O, RT 12.74 min
TAG 52:8, RT 17.75 min DGDG 48:4 +1O, RT 17.42 min TAG 48:5 +1O, RT 17.33 min
12 More abundant 7 MGDG 44:4 +1O, RT 18.18 min TAG 52:1, RT 19.12 min MGDG 42:4 +1O, RT 17.81 min
PE 40:4 +2O, RT 12.34 min MGDG 36:9 +1O, RT 8.8 min TAG 54:3 +1O, RT 19.71 min
DGDG 32:5, RT 10.46 min
13 More abundant 6 PC 44:4, RT 17.76 min SQDG 34:4 +3O, RT 9.25 min TAG 42:3 +3O, RT 15.31 min
TAG 56:11, RT 17.6 min DGTS_DGTA 38:7, RT 14.32 min TAG 42:1 +3O, RT 16.41 min
14 More abundant 3 TAG 48:6, RT 17.6 min PC 48:8 +1O, RT 8.07 min TAG 58:1, RT 24.67 min
15 More abundant 9 TAG 46:4 +1O, RT 17.07 min MGDG 42:3 +4O, RT 15.13 min DGDG 36:7 +2O, RT 8.8 min
DGTS_DGTA 30:0, RT 14.5 min PC 34:0, RT 16.42 min TAG 54:1, RT 19.69 min
MGDG 44:6 +3O, RT 17.76 min PC 32:0, RT 15.4 min TAG 42:2, RT 17.79 min
16 More abundant 8 PC 38:5, RT 15.73 min TAG 46:0, RT 19.72 min TAG 60:13, RT 17.71 min
TAG 46:5, RT 17.56 min PC 34:0, RT 16.45 min MGDG 38:9 +2O, RT 9.26 min
DGTS_DGTA 44:12, RT 6.67 min TAG 48:6 +1O, RT 17.41 min
17 More abundant 7 PC 42:11 +1O, RT 9.84 min TAG 54:7 +1O, RT 17.95 min TAG 48:4 +2O, RT 17.11 min
TAG 50:8, RT 17.38 min TAG 60:5, RT 21.76 min TAG 46:5 +1O, RT 16.77 min
PC 32:2 +1O, RT 10.74 min
18 More abundant 10 PC 36:9 +1O, RT 8.09 min TAG 50:2 +2O, RT 17.95 min TAG 50:4 +2O, RT 17.57 min
TAG 44:1 +2O, RT 17.14 min TAG 42:5 +1O, RT 13.64 min TAG 48:0, RT 20.39 min
DGDG 48:3 +1O, RT 17.79 min MGDG 36:7 +2O, RT 9.62 min DGTS_DGTA 42:2, RT 17.94 min
PE 42:1 +1O, RT 17.69 min
19 Less abundant 13 PC 34:7 +1O, RT 7.95 min PG 36:0 +4O, RT 9.97 min DGDG 44:11, RT 13.57 min
PC 36:8 +1O, RT 8.2 min MGDG 34:7, RT 8.16 min PE 38:3 +1O, RT 11.65 min
PE 30:1 +1O, RT 9.79 min MGDG 40:10, RT 12.13 min PE 42:7 +4O, RT 9.52 min
PE 42:0 +4O, RT 9.99 min MGDG 44:10 +2O, RT 8.22 min PE 36:6 +1O, RT 8.05 min
PC 34:6 +1O, RT 8.5 min
20 More abundant 3 DGTS_DGTA 50:3, RT 19.7 min DGDG 34:5, RT 11.83 min DGTS_DGTA 42:0, RT 18.89 min
21 More abundant 5 PC 40:1, RT 18.01 min SQDG 32:0 +1O, RT 13.66 min DGDG 40:1, RT 17.42 min
PE 48:3 +4O, RT 11.01 min MGDG 36:8 +2O, RT 9.01 min
22 More abundant 3 PG 38:0 +2O, RT 12.11 min TAG 58:2, RT 23.2 min PC 44:5, RT 13.37 min
23 More abundant 3 MGDG 34:5, RT 8.22 min DGTS_DGTA 40:7, RT 14.31 min DGTS_DGTA 42:4, RT 17.22 min
24 More abundant 2 TAG 54:2, RT 21.18 min TAG 54:2, RT 21.18 min TAG 54:2, RT 21.18 min
TAG 54:2, RT 21.18 min TAG 54:4, RT 19.81 min
25 More abundant 4 PC 36:1, RT 16.47 min DGTS_DGTA 36:1, RT 16.82 min DGTS_DGTA 44:5, RT 17.43 min
MGDG 26:1 +4O, RT 16.47 min
26 More abundant 4 SQDG 34:2 +3O, RT 13.33 min DGTS_DGTA 42:7, RT 15.37 min SQDG 34:2 +3O, RT 13.37 min
MGDG 42:7 +1O, RT 10.45 min
27 More abundant 1 SQDG 46:1 +1O, RT 6.71 min SQDG 46:1 +1O, RT 6.71 min SQDG 46:1 +1O, RT 6.71 min
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SQDG 46:1 +1O, RT 6.71 min
28 More abundant 5 PE 40:8, RT 13.23 min TAG 56:2, RT 22.1 min PE 34:0 +2O, RT 12.51 min
PC 42:3, RT 14.33 min PE 38:3 +4O, RT 12.51 min
29 More abundant 3 PC 30:4, RT 10.52 min DGTS_DGTA 40:2, RT 17.42 min DGDG 34:5, RT 11.81 min
30 More abundant 6 DGTS_DGTA 38:3, RT 16.08 min TAG 46:7 +1O, RT 14.6 min PC 38:6, RT 13.67 min
MGDG 36:8 +1O, RT 9.04 min PC 42:10, RT 12.38 min PC 40:7, RT 13.75 min
31 NSb 2 PC 32:6, RT 9.89 min PC 32:6, RT 9.89 min PC 32:6, RT 9.89 min
PC 32:6, RT 9.89 min TAG 38:2 +1O, RT 14.09 min
32 More abundant 5 TAG 74:6 +4O, RT 19.13 min SQDG 36:4 +1O, RT 12.42 min PC 38:7, RT 13.91 min
PC 36:7 +1O, RT 8.92 min TAG 38:2, RT 15.49 min
33 More abundant 2 PC 36:4, RT 13.96 min PC 36:4, RT 13.96 min PC 36:4, RT 13.96 min
PC 36:4, RT 13.96 min PC 40:5, RT 15.71 min
34 More abundant 4 DGDG 32:4, RT 11.28 min TAG 40:3 +1O, RT 14.3 min SQDG 36:4 +1O, RT 12.37 min
PC 38:3, RT 15.9 min
35 More abundant 1 TAG 50:4 +3O, RT 17.18 min TAG 50:4 +3O, RT 17.18 min TAG 50:4 +3O, RT 17.18 min
TAG 50:4 +3O, RT 17.18 min
36 More abundant 4 PE 38:4, RT 13.23 min TAG 58:3, RT 22.05 min DGTS_DGTA 44:1, RT 18.94 min
DGDG 34:1, RT 15.27 min
37 More abundant 3 DGTS_DGTA 34:3, RT 14.02 min DGDG 40:10, RT 11.38 min SQDG 36:3 +3O, RT 13.9 min
38 More abundant 6 TAG 40:2 +2O, RT 14.62 min MGDG 36:10, RT 10.66 min PC 36:9, RT 10 min
DGDG 34:4, RT 12.74 min DGTS_DGTA 34:6, RT 12.94 min DGTS_DGTA 40:5, RT 16 min
39 More abundant 4 DGDG 34:6, RT 10.8 min PE 42:2, RT 13.52 min DGDG 34:2, RT 14.3 min
PE 36:1 +2O, RT 12.89 min
40 More abundant 4 PC 34:4 +1O, RT 10.12 min DGDG 34:3, RT 13.33 min DGDG 38:9, RT 10.92 min
PC 42:4, RT 13.33 min
41 More abundant 3 TAG 62:14 +2O, RT 17.07 min DGTS_DGTA 34:5, RT 12.5 min PE 40:1, RT 13.14 min
42 More abundant 8 TAG 54:3, RT 20.38 min TAG 40:0, RT 18.18 min MGDG 44:11 +4O, RT 18.65 min
SQDG 36:6, RT 10.74 min DGDG 44:3 +3O, RT 16.66 min DGDG 36:9, RT 9.88 min
PC 34:1, RT 11.2 min PC 38:1, RT 17.32 min
43 NS 2 PC 46:6, RT 17.48 min PC 46:6, RT 17.48 min PC 46:6, RT 17.48 min
PC 46:6, RT 17.48 min DGTS_DGTA 34:8, RT 9.86 min
44 More abundant 1 PE 34:4, RT 13.05 min PE 34:4, RT 13.05 min PE 34:4, RT 13.05 min
PE 34:4, RT 13.05 min
45 More abundant 5 DGDG 34:7, RT 10.15 min SQDG 48:3 +1O, RT 16.95 min SQDG 34:3, RT 11.74 min
MGDG 30:4, RT 11.19 min MGDG 44:10 +4O, RT 19.14 min
46 More abundant 2 SQDG 34:3 +1O, RT 11.97 min SQDG 34:3 +1O, RT 11.97 min SQDG 34:3 +1O, RT 11.97 min
SQDG 34:3 +1O, RT 11.97 min MGDG 46:8 +3O, RT 11.36 min
47 More abundant 3 DGDG 32:1, RT 14.1 min PC 40:9, RT 11.98 min TAG 52:14 +4O, RT 14.11 min
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48 More abundant 4 DGTS_DGTA 40:11, RT 11.22 min SQDG 48:2 +1O, RT 17.28 min PE 46:8 +1O, RT 11.97 min
SQDG 34:4, RT 11.08 min
49 More abundant 3 PC 32:5, RT 10.75 min DGDG 42:5 +3O, RT 15.46 min TAG 38:0, RT 17.76 min
50 More abundant 5 PC 42:9, RT 13.08 min SQDG 34:0 +1O, RT 15.13 min MGDG 42:1 +3O, RT 19.17 min
DGDG 46:7 +3O, RT 15.75 min DGDG 38:8, RT 11.59 min
51 More abundant 4 DGTS_DGTA 40:6, RT 15.29 min DGDG 30:0, RT 13.87 min DGDG 30:2, RT 11.85 min
DGDG 34:3, RT 13.33 min
52 More abundant 5 SQDG 38:1, RT 15.7 min DGDG 40:3, RT 16.28 min PC 44:5, RT 17.33 min
MGDG 42:3 +2O, RT 19.82 min PE 30:2 +1O, RT 7.98 min
53 More abundant 5 PE 38:2 +2O, RT 13.2 min SQDG 36:5, RT 11.58 min PC 36:1, RT 12.5 min
SQDG 36:4, RT 12.23 min PC 44:12, RT 12.48 min
54 More abundant 4 DGTS_DGTA 42:5, RT 16.76 min DGDG 30:1, RT 12.85 min SQDG 38:6 +3O, RT 11.97 min
PC 38:7 +1O, RT 9.97 min
55 More abundant 2 PE 42:11 +2O, RT 9.78 min PE 42:11 +2O, RT 9.78 min PE 42:11 +2O, RT 9.78 min
PE 42:11 +2O, RT 9.78 min DGDG 30:2 +4O, RT 12.95 min
56 More abundant 4 PC 40:6, RT 15.06 min PC 42:9 +1O, RT 10.51 min PE 46:1 +4O, RT 11.4 min
SQDG 30:3 +1O, RT 9.98 min
57 More abundant 4 DGTS_DGTA 46:6, RT 17.57 min DGDG 28:0 +2O, RT 12.5 min DGDG 42:1 +3O, RT 16.94 min
TAG 50:1 +1O, RT 18.37 min
58 More abundant 3 DGTS_DGTA 34:0, RT 17 min PE 42:0 +1O, RT 18 min DGTS_DGTA 40:4, RT 16.56 min
59 More abundant 6 PG 42:3 +4O, RT 11.03 min PC 40:8 +1O, RT 10.08 min PE 50:4 +4O, RT 11.56 min
PC 32:2 +1O, RT 13.66 min TAG 44:3 +2O, RT 14.02 min TAG 52:0, RT 22.22 min
60 More abundant 6 PC 34:1, RT 15.55 min DGTS_DGTA 42:3, RT 17.56 min SQDG 46:2 +1O, RT 16.97 min
PC 32:7, RT 9.23 min DGDG 36:7 +1O, RT 8.9 min DGTS_DGTA 44:0, RT 19.5 min
61 More abundant 4 PC 32:0, RT 10.86 min TAG 48:3, RT 18.65 min TAG 74:6 +4O, RT 19.13 min
PC 42:10 +1O, RT 12.78 min
62 More abundant 5 PC 36:0, RT 13.05 min MGDG 34:5, RT 8.21 min TAG 52:3 +1O, RT 19.12 min
DGTS_DGTA 46:6, RT 17.57 min PC 38:4, RT 15.17 min
63 More abundant 2 TAG 52:6, RT 18.47 min TAG 52:6, RT 18.47 min TAG 52:6, RT 18.47 min
TAG 52:6, RT 18.47 min TAG 48:4, RT 18.29 min
64 More abundant 6 PE 38:6, RT 13.7 min TAG 46:2, RT 18.62 min PC 46:7, RT 13.12 min
TAG 42:2 +1O, RT 16.99 min DGTS_DGTA 30:5, RT 7.22 min DGTS_DGTA 44:1, RT 18.96 min
65 More abundant 5 PC 42:2, RT 18.02 min MGDG 32:7 +2O, RT 7.77 min TAG 50:5 +3O, RT 16.76 min
TAG 56:0, RT 24.78 min TAG 46:1, RT 19.12 min
66 More abundant 5 PE 40:9, RT 12.17 min TAG 54:0, RT 23.41 min TAG 58:4, RT 21.36 min
TAG 52:7, RT 18.08 min PC 44:5, RT 13.36 min
67 More abundant 5 PC 44:6, RT 12.74 min MGDG 44:8 +2O, RT 15.84 min TAG 54:0, RT 23.35 min
TAG 52:4 +1O, RT 18.63 min DGTS_DGTA 36:5, RT 13.7 min
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68 More abundant 5 TAG 46:3, RT 18.24 min TAG 58:7, RT 19.45 min PC 38:1, RT 13.75 min
PE 48:4 +2O, RT 12.66 min DGTS_DGTA 38:1, RT 17.46 min
69 More abundant 2 DGTS_DGTA 34:4, RT 13.05 min DGTS_DGTA 34:4, RT 13.05 min DGTS_DGTA 34:4, RT 13.05 min
DGTS_DGTA 34:4, RT 13.05 min PC 36:10, RT 9.18 min
70 More abundant 6 PC 42:5, RT 12.34 min PC 38:4, RT 15.22 min TAG 48:2, RT 19.13 min
DGTS_DGTA 50:3, RT 19.72 min TAG 52:4 +1O, RT 18.62 min PE 42:1, RT 14.28 min
71 More abundant 5 PC 38:3, RT 15.97 min TAG 42:4 +1O, RT 14.46 min PC 36:4 +1O, RT 11.31 min
SQDG 46:2 +1O, RT 16.98 min PC 38:5, RT 14.54 min
72 More abundant 2 PC 40:2, RT 14.06 min PC 40:2, RT 14.06 min PC 40:2, RT 14.06 min
PC 40:2, RT 14.06 min TAG 50:2, RT 19.71 min
73 More abundant 7 DGDG 32:6, RT 9.74 min PC 42:2, RT 15.02 min TAG 60:7, RT 20.06 min
PE 36:0 +2O, RT 13.76 min TAG 40:1, RT 17.79 min TAG 56:5, RT 19.95 min
PC 38:5 +1O, RT 11.52 min
74 More abundant 4 DGTS_DGTA 38:4, RT 15.44 min TAG 42:0, RT 18.61 min TAG 50:4, RT 18.76 min
DGTS_DGTA 34:1, RT 15.78 min
75 More abundant 5 DGTS_DGTA 34:2, RT 14.88 min PC 36:9 +1O, RT 7.95 min PG 42:0 +2O, RT 11.43 min
DGTS_DGTA 34:1, RT 16.57 min TAG 44:1 +1O, RT 17.51 min
76 More abundant 8 PC 38:10 +1O, RT 8.41 min PC 38:0, RT 14.34 min TAG 58:14 +1O, RT 16.18 min
TAG 48:1 +3O, RT 18.08 min TAG 40:2 +1O, RT 15.27 min PE 36:9, RT 10.15 min
DGTS_DGTA 40:1, RT 18.04 min TAG 48:1, RT 19.72 min
77 More abundant 1 TAG 50:6, RT 18.01 min TAG 50:6, RT 18.01 min TAG 50:6, RT 18.01 min
TAG 50:6, RT 18.01 min
78 More abundant 5 PC 40:11 +1O, RT 9.06 min TAG 76:6 +4O, RT 19.72 min TAG 58:6, RT 20.04 min
PE 48:5 +2O, RT 12.06 min DGTS_DGTA 36:4, RT 14.34 min
79 More abundant 5 TAG 54:1, RT 22.21 min TAG 54:6 +1O, RT 18.1 min SQDG 36:3 +3O, RT 13.65 min
SQDG 36:2 +3O, RT 14.49 min MGDG 40:1 +2O, RT 17.55 min
80 More abundant 5 DGDG 30:3, RT 11.24 min TAG 52:2 +1O, RT 19.7 min PC 32:1 +1O, RT 14.72 min
PC 40:11 +1O, RT 8.99 min TAG 44:1, RT 18.61 min
81 More abundant 5 DGTS_DGTA 42:10, RT 12.75 min PC 30:0, RT 14.13 min TAG 56:8, RT 18.55 min
PE 34:2, RT 14.67 min TAG 42:3 +1O, RT 16.5 min
82 More abundant 6 TAG 44:2, RT 18.18 min TAG 46:0 +3O, RT 18.05 min MGDG 40:5 +1O, RT 14.44 min
PE 40:0, RT 13.69 min DGTS_DGTA 38:5, RT 14.7 min PE 42:1, RT 14.19 min
83 Less abundant 4 MGDG 38:9, RT 10.61 min PE 48:5 +4O, RT 11.98 min SQDG 32:4, RT 10.07 min
PE 42:9 +3O, RT 7.84 min
84 Less abundant 3 TAG 36:1 +2O, RT 15.37 min TAG 64:15 +2O, RT 17.09 min PE 42:9 +3O, RT 7.88 min
85 Less abundant 3 PE 40:10, RT 11.69 min DGTS_DGTA 36:7, RT 11.79 min PC 36:8, RT 10.73 min
86 Less abundant 3 MGDG 40:9, RT 12.67 min PC 34:8, RT 9.58 min PG 40:2 +4O, RT 10.54 min
87 Less abundant 3 TAG 62:15 +2O, RT 16.75 min TAG 62:16 +2O, RT 16.36 min SQDG 30:2 +1O, RT 10.7 min
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88 Less abundant 5 PC 42:7, RT 15.12 min TAG 42:1 +3O, RT 14.7 min DGTS_DGTA 44:7, RT 16.26 min
MGDG 28:2, RT 9.67 min PE 40:10, RT 11.68 min
89 Less abundant 1 SQDG 36:3 +2O, RT 16.21 min SQDG 36:3 +2O, RT 16.21 min SQDG 36:3 +2O, RT 16.21 min
SQDG 36:3 +2O, RT 16.21 min
90 Less abundant 2 PG 30:0, RT 12.7 min PG 30:0, RT 12.7 min PG 30:0, RT 12.7 min
PG 30:0, RT 12.7 min PE 44:11, RT 12.03 min
91 Less abundant 5 DGDG 28:0, RT 5.83 min PG 38:0 +4O, RT 11.01 min SQDG 26:0, RT 9.83 min
PC 38:4, RT 11.04 min SQDG 32:1 +3O, RT 12.81 min
92 Less abundant 5 DGDG 32:0 +2O, RT 5.71 min SQDG 48:6 +2O, RT 15.59 min PE 38:4 +2O, RT 11.36 min
SQDG 42:1, RT 16.37 min SQDG 36:2, RT 13.85 min
93 Less abundant 5 DGTS_DGTA 44:7, RT 16.21 min SQDG 48:7 +3O, RT 15.56 min PE 44:3 +2O, RT 19.28 min
SQDG 34:0 +4O, RT 15.63 min PC 34:5, RT 12.1 min
94 Less abundant 4 DGDG 30:0 +1O, RT 5.78 min PE 42:8, RT 7.78 min SQDG 36:0, RT 15.59 min
PE 28:1 +1O, RT 7.88 min
95 Less abundant 2 TAG 56:1 +1O, RT 19.79 min TAG 56:1 +1O, RT 19.79 min TAG 56:1 +1O, RT 19.79 min
TAG 56:1 +1O, RT 19.79 min PC 40:3, RT 16.76 min
96 Less abundant 3 MGDG 42:9 +1O, RT 9.46 min MGDG 42:11, RT 12.6 min PC 36:8, RT 12.08 min
97 Less abundant 4 SQDG 38:10, RT 11.36 min PG 36:1 +3O, RT 11.66 min DGDG 50:3 +3O, RT 17.56 min
PE 36:7 +1O, RT 7.88 min
98 Less abundant 5 TAG 40:6 +1O, RT 13.84 min PC 34:7, RT 10.27 min SQDG 48:7 +4O, RT 13.32 min
PE 34:2, RT 12.02 min MGDG 40:10 +1O, RT 10.48 min
99 Less abundant 3 PE 32:4, RT 11.81 min PE 42:6, RT 14.54 min SQDG 32:0 +3O, RT 13.59 min
100 Less abundant 4 MGDG 40:8 +1O, RT 9 min TAG 66:12, RT 18.04 min MGDG 36:8, RT 11.36 min
DGDG 44:9 +1O, RT 15.8 min
101 Less abundant 2 PC 34:5 +1O, RT 9.15 min PC 34:5 +1O, RT 9.15 min PC 34:5 +1O, RT 9.15 min
PC 34:5 +1O, RT 9.15 min MGDG 36:6, RT 12.95 min
102 Less abundant 4 MGDG 30:3, RT 12.03 min PE 46:7, RT 11.66 min TAG 38:2 +1O, RT 14.86 min
SQDG 34:1, RT 12.41 min
103 Less abundant 3 TAG 36:2 +1O, RT 13.6 min PG 48:3 +4O, RT 16.32 min SQDG 48:7 +4O, RT 13.23 min
104 Less abundant 4 PE 32:3, RT 12.72 min MGDG 32:4, RT 12.27 min PC 46:7, RT 16.8 min
SQDG 28:1, RT 10.08 min
105 Less abundant 3 MGDG 32:5, RT 11.32 min MGDG 36:5, RT 10.27 min SQDG 32:2 +3O, RT 12.1 min
106 Less abundant 5 SQDG 30:1 +1O, RT 11.48 min PC 38:8, RT 11.88 min SQDG 30:3, RT 9.77 min
MGDG 34:8, RT 10.15 min PC 40:4, RT 16.37 min
107 Less abundant 4 PE 38:7 +3O, RT 7.2 min SQDG 46:5, RT 15.84 min PG 42:2 +4O, RT 12.34 min
DGDG 44:11 +1O, RT 13.32 min
108 Less abundant 5 PE 38:0, RT 12.66 min SQDG 38:0 +1O, RT 16.71 min MGDG 28:4, RT 9.99 min
PC 36:7, RT 11.45 min SQDG 44:6, RT 14.99 min
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109 Less abundant 3 SQDG 36:0, RT 15.61 min PC 32:4, RT 11.64 min DGDG 50:3 +3O, RT 17.57 min
110 Less abundant 1 SQDG 32:2 +1O, RT 11.89 min SQDG 32:2 +1O, RT 11.89 min SQDG 32:2 +1O, RT 11.89 min
SQDG 32:2 +1O, RT 11.89 min
111 Less abundant 6 PC 30:3, RT 11.33 min PC 42:3, RT 17.47 min PE 44:4 +2O, RT 18.66 min
TAG 38:1 +1O, RT 16.61 min PC 38:6 +1O, RT 10.61 min PE 44:0 +4O, RT 11.06 min
112 Less abundant 3 PC 40:5, RT 11.33 min PE 36:7, RT 11.57 min PC 32:3, RT 12.46 min
113 Less abundant 3 SQDG 30:0 +1O, RT 13.82 min PE 32:0 +2O, RT 12.31 min DGTS_DGTA 38:9, RT 11.34 min
114 Less abundant 2 SQDG 32:0, RT 13.39 min SQDG 32:0, RT 13.39 min SQDG 32:0, RT 13.39 min
SQDG 32:0, RT 13.39 min SQDG 30:2, RT 10.32 min
115 Less abundant 4 SQDG 44:2 +1O, RT 16.36 min PC 40:9 +1O, RT 9.59 min SQDG 38:0 +1O, RT 16.74 min
MGDG 36:7, RT 12.18 min
116 More abundant 4 SQDG 44:5, RT 15.84 min PE 44:7 +2O, RT 12.73 min PE 40:8 +3O, RT 7.54 min
DGTS_DGTA 38:10, RT 10.71 min
117 More abundant 4 PC 42:8, RT 14.14 min DGTS_DGTA 38:2, RT 16.85 min SQDG 40:5, RT 13.64 min
DGDG 32:3, RT 12.1 min
118 More abundant 7 DGDG 32:0, RT 15.07 min DGDG 50:2 +3O, RT 17.84 min PE 44:3 +4O, RT 9 min
DGTS_DGTA 38:7, RT 13.09 min TAG 48:5 +3O, RT 16.34 min PC 40:4, RT 12.17 min
SQDG 48:6 +1O, RT 16.14 min
119 More abundant 3 PE 32:5 +1O, RT 7.21 min PC 38:2, RT 16.61 min TAG 64:14 +4O, RT 14.55 min
120 More abundant 5 PC 42:6, RT 11.79 min DGDG 38:6, RT 13.34 min SQDG 34:2, RT 12.62 min
PE 42:11 +2O, RT 9.79 min SQDG 36:7, RT 9.89 min
121 More abundant 3 PC 44:11 +4O, RT 9.67 min PE 36:6, RT 12.51 min PG 44:8 +4O, RT 18.66 min
122 More abundant 4 DGDG 32:2, RT 13.09 min TAG 38:3, RT 14.54 min DGDG 36:8, RT 10.57 min
DGTS_DGTA 40:3, RT 16.9 min
123 More abundant 5 TAG 36:0, RT 17.35 min TAG 40:1 +1O, RT 16.86 min DGDG 36:1, RT 16.39 min
SQDG 28:0, RT 10.99 min PC 42:5, RT 16.59 min
124 NS 2 TAG 58:13 +4O, RT 16.23 min TAG 58:13 +4O, RT 16.23 min TAG 58:13 +4O, RT 16.23 min
TAG 58:13 +4O, RT 16.23 min DGDG 36:7 +4O, RT 12.28 min
125 More abundant 4 DGTS_DGTA 32:6, RT 10.28 min TAG 56:13 +4O, RT 16.21 min PC 30:1, RT 13.03 min
PC 46:8, RT 17.28 min
126 More abundant 1 PE 34:6 +1O, RT 7.54 min PE 34:6 +1O, RT 7.54 min PE 34:6 +1O, RT 7.54 min
PE 34:6 +1O, RT 7.54 min
127 More abundant 5 TAG 48:4 +3O, RT 16.83 min DGTS_DGTA 44:6, RT 16.76 min SQDG 34:2, RT 12.65 min
PE 46:2 +4O, RT 10.55 min TAG 66:18 +1O, RT 14.27 min
128 NS 2 SQDG 38:1 +1O, RT 13.09 min SQDG 38:1 +1O, RT 13.09 min SQDG 38:1 +1O, RT 13.09 min
SQDG 38:1 +1O, RT 13.09 min SQDG 36:1, RT 14.78 min
129 More abundant 5 PC 38:2, RT 12.89 min SQDG 34:1, RT 13.62 min TAG 38:3 +1O, RT 13.15 min
PE 34:3, RT 13.63 min PC 34:8, RT 10.74 min
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130 More abundant 3 MGDG 36:9 +3O, RT 9.19 min PC 40:8, RT 13.05 min DGDG 50:2 +3O, RT 17.85 min
131 More abundant 4 DGDG 42:4 +3O, RT 15.92 min MGDG 32:7, RT 6.94 min PG 44:6 +4O, RT 19.74 min
PC 36:6 +1O, RT 9.53 min
132 More abundant 3 DGDG 42:5 +3O, RT 15.46 min PC 46:6, RT 17.42 min TAG 46:8 +1O, RT 13.68 min
133 More abundant 4 MGDG 28:0 +3O, RT 13.49 min PC 46:8, RT 12.75 min DGTS_DGTA 36:6, RT 12.89 min
DGCC 34:4 +4O, RT 16.22 min
134 More abundant 6 SQDG 34:1 +3O, RT 12.86 min DGDG 36:6, RT 12.17 min TAG 56:13 +4O, RT 16.23 min
PE 40:10 +2O, RT 9.35 min DGDG 38:7, RT 12.41 min PE 36:5, RT 13.53 min
135 More abundant 3 PC 32:4, RT 13.02 min PE 38:3 +2O, RT 12.22 min DGDG 44:2 +3O, RT 16.99 min
136 More abundant 5 PE 40:5 +2O, RT 11.83 min SQDG 30:4, RT 9.11 min PC 36:5 +1O, RT 10.3 min
DGDG 40:2, RT 16.89 min PC 32:1, RT 14.34 min
137 More abundant 6 DGTS_DGTA 50:4, RT 19.16 min SQDG 36:2, RT 13.76 min SQDG 42:4, RT 15.61 min
DGTS_DGTA 30:2, RT 12.51 min PE 44:1 +2O, RT 16.8 min SQDG 38:0 +1O, RT 14.11 min
138 More abundant 3 PE 42:9, RT 13.25 min MGDG 42:10 +3O, RT 14.49 min PC 40:3, RT 13.08 min
139 More abundant 3 TAG 56:10 +4O, RT 16.34 min PE 38:7, RT 12.75 min TAG 40:1 +2O, RT 16.52 min
140 More abundant 4 DGDG 40:3 +3O, RT 15.8 min SQDG 42:4, RT 15.63 min PE 42:6 +2O, RT 12.27 min
SQDG 34:5, RT 10.4 min
141 Less abundant 5 SQDG 36:4 +3O, RT 12.75 min PE 42:11, RT 12.17 min PC 44:6, RT 16.68 min
DGTS_DGTA 46:7, RT 16.9 min DGTS_DGTA 32:3, RT 12.86 min
142 NS 2 PC 24:2, RT 11.44 min PC 24:2, RT 11.44 min PC 24:2, RT 11.44 min
PC 24:2, RT 11.44 min PE 46:4 +4O, RT 9.54 min
143 NS 4 PE 28:2 +1O, RT 7.2 min DGDG 36:7, RT 11.23 min PC 40:2, RT 17.37 min
PE 32:1, RT 14.46 min
144 Less abundant 1 SQDG 32:1, RT 12.41 min SQDG 32:1, RT 12.41 min SQDG 32:1, RT 12.41 min
SQDG 32:1, RT 12.41 min
145 Less abundant 6 DGDG 36:5, RT 13.17 min MGDG 38:9, RT 7.77 min PE 34:5, RT 12.21 min
SQDG 38:2, RT 14.93 min PE 36:8, RT 10.9 min SQDG 34:3 +3O, RT 12.36 min
146 NS 2 PC 36:2, RT 11.4 min PC 36:2, RT 11.4 min PC 36:2, RT 11.4 min
PC 36:2, RT 11.4 min PG 40:0 +2O, RT 10.31 min
147 NS 2 SQDG 30:0 +1O, RT 12.36 min SQDG 30:0 +1O, RT 12.36 min SQDG 30:0 +1O, RT 12.36 min
SQDG 30:0 +1O, RT 12.36 min PE 36:3 +2O, RT 11.06 min
148 Less abundant 4 PE 30:1, RT 13.2 min PE 42:8, RT 11.68 min DGTS_DGTA 30:3, RT 11.67 min
MGDG 36:9, RT 7.11 min
149 Less abundant 1 PE 32:2, RT 13.42 min PE 32:2, RT 13.42 min PE 32:2, RT 13.42 min
PE 32:2, RT 13.42 min
150 NS 4 PE 42:3, RT 12.33 min PE 44:4 +2O, RT 18.66 min PC 34:0, RT 12.01 min
DGCC 46:8 +4O, RT 16.41 min
151 Less abundant 3 DGDG 34:0 +3O, RT 5.68 min DGTS_DGTA 32:4, RT 12 min PC 36:6, RT 12.36 min
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152 Less abundant 6 PE 36:2 +2O, RT 11.87 min PE 40:10, RT 12.74 min PC 30:1 +1O, RT 13.4 min
SQDG 40:0 +1O, RT 17.51 min PC 38:10, RT 10.41 min TAG 34:0, RT 16.85 min
153 Less abundant 6 DGTS_DGTA 36:8, RT 11.04 min PC 34:4, RT 12.84 min PG 44:12 +3O, RT 11.5 min
TAG 38:1 +2O, RT 16.17 min DGDG 44:11 +1O, RT 13.3 min PC 38:3, RT 11.79 min
154 NS 2 DGDG 38:3, RT 15.83 min DGDG 38:3, RT 15.83 min DGDG 38:3, RT 15.83 min
DGDG 38:3, RT 15.83 min PE 38:8, RT 12.03 min
155 Less abundant 6 PC 28:5 +1O, RT 7.53 min PE 34:0 +2O, RT 13.51 min PC 40:10 +1O, RT 9.04 min
SQDG 32:3, RT 10.66 min MGDG 34:4, RT 13.56 min PC 40:5, RT 16.65 min
156 Less abundant 4 SQDG 34:4 +1O, RT 11.5 min PC 44:7, RT 12.27 min MGDG 34:5, RT 12.56 min
SQDG 38:7 +3O, RT 11.5 min
157 Less abundant 3 PC 42:4, RT 17.13 min SQDG 40:8 +3O, RT 11.97 min MGDG 24:1 +4O, RT 6.64 min
158 NS 2 SQDG 34:6, RT 9.53 min SQDG 34:6, RT 9.53 min SQDG 34:6, RT 9.53 min
SQDG 34:6, RT 9.53 min PE 40:1, RT 13.13 min
159 Less abundant 4 SQDG 30:0, RT 12.21 min SQDG 38:1, RT 15.69 min MGDG 36:9, RT 10.57 min
SQDG 30:1, RT 11.18 min
160 Less abundant 3 PC 42:6, RT 15.89 min PC 32:2, RT 13.29 min SQDG 32:2, RT 11.43 min
161 Less abundant 4 SQDG 46:5, RT 15.85 min TAG 42:1 +2O, RT 16.99 min TAG 64:16 +2O, RT 16.8 min
PC 40:10, RT 11.5 min
162 Less abundant 5 DGCC 44:9 +4O, RT 9.05 min MGDG 48:7 +1O, RT 16.84 min TAG 54:9 +2O, RT 14.04 min
PG 48:4 +4O, RT 15.88 min PC 28:1 +1O, RT 10.9 min
163 Less abundant 3 MGDG 38:5 +1O, RT 9.9 min SQDG 40:1 +1O, RT 16.84 min PG 48:0 +4O, RT 17.42 min
164 Less abundant 5 PE 38:0 +3O, RT 15.02 min PE 32:1 +2O, RT 9.63 min PC 46:2, RT 16.79 min
PG 44:11 +4O, RT 15.57 min PC 36:4, RT 9.04 min
165 Less abundant 3 SQDG 34:4 +3O, RT 11.52 min MGDG 48:4 +1O, RT 17.85 min PG 44:9 +3O, RT 14.62 min
166 Less abundant 6 MGDG 42:10, RT 10.07 min MGDG 38:8, RT 11.27 min SQDG 34:4 +3O, RT 11.57 min
MGDG 36:10, RT 9.73 min MGDG 40:9 +1O, RT 11.07 min PG 48:5 +4O, RT 15.46 min
167 Less abundant 6 MGDG 32:7, RT 9.83 min MGDG 34:7, RT 10.9 min PE 34:6 +1O, RT 6.87 min
SQDG 32:3 +1O, RT 11.03 min SQDG 36:5 +3O, RT 11.89 min MGDG 30:2, RT 12.81 min
168 Less abundant 5 PC 38:8 +1O, RT 9.14 min MGDG 42:8 +1O, RT 9.91 min PE 38:7, RT 10.17 min
SQDG 26:3, RT 7.56 min PG 48:1 +4O, RT 17.1 min
169 Less abundant 4 MGDG 34:3 +1O, RT 12.4 min MGDG 34:6, RT 11.6 min PE 44:6 +1O, RT 12.85 min
PC 36:3, RT 10.58 min
170 Less abundant 5 PG 46:1 +4O, RT 16.66 min PG 48:3 +4O, RT 16.32 min PE 34:7 +1O, RT 7.26 min
SQDG 40:3, RT 15.01 min MGDG 46:2 +1O, RT 18.23 min
171 Less abundant 3 PE 40:4, RT 13.95 min PE 38:8 +3O, RT 6.88 min PC 44:8 +1O, RT 10.01 min
172 Less abundant 4 SQDG 38:0, RT 16.28 min MGDG 38:8, RT 12.53 min PC 44:2, RT 15.99 min
PC 40:3, RT 16.8 min
173 Less abundant 7 PC 34:6, RT 11.06 min MGDG 32:6, RT 10.47 min PE 32:6 +1O, RT 6.88 min
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DGDG 40:7, RT 15.69 min DGCC 28:0 +4O, RT 6.64 min PE 44:8 +1O, RT 14.57 min
MGDG 36:8, RT 7.41 min
174 Less abundant 4 TAG 54:13 +1O, RT 16.28 min SQDG 42:3 +3O, RT 10.2 min PE 38:5 +1O, RT 9.88 min
SQDG 46:7, RT 15.56 min
175 Less abundant 7 DGDG 40:8 +1O, RT 15.68 min MGDG 38:4 +1O, RT 10.63 min PC 44:7, RT 16 min
MGDG 48:3 +1O, RT 18.23 min SQDG 38:3, RT 10.27 min PE 42:8 +1O, RT 13.77 min
PE 46:3 +4O, RT 10.02 min
176 Less abundant 4 MGDG 30:5, RT 10.27 min SQDG 36:3 +4O, RT 14.6 min PG 40:3 +4O, RT 10.03 min
PC 38:9 +1O, RT 8.61 min
177 Less abundant 3 PE 42:7, RT 13.53 min MGDG 32:8, RT 9.13 min MGDG 28:3, RT 10.8 min
178 Less abundant 4 MGDG 38:8, RT 12.55 min PG 42:4 +4O, RT 10.51 min MGDG 48:5 +1O, RT 17.56 min
PE 36:10, RT 9.33 min
179 Less abundant 4 PE 34:1 +2O, RT 12.5 min PE 44:1 +4O, RT 10.38 min PG 44:7 +4O, RT 19.14 min
MGDG 46:3 +1O, RT 17.8 min
180 Less abundant 5 MGDG 40:5 +1O, RT 11.18 min PE 34:9 +4O, RT 8.82 min MGDG 48:5 +1O, RT 17.51 min
MGDG 40:7 +1O, RT 10.74 min PC 42:10 +1O, RT 10.02 min
181 Less abundant 6 PC 48:8 +4O, RT 7.7 min DGDG 46:8 +3O, RT 15.26 min SQDG 36:6 +3O, RT 11.04 min
Less abundant PC 44:4, RT 14.48 min PE 48:4 +4O, RT 10.5 min MGDG 38:7, RT 13.21 min
a Significance at p ≤ 0.01 determined by two-tailed Student’s t-test
b Difference in abundance between treatments was not significant at p ≤ 0.01
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Table D.9: Molecular Characteristics of IPL, ox-IPL, and TAG Observed in Phaeodactylum
tricornutum after 24 h
Within-Group Mean ± SD







Moieties more abundantb (upregulated) under 150 𝜇M
H2O2 (N = 1)
34 4 4
Moieties less abundantb (downregulated) under 150 𝜇M
H2O2 (N = 4)
39.5 ± 8.1 4.3 ± 4.9 4.0 ± 0.0
DGDG
Moieties more abundant under 150 𝜇M H2O2 (N = 62) 37.2 ± 5.5 4.2 ± 2.7 1.0 ± 1.3
Moieties less abundant under 150 𝜇M H2O2 (N = 2) 39.3 ± 6.0 5.5 ± 4.0 1.1 ± 1.1
DGTS & A
Moieties more abundant under 150 𝜇M H2O2 (N = 52) 39.2 ± 4.9 4.2 ± 2.9 0.0 ± 0.0
Moieties less abundant under 150 𝜇M H2O2 (N = 9) 37.6 ± 5.8 6.2 ± 2.6 0.5 ± 0.7
MGDG
Moieties more abundant under 150 𝜇M H2O2 (N = 72) 38.6 ± 5.3 5.2 ± 2.9 1.9 ± 1.1***
Moieties less abundant under 150 𝜇M H2O2 (N = 60) 37.6 ± 5.8 6.2 ± 2.6 0.5 ± 0.7***
PC
Moieties more abundant under 150 𝜇M H2O2 (N = 92) 38.7 ± 4.5 5.0 ± 3.3 0.4 ± 0.8
Moieties less abundant under 150 𝜇M H2O2 (N = 55) 37.6 ± 5.0 5.4 ± 2.6 0.3 ± 0.7
PE
Moieties more abundant under 150 𝜇M H2O2 (N = 68) 41.1 ± 5.0* 3.7 ± 3.0 1.5 ± 1.3
Moieties less abundant under 150 𝜇M H2O2 (N = 71) 38.7 ± 4.8* 5.1 ± 3.2 1.3 ± 1.4
PG
Moieties more abundant under 150 𝜇M H2O2 (N = 11) 42.4 ± 2.5 2.1 ± 2.7 3.2 ± 1.0
Moieties less abundant under 150 𝜇M H2O2 (N = 21) 42.7 ± 4.9 3.8 ± 4.0 3.5 ± 1.0
SQDG
Moieties more abundant under 150 𝜇M H2O2 (N = 49) 37.2 ± 4.9 2.9 ± 1.9 1.0 ± 1.2
Moieties less abundant under 150 𝜇M H2O2 (N = 62) 36.0 ± 5.7 2.8 ± 2.5 1.3 ± 1.4
TAG
Moieties more abundant under 150 𝜇M H2O2 (N = 164) 50.1 ± 7.1 5.6 ± 4.4 0.9 ± 1.2
Moieties less abundant under 150 𝜇M H2O2 (N = 21) 51.9 ± 13 7.3 ± 6.1 1.5 ± 1.0
Chloroplast lipids (DGDG, SQDG, MGDG, PG)
Moieties more abundant under 150 𝜇M H2O2 (N = 194) 38.0 ± 5.3 4.1 ± 2.8 1.5 ± 1.3
Moieties less abundant under 150 𝜇M H2O2 (N = 165) 37.8 ± 6.0 4.5 ± 3.3 1.2 ± 1.5
Endoplasmic reticulum lipids (PC, PE, PG)
Moieties more abundant under 150 𝜇M H2O2 (N = 171) 39.9 ± 4.8 4.3 ± 3.2 1.0 ± 1.3
Moieties less abundant under 150 𝜇M H2O2 (N = 147) 38.9 ± 5.1 5.0 ± 3.1 1.3 ± 1.5
Mitochondrial lipids (PE, PG)
Moieties more abundant under 150 𝜇M H2O2 (N = 79) 41.3 ± 4.8 3.5 ± 3 1.7 ± 1.4
Moieties less abundant under 150 𝜇M H2O2 (N = 92) 39.6 ± 5.1 4.8 ± 3.4 1.8 ± 1.6
Betaine lipids (DGCC, DGTS & A)
Moieties more abundant under 150 𝜇M H2O2 (N = 53) 39.1 ± 4.9 4.2 ± 2.9 0.1 ± 0.5
Moieties less abundant under 150 𝜇M H2O2 (N = 13) 38.2 ± 6.3 5.5 ± 3.2 1.2 ± 1.9
All lipids
Moieties more abundant under 150 𝜇M H2O2 (N = 571) 42.1 ± 7.7*** 4.6 ± 3.5 1.0 ± 1.3
Moieties less abundant under 150 𝜇M H2O2 (N = 325) 38.9 ± 7.2*** 5.0 ± 3.5 1.1 ± 1.4
For each lipid class or lipid functional grouping, we report the number (N ) and mean (± SD) molecular
characteristics of those moieties more and less abundant (up- and downregulated) in the 150 𝜇M H2O2
treatment after 24 h, compared to the 0 𝜇M H2O2 control. A two-tailed Student’s t-test was used to
determine the significance of differences in mean values between groups; differences were significant at p ≤
0.05 (bold), p ≤ 0.01 (*), p ≤ 0.001 (**), and p ≤ 0.0001 (***). Data are presented for a single experiment
with two technical replicates.
a Number of additional oxygen atoms
b Compared to 0 𝜇M H2O2 control at 24 h
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Table D.10: Examples of Isomer and Isobar Annotation from the P. tricornutum Dataset










































































































































































a As described in Figure 3-1.
b Several possible structures can be described by a given parent compound assignment; one possible structure for each assignment is shown in the table.
c In this case, the theoretical masses of the two ions were indistinguishable at the ppm (2.5) used database matching.
d Inferred from the appearance at different retention times in the same sample of multiple features with the same mass.
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E.1 Supplementary Methodological Details Not Described in
the Text
E.1.1 Sample Injection, Chromatography and ESI Source Settings
20 𝜇L injections of sample were made onto a C8 Xbridge HPLC column (particle size 5
𝜇m, length 150 mm, width 2.1 mm; Waters Corp., Milford, MA, USA). Eluent A consisted
of water with 1% 1M ammonium acetate and 0.1% acetic acid. Eluent B consisted of 70%
acetonitrile, 30% isopropanol with 1% 1M ammonium acetate and 0.1% acetic acid. Gradient
elution was performed with the following program (total run time 40 min) at a constant flow
rate of 0.4 mL min-1: 45% A for 1 min to 35% A at 4 min, then from 25% A to 11% A at 12
min, then to 1% A at 15 min with an isocratic hold until 30 min, and finally back to 45% A
for 10 min column equilibration. ESI source settings were: Spray voltage, 4.5kV (+), 3.5 kV
(-); capillary temperature, 200∘C; sheath gas and auxiliary gas, both 20 (arbitrary units);
heated ESI probe temperature, 350∘C.
E.1.2 Mass Spectrometer Acquisition Settings
Mass data were collected on a Thermo Q Exactive Hybrid Quadrupole-Orbitrap mass spec-
trometer (ThermoFisher Scientific, Waltham, MA, USA) instrument in full scan and TopN
data dependent-MS2 (dd-MS2) acquisition modes while alternating between positive and
negative ionization modes. Following the full spectrum scan in each mode (scan range of
100-1500 m/z ), the five ions of highest intensity were selected using the quadrupole for MS2
fragmentation. Data were acquired in the following sequence: FT positive full lock MS,
positive-mode dd-MS2, FT negative full lock MS, and negative-mode dd-MS2. The S-lens
RF level and voltage were set to 100.00% and 25.00 V, respectively. Mass resolution was
set to the maximum possible value of 140,000 (FWHM at m/z 200) for full scan acquisition
and to 17,500 for dd-MS2 scans. The full scan mass resolution setting corresponded to an
observed resolution of 75,100 at the m/z (875.5505) of our internal standard, DNP-PE, in
positive ion mode. Using these settings, we obtained between 8 and 14 MS scans across a
typical peak in full scan mode. The following other settings were applied: MS2 isolation
window, 4 m/z ; MS2 isolation offset, 0.00; loop count, 5; dynamic exclusion, 10.0 s; AGC
target, 3,000,000/100,000 (full scan/MS2); skimmer voltage, 15.00 V; inject flatapole DC,
280
6.00; MP2 and MP3 RF, 594; gate lens voltage, 5.88 V; C-trap RF, 1,010; MS2 NCE/stepped
NCE, 30, 50, 80.
E.1.3 Procedures Used for Weekly and Real-Time Calibration of the Ex-
active
The mass spectrometer was calibrated as requried in both positive and negative ion modes
by infusing calibration mixes available from ThermoFisher Scientific. Deliberate lock masses
were also used for real-time recalibration; C16:0 (m/z 255.23295) and C18:0 (m/z 283.26425)
fatty acids were used in negative ion mode, while ammonium adducts of a series of polysilox-
anes (m/z 536.16537, 610.1842, and 684.2035) were used in positive ion mode. At least one































































































PC 22:6, 22:6 (all-cis-∆4,∆7,∆10,∆13,∆16,∆19)
Figure E-1: Structures of the eight species of phosphatidylcholine (PC) evaluated in the photooxidation
experiments described in the text.
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Figure E-2: Wavelength-specific absorbance coefficients (𝑎𝑆𝑊 (𝜆)) of West Antarctic Peninsula surface waters
from samples collected on two dates in December 2013. For each date, we report the mean values of 𝑎𝑆𝑊 (𝜆)
determined for each wavelength in a set of samples collected at 0, 5, and 10 m. The 27 December values
(red trace) reflect samples collected at the three depths at both PAL-LTER time series stations (B and E; N
= 6), while the 12 December values (blue trace) are based only on samples collected at Station B (N = 3).
The shaded region surrounding each trace depicts one standard deviation. Values of 𝑎𝑆𝑊 (𝜆) were calculated






























Figure E-3: Profiles of temperature and salinity made at PAL-LTER Station B on (a) 12 Decem-
ber and (b) 24 December 2013. The data from which these figures were constructed were retrieved
from http://oceaninformatics.ucsd.edu/datazoo/data/pallter/datasets?action=summary&id=228 on
1 November 2016. The location of Station B in Arthur Harbor is shown in Figure 4-1.
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Figure E-4: (preceding page) Expanded version of Figure 4-9 in the main text, showing annotated positive
and negative ion mode spectra used to identify three intact oxidized products of PC 22:6, 22:6 (all-cis-
Δ4,Δ7,Δ10,Δ13,Δ16,Δ19) in a lipid photooxidation experiment on 14 December 2013. The spectra presented
here are from one of three replicate samples of the +UVB –het. bact. treatment at the final experimental
time point shown in Figure 4-6. Product ion spectra (second and fourth rows) were obtained via data-
dependent MS2 using a Thermo Q Exactive Hybrid Quadrupole-Orbitrap mass spectrometer; MS and HPLC
conditions are described in the Supporting Information text. Panels (a)-(d) show diagnostic spectra for the
intact parent PC 22:6, 22:6 molecule ([M+H]+ and [M-HAc-H]- adducts, respectively); these were validated
by comparison with an authentic standard. Panels (e)-(h), (i)-(l), and (m)-(p) show, respectively, spectra for
three ox-PC 22:6. 22:6 species identified at 10.4, 11.0, and 8.5 min. Colors in column headings correspond
to those used in Figure 4-8 and Figure 4-9 in the text. Insets show the relative intensities of ions ≥ 300 or
100 m/z units (positive and negative ionization modes, respectively). Although we were unable to identify
the precise structures of the three ox-PC species without further fragmentation (i.e., MSn; see discussion in
text), we offer five lines of evidence for identities of these species as +2O and +4O products of the parent
molecule, with the additional conviction that the oxidation in each case oc𝜇red at a specific position on one
of the two attached acyl chains: (1) the knowledge that, by virtue of the experimental design, the observed
species must be degradation products of one of the five lipids we added as liposomes, (2) agreement at ≤
0.3 ppm of the exact masses of the parent ion adducts in both ionization modes with calculated theoretical
masses, (3) systematic shifts in retention time consistent with the progressive addition of oxygen atoms, (4)
the unique fragmentation spectra observed, each containing ions not present in those obtained for the parent
molecule, and (5) the presence in all three of the negative ion mode MS2 spectra of the m/z 327.23, 224.07,
























































































































Figure E-5: Relative molar distribution of seven classes of intact polar diacylglycerol (IP-DAG) in cultures of
four diatom species isolated from waters of the West Antarctic Peninsula. Cultures were grown in nutrient re-
plete medium and biomass was harvested in exponential growth phase. Lipids were identified using the LOB-
STAHS software and several additional criteria described in the main text; the data in this figure represent
316 different IP-DAG identified in the four isolates. Quantification of lipids was performed using authentic
standards as described in the main text. We also identified several species of diacylglyceryl carboxyhydrox-
ymethylcholine (DGCC) in the isolates; these were excluded from the dataset used to generate the figure
because we did not have a suitable authentic standard available at the time of analysis. DGCC accounted
for < 1 % of the total raw IP-DAG peak area in A. actinochilus and F. cylindrus, < 3 % in Chaetoceros sp.,
and ∼ 20 % of the total IP-DAG peak area in T. antarctica. The diatom cultures were kindly provided by
C. Moreno and A. Marchetti, University of North Carolina. The full, annotated list of the lipids identified
in each culture is available online at https://github.com/jamesrco/LipidPhotoOxBox/blob/master/data/
nice/LOBSTAHS_lipid_identities/UNC_Marchetti_diatom_cultures_IP-DAG_pmol_totals.final.csv or



































































































































































































Fully saturated fatty acids (FSFA) at both sn-1
and sn-2 
MUFA at both sn-1 and sn-2, or DUFA at either
sn-1 and sn-2
At least one PUFA with ≥ 3 double bonds at
sn-1 or sn-2
PUFA with ≥ 3 and < 5 double bonds at both
sn-1 and sn-2





































Figure E-6: Fatty acid composition of (a) all identifiable IP-DAG and (b) phosphatidylcholine (PC) species
in the four Antarctic diatom isolates for which distributions of IP-DAG are presented in Figure E-5. Because
the current version of the LOBSTAHS software resolves the identities of IP-DAG only to the level of bulk
fatty acid composition (i.e., the sum of the properties of the substituents at both the sn-1 and sn-2 positions),
we were unable to determine which fatty acids were present in each molecule without significant additional
inspection of fragmentation spectra or saponification for analysis fatty acid methyl esters (FAMES). We
were able to categorize the saturation state of the IP-DAG according to the simplified scheme we present
here after verifying (by inspection of fragmentation spectra) that the maximum degree of unsaturation of






















– UVB – het.
bact.b
+ UVB – het.
bact.c
+ UVB + het.
bact.d
PC 16:0/16:0 5 9 Oct nse —f ns ns —
30 Oct ns — ns ns —
20 Nov ns ns ns ns ns
2 Dec ns — ns ns —
14 Dec ns ns ns ns ns
PC 16:1/16:1 3 9 Oct ns — ns ns —
30 Oct ns — ns ns —
20 Nov ns ns ns ns ns
PC 18:0/18:0 5 9 Oct ns — ns ns —
30 Oct ns — ns ns —
20 Nov ns ns ns ns ns
2 Dec ns — ns ns —
14 Dec ns ns ns ns ns
PC 18:1/18:1 4 9 Oct ns — ns ns —
30 Oct ns — ns ns —
20 Nov ns ns ns ns ns
14 Dec ns ns ns ns ns
PC 18:2/18:2 2 9 Oct ns — ns ns —
20 Nov ns ns ns ns ns
PC 22:0/22:0 2 2 Dec ns — ns ns —
14 Dec ns ns ns ns ns
PC 22:6/22:6 2 2 Dec ns — ns ns —
14 Dec -39 ± 23 -27 ± 34 -77 ± 16 -98 ± 17* -100 ± 17*
a Reported only where mean final concentration in at least one treatment was significantly different from mean initial concentration according to Tukey’s “Honest
Significant Difference” method with 𝛼 = 0.05: p ≤ 0.05 (bold), p ≤ 0.01 (*); rates are reported as mean ± SE of N ≥ 3 replicates.
b Borosilicate glass vessel; 0.2 𝜇m filtered seawater
c Quartz glass vessel; 0.2 𝜇m filtered seawater
d Quartz glass vessel; 0.7 𝜇m filtered seawater
e ns: not significant
f Treatment combination was not evaluated in this experiment
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280.1 0.16 297.9 0.18 315.6 0.33 333.3 0.31
280.4 0.16 298.3 0.14 316.0 0.35 333.7 0.30
280.8 0.22 298.6 0.14 316.4 0.35 334.1 0.31
281.2 0.21 299.0 0.13 316.8 0.33 334.4 0.31
281.5 0.18 299.4 0.11 317.1 0.32 334.8 0.31
281.9 0.18 299.7 0.10 317.5 0.32 335.2 0.31
282.3 0.20 300.1 0.11 317.9 0.33 335.5 0.30
282.7 0.17 300.5 0.11 318.2 0.33 335.9 0.30
283.0 0.21 300.9 0.13 318.6 0.33 336.3 0.30
283.4 0.17 301.2 0.17 319.0 0.33 336.6 0.29
283.8 0.19 301.6 0.17 319.3 0.34 337.0 0.29
284.1 0.16 302.0 0.20 319.7 0.34 337.4 0.29
284.5 0.18 302.3 0.22 320.1 0.32 337.7 0.29
284.9 0.13 302.7 0.25 320.4 0.32 338.1 0.29
285.3 0.14 303.1 0.25 320.8 0.34 338.5 0.29
285.6 0.13 303.4 0.23 321.2 0.33 338.8 0.29
286.0 0.13 303.8 0.26 321.6 0.33 339.2 0.28
286.4 0.13 304.2 0.29 321.9 0.34 339.6 0.28
286.8 0.15 304.6 0.24 322.3 0.33 340.0 0.28
287.1 0.13 304.9 0.25 322.7 0.33 340.3 0.28
287.5 0.15 305.3 0.24 323.0 0.32 340.7 0.28
287.9 0.15 305.7 0.25 323.4 0.33 341.1 0.28
288.2 0.20 306.0 0.25 323.8 0.33 341.4 0.28
288.6 0.18 306.4 0.26 324.1 0.32 341.8 0.28
289.0 0.22 306.8 0.25 324.5 0.32 342.2 0.27
289.4 0.19 307.1 0.25 324.9 0.32 342.5 0.27
289.7 0.24 307.5 0.27 325.2 0.33 342.9 0.27
290.1 0.32 307.9 0.26 325.6 0.32 343.3 0.27
290.5 0.29 308.3 0.26 326.0 0.32 343.6 0.27
290.8 0.26 308.6 0.27 326.3 0.32 344.0 0.27
291.2 0.37 309.0 0.27 326.7 0.32 344.4 0.27
291.6 0.28 309.4 0.28 327.1 0.32 344.7 0.27
292.0 0.27 309.7 0.29 327.4 0.31 345.1 0.26
292.3 0.23 310.1 0.31 327.8 0.31 345.5 0.26
292.7 0.20 310.5 0.32 328.2 0.31 345.8 0.26
293.1 0.23 310.8 0.33 328.6 0.31 346.2 0.26
293.4 0.22 311.2 0.36 328.9 0.30 346.6 0.26
293.8 0.20 311.6 0.36 329.3 0.30 346.9 0.26
294.2 0.20 312.0 0.36 329.7 0.31 347.3 0.26
294.6 0.21 312.3 0.35 330.0 0.30 347.7 0.25
294.9 0.21 312.7 0.37 330.4 0.30 348.0 0.25
295.3 0.23 313.1 0.39 330.8 0.30 348.4 0.24
295.7 0.26 313.4 0.38 331.1 0.30 348.8 0.24
296.0 0.24 313.8 0.36 331.5 0.30 349.1 0.24
296.4 0.28 314.2 0.34 331.9 0.30 349.5 0.24
296.8 0.25 314.5 0.34 332.2 0.30 349.9 0.24
297.1 0.17 314.9 0.35 332.6 0.31 350.2 0.23
297.5 0.18 315.3 0.32 333.0 0.31 350.6 0.23
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𝜆 𝐾𝑑(𝜆) 𝜆 𝐾𝑑(𝜆) 𝜆 𝐾𝑑(𝜆) 𝜆 𝐾𝑑(𝜆)
351.0 0.23 369.9 0.18 388.8 0.17 407.7 0.18
351.3 0.23 370.3 0.17 389.2 0.17 408.0 0.18
351.7 0.23 370.7 0.17 389.6 0.17 408.4 0.18
352.0 0.22 371.0 0.17 389.9 0.17 408.7 0.18
352.4 0.22 371.4 0.17 390.3 0.17 409.1 0.18
352.8 0.22 371.8 0.17 390.7 0.17 409.5 0.18
353.1 0.22 372.1 0.17 391.0 0.17 409.8 0.19
353.5 0.21 372.5 0.17 391.4 0.17 410.2 0.19
353.9 0.21 372.9 0.17 391.7 0.17 410.5 0.19
354.2 0.21 373.2 0.17 392.1 0.17 410.9 0.19
354.6 0.21 373.6 0.17 392.5 0.18 411.3 0.19
355.0 0.21 374.0 0.17 392.8 0.18 411.6 0.19
355.3 0.20 374.3 0.17 393.2 0.18 412.0 0.19
355.7 0.20 374.7 0.17 393.6 0.18 412.3 0.19
356.1 0.20 375.0 0.17 393.9 0.18 412.7 0.19
356.4 0.20 375.4 0.17 394.3 0.18 413.1 0.19
356.8 0.19 375.8 0.17 394.6 0.18 413.4 0.19
357.2 0.19 376.1 0.17 395.0 0.18 413.8 0.19
357.5 0.19 376.5 0.17 395.4 0.18 414.1 0.19
357.9 0.19 376.9 0.17 395.7 0.18 414.5 0.19
358.3 0.19 377.2 0.17 396.1 0.18 414.9 0.19
358.6 0.19 377.6 0.17 396.5 0.18 415.2 0.19
359.0 0.19 378.0 0.18 396.8 0.17 415.6 0.19
359.4 0.19 378.3 0.18 397.2 0.18 415.9 0.19
359.7 0.18 378.7 0.18 397.5 0.18 416.3 0.19
360.1 0.18 379.0 0.18 397.9 0.18 416.7 0.19
360.5 0.18 379.4 0.18 398.3 0.18 417.0 0.19
360.8 0.19 379.8 0.18 398.6 0.18 417.4 0.19
361.2 0.18 380.1 0.18 399.0 0.18 417.7 0.19
361.6 0.18 380.5 0.18 399.3 0.18 418.1 0.19
361.9 0.18 380.9 0.18 399.7 0.18 418.5 0.19
362.3 0.18 381.2 0.18 400.1 0.18 418.8 0.19
362.6 0.18 381.6 0.18 400.4 0.18 419.2 0.19
363.0 0.18 382.0 0.18 400.8 0.18 419.5 0.19
363.4 0.18 382.3 0.17 401.2 0.18 419.9 0.19
363.7 0.18 382.7 0.17 401.5 0.18 420.3 0.19
364.1 0.18 383.0 0.17 401.9 0.18 420.6 0.19
364.5 0.18 383.4 0.17 402.2 0.18 421.0 0.19
364.8 0.18 383.8 0.17 402.6 0.18 421.3 0.19
365.2 0.18 384.1 0.17 403.0 0.18 421.7 0.19
365.6 0.18 384.5 0.17 403.3 0.18 422.1 0.19
365.9 0.18 384.9 0.17 403.7 0.18 422.4 0.19
366.3 0.18 385.2 0.17 404.0 0.18 422.8 0.19
366.7 0.18 385.6 0.17 404.4 0.18 423.1 0.19
367.0 0.18 385.9 0.17 404.8 0.18 423.5 0.19
367.4 0.18 386.3 0.17 405.1 0.18 423.9 0.19
367.8 0.18 386.7 0.17 405.5 0.18 424.2 0.19
368.1 0.18 387.0 0.17 405.8 0.18 424.6 0.19
368.5 0.18 387.4 0.17 406.2 0.18 424.9 0.19
368.9 0.18 387.8 0.17 406.6 0.18 425.3 0.19
369.2 0.18 388.1 0.17 406.9 0.18 425.6 0.19
369.6 0.18 388.5 0.17 407.3 0.18 426.0 0.19
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𝜆 𝐾𝑑(𝜆) 𝜆 𝐾𝑑(𝜆) 𝜆 𝐾𝑑(𝜆) 𝜆 𝐾𝑑(𝜆)
426.4 0.19 445.0 0.19 463.5 0.17 481.9 0.15
426.7 0.19 445.3 0.19 463.8 0.17 482.2 0.15
427.1 0.19 445.7 0.19 464.2 0.17 482.6 0.15
427.4 0.19 446.0 0.19 464.5 0.17 482.9 0.15
427.8 0.19 446.4 0.19 464.9 0.17 483.3 0.15
428.2 0.20 446.8 0.19 465.3 0.17 483.7 0.15
428.5 0.20 447.1 0.19 465.6 0.17 484.0 0.15
428.9 0.20 447.5 0.19 466.0 0.17 484.4 0.15
429.2 0.20 447.8 0.19 466.3 0.17 484.7 0.15
429.6 0.20 448.2 0.19 466.7 0.17 485.1 0.15
430.0 0.20 448.5 0.19 467.0 0.17 485.4 0.14
430.3 0.20 448.9 0.18 467.4 0.17 485.8 0.14
430.7 0.20 449.3 0.18 467.7 0.17 486.1 0.14
431.0 0.20 449.6 0.18 468.1 0.17 486.5 0.14
431.4 0.20 450.0 0.18 468.5 0.17 486.8 0.14
431.7 0.20 450.3 0.18 468.8 0.17 487.2 0.14
432.1 0.20 450.7 0.18 469.2 0.17 487.5 0.14
432.5 0.20 451.0 0.18 469.5 0.17 487.9 0.14
432.8 0.20 451.4 0.18 469.9 0.17 488.2 0.14
433.2 0.20 451.8 0.18 470.2 0.17 488.6 0.14
433.5 0.20 452.1 0.18 470.6 0.17 488.9 0.14
433.9 0.20 452.5 0.18 470.9 0.16 489.3 0.14
434.3 0.20 452.8 0.18 471.3 0.16 489.6 0.14
434.6 0.20 453.2 0.18 471.6 0.16 490.0 0.14
435.0 0.20 453.5 0.18 472.0 0.16 490.3 0.14
435.3 0.20 453.9 0.18 472.3 0.16 490.7 0.14
435.7 0.20 454.2 0.18 472.7 0.16 491.1 0.14
436.0 0.20 454.6 0.18 473.1 0.16 491.4 0.14
436.4 0.20 455.0 0.18 473.4 0.16 491.8 0.14
436.8 0.20 455.3 0.18 473.8 0.16 492.1 0.14
437.1 0.20 455.7 0.18 474.1 0.16 492.5 0.14
437.5 0.20 456.0 0.18 474.5 0.16 492.8 0.14
437.8 0.20 456.4 0.18 474.8 0.16 493.2 0.14
438.2 0.20 456.7 0.18 475.2 0.16 493.5 0.14
438.5 0.20 457.1 0.18 475.5 0.15 493.9 0.14
438.9 0.20 457.4 0.18 475.9 0.15 494.2 0.14
439.3 0.20 457.8 0.18 476.2 0.15 494.6 0.14
439.6 0.20 458.2 0.18 476.6 0.15 494.9 0.14
440.0 0.20 458.5 0.18 476.9 0.15 495.3 0.14
440.3 0.20 458.9 0.18 477.3 0.15 495.6 0.14
440.7 0.20 459.2 0.18 477.7 0.15 496.0 0.14
441.0 0.20 459.6 0.18 478.0 0.15 496.3 0.14
441.4 0.20 459.9 0.18 478.4 0.15 496.7 0.14
441.8 0.20 460.3 0.18 478.7 0.15 497.0 0.14
442.1 0.19 460.6 0.18 479.1 0.15 497.4 0.14
442.5 0.19 461.0 0.18 479.4 0.15 497.7 0.14
442.8 0.19 461.4 0.18 479.8 0.15 498.1 0.14
443.2 0.19 461.7 0.18 480.1 0.15 498.4 0.14
443.5 0.19 462.1 0.18 480.5 0.15 498.8 0.14
443.9 0.19 462.4 0.18 480.8 0.15 499.1 0.14
444.3 0.19 462.8 0.18 481.2 0.15 499.5 0.14
444.6 0.19 463.1 0.18 481.5 0.15 499.8 0.14
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𝜆 𝐾𝑑(𝜆) 𝜆 𝐾𝑑(𝜆) 𝜆 𝐾𝑑(𝜆) 𝜆 𝐾𝑑(𝜆)
500.2 0.14 518.4 0.12 536.5 0.11 554.4 0.10
500.5 0.14 518.7 0.12 536.8 0.11 554.8 0.10
500.9 0.14 519.1 0.12 537.2 0.11 555.1 0.10
501.2 0.14 519.4 0.12 537.5 0.11 555.5 0.10
501.6 0.14 519.8 0.12 537.8 0.11 555.8 0.10
501.9 0.14 520.1 0.12 538.2 0.11 556.1 0.10
502.3 0.14 520.5 0.12 538.5 0.11 556.5 0.10
502.6 0.14 520.8 0.12 538.9 0.11 556.8 0.10
503.0 0.13 521.2 0.12 539.2 0.11 557.2 0.10
503.3 0.13 521.5 0.12 539.6 0.11 557.5 0.10
503.7 0.13 521.9 0.12 539.9 0.11 557.9 0.10
504.0 0.13 522.2 0.12 540.3 0.11 558.2 0.10
504.4 0.13 522.6 0.12 540.6 0.11 558.6 0.10
504.7 0.13 522.9 0.12 541.0 0.11 558.9 0.10
505.1 0.13 523.3 0.12 541.3 0.11 559.2 0.10
505.4 0.13 523.6 0.12 541.7 0.11 559.6 0.10
505.8 0.13 524.0 0.12 542.0 0.11 559.9 0.10
506.1 0.13 524.3 0.12 542.3 0.10 560.3 0.10
506.5 0.13 524.6 0.12 542.7 0.10 560.6 0.10
506.8 0.13 525.0 0.11 543.0 0.10 561.0 0.10
507.2 0.13 525.3 0.11 543.4 0.10 561.3 0.10
507.5 0.13 525.7 0.11 543.7 0.10 561.6 0.10
507.9 0.13 526.0 0.11 544.1 0.10 562.0 0.10
508.2 0.13 526.4 0.11 544.4 0.10 562.3 0.10
508.6 0.13 526.7 0.11 544.8 0.10 562.7 0.10
508.9 0.13 527.1 0.11 545.1 0.10 563.0 0.10
509.3 0.13 527.4 0.11 545.5 0.10 563.4 0.10
509.6 0.13 527.8 0.11 545.8 0.10 563.7 0.10
510.0 0.13 528.1 0.11 546.1 0.10 564.0 0.10
510.3 0.13 528.5 0.11 546.5 0.10 564.4 0.10
510.7 0.13 528.8 0.11 546.8 0.10 564.7 0.10
511.0 0.13 529.2 0.11 547.2 0.10 565.1 0.10
511.4 0.13 529.5 0.11 547.5 0.10 565.4 0.10
511.7 0.13 529.9 0.11 547.9 0.10 565.8 0.10
512.1 0.13 530.2 0.11 548.2 0.10 566.1 0.10
512.4 0.13 530.6 0.11 548.6 0.10 566.4 0.10
512.8 0.13 530.9 0.11 548.9 0.10 566.8 0.10
513.1 0.13 531.3 0.11 549.3 0.10 567.1 0.10
513.5 0.13 531.6 0.11 549.6 0.10 567.5 0.10
513.8 0.13 531.9 0.11 549.9 0.10 567.8 0.10
514.2 0.13 532.3 0.11 550.3 0.10 568.2 0.10
514.5 0.13 532.6 0.11 550.6 0.10 568.5 0.10
514.9 0.13 533.0 0.11 551.0 0.10 568.8 0.10
515.2 0.13 533.3 0.11 551.3 0.10 569.2 0.10
515.6 0.13 533.7 0.11 551.7 0.10 569.5 0.10
515.9 0.12 534.0 0.11 552.0 0.10 569.9 0.10
516.3 0.12 534.4 0.11 552.4 0.10 570.2 0.10
516.6 0.12 534.7 0.11 552.7 0.10 570.6 0.10
517.0 0.12 535.1 0.11 553.0 0.10 570.9 0.10
517.3 0.12 535.4 0.11 553.4 0.10 571.2 0.10
517.7 0.12 535.8 0.11 553.7 0.10 571.6 0.10
518.0 0.12 536.1 0.11 554.1 0.10 571.9 0.10
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𝜆 𝐾𝑑(𝜆) 𝜆 𝐾𝑑(𝜆) 𝜆 𝐾𝑑(𝜆) 𝜆 𝐾𝑑(𝜆)
572.3 0.11 590.0 0.17 607.6 0.30 625.1 0.35
572.6 0.11 590.3 0.17 608.0 0.30 625.4 0.35
573.0 0.11 590.7 0.17 608.3 0.30 625.8 0.35
573.3 0.11 591.0 0.17 608.6 0.30 626.1 0.35
573.6 0.11 591.4 0.17 609.0 0.30 626.4 0.36
574.0 0.11 591.7 0.18 609.3 0.30 626.8 0.36
574.3 0.11 592.0 0.18 609.6 0.30 627.1 0.36
574.7 0.11 592.4 0.18 610.0 0.31 627.4 0.36
575.0 0.11 592.7 0.18 610.3 0.31 627.8 0.36
575.3 0.11 593.1 0.18 610.6 0.31 628.1 0.36
575.7 0.11 593.4 0.19 611.0 0.31 628.4 0.36
576.0 0.11 593.7 0.19 611.3 0.31 628.8 0.36
576.4 0.11 594.1 0.19 611.7 0.31 629.1 0.36
576.7 0.11 594.4 0.19 612.0 0.31 629.5 0.37
577.1 0.11 594.8 0.20 612.3 0.31 629.8 0.37
577.4 0.12 595.1 0.20 612.7 0.31 630.1 0.37
577.7 0.12 595.4 0.20 613.0 0.31 630.5 0.37
578.1 0.12 595.8 0.20 613.3 0.31 630.8 0.37
578.4 0.12 596.1 0.21 613.7 0.32 631.1 0.37
578.8 0.12 596.5 0.21 614.0 0.32 631.5 0.37
579.1 0.12 596.8 0.21 614.4 0.32 631.8 0.37
579.4 0.12 597.1 0.22 614.7 0.32 632.1 0.37
579.8 0.12 597.5 0.22 615.0 0.32 632.5 0.37
580.1 0.12 597.8 0.22 615.4 0.32 632.8 0.38
580.5 0.12 598.1 0.23 615.7 0.32 633.1 0.38
580.8 0.13 598.5 0.23 616.0 0.32 633.5 0.38
581.2 0.13 598.8 0.23 616.4 0.33 633.8 0.38
581.5 0.13 599.2 0.24 616.7 0.33 634.1 0.38
581.8 0.13 599.5 0.24 617.0 0.33 634.5 0.38
582.2 0.13 599.8 0.24 617.4 0.33 634.8 0.39
582.5 0.13 600.2 0.25 617.7 0.33 635.1 0.39
582.9 0.13 600.5 0.25 618.1 0.33 635.5 0.39
583.2 0.14 600.9 0.25 618.4 0.33 635.8 0.39
583.5 0.14 601.2 0.26 618.7 0.33 636.1 0.39
583.9 0.14 601.5 0.26 619.1 0.33 636.5 0.39
584.2 0.14 601.9 0.26 619.4 0.33 636.8 0.39
584.6 0.14 602.2 0.27 619.7 0.34 637.1 0.39
584.9 0.14 602.5 0.27 620.1 0.34 637.5 0.39
585.2 0.14 602.9 0.27 620.4 0.34 637.8 0.39
585.6 0.15 603.2 0.27 620.7 0.34 638.1 0.39
585.9 0.15 603.6 0.28 621.1 0.34 638.5 0.39
586.3 0.15 603.9 0.28 621.4 0.34 638.8 0.39
586.6 0.15 604.2 0.28 621.7 0.34 639.1 0.39
586.9 0.15 604.6 0.28 622.1 0.34 639.5 0.39
587.3 0.15 604.9 0.28 622.4 0.34 639.8 0.39
587.6 0.15 605.2 0.29 622.8 0.34 640.1 0.39
588.0 0.16 605.6 0.29 623.1 0.34 640.5 0.39
588.3 0.16 605.9 0.29 623.4 0.34 640.8 0.39
588.6 0.16 606.3 0.29 623.8 0.35 641.1 0.39
589.0 0.16 606.6 0.29 624.1 0.35 641.5 0.39
589.3 0.16 606.9 0.29 624.4 0.35 641.8 0.39
589.7 0.17 607.3 0.29 624.8 0.35 642.1 0.39
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𝜆 𝐾𝑑(𝜆) 𝜆 𝐾𝑑(𝜆) 𝜆 𝐾𝑑(𝜆) 𝜆 𝐾𝑑(𝜆)
642.5 0.40 657.1 0.46 671.6 0.62 686.0 0.62
642.8 0.40 657.4 0.47 671.9 0.62 686.3 0.63
643.1 0.40 657.7 0.47 672.2 0.63 686.6 0.62
643.5 0.40 658.0 0.47 672.5 0.62 686.9 0.63
643.8 0.40 658.4 0.47 672.9 0.63 687.3 0.62
644.1 0.40 658.7 0.48 673.2 0.63 687.6 0.63
644.5 0.40 659.0 0.48 673.5 0.63 687.9 0.62
644.8 0.40 659.4 0.49 673.8 0.62 688.2 0.63
645.1 0.40 659.7 0.49 674.2 0.63 688.6 0.64
645.5 0.41 660.0 0.49 674.5 0.63 688.9 0.65
645.8 0.41 660.4 0.50 674.8 0.64 689.2 0.65
646.1 0.41 660.7 0.50 675.2 0.63 689.5 0.67
646.5 0.41 661.0 0.50 675.5 0.63 689.9 0.64
646.8 0.41 661.3 0.51 675.8 0.62 690.2 0.63
647.1 0.41 661.7 0.52 676.1 0.62 690.5 0.64
647.4 0.41 662.0 0.52 676.5 0.62 690.8 0.64
647.8 0.41 662.3 0.53 676.8 0.62 691.2 0.64
648.1 0.41 662.7 0.53 677.1 0.62 691.5 0.64
648.4 0.41 663.0 0.53 677.5 0.62 691.8 0.65
648.8 0.41 663.3 0.54 677.8 0.62 692.1 0.66
649.1 0.41 663.7 0.54 678.1 0.63 692.5 0.66
649.4 0.41 664.0 0.55 678.4 0.62 692.8 0.67
649.8 0.42 664.3 0.55 678.8 0.63 693.1 0.66
650.1 0.42 664.6 0.56 679.1 0.63 693.4 0.70
650.4 0.42 665.0 0.56 679.4 0.64 693.8 0.72
650.8 0.42 665.3 0.56 679.7 0.63 694.1 0.70
651.1 0.42 665.6 0.56 680.1 0.64 694.4 0.72
651.4 0.43 666.0 0.56 680.4 0.65 694.7 0.73
651.8 0.43 666.3 0.57 680.7 0.65 695.1 0.73
652.1 0.43 666.6 0.57 681.1 0.65 695.4 0.74
652.4 0.43 666.9 0.58 681.4 0.64 695.7 0.74
652.8 0.43 667.3 0.58 681.7 0.63 696.0 0.75
653.1 0.43 667.6 0.58 682.0 0.62 696.4 0.76
653.4 0.44 667.9 0.59 682.4 0.62 696.7 0.80
653.7 0.44 668.3 0.59 682.7 0.62 697.0 0.80
654.1 0.44 668.6 0.59 683.0 0.62 697.3 0.80
654.4 0.44 668.9 0.60 683.3 0.63 697.7 0.90
654.7 0.44 669.3 0.60 683.7 0.63 698.0 0.93
655.1 0.45 669.6 0.60 684.0 0.61 698.3 0.96
655.4 0.45 669.9 0.60 684.3 0.62 698.6 —
655.7 0.45 670.2 0.61 684.7 0.61 699.0 —
656.1 0.46 670.6 0.60 685.0 0.62 699.3 0.98
656.4 0.46 670.9 0.62 685.3 0.62 699.6 —
656.7 0.46 671.2 0.62 685.6 0.62 699.9 —
𝐾𝑑(𝜆) were determined from in situ measurements of downwelling irradiance according to Equation 4.1.




Supplementary data from a
Ph.D. completed in Woods
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Trap bycatch dogfish (2), tog (2), blue crabs (4), toadfish
(3; still owed a check from MBL), black sea
bass (3), whelks (lots)
Lost traps (sorry Jeffrey) 4
Junked boat trailers 1
Cracked engine blocks 1a
Boats 2
CPUE I don’t dare calculate
Albies 13
Blues Usually when I was trying for stripers
Stripers Not telling
a Maybe 2 if you count the Sea Pig (R.I.P.)
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