We show that every regular tournament on n vertices has at least n!/(2+o(1)) n Hamiltonian cycles, thus answering a question of Thomassen
Introduction
A tournament is an oriented complete graph. (For background on tournaments, see [12] . Some notation is given in section 2.) A tournament is called regular if for any vertex v the number of outneighbors of v is the same as the number of inneighbors. Equivalently, a tournament is regular if the outdegrees of all the vertices are the same (Note this implies n is odd). gested in D. West 's open problems column [19] , where it was attributed to C.
Grinstead.
Adler et. al. [1] improved on the above-mentioned analogue of Szele's theorem for cycles, showing that the expected number of Hamiltonian cycles in a random (uniform) member of a suitable set of regular tounaments is (e − o(1))(n − 1)!/2 (n−1) . Wormald [20] showed the same asymptotic value for the expected number of Hamiltonian cycles in a random (uniform) regular tournament and exhibited a family of regular tournaments for which the expected number of Hamiltonian cycles in a uniform member is about 2.85584n!/2 n−1 .
Here we prove a fairly similar lower bound on the number of Hamiltonian cyles in an arbitrary regular tournament.
Theorem 1 For every > 0, there exists an N such that for any n > N , any regular tournament T on n vertices has at least n!/(2 + ) n Hamiltonian cycles.
In particular this answers Thomassen's question in the affirmative, and in fact gives essentially the best possible value of δ. We make no attempt to optimize N ( ).
To prove the theorem, we work with the self-avoiding random walk on T .
This is the walk X = (X 0 , X 1 , . . . , X L ), where X 0 is some fixed vertex and for
not quite a proper definition, since we may have
but we will show that getting stuck in this way is unlikely and not something we need to worry about. We stop the walk at time L = n − n/ log 2 (n) (following a standard abuse we treat large numbers as if they were integers) and would like to show that there are many possibilities for X, and that most of these can be completed to Hamiltonian cycles. Defining T k to be the subtournament on the vertices V \ {X 0 , . . . , X k−1 }, most of our work in proving Theorem 1 will be devoted to showing that T k is usually "fairly regular" for any k ≤ L.
The following definitions will be useful for describing when T k is "fairly regular". We say A ⊆ V is relevant if it is N + (v) for some v ∈ V . For a fixed set B of (n − 1)/2 vertices, we will say a walk X a , X a+1 , . . . , X b has error less
will depend on n). We say the walk X a , X a+1 , . . . , X b has error less than δ if it has error less than δ in B for all relevant sets B. We say X has error less than δ at a if X 0 , . . . , X a has error less than δ. The point of this definition is that if X has error less than δ at k for a small δ, then T k is "fairly regular".
Call k ≤ L a milestone if k = rn .8 with r an integer. We always take log to mean the natural logarithm (base e). Throughout the paper, we will assume that n is large enough to support our inequalities. The key to the proof of Theorem 1 is the following lemma.
Lemma 2 If T is a regular tournament, then w.h.p. X has error less than n −.05 at every milestone.
The analysis for this is based in part on a martingale similar to one used in [9] . We will prove Theorem 1 (assuming Lemma 2) in Section 3, and Lemma 2 in Section 4. First we give some background.
Notation and Background
For a tournament T , let V (T ) be the set vertices of T and E(T ) the set of arcs of T . We will use V for V (T ) and n for |V |. We write N + (v) for the set of outneighbors of v, N − (v) for the set of inneighbors, and
the outdegree of v. Given a tournament T , we write T r for the tournament in which every arc of T is reversed. We say an m-vertex tournament is α-regular if This is a Markov chain, and for all tournaments we will consider, the chain will have a unique stationary distribution (see [10] for Markov chain background).
Given a probability distribution λ on V and A ⊆ V , let λ(A) = v∈A λ(v).
Given two distributions γ and λ on V , let ||γ − λ|| = max A⊆V |γ(A) − λ(A)| (the variation distance between γ and λ).
For general basic probability theory, see e.g. [6] . We briefly recall the definition of conditional expectation in finite settings. Throughout this paragraph, Ω will be a finite underlying set of some probability space. Given a partition σ of Ω and ω, ω ∈ Ω, we say ω ≡ σ ω if ω and ω belong to the same block of σ. Given a partition σ of Ω and Ψ :
(so E[Ψ | σ] is constant on each block of σ). For random variables Ψ 0 , . . . , Ψ k defined on Ω, and Ψ :
, where σ is the partition of Ω generated by Ψ 0 , . . . , Ψ k , that is, the partition given by
A coupling of two Ω-valued random variables Z 1 and Z 2 with distributions µ 1 and µ 2 respectively is a distribution µ on Ω × Ω such that for all y ∈ Ω,
The variation distance of µ 1 and µ 2 turns out to be the minimum over couplings µ (of µ 1 and µ 2 ) of µ(
and in particular for any such µ we have
We will refer to this inequality as the coupling inequality.
Proof of Theorem
Here we prove Theorem 1 assuming Lemma 2.
Proof of Theorem 1 Let
walk of length L (= n−n/ log 2 (n)) started at some vertex v. Let P be the set of those paths of length L starting from v which have error less than n −.05 at every milestone. By Lemma 2, X ∈ P w.h.p.. Recall that T k is the subtournament
Consequently, for any P ∈ P,
It follows that
We complete the proof by showing any X ∈ P can be completed to a Hamiltonian cycle.
To verify (2), observe that X ∈ P implies that the subtournament of T on
We finish using a theorem of Thomassen [18] (Thm. 4.5 on page 153), which implies (in our terminology) that a (1/10 − 9/n)-regular tournament is Hamiltonian connected. 2
Proof of Lemma 2
Before proving Lemma 2, we need a few additional lemmas.
Lemma 3 Let T be a (.01)-regular tournament on n vertices. Then, for any
Proof We prove only the first assertion since the second assertion is just the
From now on, π will be the stationary distribution for the Markov random walk on T . A crucial point, formalized in the next lemma, is that if T is close to regular then π is close to uniform.
Lemma 4 Let T be a tournament with n vertices in which
. 
Now consider
There are at least (since |P | > .007n 2 ). Therefore,
This implies that π(u) ≥ 1 n(1+150δ) , which by our assumption on δ, implies that
Now, still assuming that |W | ≥ .5n, we will show that π(w) < 1+300δ n .
We have already argued that π(v) >
1−200δ n
for any v ∈ V . Therefore, since
It follows that for any set of vertices S,
Therefore, we have Proof Let µ 1 be the law of X 0 , X 1 , . . . , X q and µ 2 that of Y 0 , Y 1 , . . . , Y q . We will define a coupling µ of µ 1 and µ 2 for which µ(X q = Y q ) < 3q 2 /n, and then the coupling inequality (see the end of Sec. 2) establishes the lemma. We choose µ as follows: for any i < q, if X i = Y i , then we choose µ to maximize the probability that X i+1 = Y i+1 . Otherwise, µ is arbitrary.
This is enough because
To prove the claim, we observe that
there are at least n/3 possibilities for
The next lemma says that the Markov random walk on T doesn't take too long to get close to its stationary distribution.
Lemma 7
If T is a (.01)-regular tournament then ||π − Y C || < 1 n whenever C > 100 log(n).
Proof We first define another Markov random walk on T which we denote by Z 0 , . . . , Z C . Let Z 0 be chosen according to π, and let Z 0 , . . . , Z C be the C-step
Markov random walk with first vertex Z 0 . The distribution of Z i is π for all i. Let µ 1 be the law of Y 0 , Y 1 , . . . , Y C , and µ 2 that of Z 0 , Z 1 , . . . , Z C . We will define a coupling µ of µ 1 and µ 2 for which µ(Y C = Z C ) < 1 n ; the lemma then follows via the coupling inequality.
We choose µ as follows. For any i,
if i is even, we choose Y i+1 and Z i+1 independently (according to µ 1 and µ 2 ), and if i is odd we choose µ to maximize the probability that Y i+1 = Z i+1 . It is then enough to show
Claim 8 For even i and arbitrary
.0225.
This implies that for
as desired.
To prove the claim, we note that by Lemma 3,
is at least
A key point in our argument is the use of martingales to establish the following lemma. For background on the use of martingales and Azuma's inequality in combinatorial problems, see [3] , [4] , or [11] ; we briefly recall a few basics.
A sequence of random variables Ψ 1 , . . . Ψ k is called a martingale difference se-
We will use this to show that the number of times a self-avoiding random walk is in a set B ⊆ V is unlikely to be far from a "dynamic average" of the number of occurences of the random walk in B. For i < q, we will take
Lemma 9 Let (v = X 0 , X 1 , . . . X l ) be the self-avoiding random walk of length l on an arbitrary tournament T . Then, for all t > 0, q ∈ N with q < l and
The lemma (and proof) are valid in more general settings -i.e. not just for the self-avoiding random walk.
Proof We will write the summand in (5) as a telescoping sum and apply Azuma's inequality.
Note this means that Ψ(i, i − 1) = Pr[X i ∈ B | X 0 , . . . , X i−1 ] − 1 {Xi∈B} , and 
where we used (1) for the second equality.
Therefore, we may apply (4) to obtain
The inequality in the lemma now follows from (6) and
Define a (finite) sequence of milestones a 0 , . . . by setting a 0 = 0 and, for i ≥ 1, taking a i to be the smallest milestone which is at least a i−1 + n−ai−1 603 . We use X(a, b) = (X a , . . . , X b ) and X(i) = (X 0 , . . . , X i ). The ith phase of the walk X is X(a i + 1, a i+1 ). Given A ⊆ V , say a subwalk of phase m is good in A if it has error less than n −.1 log 3m (n) in A and bad in A otherwise. Say a subwalk of phase m is good if it has error less than n −.1 log 3m (n) and bad otherwise. A basic segment is a subwalk X(a, b) with a, b consecutive milestones. We say that
Our main task in proving Lemma 2 will be to show Lemma 10 If j < j are consecutive milestones such that X is good at j , then with probability at least 1 − n −1 X is good at j.
We now prove Lemma 2 using Lemma 10.
Proof of Lemma 2 Since there are O(n .2 ) milestones, X is good at every milestone with probability at least (
there are O(log log(n)) phases, any basic segment will have error less than
We now turn to the proof of Lemma 10, which will occupy us for the remainder of the paper.
Proof of Lemma 10 Let Q = X(j +1, j) and let m be the phase of Q. Define α and δ by a m = αn and j = αn + δn. Let I = {i ∈ N | j + 100 log(n) < i ≤ j}.
Note that for i ∈ I, X(i − 100 log n) determines whether X(j ) is good. Let i ∈ I be fixed and let ν = i − 100 log(n). Given any S ⊆ V and p < L, we
Let g (n) = n −.1 log 3(m−1) (n) and g(n) = n −.1 log 3m (n). Let µ be the law of the Markov random walk X ν = Y 0 , Y 1 , . . . on T ν and let π be the stationary distribution of this walk.
Because ν < L,
Since X(j ) is good, we have for all relevant B n/2 − αn(.5 + g (n)) − δn(.5 + g(n)) − n .8 < |B ν | < n/2 − αn(.5 − g (n)) − δn(.5 − g(n)),
implying, in particular (using (7)), (.5 − o(1))|T ν | < |B ν | < (.5 + o(1))|T ν |.
That 1 − α > 1/ log 2 (n), δ < (1 − α)/602, and |T ν | = (1 − α − δ)n − O(n .8 ),
together with (8) , imply that for all relevant B .5 − 1 600 g(n) < |B ν | |T ν | < .5 + 1 600 g(n).
It was for this inequality that we needed the careful definiton of good, the precise requirement being that it give g(n)
g (n) >> log 2 (n).
Let A be a fixed relevant set. We are done if we can show that Q is bad in
A with probability at most n −2 . We will use π ν for the stationary distribution of the Markov random walk on T ν ; thus π ν depends not only on i, but on X 0 , . . . , X ν .
so (e.g.) i∈I Pr[X i ∈ A | X(ν)] < n .8 (.5 + .52g(n)).
In view of this, the event (14) is contained in i∈I Pr[X i ∈ A | X(ν)] − |{X j +100 log n , . . . , X j } ∩ A| > .4n .7 .
But according to Lemma 9, the probability of this last event is less than e −n .59 .
Therefore, the probability of (14) is less than e −n .59 , so the probability that Q is bad in A is less than n −2 . 2
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