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Abstract
In this study we construct a time-space finite element (FE) scheme and furnish cost-efficient approx-
imations for one-dimensional multi-term time fractional advection diffusion equations on a bounded
domain Ω. Firstly, a fully discrete scheme is obtained by the linear FE method in both temporal and
spatial directions, and many characterizations on the resulting matrix are established. Secondly, the
condition number estimation is proved, an adaptive algebraic multigrid (AMG) method is further
developed to lessen computational cost and analyzed in the classical framework. Finally, some nu-
merical experiments are implemented to reach the saturation error order in the L2(Ω) norm sense,
and present theoretical confirmations and predictable behaviors of the proposed algorithm.
Keywords: Multi-term time fractional advection diffusion equations, time-space finite element,
condition number estimation, algorithmic complexity, adaptive AMG method
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1. Introduction
In recent years, fractional differential equations (FDEs) have burst onto the scientific computing
scene as a powerful instrument in descriptions of memory and hereditary that has yielded a wide
variety of applications in physics, hydrology, finance and other fields [1]. Since the vast majority
couldn’t be solved accurately, or their analytical solutions (if luckily derived) always contain specific5
infinite series resulting in sharp costs of evaluations, numerical solutions to FDEs becomes very
practical and prevalent. Numerous numerical (unconditionally stable and efficient) methods arise,
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e.g. finite difference (FD) [2–6], finite element (FE) [7–13], finite volume [14] and spectral (element)
methods [15–18].
Fractional advection diffusion equations (FADEs) are known as one of the foremost models in
depictions for transport process in complex systems governed by the abnormal diffusion and non-
exponential relaxation patterns [19]. Fundamental and numerical solutions for FADEs with single-
term, two-term and multi-term time fractional derivatives have been investigated in [7, 20–26].
Nonetheless, from the survey of references, there are no calculations regarding the time-space FE
discretization for FADEs in literature. In this paper we focus on this topic to the one-dimensional
version of multi-term time fractional advection diffusion equations (MTFADEs)
s∑
i=0
ai
C
0 D
αi
t u(x, t) = K1
∂2βu(x, t)
∂|x|2β +K2
∂2γu(x, t)
∂|x|2γ + f(x, t), t ∈ I = (0, T ], x ∈ Ω = (a, b) (1)
u(a, t) = u(b, t) = 0, t ∈ I (2)
u(x, 0) = ψ0(x), x ∈ Ω (3)
with orders 0 < αs < · · · < α1 < α0 < 1, β ∈ (0, 1/2) and γ ∈ (1/2, 1), constants a0 > 0,10
ai ≥ 0 (i = 1, · · · , s), K1 > 0 and K2 > 0, Caputo of order α (0 < α < 1) and Riesz of order 2̺
(m− 1 < 2̺ < m) fractional derivatives defined by
C
0 D
α
t u =
1
Γ(1 − α)
∫ t
0
(t− s)−α ∂u
∂s
ds,
∂2̺u
∂|x|2̺ = −
1
2 cos(̺π)
(xD
2̺
L u+ xD
2̺
R u)
respectively, where
xD
2̺
L u =
1
Γ(m− 2̺)
∂m
∂xm
∫ x
a
(x− s)m−1−2̺uds, xD2̺R u =
(−1)m
Γ(m− 2̺)
∂m
∂xm
∫ b
x
(s− x)m−1−2̺uds.
Another important note is that no matter which fully discrete scheme is utilized, there always
exists the computational challenge in nonlocality caused by fractional differential operators [27].15
Quite many scholars are working to identify algorithms most appropriate to overcome the challenge
and utilize computer resources. Multigrid exploits a hierarchy of grids or multiscale representations,
and reduces the error of the approximation at a number of frequencies (from global smooth to lo-
cal oscillation) simultaneously [28–31], which makes multigrid as an extremely superior solver or
preconditioner of particular interest. Pang and Sun presented an efficient V-cycle geometric multi-20
grid (GMG) with fast Fourier transform (FFT) to solve one-dimensional space-fractional diffusion
equations (SFDEs) discretized by an implicit FD scheme [32]. Bu et al. extended and analyzed the
V-cycle GMG for one-dimensional MTFADEs via the FD in temporal and FE in spatial directions
[26]. Zhou and Wu discussed the FE F-cycle GMG to linear stationary FADEs in Riemann-Liouvlle
2
fractional derivatives [33]. Jiang and Xu constructed optimal GMG approaches for two-dimensional25
SFDEs to get FE approximations [34]. Chen et al. generalized an algebraic multigrid (AMG) with
line smoothers to fractional Laplacian problems through localizing them as nonuniform elliptic equa-
tions [35]. Zhao et al. considered the adaptive FE V-cycle GMG for one-dimensional SFDEs using
hierarchical matrices [36]. Chen and Deng exploited GMG’s coarsening strategy and grid-transfer
operators, equipped with Galerkin coarse-grid operator to produce a robust multigrid but with much30
lower convergence rate for nonlocal models with a finite range of interactions [37]. More recently,
we developed and analyzed a straightforward adaptive AMG through condition number estimations
for one-dimensional time-space Caputo-Riesz FDEs [38]. To the best of our knowledge, cost-efficient
AMG resolutions for MTFADEs by fully time-space FE schemes are still limited.
The goal of this paper is to design a time-space FE scheme and develop a fairly robust and35
efficient solver for problem (1)-(3). The remainder proceeds as follows. Section 2 contains a review
of preliminary knowledge on fractional derivative spaces, covers the constitution and fundamental
properties of the fully discrete FE discretization. In section 3, condition number estimation on the
coefficient matrix is discussed, followed by the construction and convergence analysis of an adaptive
AMG method. Section 4 reports and analyzes numerical results to showcase the benefits, and some40
concluding remarks with follow-up work are given in section 5.
For simplicity, symbols ., & and ≃ are used throughout the paper: u1 . v1 symbolizes u1 ≤
C1v1, u2 & v2 means u2 ≥ c2v2 while u3 ≃ v3 stands for c3v3 ≤ u3 ≤ C3v3, where C1, c2, c3 and C3
are positive constants independent of step sizes and variables.
2. Time-space FE scheme for MTFADEs45
In this section we will briefly draw some fractional derivative spaces and several relevant auxiliary
results, which is the basis of our description of the time-space FE scheme in section 2.2, where also
address numerous features of the resulting stiffness and coefficient matrices.
2.1. Reminder on fractional calculus
Definition 1. (Left and right fractional derivative spaces) For any constant µ > 0, define norms50
‖u‖JµL(Ω) := (‖u‖
2
L2(Ω) + ‖xDµLu‖2L2(Ω))
1
2 , ‖u‖JµR(Ω) := (‖u‖
2
L2(Ω) + ‖xDµRu‖2L2(Ω))
1
2 ,
and let JµL,0(Ω) and J
µ
R,0(Ω) be closures of C
∞
0 (Ω) under ‖ · ‖JµL(Ω) and ‖ · ‖JµR(Ω), respectively.
3
Definition 2. (Fractional Sobolev space) For any constant µ > 0, define the norm
‖u‖Hµ(Ω) := (‖u‖2L2(Ω) + ‖|ξ|µu˜‖2L2(Ωξ))
1
2 ,
and let Hµ0 (Ω) be the closure of C
∞
0 (Ω) in ‖ · ‖Hµ(Ω) sense, where u˜ is the Fourier transform of u.
Lemma 1. (see [8], Proposition 1) If constant µ ∈ (0, 1) and u, v ∈ J2µL,0(Ω) (or J2µR,0(Ω)), then
(xD
2µ
L u, v)L2(Ω) = (xD
µ
Lu, xD
µ
Rv)L2(Ω), (xD
2µ
R u, v)L2(Ω) = (xD
µ
Ru, xD
µ
Lv)L2(Ω).
Lemma 2. (see [7], Lemma 2.4) For any constant µ > 0 and real valued function u, we have55
(xD
µ
Lu, xD
µ
Ru)L2(Ω) = cos(πµ)‖xDµLu‖2L2(Ω).
Lemma 3. (Fractional Poincare´-Friedrichs, see [7], Theorem 2.10) Let µ > 0. For u ∈ JµL,0(Ω), we
have
‖u‖L2(Ω) . ‖xDµLu‖L2(Ω).
2.2. Derivation and characterizations of the time-space FE scheme
Utilizing Lemma 1, referring to (1), we can derive the variational formulation: given ψ0 ∈ L2(Ω),
f ∈ L2(Ω, I) and Qt := Ω × (0, t), to find u ∈ H := Hγ0 (Ω) × H1(I) subject to u(x, 0) = ψ0(x) as
well as
s∑
i=0
ai(
C
0 D
αi
σ u, v)Qt +B
t
Ω(u, v) = (f, v)Qt , ∀v ∈ H∗ := Hγ0 (Ω)× L2(I), (4)
where (C0 D
αi
σ u, v)Qt =
∫ t
0
(C0 D
αi
σ u, v)L2(Ω)dσ, (f, v)Qt =
∫ t
0
(f, v)L2(Ω)dσ and
BtΩ(u, v) =
∫ t
0
K1
2 cos(βπ)
[(xD
β
Lu, xD
β
Rv)L2(Ω) + (xD
β
Ru, xD
β
Lv)L2(Ω)]dσ+
∫ t
0
K2
2 cos(γπ)
[(xD
γ
Lu, xD
γ
Rv)L2(Ω) + (xD
γ
Ru, xD
γ
Lv)L2(Ω)]dσ.
To give a description of our time-space FE scheme, we firstly make a temporal mesh 0 = t0 <
t1 < · · · < tN = T and a uniform spatial discretization of the interval Ω by points xi = a + ih60
(i = 0, 1, · · · ,M) with constant spacing h = (b− a)/M . We set
Ij = (tj−1, tj), I˜j = (0, tj), τj = tj − tj−1, j = 1, 2, · · · , N ; Ωh = {Ωl = (xl−1, xl) : l = 1, 2, · · · ,M}.
Next, we introduce the FE spaces in tensor products
Vn = Vγh (Ωh)× Vτ (I˜n), V∗n = Vγh (Ωh)× V∗τ (In),
4
where Vγh (Ωh) = {wh ∈ Hγ0 (Ω) ∩ C(Ω) : wh(x)|Ωl ∈ P1(Ωl), l = 1, · · · ,M}, Vτ (I˜n) = {vτ ∈ C(I˜n) :
vτ (0) = 1, vτ (t)|Ij ∈ P1(Ij), j = 1, · · · , n} and V∗τ (In) = {vτ ∈ L2(In) : vτ (t)|In ∈ P0(In)}. Here
Pk denotes the space of all polynomials of degree ≤ k.65
We now get ready to define the time-space FE numerical scheme of problem (4): forQn := Ωh×In,
find uhτ ∈ Vn such that
s∑
i=0
ai(
C
0 D
αi
t uhτ , vhτ )Qn +B
n
Ω(uhτ , vhτ ) = (f, vhτ )Qn , ∀vhτ ∈ V∗n (5)
along with uhτ (x, 0) = ψ0,I(x), where ψ0,I(x) ∈ Vn satisfies ψ0,I(xi) = ψ0(xi) (i = 0, 1, · · · ,M),
(C0 D
αi
t uhτ , vhτ )Qn =
∫ tn
tn−1
(C0 D
αi
t uhτ , vhτ )L2(Ω)dt, (f, vhτ )Qn =
∫ tn
tn−1
(f, vhτ )L2(Ω)dt
and
BnΩ(uhτ , vhτ ) =
∫ tn
tn−1
K1
2 cos(βπ)
[(xD
β
Luhτ , xD
β
Rvhτ )L2(Ω) + (xD
β
Ruhτ , xD
β
Lvhτ )L2(Ω)]dt+
∫ tn
tn−1
K2
2 cos(γπ)
[(xD
γ
Luhτ , xD
γ
Rvhτ )L2(Ω) + (xD
γ
Ruhτ , xD
γ
Lvhτ )L2(Ω)]dt.
To go a little further, let
L0(t) =


t1 − t
τ1
, t ∈ I1
0, t ∈ I˜n \ I1
, Lk(t) =


tk+1 − t
τk+1
, t ∈ Ik+1
t− tk−1
τk
, t ∈ Ik
0, t ∈ I˜n \ (Ik ∪ Ik+1)
, Ln(t) =


t− tn−1
τn
, t ∈ In
0, t ∈ I˜n \ In
and70
L˜i0(t) =
∫ tˆ1
t0
(t− s)−αidL0(s)
Γ(1− αi) , L˜
i
k(t) =
∫ tˆk+1
tk−1
(t− s)−αidLk(s)
Γ(1− αi) , L˜
i
n(t) =
∫ t
tn−1
(t− s)−αidLn(s)
Γ(1− αi)
with tˆj = min(t, tj) for j = 1, · · · , n and k = 1, · · · , n− 1.
Note that, in view of (2), the definition of V∗n leads to the relation
V∗n = span{φl(x)× 1, l = 1, · · · ,M − 1},
where φl(x) plays the role of the so-called shape function at point xl. For the monolithic represen-
tation uhτ (x, t) =
∑n
k=0 u
k
h(x)Lk(t), by direct calculations and taking
(xD
µ
Lφi, xD
µ
Rφj)L2(Ω) = −(xD2µ−1L φi,
dφj
dx
)L2(Ω), µ = β, γ
5
and the left Riemann-Liouville integral of order 1− 2β75
xD
2β−1
L φi = aJ
1−2β
x φi :=
1
Γ(1− 2β)
∫ x
a
(x− s)−2βφi(s)ds
into account, one can derive
(C0 D
αi
t uhτ , φl × 1)Qn =
n−1∑
k=0
(ukh, φl)L2(Ω)(L˜ik, 1)L2(In) + (unh, φl)L2(Ω)(L˜in, 1)L2(In),
∫ tn
tn−1
1× (xDµLuhτ , xDµRφl)L2(Ω)dt =
n∑
k=0
(xD
µ
Lu
k
h, xD
µ
Rφl)L2(Ω)(Lk, 1)L2(In),
∫ tn
tn−1
1× (xDµRuhτ , xDµLφl)L2(Ω)dt =
n∑
k=0
(xD
µ
Ru
k
h, xD
µ
Lφl)L2(Ω)(Lk, 1)L2(In)
and therefore, obtain the desired linear system of equations
AnhτUnhτ = Fnhτ , (6)
whose coefficient matrix
Anhτ =
s∑
i=0
ai
Γ(3− α0)τα0−αin
Γ(3− αi) Mh +K1
Γ(3 − α0)τα0n
2
Aβh +K2
Γ(3− α0)τα0n
2
Aγh, (7)
right-hand side vector
Fnhτ =
Γ(3− α0)
τ1−α0n
{
Fnhτ +
[ s∑
i=0
ai
τ1−αin
Γ(3− αi)Mh −K1
τn
2
Aβh −K2
τn
2
Aγh
]
Un−1hτ −
s∑
i=0
ai×
n−1∑
k=1
(tn − tk−1)2−αi − (tn−1 − tk−1)2−αi − (tn − tk)2−αi + (tn−1 − tk)2−αi
τkΓ(3− αi) Mh(U
k
hτ − Uk−1hτ )
}
,
where the vector Fnhτ = (f
n
1 , f
n
2 , · · · , fnM−1)T with fnl = (f, φl × 1)Qn , the fully FE approximations
Ukhτ = (u
k
1 , u
k
2 , · · · , ukM−1)T , u0j = ψ0,I(xj), ukj = ukh(xj), j = 1, · · · ,M − 1, k = 1, · · · , n,
the mass matrix
Mh =
h
6


4 1
1 4 1
. . .
. . .
. . .
1 4 1
1 4


(M−1)×(M−1)
(8)
6
and the stiffness matrices Aµh = (a
µ,h
i,j )(M−1)×(M−1) (µ = β, γ) with each entry of the same form


aµ,hi,i =
h1−2µ(24−2µ − 8)
2 cos(µπ)Γ(4 − 2µ) , i = 1, · · · ,M − 1
aµ,hj,j+1 = a
µ,h
j+1,j =
h1−2µ(33−2µ − 25−2µ + 7)
2 cos(µπ)Γ(4 − 2µ) , j = 1, · · · ,M − 2
aµ,hk,k+l = a
µ,h
k+l,k =
h1−2µ
2 cos(µπ)Γ(4 − 2µ) [(l + 2)
3−2µ
− 4(l+ 1)3−2µ + 6l3−2µ − 4(l − 1)3−2µ + (l − 2)3−2µ], k = 1, · · · ,M − l − 1
. (9)
Remark 1. The equation (6) follows via multiplying both members of (5) by Γ(3−α0)τα0−1n , for the80
purpose of preventions on severe losses in accuracy and convergence of the time-space FE scheme.
An important property on the coefficient matrix Anhτ by (7) is stated in the under-mentioned
lemma, as a natural consequence of the symmetric Toeplitz-like structures of matrices Mh by (8),
Aβh and A
γ
h by (9).
Lemma 4. Anhτ is a symmetric Toeplitz matrix. Moreover, it is independent of the temporal level85
n when the time discretization mesh is uniformly spaced.
Remark 2. Lemma 4 implies that (i) a requirement of only O(M) is used to store Anhτ , (ii) FFT is
the most natural choice for matrix-vector multiplications to take advantage of the Toeplitz structure
in O(M logM) computational complexity.
Some important properties of Aγh, the stiffness matrix regarding the diffusion term of (1), have90
been already established in [38], which are stated below.
Lemma 5. (see [38], Theorem 1) The stiffness matrix Aγh satisfies
1. aγ,hi,i > 0 for i = 1, · · · ,M − 1;
2. aγ,hi,j < 0 for i 6= j, i, j = 1, · · · ,M − 1;
3.
∑M−1
j=1 a
γ,h
i,j > 0 for i = 1, · · · ,M − 1.95
As a result, Aγh is an M-matrix. Moreover, for the particular case when h ≤ 1/7, we have
M−1∑
j=1
aγ,hi,j ≥


− h
1−2γ(4 − 23−2γ)
2 cos(γπ)Γ(4− 2γ) , i = 1,M − 1
− 2
2γh(2γ − 1)
cos(γπ)Γ(2 − 2γ) , i = 2, · · · ,M − 2
. (10)
7
Now, a few characterizations on Aβh, the stiffness matrix from the advection term in (1), can be
also obtained with some important differences. At this point we denote by β0 the unique root of the
equation 33−2β − 25−2β + 7 = 0 in the interval (0,1/2).
Theorem 1. The stiffness matrix Aβh holds the following properties.
1. aβ,hi,i > 0 for i = 1, · · · ,M − 1;100
2. If β > β0, then a
β,h
i,j < 0 for i 6= j, i, j = 1, · · · ,M − 1;
Else aβ,hk,k+1 = a
β,h
k+1,k ≥ 0 for k = 1, · · · ,M−2 and aβ,hi,j < 0 for |i− j| > 1, i, j = 1, · · · ,M−1;
3.
∑M−1
j=1 a
β,h
i,j > 0 for i = 1, · · · ,M − 1.
Thus Aβh is an M-matrix if and only if β ≥ β0. Moreover, for the particular case when h ≤ 1/7, we
have
M−1∑
j=1
aβ,hi,j ≥


− h
1−2β(4 − 23−2β)
2 cos(βπ)Γ(4 − 2β) , i = 1,M − 1
− 2
2βh(2β − 1)
cos(βπ)Γ(2 − 2β) , i = 2, · · · ,M − 2
. (11)
Proof. Property 1 follows immediately since 4 − 2β ∈ (3, 4) and cos(βπ) > 0. It is clear that if
β > β0, then 3
3−2β − 25−2β+7 < 0, which gives aβ,hj,j+1 = aβ,hj+1,j < 0 for j = 1, · · · ,M − 2; Otherwise105
aβ,hj,j+1 = a
β,h
j+1,j ≥ 0 for j = 1, · · · ,M − 2. The rest of the property 2 is equivalent to the condition
fβ(l) = (l + 2)
3−2β − 4(l + 1)3−2β + 6l3−2β − 4(l − 1)3−2β + (l − 2)3−2β < 0 (12)
for 2 ≤ l ≤ M − 2. Hereafter we assume that Ω = (0, 1) without loss of generality. By making use
of Taylor’s expansion with xl = lh, yields
fβ(l) = h
1+2β(3− 2β)(2 − 2β)(1− 2β)(−2β)
[
x−1−2βl +
h(−2β − 1)
5!
(−4x−2−2βξ1 + 4x
−2−2β
ξ2
+
32x−2−2βξ3 − 32x
−2−2β
ξ4
)
]
, xξ1 ∈ (xl, xl+1), xξ2 ∈ (xl−1, xl), xξ3 ∈ (xl, xl+2), xξ4 ∈ (xl−2, xl).
We note that the inequality
x−1−2βl +
h(2β + 1)
5!
(4x−2−2βl+1 − 4x−2−2βl−1 − 32x−2−2βl + 32x−2−2βl ) =
h−1−2β
{
l−1−2β +
4(2β + 1)
5!
[
(l + 1)−2−2β − (l − 1)−2−2β
]}
> 0
is clearly true because of the simple observation that the inequality
(
l
l + 1
)2+2β − ( l
l − 1)
2+2β > − l × 5!
4(2β + 1)
8
holds for 2 ≤ l ≤M − 2. This gives a derivation of (12).
To prove the property 3, it is sufficient to validate
(xD
2β−1
L φ˜,
dφi
dx
)L2(Ω) + (xD
2β−1
L φi,
dφ˜
dx
)L2(Ω) < 0, i = 1, · · · ,M − 1,
where φ˜ :=
∑M−1
j=1 φj = 1− φ0 − φM . More precisely,110
1
h
[
(xD
2β−1
L φ˜, 1)L2(Ωi) − (xD2β−1L φ˜, 1)L2(Ωi+1) + (xD2β−1L φi, 1)L2(Ω1) − (xD2β−1L φi, 1)L2(ΩM )
]
< 0.
Let ς = 3 − 2β ∈ (2, 3) for short. For the cases i = 1 and i = M − 1, by Taylor’s formula, we have
to prove
fˆς(i) :=
1
h2Γ(ς + 1)
{
(4− 2ς)hς − ς(ς − 1)(ς − 2)h3 + 3ς(ς − 1)(ς − 2)(ς − 3)
4!
h4×
[
(1− ξ1)ς−4 − 16(1− ξ2)ς−4 + 27(1− ξ3)ς−4
]}
< 0, ξ1 ∈ (0, h), ξ2 ∈ (0, 2h), ξ3 ∈ (0, 3h),
which is an immediate consequence of the relation
(2ς − 4)hς
ς(ς − 1)(ς − 2)h3 >
(ς − 3)h
8
[28− 16(1− 2h)ς−4]− 1.
On the other hand, all that is needed is the inequality
f˜ς(i) :=
1
h2Γ(ς + 1)
{
3(ih)ς − 3[(i− 1)h]ς + [(i− 2)h]ς − [(i+ 1)h]ς
+ 3(1− ih)ς − [1− (i − 1)h]ς − 3[1− (i + 1)h]ς + [1− (i+ 2)h]ς
}
< 0. (13)
In fact, using 6-order Taylor series expansion, it can be easily shown that the inequality
3(ih)ς − 3[(i− 1)h]ς + [(i− 2)h]ς − [(i + 1)h]ς < −h3ς(ς − 1)(ς − 2)xiς−3
follows by observing that
(
i− 1
i
)6−ς >
12(5− ς)
252(5− ς) + i× 6! , i = 2, · · · ,M − 2.
One further can similarly derive
3(1− ih)ς − [1− (i− 1)h]ς − 3[1− (i + 1)h]ς + [1− (i+ 2)h]ς < −h3ς(ς − 1)(ς − 2)(1− xi)ς−3.
Thus, combining the fact that xς−3i + (1− xi)ς−3 ≥ 24−ς for any xi ∈ (0, 1), we obtain115
f˜ς(i) <
1
h2Γ(ς + 1)
[−h3ς(ς − 1)(ς − 2)][xiς−3 + (1− xi)ς−3] ≤ h(2− ς)
Γ(ς − 1)2
4−ς < 0. (14)
9
which completes the proof of (13).
Another step is that Aβh is an M-matrix. If β ≥ β0, then aβ,hj,j+1 = aβ,hj+1,j ≤ 0 for j = 1, · · · ,M−2.
The converse implication is also true. On this basis, the problem reduces to prove that (Aβh)
−1 is
nonnegative, which can be done easily by contradiction, see reference [39] for a proof.
It remains to prove (11). As the proof of the property 3, for the case when h ≤ 1/7, by simple120
algebraic manipulations, we deduce
−ς(ς − 1)(ς − 2)h3
{
1− 1
8
(ς − 3)h[(1− ξ1)ς−4 − 16(1− ξ2)ς−4 + 27(1− ξ3)ς−4]
}
< 0,
which leads to fˆς(i) < (4 − 2ς)hς−2/Γ(ς + 1) for i = 1 and i = M − 1. Furthermore, together with
(14), (11) is proved immediately.
For the purpose to ensure that Anhτ is an M-matrix, below are two classes of sufficient conditions.
Class 1. β ≥ β0 and125
τα0n
h2γ
> − 4 cos(γπ)Γ(4 − 2γ)
3K2(33−2γ − 25−2γ + 7)
s∑
i=0
ai
Γ(3− αi) . (15)
Class 2. β < β0 with a suitably small h satisfying
h2(γ−β) < −1
2
K2(3
3−2γ − 25−2γ + 7)
cos(γπ)Γ(4 − 2γ)
cos(βπ)Γ(4 − 2β)
K1(33−2β − 25−2β + 7) (16)
and (15) concerning a given τn.
The upcoming theorem is singled out as an immediate consequence of Lemma 5 and Theorem 1.
Theorem 2. The following properties are true for the coefficient matrix Anhτ = (ahτi,j)(M−1)×(M−1).
1. ahτi,i > 0 for i = 1, · · · ,M − 1;130
2. ahτi,j < 0 for |i− j| > 1, i, j = 1, · · · ,M − 1;
3. It is strictly diagonally dominant.
In addition, under either Class 1 or Class 2 of sufficient conditions, Anhτ is further an M-matrix.
Proof. Properties 1, 2 and 3 are obvious facts by (7), (8), Lemma 5 and Theorem 1. Evidently, as
the proof in Theorem 1, if we can prove that the minor diagonal elements ofAnhτ are all negative under135
either class of sufficient conditions, then the M-matrix property of Anhτ is established immediately.
In fact, the condition (15) is imposed to make
s∑
i=0
aiτ
−α0
n
3Γ(3− αi) +
1
2
K2(3
3−2γ − 25−2γ + 7)h−2γ
2 cos(γπ)Γ(4− 2γ) < 0
10
valid, which further gives, due to τα0−αin < 1 (αi < α0, i = 1, · · · , s),
s∑
i=0
aiτ
−αi
n
3Γ(3− αi) +
1
2
K2(3
3−2γ − 25−2γ + 7)h−2γ
2 cos(γπ)Γ(4 − 2γ) < 0. (17)
For the case β ≥ β0, by Theorem 1 and (17), we can conclude that
s∑
i=0
aiτ
−αi
n
Γ(3− αi)
h
3
+
K1(3
3−2β − 25−2β + 7)h1−2β
2 cos(βπ)Γ(4 − 2β) +
K2(3
3−2γ − 25−2γ + 7)h1−2γ
2 cos(γπ)Γ(4 − 2γ) < 0. (18)
For the opposite β < β0, we have (3
3−2β − 25−2β + 7)/[2 cos(βπ)Γ(4 − 2β)] > 0. Observe that the140
order gap γ − β > 0, there always exists a small h subject to (16). Apparently, this situation also
yields (18). Furthermore, (18) implies, upon multiplying through the factor Γ(3 − α0)τα0n /2, that
the minor diagonal elements of Anhτ are all negative. Hence, results of Theorem 2 are obtained.
3. Condition number estimation and an adaptive AMG
This section is devoted to the derivation of the condition number estimation on Anhτ and the145
proposal of an appropriate solver.
3.1. Condition number estimation
Theorem 3. For the matrix Anhτ defined by (7), we have
κ(Anhτ ) . 1 + τα0n h−2γ . (19)
Proof. Obviously, there is a spectral equivalence
κ(Anhτ ) ≃ κ
( s∑
i=0
Ciτ
α0−αi
n I + C˜1τ
α0
n M
− 1
2
h A
β
hM
− 1
2
h + C˜2τ
α0
n M
− 1
2
h A
γ
hM
− 1
2
h
)
, (20)
where Ci = aiΓ(3− α0)/Γ(3− αi) and C˜j = KjΓ(3 − α0)/2 (j = 1, 2).150
It is worthwhile to point out that the expressions
λmin(M
− 1
2
h A
γ
hM
− 1
2
h ) & 1, λmax(M
− 1
2
h A
γ
hM
− 1
2
h ) . h
−2γ (21)
have been obtained by us based on Lemma 2, 3 and 5, as well as the Cauchy-Schwarz inequality
[38]. Similarly, according to Lemma 2 and 3, we get
(Aβh~uh, ~uh) =
1
cos(βπ)
(xD
β
Luh, xD
β
Ruh)L2(Ω) & (uh, uh)L2(Ω) = (Mh~uh, ~uh) ≃ h(~uh, ~uh)
11
with uh := (φ1, · · · , φM−1)~uh for an arbitrary vector ~uh := (uh1 , · · · , uhM−1)T ∈ RM−1. Moreover,
on account of Theorem 1, we arrive at, for β0 ≤ β < 1/2,155
(Aβh~uh, ~uh) ≤
M−1∑
i=1
aβ,hi,i (u
h
i )
2 −
M−1∑
i=1
∑
j 6=i
aβ,hi,j
(uhi )
2 + (uhj )
2
2
≤ 2aβ,h1,1 (~uh, ~uh),
and, for 0 < β < β0,
(Aβh~uh, ~uh) ≤
M−1∑
i=1
aβ,hi,i (u
h
i )
2 +
M−1∑
i=1
∑
|j−i|=1
aβ,hi,j
(uhi )
2 + (uhj )
2
2
−
M−1∑
i=1
∑
|j−i|>1
aβ,hi,j
(uhi )
2 + (uhj )
2
2
=
M−1∑
i=1
(uhi )
2
[
aβ,hi,i + a
β,h
i,i+1 + a
β,h
i,i−1 −
M−1∑
j=i+2
aβ,hi,j −
i−2∑
j=1
aβ,hi,j
]
≤ 2(aβ,h1,1 + 2aβ,h1,2 )(~uh, ~uh),
which both indicate that (Aβh~uh, ~uh) . h
1−2β(~uh, ~uh), regardless of what sort of relationship between
β and β0. Taking ~vh =M
1
2
h ~uh, yields
(~vh, ~vh) . (M
− 1
2
h A
β
hM
− 1
2
h ~vh, ~vh) . h
−2β(~vh, ~vh).
As the vector ~vh is arbitrary, the above expression can be rewritten as
λmin(M
− 1
2
h A
β
hM
− 1
2
h ) & 1, λmax(M
− 1
2
h A
β
hM
− 1
2
h ) . h
−2β . (22)
Combining (20), (21), (22) and noting that C0 = a0 > 0, K1 > 0 and K2 > 0, give rise to160
κ(Anhτ ) .
∑s
i=0 Ciτ
α0−αi
n + C˜1τ
α0
n h
−2β + C˜2τ
α0
n h
−2γ∑s
i=0 Ciτ
α0−αi
n + C˜1τ
α0
n + C˜2τ
α0
n
. 1 + τα0n h
−2γ ,
which completes the proof.
Remark 3. The relation (19) is obviously a generalization of the estimation on resulting matrices
from traditional parabolic differential equations, single-term time FDEs and FADEs.
An immediate corollary of the above theorem follows with great practical interest.
Corollary 1. Let the current time step size τn = O(h̺) and satisfy ̺α0 ≥ 2γ. Then we have165
κ(Anhτ ) = O(1). (23)
3.2. Classical AMG with convergence analysis and its adaptive variant
Nowadays, classical AMG is quite mature and capable of various ill-conditioned Toeplitz systems.
Most of the existing AMG software packages (e.g. FASP [40], BoomerAMG [41] and AmgX [42])
12
are built on it. It has Setup and Solve phases. The former phase builds all the ingredients required
by a hierarchy of grids, the finest to the coarsest, while the latter phase runs V-cycle, W-cycle or170
F-cycle until the desired convergence is achieved, where the smoother and the coarse-grid correction
are crucial components. It should be emphasized that damped-Jacobi becomes a favorable smoother
for the system (6), since it can be executed by FFT to retain the O(M logM) complexity.
Next we turn to the theoretical analysis when Anhτ is a strictly diagonally dominant M-matrix. We
here only assess two-level V(0,1)-cycle, viz., 0 pre-smoothing but 1 post-smoothing step is performed175
per V-cycle. It is advantageous to reorder the system (6) and the coarse-to-fine interpolation P in
reference to a given C/F splitting
AnhτUnhτ =

 AFF AFC
ACF ACC



 UF
UC

 =

 FF
FC

 = Fnhτ , P =

 PFC
ICC


with ICC as the identity. Another basic tools are specific norms of any vector v = (vF , vC)T ∈ RM−1
‖vF ‖0,F = (diag(AFF )vF , vF ) 12 , ‖v‖1 = (Anhτv, v)
1
2 , ‖v‖2 = (diag−1(Anhτ )Anhτv,Anhτv)
1
2 .
It can easily be derived that the two-level iteration matrix to be considered is
Mh,H = Sh[I − P(PTAnhτP)−1PTAnhτ ],
where Sh is the post-smoothing iteration matrix. Using the two-level convergence theory in [28] and180
Theorem 2, the following theorem states an uniform upper bound for Mh,H .
Theorem 4. Let Sh be damped-Jacobi or Gauss-Seidel relaxation and P be the direct interpola-
tion. For a given C/F splitting, under either Class 1 or Class 2 of sufficient conditions, there exist
constants σ2 ≥ 1 > σ1 > 0 independent of step sizes τn and h, such that
‖Mh,H‖1 ≤
√
1− σ1
σ2
. (24)
Proof. By Theorem A.4.1 and A.4.2 in [28], (24) is valid if we provide that Sh satisfies the smoothing185
property
‖Sheh‖21 ≤ ‖eh‖21 − σ1‖eh‖22 (25)
and P meets the accuracy property
‖eF − PFCeC‖20,F ≤ σ2‖eh‖21 (26)
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for all eh = (e
T
F , e
T
C)
T ∈ RM−1.
We start with (25). According to Theorem A.3.1 and A.3.2 in [28], it is valid for damped-Jacobi
relaxation (parameter 0 < ω < 2/η) with σ1 = ω(2 − ωη), and for Gauss-Seidel relaxation with190
σ1 = 1/[(1 + γ−)(1 + γ+)], where
η ≥ ρ(diag−1(Anhτ )Anhτ ), γ− = max
i
{ 1
wiahτi,i
∑
j<i
wj |ahτi,j |
}
, γ+ = max
i
{ 1
wiahτi,i
∑
j>i
wj |ahτi,j |
}
,
~w = (w1, · · · , wM−1)T is an arbitrary vector with ~w and Anhτ ~w both being positive. Recall Theorem
2, one immediately obtains 0 < γ− < 1, 0 < γ+ < 1 and
ρ(diag−1(Anhτ )Anhτ ) ≤ |diag−1(Anhτ )Anhτ |~w = max
i
{ 1
wi
∑
j
wj
|ahτi,j |
ahτi,i
}
< 2.
These indicate σ1 ≤ 1/η < 1 for damped-Jacobi and σ1 ∈ (1/4, 1) for Gauss-Seidel, both independent
of eh, τn and h. It is worth noting that Jacobi relaxation is always available, since there exists a195
small distance ǫ so that η = 2− ǫ ≥ ρ(diag−1(Anhτ )Anhτ ).
It remains to prove the second part (26). Through Theorem A.4.3 in [28], PFC holds (26) with
σ2 ≥ max
i∈F
{∑
j∈Ni
ahτi,j∑
j∈Pi
ahτi,j
}
,
where the neighborhood Ni = {j 6= i : ahτi,j 6= 0}, Pi is the set of interpolatory variables at F-point i.
Notice the fact that Ruge-Stu¨ben coarsening strategy retains i−1 ∈ Pi or i+1 ∈ Pi using properties
of Anhτ . It implies that σ2 ≥ 1 independent of eh due to ahτi,j < 0 for j ∈ Ni from Theorem 2, and200 ∑
j∈Ni
ahτi,j∑
j∈Pi
ahτi,j
< − a
hτ
i,i
ahτi,i−1
= − a
hτ
i,i
ahτi,i+1
= −4C1 + 3C2τ
α0
n h
−2γ
C1 + 3C3τ
α0
n h−2γ
, (27)
where
C1 =
s∑
i=0
ai
τα0−αin
Γ(3− αi) , C2 = K1
h2(γ−β)(24−2β − 8)
2 cos(βπ)Γ(4 − 2β) +K2
24−2γ − 8
2 cos(γπ)Γ(4 − 2γ)
and
C3 = K1
h2(γ−β)(33−2β − 25−2β + 7)
2 cos(βπ)Γ(4 − 2β) +K2
33−2γ − 25−2γ + 7
2 cos(γπ)Γ(4 − 2γ) .
Plugging (15), along with (16) when β < β0, (31) suggests that σ2 isn’t tied to τn and h. Therefore
(24) is proved.
Remark 4. The upper bound (24) tells us that a much faster convergence of the two-level V(0,1)-205
cycle will be achieved if σ1/σ2 can be made quite closer to 1.
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Table 1 is offered in support of Theorem 4. It is easy to see that the uniform convergence of
the two-level V(0,1)-cycle is achieved. Nevertheless, the strength-of-connection tolerance θ, used to
interpret concepts of strong influence and dependence, has a significantly negative impact on its
actual number of iterations.210
Table 1: Effect of θ on the two-level V(0,1)-cycle with 10−8 as the tolerance for stopping.
M
α0 = 0.9, α1 = 0.4, β = 0.3, γ = 0.8 α0 = 0.7, α1 = 0.5, β = 0.15, γ = 0.95
θ = 0.0001 θ = 0.005 θ = 0.25 θ = 0.0001 θ = 0.005 θ = 0.25
512 292 36 13 191 35 15
1024 308 38 13 198 35 15
2048 314 36 13 202 35 15
It is well to be reminded that multigrid V(1,1)-cycle in CF-relaxation is of a larger practical value
in applications. In this situation, the impact becomes rather serious. Table 2 shows the results of
α0 = 0.7, α1 = 0.5, β = 0.15, γ = 0.95.
Table 2: Effect of θ on multigrid V(1,1)-cycle in CF-relaxation with 10−12 as the tolerance for stopping.
M
θ = 0.0001 θ = 0.03529 θ = 0.03533
Levels Iterations CPU Levels Iterations CPU Levels Iterations CPU
512 3 224 6.08E-1 6 21 1.38E-1 7 5 3.80E-2
1024 3 226 2.53E0 7 23 5.42E-1 8 5 1.55E-1
2048 4 227 1.02E1 8 25 2.23E0 9 5 6.17E-1
As indicated, there are two drawbacks to multigrid V(1,1)-cycle in CF-relaxation. One lies the
good choice of θ. We have discussed the most reliable θ = ahτ1,3/a
hτ
1,2+ ǫ0 for time-space Caputo-Riesz215
FDEs [38], where ǫ0 is some small number. However, it may cause the method lack of conver-
gence optimality because of positive minor diagonal elements of Aβh when β < β0, e.g. in Table 2,
ahτ1,3/a
hτ
1,2 ≈ 0.035285 for the case M = 512, but 0.03529 isn’t the optimal value of θ. A natural cure
technique for this is to employ
θ(k) =
a
(k)
1,3
a
(k)
1,2
+ ǫ0 (28)
for the k-th coarse-level Galerkin matrix Ak = (a(k)i,j ) with A0 = Anhτ . Indeed, maxk(θ(k)) ≈ 0.03533220
to obtain the optimal convergence. The other is the required cost of O(M2) at each time step. This
drawback hampers the acceptance of the method in large linear systems. The primary reason is that
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it is impossible to make A1 = PTA0P Toeplitz-like by direct interpolation in a straightforward way.
This requests for a modification to P . The following lemma provides a proper manipulation.
Lemma 6. If PFC admits 1/2 as all nonzero entries based on the choice (28), then A1 must be a225
symmetric Toeplitz matrix.
Proof. Obviously, AT1 = (PTA0P)T = PTA0P = A1, and
a
(1)
i,i+l = a
(1)
i+l,i =
1
4
ahτ3,2l+1 + a
hτ
2,2l+1 +
3
2
ahτ1,2l+1 + a
hτ
1,2l+2 +
1
4
ahτ1,2l+3, i = 1, · · · ,M1 − l,
where M1 is the number of columns of PFC . This completes the proof.
Remark 5. It can easily be seen that just O(M1) operations are required to generate A1 (only M1
different entries), whose cost is negligible relative to that of direct interpolation.230
More interestingly, the two-level convergence for the modified interpolation is also uniform as a
result of the following theorem.
Theorem 5. Let h ≤ 1/7 and PFC satisfy Lemma 6. For a given C/F splitting, under either Class
1 or Class 2 of sufficient conditions, there exists a constant σ2 ≥ 1 independent of step sizes τn and
h, such that the accuracy property (26) holds for all eh = (e
T
F , e
T
C)
T = (e1, e2, · · · , eM−1)T ∈ RM−1.235
Proof. To estimate the right part, we note
‖eh‖21 = (Anhτeh, eh) ≥
∑
i∈F
[ ∑
k∈Pi
(−ahτi,k)(ei − ek)2 +
∑
j
ahτi,je
2
i
]
. (29)
On the other hand, we can estimate
‖eF − PFCeC‖20,F =
∑
i∈F
ahτi,i
(
ei −
∑
k∈Pi
1
2
ek
)2
≤
∑
i∈F
ahτi,i
∑
k∈Pi
1
2
(ei − ek)2 + ahτ1,1(e21 + e2M−1), (30)
employing Schwarz inequality and the fact that Ruge-Stu¨ben coarsening strategy guarantees i − 1
or i+1 inside of set Pi at F-point i. The previous estimations (29) and (30) imply (26), if relations
σ2(−ahτi,k) ≥ ahτi,i /2 as well as σ2
∑M−1
j=1 a
hτ
1,j ≥ ahτ1,1 hold simultaneously for k ∈ Pi and i ∈ F , namely240
σ2 ≥ max
i∈F
{
− a
hτ
i,i
2ahτi,i−1
,
ahτ1,1∑M−1
j=1 a
hτ
1,j
}
. (31)
It indicates that σ2 ≥ 1 independent of eh. Furthermore, observing (7), (8), (10) and (11), yield
ahτ1,1∑M−1
j=1 a
hτ
1,j
< 2, − a
hτ
i,i
2ahτi,i−1
= −4C1 + 3(K1C
β
2 h
2(γ−β) +K2C
γ
2 )τ
α0
n h
−2γ
2C1 + 6(K1C
β
3 h
2(γ−β) +K2C
γ
3 )τ
α0
n h−2γ
,
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where
C1 =
s∑
i=0
ai
τα0−αin
Γ(3 − αi) , C
̺
2 =
24−2̺ − 8
2 cos(̺π)Γ(4 − 2̺) , C
̺
3 =
33−2̺ − 25−2̺ + 7
2 cos(̺π)Γ(4 − 2̺) .
Plugging (15), along with (16) when β < β0, (31) suggests that σ2 isn’t tied to τn or h at all. This
establishes the result.
It should be stressed that these previous procedures can be performed similarly with multigrid to245
render all Ak (k ≥ 2) Toeplitz-like. Two practical benefits involve computational cost ofO(M logM)
and matrix-free storage of O(M). Additionally, it is easy to verify that Ak (k ≥ 1) could also be an
M-matrix for small k constrained by (15) with h being replaced by 2kh, together with (16) if β < β0.
We conclude this section by developing an adaptive AMG algorithm, which exploits features of
FFT, Toeplitz-like structures of Ak (k ≥ 0) and at most 2 nonzeros per row in interpolations, while250
Corollary 1 as our clear distinction.
Algorithm 1. An adaptive AMG for the system (6).
Step 1. If Anhτ satisfies the estimation (23), then solve (6) by conjugate gradient (CG) algorithm.
Step 2. Apply the improved classical AMG to solve (6) until convergence.
2.1 Setup phase.255
2.1.1 Set ǫ0 = 10
−8, max cdofs, max levels, j = 0 and Ω(0) = {1, 2, · · · ,M − 1}.
2.1.2 Compute θ(j) via (28), perform Ω(j) = C(j) ∪ F (j), and set Ω(j+1) = C(j).
2.1.3 Construct the modified P(j) and Aj+1 = (P(j))TAjP(j).
2.1.4 If |Ω(j+1)| ≤max cdofs or j + 1 =max levels, then Stop; else j = j + 1, goto 2.1.2.
2.2 Solve phase: V(1,1)-cycle. Set F0 = Fnhτ and choose an initial guess U0.260
2.2.1 For k = 0, 1, · · · , j, do:
• Run Jacobi relaxation once to AkUk = Fk with Uk = 0 (k > 0).
• Compute Fk+1 = (P(k))T (Fk −AkUk).
2.2.2 Solve Aj+1Uj+1 = Fj+1 by using Gaussian elimination without pivoting.
2.2.3 For k = j, j − 1, · · · , 0, do:265
• Update Uk = Uk + P(k)Uk+1.
• Run Jacobi relaxation once to AkUk = Fk.
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4. Numerical results
In this section we will present some numerical experiments to illustrate the convergence of our
time-space FE numerical scheme (5), the correctness of our condition number estimation and the270
effectiveness of our solver. All examples are implemented in C on a 64 bit Fedora 18 platform with an
-O2 optimization parameter, double precision arithmetic on Intel Xeon (W5590) with configurations
24.0 GB RAM and 3.33 GHz.
In our implementations, all integrals are calculated by a quadrature formula. In tables below,
columns labeled ‖e‖0 represent errors ‖u(·, T )−uhτ(·, T )‖L2(Ω), λmin denote the smallest eigenvalues275
and λmax as the largest eigenvalues, κ are condition numbers of resulting matrices, Its indicate
numbers of iterations until the actual residual is reduced by a factor of 10−12, Tc express CPU times
including Setup and Solve phases with second as the unit, starred entries (∗) indicate the solutions
fail to converge after 1000 iterations, while CG, CAMG and iCAMG stand for conjugate gradient,
classical AMG and the adaptive variant in Algorithm 1, respectively.280
4.1. Convergence test
Example 1. Consider problem (1)-(3) with s = 1, a0 = a1 = 1, K1 = 1, K2 = 2, T = 0.5,
Ω = (0, 1), ψ0(x) = 100(x
2 − x3) and
f(x, t) = 200(x2 − x3)
[ t2−α0
Γ(3− α0) +
t2−α1
Γ(3− α1)
]
+
50(t2 + 1)
cos(βπ)
×
[ (1− x)1−2β
Γ(2 − 2β) +
2x2−2β − 4(1− x)2−2β
Γ(3− 2β) +
6(1− x)3−2β − 6x3−2β
Γ(4− 2β)
]
+
100(t2 + 1)
cos(γπ)
×
[ (1 − x)1−2γ
Γ(2− 2γ) +
2x2−2γ − 4(1− x)2−2γ
Γ(3− 2γ) +
6(1− x)3−2γ − 6x3−2γ
Γ(4− 2γ)
]
.
The exact solution is u(x, t) = 100(t2+1)(x2− x3). Table 3 and 4 show the results of errors and
convergence rates with typical α0, α1, β and γ for two specific cases: h = τ and h =
√
τ , respectively.
An interpretation is that the time-space FE solution possesses the saturation error order O(τ2+h2).
Fig. 1 illustrates the exact solution with the numerical solution of α0 = 0.7, α1 = 0.4, β = 0.15,285
γ = 0.95 when h = τ = 1/64.
Example 2. Consider problem (1)-(3) with s = 1, a0 = a1 = 1, T = 0.5, Ω = (0, 1), ψ0(x) =
18
Table 3: Error results and convergence rates in spatial direction with h = τ .
M
α0 = 0.5, α1 = 0.2 α0 = 0.7, α1 = 0.4
β = 0.3, γ = 0.8 β = 0.15, γ = 0.95 β = 0.3, γ = 0.8 β = 0.15, γ = 0.95
‖e‖0 rate ‖e‖0 rate ‖e‖0 rate ‖e‖0 rate
16 6.837E-2 - 8.357E-2 - 6.396E-2 - 8.186E-2 -
32 1.525E-2 2.165 2.020E-2 2.049 1.458E-2 2.133 1.981E-2 2.047
64 3.484E-3 2.130 4.878E-3 2.050 3.383E-3 2.108 4.811E-3 2.042
128 8.113E-4 2.102 1.183E-3 2.044 7.948E-4 2.089 1.171E-3 2.039
Table 4: Error results and convergence rates in spatial direction with h =
√
τ .
N
α0 = 0.5, α1 = 0.2 α0 = 0.7, α1 = 0.4
β = 0.3, γ = 0.8 β = 0.15, γ = 0.95 β = 0.3, γ = 0.8 β = 0.15, γ = 0.95
‖e‖0 rate ‖e‖0 rate ‖e‖0 rate ‖e‖0 rate
32 2.600E-1 - 3.182E-1 - 2.582E-1 - 3.164E-1 -
128 5.929E-2 1.066 7.719E-2 1.022 5.899E-2 1.065 7.692E-2 1.020
512 1.369E-2 1.057 1.877E-2 1.020 1.362E-2 1.058 1.871E-2 1.020
2048 3.194E-3 1.050 4.569E-3 1.019 3.177E-3 1.050 4.554E-3 1.019
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(b) The numerical solution
Figure 1: Comparison on solutions, h = τ = 1/64, α0 = 0.7, α1 = 0.4, β = 0.15, γ = 0.95.
19
100x2(1− x)2 and
f(x, t) = 200x2(1 − x)2
[ t2−α0
Γ(3− α0) +
t2−α1
Γ(3− α1)
]
+
100K1(t
2 + 1)
cos(βπ)
×
[x2−2β + (1− x)2−2β
Γ(3− 2β) −
6x3−2β + 6(1− x)3−2β
Γ(4− 2β) +
12x4−2β + 12(1− x)4−2β
Γ(5− 2β)
]
+
100K2(t
2 + 1)
cos(γπ)
×
[x2−2γ + (1− x)2−2γ
Γ(3 − 2γ) −
6x3−2γ + 6(1− x)3−2γ
Γ(4− 2γ) +
12x4−2γ + 12(1− x)4−2γ
Γ(5− 2γ)
]
.
The exact solution is u(x, t) = 100(t2+1)x2(1−x)2. The objective of this example is to measure
the possible effects of K1 and K2 on the convergence. Setting K1 = 5 and K2 = 30, 300, 10
3 and
106, we can observe from Table 5 and 6 that time-space FE solutions retain O(τ2+h2), without any
ties to K1 nor K2. Fig. 2 charts the exact and numerical solutions distributed over [0, 1]× [0, 0.5]290
when K1 = 5, K2 = 30. This comparison demonstrates that the time-space FE solution confirms
the exact solution very well.
Table 5: Error results and convergence rates in spatial direction with α0 = 0.7, α1 = 0.4, β = 0.3, γ = 0.85.
M
h = τ
N
h =
√
τ
K1 = 5, K2 = 30 K1 = 5, K2 = 300 K1 = 5, K2 = 30 K1 = 5, K2 = 300
‖e‖0 rate ‖e‖0 rate ‖e‖0 rate ‖e‖0 rate
16 3.455E-2 - 3.607E-2 - 32 1.305E-1 - 1.368E-1 -
32 8.466E-3 2.029 8.774E-3 2.040 128 3.065E-2 1.045 3.302E-2 1.026
64 1.987E-3 2.090 2.121E-3 2.049 512 7.362E-3 1.029 7.509E-3 1.068
128 4.509E-4 2.140 5.228E-4 2.020 2048 1.774E-3 1.027 1.792E-3 1.034
Table 6: Error results and convergence rates in spatial direction with α0 = 0.8, α1 = 0.3, β = 0.2, γ = 0.75.
M
h = τ
N
h =
√
τ
K1 = 5, K2 = 10
3 K1 = 5, K2 = 10
6 K1 = 5, K2 = 10
3 K1 = 5, K2 = 10
6
‖e‖0 rate ‖e‖0 rate ‖e‖0 rate ‖e‖0 rate
16 3.544E-2 - 3.571E-2 - 32 1.350E-01 - 1.418E-01 -
32 8.635E-3 2.037 8.844E-3 2.013 128 3.221E-02 1.034 3.567E-02 0.996
64 2.065E-3 2.064 2.187E-3 2.016 512 6.905E-03 1.111 8.720E-03 1.016
128 4.916E-4 2.071 5.415E-4 2.014 2048 1.589E-03 1.060 2.047E-03 1.045
4.2. Condition number test
Example 3. We use the same Example 1.
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(b) The numerical solution
Figure 2: Comparison on solutions, h = τ = 1/64, K1 = 5, K2 = 30, α0 = 0.7, α1 = 0.4, β = 0.3, γ = 0.85.
In this test, we examine the effectiveness of our estimation (19) in three situations: τ = h,295
τ = h2 and τ = 1/64. Results are summarized in Table 7, 8 and 9. We observe that they all coincide
uniformly with Theorem 3.
Table 7: The smallest and largest eigenvalues, condition numbers and ratios with τ = h.
M
α0 = 0.9, α1 = 0.4, β = 0.3, γ = 0.8 α0 = 0.7, α1 = 0.5, β = 0.15, γ = 0.95
λmin λmax κ ratio λmin λmax κ ratio
64 1.938E-2 6.982E-1 3.603E+1 - 3.049E-2 9.275E+0 3.042E+2 -
128 8.941E-3 5.648E-1 6.316E+1 0.570 1.315E-2 1.065E+1 8.101E+2 0.376
256 4.252E-3 4.576E-1 1.076E+2 0.587 5.881E-3 1.224E+1 2.081E+3 0.389
512 2.061E-3 3.712E-1 1.801E+2 0.598 2.705E-3 1.405E+1 5.196E+3 0.400
Table 8: The smallest and largest eigenvalues, condition numbers and ratios with τ = h2.
M
α0 = 0.9, α1 = 0.4, β = 0.3, γ = 0.8 α0 = 0.7, α1 = 0.5, β = 0.15, γ = 0.95
λmin λmax κ ratio λmin λmax κ ratio
32 3.230E-2 4.853E-2 1.503E+0 - 4.060E-2 7.249E-1 1.785E+1 -
64 1.585E-2 2.191E-2 1.382E+0 1.087 1.870E-2 5.103E-1 2.729E+1 0.654
128 7.864E-3 1.003E-2 1.275E+0 1.084 8.888E-3 3.596E-1 4.046E+1 0.674
256 3.918E-3 4.662E-3 1.190E+0 1.072 4.297E-3 2.537E-1 5.904E+1 0.685
Example 4. We use the same Example 2.
This example reveals the effect of K2 on condition numbers of typical cases τ = h, τ = h
2 and
τ = 1/64 for α0 = 0.7, α1 = 0.4, β = 0.3, γ = 0.85 and α0 = 0.8, α1 = 0.3, β = 0.2, γ = 0.75. As300
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Table 9: The smallest and largest eigenvalues, condition numbers and ratios with τ = 1/64.
M
α0 = 0.9, α1 = 0.4, β = 0.3, γ = 0.8 α0 = 0.7, α1 = 0.5, β = 0.15, γ = 0.95
λmin λmax κ ratio λmin λmax κ ratio
64 1.938E-2 6.982E-1 3.603E+1 - 3.049E-2 9.275E+0 3.042E+2 -
128 9.691E-3 1.052E+0 1.085E+2 0.332 1.525E-2 1.730E+1 1.135E+3 0.268
256 4.846E-3 1.590E+0 3.281E+2 0.331 7.625E-3 3.229E+1 4.234E+3 0.268
512 2.423E-3 2.408E+0 9.939E+2 0.330 3.813E-3 6.025E+1 1.580E+4 0.268
expected, the results shown in Table 10 declare that condition numbers are independent of K2 when
K2 is large enough.
Table 10: The condition numbers and ratios for Example 4.
K2
α0 = 0.7, α1 = 0.4, β = 0.3, γ = 0.85 α0 = 0.8, α1 = 0.3, β = 0.2, γ = 0.75
h = τ h =
√
τ τ = 1/64 h = τ h =
√
τ τ = 1/64
κ ratio κ ratio κ ratio κ ratio κ ratio κ ratio
3E2 5.06E3 - 3.77E2 - 5.21E3 - 1.63E3 - 1.12E2 - 1.75E3 -
3E3 5.31E3 0.95 4.89E2 0.77 5.33E3 0.98 1.81E3 0.90 2.07E2 0.54 1.82E3 0.96
3E4 5.34E3 0.99 5.04E2 0.97 5.34E3 0.99 1.83E3 0.99 2.26E2 0.91 1.83E3 0.99
3E5 5.34E3 1.00 5.06E2 1.00 5.34E3 1.00 1.83E3 1.00 2.28E2 0.99 1.83E3 1.00
4.3. Performance evaluation test
Example 5. Comparisons of iCAMG over CG and CAMG with Ruge-Stu¨ben coarsening strategy
and U0 = 0.305
Table 11: Number of iterations and wall time for the case τ = h.
M
α0 = 0.9, α1 = 0.4, β = 0.3, γ = 0.8 α0 = 0.7, α1 = 0.5, β = 0.15, γ = 0.95
CG CAMG iCAMG CG CAMG iCAMG
Its Tc Its Tc Its Tc Its Tc Its Tc Its Tc
512 151 3.23E-2 7 1.54E-2 7 5.52E-3 249 5.43E-2 5 1.31E-2 5 4.58E-3
1024 225 9.41E-2 7 6.93E-2 8 1.63E-2 479 2.08E-1 5 6.97E-2 5 1.29E-2
2048 300 2.95E-1 7 2.86E-1 9 4.79E-2 920 9.19E-1 5 2.89E-1 5 3.75E-2
4096 385 6.99E-1 7 1.27E+0 9 1.38E-1 ∗ ∗ 5 1.21E+0 5 1.10E-1
Table 11, 12 and 13 respectively give the results for cases τ = h, τ = h2 and τ = 1/64, which
illustrate that CAMG and iCAMG both converge robustly with respect to mesh sizes and fractional
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Table 12: Number of iterations and wall time for the case τ = h2.
M
α0 = 0.9, α1 = 0.4, β = 0.3, γ = 0.8 α0 = 0.7, α1 = 0.5, β = 0.15, γ = 0.7
CG CAMG iCAMG CG CAMG iCAMG
Its Tc Its Tc Its Tc Its Tc Its Tc Its Tc
512 8 1.62E-3 10 7.19E-3 8 1.12E-3 17 3.82E-3 7 1.39E-2 17 3.82E-3
1024 8 3.58E-3 8 3.29E-2 8 3.58E-3 17 7.01E-3 7 6.49E-2 17 7.01E-3
2048 8 8.01E-3 8 1.07E-1 8 8.81E-3 17 1.73E-2 7 2.62E-1 17 1.73E-2
4096 9 1.82E-2 9 4.70E-1 9 1.82E-2 17 3.29E-2 7 1.04E+0 17 3.29E-2
Table 13: Number of iterations and wall time for the case τ = 1/64.
M
α0 = 0.9, α1 = 0.4, β = 0.3, γ = 0.8 α0 = 0.7, α1 = 0.5, β = 0.15, γ = 0.95
CG CAMG iCAMG CG CAMG iCAMG
Its Tc Its Tc Its Tc Its Tc Its Tc Its Tc
512 173 3.69E-2 7 1.65E-2 7 5.56E-3 250 5.38E-2 5 1.25E-2 4 3.88E-3
1024 301 1.26E-1 8 7.55E-2 7 1.55E-2 483 2.04E-1 5 5.65E-2 4 1.10E-2
2048 524 5.32E-1 8 3.10E-1 7 4.48E-2 933 9.37E-1 5 2.31E-1 4 3.07E-2
4096 908 1.66E+0 8 1.31E+0 7 1.25E-1 ∗ ∗ 5 1.01E+0 4 8.71E-2
orders, while CG is only suitable for τ = h2 because of (23). iCAMG adaptively adjusts to be CG
in such circumstance. Here our emphasis is on computational effort. The cost of iCAMG increases
O(M logM), yet CAMG bears O(M2) to achieve convergence. Hence, iCAMG exhibits a significant310
advantage over CAMG, runs 9.2 and 11.0 times faster for τ = h, 25.8 and 31.6 for τ = h2, 10.5 and
11.6 for τ = 1/64 at the size of M = 4096.
5. Conclusion
Classical AMG is an O(M2) solution process for SFDEs. We have proposed a lossless in robust-
ness and adaptive variant with O(M logM) algorithmic complexity and O(M) matrix-free storage,315
employed to solve the time-space FE discretization of one-dimensional MTFADEs. The approach
relied on a number of theoretically proved characterizations and condition number estimation on the
resulting matrix, an effective measure on the strength-of-connection tolerance and straightforward
modifications to grid-transfer operators. Our numerical results verify the saturation error order of
the discretization, well robustness and considerable advantages of the proposed solver over CG and320
classical AMG methods.
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