Abstract Strongly conflict-avoiding codes (SCACs) are employed in a slotasynchronous multiple-access collision channel without feedback to guarantee that each active user can send at least one packet successfully in the worst case within a fixed period of time. Assume all users are assigned distinct codewords, the number of codewords in an SCAC is equal to the number of potential users that can be supported. SCACs have different combinatorial structure compared with conflict-avoiding codes (CACs) due to additional collisions incurred by partially overlapped transmissions. In this paper, we establish upper bounds on the size of SCACs of even length and weight three. Furthermore, it is shown that some optimal CACs can be used to construct optimal SCACs of weight three.
Introduction

Motivation
The collision channel without feedback model [8] is investigated in this paper. There are total M potential users and at most k users are active at the same time. Protocol sequences [3, 12, 13, 16, 17, 19] are used to provide multipleaccess. Let x i = (x i,0 , x i,1 , . . . , x i,L−1 ) be a binary protocol sequence with length L assigned to user i. Each active user sends its packet to a common sink if and only if the assigned sequence value equals one. The channel time is partitioned into fixed-length slots and the packet length exactly occupies a slot. A total overlap of packets occurs if more than one user start their transmission simultaneously; and a partial overlap of packets occurs if one packet starts or ends its transmission within the transmission duration of some other packet. Any partial or total overlap of packets would incur a collision. A packet without suffering from any collision is received error-free; otherwise it is assumed to be unrecoverable. As there is no feedback from the receiver and no cooperation among the users, each user has a relative delay offset. Let δ i be the time offset of user i for i = 1, 2, . . . , M , measured in time slot duration units. As introduced in [8] , there are two different levels of synchronization:
(i) The channel is slot-synchronized if all users start transmitting at the slot boundaries, i.e., the time offsets δ 1 , δ 2 , . . . , δ M are arbitrary integers. Collisions will result only when packets totally overlap. (ii) The channel is slot-asynchronous if all users do not know the slot boundaries of the channel, i.e., the time offsets δ 1 , δ 2 , . . . , δ M are arbitrary real numbers. Some collisions may be incurred by partial overlap of packets.
A set of M binary sequences {x 1 , x 2 , . . . , x M } is said to be an (M, k, ω, L, σ) protocol sequence set [12] if any sequence is of length L, Hamming weight ω, and has the property that each active user can transmit at least σ packets successfully in a period of L slots in the worst case. When σ ≥ 1, we say this sequence set enjoys the nonblocking property. Obviously, whether σ ≥ 1 or not highly depends on the assumption of synchronization.
Let I be a codeword of weight ω over Z L . By setting x i,t = 1 if and only if t ∈ I i for i = 1, 2, . . . , M , a set of M protocol sequences can be viewed as a code consisting of M codewords. In order to provide the nonblocking property at different levels of synchronization, the following two classes of codes have been studied as protocol sequences extensively in the literature.
(i) An (M, k, ω, L, σ) protocol sequence set is a conflict-avoiding code (CAC) [1, 2, 4, 5, 7, 9, 10, 11, 14, 15] if k = ω and σ = 1 in the slot-synchronized case. (ii) An (M, k, ω, L, σ) protocol sequence set is a strongly conflict-avoiding code (SCAC) [20] if k = ω and σ = 1 in the slot-asynchronous case. SCACs consider a more practical channel model.
As k = w, both CACs and SCACs require that there is at most one collision between any two distinct sequences for any relative delay offsets. However, collisions incurred by partially overlapped transmissions need to be additionally considered in the design of SCACs. This yields different combinatorial structures of CACs and SCACs, as argued in [20] . Before presenting them accordingly in Section 2, we provide an example first as the following.
} forms a CAC with M = 3 and L = 12. However, it is not an SCAC. For δ 1 = 1, δ 2 = 1.5 and δ 3 = 3, all packets from user 1 are lost due to two partial overlappings and one complete overlapping, as illustrated in Fig. 1 .
In the study of CAC or SCAC, the main theme is to find as many sequences (or, codewords) as possible, for a given pair of integers L and w. If a CAC or SCAC enjoys the maximal size of codewords, then this code is said to be optimal.
Asymptotically optimal and optimal CACs for general weights were investigated in [14, 15] . Based on previously known constructions of CACs, asymptotically optimal SCACs are derived in [20] under the assumption that each codeword possesses a special structure, called equi-difference. Moreover, optimal CACs of weight three are investigated in [1, 2, 4, 5, 7, 9, 11] . The code size spectrum of optimal, even length, weight three CACs has been completely settled by these studies. However, relatively little is known about the code size of optimal SCACs. In this paper, we are going to find optimal SCACs of even length and weight three, which can be applied to more realistic scenarios.
The rest of this paper is organized as follows. In Section 2, we introduce some relevant definitions and relative known results in the literatures, as well as present a necessary condition for the existence of an SCAC. Several useful properties of codewords in an SCAC are given in Section 3. New upper bounds on the size of SCACs are derived in Section 4. In Section 5 we prove that some upper bounds in Section 4 are indeed tight in several special cases. Finally, conclusions are given in Section 6.
Preliminaries
Definitions and notations
Let Z L = {0, 1, . . . , L − 1} denote the ring of residues modulo L and P(L, ω) denote the set of all ω-subsets of Z L . Each element x ∈ P(L, ω) can be identified with a binary sequence of length L and weight ω representing the indices of the nonzero positions. Therefore, a CAC or SCAC of length L and weight ω can be viewed as a subset of P(L, ω). We call elements in P(L, ω) codewords.
For a codeword I ∈ P(L, ω), let d(I) := {a − b (mod L) : a, b ∈ I} denote the set of differences between pairs of elements in I, and let d * (I) := d(I)\{0} denote the set of non-zero differences in I. Then a formal definition of a CAC can be given as follows.
Definition 1 A CAC of length L and weight ω is a subset C = {I 1 , ..., I M } ⊂ P(L, ω) satisfying the condition that for all j = k,
For given L and w, let CAC(L, ω) denote the class of all CACs of length L and weight w. The maximum size of a code in
Then an SCAC can also be defined by means of d and d * .
Definition 2 An SCAC of length L and weight ω is a subset C = {I 1 , ...,
This definition captures all the possibilities of partial collisions in slot asynchronous systems.
Similarly, for given L and w, let SCAC(L, ω) denote the class of all SCACs of length L and weight w. The maximum size of a code in
, a codeword I ∈ C is called equi-difference if all its elements form an arithmetic progression in Z L , i.e., I = {0, g, 2g, . . . , (ω − 1)g} for some g ∈ Z L , where the product jg is calculated modulo L. The element g is called the generator of I. Without loss of generalization, we assume g ≤ L/2 in this paper. A code is called equidifference if it entirely consists of equi-difference codewords. We use M e (L, ω) (or M e S (L, ω)) to denote the maximum code size among all equi-difference CACs (or SCACs) of length L and weight w.
For a codeword I ∈ P(L, ω) define the set of shifted non-zero differences of
. Then the definition of an SCAC can be rewritten as follows.
Proposition 1 implies directly that for any C ∈ SCAC(L, ω), one has
Let A be a subset of Z L . A can be uniquely partitioned into several maximal subsets, each of which consists of consecutive integers. Such a subset is called a tube. A tube is denoted by T (x, y) if its smallest and largest integer are x and y, respectively. T (x, y) is called O-rough if x and y are both odd, E-rough if x and y are both even, and flat otherwise.
One the other hand, {2, 3, . . . , L − 1} \ A can also be uniquely partitioned into several maximal subsets. They can be viewed as gaps in A. Note that the elements 0, 1 not taken into consideration because in what follows, we will focus on A's which are shifted non-zero difference set of some codeword in an SCAC and thus 0, 1 / ∈ A by (3). We denote a gap with the smallest integer x and largest integer y by G(x, y). Similar to tubes, we also classify gaps into E-rough, O-rough and flat gaps. Note that it is possible x = y for some gaps but not for tubes of shifted non-zero difference sets.
Assume that C is an SCAC and I j is one of its codewords. We use T j (x, y) (resp., G j (x, y)) to emphasize a tube (resp., a gap) in the shifted non-zero difference set d + (I j ). For example, let I 1 = {0, 6, 13} be one codeword in some code C ∈ SCAC(24, 3). Then d 4, 5, 7, 8, 19, 20, 22 , 23, 24}. The three tubes T 1 (3, 5), T 1 (7, 8) and T 1 (22, 24) are O-rough, flat and E-rough, respectively. And, there are two E-rough gaps G 1 (2, 2), G 1 (6, 6), one flat gap G 1 (9, 18) and two O-rough gaps G 1 (21, 21), G 1 (25, 25). Now, we define a special gap, called solitary gap, in a code.
Definition 3 Consider a given SCAC, C, and one of its codewords I j . Let G j (x, y) be a gap in d + (I j ) and T (x , y ) be a tube in I∈C d + (I). If x ≤ x and y ≤ y, then this tube is said to be included in the gap, denoted by
For example, let I 1 = {0, 2, 4}, I 2 = {0, 6, 12} and I 3 = {0, 9, 19} be the three codewords in a code C ∈ SCAC(28, 3). Then one can check that G 3 (2, 8) is solitary.
Previously known results
We summarize some previously known deterministic results on CACs and SCACs of weight three in this subsection.
As for SCAC, there are few results reported in the literature. An exception is the following.
Theorem 5 ([20])
Let L be an integer factorized as 3 q 7 r , where is an even integer not divisible by 3 or 7. Then for L ≥ 18 we have
A Necessary Condition
We close this section with the following necessary condition for the existence of an SCAC. The result delineates the impact of solitary gaps and is based on SCAC characteristics presented in Proposition 1.
Lemma 1 Consider a given code C ∈ SCAC(L, ω). If there exists one codeword, say I j , having λ solitary gaps in d
Proof Let G j (x, y) be one of the λ solitary gaps in d + (I j ). We assume that G j (x, y) is E-rough, i.e., x and y are both even. This implies the number of even integers in G j (x, y) is one more than that of odd integers. By the definition of the solitary gap, we cannot find an E-rough tube in I∈C d
From the defining property of flat and O-rough tubes, we know the number of odd integers in a flat or O-rough tube is equal to or bigger than that of even integer. Thus we always can find an even integer in G j (x, y) which is not included in I∈C d + (I). For the case G j (x, y) is Orough, the proof goes along the same line as above and is omitted. The result is that there exists an odd integer not included in I∈C 
Property of Codewords
Lemma 1 provides a recipe for upper bounding the size of SCAC, which relies on |d + (I)| for different codewords. In this section, we derive |d + (I)| for nonequi-difference and equi-difference codewords I. The following definition is useful for the evaluation of |d + (I)|.
Definition 4
We adopt the terminology in [20] and say that a codeword I is dispersive if any two distinct elements in d(I) are not consecutive. Otherwise, it is non-dispersive.
By Proposition 1(i), one has |d
+ (I)| = 2|d * (I)| if I is a dispersive codeword in an SCAC.
Non-equi-difference Codewords
Let I = {0, q 1 , q 1 + q 2 } be a non-equi-difference codeword in a code C ∈ SCAC(L, 3) for some q 1 , q 2 ≥ 2 and
Now, we write q 1 , q 2 , q 3 in an ascending order as q l , q m , q u . Since I is non-equidifference, q l , q m , q u must be mutually distinct and thus
Therefore,
Lemma 2 Let I be a non-equi-difference codeword in a code C ∈ SCAC(L, 3) with even L and d
Proof By the assumption that q u < L/2, (4) can be written as
and thus |d * (I)| = 6. Moreover, q l ≥ 2 and q u < L/2 imply respectively that Lemma 3 Let I be a non-equi-difference codeword in a code C ∈ SCAC(L, 3) with even L and d
Proof We first consider q u > L/2. In this case, (4) can be written as
It is easy to see that L − q u + 1 and
. We now claim that q m + 1 and q u + 1 are also in d
. Suppose the assertion is not true; that is, q m + 1 = L − q u . By the assumption that q l + q m + q u = L, we have q l = 1, which contradicts to Proposition 1(i). Therefore,
and thus |d + (I)| ≥ 10. As for the case of q u = L/2, (4) can be written as
By the same argument, q m + 1, q u + 1 and L − q l + 1 are in d Proposition 2 Let I be a non-equi-difference codeword in a code C ∈ SCAC(L, 3) with even L such that |d + (I)| < 10 and has at least one rough tube. Assume that d
Proof By Lemma 2 and Lemma 3, there are two possible codewords satisfying |d + (I)| < 10. They are the codeword with q m = q l + 1 = q u − 1 = L/3 and that with q m = q l + 1 = (L + 2)/4, q u = L/2, and both have |d + (I)| = 8. By the definition of rough tubes, only the latter one has at least one rough tube.
Equi-difference Codewords
We start this subsection with the following know result on equi-difference codewords.
Lemma 4 ([7])
Let C ∈ CAC(L, 3) and I be one of its equi-difference codewords. Then we have 
(ii) g and 2w − k − 1 are both relatively prime to L; (iii) I is non-exceptional.
Following Lemma 5 we have:
Corollary 1 Let I be a non-dispersive equi-difference codeword with generator g in a code in SCAC(L, 3) with even L. Then there are two pairs of consecutive elements in d * (I) and
Proof Suppose there are k (≥ 1) pairs of consecutive elements in d * (I). Since L is even and ω = 3, by Lemma 5(i)-(ii), one has k = 2, gcd(g, L) = 1 and 3g ≡ ±1 (mod L).
By the assumption that g ≤ L/2, we have 3g < 2L, and thus the above equation can be reduced to
Note that I is non-exceptional by Lemma 5 (iii). Now we are ready to derive results on |d + (I)| for a different type of equidifference I as follows.
Theorem 6
Let I be an equi-difference codeword with generator g in a code in SCAC(L, 3) with even L. Then we have
Proof Corollary 1 promises that there is only one non-dispersive equi-difference codeword: g = (L + 1)/3 or (L − 1)/3. In either case, one has |d + (I)| = 6. We now consider that I is dispersive. It is obvious that |d + (I)| = 2|d * (I)|. Then the result follows from Lemma 4.
As proved in Lemma 2, Lemma 3 and Theorem 6, we conclude that in an SCAC with even length and weight three there are four types of codeword I satisfying |d + (I)| < 8, each of which is equi-difference. We classify them in Table 1 with notations E 1 , E 2 , N 1 , N 2 , and make an illustration by the following example. Table 1 The four types of codeword I with even L and |d
For example, let L = 28. Then I 1 = {0, 2, 4}, I 2 = {0, 7, 14} and I 3 = {0, 9, 18}, the equi-difference codewords generated by 2, 7 and 9 respectively, form a code in SCAC(28, 3). We have d 3) . Assume that the numbers of codewords I E1 , I E2 , I N1 , I N2 in C are e 1 , e 2 , n 1 , n 2 , respectively.
Lemma 6 Let
Notice that e 1 ≤ 1 and e 2 + n 1 + n 2 ≤ 1 by Table 1 . By Proposition 1, we have
Note here that |d + (I)| ≥ 8 if I is not one of I E1 , I E2 , I N1 , I N2 . Now, consider that following three cases.
Case 1 : L ≡ 0 (mod 8). Since e 1 ≤ 1 and e 2 + n 1 + n 2 ≤ 1, by Table 1 , we have L ≥ 2 + 6(e 1 + n 1 + n 2 ) + 4e 2 + 8 M − (e 1 + e 2 + n 1 + n 2 ) = 2 + 8M − 2(e 1 + e 2 + n 1 + n 2 ) − 2e 2
Case 2 : L ≡ 6 (mod 12). In this case, e 2 ≤ 1 and e 1 = n 1 = n 2 = 0. By Table 1 , we have
Case 3 : L ≡ 2, 10 (mod 12). In this case, e 1 = e 2 = 0 and n 1 + n 2 ≤ 1. By a similar argument as in previous cases, we have L ≥ 8M , and thus the result follows.
Proof Similar to the setting in the proof of Lemma 6, let C be a code in SCAC(L, 3) with |C| = M = M S (L, 3) and assume that the numbers of codewords I E1 , I E2 , I N1 , I N2 in C are e 1 , e 2 , n 1 , n 2 , respectively. We aim to shot that L ≥ 8M + 4. The proof is divided into the following three cases. Case 1 : L ≡ 12 (mod 24). In this case, the conditions 3|L and 4|L imply that e 1 ≤ 1, e 2 ≤ 1 and n 1 = n 2 = 0. Observe that
Since L/4 is odd, d + (I E1 ) has four rough gaps. Among other possible codewords in C, only non-equi-difference codewords may have rough tubes. Moreover, if a codeword I has rough tubes, we have |d + (I)| ≥ 10 by Proposition 2 and the assumption that L ≡ 12 (mod 24).
Assume that there are t non-equi-difference codewords in I. If t ≥ 1, then by Table 1 we have
If t = 0, otherwise, then the four rough gaps in d + (I E1 ) are all solitary. By plugging λ = 4 into Lemma 1, we have the following from Table 1 .
In either case, we obtain L ≥ 8M + 4 due to L ≡ 12 (mod 24). Case 2 : L ≡ 4 (mod 24). In this case, e 1 ≤ 1, n 1 ≤ 1 and e 2 = n 2 = 0. By Table 1 again, we have
which can be improved to L ≥ 8M + 4 due to L ≡ 4 (mod 24). Case 3 : L ≡ 20 (mod 24). By a similar argument in Case 2, we also have
We end this section by collecting the results in Lemma 6 and 7.
Optimal SCACs
In this section we will show that the upper bounds of M S (L, 3) obtained in Theorem 7 are indeed tight in several cases. To construct SCACs attaining these upper bounds, we revisit a construction of SCACs from existing CACs proposed in [20] .
Let C = {I 1 , I 2 , . . . , I M } be a CAC of length L and weight ω. For j = 1, 2, . . . , M define 2I j = {2t : t ∈ I j }. By viewing each 2I j as an ω-subset of Z 2L , it is obvious that {1,
. . , 2I M } forms an SCAC of length 2L and weight ω by Proposition 1. Note that the strategy of doubling all elements in I j is equivalent to that of padding an extra zero after each entry when considering I j as a binary sequence. 
By Theorem 8, it is easy to see that
whenever L is even. Therefore, we can obtain several optimal SCACs by Theorem 7, Theorem 8 and some known optimal CACs listed in Section 2.2. In what follows we consider CACs of odd length and weight three. Let C ∈ CAC(L, 3) with odd L and I be one of its codewords. Since L is odd, one has
We say a code C ∈ CAC(L, 3) has leave Λ if
If Λ is empty, then the code C is said to be tight. By (8), we have the following.
Let L ≥ 3 be an odd integer and G(L) be a graph with vertex set V (G) = {1, 2, . . . ,
Then the graph G(L) is a union of disjoint cycles. Note that a loop is considered as a cycle of length 1, and a pair of multiedges is considered as a cycle of length 2. G(L) is useful in finding the number M e (L, 3). More precisely, an edge (a, b) in G(L) represents the equi-difference codeword {0, a, 2a} in a code of length L, then the number M e (L, 3) is determined by the size of maximum matching in G(L). Let N odd (L) be the number of odd cycles in G(L). The following equation was given in [2] .
where χ(A) = 1 or 0 depends on the statement A is true or false.
For an odd integer n > 2 let e n be the smallest exponent e ≥ 1 such that 2 e ≡ 1 (mod n), and let c n be the smallest exponent c ≥ 1 such that 2 c ≡ ±1 (mod n). The exponent e n and c n are called the multiplicative order and the multiplicative suborder of 2 modulo n, respectively.
For any odd prime p, Fu et al. [2] characterize the number N odd (p) in terms of e p and derive a necessary and sufficient condition for a tight CAC of weight three. In G(L), the standard cycle, denoted as 2 L , is the cycle which contains 1. Given a cycle C = (s 1 , s 2 , . . . , s t ) in G(L) and an integer a. The modulo product of C by a, denoted by aC, is the cycle (a · s 1 , a · s 2 , . . . , a · s t ) (mod L) in G(L) where each item takes symmetry with respect to L/2; and, the normal product of C by a, denoted by a × C, is the cycle (a · s 1 , a · s 2 , . . . , a · s t ) in G(aL). Two cycles are said to be congruent, denoted as ∼ =, if they have the same length and one of them is a modulo or normal product of the other one. It is easy to see that C ∼ = a × C. Besides, it is not difficult to see that every cycle in G(L) can be written as a 2 L for some integer 1 ≤ a < L. Some properties of G(L) and c L are given.
We now consider equi-difference CACs with small leave set Λ. The main result is as follows. and r t =1; or (b) p 1 = 3, r 1 = 1, and for i ≥ 2, p i satisfies the third condition in Theorem 9 with exactly one exception, say p t , which satisfies c pt = e pt = pt−1 2 and r t =1. (c) p 1 = 3, r 1 = 2, and for i ≥ 2, p i satisfies the third condition in Theorem 9.
Proof There exists such a code if and only if (i) N odd (L) = 1 and 3 L or (ii) N odd (L) = 2 and 3|L. In the following we shall prove that conditions (a) implies (i) and conditions (b) and (c) imply (ii).
(a)⇒(i): Let k be a factor of L. We first claim that c k is odd if and only if k = p t . It it clear that c pt is odd. Assume that k is a multiple of some prime factor p = p t . Since 2 e k ≡ (mod k) implies 2 e k ≡ (mod p), we have e p |e k . Suppose to the contrary that c k is odd. By Lemma 8(2), (b)⇒(ii): Let k be a factor of L. Similar to above argument, c k is even if k is a multiple of some prime factor p = 3, p t ; and, c k is odd if k = 3 or p t . Therefore, it suffices to claim that c 3pt is even. We shall prove a stronger property that c 3pt = e 3pt = p t − 1.
Note that c n = en 2 if and only if 2 a ≡ −1 (mod n) for some a. Suppose to the contrary that c 3pt = e3p t 2 . Then 2 a ≡ −1 (mod 3p t ) for some a. This implies that 2 a ≡ −1 (mod p t ) and thus c pt = e pt /2, a contradiction to the original assumption. So, we have c 3pt = e 3pt . In addition, e 3 |e 3pt and e pt |e 3pt imply that (p t − 1)|e 3pt . By Lemma 8(1), c 3pt divides ϕ(3p t )/2, we have c 3pt = e 3pt = ϕ(3p t ) 2 = p t − 1.
This completes the second case. ) in Corollary 4.
Conclusion
We establish in Theorem 7 upper bounds on the size of SCAC of even length and weight three, which improve previously known upper bounds in [20] . The new bounds all increase approximately with slope 1/8 as a function of length L. By constructing SCACs with some optimal CACs, we show the obtained upper bounds are tight in several cases, as stated in Corollary 2 and Corollary 5. In addition, some new optimal CACs are given in Theorem 11.
