This study tracks the development of syntactic complexity in the writing of two beginning German as a second language learners with English as a first language over four semesters of collegiate language study by using developmental profiling techniques applied to an annotated learner corpus. The focus of the investigation is on individual developmental pathways and differences between learners who follow the same instructional sequences. The study explores variation in terms of frequencies of the selected complexity features (coordinate, nominal, and nonfinite verb structures) using corpus analysis techniques with semi-automatic corpus annotation. Two developmental profiles emerge from an in-depth contextual investigation of the target linguistic phenomena. The results show that the general developmental trend is for increasing frequency and range of syntactic complexity features with learners diverging more from one another in the second half of the observation period. This study addresses existing gaps in interlanguage complexity research by focusing on benchmarking development rather than gauging proficiency, addressing specific rather than global complexity measures, and targeting instructed learners at beginning rather than high-intermediate and advanced proficiency levels. Suggestions for future developmental second language acquisition research and foreign language pedagogy are made.
them" (p. 210). Still a "fairly recent phenomenon" (Nesselhauf, 2004, p. 12) , LCR has yielded a number of publications in the last few years that test developmental hypotheses against large quantities of empirical data from corpora. Especially promising is research on annotated corpora because they allow researchers to move beyond word-based analyses to a more abstract level of linguistic patterns in learner language (Granger et al., 2007; Meurers & Müller, 2009) . Currently available computational resources such as automated part-of-speech (POS) taggers (Santorini, 1990; Schmid, 1994) can considerably speed up the processing of large amounts of linguistic data. An example is a large-scale project recently taken up by the English Profile Programme to define linguistic criterial features based on the Cambridge Learner Corpus, which will correspond to proficiency levels in the Common European Framework of Reference, or CEFR (see Hawkins & McCarthy, 2010) . However, despite a few promising advances, SLA and computational linguistics still remain in a "fickle alignment" as aptly characterized by Borin (2002) . Ortega and Sinicrope (2008) attribute this phenomenon to the lack of a developmental component:
Because corpus linguistics as an approach targets the discovery of frequency patterns and statistical properties of large quantities of language, applications to SLA are limited by a lack of developmental sophistication. In SLA, as in the field of child language acquisition, the unit of analysis is the individual acquirer, not usage statistics. (p. 11) The current study addresses this disconnect by applying developmental profiling techniques (Ortega, 2012 ) to a POS-annotated learner corpus, thus contributing to the body of developmental LCR studies that have recently begun to emerge (e.g., Belz & Vyatkina, 2008; Byrnes & Sinicrope, 2008; Meunier, 2010; Myles, 2008; Vyatkina, 2012, in press ). The main goal is to track closely the development of syntactic complexity in the writing of two beginning second language (L2) German learners with first language (L1) English over four semesters of collegiate language study.
Furthermore, by targeting the construct of complexity, the study addresses a number of research gaps identified by Ortega (2012) in her discussion of the state of the art and future directions of interlanguage complexity research (see also Bulté & Housen, 2012) . More specifically, this study (a) focuses on benchmarking development with complexity measures, the area least researched, versus gauging proficiency and describing performance (Ortega, 2012) ; (b) addresses the problem of "construct reductionism" by considering "all three senses of complex (length, subordination, and selected form frequency)" (p. 139); and (c) investigates "incipient capacities of instructed foreign language learners before they reach the infamous and ubiquitous 'intermediate' level investigated most widely in the SLA literature" (p. 150).
The article is organized as follows: The next section introduces the concepts of general and specific syntactic complexity and reviews research literature on the latter. Then the design of the study is described, including its method, participants, instructional context, elicitation tasks, and measures, as well as corpus annotation and analysis tools and procedures. Next, study results are presented for the following measures: mean length of clause, coordinate structures, complex nominals, and nonfinite verb forms. The results are then summarized and discussed, and the final section presents the conclusion and implications of the study.
RESEARCH BACKGROUND

General and Specific Syntactic Complexity
Linguistic complexity has figured prominently in SLA research as one of three indexes of L2 development, along with accuracy and fluency (Skehan, 1989) . Most widely cited definitions of linguistic complexity include the term variety, and the development of complexity in learner language is, logically, associated with an increase in lexical and syntactic variety. For example, Wolfe-Quintero, Inagaki, and Kim (1998) propose "a wide variety of both basic and sophisticated structures" (p. 107) as an indicator of developed complexity, following Foster and Skehan's (1996) definition of development in syntactic complexity as "progressively more elaborate language" and "a greater variety of syntactic patterning" (p. 303). In a recent study of syntactic complexity, Lu (2011) defines it as "syntactic variation and sophistication, or, more specifically, the range of syntactic structures that are produced and the degree of sophistication of such structures" (Lu, 2011, p. 36) . However, as Polio (2001) rightly notes, "variety does not enter in the equations" (p. 96) when it comes to calculating syntactic complexity. Instead, it is typically measured in length of surface syntactic structures (e.g., number of words in a T-unit). Other popular measures of syntactic complexity such as frequency (e.g., number of clauses per time unit) and ratios (e.g., clauses per T-unit) are also essentially length-based (see Norris & Ortega, 2009; Ortega, 2003) . In contrast, studies of lexical complexity more often include variety measures such as D, the measure of lexical diversity (Malvern et al., 2004) .
To summarize, explaining variety in terms of more specific forms beyond general measures has largely not yet been attempted in SLA syntactic complexity research. Norris and Ortega (2009) , in their recent overview of the subject, encourage researchers "to engage in more form-specific and development-sensitive measurement of L2 production" (p. 567; see also Robinson, Cadierno, & Shirai, 2009; Robinson & Ellis, 2008) . In addition to global measurement of syntactic complexity, Norris and Ortega (2009) propose to measure "complexity by subordination, [. . .] complexity via phrasal elaboration, as well as possibly coordination if early proficiency data are also included" (p. 574). Existing research on syntactic complexity in terms of variety of specific forms is reviewed in the next section. Cooper (1976) was an early study that suggested and explored a series of specific syntactic structures in addition to length-based surface structures as L2 proficiency indices. In a cross-sectional study, Cooper compared raw tallies of selected structures in a variety of written assignments of L2 German college-level students at four different proficiency levels (measured in years of study) as well as of native speakers. The chosen structures included coordinate phrases, complex nominals, adverbial subordinate clauses, and infinitive constructions. Cooper found that the frequencies of all structures increased linearly from level to level (and to a statistically significant degree at every other level). Coordinate phrases presented an exception from this pattern: Third-and fourth-year students used fewer such structures than second-year students, although the frequencies increased again in the writing of graduate students and native speakers. Coombs (1986) investigated the relationship between surface syntactic structure (simple and complex sentences, coordinate and subordinate clauses, infinitive and passive constructions) and the old/new information structure in a qualitative case study. Coombs constructed syntactic profiles of two intermediate L2 German writers in terms of variation and frequency of the target forms and then analyzed the information structure of the texts. The results showed that, although one learner demonstrated more variety in the use of syntactic forms, both participants failed to select appropriate forms for indicating new and old information in the text. The author concluded that more instruction in discourse structure, rather than only in syntactic structure, is needed in teaching L2 writing at the collegiate level.
Specific Syntactic Complexity Studies
Two studies explored syntactic variety with a focus on task effects in L2 English production. Ellis and Yuan (2005) compared learner written and oral performance on a narrative task under a planned and an unplanned condition. They used raw tallies of different morphosyntactic verb forms (tense, modality, voice) as a variety measure. The results showed more variety of forms in writing than in speaking and in the planned condition than in the unplanned condition. Robinson (2007) compared the effects of more complex and less complex speaking tasks on syntactic features considered sophisticated, such as whclauses, infinitival phrases, and clausal conjoinings. He found that L2 learners produced more complex syntax in more cognitively challenging tasks, thus being able to access simultaneously multiple attentional pools. 1 With the development of Natural Language Processing (NLP) tools in general and corpus analysis in particular, a number of studies emerged that applied automatic POS tagging and syntactic parsing for investigating syntactic variety in large learner corpora. Granger and Rayson (1998) compared POS frequencies in two similar-sized annotated corpora of argumentative essays: a learner corpus collected from advanced English learners with L1 French and a comparison corpus collected from native speakers of English (both American and British). The results showed that learner academic essays contained high frequencies of indefinite articles, first and second person pronouns, auxiliaries, and infinitives, but low frequencies of definite articles and lexical verb participles. Clusters of features from the former group, however, are indicative of orality and involvement, whereas features of the second group lend themselves to expert academic writing (see Biber, 1988) . Granger and Rayson conclude that "[t] he automatic profiling technique has highlighted the speech-like nature of learner writing. The essays produced by French learners display practically none of the features typical of academic writing and most of those typical of speech" (p. 129). This conclusion parallels findings from a number of other corpus-based studies investigating intermediate to advanced L2 English writing of learners with various L1 backgrounds (e.g., Aarts & Granger, 1998; Borin & Prütz, 2004; Reid, 1992) .
The most recent study that combined a synthesis of research on syntactic complexity (including both general and specific measures) with a largescale corpus study is Lu (2011) . Lu explored the discriminatory power of 14 syntactic complexity measures as indices of L2 proficiency levels. The study was conducted on a large corpus of English as a Foreign Language writing of L1 Chinese college-level students that was automatically annotated for target categories. Among general complexity measures, Lu found the clause to be the most informative unit, more so than the T-unit. Moreover, following the only existing example by Cooper (1976) , Lu employed the specific complexity measures of complex nominal structures and coordinate phrases and found that they had a stronger discriminative power than most other, more general, measures. Furthermore, these specific measures fared best in ratios per clause (and not per T-unit) . The values for these measures (as well as the general measure of the mean length of clause) linearly increased from level to level and discriminated between several adjacent or non-adjacent levels. In addition, ratios of complex nominal and coordinate structures per clause had low to no correlation with each other, which showed that they measured different constructs and, therefore, captured different aspects of development. This finding prompted Lu to recommend using them as supplementary measures in future research. The study concludes with a call for closer attention to phrasal complexity expressed in specific complexity measures in future research.
Whereas these studies were cross-sectional or employed a single data collection wave, Byrnes and Sinicrope (2008) and Byrnes (2009) explored the development of specific measures of syntactic complexity over three to four curricular levels in the writing of college-level students of L2 German with L1 English. Both studies focused on features considered characteristic of advanced proficiency levels: relative clauses (Byrnes & Sinicrope, 2008) , nominalization, and grammatical metaphor (Byrnes, 2009 ). Both studies ascertained dramatic increases in frequency of these sophisticated structures at the third and fourth curricular level due to the shift of the instructional focus toward public discourse types and more nominal, expository, text genres. At the same time, the first emergence of the target structures was attested in several learners' early writing, at the first or second curricular level. Byrnes and Sinicrope further showed that, whereas the overall frequency of relative clauses increased steadily from level to level, their range decreased due to the lower frequency of marked types. More specifically, learners used primarily subject and direct object relative clauses and rarely indirect object, genitive, and prepositional relative clauses. The study thus displayed a more complex developmental picture than previously assumed in SLA research (Keenan & Comrie, 1977) . Importantly, along with cohort developmental data, both studies described cases of selected individuals and showed that learners whose use of target structures seemed average when measured with one measure (e.g., frequency or range of relative clauses) surpassed the class average vis-à-vis other measures (e.g., length of relative clauses). Respectively, learners who had comparable values when measured with one metric showed very different developmental profiles when measured with a different metric. These results highlighted the importance of employing a set of complexity indices that measure both global and specific constructs as well as of longitudinal designs for studying development.
This study contributes to this emerging line of research by exploring the development of specific syntactic complexity in the writing of two learners of L2 German, applying developmental profiling to an annotated learner corpus and using a longitudinal design with multiple and relatively dense data collection waves. The study method is described in detail in the next section.
DESIGN
Method
The "profile analysis" procedure was developed by Crystal, Fletcher, and Garman (1976) for identification of the most salient linguistic features of specific texts and was later applied to assessing the syntactic and morphological development of L2 learners (Clahsen, 1985; Pienemann, Johnston, & Brindley, 1988) . In LCR, this procedure has been applied to large cross-sections of learner language at certain proficiency levels. Thus, Granger and Rayson (1998) proposed using fully annotated learner corpora for "automatic profiling" (p. 14). The authors drew on Krzeszowski's (1990) postulate that every interlanguage is characterized by a "unique matrix of frequencies of various linguistic forms" (p. 212, cited in Granger & Rayson, 1998, p. 119) . Currently, this procedure is being applied in the large-scale English Profile Programme (Hawkins & McCarthy, 2010) . In SLA, Byrnes, Maxim, and Norris (2010) expanded the notion of profiling to the context of instructed L2 acquisition. They describe both "idealized writing profiles" (p. 91) as expected student learning outcomes at different curricular levels as well as actual learners' performance profiles vis-à-vis these expectations, not only for groups but also for individuals.
The current study pursues this latter approach by combining individual profiling with longitudinal LCR. The data for the study were extracted from a corpus of longitudinal data for dozens of L2 German learners (see Vyatkina, 2012) . However, the focus here is on two particular individuals. As Barlow (2005) notes, the development of specific grammar features by individual learners has not been tracked even in longitudinal corpus studies, "hence it is not possible to assess the variability in the developmental sequences followed by individuals" (p. 347). This study thus responds to calls for using longitudinal corpora precisely for this purpose: tracking progress of individual students to account "for potentially considerable individual variation, both within the overall non-linear and unevenly paced trajectory and in learners' actual performance profiles at a particular time" (Ortega & Byrnes, 2008, p. 288, emphasis in original) .
Moreover, this study advances longitudinal LCR by focusing on specific syntactic complexity measures, an L2 other than English (German), and beginning proficiency levels. These are precisely the directions suggested by Ortega and Sinicrope (2008) for developmental profiling in corpus-based research:
[D]evelopmental profiling of specific areas of the L2 is more laborious [than if performed with global metrics], even when done with the aid of computerized searches and codings. However, they offer the advantage of not only being more informative of qualitative patterns of development than global metrics are, but also of being less sensitive to the overall length of the corpus, provided the structures of interest are sufficiently elicited by the particular elicitation tasks employed. Neither type of interlanguage measurement approach (whether global metrics or developmental profiling) has been fully applied to target languages besides English or to levels of proficiency below upper-intermediate levels. (p. 4) The focus of the investigation is on individual developmental pathways and between-learner differences rather than on the definition of the proficiency levels of the two learners. Similar to large-scale corpus analyses, the study explores variation in terms of frequencies of the target linguistic features, semi-automatically annotated with corpus analysis techniques. However, the developmental profiles emerge from an in-depth investigation of the target linguistic phenomena in a specific context rather than from statistically grounded comparisons. The context is defined by the nature of the focal longitudinal learner corpus. It was collected with the goal of tracking the development of beginning language learners in a collegiate institutional setting. The corpus is supplemented with a variety of metadata about the learners, curricular conditions, and elicitation tasks.
In contrast to longitudinal studies with few data collection waves over long time periods, this study uses the microgenetic approach to study development with multiple data collection waves over dense time intervals, which allows exploration of the "path, rate, breadth, source, and variability" of development (Siegler & Svetina, 2002, p. 793 ; see also Belz & Kinginger, 2003; Belz & Vyatkina, 2008) . More specifically, the developmental dynamic is explored as sets of "complexification strategies"
2 (Ortega, 2012, p. 139 ; see also van Geert & van Dijk, 2002) , or "repertoire of choices" (Ortega & Byrnes, 2008, p. 287 ) of specific syntactic structures, used by learners at each of the 14 measurement occasions. This approach helps analyze not only differences in the levels of the measured variables but also appearance and disappearance of certain variables at different time points. In this way, learner development is analyzed in terms of multidimensional variability and nonlinear relationships between the instructional progression and individual developmental paths.
Participants and Previous Study
The impetus for this study came from a previous study (Vyatkina, 2012) , which analyzed a number of more general syntactic and lexical complexity measures for a learner cohort and 2 individual learners. The 2 participants, given the pseudonyms "Braden" (a 19-year-old male) and "Cassie" (a 30-year-old female), had a number of similarities in their language learning histories: They had American English as their L1, lived all their lives in the Midwestern region of the United States, started their collegiate study of German as true beginners, and progressed through four subsequent semesters. Moreover, Braden and Cassie were selected as focal learners because both of them have been found to be representative of their learner cohort vis-à-vis the following general complexity measures. First, their sentence length linearly increased over time, similar to the class average. Second, the length of the clause-type unit (Finite Verb unit, or FV-unit) did not show any clear developmental trend either for the class or for the 2 focal learners. However, their developmental profiles were found to be different from each other as well as from the class average on a number of counts: (a) Braden's sentence length increased primarily due to using progressively more FV-units. This increase was somewhat larger than the class average, whereas Cassie stayed slightly but consistently below average on this measure; (b) Cassie's data suggested a slight positive correlation of FV-unit length with time, which did not reach significance because of strong upward and downward oscillations; (c) although the class average use of coordinating conjunctions linearly declined, the focal learners' data did not follow this trend. (Braden did not decrease his use of coordinators over time, whereas Cassie's data suggest a slight decline, which nevertheless showed no statistically significant correlation with time.) Finally, the cohort, as well as both focal learners, increased their lexicogrammatical variety over time, but Braden was consistently and significantly below average on this measure, whereas Cassie was consistently and significantly above it.
These differences in developmental profiles in terms of more global complexity indicators prompted the present study, which set out to explore specific complexification strategies that both learners developed in their writing over time and, thus, to supplement and fine-tune previous results.
Instructional Context
The data came from a longitudinal corpus of learner German and were collected at time intervals ranging from 3 to 5 weeks during each semester. The study followed the "instructionembedded total-sampling approach" (Byrnes et al., 2010, p. 165) ; that is, writing samples were rough drafts of essays written by the students in response to curricular tasks rather than to external experimental tasks. The participants were students who enrolled in a beginning German language program at a large Midwestern university over four sequential 16-week-long semesters. The classes met for 5 weekly contact hours in the first and second semester and for 3 contact hours in the third and fourth semester. All classes in this multisection program were taught by graduate teaching assistants who followed a uniform syllabus under the supervision of the researcher and used the same textbooks but had freedom to design their own lesson plans. Each course included a combination of spoken interaction, grammar explanation and practice, writing assignments, Internet-based activities, and creative culture projects. Writing was allocated considerable attention as a separate course component (ca. 20% of the syllabus) rather than being considered a mere supporting skill (following recommendations by Abrams, 2010; Byrnes et al., 2010) .
Tasks
Although data for the original corpus were collected over 19 time points (see Vyatkina, 2012) , only time points at which both Braden and Cassie submitted their essays are used in this study, for better comparability of the construction of their developmental profiles (9) (10) (12) (13) 15, 17, and 19; . Each writing task except for the final task (see Appendix A and Vyatkina, 2012, for details) concluded a corresponding textbook chapter and reflected the book's instructional content, including the focus on selected grammar structures. The tasks at T1-T5 (first semester) and T6-T10 (second semester) requested learners to write personal narratives. The tasks at T11-T14 (third semester) also required students to write personal narratives and personal accounts but with added argumentative elements. The tasks at T15-T19 (fourth semester) prompted students to reflect on the content of books they had read before. These writing tasks are considered level-appropriate for first-and second-year college-level L2 learners (Byrnes et al., 2010; Maxim, 2011) .
During the first three semesters (T1-T14), students typed each essay in class under timed conditions. They were required to write during the whole 50-minute-long class period and were allowed to use online dictionaries but not online translators, textbooks, or notes. During most of the fourth semester (T15-T18), they wrote essays at home under untimed conditions and were allowed to use reference materials. The very last essay (T19) was again timed and written under controlled conditions.
It must be noted that, although variation in tasks and topics considerably affects linguistic complexity (Ellis & Yuan, 2005; Lu, 2011; Ortega & Sinicrope, 2008; Robinson et al., 2009) , this study does not focus on these specific effects. Rather, the focus is on how 2 different learners respond to one and the same task at each time point. However, it is reported whether each task prompt required the learners to use specific syntactic forms (see also Vyatkina, in press, for a study of the influence of the pedagogical input on the same learners' output). 
Measures
All measures in this study are ratios of selected syntactic structures per clause (following recommendations by Lu, 2011) . The clause is a controversial unit lacking a uniform definition in complexity research (see Lu, 2011, and Polio, 2001 , for discussion). Here, it is defined as a syntactic structure with a subject and a finite verb (Hunt, 1965) , whereas nonfinite verb structures are considered phrases (following the majority of complexity studies).
Specific syntactic structures were selected to encompass different aspects of syntactic complexity: coordinate and subordinate clauses as well as verbal and nominal phrases (Norris & Ortega, 2009) . These structures (the term structure is used here as an umbrella term for both clauses and phrases) were grouped based on the only available comprehensive classifications of specific L2 syntactic complexity features by Cooper (1976) and Lu (2010 Lu ( , 2011 and included (a) coordinate structures, (b) complex nominal structures, and (c) verb structures (Table 1) . However, the specific constituency of these groups was slightly amended in comparison to Cooper and Lu to account for the context of this study. 
Corpus Annotation and Analysis: Tools and Procedure
This study aimed to benefit from available NLP resources and used automatic corpus tools for computing length-based measures as well as automatically assigning POS tags as proxy measures for surface syntactic structures (Aarts & Granger, 1998; Lu, 2010 Lu, , 2011 . However, since automatic POS-taggers never achieve 100% accuracy even on native speaker data (Schmid, 1994) and learner errors may affect the accuracy rate even more (Granger, 2009; van Rooy & Schäfer, 2002) , this study adopted a semi-automated tagging procedure (Garretson & O'Connor, 2007) .
For semi-automatic POS annotation, the learner corpus was first tagged automatically for 50 distinct word classes using the Tree Tagger for German (Schmid, 1994) , and the output was manually checked (Meunier & de Mönnink, 2001 ). For evaluating POS annotations, the total tagger output on the writing of the 2 learners was checked manually by the researcher and independently by another annotator, using the guidelines for the tagset employed in the Tree Tagger (Schiller et al., 1999) . The annotators evaluated tag accuracy based on the intended context of learner use (Byrnes & Sinicrope, 2008; Norris & Ortega, 2002) , also called target hypothesis, or a reconstruction of learner utterances in the target language (Ellis, 1994, p. 54 ; see also Lüdeling et al., 2005) . In other words, the annotators confirmed the automatically assigned tag if it corresponded to the structure attempted by the learner (as recognized by the annotators), despite possible mistakes in its realization, or they corrected the tag in accordance with this target hypothesis. Inter-annotator agreement was calculated using the F-score (Lu, 2010 (Lu, , 2011 , which ranged from 0.95 to 1 for different POSs. All discrepancies were resolved by agreement.
The final annotation of specific complex structures was performed as follows. Past participles of full verbs were captured by the initial semi-automatic POS annotation. For capturing coordinate structures, corpus analysis software WordSmith Tools (Scott, 2008) was used. First, automatic search was performed for coordinating conjunctions using the Concord function. This allowed retrieval of the so-called concordance lines (see Tribble, 2010) : All text lines containing coordinating conjunctions were stacked one under the other with the search word (conjunction) in the middle. Then, different coordinate structures were counted manually based on the context of each retrieved example. The concordancer was also used for capturing adjectival and prepositional phrases. First, the search retrieved all concordance lines containing nouns. Then, the results were automatically sorted by the left and right context using the Sort function. Adjectives appeared as adjacent lefthand neighbors and prepositions as adjacent righthand neighbors of nouns. All found concordance lines were analyzed manually by the researcher, and irrelevant structures (e.g., prepositional phrases extending verb phrases rather than noun phrases) were removed. Finally, clause types and infinitive constructions were annotated manually by two independent annotators, following the CHILDES conventions (MacWhinney, 2000) and the guidelines for annotating learner German, developed by Norris and Ortega (2002) and fine-tuned by the research team at the Georgetown University German Department (e.g., Byrnes et al., 2010) . For all clauses, the inter-annotator agreement was very high with the F-score of 0.98. For specific structures (noun and relative clauses as well as infinitive constructions), the F-score ranged from 0.8 to 0.9. All discrepancies were resolved by agreement. Finally, frequencies of infinitives governed by modal verbs were calculated by subtracting the number of infinitive constructions (annotated manually) from the number of total infinitives (annotated semi-automatically).
Frequency values for all complexity measures by participant and time point are summarized in Tables B1 and B2 in Appendix B.
RESULTS
Mean Length of Clause
As explained above, the clause was selected as the baseline unit for this study, and specific complexity measures were calculated as ratios to the number of clauses per time point (i.e., in each writing sample). Prior to analyzing these measures, it was decided to calculate the mean length of clause (MLC) to establish the general clausal complexity background. MLC is a unit that figured prominently in previous complexity research (e.g., Byrnes et al., 2010; Lu, 2011; Norris & Ortega, 2009) and is calculated by dividing the number of words in a writing sample by the number of clauses. Figure 1 presents the MLC dynamic over the observation period (14 time points) in the writing of the 2 learners. Figure 1 illustrates that both line graphs exhibit considerable upward and downward oscillations. However, whereas Braden's MLC shows no discernible linear dynamic, Cassie's MLC suggests a trend to a linear increase. More specifically, Braden's MLC ranges from 5.3 to 7.7, and Cassie's from 4 to 8.3. The average MLC, however, is identical for both learners at six words per clause. This result corresponds with the findings from the previous study (Vyatkina, 2012) , which showed a trend of a linear increase of a clause-type unit (FV-unit) in Cassie's data and no such trend in Braden's data, with no significant correlations with time in either case.
Coordinate Structures
The stacked column graphs in Figure 2 illustrate the frequency and distribution of the focal coordinate structures as used per clause by Braden and Cassie at each time point. Both graphs show upward and downward oscillations, but Braden's frequencies are almost invariably higher than Cassie's. More specifically, Braden's frequencies range from 0.18 to 0.88 with an average of 0.44, whereas Cassie's frequencies range from 0.13 to 0.54 with an average of 0.32.
The analysis of specific coordinate phrases, both in terms of frequencies per clause and context of use, revealed the following picture. Coordinate nominal phrases appear in almost all learners' essays. The analysis of concordance lines showed that they were used for the purpose of listing people or objects. For example, Cassie used a total of 11 coordinate nominals at T3 to list her relatives while describing her family tree (1a), and Braden used 7 coordinate nominals to describe various information sources and TV shows in response to the "mass media" topic at T13 (1b). Coordinate modifiers mostly appear as predicate adjectives, thus extending finite verb phrases (1c). Braden used more coordinate verb phrase modifiers per clause than Cassie, especially at T1-T5 (Figure 1) , that is, during the first semester. In contrast, Cassie consistently used more coordinate predicates than Braden per clause, thus adding more finite (1d) or nonfinite (1e) verb forms.
Next, the analysis of coordinate clauses per clause shows that until T5, both learners used them with comparable frequencies. From T5 onward, although the dynamic for both learners continues to fluctuate, Braden's frequencies are consistently higher than Cassie's. Frequencies for both learners reach a peak of coordinate clauses per clause at T15, but for Braden, the peak value is 0.38 and for Cassie only 0.19. At the final time point T19, Cassie's frequencies go down to 0, whereas Braden's go up to 0.26.
Finally, a more in-depth contextual analysis of concordance lines showed that subjects in Braden's coordinate clauses were often repetitive. More specifically, he produced the total of 14 compound sentences with repeated subjects (1f), whereas Cassie used only five such sentences. In contrast, Cassie used 11 sentences with coordinate predicates (1d, 1e), whereas Braden used only three such sentences.
In sum, Cassie's use of all coordinate structures shows upward and downward oscillations, which are fairly evenly distributed across types and the timeline. In contrast, Braden uses progressively fewer coordinate phrases (nominals, modifiers, and predicates) but more coordinate clauses per clause in the second third and especially the final third of the observation period.
Finally, to get additional information on lexical variety of specific syntactic structures, the number of unique conjunctions used by each learner to connect coordinate structures was counted (Table 2) . For this purpose, the analysis of concordance lines and frequency lists was carried out. Not surprisingly, the coordinator und ('and') was used by both learners most frequently (103 times by Braden and 75 times by Cassie). 4 However, both learners also used increasingly more contrastive conjunctions, especially from the beginning of the third semester (T12) onward, such as aber ('but,' used 18 times by Braden and 15 times by Cassie) and oder ('or,' used 2 and 9 times, respectively). Additionally, Cassie also used sondern ('but') once and doch ('but, however') once, and Braden used bis ('till') three times. In sum, Cassie showed more variety in coordinator types than Braden.
The overall column height in Figure 3 shows an early emergence and a stable use of complex nominals for both learners. The frequencies oscillate around 0.2 complex nominals per clause up until T9, when both graphs show a sharp spike at one complex nominal per clause. At T10, the frequencies drop back down to around 0.2 and then grow again at T12 to remain above 0.2 with a trend to a linear increase toward the end with upward and downward oscillations. Cassie's overall frequencies are higher than Braden's. Moreover, the dynamics of the column composition reveal that both learners gradually enriched their complex nominals repertoire and reached the greatest diversity in the second half of the observation period by using three to four different complex nominals strategies in their later essays.
As opposed to coordinate structures that have not been explicitly taught to learners, several components of complex nominal structures were associated with grammar instruction foci. Therefore, the emergence of these complex nominals in learner production can be traced in relation to their first exposure to each structure in the curriculum. Subordinate clauses (including noun clauses) were introduced immediately prior to T9, attributive adjectives prior to T10, and relative pronouns and clauses prior to T13. Finally, prepositional phrases had been progressively introduced first as chunks from the very beginning ("on Monday," "to go to the movies") and later as free constructions, although they had not been explicitly taught as a noun modification strategy. The sharp surge in complex nominals per clause at T9 happens due to a high number of attributive adjectives used as a pre-modifier strategy by both learners (2a). This can be directly attributed to the instructional focus, including the T9 writing prompt that asked learners to describe their home city and provided a few adjective phrase models. Although attributive adjectives appear in both learners' repertoires before the focused instruction, they begin using them in a larger proportion from T9 on. This is a desirable learning outcome because, as evidenced in the data, learners persist in employing this more advanced complex nominal strategy despite a notorious difficulty of the adjective inflection paradigm in German. Finally, the contextual analysis of concordance lines revealed that Cassie more frequently used strings of two non-coordinate adjective pre-modifiers, in other words, even more complex structures (2b). She used a total of four adjective pairs, whereas Braden used only one such pair in the final essay.
The analysis of post-modifier complex nominal structures (prepositional phrases and embedded clauses) reveals the following picture. Complex nominals in the form of prepositional phrases emerge in learner writing as early as at T1 (Braden) and T3 (Cassie) and are used consistently throughout the observation period (2c). The difference between the 2 learners is that there is no discernible dynamic change in the proportion of prepositional phrases to other complex nominals for Braden but a progressive increase for Cassie. Complement clauses (2d) emerge in Braden's writing after focused instruction (prior to T10), and in Cassie's writing even earlier (at T5). The use of this strategy increases for both learners in the second half of the timeline. Finally, relative clauses (usually considered the most advanced type of nominal post-modification) are first attempted by both learners early (at T4 by Braden and T5 by Cassie). Both return to this complex nominal strategy after focused instruction and use it at several time points toward the end of the observation period.
The contextual analysis of relative clauses showed that all of them were either subject relative clauses (2e) or direct object relative clauses (2f). Thus, the 2 focal learners used only those relative clause types that have been previously found to be the most frequent ones in the writing of collegiate students of German (Byrnes & Sinicrope, 2008) .
Nonfinite Verb Structures
Comparison of the general dynamics of the focal nonfinite verb forms (Figure 4) shows that Cassie used more nonfinite verb forms per clause than Braden. Both graphs have a peak at T7. Furthermore, it is apparent that Cassie used a more balanced variety of nonfinite forms, especially in the second half of the time line (third and fourth semesters), with all three nonfinite types at all time points. In contrast, Braden used either no or only one nonfinite verb strategy at each particular time point except for T17, when he used two different nonfinite verb phrase types.
The selected nonfinite verb forms were introduced as instructional foci in the following sequence. Learners' exposure to infinitives began from the very beginning of instruction as vocabulary items in verb lists. However, the first syntactic construction containing an infinitive was introduced at T4 ("modal verb þ infinitive" such as [I can go] ). Similarly, a number of selected past participle forms were presented as unanalyzed vocabulary items early on (at T1-T6), for example, in phrases: Ich bin geboren 'I was born', Das Zimmer ist möbliert 'The apartment is furnished', and Das Restaurant ist geöffnet/geschlossen 'The restaurant is open/closed'. Then past participles became the focus of grammar instruction at T7 with the introduction of the present perfect tense (e.g., [I have gone] . It should be noted that, once introduced, infinitives and past participles consistently remained in the pedagogical input in the form of both old constructions and newly introduced constructions (such as future tense, introduced before T12, and passive voice, introduced before T15). Finally, "zu [to] þ infinitive" constructions were explicitly taught at T13. Both learners began using infinitives at T1 (i.e., before the focused instruction at T4), kept using them at subsequent time points, and reached a peak of infinitives per clause at T6. The task context explains this fact. The prompt asked students to describe a planned party, which triggered many constructions of a modal auxiliary plus infinitive in response (3a). Additionally, although the prompt contained questions in the present tense (such as [When is the party?]), Cassie decided to use the future tense in response long before it became the focus of instruction, which entailed using the auxiliary werden [will] and an infinitive (3b). The more advanced infinitive constructions, zu þ infinitive, were used differently by the 2 learners. Braden only used these forms at late observation points (3c). In contrast, Cassie used zu þ infinitive first at an early time point, T4, and later used it consistently at each time point from T12 through T19 (3d).
The third focal NFV form, past participles, was formally introduced in conjunction with the present perfect tense at T7. However, Cassie began using it fairly extensively and consistently before the focused instruction, from T3 onward. Although four instances at T3 are accounted for by the form geboren [born] introduced as unanalyzed vocabulary items in chunks such as [I was born], she uses most past participles in free constructions with present perfect (3e). After focused instruction, Cassie resumed using past participles at T12 and consistently used them at each time point until the close of the observation period. In contrast, Braden used past participles for the first time at T7; that is, as a direct response to the focused instruction as well as to the writing prompt that contains specific present perfect tense forms. After T7, past participles disappeared from Braden's writing until T17, when he used them again in response to a prompt containing a direct request to use present perfect.
Next, the use of past participle forms was explored in context using concordance lines and frequency lists. First, it was ascertained that both learners used past participle forms appropriately (although not always accurately) in present perfect (or, in a few instances, in past perfect) constructions. Moreover, Cassie used past participles appropriately in the passive voice at later time points (3f). Furthermore, the number of unique past participle forms was calculated for each learner. It turned out that Cassie used more unique verb types than Braden. In other words, Braden more frequently repeated the same forms when he used past participles, whereas Cassie more frequently built past participles from new verbs (see also Vyatkina, in press, for more details on this feature). Figure 5 presents summative frequencies of all complexification strategies per clause for both learners. The comparison of the dynamic of the overall column height shows that both learners develop similarly in the first half of the observation period, starting at around 0.4 complex structures per clause and gradually increasing their frequency up to approximately 1.2 at T6 and approximately 1.4-1.5 at T7 and T9. Moreover, both learners use similar proportions of similar strategies at several time points, such as more nonfinite verb phrases at T7 and more complex nominals at T9. This similarity is explained by the instructional focus on respective syntactic structures at those time points. In contrast, the developmental paths of the 2 learners largely diverge in the final third of the time line. After two downward oscillations, Cassie's use of complex structures linearly increases after T13 to reach 1.8 structures per clause at the final time point. In contrast, Braden's complex structure frequencies show no stable dynamic, suggesting a declining trend. Furthermore, Cassie's use of complex structures is more balanced and evenly distributed in the final third of the observation period: She consistently uses all three strategies from T12 through T19, whereas Braden does not use NFV at T15 and T19. In terms of specific complex structures, Cassie uses more The previous study showed that the focal learners were similar vis-à-vis some general developmental measures. In particular, both of them used progressively longer sentences, and the mean clause-type unit length did not increase significantly for either of them. This study fine-tuned these results by demonstrating nonlinearity and variation within these general similarities and confirmed Lu's (2010 Lu's ( , 2011 suggestion that rarely used specific features such as coordinate structures, complex nominals, and nonfinite verb forms (see Cooper, 1976) can reveal new facets of the development of syntactic complexity. Although specific syntactic complexity in the writing of both learners developed similarly during the first and second semester, Cassie developed to a much greater extent than Braden in the third and fourth semester. She surpassed Braden in her use of more advanced complex structures such as complex nominals and nonfinite verbs per clause, while the proportion of less advanced structures, such as coordinate clauses, was higher in Braden's writing. It can be concluded that Braden made his sentences progressively longer by using more coordinate and simplex clauses and Cassie by using more complex clausal structures. Although Cassie's data only suggest a trend toward increasing length of clause (see Figure 1) , the developmental profiling method employed in this study revealed emerging complexity in Cassie's writing in terms of specific advanced syntactic features. This finding highlights the importance of combining general and specific measures in developmental research.
SUMMARY AND DISCUSSION
The results of the study have also shed more light on the heterogeneous nature of coordination and its use by developing writers. As the previous study showed, neither Braden nor Cassie significantly reduced their use of coordinating conjunctions over time. However, this study shows that they used coordination for different purposes. Cassie used more complex coordinate structures per clause than Braden in the second half of the observation period and, in particular, more coordinate predicates. In contrast, Braden reduced his use of such structures but increased his use of coordinate clauses in the second half of the timeline and used almost twice as many such structures per clause as Cassie. Additionally, as the analysis of the concordance lines has shown, subjects in Braden's coordinate clauses were often repetitive. Following Halliday and Martin (1993) , Byrnes et al. (2010, p. 167) explain that the ability to combine clauses within sentences (a "dynamic" writing style) is associated with lower proficiency levels, whereas complexity through phrasal elaboration (a "synoptic" writing style) characterizes more advanced writing. In line with this argument, Cassie goes a longer way toward a more economical writing style typical of expert discourses, whereas Braden's style with piled up coordinate clauses and redundant subjects remains at a less advanced stage, typical of everyday oral discourses.
Moreover, Cassie's writing became progressively more balanced, more so than Braden's. While both learners exhibited spikes in specific structures after focused instruction sessions, different complexity strategies became more evenly distributed in Cassie's writing at later time points, whereas in Braden's writing, some strategies disappeared for several observation points and other strategies dominated. Higher variability in Braden's use of complex structures may indicate that his syntactic complexity system is still developing, whereas Cassie's is closer to a stabilization period (cf. Verspoor et al., 2011 ). Cassie's writing proved to be more balanced also in terms of a richer lexical repertoire, which is evidenced by more variety of coordinating conjunctions and past participles. This finding confirmed the result from the previous study, which showed that Cassie consistently and significantly surpassed Braden (as well as the class average) on the general lexical variety measure (adjusted type-token ratio, or CTTR).
CONCLUSION AND IMPLICATIONS
This study contributes to the longitudinal study of L2 development by combining developmental profiling and corpus analysis methods. It supplements the currently small body of "concrete empirical evidence . . . that interlanguage complexity in second language production increases as individual interlanguage grammars develop, and that the increases are meaningful vis-à-vis the mapped course of second language development" (Ortega, 2012, p. 133) . Importantly, the study contributes to benchmarking interlanguage development at lower proficiency levels, which have been largely neglected to date. It supplements and fine-tunes results from a previous study (Vyatkina, 2012) , providing in-depth developmental profiles of two focal learners in terms of specific syntactic complexity, an underexplored area to date. These successive levels of analysis have led to greater insight into similarities and differences between individual developmental paths taken in the same instructional context.
The study used a semi-automatic corpus annotation method, which allowed the researcher to look at corpus evidence "in a more linguistically informed way" (Hunston, 2010, p. 159) . Additionally, the data collection in dense observation waves "allowed insight into the change process that would have been impossible without it" (Siegler & Svetina, 2002, p. 804) . Because the study tracked the 2 learners from the incipient level of proficiency, it pinpointed the "timing of emergence," a criterion never considered before in conjunction with syntactic complexity features, according to Ortega (2012, p. 139) . Specifically, it showed at what point the target features emerged in the writing of the 2 learners, whether they stayed or disappeared after focused instruction, and how different strategies were distributed at each time point. The study showed that all specific syntactic complexity measures applied in previous research for higher proficiency levels (Cooper, 1976; Lu, 2010 Lu, , 2011 emerge at the very beginning levels. It confirmed suggestions from previous research (Bardovi-Harlig, 1992; Norris & Ortega, 2009 ) that coordination is an important syntactic complexity feature to consider for beginning learners. It also supplemented the inventory of nonfinite verb measures with past participles. The study shows that the general developmental trend is toward increasing frequency and range of syntactic complexity features, with instructional foci and task prompts initially causing surges in the use of targeted features. This finding is in line with the trend found by Ortega and Sinicrope (2008) for the repertoire of word classes in beginners' oral performance. However, whereas some features show an almost linear increase in the writing of both learners (e.g., adjective phrases), others only hint at emerging patterns at later time points (e.g., "zu þ infinitive" constructions). Moreover, whereas both learners follow similar developmental paths in the first two semesters, they diverge considerably in the second half of the observation period. While one student continued relying more on coordination, the other student favored more diverse and more complex clausal and phrasal complexification strategies. This latter finding confirms the trade-off effect between different complexity types found in previous research (Bardovi-Harlig, 1992; Biber, Gray, & Poonpon, 2011; Norris & Ortega, 2009) . These observations will serve as hypotheses to be tested in a study of cross-student pattern identification (currently underway).
Moreover, it was especially interesting to observe how one participant readily responded to instruction but abandoned some syntactic features when progressing to the next task, while the other participant balanced both previously learned and new features in her writing (see also Vyatkina, in press ). This latter result entails an important pedagogical implication that, given the great influence of instruction on learner performance, learners should be explicitly taught how to use level-appropriate and task-appropriate linguistic features. Instruction should go beyond presenting grammar as rules and paradigms and aim at explaining the meaning-making value of these features for achieving specific communicative purposes (Byrnes et al., 2010; Chavez, 2011; Coombs, 1986) . One of the instructional innovations implemented in later iterations of the focal language program was the design of rubrics listing specific lexical and syntactic features (with examples) associated with each level-appropriate writing task. In this way, the learners can see the "idealized writing profiles" (Byrnes et al., 2010, p. 91) expected from them before engaging with the task. For example, the rubric for an intermediate-level task involving hypothetical narration about a future event solicits more general, previously learned complexity features (subordinate clauses) as well as more specific, newly introduced features (subjunctive mood verb phrases). Prior to writing, it is also advisable to provide learners with model texts with the desired features and discuss their contextual use and functions (see Dykstra-Pruim & Redmann, 2011, for sample pedagogical materials). Although it will still depend on each learner's agency to what extent they will use the learned features in their own writing, such pedagogical activities will raise learners' awareness about what their expected developmental targets are.
Future developmental corpus research should continue combining general and specific measures as well as tracking L2 development both in groups and in individuals with the goal of achieving as multifaceted a picture of longitudinal SLA as possible. In particular, researchers should elicit and explore multidimensional developmental profiles from corpora combining lexical and syntactic complexity measures as well as accuracy and fluency measures. This study has only tapped into the area of lexical variety by counting specific lexemes used in specific syntactic constructions. A larger study is now underway that investigates the development of an interrelated system of clausal and phrasal syntactic features, word classes, and lexicogrammatical constructions (Biber et al., 2011) in the focal learner corpus. Such an integrated usage-based approach has a high potential for advancing developmental SLA research in all three areas highlighted by Ortega (2012) : developmental benchmarking, gauging proficiency, and assessing performance.
Finally, learner corpus research should take advantage of developments in the NLP field, which provide increasingly reliable parsing and annotation tools. Such a marriage of LCR and NLP can speed up the processing of large amounts of language data, which can lead to more rapid advances in longitudinal SLA research. Moreover, with more corpus analysis resources made accessible to language teachers, they will be able to compile their own small learner corpora (Brown, 2007) , quickly retrieve learner developmental profiles in the form of charts, and share those with their students for the purposes of setting learning goals, feedback, and assessment. 2 The term strategy is used to refer to syntactic constructions (also called features and structures) used by learners in their writing. More specifically, the term strategy highlights that various forms may be used to express the same syntactic function. For instance, prepositional phrases and adjective phrases are different strategies for nominal complexification. In contrast, the term measure refers to analytical constructs expressed in relative frequencies of these structures (see section "Measures").
3 This classification differs from Cooper's (1976) and Lu's (2010 Lu's ( , 2011 in the following ways. First, adverbial clauses are not considered here because they were captured under the analysis of subordination in Vyatkina (2012) and were shown to have similar frequencies in the writing of the 2 focal learners. Second, coordinate clauses were added to encompass the full range of possible coordinate structures both below and at the clausal level. Third, possessive pronouns (such as "my," "your") were found in abundance in learner writing throughout the developmental course, similarly to determiners (such as "this," "many"). Previous research includes possessives as markers of syntactic complexity but excludes determiners. To avoid this inconsistency as well as inflation of frequencies due to the high numbers of possessives in the data, this feature was excluded because it can hardly serve as a complexity indicator. Finally, as far as verb structures are concerned, only nonfinite verb forms were selected, following Cooper. Lu counted all verb phrases (both finite and nonfinite); however, he found this complexity measure not informative. In addition to Cooper's infinitives governed by modal verbs and "zu ('to') þ infinitive" constructions, past participles were also added to nonfinite verb constructions. Infinitives in subject position were not included because they were not found in the data during preliminary screening. 4 The conjunction "and" and its equivalents in other languages is one of the most frequent words in both native and learner corpora (Ortega & Sinicrope, 2008; Tschirner, 2005) . 5 The German modal verb wollen is used without the infinitive particle zu, unlike the English 'want to.' Tables B1 and B2 present frequency values for all complexity measures used in the study. The first three lines in each table list values of general measures (sample length in words, number of clauses, mean length of clause), and the remaining lines list values for the focal-specific syntactic complexity measures. The latter are given in absolute numbers rather than ratios per clause, which were calculated by dividing these values by "total clauses" as presented in Figures 2, 3, 4 , and 5.
