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Abstract
Current popularity of augmented reality (AR) stems from its ability to enhance the perceived environment in real-
time with additional information of semantic context, such as sports scores shown on TV during match broadcasting.
Its other application areas range from industry and medicine to military, commerce and entertainment. Advanced AR
technologies obviously rely on accurate, yet fast enough algorithms for multimedia processing and object recognition.
In this paper, we will study the possibility of using convolutional neural networks (CNNs) for real-time detection of
hockey players from video streams of broadcasted ice-hockey matches. Supporting experiments performed so far yield
sufﬁcient accuracy for this task (above 98.5%), while maintaining reasonable computational demands and acceptable
robustness both with regard to noise and minor image transformations like translation, rotation and scaling.
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1. Introduction
Broadcasted sports events have generally very high ratings. However, there is a lot of effort underway to make
them even more attractive and enhance them by means of the so-called augmented reality (AR). AR allows to overlay
the broadcasted video with other useful information, e.g., the scores of leading players, various statistics concerning
their performance, etc. This paper is focused on a possible enhancement of telecasted ice-hockey matches. Ice hockey
is a fast-paced team sport, extremely popular in North America and Europe with over half a millon registered hockey
players in Canada and the United States and almost 100.000 players in the Czech Republic alone.
Ice hockey is played on a hockey rink surrounded by boards. During normal play, there are six players per side
on the ice at any time, dressed in jerseys of their team colors. The objective of the game consists in scoring goals by
shooting the puck into the opponent’s goal net. The players are moving at around 30 – 45 km/h and may control the
puck using a long stick with a blade. “In play,” is also a referee and two linesmen dressed in black pants and a black
and white striped T-shirt. Figures 1 and 2 show a typical scene from a hockey match with marked hockey players.
The quality of these images corresponds to the resolution supported by the implemented detector of hockey players.
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Figure 1: A typical scene from a hockey match (as processed
by the implemented detector of hockey players).
Figure 2: Detected hockey players are marked by red frames.
The most important step towards the enhancement of telecasted hockey matches with AR obviously consists in
an automatic real-time detection of hockey players in the video frames. In this case study, we will investigate the
applicability of the so-called convolutional neural networks (CNNs) for this purpose. In connection with AR, CNNs
will be discussed in more detail in the following section. Afterwards, the data used to train the CNN-based detector of
hockey players will be introduced and several architectures of CNNs will be tested in order to ﬁnd a suitable solution.
In this respect, the main criteria represent the speed and accuracy of recall as well as its robustness against noise.
Finally, we will explore the utility of the k−means clustering algorithm for an automatic assignment of the detected
hockey players to the team they are playing for. The concluding section summarizes the achieved results.
2. Related Works
AR enhances our immediate perception of reality by computer-added information, e.g., sound, video, graphics or
GPS data. Augmentation should ideally proceed in real-time and in semantic context with the viewed reality, such as
sports scores on TV during a match. Swimming telecasts often add a line across the lanes to indicate the position of the
current record holder to allow the viewers of the current race a comparison to the best performance. Other examples
include annotations of racing car performance and commercial advertisements overlaid onto the view of the playing
area. In the case of ice hockey, the viewers could be provided by more information on the involved players, like, e.g.,
their overall score, age and other physical characteristics, clubs they were previously playing for, won awards, etc. In
order to add such a kind of information, we have ﬁrst to ﬁnd (in real-time) the hockey players in the video frames.
The next step would be to assign the found players to the teams they are playing for, independently of the actual jersey
color worn by the team. Finally, each of the detected players should be identiﬁed. Unfortunately, it is infeasible to
implement the last step under current circumstances, mostly due to a major lack of visual information available now.
For the detection of hockey players we intend to use CNNs. CNNs are, namely, known to outperform all other
paradigms when used for 2D-image recognition with minimum or no advanced pre-processing [6]. Usually, they are
trained by means of back-propagation [5]. At the same time, the principles of weight sharing and local receptive ﬁelds
keep down the number of trainable parameters in CNNs and hence also their computational costs. The architecture of
the well-known LeNet-5 network [3] is shown in Figure 3. In convolutional layers, all the neurons in the respective
feature map share the same set of relatively few weights for their perception window to detected local pattern feature
at all possible locations in the input. In the sub-sampling layers, the four input values of each neuron’s perception
window are summed together, multiplied by an adjustable coefﬁcient, added to an adjustable bias and passed through
the sigmoidal transfer function. The sixth layer contains only fully connected perceptron-like neurons with one output
neuron per class in the recognition task.
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Figure 3: The structure of the LeNet-5 convolutional neural network
Figure 4: Examples of sample images used for training – the players (the upper row) and background / ice surface (the lower row).
3. Data Preparation
As the data source to be used for training of the detector, we have used the records of broadcasted hockey matches
publicly available on-line during the World Championships 2011 and 2012. From these records, we selected several
video streams to cover different jersey colors. The chosen streams were decomposed into separate video frames (i.e.,
2D-images). Out of these frames, we have picked those ones where the camera faced the hockey rink sideways.
In these images, rectangular areas containing the hockey players were marked manually. As a complement to this
marking sample images of the background and ice surface were then automatically determined. The provided sample
images were expected to cover as many positions of the players as possible and as many color variants of their jerseys
as possible. On the other hand, it is hardly feasible to consider all of the possible jersey colors already during training.
Our approach thus prefers to detect the hockey players ﬁrst. Then, the found players will be assigned to one of
the two currently competing teams. The considered TV-records included the following matches: Czech Republic
– Russia (red and white jersey colors), Sweden – Czech Republic (yellow - blue and red jersey colors), Sweden –
Finland (yellow - blue and blue jersey colors), and various other matches (this set of samples will be used only for
testing). The sample images will be provided to the detector by a sliding window moving across the processed video
frame. The actual image content of the sliding window can be, however, further enlarged or shrinked in order to ﬁt
the demands of the following pattern processing. In Figure 1, we can see an example of a scene with hockey players
to be detected – see Figure 2.
3.1. The size of the sliding window
From Table 1, it follows that a reasonable value for the width of the sliding window lies around 70 pixels with the
ratio between its height and width being approximately 1.65. In video streams, the frame resolution corresponds to
720× 576 pixels according to the TV norm PAL. With regard to the above assessed parameters of the sliding window,
we will set its size to 72× 115 pixels. This corresponds to 1/10 of the frame’s width and to 1/5 of its height. To study
the performance of the built player detector more deeply, we formed the following 3 sets of sample images:
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• The training set – contains 3500 player images and the same number of background / ice surface images.
• The test set S et 1 – contains 350 player images and the same number of background / ice surface images. These
images were obtained from the same matches like the images used for training.
• The test set S et 2 – contains 260 player images from various hockey matches. This set was used to verify of the
performance of the analyzed network in particular for hockey players dressed in jersey colors not contained in
the training set. S et 2 does not contain any background / ice surface images.
The input for the applied CNN will then be determined by shrinking the current content of the sliding window to the
dimension of the network’s input. After processing the shrinked input images, the output of the CNN indicates the
presence or absence of a player in the processed sliding window – see Figure 2.
Table 1: Statistics of size and position of the provided sample images of hockey players
x y width height the ratio height / width
average 330 224 71 116 1.68
median 335 214 68 109 1.63
minimum 0 0 24 56 0.79
maximum 667 495 364 503 3.45
4. Supporting Experiments
CNNs are well known for their strong discrimination power, adequate generalization and a direct approach to
image processing. They are capable of ﬁnding the right (local) image features autonomously without any sophisticated
image pre-processing and do not require their prior speciﬁcation like classical pattern classiﬁcation models. Moreover,
CNNs proved to be robust against translation and other geometric transformation (up to a certain degree) [4]. In
particular this characteristic would be of great advantage for an efﬁcient implementation of the player detector, as we
would not have to scan the entire video frames pixel-by-pixel. Instead, it would be sufﬁcient to take bigger steps along
the processed image. In the following experiments, we were thus interested in answering the following questions:
1. What is the best CNN-architecture for the detector of hockey players in terms of accuracy and speed of recall?
2. How robust is the proposed detector and how well can it generalize?
3. Is it possible to assign the players to their teams without knowing in advance the jersey colors of the teams?
Supporting experiments were performed using Intel Core i5-2450M with two processors and four threads, 2.5 – 3.1
GHz, run under the Ubuntu system 10.4 64bit with the Torch 7 library [1]. Torch 7 represents a powerful tool for the
design and training of neural networks. The library is implemented in the C language and provides the users with a
simple, yet strong script language Lua. Supporting packages allow to work also with images and video data sets.
4.1. The architecture of the CNN
In this experiment, we analyzed the advantages and drawbacks of the following two variants of network inputs,
namely, the architecture denoted as Net1.6− 35 that receives input patterns of the size 35× 58 (i.e., four times smaller
than the size of the sliding window) and Net1.6 − 15 that gets input patterns of the size 15 × 24. Parameters of
both tested network architectures are summarized in Table 2. Further, the respective networks varied also in their
ability to process the color information provided by the sample images. For all of the considered architectures, we
measured the time required for training and recall, the accuracy achieved on the training and test sets, as well as their
robustness against noise. Further, we also tested their ability to recognize correctly the players in other jersey colors
(not contained in the training set).
To test the robustness of trained networks against noise, we created a new test sets from S et 1 by altering all its
elements 100 times by Gaussian noise with zero mean and variance equal to 0.1. All the networks were trained three
times with both grey-scale and full-color inputs, always for 400 iterations. The average results (over 3 runs) are shown
in Table 3. From there, we can see that the best accuracy was obtained by the network Net1.6 − 15 with full color
inputs. Due to a lower number of neurons, this architecture is also relatively quick to train. For noise-corrupted data
both networks Net1.6 − 15 and Net1.6 − 36 seem to yield similar results.
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Table 2: Tested network architectures with 50 perceptron-like neurons and 2 output neurons
Net1.6-15 (with inputs of the size 15 × 24 ) Net1.6-36 (with inputs of the size 36 × 58 )
type of the layer No. of maps perception window size of the maps No. of maps perception window size of the maps
1. convolutional 8 4 × 4 12 × 21 8 7 × 7 30 × 52
1. sub-sampling 8 3 × 3 4 × 7 8 3 × 4 10 × 13
2. convolutional 64 3 × 3 2 × 5 64 5 × 5 6 × 9
2. sub-sampling 64 2 × 5 1 × 1 64 3 × 2 2 × 3
3. convolutional — — — 128 2 × 3 1 × 1
Table 3: The performance of the tested network architectures (averaged over 3 runs)
training time testing time training testing testing testing accuracy
network input (1 iteration over (over 1000 accuracy accuracy accuracy for noise-cor-
1000 patterns) patterns) on S et 1 on S et 2 rupted data
Net1.6-15 color 898 ms 361 ms 99.65% 98.34% 100% 98.03%
Net1.6-15 grey 873 ms 283 ms 99.19% 97.51% 99.6% 97.48%
Net1.6-36 color 5542 ms 1677 ms 99.88% 97.96% 99.8% 98.00%
Net1.6-36 grey 4141 ms 1220 ms 99.81% 98.07% 100% 98.06%
To support both the reliable and real-time detection of hockey players in the provided video streams, the actual
number of feature maps in the applied CNN should be also as small as possible. In this experiment, we will evaluate
the performance of various CNN’s architectures that differ in the number of feature maps:
• 2, 4, 6 and 8 feature maps in the ﬁrst convolutional and sub-sampling layer,
• 32, 64, 96 and 128 feature maps in the second convolutional and sub-sampling layer.
Average accuracy achieved for the tested networks (trained over 3 different runs) on S et 1 is stated in Table 4. We
can see that 4 feature maps used in the ﬁrst convolutional layer and 32 feature maps in the second convolutional layer
yield the best results. Further, we will refer to neural networks with this topology as Net1.6− 15− 4− 32 and we will
use it for the detector of the hockey players from input patterns of the dimension 15 × 24.
Table 4: Average accuracy of neural networks Net1.6 − 15 with varying numbers of feature maps (achieved over 3
different training runs) on S et 1. The rows determine the number of feature maps contained in the ﬁrst convolutional
layer and the columns stand for the number of feature maps present in the second convolutional layer.
No. of feature maps in 2. convolutional layer
No. of feature maps in
1. convolutional layer 32 64 96 128
2 98.58% 98.54% 98.70% 98.28%
4 98.95% 98.42% 98.70% 98.82%
6 98.62% 98.42% 98.58% 98.74%
8 98.50% 98.34% 98.54% 98.54%
4.2. Robustness and generalization capabilities of the CNN
In this test, we included the noise-corrupted data already into the training set. First, the network was trained by
means of the original training data altered in each iteration by a small amount of Gaussian noise (with zero mean and
variance equal to 0.1. In Table 5, this strategy is denoted as “Dynamic.” The “Static” strategy employed both the
original training data and their noise corrupted version. The new combined training set was, however, kept the same
for each iteration. “Normal” refers to the original training data. As a reference architecture, the standard feed-forward
neural network of the back-propagation type with just one hidden layer of 50 neurons was used. The results obtained
by means of 10-fold cross-validation conﬁrm improved generalization for both types of training that involved noise-
corrupted data. The type of internal representations formed for the processed data on the feature maps illustrates
Figure 5.
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Figure 5: Internal representations formed in the feature maps for the presented input pattern (original image of a hockey player
(left) and a noisy image of the same hockey player (right)). In the second convolutional layer, the noise is almost ﬁltered out.
Table 5: Performance achieved for the CNN architecture Net1.6 − 15 − 4 − 32 and for standard feed-forward neural
networks of the back-propagation type with 50 neurons in one hidden layer using 10− fold cross-validation. Architec-
tures trained with original input patterns are denoted as “Normal.” “Dynamic” networks were trained with the original
training set altered in each iteration by Gaussian noise with zero mean and variance equal to 0.1. For “Static” models,
the training set contained both the original and noise-corrupted training patterns kept the same for each iteration.
Normal Dynamic Static
CNN BP CNN BP CNN BP
accuracy (%) 98.54 97.75 98.70 97.77 98.77 97.52
variance 0.23 0.67 0.18 0.31 0.24 0.33
4.3. Assignment of hockey players to their team
In order to assign the detected hockey players to one of the two currently competing teams, we will apply the
following idea. The images of hockey players are characterized by their color. For hockey players from the same
team, their color characteristics shall be similar (as the players wear the same jersey) but for the players from the
competing team, these characteristics shall differ. Unfortunately, the traditional RGB-model does not ﬁt well this
assumption (colors viewed as similar by humans are not necessarily situated close together in this space). Therefore,
an alternative approach based on HSV-coding has been chosen, where the found player images are assigned to one
of the two groups (teams) according to their hue and saturation statistic. Their values correspond to the mean of hue
and saturation over the central 1/9 of the processed pattern – if the player is dressed, e.g., in red, this value will also
correspond to red. For team assignment, the k-means algorithm can be used already after a few minutes of the game
when enough player images have been detected. Examples of such an assignment are shown in Figure 6.
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Figure 6: Assignment of the found player images to the teams. The centers of the clusters are marked by blue rectangles. Images
belonging to the ﬁrst team are labeled by green rectangles in the upper left corner, while the players from the other team are labeled
by red rectangles. The left ﬁgure illustrates the found clusters for the match between Sweden and Finland, the right one stands for
the match between the Czech Republic and Russia. In the latter case, enlarged detail is shown as well.
5. Conclusions
This case study proved the applicability of CNNs to real-time detection of hockey players in telecasted ice-hockey
videos. From each frame (of the size 720 × 576 pixels), sample images of the size 72 × 115 pixels overlapping by
approximately 50% either in their width or height are used to form the CNN input patterns (by shrinking the original
image content). In total, 171 of such sample images are thus to be processed for each video frame. Based on the results
of supporting experiments done so far, the input dimension for the employed CNN was set to 15 × 24. The network’s
accuracy on the test sets reached 98.5% and retained similar values also for noise-corrupted data. The detected hockey
players can then be automatically assigned to the teams they are playing for regardless of the respective jersey colors
present in the training set. This avoids the necessity to provide the trained player detector with a huge amount of
samples that differ just in the color of the worn jersey and saves computational costs required for training, too.
Even for video records of a considerably lower quality than the hockey matches telecasted from the World
Championships, the implemented player detector proves to be very successful – see a processed sample record at
http://tinyurl.com/hokejdetect [2]. In particular this result supports the feasibility of more advanced appli-
cations of AR in the coming future. Possible improvements might include an enhancement of the player detector by
object tracking techniques, that could enable an easier recognition of individual players as well. At this point it is,
namely, not possible to recognize each particular hockey player from the provided input image. Their faces are too
small to be of any help and the numbers on their jerseys are not always visible.
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