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Abstract
Machine Learning techniques, in particular induction algorithms, have 
been applied to the field of expert systems development in an effort to over­
come the knowledge acquisition bottleneck. Many different induction algo­
rithms have been developed. These utilise a number of different knowledge 
representations: e.g decision trees and rules. The rule based representation 
includes systems which utilise both propositional and predicate logic lan­
guages. Decision tree and rule based induction employ different knowledge 
acquisition mechanisms, however both strategies tend to induce complex and 
inaccurate knowledge from problem domains that contain noise or representa­
tional complexity. Previous techniques have concentrated on changing either 
the knowledge acquisition mechanism or the final ruleset/decision tree to re­
duce complexity. This thesis presents a new approach that focuses induction 
on those members of a training set that are likely to provide reliable knowl­
edge. This is achieved by a new measure which is used to identify the most 
representative examples in a training set. The results of experiments show 
that this approach produces much simpler rulesets which in some circum­
stances perform with greater accuracy on unseen data.
C h a p t e r  1
I n t r o d u c t i o n :  M a c h i n e  
L e a r n i n g  a n d  E x p e r t  S y s t e m s
1.1 Expert Systems
Expert Systems are one of the most widespread of the computer applica­
tions to have been developed from the research area of Artificial Intelligence. 
Artificial Intelligence (AI) itself is a wide research area which is defined by 
Durkin (1994) as £A field of study in computer science that pursues the goal 
of making a computer reason in a manner similar to humans’. It has its roots 
in research aiming to find an automated reasoning method (Green 1969) and 
game-playing programs for chess (Shannon 1955). Early AI work also fo­
cussed on developing a General Problem Solver (GPS) (Newall et al 1960) 
which used sophisticated search strategies to solve problems in many different 
problem domains.
However, the all-encompassing nature of GPS did not take into account 
the complexity of real world problems, which meant that reaching a solution 
using this approach could take a very long time. It was soon realised that
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some success in solving problems could be achieved by developing systems 
that were particular to a given problem, provided that specific knowledge of 
the problem was encoded along with some of the general purpose reasoning 
strategies used in earlier AI systems. An early example of this system is 
DENDRAL which was used by NASA to determine the molecular structure 
of martian soil from mass spectrometer data (Buchanan and Feigenbaum 
1978).
It can be argued that a system which contains ‘knowledge’ about how 
to solve a particular problem is thus behaving in a similar way to a human 
expert, thus DENDRAL and its descendants have been termed Expert sys­
tems. An expert system is defined by Durkin (1994) as ‘a computer program 
designed to model the problem solving ability of experts’ . In most expert 
systems the knowledge of the expert is coded in the form of rules: each rule 
corresponding to a single item of the expert’s knowledge. Generally rules 
have the following structure:
If
<these conditions are found to be true>
Then
<This consequence will become true>
A typical expert system will contain many such rules which are often 
linked by ‘chains’ of reasoning i.e. the conditions of one rule are found from 
the consequences of another rule. These rules form the knowledge base of 
the expert system. The behaviour of the expert system is controlled by 
the inference engine which governs the chaining structure and determines 
which rules should be investigated at any given time. Thus an expert system
2
consists of two main parts: the knowledge base and the inference engine. 
Researchers found that different knowledge bases could be controlled by the 
same inference engine because the rules, although containing information 
about different problems, could be manipulated in the same way. In these 
systems knowledge about a particular problem can be stored as rules whiles 
general reasoning strategies can be included in the inference engine.
Many expert systems are in use in a large number of industries includ­
ing diagnosing medical problems (MYCIN, Shortcliffe 1976), prospecting for 
minerals (PROSPECTOR, Duda et al 1979) and monitoring gas turbines in 
power stations (TIGER, Milne et al 1995). The emphasis in expert system 
development has now shifted to efficient and effective transfer of knowledge 
from the human expert to the computerised expert system: a process termed 
Knowledge Acquisition.
1.2 Knowledge Acquisition and Machine Learn­
ing
1.2.1 K n ow led ge A cq u isition
Knowledge Acquisition for expert systems requires information from many 
sources: relevant documents, stored data and, of course, the human expert. 
Indeed most of the knowledge is acquired from the human expert: a process 
termed knowledge elicitation. Knowledge elicitation is one of the most crucial 
stages in expert systems development, because the resulting expert system 
will be only as good as the knowledge obtained from the expert. The elicita­
tion process is long and tedious, involving many interviews and case studies
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where the knowledge engineer observes the problem solving behaviour of the 
expert. This most crucial task is thus the most difficult and time-consuming 
task of expert systems development. Hayes-Roth et al (1983) coined the term 
‘bottleneck’ to describe knowledge acquisition.
1 Knowledge acquisition is a bottleneck in the construction of expert sys­
tems. The knowledge engineer’s job is to act as a go-between to help build 
an expert system. Since the knowledge engineer has far less knowledge of 
the domain than the expert, however, communication problems impede the 
process of transferring expertise into the program.’
Since the recognition of the Knowledge Acquisition Bottleneck problem, 
research has been directed to automating the acquisition process, so that 
human experts are only required to give examples of their reasoning. Auto­
mated knowledge acquisition is designed to determine the problem solving 
rules from these examples. Machine Leaning techniques have been examined 
with this task in mind.
1.2.2  M ach in e L earning
Machine Learning is the generic name given to techniques in Artificial In­
telligence which address the problem of automatic knowledge acquisition. 
Machine Learning can be split into three main research areas :- connec- 
tionist machine learning, genetic algorithms and symbolic machine learning. 
Connectionist machine learning uses techniques that have developed from 
attempting to simulate neural pathways in the brain (neural networks). Ge­
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netic Algorithms are modelled on the principles of Darwinian evolution, and 
symbolic machine learning techniques are based on human learning and rea­
soning processes, studied in Cognitive Science. This present study concerns 
symbolic machine learning, which can be split into four main research areas:
1. Inductive Learning
2. Explanation Based Learning
3. Case Based Reasoning
4. Instance Based Learning
These research areas each have different learning strategies and differences 
in the type of information to be acquired. There is also a large degree of 
overlap and hybrid systems have been designed to combine the best features 
of two different techniques.
Inductive Learning
Inductive Learning is the most researched field of symbolic machine learning. 
Induction is performed by using a set of heuristics to identify rules from a 
set of examples. It can also be thought of as a generalisation process: the 
rules produced have a more general form than the examples used to generate 
them. Inductive learning is the major focus of this study and is considered 
in detail in the later chapters.
E xplanation B ased Learning
Explanation based learning (EBL) (Chi and Kiang 1992, Mooney and Ourston 
1989, Wusteman 1992) can be thought of as deductive generalisation. It uses
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a single example together with a domain theory that explains how that single 
example is a member of the concept. The domain knowledge is often repre­
sented as a proof tree. Generalisation is achieved by replacing constants in 
the proof tree by variables and then extracting the values of user defined oper­
ational predicates as the concept description. Many EBL systems have been 
developed using the PROLOG programming language (Wusteman 1992).
For EBL to work it requires a complete domain theory, typically not 
found in machine learning domains. To overcome the problem of an in­
complete domain theory and also the problem of induction ignoring existing 
domain knowledge, Mooney and Ourston (1989) proposed a hybrid algorithm 
- Induction Over Unexplained which combines Inductive Learning with EBL. 
This algorithm reduces the training set being used by a traditional induction 
system (ID3) (see chapter 3) by removing those attributes explained in the 
domain theory from the examples constituting the training set. Pazzani and 
Kibler (1992) use EBL in combination with Inductive Logic Programming 
(See chapter 4)
Case B ased Reasoning
The main difference between case based reasoning (CBR) (Barnden and Srini- 
vas 1992, Kolodner 1992, Slade 1991) and EBL and Induction is that the 
product of the CBR learning system is not a generalised description consist­
ing of the most prevalent features of a concept, but a series of individual cases 
representing the experience of the system to date. The learning only occurs 
by measuring how well a new case is solved by considering the previous cases. 
If a previous case performs well the new case will not be added to the experi­
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ence, but if no previous case performs well the system will attempt to correct 
it and add the correction to its previous experience. Because CBR has been 
applied to many temporally driven classification problems, such as planning 
(Kolodner 1992) the script has often been taken as a knowledge representa­
tion, with some capacity for natural language understanding included. The 
script is a knowledge representation that can model temporal activities by 
coding each part of the activity in sequence. Barnden and Srinivas (1992) 
have used CBR and a parallel computer architecture to construct a CBR 
network. This network allows fast processing of the cases, so that advice on 
a new case can be given from many past cases and a measure of the relevance 
of a particular piece of advice can be calculated more quickly.
Instance Based Learning
Instance based learning (Aha et al 1991, Aha 1992) is similar to CBR in that 
it stores specific instances, not generalised descriptions. However, the rep­
resentational language consists of attribute value pairs more usually found 
in induction systems such as ID3 (described in chapter 3). Instances are 
grouped into categories, and these instances are used to predict the category 
of a new instance. Categories also contain a measure of how well the in­
stances in that category have done in evaluating new instances. A similarity 
function is used to compare the new instance with those in the category and 
this, combined with the performance measurement, gives the correct cate­
gory for the new instances. The instances used in each category are updated 
as each new instance is categorised. This update consists of choosing the 
best instances to be used for each category.
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1.3 Aims of the Study
All of the succeeding chapters of this study concentrate on inductive learning. 
Chapter 2 focuses on the inference mechanisms underlying machine learning 
and how induction can be perceived as a classification task. Chapters 3 and 
4 focus on the two main paradigms of inductive learning. Chapter 5 focuses 
on the common problems encountered by induction systems, and chapters 6 
and 7 focus on a new approach to dealing with some of these problems.
The aims of this work can thus be summarised as follows:
1 . Investigate the nature and mechanics of induction algorithms
2. Investigate the behaviour of a well known induction algorithm in a num­
ber of different learning situations
3. Describe and explain the reasons for induction of complex rulesets,
4. Develop and test a new method of inducing simple rules.
5. Critically appraise the proposed method.
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C h a p t e r  2
I n d u c t i o n  a n d  I n f e r e n c e
2.1 Underlying Inference Mechanisms of Ma­
chine Learning
The ‘Inferential Theory of Learning’ described by Michalski (1994) under­
lies studies pertaining to both symbolic reasoning (Classical Induction, In­
ductive Logic Programming, Explanation Based Learning, Case Based Rea­
soning, Abduction) and subsymbolic reasoning (Neural networks, Genetic 
Algorithms). Michalski views learning as a search in the ‘knowledge space’ 
defined by the knowledge representation system used. The search is guided 
by ‘knowledge transmutations’ which represent applications of various infer­
ence mechanisms. These include inductive generalisation and specialisation, 
deductive generalisation and specialisation, abduction and prediction, ab­
straction and concretion, and similization and dissimilization. This study 
deals mainly with inductive generalisation, inductive specialisation and only 
briefly with abduction. The reader is referred to Michalski (1994) for a dis­
cussion of the other mechanisms.
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CONCLUSIVE Conclusive Deduction Conclusive Induction
Analogy
CONTINGENT
Contingent Induction
Contingent Deduction
DEDUCTIVE INDUCTIVE
Truth Falsity
Preserving Preserving
Figure 2.1: fundamental Inference types
2.1 .1  In feren ce  C lassification
All the inference mechanisms mentioned above can be categorised as illus­
trated by figure 2 .1 .
The following equation:
P U BK 1= C
represents a ‘fundamental equation for inference’ where P is the premise 
(or theory defined as rules etc), BK represents the background knowledge 
(information already regarded as true by the reasoning system); C represents 
the consequences: a set of facts produced by processing the information 
contained in both P and BK. Deductive Inference represents a processing of 
this equation in a ‘forwards’ direction, where the desired information is C 
(the consequences). This operation is truth preserving (see Fig 2.1): if P 
and BK are both true then C is also true. Inductive Inference is the reverse; 
deriving premise P from consequences C and background knowledge BK.
1 0
Induction is falsity preserving: if C is not true then P cannot be true. Figure
2.1 also divides inference into Conclusive and Contingent categories. This 
distinction is based on the strength of the Premise or Conclusions obtained by 
the inference process. Conclusive inference produces true Conclusions from 
true premises, contingent inference weakens the truth value of the inference 
process. Conclusions and premises may be true in some situations but not 
in others. Traditional Induction algorithms (see chapters 3 and 4) perform 
conclusive inductive inference.
2.1 .2  In d u ctiv e  gen era lisa tion  and sp ec ia lisa tio n
Each attribute or relation described in the training set of examples or in the 
background knowledge has a ‘reference set’ of those examples for which the 
attribute or relation is true, i.e. the attribute or relation appears in the ex­
ample. This condition is related to the concept of ‘coverage’. Coverage refers 
to the number of positive and negative examples which are true for any con­
cept description. Positive examples belong to the same class as the concept 
description, negative examples belong to any of the other classes found in the 
problem. Conclusive Induction Algorithms attempt to achieve complete cov­
erage of positive examples and no coverage of negative examples. Contingent 
Induction relaxes this condition to achieving coverage of a large percentage 
of positive examples and a small percentage of negative examples. Inductive 
generalisation is a knowledge transmutation which extends the coverage of a 
current concept description (this extension may apply to negative examples 
as well as positive examples). Inductive specialisation reduces the coverage 
of a current concept description (again for both sets of examples).
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2 .1 .3  A b d u ctio n  (or A b d u ctiv e  D erivation )
Abduction is described by Michalski (1994) as ‘a process of creating the 
‘best’ explanation of (a) given fact(s)’ . Abduction often traces back chains 
of implicative statements, having many antecedent facts. In this way it treats 
the modus ponens deductive rule backwards by inducing A from A —> B and
B. For example: 
from the rule
V X drunk(X) —» stumbling(X)
and witnessing a stumbling person, i.e. stumbling(X) is true, it is ab­
duced that this person is drunk.
A single fact may give many possible abductive derivations e.g wounded(X) 
or sunstruck(X) may be abduced if the rules:
V X[sunstruck(X) —> stumbling(X)] and
V X [wounded(X) —> stumbling(X)]
are also contained in the background knowledge for the example above. 
Abduction may thus extend the number of facts which could be used in 
concept descriptions. Abduction can be used in combination with induction 
(see section on Inductive Logic Programming), where user interaction can be 
used to verify the derived facts.
2.2 Inductive Learning as a Classification Task
The induction of more general concept descriptions can be viewed as a clas­
sification task (Brieman et al 1984) in which a training set of examples is
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analysed to produce a more general description of the classifications described 
by this training set. Each example is itself a single instance of this classifica­
tion problem: where a conjunction of vectors describing important features of 
the problem are assigned a particular value of a vector which is used to clas­
sify the example. The resulting classifier will be a collection of descriptions 
each containing a subset of the feature vectors used to describe the exam­
ples. Each description will group training examples into subgroups: with 
each member example containing all of the vectors present in the relevant 
classifying description. A description is said to cover a training example if 
all of the vectors in the description are also found in the example. The goal 
of this classification task is to find as small a set of descriptions as possible 
which correctly group the training set according to the classification of the 
examples. The search for a good single description is to find a collection of as 
few vectors as possible which correctly describe as many training examples 
as possible.
This grouping process can be visualised by plotting the examples as a 
graph on which the axes are the values of the vectors used to describe the 
features of an example. Figure 2.2 shows a graphical representation of the 
training set illustrated in table 2.1. The classification task in this illustration 
is to identify ‘large’ triangles (where large is an area > 50)
The correct grouping for this problem would be found by the following 
description:
large triangle = true if shape = triangle AND area > 50 
This illustration is very simple: most classification problems contain more
13
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110 -  t
t
f
f
triangle
— r ~
circle
shape
square
Figure 2.2: A Graphical Representation of a shapes training set
class Vector
shape area >50
true triangle 56 (y)
false circle 34 (n)
false square 103 (y)
true triangle 109 (y)
true triangle 76 (y)
false triangle 32 (n)
false triangle 21 (n)
Table 2.1: A simple shape classification problem
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than two feature vectors and have classification vectors with more than two 
values. Graphical illustrations of problems with more than three vectors is 
difficult, requiring a new dimensional axis for each vector, with the exam­
ples occupying an N-dimensional space. However this example does illustrate 
that the values of feature vectors can be of different types; nominal vectors 
containing non-ordered categories (e,g, shape) and ordered vectors contain­
ing values which represent a succession (e.g the area of the shape). Ordered 
vectors can be discrete (e.g. integers) or continuously valued (e.g. real num­
bers). Classification vectors can also have nominal or ordered values. In this 
case the description used to classify the shapes problem is a rule. Classifiers 
can use a number of different formalisms to describe their representations. 
These formalisms are used to categorize the Inductive Learning paradigms 
discussed in this study. Two main formalisms are used: decision trees and 
decision rules (also known as decision lists). The next two chapters of this 
study describe these different paradigms, with a further categorisation of 
decision rule induction based on the knowledge representation used to de­
scribe both the rules produced and the training examples used. The issue 
of different vector types is also discussed in these further chapters where the 
knowledge representation used by each category is discussed in more detail.
15
C h a p t e r  3
D e c i s i o n  T r e e  I n d u c t i o n
3.1 Introduction
All of the induction algorithms in this chapter conform to the learning 
paradigm known as Top Down Induction of Decision Trees (TDIDT). A de­
cision tree classifies objects by ‘pathways’ that connect nodes representing 
questions concerned with the feature vectors of a learning problem. Decision 
trees are hierarchical and represent increasingly more specialised splits of the 
problem population. The most general split is found at the ‘root’ of the tree. 
The vector forming this node has its values in the form of branches which 
lead to more specialised nodes. Each new node has further branches giving 
the tree a recursive form. Each branch of the tree is finally terminated by 
a leaf node which consists of the relevant value of the classification vector, 
and represents a pathway from the root node to a classification value. A sim­
ple decision tree for the shapes problem described in the previous chapter is 
given in figure 3.1. The knowledge representation used by TDIDT algorithms 
terms each vector as an ‘attribute’ with the examples in the training set de-
16
area > 50
class =  false
Figure 3.1: A decision tree for classifying ‘large’ triangles
scribed using attribute value pairs, where a single value of the classification 
attribute is connected to a conjunction of attribute value pairs describing 
important features.
Quinlan (1993) gives a general description of decision tree induction. To 
construct a decision tree from a set T of training cases, let the classes be 
denoted C i,C 2, . . .,Cj. There are three possibilities:
1. T contains one or more cases, all belonging to a single class Cf  
The decision tree for T is a leaf identifying class Cj.
2. T contains no cases:
The decision tree is again a leaf, but the class to be associated with the 
leaf must be determined from information other than T. For example 
the leaf might be chosen in accordance with some background knowledge 
of the domain, such as the overall majority class.
3. T contains cases that belong to a mixture of classes:
In this situation, the idea is to refine T into subsets of cases that are, or
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seem to be heading towards, single class collections of cases. A test is 
chosen based on a single attribute, that has two or more mutually exclu­
sive outcomes 0 i ,0 2 , . . .,On. T is partitioned into subsets T i,T 2,...,Tn, 
where Tj contains all the cases in T that have outcome 0 i of the chosen 
test. The decision tree for T consists of a decision node identifying the 
test and one branch for each possible outcome. The same tree building 
machinery is applied recursively to each subset of training cases, so that 
the ith branch leads to the decision tree constructed from the subset T* 
of training cases.
Decision tree algorithms generally construct decision trees which classify 
the training sets used to describe the learning problem with 100% accuracy. 
A splitting criterion determines which attribute should be placed in a par­
ticular node in the tree. The attribute chosen is that which minimises the 
‘impurity’ of the training set. Impurity is defined as the number of misclas- 
sifications generated by testing classification by processing a single attribute 
(Michie et al, 1994). Measures of impurity are generally numerical, for ex­
ample the information based measure used in ID3. Decision tree induction 
conforms to the inductive specialisation inference mechanism where the in­
dependent values of the first attribute placed in the decision tree will cover 
more training examples than subsequent attribute values down each branch. 
Reduction of impurity and inductive specialisation are used to (hopefully) 
produce the shortest branch which will correctly classify the class attribute 
value placed at the end of it. The concept of coverage again underlies this 
process i.e. the branch should not cover any negative examples. The full
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set of branches which lead to a particular class should also cover all training 
examples belonging to that class.
3.2 ID3
ID3 (Quinlan 1986) is the most commonly used decision tree induction algo­
rithm. In fact, all of the other systems described in this chapter are only up­
dates and modifications to the process described here. As mentioned above, 
ID3 uses an information theoretic approach to decision tree induction. Quin­
lan (1993) defines this approach as measuring the information gained by 
choosing an attribute to split the training set. The heuristic used by ID3 
considers the information gained from each attribute in turn, and selects the 
attribute which conveys the highest information gain for splitting the set. 
The information contained within the initial training set S is the average of 
the information required to classify a single training example belonging to 
this set; and is given by the following equation.
info(S)  = -  2
i=i
freq(Cj , S)
\S\ x log2(
fregjCj , S )
\S\
)bits
where freq(Cj,S) refers to the number of examples in set S that belong to 
class Cj and \S\ refers to the total number of examples in the training set. 
The best attribute for splitting the set is determined by substituting each 
attribute for test X in the following equation:
in f  ox (S) = 7§r x inf ° ( S<)
i=i P I
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where S* is a subset of S according to the ith value of the attribute being 
used as test X. The gain found from placing this attribute at the appropriate 
node in the decision tree is:
gain(X) = info(T) -  infox {T)
3.2 .1  A n  illu stra tion  o f  D ec is io n  T ree In d u ctio n
The shapes example outlined in Chapter 2 will be used here to illustrate how 
the decision tree in figure 3.1 is induced from the examples in table 2.1. The 
first step is to calculate the information contained within the initial training 
set. There are seven training examples and two classes in this problem: 
3 belonging to class true and 4 belonging to class false. The information 
entropy calculation is thus:
info(S) = -3/7 x log2(3/7) - 4/7 x log2(4/7) = 0.985
The next step is to calculate the information gain for each attribute so 
that the attribute which gives the highest information gain can be placed as 
the first node of the decision tree. In this case the calculations are for shape 
and area > 50. These calculations are shown below:
info(shape) = 5/7 x (-3/5 x log2(3/5)) - 2/5 x log2(2/5))
+ 1/7 x (-0/1 x log2(0/l)) - 1/1 x log2(l/ l))
+ 1/7 x (-0/1 x log2(0/l)) - 1/1 x log2(l/ l))
= 0.694
info(area > 50) = 4/7 x (-3/4 x log2(3/4)) - 1/4 x log2(l/4))
+ 3/7 x (-0/3 x loga(0/3)) - 3/3 x log2(3/3))
= 0.463
The information gain for each attribute is calculated:
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g a in (s h a p e ) =  0.9 85  - 0 .6 9 4 =  0 .2 9 1 
g a in (a re a  >  50) =  0.985 - 0 .4 6 3  =  0 .5 2 2
T h u s  th e  a t t r i b u t e  area >  50 w o u ld  b e  used to  s p lit th e  tr a in in g  set in to  
t h e  subsets s h o w n  in  ta b le s  3 .1  a n d  3 .2 . T h e  a t t r ib u t e  a re a  >  50 is th e n  
p la c e d  a t th e  r o o t o f  th e  tre e  a n d  a b r a n c h  fo r  each v a lu e  is a d d e d . T h i s  
s p littin g  p ro c e d u re  is re p e a te d  in  a re c u rs iv e  m a n n e r  fo r  each s u b s e t, so t h a t  
f u r t h e r  n o d e s , o r in d e e d  class a ttr ib u te s  ca n b e  a d d e d . I n  th is  case th e  subset 
fo r  a rea >  50 =  n o  c o n ta in s  o n ly  e x a m p le s  b e lo n g in g  to  th e  class fa lse . T h u s  
th e  class a t t r i b u t e  (class =  false ) is a d d e d  to  th is  b ra n c h  th u s  t e r m in a t in g  i t .  
R e p e a tin g  th e  a t t r i b u t e  se le ctio n p ro c e d u re  fo r  th e  a rea >  50 =  yes subset 
re s u lts in  th e  a t t r i b u t e  sh ape  b e in g  a d d e d  as th e  n e x t  n o d e  fo r  th e  tria n g le  
b r a n c h , (th is  is a  t r i v i a l  case since th e  sh a pe  a t t r ib u te  is th e  o n ly  re m a in in g  
a t t r i b u t e ) . S p l it t in g  th e  su bset re p re s e n te d  b y  a re a  >  50 =  n o  (g iv e n  in  ta b le
3 .1 )  b y  th e  sh a p e  a t t r ib u t e  te rm in a te s  th e  tre e  g ro w in g  process re s u ltin g  in  
th e  tre e  illu s tr a te d  in  fig u re  3 .1 .
I n  th e  a b o v e  e x a m p le  all th e  a ttr ib u te s  h a v e  n o m in a l v a lu e s . H o w e v e r , 
I D 3  can also use c o n tin u o u s ly  v a lu e d  a ttr ib u te s  to  s p lit tr a in in g  sets. T h i s  is 
a c h ie ve d  b y  fin d in g  th e  b e st b in a r y  s p lit o f  a t t r ib u t e  A  i .e  A  >  V  o r A  = <
V .  T h i s  v a lu e  V  is fo u n d  b y  a p p ly in g  th e  in fo r m a tio n  g a in  h e u ris tic  t o  th e  
m id p o in ts  o f  th e  rang es b e tw e e n  c o n s e c u tiv e  va lu e s o f A  fo u n d  in  th e  t r a in in g  
se t. T o  a c h ie ve  th is  th e  valu e s o f a t t r i b u t e  A  are s o rte d  in  a sc e n d in g  o rd e r 
a n d  th e  m i d p o in t  b e tw e e n  a n y  tw o  c o n s e c u tiv e  va lu e s is fo u n d  b y  s u m m in g  
t h e m  a n d  th e n  d iv id in g  b y  tw o :
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class V e c to r
sh ape are a >  50
tr u e tr ia n g le 56 ( y )
tr u e tria n g le 109 ( y )
tr u e tria n g le 76  ( y )
false sq u are 10 3  ( y )
T a b le  3 .1 :  T r a in in g  e x a m p le s  c o n fo rm in g  to  th e  ‘ a re a  >  50 =  y e s ’ su bset
class V e c to r
sh ape are a >  50
false tria n g le 32 ( n )
false tria n g le 21  ( n )
false circle 34 ( n )
T a b le  3 .2 : T r a in in g  e x a m p le s  c o n fo rm in g  to  th e  ‘ a re a  >  50 =  n o ’ su bset
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m i d p o in t in fo (a r e a )
26 .5 0 .1 2 8
33 0 .2 9 1
45 0 .5 2 1
66 0 .1 4 8
89.5 0.006
106 0 .19 8
T a b le  3 .3 : I n fo r m a t io n  G a i n  C a lc u la tio n s  fo r  th e  ’’ a re a ” a t t r ib u t e
Vi +  v»+ i
2
T a b le  3 .3  gives th e  in fo r m a t io n  g a in  c a lc u la te d  fo r  a ll th e  m id p o in ts  o f 
th e  a re a  a t t r i b u t e . T h u s  th is  p ro c e d u re  w o u ld  id e n t ify  th e  v a lu e  45 as th e  
b e st s p lit fo r  th e  a t t r ib u t e  area. T h e  n o d e  re p re s e n tin g  th e  a re a  a t t r ib u t e  
w o u ld  h a v e  tw o  b ra n c h e s : o n e  re p re s e n tin g  th e  area = <  45  choice a n d  th e  
o th e r  re p re s e n tin g  th e  area > 4 5  choice.
3.3 C4.5
C 4 .5  ( Q u i n l a n  19 9 3 ) is a n  in fo r m a t io n  b ase d  d e c isio n tre e  a lg o r ith m  w h ic h  
is a m o d e r n  d e sc e n d a n t o f  I D 3 .  I t  uses th e  c o ve ra g e  p r in c ip le  in  a u n iq u e  
w a y . F i r s t  a su bset o f  tr a in in g  e x a m p le s  is r a n d o m ly  chosen t o  re p re se n t 
each c la ss ific a tio n  se t. T h e  i m p u r i t y  m e a s u re m e n t is a p p lie d  to  th e  su bset
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o n l y  a n d  a d e cisio n tre e  is p ro d u c e d  w h ic h  covers o n ly  the se  su b se ts. T h e  
d e c isio n  tre e  is th e n  te s te d  o n  th o se  e x a m p le s  n o t in c lu d e d  in  th e  in itia l  
c la s s ific a tio n . I f  th e  tre e  also covers the se e x a m p le s  n o  f u r t h e r  p ro ce ssing  
is r e q u ir e d . I f  m isclassifie d  e x a m p le s  are f o u n d , th e n  the se  are a d d e d  to  
th e  in it ia l  subsets a n d  a n e w  tre e  is d e r iv e d . T h i s  process sto p s w h e n  th e  
r e s u ltin g  tre e  c o m p le te ly  covers th e  tr a in in g  se t.
D e c is io n  tre e  in d u c tio n  can b e  se ve re ly im p a ir e d  b y  t r a in in g  sets w h ic h  
are in c o m p le te : i .e . th e re  are e x a m p le s  w h ic h  c o n ta in  u n k n o w n  a t t r ib u t e  
v a lu e s . I f  a n  d e c isio n  tre e  in d u c tio n  a lg o r ith m  c a n n o t c o n s tru c t trees fr o m  
e x a m p le s  c o n ta in in g  u n k n o w n  a ttr ib u te s  a la rg e  p a r t  o f  th e  t r a in in g  set m a y  
c o n v e y  n o  in fo r m a t io n  t o  th e  s p littin g  p ro c e ss , th u s  a la rg e  n u m b e r  o f u n ­
seen cases m a y  b e  u n c la s sifia b le  ( Q u i n l a n  19 9 3 ). T o  o v e rc o m e  th is  p r o b le m  
C 4 .5  c o n ta in s  te c h n iq u e s  fo r  in d u c in g  f r o m  in c o m p le te  in fo r m a t io n . T h i s  is 
p a r t ic u la r ly  re le v a n t fo r  m a n y  re a l w o r ld  p ro b le m s  because m is s in g  in fo r m a ­
t io n  is c o m m o n  d u e  to  p o o r  d a ta  c o lle c tio n  o r a n  in a b ilit y  t o  p e r fo r m  c e rta in  
te sts n e e d e d  to  d e te rm in e  c e rta in  a t t r ib u t e  v a lu e s . Q u i n l a n  (19 9 3 ) a d o p ts  a 
p r o b a b lis tic  a p p ro a c h  w h e re  th e  in fo r m a tio n  h e u ris tic  used to  d e te rm in e  th e  
s u it a b ilit y  o f  a  p a r tic u la r  a t t r ib u t e  is a lte re d  to  ta k e  in to  a c c o u n t t h a t  fr a c ­
t io n  o f  th e  t r a in in g  e x a m p le s  c o n ta in in g  a n  u n k n o w n  v a lu e  fo r  th is  a t t r i b u t e . 
T h e  g a in  m e a s u re m e n t is a lte re d  t o :
g a i n ( X )  is F  x  ( i n f o ( T )  - i n f o * ( T ) )  
w h e re  T  is th e  tr a in in g  set a n d  F  is th e  fr a c tio n : 
cases w ith  value o f  X  known
m
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T h e  in fo r m a t io n  h e u ris tic  used t o  id e n t ify  th e  b e st a t t r i b u t e  t o  s p lit th e  
tr a in in g  set ( i n f o x ( T ) )  is a m e n d e d  so t h a t  th e  cases w i t h  u n k n o w n  va lu e s o f 
X  are tr e a te d  as a se p a ra te  g r o u p . W h e n  a t t r i b u t e  X  has b e e n  d e te r m in e d , 
a n d  T  is fo u n d  to  c o n ta in  cases w i t h  u n k n o w n  va lu e s o f  X ,  th e  subsets 
are a m e n d e d  so t h a t  cla ss ific a tio n  c a n  b e  a c h ie v e d  u s in g  p r o b a b ilitie s . T o  
a c h ie ve  th is  each case in  a subset is g iv e n  a p r o b a b ilit y  w e ig h t. I f  X  fo r  t h a t  
case is k n o w n  th e n  th is  w e ig h t =  1 : each u n k n o w n  case is a d d e d  to  e v e r y  
su bse t w i t h  a w e ig h t w h ic h  is c a lc u la te d  b y  th e  fr a c tio n :
num ber o f  know n cases in  Ti 
| T |  — num ber o f  unknow n cases
T h i s  su bse t is n o w  c o n sid e re d  t o  c o n ta in  a fr a c tio n a l n u m b e r  o f  cases: 
so t h a t  \T\ fo r  a n y  f u t u r e  in fo r m a tio n  c a lc u la tio n s  is a s u m  o f  th e  p r o b a b il­
i t y  w e ig h ts  o f  a ll th e  cases in  th is  su b s e t. T h i s  p ro c e d u re  is g e n e ra lise d  so 
t h a t  a fr a c tio n a l case f r o m  a p re v io u s  s p lit is assigned to  a f u r t h e r  su bset b y  
m u l t i p l y i n g  th e  p r o b a b ilit y  w e ig h t f r o m  th e  c u rre n t s p lit b y  th e  s u m  o f th e  
w e ig h ts  o f  cases in  T  k n o w n  to  h a v e  th e  re le v a n t v a lu e  o f X  d iv id e d  b y  th e  
s u m  o f w e ig h ts  o f  cases w i t h  a n y  k n o w n  v a lu e  o f X .  I f  a n  u n se e n  e x a m p le  to  
b e  classified b y  th e  d e c isio n  tre e  has u n k n o w n  va lu e s fo r  a n  a t t r i b u t e , all p o s ­
sib le p a th s  are fo llo w e d , e v e n tu a lly  g iv in g  a p r o b a b ilit y  d is t r ib u t io n  fo r  th e  
p re d ic te d  c la s s ific a tio n . C 4 .5  chooses th e  class w i t h  th e  h ig h e s t p r o b a b ilit y  
as t h a t  u sed  t o  c la ssify th e  un se e n e x a m p le .
C 4 .5  also c o n ta in s  a p ro c e d u re  t o  re d u c e  th e  n u m b e r  o f  b ra n c h e s i f  a c a t­
e g o ric a l a t t r i b u t e  w i t h  m a n y  p o ssib le  va lu e s is chosen as th e  b e st a t t r i b u t e .
and |T | is the  to ta l num ber o f examples in  the tra in in g  set.
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T h e  va lu e s are g ro u p e d  in t o  subsets a n d  th e  in fo r m a tio n  g a in  h e u ris tic  is 
a p p lie d  to  tr a in in g  e x a m p le s  c o rre s p o n d in g  to  the se su bsets r a th e r  th a n  a 
sin gle v a lu e  o f  th e  a t t r ib u t e .
3.4 CART
C A R T  (C la s s ific a tio n  a n d  R e g re s s io n  T re e s ) ( B r i e m a n  et al 19 8 4 ) is a  d e c i­
sio n tre e  in d u c tio n  a lg o r ith m  w h ic h  sp lits  th e  t r a in in g  set in t o  tw o  subsets 
a t each n o d e . T h i s  b in a r y  tre e  is a sp ecial case o f th e  m u ltip le -b r a n c h  tre e  
p ro d u c e d  b y  I D 3  a n d  C 4 .5 . A t  each n o d e  th e  te st in d u c e d  b y  C A R T  m u s t 
c o n fo r m  to  th e  fo llo w in g  s ta n d a r d  set o f  ‘ q u e s tio n s ’ :
1 .  E a c h  s p lit  d e p e n d s o n  th e  v a lu e  o f o n ly  a single a t t r i b u t e
2 . I f  a n  a t t r i b u t e  is o r d e r e d , th e n  th e  q u e s tio n  has th e  fo r m :
{ Is  A  <  V ? }  e .g . Is a re a  <  45 ?
3. I f  a n  a t t r i b u t e  is c a te g o ric a l, w i t h  p ossible valu e s { v i , v 2, . . . , v n} ,  th e n  
th e  q u e s tio n  has th e  fo r m :
{ Is  A  (E S ? }  w h e re  S is a su bset o f  { v i , v 2, . . . , v n}  
e .g . Is sh a p e  in  { c ir c le ,s q u a r e }
T h e  tw o  b ra n c h e s f r o m  each n o d e , re p re s e n tin g  th e  L e f t  a n d  R i g h t  s u b ­
trees re s p e c tiv e ly , are la b e lle d  yes a n d  n o : y e s , fo r  th e  L e f t  s u b tre e  a n d  n o ,
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is area =< 45
class = false
is shape in {triangle}
class = true
F i g u r e  3 .2 : A  b in a r y  tre e  fo r  c la ss ifyin g  ‘ la rg e ’ tria n g le s
fo r  th e  R i g h t  s u b tre e . T h e  m i d p o in t  u se d  t o  s p lit o rd e re d  a ttr ib u te s  is fo u n d  
b y  a p p ly in g  th e  sam e p ro c e d u re  as discussed fo r  I D 3 .  C A R T  m ig h t h a v e  
in d u c e d  th e  b in a r y  tre e  illu s tr a te d  b y  fig u re  3 .2  fo r  th e  shapes tr a in in g  set 
used a b o v e .
A s  a m e a s u re  o f  i m p u r i t y , fo r  d e c id in g  o n  th e  b e st a t t r ib u t e  to  s p lit th e  
t r a in in g  s e t, C A R T  uses th e  G I N I  m e a s u re :
Gini(c) =  1
3
w h e re  c is th e  c u rre n t n o d e  a n d  P j  is th e  p r o b a b ilit y  o f  class j in  th e  set to  
b e  s p lit a t n o d e  c ( i n i t i a l l y  th e  w h o le  t r a in in g  set w h e n  th e  r o o t n o d e  is b e in g  
d e te r m in e d ). T h i s  m e a s u re  is also u sed  to  c a lc u la te  th e  a t t r ib u t e  a n d  v a lu e (s ) 
to  b e  used as th e  q u e s tio n  fo r m in g  n o d e  c. T h e  i m p u r i t y  o f  c a te g o ric a l 
a ttr ib u te s  uses t h e  a t t r ib u t e  su bset m e t h o d , w h ic h  is also u sed  b y  C 4 .5  fo r  
c a te g o ric a l a t tr ib u te s  c o n ta in in g  m a n y  v a lu e s . T h i s  m e th o d  ca lc u la te s th e  
i m p u r i t y  m e a s u re  fo r  each p o ssible  su bset o f  va lu e s a n d  p ic ks t t h e  b e st o n e .
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C A R T  p ic ks th e  b e s t a t t r ib u t e  a n d  v a lu e  d e s c rip tio n  once a ll th e  a t t r ib u te  
s p lits  o r subsets h a v e  b e e n  e v a lu a te d  b y  th e  G I N I  m e a s u re . A s  fo r  I D 3  a n d  
C 4 .5  th e  su bset s p lit t in g  is re c u rs iv e . T h e  b ra n c h  t e r m in a t io n  c rite rio n  fo r 
C A R T  uses a sig n ific a n c e  m e a s u re : a  set is n o t sp lit i f  i m p u r i t y  c a n n o t b e  
s ig n ific a n tly  re d u c e d  b y  a n y  s p lit . I n  th e  case o f  th e  su bse t re p re s e n te d  b y  
a te r m in a l n o d e  c o n ta in in g  e x a m p le s  b e lo n g in g  to  tw o  o r m o re  classes, th e  
class v a lu e  o f  th e  m o s t c o m m o n  class is ta k e n  as th e  class a ss ig n m e n t fo r 
t h a t  te r m in a l n o d e . I f  th e  m a x im u m  n u m b e r  is sh a re d  b y  tw o  o r m o re  class 
va lu e s th e n  a n  a r b i t r a r y  choice f r o m  the se class values is u se d  as th e  class 
la b e l.
D e c is io n  trees are c o n sid e re d  to  b e  d iffic u lt  fo r  h u m a n s  t o  u n d e r s ta n d , 
e s p e c ia lly  i f  t h e y  are v e r y  large a n d  c o n ta in  m a n y  s u b -b ra n c h e s  e m a n a tin g  
f r o m  each n o d e  (C e n d r o w s k a  1 9 8 7 ) . T o  o v e rc o m e  th is  m a n y  in d u c tio n  sys­
te m s  p re se n t d e r iv e d  c o n c e p t d e s c rip tio n s  as ru le s . In d e e d  C 4 .5  in c lu d e s a 
p ro c e d u re  fo r  d is p la y in g  each b ra n c h  as a single r u le . T h i s  p ro c e d u re  also a l­
lo w s a d iffe re n t f o r m  o f ‘ p r u n in g ’ w h e re  a t t r ib u t e  v a lu e  p a irs  m a y  b e  d r o p p e d  
f r o m  each r u le . C 4 .5  a n d  C A R T  b o t h  im p le m e n t va rio u s  ‘ p r u n in g ’ te c h n iq u e s 
t o  im p r o v e  th e  p e rfo rm a n c e  o f  th e  in d u c e d  decision tre e . T h e s e  a n d  o th e r  
te c h n iq u e s  u se d  t o  ‘ fin e  t u n e ’ d e c isio n  trees a n d  ru le  sets are discussed in  
c h a p te r 5. T h e  n e x t  c h a p te r discusses th o s e  a lg o rith m s  w h ic h  p re se n t th e ir  
answ ers as ru le s r a th e r  t h a n  d e c isio n tre e s .
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C h a p t e r  4
I n d u c t i o n  o f  D e c i s i o n  R u l e s  b y  
G e n e r a l i s a t i o n  a n d  
S p e c i a l i s a t i o n
4.1 Introduction
T h e  in d u c tio n  a lg o r ith m s  d e sc rib e d  in  th is  c h a p te r are m e m b e rs  o f  th e  “ g e n ­
e ra lis a tio n  a n d  s p e c ia lis a tio n ”  f a m ily  o f  in d u c tio n  a lg o rith m s  w h ic h  re p re se n t 
s o lu tio n s  to  th e  “ g e n e ra l c o v e rin g  p r o b le m ” ( H o n g  1 9 8 5 ), a m o re  fo r m a l de­
s c r ip tio n  o f th e  search fo r  rules a m o n g  th e  t r a in in g  e x a m p le s . T h e  c o ve rin g  
p r o b le m  is a search fo r  a c o v e r, cover(e/E'), w h ic h  ta ke s th e  f o r m  o f  a ru le  
t h a t  e x p la in s  h o w  th e  e x a m p le  e is d iffe re n t f r o m  th e  set o f  e x a m p le s  E. F i n d ­
in g  such a c o ve r is a  c o m p lic a te d  p r o b le m  w h ic h  is d e s c rib e d  as N P - H a r d .  
T h u s  a search fo r  a n  o p t im a l s o lu tio n  w ill  n o t b e  b e  p o ss ib le . T h e  s o lu tio n s 
p re s e n te d  b y  th e  a lg o r ith m s  d e sc rib e d  in  th is  p a p e r are “ g o o d ”  s o lu tio n s 
w h ic h  e m p lo y  h e u ris tic s  t o  fo cu s th e  search o n  th o se  k n o w le d g e  ite m s  w h ic h  
o ffe r b e t t e r  e x p la n a tio n s  o f th e  e x a m p le s . T h e  search space fo r  th is  p r o b le m
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in c lu d e s e v e r y  p o ss ib le  c o m b in a tio n  o f  th e  k n o w le d g e  ite m s  w h ic h  c o m p ris e  
th e  e x a m p le s : th e  search stra te g ie s e m p lo y e d  c o n tro l th e  g e n e ra tio n  o f the se 
c o m b in a tio n s  as w e ll as e v a lu a tio n  o f  h o w  g o o d  th e  c o m b in a tio n s  g e n e ra te d  
are a t d is tin g u is h in g  a n d  d e s c rib in g  th e  e x a m p le s . T h e  tw o  o p e ra tio n s  u sed  
to  g e n e ra te  c o m b in a tio n s  o f  k n o w le d g e  ite m s  are te r m e d  g e n e ra lis a tio n  a n d  
sp e c ia lis a tio n . G e n e r a lis a tio n  p ro d u c e s  c o m b in a tio n s  w h ic h  c a n  b e  used d is­
tin g u is h  a n d  d e sc rib e  m o re  e x a m p le s : s p e c ia lis a tio n  p ro d u c e s  c o m b in a tio n s  
w h ic h  can b e  u se d  t o  d is tin g u is h  a n d  d e sc rib e  fe w e r e x a m p le s . E a c h  in d u c ­
tio n  a lg o r ith m  re p re se n ts an a t t e m p t  t o  c o m b in e  the se o p e ra tio n s  to  p ro d u c e  
ru le s as e ffic ie n tly  as p o ss ib le . T h e  e v a lu a tio n  process a llo w s th e  g e n e ra li­
s a tio n  a n d  s p e c ia lis a tio n  o p e ra tio n s  t o  b e  d ire c te d  a t th e  m o s t p ro m is in g  
c o m b in a tio n s . T h i s  c h a p te r discusses each a lg o r ith m  in  te rm s  o f  th e  search 
s tra te g y  u se d .
4.2 Induction of Decision Rules using Propo­
sitional Logic
4 . 2 . 1  T h e  V L i  R e p r e s e n t a t i o n  L a n g u a g e
T h e  V L i  la n g u a g e  is used t o  d e sc rib e  e x a m p le s  o f th e  s o lu tio n s  a n  e x p e r t 
gives w h e n  p re s e n te d  w it h  v a rio u s  p ro b le m s  in  a le a rn in g  d o m a in . V L x  is 
a multi-valued variable logic language ( M ic h a ls k i a n d  C h ila u s k y  19 8 0 ) w h ic h  
is a n a lo g o u s t o  th e  a tt r ib u te -v a lu e  p a ir  k n o w le d g e  re p re s e n ta tio n s  fo u n d  in  
th e  I D 3  lit e r a t u r e . I n  th is  la n g u a g e  th e  t e r m  variable is u se d  t o  d escrib e 
th e  k n o w le d g e  ite m s  te r m e d  a ttr ib u te s  in  th e  I D 3  lite r a tu r e . V a r ia b le s  are 
m u lti-v a lu e d  b e c a u se  each one has a set o f  va lu e s associate d  w i t h  i t .  E x a m -
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pies are p re s e n te d  as c o n ju n c tio n s  o f  v a ria b le s  w i t h  each v a ria b le  lin k e d  to  
o n e  v a lu e  f r o m  i.ts v a lu e  se t. E x a m p l e s  are a lw a y s  assigned t o  a class w h ic h  
re p re se n ts t h e  d e c isio n  re a c h e d  b y  t h e  e x p e r t  i f  th e  c o n d itio n s  re p re s e n te d  
b y  th e  c o n ju n c tio n  o f  v a ria b le s  w as fo u n d . E x a m p le s  are o fte n  p re s e n te d  
in  ta b le s : ta b le  4 .1  show s th e  v a ria b le  values a n d  cla ssificatio n s fo r  a s m a ll 
n u m b e r  o f  m u s h r o o m s . C o n ju n c tio n s  o f v a ria b le s  in  c o n c e p t d e s c rip tio n s  can 
c o n ta in  a lis t o f  va lu e s lin k e d  b y  lo g ic a l O R .  T h e  b asic k n o w le d g e  it e m  in  
V L i  is th e  selector  w h ic h  is d e fin e d  as fo llo w s :
[xi #  R ]
w h e re  X{ is a v a r ia b le , R  is th e  reference  (a  lis t o f  one o r m o re  v a ria b le s  
f r o m  th e  v a lu e  set o f  Xi),  a n d  d e no te s a re la tio n a l o p e r a to r  f r o m  th e  set 
{ = , < > , > = , = < , <  , > } .  A  c o n ju n c tio n  o f selectors is te r m e d  a complex a n d  
a d is ju n c tio n  o f c o m p le x e s  is te r m e d  a cover. T h e  g o al o f  th e  A Q  series o f  
in d u c tio n  a lg o r ith m s  t o  fin d  a  set o f  covers w h ic h  succeed in  d is tin g u is h in g  
d iffe re n t classes o f  e x a m p le s . T h e  covers are lin k e d  w it h  a c la ss ific a tio n  b y  
u s in g  th e  o p e r a to r . C o v e rs  p re s e n te d  in  th is  w a y  are  u se d  as c o n c e p t
r e c o g n itio n  ru le s fo r  c la s s ify in g  u n se e n  e x a m p le s . T h e  c o n c e p t r e c o g n itio n  
ru le  fo r  c la s s ify in g  F l y  A g a r ic  m u s h ro o m s  is g iv e n  b e lo w :
[cap_colour =  red] &  [spots =  yes] &  [s p o t-c o lo u r =  w h ite ]
V
[cap_colour =  o ra ng e ] : : >  [class =  fly  agaric]
A l l  o f  th e  a lg o r ith m s  d e s c rib e d  in  th is  se c tio n  use th e  V L i  re p re s e n ta tio n
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c a p .c o lo u r c a p _ d ia m e te r sp o ts sp o t_ c o lo u r ste m _ co lo u r rin g v o lv a class
re d 15 yes w h ite w h ite yes yes f ly  agaric
o ra n g e 12 n o n o n e w h ite yes yes f ly  agaric
o liv e 15 yes w h ite o liv e yes yes d e a th  cap
o liv e 12 yes w h ite w h ite yes yes d e a th  cap
re d 10 yes y e llo w y e llo w yes yes ce a sa r’ s
re d 8 n o n o n e w h ite n o n o sickener
T a b le  4 .1 :  V L i  e xp re ssio n s fo r  d e s c rib in g  s ix  m u s h ro o m s
la n g u a g e . T h i s  is in  c o n tra s t t o  th e  a lg o rith m s  d e sc rib e d  in  th e  n e x t  se c tio n  
w h ic h  use a ric h e r re p re s e n ta tio n  la n g u a g e  w h ic h  c a n  in c lu d e  p re d ic a te s  a n d  
fu n c tio n s  as w e ll as a t t r ib u te s . T h e  fo llo w in g  a lg o rith m s  a ll search fo r  covers 
w it h in  th e  d e s c rip tio n  space b u ilt  f r o m  th e  e x a m p le s . A  d iscu ssio n o f th e  
d iffe re n t a p p ro a c h e s used b y  each a lg o r ith m  is p re s e n te d  b e lo w , a lo n g  w i t h  
a d iscu ssio n o f th e  p r o b le m (s )  t h a t  th e  a lg o r ith m  w as de sig ne d  to  o v e rc o m e .
4 . 2 . 2  A Q 1 1
T h e  A Q 1 1  ( M ic h a ls k i a n d  C h ila u s k y  19 8 0 , M ic k a ls k i a n d  L a r s o n  1 9 7 8 )  a l­
g o r it h m  is th e  sim p le s t v e rs io n  o f th e  g e n e ra lis a tio n -s p e c ia lis a tio n  s o lu tio n  
t o  th e  g e n e ra l c o ve ra g e  p r o b le m . T h e  steps p re s e n te d  b e lo w  are th e  b asic 
steps u se d  b y  th e  firs t tw o  a lg o r ith m s  in  th is  se c tio n  w h ile  H C V  uses th e  
e x te n s io n  m a t r i x  a p p ro a c h . T h i s  a lg o r ith m  is also re fe rre d  to  as A Q R  ( C l a r k  
a n d  N i b l e t t  19 8 8 )
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L e t  P O S  b e  a set o f  p o s itiv e  e x a m p le s  o f class C  
L e t  N E G  b e  a set o f  n e g a tiv e  e x a m p le s  o f  class C
P r o c e d u r e  A Q R ( P O S ,  N E G )
L e t  C O V E R  b e  th e  e m p t y  c o ve r
W h i l e  C O V E R  does n o t c o ve r a ll e x a m p le s  in  P O S
Sele ct a S E E D  ( A  p o s itiv e  e x a m p le  n o t c o ve re d  b y  C O V E R ) .
L e t  S T A R  b e  S T A R ( S E E D ,  N E G )  ( A  set o f  c o m p le x e s  t h a t  c o ve r S E E D  b u t 
c o ve r n o  c o m p le x e s  in  N E G )
L e t  B E S T  b e  th e  b e st c o m p le x  in  S T A R  a c c o rd in g  to  u s e r-d e fin e d  c rite ria  
A d d  B E S T  as a n  e x t r a  d is ju n c t to  C O V E R  
R e t u r n  C O V E R .
P r o c e d u r e  S T A R ( S E E D ,  N E G )
L e t  S T A R  b e  th e  set c o n ta in in g  th e  e m p t y  c o m p le x
W h i l e  a n y  c o m p le x  in  S T A R  covers som e n e g a tiv e  e x a m p le s  in  N E G ,
Sele ct a n e g a tiv e  e x a m p le  E neg c o ve re d  b y  a c o m p le x  in  S T A R .
S p e c ia lize  c o m p le x e s  in  S T A R  to  e x c lu d e  E neg b y :
L e t  E X T E N S I O N  b e  a ll selectors t h a t  c o ve r S E E D  b u t  n o t  E neg 
L e t  S T A R  b e  th e  set { x  A y \ x  £  S T A R , y  £  E X T E N S I O N }
(c o n s tru c t a n e w  s ta r b y  s p e c ia lizin g  th e  c o m p le xe s  fo u n d  in  th e  o ld  
s ta r b y  th o s e  c o m p le x e s  w h ic h  d o  n o t c o ve r th e  n e g a tiv e  e x a m p le )
R e m o v e  a ll r e d u n d a n t c o m p le xe s in  S T A R  
R e p e a t u n t il  th e  size  o f  S T A R  = <  maxstar  ( A  user d e fin e d  m a x i m u m )
R e m o v e  th e  w o rs t c o m p le x  fr o m  S T A R  
R e t u r n  S T A R .
T h i s  a lg o r ith m  acqu ire s covers fo r  each class in  a m u lti-c o n c e p t le a rn in g  
s y s te m  in  t u r n . T h e  set N E G  w ill  c o n ta in  a ll e x a m p le s  w h ic h  b e lo n g  to  
classes o th e r  th a n  th e  class b e in g  a c q u ire d  a t th e  tim e . A Q 1 1  im p le m e n ts  
th is  A Q R  a lg o r ith m  b y  r e ta in in g  th o se  c o m p le x e s  w h ic h  are m a x i m a l l y  g e n ­
e ra l ( u s u a lly  th o se  c o m p le x e s  w h ic h  c o n ta in  th e  fe w e st n u m b e r  o f  se lectors) 
a n d  th o s e  c o m p le x e s  w h ic h  are m a x i m a l l y  specific (u s u a lly  th o s e  c o m p le xe s
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c o n ta in in g  th e  la rg e s t n u m b e r  o f  se le c to rs): a ll o th e r  c o m p le xe s  can b e  g e n ­
e ra te d  f r o m  the se  tw o  sets. T h u s  th e  n u m b e r  o f  c o m p le xe s  is k e p t t o  a 
m i n i m u m . I n  th is  w a y  th e  c o m b in a to r ia l n a tu r e  o f  th e  d e s c rip tio n  space is 
o v e rc o m e . E x a m p le s  are p re s e n te d  to  th e  c o m p le x e s  in  the se tw o  sets in  a n  
a t t e m p t  t o  specialise th e  m a x i m a l l y  g e n e ra l set a n d  generalise th e  m a x i m a l l y  
specific se t. E x a m p l e s  are p re s e n te d  a c c o rd in g  to  a d is ta n c e  m e a s u re  f r o m  
th e  seed p o s itiv e  e x a m p le , m e a s u re d  b y  c o u n tin g  th e  n u m b e r  o f  a ttr ib u te s  
w i t h  d iffe re n t v a lu e s . I f  th e  chosen e x a m p le  is p o s itiv e  th e  c o m p le x e s  in  
t h e  m a x i m a l l y  specific set are g e ne ra lise d  t o  in c lu d e  c o ve ra g e  o f th e  n e w  
p o s itiv e  e x a m p le . I f  th e  chosen e x a m p le  is n e g a tiv e , th e  c o m p le x e s  in  th e  
m a x i m a l l y  g e n e ra l set are sp ecialise d t o  e x c lu d e  co ve ra g e  o f  th e  n e w  n e g a tiv e  
e x a m p le . S p e c ia lis a tio n  in v o lv e s  a d d in g  th o se  selectors in  th e  n e w  p o s itiv e  
e x a m p le  t o  a n  e x is tin g  c o m p le x  to  e x te n d  its  coverag e t o  t h a t  p o s itiv e  e x ­
a m p le . G e n e r a lis a tio n  in v o lv e s  r e m o v in g  selectors w h ic h  a llo w  a n y  c o m p le x  
t o  c o ve r th e  n e g a tiv e  e x a m p le . A f t e r  each k n o w le d g e  t r a n s fo r m a tio n  step 
th e  sets are u p d a t e d  to  c o n ta in  o n l y  th e  m a x i m a l l y  specific a n d  m a x im a lly  
g e n e ra l c o m p le x e s . T h e  b e st c o ve r is fo u n d  b y  d is ju n c tiv e ly  c o m b in in g  th e  
c o m p le x e s  w h e n  the se  tw o  sets b e c o m e  th e  sam e ( i .e  w h e n  th e  g e n e ra lis a tio n  
a n d  s p e c ia lis a tio n  processes m e e t)
A Q 11  also a p p lie s a c o n fir m a tio n  m e a s u re  to  selectors in  th e  e x a m p le s  
a n d  ru le s . T h i s  m e a s u re  is used to  m a n a g e  u n c e r ta in ty  w h e re  selectors w i t h  
a lo w e r weight (m e a s u re  o f im p o r ta n c e ) ca n b e  d is c o u n te d  i f  th e re  va lu e s are 
u n k n o w n .
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4 . 2 . 3  H C V  -  A n  E x t e n s i o n  M a t r i x  I n d u c t i o n  A l g o ­
r i t h m
T h e  H C V  in d u c tio n  a lg o r ith m  ( W u  19 9 3 ) uses th e  E x t e n s i o n  M a t r i x  s o lu tio n  
t o  th e  g e n e ra l coverag e p r o b le m  to  in d u c e  d e c isio n  ru le s f r o m  tr a in in g  e x a m ­
ples d e s c rib e d  in  th e  sam e v a ria b le -v a lu e d  lo g ic  la n g u a g e  as th e  A Q  series o f  
a lg o r ith m s  discussed a b o v e . T h e  e x te n s io n  m a t r i x  a p p ro a c h  e x tr a c ts  ru le s 
b y  se arc h in g  fo r  d is ju n c tiv e  e xpression s t h a t  c o n ta in  a t t r ib u te -v a lu e  p a irs  
w h ic h  d is tin g u is h  e x a m p le s  in  th e  n e g a tiv e  su bse t f r o m  e x a m p le s  in  th e  p o s ­
it iv e  su b s e t. A n  e x te n s io n  m a t r i x  is p ro d u c e d  fo r  each p o s itiv e  e x a m p le  in  
t u r n . T h i s  e x te n s io n  m a t r i x  c o n ta in s  all th e  a t t r i b u t e  v a lu e  p a irs  w h ic h  d is­
tin g u is h  th e  p o s itiv e  e x a m p le s  fr o m  a ll th e  n e g a tiv e  e x a m p le s . D is ju n c t iv e  
e xp re ssio n s are fo u n d  b y  c o m b in in g  the se a t t r i b u t e  v a lu e  p a irs b y  lo g ic a l O R .  
T h e  in d u c tio n  o f  rules b y  th e  e x te n s io n  m a t r i x  a p p ro a c h  ca n b e  e x p la in e d  
b y  th e  fo llo w in g  e x a m p le  ( Z e le z n ik o w  et al 19 9 5 )
T a b le s  4 .3  a n d  4 .4  re p re s e n t th e  n e g a tiv e  e x a m p le s  a n d  p o s itiv e  e x a m p le s , 
r e s p e c tiv e ly , o f  a  sm a ll tr a in in g  set ta k e n  f r o m  th e  le g al d o m a in . T h e  c o lu m n s  
o f each ta b le  re p re se n t th e  a ttr ib u te s  used to  d e fin e  th e  d o m a in , a n d  each 
ro w  re p re se n ts a single t r a in in g  e x a m p le  d e fin e d  b y  its  a p p r o p r ia te  a t t r ib u t e -  
v a lu e  p a irs . T h e  a ttr ib u te s  used t o  d e fin e  th e  d o m a in  a re: A g e , H e a l t h  a n d  
P a r e n t in g  D e s ir e ; a n d  th e  classification s a s c rib e d  t o  each e x a m p le  are can 
work ( p o s itiv e )  a n d  cannot work ( n e g a tiv e ) .
T h e  e x te n s io n  m a t r i x  p ro d u c e d  fo r  e x a m p le  f l  ( E M f l )  is s h o w n  in  ta b le
4 .5 . I n i t i a l l y  th e  e x te n s io n  w ill  c o n ta in  a ll a t t r i b u t e  va lu e s w h ic h  are fo u n d  in  
th e  n e g a tiv e  e x a m p le s . B y  c o m p a rin g  the se va lu e s w i t h  th e  a t t r i b u t e  va lu e s
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E x a m p l e  I D A g e H e a l t h P a r e n t in g  D e s ire
n l y o u n g m in o r  p e r m  p r o b le m fu ll  t im e
n 2 y o u n g m in o r  p e r m  p r o b le m f u ll  t im e
n3 m id d le  age m a jo r  p e r m  p r o b le m no n e
n 4 e ld e rly m in o r  p e r m  p r o b le m n o n e
T a b le  4 .2 : N e g a t iv e  e x a m p le s  - C a n n o t  W o r k
E x a m p l e  I D A g e H e a l t h P a r e n tin g  D e s ire
f l y o u n g e x c e lle n t n o n e
f 2 m id d le  age e x c e lle n t n o n e
T a b le  4 .3 : P o s itiv e  e x a m p le s  - C a n  W o r k
fo u n d  in  e x a m p le  f l ,  th e  a t t r ib u t e  va lu e s w h ic h  ca n b e  u sed  t o  d is tin g u is h  
f l  fr o m  a ll th e  n e g a tiv e  e x a m p le s  are fo u n d : th e  sh a re d  a t t r i b u t e  v a lu e  p a irs 
are d e c la re d  “ d e a d ” a n d  ta k e  n o  f u r t h e r  p a r t  in  ru le  e x tr a c t io n .
A  d is ju n c tiv e  e x p re s s io n  e x tr a c te d  f r o m  th is  e x te n s io n  m a t r i x  w ill  p r o ­
d u c e  a ru le  fo r  te s tin g  w h e th e r  unseen e x a m p le s  b e lo n g  to  t h e  n e g a tiv e  class 
( cannot work) in  th is  case. A  d is ju n c tiv e  e x p re s s io n  is b u ilt  b y  e x a m in in g  
“ p a th s ” t h r o u g h  th e  e x te n s io n  m a t r i x . A  p a t h  consists o f o n e  a t t r i b u t e  v a lu e  
p a ir  f r o m  each r o w  o f th e  e x te n s io n  m a t r i x . A  single e x te n s io n  m a t r i x  can 
th u s  c o n ta in  m a n y  p a th s . T w o  are g iv e n  b e lo w :
p a t h l :  [A g e  =  m id d le  a g e , A g e  =  e ld e r ly , P a r e n tin g  D e s ir e  =  fu ll  t im e ,
P a r e n tin g  D e s ir e  =  fu ll  tim e ]
36
A g e H e a l t h P a r e n tin g  D e s ire
dead m in o r  p e r m  p r o b le m f u ll  tim e
dead m a jo r  p e r m  p r o b le m f u ll  t im e
m id d le  age m a jo r  p e r m  p r o b le m dead
e ld e rly m in o r  p e r m  p r o b le m dead
T a b le  4 .4 : E x t e n s i o n  M a t r i x  fo r  e x a m p le  f l
p a t h 2 : [H e a lth  =  m i n o r  p e r m  p r o b le m , H e a l t h  =  m a jo r  p e r m  p r o b le m ,
H e a lt h  =  m a jo r  p e r m  p r o b le m , H e a l t h  =  m in o r  p e r m  p ro b le m ]
T h e  rules p ro d u c e d  f r o m  th e se  p a th s  a re:
i f  [A g e  =  m id d le  age o r e ld e rly ] O R  [P a r e n tin g  D e s ire  =  fu ll  tim e ] th e n  
[class =  c a n n o t w o rk ]
i f  [ H e a lt h  =  m a jo r  p e r m  p r o b le m  o r m in o r  p e r m  p ro b le m ] th e n  
[class =  c a n n o t w o rk ]
S u c h  ru le s are fo u n d  b y  c re a tin g  e x te n s io n  m a tric e s  fo r  each e x a m p le  in  
th e  p o s itiv e  su b s e t. T h e  t e r m  intersecting group is used to  d e n o te  a set o f  
e x a m p le s  w h o se  e x te n s io n  m a tric e s  share a c o m m o n  p a t h . A  ru le  e x tr a c te d  
f r o m  th is  c o m m o n  p a t h  w ill  d is tin g u is h  a ll th e  p o s itiv e  e x a m p le s  in  th e  in ­
te rs e c tin g  g ro u p  fr o m  a ll th e  n e g a tiv e  e x a m p le s .
T h e  g o a l o f  th e  H C V  a lg o r it h m  is to  fin d  th e  m o s t c o m p a c t ru le  f r o m  each 
in te rs e c tin g  g r o u p . E x t e n s i o n  m a tric e s  are p r o d u c e d  fo r  each e x a m p le  so t h a t  
th e  p o s itiv e  su bset can b e  p a r titio n e d  in to  the se  in te rs e c tin g  g ro u p s . R u le s
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can b e  e x tr a c te d  fr o m  th e  c o m m o n  p a th s  fo u n d  in  th e  e x te n s io n  m a tric e s  o f 
each in te rs e c tin g  g r o u p . A n  in te rs e c tin g  g ro u p  m a y  c o n ta in  m o re  t h a n  one 
c o m m o n  p a t h ; th e  m o s t c o m p a c t ru le  can b e  fo u n d  b y  ch oosin g  th e  c o m m o n  
p a t h  w h ic h  c o n ta in s  th e  fe w e s t a ttr ib u te s . T h e  ru le  w h ic h  ca n b e  u se d  to  
d is tin g u is h  a ll o f  th e  p o s itiv e  e x a m p le s  f r o m  a ll o f  th e  n e g a tiv e  e x a m p le s  is 
th e  c o n ju n c tio n  o f each ru le  p ro d u c e d  f r o m  th e  in te rs e c tin g  g ro u p s .
T h e  e x te n s io n  m a t r i x  a p p r o a c h , in c o r p o r a te d  in  th e  H C V  a lg o r it h m , r e p ­
resents a s im p le  in d u c tiv e  le a rn in g  s y s te m  w h ic h  is c o m p u t a t io n a lly  in e x p e n ­
sive  a n d  p ro d u c e s  rules w h ic h  are c o n s is te n tly  m o re  c o m p a c t th a n  th e  trees 
p r o d u c e d  b y  a lg o rith m s  o f  th e  I D 3  t y p e  ( W u  19 9 3 ).
4.3 Induction o f Decision Rules using Pred­
icate Logic
A l l  o f  th e  a b o v e  in d u c tio n  a lg o r ith m s  use a p r o p o s itio n a l logic la n g u a g e  based 
o n  a t t r ib u te -v a lu e  p a irs to  re p re se n t th e  e x a m p le s  w h ic h  are to  b e  searched 
fo r  d e c isio n  rules a n d  also t o  re p re se n t th e  d e c isio n  rules th e m s e lv e s . T h i s  
re p re s e n ta tio n  is su ffic ie n t t o  de scrib e  m a n y  d o m a in s  o f e x p e r t re a s o n in g . 
H o w e v e r , in d u c tio n  in  a n  in c re a s in g  n u m b e r  o f  e x p e r t  d o m a in s  re q u ire s  a 
la n g u a g e  w h ic h  is c a p a b le  o f  d e s c rib in g  re la tio n s h ip s  b e tw e e n  d iffe re n t c o m ­
p o n e n ts  o f  a n  e x a m p le . T h i s  has le d  t o  th e  d e v e lo p m e n t o f  a n u m b e r  o f 
in d u c tio n  sy ste m s w h ic h  re p re s e n t e x a m p le s  in  a F i r s t  O r d e r  P r e d ic a te  L o g ic  
la n g u a g e . T h e  la n g u a g e  u sed  a n d  th e  a lg o r ith m s  are discussed b e lo w .
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4 . 3 . 1  T h e  V L 21 R e p r e s e n t a t i o n  L a n g u a g e
T h e  V L 2i  la n g u a g e  (M ic h a ls k i (1 9 8 0 ) )  is a  m u lt i-v a lu e d  firs t o rd e r p re d ic a te  
lo g ic  la n g u a g e  w h ic h  re p re se n ts e x a m p le s  as structured objects w h ic h  consist 
o f  a n u m b e r  o f  c o m p o n e n ts . T h e s e  c o m p o n e n ts  are u n iq u e ly  id e n tifie d  b y  
variables ( T h i s  is in  c o n tra s t t o  V L i  w h e re  a “ v a r ia b le ” is a n a lo g o u s t o  an 
a t t r i b u t e  in  th e  I D 3  lit e r a t u r e ) . T h e  basic k n o w le d g e  it e m  in  V L 21 is s till 
te r m e d  a se le c to r; h o w e v e r th e  selectors in  V L 21 are  m o re  c o m p le x  th a n  se­
le c to rs fo u n d  in  V L i .  A  V L 21 v e rs io n  o f th e  firs t f ly  agaric m u s h r o o m  used 
t o  illu s tr a te  th e  V L i  la n g u a g e  is g iv e n  b e lo w :
e x is ts  M u s h r o o m ,S t e m ,C a p ,S p o t s  [ h a s ( M u s h r o o m ,C a p ,S t e m ,S p o t s ) ]  
[s h a p e (C a p ) =  circle] [d ia m e te r (C a p )  =  15]
[c o lo u r (C a p ) =  red ] [ o n t o p ( C a p ,S t e m ) ]
[le n g th (S te m ) =  1 0 ][c o lo u r (S te m ) =  w h ite ]
[h a s _ s p o ts (C a p , S p o ts )] [c o lo u r( S p o ts ) =  w h ite ]
[ h a s ( S t e m ,R in g ) ] [ h a s ( S t e m ,V o lv a ) ]  : : >
[c la s s (M u s h ro o m ) =  fly  agaric]
T h i s  m u s h r o o m  has fiv e  c o m p o n e n ts , id e n tifie d  b y  th e  v a ria b le s  C a p , 
S t e m , S p o t s , R in g  a n d  V o l v a . V a ria b le s  a lw a y s  f o r m  th e  a rg u m e n ts  o f  selec­
to r s . Se le cto rs can b e  s im p le  o r c o m p le x ; s im p le  selectors are a t t r i b u t e  v a lu e  
p a irs  w h ic h  de scrib e  o n e  p r o p e r t y  o f  o n e  s u b -o b je c t o f  th e  e x a m p le . C o m p le x  
selectors d e sc rib e  re la tio n s h ip s  b e tw e e n  d iffe re n t s u b -o b je c ts  o f  a n  e x a m p le . 
S e le c to rs c a n  b e  o f  th re e  ty p e s  :-  a ttr ib u te s  (s im p le  se le c to rs), p re d ic a te s  o r 
fu n c tio n s  (c o m p le x  se le c to rs ). T h e s e  ty p e s  are  d e sc rib e d  in  ta b le  4 .6 .
T h e  e x a m p le s  a b o v e  sh o w  th e  differences b e tw e e n  th e  fo rm s  o f  th e  th re e
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e x a m p le selector t y p e E n g lis h  tr a n s la tio n
[d ia m e t e r (C a p )  =  10] a t t r ib u te th e  d ia m e te r o f 
th e  C a p  is 10  c m
[o n to p ( C a p , S te m )] p re d ic a te th e  C a p
is a b o v e  th e  S te m
[ d i s t a n c e ( P a r t l ,P a r t 2 )  =  4] fu n c tio n th e  d ista n c e  b e tw e e n  
P a r t i  a n d  P a r t 2  is 4 c m
T a b le  4 .5 : T y p e s  o f selectors p o ssible  in  V L 21
k in d s  o f se lectors. A t t r i b u t e s  can o n ly  ta k e  o n e  v a ria b le  as a n  a r g u m e n t a n d  
h a v e  o n e  v a lu e . P re d ic a te s  c a n  h a v e  a n y  n u m b e r  o f  va ria b le s as a rg u m e n ts  
a n d  a lw a y s  h a v e  th e  v a lu e  tr u e . F u n c tio n s  are s im ila r to  p re d ic a te s  in  h a v in g  
m a n y  v a ria b le s  as a rg u m e n ts  b u t the se are r e la te d  to  a n  a c tu a l v a lu e  (o th e r  
t h a n  tr u e  o r fa ls e ). T h e  v a lu e  o f a n  a t t r ib u t e  o r fu n c tio n  can in c lu d e  in te r n a l 
d is ju n c tio n  w h ic h  ta ke s th e  fo r m  o f a lis t w h e re  th e  in d iv id u a l va lu e s are 
lin k e d  b y  O R .  T h e  referee o f  a n  a t t r ib u t e  o r fu n c tio n  ca n b e  lin k e d  to  its 
v a lu e  b y  th e  sam e set o f  r e la tio n a l o p e ra to rs  as th e  selectors in  V L i
Se le cto rs are c o m b in e d  to  fo r m  e xp re ssio n s b y  b o t h  d is ju n c tio n  a n d  c o n ­
j u n c t io n . A n  e x p re s s io n  re p re se n ts th e  f u ll  c o lle c tio n  o f p ro p e rtie s  t h a t  c o m ­
p rise  a tr a in in g  e x a m p le  o r c o n c e p t d e s c r ip tio n . T h e r e  are tw o  ty p e s  o f 
e x p re s s io n : a to m ic  e xp re s sio n s (a .e x p re s s io n s ) a n d  c o m p o u n d  e xp re ssio n s 
(c .e x p r e s s io n s ). A .e x p r e s s io n s  are u sed  to  re p re se n t tr a in in g  e x a m p le s  a n d  
c a n n o t c o n ta in  d is ju n c tiv e  s ta te m e n ts  (w h ic h  d e sc rib e  p o ssible  choices o f  a t ­
t r ib u t e  v a lu e s ) C o m p o u n d  e xpression s are u sed  to  re p re se n t c o n c e p t rules
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a n d  so c a n  c o n ta in  d is ju n c tio n . T h e  c o n c e p t ru le  fo r  re c o g n is in g  f ly  agaric 
m u s h ro o m s  is g iv e n  b e lo w :
[c o lo u r ( C a p )  =  r e d ][h a s _ s p o ts (C a p ,S p o ts )] [c o lo u r (S p o ts ) =  w h ite ]
V
[c o lo u r ( C a p )  =  o rang e] : : >
[c la s s (M u s h r o o m ) =  f ly  agaric]
T e s tin g  e xpre ssio n s fo r  coverag e p re se n ts a p r o b le m  w h ic h  is u n iq u e  to  
P r e d ic a te  L o g ic  in d u c tio n  s y s te m s , th e  p r o b le m  o f p a t t e r n  m a t c h in g . T w o  
selectors in  V L 2i  are  said  to  m a tc h  i f  th e  fo llo w in g  c o n d itio n s  are m e t ( E s ­
p o s ito  e t a l 19 9 2 ):
•  T h e  referee o f  th e  selectors m u s t b e  th e  sam e
•  A  c o n s iste n t b in d in g  m u s t e x is t b e tw e e n  th e  va ria b le s a p p e a rin g  as a r­
g u m e n ts  in  th e  se lectors.
•  T h e  referen ce set o f  th e  se lector to  b e  m a tc h e d  m u s t b e  less ge ne ral 
th a n  th e  se lector it  is t o  b e  c o m p a re d  w i t h .
M a t c h in g  e xpre ssio n s c o n s istin g  o f  m o re  t h a n  one se lector is m o re  c o m ­
p lic a te d  d e s c rib e d  as N P - C o m p l e t e  b y  E s p o s it o  et al ( 1 9 9 2 ) . T h i s  m a tc h  is 
a c h ie v e d  b y  s p littin g  th e  e xp re s sio n  in t o  tw o  “ s u b -e xp re s s io n s ” . T h e  firs t 
s u b -e x p re s s io n  c o n ta in s  selectors o rd e re d  as fo llo w s : th e  firs t se le c to r is th e  
se le c to r w i t h  th e  la rg e s t n u m b e r  o f  a r g u m e n ts ; th e  n e x t  is th e  se le cto r w i t h  
n e x t  la rg e s t n u m b e r  o f  a r g u m e n ts , w i t h  th e  e x t r a  c o n d itio n  t h a t  n o n e  o f th e  
v a ria b le s  in  th is  se le cto r h a v e  a p p e a re d  in  th e  a n y  p re v io u s  se le cto rs. T h e  
o th e r  s u b -e x p re s s io n  c o n ta in s  all th e  r e m a in in g  selectors. T h i s  a llo w s m a tc h ­
in g  t o  c o n c e n tra te  o n  le s s-lik e ly  selectors so t h a t  th e  m a tc h in g  process can
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g iv e  u p  q u ic k ly  i f  tw o  e xpre ssio n s d o  n o t m a tc h  .(S e le c to rs  c o n ta in in g  m a n y  
a rg u m e n ts  are ra re r t h a n  selectors c o n ta in in g  fe w  a r g u m e n ts .)
4 . 3 . 2  I N D U C E
T h e  I N D U C E  a lg o r it h m  ( M ic h a ls k i 19 8 3 ) in d u c e s c o n c e p t r e c o g n itio n  ru le s 
f r o m  t r a in in g  e x a m p le s  p re se n te d  as V L 2i  a .e x p re s s io n s . T h e  a lg o r ith m  
searches fo r  c o n c e p t re c o g n itio n  rules in  th e  space o f  p o ss ib le  e xpre ssio n s 
w h ic h  ca n b e  g e n e ra te d  fr o m  a single p o s itiv e  e x a m p le . T h e  sam e p rin c ip le  
o f coverag e is u sed  to  g u id e  th e  search fo r  u s e fu l e xp re s sio n s. T h e  m o s t use­
f u l e xp re s sio n  is o n e  w h ic h  covers all th e  p o s itiv e  e x a m p le s  a n d  n o n e  o f th e  
n e g a tiv e  e x a m p le s . I n i t i a l l y  a ll selectors in  th e  seed e x a m p le  are processed 
fo r  co ve rag e  in d i v i d u a l l y  a n d  a  u s e r-d e fin e d  p e rc e n ta g e  o f  “ b e s t”  selectors is 
re ta in e d  fo r  f u t u r e  c o ve ra g e  e v a lu a tio n . E a c h  se lector in  th is  lis t o f  “ b e s t” 
selectors (te r m e d  a p a r t ia l  s ta r) is specialise d b y  th e  a d d itio n  o f  o n e  se lector 
f r o m  th e  o rig in a l se t. S p e c ia lis a tio n  is used to  l im it  co ve ra g e  o f th e  n e g a tiv e  
e x a m p le s , a n d  th e  re s u lt o f th is  process is th e  set o f  sh o rte s t a_expressions 
w h ic h  c o ve r n o  n e g a tiv e  e x a m p le s . S p e c ia lis a tio n  o f  th is  n a tu r e  is c o m b i­
n a to r ia l b u t  th e  r e te n tio n  o f  o n ly  a p e rc e n ta g e  o f  th e  b e st e xpre ssio n s in  
th e  p a r t ia l  s ta r p re v e n ts  g e n e ra tio n  o f  a  la rg e  n u m b e r  o f  n e w  e xp re s s io n s . 
T h e  a p p lic a tio n  o f a n o th e r  u s e r-d e fin e d  c rite rio n  te r m in a te s  th e  sp ecialisa­
tio n  process w h e n  a sp e cifie d  n u m b e r  o f  c o n s iste n t e x p re s sio n  are f o u n d . 
T h e  e xpre ssio n s p r o d u c e d  b y  th is  ste p  are g e ne ra lise d  b y  a p o w e r fu l set o f 
g e n e ra lis a tio n  ru le s t h a t  e ith e r d r o p  c o n d itio n s  fr o m  th e  e xp re ssio n s o r a d d  
in te r n a l d is ju n c tio n  to  th e  va lu e s o f a ttr ib u te s  a n d  fu n c tio n s . T h e s e  ru le s 
are g u id e d  b y  b a c k g r o u n d  k n o w le d g e  t h a t  describes th e  t y p e  a n d  p o ssib le
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va lu e s o f  th e  selectors u sed  t o  d e fin e  th e  p r o b le m  sp a c e , a llo w in g  each g e n ­
e ra lis a tio n  ru le  to  o p e ra te  o n  th e  c o rre c t t y p e  o f  se lectors. G e n e r a lis a tio n  
is u sed  t o  e x te n d  th e  co ve ra g e  o f e xp re ssio n s in  th e  p a r t ia l  s ta r so t h a t  as 
m a n y  p o s itiv e  e x a m p le s  are c o ve re d  as p o ss ib le . T h e  re s u ltin g  c o n c e p t rules 
are  d is ju n c tio n s  o f  th e  e xpre ssio n s t h a t  r e m a in  a fte r  th e  g e n e ra lis a tio n  s te p . 
T h e s e  c o n c e p t ru le s m a y  n o t c o ve r a ll o f  th e  p o s itiv e  e x a m p le s . I n  th is  case, 
a ll th e  e x a m p le s  c o ve re d  b y  th e  e x is tin g  c o n c e p t ru le s are r e m o v e d , a n e w  
seed is chosen a t r a n d o m  f r o m  th e  r e m a in in g  e x a m p le s  a n d  th e  a lg o r ith m ic  
steps are re p e a te d  fo r  th is  n e w  seed. T h e  re s u ltin g  c o n c e p t ru le s e t w ill  th u s  
c o ve r all p o s itiv e  e x a m p le s . T h e  a lg o r ith m  used a t each le a rn in g  ite r a tio n  is 
also k n o w n  as th e  S T A R  a lg o r it h m , because th e  r e s u ltin g  c o n c e p t rules are 
d e fin e d  as th e  s t a r ( e | E )  i .e . a ll c o n c e p t d e s c rip tio n s  f r o m  th e  seed e x a m p le  e 
w h ic h  d o  n o t c o ve r a n y  e x a m p le s  in  set E  (u s u a lly  th e  n e g a tiv e  e x a m p le s ).
T h e  steps o f I N D U C E  are g iv e n  b e lo w . T h e s e  s h o u ld  b e  re p e a te d  in  t u r n  
fo r  m u lti-c o n c e p t le a r n in g , w i t h  each c o n c e p t b e c o m in g  th e  ta r g e t c o n c e p t 
fo r  each ite r a tio n  o f th e  a lg o r ith m .
1 . F o r  th e  ta r g e t c o n c e p t s p lit th e  t r a in in g  e x a m p le s  in to  2 su b s e ts, a 
p o s itiv e  su bset c o n ta in in g  all e x a m p le s  b e lo n g in g  to  th e  ta r g e t c o n c e p t 
a n d  a n e g a tiv e  su bset c o n ta in in g  a ll e x a m p le s  b e lo n g in g  to  c o nce pts 
o th e r  th a n  th e  ta r g e t c o n c e p t.
2 . R a n d o m l y  select a sin gle  e x a m p le  fr o m  th e  p o s itiv e  su bset t o  b e  u se d  
as a seed  e x a m p le
3. T a k e  each k n o w le d g e  it e m  o f  th is  seed e x a m p le  in  t u r n  a n d  fin d  its 
co ve ra g e  score
4 . O r d e r  th e  k n o w le d g e  ite m s  b y  1 ) a sc e n d in g  n e g a tiv e  co ve ra g e  score a n d  
2 ) d e sc e n d in g  p o s itiv e  c o ve ra g e  score . A  k n o w le d g e  it e m  fo u n d  in  n o  
n e g a tiv e  e x a m p le s  a n d  a ll p o s itiv e  e x a m p le s  is th e  m o s t fa v o u r a b le . 
In c lu d e  o n l y  th o s e  k n o w le d g e  ite m s  w i t h i n  a p re -d e fin e d  ra n g e  (s ta r tin g
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f r o m  th e  b e s t)  in  fu r t h e r  p ro c e ss in g . T h i s  o rd e re d  lis t is te r m e d  th e  
p a r t ia l  s ta r.
5. R E P E A T
( a )  R e m o v e  s o lu tio n s  i .e  k n o w le d g e  ite m s  fo u n d  in  n o  n e g a tiv e  a n d  all 
p o s itiv e  e x a m p le s . T h e s e  so lu tio n s  w ill  b e  in c lu d e d  in  th e  c o n c e p t 
ru le s e t.
( b )  R e m o v e  c o n s iste n t k n o w le d g e  ite m s  i.e  k n o w le d g e  ite m s  w h ic h  are 
fo u n d  in  n o  n e g a tiv e  e x a m p le s , t o  a se p a ra te  lis t o f  c o n s iste n t k n o w l­
edge ite m s .
(c ) E a c h  r e m a in in g  k n o w le d g e  it e m  is sp ecialise d b y  c o m b in in g  it  w i t h  
k n o w le d g e  ite m s  w h ic h  o c c u p y  in fe r io r  p o s itio n s  in  th e  p a r t ia l  s ta r.
U N T I L  th e  n u m b e r  o f d esired  c o n s iste n t k n o w le d g e  ite m s  is re a c h e d .
6 . E a c h  k n o w le d g e  it e m  o n  th e  C o n s is te n t list p ro d u c e d  b y  ste p  5b is 
g e n e ra lise d  b y  a p p ly in g  th e  fo llo w in g  g e n e ra lis a tio n  rules
( a )  T h e  e x te n s io n  a g a in s t ru le
( b )  T h e  clo sing  in te r v a l ru le
(c ) T h e  c lim b in g  g e n e ra lis a tio n  tre e  ru le
7 .  S o lu tio n s  are re m o v e d  a n d  a d d e d  to  th e  c o n c e p t ru le  se t.
4 . 3 . 3  R I G E L :  S e e d  S e l e c t i o n  a n d  L o o k - A h e a d  H e u r i s ­
t i c  S e a r c h
T h e  R I G E L  I n d u c t iv e  L e a r n in g  s y s te m  ( G e m e llo  e t al 1 9 9 1 )  in c o rp o ra te s  v a r ­
ious h e u ris tic  stra te g ie s to  o p tim is e  th e  h ill-c lim b in g  search s tr a te g y  o f  th e  
S T A R  a lg o r ith m  used b y  I N D U C E .  T h e s e  stra te g ie s are 1 ) a p r io r i e v a lu a tio n  
o f  th e  p o s itiv e  e x a m p le  set to  id e n t ify  th e  b e st e x a m p le  t o  use as th e  seed 
a n d  2 ) a lo o k  a h e a d  s tr a te g y  to  d e te rm in e  th e  b e st k n o w le d g e  tr a n s fo r m a tio n  
s tr a te g y  to  u se , a c c o rd in g  t o  th e  sta te  o f  th e  c u rre n t search space. T h e s e  fe a ­
tu re s  d is tin g u is h  R I G E L  f r o m  le a rn in g  sy ste m s t h a t  c o n fo rm  t o  a t r a d it io n a l 
a lg o r ith m ic  f o r m  ( A Q ,  I N D U C E ,  I D 3  e tc ) in  w h ic h  a n u m b e r  o f p ro c e d u re s
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are  e x e c u te d  in  sequence a n d  re p e a te d  u n t il  a g o al has b e e n  re a c h e d . T h e  
h e u ris tic s  t h a t  R I G E L  uses t o  g u id e  its  search stra te g ie s are d e s c rib e d  u s in g  
a heuristic description language. E a c h  h e u ris tic  is re p re s e n te d  as a n  e x p re s ­
sio n lin k in g  m e m b e rs  fr o m  a set o f  f u z z y  lin g u is tic  va ria b le s  t h a t  d e sc rib e  
s ta tis tic s  r e la tin g  t o  th e  s ta te  o f  th e  search space. H e u r is tic s  are  a p p lie d  
t o  each fo r m u la  o f  th e  p a r tia l  s ta r b e fo re  a n y  k n o w le d g e  tr a n s fo r m a tio n  is 
a p p lie d  ( R I G E L  uses th e  V L 2 re p re s e n ta tio n  la n g u a g e : a form ula  in  R I G E L  
is a n a lo g o u s to  a complex  in  A Q ) .  T h e  sta tis tic s  a p p lic a b le  t o  each fo r m u la  
in c lu d e  c o v e ra g e , q u a n tific a tio n , a n d  th e  le n g th  o f  th e  fo r m u la . E x a m p le s  o f 
th e  lin g u is tic  v a ria b le s  w h ic h  R I G E L  uses are g iv e n  in  ta b le  4 .6 .
v a ria b le d e s c rip tio n
h ig h p o s covers m a n y  p o s itiv e  e x a m p le s
lo w p o s covers fe w  p o s itiv e  e x a m p le s
lo w n e g covers fe w  n e g a tiv e  e x a m p le s
lo w le n g th c o n ta in s  fe w  selectors
q u a n t is n u m e r ic a lly  o r u n iv e r s a lly  q u a n tifie d
to o g e n c o n ta in s  som e selectors w i t h  m a n y  d is ju n c tiv e  valu e s
n o q u a n t is n o t q u a n tifie d
T a b le  4 .6 : L in g u i s t ic  v a ria b le s  used in  R I G E L
E a c h  lin g u is tic  v a ria b le  is re la te d  to  a re a l n u m b e r  in  th e  in te r v a l { 0 ,1 }
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F i g u r e  4 .1 :  T h e  r e la tio n s h ip  b e tw e e n  h ig h p o s  a n d  p o s itiv e  coverag e
t h a t  re p re se n ts th e  “ t r u t h ” v a lu e  o f  th e  search s ta tis tic  m e a s u re d . F o r  e x a m ­
p le , highpos d escribes h o w  a r a tio  w h ic h  m e asu res p o s itiv e  co ve rag e  is re la te d  
t o  th e  in te r v a l { 0 ,1 } .  T h i s  r a tio  is th e  n u m b e r  o f  p o s itiv e  e x a m p le s  c o ve re d  
b y  a fo r m u la  d iv id e d  b y  th e  t o t a l n u m b e r  o f  p o s itiv e  e x a m p le s . F i g u r e  4 .1  
show s a m o re  precise d e s c rip tio n  o f  th e  t r u t h  v a lu e  o f h ig h p o s .
H e u r is tic s  are re p re se n te d  b y  e xp re ssio n s w h ic h  are c o n s tru c te d  b y  c o n ­
n e c tin g  the se  lin g u is tic  v a ria b le s  u s in g  ( A N D ,  O R  a n d  N O T )
Choosing The Best Example To Use As the Seed
In d u c t io n  a lg o r ith m s  t h a t  use p re d ic a te  log ic as a k n o w le d g e  re p re s e n ta tio n  
la n g u a g e  ca n b e  m o re  p ro n e  t o  p r o d u c in g  s m a ll d is ju n c ts  th a n  th o se  w h ic h  
use a t t r ib u te - v a lu e  p a irs . T h i s  is because th e  a p p lic a tio n  o f sp e c ia lis a tio n  
a n d  g e n e ra lis a tio n  is lim it e d  to  selectors fo u n d  in  o n l y  o n e  e x a m p le . I t  is i m ­
p o ssible  to  w id e n  th e  scope o f th e  a lg o r ith m  to  a p p ly  the se tr a n s fo r m a tio n s
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t o  a ll selectors in  th e  p o s itiv e  e x a m p le s  (as in  C N 2  - see c h a p te r 5 ) because 
o f  th e  p r o b le m  o f id e n tify in g  w h e th e r  a v a ria b le  f r o m  a d iffe re n t e x a m p le  is 
th e  sam e as o r d iffe re n t f r o m  a v a r ia b le  o f  th e  seed. T h u s  c h o o sin g  a g o o d  
seed f r o m  w h ic h  t o  s ta r t th e  in d u c tio n  process can im p r o v e  th e  o v e ra ll classi­
fic a tio n  a c c u ra c y  o f  th e  in d u c e d  ru le s e t. C h o o s in g  a p o o r  (u n r e p r e s e n ta tiv e ) 
e x a m p le  e a r ly  in  th e  in d u c tiv e  process c a n  le a d  t o  a ru le  w h ic h  covers n o t 
o n ly  t h a t  u n r e p r e s e n ta tiv e  e x a m p le , b u t  a s m a ll n u m b e r  o f  m o re  re p re s e n ta ­
t iv e  e x a m p le s . T h e  ru le  in d u c e d  f r o m  th e  n e x t  ite r a tio n  o f th e  e x a m p le s  w ill  
also o n ly  c o ve r a sm a ll n u m b e r  o f  e x a m p le s . I n  th is  w a y  a d is ju n c tiv e  c o ve r 
ca n c o n ta in  m a n y  s m a ll d is ju n c ts . H o w e v e r , i f  each ite r a tio n  o f  th e  a lg o r ith m  
uses th e  b e st seed p re s e n t in  th e  r e m a in in g  u n c o v e re d  e x a m p le s  th e n  a m o re  
concise ru le  set w ill  b e  o b ta in e d . T h e  firs t ru le  in d u c e d  w ill  c o ve r th e  m o s t 
e x a m p le s  a n d  ru le s in d u c e s s u b s e q u e n tly  w ill  c o ve r p ro g re s s iv e ly  fe w e r e x a m ­
p le s. T h e  r e s u ltin g  ru le s e t w ill consist o f  a fe w  la rge  d is ju n c ts  d e s c rib in g  th e  
ty p ic a l aspects o f  a c o n c e p t a n d  as fe w  as p o ssible  s m a ll d is ju n c ts  d e sc rib in g  
h o w  u n r e p r e s e n ta tiv e  e x a m p le s  are e x c e p tio n s  t o  th e  t y p ic a l ru le s .
T h e  seed se le c tio n  process used b y  R I G E L  in v o lv e s  a p p ly in g  th e  fo llo w in g  
h e u ris tic  to  each single se lector in  th e  p o s itiv e  e x a m p le s :
(h ig h p o s  A N D  (lo w n e g  O R  0 .9 ))
T h i s  h e u ris tic  fa v o u rs  selectors w h ic h  c o ve r m a n y  p o s itiv e  e x a m p le s  a n d  
fe w  n e g a tiv e  e x a m p le s . T h e  0 .9  in  th e  r ig h t h a n d  side lo w e rs th e  score o f 
selectors w h ic h  c o ve r m a n y  p o s itiv e  e x a m p le s  (h ig h p o s ) a n d  m a n y  n e g a tiv e  
e x a m p le s  (fo r  w h ic h  lo w n e g  is 0 ) . T h e  selectors are s o rte d  in  d e sc e n d in g  o rd e r
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f r o m  th e  se lector t h a t  scores b e st a c c o rd in g  to  th e  seed se le c tio n  h e u ris tic . 
P o o r  selectors are  e lim in a te d  f r o m  c o n s id e ra tio n  b y  a user d e fin e d  th r e s h o ld . 
( F o r  e x a m p le  i f  th e  th re s h o ld  w as set a t 0 .3 , a n y  selectors sc o rin g  less t h a n  
th is  w o u ld  b e  r e m o v e d .)  T h e  p o s itiv e  e x a m p le s  are  e v a lu a te d  b y  c o u n tin g  
h o w  m a n y  r e m a in in g  (g o o d ) selectors are  fo u n d  in  each e x a m p le . T h e  e x ­
a m p le  c o n ta in in g  th e  m o s t is used as th e  seed. I f  th e re  is m o re  th a n  one 
“ b e s t”  e x a m p le  th e n  th e  set o f  g o o d  selectors is s p lit in to  subsets o rd e re d  
a c c o rd in g  to  th e  seed se le ctio n h e u ris tic . E a c h  su bset c o n ta in s  a ll selectors 
w i t h  th e  sam e seed se le ctio n score. T h e  “ c o m p e tin g ” e x a m p le s  are e v a lu a te d  
b y  c o m p a ris o n  w i t h  th e  b e st su bset a n d  each su cceeding su bse t in  t u r n  u n t il  
one e x a m p le  scores m o re  t h a n  a ll th e  o th e rs . I f  th is  process does n o t y ie ld  
a sin gle b e st e x a m p le  th e n  th e  seed e x a m p le  is chosen a t r a n d o m  fr o m  th e  
r e m a in in g  c o m p e tito r s .
Look-Ahead Search and Knowledge Transformation
W h e n  th e  seed e x a m p le  has b e e n  id e n tifie d  b y  th e  a b o v e  p r o c e d u r e , R I G E L ’ s 
lo o k -a h e a d  search s tr a te g y  is a p p lie d  in i t i a l l y  to  a p a r t ia l  s ta r c o n ta in in g  f o r ­
m u la e  w h ic h  consist o f  a single se lector f r o m  th e  seed. T h i s  ste p  is also p e r ­
fo r m e d  b y  I N D U C E .  H o w e v e r , w h e re a s I N D U C E  specialises each fo r m u la  u n ­
t i l  a set o f  fo r m u la e  w h ic h  c o ve r n o  n e g a tiv e  e x a m p le s  is f o u n d , a n d  th e n  g e n ­
eralises the se fo r m u la e  t o  e x te n d  th e  c o ve ra g e  o f p o s itiv e  e x a m p le s , R I G E L  
uses a n u m b e r  o f  h e u ris tic s  t o  d e te rm in e  w h ic h  k n o w le d g e  tr a n s fo r m a tio n  
w ill  p ro d u c e  th e  m o s t p ro m is in g  re s u lts fo r  each fo r m u la  in  th e  p a r tia l  s ta r. 
R I G E L  also uses a d iffe re n t set o f  g e n e ra lis a tio n  a n d  sp e c ia lis a tio n  o p e ra tio n s
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from INDUCE. There are 3 specialisation operations:
1 . A  se le cto r is a d d e d  to  a fo r m u la  i f  it  c o n ta in s a v a r ia b le  a lre a d y  p re se n t 
in  th e  fo r m u la
2 . A  se lector is a d d e d  to  a fo r m u la  i f  n o  v a ria b le s  are sh a re d
3. Q u a n t if ic a t io n  is a p p lie d  to  a n  u n q u a n tifie d  fo r m u la  b y  a n a ly s in g  h o w  
m a n y  tim e s  th e  in d iv id u a l selectors o f  th e  fo r m u la  a p p e a r in  th e  p o s ­
it iv e  e x a m p le s . T h i s  gives a n  in d ic a tio n  o f h o w  m a n y  tim e s  a fo r m u la  
s h o u ld  a p p e a r in  a n  un se e n e x a m p le . F o r m u la e  o f  th is  t y p e  c o n fo r m  to  
th e  fo llo w in g  E n g lis h  s ta te m e n t: “ T h e  c la ss ific a tio n  is p o s itiv e  i f  th e re  
e x is t b e tw e e n  3 a n d  5 b la c k  squares in  th e  u n se e n  e x a m p le ” . T h i s  tr a n s ­
fo r m a t io n  is a n  e x a m p le  o f c o n s tr u c tiv e  in d u c tio n  b ecause th e  re s u ltin g  
fo r m u la  is n o t p re se n t in  th e  o rig in a l re p re s e n ta tio n .
T h e r e  is o n e  m a in  g e n e ra lis a tio n  o p e r a tio n  w h ic h  is d e sc rib e d  b e lo w . ( T h e  
is o la tio n  o f  sin gle selectors f r o m  th e  seed e x a m p le  is also a g e n e ra lis a tio n  b u t  
it  is n o t re le v a n t t o  th e  lo o k -a h e a d  s tr a te g y )
1 . T h e  re fe re n c e  set o f  a se lector is e x te n te d  t o  in c o r p o r a te  th o se  values 
o f  th e  d o m a in  b a c k g ro u n d  k n o w le d g e  w h ic h  d o  n o t a p p e a r in  n e g a tiv e  
e x a m p le s . In c lu d in g  o n l y  th e se  va lu e s in  th e  re fe re n c e  set allo w s th is  
g e n e ra lis a tio n  t o  a v o id  o v e r-g e n e ra lis in g  th e  se le cto r a n d  th u s  c o v e rin g  
n e g a tiv e  e x a m p le s . T h i s  o p e r a tio n  can also b e  a lte re d  to  in c lu d e  v a l­
ues w h ic h  c o ve r fe w  n e g a tiv e  e x a m p le s , th u s  a llo w in g  th e  g e n e ra tio n  o f 
p r o b a b lis tic  rules w h ic h  ca n d e a l w i t h  n o is y  d a t a .
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E a c h  o f  th e  a b o v e  o p e ra tio n s  has a c o n d itio n  o f  a p p lic a b ility  a ss o c ia te d  
w i t h  i t .  T h e s e  c o n d itio n s  are re p re se n te d  u s in g  th e  h e u ris tic  d e s c rip tio n  
la n g u a g e  d e s c rib e d  a b o v e . E a c h  c o n d itio n  has a th r e s h o ld , b e lo w  w h ic h  th e  
o p e r a tio n  w ill  n o t b e  p e r fo r m e d . E a c h  fo r m u la  in  th e  p a r t ia l  s ta r is e v a lu a te d  
to  a s c e rta in  w h ic h  o p e ra tio n s  s h o u ld  b e  p e r fo r m e d . I n  th is  w a y  n e w  fo r m u la e  
are o n l y  c o n s tru c te d  i f  t h e y  are m o re  successful o r s im p le r t h a n  th e  o rig in a l 
fo r m u la .
T h e  s p e c ia lis a tio n  o f  fo r m u la e  w i t h  n o  c o m m o n  va ria b le s  is p e r fo r m e d  
o n ly  i f  t h e  se lector to  b e  a d d e d  scores a b o v e  th e  user d e fin e d  th re s h o ld  fo r  
th e  fo llo w in g  h e u ris tic :
(h ig h p o s  A N D  lo w le n g th )
T h u s  th is  s p e c ia lis a tio n  is d ire c te d  to w a rd s  s h o rt fo rm u la e  w h ic h  c o ve r 
a la rg e  n u m b e r  o f  p o s itiv e  e x a m p le s . T h e  q u a n tific a tio n  s p e c ia lis a tio n  is 
c o n tro lle d  b y  a h e u ris tic  w h ic h  pre fe rs sh o rt fo r m u la e  w i t h  n o  q u a n tific a tio n  
w h ic h  c o v e r m a n y  p o s itiv e  e x a m p le s :
( n o q u a n t A N D  lo w le n g th  A N D  h ig h p o s )
T h e  g e n e ra lis a tio n  s tr a te g y  e m p lo y e d  b y  R I G E L  is d ire c te d  to  fo r m u la e  
w h ic h  c o v e r fe w  p o s itiv e  e x a m p le s  a n d  fe w  n e g a tiv e  e x a m p le s . T h e  va lu e s o f 
th e  selectors in  th e  fo rm u la e  s h o u ld  also n o t b e  to o  g e n e ra l:
50
(lowpos AND lowneg AND (NOT toogen))
A s  in  A Q  a n d  I N D U C E ,  R I G E L  has a b e a m  search s tr a te g y  w h ic h  fo ­
cuses th e  lo o k -a h e a d  h e u ris tic s  o n  th e  b e st fo r m u la e  in  th e  p a r tia l  s ta r . O n c e  
a ll th e  n e w  fo rm u la e  g e n e ra te d  b y  a p p ly in g  th e  a p p r o p r ia te  o p e ra tio n s  h a v e  
b e e n  a d d e d  to  th e  p a r t ia l  s ta r , its  c o n te n ts  are  o rd e re d  a c c o rd in g  t o  th e  fo l­
lo w in g  h e u ris tic :
(h ig h p o s  A N D  lo w le n g th  A N D  (lo w n e g  O R  (lo w le n g th  A N D  
( N O T  q u a n t ) ) ) )
T h i s  h e u ris tic  fa v o u rs  s h o rt fo rm u la e  w h ic h  c o ve r m a n y  p o s itiv e  e x a m p le s  
a n d  fe w  n e g a tiv e  e x a m p le s  o r s h o rt u n q u a n tifie d  fo rm u la e  w h ic h  c o ve r m a n y  
e x a m p le s . A  u s e r-g iv e n  th re s h o ld  is used to  re m o v e  th e  p o o re s t fo rm u la e  
f r o m  th e  p a r t ia l  s ta r.
T h e  stra te g ie s o u tlin e d  a b o v e  a llo w  th e  search to  b e  fo c u s e d  o n  fe w e r, 
m o re  s u ita b le  fo rm u la e  t h a n  th e  less fle x ib le  search s tra te g y  u sed  b y  I N ­
D U C E .  A s  m e n tio n e d  a b o v e  t h e  seed se le c tio n  m e a s u re  ensures t h a t  th e  
in d iv id u a l  selectors w h ic h  re p re se n t th e  in it ia l  search sta te  are th e  b e st p o s ­
sib le . T h u s  n o t o n ly  does th e  seed se le c tio n  m e a s u re  ensu re  t h a t  t h e  re s u ltin g  
ru le s e t c o n ta in s  as fe w  s m a ll d is ju n c ts  a p o s s ib le , b u t  s ta r tin g  f r o m  th e  b e st 
in it ia l  s ta te  also o p tim is e s  th e  search process.
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4.4 Inductive Logic Program m ing and The­
ory R evision
I n d u c t iv e  L o g ic  P r o g r a m m in g  ( I L P )  is th e  c o lle c tiv e  n a m e  g iv e n  to  a g ro u p  
o f p ro g ra m s  t h a t  use a p re d ic a te  ve rs io n  o f h o r n  clause log ic to  le a rn  rules 
f r o m  e x a m p le s  a n d  b a c k g r o u n d  k n o w le d g e  ( M o o n e y  a n d  C a l i f f  19 9 5 ). T h e  
p ro g ra m s  d iffe r f r o m  th e  I N D U C E  f a m ily  o f  in d u c tio n  a lg o rith m s  b y  p re s e n t­
in g  th e  in d u c e d  ru le s as lo g ic  p ro g ra m s  (u s u a lly  P R O L O G ) ,  w h e re  v a ria b le s  
p re se n t in  th e  h e a d  o f  a clause (o r r u le ) are lin k e d  t o  va ria b le s  in  th e  b o d y  
o f th e  c la u se , a n d  th e  b o d y  o f  th e  clause is used t o  ‘ p r o v e ’ th e  h e a d  o f  th e  
clause . T h e  h e a d  o f th e  c la u se , as w e ll as th e  c o m p o n e n ts  o f  th e  b o d y  are 
also te r m e d  relations. T h e  re la tio n a l n a tu r e  o f I L P  is th e  re a so n w h y  such 
p ro g ra m s  h a v e  b e e n u sed  in  th e  fie ld  o f  K n o w le d g e  D is c o v e r y  in  D a ta b a s e s  
( K D D ) .  In d e e d  D e  R a e d t  a n d  B r u y n o o g h e  (1 9 9 2 ) a rg u e  t h a t  I L P  a n d  K D D  
are in stan c e s o f a th e  m o re  g e n e ra l p r o b le m  o f  belief updating. T h i s  se ctio n 
w ill  r e v ie w  F O I L ,  a n  I L P  s y s te m  w h ic h  uses a n  in fo r m a tio n  t h e o r y  a p p ro a c h  
to  r e la tio n a l le a rn in g  a n d  C L I N T ,  a M u l t i - s t r a t e g y  th e o r y  re v is io n  s y s te m  
w h ic h  c o m b in e s I L P  w i t h  a b d u c tio n  in  a n  in te r a c tiv e  le a rn in g  e n v ir o n m e n t.
4 . 4 . 1  F O I L
F O I L  ( Q u i n l a n  19 9 0 ) is a n  I L P  s y s te m  w h ic h  in te g ra te s  stra te g ie s used b y  
b o t h  A Q  a n d  I D 3  to  so lve  th e  p r o b le m  o f  le a rn in g  h o r n  clause ru le s f r o m  
e x a m p le s  a n d  p re v io u s  d e fin itio n s  e xp re sse d  as r e la tio n a l s ta te m e n ts . T h e  
r e p re s e n ta tio n  la n g u a g e  is a su bset o f  th e  P R O L O G  la n g u a g e  a n d  as such 
is also less e xp re s s iv e  t h a n  V L 21. H o w e v e r  th e  lim ita tio n s  im p o s e d  o n  th is
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r e p re s e n ta tio n  a llo w  th e  in d u c tio n  o f  ru le s w i t h  a re c u rs iv e  c o m p o n e n t, w h ic h  
is n o t p o ss ib le  w i t h  V L 2i . H o r n  clause rules h a v e  o n ly  o n e  clause o n  th e  
L H S  (c o n s e q u e n t) a n d  o n ly  a llo w  th e  c o n ju n c tio n  o f clauses o n  th e  th e  R H S  
( a n te c e d e n t). H o w e v e r  clauses in  th e  r ig h t h a n d  side ca n b e  n e g a te d , fo r  
e x a m p le :
C  <— D  A  E  A  "i F  A  . . .
( C  is t r u e  i f  D  a n d  E  are tr u e  a n d  F  is n o t tr u e  . . . )
T h e  a b o v e  is a n  id e a lise d  p r o p o s itio n a l v e rs io n  o f  a h o r n  c la u se , in  th e  
r e s tric te d  f o r m  o f  P R O L O G  used b y  F O I L ,  clauses ta k e  th e  f o r m  o f  p re d ic a te s  
(o r  r e la tio n s ) w i t h  v a ria b le s . T h i s  gives th e  fo llo w in g  d e fin itio n  o f  a F O I L  
ru le :
P ( X l i X 2i . . . i X k) ^ L l i L 3 i . . . , L n
w h e re  P  is th e  ta rg e t p re d ic a te  w i t h  v a ria b le s  ( X [ ,  X 2, . . . ,  X k ) a n d  
L i ,  L 2, . . . ,  L n are clauses w h ic h  h a v e  b e e n  in d u c e d  b y  F O I L  to  d e fin e  th e  
ta r g e t p r e d ic a te , (th e s e  clauses are te r m e d  literals). T h i s  ru le  w o u ld  re p re ­
sent a n  intensional d e fin itio n  o f p re d ic a te  P ( X i , X 2 , . . .  ,Xk):  lis tin g  all th e  
p o ssib le  b in d in g s  fo r  th e  va ria b le s  w o u ld  c o n s titu te  a n  extensional d e fin itio n  
o f p re d ic a te  P ( X i , X 2 i . . .  , X k )  (ple ase  see th e  illu s tr a te d  le a rn in g  s itu a tio n  
b e lo w ) . E a c h  lite r a l o f  th e  R H S  ca n b e  one o f  th e  fo u r  fo llo w in g  fo r m s :
X j  =  X k 
X 3 +  Xk  
Q( V1} V2, . . . , V r )
^Q{ Vu V2>. . . , V r)
w h e re  th e  X^s are e x is tin g  v a ria b le s , th e  V^s are e x is tin g  o r n e w  v a ria b le s  
a n d  Q  is a r e la tio n . V a ria b le s  in  th e  p re d ic a te s  m u s t c o n ta in  a t least one
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e x is tin g  v a r ia b le . T h i s  r e s tr ic tio n  specifies t h a t  a n e w ly  in d u c e d  lite r a l s h o u ld  
h a v e  a  l i n k  t o  p re v io u s  lite r a ls . T h i s  l in k  w ill  th e n  u l t im a t e ly  c o n n e c t w i t h  
th e  v a ria b le s  in  th e  ta r g e t p re d ic a te .
T h e  ru le  g ro w in g  s tr a te g y  o f  F O I L  is s im ila r t o  t h a t  used b y  th e  A Q  f a m ­
i l y : lite ra ls  are a d d e d  t o  th e  R H S  u n t il  th e  ru le  covers n o  n e g a tiv e  e x a m p le s  
o f  th e  ta r g e t p re d ic a te . R e m a in in g  p o s itiv e  e x a m p le s  are c o ve re d  b y  n e w  
ru le s w i t h  th e  sam e ta r g e t p re d ic a te : th u s  d iffe re n t sections o f th e  tr a in in g  
set are c o ve re d  b y  d iffe re n t ru le s . T h e  t r a in in g  set fo r  F O I L  ta ke s th e  fo r m  
o f  e x te n s io n a l d e fin itio n s  o f  th e  ta r g e t p re d ic a te  s p lit in to  tw o  su bsets: a 
p o s itiv e  su bset fo r  w h ic h  in stan c e s o f th e  p re d ic a te  are t r u e , a n d  a n e g a tiv e  
su bse t c o n ta in in g  false in s ta n c e s . L it e r a ls  ta k e  th e  f o r m  o f  p re v io u s  d e fin i­
tio n s  fo r  w h ic h  th e re  is a c o m p le te  e x te n s io n a l d e fin itio n  g iv e n  as b a c k g r o u n d  
k n o w le d g e . T h e  e v a lu a tio n  o f  c a n d id a te  lite ra ls  fo r  a d d in g  to  a n  in c o m p le te  
ru le  is u n d e r ta k e n  b y  a n  in fo r m a tio n  h e u ris tic  w h ic h  is s im ila r to  t h a t  used 
b y  I D 3 to  a d d  n e w  a ttr ib u te s  t o  a d e cisio n tre e . T h e  ta rg e t p re d ic a te s  o f 
F O I L  can o n ly  b e  d e fin e d  in  te rm s  o f  tr u e  a n d  fa ls e , th u s  lik e  A Q ,  F O I L  is 
a sin gle  c o n c e p t le a rn e r.
A n  I l l u s t r a t i o n :  L e a r n i n g  t h e  A n c e s t o r  R e l a t i o n s h i p
F i g u r e  4 .2  d is p la y s  a s m a ll f a m i l y  tre e  s p a n n in g  fo u r  g e n e ra tio n s . T h i s  w ill  
b e  u sed  to  illu s tr a te  h o w  F O I L  b u ild s  a set o f  ru le s fo r  th e  r e la tio n s h ip :
a n c e s t o r ( X ,Y )
T h i s  is th e  ta r g e t r e la t io n , t h a t  w ill  a p p e a r as t h e  le ft h a n d  side o f  a n y  
in d u c e d  ru le s . T h e s e  in d u c e d  rules s h o u ld  b e  c a p a b le  o f  d e te r m in in g  t h a t
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fred = betsy
alan = pauline
colin =  fiona ann =  derek
brian
F i g u r e  4 .2 : A  s im p le  f a m i l y  tre e
b o t h  c o lin  ( fa th e r )  a n d  fre d  (g re a t g r a n d fa th e r )  are ancestors o f  b r ia n . T h e  
s ta r tin g  p o s itio n  fo r  F O I L  is a t r a in in g  set c o n ta in in g  n e g a tiv e  a n d  p o s i­
t iv e  e x a m p le s  o f  th e  a n c e s to r re la tio n s h ip  (th is  is a n  e x te n s io n a l d e fin itio n  
o f a n c e s t o r ( X ,Y ) ,  th e  ru le s in d u c e d  b y  F O I L  w o u ld  b e  a n  in te n s io n a l d e fi­
n it io n )  a n d  a set o f lite ra ls  w h ic h  are th e  p r e v io u s ly  d e fin e d  clauses w h ic h  
w ill  c o m p ris e  th e  R H S  o f  th e  a n c e s to r ru le s . T h e  e x te n s io n a l d e fin itio n  o f 
a n c e s t o r ( X ,Y )  is g iv e n  b e lo w :
P O S  =
< f r e d ,a l a n >  < f r e d ,c o l i n >  < f r e d ,a n n >  < f r e d ,b r i a n >
< b e t s y ,a l a n >  < b e t s y ,c o l i n >  < b e t s y ,a n n >  < b e t s y ,b r i a n >
< a l a n ,c o l i n >  < a l a n ,a n n >  < a l a n ,b r i a n >
< p a u l i n e ,c o l i n >  < p a u l i n e ,a n n >  < p a u l i n e ,b r i a n >
<  c o lin ,b r i  a n  >
< f i o n a ,b r i a n >
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N E G  =
< f r e d ,f r e d >  < f r e d ,b e t s y >  < f r e d ,p a u l i n e >  < f r e d ,f i o n a >  < f r e d ,d e r e k >  
< b e t s y ,b e t s y >  < b e t s y ,f r e d >  < b e t s y ,p a u l i n e >  < b e t s y , f io n a >  
< b e t s y ,d e r e k >
< a l a n ,a l a n >  < a l a n ,f r e d >  < a l a n ,b e t s y >  < a l a n ,p a u l i n e >  < a l a n ,f i o n a >  
< a l a n ,d e r e k >
< p a u l i n e ,p a u l i n e >  < p a u l i n e ,a l a n >  < p a u l i n e ,f r e d >  < p a u l i n e ,b e t s y >  
< p a u l i n e ,f i o n a >  < p a u l i n e ,d e r e k >
<  c o lin ,c o lin >  < c o l i n ,f r e d >  <  c o lin ,b e t s y >  < c o l i n ,a l a n >
< c o l i n ,p a u l i n e >  <  c o lin ,f io n a >  < c o l i n ,a n n >  < c o l i n ,d e r e k >
< f i o n a ,f i o n a >  < f i o n a ,f r e d >  < f i o n a ,b e t s y >  < f i o n a ,a l a n >
< f i o n a ,p a u l i n e >  < f i o n a ,c o l i n >  < f i o n a ,a n n >  < f i o n a ,d e r e k >
< b r a i n ,b r i a n >  < b r i a n ,f r e d >  < b r i a n ,b e t s y >  < b r i a n ,a l a n >
< b r i a n ,p a u l i n e >  < b r i a n ,c o l i n >  < b r i a n ,f i o n a >  < b r i a n ,a n n >
< b r i a n ,d e r e k >
T h e  lite r a l ‘ p a r e n t ( X ,Y ) ’ is also d e fin e d  e x te n s io n a lly . I t  consists o f  th e  
sam e p a irs as a n c e s t o r ( X ,Y )  b u t  th e  d is t r ib u t io n  o f  p o s itiv e  a n d  n e g a tiv e  
e x a m p le s  is d iffe re n t:
P O S  =
< f r e d ,a l a n >
< b e t s y ,a l a n >
< a l a n ,c o l i n >  < a l a n ,a n n >
< p a u l i n e ,c o l i n >  < p a u l i n e ,a n n >
<  c o lin , b ri a n  >
< f i o n a ,b r i a n >
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N E G  =
< f r e d ,f r e d >  < f r e d ,b e t s y >  < f r e d ,p a u l i n e >  < f r e d ,f i o n a >  < f r e d ,d e r e k >  
< f r e d ,c o l i n >  < f r e d ,a n n >  < f r e d ,b r i a n >
< b e t s y ,b e t s y >  < b e t s y ,f r e d >  < b e t s y ,p a u l i n e >  < b e t s y , f i o n a >  
< b e t s y ,d e r e k >  < b e t s y ,c o l i n >  < b e t s y ,a n n >  < b e t s y ,b r i a n >
< a l a n ,a l a n >  < a l a n ,f r e d >  < a l a n ,b e t s y >  < a l a n ,p a u l i n e >  < a l a n ,f i o n a >  
< a l a n ,d e r e k >  < a l a n ,b r i a n >
< p a u l i n e ,p a u l i n e >  < p a u lin e ,a la n >  < p a u l i n e ,f r e d >  < p a u l i n e ,b e t s y >  
< p a u l i n e ,f i o n a >  < p a u l i n e ,d e r e k >  < p a u l i n e ,b r i a n >
< c o l i n ,c o l i n >  < c o l i n ,f r e d >  < c o l i n ,b e t s y >  < c o l i n ,a l a n >
< c o l i n ,p a u l i n e >  < c o l i n ,f i o n a >  < c o l i n ,a n n >  < c o l i n ,d e r e k >
< f i o n a ,f i o n a >  < f i o n a ,f r e d >  < f i o n a ,b e t s y >  < f i o n a ,a l a n >
< f i o n a ,p a u l i n e >  < f i o n a ,c o l i n >  < f i o n a ,a n n >  < f i o n a ,d e r e k >
< b r i a n ,b r i a n >  < b r i a n ,f r e d >  < b r i a n ,b e t s y >  < b r i a n ,a l a n >
< b r i a n ,p a u l i n e >  < b r i a n ,c o l i n >  < b r i a n ,f i o n a >  < b r i a n ,a n n >
< b r i a n ,d e r e k >
T h e  firs t ste p  o f  th e  a lg o r ith m  is t o  choose th e  b e st lite r a l to  a d d  to  th e  
r ig h t h a n d  side o f  th e  ru le  b e in g  in d u c e d . T h e  best lite r a l is t h a t  w h ic h  has 
th e  h ig h e s t in fo r m a t io n  g a in , th e  m e a s u re m e n t o f  w h ic h  is discussed in  sec­
t io n  3 .2 . I n  th is  illu s tr a tio n  th e re  is o n l y  o n e  lite r a l ( p a r e n t ( X ,Y )  w h ic h  can 
b e  chosen. H o w e v e r  in  a m o re  th o r o u g h  d e s c rip tio n  o f  a f a m i l y  m a n y  o th e r  
re la tio n s h ip s  m a y  also b e  d e fin e d  b y  lite r a ls , such as fa t h e r , d a u g h te r , sister 
e tc . I f  p a r e n t ( X ,Y )  is a d d e d  to  th e  R H S  o f  th e  r u le , th is  firs t ru le  is c o m ­
p le te , since th e re  are n o  n e g a tiv e  e x a m p le s  c o v e re d , H o w e v e r  m o re  lite ra ls  
are n e e de d  i f  th e  ru le  s till covers n e g a tiv e  e x a m p le s . ( T h i s  is a n a lo g o u s th e  
sp e c ia lis a tio n  ste p  a n d  ru le  s to p p in g  h e u ris tic  o f  A Q  a n d  I N D U C E ) .  T h u s  
th e  firs t ru le  in d u c e d  b y  F O I L  fo r  a n c e s t o r ( X ,Y )  is:
a n c e s t o r ( X ,Y )  :-  p a r e n t ( X ,Y ) .
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However th is still leaves 8 positive exam ples uncovered:
< f r e d ,c o l i n >  < f r e d ,a n n >  < f r e d ,b r i a n >
< b e t s y ,c o l i n >  < b e t s y ,a n n >  < b e t s y ,b r i a n >
< a l a n ,b r i a n >
< p a u l i n e ,b r i a n >
T o  c o ve r th e s e , F O I L  in d u c e s fu r t h e r  ru le s , w it h  th e  tr a in in g  set n o w  c o n s ist­
in g  o f th e  sa m e  n e g a tiv e  e x a m p le s  a n d  th o se  p o s itiv e  e x a m p le s  n o t c o ve re d  
b y  th e  a b o v e  r u le . I f  th e  lite r a l se le c tio n  h e u ris tic  chose p a r e n t ( X ,Z ) ,  th e n  
th e  a lg o r ith m  w o u ld  e x p a n d  th e  a n c e s t o r ( X ,Y )  lite r a l to  g iv e  a set o f  tr ip le ts  
a d d in g  th e  t h i r d  v a ria b le  to  u n c o v e re d  p a ir s , g iv in g  a n e w  tr a in in g  s e t, o f  
w h ic h  p a r e n t ( Z ,Y )  covers:
P O S  =
< f r e d ,c o l i n ,a l a n >  < f r e d ,a n n ,a l a n >  < f r e d ,b r i a n ,c o l i n >
< b e t s y ,c o l i n ,a l a n >  < b e t s y ,a n n ,a l a n >  < b e t s y ,b r i a n ,c o l i n >  < a l a n ,b r i a n ,c o l i n >  
<  p a u lin e  ,b r i  a n , c o lin  >
< f r e d ,c o l i n ,p a u l i n e >  < b e t s y ,c o lin ,p a u lin e >
< a l a n ,b r i a n ,f i o n a >  < f r e d ,a n n ,p a u l i n e >
< b e t s y ,a n n ,p a u lin e >  < fre d  ,b r ia n  ,f i o n a >
< b e t s y ,b r i a n ,f i o n a >
N E G  =
< a l a n ,a l a n ,f r e d >  < a l a n ,a l a n ,b e t s y >  < c o l i n ,c o l i n ,a l a n >
< c o l i n ,c o l i n ,p a u l i n e >  < a n n ,a n n ,a l a n >  < a n n ,a n n ,p a u l i n e >  
< b r i a n ,b r i a n ,c o l i n >  < b r i a n ,b r i a n ,f i o n a >
E a c h  n e g a tiv e  e x a m p le  is d e fin e d  as such because th e  a n c e s t o r ( X ,Y )  re la ­
tio n s h ip  it  covers is in  th e  n e g a tiv e  su bse t o f  th e  e x te n s io n a l d e fin itio n  o f 
a n c e s t o r ( X ,Y )  ( fo r  e x a m p le  a n c e s to r (a la n ,a la n )) , th u s  th e  ru le :
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a n c e s t o r ( X ,Y )  p a r e n t ( Z ,Y ) .
nee ds f u r t h e r  lite ra ls  a d d e d . I n  th is  case th e  lite r a l a n c e s t o r ( X ,Z )  is a d d e d  
to  p ro d u c e  th e  re c u rs ive  ru le :
a n c e s t o r ( X ,Y )  p a r e n t ( Z ,Y ) ,a n c e s t o r ( X ,Z ) .
T h i s  p ro d u c e s  a fu r t h e r  n e w  t r a in in g  set:
P O S  =
< f r e d ,c o l i n ,a l a n >  < f r e d ,a n n ,a l a n >  < f r e d ,b r i a n ,c o l i n >
< b e t s y ,c o l i n ,a l a n >  < b e t s y ,a n n ,a l a n >  < b e t s y ,b r i a n ,c o l i n >  
< a l a n ,b r i a n ,c o l i n >
< p a u l i n e ,b r i a n ,c o l i n >
w h ic h  c o n ta in s  o n ly  p o s itiv e  tr ip le ts . T h e s e  t w o  rules c o m b in e d  c o ve r 
a ll o f  th e  p o s itiv e  e x te n s io n a l d e fin itio n s  o f a n c e s t o r ( X ,Y )  a n d  n o n e  o f  th e  
n e g a tiv e  o n e s. So th e  fin a l in te n s io n a l d e fin itio n  o f  a n c e s t o r ( X ,Y )  is:
a n c e s t o r ( X ,Y )  :-  p a r e n t ( X ,Y ) .  
a n c e s t o r ( X ,Y )  :- p a r e n t ( Z ,Y ) ,a n c e s t o r ( X ,Z ) .
F O I D L  -  I n d u c i n g  D e c i s i o n  L i s t s
F O I D L  ( F i r s t  O r d e r  I n d u c t io n  o f  D e c is io n  L i s t s )  ( M o o n e y  a n d  C a l i f f  19 9 5 ) 
is a d e s c e n d a n t o f  F O I L  w h ic h  addresses th re e  s h o rtc o m in g s  o b s e rv e d  w h e n  
F O I L  w as a p p lie d  to  th e  p r o b le m  o f le a rn in g  th e  p a s t te nse  o f E n g lis h  v e r b s . 
T h e s e  s h o rtc o m in g s  a re:
1 . B a c k g r o u n d  k n o w le d g e  m u s t b e  p r o v id e d  as a set o f e x te n s io n a l d e fin i­
tio n s .
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2 . E x p l i c i t  N e g a t iv e  e x a m p le s  o f th e  ta r g e t p re d ic a te  m u s t b e  in c lu d e d .
3 . T h e  clauses in d u c e d  to  d escrib e th e  ta r g e t p re d ic a te  m u s t b e  u n o rd e re d  
a n d  m u s t n o t c o n ta in  th e  c u t ( T h e  c u t is a P R O L O G  c o n tro l o p e r a to r  
w h ic h  p re v e n ts  th e  in te r p r e te r  re -e v a lu a tin g  p re v io u s  c la u se s).
T h e  firs t s h o rtc o m in g  re s tric ts  F O I L ’ s a p p lic a tio n  to  le a rn in g  p ro b le m s  
b ecau se th e  e x te n s io n a l d e fin itio n  o f a b a c k g r o u n d  p re d ic a te  c a n  b e  in fin ite  
o r la rg e  e n o u g h  to  b e  in tr a c ta b le . F O I D L  uses b a c k g ro u n d  k n o w le d g e  s to re d  
as in te n s io n a l clauses, in v o k in g  th e  P R O L O G  in te r p r e te r  w h e n  su ch a clause 
is b e in g  e v a lu a te d  b y  th e  in fo r m a tio n  h e u ris tic . T h e  v a ria b le s  o f  th e  e x a m p le  
are u sed  in  th is  p ro c e d u re  t o  fin d  o u t i f  th e  in te n s io n a l clause satisfies th e  
e x a m p le . T h e  second s h o rtc o m in g  is also o n e  o f in t r a c t a b ili t y ; th e  ta s k  o f 
d e fin in g  a ll o f  th e  p o ss ib le  e x a m p le s  o f  a ta r g e t p re d ic a te  m a y  b e  in fin ite . 
T h i s  is o v e rc o m e  b y  a h e u ris tic  t h a t  e s tim a te s  th e  n e g a tiv e  c o ve ra g e  o f  a 
lite r a l as a fu n c tio n  o f th e  u n lin k e d  va ria b le s  g iv in g  th e  fo llo w in g  e q u a tio n :
N E G C O V  =  uv - p
w h e re  u is a n  e s tim a te  o f  th e  ‘ re a lis tic ’ n u m b e r  o f  e x te n s io n a l e x a m p le s  
t h a t  m a y  b e  e n c o u n te re d ; v is th e  n u m b e r  o f  u n in s ta n tia te d  v a ria b le s  a n d  p is 
th e  n u m b e r  o f  p o s itiv e  e x a m p le s  s to re d . F O I D L  also stores a l im it e d  n u m b e r  
o f  ‘ n e a r m is s ’ n e g a tiv e  e x a m p le s  to  fu r t h e r  g u id e  th e  in d u c tio n  p ro ce ss. T h u s  
th e  search fo r  g o o d  lite ra ls  is g u id e d  to w a rd s  lite ra ls  w it h  p r e v io u s ly  lin k e d  
v a ria b le s .
T h e  t h i r d  s h o rtc o m in g  is add ressed  b y  a s lig h t change in  th e  k n o w le d g e  
re p re s e n ta tio n  used to  d e fin e  th e  in d u c e d  r u le . F i r s t  o rd e r d e c isio n  lists 
are e s s e n tia lly  P R O L O G  clauses in  w h ic h  th e  e x c e p tio n s  to  th e  m a in  ru le
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d e fin in g  th e  ta r g e t p re d ic a te  are in d u c e d  b e fo re  th e  m a in  ru le  its e lf: th u s  
th e  in d u c tio n  process is c h a n g e d  to  search fo r  a n d  c o ve r e x c e p tio n s  fir s t. 
T h e  b o d y  o f  each in d u c e d  clause is t e r m in a te d  b y  a c u t , so t h a t  n e w  cases 
re p re s e n tin g  e x c e p tio n s  w o u ld  b e  classified fir s t , le a v in g  th e  m o re  o r d in a r y  
cases t o  b e  classified b y  a m a in  ru le  w h ic h  acts as a ‘ d e fa u lt ’ r u le . T h i s  
is a m o re  d ire c t w a y  o f  d e s c rib in g  th e  ta r g e t p re d ic a te  a n d  c a n  re s u lt in  a 
less c o m p le x  clause s tr u c tu r e . E x p e r i m e n t a l  re su lts u sin g  th e  v e rb s  p r o b le m  
d e s c rib e d  b y  m o o n e y  a n d  C a l i f f  (19 9 5 ) sh o w e d  t h a t  th e  clauses in d u c e d  b y  
F O I D L  w e re  m o re  a c c u ra te  th a n  tho se  in d u c e d  b y  F O I L .
4 . 4 . 2  C L I N T  -  I n t e r a c t i v e  T h e o r y  R e v i s i o n
C L I N T  ( D e  R e a d t  a n d  B r u y n o o g h e  19 9 4 ) is a n  e x a m p le  o f  a n  In d u c t iv e  
L o g ic  P r o g r a m  w h ic h  uses in d u c tio n  to  le a rn  in te n s io n a l p re d ic a te s  a n d  a b ­
d u c tio n  to  le a rn  e x te n s io n a l p re d ic a te s . I t  also e m p lo y s  user in te r a c tio n  to  
v e r if y  its  re su lts a t v a r y in g  stages o f th e  le a rn in g  process. C L I N T  can also 
b e  re g a rd e d  as a n  e x a m p le  o f T H E O R Y  R E V I S I O N  w h e re  a n  in c o m p le te  o r 
in c o rre c t th e o r y  is m o d ifie d  b y  v a r y in g  in fe re n c e  strate g ie s u n t il  it  c o n fo rm s  
t o  th e  ta r g e t th e o r y . T h e  I N T E N D E D  I N T E R P R E T A T I O N  c o n ta in s  th e  
t r u t h  v a lu e  fo r  th e  C O R R E C T  d e fin itio n s  o f a ll p re d ic a te s . T h e o r y  re v is io n  
s ta rts  f r o m  th e  c o n s id e ra tio n  o f  p o s itiv e  a n d  n e g a tiv e  e x a m p le s  o f  th e  ta rg e t 
p r e d ic a te . C la s s ific a tio n  o f  th e  e x a m p le s  in to  p o s itiv e  a n d  n e g a tiv e  e x a m p le s  
is p e r fo r m e d  b y  o u t lin in g  th e  t r u t h  va lu e s in  th e  in te n d e d  in t e r p r e t a t io n : 
p o s itiv e  e x a m p le s  are tr u e ; n e g a tiv e  e x a m p le s  are fa lse . T h e  c o ve ra g e  c o n ­
c e p t is also used b y  C L I N T ,  d e fin e d  in  th e  fo llo w in g  w a y : ‘ a n  e x a m p le  e is 
c o v e re d  b y  th e o r y  T  i f  a n d  o n ly  i f  e is lo g ic a lly  im p lie d  b y  T ’ ( D e  R e a d t  a n d
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B r u y n o o g h e  1 9 9 4 ). T h e  in te r a c tiv e  p o r t io n  o f C L I N T  consists o f  q u e stio n s 
b y  w h ic h  th e  user assists C L I N T  to  re vise  a th e o r y . Q u e s tio n s  are  o f  tw o  
ty p e s  : 1 ) m e m b e rs h ip  q u e stio n s ask th e  user fo r  th e  t r u t h  v a lu e  o f  a n  e x a m ­
p le  in  th e  in te n d e d  in t e r p r e t a t io n  ( th e  c la ss ific a tio n  o f  a n  e x a m p le ); a n d  2 ) 
e x is te n tia l qu e stio n s ask th e  user to  p r o v id e  th e  set o f  all v a ria b le  in s ta n tia ­
tio n s  o f  te rm s  t  ^ in  p ( t i  , . .  . , t n ) such t h a t  th e  re s u ltin g  set o f  g r o u n d  fa c ts 
is tr u e  in  th e  in te n d e d  in t e r p r e t a t io n . E x i s t e n t i a l  q u e stio n s are g e n e ra te d  b y  
th e  a b d u c tiv e  p o r t io n  o f  C L I N T .
T h e  g e n e ra l p r o b le m  s o lv in g  s tra te g y  o f  C L I N T  can b e  d e fin e d  as ( D e  
R a e d t  a n d  B r u y n o o g h e  1 9 9 4 ):
G i v e n :
A  th e o r y  T  c o n ta in in g  d e fin itio n s  o f  in te n s io n a l a n d / o r  e x te n s io n a l p r e d ­
icates
A  set o f  p o s itiv e  a n d  n e g a tiv e  e x a m p le s  
A  la n g u a g e  d e fin itio n  L
A  user w illin g  to  a n s w e r m e m b e rs h ip  a n d  e x is te n tia l q u e stio n s a b o u t 
th e  in te n d e d  in te r p r e ta tio n
F i n d :
a re v is e d  th e o r y  T *  o b ta in e d  b y  a d d in g / r e tr a c tin g  fa c ts fo r  e x te n s io n a l 
p re d ic a te s  a n d  a d d in g / r e tr a c tin g  clauses e xp re s sib le  in  la n g u a g e  L  fo r  
in te n s io n a l p re d ic a te s  such t h a t  T # covers a ll p o s itiv e  a n d  n o  n e g a tiv e  
e x a m p le s .
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T w o  s itu a tio n s  p r o v id e  le a rn in g  o p p o r tu n itie s : a n e g a tiv e  e x a m p le  c o v ­
e re d  b y  th e  c u rre n t th e o r y  a n d  a p o s itiv e  e x a m p le  n o t c o ve re d  b y  th e  th e o r y .
I n  th e  fo r m e r  case, C L I N T  fin d s a n  in c o rre c t clause a n d  re m o ve s i t ;  in  th e  
l a t t e r , C L I N T  uses in d u c tio n  a n d  a b d u c tio n  to  d e riv e  a n u m b e r  o f  clauses 
a n d / o r  fa c ts  w h ic h  are a d d e d  t o  t h e  th e o r y . I n  th e  firs t case, C L I N T  c o m ­
p u te s  a p r o o f  tre e  a n d  asks m e m b e rs h ip  q u e stio n s a b o u t th e  b o d y  o f th e  
clause t h a t  covers th e  n e g a tiv e  e x a m p le  ( w i t h  v a ria b le s  in s ta n tia te d  to  th e  
c o n s ta n ts  o f  th e  e x a m p le ) . C L I N T  p ro ve s a clause to  b e  in c o rre c t i f  th e  h e a d  
o f  th e  clause is false in  th e  in te n d e d  in te r p r e ta tio n  a n d  th e  b o d y  is tr u e .
A  fu ll  d e s c rip tio n  o f  th e  e x a m p le  d o m a in  used b y  D e  R a e d t  a n d  B r u y n o o g h e  
to  e x p la in  th e  le a rn in g  processes o f  C L I N T  is g iv e n  b e lo w . T h e  p r o b le m  a d ­
dressed is h o w  t o  re vis e  a th e o r y  c o n c e rn in g  le g al p a irs  o f  c a rd s . T h e  c o rre c t 
d e fin itio n s  a re : a  p a ir  o f  cards is leg al i f  one is a re d  n u m b e r  c a rd  a n d  th e  
o th e r  is a  b la c k  face c a rd ; O R  o n e  o f th e  cards is a jo k e r  ( th e  o th e r  c a rd  can 
b e  a n y t h in g ) . T h r e e  clauses are g iv e n  (o n e  o f w h ic h  is w ro n g  !!)
1 .  l e g a l ( X ,Y )  —> c a r d ( X )  &  c a r d ( Y )  &  r e d ( X )  &  b l a c k ( Y )
(th is  clause is w r o n g , i t  is u se d  t o  e x p la in  h o w  C L I N T  deals w i t h  a 
c o ve re d  n e g a tiv e  e x a m p le )
2 . l e g a l ( X ,jo k e r )  —> c a r d ( X )
3. l e g a l ( X ,Y )  —► b l a c k ( X )  &  f a c e ( X )  &  r e d ( Y )  &  n u m b e r ( Y )
T h i s  t h e o r y  h as c o rre c t d e fin itio n s  fo r  th e  fo llo w in g  p re d ic a te s  . . .
c a r d ( X ) ,  r e d ( X ) ,  b l a c k ( X ) ,  d i a m o n d s ( X ) , h e a r t s ( X ) , s p a d e s ( X ) , c l u b s ( X ) , 
f a c e ( X ) ,  n u m b e r ( X ) ,
s a m e _ c o l o u r ( X ,Y ) , s a m e _ s u i t ( X ,Y ) , s a m e _ r a n k ( X ,Y ) , s u c c e s s o r _ r a n k ( X ,Y ) , 
lo w e r_ ra n k ( X , Y ) .
63
T h e  c o ve re d  n e g a tiv e  e x a m p le  s itu a tio n  is e x p la in e d  b y  a ss u m in g  th e  s y s te m  
has e n c o u n te re d  th e  e x a m p le  le g a l(d ia m o n d -7 ,s p a d e s -8 ) w h ic h  is n e g a tiv e . 
M e m b e r s h ip  q u e stio n s p e r ta in in g  t o  th e  b o d y  o f  clause 1 w o u ld  y ie ld  a v a lu e  
o f t r u e  fo r  b o t h  r e d (d ia m o n d s -7 )  a n d  b la c k (s p a d e s -8) m a k in g  th e  b o d y  o f 
th e  clause tr u e  a n d  th e  h e a d  false ; th u s  clause 1 w o u ld  b e  r e m o v e d . P o s itiv e  
e x a m p le s  w h ic h  w e re  c o ve re d  b y  th is  clause are n o w  re c o n sid e re d  a n d  th o se  
r e m a in in g  u n c o v e re d  are used to  e x p a n d  th e  re m a in in g  t h e o r y  (a b d u c tio n  
w o u ld  a d d  fu r t h e r  g r o u n d  fa c ts , in d u c tio n  w o u ld  a d d  n e w  c la u se s). C L I N T  
a tte m p ts  to  fin d  a c o rre c t t h e o r y  w h ic h  is closest to  th e  o r ig in a l th e o r y . 
T o  a c h ie ve  th is  a b d u c tio n  is a t t e m p t e d  b e fo re  in d u c tio n  (n e w  in te n s io n a l 
clauses re p re se n t a la rg e r d e v ia tio n  th a n  n e w  g r o u n d  fa c ts ). T h e  in d u c tio n  
c o m p o n e n t o f  C L I N T  is d e sc rib e d  in  th e  fo llo w in g  se c tio n .
U s i n g  I n d u c t i o n  t o  I n c o r p o r a t e  A n  U n c o v e r e d  P o s i t i v e  E x a m p l e
T h e  in d u c tiv e  process consists o f  tw o  steps: 1 ) c o m p u tin g  a m o s t specific 
clause w h ic h  covers th e  p o s itiv e  e x a m p le  a n d  covers n o  n e g a tiv e  e x a m p le s  a n d  
2 ) g e n e ra lisin g  th is  clause b y  g e n e ra tin g  e x a m p le s  a n d  a sk in g  th e  u ser m e m ­
b e rs h ip  q u e s tio n s . I n  th is  w a y  C L I N T  can id e n t ify  o ve r-s p e c ific  p re d ic a te s  
a n d  ‘ p r u n e ’ t h e m  f r o m  th e  clause. T h e s e  tw o  le a rn in g  s itu a tio n s  d e m o n s tr a te  
im p o r t a n t  c h a ra c te ris tic s  o f  g e n e ra lis a tio n  a n d  sp e c ia lisa tio n
1 . i f  a p o s itiv e  e x a m p le  is n o t c o ve re d  b y  a clause n o  s p e c ia lis a tio n  o f t h a t  
clause w ill  c o ve r t h a t  e x a m p le .
2 . I f  a  n e g a tiv e  e x a m p le  is c o ve re d  b y  a clause a ll g e n e ra lisa tio n s w ill  c o ve r 
th e  e x a m p le .
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T h e  g e n e ra lis a tio n  p ro c e d u re  used b y  C L I N T  is k n o w n  as ‘ least g e n e ra l 
g e n e ra lis a tio n ’ a n d  has a n  in c r e m e n ta l n a tu r e . T h e  process b e gin s b y  c o n s id ­
e rin g  th e  clause p ro d u c e d  b y  ste p  1 a b o v e . T h e  p re d ic a te s  b e lo n g in g  t o  th is  
clause are a n a ly s e d  w i t h  re sp e c t to  a n e w  p o s itiv e  e x a m p le . A  n e w  clause 
is fo r m e d  w i t h  one p re d ic a te  re m o v e d . T h e  p re d ic a te  re m o v e d  is c a r e fu lly  
chosen t o  c o ve r th e  n e w  p o s itiv e  e x a m p le  w it h o u t  c o v e rin g  a n y  k n o w n  n e g ­
a tiv e  e x a m p le s . T h i s  process c o n tin u e s u n t il  n o  fu r t h e r  g e n e ra lisa tio n s c a n  
b e  fo u n d .
T h e  re s u ltin g  ( m a x i m a l l y  g e n e ra l) clause is th e n  a d d e d  to  th e  th e o r y .
U s in g  th e  a b o v e  e x a m p le  t h e o r y  (le g a l c a rd  p a irs ) a n d  a s s u m in g  t h a t  th e
p o s itiv e  e x a m p le  le g a l(h e a r ts -8 ,s p a d e s -q u e e n ) is u n c o v e r e d , ste p  1 o u tlin e d
a b o v e  g e n e ra te s th e  fo llo w in g  clause:
l e g a l ( X ,Y )  —> h e a r t s ( X )  Sz r e d ( X )  &  c a r d ( X )  &  n u m b e r ( X )  &; s p a d e s ( Y )
&  b l a c k ( Y )  &  c a r d ( Y )  &  f a c e ( Y )  &  lo w e r _ r a n k ( Y )
T h e  n e x t  e x a m p le  to  b e  c o n sid e re d  m ig h t b e  le g a l(h e a r ts -7 ,c lu b s -ja c k ) .
I n  th is  case s p a d e s ( Y )  can b e  d e le te d . T h e  g e n e ra lise d  clause is:
l e g a l ( X ,Y )  —> h e a r t s ( X )  &  r e d ( X )  &  c a r d ( X )  &  n u m b e r ( X )  &  b l a c k ( Y )
&  c a r d ( Y )  &  f a c e ( Y )  &  lo w e r _ r a n k ( Y ) .
T h e  n e x t  e x a m p le  m ig h t b e  le g a l(d ia m o n d s -7 ,c lu b s -ja c k ) . a llo w in g  h e a r t s ( X )  
to  b e  d e le te d  g iv in g :
l e g a l ( X ,Y )  —» r e d ( X )  &  c a r d ( X )  &  n u m b e r ( X )  &  b l a c k ( Y )  &  c a r d ( Y )
&  f a c e ( Y )  &  lo w e r _ r a n k ( Y ) .
C L I N T  asks fo r  t r u t h  v e r ific a tio n  fo r  each e x a m p le  it  uses. W h e n  it  uses 
n e g a tiv e  e x a m p le s  th e  p re d ic a te  chosen fo r  re m o v a l w ill  re s u lt in  a clause 
w h ic h  covers t h a t  e x a m p le , a n d  th e re fo re  th is  p re d ic a te  c a n n o t b e  r e m o v e d .
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F o r  e x a m p le , le g a l(d ia m o n d s -7 ,h e a r ts -ja c k )  w o u ld  a llo w  b l a c k ( Y )  t o  b e  re ­
m o v e d . T h i s  e x a m p le  is false so th e  in te n d e d  g e n e ra lis a tio n  w o u ld  a llo w  th e  
n e w  clause t o  c o ve r false s itu a tio n s . R e d u n d a n t  p re d ic a te s  are also r e m o v e d . 
F o r  e x a m p le , c a r d ( X )  a n d  c a r d ( Y )  a n d  l o w e r - r a n k ( X ,Y ) ,  w h ic h  are  im p lie d  
b y  f a c e ( Y )  a n d  n u m b e r ( X )  are r e m o v e d , g iv in g  th e  fin a l m a x i m a l l y  g e n e ra l 
clause as
l e g a l ( X ,Y )  —> r e d ( X )  &  n u m b e r ( X )  &  b l a c k ( Y )  &  f a c e ( Y ) .
T h i s  is clause 3 o f  th e  e x a m p le  th e o r y .
4.5 Version Spaces
A l t h o u g h  V e rs io n  Spaces m a y  b e  c o n sid e re d  to  b e  in d e p e n d e n t o f  a  re p re ­
s e n ta tio n  la n g u a g e , th e y  are in c lu d e d  in  th is  c h a p te r because th e  c o n c e pts o f 
co ve ra g e  a n d  g e n e ra lis a tio n /s p e c ia lis a tio n  are r e le v a n t. T h e y  are also e x a m ­
ples o f  single c o n c e p t le a rn e rs , in  c o m m o n  w i t h  m o s t a lg o rith m s  d e s c rib e d  in  
th is  c h a p te r . V e rs io n  Spaces ( M it c h e ll  19 8 2 , H i r s h  19 9 2 ) tr e a t th e  p r o b le m  o f 
a c q u irin g  a classifier as a search fo r  th e  b e st classifier a m o n g  th e  m a n y  p o s ­
sib le w h ic h  d escrib e th e  t r a in in g  set o f  th e  p r o b le m . ( I n  th e  case o f  v e rs io n  
spaces th e  t e r m  ‘ classifier’ is used t o  d e n o te  a ll o f  th e  d e s c rip tio n s  u se d  to  
d e fin e  a single class) In d e e d  a v e rs io n  space is th e  set o f all classifiers e xp re s s ­
ib le  in  th e  d e s c rip tio n  la n g u a g e  t h a t  c o rre c tly  c la ssify th e  t r a in in g  set ( H i r s h  
1 9 9 2 ). In c r e m e n ta l le a rn in g  b y  th e  candidate elim ination algorithm  changes 
th e  v e rs io n  space b y  e lim in a tin g  classifiers t h a t  d o  n o t c o rre c tly  cla ss ify th e  
n e w  e x a m p le . T h e  g o al o f  c a n d id a te  e lim in a tio n  is th e  c re a tio n  o f  a v e rs io n
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space c o n ta in in g  o n l y  o n e  classifier. T h i s  classifier is th e n  c o n s id e re d  th e  best 
o n e  fo r  c la ss ifyin g  t h a t  p a r tic u la r  p r o b le m .
M it c h e ll  p ro ve s t h a t  th e  e n tire  v e rs io n  space fo r  a  p r o b le m  c a n  b e  re p re ­
se n te d  b y  2 su bsets: th e  S su bset w h ic h  c o n ta in s  th e  m o s t sp e c ia lise d  clas­
sifiers a n d  th e  G  su bse t w h ic h  c o n ta in s th e  m o s t g e n e ra l classifiers. T h e s e  
su bsets are th e  ‘ b o u n d a r y  se ts’ f r o m  w h ic h  a ll o th e r  classifiers can b e  p r o ­
d u c e d  b y  v a rio u s  g e n e ra lis a tio n  o r sp e c ia lis a tio n  ste p s. W h e n  a n e w  e x a m p le  
is in tr o d u c e d , th e  classifiers in  b o t h  sets are te s te d  o n  th e  n e w  e x a m p le . 
T h o s e  classifiers t h a t  g iv e  th e  w ro n g  c la ss ific a tio n  are re m o v e d  a n d  th e  tw o  
sets are  u p d a t e d . C la ss ifie rs f r o m  th e  S set can b e  m i n im a lly  g e n e ra lise d  to  
g iv e  a n e w  set S' w h ic h  c o n ta in s  th e  n e x t  m o s t specific set o f  classifiers. T h i s  
p ro c e d u re  is c a rrie d  o u t i f  re m o v a l o f  th e  classifiers w o u ld  re s u lt in  S b e in g  
e m p t y . A  s im ila r s p e c ia lis a tio n  step can b e  a p p lie d  t o  th e  m o s t g e n e ra l set 
( G )  w h e n  re m o v a l o f  u n s u ita b le  classifiers w o u ld  also re s u lt in  a n  e m p t y  se t. 
I n  th is  w a y  c a n d id a te  e lim in a tio n  re s u lts in  a co n ve rg e n c e  o n  a single b e st 
classifier. T h e  [ S ,G ]  re p re s e n ta tio n  o f a v e rs io n  space is used t o  o v e rc o m e  th e  
N P - C o m p l e t e  n a tu r e  o f  se arc h in g  th r o u g h  a ll p o ss ib le  classifiers lo o k in g  fo r 
th e  b e st o n e .
H o w e v e r  H ir s h  (1 9 9 2 ) illu s tra te s  t h a t  th e  [ S ,G ]  r e p re s e n ta tio n  o f  v e rs io n  
spaces m a y  its e lf c o n ta in  e x p o n e n tia l c o m p le x ity . I n  p a r t ic u la r , g e n e ra tio n  o f 
G # f r o m  G  b y  s p e c ia lis a tio n  ca n re s u lt in  a n  e x p o n e n tia l increase o f  classifiers 
in  G * .  H e  p ropo ses a n e w  re p re s e n ta tio n  [ 5 ,N ]  in  w h ic h  th e  G  set o f  m o s t 
g e n e ra l classifiers is re p la c e d  b y  a set N ,  w h ic h  c o n ta in s  n e g a tiv e  e x a m p le s  
o f  th e  class. A s  b e fo re  th e  set S c o n ta in s  th e  m a x i m a l l y  specific classifiers 
w h ic h  d e sc rib e  a ll p o s itiv e  e x a m p le s  a n d  c o ve r n o  n e g a tiv e  e x a m p le s  (set
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N ) .  C a n d id a te  e lim in a tio n  pro ce e d s b y  a d d in g  th e  n e w  e x a m p le  t o  N  i f  i t  is 
a  n e g a tiv e  e x a m p le , a n d  r e m o v in g  a ll m e m b e rs  o f S t h a t  d o  n o t cla ss ify it  
c o rre c tly . I f  th e  n e w  e x a m p le  is p o s itiv e  S is g e n e ra lise d  t o  g iv e  S #, th e  set 
o f  m i n im a l g e n e ra lis a tio n s  o f S w h ic h  c o ve r n o  n e g a tiv e  e x a m p le s . T h e  g o al 
o f  th is  a m e n d e d  c a n d id a te  e lim in a tio n  a lg o r ith m  re m a in s  th e  sa m e : c re a te  a 
v e rs io n  space c o n ta in in g  o n ly  th e  b e st classifier.
4.6 Summary
F r o m  th is  c h a p te r it  c a n  b e  seen t h a t  th e re  are m a n y  d iffe re n t stra te g ie s a n d  
le a rn in g  sy ste m s w h ic h  in d u c e  rules f r o m  t r a in in g  e x a m p le s . T h e s e  sy ste m s 
c a n  b e  c a te g o ris e d  b y  t h e  t y p e  o f re p re s e n ta tio n  la n g u a g e  u se d  t o  d e sc rib e  
b o t h  th e  tr a in in g  e x a m p le s  a n d  th e  rules in d u c e d . R u le  b ased  in d u c tio n  
a lg o r ith m s  h a v e  also b e e n  in c o r p o r a te d  in to  m u lt i- s t r a t e g y  sy ste m s in  w h ic h  
a n u m b e r  o f  d iffe re n t le a r n in g  stra te g ie s h a v e  b e e n  c o m b in e d .
I n  c o m m o n  w i t h  d e c isio n  tre e  in d u c t io n , in d u c t io n  o f  rules f r o m  e x a m p le s  
is a d iffic u lt  pro ce ss, o fte n  r e s u ltin g  in  h ig h ly  specific a n d  in a c c u ra te  ru le s e ts . 
T h e  n e x t  c h a p te r discusses th e  n a tu r e  a n d  cause o f  th e se  p r o b le m s , as w e ll as 
o u tlin in g  e x is tin g  s o lu tio n s  in  b o t h  th e  d e c isio n tre e  a n d  ru le  b ase d  le a rn in g  
p a r a d ig m s .
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C h a p t e r  5
R u l e  C o m p l e x i t y ,  N o i s y  D a t a  
a n d  P r u n i n g
5.1 N oisy Data and Complex Concept R ep­
resentations
T r a in in g  sets s a m p le d  fr o m  re a l w o r ld  p ro b le m s  fr e q u e n tly  c o n ta in  d a ta  w h ic h  
c o m p lic a te  th e  m a c h in e  le a rn in g  ta s k . I n  p a r tic u la r  t h e y  c o n ta in  ‘ n o is y ’ d a ta  
( N i b l e t t  a n d  B r a t k o  19 8 9 ) a n d / o r  d a ta  w h ic h  c o n fo r m  t o  p ro b le m s  fo r  w h ic h  
th e  k n o w le d g e  re p re s e n ta tio n  o f th e  d a ta  is in a d e q u a te  ( C a lla n  a n d  U t g o f f  
1 9 9 1 ) . N o is e  re p re se n ts d a t a  t h a t  h a v e  b e e n  c o lle c te d  o r re c o rd e d  w r o n g ly  
a n d  in  w h ic h  th e  e rrors can ta k e  tw o  fo rm s : 1 ) r a n d o m  v a ria tio n s  in  th e  
a t t r ib u te  v a lu e  p re c o n d itio n s  o f  th e  d a ta  a n d  2 ) m isc la ss ific a tio n s w h e re  th e  
class m e m b e rs h ip  has b e e n a lte re d . A n  a d d itio n a l c o m p lic a tio n  p re s e n te d  b y  
the se e rro rs is th e  presence o f  d u p lic a te  d a ta  w h e re  tw o  t r a in in g  e x a m p le s  
share th e  sam e p r e -c o n d itio n  a t t r i b u t e  values b u t  d iffe r in  class m e m b e r s h ip . 
In a d e q u a te  k n o w le d g e  r e p re s e n ta tio n  occurs w h e n  th e  la n g u a g e  u sed  t o  e n ­
code th e  t r a in in g  e x a m p le s  c a n n o t e xpress th e  m o s t im p o r t a n t  aspects o f  th e
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le a rn in g  p r o b le m . T h e  firs t se ctio ns o f th is  c h a p te r re fe r t o  in d u c tio n  o f ru le s 
a n d  trees f r o m  t r a in in g  sets re p re s e n te d  u s in g  p r o p o s itio n a l log ic in  w h ic h  
noise has a d e tr im e n ta l effect o n  th e  le a rn in g  p ro ce ss. In a d e q u a te  k n o w le d g e  
re p re s e n ta tio n  is d e sc rib e d  in  a se c tio n  5 .4  w h ic h  also discusses c o n s tr u c tiv e  
in d u c tio n .
5.2 N oise, Sim plicity and Classification Ac­
curacy
M a n y  re a l w o r ld  p ro b le m s  ( H o l t e  19 9 3 ) h a v e  s im p le  u n d e r ly in g  s tru c tu re s  
w h ic h , in  t h e o r y , s h o u ld  a llo w  m a c h in e  le a rn in g  sy ste m s to  d e sc rib e  th e ir  
ta r g e t c o n c e p ts in  a su c c in c t f o r m . I n  fa c t m a n y  c o n c e p t subsets ( e x a m ­
ples b e lo n g in g  to  a sin gle c la s s ific a tio n ) consist o f  a  sm a ll n u m b e r  o f  g ro u p s 
c o n ta in in g  s im ila r e x a m p le s , each o f w h ic h  s h o u ld  b e  c o rre c tly  d e sc rib e d  b y  
a single s h o rt ru le  in  ru le  in d u c tio n  sy ste m s o r b y  a single s h o rt b ra n c h  in  
d e c isio n  tre e  in d u c t io n . H o w e v e r , th e  presence o f  m isc la ssifie d  t r a in in g  e x ­
a m p le s obscu res th is  s im p le  s tr u c tu r e  g iv in g  th e  im p re s s io n  t h a t  each single 
c o n c e p t su bse t c o n ta in s  a la rg e  n u m b e r  o f  d is im ila r  e x a m p le s , m a n y  o f  w h ic h  
are m o re  s im ila r to  e x a m p le s  b e lo n g in g  to  one o f th e  o th e r  c o n c e p t su b se ts. 
T h i s  a d d e d  c o m p le x it y  in  th e  tr a in in g  set re su lts in  v e r y  c o m p le x  re p re se n ­
ta tio n s  o f ta r g e t c o nce pts b e in g  p ro d u c e d  b y  p ro g ra m s  w h ic h  b e lo n g  to  b o t h  
th e  d e c isio n  tre e  a n d  d e c isio n  ru le  le a rn in g  p a r a d ig m s . T h e s e  c o m p le x  re p re ­
s e n ta tio n s  in d u c e d  f r o m  n o is y  tr a in in g  sets are o fte n  p o o re r classifiers w h e n  
te s te d  o n  th e  w h o le  p o p u la t io n . T h e r e  has b e e n  m u c h  p re v io u s  research  d e ­
v o te d  t o  d e v e lo p in g  noise to le r a n t le a rn in g  sy ste m s a n d  also in  th e  re la te d
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to p ic  o f  w h a t  m e a s u re m e n ts  s h o u ld  b e  used t o  d e te rm in e  g o o d  classifiers.
O c c a m ’ s R a z o r  has b e e n  used fo r  g u id in g  th e  d e v e lo p m e n t o f  d e c isio n tre e  
a n d  ru le  b ase d  in d u c tiv e  le a rn in g  sy ste m s fo r  m a n y  y e a rs . I t  w as o r ig in a lly  
fo r m u la te d  as a g u id e  fo r  g e n e ra l sc ie ntific  d is c o v e ry : ‘ th e  sim p le s t t h e o r y  
d e v is e d  t o  e x p la in  a n  o b s e rv a tio n  is u s u a lly  th e  b e s t ’ . A  m o d e r n  v e rs io n  
o f  O c c a m ’ s R a z o r , f r o m  a m a c h in e  le a rn in g  p e r s p e c tiv e , is g iv e n  b y  W e b b  
(19 9 6 )
“ G i v e n  a choice b e tw e e n  tw o  p la u s ib le  classifiers t h a t  p e r fo r m  id e n tic a lly  
o n  th e  t r a in in g  s e t, th e  s im p le r classifier is e x p e c te d  to  cla ssify c o rre c tly  
m o re  o b je c ts  o u ts id e  th e  tr a in in g  se t”
R e s e a rc h  t h a t  has b e e n  d e v o te d  to  te s tin g  th e  a p p lic a b ility  o f  O c c a m ’ s 
R a z o r  in  d e c isio n tre e  in d u c tio n  has u s u a lly  c o n c e n tra te d  o n  no ise -fre e  t r a i n ­
in g  d a t a . M u r p h y  a n d  P a z z a n i  (1 9 9 4 ) in d u c e d  a ‘ fo r e s t’ o f  d e c isio n  trees 
o f  v a rio u s  s ize s , each o f  w h ic h  c o rre c tly  d e sc rib e d  th e  tr a in in g  d a t a . T h e y  
c o m p a re d  th e  a ve ra g e  cla ss ific a tio n  accuracies o f g ro u p s o f d e c isio n trees o f 
in c re a s in g  size a n d  fo u n d  t h a t  th e  b e st classifiers w ere th o se  trees w h ic h  
w e re  s lig h tly  la rg e r th a n  th e  sm a lle st tre e . D e c is io n  tre e  size  w as m e a s u re d  
b y  c o u n tin g  th e  n u m b e r  o f  n o d e s in  th e  d e c isio n  tre e . T h i s  re s u lt casts som e 
d o u b t o n  th e  a u to m a tic  a c c e p ta n c e  o f  O c c a m ’ s R a z o r  as th e  m o s t fa v o u r a b le  
g u id e  fo r  in d u c tiv e  le a rn in g .
H o w e v e r  F a y y a d  a n d  Ir a n i (19 9 0 ) suggest t h a t  cla ss ific a tio n  a c c u ra c y  
a n d  th e  o v e ra ll p e rfo rm a n c e  o f  classifiers is re la te d  m o re  to  th e  n u m b e r  o f  
b ra n c h e s (o r  ru le s ) fo u n d  in  th e  classifier. M o r e  p a r t ic u la r ly , t h e y  fo u n d  
t h a t  d e c isio n  trees in  w h ic h  each b ra n c h  c o ve re d  a la rge  p r o p o r tio n  o f th e
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tr a in in g  set c o rre c tly  w o u ld  b e  m o re  successful classifiers t h a n  d e c isio n  trees 
t h a t  c o n ta in e d  a la rg e r n u m b e r  o f  b ra n c h e s each c o v e rin g  fe w e r m e m b e rs  o f 
th e  t r a in in g  se t. T h e y  th u s  id e n t ify  b r a n c h  n u m b e r  as a g o o d  p r e d ic to r  o f 
e rro r r a te  (a s s u m in g  t h a t  th e  de cisio n trees in d u c e d  c o ve re d  th e  tr a in in g  set 
c o r r e c tly ) . A  la rg e  p r o p o r tio n  o f th e  b ra n c h e s o r ru le s c o m p ris in g  a c o m p le x  
ru le s e t o r d e cisio n tre e  w ill  c o n ta in  a la rg e  n u m b e r  o f  p re -c o n d itio n s . T h i s  
is b ecau se th e  s p e c ia lis a tio n  o p e r a tio n  w h ic h  is nece ssary t o  a c h ie ve  c o rre c t 
c o ve ra g e  a dd s fu r t h e r  c o n d itio n s  a n d  so re s tric ts  th e  coverag e o f th e  b ra n c h  
(r u le )  to  fe w e r t r a in in g  e x a m p le s , a n d  th u s  to  fe w e r te s t e x a m p le s . M o r e  rules 
w i t h  m o re  c o n d itio n s  are th u s  ne e d e d  t o  c o rre c tly  cla ssify th e  e n tire  t r a i n ­
in g  s e t. T h e  in d u c tio n  o f  c o m p le x  ru lesets oc c u rs w h e n  tr a in in g  d a ta s e ts 
are  n o is y  o r re p re se n t le a rn in g  p ro b le m s  w i t h  re p re s e n ta tio n a l c o m p le x it y  as 
o u tlin e d  in  th e  p re v io u s  se c tio n . T h e  a ve ra g e  n u m b e r  o f c o n d itio n s  p e r ru le  
is th u s  also lo w e r fo r  ru lesets w i t h  fe w e r ru le s . T h e  lo w e r c la ss ific a tio n  ac­
c u ra c y  o f m o re  c o m p le x  ru lesets c o n ta in in g  rules w h ic h  c o ve r fe w e r t r a in in g  
e x a m p le s  is d e sc rib e d  as th e  ‘ s m a ll d is ju n c ts ’ p r o b le m  b y  H o l t e  e t al (1 9 8 9 ).
I n  a f u r t h e r  s t u d y  o f  ru le  s im p lic ity , H o l t e  (19 9 3 ) has in v e s tig a te d  th e  
c la s s ific a tio n  a c c u ra c y  o f v e r y  s im p le  rules d e sig n e d  to  c a p tu r e  th e  sim p le  
u n d e r ly in g  s tr u c tu r e  o f  re a l w o r ld  d a t a . H e  c o m p a re s th e  p e rfo rm a n c e  o f 
a n e w  s y s te m  1 R  w i t h  C 4 .5  o n  a n u m b e r  o f  w e ll k n o w n  m a c h in e  le a rn in g  
d a t a  sets. 1 R  is a le a rn in g  s y s te m  w h ic h  uses e rro r ra te  t o  e s ta b lis h  w h ic h  
a t t r i b u t e  w o u ld  b e  th e  b e st to  use as a o n e -le v e l d e c isio n tre e  ( 1 - r u l e ) . T h e  
r e s u ltin g  ru le se ts are th u s  v e r y  s im p le  a n d  in  12  o u t o f  th e  14  d a t a  sets used 
fo r  c o m p a r is o n , th e  r e s u ltin g  1-ru le s  h a d  a c la ss ific a tio n  a c c u ra c y  o f  o n ly  3 .1  
p e rc e n t less th a n  th e  m o re  e la b o ra te  d e c isio n trees p ro d u c e d  b y  C 4 .5 . T h e
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1 -ru le s  p e r fo r m e d  s ig n ific a n tly  w orse th a n  C 4 .5  o n  th e  o th e r  2 d a ta s e ts  used 
in  th e  c o m p a ris o n . H o l t e  has used a n u m b e r  o f  m e asu res to  d e te r m in e  th e  
c o m p le x it y  o f  th e  d e c isio n  trees p ro d u c e d  b y  C 4 .5 . T h e s e  are d e fin e d  b e lo w .
1 . M a x i m u m  d e p th  —  th is  is th e  m a x i m u m  d e p th  o f th e  ( p r u n e d )  d e cisio n 
tr e e . I t  m a y  n o t b e  a n  a c c u ra te  m e a s u re  o f  th e  tr u e  c o m p le x it y  o f  th e  
tr e e , because c o m p le x  trees m a y  b e  w id e  as w e ll as d e e p .
2 . D y n a m i c  c o m p le x it y  —  th is  th e  a ve ra g e  n u m b e r  o f a ttr ib u te s  u sed  fo r  
c la s s ify in g  a n  e x a m p le .
U s in g  b o t h  m e a s u re s , d e cisio n trees p ro d u c e d  b y  C 4 .5  f r o m  a ll d a ta s e ts 
w e re  s ig n ific a n tly  m o re  c o m p le x  th a n  th e  1-ru le s  p ro d u c e d  b y  1 R .  H o l t e ’ s 
r e p o r t  illu s tra te s  t h a t  v e r y  s im p le  ru le s c a n  a c h ie ve  c la ss ific a tio n  accuracies 
w h ic h  are close to  th o se  a c h ie ve d  b y  m o re  s o p h is tic a te d  in d u c tio n  s y s te m s . 
H o l t e  uses th is  re s u lt to  j u s t i f y  his c la im  t h a t  re a l w o r ld  d a ta  is in h e r e n tly  
s im p le , a n d  t h a t  c o m p le x it y  in  th e  f o r m  o f noise c a n  re s u lt in  s o p h is tic a te d  
in d u c tio n  a lg o rith m s  o b s c u rin g  th is  s im p le  s tr u c tu r e .
5.3 M ethods for the Simplification of Com­
plex R ulesets
E x i s t i n g  m e th o d s  fo r  p r o d u c in g  sim p le  ru lesets f r o m  n o is y  d a ta  use th e  fo l­
lo w in g  s tra te g ie s:
1 .  P r e - P r u n i n g : S ig n ific a n c e  te s tin g  a n d  e rro r e s tim a tio n  are u sed  t o  t e r ­
m in a t e  ru le  g ro w in g  b e fo re  c o m p le x  rules are p r o d u c e d .
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2 . P o s t - P r u n i n g : “ U n d e s ir a b le ” ru le s a n d  c o n d itio n s  are r e m o v e d  f r o m  
c o m p le x  ru le s e ts .
3. A l t e r i n g  S to p p in g  C r it e r ia : T h e  p re fe re n c e  fo r  m a x im a lly  g e n e ra l rules 
is re la x e d  so t h a t  th e  e rro r ra te s o f  s m a ll d is ju n c ts  is d ecreased .
4 . In d u c t io n  o f  R u le s  w i t h  a c o m p o n e n t t h a t  in c lu d e s p r o b a b lis tic  e s tim a te  
o f  c la ss ific a tio n  a c c u ra c y.
5 . 3 . 1  P r e - P r u n i n g  o f  R u l e s :  T h e  C N 2  a l g o r i t h m
T h e  firs t s tr a te g y  is used b y  C N 2  ( C l a r k  a n d  N i b l e t t  19 8 8 ). T h e  C N 2 a lg o ­
r i t h m  m o d ifie s  th e  b asic A Q R  a lg o r it h m  t o  re m o v e  its  d e p e n d e n c e  o n  specific 
tr a in in g  e x a m p le s . ( A Q R  uses a seed e x a m p le  a n d  th e n  specialises b y  c o m ­
p a rin g  c o m p le x e s  w i t h  va rio u s  p o s itiv e  a n d  n e g a tiv e  e x a m p le s ). R e m o v in g  
th is  d e p e n d e n c e  a llo w s C N 2 t o  s ta r t f r o m  th e  b e st c o m p le xe s  fo u n d  in  th e  
e n tire  tr a in in g  set a n d  so in d u c e  th e  ru le  w i t h  h ig h e s t co ve ra g e  a t each sta g e . 
S t a r t in g  f r o m  a seed e x a m p le  re s tric ts  th e  choice o f a t t r ib u t e  v a lu e  p a irs a n d  
so c o u ld  le a d  t o  t h e  c o n s tru c tio n  o f  ru le s t h a t  c o ve r fe w e r e x a m p le s . T h e  re ­
m o v a l o f  th e  seed e x a m p le  th u s  a llo w s C N 2  t o  c o n s tru c t less c o m p le x  ru le s . 
C N 2 ca n in d u c e  ru le s fr o m  n o is y  s itu a tio n s  b y  c o n s id e rin g  rules w h ic h  c o ve r a 
s m a ll n u m b e r  o f  n e g a tiv e  e x a m p le s  ( r a t h e r  t h a n  n o  n e g a tiv e  e x a m p le s  w h ic h  
is th e  case w i t h  A Q ) .  I n  th is  w a y  C N 2  h a n d le s noise b y  p r e -p r u n in g ; th e  
a lg o r ith m  c o n ta in s  h e u ristic s t o  te r m in a te  th e  ru le  g ro w in g  process b e fo re  
rules c o n ta in in g  m a n y  c o n d itio n s  are in d u c e d . T h e  sp e c ia lis a tio n  process o f 
C N 2 also a p p e n d s  selectors f r o m  th e  e n tire  re p re s e n ta tio n  space r a th e r  th a n  
fr o m  a specific e x a m p le  (as fo r  A Q ) .  T h e  b o u n d s  o f th e  search are d e lim ­
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ite d  b y  o n ly  k e e p in g  th e  b e st c o m p le x e s  a t each s p e c ia lis a tio n  s te p . T o  fin d  
th e  b e st c o m p le x (e s ), th e  in fo r m a tio n  g a in  h e u ris tic  used in  I D 3  is a p p lie d  
t o  th e  p r o b a b ilit y  d is tr ib u tio n s  o f  th e  c lassificatio n s o f  e x a m p le s  c o ve re d  b y  
each c o m p le x . T h i s  is in  c o n tra s t to  A Q ,  in  w h ic h  a s im p le  co ve ra g e  score 
is u sed  as a m e a s u re  o f  th e  s u it a b ilit y  o f  c o m p le x e s . T h i s  h e u ris tic  fa v o u rs  
c o m p le x e s  w h ic h  c o ve r a la rge  n u m b e r  o f  e x a m p le s  f r o m  a sin gle class a n d  
fe w  e x a m p le s  o f  o th e r  classes.
C N 2  also te sts c o m p le xe s  fo r  sig n ific a n c e  b y  u s in g  th e  lik e lih o o d  r a tio  
s ta tis tic  to  te st i f  th e  c o m p le x  re p re se n ts a g e n u in e  c o rre la tio n  b e tw e e n  th e  
selectors a n d  th e  c la ss ific a tio n . T h e  set o f  b e st c o m p le x e s  are th o s e  w h ic h  
are b o t h  s ig n ific a n t a n d  score b e st a c c o rd in g  to  th e  in fo r m a t io n  h e u ris tic . 
T h e  steps o f  C N 2  are g iv e n  in  ta b le  5 . 1 .
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L e t  E  b e  a set o f  classified e x a m p le s
L e t  S E L E C T O R S  b e  th e  set o f  a ll p o ss ib le  selectors
P r o c e d u r e  C N 2 ( E )
L e t  R U L E L I S T  
R e p e a t u n t il
L e t  B E S T - C P X  
I f  B E S T _ C P X  
th e n
R e t u r n  R U L E L I S T
b e  th e  e m p t y  lis t 
B E S T - C P X  is n il  o r E  is e m p t y  
b e  F i n d _ B e s t _ C o m p l e x ( E ) . 
is n o t n il .
le t E *  b e  th e  e x a m p le s  c o ve re d  b y  B E S T _ C P X .
R e m o v e  f r o m  E  th e  e x a m p le s  E *  c o ve re d  b y  B E S T - C P X .  
L e t  C  b e  th e  m o s t c o m m o n  class o f  e x a m p le s  in  E /
A d d  th e  ru le  ‘ i f  B E S T _ C P X  th e  class is C ’ to  th e  e n d  o f 
R U L E L I S T
P r o c e d u r e
L e t
L e t
W h i l e
R e m o v e
L e t
F i n d _ B e s t _ C o m p l e x ( E )
S T A R  b e  th e  set c o n ta in in g  th e  e m p t y  c o m p le x  
B E S T _ C P X  b e  n il 
S T A R  is n o t e m p t y ,
S p e c ia lize  a ll c o m p le xe s  in  S T A R  as fo llo w s :
L e t  N E W S T A R  b e  th e  set { x  A  y\x £  S T A R , y  £  S E L E C T O R S }  
R e m o v e  a ll c o m p le xe s in  N E W S T A R  t h a t  are e ith e r  in  N E W S T A R  
( i .e  th e  u n s p e c ia lize d  o n e s) o r n u ll (eg b ig  =  yes &  b ig  =  n o )
F o r  e v e r y  c o m p le x  C ;  in  N E W S T A R :
i f  C » is s ta tis tic a lly  s ig n ific a n t a n d  b e tte r  th a n
B E S T _ C P X  b y  user d e fin e d  c r ite r ia  w h e n  te s te d  o n  E
T h e n  re p la c e  th e  c u rre n t v a lu e  o f  B E S T _ C P X  b y  C i
R e p e a t  U n t i l  th e  size o f  N E W S T A R  = <  m axstar  ( A  user d e fin e d
m a x i m u m )
th e  w o rs t c o m p le x  f r o m  N E W S T A R  
S T A R  b e  N E W S T A R .
T a b le  5 . 1 :  S te p s o f  th e  C N 2  a lg o r ith m
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H o w e v e r , H o l t e  e t al (19 8 9 ) h a v e  s h o w n  t h a t  th e  s ta tis tic a l te c h n iq u e s  
used b y  C N 2  also e lim in a te  a ll s m a ll d is ju n c ts , th u s  th e  r e s u ltin g  ru lesets 
w ill  b e  p o o r  i f  th e  t r a in in g  d a ta  c o n ta in s  a s ig n ific a n t n u m b e r  o f  a ty p ic a l 
e x a m p le s . T h e y  fu r t h e r  r e p o r t t h a t  a s y s te m  w h ic h  uses b o t h  sig nifica nce  
te s tin g  a n d  a n  e rro r e s tim a tio n  te c h n iq u e  such as th e  L a p la c ia n  e rro r e s tim a te  
w o u ld  b e  m o re  successful a t r e m o v in g  e rro r-p ro n e  s m a ll d is ju n c ts .
5 . 3 . 2  P o s t - P r u n i n g :  T r u n c a t i o n  o f  C o v e r s  a n d  R e ­
d u c e d  E r r o r  P r u n i n g
T h e  t r u n c a t io n  p ro c e d u re  ( T R U N C )  o f  A Q 1 5  (M ic h a ls k i e t al 19 8 6 ) is an 
e x a m p le  o f th e  se cond s tra te g y . I t  re m o v e s  v e r y  specific ru le s b y  id e n tify in g  
a n d  r e m o v in g  ru le s w h ic h  c o ve r fe w  e x a m p le s . T h i s  is a n a lo g o u s t o  th e  
tr e e -p r u n in g  stra te g ie s used b y  C 4 .5  ( Q u i n l a n  19 9 3 ), C A R T  ( B r i e m a n  et 
al 1 9 8 4 ), a n d  A S S I S T A N T  ( C e s t n ik  e t al 1 9 8 7 ) . T h e  p ro c e d u re  T R U N C  
uses tw o  m e asu re s t a n d  u. T h e  t m e a s u re  re p re se n ts th e  t o t a l  n u m b e r  o f 
e x a m p le s  e x p la in e d  b y  a c o m p le x  a n d  th e  u  m e a s u re  re p re se n ts th e  t o t a l 
n u m b e r  o f  e x a m p le s  uniquely  e x p la in e d  b y  a c o m p le x . T h e s e  tw o  m e asures 
q u a n t it a t iv e l y  d e sc rib e  th e  effects o f  r e m o v in g  c o m p le xe s f r o m  a c o v e r. T h e  
u m e a s u re  o f  a c o m p le x  t h a t  is r e m o v e d  f r o m  a c o ve r re p re se n ts th e  n u m b e r  
o f e x a m p le s  t h a t  th e  c o ve r n o  lo n g e r e x p la in s . T R U N C  so rts th e  c o m p le x e s  
o f a  c o ve r a c c o rd in g  to  th e  t m e a s u re  a n d  re m o ve s th e  c o m p le x  w i t h  th e  
lo w e st t a n d  u  sco re. T h e  a u th o rs  (M ic h a ls k i et al 19 8 6 ) c la im  t h a t  n o is y  
e x a m p le s  w ill  p ro d u c e  c o m p le xe s w i t h  lo w  u  scores a n d  t h a t  r e m o v in g  the se  
reduces th e  c o m p le x it y  o f th e  c o ve r w h ils t re ta in in g  as m u c h  a c c u ra c y  as 
p o ss ib le . A c c u r a c y  is fu r t h e r  im p r o v e d  b y  a p p ly in g  a fle x ib le  e v a lu a tio n
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schem e to  th e  r e c o g n itio n  rules p r o d u c e d  f r o m  th e  tr u n c a te d  c o ve rs. T h i s  
schem e chooses th e  m o s t p ro b a b le  m a tc h  w h e n  a  n e w  e x a m p le  e ith e r  1 ) 
m a tc h e s  n o  re c o g n itio n  ru le  o r 2 ) m a tc h e s  tw o  o r m o re  r e c o g n itio n  ru le s .
A n o t h e r  s im ila r  a p p ro a c h , R e d u c e d  E r r o r  P r u n in g  ( B u n k  a n d  P a z z a n i  
1 9 9 1 )  p a r titio n s  t h e  tr a in in g  d a ta  in t o  tw o  su b se ts, in  w h ic h  th e  p r im a r y  
tr a in in g  set is u se d  t o  in d u c e  a c o m p le x  ru le s e t w h ic h  is c o rre c t a n d  th e  re ­
tr a in in g  set is u se d  t o  te s t subsets o f  th e  in it ia l  ru le s e t. T h e s e  subsets are 
o b ta in e d  b y  a p p ly in g  s im p lific a tio n  o p e ra tio n s  such as ru le  r e m o v a l a n d  ru le  
c o n d itio n  re m o v a l s y s te m a tic a lly . T h e  su bse t w h ic h  has th e  lo w e st e rro r o n  
th e  r e tr a in in g  set is chosen as th e  b e st ru le s e t a n d  replaces th e  in it ia l  c o m ­
p le x  ru le s e t. H o w e v e r , C o h e n  (1 9 9 2 ) has fo u n d  t h a t  th e  c o m p u ta tio n  tim e  
r e q u ire d  t o  c o n d u c t re d u c e d  e rro r p r u n in g  has a n  e x p o n e n tia l r e la tio n s h ip  
w i t h  p r o b le m  size  fo r  tr a in in g  sets c o n ta in in g  1 0 %  no ise . H e  suggests ‘ re ­
d u c e d  e rro r ru le  set r e g r o w th ’ as a n  a lte r n a tiv e . T h i s  s tr a te g y  also b e gin s b y  
in d u c in g  a c o m p le x  ru le se t fr o m  th e  p r i m a r y  tr a in in g  d a t a . T h i s  ru le se t is 
s im p lifie d  b y  r e m o v in g  c o n d itio n s  a n d  th e  r e s u ltin g  set o f  g e n e ra lise d  rules 
w h ic h  has th e  least a d d itio n a l e rro r o n  th e  p r i m a r y  tr a in in g  set is a d d e d  to  
th e  in itia l  c o m p le x  ru le s e t. T h e  p r u n e d  ru le s e t is o b ta in e d  b y  a d d in g  rules 
f r o m  th is  la rg e r ru le s e t t o  a n  in it i a l l y  e m p t y  ru le s e t i f  t h e y  re d u c e  th e  e rro r 
o n  th e  r e tr a in in g  s e t. T h i s  process is c o m p u t a t io n a lly  m u c h  less c o s tly  t h a n  
re d u c e d  e rro r p r u n in g . S u c h  a n  e x p lo r a tio n  o f  th e  p o ssible  g e n e ra lis a tio n s  o f 
a ru le se t is s im ila r  t o  th e  c o n c e p t o f  a  Set Enum eration  ( S E )  T r e e  ( R y m o n
1 9 9 3 ). A n  S E  tre e  re p re se n ts a g e n e ra lis a tio n  o f a d e cisio n tre e  b y  c o n ta in in g  
m o re  th a n  one a t t r i b u t e  a t each n o d e . I n d u c t io n  o f  S E  trees is a c h ie v e d  b y  
u s in g  th e  s p lit t in g  c r ite r io n  t o  r a n k  th e  a ttr ib u te s  a t each n o d e , th u s  th e
78
r o o t n o d e  has e x p a n s io n s  re p re s e n tin g  a ll a t t r ib u t e  v a lu e  p a irs . T h i s  p ro c e ­
d u re  also organises th e  S E  tre e  so t h a t  th e  le ft side o f  th e  tre e  re p re se n ts 
th e  n o r m a l d e c isio n  tre e  w h ic h  w o u ld  b e  in d u c e d  b y  a p p ly in g  th e  s p littin g  
c rite rio n  in  th e  u s u a l m a n n e r fo r  d e c isio n  tre e  in d u c t io n . H i l l  c lim b in g  search 
p ro c e d u re s  ca n b e  a p p lie d  t o  S E  trees t o  fin d  t h a t  p o r t io n  o f  th e  tre e  w h ic h  
has least e rro r o n  n o is y  t r a in in g  d a t a  ( R y m o n  19 9 6 ).
5 . 3 . 3  A l t e r i n g  t h e  S t o p p i n g  C r i t e r i a  f o r  R u l e  G r o w t h
H o l t e  et al (1 9 8 9 ) p re fe r th e  t h i r d  a p p ro a c h  to  s im p lify in g  c o m p le x  ru le - 
sets. T h e i r  a p p ro a c h  uses a s tr a te g y  t h a t  e x a m in e s  th e  c o ve ra g e  o f each ru le  
in d u c e d  b y  C N 2  t o  id e n t ify  s m a ll d is ju n c ts , d e fin e d  as th o se  ru le s w it h  a c o v ­
erage b e lo w  a p re -d e fin e d  th r e s h o ld . T h e  s to p p in g  c r ite r ia  fo r  the se rules are 
c h a n g e d  to  a llo w  s m a ll d is ju n c ts  to  b e c o m e  m a x i m a l l y  specific i .e . a  s m a ll 
d is ju n c t is sp e cia lise d  fu r t h e r  b y  a d d in g  m o re  c o n d itio n s  t o  re d u c e  its  c o v ­
erage s till f u r t h e r . R u le s  fo u n d  to  c o ve r m a n y  e x a m p le s  r e m a in  u n c h a n g e d . 
T h e  r e s u ltin g  ru le s e t w ill  c o n ta in  a n u m b e r  o f  la rg e  d is ju n c ts  c o v e rin g  th e  
m a j o r i t y  o f  th e  t r a in in g  set a n d  a la rg e  n u m b e r  o f  v e r y  specific rules w h ic h  
are each specific t o  a v e r y  s m a ll n u m b e r  o f  a ty p ic a l e x a m p le s . H o w e v e r , 
t h e y  fo u n d  t h a t  a p p ly in g  th e  m a x i m a l l y  specific ru le  se le c tio n  c rite rio n  to  
s m a ll d is ju n c ts  h a d  th e  effect o f  re d u c in g  th e  a c c u ra c y  o f  la rg e r d is ju n c ts . 
T o  o v e rc o m e  th is  t h e y  p ro p o se  a se le c tive  sp e c ia lis a tio n  c rite rio n  w h ic h  fin d s 
th e  o p t i m u m  sp e c ia lis a tio n  fo r  sm a ll d is ju n c ts , t h e r e b y  m i n im iz in g  th e  e rro r 
r a te  o f  th e  ru le s e t as a w h o le . T h e  se le c tive  s p e c ia lis a tio n  c rite rio n  sets a 
co ve ra g e  li m i t  fo r  each a t t r ib u t e  v a lu e  p a ir  o f  th e  r u le . A  c o n d itio n  w ill  o n ly  
b e  a d d e d  t o  a s m a ll d is ju n c t i f  it  covers less th a n  2 5 %  o f e x a m p le s  w h ic h  d o
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r
not belong to  the  ta rget classification.
5 . 3 . 4  I n d u c i n g  P r o b a b l i s t i c  R u l e s  a n d  R u l e s  w i t h  F l e x ­
i b l e  M a t c h i n g
H Y D R A :  I n d u c i n g  P r o b a b l i s t i c  R u l e s
T h e  f o u r t h  s tr a te g y  is im p le m e n te d  in  a r e la tio n a l r u le  le a rn in g  s y s te m  c a lle d  
H Y D R A ,  d e v e lo p e d  b y  A l i  a n d  P a z z a n i  (1 9 9 3 a ). H Y D R A  is a d e sc e n d a n t o f 
th e  F O I L  s y s te m  d e v e lo p e d  b y  Q u i n l a n  (19 9 0 ) discussed in  c h a p te r 4 . A l i  a n d  
P a z z a n i  h a v e  fo u n d  t h a t  F O I L  suffers fr o m  th e  s m a ll d is ju n c ts  p r o b le m  ( A l i  
a n d  P a z z a n i  1 9 9 3 b ). T h i s  is because it  has a s im ila r  s e p a ra te  a n d  c o n q u e r 
s tr a te g y  t o  C N 2  w h e re  la rg e  ru le s are fo u n d  firs t a n d  th e  c o ve re d  e x a m p le s  
r e m o v e d , le a v in g  th e  ‘ a w k w a r d ’ e x a m p le s  to  b e  c o ve re d  b y  c o m p le x  ru le s . 
H Y D R A  le a rn s p r o b a b lis tic  rules w h ic h  in c o rp o ra te  a lik e lih o o d  r a tio  as p a r t  
o f  th e  c o n c e p t d e s c rip tio n . T h i s  lik e lih o o d  r a tio  p ro v id e s  a c o m b in e d  m e a s u re  
o f th e  n e g a tiv e  a n d  p o s itiv e  c o ve ra g e  o f th e  c o n c e p t d e s c rip tio n . T h i s  r a tio  
is u se d  in  p la c e  o f  th e  in fo r m a t io n  h e u ris tic  u s e d  b y  F O I L  so t h a t  ru le s 
ca n b e  le a rn e d  w h ic h  h a v e  a p r o b a b ilit y  a sso cia te d  w i t h  h o w  c o rre c tly  t h e y  
d e sc rib e  th e  t r a in in g  se t. P r o b a b lis tic  rules re q u ire  s h o rte r rules because th e  
s tric t c o ve ra g e  c o n d itio n s  h a v e  b e e n  r e la x e d . T h e  re s u ltin g  ru lesets are  m o re  
co nc ise , c o n ta in in g  fe w e r s m a ll d is ju n c ts .
P O S E I D O N :  F l e x i b l e  M a t c h i n g
T h i s  a lg o r it h m  uses co n c e p ts a c q u ire d  b y  th e  A Q 1 5  a lg o r ith m  as its  s ta r tin g  
p o i n t . C o n c e p t d e s c rip tio n s  a c q u ire d  b y  A Q 1 5  are in fle x ib le ; a n e w  e x a m p le  
m u s t t o t a l l y  m a tc h  th e  r e c o g n itio n  ru le  o r it  does n o t  b e lo n g  to  th e  c o n c e p t.
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P O S E I D O N  (B e r g e d a n o  e t a l 19 9 2 ) a tte m p ts  t o  o v e rc o m e  th is  in f le x ib ilit y  
b y  in tr o d u c in g  flexible concepts  w h ic h  a llo w  less precise m a tc h in g  o f u n se e n  
e x a m p le s . T h i s  is a c h ie v e d  b y  m e a s u rin g  th e  degre e o f m a tc h  b e tw e e n  th e  
c o n c e p t a n d  th e  n e w  e x a m p le  a n d  c o n s tru c tin g  in fe re n c e  rules t h a t  c a n  a lte r 
th e  c o n c e p t d e s c rip tio n  to  ta k e  in to  a c c o u n t th e  c o n te x t  in  w h ic h  th e  un se e n 
e x a m p le  is u s e d , a n d  th e  t y p i c a l i t y  o f th e  u n se e n  e x a m p le .
B e r g e d a n o  e t al (1 9 9 2 ) a rg u e  t h a t  the se m e th o d s  p ro d u c e  a c o n c e p t d e ­
s c r ip tio n  w h ic h  is m o re  a k in  to  h o w  h u m a n s  p e rc e iv e  c o nce pts b y  m a k in g  
th e  c o n c e p t b o u n d a r y  im p re c is e  a n d  b y  t a k in g  c o n te x t in to  a c c o u n t in  a n y  
a p p lic a tio n  o f  th e  c o n c e p t. T h e  fle x ib le  m a tc h in g  fu n c tio n  ( th e  degree o f 
m a tc h in g  m e a s u re  m e n tio n e d  a b o v e ) a n d  th e  c o n te x t d e p e n d e n t in fe re n c e  
ru le s c a n  a llo w  c o n c e p t r e c o g n itio n  rules to  recognise un seen e x a m p le s  w it h  
m is s in g  a n d  in c o rre c t a t t r i b u t e  va lu e s .
F l e x i b i l i t y  o f  co n c e p ts is re a lise d  u s in g  a “ T w o  T ie r e d  R e p r e s e n ta tio n ” . 
T h i s  r e p re s e n ta tio n  uses th e  V L i  la n g u a g e  d e v e lo p e d  fo r  th e  A Q  series, b u t  
in  P O S E I D O N ,  c o nce pts h a v e  tw o  c o m p o n e n ts  ( o r  “ tie rs ” ) ,  as o p p o s e d  to  
th e  sin gle  c o m p o n e n t fo u n d  in  A Q .  T h e s e  tw o  c o m p o n e n ts  are re fe rre d  t o  as 
th e  B a s e  C o n c e p t R e p r e s e n ta tio n  ( B C R )  a n d  th e  In fe r e n tia l C o n c e p t I n t e r ­
p r e t a t io n  ( I C I ) .  T h e  B C R  consists o f  th e  basic fe a tu re s  w h ic h  are c o m m o n  
to  m o s t e x a m p le s  o f  th e  c o n c e p t, a n d  th e  I C I  c o n ta in s  th e  fle x ib le  m a t c h ­
in g  fu n c tio n  a n d  th e  in fe re n c e  rules w h ic h  ca n tr a n s fo r m  th e  B C R  in t o  a 
d e s c rip tio n  w h ic h  can d e a l w i t h  n o n -r e p r e s e n ta tiv e , o r a ty p ic a l e x a m p le s .
T h e  B C R  describes th e  “ c e n tra l te n d e n c y , th e  m o s t re le v a n t p ro p e rtie s  
a n d  th e  in t e n t io n ” (B e r g e d a n o  et al 19 9 2 ) o f  a c o n c e p t d e s c rip tio n . T h i s  
in fo r m a t io n  m a y  b e  re p re s e n te d  in  m a n y  fo r m s , in c lu d in g  a c o m p le te  a n d
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c o n s iste n t set o f  c o n c e p t r e c o g n itio n  rules a c q u ire d  b y  A Q ,  a p r o o f tre e  s u p ­
p lie d  b y  e x p la n a tio n  b ase d  le a r n in g , a n d  a set o f  cases a c q u ire d  b y  C a se  
B a s e d  R e a s o n in g . T h i s  r ig id  d e s c rip tio n  is a lte re d  b y  th e  I C I  to  g iv e  a n  
e x te n d e d  d e s c rip tio n  (c o n c e p t e x te n s io n ), o r a m o re  sp ecialise d d e s c rip tio n  
(c o n c e p t c o n tr a c tio n ).
U s in g  th e  tw o  tie re d  d e s c rip tio n  in v o lv e s  m a tc h in g  a n  un se e n e x a m p le  
w i t h  th e  B C R  a n d  m e a s u rin g  th e  r e s u lt. T h e  in fe re n c e  ru le s c o n ta in e d  in  
th e  I C I  m a y  b e  a ble  to  e x te n d  o r c o n tra c t th e  B C R  to  fit  th e  e x a m p le , i f  th e  
e x a m p le  is a ty p ic a l.
T h e  F l e x i b l e  M a t c h in g  F u n c t i o n  F ,  m a tc h e s  e ve n ts (selectors f r o m  th e  
n e w  e x a m p le s ) a n d  e xpre ssio n s f r o m  th e  c o n c e p t d e s c rip tio n s  t o  th e  in te r v a l 
[ 0. . 1 ] .  T h i s  m a tc h  is o b ta in e d  b y  m a tc h in g  a n  e v e n t w i t h  each ru le  w h ic h  
m a k e s u p  a c o n c e p t d e s c rip tio n . T h i s  is e xp re s se d  as th e  a ve ra g e  o f  th e  
degrees o f  fit  fo r  its  c o n s titu e n t c o n d itio n s , w e ig h te d  b y  th e  p r o p o r tio n  o f 
p o s itiv e  e x a m p le s  t o  a ll e x a m p le s  c o ve re d  b y  th e  r u le . T h e  e q u a tio n  is g iv e n  
b e lo w :
F ( e ,r )  =  ( £  F ( e ,c / n ) )  x  # r p o s / ( # r p o s  +  # r n e g )
w h e re  F ( e ,c )  is th e  degree o f m a tc h  b e tw e e n  e v e n t e a n d  c o n d itio n  c in  ru le  
r ,  n  is th e  n u m b e r  o f  c o n d itio n s  in  r ,  a n d  # r p o s  a n d  # r n e g  are th e  n u m b e r  
o f  p o s itiv e  a n d  n e g a tiv e  e x a m p le s  c o ve re d  b y  r  re s p e c tiv e ly .
T h e  degree o f  m a tc h  fo r  each c o n d itio n  F ( e ,c )  is d e p e n d e n t o n  th e  t y p e  
o f  e x p re s s io n  m a k in g  u p  th e  c o n d itio n . T h e  fo u r  p o ssible  ty p e s  are d e sc rib e d
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T y p e D e s c r ip tio n
N o m i n a l a n  u n o rd e re d  d o m a in
L i n e a r a d o m a in  o rd e re d  b y  so m e successor r e la tio n s h ip
S t r u c t u r e d  N o m i n a l a n  u n o rd e re d  g e n e ra lis a tio n  tre e
S t r u c t u r e d  L i n e a r a g e n e ra lis a tio n  tre e  o rd e re d  b y  som e successor r e la tio n s h ip
T a b le  5. 2:  D e s c r ip tio n  o f  th e  ty p e s  o f  e xp re ssio n s used b y  P O S E I D O N
in  ta b le  5. 2.
F o r  n o m in a l a n d  s tr u c tu r e d  n o m in a l e x p re s sio n s; i f  th e  u n se e n  e x a m p le  
satisfies th e  e xp re s sio n  th e n  F ( e ,c )  is 1 , o th e rw is e  F ( e ,c )  =  0. F o r  th e  lin e a r 
a n d  s tr u c tu r e d  lin e a r e xp re s sio n s: the se e xp re ssio n s can ta k e  a ra n g e  o f v a l­
ues. I f  th e  v a lu e  o f u n se e n  e x a m p le  e xp re s sio n  fa lls  w it h in  th is  r a n g e , th e n  
F ( e ,c )  is 1 , i f  th e  va lu e  o f th e  un se e n e x a m p le  e x p re s s io n  does n o t fa ll w it h in  
th is  ra n g e  th e n  th e  d is ta n c e  b e tw e e n  th e  e n d  o f th e  ra n g e  a n d  th e  e x a m p le  
v a lu e  is used to  c a lc u la te  F ( e ,c )  . T h e  F l e x i b l e  M a t c h in g  F u n c t i o n  is set 
to  z e r o  o r ” n o  m a tc h ” i f  th e  degree o f  m a tc h  is lo w e r t h a n  a p r e d e te r m in e d  
th r e s h o ld .
T h e  F l e x i b l e  M a t c h in g  F u n c t i o n  is u s e fu l fo r  d e a lin g  w i t h  e x a m p le s  w h ic h  
are close to  th e  t y p ic a l case, w h e re a s th e  in fe re n c e  ru le s , also c o n ta in e d  in  
th e  I C I  t i e r , c o n ta in  th e  tr a n s fo r m a tio n s  ne ce ssa ry to  deal w i t h  e x c e p tio n s  
to  th e  t y p ic a l case, o r th e  c o n te x t in  w h ic h  th e  c o n c e p t d e s c rip tio n  is u se d .
A n  e v e n t ca n h a v e  th re e  ty p e s  o f  m a t c h , d e p e n d in g  o n  w h ic h  p a r t  o f  th e  
tw o  tie r e d  r e p re s e n ta tio n  is used to  p e r fo r m  th e  m a t c h .
1 . I f  a n  e v e n t m a tc h e s  th e  B C R  th e n  it  is S c o ve re d  ( A  s tric t m a tc h )
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2 . I f  th e  fle x ib le  m a tc h in g  fu n c tio n  is u sed  to  m a tc h  a n  e x a m p le  t o  th e  
B C R ,  th e n  th e  e v e n t is F - c o v e r e d
3. I f  th e  d e d u c tiv e  in fe re n c e  rules tr a n s fo r m  th e  e x a m p le  in to  a m a t c h , 
th e n  th e  e x a m p le  is said  to  b e  D -c o v e r e d .
T h e s e  ty p e s  o f  m a tc h  c a n  b e  said to  b e  a m e a s u re  o f h o w  r e p re s e n ta tiv e  
a n  e x a m p le  is o f  a  c o n c e p t: S -c o v e re d  e x a m p le s  are r e p r e s e n ta tiv e , F - c o v e r e d  
e x a m p le s  are n e a r ly  r e p r e s e n ta tiv e , a n d  D -c o v e r e d  e x a m p le s  are e x c e p tio n s .
5.4 Representational Com plexity and Con­
structive Induction
H o w e v e r , as m e n tio n e d  a b o v e , m is c la ss ific a tio n  is n o t  th e  o n l y  cause o f th e  
c o m p le x it y  fo u n d  in  le a rn in g  p ro b le m s . T h i s  se c tio n  deals w i t h  c o m p le x ­
i t y  w h ic h  is fo u n d  in  tr a in in g  sets c o n ta in in g  n o  e rro rs a n d  n o  n o ise . T h i s  
c o m p le x it y  is re p re s e n ta tio n a l in  n a tu r e  a n d  re la te s to  th e  c h a ra c te r o f  th e  
p ro b le m s  th e m s e lv e s . H o w e v e r  it  is also c o m m o n  fo r  le a rn in g  p ro b le m s  to  
e x h ib it  b o t h  k in d s  o f  c o m p le x ity .
T h e  A Q 1 7 - H C I  ( W n e k  a n d  M ic h a ls k i 19 9 4 a ) in d u c tiv e  le a rn in g  s y s te m  
a lte rs th e  basic A Q R  a lg o r ith m  to  ta k e  a c c o u n t o f  C o n s t r u c t iv e  In d u c t io n  
( H C I  s ta n d s fo r  Hypothesis-driven Constructive Induction ) . C o n s t r u c t iv e  
In d u c t io n  is u sed  to  d e riv e  n e w  a ttr ib u te s  w h ic h  m a y  d e sc rib e  th e  d e c isio n  
m a k in g  d o m a in  b e t t e r  th a n  th e  a ttr ib u te s  w h ic h  h a v e  b e e n used t o  d e sc rib e  
th e  e x a m p le s . T h i s  re p re se n ts o n e  s o lu tio n  to  th e  p r o b le m  o f  u s in g  a p r o p o ­
s itio n a l log ic la n g u a g e  t o  d e sc rib e  d o m a in s  w h ic h  w o u ld  b e  m o re  e ffe c tiv e ly  
d e s c rib e d  u s in g  a p re d ic a te  lo g ic  la n g u a g e  c a p a b le  o f  re p re s e n tin g  e x a m p le s
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as structured objects (see section 4.3 which describes predicate logic induc­
tion). In these situations propositional induction systems (both rule based 
and tree based) produce large rule sets which have low classification accu­
racy. Michie et al (1994) describe how constructive induction was applied to 
a problem in the chess domain. Initially, a decision tree learning system was 
used to construct a tree of 27 nodes which had a classification accuracy of 
69 % (this is close to the accuracy achieved by “guessing” by choosing the 
most likely classification for each unseen example). Constructive induction 
was used by augmenting the original six attributes with 15 new attributes. 
The decision tree produced from these 21 attributes achieved 99% accuracy 
but it was very cumbersome with 49 nodes. The Inductive Logic Program 
GOLEM (Muggleton and Feng 1990) achieved 100% accuracy and produced 
only 4 rules.
The steps in the AQ17-HCI algorithm are given below (Wnek and Michal- 
ski 1994b). The positive subset is represented by the symbol E+ and the 
negative set is represented by E~:
1. Divide randomly each of the training sets E+ and E~ into two subsets: 
the primary set Ep and the secondary set Ea. E+ = E+ U E+. E“ = 
E" U E j . The primary training subset is to be used for rule generation, 
and the secondary subset is to be used for rule verification.
2. For each concept, induce the most specific cover of the set E+ against 
the set E“ .
3. Evaluate the performance of the rules on the secondary training set, Ea. 
If the performance exceeds a pre-defined threshold then go to step 8.
4. Analyse the rules to identify possible changes in the representation 
space.
5. Change the representation space by removing irrelevant attribute values 
or attributes, or by adding new attribute values or attributes.
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6. Modify the training set of examples, E, according to the changes in the 
representation space.
7. Go to Step two.
8. For each concept induce a set of the most specific rules from all positive 
examples against all negative examples, i.e. a cover C 0 V m4 (E+/E~) 
and the most general cover of negative examples against positive exam­
ples COVmg (E-/E+).
9. Build final concept descriptions by generalising the most specific positive 
rules against the most general negative rules, i.e.
COVmff( COVma (E+/E-) / COVm3 (E-/E+)).
The last step produces the most general positive rules by removing as 
many selectors from the positive rules as possible. This process continues 
until any further removal would result in coverage of a negative rule.
Chapters 6 and 7 outline an alternative method for inducing simple clas­
sifiers. Experimental data is also used to show that classifiers induced by this 
method can often obtain similar or higher classification accuracies than some 
of the methods outlined above. These classifiers do not correctly classify the 
all of the training set, but attempt to trade-off poorer training set accuracy 
for increased classification accuracy on the test set.
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C hapter 6
A lternative M ethods for 
Inducing Sim ple R ules
In this chapter a new approach to the problem of inducing simple classi­
fiers is described. It differs from those described in the previous chapter 
by concentrating on identifying difficulties in the training set itself rather 
than concentrating on either the methods for discovering rules or on altering 
the rules induced from the training set. Identifying those training examples 
which present problems for machine learning systems opens up opportunities 
which can improve the quality of the resulting ruleset. If the problem ex­
amples represent misclassifications within the training set, identifying these 
examples and presenting them to the expert for correction will allow induc­
tion to proceed from a correct training set. Identifying these examples can 
also allow learning to focus on easy representative examples. The problem ex­
amples may then be handled by a different learning paradigm. This chapter 
will explore these issues in more detail.
The strategies central to this approach are related to the procedure used
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by RIGEL (Gemello et al 1992) to choose the best training example to seed 
the induction process. As described in chapter 4, this procedure scores the 
selectors comprising an example by determining how common they are in the 
positive examples and how rare they are in the negative examples. The most 
favourable selector is that which is in the largest number of positive examples 
and also in the fewest number of negative examples. The best example to 
use as the seed contains the largest number of favourable selectors.
This procedure is successful in choosing a good seed example because it 
finds the example most representative of the positive class. The strategies 
presented in this thesis modify this approach so that the least representative 
examples of a class are found. These will be those examples which score 
poorly when scored by RIGEL’s seed selection procedure. Although RIGEL 
is a learning system which employs predicate logic, the strategies presented 
here can only function with propositional learning systems such as CN2 and 
C4.5. Extending the strategies to work with predicate logic systems will be 
discussed in Chapter 8 (as future work).
This chapter presents a new strategy (known as CN2-D) which has the 
aim of determining the best way to identify unrepresentative or difficult ex­
amples. The further sections of this chapter describe this strategy, its devel­
opment, the results obtained from comparing the new strategy to an existing 
strategy (CN2), and a modification of the strategy appropriate for decision 
tree learning. In particular, section 6.2 describes the evaluation methods 
used in the experiments described, section 6.3 describes experiments under­
taken in the development stages of CN2-D, section 6.4 describes experiments 
which compare the performance of CN2-D to CN2 , and section 6.5 describes
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results obtained by applying a variant of the strategy to C4.5. The strategies 
and algorithms are compared by inducing rulesets from a number of prob­
lems which reveal differing characteristics. For all experiments, performance 
is evaluated by measuring both the ruleset complexity and the classification 
accuracy of the rulesets induced.
6.1 CN2-D: A Strategy for Identifying D if­
ficult Training Examples
The first stage of CN2-D involves obtaining a score of how representative each 
training example is of its class. This is achieved by combining the relative 
frequency of the individual attribute values which describe the example. This 
score is termed the d-score.
The relative frequency for an attribute value for a given class can be cal­
culated by following equation. Given n examples of a given class, c, and r 
occurrences of a particular attribute value, u, within these n examples, then 
the relative frequency of observing attribute value v, for a member of class c 
is:
Fvc = p( value =  u| class = c) = —
n
With the relative frequency calculated, the d-score for an example, e, for 
a given class c is given by the following. For example e, attribute values are
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v ei , . . . }vem where there are m  attributes:
1 m
d -  score = — Y ] FVe.>c
The d-scores are divided by the number of attributes so that comparison 
between different training data populations is possible.
The d-score is repeated for each possible classification of the example to 
give a tuple which contains as many classification/d-score pairs as there are 
possible classifications in the problem. The classification/d-score pairs com­
prising the tuple for each example are used to determine which examples are 
unrepresentative. Unrepresentative examples identified by this strategy will 
be termed difficult, where difficult is defined as follows:
An example is described as difficult if the classification/d-score 
pair with the highest d-score has a classification other than the 
actual classification of the example.
After CN2-D has identified the difficult examples, a list of these examples 
can then be checked by a human expert. If any examples are unrepresentative 
because they have been misclassified, the human expert can correct these 
and induction can proceed from a more reliable training set. (In the animals 
example described below the unrepresentative examples identified by the d- 
score are misclassifications which could easily be corrected). In this way 
CN2-D can be used interactively, allowing corrections to be made before 
induction proceeds.
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example No class Attribute d-score(CN2-D)
covering legs wings colour bunny owl
1 bunny fur 4 no grey 0.3125 0.5830
2 bunny feathers 2 yes black 0.5000 0.3333
3 bunny fur 4 no brown 0.3125 0.5830
4 owl feathers 2 yes grey 0.5625 0.3333
5 owl feathers 4 yes brown 0.5625 0.3333
6 owl feathers 2 yes white 0.6250 0.2499
7 owl fur 4 no white 0.3750 0.5000
Table 6.1: A small training set describing owls and bunnies
More particularly, CN2-D has been used to pre-process training data 
sets which are then presented to the CN2 algorithm. Examples identified as 
unrepresentative or difficult are removed and CN2 only induces rules from the 
reduced ‘easy’ training sets. The training set for a small problem involving 
animals is given in table 6.1 .
The d-scores obtained by CN2-D (together with those obtained by CN2- 
U, see section 6.2.2) are also given for each example. This problem will be 
used to illustrate how CN2-D identifies difficult examples and how removal of 
these examples affects the induction of rules. Table 6.2 contains the relative 
frequencies for the attribute-value/class combinations found in the training 
set illustrated in table 6.1 .
Tables 6.3 and 6.4 display the d-scores obtained for examples 1 and 2
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Attribute Value Class
Owl Bunny
Covering Fur 1/4 2/3
Feathers 3/4 1/3
Legs Two 2/4 1/3
Four 2/4 2/3
Wings Yes 3/4 1/3
No 1/4 2/3
Colour Grey 1/4 1/3
Brown 1/4 1/3
White 2/4 0/3
Black 0/4 1/3
Table 6.2: Relative frequencies for attribute-value/class combinations 
respectively.
The examples which belong to this problem are described by 4 attributes 
and can belong to one of two possible classes (owl or bunny). The tuple 
obtained by CN2-D for each example will thus have two d-scores, one for 
class owl and one for class bunny.
In this training set, CN2-D would identify examples 2 and 7 as difficult. 
All the rest would be considered ‘easy’ . Bunny number 2 and Owl number 
7 are probably misclassifications; a human observer with prior experience of 
bunnies and owls would be surprised to find a bunny which had feathers and
92
class attribute value d-score
fur four no grey
class if owl (1/4 + 2/4 + 1/4 + l/4)/4 0.3125
class if bunny (2/3 + 2/3 + 2/3 + l/3)/4 0.5830
Table 6.3: d- scores for example no 1
class attribute value d-score
feathers two yes brown
class if owl (3/4 + 2/4 + 3/4 + 0/4)/4 0.5000
class if bunny (1/3 + 1/3 + 1/3 + l/3)/4 0.3125
Table 6.4: d-scores for example no 2
flew.
6.2 Evaluation M ethods
6.2.1 Learning Problem s
The performance of each algorithm has been compared by applying each al­
gorithm to a number of learning problems. All experiments are carried out 
on the same five learning problems. The data sets corresponding to each 
problem are all artificial, but each has been chosen to illustrate the various 
aspects of difficulty described above. The contact lens problem (Cendrowska 
1987) is a complete set, easily described in the attribute value pair represen­
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tation, with no misclassifications and a low proportion of difficult examples. 
The mushroom problem is an incomplete data set manufactured by the au­
thor which is not described well by the 7 attributes used. There are a number 
of identical mushrooms belonging to different classifications which would re­
quire additional attributes to distinguish them. The Monks problems were 
designed by Thrun et al (1991) as artificial data sets for an unbiased com­
parison of the performance of learning algorithms from a number of differ­
ent paradigms. These included neural networks, induction algorithms and 
clustering algorithms such as COBWEB. The Monks problems are all con­
cerned with an artificial robot domain, in which the robots are described by 6 
discretely-valued attributes. The total population size was 432 examples for 
each problem and each problem has a classification attribute with two values. 
The different problems each have different characteristics. Monks 1 is easily 
described in the attribute-value pair representation and contains little diffi­
culty. Monks 2 contains a significantly larger number of difficult examples 
because it was created to illustrate how the classification accuracy of induc­
tion algorithms which use only the attribute-value representation decreases 
when they are presented with problems which are difficult to represent in this 
language. Monks 3 has a small amount of difficulty which has been intro­
duced to illustrate the performance of algorithms in noisy situations where 
training examples are misclassified.
6.2.2 Test C onditions
Two different sets of test conditions were applied to the problems in the 
following ways. The first set of conditions was applied to the mushrooms
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and contact lens problems. The data set represented by each problem was 
randomly split into 50% for training and 50% for testing. A larger proportion 
of the populations representing the mushrooms and contact lenses problems 
was used for training because these problems contain many fewer examples 
than the Monks problems. The easier training conditions were offset by a 
tougher test regime where no test example had been part of the training set. 
The test conditions used for the Monks problems were the same as those used 
in the original comparison by Thrun et al (1991), namely the test set contains 
all possible examples. Monks 1 has a training set of 124 randomly selected 
examples, Monks 2 has a randomly selected training set of 169 examples. 
Monks 3 has 122 randomly selected training examples, of which 5% have had 
their classification altered to give a noisy training set.
6.2.3 Evaluation M easures
Ruleset complexity was evaluated by a measure which describes the average 
number of conditions per class for a given ruleset. It is obtained by dividing 
the total number of conditions (attribute value pairs found in the ruleset) by 
the number of classifications found in the problem.
. no o f attribute value pairs
ruleset complexity = -------------- -— ----------------
no o f classes
This measure gives a good indication of the number of specialisation steps 
needed for CN2 to classify one class in the training set. It is averaged over 
all classes so that rulesets from different learning problems can be compared. 
The following simple ruleset has a ruleset complexity of 5 conditions per class.
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class = 1 
class = 1 
class = 2
—> a = l & b  = l 
—> a = l & b  = 2 
—> a = 2 & b = 3 & c = 2  
class = 2 —> a = 2 & b = 3 & c = l
The classification accuracy of the rules produced by CN2 and CN2-D was 
evaluated by the following strategy. A ‘correctness’ score was produced for 
each test example. The correctness score is 1 if all the rules which cover the 
example are from the correct class. Otherwise correctness is measured by the 
following equation:
no o f rules from  the correct class
correctness = ----- ------- ------ ---------------- ;----- ------------ —
total number o f rules covering the example
Classification Accuracy is then the sum of the correctness of each example
divided by the total number of examples.
6.3 Experim ents Concerning the D evelop­
ment of CN2-D
6.3.1 E xperim ent 1: Com paring C N 2-D  to  CN 2-U : A  
Sim pler Strategy For Evaluating Training Sets
In this section, the performance of CN2-D is compared with that of CN2-U, 
a simpler strategy based on the identification of training examples which are 
unrepresentative of their class. Examples identified as unrepresentative by 
CN2-U are simply less like other members of their class. This is in contrast 
to CN2-D where difficult examples are less like their own class and more like 
members of other classes. CN2-U was developed by the author and uses the
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d-score in a simpler way which is closer to the original seed selection method 
used by RIGEL. In contrast to CN2-D, CN2-U only generates one d-score for 
each example, i.e CN2-U only evaluates examples by how they score for the 
class they belong to, rather than all classes in the learning problem. When 
every example been scored the scores for the examples belonging to a single 
class are scaled in the range {0:1 }: i.e. the highest scoring example for that 
class is given the value 1 and all other examples are scaled accordingly. The 
examples from all classes are scaled in this way. This allows the scores of 
examples from different classes to be compared. An example with a score of 
1 is the most representative of its class; the example with the lowest score is 
the least representative of its class.
CN2-U has a user supplied threshold which controls how many of the 
poorest scoring examples should be removed. CN2-U sorts the examples 
according to how well each example scored, with the most representative 
examples at the top. The threshold has a value in the range {0:1} where a 
value of 0 would treat every example as unrepresentative and a value of 1 
would treat evey example as representative (using the threshold set to 1 will 
result in CN2-U behaving as CN2).
Table 6.5 shows the d-scores obtained by CN2-U and from this table it 
can be seen that examples 2 and 7 would also appear at the bottom of the 
sorted examples.
These examples would then be considered the least representative in the 
training set. If the threshold was set to 0.7, both these misclassified examples 
would be identified as unrepresentative by CN2-U.
Table 6.6 shows the classification accuracies and ruleset complexities
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example No class Attribute d-score(CN2-U)
covering legs wings colour
1 bunny fur 4 no grey 1.0
2 bunny feathers 2 yes black 0.536
3 bunny fur 4 no brown 1.0
4 owl feathers 2 yes grey 0.9
5 owl feathers 4 yes brown 0.9
6 owl feathers 2 yes white 1.0
7 owl fur 4 no white 0.6
Table 6.5: D-scores obtained by CN2-U for the owls and bunnies
found by comparing CN2-D and CN2-U, using the five learning problems 
described above. More particularly, Table 6.6 shows the classification accu­
racies of CN2-U and CN2-D for similar ruleset complexities. This method 
of evaluation is used because of the different methods employed by CN2-U 
and CN2-D to identify unrepresentative/difficult examples. CN2-U uses a 
threshold, by which the number of examples deemed unrepresentative can 
be varied. In contrast, CN2-D operates a ‘cut-off’ strategy which cannot be 
varied. CN2-U was tested by altering the threshold value in range 0.5 to 1 , 
which gives a variety of rulesets, the complexity of which decreases as the 
threshold value decreases. The best method of evaluating the performance of 
CN2-U and CN2-D is thus to compare the classification accuaracy of CN2-U 
and CN2-D when the threshold value for CN2-U produces a rulest of similar
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complexity to that induced by CN2-D. In theory CN2-U can induce rules 
which have only, one condition, however, these rules would have a very low 
classification accuracy, thus comparing classification accuracies for rulesets 
of a similar complexity is a more meaningful comparison. In Table 6.5 the 
learning problems names have been abbreviated as follows: CL (Contact 
Lenses); MS (Mushrooms); M l (Monks 1); M2 (Monks 2); M3 (Monks 3).
Problem Ruleset Complexity Classification Accuracy
CN2-D CN2-U CN2-D CN2-U
MS 2.67 2.33 45 9.09
CL 1.67 2.33 70 45.83
M l 12 12 80 86.8
M2 31 38 58 57.98
M3 7 14 97.2 55.94
Table 6.6: Classification accuracies and auleset Complexities for CN2-D and 
CN2-U for the contact lenses, mushrooms and Monks Problems
From Table 6.6 it can be seen that the rulesets obtained by CN2-D have a 
higher classification accuracy than CN2-U for all problems other than Monks 
2 . These results show that CN2-D, the strategy where the d-score is used to 
identify difficult examples which are then removed, is a better way of reducing 
ruleset complexity than CN2-U i.e the less complex rulesets induced by CN2- 
D have a higher classification accuracy than the comparable rulesets induced 
by CN2-U. This is because the examples identified as difficult by CN2-D are
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both unrepresentative of their class and more representative of another class. 
The results of this experiment show that CN2-D employs a more effective 
complexity reduction strategy that CN2-U; thus the performance of CN2-D 
will be further evaluated. CN2-U will not be considered any further in this 
thesis.
6.3.2 E xperim ent 2: A M ulti-S trategy System , CN2- 
D w ith  N earest N eighbour
Figure 6.1 illustrates the components of CN2-D+NN: a multistrategy learn­
ing system developed by the author in which the simple ruleset induced by 
CN2-D is combined with a simple nearest neighbour algorithm. CN2-D+NN 
has a learning phase and a test phase. The learning phase uses the d-scores 
to split the training set into an easy subset and a difficult subset. As for 
CN2-D, the CN2 algorithm is used to induce a ruleset from the easy sub­
set. The difficult subset represents a set of ‘cases’ to which a test set can 
be compared. The test phase first determines whether the classification of a 
test example should be provided by the ruleset or by the difficult cases. This 
is achieved by obtaining a set of similarity measures showing how similar a 
test example is to each of the difficult cases. The similarity measure then 
counts the number of shared attributes. The similarity scores are compared 
to a threshold to determine whether the classification should be given by the 
difficult cases or by the ruleset. If the similarity score for any comparison 
with a difficult case is below this threshold, then the test case is given by 
the difficult case (or cases) to which the test example is most similar. If 
no comparison is lower than the threshold, then classification is provided by
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the ruleset. If difficult cases from more than one class are equally similar to 
the test example, then the test example is given the same classification as 
the most frequent class found in these equally similar cases. The threshold 
can be changed so that the different components of the system can be given 
different proportions of the test set.
Figure 6.2 shows the classification accuracies obtained by applying CN2- 
D-fNN to the five learning problems used in Experiment 1 . It also shows 
how classification accuracy varies as the threshold varies.
It can be seen that for all problems other than Monks 2 the highest 
classification accuracy was obtained by setting this threshold to 0. With 
the threshold set to 0 CN2-D+NN behaves exactly as CN2-D, i.e. no test 
examples are classified by the nearest neighbour component. The highest 
classification accuracy obtained for Monks 2 is for a threshold of 1 , where 
a minimum number of test examples are classified by the nearest neighbour 
component. It can be seen from this result that combining the simple ruleset 
induced by CN2-D with a nearest neighbour component to classify difficult 
examples performs more poorly than CN2-D, where the difficult examples 
are ignored. CN2-D-f NN will be given no more consideration in this thesis.
6.3.3 Experim ent 3: D oes R em oving Difficult Exam ­
ples Give B etter  Perform ance Than R em oving  
Easy Exam ples ?
Experiment 3 has been designed to test whether removing those examples 
identified as difficult by CN2-D results in better performance than removing 
a similar number of examples identified as ‘easy’ by CN2-D. Figures 6.3 and
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Figure 6.1: CN2-D+NN: A multi-strategy system incorporating Induction 
and Nearest Neighbour
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C la s s ific a tio n  A c c u r a c ie s  fo r  Cn2-D +NN
^— CL — ■— Mu — £—  M1 — a—  M2 — ©— M3
Similarity for Nearest Neighbour
Figure 6.2: Classification accuracy obtained by CN2-D+NN
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6.4 illustrate the classification accuracy and ruleset complexity results for this 
experiment. For purposes of this experiment, the strategy of removing easy 
examples is termed CN2-E. To evaluate more closely the effects of removing 
easy examples from the training set, any difficult examples identified by the 
d-score were retained. CN2-E counts the number of difficult examples found 
and removes the same number of easy examples from the training set. A 
random procedure was used by CN2-E to identify those easy examples which 
should be removed.
Figures 6.3 and 6.4 show that for the Mushrooms, Contact Lenses and 
Monks 3 problems removing the difficult examples has resulted in rulesets 
which are substantially less complex and also more accurate than those in­
duced by the strategy of removing easy examples.
For monks 1, CN2-E induces a ruleset of similar complexity to CN2- 
D, however this ruleset is some 5% less accurate in classifying the test set. 
Monks 2 is the only problem for which CN2-E induces a more accurate rule- 
set. However, this ruleset is nearly three times as complex as that induced 
by CN2-D. As discussed more fully in the next section, the characteristics 
exhibited by Monks 2 suggest that the strategy of identifying and removing 
difficult examples performs poorly where a learning problem displays rep­
resentational complexity. The results for all of the other learning problems 
suggest that identifying and removing difficult examples, and ‘ignoring’ the 
information contained within them is the best of the complexity reduction 
strategies described in this thesis. All further experiments will thus consider 
CN2-D only.
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Figure 6.3: Classification accuracies for CN2-D and CN2-E
105
R u leset C o m p lex ities  for CN2-D and CN2-E
Figure 6.4: Ruleset complexities for CN2-D and CN2-E
106
6.4 A Prelim inary Comparison of CN2 and 
CN2-D
For this experiment, results pertaining to the DEFAULT rule have been in­
cluded. The DEFAULT rule gives the classification accuracy obtained by 
merely assuming that all test examples belong to the most frequently occur- 
ing class found in the training examples. This has been included to inves­
tigate how much better the induction strategies are than this very simple 
method. The number of difficult examples identified by CN2-D in each of 
the problems on which CN2 and CN2-D were compared is shown in Table
6.7
Problem No of Difficult Examples No of Examples % of Difficult Examples
Contact Lenses 3 12 25.00
Mushroom 9 23 39.13
Monks 1 29 124 23.39
Monks 2 71 169 42.26
Monks 3 9 122 7.37
Table 6.7: Number of difficult examples found in the Contact Lenses, Mush­
rooms and Monks Problems
From this table it can be seen Monks 2 and the Mushrooms contain a 
significantly higher proportion of examples identified as difficult by CN2-D 
than the other problems. Monks 3 contains the least number of difficult ex­
amples. Monks 1 and the contact lens problems are intermediate in difficulty, 
containing 25% and 23.39% difficult examples respectively.
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The complexity of the rules induced by both CN2 and CN2-D is illustrated 
in table 6.8 and figure 6.5. Table 6.8 shows the average number of conditions 
per class for the different problems.
6 .4 .1  R u le s e t  C o m p le x i t y
Problem Ruleset Complexity
CN2 CN2-D
Contact Lenses 3 1.67
Mushrooms 8.67 2.67
Monks 1 32.5 12.0
Monks 2 111.0 31.0
Monks 3 32.0 7.0
Table 6 .8: Rule complexities for algorithms for Contact Lens, Mushrooms, 
and Monks problems (measured as average number of conditions per class)
These results show that Monks 2 produces the most complex ruleset, 
with 111  conditions per class. Corresponding, Monks 2 shows the greatest 
reduction in rule complexity. Monks 3 also shows a marked decrease in rule 
complexity, from 32 to 7 conditions per class. From these results it can be 
seen that the rulesets produced from training sets with the difficult examples 
removed have often more than 50% fewer conditions per class and more than 
50% fewer rules than rulesets produced by learning from the entire data 
sets. However, as table 6.9 illustrates, there is no simple correlation between 
the amount of difficulty in a dataset and the resultant reduction in ruleset
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complexity.
Problem %Difficulty Reduction in Complexity 
(CN2 - CN2-D)
Contact Lenses 25.00 1.33
Mushrooms 39.13 6
Monks 1 23.39 20.5
Monks 2 42.26 80
Monks 3 7.37 25
Table 6.9: The reduction in complexity and % difficulty of the learning prob­
lems used
Monks 2 shows the greatest reduction in complexity and correspondingly 
had the highest difficulty. However, the Contact Lenses had a high difficulty 
of 25% but the reduction in complexity was only 1.33 conditions per class. 
In contrast Monks 3 had only 7.37% difficulty but ruleset complexity was 
reduced from 32 to 7 conditions per class.
Figure 6.5 shows that removing difficult examples from the learning pro­
cess also shifts the distribution of rules towards those rules with fewer con­
ditions. This shift in distribution is most apparent in Monks 3 where the 
percentage of rules with 1 or 2 conditions increases from 39.1% to 100% as 
the difficult examples are removed. It shows how the number of rules is more 
than halved in all problems except the contact lenses problem where the re­
duction is 40%. The Mushrooms and Monks 3 show the greatest decrease in 
ruleset size: from 14 to 5 rules for the Mushrooms and 23 to 8 for Monks 3.
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Figure 6.5: A percentage breakdown of rulesets according to the number of 
conditions (number of conditions given by “N” )
110
6.4.2 C lassification A ccuracy
The classification accuracy of CN2 and CN2-D on the different datasets is 
presented in figure 6.6. These results show that for Monks 1 and 2, CN2-D 
has classification accuracy of 12% and 13% less than CN2. The classifica­
tion accuracy of CN2-D is higher than CN2 for the Mushrooms, Contact 
Lenses and Monks 3 problems. There is an increase of 15% for the Contact 
Lenses, 8% for the Mushrooms and 10% for Monks 3. If these differences 
are expressed as a percentage of the classification accuracy of CN2, then 
CN2-D performs as follows. For the Mushrooms, Contact Lenses and Monks 
3 CN2-D performs 21.4%, 17.58% and 8.9%, better than CN2, respectively. 
For Monks 1 and 2, CN2-D performs 13.2% and 19.1%, worse than CN2, 
respectively.
6.4.3 D iscussion and Conclusion
The above results have been obtained by comparing the performance of CN2 
and CN2-D on data sets which have been created to illustrate the different 
types of difficulty common to real world machine learning problems. From 
the rule complexity results it can be seen that CN2-D, a learning system 
that identifies those elements of a training set that are easy to learn from 
and then applies CN2 only to those examples, always produces rules that 
were substantially less complex than those produced by applying CN2 to 
the whole training set. In contrast to the other pruning methods described 
in section 2 that use statistical methods for terminating the rule growing 
process before overspecialised rules are produced, CN2-D avoids learning
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Figure 6.6: Classification accuracies for the learning problems
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from those examples in the training set, and thus avoids the induction of 
over-specialised rules. Thus, when difficult situations are encountered, that 
would usually lead to the induction of a large number of small disjuncts, this 
system avoids producing many small disjuncts by not learning from difficult 
examples.
However, although CN2-D is successful at reducing the complexity of 
rulesets, as the classification accuracy results show, the relationship between 
the reduction in ruleset complexity and classification accuracy is not simple, 
CN2-D has a higher classification accuracy than CN2 for the Contact Lenses, 
Mushrooms and Monks 3 problems but a lower classification accuracy for 
Monks 1 and 2. The behaviour of the algorithms on each learning problem 
will be discussed in detail below.
The Mushrooms problem is difficult because it contains duplicate exam­
ples which belong to different classes. The number of attributes used is not 
sufficient to properly distinguish different members of the population. This 
situation poses problems for CN2, and also for the pruning methods which 
allow for a number of incorrect training examples to be covered by a rule. 
Producing rules with an allowable error will increase inaccuracy if more du­
plicates with the incorrect classification are found in the test set. However, 
using CN2-D to identify difficult examples can give induction a better chance 
of choosing the correct classification for unseen duplicates by learning only 
from that duplicate which is more like other members of its class.
Monks 3 is a simple problem in which difficulty is introduced in the form 
of misclassifications. The low percentage of difficult examples found in this 
problem is not an accurate measure of how difficult it is to learn from, as is
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shown by the increased complexity of the ruleset required by CN2 to describe 
the problem. CN2 performs poorly in this case because it produces inaccurate 
small disjuncts in an attempt to cover the misclassifications found in the 
training set. The misclassifications are identified by CN2-D and are removed. 
The induction of simpler rules from the remaining examples allows CN2-D 
to classify the test set with a high classification accuracy (97%).
The Monks 2 problem is a learning situation in which CN2-D performs 
more poorly than CN2 . This is because the difficulty in this problem is 
representational in nature. The attribute value pair representation language 
is inadequate for representing this problem. The concept described by Monks 
2 is a parity problem: a training example belongs to the positive class if any 
two attributes have their first value (Thrun et al 1991). All other examples 
belong to the negative class. This is a complicated class distribution which 
cannot easily be described using rules containing attribute value pairs, and is 
the reason for the large number of rules and the high complexity of the ruleset 
produced by CN2. Small disjuncts in this case are necessary for describing 
this problem; removing the examples which cause them has merely reduced 
the ability of CN2 to represent the problem to its best ability. It has been 
shown that induction algorithms that change the representational space by 
constructive induction perform well on this problem (Thrun et al 1991). 
It should be noted that the CN2 induction algorithm also only marginally 
outperforms the DEFAULT score, and thus cannot be considered successful 
at inducing rulesets from this problem.
The Contact Lenses and Monks 1 problems are comparable because they 
are both complete populations with no misclassifications, no duplicates and
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are easily represented in the attribute-value based language used to form the 
rules. In this situation some of the class distribution may be better described 
by rules which have been induced to cover the difficult examples, which would 
be the case in Monks 1 ; or, as in the Contact Lenses problem, the difficult 
examples produce rules which inaccurately reflect the class distribution of 
the problem. There seems to be no simple way to predict which strategy is 
best for inducing rules from simple datasets with no noise.
6.5 C4.5-D Can Identifying and Rem oving
Difficult Examples Give Simpler D eci­
sion Trees?
This experiment was undertaken to ascertain whether identifying and remov­
ing difficult examples from training sets which were then presented to C4.5 
resulted in a similar performance, where in most cases the marked reduction 
in ruleset complexity is not matched by a corresponding reduction in classi­
fication accuracy. Ruleset complexity for C4.5 is scored in exactly the same 
way as CN2, using the rulesets which result from treating each branch of the 
decision tree as a rule. The system built from applying the strategy used by 
CN2-D to identify difficult examples, but using C4.5 to induce decision trees 
from easy examples, is known as C4.5-D.
Figures 6.7 and 6.8 show the classification accuracies and ruleset com­
plexities obtained by applying C4.5 and C4.5-D to the five learning problems 
used in the other comparisons described in this chapter.
These figures show that the strategy of identifying and removing difficult
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Figure 6.7: Classification accuracies for C4.5 and C4.5-D
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R u l e s e t  C o m p l e x i t i e s  f o r  C 4 . 5  a n d  C 4 . 5 - D
F i g u r e  6 .8 : R u le s e t c o m p le x itie s  fo r  C 4 .5  a n d  C 4 .5 - D
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tr a in in g  e x a m p le s  has n o  effect o n  th e  p e rfo rm a n c e  o f  C 4 .5  fo r  th e  C o n t a c t  
Le n s e s , M u s h r o o m s  a n d  M o n k s  3 p r o b le m s . T h e  s tr a te g y  p ro d u c e s  a re d u c ­
tio n  in  c o m p le x it y  fo r  M o n k s  1 a n d  M o n k s  2 , w i t h  M o n k s  2 s h o w in g  a la rg e r 
r e d u c tio n . H o w e v e r , th is  re d u c tio n  in  c o m p le x it y  b rin g s  a b o u t a n  increase 
in  c la ss ific a tio n  a c c u ra c y  fo r th e  M o n k s  1 p r o b le m , a n d  a r e d u c tio n  in  clas­
s ific a tio n  a c c u ra c y  fo r  th e  M o n k s  2 p r o b le m . T h e  r e d u c tio n  in  cla ss ific a tio n  
a c c u ra c y  fo r  M o n k s  2 m a y  b e  e x p la in e d  in  th e  sam e w a y  as th e  s im ila r re ­
su lts fo r  C N 2 - D  i .e  t h a t  th e  d iffic u lt e x a m p le s  r e m o v e d  f r o m  th e  t r a in in g  set 
re p re se n t g e n u in e  c o m p le x ity  a n d  th e  easy tr a in in g  set does n o t c o n ta in  a 
su ffic ie n t n u m b e r  o f  e x a m p le s  t o  c o rre c tly  re p re se n t th e  class d is tr ib u tio n s  
fo u n d  in  th e  p r o b le m . T h e  re s u lts f r o m  th e  C o n t a c t  lenses, M u s h r o o m s  a n d  
M o n k s  3 p ro b le m s  arise fr o m  th e  d iffe re n c e  in  le a rn in g  s tr a te g y  b e tw e e n  ru le  
b ase d  a n d  d e c isio n  tre e  in d u c tio n . I n  th e  case o f  d e c isio n tre e  in d u c tio n  re ­
m o v in g  a n u m b e r  o f  e x a m p le s  has h a d  n o  effect o n  th e  se le c tio n  o f w h ic h  
a t t r i b u t e  t o  p la c e  in  th e  d e c isio n tre e  a t a n y  p a r tic u la r  stage in  its  g r o w t h . 
I n  c o n tr a s t, r e m o v in g  e x a m p le s  has a la rg e  effect o n  h o w  a t t r ib u t e  va lu e s 
are  scored b y  th e  p re fe re n c e  c r ite r io n . I t  s h o u ld  also b e  m e n tio n e d  t h a t  th e  
p o s t-p r u n in g  m e th o d s  e m p lo y e d  b y  C 4 .5  p r o v id e  a n  e ffe c tiv e  w a y  o f re d u c in g  
ru le s e t c o m p le x it y  w it h  lit t le  cost to  c la ssific atio n  a c c u ra c y .
6.6 Conclusion
F r o m  the se e x p e r im e n ts  it  can b e  seen t h a t  th e  b e st s tr a te g y  fo r  re d u c in g  ru le - 
set c o m p le x it y  w it h o u t  a c o rre s p o n d in g  re d u c tio n  in  c la ss ific a tio n  a c c u ra c y  
is t h a t  e m p lo y e d  b y  C N 2 - D :  i .e  id e n t ify in g  a n d  r e m o v in g  d iffic u lt e x a m p le s
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a n d  u s in g  C N 2  t o  in d u c e  a  s im p le  ru le s e t f r o m  th e  r e m a in in g  easy e x a m p le s . 
F u r t h e r  e x p e r im e n ts  w h ic h  a t t e m p t  to  u tilis e  th e  d iffic u lt  e x a m p le s  w e re  also 
s h o w n  t o  h a v e  a n  a d ve rse  effect o n  c la ssific atio n  a c c u ra c y . U s in g  th e  d -sc o re  
to  pre pro ce ss t r a in in g  sets fo r  C 4 .5  ( C 4 .5 - D )  also h a d  a p o o re r re s u lt t h a n  
t h a t  fo u n d  b y  a p p ly in g  th e  d -sc o re  to  C N 2 .
F r o m  th e  c o m p a ris o n  o f  C N 2 - D  a n d  C N 2 ,  th e  re s u lt fo r  M o n k s  3 re ­
v e a le d  t h a t  fo r  th is  p r o b le m  th e  s im p le r ru le se t in d u c e d  b y  C N 2 - D  h a d  a 
h ig h e r c la ss ific a tio n  a c c u ra c y . M o n k s  3 was th e  o n l y  d a ta s e t w h ic h  c o n ­
ta in e d  m is c la s s ific a tio n s . T h i s  re s u lt suggests t h a t  th e  s tr a te g y  o f in d u c in g  
s im p le  ru le se ts f r o m  easy t r a in in g  e x a m p le s  w o rk s  w e ll o n  n o is y  d a t a . T h e  
n e x t  c h a p te r , th e re fo re , p re se n ts a series o f  e x p e r im e n ts  in  w h ic h  C N 2  a n d  
C N 2 - D  are  u se d  t o  in d u c e  ru le s f r o m  n o is y  d a ta s e ts . T o  o b ta in  a w id e r  p ic ­
tu r e  o f h o w  th is  s tr a te g y  b e h a v e s , le a rn in g  p ro b le m s  t h a t  d is p la y  a ra n g e  o f 
c h a ra c te ris tic s  h a v e  b e e n  used fo r  e v a lu a tio n  p u rp o s e s . R e s u lts  w ill  also b e  
o b ta in e d  fo r  a ra n g e  o f  noise le ve ls so t h a t  th e  b e h a v io u r  o f  th e  a lg o r ith m s  
as noise increases ca n b e  o b s e rv e d .
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C h a p t e r  7
I n d u c i n g  R u l e s e t s  f r o m  
T r a i n i n g  S e t s  C o n t a i n i n g  
M i s c l a s s i f i c a t i o n s
T h e  la st c h a p te r p re s e n te d  so m e p r e lim in a r y  d iscu ssio n o n  in d u c in g  su c c in c t 
rules b y  fir s t ly  id e n tify in g  th e  b e st s tr a te g y  fo r  c o m p le x ity  r e d u c tio n  a n d  
s e c o n d ly , c o m p a rin g  th e  p e rfo rm a n c e  o f C N 2  a n d  C N 2 - D  o n  a n u m b e r  o f 
s m a ll p ro b le m s . T o  f u r t h e r  e v a lu a te  th e  p e rfo rm a n c e  o f the se sy ste m s w i t h  
n o is y  d a t a , e x p e rim e n ts  o f  a m o re  d e ta ile d  n a tu r e  w e re  u n d e r ta k e n . A  n u m ­
b e r o f  c o n tra s tin g  d a ta s e ts  w e re  o b ta in e d , so t h a t  th e  p e r fo r m a n c e  o f th e  
tw o  sy ste m s c o u ld  b e  m e a s u re d  in  d iffe re n t le a rn in g  s itu a tio n s . I n i t i a l l y  th e  
tr a in in g  sets c o n ta in e d  n o  n o ise . H o w e v e r  noise w as a d d e d  b y  a lte r in g  th e  
c la ss ific a tio n  o f a p re -sp e c ifie d  n u m b e r  o f  e x a m p le s . T h e  p e r fo r m a n c e  o f  th e  
tw o  sy ste m s ca n th e n  b e  m e a s u re d  fo r  a ra n g e  o f  noise le ve ls. T h e  fo llo w in g  
se ctio ns discuss th e  d a ta s e ts a n d  th e  n a tu r e  o f a n y  c o m p le x ity  fo u n d  w it h i n  
t h e m , th e  e x p e r im e n ta l m e th o d  u sed  g e n e ra te  th e  t r a in in g  sets a n d  noise 
le v e ls , a n d  th e  e v a lu a tio n  c r ite r ia  used to  m e a s u re  p e rfo rm a n c e .
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7.1 Experim ental Conditions and Learning 
Problem s Used
S i x  le a rn in g  P r o b le m s  w e re  selected o n  w h ic h  th e  p e rfo rm a n c e  o f  C N 2  a n d  
C N 2 - D  c o u ld  b e  c o m p a r e d . A l l  o f  th e  e x a m p le s  c o m p ris in g  th e  p ro b le m s  h a d  
t o  b e  d e sc rib e d  in  te rm s  o f  a t t r ib u t e  v a lu e  p a irs w i t h  th e  v a lu e  sets o f  each 
a t t r i b u t e  re s tric te d  to  c a te g o ric a l a t t r ib u te s . T h i s  is because th e  p re se n t i m ­
p le m e n ta tio n  o f th e  d -sco re  m e tr ic  is re s tric te d  t o  c a te g o ric a l a t t r ib u te s . A  
p ro p o s e d  e x te n s io n  to  in c lu d e  o rd e re d  a n d  c o n tin u o u s  a ttr ib u te s  is discussed 
in  c h a p te r  8. T h e  s ix  p ro b le m s  in c lu d e  th e  th re e  M o n k s  p ro b le m s  d e sc rib e d  
in  t h e  p re v io u s  c h a p te r , tw o  d a ta s e ts o b ta in e d  fr o m  th e  U C I  M a c h in e  L e a r n ­
in g  R e p o s it o r y  ( M u r p h y  a n d  A h a  19 9 4 ) a n d  a T h y r o i d  d a ta s e t a v a lia b le  at 
th e  U n i v e r s i t y  o f  A b e r t a y , D u n d e e  ( U A D )  ( F i l e  e t al 19 9 4 ). T h e  m isclas- 
sific a tio n s in tr o d u c e d  in to  th e  M o n k s  3 d a ta s e t b y  T h r u n  et al ( 1 9 9 1 )  w ere 
c o rre c te d  b e fo re  a n y  m isc la ss ific atio n s w ere a d d e d , so t h a t  a n o ise -fre e  re s u lt 
c o u ld  also b e  o b ta in e d . T h e  T h y r o i d  d a ta s e t c o rre s p o n d s t o  a c o m p le te  real 
w o r ld  p r o b le m  w h ic h  is d e sc rib e d  b y  7  d is c re te ly -v a lu e d  a t t r ib u te s , a n d  clas­
sifie d b y  a c la ss ific a tio n  a t t r ib u t e  w it h  th re e  p o ss ib le  va lu e s . T h e s e  d a ta  w ere 
c o lle c te d  b y  p re v io u s  researchers in  th e  In fo r m a tic s  D e p a r tm e n t  a t U A D .
T h e  tw o  d a ta s e ts  o b ta in e d  f r o m  U C I  w e re  th e  T i c - T a c - T o e  ( N o u g h t s  a n d  
C ro s se s ) d a ta s e t a n d  th e  H a y e s  R o t h  d a ta s e t. T i c - T a c - T o e  is th e  c o m p le te  
p o p u la t io n  o f  th e  958 p o ssib le  T i c - T a c - T o e  e n d  g a m e  c o n fig u ra tio n s . T i c -  
T a c - T o e  is a tw o  p la y e r  g a m e  w i t h  p la y e r  “ x ” a n d  p la y e r  “ o ” . F o r  th is  
d a ta s e t it  is a ss u m e d  t h a t  p la y e r x  m o ve s fir s t . T h e  c o n fig u ra tio n s  are d e ­
s c rib e d  u s in g  9 a t t r ib u te s : each c o rre s p o n d in g  to  o n e  o f  th e  9 b o a r d  p o s itio n s ,
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e .g  to p  le f t , b o t t o m  r i g h t , m id d le  le ft e tc . C la s s ific a tio n  o f  a c o n fig u r a tio n  
is a c h ie v e d  b y  a ssign ing  a w in  fo r  p la y e r x  to  th e  p o s itiv e  class a n d  a ll o th e r  
o u tc o m e s  t o  th e  n e g a tiv e  class. T h e  g a m e  is w o n  b y  p la y e r x  w h e n  x s  o c c u p y  
a “ th re e  in  a r o w ” p o s itio n  i .e  o n e  single r o w , o n e  single c o lu m n  o r o n e  o f  th e  
d ia g o n a ls . P r e v io u s  re su lts u s in g  T i c - T a c - T o e  show s t h a t  ru le -b a s e d  le a rn in g  
a lg o r ith m s  such as C N 2  p e r fo r m  w e ll ( 9 8 .2 % )  ( A h a  1 9 9 1 ) a n d  d e c isio n tre e  
a lg o r ith m s  such as I D 3  p e r fo r m  p o o r ly . H o w e v e r  th is  d a ta s e t is o fte n  used to  
te s t c o n s tr u c tiv e  in d u c tio n  sy ste m s because th e  c ru c ia l in fo r m a tio n  re q u ire d  
t o  cla ssify th e  e x a m p le s  is c a rrie d  b y  th e  re la tio n s h ip  b e tw e e n  th e  squares 
o n  th e  b o a r d  r a th e r  t h a n  w h ic h  sq u a re  c o n ta in s  “ x ”  o r “ o ” . T h i s  q u a li ty  
is sh a re d  b y  th e  chess e n d  g a m e  p r o b le m  d e sc rib e d  in  th e  c o n s tr u c tiv e  in ­
d u c tio n  se c tio n  5 .4 . T h e  a d d itio n a l c o m p le x ity  o f  a n  a t t r ib u t e  v a lu e  b ase d  
re p re s e n ta tio n  is c le a rly  d e m o n s tr a te d : m a n y  rules are r e q u ire d  to  cla ssify 
th e  la rg e  n u m b e rs  o f  e x a m p le s  b e lo n g in g  to  th e  ta r g e t c la ss ific a tio n  because 
each w in n in g  c o n fig u ra tio n  is c o n s id e ra b ly  d iffe re n t fr o m  th e  o th e rs . H o w ­
e v e r a p re d ic a te  lo g ic  le a rn in g  s y s te m  such as F O I L  can ta k e  a d v a n ta g e  o f 
th re e  p la c e  p re d ic a te s  such as:
d i a g o n a l ( X ,Y ,Z )
w h ic h  can m o re  c o n c ise ly re p re se n t th e  re la tio n s h ip s  p re se n t in  th e  g a m e . 
C o n s t r u c t iv e  in d u c tio n  w o u ld  a im  to  a u g m e n t th e  o rig in a l p r o p o s itio n a l 
a t t r i b u t e  space b y  b u ild in g  n e w  a ttr ib u te s  w h ic h  c o m b in e  th e  o rig in a l a t ­
tr ib u te s  e .g .
[to p _ le ft_ a n d _ m id d le Je ft] =  “ x ”
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P r o b le m P r o b le m  C h a ra c te ris tic s
size re a l/ a r tific ia l %  o f  d iffic u lt  e x a m p le s t y p e  o f  c o m p le x ity
M o n k s - 3 432 a r tific ia l 7 .3 7 n o r m a l
T h y r o i d 840 re a l 1 4 .5 n o r m a l
H a y e s - R o t h 13 2 re a l 1 8 .2 n o r m a l
M o n k s - 1 432 a r tific ia l 23 .3 9 n o r m a l
T i c - T a c - T o e 958 re a l 3 0 .4 re p re s e n ta tio n a l
M o n k s - 2 432 a r tific ia l 4 2 .2 6 re p re s e n ta tio n a l
T a b le  7 . 1 :  L e a r n in g  p ro b le m s  used a n d  p r o b le m  c h a ra c te ristic s
T h e  T i c - T a c - T o e  le a rn in g  p r o b le m  th u s  has a h ig h  c o m p le x it y  d u e  to  th e  
in a d e q u a c y  o f  th e  a t t r ib u te -v a lu e  b ased  k n o w le d g e  re p re s e n ta tio n .
H a y e s - R o t h  is a s m a ll d a ta s e t c o n ta in in g  13 2  m e m b e rs . I t  has 5 a ttr ib u te s  
c o n c e rn in g  h u m a n  b e h a v io u r . I t  has b e e n  u sed  to  te s t in s ta n c e -b a s e d  le a rn ­
in g  s y s te m s . I t  is a s im p le  d a ta s e t w i t h  lit t le  c o m p le x ity . A  s u m m a r y  o f  th e  
d a ta s e ts  a n d  t h e ir  c o m p le x itie s  is g iv e n  in  ta b le  7 . 1 .  I n  th is  ta b le  th e  t e r m  
“ n o r m a l”  c o m p le x ity  is used to  d e sc rib e  le a rn in g  p ro b le m s  in  w h ic h  re p re ­
s e n ta tio n a l c o m p le x it y  is n o t fo u n d . T h e s e  p ro b le m s  w ill  also h a v e  a n u m b e r  
o f  d iffic u lt  e x a m p le s , b u t  th is  d iffic u lty  arises f r o m  th e  d is t r ib u t io n  o f th e  e x ­
a m p le s  r a th e r  t h a n  th e  in a d e q u a c y  o f  th e  a t t r ib u te -v a lu e  p a ir  re p re s e n ta tio n  
la n g u a g e . I t  c a n  b e  seen f r o m  ta b le  7 . 1  t h a t  th o s e  le a rn in g  p ro b le m s  s h o w in g  
re p re s e n ta tio n a l c o m p le x it y  h a v e  a h ig h e r p r o p o r tio n  o f d iffic u lt  e x a m p le s .
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7.2 Experim ental Conditions
T h e  d a ta s e ts  fo r  e ach  le a rn in g  p r o b le m  w e re  p re s e n te d  to  C N 2  a n d  C N 2 - D  
b o t h  t o  in d u c e  th e  ru le se ts ( tr a in in g )  a n d  to  te s t th e  p e rfo rm a n c e  o f  th e  ru le - 
sets ( t e s t ) . T o  o v e rc o m e  a n y  id io sy n c ra sie s w i t h i n  tr a in in g  se ts, fiv e  noise 
fre e  t r a in in g  sets w e re  r a n d o m ly  chosen fr o m  each le a rn in g  p o p u la t io n . E a c h  
tr a in in g  set c o n ta in e d  2 5 %  o f  th e  le a rn in g  p o p u la t io n . In  each case th e  te st 
set in c lu d e d  th e  e n tire  p o p u la tio n  o f  th e  le a rn in g  p r o b le m . R e s u lts  w e re  o b ­
ta in e d  fo r  th e  i n i t i a l , noise fre e , e x p e r im e n ts  b e fo re  each o f  th e  fiv e  t r a in in g  
sets fo r  each p r o b le m  w e re  a lte re d  t o  s im u la te  n o is y  t r a in in g  d a t a . N o i s y  
tr a in in g  e x a m p le s  w e re  c re a te d  b y  c h a n g in g  th e  c la ss ific a tio n  a t t r i b u t e  o f  a 
p r e d e te r m in e d  n u m b e r  o f  t r a in in g  e x a m p le s . T h i s  n u m b e r  o f  tr a in in g  e x a m ­
ples c o rre s p o n d e d  t o  th e  p e rc e n ta g e  o f noise d e sire d : it  w as d e c id e d  to  re c o rd  
th e  p e rfo rm a n c e  o f  C N 2  a n d  C N 2 - D  fo r  noise levels f r o m  5 %  to  5 0 %  w i t h  a 
5 %  in c r e m e n t: i .e  5 %  n o ise , 1 0 %  noise 1 5 %  noise . . .  5 0 %  n o ise . A g a i n  to  
offse t a n y  id io sy n c ra sie s in  th e  choice o f w h ic h  t r a in in g  e x a m p le s  to  c h a n g e , 
10 n e w  t r a in in g  sets w e re  p ro d u c e d  fo r  each noise le v e l, w i t h  th e  e x a m p le s  
to  b e  a lte re d  ch o se n a t r a n d o m . T h e  c la ss ific a tio n  a t t r ib u t e  o f  a n  e x a m p le  
w as a lte re d  s y s te m a tic a lly . F o r  th e  le a rn in g  p ro b le m s  w h e re  th e  cla ss ific a tio n  
a t t r ib u t e  h a d  tw o  p o ss ib le  va lu e s ( M o n k s  1 t o  3 , T i c - T a c - T o e )  th e  no ise -fre e  
va lu e s w e re  re p la c e d  b y  th e  o th e r  v a lu e  ( i .e  th o s e  e x a m p le s  f r o m  class 1 n o w  
b e lo n g e d  to  class 2 a n d  v ic e  v e r s a ). C la s s ific a tio n s  fo r  th e  le a rn in g  p ro b le m s  
w i t h  3 va lu e s ( T h y r o i d  a n d  H a y e s - R o t h )  fo r  th e  c la ss ific a tio n  a t t r i b u t e  w ere 
a lte re d  as fo llo w s :
124
e x a m p le s  f r o m  class 1 n o w  b e lo n g e d  to  class 2 
e x a m p le s  fr o m  class 2 n o w  b e lo n g e d  t o  class 3 
e x a m p le s  f r o m  class 3 n o w  b e lo n g e d  to  class 1
A s  in  th e  p re v io u s  c h a p te r c la ss ific a tio n  a c c u ra c y  a n d  ru le s e t c o m p le x ity  
w e re  u sed  as th e  p e rfo rm a n c e  m e asu re s to  e v a lu a te  w h e th e r  a n y  o b se rve d  
decrease in  ru le s e t c o m p le x ity  b r o u g h t a b o u t a c o rre s p o n d in g  decrease in  
c la ss ific a tio n  a c c u ra c y .
7.3 Evaluation of R esults
7 . 3 . 1  R u l e s e t  C o m p l e x i t y  a n d  C l a s s i f i c a t i o n  A c c u r a c y
R u le s e t  C o m p le x i t y
F i g u r e  7 . 1  d is p la y s  th e  differences in  ru le s e t c o m p le x it y  ( % )  b e tw e e n  C N 2 -  
D  a n d  C N 2  fo r  th e  s ix  le a rn in g  p ro b le m s  used in  th e  e x p e r im e n t. T h e s e  
differences are g iv e n  fo r each 5 %  in c re m e n t in  th e  ra n g e  5 %  to  5 0 % . E a c h  
d iffe re n c e  fig u re  w as o b ta in e d  b y  s u b tr a c tin g  th e  v a lu e  o f  C N 2  f r o m  th e  v a lu e  
o f C N 2 - D .  T h e  re s u lts  used t o  o b ta in  th e  differences w e re  th e  m e a n  va lu e s 
fo r  each a lg o r it h m , a ve ra g e d  o v e r a ll fiv e  t r a in in g  sets fo r  each p r o b le m . A  
m e a n  v a lu e  fo r  each noise le v e l in  each tr a in in g  set w as o b ta in e d  b y  a v e ra g in g  
th e  10 re s u lts fo r  each a lg o r ith m  fo r  t h a t  noise le v e l. T h e s e  re s u lts are s h o w n  
in  fig u re  7 .2 .  C N 2 - D  a lw a ys p ro d u c e d  ru lesets w h ic h  w e re  less c o m p le x  t h a n  
C N 2 .  F o u r  o f  th e  p ro b le m s  ( T i c  T a c  T o e , T h y r o i d , M o n k s  3 a n d  M o n k s  1 )  
sh o w  v e r y  stee p in it ia l  cu rves w h ic h  decrease in  g ra d ie n t a fte r  2 5 %  n o ise .
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4—  Tic Tac Toe ■—a—  Hayes- Roth - A. Monks 2
£—  Monks 1 —0—  Thyroid Morf<s3
F i g u r e  7 . 1 :  D iffe re n c e s  in  ru le s e t c o m p le x ity
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T h e  T i c  T a c  T o e  incre ase is p a r t ic u la r ly  la r g e , w i t h  C N 2  p r o d u c in g  rulesets 
w i t h  10  c o n d itio n s  p e r class m o re  th a n  C N 2 - D  a t 0 %  noise a n d  12 0  m o re  
c o n d itio n s  p e r class a t 5 0 %  n o ise . T h e  o th e r  tw o  p ro b le m s  h a v e  m u c h  fla tte r  
c u rv e s , h o w e v e r the se are  a t v e r y  d iffe re n t v a lu e s . F o r  th e  M o n k s  2 p r o b le m  
C N 2  p ro d u c e s  rules w h ic h  are  60 c o n d itio n s  p e r class m o re  c o m p le x  th a n  
C N 2 - D  a t 0 %  noise: th is  o n l y  increases to  68 c o n d itio n s  p e r class a t 5 0 %  
no ise : th u s  C N 2  a lw a y s  p ro d u c e s  rules w h ic h  are m u c h  m o re  c o m p le x  th a n  
C N 2 - D .  T h e  c u rv e  fo r  H a y e s - R o t h  show s t h a t  th e re  is m u c h  less d iffe re n c e  
in  ru le s e t c o m p le x ity  fo r  th is  p r o b le m : C N 2  is m o re  c o m p le x  b y  o n l y  4 
c o n d itio n s  p e r class a t 0 %  n o ise , th is  increases s lig h tly  to  10  c o n d itio n s  p e r 
class a t 5 0 %  noise
C la s s i f ic a t io n  A c c u r a c y
F i g u r e  7 .3  show s th e  d iffe re n c e  in  ru le se t c o m p le x it y  (c o n d itio n s  p e r class) fo r 
th e  s ix  le a rn in g  p r o b le m s . T h e  c a lc u la tio n  o f  th e se  differences w as p e r fo r m e d  
in  a s im ila r w a y  to  th e  c a lc u la tio n s  fo r  fig u re  7 . 1 .  F ig u r e  7 .3  c o n ta in s  a 
n e g a tiv e  re g io n  as w e ll as a p o s itiv e  re g io n . T h e  p o s itiv e  re g io n  o f  fig u re  7 .3  
re p re se n ts s itu a tio n s  w h e re  C N 2 - D  has a h ig h e r c la ssific atio n  a c c u ra c y  t h a n  
C N 2  a n d  th e  n e g a tiv e  re g io n  re p re se n ts th e  o p p o s ite  s itu a tio n ; w h e re  C N 2  
has a h ig h e r cla ss ific a tio n  a c c u ra c y  th a n  C N 2 - D .  F i g u r e  7 .4  c o n ta in s  a set o f 
lin e  g ra p h s  o f  th e  c la ss ific a tio n  a c c u ra c y  re s u lts fo r  each p r o b le m .
T h e  c u rve s re p re s e n tin g  th e  cla ss ific a tio n  accuracies (fig u re  7 .3 )  fo r  th e  
M o n k s  3 a n d  T h y r o i d  p ro b le m s  are a lm o s t e n tir e ly  in  th e  p o s itiv e  re g io n  o f 
th e  g r a p h : o n ly  in  th e  noise fre e  case fo r  M o n k s  3 is th e re  a s m a ll n e g a tiv e
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F i g u r e  7 .2 :  R u le s e t c o m p le x it y
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F i g u r e  7 .3 : D iffe re n c e s  in  c la ss ific a tio n  a c c u ra c y
129
r e s u lt. T h u s  fo r  th e se  tw o  p ro b le m s  C N 2 - D  has a h ig h e r c la ss ific a tio n  ac­
c u ra c y  t h a n  C N 2 .  T h e r e  is a s te a d y  increase in  th e  h e ig h t o f  th e  M o n k s  3 
c u rv e  f r o m  0 to  1 5 %  n o ise , w h e re  C N 2 - D  has a h ig h e r c la ss ific a tio n  a c c u ra c y  
th a n  C N 2  b y  n e a r ly  1 5 % ; a n d  a s te a d y  decrease f r o m  25 t o  5 0 %  n o ise , w h e re  
th e  d iffe re n c e  has decreased t o  2 % . T h e  T h y r o i d  c u rv e  also show s a s te a d y  
in c re a s e , f r o m  0 t o  3 5 %  n o ise , w h e re  C N 2 - D  has a h ig h e r c la ss ific a tio n  ac­
c u ra c y  th a n  C N 2  b y  2 0 % . F r o m  th is  p o in t  th e  h e ig h t declines to  v a lu e  o f 
1 6 %
A l l  o f  th e  o th e r  cu rve s s ta rt in  th e  n e g a tiv e  se c tio n  o f fig u re  7 .3  a n d  
fin is h  e ith e r s lig h tly  a b o v e  o r b e lo w  z e r o , in d ic a tin g  t h a t , fo r  the se  p r o b le m s , 
C N 2  s ta rts  o u t h a v in g  a h ig h e r c la ss ific a tio n  a c c u ra c y  th a n  C N 2 - D  fo r  the se 
p ro b le m s . T h e  T i c  T a c  to e  c u rv e  s ta rts  a t a  v a lu e  o f - 2 2 % , b u t  rises s te e p ly  
t o  a v a lu e  o f  4 %  a t 3 5 %  n o ise , th u s  C N 2  has a h ig h e r c la ss ific a tio n  a c c u ra c y  
fo r  th e  less n o is y  p o r t io n  o f  th e  T i c  T a c  T o e  e x p e r im e n t , b u t  f r o m  2 5 %  noise 
o n w a rd s  C N 2 - D  has a h ig h e r cla ss ific a tio n  a c c u ra c y  th a n  C N 2 .  A  s im ila r 
s itu a tio n  is d is p la y e d  b y  M o n k s  1 : C N 2  has a h ig h e r c la ss ific a tio n  a c c u ra c y  
fo r  th e  lo w e r levels o f  n o ise , b u t  f r o m  2 5 %  noise o n w a rd s  th e  a lg o r ith m s  sh o w  
a s im ila r c la ss ific a tio n  a c c u ra c y . H a y e s - R o t h  is th e  o n ly  p r o b le m  fo r  w h ic h  
C N 2 - D  has a h ig h e r cla ss ific a tio n  a c c u ra c y  fo r  th e  e n tire  0 - 5 0 %  noise ra n g e , 
b u t  e v e n  h e re  th e  c u rv e  slopes u p w a r d s , n e a rin g  0 %  a t 5 0 %  no ise . A l l  o f  th e  
c u rv e s , w i t h  th e  e x c e p tio n  o f  th e  T h y r o i d  c u r v e , a p p ro a c h  z e r o  a t 5 0 %  n o is e , 
th u s  a t th is  noise le v e l th e  a lg o rith m s  h a v e  a p p r o x im a t e ly  e q u a l cla ss ific a tio n  
a ccu ra cie s.
W h e n  th e se  re s u lts are ta k e n  to g e th e r  it  can b e  seen t h a t ,  fo r  th e  T h y r o i d  
a n d  M o n k s  3 p r o b le m s , C N 2 - D  p ro d u c e s  less c o m p le x  ru lesets w h ic h  h a v e  a
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h ig h e r c la ss ific a tio n  a c c u ra c y . F o r  M o n k s  1 a n d  T i c  T a c  T o e , t h e  p r o d u c tio n  
b y  C N 2  o f  m o re  c o m p le x  ru le se ts as noise is incre ase d  has a p a r t ic u la r ly  
d r a m a tic  effect o n  c la ss ific a tio n  a c c u ra c y ; so m u c h  t h a t  th e  s im p le r ru lesets 
p r o d u c e d  b y  C N 2 - D  b e g in  t o  m a tc h  o r o u tp e r fo r m  th o se  o f C N 2 .  F o r  M o n k s  
2 a n d  H a y e s - R o t h  th is  effect is less m a r k e d ; h o w e v e r th e  ru le se ts p ro d u c e d  
b y  C N 2  o n  M o n k s  2 are a lw a y s  m u c h  m o re  c o m p le x  t h a n  th o s e  p ro d u c e d  b y  
C N 2 - D .  T h e s e  differences are m u c h  less fo r  H a y e s - R o t h .
7 . 3 . 2  F u r t h e r  A n a l y s i s  o f  C l a s s i f i c a t i o n  A c c u r a c y
F r o m  th e  a b o v e  d e s c rip tio n  o f  th e  c la ss ific a tio n  a c c u ra c y  re s u lts it  is clear 
t h a t  th e re  are in te ra c tio n s  fo u n d  w it h i n  th e  re s u lts fo r  each le a rn in g  p r o b l e m .. 
I n  F i g u r e  7 .2  it  ca n b e  seen t h a t  th e  cu rve s d e s c rib in g  th e  b e h a v io u r  o f  C N 2  
a n d  C N 2 - D  fo r  th e  H a y e s  R o t h ,  T i c - T a c - T o e , M o n k s  2 a n d  M o n k s  1 p ro b le m s  
c o n v e rg e : i .e  th e  p e rfo rm a n c e  o f th e  tw o  a lg o rith m s  b e c o m e  s im ila r a t h ig h e r 
levels o f  no ise . T h e s e  re s u lts c o u ld  b e  d e sc rib e d  in  te rm s  o f flo o r effects: 
i .e . th e  a lg o r ith m  reaches a flo o r w h ic h  re p re se n ts th e  p o o re s t c la ss ific a tio n  
a c c u ra c y  fo r  t h a t  p r o b le m . A n y  fu r t h e r  incre ase in  noise w ill  n o t b r in g  a b o u t 
a c o rre s p o n d in g  decrease in  c la ss ific a tio n  a c c u ra c y . T h e  a lg o r ith m s  a p p e a r 
to  c o n ve rg e  because C N 2 - D  reaches th is  flo o r fir s t.
H o w e v e r , th is  is n o t th e  case fo r  M o n k s  3 a n d  th e  T h y r o i d  p r o b le m . 
F i g u r e  7 .2  show s t h a t ,  fo r  th e  T h y r o i d  p r o b le m , C N 2 - D  s till has a h ig h e r 
c la ss ific a tio n  a c c u ra c y  t h a n  C N 2  a t 5 0 %  no ise . T h e  c u rv e  fo r  M o n k s  3 has 
a  c o m p le x  sh a pe  in  w h ic h  th e  c o n ve rg e n c e  s h o w n  b y  th e  fo u r  p ro b le m s  d e ­
sc rib e d  a b o v e  is f r o m  th e  p o s itiv e  re g io n  o f th e  g r a p h  a n d  also t h a t  th e  c u rv e  
rises s te e p ly  f r o m  th e  noise fre e  case fo r  w h ic h  b o t h  a lg o rith m s  h a v e  s im ila r
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F i g u r e  7 .4 :  C la s s ific a tio n  a c c u ra c y
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P r o b le m
noise le v e l
0 % 1 5 % 3 0 %
< (d f) V V m V
M o n k s  3 2 .2 6 (8 ) 0 .0 5 4 - 1 2 . 1 7 ( 7 ) 0.0000 - 5 .7 5 ( 4 ) 0.0 0 45
T h y r o i d - 2 .7 7 ( 5 ) 0.039 - 9 .7 1 ( 5 ) 0 .0 0 0 2 - 1 1 .6 5 ( 4 ) 0.0003
H a y e s  R o t h 2 .5 8 ( 7 ) 0.036 4 .8 4 ( 7 ) 0.0 0 2 4 .0 2 ( 7 ) 0.0052
M o n k s  1 6 .8 6 (6 ) 0.0002 3 .8 7 ( 7 ) 0.0063 0 .0 7 ( 8 ) 0 .9 4
T i c - T a c - T o e 1 5 .0 (5 ) 0.0000 4 .8 9 (5 ) 0.0045 - 1 .5 ( 8 ) 0 .1 7
M o n k s  2 8 .2 6 (6 ) 0.0002 8 .0 4 ( 7 ) 0.0000 8 .2 (6 ) 0.0002
T a b le  7 .2 :  £(d f )  a n d  p scores fo r  th e  s ix  le a rn in g  p ro b le m s
( h ig h )  c la ss ific a tio n  a c c u ra c y . T o  e x a m in e  h o w  th e  a lg o r ith m s ’ b e h a v io u r  
changes w i t h  noise it  w as d e c id e d  t o  p e r fo r m  tw o  s a m p le  T - te s t s  a t 3 le ve ls 
o f  noise: th e  noise fre e  le v e l, th e  1 5 %  noise le v e l a n d  th e  3 0 %  noise le v e l. 
T h e  p a n d  t va lu e s f r o m  the se analyse s are g iv e n  in  ta b le  7 .2 .  T h e  degrees o f  
fre e d o m  u sed  in  each T - t e s t  are g iv e n  in  b ra c k e ts  a fte r  each t v a lu e .
T h e  p scores g iv e n  in  ta b le  7 .2  sh o w  t h a t  th e re  are sig n ific a n t differences 
in  th e  p e rfo rm a n c e  o f  C N 2  a n d  C N 2 - D  fo r  m o s t o f  th e  le a rn in g  p ro b le m s  a t 
th e  noise le ve ls a n a ly s e d . I n  th is  case a s ig n ific a n t d iffe re n c e  c o rre s p o n d s t o  a 
p -v a lu e  w h ic h  is less th a n  0 .0 5 . A s  discussed a b o v e , th e  g e n e ra l te n d e n c y  fo r  
th e  c la s s ific a tio n  a c c u ra c y  to  c o n v e rg e  as noise increases because o f  th e  flo o r 
effect m a y  e x p la in  th e  fe w  re s u lts t h a t  w e re  n o t s ig n ific a n t a t th e  3 0 %  noise 
le v e l. H o w e v e r  th e  in s ig n ific a n t p-v a lu e  o b ta in e d  b y  M o n k s  3 fo r  0 %  noise is 
m o re  lik e ly  to  b e  caused b y  a c e ilin g  e ffe c t: i .e . th e  tw o  a lg o r ith m s  c a n n o t
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p e r fo r m  a n y  b e tte r  o n  th is  p r o b le m  ( b o t h  a lg o r ith m s  score close to  1 0 0 % ) . In  
g e n e ra l u s in g  th e  t-te s ts  c o n firm s  th e  o b s e rv a tio n s  discussed a b o v e : C N 2 - D  
p e rfo rm s  b e t t e r  th a n  C N 2  o n  M o n k s  3 a n d  T h y r o i d  a n d  m o re  p o o r ly  th a n  
C N 2 - D  o n  th e  re s t. H h o w e v e r  i f  flo o r effects are c o n s id e re d , b o t h  a lg o r ith m s  
p e r fo r m  p o o r ly  fo r  th e  n o isie r ( >  1 0 % )  levels o f th e se  p ro b le m s .
I f  th e se  a lg o rith m s  w e re  t o  b e  u sed  t o  c o n s tru c t rules in  re a l w o r ld  p r o b ­
lem s w h e re  th e  a m o u n t o f noise is u n k n o w n  a n d  th e  n a tu r e  o f th e  p r o b le m  is 
less c le a r, a cla ss ific a tio n  a c c u ra c y  o f less th a n  8 0 %  w o u ld  b e  c o n s id e re d  to o  
p o o r  t o  b e  u s e fu l. I t  w o u ld  also b e  u n u s u a l t o  fin d  a t r a in in g  set c o n ta in in g  
m o re  t h a n  1 5 %  n o ise . I f  th e  re s u lts are v ie w e d  w i t h i n  th is  c o n te x t (see fig u re
7 .2 )  th e n  C N 2  is s h o w n  to  b e  less to le r a n t o f  noise t h a n  C N 2 - D .  C N 2  in i t i a l l y  
p e rfo rm s  v e r y  w e ll fo r  th e  M o n k s  3 , M o n k s  1 ,  T i c - T a c - T o e  a n d  T h y r o i d , b u t  
b y  a t m o s t 1 0 %  noise its  p e rfo rm a n c e  has d r o p p e d  b e lo w  8 0 % . C N 2 - D  re ­
m a in s  a b o v e  8 0 %  fo r  b o t h  T h y r o i d  a n d  M o n k s  3 u n t il  th e  2 5 %  noise le v e l is 
re a c h e d . H o w e v e r  C N 2 - D  does n o t reach a c la ss ific a tio n  o f 8 0 %  fo r  th e  o th e r  
p ro b le m s .
7 . 3 . 3  C o v e r a g e  a n d  A c c u r a c y  o f  I n d i v i d u a l  R u l e s
A  c h a ra c te ris tic  o f  C N 2 - D  is t h a t  th e  s tr a te g y  o f  c o n c e n tra tin g  in d u c tio n  o n  
easy e x a m p le s  p ro d u c e s a ru le s e t w h ic h  does n o t c o rre c tly  c o ve r th e  t r a in in g  
se t. I n  th is  w a y  in c o rre c t in fo r m a t io n  c o n ta in e d  w i t h i n  th e  n o is y  e x a m p le s  in  
th e  t r a in in g  set can b e  a v o id e d , a n d  th e  ru le se t w i l l , p a r a d o x ic a lly , p e r fo r m  
w i t h  a h ig h e r cla ss ific a tio n  a c c u ra c y  o n  th e  te s t se t. R e s u lts  f r o m  se lected 
noise le ve ls a n d  d a ta s e ts c o n c e rn in g  th is  c h a ra c te ris tic  are g iv e n  in  ta b le s
7 .3  - 7 .6 . T h e s e  ta b le s d is p la y  th e  s ize , n u m b e r  a n d  a c c u ra c y  o f ru le s w h ic h
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c o ve ra g e n o  o f  
'ru le s
A v e  N o  
o f  c o n d itio n s
A v e r a g e  
tr a in in g  acc
A v e r a g e  
te s t acc
C N 2 C N 2 - D C N 2 C N 2 - D C N 2 C N 2 - D C N 2 C N 2 - D
0 -5 % 19 1 3 .7 9 2 98.95 100 6 3 .8 7 100
- 1 0 % 7 - 2 .5 7 - 9 8 .4 1 - 9 5 .4 1 -
- 1 5 % 3 1 2 2 100 6 6 .6 7 9 5 .82 7 4 .4 7
-2 0 % - 1 - 2 - 9 3 .7 - 9 1 .9 7
-2 5 % 2 - 1 .5 - 9 2.8 5 - 9 7 .3 9 -
- 4 0 % * - 2 - 1 - 8 6.4 - 8 8 .7 3
t o t a l  fo r 
ru le s e t 31 5 3 .23 1 .6 98.53 86.62 86.80 8 8 .2 1
T a b le  7 .3 : A v e r a g e  c la ss ific a tio n  a c c u ra c y  a n d  a ve ra g e  n u m b e r  o f  c o n d itio n s  
fo r  ru le s o f  in c re a s in g  %  c o ve ra g e  in d u c e d  fr o m  th e  T h y r o i d  d a ta s e t w i t h  5 %  
noise ( *  th e re  w e re  n o  ru le s in d u c e d  b y  a n y  a lg o r it h m  w it h  co ve ra g e  b e tw e e n  
2 5 %  a n d  3 5 % )
c o ve r a n  in c re a s in g  p e rc e n ta g e  o f th e  tr a in in g  s e t. E a c h  ta b le  c o rre s p o n d s 
t o  o n e  single r u n  o f  th e  e x p e r im e n t: ta b le s 7 .3  a n d  7 .4  c o rre s p o n d  to  th e  5 
a n d  5 0 %  noise le v e l fo r  th e  T h y r o i d  p r o b le m : ta b le s  7 .5  a n d  7 .6  c o rre s p o n d  
t o  th e  sam e noise levels fo r  th e  M o n k s  2 p r o b le m . T h e s e  ta b le s e n a b le  th e  
ru le s e t s ta tis tic s  fo r  a le a r n in g  p r o b le m  w h e re  C N 2 - D  p e r fo rm e d  w e ll t o  b e  
c o m p a re d  w i t h  th e  s ta tis tic s  fo r  a le a rn in g  p r o b le m  w h e re  C N 2 - D  p e r fo r m e d  
p o o r ly .
N e a r l y  2 / 3  o f th e  ru le s e t in d u c e d  b y  C N 2  f r o m  th e  T h y r o i d  le a rn in g
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c o ve ra g e n o  o f 
rules
A v e  N o  
o f c o n d itio n s
A v e r a g e  
tr a in in g  acc
A v e r a g e  
te s t acc
C N 2 C N 2 - D C N 2 C N 2 - D C N 2 C N 2 - D C N 2 C N 2 - D
0 -5 % 83 8 4 .0 7 3 .2 5 9 7 .7 1 73 .5 2 4 1 .6 7 6 1 .7 9
- 1 0 % - 5 - 2 .8 - 60.99 - 5 8 .1 4
- 1 5 % - 2 - 2 .5 - 52.38 - 3 8 .6 7
-2 0 % - 2 - 2 - 6 1.5 6 - 7 9 .2
-2 5 % - 1 - 2 - 6 5 .1 1 - 1 7 .3 3
t o t a l  fo r  
ru le s e t 83 18 4 .0 7 2 .8 3 9 7 .7 1 65.90 4 1 .6 7 4 7 .6 5
T a b le  7 .4 :  A v e r a g e  c la ss ific a tio n  a c c u ra c y  a n d  a ve ra g e  n u m b e r  o f  c o n d itio n s  
fo r  ru le s o f  in c re a s in g  %  coverage in d u c e d  f r o m  th e  T h y r o i d  d a ta s e t w it h  
5 0 %  noise
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p r o b le m  a t th e  5 %  noise le v e l is c o m p o s e d  o f  rules w h ic h  c o ve r less th a n  5 %  
o f  th e  tr a in in g  s e t. I f  < 5 %  coverag e is ta k e n  as th e  d e fin itio n  fo r  a sm a ll 
d is ju n c t, th e n  a m a j o r i t y  o f  th is  ru le s e t is c o m p o s e d  o f  s m a ll d is ju n c ts . I n  
c o n tr a s t, th e  C N 2 - D  ru le se t has o n ly  5 ru le s : 6 tim e s  fe w e r t h a n  th e  C N 2  
ru le s e t. O n l y  1 o f  the se  rules is a s m a ll d is ju n c t. T h e  C N 2  ru le s e t a g a in  
achieves close t o  1 0 0 %  a c c u ra c y  o n  th e  t r a in in g  s e t, d e c re a sin g  t o  8 6 .8 0 %  
o n  te s tin g . C N 2 - D  achieves a n  a c c u ra c y  o f  o n ly  8 6 .6 2 %  o n  th e  tr a in in g  se t, 
b u t  te s tin g  re ve a ls a n  a c c u ra c y  o f 8 8 .2 1 % . T h i s  p ic tu r e  is r e p e a te d  fo r  th e  
5 0 %  noise le v e l w h e re  th e  (la rg e ) C N 2  ru le s e t is e n tir e ly  c o m p o s e d  o f s m a ll 
d is ju n c ts  each w i t h  m o re  t h a n  4 c o n d itio n s . 8 o u t o f  18  ru le s fo r  C N 2 - D  
are  s m a ll d is ju n c ts , a n d  o n  te s tin g  C N 2 - D  has c. 6 %  h ig h e r c la ss ific a tio n  
a c c u ra c y . S o , fo r  th e  T h y r o i d  p r o b le m , in d u c in g  su c c in c t ru le s w h ic h  d o  
n o t c o rre c tly  c o ve r th e  tr a in in g  set is a b e t t e r  s tr a te g y  t h a n  th e  s tra te g y  
o f  in d u c in g  m o re  c o m p le x  rulesets w h ic h  c o rre c tly  c o ve r th e  tr a in in g  se t. 
T h e  lo w  n o ise -fre e  c o m p le x ity  fo r th is  p r o b le m  g u a ra n te e s t h a t  m o s t o f th e  
d iffic u lt  e x a m p le s  w ill  b e  th e  m iscla ssifie d  e x a m p le s  a d d e d  as n o is e , th e r e b y  
e n a b lin g  th e  in d u c tio n  process to  a v o id  le a rn in g  fr o m  t h e m .
H o w e v e r , fo r  M o n k s  2 th e  sam e s tr a te g y  p ro d u c e s a p o o r e r  c la ss ific a tio n  
a c c u ra c y  fo r  C N 2 - D .  A t  5 %  n o ise , a ll 48 ru le s p ro d u c e d  b y  C N 2  c o ve re d  
less th a n  1 0 %  o f  th e  tr a in in g  set a n d  h a d  o n  ave ra ge  3 .4 7  c o n d itio n s . I n  
a d d itio n  4 1  o f  th e se  rules w ere s m a ll d is ju n c ts . I n  c o n tra s t C N 2 - D  has o n ly  
4 s m a ll d is ju n c ts  o u t o f  16  ru le s , a n d  th e  a ve ra g e  n u m b e r  o f  c o n d itio n s  p e r 
ru le  is 2 .4 4 . C N 2  c o r r e c tly  covers th e  tr a in in g  se t: a n d  in  th is  case achieves 
a te st a c c u ra c y  o f  6 7 .4 5 % . A s  e x p e c te d , C N 2 - D  does n o t c o r r e c tly  c o ve r 
th e  tr a in in g  se t: i t  has a c la ssific atio n  a c c u ra c y  o f  o n ly  6 8 .7 5 % . T h e  te st
137
coverage n o  o f 
rules
A v e  N o  
o f c o n d itio n s
A v e r a g e  
t r a in in g  acc
A v e r a g e  
te st acc
C N 2 C N 2 - D C N 2 C N 2 - D C N 2 C N 2 - D C N 2 C N 2 - D
0 -5 % 4 1 4 3 .6 1 3 100 6 4 .7 1 59.6 4 2 .4 2
- 1 0 % 7 5 2 .4 7 2 .4 100 6 4 .2 7 8 4.26 5 2 .6 7
- 1 5 % - 1 - 2 .5 - 5 9 .1 - 5 4 .1 7
-2 0 % - 3 - 2 - 75 - 6 4 .6 4
-2 5 % - 2 - 2 - 6 7.3 9 - 6 2.4 3
t o t a l fo r 
ru le se t 48 16 3 .4 7 2 .4 4 100 6 8 .75 6 7.4 5 5 7.0 6
T a b le  7 .5 : A v e r a g e  cla ss ific a tio n  a c c u ra c y  a n d  ave ra ge  n u m b e r  o f  c o n d itio n s  
fo r  rules o f  in c re a s in g  %  coverag e in d u c e d  fr o m  th e  M o n k s - 2 d a ta s e t w it h  
5 %  noise
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co ve ra g e n o  o f 
rules
A v e  N o  
o f  c o n d itio n s
A v e r a g e  
tr a in in g  acc
A v e r a g e  
te s t acc
C N 2 C N 2 - D C N 2 C N 2 - D C N 2 C N 2 - D C N 2 C N 2 - D
0 -5 % 50 3 3 .4 6 2 .6 7 99 .26 69.23 4 9 .7 5 4 8 .4 8
- 1 0 % - 7 - 2 .4 3 - 66 - 5 1 .2 1
- 1 5 % - 2 - 2 - 70 .8 3 - 5 1.9 6
-2 0 % - 5 - 2 - 68.09 - 4 4 .6 0
t o t a l  fo r  
ru le s e t 50 1 7 3 .4 6 2 .2 9 99 .26 6 7.9 5 4 9 .7 5 4 7 .4 7
T a b le  7 .6 : A v e r a g e  c la ss ific a tio n  a c c u ra c y  a n d  a ve ra g e  n u m b e r  o f  c o n d itio n s  
fo r  ru le s o f  in c re a s in g  %  c o ve ra g e  in d u c e d  f r o m  th e  M o n k s -2  d a ta s e t w it h  
5 0 %  noise
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c la ss ific a tio n  a c c u ra c y  fa lls  f r o m  th is  to  5 7 .0 6 % . A  s im ila r p ic tu r e  em erges 
fo r  th e  5 0 %  noise le v e l: in  th is  case a ll o f  th e  rules in d u c e d  b y  C N 2  are 
sm a ll d is ju n c ts : c o m p a re d  to  3 o u t 1 7  s m a ll d is ju n c ts  fo r  C N 2 - D .  C N 2  has 
a n e a r c o rre c t co ve ra g e  o f th e  tr a in in g  s e t, h o w e v e r th is  fa lls  to  4 9 .7 5 %  fo r 
th e  te s t se t. T h i s  is o n l y  c 2 %  h ig h e r t h a n  C N 2 - D  fo r  th is  case. T h u s  fo r  
M o n k s  2 th e  in d u c tio n  o f s im p le  classifiers c o n ta in in g  fe w  s m a ll d is ju n c ts  is 
less successful t h a n  th e  s tr a te g y  o f in d u c in g  c o m p le x  ru lesets w h ic h  c o rre c tly  
c o ve r th e  tr a in in g  s e t. T h i s  is t o  b e  e x p e c te d  as th e  re d u c e d  tr a in in g  set 
fo r  C N 2 - D  w ill  n o t c o n ta in  su ffic ie n t in fo r m a tio n  to  a llo w  in d u c t io n  o f  th e  
c o rre c t ru le s . T h i s  is because th e  h ig h  no ise -fre e  c o m p le x ity  o f  th is  p r o b le m  
leads to  a la rg e  n u m b e r  o f  c o rre c t b u t  “ a w k w a r d ”  e x a m p le s  t o  b e  o m it te d .
7.4 D iscussion of R esults
7 . 4 . 1  I n t r i n s i c  D i f f i c u l t y  a n d  C l a s s i f i c a t i o n  A c c u r a c y
T h e  re s u lts d e s c rib e d  in  th e  p re v io u s  se c tio n  re v e a l a c o m p le x  s itu a tio n  in  
w h ic h  th e  m o re  su c c in c t ru lesets in d u c e d  b y  C N 2 - D  are b e t t e r  classifiers fo r 
som e le a rn in g  p ro b le m s  a n d  p o o re r classifiers fo r  o th e r  le a rn in g  p ro b le m s . I t  
can b e  seen t h a t  th e  o b s e rv e d  re d u c tio n  in  ru le s e t c o m p le x ity  does n o t b r in g  
a b o u t a c o rre s p o n d in g  a n d  c o m p a ra b le  decrease in  c la ss ific a tio n  a c c u ra c y .
T a b le  7 . 7  show s th e  noise free d iffic u lty  o f  th e  le a rn in g  p ro b le m s  expre sse d  
as a p e rc e n ta g e  o f  th e  tr a in in g  set size  a n d  th e  ave ra ge  c la s s ific a tio n  a c c u ­
r a c y  fo r  th e  noise fre e  case, th e  1 0 %  noise le v e l a n d  th e  2 0 %  no ise  le v e l. T h i s  
noise fre e  d iffic u lty  is te r m e d  th e  intrinsic  d iffic u lty  o f  th e  le a r n in g  p r o b le m . 
T h e  d iffic u lt e x a m p le s  fo u n d  re p re se n t e x a m p le s  w h o se  a t t r ib u te -v a lu e  p a ir
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p r o b le m in tr in s ic  d iffic u lty
noise le v e l
0 % 1 0 % 2 0 %
C N 2 C N 2 - D C N 2 C N 2 - D C N 2 C N 2 - D
M o n k s  3 7 .3 7 98.36 9 7.0 8 8 2 .8 1 9 2.9 3 7 2 .2 3 8 4 .3 4
T h y r o i d 1 4 .5 8 6 .9 7 90.68 7 6 .7 3 8 5 .7 6 7 .7 1 8 2.8 6
H R 1 8 .2 7 1 .6 6 6 1.3 9 6 5 .3 2 5 4 .2 1 5 7 .1 9 4 7 .2 4
M o n k s  1 23 .3 9 8 9 .1 2 7 6 .0 1 7 3 .9 4 69.83 6 5 .23 6 2 .1 2
T T T 3 0 .4 9 5.3 7 3 .0 4 7 2 .4 5 6 4.89 6 2 .4 4 6 0 .75
M o n k s  2 4 2 .2 6 6 4 .29 5 1.9 0 59.05 5 0 .18 5 5 .3 2 4 9 .0 7
T a b le  7 . 7 :  In tr in s ic  d iffic u lty  a n d  c la ss ific a tio n  accuracies fo r  selected noise 
le ve ls o f  th e  le a rn in g  p ro b le m s  s tu d ie d
c o n fig u ra tio n s  are m o re  re p re s e n ta tiv e  o f  a  c la ss ific a tio n  o th e r  th a n  t h a t  class 
t o  w h ic h  th e y  b e lo n g : th u s  th is  m e a s u re  gives a g o o d  in d ic a tio n  o f th e  c o m ­
p l e x i t y  o f  th e  p r o b le m  b e fo re  noise w as a d d e d . A s  d e sc rib e d  in  c h a p te r 5 , 
a  ru le -b a s e d  a lg o r ith m  such as C N 2 ,  u s in g  th e  g e n e ra lis a tio n /s p e c ia lis a tio n  
s o lu tio n  t o  th e  c o v e rin g  p r o b le m , w ill  fin d  it  d iffic u lt to  in d u c e  rules t o  c o ve r 
th e se  in tr in s ic a lly  d iffic u lt e x a m p le s ; g iv in g  v e r y  specialise d ru lesets w i t h  
m a n y  lo n g  ru le s c o v e rin g  fe w  e x a m p le s . E v e n  a s ta tis tic a lly  b ase d  s to p p in g  
c r ite r io n  d e sig n e d  to  h a lt  ru le  g r o w th  a llo w in g  a s m a ll n u m b e r  o f  n e g a tiv e  
e x a m p le s  t o  b e  c o ve re d  c a n n o t re d u c e  ru le s e t c o m p le x ity  e ffe c tiv e ly . T h i s  is 
illu s tr a te d  b y  th e  v e r y  m u c h  m o re  c o m p le x  ru le se ts in d u c e d  b y  C N 2  in  all 
th e  le a rn in g  p ro b le m s  s tu d ie d  a n d  a t a ll noise le ve ls .
F r o m  ta b le  7 . 7  it  ca n b e  seen t h a t  C N 2 - D  p e rfo rm s  b e tte r  th a n  C N 2
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in  le a rn in g  p ro b le m s  w h ic h  h a v e  a lo w  in tr in s ic  d iffic u lty . ( T h y r o i d  a n d  
M o n k s - 3 ) . I n  th e se  cases th e  s tr a te g y  o f  a v o id in g  d iffic u lt e x a m p le s  has 
a llo w e d  C N 2 - D  t o  a v o id  m o s t o f  th e  m isclassifie d  e x a m p le s  w h ic h  b e c o m e  
d iffic u lt w h e n  t h e ir  c la ss ific a tio n a  are a lte re d . T h e  lo w  in tr in s ic  d iffic u lty  
m e a n s t h a t  lit t le  c ru c ia l in fo r m a t io n  is lo st f r o m  d iffic u lt  e x a m p le s  w h ic h  are 
n o t m is c la s s ific a tio n s .
A s  e x p e c te d , C N 2 - D  has a p o o r  cla ss ific a tio n  a c c u ra c y  score fo r  T i c - T a c -  
T o e  a n d  M o n k s  2 . T h e s e  are le a rn in g  p ro b le m s  t h a t  h a v e  re p re s e n ta tio n a l 
c o m p le x it y  a n d  a h ig h  in tr in s ic  d iffic u lty . I n  the se  cases th e  a lg o r ith m s  ne e d  
to  in d u c e  ru le se ts t h a t  c o rre c tly  c o ve r th e  d iffic u lt t r a in in g  e x a m p le s  so t h a t  
th e  classes c o m p ris in g  th e  le a rn in g  p r o b le m  are f u l l y  d e s c rib e d . T h e  re ­
s u ltin g  c o m p le x  ru lesets are th e  o n ly  fe a sib le  w a y  fo r  a t t r ib u te -v a lu e  p a ir  
re p re s e n ta tio n s  t o  d o  th is . A d d i n g  noise to  the se  c irc u m s ta n c e s  w ill  fu r t h e r  
c o m p lic a te  th e  in d u c tio n  p ro c e ss, w i t h  th o se  tr a in in g  e x a m p le s  p re s e n te d  to  
C N 2 - D  h a v in g  in a d e q u a te  in fo r m a tio n  to  d e sc rib e  th e  p r o b le m . A s  can be 
seen f r o m  ta b le  7 . 7 ,  C N 2  has a h ig h e r c la ss ific a tio n  a c c u ra c y  th a n  C N 2 - D  fo r  
the se p ro b le m s .
C N 2 - D  also has a p o o re r a c c u ra c y  score th a n  C N 2  fo r M o n k s  1 ,  a p r o b ­
le m  t h a t  has n o  re p re s e n ta tio n a l c o m p le x it y  b u t  has a n  in te r m e d ia te  in tr in s ic  
d iffic u lty . I n  th is  case th e  m o d e r a te  n u m b e r  o f  in tr in s ic a lly  d iffic u lt  e x a m ­
ples c o n ta in e d  w it h i n  th e  tr a in in g  set o f  M o n k s  1 c o n ta in  e n o u g h  in fo r m a ­
t io n  a b o u t th e  s tr u c tu r e  o f th e  p o p u la t io n  to  cause C N 2 - D  t o  in d u c e  p o o re r 
ru le s . H o w e v e r  C N 2 - D  p e rfo rm s  w i t h  th e  lo w e st c la ss ific a tio n  a c c u ra c y  o n  
th e  H a y e s - R o t h  p r o b le m  w h ic h  has o n l y  4 %  m o re  in trin s ic  d iffic u lty  th a n  th e  
T h y r o i d  p r o b le m  a n d  has n o  re p re s e n ta tio n a l c o m p le x ity . T h i s  is d u e  t o  th e
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u n e q u a l n u m b e r  o f  e x a m p le s  b e lo n g in g  to  each class. T h i s  is d e s c rib e d  in  
th e  n e x t  s e c tio n .
7 . 4 . 2  C N 2 - D ,  N o i s e  a n d  U n e q u a l l y  P r o p o r t i o n e d  C l a s s e s
A d d i n g  noise b y  a lte rin g  th e  c la ss ific a tio n  o f  tr a in in g  e x a m p le s  has a c o m ­
p le x  effect o n  th e  a m o u n t o f d iffic u lt  e x a m p le s  fo u n d  in  th e  n e w  se t. I f  th e  
le a rn in g  p r o b le m  is a b in a r y  c la ss ific a tio n  p r o b le m , ( e .g . T i c - T a c - T o e  a n d  
th e  M o n k s  p r o b le m s ) th e n  a lte r in g  th e  cla ss ific a tio n  o f  a n  e x a m p le  w h ic h  
w as d iffic u lt b e fo re  is lik e ly  to  m a k e  t h a t  e x a m p le  n o t d iffic u lt . I n  th is  w a y  
n o is y  in c o rre c t e x a m p le s  w o u ld  b e  in c lu d e d  in  th e  re d u c e d  t r a in in g  set o f  
C N 2 - D  a n d  in d u c t io n  w o u ld  p ro c e e d  f r o m  in c o rre c t in fo r m a t io n . C h a n g in g  
th e  c la ss ific a tio n  o f  a n  e asy e x a m p le  is m o re  lik e ly  t o  m a k e  it  b e c o m e  d if­
fic u lt , th u s  in d u c tio n  w o u ld  a v o id  th is  in c o rre c t e x a m p le . T h i s  s itu a tio n  is 
less lik e ly  w i t h  p ro b le m s  h a v in g  m o re  th a n  tw o  classes..
T h e  re s u lt fo r  th e  H a y e s - R o t h  p r o b le m  show s t h a t  C N 2 - D  has a lo w  
c la ss ific a tio n  a c c u ra c y  o n  le a rn in g  p ro b le m s  w i t h  m u lti-v a lu e d  cla ss ific a tio n  
a ttr ib u te s  w h e re  th e re  is a n  u n e q u a l d is tr ib u tio n  o f classes. I t  is a th r e e ­
v a lu e d  c la ss ific a tio n  p r o b le m  w h e re  th e  t h i r d  class has s u b s ta n tia lly  fe w e r 
m e m b e rs  t h a n  th e  o th e r  tw o  classes. I n  m a n y  cases th e  ru le s e t in d u c e d  b y  
C N 2 - D  o n ly  c o n ta in e d  rules fo r  th e  tw o  m a jo r  classes: a ll o f  th e  t r a in in g  
e x a m p le s  fo r  th e  t h i r d  class w e re  id e n tifie d  as d iffic u lt , th u s  n o  ru le s w ere 
in d u c e d  fo r  th is  class. T h i s  a c c o u n ts fo r  th e  p o o r  p e rfo rm a n c e  o f  C N 2 - D  o n  
th is  le a rn in g  p r o b le m .
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7 . 4 . 3  C N 2 - D  a n d  R e p r e s e n t a t i o n a l  C o m p l e x i t y
B o t h  th e  T h y r o i d  a n d  M o n k s  3 p ro b le m s  are e x a m p le s  o f  th e  d a t a  c h a ra c ­
te ris tic s  o u tlin e d  b y  H o l t e  ( 1 9 9 3 ) . T h e y  are  b o t h  v e r y  s im p le  p o p u la tio n s  
w h ic h , as th e  C N 2 - D  re su lts s h o w , ca n b e  a c c u r a te ly  d e sc rib e d  b y  a fe w  
g e n e ra l ru le s . W h e n  noise c o m p lic a te s  th is  s im p le  p ic tu r e  th e  s tr a te g y  o f  
ig n o rin g  d iffic u lt  e x a m p le s  is su ffic ie n t to  clear u p  so m e o f  th e  c o n fu s io n  t h a t  
m is c la s s ific a tio n  causes. H o w e v e r  as m o re  noise is a d d e d  th e re  is less c o r­
re c t in fo r m a t io n  t o  le a rn  f r o m  a n d  th u s  th e  p e rfo rm a n c e  d e te rio ra te s . I t  is 
clear t h a t  C N 2 - D  does n o t w o r k  w e ll w h e re  th e re  is in i t i a l l y  a  m o re  c o m p le x  
p r o b le m : such as M o n k s  2 o r T i c - T a c - T o e . I n  th is  case a ll o f  th e  in fo r m a ­
tio n  in  th e  tr a in in g  set is n e e d e d , a n d  id e n tify in g  d iffic u lt e x a m p le s  c a n n o t 
d is tin g u is h  b e tw e e n  noise a n d  g e n u in e  c o m p le x ity . H o w e v e r , i f  a r e la tio n a l 
le a rn in g  s y s te m  su ch as F O I L  w e re  used o n  the se p ro b le m s  a n d  th e  tr a in in g  
e x a m p le s  w e re  d e sc rib e d  u s in g  p re d ic a te  lo g ic , th e n  the se p ro b le m s  m ig h t 
also sh o w  th e  c h a ra c te ristic s o f  s im p le  d a ta s e ts , w it h i n  th e  c o n te x t o f th e  
m o re  d e s c rip tiv e  k n o w le d g e  r e p re s e n ta tio n . In  th is  case a r e la tio n a l v e rs io n  
o f  th e  d -sc o re  m e tr ic  m a y  a llo w  F O I L  to  in d u c e  m o re  su ccinct ru le s w h ic h  
p e r fo r m  m o re  a c c u ra te ly  o n  n o is y  d a ta  (see c h a p te r 8 ). T h e  H a y e s  R o t h  
p r o b le m  suggests t h a t  C N 2 - D  does n o t p e r fo r m  w e ll i f  th e re  is a  v e r y  u n ­
e q u a l sp re a d  o f class p r o p o r tio n s  w it h i n  a p r o b le m . T h u s  C N 2 - D  p e rfo rm s  
b e st o n  s im p le  p ro b le m s  c o n ta in in g  n o is y  e x a m p le s .
T h e  T h y r o i d  p r o b le m , in  w h ic h  th e  m o re  concise ru le s o b ta in e d  b y  C N 2 -  
D  h a d  a h ig h e r c la ss ific a tio n  a c c u ra c y  t h a n  th o s e  o b ta in e d  b y  C N 2 ,  fo r  a ll 
noise le v e ls , is th e  o n ly  p r o b le m  to  b e  c o n s id e re d  t h a t  does n o t d is p la y  c o n ­
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t r iv e d  c h a ra c te ris tic s  a n d  is b a s e d  o n  re a l d a t a . T h e  fa v o u r a b le  re s u lts  fo r  
th is  p r o b le m  suggests t h a t  th e  s tr a te g y  o f  o n l y  le a rn in g  f r o m  e a sy tr a in in g  
e x a m p le s  m a y  w o r k  w e ll in  o th e r  re a l w o r ld  p r o b le m s .
T h e  T h y r o i d  a n d  M o n k s  3 p ro b le m s  are also th e  p ro b le m s  w h e re  C N 2 -  
D  re m a in s  a b o v e  th e  8 0 %  a c c u ra c y  le v e l u n t il  th e  2 5 %  noise le v e l. T h i s  
is th e  le v e l o f  a c c u ra c y  r e q u ire d  to  p ro d u c e  a u s a b le  classifier, so in  cases 
w h e re  noise has c o rru p te d  a n  o th e rw is e  s tr a ig h tfo r w a r d  le a rn in g  p r o b le m  
th e  s tr a te g y  o f  le a rn in g  o n ly  f r o m  easy e x a m p le s  im p le m e n te d  b y  C N 2 - D  
p ro d u c e s  m o re  re lia b le  a n d  u s a b le  classifiers.
7 . 4 . 4  S u m m a r y
T h i s  c h a p te r has discussed th e  re s u lts o f e x p e r im e n ts  w h ic h  w e re  d e sig n e d  
t o  te s t th e  h y p o th e s is  t h a t  id e n t ify in g  a n d  a v o id in g  d iffic u lt e x a m p le s  w it h i n  
n o is y  t r a in in g  sets p ro d u c e s less c o m p le x  ru le s e ts. I n  a d d itio n  i t  w as h y ­
p o th e s is e d  t h a t  a n y  r e d u c tio n  in  ru le se t c o m p le x it y  w o u ld  n o t b e  m a tc h e d  
b y  a c o rre s p o n d in g  decrease in  c la ss ific a tio n  a c c u ra c y . T h e s e  e x p e r im e n ts  
w e re  c o n d u c te d  o n  a n u m b e r  o f  le a rn in g  p ro b le m s  w h ic h  d is p la y e d  v a r y in g  
degrees a n d  ty p e s  o f  c o m p le x ity . T h e  re su lts sh o w  t h a t  th is  s tr a te g y  does 
p ro d u c e  less c o m p le x  ru le s e ts. I n  le a rn in g  p ro b le m s  w h ic h  h a v e  l i t t l e  i n t r i n ­
sic d iffic u lty  the se rulesets are b e t t e r  classifiers t h a n  ru lesets p r o d u c e d  b y  
C N 2 ,  w h ic h  uses th e  s ta tis tic a l s to p p in g  c rite rio n  t o  o v e rc o m e  n o ise . O v e r ­
a ll , in d u c tio n  o f rules b y  C N 2 - D  show s n o  decrease in  c la ssific atio n  a c c u ra c y  
w h ic h  is c o m p a ra b le  to  th e  o fte n  s u b s ta n tia l decrease in  ru le se t c o m p le x ity . 
T h e  c o n c lu d in g  c h a p te r to  th is  the sis su m m a ris e s th e  c o m p le x it y  r e d u c tio n
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s tr a te g y  p re s e n te d  a n d  th e  fin d in g s  o f th e  e x p e r im e n ts . I t  th e n  discusses 
so m e  fu t u r e  w o r k  w h ic h  c o u ld  b e  used to  e x te n d  th e  usefulness o f  th e  d -score 
m e t r ic .
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C h a p t e r  8
C o n c l u s i o n  a n d  F u t u r e  W o r k
8.1 Conclusion
A s  d e sc rib e d  in  C h a p t e r  1 ,  th e  a im s o f  th is  thesis w ere t o  in v e s tig a te  th e  
n a tu r e  a n d  b e h a v io u r  o f  in d u c tio n  a lg o r ith m s  in  d iffe rin g  le a rn in g  s itu a tio n s . 
A n  in v e s tig a tio n  o f  th e  lite r a tu r e  re v e a le d  t h a t  th e  in d u c tio n  o f  c o m p le x  
ru le se ts w as a p r o b le m  w h ic h  d im in is h e d  th e  u t i l i t y  o f  the se a lg o r ith m s . In  
p a r t ic u la r , c o m p le x  ru le se ts w ere in d u c e d  f r o m  le a rn in g  p ro b le m s  c o n ta in in g  
m is ta k e s  a n d / o r  re p re s e n ta tio n a l c o m p le x ity . T h i s  the sis p re se n ts a n e w  
a p p ro a c h  t o  th is  p r o b le m , to g e th e r w i t h  th e  re s u lts o f e x p e r im e n ts  desig ned  
t o  e v a lu a te  th e  p e rfo rm a n c e  o f  th e  p ro p o s e d  a p p ro a c h .
In d u c t io n  a lg o r ith m s  u s u a lly  fin d  so m e s im p le  ru le s , b u t  th e  success o f 
th is  search can le a d  t o  th e  rest o f  th e  tr a in in g  set b e in g  d e s c rib e d  b y  v e r y  
specific a n d  c o m p le x  ru le s . T h e  n e w  a p p ro a c h  p re se n te d  b y  th is  the sis is 
t o  re d u c e  c o m p le x it y  b y  a n a ly s in g  th e  tr a in in g  s e t, so t h a t  m is le a d in g  e x ­
a m p le s  can e ith e r  b e  id e n tifie d  a n d  c o rre c te d , o r th e  m is le a d in g  in fo r m a tio n  
c o n ta in e d  w it h i n  t h e m  a v o id e d  b y  th e  in d u c tio n  a lg o r ith m . T h i s  w as a c c o m ­
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p lis h e d  b y  a n e w  m e tr ic  c a lle d  th e  d -sc o re  w h ic h  analyse s th e  a t t r ib u te -v a lu e  
p a irs  o f  a n  e x a m p le  t o  id e n t if y  i f  th e  e x a m p le  c o n ta in s  a t t r ib u te -v a lu e  p a irs  
c o m m o n  to  its  class. I f  th is  is th e  case th e n  t h a t  e x a m p le  is c a te g o rize d  
as b e in g  ‘ e a s y ’ t o  le a rn  f r o m ; i f  th is  is n o t  th e  case th e n  th e  e x a m p le  w as 
ca te g o ris e d  as b e in g  ‘ d iffic u lt ’ to  le a rn  fr o m . T o  e v a lu a te  th is  a p p r o a c h , th e  
d -score is u sed  to  p re pro ce ss t r a in in g  sets b e fo re  t h e y  w e re  passed to  C N 2 .  
A l l  ‘ d iffic u lt ’ e x a m p le s  w e re  re m o v e d  f r o m  th e  t r a in in g  sets a n d  C N 2  in d u c e d  
ru le s fr o m  o n l y  th e  easy e x a m p le s . I t  w as h o p e d  t h a t  such a s tr a te g y  m ig h t 
u n c o v e r th e  s im p le  u n d e r ly in g  s tr u c tu r e  o f p r o b le m  d o m a in s  a n d  C N 2  w o u ld  
th e re fo re  in d u c e  s im p le  b u t  a c c u ra te  ru le s e ts. P r e lim in a r y  e x p e r im e n ts  sug­
g e ste d  t h a t  th is  n e w  a p p ro a c h  (te r m e d  C N 2 - D )  a lw a y s  su cceeded in  in d u c in g  
m u c h  less c o m p le x  ru le s e ts , a n d  in  n o is y  s itu a tio n s  the se ru le s e ts w e re  m o re  
a c c u ra te  th a n  th o se  in d u c e d  b y  C N 2  f r o m  th e  fu ll  tr a in in g  se t.
T o  fu r t h e r  in v e s tig a te  th e  p e rfo rm a n c e  o f  C N 2 - D  o n  n o is y  t r a in in g  sets, 
a series o f  m o re  rig o ro u s  e x p e rim e n ts  h a v e  b e e n  c a rrie d  o u t . A  ra n g e  o f 
le a rn in g  p ro b le m s  w e re  u s e d . T h e s e  in c lu d e d  p ro b le m s  w i t h  s im p le  s tr u c tu r e  
a n d  p ro b le m s  w h ic h  c o n ta in e d  re p re s e n ta tio n a l c o m p le x ity . N o is e  w as a d d e d  
in  a c o n tro lle d  fa s h io n  so t h a t  th e  b e h a v io u r  o f b o t h  C N 2 - D  a n d  C N 2  c o u ld  b e  
c o m p a re d  fo r  a ra n g e  o f  noise levels ( 0 - 5 0 % ) .  I n  a ll cases C N 2 - D  p ro d u c e d  
m u c h  s im p le r ru le se ts th a n  C N 2 .  In d e e d  in  so m e cases th e  ru le s e ts h a d  u p  to  
9 0 %  fe w e r c o n d itio n s  p e r class. I n  tw o  o f  th e  s ix  p ro b le m s  th e se  s im p le r rules 
also h a d  a h ig h e r c la ss ific a tio n  a c c u ra c y  fo r  all b u t  one o f  th e  noise levels 
in v e s tig a te d . I n  a n o th e r  tw o  p ro b le m s  th e  s im p le r ru lesets h a d  a n  in fe rio r 
cla ss ific a tio n  a c c u ra c y  t o  th e  ru lesets in d u c e d  b y  C N 2 .  F o r  th e  r e m a in in g  
tw o  p ro b le m s  C N 2  h a d  a h ig h e r c la ss ific a tio n  a c c u ra c y  fo r  lo w e r levels o f
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n o ise  b u t th is  a ccu racy  d ecreased  a t su ch  a ra te  th a t  C N 2 -D  h ad  a h igh er  
c la ssifica tio n  a ccu ra cy  for n o ise  le v e ls  greater  th a n  c 25% .
T h e  resu lts  in d ica te  th a t th e  ap p roach  o f fo cu sin g  in d u c tiv e  learn in g  on  
easy, r ep resen ta tiv e  ex a m p les  p rod u ces ru lese ts  w h ich  are su b sta n tia lly  less  
co m p lex  th a n  th o se  in d u ced  from  th e  fu ll tra in in g  se t . In  n o isy  c ircu m sta n ces  
w h ere th ere  is n o  a d d itio n a l d ifficu lty  in  th e  form  o f rep resen ta tio n a l co m p lex ­
ity , th e  s im p ler  ru lese ts  had  com p arab le  or superior c la ss ifica tio n  accuracy. 
In  cases w h ere rep resen ta tio n a l c o m p le x ity  w as an a d d itio n a l co m p lica tio n , 
th e  sim p ler  ru les h ad  an inferior c la ss ifica tio n  accuracy. H ow ever, in  no case  
w as a su b sta n tia l red u ctio n  in  ru le co m p le x ity  m a tch ed  b y  a  com p arab le  re­
d u ctio n  in  c la ss ifica tio n  accuracy. H ow ever th e  poor p erform an ce o f C N 2-D  
on  o n e  p ro b lem  w h ich  a lso  d id  n o t co n ta in  rep resen ta tio n a l co m p le x ity  m ay  
p o in t to  th e  e x is te n c e  o f o th er  learn in g  factors such  as th e  d istr ib u tio n  o f  
classes in  th e  problem : th is  sp ec ific  learn in g  p rob lem  (H a y es-R o th ) has a 
very  sm a ll n u m b er of ex a m p les  b e lo n g in g  to  on e p articu lar  c lass.
T h e  d -score m etr ic  p resen ted  in  th is  th esis  is th erefore a re liab le  m e th o d  
for id en tify in g  u n rep resen ta tiv e  ex a m p les  in  a tra in in g  se t. T h is  can  b e  
seen  b y  th e  su b sta n tia l d ecrease in  ru leset co m p le x ity  ob serv ed  w h en  th e se  
ex a m p les  are ta k en  ou t o f th e  tra in in g  se t. A n y  d eter io ra tio n  in  c la ssifica tio n  
a ccu racy  o f th e  sim p ler  ru lese ts  is n ever  com p arab le  to  th e  red u ctio n  in  
ru leset co m p lex ity . In d eed , if  th e  u n rep resen ta tiv e  ex a m p les  are w ron g ly  
classified  e x a m p les , th e  sim p ler  ru lese ts  o ften  h ave  a  h igh er  c la ssifica tio n  
accuracy. H ow ever, if  th e  u n rep resen ta tiv e  ex a m p les  are tru ly  u n u su al b u t  
correct ex a m p les  o f  a c lass, th e  s im p le  ru lese ts  in d u ced  b y  th e ir  rem oval w ill  
p erform  w ith  p oorer c la ssifica tio n  accuracy.
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8.2 Future Work
A  m ore co m p reh en siv e  se t o f  ex p er im en ts  is requ ired  to  fu lly  ev a lu a te  th e  ef­
fec t o f  a p p ly in g  C N 2 -D , w ith  p articu lar  referen ce to  how  it b eh a v es w h en  pro­
cessin g  p rob lem s co n ta in in g  an  u n eq u a l d is tr ib u tio n  o f c la sses. T h e  H ayes- 
R o th  resu lt d escr ib ed  ab ove su g g ests  th a t  C N 2-D  m a y  n ot p erform  as w ell 
in  th e se  c ircu m sta n ces . F urther w ork m a y  ex p la in  th is  p h en om en on .
A lso , th e  d -score m etr ic  is  a t p resen t lim ite d  to  tra in in g  se ts  co n ta in ­
in g  n o m in a l a ttr ib u te s  w h ich  are en tire ly  d escr ib ed  u sin g  p ro p o sitio n a l a t­
tr ib u tes . A s d escr ib ed  in  ch ap ter  6, th e  d -score m etr ic  w orks o u t th e  re la tiv e  
freq u en cy  for all th e  a ttr ib u te -v a lu e  pairs for each  c lass in  th e  p ro b lem , co m ­
b in es th e se  va lu es for th e  a ttr ib u te -v a lu e  pairs com p risin g  an ex a m p le  and  
y ie ld s  a score for each  ex a m p le , w h ich  a llow s u n rep resen ta tiv e  e x a m p les  to  
b e id en tified .
T h is  p rocess is p ro b lem a tica l for a n u m erica l a ttr ib u te  b u t o n e  p o ssib le  
so lu tio n  is  to  p a r tit io n  th e  range o f va lu es fou n d  in to  d iscrete  su b se ts . E ach  
su b set can  th en  b e  trea ted  as a s in g le  ca teg o ry  in  th e  sa m e w ay  as s in g le  
va lu es o f  a  n o m in a l a ttr ib u te . H ow ever it  m ay  b e  d ifficu lt to  d ec id e  on  
h ow  m a n y  su b se ts  to  h ave, an d  th erefore how  w id e  th e  range w ou ld  be. 
T h is p a r tit io n in g  sh ou ld  b e  in d ep en d en t o f c lass d istr ib u tio n , an d  so th e  
b in ary  p a r tit io n in g  o f n u m erica l a ttr ib u te s  p erform ed  b y  C A R T  (B r iem a n  e t  
al 1984) w ou ld  b e  in ap p rop ria te . A n  u n b iased  p a r titio n in g  m a y  b e  a ch iev ed  
b y  o b ta in in g  a  freq u en cy  d istr ib u tio n  o f th e  va lu es o f  th e  n u m erica l a ttr ib u te  
an d  ch o o sin g  ranges each  o f w h ich  w h ich  h ad  an eq u a l frequency. T h e  ranges  
o f su ch  a  p a r tit io n  w ou ld  b e  u n eq u al, b u t th e  c lass d istr ib u tio n  w ou ld  n ot
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b e  ch an ged  b y  th is  p a r tit io n in g  an d  so n u m erica l a ttr ib u te s  m a y  b e  trea ted  
sim ila r ly  to  n o m in a l a ttr ib u te s .
In ch ap ter  5, it w as m en tio n ed  th a t  F O IL  (Q u in la n  1990) a lso  suffers from  
th e  sm a ll d isju n cts  p rob lem  b eca u se  it  a lso  u ses th e  “sep a ra te  and con q u er” 
m e th o d  o f grow in g ru les. A t th e  m o m en t, th e  d -score m etr ic  w orks o n ly  w ith  
learn in g  p rob lem s en tire ly  d escr ib ed  b y  a ttr ib u te  va lu e  pairs. To in v e s t ig a te  
w h eth er  sim p ler  rules m ig h t b e  in d u ced  by  F O IL  from  th e  p re-p rocessed  
tra in in g  se ts  p rod u ced  by th e  d -score m etr ic , a  p red ica te  version  o f th e  d- 
score m etr ic  cou ld  b e  d ev e lo p ed . T h is  w ou ld  w ork in  a rath er d ifferent w ay  to  
th e  an a ly sis  o f a ttr ib u te  va lu e  p airs. R e la tiv e  freq u en cy  cou ld  b e  ev a lu a ted  
for each  co n sta n t in  th e  e x te n s io n a l d efin itio n  o f th e  ta rg et p red ica te  an d  also  
for ex ten s io n a l d efin ition s o f th e  b ack grou n d  p red ica tes. E x a m p les  cou ld  b e  
scored  b y  com b in in g  th e  re la tiv e  freq u en cies for each  co n sta n t fou n d  in  th e  
ex a m p le , for each  class (o n ly  tru e  and fa lse  in  th is  ca se ). D ifficu lt ex a m p les  
cou ld  b e  id en tified  in  a sim ilar  w ay  to  th a t u sed  for a ttr ib u te  va lu e  p airs. A n  
ex a m p le  in  th e  P O S  set w ith  a  h igh er score for th e  va lu e “fa lse” w ou ld  b e  
on e  case  w h ere an d ifficu lt e x a m p le  w ou ld  b e  found .
T h e se  tw o  im p ro v em en ts w ou ld  a llow  th is  tech n iq u e  to  b e  m ore th o r­
o u g h ly  ex a m in ed  in  ex p er im en ts  w h ere  th e  w h o le  p o p u la tio n  ca n n o t b e  g en ­
era ted  and  so tra in in g  se ts  and te s t  se ts  w ou ld  h ave  to  b e  sa m p led  from  
th e  p o p u la tio n . T h is  w ou ld  a lso  a llow  th e  m eth o d  to  b e com p ared  w ith  a 
g rea ter  n u m b er o f m a ch in e  learn in g  stu d ies . T h e  ex te n s io n  o f th e  m e th o d  to  
p red ica te  lo g ic  m a y  a lso  overcom e lim ita t io n s  w h ich  are a resu lt o f  th e  in ­
a d eq u a cy  o f u sin g  an a ttr ib u te  va lu e  rep resen ta tio n  for learn in g  p rob lem s in  
w h ich  th e  re la tio n sh ip s  b e tw een  p ro b lem  co m p o n en ts  d escr ib e  th e  p ro b lem
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more efficiently (e.g. the Tic-Tac-Toe problem).
8.2.1 Concluding Rem arks
T h e  research  work cen tra l to  th is  th esis  h as illu stra ted  how  co n cen tra tin g  on  
s im p le  p a ttern s can  g iv e  a resu lt w h ich  is easier  to  u n d ersta n d  an d  as reliab le  
as resu lts  o b ta in ed  from  co m p lex  p a ttern s.
Getsuin said to his students “Keichu, the first wheelmaker of China, 
made two wheels of fifty spokes each. Now suppose you removed 
the nave uniting the spokes ? ”
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A p p e n d i x  1 :  T a b u l a t e d  R e s u l t s
1 2 3 4 5 Average
noise CN2 CN2-D CN2 CN2-D CN2 CN2-D CN2 CN2-D CN2 CN2-D CN2 CN2-D
0 97.87 76.67 94.15 70.7 95.12 75.48 94.9 72.54 94.5 69.8 95.308 73.038
5 80.943 67.425 81.963 66.263 79.36 69.218 81.137 69.337 80.281 67.509 80.737 67.95
10 72.482 65.038 74.34 65.124 71.831 64.624 72.337 64.727 71.289 64.943 72.456 64.891
15 66.389 64.341 67.205 64.413 67.176 63.316 67.365 64.311 66.169 61.016 66.861 63.479
20 62.495 61.912 63.422 59.779 63.472 61.888 61.378 59.583 61.41 60.595 62.435 60.751
25 58.008 59.065 59.042 58.093 58.633 59.746 57.266 58.779 58.158 58.655 58.221 58.868
30 53.708 55.452 56.12 58.34 55.248 58.114 54.765 55.406 55.526 54.582 55.073 56.379
35 51.688 56.503 51.15 51.651 50.384 54.586 51.119 55.262 50.873 55.422 51.043 54.685
40 48.655 51.472 47.215 51.434 47.706 50.386 49.303 50.89 47.104 51.512 47.997 51.139
45 45.29 49.105 44.751 49.801 45.034 48.977 43.935 47.703 45.566 49.186 44.915 48.954
50 42.644 46.817 41.522 46.072 41.923 43.365 42.203 43.521 42.337 43.676 42.126 44.69
T ab le  8.1: C la ssifica tio n  accu racy  for T ic  Tac T oe
1 2 3 4 5 Average
noise CN2 CN2-D CN2 CN2-D CN2 CN2-D CN2 CN2-D CN2 CN2-D CN2 CN2-D
0 32 26 47.5 28.5 34.5 27 39 30 38 25.5 38.2 27.4
5 76.1 28.1 82.85 32.2 80.75 30 77.45 28.95 78.7 28.75 79.17 29.6
10 103.2 29.4 103.15 31.7 103.75 32.65 99.5 32.65 102.3 32.85 102.38 31.85
15 118.55 32.45 121.55 32.6 118.75 35.4 122.85 34.15 121.7 31.85 120.68 33.29
20 129.05 33.8 129.55 35.4 128.5 31.35 127.9 34.8 127.05 34.95 128.41 34.06
25 135.7 32.05 144.45 33.6 138.1 36.6 137.25 33.8 141.55 35.2 139.41 34.25
30 143.25 36 142.35 33.9 143.35 34.85 144.6 36.2 142.7 34.55 143.25 35.1
35 148 32.85 150.3 38.15 147.8 34.25 153.1 36.65 150.4 31.9 149.92 34.76
40 146.35 38.25 149.15 36.15 149.5 37.15 153.3 35 154.3 33.8 150.52 36.07
45 149.05 33.35 151.15 33.55 154.45 36.7 150.3 35.65 151.75 36.4 151.34 35.13
50 151.85 34.4 153.95 35.8 150.3 36 159.85 35.65 155.25 36.5 154.24 35.67
Table 8.2: Ruleset Complexity for Tic Tac Toe
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1 2 3 4 5 Average
noise CN2 CN2-D CN2 CN2-D CN2 CN2-D CN2 CN2-D CN2 CN2-D CN2 CN2-D
0 77.72 68.18 62.71 57.7 68.56 61.74 77.39 52.9 71.9 66.41 71.656 61.386
5 68.932 62.985 57.66 50.473 66.029 53.465 70.804 49.981 67.891 52.147 66.263 53.81
10 66.584 56.092 57.122 54.439 67.109 52.368 70.843 50.326 64.944 57.809 65.32 54.207
15 60.576 56.055 56.478 50.335 63.427 47.973 62.671 49.499 58.013 46.623 60.233 50.097
20 60.969 48.252 49.365 47.404 56.862 50.853 59.919 45.525 58.834 44.186 57.19 47.244
25 55.588 49.958 46.963 40.498 55.27 47.355 57.226 42.455 54.614 41.964 53.932 44.446
30 52.634 46.473 50.07 45.587 47.886 43.542 53.987 48.48 51.409 45.255 51.197 45.867
35 48.065 42.228 44.424 41.534 44.528 41.873 47.245 44.692 46.99 38.492 46.25 41.764
40 55.778 47.745 42.905 38.537 47.194 43.14 45.892 42.912 44.084 34.012 47.171 41.269
45 44.404 37.972 34.56 34.439 41.093 34.526 46.253 42.96 40.879 36.606 41.438 37.301
50 38.486 36.936 34.614 33.805 36.152 39.437 34.774 33.086 35.716 32.256 35.948 35.104
T ab le  8.3: C lassifica tion  a ccu racy  for H ayes R o th
1 2 3 4 5 Average
noise CN2 CN2-D CN2 CN2-D CN2 CN2-D CN2 CN2-D CN2 CN2-D CN2 CN2-D
0 7 5 7.66 5.33 9 7.33 9.66 5 10 5 8.664 5.532
5 8.598 3.398 8.295 5.23 10.031 5.93 11.896 4.996 11.231 5.031 10.01 4.917
10 8.366 4.13 11.129 5.33 10.862 4.43 11.528 3.498 12.232 5.962 10.823 4.67
15 9.095 4.696 12.266 5.161 10.364 4.498 12.964 3.631 10.398 3.862 11.017 4.3696
20 11.63 3.796 12.199 4.229 14.497 4.496 13.763 3.732 11.231 4.932 12.664 4.237
25 9.164 4.697 13.666 5.929 13.394 5.465 14.497 3.764 12.862 3.897 12.717 4.7504
30 11.732 4.664 12.932 4.031 11.795 4.228 13.494 2.996 14.962 4.43 12.983 4.0698
35 11.863 4.031 13.262 3.496 14.132 5.431 14.332 3.265 12.497 3.464 13.217 3.9374
40 11.929 3.83 14.294 3.96 12.398 3.629 13.496 2.196 13.563 2.755 13.136 3.274
45 13.264 3.429 12.029 4.366 12.529 3.595 13.262 3.162 13.764 3.029 12.97 3.5162
50 13.796 4.597 13.096 4.596 14.532 3.898 12.462 2.998 13.93 2.827 13.563 3.7832
Table 8.4: Ruleset Complexity for Hayes Roth
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1 2 3 4 5 Average
noise CN2 CN2-D CN2 CN2-D CN2 CN2-D CN2 CN2-D CN2 CN2-D CN2 CN2-D
0 63.98 48.45 63.13 55.67 67.36 53.83 62.97 50.73 64.02 50.84 64.292 51.904
5 61.026 50.364 60.513 50.08 61.492 52.663 64.046 52.044 61.471 51.169 61.71 51.264
10 58.681 51.11 58.075 49.416 58.804 49.632 61.263 51.906 58.432 48.82 59.051 50.177
15 57.612 48.844 57.243 50.381 57.942 51.007 59.594 51.428 54.995 48.781 57.477 50.088
20 54.211 49.598 54.81 48.541 57.572 49.02 56.009 50.339 54.003 47.863 55.321 49.072
25 53.617 47.98 53.111 48.114 52.358 49.444 53.497 48.763 52.019 49.172 52.92 48.695
30 51.979 47.569 51.37 47.306 51.32 47.881 51.788 46.558 49.607 47.321 51.213 47.327
35 51.144 47.701 50.226 45.621 49.893 49.525 51.737 47.487 48.87 48.297 50.374 47.726
40 48.499 46.75 47.417 45.854 49.065 47.657 48.001 45.676 49.187 45.152 48.434 46.218
45 47.131 48.74 46.184 47.249 46.716 46.504 45.28 45.067 46.815 46.599 46.425 46.832
50 44.828 45.761 43.563 45.336 45.082 47.381 43.099 44.052 43.643 44.368 44.043 45.38
T ab le  8.5: C lassifica tion  accu ra cy  for M onks 2
1 2 3 4 5 Average
noise CN2 CN2-D CN2 CN2-D CN2 CN2-D CN2 CN2-D CN2 CN2-D CN2 CN2-D
0 82.5 13 90.5 19 80 18.5 72.5 17.5 69.5 22 79 18
5 87.2 18.6 85.95 17.55 81.4 16.5 77.35 16.15 75 20.65 81.38 17.89
10 82.2 14.6 87.4 18.4 85.4 17 77.25 15.9 76.5 17.65 81.75 16.71
15 86.1 18.4 86.65 20.25 83.2 19.9 81.25 18.6 80.7 17.9 83.58 19.01
20 81.15 16.2 82.65 18.75 88.85 19.1 83.75 20.3 80.45 16.9 83.37 18.25
25 85.35 17.6 84.5 18.8 86.35 17.95 85.05 16.65 85.95 18.45 85.44 17.89
30 86.2 19.6 87.25 18.1 90.2 20.3 82.5 19.3 88.25 16.75 86.88 18.81
35 87.05 15.9 89.55 19.8 94.2 20.35 88.5 16.9 83.8 17.95 88.62 18.18
40 86.45 18.35 85.35 17.85 86.35 20.75 87.05 20.45 87.05 20.1 86.45 19.5
45 79.5 18.45 89.4 21.35 87.2 20.85 87.55 19.1 88.9 18.4 86.51 19.63
50 90.5 18.5 87.25 17.2 87.25 18.3 82.8 20.75 87.1 18.9 86.98 18.73
Table 8.6: Ruleset complexity for Monks 2
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1 2 3 4 5 Average
noise CN2 CN2-D CN2 CN2-D CN2 CN2-D CN2 CN2-D CN2 CN2-D CN2 CN2-D
0 86.07 75.44 90 75.46 86.34 77 90.74 71.64 92.47 80.55 89.124 76.018
5 81.746 73.317 82.817 71.118 78.36 70.599 82.3 73.511 79.172 71.022 80.879 71.913
10 75.147 71.73 73.541 68.728 71.089 70.018 75.576 70.188 74.363 68.507 73.943 69.834
15 72.545 67.673 69.993 64.682 68.877 67.178 70.511 67.859 69.922 67.889 70.37 67.056
20 67.001 62.157 64.701 61.114 65.211 63.996 64.473 63.01 64.791 60.304 65.235 62.116
25 62.283 63.134 60.106 59.062 61.586 61.64 63.495 64.075 60.212 57.134 61.536 61.009
30 59.583 55.688 56.751 56.546 58.63 59.245 57.285 62.079 60.454 58.664 58.541 58.444
35 53.772 54.685 52.517 53.452 54.013 52.833 54.193 58.685 53.681 53.987 53.635 54.728
40 51.399 48.814 50.513 51.697 49.195 51.52 51.909 51.303 50.179 51.059 50.639 50.879
45 46.865 49.454 47.88 45.701 49.398 50.78 48.039 47.817 49.19 47.581 48.274 48.267
50 44.217 45.75 44.529 43.765 45.827 45.857 44.252 45.805 43.261 42.794 44.417 44.794
T ab le  8.7: C lassifica tion  a ccu racy  for M onks 1
1 2 3 4 5 Average
noise CN2 CN2-D CN2 CN2-D CN2 CN2-D CN2 CN2-D CN2 CN2-D CN2 CN2-D
0 29 14.5 31 8 24 10 25 10.5 30.5 6.5 27.9 9.9
5 40.25 15.8 44.65 10.5 36.75 15.35 37.6 12.95 43.95 7.65 40.64 12.45
10 53.35 15.5 55.3 14.75 53.7 16.8 50.35 13.65 53.2 12.25 53.18 14.59
15 63.6 18.85 64.55 17.75 67 16.75 60.4 14.15 59.75 13.5 63.06 16.2
20 67.25 17.65 71.95 19.5 72.1 16.3 70.8 19.45 69.55 17.45 70.33 18.07
25 73.65 18.65 78.85 18.55 76.9 20.65 73.6 18.85 74.8 18.85 75.56 19.11
30 85.15 18.85 87.05 19 75.55 19.2 78.6 20.4 79.65 18.75 81.2 19.24
35 84.5 20.6 78.15 22.45 78.8 16.1 81.65 20.5 83.55 20.1 81.33 19.95
40 88.55 20.95 86.45 19.05 83.4 19.55 82.15 18.55 87.25 20.9 85.56 19.8
45 82.4 20.95 82.85 18.1 88.2 19.4 89.65 19.05 83.35 19.35 85.29 19.37
50 86.9 19.45 92.75 19.05 86.55 17.45 90.55 20.85 85.75 19.75 88.5 19.31
Table 8.8: Ruleset complexity for Monks 1
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1 2 3 4 5 Average
noise CN2 CN2-D CN2 CN2-D CN2 CN2-D CN2 CN2-D CN2 CN2-D CN2 CN2-D
0 85.04 89.16 84.21 90.17 86.36 91.67 87.93 91.58 91.31 90.81 86.97 90.678
5 84.371 88.871 83.662 86.778 81.648 87.492 81.504 87.492 81.141 87.555 82.465 87.638
10 77.22 87.695 78.255 84.73 75.861 84.289 77.132 84.289 75.188 87.496 76.731 85.7
15 72.867 85.362 72.625 80.134 72.311 82.837 72.809 82.837 70.466 86.175 72.216 83.469
20 69.158 85.077 68.666 77.233 67.89 83.326 66.822 83.326 66.026 85.342 67.712 82.861
25 62.022 78.472 65.276 78.364 61.757 79.899 62.767 79.899 62.744 83.114 62.913 79.95
30 58.539 76.261 58.176 71.91 57.972 79.54 58.951 79.54 55.932 80.751 57.914 77.6
35 56.058 76.645 54.751 70.407 54.065 77.346 55.316 77.346 53.627 75.815 54.763 75.512
40 51.029 64.374 52.063 65.459 50.874 69.416 50.766 69.416 50.345 72.199 51.015 68.173
45 46.9 61.098 47.456 55.887 47.347 63.156 47.359 63.156 45.531 65.316 46.919 61.723
50 44 50.9 43.332 53.491 40.94 63.059 41.853 63.059 41.936 64.289 42.412 58.96
T ab le  8.9: C la ssifica tio n  accu racy  for T h y ro id
1 2 3 4 5 Average
noise CN2 CN2-D CN2 CN2-D CN2 CN2-D CN2 CN2-D CN2 CN2-D CN2 CN2-D
0 29.32 3.66 25.33 2.33 33.66 4.67 26.66 6 17.33 2.33 26.46 3.798
5 41.566 6.234 40.53 7.263 42.86 6.563 39.192 6.461 37.258 3.731 40.281 6.0504
10 57.733 6.501 51.795 8.23 57.625 8.527 51.163 6.163 53.993 6.028 54.462 7.0898
15 67.633 8.694 65.398 9.529 70.426 8.856 66.229 6.865 68.563 6.563 67.65 8.1014
20 81.534 7.455 82.397 9.964 80.063 8.454 79.592 8.43 80.46 7.03 80.809 8.2666
25 85.833 9.791 87.697 9.264 92.33 9.855 88.932 11.163 88.13 10.763 88.584 10.167
30 99.032 9.691 97.031 11.73 103 11.349 96.465 10.43 99.395 9.063 98.984 10.453
35 99.834 11.21 101.73 12.529 102.33 12.733 102.53 12.129 102.76 12.864 101.84 12.293
40 104.73 14.26 106.13 13.496 106.43 14.746 105.16 11.464 106.93 13.53 105.88 13.499
45 107.43 14.543 109.56 14.061 110.93 13.966 104.66 12.029 108.97 13.762 108.31 13.672
50 108.23 14.397 107.27 12.495 110.16 13.919 108 11.997 106.13 15.162 107.96 13.594
Table 8.10: Ruleset complexity for Thyroid
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1 2 3 4 5 Average
noise CN2 CN2-D CN2 CN2-D CN2 CN2-D CN2 CN2-D CN2 CN2-D CN2 CN2-D
0 99.3 97.22 97.91 97.22 100 97.22 97.45 96.52 97.15 97.22 98.362 97.08
5 90.693 95.415 88.427 95.502 89.065 90.981 91.018 96.822 89.076 94.764 89.656 94.697
10 82.228 93.815 82.614 92.318 83.789 91.29 83.513 95.941 81.917 91.272 82.812 92.927
15 76.81 88.965 75.876 89.353 76.114 88.807 79.255 92.442 77.328 87.519 77.077 89.417
20 71.415 85.102 72.636 85.439 73.469 83.089 72.696 86.411 70.966 81.656 72.236 84.339
25 65.992 81.758 67.465 79.354 63.888 78.098 67.043 80.216 68.481 80.276 66.574 79.94
30 61.141 76.809 62.079 70.648 61.055 72.96 61.108 74.345 61.589 65.872 61.394 72.127
35 55.219 71.176 56.507 65.491 58.006 67.3 56.793 64.859 57.524 65.025 56.81 66.77
40 52.331 59.387 53.131 61.392 53.086 59.699 53.433 61.527 54.089 60.729 53.214 60.547
45 48.88 53.291 48.257 50.148 49.563 52.422 50.134 54.644 48.561 53.126 49.079 52.726
50 43.15 43.867 45.583 45.059 45.181 48.025 45.716 50.136 45.567 46.089 45.039 46.635
T ab le  8.11: C la ssifica tio n  a ccu racy  for M onks 3
1 2 3 4 5 Average
noise CN2 CN2-D CN2 CN2-D CN2 CN2-D CN2 CN2-D CN2 CN2-D CN2 CN2-D
0 12.5 7 11.5 7 11.5 7 12 10.5 11.5 7 11.8 7.7
5 31.5 9.2 33.1 8.9 29.55 10.95 29.55 10.95 29 10.6 30.54 10.12
10 45.15 10.45 47.85 12.75 49.4 9.7 49.4 9.7 45.6 12.75 47.48 11.07
15 55.15 13.1 60.95 16.9 58.75 12.25 58.75 12.25 59.5 14.85 58.62 13.87
20 69.4 17.1 70.2 19 72.55 16.15 72.55 16.15 68.8 17.15 70.7 17.11
25 79.3 19.15 82.15 21.2 79.15 15.6 79.15 15.6 83.3 18.9 80.61 18.09
30 89.3 21.6 92.85 24.1 84.45 19.75 84.45 19.75 86.75 22.4 87.56 21.52
35 96.65 20.85 95.95 22.3 92.65 17.05 92.65 17.05 97.5 20.7 95.08 19.59
40 95.35 21.3 101.6 21.35 99.65 19.1 99.65 19.1 98.4 21.35 98.93 20.44
45 103.25 19.25 99.75 18.9 102.85 19.35 102.85 19.35 100.8 20.5 101.9 19.47
50 104.85 21.8 102.05 20.1 102.65 24.3 102.65 24.3 103.8 24.05 103.2 22.91
Table 8.12: Ruleset complexity for Monks 3
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