Abstract.We propose an estimation method that we call functional average variance estimation (FAVE), for estimating the EDR space in functional semiparametric regression model, based on kernel estimates of density and regression. Consistency results are then established for the estimator of the interest operator, and for the directions of EDR space. A simulation study that shows that the proposed approach performs as well as traditional ones is presented.
Introduction
In recent years, much attention has been given to functional statistics, which can be described as the set of statistical methods for processing data having the form of curves considered as observations of functions belonging to given functional spaces. Among the references in this field, there are the books by Ramsay and Silverman [16] for the applied aspects, Bosq [1] for the theoretical aspects, Ferraty and Vieu [6] , and Horváth and Kokoszka [11] for recent developments. Many works in this field deal with problems that appear in the general framework of functional regression models which are usually used to find the best link between a real random variable Y and a random curve X whose values belong to H = L 2 ([0, 1]), the set of square integrable functions from [0, 1] to R. An abundant literature has examined cases of parametric functional regression models (e.g., [2] , [16] , [10] , [18] ) described by the relation Y = f θ (X, ε), where f θ belongs to a well-known family of functions parameterized by the unknow parameter θ which is to be estimated, and ε is an error term. In contrast to this, some works deal with a nonparametric model Y = f (X) + ε where f is an unknown and arbitrary function to estimate, and have introduced nonparametric estimation approaches, such as methods based on kernel estimators ( [6] , [7] ). Alternatively, between these two different approaches, a semiparametric regression model Y = f (< β 1 , X > H , < β 2 , X > H , · · · , < β K , X > H , ε)
was considered ( [4] , [8] , [9] , [13] ). In the model (1), < ·, · > H denotes the inner product of H defined for all g 1 and g 2 belonging to H by < g 1 , g 2 > H = 1 0 g 1 (t)g 2 (t)dt, and β 1 , · · · , β K are elements of H to be estimated. This model just is an extension in the functional case of the model introduced by Li [12] in the multivariate context and which has been intensively studied since then. It expresses the fact that the information in X about Y depends only on the projection of X onto the subspace spanned by {β 1 , · · · , β K }, called effective dimension-reduction (EDR) space. Li [12] showed that the problem of estimating the EDR space comes down, under a fairly general condition, to the spectral analysis of an operator depending on the covariance operator of the conditional expectation E (X| Y ) of X given Y . Then, he proposed an estimation method, called sliced inverse regression (SIR), based on an estimate of an approximation of this covariance operator obtained by slicing the range of Y . Alternatively, Cook [3] proposed another method, called sliced average variance estimation (SAVE), for estimating the EDR by using an estimate of an approximation of an operator depending on the conditional covariance operator V ar(X|Y ) of X given Y . SIR and SAVE are the most popular methods for dimension reduction in the multivariate context, and smoothed estimaton methods, based on kernel estimates, have been proposed for them respectively by Zhu and Fang [19] and Zhu and Zhu [20] . In the functional context, SIR has been extended to functional SIR (FSIR) by Ferré and Yao [8] who also proposed later a smoothed estimation procedure based on kernel estimates, so defining smoothed functional inverse regression (FIR). On the other hand, more recently, Lian and Li [13] extended SAVE to functional SAVE (FSAVE). To the best of our knowledge, a smoothed estimation of SAVE have not been proposed yet in the context of functional data. Taking all this into consideration, we introduce in this paper a kernel functional average variance estimation (FAVE) method for estimating the EDR space related to model (1) . The rest of the paper is organized as follows. In Section 2, we recall some basic facts about FAVE in the functional context, and we specify the interest operator to estimate. In Section 3, an estimator based on kernel estimates is proposed for this estimating this operator. Section 4 is devoted to an asymptotic study of the introduced estimator. A simulation study that permits to evaluate the performance of our proposal is presented in Section 5. The proofs of theorems are postponed in Section 6.
Functional Sliced Average Variance
Let us consider the random variables Y and X involved in the model (1); we assume, without loss of generality, that E(X) = 0, and that E( X 2 H ) < +∞. Then, the covariance operator of X is defined by Γ = E(X ⊗ X), where for any x, y ∈ H, x ⊗ y denotes the linear operator from H to itself such that (x ⊗ y)(h) =< x, h > H y for any h ∈ H. Throughout the paper, Γ will be assumed to be non-singular and positive definite. Letting B = (< β 1 , X > H , < β 2 , X > H , · · · , < β K , X > H ) and denoting by V ar(X|B) the conditional covariance operator of X given B, we consider the following assumptions: Lian and Li [13] showed that under the assumptions (A 1 ) and (A 2 ), one has the inclusion
where R(A) denotes the range of the operator A, V ar(X|Y ) denotes the conditional covariance operator of X given Y , and is the EDR space, that is the space spanned by β 1 , · · · , β K . Therefore, R(Γ I ) ⊂ , where
An important consequence is that Γ I is degenerate in any direction orthonormal to the β k 's (k = 1, 2, · · · , K). Then Γ I is a finite rank operator whose range is contained into the EDR space. This space can, therefore, be approached by the subspace spanned by the eigenvectors of Γ I associated with the K largest non-null eigenvalues of Γ I in the same way as in the multivariate case. In the following we suppose that rank(Γ I )=K. We see, therefore, that the eigenvectors associated with the K largest eigenvalues of Γ I form an base to EDR space, which make the EDR space identifiable. So Γ I is the interest operator of the FAVE method. Since the domain of Γ −1 is not the whole H, Γ I may not be well-defined. Conditions under which this operator is well defined are established in [13] and recalled below.
be the well-known Karhunen-Love expansion of X, where E[ξ 2 j ] = α j are the eigenvalues and φ j are the eigenfunctions. As usual in the functional data literature (e.g., [13] , [9] ), we assume that α 1 > α 2 > · · · > 0. We now introduce the assumptions:
It is known that if (A 3 ) and (A 3 ) hold, then Γ I is well-defined (see Proposition 1 in [13] ).
Kernel estimator of the interest operator
For performing the FAVE method Γ I , has to be estimated. Lian and Li [13] introduced an estimator obtained by slicing the range of Y . In this section, we propose another estimator of this operator based on kernel estimates of density and regression. Since Γ = E[V ar(X|Y )] + V ar[E(X|Y )], we have
where Γ e = V ar [E(X|Y )] is the covariance operator of the conditional expectation E(X|Y ) and Ψ = E (V ar(X|Y )Γ −1 V ar(X|Y )). Ferré and Yao [8] introduced a kernel estimator of Γ e and showed its consistency. Here, we will use this estimator, and also a kernel estimator of Ψ together with the empirical counterpart of Γ in order to define an estimator of Γ I . Letting f be the density of Y and putting
As it was done in [19] , in order to avoid the effect of the small values in the denominator, we consider f en = max(f, e n ) instead of f , where (e n ) n∈N * is a sequence of real numbers which tends to zero as n → +∞. Then, we consider 
If we use PCA (resp. B-splines basis) then S D consists of the eigenvectors associated with the D largest eigenvalues of Γ n (resp. S D = S D ). For a given kernel function K : R → R + and a given real h > 0, we consider the estimates
of f , m and M respectively. Then, putting
and
we consider
and we estimate Γ I by the random operator
This random operator determines our kernel FAVE approach for estimating the EDR space. This estimation procedure is achieved by considering the space spanned by the eigenvectors β 1 , β 2 , · · · , β K of Γ I,n , associated respectively with the K largest eigenvalues λ 1 , · · · , λ K .
Asymptotics study of Γ I,n
In this section, we deal with asymptotics for Γ I,n . More precisely, we first establish its consistency as an estimator of Γ I . Then we show the β k 's are also consistent estimators of the β k 's. We need the following assumptions:
, is symmetric about zero and staisfies
where · hs denotes the Hilbert-Scmidt norm of operators; (A 9 ): h ∼ n −c 1 and e n ∼ n −c 2 , where c 1 and c 2 are real numbers satisfying
Remark 1 Zhu and Fang [19] introduced f en (y) = max( f (y), e n ) to overcome technical diffiulties due to small values in the denominator of r(y). But this approach does not guarantee that we get a good estimator of f . Indeed, if we take for example e n = n −1/11 , then until n = 2000 we still have e n > 1/2 and, therefore, f en (y) = 1/2 for all y ∈ R. To overcome this later problem, Nkou and Nkiet [14] propose to take e n = min(a; n −c 2 ), where a is a fixed strictly positive number. When a is sufficiently small f en (y) is a good estimator of f , because sup x∈R | f en (y) − f (y)| ≤ a and we still have e n ∼ n −c 2
.
For D ∈ N * , we consider
and denoting by t D the minimum positive eigenvalue of Γ D , we have:
where γ is a constant satisfying 0 < γ < 1/4.
Remark 2
This theorem gives an idea on the convergence rate of each component of Γ I,n as we know the one of Γ e,n from [8] . We cannot reach the √ n-convergence, because the rate of convergence will be penalized by the one of t D .The assumption
was also used in [13] for obtaining a similar result for the case of Functional SAVE. A justification of this asumption can be found in this paper.
In the following theorem consistency of Γ I,n is established under some conditions.
Theorem 4.2 Under the assumptions
Remark 3 This result only gives the convergence in probability of Γ I,n to Γ I without specifying the rate. For the functional SAVE, Lian and Li [13] don't show the convergence of their estimator of Γ I . Now, we deal with the β k 's. For doing that, we assume that β 1 , β 2 , · · · , β K are the K eigenvectors of Γ I associated with the K eigenvalues λ 1 , · · · , λ K respectiveley, and that
Theorem 4.3 Under the assumptions (A 1 ) to (A 11 ), if we suppose that for some
Remark 4 This result is similar to that of FSIR obtained by Ferré and Yao [8] . It is an extension to the functional case of a property of the kernel method for sliced average variance estimation developped by Zhu and Zhu [20] in a multivariate context.
Simulation study
In this section, we use simulations to illustrate the kernel FAVE method and to compare it with existing methods. In all the examples, the predictor X is a standard brownian motion on [0, 1], observed on a grid of p = 100 equally spaced points. Two models are considered:
H +ε, where β 1 (t) = 4t 2 , β 2 (t) = sin(5πt/2) and ε ∼ N (0, 0.1 2 ).
We set n = 100 and we consider both functional PCA and They reveal very good estimations. In order to verify if the prior projection space is well estimates by our FAVE method, we plot in Figure 5 to 8, the index < β j , X > H versus <β j , X > H for j = 1, 2 and for Model 1-2. These scatter plots reveal a strong correlation in both cases. All the previous plot are made using D = 4.
In order to compare our method to the FSIR and FSAVE methods, we use various dimensions D = 4 to D = 8. FSAVE is performed with number of slices H = 10. The distance between the true EDR space and its estimation is computed via E = P −P hs , where P (resp. P ) denotes the projector onto the space spanned by β 1 and β 2 (resp. β 1 and β 2 ). We use m = 100 simulated datasets in each scenarios to get the boxplot of E . In the left hand of each, figure from 9 to 14, the boxplots are built by using functional PCA basis expansion, whereas the ones in the rigth hand are based on B-spline basis functions. The boxplot results related to the B-spline projections are almost better than the ones from functional PCA. For Model 1 the three methods perform similarly as showed by the boxplots, but in the case of Model 2 FSIR does not work as well as FSAVE and FAVE. As a general observation the three methods are sensitives to the choice of D. Therefore, methods are needed for chosing of D and will perfect the pratical use of the FSIR, FAVE and FSAVE methods. 
Proofs

Preliminary results
In this section we will give some lemmas necessary to get the proofs of the previous Theorems.
Lemma 6.1 Under assumption (A 6 ) to (A 9 ), we have
Proof. It is easy to check that for all y ∈ R, one has Then
Let ε > 0 and (a n ) n∈N , a sequence of non-negative reals numbers converging to +∞. We have :
hs > ε; X ⊗ X hs ≤ a n + P ( X ⊗ X hs > a n ) .
However, for any i ∈ {1, · · · , n}, one has
Then using Bernstein inequality, we obtain
n from what we deduce
Taking ε = ε 0 h log(n) n , where ε > 0, and a n = (log(n)) 1/4 , we have
and since
Lemma 6.2 We have:
we obtain
It is easy to check that
Lemma 6.3 Under the assumption (A
, we have
Proof.
, we deduce from the preceding inequality that
Lemma 6.4 Under assumptions (A 3 ) and (A 10 ), if we suppose
Proof. We can write
First, we deal with A 31n . We have
Further,
and since Γ −1
, we deduce from the preceding inequality, assumption (A 10 ) and Markov inequality that
On the other hand,
. Now, we deal with A 32n ;
we have
, assumption (A 10 ) and Markov inequality, we
It remains to treat A 322n . We have:
we obtain from assumption (A 10 ) that
H 1 {f (Y )<en} and from assumtion (A 8 ) and Markov inequality we deduce that
we have :
where γ is a real constant satisfying 0 < γ < 1/4.
Proof.
First, we deal with A 41n ; we have:
It is known from [15] that
then, this property together with Lemma 6.1, assumption (A 9 ) and the preceding inequality imply
A similar reasoning, but by using instead of Lemma 6.1 the following result from [18] :
permits to obtain
Similar developpements as previously done for A 411n hs permit to obtain 1 n
From the weak law of large numbers we obtain 1 n
. Then using (4), Lemma 6.1, the assumption (A 9 ) and the fact that Γ
from what we deduce that
In the same way, we show
. Now, we deal with A 43n ; since A 43n = (A 41n ) * , we also have
Finally, we obtain
6.2 Proof of the Theorems 6.2.1 Proof of Theorem 4.1
From the central limit theorem we have
; then the required result is obtained by applying lemmas 6.2 to 6.5.
Proof of Theorem 4.2
we have:
First,
. On the other hand
Since Γ e,n − Γ e hs = O p (1/ √ n) (see [8] ), we deduce from the preceding inequality that
Then using (7) and the previous results we obtain: Γ I,n − Γ I = o p (1).
Proof of Theorem 4.3
Denoting by ( β k ) 1≤k≤K the orthonormal eigenvectors associated with the K largest eigenvalues
the orthonormal eigenvectors associated with the K largest eigenvalues
, where G and G are defined in (5) and (6), we will only show the convergence of the vector β 1 as the proof for the others are the same. Clearly,
Hence
Then from Lemma 1 in [8] we obtain the inequalities
where C 9 is an appropriate positive constant. Then, putting
Let us verify that L n = o p (1) and
We know that Γ 
Using the following properties of operators (see, e.g., [5] ): From all what precedes we deduce that L n = o p (1). From similar reasoning we also obtain M n = o p (1). Then from (8) and what precedes, we deduce that λ −1 1 = O p (1) and η H = O p (1). Therefore, (9) allows to conclude that β 1 − β 1 H = o p (1).
