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Optimal Linear Broadcast Rates of the Two-Sender
Unicast Index Coding Problem with
Fully-Participated Interactions
Chinmayananda Arunachala, Vaneet Aggarwal, and B. Sundar Rajan.
Abstract—The two-sender unicast index coding problem con-
sists of finding optimal coded transmissions from the two
senders which collectively know the messages demanded by all
the receivers. Each receiver demands a unique message. One
important class of this problem consists of the message sets at
the senders and the side-information at the receivers satisfying
fully-participated interactions. This paper provides optimal linear
broadcast rates and corresponding code constructions for all the
possible cases of the two-sender unicast index coding problem
with fully-participated interactions. The optimal linear broadcast
rate and the corresponding code for the two-sender problem are
given in terms of those of the three single-sender unicast problems
associated with the two-sender problem. Optimal linear broadcast
rates of two-sender problems with fully-participated interactions
provide lower bounds for the optimal linear broadcast rates
of many related two-sender problems with partially-participated
interactions. Proof techniques used to obtain the results for the
two-sender problem are shown to be useful in obtaining the
results for some cases of the multi-sender unicast index coding
problem.
I. INTRODUCTION
The classical index coding problem (ICP) introduced in [1]
consists of a sender who has to broadcast coded messages
to a set of receivers, where each receiver has some subset
of messages demanded by other receivers (also known as
the side-information of that receiver). The sender knows the
side-information of each receiver and uses this knowledge to
encode the messages demanded by them. This encoding re-
duces the number of broadcast transmissions compared to the
naive transmission of each message. The receivers make use
of their side-information and the broadcast transmissions to
decode their demanded messages. In many practical scenarios,
messages are distributed among multiple senders to reduce the
delay in content delivery. For example, content is delivered
using large storage capacity nodes called caching helpers in
cellular networks [2]. Data is also distributed and stored over
multiple storage nodes in distributed storage networks [3], [4].
In some scenarios, each sender can have access to only a
subset of messages due to data storage limits or errors in the
reception of some messages over noisy channels. Hence, the
multi-sender ICP is of practical significance.
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Ong et al. [5] studied a class of multi-sender ICPs, where
each receiver knows a unique message and demands a subset
of other messages. They provide an iterative algorithm which
gives different lower bounds for the optimal codelength based
on the strongly-connected component of the information-flow
graph selected in each iteration. There is little insight on the
tightness of lower bounds for the optimal codelength and how
good the algorithm works. Thapa et al. [6] extended some
single-sender index coding schemes based on graph theory
to the two-sender unicast ICP (TUICP), where each receiver
demands a unique message. No results on the optimality of
the coding schemes and the tightness of the gap between
the optimal codelength and the codelengths obtained by the
proposed schemes are provided, for any general class of the
TUICP. Several works provide inner and outer bounds for the
capacity region of variations of multi-sender ICP [7], [8], [9],
[10]. These works assume that there are links with fixed finite
capacities from every sender to every receiver in contrast to
the previous works. They use variations of random coding to
provide the bounds for the capacity region. Schemes which
improve the tightness of the bounds are also provided.
Thapa et al. [11] studied the TUICP using the two-sender
graph coloring of the confusion graph to obtain the optimal
broadcast rate with t-bit messages for any finite t. The TUICP
was jointly described by the side-information digraph and the
messages present at each sender. It was analyzed using three
single-sender sub-problems described by the three vertex-
induced sub-digraphs of the side-information digraph respec-
tively. The partition of the side-information digraph into the
three vertex-induced sub-digraphs depends on the availability
of messages at the two senders. The TUICP was classified
into 64 types based on the interactions among these sub-
digraphs. The type of interactions among these sub-digraphs
was described by the interaction digraph of the associated
side-information digraph based on the availability of messages
at the senders. The 64 possible interaction digraphs were
broadly classified into two cases: Case I and Case II. Case I
consists of all the possible acyclic digraphs on three vertices.
Case II was further classified into five subcases. For some
cases, the optimal broadcast rates with t-bit messages for
any finite t and the corresponding code constructions were
provided in terms of those of the three related single-sender
sub-problems. Upper bounds were provided for other cases.
Similarly, the optimal broadcast rates (as t → ∞) were
provided for some cases. Upper bounds were given for other
cases. Thus, the complexity of finding the optimal results for
2the TUICP was reduced to that of finding the same for the
single-sender unicast ICP.
This paper provides the optimal linear broadcast rate with
t-bit messages for any finite t and the corresponding code
construction, and the optimal linear broadcast rate, for all
the cases of the TUICP with fully-participated interactions.
These results for the TUICP are given in terms of those of
the three constituent single-sender unicast ICPs. In general,
linear encoding schemes are of interest as it is easy to encode
the messages. The optimal linear broadcast rate with t-bit
messages for any finite t and the optimal linear broadcast rate
of any two-sender problem with fully-participated interactions
provide lower bounds for the corresponding results of many
two-sender problems with partially-participated interactions,
having the same associated single-sender sub-problems as the
original two-sender problem. These results help in establishing
the corresponding optimal results of many two-sender prob-
lems with partially-participated interactions.
As shown in Section IV, it is difficult to classify any multi-
sender unicast index coding problem with fully-participated
interactions based on its interaction digraph. However, optimal
results and the proof techniques used to obtain the results of
the TUICP with fully-participated interactions can be used
to obtain the optimal results for some classes of the multi-
sender problem with fully-participated interactions. Further,
sub-optimal results can be obtained by partitioning the multi-
sender problem into multi-sender sub-problems with less num-
ber of senders for which optimal results can be easily found.
Hence, it is important to know the optimal results of the
TUICP with fully-participated interactions.
The key results of this paper are summarized as follows.
• Optimal linear broadcast rate with t-bit messages for any
finite t, corresponding code construction, and optimal
linear broadcast rate are provided for all the cases of the
TUICP with fully-participated interactions.
• For Cases I and II-A, the same results are also shown to
be valid for any two-sender problem with any partially-
participated interactions.
• The proof techniques and the results obtained for the
TUICP are used to derive the optimal results for some
cases of the multi-sender ICP.
The remainder of the paper is organized as follows. Section
II introduces the proposed problem and provides the required
definitions and notations. Section III provides the main results
of the paper. Section IV illustrates the application of the proof
techniques used in Section III to solve some cases of the multi-
sender problem. Section V concludes the paper with directions
for future work.
II. PROBLEM FORMULATION AND DEFINITIONS
In this section, we formulate the two-sender unicast index
coding problem, and provide the required notations and defi-
nitions used in this paper.
The set {1, 2, · · · , n} is denoted as [n]. An instance of
the two-sender unicast index coding problem (TUICP), con-
sists of m independent messages given by the set M =
{x1,x2, · · · ,xm}, where xi ∈ F
t×1
2 , ∀i ∈ [m], and a positive
integer t ≥ 1. There arem receivers. The ith receiver demands
xi and has Ki ⊆ M \ {xi} as its side-information. The sth
sender is denoted by Ss, s ∈ {1, 2}. Ss possesses the message
setMs such thatMs ⊂M andM1∪M2 =M. Each sender
knows the identity of the messages present with the other
sender and transmits through the same noiseless broadcast
channel. Transmissions from different senders are orthogonal
in time. The single-sender unicast ICP is a special case of the
TUICP, where M1 =M and M2 = Φ.
Given an instance of the TUICP, each codeword of a two-
sender index code consists of two sub-codewords broadcasted
by the two senders respectively. An encoding function for the
sender Ss is given by Es : F
|Ms|t×1
2 → F
ps×1
2 , such that
Cs = Es(Ms), where ps is the length (number of bits) of
the sub-codeword Cs transmitted by Ss, s ∈ {1, 2}. The sub-
codewords from the two senders are transmitted one after the
other. The ith receiver has a decoding function given by Di :
F
(p1+p2+|Ki|t)×1
2 → F
t×1
2 , such that xi = Di(C1, C2,Ki), i ∈
[m], i.e., it can decode xi using its side-information and the
received codeword consisting of C1 and C2. For the single-
sender unicast ICP, M2 = Φ. Hence, p2 = 0. In this case, we
assume that only E1 exists.
We define the linear broadcast rate of an index code, the
optimal linear broadcast rate with t-bit messages for any finite
t, and the optimal linear broadcast rate of the two-sender
problem, which consider only linear encoding schemes.
Definition 1 (Linear broadcast rate). An index code for an
instance of the TUICP is said to be linear, if the encoding
functions are linear transformations. Let xs ∈ F
t|Ms|×1
2 be
the concatenated message vector obtained by concatenating
the t-bit messages available at the sender Ss, s ∈ {1, 2}. Let
Ss broadcast Cs = G
s
x
s of length ps, whereG
s ∈ F
ps×t|Ms|
2 .
For a single-sender problem p2 = 0 and S1 alone broadcasts
the index code. The linear broadcast rate of the index code
described by {Gs} is given by plt ,
p1+p2
t
.
Definition 2 (Optimal linear broadcast rate with t-bit messages
for any finite t). The optimal linear broadcast rate of a unicast
ICP (single-sender or two-sender) with t-bit messages for any
finite t is given by βlt , min
{Gs}
plt.
Definition 3 (Optimal linear broadcast rate). The optimal linear
broadcast rate (over all t) of a unicast ICP (single-sender or
two-sender) is defined as βl , inf
t
βlt = lim
t→∞
βlt.
The limit exists and is equal to the infimum due to the
subadditivity of tβlt and Fekete’s lemma [12].
We state some definitions from graph theory [13], that will
be used in this paper.
A directed graph (also called digraph) given by D =
(V(D), E(D)), consists of a set of vertices V(D), and a set of
edges E(D) which is a set of ordered pairs of vertices. A sub-
digraph G of a digraph D is a digraph, whose vertex set sat-
isfies V(G) ⊆ V(D), and the edge set satisfies E(G) ⊆ E(D).
The sub-digraph G of D induced by the vertex set V(G) is the
digraph whose vertex set is V(G), and the edge set is given
by E(G) = {(u, v) : u, v ∈ V(G), (u, v) ∈ E(D)}.
A directed path in a digraph D is a sequence of distinct
vertices {v1, · · · , vr}, such that (vi, vi+1) ∈ E(D), ∀i ∈ [r −
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Fig. 1. Enumeration of all the possible interactions between the sub-digraphs D1, D2, and D{1,2} , denoted by the interaction digraph H.
1]. A cycle in a digraph D is a sequence of distinct vertices
(v1, · · · , vc), such that (vi, vi+1) ∈ E(D), ∀i ∈ [c − 1], and
(vc, v1) ∈ E(D). A digraph with no cycles is called acyclic.
Definition 4 (Topological ordering, [14]). A topological or-
dering of a digraph D is a labelling of its vertices using
the numbers in {1, 2, · · · , |V(D)|}, such that for every edge
(u, v) ∈ E(D), u < v, where u, v ∈ {1, 2, · · · , |V(D)|}.
For any unicast ICP (single-sender or multi-sender), the
knowledge of side-information and demands of all the re-
ceivers is represented by the side-information digraph given
by D = (V(D), E(D)), where the vertex set is given by
V(D) = {v1, · · · , vm}. The vertex vi represents the ith
receiver which demands the message xi. Due to the one-to-one
relationship between the ith receiver and xi, vi also represents
xi. Hence, we refer to vi as the ith message, the ith receiver,
and the ith vertex interchangeably. The edge set is given by
E(D) = {(vi, vj) : xj ∈ Ki, i, j ∈ [m]}. Consider the message
sets P1 =M1 \M2 and P2 =M2 \M1, which are available
only with S1 and S2 respectively. The messages available
with both the senders are given by P{1,2} = M1 ∩M2. Let
mS = |PS |, for any non-empty set S ⊆ {1, 2}. We represent
any singleton set without {}. For example, {1} is written as 1.
Let P = (P1,P2,P{1,2}). Any TUICP I can be described in
terms of the two tuple (D,P), as I(D,P). The broadcast rates
βl and βlt of I(D,P) are denoted by β
l(D,P) and βlt(D,P)
respectively. For an instance of the single-sender unicast ICP
with the side-information digraph D, the broadcast rates βl
and βlt are denoted by β
l(D) and βlt(D) respectively.
The TUICP was analyzed using three sub-digraphs (equiv-
alently sub-problems) induced by three disjoint vertex sets
of the side-information digraph respectively [11]. Let DS be
the sub-digraph of D, induced by the vertices {vj : xj ∈
PS , j ∈ [m]}, for any non-empty set S ⊆ {1, 2}. If there
exists an edge from some vertex in V(DS) to some vertex in
V(DS′), in the side-information digraph D, for non-empty sets
S, S′ ⊆ {1, 2}, S 6= S′, then we say that there is an interaction
from DS to DS′ , and denote it as DS → DS′ . We say that
the interaction DS → DS′ is fully-participated, if there are
edges from every vertex in V(DS) to every vertex in V(DS′).
Otherwise, it is said to be a partially-participated interaction.
We say that the TUICP has fully-participated interactions
if all the existing interactions are fully-participated interac-
tions. Consider the digraph H with V(H) = {1, 2, {1, 2}}
and E(H) = {(S, S′)|DS → DS′ , S, S
′ ∈ V(H)}. Let
f : V(D) → V(H) be a function such that f(v) = S if
v ∈ V(DS). We call the digraph H as the interaction digraph
of the side-information digraph D. The edges (S, S′) and
(S′, S) in any interaction digraph are denoted by a single
edge with arrows at both the ends. There are 64 possibilities
for the digraph H as shown in Figure 1, which were enlisted
and classified in [11]. The vertex representing the set {1, 2}
is written as 12 for brevity. The number written below each
interaction digraph in the figure is used as the subscript to
denote the specific interaction digraph. Note that different
TUICPs with the same message tuple P can have the same
interaction digraph. Any side-information digraph D with
interaction digraph Hk is denoted by D
k , k ∈ {1, 2, · · · , 64}.
For any TUICP I(Dk,P), the corresponding sub-digraph DS
for a non-empty set S ⊆ {1, 2} is denoted by Dk,PS . Any
TUICP I(Dk,P) is analyzed using the three single-sender
unicast ICPs with the side-information digraphsDk,PS , for non-
empty sets S ⊆ {1, 2}. Note that all the possible interaction
digraphs are classified into two cases broadly: Case I and Case
II. Case I consists of acyclic interaction digraphs. Case II was
further classified into five subcases as shown in Figure 1. We
illustrate the above definitions using an example.
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Fig. 2. Example to illustrate the interaction digraph H and the sub-digraphs
D1, D2, and D{1,2} of a given side-information digraph D.
Example 1. Consider the TUICP with m = 5 messages,
where the ith receiver demands xi. Sender S1 has M1 =
{x1,x2,x5}. S2 has M2 = {x3,x4,x5}. Hence, P1 =
{x1,x2}, P2 = {x3,x4}, and P{1,2} = {x5}. The side-
information of each receiver is given as follows: K1 =
{x2,x3,x5}, K2 = {x3}, K3 = {x4,x5}, K4 = {x3},
K5 = {x1,x2}. The side-information digraph D and the cor-
responding interaction digraph H are shown in Figure 2. The
vertex-induced sub-digraphs D1, D2, and D{1,2} induced by
the messages in P1, P2, and P{1,2} respectively are also shown
in the figure. Note that the interaction D{1,2} → D1 is fully-
participated. Others are partially-participated interactions. The
interaction digraph shown in Figure 2 isH41 as given in Figure
1. Hence, the side-information digraph D can also be denoted
as D41.
The following notations are required for the construction of
a two-sender index code from single-sender index codes. Let
C1 and C2 be two codewords of length l1 and l2 respectively.
C1 ⊕ C2 denotes the bit-wise XOR of C1 and C2 after zero-
padding the shorter message at the least significant positions to
match the length of the longer message. The resulting length
of the codeword is max(l1, l2). For example, if C1 = 1010,
and C2 = 110, then C1⊕C2 = 0110. C[a : b] denotes the vector
obtained by picking the bits from bit position a to bit position
b, starting from the most significant position of the codeword
C, with a, b ∈ [l], l being the length of C. For example C1[2 :
4] = 010.
III. MAIN RESULTS
In this section, we provide the optimal linear broadcast rates
βlt(D,P) and β
l(D,P) for all the cases of the TUICP with
fully-participated interactions between the sub-digraphs D1,
D2, and D{1,2} of any side-information digraph D for any
P . For Cases I and II-A, the results are also valid for any
partially-participated interactions between the sub-digraphs.
The results of this section are summarized in Table I. The
results marked with a “!” are the ones which also hold for any
partially-participated interactions.
A. CASE I
In the following, we provide the optimal linear broadcast
rates βlt(D,P) and β
l(D,P) for any two-sender problem
I(D,P) belonging to Case I (i.e., interaction digraph belongs
to Case I) with any type of interactions (fully-participated
or partially-participated). The following lemmas are used to
derive our results.
Lemma 1. For any side-information digraph D, any message
set tuple P , and t ≥ 1, βlt(D,P) ≥ β
l
t(D).
Proof. Consider a two-sender index code with the linear
broadcast rate βlt(D,P). The same index code transmitted by
a single-sender for the single-sender unicast ICP described by
the side-information digraph D satsifies the demands of all the
receivers. Hence, it is a valid single-sender index code. Thus,
we have the lower bound. 
Lemma 2. For any D, P , and t ≥ 1, if a side-information
digraph D′ is obtained by adding more directed edges to D,
we have βlt(D,P) ≥ β
l
t(D
′,P), and βlt(D) ≥ β
l
t(D
′).
Proof. Consider a linear code for the two-sender problem
I(D,P), whose linear broadcast rate is βlt(D,P). This code
can be used to solve the two-sender problem I(D′,P), as the
receivers have additional side-information including the side-
information present in the original problem I(D,P). Hence,
βlt(D,P) ≥ β
l
t(D
′,P). The same reasoning holds for the
single-sender problem. Hence, βlt(D) ≥ β
l
t(D
′). 
We require the following lemma which is a part of Theorem
3 in [15] to derive our results.
Lemma 3 (Theorem 3, [15]). Consider a single-sender unicast
index coding problem described by a side-information digraph.
The set of achievable broadcast rates with linear index coding
schemes does not change by removing any edge from the side-
information digraph that does not lie on any directed cycle
We now present the main result of this sub-section.
Theorem 1 (Case I). For any TUICP with the side-information
digraph Dk, k ∈ {1, 2, · · · , 25}, having any type of in-
teractions (either fully-participated or partially-participated)
between its sub-digraphs Dk,P1 , D
k,P
2 , and D
k,P
{1,2}, for any P ,
and t-bit messages for any t ≥ 1, we have,
(i) βlt(D
k,P) = βlt(D
k,P
1 ) + β
l
t(D
k,P
2 ) + β
l
t(D
k,P
{1,2}),
(ii) βl(Dk,P) = βl(Dk,P1 ) + β
l(Dk,P2 ) + β
l(Dk,P{1,2}).
Proof. First, we provide a lower bound and then provide a
matching upper bound using a result of single-sender problem.
Using an optimal linear code for each Dk,PS with linear
broadcast rate βlt(D
k,P
S ), ∀S ∈ {1, 2, {1, 2}}, all receivers can
decode their demands. Thus, we have the trivial upper bound
given by
βlt(D
k,P) ≤ βlt(D
k,P
1 ) + β
l
t(D
k,P
2 ) + β
l
t(D
k,P
{1,2}).
Consider the single-sender problem with the same side-
information digraph D. We remove all the edges that are con-
tributing to the interactions between the sub-digraphs Dk,PS ,
∀S ∈ {1, 2, {1, 2}}. These edges are not lying on any directed
cycle as the interaction digraph is acyclic. Removing them
does not alter the achievable set of linear broadcast rates for
5CASE βl(Dk,P) βlt(D
k,P)
I βl(Dk,P
1
) + βl(Dk,P
2
) + βl(Dk,P
{1,2}
)! βlt(D
k,P
1
) + βlt(D
k,P
2
) + βlt(D
k,P
{1,2}
)!
II-A βl(Dk,P
1
) + βl(Dk,P
2
) + βl(Dk,P
{1,2}
)! βlt(D
k,P
1
) + βlt(D
k,P
2
) + βlt(D
k,P
{1,2}
)!
II-B max{βl(Dk,P
{1,2}
), βl(Dk,P
1
) + βl(Dk,P
2
)} max{βlt(D
k,P
{1,2}
), βlt(D
k,P
1
) + βlt(D
k,P
2
)}
II-C βl(Dk,P
2
) +max{βl(Dk,P
1
), βl(Dk,P
{1,2}
)} βlt(D
k,P
2
) +max{βlt(D
k,P
1
), βlt(D
k,P
{1,2}
)}
II-D βl(Dk,P
1
) +max{βl(Dk,P
2
), βl(Dk,P
{1,2}
)} βlt(D
k,P
1
) +max{βlt(D
k,P
2
), βlt(D
k,P
{1,2}
)}
II-E max{βl(D
k,P
1
) + βl(Dk,P
2
), βl(Dk,P
1
) max{βlt(D
k,P
1
) + βlt(D
k,P
2
), βlt(D
k,P
1
)
+βl(Dk,P
{1,2}
), βl(Dk,P
2
) + βl(Dk,P
{1,2}
)} +βlt(D
k,P
{1,2}
), βlt(D
k,P
2
) + βlt(D
k,P
{1,2}
)}
TABLE I
SUMMARY OF RESULTS FOR ANY Dk AND P WITH FULLY-PARTICIPATED INTERACTIONS BETWEEN Dk,P
1
,Dk,P
2
AND Dk,P
{1,2}
a single-sender problem according to Lemma 3. Hence, using
Lemma 1 we see that,
βlt(D
k,P) ≥ βlt(D
k) = βlt(D
k,P
1 ) + β
l
t(D
k,P
2 ) + β
l
t(D
k,P
{1,2}),
which is a matching lower bound. Hence, we obtain (i) in the
statement of the theorem.
Taking the limit as t→∞, in the definition of βl(Dk,P),
we obtain (ii) in the statement of the theorem. 
B. CASE II-A
In the following, we provide the optimal linear broadcast
rates for any two-sender problem belonging to Case II-A with
any type of interactions.
Theorem 2 (Case II-A). For any TUICP with the side-
information digraph Dk, k ∈ {26, 27, 28, 29}, having any
type of interactions (either fully-participated or partially-
participated) between its sub-digraphs Dk,P1 , D
k,P
2 , and
Dk,P{1,2}, for any P , and t-bit messages for any t ≥ 1, we
have
(i) βlt(D
k,P) = βlt(D
k,P
1 ) + β
l
t(D
k,P
2 ) + β
l
t(D
k,P
{1,2}),
(ii) βl(Dk,P) = βl(Dk,P1 ) + β
l(Dk,P2 ) + β
l(Dk,P{1,2}).
Proof. We consider the general form of any two-sender linear
index code, and use interference alignment techniques to prove
the theorem.
Let xS ∈ F
t|PS |×1
2 be the concatenated message vec-
tor obtained by concatenating all the messages present in
PS , for any non-empty set S ⊆ {1, 2}. Let x
T =
((x1)T |(x2)T |(x{1,2})T ), Gi ∈ F
li×tmi
2 , i ∈ {1, 2}, and
G
j
{1,2} ∈ F
lj×tm{1,2}
2 , j ∈ {1, 2, 3}. In general, any two-
sender linear index code consists of linear codes transmitted
by the senders Si of the formGix
i+Gi{1,2}x
{1,2}, i ∈ {1, 2},
and G3{1,2}x
{1,2} transmitted by any one of the senders.
Hence, a linear code transmitted by the senders can be written
asGx whereG is as given in (1). We assume that the matrices
(G1|G
1
{1,2}), (G2|G
2
{1,2}), and G
3
{1,2} are full-rank matrices,
which is required for the optimality of any two-sender index
code.
G =


G1 0l1×tm2 G
1
{1,2}
0l2×tm1 G2 G
2
{1,2}
0l3×tm1 0l3×tm2 G
3
{1,2}

 . (1)
From an interference alignment perspective [16], the
columns of G serve as the precoding vectors for the messages.
We prove a lower bound on the number of received signal
dimensions (this is same as the number of rows of G). Note
that this is also a lower bound on the length of a two-sender
optimal linear index code.
Observe that the receivers in Dk,P{1,2} do not have any side-
information in Dk,P1 ∪ D
k,P
2 . Hence, the precoding vectors
for the messages in Dk,P1 ∪D
k,P
2 must be independent of the
precoding vectors for the messages in Dk,P{1,2}. Otherwise, one
or more receivers in Dk,P{1,2} can not cancel the interference
caused by the precoding vectors of one or more messages in
Dk,P1 ∪D
k,P
2 . Hence, a minimum of t×β
l
t(D
k,P
{1,2}) dimensions
(or independent vectors) are required to satisfy all the receivers
(to precode the corresponding messages) in Dk,P{1,2}, as it is the
optimal length of any single-sender linear index code for the
problem with the side-information digraph Dk,P{1,2}. Note that
these t × βlt(D
k,P
{1,2}) precoding vectors must be independent
of those used for messages in Dk,P1 ∪ D
k,P
2 .
In spite of the receivers in Dk,P1 having some side-
information in Dk,P2 and vice-versa, the precoding vector of
any message in Dk,P1 can not be aligned with any vector in the
span of the precoding vectors of the messages in Dk,P2 , due to
the constraint of encoding at different senders (or equivalently
due to orthogonal transmissions by the two senders), given
by the first t(m1 +m2) columns of the matrix G. Thus, the
precoding vectors of the messages in Dk,P1 are independent of
the precoding vectors of those in Dk,P2 . Hence, a minimum of
t×(βlt(D
k,P
1 )+β
l
t(D
k,P
2 )) dimensions (or independent vectors)
are required to satisfy all the receivers in Dk,P1 and D
k,P
2 .
The total number of dimensions used for precoding all the
messages is same as the rank of G, which is l1+ l2+ l3. Thus,
we have the lower bound on the optimal codelength, given by
l1 + l2 + l3 ≥ t× (β
l
t(D
k,P
1 ) + β
l
t(D
k,P
2 ) + β
l
t(D
k,P
{1,2})).
Using the single-sender index code for each sub-problem one
can achieve the code length equal to t×βlt(D
k,P
1 )+β
l
t(D
k,P
2 )+
βlt(D
k,P
{1,2}), which gives an upper bound equal to the lower
bound on the optimal codelength. Hence, we obtain (i) in the
statement of the theorem.
Taking the limit as t→∞, in the definition of βl(Dk,P),
we obtain (ii) in the statement of the theorem. 
Remark 1. From Theorems 1 and 2, we observe that the
side-information of receivers in Dk,PS present in other D
k,P
S′ ,
6S, S′ ∈ {1, 2, {1, 2}}, do not help in reducing the optimal
linear broadcast rates of the two-sender problems belonging
to Cases I and II-A.
C. CASE II-B
In the following, we provide the optimal linear broadcast
rates for any two-sender problem belonging to Case II-B with
fully-participated interactions. We state the following lower
bound required to prove the main theorem of this sub-section.
Lemma 4. For any TUICP, βlt(D,P) ≥ β
l
t(D1) + β
l
t(D2).
The proof follows directly from Lemma 6 in [11], by
considering only optimal linear broadcast rates in its proof.
Theorem 3 (Case II-B). For any TUICP with the side-
information digraph Dk, k ∈ {30, 31, 32, 33}, having fully-
participated interactions between its sub-digraphsDk,P1 , D
k,P
2 ,
and Dk,P{1,2}, for any P , and t-bit messages for any t ≥ 1, we
have
(i) βlt(D
k,P) = max{βlt(D
k,P
1 ) + β
l
t(D
k,P
2 ), β
l
t(D
k,P
{1,2})},
(ii) βl(Dk,P) = max{βl(Dk,P1 ) + β
l(Dk,P2 ), β
l(Dk,P{1,2})}.
Proof. The proof follows from the proof of Theorem 7 in [11]
by replacing all the optimal broadcast rates and the optimal
codes present in the proof with the optimal linear broadcast
rates and the optimal linear codes respectively, and using
Lemma 4 stated in this paper instead of Lemma 6 given in
[11]. 
D. CASE II-C and CASE II-D.
In the following, we provide the optimal linear broadcast
rates for any two-sender problem belonging to Cases II-C
and II-D with fully-participated interactions. We prove the
following lower bound to prove the main result of this sub-
section.
Lemma 5. For any TUICP with the side-information digraph
Dk, k ∈ {34, 35, · · · , 45}, having fully-participated inter-
actions between its sub-digraphs Dk,P1 , D
k,P
2 , and D
k,P
{1,2},
for any P , and t-bit messages for any t ≥ 1, we have,
βlt(D
k,P) ≥ βlt(D
k,P
2 ) + β
l
t(D
k,P
{1,2}).
Proof. By removing the vertices belonging to Dk,P1 from D
k,
we obtain a digraph Dk,P23 which defines a TUICP. This can
be considered as a single-sender ICP as both P2 and P{1,2}
are with S2. Hence, we have
βlt(D
k,P) ≥ βlt(D
k,P
23 ). (2)
As there are only unidirectional edges from V(Dk,P2 ) to
V(Dk,P{1,2}) or vice-versa (depending on the particular k), using
Lemma 3, we have
βlt(D
k,P
23 ) = β
l
t(D
k,P
2 ) + β
l
t(D
k,P
{1,2}). (3)
From (2) and (3), we have
βlt(D
k,P) ≥ βlt(D
k,P
2 ) + β
l
t(D
k,P
{1,2}).

Theorem 4 (Case II-C). For any TUICP with the side-
information digraph Dk, k ∈ {34, 35, · · · , 45}, having fully-
participated interactions between its sub-digraphsDk,P1 , D
k,P
2 ,
and Dk,P{1,2}, for any P , and t-bit messages for any t ≥ 1,we
have
(i) βlt(D
k,P) = βlt(D
k,P
2 ) +max{β
l
t(D
k,P
1 ), β
l
t(D
k,P
{1,2})},
(ii) βl(Dk,P) = βl(Dk,P2 ) +max{β
l(Dk,P1 ), β
l(Dk,P{1,2})}.
Proof. The achievability part of the proof follows from the
proof of Theorem 8 given in [11], by replacing all the optimal
broadcast rates and optimal codes present in the proof with
the optimal linear broadcast rates and optimal linear codes
respectively. Hence, we have
βlt(D
k,P) ≤ βlt(D
k,P
2 ) +max{β
l
t(D
k,P
1 ), β
l
t(D
k,P
{1,2})}. (4)
A mathcing lower bound is obtained by combining the results
of Lemmas 4 and 5. Hence, we have
βlt(D
k,P) ≥ βlt(D
k,P
2 ) +max{β
l
t(D
k,P
1 ), β
l
t(D
k,P
{1,2})}. (5)
Thus, we obtain (i) in the statement of the theorem.
Taking the limit as t→∞, in the definition of βl(Dk,P),
we obtain (ii) in the statement of the theorem. 
We observe from Figure 1 that the digraph Hi, i ∈
{34, 35, · · · , 45}, is obtained from Hj , j ∈ {46, 47, · · · , 57},
by interchanging the labels of vertices 1 and 2 of Hj respec-
tively. For example, H34 is obtained from H46. Hence, the
results for Case II-D are obtained from those of Case II-C,
by interchanging the labels 1 and 2 of the sub-digraphs in the
expressions for the optimal linear broadcast rates. Thus, we
state the corresponding theorem for completeness.
Theorem 5 (Case II-D). For any TUICP with the side-
information digraph Dk, k ∈ {46, 47, · · · , 57}, having fully-
participated interactions between its sub-digraphsDk,P1 , D
k,P
2 ,
and Dk,P{1,2}, for any P , and t-bit messages for any t ≥ 1, we
have
(i) βlt(D
k,P) = βlt(D
k,P
1 ) +max{β
l
t(D
k,P
2 ), β
l
t(D
k,P
{1,2})},
(ii) βl(Dk,P) = βl(Dk,P1 ) +max{β
l(Dk,P2 ), β
l(Dk,P{1,2})}.
We illustrate Theorem 4 using an example.
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Fig. 3. Example of a two-sender problem belonging to Case II-C.
Example 2. Consider a TUICP with m = 6. Let S1 and
S2 have M1 = {x1,x2,x3,x6} and M2 = {x4,x5,x6}
7respectively. Hence, P1 = {x1,x2,x3}, P2 = {x4,x5}, and
P{1,2} = {x6}. The side-information of all the receivers are
given as follows : K1 = {x2,x6},K2 = {x3,x6},K3 =
{x1,x6},K4 = {x5,x6},K5 = {x4,x6},K6 = {x1,x2,x3}.
The side-information digraph and the interaction digraph are
shown in Figure 3. It is easy to verify that the associated
interaction digraph is H37. Note that all the interactions are
fully-participated interactions. We also know that Dk,P1 and
Dk,P2 are cycles on vertex sets {x1,x2,x3} and {x4,x5}
respectively. Hence, we know using the results of [5], that
for any t ≥ 1, βt(D
k,P
1 ) = 2, βt(D
k,P
2 ) = 1, and
βt(D
k,P
{1,2}) = 1. Hence, according to Theorem 4, we have
βt(D
k,P) = 1 +max{2, 1} = 3.
We provide the code for t = 1. S1 transmits x1 + x2 + x6
and x2+x3. S2 transmits x4+x5. Receiver 1 decodes x1 using
x1 + x2 + x6 and its side-information x2 and x6. Receiver 4
decodes x4 using x4+x5 and its side-information x5. Receiver
6 decodes x6 using x1 + x2 + x6 and its side-information x1
and x2. Simlarly, it can be verified that all the receivers are
able to decode their demanded messages.
From the proof of achievability of the optimal linear broad-
cast rate with t-bit messages for any finite t, for a two-
sender problem belonging to either Case II-C or Case II-D,
we observe the following:
• The addition or deletion of directed edges contributing to
the existing interactions between Dk,P1 and D
k,P
2 , and to
the uni-directional interaction between Dk,P2 and D
k,P
{1,2},
do not affect the optimal linear broadcast rate of any two-
sender problem belonging to Case II-C, as long as the
interactions Dk,P1 → D
k,P
{1,2} and D
k,P
{1,2} → D
k,P
1 are
fully-participated.
• The addition or deletion of directed edges contributing to
the existing interactions between Dk,P1 and D
k,P
2 , and to
the uni-directional interaction between Dk,P1 and D
k,P
{1,2},
do not affect the optimal linear broadcast rate of any two-
sender problem belonging to Case II-D, as long as the
interactions Dk,P2 → D
k,P
{1,2} and D
k,P
{1,2} → D
k,P
2 are
fully-participated.
E. CASE II-E
In the following theorem, the results of Case II-E are derived
using the results of Cases II-C and II-D.
Theorem 6 (Case II-E). For any TUICP with the side-
information digraph Dk , k ∈ {58, 59, · · · , 64}, having fully-
participated interactions between its sub-digraphsDk,P1 , D
k,P
2 ,
and Dk,P{1,2}, for any P , and t-bit messages for any t ≥ 1, we
have
(i) βlt(D
k,P) = max{βlt(D
k,P
1 ) + β
l
t(D
k,P
{1,2}), β
l
t(D
k,P
2 )+
βlt(D
k,P
{1,2}), β
l
t(D
k,P
1 ) + β
l
t(D
k,P
2 )},
(ii) βl(Dk,P) = max{βl(Dk,P1 ) + β
l(Dk,P{1,2}), β
l(Dk,P2 )+
βl(Dk,P{1,2}), β
l(Dk,P1 ) + β
l(Dk,P2 )}.
Proof. We provide a lower bound using the results of Cases
II-C and II-D, and then provide a matching upper bound using
a code-construction for the two-sender problem, by utilising
optimal linear single-sender codes of the sub-problems.
Given any side-information digraph Dk, such that k ∈
{58, 59, · · · , 64}, with fully-participated interactions between
its sub-digraphs Dk,P1 , D
k,P
2 , and D
k,P
{1,2}, we obtain (i) one
of the side-information digraphs Dr
′
, r′ ∈ {44, 45}, and (ii)
one of the side-information digraphs Dr
′′
, r′′ ∈ {56, 57}, with
the same Dk,P1 , D
k,P
2 , and D
k,P
{1,2} having fully-participated
interactions, by adding appropriate edges between the sub-
digraphs of Dk. From Lemma 2, we have
βlt(D
k,P) ≥ βlt(D
r′ ,P), (6)
βlt(D
k,P) ≥ βlt(D
r′′ ,P). (7)
Combining the results of Theorem 4 and Theorem 5 using
(6) and (7), we have
βlt(D
k,P) ≥ max{βlt(D
k,P
1 ) + β
l
t(D
k,P
{1,2}),
βlt(D
k,P
2 ) + β
l
t(D
k,P
{1,2}), β
l
t(D
k,P
1 ) + β
l
t(D
k,P
2 )}.
(8)
We provide an upper bound by giving a code construction.
When βlt(D
k,P
{1,2}) ≤ min{β
l
t(D
k,P
1 ), β
l
t(D
k,P
2 )}, the achiev-
ability follows from the proof of Theorem 9 in [11], by
replacing all the optimal broadcast rates and optimal codes
present in the proof with optimal linear broadcast rates and
optimal linear codes respectively.
Without loss of generality, we can assume that we have
βlt(D
k,P
2 ) ≤ min{β
l
t(D
k,P
1 ), β
l
t(D
k,P
{1,2})}. The case with
βlt(D
k,P
1 ) ≤ min{β
l
t(D
k,P
2 ), β
l
t(D
k,P
{1,2})} can be proved simi-
larly. Let CS be a linear code with the optimal linear broadcast
rate βlt(D
k,P
S ) for the single-sender unicast ICP described by
Dk,PS . Our code for the original TUICP I(D
k,P) is given as
follows:
C1 ⊕ C{1,2}[1 : tβ
l
t(D
k,P
2 )] sent by S1,
C2 ⊕ C{1,2}[1 : tβ
l
t(D
k,P
2 )] sent by S2,
and C{1,2}[1+ tβ
l
t(D
k,P
2 ) : tβ
l
t(D
k,P
{1,2})] sent by any one of S1
or S2.
The overall length of the two-sender code is given by
t(βlt(D
k,P
1 ) + β
l
t(D
k,P
2 ) + (β
l
t(D
k,P
{1,2})− β
l
t(D
k,P
2 )))
= t(βlt(D
k,P
1 ) + β
l
t(D
k,P
{1,2})),
with linear broadcast rate βlt(D
k,P
1 ) + β
l
t(D
k,P
{1,2}).
We provide the decoding procedure for receivers in the
side-information digraphs Dk with k ∈ {58, 59, · · · , 62}. The
decoding procedure for those in the side-information digraphs
Dk with k ∈ {63, 64} is similar. Receivers belonging to Dk,P1
and Dk,P2 recover their demanded messages using
(C2 ⊕ C{1,2}[1 : tβ
l
t(D
k,P
2 )]) ⊕ (C1 ⊕ C{1,2}[1 : tβ
l
t(D
k,P
2 )])
= C1 ⊕ C2,
and their side-information P2 and P1 respectively. Receivers
belonging to Dk,P{1,2} recover their demanded messages using
C{1,2}[tβ
l
t(D
k,P
2 ) + 1 : tβ
l
t(D
k,P
{1,2})] and either C2 ⊕ C{1,2}[1 :
tβlt(D
k,P
2 )] or C1 ⊕ C{1,2}[1 : tβ
l
t(D
k,P
2 )], and their side-
information, depending on the presence of the interaction
8Dk,P{1,2} → D
k,P
2 or D
k,P
{1,2} → D
k,P
1 respectively. This code
construction provides an upper bound which meets the lower
bound, and thus (i) in the statement of the theorem is proved.
Taking the limit as t → ∞ in the definition of βl(Dk,P),
we obtain (ii) in the statement of the theorem. 
We illustrate the theorem using an example.
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Fig. 4. Example of a two-sender problem belonging to Case II-E.
Example 3. Consider a TUICP with m = 7. Let S1 have the
message setM1 = {x1,x2,x3,x4,x5} and S2 have the mes-
sage set M2 = {x4,x5,x6,x7}. Hence, P1 = {x1,x2,x3},
P2 = {x6,x7}, and P{1,2} = {x4,x5}. The side-information
of all the receivers are given as follows:
K1 = {x2,x3,x4,x5},K2 = {x3,x1,x4,x5},
K3 = {x1,x2,x4,x5},K4 = {x5,x6,x7},
K5 = {x4,x6,x7},K6 = {x7,x1,x2,x3},
K7 = {x6,x1,x2,x3}.
The side-information digraph and the interaction digraph are
given in Figure 4. It is easy to verify that the interaction
digraph H of the side-information digraph D is H64. Note
that all the interactions are fully-participated interactions. We
observe that D64,P1 is a clique, and that D
64,P
2 and D
64,P
{1,2}
are cycles. The optimal linear broadcast rate of a clique is 1.
Hence, from the results of [5] and the above fact, for any t ≥ 1
we have, βt(D
64,P
1 ) = 1, βt(D
64,P
2 ) = 1, and βt(D
64,P
{1,2}) = 1.
Hence, according to Theorem 6, we have βt(D
64,P) =
max{1+1, 1+1, 1+1} = 2. We provide the code for t = 1. S1
transmits x1+x2+x3+x4+x5. S2 transmits x4+x5+x6+x7.
Receiver 1 decodes x1 using x1 + x2 + x3 + x4 + x5
and its side-information K1 = {x2,x3,x4,x5}. Reciever 4
decodes x4 using x4 + x5 + x6 + x7 and its side-information
K4 = {x5,x6,x7}. Receiver 6 decodes x6 using (x1 + x2 +
x3+x4+x5)⊕(x4+x5+x6+x7) = x1+x2+x3+x6+x7 and
its side-information K6 = {x7,x1,x2,x3}. Similarly, other
receivers can decode their demanded messages.
The following corollary emphasizes the significance of find-
ing the optimal linear broadcast rates βlt(D,P) and β
l(D,P)
of two-sender problems with fully-participated interactions.
The proof follows directly form Lemma 2.
Corollary 1. The optimal linear broadcast rates βlt(D,P) and
βl(D,P) given in one of the Theorems 3, 4, 5, and 6 for a
two-sender problem with fully-participated interactions serve
as lower bounds for the corresponding optimal linear broadcast
rates of a two-sender problem belonging to the respective
case (Cases II-B, II-C, II-D, and II-E respectively) with
partially-participated interactions, if the three sub-digraphs of
the problem with partially-participated interactions are same
as those of the corresponding problem with fully-participated
interactions respectively.
IV. EXTENSION OF THE RESULTS TO THE MULTI-SENDER
UNICAST ICP
In this section, we show that the results and the proof
techniques used in the previous section can be used to obtain
the optimal linear broadcast rates for some cases of the multi-
sender ICP. When it is difficult to analyze any multi-sender
problem to obtain the optimal linear broadcast rate, a sub-
optimal linear broadcast rate can be found by partitioning the
problem into smaller multi-sender problems for which optimal
results are known. We extend the definitions and notations
given in Section II for the multi-sender unicast ICP.
A. Extension of the definitions for the multi-sender unicast
index coding problem
Consider an s-sender unicast ICP. The ith sender has the
message set given byMi, i ∈ [s], whereMi ⊂M. We parti-
tion the set of all messages given by M = {x1,x2, · · · ,xm}
into 2s−1 non-empty sets. We define the set of messages PS ,
for all non-empty S ⊆ [s] as follows:
PS = {xj : xj ∈Mi, j ∈ [m], ∀i ∈ S and
xj /∈Mi′ , ∀i
′ ∈ [s] \ S}.
Hence, PS is the set of messages possessed by every sender
represented by the elements of S and possessed by no other
senders. Without loss of generality, we assume that PS 6= Φ,
for any S such that |S| = 1. If PS = Φ, such that |S| = 1,
then all the messages with the sender represented by S are
also present with another sender and hence the sender with
PS = Φ can be removed from the problem setup. Let DS be
the sub-digraph of the side-information digraph D, induced
by the vertices {vj : xj ∈ PS , j ∈ [m]}, where S ⊆ [s] is
non-empty. There are 2s − 1 non-empty subsets of the set [s]
and hence a maximum of 2s − 1 disjoint sub-digraphs DS if
all the sets PS , for non-empty S ⊆ [s], are non-empty. When
PS = Φ, the corresponding DS does not exist.
Consider the interaction digraph H corresponding to the
side-information digraph D for the s-sender problem, where
V(H) = {S : PS 6= Φ, S ⊆ [s], S 6= Φ}, and E(H) =
{(S′, S′′)|DS′ → DS′′ , S
′, S′′ ∈ V(H)}. Let f : V(D) →
V(H) be a function such that f(v) = S if v ∈ V(DS). All
other definitions given in Section II can be similarly extended
to the multi-sender unicast ICP. If PS = Φ, we set β
l
t(DS) =
0.
We illustrate all the definitions, with a running example.
Example 4. Consider a three-sender problem with m = 8
messages and the message sets at the senders given byM1 =
{x1,x4,x7,x8}, M2 = {x2,x4,x5,x6,x7,x8}, and M3 =
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Fig. 5. The side-information digraph and the sub-digraphs of Example 4.
{x3,x5,x6,x7}. The ith receiver demands xi, ∀i ∈ [m]. The
side-information of the receivers are given as follows:
K1 = {x2,x5,x7},K2 = {x1,x3,x5,x7},
K3 = {x2,x6},K4 = {x6,x8},K5 = {x6},
K6 = {x5},K7 = {x4},K8 = {x4}.
The side-information digraph is shown in Figure 5. From the
definition of PS for any non-empty S ⊆ [s], we have the
following:
P1 = {x1},P2 = {x2},P3 = {x3},P{1,2} = {x4,x8},
P{2,3} = {x5,x6},P{1,3} = Φ,P{1,2,3} = {x7},
P = (P1,P2,P3,P{1,2},P{2,3},P{1,2,3}).
The sub-digraphs DS induced by PS 6= Φ, for all non-empty
S ⊆ [s], are also shown in Figure 5. The interaction digraph
is shown in Figure 6.
We know that there are 2s − 1 disjoint sub-digraphs for
an s-sender problem, if PS 6= Φ for all non-empty S ⊆ [s].
A maximum of
(
2s−1
2
)
undirected edges are possible in H
and hence a maximum of 2
(
2s−1
2
)
directed edges are possible.
Hence, there are 22(
2
s−1
2 ) possible interaction digraphs when
PS 6= Φ for all non-empty S ⊆ [s]. For example, if s = 3,
there are 242 interaction digraphs, when PS 6= Φ for all non-
empty S ⊆ [s]. Note that for s = 2, there are 64 interaction
digraphs. This double-exponential increase (with the number
of senders) in the number of interaction digraphs makes it
difficult to completely classify the interaction digraphs into
different classes. Thus, it is difficult to enumerate and classify
the multi-sender unicast ICP with s senders, for s ≥ 3,
based on the interaction digraphs, as done for the two-sender
problem.
B. Extensions of Theorems 1 and 2 to multi-sender ICP
In the following, we state an extension of Theorem 1 to
multi-sender unicast ICPs. The proof is not provided as it
follows on the same lines as that of Theorem 1.
Theorem 7. For any s-sender unicast ICP, s ≥ 2, with the side-
information digraph D, with any type of interactions (fully-
participated or partially-participated) between the sub-digraphs
DS , for non-empty sets S ⊆ [s], for any P , and with the
interaction digraph given by H being acyclic, we have
(i) βlt(D,P) = Σ
S:S⊆[s]
βlt(DS),
(ii) βl(D,P) = Σ
S:S⊆[s]
βl(DS).
We next provide a result which uses the proof technique
used in Theorem 2, along with an additional fact from graph
theory, to provide the optimal linear broadcast rate for a class
of s-sender unicast ICP, for any s ≥ 2. We need the following
lemma to prove our results.
Lemma 6 ([14]). Any acyclic digraph has at least one topo-
logical ordering.
The definition of topological ordering is given in Section II.
This result implies that there exists a vertex with no incoming
edges and another vertex with no outgoing edges in any acyclic
digraph. The following theorem extends Theorem 2 to any s-
sender unicast ICP, s ≥ 3.
Theorem 8. For any s-sender unicast ICP, s ≥ 2, with the
side-information digraph D and the interaction digraph H,
with any type of interactions (fully-participated or partially-
participated), let the interactions between the sub-digraphs
satisfy all the following conditions.
(i) If |S| = 1 and |S′| > 1, S, S′ ⊆ [s], and there exists an
interaction between DS and DS′ , it must only be of the form
DS → DS′ .
(ii) The sub-digraph induced by all the vertices {S : S ∈
V(H), |S| > 1}, must be acyclic.
(iii) If |S| = 1 and |S′| = 1, S, S′ ⊂ [s], any type of
interactions are allowed.
Then we have,
(i) βlt(D,P) = Σ
S:S⊆[s]
βlt(DS),
(ii) βl(D,P) = Σ
S:S⊆[s]
βl(DS).
Proof. The proof follows on the same lines as that of Theorem
2. First, we prove a lower bound on the minimum length of the
index code or equivalently the minimum number of received
signal dimensions needed for all the receivers to decode their
demands, using an interference alignment perspective. The
matching upper bound follows on the same lines as that given
in the proof of Theorem 2. Throughout the proof we consider
S such that S ⊆ [s] is non-empty.
Due to the constraints of encoding or equivalently orthog-
onal transmissions in time by different senders (as seen in
the proof of Theorem 2), we see that at least d|S|=1 =
t× Σ
S:|S|=1,S⊂[s]
βlt(DS) dimensions (independent vectors) are
required for precoding all the messages PS such that |S| = 1.
Due to the condition (i) in the statement of the theorem, the
precoding vector of any message belonging to any PS such
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that |S| > 1, S ⊆ [s], can not be aligned with any vector in the
span of the precoding vectors of messages belonging to any
PS′ such that |S
′| = 1. This is because no receiver belonging
to any DS with |S| > 1 has any side-information in any DS′
such that |S′| = 1. Hence, if d|S|>1 is the minimum number of
dimensions required for the precoding vectors of all PS such
that |S| > 1, then we need at least d|S|=1+ d|S|>1 number of
dimensions in total, which is also a lower bound on the length
of the index code.
Now, we calculate the minimum value of d|S|>1. Using the
topological ordering we can order all S with |S| > 1 in H.
We obtain a S′ which has no outgoing edges (i.e., vertices in
DS′ have no side-information in other sub-digraphs). Hence,
according to the interference alignment principle, the precod-
ing vectors of the messages in DS′ must be independent of the
precoding vectors of the messages in other DS with |S| > 1.
Hence, we see that at least βlt(DS′) dimensions are required
for precoding all the messages in DS′ . Deleting S
′ and its
incoming edges from the topological ordering, we get another
topological ordering, as the remaining digraph in H induced
by S with |S| > 1 is still acyclic. Using the same argument
for S′′ which is the new vertex with no outgoing edges, we
see that the precoding vectors of the messages in DS′′ must be
independent of those belonging to DS with |S| > 1. Hence,
at least βlt(DS′′ ) dimensions are required for precoding all
the messages in DS′′ . Now S
′′ and all its incoming edges are
deleted from the topological ordering. Repeating this argument
until all the vertices in the topological ordering are deleted, we
see that d|S|>1 = t × Σ
S:|S|>1,S⊆[s]
βlt(DS). Hence, the lower
bound given by
βlt(D,P) ≥ Σ
S:S⊆[s]
βlt(DS),
follows. The matching upper bound follows by sending opti-
mal linear index codes corresponding to all the sub-digraphs.
Thus, we have proved the statement (i) of the theorem.
Taking the limit as t → ∞ in the definition of βl(D,P),
we obtain (ii) in the statement of the theorem. 
We now illustrate the theorem using an example.
Example 5 (Example 4 continued). Consider the three-sender
unicast ICP given in Example 4. The interaction digraph is
shown in Figure 6. All the interactions except the interactions
D{1,2,3} → D{1,2}, D{1,2} → D{2,3}, D3 → D{2,3}, D2 →
D{2,3}, and D1 → D{2,3} are fully-participated. Observe that
the interactions between (D1 and D2), and (D2 and D3) are
cyclic, which satisfy the condition (iii) of Theorem 8. The
interactions between any one among D1, D2, and D3, and
other sub-digraphs are unidirectional, and are in the direction
as given by the theorem, which satisfy condition (i). The
interactions D{1,2,3} → D{1,2} and D{1,2} → D{2,3} do
not form a cycle, thereby satisfying condition (ii). Hence,
the optimal linear broadcast rate is the sum of those of the
individual sub-digraphs. In this example, for any t, we have
βlt(DS) = 1 for all S such that PS 6= Φ. Hence, according
to the theorem βlt(D,P) = 6. The optimal transmissions are
given as follows:
x1 sent by S1, x2 sent by S2, x3 sent by S3,
1 2 3
12 23
H
123
Fig. 6. Interaction digraph of Example 4 to illustrate Theorem 8.
x7 sent by any one of S1, S2 and S3,
x5 ⊕ x6 sent by any one of S2 and S3,
x4 ⊕ x8 sent by any one of S1 and S2.
It can be easily verified that all the receivers can decode their
demands using the broadcast transmissions and their side-
information.
C. Application of the proof techniques and results of the two-
sender problem to the multi-sender ICP
We consider an example of a three-sender unicast ICP, and
show that the proof techniques used to solve the two-sender
problem can be applied to obtain the optimal linear broadcast
rate of the multi-sender problem for any number of senders.
We now state and prove a required lemma to be used in the
following example.
Lemma 7. Consider n single-sender unicast problems, where
the ith single-sender unicast problem has the side-information
digraph D(i), i ∈ [n]. If there are directed edges from every
vertex of every digraph D(i) to every vertex of every other
digraph D(j), i 6= j, i, j ∈ [n], forming the digraph D, then,
βlt(D) = max{β
l
t(D
(1)), · · · , βlt(D
(n))}.
Proof. We provide a lower bound on βlt(D) and then provide
a matching upper bound.
Consider D and delete all the vertices and the incident
edges belonging to all the digraphs D(j) in D except D(i),
i 6= j, i, j ∈ [n], for any i. As D(i) is an induced sub-
digraph of D, we see that βlt(D) ≥ β
l
t(D
(i)), as the optimal
linear code for D also serves as an index code for D(i)
by setting all the messages belonging to all other D(j),
j 6= i, j ∈ [n], to zero. As this is true for any i, we have
βlt(D) ≥ max{β
l
t(D
(1)), · · · , βlt(D
(n))}.
Consider the linear index code given by C = C1 ⊕ C2 ⊕
· · · ⊕ Cn, where Ci is a linear index code for D
(i) with linear
broadcast rate βlt(D
(i)). It can be eaily verified that every
receiver can decode its demands as every receiver in D(i),
∀i ∈ [n], knows every message in D(j), ∀j 6= i, j ∈ [n]. The
linear broadcast rate of this code is same as that given by the
lower bound. Hence we have the result. 
Example 6. Consider any three-sender unicast ICP with the
interaction digraph as given in Figure 7. The interactions
D1 → D{1,2}, D1 → D{1,2,3}, D{1,2} → D{1,2,3},D{1,2} →
D1, D{1,2,3} → D1, D{1,2,3} → D{1,2}, D{2,3} → D3, and
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1 2 3
12 23
13123
H
Fig. 7. Interaction digraph of Example 6.
D3 → D{2,3} are fully-participated. Other interactions can be
of any type.
We first obtain a lower bound on the optimal broadcast
rate with t-bit messages, for any finite t. Considering the
problem as a single-sender problem, we observe that there are
unidirectional edges between the sub-digraph of the interaction
digraph induced by the vertices 1, {1, 2}, and {1, 2, 3}, and
the sub-digraph of the interaction digraph induced by other
vertices. Similarly, the edges (2, {13}), (3, {13}), (2, {23}),
and (2, 3) do not lie on any cycle. Hence, we can remove the
edges (2, {13}), (3, {13}), (2, {23}), and (2, 3) according to
Lemma 3, and still obtain the same optimal linear broadcast
rate as that of the original problem by analyzing the remaining
problem. From Lemma 7, we have,
βlt(D) = max{β
l
t(D1), β
l
t(D{1,2}), β
l
t(D{1,2,3})}
+max{βlt(D3), β
l
t(D{2,3})}+ β
l
t(D2) + β
l
t(D{1,3}).
Note that this forms a lower bound for the optimal lin-
ear broadcast rate of the three-sender problem according to
Lemma 1.
We obtain a matching upper bound, to obtain the optimal
linear broadcast rate. Let CS be the optimal linear code with
linear broadcast rate βlt(DS), for the problem with side-
information digraph DS . The transmissions are as follows.
C1 ⊕ C{1,2} ⊕ C{1,2,3} sent by S1,
C3 ⊕ C{2,3} sent by S3, C2 sent by S2, and
C{1,3} sent by any one of S1 and S3.
It can be easily verified that the linear broadcast rate of this
code is same as that given by the lower bound. Also, it can
be easily seen that the transmissions allow all the receivers
to decode their demands. Hence, we obtain the optimal linear
broadcast rate with t-bit messages to be,
βlt(D,P) = max{β
l
t(D1), β
l
t(D{1,2}), β
l
t(D{1,2,3})}
+max{βlt(D3), β
l
t(D{2,3})}+ β
l
t(D2) + β
l
t(D{1,3}).
Now, we consider a three-sender unicast ICP with the inter-
action digraph as given in the example. There arem = 10 mes-
sages and the message sets at the senders are given by M1 =
{x1,x4,x7,x8,x9,x10}, M2 = {x2,x4,x5,x6,x7,x8}, and
M3 = {x3,x5,x6,x7,x9,x10}. From the definition of PS
for any non-empty S ⊆ [s], we have the following:
P1 = {x1},P2 = {x2},P3 = {x3},P{1,2} = {x4,x8},
P{2,3} = {x5,x6},P{1,3} = {x9,x10},P{1,2,3} = {x7},
P = (P1,P2,P3,P{1,2},P{1,3},P{2,3},P{1,2,3}).
1 2 3
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Fig. 8. Side-information digraph and sub-digraphs of Example 6
The side-information of the receivers are given as follows:
K1 = {x2,x4,x7,x8,x9},K2 = {x3,x5,x9},
K3 = {x5,x6,x9},K4 = {x1,x7,x8},K5 = {x3,x6},
K6 = {x3,x5},K7 = {x1,x4,x8},
K8 = {x1,x7},K9 = {x10},K10 = {x9}.
The side-information digraph is shown in Figure 8. Observe
that the interactions D1 → D{1,2}, D1 → D{1,2,3}, D{1,2} →
D{1,2,3},D{1,2} → D1, D{1,2,3} → D1, D{1,2,3} → D{1,2},
D{2,3} → D3, and D3 → D{2,3} are fully-participated. Note
that βlt(D{1,2}) = 2 and optimal linear broadcast rate of all
other sub-digraphs is equal to 1. Hence,
βlt(D,P) = max{1, 2, 1}+max{1, 1}+ 1 + 1 = 5.
The optimal codes for the sub-digraphs are as follows :
C1 = x1, C2 = x2, C3 = x3, C{1,2} = (x4,x8),
C{1,3} = x9 ⊕ x10, C{2,3} = x5 ⊕ x6, C{1,2,3} = x7.
When it is difficult to use the proof techniques of the two-
sender problem, partitioning the interaction-digraph and using
the optimal linear broadcast rate of the partitions will provide
sub-optimal solutions for the multi-sender problem.
V. CONCLUSION AND FUTURE WORK
This paper establishes the optimal linear broadcast rates
and optimal linear code constructions for all the cases of
the TUICP with fully-participated interactions. The results
for the TUICP are given in terms of those of the three sub-
problems which are single-sender unicast ICPs. These results
are significant as they provide non-trivial lower bounds for
the optimal linear broadcast rates of two-sender problems with
partially-participated interactions.
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In [17], optimal scalar linear codes were obtained for Cases
II-C and II-D for a special class of partially-participated
interactions. Finding the optimal linear broadcast rates and
corresponding codes for two-sender problems belonging to
Cases II-B, II-C, II-D, and II-E with partially-participated
interactions is an interesting open problem.
Further, extension of the results to multi-sender problems
with more than two senders, to obtain the optimal linear
broadcast rates and code constructions is interesting.
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