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Abstract
Unmanned Aircraft Systems (UAS) are an emerging technology in the field of remote
sensing. Two fundamental differences of UAS when compared with traditional aerial
remote sensing platforms are the operational altitude and payload capacity. The lower
operational altitude of UAS generates ultra-fine spatial resolution data (¡ 10 cm). The
small size of most UAS platforms allows scientific research groups to transport and operate
the platform within small focused study areas. However, a small size also places physical
limitations on UAS sensor payload carrying capacity. This requires a compromise between
sensor functionality, cost, and weight. Sensor feature reduction or miniaturisation achieves
this compromise but at the cost of data quality. This thesis advances UAS remote sensing
through an exploration of the development, scale analysis and application of ultra-fine
spatial resolution UAS data.
Two sites of remnant cold temperate saltmarsh vegetation in Tasmania were selected
to assess UAS remote sensing. Frequent salt water spray and tidal inundation within
saltmarsh create a saline gradient that limits the establishment of larger canopy species.
This has resulted in the dominance of salt and water-logging tolerant herbaceous and
small woody shrub species. Despite the harsh environmental conditions, the combination
of land wash-off and tidal inundation both readily supply and redistribute nutrients,
creating one of the most environmentally productive environments. Measuring the fine-
scale vegetation distribution and productivity of cold temperate saltmarsh vegetation
requires the ultra-fine spatial resolution data of UAS.
In this study, a sensor correction methodology was designed and implemented to reduce
the effects of noise and distortion in the 6-band multispectral miniature multiple camera
array (mini-MCA) produced by Tetracam. This methodology includes techniques for
sensor noise reduction using dark offset subtraction, vignetting correction through flat
field look-up tables, and lens distortion correction by implementing the Brown-Conrady
i
model. The sensor correction framework is demonstrated through a real-world application
on UAS-derived saltmarsh data. Chapter 2 demonstrates that sensor noise and distortions
can be satisfactorily corrected in 6-band Tetracam mini-MCA data acquired from a small
multirotor UAS.
Once image data are constructed, the next challenge lies in deconstructing the complex
ultra-fine spatial resolution UAS data to derive meaningful information. The increased
resolving power of UAS data provides spatial measurements of image features at scales
previously too small to distinguish. This results in increased spatial complexity as fine-
scale structural variation becomes measurable. A key challenge is to disassemble and
simplify this fine-scale variation for the extraction of information. This is achieved through
two frameworks that provide a meaningful spatial generalisation using image texture
models and geospatial object-based image analysis (GEOBIA).
Image texture is defined as the replications, symmetries and patterns in tonal structure.
Image texture models are used to quantify the tonal structure in a local neighbourhood
into a single, statistical measure. The large number of available texture models and
parameters, as well as the dependence of texture on image scale and context, compli-
cates the optimal selection of image texture measures. In Chapter 3, a texture selection
methodology is introduced to provide a rapid, broad assessment of image texture.
The texture selection framework is illustrated using a 6-band multispectral dataset of a
saltmarsh site. Four texture models are investigated: a simple first-order kernel, the grey-
level co-occurrence matrix (GLCM), local binary pattern operator (LBP), and wavelets.
Using image subsets, 693 texture measures are extracted from seven vegetation and non-
vegetation groundcover classes. A random forest ensemble classifier was used to quantify
the relative class-specific importance of individual texture measures. A correlation thresh-
old was used to remove highly correlated, less important measures before forward inclusion
was used to identify the minimum optimal number of texture measures. The number of
required texture measures was linked with class spectral variation, with spectrally com-
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plicated classes requiring more measures. The performance of the measures was tested
across the entire image, with a recorded improvement of 17.2% in overall classification
accuracy with the inclusion of selected texture measures.
GEOBIA extends traditional pixel-based analysis through the segmentation of imagery
into meaningful objects. The results of the initial segmentation determine the units of
analysis, and their accuracy is therefore paramount to the entire analysis. As with tex-
ture, image segmentation is dependent upon image structure and content. In Chapter 4,
a methodology is presented utilising image subsets to identify class-specific relative scales
of image segmentation through identifying under- and over-segmentation. Reference ob-
jects were used to compare image segmentation results against a meaningful real-world
abstraction. Under-segmentation was tested using spatial area metrics, and was quan-
tified on a class-by-class basis whenever a subset recorded 100% omission in labelling.
Over-segmentation was identified by extracting the statistical properties of objects and
then testing the separability using a random forest model. The insufficient spatial gener-
alisation of over-segmentation resulted in reduced class separability. Furthermore, spatial
accuracy was limited by classification accuracy, as the need of spatial generalisation to
achieve class separability required suitably large objects. It was found that this depen-
dence upon objects for spatial generalisation could be reduced through the incorporation
of texture measures.
Chapter 5 explores the scale potential of ultra-fine spatial resolution data. Field-level
biomass modelling relies upon the construction of allometric models for the rapid estima-
tion of biomass based upon easily measurable plant characteristics. Allometric modelling
is regarded as the most accurate approach for estimating plant biomass, but its extension
to remotely sensed data has been limited by data resolution. Coarser data resolution
may limit or exclude the ability to measure the parameters required of plant allometric
biomass models. The potential of ultra-fine resolution UAS data to measure allometric
parameters is presented in Chapter 5, which is focused on fine-scale shrub biomass. Field-
iii
derived allometric relationships are used to deconstruct shrub structure through image
segmentation. Allometric parameters derived from the shrub components are then used
to estimate biomass.
This thesis demonstrates a methodology to develop and analyse UAS remotely sensed
data, illustrating the scale potential of ultra-fine spatial resolution data. The increased
complexity of fine-scale variability is a recognised problem associated with the improved
resolving power of image data. This variability is a central challenge for UAS remote
sensing and the analysis of the ultra-fine data scale it generates. By developing a clear
methodology to construct and meaningfully disassemble ultra-fine resolution UAS data,
this thesis provides a foundation which provides broader access to the novel scale niche
that UAS measurements fill.
iv
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Chapter 1
Introduction
1.1 Background
1.1.1 Saltmarsh
Saltmarshes have become threatened on a global scale as human activity continues to
remove, degrade and fragment these vegetation communities (Laegdsgaard, 2006). Salt-
marsh communities develop within sheltered stretches of riparian or coastal areas (Adam,
2002). Within these sheltered areas, the absence of high energy waves allows the accu-
mulation of sediments and organic nutrients (Temmerman et al., 2004). Terrestrial runoff
and a periodic tidal inundation create an environment with a regular influx and redis-
tribution of nutrients (Levine et al., 1998; Emery et al., 2001). These dynamics, when
combined with rich organic soil, generates an environment recognised as among the most
productive ecosystems in the world.
Saltmarsh environments favour vegetation with water logging resistance or saline tolerance
adaptations (Emery et al., 2001). Communities are dominated by herbaceous species, pre-
dominately rushes, sedges and grasses. The establishment of large woody canopy species
is limited by the harsh environmental conditions, including frequent tidal disturbance.
Tidal inundation, salt spray, local topography and drainage result in strong water and
1
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saline gradients (Pennings and Callaway, 1992). These gradients strongly drive species
distribution, with niches commonly exhibiting strong species-level zonation (Emery et al.,
2001; Bertness, 1991; Bertness and Shumway, 1993).
Saltmarshes have historically been viewed as a risk to public health, with the stagnant,
rotting organic conditions incorrectly assessed as a potential source of disease. Given the
richly developed soils, the destruction of saltmarsh ecosystems was encouraged through
“reclamation” efforts that transformed the environment into agricultural, industrial or
residential land (Adam, 2002). A growing awareness of environmental and ecological val-
ues, however, have shifted this historical perception of saltmarsh communities. Saltmarsh
provides a buffer between terrestrial and aquatic environments. It protects vulnerable
upshore environments from scouring storm surges and erosion, while simultaneously pro-
tecting aquatic environments by filtering terrestrial runoff (Goetz, 2006). Furthermore,
saltmarsh is an important refuge for migratory and endangered species (Laegdsgaard,
2006).
In light of its historical destruction and growing ecological understanding, efforts are be-
ing made to conserve and rehabilitate saltmarsh communities (Adam, 2002; Laegdsgaard,
2006). Mapping provides information on the spatial distribution of vegetation, detection
of on-going changes within communities, and monitoring the effects of implemented man-
agement programs (Goetz, 2006). Field-based mapping programs represent a significant,
on-going investment of time and resources. Remote sensing has significant potential as
an alternative method to field-based monitoring.
1.1.2 Remote Sensing
Remote sensing is a science of observation and is used to measure spatio-temporal rela-
tionships between objects without physical contact. Sensors fitted to satellite or aircraft
platforms can generate consistent measurements across large spatial extents. Measure-
ments can be adapted for vegetation monitoring purposes to estimate species composition,
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plant health and spatial distributions (Sims and Gamon, 2002; Asner, 1998). Generating
spatial information using a remote sensing platform requires a compromise between four
characteristics of data resolution: spatial, extent, spectral and temporal. Spatial resolu-
tion is the minimum size of an observation and is defined as the spatial coverage of a single
pixel. Data extent is defined by the collective span of all pixels. The spectral resolution
is the capacity of a sensor to measure discrete wavelength ranges of the electromagnetic
spectrum. Temporal resolution is the rate a platform can revisit a site. The application of
remote sensing for saltmarsh monitoring has been limited by the scale of remote sensing
data.
1.1.3 Scale
Dungan et al. (2002) identifies three categories of scale relevant to remote sensing stud-
ies: phenomena, sampling and analysis scales. Phenomena scale relates to the spatial
structure or processes under observation (Dungan et al., 2002). Saltmarsh communities
exhibit a phenomena scale defined by spatial fragmentation and driven by small changes
in local topography (Laegdsgaard, 2006). Conversely, the sampling scale of spatial data
are defined by image extent and grain (Marceau and Hay, 1999). The grain defines the
spatial extents of a single observation. Within imagery, grain is defined by the spatial
resolution of the pixel. Extent defines the span of all observations, and for a single image
is defined by the sensor’s instantaneous field of view. The operational altitude of a remote
sensing platform has the largest influence on image grain and extent, with higher altitudes
increasing extent in favour of grain. The sampling scale of traditional remote sensing plat-
forms relative to the phenomena scale of saltmarsh vegetation is coarse. Coarse sampling
scales may over-generalise individual observations, thereby unable to represent the struc-
ture of fine scale phenomena. This places limitations upon the third category of scale,
analysis.
The scale of analysis is used to summarise or draw inferences about a phenomena using
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sampling (Dungan et al., 2002). The fine phenomena-scale of saltmarsh structure and
distribution is lost with the spatial generalisation of over-coarse sampling. This has forced
remote sensing of saltmarsh to broader scales of analysis.
When utilising Landsat data to estimate saltmarsh biomass, Zhang and Ustin (1997) forgo
the measuring of individual species in favour of correlating broader saltmarsh biomass es-
timates with spectral indices. Phinn et al. (1999) utilised fine resolution data (75 cm) to
ensure the spatial discrimination of large saltmarsh canopy species. This canopy species
was then used as an indicator to monitor restoration efforts for the community. Sil-
vestri et al. (2003) estimates saltmarsh species composition by utilising a linear-mixture
model to estimate sub-pixel species contributions. Within each of these three studies, the
coarse scale of sampling relative to phenomena has limited spatial resolving of fine-scale
saltmarsh community structure. This has resulted in a reliance upon indirect landscape
metrics and environmental indicators for saltmarsh monitoring (Klemas, 2001). How-
ever, saltmarsh communities are often spatially fragmented and are dominated by small
herbaceous species. In addition, frequent tidal disturbance can result in rapid fine-scale
changes in plant distribution (Laegdsgaard, 2006). On-going saltmarsh monitoring re-
quires a remote sensing platform capable of both generating ultra-fine resolution sample
data to map the fine-scale spatial distribution of species, and high temporal resolution
sample data to measure rapid fine-scale changes in the environment. Unmanned aerial
systems (UAS) have the capacity to generate spatial data at a sample scale suitable for
the direct monitoring of saltmarsh communities.
1.1.4 Unmanned Aerial Systems (UAS)
UAS are small remotely piloted fixed wing or rotary-powered aircraft that can be utilised
as a remote sensing platform. The use of UAS within Australia falls under legislation on
remotely piloted aircraft systems, which is governed by the Civil Aviation Safety Author-
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ity (CASA)1. Without strict CASA approval, UAS flown in Australia are restricted to
line-of-sight from the remote pilot and an altitude beneath 400 ft. The low flying altitude
of UAS generates data observations at an ultra-fine spatial resolution (<10 cm) (Dunford
et al., 2009). The small size of the UAS allows for easy portability and fast deployment.
This creates a strong flight-on-demand capability and potentially high temporal rates of
data collection. However, its small size also limits power and flight times (around 10 min-
utes for a typical multirotor UAS), which significantly reduces the overall spatial extent
of data collection.
The UAS is highly suited for generating the fine scale measurements required by precision
vegetation monitoring. Laliberte et al. (2007) demonstrated that a fixed-wing UAS can
be successfully employed for the classification and terrain modelling of rangeland veg-
etation communities. A rotor-wing LiDAR UAS was used byWallace et al. (2012) for
the generation of high density point clouds of forest inventory assessment. Lucieer et al.
(2014) utilised a UAS for precision monitoring of Antarctic moss beds, linking fine-scale
rock topography to plant health through its influence on water availability.
1.1.5 Ultra-Fine Resolution Data
The rise of UAS platforms brings new challenges in the analysis of information within
ultra-fine resolution data. Strahler et al. (1986) distinguishes the relationship between
phenomena and sample scale into two groups by : low resolution relationships (L-res) and
fine resolution relationships (H-res). A coarse sample scale can over-generalise phenom-
ena, thereby limiting small scale measurements (Woodcock and Strahler, 1987), resulting
in a L-res relationship. Conversely, a fine sample scale may overcomplicate phenomena
by introducing excessive small-scale variation (Maillard, 2003; Blaschke, 2010), resulting
in a H-res relationship. The increase in spatial complexity of ultra-fine resolution data,
and its subsequent analysis, are one of the fundamental problems associated with UAS
1http://www.casa.gov.au/
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data. The analysis of UAS data requires spatial generalisation. Spatial generalisation
shifts the sample scale through a meaningful reduction of this spatial complexity to an
optimal analysis scale. The degree of spatial generalisation required is dependent upon
the scale of both the image and the features under observation. Two approaches to spa-
tial generalisation are the use of image texture models and geographic object-based image
analysis (GEOBIA).
Texture models spatially generalise by calculating a statistical metric within a local neigh-
bourhood. Texture metrics quantify the replications, symmetries and patterns within
image tonal structure (Woodcock and Strahler, 1987). A texture model operates using
the local neighbourhood centred around a pixel. The variation within this neighbourhood
is reduced to a single texture metric, which is applied to the central pixel. Iteratively
moving the neighbourhood across the image generates a separate texture layer. Modifying
the size of the neighbourhood allows texture models to explore different scales of analysis
(Puissant et al., 2005).
GEOBIA shifts observations from individual pixels to image objects (Blaschke, 2010;
Powers et al., 2012). GEOBIA operates by segmenting imagery into smaller objects.
An image object is constructed by grouping neighbouring pixels together based upon a
statistical measure of similarity (Stuckens et al., 2000). Metrics are then derived from
the contained pixels and the geometry of the object. A threshold determines the measure
of similarity, and thereby controls image object size and the overall degree of spatial
generalisation.
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1.2 Problem Statement
Remote sensing provides an ideal tool for on-going vegetation monitoring programs. Plat-
form characteristics determine the spatial scale of sampled data. Traditional aerial or
satellite approaches have excluded fine-scale sampling (<10 cm), limiting remote sensing
to broader monitoring scales. The monitoring of fine-scale phenomena changes within
small, vulnerable communities requires a platform capable of acquiring data at a match-
ing sample scale. The advent of low-cost UAS introduces a new paradigm in platform
accessibility and data sampling scale.
Low-cost UAS ( <$10,0002 ) enable small research groups to develop a niche remote
sensing platform. The accessibility of UAS is dependent upon robust frameworks for
constructing and analysing UAS data. Relative to larger, more expensive platforms, the
UAS is limited in its payload and power capacity, and therefore requires significant sensor
miniaturisation. Sensor miniaturisation is achieved by the removal of space consuming
circuitry for onboard data processing and decreasing the size of sensor elements. This
decrease in size of sensor elements results in an increase sensitivity to sensor noise. This
miniaturisation impacts on data quality, with collected data requiring robust preprocess-
ing and corrections prior to analysis.
Analysis of ultra-fine spatial resolution UAS data may require meaningful spatial gen-
eralisation to achieve an appropriate scale for analysis. Texture models and GEOBIA
techniques for spatial generalisation are well established. The sample scale may be shifted
through the local neighbourhood of a texture model or the similarity threshold of a GEO-
BIA segmentation. While the scale of a single data source is fixed, variation between data
collection regimes creates variation in scale between data sources. An optimal texture lo-
cal neighbourhood or similarity threshold is relative to the fixed scale, and is therefore
not transferable between different data sources. The fundamental problem that this
2http://www.mikrokopter.de/en/home
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thesis aims to address is how to identify the optimal analysis scale and how
to identify the optimal texture and segmentation parameters for individual
vegetation communities.
1.3 Objectives
The overarching aim of this thesis is to develop and apply novel remote sensing techniques
to UAS acquired data for the generation of spatial information suitable for fine-scale
saltmarsh mapping and monitoring.
The thesis outlines three analysis frameworks:
1. Radiometric sensor correction framework for a lightweight 6-band multispectral
UAS sensor;
2. Spatial generalisation framework to identify optimal class-specific scales of analysis
utilising texture model and GEOBIA segmentation parameters; and
3. Biomass estimation framework based upon field-derived above-ground biomass (AGB)
allometric models and UAS-derived vegetation structure.
The specific objectives of this research are:
1.3.1 Objective 1
Assess sensor artefacts of a 6-band multispectral UAS sensor and identify physical and
electrical sources of data collection errors. Assess existing approaches to the correction
of sensor error. Incorporate suitable correction methods into a rigorous framework that
is transferable between sensor systems.
 Assess sources of sensor error within the TetraCam Miniature Multiple Camera
Array (mini-MCA).
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 Develop an automated framework to pre-process raw Mini-MCA data into radio-
metrically corrected, aligned multispectral images.
 Demonstrate the data quality improvement of the corrective framework using real-
world saltmarsh data.
1.3.2 Objective 2
Assess the performance of the UAS ultra-fine resolution sample scale for image classifica-
tion. Assess existing image texture modelling and GEOBIA segmentation methodologies
for spatial generalisation. Develop image texture modelling and GEOBIA segmentation
frameworks to spatially generalise ultra-fine UAS spatial resolution to an optimal class-
specific analysis scale.
 Assess the effect of the fine-scale sampling of UAS data on the classification of
saltmarsh data.
 Research and develop a texture framework using IDL that compares texture models
and measures to identify relevant class-specific scales of analysis.
 Research and develop a GEOBIA framework using the OGR/GDAL libraries within
the Python programming language to assess segmentation parameters and identify
class-specific scales of analysis.
 Assess the performance of both the texture and GEOBIA frameworks for the clas-
sification of UAS saltmarsh data.
 Explore the potential complimentary nature of texture and GEOBIA approaches to
spatial generalisation.
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1.3.3 Objective 3
Explore the UAS capacity to generate AGB estimations of fine spatial scale vegetation.
Develop methodology to extract structural and AGB allometric parameters from fine-scale
UAS samples. Assess the direct substitution of field-based shrub allometric parameter
measurements with UAS-derived measurements.
 Research and develop structural and AGB field-based shrub allometric models util-
ising destructive sampling.
 Identify and develop framework that utilises structure-from-motion and GEOBIA
to extract suitable allometric parameters from fine-scale UAS data.
 Assess the transfer of parameter measurement from field to UAS observation.
1.4 Thesis Structure
This thesis is presented as a collection of related scientific articles. The structure of
the thesis follows a UAS remote sensing workflow, starting from data pre-processing,
through to image analysis techniques and finally the application of UAS remote sensing.
Chapter 2 is focused upon Objective 1 and details the development of a sensor correction
framework for the mini-MCA. Chapters 3 and 4 cover Objective 2. Chapter 3 is the
development of a texture framework for the assessment and identification of class-specific
texture metrics. Chapter 4 focuses upon a GEOBIA framework that identifies class-
specific segmentation parameters. Chapter 4 builds upon Chapter 3 by incorporating the
identified texture metrics into GEOBIA to assess the complementary nature of image
texture and GEOBIA. Chapter 5 extends the value of UAS measurements for monitoring,
by comparing field and UAS observations for the calculation of AGB biomass. Chapter
6 provides concluding remarks on the overall achievements of the thesis, limitations, and
suggests future directions for UAS research.
Chapter 2
Sensor Correction of a 6-Band
Multispectral Imaging Sensor for UAS
Remote Sensing
The focus of Chapter 2 is upon the development of a radiometric sensor correction frame-
work. The chapter provides an assessment of a 6-band multispectral sensor by identi-
fying physical and electrical sources of data collection error, and the development of a
framework to correct sensor error. The work comprising this chapter is published in the
peer-reviewed Journal of Remote Sensing (Kelcey and Lucieer, 2012).
2.1 Abstract
Unmanned aircraft systems (UAS) represent a quickly evolving technology, broadening
the availability of remote sensing tools to small-scale research groups across a variety of
scientific fields. Development of UAS platforms requires broad technical skills covering
platform development, data post-processing, and image analysis. UAS development is
constrained by a need to balance technological accessibility, flexibility in application and
quality in image data. In this study, the quality of UAS data acquired by a miniature
11
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6-band multispectral imaging sensor was improved through the application of practical
image-based sensor correction techniques. Three major components of sensor correction
were focused upon: noise reduction, sensor-based modification of incoming radiance, and
lens distortion. Sensor noise was reduced through the use of dark offset data. Sensor
modifications due to the effects of filter transmission rates, the relative monochromatic
efficiency of the sensor and the effects of vignetting were removed through a combination
of spatially/spectrally dependent correction factors. Lens distortion was reduced through
the implementation of the Brown–Conrady model. Data post-processing serves dual roles
in data quality improvement, and the identification of platform limitations and sensor
idiosyncrasies. The proposed corrections improve the quality of the raw multispectral
data, facilitating subsequent quantitative image analysis.
2.2 Introduction
Unmanned aircraft systems (UAS) are gaining attention from the scientific community as
novel tools for remote sensing applications (Zhou and Ambrosia, 2009). Compared with
more traditional aircraft or satellite based platforms, the UAS fills a previously unoccupied
niche due to the unique characteristics of data it is able to capture. Its low operating
altitude allows for the generation of ultra-fine spatial resolution data over relatively small
spatial extents (Dunford et al., 2009) (see Fig. 2.1). Furthermore, the greatly reduced
preparation time of UAS relative to large scale platforms aids in the acquisition of multi-
temporal datasets or in exploiting limited windows of opportunity (Laliberte et al., 2007).
UAS may serve to bridge the gap in spatial scale between satellite data, full-scale aerial
photography, and field samples.
The UAS offers an unprecedented level of accessibility to and control over a remote sensing
platform. Progress within the fields of digital sensors, navigational equipment, and small-
scale aircraft have all reduced the cost of the fundamental components of UAS (Pastor
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(a) Aerial orthophoto (60 cm) (b) UAS orthophoto (5 cm) (c) Terrestrial oblique photo
Figure 2.1: Comparative imagery of saltmarsh captured at different spatial scales with :
aircraft (60 cm), UAS (5 cm), terrestrial.
et al., 2007). With the growing availability of relatively low-cost commercial components,
small-scale research groups are now presented with the alternative of developing their own
UAS-based projects. A wide selection of digital sensors allows researchers to cater systems
for their own specific research requirements. This flexibility is being demonstrated in a
growing number of remote sensing UAS studies. Berni and Zarco-Tejada (2009), Lelong
(2008), Dunford et al. (2009), Hunt, Jr. et al. (2010), Laliberte et al. (2011b), and Xiang
and Tian (2011) looked at multispectral UAS data for both agricultural monitoring and
natural vegetation classification. Zhao et al. (2006) and Lin et al. (2011) used UAS-based
LiDAR for topographic modelling and feature identification. UAS were used for stereo-
image 3D landscape modelling by Stefanik et al. (2011). Thermal UAS applications for
emergency services, including bushfires and search and rescue, were presented by Rudol
and Doherty (2008), Hinkley and Zajkowski (2011) and Pastor et al. (2011). Temporal
mapping of landscape dynamics was reviewed by Walter et al. (2009).
The accessibility of UAS platforms requires an increase in skillsets for research groups.
Technical skills are required that cover all aspects of platform development, data post-
processing, and image analysis. In response to this requirement, workflow methodologies
for developmental aspects of UAS construction are being formulated. For example, Lalib-
erte et al. (2011a) demonstrates a UAS workflow that incorporates raw data conversion,
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band alignment, radiometric calibration and orthorectification into a single framework.
The objective of this study is to provide a primarily image-based, linear workflow of
the sensor correction of a low-cost consumer grade multispectral sensor. In addition to
providing a practical context for the theoretical background of sensor correction, our
study will highlight the advantages, limitations, and pitfalls associated with UAS-based
multispectral remote sensing through:
 identification, assessment and quantification of the components of data modification
within a consumer level multispectral sensor;
 implementation of image-based radiometric correction techniques; and
 assessment of post-radiometric correction data quality issues.
2.2.1 UAS Multispectral Sensors
Despite the opportunities provided by UAS, both hardware and software limitations result
in some compromises. As a remote sensing platform, the UAS is relatively limited in both
its payload capacity and flight duration (Pastor et al., 2007). It is necessary to balance
platform accessibility with the technological limitations inherent of small-scale platforms
and the data quality of low-cost sensors. Such cost and weight limitations necessitate a
reduction in manufacturing quality of the sensor. Reductions are readily achieved through
the use of cheaper construction materials and methods, limited data storage capacity, or
the absence of on-board processing features.
Multispectral sensors offer powerful opportunities for environmental remote sensing with
UAS platforms. A multispectral sensor collects spectral data from multiple discrete bands
of the electromagnetic spectrum. The flexibility of multispectral sensors arises from the
user’s ability to preselect and/or interchange the spectral filter elements within individual
channels. This allows the strategic targeting of specific bands of the spectrum (Clodius
et al., 1998). A wealth of literature has established the value of spectral indices derived
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from multispectral data for the extraction of physical or biophysical information from
spectral data. Glenn et al. (2008) demonstrates the use of vegetation indices as indicators
for other vegetative biophysical information. A comparative study by Lacava et al. (2010)
between field measurements and remotely sensed data revealed the value of spectrally
derived wetness indices for estimating soil moisture.
The miniature camera array (mini-MCA) is a relatively low-cost consumer level six-band
multispectral sensor available from Tetracam inc1. The mini-MCA consists of an array
of six individual channels, each consisting of a Complementary metaloxidesemiconductor
(CMOS) sensor with a progressive shutter, an objective lens, and mountings for inter-
changeable band-pass filters. The mini-MCA Channels are labelled from “1” to “5”,
while the sixth “master” channel is used to define the global settings used by all channels
(e.g. integration time). Image data are collected at a user-definable dynamic range of ei-
ther 8 or 10 bits. Provided factory standards detail the relative monochromatic response
of the CMOS across the visible and NIR wavelengths. In-house modifications made to
the mini-MCA include UAS mountings and alterations to the bandpass filter holders to
allow for easier interchange of the filters (see Fig. 2.2).
(a) The Mini-MCA
Channel
2
Master Channel
3
Channel
5
Channel
1
Channel
4
(b) Layout of the six channels of the Mini-MCA.
Figure 2.2: A modified Tetracam Miniature Multiple Camera Array (Mini-MCA) and
channel layout.
Each of the mini-MCA channels is equipped with mountings for the fitting of interchange-
1http://www.tetracam.com/
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able 1′′ band-pass filters. The mini-MCA is purchased with six filters preselected by the
user. An additional six band-pass filters were obtained from the Andover corporation2.
The twelve 10 nm bandwidth filters are presented in Table 2.1, and were selected from
across the visible and NIR wavelengths with close regard to known biophysical indices
developed for environmental monitoring purposes (Asner, 1998).
Table 2.1: Filter wavelength and potential role in vegation monitoring.
Wavelength (nm) Biophysical Measurement
450 Vegetation Index (Modified Red Edge)
490 Dry or Senescent Carbon (Plant Senescence Reflectance Index)
530 Light Use Efficiency (Photochemical Reflectance Index)
550 Leaf Pigmentation (Anthocyanin Reflectance Index)
570 Light Use Efficiency (Photochemical Reflectance Index)
670 Dry or Senescent Carbon (Plant Senescence Reflectance Index)
700 Leaf Pigmentation (Anthocyanin Reflectance Index)
720 Vegetation Index (Vogelmann Red Edge)
750 Dry or Senescent Carbon (Plant Senescence Reflectance Index)
800 Leaf Pigmentation (Anthocyanin Reflectance Index)
900 Water Content (Water Band Index)
970 Water Content (Water Band Index)
Raw at-sensor data has been modified by a combination of effects that include surface
conditions, atmospheric effects, topographic effects and sensor characteristics (Smith and
Milton, 1999; Mahiny and Turner, 2007). These effects obscure the true surface reflectance
properties and diminish the capacity to extract accurate quantitative information from
remotely sensed data. Radiometric post-processing encompasses the suite of techniques to
extract spatially consistent surface reflectance values from the raw data and is conducted
across two main phases: sensor correction and radiometric calibration.
2http://www.andovercorp.com/
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Sensor corrections and radiometric calibration are sequential steps in the task to extract
high quality reflectance data (see Fig. 2.3). Sensor correction encompasses the methods
used to extract geometrically consistent at-sensor measurements from raw data. The
focus of this initial phase is therefore upon reducing sensor-based data modifications.
Radiometric calibration further builds upon the correction results by deriving at-surface
reflectance from these at-sensor measurements. This is achieved through the calibration of
data with regard to the environmental conditions present during data collection (Cooley
et al., 2002). The primary focus of this study is on the preliminary corrections for sensor
correction. A single multispectral image provides a case study to illustrate the effects of
sensor corrections.
Radiometric
Calibration
Radiometric
Correction
At-Surface
Reflectance
At-Sensor
RadianceAt-Sensor
Radiance
Raw Image
Data
EM Radiation
Source
Sensor
Figure 2.3: Image data pre-processing: Sensor correction and data radiometric calibration.
2.3 Methods
Raw at-sensor data values represent arbitrary units of highly modified at-sensor measure-
ments (Smith and Milton, 1999). These modifications may occur during the collection,
processing, and transmission of data by the sensor system (Al-amri, 2010), and include
processes that either introduce unwanted additional measurements or directly alter the
strength or spatial properties of the incoming radiance (Smith and Milton, 1999; Man-
souri et al., 2005). Sensor correction encompasses the suite of techniques for correcting
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these sensor based processes, allowing the extraction of arbitrary digital numbers (DN).
Raw data conversion, processing and sensor correction application were conducted using
IDL script within the ENVI software package (http://www.ittvis.com/). Raw mini-MCA
data was converted into individual 10 bit image bands.
2.3.1 Noise Correction
Small, low-cost sensors are prone to the effects of noise. Sensor noise collectively refers
to erroneous sensor measurements generated independently to collected radiance, and
therefore represent an additive source of error to the data (Al-amri, 2010). Noise is
characterised into two broad components: systematic and random. Systematic noise
represents a source of bias consistent in both its value and spatial properties. Conversely,
random noise refers to the introduction of non-correlated, non-reproducible noise that
varies randomly over time (Mansouri et al., 2005). Noise reduction techniques include
image-based approaches (Mansouri et al., 2005) and signal processing techniques that are
used to isolate high frequency non-correlated data components (Al-amri, 2010; Chang-
yanab, 2008).
The value of each pixel within the raw data represents the sum of a radiance component
and a noise component (see Equation (2.1)). The larger the proportion of noise within
the image data, the more obscured the true radiance component becomes (see Fig. 2.4).
The separation of this radiance component requires quantification of the contribution of
the noise components to the raw data.
DNraw = DNrad + DNn (2.1)
The complete removal of noise from data is undermined by the uncertainty surrounding
the exact contribution of the random component of noise. Given its temporally random
properties, the exact contribution of the random component to the value of a pixel at
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any given moment is unknown and cannot be accurately separated from the radiance
component (see Equation (2.2)). Noise correction techniques are therefore forced to focus
upon reductive techniques rather than outright removal. Knowledge of the per-pixel noise
distribution characteristics are key for approximating the contribution of random noise.
DNraw = DNrad + (DNsn + DNrn) (2.2)
(a) Image of the Mini-MCA (b) Effect of 5 % noise (c) Effect of 25 % noise
Figure 2.4: Illustration of the effects of increased noise proportion: Original image, 5 %
noise, 25 % noise
Dark Offset Subtraction
Characterisation of the noise component exploits its independent origin from the radiance
component. Through the physical isolation of the sensor from incoming radiance, the
radiance component can be globally reduced to zero. Dark offset data are raw image data
generated such that it contains only the noise component (Mansouri et al., 2005; Mullikin
et al., 1994). Each dark offset image represents a single sample of the per-pixel noise
within the sensor. Through repetition, a sensor-specific database of dark offset data can
be constructed and characteristics of the per-pixel distribution of noise extracted. Dark
offset subtraction is the subtraction of the per-pixel mean value of these noise distributions
from image data. The standard deviation of the distribution provides a new measure of
noise that, on average, will remain following dark offset subtraction. It is important to
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note that dark offset is only an estimate of the per-pixel noise, and may over- or under-
estimate the actual noise contribution. Therefore the standard deviation as a measure of
noise may represent either an additive or subtractive deviation to a pixel’s true value.
Dark Offset Image Generation Methodology
Dark offset data was generated for the mini-MCA within a dark room. To ensure radiance
was excluded from the mini-MCA, it was first covered with a protective cloth before
envelopment with a tightly fitting Gore-Tex hood. This setup was found to be both
practical and capable of blocking incoming radiance across the relevant visible and NIR
wavelengths.
Dark offset sample images were generated for each of the six mini-MCA channels at
multiple exposure levels ranging from 1,000 µs to 20,000 µs (at 1,000 µs increments). For
each 1,000 µs exposure step, 125 dark offset sample images were generated for each of
the six channels. The per-pixel mean and standard deviations were calculated for each
combination of sensor and exposure and stored as separate images.
2.3.2 Radiance Strength Modification
Modifications to radiance strength within a sensor exhibit either a spectral or spatial
dependency. Spectrally dependent processes include both filter transmittance and the
monochromatic response of the sensor. Conversely, vignetting is a spatially dependent
reduction of illumination strength dependent upon the angle of incoming radiance.
Monochromatic Response
Sensors exhibit additional non-uniformity to spectral response due to the effects of quan-
tum efficiency. Sensors are dependent upon the photoelectric effect to generate charges
from which to construct image data. Not every photon, however, generates a charge.
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Quantum efficiency defines the proportion of incoming photons capable of liberating elec-
trons through the photoelectric effect (Mullikin et al., 1994). The quantum efficiency
of sensors varies both between materials and across wavelengths, therefore altering the
amount of incoming radiance required to generate a proportionate charge between dif-
fering bandpass filters. Factory standards of the relative monochromatic response of the
mini-MCA effectively describe the quantum efficiency across the visible and NIR spectrum
(450 nm to 1,100 nm) (see Fig. 2.5).
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Figure 2.5: Relative Monochromatic Response and Absolute Filter Transmission.
Filter Transmittance
The mini-MCA provides multispectral functionality through mountings for spectral band-
pass filters. These filters, however, neither exhibit 100 % transmittance across their func-
tional wavelength nor define discrete limits of equal spectral sensitivity. Instead, they
exhibit variation in both spectral sensitivity over their defined bandwidth and transmis-
sion level between filters at different wavelengths. Factory standards for the acquired 12
bandpass filters express the transmission rate of each individual filter, exhibiting a range
of signal transmission rates as high as 70 % for the 670 nm filter to as low as 55 % for
the 450 nm filter (see Fig. 2.5).
The combined effect of filter transmission rate and monochromatic efficiency results in a
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wavelength dependent global reduction in radiance strength (see Equation (2.3)). This
has effects both within and between bands in the mini-MCA. Reducing the radiance com-
ponent increases the overall contribution of noise in the raw data. As such, filter selection
strongly influences the signal-to-noise ratio (SNR) within the final data. Inter-band rela-
tionships are degraded through the wavelength dependent reductions in radiance, gener-
ating disproportionate relationships between bands of high/low radiance modification.
DNraw = DNrad ∗ FTλ ∗MEλ + (DNsn + DNrn) (2.3)
Little can be done to address the disproportionate noise. The correct future application of
radiometric calibration techniques will compensate for disproportionate inter-band rela-
tionships. Studies that lack a suitable radiometric calibration approach, and are therefore
limited to analysing either DN or at-sensor radiance measurements, require the separate
calculation and application of corrective factors to restore at-sensor radiance measure-
ments. Given that the two processes are both global reductions in radiance strength
dependent on wavelength, the simplest approach is the calculation of a single correction
value. This value is specific to both filter and sensor and is derived from multiplica-
tive effects of both transmission and efficiency rates. Each image band is then globally
multiplied by the corresponding correction factor.
2.3.3 Wavelength Dependent Correction Factor Methodology
Wavelength dependent correction factors were calculated from a combination of filter
transmission and monochromatic efficiency. For simplicity, the detector was assumed
to exhibit a linear response to radiance. The combined reduction in transmission rate
was calculated over a 10 nm bandwidth from the factory standard values provided by
Andover3. An estimation of the relative monochromatic response was estimated from the
information provided by TetraCam.
3http://www.andovercorp.com/
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Flat Field Correction Factors
Vignetting is defined as a spatially dependent light intensity falloff that results in a pro-
gressive radial reduction in radiance strength towards the periphery of an image (Gold-
man, 2010; Kim and Pollefeys, 2008; Zheng et al., 2009). The primary source of vignetting
arises from differences in irradiance across the image plane due to the geometry of the
sensor optics. Widening angles increase the occlusion of light, leading to a radial shadow-
ing effect as illumination is reduced (see Fig. 2.6). For a thorough review of the additional
sources that contribute to the vignetting effect see Goldman (2010).
(a) Image of the Mini-MCA (b) Vignetting radial shadowing
Figure 2.6: Illustration of the radial shadowing effect of vignetting.
Two broad methods to vignetting correction involve either modelling the optical path-
way or image-based techniques. Methods based upon modelling the optical pathway use
characteristics of the sensor to derive a model to describe vignetting falloff. This model
can then be applied to data to compensate for illumination reduction due to the effects
of vignetting.
Image-based approaches to vignetting correction typically rely upon the generation of a
per-pixel correction factor look-up-table (LUT). Relative to optical modelling approaches,
image based LUTs are arguably both simpler to calculate and more accurate (Yu, 2004).
LUTs require no knowledge of the optical pathway and represent the cumulative effects,
including radial asymmetry, that contribute to the vignetting effect. Their overall de-
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velopment and application is, however, more time consuming, as any alteration to the
vignetting pattern requires the generation of a new LUT.
Correction factor LUTs are generated from a uniform, spectrally homogeneous, Lamber-
tian surface known as a flat field. Within the generated flat field data, deviation away
from the expected uniform surface is attributed to the radial falloff effect of vignetting.
A quantitative assessment of the per-pixel illumination falloff within the flat field image
may be calculated and corresponding correction factor data generated. Correction factor
images are calculated on the assumption that the brightest pixel within the image repre-
sents the true radiance measurement free from the effects of vignetting. A multiplicative
correction factor is then calculated for each pixel, based on its difference with this true
radiance measurement (see Equation (2.4)) (Yu, 2004).
VLUT (i, j) =
VFF (i, j)
VFFmax
(2.4)
A single flat field LUT corrects only for the vignetting characteristics present when the
image was generated (Equation (2.5)). The quality of vignetting correction is degraded
should variations in vignetting origin or rate of illumination falloff occur. Therefore the
flat field LUT approach requires the identification of sources that generate variation within
the vignetting effect. Although the aperture and focal lengths are known modifiers, both
factors are fixed within the mini-MCA. Potential sources of vignetting variation include
subtle variation between channels, exposure length and filters. The effect of individual
channels were investigated by generating LUTs for each channel under equal conditions
(i.e. filterless, equal exposure length). The effects of exposure length were investigated
by generating LUTs from a single filterless channel across a range of exposure lengths.
Finally, the effect of filters were investigated through a comparative investigation of filter
and filterless LUTs upon a single channel.
DNraw = DNrad ∗ FTλ ∗MEλ ∗ VLUT (i, j) + (DNsn + DNrn) (2.5)
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Vignetting Correction Methodology
A white artist’s canvas was selected to serve as the flat field surface due to its clear white
homogeneous near-Lambertian surface. Flat field images were generated within a dark
room with the white canvas evenly illuminated. In order to maximise the noise reduction
potential of the dark offset subtraction process, each final flat field image was generated
from the mean of 125 flat field sample images. This process averages the random noise
component within the data, thereby improving the correspondence of noise levels between
the flat field image and the dark offset data. Correction factor images (i.e. LUTs) were
then calculated from the noise-reduced mean flat field image.
2.3.4 Lens Distortion
Lens distortion is mainly generated through a combination of differences in magnification
level across a lens surface and the misalignment between lens and the detector plane.
These two factors result in a radially dependent geometric shift in a measurement posi-
tion (Wang et al., 2009; Prescott and McLean, 1997; Hugemann, 2010). Lens distortion
is commonly represented by two components: radial distortion and tangential distor-
tion (Wang et al., 2009). Radial distortion represents the curving effect generated by
subtle radial shift in magnification towards the centre of the lens, manifesting as a radial
shift in value position (see Fig. 2.7). Negative displacement radially shifts points towards
the origin point of lens distortion, resulting in pincushion distortion effect. Conversely
positive displacement shifts points away from the lens distortion origin, resulting in a
barrel distortion effect (Park et al., 2009; Jedlicˇka and Potcˇkova´, 2007). Tangential dis-
tortion arises from the non-alignment of the lens with the CMOS resulting in a planar
shift in the perspective of an image (Wang et al., 2009).
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(a) Image of the Mini-MCA (b) Barrel distortion (c) Pincushion distortion
Figure 2.7: Illustration of the two forms of lens distortion: barrel lens distortion and
pincushion lens distortion.
Brown–Conrady Model
A commonly adopted model for lens distortion is the Brown–Conrady distortion model (de Vil-
liers et al., 2010; Wang et al., 2006; Hugemann, 2010). The Brown–Conrady model is
capable of calculating both the radial and tangential components of lens distortion. The
model utilises an even-order polynomial model to calculate the radial displacement of a
given image point. It is commonly recommended this polynomial is limited to the first
two terms of radial distortion as higher order terms are insignificant in most cases.
The Brown–Conrady model requires prior calculation of radial and tangential distortion
coefficients. An accessible approach for the calculation of the coefficients is the utilisation
of a planar calibration grid of known geometric properties. Multiple images are generated
of the calibration grid from different orientations. An iterative process then estimates both
the intrinsic and extrinsic camera parameters based upon point correspondence between
the known geometric properties of the scene and the distorted points within the image.
Lens Distortion Correction Methodology
Agisoft Lens4 is a freely available software package that utilises planar grids to calculate
the Brown–Conrady coefficients. The calibration grid was displayed upon a 24′′ flat panel
4http://www.agisoft.ru/
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LCD screen. Data of the calibration grid was captured by a filter-free mini-MCA at
multiple angles. For each angle, multiple images were collected and mean calculated in
order to maximise noise reduction. Filter-free vignetting correction factors were applied
to the corresponding channel. Agisoft Lens was then used to calculate the lens distortion
coefficients for each channel based upon the Brown–Conrady model.
2.3.5 Saltmarsh Case Study
Saltmarsh is a coastal or riparian vegetation type characterised by herbaceous or low
woody plants (Adam, 2002) that exhibit a tolerance towards water logging and/or saline
conditions (Emery et al., 2001). Saltmarshes establish in regions where gentle topographic
gradients that exist between the land and sea undergo periodic seawater inundation (Pen-
nings and Callaway, 1992). Plant communities within saltmarshes often exhibit marked
zonation in their distribution (Pennings and Callaway, 1992; Emery et al., 2001; Adam,
2002). It has been hypothesised that this is due to factors of drainage and salinity, and
that increasing gradients of salt and water logging result in the successive elimination
of species based upon tolerance (Emery et al., 2001). The limited vertical stratification
and relative topographic flatness of saltmarsh communities represents an ideal, simplified
environment within which to conduct preliminary UAS studies.
The UAS used in this study was the ”Oktokopter” (see Fig.). The Oktokopter is an
eight rotor micro-UAS supplied by HiSystems5. A navigation grade GPS reciever (U-blox
LEA65) and an IMU allow the Oktokopter to fly autonomously through a pre-defined
set of waypoints. The Oktokopter had a payload capacity of approximately 1 kg and
a gimballed camera mount allows for automated self-leveling of fitted payloads. The
Oktokopter had a flight duration of approximately 5-6 minutes. This allowed the coverage
of approximately 4-5 ha, with larger areas requiring multiple flights. UAS imagery was
generated at maximum rate allowable by the sensor, providing both high image overlap
5http://www.mikrokopter.com/
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and redundancy for poor quality individual images (Turner et al., 2012; Lucieer et al.,
2014; Turner et al., 2014).
Figure 2.8: The Oktokopter inflight with a mini-MCA payload.
UAS data of saltmarsh communities was acquired from the foreshore of Ralphs Bay,
Australia (see Fig.2.9). Six band multispectral data was captured using the mini-MCA
mounted upon an Oktokopter UAS frame (see Table 2.2). Six bandpass filters were
selected: 490, 530, 570, 670, 700 and 750 nm. These were selected to measure plant
senescence, anthocyanin (plant stress), and light use efficiency (see Table 2.1). A single
multispectral image was selected to serve as a worked example of sensor corrections.
2.4. RESULTS 29
Figure 2.9: QuickBird image and location of Ralphs Bay study site in Tasmania, Australia.
Table 2.2: Ralphs Bay Saltmarsh UAS Data Acquisition Details.
Date Site Longitude Latitude Height (m) Exposure (µs)
25/11/2012 Ralphs Bay 42°55.742’S 147°29.036’E 100 m 4,000
2.4 Results
2.4.1 Dark Offset Subtraction
Dark offset samples were generated for each channel of the mini-MCA. A preliminary
visual assessment illustrates the similarities and differences in noise value, variation, and
structure between the channels (see Fig. 2.10). Three prominent manifestations of noise
are exhibited: global checkered gains, horizontal band noise, and strong periodic noise
within channels 1 and M.
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Figure 2.10: Dark offset data from the six channels of the mini-MCA: single sample, mean
of 125 samples, standard deviation of 125 samples.
Global Checkered Gains
Examination of the mean per-pixel noise value and standard deviation reveals a bimodal
distribution across the dark offset data (see Fig. 2.17). A close visual inspection of the
data reveals an alternating per pixel gain in the structure of the noise. This bimodal
distribution is most strongly evident within channel 2, while the overlapping distributions
of channel 1 only become clear within an examination of the differing standard deviations.
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Data was divided into two separate images based upon alternating pixels, with histograms
of each of the alternating pixel gain states illustrating a clear separation of the bimodal
distribution into two distinct distributions (see Fig. 2.12). As the bimodal condition
between different channels is variable, the relationship between channels may either mask
or reveal its effects with greater prominence (see Fig.2.13).
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(f) Channel M Noise
Figure 2.11: Distribution of noise within dark offset data for all six channels of the
mini-MCA (Exposure 1,000 µs).
The dual gain states within the channels raises two considerations with regard to noise:
the potential for noise reduction of individual gain states and the introduction of psuedo-
texture. Lower standard deviations imply increased potential for noise removal. Incon-
sistent variation is however evident between gain states within individual channels across
the mini-MCA (see Fig. 2.17). Distributions are generally Gaussian with a variable degree
of negative skewing (see Table 2.3).
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(a) Complete image exhibiting bimodal con-
dition.
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(b) State 1 of the bi-
modal condition
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(c) State 2 of the bi-
modal condition
Figure 2.12: Separation of bimodal condition within Channel 2 of the mini-MCA (Expo-
sure 1,000 µs).
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(b) Double distribution between Channel 3 & M
Figure 2.13: Relationship between channels may either mask or reveal bimodal condition
within the mini-MCA, potentially giving rise to multiple radiance distributions.
Table 2.3: Sensor Noise Characteristics.
Channel State Mean StDev Skew
1 1 8.445 0.650 -3.379
2 8.452 0.6817 -2.987
2 1 1.828 0.884 1.559
2 15.972 0.670 -23.798
3 1 6.999 0.317 -18.182
2 11.981 0.504 -23.543
4 1 9.374 0.626 -5.627
2 14.974 0.628 -23.801
5 1 7.757 0.542 -5.664
2 5.527 0.747 -1.094
M 1 8.020 0.449 -10.784
2 3.508 0.762 1.247
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(a) Bimodal condition in channels: 1, 2 & 3
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(b) Bimodal condition in channels: 4, 5 & M
Figure 2.14: Flat field subsample illustrating pronounced bimodal condition within
each channel.
Pseudo-texture effects are generated through the differing bias of the individual gain
states within a channel. This effect is most evident across homogeneous surfaces where
the alternating gain imposes a checkerboard texture. The greater the difference of a chan-
nel’s gains, the stronger the pseudo-texture effect. Dark offset subtraction, however, does
not offer substantial removal of this checkered effect. The origins of this checkered effect,
rather than being a direct noise contribution, appears to be a by-product of on-board
processing within the mini-MCA. The introduction of a radiance component generates
data occupying more of the available dynamic range, which in turn exhibits a substantial
increase in the separation between states. The degree of variation between states within
this data overwhelms the estimated noise contribution by two orders of magnitude, re-
sulting in differences between states that exceed 5% of the dynamic range (see Fig. 2.14).
As such, dark offset subtraction is severely limited in reducing this effect.
Periodic Noise
Individual dark offset samples illustrate the dominant and unpredictable nature of the
periodic noise contaminating channels 1 and M (see Fig. 2.10). Averaging multiple sam-
ples results in a smoothing effect of this periodic noise, revealing an underlying noise
structure similar to that within the remaining four channels (see Fig. 2.10). This effect of
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smoothing suggests stationarity of a periodic wave across multiple samples, thus implying
a consistent source for the noise.
Despite its restriction to channels 1 and M, the exact source of periodic noise remains
unknown. Its dominant presence and unpredictability reduce the influence of dark offset
subtraction upon the structure of the periodic wave (see Fig. 2.15). Given its stationarity,
signal processing techniques may prove useful in identifying and eliminating the frequency
of this periodic noise. Alternatively, the noise source within the mini-MCA may be
identified, with the potential for internal modifications to reduce its effect.
Dark Offset Dark Offset Subtracted Sample
0
32
Figure 2.15: Illustration of the limited capacity for periodic structure removal with dark
offset subtraction.
Progressive Shutter Band Noise
A strong horizontal band of noise occurs within all six channels of the mini-MCA, occu-
pying approximately the same vertical position (see Fig. 2.10). The vertical positioning
of this band, its value and standard deviation are all dependent upon the exposure length
(see Fig. 2.16). Longer exposures progressively shift the band positions downwards, in-
creasing both its value and standard deviation. Horizontal noise banding is a known
artifact of CMOS sensors with progressive shutters. Despite its spatially predictable po-
sition, the increased standard deviation degrades the potential noise reduction of longer
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exposures. Additionally, the sharp edge of this horizontal band often generates a notice-
able delineation within the corrected data.
0
30
Exposure Length (ms)
1,000 5,000 10,000 15,000 20,000
Figure 2.16: Illustration of the temporal progression of shutter band noise present within
all channels of the mini-MCA.
2.4.2 Dark Offset Potential
Figure 2.17 illustrates a comparative effect of dark offset subtraction across a temporal
scale for the mini-MCA. The two states of each channel are condensed into a single figure
for both the mean and standard deviation at each exposure.
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(a) Mean noise response.
0
3
6
10
1
2
4
5
7
9
11
12
13
8
1,
00
0
2,
00
0
3,
00
0
4,
00
0
5,
00
0
6,
00
0
7,
00
0
8,
00
0
9,
00
0
10
,0
00
11
,0
00
12
,0
00
13
,0
00
14
,0
00
15
,0
00
16
,0
00
17
,0
00
18
,0
00
19
,0
00
20
,0
00
Channel 1
Di
gi
ta
l N
um
be
r (
DN
)
Exposure Length (ms)
Channel 2
Channel 3
Channel 4
Channel 5
Channel M
(b) Standard deviation noise response.
Figure 2.17: Statistical response of noise to lengthening exposure.
2.4.3 Filter Transmission/Monochromatic Efficiency
Correction factors were calculated for both filter transmission rates and relative monochro-
matic efficiency (see Table 2.4). A single overall correction factor was generated to account
for the cumulative effects of both processes. The importance of this correction step in the
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restoration of interband relationships for DN data are demonstrated for a common vege-
tation spectral profile (see Fig. 2.18). The effect of both processes operates only upon the
radiance component of the raw data, therefore as the noise component remains unaffected,
reductions in radiance directly degrade the SNR. Since application of the correction fac-
tor inflates both the radiance and noise component equally, despite the restoration of the
proportional representation of the radiance component between bands, the overall SNR
between differing spectral bands remains unchanged.
Table 2.4: Filter Transmission/Monochromatic efficiency Correction Factors.
Filter (nm)
Filter
Transmission (%)
Correction
Factor
Monochromatic
Efficiency (%)
Correction
Factor
Multiplicative
Correction Factor
450 0.44 2.28 0.16 6.25 14.27
490 0.47 2.13 0.34 2.97 6.32
530 0.47 2.12 0.56 1.80 3.81
550 0.45 2.21 0.62 1.61 3.57
570 0.44 2.26 0.67 1.49 3.38
670 0.56 1.80 0.91 1.10 1.98
700 0.56 1.79 0.93 1.08 1.92
720 0.51 1.96 0.95 1.05 2.06
750 0.49 2.02 0.97 1.03 2.09
900 0.48 2.07 0.71 1.40 2.90
970 0.47 2.14 0.45 2.22 4.75
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Figure 2.18: Effect of corrective factor upon mean spectral profile of saltmarsh sedge
Gahnia filum.
The six channels of the mini-MCA share a single common exposure setting. To avoid
overexposure, the exposure interval must be short enough to accommodate the highest
filter efficiency present across the six channels. This leaves less efficient filters suffering
a relative reduction in radiance strength. Radiance reduction therefore generates a fil-
ter dependent restriction upon the available dynamic range. Dynamic range ultimately
represents the precision with which data are recorded, thereby defining the smallest differ-
ence between pixels that can be detected. Reductions in dynamic range result in coarser
quantisation of the data as well as degrading the SNR. Although correction factors may
restore values between bands to a proportional level, both this quantisation effect and
SNR remain due to the original radiance reductions set by a single exposure.
2.4.4 Vignetting
Effect of Sensors
LUT images were generated for each mini-MCA channel without filters for vignetting
correction. Uniform settings were maintained between channels for comparative purpose.
The vignetting structure differs between sensors both in the point of origin and in the
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rate of radial falloff. A visual assessment illustrates the shift in vignetting pattern origin
generated by differences in the optical pathways between sensors (see Fig. 2.19). Dust
particles are evident upon the lens of Channel 2, 5 and M.
Channels additionally exhibit varying rates of vignetting radial falloff (see Fig. 2.20). This
rate of falloff is highest within channel M and lowest within channel 2. Channels 3, 4 and
5 all exhibit the most similarity in falloff rates. The variation exhibited in both origin
and rate of radial falloff warrant the generation of channel specific vignetting correction
LUTs.
Channel 1 Channel 2 Channel 3
Channel 4 Channel 5 Channel M
Figure 2.19: Vignetting LUTs generated from all six channels of the mini-MCA.
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Figure 2.20: Vignetting radial falloff for all six sensors of the mini-MCA.
Effect of Exposure
Filterless LUTs were generated across a range of exposures. The LUT based approach for
vignetting correction is effectively a per-pixel quantisation of the vignetting function. The
degree of this quantisation is dependent upon the available dynamic range. The exposure
time, therefore, ultimately determines the dynamic range of the stored flat field image.
Short exposures limit the dynamic range with the subsequent quantisation generating a
radial banding in the vignetting correction data (see Fig. 2.21). Radial banding represents
a coarser representation of illumination radial falloff. Conversely long exposures can result
in saturation washing out the vignetting function. Exposure for LUT generation was
balanced between maximisation in order to minimise the effects of low dynamic range in
both terms of reduced SNR and the reduced smoothness of the vignetting rate of change,
while avoiding the washed out effect of excessive exposure levels.
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Figure 2.21: Effect of exposure on quantisation, and subsequent effect upon the vignetting
radial falloff.
The reduction in radiance due to the effects of vignetting raises additional concerns. A
reduction of radiance directly decreases the SNR and increases the coarseness of quanti-
sation. This effect, however, is no longer uniformly global across an image, but radially
dependent from the origin of vignetting. Consideration with the per-pixel SNR may ne-
cessitate the cropping of image edges if the combination of vignetting, filter transmission
and monochromatic efficiency excessively degrade the SNR.
Effect of Filters
Filters intuitively represent a potential, additional source of mechanical vignetting. Vi-
gnetting LUTs were generated from select combinations of filters and channels. The
combinations were selected based on a noise minimisation across the entire sensor. A com-
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parison of the vignetting radial falloff reveals the effect of mounted filters. The increase
in occlusion at wider angles introduced by the filter requires a corresponding increase in
correction values (see Fig. 2.22).
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Figure 2.22: Comparison of the rate of vignetting radial falloff in the presence/absence
of a filter.
Vignetting LUTs and test field data were generated from a select combination of filter
and sensor. Vignetting LUTs, generated with and without filters, were applied to the test
field data (see Fig. 2.23). The application of filter generated LUTs provides a noticeable
improvement in vignetting correction over filterless LUTs.
2.4.5 Lens Distortion
The AgiSoft Lens software package was used to calculate the distortion principal point,
radial and tangential coefficients from a calibration pattern for each of the mini-MCA
channels (see Table 2.5). Radial distortion was limited to just two coefficients as calcula-
tion of a third substantially inflates the margin of error. The AgiSoft package applies the
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(a) UAS false colour, no vi-
gnetting correction
(b) UAS false colour, filterless
vignetting correction
(c) UAS false colour, filter
specific vignetting correction
Figure 2.23: Application of vignetting correction : Original uncorrected image, applica-
tion of filterless LUTs, application of Filter LUTs. Note increasing homogeneity of road
and grass with decreasing effect of vignetting.
Brown–Conrady lens distortion model, implementing both radial and tangential distortion
coefficients.
Table 2.5: Lens Distortion Coefficients.
Channel cx cy k1 k2 p1 p2 Fx Fy
1 629.169 465.738 -0.068745 0.0623006 -0.000639335 -0.000509879 1622.5 1622.5
2 628.961 464.003 -0.0579649 0.0356426 -0.000102067 -0.00221439 1606.81 1606.81
3 632.575 472.777 -0.0506697 0.021484 0.000077687 0.0011317 1625.74 1625.74
4 633.999 470.756 -0.0912427 0.132531 -0.000135051 0.00124068 1623.55 1623.55
5 632.498 470.568 -0.0748613 0.0729301 0.000851022 -0.000399902 1625.88 1625.88
M 638.965 460.592 -0.0922108 0.124107 0.000614466 0.000842289 1619.26 1619.26
The Brown–Conrady model, using the calculated correction coefficients (Table 2.5), was
applied to individual mini-MCA images. All lenses within the mini-MCA exhibit pin-
cushion distortion (see Fig. 2.24). The degree of lens distortion varies between sensors,
with channel 5 exhibiting the strongest distortion while channel M exhibited the weakest.
Lens distortion correction was applied to mini-MCA data.
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Figure 2.24: Radial distortion of all six channels within the mini-MCA.
2.4.6 Saltmarsh Case Study
ENVI6 was used to convert the raw mini-MCA data into 10 bit uncorrected image bands.
Corresponding image bands were identified and stacked to generate uncorrected six band
multispectral data. A single six band multispectral saltmarsh image was selected to
demonstrate the effects of sensor correction. Image bands were co-registered within ENVI
using an rotate-scale-transform (RST) transformation. Co-registration was performed to
aid in visualisation of the sensor corrections by reducing aberrations generated by differing
IFOV of the sensor channels. Uncorrected true and false colour composite data are shown
in Figure 2.25.
Dark offset subtraction was used to reduce the effects of noise within the data. Fig-
ure 2.26 provides an illustrative comparison of dark offset subtraction between high and
low efficiency filters (750 and 490 nm respectively). Attention is drawn to the horizon-
tal band noise strongly evident within the low efficiency filter, but masked within the
high efficiency. The low efficiency filter also illustrates the limited capacity of dark offset
subtraction for noise reduction.
6http://www.exelisvis.com/
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(a) Uncorrected false colour image. (b) Uncorrected false colour image.
Figure 2.25: Uncorrected true and false colour composite mini-MCA data. Note the
disparity in vegetation luminosity between central and edge portions of the data generated
by the effects of vignetting.
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Figure 2.26: Comparative dark offset performance between high and low efficiency filters.
Of particular note is the effect of dark offset subtraction upon the rolling shutter noise
(evident as a thin horizontal band) between high and low efficiency filters.
Flat field derived LUTs were used to reduce the effects of vignetting within the saltmarsh
data. Figure 2.27 provides an illustrative comparison for vignetting correction. The
correction demonstrates noticeable visual improvement to vegetative measurements at
the periphery of the data, illustrating the capacity for LUTs to reduce the vignetting
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effect.
(a) Vignetting uncorrected. (b) Vignetting reduced.
Figure 2.27: Vignetting correction of false colour composite image. Of note is the restora-
tion of luminosity between vegetation located within the centre and the edge of the image.
The effect of lens distortion correction is demonstrated by an illustrative comparison of
the performance of band alignment (see Fig. 2.28). The six mini-MCA channels all exhibit
different degrees of lens distortion (see Fig. 2.24). As the difference in distortion increases
between sensor channels, it results in corresponding increase in band misalignment to-
wards the periphery of data. Improving the geometric properties of the data through lens
distortion correction improves the capacity for band alignment.
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(a) No band alignment and no
lens distortion correction.
(b) Band alignment and no lens
distortion correction.
(c) Band alignment and lens
distortion correction.
Figure 2.28: Comparative band alignment illustrating subtle improvement due to lens
distortion correction. Coarse band misalignment results in a subtle purple hue along the
sharp transition between vegetation and saltmarsh. With band alignment and no lens
distortion correction, this hue is greatly reduced but remains subtly present. Only when
both band alignment and lens distortion corrections are applied is purple misalign hue
absent.
Figure 2.29 provides a final illustrative comparison, for both true and false colour imagery,
of the combined effect of implemented sensor corrections.
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(a) Uncorrected true colour image. (b) Corrected true colour image.
(c) Uncorrected false colour image. (d) Corrected false colour image.
Figure 2.29: Comparative true and false colour composites before and after sensor cor-
rections.
2.5 Discussion
The phase of sensor correction serves dual roles in raw data post-processing. It is an
essential preliminary phase in the overall goal of extracting at-surface reflectance infor-
mation from raw data. It also provides, however, the opportunity to investigate and assess
data characteristics of a sensor. Such an investigation provides a practical insight into the
limitations of a sensor system and the identification of potential flow-on effects of sensor
idiosyncrasies.
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2.5.1 Channel Dual Distributions
It is arguable that the dual distributions effect exhibited by channels of the mini-MCA
represents the strongest compromise of data quality. The exact origin of this alternating
gains observed within this study remains uncertain. Regardless of its origins, the funda-
mental problem is the additional uncertainty generated by two distinct, yet alternating,
data distributions within a single image (see Fig. 2.13). Surfaces with similar spectral
properties will exhibit dual distributions, adding strong uncertainty over the suitability
of analyses based solely upon uncorrected DN values.
It is important to stress that the role of sensor correction is the extraction of DN values.
Given the consistent difference between the two alternating sensor gain states, it becomes
arguable that both states represent different, but nonetheless valid DN measurements.
The stable variation exhibited between states is characteristic of recording differences
that arise between different sensors.
The simplest approach for correcting this condition would be the adoption of some form
of spatial averaging to reduce the differences between alternating pixels. A second option
would be to adopt a dual radiometric correction/calibration approach. Although the
primary role of radiometric calibration is to generate consistency between datasets, it
may be forced to assume a greater role by generating consistency within datasets. As
each state behaves like an individual channel, they may be treated individually during the
application of radiometric calibration techniques. Calibrating for each state individually
may reduce this checkered effect and improve consistency across an image.
The fundamental problem with this second approach, however, is that it is reliant upon
the stable pattern of alternating distributions. Geometric corrections, particularly image
mosaicking, modify the spatial properties of an image which may result in the loss of the
stable alternating distributions of pixels. Therefore the application of dual radiometric
calibration must be applied prior to any geometric corrections to an image.
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2.5.2 Vignetting Model
The vignetting effect within this study was modelled through an image based flat field
approach. Maximisation of the dynamic range allowed for a more smoother estimate of
the per pixel falloff. An extension to this approach is the calculation of both the vignetting
origin point and its rate of radial illumination falloff from the flat field, allowing for the
calculation of a a smooth function (Lelong, 2008). This function describes the reduction in
radiance striking the detector. The conversion of this radiance to a digital form, however,
imparts a quantisation effect which is dependent upon the overall illumination within
the scene. Such an effect becomes relevant when combinations of filters with contrasting
efficiency are used, resulting in different quantisation levels. Strong quantisation may
render the application of a smooth function for vignetting correction unsuitable.
2.5.3 Sensor Dynamic Range
UAS studies are particularly sensitive to variability in dynamic range. A major advantage
of the UAS platform is the ultra-fine spatial resolution data that it can acquire. Past per-
spectives considered that increases in resolution would result in a corresponding increase
in feature identification. This was found not to be the case, however, as the increased
resolving power of finer spatial resolutions resulted in an increase in fine-scale spatial
variability, thus leading to the development of more advanced image analysis techniques,
including texture modelling and geospatial object-based image analysis (Puissant et al.,
2005). It is therefore important for UAS mounted sensors to have the necessary level of
dynamic range to capture the fine-scale spatial variability inherent of ultra-fine spatial
resolution data.
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2.5.4 UAS Sensor Selection
All sensors exhibit some variability in quantum efficiency across their spectrally sensitive
range, in part with production quality. More expensive remote sensing platforms may
opt for several individual sensors targeting specific portions of the wavelengths. Low-cost
sensors, however, are inevitably forced to make concessions in production quality. The
mini-MCA clearly demonstrates a flexible approach in the use of bandpass filters to select
specific wavelengths. Such a flexible approach, however, requires that sensors maintain an
adequate response across a wide range of wavelengths to accommodate multiple scientific
purposes. Maintaining high levels of responsiveness across a wide spectral range is both
technically difficult and prohibitively expensive. The resulting high variation in efficiency
highlights the interplay of low-cost, flexibility, and data quality of sensor characteristics.
2.6 Conclusions
The mini-MCA is a low-cost, lightweight 6-channel multispectral sensor suitable for UAS
remote sensing platforms. Sensor correction techniques were applied to illustrate their
dual role in data quality improvement and analysis of sensor characteristics. The adoption
of techniques covering noise reduction, filter transmission and relative monochromatic effi-
ciency compensation, vignetting and lens distortion correction allowed for both improved
image quality and the extraction of DN measurements. The process of sensor correction
allowed for the identification of a number of issues with data collected by the mini-MCA:
firstly the alternating gain states within a channel that result in dual noise distributions
across an image, and secondly the high variability in relative monochromatic efficiency,
with its associated effects upon SNR and quantisation. The dual gain states will re-
quire the implementation of careful post-processing techniques to generate consistency
within data. The option to set each individual mini-MCA channel’s own unique exposure
would allow for a match between integration times and filter wavelength to help offset the
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reduction in radiance, thereby improving both SNR and quantisation level.
Sensor correction is only the first phase of post processing. DN and at-sensor radiance
measurements are both limited in their applicability due to the lack of consistency with
other datasets. Radiometric calibration improves consistency between datasets by reduc-
ing temporally and spatially variable environmental effects and transforming at-sensor
radiance to a more universal at-surface reflectance measurement scale. Further spatial
transformations include map registration, image band co-registration, and image mo-
saicking. Georeferencing and mosaicking is a particular important step in the creation
of seamless multispectral mosaics from a large number of UAS data (Laliberte et al.,
2011b). The sensor correction techniques proposed in this study should improve the re-
sults of these spatial transformation techniques due to an improved radiometric response
across the individual images in a UAS survey.
Encouraged by the increased accessibility of UAS as a remote sensing platform, small-
scale in-house UAS programs will become a more commonly adopted approach for scien-
tific endeavours. The development of these small-scale programs, however, will require a
broad skillset capable of addressing all facets of UAS platform development, data post-
processing, and image analysis. The adoption of low-cost UAS platforms requires the
development of improved post-processing techniques in order to generate robust quan-
titative studies. Ultimately, the development of UAS programs necessitates a balance
between accessibility (both from a technical skills and cost standpoint) with application
flexibility and data quality.
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Thesis Context
High quality data are essential for any quantitative spatial analysis. This chapter success-
fully demonstrates a preprocessing framework that improves data quality for the Tetra-
cam Mini-MCA 6-band multispectral sensor. The effects of sensor noise, vignetting and
lens distortion were quantified, and an automated framework was developed to correct
raw Mini-MCA data. The following two chapters incorporate this automated correction
framework in the construction of Mini-MCA multispectral spatial dataset.
Chapter 3
An Image Texture Modelling Framework
for Ultra-Fine Spatial Resolution UAS
Data
The focus of Chapter 3 is upon the development of a texture modelling framework that
analyses and identifies relevant class-specific texture metrics. The Chapter is the first
stage of a broader framework for the spatial generalisation of UAS ultra-fine spatial res-
olution data to a suitable class-specific analysis scale.
3.1 Abstract
The ultra-fine resolution sampling scale of unmanned aircraft systems (UAS) generates
data with high spatial variability. Analysis of UAS data requires spatial generalisation
to reduce data complexity, and extract meaningful information. Image texture modelling
is one approach to spatial generalisation. Its optimal application however, is undermined
by the vast number of texture models, metrics and analysis scales. This paper presents a
machine-learning framework for the identification of texture metrics for image classifica-
tion. This framework relies upon class spatial subsets to rapidly generate texture metrics.
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A random forest framework is then used to compare and identify suitable class-specific
texture metrics for the classification of UAS saltmarsh data. A total of 693 texture met-
rics were tested for seven groundcover classes. A total of 20 metrics were identified and
incorporated into a geospatial object-based image analysis (GEOBIA). Texture metrics
were found to improve both the overall GEOBIA classification accuracy (17.23% improve-
ment) of the saltmarsh study site, as well as class-specific accuracy. The demonstrated
framework is rapid, robust and flexible, and is widely adaptable to various remote sensing
classification contexts and image texture models.
3.2 Introduction
3.2.1 Unmanned Aircraft Systems
Unmanned aircraft systems (UAS) are gaining popularity within the remote sensing com-
munity. The capacity for researchers to tailor UAS to fit their specific research niche
creates new opportunities for scientific research (Chao et al., 2008). Furthermore, UAS
are capable of acquiring spatial data at ultra-fine resolution ( <10 cm) (Dunford et al.,
2009), and occupy a sampling scale unavailable with manned aircraft or satellite remote
sensing platforms. Despite these benefits however, UAS present several challenges. The
detail of UAS ultra-fine resolution data may over-complicate data by introducing excessive
spatial and spectral variation (Puissant et al., 2005; Agu¨era et al., 2008).
3.2.2 UAS Image Analysis
Ultra-fine spatial resolution is a defining characteristic of UAS data and is the result of its
low observational altitude. Relative to an image feature under observation, this low ob-
servational altitude determines the complexity and content of spatial measurements. The
lower the altitude of UAS, the finer the spatial scale of data (Dunford et al., 2009). As
the sampling scale becomes finer, the spectral generalisation of coarse mixed pixels within
3.2. INTRODUCTION 55
an image feature is reduced (Lechner, 2012; Blaschke, 2010; Cracknell, 1998), revealing
fine-scale spatial detail (see Fig. 3.1). As fine-scale detail further increases, feature com-
ponents may become spatially separable, thereby giving rise to distinct spectral properties
(Maillard, 2003). For closely related image features, feature components may be shared
(e.g. wood among plant species). This overlap in spectral characteristics may significantly
reduce the accuracy of image classification.
(a) Satellite image (2 m) (b) Aerial image (60 cm) (c) UAS image (1 cm)
Figure 3.1: Comparative imagery illustrating the change in resolving power of different
operational heights. The effects of mixed pixels is steadily reduced between satellite data,
aerial photography and UAS data. High resolving power of UAS data reveals vegetation
structural details lost to the mixed pixel effect in the coarser sample scale images.
Image classification relies upon definitions to assign an image feature to a thematic class.
Definitions are traditionally built from the spectral characteristics of discrete pixels. Clas-
sification confusion is introduced when definitions overlap, which may result in misclas-
sification (Congalton, 1991). The high spatial complexity of UAS data may result in sig-
nificant overlap of these pixel-based definitions, and is therefore unsuitable for traditional
discrete pixel-based classification (Yuan and Bauer, 2006). In response, techniques have
been developed to move spatial analysis away from discrete pixels towards broader spatial
generalisations (Myint et al., 2011). Two commonly adopted approaches are geospatial
object-based image analysis (GEOBIA) and image texture.
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3.2.3 Geospatial Object-based Image Analysis
GEOBIA shifts the focus of spatial analysis from discrete pixels to image objects (Blaschke,
2010; Powers et al., 2012). Image segmentation is used to deconstruct an image into ob-
jects. Image objects are constructed by grouping together neighbouring pixels that exhibit
similar spectral properties (Stuckens et al., 2000). A homogeneity threshold is used to
control the degree of pixel similarity within an object. Relaxing this threshold leads to
greater intra-object spectral variability, and subsequently larger image objects.
GEOBIA extends beyond discrete pixel analyses by providing spatial generalisation and
object geometric properties (Duro et al., 2012). Objects can be used to statistically gen-
eralise the pixel data they contain. Furthermore, geometric properties may be extracted
based upon an object’s shape and size. The spatial analysis of image object neighbour
relationships can reveal wider landscape patterns. GEOBIA has been successful utilised
in a number of environmental studies (Lechner, 2012; Jones et al., 2011; Powers et al.,
2012).
3.2.4 Texture
Texture is an important spatial factor of image interpretation (Herold et al., 2003). Digital
image texture research has established a range of texture models that quantify local
image texture into a metric. Texture models operate by defining a local neighbourhood
centred around each pixel. Modifying the size this neighbourhood allows the exploration
of texture at different scales of analysis. A metric is derived from a statistical analysis of
this neighbourhood (Puissant et al., 2005).
It is argued that texture is an abstract concept that lacks a clear, precise definition (Mail-
lard, 2003). This lack of clarity has resulted in a range of texture definitions. To illustrate
this point, Hay et al. (1996) argues that texture can be defined by two characteristics:
a rotationally variant spatial structure and a rotationally invariant measure of contrast.
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Conversely, Zhu et al. (2010) presents a no-less valid argument that texture can be rep-
resented by a structural continuum, which ranges between an absolute geometric and an
absolute stochastic structure. The choice of definition provides the foundation for how a
texture model quantifies local tonal variation into a metric. The lack of a single definition
has resulted in numerous models to quantify image texture.
The dominant characteristic of an image feature class falls within a gradient between ho-
mogeneous tone and texture (i.e. the absence to the total dominance of spatial structure)
(Tuttle and Jensen, 2006). Furthermore, the dominant characteristic may be dependent
upon the scale of phenomena (see Fig. 3.2). Identifying the dominant characteristic ap-
propriate to both the feature class and scale of phenomena is fundamental to the success
of image texture modelling. This paper adopts Woodcock and Strahler (1987) definition
of texture as the replications, symmetries and patterns within tonal structure occurring
within an image at different analysis and sampling scales.
0.02 m
(a) Stochastic sand grains
1.00 m
(b) Homogeneous sand
1,000 m
(c) Geometric sand dunes
Figure 3.2: Illustration of the effects of phenomena scale on the dominate visual char-
acteristic of sand image feature class: Fine phenomena-scale reveals the stochastic tonal
structure of individual grains, a medium scale results in homogeneous sand free of tonal
structure, and broad phenomena-scale reveals the geometric tonal structure of sand dunes.
3.2.5 Quantification of Image Texture
Numerous texture models have been explored within remote sensing. Tuttle and Jensen
(2006) successfully employed 1st and 2nd order image texture models in distinguishing
texture differences between nesting sites of two closely related bird species. Local binary
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patterns were used by Shinde and Shrivastava (2012) in a multiscale approach to first
separate agricultural crop cover from other land cover types, followed by a species-level
classification. Discrete wavelet decomposition, a signal processing technique, was found by
Chen (2007) to provide a slight improvement over spectral values alone in the separation
of classes with low and high homogeneity. Marmol (2011) implemented Gabor filters, a
technique typically used for edge detection, as a texture model to successfully delineate
vegetation and structures from both imagery and LiDAR data. Dorigo et al. (2012)
explored the use of a 2nd order image texture model for the classification of an invasive
weed species.
Despite demonstrating the value of texture, the reasoning behind selecting a specific
model and metric for a particular application remains ambiguous. A robust selection of
image texture is confounded by a number of complex factors which include: the absence
of an a priori method to identify image texture; generating and comparing the statistical
measures and analysis scales of available texture metrics across the vast range of texture
models; the dependence of texture upon sample scale (see Fig. 3.2); feature class definition
and separability; and improvements in classification accuracy even with an arbitrary
selection of texture metrics. The successful application of texture models and metrics is
explored in past studies.
Texture metric selection for image classification requires identifying the minimum number
of metrics that generate the maximum performance. Given the vast number of texture
models and their metrics (including image bands, statistical measures and neighbourhood
sizes), a comparison of potential metrics based upon classification accuracy is prohibitive
due to computational demands. What is required is a focused, rapid framework for the
identification of relevant texture models and metrics. Central to such a framework are
feature variable selection techniques, which allows for comparison and identification of
optimal texture metrics.
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3.2.6 Feature Variable Selection
Feature variable selection is a phase in predictive model construction. Feature variable
selection aims to construct the most parsimonious model by identifying and selecting
only the most relevant variables. This process serves three primary tasks: dataset reduc-
tion, the identification and ranking of relevant variables, and improving model prediction
(Genuer et al., 2010; Guyon and Elisseeff, 2003; Laliberte et al., 2012). Feature variable
selection improves model prediction when there are a large number of potential predictor
variables. The Hughes phenomenon (Laliberte et al., 2012), also known as the curse of
dimensionality (Duro et al., 2012), is a reduction in statistical confidence that occurs
when there is a low number of training samples used to construct a model relative to a
high number of predictor variables. Feature variable selection reduces the number of vari-
ables by identifying and removing those of least influence on a model’s predictive power.
Reducing the number of variables improves processing times and reduces the effect of the
Hughes phenomenon on the model’s statistical confidence (Cheng et al., 2006).
3.2.7 Remote Sensing Texture Feature Selection
Texture models can generate metrics with a range of different statistical data types, which
include both numerical and categorical. Furthermore, the statistical properties of spatial
data rarely exhibits a predictable distribution. To fit these qualities, the technique of
remote sensing feature selection is required to be both non-parametric and capable of di-
rectly comparing a range of statistical data types. Decision trees are a non-parametric ap-
proach to classification that are capable of handling dimensionally large, complex datasets
of differing data types (Friedl and Brodley, 1997; Pal and Mather, 2003; Safavian and
Landgrebe, 1991)
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3.2.8 Random Forest
Random forest (RF) is an ensemble machine learning technique introduced by Breiman
(2001). A RF model is comprised of numerous, individual decision trees. Each tree is
constructed using bootstrap aggregation, whereby only a random subset of variables are
used. For each tree, a proportion of samples are randomly chosen for tree construction
while the remaining samples are used for cross-validation. As a part of cross-validation,
random forest can assess the relative importance of a variable to the models predictive
accuracy. Therefore a RF model constructed from texture metrics calculated using differ-
ent models, can be used to compare and estimate the relative importance of each specific
texture metrics overall and on a class definition basis.
RF modelling was quickly adopted within the remote sensing community for feature se-
lection and classification. Duro et al. (2012) used a combination of RF modelling and
expert knowledge to select a number of environmental variables, including a texture met-
ric, for object-based classification across an agricultural region. Stumpf and Kerle (2011)
utilised RF for variable selection of a number of object landscape metrics for the clas-
sification of four landslide areas. Chan and Paelinckx (2008) included RF as part of a
study evaluating two ensemble classifiers, utilising aspects of feature selection to identify
hyperspectral band ranges relevant for vegetation classification. Rodriguez-Galiano et al.
(2012) compared RF with a traditional single decision tree classifier, in addition to testing
RF model sensitivity to forest size, number of variables and noise simulated within the
data. Dorigo et al. (2012) used RF models to identify the most suitable texture metrics
for identifying an invasive weed in multi-temporal aerial photography.
One noted issue with random forest is that variable importance has a bias towards cor-
related predictor variables. As the importance of variables is tested on an individual
basis, derived lists of variable importance can be dominated by highly correlated vari-
ables (Strobl et al., 2008). Additional filtering is therefore required to reduce the number
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of correlated variables, and clearly identify a minimal number of texture metrics that still
maintain high predictive power.
3.2.9 Paper Aims
The primary aim of this study is to present a rapid framework for the comparison and
selection of suitable class specific texture metrics for ultra-fine spatial resolution UAS
multispectral data. The presented framework is flexible towards different texture models
and may be further embedded within a GEOBIA workflow to enhance both thematic ac-
curacy of image classification. The frameworks flexibility is illustrated using four common
models for the calculation of texture: a 1st order kernel-based texture model, a 2nd or-
der grey level co-occurrence matrix (GLCM), a categorical local binary patterns operator
(LBP), and the discrete wavelet transformation.
3.3 Methods
3.3.1 Study site
The site selected for this study is a remnant patch of cold temperate saltmarsh vegetation
at Ralphs Bay in Tasmania, Australia (see Fig. 3.3; Table 2.2). Ralphs Bay consists of
40 km of sheltered coastline within the Derwent estuary. The restricted inlet into the
bay partially protects the shoreline from strong wave action, resulting in the formation
of intertidal sand flats and pockets of established saltmarsh vegetation. The saltmarshes
of Ralphs Bay are of noted ecological importance as habitat for the endangered Spotted
Handfish as well as a feeding and nesting site for migratory birds (Prahalad, 2010).
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Figure 3.3: Study site QuickBird image: Ralphs bay, Racecourse flats saltmarsh
(42 ◦55′43.50”S, 147 ◦29′2.50”E)
Saltmarshes have been historically viewed as a threat to public health, with the muddy,
stagnant, decaying organic conditions blamed as a source of disease. Wholesale clearing of
saltmarsh vegetation was encouraged during reclamation efforts, to both reduce the risk
of disease and reclaim prime fertile lands (Adam, 2002). Rising environmental awareness
has shifted this viewpoint to acknowledge ecological values and a growing need to conserve
the remaining habitat (Laegdsgaard, 2006).
Central to any conservation effort is high quality spatial data to accurately map current
habitat, monitor changes in the environment and to assess the application of management
techniques (Goetz, 2006). Reclamation efforts have reduced and fragmented the spatial
extents of saltmarsh communities to small areas (Adam, 2002). Mapping these smaller
areas requires the ultra-fine resolution spatial data that UAS can provide.
Vegetation distribution within saltmarshes is strongly restricted by environmental condi-
tions. Topographic exposure to frequent tidal inundation and salt water spray results in
a strong environmental gradient. This results in the fine-scale zonation of species distri-
bution, leading to sharp species transitional boundaries and greater spatial homogeneity.
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The level of detail of ultra-fine spatial resolution UAS data are required to generate to
map this species-level zonation.
Data of the study site was collected using a MikroKopter Oktokopter UAS (see Chapter
2). Battery life for a single Oktokopter UAS flight is approximately 15 minutes, allowing
for a two hectare area to be covered in a single flight. The UAS was mounted with the
Tetracam miniature multiple-camera-array (mini-MCA) allowing for the generation of
six-band multispectral data. Data was collected at 490, 530, 570, 670, 700 and 750 nm
(full width at half maximum (FWHM) of 10 nm) to generate traditional true and false
colour composites, as well as vegetation indices (Kelcey and Lucieer, 2012).
Field sampling was conducted across the site, with detailed groundcover characteristics
recorded for over 50 points. The location of each point was recorded using a differential
dual-frequency RTK Leica GPS receiver (positional accuracy of 2 - 5 cm). Each sam-
ple point consisted of a visual groundcover assessment, a geolocated terrestrial digital
photograph and a spectral signature generated with an ASD HandHeld2 spectrometer.
3.3.2 UAS Data Pre-processing
The raw image data was pre-processed using a sensor correction methodology developed
for the mini-MCA using IDL script (Kelcey and Lucieer, 2012). Mini-MCA data was
corrected for errors generated by sensor noise, alternating gains, vignetting, and lens
distortion. Individual image bands were aligned and a georeferenced orthomosaic was
generated using the Agisoft Photoscan Professional1 software package.
The georeferenced orthomosaic was radiometrically calibrated to reflectance using spectral
targets. Three spectral targets were distributed within the study site. These targets
represented low, mid and high ranges of spectral reflectance. The spectral reflectance
of each target was recorded using an ASD HandHeld2 spectrometer. An empirical line
calibration was used to transform the image digital numbers to spectral reflectance. Two
1http://www.agisoft.ru/
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vegetation indices were derived from the calibrated orthomosaic: the normalised difference
vegetation index (see equation 3.1) and the red-edge normalised difference vegetation
index (see equation 3.2) Vin˜a et al. (2011); Sims and Gamon (2002).
NDV I =
750− 670
750 + 670
(3.1) RENDV I =
750− 700
750 + 700
(3.2)
3.3.3 Saltmarsh Groundcover Class Definition
A study site assessment revealed seven fine scale groundcover classes divided between two
broader scale definitions of vegetated and non-vegetated. Four plants were represented
within the vegetated areas: a sedge Gahnia filum, a herbeaceous groundcover Samolus
repens, a succulent groundcover Sarcocornis sp. (consisting of Sarcocornia blackiana and
Sarcocornia quinqueflora) and a succulent shrub Tecticornia arbuscula. Areas absent of
vegetation included intertidal sand flats, inundated mudflats, and saltpans.
Samolus sp.     Sarcocornia sp.   Tecticornia sp.      Gahnia sp.
Sand                 Mudflat                Saltpan
Figure 3.4: The seven groundcover classes. The vegetation classes (L-R): Samolus sp.,
Sarcocornia sp., Tecticornia sp., Gahnia sp.. The non-vegetation classes (L-R): Sand,
Mudflat, Saltpan
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3.3.4 Texture Analysis
A texture analysis framework was constructed to identify and extract class-specific texture
metrics (see Fig.3.5) The calculation of texture models and metrics across the spatial and
spectral extents of the image is computationally time consuming. Therefore in order to
maximise the number of texture metrics investigated, a smaller image subset was extracted
and used. For each groundcover class, three homogeneous areas were identified. From
these areas, a 60 x 60 pixel subset (9 m2) was extracted and a representative groundcover
class mosaic was constructed. Four texture models were applied to this mosaic: first
order kernel, the grey-level co-occurrence matrix, the local binary pattern operator, and
the discrete wavelet transformation.
Class Subsets Texture ModelsMultispectral Imagery
Texture Metric
RF Importance
Texture Metric
RF Forward Inclusion
Class-Specific 
Texture Metrics
Texture Metrics
Correlation
Threshold
Texture Metric
Correlation Filtering
User Inputs
Automated
Texture
Parameters
Figure 3.5: Workflow for the identification and extraction class specific texture metrics.
First Order Kernel Model
The first order texture analysis was the simplest of the four models (see Fig.3.6). First
order texture metrics use the statistical properties of pixel values within a local neigh-
bourhood to represent tonal structure (Tuttle and Jensen, 2006). Texture metrics were
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calculated from a square kernel that is moved across the image. Statistical properties
were calculated from the pixels within the kernel and were assigned to the location of the
centre pixel. Altering the size of the kernel modified the analysis scale of the metrics.
First order texture metrics were calculated using the mean, standard deviation, variance
and kurtosis. Analysis scales were explored using kernel sizes between 3 and 15 pixels.
Metrics were calculated for all spectral and indice bands.
Standard Dev. K3       Standard Dev. K9      Standard Dev. K15    Standard Dev. K25
Figure 3.6: Illustration of the first order texture metric ’standard deviation’, generated
from four different square kernel sizes (pixel length): 3, 9, 15, and 25.
Grey Level Co-Occurrence Matrix Model
The grey level co-occurrence measure (GLCM) is a second order texture model that
also utilises a moving kernel (see Fig.3.7). Second order texture metrics expand upon
first order metrics by including the spatial orientation and direction of tonal structure
(Tuttle and Jensen, 2006). The GLCM initially calculates a frequency matrix of the co-
occurrence of pixel pairs at a spatial offset (Haralick, 1973). Statistical properties of this
matrix were derived to quantify tonal structure. The GLCM texture metrics explored in
this study were mean, variance, homogeneity, contrast, angular second moment, entropy
and correlation. GLCM spatial scales are explored using kernel sizes ranging between 3
and 15. Metrics were calculated for all spectral and indice bands.
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Homogeneity  K3        Homogeneity K9       Homogeneity K15       Homogeneity K25
Figure 3.7: Illustration of the GLCM texture metric ’homogeneity’, generated from four
different square kernel sizes (pixel length): 3, 9, 15, and 25.
Local Binary Patterns Operator Model
The local binary pattern (LBP) model generates a ranked integer texture metric (see
Fig.3.8). Integer rankings were calculated from the micropatterns generated by the con-
catenation of a circular binary gradient around each pixel (Zhao and Pietikainen, 2007;
Ojala and Pietika¨inen, 1999). The LBP incorporates a user-defined number of points
evenly spaced on a circle at a user-defined radius from the centre pixel. A threshold
function applied to these points with respect to the centre pixel, returns a binary repre-
sentation for the central point. The concatenation of these binary numbers generates a
ranked integer label. Rotational invariance of LBP is achieved by calculation and appli-
cation of a pre-generated look-up-table (Guo et al., 2010). LBP metrics were explored
using radial points ranging between 5 and 8 at radii ranging from 2 to 5. Metrics were
calculated for all spectral and indice bands.
Points 8, Radius  3     Points 8, Radius 5      Points 8, Radius 10    Points 8, Radius 15
Figure 3.8: Illustration of the local binary pattern texture metric, generated using 8 points
at four different radii: 3, 5, 10, and 15.
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Discrete Wavelet Transformation Model
The wavelet transform is a signal decomposition technique (see Fig.3.9). Image data
were treated as a 2D signal and was decomposed with respect to a mother wavelet. To be
decomposed using a wavelet, an image must have square 2n spatial dimensions. The initial
pass decomposes the image into both high-pass and low-pass information (Carvalho et al.,
2001). Successive decomposition is performed upon the resultant low-pass information,
while the high-pass information is retained. This results in the generation of high-pass
information at successively coarser analysis scales (Chen et al., 2007). The retained high-
pass images provided an insight into how energy is distributed in terms of both scale and
space within the image. Wavelet decomposition was implemented using a moving kernel
of spatial sizes ranging between 5 and 15 pixels. Cubic interpolation was used to pad out
the spatial dimensions of kernels in order to fit the 2n requirement. The energy metric
was derived using a Haar mother wavelet (Chen et al., 2007; Wu et al., 2005).
Energy, Kernel 5         Energy, Kernel 9       Energy, Kernel 15       Energy, Kernel 25
Figure 3.9: Illustration of the wavelet energy texture metric, generated from four different
square kernel sizes (pixel length): 5, 9, 15, and 25
3.3.5 Class Texture Calculation and Random Forest Analysis
RF models were trained based on the test mosaic image. The RF model was used to
assess the relative importance of individual texture metrics and to identify an accurate
classifier for object classification. As a part cross-validation, RF can assess the relative
importance of a texture metric to the model. Importance was measured by substituting
a metric within the cross-validation set with a random permutation. This random value
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substitution has the effect of mimicking the metrics absence from the model (Strobl et al.,
2008). The change in cross-validation accuracy provides a relative measure of the metrics
importance.
RF was implemented using the R statistical package randomForest2. RF requires two
settings: the number of decision trees, and the number of random variables used to
determine the binary split at each individual node. The number of decision trees was set
at 4,000 while the variable number to use at each node followed the convention of using
the square root of the total number of available variables (Shi and Horvath, 2006; Svetnik
et al., 2003; Granitto et al., 2007).
Texture was assessed using a RF model generated using all available texture models and
metrics. Class specific importance of individual texture metrics were calculated from the
RF model and subsequently sorted in order of descending importance. To address RF bias
towards correlated variables, we implemented a forward inclusion, class-by-class analysis
to select only the most important, least correlated texture metrics. Texture metrics were
iteratively assessed in order of descending importance. Correlation of a texture metric
was calculated against all texture metrics of greater importance. Texture metrics were
retained only if the correlation remained beneath a defined threshold of 0.7.
The last step of texture selection is to identify the minimum number of texture metrics re-
quired for optimal classification. This was achieved through a forward inclusion approach
using RF. RF models were iteratively generated, adding successive texture metrics to the
model based upon their importance. The change in per-class out-of-bag (OOB) error rate
was recorded. An optimal classification is achieved once the OOB error is either reduced
to zero, or converges with additional texture metrics. Texture metrics were calculated for
the entire image based upon optimal class-specific texture lists.
2http://cran.r-project.org/web/packages/randomForest/index.html
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3.3.6 Texture Metric GEOBIA Performance
The performance of selected texture metrics was explored using GEOBIA. Image data was
segmented using the eCognition software package. The ’scale’ level of the multi-resolution
segmentation was set to 50. Training objects were selected based upon the field sampling.
Image objects were classified first using only spectral properties and then spectral with
texture metrics.
In situations where there are a large number of thematic classes, there exists the potential
generation of a large number of texture metrics. An excessive number of metrics may
introduce the Hughes phenomenon. Therefore, the classification approach taken generates
class-specific RF models, limiting the number of variables in any given model. Class-
specific probabilities for each object were calculated by the respective RF model.
3.4 Results
3.4.1 UAS Data Construction
A 5 cm spatial resolution orthomosaic of UAS multispectral data was generated of a 200
x 100 m stretch of saltmarsh vegetation at Ralphs Bay (see Fig.3.10). Spatial accuracy
of the georecitification was measured at 0.15 m using 23 ground control points (see Ta-
ble 3.1) and an empirical line calibration was applied to transform image DN-values to
reflectance (see Table 3.2). Sensor malfunction within the 490 nm channel resulted in
severe oversaturation and poor calibration results. The 490 nm band was excluded from
further analysis, thereby limiting the selection of vegetation indices to the normalised dif-
ference vegetation index (NDVI) and the red-edge normalised difference vegetation index
(RE-NDVI).
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m
0                      50
Figure 3.10: QuickBird image of the saltmarsh study site overlaid with both UAS gener-
ated RGB and false colour orthophotos.
Table 3.1: Image Acquisition Details and Construction Accuracy
Site Date UAS Images GCPs Samples Bands Spatial Res. RMSE
Ralphs Bay 25/11/2011 149 23 53 6 0.05 m 0.15 m
Table 3.2: Sensor Calibration Results
Wavelength (nm) 490 530 570 670 700 750
EL Calibration (r2) 0.514 0.989 0.971 0.983 0.956 0.835
3.4.2 Class Mosaic
Figure 3.11 illustrates the seven groundcover classes from a terrestrial and UAS perspec-
tive, as well as the mean spectral response and associated standard deviation. Notable
is the higher spectral variation, and by extension tonal structure, exhibited by three of
the vegetation classes: Sarcocornia sp., Tecticornia sp., and Gahnia sp.. Samolus sp. and
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the non-vegetation classes all exhibit lower spectral variation. In addition, a higher than
expected mean and variation of NIR reflectance exhibited by the non-vegetation classes
is arguably attributable to the higher radiometric calibration error within the 750 nm
spectral band (see Table 3.1).
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Figure 3.11: Groundcover class comparison: Terrestrial photo, UAS-derived data and
calibrated spectral profile.
3.4.3 Object-Based Spectral Classification
The entire saltmarsh study site was classified using GEOBIA. The saltmarsh image was
segmented into image objects. A RF model was constructed using the spectral attributes
of training objects, and was then used to classify the remaining objects (see Fig. 3.12).
An accuracy assessment of the classification is presented in Table 3.3. Misclassification
occured predominately within the broader vegetation and non-vegetation classes, with the
exception of confusion between mudflats and Gahnia sp.. Of the vegetation classes, only
Samolus sp. achieved satisfactory results. Confusion was strongest between Sarcocornia
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sp. and Tecticornia sp..
Table 3.3: Full image GEOBIA classification confusion matrix generated utilising object
spectral properties only (%).
Class Samolus Sarcocornia Tecticornia Gahnia Sand Mudflats Saltpan
Samolus 87.3 5.11 10.11 19.78 0 0 0
Sarcocornia 5.06 53.39 18.79 8.87 0 7.88 0
Tecticornia 7.54 33.93 68.68 10.27 0 0.84 0
Gahnia 0.1 0.56 0.1 48.14 0.27 15.95 1.66
Sand 0 0 0 10.56 95.92 8.76 31.43
Mudflats 0 7 2.32 0.19 0 58.41 5.15
Saltpan 0 0 0 2.2 3.81 8.16 61.76
Overall Accuracy 67.66
Samolus sp.
Sarcocornia sp.
Tecticornia sp.
Gahnia sp.
Sand
Mudflat
Saltpan
Figure 3.12: Saltmarsh object-based classification (spectral data only).
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3.4.4 Texture metric Selection
All texture metrics from the four texture models were generated for each class tile of
the representative mosaic. A RF model was generated from these texture metrics, and
the relative importance of each metric was calculated for both the overall model and on
a class-by-class basis. Figure 3.13 presents a simplified graph of the overall importance
measures, providing a broad overview of the overall performance of the four texture
models. The graph illustrates the high importance of both first order and GLCM texture
models relative to the LBP operator and wavelet energy. In addition, for first order,
GLCM and LBP models, increasing kernel size generally improves importance irrespective
of the metric.
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Figure 3.13: Simplified graph illustrating the relative overall importance of different tex-
ture methods to provide a qualitative comparison of the overall performance of texture
models. Increasing spatial generalisation through neighbourhood size (kernel or radius)
increases the relative importance of any given metric (with the exclusion of wavelet).
For each class, a list of texture metrics was sorted in descending order of importance
and filtered with a correlation threshold of 0.7. Forward inclusion of texture metrics
proceeded until an optimal OOB class error was identified. Figure 3.14 illustrates the
reduction in class specific OOB error rate with additional texture metrics. Classes of
higher spectral variability (Sarcocornia sp., Tecticornia sp., and Gahnia sp.) all required
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at least 4 additional texture metrics to reduce the class error to below 1% (OOB error of
0.01). Classes with low spectral variability (Sand, Mudflats and Saltpan) required only a
single texture metric. Samolus sp. required two additional texture metrics.
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Figure 3.14: Graph illustrating the change in class-specific OOB error rate with additional
texture metrics.
The final class-specific texture metric selection is presented in Table 3.4. The most fre-
quently selected texture model was the first order kernel, followed by the GLCM. The
high performance of first order and GLCM metrics resulted in the exclusion of both
wavelet-based and LBP metrics. The texture of NIR bands and vegetation indices were
most frequently utilised. Repetitions of texture metrics between classes provided insight
into characteristics responsible for separating those classes. The GLCM Mean of the
RE-NDVI spectral index was listed as the most important texture metric for mudflats,
sand and saltpan, and therefore clearly represents a major feature of texture for class
separation within the broader non-vegetation classes. In contrast the vegetation classes
exhibited a wide range of first order and GLCM texture metrics.
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Table 3.4: List of the final determination of class-specific texture metrics.
Samolus sp. Sarcocornia sp. Tecticornia sp. Gahnia sp.
FO: NDVI Mean K15 FO: 750 Mean K15 GLCM: 670 Mean K15 FO: 670 Mean K15
GLCM : 750 Mean K15 GLCM: RE-NDVI Dis K15 FO: 700 Skew K15 FO: NDVI Mean K13
GLCM: RE-NDVI Hom K15 FO: 530 Kurt K15 FO: 700 Skew K15
GLCM: 700 Ent K15 GLCM: NDVI Cor K15 FO: 750 Mean K15
GLCM: 700 Cor K15 FO: 700 Kurt K15 GLCM: RE-NDVI Hom K15
Sand Mudflats SaltPan
FO: RE-NDVI Mean K13 FO: RE-NDVI Mean K13 FO: RE-NDVI Mean K13
3.4.5 Final Classification
RF models were generated upon a class-by-class basis incorporating the class-specific
texture metrics. Class probability for each object was calculated from the respective
class-specific RF. Objects were classified based upon the highest class probability (see
Fig. 3.15).
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Figure 3.15: Saltmarsh object-based classification (spectral and texture data).
The error matrix of the texture-based classification is presented in Table 3.5. All classes
show an improvement in classification rate, and with the single exception of Sarcocornia
sp. and mudflats, all remaining misclassifications between the broader vegetation and non-
vegetation groups are eliminated. The greatest gains in classification accuracy are made
within the spectrally variable vegetation classes, namely Tecticornia sp. and Gahnia sp..
Improvement of classification accuracy in Sarcocornia sp. is reduced by strong increased
misclassification with mudflats. Misclassification within the non-vegetation group persists
between mudflats and saltpan.
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Table 3.5: Full image GEOBIA classification confusion matrix generated utilising both
object spectral and texture properties (%).
Class Samolus Sarcocornia Tecticornia Gahnia Sand Mudflats SaltPan
Samolus 98.44 6.61 0.95 9.56 0 0 0
Sarcocornia 1.45 73.57 1.25 0 0 0 0
Tecticornia 0.01 1.01 97.24 15.14 0 0 0
Gahnia 0.1 0.32 0.56 75.3 0 0 0
Sand 0 0 0 0 98.39 4.68 21.58
Mudflats 0 18.49 0 0 0 76.21 3.33
Saltpan 0 0 0 0 1.61 19.11 75.10
Overall Accuracy 84.89
3.5 Discussion
3.5.1 Role of Texture and GEOBIA
The results of this study illustrate that texture metrics and GEOBIA are mutually bene-
ficial approaches for the analysis of ultra-fine spatial resolution UAS data. We established
that the inclusion of texture metrics into GEOBIA improved classification accuracy over
spectral-based GEOBIA (see Tables and ). Misclassifications are evident between mud-
flats and Sarcocornia sp. (see Table 3.5). These errors occur within an environmental
gradient between the two classes (see Fig.3.16). The changes in tidal inundation create
this gradient whereby areas closer to the shoreline experience longer periods of salt-water
inundation. Sarcocornia sp. is gradually excluded along this gradient as it becomes unable
to cope with longer periods of inundation. This in turn results in a gradual exposure of
the underlying mudflats. In the absence of texture metrics, these mixed areas are being
regularly misclassified as Tecticornia sp. (see Table 3.3).
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Figure 3.16: Illustration of the gradient between Sarcocornia sp. and mudflats. Variable
periods of saltwater inundation result in a gradual thinning of Sarcocornia sp..
3.5.2 Random Forest Texture Selection
The RF classifier provides a rapid and robust texture selection framework. The processing
time of this framework is dependent upon both the total number of texture metrics and
the number of thematic classes. Starting with a representative training mosaic is key for
achieving rapid execution of this proposed framework. The study, however, implements
no preliminary analyses that may further reduce this dataset, instead opting for inclusion
of a wide range of texture models, kernel sizes, and metrics. Variable selection studies
have illustrated the value of implementing expert knowledge to provide an initial reduc-
tion in the volume of variables. This is, however, typically done when using less abstract
phenomena, such as environmental or topographic variables. Given both the abstract na-
ture of texture and its high sensitivity to sample scale and classification context, expert
knowledge on texture may be limited to very broad intuition of class-specific dominant
tonal or spectral band characteristics. Herold et al. (2003) illustrates this expert knowl-
edge approach by limiting GLCM measures to the near-infrared band for vegetation while
Dorigo et al. (2012), when faced with highly correlated image bands, selected only the
band of highest entropy for texture analysis.
The RF training mosaic is created from homogeneous, representative image sections of
each class. This therefore excludes the confusion of fuzzy gradients experienced between
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mudflats and Sarcocornia sp.. It can therefore be expected that class separability within
this texture training dataset is greater than that for the whole image. Despite this limita-
tion, the training mosaic may provide some first insight into class separability. The results
of the mosaic illustrate some difficulty in class separability within the broader vegetation
and non-vegetation groups. This provides the first hint that the more heterogeneous
vegetation classes would benefit from additional texture metrics.
The goal of a texture model is to spatially generalise image tonal structure. It therefore
follows that the more spectrally homogeneous a class is (i.e. the less tonal structure), the
less benefit texture metrics will have. This concept is illustrated in the change of accuracy
of Samolus sp. and the three non-vegetation groundcover classes. Figure 3.11 illustrates
the lack of spectral variability of these four classes, with the noted exception of the 750 nm
band. In this case, the texture selection framework has selected for mean texture metrics
used to smooth out tonal variation rather than quantifying its structure. An examination
of the texture metrics selected by the RF reveals that all layers for these four classes,
either directly or indirectly, utilise the 750 nm band (see Table 3.4). Furthermore, the
non-vegetation classes all select the same first order mean measure of the RE-NDVI band.
The reduced calibration success of the 750 nm band may be a contributing factor for the
additional variation it exhibits. These texture metrics may therefore be more of a response
to miscalibration rather than any actual tonal structure.
Further potential exists in reducing processing time of this framework by focusing upon
two aspects: i) assessment of the need for texture on a class-by-class basis, and ii) the
spectral input bands from which to derive texture metrics. Maillard (2003) highlights
that the value of texture lies in its capacity to spatially generalise image tonal struc-
ture. There remains a need for a framework to quantitatively identify both the dominant
tonal structure within a class (homogeneous or texture) and its separability with other
classes, before committing processing time to identifying a suitable texture metric for
entire images.
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3.5.3 Texture Selection Framework Comparison
Past literature has explored the development of texture analysis frameworks. Ella and
van den Bergh (2008) presented a similar framework to this study, in that representative
tiles extracted from a larger dataset are used to compare the performance of nine different
texture models. The overall accuracy of support vector machine classification was used
to assess the performance of a texture model. Maillard (2003) assesses the performance
of three texture models for the pixel-based separation of highly different textures, with a
direct comparison to an overall classification task as well as assessing a models capability
to separate classes of varying similarity.
The dimensionality of a texture metric dataset is a limiting factor in the approach of
these studies. Given the wide availability of texture models and metrics, a comprehensive
analysis of texture can significantly expand the dimensionality of data. Coupled with a
texture selection framework that limits the analysis to a reduced subset, a texture analysis
may achieve a condition known as the ’large p, small n’ problem. The ’large p, small n’
problem occurs when the number of parameters (i.e. texture metrics) in a dataset exceeds
the number of samples (Loh, 2012). This is known to undermine the assessment of variable
importance using traditional regression or decision tree analyses (Kitchen, 2011).
We believe that our framework advances the selection of texture within the context of re-
mote sensing studies. The random forest model has been demonstrated as robust against
high dimensionality data, thereby maintaining classification performance even under con-
ditions of ’large p, small n’ (Strobl et al., 2007; Loh, 2012). Random forest is an appro-
priate model for the selection of texture metrics given its reduced vulnerability to high
dimensional data, and is therefore capable of accurately processing a large array of texture
metrics. Our framework builds upon past remote sensing random forest implementations
(Duro et al., 2012; Stumpf and Kerle, 2011; Chan and Paelinckx, 2008; Rodriguez-Galiano
et al., 2012; Dorigo et al., 2012) by explicitly focusing upon texture metric selection, ex-
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panding the study to include multiple models, and ensuring random forest bias is reduced
through the addition of a correlation threshold. This study illustrates the capabilities of
this random forest framework through the direct assessment of 693 different texture met-
rics derived from four texture models, and the final identification of metrics that produced
practical accuracy improvements.
3.6 Conclusion
This study demonstrates a texture selection framework for identifying class-specific tex-
ture metrics. The framework utilises spatial subsets to rapidly generate metrics from four
different texture models: first order kernel, the grey-level co-occurrence matrix, the local
binary pattern operator, and the discrete wavelet transformation. A random forest en-
semble model was used to identify class-specific texture metrics at an appropriate analysis
scale. The framework tested 693 texture metrics for the classification of unmanned aerial
systems (UAS) saltmarsh data. A total of 20 metrics for seven saltmarsh groundcover
classes. Class-specific metrics were shown to improve the classification of ultra-fine spatial
resolution UAS data, both for the overall accuracy (a 17.23% improvement) as well as for
each of the seven groundcover classes.
This study further demonstrates the complementary natures of texture metrics and geospa-
tial object-based image analysis (GEOBIA). Texture modelling and GEOBIA represent
different approaches to spatial generalisation. Texture modelling in this study was incor-
porated into a broader GEOBIA. However, the application of GEOBIA within this study
was rudimentary, with little exploration of the different available GEOBIA parameters or
spatial characteristics of image objects. The next task is to explore the complementary
nature of GEOBIA and texture modelling. This will require the development of a GEO-
BIA framework that analyses the role of object spatial characteristics, and identifies the
specific role of texture modelling within GEOBIA.
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Thesis Context
The UAS generates spatial data at an ultra-fine spatial resolution previously unavailable.
Chapter 3 provides a texture modelling framework that utilises random forest based
machine learning to identify class-specific texture metrics. It was demonstrated that the
scale of analysis of these identified texture metrics improved the classification of ultra-
fine spatial resolution UAS saltmarsh data. The following Chapter details the second
stage of the broader spatial generalisation framework, building upon texture modelling
by introducing GEOBIA.
Chapter 4
A Semi-Automated GEOBIA Framework
for the Classification of Ultra-Fine Spatial
Resolution UAS Data
The focus of Chapter 4 is upon the development of a GEOBIA framework that analyses
and identifies relevant class-specific image segmentation parameters. The Chapter is the
second stage of a broader framework for the spatial generalisation of UAS ultra-fine spatial
resolution data to a suitable class-specific analysis scale.
4.1 Abstract
The sample scale of unmanned aircraft systems (UAS) results in fine scale measurements
of high spatial complexity. Geospatial object-based image analysis (GEOBIA) can be
used to spatially generalise information by segmenting image data into image objects.
Optimal image segmentation is dependent upon the relative scale of analysis required.
This paper presents a framework for the identification of class-specific GEOBIA segmen-
tation parameters. The framework utilises digitised user subsets to test the accuracy of
segmentation scales. Spatial and classification accuracy assessments are used to identify
84
4.2. INTRODUCTION 85
class-specific scales of under- and over-segmentation. Optimal class-specific segmenta-
tion scales are identified using this information. Incorporating class-specific segmentation
scales improved the GEOBIA classification accuracy of UAS saltmarsh data over a single
scale GEOBIA (16.4%). Additional texture metrics increased both classification and spa-
tial accuracy of GEOBIA, demonstrating the complimentary nature of texture modelling
and GEOBIA for spatial generalisation. This paper improves the analysis of ultra-fine spa-
tial resolution UAS data by providing a framework for the identification of class-specific
relative analysis scales.
4.2 Introduction
4.2.1 Ultra-fine spatial resolution data
The capacity to generate ultra-fine spatial resolution data are a fundamental appeal of
low-flying unmanned aerial systems (UAS). Flying at altitudes between 50 to 200 m,
allows the generation of geographic data at spatial resolutions finer than 5 cm (Laliberte
et al., 2011a; Lechner, 2012). The increased resolving power of UAS provides a fine sample
scale that allows small image features to be distinguished. However, the fine sample scale
also vastly increases the spatial complexity of image data as the structural variation within
image features becomes distinguishable (Woodcock and Strahler, 1987; Blaschke, 2010).
New image analysis techniques are required to adapt to the increase in UAS sample scale.
4.2.2 Scale
Features, patterns, and processes may be observed and characterised across a range of
spatial scales (Marceau, 1999). The scale of sampling using remote sensing techniques,
records a specific level of organisation (Marceau, 1999), and therefore determines what
features, patterns, or processes can or cannot be observed (Turner et al., 1989). The
appropriate sampling scale is determined by the environment and information sought,
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the type of analysis needed to extract this information, and the spatial structure of the
image (Woodcock and Strahler, 1987). Within a remote sensing context, sampling scale is
the spatial resolution of the data. It is also important, however, to recognise the relative
scale of phenomena (Benz et al., 2004). Within the context of remote sensing, there is a
need to clearly distinguish between the absolute sample scale, and the appropriate scale
of analysis relative to the scale of image phenomena (Marceau and Hay, 1999).
Sample Scale
Sample scale within remote sensing refers to the fixed observation characteristics of col-
lected data. These characteristics are independent of any image feature under observation.
Sample scale has two main components: grain and extent (Marceau and Hay, 1999). The
grain defines the finest spatial area generalised into a single observation. This is repre-
sented by the spatial resolution of an individual pixel. Conversely the extent represents
the cumulative spatial span of all detected grains, and therefore represents the spatial
extents of the image.
A fundamental drawback of data sample scale is the modifiable areal unit problem
(MAUP) (Wu and Qi, 2000). MAUP arises from the vast number of ways an area can be
divided into non-overlapping areal units (grains), and the data variation these differences
generate (Wu et al., 2002). MAUP arises from two issues known as the scale and the
aggregation problem (Marceau and Hay, 1999). The MAUP scale problem represents the
variation in data caused by grains that differ in shape and/or spatial extents of sampling.
The MAUP aggregation problem is due to differing spatial distributions of grains, which
spatially modifies the area of spatial generalisation for each pixel.
Analysis Scale
Where sample scale provides information on how image data are constructed and repre-
sented, the scale of analysis is the scale at which phenomena is observed (Marceau and
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Hay, 1999; Marceau, 1999). The analysis scale is defined as the window of observation
through which an analyst interprets the image, and thereby provides both a direct and
relative spatial context to phenomena. Phenomena within a natural environment rarely
occur at the same spatial scale. An image may therefore have numerous relative scales
of analysis, each one relevant to different phenomena (Marceau, 1999; Laliberte et al.,
2012).
Strahler et al. (1986) distinguishes two categories of analysis scale relative to the ca-
pacity of an images sample scale to resolve phenomena: H- and L- resolution. Within
H-resolution imagery, the scale of phenomena exceeds the size of the image grain. This
results in spatially and spectrally distinct image features. Conversely within L-resolution
imagery, phenomena are smaller than the grain and has pixels with mixed spectral prop-
erties (Plaza et al., 2009). Given the variety of spatial scales of image phenomena, image
data can be either described as either H- or L- resolution depending upon the resolving
power.
4.2.3 Spatial Generalisation
Traditional discrete pixel-based approaches to image analysis operated at the sample
scale of the image. This approach has been most successful within L-resolution imagery
(Blaschke et al., 2014; Blaschke, 2010), whereby the spectral mixing homogenises the
variability of features (Powers et al., 2012). In contrast, ultra-fine spatial resolution of
UAS data results in predominately H-resolution data (Blaschke, 2010; Lechner, 2012).
As fine-scale feature detail becomes increasingly measurable due to the scale of UAS,
the internal complexity of features increases (Woodcock and Strahler, 1987; Marceau and
Hay, 1999). This added complexity places considerably limitations on traditional discrete
pixel-based techniques, as individual pixels lack broader geometric generalisation and
contextual information (Stumpf and Kerle, 2011). To compensate for the increased scale
of ultra-fine spatial resolution data, image analysis has shifted away from a pixel-based
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absolute scale to the relative scale of image phenomena. This is achieved using spatial
generalisation to shift the scale of the analysis.
4.2.4 GEOBIA
A recent development in spatial generalisation is the use of geospatial image object analy-
sis (GEOBIA). The foundation of GEOBIA is the segmentation of an image into smaller,
meaningful image objects. Image objects are neighbouring pixels that have been grouped
together due to their similarity (Castilla and Hay, 2007; Lechner, 2012). A common ap-
proach to GEOBIA relies upon a region growing algorithm to construct non-overlapping
objects (Blaschke, 2010). Region growing first identifies initial seed pixels within an im-
age. Homogeneous image objects are then ’grown’ from these seeds by iteratively merging
neighbouring pixels or objects of similar spectral properties (Feizizadeh and Blaschke,
2013). The selection and weighting of suitable image bands as well as the sequence of
pixel aggregation determine individual object boundaries and therefore the overall seg-
mentation result (Blaschke, 2010; Benz et al., 2004). Modifying the object homogeneity
threshold provides a degree of control of the size image objects (Duro et al., 2012), and
therefore the extent of spatial generalisation. Region growing techniques have the poten-
tial to spatially generalise the absolute sample scale of data to a relative scale of analysis
appropriate for image phenomena.
Image objects may not initially relate to real-world features. Instead, they provide an
essential building block for additional image processing that aggregates objects into mean-
ingful features Benz et al. (2004). Albrecht et al. (2010) distinguishes between two groups
of image object boundaries: bonafide and fiat (see Fig.4.1). Bonafide boundaries are tan-
gible delineations between image features. Conversely fiat boundaries lack a clear image
border, and represent object boundaries within a feature. Image objects may represent a
mixture of bonafide and fiat boundaries.
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Fiat Object Boundary
Bonafide Object Boundary
Figure 4.1: Segmentation results illustrating objects with both bonafide and/or fiat
boundaries. Red bonafide boundaries are the tangible inter-object boundaries between
mudflat and vegetation. Yellow fiat boundaries lack a visible border and represent intra-
feature objects within either mudflat or vegetation.
The second phase of GEOBIA is the classification of objects (Aguilar et al., 2013; Benz
et al., 2004). Objects classification predominately uses a mixture of image and geometric
properties. Standard statistical measures, including the mean and standard deviation,
are calculated from enclosed pixels. Object geometry characteristics are also used, and
may include object shape, size, and relationships with neighbouring objects (Blaschke,
2010; Benz et al., 2004; Laliberte et al., 2012). As these characteristics are derived at the
relative analysis scale of the segmentation, the application of GEOBIA has the potential to
address limitations associated with MAUP. The capacity to segment an image at multiple
scales allows for the spatial generalisation of the absolute sample scale of an image into
relative scales of analysis that are meaningful to specific image phenomena.
The Segmentation Scale Issue
GEOBIA image segmentation is entirely dependent upon image structure. This results
in inconsistencies when transferring segmentation parameters between different imagery,
even when of similar content. This creates difficulty in predetermining segmentation
parameters without some evidence of result. In earlier studies, it was common to test
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an arbitrary range of segmentation parameters with the segmentation choice selected by
a visual appraisal or a final accuracy assessment (Darwish et al., 2003). However, such
approaches are time-consuming and too broad to take into consideration the relative scale
of class features. A conceptual and practical framework is required for rapidly identifying
optimal class-specific segmentation parameters prior to a full-scale GEOBIA.
4.2.5 GEOBIA Accuracy Assessment
The complex spatial representations of GEOBIA relative scales of analysis creates a new
challenge in evaluating object validity (Albrecht et al., 2010). In addition to thematic
accuracy, objects have geometric boundaries. These boundaries require an additional spa-
tial accuracy assessment to determine the degree of fitness of a segmentation to represent
image features. Object validation therefore requires both an accurate representation of
feature boundaries and correct thematic classification.
Object Boundary Assessment
In a spatial comparison between between geospatial objects, differences fall within two
distinct groups: geometric and topological (Mo¨ller et al., 2007). Geometric differences
arise through misregistration between image data. This is a factor only when data used
for segmentation is separate from that used for validation. Misregistration error in the
geographic space defined by the two datasets results in projection and spatial location
differences. Conversely, topographical differences arise from a direct spatial comparison
of object shape. Topographical differences are subdivided into five categories based upon
the characteristics of object overlap (Whiteside et al., 2012b).
The simplest implementation of object validation is through a trial-and-error visual ap-
praisal of the segmentation results (Lechner, 2012; Duro et al., 2012). This approach
offers only a qualitative assessment of object spatial characteristics, relying more upon
traditional point-based thematic accuracy assessment to quantify accuracy. However, this
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approach lacks objectivity and robustness in assessing the spatial characteristics of ob-
jects. To ensure consistency over repeated assessments, the reference representation of a
spatial dataset is required. The validation dataset most commonly used is a user-digitised
image interpretation (Radoux et al., 2008; Whiteside et al., 2012b; Albrecht et al., 2010).
The use of a user-digitised dataset provides a fixed source for object assessment. It also
raises some considerations however, as the user themselves determine what relative scale
of analysis is appropriate for feature delineation. The selection of analysis scale is not
only variable between individuals, but may also change and adapt as individual experience
grows.
User-digitisation may be extracted from either an independent dataset or the dataset
under analysis. If derived from the specific image under analysis, generating a validation
dataset for all new data is required. For temporal studies of a single site, this may intro-
duce potential errors through inconsistent user digitisation. It does, however, eliminate
geometric differences in object comparison as segmentation and validation stem from the
same data source (Mo¨ller et al., 2007). Conversely, if validation is derived from an inde-
pendent source, geometric differences may be introduced. Additionally, differences in the
sample scale of collected and validation data may alter how an analyst generalises bound-
aries. Despite this, the independence of the validation dataset makes it more suitable
for on-going temporal studies. Past studies have explored both pixel and object based
metrics to assess object accuracy relative to user-digitisation.
Whiteside et al. (2012b) and Mo¨ller et al. (2007) adopted an approach whereby random
points within the image are selected for accuracy assessment. Within a circular area,
groundcover delineations are interpreted and digitised. Albrecht et al. (2010) implement
a technique to address variability within user image-interpretation, whereby delineations
from multiple analysts were generalised in the accuracy assessment. This was achieved
under the assumption that from multiple delineations, an average, meaningful measure
of object boundary may be derived. Object fate analysis (OFA), a techniques that aims
4.2. INTRODUCTION 92
to categorise the overlap between reference and segmented objects with regard to an
expanding epsilon error band, was then implemented to assess topological object accu-
racy. Conversely, Mo¨ller et al. (2007) assessed both geometric and topological differences
using two different object metrics within eCognition. This was achieved using multi-
ple hierarchical object layers whereby reference data layer is super to the segmentation
layer. Topological accuracy was derived using the relative area in super-object, and the
geometric accuracy was derived using the relative position to super-object metrics.
Thematic Accuracy
The other aspect of GEOBIA accuracy assessment is thematic accuracy. Thematic ac-
curacy assesses the predictive power of a classification algorithm. Thematic accuracy
is typically point based, whereby the thematic assignment by a classifier at a location is
compared against that of a validation set. Point-based thematic assessments provide class-
by-class accuracy of a classification, from which the overall accuracy can be calculated.
Where practical, validation datasets are constructed from direct field measurements to
ensure maximum accuracy.
Remote sensing classification is built upon class definitions that are both mutually ex-
clusive and exhaustive. Under these definitions, each unit of an analysis (whether object
or pixel) can be assigned to one, and only one, thematic class. The objective of spatial
generalisation is to improve the exclusivity and exhaustiveness of class definitions. Appli-
cation of the wrong analysis scale (through an incorrect segmentation scale), may result
in an inappropriate degree of spatial generalisation that fails to meet these class definition
goals. Classification accuracy may be degraded by two forms of segmentation inaccuracy:
under-segmentation and over-segmentation (Liu and Xia, 2010).
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4.2.6 Under-segmentation
Under-segmentation occurs when segmentation results in image objects that are larger
than the corresponding real-world objects (see Fig. 4.2) (Liu and Xia, 2010). Under-
segmented objects fail to adequately capture bonafide boundaries (Johnson and Xie,
2013). This results in either object boundaries that cross multiple features, or smaller
features merged into larger surrounding objects. The properties of these objects no longer
represent a single class, violating mutual exclusivity, and reducing classification accuracy.
As under-segmentation reduces bona fide boundary accuracy, an object spatial accuracy
assessment may be used to identify under-segmentation.
Under-Segmentation
Object Boundary                     Object Mean
Over-Segmentation
Figure 4.2: Comparison of the effects of under- and over-segmentation. Under-
segmentation fails to delineate the bonafide boundaries between grasslands and mudflat.
Over-segmentation fails to remove excess spatial variability.
4.2.7 Over-segmentation
Over-segmentation occurs when segmentation generates small image objects that lack
spatial generalisation (see Fig. 4.2) (Liu and Xia, 2010). This lack of spatial generalisation
fails to significantly reduce local variance. This is represented by features with excessive
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object fiat boundaries. As a feature is progressively segmented into smaller and smaller
objects, the overall spatial generalisation is reduced. Insufficient spatial generalisation
fails to reduce the spatial variation that undermines accurate classification. As over-
segmentation reduces classification accuracy, a thematic accuracy assessment may be
used to identifying over-segmentation.
Under- and over-segmentation are linked with the relative scale of analysis. However,
features between classes may occur at different relative scales. It is therefore clear that
a single segmentation scale is inappropriate for addressing both the under- and over-
segmentation of all classes. This requires the identification of class-specific relative anal-
ysis scales and their incorporation into the one analysis.
4.2.8 Texture
In addition to GEOBIA, image texture models provide a second approach to spatial
generalisation. Texture models attempt to quantify the replications, symmetries and
patterns in tonal structure across the image (Woodcock and Strahler, 1987). A texture
model attempts to quantify the tonal structure within a local neighbourhood using a single
metric. Compared with the relative analysis scale of GEOBIA whereby object shape and
size shift according to the underlying data, the analysis scale of texture metrics retain
the static structure of sample scale. However, unlike the absolute sample scale of data,
the analysis scale of texture metrics are not fixed. Modifying the local neighbourhood
extents of the model allows control over the scale of analysis for the derived metric.
Previous research has demonstrated that GEOBIA and image texture modelling are by
no means mutually exclusive approaches for spatial generalisation (Puissant et al., 2005;
Shinde and Shrivastava, 2012; Kim et al., 2009; Laliberte et al., 2012). Limitations remain
in the integration of texture metrics into GEOBIA. The blurring of class boundaries that
occurs with neighbourhood-based texture models obscures boundaries between features.
This excludes the applicability of texture metrics within the segmentation phase. The
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value of texture metrics therefore lies more within the statistical measures a defined object
may extract from them.
4.2.9 Paper Aim
The primary aim of this paper is to present a framework that identifies optimal seg-
mentation parameters for class-specific relative scales of analysis. Image segmentation is
conducted using the eCognition software package. The identification of eCognition pa-
rameters is achieved through the use of user-digitised training subsets. The framework
explores the separation of GEOBIA into two phases: the identification of relative analysis
scale and the refinement of object shape. Scale identification aims to identify the optimal,
class-specific relative scales of object segmentation. This identification is achieved with
regard to the principles of over- and under-segmentation. Furthermore, the role of ad-
ditional texture metrics for identifying relative analysis scales are explored. The second
phase of shape refinement expands upon the identified relative segmentation scales by
exploring the potential for further shape refinement. Refinement of object shapes seeks
to improve the spatial fit of segmented objects to digitised reference objects.
4.3 Methods
4.3.1 Study Site and Data Collection
The study revisits a dataset previously explored within a texture metrics selection frame-
work (see Chapter 3). Table 4.1 presents the data collection and spatial accuracy, while
Table 4.2 presents the radiometric calibration results. UAS data was collected over a 200
m stretch of coastline using a 6-band TetraCam miniature multiple camera array (Mini-
MCA) attached to a MikroKopter UAS (see Fig. 4.3). Filters used were 490, 530, 570,
670, 700 and 750 nm (10 nm FWHM). The 490 nm channel was discarded however, due
to poor calibration results. Individual images were corrected for sensor aberrations, and
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mosaicked into an orthophoto with a 5 cm spatial resolution, using the AgiSoft Photo-
Scan Professional software package. The multispectral ortho-imagery was calibrated to
reflectance using an empirical line transformation based on three spectral ground control
targets measured with an ASD HandHeld2 directly after the UAS flight. The normalised
difference vegetation index (NDVI) and the red-edge normalised difference vegetation
index were derived from the multispectral image.
Table 4.1: Image Acquisition Details and Construction Accuracy
Site Date UAS Images GCPs Samples Bands Spatial Res. RMSE
Ralphs Bay 25/11/2011 149 23 53 6 0.05 m 0.15 m
Table 4.2: Sensor Calibration Results
Wavelength (nm) 490 530 570 670 700 750
EL Calibration (r2) 0.514 0.989 0.971 0.983 0.956 0.835
m
0                      50
Figure 4.3: QuickBird image of the saltmarsh study site overlaid with both UAS generated
RGB and false colour orthophotos.
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The saltmarsh study site was dominated primarily by seven groundcover classes divided
into four native vegetation and three non-vegetation classes. The four vegetation classes
consisted of common native saltmarsh species: Samolus repens, Sarcocornia sp. (Sarco-
cornia blackiana and Sarcocornia quinqueflora), Tecticornia arbuscula and Gahnia filum.
The three non-vegetation classes were intertidal sand flats, inundated mudflats, and salt-
pans. The spatial structure of these seven groundcover classes was explored in more detail
in a previous texture-selection framework study (see Chapter 3).
4.3.2 Calculation of Texture Metrics
A random forest-based machine learning framework was previously implemented to iden-
tify relevant texture metrics. Texture metrics were assessed from four different models:
first order kernel, GLCM, LBP and wavelet. Class-specific texture metrics were identi-
fied (see Chapter 3) and calculated for the full image (see Table 4.3) . Texture metrics
were excluded from the segmentation process, and were used only to derive additional
statistical properties for the final image objects.
Table 4.3: List of the final determination of class-specific texture metrics.
Samolus sp. Sarcocornia sp. Tecticornia sp. Gahnia sp.
FO: NDVI Mean K15 FO: 750 Mean K15 GLCM: 670 Mean K15 FO: 670 Mean K15
GLCM : 750 Mean K15 GLCM: RE-NDVI Dis K15 FO: 700 Skew K15 FO: NDVI Mean K13
GLCM: RE-NDVI Hom K15 FO: 530 Kurt K15 FO: 700 Skew K15
GLCM: 700 Ent K15 GLCM: NDVI Cor K15 FO: 750 Mean K15
GLCM: 700 Cor K15 FO: 700 Kurt K15 GLCM: RE-NDVI Hom K15
Sand Mudflats SaltPan
FO: RE-NDVI Mean K13 FO: RE-NDVI Mean K13 FO: RE-NDVI Mean K13
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4.3.3 eCognition Image Segmentation
Image data was segmented by the eCognition1 software package developed by Trimble.
Data was segmented using the multi-resolution segmentation algorithm (Benz et al., 2004).
This algorithm utilises a bottom-up approach, beginning with objects of individual pixels.
Neighbouring objects are iteratively merged until the threshold of intra-object homogene-
ity is reached. Image segmentation in eCognition is controlled by four main parameters:
scale, image layer selection, layer weightings and shape/compactness.
Scale is a unitless parameter used to set a relative threshold for intra-object homogeneity
(Duro et al., 2012). As the algorithm is a bottom-up approach, increasing scale does
not redefine segmentation boundaries, but rather dissolves existing ones (see Fig.4.4).
The image layer selection provides the underlying pixel values for object growing. Layer
weighting can be applied to image layers to preference specific data layers in the segmen-
tation process.
Scale 25                                            Scale 50                                            Scale 75
Figure 4.4: Comparison of increasing scale of grassland segmentation. Notable is that
increasing scale does not introduce new boundaries but rather dissolves existing ones.
The shape setting and its extension compactness provide additional refinement of object
boundaries. Shape provides a relative measure of the importance of pixel values for
calculating an objects border. The lower the measure, the more strictly a border’s path
follows the pixel values. Conversely, the larger the measure, the more relaxed object
borders become. This results in a smoother, more generalised border path (see Fig.4.5).
1http://www.ecognition.com/
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Shape 0, Compactness 0                Shape 0.5, Compactness 0             Shape 0.5, Compactness 0.9
Figure 4.5: Comparison of the effects of shape and compactness measures. Noteable is the
decreased boundary variation within increasing shape and the decreased object variability
with increasing compactness.
The compactness setting is an extension of shape. Object compactness is defined as the
ratio of perimeter to area, whereby the circle is the most compact object. Therefore,
higher compactness index result in object shapes more closely resembling circles. This in
turn reduces variation between object shape.
Increasing scale dissolves object boundaries. As class intra-variation is less than inter-
variation, it can be expected that an increasing scale will disolve within-class fiat bound-
aries before between-class bonafide boundaries. The GEOBIA framework is required to
identify two aspects of this process: i) bonafide boundaries that spatially delineate neigh-
bouring features, and ii) fiat boundaries that provide optimal spatial generalisation for
class separation. Towards these goals, the GEOBIA framework proposed in this study
investigates the scale, shape, and layer weighting parameters of eCognition segmentation.
The compactness parameter was set at constant value of 0.
Training Subsets
In the proposed GEOBIA framework, the identification of segmentation scale was class-
specific. It identified class-specific boundaries through machine learning assisted by user
digitisation of bonafide boundaries. Training data were digitised from the same UAS
source layer used in the segmentation to mitigate spatial object inaccuracy through mis-
registration. Representative subsets were identified for each of the thematic classes based
upon expert knowledge, field experience and collected sample field-data (including geolo-
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cated terrestrial data). Subsets were extracted using eCognition, and user-digitised using
ArcGIS to produce qualitative class boundaries.
4.3.4 Optimal Segmentation Scale
A workflow was developed to identify the optimal scale of image segmentation (see
Fig.4.6). The optimal scale of image segmentation was defined as the scale of greatest
class separability with spatial delineation of all class features. This requires a spatial ac-
curacy assessment to determine spatial delineation and classification accuracy assessment
to determine class separability.
Class Subsets
User-Digitised 
Boundaries
Image Subset
Segmentation
Representative 
Class Objects
Class Boundary
Extraction
Object Attribute
Extraction
Spatial Accuracy
Metric
RF Class
Separability
Texture Analysis
Framework
Multispectral 
Imagery
User Inputs
Automated
Segmentation
Scale Iteration
Optimal Class-Specific 
Segmentation Parameters
Figure 4.6: Workflow for identifying class-specific optimal scales of image segmentation
with regard to over- and under-segmentation.
4.3. METHODS 101
Spatial Accuracy & the Identification of Under-Segmentation
Subsets are first extracted using eCognition, and then segmented between scales 3 and
100. Each segmentation result was exported as a vector file (Shapefile). Vector objects
contain the statistical attributes of the underlying spectral and texture metrics. The
OGR Python library was used to process the segmentation and digitised subset layers.
A best-fit segmentation bonafide boundary was identified based upon the user digitised
boundary (see Fig.4.7). This was done by calculating the area overlap of each object
with the classes within the user digitised layer. Objects were then labelled based upon
the highest proportion of class overlap. Spatial metrics used to assess object overlap are:
agreement, omission and commission. These three metrics were used to determine the
spatial accuracy of the segmentation relative to the user-digitisation.
Scale 3 Scale 20 Scale 60
Agreement
Omission
Commission
User Digitisation Object Class Labelling Object Boundary Extracted
Figure 4.7: Illustration of object extraction based upon user digitisation for spatial accu-
racy assessment. Segmentation objects are initially labelled based upon user digitasation,
and the best-fit boundary extracted. Spatial metrics of agreement, omission and commis-
sion are used to assess accuracy.
An analysis of the spatial accuracy over the segmentation range was used to identify
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under-segmentation. This was achieved through the confirmation of bonafide boundaries
within all class-specific subsets. The scale of under-segmentation was identified whereby
any class-specific training subset recorded a 100% rate of omission. This segmentation
scale marked the upper threshold limit, whereby scales at or in excess of this fail to
reliably segment class features.
Classification Accuracy & the Identification of Over-Segmentation
Over-segmentation was used to identify the scale of optimal class separation. The degree of
spatial generalisation to achieve optimal class separation is relative to the characteristics of
the classes to be separated. It therefore requires a test of class separability of the labelled
objects generated by fiat boundaries within each segmentation scale. The Random Forest
(RF) ensemble classifier was used to test class-specific separability. Objects labelled within
all subsets at each scale of segmentation, were used to create a RF model (see Fig.4.8).
The class-specific out-of-bag (OOB) error is used to test class-specific separability at each
segmentation scale. The scale of optimal segmentation was identified as the scale of
greatest class separability lower than the scale of under-segmentation.
User Digitisation Object Class Labelling Object Attributes Extracted
Figure 4.8: Illustration of object extraction based upon user digitisation for classification
accuracy assessment. Segmentation objects are initially labelled based upon user digitasa-
tion, and individual object statistics are extracted. A random forest model is constructed
from all subsets at the same segmentation scale, and class-specific separability is subse-
quently tested.
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4.3.5 Random Forest Layer Weight
Layer weighting requires an estimate of the relative importance of image layers in de-
lineating a specific class. Random forest can be used to assess the relative importance
of image layers. A random forest model was generated from training areas using only
pixel-based information. Class-specific importance measures for each spectral band were
estimated. These importance measures were used to set the layer weights in the image
segmentation.
4.3.6 Optimal Object Scale Shape Refinement
The second phase of the GEOBIA framework aims to optimise the fit of segmented object
boundaries with the user digitised subset. The identification of class-specific scales pro-
duces bonafide boundaries that best fit the qualitative boundaries represented in the user
digitisation. Application of the shape parameter to the segmentation scale increases the
generalisation of these boundaries, potentially creating a better match to the reference
boundaries digitised by the user.
Segmentation of the subset areas was repeated once more for each class. The segmen-
tation scale remained at each classes identified optimal scale. The shape parameter was
iterated between 0.0 and 0.8 with increments of 0.01. The resulting segments were labelled
based upon the corresponding user digitisation of the subset. The fiat boundaries were
dissolved, and the area agreement spatial metric was used to test the spatial accuracy of
the segmentation. The optimal shape parameter was identified as that which minimises
disagreement between the segmentation and the photo-interpretation training set.
4.3.7 Analyses Overview
The GEOBIA framework was used to test the classification and spatial accuracy perfor-
mance of a number of segmentation approaches (see Table 4.4). the Static Scale analysis
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provided a baseline GEOBIA result, and was the same approach utilised in Chapter 3.
The Optimal Scale analysis expanded upon the Static Scale to explore the effects of class-
specific segmentation scales. The Texture analysis incorporates additional texture metrics
into object attributes to explore the effects of texture-based spatial generalisation with
the GEOBIA framework. The Layer Weight analysis extended upon the Texture analysis,
exploring the effect on spatial accuracy of using RF-derived layer weighting. The Shape
analysis was similar to the goals of the Layer Weight analysis, except the shape parameter
is explored for improving spatial accuracy. The final analysis was Shape & LW, which
aims to test the combined RF-derived layer weights and shape parameter for improving
spatial accuracy.
Table 4.4: List of the six different analyses and their corresponding parameters.
Analysis Object Attributes Scale Layer Weight Shape
Static Scale Spectral 75 1 0
Optimal Scale Spectral Class-Specific 1 0
Texture Spectral & Texture Class-Specific 1 0
Layer Weight Spectral & Texture Class-Specific RF Class Specific 0
Shape Spectral & Texture Class-Specific 1 Class-Specific
Shape & LW Spectral & Texture Class-Specific RF Class Specific Class-Specific
4.4 Results
4.4.1 Subset Analysis
Static Scale Analysis
The rudimentary GEOBIA approach implemented within Chapter 3 was repeated. This
time however, the spatial validity of image segmentation at a scale of 75 was tested
(see Table 4.5). The additional spatial accuracy assessment reveals the scale under-
segments the image, with features from two separate groundcover classes (Tecitcornia sp.
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and Gahnia sp.) returning 100% omission within a subset.
Table 4.5: Static Scale GEOBIA class-specific spatial and classification accuracy (%).
Class Scale Spatial Acc. Class Acc.
Gahnia sp. 75 - 0.777
Mudflats 75 0.803 0.813
Saltpan 75 0.804 0.759
Samolus sp. 75 0.813 0.436
Sand 75 0.838 0.692
Sarcocornia sp. 75 0.717 0.454
Tecticornia sp. 75 - 0.567
Over- and Under-Segmentation Assessment
The full image was segmented between scales 3 and 100. Each segmentation result was
tested for over- and under-segmentation. Classification and spatial accuracy assessments
were made for class-specific subsets. The overall classification and spatial accuracy reveal
the effects of over-segmentation (see Fig.4.9). The overall spatial accuracy illustrates
that as objects become smaller, the potential fit of segmented class boundaries with the
user digitisation is improved. Conversely, the reduction in object size leads to decreased
classification accuracy, as insufficient spatial generalisation results in less separability.
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Figure 4.9: Comparison of increasing segmentation scale upon the overall spatial and
classification accuracy of the training subsets.
The initial class labelling of the segmentation subsets was used to identify under-segmentation.
An analysis of the class subsets revealed that within the maximum scale limit of 100, two
classes were found to have recorded 100% omission within a subset: Gahnia sp. (scale
71) and Tecticornia sp. (scale 52).
Optimal Scale Analysis
Class-specific scales (based solely upon spectral data) were tested across the segmentation
scale range. Optimal class-specific scales were selected and their classification and spatial
accuracy recorded (see Fig.4.10). The identified relative scales ranged between 19 (Samo-
lus sp.) and 55 (Gahnia sp.). Selecting class-specific scales improved both classification
and spatial accuracy for all classes (see Table 4.6).
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Figure 4.10: Comparison of increasing segmentation scale upon the classification accuracy
of the three training subsets: Saltpan, Sarcocornia sp. and Tecticornia sp..
Table 4.6: Optimal Scale GEOBIA class-specific spatial and classification accuracy (%).
Class Scale Spatial Acc. Class Acc.
Gahnia sp. 55 0.798 0.802
Mudflats 52 0.808 0.841
Saltpan 22 0.872 0.861
Samolus sp. 19 0.874 0.654
Sand 29 0.847 0.811
Sarcocornia sp. 46 0.822 0.515
Tecticornia sp. 47 0.827 0.770
Spectral & Texture
Class-specific texture metrics were identified by implementing a RF-based texture selec-
tion framework (see Table 4.3). Classification of the subset segmentation between 3 and
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100 was repeated, this time including texture metrics as object attributes. Optimal class-
specific scales, classification and spatial accuracy were calculated and compared against
the previous spectral-only subset (see Table 4.7). Overall classification performance was
improved with the addition of texture metrics. Furthermore, classification performance at
smaller scales was also improved for all classes (see Fig.4.11). This resulted in a reduction
of the optimal class-specific segmentation scale. This reduction of optimal scale resulted
in smaller image objects that improved spatial accuracy. The largest scale change was
recorded by Sarcocornia sp. with a scale reduction of 17 resulting in a 5.2% increase in
spatial accuracy. Conversely, the scale of sand was reduced by a single scale, with no
measured effect upon its spatial accuracy.
Table 4.7: Texture GEOBIA class-specific spatial and classification accuracy (%).
Class Scale Spatial Acc. Class Acc.
Gahnia sp. 29 0.847 0.824
Mudflats 42 0.827 0865
Saltpan 18 0.875 0.866
Samolus sp. 16 0.893 0.664
Sand 28 0.847 0.819
Sarcocornia sp. 18 0.874 0.539
Tecticornia sp. 30 0.843 0.778
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Figure 4.11: Comparison of increasing segmentation scale upon the classification accuracy
of the three training subsets: Saltpan, Sarcocornia sp. and Tecticornia sp. between
texture and no texture object attributes. Notable is the increase in classification accuracy
at smaller scales.
Layer Weighting
A RF model was used to calculate the relative importance of each spectral layer to each
class. Layer weightings were set to these class-specific relative importance measures (see
Table 4.8). Image subsets were segmented and the corresponding classification and spa-
tial accuracy were recorded in Table 4.9. It was found that the layer weight substitution
improved the spatial accuracy of all classes. The greatest spatial improvements were
recorded by mudflats (12.6%) and sand (11.8%). Tecticornia sp. recorded the lowest
spatial improvement (1.3%). The overall classification accuracy was reduced, with only
Samolus sp. recording an increase in accuracy, while the accuracy of mudflats was un-
changed. Sand suffered the greatest reduction in classification accuracy (-11.8%), followed
by Gahnia sp. (-7.2%) and Tecticornia sp. (-7.1%).
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Table 4.8: Class-specific spectral layer weightings derived from random forest importance
530 570 670 700 750 NDVI RENDVI
Gahnia sp. 1.325 1.459 1.305 1.253 1.429 1.201 1.436
Mudflats 0.605 0.694 0.680 0.916 0.875 1.078 1.487
Saltpan 1.291 1.384 1.272 1.147 1.359 1.227 1.371
Samolus sp. 1.434 1.308 1.474 1.335 1.277 1.454 1.439
Sand 1.435 1.422 1.180 1.280 1.348 1.419 1.501
Sarcocornia sp. 1.488 1.526 1.503 1.470 1.463 1.482 1.492
Tecticornia sp. 1.135 0.822 1.445 1.115 1.254 1.324 1.012
Table 4.9: Layer Weight GEOBIA class-specific spatial and classification accuracy (%).
Class Scale Spatial Acc. Class Acc.
Gahnia sp. 29 0.908 0.752
Mudflats 42 0.953 0.865
Saltpan 18 0.971 0.858
Samolus sp. 16 0.980 0.674
Sand 28 0.965 0.701
Sarcocornia sp. 18 0.959 0.538
Tecticornia sp. 30 0.856 0.707
Shape
The shape parameter was iterated between 0.0 and 0.8, using optimal class segmentation
scales with a default layer weighting of 1. The classification and spatial accuracy of
the subsets was calculated. The optimal weight parameter was selected based upon the
greatest class-specific spatial accuracy. Spatial and classification accuracy are presented in
Table 4.10. When compared against RF-derived layer weighting, boundary generalisation
using the shape parameter further improves the overall spatial accuracy but continues to
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degrade the classification performance.
Table 4.10: Shape GEOBIA class-specific spatial and classification accuracy (%).
Class Shape Spatial Acc. Class Acc.
Gahnia sp. 0.36 0.939 0.701
Mudflats 0.06 0.962 0.847
Saltpan 0.13 0.974 0.846
Samolus sp. 0.40 0.977 0.52
Sand 0.26 0.963 0.722
Sarcocornia sp. 0.36 0.957 0.435
Tecticornia sp. 0.02 0.863 0.769
Shape and Layer Weighting
The subsets were segmented once more to explore the combined effects of RF-derived
layer weighting and the shape parameter. Utilising the RF-derived layer weighting, subset
segmentations were generated using the shape parameter iterated between 0.0 and 0.8.
Optimal shape parameters were identified, and the spatial and classification accuracies
recorded (see Table 4.11). The complementary effect of layer weighting and shape result in
the highest spatial accuracy of all the analyses. However, the increase in spatial accuracy
is offset by a further decrease in classification accuracy. Furthermore, with the single
exception of Tecticornia sp., less border generalisation using the shape parameter was
required when segmenting the image using the RF-derived layer weighting.
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Table 4.11: Shape & LW GEOBIA class-specific spatial and classification accuracy (%).
Class Shape Spatial Acc. Class Acc.
Gahnia sp. 0.12 0.941 0.803
Mudflats 0.02 0.968 0.831
Saltpan 0.06 0.974 0.863
Samolus sp. 0.04 0.982 0.592
Sand 0.08 0.970 0.775
Sarcocornia sp. 0.18 0.966 0.599
Tecticornia sp. 0.22 0.892 0.450
4.4.2 Full Image Classification
The subset analyses were extended to explore their real-world application. Parameters
identified in each of the six analyses were applied to the entire saltmarsh image. For each
analysis, class probability layers were calculated. A final thematic layer was generated
by collapsing each point to the class of highest probability. The spatial and classification
accuracy of these final classification maps were recorded and compared (see Table 4.12).
The results indicate that optimal classification performance is achieved using texture
metrics and no object boundary refinement. Refining object boundaries using the shape
and RF-based layer weightings improves spatial accuracy, but at the cost of classification
accuracy. This is illustrated with the greatest gain in spatial accuracy achieved by utilising
a combination of shape and RF-based layer weightings. Doing so however, almost entirely
negates the improvements in classification accuracy provided by texture metrics.
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Table 4.12: Overall spatial and classification accuracies for full image classification (%).
Full Image Class. Spatial Acc. Class Acc.
Static Scale - 0.677
Optimal Scale 0.835 0.841
Texture 0.858 0.967
Layer Weight 0.941 0.897
Shape 0.947 0.860
Shape & LW 0.956 0.844
Figure 4.12 illustrates the differences between the classification results produced by the
static scale, texture, and shape & LW analyses. Of particular note is the differences within
the transitional area between Sarcocornia sp. and the mudflats. The inclusion of texture
metrics notably improves the classification of this area. The refinement of object shape,
however, once again introduces misclassification despite smoother class boundaries.
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Figure 4.12: Classification results illustrating the effects upon both classification and
spatial accuracy of three GEOBIA analyses: static scale, texture analysis, and shape &
LW analyses.
4.5 Discussion
The results of this study illustrate the importance of assessing the spatial accuracy of
GEOBIA. The restriction of the Static Scale analysis to a single segmentation scale ignores
that each class has its own optimal scale of analysis. This is reflected in the resulting
under-segmentation revealed by the spatial accuracy assessment (see Table 4.5). By
identifying class-specific segmentation scales, this framework incorporates these class-
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specific scales of analysis into the analysis. This has measureable benefits for both spatial
and classification accuracy (see Table 4.6).
4.5.1 Spatial Analysis Domain and The Role of Texture Metrics
Figure 4.9 illustrates that within the training subsets, the high spatial accuracy from
over-segmentation is counteracted by decreasing classification accuracy. While it is well
established that texture metrics are beneficial to classification accuracy, they may also
offer indirect benefits. Table 4.12 shows that texture metrics directly improved classifi-
cation accuracy. In addition, the inclusion of texture reduced the optimal segmentation
scale, as classification performance was maintained for smaller objects. It is therefore
suggested that texture metrics within GEOBIA have both direct and indirect benefits: a
direct influence on classification accuracy and an indirect influence on spatial accuracy.
The benefit of texture metrics to GEOBIA may arise from differences in their respective
spatial analysis domains. The spatial analysis domain of a texture metric is defined by
the scale of the model (e.g. a kernel or radius). In that regard, each texture metric has a
spatial analysis domain that remains fixed across the extents of the data. This domain is
therefore independent of the underlying tonal variation. Conversely, the spatial analysis
domain of an image object is defined by the perimeter of that object. As local variance
changes across the extents of an image, so too do the defined shape of any given image
object. In that regard, it can be said that GEOBIA has a dynamic spatial analysis domain
that is dependent upon local tonal variation.
Image object attributes are derived from the statistical properties of their enclosed pixels.
These properties are analogous with a simple first order texture model, albeit that the
spatial analysis domain of the texture model is fixed while objects is dynamic. However,
as image texture is scale dependent, larger image objects may generalise broader tonal
structure more efficiently than smaller objects.
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The success of balancing classification and spatial accuracy requires the identification of
an optimal scale of analysis large enough to adequately generalise tonal structures while
also small enough to spatially delineate features. This highlights a potential value of
additional texture metrics. Texture metrics may be used to shift the burden of generalising
tonal structure from the spatial analysis domain of objects, to the domain of a texture
metric. This would reduce pressure on image objects for spatial generalisation, allowing
segmentation to focus more upon spatial accuracy. Within this context, the utility of
texture metrics becomes linked with segmentation scale, with smaller scales benefiting
more than larger ones (see Fig.4.11).
The selection of segmentation scale within this study relies upon identifying two param-
eters: the scale of under-segmentation and the scale of optimal class separability. The
scale of under-segmentation relies upon identifying the scale where the smallest class fea-
ture is omitted. Conversely the optimal class separability relies upon maximising class
separability. It may therefore be possible, under certain conditions (e.g. structurally
complex features of highly variable size) that the scale of optimal class separation exceeds
the scale of under-segmentation. While one approach is to recognise the limitations of
the classification, and exclude smaller features, another approach would be to introduce
texture metrics into the analysis for the sole task of reducing the optimal segmentation
scale.
4.5.2 Role of Qualitative User Digitisation within Quantitative Analysis
Attempts to refine object boundary shape using the shape parameter and RF-based layer
weighting were successful. However, the result shows that improvements in spatial ac-
curacy corresponded with increased misclassification rates. Confusion that contributes
to this may arise from the use of user-digitised subsets, specifically the generalisation of
feature boundaries that occurs with visual digitisation.
An automated digital segmentation results in a precise boundary. Small-scale quantitative
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variation in the underlying data results in small fluctuations in object boundary paths
(see Fig. 4.5). In contrast, the visual interpretation of an analyst downplays this small
scale variation in favour of broader structures of shape, texture and image context. This
results in generalised, qualitative boundaries. The increased misclassification recorded in
this study, may arise from shifting a quantitative boundary to more closely fit a quali-
tative one. However, the classification accuracy assessment still remains a quantitative
process. Ignoring small scale fluctuations may excise characteristics from a class into their
neighbours. These mixed class objects may reduce class separability.
This questions the role of user digitisation within GEOBIA. Specifically if user digiti-
sations should be treated as an approximation to identify suitable analysis scales, or as
an exact representation of spatial boundaries. Utilised as an approximation, GEOBIA
can skip further boundary generalisation, and avoid impacts on classification accuracy.
However, by treating user digitisation as a rough approximation, it undermines their use
for spatial accuracy assessments. What is required is a quantitative validation dataset
that avoids the qualitative nature of visual digitisation. In this regard, it may be better
to reduce the dimensionality of the dataset to limit user generalisation. One way would
be to rely upon field-based point measurements that mark shifts between groundcover
classes.
The alternative approach of utilising a qualitative digitisation as an exact representation
may undermine further quantitative analysis. This may be preferable, however, if an an-
alyst forgoes the final quantitative classification in favour of visual image interpretation.
In this regard, the analyst benefits from the pre-construction of meaningful, spatially
consistent objects prior to class labelling. Arguably, fitness-for-use also guides whether
the training subset should be extended to spatial validation. Central to this is assess-
ing the final use of the data, and therefore the practicality of quantitative or qualitative
boundaries. For measuring phenomena through remote sensing analysis, including distri-
bution, biomass estimates and change detection of vegetation, a quantitative analysis is
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appropriate. Conversely, the smoother, generalised objects of qualitative boundaries may
better translate to real-world mapping applications.
4.5.3 Important GEOBIA Characteristics
Developing a framework for GEOBIA parameter selection requires evaluating the spatial
validity of object segmentation scales (Albrecht et al., 2010). Early GEOBIA assessments
adopted the traditional point-based thematic accuracy assessments used within previous
pixel-based classification (Darwish et al., 2003; Powers et al., 2012). However, it was
clear that object spatial accuracy is a fundamental component of GEOBIA assessment.
A large range of spatial metrics have been explored in the context of GEOBIA (Albrecht
et al., 2010; Powers et al., 2012; Mo¨ller et al., 2007; Whiteside et al., 2012a). Both
thematic and spatial accuracy are essential components of GEOBIA assessment, and are
therefore critical elements in the development of a GEOBIA framework. When assessing
the final GEOBIA results, only real bonafide boundaries have evident value. However
fiat boundaries, while conceptual, still have a distinct value that is not represented within
the final spatial accuracy assessment. The framework therefore requires the transfer of
accuracy metrics to a preliminary phase to assess object validity.
From a visual perspective, fiat boundaries are abstract, conceptual delineations. They
cannot therefore be spatially assessed using the same user-digitisation approach as bonafide
boundaries. Their role, however, is in spatial generalisation, not delineation. Therefore
classification separability becomes a more meaningful overall assessment of fiat bound-
aries. The framework presented here illustrates the significant accuracy benefit of identify-
ing optimal fiat boundaries based upon class separability. By testing for over-segmentation,
this framework acknowledges and incorporates the important role of fiat boundaries along-
side bonafide boundaries.
In this study, texture metrics were calculated at fixed analysis scales prior to image seg-
mentation. Other studies, however, have opted for the calculation of texture metrics based
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upon segmentation results. These utilise the spatial delineation of objects to determine
the analysis scale for texture metrics (Powers et al., 2012). This approach has obvious
spatial benefits as it constrains texture metrics within object borders, thereby avoiding
the characteristic smearing (i.e. border effect) that occurs between neighbouring classes
when using a fixed neighbourhood. This approach however, relies upon the segmentation
scale to determine the analysis scale of the texture metric, which in turn may be variable
across the image extents. The results of this study suggest that the independence of
texture analysis scale may be an important characteristic to reduce the burden of spatial
generalisation upon segmentation scale.
4.5.4 Conclusion
This study successfully demonstrates a geospatial object-based image analysis (GEOBIA)
framework that incorporates class-specific relative scales of segmentation to improve clas-
sification and spatial accuracy. Relative segmentation scales were selected by utilising
digitised class-specific subsets. Spatial and classification accuracy assessments of subset
segmentations were used to detect class-specific over- and under-segmentation. Through
these accuracy assessments, optimal class-specific segmentation scales of observation were
identified. Incorporating relative scales of segmentation improved GEOBIA classification
of UAS saltmarsh data over a single scale GEOBIA (a 16.4% improvement).
A spatial accuracy assessment revealed that over-segmentation potentially improves GEO-
BIA spatial accuracy. This improvement however, was constrained by reduced classifica-
tion accuracy as smaller objects provided insufficient spatial generalisation. It was found
that texture metrics provided an additional, spatially independent source of spatial gen-
eralisation. This reduced the reliance upon GEOBIA for spatial generalisation, allowing
limited over-segmentation. The addition of texture metrics alongside class-specific seg-
mentation scales resulted in an improvement in both classification (12.6%) and spatial
accuracy (2.3%). This demonstrates the dual role of GEOBIA for spatial delineation
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and generalisation, and the capacity for texture metrics to assist in the role of spatial
generalisation.
The foundation of this GEOBIA framework is user-digitised subsets. This study found
that utilising the user-digitised subsets as an approximation resulted in the highest clas-
sification results. Attempts to further refine object shape to conform more closely to the
user-digitised subsets succeeded in improving spatial accuracy. However, fitting GEOBIA
segmentation to a qualitative digitisation resulted in a reduction of classification accu-
racy. A fundamental task that remains for this GEOBIA framework is the development
of methodology to address the qualitative nature of user-digitisation, and improve the
balance of GEOBIA spatial and classification accuracy.
Thesis Context
The sample scale of ultra-fine spatial resolution UAS imagery results in high local spatial
complexity. Spatial generalisation of this complexity is key for the analysis and extrac-
tion of meaningful information. Chapter 4 demonstrates a GEOBIA framework that
incorporates user digitised subsets for the identification of class-specific segmentation pa-
rameters. Additionally, Chapter 4 demonstrates the role additional texture metrics may
play within GEOBIA. Chapters 3 & 4 together provide a broader framework for incorpo-
rating both texture modelling and GEOBIA for class-specific spatial generalisation, with
demonstrated improvements for UAS image classification. Chapter 5 utilises this broader
image analysis framework to map the spatial distribution of a saltmarsh shrub species as
a precursor to estimating shrub above-ground biomass.
Chapter 5
Modelling Above-Ground Biomass of the
Saltmarsh Shrub Tecticornia arbuscula
Utilising UAS Remote Sensing
Chapter 5 focuses upon utilising UAS remote sensing for estimating the above-ground
biomass of a small saltmarsh shrub species. Chapter 5 adapts field-based allometric
modelling parameters for fine-scale UAS measurements.
5.1 Abstract
Estimations of plant above-ground biomass (AGB) are central for understanding car-
bon uptake by the bioterrestrial environment. Allometric modelling is the most accurate
method for estimating plant AGB. The coarse sample scale of traditional manned aerial
remote sensing platforms prohibits the direct measuring of allometric parameters, re-
stricting the direct application of allometric AGB models. The unmanned aircraft system
(UAS) is a novel remote sensing platform capable of generating data at an ultra-fine
resolution sample scale suitable for measuring allometric parameters. This study demon-
strates the application of UAS remote sensing for the AGB estimation of a small scale
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saltmarsh shrub Tecticornia arbuscula. GEOBIA was used to classify UAS imagery, and
extract the spatial distribution of Tecticornia sp.S˙tructure-from-motion (SfM) was used
to construct a high density point cloud, which after bare Earth filtering, was used to
extract vegetation height information. Tecticornia sp. allometric structural modelling
was used to constrain GEOBIA in order to segment Tecticornia sp. into candidate stems.
Tecticornia sp. allometric AGB modelling was used to estimate the total Tecticornia sp.
AGB across the study site. Tecticornia sp. AGB was estimated between 3,440.77 and
4,482.77 kg. This study demonstrates the capacity for ultra-fine resolution UAS data to
measure allometric properties of small scale vegetation. The UAS has the potential for
improving AGB estimation by generating consistent, accurate measurements.
5.2 Introduction
The upcoming fifth assessment of the United Nations Framework Convention on Climate
Change (UNFCCC) identifies that anthropogenic carbon dioxide (CO2) emissions are a
significant contributor to the changing global climate. While burning fossil fuels are the
primary source of human CO2 emissions, deforestation of the terrestrial biosphere is also
a major contributor. CO2 is drawn from the atmosphere by vegetation and fixed within
woody biomass, providing a long term carbon storage (Stephenson et al., 2014; Ahmed
et al., 2013). Deforestation both releases stored CO2 and reduces the capacity for the
bioterrestrial environment to draw CO2 from the atmosphere.
National efforts have begun to address climate change by assessing sources and sinks of
CO2 (Schimel, 1995). Financial incentives have been proposed in response to the eco-
nomic benefits of deforestation. This introduces a competing market value to conserve
established vegetation. Central to evaluating vegetation is calculating the potential car-
bon uptake and storage. The rate vegetation accumulates carbon is governed by local
climate, seasonal changes, nutrient availability and vegetation age.
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While the wood of forests may represent a significant carbon pool, once developed into
a climax vegetation, their capacity to increase overall biomass may be limited environ-
mentally (Anaya et al., 2009). Conversely, small-scale vegetation that lacks large woody
species may not represent a significant storage of wood. However, the lack of a stable
climax state, particularly in frequently disturbed environments, may result in a rapid
cycle of establishment, carbon accumulation and senescence. Research has revealed that
riparian environments, including saltmarsh and floodplains, have a high storage capac-
ity for carbon within the build-up of anaerobic soil (Suchenwirth et al., 2012; Frolking
et al., 2009). Fundamental to calculating either the carbon storage or uptake potential of
vegetation are estimates of plant biomass (Lutz et al., 2008).
5.2.1 Biomass - Field Techniques
Biomass refers to plant or plant-derived biological material (Lutz et al., 2008) and has
an approximate carbon content of 50% (Drake and Knox, 2003; Robinson et al., 2013).
Although plant biomass is generated both above- and below-ground, the difficulty in ex-
tracting, measuring and modelling below-ground biomass commonly restricts estimation
to above-ground biomass (AGB). The distribution of AGB in an ecosystem is a func-
tion of vegetation type, community structure and site condition (Roy and Ravan, 1996).
Allometric models are the most accurate method for estimating plant AGB (Lu, 2006).
Allometry is the relationship between the shape and size of natural objects (Ahmed
et al., 2013). Allometric modelling relies upon destructive sampling (Baskerville, 1972),
whereby individual plants are harvested, dried and weighed. Structural parameters of
harvested plants are measured (i.e. trunk diameter and height), and their relationship to
dry weight statistically modelled (Picard et al., 2012; Baskerville, 1972; Feldpausch et al.,
2012). Field-based estimations of AGB can then be made based upon measurable plant
parameters (Roy and Ravan, 1996; Anaya et al., 2009). The selection of plant parameters
is a balance between the speed of application and the accuracy of biomass estimation.
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Allometric AGB modelling methods have been developed for a range of structural veg-
etation types. This includes trees (Ketterings et al., 2001; Nickless et al., 2011), shrubs
(Murray and Jacobson, 1982; Ludwig et al., 1975) and groundcover (Ohmann et al., 2006;
Johnson et al., 1988). Tree modelling is focused upon the main concentration of biomass
within the central trunk, commonly utilising parameters of tree height (Feldpausch et al.,
2012) and trunk diameter-at-breast-height (DBH) (Priedtis et al., 2012). Groundcover
is typically dominated by thick mats of herbaceous species, which leaves AGB estimates
of individual plants impractical. Instead groundcover AGB estimation focuses upon den-
sity and percentage area coverage. With shrubs, however, the branching structure and
lack of centralised biomass makes AGB modelling more challenging. Rapid approaches
to estimate AGB generalise the complex shrub structure to a single, volumetric shape
(Ludwig et al., 1975; Murray and Jacobson, 1982), while more robust models estimate
the AGB of individual shrub stems, leading to a more accurate yet labour intensive result
(Rosenschein et al., 1999).
The traditional field approach first estimates AGB within representative plots, which are
then extrapolated across broader geographic areas to estimate total AGB (see Fig. 5.1).
Field studies are time consuming and expensive (Lutz et al., 2008), which may limit
the number and thoroughness of plot AGB estimations. Trees commonly represent the
greatest concentration of AGB and can be measured efficiently. This often leads to plot
estimates being restricted to tree AGB to ensure rapidity and coverage. The exclusion of
smaller vegetation inevitably underestimates the total AGB within a plot.
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Figure 5.1: Workflow for field-based AGB estimation. Allometric model is constructed
and applied to calculate the AGB of species. The total AGB within plots are calculated
and used to extrapolate a total AGB across a suitable geographic area. The stage of incor-
porating remote sensing is limited by the relationship between image resolution and size
of ground features. H-resolution data may provide allometric parameter measurement,
allowing remote sensing to implemented during application of allometric models and dur-
ing plot AGB estimation. Coarser L-resolution lacks allometric parameters, limiting it’s
involvement to the extrapolation stage.
Total AGB estimates are further undermined by the lack of standard allometric models,
variability between different field surveys, and variation in species morphology with envi-
ronmental clines. This variation creates additional uncertainty when extrapolating AGB
estimates consistently over changing topography and climatic conditions (Lutz et al.,
2008). Remote sensing techniques are critical for consistent fine-scale biomass estimation
over broad spatial extents (Clark et al., 2011; Ahmed et al., 2013; Anaya et al., 2009).
5.2.2 Biomass - Remote Sensing Techniques
Remote sensing provides the spatially contiguous measurements that are key for broad-
scale AGB modelling. Landscape metrics can be integrated into an analysis to improve
AGB extrapolation over broad geographic areas. LiDAR and optical remote sensing for
AGB estimation are well established (Roy and Ravan, 1996; Lu, 2006; Lutz et al., 2008;
Anaya et al., 2009; Clark et al., 2011; Shrestha and Wynne, 2012). Allometric parameters
for tree AGB modelling have been directly estimated from 3D point clouds generated from
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airborne LiDAR (Drake and Knox, 2003; Dubayah et al., 2010; Chisholm and Cui, 2013).
Furthermore, the capacity for multi-return LiDAR to partially penetrate canopy layers
(Anaya et al., 2009) can reveal vegetation structure beneath the canopy (Shrestha and
Wynne, 2012; Clark et al., 2011).
Conversely, optical remote sensing has traditionally modelled AGB indirectly using spec-
tral properties. Optical AGB models rely upon correlating spectral reflectance with
biomass measurements. The major limitation of an optical approach has been its restric-
tion to a 2D horizontal plane (Shrestha and Wynne, 2012; Anaya et al., 2009), excluding
important 3D structural allometric parameters (Drake and Knox, 2003). Furthermore,
dense canopies may block optical measurements, hiding lower vegetation strata (Anaya
et al., 2009). The absence of structural information has limited the direct application of
accurate allometric AGB models from optical data. Recent advancements in computer vi-
sion, however, have led to stereopsis techniques that can derive 3D structural information
from optical imagery.
Structure-from-motion (SfM) generates a fine-scale 3D point cloud from overlapping op-
tical data (Westoby et al., 2012). SfM first identifies Scale Invariant Feature Transform
(SIFT) features. SIFT features are region features which are invariant to geometrical
transformations (Lingua et al., 2009; Wallace et al., 2012). SfM extracts a 2D vector for
each SIFT feature within an image. By identifying multiple occurrences of individual
features across overlapping images, 2D SIFT features can be transformed into a 3D space
by estimating the intersection of vectors (Fonstad et al., 2013). Using SfM techniques, op-
tical remote sensing can benefit from both the radiometric resolution of an optical system
as well as the 3D structural information previously limited to LiDAR. SfM techniques,
however, require a high degree of image overlap (≈80%) (Berni and Zarco-Tejada, 2009)
and lack the multi-return structure of LiDAR.
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5.2.3 Allometric Parameters & Remote Sensing Scale
Image spatial resolution defines the scale of samples. There are two distinctions in im-
age sample scale with regard to the observation of image features: H-resolution and
L-resolution (Strahler et al., 1986). Within H-resolution imagery, the size of features ex-
ceeds the sample resolution. Features are represented by multiple pixels which provides
a distinct geometric delineation. Conversely in L-resolution, image features are smaller
than the sample scale, which leads to features without a geometric definition beyond an
individual pixel. The relationship between sample and image feature scale determines
the feasibility of deriving allometric parameters including geometric properties (Wulder,
1998). It therefore also restricts the role of remote sensing within AGB modelling (see
Fig. 5.1).
H-resolution is the ideal image scale for direct AGB modelling, whereby relevant allometric
parameters become measurable. This traditionally has not been the case, however, with
early satellite and airborne sensors dominated by L-resolution data (Eckert, 2012). The
inability to measure allometric parameters shifted remote sensing AGB estimation to
broader vegetation community scales. Models derived from field-based plot estimations of
total AGB are linked spatially with spectral characteristics (Ahmed et al., 2013). However,
this approach increases uncertainty within the model by relying upon spatially generalised
L-resolution parameters, coarse and inconsistent field plot estimations of overall biomass,
and the inherent spatial and temporal uncertainty of linking the two different types of
measurements (Lutz et al., 2008).
Technological advances are shifting remote sensing technology towards H-resolution data,
increasing the spatial separability of features within vegetation communities. As ge-
ometric delineations of individual plants become measurable, the direct application of
allometric models becomes viable (Wulder, 1998; Lutz et al., 2008). H-resolution can
be integrated earlier within AGB modelling process, replacing or eliminating the need
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for generalising field plot biomass (Ahmed et al., 2013). However, the sampling scale of
established remote sensing platforms continues to limit the analysis of smaller vegetation
(diameter <1 m). The recent advent of unmanned aircraft systems (UAS) introduces a
new paradigm in the sampling scale of remote sensing.
UAS are small, semi-autonomous unmanned aircraft capable of operating as a remote
sensing platform. Their low operational height (<100 m) generates data at ultra-fine
spatial resolutions (<10 cm). The controllable flight path and rapid image generation
makes the UAS ideal for generating large datasets of overlapping imagery suitable for
SfM techniques. This combination of ultra-fine spatial resolution and 3D structure makes
UAS remote sensing potentially valuable for measuring the allometric parameters of small
scale vegetation. The potential of UAS monitoring of small scale vegetation is already
being explored for precision agriculture (Primicerio et al., 2012; Zhang and Kovacs, 2012;
Lelong, 2008) and natural environments (Laliberte et al., 2010; Lucieer et al., 2011).
5.2.4 Study Goal
The goal of this study is to investigate UAS optical remote sensing for the AGB estima-
tion of the saltmarsh shrub species Tecticornia arbuscula. The study specifically explores
the potential for UAS to advance shrub AGB estimations by modelling shrub structure
beyond a single volumetric shape (Ludwig et al., 1975; Murray and Jacobson, 1982). In-
stead, this study attempts to follow more accurate shrub AGB models that focus upon
individual stems (Rosenschein et al., 1999). This is achieved by utilising both SfM and
geographic object-based image object analysis (GEOBIA) to spatially de-construct shrubs
into candidate stems. This deconstruction relies upon allometric modelling of Tecticor-
nia sp. stem structure to validate the likelihood of a segmented object representing a
Tecticornia sp. stem.
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5.3 Methods
5.3.1 Study Site
Saltmarsh develops within saline riparian or coastal areas that are sheltered from high en-
ergy, scouring waves. Saltmarsh provides a buffer between land and water, accumulating
sediments and organic nutrients from terrestrial runoff. Periodic tidal inundation pro-
vides a regular redistribution of these materials. Waterlogging creates anaerobic soil con-
ditions, which limits the establishment of vegetation. Vegetation species are distributed
along saline and drainage gradients, which in turn are strongly influenced by the local
topography. The selected site for this study was a corridor of cold-temperate saltmarsh
vegetation at Ralphs Bay in Tasmania (see Fig.5.2).
Figure 5.2: Study site - Ralphs bay, Racecourse flats saltmarsh (42 ◦55′43.29”S,
147 ◦29′24.29”E)
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Saline and drainage gradients within the study site have excluded larger canopy species.
Vegetation strata above groundcover was dominated by a single salt-tolerant succulent
woody shrub Tecticornia arbuscula. The remaining species are classed as groundcover,
which was dominated by four species (see Fig.5.3). Sarcocornia blackiana and Sarcocornia
quinqueflora (collapsed to a single class Sarcocornia sp.) occupied low topographic areas
of increased saltwater inundation. Salt-stress on Sarcocornia sp. results in strong antho-
cyanin pigmentation. In higher topographic areas with protection from inundation and
improved drainage, Tecticornia sp. shrubs replace Sarcocornia sp.. Areas further back
from the shoreline are more sheltered from salt-spray and inundation, and were occupied
by sedges and grasslands. Within the corridor, this area was dominated by Gahnia filum.
The topographically lowest areas are free of vegetation. Non-vegetation areas represent
sand, exposed underlying organic mudflats, or saltpans formed by pooling saline water.
Gahnia sp.       Sarcocornia sp.     Tecticornia sp.    Non-Vegetated
Figure 5.3: The four groundcover classes present within the saltmarsh corridor.
5.3.2 Field Data Collection
Field sampling of the study site was undertaken to collect ground control points, vegeta-
tion heights and shrub allometric parameters for AGB estimation (see Fig.5.4). Ground
control points were established by using high visibility fluorescent metal disks distributed
pre-flight throughout the study site. The spatial location of each ground control disk
was recorded using a Leica real-time kinematic (RTK) differential GPS receiver. A tran-
sect was run along the centre of the study site corridor to record Tecticornia sp. shrub
heights. Vegetation height for each shrub bisected by the transect was measured at its
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highest point using a survey staff, and its spatial location recorded using a GPS receiver.
Ultra-fine spatial resolution data (1 cm pixel size) was collected of the study site using
an OktoKopter UAS platform (see Chapter 2). The UAS was flown in two parallel paths
along the study site corridor. Data was captured using a Canon EOS 550D digital camera.
N
0                              50                            100
Metres
Ground Control Points
Vegetation Height Transect
Shrub AGB Samples
Figure 5.4: UAS orthophoto detailing field sampling collection. Data collected includes
ground control .
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5.3.3 Allometric Field Sampling
Destructive sampling was employed to derive allometric parameters to estimate Tecti-
cornia sp. AGB. Two parallel transects were established along the study site corridor.
Tecticornia sp. stems were collected from random shrubs along the two pathways. Only
a single stem was taken from any given shrub, and a minimum estimated distance of 2 m
between shrubs was set to ensure the spatial independence of samples. Stems were taken
from a mixture of positions within the shrub to ensure a representation of centre and edge
stems.
5.3.4 UAS 3D Point Cloud Derivation
A workflow was developed for estimating small-scale shrub AGB using UAS remote sens-
ing (see Fig.5.5). A preliminary visual assessment of each individual UAS image was
conducted to identify and discard blurred imagery. The remaining data were geotagged
with an approximate position of image capture extracted from the on-board UAS GPS.
The Agisoft Photoscan1 software package utilises SfM digital image processing to generate
3D point clouds and orthophotos from overlapping data. Image data were aligned at a
‘High’ accuracy setting and a 3D point cloud of the study site corridor was generated.
The pointcloud was georeferenced using the established ground control points. A 1 cm
orthophoto and a high density point cloud were generated using Photoscan.
1http://www.agisoft.ru/
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Figure 5.5: Workflow for the GEOBIA segmentation of Tecticornia sp. into candidate
stems, and the calculation of stem AGB.
5.3.5 UAS Image Classification
The orthophoto was thematically classified into four different classes: Tecticornia sp.,
Sarcocornia sp., Gahnia sp. and non-vegetation. The classification of ultra-fine spatial
resolution UAS data was achieved using a two-step approach encompassing a texture
analysis (see Chapter 3) and a GEOBIA scale analysis framework (see Chapter 4). A
texture analysis framework was implemented to compare relevant texture models and
metrics. Class-specific texture metrics were identified and generated for the full image.
A GEOBIA scale analysis framework incorporated the results of the texture analysis
framework to identify class-specific relative scales of image segmentation. The full image
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was segmented at each of the identified relative scales, and the corresponding image
object’s class probabilities were calculated using a Random Forest ensemble classifier.
The probability layers were collapsed to provide a final thematic classification map.
5.3.6 Point Cloud Filtering & Vegetation Height Extraction
To extract vegetation heights, measurements of the bare Earth height were required.
This in turn required the identification of points in the cloud that represented bare Earth
measurements. Bare Earth points were extracted from the point cloud by using point
cloud filtering (Vosselman and Gorte, 2004). Filtering algorithms measure discontinuities
between the bare Earth and object surfaces (i.e. vegetation) (Sithole and Vosselman, 2003,
2005). This was used to classify individual points as bare Earth.
BCAL2 is an open source LiDAR toolkit developed by the Boise Centre Aerospace Lab-
oratory, from which it takes its name. The BCAL package was implemented through the
ENVI remote sensing software package3. The high density point cloud was imported into
BCAL for vegetation height filtering. The point cloud LAS data was first decimated to
reduce the dataset to 1% of the original point count, to reduce data size and improve
processing speed. A total of 11 height algorithms were tested for filtering the point cloud:
inverse distance (1st, 2nd & 3rd order), inverse multiquadratic, linear, natural & nearest
neighbours, cubic & thin plate splines, polynomial regression (2nd & 3rd order). For each
algorithm, five canopy spacings were tested: 0.5, 1, 1.5, 2, and 2.5 m.
The height filtering algorithms were used to classify points, with identified ground points
extracted as a separate LAS file. The original and ground-point LAS files were both
imported into the ArcGIS software package. Kriging is a geostatistical approach to raster
interpolation, and was used to generate a digital surface model (DSM) using the complete
3D point cloud. A DEM was generated for each of the algorithms from the classified bare
2http://bcal.boisestate.edu/tools/lidar
3http://www.exelisvis.com/
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ground points. Vegetation heights were extracted as the spatial height difference between
the DEM and the DSM, and stored as a canopy height model (CHM). The accuracy of
each CHM was validated using the transect Tecticornia sp. heights.
5.3.7 Allometric Modelling
This study closely follows the allometric modelling framework presented in the work of
Picard et al. (2012). Picard et al. (2012) provides a comprehensive approach to allometric
modelling, thoroughly covering field sampling, data exploration, model construction and
validation. Tecticornia sp. stem parameters of height and crown perimeter were selected as
both are potentially measurable at the sample scale of UAS remote sensing (see Fig.5.6).
Stem length was measured from the woody base to the top of the stem’s photosynthetic
crown. The perimeter of the stem was measured using the maximum transverse crown
perimeter. Stem biomass was dried in an oven at 65 ◦C, and weighed to derive AGB dry
weight.
PerimeterLength
Figure 5.6: Tecticornia sp. exhibiting typical shrub morphology and a single shrub stem
illustrating allometric parameter measurement.
Tecticornia sp. AGB estimation was implemented as a two-stage process: the first stage
attempts to de-construct shrubs into candidate stems, while the second stage estimates
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the AGB of candidate stems. The analysis is spatially constrained to the distribution of
Tecticornia sp. identified within the thematic classification.
The allometric relationship between stem height and perimeter was linearly modelled
using the R statistical package. The eCognition software package was used to segment
classified regions of Tecticornia sp. into image objects. For each image object, the height
was extracted from the CHM. Using the linear model, an estimated perimeter length was
calculated for a stem of the extracted CHM height. The perimeter of each object was
then calculated from boundary length, and compared against the perimeter estimated by
the linear model. The difference in length between the objects perimeter and the models
estimate is referred to in this work as the stem-residual. The larger an object’s stem-
residual becomes, the less likely that the object represents a stem. A residual threshold
value is used to assess the likelihood of image objects representing a stem. Image objects
with a stem-residual within the defined threshold are considered stems.
Tecticornia sp.
Classification Mask Segmentation Identify Candidate Stem
Extract Candidate Stem 
Reset Segmentation
Reduced Segmentation Scale Identify Candidate Stem Extract Candidate Stem
Reset Segmentation
Tecticornia sp. fully deconstructed
into Candidate Stems
Classified: Tecticornia sp.
Candidate Stem Object
Classified: Other
Figure 5.7: Iterative segmentation process to identify candidate stems within Tecticornia
sp.. The process is a top-down segmentation iteration and attempts to identify candi-
date stems that fit a pre-constructed stem allometric model. Objects must fall within a
predefined residual threshold to be accepted as a candidate stem. This process is further
nested within a broader iterative residual process, which successively relaxes the residual
threshold until all Tecticornia sp. classified areas have been segmented into candidate
stems.
The residual threshold begins at zero. The process slowly iterates by gradually increasing
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this threshold. At each residual threshold level, Tecticornia sp. is iteratively segmented
from large to small image objects. At each segmentation level, image objects are assessed
by calculating its stem-residual and comparing it against the residual threshold. Objects
falling within the threshold are identified as candidate stems, and are excluded from
further segmentation. This process continues until all the classified Tecticornia sp. areas
have been spatially de-constructed into candidate stems (see Fig.5.7).
Biomass estimation of the candidate stems was achieved by constructing a linear allo-
metric relationship between dry weight, stem height and perimeter using the R statistical
program. The potential to transform stem height and perimeter into a single parameter
was explored. Tested transformations were cone and cylinder volume. Cone and cylinder
volumes were extracted by using perimeter as an estimate of circumference. Estimations
of AGB dry weight were then estimated for the segmented candidate stems.
A second field trip to the study site was conducted after the allometric AGB model
had been constructed. This second field trip estimated the AGB of spatially discrete
shrubs to validate the remote sensing measurements. Spatially discrete validation shrubs
were selected, and the length and perimeter of each stem was measured. AGB estimates
were extracted for each stem using these parameters, and the total AGB of each shrub
was calculated. A comparison of AGB was made between field-based and UAS-based
parameter measurement.
5.4 Results
5.4.1 Data Collection
An OktoKopter UAS was flown over the study site at a height of 50 m (see Table 5.1).
A total of 365 images were generated using an on-board Canon EOS 550D. A visual
qualitative assessment of image quality was conducted on the initial 365 images. A total
of 175 images were identified as poor quality and discarded. Factors of poor image quality
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included image blur and low altitude. The remaining 190 images were geotagged using the
on-board UAS GPS. Geotagged images were imported into Agisoft PhotoScan and a point
cloud was generated using SfM. A high density point cloud and a 1 cm spatial resolution
orthophoto were generated of the study site, capturing the structure of Tecticornia sp.
shrubs (see Fig.5.10). The high density point cloud contained a total of 95,825,647 points
at 9,126 per m2. The spatial RMSE of the georeferenced orthophoto was measured at
0.166 cm.
Table 5.1: Data Collection Details
Date UAS Images Bands GCPs Height Samples Stem Clippings
23 May, 2013 365 3 23 22 40
Figure 5.8: Image of PhotoScan generated high density point cloud and image capture
location, providing an illustration of image number and overlap involved in data construc-
tion.
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Figure 5.9: Image of coloured point cloud, orthophoto and close-up of Tecticornia sp.
shrub.
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(a) Illustration of the high density pointcloud representation of Tecticornia sp. shrubs.
(b) Coarse wireframe illustration of Tecticornia sp. shrubs volumetric structure.
Figure 5.10: High density pointcloud and coarse wireframe to illustrate the 3D volumetric
structure of Tecticornia sp. shrubs derived from UAS data using SfM.
5.4.2 Pointcloud Filtering
The high density point cloud was decimated using BCAL to 1% (958,256 points) to
improve processing times for detection of ground points. Algorithms were validated based
upon the RMSE between the filtering algorithms CHM and the collected field transect
heights. Table 5.2 contains the RMSE results for the 11 height filtering algorithms at
5 different canopy spacing. RMSE results ranged between 10.56 cm for Cubic Spline to
5.87 cm for Natural Neighbour. The selection of filtering algorithm was more important
than canopy spacing. The CHM generated using the Natural Neighbour algorithm at a
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canopy spacing of 1.5 m produced the lowest RMSE (5.87 cm) and was selected for further
processing (see Fig.5.11).
Table 5.2: RMSE (cm) of BCAL Vegetation Filtering Algorithms at 5 different canopy
settings.
Canopy Spacing (m) Cubic Spline
Inverse Distance
1st Order
Inverse Distance
2nd Order
Inverse Distance
3rd Order
0.5 8.67443 7.52561 7.52529 7.44068
1 10.5678 6.17369 6.12353 6.07967
1.5 7.25975 6.04879 5.85583 5.96031
2 7.06737 6.03597 6.04003 6.04177
2.5 6.38361 6.41742 6.40906 6.418
Inverse
Multiquadratic
Linear
Natural
Neighbour
Nearest
Neighbour
0.5 10.0335 7.39815 7.39815 7.57413
1 6.87072 6.09932 6.10375 7.16168
1.5 6.67518 6.02532 5.875 6.37192
2 6.50852 5.85169 6.04026 6.69287
2.5 6.94914 6.40704 6.40704 7.14866
Polynomial 2nd
Order
Polynomial 3rd
Order
Thin Plate Spline
0.5 10.4715 8.79532 9.25942
1 9.41977 6.93369 9.80486
1.5 8.76845 6.06057 10.0465
2 8.00743 7.72037 9.27143
2.5 7.37749 8.82688 6.99142
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Figure 5.11: Coloured and classified point clouds, and the resulting canopy height model.
5.4.3 Image Classification Framework
Class specific texture metrics were identified by implementing a random-forest based
texture selection framework (see Table 5.3). The number of texture metrics was linked
with the spatial complexity of the class, with Gahnia sp. and Tecticornia sp. both requiring
4 and 3 texture metrics respectively. The remaining Sarcocornia sp. and non-vegetated
classes, which lack the spatial complexity of the previous two classes, only required a
single texture metric.
Table 5.3: List of the class-specific texture metrics identified by the texture selection
framework.
Gahnia sp. Sarcocornia sp. Tecticornia sp. Non-Vegetation
FO: Green Mean K19 FO: Green Var K25 GLCM: Red Cont K23 GLCM: Red Hom K19
FO : Blue Var K23 GLCM: Green Mean K17
GLCM : Red Cont K25 GLCM: Red Corr K25
GLCM : Blue Cont K25
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The optimal relative scale of segmentation was identified for each of the four classes by
testing for both over- and under-segmentation using a GEOBIA framework (see Fig.5.12).
In an assessment of the vegetation classes, the inclusion of texture metrics increased the
overall classification accuracy for both Tecticornia sp. and Gahnia sp.. Sarcocornia sp.
only benefits from texture within a segmentation window between approximate scales
of 70 and 85. Class-specific probability layers were calculated from the relative scales
of segmentation using random-forest and collapsed into a final thematic classification
for the site (see Fig.5.13). Table 5.4 contains the class-specific optimal relative scale of
segmentation and resultant spatial accuracy and Table 5.5 contains the thematic accuracy
assessment. The distribution of Tecticornia sp. was extracted as a binary mask layer
that was used to spatially restrict further analysis to the distribution of Tecticornia sp.
vegetation.
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Figure 5.12: Effect of segmentation scale and texture metric inclusion upon class subset
separability.
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Figure 5.13: Final classified saltmarsh corridor UAS image.
Table 5.4: List of the final identified class-specific segmentation scales identified by the
GEOBIA framework, and the corresponding spatial accuracy.
Class Seg.Scale Spatial Acc.
Gahnia sp. 88 0.897
Sarcocornia sp. 74 0.955
Tecticornia sp. 44 0.974
Non-Vegetation 42 0.979
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Table 5.5: Saltmarsh classification confusion matrix (%).
Class Gahnia sp. Non-Vegetation Sarcocornia sp. Tecticornia sp.
Gahnia sp. 0.733 0.000 0.020 0.053
Non-Vegetation 0.000 0.960 0.013 0.000
Sarcocornia sp. 0.000 0.033 0.893 0.007
Tecticornia sp. 0.267 0.007 0.073 0.940
Overall Accuracy 0.882
5.4.4 Tecticornia sp. Stem Allometric Spatial Modelling
A total of 40 Tecticornia sp. stems were collected from across the study site. Stem
length and the maximum perimeter of the photosynthetic crown were measured. The
stems were dried and their dry weight was measured. The relationship between stem
length and perimeter was statistically explored. The model exhibited a heteroscedastic
power relationship, with increasing residuals as stem size increases (see Fig.5.14). Both
length and perimeter were log-transformed to linearise the power relationship and reduce
heteroscedasticity (Ahmed et al., 2013). Table 5.6 provides a comparison of stem length
and perimeter model between non-transformed and log-transformed data.
5.4. RESULTS 146
Pe
rim
et
er
 (c
m
)
80
90
100
110
70
60
50
40
30
20
Length (cm)
30 40 50 60 70 80 90 100 110
(a) Linear relationship between length and
perimeter
lo
g(
Pe
rim
et
er
 (c
m
))
1.8
1.9
2.0
2.1
1.7
1.6
1.5
1.4
log(Length (cm))
1.5 1.6 1.7 1.8 1.9 2.0 2.1
(b) Linear relationship between log transformed
length and perimeter
Figure 5.14: Scatterplots illustrating the relationship between Tecticornia sp. stem
perimeter and length. Log transformation decreases heteroscedasticity.
Table 5.6: Comparison of the effects of untransformed and log-transformed perimeter and
length upon the construction of a linear model.
Perimeter Linear Model R2 Adjust.R2 P(yInt) P(Ind)
P = 1.1187 ∗ L− 7.6087 0.7286 0.7215 0.293 2.58e-12
log(P ) = 1.1874 ∗ log(L)− 0.7960 0.7984 0.7931 0.0528 8.75e-15
An initial residual threshold was set to 0, and data was iteratively segmented. The stem-
residual was calculated for segmented objects and compared against the residual threshold
to identify candidate stems. The segmentation process was re-iterated with increasing
residual threshold until all areas of Tecticornia sp. were segmented into candidate stems.
Candidate stems with the lowest stem-residuals commonly occurred within central areas
of Tecticornia sp. shrubs, while the highest stem-residuals occurred in misclassified areas
between shrubs.
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5.4.5 Tecticornia sp. Stem Allometric AGB Modelling
The linear relationship between stem dry weight and its parameters were explored to
identify the strongest predictor of dry weight. Explored parameters were perimeter,
length, cone volume and cylinder volume. All models illustrated a power relationship
with heteroscedastic residuals, and benefited from a log transformation to linearise the
relationship. The strongest fitting dry weight model was the log-transformed cone vol-
ume (see Fig.5.15), while the poorest was the relationship between stem length and dry
weight (see Table 5.7). The model between dry weight and perimeter maintained high
heteroscedascity even after data transformation.
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Figure 5.15: Scatterplots illustrating the relationship between Tecticornia sp. stem dry
weight and cone volume. Log transformation decreases heteroscedasticity.
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Table 5.7: Comparison of the dry weight linear model parameters: length, perimeter,
cylinder volume, and cone volume.
Dry Weight Linear Model R2 Adjust.R2 P(yInt) P(Ind)
log(DW ) = 1.7263 ∗ log(L) - 2.3926 0.7493 0.7427 0.00093 5.64e-13
log(DW ) = 1.3434 ∗ log(P ) - 0.7848 0.8014 0.7961 0.0852 6.58e-15
log(DW ) = 0.50504 ∗ log(Cyl) - 0.22023 0.8217 0.817 0.558 8.32e-16
log(DW ) = 0.77948 ∗ log(Cone) - 1.26616 0.8235 0.8189 0.00759 6.87e-16
The R statistical package was used to construct a linear model between log-transformed
dry weight and conical volume. Parameters of the segmented candidate stems were ex-
tracted, and a dry weight was estimated at 95 % confidence (see Fig.5.16). The model
estimates the total dry weight of classified Tecticornia sp. to be between 3,440.77 and
4,482.77 kg for the study area. Closer inspection of candidate stems recording the high-
est residuals reveals areas of misclassification, whereby the structure of Sarcocornia sp.
groundcover is fitted with the Tecticornia sp. shrub allometric model.
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Figure 5.16: Distribution of AGB within the study site corridor, with the associated
stem-residual of candidate stems.
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Figure 5.17: Misclassified areas of the groundcover species Sarcocornia sp. resulting in a
poor fit to Tecticornia sp. allometric model.
5.4.6 Field vs. UAS AGB Allometric Parameter Measurement
The field modelled estimates of the validation shrubs were compared against the UAS
modelled estimates. Figure 5.19 illustrates both the stem count for individual shrubs
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utilising UAS and field measurements, and the respective estimates of AGB of individual
shrubs. The largest recorded deviation in the stem count for shrubs was 13. A trend exists
within the stem count, with an increasing deviation as shrub size increases. This trend
is not reflected in the estimation of shrub AGB between UAS and field measurements.
The furtherest deviation of AGB estimate was by 1,112.47 grams, while the closest was
deviated by only 27.922 grams.
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Figure 5.18: Scatterplots of validation shrubs illustrating the relationship between UAS
estimate and field count of shrub stems, the the final estimate of the AGB of a shrub
using UAS parameter measurements against field measurements.
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Figure 5.19: Scatterplots of validation shrubs illustrating the relationship between UAS
estimate and field count of shrub stems, and the final estimate of the AGB of a shrub
using UAS parameter measurements against field measurements.
5.5 Discussion
This study estimates the AGB of Tecticornia sp. within the study site corridor is between
3,440.77 and 4,482.77 kg. To provide a very coarse comparison, this is approximately the
same amount of biomass expected from a large tree with a 70 - 90 cm DBH (Jenkins et al.,
2003). While Tecticornia sp. is not regarded as a shrub of rapid growth, other woody shrub
species that do exhibit this characteristic may make a significant contribution to carbon
accumulation on a temporal scale. This illustrates the problem of AGB underestimation
when focused exclusively upon the large centralised biomass storage of tree species, while
excluding the potential temporal uptake of smaller plants.
AGB field measures of spatially discrete shrubs were used to validate the UAS AGB
estimates. The stem count scatterplot illustrates an increasing error, with an increasing
over-estimation of the number of candidate stems within larger shrubs. The stem over-
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estimation trend was not evident in the variation exhibited within estimations of AGB (see
Fig.5.19). Sources responsible for variation include uncertainty in the UAS data layers
used for calculating allometric parameters, the generalisation of stem structure within a
shrub to fit UAS measurements, and the spatial discrimination of shrubs using both the
classification layer and GEOBIA
A major goal of this study was repeat the success of improved field-based shrub AGB mod-
elling, but by using UAS remote sensing. This was achieved by utilising UAS ultra-fine
spatial resolution data to shift the scale of modelling shrub structure from a generalised
volumetric shape to individual stems. A linear model for stem structure using CHM
height and object boundary length was used to identify candidate stems. The allometric
AGB model was implemented by representing stems as lengthwise vertical cones. However
the path and orientation of a stem within a shrub is dependent upon light competition
and distance from the central base.
Stems centrally positioned within a shrub have a stronger fit to the vertical conical rep-
resentation than stems positioned along the edge. This may explain the radial-effect
exhibited by the stem-residuals within shrubs, which results in the strongest fit occurring
in central areas and the weakest towards the edges. The greater the horizontal distance
of the stem from its central base, the greater the horizontal curvature required by the
stem. To introduce this curvature into the model requires the spatial location of the shrub
central base to be known. The lack of information on the internal structure of shrubs,
however, limits estimations of this spatial location. This is further compounded in areas
of dense, compacted vegetation where the lack of clear shrub delineation masks the num-
ber of shrubs. Given the horizontal curvature of stems, implementing the model within
this study would be expected to underestimate the length of less-central stems. This in
turn would result in an overestimation of the number of stems but an underestimation of
their size. This is potentially one of the main sources of variation between the field count
and UAS estimation of shrub stems, as well as the lack of this trend transferred to shrub
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AGB estimation (see Fig.5.19).
The lack of information on internal shrub structure is a major hurdle for stem modelling.
Although SfM can extract a high density point cloud from optical data, it provides only
fine-scale surface structure. One solution is to incorporate oblique imagery alongside
the traditional nadir perspective to improve the 3D modelling of shrubs. Kattenborn
(2014) demonstrated this oblique approach to SfM pointcloud generation using a UAS.
This required flying the UAS beneath the canopy to capture oblique imagery. Using this
oblique imagery, individual trees were then spatially estimated from SfM point clouds.
Another solution is UAS-based LiDAR using multi-return 3D point clouds to ensure
internal measurements of shrub structure. Wallace et al. (2012) demonstrated a low-cost
UAS LiDAR platform for the calculation of tree allometric parameters. These LiDAR-
based UAS solutions, however, still remain focused on measuring tree parameters. Their
transferability to the dense, complex structure of small shrubs is therefore uncertain.
Wallace’s approach, however, sets the foundation for dual optical and LiDAR sensor
systems to fuse fine-scale SfM surface structure with less dense LiDAR measurements for
internal vegetation structure and improved representation of the bare ground surface.
5.5.1 The role of Structure in Classification
Structural parameters of shrubs are utilised within this study for the estimation of both
the structure and AGB of individual stems. Image classification excluded structural
parameters (e.g. height), instead implementing an established GEOBIA approach that
utilises both pixel values and texture metrics. Closer examination of the classification re-
sults reveals notable misclassification in thin strips of Sarcocornia sp. groundcover which
separates close neighbouring Tecticornia sp. shrubs. The classification process has incor-
rectly merged these strips into the surrounding shrubbery. This has led to misclassified
areas of Sarcocornia sp. incorporated into the candidate stem segmentation process (see
Fig. 5.17). Sarcocornia sp. however, lacks the structural characteristics of Tecticornia
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sp.. Its fit to the allometric stem model results in notably higher stem-residuals.
This suggests that allometric modelling may play a role in the classification of ultra-fine
spatial resolution data. This role may be either the direct incorporation of structure into
the classifier or the application of a residual threshold to filter classification results. The
results of this study suggest that capping the residual threshold for candidate stems may
exclude misclassified vegetation that structurally deviates from the Tecticornia sp. model.
Improving classification accuracy by incorporating structure will require a methodology
to identify this residual threshold cap.
The spatially consistent measurements of remotely sensed data will play a critical role
in AGB estimation (Clark et al., 2011). The integration of remote sensing into AGB
modelling is restricted by the sampling scale. This study demonstrates the capacity
of UAS to generate ultra-fine spatial resolution data at a sample scale appropriate to
measure allometric parameters of small-scale shrubs. This allows the UAS to replace time-
consuming and inconsistent field-based measurements of allometric parameters. Control
of the operational height of UAS allows a balance between parameter measurement and
spatial coverage. This allows the UAS to engage in broader spatial scale AGB assessments,
or focused plot-estimates to extrapolate to coarser spatial resolution data.
5.6 Conclusion
This study successfully demonstrates the above-ground biomass (AGB) estimation of a
small scale shrub using unmanned aerial systems (UAS). Field-based allometric models
were constructed to calculate AGB for the saltmarsh shrub Tecticornia arbuscula. Ultra-
fine spatial resolution UAS data of the saltmarsh study site was classified utilising texture
modelling and geospatial object-based image analysis (GEOBIA), and the distribution of
Tecticornia sp. was mapped. The sample scale of ultra-fine spatial resolution UAS data
was used to remotely measure allometric Tecticornia sp. model parameters. The allometric
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model was used to estimate Tecticornia sp. AGB within the study site at between 3,440.77
and 4,482.77 kg.
This study illustrates the AGB contribution of small spatially dispersed vegetation over-
looked in favour of larger centralised bodies of AGB. Traditional remote sensing manned
aerial platforms collect data at a sample scale too coarse to directly apply accurate allo-
metric models. The UAS platform fits an ideal sample scale niche due to a low operational
height to target and derive allometric parameters. The extraction of parameters within
this study was highly dependent upon structure-from-motion (SfM) point cloud filter-
ing. This study explored a wide range of filtering algorithms and settings, selecting the
Natural Neighbour (canopy spacing of 1.5 m) due to its high performance. However,
the increased density and lack of multiple returns within SfM point clouds remains a
significant challenge for traditional point cloud filtering.
This study successfully estimated the AGB stores of a small scale saltmarsh shrub utilising
UAS remote sensing. This was achieved by exploiting the ultra-fine spatial resolution data
generation capability of UAS. The UAS also has a strong capacity for rapid temporal
observations. Small scale vegetation is recognised for it’s low capacity for AGB storage,
and a high capacity for rapid temporal growth and uptake of carbon. The next step for
UAS AGB estimation of small scale vegetation is the expansion into this temporal frame.
Thesis Context
The sampling scale of ultra-fine spatial resolution UAS data is applicable to the direct
application of allometric modelling. Chapter 5 illustrates the construction of a field-based
allometric model for the saltmarsh shrub Tecticornia arbuscula. Through the use of SfM
and GEOBIA, allometric parameters were extracted from Tecticornia sp. shrubs. It was
demonstrated that allometric parameters of small-scale vegetation are transferable to the
sample scale of UAS observations. This more broadly demonstrates the role of UAS
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remote sensing for the accurate and consistent estimations of fine-scale AGB monitoring.
Chapter 6
Conclusion
This thesis outlines the development of an unmanned aircraft system (UAS) for remote
sensing of saltmarsh vegetation. This thesis follows a progressive pathway from the pro-
cessing and correction of raw UAS data, through to advanced techniques of UAS image
analysis and finally UAS vegetation modelling. A framework was established to anal-
yse sensor performance of a small multispectral sensor, identify sources of sensor error
and apply correction techniques to improve data quality. Frameworks for both texture
modelling and GEOBIA were developed to overcome the high spatial variance of UAS
data. Allometric above-ground biomass (AGB) modelling was adapted for fine-scale UAS
measurements, enabling UAS-based AGB estimation of saltmarsh shrubs. The results
demonstrate that UAS are a valuable tool for the monitoring of fine-scale plant commu-
nities.
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6.1 Preprocessing & Construction
6.1.1 Assess sensor artefacts of a 6-band multispectral UAS sensor and
identify physical and electrical sources of data collection errors.
Assess existing approaches to the correction of sensor error. In-
corporate suitable correction methods into a rigorous framework
that is transferable between sensor systems.
The TetraCam Miniature Multiple Camera Array (mini-MCA) is a lightweight, consumer
grade 6-band multispectral sensor. Its low weight and low power consumption make it a
suitable sensor for UAS remote sensing. Chapter 2 details the development of a sensor
correction framework that transforms raw mini-MCA data into corrected digital num-
bers. The framework successfully analyses, identifies and implements a number of spatial
techniques to correct data generation errors for each of the mini-MCA’s six channels.
Raw mini-MCA data exhibited a range of sensor errors, which included noise, per-pixel
alternating gains, vignetting and lens distortion. An image-based dark offset subtraction
reduced the effects of noise and alternating gain. Flat-field data was used to generate
per-pixel look-up-tables that compensated for the radial shadowing of vignetting. Lens
distortion was corrected using the Brown-Conrady model. The coefficients for the Brown-
Conrady model were derived using multi-angle mini-MCA data of a planar calibration
grid. The value of the correction framework was demonstrated through both data quality
improvement and its capacity to explore and identify sensor errors. The framework pro-
vides automated, rapid sensor correction that is specific to the mini-MCA sensor used in
this study. The framework proposed in this study has the potential for UAS developers
to explore, assess and correct errors within other sensor systems.
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6.2 Spatial Generalisation and Classification of UAS
Ultra-Fine Spatial Resolution Data
6.2.1 Assess the performance of the UAS ultra-fine spatial resolution
sample scale for image classification. Assess existing image tex-
ture modelling and GEOBIA segmentation methodologies for spa-
tial generalisation. Develop image texture modelling and GEO-
BIA segmentation frameworks to spatially generalise ultra-fine
UAS resolution to an optimal class-specific scale of analysis for
image classification.
The capacity for image texture modelling and GEOBIA for the analysis of UAS data was
explored. The ultra-fine spatial resolution of UAS data vastly increases local spatial com-
plexity. The role of image texture modelling and GEOBIA in spatially generalising this
complexity was explored. Ultra-fine spatial resolution multispectral UAS data of a salt-
marsh community was acquired. The correction framework from Chapter 2 was utilised
to improve data quality of the multispectral data. Image classification accuracy statistics
were used to determine the performance of image texture modelling and GEOBIA. Anal-
ysis frameworks were constructed for each technique. Central to these frameworks was
the goal to identify and incorporate class-specific scales of analysis.
An image texture model framework was developed in Chapter 3. The framework iden-
tifies optimal class-specific metrics generated from multiple texture models. An image
mosaic with representative tiles for each class was generated from the multispectral data.
Texture metrics were calculated for the mosaic using four different texture models: first
order, grey-level co-occurrence matrix, local binary patterns operator, and wavelet. A
random forest model was constructed based on the mosaic texture measures. The relative
importance of texture measures within the model were calculated on a class-by-class ba-
sis. The selected texture measures were incorporated into an image classification and were
found to improve the overall (a 17.23% increase) and class-specific classification accuracy.
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The statistical properties of the random forest ensemble are highly suited to texture model
analysis. The random forest ensemble is non-parametric, can process a range of statistical
data types and is robust to the ‘curse of dimensionality. Chapter 3 illustrates the capacity
for a random forest framework to identify texture metrics from a large comparison of
texture models and data types. A random forest framework is capable of identifying both
optimal texture models and their respective scales of analysis.
A geospatial object-based image analysis (GEOBIA) framework was developed in Chapter
4. The framework identifies class-specific image segmentation parameters. User-digitised
subsets are used to detect parameters that result in over- and under-segmentation. The
class-specific validity of an image segmentation was assessed using both spatial and clas-
sification criteria. Spatial metrics are used to compare an image segmentation against
user-digitised reference objects. This comparison provides a spatial accuracy assessment
and detection of under-segmentation. Segmented objects of the subsets were classified
using a random forest model. Classification accuracy was used to validate the spatial
generalisation of segmented objects and to identify over-segmentation.
The GEOBIA framework developed in this study recognises the dual-role of image objects
to provide spatial delineation and generalisation. Chapter 4 demonstrates that balancing
spatial and classification accuracy improves GEOBIA segmentation. Smaller image ob-
jects generated higher spatial accuracy. This improvement was undermined, however, as
smaller objects produced insufficient spatial generalisation thereby reducing classification
accuracy. Through this phenomenon, a role for texture measures within GEOBIA was
identified. Generated texture layers provide an independent source of spatial generalisa-
tion. This was found to improve both classification and spatial accuracy by reducing the
need for segmentation to balance spatial delineation and generalisation.
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6.3 UAS Saltmarsh AGB Modelling
6.3.1 Explore the UAS capacity to generate AGB estimations of fine-
scale vegetation. Develop methodology to extract structural and
AGB allometric parameters from fine-scale UAS data. Assess
the direct substitution of field-based shrub allometric parameter
measurements with UAS-derived measurements.
Techniques for field-based shrub AGB modelling were improved by introducing allometric
parameters of individual stems, but are offset by the increase in time and labour. Chapter
5 assessed the measurements of field-based shrub-stem AGB modelling against UAS-
based measurements. Spatial generalisation techniques established in Chapters 3 & 4
were used to define the spatial distribution of the saltmarsh shrub Tecticornia arbuscula.
Destructive field sampling was used to allometrically model both stem structure and AGB.
Allometric structural modelling was utilised to validate the segmentation of Tecticornia
sp. into individual candidate stems. The geometry and height of an object, derived from
Structure-from-Motion (SfM) 3D point clouds, was compared with an allometric model
of stem structure. Object suitability for stem candidacy was assessed using a residual
threshold from the model. AGB of the segmented candidate stems was estimated using the
allometric model. Tecticornia sp. AGB at the study site was estimated between 3,440 and
4,482 kg. The results illustrates the underestimation of AGB when non-canopy species are
excluded from AGB analysis. Chapter 5 demonstrates the potential application of ultra-
fine spatial resolution UAS measurements for the direct application of plant allometric
parameters.
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6.4 Contributions to Knowledge
6.4.1 UAS Development
 The first data quality assessment of the mini-MCA 6-band multispectral sensor for
UAS remote sensing.
 Development of a robust sensor correction framework for sensor-based data error,
and the application of methodologies to restore data quality.
6.4.2 Image Analysis
 Development of an image texture framework with the capacity to analyse a large
range of texture models and metrics, identify class-specific texture metrics at mean-
ingful scales of analysis, and improve the classification accuracy of UAS ultra-fine
spatial resolution data.
 Development of a GEOBIA framework to identify image segmentation parameters
relevant to class-specific scales of analysis, and further improve the classification
accuracy of UAS ultra-fine spatial resolution data.
 Integration of image texture and GEOBIA into a single framework and demonstra-
tion of the capacity for image texture metrics to shift the burden of spatial general-
isation away from image segmentation, thereby further improving the classification
accuracy of UAS ultra-fine spatial resolution data.
6.4.3 Saltmarsh Mapping
 Proof-of-concept for fine-scale mapping and monitoring of small-scale vegetation
communities using UAS.
 Integration of a species-level scale of analysis for the classification of saltmarsh
communities.
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 Development of a methodology to adapt field-level allometric structural modelling
for the segmentation of saltmarsh shrub structure utilising GEOBIA and SfM.
 Integration of the ultra-fine spatial measurements of UAS for the extraction of allo-
metric model parameters, allowing the estimation of AGB of a small-scale saltmarsh
shrub species.
6.5 Limitations and Future Research Directions
Key to unlocking the potential of a new remote sensing platform is an understanding of its
data generation characteristics. Remote sensing platforms can be distinguished by their
spectral, radiometric, spatial and temporal resolutions. The balance between these four
characteristics determines the suitability of a platform for an observational task. The
UAS occupies a previously unfilled niche, and is capable of generating data with very
high spatial and temporal resolutions. The current limitations of UAS predominately
arise from their small size, which limits payload weight and flight duration.
UAS weight and power limitations affect the selection of sensor systems. The sensor
is directly responsible for spectral and radiometric data qualities. UAS limitations re-
quire considerable miniaturisation of sensor systems in order to fit weight and power
constraints. Given the high cost of high quality sensor miniaturisation, recent develop-
ment of low-cost commercial-off-the-shelf (COTS) systems has required the use of lower
quality components. This negatively impacts upon data quality. The performance of
sensor correction frameworks, while providing valuable improvements in data quality, are
eventually limited by design decisions in sensor construction.
A design decision that significantly undermines the quality of mini-MCA data was the
use of a progressive shutter (also known as a rolling shutter). Chapter 2 illustrates the
significant contribution of the progressive shutter to sensor noise. To a greater degree
however, is its impact upon dataset construction. The lightweight multirotor UAS used
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within this study is vulnerable to buffeting by wind gusts. On occasion, the progressive
processing of an image scene during a buffeting incident results in vertical deformation
within discrete areas of data. This distorts the spatial relationship between image features,
significantly undermining attempts to generate SfM pointclouds. Due to this effect, the
construction of the mini-MCA dataset presented in Chapter 3 & 4 proved a significant
challenge and a planned mini-MCA dataset for Chapter 5 had to be abandoned.
The current lack of commercial, low-cost, quality UAS sensors has led research groups to
develop their own in-house. In-house sensor development, when coupled with a familiar-
ity of UAS remote sensing constraints, improves sensor design decisions. However, one
of the fundamental appeals of UAS remote sensing is its low-cost accessibility. Sensor
development is potentially a significant expense that would undermine this accessibility.
Despite this, UAS remote sensing is still relatively young. It can be expected that UAS
accessibility will improve as consumer response and competitive pressures improve design
decisions that increase data quality while reducing manufacturing costs.
A novel aspect of the UAS is its capacity to generate ultra-fine resolution spatial data.
The increase in spatial complexity introduces both new analysis challenges and opportu-
nities. Clear solutions for image classification using spatial generalisation are addressed
in Chapters 3 & 4. Chapter 5 utilises SfM and image segmentation to derive and incorpo-
rate biophysical structure into an analysis of AGB. SfM point clouds have only recently
been adopted for remote sensing, and extracting vegetation structure remains a chal-
lenge. Their high density and lack of multi-return undermine traditional LiDAR point
cloud filtering. The successful vegetation filtering within Chapter 5 was aided by the
lack of vertical stratification in saltmarsh communities. Incorporating SfM point clouds
for remote sensing of vegetation may require alternative approaches towards UAS data
collection. This may include integrating multi-sensor systems or adopting non-nadir flight
patterns to capture 3D structure obliquely.
An unexplored aspect within this study is the effect of UAS sampling scale on spectral
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indices. Spectral indices are calculated on a per-pixel basis from spectral measurements
between different bands. Targeted spectral bands have a known response to a specific
material or specific conditions. The relationship between spectral bands can be used to
correlate proportional contribution from the generalised spectral response of a single pixel.
The sample scale of UAS data lacks per-pixel generalisation. Pixel specificity increases
spatial variability and drives the need for broader spatial generalisation. This raises the
question of the effect of pixel specificity on spectral indices, particularly those that pro-
vide a sub-pixel measure. This ties in to broader questions about the effect of analysis
scale upon spectral indices. In addition to spatial resolution there is also the effect of
radiometric resolution of UAS sensors. Chapter 2 illustrates the variability in monochro-
matic efficiency that is required by low-cost sensors to ensure broad spectral sensitivity.
This raises the additional question of the effect of unequal spectral quantisation upon the
calculation of indices generated using low-cost instruments.
The ultra-fine spatial resolution of UAS data was a focus of this thesis. High temporal
resolutions, which are also a strong characteristic of UAS data collection, were not ex-
plored. On-going vegetation monitoring requires the quantification of spatial changes in
environmental conditions. The UAS, with low operational costs and rapid deployment,
can be flown on demand. This allows the generation of data within very narrow temporal
windows. The UAS is therefore ideal for monitoring of fine scale-spatial and temporal
changes within the environment. Together, Chapters 3, 4 & 5 outlay a general framework
of analysis techniques for ultra-fine spatial resolution data for the characterisation and
monitoring of vegetation communities. The next task is to transfer these techniques into
a temporal framework for the detection and analysis of change.
When compared against other remote sensing platforms, UAS are typically smaller, and
fly within reduced altitude and operational ranges. This fits the UAS within a spatial
niche of ultra-fine resolution but low spatial extents. This spatial niche presents two broad
applications for UAS vegetation monitoring.
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The first application is for geographic areas within the spatial extent limitations of UAS.
Small scale vegetation communities may be benefited by precision UAS measurements
for mapping distribution, structure of temporal changes. This first application is demon-
strated within this thesis through the utilisation of UAS for mapping and measuring
fine-scale saltmarsh communities. Saltmarsh vegetation is well suited to UAS remote
sensing as it lacks complex vertical stratification, while environmental zonation reduces
the spatial heterogeneity of species distribution. A structurally simplified environment
enabled more focus upon the development of image analysis techniques. The next step is
to explore the transfer of the techniques established within this thesis into more spatially
and structurally complex natural environments.
The second broad application of UAS is integration within a multiscale analysis. Aerial
or satellite platforms are suited to data collection across large spatial extents. Analysis
of this sample scale provides broad landscape metrics. The niche role of the UAS enters
within fine-scale plot-level assessments. Chapter 5 illustrates the potential for UAS mea-
surements in the application of fine-scale allometric modelling. Multiscale frameworks are
needed to integrate spatial data from several scales of analysis. Through such integration,
the fine-scale plot modelling of UAS could be linked with landscape metrics to extrapolate
information accurately and consistently across broad geographic areas.
6.6 Final Remarks
Fine-scale samples are essential for monitoring small, fragmented saltmarsh communi-
ties. Only through UAS platforms can remote sensing match the sample scale required
for precision saltmarsh monitoring. This thesis provides foundation techniques for the
generation and analysis of ultra-fine spatial resolution UAS data for detailed mapping
and monitoring of complex natural vegetation communities. These novel techniques are
successfully demonstrated within the context of fine-scale mapping of saltmarsh commu-
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nities. The image analysis frameworks in this thesis have broad application and provide a
firm foundation to advance the UAS from a novel research tool into a practical vegetation
monitoring instrument.
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