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Abstract-We develop the theory of the Lindstedt method for the solution of twodegree-of-freedom 
perturbed oscillators. We assume here a one-to-one resonance between the two basic frequencies of the 
oscillators. The Lindstedt solutions are developed in the neighborhood of the origin which is assumed to be 
a stable equilibrium point of the system. 
We are able to develop the solutions to a fairly high order (eight) in the small parameter 6 thanks to a 
systematic computerization of all the lengthy literal algebraic developments which are involved in such a 
project. The present article is the first of a series which aims at the application of the Lindstedt method in 
problems of non-linear oscillations with several degrees of freedom. We especially want to construct 
general algorithms and recurrence relations that can be implemented with a package of Poisson series 
manipulation programs. 
The present formulation of the Lindstedt method also gives precise information about the existence and 
the exact number of solutions near an equilibrium point because certain algebraic conditions between the 
coefficients of the series must be satisfied. The detailed interpretation of these conditions allows an exact 
denumeration of all the distinct periodic modes of oscillation. 
In Section 2 of the article, we first give the theory of the Lindstedt method, followed in Section 3 by a 
detailed application to a famous dynamical system: the Contopoulos system. We show, with the use of the 
second-order Lindstedt method, that the Contopoulos system has exactly six families of periodic solutions 
near the equilibrium at the origin. Four of these families are generally stable, while two of them are 
unstable. In Sections 4-7. these six families are discussed in detail, as well as their formal series 
expansions, the numerical verifications and the stability properties. 
1. INTRODUCTION 
The Lindstedt Method for the solution of one-degree-of-freedom systems is now very well 
known[l, 2(Vol. 2, pp. 18-37)]. It is described in a variety of classical textbooks such as 
Stoker[3]. Struble[4, pp. 68-711, Cesari[& pp. 116-1181, Meirovitch[6, pp. 299-3021, Nayfeh[7] 
and a few journal articles [8]. 
The basis of the Lindstedt method can be summarized in the two following principles. 
(1) The solution is a power series expansion in a small parameter E, such that the 
coefficients of ck are periodic functions in time, &(f), which will be obtained by recurrence 
formulas. 
(2) The frequency of these periodic functions is also a power series in this small parameter 
E, with constant coeficients. At each step in the recurrence process, these coefficients are 
determined in such a way that they “cast out” secular and mixed secular terms from the 
solution. 
In one degree of freedom, the method is frequently used in conservative and non- 
conservative problems as well, such as the Van der Pol equation[9]. 
In two degrees of freedom. the method is not as well known, although Lindstedt[l] 
mentioned its applicability to conservative systems with two dimensions, (whose perturbations 
derive from a potential function), (see also [2, p. 151). Up to the present ime the only extensive 
two-dimensional pplication is in the restricted three-body problem in Celestial Mechanics. 
One of the first to apply Lindstedt’s method was Pedersen[lO-121 in his work on the motioh 
of a satellite near the triangular equilibrium point of the planar three-body problem. This work 
was later carried to a much higher degree of precision by Deprit with the use of his 
computer-automated literal expansions in a long series of fundamental contributions during the 
sixties (see, e.g. [13. 141. 
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More recently, a few authors have also applied the method to the same problem, but in three 
dimensions[U, 161. All the applications in Celestial Mechanics are of a rather specialized 
character because a rotating system is always used and the ensuing Coriolis accelerations lead 
to many added difficulties. 
It seems that the Lindstedt method would have important applications in the construction of 
approximate solutions near an equilibrium point in general dynamical systems with several 
degrees of freedom, but we notice that surprisingly little has been done (one exception being 
the work of [17]. The principal reason why so little has been done is probably because of the 
lengthy algebraic developments hat are involved in this work, from the second-order terms on. 
However, this difficulty can now be overcome with the use of the existing computerized 
algebraic manipulation systems. 
For this reason we have undertaken a systematic study of the Lindstedt method in problems 
of non-linear oscillations with several degrees of freedom, especially attempting to construct 
general algorithms and/or sets of recurrence relations that can be easily implemented with our 
package of Poisson series manipulations programs[lS] or any other similar such system. 
The present article is the first of a series of three where we treat problems of increasing 
difficulty related to weakly coupled oscillators with two degrees of freedom: (1) the exact 
resonance case, (2) the near resonance case, and (3) the incommensurable case. It is well known 
through works in all different areas of applications[lc) (Chap. 16), 20-231 that the principal 
difficulties associated with the multiple degree-of-freedom applications are all related to the 
appearance of resonances. This phenomenon will receive some special attention in our present 
series of articles. 
As for the applications, we use two rather famous conservative non-integrable systems with 
two degrees of freedom: the Contopoulos ystem[22] and the Henon system[24]. The present 
article, after developing the general theory for a I-to-l resonant system with two degrees of 
freedom, concentrates exclusively on the Contopoulos[22] system. We will later publish the 
corresponding results on the Henon system. We concentrate mainly on giving a rather complete 
enumeration of all the existing families of periodic solutions near the origin in the Contopoulos 
system, as this is a very actual question in the last few years[25,26]. More precisely we show 
here (Section 3), with the use of the second-order Lindstedt heory that the Contopoulos ystem 
has exactly six families of periodic solutions near the equilibrium at the origin. This has also 
been previously shown by Contopoulos and Moutsoulas [27,28]. 
Because of this fact, we can say that the Lindstedt method not only gives an approximation 
to the solution of the differential equations, but it also gives precise information about the 
existence and the exact number of solutions near an equilibrium point. This is because in order 
to cast out the periodic terms, certain algebraic onditions must be satisfied by the constant 
coefficients of the periodic terms. The detailed interpretation of these conditions allows then an 
enumeration of all the distinct periodic modes of oscillation. 
As for the meaning of the Fourier series that are obtained with the computerized algebraic 
manipulations, we must keep in mind that the results are purely formal. We have not considered 
the question of convergence of these series. However, it is known, especially since Poincart, 
that these series generally diverge. The principal reason for this is to be found in the 
appearance of resonances and small divisors in cases with two or more degrees of freedom. 
Nevertheless, the series are useful asymptotic approximations for the description of solutions. 
In fact, series of the eight order have been found to have more than ten digits of precision, as 
compared with numerical integrations. 
The six fundamental families of periodic solutions of the Contopoulos ystem are: 
(1) Two stable families of circulations, C’ and C- (direct and retrograde motions). 
(2) Two stable families of oblique rectilinear periodic motions, R’ and R-, mirror images of 
one another. 
(3) An unstable horizontal rectilinear family (the normal mode along the x-axis). 
(4) An unstable vertical family (the normal mode along the y-axis). 
It is rather unexpected that the two normal modes are here unstable and the four 
exceptional families stable, but this is entirely due to the one-to-one resonance; this paradox 
will be examined in part two of this work, treating the near-resonance ase. 
In Sections 4-7 of the present paper, we discuss in detail the six families of periodic 
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solutions: the formal series obtained by the computer as well as the numerical verifications and 
the stability[32]. 
2. THE LINDSTEDT-POINCARC METHOD FOR SYSTEMS WITH TWO DEGREES OF FREEDOM 
We are interested in studying systems of two coupled perturbed Harmonic Oscillators: 
i + w,*x =F(c; x, y). 
j + ozzy = G(r; x, y). 
The natural frequencies ol and o2 are constants, as well as the small perturbation factor E. We 
will generally assume that w1 = o? = 1, i.e. we treat the so-called 1: 1 resonance case. The 
functions F and G are of order one in the small parameter C. 
To solve the equations of motion (1) we will use the well-known Lindstedt-Poincare 
method. This method approximates the solution with periodic functions in an angle A = Rt + A,,, 
where R is a constant frequency, depending on E however. In the textbooks, the method is used 
mostly for systems with one degree of freedom only. We will develop here the generalization 
for two degrees of freedom. 
We must mention that the most general form of equations of motion that we usually handle 
with the Lindstedt method is not exactly of the form above but rather 
i+x+. 
j+y=z. 
In other words, we assume that the perturbing force is the gradient of a “disturbing function” 
R, which is analytic in x, y, and E. We also assume that R has no terms of order zero in E: 
R(e; x, y) = eR,(x, y) + l 2R2(x, y) + . . . . 
In our application of the Lindstedt method, a solution is approximated by the following 
infinite series: 
with I 
x=x0(A)+ex,(A)+e2x2(A)+ . . . . 
y=y,(A)+~~,(A)+~*y2(A)+ . . . . 
R*=l+E4,+e*f$*+ . . . . 
where A = 0t + AO. Periodicity conditions are assumed to hold, independently, at every order 
for the unknown functions: 
xJA + 27r) = xk(A), 
ydA + 2~) = yk(A) for k = 0, 1, 2. . . . 
The unknown quantities C& are constants. Recalling that f = dxldf, we introduce the symbol 
x’ = dx/dA. Then we carry through an expansion of the 1.h.s. of the differential equation for x 
i+X=n*x”+x=(l+EC$,+ . ..)(xb.+Cxx;+ . ..)+(xo+Ex.+ . ..) 
= (x;; + xg) + E(X; -+ x, + 4,x;) + 8(x; + x* + 4,x; + 42x6) + * . . . 
The perturbation in x is given by the partial derivative of R: 
F=rF,+e*F*+ . . . =f. 
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To evaluate F along the assumed solution, define the composite function 
&; A) = F[e; X(E; A), y(E; A)] 
where X(E; A) and y(eA) are defined by the formal series expansions given above. The series for 
p is in general a complicated expression: 
E = &,(A) + 2&A) c . . . 
where 
&A) = F,[xo(A), YoOJI 
and, omitting the repeated references to A, 
w 
F2 = F&o. Yo) + XI $ (x0, Yo) + Yl%$ (x09 Yo). 
We next equate the l.h.s’s and r.h.s’s and obtain 
fl’x”+x = &;A). 
We now assume that we have an identity at each order in E, and we obtain the recursive 
system 
I 
xgtxo=o, 
x'; t x, = E, - c$,x& 
x; t x2 = F2 - 4,x’; - 42x;;, 
I k-l xi+ x& = i;; - 2 &,.&, - &x;; k = 3,4,5,. . . . m=l 
If we define, by analogy, 
and carry through the same steps, we obtain a similar system for y. Because of the coupling 
terms, inherited from the disturbing function R, the recursive systems must be combined, 
differential equations of the same order being solved simultaneously. The functions 4 and G& 
contain the x, and y,,, for m from 0 to k - 1 only. 
To show that the system, written in this way, is indeed recursive, we must remember that 
the disturbing function R has no terms of order zero in E. Hence, for every order k, F& and G& 
depend on x(e; A) and y(e; A) only through terms of order up to k - I. thus & and G& are 
known if the system has been solved up through order k - 1. The “unknowns” at every order k 
are the functions x& and y& and the constant &. The equations at order k depend on x,, y,,,, (b,,,, 
x& and yz up through order m = k - I. Thus we see that the system is recursive. 
The solution begins with the equations of order zero. Remembering that our present context 
is the 1: 1 resonance, i.e. with w,~ = w22 = 1, we start with the solution 
[ xo(A)=AOcosA+EosinA, 
I y,(A) = Cocos A t Do sin A. 
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At this point A,,, Bo, Co, Do are regarded as arbitrary constants. (The phase constant in the 
original definition of A is then redundant.) We also note that we will later drop the subscript 0 
on the constants A, B, C, D or order zero. 
At every order k, the differential equations are linear and the associated homogeneous 
equations always have the same form: 
i 
x’; + Xk = 0, 
y;l + yk = 0. 
Let xkH and ykH be the complementary functions, i.e. the general solution of the homogeneous 
equations at order k: 
XkH(A)=AkCOSh+BkSlnA, 
y/&(A) = c, COS A + Dk Sill A, 
where again, Ak, Bk, ck, Dk are regarded as arbitrary constants. We can always make usage of 
these four arbitrary constants in order to satisfy the equations of condition expressing that atl 
secular or mixed-secular terms must disappear. 
We now suppose that the equations have been solved up through order k - 1, and that the 
complementary functions have been added at every order. For every m = 0, 1, 2,. . . k - 1, X, 
and y,,, are finite Poisson series, periodic in A, with no secular or mixed-secular terms. x, and 
y,,, depend on the constants Ai, B;, C’i, Di, if 0 I i 5 m - I. 
According to equation (4), the functions 4 and 6k have to be constructed, together with all the 
combinations &,x;+ and &yi_,,,. By the closure properties of Poisson series (with reference to 
sums, products and derivatives), itfollows that all these quantities are series of the same kind. Thus 
k-l 
&k(A)- c h,,x;-,(A)- &X;(A) 
1 
= a,0 + (a,, COS jA + b, Sin jA) - &X;;(A), 
N k) 
= CkO $ 2 (cl, COS jA -k dkj Sill jA) - r&y:(A). 1 
Here a, b, c, d, with double supscripts, are derived constants; they are functions of Ai, Bi, Ci, Di 
with 0 5 i I k - 1. N(k) is a positive number; it is determined, ultimately, by the form of the 
disturbing function R. 
In the differential equations of order k, we must set the coefficients equal to zero for all terms 
with j = I. For if these coefficients do not vanish, then mixed secular terms result in the 
solution. These, in turn, cannot be allowed if the periodicity conditions are to hold at every 
order independently. 
Thus, we obtain a set of six simultaneous equations for every order k, two of them being 
differential equations and four being algebraic equations. The algebraic equations are called 
“the equations of condition” (for periodicity) at that order: 
x{+xk=ako+ (a, COS jA -b b, Sin jA). 
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OkI + A& = 0, 
blr1-t B& = 0, 
N k) 
Y;+ Yk = ck,, •,- i (ckj CO'S jh + dkj Sill jl\). 
2 
Equations of condition, for y 
Ckl + @k = 0, 
dk, -t &k = 0. 
The four algebraic equations of condition are the coefficients of cos A and sin A in x and y 
respectively. 
The equations of condition are solved, in the first instance, for the constant &. In the 
second instance, they are solved for relations among formal constants previously introduced. 
Consider, for example, the first pair of equations. In matrix form, the system becomes 
For a solution vector to exist for this homogeneous system, it is necessary that the determinant 
should vanish. These determinants are also called resolvents. Among the four equations there 
are six resolvents but not more than three of these can be independent. For example, we may 
consider 
Rn = Bat, - Abk, = 0, 
R ,J = c&, - A&, = 0, 
&= &Zk,- Adk, = 0. 
There being three independent resolvents, containing four arbitrary constants, the equations of 
condition at order k can always be solved, leaving one original constant arbitrary. 
To solve the differential equations, we introduce the “particular solutions” xkp and ykp 
defined by the formulas 
Xkp(A)=(14+C~(akjCOSjAtbkjSinjA) 
jtl 1 -I 
Ykp(A) = Ck,,+ 2 !, (Ckj COS jA t dkj sin jA). 
j#l 1 -I 
Then we have to add the complementary functions to obtain the solution at order k: 
-G(h) = -W(A)+ &p(A), 
Y#)= Yd)+ YkP(b 
The most important requirement isthat at every order k, we solve the equations of condition 
in such a way as to prevent he appearance of any secular or mixed secular terms. Thus, the 
periodicity conditions hold at any order. Therefore, we are able to make the following 
important statement: if the system has been solved through order k - 1, and if x,, y,,,, and 4, 
satisfy the requirements, as stated in the hypothesis, for 0 c= m 5 k - I. then the kth order 
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solution can be found, with x~, y,,,, and 4, satisfying the same requirements up through the 
current order k. 
Since the system can be solved at order zero, it follows by mathematical induction that the 
system can be solved to any order. 
3. THE LINDSTEDT SOLUTIONS OFTHE CONTOUPOULOS SYSTEM 
We now consider the Contopoulos system with I : I resonance. It has the following 
equations of motion: 
i+x= -cy'=~F,, 
j+y= -2~xy=eG,. 
In order to apply the Lindstedt method, these equations with the time t as the independent 
variable, are transformed into the recursive system, repeated here for reference, with A = 
fit + A0 as independent variable: 
xb:+xo=o, 
y;;+ yo = 0. 
x; + XI = F, - c#J,x;l, 
y; + y, = c, - 4,y;;, 
k-l 
k-l 
J’;: + yk = 6k - z] t$,,,y;-, - &k&j, k = 2,3,4.. . . 
I 
The functions &(A) and dk(A) are easily found: 
E, = - yo2 
6, = - 2xoy(J 
k-l 
fik = -T yiyk-i-1, 
k-l 
Gk = - 2 z xiyk_j_j, k = 2, 3,4. . . . 
0 
The general solution for the equations of order zero may be given in terms of the arbitrary 
constants A, B, C, D: 
xo(h)=AcosA+BsinA, 
ye(A) = C cos A + D sin A. 
To begin the first order theory, it is easily verified that p, and G, contain only double angle 
expressions, together with constant erms. The resulting differential equations are as follows: 
x; + x1 = al0 + (a,? cos 2A + b,? sin 2A) 
y;’ t yl = cl0 t (cl? cos 2A t d12 sin 2A) 
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a,,,= -$(c*+D*) and cl,,= -(AC+BD) 
a,*= -+(C2-D’, cl?= -(AC-BD) 
b12= -CD d,?= -(AD+BC). 
The first-order equations of condition are: 
a,,+Adq=O. 
b,, + B4, = 0, 
c,,+a,=o, 
d,, + 04, = 0, 
but here alI = b,, = cl1 = d,, = 0. 
There are two immediate consequences: (a) the determinants of the equations of condition 
vanish identically, thus the four constants remain arbitrary; and (b) since at least one of the 
constants A, B, C, D is non-zero, it is necessary that 4, must be 0. 
The differential equations are then solved with the “particular integrals” xIP and y,,, to 
order one in 6: 
x,p(h)= a,0-$o,2cos 2A + b,* sin2A), 
YIP(A) = C,O-$C,I cos 2A + d12 sin 2A). 
At this point the complementary functions xH and yH may be added, but here this is not 
necessary because the four constants A, B, C, D that were introduced at the beginning are still 
arbitrary, and the following equations are accepted as the first order solution: 
x(A) = - t(C* + 0’) + b(C’ - 0’) cos 2A + f CD sin 21 
y(A) = - (AC + BD) +&AC - BD) cos 2A + f(AD + BC) sin 2A 
l$, = 0. 
The most important conclusions will be obtained in the second order theory. FZ and r$ have 
sines and cosines of A and 3A only, while there are no constant or double angle terms. The 
resulting equations for the second order theory are then as follows: 
x; + x2 = aZ3 cos 3A + bz3 sin 3A, 
y; + y2 = cl3 cos 3A + d13 sin 3A, 
where 
az3 = $A(D* - ~2) + ~BCD], 
bn = {[B(D2 - C’) - 2ACD], 
cz3= +[C(B*-A’)+2ABD]+$(3DZ- C*), 
dz, = f[D(B’- A’) - 2ABC] -iD(3C2 - 0’). 
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The second-order equations of condition are: 
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am + Ai, = 0, 
b2, + IQ2 = 0, 
CZI •t c4, = 0, 
d2, t D& = 0, 
where 
a21 = fA(5C2 - D2) + 2BCD, 
b2, = $B(5D2 - C2) t 2ACD, 
ctl = +C(5A2 - B2) + 2ABD + ;C(C2 t D’), 
d?, = fD(5B2 - A’) t 2ABC + iD(C2 + D’). 
Among the four equations of condition, there are six resolvents: 
R,2 = 2(BC - AD)(AC + BD) 
RM = 2(AD - BC)(AC t BD) 
R,,, = iAD(2A2 - 2B2 t Cz - 7D2) t 2BC(D2 - A’) 
R23 = ;BC( - 2A2 t 2B2 - 7C2 t 0’) t 2AD(B2 - C2) 
RI3 = ;AC( - 2A2 t 2B2 t C2- 7D2) t 2BD(C2 - A’) 
R24 = dBD(2A2 - 2B2 - 7C2 t 0’) + 2AC(D2 - B2). 
However, before we go into the detailed discussion of the solution of the equations of 
condition, we note that there is a relationship between phase angles, so that we may write the 
zero-order solution in an equivalent form: 
x(!(h) = a1 cos (A t e,), 
YOU) = a2 cm 0 •t e,j, 
where 
(Y~ = d(A2 t B2), 0, = arctan( - B/A), 
a2 = v’(C2 t D2), f12 = arctan( - D/C). 
In this context, we can interpret the first resolvant equation and conclude that there are 
essentially four distinct possibilities. 
(a) If BC - AD = 0, then B/A = D/C; the phase difference 8, - et is either 0 or z 
(b) If AC + BD = 0 then B/A = - D/C; then the phase difference is either i?z or &r. 
(cl If A = B = 0 then 8, is indeterminate. 
(d) If C = D = 0 then t$ is indeterminate. 
Thus, the functions x0(A) and yO(A) are in phase, or out of phase by a multiple of 7r/2, unless one 
of them vanishes identically. 
Because the equations of motion are autonomous, a phase shift is allowed in the in- 
dependent variable. For example, if A +A - 8, then 
x~+(Y, cos A, 
yo4~2 cos [A -(e, - ez)]. 
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But (0, - &) is restricted to the values 0, &r, ?r, 5 n; therefore y. is restricted to the forms 
a2 cos A, a2 sin A, - a2 cos h, - a2 sin A, respectively. A similar conclusion follows if A + A - BZ. 
A further shift of &r allows the interchange of sines and cosines. 
In terms of the four constants A, B, C, D, an important simplification has been found: only 
those combinations need to be enumerated, that include at least two zeros. 
If the phase relationship is satisfied, then Rr2=0. But, R3.,= - R,2. Out of the other four 
resolvents, not more than one can still be independent. The possibilities can be shown in a 
table: 
Case Constants = 0 Resolvent Remarks 
(1) 
(2) 
(3) 
(4) 
(5) 
(6) 
C, D 
A, B 
B, c 
A,D 
B, D 
A C 
(none) Take B = 0 (Horizontal rectilinear) 
(none) Take C = 0 (Broucke’s family A) 
RI4 = iAD(2A’ - 70’) Broucke’s family C+ and C_ 
Rn = bBC(2B2 - 7c) Equivalent to 3 
Two oblique rectilinear families RI3 = fAC( - 2A2 + c) 
RU = gBD( - 2B2 + 02) Equivalent to 5 
A review of the different phase shifts explained above will reduce the number of possibilities 
recognized as distinct (i) because of a phase shift A +A -$r the combinations (6) and (4) are 
equivalent to (5) and (3) respectively; and (ii) by A + A - 0, the constant B may be set equal to 
zero in the combination (1); similarly, the constant C = 0 in the combination (2). by A + A - 0,. 
Let us now describe the four basic cases separately. 
Case 1. This is a family of horizontal unperturbed rectilinear oscillations 
x = A cos A, y = 0, iI2 = 1. 
We see indeed that the equations of motion have imbedded the one-degree of freedom system 
x2+x = 0, y = 0. This case is only mentioned here for completeness and will not be further 
considered. 
Case 2. This is a family of periodic oscillations whose series expansion begins with the 
terms; 
x=~(-;D~-bD~cosA)+ . . . 
y = D sin A + . . . 
R2=1-&2D2+ . . . 
It corresponds to the family A in Broucke’s numerical study[35]. 
Case 3. This corresponds to two families of identical circulation-type periodic solutions 
around the origin, one direct and the other retrograde. The series start with 
x=AcosA+~(-~D~-~D~cos2A)+ . . . . 
y = D sin A + e(fAD sin 2A) + . . . , 
~z=1+~~*D2+ . . . . 
The two distinct families arise out of the double sign in the equation of condition 2A2 - 70’ = 0, 
(family C in [32]. 
Cuse 4. This case gives two oblique rectilinear families, with positive and with negative 
slope. The first few terms of the series are 
x=AcosAt~(-fC~t~C~cos2A)t . . . 
y=CcosAte(-AC+fACcos2A)+ . . . 
R2=1-+Vt . . . . 
The double sign in the slope results here from the equation of condition - 2A2 + C2 = 0. 
Computerized formal solutions of dynamical systems--I 461 
As a principal conclusion of the discussion to order two in 6, we see the emergence of six 
distinct families of periodic solutions near the equilibrium point (0,O) in the Contopoulos 
system. In the next section, we develop one of the solutions in detail (corresponding to Case 
3). 
4.THEFAMlLYOFPERlODlCCIRCULATIONS(CASE3) 
We describe here in detail the solution corresponding to Case 3, up to order eight in E. 
Among the possible zero-order solutions, the following has been chosen to start the develop- 
ment: 
x0 = A cos A 
y. = B sin A. 
The order-one terms satisfy now the following equations: 
x;+x, = -y,*-4,x;; 
Yl'+Yl= -2xovo-hub: 
where 4, is unknown. Substituting the zero-order terms in the r.h.s. gives: 
x:+x, = -iB2+;B2cos2A +4,AcosA 
y; + y, = - AB sin 2A + 4, B sin A. 
These differential equations are to be solved in such a way that secular or mixed secular terms 
will not appear. This condition is equivalent to the new system: 
x:+x, = - ;B + fB cos 2A, 
y; + yl = - AB sin 24 
4,A cos A = 0, 
t#q B sin A = 0, 
which has the following solution (with A/B unknown): 
xl = - ;B* - iB* cos 2A 
yl = fAB sin 2A 
4, = 0. 
In a similar fashion we find the order-two equations: 
x; + x* = - 2y,y, - dJrx; - 4*x;, 
Y;+ Y*= -2~oY,-2~,Yo-~,Y;-~*Y;;, 
which are equivalent o: 
X;' + X2 = - fAB* COS h + fAB* COS 3A - 4*X;, 
y; + yz = ($B’ - fA?B) sin A + (iB3 - fA*B) sin 3A - d2y;. 
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Expressing again that there are no terms in sin A and cos A on the r.h.s. gives: 
X; + x2 = $AB~ cos 3~ 
y;‘+ y2 = (aB3 - fA2B) sin 3A 
($z - ;B~)(A cos A) = 0 
(d2+$B2-fA2)(BsinA)=0. 
For this system we find the solution 
x2 = - &AB~ cos 3~ 
y2 = ( - l]gB3 + hA2B) sin 3A 
i#~~ = fB’ 
A = + v&B. 
For convenience we will take only the positive root, but we note that both are valid, and 
correspond to opposite directions of motion on the same path. The ratio A/B was at first 
unknown, but we see that it gets defined at the second-order iteration. The arbitrary constants 
are B, the parameter of the orbit or amplitude of the oscillation, and A”, or phase parameter, 
giving the initial point of the orbit, relative to the time. As we expected, we have here a 
single-parameter family of periodic solutions. 
It was found that to solve the equations of condition that occur at higher orders, a new 
formal unknown is needed. This is provided by adding the solution of the homogeneous 
equations. Recall the equation for x2, which has the solution: 
x2 = - &d&B3 cos 3A. 
To this we may add the homogeneous solution, with a new unknown constant C, to obtain 
x2 = I/($)BC cos A - &/(f,B’ cos 3A. 
For reference, we give here the complete solution up to second-order. 
x = v(;)B cos A + eB2( -; -t cos 2A) + e2~/(~)B3( - $, cos 3A) 
+ e2d($)BC cos A, 
y = B sin A + c-\/($B2(f sin 2A) + c2B3({ sin 3A), 
0’ = 1 +fe2B2, 
To the third order in l , the solution is then found as follows (with C/B unknown): 
x,=B4(-~+~cos2A-&,cos4A) 
y3 = V($)B4( - 8 sin 2A + &J sin 4A) + &‘(i)B*C sin 2A 
43 = 0. 
In the fourth order we find the following new term in the frequency: 
We also obtain the new equation of condition: 
- gB4 + $B*C = 0, 
Computerized formal solutions of dynamical systems-l 
which has the following solution for C: 
463 
C = gB2. 
Note that the equation of condition is linear in the unknown quantity C; so it turns out to be 
unnecessary to introduce any new radical or square root. The solution is then summarized up to 
order four, by: 
x=~(~)BcosA+~B2(-&--_cos2A)+,2~(~~~~~-~~~~3h) 
+~3B4(-~+~~~~2A -&cos4A) 
+ c4&)B’(&i cos 3A -&j cos 5A) + c4&)BD cos A, 
y = B sin A + &)B2(f sin 2A) + c2B3($ sin 3A) 
+ &/(f)B4( - & sin 2A + & sin 4A) 
+ e4B5( - & sin 3A - a0 sin SA), 
$I2 = I+ ;B2e2 - & r4B4. 
By determining the constant D present in the fourth-order term in x, we may write this 
result in a final form (actually D was determined by the sixth-order calculations): 
x4 = d)B’( - &?$j$ cos A + & cos 3A - && cos 5A). 
We now give below the complete results of order five to eight in 6, as found by 
the automated computer algebra program. 
x5= B6(&-scos2A +&$$cos4A -j& 
y5 = V($B(& sin 2A + & sin 4A - & sin 2A), 
45 = 0, 
&, = ~(;,B’(~ COS A - $&$, cos 3A + $$&j cos 5A 
+&+os 7A), 
y, = B7(& sin 3A + & sin 5A -&$&,sin7A), 
x,= B8(-$$$j+$&cos2A -&&jcos4A 
-&cos~A +*cos8A), 
y7 = V($B*( - m& sin 2A - ,:fg&, sin 4A 
+ * sin 6A 
17 -P 5358150 sin 81) 
47 = 0, 
x8 = &)B9( - ;$!&f;;&;~ cos A + i#$$$ cos 3A 
- 4:::;;&&, cos 5A - 47;;;& cos 7A 
+acos9A), 
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ya = B9( - $f& sin 3A - $$$$& sin 5A 
+ &j$& sin 7A + * sin 9h ). 
The eight-order series for R*, R and the energy E are found to be 
f-l* = I+ fe*B* - ge4B4 + &e6B6 - mOeaBa + . . . , 
f-l = 1+ &*B* - &c4B4 + $&e6B6 - #&&I8 + . . . , 
E = $B* + $e2B4 + soe4B6+ s c6B8 
--$$&E~B’~+ . . . . 
The series for the energy E does not depend on the longitude A or the time t, because the 
Hamiltonian of the Contopoulos problem does not contain the time explicitly and therefore the 
energy is constant. The series for E was obtained by formally substituting the solution (x, y) in 
the Hamiltonian. This is in fact another way of verifying the results of the computer 
manipulations. 
We observe the appearance of the exponents and indices of the terms in a very specific 
order and combination. These rules of parity are, in fact, consequences of the d’Alembert 
characteristics, which definitely apply to the present type of problem. More precisely, we 
observe that the solution is of the following general form, at all orders in E: 
+k = E*~&B*~+‘[C:~ COS A + C:” COS 3A t . . . t c;:,, COS (2k t 1)/i] 
xZk+l = c 2k+'B2k+2 [ 0 C2k+'tC:k+'~~~ 2A t . .. t C;:::cos (2kt 2)X] 
yzk = e2kBk+'[D:k sin 3A t 0:" sin 5A t . . . t D::+l sin (2k t I)A] 
y2k+l = E*~+‘~($B*~+~[D:~+’ sin 2A t Dik+’ sin 4A t . . . 
t 0:::: sin (2k t 2)A]; k = 0, 1,2,. . . . 
Here the variable B is the same as before, while the C/ and D/' are the numerical coefficients of 
the series. 
5. CHECK BY NUMERICAL INTEGRATION 
We observe that x is a cosine series in A and y is a sine series; therefore the solutions are 
symmetric: A = 0 gives a symmetric rossing of the x axis, for the initial points; A = IT gives the 
symmetric rossing at half period. With l = 1 (to give the strong perturbation) and with different 
values of B, the series for x and for ay/aA are evaluated; also the series for a2 is evaluated. fI is 
found by the numerical square root of 0’; then j = dy/dt = flay/ah ; the half-period is given by 
lr/n. 
With the initial conditions (x, 0, 0, j) for A =O, the orbit is integrated as far as the first 
subsequent crossing of the x-axis; the crossing is computed numerically to high precision. We 
then have four numbers to check: x should be given by the x-series for A = P; j should be 
given by (fl)(ay/aA) series for A = r; li should be 0; and t should be equal to &I. 
We give below the initial conditions obtained from the series of order eight as well as the 
half-period and the number of digits of agreement with a Runge-Kutta numerical integration for 
a set of arbitrary increasing values of the parameter B. 
As we have said previously, we are here in the presence of a one-parameter family of periodic 
solutions, the parameter being the amplitude B of the oscillations. As B tends to zero, we obtain 
an infinitesimal solution with energy tending to zero and period tending to 27~. In the limit, the 
solution is an ellipse (in the x-y plane) with a ratio of axes d/: (see [32]). 
As for the stability of the two families C’ and C-, we found that both are actually stable, at 
least for the first few orbits (x0 = 0 to 0.5882447). The last orbits (x0> 0.5882447) are all 
unstable, with a stability index k = s + s-’ less than -2 (Fig. 1). On this figure we show three 
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Fig. 1. Stability index of family C’ or C- in the Contopoulos system. 
Table 1. Initial conditions of some solutions of the family C in the Contopoulos system 
Number of 
B 
.OS 
.lO 
.15 
.20 
.25 
.30 
.35 
.40 
.45 
.50 
x $0 T/‘Z 
DiEit Stablllty 
0 Agrcmtnt Index 
.0919673560191 .053185?926370 3.140286059422 12 1.9987 
.181150710499 .113014179702 3.136394818636 10 1.9786 
.260079754576 .179891108128 3.130002428624 9 1.8870 
.3532578904 .2542212675 3.1212413187 8 1.6626 
.4371578453 .3364084073 3.1102839760 7 1.0130 
.52021860 .42605654 3.09733286 6 -0.2193 
.60284359 .52597140 3.08261123 5 -2.5067 
.60539944 .63416115 3.06635729 4 -6.51 
.768214 .751835 3.048024 4 -13.2 
.851572 .a79396 3.030289 3 -24.1 
Table 2. Initial conditions for three critical periodic solutions of family C’ 
71 
remarkable critical periodic solutions I, II, II corresponding to bifurcations with respective 
multiplicities of period n = 4, 3 and 2. The initial conditions of the three solutions are given in 
Table 2. 
6. THE SOLUTIONS OF CASE 2 (FAMILY A) 
Without going into as many details as for the solutions of Case 3 described in the previous 
sections, we will describe here the solutions corresponding to Case 2, with the zero-order terms 
x0 = 0; y. = D sin A. 
This was called the family A in our previous paper[3]. 
For the first-order development, we find the r.h.s’s 
&A)=O; P,(A)= -fD2+~D2~0~2A. 
As we have said previously, 4, is generally zero in the Contopoulos problem. Therefore we find 
the first-order solution 
y,(A)=O; x,(A)= -fD2-;D2cos2A. 
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As for the second-order theory, the r.h.s’s are 
F*(A) = 0; G*(A) = + aD3 sin A +aD3 sin 3h, 
and they result in the pair of equations 
x; + x2 = 0, 
y’; + y2 = (42 + ~D2)D sin A t til’ sin 3A, 
which have the solution 
x2 = 0; yz(A) -I&D’ sin 3A, 
together with 42 = -to’. 
We can see in general, by simple considerations of parity, that for the family A, we have at 
all orders: 
k-l 
fi - 7 &x;_, - 4kx; = 0; k even, 
k-l 
dk - x &,&,,, - +ky; = 0; k odd. 
I 
Therefore the recursion system of the family A reduces to one of the following: 
or 
x1 + xk = 0; (k even) 
Y! + Yk = @k - I] dmy;-m - dk% 
m 
1; + Xk = & - x $&&,, - &xt;, 
m 
y;+ yk = 0; (k odd). 
Consequently, when k is even, xk = 0 and if k is odd, yk = 0. Also, frequency corrections (bk 
have to be added only at even orders. The only term to be eliminated will be sin A in yk. To 
solve the single resulting equation of condition, only the unknown (bk is needed. On the basis of 
these remarks, we summarize as follows the non-zero components xk and yk up to order eight in 
E. 
xl= D2(-f+os2A) 
x~=D'(-~~~~s~A+&,c~s~A) 
x5= D6(-&-_cos2A t&i& cos4A -&&cos~A) 
x,= D8(-&&-#$&cos2A t$&cos4A 
-&$$$&T,cos~A~&cos~A) 
y,, = D sin A 
y, = -&D’ sin 3A 
y, = D’( _ &?.!- 34560sin3A +&r,sin5A) 
y,j=D’(-msin3At &#&,sin5A -&sin7A) 
y8 = D9( - #$$f$$ sin 3A + &$$, sin 5A 
-r&%&j sin 7A + 8778$z& sin 9A). 
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We also give the series for R2 and R, in terms of the small parameter E and the amplitude D. 
Finally, we give the series for the energy E in terms of the same two variables. The 
Contopoulos problem being essentially conservative, the energy is constant along any solution 
and therefore independent of A and t. The series for E was obtained by substituting the formal 
solution in the Hamiltonian. This is a good verification of the results. 
In order to have another verification of our formal series expansions, we also made a 
numerical integration of some five solutions of the family A (see Table 3). The initial conditions 
x0, j, and the half period T/2 where computed, in terms of the parameter 0, directly from the 
eighth-order series expansions. The column N gives the number of digits of agreement between 
the series and the numerical integration after a complete revolution. As we can see, the 
precision is quite remarkable (10 digits) for D = 0.1; however, it deteriorates when D increases. 
The last column gives the stability Index k (sum of the two non-trivial reciprocal eigenvalues of 
the monodromy matrix). This quantity being larger than 2, we conclude that the family A is 
unstable. 
7. THE OBLIQUE RECTILINEAR SOLUTIONS OF CASE 5 
As was said before (Section 3), there are exactly three families of rectilinear solutions, one 
being the horizontal family and the two others being the non-symmetric families R’ and R-, 
mirror images of one another. In fact, this can also be shown very easily in a direct manner. For 
this purpose we assume two real constants A, B and an unknown real function 4(t). 
Substitution of the quantities x = Ad(t) and y = B4(t) in the equations of motion (3.1) shows 
that 
6(2A*B - B3)d2 = 0, 
which has exactly three solutions for the constants A, B: B = 0 gives the horizontal family 
& + do = 0 while the solution B = + g(2A) gives the two oblique rectilinear families for which 
the unknown function 4(t) satisfies, for A = 1, the differential equation 
Because of these considerations, we begin the oblique family with the zero-order solution 
x0 = A cos A, y. = B sin A, where B2 = 2A2. To the eight-order in E, we find the following 
Table 3. Initial conditions for the numerical integration of the periodic solutions, family A 
D 
0.1 
/ 
0.2 
0.3 
0.4 
/0.5 
xo Yo T/2 
-0.006685921923 0.09951980267 3.1547335837 
-0.02698368242 0.1961393797 3.1Q47607270 
-0.06168421993 0.2868558506 3.2634133299 
-0.1123670 0.3684695 1 3.3632036 
-0.1818780 1 3.4962458 0.4375151 
N 
10 digits 
8 digits 
6 digits 
5 digits 
4 digits 
k 
2.001 
2.018 
2.109 
2.457 
3.646 
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+e5A6(-g+%cos2A +&cos4A +&cos6A) 
+ c6A7($$$ cos 3A + $$& cos 5A t & cos 7A) 
t c8A9(w cos 3A t m cos 5A t ~cos7Ati&cos9A). 
The y-coordinate is V/(2)x and its expansion is of course not repeated here. As for the 
frequency corrections, the series a2 (and R as well) has only even terms in E. We also 
reproduce the two series to eight order in E here 
Q = 1_ fc2A2 _ &4A4 _ sc6~6 _ +$@E8~8 ,_ . . . . 
Finally, we display the series for the energy as a function of the two variables E and A, along 
the family: 
E = ;A2 - pA4 _ EE4~6 _ #$IE6~8 _ mE8~ IO f . . . 
We actually also performed several Runge-Kutta numerical integrations of the periodic 
solutions of this family, in order to check the precision of the previous eight-order expansion. 
We used a constant value E = 1.0 but we varied the amplitude A of the oscillations, up to about 
0.125. We discovered that at A = 0.125 the series still give 6 correct digits over a complete 
revolution, while for smaller values of A, at least 10 digits of agreement are obtained. The 
precision of five particular orbits is given in Table 4. On all these orbits we have y. = d(2);, 
and f. = j. = 0 so that the oscillations begin with zero velocity. 
A remarkable property of the two families of oblique rectilinear periodic solutions is that 
not only their beginning at the origin with period 27 and zero energy is well known, but also 
their termination is clearly known. Each family terminates indeed with an orbit which is 
asymptotic to an unstable equilibrium point. The Contopoulos ystem has the two unstable 
equilibrium points (saddle points) at x = - l/2, y = ? d/(2)/2, with a potential energy V = l/8. 
The two orbits which are asymptotic to these points have the velocity li = d/(3)/6 = 0.2887 at 
the origin (0,O) and of course infinite period. 
As for the stability, the oblique rectilinear family also has a remarkable volution: it is 
mostly stable although the stability index k = s + s-’ seems to oscillate, especially at the end of 
the family (Fig. 2). The stability index k starts at t 2 and decreases all the way through the 
stable region ( - 2, t 2) to make a rapid excursion in the unstable region (k < - 2), crossing the 
boundary (- 2) at the two solutions: 
(I) f. = 0.2724724, 
(II) lo = 0.2772361. 
We have verified numerically that at each orbit with k = -2, we have a bifurcation with 
another family or branch, with twice the original period. At I, we computed the branch R, of 
stable periodic solutions, while at II, we discovered the branch R2 of unstable periodic solutions 
(Fig. 2). In Fig. 3, we see that the branch of rectilinear oblique periodic solutions is divided in 
three segments a, b, and c, which are respectively stable, unstable and stable. On the segment d, 
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Table 4. Precision of the eight-order series of the oblique rectilinear family 
t k 
x 
0 
0.0265862693755 
0.0683376217635 
0.0712562512667 
0.0933190251793 
0.1165068637 
i 
Number of digits 
T/2 
of agreement with 
the series 
3.166076096 10 
3.156827313 9 
3.171790696 9 
3.196368227 7 
3.229502230 6 
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Fig. 2. Stability index of family R’ or R- in the Contopoulos system. 
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Fig. 3. Initial conditions of the oblique rectilinear family R’ and its two branches, RI and R1. 
Fig. 4. A typical orbit of the branch RI, with initial conditions (x0, ye, ;ie, je) = (- 0.32807, 0.0, 0.05362, 
0.48356). 
the stability was not determined. In Figs. 4 and 5 we show an actual periodic solution of each 
one of the branches R, and R2_ 
In summary, among the six fundamental families of periodic solutions, the two normal 
modes of oscillations, the horizontal family (Case 1) and the vertical family A (Case 2) are both 
unstable with positive stability index (k > 2). 
In relation to the horizontal family, when we speak about stability we actually mean stability 
in the second dimension, along the y-axis, perpendicularly to the horizontal oscillations. 
The other four families, which are the exceptional families arising from the l-to-l 
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I 
Fig. 5. Fig. 6. 
Fig. 5. A typical orbit of the branch &. with initial conditions (x0, ya, &, Ga) = (0.18533. 0.0. 0.46013. 
0.27764). 
Fig. 6. A periodic solution of a branch of family C’, out of bifurcation point III. with initial conditions (,~a, 
yO, 4, $,) = (0.67805, 0.0, 0.0, 0.42196). 
resonances (the families C’, C-, R’, R-) are all stable, at least in some neighborhood of the 
origin, (which is rather large!). On all these stable branches of simple periodic solutions we 
expect the natural bifurcation phenomenon to appear, resulting in many new complicated 
periodic solutions with longer period, similar to those actually found by Bountis in the Henon 
System[29] (see Fig. 6). 
All numerical integrations and stability calculations were performed with a Runge-Kutta 
method of order eight. The stability calculations were actually done with four different 
methods: 
(1) Integrations of 4 independent solutions of the variational equations to form the state 
transition matrix for a complete period (monodromy matrix). 
(2) The Henon method[24]. 
(3) The Guyot method[30]. 
(4) The Hill equation[31]. 
The stability index k defined in this paper is the sum of the two non-trivial eigenvalues s and 
S-’ of the state transition matrix[l9, p. 4041. 
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