Abstract. This paper proposed a method to forecast the short-term passenger flow, which is a vital component of urban rail transit system. We used a hybrid EMD-LSTM prediction model which combines empirical mode decomposition (EMD) and long short-term memory (LSTM) to forecast the short-term passenger flow in urban rail transit system. EMD can extract the variation trend of passenger flow, then LSTM can make the prediction to prove the accuracy. The experimental results indicate that the EMD-LSTM model used in this paper has better prediction accuracy than the LSTM model alone. Besides, the amount of data used in this experiment is small, and there is no need to consider additional features except temporal factor. According to what we have learned, this is the first time to combine EMD and LSTM to make short-term prediction in the urban rail transit system.
Introduction
Short-term passenger flow forecasting is a vital component of urban rail transit system. The forecasting results is an important basis for urban rail transit feasibility study and design, and also the main basis of project construction. In the recent studies, linear forecasting method and non-linear forecasting method are used. Grey System Theory and ARIMA are the represent of linear forecasting methods. LSTM [1], deep learning [2] and spatio-temporal deep learning [3] are the represent of nonlinear forecasting methods.
Urban rail transit passenger flow has the characteristics of non-linear, periodicity and random, and it is inapplicability for short-term passenger flow forecasting. Moreover, some factors, like emergency, which affect passenger flow, are hard to acquire or forecast. So as to solve this problem, hybrid EMD-LSTM prediction model is used. Firstly, the passenger flow data of Beijing subway Line 10 is used, considering only the time characteristics of the data, then the hybrid EMD-LSTM prediction model is used. The EMD is used to decompose the original passenger flow data, and statistical method is used to select each component, then LSTM is used to predict each component separately. Finally, the prediction results of each component are added to the final result.
Methodology Empirical Mode Decomposition
Empirical mode decomposition (EMD) [4] is a signal decomposition algorithm, which is suitable for non-liner and non-stationary signal. The original time series signal can be decomposed into a small number of oscillatory modes which can be expressed as some intrinsic modals functions (IMF) and a residue. The residue retains a non-periodic trend of the original signal, and any periodic fluctuation in original signal will be decomposed into IMFs. IMFs must satisfy the following two conditions [4] :
1. In the whole data set, the number of extrema and the number of zero crossings must either equal or differ at most by one.
2. At any point, the mean value of the envelope defined by the local maxima and the envelope defined by the local minima is zero.
The essence of EMD algorithm is shifting IMFs from original signal. The EMD algorithm is described as follows [4, 5] :
Step1: Find all the local extrema in signal . Step2: Use cubic spline line to get the upper and lower envelopes, and . Step3: Generate the mean envelopes as below.
/2.
(1) Step4: Calculate the difference between and as a proto-IMF, . By using the algorithm above, the original signal can be decomposed into n modes and a residue as follows:
In the formula, is the number of IMFs, represents IMFs, and is the residue. Urban rail passenger flow data can be equated to a time series signal, which can be deposed by EMD into a series of IMFs and a residue.
The number of IMFs decomposed from the original passenger flow signal is determined by its own local characteristic time scale, and these IMFs components are independent of each other. More importantly, the trend information in the original passenger flow signal can be obtained in the residue.
EMD End Effect
The end effect, produced in EMD sifting process, can distort the decomposed sub-series and affect the following sub-series modeling process [6] . The edge effect is shown in the Fig. 1 . In order to solve end effects, some scholars put forward Mirror method [7] , Coughlin′s method [8] , Slope-based method [9] , and Rato′s method [10] . These methods extended the original signal, and then decomposed the original passenger flow signal by EMD, finally delete the extended part of the decomposed signal to remove the end effects. This paper proposes a regression-forecast extension method for the edge effect in EMD of urban rail transit passenger flow.
The historical data of the urban rail transit passenger flow can be obtained, but the future data cannot. Therefore, for the left edge of the original passenger flow signal, it can be extended by historical data, while for the right edge of the signal, a method is needed to predict the passenger flow Research, volume 168 data of one cycle. This paper uses the data of the same period (for example, the data of all Mondays in the original passenger flow data) to predict the right edge of the signal by linear regression roughly. The advantage of using regression prediction is that the original general trend can be retained as much as possible and the operation is easy to deal with.
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LSTM
Long short-term memory (LSTM) [11] is a special recurrent neural network (RNN) suitable for predicting continuous time series. Compared with traditional RNN, LSTM overcomes its long-term dependencies. For many tasks, the RNN with LSTM structure (shown in Fig. 2 ) performs better than the traditional RNN. A gate is an operation using a sigmoid neural network and a bitwise multiplication, which together form a gate structure.
The forgetting gate is to allow the RNN to "forget" previously information which is useless. As shown in Eq. 5, the forgetting gate will determine which part of the memory needs to be forgotten based on the current input x and the output h at the last moment.
, .
The input gate is used to replenish the current memory of the circulatory neural network after it has "forgotten" the previous state of the part. As shown in Eq. 6, the input gate will determine which information is added to the state c according to x and h to generate a new statec .
The output gate generates the output of the current moment after calculating the new state . As shown in the Eq. 7, the output gate will determine the output h at this moment based on the latest statec , the output h at the previous moment and the current input .
A Hybrid EMD-LSTM Prediction Model
The model applied in this paper is hybrid EMD-LSTM prediction model, which is composed of EMD and LSTM. The EMD-LSTM model consists of four stages:
In this stage, the original passenger flow signal is extended in order to deal with the EMD end effect. The left edge was extended by historical data of one cycle, and the right edge was extended by regression prediction of one cycle too.
Stage2: EMD Stage In this stage, the extended signal is decomposed into IMF components and residual components by EMD. Based on the difference of volatility and time span, the number of IMF components decomposed are different. Generally, the more violent the passenger flow signal is and the longer the time span is, the more the IMF components will be.
Stage3: Component identification Stage
In this stage, we use statistic method to identify the significant component. The IMF components can be judged by calculating the correlation with the original signal and determining whether the components are meaningful. Strong correlation signal could be taken as input individually, other signal aggregated as a part of input. The statistical methods, such as Pearson product moment correlation coefficient, and Kendall rank correlation coefficient are used to test the correlation.
Stage4: LSTM Stage In this stage, LSTM method is applied to predict each component after screening. In this paper, the prediction only relies on the component itself as the input of LSTM for prediction, without the need for other features in the prediction process.
LSTM neural network needs to determine the three main parameters of the in-put layer, the hidden layer and the output layer. The hidden neurons is deter-mined by experiments. The neurons in the input layer and the output layer are based on the rolling step and the forecasting step. Since we use historical data to forecast next day's data, the input neurons can choose a certain rolling step according to the data set, such as three or five days. The output neurons is selected as one day according to the prediction needs. It should be noted that the number of neurons in the input layer and the hidden layer is not proportional to the prediction accuracy. Meanwhile, as the number of neurons increases, the computational efficiency decreases. Therefore, it is necessary to determine the input neurons and hidden neurons through repeated experiments by using RMSE as the selected indicator.
Experiment
The Data Set The data set was collected from the daily passenger flow of Beijing subway line 10 between February 18, 2019 and March 31, 2019, a total of 42 days, excluding holidays.
The daily passenger flow of urban rail transit shows a cyclical change with a period of 7 days, which is generally manifested as a large passenger flow in week-days and a small passenger flow in weekends. According to the cyclical of urban rail transit passenger flow, the data are evenly divided into groups by week.
Group 1 is the extension group to the left side of the original passenger flow signal, groups 2 to 4 serves as training groups for LSTM neural networks, and groups 5 and 6 are used as the contrast groups. Then, perform the correlation test using the Pearson product moment correlation coefficient, and the Kendall rank correlation coefficient. And the results are shown in the following tables. According to the results of correlation test, the correlation between IMF components is very low. Pearson product moment correlation of imf1 and imf2 are 0.54 and 0.77, respectively, which indicates a strong positive correlation, and Kendall rank correlation coefficients of mf1 and imf2 are 0.49 and 0.35, respectively, which indicate imf1 and imf2 have higher ranks. The result of Pearson and Kendall correlation coefficients are consistent. Therefore, imf1 and imf2 are as separate inputs calling and , imf3 and residue are aggregated as an input .
Modeling
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Finally, LSTM is applied for prediction. The rolling step of each component and the number of hidden neurons were determined through experiments.
After repeated experiments, the optimal application scheme was determined by comparing RMSE of each input component on the training set. The best solution is shown in Table 3 . Then we use LSTM to predict each component, and the final prediction is obtained by adding up the predicted results of each component. The final prediction effect is shown in the 
Results and Analysis
The first group data in contrast group is used to satisfy the rolling step, and the second group is used to contrast with the prediction value. Table 4 shows the true value contrast with prediction value of EMD-LSTM and prediction results of LSTM. The RMSE value of EMD-LSTM and LSTM are 1.06 and 2.15 respectively. According to Table  1 . 4 and RMSE, we can find that the prediction results of hybrid EMD-LSTM prediction model is better than that of LSTM alone. At the same time, the EMD-LSTM model can achieve higher prediction accuracy with less historical data, and only requires the passenger data sequence itself, without other features (such as weather, climate, etc.)
At present, the model is only suitable for using the previous data to predict next day's daily passenger flow in the future. If there is a need to predict the daily passenger flow in the next few days, there are two ways to do this: First, increase the number of LSTM output neurons to increases the predictable duration.
Secondly, use iteration prediction. The predicted passenger flow data can be used as historical data and repeat the iteration. According to the previous experience, the error of these methods will increase with the increase of the prediction period. This article does not carry on the thorough research to this kind of situation.
At the same time, if there are holidays' data in the historical data applied, they should be revised before making the prediction. If there are holidays during the predicted period, this method will no longer be applicable.
Summary
In this paper, EMD method is applied to decompose the original passenger flow signal of urban rail transit into IMFs components, then LSTM is applied to predict each component separately. The experimental results show that the short-term passenger flow predicted by hybrid EMD-LSTM prediction model is more accurate than that predicted by LSTM neural network directly. Meanwhile, the regression-forecast extension method proposed in this paper can effectively rectify the edge effect of EMD and improve the prediction accuracy. Another advantage of the EMD-LSTM model is that it can use a small amount of historical passenger flow data to achieve a high prediction accuracy without other features.
