Abstract-Underwater docking endows AUVs with the ability of recharging and data transfer. Detection of underwater docking stations is a crucial step required to perform a successful docking. We propose a method to detect underwater docking stations using two dimensional images captured under different environmental light variance, deformations aroused by scale and rotation, different light intensity and partial observation. In order to realize our proposed method, we first train Convolutional Neural Networks (CNNs) to learn feature representations and then employ a deep detection network. In order to analyze the performance of the proposed method, we prepared an image dataset of docking stations using underwater imaging. Then, we explore the performance of our method using different data augmentation methods. We improved the AUC of detection by 0.14 using data augmentation and obtained 0.88 AUC with data augmentation. An increment of 0.23 AUC is gained by transfer learning and we obtained 0.88 AUC on another datasets.
I. INTRODUCTION
Underwater vehicles are categorized into three main groups: HOV (human occupied vehicle), ROV (remotely operated vehicle) and AUV (autonomous underwater vehicle). AUV offers numerous advantages over others such as larger scope of activity, more compact size and higher efficiency. But its finite on-board battery energy and storage capacity constrain its potential. Underwater docking enables AUV's autonomous battery recharging and data transfer, making long-term underwater residence possible. A docking process designed in our lab is presented in Fig. 1a . Three kinds of sensors are proved to be effective in an underwater docking: i) electromagnetic [1] , ii) acoustic [2] and iii) optical [3] . Optical sensors are usually responsible for the final short-distance stage precise docking due to its high accuracy and are often combined with other sensors which are responsible for long-distance rough direction [4] . A docking algorithm proposed using optical sensors consists of detection and pose estimation in [5] . Many papers report their results on pose estimation while less study is conducted on the detection. In this paper, we will focus on the detection using 2D images captured by a single camera. Detection of docking stations is challenging due to its variant appearance under different conditions as shown in Fig. 1 . It contains two parts: classification and localization. The former predicts the existence of docking stations in an image and the latter tells where it is. Most existing works associated with docking detection put emphasis on localization. This is the first work which proposes a method for classification and localization of underwater docking stations simultaneously to the best of our knowledge. In [3] and [6] , they assume that a docking station remains inside camera's field of view and a fixed threshold is set for binarization so that docking station can be extracted and localized. Similarly, a fixed threshold is set in HSV space in [7] . In [5] , an adaptive thresholding scheme is proposed for detection of docking stations. Recent years have seen a great success of deep neural networks in many challenging problems [8] [9] [10] . Among them are classification and detection. Deep neural networks have been also widely used in underwater classification and detection tasks. Li X et al. propose a deep residual network for underwater plankton classification [11] . In [12] , a network is proposed to classify plankton. A CNN based network is introduced in [13] to localize agent vehicle using forward-looking sonar. Marburg Aaron et al. train a CNN based network to detect Benthic Fauna in high-resolution photomosaic [14] . Deep neural networks are designed for fish detection in [15] [16] [17] . In this paper, a method which performs classification and localization simultaneously is designed for detection of underwater docking stations using deep neural networks. To the best of our knowledge, we are the first to design a CNN based network for underwater docking detection.
II. UNDERWATER DOCKING DETECTION PROBLEM
We address the following challenges for detection of docking stations:
• Environmental light variance: Environmental light may differ owing to strength of sunlight, turbidity and occurrence of other light sources. It may result in different appearance of docking stations. For example, some parts of the docking station cannot be observed due to the dim environment, leaving only lights obvious as shown in Fig. 1b .
• Deformation due to scale and rotation variance: For most detection tasks, scale and rotation invariant detection of objects is a core problem. Images of docking stations are captured from different distances and angles. This gives rise to deformation of docking stations images which poses a nasty problem in detection of docking stations.
• Change of appearance due to intensity variance of docking lights: Voltages acting on lights determine the light intensity which leads to distinct appearance of lights as shown in Fig.  1d . Usually voltage values are carefully chosen so that no great change on docking station's appearance occurs [3] . A detection algorithm insensitive to the intensity of lights in a relatively wide range is necessary for a robust detection.
• Detection of partially observed docking stations: In some cases, docking stations cannot be observed completely, as shown in Fig. 1e . The ability of detection of partially observed docking stations can offer more information to adjust AUVs to see a complete docking station, which will enable a more effective docking. To the best of our knowledge, this is the first work that addresses a problem of detection of partially observed docking stations.
III. DETECTION OF UNDERWATER DOCKING STATIONS
USING DEEP NEURAL NETWORKS In our proposed method, we first employ a deep neural network, called Dock-net-C, to learn feature representations of underwater docking stations. Then, the learned features are used to train a deep network, called Dock-net-D, for detection of stations. We train the proposed networks by solving a two class classification problem. An image which contains a docking station is labeled by 1 and an image which belongs to background is labeled by 0.
A. Learning Feature Representations of Docking Stations Using Dock-net-C
We pre-train our detection network using Dock-net-C for learning feature representations of docking stations. Docknet-C is pre-trained on our own underwater docking datasets (described in experiments) only for a classification task in which we decide whether a docking station exists in an image. The architecture of Dock-net-C is shown in Fig. 2a . It takes the whole image as an input and processes it using several network layers. Its first 11 layers consist of several convolution, maxpool and ReLU layers. A global average pool layer [18] follows generating a 1 × 1 × 64 feature vector. It is then fed to the next fully connected layer.
B. Detection of Docking Stations Using Dock-net-D
In Dock-net-D, first, the global average pool layer is removed. Instead, a ROI pooling layer [19] is attached to the last ReLU layer. Secondly, the last fully connected layer and softmax layer in Dock-net-C are replaced by two sibling branches: one producing class probability and the other for bounding-box regression. The designed Dock-net-D is shown in Fig. 2b .
In the training process, Dock-net-D takes four inputs: the whole image, region of interest proposals (ROIs), class labels and a bounding-box. ROIs are proposed by selective search [20] in our experiments. Each ROI has a corresponding ground-truth class c and a ground-truth bounding-box. Docknet-D is trained from end to end, and SGD (stochastic gradient descent) is used for back-propagation to minimize a multitask loss function. Multi-task loss function was first proposed by [19] . It is a loss function that combines classification loss function and bounding-box regression loss function into one so that two loss functions could be minimized jointly. It is defined as below:
where L cls (p, c) = − log p c is a cross-entropy loss for true class c. t c and b are ground-truth bounding-box and predicted bounding-box, respectively. l c>0 is an indicator function that outputs 1 when c > 0 and 0 elsewhere. L bbox (t c , b) is the bounding-box regression loss function defined as below:
where
smooth L1 (x) is a smooth function that makes the loss function less sensitive to outliers. λ is a constant that balances the two loss function terms which is set to 1 in our experiments. For detection, Dock-net-D is used for forward-propagation. A whole image and a list of ROIs proposed from it are fed to Dock-net-D. After a forward pass, Dock-net-D outputs predicted class probability and bounding-box for each ROI. We denote a set of ROIs, the i th ROIs and the classification probability of the i th ROIs by R, R i and p r (R i ) respectively. Since there is only one object, i.e. docking station in our task, a very small threshold t p (e.g. t p = 0.1) is set to the class probability. The bounding-box of R rel becomes the final detection result. R rel is defined by
IV. EXPERIMENTS

A. Experimental Setup and Datasets
Our docking station is a trumpet-like device with eight lights mounted around its rim (see Fig. 1a ). Experiments are carried in different light intensity: voltage of 7.8v and 7.6v on each light. The original image size is 576×720. It is resized to 64× 80 during training and testing. The intensity of voltage 7.6v is called less intensity (see Fig. 1b and 1c) in our experiments while the 7.8v one is called strong intensity (see Fig. 1d ). We denote the datasets containing 10000 images with less intensity by D lc1 (8000 for training and 2000 for test) and the datasets containing 2000 images with strong intensity by D sc1 .
B. Data Augmentation
Our training datasets consists of 8000 images. In order to avoid overfitting, we use three data augmentation methods. All data augmentation methods are performed on training sets during pre-processing. The first method of augmentation is color jitter. We follow the procedures suggested in [8] . Color jitter is performed by adding a small permutation to original PCA components. Firstly, PCA is carried on RGB pixel values. Then a small permutation drawn from a Gaussian with mean zero and standard deviation 0.01 is added to each pixel. For each training image, N j images are augmented. We call the second method of data augmentation scale augmentation. This is implemented similarly as suggested by [10] . Training sets are rescaled by factor 1.25 and 1.5. Then left-top, right-top, left-down, right-down and center 64 × 80 patches are cropped as samples. By doing so, the size of our datasets is increased by a factor of 10. In addition, we flip 50% samples obtained above. 
C. Analysis of Performance Using Different Augmentation Methods
In this section, we compare Dock-net-D performance on datasets with and without using data augmentation and datasets augmented with different N j values. A detection result obtained with IoU exceeding 0.5 is considered a correct detection [21] . The performance is evaluated by AUC as suggested in [22] . The ROC curves computed [22] using different augmentation methods are given in Fig. 3a From above results, we can draw the conclusion that all three augmentation methods mentioned above play crucial roles in improvement of the performance of underwater docking detection.
D. Analysis of Detection Results
It is shown in Fig. 3a that 0.88278 AUC is achieved by Dock-net-D. In this section, some typical right and false detection results are shown in Fig. 4 . As shown in Fig. 4 , the docking station can be detected from different distances and angles, under different environment lights and in partial observation. There are also some false classification and detection results. The false ones mainly come from poor region proposals and partial observation. We will improve them in our future work. Temporal information will also be integrated to improve detection performance. Additional results are given in the supplemental material.
E. Analysis of Transfer Learning on Datasets of Strong Intensity Images
We denote the dataset D sc1 of images augmented with scale, flip and color jitter N j = 10 by D sj10 . Because the size of D sc1 is relative small (2000 images), to avoid the case that one dataset suppresses another during training, we do transfer learning on D sj10 . Transfer learning is employed on D sj10 based on the model learned from D lj10 . Fig. 3b shows that without transfer learning Dock-net-D has achieved 0.647 AUC of detection. Performance of transfer learning is compared by fixing different layers of the detection network learned using D lc1 . The result is shown in Fig. 3b . As can be observed, AUC is improved after transfer learning is employed, and the highest AUC 0.88068 is obtained by fixing conv4. 
V. CONCLUSION
In this paper, we proposed a method that integrates two deep networks, Dock-net-C and Dock-net-D, for detection of underwater docking stations. Dock-net-C is used to learn feature representations of docking stations while Dock-net-D is designed to detect docking stations. Our experiments show that AUC 0.88 is achieved by Dock-net-D. Transfer learning improves AUC of detection when Dock-net-D runs on datasets of images with strong intensity. It is also shown that scale, flip and color jitter augmentation improve performance significantly. In the future work, we will integrate temporal information to improve performance.
