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       Particles are ubiquitous and are integral components of modern 
technology. Sensitive to any alterations or even a small perturbation in its 
constitutive properties, sizes and shapes, particles have been utilized as a versatile 
means in a compact platform with which to manipulate, enhance or transform any 
physico-chemical properties in its environment. Amongst the variety, procedural 
and synthetic diversities and accompanying investigation of the physical and 
chemical properties of micron-scale particles having highly rough surfaces is 
barren in previous studies.  Yet, most of the particles found in nature are “rough” 
particles. Therefore, a thorough survey  that maps the deviation in properties 
from what is expected of standard predictions from analytically “smooth” 
particles, accompanied by systematic analysis protocols, is expected bring a broad 
impact to multiple scientific and practical disciplines. A further understanding of 
the nature and physico-chemical properties of “rough” particles will enable better 
understanding of our environment, with which or around which to attain our 
engineering objectives. 
       In the early phase of the research as a precursor to the construction of 
“rough” particles, the focus was on the synthesis of smooth polymeric micro-
spheres (-spheres). As -spheres had been extensively characterized, the focus 
was on the development and streamlining of large-scale fabrication process based 
 xxii 
on microfluidics setup.  Furthermore, its utility in biomedical applications 
supportive of pharmaceutical industries had been identified in the form of three-
dimensional cell-culture scaffolds. Stacked layers of ordered arrays, or colloidal 
crystals, of polymeric -spheres were used as templates for inversion into 
hydrogel based 3D cell culture scaffolds.  
       The second phase of the research involved the synthesis and 
characterization of “rough” particles having orthogonal orientation of high aspect 
ratio ZnO nanospikes on polymeric -spheres, which we called the ‘hedgehog’ 
particles to reflect its morphology. In this phase, we studied the ‘hedgehog’ 
particles in a colloidal system and report an anomalous colloidal dispersion 
behavior; the ‘hedgehog’ particles stably disperse in ‘phobic’ solvents without 
polarity matching chemical modifications, thereby breaking the well-known 
‘similarity’ rule.  
Lastly, owing to unique geometrical and material configurations, the 
‘hedgehog’ particles enabled us to study electromagnetic response of “rough” 
particles, where all of its photonic compartments are dielectric and lie within the 
Mie scattering regime. Here, we showed that the presence of surface roughness 
alters the electromagnetic responses from what would have been expected of 
typical micron-scale dielectric particles, which are as follows: 1) broadband 
scattering, 2) suppression of resonance, 3) suppression of higher-order modes, and 
4) broadband suppression of backscattering. 
 xxiii 
       These studies are only a small subset of synthetic and property diversities 
possible with “rough” particle configurations. We believe that continued 
investigation and further expansion in the knowledge of “rough”, as well as 
particles of other configurations, may enable us a spectrum of design possibilities 
























       Definition of a particle various amongst disciplines. For this thesis, the 
following best fit the description of a particle. Particle is defined as a discrete and 
localized matter 1) that is distinguishable from its environment through physical 
boundaries (interface) and 2) to which physico-chemical properties may be 
ascribed within and around the boundary 
       Particles are classified according to sizes, its constituents, geometrical 
anisotropies and its dimensions, and compartmental arrangements in the case of 
composite particles (Figure 1.1) 3–11. Particles in the nano-scale regime exhibits 
deviations in physical and chemical properties from its macroscale counterpart. 
 2 
For example, optical properties and bandgap changes due to quantum effect, 
mechanical properties such as toughness and diffusion rates changes. Chemical 




















Figure 1.1. (a) Size-scale representations; (b-j) Types of particles in nanoscale regime 
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       Micro-particles are also categorized in the same manner (Figure 1.2) 12–
17. Particles are ubiquitous and plays an important role in a wide array of current 
technologies owing to flurries of advanced research devoted to 1) elucidating 
unique properties in all aspects scientific disciplines and 2) identification of 
practical utilities in current technology.  Great accomplishments 
notwithstanding, there still remains procedural complications, incomplete 
understanding of empirical observations as well as not yet recognized 
distinguishing properties of particulate matters that may overcome the current 
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Figure 1.2. (a-f) Types of particles in micro-scale regime 
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technological hurdles. Diversities of particle types and yet to be realized material 
and geometrical configurations may ascribe the current whereabouts.  
       In order to further increase the impact of particle technology to societal 
benefit, we expanded our research interest to understanding physico-chemical 
properties of particle types that are barren in previous ventures. In particular, we 
focused on synthesis, characterization and exclusive properties of all dielectric 
micro-particles having rough surfaces.  
       In the early phase of the research as a precursor to the construction of 
“rough” particles, the focus was on the synthesis of smooth polymeric micro-
spheres (-spheres) using simple, cost-effective and readily accessible 
microfluidics system. Analytically smooth -spheres have been extensively 
characterized. Therefore, the research focus by-passed the scientific investigation 
and directly emphasized streamlining of large-scale fabrication and its utility 
where biomedical applications supportive to pharmaceutical industries were 
identified. The second phase of the research involved the synthesis and in depth 
characterization of all dielectric “rough” particles having orthogonal orientation 
of high aspect ratio ZnO nanospikes on polymeric -spheres, which we called the 
‘hedgehog’ particles to reflect its morphology. In this phase, we studied the 
‘hedgehog’ particles in a colloidal system and report alterations from the standard 
colloidal behavior in association with the surface roughness.  Lastly, the 
‘hedgehog’ particles feature unique geometrical and material configurations. This      
enabled us to study electromagnetic response of “rough” particles with photonic 
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compartments that are all dielectric and lie within the Mie scattering regime. 
Here, we studied the roles of wavelength comparable surface roughness that bring 
about deviations in the electromagnetic responses that are expected of a typical 
smooth dielectric -sphere. 
A wide spectrum of colloidal sciences stem from our ability to control the 
behavior colloidal systems, such as dispersion and controlled aggregation, known 
as self-assembly process. This requires the knowledge of different types of forces 
that govern the particle-particle interaction in fluid. In depth research on colloidal 
systems began as early as 1860 by Thomas Graham. A milestone that 
quantitatively describe the interplay of forces that determine the stability of 
colloidal system was achieved through The Derjaguin-Landau-Verwey-Overbeek 
(DLVO) theory during 20th century 18. This chapter will first introduce some of 
the forces governing the colloidal behavior, followed by brief reviews on the 
properties and synthesis of the materials used in this endeavor. Next, current state-
of-the art research on the construction of particles with rough surfaces will be 
overviewed.  
 
1.2 Forces governing particle interactions 
       The forces that govern the physical behavior of the particulate matters 
are dependent on its size regime. The interaction between the microparticles are 
typically governed by the classical laws of physics and their behavior typically 
depends on the size and the constitutive properties of their volumetric and 
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Eq. 1.1 
interfacial constituents that determine the attractive and repulsive interactions. 
The evaluation of nano-scale colloidal systems require quantum mechanical 
effects, most of which are beyond the scope of this thesis. 
       The DLVO theory stands as one of the single most important the 
milestone in the field of colloidal science and has quantitatively described a large 
portion of the experimental observation of the colloidal stability. The DLVO 
theory is summarized as follows, 
𝑉𝐷𝐿𝑉𝑂 = 𝑉𝑉𝑑𝑊 + 𝑉𝐷𝐿 
, where the sum of van der Waals ( 𝑉𝑉𝑑𝑊 ) and the electrical double layer 
approximates the total interaction potential between the particles in 
suspension. Full understanding of the interaction between the nanoparticles require 
quantum mechanical effects which is mostly beyond the scope of this thesis. 
 
1.2.1 Van der Waals interactions 
       The volumetric forces that governs the attractive interaction between the 
microparticles are called en masse the van der Waal (vdW) forces and includes the 
Debye force, the Keesom force, and the London dispersion forces. The simplest 
approximations in the form of the ‘pairwise’ potential, where the interaction is 
non-retarded and also additive, the energies of all the atoms encompassed in a 
particle are summed with all the atoms in the other particle. The pairwise potential 
is described with the Hamaker constant, AH = 2C12. Typical values of the 
Hamaker constants for condensed phases range between 10-20 and 10-19J in 
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Eq. 1.2 
vacuum, and an order magnitude lower in water19,20. Analytical expression for 
interactions between various geometries have been derived using AH. The vdW 
energy, in its simplest form, between two interacting spherical particles are given 






 , where d is the minimum interaction distance between the spheres. 
       The validity of the pairwise additivity, which disregards the influence of 
the neighboring atoms, may come into question in many-atom systems due to 
changes in the effective polarizability, direct and indirect reflective influences on 
the surrounding atoms. Furthermore, the additive approach may also break down 
for interacting bodies in a medium. The issues with the additivity has been 
circumvented with the Lifshitz theory and the coupled diple method (CDM). In 
Lifshitz theory, the individual particles are considered as a continuous media 
rather than the atomic constructs. Their interaction is evaluated as bulk properties 
in terms of their constitutive properties such dielectric constants and refractive 
indices which also incorporates the effects of the intermediate substance21–24.  
The non-retarded Hamaker constant between two identical particles, in terms of 
their constitutive, in a medium having different absorption frequencies, obtained 













, where 1, 3, n1, n3 are the absorption frequencies and refractive indices of the 
particle and the media, respectively. 
       The CDM, or the discrete dipole approximation, also includes the many-
body interactions where each atom is modeled as a harmonic oscillator that 
responds to the local electric field26. Its dynamic polarizability is obtained with 







, where  is the dynamic polarizability, o is the static polarizability, o is 
characteristic frequency estimated from the ionization energy27. The local electric 
field is calculated by the superposition of the electric fields due to instantaneous 
induced dipole moments from the neighboring atoms. The vdW energy (VvdW) 
between the interacting particles is obtained by subtracting the VvdW self-energy of 





























































1.2.2 Double Layer electrostatic interactions 
       Stability of colloidal 
dispersion requires repulsive 
forces that counter-balances and 
over triumphs the ubiquitous vdW 
attraction. If only the vdW type 
were present, the particles in 
liquid will agglomerate and eventually precipitate out of the solution. In a high 
dielectric constant liquid, particles are typically associated with interfacial charges 
that emanate electrostatic repulsion towards the particles with same charge 
polarity, thereby preventing their aggregation. There are two main mechanisms 
that impart surface charges to particle dispersion in liquids20: 1) ionization or 
dissociation of surface groups and 2) interfacial adsorption or binding of ions. The 
surface charges, co-ions, attracts oppositely charged layer of counter-ions equal in 
magnitude. The counter-ions in the Stern (or Helmholtz) layer are transiently 
bound to the surface, above which a mobile cloud of ions envelop through thermal 
motion, forming a diffuse layer known as the electric double layer (DL)28–30, as 
depicted in Figure 131.  The electrostatic potential due to the interfacial charge 
distribution around the particles plays in the colloidal stability and its distribution 
is best modeled with the Poisson-Boltzmann equation.  Details of the 
mathematical basis and derivation of analytical expression for potential 
distribution around charged particles and expressions relating surface potential to 
Figure 1.3: Graphic representation of EDL and the potential 
profile 
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surface charge density can be found in literature32,33. Analytical expression for 
EDL energies between the particles in liquid will be presented in Chapter 4. 
 
1.2.3 Hydrophobic interactions 
       The DLVO theory closely approximates the behavior of hydrophilic 
particles in aqueous suspension.  However, the DLVO theory fails to account for 
aggregation of hydrophobic colloids in similar dispersion media, despite some 
particles having high zeta (-potential34,35.  This unusually strong attraction 
between the hydrophobic surfaces in aqueous environment is called the 
“hydrophobic interaction”. The hydrophobic interactions, combined with the 
hydrophobic effects, is responsible for important biological structures such as 
assembly and folding of proteins, micelles and cell membranes36–38.  
Hydrophobic interaction also plays an important role in forming particle-bubble 
aggregates in the flotation process for water purification, mineral processing and 
particle separations 39,40. Some of the theories that have been proposed to explain 
the hydrophobic interactions include 1) entropic origin due to configurational 
rearrangement of water molecules proximal to the hydrophobic surfaces41–45, 2) 
phase changes that occurs in between the hydrophobic surfaces at close 
proximities due to meta-stability of the liquid layer46,47, 3) bridging of the 
nanobubbles that forms on such surfaces48,49, and 4) anomalous polarization of 
water molecules50–52. The origin and the mechanism of the hydrophobic 
interaction still remains a source of debate. 
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       Israelachvili and Pashley were the first to notice the non-DLVO 
hydrophobic forces and found that its attractive strength was order of magnitude 
higher than that of the vdW energies53.  Since then, vast amount of research has 
been devoted to the force measurements in relations to the surfaces of different 
hydrophobicities, characterized by the contact angle o54,55.  Typically, the 
hydrophobic forces are measured using the surface force apparatus (SFA)56,57 or 
the atomic force microscopy (AFM)58 and the analysis with the DLVO theory 
applies to surfaces that exhibit with a small range of contact angles, 20o <o<40o 
59. In the DLVO evaluation, Surfaces with higher o requires additional 
hydrophobic term, expressed by exponential functions and power laws55,58,60–62.  
 
1.3 Microparticles 
       Particles in the micron-scale size regime (1-1000m) are generally 
referred to as microparticles. Other definition refines the microparticle dimension 
to finer limits (100nm – 100m). Due to its size, microparticles have higher 
surface-to-volume ratio and surface energy compared to its macro-scale 





       Emulsification is the most common methods employed to synthesize 
colloidal polymeric particles. There are two approaches to this method which is 
analogous to top-down and bottom-up fabrication process in the construction of 
micro-/nanostructures: 1) disintegration of large polymer droplet into smaller 
emulsions or 2) condensation of molecules/polymerization of precursor 
monomers within small droplets in the presence of appropriate initiator. The first 
approach requires large amount of emulsifying agents and mechanical energy to 
shear the bulk material. Moreover, the resulting particle sizes are on the upper-
limit of the micron-scale with high poly-dispersity. Nonetheless, simplicity and 
rapidity is the main advantage of the first approach, which rendered adaptation 
towards industrial applications where mono-dispersity and the size of the particle 
is not a critical factor, automotive primer paint for example63.  
       The latter approach, also known as emulsion polymerization, is widely 
used in industrial settings as well as academic benchtops due to excellent 
synthetic controls allowing versatility, finer sizes and mono-dispersity. In a typical 
emulsion polymerization process, the monomer precursors that includes a double 
bond moiety capable of undergoing free-radical polymerization, initiators and 
ligand stabilizers are mixed as aqueous dispersions. Upon energy input such as 
light or heat, the nucleation occurs followed by growth towards a specified 
diameter. 
       Formation of mono-disperse droplet emulsion via microfluidic devices 
subsequently inspired the creation of solid micro-particles through variety of 
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microfluidic platform. The Nakajima group reported controlled formation of 
emulsion droplets by forcing pressurized dispersed phase into a reservoir 
containing micron-scale slits of the silicon microchannel. The dispersed phase 
was extruded in the continuous phase as micro-droplets whose size was 
approximately 3 to 4 times larger than the length of the slits64.  The Quake group 
succeeded in forming controlled emulsion through T-junction microchannel made 
of polydimethylsiloxane (PDMS). Whereas the breaking of the droplet was aided 
by surface tension effect in the slit silicon microchannel, here the droplets are 
detached through a combination of shear forces and squeezing effect exerted by 
the continuous phase upon satiation of the continuous phase in the channel. The 
advantage of the T-junction method includes control of the droplet sizes by both 
the channel width and the flow rates of the continuous phase65,66. Later, flow-
focusing device (FFD) type in microfluidic platform was used for controlled 
droplet formation by the Stone group, where the dispersed phase is coaxially 
flanked by the continuous phase fluid flow67,68. While the FFD device offers 
advantage in potential scale-up production, it requires careful optimization of the 
flow conditions so as to yield highly controlled droplet formation. Focusing of the 
dispersed phase flow sheathed by the continuous phase in a co-flowing geometry 
was implemented onto the microfluidic device. Here, glass pipette inserted into a 
PDMS platform functioned as hollow channel for the continuous phase flow69. 
       Typically, 3 mechanisms have been used in the conversion of droplet 
formation from the microfluidic devices into solid polymeric particles70. The heat-
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based mechanism involves thermal polymerization of the droplet and subsequent 
cooling at room temperature71,72. The light-based mechanism involves energy 
input from the UV radiation onto the droplet containing the photo-sensitive type 
monomers73. The chemical reaction based method requires chemical species, 
added separately to the droplets, which could instigate the polymerization 
process74,75. The advantage of this method is that no input energy is required. 
 
1.3.2 Applications 
       The use of polymeric microparticles can be traced back to the ancient 
Mayans70.  Polymeric microparticles are ubiquitous in current technology and 
are deployed in a wide spectrum of applications ranging from analytical 
applications such as column supports in chromatography76 and flow cytometry77, 
biomedical applications such as carriers for drug delivery 78,79 and as fillers and 
bulking agents for tissue replacement80 as well as various other tissue engineering 
applications81–85 , to biological applications such as protein, nucleic acid and DNA 
capture and extractions86–88.  The polymeric particles are important constituents 
for a wide variety of materials chemistry research and industries such as coatings 
and paints89, in tire and tough plastic manufacturing90 and in adhesives91.   
       Assemblies of individual polymeric microparticles into higher order 
periodic structures have been shown to exhibit exotic optical properties and 
opened up a promising field of photonic crystals. Photonic crystals, owing to 
periodic structures of alternating high contrast refractive indices, could 
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theoretically possess a photonic bandgap, in which propagation of light of certain 
wavelengths is prohibited92–94.  Such would occur with destructive interference 
of light, of a certain range of wavelengths determined by the size, geometry and 
arrangements of the periodic constituents, propagation at all directions. Several 
groups have created photonic crystals composed of self-assembled silica 
microspheres whose photonic bandgap resides in the near infrared range95,96.  
Latex particles close to the nano-scale regime have been self-assembled into 
photonic crystal film97–99. Polymeric microspheres have been used as a sacrificial 
template for construction of diamond-lattice crystals from silica microparticles 
with the aid of SEM attached nano-robots100. Further use of polymer 
microparticles as the transient support template could be envisioned in creating 
photonic crystals of diamond or pyrochlore crystal lattices via self-assembly route 
proposed by Hynninen101.   Significance of this approach is the possibility of 
photonic bandgap material at visible wavelengths with suitable selection of high 
refractive index particulate units that constitutes the lattice.         
       Self-assemblies of polymer microspheres, especially into opal types, 
have led to another interesting biomedical applications. The colloidal crystals of 
polymeric microparticles were used as templates to created inverted colloidal 
crystal (ICC) scaffolds for 3-dimensional cell culture platform. Initially 
constructed with silicate materials by Kotov et. al using102, the scaffolding 
materials  were later further expanded to PLGA (here, glass microspheres were 
used as the assembling units for colloidal crystal template)103 and hydrogels104–106 
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that closely mimics the mechanical properties of non-osseous tissues. The surface 
chemistry of the scaffolding materials determined the behavior of tissue 
formation; adhesive interface rendered by layer-by-layer film deposition 
promoted cell attachment and spreading while non-adhesive interface endorsed 
spheroid formation. The ICC scaffolds were further deployed as 3D platforms to 
create functional in vitro organs modeling bone marrow107,108.  
 
1.4 Zinc oxide nano-rods/wires 
1.4.1 Properties and applications 
       Zinc oxide (ZnO) nanowires (NWs) have useful physical properties that 
are tied to a number of potential applications ranging from photo-catalysis, 
photonics, piezoelectric actuators, photovoltaics and optoelectronics.  Due to its 
nano-scale geometry, ZnO NWs exert quantum confinement effects on the 
photons and carriers. In addition, due to high break-down fields, large electron 
saturation rates, high radiation resistances and efficient luminescence, the ZnO 
nanomaterials are suitable for high power optoelectronics at high temperature and 
frequency109,110.   
       ZnO is a low cost and environmentally friendly group II-IV n-type 
semiconductor with a wide bandgap (~3.3 eV) and large exciton binding energy 
(60 meV at RT)111,112.   ZnO exhibits efficient radiative process through 
excitonic recombination that can support stimulated emission at low 
threshold113,114.  Together with large exciton binding energy (60 meV, RT) that 
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allows efficient emission at room temperature, ZnO possesses good material 
properties for room temperature mediated UV lasing devices such as blue 
LEDs115–118.  
       Nano-scale ZnO structures, such as ZnO NWs, could potentially further 
lower the lasing threshold due to the quantum effects, where the density of states 
at the band gap edges are significantly increased, leading to enhanced radiative 
recombination119.  In addition to the excitonic emission devices, the ZnO NWs 
have been used to improve the efficiency of excitonic photovoltaics. For example, 
the ZnO NW constructs have been incorporated in dye-sensitized solar cells 
(DSC) as anode scaffolds for dye and quantum dot (QD) loading120,121. The single 
crystalline (quasi)-1D structure of the ZnO NWs increase the electron transport 
rate, faster by several orders of magnitude compared to percolation through a 
random polycrystalline network. Other device applications include field emission 
devices owing to high melting point and stability under oxygen 
environment122,123, piezoelectric-field effect transistors124–126 and gas- and bio-
sensors127,128.  
       The nano-scale ZnO naturally features high surface-to-volume ratio. 
Combined with high reactive surfaces owing to wide band-gap and large exciton 
binding energy, ZnO is a promising candidate for photocatalysts. It currently plays 
a significant role in environmental remediation129–132 due to its exceptional 
pollution mineralization rate. Various reports suggest higher  photocatalytic 
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behavior of ZnO compared to TiO2
133–135. ZnO has been used as catalysts in 
various organic reactions136,137.  
       In particular, optoelectronic properties of 1D ZnO NWs are well suited 
for efficient photo-catalysis, such as increased delocalization of the carriers and 
reduced surface trapping states resulting from movement confinement along the c-
axis, rendering efficient charge separation129,138. Such attributes led to a variety of 
photocatalytic platforms comprising 1D ZnO nanostructures. For example, ZnO 
NWs arranged in a flower-like format139,140, photocatalytic paper with ZnO NWs 
141, Orthogonal ZnO Nws on inorganic flat surfaces 142, ZnO NWs as tetrapods143, 
and an array of ZnO NWs on an optical disk144 have all shown enhanced 
photocatalytic activities.  
 
1.4.2 Synthesis 
       Advantages of ZnO NWs over other types such as GaN NWs include low 
cost and simple to fabricate in an environmentally benign process, hence suitable 
for industrial and large-scale photovoltaic and optoelectronic components109,145.  
ZnO NWs have been synthesized as free-standing colloids.  However its useful 
properties are magnified when associated with a variety of substrates in a 
vertically aligned format, manifested by 1D anisotropic and quantum effects. 
Various methods to construct vertically aligned ZnO NWs is reviewed in the 
following sections.  
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       Vapor phase synthesis is the most prevalent methods to create 1D metal 
oxide nanostructures146.  Vapor phase synthesis produces high quality nanowires 
and the reactions typically take place in a closed chamber at high temperatures 
between 500oC to 1500oC under gaseous environment and a typical protocol 
begins with production of vapor species via evaporation, chemical reduction and 
gaseous reaction after which the vapor precursors are condensed onto a substrate 
of interest147. The methods include vapor liquid solid (VLS)148 growth, chemical 
vapor deposition (CVD)149, metal organic chemical deposition (MOCVD)150, 
physical vapor deposition (PVD)151, molecular beam epitaxy (MBE)152, pulsed 
laser deposition (PLD)153 and metal organic vapor phase epitaxy (MOVPE)154.  
VLS, due to simplicity and low-cost compared to other vapor phase methods, and 
MOCVD155, due to catalyst-free and lower temperature growth156, are widely 
employed in the ZnO NW synthesis.  
       Solution phase synthesis has numerous procedural advantages over the 
vapor phase methods, which includes low-cost, low temperature (<200oC). The 
reaction condition allows flexibility in the choice of substrates and the growth 
media, both of which could include the organic variety, and also facile scale-up on 
large substrates147,157. In particular, the hydrothermal method, in which the 
solution method is carried in aqueous environment, has been widely used for ZnO 
NWs. Hydrothermally grown ZnO NWs have more defects than the other types 
due to the presence of oxygen vacancies, which enables visible light photo-
catalysis without the transition metal doping158,159.  
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       The procedural sequences of hydrothermal growth of vertically aligned 
ZnO NWs are as follows: 1) adsorption of ZnO nanoparticles as seeds on 
substrates of interest – the seeding layers lowers the thermodynamic barrier for 
nucleation that leads to the NW growth160, 2) preparation of the growth solution 
that includes the Zn2+ salts, such as zinc nitrate and zinc chloride, and alkaline 
agents, such as sodium hydroxide or hexamethylenetetramine, 3) hydrothermal 
growth of ZnO NWs from ZnO seeded substrates in the presence of the growth 
precursors. The reaction process in the presence of zinc nitrate as the source of the 
Zn2+ salts and hexamethylenetetramine as the reducing agent are as follows: 1) 
decomposition of reducing agent: (CH2)6N4 + 6H2O  6HCHO + 4NH3, 2) 
hydroxyl formation: NH3 + H2O  NH4
+ + OH-, 3) supersaturation: 2OH- + Zn2+ 
 Zn(OH)2, 4) ZnO NW growth: Zn(OH)2  ZnO + H2O. 
 
1.5 Interfacial features 
1.5.1 Composition and assembly 
       Unit micro-colloids have the potential to be a versatile building blocks 
with which one can create complex structures for a wide spectrum of applications 
and scientific endeavors.  In addition, vast amount of materials and procedural 
knowledge accumulated in the field of nano-materials have added tools with 
which one can further tailor the properties of the micro-colloids that will govern 
its behavior. In fact, high quality research efforts have been dedicated in recent 
decades to develop strategies to tailor colloidal properties through interfacial 
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nano-engineering161.  Examples include polymer, inorganic and biomolecule 
coated particles.  
       Polymer coated colloids are currently applied as catalysts, found in 
cosmetics, inks and paints161. Two main fabrication pathways have been 
developed to achieve colloids comprising a solid core and a polymeric shell; 
interfacial polymerization and adsorption at particle surface. The polymerization 
methods include monomer adsorption followed by its polymerization on 
microparticles162–165 and nano-scale particles166–168, hetero-coagulation and 
polymerization169 and nano-scale emulsion polymerization170,171. The adsorption 
method takes procedural similarity to self-assembly technique in an LBL manner, 
where single or multilayer polyelectrolyte layers of thin shell are self-assembled 
through sequential electrostatic adsorptions on the colloids172–176.  
       Interfacial decoration with inorganic materials offer versatility to 
engineer colloids with diverse physical and chemical properties. Two main 
synthetic pathways have been utilized to achieve the solid-core inorganic-shell 
particles; 1) precipitation and surface reactions, 2) deposition of preformed 
inorganic nanoparticles161.  In the first synthetic routes, polymeric or inorganic 
cores as colloids are coated with inorganic layers via wither precipitation or by 
direct surface reaction with the aid of functional groups that facilitates the 
coating177–187. The predominant method that exemplifies the second method 
consists of LBL-like self-assembly of preformed inorganic nanoparticles on to the 
interface of the solid core of interest mediated by electrostatic adsorption188–195, in 
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a manner similar to the sequential adsorption of polymeric layers described in the 
previous paragraph.  One can easily notice the procedural simplicity and 
versatility of the colloidal template methods, with which one can employ to create 
a large variety of multi-composite colloids. Such creates opportunities engineer 
physical and chemical properties so as to meet the ever-demanding materials 
needs to meet the performance requirement for current technology. 
 
1.5.2 Surface roughness 
       Amongst various manifests resulting from nano-scale processing on the 
particle surfaces, interfacial roughness is of particular interest. Surface roughness 
brings about changes in various types of physical properties of colloids and 
consequently effectuate deviation from expected colloidal behavior. For example, 
the presence of surface roughness have shown to affect coercivity of magnetic 
nanoparticles196. Furthermore, there have been reports of interesting plasmonic 
properties with gold multi-branched nanoparticles that display sharp tips197–199. In 
the micro-scale size regime, surface corrugation improves its capture efficiency 
on a flat plate200, accredited to alteration of the force balance between the vdW 






1.6 Light scattering 202–204 
     Light scattering by 
particles is depicted as 
redirection of incident 
radiation due to interaction 
with particles. Refraction, 
reflection and diffraction all 
fall under the category of 
light scattering. There are 3 types of scattering. In an elastic scattering process, 
wavelength of the scattered light is the same as that of the incident light; energy of 
the light is conserved. Examples include Rayleigh scattering and Mie scattering. 
In an inelastic scattering process, emitted radiation has a different wavelength 
from that of the incident radiation, Examples include Raman scattering and 
fluorescence. Quasi-elastic scattering occurs in a moving scattering centers in 
which there is shift in the wave frequency in observer’s perspectives (Doppler 
effect).  
     The elastic scattering is categorized into 3 different scattering regimes. 
Geometrical scattering applies when the size of the particle is substantially larger 
than the incident wavelength (d >> ), in which Snell’s law and Fresnel equations 
apply. Rayleigh scattering is process in which electromagnetic (EM) radiation is 
scattered by particles much smaller than the wavelength of the incident light (d << 
). Typically, the upper limit is taken to be about 1/10 the incident light 
Figure 1.4: Scattered light (image from Malvern Instruments Ltd.) 
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Eq. 1.5 
wavelength.  In this scattering regime, there is no local intensity maxima in the 
scattering phase function and non-polarized light is scattered in a spatially 
isotropic fashion. However, as the particle diameter increases, local intensity 
maxima appears in the scattering phase function accompanied by increase in the 
forward scattering represented by narrower angle widths.  Other features include 
the following: 1) scattered intensity depends on the wavelength of the incident 





















, 2) polarization remains unchanged between the incident and scattered wave, and 
3) the exact shape of the scattering object is usually not very significant and are 
often treated as a sphere of equivalent volume (with few exceptions 206). In the 
Mie scattering regime, the size of the light scattering particles are comparable to 
that of the incident light wavelengths (d ~ ). The scattering phase function has 
local maxima that is dependent on the EM modes that the cavity supports. Here, 
the scattering intensity depends on the size, shape and the constitutive properties 
of the particles. Further complexities are added due to resonant cavity modes 
within the particles. Furthermore, polarization of light is not conserved between 










1.7 Mie theory 202,207–210  
Theory of light scattering by a sphere is referred to as Mie theory 211,212. 
Mie theory has been utilized to characterize various microparticles 213–218 and 
aerosols 219–224. The exact solution to the Mie theory is based on spherical, 
homogeneous, isotropic, non-magnetic and optically linear particles irradiated by 
infinite plane wave. 
Taking the curl of the following two Maxwell’s equation  
∇ × ?⃗? = −𝑖ωμ?⃗?  
∇ × ?⃗? = 𝑖ωε?⃗?  
 
, results in time dependent vector wave equations 
∇2?⃗? + 𝑘2?⃗? = 0 
∇2?⃗? + 𝑘2𝐻 = 0 
 
, where 𝑘2 = 𝜔2𝜀𝜇 is the wave vector, 𝜀 is the permittivity, 𝜇 is the 
permeability. Multipole expansion of the incident (?⃗? 𝑖𝑛𝑐) electromagnetic wave in 
spherical vector harmonics form yields  







𝑖𝑛𝑐 + 𝑖?⃗⃗? 𝑜𝑛
𝑖𝑛𝑐)  
, where  












, where 𝜓 is a scalar function that satisfies the Helmholtz equation, leading to the 
vector spherical harmonics ?⃗⃗?  and ?⃗?  solution to the Helmholtz equation, 
∇2?⃗⃗? + 𝑘2?⃗⃗? =  ∇ × [𝑟 (∇2𝜓 + 𝑘2𝜓)] 
 
, thereby encompassing the properties of the time harmonic electromagnetic field 
(?⃗? (𝑟, 𝑡), ?⃗? (𝑟, 𝑡))  . Within the expression, e denotes even number, o denotes odd 
number and n denotes mode number.  Only the electric field component is 




?⃗?  , or  ?⃗? =
1
𝜂
?⃗? × ?⃗? , 𝜂 = √𝜇 𝜀⁄ .  Hence, solving for ?⃗? (𝑟, 𝑡) reduces to solving 
the Helmholtz scalar wave equation ∇2𝜓 + 𝑘2𝜓 = 0. 
























) + 𝑘2𝜓 = 0 
 
, and solving for 𝜓(𝑟, 𝜃, 𝜙) = 𝑅(𝑟)Θ(𝜃)Φ(𝜙) by the separation variables leads 
to  
𝜓𝑒𝑙𝑛(𝑟, 𝜃, 𝜙) = cos(𝑙𝜙) 𝑃𝑛
𝑙(𝑐𝑜𝑠𝜃)𝑧𝑛(𝑘𝑟),  











𝑙 is the associated Legendre functions of the first kind of degree n 
(mode number) and order l (order number), 𝑧𝑛 represents any of the spherical 
Bessel functions, 𝑗𝑛 (first kind), 𝑦𝑛 (second kind), ℎ𝑛
(1)
= 𝑗𝑛(𝑘𝑟) + 𝑖𝑦𝑛(𝑘𝑟), 
ℎ𝑛
(2)
= 𝑗𝑛(𝑘𝑟) − 𝑖𝑦𝑛(𝑘𝑟). Any solution of the Helmholtz equation may be 
expressed as an infinite series of the vector spherical harmonic functions given 
below: 
?⃗⃗? 𝑒𝑙𝑛 = ∇ × (𝑟 𝜓𝑒𝑙𝑛) 
?⃗⃗? 𝑜𝑙𝑛 = ∇ × (𝑟 𝜓𝑜𝑙𝑛) 
?⃗? 𝑒𝑙𝑛 =








If ?⃗? 𝑖𝑛𝑐 is linearly polarized in the x direction and propagating in the z 
direction, the scattered (?⃗? 𝑠𝑐𝑎) and transmitted (?⃗? 𝑡𝑟𝑎𝑛) electric field is expressed as 
follows: 







𝑠𝑐𝑎 + 𝑖𝑏𝑛?⃗⃗? 𝑜𝑛
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𝑡𝑟𝑎𝑛 + 𝑖𝑑𝑛?⃗⃗? 𝑜𝑛
𝑡𝑟𝑎𝑛)  
 
, where 𝑎𝑛, 𝑏𝑛, 𝑐𝑛 and 𝑑𝑛 are Mie coefficients. In order to simplify the final 














𝜓𝑛(𝜌) = 𝜌𝑗𝑛(𝜌) 
𝜒𝑛(𝜌) = 𝜌𝑦𝑛(𝜌) 
𝜉𝑛(𝜌) = 𝜌ℎ𝑛(𝜌) 
 
The Mie coefficients are obtained by resolving the boundary conditions for the 
angular components at the surface – tangential components of ?⃗?  and ?⃗?  is 
continuous across the spherical boundary of the particle.  
𝐸𝜃,𝑖𝑛𝑐 + 𝐸𝜃,𝑠𝑐𝑎 = 𝐸𝜃,𝑡𝑟𝑎𝑛 
𝐸𝜙,𝑖𝑛𝑐 + 𝐸𝜙,𝑠𝑐𝑎 = 𝐸𝜙,𝑡𝑟𝑎𝑛 
𝐻𝜃,𝑖𝑛𝑐 + 𝐻𝜃,𝑠𝑐𝑎 = 𝐻𝜃,𝑡𝑟𝑎𝑛 
𝐻𝜙,𝑖𝑛𝑐 + 𝐻𝜙,𝑠𝑐𝑎 = 𝐻𝜙,𝑡𝑟𝑎𝑛 
 
, or in terms of Riccati-Bessel functions,  

















































, where 𝑥 =  
2𝜋𝑎
𝜆
 is the size parameter and m is the relative refractive index 
between the sphere and the propagating medium. The characteristic 
electromagnetic modes supported within the spherical cavity are called 
morphology dependent modes and its resonance locations could be determined by 
computing the poles of the Mie coefficients 𝑎𝑛 and 𝑏𝑛.  
     Expressing the scattered field using the vector spherical harmonic solutions 
to the vector wave equations (?⃗⃗?  and ?⃗? ) and the angular functions 𝜋𝑛 and 𝜏𝑛,  
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If the observation (detector) of the scattered light is positioned such that  




, where r is the distance between the observation point and the scattering center 
and  𝜆 is the wavelength of light, the Ricatti-Bessel function describing the 




′(𝑘𝑟) = 𝑖𝑛𝑒−𝑖𝑘𝑟 
 
One can note that only ?⃗? 𝜃,𝑠𝑐𝑎 and ?⃗? 𝜙,𝑠𝑐𝑎 contributes to the far-field scattering 
pattern as the angular components are proportional to 𝑘𝑟−1 while the radial 
component ?⃗? 𝑟,𝑠𝑐𝑎 is proportional to 𝑘𝑟
−2. 
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(𝑎𝑛𝜋𝑛 + 𝑏𝑛𝜏𝑛) 
 
























, where ∥ and ⊥ represents the polarization of the scattered field in relations to 
the scattering plane. Here, it could be noted that for 𝜃 =  0𝑜and 𝜃 =  90𝑜 
detection angles relative to the polarization of 𝐸⃗⃗  ⃗𝑖𝑛𝑐, polarization of the scattered 
field is the same as the incident field.  For all other angles, combined 























Scale-up Production of Inverted Colloidal Crystal (ICC) 
CellCulture Scaffolds in Well-plate Format for Early Stage Organ 
Mimetic Drug Testing Platform 
 
2.1 Background 
Advancement in pharmaceutical science and technology has seen a rapid 
growth in the drug development. Despite the current knowledge from scientific 
research and multi-disciplinary engineering, it still takes an average of 15 years 
and $1.2 billion for a new drug to reach the market. In addition, approximately 2.2 
million people suffer from pharmacological toxicities in the U.S. annually, of 
which approximately 100,000 is fatal. 
The modern drug discovery and development process consists of several 
major stages.  However, there are pitfalls stemming from the early-stage in vitro 
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testing.  One reason for poor translation of early stage and preclinical data to the 
human trials (clinical phases) is the lack of effective in vitro assay platforms. The 
2D substrates, such as micro-well plates and Petri-dishes, dominate the early stage 
in vitro culture platforms. However, over 30 years of research have shown distinct 
cell behaviors and responses in 3D culture systems which are not observed in 2D 
monolayer cultures. Moreover, cell phenotypes from the in vitro 3D cultures have 
shown close relevance to in vivo physiology. Absence of such complex 
mechanical and biochemical interplay in 2D cultures often lead to disoriented 
biological properties and distorted cell responses. With lack of appropriate 
contextual background environments observed in vivo, it is not surprising that 
over 90% of drugs that were approved in the early stage and the preclinical testing 
fail in human clinical phases. In fact, 75% of the cost of new drug development is 
spent on failures concentrated on early stages.  
Aiming to minimize both duration and the cost of the development, we 
propose to develop high-throughput drug testing systems with 3D scaffolds.  The 
3D scaffolds will be intended for compatibility with well-plates, the standard 
substrate for high-throughput system. It will have porous inverted colloidal crystal 
(ICC) structure mimicking several organs in vivo. It will be transparent for 
amenable for optical instrumentation, the predominant mode of analysis for high-
throughput system. The 3D ICC scaffolds will be standardized with consistencies 
in material properties and highly ordered and uniform geometry. Lastly, large 
number of scaffolds is required to have a meaningful transition to high-throughput 
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format.  New manufacture process will be developed that will have a significant 
impact on the production of the scaffolds in terms of rate and cost.  
 
2.2 Introduction 
In the United States cancer is the second leading cause of mortality 
accountable for 25% of all deaths, killing approximately 590,000 people225. 
Despite such heavy toll in human mortality, death rates from cancer have been 
falling since the early 90’s. Such notable decline in cancer death rates may be 
attributed to significant progresses in the anticancer drug development.  
Despite increasing success rates, most of the common chemotherapeutic 
drugs practiced today cause adverse reaction-, dose-, or duration-dependent side-
effects, termed pharmacological toxicity, due to non-specific toxicities of the 
drugs on healthy cells. Approximately 2.2 million people suffer from 
pharmacological toxicities in the U.S. annually, of which approximately 100,000 
is fatal226. Inasmuch as their mechanisms of actions are to disrupt the cell cycle, 
the side effects are predominant on cells with rapid turnover including bone 
marrow cells, gastrointestinal cells and hair follicle(Newell 1964). Cardiac, 
hepatic, renal and lung toxicities have also been observed through such agents227–
230. One very important question arises. How did such drugs make it to the clinical 
phases with misinterpreted margin of therapeutic safety profile? 
A new drug discovery and development is a multi-stage process: early 
stage testing, preclinical phase, clinical phases (I, II, III) and approval phase 
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(IV)231. The early stage consists of large scale in vitro screening (target 
identification, validation, screening and lead optimization) where most of the 
work done is through cell-based assay. However, there are pitfalls stemming from 
the preclinical strategies. One reason for poor translation of preclinical data to the 
human trials (clinical phases) is the lack of effective in vitro assay platforms. The 
2D substrates, such as micro-well plates and Petri-dishes, dominate the early stage 
in vitro culture platforms. 2D substrates are simple and convenient to use, are 
shown to exhibit high viability culture, and have served well to the biomedical 
and pharmaceutical sciences. However, over 30 years of research have shown 
distinct cell behaviors and responses in 3D culture systems which are not 
observed in 2D monolayer cultures. Moreover, cell phenotypes from the in vitro 
3D cultures have shown closer relevance to in vivo physiology232. For example, 
normal breast epithelial cells cultured in 3D environment resulted in the formation 
of organized, growth-arrested acini structure. However, 2D monolayer cultures 
exhibited highly plastic behavior whose phenotype resembles its cancerous 
counterpart in vivo 233–236. This results from loss of normal cell morphology due to 
alteration in mechanical and microenvironment cues -- by forcing cells to adjust 
to flat and rigid substrates. In another instance, etoposide, an inhibitor of the 
enzyme topoisomerase II used in chemotherapy, exhibit excellent suppression of 
melanoma in 2D cultures. However, it shows much reduced sensitivity in the 
more realistic 3D collagen-implanted spheroid culture236. 
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Cells in vivo reciprocally interact with adjacent cells as well as to 
extracellular matrix (ECM) in 3D environment through integrins237–240. The ECM 
components, its mechanical properties and 3D topology are tissue specific and 
mediate a multitude of physiological responses, including growth, proliferation, 
migration and metabolism241. Absence of such complex mechanical and 
biochemical interplay in 2D cultures often lead to disoriented biological 
properties and distorted cell responses.  
With lack of appropriate contextual background environments observed in 
vivo, it is not surprising that over 90% of drugs that were approved in the early 
stage and the preclinical testing fail in human clinical phases. In fact, 75% of the 
cost of new drug development is spent on failures concentrated on early 
stages242,243. It is estimated that a successful drug formulation can take up to $1.2 
billion in capital and up to 15 years in time, one of the main components in 
increasing health care expenditure. 
Evidences in academics as well as in industries indicate reasoned 
necessities to develop an enhanced high-throughput drug testing systems with 3D 
testing platform to minimize the development expenditure and duration. In this 
proposal, we aim to address this issue by developing and implementing 3D 
scaffolds into the current high throughput drug testing system on the basis of 
both standard well-plate readers and high content analysis (HCA) systems 
through integration into 2D well-plate formats. 
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An ideal substrate for in vitro drug testing should at least meet the 
following inherent and performance characteristics. First, the substrate should be 
biocompatible and recover original cell function to a certain degree. Second, the 
scaffolding material should have high degree of transparency as the current in 
vitro drug testing assays are characterized by optical-based instruments.  Third, 
the manufacturing should be easy to bulk produce at low-cost as thousands of 
scaffolds are required for high throughput screening. And the last, lot-to-lot 
variability and xenogenic effects should be eliminated by avoiding heterogeneous 
materials selection and inconsistent topography in the design. In short, the 
scaffolds must be standardized.  
 
Diverse types of 3D scaffolds have been developed to date and are 
available commercially, Figure 2.1. Scaffolds shown in Figure 2.1.a-f are tissue 
engineering and therapeutics driven and the features they are not suitable to use in 
the early stage drug discovery platform.  They lack transparency which renders 
h 
Figure 2.1. (a) PGA & PLA scaffolds (Synthecon), (b) Vitoss® (Orthovita), (c) BDTM 3D 
calcium phosphate (BD Biosciences),  (d) Carbon fiber (Cytomatrix), (e) BDTM collagen 
compsite (BD Biosciences), (f) Open-celled PLA  (BD Biosciences), (g) Matrigel TM 
(BD Biosciences), (h) PuramatrixTM (3DM), (i) AlgimatrixTM (Invitrogen), (j) Optical 
LiveCell® Array (Molecular Cytomics)  
a b
B 
c d e 
f 
g i j 
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inaccessible to optical-based systems (for analysis) and inaccessible to UV light 
(for sterilization). In addition, the structural inconsistencies lead to scaffold-to-
scaffold variability that may raise a question mark to the reproducibility of the 
assays. Moreover, most of these scaffolds are not cheap to fabricate. The scaffolds 
in Figure 2.1.g-j may have potentials in the in vitro assays. However, each 
possesses critical disadvantages. The components of MatrigelTM (Figure 2.1.g) 
are poorly characterized due to heterogeneity and are animal origin which may 
induce xenogenic effects.  In addition, MatrigelTM is a gel encapsulating 3D 
scaffold, which will cause disadvantages in the inoculation and culture of non-
adherent dispersion cells, motility of adherent cells, nutrient diffusion and cell 
retrieval for analysis. The AlgiMatrixlTM (Figure 2.1.h) is quite homogeneous and 
well characterized. The major disadvantage of AlgiMatrixlTM is its stochastic 
structure and the lack of control in its pore sizes. The PuraMatrixTM (Figure 2.1.i) 
is transparent with well-defined and homogenous material composition. However, 
it suffers the drawback of being a gel encapsulation matrix. The Optical 
LiveCell® (Figure 2.1.j) has excellent transparency and highly controlled micro-
scale structure. However, it is expensive and it is not a true 3D structure. 
Summarizing, their inherent properties all lack standardization in 3D format 
and/or obstruct with post-culture analysis. 
 
The ICC 3D hydrogel scaffolds for cell culture, developed in Kotov group, 
are born of unique manufacturing process whose inherent material and geometric 
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characteristics combine to possess exceptional substrate properties not observed 
in other 3D scaffolds.  It has unique topology in the shape of an inverted replica 
of a colloidal crystal featuring spherical cavities with interconnected 
channels102,104,106,244. The substrate material is if a hydrogel variety made by free 
radical (co-)polymerization with acrylamide types, whose composition types and 
constitution percentages may vary depending on the intended culture types. 
 The unique ICC topology allows the following advantages as a 3D in 
vitro culture system: (1) high surface area (2) efficient nutrient delivery through 
the interconnecting channels (3) culture of both dispersion and adherent cell types 
(4) facile cell inoculation and extraction (5) structural (spherical cavities with 
interconnecting channels) resemblance of in vivo organs, such as bone marrow 
and thymus, pancreas. The synthetic hydrogel as the substrate material is a 
suitable substrate material due to the following: (i) can be well characterized (ii) 
homogenous material selection avoids lot-to-lot variability (iii) negates xenogenic 
effects due to synthetic material not being of animal origin (iv) provides tissue-
like mechanical property (vi) high transparency allows for optical-based 
evaluation protocols and easy UV-sterilization. 
Combination of unique manufacturing process with the unique material 
properties renders 3D ICC scaffolds suitable for in vitro early stage drug testing 
platform: (a) consistent geometric dimensions and material properties reduces 
experimental variability, (b) exceptional structural controllability allows 
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optimization of cellular microenvironment, (c) allows easy integration into well-
plate, the most common format used in the pharmaceutical and biotech industries. 
Currently, the implementation of the 3D ICC scaffolds to the high-
throughput format requires a technique to mass-produce at a low cost and at 
higher rate. In terms of cost, fabrication of the colloidal crystals was identified to 
be one of the major hurdle, which requires purchase of highly mono-disperse 
solid polystyrene (PS) microparticles. In order to increase the production rate, a 
streamlined method to fabricate scaffolds in multiplicity per synthesis cycle - self-
assembly of the microspheres into colloidal crystal and subsequent stages for 
conversion into ICC hydrogel scaffolds – needs development. The scaffold 
production rate from the current synthesis protocol, which was designed to 
fabricate each scaffolds one at time, is unrealistic to match the needs that is 
required for implementation towards high-throughput format. The majority of 
chapter 2 will be devoted towards manufacture protocol that will enable a step 
closer to realizing the implementation and integration of 3D ICC scaffold 
platform towards high-throughput drug testing systems and infrastructures. 
 







Taking into account a large number of parallel experiments required for 
the drug testing, it was necessary to produce in vast quantity with minimal 
expense. One of the major obstacle to implement 3D ICC hydrogel scaffolds was 
the cost, of which, commercial mono-disperse PS microbeads are the single cost-
limiting components in the fabrication of 3D ICC scaffolds. It was required to 
synthesize highly mono-disperse PS microbeads in-house at a low-cost. 
Developing a simple and very cost-effective method to synthesize highly mono-
disperse PS microbeads was estimated to reduce the fabrication cost by more than 
95%. 
As such, the mono-disperse PS microbeads were synthesized via simple 
microfluidics-based emulsion245,246. The microfluidic device consisted of simply 
PVC tubing, syringe needles, and a glass micro-capillary tub. Figure 2.2 shows 
the schematics of the microfluidic device. PS solution dissolved in 
Figure 2.2. Schematics of fluidic devices and bead formation 
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dichloromethane (DCM) 
served as the dispersed phase 
and aqueous solution of 
poly(vinyl alcohol) (PVA) 
served as stabilizer-containing 
continuous phase. The two 
phases were continuously introduced using two syringe pumps at two 
independently adjustable flow rates. The two phases formed a co-flow stream 
from the tip of the needle, where the dispersed phase was introduced, in the glass 
micro-capillary. A droplet formed and enlarged at the tip of the needle. When the 
droplet grew to a certain size, drag force due to the co-flowing continuous phase 
exceeds the interfacial tension and 
the droplet was pinched off. Since 
the continuous phase completely 
surrounds the dispersed phase, the 
drops were quickly adsorbed by the 
stabilizer to form stable emulsion and clogging due to polymer debris at the 
tubing wall can be avoided, Figure 2.4. The resultant droplets were collected and 
subsequently solidified by DCM evaporation in the oven at 37 °C. 
       The diameter of the PS microbeads were controlled by adjusting the flow 
rate of each phase, as well as the PS concentration of the dispersed phase. The 
effect on the variation of the flow rate of each phase on the average diameter of 
Figure 2.3. (a) Droplet growth, (b) Detachment1  
 
Figure 2.4.  Stabilized droplets downstream 
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(B) DCM Flowrate (mL/hr)
DCM Flow Rate v. Diametera 
Figure 2.5.  The effect of the flow rate of each phase on the diameter 
of the PS microbeads; (a) variation in the dispersed phase flow rate, 
(b) variation in the continuous phase flow rate  
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Figure 2.5.a shows the control of the 
bead diameter through variation in 
the dispersed phase flow rate; 
increase in the disperse phase flow 
rate resulted in increase in the bead 
diameter. This is expected as there is 
an increase in the polymeric content 
in the emulsion. Figure2.5.b shows bead diameter is control by varying the 
continuous phase flow rate; increase in the continuous phase flow rate resulted in 
decrease in the bead diameter. This is due to increase in the shear stress imposed 
on the droplet which shortened the growth time. We chose variation in continuous 
phase as the mode to control the bead diameter as production yield of PS 
microbeads was heavily dependent on the dispersed phase flow rate.  
       We initially aimed to synthesize PS microbeads ranging from 150 to 200 
m to resemble the dimensions of the inter-connecting cavities in the bone 
marrow. Figure 2.6 shows images of PS microbeads synthesized with 10% 
PS/DCM at 3ml/hr co-flown with 10% aqueous PVA at 15ml/hr. The beads were 
highly mono-disperse with coefficient of variance of 1.2% and average diameter 
at 166.7 m (taking out the occasional outliers).  
 
2.4 Hydrogel as scaffolding materials 
              





       
       Hydrogel was employed as the substrate material for the ICC scaffold 
due to similar mechanical properties to tissues and ECM247. In particular, a 
cationic polyelectrolyte hydrogel, poly(DMAA-co-AMTAC), was developed as 
positively charged nature of the hydrogel surface was expected to promote cell-
adhesion without further surface modification. Previously, surface modification 
via LBL with clay and oppositely charged polyelectrolyte was required to render 
the surface cell-adhesive104. In addition, from the previous studies, it was found 
that positively charged surfaces promoted cell adhesion due to protein absorption, 
either from the serum or from cell secretion, which in turn was anchored by cells 
through integrin. In addition, the electrostatic force between the negatively 
charged cell membrane also promotes cell adhesion248–250.  
       The poly(DMAA-co-AMTAC) polyelectrolyte cationic hydrogel was 
synthesized by free radical initiated co-polymerization of DMAA and AMTAC, 
chemically cross-linked by NMBA in aqueous condition. The poly(DMAA-co-
AMTAC) hydrogel, similar to typical polyelectrolyte hydrogel having charged 
Figure 2.7. (a) N,N-Dimethylacrylamide (DMAA),  (b) (3-
Acrylamidopropyl)-trimethylammonium chloride (AMTAC)  (c) N, N’-




































moieties embedded in to the backbone network, showed sensitivity to external 
factors such as pH, ionic strength and electrical fields251,252. The DMAA was 
chosen due to its hydrophilicity and biocompatibility, as evidenced by its uses as 
one of the main polymeric ingredients in contact lenses253.  
 
2.5 Biocompatibility of cell-adhesive polyelectrolyte poly(DMAA-co-
AMTAC) hydrogel 
Biocompatibility-Cytotoxicity of the poly(DMAA-co-AMTAC) hydrogel 
was evaluated prior to its incorporation 
as substrates for the 3D ICC scaffolds. 
Slabs of hydrogel discs were cut and 
sterilized, and HS5 human marrow 
stromal cell lines were initially cultured 
on the top of the slabs. The gels were 
pre-immersed in the culture medium, 
90% Dulbecco’s Modified Eagle’s 
Medium (DMEM) supplemented with 
10% Fetal Bovine Serum (FBS) and 
1% penicillin-streptomycin, for 3 hours 
prior to culture. The result was positive 
showing cell viability, Figure 2.8. Currently available numerous selection of 
hydrogels, while non-toxic, require post-operative treatment to facilitate cell 
Figure 2.8 The HS5 stromal cell lines 
were cultured on 2D disc-like slabs of 
poly(DMAA-co-AMTAC) for 3 days. 
Adherence to the gel was confirmed at 
day 1. Cells were seen to proliferate as 
can be seen at the third day of the 
culture. 
 
Day 1 Day 2 
Day 3 
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adhesion247. This is due to lack of cell receptors to hydrogel forming polymers. 
However, poly(DMAA-co-AMTAC) gel promotes cell adhesion through 
electrostatic force between the anionic cellular membrane and the cationic gel 
surface. Hence poly(DMAA-co-AMTAC) hydrogel provides a suitable 
substratum to support adhesion and growth of anchorage-dependent cells without 
the introduction of other biological cues or chemical modifications. 
 






        
 
 
       Colloidal crystals were used as an invertible mold for the 3D cell culture 
scaffold. The fabrication process was based on “agitation while sedimentation”, 
Figure 2.9. First, the plastic centrifuge tubes were fused with Pasteur glass 
pipettes. The centrifuge tube was used as the mold for the CC construction and 
the pipette was used to lower the sedimentation rate of the PS microspheres by 
forcing them through a narrow channel. The tube-pipette complex was filled with 
Science 282 897 (1998) 
 
Figure 2.9. Fabrication Process: (a) sedimentation of colloidal crystal, (b) 










a c d b 
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isopropanol and was mounted on 
the top of an upside-turned glass 
beaker. The whole system was 
then placed on the ultrasonic 
bath. One drop of PS 
microsphere/isopropanol solution 
was discharged at the top of the 
complex once every 15-20 
minutes while sonication. The 
sonication provided enough 
agitation that, upon reaching the 
bottom of the mold, the PS 
microspheres positioned 
themselves in the lowest energy 
spots and enabled highly packed 
ordered crystalline arrays. The 
sedimentation process took 
place in isopropanol so as to 
increase the buoyancy to the PS 
beads, resulting in a better 
crystalline structure and 
preventing large displacements 
Figure 2.10. (a,b) SEM images of colloidal 







Figure 2.12. Morphological resemblance 
between (a) our ICC scaffold, (b) actual bone 




Figure 211. (a, b) 3D ICC poly(DMAA-so-
AMTAC) scaffolds absorbed with FITC-BSA, 





which might shatter the ordered array. After the thickness of the CC grew to the 
desired height, the CC was dried at 60 °C overnight and heat treated for 4 hours at 
120 °C while still in the tube mold. The heat treatment caused partial melting at 
the surfaces, which resulted in annealing of PS microspheres with their adjacent 
neighbors. The resulting CC was then easily extracted from the mold, Figure 
2.10. Upon the fabrication of colloidal crystal, the poly(DMAA-co-AMTAC) 
precursor was infiltrated into the CC via centrifugation. Low viscosity of the 
precursor solution ensured complete infiltration in between the spherical units. 
The polymerization was initiated by adding aqueous KPS solution (3 w/v%) at a 
ratio of 1:10 by volume in an oxygen free environment and completed by further 
heat treatment at 75 °C for two hours and at 60°C overnight. After 
polymerization, excess hydrogel pieces were removed and the hydrogel 
encapsulated CC was then immersed in a THF bath for 48 hours to extract the 
internal PS microspheres resulting in a disc-shaped 3D ICC polyelectrolyte 
hydrogel tissue culture scaffold, Figure 2.11.  Morphological resemblance of the 
3D ICC scaffolds to the in vivo organs, Figure 2.12, makes such scaffolds suitable 
for structural supports in creating artificial organ ex vivo, thereby adding further 
adds significance. 
 
2.7 Cell culture 
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       Preliminary studies on the suitability of the scaffolds to several types of 
cells relevant to creating a niche in modeling artificial organs ex vivo was 
undertaken. Creating artificial organ ex vivo in well-plate format for the high-
throughput analysis should further mimic actual physiological outcome in 
response to therapeutic compounds. 
This is expected to further reduce the 
development cost and duration.  As 
an example, human bone marrow 
stromal cell lines, HS-5, and human 
erythroleukemia cell lines, K-562, 
were cultured in the 3D ICC poly(DMAA-co-AMTAC) scaffold for 3 weeks. The 
viability of the cells were evaluated by using calcein AM and ethidium 
homodimer staining. The outcome indicated good compatibility and cell viability, 
Figure 2.13, with excellent cell attachments visible along the walls of each cavity.  
In addition, primary fetal human thymic epithelial cells (HUTEC) were in 
cultured in the poly(DMAA-co-AMTAC) ICC scaffolds to evaluate its suitability 
with primary cells. The culture duration of these samples was 4 weeks and the 
primary cells also exhibited good viability, Figure 2.14a, b. In order to further 
investigate the affinity of poly(DMAA-co-AMTAC) to cells, the scaffold was 
placed on the top of a confluent monolayer of HUTEC grown in a 48-well plate. 
The scaffold was then carefully removed and the side facing the cell layer was 
imaged. The cells migrated from the well plate into the scaffold, Figure2.14.c. 
Figure 2.13 (a) HS-5, (b) K-562 in cell-
adhesive 3D ICC poly(DMAA-co-




Moreover, the cells were found to migrate out of the scaffold onto the tissue 
culture multi-well. The fluorescence of the scaffold was a result of excitation from 
a Helium-Neon laser at 543nm at which the materials inherent auto-fluoresce. The 
settings of the confocal microscope were adjusted in order to enhance the 
scaffold’s auto-fluorescence.  
 
 
        
       When culturing epithelial cell types on ICC scaffolds made of non-
adherent poly(acrylamide) hydrogels, formation of spheroids were noted, as was 
reported previously by Lee et. al105.  The concept was further expanded towards 
co-culture of hepatocytes, HepG2, with prostate cancer stem cells, WPE-stem. 
Figure 2.15.a, b shows that individual cultures of both HepG2 and WPE-stem 
each yielded spheroid formation. Co-culture of WPE-stem and HepG2 at a 1:20 
ratio yielded embedding of prostate cancer stem cells amidst spheroidal HepG2, 
Figure 2.15.c-e.  
a b c 
Figure 2.14 Confocal microscopy images of HUTEC cultured in a 
poly(DMAA-co-AMTAC) ICC hydrogel scaffold. (a, b) HUTEC cultured 
in %A=12.5%, %C=0.5% scaffold. The duration of culture for this sample was 4 
weeks. (c) Migration of HUTEC from the bottom of the multi-well to the 
scaffold. The auto-fluorescence of the scaffold in addition to adjustment in the 
confocal microscopy settings enabled visualization of the scaffold. 
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Numerous seeding ratios between the WPE-stem and HepG2 cells were 
inoculated, and for all seeding 
ratio, the hetero-cellular 
interaction suppressed the 
growth of WPE-stem. Further 
evidence could be found in 
the confocal microscopy 
image, Figure 2.15c, d, where 






























Cell Seeding Density: cells/scaffold
Figure 2.16.  Heterocelluar interaction, 
represented by WPE-stem/HepG2 co-culture (red), 
suppresses growth potential of the WPE-stem, 






c d e 
Figure 2.15  Spheroid  formation on ICC scaffolds with non cell-adherent 
poly(acrylamide) hydrogels as substrate materials. Spheroid formation with (a) 
prostate cancer stem cells (WPE-stem), (b) hepatic epithelial cells (c-e) co-culture of 
WPE-stem with HepG2. The WPE-stem are embedded in the HepG2 spheroids, 
which could be used as model for cancer stem cell metastasis 
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indicates lack of proliferation. This may serve as a cancer stem-cell metastasis 
model in well-plate high-throughput format.  
 
2.8 Scale-up production of colloidal crystals 
       The colloidal crystals were 
constructed individually in a single 
disposable mold. The excessive 
hydrogel was removed by hand and 
the template was etched one scaffold 
at time, requiring huge man-power 
and excessive manufacture time.  
Such necessitated new manufacture 
platforms and methods to streamline the fabrication process so as to eliminate 
intermediate stages and to produce scaffolds in multiplicities at a quicker rate.  
       The new manufacture 
protocol utilized a support dish, a 
perforated sheet as a mold for CC, a 
mesh and a lid, Figure 2.17. The 
support dish was designed to fit into a 
1) microplate reader or Genie vortex 
for vibration assisted construction of 
CC and into a 2) swing bucket rotor for 
Figure 2.17. Schematics of the mold setup for 
fabrication 3D ICC scaffolds 
 
Figure 2.18. Optical images of CC 




centrifugation necessary for infiltration of hydrogel precursor. It was found that 
both the microplate reader microplate attached vortex Genie increased the 
ordering of the PS microbeads in the construction of the CC, Figure 2.18, with 
significantly less time. The support dish was made of delrin. Delrin was chosen 
due its light weight, easy to machine and resistance to harsh solvents such as THF. 
The mold for CC was made of perforated fiber glass sheet with 500m in 
thickness. The mesh was made of fiberglass and this was fastened on top of the 
mold to secure the scaffolds in place during centrifuge and polymerization. Such 
design allowed entire manufacture processes, 
from the construction of the CC and 
subsequent conversion into the 3D ICC 
scaffolds, in a single setup. 
       In a typical demonstration, the 
fiberglass mold was fastened onto the Delrin 
support dish. The support dish was filled 
with isopropanol and mechanically agitated 
with well-plate reader or Genie vortex after 
each deposition of a monolayer of PS 
microbeads.  After leveling the height with the mold, the isopropanol was 
completely dried and the beads were annealed in oven for 4 hours at 137 °C. 
Subsequently, the setup was filled with the hydrogel pre-polymer and the mesh 
were secured on the of the fiberglass mold. The whole setup was subjected to 
Figure 2.19. Scale-up production 
of 3D ICC poly(DMAA-co-
AMTAC) hydrogel scaffolds 
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centrifugation for thorough infiltration of hydrogel and heat treatment for 
polymerization. The setup was then disassembled and the excess hydrogel will 
removed by scraping the top of the fiberglass mold containing hydrogel infiltrated 
CC.  The advantages of the aforementioned setup includes the following: 1) 
features re-usable mold, 2) significantly reduces hydrogel precursor-solution 
required per scaffold, 3) enables multiplicity in the scaffold production per 
manufacture cycle, thereby significantly reducing the required man-power. 
 
2.9 Integration into micro well-plates  
 
Analytical instrumentations for early stage phases, such as those for 
automated high throughput screening (HTS), are designed around the micro well-
plates. In order to render the 3D ICC scaffolds compatible with current drug 
testing procedures and fully integrated into current pharmaceutical infrastructure, 
the scaffolds are tightly morphed into the micro well-plates. The width of the CC 
Figure 2.20. (a) Optical image of 3D ICC scaffolds tightly conformed into a 96 well plate, 
(b) confocal microscopy image of the scaffold stained with rhodamine B. The base 




was designed in order to account for volume transition properties of poly(DMAA-
co-AMTAC) hydrogel when immersed in cell culture media.  
 
2.10 Outlook  
Further work needs to be done to demonstrate the significance of 
introducing 3D ICC scaffolds in the early stages of drug development assays. 
Introducing the best possible physiological mimicry in high-throughput format 
during the early stage high-content analysis may bring about significant financial 
impact as well as expansion of resources for further therapeutics development for 
challenging diseases. For example, detection of compound associated non-specific 
toxicities, whose target may be the surrounding epithelial cells and ECM, and 
identification of false positives at early stages by monitoring the response of 
scaffolds as an organ unit could be envisioned.  
As such, supplemental research could be devoted to modeling variety of 
artificial organs ex vivo.  For example, bone marrow replicas ex vivo had been 
modeled with the 3D ICC scaffolds with aim to achieve continuous source of 
transplantable blood cells and to serve as laboratory model for investigation of 
immune diseases and drug toxicology107. In addition, comparison of the ex vivo 
bone marrow model, in terms of cell-stromal and cell-cell interactions, artificially 
recreated in 3 different types of 3D scaffolds have also been evaluated108. 
Expansion of currently existing bone marrow models into metastatic model, such 
as survival of prostate cancer stem cells, differentiation/proliferation and its 
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progenies, and their effect on the bone marrow niche, would provide holistic 
representation. Different models of human bone marrow could be constructed by 
simply tailoring appropriate ECM contexts in the scaffolds. This may produce 
outcomes with clinical relevance at the early stages, reduce the amount of 
currently required animal models and ultimately reduce high attrition rates. 
Furthermore, due to physiological barriers imposed on the compounds in 
their free form, targeted drug delivery systems (DDS) based on nanotechnology 
have been employed to increase the therapeutic effects, whose development to 
market transition has been ineffective.  Current knowledge achieved in 
biological principles indicates that such setbacks could be overcome with a 
suitable testing platform that is more representative of in vivo environment. Such 
model would also provide an opportunity to study intra-organ pharmacodynamics 
of the targeted DDS complex.  Meeting the apparent need for a more effective 
platform for the targeted DDS research, thereby providing a versatile multi-
















Anomalous Dispersions of ‘Hedgehog’ Particles 
- from Nature 517 596-599 
 
3.1 Introduction 
       Hydrophobic particles in water and hydrophilic particles in oil aggregate, 
but can form colloidal dispersions if their surfaces are chemically camouflaged 
with surfactants, organic tethers, adsorbed polymers or other particles that impart 
affinity for the solvent and increase inter-particle repulsion20,254. A different 
strategy for modulating the interaction between a solid and a liquid uses surface 
corrugation, which gives rise to unique wetting behaviour255–257. Here we show 
that this topographical effect can also be used to disperse particles in a wide range 
of solvents without recourse to chemicals to camouflage the particles’ surfaces: 
we produce micrometre-sized particles that are coated with stiff, nanoscale spikes 
and exhibit long-term colloidal stability in both hydrophilic and hydrophobic 
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media. We find that these ‘hedgehog’ particles do not interpenetrate each other 
with their spikes, which markedly decreases the contact area between the particles 
and, therefore, the attractive forces between them. The trapping of air in aqueous 
dispersions, solvent auto-ionization at highly developed interfaces, and long-range 
electrostatic repulsion in organic media also contribute to the colloidal stability of 
our particles. The unusual dispersion behaviour of our hedgehog particles, 
overturning the notion that like dissolves like, might help to mitigate adverse 
environmental effects of the use of surfactants and volatile organic solvents, and 
deepens our understanding of inter-particle interactions and nanoscale colloidal 
chemistry. 
 
3.2 Fabrication of ‘hedgehog’ particles 
       We imparted strong corrugation onto the surface of carboxylated 
polystyrene microspheres (μPSs) by attaching rigid zinc oxide (ZnO) nanoscale 
spikes (‘nanospikes’). This involves initial absorption of positively charged ZnO 
nanoparticles (NPs) onto the negatively charged μPSs and subsequent growth of 
ZnO nanowires using established protocols258. The resultant hedgehog particles 
combine micro- and nanoscale structural features (Figure 3.1.a), and their 
geometrical and topographical specifications can be adjusted by changing the 
growth conditions to modify the surface densities, lengths and diameters of 
nanospikes and the μPS diameters (Figure 3.1.b-e, Figure 3.6-9). 
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       As-made hedgehog particles, with their polar ZnO surfaces, are highly 
hydrophilic. They form excellent dispersions in water (Figure 3.1.f, l) and other 
hydrophilic solvents. When rendering the hedgehog particles hydrophobic by 
silanization of the ZnO nanospikes with (7-octen-1-yl) trimethoxysilane (OTMS) 
or 1H,1H,2H,2H-perfluorooctyltriethoxysilane (PFTS) (spectroscopic evidence of 
silanization is shown in Figure 3.14.c), they form stable dispersions in heptane 
and hexane (Figure 3.10.a, b). 
 
3.3 Dispersion stability of hydrophobic ‘hedgehog’ particles in aqueous 
media 
       Surprisingly, highly corrugated OTMS-modified hydrophobic hedgehog 
particles (OTMS-HPs) also form dispersions in water (Figure 3.1.g, h, l), and 
hydrophilic hedgehog particles disperse in representative hydrophobic solvents 
such as heptane, hexane and toluene (Figure 3.4.a-h). This illustrates that surface 
topography can be used to modulate the interaction between microscale particles 
and disperse them in phobic solvents. 
       Immediately on sonicating various hydrophobic OTMS-HP and PFTS-
modified hydrophobic hedgehog particle (PFTS-HP) formulations in water 
(Figure 3.11), we observed the formation of a precipitate on the bottom of the 
vial, floating aggregates on top of the liquid, and a stable opalescent dispersion. 
Dispersions remain stable and free of aggregation for a subset of particles for at 
least five days, as verified by scanning electron microscopy (SEM) (Figure 3.1.i) 
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and dynamic light scattering (Table 1). The percentage of hydrophobic hedgehog 
particle aggregates floating on the surface of the dispersions increased with 
elongation of the nanospikes (Figure 3.12), but the colloidal stability of the 
particles dispersed in water was also enhanced (Figure 3.2.k-m). 
       To exclude the possibility that the observed behaviour arises because our 
samples contain a subpopulation of hydrophilic OTMS-HPs or PFTS-HPs or 
represent a special case of Janus colloids, that is, colloids consisting of distinct 
hydrophobic and hydrophilic interfacial sectors259–261, we directly probed the 
hydrophobic nature of the particles after processing them into dried thin films. 
The filtrate of suspended OTMS-HPs exhibited high water repellency causing the 
droplets to roll off (the ‘lotus effect’; Figure 3.13). Further evidence is obtained 
by injecting hydrophobic cadmium selenide (CdSe) nanoparticles into an aqueous 
dispersion of OTMS-HPs: confocal and transmission electron microscopy (TEM) 
images show the expected anchoring of hydrophobic nanoparticles on the spikes 
(Figure 3.1.j, k, Figure 3.14.d), thus confirming their hydrophobicity and the 
uniformity of surface derivatization. The stability of the hydrophobic hedgehog 
particles in aqueous dispersion did not change on CdSe adsorption. 
       The wetting of corrugated surfaces256,262–264 is often attributed to a 
Cassie–Baxter wetting mode265,266 and in our case could include formation of an 
air shell in the vicinity of the μPS core. Such trapped air bubbles267 might provide 
buoyancy to the hedgehog particles, but are known to be thermodynamically 
unstable268,269. The presence of trapped air is verified by adding ethanol and 
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observing gas evolving from the dispersion, and by observing, in high-resolution 
confocal microscopy images of the particles, concentric shells with markedly 
different refractive indices as would be expected if an air shell is present (Figure 
3.2.a, b, Figure 3.15). Hydrophilic hedgehog particles in water have no air shells, 
and they appear under the same conditions as uniformly lit particles (Figure 3.2.c, 
Figure 3.16). 
       When adding fluorescent cadmium telluride (CdTe) nanoparticles, 
stabilized with hydrophilic thioglycolic acid (TGA), to an aqueous dispersion of 
the hydrophobic hedgehog particles, a dark zone devoid of emission around the 
hedgehog particles confirms the presence of a layer of air. The dimensions of the 
emission exclusion zones closely match the diameter of hedgehog particles 
(Figure 3.2.e). The fact that similar images were obtained after five days of 
storage in the dark without agitation (Figure 3.2.g) attests to the long-term 
stability of dispersions of our hydrophobic hedgehog particles in water, consistent 
with long-term trapping of air at macroscale corrugated surfaces270 (Figure 3.18). 
Hydrophilic hedgehog particles in identical luminescent media appear as bright 
spots with CdTe nanoparticles localized on and between the nanospikes (Figure 
3.2.f, h). 
       Strong scattering of photons and electrons by ZnO nanospikes prevents 
successful optical or cryogenic TEM imaging of the air–water interface within 
hedgehog particles, but we can locate it by taking advantage of the fact that CdTe 
nanoparticles can self-assemble into nanowires271 and nanosheets9 at interfaces272: 
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a thin layer of CdTe nanoparticles that assembles more than 200 nm in from the 
ends of the ZnO nanospikes (Figure 3.2.i,  Figure 3.19) pinpoints the water 
meniscus (Figure 3.2.j). This allows us to calculate an average hedgehog particle 
density of 0.92 g cm−3, which closely matches the density of water and explains 
the buoyancy of the particles. 
 
3.4 Interaction potential (EDLVO) between two hydrophobic ‘hedgehog’ 
particles in aqueous media 
       We must also explain why two individual hydrophobic hedgehog 
particles do not coalesce on collision. To do so, we refer to the extended 
Derjaguin–Landau–Verwey–Overbeek (E_DLVO) theory, according to which the 
sum of potentials associated with van der Waals (VvdW), electrical double layer 
(VDL) and hydrophobic (VHB) interactions approximate the total interaction 
potential (VE_DLVO) between the hydrophobic hedgehog 
particles: VE_DLVO = VvdW + VDL + VHB. Evaluating interparticle interactions in 
different configurations (Figure 3.3.a-c, Figure 4.2), we find that hedgehog-
particle/hedgehog-particle pair potentials display high repulsive energy barriers of 
at least 14kBT (kB, Boltzmann’s constant) for the outer contour of spikes (x = 
0; Figure 3.3.d). Penetration of the nanospikes into the interstitial spaces of 
another hedgehog particle (x < 0) is energetically unfavourable (Figure 3.3.d). 
       Comparison of the VE_DLVO for hydrophobic hedgehog particles with that 
for hydrophobic μPSs (Figure 4.7.d) shows that the interfacial corrugations 
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transform the overall attractive potential into a repulsive one. For hedgehog 
particles with short nanospikes, VE_DLVO reverses such that the interaction 
becomes attractive (Figure 3.3.e), matching the experimental results in Figure 
3.2.k. The key reason for the anomalous stability of hedgehog particle dispersions 
is that VvdW and VHB are greatly decreased for corrugated particles compared with 
the smooth spheres (Figure 3.3.f, g), owing to the drastic reduction in the contact 
area in the former case. The total contour area of tapered spikes represents <3% of 
the surface area of the smooth particles (Figure 3.1.a). 
       The colloidal stability of hydrophobic hedgehog particles in water is also 
enhanced by the presence of the double electric layer at the air–water interface, 
increasing VDL. The zeta-potential (ζ) of air bubbles, which affects their 
electrostatic repulsion, is known to be between −35 mV273 and −65 mV274. Such 
high ζ is attributed to autoionization of water275 that may also occur at the 
hydrophobic interfaces275,276. However, the fact that the hedgehog particle 
dispersion remains stable in the presence of 0.01–1.0 M NaCl, which leads to 
screening of electrostatic interactions and coagulation of ‘normal’ dispersions 
(Figure 3.1.m, n), shows that any increased electrostatic repulsion has a 
secondary role and that the anomalous colloidal behaviour of hedgehog particles 
is dominated by the reduction of attractive interactions between the particles. But 
limitations of Derjaguin–Landau–Verwey–Overbeek theory for high ionic 
strengths and nanoscale corrugated surfaces277 may need to be considered for a 
more complete mechanistic explanation. 
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3.5 Dispersion stability of hydrophilic ‘hedgehog’ particles in apolar solvents 
       If the drastic reduction in attractive components of the pair-potential is 
the reason for the unusual stability of hedgehog particle dispersions, the same 
effect should occur in dispersions of hydrophilic colloids in hydrophobic solvents. 
Stable dispersions of hydrophilic hedgehog particles were obtained in heptane, 
hexane and toluene (Figure 3.4.a, Figure 3.23). SEM and confocal microscopy 
images (Figure 3.4.b-e) demonstrated non-agglomerated particles in the bulk of 
these dispersions and physical integrity of hedgehog particles (Figure 3.4.f-h). 
The μPS core of the hedgehog particles was dissolved in toluene, thus yielding a 
dispersion of hydrophilic hedgehog particle shells. As expected, ZnO 
nanoparticles and ZnO nanowires (Figure 3.24) do not disperse in the same 
solvents. 
Calculations show that VvdW for this type of dispersion is much reduced compared 
with smooth spheres, and that the overall pair potential of hydrophilic hedgehog 
particles in heptane is indeed repulsive with VDLVO,HPs = 1.4kBT at x = 0 nm 
(Figure 3.4.i, j, Figure 4.9). Notably, dispersion in organic solvents lack the air 
layer between the spikes, and electrostatic interactions in organic solvents are not 




       The stability of our surfactant-free hedgehog particles in ‘phobic’ 
solvents offers a different perspective on scientific and technological problems 
related to colloidal interactions and might even enable new strategies for 
processing and dealing with colloids, for developing new drug delivery 
systems278, and for colloidal self-assembly261,279,280. We also believe that the 
unusual solvation behaviour of hedgehog particles (contrary to the traditional 
expectations of particle dispersion stability in hydrophobic/hydrophilic solvents) 
could be used to develop efficient adsorbers, absorbers, scatterers or catalysts that 































Figure 3.1. a, Negatively charged, carboxylate-terminated µPSs are used as 
core templates (1) on which positively charged ZnO NPs are adsorbed (2). ZnO 
nanospikes are grown from ZnO nanoparticles (3) to a designed length (4, 6). 
Hedgehog particles are rendered hydrophobic by exposure to OTMS or PFTS 
(5). b–e, SEM images of hedgehog particles with different ZnO nanospike 
lengths: 0.19 µm (b), 0.27 µm (c), 0.4 µm (d), 0.6 µm (e). f, Confocal 
microscopy of an aqueous dispersion of hydrophilic hedgehog particles with 
fluorescently labelled μPSs. Inset, SEM image for the same hedgehog 
particles. g, h, SEM (g) and confocal microscopy (h) of an aqueous dispersion 
of OTMS-HPs. i, SEM image of particles from the bulk of an aqueous OTMS-
HP dispersion collected five days after initial preparation. j, k, Confocal 
microscopy images of fluorescent OTMS-HPs (green, λmax = 486 nm) with 
adsorbed hydrophobic CdSe nanoparticles (red, λmax = 655 nm) in an aqueous 
dispersion (j) and in the dried state (k). l, Photographs of aqueous dispersions 
of (left to right) hydrophilic hedgehog particles (HPs) with green-dyed μPSs, 
OTMS-HPs, OTMS-µPSs and OTMS-ZnO nanowires (NWs). m, Photographs 
of (left to right) ZnO nanoparticles (NPs) in water, ZnO nanoparticles in 1 M 
NaCl, and OTMS-HPs in 1 M NaCl. n, Photographs of OTMS-HPs in (left to 














































Figure 3.2. a–h, Confocal microscopy images of hydrophobic hedgehog particles 
labelled with hydrophobic CdSe NPs in aqueous dispersions (a, b) and hydrophilic 
hedgehog particles labelled with hydrophilic CdTe NPs in aqueous dispersions (c, d); 
hydrophobic hedgehog particles in an aqueous solution containing hydrophilic TGA-
stabilized CdTe nanoparticles with green (λmax = 540 nm) emission (e); hydrophilic 
hedgehog particles in an aqueous solution containing hydrophilic TGA-stabilized 
CdTe nanoparticles (f); the same sample from image e after five days of storage in 
dark (g); and the same sample from image fafter five days of storage in dark (h). i, 
SEM image of a hydrophobic hedgehog particle with a self-assembled film of TGA-
depleted CdTe nanoparticles between the ZnO nanospikes, indicating the location of 
the air–water interface. The hydrophobic hedgehog particles were immersed in an 
aqueous solution of CdTe nanoparticles for 72 h. j, Schematic diagram of the air–
water interface, showing the experimental parameters (definitions in Supplementary 
Information). k–m, SEM images of aqueous dispersions of hydrophobic hedgehog 














































Figure 3.3. a–c, Two general configurations, spike-to-spike (S–S; a) and spike-to-
gap (S–G; b), are considered, along with the intermediate case in which the ZnO 
nanospikes face the side walls of opposing particles (ZS–G;c). d–g, Interaction 
potentials between hydrophobic hedgehog particles. d, Pair potentials for 
hydrophobic hedgehog particles in S–S (VE_DLVO,S–S, black), S–G (VE_DLVO,S–G, 
orange) and ZS–G (VE_DLVO,ZS–G, green) configurations. The negative values 
of x correspond to the penetration of ZnO nanospikes into the interstitial spaces of 
another hedgehog particle; x = 0 corresponds to the outer contour around the spike 
tips. e, Pair potentials (VE_DLVO,HP) of hydrophobic hedgehog particles in an 
aqueous dispersion calculated according to the E_DLVO theory for the zeta-
potentials at the air–water interface with ζ = −65 mV (black line) and ζ = −35 mV 
(red line), and for hydrophobic hedgehog particles with short nanospikes from Fig. 
3.2.k (green line). f, Hydrophobic interaction potentials of OTMS-HPs (VHB,HP, 
green) and OTMS-µPSs (VHB,PS, dotted green). g, Van der Waals interaction 
potentials of OTMS-HPs (VvdW,HP, blue) and OTMS-µPSs (VvdW,PS, dotted blue) 
and total attractive potentials of OTMS-HPs (VvdW+HB,HP, red) and hydrophobic 














































Figure 3.4. a, Dispersions of hydrophilic hedgehog particles in (left 
to right) heptane, hexane and toluene. As in the case of dispersion of 
hydrophobic hedgehog particles in water, after sonication of 
hydrophilic hedgehog particles in organic solvent there was always a 
small amount of precipitate in the bottom of the vial. b, Confocal 
microscopy image of hydrophilic hedgehog particles in heptane. c–e, 
SEM images of hydrophilic hedgehog particles from dispersions in 
heptane (c), hexane (d) and toluene (e). f–h, SEM images of 
individual hedgehog particles in heptane (f), hexane (g) and toluene 
(h). Toluene dissolves the µPS core in the hedgehog particles, 
rendering dispersions of hydrophilic spiky shells. i, Van der Waals 
interaction potentials VvdW of hydrophilic hedgehog particles (blue) 
and µPS (red) in heptane. j, Total pair potentialVE_DLVO of hydrophilic 
hedgehog particles in heptane. 
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3.7 Supplementary Information 



































Figure 3.5. (a) SEM image of ZnO nanospikes with hexagonal cross-

























































Figure 3.6. SEM images of the surface of (a, c, e) μPS with adsorbed ZnO NPs 
and (b, d, f) HPs made from the same after the growth of ZnO nanospikes. 
Variable density of adsorbed ZnO NPs and grown ZnO nanospikes should be 
noted. The concentrations of ZnO seed solutions are (a, b) 0.001wt%, (c, d) 

















Comment 1: The nanospike densities were varied by adjusting the ZnO NP 
concentration during the seeding process. As expected, ZnO nanospike densities 
decrease with decreasing seeding concentrations. Enumeration of spikes per m2 
(Figure 3.7) confirms the visual observations (Figure 3.6.a-f).  The spike 
densities were obtained by taking the average of the total number of spikes counted 
from 12 randomly chosen square areas, 1 m2 per square. Figure 3.6 also reveals 
that the diameter of the spikes decreases with increasing spike densities because the 





























Concentration of Seeding Solution
Figure 3.7. Statistical analysis of nanospike densities for different coverage 
densities of ZnO NPs on μPS cores (n=12).   The error bar shows s.d. 
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Figure 3.8. SEM images of (a) typical HPs used in the studies. (b) Increase 
in precursor concentrations and reaction time increases nanospike diameters. 





Figure 3.9. SEM images of HPs made from μPSs of different diameters: (a) 
3 m and (b) 10 m.  
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3.7.2 Hydrophobic ‘hedgehog’ particles in aqueous media 
3.7.2.1 Dispersion of hydrophobic HPs in both non-polar and polar media.  
       Organosilane moieties have been widely used as hydrophobic agents to 
lower the surface free energy of solids285.  Numerous methods have been 
developed to tailor interfacial properties of metals/metal oxides, such as ZnO286–288. 
The resulting hydrophobic HPs disperse in both organic (Figure 3.10.a, b) and 
























c b a 
10m 10m 10m 
Figure 3.10. Hydrophobization of ZnO and HPs.  (a-c) Confocal 
microscopy images of OTMS-modified HPs dispersed in (a) heptane, (b) hexane 
and (c) DI water  
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Figure 3.11. Long-term stability of aqueous dispersions of hydrophobic HPs. 
SEM images of hydrophobic HPs present in the bulk of the aqueous dispersion 
(a, b) six days and (c, d) seven days after the initial preparation. In all samples, 
the HPs are modified with 1H,1H,2H,2H-perfluorooctyltriethoxysilane 
(PFTS). 
 
(a) DLS: hydrophobic HPs 
(b) DLS: hydrophilic HPs 
Table 3.1 Dynamic light scattering (DLS) study of the aqueous dispersions of 
OTMS-HPs. (a) DLS showing particle sizes found in the supernatant of aqueous 
dispersion of OTMS-HPs five days after initial dispersion and its relative 
proportions  in the population. The values may be inconsistent due to high 
scattering of the HP interface;  (b) DLS of particle sizes and their proportions 
found in the supernatant of aqueous dispersion of as-made hydrophilic HPs. The 
values shown are in geometric range of the HPs which confirms the presence 
and long-term stability of OTMS-HPs in water. 
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Comment 2: Enhancement of hydrophobicity with nano- and micro-scale surface 
roughness has been well documented289.  A film of hydrophobic HPs made by 
Figure 3.12. a-d, Photographs of  surfaces of aqueous dispersions hydrophobic 
HPs with variable length of nanospikes (a) 0.19 m, (b) 0.27 m, (c) 0.4 m, (d) 
0.57 m; e-g, photographs of surfaces of aqueous dispersions of (e) hydrophilic 
PS, and (f) hydrophobic OTMS-modified PS, (g) hydrophobic OTMS-modified 
ZnO nanowires identical to nanospikes on HPs. 
a b d 
e g f 
c 
161° 
Figure 3.13. Microphotograph of a water droplet placed on a film of 
OTMS-HPs made after filtration of a OTMS-HP suspension through a 
polycarbonate membrane. The contact angle is indicative of the 
superhydrophobic properties of the dried film. 
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filtration exhibits superhydrophobic behavior (Figure 3.13). A similar hydrophobic 
surface was obtained after drying an OTMS-modified HP aqueous dispersion on a 
piece of Kevlar® fabric.   Complete wetting is seen on a film of hydrophilic HPs. 
A hydrophilic film with a contact angle of 1-2o was observed when we used a 























Dispersions of OTMS-treated smooth hydrophobic PSs and OTMS-treated 











Figure 3.14. Confirmation of hydrophobicity.  SEM images of typical 
agglomerates formed by OTMS-modified (a) hydrophobic PS and (b) ZnO 
nanowires upon attempted dispersion in water;  (c) FTIR measurements shows 
absorption peaks at ≈2900 cm-1 and ≈1070 cm-1, assigned to methylene (-
CH2-) and Si-O stretching. The measurement also displays a broad band 
between 900 ~1000 cm-1 which is attributed to Zn-O-Si stretching vibration; 
(d) TEM image of OTMS-modified ZnO nanospikes on HPs with adsorbed 
hydrophobic CdSe NPs with red (λmax = 655 nm) luminescence. 50 μL of a 
hexane solution of hydrophobic CdSe NPs was injected into 2 mL of a 0.15% 
(w/v) of OTMS-HPs in water.  
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and precipitated within seconds (Figure 3.14.a, b). Fourier transformation infrared 
spectroscopy (FTIR) (Jasco FT/IR 4100) was used to confirm the adsorption of 
silane groups onto the ZnO surface (Figure 3.14.c). Hydrophobicity is further 
confirmed by adsorption of hydrophobic CdSe quantum dots (QD) onto the 




3.7.3 Interfacial entrapment of air-pockets in hydrophobic ‘hedgehog’ 
particles 
 



























































Comment 3: The patterns in Figure 3.15 obtained by excitation of hydrophobic 
CdSe NPs adsorbed on the hydrophobic ZnO nanospikes of HPs in aqueous 
solution are consistent with light scattering on single particles composed of 
concentric spheres of varying refractive indices.   
Figure 3.16.  Z-stack series of as-made hydrophilic HPs dispersed in 
water. 
 
2m 2m 2m 2m 
2m 2m 2m 
Figure 3.17.  Z-stack series of hydrophobic HPs dispersed in 50-50 v/v 
water/ethanol mixture 
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In contrast, such patterns are not observed when fluorescent hydrophilic HPs with 
electrostatically adsorbed CdTe NPs are dispersed in aqueous solution (Figure 3.16) 
and when hydrophobic HPs are dispersed in a mixture of water/ethanol (Figure 



































Comment 4: Long-term stability of air-pockets and plastrons on corrugated 

















       In addition to the calculations of the Laplace pressure, the stability of the 
air layer on OTMS-HPs in water can be further confirmed experimentally.  In the 
work by Poetes et al.270, they observed so called plastrons on corrugated 
macroscale substrates by confocal microscopy. Poetes et al defined plastrons as a 
b 
Figure 3.18.  Long-term dynamics of plastrons on hydrophobic ZnO nanospikes 
surface. a-b, confocal microscopy images of plastrons (a) at day zero and (b) day 
five, taken from the same sample.  c-d, x-y plane cross section at three different 
distances from glass surface  (z-coordinates) corresponding to c. layers of water, 
d. outermost tips of ZnO nanospikes with the entrapped layer of air, and e. near 
the bottom of the layer of ZnO nanospikes 
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thin layer of air supported by outstanding but sparse pinning points. Importantly, 
Poetes et al. also reported that the initial (thick) plastrons ultimately decayed to 
secondary plastrons defined as air entrapped in between the lower level surface 
asperities that exhibit long-term stability.  
In addition to the literature data, we also sought to experimentally observe the 
long-term survival of air-pockets on spiky surfaces.  Hydrophobic ZnO 
nanospikes were grown across a 2D glass surface and the stability of the layer of 
air was investigated by confocal microscopy.  The ZnO particles were 
hydrophobized with OTMS and rendered fluorescent by coating them with 
hydrophobic CdSe NPs (655 nm, red). The aqueous layer above them was labeled 
with 20 μM fluorescein isothiocyanate (FITC) (520 nm, green).  The dark space 
sandwiched between the red and green fluorescent phases corresponds to the 
entrapped air, i.e., plastrons.  At day 0, we observed a continuous layer of air in 
accordance with Steiner et al. (Figure 3.18.a). At day 5, plastrons were still present, 
albeit with a notable decrease of thickness. We observed that the top part above the 
contour of ZnO nanospikes (Figure 3.18.b) disappeared. Importantly, the confocal 
microscopy images representing the cross-sections parallel to the ZnO-water 
interface (Figure 3.18.c-e) show (a) the presence of air entrapped between the ZnO 
spikes (Figure 3.18.d), and (b) an absence of water in the bottom of the ZnO layer 
(Figure 3.18.e).  Overall, we believe that the calculations of Laplace pressure, 
literature data, and our own experimental data are indicative of long-term stability 




3.7.3.2 CdTe NP assembly at the air-water interface. 
       Thioglycolic acid (TGA) capped hydrophilic CdTe NPs assemble at the 
interface between air and water to form a dense layer of interpenetrating CdTe 
nanowires between nanospikes at a depth of ≈200 nm from the outer contour of 
the nanospikes, indicating Cassie-Baxter wetting model. Additional images of the 

















Figure 3.19. SEM images of the thin layer of CdTe NP film self-assembled at air-
water interface between the ZnO nanospikes. 
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Figure 3.20. Schematics showing geometrical variables in describing the three-phase 
shell of HPs. 
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3.7.5 Physical manifests 
3.7.5.1 Expression of Hydrophobic HP Density 
       The density of hydrophobic HPs, in general form, can be written as: 
 
 
The following shows the expression for the geometrical components of the HPs:  
The cross-sectional area of an individual ZnO spike: 
The surface area of µPS core: 
Number of spikes per ideal HP (perfect coverage): 
 
Number of spikes per experimental HP (imperfect coverage): 
 
Length of the ZnO spike:     𝑑 = 𝑅𝐻𝑃 − 𝑅𝑃𝑆 
The volume of an individual ZnO NW:      
 
, where 𝑁 is the number of spikes on HPs assuming perfect coverage, and  𝜂 is 
the coverage efficiency, defined as the ratio of number of experimentally 
determined spikes over 𝑁. The water penetration coefficient,  , was obtained by 
measuring the depth of air-water interfacial CdTe QDs films from the spike tips. 
The data are obtained from SEM images and Image J. 
       The total volume of ZnO spikes, 𝑉𝑍𝑛𝑂, total volume of HP, 𝑉𝐻𝑃, and the 
















































       The volume of entrapped air is calculated by subtracting the volume of 
ZnO nanospikes where length, 𝑑𝛾, is from the surface of the PS to the air-water 
interface (𝑉𝑍𝑛𝑂
∗ ), and the volume of the PS (𝑉𝑃𝑆) is from the volume of a sphere 
that encloses the air-entrapment (𝑉𝐻𝐻𝑃
∗ ). The volume of water in the HP shell can 
be calculated by subtracting the volume of a sphere enclosing air-entrapment 
(𝑉𝐻𝐻𝑃
∗ ) and the volume of ZnO nanospikes (𝑉𝑍𝑛𝑂
∗∗ ), where length, 𝑑(1 − 𝛾), is 










π(𝛾𝑅𝐻𝑃 + (1 − 𝛾)𝑅𝑃𝑆)
3         
𝑉𝑍𝑛𝑂
∗ = c𝐴𝑍𝑛𝑂𝑑𝛾𝑁𝜂 = 4𝜋𝛾𝜂𝑅𝑃𝑆
2 𝑅𝐻𝑃 − 4𝜋𝛾𝜂𝑅𝑃𝑆
3  
𝑉𝑍𝑛𝑂
∗∗ = c𝐴𝑍𝑛𝑂𝑑𝛾𝑁𝜂 = 4𝜋(1 − 𝛾)𝜂𝑅𝑃𝑆












𝜋((1 − 𝜂)3 − 1 + 3𝛾𝜂)𝑅𝑃𝑆
3 +
4𝜋𝛾((1 − 𝛾)2 − 𝜂)𝑅𝑃𝑆










3 − 4𝜋(1 − 𝛾)(𝛾(1 − 𝛾) +
𝜂)𝑅𝐻𝑃𝑅𝑃𝑆
2 − 4𝜋𝛾2(1 − 𝛾)𝑅𝑃𝑆𝑅𝐻𝑃
2 + 4𝜋(1 − 𝛾)𝜂𝑅𝑃𝑆
3  
𝑉𝑍𝑛𝑂= 𝑣𝑍𝑛𝑂𝑁𝜂 = 4𝜋𝜂𝑅𝑃𝑆
2𝑅𝐻𝑃 − 4𝜋𝜂𝑅𝑃𝑆





















       Substituting Eq.3.40-47 to Eq.3.33 and after subsequent rearrangement, 
the density of the HPs, 𝜌𝐻𝑃, can be found. 





+ (3𝜂(𝜌𝑍𝑛𝑂 − 𝜌𝑤𝑎𝑡𝑒𝑟) + 3𝛾𝜂(𝜌𝑤𝑎𝑡𝑒𝑟 − 𝜌𝑎𝑖𝑟)
+ 3𝛾3(𝜌𝑎𝑖𝑟 − 𝜌𝑤𝑎𝑡𝑒𝑟) + 6𝛾
2(𝜌𝑤𝑎𝑡𝑒𝑟 − 𝜌𝑎𝑖𝑟)
+ 3𝛾(𝜌𝑎𝑖𝑟 − 𝜌𝑤𝑎𝑡𝑒𝑟))𝑦
2
+ (3𝛾2(𝜌𝑎𝑖𝑟 − 𝜌𝑤𝑎𝑡𝑒𝑟) + 3𝛾
3(𝜌𝑤𝑎𝑡𝑒𝑟 − 𝜌𝑎𝑖𝑟))𝑦 
+ 𝛾3(𝜌𝑎𝑖𝑟 − 𝜌𝑤𝑎𝑡𝑒𝑟) + 𝜌𝑤𝑎𝑡𝑒𝑟 
, where 





       Substitution of the geometrical specifications of freely suspended 
hydrophobic HPs (η = 0.144,γ = 0.57, y = 0.47), the density of hydrophobic 
HPs in free suspension is 𝜌𝐻𝑃 = 0.92 g/cm
3, which closely approximates that of 
water.  
 
3.7.5.2 Solution to Free Suspension 
Eq. 3.16 
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       Assuming 𝜌𝑎𝑖𝑟 = 0 and 𝜌𝑤𝑎𝑡𝑒𝑟 = 1,  and solving for  𝜌𝐻𝑃 = 𝜌𝑤𝑎𝑡𝑒𝑟, 
we could solve for 𝑦 , the ratio between the radius of PS and HP, in terms of 𝜂 























Figure 3.21. The graph shows range of possible values of 𝑦, 𝜂 and 𝛾 to render 
free suspension of hydrophobic HPs in water. Being a cubic equation, three sets 
of solutions were expected. However, one of the solutions of 𝑦 gives ranges of 
negative values, which does not make physical sense and, hence, is omitted. The 
coverage coefficient must be sufficiently low to increase the proportion of air-











Comment 5: potential values of hydrophobic HPs vary with the ionic strength 
of the media. These values are similar to, and display comparable trends with, those 
of air-bubbles under the same conditions. Yang et al.290 determined potential 
values of air-bubbles in water to be ≈ -25 mV for 0.01 M NaCl and ≈ -19 mV for 






DI water -36.6 ± 2.4 (n = 3) 
0.01 M -31.1 ± 4.5 (n = 9) 
0.1 M -19.3 ± 1.2 (n = 9) 
1.0 M -10.9 ± 3.2 (n = 9) 
Table potential of hydrophobic HPs in varying ionic strengths. NaCl 
is added to aqueous dispersion of hydrophobic HPs (0.46% (w/v), 





3.7.6. Laplace pressure in ‘hedgehog’ particles 
       Laplace pressure across the air-water meniscus in hydrophobic HPs was 
found to be P = 5.5 kPa at 25oC.  For “normal” air bubbles in water of 
comparable size, P = 167.2 kPa at 25oC.  The nanospikes, therefore, stabilize the 
layer of air around the HP which, in part, explains the longevity of these dispersions.   
 
Comment 6: Geometry of the interface between HP and water is depicted in Figure 
S17.  The Laplace pressure across the meniscus in this configuration is described 
by Eq. 3.17291–293 




where 𝑃 is the pressure in the liquid, 𝑃𝑜 is the pressure in the entrapped air (equal 
to that of atmosphere),  𝛾 is the surface tension of water, 𝜃 is Young’s contact 
angle of water on the OTMS-ZnO surface, 𝑅𝑜  is half the width between the 
adjacent spikes on the PS surface, ℎ is the height of the meniscus, and 𝛼 is the 
inclination angle (Figure 3.22).   𝑅𝑜  and 𝛼  are dependent on the nanospike 
density and can be easily obtained through trigonometry relations. Representative 
samples referenced for this study have ≈ 9~10 spikes per circumference with 
𝑅𝑜 = 129.6  nm, and 𝛼 = 15
° .  The contact angle of ZnO film treated with 
octadecyltrimethoxy silane (OTES), 𝜃 = 106°294 was used in the calculations as 
Eq.  3.17 
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OTES is very similar to OTMS.  Substituting in the parameters, the Laplace 
pressure across the meniscus is ∆P = 5.51  kPa. Here, ∆P > 0  discourages 
diffusion of air from the pockets into the bulk liquid. Concurrently, > 𝛼 + 90° .  
This fact indicates that the transition from Cassie-Baxter to Wenzel wetting293 has 
a substantial energy barrier and is hindered, which further stabilizes the interface 



















































































Figure 3.23. Low magnification SEM images of dispersion of hydrophilic HPs from 
organic solvents in (a) heptane, (b) hexane, and (c) toluene; (d, e) photographs of 
dispersion of hydrophilic HPs in heptane. 
 









Figure 3.24.   Photographs of attempted dispersions of (a) hydrophilic ZnO NPs and 




3.8 Absence of steric repulsion 
We find the concept of steric repulsion typically used in colloidal chemistry 
for polymer-modified particles as an additional source of stabilization mechanism 
between the HPs incompatible, for both hydrophobic HPs in water and hydrophilic 
HPs in non-polar organic solvent. The steric repulsion is typically present in 
colloids, whose external surface is either adsorbed or grafted with spatially diffuse 
polymer chains, which are immersed in “good solvent”.  The flexibility and 
redistribution of thermally mobile (“dynamic roughness”)20 chains elicits 
coordination of enthalpic and entropic responses required for steric repulsion. The 
steric stabilization arises from two major reasons when diffuse polymeric layers of 
colloids are overlapped at close distances; inter-digitation or compression of the 
steric layers resulting in increase in the polymer concentration (mixing or osmotic 
factor) and in entropic configuration loss due to volume restriction295–299. Let us 
first consider the case of hydrophilic HPs in heptane which represents 
incompressible and rigid (“static roughness”) nanospikes immersed in “bad 
solvent”.  The total change in the free energy of steric interaction of mixing, Δ𝐺𝑚, 
can be written as follows: 
 
Δ𝐺𝑚 = Δ𝐻𝑚 − 𝑇Δ𝑆𝑚 
 
Eq.  3.18 
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Here, Δ𝐻𝑠 is the enthalpic contribution in desolvation of “bound” heptane solutes 
from the ZnO nanospikes, which can be neglected. On the other hand, relocation of 
heptane from the nanospike interstitials to the HP exterior increases the entropic 
configuration of the heptane solutes, collectively leading to Δ𝐺𝑠 ≤ 0 as Δ𝑆𝑠 ≥ 0, 
indicating attractive interaction potential. This is contrary to the original hypothesis 
of the relevance of steric stabilization. Furthermore, if we assume ZnO nanospikes 
to be rigid macroscopic polymer chains, quantitative osmotic effect of the 












< 0        (d < 𝑥 < 2𝑑) 
 
, points to attractive potential (𝑉𝑝(𝐻) < 0) as (
1
2
− 𝜒) < 0, where 𝜒 is Flory-
Huggins solvency parameter and 𝜈 is the molecular volume of the solvent. At the 
same time, ZnO nanospikes are fixed to the core surface and rigid along its length.  
Under such conditions, the loss of entropy due to compression of ZnO nanospikes 
seems to be too little to affect their behavior. The same sets of considerations also 
applies to aqueous dispersion of hydrophobic HPs; incompressible “static 





















EDLVO Calculation of Anomalous Dispersions of ‘Hedgehog’ 
Particles 




4.1. Theoretical framework 
       In this section, we investigated the interaction potential between the 
hydrophobic HPs to account for their aqueous dispersions. We assumed that the 
PS core makes a negligible contribution to the total interactions of HPs with the 
exception of the special cases described below. The interactions between HPs are 
dominated by the shell of nanospikes300, with the structure depicted in Figure 3.22.  
The sum of van der Waals (𝑉𝑉𝑑𝑊 ), the electrical double layer (𝑉𝐷𝐿 ), and the 
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hydrophobic energies (𝑉𝐻𝐵 ), termed the extended DLVO energies (𝑉𝐸_𝐷𝐿𝑉𝑂 ), 
approximates the total interaction potential between the HPs. 
𝑉𝐸_𝐷𝐿𝑉𝑂 = 𝑉𝑉𝑑𝑊 + 𝑉𝐷𝐿 + 𝑉𝐻𝐵 
 
Note that ZnO nanospikes are stiff and thus entropic effects and other repulsive 
contributions from steric interactions originating from compression of long surface 
ligands typical for polymer-modified colloids, do not contribute to the stabilization 
of HPs.    
 
4.1.1 Van der Waal interactions.    
4.1.1.1 Calculations of van der Waal interactions based on the Hamaker 
model.  
In the framework of colloidal chemistry London dispersion force are 
considered to make the greatest contribution to van der Waals interactions.  This 
is not correct for anisotropic nanoscale colloids with characteristic sizes in the range 
of 2-20 nm for which the presence of permanent dipoles301 increases considerably 
the contribution of  Keesom and Debye forces to interparticle forces.  In the 
context of this study we shall adhere to traditional view of van der Waals interaction 
as primarily dispersion forces between two induced transient dipoles because the 
diameter of ZnO nanospikes and the μPS particles are substantially larger than ZnO 
NPs for which the components associated with dipoles become significant302. 
Eq. 4.1 
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Considering the distance between the PS cores, the van der Waals 
interaction potential, 𝑉𝑉𝑑𝑊, between the HPs can by approximated by the 
interaction between the ZnO nanospikes, 



















(𝑅 ≫ 𝑥, 𝑑) 
 
, where R (m) is the radius of the HPs, d is the thickness of the shell, and x (m) is 
the closest distance between the nanospike shells, i.e., the gap between HPs.  The 
𝑉𝑉𝑑𝑊 interaction energy between two dissimilar shells takes the general form given 
by303, 
 



















𝑥(𝑥 + 𝑑1 + 𝑑2)
(𝑥 + 𝑑1)(𝑥 + 𝑑2
) 
         
   
       The Hamaker’s constant A(J) could be estimated by the Tabor-Winterton 
representation with the assumption that  𝜈𝑒, the electronic absorption frequency, 




































, where 𝑘𝐵 is Boltzmann’s constant (1.381 x 10
-23 J/K), T is temperature (293 K), 
h is Planck’s constant (6.626 x 10-34 J•s),  𝜈𝑒 is the electronic absorption frequency, 
and  𝜀𝑖  (i  = 1,2,3) and 𝑛𝑖  (i = 1,2,3) are dielectric constants and refractive 
indices of ZnO, in air and water, respectively. The subscript number in A132 and 
similar constants describe the materials (first and third number) across the medium 
(second number).  Theoretical approaches are available to evaluate these 
constants, however, because of their tendency to overestimate the values of the 
Hamaker constants304, we used the experimental values of 𝐴131 obtained in the 
previous studies305.   𝐴232 was obtained with the following values using Eq. 4.4: 
𝜀2 = 1.00059, 𝑛2 = 1.000293, 𝜀3 = 78.5, 𝑛3 = 1.333 and 𝜈𝑒 = 3 x 10
15 s-1. 
 
4.1.1.2 Calculation of van der Waal interactions using the Coupled Dipole 
Method (CDM). 
The Hamaker’s treatment of vdW forces306 considers them to be additive. 
This means that vdW forces acting on adjacent elements of the interacting bodies, 
for instance two atoms of zinc or oxygen, are independent of each other.  Thus, 
the overall vdW force between the interacting bodies can be calculated as a sum of 
Eq. 4.4 
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pairwise interactions between atoms constituting each body. However, this pairwise 
treatment is inconsistent with the physical nature of the London dispersion 
interactions making the primary contribution to the vdW forces within Hamaker’s 
approach. Polarization of closely positioned atoms (or larger constitutive elements) 
of the interacting bodies must affect each other, and therefore the dispersion forces. 
Pairwise treatment of vdW interactions is, therefore, inherently inaccurate.  
Taking into account the validity of this concern, we decided to evaluate the 
discrepancy between the additive and non-additive treatment of the dispersion 
forces.   
To make a comparison we decided to calculate the energy of London 
dispersion interactions for two identical ZnO nanorods following additive and non-
additive treatment of these forces.  As a research model we used ZnO nanorods 
with atomic structure depicted in Figure 4.1.a.  These ZnO nanorods are thinner 
and smaller than nanospikes on HPs, but can give appropriate comparison between 
additive and non-additive treatment of dispersion forces for our system.  Atoms 
of zinc and oxygen with characteristic atomic polarizabilities represent the 
interacting elements in these models.  Their atomic coordinates were calculated 
by using standard atomic force-fields with SPARTAN quantum mechanical 
software suite.   
The coupled dipole model (CDM)307,308 can directly account for multibody 
polarization effects between atoms using the polarization tensor Tij where the 
atomic polarizations are calculated using the Drude model.  This model is directly 
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applicable to NPs with known atomic coordinates.  We carried out CDM 
calculations adapting the standard system of interaction matrices for inorganic NPs 
with well-defined crystal lattice26,309.    
We found that the energy of vdW interactions of the model ZnO nanorods 
calculated using pairwise approximation is higher than that calculated using CDM 
for the same separations (Figure 4.1).  From these calculations we also concluded 
that the estimates made using the Hamaker’s approach provide an upper limit of 
vdW interactions in our case.  Considering potential concerns about inaccuracy of 
the Hamaker’s approach originating from non-additivity of dispersion interactions, 
one can see that the difference is relatively small and does not exceed 15% for the 
model used.  This difference is likely to be smaller for mesoscale nanorods 
constituting the nanospikes.  The knowledge of the upper limit of the energy of 
attractive interactions provides a suitable framework for comparison with repulsive 
interactions because the colloidal stability of the HPs may even be better than the 
estimates will show.  Therefore, throughout this study we shall use the Hamaker’s 
method to calculate the energy of vdW interactions.   
A final note needs to be made regarding the generality of the comparative 
calculation of vdW interactions using CDM and Hamaker’s method.  Non-
additivity of the dispersion forces does not necessarily lead to reduced energy of 





















      4.1.2.  Double Layer electrostatic interactions  
        The Poisson-Botzman formalism for two identical particles310 was used 
to calculate the electrostatic repulsive potential associated with the ionic double 
layer, 𝑉𝐷𝐿, between the  hydrophobic HPs, given by, 
𝑉𝐷𝐿 = 2𝜋𝜀𝑜𝜖𝑟𝑅𝜁











Figure 4.1.  (a) model atomic structure of ZnO nanorods, (b) vdW energies between 
ZnO nanorods in end-to-end configuration evaluated with the pairwise Hamaker model 
(orange), VPW, and with the CDM model (green), VPW,; c-f, the ratio, r,  of vdW 
energies assessed from the pairwise Hamaker model to the CDM model for interaction 




where 𝜀0 = 8.85 × 10
−12(Farad m-1) is the permittivity of vacuum,  𝜀𝑟 = 78.5  
is the dielectric constant of water, 𝑅 (m) is the radius of the HPs and 𝜁 is the 
zeta potential of surface of interest. The reciprocal double layer thickness (𝜅, 









where 𝑒 = 1.6 × 10−19 (Coloumbs), 𝑁𝐴 = 6.023 × 10
23 (Avogadro’s number), 
𝑀𝑖 and 𝑍𝑖 are the molar concentration and valency of ions, respectively.  The 
ideal Debye length of pure water, 𝜅−1, is 962 nm. Under typical conditions where 
the presence of CO2 converts to carbonic acid, 𝜅−1 is reduced to 200 nm311. In this 
calculation we use the practical Debye length, 𝜅−1 ≈ 100 nm, of DI water that is 
in accord with previous studies312–314. The general form of the double layer 













) + ln(1 − 𝑒−2𝜅𝑥) } 
 
 
4.1.3. Hydrophobic interactions  
       Due to the lack of a theoretical expression that describes the hydrophobic 




studies, the hydrophobic interaction potential, 𝑉𝐻𝐵 , is represented by the single 









where C is the hydrophobic amplitude, and 𝜆 (m) is the decay length generally 
accepted in the field of colloidal chemistry.  
 
 
4.2. EDLVO calculations of pair-potentials between hydrophobic ‘hedgehog’ 







    
       Our studies have shown that aqueous suspensions of hydrophobic HPs 
have interface depicted in Figure 3.20.b and Figure 4.2.  For brevity of 
Eq. 4.8 
A B 
Figure 4.2. Different orientation of 
hydrophobic HP. Two general  
configurations used in the E-DLVO 
calculations (a) spike-to-spike (S-
S), (b) spike-to-gap (S-G), and (c) 
intermediate proximal ZnO spike-
to-gap (ZS-G) configuration when 
ZnO nanospikes are close but not 





mathematical notations, ZnO nanospikes will be referred to in this section as 
“spikes.”  The interaction potential of the hydrophobic HPs depends on the 
orientation of nanospikes with respect to each other.  We investigated two typical 
configurations, which are depicted in Figure 4.2, spike-to-spike (S-S) (Figure 4.2.a) 
and spike-to-gap (S-G) (Figure 4.2.b). An intermediate orientation between S-S 
and S-G configurations, where ZnO nanospikes are in the vicinity of each other but 
not in line for direct contact, is termed proximal ZnO spike-to-gap (ZS-G) 
configuration (Figure 4.2.c). 
       Total pair-interaction potential is calculated by summation of 
multiplication between the geometrical probability and 𝑉𝐸_𝐷𝐿𝑉𝑂, of each 
configuration 
𝑉𝐸_𝐷𝐿𝑉𝑂,𝐻𝑃𝑠 = 𝑃𝑠𝑉𝐸_𝐷𝐿𝑉𝑂,𝑆−𝑆 + 𝑃𝑎𝑉𝐸_𝐷𝐿𝑉𝑂,𝑆−𝐺 + 𝑃𝑤𝑉𝐸𝐷𝐿𝑉𝑂,𝑍𝑆−𝐺  
 
       They are exemplified below for aqueous media.  The calculations of pair 
potentials for HPs with and without the layer of entrapped air were carried out 
following similar protocol.  The case with no air entrapment is applicable to HP 
interactions in organic solvents and for HP with short nanospikes.  Albeit the 
difference in parameters such as dielectric constant, concentration of ions, Hamaker 
constants, etc., they followed the same template.  
 
4.2.1. Spike-to-spike configuration (S-S) 
Eq. 4.9 
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       HP-HP interactions in the S-S configuration (Figure 4.2.a) are comprised 
of spike-to-spike, air-to-air, and wall-to-wall interactions. Here, “wall” refers to 
proximal ZnO spikes and represents the inclined sidewalls of neighboring spikes, 
whose volume also contributes to the van der Waals interaction potential. Due to 
surface heterogeneity, we adopted an approach developed by Mishchuk et al.316–319, 
and described the potentials between HPs with probabilities of interactions. 
Specifically, for example, an array of nanospikes is approximated as a ZnO shell 
with corresponding probability that describes its geometrical attributes such as 
thickness and density. Side walls of spikes are also approximated as a shell of ZnO 
whose circumferential area fraction is projected onto the shell that geometrically 
coincides with air-pockets.  






































































𝑉𝑣𝑑𝑊,𝑆−𝑆 = 𝑃𝑠𝑠𝑉𝑣𝑑𝑊,𝑠𝑠 +  𝑃𝑎𝑎𝑉𝑣𝑑𝑊,𝑎𝑎 + 𝑃𝑤𝑤𝑉𝑣𝑑𝑊,𝑤𝑤 
 
where 𝑉𝑣𝑑𝑊,𝑠𝑠 , 𝑉𝑣𝑑𝑊,𝑎𝑎 and 𝑉𝑣𝑑𝑊,𝑤𝑤 are vdW interaction energies between the 
ZnO nanospikes, between air-pockets, and the ZnO sidewalls across water, 
respectively, and x is defined as the closest distance between the interacting surfaces. 
The depth of water penetration is described with 𝛾𝑑 and represents the shell 
thickness of the entrapped air layer (Figure 3.20.b). Correspondingly, 𝑅𝐻𝑃 −
(1 − 𝛾)𝑑 describes the radius of the air layer around the particle core. Also note 
that the closest distance between the tips of nanospikes and that between the air-
entrapment is not the same and is adjusted in the equation according to the specific 
geometry. We used previously reported values of Hamaker’s constants for ZnO 
interactions through water, 𝐴131 = 1.89 × 10
−20 (J)305, and for air interactions 
through water, 𝐴232 = 3.72 × 10
−20 (J).      𝑃𝑠𝑠  , 𝑃𝑎𝑎  , and 𝑃𝑤𝑤  are the 
probabilities of mutual interaction between the ZnO nanospikes, between the air 




















where 𝑆𝐴𝐻𝑃 = 4𝜋𝑅𝐻𝑃
2 , 𝑆𝐴𝑍𝑛𝑂 =
√3
2




𝑊2𝑁𝜂, and 𝑆𝐴𝑤𝑎𝑙𝑙 = 4𝜋(1 − 𝛾)𝑑(2𝑅𝐻𝑃 − (1 − 𝛾)𝑑) are surface areas of the 
HPs, ZnO tips, air bubbles, and ZnO sidewalls, respectively.  Experimental 
geometric specifications of HPs are as follows: 𝑅𝐻𝑃 = 1071 nm, 𝑑 =
571 nm,  𝛾 = 0.647,  𝑃𝑠𝑠 = (0.0318)
2 = 0.00101 , 𝑃𝑎𝑎 = (0.627)
2 = 0.393 , 
𝑃𝑤𝑤 = (0.341)
2 = 0.116 . Here,  𝑁  is the number of spikes on HPs, assuming 
perfect coverage, and  𝜂 is the coverage efficiency, defined as the ratio of the 
number of experimentally determined nanospikes over 𝑁.  
       The double layer electrostatic potential is calculated from Eq. 4.5. Here, 
we used the experimentally determined values of zeta-potential of air bubbles in 
aqueous solution: 𝜁𝑎𝑖𝑟 = −65mV
274 and −35mV273. Zeta potential of  ZnO used 
in the calculations was 𝜁𝑍𝑛𝑂 = +26.3 mV
320. The double layer potential in this 
configuration is given by, 
𝑉𝐷𝐿,𝑆−𝑆 = 𝑃𝑠𝑠𝑉𝐷𝐿,𝑠𝑠 + 𝑃𝑎𝑎𝑉𝐷𝐿,𝑎𝑎 + 𝑃𝑤𝑤𝑉𝐷𝐿,𝑤𝑤 
where 
𝑉𝐷𝐿,𝑠𝑠 = 2𝜋𝜀𝑜𝜀𝑟𝑅𝐻𝑃𝜁𝑍𝑛𝑂
2 ln (1 + 𝑒−𝜅𝑥) 
 
 
𝑉𝐷𝐿,𝑎𝑎 = 2𝜋𝜀𝑜𝜀𝑟(𝑅𝐻𝑃 − (1 − 𝛾)𝑑)𝜁𝑎𝑖𝑟
2 ln (1 + 𝑒−𝜅(𝑥+2(1−𝛾)𝑑)) 
 
𝑉𝐷𝐿,𝑤𝑤 = 2𝜋𝜀𝑜𝜀𝑟(𝑅𝐻𝑃 − (1 − 𝛾)𝑑)𝜁𝑍𝑛𝑂







       The hydrophobic interaction potential is calculated according to Eq. 4.8 
by integrating over x and substituting in the effective radius reflective of interaction 
between spherical particles. 
































𝑉𝐻𝐵,𝑠𝑠, 𝑉𝐻𝐵,𝑎𝑎, and 𝑉𝐻𝐵,𝑤𝑤 are hydrophobic interaction energies between the ZnO 
nanospikes, between entrapped air, and between the ZnO sidewalls, respectively. 
The strength and the range of hydrophobic interaction depend on the 




The contact angle of OTMS-modified ZnO flat surface is found to be ≈106o5,15. 
Hydrophobicity of air bubbles is assumed to be equal to the hydrophobic OTMS-






obtained from AFM force measurements between a glass sphere and a silica plate, 












Figure 4.3.a shows 𝑉𝑣𝑑𝑊,𝑆−𝑆 (blue dashed line), 𝑉𝐷𝐿,𝑆−𝑆 (red dashed line) and 
𝑉𝐻𝐵,𝑆−𝑆 (green dashed line). The magnitude of each of the interaction potentials is 
much smaller than expected. Additionally, the vdW potential between the HPs are 
of non-contributing factor to overall interaction potential due to geometrical 
attributes. Small surface area fraction of the ZnO spikes (3%) and extensive 
minimum interaction distances between the air bubbles and the walls greatly reduce 
the vdW interactions between the HPs. Figure 4.3.b shows the extended DLVO 
potential, 𝑉𝐸_𝐷𝐿𝑉𝑂,𝑆−𝑆  (black solid line), and the DLVO potential, 𝑉𝐷𝐿𝑉𝑂,𝑆−𝑆 
(orange solid line). It can be seen that the interaction potential of hydrophobic HPs 
Figure 4.3.  Interaction potential of hydrophobic HPs at S-S approach 
configuration. (a) 𝑉𝑣𝑑𝑊,𝑆−𝑆 (blue dashed line), 𝑉𝐷𝐿,𝑆−𝑆 (red dashed line) 
and 𝑉𝐻𝐵,𝑆−𝑆 (green dashed line). (b)  𝑉𝐸_𝐷𝐿𝑉𝑂,𝑆−𝑆 (black solid line) and 

































is repulsive over all distances even after the inclusion of the hydrophobic 
component, with maximum repulsive energy at 𝑉𝐸_𝐷𝐿𝑉𝑂,𝑀𝑎𝑥,𝑆−𝑆 = 14.1𝑘𝐵𝑇. 
 
4.2.2. Spike-to-gap configuration (S-G) 
       HP-HP interactions in the S-G configuration (Figure 4.2.b) are 
comprised of interactions between nanospikes and air layer, between the air-
pockets and between air and the ZnO sidewall of the nanospikes. The 𝑉𝑣𝑑𝑊 
interaction energies take the following form:  
𝑉𝑣𝑑𝑊,𝑆−𝐺 = 𝑃𝑠𝑎𝑉𝑣𝑑𝑊,𝑠𝑎 +  𝑃𝑎𝑎′𝑉𝑣𝑑𝑊,𝑎𝑎′ + 𝑃𝑤𝑎′𝑉𝑣𝑑𝑊,𝑤𝑎′  
 
, where 
𝑉𝑣𝑑𝑊,𝑠𝑎 =  −
𝐴132𝑅𝐻𝑃(𝑅𝐻𝑃 − 𝑑 + 𝛾𝑑)
6(2𝑅𝐻𝑃 − 𝑑 + 𝛾𝑑)
(
1















𝑥(𝑥 + 𝑑 + 𝛾𝑑)
(𝑥 + 𝑑)(𝑥 + 𝛾𝑑)
) 
𝑉𝑣𝑑𝑊,𝑎𝑎′ =  −




















𝑉𝑣𝑑𝑊,𝑤𝑎′ =  −

























where 𝑉𝑣𝑑𝑊,𝑠𝑎 , 𝑉𝑣𝑑𝑊,𝑎𝑎′   and 𝑉𝑣𝑑𝑊,𝑤𝑎′  are vdW energies of nanospike-air 
interactions, air-air interactions and sidewall-air interactions across water, 
respectively.  Unlike the previous configuration, repulsive 𝑉  is possible as 
𝐴22 < 𝐴33 < 𝐴11 leading to 𝐴132 < 0
19,322–325. The Hamaker’s constant relating 
ZnO and air through water, 𝐴132, is approximated from the following relation
20,326  
𝐴132 = (√𝐴11 − √𝐴33)(√𝐴22 − √𝐴33) 
 
Due to negligible molecule density of air layer in comparison to ZnO or water, 
𝐴22 ≈ 0. Therefore, Eq. 4.27 becomes 
𝐴132 ≈ −√𝐴33(√𝐴11 − √𝐴33) 
 
Using the previously reported experimental values (𝐴11 = 9.21 × 10
−20J305, 
𝐴33 = 3.72 × 10
−20(J), 𝐴132 = −2.14 × 10
−20(J) and is indeed negative.  
𝑃𝑠𝑎 , 𝑃𝑎,𝑎′ and 𝑃𝑤,𝑎′  is given by,  
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where 𝑃𝑠𝑎 is the probability of ZnO nanospikes facing the entrapped air, 𝑃𝑎,𝑎′ is 
the probability of interaction between the air pockets and  𝑃𝑤,𝑎′ is the probability 
of the sidewall facing the air-pocket in S-G orientation (Figure 4.2). The double 
layer electrostatic potential in this configuration is given by, 





𝜋𝜀0𝜀𝑟𝑅𝐻𝑃(𝑅𝐻𝑃 − 𝑑 + 𝛾𝑑)











) + ln(1 − 𝑒−2𝜅𝑥) } 
 
𝑉𝐷𝐿,𝑎𝑎′ = 2𝜋𝜀𝑜𝜀𝑟(𝑅𝐻𝑃 − (1 − 𝛾)𝑑)𝜁𝑎𝑖𝑟















ln(1 − 𝑒−2𝜅(𝑥+(1−𝛾)𝑑)) } 
𝑉𝐷𝐿,𝑠𝑎, 𝑉𝐷𝐿,𝑎𝑎′ and 𝑉𝐷𝐿,𝑤𝑎′  are double layer electrostatic energies of nanospike-
air interactions, air-air interactions and sidewall-air interactions across water, 
respectively. Similarly, the hydrophobic interaction potential is given by,  







































      The negative values of x in the S-G configuration represent a configuration 
when the nanospikes penetrate in the interstitial spaces.  The point with 𝑥 =
𝑑(1 − 𝛾) ≈ −200nm represents the location of the air-water meniscus such that 
the coordinate origin coincides with the nanospike tip. Unlike the previous 
approach configuration, the overall vdW energy itself is repulsive for 𝑥 < −160nm 
( 𝑉𝑣𝑑𝑊,𝑆−𝐺 > 0 ) due to 𝐴132 < 0  and ‖𝑃𝑠𝑎𝑉𝑣𝑑𝑊,𝑠𝑎‖ + ‖𝑃𝑤𝑎′𝑉𝑣𝑑𝑊,𝑤𝑎′‖ ≫
‖𝑃𝑎𝑎′𝑉𝑣𝑑𝑊,𝑎𝑎′‖. Such interaction arises from proximity of entrapped air-pockets to 
the spikes; in this configuration, 𝑥 is the closest distance between the meniscus 
and the ZnO spikes, while  𝑥 + 𝑑 − 𝛾𝑑 is the closest distance between the air 
pockets as well as between the wall and air-pockets. Moreover, one can note 
attractive well from double layer energies at close proximity, 𝑉𝐷𝐿,𝑆−𝐺 < 0 for 𝑥 <





(𝑉𝐷𝐿,𝑠𝑎 < 0, 𝑉𝐷𝐿,𝑤𝑎′ < 0) as 𝜁𝑎𝑖𝑟𝜁𝑍𝑛𝑂 < 0. At 𝑥 > −196 nm, ‖𝑃𝑎𝑎′𝑉𝐷𝐿,𝑎𝑎′‖ ≫
‖𝑃𝑠𝑎𝑉𝐷𝐿,𝑠𝑎‖ + ‖𝑃𝑤𝑎′𝑉𝐷𝐿,𝑤𝑎′‖ and 𝑉𝐷𝐿,𝑆−𝐺 > 0. 
      Without the hydrophobic interaction, 𝑉𝐷𝐿𝑉𝑂,𝑆−𝐺 is repulsive beyond 𝑥 ≈
−196 nm (Figure S21.b) with maximum repulsion at the energy barrier, 
𝑉𝐷𝐿𝑉𝑂,𝑀𝑎𝑥,𝑆−𝐺 ≈ 51𝑘𝐵𝑇  at 𝑥 ≈ −160 nm. Taking 𝑉𝐻𝐵,𝑆−𝐺  into consideration, 
the attractive interaction potential shifts to a further distance away from the 
meniscus (𝑉𝐸_𝐷𝐿𝑉𝑂,𝑆−𝐺 < 0  at 𝑥 < −145 nm). Importantly, 𝑉𝐸_𝐷𝐿𝑉𝑂,𝑆−𝐺 > 0 at 
𝑥 = 0 nm, which correspond to repulsive potential at the contour around the 
ends/tips of nanospikes. Therefore, it is energetically unfavorable for the 
nanospikes to assume positions in between the nanospikes of other HPs as in Figure 









4.2.3 Proximal ZnO- spike-to-gap configuration (ZS-G) 
       As an intermediate between S-S and S-G configurations (Figure 4.2.c), 
one can consider a configuration where the ZnO nanospikes are not aligned to 
a 
Figure 4.4.  Interaction potential of hydrophobic HPs in the S-G 
configuration. (a) 𝑉𝑣𝑑𝑊,𝑆−𝐺 (blue dashed line), 𝑉𝐷𝐿,𝑆−𝐺 (red dashed line) 
and 𝑉𝐻𝐵,𝑆−𝐺  (green dashed line). (b)  𝑉𝐸_𝐷𝐿𝑉𝑂,𝑆−𝐺 (black solid line) and 





























engage in direct contact but close enough to interact.  In this case, the particle 
experiences additional interactions from the side wall of ZnO nanospikes, 
especially for x < 0.  These HP-HP interactions can be described as a sum of spike-
to-sidewall, sidewall-to-air, and air-to-air interactions. The 𝑉𝑣𝑑𝑊  interaction 
energies take the following form:  
𝑉𝑣𝑑𝑊,𝑍𝑆−𝐺 = 𝑃𝑠𝑤𝑉𝑣𝑑𝑊,𝑠𝑤 +  𝑃𝑤𝑎′𝑉𝑣𝑑𝑊,𝑤𝑎′ + 𝑃𝑎𝑎′𝑉𝑣𝑑𝑊,𝑎𝑎′  
 
, where 
𝑉𝑣𝑑𝑊,𝑠𝑤 =  −
𝐴131𝑅𝐻𝑃(𝑅𝐻𝑃 − 𝑑 + 𝛾𝑑)
6(2𝑅𝐻𝑃 − 𝑑 + 𝛾𝑑)
(
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𝑥(𝑥 + 𝑑 + 𝛾𝑑)
(𝑥 + 𝑑)(𝑥 + 𝛾𝑑)
) 
 
𝑉𝑣𝑑𝑊,𝑤𝑎′ =  −




















𝑉𝑣𝑑𝑊,𝑎𝑎′ =  −




















, where 𝑉𝑣𝑑𝑊,𝑠𝑤 , 𝑉𝑣𝑑𝑊,𝑤𝑎′   and 𝑉𝑣𝑑𝑊,𝑎𝑎′  are vdW energies of nanospike-






respectively.  Similarly, the double layer electrostatic potential in this 
configuration is given by, 

























ln(1 − 𝑒−2𝜅(𝑥+(1−𝛾)𝑑)) } 
 
𝑉𝐷𝐿,𝑎𝑎′ = 2𝜋𝜀𝑜𝜀𝑟(𝑅𝐻𝑃 − (1 − 𝛾)𝑑)𝜁𝑎𝑖𝑟
2 ln (1 + 𝑒−𝜅(𝑥+(1−𝛾)𝑑)) 
 
𝑉𝐷𝐿,𝑠𝑤, 𝑉𝐷𝐿,𝑤𝑎′ , and 𝑉𝐷𝐿,𝑎𝑎′  are double layer electrostatic energies of nanospike-
sidewall interactions, sidewall-air interactions, and air-air interactions across 
water, respectively. The hydrophobic interaction potential is given by,  














































        
 
 
In this configuration, the magnitude of the double layer repulsive interaction 
potential is the highest among the three configurations depicted in Figure 4.2. As 
in the S-G configuration, it is energetically unfavorable for the spikes to assume 
positions in between the nanospikes of other HPs, as in Figure 4.5.b. The barrier 






Figure 4.5.  Interaction potential of hydrophobic HPs in the ZS-G configuration. 
(a) 𝑉𝑣𝑑𝑊,𝑍𝑆−𝐺  (blue dashed line), 𝑉𝐷𝐿,𝑍𝑆−𝐺 (red dashed line) and 𝑉𝐻𝐵,𝑍𝑆−𝐺 (green 






























4.3 EDLVO calculations for hydrophobic polystyrene microspheres  
       In this section, we evaluated the interaction potential between “normal,” 
smooth PS particles identical to those used as HP cores. In particular, it is 
important in the context of this work to evaluate the interaction potential between 
OTMS-modified hydrophobic PS in an aqueous environment. By comparing 
interaction potentials between the hydrophobic HPs and between colloids of 
hydrophobic and smooth surfaces, one would evaluate the effect of surface 
corrugation on the interaction potential between the particles. The interaction 















       
In the vdW component, 𝐴434 (1.37 × 10
−20 J) is the Hamaker’s constant of PS 
across water layer23 and  𝑅𝑃𝑆 (500 nm) is the radius of the PS core. In the double 
layer component, 𝜁4  (-12mV) is the zeta potential of uncharged non-
functionalized PS327.  Equal hydrophobicity of PS surfaces with other HP 
components enables us to assume the empirical values of C = −9 (mN/m) and  
𝜆 = 24 (nm). The result shows that the attractive well (𝑥 < 3 nm) of 𝑉𝐷𝐿𝑉𝑂,𝑃𝑆 is 
attributed to smaller  𝜁4 (Figure 4.6.b). The magnitude and the range of attraction 
















4.4 Discussion – orientation configuration and EDLVO 
       The interaction potential between the hydrophobic PS, 𝑉𝐸_𝐷𝐿𝑉𝑂,𝑃𝑆 , 
shows strong attraction for all relevant distances and is superimposed on the plot.  
    Despite the absence of the air-pockets,  𝑉𝐷𝐿,𝑃𝑆 is higher than the 𝑉𝐷𝐿,𝑆−𝑆. This 
is due to a large interaction distance between air pockets in the S-S configuration.  
Irrespective of the approach configurations, the hydrophobic HPs are repulsive for 
𝑥 > 0  (Figure 4.7.d), while it is even more energetically unfavorable for 
nanospikes to interpenetrate (see evaluations of S-S, S-G, and ZS-G configurations). 
   Hydrophobic interaction potential between colloidal particles depends on the 
interacting surface area fraction and on the interaction distance from one another. 
Figure 4.6.  Interaction potential of OTMS-modified hydrophobic PS. (a) 𝑉𝑣𝑑𝑊,𝑃𝑆 
(blue dashed line), 𝑉𝐷𝐿,𝑃𝑆 (red dashed line) and 𝑉𝐻𝐵,𝑃𝑆 (green dashed line). (b)  






























As such, 𝑉𝐻𝐵,𝑃𝑆  (blue) and 𝑉𝐻𝐵,𝑍𝑛𝑂  (red) indicate a significant level of 
hydrophobic attraction compared to 𝑉𝐻𝐵,𝑆−𝑆  (black),  𝑉𝐻𝐵,𝑆−𝐺  (orange) and 
𝑉𝐻𝐵,𝑍𝑆−𝐺 (Figure 4.7.a); between the interactions of smooth hydrophobic colloids, 
100% of the surface area is available at minimum interaction distances. Here, 
𝑉𝐻𝐵,𝑍𝑛𝑂 represents hydrophobic attractive energy between two ZnO shells whose 
thickness corresponds to the length of the HP spike.  Hence, should a ZnO shell 
be complete instead of being made from nanospikes, it would have the highest 
hydrophobic attraction potential. The S-S configuration has the lowest hydrophobic 
attraction potential amongst the three possible interaction configurations. In all 
cases, 𝑉𝑣𝑑𝑊  is significantly smaller in comparison with  𝑉𝐻𝐵  (Figure 4.7.b).  
The main repulsive energies come from the DL electrostatic potential due to 


































Figure 4.7.  (a) Hydrophobic potential; 𝑉𝐻𝐵,𝑆−𝑆  (black), 𝑉𝐻𝐵,𝑆−𝐺  (orange), 
𝑉𝐻𝐵,𝑍𝑆−𝐺  (green),  𝑉𝐻𝐵,𝑃𝑆  (blue), and 𝑉𝐻𝐵,𝑍𝑛𝑂  (red) (b) vdW potential; 
𝑉𝑣𝑑𝑊,𝑆−𝑆 (black), 𝑉𝑣𝑑𝑊,𝑆−𝐺  (orange),  𝑉𝑣𝑑𝑊,𝑍𝑆−𝐺  (green), 𝑉𝑣𝑑𝑊,𝑃𝑆 (blue), and 
𝑉𝑣𝑑𝑊,𝑍𝑛𝑂  (red); (c) double layer electrostatic potential; 𝑉𝐷𝐿,𝑆−𝑆  (black), 
𝑉𝐷𝐿,𝑆−𝐺  (orange),  𝑉𝐷𝐿,𝑍𝑆−𝐺  (green) and 𝑉𝐷𝐿,𝑃𝑆  (blue), (d) total interaction 
potential between hydrophobic HPs in S-S (𝑉𝐸_𝐷𝐿𝑉𝑂,𝑆−𝑆, black), S-G (𝑉𝐸_𝐷𝐿𝑉𝑂,𝑆−𝐺, 
orange) and ZS-G (𝑉𝐸_𝐷𝐿𝑉𝑂,𝑍𝑆−𝐺, green) configurations. The negative values of x 
in the S-G configuration describe the displacement of ZnO into the interstitial 
voids. The hydrophobic HPs are always repulsive from, and beyond, the ZnO tips. 
The total interaction potential between hydrophobic PS (𝑉𝐸_𝐷𝐿𝑉𝑂,𝑃𝑆 , blue) is 
superimposed onto the plot.  
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4.5 EDLVO for hydrophobic HPs at different ionic strengths  
       Interaction between colloids in the presence of ions typically leads to 
aggregation of particles due to screening of ionic interactions by ions.  In this 
section, we look into the interaction potential of hydrophobic HPs in aqueous NaCl 
solutions of varying ionic strength. Trends and values of  of air bubbles with 
variation of the ionic strength are referenced to previous studies conducted by Yang 
et al.11, and the Debye length, 𝜅−1 , is obtained in accord with the ionic strength 
under investigation. E-DLVO potential calculations based on the above values 
indeed show instability of hydrophobic HPs in high ionic strength aqueous 
environment (Figure 4.8).  This contradicts experimental observations because 
even at high ionic strength dispersions the HPs exhibit noticeable dispersion 
stability although with slightly increased flocculation.  We attribute this 
discrepancy to the well-known deviations of DLVO theory at high ionic strengths 






































Figure 4.8.  Pair potentials of hydrophobic HPs in NaCl solution calculated 




4.6 DLVO for hydrophilic ‘hedgehog’ particles in apolar organic solvents 
In this section, we evaluate the DLVO potential to elucidate the dispersion 
mechanism of hydrophilic HPs in organic solvents. The calculation approach is 
similar to the configurations in short hydrophobic HPs. Entrapment of air does not 
take place in this system due to low surface energy of organic solvent.     
The calculations based on DLVO theory revealed that the stability of 
hydrophilic HP dispersion in, for instance, hexane is attributed to significant 
reduction in the interacting surface area at the outer edges of the HPs defined by 
the contour of ZnO spike tips similarly to the dispersions of hydrophobic HPs in 
water discussed above. vdW interaction potential is negligible for HP particles 
dispersed both in hexane (Figure 3.4i, main text) and ethanol (Figure 4.9.). Note 
that vdW interactions of hydrophilic HPs in nonpolar organic solvents such as 
heptane and ethanol are similar due to similar Hamaker’s constants  𝐴𝑒𝑒 = 4.2 ×
10−20J20 and  𝐴ℎℎ = 4.1 − 4.3 × 10
−20J21,328,329  are Hamaker’s constants for 
ethanol in air and heptane in air respectively. 
We also calculated the total pair-potential of HPs in ethanol.  These 
calculations bear relevance to evaluation of the stability of HP dispersions in 
ethanol after the rupture of the air-pockets described in the studies of the origin of 
the colloidal stability of OTMS-HP dispersions in water.  They were carried out 
for 𝜅−1 = 38 ± 5 nm)330,331 𝜀𝑟 = 24.5
332, 𝜁𝑍𝑛𝑂 = −27 mV
333, and 𝜁𝑃𝑆 = −31 
mV276,334.  Note that DLVO has significant limitations when being applied to 
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mixed and amphiphilic solvents and the calculation results need to be considered 
as rough estimates valid within the theoretical framework described above.   
Nevertheless, we found that the pair potential is by no means indicative of strong 
attractive interactions (Figure 4.9b).  This means that the behavior of the particles 
will be governed predominantly by the Brownian motion. This is somewhat unusual 







        
 
 
Additional comments need to be made about DL potential of hydrophilic HPs in 
heptane.  Since dielectric constant of heptane is 𝜀𝑟 = 1.92
335, one should expect 
a substantial increase in 𝜅−1 due little concentration of ionic species in heptane. 
Previous studies indeed show that there is a dramatic increase in 𝜅−1 for solvents 




Figure 4.9.  vdW interaction potential between HPs in ethanol, (b) pairwise 















5.1. EDLVO between DMAET stabilized CdTe quantum dots and 
Cytochrome C 
     The extended DLVO interaction energies between CdTe_DMAET and Cytc 
C are approximated by the following expression: 
. 




, where 𝑉𝑣𝑑𝑊, 𝑉𝐷𝐿, 𝑉𝐷𝑃, 𝑉𝑄−𝐷𝑃, 𝑉𝐻𝐵 are van der Waals (vdW), double layer 
electrical repulsion (DL), dipole-dipole (DP), charge-dipole (Q-DP), and 
hydrophobic (HB) interaction potentials, respectively.  
 
5.1.1 Van der Waals interactions 
     Total van der Waals potential between CdTe NPs capped with a shell of 
DMAET and Cytochrome C (CytC) can be evaluated as follows300,338:  
𝑉𝑣𝑑𝑊 = 𝑉𝑣𝑑𝑊,𝐶𝑑𝑇𝑒−𝐶𝑦𝑡𝐶 + 𝑉𝑣𝑑𝑊,𝐷𝑀𝐴𝐸𝑇−𝐶𝑦𝑡𝐶 
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Here, 𝑥 is the closest distance between the DMAET-capped CdTe NPs and CytC. 
𝐴11(11.4 × 10
−20J)24, 𝐴22(7 × 10
−20J)339, 𝐴33(9.63 × 10
−20J)340, 𝐴11(3.72 ×
10−20J) 20  are Hamaker constants for CdTe, hydrocarbons, proteins and water 
respectively. 𝑅𝐶𝑑𝑇𝑒 (1.9nm) is the radius of CdTe NPs, 𝑑 (0.74nm) is the 
thickness of the DMAET shell around the NPs, 𝑅𝐶𝑦𝑡𝐶 (1.55nm) is the radius of 
CytC approximated as a spherical entity. 
 
5.1.2 Double Layer electrostatic interactions 
     Double layer repulsive potential between DMAET-capped CdTe NPs and 
















1 + √1 −
2𝜅(𝑅𝐶𝑑𝑇𝑒 + 𝑑) + 1

























, where 𝜀0 is the permittivity of vacuum,  𝜀𝑟 is the dielectric constant of water, 
𝜓𝐶𝑑𝑇𝑒−𝐷𝑀𝐴𝐸𝑇 is the zeta potential of DMAET-capped CdTe NPs (+26mV),  
𝜓𝐶𝑦𝑡𝐶  is the zeta potential of CytC (+7mV). 𝜅 is the reciprocal double layer 








where 𝑒 is electric charge (Coloumbs), 𝑁𝐴 is Avogadro’s number, 𝑀𝑖 and 𝑍𝑖 
are the molar concentration and valency of ions, respectively.  The Debye length 
of NaCl electrolytes specific to ionic strength of interest is calculated accordingly. 
The practical Debye length of water is taken to be 𝜅−1 ≈ 100nm 312–314.  
 
5.1.3 Dipole-Dipole interactions 
     Dipole-dipole energies is derived according to the interaction model and is 





(𝑥 + 𝑅𝐶𝑑𝑇𝑒 + 𝑅𝐶𝑦𝑡𝐶 + 𝑑)




, where 𝜇𝐶𝑑𝑇𝑒 (100D) 
301,343 and 𝜇𝐶𝑦𝑡𝐶 (340D) 
344 are dipole moment of CdTe 





5.1.4 Charge-Dipole interactions 







(𝑥 + 𝑅𝐶𝑑𝑇𝑒 + 𝑅𝐶𝑦𝑡𝐶 + 𝑑)2
 
 
, where 𝑄𝐶𝑑𝑇𝑒−𝐷𝑀𝐴𝐸𝑇 and 𝑄𝐶𝑦𝑡𝐶 are the total surface charge of DMAET-capped 
CdTe and CytC respectively. We used previously reported surface charge of CdTe 






























2 ∗  σ𝐶𝑦𝑡𝐶 
 
5.1.5 Hydrophobic interactions 









where C is the hydrophobic amplitude and  (m) is the decay length. Integrating 
over x and substituting in the effective radius, we obtain hydrophobic interaction 















The strength and the range of hydrophobic interaction were previously shown to 
depend on the contact angle of the interacting substrates (𝜃𝑐) 
62. Due to lack of 
literature data on the hydrophobicity of DMAET and CytC, we used data based on 
similar chemical moieties. The contact angle of 2-(diethyamino)ethanethiol 
(DEAET) on a gold coated substrate was found to be 𝜃𝑐 = 74
𝑜 347. Furthermore, 
interfacial reaction of polyimide film with ethanethiol induced reduction in 
polarity with water contact angle   64𝑜 < 𝜃𝑐 < 78
𝑜 348.  A self-assembled 
monolayer (SAM) of porphyrin on a gold substrate showed contact angle  76𝑜 <
𝜃𝑐 < 78
𝑜 349. Based on the contact angle data, we used 𝐶 = −9 (mN/m) and 𝜆 
= 2 (nm), which are based on interacting surfaces with contact angle 𝜃𝑐 = 81
𝑜62 . 
 
5.1.5 Self-terminating self-assembly process of DMAET stabilized CdTe 
quantum dots and Cytchrome C towards spherical supraparticles 
     Mixture of DMAET stabilized CdTe and Cytochrome C leads to formation 
of self-terminating self-assemblies of spherical supraparticles with narrow size 
distributions350. The self-termination of the assembling process originates from 
competition between the electrostatic repulsion and assortments of attractive 
interactions. The classical and extended EDLVO calculations show that the 
overall interaction between the CdTe_DMAET and Cytc C is attractive (Figure 
Eq. 5.14 
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5.1). Despite the classical DLVO theory having multiple questionable points, it 
does layout a rough estimate of the scale of the force involved. In this system, the 
aggregation barrier is smaller than the kBT. Extending the DLVO by adding 
various terms such as dipole–dipole, charge–dipole, and hydrophobic interactions, 
the pair potential becomes attractive for all distances. Furthermore, increase in 
size results in increase in the electrostatic repulsion and accounts for the self-













5.2. EDLVO between CdTe quantum dots 
























Distance x (nm) 







 (blue), where  
𝑉𝐷𝐿𝑉𝑂 = 𝑉𝑣𝑑𝑊 + 𝑉𝐷𝐿, 𝑉𝐸𝐷𝐿𝑉𝑂1 = 𝑉𝑣𝑑𝑊 + 𝑉𝐷𝐿 + 𝑉𝐷𝑃 + 𝑉𝑄−𝐷𝑃, 𝑉𝐸𝐷𝐿𝑉𝑂2 =
𝑉𝑣𝑑𝑊 + 𝑉𝐷𝐿 + 𝑉𝐷𝑃 + 𝑉𝑄−𝐷𝑃 + 𝑉𝐻𝐵 
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     The extended DLVO interaction energies between quantum dots are 
approximated by the following expression: 
𝑉𝐸𝐷𝐿𝑉𝑂 = 𝑉𝑉𝑑𝑊 + 𝑉𝐷𝐿 + 𝑉𝐷𝑃 + 𝑉𝑄−𝐷𝑃 
, where 𝑉𝑉𝑑𝑊 𝑉𝐷𝐿 𝑉𝐷𝑃 𝑉𝑄−𝐷𝑃 are Van der Waals, DL electrical repulsion, 
dipole-dipole and charge-dipole interaction potentials, respectively. 
 
5.2.1.1 Van der Waals interactions 
     Total Van der Waals potential between CdTe NPs capped with a shell of 
TGA can be evaluated as follows300,338:  
𝑉𝑉𝑑𝑊 = 𝑉𝑉𝑑𝑊,𝑠ℎ𝑒𝑙𝑙 + 𝑉𝑉𝑑𝑊,𝑐𝑜𝑟𝑒 + 𝑉𝑉𝑑𝑊,𝑐𝑜𝑟𝑒−𝑠ℎ𝑒𝑙𝑙 + 𝑉𝑉𝑑𝑊,𝑠ℎ𝑒𝑙𝑙−𝑐𝑜𝑟𝑒 
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H(m,n), the Hamaker function, is given by 
𝐻(𝑚, 𝑛) =
𝑛
𝑚2 + 𝑚𝑛 + 𝑛
+
𝑛
𝑚2 + 𝑚𝑛 + 𝑚 + 𝑛
+ 2ln [
𝑚2 + 𝑚𝑛 + 𝑚
𝑚2 + 𝑚𝑛 + 𝑚 + 𝑛
] 
 
Here, 𝑥 is the closest distance between the TGA-capped CdTe NPs, 𝐴131 is 
Hamaker constant of CdTe interactions in water (4.85 x 10-20 J, value of closely 
CdS QD is used 351,352),  𝐴232 is Hamaker constant of TGA interactions in water 
(5 x 10-21 J, which approximates interactions between hydrocarbon chains in 
water 20,339,353), 𝐴132 relates CdTe and TGA in water. 𝐴132 is approximated 
from the following relation 20 ) 
𝐴132 = (√𝐴11 − √𝐴33)(√𝐴22 − √𝐴33) 
where 𝐴11 = 11.4 × 10
−20J 24 (value of CdS in air),  𝐴22 = 7 × 10
−20J 339,  
𝐴33 = 3.72 × 10
−20J 20. 𝑅𝐶𝑑𝑇𝑒(=5nm) is the radius of CdTe NPs, 𝑑(=0.76nm, 
maximum length of TGA 354) is the thickness of the TGA shell around the NPs. 
 
5.2.1.2 Double Layer electrostatic interactions 
     Total Van der Waals potential between CdTe NPs capped with a shell of 
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2𝜅(𝑅𝐶𝑑𝑇𝑒 + 𝑑) + 1







where 𝜀0 is the permittivity of vacuum,  𝜀𝑟 is the dielectric constant of water 
and𝜓𝐶𝑑𝑇𝑒 is the zeta potential of CdTe-TGA(=-6mV) NPs . 𝜅, the reciprocal 








where 𝑒 is electric charge (Coloumbs), 𝑁𝐴 is Avogadro’s number, 𝑀𝑖 and 𝑍𝑖 
are the molar concentration and valency of ions, respectively.  The practical 
Debye length of water is taken to be 𝜅−1 ≈ 100 nm 312–314.  
 
5.2.1.3 Dipole-dipole interactions 















, where  
𝑟 = 𝑥 + 2𝑑 + 2𝑅𝐶𝑑𝑇𝑒  
Here, 𝜇𝐶𝑑𝑇𝑒 (dipole moment of CdTe NPs) is taken to be 100D 
301,343. 
 
5.2.1.4 Charge-dipole interactions 
Charge-dipole interaction energy requires the knowledge of total surface charge 
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𝑟 = 𝑥 + 2𝑑 + 2𝑅𝐶𝑑𝑇𝑒 
 
5.2.2 EDLVO between “bare” CdS quantum dots 
     Only the interactions between the CdS NP cores are required due to lack of 
stabilizers. The distance consideration corresponding to the shell thickness (in the 





































































































5.3 Electrostatic forces and potential between gold nanorods with dihedral 
orientation 
     An expression for the electrostatic force between two gold nanorods at a 
separation distance h with a dihedral angle  is derived in this section. In order to 
simplify the derivation, several assumptions are made which are as follows: 1) 
each of the gold nanorods are assumed a line of charges whose line charge density 




-potential. 2) The separation distance is defined along the orthogonal axis 
between two parallel planes, each plane encompassing the line charges. Therefore, 
the separation distance remains constant and the derivation simplifies to 2D 










The line charge 𝑥1
′  are set parallel to the x-axis and forms a dihedral angle  with 
the line charge 𝑥2
′ .  Importantly, the initial point of the line charge 𝑥1
′  contacts 
the y-axis and that of the line charge 𝑥2
′  contacts the x-axis. The differential 
electrostatic force between the differential elements of each nanorods, 𝑑𝑥1
′  and 
𝑑𝑥2
′ , is evaluated as follows. 
 

















, where 𝑟 =  𝑟2⃗⃗⃗⃑ − 𝑟1⃗⃗⃗ ⃑  is the displacement vector, 𝑟 = ‖𝑟‖, 𝑟1⃗⃗⃗ ⃑ = 𝑥1?̂? and 𝑟2⃗⃗⃗⃑ =
𝑥2?̂? + 𝑥2?̂? +  𝑥2?̂? . The x-component of 𝑟2⃗⃗⃗⃑ , 𝑥2 = 𝑥2𝑎 + 𝑥2𝑏, can be found by 
simple trigonometric relations. The constant 𝑥2𝑎  represents the location where the 
initial tip of 𝑥2
′  is projected onto the x-axis and 𝑥2𝑏 represents the projection 𝑥2
′  
onto the x-axis, and are found as follows:  
 
𝑥2𝑎 = 𝑠 tan 𝛾 
𝑥2𝑏 = 𝑥2
′ cos 𝜃 
 
, where = 𝑙 2⁄ sin 𝜃 , 𝛾 =
𝜃
2⁄  as 2𝛼 +  𝜃 = 180
𝑜 (equal lateral triangle), 𝛾 =
 𝛼 −  𝛽 and 𝛽 = 90𝑜 − 𝜃. Hence, the projection of along the x-axis is expressed 
as 
 







′ cos 𝜃 
 
In addition, the y-component of 𝑟2⃗⃗⃗⃑  is expressed as follows via simple 
trigonometry: 
 
𝑦2 = −𝑠 + 𝑥2
′ sin 𝜃 = (𝑥2






The z-component remains constant at all length along the nanorods at the 
experimentally found separation distances at 𝑧2 = ℎ. The displacement vector 
expressed in terms of the line charges, 𝑥1
′  and 𝑥2
′  is as follows:  
 







′ cos 𝜃 − 𝑥1




) sin 𝜃) ?̂? + ℎ?̂? 
 
Substituting differential charge densities in terms of differential line charges, 
𝑑𝑞1
′ =  𝜁𝑑𝑥1
′  and 𝑑𝑞2
′ =  𝜁𝑑𝑥2
′  and integrating over the length of each line 
charges, total electrostatic force between 𝑥1
′  and 𝑥2








The line charge density, 𝜎𝑙𝑖𝑛𝑒, is obtained via zeta-potential measurement of the 
gold nanorods (𝜓𝐴𝑢). Due to aspect ratio of the gold nanorods being close to unity 
(AR = l/w ≈ 1.2), where w is the width of the gold nanorods, surface charge 
density is calculated assuming a spherical particulate model 346, 
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, where 𝑅𝐴𝑢 is the effective diameter of the gold nanorods. For simplicity, 1-1 
electrolytes are assumed in the surrounding media for charge density 
approximation from the z-potential measurements (Eq. 5.30). Additionally, 𝜀0 is 
permittivity of vacuum,  𝜀𝑟 is dielectric constant of water, 𝑘𝐵 is Boltzmann 





∑ 𝑀𝑖 × 𝑧𝑖
2
𝑖    
 
where 𝑒 is electric charge (Coloumbs), 𝑁𝐴 is Avogadro’s number, 𝑀𝑖 and 𝑧𝑖 
are the molar concentration and valency of ions, respectively, where 𝑧𝑖 = 1 is 
assumed.  
 
Electrostatic Energy between two gold nanorods with dihedral orientation. 
The electrostatic energy due to line charge density at the dihedral configuration 
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Sensitive to even a small perturbation in its construct, particles provide 
versatile and compact platforms with which to design electromagnetic responses. 
With great advances in the nanofabrication, diverse particle types exhibiting 
unique and useful scattered radiation patterns have been realized or theoretically 
predicted357–359. In particular, particles exhibiting broadband scattering with 
flexibility to suppress backscattering and enhance forward scattering360–363 hold 
promises in a diverse array of photonics devices servicing photodetectors, 
antennas and photovoltaics 364–367.  Recently, we have reported the ‘hedgehog’ 
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particles with anomalous dispersion behavior that breaks the well-known 
“similarity rule”368.  The ‘hedgehog’ particles represent a novel class of “rough” 
particles comprised of all dielectric components that lies within the Mie scattering 
regime due to wavelength comparable dimensions. It should be noted that such 
types of particles are barren in previous endeavors both experimentally and 
theoretically. In this letter, we will show that the ‘hedgehog’ particles feature 
broadband light scattering in conjunction with broadband suppression of 
backscattering and enhanced transmission. Such far-field pattern stems from the 
presence of spiky interfaces that significantly suppresses resonant behavior within 
the particle and that reshapes the near-field profile in the form of simultaneous 
excitation of electric and magnetic fundamental modes. Addition to a library of 
electromagnetic responses of diverse particle types is expected further enrich 
scientific foundation and engineering of photonic devices. 
 
6.2 Fabrication 
We initially reasoned that the ‘hedgehog’ particle (HP) is an efficient 
broadband light scatterer due to embodiment of multiple electromagnetic 
interferences at the spiky interface. The HPs are constructed by electrostatic 
adsorption of ZnO NPs as seeds onto carboxylated PS -spheres and subsequent 
growth of ZnO nano-spikes through hydrothermal and sonochemical processes 
(Figure 6.1.a-e). The nano-topographical details, such as the length and thickness 
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of the spikes, could be easily tailored to specifications by adjusting the growth 
conditions (Figure 6.1.f-l)).   
 
6.3 Extinction spectra of HPs in water 
Unlike typical smooth and low refractive index dielectric micro-particles, 
the HPs exhibit atypical extinction features with two peaks, notably one 
broadband peak at ~ 730 nm (P1) and another narrower peak at ~405nm (P2) and 
does not correlate with the extinction features of either the ZnO NWs nor the PS 
-spheres (Figure 6.2.a). It should be noted that peak normalized (P.N.) spectra is 
discussed as the present work focuses on the spectral line shape rather than the 
scattering intensities and efficiencies.  Spectral tuning is easily achieved by 
adjusting its corrugation geometry. Increase in the ZnO nanospike length (l) 
causes spectral redshift and broadening of both of the peaks. Similar trend is 
observed with increase in the nanospike width (w). 
 
6.4 Origin of the broadband peak, FDTD solutions of far-field patterns in 
water 
 The uncharacteristic broadband peak P1 that spans from the visible to the 
NIR range suggests electromagnetic coupling between the structural components 
within the HPs. Due to its high aspect ratio nano-topography, analytical Mie 
theory is not adequate to representatively compute the EM responses. Here, finite 
difference time domain (FDTD) method has been employed as its approach is 
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suitable to handle optical properties of geometrically complex particles369. Model 
HP (M-HP) was reconstructed to mirror imperfect orthogonalization of ZnO 
nanospikes to reflect the experimental construct (Figure 6.11). The FDTD based 
simulations (Lumerical FDTD Solutions) of extinction cross-section (𝜎𝑒𝑥𝑡) by the 
M-HP illuminated with total field/scattered field (TFSF) plane wave approximates 
the spectral line-shape of spectroscopic measurement with excellent agreement 
(Figure 6.3.c, Figure 6.12). The FDTD simulation based on the M-HP also 
captures spike width dependent peak-shifts and additionally shows expected red-
shift with increase in the spike density (Figure 6.3.a, b). As expected, the overall 
ext of a HP is scattering dominant due to non-absorbing dielectric components 
(Figure 6.13). 
The lack of spectral correlation between the HP and its components 
(Figure 6.2.a) suggest that the origin of P1 points to particle architecture. Indeed, 
evolution of 𝜎𝑒𝑥𝑡 from a PS -sphere and a ZnO nanospike to the M-HP 
construct shows that the ortho-spherical arrangement of ZnO nanospikes is the 
governing structural attribute that generates P2 (Figure 6.3.d). In the presence of 
PS -sphere, linearly polarized plane wave irradiation (polarized in the z-
direction, propagating along x-direction,  = 1004 nm) shows redistribution of 
electric field (E-field) vector profile that spatially extends to the core. The 
presence of the PS -sphere increases the polarizability within the HP and induces 
electric field coupling with the core substrate, reminiscent of the “dressing” 
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effect370. Such leads to a further spectral redshift of the  𝜎𝑒𝑥𝑡  line-hape (Figure 
6.3.e, f).  
It should be noted that the M-HP requires higher nanospike densities (N) 
to spectrally match with the experimental construct (𝑁𝑒𝑥𝑝𝑒𝑟𝑖𝑚𝑒𝑛𝑡~200 − 250, 
𝑁𝑀−𝐻𝑃 = 500). This may be due to large mesh size employed in the FDTD 
simulations to remain within the computational budget; this may not sufficiently 
grasp the geometrical finesse and complexities at the interfacial corrugation. 
Hence, simplifying the empirical HP features to appropriate core-shell 
representation should yield extinction line-shape accordant with spectroscopic 
measurements. Due to orthogonalization of spikes in spherical format, the spiky 
volume of the HP is remodeled with gradient refractive index via three discretized 
shells at 1:1:1 or 3:2:1 (outer: middle: inner shell) thickness ratios, layered on the 
PS -sphere. Refractive indices of each shells are designated by effective medium 
approximation (EMA) using Maxwell Garnett mixing rule 371,372 for two-phase 
heterogeneous media. The triple-shell model representative of HPs having 
𝑁3−𝑠ℎ𝑒𝑙𝑙 = 250 ~ 275 indeed shows extinction pattern with excellent agreement 
with the far-field experimental data (Figure 6.15, 6.16).  
 
6.5 Broadband suppression of backscattering and enhancement of forward 
scattering 
Triple-shell models with analytically smooth surfaces and EMA derived 
constitutive properties, however, are unable to accurately account for the near-
 150 
field profiles. This is more evident in air representing higher refractive index 
contrast. First, excellent agreement in the far-field pattern is achieved with the M-
HP and the experimental construct suspended in mid-air, to prevent the “dressing” 
effect with surfaces (Figure 6.4.a). FDTD simulations of a PS sphere of 
equivalent diameter to the HP in air exhibit resonant behavior, which eventually 
dissipates due to leaky nature of the low refractive index material. The resonant 
behavior is also seen in the far-field extinction data where ripples of sharp peaks 
are observed within the coarse oscillation 373,374 (Figure 6.4.b). The gradient 
refractive index triple-shell model also exhibits resonant behavior, but at much 
lower Q-factor (Figure 6.4.b). Meanwhile, the resonant feature is significantly 
suppressed in the lower wavelengths and non-existent at > 650 nm for the M-
HP (Figure 6.4.b).  Here, one can say that light undergoes, not completely but 
close to, a non-resonant form of Mie scattering. Despite the constitutive properties 
and size ranges that predicts resonance from the Mie theory, the suppression of 
resonance is reasoned by the inability of the core cavity to efficiently confine light 
due to its refraction towards optically more dense nanospikes, followed by the 
radiative decay.   
The non-resonant form of scattering is further verified by coupling free 
effect at the near-fields (Figure 6.4.c, d, Figure 6.19) and by spectral overlap of 
𝜎𝑒𝑥𝑡 between a single M-HP and a pair of M-HPS with zero separation distance 
aligned perpendicular to the incident plane wave (Figure 6.18).  It will be 
mentioned later that the non-resonant form of scattering, characterized by explicit 
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forward directionality and previously achieved with all polymer core-shell 
nanowires375, plays an important role in shaping the scattering pattern by the HPs. 
So far, it is observed, owing to the spiky interface, that M-HP exhibits 
significant suppression of resonant behavior. The FDTD-based simulation also 
shows a very useful scattering anisotropy in the form of suppression of 
backscattering. The M-HP exhibits broadband suppression of backscattering, and 
there are multiple regions (1490 nm <  < 1744 nm, 1490 nm <  < 1744 nm, 
1490 nm <  < 1744 nm) where zero-backscattering occurs (P<0.01) (Figure 
6.5a). Zero-backscattering is defined as percentage of normalized power collected 
at a monitor located behind the radiation source that is less than 1% (Figure 
6.20.a). At the same time, enhancement of forward scattering occurs at the 
spectral vicinity of zero-backscattering, aided by the forward directionality of the 
overall scattering pattern due to suppression of resonance. There are multiple 
regions where forward to backward scattering ratio (F/B) exceeds 200, 2075 nm < 
 < 2690 nm denoted as Region 1 and 1509 nm <  < 1674 nm denoted as Region 
2 (Figure 6.5.b). The maximum F/B reaches as high as 680, at  = 2423 nm. It 
should be noted that in the previous studies that demonstrated broadband 
suppression of backscattering and enhancement of forward scattering, the spectral 
range was limited to ~70nm, with F/B ~ 3 363. F/B ~8 was achieved with silicon 
nanoparticles 360. 
The mechanism behind such scattering anisotropy could be elucidated 
with the near-field profiles within the particle. First looking at Region 1 where 
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F/B > 200, magnetic dipole (MD) mode is excited within a PS -sphere of r  
=  .5 m, representing the core of the HP, when illuminated with a plane wave of 
 = 2423 nm (Figure 6.21). Meanwhile, both MD and electric dipole (ED) modes 
are excited simultaneously within an M-HP at the same wavelength (Figure 6.5.g, 
h). The presence of ZnO nanospikes excites additional ED that undergoes spectra 
redshift due to the “dressing” effect towards spectral location of the MD that is 
present within the PS core cavity. Such simultaneous excitation of the two 
fundamental modes causes suppression of scattering in the backward direction. 
This is due to opposite parities of the angular functions 𝜏𝑛 and 𝜋𝑛 in the 
scattering intensities I, leading to destructive interference in the backward 
direction 376.  In fact, the ED and MD fundamental modes are co-excited within 
the M-HP across the spectrum in Region 1 (Figure 6.22), Meanwhile higher order 
modes are excited within a PS -sphere of equivalent diameter to the HPs (r = 1.1 
m), showing magnetic quadrupole (MQ) and electric quadrupole (EQ) modes 
when irradiated with  = 2437 nm and 2192 nm, respectively (Figure 6.5.c-d, 
Figure 6.23).  
In Region 2, where F/B > 200 occur at lower wavelengths,  Mie theory 
predicts the presence of higher-order multipoles due to its sufficient sizes and 
refractive indices 202. However, in place of higher modes, the fundamental ED and 
MD modes are co-excited within the M-HP (Figure 6.5.i-j) when illuminated 
with  = 1575 nm, similar to the profiles in Region 1. Here the spiky features at 
the interface suppresses the higher-order modes which would occur if a smooth 
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and solid shell of equivalent thickness were present (Figure 6.24) in place of the 
nanospikes; in the HP, higher-order modes, characterized by peripheral 
concentration of E-field, become “lossy” due to radiative damping at the “leaky” 
periphery. On the other hand, higher order multipole is observed within a PS -
sphere with equivalent diameter to the HP, in which the near-field profile suggests 
excitation of magnetic octupole (MO) modes when illuminated with  = 1575 nm 
(Figure 6.5.e-f, Figure 6.25).  Higher-order modal damping had also been 
previously reported with plasmonic “rough” nanoparticles 377,378. Here, the 
“rough” plasmonic particles constitutes core diameter that falls at the border of 
the Rayleigh and the Mie regime, while the surface roughness features lie well 
within the Rayleigh scattering. Their differences lie in the preservation of 




In this letter, we have demonstrated that HP exhibits broadband 
suppression of backscattering and enhancement of forward scattering and 
elucidated the role of ZnO nanospikes in shaping the near-field profiles that leads 
to such useful scattering anisotropy. Due to scaling invariance in the Maxwell’s 
equation, through proper size selections, the scattering anisotropy may be 
expanded to visible as well as millimeter wave regions where a large majority of 
current practical photovoltaic devices operate365,379,380.  In addition to photonics 
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community, robust modeling and optical characterization of “rough” particles 
appeal to a diverse scientific and practical disciplines.  For example, accurate 
description of aerial aerosols may enable better characterization of EM radiation 
through the atmosphere and better assessment of their climatic impact 381.  Its 
utility may span to precise characterization of biological entities that uses light 
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Figure 6.1 | Hedgehog particles; a-d, (a) carboxylated PS -spheres are used as  
templates (b) on which ZnO NPs are seeded through electrostatic adsorption, after which 
(c-d) ZnO nanospikes are grown to a specific length; (e) Scanning electron microscopy 
(SEM) image of HPs; f-i, SEM images of HPs with ZnO nanospikes of different lengths 
(l), (f) l = 0.19 m, (g) l = 0.27 m, (h) l = 0.4 m, (i) l = 0.6 m; j-l, SEM images of HPs 
with ZnO nanospikes of different widths (w), (j) w = 0.19 m, (k) w = 0.27 m, (l) w = 
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l = 190 nm 
l = 270 nm  
l =400 nm 
l= 600 nm  
Figure 6.2 | Peak normalized (P.N.) UV-Vis extinction spectra of HPs in aqueous 
suspension; (a) P.N. extinction spectra (absorbance unit, A.U.) of ZnO NWs (light 
blue), PS -sphere (green) and HPs (red); b-c, P.N. extinction spectra of HPs with (b) 
varying spike lengths, l = 190 nm (orange), l = 270 nm (blue), l = 400 nm (black), l = 
600 nm (red), and (c) varying spike widths, w = 100 nm (green), w = 120 nm (red), w = 
















































Figure 6.3 | Theoretical calculation of extinction cross-section (
ext
) of HP in water using FDTD 
method; a-b, 
ext 
(P.N.) of model HP (M-HP) having (a) variations in nanospike w (with constant l = 
600 nm and N = 500), w = 120 nm (green), w = 100 nm  (blue), w = 75 nm; (b) variations in nanospike 
density N (with constant l = 600 nm and w = 120 nm), N = 500 (green), N = 350 (orange), N = 250 
(blue); (c) excellent agreement between theoretical (green) and experimental measurement (perforated 
black); (d) evolution of 
ext 
starting from single nanospike (grey) and PS -sphere (red) to ZnO 
nanospikes (N = 500, l = 120 nm, w = 120 nm) in spherical array (perforated grey) to the HP (green); e-
f, electric field profile at the center cross-section perpendicular to plane wave light propagation ( = 
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Figure 6.4 | FDTD solutions of M-HP in air; a, b, (a) excellent agreement in the 
extinction line shape between the M-HP (N = 300, l = 600 nm w = 120 nm (red)) and 
the experimental measurement (perforated black) in air; (b) FDTD solutions of 
ext  
of PS -sphere of r = 0.5 m (green) and r = 1.1 m (light blue) in radius and the 
triple-shell model, r = 1.1 m, (orange) showing a series of sharp resonant peaks 
within coarse oscillations; The M-HP (red) shows suppressed ripples indicative of 
non-resonant scattering; c-d, E-field intensity showing coupling effect (c) between a 
pair of PS -spheres and coupling-free effect (d) between a pair of  M-HPs. The 
particles are aligned perpendicular to incident plane wave polarized in the z-direction 


































































































































Figure 6.5 | Broadband suppression of backscattering and enhancement of 
forward scattering exhibited by M-HP through FDTD-based simulation; (a) 
normalized power transmission monitored behind the radiation source showing 
broadband suppression of backscattering and (b) high forward scattering to 
backward scattering ratio (F/B) exhibited by the M-HP, (r = 1.1 m, black) 
compared with PS -sphere (r = 1.1 m, green),  ZnO -sphere (r = 1.1 m, 
orange) and the triple-shell model (r = 1.1 m, light blue); PS -sphere of 
equivalent diameter to HP exhibits (c, d) H-field intensity profiles that indicates 
excitation of magnetic quadrupole mode (MQ), (e) E-field  and (f) H-field 
intensity profiles that indicates excitation of magnetic octupole mode (MO) 
when irradiated with plane wave at  = 2437 nm and  = 1575 nm, respectively. 
Meanwhile, (g, i) E-field intensity profiles and (h, j) H-field intensity profiles 
indicate co-excitation of ED and MD modes in an M-HP, at both  = 2437 nm 
and  = 1575 nm. All plane waves are polarized in the z-direction and propagates 
along the x-direction.  
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6.7 Supplementary Information 
6.7.1 Spectroscopy measurement (absorbance unit, A.U.) and FDTD based 
calculations of extinction cross-section (ext) for polystyrene -sphere and 












































































Figure 6.6 | Comparison of peak normalized (P.N.) extinction spectra in 
absorbance unit (A.U.) from UV-Vis spectroscopy, denoted as solid line, and 
extinction cross-section (ext) from the FDTD-based calculations, denoted as 
perforated line; (a) PS -sphere, radius (r) = 500nm, (b) ZnO NWs, width (w) = 120 
nm and length (l) = 600 nm. 
a b 
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Figure 6.7 | Spectral contribution to ext in a single ZnO nanospike in water; a-b, 
Single ZnO nanospike  a) absorption cross-section (abs) and b) scattering cross-
section (scat) for l = 190 nm (red), 270 nm (orange), 400 nm (blue), 600 nm (green); c-
d, peak normalized c) abs d) scat from a) and b), respectively. The width of 




























































































Figure 6.8 | ext of a single ZnO nanospike (of different lengths) in water; a-b, (a) 
ext and (b) P.N. ext of a single ZnO nanospike of l = 190 nm (red), 270 nm (orange), 
400 nm (blue), 600 nm (green) for constant w = 120 nm; (c) contribution of abs 
(perforated line) and scat (dots) to the total ext for ZnO nanospike with  w = 120 nm 








































































































































Figure 6.9 | Spectral contribution to ext in a single ZnO nanospike (of different 
width); a-b, peak normalized a) abs b) scat and c)ext of a ZnO nanospike with w = 
50 nm (yellow), 75 nm (light blue), 100 nm (purple), 120 nm (green) 150 nm (grey) 





























































Figure 6.10 | ext of a ZnO NW (w = 120nm, l = 600nm) in water at various 
orientations relative to the incident plane wave; parallel to the incident light 
(solid line), at 45
o  
angle of incidence (dotted line) and perpendicular to the 
incident light (perforated line) 
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6.7.3 FDTD Simulation of model ‘hedgehog’ particle in water 









































Figure 6.11 | Model HP (M-HP) constructed from computed aided design 
software (3D Max Studio). The model HP is constructed by layering ZnO 
nanopyramids on PS -sphere onto which the ZnO nanospikes are scattered to 
create imperfect orthogonalization that reflects the experimental construct. The 
spherical format of ZnO nanospikes only (without the nanopyramids) are 
exported to the FDTD based simulation software (FDTD Solutions, Lumerical 
Inc.) in which PS -sphere is inserted in a way that there is no void space 
between the spherical array of ZnO nanospikes and the -sphere. 
N = 250 N = 350 
w = 100 nm w = 75 nm 
N = 500 
w = 120 nm 
N = 500 N = 500 N = 500 
w = 120 nm w = 120 nm w = 120 nm 
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Figure 6.12 | FDTD based theoretical calculation of ext of HP in water using 
FDTD method;  (a) P.N. ext of two HPs at a separation distance, d = 700 nm. The 
blue line corresponds to 2 HPs, each having N = 500, w = 120 nm, l = 600 nm. The 
red line corresponds to 2 HPs, each having N = 500, w = 100 nm, l = 600 nm. The 
green line corresponds to 2 HPs, where one HP is comprised of N = 500, w = 100 nm, 
l = 600 nm and the other HP is comprised of N = 500, w = 120 nm, l = 600 nm. The 
ext of the heterogeneous mixture (green) lies in between that of the two homogenous 
mixtures (blue, red); (b) there is an excellent spectral overlap between the FDTD-
based ext of 2 HP mixture (green, (a)) and spectroscopic measurement of a collection 
of HPs in aqueous suspension (black perforated). The spectroscopic measurement is 
representative of average light extinction due to a collection of HPs having slight 




























































N = 500 spikes, w = 120 nm, l = 600 nm  
Figure 6.13 | Spectral contribution ext in a single HP; contribution of abs 
(dotted) and scat (perforated) to the total ext of  a single HP (N = 500, w = 
120 nm and l = 600 nm). 
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Figure 6.14 | Electric field (E-field) coupling between the ZnO nanospikes 
in a 3 x 3 array and its spectral shift; a-d, 3 x 3 array of parallel ZnO 
nanospikes (w = 120 nm , l = 600 nm) oriented parallel to the incident light 
(= 400 nm and  = 704 nm) at separation distance (d) of (a) d= 20 nm, (b) 
d= 50 nm, (c) d= 100 nm, (d) d= 200 nm; (e) ext of orientations (a) – (d). 
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6.7.4 FDTD simulations of triple-shell model in water 
6.7.4.1 Excellent agreement between theory and experiment from the triple-
























































b c d 
Figure 6.15 | Discretized gradient refractive index triple-shell model; triple-
shell model having 1:1:1 thickness ratios with step-wise variations in refractive 
indices, where the refractive index of each shell layers are determined by Maxwell 
Garnett effective medium approximations; (a) FDTD simulations of ext of the 
triple-shell model that corresponds to HPs having w = 120 m, l = 600 nm and N = 
275 (blue), N = 265 (orange), N = 250 (green). The perforated black line 
represents the spectroscopic measurement (A.U.) of HPs in aqueous suspension. 
Refractive index representation of the 1:1:1 triple-shell that corresponds to (b) N = 
275 (f
outer
 = 0.27 , f
middle
 = 0.42, f
inner
 = 0.75), (c) N = 275 (f
outer





 = 0.72), (d) N = 250 (f
outer
 = 0.25 , f
middle
 = 0.39, f
inner
 = 0.68), where f is 






























































b c d 
Figure 6.16 | Discretized gradient refractive index triple-shell model; triple-shell 
model having 3:2:1 (outer: middle: inner) thickness ratios with step-wise variations 
in refractive indices, where the refractive index of each shell layers are determined 
by Maxwell Garnett effective medium approximations; (a) FDTD simulations of ext 
of the triple-shell model that corresponds to HPs having w = 120 m, l = 600 nm and 
N = 275 (red), N = 265 (yellow), N = 250 (grey). The perforated black line 
represents the spectroscopic measurement (A.U.) of HPs in aqueous suspension. 
Refractive index representation of the 3:2:1 triple-shell that corresponds to the (b) N 
= 275 (f
outer
 = 0.3 , f
middle
 = 0.55, f
inner
 = 0.90), (c) N = 265 (f
outer
 = 0.29 , f
middle
 = 0.53, 
f
inner
 = 0.87), (d) N = 250 (f
outer
 = 0.27 , f
middle
 = 0.50, f
inner
 = 0.82), ), where f is the 
volume fraction of ZnO. 
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Eq. 6.1 





























Comment:  Complex refractive index (?̃?) of ZnO 383 (PV Lighthouse) was 
converted to complex dielectric function (𝜀̃),  
𝜀̃ = 𝜀′ + 𝑖𝜀′′ 
?̃? = 𝑛 + 𝑖𝑘 
𝜀′ = 𝑛2 − 𝑘2 


















Figure 6.17 | Spectral contribution to ext in a triple-shell model; 
contribution of abs (dotted) and scat (perforated) to the total ext of a 









The Lumerical Solutions automatically converts to complex dielectric function to 
































𝜀𝑖 + 2𝜀𝑚 + 2𝑓(𝜀𝑖 − 𝜀𝑚)
𝜀𝑖 + 2𝜀𝑚 − 𝑓(𝜀𝑖 − 𝜀𝑚)
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6.7.5 Non-resonant scattering of model ‘hedgehog’ particle in air 











































































Figure 6.18 | ext of two parallel particles aligned perpendicular to the 
incident TFSF plane wave ( = 300 – 1500 nm); (a) Spectral overlap between the 
ext of a single M-HP (red) and two M-HPs aligned perpendicular (blue) to the 
incident plane wave; (b)  Spectral modulation between the ext of a single PS -
sphere (red) and two PS -spheres (r = 1.1 m) aligned perpendicular (blue) to 















































Figure 6.19 | Electric field (E-field) intensity distribution of two parallel particles (at zero 
separation distance, s = 0 nm) aligned perpendicular to the incident plane wave;  (a) 
two PS -spheres (r = 1.1 m) and (b) two M-HPs aligned perpendicular to the incident plane 
wave (z-polarized and propagating along x-direction,  = 454 nm) at zero separation distance. 
E-field coupling is observed at the near-field between the PS -spheres, while couplig-free 
behavior is observed between the M-HPs. 
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6.7.6 Suppression of backscattering and enhanced forward scattering by a 






































Comment:  Destructive interference in the backward scattering for simultaneous 
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Figure 6.20 | Normalized power transmission; (a) FDTD simulation setup that 
includes monitors for power transmission behind the source plane wave for 
backscattering and behind the particle for forward scattering; (b) enhanced forward 
scattering exhibited by the HP (black) compared with PS and ZnO -sphere; PS -
sphere (r = 1.1 m, green),  ZnO -sphere (r = 1.1 m, orange) and triple-shell model 





Scattering intensity, I, is expressed as follows209,376 
 











[𝑎𝑛𝜋𝑛(𝑐𝑜𝑠𝜃) + 𝑏𝑛𝜏𝑛(𝑐𝑜𝑠𝜃)] 





[𝑎𝑛𝜏𝑛(𝑐𝑜𝑠𝜃) + 𝑏𝑛𝜋𝑛(𝑐𝑜𝑠𝜃)] 
 
, where an and bn are Mie coefficients (n
th order electric and magnetic moments, 
respectively),  n and n are angular functions,  and  are polar and azimuthal 
angle, k is the wave number and s is the distance between the scattering center and 
the observation point.  




















Hence, in the case of simultaneous excitation of dipole modes only, destructive 
interference occurs in the backward direction,  𝜃 = 180𝑜. When an = bn (equal 
magnitude electric and magnetic dipole), zero backscattering occurs, known as 




































Figure 6.21 | Near-field profile in the PS -sphere of r = .5 m, representing the 
core of the HP; H-field  (a) intensity and (b) vector profile, irradiated with plane 
wave (z-polarized and propagating along the x-direction) of  = 2323 nm. 
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Figure 6.22 | Near-field profile in the M-HP showing co-excitation of ED and MD modes 
across the spectrum in Region 1 (2075 <  < 2690); (a, c, e, g) E-field intensity and (b, d, f, h) 





Figure 6.23 | Near-field intensity profiles in the PS -sphere of equivalent diameter to the 
HP (r = 1.1 m) ; (a) E-field and (b) H-field intensity profile showing excitation of EQ mode, 


















































Figure 6.24 | Near-field profile in the PS-ZnO core-shell (core r = .5 m, shell thickness t = .6 
m) showing excitation of higher order modes, irradiated with plane wave, = 1575 nm 
Figure 6.25 | Near-field profile in the PS -sphere of equivalent diameter to HP 
(r = 1.1 m) showing excitation of magnetic octupole (MO) mode when 
irradiated with plane wave of = 1575 nm (z-polarized, propagating along x-
direction);  (a) E-field intensity, (b) H-field intensity, (c) E-field vector, (d) H-
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Chapter VII  
 








       Imparting high degree of interfacial corrugation affects its fundamental 
properties and processes due to changes in physical and chemical configurations.  
For example, surface roughness alters mass transport385, catalysis386 , 
adsorption387, gelation behavior388, deformation mechanics389, cell adhesion390, 
etc. Examples of fundamentally new properties due to surface roughness on 
particles are already present in nano-colloids, exemplified by  markedly different 
optical and biological properties such as Raman scattering391,392 and permeation 
across the cell membranes393.  While these findings already envelops 
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significance of surface roughness, the effects of the nano-scale topography on 
numerous other properties remains a dynamic and exciting field that requires 
further progress.  
       Micro-scale dispersions have been realized from many materials: 
polymers, metals or metal oxides etc., and, typically, micro-colloids have smooth 
surfaces 394–398 with some variety of shapes.  The smooth particles are much less 
heterogeneous and are easier to describe by a variety of models 399–402. Despite 
numerous techniques to modify the colloidal surfaces so as to impart nano-scale 
topography, the degree of roughness is negligible in comparison to the core size. 
For instance, roughness amplitude imparted by polymer brushes is typically 
around 40 - 50nm403–407. The task of creating high corrugation in a controllable 
manner is much more amenable with nano-colloids due to closeness in size scales 
of macromolecules and nanoparticles.  
       Creating diverse types of highly reproducible and controllable micro-
scale “rough” particles whose corrugation amplitude compares to the core 
dimension should enrich experimental platforms to investigate large variety of 
properties and processes. Furthermore, microparticles with high degree of nano-
scale corrugation represents a case of integration of micro-/nano-scale regimes 
into hierarchical particles. Such allows one to take advantage of both worlds of 
material properties, including the quantum effects. Currently, there are only few 
examples of highly corrugated micro-colloidal dispersion, for example, catalytic 
hollow nickel microsphere decorated with carbon nanotubes408. Current uses in 
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diverse areas of processes and products, both in industry and scientific endeavors, 
of microparticles is as prevalent, if not more, as nanoparticles, hence provides 
additional incentives. 
       Solubility refers to particulate frameworks of various phases such as 
solid, liquid and gaseous substances to homogeneously form solutions in the 
solvent. Similar to particle dispersion stability, solubility of molecular compounds 
is directly tied to its intended performances. For example, bioavailability of 
therapeutic compounds depends on its solubility, amongst other factors 
(dissolution velocity, permeability, etc.409). The drug solubility is also desired for 
its appropriate therapeutic assessment at the early design and development stages, 
during which elimination of false positives is critical to reduce the attrition rate 
responsible for astronomical cost of the drug development process. However, a 
large portion (>40%) of potential therapeutic compounds identified during the 
screening processes, termed new chemical entities (NCEs) are water insoluble, or 
poorly soluble 410, and requires volatile organic solvents that may pose health 
risks. Techniques developed to enhance solubility includes physical modifications 
such as size miniaturization 411 and its embedment in hydrophilic matrix 412–414, 
chemical modifications into salt forms 415,416 and other assorted methods such as 
supercritical fluid processing and hydrotrophy 417,418.  
       The solubility enhancement achieved by the aforementioned processes, 
despite being highly successful, comes with limitations such as procedural 
complexities and the need to engineer the molecular or the carrier platform that 
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captures both the compound and solvent chemistries. The ‘hedgehog’ particles 
may represent as a novel drug carrier platform with unprecedented ability to 
disperse in all types of solvents irrespective of its chemical properties.  A 
hydrophobic drug compounds may be easily loaded onto the ‘hedgehog’ particles 
through hydrophobic interaction in aqueous environment, yet remain being 
dispersed. Its applications may be envisioned in various orally administered drugs 
targeting the exterior epithelial linings, such as throat sprays, without the need for 
dispersion in toxic organic solvents. The particle components may be substituted 
with biocompatible moieties such as dextran cores. 
       Such anomalous dispersion character of the HPs can be employed to a 
wide variety of industrial processes and products. One can envision its use in a 
solution of pesticides (insecticide, bactericides, herbicides, fungicides, etc.).  
Pesticide compounds are generally hydrophobic and requires organic solvents to 
formulate its solution such ethanol and DMSO 419 causing environmental 
toxicities and ecological disturbances, thereby leading to serious health risks 420.  
In fact, pesticide spills and accidents happen each year, including occurrences in 
manufacturing plants 421.   
Deviations of electromagnetic responses from the analytical Mie theory422, 
both near- and far-field, due to particles having rough surfaces have been well 
documented in previous studies 377,378,423. Numerous numerical methods had also 
been developed to account for the surface roughness424–430. The great 
accomplishments notwithstanding, a robust modeling approach that is inclusive of 
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wide size ranges and material properties accompanied by experimental diversity 
may further deepen our understanding of the ties between the surface roughness 
and optical properties. In particular, accurate prediction of EM responses of all 
dielectric “rough” -particles in the Mie scattering regime is expected have a 
broad impact on a wide range of disciplines;  majority of the particles found in 
nature have some form of interfacial corrugations, including biological entities 
such as cells431,432 and atmospheric/cosmic dusts433–436. For example, accurate 
description of aerial aerosols using the M-HP approach will enable better 
characterization of electromagnetic radiation through the atmosphere and better 
assessment of their climatic impact and health effects 381,437,438. Its utility may 
span to precise characterization of biological entities that uses light scattering 
such as flow cytometry382.   
Lastly, applications to other facets of health sciences can be envisioned due 
to its interfacial topography. HPs may find its way as an efficient platform for 
capture and concentration of some of the deadliest pathogens, such as the filovirus 
types. The most recent Ebola epidemic in western Africa posed an immense danger 
to the many.  Although a world-wide pandemic caused by the Ebola virus (EBV) 
in 2014, or a similar pathogen, may seem less likely now, it is still in the realm of 
possibilities. Ignoring such possibility may result in catastrophic consequences. 
Ebola virus (EBV) is a highly aggressive virus causing lethal hemorrhagic fevers.  
Due to its capacity for rapid transmission to, and expansion in, the human 
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population–with mortality rates as high as 90% 439–441 for certain serotypes–there is 
a limitation on the hosts’ behalf to develop acquired immunity.   
In the face of potential epidemic disaster, prophylactic screenings in the 
form of early EBV detection prior to the symptomatic onset is in dire need to 
prevent/arrest infectious propagation amongst the human population. It is after the 
clinical symptoms that the bodily fluids impose infectious risks – severity of the 
symptoms and the concentration of EBV in blood is correlated. In the United States, 
current prophylactic measures include 21-day quarantine for suspected/possible 
hosts, despite early treatment being paramount measures for survival. 
Unfortunately, widespread and dependable prophylactic screenings prior to the 
onset of symptoms are yet to be available which further adds infective mobility and 
lethality to the hosts. Early screening with well-established and highly sensitive 
PCR assays using blood or plasma samples are not reliable. In the asymptomatic 
early stages of the disease progression, the initial site of EBV incubation relies 
mostly in organ tissues and therefore the virion concentration in the blood is 
miniscule 442,443.  
It is important to note that appropriate virus concentration is required for 
reliable assays and definitive conclusions. The HPs feature spiky topography with 
significantly large and “sticky” (to the biological moieties) interfacial area on which 
for filo-type pathogens to entangle and anchor.   Furthermore, colloidal 
interaction may be further engineered in the presence of the captured virus to induce 
visible optical effects, thereby potentially circumventing the use of PCR assays. 
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Together, the HPs may provide a highly mobile, cheap and readily accessible 
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