The stability of two different types of stripe solutions that occur for two different forms of the Gierer-Meinhardt (GM) activator-inhibitor model is analyzed in a rectangular domain. For the basic GM model with exponent set (p, q, r, s), representing the powers of certain nonlinear terms in the reaction kinetics, a homoclinic stripe is constructed whereby the activator concentration localizes along the mid-line of the rectangular domain. In the semi-strong regime, characterized by a global variation of the inhibitor concentration across the domain, instability bands with respect to transverse zigzag instabilities and spot-generating breakup instabilities of the homoclinic stripe are determined analytically. In the weak interaction regime, where both the inhibitor and activator concentrations are localized, the spectrum of the linearization of the homoclinic stripe is studied numerically with respect to both breakup and zigzag instabilities. For certain exponent sets near the existence threshold of this homoclinic stripe, where stripe self-replicating behavior is observed, it is shown numerically that a stripe can be stable with respect to a breakup instability, but is unstable with respect to a transverse zigzag instability. The zigzag instability is found numerically to be the precursor to a space-filling curve. For a GM model in the semi-strong regime that is modified to include a small level of saturation of the activator production, it is shown that a homoclinic stripe solution still exists but, in contrast to the unsaturated GM model, can be stable with respect to breakup instabilities. For larger levels of the saturation, the homoclinic stripe ceases to exist and is replaced by a mesa-stripe, which is composed of two front-back heteroclinic transition layers joined together by an asymptotically flat plateau. In the near-shadow limit of an asymptotically large inhibitor diffusivity, and in a rectangular domain, it is shown analytically that a mesa-stripe is stable to spot-generating breakup instabilities, but can be unstable to either slow zigzag or breather-type instabilities. Finally, the asymptotic and numerical stability results for both homoclinic and mesa-stripes are favorably compared with results obtained from full numerical simulations of the GM model.
Introduction
In a two-dimensional domain, intricate spatially localized patterns consisting of either spots, stripes, mixed spotstripe patterns, or space-filling curves, have been observed in numerical simulations of certain classes of singularly perturbed reaction-diffusion systems. For activator-inhibitor systems, such as the well-known Gierer-Meinhardt (GM) model of biological morphogenesis, spot and stripe patterns are ubiquitous (cf. [6] , [13] , [21] , [22] , [46] , Chapter 15 of [11] ). For the Gray-Scott (GS) model of theoretical chemistry, an even greater diversity of spatio-temporal patterns occur including, temporally oscillating spots, spot-replication behavior, spatio-temporal chaos of spot patterns, and labyrinthine patterns of stripes (cf. [32] , [26] , [27] , [37] ). In other settings, localized stripe and spot patterns occur for certain hybrid chemotaxis reaction-diffusion models of bacterial pattern formation (cf. [36] , [45] , Chapter 5 of [24] ) and of fish skin patterns on growing domains (cf. [18] , [30] , [31] ). Localized patterns also arise in the reaction-diffusion modeling of vegetation patterns in arid environments (cf. [9] , [12] , [19] ).
Most of the previous analyzes of the stability of stripe patterns have been based on a weakly nonlinear theory where can be de-stabilized solely by a transverse zigzag instability, which seems to be the precursor to a complicated spacefilling curve (cf. [16] ). Zigzag and breakup instabilities have also been studied in [8] for a reaction-diffusion system on an unbounded domain with piecewise linear kinetics. Breakup instabilities of localized rings of bacteria, leading to spot formation, have been observed in numerical simulations of certain hybrid chemotaxis reaction-diffusion systems (cf. [36] , [45] , Chapter 5 of [24] ).
Based on numerical experiments and a Turing-type linearized stability analysis, the inclusion of saturation effects into the basic GM model is, qualitatively, a well-known way to obtain stable stripe patterns (cf. [13] , [21] , [22] ).
Breakup instabilities do not, in general, occur for a mesa-stripe solution and the instability of this solution typically occurs by two types of transverse instabilities that develop over long time-scales; zigzag instabilities where the edges of the mesa-stripe are in phase, and breather instabilities where these edges are 90
• out of phase.
The primary goal of this paper is to give detailed analytical and numerical results for breakup and transverse instability bands of homoclinic and mesa stripes for the basic GM model, and for the modified GM model where saturation effects are included. Our analysis addresses several key qualitative features observed in numerical simulations of stripe behavior. It determines explicit parameter ranges in these GM models where a homoclinic stripe exists and is stable with respect to spot-generating breakup instabilities. It suggests a common qualitative mechanism responsible for the disappearance of a breakup instability band. It identifies parameter ranges where a transverse instability is the dominant instability mechanism, and where labyrinthine patterns are likely to occur.
The basic GM model, where saturation effects are neglected, can be written in the dimensionless form (cf. The classical GM model corresponds to the exponent set (2, 1, 2, 0. We consider (1.1) in the rectangular domain Ω : −1 < X 1 < 1 , 0 < X 2 < d 0 .
(1.3)
By re-scaling a and h, and introducing X = x/l where l = 1/ √ D, (1.1) can be re-cast into the equivalent form a t = ε 2 ∆a − a + a p h q , τ h t = ∆h − h + a r εh s , x = (x 1 , x 2 ) ∈ Ω l , t > 0 ; ∂ n a = ∂ n h = 0 , x ∈ ∂Ω l , (
where
(1.5)
In (1.1), the semi-strong regime is characterized by ε 0 1 and D = O(1), while the weak interaction regime corresponds to ε 0 1 and D = O(ε 2 0 ) 1. In terms of (1.4), the weak interaction regime corresponds to the limit l → ∞ with ε = ε 0 l = O(1). For the basic GM model (1.4), we will study the stability of a homoclinic stripe of zero curvature that is obtained when a concentrates along the mid-line x 1 = 0 of Ω l .
Alternatively, the classical GM model (1.1), which is modified to include the effect of saturation of the activator production, can be written in the dimensionless form (cf. [13] , [21] , [22] ) a t = ε 2 0 ∆a − a + g(a, h) , g(a, h) ≡ a 2 h (1 + κa 2 ) ; τ h t = D∆h − h + a 2 .
(1.6)
Here κ > 0 is the saturation parameter. For the weak saturation case κ = O(ε 2 0 ), (1.6) has a homoclinic stripe solution as for the basic GM model (1.1). However, for κ = O(1), the numerical simulations of (1.6) in [13] , [21] , [22] , and [46] , have suggested the existence of a mesa-stripe solution for (1.6) that is stable to the formation of spots.
The stability of a homoclinic stripe for the basic GM model (1.4) was studied in [4] . In the semi-strong interaction regime, the existence of a homoclinic stripe solution for (1.4) on the infinite strip domain R 1 × (0, d) was analyzed in [4] using geometric singular perturbation techniques. In addition, by reducing the study of a certain nonlocal eigenvalue problem (NLEP) to computations involving hypergeometric functions, the stability of this stripe with respect to breakup instabilities was analyzed in [4] . In [4] , explicit results for the breakup instability bands were obtained for certain exponent sets (p, q, r, s), and it was shown that a homoclinic stripe for (1.4) is stable to breakup instabilities only for asymptotically thin domains of order d = O(ε 0 ).
For the semi-strong regime of (1.4), we extend this previous work of [4] on breakup instabilities to the finite rectangular domain [−l, l] × [0, d], and to more general exponent sets (p, q, r, s). Our analysis, which is related to the rigorous analysis of the NLEP in [39] and [40] , gives explicit upper and lower bounds for the breakup instability bands for various ranges of the exponents (p, q, r, s) in (1.4). For various exponent sets and domain lengths l = 1/ √ D, the most unstable mode from the NLEP is calculated numerically. Our main result that breakup instabilities always occur unless the domain is O(ε 0 ) thin is given in Proposition 2.3 below. It is an extension of Theorem 4.5 of [4] . Full numerical computations of (1.4) are performed to validate the asymptotic theory.
In the semi-strong regime of (1. 4) , we also analyze the transverse zigzag instabilities of a homoclinic stripe by calculating an explicit formula for the small eigenvalue of order λ = O(ε In the weak interaction regime of (1.1), where D = ε 2 0 D 0 with D 0 = O(1), it was proved in [4] that there is a minimum value of D 0 , labeled by D 0c , for which a homoclinic stripe solution exists. As shown in [14] (see also [4] and Remark 6.2 of [25] ), this critical value D 0c is a saddle-node value of a bifurcation diagram of the norm |a| 2 versus D 0 .
In the one-dimensional case, and for values of D 0 slightly below D 0c , a self-replication behavior is observed whereby a localized initial pulse undergoes a repeated edge-splitting process due to ghost effects of the saddle-node bifurcation point (cf. [4] , [14] , [25] , [26] ). A similar stripe self-replication behavior was observed in [4] in the two-dimensional case. For the classical GM model with exponent set (2, 1, 2, 0), and for D 0 slightly above D 0c , the full numerical computations in [4] suggested that a stripe can be stable with respect to breakup instabilities for any domain width.
We extend this previous work by giving a detailed numerical study of the spectrum of the homoclinic pulse in the weak interaction regime of (1.1). In terms of this eigenvalue problem, we numerically calculate the breakup and zigzag instability bands associated with a homoclinic stripe as a function of D 0 for various exponent sets (p, q, r, s).
For certain exponent sets, which include the classical GM set (2, 1, 2, 0), we show numerically that there exists a value D 0b of D 0 , with D 0b > D 0c for which the instability thresholds of the breakup instability band coalesce. Therefore, there is no spot-generating breakup instability band on the range D 0c < D 0 < D 0b . For the classical GM set this range is 7.17 < D 0 < 8.06. However, for each of these exponent sets where the breakup band disappears, we show numerically that there is a nontrivial zigzag instability band on this range of D 0 . Therefore, for these exponent sets, a homoclinic stripe is de-stabilized solely by a zigzag instability when D 0 is sufficiently close to D 0c . This zigzag instability is found to be the precursor to a space-filling curve. Full numerical simulations of (1.1) are done to confirm the spectral results. Secondary instabilities, such as self-replicating spots, that arise after a spot-generating breakup instability of the stripe are also illustrated.
For the modified classical GM model (1.6) with saturation parameter κ = O(1) and for ε → 0, we construct a mesa-stripe equilibrium solution for (1.6) in the near-shadow limit D 1, where D = D/ε 0 with D = O(1). The stability of the mesa-stripe is then studied analytically. In contrast to the spectrum for homoclinic stripe solutions of the basic GM model (1.1), the spectrum of the linearization of an equilibrium mesa-stripe solution for (1.6) contains only the small eigenvalues of order O(ε 2 0 ) that correspond to transverse instabilities. For D above some threshold, we show that the mesa-stripe is stable for all domain widths and for all transverse wave numbers m. However, as D is decreased below some critical value, it is shown analytically that an unstable zigzag instability band emerges at some critical wave number m = O(1). Upon further decreasing D below some additional threshold, an additional breather instability is triggered. The critical values of D and the transverse wave number m at the onset of the zigzag and breather instability are determined explicitly as a function of κ. The asymptotic theory is confirmed with full numerical simulations of (1.6). Our case-study analysis of mesa-stripe stability for (1.6) with κ > 0 and κ = O(1) extends the previous studies of [34] and [35] for generalized Fitzhugh-Nagumo models by providing explicit instability thresholds for zigzag and breather instabilities.
Finally, we consider the modified classical GM model (1.6) with an asymptotically small saturation κ = O(ε 2 0 ) in the semi-strong regime. The study of stripe stability for this problem provides a bridge between the analysis of breakup instabilities of a homoclinic stripe for (1.4) and the analysis of transverse instabilities of a mesa-stripe for (1.6) with κ = O(1). We show that for any k > 0, where κ = ε 2 0 k, (1.6) admits a homoclinic stripe solution for any D > 0 with D = O(1). An NLEP governing breakup instabilities of this homoclinic stripe is then derived analytically. From a numerical computation of the spectrum of this NLEP it is shown that the boundaries of the breakup instability band coalesce at some k = k d , so that this instability band disappears for all k > k d . The reason for the disappearance of this breakup instability band for k sufficiently large is related to the ghost effect of a nearby heteroclinic solution, which has the effect of "fattening" the cross-section of the homoclinic stripe. This suggests that such "fat" homoclinic stripes can share some of the same qualitative stability properties as mesa-stripe solutions. We remark that a qualitatively similar "fattening" of the homoclinic stripe is also likely responsible for the disappearance of breakup instability bands for certain exponent sets of the basic GM model (1.1) in the weak interaction regime sufficiently close to the existence threshold D 0c of the homoclinic stripe. The "fattening" of this other homoclinic stripe is related to the existence of nearby multi-bump homoclinic solutions that must necessarily exist close to the existence threshold D 0c governing self-replication (cf. [14] ).
The outline of this paper is as follows. In §2.1 and §2.2 we analyze breakup and zigzag instabilities, respectively, for homoclinic stripe solutions of (1.4) in the semi-strong interaction regime. In §2.3 we show that "fat" homoclinic solutions to (1.6) with κ = O(ε 2 0 ) can be stable to breakup instabilities. In §3 we numerically study breakup and zigzag instabilities for (1.4) in the weak interaction regime, where both solution components are localized. Finally,
in §4 and §5 we analyze the existence and linearized stability, respectively, of a mesa-stripe equilibrium solution to the GM model (1.6) when κ > 0 and κ = O(1).
The GM Model Without Saturation: Semi-Strong Regime
In the limit ε → 0 we now construct an equilibrium stripe solution to (1.4) where the stripe is centered on the mid-line x 1 = 0 of the rectangular domain Ω :
Since the cross-section of the stripe is a one-dimensional pulse, this solution, with a minor change in notation, was constructed asymptotically in [10] using the method of matched asymptotic expansions. The result is as follows.
Principal Result 2.1 (From [10] ): For ε → 0, an equilibrium stripe solution to (1.4), labeled by a e (x 1 ) and h e (x 1 ), is given asymptotically by
Here w(y) is the unique positive solution to
The constants H, γ, and G l (0) in (2.1), for which h e (0) = H, are defined by
where ζ is defined in (1.2). The Green's function G l (x 1 ) in (2.1) satisfies
To determine the stability of the stripe solution, we introduce the perturbation
where φ = φ(x 1 ) 1 and η = η(x 1 ) 1. The relationship above between m and k results from the Neumann conditions on x 2 = 0, d of ∂Ω. In the analysis below we treat m as a continuous variable. The band of instability with respect to m that is determined below can be mapped to a k-band of instability using (2.5). Substituting (2.5) into (1.4), we obtain the eigenvalue problem
There are two classes of eigenvalues and eigenfunctions of (2.6); the large eigenvalues where λ = O(1) as ε → 0, and the small eigenvalues with λ = O(ε 2 ) as ε → 0. For the large eigenvalues, which determine the stability of the stripe on an O(1) time-scale, the corresponding eigenfunction has the form
where ∞ −∞ Φ(y)w r−1 (y) dy = 0. This stability problem, treated in §2.1, involves the analysis of a nonlocal eigenvalue problem (NLEP). Since unstable eigenfunctions of this type lead to a disintegration of the stripe into spots, we refer to this instability as a breakup instability. Alternatively, the eigenfunction for the small eigenvalues has the form
Since the leading term in (2.8) corresponds to a translation of the spike profile w, unstable modes for this class of eigenvalues lead to zigzag instabilities. This problem is studied below in §2.2.
Breakup Instabilities: Semi-Strong Regime
We now analyze the spectrum of (2.6) corresponding to breakup instabilities, where φ(x 1 ) ∼ Φ(y) with y = x 1 /ε and ∞ −∞ Φw r−1 dy = 0. Since the asymptotic derivation of the NLEP for Φ(y) is similar to that given in §2 of [39] , we only give an outline of this analysis in Appendix A. The result is as follows:
Principal Result 2.2: Let ε → 0, and suppose that
The unique positive eigenvalue ν 0 with eigenfunction Φ l0 of the local operator L 0 is (cf. [20] , Proposition 5.6 of [3] )
Equivalently, the eigenvalues of (2.9), with ∞ −∞ w r−1 Φ dy = 0, are the roots of g(λ) = 0 defined by
To analyze the spectrum of the NLEP (2.9) for the stripe, we modify the rigorous approach developed in [39] for a related NLEP governing the stability of a pulse solution on a finite interval. This analysis, as outlined in Appendix A, leads to the following rigorous characterization of the instability band for (2.9): Proposition 2.3: Let (p, q, r, s) satisfy (1.2), let l = 1/ √ D > 0 be fixed, and assume that ε 1. Let m b− be the root of the transcendental equation
For the near-shadow limit l → 0, we get m b− ∼ √ ζ, and for l → ∞ we obtain m b− ∼ ζ 2 + 2ζ. In addition, let m b+ be given by
Then, when either r = p = 2, or r = p + 1 with 1 < p ≤ 5, there is exactly one real positive eigenvalue of (2.9) in 
Finally, suppose that 0 ≤ m < m b− . Then, for either r = p = 2, or r = p + 1 and 1 < p ≤ 5, there are exactly two real unstable eigenvalues of (2.9) when τ is sufficiently large. In addition, as τ is increased from zero there is a Hopf bifurcation at some point τ H = τ H (m) (possibly non-unique). Proof The proof of this result is given in Appendix A.
To calculate an improved approximation for the upper bound m b+ of the instability band we write m = m 0 /ε, for
, and we expand
Substituting (2.15) into (2.9 a), and using χ ∼ qr m tanh l for m 1, we obtain that Φ 1 satisfies
Since L 0 is self-adjoint, m 1 is determined from the solvability condition that the right-hand side of (2.16) is orthogonal to Φ l0 . Then, using m 0 ∼ √ ν 0 + εm1 (2 √ ν0) , the upper stability bound m b+ is given in terms of Φ l0 by
For the classical GM model with exponent set (p, q, r, s) = (2, 1, 2, 0), we use Φ l0 = sech 3 (y/2) from (2.10) to calculate
, where I n ≡ ∞ 0 sech n y dy. By using the recursion relation I n = (n − 2)I n−2 /(n − 1), together with I 2 = 1 and I 1 = π/2, we readily calculate that β = For various exponent sets (p, q, r, s) and values of l and ε, in Table 1 we compare the asymptotic results for the stability thresholds from (2.12) and (2.17) with corresponding results computed numerically from the NLEP (2.9) using finite-difference methods and a discrete eigenvalue solver from LAPACK (cf. [1] ). The asymptotic values are found to be very close to the corresponding full numerical results even when ε = 0.1. For l = 1, in Fig. 1(a Notice that some of these sets do not satisfy the conditions on the exponents in Proposition 2.3. Therefore, we expect that the conclusions in Propositions 2.3 will hold for a wider range of exponent sets than listed there. Figure 3 . The unique unstable eigenvalue in the instability band for different exponent sets (p, q, r, s) when ε = 0.025, l = 1, and τ = 0. From top to bottom the curves are for (4, 2, 2, 0), (3, 2, 2, 0), (3, 2, 3, 1), (3, 1, 2, 0), (2, 1, 3, 0), and (2, 2, 3, 3).
We now make a few remarks. In [4] breakup instabilities of a stripe for the GM model (1.1) were analyzed using geometric singular perturbation theory for the infinite strip domain is equivalent to that given in Theorem 4.5 of [4] . For other exponent sets (p, q, r, s) some partial stability results for the infinite strip domain were given in [4] . Specifically, the lower threshold m b− = ζ 2 + 2ζ of the breakup band for the limit l 1, where ζ is defined in (1.2), is equivalent to that given in (4.17) of Corollary 4.4 of [4] . In addition, the limiting result obtained from (2.14) for τ m− in the limit l → ∞ is readily seen to be equivalent to that given in the unlabeled formula above Remark 4.7 of [4] . For the exponent set (2, 1, 2, 0), we calculate that τ m− → 6 as l → ∞. An important remark is that a stripe is stable with respect to breakup instabilities only when the inequality We now test the theoretical predictions for breakup instabilities with full numerical simulations of (1.1) in the
The numerical computations are done using a finite-element method with sufficient resolution to accurately compute thin stripes or localized spots. 
The initial condition for (1.1) is taken to be a perturbation of (2.1) of the form
where H = The predicted number N of spots is N = m/π ≈ 4. With the initial condition as given in (2.19) with l = √ 10, the resulting numerical solution of (1.1) is shown in the second row of Fig. 4 . The initial stripe is seen to break up into five spots (a boundary spot is counted as half of a spot).
Experiment 3: Next, we take (p, q, r, s) = (3, 2, 2, 0), ε 0 = 0.025, D = 1, and τ = 0.1. The initial condition is Although the stability theory is able to predict the initial number of spots that are generated from the break up of a stripe, it does not account for secondary instabilities relating to a spot competition process that leads to the ultimate annihilation of some of these spots. This secondary instability, which we do not study here, is seen in Fig. 4 (f) for the exponent set (3, 2, 2, 0) with D = 1. A spot competition process (not shown) also occurs in Experiment 1 on the range t > 5, where only two spots ultimately remain. However, for the smaller value D = 0.1, the five spots that are initially generated from the stripe in Experiment 2 are found to persist for t 1. In [10] and [39] a related competition instability was studied analytically for a k-spike solution to the one-dimensional GM model. This analysis showed that for τ 1 there is a threshold value D k of D for which k-spikes will be stable only when D < D k . Similar thresholds occur for spots, as was shown rigorously in [43] .
Zigzag Instabilities: Semi-Strong Regime
Next, we analyze zigzag instabilities of a stripe that are associated with unstable eigenfunctions of the form (2.8).
Since this analysis is similar to that for a spike given in §4 of [10] , we only outline the key steps of the derivation in Appendix B. In this way, we obtain the following result for the critical eigenvalue λ = O(ε 2 ):
Principal Result 2.4: For ε → 0 and τ O(ε −2 ), the small eigenvalue governing translational instabilities satisfies
Suppose that τ O(ε −2 ). Then, there are no unstable zigzag modes when γ ≤ 1, which includes the classical GM exponents (p, q, r, s) = (2, 1, 2, 0). Alternatively, when γ > 1 there is a band m z− < m < m z+ of unstable zigzag The stripe initially breaks into seven spots, which corresponds to a growth rate that is near that of the most unstable mode. However, there is a secondary instability and eventually only two spots remain (not shown). Middle Row: Experiment 2: (p, q, r, s) = (2, 1, 2, 0) and D = 0.1. The stripe breaks up into a five-spot pattern, which corresponds closely to the most unstable mode. There is no secondary instability. Bottom Row: Experiment 3: (p, q, r, s) = (3, 2, 2, 0) and D = 1.0. The stripe initially breaks up into a nine-spot pattern. There is a secondary instability and only two spots remain. The time-scale for spot formation is faster than in Experiment 1.
modes only when the domain half-length l exceeds some critical value l z , or equivalently when We now derive this result. In Appendix B, (2.21) for λ is obtained by modifying the analysis in §4 of [10] . To derive the stability result in Principal Result 2.4, we assume τ
Then, the stability threshold λ = 0 in (2.21) corresponds to intersection of the two functions h(θ) and g(θ) for θ ≥ 1, defined by
Notice that λ > 0 whenever g(θ) > h(θ). Since h(1) = 1 and g(1) < 1, the stripe is translationally stable for m ≥ 0 sufficiently small. Next, we calculate that h(θ) has a unique minimum at θ = θ z ≡ √ 2γ − 1 when γ > 1/2, where
, and θ z is undefined when 0 < γ < 1 2 , we conclude that h (θ) > 0 for all θ ≥ 1. Since h(1) = 1, and g(θ) < 1, it follows that there are no roots to (2.22) in θ > 1 when 0 < γ ≤ 1. Therefore, there are no zigzag instabilities when 0 < γ ≤ 1. Alternatively, for γ > 1, we obtain that θ z > 1 and h(θ z ) < 1. Since for each θ > 1, g(θ) is an increasing function of l, we conclude that there exists a band of unstable zigzag modes only when l > l z , where l z is the critical value where g(θ) and h(θ) intersect dominated by any breakup instability that occurs. Finally, we remark that although we have presented only a formal derivation of (2.21), it can be derived rigorously by using a similar Lyapunov-Schmidt reduction analysis as in [44] .
GM Model With Small Saturation: Fat Homoclinics
In the semi-strong regime, where D = O(1), we now show that the inclusion of a small amount of saturation in the activator production for the classical GM model can lead to the disappearance of the breakup instability band. The resulting modified classical GM model in a rectangular domain is
with ∂ n a = ∂ n h = 0 on ∂Ω. We refer to (2.23) as the small saturation limit of (1.6), since if we replace a and h in (2.23) with ε 0 a and ε 0 h, we obtain (1.6) with κ = ε
. For ε → 0 we now asymptotically construct an equilibrium homoclinic stripe solution. In the inner region, we let y = X 1 /ε to obtain that h ∼ H and a ∼ Hw(y), where w(y) satisfies
it follows that w = 0 and w = w ± , with 0 < w − < w + , are the rest points of (2.24), where 
By solving (2.26) numerically, we obtain
In summary, (2.24) has a unique homoclinic solution with w(0) > 0 and w(±∞) = 0 provided that 0 < b < b 0 .
In the outer region, we calculate a 2 /ε 0 in (2.23) in terms of a Dirac mass. In this way, we obtain Principal Result 2.5 For ε → 0, and for any k > 0, there is a unique homoclinic stripe solution to (2.23) given by Next, we study breakup instabilities of the homoclinic stripe by deriving an NLEP. Since this derivation is similar to that given in Appendix A, we only highlight its key steps. We introduce a perturbation of the form (2.5). Then, in place of (A.1) and (A.2), we obtain that Φ(y), with y = X 1 /ε, satisfies
Assuming that ∞ −∞ Φw dy = 0, then η(0) in (2.31) is to be calculated from
We solve (2.32) in terms of a Green's function, which yields η(0) in (2.31). This leads to the following NLEP:
Principal Result 2.6: Let ε → 0, and suppose
Φw dy = 0. Then, for 0 ≤ b < b 0 , the stability of the homoclinic stripe for the modified GM model (2.23) on an O(1) time-scale is determined by the spectrum of the NLEP For ε 1, and in the absence of saturation effects (i. e. b = 0), it was shown in §2.1 that there is always a breakup instability band for any D > 0. We now study numerically whether this instability band can disappear for some range of b on the homoclinic existence interval 0 ≤ b < b 0 . For simplicity we will only consider the case where τ = 0.
Although we are unable to give a rigorous analysis of the spectrum of (2. To numerically calculate breakup instability bands, we first solve (2.24) numerically and then discretize (2.33) using centered differences and the trapezoidal rule. The eigenvalues of the resulting matrix eigenvalue problem are found using LAPACK [1] , and a quasi-Newton method is used to locate the edges of any instability band. Continuation in b is then used starting from b = 0, where the instability band is known from Proposition 2.3. Finally, the relation In particular, when D = 10, in Fig. 9 (a) we show the merging of the upper and lower thresholds m b± at some value of k for three values of ε 0 . In Fig. 9 (b) we show a similar merging behavior when ε 0 = 0.025 for four values of D.
Qualitatively, these numerical results show that the breakup instability disappears on some range k > k 0d (or equivalently b 0d < b < b 0 ≈ 0.2114) when the homoclinic solution w to (2.24) is sufficiently broad (see Fig. 7(a) ).
This widening of the homoclinic is a result of the ghost effect of the heteroclinic connection that exists when b = b 0 .
Therefore, we suggest that the stability properties of "fat" homoclinic stripes can be similar to those of mesa-stripe solutions, such as those that occur for the Fitzhugh-Nagumo model (cf. [34] , [35] ) and the modified GM model of §4-5 with large saturation, where spot-generating breakup instabilities do not occur. for some D 0 = O(1) and we let ε 0 → 0. In terms of y = x 1 /ε 0 , and upon re-scaling a and h in (1.1), the resulting equilibrium problem for (1.1) is to look for even homoclinic solutions to the coupled system
In [14] numerical solutions to (3.1) are computed by using the boundary-value solver COLSYS [2] together with path-following in D 0 . As D 0 is decreased from some initially large value it was shown for various exponent sets in [14] that the bifurcation diagram of a(0) versus D 0 for (3.1) has a saddle-node bifurcation at some critical value D 0c and that there are no homoclinic solutions to (3.1) when 0 < D 0 < D 0c . The existence of such a fold-point value D 0c was proved in [4] using geometric singular perturbation theory. For the classical GM model, where (p, q, r, s) = (2, 1, 2, 0), a plot of a(0) versus D 0 is shown in Fig. 10(a) . When viewed as a pulse solution in one-dimension, the upper branch of this bifurcation diagram is stable when τ is below some O(1) Hopf bifurcation threshold τ H = τ H (D 0 ), and the lower branch is unstable for any τ ≥ 0 (cf. [14] ). The dashed portion along the lower solution branch of Fig. 10(a) is where a(y) has two distinct local maxima, with one on either side of the symmetry point y = 0. This two-bump structure begins at the point where a y (0) = 0, which we label by D 0 = D 0m .
A stripe solution a e , h e for the two-dimensional GM model (1.1) is obtained by taking the homoclinic solution of 
By substituting (3.2) into (1.1) we obtain the following eigenvalue problem for Φ(y) and N (y) on 0 ≤ y < ∞: To study breakup instabilities we compute the spectrum of (3.3) for even eigenfunctions Φ and N so that Φ y (0) = N y (0) = 0. We first compute the homoclinic solution of (3.1) on a long interval 0 < y < L, where L 1. We then discretize (3.3) on the same interval [0, L] by using centered differences, and we label Φ 0 = (Φ 0 (y 1 ), . . . , Φ 0 (y n )) t and
In this way, we obtain the block matrix eigenvalue problem
Here Λ j for j = 1, . . . , 4 are n × n diagonal matrices, and M is a tridiagonal matrix defined by Table 2 . Increasing n and L did not change the results in Table 2 significantly. Figure 11 . Left figure: breakup instability bands that terminate before the saddle-node value D0c. The heavy solid curve is for (p, q, r, s) = (2, 1, 3, 0), the solid curve is for (3, 2, 3, 1) , and the dashed curve is for (4, 2, 2, 0). Right figure: breakup bands that do not terminate before D0c. The heavy solid and solid curves are for (3, 2, 2, 0) and (2, 2, 3, 3), respectively.
(a) zigzag bands: (2, 1, 2, 0), (2, 1, 3, 0), (3, 2, 2, 0)
Figure 12. Left figure: the zigzag instability band for (2, 1, 2, 0) (heavy solid curve), for (2, 1, 3, 0) (solid curve), and for (3, 2, 2, 0) (dashed curve), plotted for D0 > D0c. For these exponent sets there is a value D0z of D0 for which there is an unstable band for D0c < D0 < D0z. Within the band there is a unique and real unstable eigenvalue. Right figure: the unstable zigzag band for (2, 2, 3, 3). Since γ = q/(p − 1) = 2 > 1, this band continues into the semi-strong interaction regime and terminates there (see §2.2).
(b) unstable zigzag eigenvalue Figure 13 . Left figure: the unstable breakup eigenvalue λ0 within an instability band. The heavy solid curve is for (2, 1, 2, 0) with D0 = 15.0, the solid curve is for (2, 1, 2, 0) with D0 = 9.01, and the dashed curve is for (3, 2, 2, 0) with D0 = 4.5. Right figure: the unstable zigzag eigenvalue λ0 within an instability band. The heavy solid curve is for (2, 1, 2, 0) with D0 = 7.60, the solid curve is for (3, 2, 2, 0) with D0 = 4.5, and the dashed curve is for (2, 1, 3, 0) with D0 = 14.0.
In Fig. 10(b) we plot the upper and lower thresholds for the breakup instability band for the exponent set For these exponent sets the breakup instability band disappears below some threshold value D 0b larger than D 0c , so that a stripe solution for (1.1) is stable with respect to breakup on the range D 0c < D 0 < D 0b . For three parameter sets, in Fig. 13(a) we plot the unique unstable real eigenvalue within an instability band. As seen from this figure, the most unstable mode occurs roughly in the middle of this band.
However, as shown in Fig. 11(b) , the breakup instability band does not disappear at some D 0 value greater than the existence threshold D 0c for the exponent sets (3, 2, 2, 0) and (2, 2, 3, 3). Consequently, for these exponent sets, a stripe solution to (1.1) will always be unstable to breakup instabilities when the domain width d 0 is O(1).
Next, we study zigzag instabilities by calculating the spectrum of (3.3) for odd eigenfunctions Φ and N so that Φ(0) = N (0) = 0. The discrete eigenvalue problem has the same form as in (3.4) and (3.5) except that now y j = jh for j = 1, . . . , n with h = L/n, and where M 12 = 1 replaces the corresponding entry in the matrix M in (3.5). The spectrum of the resulting discrete eigenvalue problem is then computed numerically for τ = 0.01, L = 15, and with n = 250. In Fig. 12(a) we show the unstable zigzag band for three exponent sets for which γ = We now qualitatively summarize our conclusions regarding the stability of the stripe. An important conclusion is that for the exponent sets (p, q, m, s) where the breakup instability disappears at some value above the existence threshold as D 0 is decreased, the stripe will always be unstable with respect to zigzag instabilities for domain widths Figure 14 . Plots of a(y) for various D0 computed from (3.1) for the exponent set (2, 1, 2, 0). The heavy solid, solid, dotted, and widely-spaced dotted curves are for D0 = 19.6, D0 = 11.9, D0 = 7.9, and D0 = 7.2, respectively. Notice that the homoclinic becomes broader as D0 is decreased.
Remark 3.1: It appears to be difficult to provide a rigorous study of the eigenvalue problem (3.3) to theoretically confirm the possible coalescence of the breakup instability band and the emergence of the zigzag band near the existence threshold D 0c . However, the shape of the homoclinic a(y) near the existence threshold gives some indication on the reason for the change in the dominant instability mechanism. For D near D 0c , the region near the maximum of a(y) is generally wider than it is for larger values of D 0 . This is shown numerically in Fig. 14 for the exponent set (2, 1, 2, 0). In fact, on the unstable branch, but near D 0c , the cross-section of the "fattened" homoclinic stripe develops a multi-bump structure at some value D 0m (see Table 2 ). In addition to the general pulse-splitting criteria of [5] , this multi-bump structure also appears to be an essential factor for self-replication behavior (cf. [14] ). Therefore, near the existence threshold, the cross-section of the homoclinic stripe becomes fatter in a similar way as was studied in §2.3 for the small-saturation GM model (2.23) in the semi-strong regime. This suggests that the stability problem near the existence threshold D 0c can be similar to that of a bistable system where zigzag instabilities are the dominant instability mechanism (cf. [34] ) and where breakup instabilities do not occur.
We now perform a few numerical experiments on (1.1) to illustrate and validate the spectral results for breakup and zigzag instabilities. For each of the experiments below, we solve (1.1) for τ = 0.01 in the square domain
, with an initial condition of the form
Whenever the equilibrium stripe exists, in the experiments below we have taken A = a(0) and H = h(0) where a and h are the numerical solution of (3.1) for the specified value of D 0 .
Experiments 1 and 2:
In Experiment 1 we take (p, q, r, s) = (2, 1, 2, 0), ε 0 = 0.025, and D 0 = 7.6. The initial condition for (1.1) is (3.6) with A = 1.69 and H = 1.45. Since D 0c < D 0 < D 0b there is no breakup instability band, and we predict that the initially straight stripe will not break up into spots. From the heavy solid curve in . The stripe initially breaks up into eight spots, while the zigzag instability breaks the vertical symmetry. There is no self-replication behavior and there is an exponentially slow, or metastable, evolution of the eight spots towards a stable equilibrium configuration consisting of a hexagonal structure.
(1.1) are shown in Fig. 15 . We observe that, initially, there is indeed no breakup instability and that when t = 300 the stripe develops a noticeable zigzag instability with four crests. However, the wriggled stripe then undergoes a breakup instability near the points of its maximum curvature leading to spot formation. Since D 0 = 7.6 is below the existence threshold D 0s = 9.82 for a locally radially symmetric spot solution (see Table 2 ), these spots then undergo a repeated self-replication process which fill the entire domain. The solution at time t = 1000, shown in Fig. 15(d) ,
is near an equilibrium state and more closely resembles a Turing-type pattern than a pattern with isolated spots.
In Experiment 2 we take (p, q, r, s) = (2, 1, 2, 0), ε 0 = 0.025, and we increase D 0 to D 0 = 15.0. The initial condition for (1.1) is (3.6) with A = 2.3 and H = 1.8. Since D 0 > D 0b we predict that the initially straight stripe will break up into spots. From the heavy solid curve in Fig. 13 Fig. 16(a) it is observed that the stripe initially breaks up into eight spots. The zigzag instability breaks the vertical symmetry (cf. Fig. 16(b) ). Since D 0 = 15 is well above the spot-existence threshold of D 0s = 9.82 given in Table 2 , there is no spot self-replication behavior. Instead there is an exponentially slow, or metastable, drift of the spots towards a stable hexagonal equilibrium configuration (cf. Fig. 16(c) and Fig. 16(d) ). πε0 ≈ 12 spots. Alternatively, from the solid curve in Fig. 13(b) , the most unstable zigzag mode is ε 0 m ≈ 0.43 with a corresponding growth rate λ 0 ≈ 0.051. Fig. 18 we observe that the initially straight stripe breaks up into fourteen spots (see Fig. 18(a) ) and then develops a zigzag instability with six crests, which breaks the vertical symmetry of the array of spots (see Fig. 18(b) ). Since D 0 < D 0s = 5.23 the resulting spots then undergo a spot-splitting process (cf. Fig. 18(c) ) leading to a final state that closely resembles a Turing-type pattern (cf. Fig. 18(d) ). Table 2 ). Therefore, we expect no breakup instability. From the dashed curve in Fig. 13 Fig. 19(b) a zigzag instability with exactly seven crests is observed. In contrast to Experiment 1 where D 0 was only slightly below the breakup threshold D 0b , for this example D 0 is significantly below the breakup threshold and the wriggled stripe no longer undergoes a breakup instability near local maxima of its curvature (cf. Fig. 19(c) ). The final pattern in Fig. 19(d) is composed almost exclusively of stripes. In §5 we analyze the stability of this solution. For our analysis of (1.6) we assume that ε 0 1 and κ > 0, where κ is independent of ε 0 . Recall that the case κ = O(ε In the near-shadow limit, (1.6) admits an equilibrium stripe solution in the form of a front-back transition layer structure, where the layers are connected by an asymptotically flat plateau. We refer to such a solution as a mesastripe. This type of solution is distinctly different from the homoclinic stripe solutions of §2 and §3. Since D O(1), then h ∼ H uniformly on 0 ≤ x 1 ≤ 1, where H is a constant. Therefore, from the inhibitor equation of (1.6), we get
The transition layer solution centered at some x 1 = ξ l is given by a ∼ Hw(y), with y = ε 
for some positive constants c ± . To break the translation invariance we impose the condition w(0) = w + /2. For the stability analysis in §5, we must evaluate β ≡ For b = b 0 and ε 0 1, a composite expansion for the mesa-stripe solution has the form
By using (4.1) and (4.4) , we obtain that
, where L = ξ r − ξ l . Then, from the relation b = H 2 κ of (4.2 a), we obtain that
In Fig. 20(a) we plot the numerically computed equilibrium solution a e versus x for several values of κ when ε 0 = 0.02 and D = 10. This solution was computed using COLSYS [2] . Notice that as κ increases the maximum value of a e decreases while the spatial extent of the plateau also increases. For a range of κ, in Fig. 20(b) we show a very favorable comparison between the numerically computed value for the plateau height a e (1/2) and the corresponding asymptotic result a e (1/2) ∼ Hw + = (w + L) −1 . As a remark, the analysis of homoclinic solutions in §2 showed that
0 ) when κ = 0. In Fig. 21 we plot the relation (4.5) between the saturation parameter κ and the plateau length L. The condition L < 1 ensures that the plateau fits within the unit length of the rectangle. Although ξ l and ξ r are undetermined at this stage, we anticipate by symmetry that the plateau is centered in the middle of the interval [0, 1] so that ξ l = (1 − L)/2 = (1 − ξ r ). This result is derived analytically below. Although (4.4) and (4.5) give the leading-order solution, a higher-order construction of the equilibrium solution is required for the stability analysis of §5. To do so we first consider the outer regions, comprised of the plateau region ξ l < x 1 < ξ r together with near-boundary regions 0 < x 1 < ξ l and ξ r < x 1 < 1. In these outer regions we expand
In the near boundary regions a is exponentially small as ε 0 → 0, while in the plateau region a ∼ Hw + + O(ε 0 ).
Therefore, by substituting (4.6) into the inhibitor equation of (1.6) with D = D/ε 0 , we obtain that
with h 1x1 (0) = h 1x1 (1) = 0. The conditions for h 1 at the transition layers ξ l and ξ r are found below upon matching h 1 to appropriate inner solutions. In the plateau region we expand a as
By substituting (4.8) into the activator equation of (1.6), we obtain that A 1 satisfies
By using g a (Hw + , H) = 2/w + and g h (Hw + , H) = −w + , we calculate A 1 from (4.9) as
In the inner region near x 1 = ξ l , we let y = ε −1 0 (x 1 − ξ l ), and we expand a(y) and h(y) as
Upon substituting (4.11) into the equilibrium problem for (1.6), and letting D = D/ε 0 , we obtain that a 0 = Hw and that a 1 satisfies
Here g 0 (w) is defined in (4.2 a) . This yields that H 1 = H 10 + yH 11 , for some unknown constants H 10 and H 11 .
However, since h = H + O(ε 0 ) in the plateau and near-boundary regions, we require that H 11 = 0 in order to match the inner and outer solutions for h. Therefore, H 1 = H 10 . To determine H 10 we use a solvability condition. Since Lw = 0, the solvability condition for (4.12) gives H 10 ∞ −∞ g 0 (w)w dy = 0, which yields H 10 = 0. Therefore, since La 1 = 0 we get a 1 = c 1 w for some constant c 1 . However, since a(0) = Hw + /2 defines the transition layer location, we require that a 1 (0) = 0. Since w (0) = 0, this implies that c 1 = 0. Therefore, a 1 = H 1 ≡ 0, and we must proceed to the next order in ε 0 to find the first non-vanishing correction term.
Upon substituting (4.11) into (1.6), we obtain that a 2 and H 2 satisfy The other relationship between these constants is determined from the matching condition that h ∼ H + ε 
This matching condition readily yields that 15) and h 2 (ξ
is found below to determine the equilibrium transition layer location ξ l uniquely as ξ l = (1 − L)/2. The conditions (4.15) and (4.14) determine H 20 and H 21 uniquely.
Finally, we derive a key identity needed in §5. We differentiate (4.13) with respect to y to obtain
Since Lw = 0, the solvability condition for (4.16) yields the identity
where H 2 = h 1x1 (ξ + l ) by the matching condition (4.15). A similar analysis can be done near the other transition layer at x 1 = ξ r to obtain that h 1 (ξ ± r ) = 0. By solving (4.7) with h 1x1 (0) = h 1x1 (1) = 0 and h 1 (ξ ± l ) = h 1 (ξ ± r ) = 0, we obtain that
From this solution, we calculate the following one-sided derivatives, which are also needed in §5 below:
The condition that h 1x1 is continuous across x 1 = ξ l and x 1 = ξ r determines the equilibrium layer locations uniquely in terms of the length L of the plateau as ξ l = (1 − L)/2 and 1 − ξ r = (1 − L)/2.
5 The GM Model with Saturation: Stability Analysis in the Near-Shadow Limit
We now study the stability of the mesa-stripe equilibrium solution a e (x 1 ), h e (x 1 ) constructed in §4. Since there are
Neumann boundary conditions on the sides x 2 = 0, d 0 of the rectangular domain, the perturbation takes the form
where φ = φ(x 1 ) 1 and ψ = ψ(x 1 ) 1. The bands of instability with respect to the continuous variable m derived below can be mapped to integer k-bands of instability using (5.1).
Substituting (5.1) into (1.6), and using D = D/ε 0 we obtain the eigenvalue problem
Hereλ and the operator L ε are defined by
In the analysis below we will show that λ = O(ε We first determine the asymptotic form of the eigenfunction φ corresponding toλ 1. In the plateau region,
where a e ∼ Hw + , g a (a e , h e ) ∼ 2w
+ and g h (a e , h e ) ∼ −w + , we obtain from (5.2 a) that
In the near-boundary regions φ is exponentially small as ε 0 → 0. Near the transition layers at ξ l and ξ r , φ is proportional to the derivative w of the heteroclinic orbit. Therefore, this motivates the asymptotic form
for some unknown constants c l and c r to be found. Here µ is defined in (5.3).
Since φ is localized near the transition layers, we use (5.4) to calculate in the sense of distributions that 5) where ξr] is the indicator function defined to be unity for ξ l ≤ x 1 ≤ ξ r and zero outside this plateau region. Substituting (5.5) into (5.2 b), we obtain that ψ satisfies
Here θ is the piecewise constant function
The jump conditions for (5.6) are that
Next, we derive a matrix eigenvalue problem forλ. We substitute (5.4) into (5.2 a) and multiply the resulting expression by w l , where w l ≡ w (y l ). Since w l is localized, we then obtain for ε 0 1 that
Here we have defined (f, g)
We use (4.2) to estimate the second and third terms in (5.7) as
To calculate the first term in (5.7) we first use the inner solution a e ∼ Hw + ε 2 0 a 2 and h e ∼ H + ε 2 0 H 2 , to obtain
By using (5.9 b), and upon differentiating (4.2) with respect to y, we readily obtain that
Then, using (5.10) and the identity (4.17), we derive that
Finally, upon substituting (5.8) and (5.11 b) into (5.7) we obtain that
In a similar way, we obtain from the transition layer solution at x 1 = ξ r that
The next step in the analysis is to reduce (5.12) to an explicit matrix eigenvalue problem. To do so, we first solve (5.6) for ψ in order to calculate ψ(ξ l ) and ψ(ξ r ). A simple calculation shows that 13) where G is the Green's function matrix defined by
Substituting (5.13) and (4.19) into (5.12), and recalling thatλ = λ + ε 2 0 m 2 and Hw 2 + ∼ 1/L from (5.2 c) and (4.5), we obtain that λ is an eigenvalue of the matrix eigenvalue problem
Here I is the identity matrix, and α ≡ 2βLD/w 2 + . The spectrum Gv = σv is readily calculated as
a)
and
Here θ ± are defined in (5.6 b). Combining (5.16) and (5.15), we obtain the explicit eigenvalues
The two eigenvectors c ± in ( 
Then, from (5.17), we obtain for m = 0 and ε 0 1 that
Therefore, when L > 0, we have λ ± < 0 for m = 0 and ε 0 1, with λ − = O(ε 2 0 ) and λ + = O(ε 0 ). This shows that a one-dimensional pulse solution is always stable under the effect of activator saturation. For the parameter set m = 0, ε 0 = 0.02, and D = 10, for which D = 0.2, in Fig. 22(a) we compare the asymptotic result for the zigzag eigenvalue λ − , given in (5.17), with the corresponding full numerical result computed from (5.2). The numerical result is obtained by first discretizing (5.2) using centered differences and then using LAPACK [1] to compute the relevant eigenvalue of a matrix eigenvalue problem. For the same parameter set m = 0, ε 0 = 0.02, and D = 10, in For both λ − and λ + we have λ ± < 0 when m = 0 and λ ± < 0 for m 1. This latter inequality is readily seen from For the zigzag mode a nontrivial band of unstable modes emerges at the value α = α z and m = m z where the tangency conditions λ − = 0 and dλ − /dm = 0 are satisfied. From these conditions, we obtain that m z is the root of
Here m z depends on the plateau length L, which depends on the saturation parameter κ from (4.5). In terms of
Since α is related to D by (5.17), this latter formula defines a critical value D z for the inhibitor diffusivity as a function of either L or κ as
To compute the curve m z at each fixed L we use Newton's method coupled to a continuation procedure in L starting from L 1. For L 1, a simple calculation using (5.16 b) for σ − shows that 
In Fig. 25 Finally, we perform a few full numerical simulations on (1.6) to confirm the asymptotic stability theory. For these values, (4.5) yields that L ≈ 0.45 and H ≈ 0.2056. The initial condition for (1.6) is taken to be 25) where ξ l = 0.275 and x r = 0.725. Since D = Dε 0 = 0.3 > D z = .0124, the asymptotic theory predicts that the mesa-stripe solution is stable to both zigzag and breather instabilities. This is confirmed in Fig. 26 where we plot the numerical solution to (1.6) at time t = 1000, showing its convergence to a stable mesa-stripe solution. crest. For D = 1.4, which is above the zigzag threshold D = 1.24, the mesa-stripe is found to be stable. We remark that in order to give a more precise test of the instability threshold, one would have to compute numerical solutions of (1.6) with a value of ε 0 that is a decade smaller than ε 0 = 0.01. With such a small value of ε 0 , it is challenging to obtain sufficient numerical resolution to resolve the transition layers at the edges of the mesa-stripe. The initial condition for (1.6) is (5.25) with H = 0.21, ξ l = 0.36, and ξ r = 0.64. Since D is not asymptotically large, the theory developed in §4 and §5 does not apply for this example. The numerical results in Fig. 28 show a new phenomenon whereby the initial mesa-stripe splits into two, with the two daughter stripes undergoing a further splitting at later times. Since the time-scale for splitting is much less than that for the development of transverse instabilities, there are no zigzag instabilities observed in Fig. 28 . This stripe-replication phenomena is significantly more robust than that observed in Experiment 3 of §3 for the unsaturated GM model in the weak interaction regime.
An analysis of this mesa self-replication phenomena of Fig. 28 is an open problem. 
Conclusion
We have analyzed the stability of a stripe for two different forms of the GM activator-inhibitor model in a rectangular domain. For the basic GM model, where saturation effects are neglected, the stability of a homoclinic stripe was analyzed with respect to spot-generating breakup instabilities and transverse zigzag instabilities. The wave-number instability bands for each of these mechanisms was found to depend sensitively on the asymptotic range of the inhibitor diffusivity D. In the semi-strong regime, where D = O(1), the homoclinic stripe typically disintegrates into an array of spots unless the domain width is asymptotically small. In contrast, in the weak interaction regime, where the activator and inhibitor diffusivities have the same asymptotic order, there are certain exponent sets associated with the nonlinear kinetics where the homoclinic stripe can be de-stabilized solely by a transverse zigzag instability. In the semi-strong regime it was also shown that a homoclinic stripe can be stabilized with respect to breakup instabilities upon allowing for an asymptotically small level of activator saturation. For larger levels of the saturation, the homoclinic stripe ceases to exist and is replaced by a mesa-stripe, whose cross-section consists of front-back transition layers joined by an asymptotically flat plateau. For an asymptotically large inhibitor diffusivity, it was shown that such a mesa-stripe can be stable with respect to both zigzag and breakup instabilities.
There are some open problems suggested by this study. For homoclinic stripe solutions of (1.4), a key open problem is to provide an analytical theory that characterizes the intricate nature of the zigzag and breakup instability bands for a homoclinic stripe in the weak interaction regime. For a mesa-stripe solution of (1.6), an interesting open problem is to rigorously study the transition behavior in the stability properties of a stripe as the saturation parameter κ decreases. In particular, for κ = O(ε 2 0 ) in (2.23), where "fattened" homoclinic stripes occur, it would be interesting to give a rigorous analytical confirmation of the disappearance of the spot-generating breakup instability band shown numerically in §2.3. Additionally, it would be interesting to construct multiple mesa-stripe equilibria to (1.6) when D = O(1) in order to study the global bifurcation properties of these solutions. Such a bifurcation diagram is likely to be crucial for an analysis of the mesa-stripe self-replication behavior observed in Experiment 3 of §5. Other important open problems include providing a weakly nonlinear theory for zigzag and breakup instabilities of homoclinic stripes, and studying the stability of multi-stripe patterns.
Finally, it would be interesting to extend the stability analyzes given here to investigate breakup and zigzag instabilities of stripes in the hybrid chemotaxis reaction-diffusion systems of [36] , [45] , [30] , and [31] , and in the models of [9] and [19] for the spatial patterning of vegetation in arid environments.
In (2.6 b), η is not singularly perturbed, and so we can determine η(0) in (A.1) from the outer solution for η(x 1 ). To do so, we use (2.1) and (2.3) to calculate the coefficients in (2.6 b) in terms of Dirac masses. This leads to η x1x1 − θ In the remainder of this appendix we prove Proposition 2.3 for the spectrum of (2.9). We begin with a key Lemma.
Lemma A.1 (From [39] ): Let f (µ) and C m (λ) be as defined in (2.11) and (2.9 b), and let ν 0 > 0 be the unique positive eigenvalue of the local operator L 0 in (2.9). Then, when µ and λ are real, the following properties hold:
(ii) f (µ) > 0 for 0 < µ < ν 0 , when either r = 2 , 1 < p ≤ 5 , or r = p + 1 , p > 1 , (A.5 b)
(iii) f (µ) > 0 for 0 < µ < ν 0 , when either r = 2 , p = 2 , or r = p + 1 , 1 < p ≤ 5 , (A.5 c) Proof The proof of (A.5) is given in Proposition 3.5 of [39] . The positivity of C m (λ), the concavity of C m (λ), and the positivity of dCm (0) dm , all follow from a simple direct calculation using the expression for C m (λ) in (2.9 b).
The proof of Proposition 2.3 is given in two parts. In Part 1, Lemma A.1 is used to analyze the spectrum of the NLEP (2.9) on the positive real axis. In Part 2 a winding number criterion locates any complex unstable spectrum.
We begin with Part 1. By calculating C m (0) in (2.9 b), and by using intersect exactly once in 0 < λ < ν 0 for any τ ≥ 0 when the condition (A.5 c) on the exponents r and p are satisfied.
Therefore, under this condition, we conclude for m > m b− and εm 1 that there is a unique real root in 0 < λ < ν 0 to g(λ) = 0 defined in (2.11) . Under these conditions, we obtain a unique unstable real eigenvalue of (2.9).
Next, we consider real spectrum on the range 0 < m < m b− = O(1), for which C m (0) < f (ε 2 m 2 ) ∼ 1 p−1 . Since C m (λ) = O(τ 1/2 ) for τ 1, it follows from (A.5) that for τ > τ m there are exactly two real roots to g(λ) = 0 in 0 < λ < ν 0 when the condition (A.5 c) on the exponents holds. This yields two unstable real eigenvalues.
Alternatively, for τ < τ m , there are no real roots to g(λ) = 0, and hence no unstable real eigenvalues. For m = m b− a simple calculation shows that λ = 0 is a double zero eigenvalue when C m (0) = f (ε 2 m 2 ). By using (2.9 b) for C m , (A.5 a) for f (0), and assuming that p − 1 < 2r, this condition yields the critical value τ m− > 0 of τ , defined in (2.14)
of Proposition 2.3. For m = m b− and τ > τ m− there is a unique unstable real eigenvalue of (2.9).
Next, we consider real spectrum when m > √ ν 0 /ε. For this range of m, (A.5 d) shows that f (λ + ε 2 m 2 ) < 0 for any λ > 0. Thus, since C m (0) > 0 and C m (λ) > 0, there are no real roots to g(λ) = 0 in λ > 0 for any τ > 0, and consequently no unstable real eigenvalues of (2.9). Finally, suppose that m = √ β/ε with 0 < β < ν 0 , so that g(λ) = C m (λ) − f (λ + β). Then, since C m (0) = O(m) for m 1, we get C m (0) = O(ε −1 ) > f (β) for 0 < β < ν 0 .
Therefore, under the condition (A.5 c) on the exponents r and p, there is a unique root to g(λ) = 0 in 0 < λ < ν 0 − β for any τ ≥ 0, and consequently a unique unstable real eigenvalue to (2.9).
In Part 2 of the proof we must count the number N of complex eigenvalues in the right half-plane Re(λ) > 0. To do so, we proceed as in §3 of [39] by using a winding number criterion that determines N in terms of the change 
Appendix B Zigzag Eigenvalue: Semi-Strong Regime
In this appendix we outline the derivation of (2.21). We first write (2.6 a) in terms of an operator L ε as We differentiate the equilibrium problem for a e in (1.4) with respect to x 1 to get L ε a ex1 = qa 
