Abstract-This paper addresses robust performance analysis problems of LTI systems affected by real parametric uncertainties. These problems, known also as a special class of structured singular value computation problems, are inherently intractable (NP-hard problems). As such intensive research effort has been made to obtain computationally tractable and less conservative analysis conditions, where linear matrix inequality (LMI) plays an important role. Nevertheless, since LMI-based conditions are expected to be conservative in general, it is often the case that we cannot conclude anything directly if the LMI at hand turns out to be infeasible. This motivates us to consider the dual of the LMI and examine the structure of the dual solution, which does exist if the primal LMI is infeasible. By pursuing this direction, in this paper, we provide a rank condition on the dual solution matrix under which we can conclude that the underlying robust performance is never attained. In particular, a set of uncertain parameters that violates the specified performance can readily be obtained. The key idea to derive these results comes from simultaneous diagonalizability property of commuting diagonalizable matrices. The blockmoment matrix structure of the dual variable plays an essential role to make good use of this property.
I. INTRODUCTION
Robustness analysis of linear systems affected by real parametric uncertainties has been a challenging topic [2] . The general framework of µ theory [18] was developed to deal with this problem, leading to sophisticated techniques based on scalings [17] . These studies clarified that those computationally efficient scaling-based approaches are conservative, except for some specific cases where the number of the uncertain parameters and their structures satisfy certain conditions. Indeed, it is now well-known that most of practical robustness analysis problems are NP-hard problems.
As the effectiveness of the linear matrix inequality (LMI) has been revealed for the analysis and synthesis of uncertainty-free systems, its robust counterpart, so called robust LMI [3] , [7] , [22] , [23] , [24] , emerges as a powerful to deal with robustness issues. Since robustness analysis and synthesis problems enforce us to deal with transfer functions or state space equations affected by uncertainties, the natural problem formulation leads to robust LMIs, where the coefficient matrices depend on the uncertain parameters. In particular, intensive research effort has been made for robust LMIs with coefficient matrices depending rationally upon the uncertain parameters [13] , [14] , [21] , which certainly capture whole variety of robustness analysis and synthesis problems.
When dealing with robust LMIs, the key issue is how to reduce them into numerically verifiable finitely many LMIs. This step to remove the semi-infinite constraints is called relaxation in the literature [11] , [22] , [23] , [24] . In the simplest case where the robust LMI involves only a single uncertain parameter, celebrated Kalman-Yakubovich-Popov Lemma [20] enables us to derive a desired LMI in an exact fashion. In other cases, however, it is far from achievable to obtain LMIs with a priori certificate for the exactness [22] , [23] , [24] . This poses essential limitations on the robustness analysis of linear systems, since linear systems inherently involve a frequency parameter. It follows that we cannot expect exact LMIs even when the underlying robustness is against for only a single uncertain parameter (unless it has the full complex structure as in the standard H ∞ norm computation [17] ). Thus, the LMI resulting from relaxation is expected to be conservative in general. Therefore it is often the case that we cannot conclude anything if the LMI at hand is identified to be infeasible via numerical computation.
To cope with this difficulty, a novel approach was proposed by Scherer [22] , [23] , [24] . The key idea is to take the "dual" of the "primal" LMI resulting from relaxation and examine the dual solution. This dual LMI approach is also known to be effective to prove the exactness of LMIs in other context of linear system analysis [9] , [15] . The result in [22] , [23] is such that if the computed dual solution satisfies a certain condition, then we can conclude the existence of the worst case perturbation that violates the underlying robust LMI.
In this paper, we pursue the direction related to but yet distinct from [22] , [23] , [24] . Namely, we certainly follow the basic strategy to obtain numerically verifiable LMI via relaxation and take its dual for the exactness verification. What makes the present approach novel is as follows: 1. Distinct treatment of the frequency parameter: This is motivated from the fact that, since the relaxation in [22] , [23] , [24] is based on the full-block S-procedure [13] , [14] , [21] and thus deals with the frequency parameter as an additional uncertainty (as in the classical µ theory), the multiplier introduced to relax the semi-infinite constraints is fixed to be constant. As clearly stated in [24] , this is the source of the conservatism of [22] , [23] . The present approach explicitly employs parameter-dependent multipliers (PDMs), whose effectiveness is now widely recognized for the reduction of the conservatism (those multipliers are often understood in relation with parameter-dependent quadratic Lyapunov functions). In particular, we clarify the role of the PDMs explicitly from the view points of the dual LMI approach: they restrict the dual solution appropriately so that, when the dual solution exists, the worst case perturbation detection can be achieved. [17] in multiple uncertain parameter cases: This modification is technically trivial but yet of great importance in the present dual LMI approach.
Modification of the (D, G) scaling
Namely, we will show that by deriving a primal LMI via (D, G) scaling with proper modifications, the corresponding dual variable turns out to have a block-matrix structure that is consistent with the moment matrix in [16] . In particular, this block-moment matrix structure enables us to derive a sound rank condition for the exactness verification. Our result ensures that, if the computed dual variable satisfies the suggested rank condition, then the underlying robust performance is never attained. More specifically, we can readily compute a set of uncertain parameters that violates the specified performance. The key idea to derive these results comes from simultaneous diagonalizability property of commuting diagonalizable matrices [12] . The block-moment matrix structure of the dual variable plays an essential role to make good use of this property.
We use the following notations. The symbols S n , P n and Sk n denote the set of real symmetric, real positive-definite and real skew-symmetric matrices of the size n, respectively. For A ∈ R n×n , λ(A) denotes the set of the eigenvalues of A, and when A ∈ S n , λ k (A) (k = 1, · · · , n) denotes the kth eigenvalue. For B ∈ R n×m , we denote its Moore-Penrose inverse by B † . Due to limited space, all of the technical results are given without proofs. Those proofs are found in [6] .
II. PROBLEM FORMULATION AND BASIC RESULTS

A. Problem Formulation
In this paper, we consider the problem described below.
Obviously, this problem arises in robust stability analysis problems of continuous-time LTI systems affected by the uncertain parameter θ ∈ Θ. In fact, the scope of this problem formulation is quite broad and includes robust dissipation performance analysis, which can be seen using the idea of Hamiltonian eigenvalue tests [8] , [28] 1 .
B. Basic Results
Our primary concern is to derive numerically verifiable conditions to provide yes/no answers to the aforementioned problem. To suggest the direction of our approach and explicate the underlying idea, in this subsection, let us consider a fairly simplified but still insightful problem described below:
In the case where M 0 is Hurwitz stable, this problem can be reduced to numerically tractable generalized eigenvalue problem [2] . To the best of the authors' knowledge, however, exact and computationally efficient method to solve Problem 1 with full generality is not known in the literature.
To get around this difficulty, one of the promising way is to recast Problem 1 into robust LMI problems [3] , [7] , [22] , [23] , [24] . Namely, it can be shown that {λ
It is also known that, since Θ δ is a compact set, P (θ) can be taken as a polynomial [4] . Important observations regarding (1) are as follows: 1. Once we have restricted our attention to the finitedegree polynomial approximation P N (θ) := N i=0 θ i P i , the corresponding problem to (1) can be reduced to a finitedimensional LMI problem via (D, G) scaling [17] . 2. The degree N that ensures exact analysis is not known a priori, even though specific results have been obtained in robust stability analysis cases [10] , [27] .
In view of this current state of the art, all we can do amounts to constructing numerically verifiable finitedimensional LMI, which is expected to be conservative in general (i.e., there is no a priori certificate for the exactness). Our approach is such that, when the LMI at hand turns out to be infeasible and we cannot conclude anything directly, we try to conclude "no" by detecting the worst case perturbation that violates the underlying performance criterion.
To explicate our basic idea via simplified arguments, let us consider the first order polynomial approximation P (θ) = P 0 + θP 1 in (1). Then, via (D, G) scaling, we can reduce (1) into a finite-dimensional LMI problem as described below: Primal LMI Problem: Find P 0 , P 1 ∈ S n , D ∈ P n and G ∈ Sk n such that
Our approach relies on the dual formulation of this problem, which readily follows from the convex duality theory [1] . Dual LMI Problem: Find H ∈ S 2n \{0} such that
As shown in (3), the dual problem involves LMIs and linear matrix equalities (LMEs). Since the primal LMI (2) is strict, exactly one of the primal and dual LMI is feasible [1] , [24] . This relation is referred to as strict alternative [1] , and tacitly used in the sequel.
Having described the dual problem, we are now ready to state the first result in this paper. Proposition 1: (3) is feasible and has a solution H. Then, if
More precisely, if we denote the full-rank factorization of H by
and define Ω :
such that (3) and (4) hold.
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The importance of the proposition lies in the result (ii), where we have given a rank condition on the dual variable H under which the existence of the worst case perturbation is ensured. In particular, the worst case perturbation can be obtained by simply constructing Ω from H and computing its eigenvalues.
C. Numerical Experiments
To examine how the suggested rank condition works effectively to detect the worst case perturbation in practice, we first solved (3) for randomly generated 100 matrix pairs M 0 , M 1 ∈ R 5×5 with δ = 1. We generated M 0 and M 1 by means of MATLAB command rand so that all of their elements lie on [−1, 1]
2 . It turned out that in 90 cases out of 100 cases, (3) was feasible and among them, in 57 cases, the rank condition (4) was satisfied. The average CPU time was less than 0.3 [sec]. These results are not satisfactory since we cannot conclude anything in the rest 33 cases. To make the rank condition more likely to be satisfied, we next applied the following well-known heuristic [11] : minimize trace(H) subject to (3) and trace(H 0 ) = 1. (6) With this trace minimization, the rank of H tends to be reduced and thus we can expect that the condition (4) becomes more likely to be satisfied. Indeed, by solving (6) for the same 100 matrix pairs, it turned out that in 85 cases out of the feasible 90 cases the rank condition (4) is satisfied.
Next, let us consider the following problem:
In robust stability/performance analysis, we are typically required to compute stability/performance margins, and the problem setting (7) conforms to this requirement. To solve (7) for the same 100 matrix pairs as above, we carried out a bisection search over δ in (6) . At the minimal value of δ for which the existence of H is ensured, we examined whether the rank condition (4) is satisfied. Then, in 72 cases rank(H 0 ) = rank(H) = 1 holds while in the rest 28 cases, rank(H 0 ) = rank(H) = 2. Namely, in every case, we can ensure the exactness of the computed margins. From these results, we can confirm that the exactness verification test in Proposition 1 works effectively in practice in conjunction with the trace-minimization heuristic and the bisection search. This strongly motivates us to extend the results in Proposition 1 to rational-dependence and/or multipleparameter cases. Indeed, such extension is surely possible as described in the rest of the paper. In particular, we reveal that the form of the rank condition for the exactness verification varies according to the structure of M (θ) and the number of uncertain parameters. This unfortunately prevents us from dealing with these cases in a unified fashion. Therefore, we deal with each case separately in the sequel.
III. SINGLE UNCERTAIN PARAMETER CASES A. Affine Parameter-Dependence
Let us consider Problem 1 again. In the preceding section, Proposition 1 was derived based on the first degree 2 In this paper, all LMI-related computation was carried out with SeDuMi [25] and MATLAB R2006a, on PC with CPU Pentium IV 3.6 GHz.
polynomial multiplier P (θ) = P 0 + θP 1 . This subsection clarifies that we can obtain consistent rank conditions for the exactness verification even when we employ higher-degree polynomial P (θ) = P N (θ) (N > 1). Due to limited space, we only state the result. Theorem 1: For given positive odd number N , let us consider the following LMI-LME condition with respect to H ∈ S (N +3)n/2 that has the block-Hankel matrix structure: Find H ∈ S (N +3)n/2 \{0} such that H = 2 6 6 6 6 4
where (8) is feasible and has a solution H. Then, if rank(H) = rank(H),
If there exists θ w ∈ Θ δ , then there exists H ∈ S (N +3)n/2 \{0} such that (8) and (9) hold.
B. Rational Parameter-Dependence
Let us consider the rational function M (θ) : R → R n×n without pole at zero. This implies that M (θ) admits the linear fractional transformation (LFT) representation:
The problem here is to determine whether I − θM 22 is nonsingular (i.e., the LFT is well-posed) and {λ(M (θ)) ∩ jR} = ∅ holds for all θ ∈ Θ δ .
Since Θ δ is a compact set, we see from the idea of LMI dilation [5] that the above two requirements hold if and only if there exists P (θ) : Θ δ → S n , which can be taken as a polynomial [4] , such that
This auxiliary step to derive (10) from the standard He{P (θ)M (θ)} ≺ 0 is crucial, which enables us to deal with the two independent requirements in a unified fashion (rather than assuming well-posedness as usual). In addition, the above problem reformulation allows us to decide the degree of the left-hand side of (10) depending solely upon the degree of P (θ), irrespectively of the form of M (θ).
Once we have obtained (10) , it is straightforward to derive numerically verifiable (but conservative in general) finitedimensional LMIs by restricting P (θ) to be a polynomial of finite degree. In particular, by taking the dual of the LMI resulting from (D, G) scaling, the next result follows.
Theorem 2: For given positive odd number N , let us consider the following LMI-LME condition with respect to H ∈ S (N +3)(n+l)/2 that has the block-Hankel matrix structure: Find H ∈ S (N +3)(n+l)/2 \{0} such that
where (11) is infeasible. Then, I − θM 22 is nonsingular and {λ(M (θ)) ∩ jR} = ∅ holds for all θ ∈ Θ δ . (ii) Suppose (11) is feasible and has a solution H. Then, if
there exists θ w ∈ Θ δ such that
More precisely, if we denote the full-rank factorization of (11) and (12) hold. In Theorem 2, the required rank condition (12) is slightly different from (9) . Namely, the size of the matrix V N HV T N involved in the rank condition is (N + 1)n/2 and reduced from that of H by (N + 1)l/2. This stems from the LMI dilation where we dilate the original robust LMI of the size n to n+l so that the difficulty arising from rational parameter dependence can be circumvented.
IV. MULTIPLE UNCERTAIN PARAMETER CASES
A. Affine Parameter-Dependence
For given
This subsection evolves around the following problem:
L . As before, this problem can be assessed by seeking for a multiplier P (θ) : R L → S n that satisfies
In addition, if we restrict our attention to the finitedegree polynomial approximation P N (θ), the problem again amounts to finite-dimensional semi-infinite problem. In stark contrast with the single-parameter cases, however, it is hard to obtain nonconservative finite-dimensional LMIs to ensure the existence of the desired P N (θ), even though effective asymptotically exact relaxations are suggested in [23] .
To cope with this difficulty, we make another effort. To explicate our ideas, let us restrict our attention to the case L = 2 and consider the existence condition of P (θ) = P 0 + 2 i=1 θ i P i that satisfies (13) . Then, inspired by the (D, G) scaling in [17] , we can obtain the next LMI relaxation:
It should be noted that the second term in (14) with G 12 replaced by zero matrix appears in (D, G) scaling for tworepeated real scalar block problems [17] . In this standard (D, G) scaling, the correlation between the parameters θ 1 and θ 2 are not taken into account due to its inherent nature of the scalings. Once we have noticed that θ 1 θ 2 I is also a real scalar block, it is quite natural to introduce a new variable G 12 ∈ Sk n and derive (14) . Note that this rationale to introduce G 12 can be explained as a natural extension of the sum-of-square relaxations of positive polynomials [19] to matrix cases. Concrete discussions on the connections to [11] , [16] , [19] as well as to [23] , [24] are given after stating the main results of this subsection.
We emphasize that the introduction of G 12 ∈ Sk n does not allow us to remove the conservatism of the associated LMI relaxation completely. Nevertheless, this modification is significant in our dual LMI approach. This can be clearly seen from the dual problem of (14) given as follows: Find H ∈ S 3n \{0} such that 
Here, I j Ln,n ∈ R Ln×n is defined by e j ⊗ I n , where e j is the j-th standard basis of the L-dimensional Euclidean space.
In the dual problem (15), we see that the dual variable H has the special block-matrix structure that is consistent with the moment matrix in [16] . This is achieved by introducing G 12 , which enforces symmetricity on H 12 and completes the block-moment matrix structure of H. We emphasize that this particular structure of the dual variable plays an essential role to make good use of simultaneous diagonalizability property of commuting diagonalizable matrices so that the desired rank condition for the exactness verification can be obtained. Due to page limitation, we cannot include the discussion around this point; see [6] for details.
Even though we have restricted our attention to the case L = 2, we can deal with those cases L > 2 similarly. Indeed, the dual problem for the existence of P a (θ) := P 0 + L i=1 θ i P i that satisfies (13) can be described as follows: Find H ∈ S (L+1)n \{0} such that
Regarding this dual LMI, we can obtain the next result.
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and define (16) and (17) hold.
Remark 1: 1. As stated, the results in Theorem 3 are related to the sum-of-squares decompositions of positive polynomials [19] . More precisely, the present approach has close connections to the dual approach to [19] , which is known with the name of theory of moments [11] , [16] . Indeed, the structure of H in (16) is surely consistent with the moment matrix in [16] . In this sense, the present results can be regarded as natural extension of those [16] to matrix cases. Contrary to the approach in [19] , it was shown in [11] that the dual approach is effective for the exactness verification and optimal solution extraction in polynomial optimization. The present dual LMI approach exhibits exactly the same property. 2. Recall that the problem dealt with in this paper can be rewritten as follows: determine whether det(sI −M (θ)) = 0 holds for all s ∈ jR and θ ∈ Θ L δ . Hence, by regarding the "frequency parameter s" as an uncertainty, this problem reduces to that of [23] , [24] . Note however that the relaxation in [22] , [23] , [24] associated with the full-block S-procedure corresponds to fix the multiplier P (θ) to be a constant in evaluating He{P (θ)M (θ)} ≺ 0. Thus, as clearly stated in [24] , dealing with whole imaginary axis as an uncertainty becomes the source of the conservatism of [22] , [23] .
In comparison with [22] , [23] , [24] , the present approach goes another direction to reduce the conservatism by explicitly employing PDM P (θ). More specifically, the present dual LMI approach has clarified the significance of employing PDMs concretely as summarized in the following:
• If we restrict P (θ) to be constant in (13) , the corresponding dual LMI problem becomes (16) with the last L+1 equalities replaced by a single one
In our analysis framework, this mere single equality does not allow us to derive (17) and the rank condition for the exactness verification degrades to rank(H) = 1.
• In relation to the above observation, we emphasize that employing PDM P a (θ) does not lead to the increase of the decision variables in comparison with the constant case. It enforces more equality constraints on H while loosens the rank condition for the exactness verification so that the worst case perturbation detection is highly expected. The matrix A 0 is Hurwitz stable and the H ∞ norm of the nominal system G 0 (s) is 0.9411. Our interest here is to compute the robust H ∞ performance margin δ max := max δ such that ||G θ || ∞ < γ holds for all θ ∈ (−δ, δ) 3 . Note that this problem can be reduced into the form of Problem 2 using the idea of Hamiltonian eigenvalue tests [8] , [28] .
To solve this problem, we carried out a bisection search over δ in the problem: minimize trace(H) subject to (16) and trace(H 00 ) = 1.
We summarize the obtained results in Table I . For every tested γ, the bisection search terminates yielding rank(H 00 ) = rank(H) = 1. Thus, the suggested rank condition works fine to detect the worst case perturbation and confirm the exactness of the computed performance margin. Note that, in the table, the results in the row γ = ∞ are obtained by simply carrying out robust stability margin analysis. It can be seen that the worst case perturbation θ w converges to the destabilizing perturbation by increasing γ. 46th IEEE CDC, New Orleans, USA, Dec. [12] [13] [14] 2007 FrC15.1
(iii) If there exists θ w ∈ Θ δ , then there exists H ∈ S (L+1)(n+l) \{0} such that (19) and (20) hold. Numerical examples that illustrate the effectiveness of this theorem can be found in [6] .
V. CONCLUSION
In this paper, we explored a dual LMI approach for robust performance analysis of linear systems affected by real parametric uncertainties. Particular emphasis has been laid upon the exactness verification and the worst case perturbation extraction. Observing analogies with the recent results on the polynomial optimization based on the sum-ofsquares relaxations, we have derived specific rank conditions for the exactness verification. Practical usefulness of the suggested rank condition has been fully illustrated through numerical experiments.
