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Abstract 
While a number of studies have developed fast geographically weighted regression (GWR) 
algorithms for large samples, none of them achieves the linear-time estimation that is considered 
requisite for big data analysis in machine learning, geostatistics, and related domains. Against this 
backdrop, this study proposes a scalable GWR (ScaGWR) for large datasets. The key development is 
the calibration of the model through a pre-compression of the matrices and vectors whose size 
depends on the sample size, prior to the execution of leave-one-out cross-validation (LOOCV) that is 
the heaviest computational step in conventional GWR. This pre-compression allows us to run the 
proposed GWR extension such that its computation time increases linearly with sample size, 
whereas conventional GWR algorithms take at most quad–quadratic-order time. With this 
development, the ScaGWR can be calibrated with more than one million samples without 
parallelization. Moreover, the ScaGWR estimator can be regarded as an empirical Bayesian 
estimator that is more stable than the conventional GWR estimator. This study compared the 
ScaGWR with the conventional GWR in terms of estimation accuracy, predictive accuracy, and 
computational efficiency using a Monte Carlo simulation. Then, we apply these methods to a 
residential land analysis in the Tokyo Metropolitan Area. The code for ScaGWR is available in the R 
package scgwr, and is going to be incorporated into another R package, GWmodel. 
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1. Introduction 
 Geographically weighted regression (GWR; Brunsdon et al., 1998; Fotheringham, 2002) is 
a well-known approach for spatially varying coefficient (SVC) modeling. Due to its flexibility and 
simplicity, GWR has widely been accepted in regional science (e.g., Cahill and Mulligan, 2007; Páez 
et al., 2008), epidemiology (e.g., Nakaya et al., 2005), and environmental science (e.g., Dong et al., 
2018) to investigate spatial heterogeneity in regression coefficients. In spite of its popularity, GWR 
is limited in application to big spatial data because of the computational complexity of model 
estimation. Efficient GWR algorithms have been developed by Harris et al. (2010), Tran et al. (2016), 
and Li et al. (2019) through parallelization. Li et al. (2019) optimized the linear algebra in the GWR 
algorithm to reduce the required memory storage from O(N2) to O(NK), where N and K denote the 
sample size and the number of covariates, respectively. The computational complexity of their 
proposed fast GWR is O(K2N2logN), meaning that the computational burden grows in a 
quasi-quadratic manner with N. However, modeling in O(K2N2logN) time is not fast enough as 
linear-time modeling (i.e., O(N)) is expected in the era of big data in geostatistics (see Heaton et al., 
2018 for review), machine learning (see Liu et al., 2018 for review), and other fields. 
Large spatial data modeling has been studied intensively in geostatistics. Fixed-rank 
kriging (Cressie and Johannesson, 2008), predictive process modeling (Banerjee et al., 2008), and 
nearest-neighbor Gaussian process modeling (NNGP; Datta et al., 2016) are instances of linear-time 
geostatistical approaches. While these approaches aim to model the residual spatial process and 
interpolate data, Finley et al. (2011) and Datta et al. (2016) extended the predictive process and 
NNGP modeling to SVC modeling, respectively. However, as noted by Finley et al. (2011), these 
approaches are still slow for large samples because of the need for the Markov chain Monte Carlo 
(MCMC) simulation, although the burden is lightened by applying an efficient MCMC procedure 
(e.g., Finley et al., 2018) or alternatives of MCMC, such as the variational Bayes approach (see 
Bishop, 2006) and the integrated nested Laplace approximation (Rue et al., 2009). Other 
computationally efficient SVC modeling approaches include (i) the spatial expansion method 
(Casetti, 1972); (ii) the bivariate spline-based approach (Mu et al., 2018); and (iii) the Moran 
eigenvector approach (Murakami et al., 2017; Murakami and Griffith, 2019). (i) and (ii) estimate 
SVCs by fitting deterministic functions while (iii) estimates them by fitting approximate Gaussian 
processes that are interpretable in terms of the Moran coefficient (Moran, 1950). All these 
approaches assume that SVCs are expressed as linear combinations of 𝐿(≪ 𝑁) spatial basis 
functions. However, approaches of this kind that use L basis functions are known to suffer from the 
degeneracy problem (Stein, 2014). That is, they fail to capture small-scale spatial variations when N 
is large (e.g., 20,000 ≤ 𝑁) and the resulting SVCs become overly smooth. 
 In summary, a practical approach to SVC modeling that fulfills the following requirements 
is required:  
(i) Linear-time estimation of SVCs; 
(ii) No reliance on MCMC;  
(iii) Not suffering from the degeneracy problem, i.e., small-scale spatial variations should be 
effectively captured. 
 
With the focus on (iii), GWR, which is a local approach that does not suffer from the degeneracy 
problem, is an appropriate approach. Thus, we extend GWR to the scalable GWR (ScaGWR) to 
satisfy all the three requirements above. The remainder of this paper is organized as follows: Section 
2 introduces the original GWR and Section 3 develops the ScaGWR. Section 4 compares GWR and 
ScaGWR through a Monte Carlo simulation, and Section 5 compares them in a residential land price 
analysis. Finally, Section 6 provides the conclusions of this study. 
 
2. Geographically weighted regression (GWR) 
The basic GWR model can be formulated as follows: 
𝑦𝑖 = 𝛽𝑖,0 + ∑ 𝑥𝑖,𝑘𝛽𝑖,𝑘
𝐾
𝑘=1
+ 𝜀𝑖      𝜀𝑖~𝑁(0, 𝜎
2), (1) 
where 𝑖 ∈ {1,⋯ ,𝑁} is an index of sample sites distributed across a geographical space, yi is the i-th 
explained variable, xi,k is the k-th covariate, 𝛽𝑖,0 is the intercept parameter, and 𝛽𝑖,𝑘 is the local 
regression coefficient for the k-th covariate. The regression coefficients 𝛃𝑖 = [𝛽𝑖,0, 𝛽𝑖,1 ⋯𝛽𝑖,𝐾]′ are 
estimated by a weighted least squares method, where “ ′ ” denotes the matrix transpose. The 
estimator is given by 
?̂?𝑖 = [𝐗′𝐆𝑖(𝑏)𝐗]
−1𝐗′𝐆𝑖(𝑏)𝐲, (2) 
where y is a vector of the explained variables and X is a matrix of covariates with a column of 1s for 
the intercept. 𝐆𝑖(𝑏) is a diagonal matrix whose j-th element is the geographical weight 𝑔𝑖,𝑗(𝑏) for 
the j-th sample, and can be calculated via a distance-decaying kernel function. For example, the 
Gaussian kernel in Eq. (3) is a usual choice: 
𝑔𝑖,𝑗(𝑏) = exp [−(
𝑑𝑖,𝑗
𝑏
)
2
], (3) 
where 𝑑𝑖,𝑗 is the Euclidean distance between si and sj. The distance may be substituted with 
Minkowski distance (Lu et al., 2016), network distance, travel time, or other non-Euclidean 
distances (Lu et al., 2014). b is a bandwidth parameter that takes a small (near-zero) value if the 
regression coefficients have small-scale map patterns and a large value when they have large-scale 
patterns. As b grows, ?̂?𝑖 asymptotically converges to the ordinally least squares (OLS) estimator: 
?̂?𝑂𝐿𝑆 = (𝐗′𝐗)
−1𝐗′𝐲. 
 The bandwidth b can be optimized by leave-one-out cross-validation (LOOCV) that 
minimizes the cross-validation (CV) score, which is defined as follows: 
CV score = ∑𝜀?̂?
2,
𝑁
𝑖=1
 (4) 
where 𝜀?̂? = 𝑦𝑖 − ∑ 𝑥𝑖,𝑘?̂?−𝑖,𝑘
𝐾
𝑘=1 . ?̂?−𝑖,𝑘 is estimated using the 𝑁 − 1 samples other than the i-th 
sample. Specifically, ?̂?−𝑖 = [𝛽−𝑖,1 ⋯𝛽−𝑖,𝐾]′ is estimated using Eq. (2), where 𝐆𝑖(𝑏) is replaced 
with 𝐆−𝑖(𝑏), which is a diagonal matrix whose elements are summarized as a vector as 𝐠−𝑖(𝑏) =
[𝑔1,𝑗(𝑏),⋯𝑔𝑖−1,𝑗(𝑏), 0, 𝑔𝑖+1,𝑗(𝑏),⋯𝑔𝑁,𝑗(𝑏)]′. 
Figure 1 summarizes the LOOVC procedure in the basic GWR. The grey color shows 
matrices or vectors whose dimensions depend on sample size. As illustrated in the figure, large 
matrices must be repeatedly processed to find the optimal b. This is the main reason for why GWR is 
slow for large N. 
 
 
Figure 1: LOOCV routine in the standard GWR. Grey squares represent matrices and vectors whose 
sizes depend on N, and red squares represent other small elements. 
 
3. Scalable geographically weighted regression (ScaGWR) 
Figure 1 suggests that GWR can be accelerated if we let the large matrices/vectors out of 
the LOOCV iteration. However, the bandwidth parameter b is not separable from 𝐠−𝑖(𝑏) because 
of the non-linearity of this function; thus, 𝐠−𝑖(𝑏) and other large matrices and vectors must be 
processed in every LOOCV iteration. We overcome this bottleneck by introducing a linear multiscale 
kernel that allows us to linearly separate the internal parameters from the kernel function and 
pre-process the large matrices and vectors before the iteration. The resulting procedure estimates a 
regularized GWR model in quasi-linear time. Section 3.1 introduces our ScaGWR model with the 
multiscale kernel, Section 3.2 explains properties of the SVC estimator, and Section 3.3 shows how 
to accelerate the LOOCV through the pre-processing. 
 
3.1. Model 
The ScaGWR model is identical to the basic GWR model Eq. (1) except for the use of a 
linear multiscale kernel for fast computation. Section 3.1.1 introduces a linear polynomial kernel that 
approximates standard kernels and Section 3.1.2 introduces the multiscale kernel, which is an 
extension of the polynomial kernel. 
 
3.1.1. Linear polynomial kernel 
Our kernel must be defined by a linear function to allow the large matrices to get out of the 
iterative part shown in Figure 1. Although the Taylor or Fourier transformation is available to find a 
linear approximation of the kernels, our preliminary analysis suggests that their approximation error 
for the kernels rapidly increases with 𝑑𝑖,𝑗. Instead, we propose the following polynomial kernel: 
?̃?𝑖,𝑗
0 (?̃?) = ∑ ?̃?𝑝
𝑃
𝑝=1
𝑔𝑖,𝑗(𝑏0)
4 2𝑝⁄ , (5) 
where 𝑔𝑖,𝑗(𝑏0)  is a base kernel with known bandwidth 𝑏0 . We assume that 𝑔𝑖,𝑗(𝑏0)  is a 
non-negative decreasing function with respect to 𝑑𝑖,𝑗 , and is one if 𝑑𝑖,𝑗 = 0 . 𝑝 ∈ {1,⋯ , 𝑃} 
represents the degree of the polynomials. This means that the Gaussian kernel (Eq. 3) and the 
exponential kernel are applicable to the 𝑔𝑖,𝑗(𝑏0) function while kernels with hard thresholds, such 
as the bi-square and tri-cube kernels, are not. Such a polynomial kernel has often been used for 
regression problems (e.g., Fan et al., 1995). The means of determining P is unclear. We perform a 
Monte Carlo simulation to clarify this. 
Instead of the known 𝑏0, we estimate ?̃? indicating the spatial scale of the SVCs. For 
instance, consider a case with three polynomials. In this case, Eq. (5) is ∑ ?̃?𝑝3𝑝=1 𝑔𝑖,𝑗(𝑏0)
4 2𝑝⁄  with 
known base kernels {𝑔𝑖,𝑗(𝑏0)
2, 𝑔𝑖,𝑗(𝑏0), 𝑔𝑖,𝑗(𝑏0)
1 2⁄ }  and their coefficients {?̃?1, ?̃?2, ?̃?3} . 
𝑔𝑖,𝑗(𝑏0)
2 < 𝑔𝑖,𝑗(𝑏0) < 𝑔𝑖,𝑗(𝑏0)
1 2⁄  holds if 𝑑𝑖,𝑗 > 0 . In other words, 
{𝑔𝑖,𝑗(𝑏0)
2, 𝑔𝑖,𝑗(𝑏0), 𝑔𝑖,𝑗(𝑏0)
1 2⁄ } describes a short-range, moderate-range, and long-range decay of a 
kernel function. The coefficients {?̃?1, ?̃?2, ?̃?3} assign weights to these kernels. For example, if ?̃? =
0.1, the weights of the three kernels become {0.1,0.01,0.001} ∝ {90.1, 9.0, 0.9}. The resulting 
?̃?𝑖,𝑗
0 (?̃?) yields a short-range kernel. By contrast, if ?̃? = 10, the weights become {10,100,1000} ≈
{0.9, 9.0, 90.1}, implying a long-range kernel. Thus, ?̃? replaces the usual bandwidth parameter b. 
See Figure 2 for another example with P = 5. 
 
  
Figure 2: Example of the polynomial kernel with P = 5 and b0 = 10 
 
3.1.2. Linear multiscale kernel 
The cost of O(N2) is needed to calculate ?̃?𝑖,𝑗
0 (?̃?) for all 𝑖 ∈ {1,⋯ ,𝑁} and 𝑗 ∈ {1,⋯ ,𝑁}. 
The use of the polynomial kernel implies failure to achieve the linear-time GWR estimation. To 
reduce cost, we replace ?̃?𝑖,𝑗
0 (?̃?) with ?̃?𝑖,𝑗(?̃?, 𝛼), which is specified as 
?̃?𝑖,𝑗(?̃?, 𝛼) = 𝛼 + ∑ ?̃?
𝑝
𝑃
𝑝=1
𝑔𝑖,𝑗
(𝑄)(𝑏0)
4 2𝑝⁄ , (6) 
where 
𝑔
𝑖,𝑗
(𝑄)(𝑏0) = {
𝑔
𝑖,𝑗
(𝑏0)      𝑖𝑓 𝑑𝑖,𝑗 ≤ 𝐷𝑖
(𝑄)
0            𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
,  
𝛼 is an unknown parameter, and 𝐷𝑖
(𝑄)
 is the distance between the i-th site and the Q-th nearest 
neighbor. ?̃?𝑖,𝑗(?̃?, 𝛼)  weighs the Q-nearest neighbors by [global weight: 𝛼 ] + [local weight: 
∑ ?̃?𝑝𝑃𝑝=1 𝑔𝑖,𝑗(𝑏0)
4 2𝑝⁄ ], and the other samples by [global weight: α ]. Thus, ?̃?𝑖,𝑗(?̃?, 𝛼)  is a 
multiscale kernel in which the global and local weights are determined by α and ?̃?, respectively. 
Unlike the polynomial kernel in Eq. (5), the complexity of calculating all ?̃?𝑖,𝑗(?̃?, 𝛼)s is O(QN), 
which is trivial as long as 𝑄 is small (e.g., 50). Furthermore, as we explain below, the resulting 
GWR estimator, which is known to suffer from multicollinearity (Wheeler and Tiefelsdorf, 2005), is 
stabilized if this multiscale specification is used. For these reasons, we prefer the multiscale kernel. 
We need to determine the value of the fixed 𝑏0 a priori. If 𝑔𝑖,𝑗(𝑏0) is defined by the 
Gaussian kernel, we assume 𝑏0 = 𝐷𝑚𝑒𝑑
(𝑄)
√3⁄ , where 𝐷𝑚𝑒𝑑
(𝑄)
 is the median of the Q-nearest neighbor 
distances. This assumption implies 𝐷𝑚𝑒𝑑
(𝑄)
= √3𝑏0 = [the effective bandwidth of 𝑔𝑖,𝑗(𝑏0)], which is 
the distance at which 95% of the weight vanishes (see Cressie et al., 1993). That is, the base kernel 
𝑔𝑖,𝑗(𝑏0) is assumed to decay gradually across the Q-nearest neighbors, and the speed of decay of the 
resulting ?̃?𝑖,𝑗(?̃?, 𝛼)  is optimized by estimating ?̃? . Because ?̃?  substitutes 𝑏0 , the ScaGWR 
estimator is likely to be less sensitive to 𝑏0, although a sensitivity analysis is an important future 
topic. In the same manner, we assume 𝐷𝑚𝑒𝑑
(𝑄)
= 3𝑏0 for the exponential kernel. 
 
3.2. SVC estimator 
 The ScaGWR estimator, which is identical to the standard GWR estimator except for the 
kernel specification, yields 
?̂?
𝑖
= [𝐗′?̃?𝑖(?̃?, 𝛼)𝐗]
−1𝐗′?̃?𝑖(?̃?, 𝛼)𝐲, (7) 
where 𝐆𝑖(?̃?, 𝛼) is a diagonal matrix whose j-th entry is ?̃?𝑖,𝑗(?̃?, 𝛼). ?̃? and 𝛼 are estimated by 
LOOCV minimizing Eq. (4). 
The estimator may be rewritten by substituting Eq. (6) into Eq. (7) as 
?̂?
𝑖
= [𝛼𝐗′𝐗 + 𝐗′𝐆𝑖
(𝑄)
(?̃?)𝐗]
−1
[𝛼𝐗′𝐲 + 𝐗′𝐆𝑖
(𝑄)
(?̃?)𝐲], (8) 
where 𝐆𝑖
(𝑄)(?̃?) is a diagonal matrix whose j-th entry is ∑ ?̃?𝑝𝑃𝑝=1 𝑔𝑖,𝑗
(𝑄)(𝑏0)
4 2𝑝⁄ . Based on Eq. (8), ?̂?𝑖 
can be viewed as an empirical Bayes estimator with prior distribution 𝛃𝑝𝑟𝑖𝑜𝑟~𝑁(?̂?𝑂𝐿𝑆, 𝛼
−1(𝐗′𝐗)−1). 
In other words, ScaGWR stabilizes the GWR estimator by shrinking it toward the OLS estimator, 
where α determines the degree of shrinkage. 
 Thus, once the parameters {?̃?, 𝛼} are given, ?̂?𝑖 is easily estimated. The next section 
explains our LOOCV procedure to optimize {?̃?, 𝛼} computationally efficiently. 
 
3.3. LOOCV to optimize parameters {?̃?, 𝛼} 
To calculate the CV score in the LOOCV, we need to calculate ?̂?−𝑖 for each i repeatedly: 
?̂?
−𝑖
= [𝐗′?̃?−𝑖(?̃?, 𝛼)𝐗]
−1𝐗′?̃?−𝑖(?̃?, 𝛼)𝐲, (9) 
where 𝐆−𝑖(?̃?, 𝛼) is equal to 𝐆𝑖(?̃?, 𝛼) with zero values in the i-th diagonal. 
We introduce matrix manipulation to calculate Eq. (9) computationally efficiently. The 
idea is to pre-process 𝐗′𝐆−𝑖(?̃?, 𝛼)𝐗 and 𝐗′𝐆−𝑖(?̃?, 𝛼)𝐲 that form ?̂?𝑖 before the LOOCV. The (k,
 
k')-th element of 𝐗′𝐆−𝑖(?̃?, 𝛼)𝐗 is analytically obtained as 
∑ ?̃?
𝑖,𝑗
(?̃?, 𝛼)𝑥𝑗,𝑘𝑥𝑗,𝑘′
𝑗≠𝑖
 (10) 
By substituting Eq. (6) into Eq. (10), it is further expanded as 
∑∑(𝛼 + ?̃?
𝑝
𝑔
𝑖,𝑗
(𝑄)(𝑏0)
4 2𝑝⁄ )
𝑃
𝑝=1
𝑥𝑗,𝑘𝑥𝑗,𝑘′
𝑗≠𝑖
= 𝛼∑ 𝑥𝑗,𝑘𝑥𝑗,𝑘′
𝑗≠𝑖
+ ∑ ?̃?
𝑝
𝑃
𝑝=1
∑𝑔
𝑖,𝑗
(𝑏0)
4 2𝑝⁄ 𝑥𝑗,𝑘𝑥𝑗,𝑘′
𝑗≠𝑖
 
= 𝛼𝑚−𝑖,𝑘,𝑘′
(0)
+ ∑ ?̃?𝑝
𝑃
𝑝=1
𝑚−𝑖,𝑘,𝑘′
(𝑝)
 
(11) 
where 𝑚−𝑖,𝑘,𝑘′
(0)
= ∑ 𝑥𝑗,𝑘𝑥𝑗,𝑘′𝑗≠𝑖  and 𝑚−𝑖,𝑘,𝑘′
(𝑝)
= ∑ 𝑔𝑖,𝑗(𝑏0)
4 2𝑝⁄ 𝑥𝑗,𝑘𝑥𝑗,𝑘′𝑗≠𝑖 . Similarly, the k-th element 
of 𝐗′𝐆𝑖(𝑏)𝐲 is given by  
∑ ?̃?
𝑖,𝑗
(?̃?)𝑥𝑗,𝑘𝑦𝑗
𝑗≠𝑖
= 𝛼𝑚−𝑖,𝑘,𝐲
(0)
+ ∑ ?̃?
𝑝
𝑃
𝑝=1
𝑚−𝑖,𝑘,𝐲
(𝑝)
 (12) 
where 𝑚−𝑖,𝑘,𝐲
(0)
= ∑ 𝑥𝑗,𝑘𝑦𝑗𝑗≠𝑖  and 𝑚−𝑖,𝑘,𝐲
(𝑝)
= ∑ 𝑔𝑖,𝑗(𝑏0)
4 2𝑝⁄ 𝑥𝑗,𝑘𝑦𝑗𝑗≠𝑖 . By substituting Eqs. (11) and 
(12) into Eq. (9), ?̂?−𝑖 yields: 
?̂?−𝑖 =
[
 
 
 
 
 
 𝛼𝑚−𝑖,𝑘,𝐲
(0)
+ ∑ ?̃?𝑝
𝑃
𝑝=1
𝑚−𝑖,1,1
(𝑝)
⋯ 𝛼𝑚−𝑖,𝑘,𝐲
(0)
+ ∑ ?̃?𝑝
𝑃
𝑝=1
𝑚−𝑖,1,𝐾
(𝑝)
⋮ ⋱ ⋮
𝛼𝑚−𝑖,𝑘,𝐲
(0)
+ ∑ ?̃?𝑝
𝑃
𝑝=1
𝑚−𝑖,𝐾,1
(𝑝)
⋯ 𝛼𝑚𝑖−,𝑘,𝐲
(0)
+ ∑ ?̃?𝑝
𝑃
𝑝=1
𝑚−𝑖,𝐾,𝐾
(𝑝)
]
 
 
 
 
 
 
−1
[
 
 
 
 
 
 𝛼𝑚−𝑖,1,𝐲
(0)
+ ∑ ?̃?𝑝
𝑃
𝑝=1
𝑚−𝑖,1,𝐲
(𝑝)
⋮
𝛼𝑚−𝑖,𝑘,𝐲
(0)
+ ∑ ?̃?𝑝
𝑃
𝑝=1
𝑚−𝑖,𝐾,𝐲
(𝑝)
]
 
 
 
 
 
 
, (13) 
which has the following matrix expression: 
?̂?−𝑖 = [𝛼𝐌−𝑖
(0)
+ ∑ ?̃?𝑝𝐌−𝑖
(𝑝)
𝑷
𝑝=1
]
−1
[𝛼𝐦−𝑖
(0)
+ ∑ ?̃?𝑝𝐦−𝑖
(𝑝)
𝑷
𝑝=1
]. (14) 
where 𝐌−𝑖
(0)
 and 𝐌−𝑖
(𝑝)
 are 𝐾 ×  𝐾 matrices whose (k, k')-th elements are 𝑚−𝑖,𝑘,𝑘′
(0)
 and 𝑚−𝑖,𝑘,𝑘′
(0)
, 
respectively, whereas 𝐦−𝑖
(0)
 and 𝐦−𝑖
(𝑝)
 are 𝐾 ×  1 vectors whose k-th elements are 𝑚−𝑖,𝑘,𝐲
(0)
 and 
𝑚𝑖,𝑘,𝐲
(𝑝)
, respectively. 
Importantly, because {𝐌−𝑖
(0), 𝐌−𝑖
(𝑝)
,𝐦−𝑖
(0)
,𝐦−𝑖
(𝑝)
} do not include any parameter, they can be 
can be calculated before the LOOCV. Given these elements, the computational complexity of 
calculating ?̂?−𝑖 is only O(K
3). Thus, the cost of calculating all 𝑖 ∈ {1,⋯ ,𝑁} is O(K3N). Thus, if 
the golden section algorithm, whose expected number of iterations is O(log(N)), is used, the 
complexity of the LOOCV is O(K3Nlog(N)), which is a quasi-linear computational complexity with 
respect to N. The complexity is considerably smaller than that of current GWR algorithms whose 
complexity is O(K3N2log(N)) at best. 
In summary, suppose 𝐌−𝑖 ∈ {𝐌−𝑖
(0)
, 𝐌−𝑖
(𝑝)
,𝐦−𝑖
(0)
,𝐦−𝑖
(𝑝)
} . Then, the ScaGWR modeling 
procedure is summarized as follows: 
(i) Pre-processing : 𝐌−𝑖 is calculated for each i. 
(ii) LOOCV : {?̃?, 𝛼} are optimized by the LOOCV in which the CV score is calculated by 
substituting the inner products in 𝐌−𝑖 into Eq. (14). As explained above, the complexity of 
this step is only O(K3Nlog(N)) (see Figure 3). 
(iii) Estimation : ?̂?𝑖 is estimated by substituting the estimated {?̃?, 𝛼} into Eq. (15), which is 
equal to Eq. (8): 
?̂?𝑖 = [𝛼𝐌
(0)
+ ∑ ?̃?𝑝𝐌𝑖
(𝑝)
𝑷
𝑝=1
]
−1
[𝛼𝐦
(0)
+ ∑ ?̃?𝑝𝐦𝑖
(𝑝)
𝑷
𝑝=1
]. (15) 
where the (k, k')-th elements of the matrices 𝐌
(0)
 and 𝐌𝑖
(𝑝)
 are given by ∑ 𝑥𝑗,𝑘𝑥𝑗,𝑘′𝑗  and 
∑ 𝑔𝑖,𝑗(𝑏0)
4 2𝑝⁄ 𝑥𝑗,𝑘𝑥𝑗,𝑘′𝑗  respectively, and the k-th elements of the vectors 𝐦
(0)
 and 𝐦𝑖
(𝑝)
 by 
∑ 𝑥𝑗,𝑘𝑦𝑗𝑗  and ∑ 𝑔𝑖,𝑗(𝑏0)
4 2𝑝⁄ 𝑥𝑗,𝑘𝑦𝑗𝑗 , respectively. 
Note that the equality of Eqs. (8) and (15) means that 𝐌
(0)
= 𝐗′𝐗, ∑ ?̃?𝑝𝐌𝑖
(𝑝)𝑃
𝑝=1 = 𝐗′𝐆𝑖
(𝑄)(?̃?)𝐗, 
𝐦
(0)
= 𝐗′𝐲, and ∑ ?̃?𝑝𝐦𝑖
(𝑝)𝑃
𝑝=1 = 𝐗′𝐆𝑖
(𝑄)
(?̃?)𝐲.  
It is possible to calculate the standard errors of the coefficients, degrees of freedom, 
corrected Akaike Information Criterion (AICc), and other statistics to infer the modeling results in 
linear time (see Appendix 1). The LOOCV in step (ii) can be substituted with an AICc 
minimization-based optimization that is widely used for bandwidth selection (e.g., Nakaya et al., 
2005). See Appendix 1 for further details. 
 
 
 
Figure 3: LOOCV routine in the ScaGWR. Grey squares represent large matrices and vectors whose 
sizes depend on N, and the red squares represent the other small elements. Our multiscale kernel 
𝐠−𝑖
(𝑄)
?̃? + 𝛼𝟏  includes parameters α and ?̃?  optimized by the LOOCV. ?̃?−𝑖
(𝑄)
 is a matrix of P 
polynomials and ?̃? = [?̃?1, ⋯ , ?̃?𝑃]′ is a vector of their coefficients. 
 
4. Monte Carlo simulation experiment 
4.1. Outline 
This section compares the estimation accuracies and computation times of GWR and 
ScaGWR through a Monte Carlo simulation. For ScaGWR, we considered the following cases: the 
number of neighbors 𝑄 ∈ {50, 100,200} and the number of polynomials 𝑃 ∈ {1,2,3,4, 6}. The 
Gaussian kernel was used in GWR while the same kernel was employed as the base kernel 𝑔𝑖,𝑗(𝑏0) 
in ScaGWR. We used a Mac Pro (3.5 GHz, 6-Core Intel Xeon E5 processor with 64 GB memory) for 
the computation, R (version 3.6.2; https://cran.r-project.org/) for model estimation, and the R 
package GWmodel (version 2.0-5; see Lu et al., 2014b; Gollini et al., 2015), for GWR calibration. 
The R code of ScaGWR was written using only routines in R. In other words, we did not use Rcpp 
or other packages to run functions on C++ or other faster environments. Moreover, we did not 
parallelize the computation. 
The X and Y coordinates of the sample sites were randomly determined using two standard 
normal distributions, 𝑁(𝟎, 𝐈). In each site, true data were generated from Eq. (16): 
𝐲 = 𝛃0 + 𝐱1 ∙ 𝛃1 + 𝐱2 ∙ 𝛃2 + 𝛆      𝛆~𝑁(𝟎, 𝜎
2𝐈), 
𝛃
0
~𝑁(𝟏, 0.52?̂?),        𝛃
1
~𝑁(𝟏, 22?̂?),         𝛃
2
~𝑁(𝟏, 0.52?̂?),  
(16) 
where “ ∙ ” is the element-wise product. 𝛃1, whose variance is 2
2, explains more spatial variations 
than 𝛃0 and 𝛃2, whose variance is 0.5
2. Later, we refer to 𝛃1 as strong SVC and {𝛃0, 𝛃2} as 
weak SVCs. ?̂? is a Nystrom approximation (see Grineas and Mahoney, 2005) of a kernel matrix G, 
which in itself is difficult to handle when N is large. The (i, j)-th element of G is 𝑔(𝑑𝑖,𝑗) =
𝑒𝑥𝑝 (−
𝑑𝑖,𝑗
2
𝑏2
). Following Dray et al. (2006) and Murakami et al. (2017), b is given by the maximum 
distance in the minimum spanning tree connecting samples. ScaGWR was estimated while varying 
𝑁 ∈ {500, 1000, 3000, 5000, 7000, 10000, 20000, 40000, 60000, 80000}  while GWR was 
estimated in the six cases with 𝑁 ≤ 10000. For each N, the estimation was iterated 200 times. 
To calculate the SVC estimation error, we used the root mean-squared error (RMSE): 
𝑅𝑀𝑆𝐸[?̂?𝑖,𝑘] = √
1
200𝑁
∑ ∑(?̂?𝑖,𝑘
𝑖𝑡𝑒𝑟 − 𝛽𝑖,𝑘)2
𝑁
𝑖=1
200
𝑖𝑡𝑒𝑟=1
, (17) 
where ?̂?𝑖,𝑘
𝑖𝑡𝑒𝑟 is the coefficient estimated in the iter-th iteration. 
 
4.2. Results 
Figures 4 and 5 summarize the RMSEs for small to moderate samples (𝑁 ≤ 10,000) and 
larger samples (80,000 ≤ 𝑁), respectively. They show that the strong and weak SVCs had different 
tendencies. 
When 𝑁 < 10,000, ScaGWR accurately estimated the strong SVC (𝛃1) if P and Q were 
small. A smaller P reduced the number of polynomials while a smaller Q implied less dependence on 
local weights. Thus, the accurateness is attributable to the parsimony of this specification. Because 
GWR easily suffers from local collinearity, the result indicating the accuracy of the parsimonious 
specification is reasonable. As N increased, the accuracy of the ScaGWR estimates for the strong 
SVC improved and, roughly when 10,000 ≤ 𝑁, the RMSE values were similar across values of P 
and Q. 
Weak SVCs (𝛃0, 𝛃3) indicate better accuracy when P and Q are large. This was opposite to 
the tendency in case of the strong SVC. This suggests that more parameters are needed to identify 
weak spatially varying signals. Based on Figure 5, Q determined the scalability of the estimation 
accuracy. Specifically, Q = 50, 100, and 200 yielded slower, moderate, and faster decays of RMSE 
values as N increased. A large Q is desirable to estimate weak SVCs accurately from large samples. 
Still, Q = 100 achieved reasonable accuracy across cases (see Figure 5). 
Overall, accuracy of the ScaGWR estimates tended to outperform the classical GWR. This 
might be because ScaGWR estimates both local and global structure using ?̃? and 𝛼, whereas GWR 
considers only the former. Among the ScaGWR specifications, we prefer P = 4 and Q = 100 because 
it achieves reasonable estimation accuracy regardless of whether N is small or large. Figure 6 plots 
the true and estimated SVCs in first iterations with 𝑁 ∈ {500, 5,000, 80,000}. This figure confirms 
that ScaGWR with P = 4 and Q = 100 accurately estimates the SVCs. ScaGWR successfully 
captures small-scale variations even if N = 80,000 whereas GWR is not feasible because of the large 
samples. It is important to note that other fast approaches, which specify each SVC using linear 
combinations of L spatial bases, typically fail to capture such small variations due to the degeneracy 
problem (see Section 1). 
 Figure 7 compares the CV score, which is a measure of out-of-sample prediction accuracy. 
ScaGWR achieved higher prediction accuracy than GWR in many cases, especially on large samples. 
ScaGWR is thus a faster and more accurate alternative to the standard GWR for spatial prediction. 
Finally, Figure 8 summarizes the average computation (CP) time. The CP time of the 
standard GWR rapidly increased with N. It took 2022.3 seconds when N = 10,000. By contrast, the 
CP time of ScaGWR increased only linearly with N. On average, ScaGWR with Q = 100 and P = 4 
took 47.7 seconds for execution when N = 10,000 and 338.3 seconds when N = 80,000. Even if N = 
1,000,000, the ScaGWR took only 5,172 seconds (86.2 minutes) on average in five trials without 
parallelization. 
 In summary, the ScaGWR with Q = 100 and P = 4 is more accurate and faster than the 
basic GWR. 
 Figure 4: RMSE of SVCs (10,000 ≤ N) 
 
 Figure 5: RMSE of SVCs (80,000 ≤ N) 
 
 
Figure 6: True and estimated SVCs (𝛃1) in each first iteration. P = 4 and Q = 100 was assumed for 
ScaGWR. 
 
 Figure 7: CV scores of GWR (black line) and ScaGWR (colored lines) 
 
  
Figure 8: Computation times of GWR and ScaGWR calibrations 
 
 
5. Application to land price analysis 
5.1.Outline 
This section applies GWR and ScaGWR with Q = 100 and P = 4 to a land price analysis in 
2015 in the Tokyo Metropolitan Area. The Gaussian kernel was again used, and the package 
GWmodel was used for the GWR calibration. The explained variables were logged officially 
assessed residential land prices (JPN/m2; Figure 9). The sample size was 6,363. The covariates were 
as follows: the share of agricultural area in 1 km grids [Agri]; share of forest in grids [Forest]; 
Euclidean distance to the nearest railway station (km) [Rail]; and, the Euclidean distance to the 
nearest bus stop (km) [Bus]. SVCs for these covariates are denoted by {βAgri, βForest, βRail, βBus}. All 
data were available from the National Land Numerical Information download service, Japan 
(http://nlftp.mlit.go.jp/ksj-e/index.html). 
 
 
Figure 9: Residential land price (2015) 
 
5.2. Result 
Figure 10 summarizes the estimated SVCs. For each panel, darker red represents a larger 
negative value while darker blue represents a larger positive value. This figure suggests that the 
GWR and ScaGWR estimates were similar. 
For both models, βAgri and βForest indicate negative values suggesting the preference for 
convenient urban areas over green areas. βAgri had a negative impact in the center of Tokyo as well, 
as an increase in agricultural area was not preferable in terms of residential land price. By contrast, 
βForest had a strong positive impact near the center. This shows greenery increased the attractiveness 
of neighborhoods near the center but not in suburban neighborhoods. 
βRail had a negative impact across the study area. The coefficients were especially large 
near the center. This result confirmed the popularity of nearby stations. βBus also had a strong 
negative impact in the Tokyo prefecture. The bus network managed by the prefecture was densely 
stretched across Tokyo. The result shows that the Tokyo bus network successfully increased the 
attractiveness of neighborhoods. Such a positive impact is not conceivable in major cities outside 
Tokyo, including Saitama and Chiba. Still, a negative βBus, implying higher values of nearby areas 
with bus stops, was estimated in most other suburban areas. 
Thus, this section confirms that ScaGWR estimates interpretable coefficients just like the 
standard GWR. 
 Figure 10: Estimation results 
 
6. Concluding remarks 
This study proposed the ScaGWR for large-scale SVC modeling. Unlike current GWR 
algorithms whose computational complexity is at best quasi-quadratic with respect to N, ScaGWR 
achieves a quasi-linear computational complexity as illustrated in Figure 8. This property allows us 
to estimate SVCs from millions of samples even without parallelization. Of course, the 
parallelization of ScaGWR is an interesting topic for even larger samples in future research. 
As reviewed in Section 1, many of efficient approaches for SVC modeling assume that 
each SVC obeys a linear combination of L spatial basis functions, and suffer from the degeneracy 
problem; i.e., estimated SVCs tend to have over-smoothed map patterns (Stein, 2014). By contrast, 
ScaGWR, which performs local estimation, does not suffer from this problem. Figure 6 confirms 
that ScaGWR successfully captures local variations in SVCs. Thus, it satisfies all the requirements 
listed in Section 1, including (i) a linear-time computational burden; (ii) no reliance on MCMC; and 
(iii) no suffering the degeneracy problem 
A drawback of GWR is its tendency to suffer from local multicollinearity. Even if a 
regularization parameter is imposed, GWR, which considers only samples within a kernel window, 
might be unstable if samples within the window are few. By contrast, ScaGWR implicitly imposes 
𝛃𝑝𝑟𝑖𝑜𝑟~𝑁(?̂?𝑂𝐿𝑆, 𝛼
−1(𝐗′𝐗)−1) as a prior (see Section 3.3). Therefore, even if the kernel window is 
small (i.e., ?̃? is small), the estimator, which is shrunk to the OLS estimator, is likely to be stable. 
The robustness of ScaGWR needs to be studied in future work. 
Extending ScaGWR is an interesting subject for future research. Its computational 
efficiency might be preserved even if it is extended to multiscale GWR (Fotheringham et al., 2017; 
Lu et al. 2019; Oshan et al. 2019), like GWR with parameter-specific distance matrices (Lu et al., 
2017; 2018), GWR with flexible bandwidth (Yang, 2014; Murakami et al., 2019), and conditional 
GWR (Leong and Yue 2017). Furthermore, ScaGWR might be important in combining GWR with a 
global model (see, Geniaux and Martinetti, 2018; Harris, 2019). The ScaGWR model can be 
considered an integration of the GWR model and a global linear regression model. The linear 
regression is potentially substituted with a mixed effects model, additive model, temporal model, and 
so on. Such multi-model integration is an interesting development toward the fast, stable, and 
flexible reformulation of GWR. 
ScaGWR was implemented in the R package scgwr 
(https://cran.r-project.org/web/packages/scgwr/). We will also consider implementing ScaGWR in 
the GWmodel package embedded into C++ code via the Rcpp package (Eddelbuettel, 2013). 
 
 
Appendix 1: Diagnostic statistics for ScaGWR 
Because the ScaGWR model is equivalent to the basic GWR with the multiscale kernel, its 
diagnostics are the same as well. The effective sample size of the ScaGWR model, which is required 
to evaluate the standard errors in the coefficient, is defined as in the GWR as 
𝑁∗ = 𝑁 − 2𝑡𝑟[𝐒] + 𝑡𝑟[𝐒′𝐒], (A1) 
where S is the design matrix of the ScaGWR model, specified as  
𝐒 = [
𝑠1,1 𝑠1,2
𝑠2,1 𝑠2,2
⋯ 𝑠1,𝑁
⋯ 𝑠2,𝑁
⋮ ⋮
𝑠𝑁,1 𝑠𝑁,2
⋱ ⋮
⋯ 𝑠𝑁,N
] = [
𝐬′1
𝐬′2
⋮
𝐬′𝑁
] =
[
 
 
 
 𝐱1(𝐗′𝐆1(?̃?, 𝛼)𝐗)
−1
𝐗′𝐆1(?̃?, 𝛼)
𝐱2(𝐗′𝐆2(?̃?, 𝛼)𝐗)
−1
𝐗′𝐆2(?̃?, 𝛼)
⋮
𝐱𝑁(𝐗′𝐆𝑁(?̃?, 𝛼)𝐗)
−1
𝐗′𝐆𝑁(?̃?, 𝛼)]
 
 
 
 
, (A2) 
where S is a large matrix (N × N) that cannot be stored for large values of N. However, 𝑡𝑟[𝐒] can be 
calculated without explicitly processing S as follows: 
𝑡𝑟[𝐒] = ∑𝑠𝑖,𝑖
𝑖
= ∑𝐱𝑖(𝐗′𝐆𝑖(?̃?, 𝛼)𝐗)
−1
𝐱′𝑖?̃?𝑖,𝑖(?̃?, 𝛼)
𝑖
 
= ∑𝐱𝑖 [𝛼𝐌
(0)
+ ∑ ?̃?𝑝𝐌𝑖
(𝑝)
𝑃
𝑝=1
]
−1
𝐱′𝑖?̃?𝑖,𝑖(?̃?, 𝛼)
𝑖
, 
(A3) 
where [𝛼𝐌
(0)
+ ∑ ?̃?𝑝𝐌𝑖
(𝑝)𝑃
𝑝=1 ]
−1
 is a small matrix (K × K) that has already been calculated when 
estimating ?̂?𝑖. Thus, tr[S] is calculated computationally efficiently using Eq. (A3). 
Likewise, 𝑡𝑟[𝐒′𝐒]  can be calculated without processing the large matrix 𝐒′𝐒  using 
𝑡𝑟[𝐒′𝐒] = ∑ ∑ 𝑠𝑖,𝑗
2
𝑗𝑖  as follows: 
𝑡𝑟[𝐒′𝐒] = ∑∑𝑠𝑖,𝑗
2
𝑗𝑖
= ∑𝐬′𝑖𝐬𝑖
𝑖
 
= ∑𝐱𝑖 [𝛼𝐌
(0)
+ ∑ ?̃?𝑝𝐌𝑖
(𝑝)
𝑃
𝑝=1
]
−1
𝐗′𝐆𝑖(?̃?, 𝛼)
2𝐗 [𝛼𝐌
(0)
+ ∑ ?̃?𝑝𝐌𝑖
(𝑝)
𝑃
𝑝=1
]
−1
𝐱′𝑖
𝑖
 
= ∑𝐱𝑖 [𝛼𝐌
(0)
+ ∑ ?̃?𝑝𝐌𝑖
(𝑝)
𝑃
𝑝=1
]
−1
𝐗′(𝛼𝐈 + 𝐆𝑖
(𝑄)(?̃?))2𝐗 [𝛼𝐌
(0)
+ ∑ ?̃?𝑝𝐌𝑖
(𝑝)
𝑃
𝑝=1
]
−1
𝐱′𝑖
𝑖
 
= ∑𝐱𝑖 [𝛼𝐌
(0)
+ ∑ ?̃?𝑝𝐌𝑖
(𝑝)
𝑃
𝑝=1
]
−1
(𝛼2𝐗′𝐗 + 2𝛼𝐗′𝐆𝑖
(𝑄)(?̃?)𝐗
𝑖
+ 𝐗′𝐆𝑖
(𝑄)(?̃?)2𝐗) [𝛼𝐌
(0)
+ ∑ ?̃?𝑝𝐌𝑖
(𝑝)
𝑃
𝑝=1
]
−1
𝐱′𝑖 
= ∑𝐱𝑖 [𝛼𝐌
(0) + ∑ ?̃?𝑝𝐌𝑖
(𝑝)
𝑃
𝑝=1
]
−1
(𝛼2𝐌
(0) + 2𝛼 ∑ ?̃?𝑝𝐌𝑖
(𝑝)
𝑃
𝑝=1𝑖
+ ∑ ?̃?2𝑝𝐌𝑖
(2𝑝)
𝑃
𝑝=1
) [𝛼𝐌
(0) + ∑ ?̃?𝑝𝐌𝑖
(𝑝)
𝑃
𝑝=1
]
−1
𝐱′𝑖 . 
(A4) 
Although we also need to calculate 𝐌𝑖
(2𝑝)
, which is a K × K matrix whose (k, k')-th element is 
∑ 𝑔𝑖,𝑗(𝑏0)
8 2𝑝⁄ 𝑥𝑗,𝑘𝑥𝑗,𝑘′𝑗 , the computational complexity is identical to that of 𝐌𝑖
(𝑝)
. Thus, the 
calculation is still trivial. 
 Given 𝑁∗, the unbiased estimate of the residual variance yields 
?̂?2 =
1
𝑁∗
∑ (𝑦𝑖 − ∑ 𝑥𝑖,𝑘?̂?𝑖,𝑘
𝐾
𝑘=1
)
2𝐾
𝑘=1
. (A5) 
The variance estimates for the SVCs are derived as 
𝑉𝑎𝑟[?̂?𝑖] = ?̂?
2(𝐗′𝐆𝑖(?̃?, 𝛼)𝐗)
−1
𝐗′𝐆𝑖(?̃?, 𝛼)
2𝐗(𝐗′𝐆𝑖(?̃?, 𝛼)𝐗)
−1
, 
= ?̂?2 [𝛼𝐌
(0)
+ ∑ ?̃?𝑝𝐌𝑖
(𝑝)
𝑃
𝑝=1
]
−1
(𝛼2𝐌
(0)
+ 2𝛼 ∑ ?̃?𝑝𝐌𝑖
(𝑝)
𝑃
𝑝=1
+ ∑ ?̃?2𝑝𝐌𝑖
(2𝑝)
𝑃
𝑝=1
) [𝛼𝐌
(0)
+ ∑ ?̃?𝑝𝐌𝑖
(𝑝)
𝑃
𝑝=1
]
−1
, 
(A6) 
which is again trivial to calculate. Thus, diagnostics of the ScaGWR are available for large samples. 
Note that the CP time presented in Section 4 includes the time taken to estimate both ?̂?𝑖 and 
𝑉𝑎𝑟[?̂?𝑖]. 
By calculating 𝑡𝑟[𝐒], 𝑡𝑟[𝐒′𝐒], and ?̂?2 in the way explained above, the corrected Akaike 
Information Criterion (AICc), which is formulated as follows, is calculated computationally 
efficiently: 
AICc = 𝑁𝑙𝑜𝑔(?̂?2) + 𝑁𝑙𝑜𝑔(2𝜋) + 𝑁
𝑁 + 𝑡𝑟[𝐒]
𝑁 − 2 − 𝑡𝑟[𝐒]
. (A7) 
The LOOCV can be substituted with AICc-based bandwidth optimization by using Eq. (A7). 
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