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Abstract
This thesis studies the application of optimization methods in approximating geometric
shapes. In particular, it considers the problem of finding maximum volume (axis-aligned)
inscribed parallelotopes and boxes in a compact convex set, defined by a finite number
of convex inequalities, and presents an optimization approach for solving them. Several
optimization models are developed that can be easily generalized to find other inscribed
geometric shapes such as triangles, rhombi, and tetrahedrons. To find the largest axis-
aligned inscribed rectangles in the higher dimensions, an interior-point method algorithm
is presented and analyzed. Finally, a parametrized optimization approach is developed to
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6.1 The largest inscribed rectangle in two given polygons. The objective func-
tions are shown in (6.1a) and (6.1c). It can be seen that f(−1) = f(1) but
f(t) is not necessarily symmetric or even unimodal over −1 ≤ t ≤ t. The
largest inscribed rectangles are obtained in (6.1b) and (6.1d), using the al-
gorithm described in Section 5.2. “Poly vol.” shows the area (volume in
general) of the polygon and “LIR vol.” show the area of the largest inscribed
rectangle and the percentage of this area to the area of the polygon. Figure
(6.1b) shows the MAIR with one vertex-corner and three edge-corners, while
the MAIR in Figure (6.1d) has four edge-corners. . . . . . . . . . . . . . . 50
6.2 The largest inscribed rectangle in a random polygon with 14 vertices and a
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1.1 An Overview on Geometric Shape Approximation
In the context of Computational Geometry and Geometric Optimization, working with
some geometric shapes, in the practical sense, is usually easier than others. For example,
compare working with a regular polygon (equiangular and equilateral) versus a non-regular
polygon, a simple polygon (not self-intersecting) vis-à-vis a self-intersecting polygon, a
monotone polygon compared to a non-monotone polygon, or a convex polygon versus a non-
convex polygon. Similarly, in many applications of geometric optimization, it is common to
approximate the value of an objective function over a convex polygonal region with its value
over a simpler approximating shape. Approximating a convex polygon with Löwner–John
ellipsoids [1, 2, 3] or inner and outer boxes of Pólya and Szegö [4] are the prime examples
of such approximations. This thesis studies the problem of approximating a convex set by
its maximum volume inscribed rectangle. Figure 1.1 illustrates an instance of the problem
in two-dimensional space (2D), where C is a convex polygon, R is an inscribed rectangle,
and such rectangle with the larges area is desired. Practical applications of this kind of
approximation arise in the apparel industry, footwear manufacturing, aluminum container
production, steel/aluminum foil cutting, glass sheet cutting, sail manufacturing, carpet
cutting, upholstery production, and many other industries. For example, in the apparel
industry, the problem is to lay out small polygonal apparel pattern pieces in the unused
1








Figure 1.1: An inscribed box inside a convex set in 2D where the set C is a convex polygon.
The inscribed rectangle R can be determined either by three vertices x1, x2, x3 or by the
vertex x1 and the two vectors u1 = x2 − x1 and u2 = x3 − x1. The largest area inscribed
rectangle is desired.
parts of a rectangular sheet of cloth, called “marker", after laying out the larger pattern
pieces to minimize waste [5, 6]. They compute the largest axis-aligned rectangle inside each
trim piece (unused part) to work with a nicer geometric shape (see section 7 in [7]). In terms
of application, the considered problem in this thesis is in the same spirit, but in a broader
sense, of some other closely-related geometric optimization problems that include packing,
covering, and tiling — generally focused on minimizing waste. These related problems
include: cutting stock; knapsack; bin packing; guillotine; disk covering; polygon covering;
kissing number; strip packing; square packing; squaring the square; squaring the plane; and,
in three-dimensional space (3D), cubing the cube and tetrahedron packing.
1.2 Contributions and Organization of the Thesis
This thesis considers the problem of finding the largest parallelotopes and boxes inside a
convex set defined by a finite number of convex inequalities. Throughout this thesis, for
simplicity and due to the frequency of use, the term “rectangle” is used for all boxes R ∈ Rd
and the term “ Box” is reserved for cases with d ≥ 3. We are interested in finding the
maximum volume/area inscribed parallelotope/parallelogram (MVIP / MAIP), the maxi-
mum volume/area inscribed rectangle (MVIR / MAIR), and the maximum volume/area
axis-aligned inscribed rectangle (MVAIR / MAAIR). The same acronyms are used for the
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problem of finding them. The main contributions, listed in presentation order, are:
1. Optimal properties of the MAIR in convex polygons are discussed and proved
(section 3.1). These properties are stronger and better formulated than the current
results and yet with simpler proofs.
2. Optimal properties of the MAIR in centrally symmetric and axially sym-
metric convex sets are discussed and proved (section 3.2 and section 3.3). To the
best of our knowledge this is first attempt in analyzing the properties of the MAIR
in a convex set that is not necessarily a polygon.
3. Optimization models for the MVIP, MVIR, and MVAIR problems are de-
veloped (chapter 4). To our knowledge, this is the first comprehensive optimization
approach to these problems in higher dimensions, which can bring new insights and
open a new stream of research in this area. This approach is easily generalizable to
other inscribed shapes such as triangles, rhombi, and tetrahedrons.
4. An interior-point method algorithm is used to solve the MVAIR problem (sec-
tion 5.1). Full convergence analysis and computational complexity results are pro-
vided. To our knowledge, this is the first such algorithm and analysis that is presented
for this problem.
5. A parametrized optimization approach is used to solve the MAAIR and the
MAIR problems (section 5.2). To our knowledge, this is also the first parametrized
optimization approach to solve these problems. Our algorithm for solving the MAAIR
can solve the problem in any given direction, i.e., finding the largest rectangles aligned
to rotated axes. When the convex set C is a polygon defined by n linear inequalities,
this approach can find the MAIR in O(ε−1 logn) time.
6. An upper bound on the aspect ratio of the MAIR in a convex set is derived,
which is the first such result (section 5.2).




Throughout this thesis, the following notational conventions are adopted: consider a com-
pact convex set C ∈ Rd. The boundary of C is shown with ∂C. The convex hull of a set of
points p1, ..., pn is shown by Conv(p1, ..., pn). The line segment between points A and B is
shown with AB. The distance between two points p1 and p2 is shown by dist(p1, p2), while
the distance between point p and a set S is defined as distance between p and its projection
on S, i.e., dist(p,proj(p, S)). The diameter of C ∈ Rd is denoted by diam(C) and its
volume by Vol(C). The area of C ∈ R2 is shown by Area(C). For simplicity of notation
in proofs |C| is also used to represent the volume (area) of C and similarly, |AB| is used to
show the length of the line segment AB. In 2D, a rectangle R with four corners at points
A,B,C, and D is identified by ABCD and a triangle with three corners at points A,B,
and C is identified by4ABC. The aspect ratio AR of a rectangle R ∈ Rd with sides s1, ..., sd
is defined as the ratio of the length of its longest side to the length of its shortest side, i.e.,
AR(R) = maxi si/mini si. In 2D, this is AR(R) = max {height/width, width/height},
i.e., AR ≥ 1 and the equality holds for a square. We also define the aspect ratio of a non-
rectangular convex set C ⊂ Rd as ARcvx(C) = (diam(C))2/Vol(C). Finally, we denote by
refl(·, `) the reflected image of a point or a set under reflection at line ` and by rot(·, o) the
rotated image of a point or a set with respect to the center o.
4
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2.2 Related work
2.2.1 Geometric Shape Approximation
The practice of approximating one geometric shape with another geometric shape is not
restricted to approximating convex polygons with inscribed or circumscribing rectangles.
DePano et al. [8] presented O(n2) time algorithms for finding inscribed equilateral triangles
and squares of maximum area inside convex polygons and an O(n3) time algorithm for
finding the largest inscribed equilateral triangle inside a general polygon, where with n is
the number of vertices. Alt et al. [9] presented several polynomial time algorithms for
the problem of approximating convex polygons with rectangles, circles, and polygons with
fewer edges, where the approximate shape is not restricted to be inscribed or circumscribing
but the area of its symmetric difference with the polygon or the Hausdorff distance of
between their boundaries must be minimized. Zhu [10] expanded the results of [9] to three
dimensional convex polyhedrons. Chaudhuri et al. [11] developed an O(n3) time algorithm
for the problem of finding the largest empty rectangle among a point set. Jin proposed
an O(n2) time algorithm [12] and an O(n log2 n) time algorithm [13] for finding all locally
maximal area parallelograms inside a convex polygon. Recently, Keikha et al. [14] showed
that a long-lasting linear-time algorithm for finding the maximal triangle inside a convex
polygon proposed in 1979 by Dobkin and Snyder [15] was, in fact, incorrect and then
provided an O (n logn) time algorithm for this problem. However, there exist other linear-
time algorithms for this problem proposed by Chandran and Mount [16], Kallus [17], and
Jin [18].
2.2.2 Approximation with Rectangles
This thesis is primarily focused on approximation of convex polygons with rectangles. The
history of the problem of approximating polygons with inscribed (circumscribed) rectangles
goes back to the famous problem posed in 1951 by Pólya and Szegö [4, p. 110]. They showed
that there exist homothetic rectangles R1 and R2 for a planar convex region C with the
homothety ratio 3 such that R1 ⊂ C ⊂ R2. They also conjectured that the homothetic ratio
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is no more than 2. Radziszewski [19] presented a lower bound on the area of the largest
inscribed rectangle R inside a convex polygon C, as Area(R) ≥ 12 Area(C). Hadwiger [20]
showed that for a convex body C ⊂ Rd, there exist side-parallel d-dimensional rectangles
R1 and R2 such that R1 ⊂ C ⊂ R2 and 1d! Vol(R2) ≤ Vol(C) ≤ d
dVol(R1). Separately,
Kosinski [21] proved that for a convex body C ⊂ Rd, there exists a d-dimensional rectangle
R such that C ⊂ R and Vol(R) ≤ d!Vol(C). Grünbaum [22, pp. 258-259] showed that
for a convex set C ⊂ R2 there exist parallelograms L1 and L2 such that L1 ⊂ C ⊂ L2
for which L1 and L2 are homothetic with the homothety ratio 2. Lassak [23] first proved
Pólya and Szegö’s conjecture and improved all the above results in 2D by showing that
for any convex region C ⊂ R2 there are homothetic rectangles R1 and R2 for which R1
is inscribed in C and R2 is circumscribed about C with a positive homothety ratio of at
most 2 and 12 Area(R2) ≤ Area(C) ≤ 2Area(R1). Schwarzkopf et al. [24] obtained the
same homothety ratio while presenting a more transparent proof. For a finer inner and
outer approximation in 2D, Brinkhuis [25] showed that there exists a quadrangle Q that its
sides support C at the vertices of a rectangle R1 and at least three of its vertices lie on the
boundary of a rectangle R2 that is a dilation of R1 with ratio 2.
2.2.3 MAAIR, MAIR, and Higher Dimensions
Amenta [26] proposed a convex programming model with exponential number of constraints
to find the d-dimensional MVAIR inside the intersection of a family of n convex sets in d-
dimensional space. In 2D, Daniels et al. [7, 27] proposed an O(nα(n) log2 n) time algorithm
for finding the MAAIR inside an n-vertex horizontally (vertically) convex polygon, where
α(n) is the slowly growing inverse of Ackermann function [28]. For orthogonally convex
polygons the algorithm performs in O(nα(n)) time. Fischer and Höffgen [29] developed an
exact O(log2 n) time algorithm to compute the MAAIR in a convex n-gon. Alt et al. [30]
developed an exact O(logn) time algorithm for the same problem.
For MAIR, Hall-Holt et al. [31] developed a polynomial-time approximation scheme
(PTAS), which for any fixed ε > 0 computes the (1 − ε)-approximation to the optimal
solution of the maximum area c-fat rectangle, i.e. a rectangle with aspect ratio bounded
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by c, inside a “simple” polygon in O (n) time. Knauer et al. [32] showed that the fatness
condition is unnecessary for approximating the optimal MAIR when the input polygon is
convex. They developed a randomized O(ε−1 logn) time ε-approximation algorithm that
works with probability t for any constant t < 1 and a deterministic O(ε−2 logn) time ε-
approximation algorithm. Their algorithm uses Alt et al.’s exact algorithm [30] for finding
MAAIR as a subroutine. It appears that the analysis of the running time of this algorithm
misses the fact that for using Alt et al.’s algorithm [30] to find the MAAIR aligned to the ε-
direction of the MAIR, one needs to rotate the axes or the polygon to that direction, which
takes O(n) time (to make this a fair comparison we consider this part as pre-processing
in one of our algorithms). This algorithm was the first ε-approximation algorithm for
finding the MAIR inside a convex polygon. They have also sketched a straightforward exact
algorithm that works in O(n4) time. Finally, Cabello et al. [33] presented an O(n3) exact
algorithm and also an ε-approximation algorithm for this problem. Their approximation
algorithm works for any convex set in running time O(ε−3/2 + ε−1/2TC), where TC is the
time needed to perform two different queries on C due to [34]. For a convex polygon, whose
vertices are given as a sorted array or as a binary search tree, those queries can be done in
O (logn) time.
Chapter 3
Optimal Properties of the MAIR
3.1 Optimal Properties of the MAIR in a Convex Polygon
To understand the optimal inscribed rectangles better and before diving into the optimiza-
tion models and algorithms in higher dimensions, we begin with the geometric properties of
the traditional largest inscribed rectangles in a convex polygon in 2D. This section discusses
the optimal properties of the MAIR in a convex polygon C ⊂ R2.
DePano et al. [8] proved that a maximum area equilateral triangle inscribed in C must
have at least one corner coincident with a vertex of C. They also proved that a maximum
area square inscribed in C either has at least one corner coincident with a vertex of C, or
all four corners lie on the interior of edges of C. Schwarzkopf et al. [24] showed that the
maximum area rectangle inscribed in C has two diagonal vertices lie on the boundary of C.
Knauer et al. [32] mentioned without proof that the largest inscribed rectangle inside C is
either a square with two opposite corners coincident with two vertices of C or has at least
three non-vertex corners on the boundary of C. The latter statement seems to be incorrect
or a misstatement. Schlipf [35] proved the former statement of [32] and also proved that
a rectangle with three non-vertex corners on the boundary of C cannot be optimal. We
strengthen these results and provide a much simpler proof.
Observation 1. Consider a family of axis-aligned rectangles in R2 with a diagonal of fixed
size ` that makes angle θ with the x-axis with 0 ≤ θ ≤ π/4. Among all such rectangles
8
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generated by this diagonal, the rectangle with θ = π/4 has the largest area. Similarly, for
rectangles with π/4 ≤ θ ≤ π/2 the area is maximized when θ = π/4. In other words, the
square has the maximum area among the rectangles of the same diagonal size.
Definition 2. A corner of an inscribed rectangle inside C is one of the following types:
(a) A vertex-corner which coincides with a vertex of C.
(b) An edge-corner which lies on a non-vertex point of an edge (boundary) of C.
(c) An interior-corner which lies strictly inside C.
Theorem 3. The MAIR inside a convex polygon C must satisfy at least one of the following
conditions:
Case 1: It has no interior-corner (i.e., the four corners are on ∂C).
Case 2: It has one interior-corner and at least one vertex-corner adjacent to the interior-
corner.
Case 3: It has two diagonal interior-corners, two diagonal vertex-corners, and the MAIR
is a square.
Proof. Consider an inscribed rectangle R with vertices a, b, c and d in a c.c.w. order and
dimensions w × h. We prove by contradiction that if none of the conditions hold for R, it
cannot be the MAIR and that in each of these three cases the specified conditions must
hold. The cases in the theorem are organized based on the number of interior-corners of
the rectangle. So we present the proof in the same organized manner.
If R has four or three interior-corners, we can easily expand both its length and width.
This rules out all cases not specified in the theorem. If R has no interior-corner (Case 1),
it is easy to see examples for which the MAIR can have four edge-corners. For example, if
C is a triangle there is a MAIR satisfying this condition.
If R has one interior-corner (Case 2) and no vertex-corner, say three edge-corners a, b
and c lying on edges ea, eb and ec. Let la be the perpendicular line to ea at a. Similarly
define lb and lc for b and c. Let p1 be the intersection of la and lb and p2 be the intersection
of lb and lc. A small rotation of C in either directions around p1 (or p2), will put a, b
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(or b, c) in the interior of C. At least one of these rotations (c.w. or c.c.w) will do the
same for c (or a). Hence, R cannot be the MAIR. This proves that if the MAIR has one
interior point it should have at least one vertex point as this rotation argument would not
hold for a vertex-corner. It remains to prove that this vertex-corner should be adjacent to
the interior-corner. Assume they are diagonal to each other. Without loss of generality
(w.l.o.g.) let a the lower left corner of R be the vertex-corner and c be the interior-corner;
see Figure 3.1. If either b or d is a vertex corner the case is proved. So let b and d be both
edge-corners. Let e1a and e2a denote the edges of C at the vertex a such that e1a lies below
R and e2a lies to the left of R. Also, let eb and ed be edges of C tangent to the corners b
and d, respectively. Let Ka be a cone of directions (vectors) created by the directions of e1a
and e2a. By convexity of C and perpendicularity of the edge of R, the directions of eb and
ed must lie inside Ka. If the angle between ed and e1a is greater than (or equal to) the angle
between eb and e1a, then a small enough translation of R in the direction of eb, will keep b on
eb, will keep c an interior-corner, will make d an interior-corner (or slide it along the edge
ed, and will make a an interior-corner. This means R cannot be the MAIR. It is crucial to
note that the translation could be done with respect to any direction that lies between the
direction of eb and ed in the cone Ka. If the angle between ed and e1a is smaller than the
angle between eb and e1a, there will be no feasible direction of translation. However, in this
case R can be rotated around d in a c.c.w direction, putting both a and b strictly inside C
while keeping c as an interior-corner. This rotation is possible since c is an interior-corner.
This proves Case 2.
If R has two interior-corners (Case 3) that are adjacent to each other, then we can
expand R in the direction perpendicular to the edge connecting these two corners. If R
has two diagonal interior-corners, say b and d, and two edge-corners, say a and c, touching
edges ea and ec, rotating C slightly around a (or c) either c.w. or c.c.w. will put c (or a)
and maintain b and d strictly inside the polygon and hence we can enlarge it. The direction
of rotation (c.w or c.c.w.) is toward increasing the obtuse angle between the diagonal ac
and ec (or ac and ea). If it is a right angle then both directions work. If R has two
diagonal interior-corners and there is just one vertex-corner, a slight rotation of C around







































Figure 3.1: The illustration of the proof of the adjacency part in the second case (two
vertex-corners) in Theorem 3. Rectangle R with one interior-corner which is diagonal to
the vertex-corner. Figure (3.1a) shows the case when feasible directions exists as shown
in Figure (3.1b) and Figure (3.1c) shows the case where there is no feasible direction for
translation of R as seen in Figure (3.1d) but R can be rotated around corner d. The dashed
rectangle shows the translated or rotated rectangle R′ that has more than one interior-point.
the vertex-corner will put the fourth corner, which is an edge-corner, and keep the two
interior-corners strictly inside C and hence makes it expandable. This proves that if R has
two interior corners they should be diagonal and the other two vertices should be diagonal
vertex-corners
If R has two diagonal interior-corners, say b and d, and two vertex-corners, say a and
c, but it is not a square, the proof is a little more complicated. Let θ = ∠bac; see Figure
3.2. Let θ1 be the maximum angle for c.w. rotation of R around a such that b stays in C.
Similarly θ2 be the maximum angle for c.w. rotation of R around c such that d stays in C.
Since R is not a square, we have either w > h or w < h. Without loss of generality assume
w > h and thus θ = arctan(h/w) < π/4. Choose θ̂ > 0 such that θ̂ < min{(π4 − θ), θ1, θ2}.
Notice that if R is a square we cannot find such θ̂. Now without loss of generality assume
θ1 < θ2. Rotate R, c.w. around a as much as angle θ̂. Let R̂ = âb̂ĉd̂ denote the rotated













Figure 3.2: The illustration of the proof of the third case (two vertex-corners) in Theorem
3. By constructing the angle θ̂ and then the new rectangle R′ = a′b′c′d′, we can show that
a non-square rectangle R with only two vertex-corners cannot be optimal.
rectangle. Then clearly a = â, b̂ lies either strictly inside or on an edge of C, ĉ is possibly
outside C, and d̂ is inside C. Rotate the segment cd in a c.w. direction as much as angle θ̂.
The whole rotated segment, call it rcd, will stay inside C. Extend âd̂ to touch rcd. Call the
intersection point d′ and let a′ = a. It can be seen that a′d′ is perpendicular to rcd. Draw a
line from c parallel to a′d′ to touch âb̂ at b′ and let c′ = c. It can also be observed that b′c′
is perpendicular to a′b′. Then the new rectangle R′ = a′b′c′d′ is inscribed inside C, has
two diagonal vertex-corners, has the same diagonal as R, and the ∠b′a′c′ is greater than θ.
Therefore, we have Area(R′) > Area(R) by Observation 1. This proves Case 3.
Finally, none of the three conditions in the theorem is redundant since for each one of
them we can easily construct a polygon that gives us a MAIR satisfying that condition.
The following corollaries are direct results of Theorem 3.
Corollary 4. The MAIR has at least two diagonal corners on the boundary of C. Unless
both of these corners are vertex-corners at least one other corner has to lie on ∂C.
Corollary 5. Each interior corner, if any exists, has two adjacent corners on the boundary
of C.
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3.2 Optimal Properties of the MAIR in a Centrally Symmet-
ric Convex Set
The following theorem summarizes a basic property of the MAIR in a centrally symmetric
convex set.
Theorem 6. Let C be a centrally symmetric convex compact set with respect to the center
o and let Ropt be the MAIR inside C. Then, the center of Ropt, i.e., the intersection of its

















Figure 3.3: An illustration of the proof of the Theorem 6. Rectangle Rs is the symmetric
counterpart of R with respect to the center o and Rt = R + −→xo is the translation of R in
direction −→xo and is centered at point xt = o. Rectangle Rt ⊂ Conv(R,Rs) ⊂ C has the
same size as R.
Proof. Consider Rabcd ⊂ C with its center at a point x 6= o. We first prove that the
direction −→xo is a feasible translation direction for R and for any such rectangle there exists
a rectangle with the same size centered at o. Since C is centrally symmetric with respect to
x, let Rs = asbscsds ⊂ C be the symmetric counterpart of R with respect to the center o, as
shown in Figure 3.3. We must have ac ‖ ascs and bd ‖ bsds with |ac| = |ascs| = |bd| = |bsds|.
Therefore, we have xxs ‖ acs ‖ cas ‖ bds ‖ dbs, and |xxs| = |acs| = |cas| = |bds| = |dbs|. Let
Rt be the rectangle that has its center at xt = o = (x+ xs)/2 and its corners at, bt, ct, dt at
the midpoint of segments acs, bds, cas, dbs, repectively. Note that Rt ⊂ Conv(R,Rs) ⊂ C,
|Rt| = |R|, and Rt is a translation of R in direction −→xo.
Now, if ox is aligned with an edge of R then R′ = Conv(R,Rs) is a rectangle and
|R′| > |R|, since x 6= o. If ox is not aligned with an edge of R, then Conv(R,Rs) is an
irregular hexagon in which R has one interior-corner, assume w.l.o.g. that this is corner a,
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and three vertex-corners. Translating R slightly in the direction −→xo will keep a as interior-
corner but makes b, c, d edge-corners. Therefore, by theorem 3, R cannot be the MAIR.
3.3 Optimal Properties of the MAIR in an Axially Symmet-
ric Convex Set
The following theorem summarizes some of the properties of the MAIR in an axially sym-
metric convex set.
Theorem 7. Let C be an axially symmetric convex compact set, ` be its line of axial
symmetry with SymAxis(C) = ` ∩ C, and Ropt be the MAIR inside C. Then, Ropt must
satisfy the following conditions:
1. We must have Λ = ` ∩Ropt 6= ∅, and the set Λ is not a singleton or an edge of Ropt.
2. Unless Ropt has a corner on one end point of SymAxis(C), at least one corner of Ropt
must lie on ∂C in each side of `.
3. If Ropt is a square it cannot have three corners strictly on one side of `.
4. If Ropt has two corners (a diagonal) on SymAxis(C), it is either a square or a rectangle
that makes an angle π/6 ≤ α < π/4 with `.
Proof. We first prove the intersection condition. Consider rectangle R ⊂ C and assume
R = Ropt and that Λ = ` ∩ R is an empty set, a singleton, or an edge of R. Under any of
these three conditions, we must have R completely on one side of `. Assume, w.l.o.g., that
` is aligned with the x-axis and consider rectangle R = abcd ⊂ C, in c.c.w. order with a
being the lower left corner, lies above ` as shown in Figure 3.4. Let the points a′, b′, c′, d′
be the reflection of corners a, b, c, d with respect to `. In other words, R′l = a′b′c′d′ =
refl(R, `) ⊂ C is the reflection of R at ` and has the same size as R. Also let p, q be the left
and right end of SymAxis(C) and define the polygon P = Conv(p, q, a, b, c, d, a′, b′, c′, d′).
Note that P ⊂ C and |SymAxis(C)| = |pq| ≥ |bd| = |ac|. If R has four corners on ∂C then
R must be aligned to `, due to the convexity of C, P must be a rectangle, and R can be














Figure 3.4: An illustration of the proof of the first condition in Theorem 7. The line `, is
axis of symmetry of the convex set C with SymAxis(C) = ` ∩ C. Rectangle R lies on one
side of ` and touches the boundary of C at three of its corners for which a tangent line of
C at that point is drawn. The polygon P is the convex hull of R, SymAxis(C), and the
reflected image of R with respect to `. The dashed rectangle shows R when translated in a
feasible direction.
extended in the direction orthogonal to ` due to the axial symmetry of C, contradicting the
assumption. If only two corners of R touch ∂C, then R can be easily enlarged by either
extension (if these two corners are adjacent) or first rotation and then extension (if these two
corners are diagonal by rotating around one of these two corners that has a larger distance
to `). Hence, R must have three of its corners on ∂C and must have an angle with `, making
either a or b an interior-corner. Let a be the interior-corner (w.l.o.g.). Due to the axial




bq must be either parallel or diverging.
Any direction within the cone defined by these two vectors would be a translation direction
that could put at least one more corner of R in the interior of C. Therefore, R 6= Ropt. Note
that in this case and the other two corners that are still potentially on ∂C would be either
interior-corners or edge-corners on ∂P , which also shows by Theorem 3 that R cannot be
the MAIR. If the set Λ is a singleton, it must be an interior-corner of R, e.g., a, and the
same translation argument applies. If Λ is equal to an edge of R then R is aligned to ` and
it can be extended in the direction orthogonal to `. This proves that line ` crosses ∂Ropt in
two points, i.e., ` ∩ intRopt 6= ∅ (1st condition).
For the second condition), by the intersection condition, we know that at least one
corner of Ropt lies on each side of `. If Ropt has no corner on the endpoints of SymAxis(C),
we must have at least one corner of Ropt on ∂C in each side of `, otherwise the translation
and extension are possible and Ropt could be enlarged.


































Figure 3.5: An illustration of the proof of the third condition in Theorem 7. Square R in
Figure (3.5a) with three corner on one side of ` and a diagonal parallel to ` cannot be the
MAIR as it can be translated in the direction orthogonal to ` leaving R with two interior-
corners a, c and two edge- or interior-corners b, d. Figure (3.5b) shows the case where the
diagonal of R is not aligned with `. Since R is a square `, the axis of symmetry, must lie
within the slab defined by `1 and `3, the bisectors of line segments aa′ and cc′.
Now we prove that if Ropt is a square, it cannot have three corners “strictly” on one
side of `. Assume ` crosses the boundary of square R ⊂ C in two points and that R has
three corners strictly on one side of ` and the last corner strictly on the other side of `.
Then R must have an angle α with `. Without loss of generality assume a is the corner
of R below ` and let P = Conv(p, q,R, refl(R, `)). If R has three corners on one side of `
and its diagonal bd is parallel to the line `, then a cannot be on the ∂C, contradicting the
second condition; see Figure (3.5a). In this case, a small enough translation of R in the
orthogonal direction to ` would make c in interior-corner while keeping a in the interior of
the polygon P ⊂ C. The corners b and d would be either interior-corners or edge-corners
with respect to the polygon P . Hence, by Theorem 3, R cannot be the Ropt inside P and
therefore cannot be the MAIR in C.
Now assume R is a square that has three corners on one side of ` and makes angle
0 < α < π/4 with `, i.e., its diagonal bd is not parallel to `; see Figure (3.5b). Let a′
and c′ be the points that vertical lines (perpendicular to `) going through a and c intersect
the edges cd and ab, respectively. Clearly, the quadrangle aa′cc′ is a parallelogram. Let
`1, `2 and `3 be lines parallel to ` = `0 such that `1 bisects aa′ at the point e, `2 goes
through the center point f of the parallelogram, and `3 bisects cc′ at the point g. The line



















Figure 3.6: An illustration of the proof of fourth condition in Theorem 7. Rectangle R has
the SymAxis(C) as its diagonal and has one vertex on the boundary of C on each side of
the symmetry axis `. The rectangle R′ = aa′′cc′′ has a larger area than R.
`i, i = 0, 1, 2, 3 partitions the segment aa′ into two pieces with lengths di1 in the bottom
and di2 at the top and the segment cc′ into two pieces with lengths di3 on the top and di4
in the bottom. Obviously, di1 + di2 = di3 + di4, ∀i. For `1, we have d11 = d12 and d13 > d14.
For `3, we have d31 > d32 and d33 = d34. In the case of `2, we have d21 = d23 > d22 = d24.
Note that since the diagonal bd is not parallel to `, the lines `1, `2 and `3 are distinguished,
otherwise the three lines would coincide with bd. Also, by Thales’s basic proportionality
theorem, the bisector of edges ad and bc goes through the points e, f and g. Since R is
a square we can show that all three lines will cross ad and bc and thus have two corners
of R on each side. For `1 not crossing bc, we must have d11 < |ab| sinα, while we have
the opposite as d11 = d12 = |aa′|/2 = |ad|/(2 cosα) = |ab|/(2 cosα) > |ab| sinα, as we have
2 sinα cosα = sin 2α < 1 for 0 < α < π/4. The proof for `3 is symmetric. By the second
condition we must have a ∈ ∂C (otherwise, R could be shifted in the direction orthogonal
to `, making c an interior-corner). Therefore, we must have d01 ≥ d02 and d03 ≥ d04 due to
the convexity and axial symmetry of C. Hence ` must lie in the slab defined by `1 and `3
contradicting the assumption of having three corners on one side. This concludes the proof
of the third condition.
We prove the fourth condition by first showing by construction that such a square exists
and then we prove that the same does not hold for a rectangle with 0 < α < π/6. Consider a
square R = abcd with its diagonal bd aligned to the x-axis. Let C be the rhombus obtained
by stretching R slightly by extending the diagonal bd for some δ > 0. For sufficiently small
δ, the square R would be the MAIR inside C with its diagonal on the SymAxis(C) and one
vertex-corner on the boundary of polygon C on each side of the symmetry axis.
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We now prove that a rectangle R = abcd that has its diagonal on the SymAxis(C) and
makes angle 0 < α < π/6 with ` cannot be the MAIR. Assume the most restrictive case
where the diagonal bd is equal to the SymAxis(C) and a, c ∈ ∂C; see Figure 3.6. Let as, a′,
and a′′ be the points that a vertical line going through the corner a crosses the SymAxis(C),
the edge cd, and ∂C on the opposite side of `, respectively. Similarly define the points cs,
c′, and c′′. Due to the symmetry of C with respect to ` and the fact that a, c ∈ ∂C we must
have dist(a′′, as) = dist(a, as) ≥ dist(as, a′) and dist(c′′, cs) = dist(c, cs) ≥ dist(cs, c′).
We prove that the rectangle R′ = aa′′cc′′ satisfies |R′| > |R|, when 0 < α < π/6. As R′ is
aligned with `, we have




= 2|ab| × |ad| cos
2 α− 2|ab| × |ad| tanα sinα cosα
|ab| × |ad|
= 2(cos2 α− sin2 α) = 2 cos 2α ≥ 1 , for 0 < α < π/6
This concludes the proof of fourth condition.
Observation 8. If a compact convex set C ∈ R2 has two perpendicular axes of symmetry
`1 and `2 that cross each other at point o, then it is centrally symmetric with respect to
the center o, as a rotation with angle π of any point p ∈ C is achieved by two consecutive
reflections with respect to lines `1 and `2, i.e., rot(p, π) = refl((refl(p, `1), `2) and we will
have rot(p, π) ∈ C. This can be also be seen by the fact that (p+p′)/2 = (p+(−p+2o))/2 = o.
Observation 9. In a compact convex set C ∈ R2 that is centrally symmetric with respect
to a center o, the diam(C) goes through o. Furthermore, if C has two perpendicular axes of
symmetry, the diam(C) may not be necessarily aligned to the axes of symmetry.
Corollary 10. Let C be an axially symmetric convex compact set with two perpendicular
axes of symmetry `1 and `2 and let Ropt be the MAIR inside C. Also, assume the quadrants
created by the intersection of `1 and `2 are numbered from 1 to 4 in a c.c.w order starting
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from top right quadrant and let SymAxis1(C) = `1 ∩ C and SymAxis2(C) = `2 ∩ C. Then,
Ropt must satisfy the following conditions:
1. The center of Ropt, i.e., the intersection of its diagonals, must lie at the intersection
of `1 and `2.
2. Unless Ropt has a corner on one end point of SymAxis1(C) or SymAxis2(C), at least
one corner of Ropt must lie on ∂C in each side of `1 and `2.
3. If Ropt is a square it either has its diagonals on SymAxis1(C) and SymAxis2(C) or
has one corner strictly in each quadrant. It must also have at least two diagonally
opposite corners on ∂C.
4. If Ropt has two corners (a diagonal) on SymAxisi(C), i = 1, 2, it is either a square
or a rectangle that makes an angle π/6 ≤ α < π/4 with `i.
Proof. The first condition is proved by Observation 8 and Theorem 6. The second condition
is a direct application of the 2nd condition in Theorem 7 to both `1 and `2. The third
condition follows from applying 2nd, 3rd, and 4th conditions in Theorem 7 to both `1 and
`2. The fourth condition also follows from the 4th conditions in Theorem 7.
Chapter 4
Optimization Models for MVIR
and MVAIR
Consider a compact convex set C ∈ Rd mathematically expressible in a finite number
of convex inequalities. For example, one could consider C to be a polytope defined by
C = {x ∈ Rd | Px ≤ b , P ∈ Rn×d , b ∈ Rn} or intersection of d-ellipsoids defined as
C = {x ∈ Rd | xTAix+ 2bTi x+ ci ≤ 0 , i = 1, ..., n}. The goal is to formulate the problems
of finding the MVIR and the MVAIR inside C as optimization problems.
4.1 MVIR as an Optimization Problem
To make the derivation of the optimization model for the MVIR more clear, first, let’s con-
sider the d-dimensional maximum volume inscribed parallelotope in C. Let x1, x2, ..., xd+1
be a set of d+1 affinely independent vertices of the parallelotope and put U = [u1 u2 ... ud],
where ui = xi+1 − x1, i = 1, ..., d. Note that columns of U are linearly independent and
form a basis for Rd. See Figure 1.1 for an instance in 2D, where C is a polygon and the
desired parallelogram is a rectangle.
The following definitions are required for constructing the optimization model.
Definition 11. A vector x = (x1, ..., xd) in Rd is lexicographically positive if its first non-
zero coordinate is positive.
20
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Definition 12. Two points x, y ∈ Rd are in lexicographic order if y−x is lexicographically
positive.
Let’s label the 2d vertices of the parallelotope in a lexicographic order with binary




Using this labeling, the kth vertex of the parallelotope can be shown by x1 + Uqk. Thus,
the problem of finding the maximum volume inscribed parallelotope (MVIP) in C can be
formulated as the following optimization model:
maximize
x1,··· ,xd+1
∣∣∣∣det( x1 x2 · · · xd xd+11 1 · · · 1 1
)∣∣∣∣ s.t. (4.1)






i ∈ C , k = 1, ..., 2d
where |·| is the absolute value and det(·) denotes the determinant of a matrix. The objective
function calculates the volume of the parallelotope. The first constrain is an auxiliary
constraint to define ui vectors, while the second constraint ensures that all vertices of the
parallelotope are inside the convex set C. This is, in general, a non-convex optimization
problem with an exponential number of constraints and for general d difficult to solve.
Problem (4.1) can be solved by solving two optimization problems for the positive and
negative values of the objective function after removing the absolute value and then choosing
the one with the best outcome. The absolute value can also be removed using the epigraph
form and rewriting the problem as
maximizez,x1,··· ,xd+1 z s.t.
z + (−1)j det
(
x1 x2 · · · xd xd+1
1 1 · · · 1 1
)
≤ 0 , j = 1, 2






i ∈ C , k = 1, ..., 2d
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However, to keep the model closer to the concept and easier to follow, the mode (4.1) is
used for further analysis.
Since we are interested in a parallelotope that is a box (or hypercube), additional or-
thogonality constraints should be imposed. Hence, the problem of finding MVIR in a convex
set C ∈ Rd can be formulated as
maximize
x1,··· ,xd+1
∣∣∣∣det( x1 x2 · · · xd xd+11 1 · · · 1 1
)∣∣∣∣ s.t. (4.2)
ui = xi+1 − x1 , i = 1, ..., d






i ∈ C , k = 1, ..., 2d
In the special case, where the convex set C is a polytope defined by C = {x ∈ Rd | Px ≤
b} with P ∈ Rn×d and b ∈ Rn, we have
maximize
x1,··· ,xd+1
∣∣∣∣det( x1 x2 · · · xd xd+11 1 · · · 1 1
)∣∣∣∣ s.t. (4.3)
ui = xi+1 − x1 , i = 1, ..., d
(ui)Tuj = 0 , 1 ≤ i < j ≤ d





i , k = 1, ..., 2d
Pvk ≤ b , k = 1, ..., 2d
where vk vectors are the vertices of the MVIR.
Both Problems (4.2) and (4.3) are non-convex optimization problems with an exponen-
tial number of constraints and difficult to solve.
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4.2 MVAIR as an Optimization Problem
In order to find the MVAIR in a compact convex set C ∈ Rd, additional constraints are
needed to impose axis-alignment. In fact, the MVAIR is a box R =
{
x ∈ Rd | xl ≤ x ≤ xu
}
of maximum volume inscribed in C, where xu and xl are some upper and lower bounds
in Rd, respectively. Hence, it is enough to ensure that for each vertex vk of R, we have




∣∣∣∣det( x1 x2 · · · xd xd+11 1 · · · 1 1
)∣∣∣∣ s.t. (4.4)
ui = xi+1 − x1 , i = 1, ..., d
(ui)Tuj = 0 , 1 ≤ i < j ≤ d





i , k = 1, ..., 2d
vk ∈ C , k = 1, ..., 2d
xl ≤ vk ≤ xu , k = 1, ..., 2d
Note that at optimality, xl and xu will coincide with two of the opposing extreme points




∣∣∣∣det( x1 x2 · · · xd xd+11 1 · · · 1 1
)∣∣∣∣ s.t. (4.5)
ui = xi+1 − x1 , i = 1, ..., d
(ui)Tuj = 0 , 1 ≤ i < j ≤ d





i , k = 1, ..., 2d
Pvk ≤ b , k = 1, ..., 2d
xl ≤ vk ≤ xu , k = 1, ..., 2d
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Both Problems (4.4) and (4.5) are also non-convex optimization problems with exponential
number of constraints and difficult to solve. However, the structure of the MVAIR problem,
i.e., axis-alignment, helps us to improve the efficiency of these models. Consider Problem
(4.5). Note that to have R ⊆ C, it enforces all of its 2d vertices to be inside C, hence
giving an exponential number of constraints. For this case, we can use a more efficient
formulation inspired by a problem in [36]. This new formulation skips the quadratic number,
O(d2), of the nonlinear perpendicularity constraints (ui)Tuj = 0 and avoids the exponential
number, O(n2d), of linear constraints Pvk ≤ b. Instead, it deals with O(n) linear inequality
constraints.
Since we have xlj ≤ xj ≤ xuj , an upper bound for the left-hand side of each in-
equality
∑






j), where p+ij = max{pij , 0} and



















j) ≤ bi , i = 1, ..., n
xlj ≤ xuj , j = 1, ..., d
where the objective function calculates the volume of R as the product of the length of d
linearly independent vectors corresponding to d+ 1 affinely independent vertices of R.
Therefore, the problem of finding the MVAIR in a polytope can be efficiently formulated

















j) ≤ bi , i = 1, ..., n
with the implied constraint xu > xl, which is easily solvable to the optimality, as described
in section 5.1. Note that the number of constraints in this model is exactly the number of
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inequalities defining C.
Similarly, the Problem (4.4) can be rewritten in a far more efficient way by incorporating
the upper and lower bound points xu and xl in the convex inequalities defining C. However,
the details of the analysis in this case depends on the definition of C. As an example,
consider the convex set C = {x ∈ Rd | x1 + · · ·+xd ≤ 1 , x21 + · · ·+x2d−1−xd ≤ 0}, i.e., the
intersection of a halfspace and a d-dimensional paraboloid. To have R ⊆ C, we must have
vk ∈ C , k = 1, ..., 2d, which means vk1 +· · ·+vkd ≤ 1 and
∑d−1
i=1 (vki )2−vkd ≤ 0 for k = 1, ..., 2d.




i ≤ 1 and
∑d−1
i=1 (xmaxi )2−xld ≤ 0,
where xmaxi = max{|xli|, |xui |}. These two constraints solely depend on the two points xl and
xu. Using this setting, there is also no need for the remaining constraints in model (4.4).
Note that the number of required constraints in this model is also exactly the number of
inequalities defining C. The objective function would be the same as that of the Problem












xui ≤ 1 ,
d−1∑
i=1
(xmaxi )2 − xld ≤ 0 ,
−xmaxi ≤ xui ≤ xmaxi , i = 1, ..., d
−xmaxi ≤ xli ≤ xmaxi , i = 1, ..., d




In this chapter we present exact and approximation algorithms for finding the maximum
volume axis-aligned inscribed rectangle (MVAIR) and the maximum volume inscribed rect-
angle (MVIR) in a convex set.
5.1 Solving the MVAIR
Here, we introduce an algorithm for finding the MVAIR in a convex polytope and analyze
its computational complexity, since the analysis of finding the MVAIR in a general convex
set that is defined by a “finite” number of convex inequalities requires to have the specific
set of convex inequalities out of various possibilities. However, both the algorithm and the
analysis apply to the general convex sets as well.
Having the MVAIR problem modeled as a convex optimization problem enables us
to efficiently solve it via efficient convex programming algorithms such as interior-point
methods. One of the most efficient interior-point methods for solving convex optimization
problems such as MVAIR is the logarithmic barrier method. In addition to the efficiency,
the choice of logarithmic barrier method here is also motivated by the fact that the objective
function in this method (Eq. (5.2) below) is a closed strictly convex self-concordant function
26
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— a class of functions for which the barrier method (with Newton minimization used as a
subroutine) provides a rigorous worst-case bound on the number of iterations needed for
finding their minimizer, which is useful for the analysis here. Moreover, the convergence
analysis is independent of some of the common unknown parameters such as the upper
bound on the condition number of the Hessian matrix and its Lipschitz constant, and is
also affine invariant, thus insensitive to the choice of coordinates. The latter property is
specifically useful for the MVAIR problem as it enables us to rotate or shift the input
region in the coordinate system, without changing the worst-case analysis. This worst-
case analysis for logarithmic barrier method, which is based on self-concordance properties,
was first introduced by Nesterov in [37, 38] and was further developed by Nesterov and
Nemirovski in a series of papers including [39, 40, 41] and their seminal book [42]. Note
that convex optimization problems can be solved via several efficient algorithms, some of
which may provide better practical efficiency. The goal here is not to pinpoint the best
algorithm but rather to provide a bound on the computational complexity of solving the
MVAIR problem via the convex optimization models described in Section (4.2).






















where the indicator function is defined as
I−(y) =
{
0 y ≤ 0
∞ y > 0.
In Problem (5.1) the constraints are implicitly incorporated in the objective function.
The indicator barrier function is a non-smooth function. However, we can efficiently
approximate it with a logarithmic barrier function, which is smooth. This approximation
can be written as Î−(y) = −(1/t) log(−y) with dom Î− = −R++, i.e., the set of strictly
negative real numbers. Here τ > 0 is the barrier parameter that controls the accuracy
of this approximation. As τ increases in each iteration with τ := µτ , where µ > 0 is an
increment parameter, the approximation becomes more accurate. Problem (5.1) can now




























j) − bi ≤ 0, xl − xu ≤ 0}. For simplicity, let xul to denote the solution pair (xu, xl)
and let φ(xul) to denote the barrier term, so we have f(xul) = −τf0(xul) − φ(xul). It is
known that by sequentially updating τ with τ := µτ we converge to the optimal solution
when τ →∞ tracing a central path P = {xul∗(τ) : τ ≥ 0} [42, 43]. The objective function
f is closed, smooth, continuously differentiable, and strictly convex. In addition, f is a
self-concordant function for G for all real values of τ ≥ 0. This is due to the invariance
property of self-concordant functions under scaling and addition operations and the fact
that each of the negative logarithm terms is a self-concordant function.
Let’s begin the analysis with the pre-processing operations. The first observation is
that we can fairly assume that the Problem (4.6) is strictly feasible as C is a compact
convex set with a non-empty interior. This means the Slater’s condition holds. To find a
strictly feasible solution as the starting point of the algorithm, which removes the necessity
of an infeasible start step and simplifies the analysis, choose d + 1 arbitrary but affinely
independent points on the boundary of C. For a polytope this is readily available by the
given set of vertices of C. For a general convex set C, this would depend on the structure of
C. Given the d + 1 points p1, ..., pd+1 ∈ ∂C, the simplex S = Conv(p1, ..., pd+1) ⊂ C. Let
h1 = Conv(p1, p2, ..., pd) and h2 = Conv(p1, p3, ..., pd+1) be two of the facets of S. Let y1
and y2 be the median points of h1 and h2, respectively. Each of these median points could
be found by solving a d-dimensional Fermat (1-median) problem with d input points. We
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be the initial strictly feasible solution. Note that xulinit = (xuinit, xlinit) could be a degenerate
solution, i.e., we could have Vol(Rinit) = 0.
An alternative way for constructing xulinit that works for all convex sets is as follows. Find
B the minimum volume axis-aligned bounding box of the convex domain G = {(xu, xl) |
xl ∈ C , xu ∈ C , xl−xu ≤ 0} and then let y1 and y2 be the diagonally opposing vertices of
B with the minimum and the maximum coordinates, respectively. Set xulmid = 1/2(y1 + y2).
We have xulmid ∈ G, since Vol(G) ≥ Vol(B)/2 due to the convexity of G. If xulmid ∈ intG
then set xulinit := xulmid. Otherwise, find the vector ν = ek −
(ek)T (y2−y1)
‖y2−y1‖2 (y
2 − y1), where
index k corresponds to the smallest component of (y2 − y1) and ek is the kth column of
the d× d identity matrix. Then, find a sufficiently small δ1 > 0 such that either xulmid + δ1ν
or xulmid − δ1ν is in the interior of G, i.e., strictly feasible. To increase the depth of strict
feasibility of the initial solution and thus its quality we can take one further step. Without
loss of generality, assume the direction −ν gives the strictly feasible solution. Let δmax2 be
the maximum value of δ2 > δ1 such that xulmid − δ2ν ∈ G. Let xulray = xulmid − δmax2 ν and set
xulinit := 1/2(xulmid + xulray).
The logarithmic barrier method, described in Algorithm 1, has an outer iteration loop in
which the barrier parameter is updated and an inner iteration loop (centering step) in which
usually Newton’s method, with a backtracking line search for finding a reasonable step size
in each iteration, is used to reach the minimizer for any given τ . Based on the analysis
of log-barrier method for self-concordant convex functions, the logarithmic barrier method
spends N (0) iterations (Newton steps) in the first centering step to reach a point sufficiently
close to the central path of Problem (5.2). It then takes N (CP ) iterations (Newton steps)
in the path following step, during which the algorithm iteratively updates the parameter
τ with τ := µτ and tries to follow the central path as τ → ∞, to get sufficiently close to
the optimal solution. Note that the other end of this central path that is associated with
τ → +0 is the analytic center of the G with respect to the barrier function φ. Therefore,
the total number of iterations required to solve Problem (5.2) using the logarithmic barrier
method is N = N (0) +N (CP ).
For the number of iterations in the initial centering step, we need to define the Minkowsky
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Input: Given τ := τ (0) > 0, µ > 1, tolerance ε > 0, and a strictly feasible solution xul0 within
proximity κ > 0 of P.
Output: An ε-approximation solution to the optimal solution.
while m/t ≥ ε do
/* Centering Step */
Compute xul
∗
(τ) by minimizing f(xul) = −τf0(xul)− φ(xul), starting at xul(τ);
/* Path Following Step */
Set xul(τ) := xul
∗
(τ);







Algorithm 1: LogarithmicBarrierAlgorithm; it solves a constrained convex opti-
mization problem with sequence of unconstrained optimization problems, where the
obtained minimizer of each iteration is used as the staring point of the next iteration.
function of a convex domain.
Definition 13. The Minkowsky function of a convex domain G with the pole at x ∈ G is
πx(y) = inf{η ≥ 0 | x+ η−1(y − x) ∈ G}
Geometrically speaking, consider a ray [x, y) and let y′ be the point this ray intersect
∂G. If y′ exists, then πx(y) is the length of the segment [x, y] divided by the length of the
segment [x, y′]. If G is unbounded and the ray [x, y) is contained in G, then πx(y) = 0. In
other words, πx(y) measures the distance between x and y relative to the distance of x to
the boundary of G in the direction y − x.
For the main path following scheme to work, we need to start from an initial point
sufficiently close to the central path P. We can first move from xulinit ∈ intG to the
beginning of the central path, i.e., the analytic center xulac ∈ P, and from there, we can
follow P to converge to the optimal solution. It is proven that, with tolerance κ, we can
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converge to the analytic center xulac starting from the strictly feasible solution xulinit in










Newton iterations, where O(1) are constant factors depending solely on the path tolerance
κ and the penalty rate used in this initial centering step [44]. The tolerance (accuracy)
in this step does not need to be very small. Also, note that 0 ≤ πxulac(x
ul
init) < 1, since
xulinit ∈ intG. The smaller it is the better our initial solution xulinit, i.e., further away from




> 1 to be fairly small for all instances of the problem. Since it still
depends on the unknown point xulac, we can bound with a symmetry measure proposed by
Minkowski [45].
Definition 14. The Minkowski symmetry measure of a convex set G with respect to x ∈ G
is defined as
symG(x) = max{η ≥ 0 : x+ η(x− y) ∈ G, ∀y ∈ G}
Note that symG(x) = 0, when x ∈ ∂G, and symG(x) ≤ 1, where the equality holds
when G is symmetric around x, which also means G is symmetric.
Let x′ = xulac + 1π
xulac
(xulinit)
(xulinit − xulac) be the point on the boundary of G where the ray









= max{τ ≥ 0 : xulinit + τ(xulinit − xulac) ∈ G} ≥ symG(xulinit) > 0
Therefore, we have

















Note that the algorithm does not need to compute symG(xulinit).
To start the main path following scheme, in Algorithm 1, we can let xul0 to be the
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approximate solution x̂ulac achieved in the initialization phase for xulac and set
τ (0) = max{τ | λ(x̂ulac) ≤ κ} , (5.3)
where τ (0) is the initial choice of barrier parameter for the main path following step and
λ(x) is the Newton decrement defined as λ(x) =
√
∇f(x)∇2f(x)−1∇f(x) with f being the
objective function in (5.2). For the number of iterations during the main path following
phase, we have












































where n is the number of inequalities defining the polytope, γ is a constant lower bound
(given in Eq. (5.4) below) on the reduction amount in the objective function in each
iteration during the damped Newton phase, ε is the required accuracy for the optimal
solution, c = log2 log2(1/ε), and the pair (xul
∗(µτ)) is the optimal solution of the centering
step starting from (xul∗(τ)) after updating the barrier parameter in the outer loop. In the
first equality, the first term is the number of iterations in the outer loop and the second
term is the number of Newton steps in the inner loop per centering iteration. The ratio
n/τ (0) is the initial duality gap and ε is, in fact, the final duality gap. The second equality
is derived by extracting the dual function in the first fraction of the second term and then
simplifying it using the duality gap when the barrier parameter is τ . The third equality is
derived by assuming a fixed value for µ as µ = 1 + 1/
√
n.
The term c = log2 log2(1/ε) is an upper bound on the number of iterations during the
quadratically convergent phase of Newton’s method and has a very weak dependence on
the inverse of ε and can be effectively considered as constant; for ε = 10−9, this is less than
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5. Also, the parameter γ depends, weakly, on the backtracking line search parameters α
and β and is equal to
γ = αβ(1− 2α)
2
20− 8α , (5.4)
where 0 < α < 0.5 and 0 < β < 1. For α = 0.2 and β = 0.9, we have 12γ < 142. Finally,
note that N (CP ) does not depend on the dimension d.
Finally, the total number of Newton steps is








where O(1) is an absolute constant. Following a more refined analysis, such as the original
analysis of Nesterov and Nemirovski [42], the bound could be tightened by finding smaller
and more accurate constants. Furthermore, by carefully choosing the input parameters of
the method the condition in Eq. (5.3) can be guaranteed and τ (0) can be removed from








iterations. Alternatively, if we can establish a strictly feasible dual







run time. Note that this is a conservative upper bound and in
practice the algorithm performs better, in many cases just in a few iterations independent
of the size of the problem. In general, the observed average run time of path following





Each Newton step (inner iteration) is equivalent with solving a linear system of equations
H∆xul = −g, where H = ∇2f(xul) is the Hessian matrix, g = ∇f(xul) is the gradient





for solving the linear system plus the costs of computing (forming) g and H. Computing g
and H require at most (2d× (n+ 1)) = O(dn) and
(
(2d)2 × (n+ 1)
)
= O(d2n) operations,
respectively. Therefore, the computational complexity of the log-barrier method for solving
Problem (4.6) in each step is O(d3 + d2n). Nevertheless, certain structures of the problem
could be exploited to reduce this bound in practice.
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Therefore, the total computational complexity of solving Problem (4.6) using the log-
barrier method is O((d3 +d2n)
√
n log nε ). For a polytope, since C is bounded we have n > d
and thus d3 is dominated by d2n leading to O(d2n
√
n log nε ) time.
Since this analysis is not based on an assumption restricting it to polytopes, the result
is the same for finding the MVAIR in general convex sets, such as d-ellipsoids, which can be
easily represented in a finite set of inequalities. For example, for d-dimensional ellipses we
obtain O(d3) running time since we just need one inequality to define an ellipsoidal convex
set.
Finally, it should be mentioned that since the Fermat problem could be formulated as
a second-order cone program (SOCP), the preprocessing time for finding the initial strictly
feasible solution takes at most O(d3
√
d log 1εf ) time using the prima-dual potential reduction
algorithm of [47]. Here, εf is the accuracy for finding the exact Fermat point, which could
be considered a fairly large number (e.g., 10−1) as the exact Fermat point is not needed
for constructing Rinit. So the pre-processing time the first way of finding xulinit is essentially
O(d3
√
d). The pre-processing time for the alternative way depends on the geometry of C
and the algorithm used for finding its minimum volume axis-aligned bounding box. Let
Tx(C) be the time that it takes to find an extreme point in a given direction in a convex
set C. Then this box can be found in O(dTx(C)). For a convex polygon, this can be done
in O(logn) using binary search, if the n vertices are given as an array in a c.w. or c.c.w.
order. It must be mentioned that this preprocessing for finding a strictly feasible starting
point is not an essential part of the algorithm as the algorithm could have an infeasible
starting point for the initial centering step. However, in that case, the analysis and the
upper bound on the number of iterations N are a bit different, although the bound would
still grow with
√
n log nε .
The following theorem summarizes the complexity analysis of solving MVAIR.
Theorem 15. The problem of finding the MVAIR in a convex set in Rd defined by n
convex inequalities can be solved to an ε-approximation by the logarithmic barrier algorithm
in O((d3 + d2n)
√
n log nε ) time.
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Remark 1. It is worth noting that the ε-approximation solution can be rounded to the
optimal solution in a precise way. Having an ε-approximation solution with ε ≤ 2−2L,
where L is the size of the problem defined as the binary input length of the problem, i.e.,
the number of bits needed to encode the problem, the optimal solution can be achieved in
a rounding procedure with a polynomial number of elementary operations (in terms of the
dimension d) as suggested in [48, 49].
5.2 Solving the MVIR
As discussed in Section 4.1, the MVIR problem in the higher dimension, i.e., the Problem
(4.2), is a non-convex optimization problem with an exponential number of constraints and
is difficult to solve even for the special case of Problem (4.3), where the convex set C is a
polytope. Solving the MVIR problem efficiently in higher dimensions would require further
exploitation of the structure of the problem and the properties of the optimal solution that
is considered as a future research direction for this study. In the rest of this section, we
limit ourselves to the 2D version, which is the MAIR problem.
A Parametric Approach for Finding the MAIR
This section provides a parametrized optimization approach for the MAIR problem in a
compact convex set C ⊂ R2. Consider the 2D version of the Problem (4.2) and let u =
u1, v = u2, x = x1, y = x2, z = x3; see Figure 1.1 for an illustration for the special case
when C is a convex polygon. Then finding the MAIR in C can be formulated as:
(Q) maximize | det(u, v)|
s.t. uT v = 0
u = y − x, v = z − x
x, y, z, y + z − x ∈ C ⊂ R2.
Clearly, the last two constraints in (Q) can be rewritten as (u, v) ∈ S ⊆ R4, where
S = {(u, v) |u = y − x, v = z − x, and x, y, z, y + z − x ∈ C} is a compact convex set. We
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have
(Q′) maximize |u1v2 − u2v1|
s.t. u1v1 + u2v2 = 0
(u, v) ∈ S ⊂ R4.
Introducing a parameter u2/u1 = t and v2/v1 = −1/t, the above problem reduces to a
parameterized model
(Qt) maximize (1 + t2)|u1v2|
s.t. u2 − tu1 = 0, v1 + tv2 = 0,
(u, v) ∈ S ⊂ R4.
For any fixed t, (Qt) can be solved by sequentially solving four separate subproblems:
maximize u1v2
s.t. u1 ≥ 0, v2 ≥ 0,
u2 − tu1 = 0, v1 + tv2 = 0,
(u, v) ∈ S ⊂ R4;
maximize u1v2
s.t. u1 ≤ 0, v2 ≤ 0,
u2 − tu1 = 0, v1 + tv2 = 0,
(u, v) ∈ S ⊂ R4;
maximize −u1v2
s.t. u1 ≥ 0, v2 ≤ 0,
u2 − tu1 = 0, v1 + tv2 = 0,
(u, v) ∈ S ⊂ R4;
maximize −u1v2
s.t. u1 ≤ 0, v2 ≥ 0,
u2 − tu1 = 0, v1 + tv2 = 0,
(u, v) ∈ S ⊂ R4.
Clearly these four models are easily solvable; we may invoke any convex optimization
solver to solve their respective equivalent convex optimization forms:
maximize log u1 + log v2
s.t. u2 − tu1 = 0, v1 + tv2 = 0,
(u, v) ∈ S ⊂ R4;
maximize log(−u1) + log(−v2)
s.t. u2 − tu1 = 0, v1 + tv2 = 0,
(u, v) ∈ S ⊂ R4;
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maximize log u1 + log(−v2)
s.t. u2 − tu1 = 0, v1 + tv2 = 0,
(u, v) ∈ S ⊂ R4;
maximize log(−u1) + log v2
s.t. u2 − tu1 = 0, v1 + tv2 = 0,
(u, v) ∈ S ⊂ R4.
Let the optimal value of (Qt) be f(t). Finding the maximum area rectangle inside S
can be achieved by sequentially solving the parameterized problems and then identifying t
to maximize f(t).
Observe that x, y, z are chosen arbitrarily in C, and the role of u = y− x and v = z− x
are symmetric. Therefore, one does not need to go through all four cases; it suffices to focus
only on the first case, and the parameter t can also be restricted to be nonnegative. In
other words, we need only to consider
maximize log u1 + log v2 (5.5)
s.t. u2 − tu1 = 0, v1 + tv2 = 0 ,
(u, v) ∈ S ⊂ R4 ,
for any given nonnegative t. This is a convex optimization problem, for any fixed
t, that has a unique optimal solution (i.e., the MAIR with respect to the direction t),
since the feasibility set is nonempty, compact, and convex, and the objective function is
closed and strictly concave. Let ψ(t) to denote the optimal value function of (5.5). Then,
f(t) = (1 + t2)eψ(t), and the parametric search in (Qt) boils down to the one-dimensional
optimization: maximizet≥0 f(t).
To make the domain of t bounded, we need one more step. By definition of t, we have
t = tan(θ), where θ is the angle between the x-axis and vector u. Then, t ≥ 0 is equivalent
to θ ∈ [0, π/2].
Observation 16. Any rectangle with π/4 < θ < π/2 has an identical counterpart with
θ ∈ (−π/4, 0), which satisfies conditions u(1) > 0, v(2) > 0 and can be obtained by the
linear transformation z → x′, x → y′, y + z − x → z′, u′ = −v, v′ = u. Between the
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identical rectangles, we have |θ− θ′| = π/2. Using the same transformation, we obtain that
the rectangle with θ = π/2 is identical to the rectangle with θ′ = 0 and also the rectangles
with θ = π/4 and θ′ = −π/4 are identical. Therefore, it suffices to consider only the
rectangles with θ ∈ [−π/4, π/4], or equivalently t ∈ [−1, 1].
Thus, the problem of finding the MAIR in a convex set C ⊂ R2 is
maximize
t
f(t) = (1 + t2)eψ(t) s.t. (5.6)
−1 ≤ t ≤ 1 ,
where ψ(t) is the optimal value of (5.5). This problem has an optimal solution by the
following proposition.
Proposition 17. The function f(t) attains its maximum.
Proof. Since (5.5) is a convex optimization problem for any given t, its set of maximizers
is also convex. Moreover, the feasibility set of (5.5) is compact, its objective function is
closed, and Slater’s condition holds. Therefore, the set of maximizers is nonempty, closed,
and bounded as well; in fact, it is a singleton due to the strict concavity of the objective
function. Adding the fact that the linear independence constraint qualification (LICQ)
holds for the optimal solution (u∗(t̄), v∗(t̄)) for any given t̄, we obtain that the optimal
value function ψ(t) is upper semi-continuous on its domain −1 ≤ t ≤ 1 [50, 51]. Hence, the
function f(t) is upper semi-continuous on −1 ≤ t ≤ 1, since ex is continuous on R and the
function (1 + t2) is continuous on −1 ≤ t ≤ 1. Moreover, the domain of t is a compact set,
i.e., the interval [−1, 1]. Therefore, by the Weierstrass extreme value theorem, f(t) attains
its supremum.
However, finding this maximum could be difficult. This is because the function f(t) is
not explicitly formulated, since it depends on ψ(t), and it has some undesirable properties.
Although it is an upper semi-continuous and univariate function, it is also non-smooth,
non-differentiable, non-unimodal, and non-concave and in some cases, it could be a very
ill-behaved function (see Figures 6.1a and 6.2c). Therefore, it is very difficult to design an
Chapter 5: Exact and Approximation Algorithms 39
Figure 5.1: Sensitivity of the inscribed rectangles to the direction assuming a fixed vertex-
corner.
algorithm that guarantees to find the optimal solution. Figure 5.1 visualizes this difficulty by
showing the sensitivity of the area of the inscribed rectangles to the direction t. Nevertheless,
being restricted to a one-dimensional search enables us to develop a good approximation
algorithm.
Such an algorithm will not only solve the MAIR problem but also provides, by fixing
the direction, a much more general algorithm for the 2-dimensional case of the MVAIR,
i.e., the MAAIR problem in a convex set C ⊂ R2. It is a more general algorithm than
the interior point algorithm presented in Section 5.1, in the sense that it finds the largest
rectangle aligned to not only the regular axes but also to any rotated axes in any direction.
An Exact Algorithm for Finding the MAAIR in any Given Direction
We provide an optimization approach for finding the largest inscribed rectangle in any given
direction, i.e. aligned to any rotated axes, in a convex set. The following theorem states
the main result of this section.
Theorem 18. For a compact convex set, C ⊂ R2 defined by n convex inequalities, the




Proof. Let’s assume, without loss of generality, that C is a convex polygon. The problem
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(5.5) can be expanded as
maximize log u1 + log v2 (5.7)
s.t.
u2 − tu1 = 0
v1 + tv2 = 0
u− y + x = 0




P (y + z − x) ≤ b
where P ∈ Rn×2 and b ∈ Rn are the given characterizations of the convex polygon C.
Putting t = 0 gives the MAAIR with respect to the regular (non-rotated) axes. The
assumption of C being a polygon is not restrictive since problem (5.7) can be defined
similarly for any other closed and bounded convex set that can be defined with a “finite”
number of convex inequalities.
Suppose t is given. We can rewrite (5.7) in the matrix form. Define s = (uT vTxT yT zT )T ,
which is a 10× 1 vector. Then we have
minimize −
(





P̃ s ≤ b̃
where ei is the ith column of a 10-by-10 identity matrix, b̃ = (b1, b1, b1, b1, b2, b2, b2, b2, ..., bn, bn, bn, bn)ᵀ,
i.e. a 4n× 1 vector, and A is
A =

−t 1 0 0 0 0 0 0 0 0
0 0 1 t 0 0 0 0 0 0
1 0 0 0 1 0 −1 0 0 0
0 1 0 0 0 1 0 −1 0 0
0 0 1 0 1 0 0 0 −1 0
0 0 0 1 0 1 0 0 0 −1

(6×10)




0 0 0 0 p11 p12 0 0 0 0
0 0 0 0 0 0 p11 p12 0 0
0 0 0 0 0 0 0 0 p11 p12
0 0 0 0 −p11 −p12 p11 p12 p11 p12
· · · · · ·
... . . .
0 0 0 0 pn1 pn2 0 0 0 0
0 0 0 0 0 0 pn1 pn2 0 0
0 0 0 0 0 0 0 0 pn1 pn2
0 0 0 0 −pn1 −pn2 pn1 pn2 pn1 pn2

(4n×10)
The log-barrier function is
f(s) = −τ
(





















b̃i − p̃Ti s
))
The above function is f : R10 → R and convex, hence this is a convex optimization
problem with constant size in dimension. Therefore, by Theorem 15, for any fixed direction
−1 ≤ t ≤ 1, including the traditional axis-aligned case (t = 0), this can be solved to
optimality by the logarithmic barrier algorithm in O(n
√
n(logn+ 2L)) time.
Remark 2. This result is more general than the existing results such as the algorithm of Alt
et al. [30], as it deals with general convex sets, compared to the existing results that are
limited to convex polygons. Moreover, it can find the MAAIR aligned to any rotated axes.
For a convex polygon with n vertices, one could find the rotated coordinates of all vertices
in linear time and then perform one of the existing axis-aligned algorithms. However, for
general sets, such change of coordinates could be computationally very expensive, and yet
after such rotation, one would need an algorithm capable of finding MAAIR in general
convex sets.
Remark 3. It is important to observe that this computational complexity depends only on
n, the number of convex inequalities defining the set C. For example, for ellipses, it will be
O(1) since only one inequality defines an ellipsoidal convex set.
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An Approximation Algorithm for Finding the MAIR
We can use this fast exact algorithm, that finds the largest rectangle in any given direction
inscribed in a compact convex set C ⊂ R2, as a subroutine to obtain an approximation
algorithm for the case where we want to find the largest inscribed rectangle among all
directions, i.e., the MAIR.
Consider a compact and convex set C ∈ R2. We seek to solve the Problem (5.6), which
has a univariate objective function f(t) = (1 + t2)eψ(t), where ψ(t) is the optimal value of
(5.5). For simplicity, in this section, we use the notation | · | as a measure of both area and
length. Let Ropt to be the optimal solution and Rapx to be the ε-approximation solution,
i.e. |Rapx| ≥ (1 − ε)|Ropt|. The basic intuition is that the direction of an ε-approximation
solution should be very close to the direction of the optimal rectangle. Suppose the optimal
rectangle happens at direction angle θ∗. We want to know how much the area of the
rectangle changes if we change the direction slightly. So we want to find a lower bound for
the area of an approximation rectangle with direction angle θapx ∈ [θ∗−α, θ∗+α], for some
small α > 0.
Lemma 19. Let C ⊂ R2 be a compact convex set and Ropt ⊂ C be the MAIR. The aspect
ratio ρ = AR(Ropt) is bounded from above. When C is a polygon an upper bound that only
depends on C can be obtained in linear time and an upper bound that depends on an outer
approximation of C can be obtained in logarithmic time.
Proof. Let w ≥ h > 0 be the side lengths of Ropt. Also, let Rdiam be the minimum area
rectangle enclosing C such that its longer side is parallel to a diam(C) with the same length.
Let hdiam ≤ diam(C) be the length of the side of Rdiam that is perpendicular to diam(C),
i.e., the width of C when seen from the same direction angle of diam(C). See Figure 5.2




2 ≤ |C| ≤ |Rdiam| = diam(C)hdiam












Figure 5.2: An illustration of the proof of Lemma 19 for the upper bound on the aspect
ratio of the MAIR in a convex set. The dashed rectangle is induced by the diameter of
the set and the dotted rectangle is induced by the line segment that connects the touching
points of the set and the shorter sides of its smallest axis-aligned bounding box.
Using Lassak’s bound [23], we have wh = |Ropt| ≥ |C|/2. Therefore,







which gives h ≥ hdiam/4 ≥ |C|4 diam(C) . Hence








= 4 AR cvx(C) (5.9)
If the geometry of C is such that |C| and diam(C) can be computed in constant time, then
the upper bound is readily available. Otherwise, when C is a polygon with n vertices, we
can find |C| with O(n) effort by for example triangulation. Also, diam(C) can be found in
O(n) using the idea of antipodal pairs and parallel support lines introduced by Shamos [52]
or the idea of rotating calipers introduced in [53].
For the general convex set C we take one further step to bound the right hand side of
(5.9) with something else to make the computation of the upper bound simpler. Let Rb
be the minimum area axis-aligned bounding (enclosing) rectangle of C as shown in Figure
5.2. This can be obtained in O(Tx(C)) time. Let p and q be the points where C touches
the shorter sides of Rb. Let R′ denote the minimum area rectangle enclosing C that has


















Figure 5.3: An illustration of the proof of the lower bound in Lemma 20. The rectangle
R′ is the largest rectangle with direction θ∗ + α inscribed in Ropt and the rectangle R′′ is
induced by R′.
a side parallel to the line segment pq. Let w′ ≥ |pq| be the length of this side and h′ the





2). Thus we have










For a convex polygon, this weaker bound can be obtained in O(logn).
Remark 4. The right hand side of (5.9) is minimized when C is a circle giving an upper
bound of 16/π < 5.1, while in that case we have AR(Ropt) = 1. The quality of this upper
bound is not our goal here but we expect that this bound could be improved.
Lemma 20. Let the optimal rectangle Ropt to have the aspect ratio ρ and the direction angle
θ∗ with the x-axis. Also, let ρ be the upper bound on ρ. Then, Rapx, the largest inscribed
rectangle with direction angle θapx ∈ [θ∗ − α, θ∗ + α], for some small α > 0, has area of at
least (1− 2ρα)|Ropt|.
Proof. First note that it suffices to consider only extreme points. For any non-extreme
point θ′ ∈ [θ∗ − α, θ∗ + α] there exists an α′ with 0 < α′ < α such that θ′ = θ∗ − α′ or
θ′ = θ∗ + α′, i.e. θ′ is one of the extreme points of [θ∗ − α′, θ∗ + α′]. Hence, we will have
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|Rapx| ≥ (1 − 2ρα′)|Ropt| ≥ (1 − 2ρα)|Ropt|. Also, it suffices to consider only one of the
extreme cases, say θ∗ + α, as the analysis for the other extreme case is symmetric. Now
assume Rapx has direction angle θ∗ + α, where Rapx is the largest inscribed rectangle for
this direction and θ∗ could be any angle in [−π/4, π/4].
Consider Figure 5.3 as an illustration for the proof. Let rectangle abcd, in c.c.w. order,
to represent Ropt and w.l.o.g. assume that |ab| ≥ |bc| (otherwise we can consider θ∗ + π/2
instead of θ∗) and that a is its lower left corner. Draw a line from a that makes the angle
θ∗+α with the x-axis. Let g be the intersection of this line with bc. Let R′ = efgh be the
largest rectangle with direction θ∗ + α inscribed in Ropt that has g as a corner. It is clear
that R′ ⊂ Ropt ⊂ C and |Rapx| ≥ |R′|, since Rapx is the largest rectangle with the direction
angle θ∗ + α inscribed in C ⊇ Ropt. This can be also seen by Theorem 3 and the fact that
f is in the interior of Ropt and there is no vertex-corner so there exists a larger rectangle
with direction θ∗ + α inside Ropt that has four edge-corners and the area of that rectangle
is also less than |Rapx| by the previous argument.
Now, draw lines gi and ej parallel to ab and let R′′ to denote the rectangle ejgi. For
small enough α the line segments ej and gi do not cross ag and eh. Also, let T1, T2 be the
right triangles 4ehk and 4gjk, respectively. We have α = ∠bag = ∠iga = ∠cgh = ∠dhe =
∠keh = ∠fea, and |ch| ≥ |jk|. Observe that AR(R′) ≥ AR(Ropt) and |eh| ≥ |gh|. This
gives
|cj| = |de| = |eh| sinα ≥ |gh| sinα = |ch| ,
and
|cj| = |de| = |eh| sinα ≤ |ag| sinα = |bg| .
Thus we have
|T2| =
(|bc| − |bg| − |cj|)× |jk|
2 ≤
(|bc| − 2|cj|)× |ch|
2 =
|bc| × |ch| − 2|cj| × |ch|
2 ,







= (|cd| − |ch|)× |cj|2 cosα
≥ |cd| × |cj| − |cj| × |ch|2
≥ (|bc| − |cj|)× |ch| − |cj| × |ch|2
= |bc| × |ch| − 2|cj| × |ch|2 .
Hence, |T1| ≥ |T2| and therefore |R′| ≥ |R′′|. Using |ab| ≤ ρ|bc|, we obtain a lower bound
on the area of R′′ as
|R′′| = |eg| × |gj| = |ab| × (|bc| − |bg| − |cj|)
≥ |ab| × (|bc| − 2|bg|)
= |ab| × |bc| − 2|ab| × |bg|
= |ab| × |bc| − 2|ab|2 tanα
≥ (|ab| × |bc|)− 2ρ tanα(|ab| × |bc|)
' (1− 2ρα)|Ropt|.
Note that for sufficiently small α we have α ∼ tanα. Therefore, we obtain
|Rapx| ≥ |R′| ≥ |R′′| ≥ (1− 2ρα)|Ropt| ≥ (1− 2ρα)|Ropt| ,
which concludes the proof.
It remains to find a direction angle that is within the interval [θ∗ − α, θ∗ + α].
Theorem 21. Given a compact convex set C ⊂ R2, an ε-approximation solution for the




Chapter 5: Exact and Approximation Algorithms 47









ε pieces and sample one direction point from each
piece. Finding ρ requires an O(Tx(C)) pre-processing time; for convex polygons this can
be computed in O(logn), as shown in Lemma 19. Since the Problem (5.8) is solvable for
any fixed t, then ψ(t) is defined for all t ∈ [−1, 1]. We solve the exact subroutine of §5.2
for each sampled direction, and choose the maximum value of f(t) over all these samples
of t. The result will have an area of at least (1 − ε)|Ropt| by Lemma 20. Considering
the complexity of the exact subroutine, the computational complexity of this algorithm is
O(ρπε n
√
n(logn+ 2L)) = O(ε−1n
√
n(logn+ 2L)).
A Family of Approximation Algorithms for Finding the MAIR Inside a Convex
Polygon
When C is a convex polygon, the parametrized optimization approach is not restricted to use
the exact subroutine presented in Section 5.2 and any of the existing efficient algorithms from
the literature that can find the MAAIR in a convex polygon can be used as a subroutine. The
following theorem states the results for the case when the best-known algorithm for finding
the MAAIR in convex polygons is used as the subroutine to the parametrized optimization
algorithm.
Theorem 22. Give a compact convex polygon P , an ε-approximation solution for the
problem of finding the maximum area inscribed rectangle (MAIR) in P can be obtained
in O(ε−1 logn) time with an O(ε−1n) pre-processing time.
Proof. Replace the exact subroutine of Section 5.2 with the algorithm from Alt et al. [30]
that takes O(logn) to find the MAAIR in a convex polygon for any of the O(ε−1) directions.
By Lemma 19, finding ρ requires an O(logn) pre-processing time. Also, the rotation of the
axes and finding the new coordinates for n vertices of P takes an O(n) pre-processing time




Here we apply the presented algorithms on convex sets such as polygons, ellipses, and the
bounded intersection of convex sets. Simulation results for two given polygons and two
random polygons are shown in Figure 6.1 and Figure 6.2, respectively. Examples of axis-
aligned rectangles for the regular and rotated axes are shown in Figure 6.3. Examples
for ellipses and for the intersection of some convex sets are shown in Figures 6.4 and 6.5,
respectively.
6.2 Evaluation
This thesis considered both problems of finding MVAIR (MAAIR) and MVIR (MAIR)
inside a convex set. Unlike most of the literature, that considers this set to be a polygon (a
set of linear inequalities), this thesis relaxes this set to be any geometric convex body that
is expressible in a finite number of convex inequalities. Such convex sets include polytopes
(polygons), ellipsoids, and the intersection of convex sets such as the intersection of ellipses
and halfspaces or the bounded intersection of the epigraph of convex parabolas with ellipses
and halfspaces. The MVIR problem is formulated as a non-convex optimization problem,
while a convex optimization problem is developed for the MVAIR problem, both models
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in higher dimensions. The models can also be easily generalized to the cases of finding
other inscribed geometric shapes. The proposed algorithm finds an ε-approximation to the
MVAIR in a convex set in O((d3 + d2n)
√
n log nε ) time, where d is the dimension, n is the
number of inequalities defining the convex set. This can be rounded to optimality in a
polynomial number of elementary operations in terms of d by choosing a small enough ε.
For finding MAIR in a 2D convex set, a parametric approach is developed that helps us to
find the optimal MAAIR in any given direction of axes, which can be used as a subroutine
to compute (1− ε)-approximation to MAIR in O(ε−1n
√
n(logn+ 2L)) time, where L is the
size of the problem defined as the binary input length of the problem, i.e., the number of
bits needed to encode the problem. When the convex set is a polygon the running time can
be improved to O(ε−1 logn). For the special case of convex polygons our algorithm works
faster than Knauer et al.’s algorithm [32] and in cases where a highly accurate solution for
practical size polygons is needed, it also outperforms Cabello et al.’s algorithm [33].
To our knowledge, except Amenta’s model [26] for the MVAIR problem and the model of
Cabello et al. [33] for the MAIR problem, no other optimization-based algorithm published
so far for these two problems. Furthermore, except for Amenta’s model for MVAIR [26], we
are not aware of any model or algorithm for the higher dimension problem. Our optimization
model for the MVAIR problem is much more efficient than Amenta’s model as it reduces the
O(n2d) number of constraints to O(n) constraints. While none of the existing algorithms
can solve both general and axis-aligned problems, our parametric approach can do so in
2D. Moreover, except Cabello et al.’s algorithm [33], no algorithm is published so far for
either of these problems capable of dealing with a broader spectrum of geometric convex
sets other than polygons. The dependence of the running time of Cabello et al.’s algorithm
[33] to unknown factor TC makes it difficult to compare it with our algorithms for the
general convex sets described by convex inequalities. Our algorithm is unique regarding
the dependence of its performance on the number of inequalities defining the convex set;
although for a polygon, this is n, for an ellipse, this is just one.
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(a) (b)
(c) (d)
Figure 6.1: The largest inscribed rectangle in two given polygons. The objective functions
are shown in (6.1a) and (6.1c). It can be seen that f(−1) = f(1) but f(t) is not necessarily
symmetric or even unimodal over −1 ≤ t ≤ t. The largest inscribed rectangles are obtained
in (6.1b) and (6.1d), using the algorithm described in Section 5.2. “Poly vol.” shows the
area (volume in general) of the polygon and “LIR vol.” show the area of the largest inscribed
rectangle and the percentage of this area to the area of the polygon. Figure (6.1b) shows
the MAIR with one vertex-corner and three edge-corners, while the MAIR in Figure (6.1d)
has four edge-corners.
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(a) (b)
(c) (d)
Figure 6.2: The largest inscribed rectangle in a random polygon with 14 vertices and a
regular 500-gon randomly generated on a circle. The objective functions are shown in (6.2a)
and (6.2c), which shows the contrast between a well-behaved unimodal quasiconvex and
almost symmetric function and an ill-behaved non-smooth function. The largest inscribed
rectangles are obtained in (6.2b) and (6.2d). It should be noted that the largest inscribed
rectangle inside a circle is a square and the fraction of the area at optimality is 2/π '
0.63662.
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(a) (b)
Figure 6.3: The maximum area axis-aligned inscribe rectangles for the regular axes in
a random 15-gon generated on a circle in (6.3a) and for two given directions in a given
polygon in (6.3b). Note in Figure (6.3b) that the conditions of Theorem 3 may not hold for
the maximum area rectangles for given directions as they may not be optimal regarding all
directions.
(a) (b)
Figure 6.4: The largest inscribed rectangles in two given ellipses. Notably, the fraction of
the area of the MAIR to the area of the ellipse is the same as that of circles (2/π ' 0.63662),
which can be verified by the elementary calculus.
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(a) (b)
Figure 6.5: The largest inscribed rectangle in the intersection of an ellipse and a parabola
is presented in (6.5a) and for the intersection of an ellipse, a parabola, and a half-space




We have presented several optimization models for the problem of finding the maximum
volume (axis-aligned) inscribed rectangle in a convex set defined by a finite number of con-
vex inequalities. We presented efficient exact and (1-ε)-approximation algorithms for the
MVAIR, MAAIR, and MAIR problems. The running time of these algorithms only de-
pends on the dimension and the number of convex inequalities that define the convex set.
We have also analyzed the optimal properties of the MAIR in convex polygons, centrally
symmetric convex sets, and axially symmetric convex sets. One future research direction
is to explore the optimal properties of the MVIR problem in the higher dimension and use
those properties in developing efficient algorithms for finding the MVIR. Another poten-
tial direction for future research would be the consideration of inscribing other geometric
shapes in a convex set or approximating a convex set that contains “holes” with multiple
inscribed rectangles. One could also consider extending the existing results of similar shape
approximation problems to higher dimensions.
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