The Davis-Kahan theorem is used in the analysis of many statistical procedures to bound the distance between subspaces spanned by population eigenvectors and their sample versions. It relies on an eigenvalue separation condition between certain relevant population and sample eigenvalues. We present a variant of this result that depends only on a population eigenvalue separation condition, making it more natural and convenient for direct application in statistical contexts, and improving the bounds in some cases. We also provide an extension to situations where the matrices under study may be asymmetric or even non-square, and where interest is in the distance between subspaces spanned by corresponding singular vectors.
Introduction
Many statistical procedures rely on the eigendecomposition of a matrix. Examples include principal components analysis and its cousin sparse principal components analysis (Zou et al., 2006) , factor analysis, high-dimensional covariance matrix estimation and spectral clustering for community detection with network data (Donath and Hoffman, 1973) . In these and most other related statistical applications, the matrix involved is real and symmetric, e.g. a covariance or correlation matrix, or a graph Laplacian or adjacency matrix in the case of spectral clustering.
In the theoretical analysis of such methods, it is frequently desirable to be able to argue that if a sample version of this matrix is close to its population counterpart, and provided certain relevant eigenvalues are well-separated in a sense to be made precise below, then a population eigenvector should be well approximated by a corresponding sample eigenvector.
A quantitative version of such a result is provided by the Davis-Kahan 'sin θ' theorem (Davis and Kahan, 1970) . This is a deep theorem from operator theory, involving operators acting on Hilbert spaces, though as remarked by Stewart and Sun (1990) , its 'content more than justifies its impenetrability'. In statistical applications, we typically do not require this full generality; we state below a version in a form typically used in the statistical literature.
We write · and · F respectively for the Euclidean norm of a vector and the Frobenius norm of a matrix. Recall that if V,V ∈ R p×d both have orthonormal columns, then the vector of d principal angles between their column spaces is given by (cos
whose jth diagonal entry is the jth principal angle, and let sin Θ(V , V ) be defined entrywise.
Theorem 1 (Davis-Kahan sin θ theorem). Let Σ,Σ ∈ R p×p be symmetric, with eigenvalues
columns satisfying Σv j = λ j v j andΣv j =λ jvj for j = r, r + 1, . . . , s. If δ := inf{|λ − λ| :
In fact, both occurrences of the Frobenius norm in (1) can be replaced with the operator norm · op , or any other orthogonally invariant norm. Frequently in applications, we have r = s = j, say, in which case we can conclude that
Since we may reverse the sign ofv j if necessary, there is a choice of orientation ofv j for whichv T j v j ≥ 0. For this choice, we can also deduce that
This theorem is then used to show thatv j is close to v j as follows: first, we argue that Σ is close to Σ. This is often straightforward; for instance, when Σ is a population covariance matrix, it may be thatΣ is just an empirical average of independent and identically distributed random matrices. Then we argue, e.g. using Weyl's inequality, that with high Singular value decomposition, which may be regarded as a generalisation of eigendecomposition, but which exists even when a matrix is not square, also plays an important role in many modern algorithms in Statistics and machine learning. Examples include matrix completion (Candès and Recht, 2009) , robust principal components analysis ) and motion analysis (Kukush et al., 2002) , among many others. Wedin (1972) provided the analogue of the Davis-Kahan theorem for such general real matrices, working with singular vectors rather than eigenvectors, but with conditions and bounds that mix sample and population singular values. In Section 4, we extend the results of Section 2 to such settings; again our results depend only on a condition on the population singular values.
Proofs are deferred to the Appendix.
Main results
Theorem 2. Let Σ,Σ ∈ R p×p be symmetric, with eigenvalues
where λ 0 := ∞ and λ p+1 := −∞. Let d := s − r + 1, and let
Σv j =λ jvj for j = r, r + 1, . . . , s. Then
Moreover, there exists an orthogonal matrixÔ ∈ R d×d such that
Apart from the fact that we only impose a population eigen-gap condition, the main difference between this result and that given in Theorem 1 is in the min(
term in the numerator of the bounds. In fact, the original statement of the Davis-Kahan sin θ theorem has a numerator of V Λ −ΣV F in our notation, where Λ := diag(λ r , λ r+1 , . . . , λ s ).
However, in order to apply that theorem in practice, statisticians have bounded this expression by Σ − Σ F , yielding the bound in Theorem 1. When p is large, though, one would often anticipate that Σ − Σ op , which is the ℓ ∞ norm of the vector of eigenvalues ofΣ − Σ, may well be much smaller than Σ − Σ F , which is the ℓ 2 norm of this vector of eigenvalues.
Thus when d ≪ p, as will often be the case in practice, the minimum in the numerator may well be attained by the first term. It is immediately apparent from (7) and (8) in our proof that the smaller numerator V Λ − ΣV F could also be used in our bound for sin Θ(V , V ) F in Theorem 2, while 2 1/2 V Λ−ΣV F could be used in our bound for VÔ −V F . Our reason for presenting the weaker bound in Theorem 2 is to aid direct applicability; see Section 3 for several examples.
The constants presented in Theorem 2 are sharp, as the following example illustrates. 
In this example, the column spaces of V andV were orthogonal. However, even when these column spaces are close, our bound (2) is tight up to a factor of 2, while our bound (3) is tight up to a factor of 2 3/2 . To see this, suppose that Σ = diag(3, 1) whileΣ =V diag(3, 1)
It is also worth mentioning that there is another theorem in the Davis and Kahan (1970) paper, the so-called 'sin 2θ' theorem, which provides a bound for sin 2Θ(V , V ) F assuming only a population eigen-gap condition. In the case d = 1, this quantity can be related to the square of the length of the difference between the sample and population eigenvectorsv and v as follows:
Equation (4) Many if not most applications of this result will only need s = r, i.e. d = 1. In that case, the statement simplifies a little; for ease of reference, we state it as a corollary:
Corollary 3. Let Σ,Σ ∈ R p×p be symmetric, with eigenvalues λ 1 ≥ . . . ≥ λ p andλ 1 ≥ . . . ≥ λ p respectively. Fix j ∈ {1, . . . , p}, and assume that min(λ j−1 − λ j , λ j − λ j+1 ) > 0, where
.
Applications of the Davis-Kahan theorem in statistical contexts
In this section, we give several examples of ways in which the Davis-Kahan sin θ theorem has been applied in the statistical literature. Our selection is by no means exhaustive -indeed there are many others of a similar flavour -but it does illustrate a range of applications.
In fact, we also found some instances in the literature where a version of the Davis-Kahan theorem with a population eigen-gap condition was used without justification. In all of the examples below, our results can be applied directly to impose more natural conditions, to simplify the proofs and, in some cases, to improve the bounds. (2008), who derives consistency of sparse covariance matrix estimators, Cai et al. (2013) , who study sparse principal component estimation, and Wang and Nyquist (1991) , who consider how eigenstructure is altered by deleting an observation.
von Luxburg (2007), Rohe et al. (2011) , Amini et al. (2013) and Bhattacharyya and Bickel (2014) use the Davis-Kahan sin θ theorem as a way of providing theoretical justification for spectral clustering in community detection with network data. Here, the matrices of interest include graph Laplacians and adjacency matrices, both of which may or may not be normalised. In these works, the statement of the Davis-Kahan theorem given is a slight variant of Theorem 1, and it may appear from, e.g. Proposition B.1 of Rohe et al. (2011) , that only a population eigen-gap condition is assumed. However, careful inspection reveals that Σ andΣ must have the same number of eigenvalues in the interval of interest, so that their condition is essentially the same as that in Theorem 1.
Extension to general real matrices
We now describe how the results of Section 2 can be extended to situations where the matrices under study may not be symmetric and may not even be square, and where interest is in controlling the principal angles between corresponding singular vectors. 
q×d have orthonormal columns satisfying Av j = σ j u j and Av j =σ jûj for j = r, r + 1, . . . , s. Then
Theorem 4 gives bounds on the proximity of the right singular vectors of Σ andΣ.
Identical bounds also hold if V andV are replaced with the matrices of left singular vectors
Tû j =σ jvj for j = r, r + 1, . . . , s. As mentioned in the introduction, Theorem 4 can be viewed as a variant of the 'generalized sin θ' theorem of Wedin (1972) . Again, the main difference is that our condition only requires a gap between the relevant population singular values.
Similar to the situation for symmetric matrices, there are many places in the statistical literature where Wedin's result has been used, but where we argue that Theorem 4 above would be a more natural result to which to appeal. Examples include the papers of Van Huffel and Vandewalle (1989) 
Appendix
We first state an elementary lemma that will be useful in several places.
Lemma 5. Let A ∈ R m×n , and let U ∈ R m×p and W ∈ R n×q both have orthonormal columns.
Then
If instead, U ∈ R m×p and W ∈ R n×q both have orthonormal rows, then
Proof. For the first claim, find a matrix U 1 ∈ R m×(m−p) such that U U 1 is orthogonal, and a matrix W 1 ∈ R n×(n−q) such that W W 1 is orthogonal. Then
For the second claim, observe that
Proof of Theorem 2. Let Λ := diag(λ r , λ r+1 , . . . , λ s ) andΛ := diag(λ r ,λ r+1 , . . . ,λ s ). Then
where we have used Lemma 5 in the second inequality and Weyl's inequality (e.g. Stewart and Sun, 1990, Corollary 4.9) for the final bound. Alternatively, we can argue that
where the second inequality follows from two applications of Lemma 5, and the final inequality follows from the Wielandt-Hoffman theorem (e.g. Wilkinson, 1965, pp. 104-108) .
Let Λ 1 := diag(λ 1 , . . . , λ r−1 , λ s+1 , . . . , λ p ), and let V 1 be a p × (p − d) matrix such that
where the first inequality follows because V T V 1 = 0, and the second from another application of Lemma 5. For real matrices A and B, we write A ⊗ B for their Kronecker product (e.g. Stewart and Sun, 1990, p. 30 ) and vec(A) for the vectorisation of A, i.e. the vector formed by stacking its columns. We recall the standard identity vec(ABC) = (C T ⊗ A)vec(B), which holds whenever the dimensions of the matrices are such that the matrix multiplication is well-defined. We also write I m for the m-dimensional identity matrix. Then
We deduce from (8), (7), (6) and (5) that
as required.
For the second conclusion, by a singular value decomposition, we can find orthogonal matricesÔ 1 ,Ô 2 ∈ R d×d such thatÔ 
The result now follows from our first conclusion.
Proof of Theorem 4. Note that A T A,Â TÂ ∈ R q×q are symmetric, with eigenvalues σ .
Now, by the submultiplicity of the operator norm,
On the other hand,
We deduce from (10), (11) and (12) .
The bound for VÔ − V F now follows immediately from this and (9).
