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In physical systems, coupling to the environment gives rise to dissipation and decoherence.
For nanoscopic materials this may be a determining factor of their physical behavior. However,
even for macroscopic many-body systems, if the strength of this coupling is sufficiently strong,
their ground state properties and phase diagram may be severely modified. Also dissipation
is essential to allow a system in the presence of a time dependent perturbation to attain a
steady, time independent state. In this case, the non-equilibrium phase diagram depends on
the intensity of the perturbation and on the strength of the coupling of the system to the
outside world. In this paper, we investigate the effects of both, dissipation and time dependent
external sources in the phase diagram of a many-body system at zero and finite temperatures.
For concreteness we consider the specific case of a superconducting layer under the action of
an electric field and coupled to a metallic substrate. The former arises from a time dependent
vector potential minimally coupled to the electrons in the layer. We introduce a Keldysh
approach that allows to obtain the time dependence of the superconducting order parameter
in an adiabatic regime. We study the phase diagram of this system as a function of the electric
field, the coupling to the metallic substrate and temperature.
1. Introduction
Recently, with the advent of nanotechnology great interest and effort have been
devoted to the study of decoherence in nano-systems that arises from their coupling
to the environment [1]. Due to their small sizes and consequently reduced number
of degrees of freedom this is a fundamental feature which is going to determine
their properties and eventual applications. Equally important is to understand
the behavior of these nano materials under the action of external time dependent
perturbations.
It turns out however that even in macroscopic many-body systems, the effects of
dissipation and time dependent perturbations are extremely interesting and impor-
tant to investigate. These perturbations can radically modify the phase diagram
of macroscopic systems, both at zero and finite temperatures. An important and
actual question concerns the nature of the phase transitions in nonequilibrium sys-
tems, both classical and quantum. In the quantum case, due to the entanglement
of time and space dimensions, including dissipation is sometimes essential to give a
correct description of the quantum critical phenomena. The most common example
is that of magnetic quantum phase transitions in metals where the magnetic or-
der parameter couples dynamically in a dissipative way to low energy particle-hole
excitations [2].
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While the mathematical treatment of dissipation may be involved, sometimes
requiring a numerical approach [3], it can be done with the usual methods of equi-
librium problems. On the other hand, when considering the effect of external time
dependent perturbations, beyond the regime of linear response, one has to appeal
for more unconventional mathematical approaches to deal with the nonequilibrium
situation, even in steady state. In this case there is a breakdown of the fluctuation-
dissipation theorem [4] due to the explicit time dependence of the parameters in
the Hamiltonian describing the system [5, 6].
In this paper, we investigate the effects of dissipation and of a time dependent
vector potential in the phase diagram of a superconducting material [7–9]. To be
specific, we focus on a system consisting of a superconducting layer under the action
of an external electric field that arises from a time dependent vector potential
that acts exclusively in the layer. The latter is coupled to a metallic substrate
that represents a source of dissipation and allows for the perturbed system to
attain a nonequilibrium, time independent situation. The microscopic mechanism
for dissipation is the transfer of electrons between the two systems [13], the same
type of coupling which gives rise to the proximity effect.
We use a nonequilibrium Keldysh approach and develop a formalism that allows
to obtain the time dependence of the superconducting order parameter, for an
arbitrary time dependence of the vector potential, under an adiabatic condition.
Our method does not resort to the time dependent Landau-Guinzburg equation
neither to Boltzmann”s equation. In this paper, besides introducing the method [14,
15], we will be mainly concerned with the phase diagram of the superconducting
layer, as modified by dissipation and the electric field. We find that for sufficiently
large dissipation and electric field superconductivity in the layer is destroyed at zero
temperature. We fully characterize the quantum critical point (QCP) associated
with the dissipation induced superconductor-normal metal transition. Furthermore,
we discuss the nature of the transition in the presence of the electric field. We show
that in a certain limit this reduces to a depairing transition [16–20] in the presence
of dissipation.
The problem considered in this paper is a classical one in the study of super-
conductivity from both, experimental and theoretical aspects. It has been treated
in the literature by many authors and at different times [13, 16–21], always with
renewed interest [7–12]. As fabrication and experimental techniques improve, new
aspects of this problem are revealed requiring more sophisticated theoretical ap-
proaches. The present work introduces a novel theoretical treatment and focus on
the new aspects of quantum criticality in this paradigmatic system [22].
2. Hamiltonian
We consider the following Hamiltonian [9] describing the superconducting layer,
the metallic substrate and their coupling,
H = Hbath +Hlayer +Hbath−layer, (1)
where Hlayer describes the two-dimensional (2D) superconductor whose physi-
cal properties we are interested in. Hbath takes into account the reservoir and
Hbath−layer in an obvious notation the coupling between the 2D superconductor
and the bulk metal. This coupling represents a source for dissipation. Explicitly
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these Hamiltonians are given by,
Hlayer =
∑
k,σ
1
2m
(
∇
i
−
e
~c
~A(t)
)2
d†k,σdk,σ−λ
∑
k
d†k,↑d
†
k,↓dk,↓dk,↑; (2)
Hbath =
∑
kzkσ
ǫbkz,k,σc
†
kz,k,σ
ckz,k,σ; (3)
Hbath−layer =
∑
kzkσ
(
tzc
†
kz ,k,σ
dk,σ +H.c.
)
, (4)
The vector potential ~A(t) = −c ~Et (~ = 1) gives rise to an electric field ~E =
−1/c(∂ ~A/∂t) that acts only in the superconducting layer. The quantity ǫbkz,k,σ is
the kinetic energy of the electrons in the bath (substrate). Notice that ~k = (k⊥, kz)
and for simplicity we write k⊥ = k. The coupling between the layer and substrate
[Eq. (4)] has an intensity tz and transfers electrons from the layer to the substrate
and vice-versa. It does not conserve momentum since the superconductor is strictly
2D.
Applying a BCS decoupling [23] to Hlayer, we get
Hlayer =
∑
k,σ
ǫ
(
k −
e ~A(t)
~c
)
d†kσdkσ −
1
2
∑
k
(
∆kd
†
k↑d
†
−k↓ +H.c.
)
, (5)
where
∆k = λ
〈
d†k↑d
†
−k↓
〉
(6)
is the superconducting order parameter of the layer. This Hamiltonian has also
been recently studied by Mitra [9].
3. Keldysh formalism for the Green’s functions
In this section we introduce the Keldysh formalism [5, 6] to obtain the normal
and anomalous Green’s functions relevant for the problem. The use of the Keldysh
approach [5, 6] is necessary due to the explicit time dependence of the kinetic term
in the Hamiltonian Hlayer when the electric field is present. A direct consequence
of this time dependence is that the Green’s functions are now functions of (t, t′)
and not of (t− t′) as in the case ~A = 0.
The normal and anomalous Green’s functions are given respectively by (we follow
the notation of Ref. [4]),
≪ dkσ(t)|d
†
kσ(t
′
)≫ ≡ Gc(t, t
′
) (7)
≪ d†−k−σ(t)|d
†
kσ(t
′
)≫ ≡ Gpc(t, t
′
) (8)
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The retarded and advanced Green’s functions obey the equations of motion,
(
i~
∂
∂t
+ǫ(t)
)
Gpc(t, t
′
) = −∆k(t)G
c(t, t
′
)−
∑
kz
tz ≪ c
†
kz−k−σ
(t)|d†kσ(t
′
)≫
(
i~
∂
∂t
−ǫ(t)
)
Gc(t, t
′
) = δ(t−t
′
)−∆k(t)G
pc(t, t
′
)+
∑
kz
t∗z ≪ckzkσ(t)|d
†
kσ(t
′
)≫,
where we defined
ǫ
(
k −
e ~A(t)
~c
)
≡ ǫ(t).
The new Green’s functions obey the equations of motion,
(
i~
∂
∂t
+ ǫbkz,k,σ
)
≪ c†kz−k−σ(t)|d
†
kσ(t
′
)≫ = −t∗zG
pc(t, t
′
)
(
i~
∂
∂t
− ǫbkz,k,σ
)
≪ ckzkσ(t)|d
†
kσ(t
′
)≫ = tzG
c(t, t
′
).
where ǫbkz,k,σ is the kinetic energy of the electrons in the substrate (bath). To
solve the system above, we introduce four auxiliary Green’s functions through
their equations of motion.
(
i~
∂
∂t
+ ǫbkz,k,σ
)
gkzkσ(t− t
′
) = δ(t− t
′
) (9)
(
i~
∂
∂t
− ǫbkz,k,σ
)
g
′
kzkσ(t− t
′
) = δ(t− t
′
) (10)
(
i~
∂
∂t
+ ǫ(t)
)
gpc(t, t
′
) = δ(t− t
′
) (11)
(
i~
∂
∂t
− ǫ(t)
)
gc(t, t
′
) = δ(t− t
′
), (12)
such that,
≪ c†kz−k−σ(t)|d
†
kσ(t
′
)≫ = −
∫
dt1t
∗
zgkzkσ(t, t1)G
pc(t1, t
′
) (13)
≪ ckzkσ(t)|d
†
kσ(t
′
)≫ =
∫
dt1tzg
′
kzkσ(t, t1)G
c(t1, t
′
) (14)
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and
Gpc(t, t
′
) = −
∫
dt1g
pc(t, t1)∆k(t1)G
c(t1, t
′
)−
−
∑
kz
tz
∫
dt1g
pc(t, t1)≪ c
†
kz−k−σ
(t1)|d
†
kσ(t
′
)≫ (15)
Gc(t, t
′
) = gc(t, t
′
)−
∫
dt1t
∗
zg
c(t, t1)∆k(t1)G
c(t1, t
′
) +
+
∑
kz
t∗z
∫
dt1g
c(t, t1)≪ ckzkσ(t1)|d
†
kσ(t
′
)≫ . (16)
Next, we define the self-energies as:
Σ(t1, t2) =
∑
kz
|tz|
2gkzkσ(t1, t2) ≈ Σ¯(t1, t2) =
∑
kz
|tz|
2g
′
kzkσ(t1, t2). (17)
In terms of these self-energies, we have the following implicit equations for the
anomalous and normal Green’s functions,
Gpc(t, t
′
) = −
∫
dt1g
pc(t, t1)∆k(t1)G
c(t1, t
′
) +
+
∫
dt1
∫
dt2g
pc(t, t1)Σ(t1, t2)G
pc(t2, t
′
) (18)
Gc(t, t
′
) = gc(t, t
′
)−
∫
dt1g
c(t, t1)∆k(t1)G
pc(t1, t
′
) +
+
∫
dt1
∫
dt2g
c(t, t1)Σ(t1, t2)G
c(t2, t
′
). (19)
4. Adiabatic approximation
To make further progress we make a reparametrization in time of the equations
above. A convenient choice is to introduce a slow time [(t + t
′
)/2] and a fast time
(t− t
′
) [14], such that,
(t, t
′
)→
(
t− t
′
,
t+ t
′
2
)
= (t− t
′
, t¯).
In terms of these times, equations (18) and (19) become,
Gpc(t− t
′
, t¯) = −
∫
dt1g
pc
(
t− t1,
t+ t1
2
)
∆k(t1)G
c
(
t1 − t
′
,
t1 + t
′
2
)
+
∫
dt1
∫
dt2g
pc
(
t− t1,
t+ t1
2
)
Σ
(
t1 − t2,
t1 + t2
2
)
Gpc
(
t2 − t
′
,
t2 + t
′
2
)
(20)
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Gc(t− t
′
, t¯) = gc(t− t
′
, t¯)−
∫
dt1g
c
(
t−t1,
t+t1
2
)
∆k(t1)G
pc
(
t1−t
′
,
t1+t
′
2
)
+
∫
dt1
∫
dt2g
c
(
t− t1,
t+ t1
2
)
Σ
(
t1 − t2,
t1 + t2
2
)
Gc
(
t2 − t
′
,
t2 + t
′
2
)
.
(21)
Once we have distinguished between the fast and slow time scales we can implement
an adiabatic approximation [14, 15] which in our case consists to take into account
terms up to linear order in the variables associated with the slow time scale. The
validity of this approximation requires the characteristic time associated with the
change of the external parameter (the vector potential) to be large compared to
the lifetime of an electron in the superconducting layer before it is scattered to
the metallic substrate. Since the time derivative of the vector potential is related
to the electric field, the adiabatic condition turns out to involve the electric field.
This condition will be given and discussed in more detail below.
Expanding the relevant Green’s functions to linear order in the variables associ-
ated with the slow time scale,
G
(
t− t
′
,
t+t
′
2
)
≈ G(t− t
′
, t¯)+
(
t
′
− t
2
)
∂
∂t¯
G(t−t
′
, t¯)
∣∣∣
t¯=t
+O[(t¯−t)2], (22)
which is rewritten as,
G(t− t′, t¯) = G(0)(t− t′, t¯) +G(1)(t− t′, t¯), (23)
where the zeroth order term refers to equilibrium quantities.
Using the expansion (22) in equations (20) and (21), up to linear order in the
slow variable, we get,
Gpc(t− t
′
, t¯) = −∆k(t¯)
∫
dt1
[
gpc(t− t1, t¯)G
c(t1 − t
′
, t¯)+
+
(
t1 − t
2
)
gpc(t− t1, t¯)
∂Gc(t1 − t
′
, t¯)
∂t¯
+
+
(
t1 − t
′
2
)
∂gpc(t− t1, t¯)
∂t¯
Gc(t1 − t
′
, t¯)
]
−
−
∫
dt1g
pc(t− t1, t¯)(t1 − t¯)
∂∆k(t¯)
∂t¯
Gc(t1 − t
′
, t¯) +
+
∫
dt1
∫
dt2
[
gpc(t− t1, t¯)Σ(t1 − t2, t¯)G
pc(t2 − t
′
, t¯)+
+
(
t2 − t
2
)
gpc(t− t1, t¯)Σ(t1 − t2, t¯)
∂Gpc(t2 − t
′
, t¯)
∂t¯
+
+
(
t1 − t
2
+
t2 − t
′
2
)
gpc(t− t1, t¯)
∂
∂t¯
(
Σ(t1 − t2, t¯)G
pc(t2 − t
′
, t¯)
)
+
+
(
t1 − t
′
2
)
∂
∂t¯
[gpc(t− t1, t¯)Σ(t1 − t2, t¯)]G
pc(t2 − t
′
, t¯)
]
(24)
June 15, 2018 22:25 Philosophical Magazine philo2
7
and
Gc(t− t
′
, t¯) = gc(t− t
′
, t¯)−∆k(t¯)
∫
dt1
[
gc(t− t1, t¯)G
pc(t1 − t
′
, t¯)+
+
(
t1 − t
2
)
gc(t− t1, t¯)
∂Gpc(t1 − t
′
, t¯)
∂t¯
+
+
(
t1 − t
′
2
)
∂gc(t− t1, t¯)
∂t¯
Gpc(t1 − t
′
, t¯)
]
−
−
∫
dt1g
c(t− t1, t¯)(t1 − t¯)
∂∆k(t¯)
∂t¯
Gpc(t1 − t
′
, t¯) +
+
∫
dt1
∫
dt2
[
gc(t− t1, t¯)Σ(t1 − t2, t¯)G
c(t2 − t
′
, t¯)+
+
(
t2 − t
2
)
gc(t− t1, t¯)Σ(t1 − t2, t¯)
∂Gc(t2 − t
′
, t¯)
∂t¯
+
+
(
t1 − t
2
+
t2 − t
′
2
)
gc(t− t1, t¯)
∂
∂t¯
(
Σ(t1 − t2, t¯)G
c(t2 − t
′
, t¯)
)
+
+
(
t1 − t
′
2
)
∂
∂t¯
(gc(t− t1, t¯)Σ(t1 − t2, t¯))G
c(t2 − t
′
, t¯)
]
(25)
where terms of second order in (t¯− t
′
) have been neglected.
Fourier transforming in the fast variables (t − t′) and using the expansion Eq.
(22) allows to separate the Green’s functions and the order parameter in two con-
tributions, respectively, in zero order and first order in the slow variable t¯, as in
Eq. (23). We can collect terms of the same order and finally obtain,
Gpc(0) = −∆
(0)
k g
pc(0)Gc(0)+gpc(0)ΣGpc(0) (26)
Gpc(1) = −∆
(0)
k (g
pcGc)1 −∆
(1)
k g
pc(0)Gc(0) +
i
2
∂
∂t¯
∆
(0)
k
(
gpc(0)Gc(0)
)
∂ω
+
+Σ(gpcGpc)1 +
i
2
∆
(0)
k
(
gpc(0)Gc(0)
)
∂ω∂t¯
−
i
2
∂
∂ω
(
gpc(0)Σ
) ∂
∂t¯
Gpc(0) +
+
i
2
∂
∂t¯
gpc(0)
∂
∂ω
(
ΣGpc(0)
)
(27)
and
Gc(0) = gc(0) −∆
(0)
k g
c(0)Gpc(0) + gc(0)ΣGc(0) (28)
Gc(1) = gc(1)−∆
(0)
k (g
cGpc)1−∆
(1)
k g
c(0)Gpc(0)+
i
2
∂
∂t¯
∆
(0)
k
(
gc(0)Gpc(0)
)
∂ω
+
+Σ(gcGc)1 +
i
2
∆
(0)
k
(
gc(0)Gpc(0)
)
∂ω∂t¯
−
i
2
∂
∂ω
(
gc(0)Σ
) ∂
∂t¯
Gc(0) +
+
i
2
∂
∂t¯
gc(0)
∂
∂ω
(ΣGc(0)) (29)
where the functions above depend on (ω, t¯) and we have neglected terms of second
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order in t¯−t
′
. We also used that Σ is time independent and introduced the following
notation,
(fg)1 = f0g1 + f1g0
(fg)∂ω∂t¯ = ∂ωf∂t¯g − ∂t¯f∂ωg
(fg)∂ω(t¯) = g∂ω(t¯)f − f∂ω(t¯)g,
where f and g are any two Green’s function.
We will now solve the problem above considering terms of the same order sepa-
rately.
4.1. Zero order solution
Let us consider initially the zero order problem. At this level of approximation
the slow time is taken as fixed at an arbitrary time t¯ = t¯0, which for simplicity
we take as zero (t¯0 = 0). This corresponds to take the electric field as zero, such
that, there is no explicit time dependence in the problem. We want to obtain the
retarded, advanced and Keldysh (lesser) components of the Green’s functions. For
the retarded and advanced Green’s functions in zero order, we get,
{
Gpc(0)r(a)=−∆
(0)
k g
pc(0)r(a)Gc(0)r(a)+gpc(0)r(a)Σr(a)Gpc(0)r(a)
Gc(0)r(a) = gc(0)r(a) −∆
(0)
k g
c(0)r(a)Gpc(0)r(a) + gc(0)r(a)Σr(a)Gc(0)r(a),
(30)
which are functions of (ω, t¯). Notice that we have a system of two equations and
two unknowns that can be easily solved.
Once we find Gc(0)r(a) e Gpc(0)r(a), we can use the fluctuation-dissipation theo-
rem for the zero order Green’s functions to obtain the Keldysh (lesser) anomalous
Green’s function. We get,
Gpc(0)< = f(ω)[Gpc(0)a −Gpc(0)r]. (31)
Since gc(0)r(a) and gpc(0)r(a) given by Eqs. (9) and (10) can be directly obtained,
we can use again the fluctuation-dissipation theorem to obtain a complete solution
of the system of equations. For the self-energies we use the following approxima-
tion [9],
Σr(a) ≈ Σ¯ ≈ ∓iΓ,
(32)
where the signs (−) and (+) refer to the retarded and advanced components of the
self-energy, respectively. The physical meaning of Γ is the inverse of the lifetime
τ = 1/Γ that the electron stays in the superconducting film before being scattered
to the substrate. Using the fluctuation-dissipation theorem to obtain Σ<, we finally
get,
Gpc(0)r(a) =
∆
(0)
k
(Γ∓ iω)2 + E2k
(33)
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and
Gpc(0)< = −
4iΓ∆
(0)
k ωf(ω)[
Γ2 − ω2 + E2k
]2
+ 4Γ2ω2
, (34)
where Ek =
√
∆
(0)2
k + ǫ
2
k. Similarly we can obtain solutions for the Green’s func-
tions Gc(0)r(a) e Gc(0)<.
From Eq. (34) and using that,
∆
(0)
k = λ
∑
k
∫
1
2πi
Gpc(0)<(ω, t¯)dω, (35)
we can find the gap equation for ∆
(0)
k . This is given by,
∆
(0)
k =
∑
k
λ
π
∫
dωf(ω)
∆
(0)
k
Ek
[
−
Γ
(ω − Ek)2 + Γ2
+
Γ
(ω + Ek)2 + Γ2
]
. (36)
This equation can be solved self-consistently to yield the superconducting order
parameter as a function of temperature and of the coupling to the metallic substrate
through the damping parameter Γ. Since here we are interested in obtaining the
finite temperature phase diagram of the system, we take ∆
(0)
k = 0. Performing the
integration in ω, we get:
1
λν
=
1
π
∫ Ω
−Ω
dǫ
ǫ
Im
[
ψ
(
1
2
+
βc(Γc + iǫ)
2π
)]
(37)
where βc = 1/kBTc, ν is the density of states at the Fermi level and ψ the digamma
function. It can be easily checked that when Γ = 0, this yields the usual mean-field
BCS result for the critical temperature Tc. On the other hand, at zero tempera-
ture we find there is a critical value of the dissipation parameter Γc above which
superconductivity in the layer is destroyed. This is given by,
1
λν
= ln
(
Ω
Γc
)
=⇒ Γc = Ωexp
[
−
1
ν
]
, (38)
or
Γc =
∆0
2
, (39)
where ∆0 = 2Ωe
−1/λν is the gap in the 2D layer in equilibrium.
The critical value of the dissipation, Eq. (39), and the zero order phase diagram of
the superconducting film with dissipation Tc(Γ) coincide with the results obtained
by Mitra [9] using a different approach.
4.1.1. Nature of the dissipation induced transition ( ~A = 0)
We have shown above that for a sufficiently strong coupling between the layer and
the normal substrate, superconductivity can be suppressed at a quantum critical
point (QCP) at Γc. An important question, for which the mean-field approach
above can not give an appropriate answer concerns the nature of this transition.
Which is the universality class of the dissipation induced QCP and in particular
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which is the value of its associated dynamic exponent z? To investigate this problem
we need to include fluctuations to the zero order solution. For this purpose we use
an alternative approach which consists to calculate the response of the layer, in the
absence of the vector potential, to a fictitious, frequency and wavevector dependent
field of intensity h that couples to the superconducting order parameter [24]. This
response is given in terms of a generalized susceptibility χ(q, ω), such that,
δ∆
(0)
k (ω) =
χ(q, ω)
1− λχ(q, ω)
h. (40)
The condition
1− λχ(q = 0, ω = 0) = 0. (41)
signals an instability to a homogeneous superconducting state, since ∆(0) can be
finite even in the absence of the fictitious field. On the other hand, considering the
frequency and wave vector dependence of the generalized susceptibility amounts
to take into account the fluctuations close to this instability. The quantity χ(q, ω)
is the q-dependent dynamic pair susceptibility [25] of the layer, that we generalize
here to include a finite life-time of the quasi-particles in the normal phase. It is
given by,
χ(q, ω) =
1
2
∑
k
[
tanh(βǫk/2)
ǫk+q + ǫk − (ω + iτ
−1
SC/2)
+
tanh(βǫk/2)
ǫk−q + ǫk − (ω + iτ
−1
SC/2)
]
, (42)
where β = (kBT )
−1. Dissipation is included in the term iτ−1SC . We take τSC = τ =
Γ−1 which is the life-time of the quasi-particles in the layer due to the coupling
with the metallic substrate. For T = 0 and close to q = 0 and ω = 0, we can
calculate this susceptibility and obtain,
χ(q ≈ 0, ω ≈ 0) =
ν
4
ln
(
Ω4
Γ4
)
−
ν(qvF )
2
2Γ2
+ i
νω
Γ
. (43)
Notice that the relevant wave-vector to expand is near q = 0 since we are interested
in an instability to a uniform superconducting state. The Thouless condition 1 −
ℜeχ(q = 0, ω = 0) = 0 yields,
1
λν
= ln
(
Ω
Γc
)
. (44)
which coincides with Eq. (38) obtained previously. Consequently, the present ap-
proach that incorporates the finite life-time of the quasi-particles in the layer
through the dynamic pair susceptibility yields the same dissipation induced quan-
tum critical point obtained previously. The advantage of course is that we have
now a full dynamic description of the quantum phase transition. Following the ap-
proach of Hertz [2], we can write an effective action, at the Gaussian level, which
describes this QCP,
S =
∫
dq
∫
dω
[(
Γ− Γc
Γc
)
+
(qvF )
2
2Γ2
+
|ω|
Γ
]
|∆0(q, ω)|2. (45)
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where Γc = ∆0/2 as before. The dynamic exponent turns out to be z = 2 and
the effective dimension of the QCP, deff = d + z = 4 [22]. Then the quantum
normal-to-superconductor phase transition in the layer when its coupling to the
metallic substrate is reduced occurs at the upper critical dimension dc = 4 in
which case logarithmic corrections to the Gaussian or mean-field critical behavior
is expected [22].
Later on we will use the the properties of this QCP, in particular the values of
the critical exponents ν = 1/2 and z = 2, to discuss the phase diagram and scaling
properties in the presence of interactions and an electric field.
4.2. First order approach
Let us now consider the first order terms of the Green’s functions and of the
order parameter. First, we notice that due to the time reparametrization, we can
easily show that the Green’s functions gpc(1)r(a)< = gc(1)r(a)< = 0 and gpc(1) =
gc(1) = 0 [15]. Using this simplification in equations (30) and (32) and applying the
Langreth rules [14, 26] for the retarded and advanced components, we get a system
with two equations and two parameters. We can solve this system and find:
Gc(1)r(a) =
1− gpc(0)r(a)(
1− gc(0)r(a)Σr(a)
) (
1− gpc(0)r(a)Σr(a)
)
−2 ∆
(0)2
k g
pc(0)r(a)gc(0)r(a)
×
{
−∆
(0)
k
[
gc(0)r(a)
1− gpc(0)r(a)Σr(a)
{
∆
(0)
k
2
(
gpc(0)r(a)Gc(0)r(a)
)
∂ω∂t¯
−
−∆
(1)
k g
pc(0)r(a)Gc(0)r(a) −
1
2
∂
∂ω
(
gpc(0)r(a)Σr(a)
) ∂
∂t¯
Gpc(0)r(a) +
+
i
2
∂
∂t¯
gpc(0)r(a)
∂
∂ω
(
Σr(a)Gpc(0)r(a)
)}
−
i
2
(
gpc(0)r(a)Gc(0)r(a)
)
∂ω
−
−
i
2
(
gc(0)r(a)Gpc(0)r(a)
)
∂ω∂t¯
]
−∆
(1)
k g
c(0)r(a)Gpc(0)r(a) +
+
i
2
∂∆
(0)
k
∂t¯
(
gc(0)r(a)Gpc(0)r(a)
)
∂ω−
i
2
∂
∂ω
(
gc(0)r(a)Σr(a)
) ∂
∂t¯
Gc(0)r(a)+
+
1
2
∂
∂t¯
gc(0)r(a)
∂
∂ω
(
Σr(a)Gc(0)r(a)
)}
(46)
that depends only on known quantities.
Also,
Gpc(1)r(a) =
1
1−Σr(a)gpc(0)r(a)
{
−∆
(0)
k g
pc(0)r(a)Gc(1)r(a)−
i
2
(
gpc(0)r(a)Gc(0)r(a)
)
∂ω∂t¯
−
−∆
(1)
k g
pc(0)r(a)Gc(0)r(a) −
i
2
∂
∂ω
(
gpc(0)r(a)Σr(a)
) ∂
∂t¯
Gpc(0)r(a) +
+
i
2
∂
∂t¯
gpc(0)r(a)
∂
∂ω
(
gpc(0)r(a)Σr(a)
)
+
i
2
∂∆
(0)
k
∂t¯
(
gpc(0)r(a)Gc(0)r(a)
)
∂ω
}
(47)
that involves Gpc(1)r(a) calculated before (Eq. (47)). In equations (46) and (47),
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we use the fact that the self-energy is independent of t¯ (see Eq. 32). Using the
Langreth rules [14, 26] for the retarded and advanced components of the Green’s
functions, we get for the first order Keldysh (lesser) Green’s function:
Gc(1)< =
(
1− gpc(0)rΣr
)
(
1− gc(0)rΣr
) (
1− gpc(0)rΣr
)
−2 ∆
(0)2
k g
pc(0)rgc(0)r
{
−∆
(0)
k g
c(0)r
1− gpc(0)rΣr{
∆
(0)
k
i
2
(
gpc(0)rGc(0)<
)
∂ω∂t¯
+∆
(0)
k
i
2
(
gpc(0)<Gc(0)a
)
∂ω∂t¯
−
−∆
(0)
k g
pc(0)<Gc(1)a −∆
(1)
k g
pc(0)rGc(0)< −∆
(1)
k g
pc(0)<Gc(0)a+
+gpc(0)rΣ<Gpc(1)a+gpc(0)<ΣaGpc(1)a+
i
2
∂∆
(0)
k
∂t¯
(
gpc(0)rGc(0)<
)
∂ω
+
+
i
2
∂∆
(0)
k
∂t¯
(
gpc(0)<Gc(0)a
)
∂ω
−
i
2
∂
∂ω
(
gpc(0)rΣr
) ∂Gpc(0)<
∂t¯
−
−
i
2
∂
∂ω
(
gpc(0)rΣ<
) ∂Gpc(0)a
∂t¯
−
i
2
∂
∂ω
(
gpc(0)<Σa
) ∂Gpc(0)a
∂t¯
+
+
i
2
∂gpc(0)r
∂t¯
∂
∂ω
(
ΣrGpc(0)<
)
+
i
2
∂gpc(0)r
∂t¯
∂
∂ω
(
Σ<Gpc(0)a
)
+
+
i
2
∂gpc(0)<
∂t¯
∂
∂ω
(
ΣaGpc(0)a
)}
−∆
(0)
k g
c(0)<Gpc(1)a −∆
(1)
k g
c(0)<Gpc(0)a +
+
i∆
(0)
k
2
(
gc(0)rGpc(0)<
)
∂ω∂t¯
+
i∆
(0)
k
2
(
gc(0)<Gpc(0)a
)
∂ω∂t¯
−
−∆
(1)
k g
c(0)rGpc(0)< + gc(0)rΣ<Gc(1)a + gc(0)<ΣaGc(1)a +
+
i
2
∂∆
(0)
k
∂t¯
(
gc(0)rGpc(0)<
)
∂ω
+
i
2
∂∆
(0)
k
∂t¯
(
gc(0)<Gpc(0)a
)
∂ω
−
−
i
2
∂gc(0)<
∂t¯
∂
∂ω
(
ΣaGc(0)a
)
−
i
2
∂
∂ω
(
gc(0)rΣr
) ∂Gc(0)<
∂t¯
+
+
i
2
∂∆
(0)
k
∂t¯
(
gc(0)rGpc(0)<
)
+
i
2
∂∆
(0)
k
∂t¯
(
gc(0)<Gpc(0)a
)
−
−
1
2
∂
∂ω
(
gc(0)rΣ<
) ∂Gc(0)a
∂t¯
−
1
2
∂
∂ω
(
gc(0)<Σa
) ∂Gc(0)a
∂t¯
+
+
i
2
∂gc(0)r
∂t¯
∂
∂ω
(
ΣrGc(0)<
)
+
i
2
∂gc(0)r
∂t¯
∂
∂ω
(
Σ<Gc(0)a
)}
(48)
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and
Gpc(1)< =
1
1−Σrgpc(0)r
[
−∆
(0)
k g
pc(0)rGc(1)<−∆
(0)
k g
pc(0)<Gc(1)a+gpc(0)<ΣrGpc(1)a +
+gpc(0)aΣ<Gpc(1)a+
i
2
∂∆k
∂t¯
(
gpc(0)rGc(0)<
)
∂ω
+
i
2
∂∆k
∂t¯
(
gpc(0)<Gc(0)a
)
∂ω+
+
i
2
∆
(0)
k
(
gpc(0)rGc(0)<
)
∂ω∂t¯
+
i
2
∆
(0)
k
(
gpc(0)<Gc(0)a
)
∂ω∂t¯
−
−
1
2
∂
∂ω
(
gpc(0)rΣr
) ∂
∂t¯
Gpc(0)< −
1
2
∂
∂ω
(
gpc(0)rΣ<
) ∂
∂t¯
Gpc(0)a −
−
1
2
∂
∂ω
(
gpc(0)r<Σa
) ∂
∂t¯
Gpc(0)a +
i
2
∂
∂t¯
gpc(0)r
∂
∂ω
(
ΣrGpc(0)<
)
+
+
i
2
∂
∂t¯
gpc(0)r
∂
∂ω
(
Σ<Gpc(0)a
)
+
i
2
∂
∂t¯
gpc(0)<
∂
∂ω
(
ΣaGpc(0)a
)]
. (49)
The first order contribution to the order parameter ∆
(1)
k is obtained from the
equation:
∆
(1)
k (t¯) = λ
∑
k
∫
1
2πi
Gpc(1)<(ω, t¯)dω. (50)
The equations above provide a fully self-consistent solution for the time depen-
dent order parameter in the adiabatic approximation for an arbitrary time de-
pendence of the vector potential. It can be obtained numerically, as a function of
temperature and of the electric field.
Now that we have introduced the lifetime τ of the electrons in the layer, we
can discuss and obtain the adiabatic condition under which the results above are
valid. The relevant time scales to be compared are the electronic lifetime τ and
the characteristic time associated with the time variation of the vector potential
(∝ (∂A/∂t)−1) in the layer. This adiabatic condition requires that the time varia-
tion of the vector potential is much slower than the relaxation time of the electrons.
Mathematically, this implies that the first order adiabatic corrections that involve
the time and frequency derivatives of all quantities appearing in the expression for
the lesser Green’s function Gpc(1)< are small compared to the zero order terms.
Ultimately, due to the equality E = −(−1/c)∂A/∂t, the adiabatic condition in-
volves a constraint on the electric field in the film and is given by, T˜ τ/~≪ 1 where
T˜ = eEvF τ . This implies that the time variation of the potential is slow compared
with the characteristic relaxation time of the electrons in the layer and guarantees
that the first order correction is small with respect to the zeroth order term.
In the next section, using the first order correction for the order parameter,
we calculate the phase diagram of the dissipative superconducting film under the
action of the electric field when the system has reached a steady state regime. In this
stationary regime, the properties of the system remain unchanged in time and the
time t¯ can be replaced by the lifetime τ of the electrons in the layer (t¯ = τ = 1/Γ).
This is the actual time the current carriers remain under the action of the electric
field before being scattered to different quasi-particle states.
4.2.1. Zero temperature phase diagram
In order to obtain the quantum critical points and critical lines separating the
normal and superconducting phases, we take ∆ = ∆(0) + ∆(1) = 0 and T = 0.
Here ∆ is the actual (measurable) value of the order parameter in the presence
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of the electric field, under the conditions of validity of the first order adiabatic
approximation. We take initially ∆
(0)
k = 0 and T = 0. In this case, Eq. (49)
simplifies and we get:
Gpc(1)<=
∆
(1)
k
[Γ2 + (ω − ǫk(t¯))2] [Γ2 + (ω + ǫk(t¯))2]
(
−2Γπ[ω+ǫk(t¯)]
2δ(ω+ǫk(t¯))+
+2i
[
2Γω+π(ω−ǫk(t¯))(ω+ǫk(t¯))
2δ(ω+ǫk(t¯))
])
,
(51)
where ǫk(t¯) =
1
2m (k− eEt¯)
2 − 12mk
2
F ≈ vF (k − kF )− eEvF t¯ cos θ. Next, we replace
the average or slow time by the electronic lifetime in the layer (t¯→ τ), to describe
the steady state regime as we discussed before. Finally, substituting the resulting
equation in the integral (50) and making use of the delta functions, the remaining
integral is given by,
∆
(1)
k =
∑
k
λ
2πi
∫ ∞
0
4iΓ∆
(1)
k
ω
[Γ2+(ω−ǫk(τ))2] [Γ2+(ω+ǫk(τ))2]
dω. (52)
Using that ∆
(1)
k = ∆
(1) is independent of k, this quantity which also vanishes at
the phase transition cancels out. The frequency integration can be performed to
yield:
1
λν
= vF
∫ pi
−pi
dθ
∫ kF+δ
kF−δ
dk
(2π)2
1
ǫk(τ)
[
2 arctan
(
ǫk(τ)
Γ
)]
. (53)
We recall that ǫk(τ) = vF (k − kF )− T˜ cos θ where we defined T˜ = eEvF τ .
It is interesting to consider first the limit Γ → 0 of this expression, but with
the product Eτ = E/Γ finite, when the layer decouples from the substrate. In this
limit, performing the integrations, first in θ and then in k, we get:
1
λν
=
1
2
ln
∣∣∣∣∣∣
√
1− (T˜ 0c /Ω)
2 + 1√
1− (T˜ 0c /Ω)
2 − 1
∣∣∣∣∣∣ , (54)
where T˜ 0c = eEvF τ is finite, since the electric field E → 0 to keep the product
E/Γ = Eτ finite. For (T˜ 0c /Ω)≪ 1, this equation yields the following condition for
the boundary of the superconducting phase:
T˜ 0c = ∆0. (55)
In a superconducting film the depairing current density is defined as that for which
the kinetic energy of the current carriers exceeds the binding energy of the Cooper
pairs. It is then energetically favorable for the electrons to separate and cease to
be superconducting. This occurs when the energy balance δE = 2∆0 − 2mvDvF
becomes negative [16, 17]. The quantity vD is the drift velocity and it can be
easily verified that spontaneous depairing occurs at the critical drift velocity vcD =
∆0/mvF . In our case the drift velocity is given by vD = eEτ/m, such that, the
condition vcD = ∆0/mvF implies T˜
0
c = ∆0 as obtained above. For current densities,
such that, T˜ > ∆0, the superconducting order parameter vanishes [20]. Then,
when Γ→ 0, and the film is decoupled from the substrate, it presents a depairing
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transition [17] from the superconducting to the normal state for T˜ 0 > ∆0, i.e., for a
critical electric field E0c = ∆0/evF τ . This result relies on a correspondence, within
the two fluid model, between a state with a finite normal but a zero superfluid one
and another state with a finite superfluid but zero normal component[16].
Let us now turn on the coupling Γ of the layer to the substrate. To linear order in
Γ (O(Γ)) we get after performing the integrations and using that 1/ν = ln(2Ω/∆0),
ln
2Ω
∆0
= ln
2Ω
T˜c
+
2
π
Γ/Ω√
1− (T˜c/Ω)2
. (56)
Neglecting terms of O(Γ/Ω.T˜ 2c /Ω
2) we get,
T˜c = ∆0 exp
(
2Γ
πΩ
)
. (57)
Then the coupling of the layer to the metallic substrate increases the critical elec-
tric field to destroy superconductivity in the layer. The physical reason for this
interesting phenomenon may be that the quantity Γ and consequently the lifetime
τ are determined by the coupling tz between the layer and the substrate (see the
Hamiltonian, Eq. 4). This coupling is responsible for the proximity effect which in-
duces pairing in the metallic substrate reinforcing superconductivity in the whole
system [13], at least for small tz.
Finally, we consider Eq. 53 in the limit that T˜ → 0 and for small Γ. After
integration in k, we are left with the following angular integral:
1
λν
=
1
2π
∫ pi
−pi
ln
[
1− y2 cos2(θ)
(Γ/Ω)2
]
dθ (58)
where y = (T˜ /Ω). Performing the integral, we get
1
λν
= ln


1
4
[
1 +
√
1− (T˜c/Ω)2
]2
Γ/Ω

 , (59)
which yields,
T˜c = 2Ω
[(
1−
√
Γ
Γc
)√
Γ
Γc
]1/2
(60)
for Γ/Γc ≥ 1/4. The parameter Γc is given by Eq. (39) and represents the critical
value of dissipation for destroying superconductivity in the layer in the absence of
the electric field. Then in mean-field we find a critical line T˜c(Γ) separating the
normal from the superconducting phase. If this line is to survive fluctuations, its
non-mean-field form close to the dissipation induced quantum critical point can
be obtained from a scaling approach using the properties of this QCP at T˜c = 0,
Γ = Γc determined before [22]. We use that the electric field (or T˜ ) is a relevant
perturbation at this QCP, together with standard renormalization group arguments
to obtain, T˜c ∝ |Γ − Γc|
ψ, where the shift exponent, ψ = z/(d + z − 2) [22, 27].
For a nearly 2D system, using z = 2 as found before, we get ψ = 1 (see Fig. 1).
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The crossover line between the quantum disordered and quantum critical regime,
T˜x ∝ |Γ−Γc|
νz is also linear on the distance to the QCP, since νz = 1 (see Fig. 1).
Based solely on the properties of the dissipation induced QCP and the scaling
expression for the electric field dependent conductivity [7, 8],
σ(E) = ξ2−dF
[
E
|g|ν(z+1)
]
,
where g = (Γ− Γc)/Γc, and ξ = |g|
−ν , we find for the conductivity of the film the
scaling form,
σ(E) = σ0F
[
E
|g|3/2
]
,
where we used z = 2 and ν = 1/2 for the QCP at T˜ = 0, Γ = Γc with deff = 4.
The scaling function F [x] is known in two limits [7]. For x → ∞, F [x] goes to a
constant, such that the conductivity approaches a universal value at the quantum
phase transition (g = 0) [7]. Also for x → 0, F [x] has an analytic expansion, i.e.,
F [x→ 0] ∝ x2 +O(x4) [7]. Along the critical line T˜c(Γ), we get,
σ(E) = σ0F
[
E
|g(Tˆ )|3/2
]
,
where g(Tˆf ) = 0 is the equation for the electric field dependent critical line, such
that, a universal value is also reached for E = Ec(Γ). Because of the relation
ψ = νz between the shift and the crossover exponent [29], and the equality of
the scaling exponent of the conductivity in zero and finite fields, we expect that
the conductivity at this line reaches the same universal value found in Ref. [7] for
Γ = Γc, E = 0.
A most relevant question concerns the nature of the quantum phase transition
driven by the electric field along the line T˜f (Γ) in Fig. 1. Since the electric field is
a relevant perturbation close to the QCP at Γ = Γc, T˜c = 0, the critical behavior
along this line is not governed by the dissipation induced QCP. Mitra et al. [28]
argue that this transition is in the universality class of a thermal phase transition
and consequently governed by 2d thermal exponents. Indeed, in the nonequilibrium
Keldysh effective action approach of this problem, when frequency goes to zero,
which is the relevant limit for the critical behavior, it can be neglected with respect
to the effective temperature T˜ associated with the electric field and the problem
becomes essentially classical [28].
In figure 1 we show the mean-field phase diagram T˜c(Γ) as obtained in the present
work. In the limit Γ→ 0, but with the product E.Γ finite, we recover the standard
result for the critical current in a superconducting film as discussed before. The
phase transition in this limit is discontinuous [20] and the order parameter vanishes
abruptly at the critical current. An interesting possibility is that the renormaliza-
tion group (RG) flow along the critical line of the electric field-driven phase tran-
sition in the presence of dissipation is towards this point (in the variables of Fig. 1
this is located at Tˆc = 0, Γ = 0). If this is the case, this point is a tricritical point
and the exponents along the line Tˆc(Γ) should be tricritical (thermal) exponents.
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Figure 1. (Color online) Mean-field critical line Tˆc(Γ) (full line) separating normal and superconducting
phases, for λν = 0.25. For convenience we used the variable Tˆ = eEvF /Γc or Tˆ = (Γ/Γc)T˜ . The dotted line,
Tˆf ∝ |g|
ψ, with ψ = 1 for Γ/Γc < 1, represents the expected shape of the critical line when fluctuations
are included. The dashed line, Tˆx ∝ |g|νz, with νz = 1 is the crossover line separating the quantum critical
from the quantum disordered, low field, regimes. The transition at Γ = 0, T˜c = ∆0 corresponding to the
critical current in a dissipationless film (see text) appears in the variable Tˆ at Tˆ = 0.
4.3. Phase diagram for T 6= 0K
Taking ∆
(0)
k = 0 and T 6= 0K equation (49) becomes:
Gpc(1)<(ω, t¯) = −2πΓ∆
(1)
k
f(ω)[ω + ǫk(t¯)]
2δ(ω + ǫk)
[Γ2+(ω−ǫk(t¯))2] [Γ2+(ω+ǫk(t¯))2]
+
+4iΓ∆
(1)
k
f(ω)ωδ(ω + ǫk)
[Γ2+(ω−ǫk(t¯))2] [Γ2+(ω+ǫk(t¯))2]
+
+2i∆
(1)
k
f(ω)[ω − ǫk(t¯)][ω + ǫk(t¯)]
2δ(ω + ǫk)
[Γ2+(ω−ǫk(t¯))2] [Γ2+(ω+ǫk(t¯))2]
. (61)
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Figure 2. (Color online) Finite temperature phase diagram T/Ω versus T˜c/Ω for fixed Γ/Γc = 0.7 and
λν = 0.25.
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Making use of the delta functions the integral (50)) simplifies and we get,
∆
(1)
k =
∑
k
2λΓ∆
(1)
k
π
∫
dωf(ω)
ω
[Γ2+(ω−ǫk(t¯))2] [Γ2+(ω+ǫk(t¯))2]
. (62)
or using that kF = 2πνvF /A,
1
λν
=
vFΓ
π2
∫ +pi
−pi
dθ
∫ kF+δ
kF−δ
dk
∫
dωf(ω)
ω
[Γ2+(ω−ǫk(t¯))2] [Γ2+(ω+ǫk(t¯))2]
. (63)
From the equation above, we can obtain the phase diagram of the system at finite
temperatures as a function of the field and dissipation as shown in Fig.2.
5. Conclusions
We have generalized a Keldysh approach, previously used for time dependent im-
purity problems [14, 15] to treat many-body systems close to quantum criticality.
This approach allows to obtain the time dependence of the order parameter for
an arbitrary time dependence of the external parameter, if an adiabatic condi-
tion is satisfied. We have used this method to study the normal to superconductor
quantum phase transition in the presence of dissipation and time dependent per-
turbations. Specifically, we considered a superconducting layer, under the action
of a time dependent vector potential and deposited over a metallic substrate with
which it can interchange electrons through a momentum non-conserving process.
This is a paradigmatic problem in superconductivity that we approached from the
perspective of quantum critical phenomena, as influenced by dissipation and time
dependent effects.
Initially, the dissipation induced quantum critical point was obtained in the mean
field approximation yielding results in agreement with those obtained previously
by Mitra [9]. Next, we included fluctuations close to this QCP using a Thouless
criterion generalized to include dissipation. We were able to fully characterize the
dissipation induced QCP, obtaining its dynamic exponent, effective dimension and
universality class. For the two-dimensional film the quantum phase transition turns
out to be at the upper critical dimension and the scaling behavior in its vicinity is
expected to present logarithmic contributions.
Next we treated the effect of an electric field, arising from a minimally coupled
time dependent vector potential. Our approach yields the time dependence of the
order parameter in the ordered phase. We studied the phase diagram in the presence
of the electric field and dissipation in the nonequilibrium stationary state. In the
neighborhood of the dissipation induced QCP (g → 0), and also for small electric
fields (E << |g|3/2), several properties can be obtained using general scaling results
and the properties of this QCP, in agreement with previous results. Within the
BCS and adiabatic approximations, we have obtained the full electric field versus
temperature, versus dissipation phase diagram. In particular at T = 0 and as Γ→ 0
we find a pair-breaking transition associated with a critical current.
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