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Abstract
We prove several results concerning topological conjugation of two impulsive semidynamical systems.
In particular, we prove that the homeomorphism which defines the topological conjugation takes impulsive
points to impulsive points; it also preserves limit sets, prolongational limit sets and properties as the mini-
mality of positive impulsive orbits as well as stability and invariance with respect to the impulsive system.
We also present the concepts of attraction and asymptotic stability in this setting and prove some related
results.
© 2006 Elsevier Inc. All rights reserved.
Keywords: Impulsive semidynamical systems; Topological conjugation; Attractor; Stability
1. Introduction
Impulsive differential equations (IDE) are an important tool to describe the evolution of sys-
tems where the continuous development of a process is interrupted by abrupt changes of state.
These equations are modelled by differential equations which describe the period of continuous
variation of state and conditions which describe the discontinuities of first kind of the solution or
of its derivatives at the moments of impulse.
The theory of IDE is an important area of investigation. In the present work we apply this the-
ory to semidynamical systems. We start by presenting a summary of the basis of semidynamical
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logical conjugation between two semidynamical systems with impulse and give some results on
the structure of the phase space. We also deal with the concept of asymptotic stability for these
systems.
2. Impulsive semidynamical systems
2.1. Basic definitions and terminology
Let X be a metric space andR+ be the set of non-negative real numbers. The triple (X, π, R+)
is called a semidynamical system, if the function
π : X ×R+ → X
fulfills the conditions:
(a) π(x,0) = x, for all x ∈ X,
(b) π(π(x, t), s) = π(x, t + s), for all x ∈ X and t, s ∈R+,
(c) π is continuous.
We denote such system by (X,π,R+) or simply (X,π). Under the above conditions, when R+
is replaced by R, the triple (X,π,R) is a dynamical system. For every x ∈ X, we consider the
continuous function πx :R+ → X given by πx(t) = π(x, t) and call the trajectory of x.
Let (X,π) be a semidynamical system. Given x ∈ X, the positive orbit of x is given by
C+(x) = {π(x, t): t ∈R+}
which we also denote by π+(x). Given x ∈ X and r ∈R+, we define
C+(x, r) = {π(x, t): 0 t < r}.
For t  0 and x ∈ X, we define
F(x, t) = {y: π(y, t) = x}
and, for Δ ⊂ [0,+∞) and D ⊂ X, we define
F(D,Δ) =
⋃{
F(x, t): x ∈ D and t ∈ Δ}.
Then a point x ∈ X is called an initial point, if F(x, t) = ∅ for t > 0.
Now we define semidynamical systems with impulse action. An impulsive semidynamical
system (X,π;M, I) consists of a semidynamical system, (X,π), a non-empty closed subset M of
X and a continuous function I : M → X such that for every x ∈ M, there exists εx > 0 such that
F
(
x, (0, εx)
)∩ M = ∅ and π(x, (0, εx))∩ M = ∅.
Notice that the points of M are isolated in every trajectory of the system (X,π). The set M is
called the impulsive set, the function I is called the impulse function and we write N = I(M). We
also define
M+(x) = (π+(x) ∩ M) \ {x}.
Lemma 2.1. Let (X,π;M, I) be an impulsive semidynamical system. Then for every x ∈ X,
there is a positive number s1,0 < s1  +∞, such that π(x, t) /∈ M, whenever 0 < t < s1, and
π(x, s1) ∈ M if M+(x) 	= ∅.
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t > 0. Now we suppose that M+(x) 	= ∅. Then there is t1 ∈ R+ such that π(x, t1) ∈ M.
Since πx :R+ → X is continuous and M is a non-empty closed set, then the compact subset
[0, t1] ∩ π−1x (M) of R+ admits a smallest element, s1 < +∞, satisfying the lemma. 
Let (X,π;M, I) be an impulsive semidynamical system and x ∈ X. By means of Lemma 2.1,
it is possible to define a function φ : X → (0,+∞] in the following manner: if M+(x) = ∅,
then φ(x) = +∞, and if M+(x) 	= ∅, then φ(x) is the smallest number, denoted by s, such that
π(x, t) /∈ M, for t ∈ (0, s), and π(x, s) ∈ M. This means that φ(x) is the least positive time for
which the trajectory of x meets M. Then for each x ∈ X, we call π(x,φ(x)) the impulsive point
of x.
The impulsive trajectory of x in (X,π;M, I) is a function π˜x defined on the subset [0, s)
of R+ (s may be +∞) in X. The description of such trajectory follows inductively as described
in the following lines.
If M+(x) = ∅, then π˜x(t) = π(x, t), for all t ∈R+, and φ(x) = +∞. However if M+(x) 	= ∅,
it follows from Lemma 2.1 that there is a smallest positive number s0 such that π(x, s0) = x1 ∈ M
and π(x, t) /∈ M, for 0 < t < s0. Then we define π˜x on [0, s0] by
π˜x(t) =
{
π(x, t), 0 t < s0,
x+1 , t = s0,
where x+1 = I(x1) and φ(x) = s0.
Since s0 < +∞, the process now continues from x+1 on. If M+(x+1 ) = ∅, then we define
π˜x(t) = π(x+1 , t − s0), s0  t < +∞, and φ(x+1 ) = +∞. When M+(x+1 ) 	= ∅, it follows again
from Lemma 2.1 that there is a smallest positive number s1 such that π(x+1 , s1) = x2 ∈ M and
π(x+1 , t − s0) /∈ M, for s0  t < s0 + s1. Then we define π˜x on [s0, s0 + s1] by
π˜x(t) =
{
π(x+1 , t − s0), s0  t < s0 + s1,
x+2 , t = s0 + s1,
where x+2 = I(x2) and φ(x+1 ) = s1.
Now we suppose that π˜x is defined on the interval [tn−1, tn] and that π˜x(tn) = x+n , where
tn =∑n−1i=0 si . If M+(x+n ) = ∅, then π˜x(t) = π(x+n , t − tn), tn  t < +∞, and φ(x+n ) = +∞. If
M+(x+n ) 	= ∅, then there exists sn ∈R+ such that π(x+n , sn) = xn+1 ∈ M and π(x+n , t − tn) /∈ M,
for tn  t < tn+1. Besides
π˜x(t) =
{
π(x+n , t − tn), tn  t < tn+1,
x+n+1, t = tn+1,
where x+n+1 = I(xn+1) and φ(x+n ) = sn. Notice that π˜x is defined on each interval [tn, tn+1],
where tn+1 =∑ni=0 si . Hence π˜x is defined on [0, tn+1].
The process above ends after a finite number of steps, whenever M+(x+n ) = ∅ for some n.
Or it continues infinitely, if M+(x+n ) 	= ∅, n = 1,2,3, . . . , and if π˜x is defined on the interval[0, T (x)), where T (x) =∑∞i=0 si .
It worths noticing that given x ∈ X, one of the three properties hold:
(i) M+(x) = ∅ and hence the trajectory of x has no discontinuities.
(ii) For some n  1, each x+k , k = 1,2, . . . , n, is defined and M+(x+n ) = ∅. In this case, the
trajectory of x has a finite number of discontinuities.
(iii) For all k  1, x+k is defined and M+(x+k ) 	= ∅. In this case, the trajectory of x has infinite
discontinuities.
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orbit of x is defined by the set
C˜+(x) = {π˜(x, t): t ∈R+},
and we denote its closure in X by K˜+(x).
Analogously to the non-impulsive case, we have the following properties.
Proposition 2.1. Let (X,π;M, I) be an impulsive semidynamical system. If x ∈ X, then
(i) π˜(x,0) = x,
(ii) π˜(π˜(x, t), s) = π˜(x, t + s), with t, s ∈ [0, T (x)) such that t + s ∈ [0, T (x)).
2.2. Semicontinuity and continuity of φ
In [6], the continuity of φ is discussed and the author assumes that φ is lower semicontinuous.
But Ciesielski showed in [3] that this does not always hold.
The results of this section are borrowed from [3]. They are applied intrinsically in the proofs
of the main theorems in the next section.
Let (X,π) be a semidynamical system. Any closed set S ⊂ X containing x (x ∈ X) is called
a section or a λ-section through x, with λ > 0, if there exists a closed set L ⊂ X such that
(a) F(L, λ) = S;
(b) F(L, [0,2λ]) is a neighborhood of x;
(c) F(L,μ) ∩ F(L, ν) = ∅, for 0 μ < ν  2λ.
The set F(L, [0,2λ]) is called a tube or a λ-tube and the set L is called a bar.
We include the complete proof of the next lemma.
Lemma 2.2. Let (X,π) be a semidynamical system. If S is a λ-section through x, x ∈ X, and
μ λ, then S is a μ-section through x.
Proof. Consider the bar Lμ = F(Lλ, λ − μ), where Lλ is a bar of the λ-tube. Notice that Lμ is
closed, since π is continuous. Hence
(a) F(Lμ,μ) = S;
(b) F(Lμ, [0,2μ]) is a neighborhood of x;
(c) F(Lμ,σ ) ∩ F(Lμ, ν) = ∅, for 0 σ < ν  2μ.
Indeed. We will prove each of these items.
(a) We have
x ∈ F(Lμ,μ) ⇐⇒ π(x,μ) ∈ Lμ = F(Lλ, λ − μ)
⇐⇒ π(π(x,μ),λ − μ) ∈ Lλ
⇐⇒ π(x,λ) ∈ Lλ ⇐⇒ x ∈ F(Lλ, λ) = S.
(b) Since F(Lλ, [0,2λ]) is a neighborhood of x, there is an open subset U1 of X such
that x ∈ U1 ⊂ F(Lλ, [0,2λ]). Let T = F(Lλ, [0, λ − μ] ∪ [λ + μ,2λ]). Notice that T is closed
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such that π(yn, tn) ∈ Lλ. Since [0, λ − μ] ∪ [λ + μ,2λ] is compact, we can assume, without
loss of generality, that tn → τ, τ ∈ [0, λ − μ] ∪ [λ + μ,2λ]. Then the continuity of π implies
π(yn, tn) → π(y, τ ). Because Lλ is closed, we have π(y, τ ) ∈ Lλ. Therefore y ∈ T. On the other
hand, since S ⊂ Tc, where Tc is the complement of T in X, then there is an open set U2 ⊂ X
containing x and such that T ∩ U2 = ∅. Thus x ∈ U1 ∩ U2 ⊂ F(Lμ, [0,2μ]).
(c) Suppose y ∈ F(Lμ,σ ) ∩ F(Lμ, ν), for 0 σ < ν  2μ. Hence
π(y,σ ) ∈ Lμ = F(Lλ, λ − μ) and π(y, ν) ∈ Lμ = F(Lλ, λ − μ).
Therefore
π(y,σ + λ − μ) ∈ Lλ and π(y, ν + λ − μ) ∈ Lλ,
which is a contradiction, since 0 σ + λ − μ < ν + λ − μ 2λ and S is a λ-section. 
Let (X,π) be a semidynamical system. We now present the conditions TC and STC for a
tube. Any tube F(L, [0,2λ]) given by the section S through x ∈ X such that
S ⊂ M ∩ F(L, [0,2λ])
is called a TC-tube on x. We say that a point x ∈ M fulfills the Tube Condition, we write (TC), if
there exists a TC-tube F(L, [0,2λ]) through x. In particular, if
S = M ∩ F(L, [0,2λ])
we have a STC-tube on x and we say that a point x ∈ M fulfills the Strong Tube Condition, we
write (STC), if there exists an STC-tube F(L, [0,2λ]) through x.
The following lemma is a consequence of these definitions.
Lemma 2.3. Let (X,π;M, I) be an impulsive semidynamical system. Suppose there is a point
x ∈ X satisfying (TC) (respectively (STC)) with a λ-section S. Then given η < λ, the set S is an
η-section with a TC-tube (respectively an STC-tube).
The next result establishes a condition on a point of M so that the function φ is upper semi-
continuous at it.
Theorem 2.1. Let (X,π;M, I) be an impulsive semidynamical system. Suppose each point of the
impulsive set M fulfills (TC). Then φ is upper semicontinuous.
The following theorem states that if x /∈ M, then φ is lower semicontinuous at x.
Theorem 2.2. Let (X,π;M, I) be an impulsive semidynamical system. For each x /∈ M, the
function φ is lower semicontinuous at x.
The next result says that φ is not lower semicontinuous at x, whenever x ∈ M and x is not an
initial point.
Theorem 2.3. Let (X,π;M, I) be an impulsive semidynamical system. Suppose x ∈ M and x is
not an initial point. Then φ is not lower semicontinuous at x.
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Theorem 2.4. Consider the impulsive semidynamical system (X,π;M, I). Assume that no ini-
tial point belongs to the impulsive set M and that each element of M satisfies (TC). Then φ is
continuous at x if and only if x /∈ M.
Throughout this paper we consider that each element of M satisfies (TC).
2.3. Additional definitions
Let us consider the metric space X with metric ρ. By B(x, δ) we mean the open ball with
center at x ∈ X and ratio δ. Let B(A, δ) = {x ∈ X: ρA(x) < δ}, where ρA(x) = inf{ρ(x, y):
y ∈ A}.
In what follows, (X,π;M, I) is an impulsive semidynamical system and x ∈ X.
We define the limit set of x in (X,π;M, I) by
L˜+(x) = {y ∈ X: π˜ (x, tn) → y, for some tn → +∞}.
The prolongational limit set of x in (X,π;M, I) is given by
J˜+(x) = {y ∈ X : π˜(xn, tn) → y, for xn → x and tn → +∞};
and the prolongation set of x in (X,π;M, I) is defined by
D˜+(x) = {y ∈ X : π˜ (xn, tn) → y, for xn → x and tn ∈ [0,+∞)}.
We say that C ⊂ X is minimal in (X,π;M, I), whenever C = K˜+(x) for each x ∈ C \ M.
A point x ∈ X is called stationary with respect to π˜ , if π˜(x, t) = x for all t  0, and it is called
periodic with respect to π˜ , if π˜(x, t) = x for some t > 0 and x is not stationary.
Let A ⊂ X. If π˜+(A) ⊂ A, we say that A is π˜ -invariant. If for every ε > 0 and every x ∈ A,
there is δ > 0 such that
π˜
(
B(x, δ), [0,+∞))⊂ B(A,ε),
then A is called π˜ -stable. The set A is π˜ -orbitally stable if for every neighborhood U of A, there
is a positively π˜ -invariant neighborhood V of A, V ⊂ U . If for all x ∈ A and all y /∈ A, there
exist a neighborhood V of x and a neighborhood W of y such that W ∩ π˜(V , [0,+∞)) = ∅, we
say that A is π˜ -stable according to Bhatia–Hajek. Finally, the set A is I-invariant in (X,π;M, I),
whenever I(x) ∈ A for all x ∈ M ∩A, and A is I-stable if for every ε > 0, there is δ > 0 such that
I
(
M ∩ B(A, δ))⊂ B(A,ε).
3. The main results
3.1. Topological conjugation
The qualitative study of an impulsive differential equation consists of the geometric descrip-
tion of its phase space. It is natural to ask when two phase spaces have the same description. This
depends on an equivalence relation between impulsive equations. An equivalence relation that
expresses the geometric structure of the orbits is a topological conjugation.
Let X and Y be metric spaces with metrics ρX and ρY, respectively. Let (X,π;MX, IX) and
(Y,ψ;MY, IY) be impulsive semidynamical systems. We say that X and Y are topologically
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preserves orientation, that is, h(C˜+X(p)) = C˜+Y(h(p)), with h(π˜(p, t)) = ψ˜(h(p), t) for every
t ∈ TX(p) = TY(h(p)).
By the following proposition, it follows that the homeomorphism h takes impulsive points to
impulsive points.
Proposition 3.1. Let (X,π;MX, IX) and (Y,ψ;MY, IY) be impulsive semidynamical systems.
Let X and Y be topologically conjugate by the homeomorphism h. Then
φX(p) = φY
(
h(p)
)
, for all p ∈ X.
Proof. Given p ∈ X, we have
π˜(p, t) =
{
π(p, t), 0 t < φX(p),
p+1 , t = φX(p).
Then
h
(
π˜ (p, t)
)= {h(π(p, t)), 0 t < φX(p),
h(p+1 ), t = φX(p).
Hence
ψ˜
(
h(p), t
)= {ψ(h(p), t), 0 t < φX(p),
h(p+1 ), t = φX(p).
If ρX(π(p,φX(p)),p+1 ) > 0, since h is a homeomorphism, it follows that
ρY
(
ψ
(
h(p),φX(p)
)
, h
(
p+1
))
> 0.
Therefore φY(h(p)) = φX(p). 
In what follows, we assume that (X,π;MX, IX) and (Y,ψ;MY, IY) are impulsive semidy-
namical systems which are topologically conjugate by the homeomorphism h.
Proposition 3.2. The following properties hold:
(i) h(˜L+(p)) = L˜+(h(p)), for all p ∈ X;
(ii) h(˜J+(p)) = J˜+(h(p)), for all p ∈ X;
(iii) h(D˜+(p)) = D˜+(h(p)), for all p ∈ X.
Proof. We prove (i). The proofs of (ii) and (iii) follow analogously.
Let x ∈ h(˜L+(p)). Then there is y ∈ L˜+(p) such that h(y) = x. Thus there exists a sequence
{tn} ⊂R+ such that
π˜(p, tn) → y, as tn → +∞.
Since h is continuous, we have
h
(
π˜ (p, tn)
)→ h(y), as tn → +∞.
But h(π˜(p, tn)) = ψ˜(h(p), tn), tn ∈R+. Therefore
ψ˜
(
h(p), tn
)→ x, as tn → +∞
and hence x ∈ L˜+(h(p)).
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ψ˜
(
h(p), tn
)→ x, as tn → +∞.
Since h(π˜(p, tn)) = ψ˜(h(p), tn), tn ∈R+, we have
h
(
π˜(p, tn)
)→ x, as tn → +∞.
But h is a homeomorphism. Therefore there exists h−1 continuous and
π˜ (p, tn) → h−1(x), as tn → +∞.
Thus h−1(x) ∈ L˜+(p) and hence x ∈ h(˜L+(p)). The proof is then complete. 
Propositions 3.3 and 3.4 below show that the invariance is preserved by the homeomor-
phism h.
Proposition 3.3. If A ⊂ X is π˜ -invariant, then h(A) is ψ˜ -invariant.
Proof. For each x ∈ A, we have π˜(x, t) ⊂ A, for all t ∈ R+. Consider p ∈ h(A). Then there
exists y ∈ A such that h(y) = p. Thus π˜(y, t) ⊂ A, for all t ∈ R+ and hence, h(π˜(y, t)) ⊂
h(A), for all t ∈ R+. But h(π˜(y, t)) = ψ˜(h(y), t). Therefore ψ˜(h(y), t) ⊂ h(A) and the result
follows. 
Proposition 3.4. Let A ⊂ X be such that A∩MX is IX-invariant. Then h(A)∩MY is IY-invariant.
Proof. Let y ∈ h(A)∩MY. Thus there exists x ∈ A∩MX such that h(x) = y. By the hypothesis,
IX(x) ∈ A ∩ MX. But IX(x) = x+1 = π˜(x+1 ,0). Hence
IY(y) = IY
(
h(x)
)= ψ˜(h(x+1 ),0)= h(π˜(x+1 ,0))= h(IX(x)) ∈ h(A) ∩ MY
and the result follows. 
The next proposition says that the stability is also preserved by the homeomorphism h.
Proposition 3.5. Let A ⊂ X. We have
(i) If A is compact and π˜ -stable, then h(A) is ψ˜ -stable.
(ii) If A is orbitally π˜ -stable, then h(A) is orbitally ψ˜ -stable.
(iii) If A is π˜ -stable according to Bhatia–Hajek, then h(A) is ψ˜ -stable according to Bhatia–
Hajek.
Proof. (i) Suppose there exists ε > 0 such that for every δ > 0, ψ˜(B(h(x), δ)) is not con-
tained in B(h(A), ε). Then there exists h(x) ∈ B(h(x), δ) such that ψ˜(h(x), T ) /∈ B(h(A), ε),
for some T > 0, that is, h(π˜(x, T )) /∈ B(h(A), ε). Hence π˜(x, T ) /∈ h−1(B(h(A), ε)). Besides,
h−1(B(h(A), ε)) is a neighborhood of A. By the compactness of A there exists η > 0 such
that A ⊂ B(A,η) ⊂ h−1(B(h(A), ε)). By the π˜ -stability of A, there exists β > 0 such that
π˜(B(x,β)) ⊂ B(A,η), which is a contradiction, since π˜ (x, T ) /∈ h−1(B(h(A), ε)). Hence the
result follows.
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V ⊂ U . Then h(A) ⊂ h(V ) ⊂ h(U). Since h is a homeomorphism, h(U) and h(V ) are neigh-
borhoods of h(A). Therefore, by Proposition 3.3, h(V ) is ψ˜ -invariant.
(iii) For every x ∈ A and every y /∈ A, there are neighborhoods V of x and W of y such
that W ∩ π˜ (V , [0,+∞)) = ∅. Since h is injective, we have h(W)∩ h(π˜(V , [0,+∞))) = ∅, that
is, h(W) ∩ ψ˜(h(V ), [0,+∞)) = ∅, where h(x) ∈ h(A),h(y) /∈ h(A), and h(V ) and h(W) are
neighborhoods of h(x) and h(y), respectively. 
Proposition 3.6. If C˜+X(p) is minimal, then C˜+Y(h(p)) is also minimal.
Proof. We need to prove that C˜+Y(h(p)) = K˜+Y(y), for every y ∈ C˜+Y(h(p)) \ MY. Suppose w ∈
C˜+Y(h(p)). Then w = ψ˜(h(p),T ), for some T  0. Hence w = h(π˜(p,T )). Since C˜+X(p) is
minimal, we have h−1(w) ∈ K˜+X(z), for all z ∈ C˜+X(p) \ MX. Thus for all z ∈ C˜+X(p) \ MX there
exists a sequence {tn} ⊂R+ such that
π˜(z, tn) → π˜(p,T ).
Because h is continuous, we have
h
(
π˜ (z, tn)
)→ h(π˜(p,T )),
that is,
ψ˜
(
h(z), tn
)→ ψ˜(h(p),T ).
Therefore w ∈ K˜+Y(y), for every y ∈ C˜+Y(h(p)) \ MY.
Now we suppose y ∈ K˜+Y(z), for every z ∈ C˜+Y(h(p)) \ MY. Since h is a homeomorphism, we
have K˜+Y(z) = h(K˜+X(h−1(z))). Thus h−1(y) ∈ K˜+X(h−1(z)). But K˜+X(h−1(z)) = C˜+X(p). There-
fore y ∈ h(C˜+X(p)), that is, y ∈ C˜+Y(h(p)) and the proof is complete. 
3.2. Asymptotic stability
In [10], the asymptotic stability is studied for non-impulsive semidynamical systems. Here we
introduce this concept for the impulsive case and verify whether some properties still hold.
In what follows, (X,π;M, I) is an impulsive semidynamical system.
Let H ⊂ X. We define the sets
P˜+W(H) =
{
x ∈ X: for every neighborhood Uof H, there is a sequence
{tn} ⊂R+, tn → +∞ such that π˜ (x, tn) ∈ U
}
P˜+(H) = {x ∈ X: for every neighborhood U of H, there is τ ∈R+
such that π˜(x, [τ,+∞)) ⊂ U}.
The set P˜+W(H) is called a region of weak attraction of H according to π˜ and the set P˜+(H) is
called a region of attraction of H according to π˜ . If x ∈ P˜+W(H) or x ∈ P˜+(H), then we say that x
is π˜ -weakly attracted or π˜ -attracted to H, respectively.
Lemma 3.1. For any set H ⊂ X, we have
(i) P˜+(H) ⊂ P˜+W(H);
(ii) P˜+(H) and P˜+W(H) are π˜ -invariant.
878 E.M. Bonotto, M. Federson / J. Math. Anal. Appl. 326 (2007) 869–881Proof. (i) follows immediately.
(ii) We will show that P˜+(H) is π˜ -invariant. The π˜ -invariance of P˜+W(H) follows analogously.
Consider y ∈ P˜+(H). Let U be an arbitrary neighborhood of H. Thus there exists τ ∈R+ such
that π˜(y, [τ,+∞)) ⊂ U.
Now, consider z = π˜ (y, λ), λ ∈R+. Then for every t ∈ [τ,+∞), we have
π˜ (z, t) = π˜(π˜(y, λ), t)= π˜ (y, t + λ) ∈ U.
Hence C˜+(y) ⊂ P˜+(H). 
Lemma 3.2. Given H ⊂ X and x ∈ X, suppose there is a sequence {tn} ⊂ R+, with tn → +∞,
such that either π˜ (x, tn) ∈ H or H ∩ L˜+(x) 	= ∅. Then x ∈ P˜+W(H).
Proof. Suppose x /∈ P˜+W(H). Thus there are an open neighborhood U of H and τ ∈R+ such that
π˜(x, [τ,+∞)) ⊂ X \U . Since X \U is closed, then K˜+(π˜(x, τ )) ⊂ X \U . Thus H ∩ L˜+(x) = ∅
and, for every tn → +∞, we have π˜(x, tn) /∈ H which contradicts the hypothesis. 
Remark 3.1. If in Lemma 3.2, we have in addition that H ⊂ X is an open subset of X, the
boundary of H is the impulsive set M 	= ∅ and I(M) ⊂ H, then the converse holds.
Proof. Let x ∈ P˜+W(H). Suppose there is no sequence {tn} in R+, tn → +∞, with π˜ (x, tn) ∈ H.
Thus there exists τ ∈R+, with C˜+(π˜(x, τ )) ⊂ X \ H. If H ∩ L˜+(x) = ∅, then
K˜+
(
π˜(x, τ )
)= C˜+(π˜(x, τ ))∪ L˜+(π˜(x, τ ))= C˜+(π˜(x, τ ))∪ L˜+(x) ⊂ X \ H,
for all x ∈ X, K˜+(x) = C˜+(x) ∪ L˜+(x) (see [9, Lemma 2.10]). Since K˜+(π˜(x, τ )) is closed,
X \ K˜+(π˜(x, τ )) is a neighborhood of H. As a consequence, we do not have π˜(x, τ ) ∈ P˜+W(H)
which implies x /∈ P˜+W(H) and we have a contradiction. 
A set H ⊂ X is called a weak π˜ -attractor, if P˜+W(H) is a neighborhood of H, and it is called a
π˜ -attractor, if P˜+(H) is a neighborhood of H.
Proposition 3.7. If H ⊂ X is a π˜ -attractor, then P˜+(H) = P˜+W(H).
Proof. By Lemma 3.1, it is enough to prove that P˜+W(H) ⊂ P˜+(H). Let x ∈ P˜+W(H). Since P˜+(H)
is a neighborhood of H, there exists τ ∈R+ such that π˜ (x, τ ) ∈ P˜+(H). But P˜+(H) is π˜ -invariant.
Hence x ∈ P˜+(H). 
A set H ⊂ X is called π˜ -asymptotically stable, if it is both a weak π˜ -attractor and π˜ -orbitally
stable.
Theorem 3.1. If H ⊂ X is π˜ -asymptotically stable, then H is a π˜ -attractor.
Proof. By Lemma 3.1, it is enough to prove that P˜+W(H) ⊂ P˜+(H). Let x ∈ P˜+W(H) and U be an
arbitrary neighborhood of H. By the π˜ -stability of H, we can find a positively π˜ -invariant neigh-
borhood V of H such that V ⊂ U and V ⊂ P˜+W(H). Let τ ∈R+ be such that π˜(x, τ ) ∈ V . Since
V is positively π˜ -invariant, we have π˜(x, [τ,+∞)) ⊂ V ⊂ U. Thus x ∈ P˜+(H) and therefore
P˜+(H) = P˜+W(H) is a neighborhood of H. 
The next corollary follows from Lemma 3.1 and Theorem 3.1.
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and a π˜ -attractor.
Theorem 3.2. Suppose X is locally connected. Let H be a non-empty compact subset of X and
suppose every component A of H has the property I(A) ⊂ A, and that P˜+(H) is open. Then
H is π˜ -asymptotically stable if and only if H has a finite number of components each of them
π˜ -asymptotically stable.
The proof of Theorem 3.2 follows from the lemmas below in the same manner as the non-
impulsive case. See, for instance, [10, p. 61].
Lemma 3.3. Suppose X is locally connected, H ⊂ X is a π˜ -attractor, P˜+(H) is open and every
component A of P˜+(H) has the property I(A) ⊂ A. If A1 is an I-invariant component of P˜+(H),
then H1 := A1 ∩ H is a non-empty π˜ -attractor, with A1 = P˜+(H1).
Proof. Since X is locally connected, each component of P˜+(H) is open and the sets A1 and
A2 = P˜+(H) \ A1 are open and separated, that is, A1 ∩ A2 = A1 ∩ A2 = ∅. Let H2 = A2 ∩ H.
Notice that H = H1 ∪ H2. We will show that H1 	= ∅.
If H1 is empty, then A2 is an open neighborhood of H. Let x ∈ A1. We can suppose, without
loss of generality, that φ(x) < +∞. Since [0, φ(x)) is connected, it follows that π˜(x, [0, φ(x)) =
π(x, [0, φ(x))) ⊂ A1 and x1 = π(x,φ(x)) ∈ A1. Because A1 is open and I-invariant, we have
x+1 = I(x1) ∈ A1. In this manner, K˜+(x) ⊂ A1. Therefore K˜+(x) ∩ A2 = ∅ which is a contra-
diction, since A2 is a neighborhood of H and x ∈ P˜+(H). Thus H1 	= ∅. By the same argument
H2 	= ∅.
Since P˜+(H) is π˜ -invariant, the same applies to A1 and A2. Besides, each point of A1 is at-
tracted by H1. However, if any point x ∈ A1 is attracted by H2, then there exists τ ∈R+ such that
π˜(π˜(x, τ ),R+) ⊂ A2. But this contradicts the fact that A1 is positively π˜ -invariant. Therefore
A1 ⊂ P˜+(H1).
Since A1 is open, π˜ -invariant and encompasses H1 and also P˜+(H1) ⊂ P˜+(H) = A1 ∪ A2, it
follows that A1 ⊃ P˜+(H1). As a consequence, A1 = P˜+(H1) and H1 is a π˜ -attractor. 
Lemma 3.4. Let H1 and H2 be separated by neighborhoods. If H1 ∪ H2 is π˜ -asymptotically
stable, so are H1 and H2. However P˜+(H1) and P˜+(H2) are disjoint.
Proof. It is enough to apply the proof of [10, Lemma 6.12] to the impulsive case with a few
changes. 
We say that the orbit C˜+(x), x ∈ X, uniformly approximates its limit set L˜+(x), whenever for
every ε > 0, there exists T = T (ε) > 0 such that L˜+(x) ⊂ B(π˜(x, [t, t + T ]), ε) for all t ∈R+.
The next theorem says that if the orbit of a point in X has compact closure and minimal limit
set, then it is possible to uniformly approximate this orbit and its limit set. The converse is also
true. For the non-impulsive case, see [1].
Theorem 3.3. Let (X,π;M, I) be an impulsive semidynamical system. Suppose K˜+(p) is com-
pact, p ∈ X\M and L˜+(p) ∩ M = ∅. Then L˜+(p) is minimal if and only if C˜+(p) uniformly
approximates, its limit set L˜+(p).
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the compact set K˜+(p). The set M is closed, so there is β > 0 such that B(˜L+(p),β) ∩ M = ∅.
Moreover, there is s > 0 such that π˜ (p, t) /∈ M for t > s. Thus, we have π˜(π˜(p, s), t) =
π(π˜(p, s), t), that is from some moment the trajectory goes without impulses.
Suppose C˜+(p) does not uniformly approximate its limit set L˜+(p). Then there are ε, 0 <
ε < β , a sequence of intervals {(tn, τn)} and a sequence {yn} in L˜+(p) such that tn → +∞,
(τn − tn) → +∞, yn → y ∈ L˜+(p) and yn /∈ B(π˜(p, [tn, τn]), ε).
We can assume, without loss of generality, that ρ(yn, y) < ε/3, for every n. Thus, for arbi-
trary n, we have
ρ
(
y, π˜
(
p, [tn, τn]
))
 ρ
(
yn, π˜
(
p, [tn, τn]
))− ρ(yn, y) > ε − ε3 = 2ε3 .
Now we consider the sequence of points {ωn}, where ωn = π˜ (p, t ′n), with t ′n = (tn + τn)/2. It
is clear that t ′n → +∞. We can assume, without loss of generality, that π˜(p, t ′n) → z ∈ L˜+(p),
since K˜+(p) is compact.
Because L˜+(p) is minimal and z /∈ M, we have L˜+(p) = K˜+(z). Besides, {yn} ⊂ L˜+(p) =
K˜+(z). Therefore, given n, there exists a sequence {λnk} ⊂R+ such that λnk → +∞ as k → +∞,
and
π˜
(
z,λnk
)→ yn, as k → +∞,
Hence ρ(π˜(z, λnk), yn) < ε, for sufficiently large k. And since yn → y, there exists a sequence{nk} of positive numbers such that
ρ
(
π˜
(
z,λknk
)
, y
)
<
ε
3
, for nk > k,
for k sufficiently large.
Let us choose nM such that ρ(π˜(z, λMnM ), y) < ε/3. Then the continuity of π implies there
exists σ > 0 such that if ρ(z,w) < σ , then
ρ
(
π˜
(
z,λMnM
)
, π˜
(
w,λMnM
))= ρ(π(z,λMnM ),π(w,λMnM ))< ε3 .
Taking N sufficiently large such that ρ(z,ωN) < σ and λMnM < (τN − tN )/2, we have
ρ
(
π˜
(
z,λMnM
)
, π˜
(
ωN,λ
M
nM
))= ρ(π(z,λMnM ),π(ωN,λMnM ))< ε3
and then
ρ
(
y, π˜
(
ωN,λ
M
nM
))
 ρ
(
y, π˜
(
z,λMnM
))+ ρ(π˜(z,λMnM ), π˜(ωN,λMnM ))< ε3 + ε3 = 2ε3 ,
But
π˜
(
ωN,λ
M
nM
)= π˜(π˜(p, t ′
N
)
, λMnM
)= π˜(p, t ′
N
+ λMnM
)
,
with
tN <
tN + τN
2
< t ′
N
+ λMnM <
tN + τN
2
+ τN − tN
2
= τN .
Thus π˜(ωN,λMnM ) ∈ π˜(p, [tn, τn]) which is a contradiction, since
ρ
(
y, π˜
(
p, [tn, τn]
))
>
2ε
.3
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Conversely, suppose L˜+(p) is not minimal. Then L˜+(p) 	= K˜+(y), for some y ∈ L˜+(p) \ M.
Then there exists z ∈ L˜+(p) such that z /∈ K˜+(y).
Let ε = ρ(z, K˜+(y)) > 0. By the uniform approximation, there exists T > 0 such that
L˜+(p) ⊂ B
(
π˜
(
p, [t, t + T ]), ε
2
)
, for t  0. (1)
Besides, there is δ, 0 < δ < β , such that if ρ(y,w) < δ, then
ρ
(
π˜(y, t), π˜(w, t)
)= ρ(π(y, t),π(w, t))< ε
2
, for t < T . (2)
Since y ∈ L˜+(p), there is a sequence {tn} ⊂ R+ such that π˜(p, tn) → y. Therefore there is
N > 0 sufficiently large such that
ρ
(
π˜(p, tN ), y
)
< δ. (3)
Since (1) holds we have, in particular, that L˜+(p) ⊂ B(π˜(π˜(p, tN ), [0, T ]), ε/2). And because
z ∈ L˜+(p), it follows that
ρ(z, x) <
ε
2
, for x = π˜(π˜ (p, tN ), τ), for some τ ∈ [0, T ].
It follows from (3), in view of (2), that
ρ
(
π˜
(
π˜ (p, tN ), τ
)
, π˜(y, τ )
)
<
ε
2
.
Hence
ρ
(
z, π˜(y, τ )
)
 ρ(z, x) + ρ(x, π˜(y, τ ))< ε
2
+ ε
2
= ε,
which contradicts the fact that ρ(z, K˜+(y)) = ε. Therefore L˜+(p) is minimal and the proof is
complete. 
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