Abstract. In this research we investigate how condition numbers can be used to select better parameter estimation methods or measured data for a car-trailer system. We characterize condition numbers from several different least squares estimation methods applying two different observed data and sensor noises in simulation.
Introduction
In this research we investigate how condition numbers can be used to select better parameter estimation methods or observed data for a car-trailer system. Estimation or calibration of model parameters is an important procedure for fully autonomous control of robot systems. We estimate model parameters (i.e., hitch and trailer lengths) for the car-trailer system using linear model-based least squares techniques. We then calculate condition numbers from our estimation methods considering several scenarios. Since the condition number indicates parameter sensitivity to disturbances such as sensor noises, we can use condition numbers to find more robust estimation methods or observed data.
Least squares techniques have been widely used to identify or calibrate manipulator robot parameters and sensing systems [1, 2] . Ordinary least squares are traditionally used for linear regression models. More recently, total least squares [3] were introduced for better accuracy. Further, condition numbers [4, 5] or observability indexes [6] are applied to select best pose or configuration sets for manipulator robot calibration. However, less attention was paid to calibration of mobile applications.
Linear Model-based Least Squares Estimation
In this section we discuss least squares techniques, condition numbers, and linear regression models, which will be used to estimate trailer parameters. , we can estimate  applying least squares methods. In this research we distinguish least squares methods according to applied fitting errors as follows; 1) OLS1: ordinary least squares based on only output errors, y i =Y i -y i , 2) OLS2: ordinary least squares based on only input errors, x i ,=X i -x i , and 3) TLS: total least squares based on both input and output errors,
The condition number [4, 5] can be used to investigate parameter sensitivity to disturbance and/or to select efficient pose commands for least squares estimation. The condition number in OLS1 and OLS2 is defined as the ratio of the largest singular value to the smallest value applying the singular value decomposition to an input matrix. Note a low condition number indicates a well-conditioned estimation problem whereas a high condition number means an ill-conditioned problem. Further, the condition number for TLS can be calculated explicitly [4] .
We first derive a closed form linear Exact Models (EM) considering an Instantaneous Center of Rotation (ICR) and geometric configuration in Fig. 1 . Assuming forward motion and considering two triangles, OQC 2 and QC 1 P, the hitch angle, , is correlated with trailer parameters, L 1 and L 2 , and the path curvature, at the rear axle center, C 1 . As a result, we can establish three linear Exact Models (EM1, EM2, and EM3) for car-trailer systems, which will be applied to least squares, 
Further, assuming small hitch angles and denoting a= L 1 +L 2 , we can then linearize (1) with respect to  such that Prediction Model (PM) is,
which can be used to predict input and output relations by estimating a=L 1 +L 2 .
Using the aforementioned least squares and linear models, we present three parameter estimation schemes as shown in Fig. 2 . In Exact Model-based Least Squares (EMLS), we have six combinations using a least squares method (OLS1 or TLS) and an exact model (EM1, EM2, or EM3), which can estimate L 1 and L 2 . In Prediction Model-based Least Squares (PMLS), we have three combinations using a least squares method (OLS1, OLS2, or TLS) and a prediction model (PM), which can predict input and output relations. Contrary to EMLS, PMLS methods are wellconditioned in the presence of input/output noises. Thus, we propose Combined Least Squares (CLS) estimation methods to apply well-conditioned input and output data to EMLS when noises are present. We first find a prediction model applying observed data to PMLS. We then estimate trailer parameters applying well-conditioned data in PMLS to EMLS. In this case, we have total 18 combinations for CLS.
Simulation Results and Discussion
We evaluate our EMLS, PMLS, and CLS estimation methods in simulation. We use two different data sets; Curvilinear (C) data with =0.2tanh(0.1t) and Linear (L) data, = 0.2(0.1t/-1). In this case, the magnitudes of input/output noises are selected to be 0.03 and the curvature is limited by | m -1 considering an actual trailer system. Table 1 summarizes condition numbers in ideal and non-ideal EMLS and non-ideal CLS. These results show CLS condition numbers are close to ideal EMLS condition numbers whereas non-ideal EMLS condition numbers are considerably different for all considered data. These results thus indicate CLS methods are robust to sensor noises, but non-ideal EMLS methods are not. As a result, resulting parameter estimation errors are modest or small in CLS whereas they are significantly large in non-ideal EMLS where sensor noises are present.
Conclusion
In this research we use condition numbers to find more reliable estimation methods in the presence of input/output noises. As a result, we find CLS methods are relatively robust and ideal EMLS condition numbers can be used as a reference to determine sensitivity or estimation performance. 
