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The problem of finding the absolute centre of a graph, which arises in e.g. the selection of a 
site for an emergency-service centre, involves the global minimisation of certain piecewise-linear 
non-convex continuous functions. By an algebraic characterisation of the local minima of these 
functions, we can convert the continuous problem into a combinatorial problem, soluble by a 
procedure related in complexity to a sort-routine. 
1. Introduction 
Let the roads in a certain region be represented by the links ai, . . . , a6 in Fig. 1, 
and let the nodes Xi, . . . , X5 represent districts which give rise to demands for 
emergency services. An absolute centre is then a point (on a link or at one of the 
nodes) which represents the position at which we would build an emergency service 
facility .?? if the greatest distance (or alternatively, greatest transit time) from sZ? to 
any district is to be as small as possible. 
X3 '1 4 
(8) 
Fig. 1. Christofides example. 
The term absolute centre is due to Hakimi [I]. Mathematically, we may define 
it as follows. 
Let G = (X; &‘) be an undirected loop-free graph having a set .Y of n 2 2 nodes 
x ,,..., X, and a set of mrl linksa ,,..., a,. Thus each link a, has a pair o(a,) of 
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(necessarily distinct) nodes called its end-points. We assume that G is: positively 
weighted in that there is a positive number d, associated with each a, (r= 1, . . . , m); 
and connected in that there is at least one chain connecting each pair of distinct 
nodes Xi, Xj E J where a chain connecting Xi, Xj is a sequence (a,,, . . . , a,,) of 
p? 1 links ark E& such that there exists a sequence of p+ 1 nodes 
X,,, X,,, ***9 X,,E 9” with XS,=Xj,XSp=Xj and a(a,)={X,,_,,X,,} (k=l,...,p). 
Of the chains from Xi to Xj there will be at least one for which the sum I:=, dr, 
is as small as possible; call this sum yij the shortest distance from Xi to Xj and let 
r be the (n x n) matrix whose diagonal elements are zero and whose off-diagonal 
(i, j)th element is yij (i, j = 1, . . . , n; i #j). We assume r is given. 
We now regard each link a, as a point-set which can be indexed by the open real 
line-segment (O,d,), and so we may speak of the position z on a, for each real 
number z (0 <z< d,). Further if a(a,) = {X+ XPr}, we define 
h, = min(&, K), i, = max(A,, pu,). (1.1) 
Definitions (1.1) are merely a convenient device to avoid awkward mathematical 
ambiguities inherent in any reference to the unordered pair (XAr, Xpr}. Thus 
X,,r, Xi, E o(a,) with 1 I h, < i, I n. We may now define positions 0 and d, on a, to 
be the nodes Xhr, X, respectively. Further, we define the distance from position z 
on a, to node Xj E !Y to be T,j(Z) where 
rrj (z) = min(Z + Yh,j, (d, - Z) + Yirj). (1.2) 
Definition (1.2) expresses the intuitive idea that a least distance (or transit time) 
from position z is obtained by going either via Xhr or via Xi~. We easily see that 
rrj (0) = Yh,j and Trj (dr) = Yi,j * 
A local absolute centre on a, is now defined as a position z = .& on a, which 
minimises u/,(z) where 
V,(Z) = max Trj(Z)* 
,=l....,n 
(1.3) 
Finally, an absolute centre of G is a local absolute centre S$ on some link aF 
(1 ~Frm) such that 
wi (&) 5 wr (b) (r=l,...,m). (1.4) 
2. Previous discussions 
The first discussion of absolute centres was given by Hakimi [l]. Each rrj(Z) is 
a piecewise linear function, and Hakimi draws the graph of v,(z) by taking the 
e of the rrj(z) (j= 1, . . . . n) and inspects it to find a global minimum 
%. An absolute ee may then be found by choosing the least of the m 
values u/,(5$) (r= 1, . . . , m). 
Later, Christofides [3] defined: 
The absolute centre of a graph 271 
or = max miOh,j, Y&j) (r= 1, . . ..m). (2.1) 
,=l,...,fl 
H= min [id,+ 13~1. (2.2) 
r=l,...,m 
He showed that a link a, for which 8, > H cannot contain an absolute centre, and 
so its local absolute centre(s) need not be found. The topic of absolute centres was 
considered again by Minieka [4]. These early discussions were geometrical rather 
than algorithmic in spirit. More recently Hakimi, Schmeichel and Pierce [5] pro- 
posed an O(n2 log n) algorithm and Kariv and Hakimi [6] an O(n log n) algorithm 
(for n nodes). The present paper describes an O(n log n) alorithm, based on a 
straightforward sorting routine applied to number-pairs. 
3. Description of the algorithm 
Throughout the present section, a, is a given link of G (1 I 6 m). 
Let n be a decreasing lexicographical ordering of the ordered pairs (Yh,j, ri,j) 
(j= 1 , . . . , n), i.e. 7t is a permutation of _N= { 1, . . . , n} such that for j= 1, . . . , (n - 1): 
either Y/z,n(j) > Yh,n(j+ 1) 
or Yh,n(j) = Yh,n(j+ 1) and Yi,n(j)> Yi,n(j+ I). 
For example, consider the graph of Fig. 1, taken from Christofides [3], for which 
0 8 8 62 
8 0 2 10 6 
(3.1) 
6 10 12 0 4 
If e.g. r = 1, we have a(al) = {X,, X3}, SO that the pairs (yh,j, ri,j) extracted from 
r are 
(0,8), (8,2), (8,0), (6,12), (298). (3.2) 
Under n, these are lexicographically ordered (from left to right) as 
(8>2), (8,0), (6,12), (2,8), (98). (3.3) 
Let us call the establishment of the ordering rr: Pass I (for link a,). 
We now introduce a numbering procedure which can be described intuitively as 
follows. We attach the index 1 to the greatest pair in the ordering n; then, scanning 
the pairs in decreasing order of II, successive indices 2, . . . are attached if and when 
the component Y;,j has strictly increased relative to its value when the previous in- 
dex was attached. Thus for the sequence (3.3), writing the indices s under the cor- 
responding pairs, we get 
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@,2), @,Oh (61% C&8), (Q8). 
1 2 (3.4) 
The process terminates in this case after the indices 1,2 have been attached, since 
the second components of the pairs do not exceed 12 subsequently in the ordering rc. 
Formally, we define a (partial) mapping x: .,cV+.J by At to A, as follows. 
A, : Set x( 1) = n(1); set .s = 1. 
AZ: If X(S) = n(n); or if X(S) E N- (n(n)} but Yi,n(k) I Yi,x(s) for all n(k) E ./1’ such 
that k> n-lx(s); then STOP. 
A,: Otherwise set x(s + 1) = rc(k) E ./t’ where k E A’ is the least index such that 
k> ~-‘x(.Q and Yi,n(k)> ~i,~(~). 
Ad: Set s=s+ 1 and return to A,. 
Let the greatest value of s for which x is thus defined be R. Let the sequence of 
ordered pairs (Yh,X(s), yi,XCsj) (s = 1, . . . I R) be called the final list: and let us call the 
establishment of the final list: Pass 2 (for link a,). 
Thus from (3.4), the final list (for aI) for the graph of Fig. 1 is 
(8,2), (6 12) (3.5) 
As immediate consequences of the mechanics of Pass 1 and Pass 2, we have 
Lemma 1. The first components Yh,.&) decrease strictly and the second com- 
ponents Yi,x(s) increase strictly, as s = 1, . . . , R, in the final list. 
Lemma 2. Zf a pair (Yh,r, Yi,p) is not in the final list, then there is an s (1 ISC R) 
such that Yh,,y(s) 2 Yh,p and Yi,x(s) 2 Yi,p. 
4. Characterising the interior local minima 
Theorem 1. Let r be given (15 r s m) and let the final list be established. Zf R = 1, 
then the function v,(z) has no local minimum points interior to the interval [O, d,]. 
Zf R > 1, then the local minimum points of the function v/,(z) interior to the inter- 
val [0, d,] are precisely the (R - 1) points 
ZS = +(dr + Yi,x(s) - Yh,,y(s+ 1)) (s= 1, . . ..(R- 1)) (4.1) 
and the corresponding values of u/,.(z) are 
9(dr + Yi,x(s) -I- Yh,X(s+ 1)) (s=l,...,(R-1)). (4.2) 
The proof of this theorem is presented in the following two sections. Applying 
it to (3.5) we see that R = 2, and that I,v~(z) has only one local minimum point in- 
terior to the interval [O, d,] = [0,8], i.e. 
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(4.3) 
with t,~,(z)=~(8+2+6)=8. 
5. The sets J%j and 9(z) 
We drop the suffix r for clarity in Sections 5 and 6. For a link a of length d and 
end-points X,, Xi with h < i, let point Z be given by position z (O<z< d). 
Now define two classes of nodes, .9(z) and J?(z) as follows: 
Xp~Y(z) if and only if z+~~~<d-z+y~~, (5.1) 
X4e 9(z) if and only if d-z+y,,<z+yhq. (5.2) 
We call pairs (yhp, yjP) (XP E Y(z)) and (yhq, yiq) (X, E {g(z)): Y’(z)-pairs and J?(Z)- 
pairs respectively. (Intuitively, Y’(z) and l??(z) are the classes of nodes to which every 
shortest chain from Z ‘goes via’ X, or Xi respectively). Let p(z), .3(z) be the com- 
plementary node-sets of P’(z), 9?(z) respectively. 
We say that z (0 <z < d) is a critical value if there are nodes XP E Y(z), X4 E C+?(Z) 
such that (dropping suffix r from (1.2), (1.3)): 
r,(z) = rCJ (z) = V(Z) (5.3) 
and then X,, and the pair (yhP, y;,) will be said to be L!‘(z)-critical, and similarly X4 
and the pair (yhq, ri,) will be said to be 2?(z)-critical. 
We consider now the circumstances under the value of t&z) will increase under 
a small perturbation in the value of z about a particular value z (0 <Z< d). By con- 
tinuity, if node Xj satisfies rj(z) < w(z) at z=Z, this will remain true in a small 
neighbourhood, so locally rj(z) will not contribute to the determination of v(z). 
And if Xj E 2(:(z) tl g(Z), then of the two functions yhj + z, yij + d- z, equal at Z, one 
will always decrease under a small perturbation, so Sj(Z) will also decrease, by 
(1.2). The only other possible nodes are nodes Xi for which rj(Z) = I,@) with 
Xj E Y(z) U g(z). If such an Xj E Y(Z), we have by continuity using (1.2) and (5.1) 
that for small perturbations: rj(Z) = Yhj + Z, which increases for positive perturba- 
tions and decreases for negative perturbations. Similarly, if such an Xj E 9?(f), then 
z-;(z) decreases for positive perturbations and increases for negative perturbations. 
Using (1.3), then, we may say: w(z) will strictly increase for each arbitrary suffi- 
ciently small perturbation of z about z (O<z<d) if and only if we can find 
XP E P’(2) and X4 E 9?(z) with r,,(z) = r,(+?) = I,@!). 
In other words: the local minimum points of y(z) on the open interval (0,d) are 
exactly the critical values of z. 
6. Proof of Theorem 1 
Because yhi is the shortest chain-length from X, to Xj, we have 
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yhj 5 Y;j + d (j=l,...,n). (6.1) 
Similarly, 
YgsYhj+d (j= 1, . . . ,n). (6.2) 
Now, because Yhx($) strictly decreases and Yix(s) strictly increases in the final list, 
it is evident from (1.2) and (5.1) that if for a particular value of z (0 <z < d) a par- 
ticular 9(z)-pair is in the final list, then any pair following that L?(z)-pair in the final 
list must also be an 9(z)-pair, with a strictly smaller corresponding value of rj(z)* 
Similarly, any pair preceding an g(z)-pair in the final list must also be an 9(z)-pair, 
with a strictly smaller corresponding value of rj(z). 
Now if (Yhp, Yi,) immediately follows (yhq, yiq) in the final list, let US set 
z=+(,u+d) where /f=Yyi*-YhP. (6.3) 
Using (6.1), (6.2) and the monotone properties of the final list: 
yhp < yhq 5 Yiq + d, Yiq < Yip 5 yhp -I- d, 
whence -d<p<d and so O<Z<d. 
We readily confirm that Xpe _P(z), Xq~ 9?(Z) for Z as in (6.3), whence 
r,(Z) = t,(Z) = +([ + d) where [ = yiq + Yhp. (6.4) 
Since, as remarked above, any preceding or following pairs determine smaller values 
of rj(Z) we have by (1.3) and (6.4) that r,(z) = T*(Z) = I,@). Hence: Adjacent pairs 
in the final list determine critical values Z of z (O<Z< d) given by (6.3) with cor- 
responding values of J&Z) given by (6.4). 
On the other hand, let Z be a critical value of z and let (Y@ Yip) be T’(Z)-critical. 
If (Y&,, Yi,) is not in the final list, then by Lemma 2 for some s (1 IslR) we have 
Yh&) 2 YhP and Yix(s) 2 Yip* But if yhxcs) > yhp and yix(s) 2 Yip, then 
w(z) = rp(.z) = yhp + z (by L?(z)-criticality) 
< min(Y&($ + z, Yip + d - z) (by (5.1), (6.5)) 
(6.5) 
5 min(Yh&) + Z, Yix(s) + d - Z) (by (6.5)) 
= TX(S) (Z) 9 
contradicting (1.3). Hence 
yhxw = Yhp and Yix(s)L Yip. 
But then 
and 
Tx(,)(z) = z + Y&(s) = z + Yhp = r#), 
(6.6) 
showing that XxCsj is also P’(z)-critical. Hence for each critical value c?, at least 
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one P(z)-critical pair, and similarly at least one g(Z)-critical pair, will be found in 
the final list. (In fact at most one of each will survive as an easy consequence of 
the fact that e.g. pairs following @)-pairs are 9((Z)-pairs determining strictly 
smaller values of rj(Z).) 
So for a given critical value z of z, let (yhP, y;,), (yhq, yjq) be respectively Y(Z)- 
critical, g(Z)-critical and both be in the final list. Evidently (yhP, y;,) follows 
(yhq, yj,) since non-Y(Z) pairs cannot follow Y(Z)-pairs. In fact, (yhP, yip) im- 
mediately follows (yhq, yig). For if they were separated by (yhr, yir), say, we should 
have by the monotone properties of the final list (Lemma 1): 
tt (z) = min(y,, + Z, yit + d - Z) 
> min(yhP + Z, yiq + d - Z) 
= min(r,(Z), r,(Z)) = w(Z), 
contradicting (1.3). 
Hence: There is one-to-one correspondence between critical values Z of z and ad- 
jacent pairs in the final list. For given adjacent pairs, formulae (6.3), (6.4) give the 
corresponding values of Z, I@) respectively. 
In the light of the conclusion to Section 5, Theorem 1 is hereby proved. 
7. Properties of the final list 
On the interval [0, d,] the continuous function w,.(z) attains its minimum at z = 0, 
z=d, or (by Theorem 1) at one or more of z=z, (s= 1, . . . , (R - 1)). 
Theorem 2. 
y/,(O) = YI,,~(I) and Y/k%) = Yi,x(s) (7.1) 
Proof. Lemma 2 shows that the greatest Yh,j and greatest Yi,j (j = 1, . . . , n) are both 
featured in the final list. But then they are precisely yh,X(l) and yi,X(R) by Lemma 1. 
Hence 
Yh,~(l) = m?x Yh,j = max rrj(o) = y/,(O) 
I J 
and similarly ybX@) = w,(d,). 
So by (4.2) and (7. l), the final list yields the (R + 1) values which must be com- 
pared to find the global minimum point(s) of w,(z) on [O,d,.]: 
(Yh,X(l)Y Yi,x(l)) *..(Y h,,y(s), Yi,x(s))*(Yh,x(s+ 1)~ Yirx(s+ 1,) *** (%,X(R), ?+&R)) 
1 . . . 1 . . . 1 
w,(O) *** Wr (ZJ 
. . . 
vr (4) 
(7.2) 
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Moreover, Lemma 1 and (4.1) evidently imply 
o<.q *** <.zR-,<d,, 
so the final list yields the candidate minimum points in the order in which they lie 
in [O,d,]. Writing the list from left to right as in (7.2), if we place a mark (*) be- 
tween pairs of index s,(s+ l), then this mark is to the left of all ,irP(z,)-pairs and to 
the right of all %J(z,,)-pairs, the pairs adjacent to the mark being critical. 
8. Completing the example 
For the graph of Fig. 1, with r= 1 the final list is (3.Q and Theorem 2 gives 
WI(O) = 8, y/,(dt) = 12. 
Comparing with (4.3) we see that aI has two local absolute centres, nameIy at z = 0 
and 2=2. 
Now, using his bound H, Christofides has shown that only a, and a3 need be 
considered for this graph. We have a(~,)= {X,,X,-}. Pass 1 for a3 gives 
(194) (8-2) (6,O) (298) (46) 
and Pass 2 gives the final list: 
(10,4) (238). 
So we find one interior local minimum point for I,u~(z) on [O, d3] = [0,6], i.e. at z^ = 4 
with ~~(2) = 6. Moreover y,(O) = 10 and ty3(d3) = 8. Since v3(.Q is less than these 
and also less than v/l (0), we conclude that position z = 4 on a3 is the absolute centre 
of the graph. 
9. Computational complexity 
Theorems 1 and 2 replace the continuous-optimisation problem of minimising 
w,.(z) on [0, d,] by a combinatorial problem of establishing the final list. Evidently 
the complexity of Pass 2 is at most linear in n, whilst Pass 1 has the complexity of 
a sorting process. Hence for suitable constants A, B, the amount of computation 
needed to find all absolute centres of a graph is upper-bounded by 
m(A + Bn + C(n)) 
where C(n) is the complexity of a sort of n pairs, so [2]: 
C(n) = O(n log n). 
For a practical (e.g. emergency traffic) problem, m will typically be of the same 
order of magnitude as n. But in a theoretical context, the graph may be complete, 
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with m = +n(n - 1). Of course a practical implementation of the algorithm would 
avoid computing the local absolute centres for any link for which this was predic- 
tably irrelevant - e.g. for any for which 13, of (2.1) was greater than the least I,@) 
so far. The order in which the links are addressed then clearly affects the efficiency 
of the whole process. We return to these questions in [8]. 
References 
[l] S.L. Hakimi, Optimum locations of switching centers and the absolute centers and medians of a 
graph, Operations Research 12 (1964) 450-459. 
[Z] Aho, Hopcroft and Ullman, The Design and Analysis of Computer Algorithms (Addison-Wesley, 
Reading, MA, 1974). 
[3] N. Christofides, Graph Theory, an Algorithmic Approach (Academic Press, New York, 1975). 
[4] E. Minieka, The centers and medians of a graph, Operations Research 25 (1977) 641-650. 
[5] S.L. Hakimi, E.F. Schmeichel and J.G. Pierce, On p-centers in networks, Transportation Sci. 12 
(1978) 1-15. 
[6] 0. Kariv and S.L. Hakimi, An algorithmic approach to network location problems. I: The p-centers, 
SIAM J. Appl. Math. 37 (3) (1979) 513-538. 
[7] 0. Kariv and S.L. Hakimi, An algorithmic approach to network location problems. II: The p- 
medians, SIAM J. Appl. Math. 37 (3) (1979) 539-560. 
[S] R.A. Cuninghame-Green, Search strategies for the absolute centre of a graph, In preparation. 
