In this paper, using the recent results on Stein's method combining with Malliavin calculus and the almost sure central limit theorem for sequences of functionals of general Gaussian fields developed by Nourdin and Peccati, we derive the explicit bounds for the Kolmogorov distance in the central limit theorem and obtain the almost sure central limit theorem for the quadratic variation of the weighted fractional Brownian motion. MSC: 60F05; 60G15; 60H07
Introduction
Self-similar stochastic processes with long range dependence are of practical interest in various applications, including econometrics, Internet traffic and hydrology. These are processes X = {X t : t ≥ } whose dependence on the time parameter t are self-similar in the sense that there exists a (self-similarity) parameter H ∈ (, ) such that for any constant c ≥ , {X ct : t ≥ } and {c H X t : t ≥ } have the same distribution. These processes are often endowed with other distinctive properties. The fractional Brownian motion (fBm for short) is the usual candidate to model phenomena in which the self-similarity property can be observed from the empirical data. The fBm is a suitable generalization of the standard Brownian motion, which exhibits long-range dependence, self-similarity and has stationary increments. Some surveys and complete literatures could be found in Biagini et On the other hand, many authors have proposed to use more general self-similar Gaussian processes and random fields as stochastic models. Such applications have raised many interesting theoretical questions about self-similar Gaussian processes and fields in general. Therefore, some generalizations of the fBm such as bi-fractional Brownian motion, sub-fractional Brownian motion and the weighted fractional Brownian motion have been introduced. However, in contrast to the extensive studies on fBm, there has been little systematic investigation on other self-similar Gaussian processes. The main reason for this is the complexity of dependence structures for self-similar Gaussian processes which do not have stationary increments. http://www.journalofinequalitiesandapplications.com/content/2013/1/275
In this paper, we consider the weighted fractional Brownian motion (wfBm for short). The so-called wfBm B a,b with parameters a > -, |b| < , |b| ≤ a +  is a centered and self-similar Gaussian process with long/short-range dependence. It admits the relatively simple covariance as follows: , and it is neither a semimartingale nor a Markov process unless a = , b = , so many powerful techniques from stochastic analysis are not available when dealing with B a,b . The wfBm has properties analogous to those of fBm (self-similarity, long-range dependence, Hölder paths). However, in comparison with fBm, the wfBm has non-stationary increments. On the other hand, Garzón [] showed that for certain values of the parameters the weighted fractional Brownian sheets were obtained as limits in law of occupation time fluctuations of a stochastic particle model. Stein's method is a general method in probability theory to obtain bounds on the distance between two probability distributions with respect to a probability metric (see Stein [] ). The Malliavin calculus is an infinite-dimensional differential calculus, involving operators defined on the class of functionals of a given Gaussian stochastic process. Recently, Nourdin and Peccati [, ] unveiled the surface of the deep connection between the Malliavin calculus and Stein's method in order to derive explicit bounds in the Gaussian and gamma approximations of random variables in a fixed Wiener chaos of a general Gaussian process. In particular, such an approach implies that on any fixed Wiener chaos each one of the well-known distances (Kolmogorov, total variation, Wasserstein) generates the weak topology when the limit is a Gaussian random variable. Some important non-linear functionals of Gaussian processes can be written as multiple stochastic integrals. An important particular example is the quadratic variation which lies in the second http://www. Motivated by all these results, in the present work, we consider the explicit bounds for the Kolmogorov distance in the central limit theorem and almost sure central limit theorems (ASCLT in short) for the quadratic variation of wfBm. The above mentioned properties make wfBm a possible candidate for models which involve long-range dependence, self-similarity and non-stationarity. Therefore, it seems interesting to study the BerryEsséen bounds and ASCLT for the quadratic variation of the wfBm.
This paper is organized as follows. Section  contains some preliminaries for the Malliavin calculus and main results: Theorem . and Theorem .. The proofs of the main results are given in Section .
We will use c a,b and C a,b to denote positive and finite constants depending on a, b only which may not be the same in each occurrence.
Malliavin calculus on wfBm and main results
In this section, we present the basic elements of Gaussian analysis and the Malliavin calculus that are used in this paper. Some surveys and a complete list of literature could be found in Nualart [] .
Let H be a real separable Hilbert space. For any q ≥ , we denote H ⊗q to be the qth tensor product of H and H q to be the associated qth symmetric tensor product. We write X = {X(h), h ∈ H} to indicate a centered isonormal Gaussian process over H defined on some probability space ( , F , P). This means that X is a centered Gaussian family, whose covariance is given in terms of the scalar product of
For every q ≥ , let H q be the qth Wiener chaos of X, that is, the closed linear subspace of L  ( , F , P) generated by the family of random variables
where H q is the qth Hermite polynomial defined as
The mapping I q (h ⊗q ) = H q (X(h)) can be extended to a linear isometry between the symmetric tensor product H q equipped with the modified norm · H q = √ q! · H ⊗q and the qth Wiener chaos H q . Then defined by
Since f ⊗ r g is not necessarily symmetric, we denote its symmetrization by f ⊗ r g ∈ H (p+q-r) . Note that f ⊗  g = f ⊗ g equals the tensor product of f and g, for p = q,
namely the scalar product of f and g. In particular, when
where (A, A) is a measurable space and μ is a σ -finite and non-atomic measure, one has that
is the space of symmetric and square integrable functions on A q . In this case, (.) can be rewritten as
that is, we identify r variables in f and g and integrate them out.
The following product (multiplication) formula is very useful: if f ∈ H ⊗p , g ∈ H ⊗q , then
Let us now introduce some basic elements of the Malliavin calculus with respect to the isonormal Gaussian process X. Let S be a set of smooth cylindrical functionals of the form
where n ≥  and f ∈ C 
for a ≤ . Thus, Kolmogorov's continuity criterion implies that wfBm is Hölder continuous of order δ for any δ <   ( + b). We can write its covariance as
and it is the distribution function of an absolutely continuous positive measure with density
Now, we assume that b > . The canonical Hilbert space H associated to the wfBm is defined as the completion of the linear space E generated by the indicator functions { [,t] , t ∈ [, T]} with respect to the inner product
The application E ϕ → ξ (ϕ) is an isometry from E to the Gaussian space generated by B a,b and it can be extended to H. The Hilbert space H can be written as Recall that if Y , Z are two real-valued random variables, then the Kolmogorov distance between the law of Y and the law of Z is defined by
ϕ(t)ϕ(s)φ(t, s) dt ds
The following result due to Nourdin and Peccati (see Theorem . and Proposition . of [] ) is very useful and reduces the problem of the normal approximation of multiple stochastic integrals (more general of random variables which are Malliavin derivable) in the Kolmogorov distance (and other standard metrics) to the estimation of the variance of the Malliavin derivative of the multiple integral (of the random variable, respectively).
Proposition . Let N be a standard normal Gaussian variable, let q ≥  be an integer and f ∈ H
⊗q with E(|I q (f )|)  = . Then
Definition . A sequence (X n ) n≥ of random variables satisfies the almost sure central limit theorem (ASCLT for short) if a.s.
as n tends to infinity, for every ϕ : R → R bounded and continuous function, where N ∼ N (, ).
The following convenient criterion which extends the convergence in law to almost surely convergence (in particular for ASCLT) is due to Ibragimov and Lifshits [] . It plays a crucial role in all of the sequel.
Proposition . Assume that X n converges in law to X. If for any r > ,
as n tends to infinity, for every ϕ : R → R bounded and continuous function.
Applying the above criterion to multiple stochastic integrals, Bercu et al. [] proved the following ASCLT.
⊗q be such that EX 
Let {B a,b t } t≥ be a weighted fractional Brownian motion. Define
The aim of the present work is to state and prove the following two results.
converges in distribution to N as n tends to infinity and there exists a constant C a,b depending only on a, b, such that for every n ≥  the following Berry-Esséen bounds hold:
) n≥ satisfies the almost sure central limit theorem.
Proof of the main results
In this section, we assume that
]. For simplicity, we denote
Proof of Theorem . By self-similarity property of 
where
. Thus, we can write the correct renormalization of Z n as follows:
Therefore, we have
It is clear that lim n→∞ A n = C a,b (by (.)). Next, for the term B n , we have Combining (.) with Cauchy-Schwarz inequality, it follows that lim n→∞ B n exists and hence
According to Proposition ., we need to estimate
In fact, we have
For the first term D  (n), we obtain We can also get the similar bound for the term D  (n). In particular, with i = , ,
for some positive constant C a,b . The sum on the right-hand side of (.) can be estimated in a similar manner as for D i (n) (i = , ) and this yields
and therefore
], then from (.), the boundedness of (
) n (by (.)) and the convergence of the series
. Since in this case
and (
) n is bounded, we obtain . Define
A straightforward calculation shows that lim n→∞ U n exists. Thus we get that, for To present a proof of Theorem ., the following proposition is needed. Author details 1 Department of Mathematics, Anhui Normal University, 1 East Beijing Rd., Wuhu, 241000, P.R. China. 2 Department of Mathematics, Donghua University, 2999 North Renmin Rd., Songjiang, Shanghai 201620, P.R. China.
