The paper sheds a new light on the fundamental theorems of complex analysis due to P. Fatou, F. and M. Riesz, N. N. Lusin, I. I. Privalov, and A. Beurling. Only classical tools available at the times of Fatou are used. The proofs are very simple and in some cases -almost trivial.
Introduction and the main result.
Let U and T be the open unit disk and the unit circle in C, recpetively. For a function f defined on U we denote by f (e iθ ) the radial limit of f at e iθ if the limit exists. The following classical theorems of P. Fatou [5] (cf. [4] , Theorem 2.1) and of F. and M. Riesz [10] (cf. [4] , Theorem 2.5) are among the most fundamental results of complex analysis.
Theorem A (P. Fatou, 1906) . Let f be analytic and bounded on U. Then for almost all e iθ on T the radial limit f (e iθ ) exists.
Theorem B (F. and M. Riesz, 1918) . Let f be analytic and bounded on U such that f (e iθ ) = 0 on a set E of positive measure on T . Then f is identically zero.
For univalent functions the analogous results are due to A. Beurling [1] (cf. [4] , Theorem
3.5).
Theorem C (A. Beurling, 1940) . Let f be univalent on U. Then: (i) at every point e iθ of T , except possibly a set of zero (logarithmic) capacity, the radial limit f (e iθ ) exists;
(ii) f (e iθ ) = lim r→1 f (re iθ ) cannot be zero on any positive capacity set on T .
Theorem A presents the property of almost everywhere existence of the radial limits of bounded analytic functions, while Theorem B is the boundary uniqueness property of the same functions. Both these properties (theorems) have been presented and extended in many function g on U such that g has no radial limit on E.
Remark 1. If f in Theorem 1 is zero free, bounded analytic, the relation between f and g is especially simple and given explicitly by the equation g(z) = e −i log log f (z) , as our below proof implies.
Even in a trivial case of measure zero E, as we will see, Theorem 1 implies a theorem of Lusin [7] . In contrast, the following corollary (of Theorem 1), in which f is not required to 1 For instance the paper [3] by L. Carleson, emphasizing the difference between Theorem A and Theorem B, begins with the following sentences: "For a large number of classes C of functions f (z) regular in the unit circle, we have very complete knowledge concerning the existence of a boundary function
the classical result being that of Fatou. However, very little is known about the properties of this boundary function F (θ), and in particular about the sets E associated with the class C, having the property that f (z) vanishes identically if F (θ) = 0 on E. ... Our whole knowledge in this direction seems to be contained in a classical result of F. and M. Riesz: E is a set of uniqueness for the class of bounded functions if and only if it has positive Lebesgue measure."
be zero free on U, loses its meaning for E of Lebesgue measure zero. Obviously Theorem 1 implies that the part (ii) of Theorem C is a corollary of part (i)
of Theorem C (nevertheless, the part (ii) itself is an important and frequently cited result).
Similarly, Corollary 1 derives Theorem B from Theorem A.
Note that Theorem 1 (and Corollary 1) by implying both Theorem B and part (ii) of Theorem C, is giving the first unified proof of the boundary uniqueness property for univalent and merely analytic functions. Our approach greatly simplifies the case of univalent functions and the new proof of part (ii) of Theorem C below should be compared with its previous proof; cf. the proof of part (ii) of Theorem C in [4] , pp. 61 -64, or in [1] .
In this paper we merely use classical theorems (of times of Fatou) and modulo to them the proof of Theorem 1 is simple and elementary.
Theorem 1 immediately implies also the first elementary and very short proof of the following theorem (see [7] or [8] ), which is a classical converse of Theorem A.
Theorem D (N.N. Lusin, 1919) . Let E be a zero measure subset on T . Then there exists a bounded analytic function f on U such that the radial limit f (e iθ ) does not exist at each e iθ ∈ E.
We use the following classical result due to Privalov [12] (cf. [13] , p. 295, or [14] , p. 276).
Theorem E (I.I. Privalov, 1919) . Let E be a zero measure subset on T . Then there exists a zero free, bounded analytic, function f on U such that f (z) tends to 0 as z approaches, in an arbitrary manner (in particlar, radially), any point of E.
Since the function f existing by this theorem is zero free, bounded analytic, and f (e iθ ) = 0 on E, it can serve as a function of hypotheses of Theorem 1, and thus, Theorem 1 readily In this paper we also use two classical results due to C. Carathéodory (1913) and F. Riesz (1923), respectively.
The theorems of Carathéodory and F. Riesz.
The prime end theorem of Carathéodory [2] (see for example, [9] , p. 30) in fact is the first major result on the boundary behavior of univalent functions. It is on the extension of the Riemann mapping function to the boundary of a domain and has an especially simple formulation when the unit disc is mapped onto a Jordan domain. The general case uses the Carathéodory concept of a prime end of a simply connected domain G. We assume that the reader is familiar with it as well as with the concept of a null-chain representing the prime end (see for example [9] , pp. 29-30). However we will use just a special case of Carathéodory's main theorem, which, as we will see, also can be derived from the Riemann mapping theorem avoiding the prime ends (and null-chains) altogether.
Theorem F (C. Carathéodory, 1913) . Let ϕ map the unit disc U conformally onto a simply connected domain G. Then there is a bijective mappingφ of the circle T onto the set of all prime ends of G such that, if ζ ∈ T and if {C n } is a null-chain representing the prime endφ(ζ), then {f −1 (C n )} is a null-chain that separates 0 from ζ for large n.
If a Jordan arc in U ends at a point ζ ∈ T , then the image arc in G "approaches" (in the 2 Theorem A is proved in the standard textbooks on complex analysis, but, as a rule, none of them (say, W. Rudin's comprehensive "Real and Complex Analysis") even mentions Theorem D. This leaves the reader wondering whether the conclusion of Theorem A is precise or not. An affirmative answer is provided by Theorem D and its presence in the textbooks seems highly desirable. to AB, a Jordan arc has to "oscillate"). Note that AB determines one prime end (of D), which we denote by P ; more precisely, AB is the impression of P . It is the only prime end of D with an impression containing more than one point.
We have the following corollary of Theorem F.
Proposition 1. Let ϕ map U conformally onto D. Then there exists a point ξ on T such that ϕ has no limit as z approaches ξ along any Jordan arc γ, γ \ {ξ} ⊂ U, ending at ξ.
The existence of such ξ immediately follows from Theorem F; simply take as ξ the point, which corresponds to the above mentioned prime end P of D.
Let Γ be a halfopen Jordan arc in D, oscillating and approaching to AB asymptotically.
For instance, as such Γ, one can take the polygonal in D joining the sequence of the points
), M 4 ( Let γ, γ \ {ξ} ⊂ U, be an arbitrary Jordan arc ending at ξ. If γ and ψ(Γ) share points (other than ξ) at each neighborhood of ξ, then there is nothing to prove (because as Γ, the curve ϕ(γ) too would be oscillating and approaching to AB in D). Thus, by deleting some initial portion of γ if necessary, we may assume that γ and ψ(Γ) have no common point other than ξ. Let us join the initial points of γ and ψ(Γ) by an arc δ ⊂ U such that δ has no other common point with γ or with ψ(Γ). The curve ψ(Γ) ∪ δ ∪ γ divides U into two domains.
One of them, let denote it by U 1 , has only one point of T , namely ξ, on its boundary.
Assume by contrary that ϕ(z) has a limit equal to q as z approaches ξ along γ. This means that q is an accessible boundary point of D (and the Jordan arc ϕ(γ) ends at q). The Jordan arc ϕ(δ) joins in D the initial points of Γ and ϕ(γ), and ϕ(δ) has no other common point with them. Let us take ϕ(γ) ∪ ϕ(δ) as Γ 1 and apply Proposition 2; we conclude that there exists either a segment l 2n+1 or a segment l 2n lying on the boundary of the image ϕ(U 1 ) of U 1 . For briefness, denote this segment by l.
Because ξ is the only boundary point of U 1 belonging to T , the conformal mapping ψ(w) of ϕ(U 1 ) onto U 1 will be continuously extended to the set l once we put ψ(w) = ξ on l. Now Proposition 3 implies that ψ(w) is identically equal to ξ, which is impossible since ψ is a univalent function. This contradiction completes the proof of Proposition 1.
Next, we formulate a classical result on the radial limits of Blaschke products. By Theorem A, of course, the radial limits of a Blaschke product exist a.e. on T . In 1923 F. Riesz [11] (cf. [4] , Theorem 2.11) proved the following result. iθ on T An elementary proof of this theorem can be found in K. Hoffman's book 3 (see [6] , page bottom of 65 -top of 66). Without going into details, we describe the main steps of this proof. First, some simple integral estimates imply that for a (convergent) Blaschke product B the sequence of partial products B n converge to B in H 2 on the unit circle T . In particular,
B n converges to B in L 2 norm, and therefore, a subsequence of B n converges pointwise a. e.
on T to B. Since each |B n | is identically 1 on T , |B| is 1 a. e. on T, as Theorem G claims.
We close this subsection with some remarks on our proof of Theorem 1. First of all we
show that Proposition 1 easily implies Theorem 1. But, in fact, Proposition 1 is needed for Theorem 1 only for the case of univalent functions; for the case of just analytic functions
we present yet another proof which instead of Proposition 1 merely uses an elementary argument. Also, Theorem G immediately reduces Corollary 1 to Theorem 1, and this is the only occasion when we use Theorem G in our proofs.
Thus, for the case of analytic functions, Theorem 1 is independent of Proposition 1, and, in fact, Theorem 1 becomes almost trivial in this case (similarly, since f provided by Theorem E is zero free, Theorem D is a trivial corollary of Theorem E, as mentioned above).
For the case of univalent functions Theorem 1 follows almost trivially from Proposition 1.
And, Corollary 1 is almost trivial if we assume that Theorem G is granted.
Thus in all cases the property of the existence of the radial limits almost trivially implies the boundary uniqueness property (assuming at most Theorem G and Proposition 1 granted).
(Based on below proofs, we hope it does make sense to use here the wording "almost trivially", but the final judgement on this is reserved for the reader.) Let us stress again that Proposition 1, for which we presented also a direct simple proof, is an obvious corollary of In the formulation of Theorem 1 in general case the univalent function f is not required to be bounded. However, as it is well known, one can reduce this to the case of bounded f using some elementary mappings (cf. [4] , p. 57). Therefore, in the following proof with no loss of generality we assume that f is bounded by M (on U) also for the case of univalent f .
Proof of Theorem 1.
Let f be bounded, univalent (or analytic and zero free) on U, and let f (e iθ ) = 0 on E. (Since f (e iθ ) = 0 on E, of course, f is zero free on U also in case if f is univalent.) We may assume f is bounded by 1. Then f (z) = e h(z) , where h is univalent (or analytic), ℜh(z) < 0 on U and h(e iθ ) = ∞ on E. Let the univalent function ϕ and the point ξ ∈ T be as in Proposition 1, and let ψ(ζ) be a fractional-linear mapping of the left half plane onto the unit disk under which ∞ corresponds to ξ. Then the function g(z) = ϕ(ψ(h(z))) does not have radial limits on E. Next, g is bounded analytic, and if f is univalent, then with h also g is univalent.
The proof is over.
2.2 Elementary proof of Theorem 1 for the case of zero free, bounded analytic f .
We may assume f is bounded by 1. Then f (z) = e h(z) , where h is analytic, ℜh(z) < 0 on U and h(e iθ ) = ∞ on E. We have an analytic log h(z) = log |h(z)| + i arg h(z) on U with π/2 < arg h(z) < 3π/2. Then g(z) = e −i log h(z) = e arg h(z) (cos log |h(z)| − i sin log |h(z)|) is analytic and bounded by e 3π/2 . On each radius ending on E the oscillation of g exceeds e π/2 .
Elementary proof of Lusin's Theorem D.
For a given zero measure set E ⊂ T let f be the function existing by Theorem E. Repeating the previous paragraph for this f proves Theorem D.
Proof of Corollary 1.
Let f be as in Corollary 1. Then f (z) = B(z)f 1 (z) where B is a Blashke product and f 1 is analytic, bounded, and zero free on U. By Theorem G we have |B(e iθ )| = 1 a.e. on T , and thus f 1 (e iθ ) = 0 on some E 1 ⊂ E such that E \ E 1 is of Lebesgue measure zero. By Theorem 1 for f 1 there exists a bounded analytic function g which does not have radial limits on E 1 .
Remark 2. Since f 1 is zero free, g(z) = e −i log log f 1 (z) as in Remark 1, and thus we have g(z) = e −i log log f (z) B(z) as an explicit equation which connects f and g of Corollary 1.
