This demo paper presents different applications of artificial intelligence techniques applied to video archives such as face recognition, visual search and classification based either on faces, objects or landmarks. All algorithms are based on features that are extracted once at the beginning of the pipeline, this shared first stage allows flexibility and reduced computing time. The algorithms have been put into production early in the development process allowing early feedback and resulting in a user-focused development.
INTRODUCTION
Artificial intelligence is revolutionizing a huge variety of fields such as medicine, finance, manufacturing and marketing to name a few. More recently, AI has also been showed to be able to automate a certain number of tasks in the media and archives domain. As an example, the INA has recently open-sourced a speaker gender detection algorithm [2] . They have been able to get the speaking time per gender since 2001 for more than twenty broadcasters [5] . Gender identification is only one example but the possibilities are infinite. In our work we have been focusing on the automation of three different tasks: face recognition, visual search that enables to find similar video than the given one and classification of the different shots in a video in chosen categories. Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for third-party components of this work must be honored. For all other uses, contact the owner/author(s 
VISUAL FEATURE EXTRACTION
Visual feature extraction is the first crucial step of all our applications. The visual feature extraction pipeline aims at extracting a vector of features for each face and two features vectors representative of the objects and landmarks in the frame. The algorithm is used independently on each frame, which is selected every second. Taking a resolution of one frame per second can result in having different faces, objects or landmarks that appear only for a fraction of second to not be detected, however, applying the extraction pipeline on every frame has not been tested for computational reasons.
Facial feature extraction
The facial feature extraction pipeline is made of three different stages. The first stage aims at detecting the different faces in an image, a Multi-Task Cascaded Convolutional Network [9] is used to extract the bounding box and facial landmarks localization for each face: the position of each eye, the nose, and the two mouth's corners. Once the different faces are detected, the face transform algorithm use the bounding boxes and the facial landmarks localization to align the face through different translation, rotation and scalation. Finally, the face is cropped to a 160x160 pixels image. The last stage is the facial feature extraction which uses the FaceNet model to extract a 128 dimensional feature vector from the cropped image issued during the last stage. The FaceNet model is an Inception-Resnet-v1 trained on the MS-Celeb-1M dataset and tested on the Labelled Faces in the Wild dataset [8] .
Objects and landmarks feature extraction
The objects and landmark feature extraction is based on a ResNet-50 model, trained on the ImageNet dataset [3] and obtained from Keras [1] . The objects and landmarks features are averaged for each shot, defined as a sequence of uninterrupted frames from one camera, resulting in a object and landmark 2048 long feature vector per shot. The shot identification is made using ffmpeg [4] . The trained ResNet-50 has been slightly modified for landmarks feature extraction. An attention layer has been added at the end of the network architecture and a a transfer learning approach has been used as the algorithm has been fine-trained on the Google-Landmarks dataset [7] .
FACE RECOGNITION 3.1 Public figure database
In order to perform face recognition a database of known faces must be created. Our documentalists have manually created face profiles consisting of at least five pictures per person and are regularly Demonstration AI4TV '19, October 21, 2019, Nice, France updating them. Documentalists are given an instruction sheet to follow which specify that faces have to face the camera and to be unobstructed to be added to the database. The face profile has to contain, if possible, images of the individual at different ages. Each face profile is validated by superusers. The database is limited to public figures for legal and ethical reasons. The facial features are then extracted from each of these pictures. Currently our database contains 92'000 images of 5'500 people.
Face matching
Face matching consists in recognizing each face that appears in a user's given video. The face matching pipeline is made of two different stages. The first stage considers the entire video (i.e all the facial features extracted from each frame of the video). Hierarchical clustering is used to create different clusters under the assumption that one cluster is constituted of faces from a unique person.
Matching each cluster to the face database is the second step. A cosine similarity is computed between each vector of features in our face database and the ones from each face in our cluster. A cluster is considered to be recognized as a known person if the mean of the three maximum cosine similarities between each face in the cluster and each face in that person database is higher than 0.73, a threshold empirically determined. The recognized faces are then exported and displayed with the mean cosine similarity scores.
A face that appears in less than 3 sequential frames (i.e less than 3 seconds) are displayed but not exported. We expect the model to have an accuracy close to the 0.993 value obtained on the Labelled Faces in the Wild dataset. This result has not been verified on our database due to a lack of labelled examples. However, a qualitative assessment showed that the algorithm's ability to recognize non-Caucasian individuals is considerably weaker. In the future, we aim at retraining the model on a more diverse dataset to tackle this weakness.
VISUAL SEARCH
Each time the visual feature extraction algorithm is used on a new video, the faces, landmarks and objects features vectors extracted will be saved in the database. However, an exhaustive search for image retrieval with these feature vectors would need considerable time and computing power. To tackle this efficiency problem a PCA is performed to reduce the length of the vectors from 128 to 64 for facial features and from 2048 to 128 for objects and landmarks features vector. Product Quantizers are then used to compress these new vectors in a lossy fashion. The features are then saved and indexed. The Facebok AI Similarity Search library [6] was used as it provides a very efficient implementation of these algorithms.
To search similar faces, landmarks or objects from a given shot or image, the Euclidean distance between the features vector extracted and the existing features in the database is computed. The results are then displayed in ascending distance order.
CLASSIFICATION
Objects and landmarks features can also be used to train a classifier. Any number of classifiers can be created by any user and must be constituted of at least three categories represented by a minimum of three examples. A support-vector machine model is trained either on objects or landmarks features of the categories examples. Once trained, a classifier can be used to segment a video according to the classifier's categories. The video is divided into shots which are classified to a specific category or to none. Shots that belong to the same category and that are divided by another unclassified shot that lasts less than a defined "close gap" are merged together to form a new segment. Finally, segments that last less than a set minimum duration are discarded. The resulting segments are then displayed and their metadata can be exported.
DEMONSTRATION
Three different screencasts have been made to show what users will be able to do directly on our application during the demonstration:
• Face recognition: modify our public figure database and test the facial recognition on a chosen video. https://rebrand.ly/4onq6i • Visual search: Launch a visual search using landmark object or face features from an image or a shot. https://rebrand.ly/e2khc9 • Classification: Create, train and launch a custom classifier.
https://rebrand.ly/37a7uq
CONCLUSION
Three different applications have been developed using artificial intelligence and are used in a daily fashion: face recognition, visual search and shot classification. While their performance and efficiency could still be improved, they have been put into production early. The different users have had a very active role in the development of these algorithms as they constructed the Public figures Database and creates the different classifiers. The use of the algorithms in their developing stage has enabled early feedback concerning their use and performance which resulted in a user-focused development.
