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CHAPTER 1. INTRODUCTION 
Quantum Chromodynamics (QCD) is believed to be THE theory of the strong 
interaction. 
QCD is a renormalizable nonabelian gauge field theory with gauge group SU(3). 
The fundamental fermions in QCD are called quarks. They come in three different 
" colors "-the charges of the SU(3) gauge field. The color forces are mediated by 
vector bosons called gluons. Isolated quarks and gluons, however, do not exist in 
nature. They are said to be permamently confined within hadrons. Confinement is 
a nonperturbative phenomenon. At low energies the coupling constant of the strong 
interaction is so large that perturbative calculations are unreliable. However, the 
strength of a coupling constant "runs" with energy, i.e., it depends on the energy 
scale. It is a special feature of nonabelian gauge fields that the running coupling 
constants decrease with increasing energy. This is called asymptotic freedom. From 
2 n d  o r d e r  p e r t u r b a t i v e  c a l c u l a t i o n s ,  t h e  d e p e n d e n c e  o f  i s  g i v e n ,  i n  t h e  M S  
( Modified Minimal Subtraction) renormalization scheme [1, 2], by 
where Nj! is the number of quark flavors open and A is the QCD scale parameter. 
(1.1) 
The above relation shows that when < 1. Hence there is an en­
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ergy scale above which perturbative calculations become reliable. Thus there are two 
different energy regimes in QCD: in the low energy regime as is large and nonpertur-
bative phenomena like confinement and fragmentation occur. They cannot be reliably 
calculated by a perturbation expansion. Nonperturbative methods like lattice gauge 
theory have to be used. In the high energy regime as is small. Processes such as hard 
gluon emission in e'^e~ annihilation can be calculated with perturbation methods. 
QCD has been quite successful, at least in those areas where comparisons are reliably 
made, in explaining strong interactions. It incorporates all the essential ingredients 
needed to explain observed phenomena. However, because of its nonperturbative 
nature, it is also difficult to compare the theory directly with experiments. Instead 
of quarks and gluons one sees hadrons which are produced via fragmentation. Since 
nonperturbative calculations are difficult, one often resorts to models to account for 
the nonperturbative part of the physics processes, and compare the perturbative part 
of the processes with theory. 
e'^e~ Annihilation into Hadrons 
Unlike hadrons, which are composed of partons, electrons are, at least at the 
current energy scale, structureless point particles. This makes the process e'^e" —* 
hadrons an attractive tool for studying QCD since the initial state is well defined 
and free of strong interaction. An e"'"e~ annihilation into hadrons can be roughly 
divided into four stages, illustrated in Fig. 1.1. In the first stage, e'^e'~ annihilates 
into a virtual 7 or from which a qq pair is produced. In the second stage, hard 
partons are produced from the qq pair via strong interactions. The third stage is the 
hadronization of partons. In the fourth stage hadrons produced in the third stage 
< (0 00 • (iii) < (iv) • (v) 
Figure 1,1: Schematic illustration of an e'^e~ annihilation event: (i) electroweak 
production, (ii) hard QCD process, (iii) hadronization, (iv) particle de­
cays, and (v) experimental observation 
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that are unstable decay into stable particles. It is these stable particles that are 
detected experimentally. 
In the next chapter we describe each stage in greater detail. 
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CHAPTER 2. HADRON PRODUCTION IN e+e" ANNIHILATION 
Electroweak Production of 99 
The initial e'^e~ annihilates into a virtual photon or a according to the 
theory of electroweak interaction. Since the center of mass energy of PEP is far 
below Z mass, the contribution from the channel is small, about a few percent in 
the amplitude. From QED, the total cross section for production of all possible pairs 
of qq is 
<r(e+e~-* all qq) = (2.1) 
=  < T ( e + e - ( 2 . 2 )  
9 
where s is the center of mass energy squared, a is the fine structure constant, and eg 
is the charge of the quarks in units of the electron charge. 
The experimentally observable cross section, <r(e"''e~ —> hadrons) , however, is 
slightly larger than <r(e'^e~—» all qq). This is because strong interactions between 
the two quarks provide more channels to hadronic final states. First order QCD 
correction gives 
<r(e"^e~ —> hadrona) = <r(e'^e~ —» all qq) • (1 + —) (2.3) 
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Perturbative QCD Processes 
The qq pair created in the e~^e~ annihilation subsequently materializes into 
hadrons. Current phenomenological models describe this materialization as a two-
stage process: at the first stage "hard" partons are generated. At the second stage 
these hard partons fragment into hadrons. In this section we discuss the hard parton 
production phase. 
In the parton production phase the energy scales involved are high. The running 
coupling constant is small enough that perturbative calculations are adequate. There 
are currently two methods to generate a (hard) parton configuration from the initial 
qq pair: matrix element (ME) method, and parton shower method. 
Matrix element method 
In the ME method a perturbative expansion in powers of as is performed. All 
the Feynman diagrams up to a given order are included, while diagrams of higher 
order are neglected. Fig. 2.1 gives the diagrams with three partons to 0(05). To 
calculate the three-jet and four-jet cross section to 0(a|), one has to include all the 
diagrams in Fig. 2.2 and Fig. 2.3. 
Naively one would calculate the three-jet cross section in Fig. 2.2 and four-jet 
cross section in Fig. 2.3, respectively. The results, however, are divergent. As the 
energy of a gluon becomes small, or it becomes collinear with its parent quark, the 
differential cross sections become infinite. These are known as infrared divergence 
and collinear divergence, respectively. In order to obtain a divergence-free three-jet 
cross section, for example, one has to include the contributions from those four-jets 
which "look like a three-jet", i.e., those having a soft gluon or a gluon that is collinear 
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Figure 2.1: Diagrams with three partons in the final state to 0 { a . a )  
with one of the quarks. Just how soft or how collinear the gluons should be for a 
four-jet to be regarded as a three-jet requires a certain "resolvability" criterion. A 
frequently used criterion is: a parton pair is called resolvable if it satisfies 
>ycu t  
where is a parameter. All the unresolved four-parton configurations are included 
into the three-jet cross section. Thus, the three-jet cross section is given by 
rf(r[three-jet] = (f(r(three-parton] 4- J rf(r(four-parton] 
where the integration is over unresolved pairs. 
Jets obtained in this way are called dressed jets as opposed to "bare jets" whose 
cross sections exhibit infrared and collinear divergence. Ideally, should be set at 
a point where the individual partons cannot be resolved experimentally. In reality. 
Figure 2.2; Diagrams with three partons in the final stale to 0{ag) interfering with 
the diagrams in Fig. 2.1 
9 
WT 
Figure 2.3: Diagrams with four partons in the final state to 0(a|) 
this goal is wiped out by the fragmentation process. Thus, the choice of is not 
clear, so it is desirable to study physical qualtities that are not sensitive to the choice 
Vcul' 
Matrix elements for e'^e~ —* partons have been calculated to 0{ag^) by several 
groups (4, 6, 6, 7, 8, 9]. 
Parton shower method 
In the O(as^) matrix element method, only up to 4-parton state can be gen­
erated. In a parton shower approach, on the other hand, basic q -* qg^ g -* gg 
and g qq branchings may be iterated to describe the production of an arbitrary 
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number of partons from the initial qq pair. 
A parton shower can be looked upon as a tree with quark and gluon lines as 
branches. The three branchings: q —» qg, g —^ gg and g —> qg, are governed by the 
Altarelli-Pari8i(AP) evolution equations 
àPa-,hc = (24) 
mg 
where the is the splitting kernel, characteristic of the type of branching. 
The AP equation is derived using leading log approximation (LLA), which uses the 
renormalization group technique to sum the most divergent term from every order of 
«a, neglecting all less severely divergent terms. 
Recent LEP data show that the shower models describe data more adequately 
than the matrix element method. Since higher order matrix elements are difficult to 
calculate, shower models offer more hope in the future higher energy environment. 
However, at PEP energy (29 GeV) the matrix element method describes the data 
quite well, also. 
Hadroiiization Models 
Perturbative QCD describes the production of partons from the initial qq pair. 
However, free quarks and gluons have never been observed in real experiments. In­
stead, one only sees hadrons. This hadronization happens in the nonperturbative 
regime in which as is large. One must therefore rely on phenomenological fragmen­
tation models to make the connection between perturbative QCD and the observed 
hadrons. 
A fragmentation model generates hadrons from a given parton configuration. 
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This is usually implemented by the Monte Carlo method. Currently, there are sev­
eral different fragmentation models, each one describes the experimental data satis­
factorily in certain aspects, and yet does not agree with data very well in some other 
aspects. In the following sections we describe two most frequently used models. 
String fragmentation models 
The basic idea of string fragmentation is best illustrated by an out-going back-
to-back qq pair produced from an e'^e~ annihilation. Because of the three-gluon 
coupling, the color flux lines will not spread out over all space as the electromagnetic 
field lines do for an electromagnetic dipole, but rather are constrained to a thin tube­
like region connecting the quark pairs. The field energy stored per unit length of the 
flux tube, or string, is assumed to be constant and is about 1 GeV/fm. The potential 
between the quark pair is therefore linearly rising with quark separation distance. 
As the partons move apart, the potential energy stored in the string increases. At 
a certain point it becomes energetically favorable for a new qq pair to be generated 
from the vacuum in such a manner as to break the original string into two pieces 
(Fig. 2.4), thereby lowering the potential energy contained in the field. Each of the 
two pieces now ends on one of the new quarks as in Fig. 2.4(b). Each piece of string 
can fragment again by the same mechanism. This process continues until the string 
segments are no longer energetically favored to break, and mesons are formed out of 
quark- string-antiquark segments (Fig. 2.4(c)). Baryon production can be explained 
by assuming that diquark-antidiquark pairs, instead of quark-antiquark pairs, are 
occasionally produced from the vacuum (Fig. 2.4(d)). 
In the string model, a gluon is represented as a kink in the string as in Fig. 2.5. 
12 
(a): — q o 
(b): 
(c): 
(d): o—OD m # o* o-oo 
Figure 2.4: String fragmentation into hadrons: (a) The original qq pair is connected 
by a string, (b) The creation of a qq pair break the string, (c) Strings 
are further broken by new qq pairs and mesons are formed, (d) Baryons 
are formed by popping qqqq out of vacuum 
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Thus, a gluon is always at "midway" along a string by virtue of its two color indices. 
In contrast, quarks, which have only one color index, must be the end points of 
strings. 
The most successful implementation of a string model is the LUND model. The 
algorithm of this model can be divided into three steps. First of all, the flavor and 
Pi (with respect to the string direction) of the (di)quark pair materializing from the 
vacuum are determined. According to a WKB calculation, the probability of creating 
u«:d(f:8â:cc from the vacuum is roughly in the ratio 1:1: 0.3 : 10~^^. In order to 
best fit the data, the LUND model leaves this ratio as a free parameter. The value of 
Pi is chosen from a gaussian of width cq. The pi of the vacuum quark and antiquark 
sum to zero. The second step is to determine the spin and mass of the hadrons. 
The third step is to give the hadron its longitudinal momentum (with respect to the 
string). In the LUND model, p^ is determined from a probability function (called the 
"LUND symmetric fragmentation function") /(z), given by 
f { z )  a U—^f)_ea;p(_^) (2.5) 
where z  is the fraction of the quantity E  +  p j  that the hadron carries away from the 
parent string and = Tn| + p^ is the "transverse mass". 
Cluster fragmentation models 
Cluster fragmentation models are used in conjunction with the parton shower 
method. In this approach, a parton shower is generated using the leading-log ap­
proximation (Fig. 2.6 (a)). The shower evolution is stopped when the invariant mass 
of the parton-parton system reaches the mass cut-off scale. Each Anal gluon is then 
Figure 2.5: A gluon is represented by a kink in the string 
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forced to split into a qq pair as in Fig. 2.6 (b). As can be seen in Fig. 2.6 (b), the 
color flow lines do not cross each other. This is the basis of "preconfinement": the 
color-anticolor charges created at parton branchings tend to end up in quarks which 
are nearby, both in coordinate and momentum space. These adjacent quarks and an-
tiquarks then form color-singlet clusters which decay into pairs of hadrons according 
to two-body phase space. 
16 
(a) 
(b) 
Figure 2.6: Cluster fragmentation: (a) A qq pair evolves into a parton shower (b) 
The color flows are represented by the arrows; the clusters are repre­
sented by the blobs 
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CHAPTER 3. ENERGY-ENERGY CORRELATION 
Measurement of the strong coupling constant is of fundamental importance. One 
of the methods to measure as is the energy-energy correlation [3] (EEC) method. 
The EEC is defined by 
EEC{coax) = X) Z) - co3Xij)  (3.1) 
events ij ^via 
where E^ is the energy measured in the solid angle i; xij is the angle between particle 
i and j; and Eyj^g is the measured total event energy. The sum is over all N hadronic 
events with i and j running over all particles in each event. 
The contribution to EEC from qq events, which produce back-to-back two-jets, 
will peak at cos% = ±1.0 and the distribution is expected to be symmetric about cos% 
= 0. On the other hand, events with hard gluon emission contributes to EEC at in­
termediate angles and the distribution is expected to be asymmetric. By forming the 
asymmetry in EEC (EECA), the contribution from two-jet events can be suppressed 
and the QCD effect of hard gluon emission can be enhanced. EECA is defined as: 
EECA{coax) = EECiir  -%)- EEC{x) (3.2) 
By studying the shape of EECA as a function of as via Monte Carlo simulation 
and comparing with the EECA of the experimental data, one can obtain an estimate 
of the value of as. 
18 
The virtue of energy-energy correlation method is that it does not require any 
detailed event-by-event analysis, as is the case for tests which deal, for example, with 
a quantity involving the definition of a jet axis in each event. 
19 
CHAPTER 4. EXPERIMENTAL FACILITY 
PEP 
The data used in this thesis were taken by the TPC/27 detector facility located at 
the PEP e'^e~ storage ring at the Stanford Linear Accelerator Center. A schematic 
view of PEP and the SLAG linac is shown in Fig. 4.1. 
The operation of PEP can be divided into two eras with the year 1988 as roughly 
the borderline. Since 1988, the luminosity has been upgraded by about a factor 
of three. In this thesis I only use the data taken before the high luminosity run. 
Therefore, I will describe the old experimental setup in more detail. The PEP ring 
is filled from a linear accelerator with counter-rotating electron and position beams. 
There are six interaction regions where the beams meet. Before the high luminosity 
run, each beam consisted of three bunches. Each bunch has a transverse size of about 
500 fim in the plane of the accelerator and 50 fim out of the plane. The bunch length 
is about 1.5 cm. The beam energy is 14.5 GeV for a total center-of-mass (CM) energy 
of 29 GeV. The energy spread of the beams is about (r^^jE = 10~^. This corresponds 
to an energy spread of about y/2 x 14.5 MeV at 29 GeV CM energy. Beam crossings 
occur every 2.45 /isec. A typical luminosity is ~ 1 — 2 x 10®^cm~^sec~^, which 
corresponds to a total for —> hadrona of approximately 1 event per 100 sec. 
20 
MARK II 
PEP 
LINAC 
VA 
3.2 km 
DELCO 
TPC/2 Y 
MAC 
HRS 
Figure 4.1: A schematic view of the SLAC linac and the PEP storage ring and the 
location of the TPC/27 and the other five detectors 
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TPC/27 Detectors 
The TPC/27 detector facility is a general purpose detector assembly containing 
several detectors and support subsystems. Fig. 4.2 shows the longitudinal section of 
the facility. Since 1988, the detector system has been upgraded to fully explore the 
high-luminosity capability of the upgraded PEP. In the upgraded system, the original 
Inner Drift Chamber was replaced by a 14 layer straw chamber which is used as a 
vertex detector. 
Since the analysis in this thesis uses only the charged particle information from 
the TPC, in the following sections I will describe the TPC in some detail and the 
other systems only briefly. 
Inner Drift Chamber 
The Inner Drift Chamber (IDC) [10, 11] is 117 cm long, with an inner radius of 
13 cm and an outer radius of 19 cm. This covers 95% of 4ir solid angle. It has four 
concentric layers of 60 sense wires each. The radial distance between layers is 1.2 
cm. The volume is divided electrostatically into cells by field wires with the sense 
wires at the center of the cells. Two neighboring layers are offset azimuthally by 
half a cell. The chamber is filled with 80% argon-20% methane gas mixture at TPC 
pressure (8.5 atm). The wires operate in proportional mode. The detector is used 
for triggering. 
Outer Drift Chamber 
The Outer Drift Chamber (ODC) [11] is a 305 cm long cylinder, with an inner 
radius of 1.19 m and an outer radius of 1.24 m. This covers 77% of iir solid angle. 
fi & 
I s 
XSL 845-2033 
Figure 4.2: Longitudinal section of the TPC/2j detector facility 
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It has three concentric layers of 216 wires each. The radial distance between layers 
is 2 cm. Each layer is divided into cells by plastic I-beams. The ODO is filled with 
1 atm of argon(80%)-methane(20%). The wires operate in proportional mode. The 
detector is used for triggering. 
HEX Calorimeter 
The HEX calorimeter [12,13] consists of six modules assembled into a hexagonal 
geometry surrounding the ODO. Each module is 4.2 m long with a trapezoidal cross 
section on the transverse (to the beam) plane. A HEX module consists of 40 layers 
of 1.4 mm thick lead plates alternating with 0.6 cm gas gaps containing sense wires 
and 1 atm argon(92.3%)-methylal(5.5%)-nitrous oxide(2.2%) gas. This corresponds 
to a total thickness of 10.4 radiation lengths. The sense wires inside each gas gap are 
strung axially at 0.5 cm interval. Nylon filaments are strung perpendicular to the 
wires every 10 mm to restrict Gieger discharges to 10 mm cells. Aluminum cathod 
strips are mounted on the lead plate to capacitively sense the Gieger discharges. 
These strips are oriented at +60° and —60° with respect to the wires to provide 
three stereo views of the electromagnetic shower. 
Pole Tip Calorimeter 
The Pole Tip Oalorimeter (PTC) [15] consists of two disk-shaped endcap detec­
tors, each covering 9% of iir solid angle. Similar to HEX, each endcap consists of 51 
layers of lead plates alternating with 0.41 cm gas gaps containing parallel sense wires, 
totalling 13.7 radiation lengths. The PTO is inside the TPC pressure volume and 
operates with the same 8.5 atm argon-methane. The sense wires are held at about 
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2800 V and operate in the proportional mode. Out of the 51 layers, the sense wires 
in the inner 39 layers have 1 cm spacing while those in the outer 12 layers have 2 cm 
spacing. The wires are strung along three different axes, with wires in adjacent gaps 
oriented at 60° intervals, to provide three stereo views of a shower as in the HEX. 
Muon Chambers 
The Muon Chambers [14] are the outermost PEP4 detector. They consist of a 
barrel part which has four layers that surround the HEX with the same hexagonal 
geometry, and an endcap part which has three layers covering the poletip calorimeter. 
Each layer consists of wire cells which are aluminum tubes triangular in cross section. 
They run on 1 atm of argon(80%)-methane(20%). Iron layers are placed between the 
detector layers and serve as absorber. There are three layers of iron in the barrel 
part: a 30 cm layer between the HEX and the innermost detector layer, a 35 cm 
layer between the inner two detector layers and a 30 cm layer between the middle 
two detector layers. The endcap part has only one 20 cm iron layer between the inner 
and the middle detector layer. The chambers cover 98% of érr solid angle. However, 
the interaction lengths vary with the angle of a track due to the varying thickness of 
absorber traversed by the track. 
Vertex Chamber 
Since 1987, the TPC/Two-Gamma facility was upgraded with a straw vertex 
chamber for high-luminosity running of the PEP storage ring. It consists of 984 
25/im-aluminum-lOO/tm-mylar laminates wrapped as straws. Each straw forms an 8 
mm diameter cylindrical cathode with a 30 micron sense wire along the axis. The 
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straw tubes are arranged in 14 layers, with staggered pairs of layers forming doublets 
and an outer quadruplet for triggering. The straws are held by two aluminum cones, 
which in turn are held by a .75 mm beryllium cylinder. The cones are tapered at a 
45° angle so that the innermost straws are 39 cm long and the outermost straws are 
60 cm long. The beryllium cylinder slides onto a beryllium beam pipe which is 4.0 
cm in radius and 1.0 mm thick. The beam pipe, stainless steel end walls, and outer 
carbon-fiber cylinder (2.0 mm thick and 16 cm radius) form a pressure vessel. The 
gas used is 4 atm Ar-C02-
Fig. 4.3 shows the resolution of the vertex chamber as a function of drift distance. 
Time Projection Chamber 
The Time Projection Chamber (TPC) is the primary PEP4 tracking chamber. 
The data used in this analysis are based on it. 
Operation 
The TPC is a cylindrical drift chamber 2 m long and 2 m in diameter [16, 17]. 
Fig. 4.4 is a schematic view of of the TPC geometry. A tungsten wire mesh midplane 
bisects the cylinder. The midplane is held at -55 kV relative to the endcaps, creating 
an axial electric field within the detector volume. The electric field is made uniform 
by placing conducting rings on the G-10 walls of the TPC. The two endcaps are each 
composed of six sectors [17]. A local two dimensional coordinate system is defined 
on the plane of each sector: ( points radially outward along the sector midline, ij 
measures the perpendicular distance from the sector midline. Each sector has 183 
sense wires in the ij direction, which are 4 mm above the grounded cathode plane and 
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4 mm apart from each other. The sense wires are interleaved with field shaping wires 
which help shape the electrostatic field and reduce crosstalk between neighboring 
sense wires. Under 15 of the sense wires, the cathode plane is segmented into 0.75 
cm by 0.75 cm rectangular pads, which are used to sense the capacitively induced 
signals from avalanches on the sense wires above them. Fig. 4.5 is the schematic view 
of a sector. There are two wire grids above the sense wire plane. One is located 
4 mm above the sense and field wire plane and is grounded. This shielding grid 
separates the proportional cells from the drift region. The second grid, called gating 
grid [18], is 8 mm above the shielding grid. The gating grid prevents electrostatic 
field distortion by stopping positive ions created in wire avalanches from entering into 
the drift volume. In its normal mode, voltages on alternate wires are 910+90 and 
910-90 volts respectively. This can deflect the field lines to end on the gating grid and 
thereby directing electrons and positive ions to the grid, instead of toward the drift 
region. When a pre-pretrigger is satisfied the voltage becomes 910 volts for all the 
grid wires and the grid becomes transparent. After the drift electrons arrive at the 
sense wires the grid is closed again so that the slowly-moving positive ions produced 
in avalanches cannot escape into the drift region. This prevention of field distortion 
produced by space charge greatly helps the momentum resolution. Fig. 4.6 shows a 
schematic view of the wires and the grids. 
Position measurement 
The locations of the hit pads provide x-y position information. A track typically 
induces signals on 2-3 adjacent pads per row. The ij coordinate is determined by 
a Gaussian flt to these pad signals plus a small correction to account for ionization 
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fluctuations in the wires. Each pad collects avalanche signals from the Ave nearest 
sense wires. The ( coordinate is taken to be the coordinate of the sense wire right 
above the pad row plus a correction of weighted contribution from the other 4 nearest 
wires. The arrival time is determined by fitting a parabola to the 3 largest sequential 
CCD bucket amplitudes. The z position is simply the product of arrival time and 
drift velocity. The resolution in the x-y plane is 120-200 /tm, depending on the angle 
between the track and the pad row. The z resolution is 160-250 ^m, depending on 
the polar angle. 
Track reconstruction 
Tracks are found in the TPC by fitting helices to the space points obtained from 
the pad hits. Since at least 3 points are needed to determine a helix, tracks which 
leave less than 3 pad hits in the TPC are not found. Tracks with a dip angle of 
greater than about 60° are sometimes not found because they leave the TPC before 
crossing more than a couple of pad rows. This is the major contribution to tracking 
inefRciency. Other minor contributions include low energy tracks which circle back 
into the beampipe before crossing enough pad rows, short tracks which either end 
or begin in the TPC volume, and straight tracks whose x-y projection happen to 
fall along a boundary between sectors. Besides these cases, tracks are almost always 
found as long as they cross more than four or five pad rows. 
Prior to the upgrading of the system with the vertex chamber, an event vertex is 
found by constraining all tracks to pass through a single point which is required to be 
close to the average beam position. This is done iteratively, and tracks inconsistent 
with the common origin are discarded each time [20]. This vertex constraint improves 
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the resolution on both the magnitudes and the directions of the momentum vectors. 
Momentum measurement 
The transverse momentum of a track is proportional to the radius of curvature 
of the track. The measured dip angle gives pz- The 3 momentum is thus determined. 
There are two main contributions to the momentum resolution: measurement error 
and multiple Coulomb scattering error. The momentum resolution can be written as 
(^>2  . ^2  + gZpZ 
where the first term corresponds to Coulomb scattering and the second term corre­
sponds to measurement error. In the TPC's 13.2 kG magnetic field, A = 0.015 and B 
= 0.007. For tracks that fail the vertex constraint, B becomes 0.011. These numbers 
are averages over tracks of different lengths and polar angles. 
Particle identification 
Each sense wire traversed by the track gives an independent measurement of the 
particle's ionization energy loss per unit length, dEjdx. For a given gas mixture, 
pressure and temperature, the most probable dE/dx depends only on the particle's 
velocity and mass. Together with the measured momentum, this determines the 
particle's mass and, therefore, particle's identity. 
The ionization energy loss distribution, /(A;/9,aî), is a function of the energy 
loss A, the particle's speed /?, and the sampled track length x. A detailed calculation 
of f(A',(3,x) can be found in [22]. In principle, one can estimate the particle's speed 
by fitting the dE/dx measurements to f(A]fi,x) with /? as an adjustable parameter. 
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This procedure is too complicated, however, to be carried out for each individual track 
since it is difficult to obtain an accurate parameterization of /(A;jd,s). Instead, a 
s i n g l e  e s t i m a t o r  i s  f o r m e d  f o r  e a c h  t r a c k :  i t  i s  t h e  m e a n  o f  t h e  l o w e s t  6 5 %  o f  t h e  d E / d x  
measurements of a track. This "truncated mean" is used to avoid the fluctuations 
caused by large energy losses. It is what is meant by the dEjdx of a TPC track. This 
dEfdx value is further corrected to account for different ionization lengths collected 
on the sense wires and different dip angles for different tracks. Fig. 4.7 shows the 
fully corrected dEfdx data as a function of momentum. Superimposed are curves for 
five stable particle species e, n, tt, K, p. These curves are based on model calculations 
and are further fine-tuned to best flt the data [22]. The agreement between the data 
and the fitted curves is excellent. 
For each track, a can be formed for each of the five curves in Fig. 4.7: 
2 _ {{^Eldx)i — {dE/dx)tneas)^ , {Pj - Pmeoa)^ 
''dE/dx °P 
In this expression, i  stands for any of the five stable particle species e, f t ,  ir, K, 
p. ( d E / d x ) j ^  and p ^  are the values on the i  curve that minimize The dE/dx 
resolution ^ function of polar angle and number of dE/dx samples; <rp is 
the momentum resolution. 
Together with a knowledge of particle fractions in the hadronic event sample as 
a function of momentum, the X{ information enables one to obtain the probability 
of a track in a hadronic event being species t. This is given by 
„ _ /t(p)<"'P(-X?/2) 
' Pj 
where / { ( p )  is the fraction of tracks of momentum p  that are species i  in a large 
hadronic event sample. The particle fractions measured by the TPC/2'y Collaboration 
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are 
/e = (0.2/P)2 
/tt = ma®(0.8494 — 0.1350 ln(p),0) 
fj( = mo®(0.1093 4-0.0916 ln(p),0) 
fp = maa;(0.0413 + 0.0434 ln(p),0) 
where the momentum p is in GeV/c unit. Muons are not included in the above 
formula since they are only a small fraction in hadronic events. 
Trigger System 
The trigger system in the high luminosity run is different from the system of the 
previous run. The vertex chamber replaces the IDC and is also used for triggering. 
A detailed description is given in [23]. Since the data used in this analysis are based 
on the data prior to the high luminosity run, we only give a simplified description of 
the original trigger configuration below. More detailed descriptions can be found in 
references [24, 25]. 
The original trigger system is divided into three levels: The pre-pretrigger, the 
pretrigger and the trigger. At each level, there are charged particle triggers and 
neutral particle triggers. At each level, the trigger is satisfied if any one of them is 
satisfied. For hadronic events, these triggers are largely redundant. 
The pre-pretrigger makes the decision in less than 2 fisec of whether to open 
the TPC gating grid to collect signals or to reset the detector in time for the next 
beam crossing 2.45 /isec later. The charged pre-pretrigger looks for evidence of two 
widely separated charged tracks by checking if there are at least two hits in the IDC 
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separated by 60° or more and any coincident signals from ODC or TPC. The neutral 
pre-pretrigger checks if energy deposit in the calorimeter is above a certain threshold. 
The total pre-pretrigger rate is typically 4-8 kHz. 
If the pre-pretrigger is satisfied, the gating grid is opened and the TPC can collect 
information for another 3 /isec. The charged pretrigger is similar to the charged pre-
pretrigger. It uses information from the IDC and the ODC with a tighter requirement 
and also uses the TPC information during the 3 /isec when the gating grid is open. 
The total pretrigger rate (charged plus neutral) is typically 200-400 Hz. 
If the pretrigger is satisfied, the gating grid is kept open for 30 ^sec to collect all 
the ionization information, and the trigger comes into play. There are four charged 
triggers, two neutral triggers and one charged-plus-neutral trigger. The most impor­
tant of these triggers is the charged ripple trigger. It is implemented in the following 
way: every eight adjacent TPC wires are grouped to form a "majority unit". A ma­
jority signal is generated if at least four of the eight wires have signals within a time 
window. Thus, a track originating from the interaction point will generate a ripple 
of majority signals with the signals at larger radii arriving earlier because of their 
shorter drift distances. The ripple trigger is satisfied if there are two such ripples 
occurring in two different sectors. The charged trigger rate is typically 0.5-1.0 Hz. 
The total (charged-plus-neutral) trigger rate is 1-2 Hz. For hadronic events, because 
of their large multiplicity, several triggers are usually satisfied for each event. The 
trigger efficiency for hadronic events is over 99%. 
If a trigger is satisfied, the data stored by the detector electronics are transferred 
to a set of memory boards call the Large Data Buffer (LDB). Once the data are read 
into the LDB, the detector can be reset. Meanwhile, the LDB data are read into 
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the online memory for further processing by the data processing software. This is 
described in the next chapter. 
38 
CHAPTER 5. DATA PROCESSING 
Data Processing 
Starting from the raw data that passes the trigger, a series of procedures are 
applied to convert the electronic signals into physics information such as 4-momenta, 
particle identities, vertex information, ... etc. These are written into Data Summary 
Tapes (DSTs). The converting procedures are implemented with a chain of software 
analysis programs. Interspersed with the analysis programs are filter programs which 
decide which events to pass on to the next stage of analysis [19]. A flow chart of these 
programs is given in Fig, 5.1 [26]. The data processing chain can be divided into 5 
passes. In the first pass, events that passed the hardware triggers are further filtered 
by PREANALYSIS. This is an online event filter which makes tighter cuts than 
hardware triggers to reject beam-gas and cosmic ray backgrounds; it passes ^ 65% 
of triggered events. 
In the second pass, the PREANALYSIS-filtered events are processed by the basic 
sequence of analysis programs online. This consists of the following programs: 
CLUSTER finds clusters of wire and pad hits, determines their arrival times and 
converts this information into space points. 
PATTERN find tracks from space points. 
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HAWIRE associates wire hits with tracks found in PATTERN. 
DISTORT refines space points using wire information, applies (electrostatic) dis­
tortion corrections, and refits tracks. 
DEDX determines dE/dx for tracks. 
TRAGIC fits tracks with helices, taking into account mass-dependent energy losses. 
VERTEX improves momentum resolution by constraining the tracks passing 
through a common vertex. 
For large-angle Bhabha events and some multihadron event candidates, the above 
sequence is carried to completion online. For most other events, the sequence is 
carried out to DISTORT. This enables one to determine run-dependent calibration 
constants such as drift speed, gas gain, and beam position. 
In the third pass (offline), events which previously had insufficient time to be 
processed online by CLUSTER, PATTERN, and HAWIRE are processed by 
the three programs. Then all the events are reprocessed by DISTORT, DEDX, 
TRAGIC, and VERTEX using the run-averaged constants determined online. Next, 
cosmic ray events ate further filtered out by STRIP-COSMIC and TPC-SEL using 
muon chamber and TPC information, respectively. Low-angle Bhabha events are 
counted by BHABHA-COUNT for luminosity montering and every tenth event is 
kept. The final filtered data are written to "E" tapes. The E tapes are then fil­
tered by SELQQTAU, which applies loose topology cuts to select  hadronic and TT 
events. The filtered E tape events are written to "F" tapes. The F tapes contain 
DST records. 
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Track and Event Selection 
MuUihadioti event selection is based mainly on the TPC information. A "good" 
track must satisfy the following condition: 
1. The dip angle must be < 60°. 
2. Either the curvature error dC < 0.30(Gey/c)"^^ or the relative curvature dC/C 
must be < 0.30. 
3. The momentum in the TPC must be > 100 MeV/c. 
4. The momentum extrapolated to the interaction point must be > 120 MeV/c. 
5. The track must pass the nominal interaction point within 10 cm in z and within 
6 cm in the x-y plane. 
A preliminary mass assignment to each track is made from the dE/dx and mo­
mentum information. The energy of a track is obtained from its measured momentum 
and mass assignment. Electrons are identified either by dE/dx information or by re­
constructing the electron-positron pairs from photon conversions. A good hadronic 
annihilation event must satisfy: 
1. There must be at least Ave good nonelectron tracks. 
2. The total energy of the charged good tracks, must be > 9.0 GeV (This is 
tighter than the typical cut: > 7.25(?eF). 
3. The total longtitudinal momentum of good tracks must satisfy |Ep^| < 0.25Eg^ 
(This is tighter than the typical cut: \Hpz\ < QAOE^f^). 
42 
4. At least half of the tracks of the event must be good tracks. 
5. The reconstructed vertex of the event must be within 2 cm in the x-y plane 
and within 3.5 cm in z of the average beam-beam interaction point. 
6. At least one event hemisphere (defined by the sphericity axis) must contain 
either at least four charged nonelectron good tracks or an invariant mass of at 
least 2 GeV 
Background contamination after the above cuts are estimated using Monte Carlo 
simulation to be 0.3 ± 0.1% from rr events, 0.8 ± 0.6% from two photon events, and 
less than 0.1% from beam-gas and Bhabha scattering events. 
For the energy-energy correlation measurement in this thesis, two additional 
event cuts are made: 
• The angle between the sphericity axis of the event and the beam line must be 
> 45° 
• The momentum imbalance of the charged good tracks < 0.6 
The data used in this analysis were collected during 1984-1986 with an integrated 
luminosity of ~ 68p6~^ [21], of which 17604 events pass my event selection cuts and 
are used to study the energy-energy correlation (asymmetry). 
Event Simulation 
Event simulation can be divided into two parts: event generation and detector 
simulation. To simulate multihadron events, the Lund string fragmentation model is 
used. The generated events are then processed by the detector simulation programs. 
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The TPC/27 collaboration has two detector simulation programs available: The 
Global Monte Carlo (GMC) and the Fast Monte Carlo (FMO). The CMC generates 
a simulated raw data block which then goes through the complete analysis chain. 
It is too slow, however, to be used to provide a high statistics data sample. The 
FMO trades exactness for speed. Instead of simulating, for example, the production 
of ionization in the TPC and its subsequent drift and detection by the sectors, it 
generates space points directly from the LUND-generated tracks. 
The portion of FMC that simulates the TPC is called TPCLUND. TPCLUND 
starts from the particle species and momenta generated by a physics generater and 
propagates Tracks through the detector. Detector material are modelled by concentric 
layers with certain interaction lengths and radiation lengths. Particles can interact 
with each layer and the results will be propagated to the next layer. Long lived 
particles can decay. Neutral particles can undergo nuclear interactions; photons 
can convert. Charged particles can undergo nuclear interactions, bremsstrahlung, 
Coulomb multiple scattering, and ionization energy loss. 
Space points are generated from the pads crossed by a charged track and are 
smeared according to a resolution function. Points are thrown away in regions where 
tracks overlap. Pattern recognition program is not used to reconstruct tracks from 
space points-as is done for real data. Instead, points are associated with a track if 
they are within 3 cm of its trajectory. Ambiguous points are associated with only 
one track. Tracks with at least three points are said to be found, and the momentum 
is determined by fitting the points to a helix. To simulate the dEjdx measurements 
of a track, TPCLUND generates a truncated mean dEjdx for the track. The number 
of usable dEjdx samples of the track is estimated. The dEjdx resolution is then 
44 
estimated from the number of usable dE/dx samples and the dip angle. The initial 
truncated mean dE/dx value is then smeared with a Gaussian distribution of this 
width. 
The FMC has been fine-tuned to fit various experimental data. It is used 
throughout this thesis. 
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CHAPTER 0. ENERGY-ENERGY CORRELATION 
MEASUREMENT 
The Energy-Energy Correlation (EEC) is calculated from all accepted charged 
particles according to the formula 
i N Ntracks Ntracks EE- i fv, 4-A/9 
where A is the bin width; Ntracks is the number of accepted tracks in each event; 
and Ey^g is the sum of energy of all accepted charged particles. We divide the whole 
range of % into 50 bins. This corresponds to a bin width of A% = 3.6°. Note that 
Ey^g is used to normalize each weight rather than Ecm so that undetected particles 
have less influence on the EEC. Furhtermore, since the FMC assumes essentially 
100% tracking efficiency within the TPC fiducial volume whereas the real efficiency 
has been estimated to be approximately 97%, the use of Ey^g instead of Ecm also 
reduces the error resulted from the overestimation of TPC efficiency. The summations 
in i and j are both over all the tracks so that the normalization is by definition 
EEC(x)dx = 1. (6.2) 
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The Data 
The EEC and EECÂ distribution for the data are shown in Fig. 6.1. The EECÂ 
data are weighted by sinx and plotted in a linear scale for ease of comparison. The 
spike in the lowest bin in EEC is due to self-correlation. The large peaks in EEC near 
0° and 180° are contributions from two-jet events. To investigate the contribution 
from two-jet events, we generated Monte Carlo sample of two-jet events. Fig. 6.2 are 
their EECÂ. We see that the contribution to EECÂ from two jet is relatively small 
for X > 45°. 
Estimation of Statistical Errors 
In order to compare the data to Monte Carlo events and measure a« via a 
method, one has to determine accurately the statistical errors of the data. Since the 
final EEC and EECÂ distribution is the net result from fragmentation effects, particle 
decays, detector inefficiency, and momentum resolution, the statistical errors are 
difficult to calculate analytically. It turns out, however, that the statistical error can 
be obtained simply from the data themself with no need of Monte Carlo simulation. 
The method described below is more accurate and much more efficient in CPU time 
than a Monte Carlo simulation method used by some other groups [30]. 
For each event one forms an EEC histogram. To be specific, the data set used 
for the as measurement has 17604 events. One therefore has 17604 EEC histograms. 
The EEC distribution is, by definition,'simply the average of these 17604 histograms: 
1 17604 
Ât a specific bin i, each of the 17604 histograms is in fact a random variable. The EEC 
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distribution, also a random variable, is, by definition, the average of 17604 identical 
random variables. The variance, of the EEC distribution is then given by 
1 17604 -
" ° mÔ? Ç 'U.togram(') (6 4) 
~ Î76Ô4'^histogram(') (^5) 
To estimate the standard deviation, <T(i), of the EEC distribution one then only needs 
to estimate the standard deviation of one of the 17604 identical random variables. 
But we've already had a high statistics sampling of the ^^C'histogram(0» namely, 
the 17604 EEC numbers at each bin\ Thus, 
"hUtogtamW = mEEC(i)f) ' lE(EEO(i)))^ (6.6) 
where E stands for expectation value and the averaging is over the 17604 numbers 
at bin t. The statistical error of the data for each bin in % is therefore given by 
~ '^histogram (') (®-7) 
We also compared this result with an estimation using the Monte Carlo method. 
We generated thirteen samples of Monte Carlo events with aa = 0.1725 {^qq j) = 
SOOMeV), each of which has the same number of events as the experimental data. 
The EECA were generated for each sample. The statistical error was then estimated 
by calculating the standard deviation of the thirteen EECA samples for each angular 
bin. The two methods agree very well., The EEC and EECA data and the statistical 
errors for each bin are given in Table 6.1 and Table 6.2. 
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Table 6.1: EEC and statistical error for each angular bin. 
X (degrees) EEO(x)(rad-l) x 10^ X (degrees) BEO(%)(rad-l) lo^ 
0.0 - 3.6 2544 ± 7.6 90.0 - 93.6 101 é 1.4 
3.6 - 7.2 378 ± 4.1 93.6 - 97.2 105 ± 1.5 
7.2 - 10.8 503 dh 4.5 97.2 - 100.8 109 ± 1.6 
10.8 - 14.4 536 ± 4.4 100.8 - 104.4 110 ± 1.5 
14.4 - 18.0 514 ± 4.1 104.4 - 108.0 114 ± 1.6 
18.0 - 21.6 466 ± 3.7 108.0 - 111.6 120 ± 1.6 
21.6 - 25.2 407 ± 3.3 111.6 - 115.2 129 ± 1.7 
25.2 - 28.8 346 ± 2.9 115.2 - 118.8 138 ± 1.8 
28.8 - 32.4 300 ± 2.6 118.8 - 122.4 149 ± 1.9 
32.4 - 36.0 260 ± 2.4 122.4 - 126.0 165 ± 2.0 
36.0 - 39.6 226 ± 2.1 126.0 - 129.6 183 ± 2.1 
39.6 - 43.2 202 ± 2.0 129.6 - 133.2 206 ± 2.3 
43.2 - 46.8 184 ± 1.9 133.2 - 136.8 228 ± 2.4 
46.8 - 50.4 165 ± 1.8 136.8 - 140.4 266 ± 2.7 
50.4 - 54.0 149 ± 1.6 140.4 - 144.0 304 ± 3.0 
54.0 - 57.6 138 ± 1.6 144.0 - 147.6 346 ± 3.3 
57.6 - 61.2 132 ± 1.6 147.6 - 151.2 406 ± 3.7 
61.2 - 64.8 121 ± 1.5 151.2 - 154.8 468 ± 4.0 
64.8 - 68.4 114 ± 1.4 154.8 - 158.4 540 ± 4.4 
68.4 - 72.0 110 ± 1.4 158.4 - 162.0 605 ± 4.9 
72.0 - 75.6 106 ± 1.4 162.0 - 165.6 682 ± 5.6 
75.6 - 79.2 102 ± 1.4 165.6 - 169.2 719 ± 6.2 
79.2 - 82.8 101 ± 1.4 169.2 - 172.8 688 ± 6.8 
82.8 - 86.4 100 ± 1.4 172.8 - 176.4 535 ± 6.5 
86.4 - 90.0 101 ± 1.4 176.4 - 180.0 200 ± 3.9 
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Table 6.2: EECA and statistical error for each angular bin. 
X (degrees) EECA(x)(rad-l) x 10% 
0.0 - 3.6 -2344 ± 8.6 
3.6 - 7.2 157 ± 7.7 
7.2 - 10,8 185 ± 8.1 
10.8 - 14.4 184 ± 7.6 
14.4 - 18.0 168 ± 6.9 
18.0 - 21.6 139 ± 6.1 
21.6 - 25.2 133 ± 5.5 
25.2 - 28.8 123 ± 4.9 
28.8 - 32.4 105 ± 4.5 
32.4 - 36.0 86 ± 4.0 
36.0 - 39.6 78 ± 3.7 
39.6 - 43.2 65 ± 3.4 
43.2 - 46.8 44 ± 3.1 
46.8 - 50.4 41 ± 2.9 
50.4 - 54.0 34 ± 2.7 
54.0 - 57.6 26 ± 2.5 
57.6 - 61.2 17 ± 2.4 
61.2 - 64.8 16 ± 2.3 
64.8 - 68.4 15 ± 2.2 
68.4 - 72.0 11 ± 2.1 
72.0 - 75.6 8 ± 2.1 
75.6 - 79.2 8 ± 2.1 
79.2 - 82.8 8 ± 2.1 
82.8 - 86.4 5 ± 2.1 
86.4 - 90.0 0 ± 2.0 
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Determination of 
Detector simulation is very CPU time-consuming. On the other hand, the event 
generator by itself only takes a small fraction of the total CPU time. Therefore, we 
adopt the method that was used by MARK II [31]. We use the Lund event generator 
to generate the Monte Carlo block, which contains a list of particles and their four-
momenta. However, instead of going through detector simulation, we simply assume 
that all the stable, charged particles A'^,p,p) generated by the event 
generator are perfectly measured. Thus, the detector blocks are not generated and the 
CPU time needed is quite modest. We then apply exactly the same track and event 
selection criteria used for real data to these four-momenta as if they were (perfectly) 
measured. These criteria include all the track and event selection cuts listed in the 
last chapter with the only exception that the momentum error cut is automatically 
satisfied. The EECA thus obtained, denoted by EECA^^, will be different from the 
EEC A obtained via full detector simulation, denoted by EECA^^, by a correction 
factor Cj^^: 
EECA^§{i) = X EECA^§{i) (6.8) 
In order to compare Monte Carlo EECA^^ with the data one has to convert the 
raw EECA data into the "acceptance corrected" data EECA^*^® by applying the 
same correction procedure as above: 
EECA^h^ii) = (7f"'®(t) X EECA^'^^'^ii) (6.9) 
The correction factor Cj®'® are determined with a high statistics Monte Carlo sim­
ulation with events generated at as = 0.173 and is shown in Fig. 6.3. In principle, 
Qdata jg uniquely determined by the detector performance. In practice, since it is 
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Figure 6.3: Correction factor C^ for as= 0.173. Only statistical errors are shown 
determined via Monte Carlo simulation, it can depend on the parameters that go into 
the simulation, including the value of a^. However, since the two kinds of EEC A dif­
fer only by the detector efRciency (more precisely, the pattern recognition efficiency) 
and the momentum resolution, C[(i) is expected to be close to unity and relatively 
insensitive to model parameters. 
(Xa is determined by comparing the acceptance corrected data with the EEC A 
of Monte Carlo events. We generated high statistics samples of Monte Carlo events 
at five different values of ^Q(;;D'' ^00 MeV, 300 MeV, 340 MeV, 400 MeV, and 
500 MeV. The corresponding values of as at these energies are: 0.143, 0.155, 0.159, 
0.164, and 0.173, respectively. The event generator uses the GKS QCD matrix ele-
T r 1 r 
+ 
- n 
1 I I I I I I 1 
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ment calculations [6] to generate the initial parton configuration. The infrared cutoff 
parameter is set to be 0.02. The effects of initial state radiation are included 
[27]. To account for fragmentation effects, we use the LUND string model with the 
symmetric LUND fragmentation function. The program we used is LUND version 
5.3. [28, 29]. The parameter a and b in the symmetric LUND fragmentation function 
(equation (2.5)) are set at the default values: o = 1.0, b = O.TGeV"^. The transverse 
momentum distribution width o-g is set at the default value: 283 MeV. For each set 
of Monte Carlo events, a is formed as follows: 
= (610) 
t 
where 
EECAffl^ii) -  EECA^pU) 
and <'"EECA(t) ^he statistical error of EECA data for the bin. In order to 
reduce the sensitivity to fragmentation effects, the summation in t is performed only 
for X > 28.8° (17 bins). A parabola is then fitted to these five x^'s (as a function of 
ag). The results are shown in Fig. 6.4. The minimum of the parabola is at «3= 
0.161, and is taken to be our measured value of a^. The statistical error is taken to 
be the value of Ug at which increases by one from the minimum, and is calculated 
to be 0.004. 
In order to determine the systematic error introduced by the data correction 
procedure, we also compared the EECA of the uncorrected data with the EECA 
from lower-statistics samples of Monte Carlo events which went through detector 
simulation. We found that the difference between the two measurements of is less 
than half of the statistical error. 
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Figure 6.4: and the fitted parabola. The five points are the x^'s between the 
data and the five Monte Carlo event samples. Error bars are uncertain­
ties in the %^'s due to Monte Carlo statistics. Dashed region represents 
the one-sigma statistical error on 
Estimation of Systematic Errors 
We studied two types of systematic errors. One comes from the QCD matrix 
elements, the other is from the fragmentation model. 
The major parameter in the QCD matrix elements is the infrared cutoff pa­
rameter j/cut • study the systematic error from j/cut generating Monte Carlo 
events at several values of p^ut repeating the same procedure as previously 
used. For each value of j/cut* we generate events at exactly the same values of ag 
0.18 
« 0.17 
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OJ 
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VJ (d 
0) 
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y cul 
Figure 6.5: dependence of measured ag 
as previously used, namely, ag = 0.143, 0.155, 0.159, 0.164, and 0.173. The results 
are shown in Fig. 6.5. From Fig. 6.5 we see that a,varies by about 0.008 over the 
range 0.015 < < 0.04. is usually tuned between 0.01 and 0.04 based on 
theoretical consideration. We therefore assign the systematic error from to be 
1/2 X 0.008 = 0.004. 
The choice of a fragmentation model, as well as the parameters used in the 
model, introduce systematic errors in as- In the string model the main parameters 
which govern the fragmentation behaviour are a and 6 in the LUND symmetric frag­
mentation function and (r^, which governs the transverse spread of jets. We studied 
the systematic error from a with the same method as was used in studying y cut-
Since a and b are highly correlated, we fix b at 0.7 GeV~^ and vary a over the range 
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Figure 6.6: a dependence of measured ag 
0.6 < a < 1.2. This is the range of a which gives the correct charged particle multi­
plicity. The results are shown in Fig. 6.6. We see from Fig. 6.6 that ag varies by 
0.02 over the range 0.6 < a < 1.2. The systematic error due to a is therefore taken 
to be 1/2 X 0.02 = 0.01. This is the largest contribution to systematic errors. 
To study the systematic error from <rç, we generated events with as = 0.159 at 
(Tq — 247 MeV and aq = 212 MeV. We then treated them as real data (with data 
correction) and measured their a^. We obtain as = 0.161 ± 0.003 for (Tq = 247 
MeV and as = 0.165 j: 0.003 for <rq — 212 Mev. Since the events were generated at 
as= 0.159, these correspond to shifts in as of 0.002 and 0.006, respectively. These 
numbers are used as estimations of systematic errors from vq. We also applied this 
method to study the systematic errors introduced by a, b and Pcut- The shifts in as 
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obtained with this method are in good agreement with the systematic errors obtained 
previously. In order to give reasonable agreement with the distribution of particle 
momenta normal to the sphericity plane, one confines crq to be between 240 MeV and 
290 MeV [31]. The above results indicates that a» shifts by about 0.002 as <rq varies 
over this entire range. We therefore take 0.002 as the systematic error from <Tq 
Together with the statistical errors obtained previously, the final result of our 
measurements is 
aa(29 GeV) = 0.161 ± 0.004(stat) ± O.Oll(syst) (6.12) 
where the systematic error is obtained by summing various systematic errors in 
quadrature. From equation 1.1 in chapter 1, with ATy = 5 and Q = 29 GeV, our 
value of aa corresponds to = 365 ± 40 ± 105 MeV. 
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CHAPTER 7. SUMMARY AND CONCLUSIONS 
We have studied the energy-energy correlation in the e annihilation into 
hadrons at 29 GeV using the data taken from the TPC detector at PEP. We deter­
mined as from EECA measurement. Using the GKS matrix elements and LUND 
symmetric string fragmentation, we found that as = 0.161 ± 0.004 ± 0.011 for the 
average hadronic event sample. This corresponds to = 365 ± 40 ± 105 MeV. 
Measurements by other groups using the energy-energy correlation method yield the 
values shown in Fig. 7.1 [32, 33, 34, 35, 31, 36, 37, 30]. Our measurement of as falls 
near the low side of these measurements. 
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Figure 7.1: World's measurements. Statistical and systematic errors (where 
available) are added in quadrature. All the values are obtained by com­
paring the EECA with 0{cia^) QCD matrix elements plus LUND string 
fragmentation. The results are divided into three groups, each using dif­
ferent matrix element calculations [5,6,4,7). The values of as are scaled 
to 34 GeV according to Eq. 1.1 for comparison 
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APPENDIX ALGORITHMS FOR VC PATTERN RECOGNITION 
Overview 
In this appendix three new methods for the TPC vertex chamber track finding 
ate described. Evaluation of the track reconstruction efficiency and faking rate is 
made. CED pictures of a few reconstructed events are shown. 
Track Finding Based on the Connection Table 
The connection table 
At the core of this method is a table called connection table. It is nothing but 
a table of neighbors for each straw. The table is constructed in the following way: 
(a) The connection table is dimensioned as integer *2C{—2: 30,984) 
(b) Each straw has its 0th, 1st and 2nd order neighbors. This arrangement is 
best explained with the following examples: 
C7(0,37) = 4 means: 
Wire # 37 (# ranges from 1 to ,984) has four Oth-order neighbors. They are 
C(l,37) = 73, C(2,37) = 120, C(3,37) = 1 and (7(4,37) = 36, respectively. Wire 
is the 1st wire of the 2nd layer. As can be easily seen with the help of a Straw 
chamber map. Wire #36 and #1 are the nearest neighbors of #37 at the first layer. 
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#120 and #73 are the nearest neighbors at the third layer. The four wires are chosen 
as 0th order neighbors of #37 because most of the tracks are radial. If they hit #37, 
then they must also pass through either #1 or #36 as well as either one of the pair 
#73,#120. 
(7(—1,183) = 6 means: 
The number of 1st order neighbors of wire #183 is: 
C(-l, 183) - C(0,183) = 6-4 = 2 
They are C(5,183) = 306 and C(6,183) = 84 respectively. These two straws are 
included as 1st order neighbors of wire #183 because it is possible for a track to pass 
through the crack between #132 and #133 and hit #84 directly. In this way the straw 
chamber inefficiency due to interstraw cracks is partly accounted for. (7(9,183) = 182 
and C(10,183) = 184 are only defined as 2nd order neighbors of #183 because only 
a highly transverse track can hit #183 and either one of 184 and 182 at the same 
time. C(ll, 183) = 305 is also included as a 2nd order neighbor of #183 —just fike 
the inclusion of (7(5,183) and (7(6,183)—because a track can pass through the crack 
between #242 and #243, which are the 0th neighbors of #183. The inclusion of #305 
enables one to "catch" the track. The 2nd order neighbors of a straw are included 
so that the table has the following property: A track that passes through a specific 
straw must also pass through at least one of its neighbors. 
With the connection table, a number of pattern recognition problems can be 
solved: 
(1) Divide and conquer. 
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One can group bubbles (the drift circles in an event) into "bundles". Subsequent 
track reconstruction work is done only within each bundle, since, by the definition 
of a bundle, no track can belong to two different bundles. The bundles in an event 
are constructed according to the following logic: two bubbles belong to the same 
bundle if they are, at least, 2nd order neighbors of each other. Divide and conquer 
is implemented by a subroutine called VC_BUNDLES.FOR. 
(2) Track examination. 
Given an orbit and (at least) one bubble that's on the track, the connection 
table can be used to find the rest of the bubbles that are on the track without 
looping through all the bubbles in the event. Only those bubbles that are close to 
the track will be checked. This is achieved as follows: We start with the bubbles 
that are already found and check their neighbors. If some of those neighbors were 
found to be on (or close to) the track, then we use them as the new starting bubbles 
and iterate the same procedure as before. This method can also be used to find 
"deadwires" (i.e., wires that should have fired but didn't) and "poorwires" (wires that 
are eventually rejected because they contribute large chi-squares). The subroutine 
which implements the above functions is named EXAMINE-TRÂCK. 
The algorithm of VC_BUNDLES, VC JSC and VCPATJSO. 
VC_BUNDLES The program loops from the last bubble (the bubble with 
the largest "strawJd") in the outermpst layer to the first bubble in the first layer 
(looping from the first bubble in the first layer to the last bubble works as well). For 
each bubble, the program checks its neighbors using the connection table. If one of 
its neighbor has already been a member of a certain bundle then the bubble is also 
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grouped into that bundle. If its neighbors do not all belong to the same bundle then 
those bundles will be combined into a single bundle. If none of its neighbors has been 
put into a bundle, then a new bundle is initiated with the bubble as its first member. 
Bundling is especially useful in the original VC track finding routine: VCPAT2. 
Finding isolated tracks: VC-ISO With the help of the connection table we 
can distinguish between singly and multiply connected bubbles. Roughly speaking, 
a multiply connected bubble is one which has more than one 0th order neighbor in 
the same layer. If a bubble is not multiply connected, it is simply connected. A sim­
ply connected bubble can usually be unambiguously associated with a single track. 
Within a jet, however, most bubbles are multiply connected. This reflects the difR-
culty of unambiguously associating bubbles with tracks in a jet. After connectedness 
is defined for all the bubbles that are still "active" (i.e., the bubbles that are still 
not found to belong to a track), we link up those simply connected bubbles to form 
chains of bubbles. This we do with the following logic: if two bubbles are flrst (or 
second) order neighbors of each other, then they are grouped into the same chain. 
Ideally, each of these chains of bubbles corresponds to a real track. These chains of 
bubbles are stored in the array " isotrack" (meaning "isolated track")—one of the 
outputs of VC_ISO. 
VCPAT JSO VCPATJSO calls VC JSO to obtain "isotrack". It then unpacks 
"isotrack" and fits each chain of bubbles with circles [38]. Those chains with enough 
bubbles and low chi-squares are accepted as real tracks. Rigorously speaking, a "real 
track " constructed from the above process might be only a segment of "the real track 
It is therefore necessary to extend this segment, i.e., to search for other bubbles 
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(other than the ones already found ) that might also belong to the track. This is 
done by the subroutine EXTEND-ORBIT. If through the fitting and orbit-extending 
process a track with low chi-square and enough bubbles is found then it is finally 
accepted as a real track. This algorithm is particularly suitable for finding short 
tracks that are left undiscovered by VCTREE and VCPAT2. 
Track-Finding in Hadronic Events Based on A TVee Algorithm 
(VCTREE) 
In the environment of hadronic events, where tracks are close to each other, the 
likelihood of picking up fake tracks (tracks that have bubbles from different "real" 
tracks) is greatly increased. In this section we describe a method that is designed to 
handle hadronic events. 
The tree algorithm 
The tree algorithm is described in the following steps: 
(1) First of all, we replace each drift circle with a pair of "nodes which are 
the two points of contact of the drift circle and the two radial straight lines that 
are tangent to the circle (Fig. A.l). The two nodes simply represent the left-right 
ambiguity (i.e.,"which side of the drift circle did the track actually touch? "). The 
azimuthal angles of the two nodes correspond to the directions of the tangent lines. 
For a radial track the nodes are very close to the points of contact between the track 
and the corresponding drift circles. The subroutine that generates these nodes is 
named CONSTRUCT.NODES. 
(2) For any pair of nodes that are not on the same drift circle we draw a line 
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segment connecting them. We call this line segment a "link"(Fig. A.l). Two links 
that have a common node are thus linked together. From the angular position of 
the nodes we can calculate the "slope" of the link, defined as the difference between 
the angle of the "headnode" and the angle of the "tailnode". Thus, a track can be 
approximated by a chain of nodes and links, with the links linked together via their 
common nodes. For a high Pi track, the links formed by the nodes on the track are 
often visually indistinguishable from the track itself. Since for every pair of nodes 
that's not on the same drift circle there is a link in between, the "background links" 
are much more numerous than the "signal links". We reduce the background links 
by using the following cuts: 
(a) Nodes at the same layer are not linked. 
(b) Links that span more than 3 gaps (e.g., a link that links a node at layer 
3 and a node at layer 8 is a 5-gap link) are not used. 
(3) The nodes together with the links attached to them form a "tree". The tree 
algorithm climbs the tree from node to node via links. The process starts from a 
specific node called the "root", which usually lies at the first or the second layer. 
(4) Most real tracks in an event have curvatures small enough such that the 
angle between two successive links that link three successive nodes on a track is close 
to 180 degrees. This provides us with an "equal slope cut": If the difference in slopes 
of the two contiguous links is greater than a certain value then the two links are not 
"linked". This is because the three notjes from which these two links are formed does 
not belong to the same track. With the equal slope cut the number of "branches" of 
a link (two links are branches of each other if and only if (i) they are connected via 
a common node and (ii) they satisfy the the equal slope cut) is greatly reduced. 
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(5) Unfortunately, an " exhaustive climb" algorithm , which is used by TASSO 
[39], consumes too much CPU time. The 14 layers in our Vertex Chamber, in contrast 
to the 6 layers in TASSO's drift chamber, greatly increase the processing time (More 
than 50ms is needed per track on OSA). We therefore seek a faster alternative at the 
cost of reducing the efficiency. 
(6) Our rule of climb is defined as follows: 
We choose a node as the root (since most of the tracks will have at least one hit in 
the first two layers, we only consider roots at layer 1 and layer2). Instead of climbing 
from the root to the outermost layers, we climb from a node at the outermost layers 
(we only start from Iayerl4,layerl3 and Iayerl2 as outermost layers) to the root! If 
the root can be reached then the drift circle that was climbed through is recorded as 
a track candidate. The process then repeats again with another node at the outer 
layers. For simplicity, for each root we restrict the climb to be within a sector: Only 
nodes that have an angle within a certain angular range of the root's angle are chosen. 
This is implemented using the array PRETREE. For each root, PRETREE gives a 
list of straws within the sector of interest. Only tracks with very large curvature fail 
this fiducial cut. 
(7) The subroutine which climbs the trees to find track candidates is named 
INVERSE-TREE. Given the root, "depth_max" (e.g., if depth_max=2 then links 
that span more than 2 gaps are not used) and " lastlayer " (the layer on which the 
climb starts), the subroutine returns BBCHAIN as output. BBCHAIN contains a list 
of track candidates. Each of these candidates is represented as a "chain of bubbles" 
which is an array of drift circles that belong to the candidate. This is illustrated in 
Fig. A.2. 
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(8) These track candidates are then fitted and compared in the main subroutine: 
VOTRES, which calls INVERSE-TREE. The candidate that has the best quality 
(e.g., having the most bubbles and/or lowest chi-square ) is accepted as the real 
track—if its quality is good enough. The corresponding nodes on the track are 
then deactivated from the node list. This reduces the "background" and simplifies 
subsequent track finding. 
VCTREE 
VCTREE is the main program of the tree algorithm. For each given "root" it 
calls INVERSE-TREE to obtain track candidates "BBOHAIN". Each candidate is 
then fitted. If the chi-square of the fit is low enough then the candidate is kept as a 
" good candidate ". Otherwise, the bubble which contributes the largest chi-square 
is "weeded out" and fitting will be done once again to the remaining bubbles. If the 
track still has a very large chi-square even after two (or three) bubbles have been 
weeded out, then the subroutine ADJUST-ORBIT will be called. Given three points 
there is exactly one circular orbit that passes through them. However, for every 
three drift circles there can be as many as eight orbits which are tangent to the three 
circles. ADJUST-ORBIT picks up the best of them—the one with the lowest chi-
square. After ADJUST-ORBIT is called the fit-and-weed-out process will be done 
once again. If the resulting chi-square is still too large then the candidate is finally 
rejected. After all candidates of a given root are found, the one with the best quality 
( based on their chi-square and the number of bubbles they have) is chosen as the final 
candidate that originates from the given root. This final candidate is then processed 
by the subroutine PICKUP-BUBBLES. PICKUP-BUBBLES finds those previously 
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unfound bubbles that actually also belong to the track. It also checks whether the 
track penetrates (i.e., goes between the nodes of) a bubble. A track cannot penetrate 
a bubble unless the bubble is at the end of the track (This happens when the track 
hits the very end of a straw and exits axially from the VC.). If the candidate also 
passes this "no-penetration " test then it is accepted as "the" track that starts from 
the given root. The whole process then starts over again with another root. 
On CSÂ, VOTRES takes about 40 ms to reconstruct a Bhabha event and about 
430 ms for a hadronic event. Most of the OPU time is spent on the iterative fitting 
procedure rather than tree-climbing. 
INVERSE-TREE 
INVERSE-TREE is the program that implements the tree algorithm to find track 
candidates. Since FORTRAN subroutines have no recursive capability (i.e., a sub­
routine cannot call itself), nontrivial GOTO statements are inevitable in subroutines 
that deal with tree-type data structures. INVERSE-TREE is such an example. This 
makes the program harder to read. Unlike the TASSO program, INVERSE-TREE 
does not construct "links" in an explicit way. Instead, it climbs from node to node 
and applies the equal-slope cut directly on those nodes. In Fig. A.2 an example of 
climbing is illustrated. 
Radial Track Finding Based on a Three-Point-Fit Algorithm (VCPPP) 
In the case where the tracks are very close to each other, a bubble may be shared 
by more than one track. The three-point-fit algorithm, suggested by Gerry Lynch, 
provides a very accurate method of disentangling the tracks in those environments. 
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This algorithm has some similar features to the tree algorithm. One chooses a root 
from the first two layers and a "tail" from layer 14 or 13. However, instead of climbing 
from the tail to the root using the INVERSE-TREE, one simply fits with a circle to 
the three points: the origin, the root and the tail. One then looks for bubbles that 
are on the circle. If the circle has enough bubbles and a low value of chi square then 
the circle is recorded as a track candidate. For each root we loop through all the 
"tails" in layer 13 and 14 that are in the PRETREE of the root—exactly as in the 
tree algorithm. After all the candidates for a given root are found, the best one is 
selected as the real track. This algorithm is implemented by VCPPP.FOR. On OSA, 
the program takes about 51 ms to reconstruct a Bhabha event and about 400 ms for 
a hadronic event. 
Efficiency and Faking Rate 
The term "efficiency" needs to be clarified. There are several contributions to the 
VC inefficiency. A charged particle with a large dip angle may generate less than three 
hits in the vertex chamber. Since at least three bubbles are needed to reconstruct 
a circle and at least four bubbles are needed to reconstruct a circle unambiguously, 
tracks with less than three bubbles cannot be reconstructed. Within a jet tracks are 
often very close to one another. It is very often that a straw is hit by more than one 
track. Since the TDCs for our chamber are single-hit, the final "bubble" only belongs 
to the track with the smallest drift distance. If most of the bubbles of a track are 
"robbed" by its nearby tracks so that it only has less than three bubbles as its own 
then the track cannot be reconstructed. These inefficiencies, however, are associated 
with the very nature of the chamber. In this report we are only concerned with the 
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efficiency of the track finder. Therefore, we define the efficiency t} of the algorithm 
as follows: 
1} = no. of tracks found/no. of tracks with at least four hits in the VC 
Strictly speaking, is a function of event topology, which can be characterized by such 
variables as jet opening angle. In this report we only consider averaged efficiency. 
We examined 37 real hadronic events consisting of some 400 more-than-three-hits 
tracks. The track finder, which currently consists of VCPPP.FOR, VCTREE.FOR 
and VCPAT2.F0R, missed 32.5 ± 6.5 tracks. In some cases it is difficult to decide 
whether a reconstructed track is real or fake. Sometimes it is also difficult to decide 
whether the track missed by the program is really a track (Fig. A.4), Whenever 
ambiguity arises we increase the track count by 0.5 ± 0.5 where the second number is 
regarded as a systematic error. Usually, a fake track is not "totally" fake (Fig. A.5). 
In order to be on the conservative side, we regard a track as fake if it is not totally 
correct. The efficiency is therefore estimated to be: 
ri = 92% ± 1.4% ± 1.6% 
where the first error is statistical and the second error is systematic. Similarly, the 
faking rate is defined as: 
(f = no. of fake tracks / no. of more-than-three-hits tracks 
and is estimated to be 
<p = 2%± 0.7% ± 1.0%. 
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OED Pictures of VC Events 
OED pictures of a few hadronic events from experiment 19 run 168 are shown 
on the next few pages. 
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EXP= 19, RUN= 168, EVENT 
y O"/' 
li Q /V 
Figure A.l: Nodes and links 
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Nodes that have Node under (equal- Pass/fail the 
been climbed slope cut) test cut 
21 19 F 
21 20 F 
21 17 P 
21,17 15 F 
21,17 16 F 
21,17 13 P 
21,17,13 11 F 
21,17,13 12 F 
21,17,13 9 F 
21,17,13 10 F 
21,17 14 F 
21,17 11 F 
21,17 12 F 
21 18 F 
21 15 F 
21 16 F 
22 19 P 
22,19 17 F 
22,19 18 P 
22,19,18 15 P 
22,19,18,15 13 F 
22,19,18,15 14 P 
22,19,18,15,14 11 P 
22,19,18,15,14,11 9 F 
22,19,18,15,14,11 10 P 
22,19,18,15,14,11,10 7 F 
22,19,18,15,14,11,10 8 P 
22,19,18,15,14,11,10,8 5 F 
22,19,18,15,14,11,10,8 6 P 
22,19,18,15,14,11,10,8,6 3 P 
22,19,18,15,14,11,10,8,6,3 1 P 
22,19,18,15,14,11,10,8,6,3,1 done ! 
Figure A.2; An example of the tree-climbing by INVERSE.TREE for a Bhabha 
track in Exp 19 Run 168 Event 91. In this example the parameter 
DEPTH-MAX in the INVERSE.TREE is set to be 3. The numbers 
are the node numbers given in Fig. A.l 
75 
EXP= 19, RUN= 168, EVENT= 2807 
Figure A.3: A fully reconstructed event 
76 
EXP= 19, RUN= 168, EVENT= 507 
a missing track 
Figure A.4: This event "probably" has a missing track. The track didn't go through 
the TPC 
77 
EXP= 19. RUN= 168, EVENT= 371 
o o 
DO 
the correct orbit 
Figure A.5: This event has a fake track 
78 
EXP= 19, RUN= 168. EVENT= 1560 
a missing track 
Figure A.6: This event has a missing track 
79 
UNPACK .DLOCK8.FOR 
PPPFIT.FOR EXAMINE.FOR 
VCPPP.FOR PICKUP.FOR VC-TTD-FAST.FOR 
VCTKFIT.FOR 
INVERSB.FOR GENNODE.FOR 
VC.LR.FOR 
PPPFIT.FOR 
VC-TTD-FAST.FOR 
VCPAT.FO 
VCTKFIT.FOR 
VCTREB.FORI 
ADJUST.FOR CCCFIT.FOR 
QSORTIP.FOR 
PICKUP.FOR 
RADIAL.FOR 
QUALIFY.FOR 
VC.BUNDLBS.FOR 
FILL-VCPAIRS.FOR 
'VCPAT2.FOR 
Figure A.7: A tree cliart showing the relationships among various subroutines 
8Q, 
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