Abstract. We study the system of functional equations n In
Introduction
We consider the system of functional equations where jk are real constants. The solution is approximated by a uniformly convergent recurrent sequence, and it is stable with respect to the functions gj. In [2 -41 existence and uniqueness of the solution of the functional equation
f(x) a(x,f(S(x)))
in the functional space BC [a, b] are studied. In [5] we have studied a special case of system (1.1) with p = 1 and ci = ci = [ -b,b] or ci an unbounded interval of R. By using the Banach fixed point theorem we have obtained existence, uniqueness and also stability of the solution of system (1.1) with respect to the functions gj. In the case-of 0 jk like in (1.2), Sj k being binomials of first degree, g e C'(cl R) and ci = [ -b, b] we have obtained a Maclaurin expansion of the solution of system (1.1) until the order r. Furthermore, if g i are polynomials of degree r, then the solution of system (1.1) is also a polynomial of degree In this paper, by using the Banach fixed point theorem, we obtain existence, uniqueness and stability of the solution of system (1.1) with respect to the functions g 1 where ci, are compact or non-compact domains of R". In the case of ci, = ci = {x E R >'I xj < r}, a,jk like in (1.2), Sijk being affine functions and g E C(ci;Rn) we obtain a Maclaurin expansion up to q of the solution of the linear system
for x E Q. Moreover, if g, are polynomials of degree not greater than q, the solution f of system (1.3) is also such a polynomial. Afterwards, if g are continuous functions, the solution f of system (1.3) is approximated by a uniformly convergent polynomials sequence. In the later part, we give a sufficient condition for the quadratic convergence of the system of functional equations. This result is a generalization of [1 -51. for x E Q,-
Notations, function spaces
A point in R)' is denoted by x = (x,
Theorems on existence, uniqueness and stability
We make the following hypotheses: Thus, we can suppose that all unknown functions fi of system (1.1) have the same domain of definition, i.e. ci, = ci for all 1 <i < n.
Then we use the functional space X as follows: With ci C R" compact, we denote by X = C(ci; R't ) the Banach space of functions I = ( f' ,.. , f,,) : ci -* 1W' continuous on ci with respect to the norm
When ci C R" is non-compact, we denote by X = Cb( ci ; ll ") the Banach space of functions f : ci -* R' continuous, bounded on ci with respect to the norm II lix above.
We formulate the following hypotheses: non-negative such that 
the solution of this system is stable with respect to g in X.
Proof. We apply Theorem 3. where I IxIII = >I2' =i l x il . Suppose that the matrices B)k and vectors c 1' Remark 3.5.
(i) The corresponding results in [1] and [5] are special cases of Theorem 3.4 with in = n = 2, p = 1, ci = [-b,b] and p = 1, respectively.
(ii) Theorem 3.4 is still true for ci = RP and X = C(R P ; 1R72 ). In this case the matrices B I J IC and vectors c1 k need not satisfy hypothesis (Hi').
Maclaurin expansion of the solution
Now we consider ci = Br(0) and real numbers jk, matrices BZJk and vectors cJk as in Theorem 3.4. Let f E C'(ci;R') be the unique solution of system (3.2) -(3.3) corresponding to g E C 1 (ci; R'). Differentiating two members of (3.2) with respect to the variable x (1 < _ ji <p) we obtain
for i= 1,.. . ,n, i= 1,... ,p arid xci Put
is the solution of the system of functional equations 
I<j!5n i=I k=1
It follows from hypotheses (H') and (Hi') that a( 1 ) < o ro < 1. Then using the Banach fixed point theorem, there exists a unique function F E x' being solution of system (4.1). Moreover, from the uniqueness, this solution is also "the 1-order derivative" of f, i.e. Similarly, let f E .C'(; R') be the solution of system (12) -(3.3) corresponding to g e C(1; R'). Differentiating two members of (3.2) in all variables until the order q, we obtain (-y ' ,. . , y ) E ZP with i-ri = q and i = 1,. .. ,n where we denote
P3 k
For every p-multi-index -y = ( y i,. , 'y p) such that -ri = q we put
Then the functions F are solutions of the following problem: 
F7 = Df1 (1 i n; -y E rq). (4.5)
Then we have the following 
Theorem 4.2. Suppose that Q = Br(0), that the real numbers &ujk, matrices B3IC and vectors chjk are as in Theorem 3.4, and let g E C(cl; R"). Then there exist f E C(cl ; IR") andF E X being the unique solutions of systems (3.2) -(3.3) and (4.3), respectively. Furthermore, we have also (4.5).

Remark 4.1. In the case of Q = R
for all r E Q. Therefore f is a solution of system (3.2) -(3.3).
Then we have the following
Theorem 4.3. Under the hypotheses of Theorem 3.4, let g E C(cl ; R n ). Then the solution f e C( T; R") of system (3.2) -(3.3) is represented by (4.8) where F E C(; R) (1 z < n; 7 E 174 with 0 < 4 < q) is the unique solution of problem (Si).
Inversely, every function f E C(1).: lR') represented by (4.8) is a solution of system (3.2) -(3.3).
Remark 4.2. In the case of 1 R, and real numbers &tjk and matrices BIJtC satisfying condition (4.6), if g E C(RP ; R'), the conclusion of Theorem 4.3 is still true, where the functional spaces C(Q; R) and C(; R n ) appearing in Theorem there are replaced by Cb(R'; R) and C(R P ; R i'), respectively.
Returning to the case of Q = Br(0) we have the following 
. Under the hypotheses of Theorem 3.4, suppose that f C(cl; R")is the solution of system (3.2) -(3.3) corresponding to g E C(Q; ll.') and f = (ft,.. , fn) is a sequence of polynomials of degree not greater than q -1 and satisfying system (3.2) -(3.3) corresponding to = (ii,... , ,) where
= Dg(0)x (i = 1,
The second order algorithm
In this section, we consider the algorithm for system (1.1)
f7Y) E X is given. Rewrite (5.1) as linear system of functional equations
Thus we have the following 
Proof. Apply Theorem 3.1 for ajj k(x,y) = o(x)y, g 1 (x) 9(v)() and jk = ijk
We make the following hypotheses:
(ii) a 1k, 
Using Taylor We note that 
