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Durfee-type bound for some non-degenerate complete intersection singularities
Dmitry Kerner and Andra´s Ne´methi
Abstract. The Milnor number, µ(X, 0), and the singularity genus, pg(X, 0), are fundamental invariants
of isolated hypersurface singularities (more generally, of local complete intersections). The long standing
Durfee conjecture (and its generalization) predicted the inequality µ(X, 0) ≥ (n + 1)!pg(X, 0), here
n = dim(X, 0). Recently we have constructed counterexamples, proposed a corrected bound and verified
it for the homogeneous complete intersections.
In the current paper we treat the case of germs with Newton-non-degenerate principal part when the
Newton diagrams are “large enough”, i.e. they are large multiples of some other diagrams. In the case
of local complete intersections we prove the corrected inequality, while in the hypersurface case we prove
an even stronger inequality.
1. Introduction
1.1. Let (X, 0) ⊂ (Cn+r, 0) be the germ of an isolated analytic complete intersection singularity of
dimension n. The Milnor number and the singularity genus are fundamental local invariants. They can
be defined as the defects of the corresponding global invariants. Indeed, by the finite determinacy, we
can assume (X, 0) to be an algebraic germ: let X be a representative of (X, 0). Take some projective
compactification X ⊂ X¯ , assume no other singularities are added, i.e. X¯ \X is smooth. Take (one of)
its resolution, X˜ → X¯ and (one of) its smoothing X¯ǫ. Then
(1) µ(X, 0) := (−1)n
(
χtop(X¯ǫ)− χtop(X¯)
)
, pg(X, 0) := (−1)
n
(
χan(OX¯)− χan(OX˜)
)
.
(Here χtop is the topological Euler characteristic, while χan(O) is the analytic Euler characteristic of the
structure sheaf.) These invariants do not depend on the choice of the resolution/smoothing/compactification,
they are totally determined by the local analytic geometry of the germ (X, 0) ⊂ (Cn+r, 0). (In fact, in
the hypersurface case, r = 1, pg is even preserved in the µ = const deformations, [AGLV, pg.115].)
The relation between the Milnor number and the singularity genus has been investigated for long
time. For example, in the case of curves pg coincides with the classical δ-invariant of the singularity.
Then one has the relation δ = µ+r−1
2
, [Buchweitz-Greuel1980], where r is the number of local branches
at the singular point.
In [Durfee1978] the inequality µ ≥ 6pg was conjectured for surface singularities that are isolated
complete intersections. In [Kerner-Ne´methi2011], [Kerner-Ne´methi2013] we disproved this initial in-
equality and proposed a modified inequality for isolated complete intersections (X, 0) ⊂ (Cn+r, 0) (of
dimension n > 2 and codimension r): µ ≥ Cn,rpg. (For n = 2 the only possible universal bound is
µ ≥ 4pg.) We proved the new inequality for homogeneous complete intersections.
The combinatorial coefficient Cn,r is defined by Cn,r :=
(n+r−1n )(n+r)!{
n + r
r
}
r!
. Here
{
n+ r
r
}
is the Stirling
number of the second kind. For more details see §2.1.3, now we only quote the basic property:
(2) (n + 1)! = Cn,1 > Cn,2 > · · · > Cn,r > · · · > lim
r→∞
Cn,r = 2
n.
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2For the history and the list of other (partial) verifications see [Kerner-Ne´methi2013]. For the relevant
notions from Singularity Theory see [AGLV], [Dimca], [Looijenga], [Oka].
This paper is the continuation of [Kerner-Ne´methi2011] and [Kerner-Ne´methi2013]. We verify the
corrected bound for several additional classes of singularities.
1.2. Our first main result is the following:
Theorem 1.1. Consider an isolated complete intersection singularity, (X, 0) = {f1 = · · · = fr = 0} ⊂
(Cn+r, 0). Suppose either r = 1, n ≥ 2, or r > 1, n > 2. Suppose the tuple (f1, . . . , fr) is Newton-non-
degenerate with respect to the diagrams (Γ1, . . . ,Γr). Suppose that all the diagrams are convenient and
‘large enough’. (Namely, for i = 1, . . . , r: Γi = diΓ˜i, where 1 ≪ di ∈ Q and Γ˜i are some other fixed
Newton diagrams.) Then µ(X, 0) > Cn,rpg(X, 0).
Further, the bound is asymptotically sharp (i.e. µ
pg
→ Cn,r for max{di}i →∞) iff Γ1 = · · · = Γr.
Remark 1.2. 1. For Newton-non-degenerate singularities the Milnor number and the singularity
genus are determined combinatorially by the Newton diagrams. Therefore in this case the proof of the
inequality consists of a lattice point count and its comparison to the volume(s) of the bodies under the
Newton diagrams.
2. Even with this reduction to combinatorics, the proof is not straightforward. It is heavily based
on an ‘inequality of averages’, a Fortuin–Kasteleyn–Ginibre-type result, which we prove separately in
[Kerner-Ne´methi2014].
3. In [Kerner-Ne´methi2013] we have considered isolated complete intersections, when all {fi} are
homogeneous. In that case we proved that the bound is asymptotically sharp precisely when all the
multiplicities coincide. Therefore, our present sharpness statement (‘the bound is sharp iff Γ1 = · · · =
Γr’) is the natural extension of this fact.
4. Recall that pg is defined for singularities over any algebraically closed field k of zero characteristic.
The Milnor number is a topological invariant, but in some cases it can be defined also for singularities
over k, and it satisfies the usual properties of the ‘classical’ Milnor number. Our proof is purely
combinatorial, it does not use any complex topology. Therefore, if one defines a Milnor number over k,
with the usual properties (in particular if the results of Kouchnirenko-Khovanskii-Bivia-Ausina hold),
then our proof holds over k as well.
1.3. For hypersurface singularities which are Newton-non-degenerate and have large enough Newton
diagram, we prove in §4 a stronger inequality:
Theorem 1.3. Assume n > 2 and let (X, 0) ⊂ (Cn+1, 0) be the germ of an isolated hypersurface
singularity, non-degenerate with respect to its Newton diagram. Let p = mult(X, 0) be its multiplicity.
Suppose the Newton diagram of (X, 0) is ‘large enough’, i.e. Γ(X,0) = dΓ˜, where 0≪ d ∈ Q, while Γ˜ is
some other Newton diagram.
1. Then µ(X, 0)−
(
(p− 1)n+1 − p!
(p−n−1)!
)
≥ (n + 1)!pg(X, 0).
2. If, moreover, the projectivized tangent cone, PT(X,0), has at most isolated singularities, with total
Milnor number µ(PT(X,0)), then
µ(X, 0)− µ(PT(X,0))−
(
(p− 1)n+1 −
p!
(p− n− 1)!
)
≥ (n+ 1)!pg(X, 0).
Here the equality holds iff PT(X,0) is smooth, i.e. (X, 0) is a homogeneous isolated hypersurface singu-
larity.
If the projective hypersurface PT(X,0) ⊂ P
n has only isolated singularities then the total Milnor
number, µ(PT(X,0)), is the sum of the local Milnor numbers, in particular it is positive. When PT(X,0)
has non-isolated singularities the total Milnor number µ(PT(X,0)), defined in equation (1), can be
negative. Whenever this term is negative we will not consider it in the inequality.
3Probably one can extend this type of stronger inequality to the complete intersections and prove:
(3) µ− Cn,rpg >
∑
k∈Kn,r
Voln+r
(
(Γ+1 )
k1 , . . . , (Γ+r )
kr
)(
(n+ r)!− Cn,r
(
n+ r
k1, k2, . . . , kr
))
.
Here the right hand side has often the order of µ. It vanishes when all the diagrams are proportional
(in particular it vanishes for r = 1). So, this right hand side cannot be seen when all fi are ordinary
multiple points (i.e. isolated homogeneous singularities) or in the case of hypersurface singularities.
1.4. As one sees above, for Newton-non-degenerate singularities we always assume that the diagram(s)
is/are ‘large enough’. As of now we could not prove the Durfee bound for an arbitrary Newton diagram,
even for Newton-non-degenerate surface singularities in (C3, 0). In this case the combinatorial formulas
are:
(4) µ = µ(Γ) = 3!Vol3(Γ)− 2! Vol2(Γ) + Vol1(Γ)− 1, pg = pg(Γ) = |Γ
− ∩ Z3>0|,
while the conjectural bound is µ(Γ) ≥ 6pg(Γ). (Recall that Voli denotes the normalized i-dimensional
lattice volume, as e.g. in [Kouchnirenko1976].)
It is natural to try to extend this (purely combinatorial) bound to some more general class of lattice
polytopes. The situation is highly delicate as the following example shows.
Example 1.4. Suppose instead of Newton diagrams in R3≥0 one considers a generalized version: Newton
diagrams inside the cone Conex−11 x
−1
2 x
−1
3
(xm1 , x
m
2 , x
m
3 ). (This cone is generated by the rays starting
from x−11 x
−1
2 x
−1
3 and passing through any of x
m
1 , x
m
2 , x
m
3 .) This means that we consider Newton-
non-degenerate hypersurfaces inside a toric variety with an isolated singularity. Consider the Newton
diagram of the homogeneous Γ = Conv(xm1 , x
m
2 , x
m
3 ). Then Γ
− = Conv(x−11 x
−1
2 x
−1
3 , x
m
1 , x
m
2 , x
m
3 ) and its
parameters are (see §2.2):
(5) Vol3(Γ
−) =
m3
6
+ 3
m2
6
, Vol2(Γ
−) = 3 ·
m
2
, Vol1(Γ
−) = 3 · 1,
|
◦
Γ− ∩ Z3| =
(
m+ 2
3
)
, |
◦
Γ ∩ Z3| =
(
m− 1
2
)
.
Then the singularity invariants are (see §2.5):
(6) µ(Γ−) = m3 + 3m2 − 3m+ 2, pg(Γ
−) =
(
m+ 2
3
)
+
(
m− 1
2
)
.
Therefore: µ(Γ−)− 6pg(Γ−) = −3m2 + 4m− 4 < 0, i.e. for this Γ− the inequality is violated.
Therefore, when trying to prove the inequality in the ordinary case, Γ− ⊂ R3, we cannot subdivide
the body Γ− into some suitable pieces and combine the total µ > 6pg from its building blocks. Geomet-
rically, this inequality cannot be proven by any local consideration of the resolution of (X, 0), rather it
depends on its global properties.
2. Preliminaries
2.1. Some relevant combinatorics.
42.1.1. Stirling numbers. For any n ≥ 0 and r ≥ 1, the Stirling number of the second kind,
{
n + r
r
}
, is
the number of (unordered) partitions of n+ r elements into r non-empty sets, see [Abramowitz-Stegun,
§24.1.4, pg. 824]. We record some of its basic properties:
•
{
n
1
}
= 1,
{
r
r
}
= 1;
• for r > 1:
{
n+ r
r
}
≥
{
n + r − 1
r − 1
}
and the equality occurs only for n = 0;
• the generating function for these numbers is (ex − 1)r = r!
∞∑
n=0
{
n+ r
r
}
xn+r
(n+r)!
;
• the explicit expansion:
{
n+ r
r
}
= 1
r!
r∑
j=0
(−1)j
(
r
j
)
(r − j)n+r;
• the asymptotic growth:
{
n + r
r
}
∼ r
2n
2nn!
, as r →∞;
• the recurrence relation:
{
n+ 1 + r
r
}
= r
{
n + r
r
}
+
{
n+ r − 1
r − 1
}
;
• for n + r ≥ r ≥ j there is another recurrence relation:
(7)
(
r
j
){
n + r
r
}
=
n+r−j∑
i=r−j
(
n+ r
i
){
n− i+ j
j
}{
i+ r − j
r − j
}
.
2.1.2. The set of compositions. Denote by Kn,r the set of the (ordered) compositions,
(8) Kn,r := {k = (k1, . . . , kr) : ki ≥ 0 for all i, and
∑
i
ki = n}.
This Kn,r can be thought of as the lattice points of the simplex. Its cardinality is |Kn,r| =
(
n+r−1
n
)
.
The permutation group on r elements, Ξr, acts on Kn,r. The quotient Kn,r/Ξr is the set of partitions.
(Recall that a partition is an unordered composition.) For convenience we put Kn,r = ∅ when r ≤ 0 or
n < 0.
Suppose a set of objects is indexed by this set of compositions, {Ak}k∈Kn,r . We often use the standard
set-theoretic inclusion-exclusion formula:
(9)
∑
k∈Kn,r
Ak −
r∑
i=1
∑
k∈Kn,r
ki=0
Ak +
∑
1≤i1<i2≤r
∑
k∈Kn,r
ki1=0=ki2
Ak − · · · =
∑
k∈Kn,r
k1,...,kr>0
Ak.
2.1.3. The coefficient Cn,r. Using these notions the coefficient Cn,r is defined by
(10) Cn,r :=
(
n+r−1
n
)
(n+ r)!{
n+ r
r
}
r!
=
|Kn,r|∑
k∈Kn,r
r∏
i=1
1
(ki+1)!
.
The second equality of (10) follows from [Jordan1965, pages 176-178].
We record some properties of Cn,r.
1. Cn,1 = (n+ 1)!, Cn,2 =
(n+2)!(n+1)
2n+2−2
, Cn,3 =
(n+22 )(n+3)!
3n+3−3·2n+3+3
, by direct computation.
2. limr→∞Cn,r = 2
n. The limit can be computed using the asymptotical growth of Stirling numbers,
§2.1.1. This gives: Cn,r ∼ 2n
(n+r−1)!(n+r)!
(r−1)!r!r2n
with limit 2n as r →∞.
3. Cn,1 > Cn,2 > · · · > Cn,r > · · · > limr→∞Cn,r. This is proved e.g. in [Kerner-Ne´methi2013, Corollary
54.2].
4.
∑
k∈Kn,r
[
(n+ r)!− Cn,r
(
n+r
k1+1,...,kr+1
)]
= 0. This follows immediately from equation (10).
2.2. Newton diagrams. Let f(x1, . . . , xN) =
∑
I
aIx
I be a power series, with complex coefficients.
Consider the support of its monomials, Supp(f) := {I ∈ ZN≥0| aI 6= 0}. The Newton polyhedron is
defined as the convex hull Γ+ = Γ+f := Conv(Supp(f) + R
N
≥0). The Newton polyhedron has compact
faces and unbounded faces. The Newton diagram, Γ, is the union of all the compact faces of Γ+. We
always assume that the diagram is ‘convenient’, that is, Γ intersects all the coordinate axes (i.e. f
contains all the monomials xm11 , . . . , x
mN
N ).
We use the notation Γ− := (RN≥0 \ Γ
+) ∪ Γ for the part not above the diagram. Denote the set of
lattice points on Γ by Γ∩ZN , similarly Γ− ∩ZN . The notation for the lattice points strictly below the
diagram is (Γ− \ Γ) ∩ ZN .
Let VolN(Γ
−) be the (lattice) volume of Γ− (with the normalization that the volume of the unit
cube is 1.) More generally, for any subset I ⊆ {1, . . . , N} consider the corresponding coordinate plane
LI = Span({xˆi}i∈I). (Here xˆi is the unit vector along the i’th coordinate axis.) Define ΓI = Γ ∩ LI
and (Γ−)I = Γ− ∩ LI . Accordingly, for a fixed j, one has the sum of volumes of intersections with all
j-dimensional coordinate planes:
(11) Volj(Γ
−) :=
∑
I⊂{1,...,N}
|I|=j
Volj
(
(Γ−)I
)
.
In particular, Vol0(Γ
−) = 1, while Vol1(Γ
−) is the total lattice length of all the segments of the type
Conv(~0, dixˆi), where Γ ∩ Span(xˆi) = dixˆi.
The diagram Γ consists of many faces. Each face has its (lattice) volume inside the lattice it spans.
Let VolN−1 Γ be the total volume of Γ, i.e. the sum of the volumes of the top dimensional faces.
2.3. Mixed covolumes and their convexity. Given a convenient Newton polyhedron, Γ+ ⊂ RN≥0,
consider its covolume, Covol(Γ+) := VolN(R
N
≥0 \ Γ
+). Given a collection of Newton polyhedra, {Γ+i }i,
consider their scaled Minkowski sum, λ1Γ
+
1 + · · ·+ λrΓ
+
r . The covolume of this sum is a polynomial in
{λi}, [Kaveh-Khovanskii-2013-1, §10]:
(12) Covol(λ1Γ
+
1 + · · ·+ λrΓ
+
r ) =
∑
k∈KN,r
(
N
k1, . . . , kr
)
Covol
(
(Γ+1 )
k1, . . . , (Γ+r )
kr
)
(
r∏
i=1
λkii ).
The mixed covolumes are the (positive) coefficients Covol
(
(Γ+1 )
k1 , . . . , (Γ+r )
kr
)
.
Here Covol
(
(Γ+1 )
k1, . . . , (Γ+r )
kr
)
is a shorthand for Covol
(
Γ+1 , . . . ,Γ
+
1︸ ︷︷ ︸
k1
, . . . ,Γ+r , . . . ,Γ
+
r︸ ︷︷ ︸
kr
)
, for k1 + · · ·+
kr = N .
We use the following basic properties of the mixed covolumes:
• They are symmetric and multilinear:
Covol(Γ+11 + Γ
+
12,Γ
+
2 , . . . ,Γ
+
N) = Covol(Γ
+
11,Γ
+
2 , . . . ,Γ
+
N) + Covol(Γ
+
12,Γ
+
2 , . . . ,Γ
+
N).
6• For the diagrams {Γi = diΓ}i=1,...,r one has
(13) CovolN(
∑
i
λiΓ
+
i ) = CovolN(
∑
i
diλiΓ
+) = (
∑
i
diλi)
N CovolN(Γ
+) =
=
∑
k∈Kn,r
(
N
k1, . . . , kr
)
(
r∏
i=1
(λidi)
ki) CovolN(Γ
+).
• Convexity property: Covol(Γ+1 ,Γ
+
2 , · · · ,Γ
+
N)
2 ≤ Covol(Γ+1 ,Γ
+
1 ,Γ
+
3 , · · · ,Γ
+
N) Covol(Γ
+
2 ,Γ
+
2 ,Γ
+
3 , · · · ,Γ
+
N),
[Teissier1978], [Teissier2004, Appendix], [Kaveh-Khovanskii-2013-2, Theorem 10.5].
• In the proof of theorem 1.1 we use the following generalization of the convexity of the mixed co-
volumes:
(14)
( ∑
k∈Kn,r
(
n + r
k1 + 1, . . . , kr + 1
))
·
∑
k∈Kn+r,r
k1,...,kr≥1
Covoln+r
(
(Γ+1 )
k1, . . . , (Γ+r )
kr
)
≥
≥
(
n+ r − 1
n
)
·
∑
k∈Kn+r,r
k1,...,kr≥1
(
n + r
k1 + 1, . . . , kr + 1
)
Covoln+r
(
(Γ+1 )
k1 , . . . , (Γ+r )
kr
)
.
This inequality is proved separately in [Kerner-Ne´methi2014, §4].
2.4. Non-degeneracy with respect to Newton diagrams. The non-degeneracy notion was stud-
ied first for functions in [Kouchnirenko1976], then for complete intersections in [Khovanskii1978]). The
material of this section is taken from [Bivia`-Ausina2007, §3], see also [Bivia`-Ausina2004].
Consider several power series, g1, . . . , gr ∈ C[[x1, . . . , xN ]], for r ≤ N . Take Minkowski sum of their
Newton polyhedra, Γ+ := Γ+1 + · · ·+Γ
+
r . Let σ be a compact face of Γ
+. By [Damon1989, Lemma 2.7]
and [Bivia`-Ausina2007, Lemma 3.4] there exists the unique set of compact faces, σ1 ⊂ Γ1, . . . , σr ⊂ Γr
satisfying: σ = σ1 + · · ·+ σr.
The part of gi supported on σi will be denoted by gi|σi.
Definition 2.1. 1. The sequence g1, . . . , gr satisfies the (Bσ) condition if {g1|σ1(x) = · · · = gr|σr(x) =
0} ∩ (C∗)N = ∅.
2. The sequence g1, . . . , gr is non-degenerate if it is a regular sequence (i.e. defines a subspace of
codimension r) and satisfies the (Bσ) condition for all the compact faces σ of Γ
+ of dimension dim(σ) ≤
r − 1.
To define the non-degeneracy of the map f = {f1, . . . , fr} we need the notion of non-degeneracy of
modules.
For any ideal J the Newton polyhedron is defined by Γ+(J) = Conv
(
∪
f∈J
(Supp(f) + RN≥0)
)
. The
Newton diagram (or the diagram of exponents) is defined as in §2.2.
Consider a submodule of a free module, M ⊂ C[[x1, . . . , xN ]]⊕r. Denote by AM its generating
matrix, i.e. a r× s matrix with entries in C[[x1, . . . , xN ]], whose columns generate the module. Denote
by Mi the ideal in C[[x1, . . . , xN ]] generated by the entries of i’th row of AM . (It does not depend
on the choice of generators of the module.) The Newton polyhedron of M is defined to be Γ+(M) :=
Γ+(M1) + · · · + Γ+(Mr). (Here each Mi is an ideal and we use the definition of Γ+(J) as above. In
the case of one-row-matrix M itself is an ideal.) For any compact face σ of Γ+(M) take its (unique)
presentation σ = σ1 + · · ·+ σr, σi ⊂ Γ+(Mi), as above. Denote by M |σ the matrix of restrictions, its
i’th row consists of the restrictions onto σi. (Note that all the restrictions are polynomials, not just
power series.)
7Definition 2.2. The module/matrix M is called Newton-non-degenerate if for any compact face σ ⊂
Γ+(M) the following property holds:
{x ∈ CN : rank(M |σ(x)) ≤ r} ∩ (C
∗)N = ∅.
Finally, for a map f = (f1, . . . , fr) : (C
N , 0) → (Cr, 0) consider a version of degeneracy matrix,
describing the singular locus:
(15) N(f) :=

x1 ∂f1∂x1 . . . xn ∂f1∂xn f1 . . . 0. . . . . . . . . . . . . . . . . .
x1
∂fr
∂x1
. . . xn
∂fr
∂xn
0 . . . fr

 .
Definition 2.3. Consider the map f = (f1, . . . , fr) : (C
N , 0)→ (Cr, 0). Suppose f1, . . . , fr are conve-
nient. The map f is called Newton-non-degenerate if
(i) the sequences f1, . . . , fp are non-degenerate for any p = 1, . . . , r − 1, and
(ii) the submodule N(f) ⊂ C[[x1, . . . , xN ]]⊕r is Newton-non-degenerate.
Remark 2.4. In the non-hypersurface case this notion of non-degeneracy notion is more restrictive
than the original definition of [Kouchnirenko1976], [Khovanskii1978]. Still, for a fixed set of diagrams
it is a generic property. As we are interested only in the topological invariants, µ, pg, we can always
assume that the complete intersection (X, 0) is non-degenerate in this strict sense, and use the formulas
of the next subsection.
2.5. Invariants for Newton-non-degenerate complete intersection singularities.
2.5.1. Milnor number for Newton-non-degenerate singularities. Let (X, 0) ⊂ (CN , 0) be an isolated
hypersurface singularity, non-degenerate with respect to its Newton diagram Γ. Assume that Γ is
convenient. In this case the Milnor number was computed by [Kouchnirenko1976]:
(16) µ(X, 0) =
∑
0≤i≤N
(−1)N−ii! Voli(Γ
−).
The Milnor number of a Newton-non-degenerate complete intersection singularity, (X, 0) ⊂ (CN , 0),
was obtained in [Bivia`-Ausina2007, Theorem 3.9]:
(17)
µ(X, 0) =
n+r∑
j=r
(−1)n+r−j
( ∑
I⊆{1,...,n+r}
|I|=j
j!aj((Γ
+
1 )
I , . . . , (Γ+r )
I)
)
+ (−1)n+1, where
aj((Γ
+
1 )
I , . . . , (Γ+r )
I) :=
∑
k∈Kj,r
k1,...,kr≥1
Covolj
(
((Γ+1 )
I)k1 , . . . , ((Γ+r )
I)kr
)
.
Here I runs over all the coordinate planes, (Γ+j )
I is the intersection of Γ+j with the I-th coordinate
plane. The coefficient Covolj
(
((Γ+1 )
I)k1, . . . , ((Γ+r )
I)kr
)
is the j-dimensional mixed-covolume, defined
in 2.3.
In the particular case, when all the diagrams are proportional, i.e. Γ+j = djΓ
+, dj ∈ Q>0, one gets:
(18)
µ(X, 0) =
n+r∑
j=r
(−1)n+r−j
(
Θj(d1, . . . , dr)j! Volj(Γ
−)
)
+ (−1)n+1, where
Θj(d1, . . . , dr) := (
r∏
i=1
di)
∑
k∈Kn,r
(
r∏
i=1
dkii ).
This was obtained in [Oka.1990, p.27], for {di} integers and in [Bivia`-Ausina2007, Corollary 6.12],
for {di} rational. The case when the Newton diagrams of f1, . . . , fr are ‘very close’ was clarified in
[Martin-Pfister]. (Here ‘very close’ means that all fi are non-degenerate with respect to the ‘common’
diagram Γ, defined by the union of supports ∪
i
Supp(fi).)
82.5.2. Singularity genus for Newton-non-degenerate singularities. For a Newton-non-degenerate hy-
persurface singularity the singularity genus is expressible as pg(X, 0) = pg(Γ
+) := |Γ− ∩ Zn+1>0 |, the
number of strictly positive lattice point in Γ−. (This was proven for curves by Hodge (1928) and in
higher dimensions in [Merle-Teissier], [Khovanskii1978], [Saito1981].)
For Newton-non-degenerate ICIS the expression for the singularity genus is the following, cf.
[Khovanskii1978], [Morales1984, Theorem 2.4],
(19) pg(X, 0) = pg(
r∑
j=1
Γ+j )−
r∑
i=1
pg(
∑
j 6=i
Γ+j ) +
∑
1<i1<i2≤r
pg(
∑
j 6∈{i1,i2}
Γ+j )− · · ·+ (−1)
r+1
r∑
j=1
pg(Γ
+
j ).
2.6. Ehrhart polynomial. Let ∆ ⊂ ZN be a convex lattice polytope. Let k∆ ⊂ ZN be the polytope
obtained by homogeneous k–scaling. The number of lattice points in k∆ can be expressed by the
Ehrhart polynomial of ∆:
(20) |k∆ ∩ ZN | = kN VolN (∆) +
kN−1
2
VolN−1(∆) +
N−2∑
i=1
cik
i + 1,
where VolN(∆) is the lattice N -dimensional volume, VolN−1(∆) is the (N − 1)-dimensional lattice
volume of all the top dimensional faces of ∆. The remaining coefficients {c1, . . . , cN−2} are complicated.
The number of lattice points lying in the interior
◦
k∆ of k∆ is expressible as:
(21) |
◦
k∆ ∩ ZN | = kN VolN (∆)−
kN−1
2
VolN−1(∆) +
N−2∑
i=1
(−1)N−icik
i + (−1)N .
For a polygon in R2 Ehrhart formulas reduce to the classical Pick’s theorem:
(22) |k∆ ∩ ZN | = k2Vol2(∆) +
k
2
Vol1(∆) + 1, |
◦
k∆ ∩ ZN | = k2Vol2(∆)−
k
2
Vol1(∆) + 1.
Example 2.5. To obtain the expression for pg(Γ) = pg(Γ
−), i.e. the number of ZN>0 points on or under
Γ, present Γ− = ∆ \ (Γ+ ∩∆). Here ∆ is a large enough convex polytope that lies in RN≥0 and contains
Γ−. Then: pg(Γ) = |
◦
∆ ∩ ZN | − |
◦
Γ+ ∩∆ ∩ ZN |. Equation (21) gives:
(23) pg(Γ) = pg(Γ
−) = VolN(Γ
−) +
VolN−1(Γ)−VolN−1(Γ−)
2
+
N−2∑
i=1
(−1)N−iki
(
ci(∆)− ci(Γ
+ ∩∆)
)
.
3. Proof of the bound for large enough Newton-non-degenerate complete
intersections
Here we prove theorem 1.1. The proof goes in 2 steps. First, we reduce the problem to a combinatorial
statement, by expressing µ and pg in terms of the (mixed-)covolumes, {Covol((Γ
+
1 )
k1, . . . , (Γ+r )
kr)}(k1,...,kr).
Then we compare the leading terms of µ and pg and prove l. t.(µ) ≥ l. t.(pg) with equality only in the
case Γ1 = · · · = Γr. This proves the theorem when not all the diagrams coincide. Finally, in the case
Γ1 = · · · = Γr, we prove the theorem by comparison of the second-order terms.
Step 1. Consider the isolated complete intersection singularity, (X, 0) = {f1 = · · · = fr = 0} ⊂
(Cn+r, 0), Newton-non-degenerate with respect to the diagrams (Γ1, . . . ,Γr). Suppose all the diagrams
are convenient. The expressions for µ(X, 0), pg(X, 0) are given in §2.5.
We assume all the diagrams Γi to be large enough, in particular Voln+r(Γ
−
i )≫ Voln+r−1(Γ
−
i )≫ · · · .
Thus in the comparison of µ vs pg it is enough to compare only the higher order terms. First we
compare the leading terms.
9The leading term for pg(Γ) is obtained from Ehrhart expansion, equation (23): l. t.(pg(Γ)) = Voln+r(Γ
−).
Thus equation (19) gives:
(24) l. t.(pg(X, 0)) = Covoln+r(
r∑
j=1
Γ+j )−
r∑
i=1
Covoln+r(
∑
j 6=i
Γ+j )+
+
∑
1<i1<i2≤r
Covoln+r(
∑
j 6∈{i1,i2}
Γ+j )− · · ·+ (−1)
k+1
r∑
j=1
Covoln+r(Γ
+
j ).
Expand all the brackets using mixed covolumes, §2.3, to get:
(25) l. t.(pg(X, 0)) =
∑
k∈Kn+r,r
(
n+ r
k1, . . . , kr
)
Covoln+r
(
(Γ+1 )
k1, . . . , (Γ+r )
kr
)
−
−
r∑
i=1
∑
k∈Kn+r,r
ki=0
(
n+ r
k1, . . . , kr
)
Covoln+r
(
(Γ+1 )
k1, . . . , (Γ+r )
kr
)
+ · · ·+ (−1)k+1
r∑
j=1
Covoln+r(Γ
+
j ).
By the exclusion-inclusion formula, equation (9), we get:
(26) l. t.(pg(X, 0)) =
∑
k∈Kn+r,r
k1,...,kr≥1
(
n + r
k1, . . . , kr
)
Covoln+r
(
(Γ+1 )
k1 , . . . , (Γ+r )
kr
)
.
The leading term of µ is immediate:
(27) l. t.(µ(X, 0)) = (n+ r)!
∑
k∈Kn+r,r
k1,...,kr≥1
Covol
(
(ΓI1)
k1 , . . . , (ΓIr)
kr
)
.
To prove the initial equality it is enough to check l. t.(µ(X, 0)) > Cn,r · l. t.(pg(X, 0)). We prove:
(28) l. t.(µ(X, 0)) ≥ Cn,r · l. t.(pg(X, 0)), and equality occurs iff Γ1 = · · · = Γr.
(For example, the equality occurs in the hypersurface case, r = 1.) But this is exactly the inequality
presented in equation (14), proved in [Kerner-Ne´methi2014, §4].
Step 2. The comparison of the leading terms, as above, proves µ > Cn,rpg when at least two
diagrams among {Γi} do not coincide. It remains to check the case Γ1 = · · · = Γr. In this case the
expressions for µ and pg simplify:
(29)
µ(X, 0) =
n+r∑
j=r
(−1)n+r−j|Kj−r,r|j! Volj(Γ−) + (−1)n+1,
pg(X, 0) = pg(rΓ
+)− rpg((r − 1)Γ+) +
(
r
2
)
pg((r − 2)Γ+)− · · ·+ (−1)r+1rpg(Γ+)
Now the expansions by the orders of Γ are:
(30)
µ(X, 0) = (n+ r)!|Kn,r|Voln+r(Γ−)− (n + r − 1)!|Kn−1,r|Voln+r−1(Γ−) + · · · ,
pg(X, 0) =
r∑
j=0
(−1)j
(
r
j
)(
Voln+r((r − j)Γ−) +
Voln+r−1((r−j)Γ)−Voln+r−1((r−j)Γ−)
2
)
+ · · ·
Note that Voli((r− j)Γ−) = (r− j)iVoli(Γ−) and Voln+r−1((r− j)Γ) = (r− j)n+r−1Voln+r−1(Γ). Thus
one has:
(31) pg(X, 0) =
{
n + r
r
}
Voln+r(Γ
−) +
{
n+ r − 1
r
}
Voln+r−1(Γ)− Voln+r−1(Γ−)
2
+ · · ·
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Thus we need to prove:
(32) (n + r)!|Kn,r|Voln+r(Γ
−)− (n+ r − 1)!|Kn−1,r|Voln+r−1(Γ
−) >
> Cn,r
({n+ r
r
}
Voln+r(Γ
−) +
{
n+ r − 1
r
}
Voln+r−1(Γ)− Voln+r−1(Γ−)
2
)
.
The leading terms here cancel. (This was shown in Step 1 and can be also checked explicitly: (n +
r)!|Kn,r|Voln+r(Γ) = Cn,r
{
n + r
r
}
Voln+r(Γ
−).) Therefore it remains to prove:
(33) −(n + r − 1)!|Kn−1,r|Voln+r−1(Γ
−) > Cn,r
{
n+ r − 1
r
}
Voln+r−1(Γ)− Voln+r−1(Γ−)
2
.
Use the definition of Cn,r to present this in the form:
Voln+r−1(Γ
−)−Voln+r−1(Γ)
2
(n+ r)(n+ r − 1)
n
{
n+ r − 1
r
}
{
n+ r
r
} > Voln+r−1(Γ−).
We claim that Voln+r−1(Γ) ≤
Voln+r−1(Γ−)
(n+r)
. This can be seen, e.g. by the projection of Γ on all the
coordinate hyperplanes, {xi = 0}
n+r
i=1 . Substitute this inequality and cancel Voln+r−1(. . . ) It remains to
prove: {
n+ r − 1
r
}/{n+ r
r
}
>
2n
(n+ r − 1)2
.
For r = 1, n > 2 this inequality is verified directly: 1 > 2
n
. Thus we assume r > 1 and use the
recurrence relations of §2.1.1. This gives:
(34)
{
n + r − 1
r
}
{
n+ r
r
} = 1
r +
{
n + r − 2
r − 1
}
{
n + r − 1
r
}
>
1
r + 1
(For the later inequality see §2.1.1.) Therefore, it is enough to check: 1
r+1
> 2n
(n+r−1)2
. Note that
1
r+1
− 2n
(n+r−1)2
= (r−1)
2+(n2−4n)
(r+1)(n+r−1)2
. This leaves only one case to check separately: (r, n) = (2, 3). In this
case:
(35)
{
n+ r − 1
r
}
{
n + r
r
} =
{
3 + 2− 1
2
}
{
3 + 2
2
} = 7
15
>
6
16
=
2 · 3
(3 + 2− 1)2
=
2n
(n + r − 1)2
.
4. A stronger asymptotic bound for hypersurfaces
The proof of theorem 1.3 is in §4.2. Although the germ (X, 0) ⊂ (Cn+1, 0) is a local object, the
statement of the theorem contains the projective hypersurface PT(X,0) ⊂ P
n. In §4.1 we derive some
facts about the Milnor number µ(PT(X,0)).
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4.1. An auxiliary Khovanskii-Kouchnirenko type formula. Let ∆ ⊂ Rn+1≥0 be a convex lattice
polytope such that SpanR(∆) = R
n+1. Let (C∗)n+1 ⊂ Y∆ be the corresponding toric completion, with
the natural sheaf OY∆(1). Let D∞ := Y∆ \ (C
∗)n+1 be the divisor at infinity. The variety Y∆ is in
general non-smooth. Suppose it is smoothable, i.e. there exists a flat family (Y ,LY) over (C1, 0) such
that Y|0 = Y∆, Y|t6=0 is smooth and L|π−1(0) = OY∆(1).
Let ∆0 ⊂ ∆ be a lattice sub-polytope, let f be a function supported on ∆0 and non-degenerate with
respect to ∆0. Let X∆0 = {f = 0} ⊂ Y∆ be the corresponding projective hypersurface. By construction
all its singularities lie on the boundary D∞. Note that X∆0 can have non-isolated singularities.
Suppose dim(∆0) = n+1, in particular SpanR(∆0) = R
n+1. Let X∆ be a generic (partial) smoothing
of X∆0 inside Y∆. Namely, X∆ ⊂ Y∆ is a hypersurface, defined by {ft = 0}, where Supp(ft) = ∆ and
ft is non-degenerate on ∆. So X∆ ∩ (C∗)n+1 is smooth and X∆ intersects D∞ transversally. Note that
X∆ itself is smoothable, in the family (Y ,LY), and its smoothing is also a smoothing of X∆0 .
Define the Milnor number, µ(X∆0) := (−1)
n
(
χ(X∆)− χ(X∆0)
)
.
If Y∆ is itself smooth then X∆ is smooth and this definition coincide with that of equation (1).
Lemma 4.1. Under the assumptions as above: µ(X∆0) = (n+ 1)! Voln+1(∆ \∆0)− µ
(
X∆0 ∩D∞
)
.
Proof. By [Khovanskii1978, pg. 59]
(36) χ(X∆ ∩ (C
∗)n+1) = (−1)n(n + 1)! Voln+1(∆)
and similarly for X∆0 . (Here we use the assumption that dim(∆0) = n + 1.) Hence
(37) µ(X∆0) = (n+ 1)! Voln+1(∆ \∆0) + (−1)
n
(
χ(X∆ ∩D∞)− χ(X∆0 ∩D∞)
)
Finally, as X∆ intersects D∞ transversally and X∆ ∩ (C∗)n+1 is smooth we obtain that if Xǫ is a
smoothing of X∆0 then χ(Xǫ ∩ (C
∗)n+1) = χ(X∆ ∩ (C∗)n+1), and Xǫ \ (Xǫ ∩ (C∗)n+1) is a smoothing of
X∆ ∩D∞. Thus
(38) µ(X∆) = (−1)
n
(
χ(Xǫ \ (Xǫ ∩ (C
∗)n+1)− χ(X∆ ∩D∞)
)
,
and
(39) µ(X∆0) = (−1)
n
(
χ(Xǫ \ (Xǫ ∩ (C
∗)n+1)− χ(X∆0 ∩D∞)
)
.
Example 4.2. In the simplest case, suppose ∆ = Conv(xp0, . . . , x
p
n+1) ⊂ R
n+2, so that (Y∆,OY∆(1) ≈
(Pn+1,OPn+1(p)). Suppose ∆0 intersects all the (one-dimensional) edges of ∆, then X∆0 has only
isolated singularities. Then iterating the formula of the lemma we get Kouchnirenko’s formula:
(40) µ(X∆0) = (n+ 1)! Voln+1(∆ \∆0)− (n)! Voln(∆ \∆0) + . . . .
This formula will be used in equation (45).
4.2. Proof of theorem 1.3. Let (X, 0) ⊂ (Cn+1, 0) be an isolated hypersurface singularity, non-
degenerate with respect to its diagram Γ(X,0).
By direct check, if (X, 0) is a homogeneous isolated hypersurface singularity (and thus µ(PT(X,0)) =
0), we have the equality:
(41) µ(X, 0)−
(
(p− 1)n+1 −
p!
(p− n− 1)!
)
= (n+ 1)!pg(X, 0).
Therefore we assume that (X, 0) is not an ordinary multiple point, in particular PT(X,0) is not smooth.
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The combinatorial formulas for Milnor number and geometric genus of a Newton-non-degenerate
singularity are given in §2.5. We want to prove: for any Newton diagram Γ there exists k0 such that
for k ≥ k0 one has
(42) µ(kΓ)− µ(PT(kX,0))−
(
(kp− 1)n+1 −
(kp)!
(kp− n− 1)!
)
> (n+ 1)!pg(kΓ
−).
(Here kX denotes the corresponding projective hypersurface. If the singularities of PT(kX,0) are non-
isolated then the term µ(PT(kX,0)) is omitted.) As in the proof of theorem 1.1 we expand the whole
expression in powers of k and prove that the leading term is positive.
Step 1. Equation (23) gives:
(43) pg(kΓ
−) = kn+1Voln+1(Γ
−) +
kn
2
(
Voln Γ− Voln Γ
−
)
+ l. o. t.
The Kouchnirenko formula for Milnor number gives:
(44) µ(kΓ) = kn+1(n + 1)! Voln+1(Γ
−)− knn! Voln(Γ
−) + l. o. t.
If the singularities of PT(X,0) are isolated then in particular dim(∆0) = n. Then lemma 4.1 reads:
(45)
µ(PT(kX,0)) = n! Voln(k∆ \∆0)− µ(Xk∆0 ∩D∞) and the k-order of µ(Xk∆0 ∩D∞) is lower than n.
Here ∆ = Conv(xp1, . . . , x
p
n+1), while ∆0 is the Newton polyhedron of PT(X,0). In what follows we denote
∆0 by Γ(PT(X,0)).
Finally, expand
(46) (kp− 1)n+1 −
(kp)!
(kp− n− 1)!
=
(n+ 1)(n− 2)
2
pnkn −
(
n+ 2
3
)
3n− 7
4
pn−1kn−1 + l. o. t.
Substitute all the data into the inequality (42) to get the expansion:
(47)
kn(n + 1)!
2
(
n− 1
n+ 1
Voln Γ
− − Voln Γ−
n− 2
n!
pn −
2
n + 1
Voln
(
∆ \ Γ(PT(X,0))
))
+ l. o. t.
To prove that this expression is positive/non-negative we check the coefficient of kn. If the singu-
larities of PT(X,0) are non-isolated then we can omit the term ∆ \ Γ(PT(X,0)). However we prove the
non-negativity even with that term. (Note that Voln
(
∆ \ Γ(PT(X,0))
)
is non-negative.)
Since p
n
n!
is the volume Voln∆, we need to prove
(48)
n− 1
n+ 1
Voln Γ
− −Voln Γ +
2
n+ 1
Voln Γ(PT(X,0))− (n− 2 +
2
n+ 1
)Voln∆ > 0.
Step 2. Let Γ = ∪
α
σα be the decomposition into the top-dimensional faces. Here α belongs to some
set and we fix a special value α = p by σp := Γ ∩∆. If σp is not top-dimensional, then it is omitted.
Let πj : R
n+1 → {xj = 0} ⊂ Rn+1 be the projection onto a coordinate hyperplane. Note that πj
sends Zn+1 to Zn, in particular πj(σα) is a lattice polytope. Consider the union of the images of such
projections, πσα = ∪
j
πj(σα).
Now, we return to inequality (48). We have
(49) Voln Γ =
∑
α6=p
Voln σα +Voln σp, Voln Γ
− =
∑
α6=p
Voln πσα +Voln πσp.
Here the sums
∑
α6=p
(. . . ) are non-empty as (X, 0) is not an ordinary multiple point.
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Note that Voln πσp = (n + 1)Voln σp and Γ(PT(X,0)) = σp. Thus the inequality (to be proved)
becomes:
(50)
∑
α6=p
(n− 1
n+ 1
Voln πσα −Voln σα
)
− (n− 2 +
2
n+ 1
)Voln(∆ \ σp) > 0.
Step 3. Consider the projection Γ
ν
→ ∆ defined by pt→ ∆∩ line(0, pt). This projection is surjective
as a map of points of Γ with real coordinates. In general the lattice points of Γ are not sent to the
lattice points of ∆.
The image of a face, ν(σα) ⊂ ∆ is a rational polytope. Let Vol
R
n(ν(σα)) denote its rational normalized
volume, namely: VolRn(ν(σα)) := Vol
R
n(πjν(σα)), for any j. Here Vol
R
n(πjν(σα)) is the usual volume in
the hyperplane Rn−1. Note that Voln(∆ \ σp) =
∑
α6=p
VolRn(ν(σα)). Thus the inequality can be written
in the form
(51)
∑
α6=p
(n− 1
n+ 1
Voln πσα − Voln σα − (n− 2 +
2
n + 1
)VolRn(ν(σα))
)
> 0.
We prove that each summand is positive.
Step 4. Suppose that the top dimensional face σα lies in the hyperplane
n+1∑
j=1
xj
aj
= const. Here {aj}
are natural numbers and gcd(a1, . . . , an+1) = 1. Then the primitive normal to the face has coordinates:
Nα = (
∏
ai
a1d
, . . . ,
∏
ai
an+1d
), where d := gcd(
∏
ai
a1
, . . . ,
∏
ai
an+1
).
Note that
Voln πjσα
Voln σα
=
∏
ai
ajd
. This can be obtained by comparing the lattice areas of the simplex
Conv(xa11 , . . . , x
an+1
n+1 ) and its projections. Therefore
(52)
n− 1
n+ 1
Voln πσα −Voln σα = Voln σα
(n− 1
n+ 1
∑
j
∏
ai
ajd
− 1
)
.
Now compare Voln σα to Vol
R
n νσα. We claim Vol
R
n νσα < minj Voln πjσα (note that the inequality
is strict). Indeed, the left hand side was defined (in Step 3.) as the real area VolRn−1 πjνσα. But
VolRn−1 πjνσα < Voln πjσα.
Thus VolRn−1 νσα < (minj
∏
ai
ajd
) Voln σα. Therefore it is enough to prove the following arithmetic
statement, for (a1, . . . , an+1) 6= (1, . . . , 1):
(53)
n− 1
n+ 1
∑
j
∏
ai
ajd
− 1− (n− 2 +
2
n+ 1
)min
j
∏
ai
ajd
≥ 0.
Note that now the inequality to be proved is non-strict. Present it in the form:
(54)
n− 1
n+ 1
( n+1∑
j=1
∏
ai
ajd
− n ·min
j
∏
ai
ajd
)
≥ 1.
As N 6= (1, . . . , 1) we have:
n+1∑
j=1
∏
ai
ajd
≥ (n+ 1) ·min
j
∏
ai
ajd
+ 1. So, the inequality becomes
(55)
n− 1
n+ 1
(
1 + min
j
∏
ai
ajd
)
≥ 1,
which is obvious for n ≥ 3. (Just note: 1 + min
j
∏
ai
ajd
≥ 2 and n−1
n+1
· 2 ≥ 1.)
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