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Resumo
Dado a crescente importância de sistemas multiagente e agentes autónomos, poderá ser inte-
ressante extrair conhecimento sobre o comportamento de agentes numa negociação e ver a sua
relação com o resultado final da negociação utilizando algoritmos de sequence mining. Assim,
este projeto procura relacionar traces de negociações aplicando algoritmos de sequence mining
(SM).
Acerca do desenvolvimento da ideia desta dissertação, destacam-se as seguintes etapas: revi-
são bibliográfica, desenvolvimento da metodologia para se atingir o objetivo proposto e experi-
ências. Com a revisão bibliográfica foi possível compreender melhor a plataforma ANTE: Agre-
ement Negotiation in Normative and Trust-enabled Environments. Esta plataforma, desenvolvida
em java, trata de negociações business-to-business e foi a fonte de dados para posterior aplicação
do algoritmo de SM. Na elaboração da metodologia foi necessário adaptar a plataforma ANTE
para se conseguir armazenar os dados de cada negociação numa base de dados. Foram também
criados scripts para gerar essas negociações autonomamente e para se adaptar os dados extraídos
de forma a serem utilizados na ferramenta de SM (SPMF [1]), e subsequente aplicação do algo-
ritmo de SM. Para se realizar as experiências, foi criado um programa para encontrar os padrões
devolvidos pela ferramenta de SM nas negociações geradas.
Com as experiências realizadas consegui-se extrair conhecimento sobre o comportamento de
agentes computacionais mas não foi possível relacionar esse conhecimento adquirido com o resul-
tado final das negociações.
iii
iv
Abstract
Given the increase usage of multi agent systems and autonomous agents, it might be useful
to extract knowledge about the behavior of computational agents from a negotiation and see their
relation with the result of the negotiation using sequence mining algorithms. Thus, this project
aims to relate traces of negotiations applying methods of sequence mining (SM).
In the development of the idea of this thesis, the following steps should be highlighted: the
state of the art, development of the approach to achieve the proposed objective and experiments.
With the state of the art it was possible to better understand the platform ANTE: Agreement
Negotiation in Normative and Trust-enabled Environments. This platform, developed in java, deals
with business-to-business negotiations and was the source of the data in which SM algorithms were
latter applied. In the preparation of the approach there was a need to adapt the ANTE platform in
a way that made it possible to store the data of each negotiation in a database. A few scripts were
made in order to generate those negotiations autonomously and to adapt the data in order to use
the SM platform and find sequential patterns in the generated negotiations.
With the experiments it was possible to understand the behavior of the computational agents
but there was no correlation with the final results of the negotiations in that behavior.
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Capítulo 1
Introdução
Esta dissertação envolve a extração de dados de uma plataforma de negociação business-to-
business (onde os vendedores e compradores são entidades computacionais) e são aplicados algo-
ritmos de sequence mining.
Data mining é, de uma forma simplificada, a procura de relações, padrões, e tendências que se
poderão encontrar em conjuntos de dados com grandes dimensões.
Sequencial pattern mining, que descobre subsequências frequentes como padrões em bases
de dados sequenciais, é um problema de data mining importante. Tem amplas aplicações in-
cluindo análise de comportamento de compras, padrões de acesso à web, experiências cientificas,
tratamento de doenças, desastres naturais, sequências de ADN. Existem diversos algoritmos que
podem ser utilizados para análise de sequências, cada um com vantagens e desvantagens relativa-
mente a outro.
Os sistemas multiagente são sistemas compostos por múltiplos agentes, onde um agente é de-
finido como uma entidade computacional, que se comportam de forma autónoma mas, ao mesmo
tempo, interagem com outros agentes presentes no sistema.
Assim, este projeto tem como principal objetivo aplicar algoritmos de análise de sequências
de forma a extrair-se conhecimento sobre negociações num sistema multiagente.
1.1 Problema e Enquadramento do Projeto
Uma negociação pode ser vista como uma pesquisa distribuída num espaço de potenciais acor-
dos e a sua dimensionalidade e topologia é determinada pela estrutura do objeto de negociação.
A automatização de negociações pode reduzir significativamente o tempo de negociação fa-
zendo com que, por exemplo, grandes volumes de operações se tornem possíveis em menores
quantidades de tempo. Dado um ambiente onde agentes computacionais negoceiam autonoma-
mente, poderá ser interessante analisar padrões de sequência das negociações e extrair conheci-
mento sobre estas.
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1.2 Motivação e Objetivos
A motivação principal deste trabalho é conseguir extrair conhecimento sobre o comportamento
de agentes numa negociação e sua relação com o resultado final da negociação.
O objetivo é utilizar técnicas de sequence mining para analisar traces de negociação.
Os objetivos específicos deste trabalho são os seguintes:
• Estudo de conceitos de sistemas multiagente e algoritmos de sequence mining;
• Extração de dados de uma plataforma de negociação que fiquem disponíveis para análise;
• Análise do conjunto de dados extraídos após aplicação de métodos de análise de sequências.
1.3 Estrutura da Dissertação
Esta dissertação está organizada em cinco capítulos, nomeadamente: Introdução, Revisão Bi-
bliográfica, Abordagem, Resultados e, Conclusões e Trabalho Futuro. Termina com as Referências
Bibliográficas.
O capítulo 2 é dedicado à revisão bibliográfica e está dividido em três secções principais:
Sequence Mining (SM), Sistemas Multiagente (MAS) para Negociação e Machine Learning (ML)
em Sistemas Multiagente. A secção de Sequence Mining começa com uma breve introdução
e algumas definições e depois são explicados alguns dos algoritmos aplicados nesta área. Na
secção seguinte é descrito o conceito de sistema multiagente, o de agente autónomos, as suas
características, parâmetros e as regras e propriedades necessárias nos protocolos de negociação.
Por último, é feita, noutra secção, uma breve introdução a machine learning e ao algoritmo mais
utilizado em sistemas multiagente, o Q-Learning.
O capítulo 3, Abordagem, descreve a plataforma de sistemas multiagente utilizada, a repre-
sentação das negociações, bem como o algoritmo de sequence mining aplicado e o tipo de padrões
esperados.
No capítulo 4, Resultados, apresentam-se os resultados obtidos das várias experiências reali-
zadas sobre os dados extraídos. São analisados os resultados dos três cenários efetuados.
Por fim, no capítulo 5, Trabalho Futuro, é feita uma síntese do contexto e objetivos, da abor-
dagem, dos resultados obtidos, e também são dadas algumas perspectivas de desenvolvimentos
futuros.
Capítulo 2
Revisão Bibliográfica
Neste capítulo irá ser apresentada a bibliografia consultada sobre os principais temas e con-
ceitos que estão diretamente ligados com o conteúdo desta dissertação. Está dividida em três
secções onde são apresentados alguns algoritmos de Sequence Mining, Sistemas Multiagente para
Negociação e, Machine Learning em Sistemas Multiagente.
Sendo esta dissertação o estudo de técnicas de sequence mining para analisar traces de negoci-
ações, é importante estudar alguns algoritmos utilizados em SM, sendo estes descritos na primeira
secção. Na segunda, será estudado como funciona uma negociação num sistema multiagente,
desde as características de um agente, parâmetros e também a ideia dos protocolos em tais ambi-
entes. Na terceira secção é feita uma breve descrição do algoritmo de aprendizagem por reforço
utilizado em sistemas multiagente.
2.1 Sequence Mining
Um dos diversos problemas em DM é descobrir sequências frequentes a partir de uma base
de dados. No caso de SM, o objetivo é descobrir sequências de eventos frequentes, conceito
introduzido por Agrawal e Srikant: Dado um conjunto de sequências, onde cada sequência consiste
numa lista de elementos e cada elemento consiste num conjunto de itens, e dado um threshold de
suporte mínimo definido pelo utilizador, o objetivo de uma análise de padrões de sequência é
encontrar todas as sub-sequências frequentes, i.e. as sub-sequências cuja frequência num dado
conjunto de sequências é igual ou superior ao suporte mínimo [2].
Foram, assim, estudados alguns algoritmos de SM com diferentes performances. Entre eles o
SPADE, SPAM, GSP e o PrefixSpan.
O facto de a base de dados poder ser inteiramente armazenada na memória principal é um fator
essencial para o bom desempenho de algoritmos como SPADE, SPAM e PrefixSpan.
Para melhor se entender os algoritmos são dadas algumas definições de sequência e conceitos
relacionados [3].
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Definição 1: Um item é um elemento de um conjunto Σ, totalmente ordenado, chamado de
coleção de itens.
Os itens representam os objetos sob análise, ou seja, os objetos manipulados numa dada tran-
sação. Estes correspondem às entidades atómicas na extração do padrão sequêncial.
Um itemset, também denominado por saco, representa um set de itens que ocorrem em con-
junto. Se os dados têm dependência temporal, um itemset corresponde a um conjunto de itens
transacionados num certo instante por uma certa entidade.
Definição 2: Um itemset é um conjunto ordenado de itens não-repetidos.
O pressuposto de que os itens de um itemset estão numa ordem específica facilita o design
do algoritmo de sequence mining, evitando a repetição de algumas operações, tal como gerar
sequências repetidas.
Definição 3: Dados dois itemsets a=(a1,. . . ,an) e b=(b1,. . . ,bm), com n<m: a é um itemset
prefixo de b para todos sse 1≤i≤n ai é igual a bi.
Definição 4: Dados dois itemsets a=(a1,. . . ,an) e b=(b1,. . . ,bm), com n<m: a é um itemset
sufixo de b para todos sse 1≤i≤n ai é igual a bm−n+i.
Definição 5: Dados dois itemsets a=(a1,. . . ,an) e b=(b1,. . . ,bm), a está contido em b (a⊆b)
sse existirem inteiros 1≤i1<i2<. . . <in≤m de forma a a1=bi1 ,a2=bi2 , . . . , an=bin .
Definição 6: Uma sequência é um conjunto ordenado de itemsets. A sequência é máxima,
com respeito a um conjunto de sequências, se não estiver contido nenhum outro set de sequências.
Definição 7: Uma sequência a=〈a1,a2,. . . ,an〉 está contida noutra sequência b=〈b1,b2,. . . ,bm〉,
ou a é uma sub-sequência de b, sse existirem inteiros 1≤i1<i2<. . . <in≤m tal que a1 ⊆bi1 , a2 ⊆bi2 ,
. . . , an ⊆bin .
Definição 8: Uma sequência a=〈a1,a2,. . . ,an〉 é um prefixo de outra sequência b=〈b1,b2,. . . ,bm〉
se n≤m e ai=bi para i<n e an é um itemset prefixo de bn. O prefixo é considerado prefixo máximo
adequado se for igual à sequência original sem o último item no último itemset.
Definição 9: Uma sequência a=〈a1,a2,. . . ,an〉 é um sufixo de outra sequência b=〈b1,b2,. . . ,bm〉
se n≤m e ai=bm−n+i para 2≤i≤n e a1 é itemset sufixo de bm−n+1. O sufixo é considerado sufixo
máximo adequado se for igual à sequência original sem o primeiro item no primeiro itemset.
Definição 10: Dada uma BD de sequências S e um mínimo threshold σ definido pelo utili-
zador, uma sequência é frequente na BD S, se estiver contida em pelo menos σ sequências de S.
Uma sequência é chamada de padrão sequencial na BD S, se esta for uma sequência máxima com
respeito ao set de sequências frequentes.
Definição 11: Dada uma BD de sequências S e um mínimo threshold definido pelo utilizador,
o processo de extração de padrões sequenciais tem como objetivo descobrir padrões sequenciais
em S.
2.1.1 SPADE
O algoritmo SPADE proposto por Zaki [4] é diferente dos algoritmos baseados em Apriori
(p.e. GSP) pois este não realiza várias pesquisas à base de dados.
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Neste algoritmo são utilizadas propriedades combinatórias que decompõem o problema origi-
nal em sub-problemas menores, que podem ser independentemente resolvidos na memória princi-
pal, utilizando técnicas eficientes de procura e simples operações de junção.
Todas as sequências são encontradas em três pesquisas na base de dados. Assim, o SPADE
geralmente pesquisa na base de dados uma vez para o conjunto de itens de 1-sequência frequentes,
outra para as 2-sequências frequentes e mais uma vez para gerar todas as outras sequências [4].
Os pontos chave deste algoritmo são os seguintes:
1. Usa uma lista de identificadores (id-list) com formato vertical, onde é associado a cada
sequência uma lista de identificadores (SID), juntamente com um identificador de evento
temporal (timestamp) (TID). Neste lista podem ser enumeradas todas as sequencias fre-
quentes sendo necessário apenas uma união temporal nas id-lists.
2. Utiliza uma teoria lattice para decompor o espaço de procura original em classes mais pe-
quenas (sub-estrutura), os quais podem ser processados independentemente na memória
principal.
3. São propostos dois métodos de pesquisa para enumerar as sequências frequentes em cada
sub-lattice: procura em amplitude e procura em profundidade.
Na tabela 2.1 está representada uma base de dados sequencial. Na tabela 2.2 são apresentadas
as sequências frequentes que se podem extrair desses dados para um suporte mínimo de 50%. Um
exemplo seria para o caso de 2-Sequências frequentes para os items AB, temos na tabela 2.1 uma
vez para o SID 1, para o 2 e para o 3, concluindo-se assim que tem um suporte de 3.
Tabela 2.1: Id-list em formato vertical para os items A, B, C, D, E, F, G, H
SID Time (TID) Items
1 10 C D
1 15 A B C
1 20 A B F
2 25 A C D F
2 15 A B F
2 20 E
3 10 A B F
4 10 D G H
4 20 B F
4 25 A G H
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Tabela 2.2: Tabelas de sequências frequentes
1-Sequências Frequentes
A 4
B 4
D 2
F 4
2-Sequências Frequentes
AB 3
AF 3
B->A 2
BF 4
D->A 2
D->A 2
D->F 2
F->A 2
3-Sequências Frequentes
ABF 2
BF->A 2
D->BF 2
D->B->A 2
D->F->A 2
4-Sequências Frequentes
ABF 2
2.1.2 SPAM
Nesta secção, é feita uma breve descrição das principais ideias do algoritmo SPAM.
O SPAM utiliza uma estratégia de pesquisa em profundidade, onde são geradas sequências
candidatas com mecanismos de poda eficazes. Usa uma representação vertical de bitmap da base
de dados com um eficiente contador de suporte. Atravessa sequências candidatas como definido
pela árvore de sequência lexicográfica, onde cada sequência é gerada pela adição de uma nova
transação com um único item (S-Step) ou adicionando um item ao último itemset (I-Step).
Este algoritmo é especialmente eficiente quando os padrões de sequência na base de dados são
muito longos.
Na figura 2.1 encontra-se uma árvore de sequência lexicográfica. Cada sequência nesta ár-
vore pode ser considerada como uma sequência sequência-extended ou uma sequência itemset-
extended. Uma sequência sequence-extended é gerada adicionando uma nova transação consis-
tindo de um único item até ao fim no nó da árvore de sequência. Uma sequência itemset-extended
é gerado adicionando um item ao último itemset no nó da sequência, de tal forma que o item é
maior do que o item no último itemset [5].
Figura 2.1: SPAM - Árvore de sequência lexicográfica
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2.1.3 GSP
Em relação à extração de padrões sequenciais existem várias abordagens. Uma delas é a
utilização do GSP, proposto também por Agrawal e Srikant [2], que tem por base o algoritmo
Apriori.
Este incorpora no processo de SM algumas restrições como limitações de tempo, em que
os utilizadores definem os valores de min-gap e max-gap, especificando assim o espaço entre
duas operações adjacentes numa sequência. Se a distância entre duas operações não estiver no
intervalo de abertura então estas operações não são tidas como consecutivas numa sequência.
Além disso, incorpora também uma janela temporal (sliding windows). O algoritmo introduz o
termo de taxonomia para gerar padrões sequenciais em múltiplos níveis.
O método do GSP para encontrar um padrão sequencial é o seguinte: o algoritmo começa por
correr a base de dados múltiplas vezes. A primeira passagem determina o suporte de cada item,
obtendo assim os itens frequentes, ou seja, aqueles que cumprem o requisito de suporte mínimo.
As passagens seguintes têm por base as sequências frequentes encontradas no passo anterior, a
partir das quais são geradas novas sequências candidatas. Cada sequência candidata tem mais um
item que a sequência que lhe deu origem e o seu suporte é contabilizado durante o varrimento dos
dados. No final de cada varrimento, o algoritmo determina quais dos candidatos são realmente
frequentes e estes constituem a base para o próximo varrimento dos dados. O algoritmo termina
quando não forem geradas mais sequências frequentes no fim de um varrimento ou quando não
for possível gerar mais sequências candidatas [6].
Se a BD for grande, se forem criadas sequências muito longas, e havendo múltiplas iterações
de pesquisa, o custo computacional deste algoritmo será elevado.
Para melhor se entender o funcionamento do GSP, está ilustrado na figura 2.2 um exemplo.
Figura 2.2: Ilustração do funcionamento do GSP
No final da primeira iteração, o GSP terá encontrado a e b como uma sequência de 1 elemento
frequentes. No final da segunda iteração, terá encontrado {aa,(ab),ab,ba,bb}. Finalmente, no final
da terceira iteração, o algoritmo terá encontrado todas as combinações de 2 itens tirados 3 de cada
vez, incluindo o conjunto (ab): {aaa, a(ab), aab,(ab)a, (ab)b, aba, abb, baa, b(ab), bab, bba, bbb}
Nota: O GSP em cada iteração apenas mantém em memória os padrões que já foram desco-
bertos e os k-candidatos. [3]
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2.1.4 PrefixSpan
O PrefixSpan (Prefix-projected Sequential pattern mining) utiliza a projeção de prefixos na
extração de padrões sequenciais. A ideia geral é examinar apenas o prefixo das subsequencias e
projetar apenas o sufixo correspondente na base de dados projetada [7].
O algoritmo PrefixSpan utiliza uma técnica diferente da utilizada pelo Apriori.
De forma simplificada, este algoritmo consiste num procedimento iterativo, em que cada ite-
ração é constituída por uma etapa de criação de potenciais padrões e de seguida uma etapa de
validação desses padrões gerados junto dos dados de input.
A técnica aplicada neste algoritmo procura uma melhor eficiência, tentando tanto diminuir
a quantidade de dados de input a ser percorridos, quanto a diminuição do número de padrões
gerados.
Definição 1 (Prefixo): Seja a sequência α = 〈e1 e2 . . . en〉, um padrão sequencial, onde cada
ei é um itemset frequente de S, a sequência β = 〈e′1 e′2 . . . e′m〉, onde (m≤n) é considerado
um prefixo de α sse 1) e′i = ei para (i≤m-1); 2)e′m ⊆em e 3) todos os items frequentes em (em
- e′m) estão por ordem alfabética depois daqueles em e′m.
Exemplo: 〈a〉, 〈aa〉,〈a(ab)〉, e 〈a(abc)〉 são prefixos da sequência s= 〈a(abc(ac)d(cf)〉, mas
nem 〈ab〉 nem 〈a(bc)〉 são considerados como prefixos se todos os item no prefixo 〈a(abc)〉
da sequencia s são frequente em S.
Definição 2 (Sufixo): Dado a sequência α = 〈e1 e2 . . . en〉 (em que cada ei) corresponde a
um elemento frequente de S). Seja β = 〈e′1 e′2 . . . e′m〉 (m≤n) o sufixo de α . A Sequência γ =
〈e′′mem+1 . . . en〉 é chamada de sufixo de α com relação ao prefixo de β , denominado por γ =
α / β onde e′′m = (em) - e′m).
Exemplo: Para a sequência s= 〈a(abc(ac)d(cf)〉,〈(abc)(ac)d(cf)〉 é o sufixo com relação de
prefixo de 〈a〉,〈(_bc)(ac)d(cf)〉 é o sufixo com relação do prefixo 〈aa〉, e 〈(_c)(ac)d(cf)〉 é o
sufixo com relação ao prefixo de 〈a(ab)〉.
Definição 3 (Base de dados projetada): Seja α um padrão sequencial numa base de dados
sequencial S. A base de dados projetada de α ,denominada por S|α ′ é a compilação de sufixos
de sequências em S com relação ao prefixo α .
Definição 4 (Contagem de suporte numa base de dados projetada): Seja α um padrão
sequencial numa base de dados sequencial S, e β seja uma sequência com prefixo α . A
soma de suporte de β em α-projected base de dados S|α ′ denominado por suporte S|α ′ ,
denominado suporte α ′ (β ), é o número de sequência γ em S|α de forma a β v α·γ
Exemplo: seja a base de dados sequencial S dado pela tabela 2.3 e seja o suporte mínimo igual
a 2. O conjunto de itens na bd é {a, b, c, d, e, f}. O problema de SM consiste em encontrar os
padrões sequenciais na base de dados sequencial.
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Tabela 2.3: Uma base de dados sequencial
Sequence_id Sequence
10 〈(abc)(ac)d(cf〉
20 〈(ad)c(bc)(ae)〉
30 〈(cf)(ab)(df)cb〉
40 〈(af)cbc〉
1. Encontrar padrões de 1-sequência. Percorrer S uma vez para encontrar todos os itens
frequentes em sequências. O resultado é: 〈a〉: 4, 〈b〉: 4, 〈c〉: 4, 〈d〉: 3, 〈e〉: 3 e 〈f〉: 4, em
que "〈padrão〉: contagem" representa o padrão e a sua contagem de suporte.
2. Dividir o espaço de pesquisa. O conjunto completo de padrões sequenciais pode ser parti-
cionado para os seguintes seis subconjuntos de acordo com os seus prefixos: 1) os que têm
prefixo 〈a〉, 2) os que têm prefixo 〈b〉,(...) e 6) os que têm prefixo 〈f〉.
3. Encontrar subconjuntos de padrões sequenciais. Os subconjuntos de padrões sequenciais
podem ser extraídos através da construção do correspondente conjunto de bases de dados
projetadas, sendo cada delas construída recursivamente. As bases de dados projetadas, assim
como os padrões sequenciais, encontram-se na tabela 2.4 [7].
Tabela 2.4: Base de dados projetados e Padrões Sequenciais
Prefix Projected (suffix) database Sequencial Patterns
〈a〉 〈(abc)(ac)d(cf)〉, 〈(_d)c(bc)(ae)〉,〈(_b)(df)cb〉,〈(_f)cbc〉
〈a〉, 〈aa〉, 〈ab〉, 〈a(bc)〉, 〈a(bc)a〉, 〈aba〉, 〈abc〉,
〈(ab)〉, 〈(ab)c〉, 〈(ab)d〉, 〈(ab)f〉, 〈(ab)dc〉, 〈ac〉,
〈aca〉, 〈acb〉, 〈acc〉, 〈ad〉, 〈adc〉, 〈af〉
〈b〉 〈(_c)(ac)d(cf)〉, 〈_c)(ae)〉, 〈(dfcb〉, 〈c〉 〈b〉, 〈ba〉, 〈bc〉, 〈(bc)〉, 〈(bc)a〉, 〈bd〉, 〈bdc〉, 〈bf〉
〈c〉 〈(ac)d(cf)〉, 〈(bc)(ae)〉, 〈b〉, 〈bc〉 〈c〉, 〈ca〉, 〈cb〉, 〈cc〉
〈d〉 〈(cf)〉, 〈c(bc)(ae)〉, 〈(_f)cb〉 〈d〉, 〈db〉, 〈dc〉, 〈dcb〉
〈e〉 〈(_f)(ab)(df)cb〉, 〈(af)cbc〉 〈e〉, 〈ea〉, 〈eab〉, 〈eac〉, 〈eacb〉, 〈eb〉, 〈ebc〉,〈ec〉, 〈ecb〉, 〈ef〉, 〈efb〉, 〈efc〉, 〈efcb〉
〈f〉 〈(ab)(df)cb〉, 〈cbc〉 〈f〉, 〈fb〉, 〈fbc〉, 〈fc〉, 〈fcb〉
2.2 Sistemas Multiagente para Negociação
A negociação autónoma no contexto de um sistema multiagente é a metodologia de coordena-
ção de agentes competitivos de forma a alcançar os objetivos definidos.
Os MAS são sistemas constituídos por múltiplos agentes que exibem um comportamento au-
tónomo e também interagem com outros agentes presentes no sistema. Os agentes deste sistema
exibem três caraterísticas fundamentais: serem capazes de agir de forma autónoma, sem influência
de elementos externos e serem capazes de tomar decisões, levando à satisfação dos seus objetivos;
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serem capazes de interagir com outros agentes, utilizando protocolos de interação social inspira-
dos nos humanos e incluindo pelo menos algumas das seguintes funcionalidades: coordenação,
cooperação, competição e negociação.
A negociação é, por vezes, utilizada num leque de situações bastante alargado, nomeadamente:
para efetuar a alocação de tarefas e recursos, a resolução de conflitos, a resolução de diferenças
nos objetivos de agentes e a determinação da organização estrutural numa dada situação [8].
Uma possível definição de negociação em MAS é a seguinte: um processo que, de forma geral,
permite a dois ou mais participantes obter algo necessário a cada uma das partes.
A maioria das negociações resulta da existência de um conflito entre duas ou mais partes. Um
processo de negociação multiagente surge da tentativa de resolução desse conflito [8].
Uma possível definição das fases da negociação é apresentada por Benson et al. que divide o
processo em quatro fases: preparação, argumentação, propostas e encerramento (figura 2.3).
Figura 2.3: Fases do Processo de Negociação [8]
• A fase de preparação corresponde à recolha de informações quer sobre a negociação, quer
sobre os seus participantes;
• A fase da argumentação é constituída pela exposição de ambas as partes, das suas razões e
da tentativa de persuasão do oponente;
• A fase das propostas e contrapropostas tem o propósito de apresentar um ponto ou conjunto
de pontos a ser negociado, vindo estes sob a forma de propostas;
• A fase de encerramento permite aos intervenientes avaliar o resultado final, seja este favo-
rável ou não para os seus interesses;
Para melhor se entender o que é um sistema multiagente (MAS) para negociação, é necessário
contextualizar o que é um agente, entender os parâmetros que o constituem e também a ideia de
protocolo dentro de uma negociação.
2.2.1 Agentes
Como definido por Wooldridge e Jennings um agente é uma peça de hardware ou (mais nor-
malmente) um sistema computacional baseado em software que goza das seguintes propriedades:
Autonomia: Os agentes operam sem intervenção direta de humanos ou outros agentes e
têm algum controlo sobre as suas ações e estado interno;
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Reatividade: os agentes têm a percepção do seu ambiente e respondem atempadamente às
mudanças que nele ocorrem;
Pró-atividade: Os agentes não se limitam a agir em resposta ao seu ambiente, também são
capazes de tomar a iniciativa e demostrar comportamento direcionado por objetivos;
Habilidade Social: Os agentes interagem com outros agentes (e possivelmente com huma-
nos) através de algum tipo de linguagem de comunicação de agentes;
2.2.2 Características dos Agentes
Para além das propriedades dos agentes, é também necessário definir as suas caraterísticas [9]:
Papel: Um agente numa negociação interage como vendedor, comprador ou simultanea-
mente ambos os papéis. Em certos cenários, para além dos compradores e dos vendedores,
um intermediário pode desempenhar um papel importante.
Racionalidade: Pode ser dividida em dois tipos: perfeita ou limitada. A suposição de ra-
cionalidade perfeita leva à suposição da capacidade dos agentes efetuarem, arbitrariamente,
um elevado número de cálculos num tempo constante. Na maioria dos cenários, os agentes
não têm a capacidade (ou poder) computacional para executarem tais cálculos, são então
forçados a realizar a oferta ou desistir com base em cálculos efetuados num tempo limitado.
Assim, os modelos de negociação que utilizam racionalidade limitada são mais realistas.
Conhecimento: Os agentes têm conhecimento sobre os bens pelos quais estão a licitar,
assim como podem ter algum conhecimento sobre o valor que os outros agentes atribuem
a esses e outros bens. Dependendo de como o conhecimento está distribuído, os agentes
podem escolher estratégias de oferta diferentes. De qualquer forma, a existência de infor-
mação privada, é muito importante para a criação da estratégia de oferta dos agentes. Desta
forma, a existência de objetivos individuais e a avaliação da função de utilidade do oponente,
podem ser pontos importantes para a definição da estratégia do agente.
Compromisso: Podem estar presentes vários níveis de compromisso. Por exemplo, depois
de efetuar uma oferta, o agente pode ou não ser obrigado a adquirir o produto, no caso
do vendedor aceitar a oferta. Se tal estiver definido no protocolo de negociação, um dado
agente pode também ser obrigado a parar as ofertas para bens similares até que seja recebida
uma mensagem de aceitação ou uma contraproposta.
Comportamento Social: Os agentes podem agir como entidades individuais e egoístas,
como entidades altruístas de uma sociedade, ou mantendo um equilíbrio entre os dois. Além
disso, qualquer que seja a atitude do agente, o importante é que, ou como entidades distintas
ou como uma equipa, eles consigam atingir melhor acordos quando mais conveniente. Outra
possibilidade para os agentes é formarem coligações ou se associarem em equipas, que
podem ser uma ferramenta importante na obtenção de melhores acordos.
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Estratégia de Oferta: A estratégia de ofertas de um agente é a componente que decide
sobre o estabelecimento ou aceitação de ofertas, fazendo contrapropostas ou abandono da
negociação. Uma suposição é que os agentes são racionais e que a sua estratégia de ofertas
vai contra a aceitação de acordos que os deixem mais longe dos seus objetivos.
O objetivo de um agente é maximizar o seu ganho ou o do grupo ao qual pertence, no caso de
serem agentes cooperativos.
2.2.3 Princípios da Negociação Computacional
Negociação automática é composta por três constituintes principais (para mais detalhe ver
Lomuscio, Wooldridge and Jennings 2000) [10].
Protocolos de Negociação: Definem o conjunto de regras que governam a interação entre os
agentes que participam na negociação;
Objetos de negociação: Conjuntos de atributos sobre os quais se pretende chegar a acordo. O
objeto de negociação pode conter um único atributo, como por exemplo,o preço, ou pode conter
uma centena de atributos, como o preço, a quantidade, os prazos, termos e condições de entrega,
entre outros. Num caso mais simples, a estrutura e o conteúdo do contrato pode ser fixo e os
participantes podem aceitá-lo ou rejeitá-lo. Num nível superior, os agentes têm a flexibilidade de
alterar os valores dos atributos do objeto de negociação, isto é, os participantes podem fazer con-
trapropostas para conseguir que o acordo final se ajuste melhor aos seus objetivos em negociação;
Modelos de Tomada de Decisão dos Agentes: Ferramentas de tomada de decisão que os
participantes utilizam, de modo a atuar de acordo com o protocolo de negociação, de forma a
atingir os objetivos propostos. O refinamento do modelo, assim como o âmbito das decisões
que têm de ser tomadas, são influenciados pelo protocolo utilizado, pela natureza do objeto de
negociação, e pelo número de operações que pode ser realizado sobre ele.
2.2.4 Ambiente e Características dos Produtos
Dentro de uma negociação podem ser considerados dois tipos de ambientes: estáticos ou di-
nâmicos. Um ambiente estático é aquele em que as variáveis dos atributos, como o preço, se
mantêm constantes ao longo do tempo, e um ambiente dinâmico é aquele em que essas mesmas
variáveis mudam os seus valores ao longo do tempo. Assim sendo, um agente inserido num ambi-
ente dinâmico poderá ter a sua função de utilidade ligeiramente afetada. A função de utilidade de
um agente representa as suas preferências, assim, enquanto num ambiente estático se imagina um
agente que não aprende durante o processo e mantém a sua função de utilidade até ao fim, num
ambiente dinâmico este comportamento seria o menos propenso a atingir resultados positivos.
As características que também influenciam a definição do protocolo de negociação dos bens
são:
• Valor privado e o valor público dos produtos;
• Natureza dos produtos.
2.2 Sistemas Multiagente para Negociação 13
Os agentes podem avaliar de forma diferente um bem, seja de acordo com o seu valor privado
ou com o valor que acreditam que os outros agentes atribuem a esse bem. Normalmente, o valor
público e o valor privado funcionam em conjunto, isto porque, quando se trata da compra de
um bem para uso privado, algumas vezes pode existir a intenção de voltar a vender o bem. Um
exemplo é a compra de um veículo automóvel em que, se considera o valor privado mas também
o valor público, dado que usualmente o irá vender depois de alguns anos.
Em relação à natureza do objeto da negociação, isto é o conjunto dos bens sobre os quais se
pretende chegar a acordo, podem ser um conjunto discreto ou contínuo. Uma negociação com
prazos, como por exemplo, prazos de entrega ou prazos de contratos, é uma negociação sobre um
número não definido de objetos, isto porque, não se sabe quantos contratos se irão negociar, num
dado limite de tempo [8] [9].
2.2.5 Parâmetros dos Eventos
O protocolo de negociação é, em grande parte, influenciado pelo rumo que as ofertas e outros
eventos levam, durante o processo de negociação.
Os eventos podem ser distinguidos por [9]:
Validade das Ofertas: Tipifica uma parte essencial do protocolo de negociação: o critério
para validar as ofertas. Estas, para serem válidas, têm de ser feitas no instante de tempo
correto e o seu valor, por vezes, deve satisfazer algumas restrições.
Visibilidade das Ofertas: As ofertas numa negociação podem ser enviadas por mensagens
privadas entre vendedor e comprador, ou então transmitidas para todos os agentes. As ofer-
tas podem também ser enviadas por mensagens exclusivamente para um subconjunto de
agentes, desde que seja possível formar coligações.
Calendarização de Timeouts: Determina o fecho da negociação, transformando assim os
compromissos assumidos em definitivos.
Calendarização de Compromissos: Por definição, um compromisso é o evento que per-
mite, temporariamente, um encontro entre o comprador e o vendedor. Estes eventos podem
ser calendarizados aleatoriamente, ou sucedendo a outros, por exemplo, a primeira oferta
que iguala o pedido do comprador. [8].
2.2.6 Parâmetros de Informação
Quota de Preços: São geradas por futuros compradores pedindo um preço indicador ao
vendedor, antes de se iniciar o processo de negociação. Podem assim ajudar na redução do
tempo de negociação.
Histórico das transações: O histórico de transações similares pode também ser pedido
pelos compradores, ou ser facultativamente fornecido pelo vendedor, de modo a dar maior
credibilidade à informação fornecida aos potenciais agentes compradores.
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2.2.7 Parâmetros de Alocação
Os parâmetros de alocação só se aplicam em negociações do tipo muitos-para-um e muitos-
para-muitos. Estes parâmetros decidem qual o agente a quem será alocado o bem quando mais do
que um agente mostra interesse pelo mesmo.
É de notar que, se a negociação for multi-atributo, para que os parâmetros de alocação possam
funcionar, terá de existir uma função aceite por todos os participantes na negociação, que “pese”
os diferentes atributos, produzindo um valor de utilidade para cada um. Sem isto, não será possível
ordenar as ofertas de acordo com a política de alocação [9].
2.2.8 Protocolos de Negociação
O protocolo de negociação é o conjunto de regras que regem o processo de negociação, isto é,
o comportamento dos agentes durante a negociação está sujeito às regras normativas que lhe são
impostas pelo protocolo de negociação. Esse conjunto de regras são [8]:
• "A definição dos tipos de participantes autorizados a entrar no processo de negociação;
• Os estados da negociação admissíveis;
• Os eventos que causam as mudanças de estado, como por exemplo: envio de uma oferta,
aceitação de uma proposta, rejeição de uma proposta, etc.; e
• As ações válidas dos participantes num determinado estado, ou seja, que mensagens podem
ser enviadas, por quem, para quem e em que estado."
Para se criar um protocolo de negociação, devem-se ter em conta algumas propriedades tidas
como desejáveis, tais como:
Sucesso Garantido: Para se garantir o sucesso é necessário que um protocolo permita, no
final e num tempo finito, a execução de um acordo.
Maximizar o Bem-Estar Social: Para que o bem-estar social seja maximizado é necessário
que um protocolo garanta o resultado, qualquer que ele seja, maximize a soma das utilidades dos
participantes da negociação.
Eficiência de Pareto: Para se alcançar "Pareto Eficiente", enquanto resultado de uma negoci-
ação, é necessário que não haja outro resultado global que introduza melhorias na utilidade para
um dos agentes, e sem simultaneamente prejudique o resultado alcançado por qualquer dos outros
agentes.
Racionalidade Individual: Sempre que o ganho da participação de um agente na negocia-
ção não for menor do que o ganho que teria se não participasse no processo, então considera-se
que a participação de tal agente na negociação é individualmente racional, donde resulta que será
do próprio interesse dos intervenientes entrar na negociação sendo que a existência desta racio-
nalidade nos protocolos é fundamental, dado que na sua ausência não haveria incentivo para os
agentes participarem na negociação.
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Estabilidade: Sempre que um protocolo contenha incentivo para que todos os agentes, se con-
fortem de determinada forma, diz-se que é um protocolo estável, sendo o "Nash Equilibrium"(Equilibro
de Nash) o tipo de estabilidade mais conhecido. Assim, diz-se que existe equilíbrio de Nash
quando na presença de duas estratégias, s e s′ se se supuser que um agente está a usar s, então o
outro agente não poderá fazer melhor do que usar a s′, e vice-versa.
Simplicidade: Um protocolo considerado simples é aquele que torna a estratégia apropriada
óbvia para os participantes na negociação. Assim, conclui-se que um protocolo é simples quando
um participante consegue facilmente determinar a estratégia ótima com a sua utilização
Distribuição: Um protocolo projetado de forma ideal deverá assegurar que não existe um
único ponto de falha, e também assegurar a minimização da comunicação entre os agentes entre
os agentes participantes na negociação.
2.3 Machine Learning em Sistemas Multiagente
Machine learning (ML) é uma das áreas da Inteligência Artificial cujo objetivo é o desen-
volvimento de algoritmos e técnicas que permitem ao computador aprender, isto é, permitem ao
computador melhorar o seu desempenho numa determinada tarefa. Esta capacidade de aprendi-
zagem através dos dados obtidos foca-se num contínuo auto-melhoramento. Ao utilizar ML os
modelos matemáticos podem prever como um sistema se vai comportar ou pensar numa deter-
minada circunstância e, assim, responder de acordo com o desejado. Os algoritmos de ML são
ferramentas computacionais capazes de otimizar o critério de um modelo de desempenho usando
dados ou experiências anteriores com uma saída ou ação desejada [11].
2.3.1 Reinforcement Learning
Aprendizagem por reforço (RL) é um procedimento que ensina a fazer uma tarefa tendo por
base um sistema de recompensa/punição. Pertence a um método de aprendizagem por reforço
semi-supervisionado, dado que as recompensas não têm influência direta no que vai ser alcançado
ou no que possa ocorrer para além da ação tomada. Num ambiente semi-supervisionado, um
agente não sabe logo se as ações estão certas ou erradas. Mas, em vez disso, o agente sabe o valor,
dado pelo ambiente, às recompensas acumuladas pelas suas ações [12].
Figura 2.4: Interação de um agente num ambiente de RL [?]
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Alguns dos algoritmos utilizados em RL são Q-Learning, Markov Decision Process, MDP
Application in RL e Direct Policy Search. Como o Q-learning é o método de aprendizagem por
reforço mais utilizado para sistemas de agentes, apenas nos vamos focar nesse.
2.3.1.1 Q-Learning
O objetivo do Q-learning (QL) é mapear o estado-a-ação (um conjunto de regras) de forma a
que a utilidade de um agente seja maximizada.
Esse conjunto de regras é gerado com base numa recompensa numérica, que é obtida depois de
cada ação ser executada, através do feedback dado pelo ambiente. Portanto, os agentes aprendem
explorando o ambiente, isto é, experimentando com diferentes ações e a observar a recompensa
que daí resulta. O resultado de QL, ou seja, o conjunto de regras, pode ser visto como uma tabela
que associa cada par estado-ação (s,a) a um valor numérico, que é a estimativa da (possivelmente
a longo prazo) recompensa a ser recebida ao ser executado a em s. Depois de receber uma recom-
pensa, um agente atualiza o par estado-ação baseado na recompensa e na estimativa da melhor
recompensa a ser adquirida no novo estado. Assim, com o tempo, o agente é capaz de melhorar a
suas estimativas de recompensas a serem recebidas em todos os pares de estado-ação [13].
As vantagens do QL são a sua eficiência, a garantia de convergência para o ótimo e, devido
à sua aprendizagem e exploração, a aplicabilidade natural para sistemas de agentes. Alguma das
dificuldades deste algoritmo de RL podem passar por encontrar uma função de recompensa ade-
quada; as regras para convergir para o ótimo, isto é, para a utilidade máxima, obriga a que todos os
pares estado-ação tenham de ser mapeados múltiplas vezes, o que levanta obviamente problemas
nos casos com um grande espaço de estado-ação em domínios do mundo real (é importante referir
que a escolha da estratégia de exploração influencia a velocidade de convergência); outro possí-
vel problema pode passar pela parte de aprendizagem dado que os valores atribuídos aos pares
estado-ação não são transparentes, no sentido em que não há explicação para a ação preferencial.
Capítulo 3
Abordagem
Neste capítulo é feita uma breve descrição da plataforma utilizada para a criação de dados, o
algoritmo de sequence mining usado, e também como foram tratados os dados para análise.
3.1 Plataforma MAS
Para se tirar proveito de um sistema multiagente, foi utilizada uma plataforma que incorpora
as necessidades num contexto de redes sociais e negoceia autonomamente num cenário B2B elec-
tronic contracting. A plataforma escolhida foi ”Agreement Negotiation in Normative and Trust-
enabled Environments” (ANTE).
A plataforma ANTE é o resultado da ligação entre três conceitos tecnológicos, mais especi-
ficamente negociação, ambientes normativos e confiança computacional. Aborda a questão mul-
tiagente de forma coletiva, abrangendo a negociação como mecanismo para encontrar acordos
mutuamente aceitáveis, e a promulgação de tais acordos. Inclui também a avaliação da fase prá-
tica, com o objetivo de melhorar futuras negociações.
Neste contexto, um acordo pode ser uma solução obtida usando uma abordagem coopera-
tiva distribuída de resolução. Um acordo vincula cada participante da negociação à contribuição
para a solução global. É, assim, útil para representar o resultado de um processo de negociação
bem sucedido de uma forma que permite a verificação da contribuição de cada participante no
acordo. [14]
O histórico da negociação (rondas passadas) é uma informação crucial a ser considerada
quando é necessário decidir o que fazer na ronda seguinte. O processo de negociação resulta
da seleção de um conjunto de agentes que se comprometem a discutir os problemas durante a ne-
gociação, sendo que o acordo pode ser formalizado num contrato e sujeito à fiscalização por um
ambiente normativo.
No ANTE foi desenvolvido um protocolo de negociação (Q-Negotiation) baseado no algo-
ritmo Q-Learning falado na secção 2.3.1.1. É adequado tanto para ambientes competitivos como
cooperativos, conduzindo à melhor solução possível.
Cada negociação é composta por agentes vendedores e compradores de uma competência.
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Neste caso, o cenário escolhido foi a indústria têxtil onde a competência é cotton (algodão).
Cada agente vendedor vai, em cada ronda, competir entre três atributos: o preço (float), a quanti-
dade (inteiro) e o prazo de entrega (inteiro). O agente que atingir os valores destes atributos que
estão de acordo com as preferências do comprador, vai ganhar a negociação. Cada agente, quer
vendedor quer comprador, tem um ficheiro de configuração onde está definido para cada atributo o
valor máximo, mínimo e preferencial. Estes valores vão limitar as propostas feitas em cada ronda,
mediante uma aprendizagem de rondas passadas. Na plataforma é ainda possível definir o número
de rondas da negociação e quantos agentes compradores vão participar.
Depois de analisada a plataforma foi necessário recolher os dados de interesse e guardá-los
numa base de dados. Os dados mais relevantes de cada negociação são o número de rondas, o
número de agentes que participam, qual o agente, e ainda o valor oferecido por cada um em cada
uma das rondas. Na secção 3.2 pode ser visto com mais detalhe como foram guardados esses
dados.
3.2 Representação das Negociações em Dados
No âmbito desta dissertação foi, como já referido, utilizada a plataforma ANTE. No entanto,
dada a especificidade do trabalho a executar, revelou-se necessário adaptar a plataforma de forma
a ser possível extrair os valores propostos pelos agentes em cada negociação e posteriormente
armazenar os dados relevantes para se usar como estudo.
Dada a complexidade da plataforma ANTE, o processo de alteração foi um pouco moroso.
Inicialmente, foram recolhidas as propostas dos diversos atributos feitas pelos agentes vendedo-
res em cada ronda da negociação e em seguida a informação final, nomeadamente quem foi o
vencedor.
Depois de alterada a plataforma, começou por criar-se uma base de dados em SQLite e, segui-
damente, foram criadas as tabelas NegoFinal - onde foram guardados dados no final da negociação
- e proposals - onde foram guardados os valores oferecidos pelos agentes vendedores durante as
diferentes rondas. Para cada entrada na tabela NegoFinal existem múltiplas entradas na tabela
proposals, representando as rondas de cada negociação. Nesta tabela foi guardado o valor dos
atributos de cada agente, o preço, o prazo de entrega e a quantidade e em que ronda esses valores
foram propostos. Apesar do valor do preço na plataforma ser do tipo float, na base de dados é
armazenada numa variável do tipo double. Foi também guardado na tabela NegoFinal o vencedor
de cada negociação, o número de rondas e de agentes que participaram, e o valor final da utility
(a utilidade para o comprador da proposta), sendo que este dado não tem interesse neste caso de
estudo.
A tabela agents foi criada para guardar os parâmetros dos atributos de cada agente. Numa
terceira fase de experiências os valores dos atributos vão ser alterados em cada negociação, sendo
assim necessário guardar os parâmetros gerados. A plataforma MAS foi novamente alterada e
esses dados foram recolhidos e armazenados na base de dados, onde para cada um dos atributos
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foi guardado o valor máximo, mínimo e preferencial. Ou seja, foram guardados os valores dos
atributos de cada um dos agentes que entram nessa negociação.
Na figura 3.1 pode ser visto o modelo relacional da base de dados.
Figura 3.1: Modelo relacional da base de dados
3.3 Algoritmo de Sequencial Mining Aplicado
Atualmente, é comum existirem bases de dados muito volumosas. Para se tirar proveito e para
se conseguir processar esse volume de dados, é então necessário aplicar algumas técnicas de DM.
Dentro de DM existe o Sequencial Mining(SM) onde existem vários algoritmos baseados em
técnicas diferentes que se podem aplicar ao tipo de dados recolhidos neste trabalho, como por
exemplo, o SPADE, GSP ou o PrefixSpan.
Dentro dos possíveis, o aplicado nesta dissertação foi o algoritmo PrefixSpan. Este algoritmo
é utilizado para descobrir padrões de sequência proposto por Pei et al. (2001).
Para utilizar o PrefixSpan foi usado um programa open-source de DM chamado SPMF [1].
O input do PrefixSpan é uma sequencia de dados e um valor de threshold chamado minsup, que
é definido pelo utilizador no programa (um valor entre [0,1] representando uma percentagem).
O minsup representa o valor mínimo com que um padrão de frequência aparece por forma a ser
considerado.
A título de exemplo está representado a seguir o formato do input usado pelo programa de
análise de sequências.
100 400 -1 200 300 -1 100 300 -1 400 400 -1 300 600 -1 -2
100 800 -1 300 300 -1 200 300 -1 100 500 -1 -2
500 600 -1 100 200 -1 400 600 -1 300 100 -1 200 700 -1 -2
500 100 -1 700 100 -1 100 600 -1 300 100 -1 200 900 -1 300 500-1 -2
Em analogia a este trabalho, cada linha representa uma negociação. Os valores entre -1 repre-
sentam um atributo, por exemplo, o preço, propostos pelos agentes que em cada ronda participam
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nessa mesma negociação e o -2 representa o fim de uma negociação. Na primeira linha vem um
itemset (ronda) {100 400} seguido de outro itemset {200,300}, seguido de {100,300}, seguido
de {400,400} e por fim {300,600}. Isto seria equivalente a uma negociação com 2 agentes e 5
rondas.
Para se organizar os dados num formato compatível com este software, foi feito um programa
em java para importar os valores da base de dados e os salvar num ficheiro de formato ”Comma-
separated values” (csv). Este programa acede à base de dados e cria três ficheiros distintos com os
valores dos atributos, preço, prazo de entrega e quantidade sendo que em cada linha é representada
uma negociação. Estas linhas estão de acordo com o input esperado pelo software de análise de
sequências.
Dado que este programa só aceita valores inteiros, foi necessário adaptar o atributo preço. O
valor, do tipo double, foi multiplicado por 100 e posteriormente arredondado.
O output gerado é um ficheiro de texto com linhas a seguir representadas:
100 -1 400 -1 300 -1 #SUP: 2
200 300 -1 100 -1 #SUP: 2
200 -1 600 -1 #SUP: 2
A segunda linha, por exemplo, indica que o padrão do itemset {200,300}, seguido do itemset
{100} tem um suporte de 2 sequências.
3.4 Tipo de Padrões Esperados
Depois de decidido o tipo de algoritmo a utilizar, foi então necessário pensar no padrões de
sequência esperados.
Aplicando o algoritmo PrefixSpan aos dados extraídos da plataforma ANTE, são de esperar
padrões que estão mais alinhados com os valores de interesse do comprador. É, ainda, de esperar
que o valor preferencial do comprador para os diferentes atributos apareça com maior frequência.
3.5 Tratamento dos Dados
Um passo muito importante no desenvolvimento desta dissertação foi o tratamento dos dados.
Depois de estes terem sido gerados (explicado em maior detalhe na secção 4.1.1) a partir da pla-
taforma ANTE, foi necessário tratar os dados das negociações e também os padrões sequenciais
obtidos através da ferramenta de sequence mining.
A primeira tarefa consistiu na extração dos dados guardados na base de dados e sua adaptação
à ferramenta de SM, ficando os mesmos guardados em ficheiros. Esta adaptação consistiu na
separação dos valores licitados em cada ronda pelos agentes através da colocação de um espaço
entre os valores, no acrescentar de um ’-1’ no final da ronda e no acrescentar de um ’-2’ no fim
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de cada negociação. É de referir que apesar de estes valores serem inteiros, nestes ficheiros eram
vistos como string.
Depois de aplicado o algoritmo PrefixSpan, com um valor de suporte mínimo pertinente,
procedeu-se à pesquisa dos padrões obtidos pela ferramenta, na base de dados, com os valores
das negociações. Nesta tarefa foram sentidas muitas dificuldades.
Os padrões encontrados pela ferramenta, na maioria dos casos, continham mais do que um
valor de um atributo numa dada ronda. Por exemplo, num padrão sequencial, representando o
atributo preço, com os seguintes valores ’100 400 -1 200 300 -2’, pode retirar-se que numa ronda
foi encontrado o padrão, ’100 400’. Isto significa que foi licitado primeiro o valor ’100’ e depois
’400’. Numa negociação cujos valores licitados foram numa dada ronda, ’100 400 200 100 400
400’, não é possível garantir qual o valor de ’100’ ou de ’400’ relevante, sendo assim impossível
de relacionar com o agente. Como esses valores não se encontravam necessariamente seguidos
nas negociações e, como esses, em certos casos, se encontravam repetidos dentro de uma ronda,
tornou-se bastante complexo encontrá-los. Decidiu-se então manter a pesquisa dos padrões de
uma forma mais simplificada, onde apenas se pesquisavam os valores dos padrões, assumindo que
estavam seguidos na negociação.
Outra tarefa realizada foi a criação de ficheiros dos diversos atributos, onde se relacionou o
vencedor de cada negociação com o valor licitado por esse agente nas diversas rondas. Continha
também os valores definidos dos atributos no ficheiro de configuração desse mesmo agente, sendo
que isto só é válido para os cenários em que os valores de configuração eram alterados em todas
as negociações.
Por último, todas as tarefas desenvolvidas foram realizadas na linguagem de programação java.
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Capítulo 4
Resultados
Neste capítulo são apresentados os resultados experimentais obtidos nos diversos ensaios,
tendo sido aplicados métodos de sequence mining aos dados que foram obtidos através da pla-
taforma ANTE. São ainda apresentadas possíveis conclusões a retirar.
4.1 Condições Experimentais
4.1.1 Processo de geração de dados
Para a geração de dados foi, inicialmente, necessário alterar a plataforma de negociações com
sistema multiagente, como já foi referido na secção 3.1.
De forma a automatizar a criação das negociações da plataforma ANTE, foi alterada a variá-
vel referente ao número de rondas por negociação e gerados diferentes ficheiros java executáveis
(JAR) da plataforma, representado assim cada valor de ronda. Outra variável que foi necessário
alterar foi o valor do número de agentes por negociação. Esta variável está definida no ficheiro de
configuração que é carregado juntamente com a plataforma. Assim, foram criados vários ficheiros
de configuração, sendo que, em cada um deles, essa variável apresentava diferentes valores no que
diz respeito ao número de agentes que ia participar numa dada negociação.
Depois de terem sido criadas todas as opções em relação ao número de agentes e de rondas,
foram gerados vários ficheiros batch de forma a correr os ficheiros jar da plataforma e os diversos
ficheiros de configuração.
Para o cenário 1 (4.2.1), todas as negociações foram criadas usando ficheiros de configuração
em que cada agente tinha os valores referentes aos seus atributos fixos. Apenas se corria os fichei-
ros batch de forma a que as negociações fossem geradas com diferentes valores de agentes e de
rondas.
Os valores dos atributos para o ficheiro de configuração do comprador são os seguintes:
Valores para o preço: mínimo: 1.0; máximo 10.0; preferencial: 1.0
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Valores para o tempo de entrega: mínimo: 7; máximo 31; preferencial: 10
Valores para a quantidade: mínimo: 180000; máximo 900000; preferencial: 200000
No caso dos vendedores são os seguintes:
Valores para o preço: mínimo: 1.0; máximo 10.0; preferencial: [2:10]
Valores para o tempo de entrega: mínimo: 7; máximo 31; preferencial: [10:31]
Valores para a quantidade: mínimo: 180000; máximo 900000; preferencial: [200000:900000]
Para o cenário 2 (4.2.2), foram alterados os ficheiros de configuração correspondentes a cada
agente vendedor e o ficheiro de configuração do agente comprador foi mantido intacto. De cada
vez que se corria uma negociação com um determinado valor de número de agentes e rondas,
era também corrido um programa em java para alterar os atributos, preço e tempo de entrega dos
agentes vendedores. Estes ficheiros são carregados juntamente com o ficheiro de configuração da
plataforma.
Os valores dos atributos, neste caso fixos, para o ficheiro de configuração do comprador são
os seguintes:
Valores para o preço: mínimo: 5.0; máximo 30.0; preferencial: 5.0
Valores para o tempo de entrega: mínimo: 5; máximo 30; preferencial: 5
Valores para a quantidade: mínimo: 100000; máximo 700000; preferencial: 200000
Para os vendedores os valores dos atributos são dinâmicos. Para criar os valores utilizou-se a
função random em java, sendo usado o valor base do comprador e somando um valor entre -15 e
40% para o mínimo desse atributo e entre 20 e 80% para o máximo.
Os valores dos atributos gerados para o ficheiro de configuração dos vendedores são os seguin-
tes:
Valores para o preço: mínimo: [4.25:7]; máximo [33:60]; preferencial: [5:20];
Valores para o tempo de entrega: mínimo: [4:7]; máximo [26:42]; preferencial: [4:30];
Valores para a quantidade: mínimo: 100000; máximo 900000; preferencial: 200000
Para o cenário 3 (4.2.3), foram alterados os ficheiros de configuração correspondentes a cada
agente, ou seja, tanto agente vendedor, como agente comprador. Tal como no cenário 2, o pro-
grama java de alteração das configurações era corrido e alterava todos os ficheiros. Depois eram
corridos os ficheiros batch para iniciar a criação das negociações.
Para o caso do comprador foi utilizada a função random em java para criar os valores dos
diversos atributos. Os valores, quer para o preço, quer para o tempo de entrega, no caso do
mínimo, estavam entre 2 e 6 e no caso do máximo, entre 20 e 70. O valor preferencial considerado
foi o igual ao valor mínimo atribuído para o preço e o máximo para o tempo de entrega.
Os ficheiros de configuração dos vendedores mantiveram o esquema descrito no cenário ante-
rior.
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Os valores dos atributos gerados para o ficheiro de configuração do comprador são os seguin-
tes:
Valores para o preço: mínimo: [2:6]; máximo [20:70]; preferencial: [2:6]
Valores para o tempo de entrega: mínimo: [2:5]; máximo [20:69]; preferencial: [20:69]
Valores para a quantidade: mínimo: 100000; máximo 900000; preferencial: 200000
Os valores utilizados para definir os atributos para os vendedores neste cenário foram os mesmos
que para o cenário 2. Os valores dos atributos para o ficheiro de configuração dos vendedores são
os seguintes:
Valores para o preço: mínimo: [1.7:8.4]; máximo [22.42:138.23]; preferencial: [3.04:52.93]
Valores para o tempo de entrega: mínimo: [2:7]; máximo [17:96]; preferencial: [3:70]
Valores para a quantidade: mínimo: 100000; máximo 900000; preferencial: 200000
4.1.2 Parâmetros do Algoritmo de Sequence Mining
Os parâmetros disponíveis no programa de sequence mining (SPMF) são: o suporte mínimo
do padrão e comprimento máximo do padrão. Para o parâmetro do comprimento máximo, limitar
o número de padrões não teria interesse para este trabalho e, portanto, não foi considerado.
Os valores escolhidos para o parâmetro de suporte mínimo do padrão foram diferentes para
os três atributos. O suporte mínimo de um padrão é definido com valores entre 0 e 100%, sendo
que os valores considerados foram de 10 a 50%. No caso do atributo preço, é mais interessante ter
padrões com um menor suporte mínimo do que, por exemplo, a quantidade.
4.2 Análise de Resultados
4.2.1 Cenário 1
O cenário 1 consistiu na primeira abordagem efetuada aos dados retirados da plataforma
ANTE e à posterior análise de padrões.
Neste cenário foram criadas 539 negociações. Dessas, quando negociavam 7,8,10,12,13 ou
15 agentes verificaram-se 48 negociações, totalizando assim 288 negociações do total das 539
geradas. Nestas negociações o número de rondas variou entre 4 e 15. Para o número de agentes
igual a 5 e a 11, foi criada mais uma negociação aquando da ronda 9, ou seja, um conjunto de 49,
totalizando 98 negociações. Para 6,9 e 14 agentes foi criada menos uma negociação aquando da
ronda 14, ficando o conjunto em 47 negociações, totalizando 141. Além dessas também houve
uma negociação com 4 agentes e 11 rondas, ou seja, um simples teste, e, ainda um conjunto de
11 negociações de 5 a 15 rondas com apenas 2 agentes. Esta diferença entre negociações para
diferentes valores do número de ronda ou de agentes, em nada afeta a análise de sequências.
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Depois de retirada a informação da base de dados e aplicada no programa de SM (SPMF), foi
necessário analisar os padrões devolvidos em cada um dos três atributos negociados pela plata-
forma.
A ferramenta de SM foi utilizada para criar padrões de frequência com um suporte mínimo
de 20,30,40 e 50% mas optou-se por analisar os padrões com suporte mínimo de 20% em todos
os atributos, dado que assim estão representados um maior número de padrões diferentes. Com
este suporte, verificou-se que os padrões devolvidos tinham a tendência do valor preferencial do
comprador, sendo que a exceção acontecia quando havia poucos agentes a negociar e com baixo
número de rondas. Algumas variações foram encontradas relativamente a essa tendência mas
revistas as negociações em que estes padrões se encontravam, nenhuma conclusão se pôde tirar.
Como já referenciado na secção 3.3, foi necessário multiplicar por 100 e arredondar o valor do
preço para se utilizar o programa de sequence mining. Como o valor preferencial do comprador
era 1.0, acabou por se ter muitos padrões com o valor 100. Ao existirem negociações com muitas
rondas e muitos agentes a negociar, foram encontradas padrões de sequências com várias repeti-
ções desse valor. O mesmo se passou com os restantes atributos e, como tal, da análise feita aos
padrões pouco se retirou.
Temos de seguida um exemplo dos padrões obtidos do atributo preço.
100 -1 100 420 -1 100 100 -1 #SUP: 121
100 -1 100 420 -1 100 -1 100 -1 #SUP: 110
100 -1 100 -1 100 -1 100 -1 100 -1 100 -1 100 -1 100 -1 100 -1 #SUP: 220
Como se pode verificar, os padrões tinha sempre o valor preferencial do comprador sendo que a
excepção nos padrões em algumas rondas tinha o valor preferencial do vendedor, aparecendo assim
como padrão frequente. Podemos também retirar que quanto mais rondas tiver uma negociação,
mais iterações com o valor preferencial do comprador mais vezes aparecer como padrão.
Dado que os valores de configuração dos vendedores e compradores estavam fixos, este tipo
de padrões seriam de esperar. Assim sendo, procurou-se introduzir algumas alterações por forma a
encontrar-se sequências cujos padrões permitissem relacionar o comportamento dos agentes com
o resultado final das negociações, como por exemplo, dinamizar os valores dos atributos.
4.2.2 Cenário 2
Depois de uma primeira abordagem, optou-se por criar mais negociações e aumentar a diver-
sidade de forma a tentar-se encontrar possíveis padrões sequenciais com maior interesse. Para isso
decidiu-se alterar em cada negociação o valor do mínimo, máximo e preferencial dos atributos,
preço e tempo de entrega dos agentes vendedores. Para o caso do comprador os valores dos seus
atributos mantiveram-se fixos.
Para este cenário foram criadas 1089 negociações. Com vista a se ter maior concorrência nas
negociações, o número de agentes a negociar estão compreendidos entre 2 e 10 e o número de
rondas estão compreendidas entre 5 e 15. Sendo assim, para cada número de agentes que entra
numa dada negociação, são criados conjuntos de 11 negociações para os diferentes valores de
ronda.
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Para este cenário utilizou-se um suporte mínimo de 10% para o preço e de 20% para o tempo
de entrega, sendo que a quantidade não foi analisada, assumindo-se que seria o valor máximo do
atributo oferecido na grande parte das negociações e, assim, em nada contribuíam para a análise de
sequências. O que se verificou na análise de padrões sequenciais foi idêntico ao que se verificou no
cenário 1. As diferenças estavam principalmente no valor preferencial do comprador e nos padrões
de sequência. Neste caso só foram encontrados padrões com o valor preferencial referente a este
cenário. Isto deve-se ao facto dos valores dos atributos dos vendedores serem diferentes em todas
as negociações. Foi mais difícil encontrar padrões sequenciais quando os valores negociados pelos
agentes em cada ronda variavam.
Temos de seguida um exemplo dos padrões obtidos do atributo preço.
500 500 500 -1 500 500 -1 #SUP: 169
500 500 500 -1 500 500 500 -1 #SUP: 169
500 500 500 -1 500 500 500 -1 500 -1 #SUP: 155
Como se pode verificar, os padrões tinha sempre o valor preferencial do comprador. A di-
ferença para o cenário 2 em relação aos padrões prende-se com o facto de os ficheiros de con-
figuração dos vendedores se alterar em cada negociação fazendo assim que o valor preferencial
destes não apareça nos padrões frequentes encontrados. Como, neste cenário, não se conseguiram
encontrar padrões sequenciais de interesse para esta tese, optou-se por fazer um outro, alterando
os ficheiro de configuração do vendedor e dos compradores.
4.2.3 Cenário 3
Neste cenário a abordagem ao problema manteve-se. O número de negociações geradas foi
igual ao do cenário 2, havendo alterações apenas num agente. O valor mínimo, máximo e prefe-
rencial dos atributos do comprador são alterados em cada negociação.
Como seria de esperar, o dinamismo criado com a alteração dos ficheiros de configuração
de todos os agentes nos valores negociados em cada negociação, fez com que fosse necessário
diminuir o suporte mínimo no programa de SM.
O suporte mínimo utilizado para o preço e para o tempo de entrega foi de 10%.
Temos de seguida um exemplo dos padrões obtidos do atributo preço.
400 -1 400 -1 400 -1 400 400 -1 #SUP: 115
500 500 500 -1 500 500 500 -1 500 -1 #SUP: 130
600 -1 #SUP: 109
No caso do cenário 3 devido aos ficheiros de configuração foram encontrados três valores
diferentes nos padrões frequentes mas dado que o valor preferencial dos vendedores é diferente
em cada ronda, à semelhança do cenário anterior, não aparecem os valores preferenciais dos ven-
dedores nos padrões frequentes. Verifica-se no entanto que aparecem três valores distintos nos
padrões frequentes e isto é devido aos ficheiros de configuração do comprador ser diferente em
cada negociação.
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Os padrões encontrados estão de acordo com o previsto, ou seja, semelhantes ao cenário 2
mas com mais padrões sequenciais diferentes. Isto deve-se ao facto de os valores preferenciais do
comprador se alterarem em cada negociação, como foi referido na secção 4.1.1.
O valor negociado na primeira ronda pelo agente vencedor não é sempre o valor preferencial
do atributo, no entanto, é-o na sua maioria. Assim que o agente vendedor atinge o valor mínimo
numa dada ronda, não sendo necessariamente o valor mínimo do atributo definido no seu ficheiro
de configuração, mantém esse valor até ao fim da negociação. Mais uma vez se verifica que o valor
negociado é limitado pelo valor preferencial do comprador. Estes dados fazem com que os padrões
sequenciais obtidos pela ferramenta de SM em nada consigam relacionar o comportamento dos
agentes com o final da negociação.
Capítulo 5
Conclusões e Trabalho Futuro
A análise de padrões sequenciais que descobre subsequências frequentes, como padrões em
base de dados sequenciais, pode ser útil com a ideia de se conseguir extrair conhecimento sobre o
comportamento de agentes numa negociação e a sua relação com o resultado final da negociação,
num contexto de aprendizagem automática.
O objetivo principal deste trabalho foi a utilização de técnicas de sequence mining para analisar
traces de negociação.
Numa primeira fase foi necessário proceder à revisão bibliográfica sobre os principais temas
e conceitos ligados com o conteúdo desta dissertação. Estes conceitos envolvem sistemas multi-
agente em negociação, o funcionamento da plataforma disponível para criar as negociações e o
algoritmo de análise de sequências. Este estudo permitiu perceber a metodologia a seguir para
melhor se atingir os objetivos propostos.
Depois de concluída a primeira fase, foi realizada a adaptação da plataforma ANTE com o
fim de se armazenar os dados relevantes de cada negociação. Uma negociação é constituída por
múltiplos agentes computacionais que formam um sistema multiagente, onde interagem entre si
de forma a licitarem sobre um bem. No caso da plataforma ANTE, o bem licitado é o algodão
(cotton) e os atributos são o preço, o tempo de entrega e a quantidade. Depois de armazenados estes
dados numa base de dados SQLite foi necessário criar ficheiros com os valores desses atributos no
formato da ferramenta de análise de sequências, SPMF [1] para se aplicar o algoritmo escolhido
PrefixSpan.
Após a aplicação do algoritmo de análise de sequências, com um valor de suporte mínimo
pertinente, procedeu-se à pesquisa dos padrões obtidos pela ferramenta, na base de dados, com os
valores das negociações. Neste passo foram sentidas algumas dificuldades.
Os padrões encontrados pela ferramenta, na maioria dos casos, continham mais do que um
valor de um atributo numa dada ronda. Como esses valores não se encontravam necessariamente
seguidos nas negociações e, como esses, em certos casos, se encontravam repetidos dentro de uma
ronda, tornou-se bastante complexo encontrá-los. Decidiu-se então manter a pesquisa dos padrões
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de uma forma mais simplificada, onde apenas se pesquisavam os valores dos padrões, assumindo
que estavam seguidos na negociação.
Depois de ser ter implementado a abordagem definida nesta tese, foram realizadas experiências
envolvendo três cenários diferentes. Os cenários diferenciam-se entre si pelos valores dos diferen-
tes atributos que os agentes tinham definidos, internamente, nos seus ficheiros de configuração.
Foi possível concluir que os agentes que estavam a vender um bem, nos três cenários, tendiam a
oferecer o valor preferencial do comprador. Isto fez com que os padrões sequenciais encontrados
fossem, na sua grande maioria, os valores referentes ao valor preferencial do comprador. Apesar
de isto representar um comportamento de agentes, nada se pode concluir em relação ao resultado
final da negociação.
Apesar das dificuldades encontradas e já enunciadas, há que ressaltar a relevância desta dis-
sertação pelos contributos que oferece, podendo servir, nomeadamente, como ponto de partida a
futuros trabalhos que poderão vir a ser desenvolvidos.
5.1 Trabalho Futuro
Tendo em conta que não foi possível relacionar o comportamento dos agentes com o resultado
final das negociações, através da extração dos padrões sequenciais, pode ser relevante continuar
este projeto e aproveitar o trabalho realizado.
Para se tirar melhor proveito de um ambiente em que agentes computacionais negoceiam au-
tonomamente, poderá ser útil utilizar uma abordagem diferente da que foi usada na presente tese.
Uma possibilidade pode passar pela alteração da representação dos dados. Por exemplo, estes po-
dem ser representados por um ”+” ou um ”-”, se em cada ronda o valor de um atributo negociado
subir ou descer em relação ao valor oferecido pelo agente na ronda anterior ou em relação a um
valor, com maior interesse, obtido numa dada ronda.
A partir da análise dos resultados desta dissertação, crê-se que seja necessário extrair mais
informação da plataforma ANTE, nomeadamente utilizando a reputação de cada agente. As pro-
postas feitas pelos agentes em cada ronda têm em conta a reputação de cada um. Isto implica que
se a reputação de um agente for má, a sua proposta, no final, pode não ser a escolhida, ainda que
possa ter atingido os valores preferenciais dos atributos negociados. A utilidade de se ter informa-
ção ligada às ofertas efetuadas em cada ronda, pode ajudar a encontrar padrões interessantes das
negociações e a relacionar com o final de cada uma delas.
Com estas mudanças deverá ser preciso utilizar um algoritmo de análise diferente, seja por se
aumentar o volume de dados, seja por se alterar a sua representação.
Com estas sugestões poderá ser possível extrair conhecimento sobre o comportamento de
agentes nas negociações, ligando-o com o resultado final.
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