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"Order is manifestly maintained in the universe..."
James Prescott Joule
"It appears to me, extremely difficult, if not quite impossible,
to form any distinct idea of anything, capable of being excited and communicated,
in the manner the heat was excited and communicated in these experiments,
except it be motion."
Count Rumford
"[The] conviction that every mathematical problem
can be solved is a powerful incentive to us as we work.
We hear within us the perpetual call: There is the problem.
Seek its solution. You can find it by pure thinking,
for in mathematics there is no ignorabimus!"
David Hilbert
ABSTRACT
Quantum Mechanics can be seen as a mathematical framework that describes experimen-
tal results associated with microscopic systems. On the other hand, the theory of Classical
Thermodynamics (along with Statistical Physics) has been used to characterize macro-
scopic systems in a general way, whereby mean quantities are considered and the con-
nections among them are formally described by state equations. In order to relate these
theories and build up a more general one, recent works have been developed to connect
the fundamental ideas of Thermodynamics with quantum principles. This theoretical frame-
work is sometimes called Quantum Thermodynamics. Some key concepts associated with
this recent theory are work and heat, which are very well established in the scope of Classi-
cal Thermodynamics and compose the energy conservation principle expressed by the first
law of Thermodynamics. Widely accepted definitions of heat and work within the context of
Quantum Thermodynamics were introduced by Alicki in his 1979 seminal work. Although
such definitions can be shown to directly satisfy the first law of Thermodynamics and have
been successfully applied to many contexts, there seems to be no deep foundational justifi-
cation for them. In fact, alternative definitions have been proposed with basis on analogies
with Classical Thermodynamics. In the present dissertation, a definition of quantum me-
chanical work is introduced which preserves the mathematical structure of the classical
concept of work without, however, in any way invoking the notion of trajectory. By use of
Gaussian states and the Caldirola-Kanai model, a case study is conducted through which
the proposed quantum work is compared with Alicki’s definition, both in quantum and semi-
classical regimes, showing promising results. Conceptual inadequacies of Alicki’s model
are found in the classical limit and possible interpretations are discussed for the presently
introduced notion of work. Finally, the new definition is investigated in comparison with a
classical-statistical approach for superposition and mixed states.
Keywords:Work. Quantum Thermodynamics. Caldirola-Kanai model.
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1 INTRODUCTION
The derivation of an accurate framework for the physical description of macroscopic
systems always challenged the scientific community. An important step in this direction
was the establishment of Classical Mechanics. Regarding the equations of motion, precise
results were obtained for few components macroscopic systems, and it was expected that
for systems with large number of constituents, this precision would also be verified [1]. Such
belief was proved true for simple macroscopic systems, such as symmetrical rigid bodies
[2, 3, 4]. However, for systems involving more intricate relations among its constituents and
internal degrees of freedom not of simple description, a formal proof and verification with
experimental data were not possible through purely classical arguments. Such lack was
justified, mainly, due to operational limitations [5, 6, 7]:
(i) it is necessary a large amount of calculations (and therefore computation) in order to
determine the dynamical variables at each instant of time for each element composing
the system and
(ii) the precise knowledge of the initial condition may be virtually impossible to determine,
depending on the number of degrees of freedom of the system.
Thermodynamics then arose as a form to work around those limitations, where few vari-
ables are needed to describe macroscopic multi particles system behavior [8, 9, 10]. Such
empirical model has been developed since the mid eighteenth century, in parallel with Clas-
sical Mechanics [11].
Classical Thermodynamics, so to speak, has been applied in different industrial sectors,
since its birth, such as combustion engines, turbines, boilers and compressors, for instance
[9]. Nowadays, its tools, under the scope of continuum thermodynamics, provide useful
prediction for the dynamics of new materials [10, 12, 13, 14, 15]. In the general standard
form in which the theory is founded, its main hypotheses are treated, roughly, considering
systems in equilibrium or quasi-equilibrium. From the laws of Thermodynamics and its un-
derlying hypotheses, state equations can be deduced correlating a few measurable macro-
scopic variables, which gives to Thermodynamics considerable predictive power to deal
with macroscopic systems. Thermodynamics has then established itself as a fundamental
branch of Physics.
By the end of the eighteenth century, the scientific community looked for a mechanical
basis for Thermodynamics [11]. Under this perspective, it was reasonable to think that any
macroscopic system, then believed to be composed of particles, should be describable by
the dynamics of its constituents. Firstly, Thermodynamics was tried to be derived entirely
from the realistic paradigm settled by Classical Mechanics. Such approach was pursued
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by Boltzmann who made significant efforts in this direction [11]. However, as Boltzmann
himself verified in subsequent works, such coupling could only be achieved within the use of
statistical arguments. As a consequence Maxwell, Boltzmann, Gibbs, Poincaré and others
proposed a statistical point of view to study the dynamics of many body systems [16]. Such
approaches gave rise to the theory which is now called Statistical Physics [5, 6, 7, 17, 18,
19, 20].
The introduction of statistical concepts such as equilibrium ensembles (micro-canonical,
canonical and grand-canonical, for instance) and the corresponding distributions, together
with the ergodic hypothesis, provided to Statistical Physics powerful tools to connect the
experimentally verified results of Thermodynamics with the Classical Mechanics equations
of motion. It was therefore established a connection between microscopic properties of the
constituents of a system (micro-states) with macroscopic variables (macro-states). Ques-
tions with respect to out-of-equilibrium systems were treated, in the relatively recent work
of Jarzinsky [21]: the so called fluctuation theorems [22] were developed in other to restrict
non-equilibrium variables in a general way. Despite the broad applicability of the Statistical
Physics, some fundamental question remain open: Until which size of a system, would its
thermodynamical quantities provide accurate results? What features a system must have
for the equilibrium and ergodic hypotheses to be valid? From about which size of the system
must statistical considerations be taken into account? In order to answer these questions,
first it was essential to establish a theory that could successfully account for experimen-
tal data related to microscopic systems, a task not accomplished by Classical Mechanics
[23, 24]. In order to fulfill such theoretical vacancy, the Quantum Mechanics was born and
developed ever since, providing accurate results. The Statistical Physics would therefore be
extended in a way such that the Quantum Mechanics could be accommodated.
The Quantum Statistics is frequently considered within the Von Neumann density ma-
trix formalism and presents precise results. As well-known example of its application, it can
be mention the ideal paramagnetic spin-12 system [25]. Such formalism also provided great
advances in Information Theory [26, 27, 28]. As a consequence of the development of Quan-
tum Statistics in equilibrium systems, it was possible to establish a connection of Quantum
Mechanics with thermodynamical variables for macroscopic systems in equilibrium, analo-
gous to the classical case [5, 6, 7, 17, 18, 19]. With respect to non-equilibrium cases, the
fluctuation theorems, mentioned above for the classical cases, were extended to the realm
of Quantum Mechanics [22, 29, 30, 31, 32, 33]. It can be argued that the couple Quantum
Mechanics and Statistical Physics has provided a robust formal basis for the description of
a large class of physical systems. However, the questions raised in the previous paragraph
can still be made. It is by no means clear what size a system must have for the hypotheses
of Statistical Physics to remain applicable. In addition, one may ask whether the thermo-
dynamical laws will hold for few-particle systems. Since Quantum Mechanics has provided
more successful descriptions for microscopic few-particle systems, the attempts to answer
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those questions are considered within the scope of Quantum Mechanics. Recently, a new
area treating few-particle system, relating Thermodynamics with Quantum Mechanics, was
born: some authors called it Quantum Thermodynamics (QTh) [11, 34, 35, 36].
QTh is frequently considered within the scope of open quantum systems (OQS), where
the dynamics of a system is investigated upon interaction with an ideally large environment
[11]. Recently, general results were obtained in order to approximate Quantum Mechanics
to statistical ensemble considerations [37, 38]: by regarding high dimensional weakly in-
teracting quantum systems, its parts could, to a good approximation, behave as statistical
ensembles.
Dissipation effects and the evolution of an open subsystem in a thermal bath have been
studied, under the master equation formalism [39, 40, 41]. The bath was considered as
having multiple degrees of freedom, weak interaction or/and no memory, such that Born-
Markov approximations could be considered [42]. However, these approximations become
inappropriate for systems involving a small number of parts. In these cases, non-Markovian
regimes and strong-interacting models are to be employed [43, 44, 45]. QTh has also been
connected to Information Theory, where several results have been reported in connection
with entanglement, reality, locality, correlations, Maxwell’s demon, among others [26, 46,
47].
Traditional concepts of classical Thermodynamics have been revisited in the domain of
QTh. In Ref. [48] the locality of temperature has been analyzed, by questioning until which
size of a subsystem, the equilibrium temperature offers good agreement with a measure
of it. Also, temperature has been investigated as a dynamical variable [49]. Heat and work,
by their turn, are the thermodynamical concepts more often invoked in QTh discussions
[22, 29, 30, 31, 32, 33, 34, 35, 36, 50, 51, 52, 53, 54]. The present dissertation aims at
proposing a quantum mechanical notion for the work imparted on a single quantum particle.
1.1 Problem definition
In Classical Mechanics, work has a very well established definition [2, 3, 4]. The work
Wcl performed by a force f on a particle which undergoes a displacement dx in a path c is
given by
Wcl =
∫
c
f · dx. (1.1)
Throughout this dissertation, the notation (·) is considered to denote finite-dimensional real
vectors, i.e., v denotes a vector in RN, with N > 0 being a natural number. In Eq. (1.1), f
and x stands for three-dimensional vectors referring to force and position, respectively.
The direct adaptation of the expression (1.1) into the quantum domain was not con-
ducted, perhaps because there is no trivial quantum counterpart for the classical notions of
trajectory, force, and displacement [23, 30]. Therefore, alternative approaches have been
considered in the quantum realm.
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A definition of work, considered by a relatively great part of the scientific community, is
the one first introduced by Alicki [54]. In his paper, Alicki based his definition considering that
the work applied on a system must be associated with its Hamiltonian time rate; the heat,
on the other hand, is related with time changes in the density matrix. As a consequence, it
was established a quantum form for the first law of thermodynamics. Considering the Hamil-
tonian H and the system density matrix ρ one has that the total energy E = Tr [ρ(t)H(t)]
changes in time can be divided as
∆E(t f − ti) =
∫ t f
ti
Tr
[
∂ρ(t)
∂t
H(t)
]
dt︸ ︷︷ ︸
Qak(t f − ti)
+
∫ t f
ti
Tr
[
ρ(t)
∂H(t)
∂t
]
dt︸ ︷︷ ︸
Wak(t f − ti)
, (1.2)
whereQak(t f − ti) andWak(t f − ti) are the heat and work that are imposed on the system
in the time interval t f − ti and Tr is the trace operation. Alicki’s approach is widely adopted,
especially for derivations of the aforementioned fluctuation theorems. By use of those the-
orems, experimental results have been obtained which provide conceptual support for the
theory [22, 55]. However, Alicki’s definition has also been criticized by some authors [28, 56].
It is remarked here that this definition is not unique, that is, it is just a particular form into
which the total energy change can be decomposed. There is, a priori, no fundamental prin-
ciple forcing one to make the particular identifications suggested in Eq. (1.2), although the
argument seems intuitive for classic examples [5, 18, 53]. In addition, it is no clear whether
this approach can indeed furnish the correct classical limit.
There is another definition related with work that is frequently mentioned under the
scope of autonomous quantum systems [51, 52, 56]. For a given source of energy, the
flows into the system is considered to be exclusively due to work when there is thermal
isolation and exclusively due to heat when no form of work takes place. Such definition is
based on arguments that resembles Classical Thermodynamics and provide the possibil-
ity of development of theoretical thermal machines using quantum mechanical resources.
However, since no explicit definition of work or heat was made, one might argue, with basis
on quantum fluctuations, that it should not be discarded that some classical forms of work
could be viewed, in the quantum domain, as heat. Likewise, heat transfer could somehow
manifests itself as a form of quantum work.
The approach to be adopted in the present work aims at developing a definition of work
in a quantummechanical form, departing from the classical well-known form (1.1). Here, the
problem of the absence of trajectories in Quantum Mechanics is put aside by considering
the following argument. If the classical trajectory x(t) of a particle of mass m is a continuous
function of t, x˙(t) is the velocity of the particle, and f (t) = mx¨(t) is the resultant force, then
the work (1.1) imparted on the particle can be re-written as
Wcl =
∫
c(t)
f · x˙dt =
∫
c(t)
mx¨ · x˙dt. (1.3)
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Is this form more susceptible to a quantum generalization than (1.1)? The definition to
be formalized in the text departs from the answer to this question.
By analogy with the classical definition (1.3), a mechanical formula for work is intro-
duced, using the Heisenberg picture of Quantum Mechanics and usual methods of expec-
tation value calculation. As an immediate consequence, the obtained quantity is shown
not to be a state function, since it depends on a time interval. Also, using the uncertainty
principle an interesting aspect underlying the proposed definition for generic systems is
discussed. As a case study, the definition of work proposed is calculated for the Caldirola-
Kanai Hamiltonian, which is often used to describe the dynamics of a damped oscillator
[57, 58]. A comparison between the results regarding the proposed definition with the Alick
model is provided and the adequacy of these proposals in correctly describing the classical
limit is discussed.
The conceptual grounding on which the work is based, is presented in chapters 2 and
3, where the main hypotheses, results, and definitions of Thermodynamics and Statistical
Physics are briefly reviewed. A summary of the fundamental aspects of Quantum Mechan-
ics and QTh is then presented, with particular emphasis to notions related to work and
heat.
The definition of work proposed in this dissertation is introduced in chapter 4, where
some properties of the defined notion are discussed and preliminary results exposed for
generic systems.
The central case study of this dissertation is presented in chapter 5, where the Caldirola-
Kanai Hamiltonian is discussed and simulations of the proposed definition of work are
shown. Most importantly, the results regarding the proposed definition are compared with
Alick’s proposal, and the adequacy of both are assessed in reproducing the classical pre-
dictions.
Finally, in chapter 6, some remarks are made considering the main aspects related to
the results, highlighting the advantages, limitations, and properties of the proposed defini-
tion.
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2 THEORETICAL BACKGROUND: CLASSICAL PERSPEC-
TIVE
The introduction of the concept of work was first established in the domain of Classical
Mechanics and then introduced in the fundamental laws of Thermodynamics. The connec-
tion between both theories was then made through statistical assumptions. Throughout this
chapter, it is discussed the concept of work and the related concepts under a somewhat his-
torical sequence. First, it is analyzed how work is defined in Classical Mechanics. Then it is
investigated how it was introduced in Thermodynamics and related concepts are discussed.
Finally, the theory of Statistical Physics, aligned with Classical Mechanics, is considered
and some properties to be used in subsequent chapter are discussed/reviewed.
2.1 Classical Mechanics and energy
In a classical system, a particle is considered to be a compact system with mass m.
In standard analysis, it is not taking into account internal degrees of freedom associated
with the particle: for it does not rotate around itself, as in the case of rigid bodies motion,
for instance. The motion of this particle can be described [2] by a mapping x : I → R3,
where the interval I ∈ R is an representation of a time interval. The position of the particle,
identified by this motion at an instant t (a point in the interval I), is therefore just x(t).
There may be forces (gravitational or Coulombian for instance) acting on such a par-
ticle. Their representation, in the mathematical structure of Classical Mechanics, can be
described by a vector field1 f : R3 → R3. The work Wcl2 done on the particle, by the
external force f , on a curve c of finite length, is defined as
Wcl =
∫
c
f · dx. (2.1)
Newton’s second law establishes a connection between the resultant force f
R
(the sum of
all the forces f
1
, f
2
, · · · , f
N
applied on a system) with its acceleration3:
f
R
=
n
∑
i=1
f
i
= mx¨. (2.2)
1 The field is here considered to be continuous: this consideration is sufficient to prove that the integral in
Eq. (2.1) exists [2].
2 The subindex (·)cl here is considered for classical systems, to be differentiate from quantum ones in
subsequent chapters.
3 Here the mass is considered to be constant since the system is composed of only one particle, which does
not change its mass during time (non-relativistic regime).
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Therefore, the work done by all the forces on the particleWRcl is computed as
WRcl =
∫
c
f
R
· dx =
∫
c
mx¨ · dx = m
∫ t f
ti
x¨ · x˙dt = mx˙
2
2
∣∣∣∣t f
ti
, (2.3)
where ti and t f are the time before and after the particle travels through the path c. The
scalar mx˙
2
2 is defined as the kinetic energy Kcl of the particle. The result given above can
therefore be shortly stated as
WRcl
(
t f − ti
)
= Kcl(t f )− Kcl(ti), (2.4)
that is, the total work done on a particle equals the change in its kinetic energy. The result
(2.4) may, for some class of problems, be used to determine the motion features of a particle
in an easier manner as one would do by solving Newton’s second law equation directly (or
by using Lagrange-Euler or Hamilton equations).
It is important to remark that the definition of kinetic energy can be seen as an intrinsic
particle property: knowing particle’s velocity and mass, its kinetic energy can be determined
without any knowledge of the configuration of the rest of the system with which the particle
interacts. Therefore it can be stated, in these terms, that the kinetic energy is the energy that
ultimately "belongs to the particle", that is, if one aims to define an energy that somehow
is intern or belongs exclusively to the particle, then the strongest candidate should be the
kinetic energy.
The result (2.4) is not restrictive for a system of only one particle: considering the
generalized position vector xT = (x1, x2, ..., xN) and generalized resultant forces f T =(
f
R,1
, f
R,2
, ..., f
R,N
)
of a system of N particles, with xi and f R,i being the position and the
resultant force associated with the i-th particle, it can be proved [2] that
KT(t f )− KT(ti) =
N
∑
i=1
Kcl,i(t f )−
N
∑
i=1
Kcl,i(ti) =
∫ xT(t f )
xT(ti)
f
T
· dxT (2.5)
An important class of problems in physics involves conservative systems, which make
reference to another kind of energy, viz. the potential energy.
Definition 2.1. A system is called conservative if the forces depend only on the location of
a point in the system
(
f
T
= f
T
(xT)
)
and if the work of f
T
along any path depends only
on the initial and final points of the path.
Definition 2.1 can not be overestimated: as will be seen, it gives a primitive intuition
related with energy in a mechanical system. In particular, it reveals a formal link with the
concept of potential energy4.
4 All theorems stated in this section were proved at Chapter 10 of [2].
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Theorem 2.1. For a system to be conservative it is necessary and sufficient that a potential
energy U(xT) exists such that
5
f
T
= −∇xTU. (2.6)
Theorem 2.1 permits to define the potential energy U, which plays a prominent role in
the total energy.
Definition 2.2. If there are forces acting on the system such that there is a potentialU which
satisfies Eq. (2.6), then the mechanical energy associated with this system is defined as
E = Kcl + U. (2.7)
This definition does not clarify, on its own, the relevance of the notion of energy. This
task is accomplished by the following result.
Theorem 2.2. The mechanical energy of a conservative system is preserved under the
motion: E(t f ) = E(ti).
Theorem 2.2 states that, if only conservative forces are suppose to act on the system,
then there is a measurable scalar property, called mechanical energy, that is preserved. The
premise of the theorem, viz. that the forces must be conservative, seems, at a first sight,
too restrictive. To highlight the generality of the theorem another result should be recalled.
Theorem 2.3. If there are only forces of interaction between the particles composing a
system, and they depend only on the distance between the particles, then the system is
conservative.
The forces treated in the scope of classical physics are mostly distance dependent
(Coulombian and Gravitational, for instance). For interaction forces of such kind, the sys-
tem is considered conservative. However, there are cases in which, though the interaction
forces are only distance-dependent, there are external forces that yields a non-conservative
character to the system. This is the case, for example, of drag forces acting on a rigid body
or a thermal coupling with a reservoir. It is thus established the following definition, con-
nected with the recognition of dissipative effects.
Definition 2.3. A decrease E(ti)− E(t f ) in the mechanical energy is called an increase in
the non-mechanical6 energy Ed:
−∆E = E(ti)− E(t f ) = Ed(t f )− Ed(ti) = ∆Ed. (2.8)
5 The derivatives associated with ∇xT are considered with respect to the the motion xT, a notation that will
be maintained throughout the present work.
6 The terminology "mechanical" and "non-mechanical" is justified from a purely historical point of view, since
one cannot always infer the precise nature of energy dissipation. Also, there are some conservative sys-
tems, in which the potential energy U is due to a non-mechanical interaction (Coulombian, for example)
and contributes to the mechanical energy (see Eq. (2.7)).
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The definition 2.3 expresses the idea that the total energy is conserved, i.e.,the sum
of energies E + Ed is conserved. It is generally considered that some mechanism extracts
mechanical energy in the form Ed of a non-conservative system. The statement that the
energy will actually flow to another system and will not disappear, is intrinsically contained
in the term Ed and is a widely accepted physical principle. As mentioned by Callen [8],
at the beginning of the chapter where he introduces internal energy, "The development of
the principle of conservation of energy has been one of the most significant achievements
in the evolution of physics. The present form of the principle was not discovered in one
magnificent stroke of insight but has been slowly and laboriously developed over two and a
half centuries. The first recognition of a conservation principle, by Leibnitz in 1693, referred
only to the sum of the kinetic energy (mv
2
2 ) and the potential energy (mgh) of a simple
mechanical mass point in the terrestrial gravitational field. As additional types of systems
were considered, the established form of the conservation principle repeatedly failed, but
in each case it was found possible to revive it by the addition of a new mathematical term -
a ’new kind of energy’. Thus consideration of charged systems necessitated the addition of
the Coulomb interaction energy (
Q1Q2
r ) and eventually of the energy of the electromagnetic
field. In 1905 Einstein extended the principle to the relativistic region, adding such terms as
the relativistic rest-mass energy. In the 1930’s Enrico Fermi postulated the existence of a
new particle, called the neutrino, solely for the purpose of retaining the energy conservation
principle in nuclear reactions. Contemporary research in nuclear physics seeks the form of
interaction between nucleons within a nucleus in order that the conservation principle may
be formulated explicitly at the sub-nuclear level. Despite the fact that unsolved problems
of this type remain, the energy conservation principle is now accepted as one of the most
fundamental, general, and significant principles of physical theory". The connection that will
be established between Thermodynamics and mechanics, in order to define work, starts
from the very intuition of energy provided in the previous discussion. In order to make such
connection explicit, in what follows a simple example of mechanical system is discussed.
2.1.1 Sliding block with a spring
Consider a system composed of a block attached to a table by a spring, as schematically
depicted in Fig. 2.1. The following aspects are assumed:
• The spring has negligible mass;
• The table and the block have no friction with each other;
• The spring potential is modeled as U = k2x
2
b, where xb is the displacement of the
center of mass of the block with respect to its equilibrium position;
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Figure 2.1 – Sliding block with center of mass position xb and velocity v on a frictionless table: the energy
flows from the spring to the block and vice-versa.
• The table is considered as an inertial frame;
• The table’s mass mt is very large compared to the block’s mb, that is,
mb
mt
≪ 1;
• The block is initially with speed v0 > 0 at its equilibrium position (xb = 0).
From these conditions and Hooke’s law, it can be deduced that the movement of the center
of mass of the block will be sinusoidal. Since the system is conservative, the mechanical
energy of the spring-block system will be preserved. In terms of energy flow, the total me-
chanical energy of the block, initially kinetic, will flow to the spring until the motion reach its
maximum amplitude, where all the energy will be stored as potential one. Then the spring
potential energy will flow back to the block in a kinetic energy form, and this energetic cycle
is repeated virtually infinite times. It can be noted that the problem was solved for the center
of mass of the block. What happens with its constituents? An intrinsic hypothesis related is
that the block is a rigid body and, although the particles have their own degrees of freedom
in microscopic scale, they do not affect the center of mass motion significantly: these de-
tails becomes irrelevant for solving the problem. On the other hand, when dissipative or/and
thermal effects are considered, the same is not necessarily true. To discuss this idea, we
consider the same system as above but let the interface block-table be rough. The model
with friction included is illustrated in Fig. 2.2.
The spring-block system is not considered conservative due to the friction term: the me-
chanical energy decreases at an exponential rate7. The kinetic energy of the block, which
at the beginning of the motion equals to the total mechanical energy of the system, is
converted into potential energy, stored in the spring, and posteriorly disappears due to
friction[4, 59]. What happened to the mechanical energy of the system?
7 For a system in which the friction coefficient is considered constant.
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(a) S: block. (b) S: block+spring.
(c) S: block+spring+table.
Figure 2.2 – Sliding block on table with equilibrium position fixed in x = 0 and speed v, on a table with friction
effects. The system (and therefore the internal energy) can be considered differently.
The definition of "system" ("S" represented in the figures) determines the form in which
energy is qualified, whether it is internal energy or external work. Since the energy of the
whole system (table, spring, block) is supposed to be conserved, then independently of
what is assigned as the system "S", the changes in its internal energy Eint must equal the
work applied by external systemsWext in it, that is
∆Eint =Wext. (2.9)
When the table and the spring are regarded as being outside the system "S", then all the
internal energy is kinetic energy and can be described by a macroscopic degree of freedom
xb. It changes due to external work. This situation is depicted in Fig. 2.2a and can be
equated as
∆Eint = ∆Wext ⇒ ∆K =Wspring +Wfriction, (2.10)
whereWspring is the work done by the spring and Wfriction by friction forces. When only the
table is outside the system, as in Fig. 2.2b, the friction contributes with the external work,
for which the description is already addressed by Classical Mechanics (although the friction
force can be seen as an effective description). In this case, it can be said that the friction
"removes" internal energy of the system and
∆Eint = ∆Wext ⇒ ∆K + ∆Uspring =Wfriction, (2.11)
where the potential energy of the spring Uspring =
kx2b
2 is now regarded as part of the internal
energy. On the other hand, regarding the table as part of the system, represented in Fig.
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2.2c, results in
∆Eint = 0⇒ ∆K + ∆Uspring + ∆Efriction = 0 (2.12)
and the friction effects are treated as internal energy variations ∆Efriction, without a descrip-
tion in terms of potential energy, since the friction force is nonconservative. In other words,
the internal energy now includes a nonconservative macroscopically inaccessible energy
which is called frequently as thermal energy [59]. Then Eq. (2.12) can be rewritten as
∆Eint = 0⇒ ∆K + ∆Uspring + ∆Ethermal = 0 (2.13)
being Ethermal the thermal energy. This sort of energy is frequently associated with a micro-
scopic form of energy.
The constituent particles of the system have movements that, due to operational limi-
tations, cannot be accurately tracked. In fact, Classical Mechanics does not apply to the
atomic scale (even if it did, one could not compute 1023 trajectories) and Quantum Mechan-
ics not even accommodate the notion of trajectory. The thermodynamical perspective is
therefore invoked, where a "coarseness process" (to be described later) is made so that
the motion of each particle is considered to be random. This randomness is frequently as-
sociated with thermal energy [8]. Hence, the kinetic energy related to the center of mass
of the block diminishes while their constituents’ kinetic energy increases: this is effectively
verified by measuring the temperature increase at the bottom of the block, for instance. In
other words, the "organized" macroscopically-accessible kinetic energy carried by the block
center of mass is pulverized into infinitely many "random" microscopically-untrackable tiny
amounts of kinetic energy carried by point masses. This generic perspective will be im-
ported to the discussion around the definition of work to be proposed in the chapter 4.
In summary, what is generally called "dissipation" actually is, in classical mechanical
terms, the conversion of the energy carried by a macroscopic degree of freedom into in-
ternal microscopic ones. For this apparently random dynamics, Classical Mechanics tells a
story in terms of work and mechanical energy. Such interpretation is not restrictive to the
system above and can be adopted for other systems. Thermodynamics approaches this mi-
croscopic scenario by means of a macroscopic mimic, as put by Callen [8]: "Thermodynam-
ics, in contrast (to Mechanics and Electromagnetism), is concerned with the macroscopic
consequences of the myriads of atomic coordinates that, by virtue of the coarseness of
macroscopic observations, do not appear explicitly in a macroscopic description of a sys-
tem". In the example treated in this section, the "macroscopic description" refers to the
analysis of the kinetic energy of the block center of mass, the spring potential energy, and
the lost of mechanical energy. The Thermodynamics (with a Statistical Physics theoretic
background), on the other hand, provides a description of the microscopic, thermal, effects
related to the system, in terms of macroscopic observable properties.
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Thermodynamics provides good results for general macroscopic systems. Due to def-
initions of physical quantities like work, heat, temperature, entropy, and other thermody-
namics concepts, it was possible to describe and invent a vast number of mechanisms,
machines, engines that are applied in different industrial and home sectors [9]. Due to the
great achievements of the theory with regards to macroscopic phenomena, it is an aim for
some scientists, engineers and mathematicians to describe what are the limits in which the
theory may be applied: what is the minimum number of particles in which the above con-
cepts may be used to thermodynamically describe a system? Is there a minimum volume
(size) that the system must have for those concepts to be applied? These questions are
currently treated at the scope of QT, which will be treated latter in this dissertation. How-
ever, to understand and to be able to answer those questions, it is essential to be able to
understand in a broader manner the foundation of thermodynamics, that gives the concepts
of heat, work, temperature, and others, physical meaning in order that prediction and un-
derstanding could be achieved. With this purpose in mind the main features related with the
concept of work and heat are treated in this section. First, it is considered the equilibrium
hypothesis and the intrinsic coarseness related with classical Thermodynamics
2.2.1 Thermodynamical Equilibrium
The equilibrium hypothesis is crucial to the development of classical Thermodynamics
[5, 8]. According to Callen, equilibrium can be stated as follows: "in all systems there is a
tendency to evolve toward states in which the properties are determined by previously ap-
plied external influences. Such simple terminal states are, by definition, time independent.
They are called equilibrium states". From the knowledge given by the atomic theory, the con-
dition that all variables related to the constituents of a material are unchanged throughout
time is virtually impossible to be achieved. However, the states mentioned in Callen’s defini-
tion are not particle states. Rather, they are "macro states", those related with macroscopic
properties of the system (as energy, linear momentum, among others), which are presumed
not to significantly vary upon interaction with the external world (environment). The success
of this approach, which provides accurate predictions and satisfactory explanations for ex-
periments, derives from the fact that macroscopic measurements are extremely slow and
coarse, when compared with the atomic scales of time and length [8]. Therefore, although
each constituent variable of a macroscopic system cannot be considered time-independent,
the quantity resulting from averaging over all particles does not significantly vary with time,
this meaning that significant fluctuations around mean values cannot be detected. It follows
from this that the system as whole can be described by its essentially time-independent
macroscopic properties, the so-called thermodynamic coordinates. As good candidates for
such coordinates, one usually employs those variables subject to conservation principles,
such as energy, linear and angular momentum. Since it is common to adopt the system cen-
ter of mass as reference frame, the remaining significant quantities turn out to be energy,
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volume, and mole numbers. These ideas are summed up in the following Postulate [8].
Thermodynamics Postulate 1. There exist particular states (called equilibrium states) of
simple systems that, macroscopically, are characterized completely by the internal energy
Ui, the volume V, and the mole numbers N1, N2,...Nr of the chemical components.
At first sight, one may consider that the microscopic variables of motion do not contribute
effectively for thermodynamical properties, since one measures essentially macroscopic
properties. However, as it will be shown in the Statistical Physics scope, the very concept
of temperature (and pressure as well) has a tight relation with microscopic configuration of
motion. However such a connection is established via random motion considerations.
As one may verify from the Postulate 1, the definition of internal energy is fundamental
for the description of the states considered in Thermodynamics. As it will be seen, such
property can be defined by path-independent function written in terms of thermodynamic
coordinates which the system passes through. To make this point, we firstly need to discuss
energy measurements.
2.2.2 Internal energy, work and heat
How can the internal energy of a macroscopic system be measured? The general form
∆Eint = Wext of Eq. (2.9) answers this question: by tracking a macroscopic degree of
freedom which is able to reveal the external work imparted on the system8.
As a concrete instance, consider a container within which the inner constituents remain
ideally isolated from the surroundings (adiabatic walls). Assume that some kind of work is
done on the system (for instance, by moving a wall or applying a torque in a paddle shaft).
Since the system is thermally isolated, it is expected that the work done be converted into
some other kind of energy, internal to the system. Therefore, if one assumes a value of
internal energy U f i to a specific state, called the energy of fiducial state, one can measure
the energy of the same system after some workW has been done, Ui = U f i +W , where
Ui is then called the thermodynamic internal energy of the system. As a fundamental idea,
necessary for this measurement, is that the walls are adiabatic. If such imposition were
not made, it would not be possible to established directly the connection of work with the
variation of energy. Also, notice that the hypothesis of energy conservation had to be im-
plicitly considered. Of course, the accuracy of the results depends on how precisely the
hypotheses are satisfied, for there always is some leak of heat in realistic walls.
It is worth noticing that energy considerations provide the sight of a fundamental dis-
tinction between Classical Mechanics and Thermodynamics. If, by adopting a Classical
Mechanics perspective, one exclusively looked at the energy transported by the center of
mass of the system, then one would wrongly state that the energy that the system received
8 MeasuringWext gives the change in the internal energy, not an absolute value Eint
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via external work would had been lost. In contrast, by admitting that the energy flowed to
the interior, one can assert that the energy has just been transformed into unsearchable
degrees of freedom. This is, in fact, assumed by Thermodynamics from the very beginning;
it is not part of its concerns to furnish a detailed microscopic view of the universe.
Another important aspect is related with the fact that the system was assumed to be "iso-
lated", that is, no heat flux was allowed. But how can it be guaranteed that the mechanism
that provides work does not provide some sort of heat? Presumably, the aforementioned
experiment would lead to different results if the paddle that stirs the system were at a tem-
perature much higher than that of the system. How can heat be distinguished from work?
The distinction operationally emerges in the statement of the first law of Thermodynam-
ics: "the heat flux to a system in any process (at constant mole numbers) is simply the
difference in internal energy between the final and initial states, diminished by the work
done in that process". Mathematically,
δQ = dUi − δW , (2.14)
where δQ and δW are infinitesimal amounts of energy under the form of heat and work,
respectively, whereas dUi accounts for the resulting change in the internal energy. Here the
symbol δ denotes an inexact differential, whose meaning is object of a vast discussion in
the literature [5, 8, 19, 60]. One might argue, at a first sight, that the first law provides a
definition for heat. However, this position cannot be maintained because the very notion of
internal energy, as constructed above, demands the absence of heat transfer, which makes
the argument be logically cyclic.
Despite these conceptual difficulties, it is still possible to obtain some information about
heat in practical situations by looking at changes in the temperature of the system. This,
however, does not yield a clear mechanical picture or general definition for heat. One could
try a better understanding by considering the classical theory of heat transfer, where con-
duction, convection, and irradiation appears as basic forms of heat transfer [61]. However,
once again one may ask for the basic mechanisms behind these phenomena, in which case
no trivial answer comes as well.
An irradiation process is considered, for instance. From a macroscopic perspective, as
radiation enters the system no net work occurs; in this case, it is commonly said that heat
enters the system. On the other hand, from a microscopic viewpoint, an atom receives both
energy and momentum, with two important consequences. One, the center of mass of the
atom gets a kickback (its kinetic energy changes), which can be thought of as deriving
from work. Two, the volume of the atom increases, which in a semiclassical description is
explained by the excitation of the atom (see Fig. 2.3 for the Bohr description of a hydrogen
atom, where an electron jumps to a larger orbit upon absorption of a photon). If this volume
increase is understood to be due to work, as is usually done at macroscopic level, then it
follows that, from a microscopic perspective, irradiation can be accounted solely in terms of
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work. It is fair then to ask whether heat can actually be define under an atomic prescription.
This discussion will be recovered in the QT context, in the next chapter.
Figure 2.3 – Schematic representation of the absorption of a photon by a hydrogen atom according to Bohr’s
model. Before the absorption, the mean volume of the atom is V1 =
4pir31
3 . Upon absorption, the
electron jumps to an outer orbit, which makes the atom volume increase to V2 =
4pir32
3 .
A most explicit distinction of work and heat is made qualitatively, in the scope of classi-
cal Thermodynamics. As Callen [8] writes "But it is equally possible to transfer energy via
the hidden atomic modes of motion as well as via those that happen to be macroscopically
observable. An energy transfer via the hidden atomic modes is called heat". From such per-
spective, there is an unknowable or unmeasurable atomic motion, that can transfer energy
from a system to another. Such form of energy transfer is called heat. It can be concluded,
therefore, that what is called heat is nothing but energy transfer mediated by microscopic
work performed at scales inaccessible to macroscopic monitoring. In the following subsec-
tions, some aspects related to Thermodynamics general structure are succinctly treated for
the sake of completeness only.
2.2.3 Thermodynamics problem, entropy and temperature
The problem that Thermodynamics is concerned with can be summarized in the follow-
ing form [8]: "the single, all-encompassing problem of Thermodynamics is the determination
of the equilibrium state that eventually results after the removal of internal constraints in a
closed, composite system". It can be regarded the example of a container with two gases,
divided by an adiabatic, impermeable wall in equilibrium. Each one of the parts of the sys-
tem is considered as being at equilibrium and there is no internal constraint in each part
of the container. However, the two gases are separated by an impermeable adiabatic wall.
After the removal of the wall, the system with the two gases will be now considered as the
new closed system. The Thermodynamics problem is to determine which will be the equilib-
rium state to be achieved terminally. In order to determine, from all the possible equilibrium
states, what is the terminal one, it is imposed the following Postulates.
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Thermodynamics Postulate 2. "There exists a function (called the entropy S) of the ex-
tensive parameters of any composite system, defined for all equilibrium states and having
the following property: the values assumed by the extensive parameters in the absence of
an internal constraint are those that maximize the entropy over the manifold of constrained
equilibrium states".
Thermodynamics Postulate 3. "The entropy of a classical composite system is additive
over the constituent subsystems. The entropy is continuous and differentiable and is a
monotonically increasing function of the energy".
It is important to remark that this does not necessarily imply that Thermodynamics does
not involve out of equilibrium processes, but that only terminal, equilibrium states will be
analyzed in Thermodynamics.
Within these Postulates, the definition of temperature emerges: by maximizing the en-
tropy of a two component (1 and 2) system, in which each component interacts with each
other by transferring energy, there is a quantity ∂Ui∂S
∣∣∣
V,N1,...,Nr
that equals for both system, i.e.
∂U1i
∂S1
∣∣∣∣
V1,N
1
1 ,...,N
1
r
=
∂U2i
∂S2
∣∣∣∣
V2,N
2
1 ,...,N
2
r
. Such definition is a manifestation of the sometimes called
zeroth law of Thermodynamics, which stipulates "the existence of a common parameter
for two or more physical systems in mutual equilibrium" [60]. This maximizing process is
also made in the scope of Statistical Physics and therefore is a result that intersects both
Thermodynamics and Statistical Physics.
Finally, one has the following Postulate:
Thermodynamics Postulate 4. "The entropy of any classical system vanishes in the state
for which
∂Ui
∂S
∣∣∣
V,N1,...,Nr
= 0".
The Postulate is considered as an extension of the so-called Nernst Postulate [8](or
theorem [5, 20]) or third law. Since there is no mention of the above Postulate in the rest of
the present text, it is no further commented about the third law. In the sequence, it is treated
the quasi-static considerations and its importance to the establishment of Thermodynamics.
2.2.4 Second law
The second law can be stated mainly in three forms: the Clausius definition, the Kelvin
one and another based on a mathematical inequality [5, 8, 9]. Since they are all equivalent,
only the mathematical inequality will be treated here. For a system under any thermody-
namic process it holds that
TdS ≥ δQ. (2.15)
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A necessary (but not sufficient) condition for the equality to occur is that the system must
pass through a quasi-static process9. In cases where the process is not quasi-static "turbu-
lent flows and temperature fluctuations take place, leading to the irreversible production of
heat" [5]. A sufficient condition for the equality to hold is that the system must be under a
quasi-static reversible process. For such processes, heat is directly connected with entropy:
TdS = δQ. As will be seen in the Statistical Physics treatment of entropy, entropy is linked
with the number of microstates which the system can access. Therefore, in this case, the
heat is connected with the microscopic properties of the material. The work, on the other
hand, is frequently associated with macroscopic measurable properties. In fact, according
with Chandler [19] "the work term has the general form δW = f · dX, where f is the applied
’force’, and X stands for a mechanical extensive variable". The extensibility can be related
with the size of the system, which is a macroscopically inferable notion. From such state-
ments, it can be concluded that heat is connected with microscopic properties and work
with macroscopic ones. This recovers to the discussion made on subsection 2.2.2.
2.2.5 Summary of Thermodynamics’ scenario
The main aspects treated above can be put as follows:
• Equilibrium states: terminal time independent states toward which a system evolves,
in which the properties are determined by previously applied external influences; de-
pend on the macroscopically measurable variables of the system such as internal
energy, number of constituents, volume and others;
• Entropy : an additive function defined for all equilibrium states whose maximization
determines the equilibrium state;
• Thermal equilibrium:
∂U1i
∂S1
∣∣∣∣
V1,N
1
1 ,...,N
1
r
=
∂U2i
∂S2
∣∣∣∣
V2,N
2
1 ,...,N
2
r
→ T1 = T2;
• Heat transfer : qualitatively, an energy transfer via hidden atomic modes;
• Work transfer : An energy transfer of the form f · dX, where f is the applied "force",
and X stands for a mechanical extensive variable; defined in agreement with other
branches of physics, like Classical Mechanics, Electrodynamics, among others;
• First law of Thermodynamics: δQ = dUi − δW ;
• Second law of Thermodynamics: TdS ≥ δQ;
• Third law of Thermodynamics: S → 0 as T → 0.
9 Accordingly with Schwabl [5], "a quasistatic process takes place slowly with respect to the characteristic
relaxation time of the system, i.e. the time within which process is the one which the system passes from
a non equilibrium state to an equilibrium state, so that the system remains in equilibrium at each moment
during such a process."
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Thermodynamics can be viewed, in essence, as an empirical theory. Interestingly, it is nev-
ertheless possible to support it with mechanical principles supplemented with statistical
aspects.
2.3 Statistical Physics
A macroscopic system is composed of many internal degrees of freedom. In the case of
standard examples within the scope of Thermodynamics, the number of degrees of freedom
is expected to have the order of magnitude of the Avogadro number. However, it is currently
impossible to solve all equations of motion of a system with so many degrees of freedom.
A different perspective is the statistical one: infinitely many copies of the system are con-
sidered (ensemble) that obey some restriction, as for instance a fixed value of energy or
number of constituents.
The statistical description is useful not only in cases where one cannot compute all the
equations; it can be used also in cases where there is not a precise knowledge of some
conditions around the problem. For example, in Classical Mechanics, from the equations
of motion, one may determine the position and momentum and other properties in every
instant of time, given that the initial condition is known. However, from an experimental
point of view, the initial conditions have an irreducible operational uncertainty, due to the
apparatus imprecision or some external influence (the measurer, for instance). Therefore
one may, for example, determine the mean values and variance associated with those ini-
tial conditions. Such errors naturally limit the predictions for such experiments. In particular,
such uncertainty will propagate in time and, therefore, blur the knowledge about the future
of the system. That does not mean necessarily that Classical Mechanics is not precise,
but only that the initial conditions are not determined with full precision. In order to work
around such problem, one may consider a distribution associated with the initial condition.
From such distribution, one may compute expectation values and variances at all times. In
taking into account such experimental uncertainties in the initial conditions (which are crit-
ical for chaotic systems), this approach provides a "fairer" (though more limited) predictive
power to Classical Mechanics. A fundamental tool in this scenario is the establishment of
an "equation of motion" for the probability distribution itself. This point is discussed next.
2.3.1 Liouville Theorem
A phase space is defined as the space spanned by the 6N variables (coordinates and
momenta) of a classical system of N particles [5]. Therefore, the various states of a system,
may be mathematically expressed by points in this space [7]. The Liouville theorem [5, 6, 62]
states that any statistical distribution in the phase state, of a closed system subjected to the
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Hamilton equations of motion, has the property:
dρcl
dt
= 0. (2.16)
Note that this does not imply that ∂ρcl∂t = 0. This theorem has the following consequences:
• The volume elements in phase space do not change, that is dq(t)dp(t) = dq(0)dp(0)10;
• ρcl(q(q0, p0, t), p(q0, p0, t), t) = ρcl(q0, p0, 0), i.e., the Hamiltonian flow of trajectories
implies that the local density will not change from the point
(
q
0
, p
0
)
to
(
q(q
0
, p
0
, t),
p(q
0
, p
0
, t)
)
;
• By considering the Poisson bracket notation11, it can be proved that
∂ρ
∂t
= −{ρ, Hcl} , (2.17)
where Hcl is the Hamiltonian that describes the system dynamics.
This approach allows for a statistical treatment of scenarios involving subjective ignorance
about initial conditions, where each phase-space point follows a deterministic trajectory
while ρ introduces a probability distribution for these points.
2.3.2 Subjective ignorance in Classical Mechanics
A unidimensional system is considered, for the sake of simplicity. Although the system
is treated under the scope of Classical Mechanics, it is assumed that there can be a sub-
jective ignorance, that is, the observer cannot determine with certainty the position and
momentum at the beginning of a test made on the system. This sort of ignorance may
occur because the experiment apparatus does not provide a full precision for the measure-
ment, for instance. It is fair to suppose, however, that the observer can determine the initial
position and momentum mean values, by making measurements many times on copies of
the same system. The observer can thus obtain
〈q0〉 = q′0 and 〈p0〉 = p
′
0. (2.18)
as mean values. Also, the observer can determine the initial variance associated with mo-
mentum and position:〈(
q0 − q′0
)2〉
= σ2q,0 and
〈(
p0 − p′0
)2〉
= σ2p,0. (2.19)
10 Here dq(t) = dq1xdq
1
ydq
1
zdq
2
x...dq
N
z and dp(t) = dp
1
xdp
1
y...dp
N
z is the differential volume of the phase space
of a system of N particles.
11 {u, v} ≡ ∑i=1
[
∂u
∂pi
∂v
∂qi
− ∂u∂qi
∂v
∂pi
]
.
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A statistical distribution that satisfies the equations above, commonly used in statistical
analysis [63], is the classical Gaussian distribution ρgcl(q0, p0, 0), defined as
ρgcl(q0, p0, 0) =
1
2piσp,0σq,0
e
− 12

( q0−q′0
σq,0
)2
+
(
p0−p
′
0
σp,0
)2
≡ G
[
q
′
0, p
′
0, σq,0, σp,0
]
. (2.20)
where the notation G
[
q
′
0, p
′
0, σq,0, σp,0
]
stands for the Gaussian distribution centered in
(q
′
0, p
′
0), with respective variances σq,0 and σp,0. For this distribution one can check that∫ ∞
−∞
∫ ∞
−∞
ρgcl(q0, p0, 0)dq0dp0 = 1, (2.21)∫ ∞
−∞
∫ ∞
−∞
ρgcl(q0, p0, 0)p
2
0dq0dp0 = p
′2
0 + σ
2
p,0, (2.22)∫ ∞
−∞
∫ ∞
−∞
ρgcl(q0, p0, 0)q
2
0dq0dp0 = q
′2
0 + σ
2
q,0. (2.23)
For future proposes, it is also interesting to consider a scenario where the observer has
a relatively high certainty about two distinct phase-space points. This can be treated by
statistical mixture of two Gaussian distributions, with different symmetric (for the sake of
simplicity) centers (q
′
0, p
′
0) and (−q
′
0,−p
′
0). Considering the same variance for both distri-
butions, i.e., σ2q,0 and σ
2
p,0, the mixed distribution is, therefore,
ρmgcl(t, q0, p0) =
1
2
(
G
[
q
′
0, p
′
0, σq,0, σp,0
]
+ G
[
−q′0,−p
′
0, σq,0, σp,0
])
(2.24)
such that ∫ ∞
−∞
∫ ∞
−∞
ρmgcl(t, q0, p0)dq0dp0 = 1, (2.25)∫ ∞
−∞
∫ ∞
−∞
ρmgcl(t, q0, p0)p0dq0dp0 = 0, (2.26)∫ ∞
−∞
∫ ∞
−∞
ρmgcl(t, q0, p0)p
2
0dq0dp0 = p
′2
0 + σ
2
p,0, (2.27)∫ ∞
−∞
∫ ∞
−∞
ρmgcl(t, q0, p0)q0dq0dp0 = 0, (2.28)∫ ∞
−∞
∫ ∞
−∞
ρmgcl(t, q0, p0)q
2
0dq0dp0 = q
′2
0 + σ
2
q,0, (2.29)∫ ∞
−∞
∫ ∞
−∞
ρmgcl(t, q0, p0)q0p0dq0dp0 = q
′
0p
′
0. (2.30)
By solving the Hamilton equations of motion one may obtain time-dependent functions
for whatever dynamic variables, such as position q(t) ≡ q(q0, p0, t), momentum, p(t) ≡
p(q0, p0, t), velocity q˙(t) ≡ q˙(q0, p0, t), momentum derivative p˙(t) ≡ p˙(q0, p0, t), among
others. Considering, a functional dependent on the functions related with the dynamical
variables, say f (t) ≡ f (q0, p0, t) ≡ f (q(t), p(t), q˙(t), p˙(t)...), it follows, from the Liouville
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theorem, that
〈 f (t)〉 =
∫ ∞
−∞
∫ ∞
−∞
ρcl(q(t), p(t), t)︸ ︷︷ ︸
ρgcl(q0,p0,0)
f (t)︸︷︷︸
f (q0,p0,t)
dq(t)dp(t)︸ ︷︷ ︸
dq0dp0
=
∫ ∞
−∞
∫ ∞
−∞
ρgcl(q0, p0, 0) f (q0, p0, t)dq0dp0.
(2.31)
Therefore, by solving the equations of motion for an arbitrary initial condition (q0, p0), de-
termining the expression f (q0, p0, t) and integrating in the initial phase-space volume with
the initial distribution is the same as determining ρcl(q(t), p(t), t)
12 and integrating over the
phase-space volume at time t. This identity will be used throughout the work.
2.3.3 Statistical approach to Thermodynamics
The statistical description of a large system connects its microscopic effects with macro-
scopic results, as already mentioned. Fundamental for the development of this link, are
the definitions of macrostate and microstate. A microstate in a Classical Mechanics sys-
tem is a point in the phase space and, therefore, is defined by all the coordinates and
momenta. Macroestate is the one defined by Thermodynamics, being characterized by few
macroscopic variables (energy, volume and others13). The definition of ensemble explicitly
makes the connection between the microstates and the macrostate of a macroscopic sys-
tem: an statistical ensemble is the collection of all the microstates which can represent the
same macrostate, weighted by their frequency of occurrence. The equilibrium ensembles
constitute a class commonly used in the scope of Thermodynamics. In the following, the
main hypothesis considered in Statistical Physics textbooks in association with equilibrium
ensembles are summarized.
• Statistical equilibrium: Some authors [5, 18] consider that ∂ρ∂t = 0 defines the notion of
statistical equilibrium. Reif [18] states that it also characterizes the thermodynamical
equilibrium. Landau and Lifshitz [7] states that a macroscopic system is in statisti-
cal, thermodynamic, equilibrium if any macroscopic subsystem14 of it has its physical
quantities to a high degree of accuracy equal to their mean values.
• Equiprobability a priori and micro-canonical ensemble: The equiprobabilty hypothesis
treated by Tolman [6] asserts that the microstates compatible with the macrostate of
a physical system, when in thermodynamic equilibrium, are equiprobable, i.e. have
the same weight. Such hypothesis is explicitly considered in order to define the micro-
canonical ensemble. Consider that the energy of system is assured to lie in the inter-
val [E, E + ∆E]. Then the micro-canonical ensemble is composed of equally weighted
12 Here ρcl can assume ρgcl for the Gaussian distribution or ρmgcl for the mixed distribution.
13 See Postulate 1.
14 A macroscopic part of the system that is small when compared with the whole system.
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microstates that lie in the region of the phase space such that the Hamiltonian of
the system Hcl(q, p) satisfies the condition E ≤ Hcl(q, p) ≤ E + ∆E. Such region is
called by some authors as the energy shell.
• Ergodic hypothesis: The (sometimes called quasi-)Ergodic hypothesis states that the
point in the phase space corresponding to a system in equilibrium, will eventually
pass arbitrarily close to any given microstate that belongs to the respective equilibrium
ensemble [11, 16, 64]. Therefore, for sufficiently long times as compared with relevant
microscopic time scales of the system, time averaging is equivalent to averaging in
the statistical ensemble. Such a hypothesis is considered also by Landau and Lifshitz
indirectly[7].
• Entropy : It can assume the form [5]: S = −kB
∫
Γ
dpdq
h¯6N
ρcl
(
p, q
)
ln
[
ρcl
(
p, q
)]
, where
kB is frequently considered as the Boltzmann constant. It has more than one inter-
pretation. In the case of the micro-canonical ensemble, it assumes the Boltzmann
proposition for entropy S = kB ln
[
Ωˆ(E)
]
, where Ωˆ(E) is the so-called energy shell
volume. As mentioned by Landau and Lifshitz, and from the Thermodynamics Postu-
late 2, the direction of a process will be dictated by the maximization of the entropy, i.e.
the process will tend to an equilibrium macrostate, at which the entropy is maximum.
• Temperature: It is frequently obtained considering instances involving an isolated sys-
tem, with total energy E, with two partitions of fixed volumes that can transfer energy
to each other and the interaction energy is small compared with the inner energy of
each partition. In the most probable configuration [5], in which the energy of each
partition is represented by Eˆ1 and E− Eˆ1 , one finds that ∂Sb,1(E1)∂E1
∣∣∣
Eˆ1
=
∂Sb,2(E2)
∂E2
∣∣∣
E−Eˆ1
.
Therefore, from the conditions of thermal equilibrium between two systems (zeroth
law), the temperature emerges as T−1 = ∂S∂E . Note that such definition is made under
the assumption that the system as a whole (composed by the two partitions) is in
equilibrium.
• Canonical Ensemble: The canonical ensemble is sometimes of simpler treatment and
computation and, therefore, is frequently used for a system that energetically interacts
with another system, called reservoir, at temperature T. The distribution assumes the
form ρc = e
−Hcl
kT
Z where Z is the partition function Z =
∫
q,p e
− HclkT dpdq
h¯6N
and Hcl is the
Hamiltonian of the system.
In the context of QT problems, one aims at determining the dynamics and the thermody-
namical properties in atomic time-space regime. However, an important open question for
physics is the length- and time-scale domain to which thermodynamics laws still apply. This
ambition is believed by some authors to be accomplished by studies in the QT scope.
To finalize this brief review of Classical Thermodynamics and Statistical Physics, in what
follows it is presented the Statistical Physics accounts for work and heat.
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2.3.4 External parameters in Thermodynamics systems
The present discussion almost entirelly follows the textbooks of Reif and Schwabl [5, 18].
Reif defines external parameters as "some macroscopically measurable independent pa-
rameters which are known to affect the equations of motion (i.e., appear in the Hamiltonian)
of this system". By considering this definition he then distinguishes two types of interaction.
First, for the so-called "purely thermal interaction", the external parameters remain fixed.
Reif then defines heat as "the mean energy transferred from one system to the other as
a result of purely thermal interaction", i.e., the energy transfer where the macroscopically
measurable parameters, associated with the Hamiltonian, does not change. On the other
hand, the author defines that a thermally isolated system "cannot interact thermally with any
other system". For systems that are thermally isolated, there is then the "purely mechani-
cal interaction". The "macroscopic work", as called by Reif, is the energy transfer between
systems when they interact through a purely mechanical interaction.
An example that illustrates the definition of macroscopic work given above can be con-
sidered [5]: the external parameter is assumed to be the volume V, i.e. the Hamiltonian
has a dependence on V, Hcl ≡ Hcl(V). When this Hamiltonian dependence is consid-
ered, the energy shell volume Ωˆ(E) will15 also depends on V, Ωˆ(E) ≡ Ωˆ(E,V). The
entropy, considering the micro-canonical ensemble, will also depends on such parameter
S = SB = k ln
(
Ωˆ(E,V)
)
. Therefore, it can be proved that [5]
dS =
1
T
(
dE−
〈
∂Hcl
∂V
〉
dV
)
. (2.32)
For a system confined in walls of volume V, the pressure P is determined to be P =
−
〈
∂Hcl
∂V
〉
, such that
dE = TdS− PdV. (2.33)
The above equation, considering the work done on the confined system as δW = −PdV,
can be seen as a differential form of the first law of Thermodynamics for reversible pro-
cesses, i.e., where δQ = TdS. This example therefore evidences the purposes of the
definitions given by Reif: the transfer energy δW = −PdV refers to the purely mechanical
contribution to the total energy transfer and δQ = TdS to the purely thermal one. In fact, the
connection between work and an external parameter changes is also considered by Jarzin-
sky in his well-known equality connecting non-equilibrium properties with equilibrium ones
[21]. This seems as a reasonable definition of macroscopic work and heat and is exported
to the quantum realm by Alicki [54], to be treated in the next chapter.
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3 THEORETICAL BACKGROUND: QUANTUM THEORY
The formalism to be employed throughout the results presented in the following chap-
ters is stated here. In analogy with the previous chapter, Quantum Mechanics (QM) is firstly
presented in its textbook form, where pure states are considered, and then quantum statis-
tics is introduced. It is important to emphasize that the postulates to be presented were
taken from Ref. [26].
In the scope of pure states, the Heisenberg picture, to be adopted in the formulation of
the work definition stated at the next chapter, is explored in section 3.2. Then, some discus-
sions related to the interface between classical and quantum perspectives are described.
The Gaussian states are considered and the Ehrenfest theorem is discussed, where the
idea of "macroscopically measurable properties" stated at previous chapter is renewed.
The attention is turned to quantum statistics in section 3.5, where some postulates are
set. There some concepts related to Thermodynamics are succinctly considered and a
summary of the main ideas are treated.
QTh is finally discussed at section 3.7, where the definitions of work approached in the
literature are described in general terms.
3.1 Quantum Mechanics postulates
The QM canvas is set by the first postulate:
QM Postulate 1. Associated to any isolated physical system is a complex complete vector
space with inner product (that is, a Hilbert space) known as the state space of the system.
The system is completely described by its state vector, which is a unit vector in the system
state space.
The condition that the state vector is a unit one is formally written, accordingly with
Dirac bracket notation as 〈ψ|ψ〉 = 1. A set S of unit vectors is said to be orthonormal, if for
every |ψi〉, |ψj〉 ∈ S, then 〈ψi|ψj〉 = δij where δij represents the Kronecker delta. Note that
this postulate does not mention anything related with the physics of the state vector: it just
states that it must be an unit vector of a Hilbert space. Since such space is linear, a linear
combination of its elements also belongs to it. Therefore the description of a state |ψ〉 can
be a linear combination of other states vector, i.e.
|ψ〉 = ∑
k
ck|ψk〉. (3.1)
In the language of QM, the state |ψ〉 is a superposition of the states {|ψk〉}.
The temporal evolution of a state vector is given as follows.
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QM Postulate 2. The evolution of a closed quantum system is described by a unitary
transformation. That is, the state |ψ〉 of the system at time t1 is related to the state |ψ′〉
of the system at time t2 by a unitary operator U which depends only on the times t1 and t2,
|ψ′〉 = U|ψ〉. (3.2)
The postulate asserts that if a system is supposed to be closed, then its evolution is
unitary. In this statement, however, one may question: what unitary operator should be
used? First, for the vast class of systems treated in QM, the evolution is continuous in time.
In this case, the state must satisfy the Schrödinger equation,
ih¯
∂|ψ〉
∂t
= H|ψ〉 (3.3)
where h¯ is the reduced Planck constant, i2 = −1, and H is the Hamiltonian operator. The
unitary-operator form of Schrödinger equation is,
ih¯
∂U
∂t
= HU . (3.4)
For cases in which H is time-independent, it can be checked that, for two different in-
stant of time t0 and t, the respective states |ψ(t0)〉 and |ψ(t)〉 are related by |ψ(t)〉 =
U (t, t0)|ψ(t0)〉 = e
H(t−t0)
ih¯ |ψ(t0)〉. In general,
U (t, t0) = 1 +
∞
∑
n=1
(
i
h¯
)n ∫ t
t0
dt1
∫ t1
t0
dt2 · · ·
∫ tn−1
t0
dtn H(t1)H(t2) · · ·H(tn). (3.5)
Another question that can be made, regarding the postulate, is: which system is, indeed,
closed? The closeness of a system is an approximation that can be made for a large range
of physical systems, yielding great results. It is not assumed that these systems does not
interact at all, but that its interaction are not relevant in its quantum mechanical description.
Naturally, this approximation is not necessarily true for any system. In order to account for
such interaction terms, the open quantum system theory is considered in many cases (see
section 3.7 for a brief review).
The next postulate establishes the collapse of a quantum state, after a measurement
process.
QM Postulate 3. Quantum measurements are described by a collection {Mm} of mea-
surement operators. These are operators acting on the state space of the system being
measured. The index m refers to the m-th measurement outcome that may occur in the
experiment. If the state of the quantum system is |ψ〉 immediately before the measurement
then the probability that result m occurs is given by
p(m) = 〈ψ|M†mMm|ψ〉 = Tr
(
M†mMm|ψ〉〈ψ|
)
, (3.6)
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where Tr denotes the trace operation, and the state of the system after the measurement
is
Mm|ψ〉√〈ψ|M†mMm|ψ〉 . (3.7)
The measurement operators satisfy the completeness equation,
∑
m
M†mMm = 1. (3.8)
A special case of measurement is a projective measurement.
Definition 3.1. A projective measurement is described by an observable M, an Hermitian
operator on the state space of the system being observed. The observable has a spectral
decomposition,
M = ∑
m
mPm (3.9)
where Pm is the projector onto the eigenspace of M with eigenvalue m. The possible out-
comes of the measurement correspond to the eigenvalues, m, of the observable. Upon
measuring the state |ψ〉, the probability of getting result m is given by
p(m) = 〈ψ|Pm|ψ〉 = Tr (Pm|ψ〉〈ψ|) . (3.10)
Given that outcome m occurred, the state of the quantum system immediately after the
measurement is
Pm|ψ〉√
p(m)
. (3.11)
It is important to remark that the observable spectrum defines a basis of the Hilbert
space, i.e., the set of eigenkets Se, of which all elements are such that M|mj〉 = mj|mj〉.
This set defines a basis for the state space defined at postulate 1. The definition above
also enables a physical interpretation of the observables: since they are Hermitian, their
eigenvalues are real and can be associated with measurable quantities. The expectation
value of an observable M, when the system state is |ψ〉 is defined as
〈M〉 = 〈ψ|M|ψ〉 = Tr (M|ψ〉〈ψ|) . (3.12)
Defining the operator
∆M ≡ M− 〈ψ|M|ψ〉, (3.13)
the variance of the observable is given by
〈(∆M)2〉 =
〈(
M2 − 2M〈M〉+ 〈M〉2
)〉
= 〈M2〉 − 〈M〉2. (3.14)
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Such quantities will be central in the discussions established in the following chapter. From
the above definition, the Heisenberg uncertainty can be stated with a proper statistical inter-
pretation: for any two observables A and B acting on a Hilbert space related to a quantum
system, it follows that [23]
〈(∆A)2〉〈(∆B)2〉 ≥ 1
4
|〈[A, B]〉|2 , (3.15)
where [A, B] = AB− BA is the commutator. This inequality establishes that for two non-
commutating operators, it is not possible for one to attain absolute determination for both
quantities, i.e. the variance of A and B can not assume zero simultaneously.
The following axiom establishes how composite systems are considered under QM
mathematical framework.
QM Postulate 4. The state space of a composite physical system is the tensor product
of the state spaces of the component physical systems. Moreover, if there are systems
numbered 1 through n, and the i-th system is prepared in the state |ψi〉, then the joint state
of the total system is |ψ1〉 ⊗ |ψ2〉 ⊗ · · ·|ψn〉.
The ideas related with this postulate are essential for discussion considering quantum
open systems. Also, the association of the composite system with a tensor product of the
state spaces is crucial for the treatment of properties related with Information Theory as for
instance the entanglement [26].
3.2 Heisenberg Picture
Suppose that a system is described by the state vector |ψ0〉 at the instant t = 0. After a
time t, the state will be represented by |ψ(t)〉 = U (t, 0)|ψ0〉 ≡ Ut|ψ0〉, where U (t, 0) ≡ Ut
is an unitary operator representing the time evolution of the state. As mentioned above, the
expectation value of an time-independent observable A, considering the state |ψ(t)〉, is just
〈A〉 = 〈ψ(t)|A|ψ(t)〉. However, such expression can be written in two equivalent ways
〈A〉 = 〈ψ(t)|A|ψ(t)〉 = 〈ψ0|U †︸ ︷︷ ︸
〈ψ(t)|
A U|ψ0〉︸ ︷︷ ︸
|ψ(t)〉
= 〈ψ0| U †AU︸ ︷︷ ︸
AH
|ψ0〉 = 〈ψ0|AH|ψ0〉. (3.16)
There are two possible interpretations for the equalities above:
• (Schrödinger Picture) The state of the system evolves to |ψ(t)〉 = Ut|ψ0〉 and the
operator is unchanged;
• (Heisenberg Picture) The operator evolves as A → AH = U †t AUt and the state
vector remains as |ψ0〉.
Note that the sub-index H is used to describe that the operator is in the Heisenberg picture.
In cases where the Schrödinger operator A(t) depends explicitly on time, one has the
following rules.
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• (Schrödinger Picture) The state of the system evolves to |ψ(t)〉 = Ut|ψ0〉 while the
operator keeps its form A(t) for all times;
• (Heisenberg Picture) The operator assumes a new time dependency A(0) → AH(t) =
U †t A(t)Ut and the state vector remains as |ψ0〉.
Given a Heisenberg operator AH one may find its Schrödinger counterpart via the trans-
formation:
UAHU †t = UU †t︸︷︷︸
1
As UU †t︸︷︷︸
1
= As. (3.17)
In the present discussion, the subindex S is attached to denote Schrodinger operators,
although this notation is suppressed, in latter discussions, for the sake of simplicity. This
formula will show to be particularly interesting for the present work.
An equation of motion for the operators can be deduced under the Heisenberg picture,
considering the Schrödinger equation. Consider the general case in which Schrödinger
picture operator As ≡ As(t) is explicitly time-dependent. It follows, considering Eq. (3.4)
and the unitarity of Ut that
dAH
dt
=
[AH , HH]
ih¯
+ U †t
∂As
∂t
Ut. (3.18)
In the special case in which an operator As is time-independent,
dAH
dt
=
[AH, H]
ih¯
(3.19)
which is the so-called Heisenberg equation of motion [23].
From the above discussion, it is therefore manageable to determine the time-derivative
operator of a Heisenberg operator, by considering Eq. (3.18). For instance, if one consid-
ers one-dimensional position operator, XH, it is possible to obtain the speed operator by
substituting A → X in Eq. (3.18), so that
VH ≡ dXH
dt
≡ X˙H = [XH , HH]
ih¯
+ U †t
∂Xs
∂t
Ut. (3.20)
where VH is the speed operator in the Heisenberg picture. A tricky question (but neces-
sary for future discussions) can be made: how can the speed operator be computed in
Schrödinger picture? This question can be answered by substituting A → V in Eq. (3.17),
resulting in
Vs = UVHU †t . (3.21)
By considering Eq. (3.20),
Vs = UVHU †t = U
(
[XH , HH]
ih¯
+ U †t
∂Xs
∂t
Ut
)
U †t
=
[Xs, Hs]
ih¯
+
∂Xs
∂t
.
(3.22)
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Note that the results above are not restricted to the speed only: considering instead of X, a
operator A acting on the same space, it can be shown via similar arguments that
(
A˙H
)
s
=
[As, Hs]
ih¯
+
∂As
∂t
, (3.23)
where
(
A˙H
)
s
is1 the Schrödinger operator associated with the Heisenberg operator A˙H ≡
dAH
dt . Notice that (3.22) is different from the time derivative of the Schrödinger operator,
which can be zero in general. In section 3.4, the Heisenberg picture is adopted as starting
point for the derivation of an important result connecting classical and quantum mechanics,
namely, the Ehrenfest theorem. Before doing so, it is convenient to have a look at a special
class of states.
3.3 Gaussian states
The position and momentum observables X, P acting in a Hilbert space H are consid-
ered. Since position eigenkets {|x〉} define a basis for the state space, then any system in
such a space can be described as [23, 65]
|ψ〉 =
∫ ∞
x=−∞
|x〉〈x|ψ〉 ≡
∫ ∞
x=−∞
|x〉Ψ(x), (3.24)
where Ψ(x) = 〈x|ψ〉 is the so-called wave function. The Gaussian state is obtained by
taking the wave function as
Ψ(x) =
e
− (x−x0)
2
4∆2x,0 e
ip0x
h¯(
2pi∆2x,0
) 1
4
(3.25)
or, considering the momentum bases,
〈p|ψ0〉 =
(
2∆2x,0
h¯2pi
) 1
4
exp
[
−∆
2
x,0 (p− p0)2
h¯2
− i (p− p0) x0
h¯
]
. (3.26)
The following properties can be obtained for such state:
〈X〉 = x0,
〈
(∆X)2
〉
= ∆2x,0, (3.27)
〈P〉 = p0,
〈
(∆P)2
〉
=
h¯2
4∆2x,0
. (3.28)
If the variance in position is such that, for instance, O
(
∆2x,0
)
≈ 10−17, then O
(
∆2p,0
)
≈
10−17. Therefore, the Gaussian packet can offer a good approximation for treating particles.
1 This observable is not written as A˙s (as is done for V), in order to avoid confusion with the meaning of the
dot, associated with time derivative.
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3.4 Ehrenfest Theorem
Consider a system described by the Hamiltonian
H =
P2
2m
+ V(X), (3.29)
where X and P are the position and momentum operator in the Schrödinger picture2 and
V(X) is a position dependent potential. The Heisenberg position operator is then given by
XH = U †t XUt, where Ut = exp(−iHt/h¯). The velocity and acceleration are obtained from
the Heisenberg equation of motion:
dXH
dt
≡ X˙H = [XH, HH]
ih¯
=
PH
m
, (3.30)
d2XH
dt2
≡ X¨H =
[
X˙H , HH
]
ih¯
=
[
PH
m , HH
]
ih¯
=
−∂XHV(XH)
m
. (3.31)
From Eq. (3.31), it follows that
mX¨H = −∂XHV(XH), (3.32)
which can be viewed as an operator form of Newton’s second law3. In this sense one
may define −∂XHV(XH) as the resultant force observable. Note that this definition makes
sense under the hypothesis that the system is described by the Hamiltonian (3.29). For
more general Hamiltonians, the resultant force will naturally be different: the Caldirola-Kanai
system to be treated in chapter 5 has a different type of Hamiltonian. However a large class
of problems refers to Hamiltonians of the form (3.29). As a matter of fact, such Hamiltonian
was considered by Ehrenfest in his paper where the present theorem was first derived4 [66].
In the present discussion only such class of problems shall be treated.
The Ehrenfest theorem appears when one takes the expectation value on both sides of
Eq. (3.32):
m
d2
dt2
〈X〉 = − 〈∂XHV(XH)〉 . (3.33)
It is worth noticing at this point that this is precisely the same form that would be obtained
in the Liouvillian formalism, with the pertinent adaptations. Following this equation, it is
frequently concluded [67, 66] that the center of the distribution of the state will have its
motion described in the same way as a classical system if:
• the system is localized, i.e. if 〈(∆X)2〉 is relatively small or
• the potential V has only polynomial terms with degree smaller than three.
2 For simplicity, the subindex S will be suppressed for Schrödinger operator, unless some ambiguity may
occur.
3 Considering non-relativistic regimes and that the mass of the system does not change.
4 In his formulation, it was considered the wave mechanics formalism, instead.
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To see how this expression compares with classical results, consider a scenario in which
the initial conditions of a heavy particle are not known with full certainty or measurements
on this particle are conducted with low resolution. The description of the mean position of
this particle at an arbitrary instant can be written as
〈x〉2 = 〈x2〉 − σ2x (3.34)
which implies
〈x〉 =
√
〈x2〉
(
1− σ
2
x
〈x2〉
) 1
2
(3.35)
Then, if σ
2
x
〈x2〉 ≪ 1, then there is no appreciable difference between 〈x〉2 and 〈x2〉 or, in
general, between 〈x〉n and 〈xn〉, so that 〈 f (x)〉 ≈ f (〈x〉). It follows that there will be no
significant difference between (3.32) and
m
d2
dt2
〈x(ti)〉 = − ∂∂x′V(〈x(ti)〉)
∣∣∣∣
x′=〈x(ti)〉
. (3.36)
On the other hand, when the uncertainty σx is significant, then the form (3.32) is the correct
one in both the quantum and Liouvillian formalism, and none of these results will agree
with the one predicted via single Newtonian trajectory. It is important to highlight that this
discussion is not new in the literature[68]. As a matter of fact, a similar discussion is treated
at [67], where the author writes: "the centroid of a classical ensemble need not follow a
classical trajectory if the width of the probability distribution is not negligible.".
The discussion above was made considering the position operator. However,the same
rationale can be applied to the speed operator, VH = X˙H =
PH
m . Suppose a task is given
to an experimentalist which consists of determining the kinetic energy of a particle. By
measuring the speed of the particle, she can only access 〈V〉 and 〈(∆V)2〉, and then
compute m2 〈V〉2. This, however, does not agree in general with statistical predictions, may
them be quantum or Liouvillian, which provide m2 〈V2〉. Good agreement will emerge only
when the uncertainty 〈(∆V)2〉 = 〈(∆P)2〉m is sufficiently small so that 〈V2〉 ≈ 〈V〉2 (Notice
that the essential difference between the quantum and the Liouvillian descriptions is the
existence of the uncertainty principle in the former).
The question then arises as to whether the correct form for the kinetic energy in the
interface Thermo-Statistical Physics is m2 〈V2〉 or m2 〈V〉2. If the position and the speed of a
macro system, as for instance a piston, are given by 〈X〉 and 〈V〉, which are macroscop-
ically accessible quantities, then one might say the work and the kinetic energy would be
given with regards to d〈X〉 and m2 〈V〉2. The discussion around this treatment is postponed
to the next chapter, since it is connected to the definition of work to be proposed there.
3.5 Quantum statistical physics
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In QM, there is an intrinsic randomness associated with the collapse of the state. One
can not known a priori for which eigenstate of the measured observable the state vector
will reduce to upon a measurement. On the other hand, precise preparation of a state |ψ0〉
implies, via Schrodinger’s equation, full determinism for the future state |ψ(t)〉 of the sys-
tem. Even with total information about |ψ(t)〉 one can not predict, however, the outcome
of the collapse. This is a fundamental ignorance associated with the belief (expressed by
Quantum Mechanics) that nature is irreducibly random. The uncertainties underlying the
Liouvillian formalism is of a purely subjective nature: the classical paradigm imposes that
a particle certainly occupies a given point in phase space (determinism), but one is opera-
tionally ignorant about it. There is no essential indefiniteness here. A formalism proposed
by von Neumann [5, 69] can couple statistics assumptions within quantum systems, which
shall be regarded next.
3.5.1 Density operator
Consider that an experimentalist possesses a large number of copies of a quantum
system such that each copy is in a given state of the set {|ψi〉}. The relative probability of
occurrence of |ψi〉 is wi, with ∑i wi = 1. What will be the mean value of an observable A
in such system? If one evaluates the mean value considering only an specific state |ψj〉,
the mean value shall be just 〈ψj|A|ψj〉. However, the experimentalist in the present case
does not actually know for which copy the measurement was performed and, therefore, to
evaluate the mean value of A she has to consider the ensemble average
〈A〉 = ∑
i
wi〈ψi|A|ψi〉. (3.37)
Note that, by considering ρ = ∑i wi|ψi〉〈ψi|, one has
∑
i
wi〈ψi|A|ψi〉 = ∑
i
wiTr (|ψi〉〈ψi|A) = Tr
(
∑
i
wi|ψi〉〈ψi|A
)
= Tr (ρA) . (3.38)
The descriptor ρ, which is commonly called density operator or density matrix, can be
viewed as a generalization of the pure-state description of a state, since it is a convex
combination of pure states. In this capacity, ρ describes a mixed ensemble or a mixed state.
In particular, for wi = δij one recovers the pure-state formalism, as ρ = |ψj〉〈ψj|.
Apart from the fact that ρ is an operator acting on a vector space, because it is used
to describe a collection of distinct pure states, and thus takes wi as a probability distribu-
tion, it can be thought as having a close analogy with the classical-statistical distribution
ρcl discussed in the Liouvillian formalism. In this sense, it is clear that ρ can encode two
"flavors" of uncertainty: a classical one, associated with the probability distribution wi, and
a quantum one, related to the intrinsic uncertainty of each element |ψi〉 of the ensemble.
Any ρ considered for the description of quantum system must satisfy the properties:
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• Normalization: Trρ = 1;
• Hermiticity: ρ = ρ†;
• Positivity: for any state vector |ψ〉, 〈ψ|ρ|ψ〉 ≥ 0;
• Purity: Trρ2 is defined as the purity of ρ; it satisfies Trρ2 ≤ 1, where Trρ2 = 1 if and
only if the state is pure, i.e. there is a state |ψ〉 such that ρ = |ψ〉〈ψ|.
As for the vector-state case, some postulates follow. Here it is made a few remarks
concerning only some consequences of the postulates, since the grounding in which they
are founded is analogous to the pure state case5.
QM Postulate (Density Matrix) 1. Associated with any isolated physical system is a com-
plex vector space with inner product (that is, a Hilbert space) known as the state space of
the system. The system is completely described by its density operator, which is a positive
operator ρ with trace one, acting on the state space of the system. If a quantum system is
in the state ρi with probability pi, then the density operator for the system is ∑i piρi.
QM Postulate (Density Matrix) 2. The evolution of a closed quantum system is described
by a unitary transformation. That is, the state ρ of the system at time t1 is related to the
state ρ
′
of the system at time t2 by a unitary operator U which depends only on the times
t1 and t2,
ρ
′
= UρU †. (3.39)
QM Postulate (Density Matrix) 3. Quantum measurements are described by a collection
{Mm} of measurement operators. These are operators acting on the state space of the
system being measured. The index m refers to the measurement outcomes that may occur
in the experiment. If the state of the quantum system is ρ immediately before the measure-
ment then the probability that the outcome m occurs is given by
p(m) = Tr
(
M†mMmρ
)
(3.40)
and the state of the system after the measurement is
MmρM
†
m
Tr (M†mMmρ)
(3.41)
The measurement operators satisfy the completeness equation,
∑
m
M†mMm = 1. (3.42)
5 For more details, the reader is referred to [26].
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QM Postulate (Density Matrix) 4. The state space of a composite physical system is the
tensor product of the state spaces of the component physical systems. Moreover, if there
are systems numbered 1 through n, and the i-th system is prepared in the state ρi, then the
joint state of the total system is ρ1 ⊗ ρ2 ⊗ · · ·ρn.
Postulate 2 can be restated in a different form, i.e., the density operator dynamics is
described by the Liouville-von Neumann equation
∂ρ
∂t
=
[H, ρ]
ih¯
= − [ρ, H]
ih¯
. (3.43)
As a matter of fact, it can be proved that if the unitary operator considered in Eq. (3.39) sat-
isfies the Schrödinger equation (Eq. (3.4)), then Eq. (3.43) results. Note that this dynamical
equation resembles Eq. (2.17), obtained under the scope of the Liouville theorem. In fact,
(3.43) emerges from (2.17) via the usual quantization rule {ρ,H} → [ρ,H]ih¯ .
In analogy with the description of a pure state at the beginning of the chapter, the defi-
nition 3.1 is renewed from postulate 3.
Definition 3.2. A projective measurement is described by an observable M, an Hermitian
operator on the state space of the system being observed. The observable has a spectral
decomposition,
M = ∑
m
mPm, (3.44)
where Pm is the projector onto the eigenspace of M with eigenvalue m. The possible out-
comes of the measurement correspond to the eigenvalues, m, of the observable. Upon
measuring the state ρ, the probability of getting result m is given by
p(m) = Tr
(
P†mPmρ
)
. (3.45)
Given that the outcome m occurred, the state of the quantum system immediately after the
measurement is
PmρP
†
m
Tr (P†mPmρ)
. (3.46)
The mean value of an observable A is defined analogously to the pure state case
〈A〉 ≡ Tr (ρA). Note that, the Heisenberg picture can also be established in this context:
considering that ρ0 evolves to ρ(t) = Utρ0U †t , after an time interval t, then, by the cyclic
property of the trace, one has
〈AS(t)〉t = Tr (ρ(t)AS(t)) = Tr
(
Utρ0U †t AS(t)
)
= Tr
(
ρ0U †t AS(t)Ut
)
= Tr (ρ0AH(t)) ,
(3.47)
where AH(t) = U †t AS(t)Ut is the Heisenberg operator associated with the explicitly time-
dependent Schrödinger operator AS(t).
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Postulate 4 enables one to define a density operator for a composite system. However,
as the system evolves, it is possible that the system can not, after a time t, be in a separable
state of the form treated in the postulate. The system can, for instance, be entangled, a
concept defined as follows.
Definition 3.3. A bipartite6 density operator ρ, that acts on the state spaceH = HA ⊗HB,
is said to be separable if and only if it can be written as the convex sum
ρ = ∑i wiρ
i
A ⊗ ρiB, wi ≥ 0, ∑i wi = 1. (3.48)
Otherwise, ρ is said to be entangled.
Entanglement is a quantum resource that has far reaching consequences [26, 27, 70,
71]. A particularly important one manifests itself in the dynamics of reduced states.
Definition 3.4. Consider a bipartite density operator ρ that acts on the state space H =
HA ⊗HB . The reduced density operator for system A is defined by
ρA ≡ TrB (ρ) , (3.49)
where TrB is a map of operators known as the partial trace over system B. The partial trace
is defined by
TrB (|a1〉〈a2| ⊗ |b1〉〈b2|) ≡ |a1〉〈a2|Tr (|b1〉〈b2|) = |a1〉〈a2|〈b2|b1〉 (3.50)
where |a1〉 and |a2〉 are any two vectors in the state space of A, and |b1〉 and |b2〉 are any
two vectors in the state space of B.
Therefore, if the parts of a system are not entangled, as described in Eq. (3.48), the
local density operator of the subsystem A will be simply ∑i wiρiA. However, if the subsys-
tems A and B are entangled, such result does not hold. Entanglement can be generated
via physical interactions, which lead to non-unitary local (reduced) dynamics whereas the
global one is unitary. The effects of non-unitary evolution are highlighted at subsection 3.7.1,
where the Thermodynamics point of view is employed.
3.5.2 Entropy
Entropy is a fundamental concept for both Information Theory and Thermodynamics. In
the Classical Thermodynamics context, entropy can be defined via the number of possible
microstates (Gibbs’ approach) or the volume of the energy shell (Boltzmann’s approach).
On the other hand, in classical information theory, the concept of information is quantified
6 At the present work, it will be considered only bipartite systems in the discussions. The extension for more
than two systems is considered in [26].
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in terms of the Shannon entropy [26], whose form matches the Gibbsian entropy [72]. In
the scope of QM it is common to define the von Neumann entropy as
Sv (ρ) = −Tr (ρ ln ρ) . (3.51)
The von Neumann entropy is frequently considered in the scope of quantum information
theory, since it has special properties that enables one to quantify entanglement, mutual
information, discord, among others [26, 27]. Some of these properties are listed below.
• Purity: 0 ≤ Sv(ρ) ≤ ln d, where S = 0 iff ρ is pure and d is the dimension of the
Hilbert space on which ρ acts;
• Invariance: Sv is invariant under unitary transformations, i.e. given an unitary transfor-
mation U , Sv(UρU †) = Sv(ρ);
• Concavity: Given sets {αi} and
{
ρi
}
such that ∑i αi = 1 and ρ
i are density operators,
then Sv
(
∑i αiρ
i
) ≥ ∑i αiSv (ρi);
• Subadditivity: Sv(ρ) ≤ Sv(ρA) + Sv(ρB) (equality holding for ρ = ρA ⊗ ρB).
The von Neumann entropy is also frequently considered in quantum statistics, under a
thermodynamical point of view. Such approach shall be considered next, along with others
concepts.
3.6 Thermodynamics perspective
Some concepts often used in scenarios involving the quantum statistical description of
the thermodynamics of macroscopic systems at equilibrium are succinctly reviewed in this
section.
• Statistical equilibrium: The considerations, under statistical physics are the same as
those considered classically; some authors consider that ∂ρ∂t = 0 defines that the
corresponding distribution ρ is in statistical equilibrium.
• Equiprobability a priori and micro-canonical ensemble: It is also established in anal-
ogy with the classical case: the microstates compatible with the macrostate of a phys-
ical system, when in thermodynamic equilibrium, are equiprobable. Such hypothesis
is explicitly considered in order to define the micro-canonical ensemble for quantum
systems.
• Ergodic hypothesis: It has been considered also in the scope of QM, and it was proved
true for a class of problems [11, 69].
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• Entropy : It is frequently given by the entropy of von Neumann in textbooks. In the
context of quantum information theory, other entropic formulas are considered, such
as the linear entropy, the Tsallis entropy, and the Rènyi entropy [26, 73]. It is also
assumed that the process will tend to an equilibrium macrostate, where the entropy
is maximum. By considering the von Neumann proposition, it can be proved that, for
a fixed value of energy, the distribution of a closed system at equilibrium that yields
the greatest entropy will actually be the micro-canonical ensemble one [5].
• Canonical Ensemble Defined similarly to the classical case, ρqc = e
− H
kT
Z where Z =
Tr
(
e−
H
kT
)
is the partition function and H is the Hamiltonian of the system.
It is important to remark that the above concepts differ slightly from quantum systems to
classical ones when considering macroscopic systems at equilibrium. However, the quan-
tum description applies to problems that have no correspondence in classical physics, as
for instance, ideal paramagnetic Spin-12 systems [5, 25].
Recently, there has been a renewed interest in describing the thermodynamics of out-
of-equilibrium few-particle systems. This is the main task of an emergent field sometimes
referred to as Quantum Thermodynamics (QTh). In the following, the main aspects related
with these subject are treated, with focus on the characterization of work and heat.
3.7 QTh: work and heat
QTh is an area that has recently gained the attention of the scientific community [11].
There have been great efforts to extend thermodynamical concepts to the domain of quan-
tum mechanical systems. However, only few concepts can be considered as well estab-
lished, with some supporting experimental results. Due to the great extent and the yet in-
complete character of the subject, only the definitions of work, in its many perspectives,
will be discussed here7. Before treating specifically some definitions, it is given a general
description of the systems discussed/studied in the QTh domain.
3.7.1 Interacting systems evolution
Consider a composite system described by a density operator ρ acting on a Hilbert
space H = HS ⊗ HE . Roughly, a system S is said to be open if there is an interaction
between the elements of the system subspaceHS with those of the environment subspace
HE 8. The Hamiltonian for the composite system S + E is written, in general form, as
H = HS ⊗ 1E + 1S ⊗ HE + HI, (3.52)
7 The reader is referred to a review of QTh given in [11], for more details and reference on the area.
8 It is emphasized, as before, that it can be considered more than two systems. However, it simplifies the
discussion here to consider only two.
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where HS is Hamiltonian operator acting on HS , HE acts on HE , HI the coupling term,
acting on H, and 1S and 1E are the identity operators on spaces HS and HE , respectively.
Here, all operators are considered to be time-independent.
Frequently, one is interested in describing how the system S evolves in time under
the coupling with the environment E . To this end, two models are often employed. One,
by considering an effective non-autonomous Hamiltonian for S and, two, by solving the
composite dynamics and then discarding (via partial trace) the environment.
When the system is modeled via a non-autonomous dynamics, an effective time-dependent
Hamiltonian
He f ≡ He f (a(t)). (3.53)
is adopted for governing the system dynamics. This operator explicitly depends on time
through a control function a(t), which encodes all the environment influence over S9. In
this case, the system is considered to undergone a unitary evolution given by
ih¯
∂U
∂t
= He f (a(t))U . (3.54)
Because the system is effectively closed, no entanglement can be described with the envi-
ronment and, therefore, the entropy (purity of the state) is conserved.
An alternative model consists of constructing the solution for the composite state ρ
and then to obtain the reduced state ρS via the partial trace. However, it may be difficult
to get an exact solution due to huge number of degrees of freedom in the environment
and the quantum correlations generated during the time evolution of the system. In order
to avoid these technical difficulties, physical considerations such as, for example, weak
interaction and no-memory effects (Born and Markov approximations, respectively) can be
made, leading to derivation of master equations of the form
∂ρS
∂t
=
[Hu, ρS ]
ih¯
+L(ρS ). (3.55)
This equation determines the time evolution of the system state ρS in terms of an effective
Hamiltonian Hu on HS and a Liouvillian superoperator L. The first term on right-hand side
implies a unitary dynamics whereas the second accounts for non-unitary environmental
effects, such as dissipation and decoherence, which invariably come with an irreversible
production of entropy [39, 40, 68].
The master-equation formalism provided great advance in different fields of physics
as for instance in studies involving Brownian quantum motion [40, 41], interaction of par-
ticles with Lasers [39], and spin-boson models [74]. However, as the coupling with the
environment becomes stronger, those approximations no longer apply and non-Markovian
approaches are necessary [43, 44, 45, 50].
Formalisms based on master equations are frequently considered for autonomous sys-
tems, in the sense that the system as a whole is considered without a driven mechanism,
9 This was already considered in the classical case. See section 2.3.4 for more details.
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as in the case of Eq. (3.53). However, it is important to remark that the master equation for-
malism can also be adopted for non-autonomous quantum systems. For instance, consider
the case in which the system S is described by the effective Hamiltonian (3.53), however it
is desired to describe the dynamics of a sub-system S ′ of S , such that S = S ′+R. This is
the case, for example, of a system S ′ interacting with heat reservoirsR; the environment E
then controls the interaction by changing a(t) in He f f (a). As a matter of fact, the definitions
of work and heat given by Alicki were formalized regarding indirectly a system with this
features, as will be described next.
3.7.2 Alicki’s approach
Alicki regarded an open system S ′ interacting with N heat reservoirs systems R. He
then considered the master equation formalism for describing the evolution of ρS ′ such that
∂ρS ′
∂t
=
[Hu, ρS ′ ]
ih¯
+L(ρS ′), (3.56)
with the unitary part governed by Hu = HS ′ + ht, where HS ′ is the free Hamiltonian (as
defined in Eq. (3.52)) of the open system S ′ and ht is an explicitly time-dependent self-
joint operator representing the effect of changing some externally controllable condition in
E . In other words, ht represents the alteration in the energy of the system S ′, given some
changes of the external conditions related with E . The energy of the system S ′ is then
written as
ES ′ = Tr (ρS ′(t)Hu(t)) (3.57)
and its time derivative can be decomposed as
∂
∂t
ES ′ = Tr
(
∂ρS ′(t)
∂t
Hu(t)
)
+ Tr
(
ρS ′(t)
∂Hu(t)
∂t
)
. (3.58)
Alicki then introduces [54] the following identifications:
Q˙ak ≡ Tr
(
∂ρS ′(t)
∂t
Hu(t)
)
and W˙ak ≡ Tr
(
ρS ′(t)
∂Hu(t)
∂t
)
, (3.59)
so that
∆ES ′(t f − ti) =
∫ t f
ti
∂
∂t
ES ′ dt =
∫ t f
ti
Q˙akdt +
∫ t f
ti
W˙akdt = Qak(t f − ti) +Wak(t f − ti).
(3.60)
Alicki interpreted Wak(t f − ti) as the total work done on the system S ′ and Qak(t f − ti)
as the total heat that enters the system S ′. Alicki’s approach is predominant in the context
of non-autonomous quantum systems. The model is mainly justified by the fact that the
resulting equation is a clear expression of the first law of thermodynamics. Furthermore,
Alicki proved that the efficiency of a cycle performed by an open system coupled to two
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Markovian reservoirs R1 and R2 at distinct temperatures T1 and T2, must be less than or
equal to a Carnot one, i.e.
−Wak(t f − ti)
Q(1)ak (t f − ti)
≤ T1 − T2
T1
, (3.61)
where Q(1)ak is the heat flow from R1. This is an important result supporting Alicki’s ap-
proach.
It is important to emphasize the essential role played by the choice of the system being
analyzed. Had one considered the analysis of heat and work flow from a system composed,
for instance, of S ′ and one of the N reservoirs, then the energy of this new system, say
S ′′, would be computed by considering HS ′′ instead of HS ′ in Eq. (3.57). Although it is not
always trivial to define the form of HS ′′ of these two interacting system, once such task
is accomplished, it is possible, in principle, to determine the work and heat flow from Eqs.
(3.59) and (3.60), regarding the point of view of Alicki. This key feature is revisited in chapter
5.
As mentioned in [56], Alicki’s proposal has received some criticisms: "(...) it is not ob-
vious how to apply this definition to processes involving an internal transfer of work and
heat" and "the microscopic foundation10 of Eq. (3.59) is rather unclear: As thermodynamic
behavior may occur even in small quantum systems, it should, in principle, be possible to
obtain dWak and dQak even there". Other definitions for work has also been considered,
frequently considering autonomous quantum systems, some of them considered next.
3.7.3 Other approaches
In the context of autonomous quantum machines, the mechanism that makes the exter-
nal control in the non-autonomous case is explicitly included as a quantum system with a
proper state space. Consider, for example, the system depicted in Fig. 3.1.
Figure 3.1 – A system S and an environment composed of a control C, a bath B and a energy reservoir R.
The reservoir R provides energy for the system S, given the interaction between the latter with
the bath B. Adapted from Ref. [29].
10 In ref. [56], the differential forms of Eq. (3.59) were used, namely, dWak = ∂Wak∂t dt and dQak = ∂Qak∂t dt.
The form stated here was adopted in order to place the quoting into context.
Chapter 3. THEORETICAL BACKGROUND: QUANTUM THEORY 51
The environment E is now composed of a reservoir R that supplies energy to the system
S → S, a thermal bath B, and a controller C that governs the coupling between B and S.
By controlling the dynamic between the bath and the system S, it is possible to obtain the
amount of energy that flows between the reservoir R and the system S. As energy flows
into (out of) the system, it is considered that work is performed on (by) the system.
An analogous methodology has been adopted by other authors, however considering
distinct mechanisms that provide energy to the system, and calling it as work or heat.
There are other approaches considered in the literature:
• Tonner and Mahler [51] described work as dW = ζ · dL, where ζ is an intensive
variable and L represents a mean value of the position of an oscillator;
• Weimer et al. [56] described work as the internal energy variation ∆U, when satisfied
the condition ∆S = 0, i.e. δW = ∆U ⇐⇒ ∆S = 0;
• Departing from the closed-dynamics description of a quantum dipole strongly coupled
to a single-photon pulse, Valente et al. [34] derived a master equation, from which
they extracted a time-dependent Hamiltonian H
′
u(t) for the dipole. Then, without any
need for evoking self-joint operators ht to describe the effective open dynamics of the
dipole, as in Alicki’s proposal, the authors defined work and heat in the form
Q˙ak ≡ Tr
(
∂ρS ′(t)
∂t
H
′
u(t)
)
and W˙ak ≡ Tr
(
ρS ′(t)
∂H
′
u(t)
∂t
)
. (3.62)
• Bochkov and Kuzovlev [75] defined the change in the Hamiltonian He f of a system S
as
W0 = He f (t)− He f (0) ≡
∫ τ
0
dtλtQ˙t (3.63)
where λt stands for the resulting external classical force acting on the system con-
jugated with the coordinate Qt. The difference between the Hamiltonian at different
instants of time W0 was interpreted as the work done on the system, during the in-
terval [0, t] [22]. Considering these definitions, important fluctuation relations were
obtained.
Although the above definitions are not equivalent, they follow from the same line of
reasoning: they are viewed as analogies with Classical Thermodynamics perspective of
work. Now, given that only few-particle quantum systems are under concern, one might
wonder why not adopting a purely mechanical perspective for work, the one based on force
and displacement, as in classical mechanics. The answer is immediate: because quantum
mechanics precludes the notion of trajectory. In the next chapter, it is proposed a quantum
mechanical form for work, which is still in analogy with Classical Mechanics although it does
not demand the notion of trajectory.
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4 A NEW DEFINITION OF QUANTUM WORK
It was discussed throughout the previous chapters, how work was defined in the scope
of Classical Mechanics, Physical Statistics and Classical or Quantum Thermodynamics.
The approach regarded under a Classical Mechanics perspective was not exported to Quan-
tum Thermodynamics because it was argued that trajectories are not defined within Quan-
tum Mechanics. As a result, a different path was adopted by the scientific community, in
which work was defined in analogy with Classical Thermodynamics or Statistical Physics
arguments. In this chapter, it is presented a different approach for work, within Quantum
Mechanics domain, defined as an analogy with the Classical Mechanics perspective. It is
avoided, however, the treatment of trajectories.
The chapter is divided into two main parts: first, the new definition is established and
the scope in which it is applied is formalized; then some properties of the new definition is
approached at section 4.2.
4.1 Formal definition
WorkWcl was established, under a Classical Mechanics perspective, in chapter 2 as
Wcl =
∫
c
f · dx. (4.1)
In the same chapter, it was mentioned that for a sufficiently continuous trajectories, Equation
(4.1) could be written as
Wcl(c(t)) =
∫
c(t)
f · dx
dt
dt =
∫
c(t)
f · vdt. (4.2)
where v is the velocity field. Unlike Eq. (4.1), the above formula does not employ the element
of trajectory dx; In fact, given the velocity and the force acting on a system, the path which
the system pass through is implicitly taken into account in the time dependence of v and f .
Now, since there is a quantum counterpart for the velocity field, it is in principle possible to
pursue a quantum mechanical work in analogy with Eq. (4.2). To construct such definition,
it is assumed that the system to be analyzed is non-relativistic and is represented by a
unitarily evolving density operator ρ(t) = Utρ(0)U †t acting on H = HS ⊗HE , where HE
can be a multipartite space in general. In other words, the joint system S + E is closed and
the reduced density matrix is given by ρS(t) = TrEρ(t).
While E is kept as generic as possible, S is considered to be a particle of constant mass
m moving, for simplicity, in one dimension. In this context, the pertinent observable for S is
the position operator XS . In order to make the deductions to be presented in a simpler way,
the superindex and subindex S will be suppressed (XS → X and ρS(t) → ρ(t)), unless
some ambiguity may occur.
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In search for a quantum counterpart for Eq. (4.2), it is natural to employ the Heisenberg
picture, through which one finds the Heisenberg position operator
XH(t) = U †t XUt (4.3)
for any time t. It then follows from Eq. (3.18) the time derivatives X˙H and X¨H, which are
hereafter regarded as the quantum analogues of the classical velocity v and acceleration a,
respectively. On the other hand, the observable to be adopted as the quantum analogues
of the force field acting on S has to be carefully defined. As in the Hamiltonian formulation
of Classical Mechanics, here the notion of force will be taken to derive from the model of
interaction via the evaluation of the acceleration in the Heisenberg picture. Following the
example given in Ref. [23], one might consider a particle of mass m and charge q. In terms
of the time-independent scalar and vector potentials φ(XH) and AH (XH), the electric and
magnetic fields read
EH = −∇XH φ, BH = −∇XH × AH (4.4)
From the Hamiltonian operator
H =
1
2m
(
P− q
c
A
)
+ qφ, (4.5)
one can compute the Heisenberg equations X˙ = [X,H]ih¯ and P˙ =
[P,H]
ih¯ . Taking the time
derivative of the former equation and using the latter, one finally obtains
mX¨H = q
[
EH +
1
2c
(
X˙H × BH − BH × X˙H
)]
. (4.6)
The term in the right-hand side is then identified as the Lorentz force, in the quantum me-
chanical domain. Another example was explored in the context of Ehrenfest theorem, re-
produced in section 3.4, where the forces that acts on the system were represented by
−∂XHV(XH). (4.7)
This is called a force operator in direct analogy with Newton’s second law. The common
characteristics of both example are:
• The operators related with force have the expected physical dimension of force and;
• The quantum version of Newton’s second law holds: the sum of the forces equals
mX¨H.
Based on these aspects, the following concept is introduced.
Definition 4.1. The resultant force operator FRH associated with a particle of mass m whose
dynamics is governed by a Hamiltonian H is given, in Heisenberg’s picture, by
FRH =
n
∑
i=1
FiH = mX¨H . (4.8)
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The notion of a particular basic force FiH emerges by direct inspection of the parcels
composing the acceleration, as in Eq. (4.6).
Given the definition of a quantum force operator, it is now possible to introduce a quan-
tum mechanical definition of work.
Definition 4.2. The resultant quantum work imparted by the resultant quantum force FRH
(defined as in (4.8)) during a time interval t f − ti on a particle of mass m is given by
WRq
(
t f − ti
)
=
∫ t f
ti
1
2
〈{
FRH , X˙H
}〉
dt, (4.9)
where
〈{
FRH , X˙H
}〉
= Tr
(
ρ(ti)
{
FRH , X˙H
})
, { , } is the anticommutator{
FRH , X˙H
}
= FRHX˙H + X˙HF
R
H (4.10)
and ρ(ti) is the initial density operator acting on HS ⊗HE .
The factor 12 and the anticommutator { , } were employed to make the work real. In
fact, although FRH and X˙H are Hermitian operators, their product may not generally be. This
can be checked via the expression(
FRH X˙H
)†
= X˙†HF
R †
H = X˙HF
R
H , (4.11)
which does not necessarily equals FRH X˙H. Therefore, had one defined work as∫ t f
ti
〈
FRH X˙H
〉
dt (4.12)
then complex values could possibly be obtained, an undesirable feature. In addition, notice
that the work (4.9) is given in terms of an expectation value induced by the initial preparation
ρ(ti) of the system. It follows, therefore, that the work defined as in (4.9) is ensured to be a
real function of time.
It is worth mentioning that the work (4.9) applies regardless of the characteristics of
the coupling with the environment. Indeed, no assumption was made with respect to the
strength of the interaction, the number of degrees of freedom in the environment, the
amount of correlations in the initial state, or the like. Most importantly, given that its con-
struction was guided by a mechanical rationale, it is expected for definition (4.9) to exhibit a
well defined classical limit.
4.2 Properties of the new definition
In order to compute mX¨H, it can be discriminated different types of forces. One may
consider, for instance, a case in which the Heisenberg acceleration X¨H is computed, given
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a velocity operator X˙H, from Eq. (3.19), resulting in mX¨H = m
dX˙H
dt =
m
ih¯ [X˙H , H]. If the
Hamiltonian operator can be written as
H = ∑
i
Vi, (4.13)
where each term Vi represents a different kind of interaction/energy, then
m
ih¯
[X˙H ,Vi] (4.14)
may be related with a force applied on the system of mass m, associated with the inter-
action Vi. The construction of an Hamiltonian in the form (4.13) is actually considered in
the examples given in the previous section. In the case of the Hamiltonian (4.5), describing
Classical Electrodynamics interactions, the terms 12m
(
P− qc A
)
are related with the mag-
netic interaction and qφ with the electric interaction. Consequently, the Hamiltonian (4.5)
could be written in the form (4.13), regarding V1 = 12m
(
P− qc A
)
and V2 = qφ, describing
the magnetic and electric interactions, respectively. As a result, it can be verified that the
resultant force can be splitted into two terms
m
ih¯
[X˙H,V1] =
q
2c
(
X˙H × BH − BH × X˙H
)
(4.15)
and
m
ih¯
[X˙H,V2] = qEH, (4.16)
so that result (4.6) follows by adding both interaction forces. In the case of the Hamiltonian
considered in the Ehrenfest theorem,
H =
P2
2m
+ V(X), (4.17)
V(X) could be regarded as a central potential or a sum of two or more types of central
interaction, i.e. V(X) = V1(X) + V2(X) + · · · . Therefore, it is in principle possible to write
the Hamiltonian in the form (4.13), where V1 corresponds to the kinetic energy term P22m and
each Vi (i > 1) corresponds to a different type of central interaction, with a force identified
by (4.14).
From a general perspective, terms like Vi are already introduced in the classical Hamil-
tonian function, which, in principle, carries out the physical justification for introducing these
fundamental interaction terms. In situations where many different force operators can be
identified, it is sensible to speak of the work of a particular force.
Definition 4.3. From definitions 4.2 and 4.1, the resultant work can be divided as
WRq
(
t f − ti
)
=
∫ t f
ti
1
2
〈{
FRH , X˙H
}〉
dt = ∑
i
∫ t f
ti
1
2
〈{
FiH , X˙H
}〉
dt = ∑
i
W iq, (4.18)
where
W iq =
∫ t f
ti
1
2
〈{
FiH , X˙H
}〉
dt (4.19)
is defined as the quantum work imparted by a particular quantum force FiH during a time
interval t f − ti on a particle of mass m.
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It is also possible to define the kinetic energy of S :
Definition 4.4. The kinetic energy of a particle of mass m is defined as
Kq(t) =
m
2
〈
X˙H(t)X˙H(t)
〉 ≡ m
2
〈(
X˙H
)2〉
. (4.20)
Definitions 4.2 and 4.4 allow one to derive the following result.
Theorem 4.1. The resultant quantum workWRq (Definition 4.2) done on a particle of mass
m in a time interval t f − ti equals the variation in its kinetic energy Kq (Definition 4.4).
Formally,
WRq
(
t f − ti
)
= Kq(t f )− Kq(ti). (4.21)
Proof. Since the quantum state is time-independent in the Heisenberg picture, one has
d
dt
〈(
X˙H
)2〉
=
〈
d
dt
(
X˙H
)2〉
=
〈
X¨HX˙H + X˙HX¨H
〉
=
〈{
X¨H, X˙H
}〉
. (4.22)
Importing this result to Eq. (4.9) and regarding definition 4.1, gives
WRq
(
t f − ti
)
=
∫ t f
ti
1
2
〈{
FRH , X˙H
}〉
dt =
m
2
∫ t f
ti
〈{
X¨H , X˙H
}〉
dt =
m
2
∫ t f
ti
d
dt
〈(
X˙H
)2〉
dt
=
m
2
〈(
X˙H
)2〉∣∣∣t f
ti
.
(4.23)
Via definition 4.4, the result (4.21) follows.
Theorem 4.1 may be viewed as a quantum analogue of the classical result established
in Eq. (2.4).
4.2.1 Thermodynamical point of view
In chapter 2, the notion of work was discussed within the scopes of Classical Thermody-
namics and Statistical Physics. As put by Chandler [19] work has the form δW = f
G
· dXG,
where f
G
is the applied "force", XG stands for a mechanical extensive variable and the G
subindex emphasizes that these variables are general and therefore can assume different
forms [19]. A qualitative point of view was implicitly defended by Callen, differing heat (as
an energy transfer "via the hidden atomic modes of motion") from work (as a transfer "that
happen to be macroscopically observable"). Both perspectives propose the idea that work
is a macroscopically measurable form of energy transfer. On the other hand, heat is associ-
ated with the microscopic "hidden" motion. Meanwhile, by looking at Eq. (4.9), it is not clear
whether the proposed form for work Wq can be linked with a macroscopically observable
measure. With these questioning in mind, the following discussion is conducted.
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Definition 4.5. The resultant centroid workWRc of the force operator FRH applied on S in a
interval t f − ti is defined as:
WRc
(
t f − ti
)
=
∫ t f
ti
〈
FRH
〉
〈X˙H〉dt. (4.24)
Furthermore, the centroid workW ic imparted by a particular quantum force FiH during a time
interval t f − ti on a particle of mass m is
W ic =
∫ t f
ti
〈FiH〉〈X˙H〉dt, (4.25)
such that
WRc = ∑
i
W ic. (4.26)
The idea addressed by definition 4.5 is that the "macroscopically observable" quantities
mentioned before can be considered to be the mean force 〈FH〉 and the mean velocity 〈X˙H〉,
when concerning a macroscopic system. One might note that the quantum work reduces
to the centroid work as 12〈
{
FH , X˙H
}〉 ≈ 〈FH〉〈X˙H〉, that is, when some correlations can
be neglected. In this sense, the centroid work is expected to be closer to the classical
mechanical work. To better appreciate this point, consider the following examples.
A spring-block system in a frictionless table, mentioned at section 2.1, is depicted in Fig.
4.1.
Figure 4.1 – Sliding block on a frictionless table, revisited. The velocity of the block is x˙b = 〈X˙〉 and the spring
acts on the block with mean force −kxb = 〈−kX〉 = 〈F〉.
By continuously monitoring the block mean distance from the equilibrium position 〈X〉 ≡
xb in a interval (ti, t f ), the mean speed 〈X˙〉 = ddt 〈X〉 = x˙b can be computed, and, from
Hooke’s law, the mean force 〈F〉 = 〈−kX〉 = −kxb can be inferred. As a result, the centroid
work can be evaluated by Eq. (4.24) as
Wc
(
t f − ti
)
=
∫ t f
ti
〈F〉 〈X˙〉dt =
∫ t f
ti
−kxb ddt xbdt = −k
∫ xb(t f )
xb(ti)
xbdxb = −k
x2b
2
∣∣∣∣∣
xb(t f )
xb(ti)
.
(4.27)
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Similarly, from a thermodynamic perspective, a movable piston confining a gas is repre-
sented in Fig. 4.2.
Figure 4.2 – A movable piston with instantaneous position 〈X〉 = L confining a gas. The mean force applied
by the gas with pressure P on the piston is PA, where A is the cross-sectional area. Font: [5].
The volume V = LA occupied by the gas changes with the piston instantaneous posi-
tion 〈X〉 = L, where A is the cross-sectional area. The mean force 〈F〉 applied by a gas
with pressure P on a piston with cross-sectional area A can be approximated by PA [5].
Then, by measuring the mean velocity of the piston as 〈X˙〉 = dLdt , the centroid work can be
evaluated from Eq. (4.24), resulting in
Wc
(
t f − ti
)
=
∫ t f
ti
〈F〉 〈X˙〉dt =
∫ t f
ti
PA
dL
dt
dt =
∫ L(t f)
L(ti)
PAdL =
∫ V(t f )
V(ti)
PdV, (4.28)
which recalls the frequently mentioned form for work applied on a gas δW = −PdV. Here,
the sign is not negative since the gas is exerting work on the piston.
It can be concluded, from the above special systems, that the centroid work can correctly
reproduce the classical thermodynamical work. Of course, this is not to say that the purpose
of definition 4.5 is to provide a general form of work to be applied in the description of
macroscopic systems; it is just stated that once the macroscopically measurable properties
are defined to be the mean force and mean position, then the centroid work is likely to
satisfy some basic aspects of Classical Thermodynamics.
In the following, it is deduced a result that evidences the physical differences between
Wq andWc.
Theorem 4.2. The resultant centroid workWRc done on a particle of mass m during a time
interval t f − ti equals the variation in the centroid kinetic energy Kc ≡ m2
〈
X˙H
〉2
. Formally,
WRc
(
t f − ti
)
=
m
2
(〈
X˙H(t f )
〉2 − 〈X˙H(ti)〉2) . (4.29)
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Proof. It was employed similar arguments as the ones given for Theorem 4.1. Considering
d
dt
(〈X˙H〉2) = 2〈X¨H〉〈X˙H〉, results in
WRc
(
t f − ti
)
=
∫ t f
ti
〈
FRH
〉
〈X˙H〉dt = m
∫ t f
ti
〈X¨H〉〈X˙H〉dt = m
2
∫ t f
ti
d
dt
(
〈X˙H〉2
)
dt.
(4.30)
which implies the result (4.29).
Now the difference betweenWRq andWRc can be made noticeable. From the variance
definition for speed, 〈(
∆X˙H
)2〉
=
〈(
X˙H
)2〉− 〈X˙H〉2 (4.31)
〈(
X˙H
)2〉
=
〈
X˙H
〉2
+
〈(
∆X˙H
)2〉
. (4.32)
Multiplying by m2 and taking variations in time lead to
m
2
〈(
X˙H
)2〉∣∣∣t f
ti︸ ︷︷ ︸
WRq (t f−ti)
=
m
2
〈
X˙H
〉2∣∣∣t f
ti︸ ︷︷ ︸
WRc (t f−ti)
+
m
2
〈(
∆X˙H
)2〉∣∣∣t f
ti︸ ︷︷ ︸
WRth(t f−ti)
. (4.33)
The extra termWRth
(
t f − ti
)
will be called thermal work (for reasons to be explained). With
the identifications given above, one sees that the resultant quantum work WRq
(
t f − ti
)
is
the centroid work added with a quantum fluctuation termWRth
(
t f − ti
)
, that is,
WRq
(
t f − ti
)
=WRc
(
t f − ti
)
+WRth
(
t f − ti
)
(4.34)
Being directly proportional to the speed variance, it is clear that the thermal workWRth
(
t f − ti
)
≡ m2
〈(
∆X˙H
)2〉∣∣∣t f
ti
derives from intrinsic randomness. Now, recalling Callen’s perspective,
according to which heat is to be associated with some form of inaccessible random motion,
then the conceptual link ofWRth with heat becomes almost inescapable. However, up until a
more deep examination be conducted, this connection will be put aside and the term ther-
mal work will be used in reference to the ideas underlying the so-called thermal energy, as
discussed in section 2.1.
4.2.2 A Thermodynamics first law perspective
Whenever the system of interest is a single point mass with no internal structure what-
soever, then there is no other form of energy that can be stored exclusively in this system
but kinetic energy (see Sec. 2.1 for a related discussion). If this particle is not isolated from
the environment, then there will be some coupling energy, but arguably this energy is not
confined to the particle; it actually is shared by the particle and the environment through
the interacting potential. In this case, such interacting energy cannot be named "internal" to
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the particle. It follows from this that as far as a single particle of mass m is elected as the
system of interest, then its internal energy Ui necessarily has to assume the form
Ui(t) = Kq(t) =
m
2
〈
X˙H(t)X˙H(t)
〉
. (4.35)
Plugging this relation into Eq. (4.33) yields
Ui|t fti =WRc
(
t f − ti
)
+WRth
(
t f − ti
)
, (4.36)
which in a more compact form, reads
∆Ui =WRc
(
t f − ti
)
+WRth(t f − ti), (4.37)
where ∆ (·) = (·)|t fti . The centroid work WRc , as argued in the previous subsection, can
be viewed as a form of energy transfer that is encompassed by the notions of work usu-
ally adopted by Classical Thermodynamics. The first law of Thermodynamics, described
in chapter 2, was written as: "the heat flux to a system in any process (at constant mole
numbers) is simply the difference in internal energy between the final and initial states,
diminished by the work done in that process". If the work done here, under a Thermody-
namics point of view, is regarded asWRc and the internal energy is given as in Eq. (4.35),
then should not one definitely identifyWRth with heat? This question will be left open for fu-
ture studies, since this dissertation has no further arguments ensuring that this can indeed
be the case. In particular, the eventual connection ofWRth with entropy and its adequacy for
many-particle systems are still to be investigated. In what follows other implications associ-
ated with the thermal work are pointed out.
4.2.3 Centroid distribution work
One of the topics covered in section 3.4 was the description of the conditions under
which the centroid of a (quantum or classical) distribution has its dynamics described in the
same way as a Newtonian particle. That is, the conditions that allow for the approximation
m
〈
X¨H
〉
= − 〈∂XHV(XH)〉 ≈ −∂〈XH〉V(〈XH〉). (4.38)
Here the interest is in determining the necessary conditions for one to regard the total work
realized on the particle as equal to the kinetic energy changes evaluated for the center of
the distribution (the centroid). In order words, how accurate would a description of the total
work done on a particle during an interval time t f − ti in terms of m2
〈
X˙H
〉2∣∣∣t f
ti
be? From the
results above, this question refers to how closeWRq andWRc are. To answer this question,
one multiplies Eq. (4.31) by m2 and organizes the result as
m
2
〈
X˙H
〉2
=
m
2
〈(
X˙H
)2〉1− m2
〈(
∆X˙H
)2〉
m
2
〈(
X˙H
)2〉

 . (4.39)
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Therefore, if 〈(
∆X˙H
)2〉〈(
X˙H
)2〉 ≪ 1 (4.40)
through the entire interval t f − ti, then
m
2
〈
X˙H
〉2 ≈ m
2
〈(
X˙H
)2〉
. (4.41)
This means that by measuring the centroid kinetic energy m2
〈
X˙H
〉2
one approximately gets
the total work imparted on the particle. In addition, one has
Wth(t f − ti) = m2
〈(
∆X˙H
)2〉∣∣∣t f
ti
≈ 0. (4.42)
This will be the case for instance in a situation where a heavy particle initially prepared in
a Gaussian state with uncertainty ∆P = ∆Vm and mean momentum mV0 is submitted to an
impulsive force that increases the mean momentum to mV1 without appreciably changing
the momentum uncertainty. In this case, the thermal work has no significant contribution to
the quantum work.
In the next chapter, the theoretical framework developed here will be applied to a case
study involving a dissipative model.
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5 CASE STUDY: A DISSIPATIVE MODEL
The dynamics of an open quantum system, as mentioned in section 3.7, may be de-
scribed considering the system as non-autonomous or autonomous. In the former case
the influences of the environment are modeled via a time-dependent Hamiltonian. One of
the first efforts aiming at adding dissipation for quantum systems, along this line of reason-
ing, were put forward by Caldirola [58] and Kanai [57], independently. By considering the
Hamiltonian operator
H = e−2λt
P2
2m0
+ k0e
2λt X
2
2
, (5.1)
with the real positive constants λ, m0 and k0, it was possible to describe the dynamics of a
dissipative system as for instance a damped oscillator. This model has been applied, how-
ever, with other interpretations and in different areas [76, 77, 78]. Recently, it was shown
that the Hamiltonian (5.1) can be derived from the traditional formalism of open quantum
systems [79]. Here this model will be applied to analyze in a simple effective way, the ener-
getic flows in a dissipative system, with particular emphasis to the notion of quantum work
(as defined in the previous chapter), Alicki’s approach for heat and work, and the classical
notion of work. Hereafter, the Caldirola-Kanai model, will be referred to simply as CK, for
simplicity.
First it is analyzed the Classical analogue of the CK model, in which case the Hamilton
equations of motion are shown to reproduce the Newtonian equation typical of a damped
oscillator. Next, similar equations of motion are derived by submitting the Hamiltonian (5.1)
to the Heisenberg picture. With that, the aforementioned comparison among the various ap-
proaches are conducted. Then, a statistical treatment is considered, where it is verified for
which cases the presently-introduced quantum work reproduces the classical limit. Finally,
it is analyzed some special effects regarding quantum superposition.
5.1 Classical system
The classical Hamiltonian, analogous to the quantum operator is described as
Hcl =
p2
2m0
e−2λt + k0
x2
2
e2λt. (5.2)
From the Hamilton equations [3]
p˙ = − ∂∂x Hcl = −k0xe2λt and x˙ = ∂∂p Hcl = pm0 e−2λt, (5.3)
the equation of motion of a damped oscillator follows:
x¨ =
p˙
m0
e−2λt − 2λ p
m0
e−2λt ⇒ x¨ + 2λx˙ + ωx = 0 (5.4)
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being ω2 = k0m0 the natural frequency of the harmonic oscillator. The system, therefore,
can be regarded as the oscillator depicted in Figures 5.1a or 5.1b, where a drag force
Fd = −2λm0 x˙, with constant drag 2λm0 coefficient, is considered to be acting on the
system, x is the position of the block, and x˙ is its velocity.
(a) Sliding block immersed. (b) Viscous element added to the spring-
block model.
Figure 5.1 – Two forms of represent the system described by the equation of motion (5.4): (a) the drag force
Fd = −2λm0x˙ is applied on the block of mass m0 as it moves immersed on a fluid or (b) the
viscous element, with viscosity coefficient −2λm0, exerts the same drag force.
The solutions are
x(τ) = x0e
−τ
[
cosh (ζτ) +
(
1+
p0
x0m0λ
)
sinh (ζτ)
ζ
]
(5.5)
and
p(τ) = p0e
τ
[
cosh (ζτ)−
(
1+
k0x0
p0λ
)
sinh (ζτ)
ζ
]
, (5.6)
where τ = λt is a dimensionless time, ζ =
√
1− ω2
λ2
, and x0 and p0 are the initial condi-
tions. Notice that the canonical momentum p differs from the mechanical momentum, since
from Eq. (5.3) one has
m0 x˙ = pe
−2λt. (5.7)
Denoting the block velocity as x˙ = v, one finds from Eqs. (5.6) and (5.7)
v(τ) = e−τ
[
p0
m0
cosh (ζτ)−
(
p0
m0
+
k0x0
m0λ
)
sinh (ζτ)
ζ
]
. (5.8)
It follows that the classical kinetic energy can be written as
Kcl(τ) =
m0v
2(τ)
2
=
m0
2
e−2τ
[
p0
m0
cosh (ζτ)−
(
p0
m0
+
k0x0
m0λ
)
sinh (ζτ)
ζ
]2
(5.9)
or, expanding the square,
Kcl(τ) =
1
2m0
e−2τ
[
p20 cosh
2 (ζτ)− 2p0 cosh (ζτ)
(
p0 +
k0x0
λ
)
sinh (ζτ)
ζ
+
+
(
p0 +
k0x0
λ
)2 sinh2 (ζτ)
ζ2
]
.
(5.10)
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Notice that the energy-work theorem fully applies to this effective model, for, given that the
resultant force reads m0 x¨, one has
Wcl(τ − 0) =
∫ x(τ)
x(0)
m0 x¨dx = m0
∫ τ
0
x¨x˙dτ
′
=
m0
2
x˙2(τ
′
)
∣∣∣τ
0
≡ m0v
2(τ
′
)
2
∣∣∣∣∣
τ
0
. (5.11)
It is important to remark that Wcl(τ) corresponds to the work done on the block in the
interval τ. The work done on the spring or the environment are not explicitly encompassed
byWcl, although the work done by these systems on the block is. Throughout the present
chapter, it will be adopted a framework within which the block is taken as the system of
interest, that is, the one of which the energy flow is analyzed. In particular, the classical work
(5.11) will be compared with the results provided by the quantum and Liouvillian formalisms.
The following scaling will prove convenient to make the desirable comparisons among the
models.
5.1.1 Dimensionless scheme
The initial energy E0 of the spring-block system can be written as
E0 ≡ m0ω
2x20
2
+
p20
2m0
. (5.12)
The total energy can be divided into two parcels, which can be written
m0ω
2x20
2
≡ εE0, p
2
0
2m0
≡ (1− ε) E0, (5.13)
with 0 ≤ ε ≤ 1. The parameter ε gives the relative weight of the elastic energy in the total
energy of the system. After some manipulations, Eq. (5.10) can be written as
Kcl(τ) = E0e
−2τ
(
(1− ε) cosh2(ζτ) −
(
2
ω
√
ε− ε2
λζ
+ 2
1− ε
ζ
)
sinh(ζτ) cosh(ζτ)+
+
(
ω2
ε
λ2ζ2
+ 2ω
√
ε− ε2
λζ2
+
1− ε
ζ2
)
sinh2(ζτ)
)
.
(5.14)
In order to have a dimensionless expression, both sides are divided by the initial kinetic
energy Kcl(0) ≡ K0 = p
2
0
2m0
= (1− ε) E0, resulting in
Kcl(τ)
K0
=
e−2τ
1− ε
(
(1− ε) cosh2(ζτ)−
(
2
ω
√
ε− ε2
λζ
+ 2
1− ε
ζ
)
sinh(ζτ) cosh(ζτ)+
+
(
ω2
ε
λ2ζ2
+ 2ω
√
ε− ε2
λζ2
+
1− ε
ζ2
)
sinh2(ζτ)
)
.
(5.15)
Consequently the dimensionless classical work, in an interval t, reads
Wcl(τ)
K0
=
Kcl(τ
′
)
∣∣∣τ
0
K0
. (5.16)
Chapter 5. CASE STUDY: A DISSIPATIVE MODEL 65
Recalling that
ζ =
√
1− ω
2
λ2
, τ = λt =
λ
ω
ωt, (5.17)
it is possible to determine the value of the dimensionless work in a dimensionless interval
ωt, in terms of ε and ωλ . The same scheme is used to write the position as
x(τ)
x0
= e−τ
[
cosh(ζτ) +
(
1
ζ
+
ω
λ
√
1− ε
ζ
√
ε
)
sinh(ζτ)
]
. (5.18)
This scaling is not well defined when ε =
m0ω
2x20
2E0
= 0, since in this case x0 = 0. In such
situation, one can use a different scaling. From Eq. (5.5) one has
x(τ) = e−τ
p0
m0λ
sinh (ζτ)
ζ
, (5.19)
which allows one to write
x(τ)
xm
= e−τ
sinh (ζτ)
ζ
, (5.20)
where xm ≡ p0m0λ emerges as the convenient scale factor.
The time-dependent terms appearing in the kinetic energy (5.15), namely, sinh2 (ζτ),
sinh (ζτ) cosh (ζτ) and cosh2 (ζτ), will be recurrent in the results to be derived later. In
other to further simplify the analysis and compare the results, Eq. (5.15) is rewritten as the
inner product
Kcl(τ)
K0
= e−2ταcl · Γ(t), (5.21)
where
αcl =
1
1− ε


1− ε
−2
ζ
(
ω
√
ε− ε2
λ
+ (1− ε)
)
(
ω2ε
λ2ζ2
+ 2ω
√
ε− ε2
λζ2
+
1− ε
ζ2
)


, Γ(t) =


cosh2(ζτ)
sinh(ζτ) cosh(ζτ)
sinh2(ζτ)

 .
(5.22)
In this form, all the time-dependent terms are written in the compact form of a vector
e−2τΓ(t) and the classical work (5.16) can be written in a simpler form
Wcl(τ)
K0
= αcl ·
(
e−2τΓ(t)− Γ(0)
)
. (5.23)
It is now convenient to analyze two main scenarios: an underdamped regime, for which
ω
λ > 1, and an overdamped one, where
ω
λ < 1. In the former case, ζ
2 = 1− ω2
λ2
< 0.
Therefore,
ζ = i
√
ω2
λ2
− 1 (5.24)
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where i2 = −1 and
αcl =
1
1− ε


1− ε
2i√
ω2
λ2
− 1
(
ω
√
ε− ε2
λ
+ (1− ε)
)
(
ω2
ε
λ2ζ2
+ 2ω
√
ε− ε2
λζ2
+
1− ε
ζ2
)


, (5.25)
Γ(t) =


cos2(
√
ω2 − λ2t)
i sin(
√
ω2 − λ2t) cos(
√
ω2 − λ2t)
− sin2(
√
ω2 − λ2t)

 . (5.26)
Γ(t) has a periodical behavior, although e−2τΓ(t) has not: the oscillation amplitude will
decay at an exponential time rate. This behavior is depicted in Fig. 5.2, where the under-
damped regime is considered with ωλ = 10 and ε = 0.
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Figure 5.2 – Block dimensionless (a) position x(τ)xm and (b) classical work
Wcl
K0
as a function of the dimension-
less time ωt within the time interval [0, 10], for an underdamped regime (ωλ = 10). The block is
initially in the equilibrium position, with no potential energy stored (ε = 0).
Because it has been chosen that the initial energy of the system is purely kinetic (ε = 0,
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an initial condition that will be employed throughout this chapter), one finds that the kinetic
energy decreases, so that Wcl(t) = Kcl(t) − K0 < 0. It can be stated thus that "the
environment is doing work on the system, extracting its internal energy". The average decay,
as expected, assumes an exponential form and some oscillations can be observed. When
the regime considered is overdamped, then ωλ < 1 and ζ has no imaginary part:
ζ =
√
1− ω
2
λ2
. (5.27)
The time dependence is therefore described by
e−2τΓ(t) = e−2τ


cosh2(
√
1− ω
2
λ2
λt)
sinh(
√
1− ω
2
λ2
λt)
sinh2(
√
1− ω
2
λ2
λt)

 . (5.28)
Since
√
1− ω2
λ2
≤ 1 and recalling that τ = λt, then e
√
1−ω2
λ2
2λt ≤ e2τ. As a consequence,
the terms of the hyperbolic functions increases slower than e−2τ decreases. Therefore,
e−2τΓ(t) will decrease exponentially. Such considerations are depicted in Fig. 5.3, where
it is regarded a case in which ωλ = 0.1 and ε = 0. The kinetic energy undergoes an
exponential decay, without oscillations, as expected. The figures 5.2 and 5.3 evidence the
features that are expected for the damped oscillators, showing that the CK classic model
can suitably describe such a system. In what follows, two specializations are considered for
the model.
5.1.2 Purely conservative or dissipative forces
From the CK Hamiltonian, it is immediately seen that, for λ = 0, one has a simple
harmonic oscillator, in which case only a conservative elastic force acts on the block. No
environment influence remains at all. The equation (5.21) then reduces to
Kcl(τ)
K0
= αλ=0cl · Γλ=0(t), (5.29)
where
αλ=0cl =
1
1− ε


1− ε
−2
√
ε− ε2
ε

 , Γλ=0(t) =


cos2(ωt)
sin(ωt) cos(ωt)
− sin2(ωt)

 . (5.30)
The sinusoidal form of the equations reveals the usual scenario: the spring performs work
on the block, initially extracting its kinetic energy and storing it in potential form and then
eventually delivering it back to the block, in a cyclic way. On the other hand, by setting
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Figure 5.3 – Block dimensionless position x(τ)xm and classical work
Wcl
K0
as a function of the dimensionless time
ωt within the time interval [0, 10ωt], for an overdamped regime (ωλ = 0.1). The block is initially in
the equilibrium position, with no potential energy stored (ε = 0).
k0 = 0 one "turns off" the spring, which leads the CK model to emulate a purely dissipative
drag force. In this case,
Kcl(τ)
K0
= e−4τ and
Wcl(τ)
K0
= e−4τ − 1. (5.31)
As expected, one finds that the environment constantly extracts the system energy, which
thus asymptoticly drops to zero.
It should be clear from the above that the CK classical model correctly simulate many
interesting dynamical systems, as for instance a harmonic oscillator, a damped oscillator,
and a continuously decelerated moving body. Next, the quantum counterpart of this model
is investigated.
5.2 Quantum system
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The CK Hamiltonian operator, as described in the introduction of the chapter, reads
H =
P2
2m0
e−2λt + k0
X2
2
e2λt. (5.32)
Within the Heisenberg picture (see Eq. (3.18)), the velocity operator is computed as
VH ≡ X˙H = [XH , HH]
ih¯
=
PH
m0
e−2λt (5.33)
which, in the Schrödinger picture reduces to
V = UVHU †t =
P
m0
e−2λt. (5.34)
The acceleration operator turns out to be
AH ≡ X¨H = [VH, HH]
ih¯
+ U †t
∂V
∂t
Ut
=
[
PH
m0
e−2λt, k0
X2H
2 e
2λt
]
ih¯
+
PH
m0
∂e−2λt
∂t
= −ω2XH − 2λVH
(5.35)
yielding, via Eq. (5.33),
X¨H + 2λX˙H + ω
2XH = 0. (5.36)
The mathematical structure of this result is identical to that of a classical damped oscillator
(see Eq. (5.4)). However, quantum mechanics is not about operators only; it is necessary
to take quantum states into account. In other words, the Eq. (5.36) per se does not reveal
what can be predicted for the system. For one to proceed with the calculation of the quantum
work, it is adopted the Gaussian wave function
〈x|ψ0〉 = Ψ(x, 0) = e
− (x−x0)
2
4∆2x,0 e
ip0x
h¯(
2pi∆2x,0
) 1
4
, (5.37)
where x0 and p0, are to be identified with the classical initial conditions. This state is very
convenient because it allows for (i) analytical computations (as will be seen) and (ii) a
continuous interpolation between the regimes of high and low spatial delocalization (which
is regulated by the uncertainty ∆x,0). In addition, because this is a minimum-uncertainty
state (∆p,0∆x,0 =
h¯
2 ), one may expect, in light of the Ehrenfest theorem, to have a good
agreement between quantum and classical results at short times.
Now, standard techniques of quantum mechanics are employed. Using the CK Hamil-
tonian one can compute, via a method based on Lie algebras [80], the time propagator Ut
and then the time-evolved vector state |ψ(t)〉 = Ut|ψ0〉, where |ψ0〉 =
∫ ∞
−∞〈x|ψ0〉|x〉dx.
From this, the evolved wave function Ψ(x, t) = 〈x|ψ(t)〉 is determined and expectations
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values are computed. The details of this lengthy calculation are given in Appendix A. The
main results are summarized below.
Ψ(x, t) = A(t) exp

−
(
x− e− c02 (x0 − c−p0)
)2
e−c0
(
4∆2x,0 − 2ih¯c−
) + i c−
2h¯
p20 + i
e
c0
2
h¯
p0x− iθ + i c+
2h¯
x2


(5.38)
where
A(t) =
(
1
2pi∆2x,t
) 1
4
, (5.39)
∆2x,t = e
−c0∆2x,0
(
1+
h¯2c2−
4∆4x,0
)
, (5.40)
θ(t) =
1
2
arctan
[
− h¯c−
2∆2x,0
]
. (5.41)
The following expectation values and variances have been determined:
〈X〉q = e
−τ
ζλm0
[(ζ cosh(ζτ) + sinh(ζτ)) λm0x0 + p0 sinh(ζτ)] , (5.42)
〈X2〉q = e−2τ
[
k4 cosh
2(ζτ) + k5 sinh(ζτ) cosh(ζτ) + k6 sinh
2(ζτ)
]
, (5.43)
〈(∆X)2〉q = e−2τ
(
∆2x,0 cosh
2(ζτ) +
2∆2x,0
ζ
sinh(ζτ) cosh(ζτ) +
+
(
∆2x,0
ζ2
+
∆2p,0
m20ζ
2λ2
)
sinh2(ζτ)
)
,
(5.44)
〈P〉q = eτ
(
p20 cosh
2(ζτ) −
(
2
k0x0p0
λζ
+ 2
p20
ζ
)
sinh(ζτ) cosh(ζτ) +
+
(
k20x
2
0
λ2ζ2
+ 2
p0
ζ
k0x0
λζ
+
p20
ζ2
)
sinh2(ζτ)
) 1
2
,
(5.45)
〈P2〉q = e2τ
[
k1 cosh
2(ζτ) − k2 sinh(ζτ) cosh(ζτ) + k3 sinh2(ζτ)
]
, (5.46)
〈(∆P)2〉q = e2τ∆2x,0
k20
λ2
sinh2(ζτ)
ζ2
+
+e2τ
(
h¯2
4∆2x,0
cosh2(ζτ) − 2 h¯
2
4∆2x,0ζ
sinh(ζτ) cosh(ζτ) +
h¯2
4∆2x,0ζ
2
sinh2(ζτ)
)
.
(5.47)
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where
k1 = p
2
0 +
h¯2
4∆2x,0
, (5.48)
k2 = 2
k0x0p0
λζ
+ 2
p20
ζ
+ 2
h¯2
∆2q,0ζ
, (5.49)
k3 =
k20x
2
0
λ2ζ2
+ 2
p0
ζ
k0x0
λζ
+
p20
ζ2
+
∆2x,0k
2
0
λ2ζ2
+
h¯2
4∆2x,0ζ
2
, (5.50)
k4 = x
2
0 + ∆
2
x,0, (5.51)
k5 =
2ζλ2m20x
2
0 + 2ζλm0x0p0
ζ2λ2m20
+
2∆2x,0
ζ
, (5.52)
k6 =
p20 + 2λm0x0p0 + λ
2m20x
2
0
ζ2λ2m20
+
∆2x,0
ζ2
+
h¯2
4m20ζ
2λ2∆2x,0
. (5.53)
The subindex q added to the formulas above is intended to distinguish the quantum results
presented here from the classical-statistical ones derived in section 5.3. Now, the scaling
procedure can be applied to the quantum results.
5.2.1 Scaling the quantum results
As for the classical system, it is defined an initial energy related with the mean values
of position and momentum at t = 0:
E0 ≡ m0ω
2x20
2
+
p20
2m0
(5.54)
and
m0ω
2x20
2
≡ εE0 p
2
0
2m0
≡ (1− ε) E0 (5.55)
with 0 ≤ ε ≤ 1. However, for quantum systems there are quantum fluctuations terms, which
are proposed to be treated as follows:
e0 ≡
m0ω
2∆2x,0
2
+
∆2p,0
2m0
, (5.56)
where
m0ω
2∆2x,0
2
= ε∆e0,
∆2p,0
2m0
= (1− ε∆) e0, (5.57)
where 0 ≤ ε∆ ≤ 1. The new parameters ε∆ and e0 are introduced in analogy with ε and
E0, respectively. While e0 is the amount of energy associated with the quantum fluctuations
(quantum uncertainties), ε∆ gives the weight of the elastic-energy fluctuation in the e0. It is
also convenient to introduce the parameter
ϑ =
e0
E0
, (5.58)
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which measures the relevance of the fluctuation relative to mean energy of the system.
Since h¯2 = ∆p,0∆x,0, it follows from (5.57) that
m0ω
2∆2x,0
2
∆2p,0
2m0
=
h¯2
16
ω2 = ε∆ (1− ε∆) e20 ⇒ e0 =
h¯ω
4
√
ε∆ (1− ε∆)
(5.59)
which yields, via Eq. (5.58),
ϑ =
h¯ω
4E0
√
ε∆ (1− ε∆)
. (5.60)
The uncertainty principle precludes ∆q,0 and ∆p,0 to be simultaneously zero, so that e0 and
ϑ can never be strictly zero. Most importantly, ϑ is found to play a very interesting role here.
Disregarding the limiting case where ∆x,0 → 0 and ∆p,0 → ∞ (or vice-versa), which gives
ε∆ → 0 or 1, for any intermediary ε∆ the magnitude of ϑ will be dominated by h¯ωE0 . This
ratio quantifies the relevance of the quantum of energy relatively to the mean energy. In this
capacity, the relation ϑ = e0E0 ∝
h¯ω
E0
shows that this parameter behaves as a semiclassical
variable, for the fact of it being sufficiently small directly implies that quantum fluctuations
are negligible, which is a signature of the classical limit.
The quantities given in Eqs. (5.42)-(5.47) can then be rewritten considering the scheme
of Eqs. (5.54)-(5.58). After some algebraic manipulations, it is obtained that
〈X〉q
x0
= e−τ
[
cosh(ζτ) +
(
1
ζ
+
ω
λ
√
1− ε
ζ
√
ε
)
sinh(ζτ)
]
, (5.61)
〈X2〉q
x20
= e−2τ
[
cosh(ζτ) +
(
1
ζ
+
ω
λ
√
1− ε
ζ
√
ε
)
sinh(ζτ)
]2
+
+
ε2∆ϑ
2
ε2
e−2τ
[
cosh2(ζτ) +
2
ζ
sinh(ζτ) cosh(ζτ) +
+
1
ζ2
(
1+
ω2
λ2
1− ε∆
ε∆
)
sinh2(ζτ)
]
,
(5.62)
〈(∆X)2〉q
x20
=
ε2∆ϑ
2
ε2
e−2τ
[
cosh2(ζτ) +
2
ζ
sinh(ζτ) cosh(ζτ) +
+
1
ζ2
(
1+
ω2
λ2
1− ε∆
ε∆
)
sinh2(ζτ)
]
,
(5.63)
〈P2〉q
p20
=
ϑe2τ
1− ε
[(
ω2
λ2
ε∆
ζ2
+
1− ε∆
ζ2
)
sinh2(ζτ) + (1− ε∆) cosh2(ζτ) +
−21− ε∆
ζ
sinh(ζτ) cosh(ζτ)
]
+
+
e2τ
1− ε
[
(1− ε) cosh2(ζτ)−
(
2
ω
√
ε− ε2
λζ
+ 2
1− ε
ζ
)
sinh(ζτ) cosh(ζτ)+
+
(
ω2
ε
λ2ζ2
+ 2ω
√
ε− ε2
λζ2
+
1− ε
ζ2
)
sinh2(ζτ)
]
.
(5.64)
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〈P〉q
p0
=
eτ
(1− ε)
(
(1− ε) cosh2(ζτ) −
(
2
ω
√
ε− ε2
λζ
+ 2
1− ε
ζ
)
sinh(ζτ) cosh(ζτ)+
+
(
ω2
ε
λ2ζ2
+ 2ω
√
ε− ε2
λζ2
+
1− ε
ζ2
)
sinh2(ζτ)
) 1
2
,
(5.65)
〈(∆P)2〉q
p20
=
ϑe2τ
1− ε
[(
ω2
λ2
ε∆
ζ2
+
1− ε∆
ζ2
)
sinh2(ζτ) + (1− ε∆) cosh2(ζτ)+
−21− ε∆
ζ
sinh(ζτ) cosh(ζτ)
]
.
(5.66)
Notice that the variances vanish with ϑ, as expected for a classical limit. Before proceeding
with the calculation of the quantum work introduced in this dissertation, in the next subsec-
tion, results are presented for the current notions of work and heat as defined by Alicki.
5.2.2 Alicki’s results for the system block
The definition of work employed for the classical system was considered to be evaluated
regarding the particle of mass m0 only. That is, the spring and the agent that performs drag
force were not regarded as part of the system. Proceeding in the same way here, the only
form of energy that can be stored exclusively in the system (block) is kinetic. Following the
notation given in chapter 3, the system S ′ being regarded here as the block and the system
Hamiltonian Hu assumes the form
Hu ≡ m0
2
V2 (5.67)
where V is the velocity operator, given in the Schrödinger picture according to the prescrip-
tion given by Eq. (5.34). The internal energy is then given by
ES ′ ≡ E = Tr (ρ(t)Hu) ≡ Tr
(
ρ(t)
m0
2
V2
)
=
m0
2
〈V2〉q = Kq(t) = Tr
(
ρ(0)
m0
2
X˙2H(t)
)
.
(5.68)
The velocity operator V can be computed from Eq.(5.34), resulting in
m0
2
V2 =
e−4τ
2m0
P2. (5.69)
Inserting this result in Eq. (5.68) gives
E =
m0
2
〈V2〉q = e
−4τ
2m0
〈P2〉q. (5.70)
Recalling the definition K0 = (1− ε) = p
2
0
2m0
, one can write
〈P2〉q
p20
=
〈P2〉q
2m0
p20
2m0
=
〈P2〉q
2m0
K0
(5.71)
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which implies
m
2 〈V2〉q
K0
= e−4τ
〈P2〉q
p20
. (5.72)
Using Eq. (5.64), one then obtains
m0
2 〈V2〉q
K0
= e−2τ
[(
αcl + ϑβ
)
· Γ(t)
]
(5.73)
where
β =
1
1− ε


1− ε∆
−21− ε∆
ζ
ω2
λ2
ε∆
ζ2
+
1− ε∆
ζ2

 , (5.74)
and αcl and Γ(t) are given in Eq. 5.22, rewritten here for convenience
αcl =
1
1− ε


1− ε
−2
ζ
(
ω
√
ε− ε2
λ
+ (1− ε)
)
(
ω2ε
λ2ζ2
+ 2ω
√
ε− ε2
λζ2
+
1− ε
ζ2
)


, Γ(t) =


cosh2(ζτ)
sinh(ζτ) cosh(ζτ)
sinh2(ζτ)

 .
(5.75)
From Eq. (5.73), it can be seen that as ϑ ≈ 0,
m0
2 〈V2〉q
K0
≈ e−2τ (αcl · Γ(t)) and, from the
classical definition (5.21),
m0
2 〈V2〉q
K0
≈ Kcl(τ)K0 . In other words, the quantum kinetic energy
m0
2 〈V2〉q
K0
approximates the classical one Kcl(τ)K0 , when ϑ becomes sufficiently small, showing
again that the limit ϑ → 0 can consistently be regarded as a classical limit. Now, Alicki’s
work can be written as
Wak (t) =
∫ t
0
W˙a(t′)dt′ (5.76)
W˙ak(t′) = Tr
(
ρ(t
′
)
∂Hu
∂t′
)
≡ Tr

ρ(t′)∂
(
m0
2 V
2(t
′
)
)
∂t′

 . (5.77)
From Eq. (5.69), and recalling that τ = λt,
W˙ak(t
′
) = Tr
[
ρ(t
′
)
∂
∂t′
(
e−4λt
′
2m0
P2
)]
= −4λe
−4λt′
2m0
Tr
[
ρ(t
′
)P2
]
= −4λm0
2
〈V2〉q (5.78)
Dividing both sides by K0, and performing the integral∫ t
0
W˙ak(t′)
K0
dt′ =
Wak (t)
K0
= −4λ
∫ t
0
m0
2 〈V2〉q
K0
dt′, (5.79)
one obtains by use of Eq. (5.73) that
Wak (t)
K0
= e−2τ
[(
αa + ϑβa
)
· Γ(t)
]
−
[(
αa + ϑβa
)
· Γ(0)
]
(5.80)
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where
αa = −a1


ζa6 + a5 + a7
ζ2 − 1 − a5 + a7
2
ζ2 − 1 (ζ (a5 + a7) + a6)
ζa6 + a5 + a7
ζ2 − 1 + a5 − a7

 , βa = −a1


ζa4 + a2 + a3
ζ2 − 1 − a3 + a2
2
ζ2 − 1 (ζ (a2 + a3) + a4)
ζa4 + a2 + a3
ζ2 − 1 + a3 − a2

 ,
(5.81)
with the constants
a1 =
1
1−ε , a2 =
(
ω2
λ2
ε∆
ζ2
+ 1−ε∆
ζ2
)
, a3 = 1− ε∆, a4 = −21−ε∆ζ , a5 = (1− ε) ,
a6 = −
(
2ω
√
ε−ε2
λζ + 2
1−ε
ζ
)
, a7 =
(
ω2 ε
λ2ζ2
+ 2ω
√
ε−ε2
λζ2
+ 1−ε
ζ2
)
.
(5.82)
Heat can be evaluated thus as
Qak(t)
K0
=
E|t0
K0
− Wak(t)
K0
≡
m0
2 〈V2〉q
∣∣t
0
K0
− Wak(t)
K0
. (5.83)
The expression resulting by use of Eqs. (5.80) and (5.73) is not really enlightening and will
be omitted. In any case, heat can be computed from the kinetic energy and work.
In order to discriminate the time evolution of each term and comparing them with the
classical results, Eqs. (5.80), (5.83) and (5.73) will be computed for the set of parameters
ε = 0, ε∆ = 0.5 and ϑ = 0.1 for two distinct cases: the overdamped oscillator (OO), for
which ωλ = 0.1, and the underdamped oscillator (UO), with
ω
λ = 10. The interpretation
associated with these parameters is as follows:
• ε = 0 implies that the initial energy E0 (see Eq. (5.54)) is purely kinetic, since 1− ε =
1 = K0E0 ;
• the energy associated with the fluctuations terms e0 =
m0ω
2∆2x,0
2 +
∆2p,0
2m0
, defined in Eq.
(5.56), is equally distributed in potential and kinetic terms, for ε∆ =
m0ω
2∆2x,0
2e0
= 0.5 =
1− ε∆ =
∆2p,0
2m0
;
• ϑ = e0E0 = 0.1 indicates that the fluctuation in energy is about 10% of the mean energy.
The heat Qak(t)K0 and the work
Wak(t)
K0
as defined in the present section are compared with
the classical work Wcl(t)K0 in Figures 5.4a and 5.4b, for the UO and OO cases, respectively.
It can be seen that the work does not match its classical counterpart. In principle, there
should be some agreement, as ϑ = 0.1 corresponds to a semiclassical regime. One might
suspect that this regime is still "too quantum", so that no classical correspondence could
be supported. To check this thesis, the strictly classical limit ϑ = 0 is considered for the UO
with the same set of parameters. The results are shown in Fig. 5.5.
One sees no substancial coincidence between the classical work and its quantum coun-
terpart, except at very specific instants. Also, as can be seen from the definition of heatQak,
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(a) Underdamped regime: ωλ = 10.
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Figure 5.4 – Heat (blue line) and work (red line) according to Alicki’s approach and the classical result for
work (green line) for (a) the UO and (b) the OO, as a function of the dimensionless time ωt. The
corresponding asymptotic limits (t → ∞) are represented by dashed lines with the same color
code.
even if the state is very localized, there will still be heat flowing from the system. It is not
clear, however, from a classical thermodynamic viewpoint, what is the nature of the heat. In
order to analyze this point, a completely dissipative system is considered, where k0 = 0,
that is, the spring is turned off and the block continuously decelerates under the action of
a drag force. From algebraic manipulations in Eqs. (5.80), (5.73) and (5.83), it is obtained
that
Wak (t)
K0
=
m0
2 〈V2〉q
K0
∣∣∣∣∣
t
0
, (5.84)
m0
2 〈V2(t)〉q
K0
=
ϑ (1− ε∆) e−4τ
1− ε + e
−4τ (5.85)
and Qak (t)
K0
= 0. (5.86)
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Figure 5.5 – Heat (blue line) and work (red line) according to Alicki’s approach with ϑ = 0 and the classical
result for work (green line) for the UO (ωλ = 10) as a function of the dimensionless time ωt. The
corresponding asymptotic limits (t → ∞) are represented by dashed lines with the same color
code.
In words, in the case where there is only dissipative terms, the kinetic energy decays ex-
ponentially and there is no heat flux for any set of parameters ε, ε∆, λ. However, from a
thermodynamical perspective, dissipation is frequently connected with heat flux, or more
generally, thermal effects.
It is also interesting to look at the limiting case where λ = 0. As already shown in the
classical case, the Hamiltonian in Eq. (5.32) reduces to that of a harmonic oscillator. Then
it follows that Wak (t)
K0
= 0 (5.87)
and
Qak (t)
K0
=
m0
2 〈V2〉q
K0
∣∣∣∣∣
t
0
(5.88)
with
m0
2 〈V2〉q
K0
=
(
αλ=0cl + ϑβ
λ=0
)
· Γλ=0(t). (5.89)
where αλ=0cl and Γ
λ=0(t) are rewritten here, from Eq. (5.30), for convenience
αλ=0cl =
1
1− ε


1− ε
−2
√
ε− ε2
ε

 , Γλ=0(t) =


cos2(ωt)
sin(ωt) cos(ωt)
− sin2(ωt)

 (5.90)
and
βλ=0 =
1
1− ε


1− ε∆
0
ε∆

 , (5.91)
As a result, for a harmonic oscillator, the only energy flux is in form of heat, for any set of
parameters. Once again, this does not match with the expected behavior for work and heat
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from a mechanical or thermodynamical perspective, viz. that for an harmonic oscillator, the
spring will perform work on the system (block) and no energy will leak from the system in
any form, including heat.
To sum up, it has been shown that Alicki’s proposal for work and heat fails in producing
results that minimally agree with the classical intuition associated with the mechanics of a
single particle system. In what follows, it is analyzed the definition of work proposed in this
dissertation.
5.2.3 The quantum mechanical work
The quantum work1 Wq(t), introduced in the previous chapter, can be written just as
the difference in the kinetic energy, i.e.,
Wq(t)
K0
=
m0
2 〈V2〉q
K0
∣∣∣∣∣
t
0
(5.92)
which, from the expression (5.73), can be written as
Wq(t)
K0
=
(
αcl + ϑβ
)
·
(
e−2τΓ(t)− Γ(0)
)
(5.93)
where αcl, Γ(t) and β are defined in Eqs. (5.75) and (5.74).
The centroid work Wc and thermal work Wth can be evaluated as follows: since, from
Eq. (5.34), V = e
−2λt
m0
P, then
m0
2 〈V〉2q
K0
=
m0
2
e−4λt
m20
〈P〉2q
p20
2m0
= e−4λt
〈P〉2q
p20
(5.94)
which, from (5.65), gives
m0
2 〈V〉2q
K0
= e−2τ (αcl · Γ(t)) (5.95)
By comparing Eqs. (5.93) and (5.95), one obtains
m0
2 〈(∆V)2〉q
K0
= ϑe−2τ
(
β · Γ(t)
)
(5.96)
From Eqs. (5.95) and (5.96) and the definitions given in the previous chapter, the centroid
Wc(t) and thermal workWth(t) assumes
Wc(t)
K0
= αcl ·
(
e−2τΓ(t)− Γ(0)
)
(5.97)
1 In order to simplify the discussion, it will be called in this way instead of resultant quantum work. In
addition, the super index R was also suppressed. The same considerations were regarded for the centroid
and thermal work.
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and Wth(t)
K0
= ϑβ ·
(
e−2τΓ(t)− Γ(0)
)
. (5.98)
By direct inspection of Eqs. (5.97) and (5.23), it immediately follows that the centroid work
coincides with the classical work. However, the quantum work of the system Wq will not
necessarily follows the same path as Wc, since, it must be added to it the thermal work
terms. On the other hand, as ϑ → 0, then, from Eq.(5.93), (5.97) and (5.98), Wq → Wc
and Wth → 0; in words, as the quantum fluctuations, quantified by the parameter ϑ =
h¯ω
E04
√
ε∆(1−ε∆)
, becomes negligible, then the quantum workWq(t) is equal to the classical.
For an illustration of the behavior of each term mentioned above, the UO and the OO
cases are retaken. The equations are evaluated for the time interval [0, 10ωt], and the re-
sults are presented in Fig. 5.6a and 5.6b, for the underdamped and overdamped oscillators,
respectively.
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(a) Underdamped regime ωλ = 10.
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Figure 5.6 – Centroid work Wc (green line), thermal work Wth (blue line) and quantum work Wq (red line)
according to the proposed approach and the classical result for work (green circles) for the UO
and OO as a function of the dimensionless time ωt. The corresponding asymptotic limits (t → ∞)
are represented by dashed lines with the same color code.
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The centroid workWc (green line) has the same behavior as the classical work, as it is
expected from the analytical expressions. The thermal workWth (blue line) decays slowly
and consists of a small contribution to the quantum work Wq (red line). Most importantly,
it is seen that Wq closely follows the classical work, a desirable behavior since the value
ϑ = 0.1 implies a semiclassical regime.
A direct comparison with Alicki’s results can be done for k0 = 0 in which case the above
formulas give
Wq(t)
K0
= −
(
1+
ϑ (1− ε∆)
1− ε
)(
1− e−4τ
)
, (5.99)
Wc(t)
K0
= −
(
1− e−4τ
)
. (5.100)
Wth(t)
K0
= −ϑ (1− ε∆)
1− ε
(
1− e−4τ
)
, (5.101)
If Wth is to be regarded as a microscopic formulation of heat, then one may say from the
result above that heat will be negative for all times, which is in accordance with the fact that
energy is dissipated from the system. On the other hand, when no dissipation takes place
(λ = 0) one has, from Eq. 5.89
Wq(t)
K0
=
(
αλ=0cl + ϑβ
λ=0
)
·
(
Γλ=0(t)− Γλ=0(0)
)
, (5.102)
Wc(t)
K0
= αλ=0cl ·
(
Γλ=0(t)− Γλ=0(0)
)
(5.103)
and Wth(t)
K0
= ϑβλ=0 ·
(
Γλ=0(t)− Γλ=0(0)
)
, (5.104)
where αλ=0cl , Γ
λ=0(t) and βλ=0 are defined in Eqs. (5.90) and (5.91). As stated above the
approach matches with the classical case if ϑ = 0 and can consider effects of quantum
fluctuations in cases in which ϑ is not negligible.
An interesting question then arises from the above discussion. In the quantum domain
the thermal work emerges from quantum fluctuations (irreducible quantum uncertainties). Is
it possible to find some analogy for this term in classical-statistical mechanics, where fluctu-
ations of a subjective nature (operational uncertainties) take place? This point is addressed
in the next section.
5.3 Classical and quantum fluctuations
In Chapter 2, some forms have been discussed through which statistical elements can
be incorporated to the framework of Classical Mechanics. As discussed in that occasion,
one could conceive, in particular, a Gaussian probability distribution with center at (x∗0 , p
∗
0)
and variances σ2x,0 and σ
2
p,0 describing an ensemble of classical systems submitted to the
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same dynamics, with each element of the ensemble with a particular initial condition. The
probability density for the occurrence of an initial position (x0, p0) in such ensemble is given
by
ρgcl(t, x0, p0) =
1
2piσp,0σx,0
e
− 12
((
x0−x∗0
σx,0
)2
+
(
p0−p∗0
σp,0
)2)
= G [x∗0 , p∗0 , σx,0, σp,0] . (5.105)
As discussed in chapter 2, each element of the ensemble follows a classical trajectory and
averages can be computed in the whole ensemble. In Appendix B, details can be found
for the computation of the mean velocity and the underlying variances in the context of the
classical CK model. Using the classical velocity (5.8),
v(t, p0, x0) = e
−τ
[
p0
m0
cosh (ζτ)−
(
p0
m0
+
k0x0
m0λ
)
sinh (ζτ)
ζ
]
, (5.106)
one obtains the statistical (Liouvillian) quantities:
〈v(t)〉2gcl = e−2τ (α∗ · Γ(t)) (5.107)
and
〈v(t)2〉gcl = e−2τ
[(
α∗ + β∗
)
· Γ(t)
]
, (5.108)
where
α∗ =
1
m20


p∗20
−2
(
p∗20
ζ
+
k0p
∗
0x
∗
0
ζλ
)
(
p∗20
ζ2
+ 2p∗0
k0x
∗
0
λζ2
+
k20x
∗2
0
λ2ζ2
)


, β∗ =
1
m20


σ2p,0
−2
(
σ2p,0
ζ
)
(
σ2p,0
ζ2
+
k20σ
2
x,0
λ2ζ2
)


(5.109)
and Γ(t) is given in Eq. (5.22). Since the goal is to compare the present classical-statistical
results with the quantum ones, the same scaling process and set of parameters are adopted
here, with pertinent notational adaptations:
E∗0 ≡
m0ω
2x∗20
2
+
p∗20
2m0
, (5.110)
m0ω
2x∗20
2
≡ ε∗E∗0 , K∗0 =
p∗20
2m0
≡ (1− ε∗) E∗0 , (5.111)
e∗0 ≡
m0ω
2σ2x,0
2
+
∆2p,0
2m0
, (5.112)
where
m0ω
2σ2x,0
2
= ε∗∆e
∗
0 ,
σ2p,0
2m0
= (1− ε∗∆) e∗0 (5.113)
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with 0 ≤ ε∗, ε∗∆ ≤ 1 and
ϑ∗ =
e∗0
E∗0
. (5.114)
After some tedious algebraic manipulations, it can be shown that
m0
2 〈v2〉gcl
K0
= e−2τ
[(
αgcl + ϑ
∗β
gcl
)
· Γ(t)
]
, (5.115)
m0
2 〈v〉2gcl
K0
= e−2τ
(
αgcl · Γ(t)
)
(5.116)
and
m0
2 〈(σv)2〉gcl
K∗0
= ϑ∗e−2τ
(
β
gcl
· Γ(t)
)
, (5.117)
with
αgcl =
1
1− ε∗


1− ε∗
−2
(
ω
√
ε∗ − ε∗2
λζ
+
1− ε∗
ζ
)
(
ω2
ε∗
λ2ζ2
+ 2ω
√
ε∗ − ε∗2
λζ2
+
1− ε∗
ζ2
)


(5.118)
and
β
gcl
=
1
1− ε∗


1− ε∗∆
−21− ε
∗
∆
ζ(
ω2
λ2
ε∗∆
ζ2
+
1− ε∗∆
ζ2
)

 . (5.119)
The comparison of these results with Eqs. (5.73), (5.95) and (5.96) can be done via the
identifications K∗0 = K0, ε
∗ = ε, ε∗∆ = ε∆. With that, one shows that the expressions de-
duced for
m0
2 〈v2〉gcl
K0
,
m0
2 〈v〉2gcl
K0
and
m0
2 〈(σv)2〉gcl
K0
are identical to that obtained for
m0
2 〈V2〉q
K0
,
m0
2 〈V〉2q
K0
and
m0
2 〈(∆V)2〉q
K0
, respectively. In other words, the classical-statistical formalism with a Gaus-
sian distribution ρgcl perfectly emulates the quantum results for a Gaussian pure density
operator |ψ(t)〉〈ψ(t)|: similar expressions were obtained for the Gaussian quantum state
|ψ(t)〉 and the statistical classical distribution ρgcl . From the work-energy relation (5.11),
one can compute work as
Wgcl(t) =
m0〈v2(t′)〉gcl
2
∣∣∣∣∣
t
0
. (5.120)
Then, making the pertinent identifications K∗0 = K0, ε
∗ = ε and ε∗∆ = ε∆ one finds a full
correspondence between quantum and classical-statistical works:
Wq(t)
K0
=
m0
2 〈V2〉q
K0
∣∣∣∣∣
t
0
⇔ Wgcl(t)
K0
=
m0〈v2(t′ )〉gcl
2
∣∣∣∣t
0
K0
, (5.121)
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with the correspondence applying also for the centroid and thermal parcels,
Wc(t)
K0
⇔
m0
2 〈v〉2gcl
K∗0
∣∣∣∣∣
t
0
(5.122)
and
Wth(t)
K0
⇔
m0
2 〈(σv)2〉2gcl
K∗0
∣∣∣∣∣∣
t
0
. (5.123)
Aiming at further appreciating the connections between the quantum and the classical-
statistical formalism, superposition and mixture states are analyzed next.
5.3.1 Mixed and superposition states
As mentioned in subsection 2.3.2 a mixed probability distribution can be written as
ρmgcl(t, x0, p0) =
1
2
(G [x∗0 , p∗0 , σx,0, σp,0]+ G [−x∗0 ,−p∗0 , σx,0, σp,0]) (5.124)
with centers at ±(x∗0 , p∗0) and uncertainties σx,0 and σp,0. In Appendix B, expressions have
been derived for the mean velocity and its underlying variance in the context of the classical
CK model. From Eqs. (B.21) and (B.22) it follows that
〈v(t)〉2mgcl = 0 (5.125)
and
〈v(t)2〉mgcl = 〈v(t)2〉gcl . (5.126)
In other words, the same mean value for the square velocity is found for both distributions
ρmgcl and ρgcl . Therefore, the expression (5.115) can be used for describing
m0
2 〈v(t)2〉mgcl
K∗0
,
and even more, it can be written in a dimensionless form, as done for the quantum analo-
gous
m0
2 〈V2〉q
K0
. As a result, from Eq.(5.126) and given the correspondence described in Eq.
(5.121), the resultant work
Wmgcl(t)
K0
, related with the mixed Gaussian state, is found to be in
full correspondence with
Wq
K0
, that is
Wmgcl(t)
K0
=
m0〈v2(t′ )〉gcl
2
K0
∣∣∣∣∣∣
t
0
⇔ Wq(t)
K0
=
m0
2 〈V2〉q
K0
∣∣∣∣∣
t
0
. (5.127)
In words, had one considered the dimensionless expression for work, of a quantum Gaus-
sian state, then the same expression would apply for the classical mixed state. However,
the velocity mean value 〈v(t)〉mgcl is null, thus differing from the expressions obtained for
the quantum state ρ(t) and for ρgcl. To better appreciate the quantum-classical connection,
the following density quantum operator is considered:
ρµ(0) =
|ψ0〉〈ψ0|+ |ψ−0 〉〈ψ−0 |+ e−µ
(|ψ−0 〉〈ψ0|+ |ψ0〉〈ψ−0 |)
Nµ
, (5.128)
Chapter 5. CASE STUDY: A DISSIPATIVE MODEL 84
where µ ≥ 0 is a real non-negative parameter and |ψ0〉 is such that
〈x|ψ0〉 ≡ Ψ(x, 0) =
(
1
2pi∆2x,0
) 1
4
exp
[
− (x− x0)2
4∆2x,0
+ i
p0x
h¯
]
, (5.129)
with a symmetrical counterpart
〈x|ψ−0 〉 ≡ Ψ−(x, 0) =
(
1
2pi∆2x,0
) 1
4
exp
[
− (x + x0)2
4∆2x,0
− i p0x
h¯
]
. (5.130)
Nµ is the normalization factor, given, as usual as
Nµ = Tr
[|ψ0〉〈ψ0|+ |ψ−0 〉〈ψ−0 |+ e−µ (|ψ−0 〉〈ψ0|+ |ψ0〉〈ψ−0 |)] ,
= 2

1+ e−
[
µ+
x20
2∆2x,0
+
p204∆
2
x,0
2h¯2
]
 (5.131)
The parameter µ was introduced to allow one to address two important limits:
• When µ → 0, then the initial state is described as
ρ0(0) =
|ψ0〉〈ψ0|+ |ψ−0 〉〈ψ−0 |+ |ψ−0 〉〈ψ0|+ |ψ0〉〈ψ−0 |
N0
=
(|ψ0〉+ |ψ−0 〉) (〈ψ0|+ 〈ψ−0 |)
N0
(5.132)
which is the density matrix operator for a superposition state
|ψ0〉+|ψ−0 〉√
N0
;
• In the limit µ → ∞, then
ρ∞(0) =
|ψ0〉〈ψ0|+ |ψ−0 〉〈ψ−0 |
N∞
, (5.133)
which is the mixture state analogue to ρmgcl .
Therefore, µ is a control parameter that interpolates these extrema.
The calculations related to the time evolution of ρ and relevant expectation values are
presented in Appendix C. Among the results obtained, the ones described by Eqs.(C.36)
and (C.41) are essential for the present discussion:
〈P〉µq = Tr (ρµ(t)P) = 0, (5.134)
〈P2〉µq = Tr
(
ρµ(t)P2
)
= 〈ψ(t)|P2|ψ(t)〉+
−

 p20
h¯2
4∆2x,0
+
x20
4∆2x,0
4

 〈ψ(t)|(∆P)2|ψ(t)〉
1+exp

µ+ 12

 p20
h¯2
4∆2x,0
+
x20
4∆2x,0
4




. (5.135)
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Since 〈ψ(t)|P2|ψ(t)〉 = Tr (ρ(t)P2) = 〈P2〉q, 〈ψ(t)| (∆P)2 |ψ(t)〉 = 〈(∆P)2〉q and
V =
P
m0
e−2λt, (5.136)
then
m0
2
V2 =
P2
2m0
e−4λt (5.137)
and
m0
2
(∆V)2 =
(∆P)2
2m0
e−4λt (5.138)
yielding, from Eq. (5.134),
m0
2
(〈V〉µq )2 = 0. (5.139)
From (5.135), one finds
m0
2
〈V2〉µq = m0
2
〈V2〉q −

 p20
h¯2
4∆2x,0
+
x20
4∆2x,0
4

 m02 〈(∆V)2〉q
1+ exp

µ + 12

 p20
h¯2
4∆2x,0
+
x20
4∆2x,0
4




. (5.140)
Dividing both sides of Eq. (5.140) by K0 =
p20
2m0
and considering the same parameters
defined in subsection 5.2.1, it is obtained
m0
2 〈V2〉
µ
q
K0
=
m0
2 〈V2〉q
K0
− 1
ϑ
(
ε∆ + ε− 2ε∆ε
ε∆ (1− ε∆)
) m02 〈(∆V)2〉q
K0
1+ exp
[
µ + 12ϑ
(
ε∆+ε−2ε∆ε
ε∆(1−ε∆)
)] . (5.141)
With the relation (reproduced here from Eq. (5.60))
ϑ =
h¯ω
E04
√
ε∆ (1− ε∆)
, (5.142)
the following constant can be defined:
ϑ
′
=
[
1
ϑ
(
ε∆ + ε− 2ε∆ε
ε∆ (1− ε∆)
)]−1
= ϑ
ε∆ (1− ε∆)
ε∆ + ε− 2ε∆ε =
h¯ω
4E0
√
ε∆ (1− ε∆)
ε∆ + ε− 2ε∆ε . (5.143)
Eq. (5.141) can then be rewritten as
m0
2 〈V2〉
µ
q
K0
=
m0
2 〈V2〉q
K0
− 1
ϑ′
m0
2 〈(∆V)2〉q
K0
1+ exp
[
µ + 1
2ϑ
′
] . (5.144)
Finally, from Eq. (5.139), one finds
m0
2 〈(∆V)2〉
µ
q
K0
=
m0
2 〈V2〉
µ
q
K0
=
m0
2 〈V2〉q
K0
− 1
ϑ′
m0
2 〈V2〉q
K0
1+ exp
[
µ + 1
2ϑ
′
] . (5.145)
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As for the mixed classical distribution ρmgcl , the mean velocity will be null and, as a
consequence, m02
(〈V〉µq )2 = 0, for any value of µ. In particular, for µ → ∞ it follows that
m0
2 〈(∆V)2〉∞q
K0
=
m0
2 〈V2〉∞q
K0
→
m0
2 〈V2〉q
K0
. (5.146)
Therefore, for the quantum mixed state, ρ∞q , the quantum workW∞q can be written as
W∞q (t)
K0
=
m0
2 〈V2〉∞q
K0
∣∣∣∣∣
t
0
=
m0
2 〈V2〉q
K0
∣∣∣∣∣
t
0
=
Wq(t)
K0
. (5.147)
Moreover, as stated explicitly in Eq. (5.127), the work Wmgcl defined classically for ρmgcl,
has the same dimensionless expression asWq, which, from Eq. (5.147), implies that
Wmgcl(t)
K0
=
m0〈v2(t′ )〉gcl
2
K0
∣∣∣∣∣∣
t
0
⇔ W
∞
q (t)
K0
=
m0
2 〈V2〉∞q
K0
∣∣∣∣∣
t
0
. (5.148)
That is, the dimensionless quantum work for an incoherent mixture of Gaussian states
equals the classical-statistical work. Not only the quantumwork but the centroid and thermal
work have their classical correspondence as
W∞c (t)
K0
=
m0
2
(
〈V〉∞q
)2
K0
∣∣∣∣∣∣∣
t
0
⇔
m0
2 〈v〉2mgcl
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t
0
(5.149)
and
W∞th (t)
K0
=
m0
2 〈(∆V)2〉
µ
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t
0
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m0
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t
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. (5.150)
It is important to remark that, even in cases in which the quantum fluctuations are signifi-
cant (ϑ large) the results (5.148), (5.149), and (5.150) are verified. Interestingly, this is an
example of scenario where, thanks to the absence of quantum coherence (µ → ∞), the
classical-statistical formalism can produce a faithful description of microscopic phenomena.
The differences between quantum and classical descriptions becomes more apparent
when µ → 0. In this case, the state is a coherent superposition and
m0
2 〈(∆V)2〉0q
K0
=
m0
2 〈V2〉0q
K0
=
m0
2 〈V2〉q
K0
− 1
ϑ′
m0
2 〈(∆V)2〉q
K0
1+ exp
[
1
2ϑ
′
] . (5.151)
In general, the forms for the work terms are, from (5.151) and (5.139), written as
W0q (t)
K0
=
Wq(t)
K0
− 1
ϑ′
Wth(t)
K0
1+ exp
[
1
2ϑ
′
] , (5.152)
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W0c (t) = 0 (5.153)
and
W0th(t)
K0
=
Wq(t)
K0
− 1
ϑ
′
Wth(t)
K0
1+ exp
[
1
2ϑ
′
] . (5.154)
Comparing these expressions with Eqs. (5.146), (5.147) and (5.139), it can be explicitly
verified the strong influence of ϑ
′
, connected with the quantum fluctuation terms. Since the
centroid work will be null for both cases, the differences will be verified for the quantum
and thermal work. In order to appreciate the differences implied by quantum coherence, it
is considered in Fig. 5.7 the comparison between the quantum work for an underdamped
oscillator for which ωλ = 10, ε = 0, ε∆ = 0.5 and ϑ = 1. The energy flowing outside the
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Figure 5.7 – Evolution of the quantum (and thermal) work for the Gaussian mixture (black line) and the coher-
ent superposition state (red line), for ωλ = 10, ε = 0, ε∆ = 0.5 and ϑ = 1. The corresponding
asymptotic limits (t → ∞) are represented by dashed lines with the same color code.
system will be greater for the mixture than the superposition, as the environment performs
work on the system. Furthermore, since the centroid work is null for both cases,W0q (t) =
W0th(t) and W∞q (t) = W∞th (t) and the analysis depicted in Fig. 5.7 also represents a
comparison between thermal work, in a mixture and coherent superposition state.
Had one connected thermal work with heat, then it could be inferred that more heat flow
from a mixture system than from a coherent superposition. That is, it would be possible, in
principle, to differentiate both states knowing the heat flow, showing a connection between
thermal mechanisms (heat) with information properties (coherence).
Another analysis can be made by comparing the superposition coherent state with the
purely Gaussian one. First, it is noticed that when the quantum fluctuations terms are neg-
ligible (ϑ ≈ 0) then quantum coherence does not very much influence the quantum works
regarding both states, since
W0q (t)
K0
=
m0
2 〈V2〉0q
K0
∣∣∣∣∣
t
0
≈
m0
2 〈V2〉q
K0
∣∣∣∣∣
t
0
=
Wq(t)
K0
≈ Wc(t)
K0
. (5.155)
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However, the same can not be asserted for the centroid work, since
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t
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t
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Furthermore, the thermal work will also be different for the superposition state in the case
in which ϑ ≈ 0, since
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t
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Wq(t)
K0
. (5.157)
In order to verify the differences between a superposition and a purely Gaussian quantum
states, it is considered in Figs 5.8a and 5.8b the comparison between quantum, thermal
and centroid work for an underdamped oscillator for which ωλ = 10, ε = 0, ε∆ = 0.5 and
ϑ = 1.
The results show that quantum coherence diminishes the loss of energy of the system
(block) to the environment (spring + air) in comparison with the Gaussian state. However, it
is worth noticing that, since W0c (t) = 0 for all t, that is, the centroid work is null, then an
important conceptual difference emerges when comparing the energy loss for a superpo-
sition of Gaussian states with the one for a simple Gaussian state. In the former case, the
energy loss is exclusively thermal, while in the latter it is just minimally thermal. Had one
considered thermal work as heat and centroid work as the classic perspective of thermody-
namical work, then one might conclude that heat is the central form of energy transfer that
takes place when a system is in a symmetric quantum superposition.
It can be concluded, from the results of the present chapter, that for a dissipative sys-
tem, as described by the CK model, the quantum work here introduced is in quite good
agreement with the classical work for Gaussian states. Additionally, work has been com-
puted also via the classical-statistical (Liouvillian) formalism and its adequacy has been
verified for mixture states. In presence of quantum coherence, the essential role of thermal
work has been identified. The commonly used Alicki’s definition of heat and work was put
into test, and it was verified that it differs significantly from the classical work in the strictly
classical regime. In what follows, some concluding remarks are made.
Chapter 5. CASE STUDY: A DISSIPATIVE MODEL 89
0 2 4 6 8 10
−1.5
−1
−0.5
0
ωt
 
 
Wq
K0
W0q
K0
(a) Comparison between the quantum work regarding: a Gaussian state (black line) and a superpo-
sition coherent state (red line).
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(b) Comparison between the centroid work of a Gaussian state (green line), the thermal work re-
garding a Gaussian state (black line), and the thermal work for a superposition coherent state
(red line).
Figure 5.8 – Evolution of the thermal and quantum work for the Gaussian and the coherent superposition
state, for ωλ = 10, ε = 0, ε∆ = 0.5 and ϑ = 1. The corresponding asymptotic limits (t → ∞) are
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6 FINAL REMARKS
The main objective of the present dissertation was to propose and analyze a new quan-
tum mechanical definition of work. To accomplish this task, this work was constructed as
follows.
i A review of the main aspects related with the definition of work and heat within the
scope of Classical Mechanics, Thermodynamics and Statistical Physics was made;
ii The Quantum Mechanics formalism was described and considered as basis for the
definition proposed;
iii The current approaches, regarding the definition of work and heat within the realm of
Quantum Thermodynamics, were reviewed;
iv The main aspects related with Alicki’s definition of heat and work were described and
some criticisms presented;
v The framework for the application of the new definition of work (WRq ) was established
and some general results obtained;
vi The proposed quantum work WRq was separated into centroid and thermal terms; the
role of latter term as heat was discussed;
vii For the Caldirola-Kanai model, Gaussian states were used to compare WRq with both
Alicki’s proposal and the classical work;
viii The results obtained for WRq were found to be in quite good agreement with the clas-
sical and classical-statistical formulas in (semi)classical regime. In quantum regimes,
physical interpretations were proposed;
ix Alicki’s approach was shown not to suitably reproduce the classical limit for the model
under investigation;
x Aspects related with work and heat were discussed for a scenario involving quantum
coherence, in which case classical mimics do not apply.
From a general perspective, the goal of this dissertation has been fully achieved, since
a new notion of quantum mechanical work was (i) formally introduced, (ii) analytically com-
puted in a case study, and (iii) compared with well established approaches showing, in
particular, some conceptual advantages.
With regards to the presently-introduced notion of quantum mechanical work, many
questions are left open for future works. In particular, the following research lines can be
enumerated:
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i Application of the present notion of work in many-particle systems or for the center of
mass of a given part (subsystem) of such systems.
ii Thorough investigation of the thermal work meaning. It is important to clarify what
conceptual connections exist (if any) between thermal work and the thermodynamical
notions of heat, temperature, and entropy.
iii Applications to spin systems, where the mechanical notion of work is subtle.
iv Investigation of the emergence of thermodynamical irreversibility from a microscopic
quantum mechanical substratum.
v Related notions such as thermal equilibrium, time averaging, ensemble averaging,
and information discard, in connection with quantum work and heat, need to be un-
derstood from this fundamental viewpoint.
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A CALDIROLA-KANAI MODEL: SOLUTION AND EXPECTA-
TION MEAN VALUES
The Caldirola-Kanai model was used for testing the definition of work presented at the
this dissertation and in comparison with Alicki’s definition. The results of this analysis are
presented in chapter 5, using expressions described in this appendix. The structure of the
appendix is organized as follows: to begin with, it is deduced the form of a Gaussian state
after a time evolution under a Caldirola-Kanai model; then expressions for mean values of
some observables are evaluated. The present discussion is strongly based on the argu-
ments and deductions made in Ref. [80].
A.1 Time evolution
The Hamiltonian operator
H =
P2
2m
e−2λt +
1
2
e2λtk0X
2, (A.1)
with [X, P] = ih¯, describes the quantum dynamics of the Caldirola-Kanai model. It can also
be written as
H =
P2
2m(t)
+
1
2
k(t)X2 (A.2)
where
m = m0e
2λt k = k0e
2λt. (A.3)
The Hamiltonian does not commute with itself at different times, due to its dependence with
time. Consequently, it is not a simple task to solve Eq. (3.4) directly. However, it has been
shown [80, 81] that for a Hamiltonian of the form
H = ∑
k
ak(t)Jk , (A.4)
where the operator Jk form a closed Lie algebra such that [Ji, Jk] ∝ Jl, the unitary time-
evolution operator Ut can be written as
Ut = exp
(
∑
k
bk(t)Jk
)
(A.5)
or
Ut = ∏
k
exp (ck(t)Jk) . (A.6)
If the operators and associated functions assume
J+ =
1
2h¯ X
2, J− = 12h¯ P
2, J0 =
i
4h¯ (PX + XP) ,
a+ = h¯k(t), a− = h¯m(t) , a0 = 0,
(A.7)
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then the Hamiltonian (A.2) can be written as (A.4). Since the operators J+, J− and J0 form
a closed Lie algebra, then it is possible to obtain the operator Ut in the form (A.6), with
c+(t) = m(t)
u˙(t)
u(t)
, c−(t) = −u(0)2
∫ t
0
dt
′
m(t
′
)u2(t
′
)
h¯
m(t)
, c0 = − ln u
2(t)
u2(0)
, (A.8)
and boundary conditions c+(0) = c−(0) = c0(0) = 0 and
u¨ +
m˙(t)
m(t)
u˙ +
k(t)
m(t)
u = 0, (A.9)
such that u(0) = 1 and u˙(0) = 0.
The time evolved wave function is then given by
Ψ(x, t) = 〈x| exp [ic+(t)J+] exp [c0(t)J0] exp [ic−(t)J−] |ψ0〉, (A.10)
where a Gaussian state |ψ0〉 is employed. Since J+ = 12h¯ X2, then
Ψ(x, t) = exp
[
ic+(t)
x2
2h¯
]
〈x| exp [c0(t)J0] exp [ic−(t)J−] |ψ0〉. (A.11)
It can be shown that
〈x| exp
[
ic0(t)
2h¯
XP
]
|φ〉 = exp
[
c0(t)
2
x∂x
]
〈x|φ〉, (A.12)
for any state |φ〉. Therefore, the wave function can be rewritten as
Ψ(x, t) = exp
[
ic+(t)
x2
2h¯
]
exp
[
c0(t)
4
]
exp
[
c0(t)
2
x∂x
]
〈x| exp [ic−(t)J−] |ψ0〉︸ ︷︷ ︸
Φ(x,t)
(A.13)
where
Φ(x, t) =
∫ ∞
−∞
〈x| exp
[
ic−(t)
2h¯
P2
]
|p〉〈p|ψ0〉dp = 1√
2pih¯
∫ ∞
−∞
exp
[
ic−(t)
2h¯
p2 +
ipx
h¯
]
〈p|ψ0〉dp
(A.14)
Because the initial state has the Gaussian form
Ψ(x) = 〈q|ψ0〉 = e
− (x−x0)
2
4∆2x,0 e
ip0x
h¯(
2pi∆2x,0
) 1
4
(A.15)
its form in the momentum basis reads
〈p|ψ0〉 =
(
2∆2x,0
h¯2pi
) 1
4
exp
[
−
∆2q,0 (p− p0)2
h¯2
− i (p− p0) x0
h¯
]
. (A.16)
The integral in Eq. (A.14) is then performed, resulting in
Φ(x, t) =
(
8∆2x,0pi
−1
16∆4x,0 + 4h¯
2c2−
) 1
4
exp
[
− (x− x0 + c−p0)
2
4∆2x,0 − 2ih¯c−
+
ic−
2h¯
p20 +
i
h¯
p0 (x− x0)− iθ
]
,
(A.17)
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where
θ(t) =
1
2
arctan
[
− h¯c−
2∆2x,0
]
. (A.18)
The following relation was proved in [80]:
exp
[
c0(t)
2
q∂q
]
Φ(q, t) = Φ
(
e
c0(t)
2 q, t
)
. (A.19)
From Eqs. (A.19), (A.13) and (A.17), it follows that
Ψ(x, t) = A(t) exp

−
(
x− e− c02 (x0 − c−p0)
)2
e−c0
(
4∆2x,0 − 2ih¯c−
) + i c−
2h¯
p20 + i
e
c0
2
h¯
p0x− iθ + i c+
2h¯
x2

 ,
(A.20)
where
A(t) =
(
1
pi2∆2x,t
) 1
4
, (A.21)
∆2x,t = e
−c0∆2x,0
(
1+
h¯2c2−
4∆4x,0
)
, (A.22)
θ(t) =
1
2
arctan
[
− h¯c−
2∆2x,0
]
. (A.23)
A.1.1 General case
The use of the above results demands the determination of the coefficients c+, c− and
c0. Then, inserting the expressions
m = m0e
2λt k = k0e
2λt (A.24)
in Eq. (A.9), results
u¨ + 2λu˙ +
k0
m0
u = u¨ + 2λu˙ + ω2u. (A.25)
The solution of this differential equation is
u(t) = u0e
−τ
[
cosh (ζτ) +
(
1+
u
′
0
λu0
)
sinh (ζτ)
ζ
]
. (A.26)
where τ = λt and ζ =
√
1− ω2
λ2
. Considering the boundary conditions u(0) = 1 and
u˙(0) = 0, Eq. (A.26) is rewritten as
u(τ) = e−τ
[
cosh (ζτ) +
sinh (ζτ)
ζ
]
. (A.27)
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Hence, the coefficients are given by
c+(t) = m(t)
u˙(t)
u(t)
= −k0
λ
e2τ
ζ coth(ζτ) + 1
, (A.28)
c−(t) = −u(0)2
∫ t
0
dt
′
m(t′)u2(t′)
h¯
m(t)
= − 1
λm0
1
ζ coth(ζτ) + 1
, (A.29)
c0 = ln
u2(t)
u2(0)
= 2 ln

 eτ
cosh(ζτ) + sinh(ζτ)ζ

 . (A.30)
With the wave function determined and the time dependent coefficients established, the
expectation values can be computed.
A.2 Mean values
The probability distribution can then be written as
|Ψ(x, t)|2 = A(t)2 exp
[
− 1
2∆2x,t
(
x− e− c02 (x0 − c−p0)
)2]
. (A.31)
For the mean position one has
〈X〉 =
∫ ∞
−∞
Ψ∗(x, t)xΨ(x, t)dx =
∫ ∞
−∞
x |Ψ(x, t)|2 dx (A.32)
which yields
〈X〉 = e− c02 (x0 − c−p0) . (A.33)
Similarly,
〈X2〉 =
∫ ∞
−∞
x2 |Ψ(x, t)|2 dx = ∆2x,t + e−c0 (x0 − c−p0)2 . (A.34)
Therefore, the position variance is given by
〈(∆X)2〉 = 〈X2〉 − 〈X〉2 = ∆2x,t. (A.35)
The mean value of momentum is calculated from
〈P〉 = −ih¯
∫ ∞
−∞
Ψ∗(x, t)
∂
∂x
Ψ(x, t)dx, (A.36)
resulting in
〈P〉 = e− c02 [(ec0 − c+c−) p0 + c+x0] . (A.37)
Proceeding in a similar way, one finds
〈P2〉 = −h¯2 ∫ ∞−∞ Ψ∗(x, t) ∂2∂x2 Ψ(x, t)dx
= e
−c0 h¯2
4∆2x,0
(ec0 − c+c−)2 + e−c0∆2x,0c2++
+e−c0 ((ec0 − c+c−) p0 + c+x0)2 .
(A.38)
APPENDIX A. CALDIROLA-KANAI MODEL: SOLUTION AND EXPECTATION MEAN VALUES 102
Finally, one obtains
〈(∆P)2〉 = 〈P2〉 − 〈P〉2 = e
−c0 h¯2
4∆2x,0
(ec0 − c+c−)2 + e−c0∆2x,0c2+. (A.39)
Next, the associated functions c+, c−, and c0 are inserted in order to furnish the explicit
time-dependence for the above results.
A.2.1 Explicit expressions
After some (lengthy) algebraic manipulations of Eqs. (A.32)-(A.39) using the time de-
pendent functions described at Eqs. (A.28)-(A.30), the following expressions are obtained:
• Mean position
〈X〉 = e
−τ
ζλm0
[(ζ cosh(ζτ) + sinh(ζτ)) λm0x0 + p0 sinh(ζτ)] ; (A.40)
• Mean square position
〈X2〉 = e−2τ
[
k4 cosh
2(ζτ) + k5 sinh(ζτ) cosh(ζτ) + k6 sinh
2(ζτ)
]
, (A.41)
where
k4 = x
2
0 + ∆
2
x,0, (A.42)
k5 =
2ζλ2m20x
2
0 + 2ζλm0x0p0
ζ2λ2m20
+
2∆2x,0
ζ
, (A.43)
k6 =
p20 + 2λm0x0p0 + λ
2m20x
2
0
ζ2λ2m20
+
∆2x,0
ζ2
+
h¯2
4m20ζ
2λ2∆2x,0
; (A.44)
• Position variance:
〈X2〉 − 〈X〉2 = e−2τ
(
∆2x,0 cosh
2(ζτ) +
2∆2x,0
ζ sinh(ζτ) cosh(ζτ) +
+
(
∆2x,0
ζ2
+
∆2p,0
m20ζ
2λ2
)
sinh2(ζτ)
)
;
(A.45)
• Mean momentum:
〈P〉 = eτ
(
p20 cosh
2(ζτ) −
(
2
k0x0p0
λζ + 2
p20
ζ
)
sinh(ζτ) cosh(ζτ) +
+
(
k20x
2
0
λ2ζ2
+ 2
p0
ζ
k0x0
λζ +
p20
ζ2
)
sinh2(ζτ)
) 1
2
;
(A.46)
• Mean square momentum:
〈P2〉 = e2τ
[
k1 cosh
2(ζτ) − k2 sinh(ζτ) cosh(ζτ) + k3 sinh2(ζτ)
]
, (A.47)
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where
k1 = p
2
0 +
h¯2
4∆2x,0
, (A.48)
k2 = 2
k0x0p0
λζ
+ 2
p20
ζ
+ 2
h¯2
∆2q,0ζ
, (A.49)
k3 =
k20x
2
0
λ2ζ2
+ 2
p0
ζ
k0x0
λζ
+
p20
ζ2
+
∆2x,0k
2
0
λ2ζ2
+
h¯2
4∆2x,0ζ
2
; (A.50)
• Momentum variance:
〈(∆P)2〉 = e2τ∆2x,0 k
2
0
λ2
sinh2(ζτ)
ζ2
+
+e2τ
(
h¯2
4∆2x,0
cosh2(ζτ) − 2 h¯2
4∆2x,0ζ
sinh(ζτ) cosh(ζτ) + h¯
2
4∆2x,0ζ
2 sinh
2(ζτ)
)
.
(A.51)
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B CLASSICAL STATISTICAL ANALYSIS
The velocity field associated with the classical Caldirola-Kanai model has the form
v(t, p0, x0) = e
−τ
[
p0
m0
cosh (ζτ)−
(
p0
m0
+
k0x0
m0λ
)
sinh (ζτ)
ζ
]
, (B.1)
as stated in section 5.1. From this expression, it follows that
v2(t, p0, x0) =
1
m20
e−2τ
[
p20 cosh
2 (ζτ)− 2
(
p20
ζ
+
k0x0p0
ζλ
)
sinh (ζτ) cosh (ζτ) +
+
(
p20
ζ2
+ 2p0
k0x0
λζ2
+
k20x
2
0
λ2ζ2
)
sinh2 (ζτ)
]
,
(B.2)
where x0 e p0 are the initial conditions. Regarding the normalized Gaussian classical distri-
bution,
ρgcl(t, x0, p0) =
1
2piσp,0σx,0
e
− 12
((
x0−x∗0
σx,0
)2
+
(
p0−p∗0
σp,0
)2)
≡ G [x∗0 , p∗0 , σx,0, σp,0] , (B.3)
the mean values related with the initial conditions are (see subsection 2.3.2)
〈p0〉gcl =
∫ ∞
−∞
∫ ∞
−∞
ρgcl(t, x0, p0)p0dx0dp0 = p
∗
0 , (B.4)
〈p20〉gcl =
∫ ∞
−∞
∫ ∞
−∞
ρgcl(t, x0, p0)p
2
0dx0dp0 = p
∗2
0 + σ
2
p,0, (B.5)
〈x0〉gcl =
∫ ∞
−∞
∫ ∞
−∞
ρgcl(t, x0, p0)x0dx0dp0 = x
∗
0 , (B.6)
〈x20〉gcl =
∫ ∞
−∞
∫ ∞
−∞
ρgcl(t, x0, p0)x
2
0dx0dp0 = x
∗2
0 + σ
2
x,0, (B.7)
〈x0p0〉gcl = 〈p0x0〉gcl =
∫ ∞
−∞
∫ ∞
−∞
ρgcl(t, x0, p0)x0p0dx0dp0 = x
∗
0 p
∗
0 . (B.8)
For a generic function f (x0, p0, t) one has
〈 f (t)〉gcl =
∫ ∞
−∞
∫ ∞
−∞
ρgcl(x0, p0, 0) f (x0, p0, t)dx0dp0. (B.9)
Therefore,
〈v(t)〉gcl =
∫ ∞
−∞
∫ ∞
−∞ ρgcl(x0, p0, 0)v(x0, p0, t)dx0dp0
= e−τ
[
〈p0〉gcl
m0
cosh (ζτ)−
(
〈p0〉gcl
m0
+
k0〈x0〉gcl
m0λ
)
sinh (ζτ)
ζ
]
= e−τ
[
p∗0
m0
cosh (ζτ)−
(
p∗0
m0
+
k0x
∗
0
m0λ
)
sinh (ζτ)
ζ
] (B.10)
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and
〈v(t)〉2gcl =
1
m20
e−2τ
[
p∗20 cosh
2 (ζτ)− 2
(
p∗20
ζ
+
k0p
∗
0x
∗
0
ζλ
)
sinh (ζτ) cosh (ζτ) +
+
(
p∗20
ζ2
+ 2p∗0
k0x
∗
0
λζ2
+
k20x
∗2
0
λ2ζ2
)
sinh2 (ζτ)
]
.
(B.11)
Similarly, one shows that
〈v(t)2〉gcl = 1
m20
e−2τ
[
p∗20 cosh
2 (ζτ)− 2
(
p∗20
ζ
+
k0p
∗
0x
∗
0
ζλ
)
sinh (ζτ) cosh (ζτ) +
+
(
p∗20
ζ2
+ 2p∗0
k0x
∗
0
λζ2
+
k20x
∗2
0
λ2ζ2
)
sinh2 (ζτ)
]
+
1
m20
e−2τ
[
σ2p,0 cosh
2 (ζτ) +
−2
(
σ2p,0
ζ
)
sinh (ζτ) cosh (ζτ) +
(
σ2p,0
ζ2
+
k20σ
2
x,0
λ2ζ2
)
sinh2 (ζτ)
]
.
(B.12)
B.1 Mixed state
The classical-statistical counterpart of a quantum mixed state reads
ρmgcl(t, x0, p0) =
1
2
(G [x∗0 , p∗0 , σx,0, σp,0]+ G [−x∗0 ,−p∗0 , σx,0, σp,0]) (B.13)
such that∫ ∞
−∞
∫ ∞
−∞
ρmgcl(t, x0, p0)dx0dp0 = 1, (B.14)
〈p0〉mgcl =
∫ ∞
−∞
∫ ∞
−∞
ρmgcl(t, x0, p0)p0dx0dp0 = 0, (B.15)
〈p20〉mgcl =
∫ ∞
−∞
∫ ∞
−∞
ρmgcl(t, x0, p0)p
2
0dx0dp0 = p
∗2
0 + σ
2
p,0, (B.16)
〈x0〉mgcl =
∫ ∞
−∞
∫ ∞
−∞
ρmgcl(t, x0, p0)x0dx0dp0 = 0, (B.17)
〈x20〉mgcl =
∫ ∞
−∞
∫ ∞
−∞
ρmgcl(t, x0, p0)x
2
0dx0dp0 = x
∗2
0 + σ
2
x,0, (B.18)
〈x0p0〉mgcl = 〈p0x0〉mgcl =
∫ ∞
−∞
∫ ∞
−∞
ρmgcl(t, x0, p0)x0p0dx0dp0 = x
∗
0 p
∗
0 . (B.19)
It follows that
〈v(t)〉mgcl =
∫ ∞
−∞
∫ ∞
−∞
ρmgcl(x0, p0, 0)v(x0, p0, t)dx0dp0
= e−τ
[
〈p0〉mgcl
m0
cosh (ζτ)−
(
〈p0〉mgcl
m0
+
k0〈x0〉mgcl
m0λ
)
sinh (ζτ)
ζ
]
= 0
(B.20)
and
〈v(t)〉2mgcl = 0. (B.21)
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Since v2(t) depends only on terms like x20, p
2
0, and x0p0, and the mean values of these
terms are the same as the ones given by the pure Gaussian case above, then
〈v(t)2〉mgcl = 〈v(t)2〉gcl = 1
m20
e−2τ
[
p∗20 cosh
2 (ζτ) +
−2
(
p∗20
ζ
+
k0p
∗
0x
∗
0
ζλ
)
sinh (ζτ) cosh (ζτ) +
+
(
p∗20
ζ2
+ 2p∗0
k0x
∗
0
λζ2
+
k20x
∗2
0
λ2ζ2
)
sinh2 (ζτ)
]
+
+
1
m20
e−2τ
[
σ2p,0 cosh
2 (ζτ) +
−2
(
σ2p,0
ζ
)
sinh (ζτ) cosh (ζτ) +
(
σ2p,0
ζ2
+
k20σ
2
x,0
λ2ζ2
)
sinh2 (ζτ)
]
.
(B.22)
107
C QUANTUM MIXED STATES ANALYSIS
The quantum state considered in subsection 5.3.1 is described by the density operator
ρµ(0) =
|ψ0〉〈ψ0|+ |ψ−0 〉〈ψ−0 |+ e−µ
(|ψ−0 〉〈ψ0|+ |ψ0〉〈ψ−0 |)
Nµ
, (C.1)
where
〈x|ψ0〉 ≡ Ψ(x, 0) =
(
1
2pi∆2x,0
) 1
4
exp
[
− (x− x0)2
4∆2x,0
+ i
p0x
h¯
]
, (C.2)
〈x|ψ−0 〉 ≡ Ψ−(x, 0) =
(
1
2pi∆2x,0
) 1
4
exp
[
− (x + x0)2
4∆2x,0
− i p0x
h¯
]
, (C.3)
and Nµ is the normalization factor, given by
Nµ = Tr
[|ψ0〉〈ψ0|+ |ψ−0 〉〈ψ−0 |+ e−µ (|ψ−0 〉〈ψ0|+ |ψ0〉〈ψ−0 |)] . (C.4)
The evolved Gaussian state, evaluated in Appendix A, is given by
〈x|ψ(t)〉 = A exp

−
(
x− e− c02 (x0 − c−p0)
)2
e−c0
(
4∆2x,0 − 2ih¯c−
) + i c−
2h¯
p20 + i
e
c0
2
h¯
p0x− iθ + i c+
2h¯
x2

 ,
(C.5)
where
A ≡ A(t) =
(
1
2pi∆2x,t
) 1
4
, (C.6)
∆2x,t = e
−c0∆2x,0
(
1+
h¯2c2−
4∆4x,0
)
, (C.7)
θ(t) =
1
2
arctan
[
− h¯c−
2∆2x,0
]
. (C.8)
The expression (C.3) reduces to (C.2), via the replacements x0 → −x0 p0 → −p0. Fur-
thermore, the derivation of the solution (C.5) does not make any restriction to the signs of
x0 and p0. Therefore, the evolution of state 〈x|ψ−0 〉 can be obtained from Equation (C.5) via
x0 → −x0 p0 → −p0, which yields
〈x|ψ−(t)〉 = A exp

−
(
x + e−
c0
2 (x0 − c−p0)
)2
e−c0
(
4∆2x,0 − 2ih¯c−
) + i c−
2h¯
p20 − i
e
c0
2
h¯
p0x− iθ + i c+
2h¯
x2

 .
(C.9)
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Therefore, the state (C.1) evolves as
ρµ(t) = Ut
|ψ0〉〈ψ0|+|ψ−0 〉〈ψ−0 |+e−µ
(|ψ−0 〉〈ψ0|+|ψ0〉〈ψ−0 |)
Nµ
U †t
=
|ψ(t)〉〈ψ(t)|+|ψ−(t)〉〈ψ−(t)|+e−µ(|ψ−(t)〉〈ψ(t)|+|ψ(t)〉〈ψ−(t)|)
Nµ
.
(C.10)
It is important to remark that Nµ does not evolve in time.
The objective here is to compute the expectation values of the operators X, P, X2, and
P2 for any time t. To this end, some general properties are firstly considered. Given two
state vectors |α〉 and |β〉, and an observable A, it follows that
Tr [|α〉〈β|A] =
∫ ∞
−∞
〈x|α〉〈β|A|x〉dx = 〈β|A
(∫ ∞
−∞
|x〉〈x|dx
)
|α〉 = 〈β|A|α〉. (C.11)
Since A is hermitian, then
〈β|A|α〉 = 〈α|A†|β〉∗ = 〈α|A|β〉∗. (C.12)
For an observable acting on the state space of |ψ(t)〉 and |ψ−(t)〉, it follows that,
Tr (ρµ(t)A) =
1
Nµ
Tr [|ψ(t)〉〈ψ(t)| + |ψ−(t)〉〈ψ−(t)|+
+e−µ (|ψ−(t)〉〈ψ(t)| + |ψ(t)〉〈ψ−(t)|) A]
=
1
Nµ
[〈ψ(t)|A|ψ(t)〉 + 〈ψ−(t)|A|ψ−(t)〉+
+e−µ (〈ψ(t)|A|ψ−(t)〉 + 〈ψ−(t)|A|ψ(t)〉)]
=
1
Nµ
[〈ψ(t)|A|ψ(t)〉 + 〈ψ−(t)|A|ψ−(t)〉+
+e−µ
(〈ψ−(t)|A|ψ(t)〉∗ + 〈ψ−(t)|A|ψ(t)〉)] .
(C.13)
Therefore, from the expressions of 〈ψ−(t)|A|ψ(t)〉, 〈ψ(t)|A|ψ(t)〉, and 〈ψ−(t)|A|ψ−(t)〉,
one finds
〈A〉µq ≡ Tr (ρµ(t)A) . (C.14)
In order to obtain the expressions for 〈X〉µq , 〈X2〉µq , 〈P〉µq and 〈P2〉µq , some remarks are in
order:
• The derivation of 〈ψ(t)|A|ψ(t)〉, with A = X, X2, P, P2, is summarized in Appendix
A;
• The expressions for the symmetrically reversed Gaussian 〈ψ−(t)|A|ψ−(t)〉, with
A = X, X2, P, P2, can be obtained considering the same as for |ψ(t)〉, however,
taking x0 → −x0 p0 → −p0;
• The terms 〈ψ−(t)|A|ψ(t)〉 and 〈ψ(t)|A|ψ−(t)〉, with A = X, X2, P, P2, can be ob-
tained considering Equation (C.12) and following the relations
〈ψ−(t)|X|ψ(t)〉 =
∫ ∞
−∞
〈x|ψ(t)〉〈ψ−(t)|x〉xdx, (C.15)
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〈ψ−(t)|X2|ψ(t)〉 =
∫ ∞
−∞
〈x|ψ(t)〉〈ψ−(t)|x〉x2dx, (C.16)
〈ψ−(t)|P|ψ(t)〉 = Tr (P|ψ(t)〉〈ψ−(t)|) =
∫ ∞
−∞
〈q|P|ψ(t)〉〈ψ−(t)|x〉dx
= −ih¯
∫ ∞
−∞
(
∂
∂x
〈x|ψ(t)〉
)
〈ψ−(t)|x〉dx,
(C.17)
and
〈ψ−(t)|P2|ψ(t)〉 = (−ih¯)2
∫ ∞
−∞
(
∂2
∂x2
〈x|ψ(t)〉
)
〈ψ−(t)|x〉dx. (C.18)
The resulting expressions will be summarized next.
C.1 Normalization factor
Since
〈ψ−(t)|ψ−(t)〉 = 〈ψ(t)|ψ(t)〉 = 1 (C.19)
and
〈ψ(t)|ψ−(t)〉 = 〈ψ−(t)|ψ(t)〉 =
∫ ∞
−∞
Ψ−(x, t)Ψ(x, t)dx = exp−
[
x20
2∆2x,0
+ 2
p20∆
2
x,0
h¯2
]
(C.20)
then
Nµ = Tr
[|ψ0〉〈ψ0|+ |ψ−0 〉〈ψ−0 |+ e−µ (|ψ−0 〉〈ψ0|+ |ψ0〉〈ψ−0 |)]
= Tr [|ψ(t)〉〈ψ(t)| + |ψ−(t)〉〈ψ−(t)| + e−µ (|ψ−(t)〉〈ψ(t)| + |ψ(t)〉〈ψ−(t)|)]
= 2

1+ e−
[
µ+
x20
2∆2x,0
+
p204∆
2
x,0
2h¯2
]
 .
(C.21)
C.2 Mean position
Given that
〈ψ(t)|X|ψ(t)〉 = e− c0(t)2 (x0 − c−p0) , (C.22)
〈ψ−(t)|X|ψ−(t)〉 = −e− c0(t)2 (x0− c−p0) , (C.23)
〈ψ−(t)|X|ψ(t)〉 =
i exp
[
− c02 −
x20
2∆2x,0
− p
2
04∆
2
x,0
2h¯2
] (
16p0∆
4
x,0 + 4c−x0h¯
2
)
32∆4x,0h¯
2
, (C.24)
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and
〈ψ(t)|X|ψ−(t)〉 = −
i exp
[
− c02 −
x20
2∆2x,0
− p
2
04∆
2
x,0
2h¯2
] (
16p0∆
4
x,0 + 4c−x0h¯
2
)
32∆4x,0h¯
2
, (C.25)
then
〈X〉µq = Tr (ρµ(t)X) = 0. (C.26)
C.3 Mean square position
From
〈ψ(t)|X2|ψ(t)〉 = ∆2x,t + e−c0(t) (x0 − c−p0)2 , (C.27)
〈ψ−(t)|X2|ψ−(t)〉 = ∆2x,t + e−c0(t) (x0 − c−p0)2 , (C.28)
〈ψ−(t)|X2|ψ(t)〉 = exp
[
−2 x
2
0
4∆2x,0
− 2 p
2
04∆
2
x,0
4h¯2
]∆2x,t − e−c0
(
2
c−h¯x0
4∆2x,0
+
p04∆
2
x,0
2h¯
)2 ,
(C.29)
and
〈ψ(t)|X2|ψ−(t)〉 = exp
[
−2 x
2
0
4∆2x,0
− 2 p
2
04∆
2
x,0
4h¯2
]∆2x,t − e−c0
(
c−
x0
∆x,0
h¯
2∆x,0
+
p0
h¯
2∆x,0
∆x,0
)2
(C.30)
it follows that
〈X2〉µq = Tr
(
ρµ(t)X2
)
= ∆2x,t+
+
e−c0(t)

(x0 − c−p0)2 − exp [−µ− 2 x204∆2x,0 − 2 p204∆2x,04h¯2
](
c− x0∆x,0
h¯
2∆x,0
+
p0
h¯
2∆x,0
∆x,0
)2
2
(
1+ exp−
[
µ + 2
x20
4∆2x,0
+ 2
p204∆
2
x,0
4h¯2
])
(C.31)
C.4 Mean momentum
Considering
〈ψ(t)|P|ψ(t)〉 = e− c0(t)2
[(
ec0(t) − c+(t)c−
)
p0 + c+(t)x0
]
, (C.32)
〈ψ−(t)|P|ψ−(t)〉 = −e− c0(t)2
[(
ec0(t) − c+(t)c−
)
p0 + c+(t)x0
]
, (C.33)
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〈ψ−(t)|P|ψ(t)〉 = i exp
[
− c0
2
− 2x
2
0
4∆2x,0
− 2p
2
04∆
2
x,0
4h¯2
]
, (C.34)
and
〈ψ(t)|P|ψ−(t)〉 = −i exp
[
− c0
2
− 2x
2
0
4∆2x,0
−
2p20∆
2
q,0
4h¯2
]
, (C.35)
it follows that
〈P〉µq = Tr (ρµ(t)P) = 0. (C.36)
C.5 Mean square momentum
From
〈ψ(t)|P2|ψ(t)〉 = e
−c0(t)h¯2
4∆2x,0
(
ec0(t) − c+(t)c−(t)
)2
+
e−c0(t)4∆2x,0c
2
+(t)
4
+
+e−c0(t)
((
ec0(t) − c+(t)c−
)
p0 + c+(t)x0
)2
,
(C.37)
〈ψ−(t)|P2|ψ−(t)〉 = e
−c0(t)h¯2
4∆2x,0
(
ec0(t) − c+(t)c−(t)
)2
+
e−c0(t)4∆2x,0c
2
+(t)
4
+
+e−c0(t)
((
ec0(t) − c+(t)c−
)
p0 + c+(t)x0
)2
,
(C.38)
〈ψ−(t)|P2|ψ(t)〉 = exp
[
−c0 − 2 x
2
0
4∆2x,0
− 2 p
2
04∆
2
x,0
4h¯2
] [
h¯2
4∆2x,0
(ec0 − c+c−)2 +
4∆2x,0c
2
+
4
+
−
(
(ec0 − c+c−) h¯
2∆x,0
x0
∆x,0
− c+ p0h¯
2∆x,0
∆x,0
)2 ,
(C.39)
and
〈ψ(t)|P2|ψ−(t)〉 = exp
[
−c0 − 2 x
2
0
4∆2x,0
− 2 p
2
04∆
2
x,0
4h¯2
] [
h¯2
4∆2x,0
(ec0 − c+c−)2 + 4∆
2
x,0c
2
+
4 +
−
(
(ec0 − c+c−) h¯2∆x,0
x0
4∆x,0
2
− c+ p0h¯
2∆x,0
∆x,0
)2 ,
(C.40)
one shows, after some algebraic manipulation regarding Eqs. (A.38) and (A.39), that
〈P2〉µq = Tr
(
ρµ(t)P2
)
= 〈ψ(t)|P2|ψ(t)〉 −

 p20
h¯2
4∆2x,0
+
x20
4∆2x,0
4

 〈ψ(t)|∆P2|ψ(t)〉
1+ exp

µ + 12

 p20
h¯2
4∆2x,0
+
x20
4∆2x,0
4




.
(C.41)
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C.6 Summarizing the results
The expectation values obtained for the state (C.1), are summarized as
〈X〉µq = Tr (ρµ(t)X) = 0, (C.42)
〈P〉µq = Tr (ρµ(t)P) = 0, (C.43)
〈X2〉µq = Tr
(
ρµ(t)X2
)
= ∆2x,t+
+
e−c0(t)

(x0 − c−p0)2 − exp [−µ− 2 x204∆2x,0 − 2 p
2
04∆
2
x,0
4h¯2
](
c− x0∆x,0
h¯
2∆x,0
+
p0
h¯
2∆x,0
∆x,0
)2
2
(
1+ exp−
[
µ + 2
x20
4∆2x,0
+ 2
p204∆
2
x,0
4h¯2
])
(C.44)
and
〈P2〉µq = Tr
(
ρµ(t)P2
)
= 〈ψ(t)|P2|ψ(t)〉 −

 p20
h¯2
4∆2x,0
+
x20
∆2x,0

 〈ψ(t)|∆P2|ψ(t)〉
1+ exp

µ + 12

 p20
h¯2
4∆2x,0
+
x20
∆2x,0




.
(C.45)
