Abstract-One of the main targets of data analytics is unstructured data, which primarily involves textual data. Highperformance processing of textual data is non-trivial. We present the HPTA library for high-performance text analytics. The library helps programmers to map textual data to a dense numeric representation, which can be handled more efficiently. HPTA encapsulates three performance optimizations: (i) efficient memory management for textual data, (ii) parallel computation on associative data structures that map text to values and (iii) optimization of the type of associative data structure depending on the program context. We demonstrate that HPTA outperforms popular frameworks for text analytics such as scikit-learn.
I. INTRODUCTION
Text analytics are an important class of data analytics, differentiated from analytics in general by extracting information from textual data. While exact data is hard to obtain, it is claimed that 80% of all big data is unstructured, hence textual in nature [1] .
Analyzing data at high speed is immensely important given that data volumes are consistently growing. The dominant approach to scaling up analytics capabilities consists of using increasing numbers of servers. Single-thread performance, i.e., the time it takes an individual server to process its part of the work, is generally neglected [2] . This approach is not scalable in the long term due to operational costs of the high number of components involved and the diminishing returns that result from scaling out. In contrast, improving the singlethread performance of analytics can reduce operational costs even in the face of growing data volumes.
The data analytics literature generally pays little attention to single-thread performance. There is a good motivation for this: single-thread code is typically written by data analysts and it is not desirable to require high-performance computing expertise from data analysts. In contrast, performance-critical code is encapsulated in libraries and frameworks, although the performance of these is under scrutiny [2] - [6] . However, to the best of our knowledge, there exist no frameworks, nor good practice, for manipulating textual data at high speed for general algorithms. The goal of this work is to fill this gap in the literature and provide guidelines for achieving highperformance text analytics. Moreover, we present HPTA, a library that implements these guidelines in a reusable way. This paper presents three guidelines towards highperformance text analytics: Memory management: text analytics will deal with a large number of text fragments. These fragments are often short, e.g., words in a natural language. Traditional memory management, involving independent allocation of each fragment, is not scalable due to the performance overhead of fine-grain dynamic memory management and the resulting fragmentation. Nonetheless, popular systems such as Hadoop [7] and Spark [8] follow this approach. We investigate techniques to circumvent this problem and experimentally characterize their effectiveness. Parallelism and associative data structures: associative data structures track the computed values for each text fragment. It is well known that the choice of associative data structure, e.g., hash table versus map, affects performance. Data analytics frameworks have settled on lists of key-value pairs as the main associative data structure [7] , [9] . Few would argue that this is optimal in single-threaded applications, yet it seems to work well for parallel execution, in particular for data partitioning and reduction. In contrast, frameworks that use more complex data structures are restricted to single-threaded execution [10] , [11] . We argue that parallel execution is possible using any associative container and we present methods for partitioning and reduction. Experimental validation shows that the use of appropriate data structures outperforms the list-based representation. Moving data is faster: We demonstrate that different phases in text analytics applications utilize the data structures in different ways. As such, phases require different data structures, which leads to the counter-intuitive result that moving the data to different data structures during the computation reduces execution time, even though data volumes are large. Note however that we re-organize data within a node.
The remainder of this paper is organized as follows. Section II discusses related work on text analytics and relevant high-performance computing techniques. Section III describes the computation of term frequency-inverse document frequency (TF-IDF) as a guiding example. Section IV presents our performance optimization guidelines and their implementation in the HPTA library. Section IV-C shows the experimental evaluation of the guidelines. Section VII concludes the paper.
II. RELATED WORK
Research into high-performance text analytics often involves approximate algorithms and acceleration using Graphics Processing Units (GPUs).
The Term Frequency-Inverse Corpus Frequency (TF-ICF) algorithm [14] approximates the IDF scores using document relevance metrics that are pre-calculated over a reference corpus. The assumption is that the document frequencies are constant for a large enough corpus. TF-ICF scores can be calculated in a single pass, as opposed for two passes for TF-IDF. While this paper demonstrates our techniques on the TF-IDF algorithm, they are equally applicable to TF-ICF.
Erra et al [15] present a GPU implementation of an approximate streaming version of TF-IDF. The TF-IDF metric is approximated by counting occurrences of a pre-set number of terms only in order to meet the memory limitations of GPUs. Our approach in contrast produces exact counts.
Zhang et al [16] , [17] study document clustering on clusters of computers equipped with GPUs. They pre-compute TF-ICF scores [14] . on the CPU and accelerate a flock clustering algorithm on the GPU. They demonstrate a 10x speedup when using 16 high-end NVIDIA GPUs compared to executing on a single desktop.
Szaszy et al accelerate document stream clustering where they assume that a stream of documents needs to be continuously clustered [18] . They use sparse matrix-vector multiply (SpMV) techniques to compute the similarity between the TF-IDF of a document and the reference clusters. The SpMV calculation is performed on the GPU. They do not study the issue of text parsing and assume that a document is converted to TF-IDF form prior to entering their system. Each of the above works investigate acceleration of the numerical aspect of document clustering algorithms. Numerical computations are however well understood. In contrast, this work focuses on the text processing aspect of text analytics.
An important component of this work is concerned with parallel operation on associative data structures. Several works have investigated scalable parallel data structures. The Standard Template Adaptive Parallel Library (STAPL) [19] , [20] distributes data structures across a cluster by partitioning the key space. Accesses to data structures are transparently forwarded to the appropriate machine. The Parallel Standard Template Library (PSTL) [21] is a similar, older project. The parallel-STL approach has limited scalability in comparison to this work as it aims to parallelize individual operations on associative data structures. This work, in contrast, is concerned only with parallel iteration.
PDQCollections [22] processes associative data structures in a map-reduce-like model. The authors consider functions on the data such that the data may be split (e.g., by key range), operated on independently and then merged as in a reduction operation. PDQCollections is more akin to the approach taken in this work due to the reduction of associative data sets. An important distinction is that our approach is not specific nor limited to map-reduce programs.
III. TEXT ANALYTICS: TF-IDF CASE STUDY
To simplify the exposition, we will study term frequencyinverse document frequency (TF-IDF) [23] as a guiding example of text analytics. While the TF-IDF operation is simple enough to understand in detail, it exposes important reoccurring properties of text analytics operations.
TF-IDF assigns a weight to each term-document combination. The weights reflect the importance of the term within Table I. the document and across the set of documents. Fig. 1 shows a pseudo-code for TF-IDF. This code uses a number of associative containers that store information on each encountered term. These operations are described in Table I . Firstly, the code uses an associative container per input file to store the term frequency within that document. I.e., the container associates every term (key) to its frequency of occurrence (value). Secondly, a single associative container is used to calculate the document frequency across the collection. This container stores two integer values for each term encountered in each of the documents: the number of documents where the term occurs (document frequency) and a unique sequence number that is determined only when all files have been read. The latter number is important for sorting the output data alphabetically.
The algorithm has three distinct phases. In the first phase (term count phase), all documents are read and the perdocument term frequency is determined. Moreover, all terms from all documents are added to the document frequency container and the document frequency is updated. The containers are mostly updated during the term count phase. The access pattern consists thus of random accesses.
The second phase of the algorithm assigns a unique ID to 
Operation
Description insert (c, k, v) insert value v for key k in collection c modify (c, k, f, v) modify collection c to store value v 0 for key k as
lookup what value is stored for key k in collection c iterate-seq (c, k, v) retrieve the next stored key-value pair iterate-par (c, k, v) as iterate-seq(k, v) but can be used as iterator in a parallel for-loop merge(c l , cr, f, g) merge collection cr into c l by storing the value
sort all entries of collection c by key sort-by-value(c) sort all entries of collection c by value each term. This is helpful to build the TF-IDF matrix, i.e., to index it by numeric ID rather than by string. Assigning IDs is however also critical in order to produce an alphabetically sorted output. The third phase computes the TF-IDF scores and stores them in a matrix. Although the pseudo-code depicts a dense matrix, a sparse matrix is used as non-stop-words typically occur in only a fraction of the documents. The matrix is built up by rows, where rows can be easily constructed in parallel. Each row corresponds to a document and is constructed by iterating over all elements of the corresponding per-document term frequency container. Each term in this container is looked up in the term frequency container to obtain the corresponding document frequency.
IV. OPTIMIZATION OF TEXT ANALYTICS
We have identified optimization opportunities that are applicable to text analytics operations in general, and to TF/IDF specifically. We will experimentally demonstrate their impact in Section IV-C.
A. Memory Management
Text analytics operate on a large collection of text fragments. A common goal is to map these text fragments into a numeric multi-dimensional space [23] , but until that mapping is achieved, text analytics operations process individual text fragments. The text fragments can be created and represented in multiple ways:
Text fragments are individually allocated as they are read in or discovered. Memory allocators typically round allocated memory sizes up to frequently occurring sizes. This will incur significant internal fragmentation as text fragments have highly varying lengths. Alternatively, systems using garbage collection will incur significant garbage collection overheads when all text fragments are separately allocated. The garbage collector must analyze these objects upon each collection pass, adding to the overhead of garbage collection [28] . However, it can be expected that large groups of text fragments have equal life-times in text analytics applications.
The input files are retained integrally. A fast solution results when reading in input files integrally into working 
n/a n/a memory [26] , e.g., using mmap on UNIX-based systems. This avoids separate memory allocations for each fragment in the input. However, it will result in large memory overhead and bad memory locality. In particular, when terms repeat many times in the same document, each repetition of the word will be held in memory while a bag-of-words model requires that only one copy of each word is stored. This is the case, e.g., in the TF-IDF example. More importantly, retaining full input files requires that sufficient main memory is available.
Region-based memory allocators aim to maximize performance by eradicating internal fragmentation and by efficiently de-allocating a large number of items in bulk [28] - [30] . Region-based memory allocation is effective when individually allocated items go out of scope at the same time, implying that their memory can be reclaimed at the same time. Region-based memory management is more sophisticated than retaining all input files in memory, but results in similar performance benefits.
Region-based memory management is generally provided using application-specific code [29] , [30] . Language support has been proposed [31] , [32] but is not widely available. As such, we have selected a library implementation.
B. Reference Associative Containers
A myriad associative containers have been proposed in the literature, each making distinct trade-offs in the time complexity of various operations, in average-case vs. worst-case time complexity, in memory efficiency, in raw performance, etc. The goal of this work is not to identify the best possible container for text analytics or for TF-IDF. Rather, we aim (i) to demonstrate that text analytics are sensitive to the properties of the containers, (ii) identify the opportunity for moving data from one container type to another during an algorithm and (iii) to set out guidelines how to select container types.
We consider four different classes of associative containers: lists of key-value pairs, lists of key-value pairs sorted by key, hash tables and hash maps. These are different enough to warrant their study. Table II shows the average-case time complexity of the common operations for these 4 data structures. 
Time complexity is a good predictor of execution time given that analytics typically concerns large data sets. For sorted lists of key-value pairs we assume that value lookup uses a binary search algorithm [33] . The time complexity of the hash table is based on the unordered map described in the C++ standard [24] , while the map is based on the C++ map, which always stores its elements in sorted order. Table II shows that a hash table provides best time complexity on a range of operations. However, it is not possible to sort the contents of a hash table. In order to do that, it is necessary to move the data to a different container, either a list of key-value pairs or a map. However, once the data has been moved over, all operations have higher time complexity. It is now more expensive to access the data. Hence, a careful trade-off is necessary to decide on conversions.
For completeness, we show the time complexity of conversion in Table III , and of merge operations in Table IV.
C. Container Selection
As indicated above, containers must be selected with care, but when done right, there is opportunity for switching containers. In this Section we outline our methodology to select containers. Referring back to the TF-IDF algorithm (Figure 1) , we observe that each container is used in different ways throughout the algorithm. The per-document term catalogs are used in line 15 only with the modify operation. At lines 9 and 29, the catalogs are traversed sequentially, either in a merge operation or using iterate-seq during the construction of the TF-IDF matrix. The modify operation is clearly most efficient on a hash table (Table II) . Iteration over all elements has O(1) time complexity for lists and the hash table. Detailed measurement has shown however that iteration through an array-based list is more efficient than through a hash table. As such, we consider that there is opportunity to change the container type for the term catalogs prior to line 15 .
Similarly, we analyze the usage of the document frequency container. This container is updated using merge at line 15.
The merge operation is most efficient when the left-hand-side argument (doc_freq) is a hash table (Table IV) . In fact, the hash table is the only data structure where the time complexity of merge is independent of the size of doc_freq. At line 21, however, the document frequency container must be sorted by key, which is impossible with a hash table. A change in container is thus necessary due to the functionality. At line 23, the document frequency container is traversed, preferably in parallel. This is most efficient with a list-based data structure. The subsequent modification is, however, O(1) in all cases as modify can be performed through a pointer into the container. Finally, at line 31, a lookup of the document frequency is performed, which is again more efficient with a hash table. We have thus identified four code regions accessing the document frequency container. Each code region has a distinct preference for the container type, which can be distinct from that of the preceding code region.
Note that data structure conversions are a non-obvious choice when working with potentially large data sets. In fact, the leading data analytics platforms have designed their parallel execution exclusively around lists: Hadoop [7] operates exclusively on key-value lists while Spark [8] is organized around resilient distributed data sets (RDDs), which, like our key-value lists, are essentially arrays.
D. Parallelization
Parallelism occurs naturally in data analytics due to the possibility to traverse data sets in parallel. While it is clear that an array-based list can be traversed in parallel, so too can any iterable collection. In the worst case, parallel traversal may require additional computation in order to get each parallel thread started. Concretely, for data structures providing a C++ random access iterator, such as arrays, we divide the iteration range among the threads. Each thread can jump directly to the appropriate position due to the random access nature of the iterator. For data structures that provide a C++ input iterator, we can divide the iteration range similarly on the basis of the number of elements to iterate over. However, finding the appropriate starting point requires repeated increments of the iterator to traverse from the beginning of the collection to the desired point. This can be done, e.g., using std::advance() in C++, which is a linear-time operation for input iterators.
Apart from traversing data sets in parallel, we also need to construct associative data structures in parallel. One approach is to use concurrent or parallel data structures where multiple threads can insert or modify elements [20] , [21] . This approach potentially has limited scalability due to the need to synchronize threads when accessing the shared data structure. The approach chosen in this work is to construct private data structures within each thread and to merge these data structures in pairs as threads complete. We demonstrate that this approach results in a high degree of scalability.
If we apply the above obersvations to TF-IDF, we observe that all of the loops in Fig. 1 can be executed in parallel. Some loops are trivial to parallelize, while others require more work. For instance, the loop at Line 8 can be parallelized by dividing the document in large chunks, split at a word boundary [26] . Distinct associative containers are computed for each chunk. These are reduced in pairs using a tree reduction at the end of the loop. Moreover, the loop at Line 23 can be parallelized using a prefix sum [27] .
V. HPTA LIBRARY
The key component of HPTA is a word bank, a data structure that implements region-based memory allocation of strings. The word bank consists of a list of large chunks of memory that are allocated using the system-supplied memory allocator. Words that are added to the word bank are allocated at the end of the last chunk using bump-pointer allocation [25] . When all memory in the last chunk has been used, or the next string is too long to fit in the chunk, a new chunk is appended to the list. The chunk size can be tuned by the programmer. In general, using larger chunk sizes results in less system overhead.
HPTA furthermore couples each associative data structure with a word bank. As such, the associative data structure and its word bank are created and destroyed together. The main advantage of this approach is that it is safe to store pointers to strings in the associative data structure where the pointers point into the word bank.
HPTA furthermore implements auxiliary data structures such as sparse and dense vectors and matrices and methods for reading and writing the WEKA file format [11] .
VI. EXPERIMENTAL EVALUATION
We analyze the proposed optimizations for text analytics experimentally on a quad-socket 2.6GHz Intel Xeon E7-4860 v2, totaling 48 threads. The operating system is CentOS 6.5 with the Intel C compiler version 14.0.1. We have implemented HPTA in C++ and parallelized key operations with Cilk [36] , using Intel Cilkplus. Reported results are averaged over 10 executions. We use 4 public data sets with varying sizes in the evaluation (Table V) . The "artificial" data set has few documents. As such, its execution time is dominated by word frequency computation.
We assume that documents are encoded in the UTF-8 format [37] with unique representations for all strings. I.e., a choice is made between "á" and the diacritic "a' " to represent the accented character a. Under this assumption lexicographic ordering of UTF-8 strings can be determined by comparing character by character without decoding the content. The evaluation below focuses on the TF-IDF algorithm for words. We have also evaluated the effectiveness of the optimizations when calculating TF-IDF for 3-grams. The results are qualitatively the same. As such we present results only for single-word terms (1-grams).
A. Memory Management
The memory management policy has an important impact on the performance of text analytics. Fig. 2 shows parallel speedup using the system memory allocator, region-based memory management and retaining all input files in-memory. All associative data structures are hash tables in this experiment. Note that parallel speedups range from 4× to 24× and correlate strongly to the data set size.
The system allocator has the lowest performance across the board. The performance of per-word memory allocation could be improved on by using NUMA-aware memory allocators [38] , However, NUMA-awareness is not the only issue. Analyzing the single-thread execution time demonstrates that per-word memory allocation also incurs overhead due to extra work performed.
Phoenix [26] , [35] retains all input files in-memory. This avoids memory allocation as each word can point directly to the input file buffer. This technique is fastest for the smaller input sets. However, it has poor parallel scalability due to increased working set size (Fig. 2) . We consider only the region-based allocator in the remainder of this paper.
B. Exploration of Container Types
We first analyze performance assuming only one data structure is used throughout the computation. Fig. 3 shows the single-threaded execution time normalized to using a hash table. We omit the execution times for the sorting stage as this is marginal or not applicable in the case of the hash table.
Using key-value lists throughout the computation performs up to 20x slower than hash tables for the NSF Abstracts data set. This is interesting to note as the key-value list abstraction is fundamental to the operation of Hadoop [7] and lies at the heart of Spark's RDDs [8] .
The main performance bottleneck in our list-based implementation is the merge operation, which has time complexity O(m + n) to merge collections of n and m elements. Note that merge is called once per document and that the size of the target container is continuously growing throughout execution. Assume for the sake of argument that d documents contain m unique words each, then the time complexity of merge is O(d 2 m). A Hadoop-like sorting solution could perform better with a time complexity of O(dm log dm), assuming a list of dm words is first constructed by concatenation and subsequently sorted.
C. Unsorted Output
We will first consider the case where the corpus need not be sorted alphabetically. In this case, the sorting step can be omitted and document frequencies can be stored in Fig. 5 . Execution times. Format: sort+iterate+lookup, where sort is the container used to sort words, iterate is the container type iterated during term catalog and lookup is the container type used for document frequency lookup. The remaining operations are performed on hash tables. a hash table throughout the algorithm. We have however observed that execution time can be reduced by converting the term frequency container to a sorted list. Term frequencies are stored in a hash table during construction (Lines 8-9, Fig. 1 ) and converted to a list prior to Line 13. Fig. 4 shows performance when using a hash table, a key-value list or a map for the merge and iterate-seq operations. Converting the data to key-value list is worthwhile as it is much faster to iterate through a list vs. a hash table. Overall execution time is reduced by up to 19% for the "Various" data set. The "Artificial" data set is slowed down marginally (< 1%) as the conversion takes time and does not lead to significant gains due to the low number of documents.
D. Sorted Output
Sorting the output alphabetically is best achieved by converting of document frequencies to a sorted container which, in practical terms, implies a sorted key-value list (results with a map are invariably worse). The TF-IDF phase performs lookups on the document frequencies. These can be performed either using binary search on the list, or on a hash table provided the data is converted back to a hash table. Fig. 5 shows these options. The first bar corresponds to using only hash tables. The second bar corresponds to converting term frequencies to a list, the best case for unsorted output. The third bar shows execution time performing lookups using binary search on a sorted key-value list. This is unacceptably slow. The fourth bar shows that converting the document frequencies back to a hash table for fast lookup results in performance competitive with that of the unsorted case, and often out-performs the solution with only hash tables. Yet, the output is alphabetically sorted.
E. Parallel Scalability
Using lists rather than hash tables has additional advantages for parallel execution as it is easier and more efficient to parallelize accesses to (array-based) lists. The best version with unsorted output achieves higher speedup than the hash table-only version (Fig. 6 ). This furthermore depends on the data set: data sets with few files observe less benefit from converting the term frequencies to lists. The best algorithm for sorted output can achieve better speedup than the hash table-only version when the number of files is large. It performs poorly on the Gutenberg data set as the number of unique words is very large, which implies more time is spent sorting the corpus.
F. Comparison Against Single-Node Systems
We compare HPTA against Phoenix++ [35] and SciKitLearn [10] , two state-of-the-art single-node systems.
Phoenix++ [35] is a shared memory runtime system for map-reduce workloads. We have implemented TF-IDF in Phoenix++ with one map/reduce round. Each map task processes one document and produces a list of (term, frequency, document-id) tripples. The reduce tasks merge tripples into a list of (document-id, TF-IDF) pairs per term. The map task uses a hash table internally as a performance optimization. Note that there is no parallel processing of large files. This could be addressed by splitting the work over multiple map/reduce pipelines, which precludes usage of hash table within a map task and does not bring substantial added parallelism for the data sets with a large number of files.
Phoenix++ achieves limited scalability in comparison to HPTA (Fig. 7, Table VI) . The "Artificial" workload is a special case as the map phase handles each document in a sequential manner. As such, speedup is limited to 5. The performance of Phoenix++ is limited due to sub-optimal handling of the three optimization opportunities identified in this paper: (i) Phoenix++ uses memory mapping of input files and keeps the full files in memory throughout the execution. We have shown this is sub-optimal to region-based memory allocation. (ii) Phoenix++ limits the choices of data structures. While we have made the optimal choice for a hash table within the map task, the code is otherwise restricted to use specific intermediate containers and specific access patterns. In contrast, HPTA supports freely structured programs whereby the programmer can manipulate the resulting word-frequency map without restrictions. (iii) In order to associate wordfrequency pairs with their document, Phoenix++ requires that each pair is annotated individually. In contrast, HPTA allows to associate an entire hash table to its document, which is significantly more space-efficient.
The final comparison is against SciKit-Learn, a popular single-threaded machine learning library [12] . We compare against SciKit-Learn rather than Gensim [13] because of its use of the fast NumPy library. Our setup uses Python 2.7.5, SciKit-Learn 0.17.1 and NumPy 1.7.1. HPTA is one order of magnitude faster than SciKit-Learn (Table VI) . Analysis of the source code shows that SciKit-Learn is prone to the limitations addressed by HPTA. It does not switch data structures throughout the computation. Moreover, as Python is a managed language using garbage collection, memory management is hard to control.
VII. CONCLUSION
Text analytics are an important type of data analytics. We address the unexplored issue of manipulating text fragments at high speed, which is orthogonal to achieving speed-up by scaling-out analytics processing. The goal of this work is to formulate guidelines for optimizing text analytics and to demonstrate that they can be implemented in a reusable library. We have identified three performance optimizations: (i) region-based memory management, (ii) selection of associative data structures and (iii) transferring between associative data structures throughout the computation. We note that these optimizations are not implemented in leading data analytics platforms such as Hadoop and Spark. Our experimental evaluation however shows significant performance improvements, up to 5× for region-based memory management, up to 20× for data structure optimization and up to 19% for changing data structures during the computation.
The techniques presented in this paper significantly boost the performance of leading data analytics frameworks, which will reduce hardware requirements and improve time-tosolution and energy-efficiency.
