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В данной работе получены условия относительной компактности семей-
ства мер локально квадратично интегрируемых мартингалов со значе-
ниями в гильбертовом пространстве, а также некоторые условия плот-
ности семейства распределений в банаховом пространстве.
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Введение
Пусть (Ω,ℱ , 𝑃 ) – полное вероятностное пространство и (E,ℬ(E)) – сепара-
бельное банахово пространство с 𝜎-алгеброй борелевских множеств (относительно
сильной топологии, порожденной нормой ‖ · ‖). Через H обозначим действитель-
ное сепарабельное гильбертово пространство. Далее будем предполагать, что все
вероятностные меры определены на (E,ℬ(E)) (или (H,ℬ(H)).
Напомним (см. [1], [2]), что семейство вероятностных мер называется отно-
сительно компактным, если любая последовательность мер из этого семейства
содержит подпоследовательность, слабо сходящуюся к некоторой вероятностной
мере (хотя может и не принадлежащей исходному семейству).
Проверка относительной компактности не совсем простое дело, поэтому напом-
ним еще одно определение. Семейство мер 𝒫 = {𝑃𝛼;𝛼 ∈ 𝒰} называется плотным,
если для каждого 𝜀 > 0 существует компакт 𝐾 ⊆ E такой, что
sup
𝛼∈𝒰
𝑃𝛼(Er𝐾) ≤ 𝜀.
Напомним также теорему Прохорова о том, что семейство мер на полном сепа-
рабельном метрическом пространстве (в частности на сепарабельном банаховом
пространстве) относительно компактно тогда и только тогда, когда оно является
плотным [1].
1. Обозначения
Будем предполагать, что на (Ω,ℱ , 𝑃 ) выделено семейство 𝐹 = (ℱ𝑡)𝑡≥0 𝜎-алгебр,
удовлетворяющих стандартным условиям, т.е. ℱ𝑠 ⊆ ℱ𝑡 ⊆ ℱ , 𝑠 ≤ 𝑡, ℱ𝑡 =
⋂︀
𝑠>𝑡 ℱ𝑠 и
ℱ0 пополнена Р-нулевыми множествами из ℱ .
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Через (𝐷(𝐸),𝒟) будем обозначать измеримое пространство непрерывных спра-
ва и имеющих пределы слева E-значных функций с топологией Скорохода. Запись
𝑋 = (𝑋𝑡,ℱ𝑡;E) используется для обозначения F-согласованного случайного про-
цесса (𝑋𝑡)𝑡≥0 с траекториями из пространства 𝐷(𝐸). Для некоторых множеств
случайных процессов 𝑋 = (𝑋𝑡,ℱ𝑡;H), 𝑋0 = 0 введем следующие обозначения:
ℳ(E) – равномерно интегрируемые мартингалы, т.е. такие процессы 𝑋, что
семейство величин {‖𝑋𝑡‖ : 𝑡 ∈ R+} равномерно интегрируемо и 𝐸(𝑋𝑡|ℱ𝑠) = 𝑋𝑠
при 𝑠 ≤ 𝑡 ( ∫︀
𝐴
𝑋𝑡𝑑𝑃 =
∫︀
𝐴
𝑋𝑠𝑑𝑃 для любого 𝐴 ∈ ℱ𝑠 );
ℳ2(E) ≡ {𝑋 ∈ ℳ(E) : sup𝑡𝐸‖𝑋𝑡‖2 < ∞} – квадратично интегрируемые мар-
тингалы;
𝒱(E) – процессы ограниченной вариации, т.е. 𝑃 -п.н.∫︁ ∞
0
‖𝑑𝑋𝑠‖ ≡ sup
𝑛
{
𝑛∑︁
𝑖=1
‖𝑋𝑡𝑖 −𝑋𝑡𝑖−1‖ : 0 = 𝑡0 < 𝑡1 < ... < 𝑡𝑛} <∞;
𝒜(E) ≡ {𝑋 ∈ 𝒱(H) : 𝐸 ∫︀∞
0
‖𝑑𝑋𝑠‖ <∞} – процессы интегрируемой вариации;
𝒱+(R) – множество неубывающих (по 𝑡) процессов 𝑋 таких, что 𝑋𝑡 < ∞ (𝑃 -
п.н.), 𝑡 > 0;
𝒜+(R) ≡ {𝑋 ∈ 𝒱+(R) : 𝐸𝑋∞ <∞}, где 𝑋∞ ≡ lim𝑡→∞𝑋𝑡.
Если 𝒦(E) – некоторый класс случайных процессов, то через 𝒦𝑙𝑜𝑐(E) будем обо-
значать множество процессов 𝑋 = (𝑋𝑡,ℱ ;E), для каждого из которых существу-
ет (локализующая) неубывающая последовательность моментов остановки 𝜏𝑛 ↑ ∞
(𝑃 -п.н.) таких, что остановленный процесс 𝑋𝜏𝑛 = (𝑋𝑡∧𝜏𝑛 ,ℱ𝑡;E) ∈ 𝒦(E) для любого
𝑛 ≥ 1.
Пусть 𝑀 ∈ ℳ2𝑙𝑜𝑐(H), тогда через < 𝑀 > будем обозначать действительный
предсказуемый возрастающий процесс такой, что ‖𝑀‖2− < 𝑀 > – локальный мар-
тингал, т.е. < 𝑀 > – компенсатор ‖𝑀‖2. Определим также набор предсказуемых
действительных процессов локально интегрируемой вариации (< 𝑚𝑖,𝑚𝑗 >)𝑖,𝑗≥1
таких, что 𝑚𝑖𝑚𝑗− < 𝑚𝑖,𝑚𝑗 > – локальный мартингал, где 𝑚𝑖 = (𝑒𝑖,𝑀), {𝑒𝑖} – ор-
тонормированный базис в H.
2. Основные результаты
Теорема 1. Пусть 𝜉𝑛, 𝑛 ≥ 1 – последовательность случайных величин со значе-
ниями в сепарабельном банаховом пространстве E и выполнены следующие усло-
вия:
a) для любого 𝜂 > 0 существует такое 𝑎 > 0, что sup𝑛 𝑃{‖𝜉𝑛‖ > 𝑎} < 𝜂,
в) для любых 𝜂 > 0, 𝛿 > 0 существует такое конечномерное подпространство
G ⊂ E, что sup𝑛 𝑃{inf(‖𝜉𝑛 − 𝑔‖ : 𝑔 ∈ G) > 𝛿} < 𝜂.
Тогда семейство распределений ℒ(𝜉𝑛) случайных величин 𝜉𝑛, 𝑛 ≥ 1 плотно в
(E,ℬ(E)).
Теорема 2. Пусть 𝑀𝑛 ∈ℳ2𝑙𝑜𝑐(H), 𝑛 ≥ 1 и для всякого 𝑡 > 0
< 𝑀𝑛 >𝑡
𝑃−→ 𝑓(𝑡), (1)
< 𝑚𝑛𝑖 >𝑡
𝑃−→ 𝑓𝑖(𝑡), 𝑖 ≥ 1, (2)
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где 𝑓(𝑡), 𝑓𝑖(𝑡), 𝑖 ≥ 1 – действительные непрерывные детерминированные неотри-
цательные функции такие, что 𝑓(𝑡) =
∑︀∞
𝑖=1 𝑓𝑖(𝑡).
Тогда семейство мер процессов 𝑀𝑛, 𝑛 ≥ 1 относительно компактно в
(𝐷(𝐻),𝒟).
3. Вспомогательные факты
Неравенство Ленгляра. Пусть неотрицательный процесс 𝑋 = (𝑋𝑡,ℱ𝑡;R)
доминируется процессом 𝑌 ∈ 𝒜+𝑙𝑜𝑐(R), т.е. 𝐸𝑋𝜏 ≤ 𝐸𝑌𝜏 для любого конечного мо-
мента остановки 𝜏 .
a) Если 𝑌 – предсказуемый процесс, то для любых 𝑎 > 0, 𝑏 > 0 и всякого
конечного момента остановки 𝜏
𝑃 (sup
𝑡≤𝜏
𝑋𝑡 > 𝑎) ≤ 1
𝑎
𝐸(𝑌𝜏 ∧ 𝑏) + 𝑃 (𝑌𝜏 ≥ 𝑏). (3)
b) Если sup𝑡 ∆𝑌𝑡 ≤ 𝑐 P-п.н. для некоторого 𝑐 > 0, то для любых 𝑎 > 0, 𝑏 > 0
𝑃 (sup
𝑡≤𝜏
𝑋𝑡 > 𝑎) ≤ 1
𝑎
𝐸(𝑌𝜏 ∧ (𝑏 + 𝑐)) + 𝑃 (𝑌𝜏 ≥ 𝑏). (4)
Следствие из неравенства Ленгляра. Пусть для последовательности
процессов (𝑋𝑛, 𝑌 𝑛), 𝑛 ≥ 1, выполнены перечисленные выше условия, причем
𝑌 𝑛, 𝑛 ≥ 1 – предсказуемые процессы или для любого конечного момента оста-
новки (относительно
⋂︀
𝑛≥1 𝐹
𝑛) семейство случайных величин
( sup
0<𝑠≤𝑡
|∆𝑌 𝑛𝑠 |)𝑛≥1
равномерно интегрируемо.
Тогда для любого конечного момента остановки 𝜏
𝑌 𝑛𝜏
𝑃−→ 0 ⇒ sup
0<𝑡≤𝜏
𝑋𝑛𝑡
𝑃−→ 0. (5)
Доказательства неравенства и следствия содержатся в работе [3].
4. Доказательство теорем
4.1 Доказательство теоремы 1
Согласно замечанию на с. 49 в [4] семейство распределений ℒ(𝜉𝑛), 𝑛 ≥ 1, плотно
в (E,ℬ(E)) тогда и только тогда, когда для любых 𝜀 > 0, 𝛿 > 0 существует такое
множество 𝑆𝜀,𝛿, состоящее из конечного числа шаров радиуса 𝛿, что
𝑃 (𝜉𝑛 ∈ 𝑆𝜀,𝛿) > 1− 𝜀, 𝑛 ≥ 1.
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Таким образом, достаточно положить 𝜂 = 𝜀/2 и
𝑆𝜀,2𝛿 = {𝑥 ∈ E : ‖𝑥‖ ≤ 𝑎, inf(‖𝑥− 𝑔‖ : 𝑔 ∈ G) ≤ 𝛿}.
4.2 Доказательство теоремы 2
В силу теоремы 3 в [5] и теоремы 1 в [6] достаточно проверить выполнение
следующих условий:
a) для любых 𝑇 < ∞, 𝑘 ≥ 1 и 0 ≤ 𝑡1 < ... < 𝑡𝑘 ≤ 𝑇 семейство распределений
случайных векторов (𝑀𝑛𝑡1 , ...,𝑀
𝑛
𝑡𝑘
) плотно в (H𝑘,ℬ(H𝑘)), где H𝑘 ≡ Hn ...n H.
b) для любых 𝑇 < ∞ и 𝜀 > 0, 𝜂 > 0 существуют такие 𝑛0 и 𝛿 > 0, что для
любых моментов остановки (относительно 𝐹𝑛) 𝜏𝑛 ≤ 𝑇 (P-п.н.)
sup
𝑛≥𝑛0
𝑃 ( sup
0≤𝑠≤𝛿
‖𝑀𝑛𝜏𝑛+𝑠 −𝑀𝑛𝜏𝑛‖ > 𝜀) < 𝜂.
Условие a) достаточно проверить для 𝑘 = 1, т.е. фиксируем 𝑡 = 𝑇 . Согласно
теореме 1 достаточно показать, что для любых 𝜀 > 0, 𝛿 > 0 существует 𝑎 > 0 и
конечномерное пространство G ⊂ H такие, что
𝑃 (‖𝑀𝑛𝑇 ‖ > 𝑎) < 𝜀, (6)
𝑃 ( inf
𝑔∈𝐺
‖𝑀𝑛𝑇 − 𝑔‖. > 𝛿) < 𝜀. (7)
Соотношение (6) следует из условия (2) и неравенства Ленгляра (см. доказа-
тельство леммы 6 в [7]).
Для доказательства соотношения (7) введем следующие обозначения (𝑘 ≥ 1):
?¯?𝑘 ≡ 𝑋 −
𝑛∑︁
𝑖=1
(𝑋, 𝑒𝑖)𝑒𝑖, 𝑋 ∈ H.
G𝑘 – k-мерное пространство, порожденное первыми k векторами из ортонормиро-
ванного базиса {𝑒𝑖} в H.
Так как inf(‖𝑀𝑛𝑇 −𝑔‖ : 𝑔 ∈ 𝐺𝑘) = ‖?¯?𝑛𝑘‖, то соотношение (7) можно переписать
в следующем виде
𝑃 (‖?¯?𝑛𝑘𝑇 ‖ > 𝛿) < 𝜀.
В силу неравенства Ленгляра (4), для любых 𝑏 > 0
𝛿2𝑃 (‖?¯?𝑛𝑘𝑇 ‖ > 𝛿) ≤ 𝐸(< ?¯?𝑛𝑘 >𝑇 ∧𝑏) + 𝑃 (< ?¯?𝑛𝑘 >𝑇≥ 𝑏).
Так как < 𝑀𝑛 >𝑇=
∑︀𝑘
𝑖=1 < 𝑚
𝑛
𝑖 >𝑇 + < ?¯?
𝑛𝑘 >𝑇 , то из условий (1) и (2)
следует, что
< ?¯?𝑛𝑘 >𝑇
𝑃−→
∞∑︁
𝑖=𝑘+1
𝑓𝑖(𝑇 ) = 𝑟𝑘.
Заметим, что для любых 𝑘 ≥ 𝑘1 > 0
𝑃 (< ?¯?𝑛𝑘 >𝑇≥ 𝑏) ≤ 𝑃 (< ?¯?𝑛𝑘1 >𝑇≥ 𝑏) ≤
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≤ 𝑃 (𝑟𝑘1 ≥
𝑏
2
) + 𝑃 (| < ?¯?𝑛𝑘1 >𝑇 −𝑟𝑘1 | ≥
𝑏
2
).
Выберем 𝑏 < 𝛿2𝜀/4 и (при фиксированном b) (𝑘1 = 𝑘1(𝜀)) из условия 𝑟𝑘1 < 𝑏/2.
Далее, выберем 𝑛𝜀 такое, что
sup
𝑛≥𝑛𝑘
𝑃 (|?¯?𝑛𝑘1 >𝑇 −𝑟𝑘1 | ≥
𝑏
2
) <
𝜀
4
.
Таким образом, достаточно выбрать 𝑘𝜀 ≥ 𝑘1 из условия
𝑛𝜀−1∑︁
𝑚=1
𝑃 (‖?¯?𝑚𝑘𝜀𝑇 ‖ > 𝛿) <
𝜀
4
и положить G = G𝑘𝜀 .
Так как для 𝑀𝑛 ∈ℳ2𝑙𝑜𝑐(H), 𝑠 > 0 и любого конечного момента остановки 𝜏
𝐸‖𝑀𝑛𝜏+𝑠 −𝑀𝑛𝜏 ‖2 ≤ 𝐸(< 𝑀𝑛 >𝜏+𝑠 − < 𝑀𝑛 >𝜏 ),
то условие b) следует из (2) и неравенства Ленгляра (см. доказательство леммы 6
в [7]).
Заключение
Доказанные в данной работе условия плотности семейства распределений в
сепарабельном банаховом пространстве и условия относительной компактности
семейства мер локально квадратично интегрируемых мартингалов со значения-
ми в гильбертовом пространстве используются в функциональной центральной
предельной теореме для гильбертовозначных семимартингалов.
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