Abstract-Single shot parameter assessment by retrieval from signal encoding (SS-PARSE) is a recently introduced method to obtain quantitative parameter maps from a single-shot (typically 65 ms) magnetic resonance imaging (MRI) signal. Because it explicitly models local magnetization decay and phase evolution occurring during the signal 1) it can provide quantitative estimates of local transverse magnetization magnitude and phase, frequency, and relaxation rate and 2) it is free of geometric distortion or blurring due to field nonuniformities within the tissues. These properties promise to be advantageous in functional brain MRI (fMRI) and other dynamic imaging applications. In this paper, the basic phenomena underlying the performance of SS-PARSE in practice are discussed. Basic sources of bias errors in the parameter estimates are discussed, and performance of the method is characterized in terms of parameter estimates from simulation, experimental phantoms, and in vivo studies. Characteristics of the sum-of-square-error cost function and the iterative search algorithm are discussed, and their relative roles in determining estimation accuracy are described. Practical guidelines for use of the method are presented and discussed. In vivo parameter maps are also presented.
Basic Properties of SS-PARSE Parameter Estimates I. INTRODUCTION

M
OST current methods of magnetic resonance imaging (MRI) reconstruction interpret raw MRI signal values as samples of the Fourier transform of the object. This is computationally convenient, but it neglects relaxation and off-resonance evolution in phase angle, both of which can occur to a significant extent during a typical MRI imaging signal. A commonly observed consequence of this "static object" assumption is geometric distortion or blurring errors in the presence of field inhomogeneities. The recently introduced parameter assessment by recovery from signal encoding (PARSE) methods [1] employ a more accurate model of the imaging signal which includes local relaxation and phase evolution as unknowns. This allows explicit estimation of local frequency and relaxation rates and at the same time eliminates off-resonance geometric defects. In this paper, we describe fundamental characteristics of this inverse-problem approach to MRI, formulated as a parameter estimation problem.
A single-shot version of PARSE (SS-PARSE) [1] has been developed to apply this approach to the single-shot imaging case, in which there is often a motivation to obtain quantitative maps of net transverse relaxation rate (the inverse of net relaxation time ), initial transverse magnetization , and local resonant frequency . In studies of brain function by BOLD functional MRI (fMRI) [2] , this promises several advantages over the more commonly used -weighted single-shot methods, including quantitative mapping of relaxation rates and frequency, and freedom from the geometric errors commonly seen in conventional single-shot MRI when tissue susceptibility nonuniformities are present.
A number of other methods have been proposed for estimation of , local frequency and decay from single-shot data [3] - [7] . The simplest of these methods use a series of separate EPI or spiral readouts following a single excitation pulse, reconstructed in the conventional way to produce a series of images with different echo times , . Temporal fits are then applied to pixel values over this series of images to obtain estimates of and [3] - [5] . In these methods, signal decay and phase evolution due to frequency offset are not modeled within the signal for each image readout. Instead, the th image frame is reconstructed as if all its data were acquired instantaneously at . Other methods model the data more accurately, including local decay and/or phase evolution occurring within the signal from each of the serial EPI or spiral signal readouts [6] , [7] . Olaffson et al. [7] describe a method which jointly estimates and frequency. It uses several simplifying assumptions to convert the problem to a series of linearized optimizations, which can be rapidly computed. Assuming constant over the series of frames in an fMRI series, it makes a linear approximation to changes in and frequency based on a reference map. SS-PARSE differs from these methods in two respects. First, it uses data acquired along a trajectory NOT designed for a series of Fourier image reconstructions-instead, it uses a trajectory theoretically better suited to the estimation of local and frequency, as discussed below. Second, it attempts to solve the general inverse problem [(8) in Section II] without simplifying assumptions which reduce computational burden but also require prior information from previous scans, and may limit the range of applications because of additional assumptions. For example, because it does not assume that or frequency is constant over a dynamic series of single-shot frames, SS-PARSE has the flexibility to monitor simultaneously changing , , and frequency during the series. This may be advantageous in fMRI, in dynamic susceptibility contrast (DSC) studies following injection of paramagnetic agents [8] , [9] , and in hybrid studies for simultaneous measurement of BOLD functional effects and tissue blood perfusion by arterial spin labeling (ASL) [10] , [11] . In these cases both and may vary from frame to frame, and their variations are of interest indepen-0278-0062/$26.00 © 2010 IEEE dently. In fMRI studies, SS-PARSE does not require an assumption of minimal motion between frames. The price SS-PARSE pays for solving the inverse problem independently for each time frame without time-saving assumptions is a longer computation time.
In addition to estimation of , local frequency and , PARSE methods can also be used to assess other dynamic changes in magnetization, such as changes deliberately imposed upon local magnetization phase or amplitude to confer sensitivity to local quantities such as velocity [12] , [13] , or, in principle, diffusion distributions. This paper describes some basic properties of SS-PARSE but does not directly address the estimation of these other parameters. However, the basic principles discussed here are expected to apply in estimation of other parameters. Similarly, SS-PARSE is a single-shot method, but it has a straightforward extension to multiple-shot higher-resolution applications and to parallel multiple-receiver acquisition. Both cases supply additional data so that they can support estimation of greater numbers of parameters (realizable as greater spatial resolution or additional parameters characterizing the local signal). Multiple-shot and parallel acquisition methods, as well as spin-echo SS-PARSE (which estimates an additional local parameter, ) are currently under development.
The PARSE method estimates parameters from MRI data by matching a parametric signal model to the measured experimental signal . The best parameter estimates are defined as those which produce the signal values that best match the measured experimental signal in the least squares (LS) sense. Because the signal equation is nonlinear in the parameters, there is not a generally applicable closed-form solution for the LS optimal parameters, and in practice an iterative search algorithm is used to find the LS minimum.
Two factors limit estimation accuracy: 1) the accuracy of the LS solution for the parameter estimates and 2) the performance of the search algorithm in finding the LS solution. The first issue is addressed here by considering the shape and variability of the LS cost function and demonstrating experimental and simulated results. Obviously, the location of the LS cost function minimum determines the LS solution in parameter space, while the shape (the partial derivatives) of the LS cost function near the minimum determines the computational effort needed to approach the LS optimum to a given degree of accuracy. Also of interest are the presence or absence of secondary minima in the cost function. If the solution is to be found by an iterative search, conditions leading to a secondary minimum should be avoided.
Overall, the goal of this paper is to demonstrate the practical issues involved in applying SS-PARSE and to discuss some basic concepts potentially useful for understanding and improving the methodology and designing future applications.
Following a brief presentation of the theory of the method, we describe the properties of the least-square solution in terms of the cost function behavior. Basic sources of bias errors and methods for minimizing them are discussed. Experimental phantom data demonstrate the ability of SS-PARSE to provide undistorted parameter maps even in the presence of very large background gradients and large off-resonance bandwidths. Initial in vivo data from a 4.7T primate system are presented and discussed.
II. THEORY
Here we examine the process of quantitative MRI mapping, and MRI in general, as a basic encoding/decoding process similar to a classical information theory problem.
A. Spatial Encoding and Decoding
In MRI, a radiofrequency excitation pulse is applied to nuclear magnetization in a strong magnetic field, producing transverse magnetization. After the excitation pulse, the local M induces in the detector a radiofrequency signal known as a free induction decay (FID), with decaying amplitude and precessing phase angle exactly reflecting the decaying magnitude and angular precession of the local . We refer to this as the local signal, from within a small local region associated with an imaging volume element (voxel). Our goal is to measure the frequency and decay rate of the local signals at all voxels within a preselected slab or volume of tissue.
To accomplish this, we must decode the local signals from the net signal produced by the detector. This involves first encoding the location data into the net signal by imposing spatial modulating functions, and then decoding each of the local signals from the net signal. The nth sample of the net MRI signal for a spatially continuous object with complex-valued transverse magnetization is the integral over space (1) where signal samples are acquired at times , , and is the spatial modulating function produced by time-varying linear gradient fields . is the -trajectory representing the spatial-frequency sampling path [14] (2) where is the cyclic gyromagnetic ratio (4258 Hz per Gauss).
is the sensitivity map for the receiver channel. For convenience, the signal equation is written as a sum over discrete volume elements (with the approximation that and are constant over the voxel volumes) (3) where and
In (3), the continuous spatial distribution at time is represented by a discrete spatial array defined by (5) where is a voxel function (defined as a boxcar function, for example), and the , , are the discrete spatial grid locations at which estimates are made.
The local magnetization is assumed to decay in magnitude with exponential rate , and to evolve in phase at the constant frequency , so that the local signal at location is (6) where is the complex magnetization at . With (6) as the local signal, the net signal is the sum over all local signals, with the addition of an eddy current contribution (7) Here is a time-varying spatially-constant phase value representing the effective static field variations produced by eddy currents. ( is system-and sequence-dependent, but it can be measured straightforwardly (see Section III), and is independent of the object being imaged, so it need be measured only once). Once is measured and removed from the signal, the net signal becomes (8) SS-PARSE simply estimates the unknown arrays , , and from the net signal, i.e., it solves the inverse problem (8) .
It is worthwhile to consider the relationship of this inverse problem to Fourier-based MRI methods. If the functions are those of (4), and if their -sampling locations fall on a rectilinear grid, then for an object with both and everywhere, then (8) becomes a linear equation representing the spatial discrete Fourier transform, in which case applying a simple 2-D or 3-D inverse FFT produces a complex image. (If sample locations in -space are irregularly spaced, as in spiral acquisitions [15] , [16] , the samples may be interpolated to an equivalent rectilinear sample set before the FFT).
When this FT-based decoding scheme is applied to data from an object in which and are not zero everywhere (i.e., an actual object), image errors occur. These are especially noticeable in single-shot imaging methods such as echo-planar imaging (EPI) [17] , notably 1) the well-known geometric distortion or blurring due to off-resonance frequencies [18] , [19] , and 2) filtering effects due to differential -weighting of spatial frequency components [20] . Despite these errors, the FT-based decoding scheme is attractive because it is very fast, capable of producing images in real time, as fast as they can be acquired.
In inverting the nonlinear signal (8) to produce estimates of and as well as at , SS-PARSE is much more computationally demanding. The method we have adopted searches for the set of parameter values which will [when substituted in (8) ] produce a net signal best matching the observed noisy signal in the sense of minimizing the sum of square difference between the estimated and observed signals.
B. Least Squares Cost Function and Bias Errors
The observed signal has the form , where is the deterministic complex signal of (8) and is complex measurement noise assumed to be zero-mean and independent Gaussian-distributed noise. The parameter estimation process searches for the parameter values such that the model signal computed from the current parameter values best matches the actual observed signal. In the investigations reported here, a conjugate gradient search was used to iteratively adjust the 4J unknown parameter values (concatenated into the column vector ) until the sum-square residual (9) is minimized to a desired tolerance, yielding the least-square parameter estimate . The estimation error for parameter is the difference between the actual value and the estimated value . Bias errors correspond to a nonzero expected value of estimation error , and random errors are characterized by the standard deviation or variance of . To detect activation-related changes in parameter with optimal sensitivity, we should minimize the level of random estimation errors in , because these form the noise background against which activation-related changes must be detected.
C. Relationship Between -Space Sampling and the Spatial Evaluation Grid
In principle, parameter estimates can be computed for any set of locations within the field-of-view (FOV), but it is convenient to evaluate parameter maps on a square Cartesian grid of spatial locations for display in a conventional format. Because the parameter estimates are evaluated at a grid of spatial locations, we call the corresponding region of -space the evaluation k-band. The evaluation k-band is the region in ( , ) surrounding the origin containing all spatial frequencies uniquely representable as impulsive samples on the spatial Cartesian grid of pixels. For an spatial pixel grid with FOV, this corresponds to spatial frequencies , . In this study, a rosette -trajectory [21] was used (see Section III-A). The -space coordinates and sampled along the rosette determine the spatial encoding functions , , in (4). Because of the rosette's non-Cartesian sampling pattern, these functions are not orthonormal, but if the rosette does not contain large gaps (roughly, gaps ) they do form a frame for the spatial impulsive pixel grid (or for a set of continuous bandlimited spatial functions). In contrast, the information represented in the rosette -space data are gathered from a disc centered at (see Fig. 1 ). We refer to this as the acquisition k-band. In Fig. 1 , three possible square evaluation grids are considered for the trajectory used here, giving square k-bands which are 1) inscribed within the acquisition k-band (52 52), 2) intermediate (64 64), and 3) circumscribed about the acquisition k-band (72 72). In all cases, there are either portions of the signal representing spatial frequencies not representable in the image array, or there are spatial frequencies appearing in the image array which are not sampled by the signal within the acquisition k-band. The consequences of these discrepancies are considered below. 
D. Bias Errors Arising From Model Discrepancies
Because the estimation process relies on matching a forward model of the local signal with the actual signal, any discrepancies between the experimental signal source and the forward model signal (8) can lead to bias errors in the estimate. There are three significant potential discrepancies between the actual physical signal and the forward signal model used in these studies.
1) Local signal model-The simplest implementation has the signal model in impulsive form as in (8) . An impulsive signal model does not model dephasing across the voxel, which occurs in static background gradients due to susceptibility variations within the tissue. This leads to periodic regularly spaced sidebands in , which can produce sideband leakage, representing overlapping (aliased) signal contribution in the principal acquisition k-band. These overlapping sidebands are not present in the signal from the actual (continuous) object (see Fig. 2 ). Sideband leakage leads to small bias errors in all parameter estimates, as demonstrated below. An alternative implementation under development uses a local interpolated signal model defined as originating from a continuous spatial distribution specified by a smooth voxel function.
2) The evaluation k-band may not match the acquisition k-band. The evaluation band for the conventional square grid of spatial samples is a square in -space, while the acquisition band is a disc. Where the evaluation band exceeds the acquisition band, spatial frequencies are present in the solution which are not sampled by the rosette's disc-shaped k-band. This leaves the possibility for high-spatial-frequency "rogue" components to develop during the iterative search which are not represented in the signal. Similarly, if the acquisition k-band exceeds the evaluation band, the energy appearing in the signal at these -locations will appear aliased into lower spatial frequencies in the estimate maps. The practical consequences in SS-PARSE, as well as corrective procedures, are discussed below. 3) Background gradients lead to signal drift in -space (see Fig. 2 ). The object-more precisely, the transverse magnetization distribution-has a , distribution which in general spreads in as time progresses. Consider the , signal distribution of an object with a linear background frequency gradient within a given spatial segment. Dephasing across this segment steadily increases over time, so that its , signal distribution effectively drifts away from the origin as time progresses and gradually leaves the sampled baseband. This creates two problems: 1) because the signal from the object leaves the acquisition baseband, for times beyond the exit time, the sampled signal lacks information reflecting the segment, unavoidably degrading the quality of parameter estimates from that region, and 2) the sidebands (mentioned above) drift in parallel with the principal band, so that portions of the modeled distribution leaving the baseband on one side will appear to enter from the opposite side at the same time. At these , -locations, the forward model signal will have no counterpart in the measured signal, so that attempts by the minimization algorithm to better match the two signals will introduce estimate errors.
III. METHODS
In this section, we describe basic methods used in implementing SS-PARSE and methods used for assessing estimation errors described above.
A. , Trajectory; -and -Calibration
The rosette -trajectory, (with complex ) was designed with and , maximum readout gradient and sampling within a -space radius cm (A -disc with this radius has the same area as a square cm cm cartesian grid, so the point spread function width and nominal spatial resolution are nearly equivalent to that of a 64 64 single-shot EPI for the same 12.8 cm FOV). A rosette -trajectory was chosen because of its high sensitivity to the temporal evolution of magnetization phase and amplitude [21] . Because actual -sampling locations deviate from nominal values due to nonideal gradient system performance and system-specific eddy-current effects, the effective , locations of the signal samples were determined experimentally by the method of Zhang et al. [22] . This procedure also determines , a time-varying spatially constant field offset attributable largely to eddy currents. The signal sampling rate was 198 511.166 Hz, satisfying the Nyquist -sampling criterion for a 12.8 cm FOV with the specified . Ramp-up and ramp-down sections were added at the beginning and end of the readout gradient waveforms to return gradient and -values to zero. It should be emphasized that the performance of the method does not require that the , samples be at their nominal (i.e., designed) locations; it only requires that the ( , ) locations used in the estimation algorithm be based on their actual values, including effects of nonideal gradient system performance, eddy currents, etc. These actual values are determined at a single session by the calibration procedure and apply to all subsequent studies, at least until the gradient system hardware is altered or malfunctions.
B. Experimental Acquisition Methods
Experimental data were acquired using a 4.7T 60-cm-vertical-bore Varian primate MRI system (Varian Inc., Palo Alto, CA), using a stripline resonator quadrature head coil (Insight Neuroimaging, Worcester, MA). Transverse cross-sectional rosette signals slice thickness cm were taken from an 8-cm-diameter beaker with four 1.6-cm-diameter tubes containing agarose gel with either or Sephadex beads, in varying concentrations to provide different values. Data from an anesthetized rhesus macaque were acquired using an IACUC-approved protocol, using the same experimental MRI parameters used for the experimental phantom. In the macaque study a fat saturation pulse was used to suppress fat signal, which is not modeled in the current PARSE forward signal model.
To provide "gold standard" frequency and maps for comparison with SS-PARSE parameter estimates, standard spoiled gradient-echo images (GEMS, 128 matrix, slice thickness 2 mm, 12.8 cm FOV) of a transaxial slice of the 4-tube phantom were acquired at the same session as a series of rosette acquisitions. Separate acquisitions were made with 16 different echo times ( , 8, 10, 12, 15, 20, 25, 20, 25, 30, 35, 40, 45, 50, 55, 60, 65 , and 70 ms). An map and a frequency map were computed pixel-by-pixel from the complex image data. Simple linear fits to the log of the magnitude and the unwrapped phase angle at each frame were used for preliminary estimates of and frequency. These were used as starting values for a more accurate nonlinear fit of the complex exponential to the pixel histories, giving the reference images shown in Fig. 13 .
C. PLCG Search and Postprocessing
Parameter optimization was accomplished by means of a modified conjugate gradient search algorithm [23] , which adjusts the parameter values in the forward signal model (8) to minimize the sum-square-error (SSE) cost (9) . A progressive-length modification of the conjugate gradient algorithm (PLCG) is made to improve convergence over wider frequency bandwidths, as discussed in Section IV. The progressive lengths used in the PLCG algorithm are increasing integer multiples of the basic "swoop"-a single segment of the rosette passing across the diameter of the rosette, giving a single gradient echo. In the -trajectory used in these studies, this swoop consists of 120 data points. Iteration at each length is continued until the fractional decrement in cost at a single iteration becomes smaller than a specified value, termed the stopping criterion. A typical series of progressive lengths in terms of numbers of swoops would be (2, 3, 5, 7, 10, 15, 22, 29, 38, 47, 58, 71, 84, 99, 107), with a stopping criterion of 0.01 for each of the first 15 lengths and 0.001 for the final length. Thus the first set of iterations minimizes the SSE cost over the first two swoops only, and continues until the fractional cost decrement ; the second set of iterations is over the first three swoops, and continues until , etc. Convergence to the correct parameter values at a given location depends upon its frequency being correctly estimated, and for frequencies outside a certain range, convergence may not be possible. To ensure convergence of the search at all locations, it is often necessary to apply a bias frequency to the FID signal [i.e., multiply the signal by ] before beginning the parameter optimization search. Because the FID signal is seen as a sum of individual local FIDs, each modulated by the temporal course of its local modulation function [as in (7), this simply artificially shifts the effective frequency at all locations by the same frequency ]. A good choice of is one that places the center of the object's frequency distribution near zero. This improves the chances the frequencies present in the entire object will fall within the required range for convergence. This range is indicated by the width of the broad cost function valley seen in Fig. 4 (a)-(c). In practice, for cases of poor shimming or large susceptibility gradients when the frequency range of the object is unknown, the best can be chosen by trying a series of values and picking a value which produces parameter maps including the entire object.
The CG algorithm is known to have the "semi-convergence" property: i.e., in the presence of measurement noise, during the CG search the model signal converges monotonically toward the actual signal in the LS sense, while the parameter estimates begin to converge toward the minimum-norm solution in parameter space, but then begin to move away [24] . Thus, while searching at the last data length, the parameter maps are often observed to become ever rougher, especially under low signal-to-noise ratio (SNR) circumstances. We investigated this phenomenon using experimental 4-tube phantom data. To limit roughness, separate regularization terms were added to the cost function for the complex magnetization map as well as the exponential map . With this addition, the cost function minimized is where and are regularization parameters, and are the spatial arrays corresponding to the magnetization map and exponential maps, denotes the spatial convolution operation, and is the difference array used to gauge roughness The PLCG algorithm is computationally intensive. A typical initial estimation run for 64 64-format parameter maps requires 1-4 min using MATLAB code, depending on the data and the settings of the PLCG. When processing a series of similar frames, as in fMRI applications, after the first frame is processed, subsequent frames can be processed more quickly by simply iterating at full length only, using as initial parameter values the final estimates computed at the first run.
D. Simulated Phantom Studies
The parameter estimate maps produced by SS-PARSE represent the results of an iterative search to arrive at the LS solution, where the cost function reaches a minimum. The shape of the cost function determines how difficult it will be for the iterative search algorithm to find the LS solution. Additionally, the location of the cost function minimum establishes a limit to performance; if the LS solution does not coincide with the actual parameter values, then even if convergence to the LS solution is successful, there will be estimation errors. To gain some insight into the shape of the cost function in parameter space, we computed surface and contour plots representing the "partial" cost function, i.e., the effect on total cost when two of the parameters , , or were varied at a specific pixel location with all parameters at other pixels held constant.
To investigate the relationship of the parameter convergence history to the LS estimate and to the actual parameter values for representative pixel locations, partial cost functions (i.e., cost function variations when only parameters of interest are changed and all others are held fixed at their actual values) were computed and plotted as contours along with convergence tracks for the parameters involved. Contour plots were computed from 100 100 arrays of values of and , and for 100 100 arrays of values of and frequency. These simulations used a small analytic disc phantom with different levels of noise added to the signal, tracking the course of the parameter estimates throughout the search. To prevent bias errors due to the evaluation k-band exceeding the acquisition k-band, an "inscribed" spatial evaluation grid (52 52) was used. To prevent bias errors due to aliasing from data outside the square evaluation band, the rosette data outside the evaluation band was not used in the estimation process. (An alternative to omitting this data would be to apply regularization at a suitable level on a higher-resolution grid.) The PLCG search was continued to a very small tolerance ( ; 3205 iterations) to ensure the final estimates would be close to the LS minimum for the data set at hand.
To investigate the process of PLCG convergence for these locations, a series of estimations were performed using an analytic simulated phantom. Parameter estimates for three selected adjacent pixels were tracked throughout the 3205 iterations to observe the course of convergence of parameter values. All simulations and processing were performed using MATLAB (Mathworks, Natick, MA), running on a dedicated computer with eight AMD Opteron 880 dual-core processors with 64 GB of Random Access Memory (@Xi Computer Corporation, San Clemente, CA).
To demonstrate effects of the impulsive/continuous model discrepancy, analytically simulated test signals were generated, representing the signal from a simulated version of the 4-tube experimental phantom. Additional simulated signals were computed for a nonphysical spatially impulsive version of the 4-tube phantom. This impulsive simulated object matched the impulsive forward signal model, so the resulting estimated parameter maps should lack bias errors caused by the impulsive/continuous discrepancy.
To investigate the effects of relatively low values on convergence, a two-part disc phantom signal was simulated analytically, with a small central region having a lower intensity than the outside annulus of unit intensity. Relative disc amplitudes of 0.5, 0.2, 0.1, and 0.05 were tested. Noise levels evaluated (rms noise levels as fraction of maximum FID amplitude) were 0.001, 0.002, 0.005, 0.01, 0.02, 0.05. Equivalent image SNRs were 200, 100, 40, 20, 10, and 4.0, respectively.
In all simulations reported here, noise levels were specified in terms of fraction of maximum signal-i.e., the signal level at the earliest crossing, the peak of the first gradient echo. To translate these measurement SNR values into terms of equivalent image SNR, we generated Cartesian -space data for the object being simulated with the same FOV and matrix size, then added measurement noise with the same relative rms power as in the rosette data. (Image SNR was defined as the ratio of maximum image amplitude to the Gaussian real-valued standard deviation. The Gaussian standard deviation of pixel noise was estimated as (mean of the Rician-distributed pixels in a background region)/1.253 [25] ). Simulation results include these equivalent image SNR values as an aid for interpreting noise values in familiar terms.
E. Comparing Encoding and Decoding Strategies
In a separate series of simulation studies, we compared encoding and decoding strategies. An encoding method sometimes used for single-shot and frequency estimation is multipleecho EPI (MEPI), a series of repeated complete EPI readouts following a single excitation pulse [3] . These repeated EPI readouts are used to generate separate EPI images with different echo times TE. Relaxation rates and frequencies can be estimated for each pixel by fitting complex exponentials to the values at that pixel through the image series. The MEPI acquisition used in our simulation was based on a simplified version of the EPI sequence used in our Varian system, with 64 echoes of 64 samples each, using a maximum readout gradient of 2.29 G/cm, with FOV 12.8 cm, and echo times , 60, 100, 140 ms. For convenience in the simulation, the four EPI readouts were concatenated, omitting the initial gradient dephasing and final gradient rephasing pulses required in the actual sequence. This slightly idealized version of MEPI is expected to give a slightly optimistic estimate of performance relative to the actual sequence, which has acquisition dead times during the dephasing and rephasing gradients. Nominal resolution and FOV for MEPI and rosette were identical. Note that the MEPI sequence has a total 160 ms duration, significantly longer than the 65 ms readout of the rosette, giving the MEPI a nominal advantage in terms of acquisition time. We used analytically computed signals from phantoms with four discs with different relaxation rates ( , 25, 35, and ) and frequencies, and we compared three sets of encoding and decoding strategies for estimating , , and : 1) MEPI encoding, followed by 2DFT reconstruction of each of the four frames and a nonlinear exponential fit of (1) for the local FID, 2) MEPI encoding followed by PLCG search, and 3) a rosette acquisition for encoding (with the same 2.29 gauss/cm maximum readout gradient as the MEPI, with k-band circumscribing the square evaluation k-band), followed by PLCG search. In this simulation, the rosette had a -radius circumscribing the band of the evaluation grid (see Fig. 1 ).
It was expected that the rosette sampling trajectory might be more effective in acquiring information regarding the parameters , , and than the MEPI trajectory, and this would be manifested by lower estimate variances. This was investigated by evaluating the Cramer-Rao Lower Bound (CRLB) [26] , a theoretical lower bound for error variance in an unbiased parameter estimate for a signal with a given level of measurement noise. CRLB estimates were computed for a small disc object of constant amplitude with a range of relaxation times . Because of the large matrix inversion required in CRLB computation, the sample object used was a disc with about 200 pixels, much smaller than the experimental phantom. Thus the CRLB values may not be accurate predictors of actual variances to be expected in the experimental data, but may be valuable as indicators of relative merit.
In principle, a decoding algorithm is optimal (i.e., an efficient estimator [26] ) if it succeeds in extracting all of the information encoded into the signal by the encoding mechanism. In that case, the estimation errors for an unbiased estimator with a given measurement noise level should be consistent with the CRLB predictions of the error variance floor of the encoding mechanism.
To compare the three encoding and decoding strategies with one another and with relative CRLB limits, a set of 16 individual noisy signals (differing only in the noise realization) were simulated for low and high noise levels for both MEPI and rosette sampling. Each simulated FID was normalized to amplitude 1.0, and normally-distributed independent zero-mean complex noise 
IV. RESULTS
A. Typical Estimate Characteristics: Experimental Phantom Studies
Spatial and temporal variability of parameter estimates were examined in a series of 30 sequentially acquired signals from the same slice level in the experimental 4-tube phantom. The only differences expected among these signals are different noise realizations and perhaps small instrumental variations. A 64 64 spatial evaluation grid was used. Fig. 3 depicts superimposed profiles across the , , and maps at row 35, passing through the center (water only) section of the phantom. The maps exhibited spatially global frequency "jitter," in that the local frequency estimates at all pixels changed by virtually the same amount from one frame to the next. Fig. 3(d) depicts the row-35 frequency profile after global frequency jitter has been removed. Note that 1) for all parameters, temporal variability at the pixels within the phantom is seen to be smaller than the spatial variability, 2) the and estimate maps show a significant spatial roughness, in spite of the fact that the values of these parameters are expected to be relatively uniform in the water pixels, 3) the maps are spatially smoother, with frequency variations consistent with the effects of the nearby tubes, which have susceptibilities different from water and therefore perturb the local magnetic field, and 4) after removal of the global jitter from the frequency maps, temporal standard deviation (TSD) of the frequency estimates is quite small, ranging from 0.08 to Table I , along with parameter estimates from corresponding regions of the "gold standard" Gradient Echo data. Note that SS-PARSE frequency and values are similar, and that the temporal standard deviations in all parameters are small. Fig. 4 depicts the partial cost function behavior for a single pixel location, when , , and are varied. The plots shown here represent SSE costs for noisy single-shot data from an analytically simulated 5-cm-diameter disc with and offset frequency using the standard rosette -trajectory. Cost functions were computed from three data lengths (5, 20, and 65 ms) to demonstrate the cost function behavior as the iterative search continues through the progressive lengths. Note that as data length increases, the contours become narrower in the frequency direction, and that small secondary minima (seen in Fig. 4 (c) and (f) at low values at ca. 50-60 Hz frequency offsets) become spaced more closely in frequency. Fig. 4(j) and (k) show cost function surface and contours for and . The noise level was chosen to represent moderate-to-high noise conditions, with data SNR ratio about 500, corresponding to equivalent image SNR of about 65. The contour plot for lower SNR data (data SNR about 200, image domain SNR about 26) in Fig. 4(l) suggests that with increasing noise levels, secondary minima become deeper with respect to the global minimum. However, note that the cost function for short data lengths appears well-behaved and free of secondary minima within a roughly bandwidth. The progression of cost function shapes from Fig. 4(a)-(g) illustrates the rationale for the progressive length search. The starting estimates of and are both zero. During the initial search within the short-length cost function shown in Fig. 4(a) , the estimate of moves toward larger values, and the estimate of moves toward the actual value. Thus as the search begins at the second data length, the estimate will be well away from the region where secondary minima occur, facilitating convergence to the local minimum. A single-shot image with SNR would typically be regarded as too noisy for use in BOLD fMRI. This "worst case" example was chosen to demonstrate that low SNR does not produce prob- partial view of the SSE behavior. For convenience, these cost functions were computed under the assumption that parameter estimates at other pixels had converged to their actual values. To determine the effect of this approximation, we computed cost functions for full-length data with all other parameters perturbed in a Gaussian distribution from their actual value with rms deviation in and of 2 Hz and 2 respectively, and rms deviation of .01 in . The resulting cost functions (not shown) were very similar, and did not introduce additional secondary minima in the plane. Fig. 5 shows the estimate histories for the three selected pixels during the early (iterations 1-250) and late (iterations 150-3205) portions of convergence. Starting values of all parameters were 0. Long-term convergence plots demonstrate that the parameters converge to stable values, but that the estimates are slightly different for the different pixels. These errors likely represent both noise propagated from measurement noise, and bias errors due to model mismatch-e.g., the Gibbs' ringing visible in Fig. 5(a) . The early convergence plots [ Fig. 5 (e) and (f)] demonstrate that converges to near the final estimates by iteration 20, much earlier than the frequency estimates, which converge more gradually. The implication is that for pixels with sufficiently large , during early stages of convergence in PLCG, while the cost function resembles that of Fig. 4(a) and (b) without secondary minima over a broad range of frequency, the current search position moves to larger values, well to the right in the plane. This leaves the search position in a region of the cost function without secondary minima during subsequent stages [ Fig. 4(c)-(g) ], so the search can converge to the primary minimum. 
B. SSE Cost Function and Convergence Behavior
. These results demonstrate the following. 1) Final estimates are very near the SSE cost function minimum in all cases, suggesting the PLCG has converged to the LS solution in this plane of the parameter space. 2) For each pixel and each parameter, the LS solution does not coincide with the actual value of the parameter. (This was true for all noise levels, even in the absence of noise, due to model mismatches). 3) SSE contours in a , plane exhibit a diagonal trough, suggesting the minimization problem is somewhat poorly conditioned with respect to these parameters, and and estimates can be expected to have correlated errors. 4) Within a realistic range of noise levels, increasing the level of measurement noise does not introduce roughness or secondary minima to the cost function in the region of the primary minimum, but it does lead to a shallower minimum, which may slow convergence. As noise levels are increased, the parameter estimate variances are expected to become larger-i.e., the expected distance of the LS solution from the actual value is expected to become greater. An additional factor influencing local convergence is simply the relative strength of the local signal contributed by a given location. From an intuitive view, if the local signal is weak, its relative influence on the cost function will be weak. Even in the asymptotic limit near the LS minimum, where the cost function is expected to behave approximately quadratically [27] , the gradient of the cost function along the parameter axes belonging to a low-level pixel will be very small, providing little incentive for descent along those directions. Thus the search may not converge at all along the parameter directions associated with low-intensity pixels. A thorough analysis of this local nonconvergence is beyond the scope of this publication, but its basic behavior is demonstrated here in a series of simulated phantom studies. even for relatively high noise level 0.02, while for lower intensity levels, convergence occurs only for low noise levels. Note in Fig. 7 the object appears within a faint disc seen in the background. This disc is simply a reduced FOV. To speed the estimation process, we estimate parameters only in pixels within a circular FOV known to contain all pixels producing a signal. When dealing with a small object such as this one, we often reduce the FOV accordingly to reduce the total number of parameters that need to be estimated. In short, the circle in the background simply represents the region within which estimates were made.
C. Optimality and Comparison of Encoding and Decoding Strategies
CRLB comparisons of variance for MEPI sampling and for rosette sampling for values of 15, 25, 35 , and 45 are shown in Fig. 8(a) and (b) for two noise levels. Note the expected standard deviations are nearly the same for 15 but diverge increasingly with increasing . CRLB-predicted s.d. values are proportional to levels of measurement noise, so the values shown in Fig. 8(b) are exactly 4 times those in Fig. 8(a) and are shown only for purposes of comparison with the actual s.d.s from simulated noisy signals shown in Fig. 8(d) . Fig. 8(c) and (d) compare results at two noise levels for 1) MEPI encoding with conventional 2DFT followed by pixel-by-pixel nonlinear fit to a complex exponential, 2) "raw" (not transformed to the spatial domain by DFT) MEPI data analyzed by the PLCG estimation algorithm, and 3) rosette data processed by PLCG for the same four values. Note that estimates from MEPI data from PLCG are lower than with conventional 2DFT and LS pixel-by-pixel fit, suggesting that the PLCG estimation is superior at extracting information on from the encoded signal. The s.d.s for SS-PARSE are smaller, especially for faster decay rates, than for either MEPI-based approach. The simulation results appear qualitatively consistent with the CRLB predictions. In summary, these results suggest that for purposes of estimation, the rosette encoding is superior to MEPI encoding, and that for MEPI encoding, the PLCG optimization is superior to 2DFT/pixel-wise fitting as a decoding method. This does not constitute a comprehensive analysis of encoding and decoding performance, but does suggest that there are significant differences in the basic performance levels of these different encoding and decoding approaches. Fig. 9 demonstrates the appearance of bias errors in basic parameter maps in a study using simulated data. Each column has the three parameter estimate maps, (top), (center), and (bottom). Columns (a), (b), and (c) were estimated on a 52 52 grid, and columns (d), (e), and (f) on a 72 72 grid. Columns (a) and (d) were estimated from signals computed from a physically unrealizable impulsive object, in which local signals originate only from the grid points. Signals for columns (b) and (e) were computed analytically from a spatially continuous object model, as in the other simulations in this paper. Signals for columns (c) and (f) were obtained experimentally from the actual 4-tube phantom using the 4.7T Varian system. The simulated signals had no measurement noise added to them. The frequency maps in the simulated tubes are much more uniform than the experimental case, simply because for convenience the tubes were simulated with a uniform frequency.
D. Bias Errors in Parameter Maps; Modeling Errors
Estimate maps from the unrealizable impulsive phantom [ Fig. 9 (a) and (d)] are extremely smooth. In fact, if no measurement noise is added to it, the impulsive phantom signal gives estimates with vanishingly small errors. This result confirms that a PLCG search based on the impulsive signal model (8) , with the correct parameter values, can match the signal exactly when the actual signal originates from an impulsive object. However, a continuous object, as in the simulation [ Fig. 9(b) and (e)] or the experiment [ Fig. 9(c) and (f) ], produces a signal which cannot be fitted exactly by the impulsive signal model, no matter what parameters are used, leading to spatially variable bias errors. In terms of the SSE cost function, this represents a displacement of the cost function minimum from the actual parameter values (as demonstrated in the partial SSE cost function contour plots of Fig. 6 ). In the figure, this is visually more apparent in the maps than in the maps. This basic modeling error was mentioned in the Theory section above.
Another source of bias errors discussed in the Theory section is the mismatch of -acquisition and -evaluation bands. These bias errors can be seen in Fig. 9(d) -(f) as high-frequency checkerboard-like components corresponding to the outer corners of the evaluation k-band in Fig. 1 , which are present in the evaluation k-band for 72 72, but are not represented in (and cannot be influenced by) the signal data from the acquired -disc. These checkerboard-like bias errors are especially apparent in the estimates from the unreal impulsive object (d), which have -mismatch bias errors, but do not have bias errors from the impulsive/continuous model discrepancy.
The 52 52 maps Fig. 9 (b) and (c) include ringing effects not seen in the 72 72 maps Fig. 9 (e) and (f). This may be due to aliasing of the high-spatial-frequency signals from portions of the acquisition -disc outside the smaller evaluation band of the 52 52 maps.
E. Approaches to Reduce Roughness and Bias Errors
In experimental 4-tube phantom studies, we studied the evolution of roughness and checkerboard-like artifacts as iterations continued. For evaluation grids larger than 52 52, with continued iteration checkerboard "rogue component" artifacts steadily increased in amplitude. Fig. 10(a)-(c) demonstrates this effect in a series of 64 64 estimate maps in which convergence was stopped at fractional decrements , 0.001, and 0.0001, respectively. Increasing roughness and checkerboard artifacts are visible, especially in the maps. This appears to be associated with the "semiconvergence" behavior of the CG algorithm [24] .
In Fig. 10(d) -(f), iteration was stopped at , but different approaches to reduce roughness and checkerboard artifacts were used. In Fig. 10(d) , a bandlimiting operation was used to remove out-of-acquisition-band components at each iteration of the PLCG algorithm; i.e., the parameter maps were bandlimited at each iteration to the evaluation band by applying a spatial-frequency window. In Fig. 10(e) and (f) , the PLCG included regularization with parameters and , respectively. In this modified PLCG algorithm, regularization alters the cost function during the optimization search, penalizing roughness in the parameter maps. Note the high-frequency checkerboard-like "rogue" components visible in Fig. 10(b) and (c) are effectively removed in Fig. 10(d)-(f) .
F. Bias Errors and Local Nonconvergence
In experimental data, Fig. 11 demonstrates the effects of local frequency estimation error. Fig. 11(a)-(c) are , frequency, and estimate maps for a typical four-tube phantom study. As mentioned in the Methods section, to ensure convergence at all locations, it is often necessary to apply a bias frequency to the FID signal (i.e., simply twist it in phase angle) to place its mean frequency near zero. This step improves the chances the frequencies present in the entire object will fall within the required range for convergence, so that all pixels within the phantom or subjectcross-sectionalimagewillconvergeproperly.Todemonstrate consequences of local nonconvergence, a poorly chosen offset frequency was applied to the FID to cause the PLCG algorithm to fail to converge to the proper frequency at some pixels. This can be seen along the upper right margin of the phantom, as seen in (e). As a result, the and maps contain localized bias errors [ Fig. 11(d) and (f)] both near (solid arrows) and remote from (open arrows) the location of the frequency error. In practice, non-convergent pixels can lead to ghost artifacts distributed through the parameter maps, with strength roughly proportional to the number and intensity of the nonconvergent pixels. This can be thought of as a spatial misassignment of signal energy due to noncovergence at some locations.
G. Large Off-Resonance Frequencies and Large Background Gradients
Data were acquired from the experimental 4-tube phantom with severe de-shimming to investigate the problem of dealing with large background gradients and large off-resonance frequencies. A two-stage estimation approach was applied to the data: 1) a preliminary frequency map was obtained by PLCG, Fig. 11 . Effects of local frequency misestimation. Poor choice of initial frequency search value for maps in lower row leads to bias errors (artifacts). (a), (b), and (c) are M , frequency, and R estimate maps for a typical four-tube phantom study. When a poorly chosen offset frequency was applied to the FID before the search, the PLCG failed to converge to the proper frequency along the upper right margin of the phantom, as seen in (e). As a result, both the M and R maps contain cloudy artifacts (bias errors) seen in magnetization magnitude map (d), both near (solid arrows) and remote from (dashed arrows) the location of the frequency error. Artifacts outside the phantom are inconsequential, but indicate similar low-level artifacts may be present in the interior of the phantom as well.
and a low-order 2-D expansion was fitted to it; 2) the local temporal basis functions were modified by adding linear phase corresponding to the rough local frequency map, and the PLCG algorithm was applied again using the modified basis functions. The resulting parameter maps and pseudo--weighted image are shown in Fig. 12(a)-(d) . For comparison a gradient-echo EPI image of the deshimmed phantom is shown in Fig. 12 (e) and a profile through the frequency map [ Fig. 12(f) ]. The EPI image is highly distorted and exhibits significant dropouts as well as N/2 ghosts. The SS-PARSE parameter maps are of poorer quality than the well-shimmed case of Fig. 10 but are free from distortion and N/2 ghosts. As measured by the final SS-PARSE frequency map, the frequency range was to with a maximum measured background gradient of 106 Hz/cm. It should be emphasized that though this was a multistage process involving computation of a preliminary frequency map, it was all performed using one 65-ms single-shot signal (in fact, only the first 23 ms of this signal were used in the analysis, as explained below). Thus this or a similar approach could be used in dynamic studies with true high temporal resolution (i.e., without the need to acquire a separate preliminary data set and without the need to assume the frequency map is constant over time).
H. Comparison With "Gold Standard" Gradient Echo Data
Figs. 13 and 14 demonstrate direct comparisons between the parameter maps from the multiple-TE "gold standard" acquisition (128 128, fitted from the series of multiple-shot GEMS acquisitions) and the SS-PARSE results (64 64, from a single 65-ms readout). Overall, the and frequency parameter maps match well. Beyond the obvious coarser resolution of the 64 64 SS-PARSE maps, there are two notable differences in the maps. First, the bright rings around the individual tubes in the SS-PARSE map are more noticeable. These are thought to represent simply the larger effective within the tube/water boundary voxels including the differing frequencies and of the water and the doped agarose gel sharing the larger voxels of the 64 64 array. The frequency values seen in the frequency maps are quite similar. The GE frequency map has been masked to eliminate very large frequency values outside the phantom which would have dominated the scaling of the display. The SS-PARSE frequency map has not been masked. A comprehensive comparison of SS-PARSE maps with the gold standard maps will be presented in a separate publication. In Fig. 14, -weighted GE images are compared with pseudo--weighted images computed as , where and are the SS-PARSE estimated parameter maps. Even though the 64 64 snapshot images are of coarser resolution than the 128 128 GE images, contrast is comparable, and small irregularities seen in the tubes are clearly visible in both GE and SS-PARSE maps.
I. In Vivo Results
The in vivo SS-PARSE maps shown in Fig. 15 seen in the pseudo--weighted image. Though the accuracy of SS-PARSE maps has been assessed in phantom studies (in [28] , with more complete results in a separate forthcoming publication), the accuracy of in vivo measurements remains to be evaluated thoroughly in animal and human studies. There are a few cloudy artifacts in the and maps, some corresponding to very rapidly decaying components. These are thought to represent artifacts associated with failure of convergence in the extracranial tissues, as in the artifacts of Fig. 11 . Gray matter/white matter/CSF tissue contrast is apparent in the map and in the pseudo--weighted image.
V. DISCUSSION
The goal of this paper has been to describe basic properties of the SS-PARSE method and to characterize key features of its practical performance when the PLCG algorithm is used to solve it. Unfortunately, it is difficult to characterize the solution to this large nonlinear problem in comprehensive terms theoretically. Consequently, characterizations of SS-PARSE behavior presented here have been mostly empirical.
A. Convergence Issues
In simulations, experimental phantom and in vivo studies, we have demonstrated successful convergence, even under conditions of adverse off-resonance and background gradients. However, parameters for pixel locations with low signal magnitude and/or large frequency offsets are more likely to be misestimated, due to failure of the search algorithm to converge to the LS solution along those parameter-space axes. It was demonstrated that local nonconvergence can lead to bias errors near and far from the misestimated pixel. Severity of these cloudy bias artifacts appears to be related to the amount of signal misestimated.
It is possible to define a "convergence envelope," a curved surface enclosing the range of parameters , , and within which convergence is guaranteed. A detailed investigation of this convergence envelope, and the effects on the envelope of PLCG control parameters (e.g., final convergence tolerance, degree of regularization) will be presented in another report. The convergence envelope is established by the relative gradient slopes within the LS cost function and is thus a matter of the conditioning of the problem. It is likely that the convergence envelope can be enlarged for a given data set by incorporating appropriate preconditioning or adaptive conditioning measures in the search algorithm. Such algorithmic improvements are under investigation.
In the simple example of Fig. 7 , it was seen that local nonconvergence may occur in pixels with low relative values of , regardless of local SNR. This is thought to represent a conditioning problem that may be amenable to preconditioning measures we have not explored. However, it should be emphasized that in typical brain cross sections, the values are relatively uniform, simply because proton density in normal tissues is relatively uniform. Thus, in many applications this behavior may not present a practical problem even with the current algorithm.
It is reasonable to ask how the PLCG can converge to a unique solution when during its initial stages the inverse problem is underdetermined. Because the LS solution exists even for underdetermined problems, there will be an LS solution, though probably an inaccurate one, even for a short data length. Even though the LS solutions for initial abbreviated data lengths can be expected to include aliasing errors due to undersampling of -space, these errors are observed empirically to have little if any impact on the final solution [this can be observed in Fig. 5 (e) and (f)]. The reason for this may be that the iterative search innovations for initial iterations at any data length are driven by the largest discrepancies between the experimental signal and the model signal. Thus they are weighted heavily toward low spatial frequencies, because the density of rosette samples is high near the -space origin, and also because the signal values are typically much larger at lower spatial frequencies. Furthermore, typical frequency maps tend to be relatively smooth over space-i.e., they are dominated by low spatial frequencies. Thus even though initial data lengths are short and the overall problem is initially underdetermined, the frequency map tends to converge methodically throughout the PLCG process, with lower spatial frequency components converging first and higher spatial frequency components converging later. Thus aliasing errors appearing in these maps at intermediate stages of the iteration will tend to be corrected during the final iterations at full data length.
One might suspect the large-dimensioned nonlinear Least Squares problem to be solved here would be characterized by a cost function with multiple secondary minima, and that it would be quite difficult in practice to prevent the optimization search from being trapped in one of these secondary minima. We investigated here the shapes of partial SSE cost functions and the search tracks taken by the progressive length conjugate gradient (PLCG) algorithm given noisy signals. For pixels with adequate magnetization magnitude and within a broad frequency bandwidth, our results suggest that even though secondary minima exist, the PLCG search exploits the properties of the SSE cost function to avoid them and converges to the primary minimum. Furthermore, the behavior of the cost function near the global minimum appears to remain concave and without discernible roughness in contour plots even when measurement noise levels are higher than would be acceptable in MRI practice.
B. Bias Errors
Even if the search algorithm behaves perfectly, the SS-PARSE parameter estimates may include significant bias error, because the LS solution is inherently biased by modeling errors. It was shown that these modeling errors include 1) the discrepancy between the spatially continuous source of the radio-frequency signal and the spatially impulsive source of the forward signal model and 2) the mismatch between the disc-shaped acquisition k-band and the square evaluation k-band. "Leakage" errors from the use of the impulsive model are typically small: for a 10-cm-diameter disc object in a 19.2 cm FOV with 64 64 image matrix, the energy of leakage errors is only 0.8% of the signal energy in the baseband. These same leakage errors occur in standard 2-D MRI any time the 2-D FFT alone is used to reconstruct images. Nonetheless, an interpolated forward signal model is under investigation [29] to reduce the leakage errors. Bias errors from problem (b) include aliasing of acquired signal from outside the evaluation band, and spurious "rogue components" introduced during the iterative search. A simple approach to eliminate aliasing of acquired signal outside the evaluation band, and at the same time prevent "rogue components" from arising, is to use a spatial sampling grid with an evaluation k-band that is inscribed in the acquisition k-band, and then simply discard the acquired data and the modeled signal data outside this square band, performing the search on the basis of the data that is inside the square. In theory, this has the disadvantage that it discards legitimate information, but in terms of signal energy, the useful information lost is negligible (for a 10-cm-diameter disc object, only about 2% of the signal energy is lost). The amount of information sacrificed can be reduced somewhat by using a hexagonal evaluation grid [30] . This has a hexagonal evaluation k-band, which fills the acquisition k-band more completely, but requires interpolation computations to form Cartesian-grid parameter maps for display. Another approach is to use a larger image matrix, with evaluation band entirely containing the acquisition band. This reduces leakage errors, and eliminates the aliasing of acquired signal outside the evaluation band (because the evaluation band now includes the entire acquisition band). With this option, it is necessary to use either bandlimiting during the iterative search, or roughness-penalizing regularization, to limit growth of "rogue components" during the search. This tactic also increases the number of parameters to be estimated by a factor of two beyond the number used for the inscribed evaluation band, potentially significantly increasing computation time.
Bias errors from several sources can be effectively reduced by including roughness-penalizing regularization in the PLCG algorithm or by preweighting the signal in to provide a roll-off at higher spatial frequencies. However, regularization and pre-weighting also smooth the maps, somewhat reducing effective spatial resolution. Although it is likely that regularization will play an important role in achieving the best results in SS-PARSE, we did not address the issue of regularization comprehensively in this study because we wanted to concentrate first on the more basic issues of PARSE optimization. Regularization in this work has been used to reduce roughness, but on an empirical basis.
It should be emphasized that even though effects of regularization are well-understood in the context of conventional MRI using non-Cartesian -space sampling patterns, and in linearized models such as that of [7] , a thorough study of the effects of regularization for the general dynamic signal model used here have not yet been investigated.
C. Temporal Variability of Estimates
The temporal standard deviations illustrated in Fig. 3 and listed in Table I demonstrate that for a well-shimmed, relatively uniform-intensity object, SS-PARSE estimates of the local parameters are consistent and have low temporal variability.
Random measurement noise propagates into estimation errors by displacing the position of the SSE minimum from the position representing the true parameter values in parameter space. The prediction of estimate error given by the Cramer-Rao Lower Bound can be applied to discrete models, even in nonlinear problems [27] , though the CRLB cannot give a completely accurate prediction of variance errors here, because 1) the actual signal source is spatially continuous rather than discrete and 2) the CRLB cannot be evaluated practically for the large number of free parameters in a typical image FOV and must be evaluated only for smaller-dimensioned "toy" problems as was used in deriving the results shown in Fig. 9 . Nonetheless, the "toy problem" CRLB predictions for variability for MEPI and rosette trajectories are consistent with the PLCG results from simulated data, suggesting the CRLB and analyses based on the information matrix may be useful in comparing the effectiveness of encoding by different , -sampling patterns.
D. Background Gradients
Background field gradients due to local tissue susceptibility variations are problematic in conventional single-shot imaging methods, typically producing distortion or blurring. Our experimental study using a misshimmed phantom confirmed the absence of distortion in SS-PARSE parameter maps, even with large background gradients producing substantial distortion in EPI. The fact that the rosette samples near earlier and much more frequently than most single-shot methods is likely an advantage for recovering useful information on these problem areas. Nonetheless, large background gradients limit the useful signal duration in SS-PARSE (as well as other single-shot methods). Specifically, it was shown in Fig. 2 that an object (or a section of an object) with a background gradient produces a signal in , -space which drifts in . If the background gradient is very strong, such that the signal from the object reaches the -radius within which data are acquired, the data beyond this time should be discarded in the PLCG analysis. Attempting to fit to the signal past this exit time leads to a rapidly increasing discrepancy between the model signal (based on an impulsive model with periodic structure in -space) and the actual signal (derived from a continuous distribution in space, which does not have periodic -space structure), producing artifacts due to the reentering model signal indicated by the arrow in Fig. 2 . In the experimental study shown in Fig. 12 , for example, the background gradients were very strong, and portions of the signal in , reached the acquired -radius in about 23 ms. For this reason, only 23 ms of data were used in the estimation. This necessary temporal data truncation may be responsible for the bias errors (i.e., artifacts) seen in the parameter maps of Fig. 12 . Future developments may greatly reduce this problem. Continuous-voxel signal models may be developed to reduce or eliminate model errors occurring when the acquisition time exceeds the -exit time, though in this case continued acquisition would add no more information regarding the problem region. Furthermore, higher-resolution multi-shot and modified single-shot rosette acquisition schemes with expanded (even possibly undersampled) -space coverage may be useful in acquiring more signal (and making better parameter estimates) from regions with large frequency gradients.
E. Conclusions
SS-PARSE is a single-shot example of a potentially larger group of PARSE MRI methods using parameter estimation based on inverse solution of a parameterized signal model. Immediate extensions of the SS-PARSE method (currently under investigation) include 1) higher-resolution multiple-shot PARSE, 2) spin-echo SS-PARSE for simultaneous frequency, , and estimation, and 3) parallel acquisition SS-PARSE, which should permit higher spatial-resolution imaging and in principle, smaller estimation errors. In principle, PARSE allows the flexibility to estimate any intra-signal temporal variations which can be modeled parametrically in the signal model. For example, intra-signal information is encoded experimentally in phase velocity encoding and directional diffusion measurements. Recently, a velocity-estimating version of SS-PARSE has been demonstrated [3] , [4] .
For any potential PARSE method to be feasible, sufficient information to support the estimation must be encoded into the signal or signals. If no a priori information is introduced (as was the case in these studies of SS-PARSE), a basic requirement is that the degrees of freedom in the data (usually, the number of data samples) are not fewer than the degrees of freedom in the unknown signal parameters. A more complete evaluation of a method's basic robustness and its accuracy limits requires analysis of the conditioning of the inverse problem.
We have found the PLCG algorithm to be a convenient approach to obtain the LS solution in the signal domain. Other algorithmic approaches to obtain the signal-domain LS solution are possible and may have some advantages, though the PLCG appears to successfully avoid secondary minima in the cost function under typical circumstances. We have described here some basic properties of the LS signal-domain solution, which will affect the performance of any optimization algorithm searching for the cost function minimum, whether it be PLCG or not.
Clearly, there are several practical applications in which estimating local magnetization magnitude and net relaxation rate have potential clinical value. The ability to estimate local frequency precisely in a single shot also has a number of potential applications. It may provide a clear signature of draining veins, permitting them to be excluded from functional MRI maps. Measurement of rapid but very small local changes in frequency may also be useful in neural current MRI (nc-MRI) [31] , a method with the potential to provide functional MRI maps at very high temporal resolution, more directly demonstrating neural activity. Extensions of precise frequency measurement to multiple-shot PARSE methods with higher spatial resolution may provide a useful tissue contrast in susceptibility imaging, especially at higher field strength [32] .
Further development and study of SS-PARSE is called for, but the results at this relatively early stage are encouraging. It offers significant practical advantages as an acquisition technique for BOLD fMRI and other applications which monitor dynamic changes in transverse relaxation rates. At a more basic level, the analysis of the behavior of SS-PARSE presented here demonstrates the advantages of choosing a ( , ) trajectory based on its ability to encode the desired information rather than its suitability for subsequent discrete Fourier transformation to an image format.
This suggests a general observation. From the standpoint of optimal estimation, it is clear that the prevailing paradigm for MRI methods based on a static signal model and an FT-based decoding algorithm is a compromise that does not provide the best possible results in many applications. It seems more likely that the goal of estimating local NMR signals, a goal at the heart of all MRI techniques, would be better served in many (if not most) cases by 1) generating signals in a manner providing optimal encoding of the desired information, and then 2) using well-chosen parameter estimation algorithms to efficiently estimate the parameters to be measured. As computational power becomes continually cheaper and more readily available, the computational cost of such optimal or near-optimal estimation-based methods becomes an increasingly poorer argument against their adoption.
Finally, it should be emphasized that SS-PARSE and other PARSE methods can be used in any modern conventional MRI system without hardware modifications.
