This paper develops a new family of estimators, the minimum density power divergence estimators (MDPDEs), for the parameters of the one-shot device model as well as a new family of test statistics, Z-type test statistics based on MDPDEs, for testing the corresponding model parameters. The family of MDPDEs contains as a particular case the maximum likelihood estimator (MLE) considered in Balakrishnan and Ling (2012).
I. INTRODUCTION
T HE reliability of a product, system, weapon, or piece of equipment can be defined as the ability of the device to perform as designed for, or, more simply, as the probability that the device does not fail when used. Engineers assess reliability by repeatedly testing the device and observing its failure rate. Certain products, called "one-shot" devices, make this approach challenging. One-shot devices can be used only once and after use the device is either destroyed or must be rebuilt. Consequently, one can only know whether the failure time is either before or after the test time. The outcomes from each of the devices are therefore binary, either right-censored (failure) or left-censored (success) . Some examples of oneshot devices are nuclear weapons, space shuttles, automobile air bags, fuel injectors, disposable napkins, heat detectors, and fuses. In survival analysis, these data are called "current status data". For instance, in animal carcinogenicity experiments, one observes whether a tumor occurs at the examination time for each subject.
Due to the advances in manufacturing design and technology, products have now become highly reliable with long lifetimes. This fact would pose a problem in the analysis of data if only few or no failures are observed. For this reason, accelerated life tests are often used by adjusting a controllable factor such as temperature in order to induce more failures in the experiment. Moreover, accelerated life testing would shorten the experimental time and also help to reduce the experimental cost. In this paper, we shall assume that the failure times of devices follow an exponential distribution. In this context, [1] developed the EM algorithm for finding the maximum likelihood estimators (MLEs) of the model parameters. Reference [2] studied a Bayesian approach for one-shot device testing along with an accelerating factor, in which the failure times of devices is assumed to follow once again an exponential distribution. Reference [3] presented two approaches based on the likelihood ratio statistics and the posterior Bayes factor for comparing several exponential accelerated life models. Reference [4] made a comparison of several goodness-of-fit tests for one-shot device testing data.
In Section II, we present a description of the one-shot device model as well as the MLEs of the model parameters. Section III develops the minimum density power divergence estimator (MDPDEs) as a natural extension of the MLE, as well as its asymptotic distribution. In Section IV, Z -type test statistics are introduced for testing some hypotheses about the parameters of the one-shot device model. The influence functions of these Z -type tests are studied in Section V. Some numerical examples are presented in Section VI, with one of them relating to a reliability situation and the other two are from real applications to tumorigenicity experiments. In Section VII, an extensive simulation study is presented in order to empirically illustrate the robustness of the MDPDEs, as well as the Z -type test introduced earlier. A data-driven choice procedure of the optimal tuning parameter given a data set is provided in Section VIII. Finally, some concluding remarks are made in Section IX. 0018-9448 © 2019 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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II. MODEL FORMULATION AND MAXIMUM LIKELIHOOD ESTIMATOR
Consider a reliability testing experiment in which at each time, t j , j = 1, 2, . . . , J , K devices are placed under temperatures w i , i = 1, . . . , I . Thus, I J K devices are tested in total. It is worth noting that a successful detonation occurs if the lifetime is beyond the inspection time, whereas the lifetime will be before the inspection time if the detonation is a failure. For each temperature w i and at each inspection time t j , the number of failures, n i j , is then recorded.
In [1] , an example is presented, in which 30 devices were tested at temperatures w i ∈ {35, 45, 55}, each with 10 units being detonated at times t j ∈ {10, 20, 30}, respectively. In this example, we have I = 3, J = 3 and K = 10. The number of failures observed is summarized in the 3 × 3 table given in Table I . In this one-shot device testing experiment, there were in all 48 failures out a total of 90 tested devices.
We shall assume here, as done by [1] , that the true lifetimes T i j k , for i = 1, 2, . . . , I , j = 1, 2, . . . , J , k = 1, . . . , K , are independent and identically distributed exponential random variables with probability density function
where λ > 0 is the unknown failure rate. In practice, we consider inspection times t j , j = 1, . . . , J , rather than t > 0, and we relate the parameter λ to an accelerating factor of temperature w i > 0 through a log-linear link function of the form
where α 0 > 0 and α 1 ∈ R are unknown parameters. Therefore, the corresponding distribution function is
and the density function is
The data are completely described on K devices, through the contingency table of failures n = (n 11 , . . . , n 1 J , . . . , n I 1 , . . . , n I J ) T , collected at the temperatures w = (w 1 , . . . , w I ) T and the inspection times t = (t 1 , . . . , t J ) T .
We shall consider the theoretical probability vector of successes and failures, p(α), defined by
as well as the observed probability vector p = n 11 I J K , K −n 11 I J K , . . . , n I J I J K , K −n I J I J K T , both of dimension 2I J. Then, the Kullback-Leibler divergence between the probability vectors p and p(α) is given by
.
It is not difficult to establish the following result. Theorem 1: The likelihood function
where F(t j |λ w i (α)) is as given in (1), is related to the Kullback-Leibler divergence between the probability vectors p and p(α) through
with s being a constant not dependent on α.
Based on Theorem 1, we have the following definition for the MLEs of α 0 and α 1 .
Definition 2: We consider the data given by K , n, t, w for the one-shot device model. Then, the MLE of α = (α 0 , α 1 ) T , α = ( α 0 , α 1 ) T , can be defined as
III. MINIMUM DENSITY POWER DIVERGENCE ESTIMATOR
Based on expression (4), we can think of defining an estimator by minimizing any distance or divergence measure between the probability vectors p and p(α). There are many different divergence measures (or distances) known in the literature, see, for instance, [6] and [7] , and the natural question is whether all of them are valid to define estimators with good properties.
Initially, the answer is yes, but we must think in terms of efficiency as well as robustness of the defined estimators. From an asymptotic point of view, it is well-known that the MLE is a BAN (Best Asymptotically Normal) estimator, but at the same time we know that the MLE has a very poor behavior, in general, with regard to robustness. It is wellknown that a gain in robustness leads to a loss in efficiency. Therefore, the distances (divergence measures) that we must use are those which result in estimators having good properties in terms of robustness with low loss of efficiency. The density power divergence measure introduced by [8] has the required properties and has been studied for many different problems until now. For more details, see [9] , [10] and the references therein.
Based on [11] , the MDPDE of α is first introduced, and later in Result 4 it is shown that this estimator can be considered as a natural extension of (4).
Definition 3: Let y i j k , i = 1, 2, . . . , I , j = 1, 2, . . . , J , k = 1, . . . , K , be a sequence of independent Bernoulli random variables, y i j k ind ∼ Ber(π i j (α)), such that π i j (α) = F t j |λ w i (α) and n i j = K k=1 y i j k . The MDPDE of α , with tuning parameter β ≥ 0, is given by
where
For more details about the interpretation of Definition 3, see [11, Formula 2.3] , in which π y i jk i j (α)(1−π i j (α)) 1−y i jk plays the role of the density in our context. Notice that the expression to be minimized in (5) can be simplified as
The following result provides an alternative expression for α β , given in Definition 3, which is closer to (4) in its expression, since only a divergence measure between two probabilities is involved. Given two probability vectors p = ( p 1 , . . . , p M ) T and q = (q 1 , . . . , q M ) T , the power density divergence measure between p and q, with tuning parameter β > 0, is given by
and for β = 0,
Therefore, the density power divergence measure between the probability vectors p and p(α), with tuning parameter β > 0, has the expression
and for β = 0 d β=0 ( p, p(α)) = lim β→0 + d β ( p, p(α)) = d K L ( p, p(α)) .
Theorem 4:
The MDPDE of α, with tuning parameter β ≥ 0, given in Definition 3, can be alternatively defined as
where d β ( p, p(α)) is as in (7) . In the following result, the estimating equations needed to get the MDPDEs are presented.
Theorem 5: The MDPDE of α with tuning parameter β ≥ 0, α β , can be obtained as the solution of the following equations:
In the following results, the asymptotic distribution of the MDPDE of α, α β , for the one-shot device model is presented.
Theorem 6: The asymptotic distribution of the MDPDE α β is given by
and F(t j |λ w i (α)) and f (t j |λ w i (α)) are as given in (1) and (2), respectively.
Since α β=0 is the MLE of α, obtained by maximizing log L (α |K , n, t, w ), or equivalently by minimizing 
the following result relates the asymptotic distribution of α β=0 given previously in terms ofJ β=0 (α 0 ) andK β=0 (α 0 ), with respect to the Fisher information matrix, well-known in the classical asymptotic theory of the MLEs.
Theorem 7: The asymptotic distribution of the MLE of α, α β=0 , is
is the Fisher Information matrix for the one-shot device model. In addition, relating the theory of MDPDEs with the Fisher Information matrix, we have
Remark 8:
A referee suggested that the mínimum DPD estimator could be adapted to the context of empirical likelihood. In order to fit the model to the framework of empirical likelihood, we need to consider a sample of independent and identically distributed observations, while this model considers in principle non-homogeneous observations since every test condition has a pre-specified inspection time t j , j = 1, . . . , J , and temperature w i i = 1, . . . , I . To overcome this difficulty, we could consider that K individuals are randomly assigned to be at test condition
In the new setting, we could consider
respectively, in such a way that now the random variables are also identically distributed. In this setting now, for β > 0,
where p(C 1 ,
Notice that the expression of the objective function in (13) is equivalent to (5) , but the parameter space I J K should contain the sample moment constraints. Using a notation similar to the one in [12] , we could consider a β = arg min
Other results in relation to empirical likelihood and distances or divergences can be found in [13] and [14] , and the references therein.
IV. ROBUST Z-TYPE TESTS
For testing the null hypothesis of a linear combination of
where m T = (m 0 , m 1 ), it is important to know the asymptotic distribution of the MDPDE of α. In particular, in case we wish to test if the different temperatures do not affect the model of the one-shot devices, we need to consider m T = (m 0 , m 1 ) = (0, 1) and d = 0. In the following definition, we present Z -type test statistics based on α β . Since Z -type test statistics are a particular case of the Wald-type test, we can say that this type of robust test statistics have been considered previously by [9] and [10] . Definition 9: Let α β = ( α 0,β , α 1,β ) T be the MDPDE of α = (α 0 , α 1 ) T . Then, the family of Z -type test statistics for testing (14) is given by
. (15) In the following theorem, the asymptotic distribution of Z K ( α β ) is presented.
Theorem 10: The asymptotic distribution of Z -type test statistics, Z K ( α β ), defined in (15), is standard normal.
Based on Theorem 10, the null hypothesis in (14) will be rejected, with significance level α, if Z K ( α β ) > z α 2 , where z α 2 is a right hand side quantile of order α 2 of a normal distribution. Now, we shall present a result providing an approximation, to the power function, for the test statistics defined in (15) .
Theorem 11: Let α * ∈ be the true value of the parameter α so that α β
and m T α * = d. Then, the approximate power function of the test statistic in (15) at α * is as given below, where (·) is the standard normal distribution function,
Remark 12: Based on the above results, it is possible to provide an explicit expression for the number of devices as
placed under temperatures w i , i = 1, . . . , I , at each time, t j , j = 1, 2, . . . , J , necessary to get a fixed power π * for a specific significance level α. Here, [·] denotes the largest integer less than or equal to ·.
V. ROBUSTNESS OF THE Z -TYPE TESTS An important concept in robustness theory is the influence function. For any estimator defined in terms of an statistical functional U(F) from the true distribution F, its influence function is defined as
where F ε = (1 − ε)F + ε x , with ε being the contamination proportion and x being the degenerate distribution at the contamination point x. Thus, the (first-order) influence function (IF), as a function of x, measures the standardized asymptotic bias (in its first-order approximation) caused by the infinitesimal contamination at the point x. The maximum of this IF over x indicates the extent of bias due to contamination and so smaller its value, the more robust the estimator is.
Let us now consider the one-shot device model under the exponential distribution presented here. Let f i j,α represent the probability mass function for each individual from the i -th temperature and j -th inspection time, i = 1, . . . , I , j = 1, . . . , J , associated with the model. As in each combination i j, K individuals are tested, denoting by Y (k) i j (k = 1, . . . , K ) the random variable which has Bernoulli distribution with probability of success π i j (α), we have
Let g i j represent the true probability mass function for each individual from the i j-th group of K individuals i = 1, . . . , I , j = 1, . . . , J . In vectorial notation, we let
The DPD for the sample, for β > 0, is defined as
whenever it exists. When the assumption of the model holds with true parameter α 0 , we have g i j = f i j,α 0 and H (α) = I Jd β ( p(α 0 ), p(α)); this is minimized at α = α 0 implying the Fisher consistency of the MDPDE functional U β (G) in our model.
The influence function of α β = U β (G), with respect to the k 0 -th observation of the i j 0 -th group of observations, is given by
T , e i j 0 , j k 0 is a vector with 1 in the position (i j 0 , k 0 ) in lexicographical order.
The influence function of α β = U β ( G) with respect to all the observations is given by
K k=1
x i jk e i j,k ,
The functional associated with the Z -type tests,
The influence function with respect to the k 0 -th observation of the i j 0 -th group of observations, of the functional associated with the Z -type test statistics for testing the composite null hypothesis in (14 ) , is then given by
where ∂U β (Fα,x,ε) ∂ε ε=0 + is the influence function of the estimator given in (19) .
Similarly, in all the indices we have
be factors of the influence function of α β,0 and α β,1 respectively, given in vectorial form in either (19) or (20). Based on this, might be commented on conditions for boundedness of the influence influence functions presented in this paper, either for estimation (19) (20) or testing (21-22), that they are bounded on x or x, however if β = 0 the norm of the bidimensional influence functions can be very large on (w, t) = (w I , t J )
In this regard, the lower-right corner cell of the contingency table, (i 0 , j 0 ) = (I, J ), could be a strong leverage cell and this fact justifies our robust statistical approach for appropriate inference procedure in the one-shot device model with the exponential distribution. In accelerated processes, inspection time (t) tends not to be large, and the influence of large values is naturally associated to temperature (w). In addition, it is interesting to note that
which matches with the degenerated distributions for cells (with either K or 0 observations w.p. 1), and similarly
Even though the distribution function approaches the upper-limit in the upper-bound of t ∈ (0, +∞), F(t|λ w (α)) −→ t→+∞ 1, the influence functions are unbounded only for β = 0 (MLE and the MLE based classical Z -type test) and bounded for β > 0 (robust Z -type tests). When the distribution function approaches the lower-limit in the lower-bound of t ∈ (0, +∞), F(t|λ w (α)) −→ t→0 + 0, the influence functions are all bounded.
VI. REAL DATA EXAMPLES
In this section, we present some numerical examples to illustrate the inferential results developed in the preceding sections. The first one is an application to the reliability example considered in Section II, and the other two are real applications to tumorigenicity experiments considered earlier by other authors.
A. Example 1 (Reliability Experiment)
Based on the example introduced in Section II, in this section, the MDPDEs of the parameters of the one-shot device model are considered. As tuning parameter, β ∈ {0, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1, 2, 3, 4} are taken. In Table II , apart from the MDPDEs of α, the MDPDEs of the reliability function R(t|λ w 0 (α)) = 1 − F(t|λ w 0 (α)) = e −λ w 0 t = exp(−α 0 e α 1 w 0 t) are also presented at mission times (time points at which we are interested in the reliability of the unit) t ∈ {10, 20, 30}, as well as the MDPDEs of the mean of the lifetime T (λ w 0 (α)), namely,
under the normal operating temperature w 0 = 25. Table II shows that the mean lifetime obtained by the MLE (β = 0) is greater than that obtained from the alternative MPDPDEs. However, results for all considered choices of β seem to be quite similar. The choice of β will be discussed in detail in Section VIII.
B. Example 2 (ED01 Data)
In 1974, the National Center for Toxicological Research made an experiment on 24000 female mice randomized to a control group or one of seven dose levels of a known carcinogen, called 2-Acetylaminofluorene (2-AAF). Table 1 in [15] shows the results obtained when the highest dose level (150 parts per million) was administered. The original study considered four different outcomes: Number of animals dying tumor free (DNT) and with tumor (DWT), and sacrified without tumor (SNT) and with tumor (SWT), summarized over three time intervals at 12, 18 and 33 months. A total of 3355 mice were involved in the experiment.
Reference [16] made an analysis combining SNT and SWT as the sacrificed group (r = 0); and denoting the cause of DNT as natural death (r = 1), and the cause of DWT as death due to cancer (r = 2). This modified data are presented in Table III , while MDPDEs of the model parameters and the corresponding estimates of mean lifetimes are presented in Table IV . Here w = 0 refers to control group and w = 1 is the test group, while E(T 1 ) and E(T 2 ) are the estimated mean lifetimes for sacrifice or nature death (r = 0, 1) and death due to cancer (r = 2), respectively.
From Table IV , some MDPDEs of α 11 are seen to be negative. As pointed out in [5] , this can be due to the fact that the true value of it may be quite close to zero. In fact, for the values of the tuning parameter β ∈ {0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7}, the estimators of α 11 are very close to zero ,   TABLE III NUMBER OF MICE SACRIFIED (r = 0) AND DIED WITHOUT TUMOR (r = 1) AND WITH TUMOR (r = 2) FROM THE ED01 DATA meaning that the drug will not increase the hazard rate of the natural death outcome. Furthermore, if we look at the estimates of mean lifetimes, these last estimators show a reduction when the carcinogenic drug is administered, but the other ones, β ∈ {0, 0.8, 0.9, 1}, do not show this behavior (see Figure 1 ). Thus, in this case, we observe that the MDPDEs with tuning parameter β ∈ {0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7} give a more meaningful result in the context of the laboratory experiment than, in particular, the MLE (β = 0). The simulation study presented in this paper will prove how, in a general case, MDPDEs with these tuning parameters will also present a better behavior in terms of robustness. However, this conclusion can be seen as a post-hoc choice based on expert knowledge about the experiment (2-AAF is a carcinogenic).
In Section VIII, a data-driven choice of the optimal β for this specific data will be carried out and will further corroborate our suggestion.
C. Example 3 (Benzidine Dihydrochloride Data)
The benzidine dihydrochloride experiment was also conducted at the National Center for Toxicological Research to examine the incidence in mice of liver tumors induced by the drug, and studied by [15] and [16] . The inspection times used on the mice were 9.37, 14.07 and 18.7 months. In Table V , the numbers of mice sacrified (r = 0), died without tumor (r = 1) and died with tumor (r = 2), are shown, for two different doses of drug: 60 parts per million (w = 1) and 400 parts per million (w = 2). As in the previous example, we consider as "failures" the mice died due to cancer. Table VI shows the MDPDEs of the model parameters and the corresponding estimates of mean lifetimes. Although some differences are observed in the results for different values of the tuning parameter, in all the cases, the mean lifetime shows a reduction when the carcinogenic drug is administered.
In order to have an idea of the behavior of the different MDPDEs, in relation to the efficiency as well as the robustness, we carry out an extensive Monte Carlo simulation study in the next section.
VII. SIMULATION STUDY
In this section, a simulation study is carried out to examine the behavior of the MDPDEs of the parameters of the oneshot device model, studied in Section III, as well as the Z -type tests, based on MDPDEs, detailed in Section IV. We pay special attention to the robustness issue here. It is interesting to note, in this context, the following. For each fixed time, t j , under a fixed temperature, w i , K devices are tested. In this sense, we can identify our data as a I × J contingency table with K observations in each cell. Hence, under this setting, we must consider "outlying cells" rather than "outlying observations". A cell which does not follow the one-shot device model will be called an outlying cell or outlier. The strong outliers may lead to reject a model fitting even if the rest of the cells fit the model properly. In other words, even though the cells seem to fit reasonably well the model, the outlying cells contribute to an increase in the values of the residuals as well as the divergence measure between the data and the fitted values according to the one-shot device model considered. Therefore, it is very important to have robust estimators as well as robust test statistics in order to avoid the undesirable effects of outliers in the data. The main purpose of this simulation study is to empirically illustrate that inside the family of MDPDEs developed here, some estimators may have better robust properties than the MLE, and the Z -type tests constructed from them can be at the same time more robustness than the classical Z -type test constructed through the MLEs.
A. The MDPDEs
In this section, we carry out a simulation study to compare the behavior of some MDPDEs with respect to the MLEs of the parameters in the one-shot device model under the exponential distribution. In order to evaluate the performance of the proposed MDPDEs, as well as the MLEs, we consider the root of the mean square errors (RMSEs). We have considered a model in which, I = J = 3, w ∈ {35, 45, 55}, t ∈ {10, 20, 30} and K = 20, as in the example in Table I , and the simulation experiment proposed by [1] . This model has been examined under three choices of (α 0 , α 1 ) = (0.005, 0.05), (α 0 , α 1 ) = (0.004, 0.05) and (α 0 , α 1 ) = (0.003, 0.05) for lowmoderate, moderate and moderate-high reliability, respectively.
To evaluate the robustness of the MDPDEs, we have studied the behavior of this model under the consideration of an outlying cell for (w 1 , t 1 ) in our contingency table, with 10, 000 replications and estimators corresponding to the tuning parameter β ∈ {0, 0.1, 0.2, 0.4, 0.6, 0.8, 1}. The reduction of each one of the parameters of the outlying cell, denoted bỹ α 0 orα 1 (α 0 ≥α 0 or α 1 ≥α 1 ) increases the mean of its lifetime distribution function in (1) . The results obtained by decreasing parameter α 0 are shown in Figure 3 , while the results obtained by decreasing parameter α 1 are shown in Figure 3 . In all the cases, we can see how the MLEs and the MDPDEs with small values of tuning parameter β present the smallest RMSEs for weak outliers, i.e., whenα 0 is close to α 0 (1 −α 0 /α 0 is close to 0) orα 1 is close to α 1 (1 −α 1 /α 1 is close to 0). On the other hand, large values of tuning parameter β make the MDPDEs to present the smallest RMSEs, for medium and strong outliers, i.e., wheñ α 0 is not close to α 0 (1 −α 0 /α 0 is not close to 0) orα 1 is not close to α 1 (1 −α 1 /α 1 is not close to 0). Therefore, the MLE of (α 0 , α 1 ) is very efficient when there are no outliers, but highly non-robust when there are outliers. On the other hand, the MDPDEs with moderate values of the tuning parameter β exhibit a little loss of efficiency without outliers, but at the same time possess a considerable improvement in robustness in the presence of outliers. Actually, these values of the tuning parameter β are the most appropriate ones for the estimators of the parameters in the one-shot device model according to robustness theory: To improve in a considerable way the robustness of the estimators, a small amount of efficiency needs to be compromised.
B. The Z-Type Tests Based on MDPDEs
We will study the performance, with respect to robustness, through simulation of the one-shot device model defined in Section II with the same values of I, J, t, w of the example of [1] given in Table I and for the same tuning parameter, β, as in Section VII-A. We are interested in testing the null hypothesis H 0 : α 1 = 0.05 against the alternative Under the null hypothesis, we consider as true parameters (α 0 , α 1 ) = (0.004, 0.05), while under the alternative we consider as true parameters (α 0 , α 1 ) = (0.004, 0.02).
In Figure 2 , we present the empirical significance level (measured as the proportions of test statistics exceeding in absolute value the standard normal quantile critical value) based on 10, 000 replications. The empirical power (obtained in a similar manner) is also presented in the right hand side of Figure 2 . Notice that, in all the cases, the observed levels are quite close to the nominal level of 0.05. The empirical power is similar for the different values of the tuning parameters β, a bit lower for large values of β, and closer to one as K or the sample size (n = I J K ) increases.
To evaluate the robustness of the level and the power of the Z -type tests based on MDPDEs with an outlier placed on the first-row first-column cell, we perform the simulation for the same test and the same true values for the null and alternative hypotheses, in two different scenarios depending on the way the outlying cell is considered. In the first scenario, we keep α 1 the same and modify the true value of α 0 to beα 0 ≤ α 0 , and in the second one, we keep α 0 the same and modify the true value of α 1 to beα 1 ≤ α 1 . Both cases have been analyzed for different values of K and decreasingα 0 in the first scenario (increasing 1 −α 0 /α 0 ) or decreasingα 1 in the second scenario (increasing 1 −α 1 /α 1 ).
The results for the first scenario are presented in Figure 4 . The empirical level for the one-shot device model with K from 10 to 150, true value (α 0 , α 1 ) = (0.004, 0.05) andα 0 = 0.001 for the outlying cell is presented on the top left panel. Similarly, the empirical power for the one-shot device model with K from 10 to 150, true parameter (α 0 , α 1 ) = (0.004, 0.02) and α 0 = 0.001 for the outlying cell is presented on the right top panel. In addition, the empirical level for the one-shot device model with 1−α 0 /α 0 from 0 to 1 for the outlying cell and true value (α 0 , α 1 ) = (0.004, 0.05) and K = 20 is presented on the bottom left panel. Similarly, the empirical power for the oneshot device model with 1 −α 0 /α 0 from 0 to 1 for the outlying cell and true value and true parameter (α 0 , α 1 ) = (0.004, 0.02) is presented on the bottom right panel.
Notice that the outlying cell represents 1/9 of the total observations in the last plots. For large values of K (very large sample sizes, since n = 9K ), there is a large inflation in the empirical level and shrinkage of the empirical power, but for the Z -type test statistic based on the MDPDEs with large values of the tuning parameter β, the effect of the outlying cell is weaker in comparison to those of smaller values of β, including the MLEs (β = 0). Ifα 0 is separated from α 0 (1 −α 0 /α 0 increases from 0 to 1), the empirical level of the Z -type test statistics based on the MDPDEs is not stable around the nominal level, but being closer as the tuning parameter β becomes larger. Ifα 0 is separated from α 0 (1 −α 0 /α 0 increases from 0 to 1), the empirical power of the Z -type test statistics based on the MDPDEs decreases, but being more slowly as the tuning parameter β becomes larger. Figure 5 presents the results for the second scenario, in whichα 1 = 0.01 for the outlying cell on the top left panel andα 1 = −0.01 for the outlying cell on the top right panel. Even though the outliers are, in the current scenario, slightly more pronunced with respect to the previous scenario, in general terms, we arrive at the same conclusions as in the previous scenario.
The results of the tests statistics presented here show again the poor behavior in robustness of the Z -type tests based on the MLEs of the parameters of the one-shot device model. Furthermore, the robustness properties of the Z -type test statistics based on the MDPDEs with large values of the tuning parameter β are often better as they maintain both level and power in a stable manner. Moreover, the comments made at the end of Section VII-A for the MDPDEs regarding moderate values of the tuning parameter β are valid for the Z -type test statistics based on the MDPDEs as well. 
VIII. ON THE CHOICE OF THE TUNING PARAMETER
Throughout the previous sections, we have noted that the robustness of the proposed MDPDE seems to increase with increasing β; but, their pure data efficiency decrease slightly. From the results of our simulation study, a moderately large value of β is expected to provide the best trade-off for possibly contaminated data. Although a possible ad hoc choice of β may work quite well in practice, when working with real data, a data-driven choice of β would be better and convenient.
An useful procedure of the data-based selection of β for the MDPDE was proposed by Warwick and Jones [17] . It consists of minimizing the estimated mean squared error, an approach that requires pilot estimation of model parameters. We can adopt a similar approach to obtain a suitable data-driven β in our model. In this approach, we minimize an estimate of the asymptotic MSE of the MDPDE α β given by
However, as pointed out by [18] , when dealing with the robustness issue, the estimation of the variance component should not assume the model to be true. So, following the general formulation of [11] , model robust estimates of J β and K β can be obtained as 
Reference [17] suggested to use a suitable pilot estimator α P in place of α * . The choice of α P will be empirically discussed, as the overall procedure depends on this choice.
Let us reconsider the previous simulation study with (α 0 , α 1 ) = (0.004, 0.05), but now we perform the selection of β following the above proposal for each iteration with different possible pilot estimators. Let us consider as potential pilot parameters β P = {0, 0.3, 0.6, 0.9}. The selection of β is done through a grid search of [0, 1] with spacing 0.01 and 10, 000 samples. In Figure 6 , we show the simulated true RMSEs for this scenario and the average optimal values of β for this same scenario. We can observe how the use of pilot estimators leads us to different optimal values of β, but, in general cases, optimal values of β are higher when a higher degree of contamination is considered, as expected. It seems that the best trade-off between the efficiency in pure data and the robustness under contaminated data is provided by the pilot choice β P = 0.4 and so we suggest it as our pilot estimator.
We now apply the corresponding procedure to our previous data sets. Optimal β and corresponding α are presented in Table VII . Here, MLE is not always the best choice, which justifies the need for MDPDEs as an alternative to classical MLE.
Is is also important to notice that this ad-hoc choice of β does not depend on the results of data analysis and expert knowledge. In this sense, and with respect to the ED01 Data, we see that, once the optimal values of the parameters are obtained, expected lifetimes in control group are seen to be higher than in the group to which the carcinogen is applied, which is a result that is consistent in the context of the experiment studied.
IX. CONCLUDING REMARKS
In this paper, we have introduced and studied the MDPDEs for one-shot device testing with an accelerating factor of temperature. Based on these estimators, we have also introduced a family of Wald-type test statistics. Since the MLE is a particular estimator in the family of MDPDEs developed here, the classical Wald test is also taken into account for comparison. The results obtained in the simulation study suggest that some MDPDEs are considerably better for the estimation of the model parameters when outliers are present in the data and at the same time not incurring much loss of efficiency when outliers are not present. Similar results are obtained for some Wald-type test statistics in terms of stability with respect to level and power. These proposed estimators also give a more meaningful result in the case of ED01 tumorigenicity experiment data than the MLEs.
APPENDIX PROOFS OF RESULTS

A. Proof of Theorem 1:
We have , n, t, w ) ) ,
as required.
B. Proof of Theorem 4:
The relationship between (6) and d β ( p, p(α)) defined in (7) is given by p, p(α) 
where c is a constant not dependent on α, and so α β is the same for both cases. Hence, the result.
C. Proof of Theorem 5:
We have ∂ F(t j |λ w i (α)) ∂α 0 = exp −α 0 exp (α 1 w i ) t j exp {α 1 w i } t j = f (t j |λ w i (α)) t j α 0 (27) and ∂ F(t j |λ w i (α))
We denote d β ( p, p(α)) = T 1,β (α) + T 2,β (α),
where T 1,β (α) and T 2,β (α) are as follows, for β > 0: Based on (27), we have
and
On the other hand, by (28), we have
and and f 2 (t j |λ w i (α)) F(t j |λ w i (α)) 1 − F(t j |λ w i (α)) .
The rest of the terms of I F (α) can be obtained in a similar manner. On the other hand, from Theorem 5, sustituting β = 0 into J β (α) = 1 I JJ β (α) and K β (α) = 1 I JK β (α), we simply obtain J β=0 (α) = K β=0 (α) = I F (α).
F. Proof of Theorem 10:
Let α 0 be the true value of parameter α. It is clear that under (14), we have m T α β − d = m T ( α β − α 0 ) and we know that 
G. Proof of Theorem 11:
The power function at α * of Z K ( α β ) can be obtained as follows: 
H. Proof of Equations (23) and (24)
Following [19] , we have
∂ u i j (α) ∂α n i j K F β (t j |λ w i (α))
The required result follows taking into account that ∂ u i j (α) ∂α = 1 F(t j |λ w i (α)) C (i j )
where C (i j ) 1 (α) and C (i j ) 2 (α) are as given in (25) and (26), respectively.
