In this paper, a class of optimal switching control problems with prespecified order of the sequence of subsystems is considered, where the switching instants are included in the cost functional. Both the switching instants and the control function are to be chosen such that the cost functional is minimized. Through the discretization of the control space, each control component is approximated by a piecewise constant function. The partition points and the heights of each of these piecewise constant functions are taken as decision varibles. Using the control parameterization enhancing transform, we map both types of switching instants into preassigned knot points via the introduction of an additional control, known as the enhancing control. In this way, we construct a sequence of approximate optimal parameter selection problems with fixed switching time points. We then show that these approximate optimal parameter selection problems are solvable as mathematical programming problems. The convergence analysis of this approximation is investigated. Two examples are solved using the proposed method so as to demonstrate the effectiveness of the method proposed.
Introduction
A switched system consists of a number of subsystems and a switching law. The switching law is to define the order of the subsystems to be activated at certain specified switching instants during the planning horizon. Switched systems arise in many real world applications, such as the control of mechanical systems, the automotive industry, aircraft and air traffic control, and switching power converters. Some details on these applications can be found in [1] .
For problems of the optimal control of switched systems, the objective is to seek a switching law and a control function such that some performance criterion is minimized subject to some constraints on the state and the control variables. These optimal control problems have attracted increasing attention (see, for example, [2] [3] [4] [5] [6] [7] ) because of their practical significance and theoretical challenge. However, there are many open issues yet to be answered.
For example, even for problems involving only linear subsystems and quadratic costs, a closed form solution of the optimal switching instants is still unavailable.
In this paper, we consider a class of optimal switching problems where the order of the sequence of the subsystems is known, while the switching instants and the control function are to be obtained optimally. Our aim is to provide an efficient computational algorithm for solving this optimal switching problem based on the control parameterization technique and the control parameterization enhancing transform (CPET) introduced in [8, 9] .
The rest of the paper is organized as follows. The basic problem is formulated in Section 2. In Section 3, each control component is approximated by a piecewise constant function. The switching instants and heights of each of these approximate piecewise constant functions are both taken as decision variables to be chosen optimally. Then, the CPET is applied to this approximate optimal control problem. Subsequently, an equivalent optimal parameter selection problem is obtained, where both types of the switching instants, one for the scheduling of the subsystems and the other for the switching instants of the approximate piecewise constant control function, are mapped into preassigned knot points. This optimal parameter selection problem, which involves multiple characteristic times, is in the form considered in [10] . Thus, the gradient formulae of the cost functional and the constraints are available from [11] . Convergence analysis of the approximation scheme is also included. On the basis of the results obtained in Section 3, an efficient computational method is developed in Section 4. Two examples are solved in Section 5 using the proposed method. Section 6 concludes the paper.
Problem formulation
Consider the following switched system, which consists of N subsystems:
2)
. . , u r ] T ∈ R r are, respectively, the state and control vectors;
is a given n-vector. Let the switching instants, t i , i = 1, . . . , N , in the sequence be such that
where
Elements from Λ are to be referred to as switching vectors. Let
where E i ∈ R r , i = 1, . . . , q, and b i , i = 1, . . . , q, are real numbers; and furthermore, let
where α i , i = 1, . . . , r , and β i , i = 1, . . . , r , are real numbers. Define
Clearly, U is a compact and convex subset of R r . Let u = [u 1 , u 2 , . . . , u N ] T be a Boral measurable function from [0, T ] into R r such that u(t) ∈ U for almost all t ∈ [0, T ]. Such a u is referred to as an admissible control. Denote by D the class of all such admissible controls.
Our optimal switching control problem may now be stated formally as:
find a control u ∈ D and a switching vector t ∈ Λ such that the cost functional
is minimized.
We point out that the cost functional (2.10) includes multiple switching instants. This problem is referred to as the optimal control problem with multiple characteristic time points in the literature. See, for example, [11] . However, these characteristic time points are considered as fixed in [11] , while those in Problem 1.1 are decision variables to be chosen optimally.
For the functions Φ 0 , L 0 , and f i , i = 1, 2, . . . , N , we assume that the following conditions are satisfied:
where |·| denotes a usual Euclidean norm; (A3) L 0 and f i , i = 1, . . . , N , together with their partial derivatives with respect to each of the components of x and u, are piecewise continuous on [0, T ] for each (x, u) ∈ R n × R r and continuous on R n × R r for each t ∈ [0, T ]; (A4) Φ 0 is continuously differentiable with respect to all its arguments.
Problem transformation
For each p i ≥ 1, i = 1, 2, . . . , N , let the time subinterval [t i−1 , t i ] be partitioned into n p i subintervals with n p i + 1 partition points denoted by
Let the number n p i of the partition points be chosen such that
We now approximate the control function in the form of the piecewise constant function as:
Here, χ
and
. . , N , and τ p i j , j = 1, 2, . . . , n p i , are decision variables such that the following constraints are satisfied:
Let Γ p be the set of all vectors τ p defined by (3.7) such that (3.8) is satisfied. Let r N i=1 n p i = κ and let V p (Γ p ) be the set of all those u p (·|σ p , τ p ) expressed by (3.4) with σ p ∈ R κ and τ p ∈ Γ p . For the control constraints (2.6) and (2.7), the corresponding constraints on the control parameter vectors are:
Let B p be the set of all those control parameter vectors σ p ∈ R κ such that the constraints (3.10) are satisfied, and let D p (Γ p ) be the set of all those corresponding u p (·|σ p , τ p ) ∈ V p (Γ p ). Furthermore, let Ξ p be the set of all those σ p ∈ B p such that the constraints (3.9) are also satisfied, and let U p (Γ p ) be the set of all those
Restricting controls in U p (Γ p ), the system of differential equations (2.9) takes the form: 11) with the initial condition:
(3.13) Let x(·|σ p , τ p ) be the solution of the system (3.11) and (3.12) corresponding to the combined control parameter vector and the switching vector (σ p , τ p ) ∈ Ξ p × Γ p . We may now specify the approximate Problem 1.1a as follows: Problem 1.1a. Subject to the dynamical system (3.11) and (3.12), find a combined control parameter vector and switching vector (σ p , τ p ) ∈ Ξ p × Γ p such that the cost functional
is minimized, wherẽ
(3.15)
Note that, for each p, the approximate Problem 1.1a is an optimal parameter selection problem involving multiple characteristic time points, which are decision variables to be chosen optimally. In this paper, we shall develop a new computational method for solving this unconventional optimal parameter selection problem as a mathematical programming problem. For this, we need the gradient formulae of the cost functional with respect to the control parameter vector and the switching vector. The gradient formulae of the cost functional with respect to the control parameter vector are easy to be obtained. In fact, it is also possible to derive the gradient formulae of the cost functional with respect to the switching vector by using an argument similar to that given for Theorem 3.1 of [10] . However, these gradient formulae are not effective for numerical calculation. This statement is valid even for problems without involving multiple characteristic time points. For details, see [9] . In this paper, we will employ the idea of the control parameterization enhancing transform (CPET) to map these variable switching time points into preassigned fixed knots.
We introduce the new time variable
with the initial condition
where υ p , with possible discontinuity points at
Clearly,
. . , N , be referred to collectively as δ p , and let Ω p be the set of all such δ p . Furthermore, let A p be the set containing all the corresponding enhancing controls υ p obtained by elements from Ω p via (3.18). Let D p (respectively, U p ) be the set containing all piecewise constant controls given by (3.22) with
23)
Now, applying the CPET to Problem 1.1a, we obtain the following equivalent problem: Problem 1.2b. Subject to the system of differential equations
with initial condition
By similar arguments as those given in [11] , we obtain the following two theorems on the convergence properties of the sequence of approximate optimal costs and optimal controls. Theorem 3.1. Suppose that u * is an optimal control of Problem 1.1. Let (σ p, * , δ p, * ) be an optimal parameter vector of Problem 1.2b and let (u p, * , τ p, * ) be the corresponding combined optimal control and switching vector of Problem 1.1a such that
is a bounded sequence of controls in L r ∞ , then there exists a subsequence, denoted by the original sequence, such that lim
Theorem 3.2. Let (σ p, * , δ p, * ) and (u p, * , τ p, * ) be defined as in Theorem 3.1. Suppose that
Then, u is also an optimal control of Problem 1.1.
A computational procedure
The procedure for solving Problem 1.1 may be stated as follows. For each i = 1, . . . , N , let p i = 1, 2, . . .. Then, we use the control parametrization enhancing transform to obtain Problem 1.2b. Thus, Problem 1.1 can be solved by solving a sequence of approximate Problem 1.2b. Each of these approximate Problem 1.2b is an optimal parameter selection problem, which can be viewed as a nonlinear mathematical programming problem. This nonlinear mathematical programming problem in the control and switching parameter vectors can be solved by using any efficient optimization technique, such as the sequential quadratic programming routine (see, for example, [10] ). For this, we need, for each (σ p , δ p ) ∈ Ξ p × Ω p , the information on the values of the cost functional J (σ p , δ p ) and the constraint functionals l j (σ p i ,k ), j = 1, . . . , q, as well as their respective gradients with respect to each (σ p , δ p ) ∈ Ξ p × Ω p . The gradient formulae of the cost functional with respect to (σ p , δ p ) ∈ Ξ p × Ω p are given in the following theorem.
Theorem 4.1. Consider Problem 1.2b. Then, it holds that
is the solution of the co-state system
with the boundary condition
Proof. The proof is similar to that given for Theorem 4.3. of Chapter 4 in [11] .
For each (σ p , δ p ) ∈ Ξ p × Ω p , the values of the functions l j (σ p i ,k ), j = 1, . . . , q, as well as their respective gradients with respect to (σ p , δ p ), are straightforward to calculate. In view of these and Theorem 4.1, Problem 1.2b can be solved as a mathematical programming problem. On this basis, we can obtain an approximate optimal control for Problem 1.1, as shown in the following algorithm.
Algorithm 1.
Step 1 Solve Problem 1.2b as a standard mathematical programming problem to give (σ p, * , δ p, * ). Then, we obtain the corresponding piecewise constant control (w p, * (s), υ p, * (s)).
Step 2 If min n p i ≥ M, i = 1, . . . , N , where M is a pre-specified positive constant, go to Step 3. Otherwise go to
Step 1 with n p i increased to n p i +1 for each i = 1, . . . , N .
Step 3 Stop. Construct (u p, * , τ p, * ) from (w p, * , υ p, * ) such that
The piecewise constant control u p, * obtained is an approximate optimal solution of Problem 1.1. 
Illustrative examples
We first consider the numerical example given in [6] .
Example 5.1. Consider a switched system, which consists of two subsystems described as follows:
Subsystem 1:
Subsystem 2:
Assume that t 0 = 0, t f = 2 and that the system switches once at t = t 1 , where 0 ≤ t 1 ≤ 2, from subsystem 1 to subsystem 2. We want to find an optimal switching instant t 1 and an optimal input u such that the cost functional
is minimized. Here,
We apply the approach developed in Section 4 to this problem using 10 partitions for the control space in the time interval [0, 2] , and the optimal switching instant obtained is t 1 = 0.2165. The corresponding optimal cost is 10.0911, which is almost the same as the one obtained in [6] . The corresponding control and state trajectory are shown in Fig. 1 .
We now consider a multiple characteristic time points problem as follows:
Example 5.2. In this problem, the switched system, which consists of three subsystems, is defined on the planning horizon [0, 3]. Subsystem 1:
Subsystem 3: The initial conditions are:
Assume that the system switches at t 1 and t 2 , where 0 ≤ t 1 ≤ t 2 ≤ 3. We want to find the optimal switching instants t 1 , t 2 and an optimal control u such that the cost functional
We introduce the enhancing transform:
and create a new state variable
Then, the variable switching times t 1 , t 2 are mapped into the fixed time points 1, 2. The systems (5.4)-(5.6) are transformed into: Then, we can use the method developed in Section 4 to solve this equivalent problem. This time we use 12 partitions in the interval [0, 3] . The obtained optimal switching instants are t 1 = 0.2567 and t 2 = 2.9600, while the corresponding optimal cost is 6.51909. The corresponding control and state trajectory are shown in Fig. 2. 
Conclusions
This paper considered a class of optimal control problems governed by a switched system. This switched system consists of a number of subsystems. The switching law, which specifies the instants at which changes of the subsystems are to take place, is to be chosen together with the control function optimally with respect to a given cost functional. This cost functional involves multiple characteristic time points. A computational method is developed for solving this class of optimal control problems. The method is based on the control parameterization technique, which is used in conjunction with the control parameterization enhancing transform. Two examples were solved using the proposed approach, and the results indicated that the proposed approach is highly efficient.
