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I. INTRODUCTION 
The Lyapunov inequality [4, Corollary 5.11 states that if y( .) is a non- 
trivial solution of 
y”(t) + 4(Y) At) = 0 (1.1) 
on an interval containing the points a and b (a < b) which is such that 
y(a) = y(b) = 0 then 
i 
h 
Is( dt > 4/(b - a). (1.2) 
u 
It is supposed here and throughout this paper that q is a real-valued 
member of L:,,. The constant, 4, of (1.2) is the best possible in the sense 
that it cannot be replaced by a smaller one. On the other hand, it is 
possible to strengthen Lyapunov’s inequality, see [4], in that Iq(t)l may be 
replaced by q + (t) := max(O, q(t)). 
For a further means of strengthening Lyapunov’s inequality it is helpful 
to introduce the idea of disfocality. It is well known that between any two 
zeros of a solution, y, of (1.1) there is a zero of y’. We may thus decompose 
the interval (a, 6) between zeros of y into the union of the intervals (a, 5) 
and [l, b), where y’(t) = 0. It is possible now to construct inequalities 
similar to (1.2) on the intervals (a, <) and [t, 6) separately. We follow 
Kwong [S] and say that (1.1) is right disfocal on the interval [a, B) if the 
solution of (1.1) with y’(a) = 0 has no zeros in [a, fl), Left disfocality is 
defined in a similar way. It is clear that the absence of zeros of solutions 
of (1.1) on an interval (CI, B) is equivalent to the right disfocality on [[, b) 
and the left disfocality on (a, 0. This approach has been employed by 
Kwong in [S] to extend Lyapunov’s inequality in two directions. In this 
paper we look at further extensions. 
Kwong’s first result may be stated as follows. 
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THEOREM A. If y is a solution of (1 .I ) with y’(0) = 0 and y(c) = 0 then 
< I 
ii* 
q+(r) drdt> 1. 
0 0 
(1.3) 
This result may be paraphrased to state that if the inequality qf (1.3) is 
violated then (1.1) is right disfocal on [0, c). 
Remark 1. There is no loss of generality in considering [0, c] rather 
than a general interval. 
In Section 3 we show, by means of a trivial observation, how Theorem A 
may be iterated and investigate how the iterated result compares with 
Theorem A. 
Kwong’s main result uses an inequality for integral equations to derive 
a result which neither implies nor is implied by Theorem A. This result has 
the useful feature that it involves the positive and negative parts of q(t). It 
is reasonable to suppose that if q(t) takes both negative and positive values 
then a keener result than Theorem A may be derived. Kwong’s main result 
is somewhat complicated and so we refer to [S] for a full statement. 
In Section 4 we derive our main result which also uses both positive and 
negative parts of q(t). We now state this result. 
THEOREM 1. Let y( .) denote a function with the properties 
(i) y(O)=0 
(ii) y( .) is differentiable on [0, c]. 
Set 
Q(t):=q(t)-Y(t)+y(t)* and 
A(c) := sup i‘ o<-~<i) :enp{2j~p(r)ds}Q(t)dtl 
. . 
B(c) := sup 1‘ 
o<\-<c 0 
exp{2~~Y(S)ds}dt, 
Zf 4A(c)B(c) < 1 then (1.1) is right disfocal on [0, c). 
2. CONSEQUENCES OF THEOREM 1 
We give some corollaries to Theorem 1 which result from particular 
choices of y. 
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COROLLARY 1. If 4c sup, G I s L’ 1s; q(t) dt) < 1 then ( 1.1) is right disfocal 
on [O, c). 
Proof We set y(t) := 0 for t E [0, c) in Theorem 1. 
COROLLARY 2. Zf 
and 
A(c)= sup ~~~f21:I;u(wilr 
O<x<c 0 
(j;qW~)2dt 
then (1.1) is right disfocal on [0, c) if4A(c)B(c) < 1. 
Proof. We set y(t) := jk q(s) ds. 
COROLLARY 3. Zf 4c exp(J;; (St q(r) dr), ds} j; (Sk q(s) ds)2 dr < 1 then 
(1.1) is right disfocal on [0, c). 
Proof: This follows from Corollary 2. 
3. AN ITERATED FORM OF THEOREM A 
Let y denote a solution of (1.1) with y’(O) = 0 and y(c) = 0. We may 
suppose without loss of generality that c is the least positive zero of y and 
y(t) > 0 for t E [0, c). It is also sufficient by the Sturm Comparison 
Theorem to consider only the case q(t) = q(t) + 
We integrate (1.1) between 0 and t to obtain 
-f(t) = J; q+ (3) Y(J) ds. 
An integration over [0, c] then yields 
~(0) = j” j’ q+ (s)Y(s) ds 0 0 
d J?(O) [; [; q + 6) ds. 
(3.1) 
(3.2) 
This leads to Kwong’s proof of Theorem A. 
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Suppose now that we integrate (3.1) over the interval from s to c and 
obtain 
?4s I= j,‘ [; q+ (r) y(r) dr dT. 
Substitution into (3.1) now gives 
y’(f) = j’ q+ (s) j’ j’ q+ (r) y(r) dr dT ds, 
0 t 0 
and an integration over [0, c] yields 
y(Oj=[“j’q+ (s)[’ [‘q+(r) y(r) drdt dsdt 
,:,,;f j’q$-“jTq+(r)drd~dsdk 
0 0 5 0 
We thus deduce that if y’(O) = 0 and y(c) = 0 then 
In order to compare (3.3) with Theorem A we let 
Q(s) := j” j’ q+ (r) dr dz. 
I 0 
The inequality (3.3) represents an improvement over Theorem A if 
0(s) < 1. We write 
=(c-s)j’q+(r)dr+j’(c-r)q+(r)dr 
0 F 




We note that 0 < Ic/(s, r) d c - r, and using this upper bound in (3.4) we 
have 
Q(s) <j’ (c-r) q+ (r) dr =6 [i q+ (s) ds dr. (3.5) 
0 
This is inconclusive since, by Theorem A, the right hand side of (3.5) is 
greater than 1. On the other hand, if we use the upper bound, 
$(s, r) 6 c-s, in (3.4) we deduce that 
Q(s) d (c-s) ji’ q+ (r) dr, 
which may be less than 1. 
This process may be iterated and leads to the result that if y’(O) = 0 and 
y(c) = 0 then for any integer n, 
j'j'~q+(fOI'j'*q+(t,l--.j~~~+, j~"rl(t,,~+,)dt,,,+,...dtogl. 
0 0 II 0 
4. PROOF OF THEOREM 1 
Let y( .) denote a solution of (1.1) with y’(O) = 0 and y( .) a differentiable 
function to be chosen later subject to 
y(0) = 0. (4.1) 
We follow the approach of [2], see also [l, 31, and use y to derive a 
regularising transformation of (1.1). We write 
r(x):= - 5-y 
( 1 
(4.2) 
so that by (4.1) 
r(0) = 0 (4.3) 
and, after substitution in (1.1 ), 
r’ = Q + 2yr + r*, 
where Q := q - y’ + y2. We rearrange (4.4) as 
(4.4) 
r’ - 2yr = Q + r* 
and integration yields, from (4.3), 
r(x) = jx ,* s: Hs) “Q( t) dt + j” ,I I: Y(s) dsr(t)2 dt. 
0 0 
(4.5) 
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Let 
It is clear from (4.5) that 
and thus 
Ir(x)l d A(X) + B(X)R(X)2 for x E [O, Xl1 
R(X) <A(X) + B(X)R(X)2. (4.6) 
LEMMA. Zf X is such that 4A(X) B(X) < 1 then 
R(x) < 2A(x) for XE [O, X]. 
Proof: We know that R(0) = 0 so if the result were false there would be 
a least value of x, x0, say, for which R(x,) = 2A(x,); thus, from (4.6), 
24x0) G 4x0) + ~(x0)w0)* 
= ~(xo)(l+4‘4(xo)~(xo)) 
which gives a contradiction. 
In particular the Lemma shows that if 4A(c)B(c) < 1 then 
iZ-Y(X)i <2A(c), XE [O, c]. 
Thus, if y( .) is bounded for x E [0, c] then y has no zeros in [0, c]. 
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