Abstract. In this paper we present a new approach to studying g-measures which is based upon local absolute continuity. We extend an earlier result that square summability of variations of g ensures uniqueness of g-measures. The first extension is to the case of countably many symbols. The second extension is to some cases where g ≥ 0, relaxing the earlier requirement that inf g > 0.
is infinite, existence is no longer automatic due to the lack of compactness of X + .) In the present paper, one of our main results is a uniqueness result which, in particular, subsumes the uniqueness result in [9] . Moreover, we shall present a new simplified approach based on local absolute continuity. This method has been developed by Shiryaev and co-authors (see for instance [16] ), in Probability Theory, but seems novel in the context of Ergodic Theory.
Absolute continuity and singularity criteria.
In this section we recall some of the basic ideas on local absolute continuity that we will need in later sections.
Consider a discrete filtration F n F, n ≥ 0, for a general measure space (X, F). For our purposes we may assume that each F n is generated by a countable partition. For x ∈ X, let [x] Fn , denote the minimal element of F n containing x.
A measureμ ∈ M(X) is said to be locally absolutely continuous with respect to a second measure µ ∈ M(X), writtenμ loc µ, ifμ| Fn µ| Fn , for all n ≥ 0, where µ| Fn denote the restriction of µ to the sub-σ-algebra F n , i.e., if µ(B) = 0 for B ∈ F n , thenμ(B) = 0. We write conditional expectation relative to a probability measure µ using the integral notation, i.e., f dµ(x | G) denotes the conditional µ-expectation d( f µ| G )/dµ| G of a function f relative to a sub-σ-algebra G ⊂ F.
We will use an approach developed by Shiryaev and his co-authors for extending local absolute continuity to absolute continuity for probability measures. To begin, we recall that for any two probability measures µ andμ defined on a σ-algebra F of a space X, the classical Lebesgue decomposition tells us that we can write µ = λ 1 + λ 2 , where λ 1 , λ 2 are probability measures on F for which λ 1 μ and λ 2 ⊥μ. Assuming local absolute continuity allows us to draw a stronger conclusion. More precisely, whenμ loc µ we can define an F n -adapted process by
x ∈ X. Since Z n is a µ-martingale, the limit lim n Z n exists µ-almost surely unless Z ∞ := lim sup Z n equals ∞. (See pp. 524-525 of [17] and, in particular, Theorem 1, p. 508 of [17] for the µ-a.s. convergence.)
where B ∈ F.
For a proof, see Theorem 4 in Engelbert and Shiryaev [5] , or Theorem 1 of Shiryaev [17] Recall that the Kakutani-Hellinger distance (see [17] , p. 363), ρ 2 H (π,π), between two suitable probability measures, π andπ, on a space Y is given by
where Q is any common positive reference measure such that π Q andπ Q. In particular, for n ≥ 0 and x ∈ X, denote the distribution of µ (orμ) restricted to F n conditioned on
Denote the Kakutani-Hellinger distance between µ n andμ n , by d n (x), i.e.,
Then, since µ andμ are locally absolutely continuous, we can compute the Kakutani-Hellinger distance between µ n andμ n by taking the reference measure Q in (2.2) simply to be µ n . Then
where α n = dμ n / dµ n can also be expressed as the ratio α n (x) = Z n (x)/Z n−1 (x). The predictable increasing process B n (x) = n k=1 d k (x), n ≥ 0, is referred to as the "Hellinger process" by Kabanov, Lipster and Shiryaev in [10] . They proved (see also Jacod and Shiryaev [8] , p. 253, Theorem 2.36 with T = ∞) the following consequence of (2.1) that they termed a "predictable absolute continuity and singularity criteria":
For the convenience of the reader, we recall the main steps in the simple proof, adapting pages 528-530 of [17] .
Proof. By the submartingale property, it suffices to show that the process log Z n = n k=1 log α k convergesμ-a.s. to a finite limit if and only if the Hellinger process convergesμ-a.s. Furthermore, defining tlog x = log x if | log x| < 1 and sign (log x) otherwise, the convergence of log Z n occurs precisely when the process
We now claim that Y n is aμ-submartingale. To see this note first that if f is 
where F n is a filtration such that Y n is F n -adapted. By (2.5) we have
and thus the condition that Y n converges is equivalent toμ-a.s. convergence of this latter sum. Finally, we have for u ≥ 0 that
for some C > 0. By substituting u = α n (x) in the inequality above and integrating with respect to dµ(
It is then clear that the sum in (2.6) converges exactly when the Hellinger process converges.
Variations of the g-function and absolute continuity of g-chains.
In this section we use Lemma 2.3 to derive a criterion for absolute continuity of g-measures on a σ-algebra F − , which we subsequently use to give sufficient conditions for uniqueness.
For our purposes, it is convenient to work with the natural extension to the two-sided shift T on the space X = S Z instead of the one-sided shift on
where we use the convention that (σ, x) denotes the sequence (σ, x 0 , x 1 , . . .) for x ∈ X + . We can equivalently think of a g-function as a mapping of x ∈ X to the probability measure g(·, x) on S. It is natural to say that a g-measure on X is a T-invariant probability measure µ on X such that dµ|
µ-almost everywhere. Any g-measure on X in this sense corresponds uniquely to a g-measure on X + and vice versa.
We can also consider g-measures on X as the sample distribution of Markov processes in the following way: Consider the process
taking values in X + . Note that, since x (n−1) = Tx (n) , this is a Markov chain on X + , regardless of the underlying probability measure µ ∈ P(X). In this picture, we add the symbol x −n ∈ S occuring at position −n at "time" n so that time runs in the reverse with the index of the symbol-sequences. The initial condition is the distribution of x (0) , i.e. µ| F+ .
For a g-function g, we say that a probability µ ∈ P(X) is a g-chain if the transition probabilities µ(
A g-measure µ corresponds to a stationary g-chain on X + . Now, in order to prove absolute continuity of g-measures, we want to apply Theorem 2.3 to the filtration
of finite cylinders and thus derive absolute continuity of two g-chains with respect to the σ-algebra F − = lim F n generated by the symbols added during the evolution of the Markov chain x (n) . Recall that for f : X + → R, we denote
where x ∼ n y if x, y ∈ X + coincide in the first n coordinates. We also define the s-variation by Proof. Given two g-chains µ andμ we consider the filtration F n = F −n,−1 of F − . Our aim is to show that
with d n (x) as in (2.4), since the lemma then immediately follows from Lemma 2.3. The conditional distributions µ n (· | x) andμ n (· | x) on F n in (2.3) are described by the probabilities, under µ andμ, respectively, of adding the symbol σ ∈ S at place −n given the symbols x −n+1 , . . . , x −1 fixed at places −n + 1, . . . , −1. Thus, since µ is a g-measure we have
That is, µ n (· | x) and similarilyμ n (· | x) are mixtures of probability distributions of the form g(·, y) where y ∈ X + coincide with x −n+1 , . . . , x −1 in the first n − 1 coordinates.
The Kakutani-Hellinger distance d n (x) between the measures µ n (· | x) and µ n (· | x) is therefore less than the supremum of the distance , y), g(·,ỹ) ) , taken over y,ỹ which agree with x in the first n − 1 coordinates.
Since g(·, y) and g(·,ỹ) are probability measures on the countable space S, we can take the reference measure Q in (2.2) to be the counting measure on S. The Kakutani-Hellinger distance δ n ( g; y,ỹ) then takes the form
Hence, the supremum of δ n ( g; y,ỹ) over y ∼ (n−1)ỹ equals ( svar n−1 √ g) 2 and we have proved (3.1).
Remark 1. The propertyμ| F − µ| F − can be given the following interpretation: There is no test that, based on observations of the symbols x −1 , x −2 , . . . added over time, with certainty can discern between the two given initial conditionsμ| F+ and µ| F+ .
Conditions for uniqueness of g-measures.
We are now ready to consider the problem of uniqueness of g-measures. Proof. First of all we note that ifμ| F − µ| F − then it follows from the Birkhoff Ergodic Theorem that in factμ µ; if we are given a density
Secondly, it is well known that no two distinct ergodic measures on any measurable space can be comparable.
If the zero set {x ∈ X: g(x) = 0} has empty interior, then every g-measure µ must assign a positive probability to each cylinder. Hence all g-measures are locally comparable and the above theorem applies. In particular, if g is strictly positive then we can deduce the following corollary: In the case S is finite and g continuous the last corollary reduces to the condition of square summability of variations in [9] : COROLLARY 4.3. If S is finite and g > 0 satisfies n ( var n (log g)) 2 < +∞ then there is precisely one g-measure.
Proof. It is enough to note that the compactness of X implies that g(x) is bounded away from 0 and 1 and that in this case var n log g and svar n−1 √ g are of the same order.
, we can bound above by
and, since this is summable, there is at most one g-measure by Corollary 4.2. However, since sup x,x b(x 0 , x)/b(x 0 ,x) will tend to ∞ when x 0 → ∞, we see that var n log g = var n log b = ∞, for all n ≥ 1, so any condition on the variations of log g does not apply in this case.
As we will see in the next two examples, conditions on the variations of g are not always necessary to ensure uniqueness of a g-measure.
Example 2. Let a n → a, with 0 < a n , a < 1. Let X + = {0, 1} N then we can define g: X → (0, 1) by g(x) = a n if x 0 = · · · = x n−1 = 0 and x n = 1 = 1 − a n if x 1 = · · · = x n−1 = 0 and x 0 = x n = 1.
Hulse [7] observed that there is a unique g-measure without any hypotheses on a n . In particular, no conditions on the variations are required.
It should perhaps also be noted that under the condition n ( svar n √ g) 2 < ∞
we also obtain absolute continuity on the σ-algebra F − for any nonstationary gchain. It could be noted that there are g-functions that have a unique g-measure, for which some initial conditions gives chains which are not a. c. on F − .
where φ(x) = e x /(e x + e −x ) and where we require that a n > 0, n a n < ∞ but
Then it is not too hard to see that if µ is the distribution of the Markov chain 2 . Hence, by Lemma 2.3 µ andμ must indeed be mutually singular on F − . However the condition of Dobrushin (see, for instance, [6] ) can be used to deduce that there is a unique ergodic measure if, in addition, we assume that i a i < 1.
Existence of g-measures.
In the case of countable shift state spaces, we cannot rely on the Schauder-Tychonoff fixed point theorem to produce a g-measure, due to the lack of compactness of X. Example 4. Consider a subshift of finite type Σ ⊂ X + of sequences (x n ) ∞ n=0 ∈ N Z + where x n can be followed by x n+1 iff |x n − x n+1 | ≤ 1. The function g(x) = 1/3 is a g-function. However, the properties of the simple random walk on Z implies that there is no finite g-measure.
In this paper we do not want to rely upon summability of variations (or local Hölder continuity), as in Sarig [13] , [15] and Mauldin and Urbanski [12] , to derive the existence of g-measures. We can do without this assumption if we assume instead that the g-function g can be continuously extended to a compactification of X.
We give below a sufficient condition for existence, which is weak enough to demonstrate that our uniqueness conditions are not vacuous in the case of countable state shifts. LetS be a one-point compactification of S, i.e.,S = S∪{∞} and letX =S Z+ . It is clear that a continuous function f : X → R can be continously extended toX if and only if the following hold: For every > 0 and n ∈ Z + there is some finite set B ⊂ S such that | f (x) − f ( y)| < whenever x n , y n ∈ B and y i = x i for i = n. Proof. By the Dominated Convergence Theorem in the context of functions in 1 (S) it follows from (5.1) that the continuous extension of g must be a gfunction onX, i.e. the extended g has, in addition to continuity, the property that σ∈S g(σ, x) = 1 for any x ∈X. We can therefore assume a g-measure µ ∈ P(X) implied by the Schauder-Tychonoff fixed point theorem.
For every > 0 we have a finite set B ⊂ S such that π(S \ B ) ≤ K and let B X = {x 0 ∈ B } be the sequences in X = S Z+ which have their last symbols in B . Then we have that
which immediately implies µ({x 0 = ∞}) = 0 and hence, by translation invariance, µ({∃ n: x n = ∞}) = 0. In other words, µ(X) = 1 and µ corresponds to a g-measure in P(X).
Remark 2. It is easy to check that the g-function in Example 1 satisfies the conditions above. We can hence deduce that this g-function admits precisely one g-measure.
Remark 3. In particular, if var 1 (log g) < +∞ then we can fix x 0 ∈ X and write g(σx) ≤ e var 1 (log g) g(σx 0 ). Thus, the hypotheses hold with K = e var 1 (log g) and π(σ) = g(σx 0 ). 
