There is a large literature on the rate of convergence problem for general unconstrained stochastic approximations. Typically, one centers the iterate n about the limit point then and normalizes by dividing by the square root of the step size n. Then some type of convergence in distribution or weak convergence of Un, the centered and normalized iterate is proved. For example, one proves that the interpolated process formed by the Un converges weakly to a stationary Gaussian di usion, and the variance of the stationary measure is taken to be a measure of the rate of convergence. See the references in 2, 16, 20, 23, 24] for algorithms where the step size either goes to zero or is small and constant. Large deviations provides an alternative approach to the rate of convergence problem 9, 12, 11, 18, 23] . When the iterates of the algorithm are constrained to lie in some bounded set, the limit point is frequently on the boundary. With the exception of the large deviations type 9, 11], the rate of convergence work is essentially con ned to the case where the limit point is not on a constraint boundary.
Introduction
There is an extensive theory concerning the rate of convergence of the SA (stochastic approximation) type algorithms of the forms n+1 = n + Y n ; constant step size;
(1:1) and n+1 = n + n Y n ; decreasing step size, n ! 0:
(1:2) Here the adjustable parameter or state is in IR r ; Euclidean r?space. See 23] for a comprehensive development of rate results under both w.p.1 and weak convergence assumptions on the f n g or f n g. The theory also covers correlated and state dependent noise. Let us write Y n = g( n ) + n ; Y n = g( n ) + n ; (1:3);
where g( ) plays the role of a \mean" or \centering" function and n ; n are the so-called \noises," on which we will make further assumptions below. In proving rate of convergence results, one usually starts by assuming some appropriate type of convergence of n or n to a limit point : For n , this convergence might be in either the probability one or in the weak convergence senses, and for n it is in the weak convergence sense. De ne the matrix g ( ); whose i?th row is the gradient of the i?th component of the \centering" vector g( ) with respect to : De ne A = g ( ): The usual procedure is to work with the normalized iterates de ned by U n = ( n ? )= p and U n = ( n ? )= p n , resp. De ne the interpolated processes U ( ) by U (t) = U n for t 2 n ; n + ): For the decreasing step case, de ne t n = P n?1 i=0 i : Then, de ne U n ( ) by U n (0) = U n and, for t > 0, U n (t) = U n+i for t 2 t n+i ? t n ; t n+i+1 ? t n ): Let m(t) denote the unique value of n such that t n t < t n+1 :
One starts the proof of the \rate" result for the unconstrained case by proving tightness of the set of interest (under appropriate conditions, and where n might have to go to in nity as ! 0) fU n ; > 0; n n g ; (1:4a) or of fU n ; n < 1g:
(1:4b)
Given this tightness, one continues the proof by proving the weak convergence of either U (t + ) (as ! 0, with t going to in nity fast enough) or of U n ( ) (as n ! 1) to a stationary di usion process of the type dU = AUdt + dw; (1:5a) or of the type dU = A + I 2 Udt + dw:
(1:5b)
Here is a constant matrix, and w( ) is a standard vector-valued Wiener process. Equation (1.5a ) is the goal under (2.5a) or if the step size is . Equation (1.5b) is the goal under (2.5b). In (1.5a), it is assumed that A is Hurwitz, and in (1.5b) that A+I=2 is Hurwitz. The stationary covariance U of U( ) is taken to be the desired measure of the rate of convergence. Note that the result implies that U n converges in distribution to a normally distributed random variable with mean zero and covariance U , and similarly for U n if n ! 1 fast enough as ! 0. If A (resp, A + I=2) is Hurwitz then the theory is well known under quite general conditions.
The constrained problem. The SA algorithm is often constrained by some mechanism that keeps the iterates in some desired set H, by a projection or other means. The convergence of the n or n for constrained versions of the algorithms (1.1) and (1.2) is also well treated in the literature 23], but there is virtually nothing available concerning the associated rates of convergence. The reference 23] did deal with this problem, but where the limit point was interior to the constraint set H. In this case, the results are the same as for the unconstrained case. When is on the boundary of H, then additional problems arise. In this paper, we will give fairly complete treatment for a large class of systems, when 2 @H. We write the i?th component of a vector x as x i : For an IR r ?valued function g( ) = fg i ( ); i rg on IR r ; we write g ( ) as the matrix whose i?th row is the gradient of g i ( ) with respect to . Unless noted otherwise, we will suppose that the physical constraint set is H = : 0 i b i ; some subset of components i ; (1:6) where 0 < b i 1: Thus, some components might not be constrained. The constraint is enforced by using an orthogonal projection onto H if the iterate attempts to leave H 23] . I.e., the iterate is returned to the closest point in H. To simplify notation, it will always be assumed that if i is at the end of its allowed interval, then i = 0: By simple a ne transformations, coordinate by coordinate, the constraint set includes the cases where the i?th components i; n and i n of the iterates are constrained to lie in some nite interval a i ; b i ]: Keep in mind that, under (A2.4) or its weak convergence counterpart, all that matters is the shape of the constraint set in a small neighborhood of the limit point . This local description will be referred to by L. For example, in the two dimensional case where the physical constraint set is the bounded box a 1 ; b 1 ] a 2 ; b 2 ] and 1 = a 1 ; a 2 < 2 < b 2 ; the local description about , after an a ne change in each coordinate, is the half plane L = fx : x 1 0; x 2 unconstrainedg:
The constrained form of the algorithms can be written as n+1 = n + Y n + Z n ; (1:7) n+1 = n + n Y n + n Z n ; (1:8) where Z n and n Z n are the correction terms due to the projection back onto H, if any.
The methods and results follow the general outline used for the case where boundaries are not a factor. Equation (1.5a,b) is replaced by a stationary reected linear di usion process, and there are additional complications in the tightness proofs, and in characterizing the mean drift at the limit point. The basic issues are well illustrated by two dimensional problems, with martingale di erence noise. Thus, for maximal clarity we start with those cases, and discuss the extensions afterwards. For appropriate de nitions of the matrices A and = 0 , = f ij ; i; jg, the weak sense limit of the U n ( ) will be a stationary solution to Skorohod problem (re ected di usion process) of either the form dU = AUdt + dw + dz; when n = or n ! 0; under (2:5a); (1:9a) or of dU = A + I 2 Udt + dw + dz; when n ! 0, and under (2:5b); (1:9b) where z( ) is the re ection term which keeps the values in the correct set, and will be de ned in Section 5. The exact form of the limit equation will be given in Section 5 for the various cases.
As is usual in rate of convergence studies, we make an assumption about convergence. In order not to overencumber the development, unless otherwise noted we will work with the form (1.8) with probability one convergence assumed. The reference 23] spent much e ort on the weak convergence case as well. The theory of convergence for this case is usually much easier than the probability one case, particularly when the noise structure is complicated, and it contains virtually the same information (see 23] ). Additionally, it is the only type of convergence that can be used with (1.7), and even with (1.8), if the step sizes go to zero slowly enough, or if the noise structure is complex. With probability one convergence, by starting at a large enough time, we can suppose that the iterate is always in an arbitrarily small neighborhood of the limit point, and this facilitates the proofs of the rate results. This is not necessarily true under weak convergence. But, in 23], it is shown that (under weak convergence and with a probability arbitrarily close to unity) the iterate remains in an arbitrarily small neighborhood of the limit point for a long enough time before possibly leaving so that the probability one \localization" technique can still be used.
Such a method will work here as well but is omitted due to lack of space and because the adaptation is similar. Details will be found in 5].
Section 6 deals with various results in ergodic theory that are needed to complete the proof that the weak sense limit processes are stationary. For simplicity throughout the paper, the main development assumes martingale di erence noise. Section 7 shows the changes that are needed when more general noise is used. An application to a Lagrangian algorithm is given in Section 8. Section 9 contains a few comments concerning generalizing the constraint set. Under suitable conditions, the basic ideas carry over, but veri cation of some conditions becomes more complicated. Since one cannot readily compute the stationary covariance matrix for re ected di usions, even of the simple type which occurs here, combined analysis/simulation was used to get some feeling for the e ect of the constraint on the asymptotic variances. A few comments appear in Section 10.
The proof of the tightness of fU n g is one of the crucial steps of the development. In general, this requires a special Liapunov function which accounts for the constraint or re ection. The Liapunov function and its construction motivated by 13], and the necessary changes in their proof to get the form that we need are in the Appendix. In the classical unconstrained case where 2 H 0 , we must have g( ) = 0:
Then, under (2.5a) and appropriate conditions on the noise, the method in 20, 23] shows that U n ( ) converges weakly to the stationary Gauss{Markov process satisfying (1.5a) and then computes the stationary variance 23]. Under (2.5b), and with A + I=2 assumed Hurwitz, the limit is the stationary solution to (1.5b). In (1.5), w( ) is a standard vector{valued Wiener process.
It is not necessarily the case that g( ) = 0 when 2 @H; the boundary of H. Of course, in any case one must have g i ( ) 0; i r, since otherwise the limit point cannot be on the boundary. If g i ( ) < 0, we say either that there is a a forcing term to the boundary or that coordinate i has a forcing term to the boundary. There are several natural divisions of the possibilities, depending on whether there are boundary forcing terms, and whether i > 0 for any i r.
In the remainder of this section and in the next, we con ne ourselves to the two dimensional problem. In all cases, b i > 0. The general dimensional problem is dealt with in subsequent sections. The rst case to be treated is for H having Here is in a corner of H, so that both coordinates are on the ends of their constraint sets, and coordinate 1 has a forcing term to the boundary. In the third and fourth cases, de ned by (2.9) and (2.10), resp., there are no forcing terms to the boundary: The results for the remaining possibilities can be read o from the results for these.
The crucial problem in the proofs of rate of convergence is the proof of tightness (equivalently, boundedness in probability) of the set (1.4b). This will be dealt with in Section 3 for the above cases, and in Section 4 for the general case. Owing to the fact that 2 @H for all cases, the traditional Liapunov function cannot always be used for the proof. Then, after showing the tightness of (1.4b), Section 5 treats the weak convergence of U n ( ) to a solution of (1.9) and characterizes the limit re ection term. The stationarity of the limit is easy to show when 2 H 0 , since the initial time for (1.5) is arbitrary in that we can work with U n (?T + ) for arbitrary large positive T, and use the linearity of (1.5). This is harder for (1.9), and is dealt with in Section 6.
3 Tightness of fU n ; n < 1g. Part 1.
In this section, we work with a two dimensional problem, where the Liapunov function V (U) = jUj 2 =2 can be used. The same methods work in any dimension where this Liapunov function works. This would be the case if the centering function g( ) is the negative of the gradient of a smooth function f( ) which we are minimizing via the SA, and the Hessian of f( ) at is positive de nite. The problem with a quadratic form Liapunov function that is not of the type V (U) = jUj 2 =2 is that the re ection or projection onto H might increase its value in part of the state space. This is illustrated in Figure 3 .1. Re ection to point b increases V ( ). The simpler cases of this section more clearly illustrate the role of the forcing term to the boundary. When the Liapunov function jUj 2 =2 cannot be used, we need to use a Liapunov function which accounts for the boundary behavior (i.e., the re ection or projection). This is much more complicated and is the subject of the next section. Theorem 3.1 Assume (A2.0){(A2.3) and (3.1). Then fU n ; n < 1g is tight.
The tightness also holds for the case (2.8).
Proof. The development will be for the case (2.5a). The proof under (2.5b) di ers only in the following expansion: Under (2.5a), p n = p n+1 = 1 + o( n ):
Under (2.5b), the ratio equals 1 + n =2 + o( n ):
The case (2.7). The proof uses the localization method 23], which can be described as follows, and will be used frequently in the sequel. Since n ! with probability one, j n ? j is as small as desired with a probability as close to one as desired for large n. Thus, for the purposes of proving tightness and characterizing the limits of U n ( ), we can modifying the process on a set of arbitrarily small measure and reset the time origin so that we can suppose that: n ?
; all n; for any desired > 0.
The proof for case (2.7) is essentially classical and uses the Liapunov function V (U) = U 0 U=2: Since 2 > 0; by the localization argument, we can suppose that Z 2 n = 0: By the hypotheses, Using the above expansion and (2.5a), writẽ U n+1 = U n + p n g( ) + n AU n + n y n U n + p n n + o( n ) g( n ) + n + U n ] ;
(3:4) where A = g ( ). By the localization hypothesis and the continuity of g( ) at , without loss of generality we can suppose that j n y n U n j+ o( n )jU n j c 1 n jU n j, where c 1 is as small as desired, and that the g( n ) are bounded. The o( n ) in (3.4) is due to the expansion n = p n+1 = p n + o( n ); under (2.5a).
Using the localization argument again and (A2. (3:9) where K is as large and is as small as desired. Equation (3.9) implies that, under the localization method, sup n EjU n j 2 < 1; which yields the tightness (see 23], Chapter 10).
The case (2.8). The main di erence between the treatment of (2.7) and (2.8)
is that we can now no longer assume that Z 2 n = 0, since 2 = 0: However, the projection still does not increase the norm juj de ned by the Liapunov function, so that the analysis for (2.7) carries over with no change. Note that g 1 ( ) < 0 created a \force" pushing U 1 n to zero (hence the appellation \forcing term to the boundary"). This simpli ed the analysis, since it dominated the interactions between U 1 n and U 2 n .
3.2 A simple form of the cases (2.9) and (2.10). is tight for the cases of (2.9) and (2.10).
Comment on the proof. Under the localization method, the right side of (3.5) can be written as
Since the projection does not increase the norm de ned by the Liapunov function, a standard argument of the type used for the unconstrained case 23,
Chapter 10] show the tightness of fU n ; n < 1g. A comment on the general case of (2.9) or (2.10). Suppose that A + A 0 is not negative de nite. Then, given any positive de nite and symmetric C, there is positive de nite symmetric P such that A 0 P + PA = ?C: Thus, x 0 Px is a Liapunov function for the ODE _ x = Ax, and could be used to get tightness if 2 H 0 for the classical unconstrained case. But, for the constrained case, under the norm de ned by x 0 Px (unless P is diagonal) , some of the possible projections will not be norm reducing in the sense that we will not always have U 0 n+1 PU n+1 Ũ0 n+1 PŨ n+1 1 . See Figure 3 .1. Thus, U 0 PU cannot be used as a Liapunov function for the general constrained problem. When jUj 2 =2 fails, we need to construct a Liapunov function which takes the projection (equivalently, the boundary behavior) into account. This is another major distinction between the constrained and unconstrained case. The construction of the needed Liapunov function is given in the Appendix, and is based on that of 13]. The result is stated and used in the next section. This same Liapunov function will serve as the basis of the stability argument for the more general case, where the noise correlated. 4 A General Liapunov Function. Tightness, Part II.
There is one important extension of the results of Section 3 to an arbitrary number of dimensions. It is convenient to partition the coordinates to separate out those which have forcing terms to the boundary, i.e., those for which g i ( ) < 0. Thus, suppose that g i ( ) = 0; i k; g i ( ) < 0; i = k + 1; : : :; r: Let g a ( ); a ; U a;n ; U a ; a;n ; etc., denote the vectors composed of the rst k components. Let g b ( ); etc., denote the vectors composed of the last r?k components. Of course, we could have k = r:
A4. Proof. The assumption (A4.1) says that the only components of which lie on the boundary are those associated with forcing terms to the boundary. In this case, using the localization argument, we can suppose that i n ; i > k; are always within their constraints, hence never projected.
For some positive de nite symmetric matrix P, let 0 a P a be a Liapunov function for _ a = A a ; with PA+A 0 P = ?C (or for _ a = (A+I=2) a ; according to the case) where C is positive de nite and symmetric. Now with the Liapunov function V (U) = jU b j 2 =2 + U a 0 PU a =2; we follow the analysis of Theorem 3.1 to get the desired result. Actually the method is that used in 23], with the addition of the method of Theorem 3.1 to exploit the negativity of the g i ( ) for the i associated with forcing terms to the boundary.
We now turn to the general case. First, we state a result (Theorem 4.2) concerning the existence of a Liapunov function for a deterministic Skorohod problem. The construction and proof are based on 13] and given in the Appendix. The state space here is assumed to satisfy the following condition. The integer k is as in (A4.1). As noted in Section 1, the set L in (A4.2) is supposed to represent the \local structure" of H about the point , for those components that do not have forcing terms to the boundary. The hypothesis of convergence (A2.0) would not hold under the situation in Figure 4 .1, where A corresponds to the coordinates without forcing terms to the boundary, but it would hold for the case of Figure 4 .2. A crucial di erence between the unconstrained and constrained cases is that stability of the linearization of the averaged dynamics does not necessarily imply even local convergence of the algorithm. The Liapunov function V ( ) can be applied to our problem. This will be done in several steps according to whether there are forcing terms to the boundary or not.
A4.2. There is
No forcing terms to the boundary: g( ) = 0. Here, k = r: Some components i n of n are constrained to the interval 0; b i ] and others are unconstrained. In the proofs of the results of this section, the localization argument will be used without speci c mention. Now, L 2 IR r is the intersection of the half spaces corresponding to x i 0 for those i (and only those i) for which i n is constrained to 0; b i ] and i = 0. Theorem 4.3. Let A be the matrix whose i?th row is the gradient of g i ( ) with respect to at = . Assume that g( ) = 0, (A2.0){(A2.3) and (A4.3). Let d i = n i ; orthogonal re ection. Then fU n ; n < 1g is tight. Proof. Only the case (2.5a) will be dealt with. We rst work with U n such that jU n j is larger than some arbitrarily large K 1 , and suppose (without loss of generality) that EjU 0 j < 1: Recall the de nition ofŨ n+1 above (3.2). For the V ( ) of Theorem 4.2, we can write
By expanding g( n ) as in Theorem 3.1, we dominate the right side by
2 Thus the gradient is the same at all points on any ray from the origin.
Since the projection is norm decreasing (norm V Now, consider jU n j K 1 : Under (A2.2) and the global Lipschitz condition on V ( ), there is real K 0 such that E n V (U n+1 ) ? V (U n ) K 0 p n : Thus, there is real K 2 such that if jU n j K 1 , then E n V (U n+1 ) K 2 : Thus,
(4:4) Equation (4.4) implies that V (U n ) = O(1); which yields the theorem.
Forcing terms to the boundary. Now, let us consider the general case when there are forcing terms to the boundary. The procedure is similar to that used in Theorem 3.1. Suppose that g i ( ) < 0 for i = k + 1; : : :; r: Partition the coordinates such that U n = (U a;n ; U b;n ); where U a;n (resp., U b;n ) consists of the rst k (resp., last r ? k) components of U n . Partition ; and g( ) analogously. Proof. Again, only the case (2.5a) will be dealt with. Since manipulations with Liapunov functions can be tedious, we will present only the main steps. Let V ( ) be the Liapunov function of Theorem 4.2, but which is applied to the k?dimensional system dx = Axdt + dz; x 2 L: We will use the expansion g( ) ? g( ) = For some large C 0 which will be determined later, de ne the Liapunov function V (U) = V 2 (U a )=2 + C 0 jU b j 2 =2: We can write E n V (Ũ n+1 ) ? V (U n ) V (U a;n )V 0 x (U a;n ) n AU a;n + n BU b;n + o( n )jU n j] +o( n )jU n j + O( n )jV x (U a;n )j 2 + O( n ) + O( n )jV xx (U a;n )jjV (U a;n )j +C 0 U 0 b;n p n g b ( ) + n CU a;n + n DU b;n + C 0 O( n ):
First, suppose that jU a;n j K 1 , large. The value of C 0 is not important at this step. Then bound (see Theorem 3.1) p n g b ( ) ? n KU b;n ; where K is a diagonal matrix whose diagonal components are K > 0, which (using the localization argument) is as large as desired. Thus, we can bound As jU a;n j ! 1, jV xx (U a;n )j ! 0; as 1=jU a;n j and jV xx (U a;n )jjV (U a;n )j = O(1).
Using the above bounds, property P6 at the end of the Appendix, and the fact that V (U n+1 ) V (Ũ n+1 ); we have for some 2 
This estimate is for jU a;n j K 1 ; some large number. Now, consider the case where jU a;n j K 1 but jU b;n j K 1 . As in Theorem
The di erence jU b;n+1 j 2 ? jU b;n j 2 is expanded as in (4.5), and we use the bound in (4.6). Choose C 0 large enough so that ? n C 0 KjU b;n j 2 =4 ? n jU a;n j 2 Then, for some 3 > 0 we can write
Thus, unless both jU a;n j and jU b;n j are less than K 1 , (4.10) holds for some 3 > 0. The estimate when both are less than K 1 is obtained as in Theorem 4.3, and then the proof is completed as there. Now that tightness of the fU n ; n < 1g has been shown under the various conditions used in Section 4, we need to prove the weak convergence of the continuous time interpolations U n ( ) and characterize the weak sense limit process. The localization argument noted at the beginning of Theorem 3.1 will be used where needed, usually without explicit mention. The tightness proof concerned the behavior of the iterates U n for all time. Given this, to deal with the weak convergence of the U n ( ), we need only work with these processes on an arbitrary nite time interval. The possible unboundedness of U n is a complication in proving tightness of the set of processes fU n ( ); n < 1g (as opposed to the tightness of the set of random variables fU n ; n < 1g). The most convenient approach for proving tightness and characterizing the weak sense limits uses a truncation device, which is discussed in detail in 19]. It is designed to avoid the problem of unbounded dynamical terms. The idea is to truncate the processes U n ( ), prove the weak convergence of the truncated forms, and then use the properties of the associated weak sense limits of these to show that (asymptotically) the truncation is actually unnecessary.
The truncated processes. To facilitate working with the shifted processes U n ( ) which starts at iterate n, for j 0 de ne n j = n+j ; n j = n+j ; n j = n+j ; Z n j = Z n+j and y n j = y n+j : For each integer M, let q M ( ) be a continuous real{ Proof. Again, we work with (2.5a) only. Tightness of the set of initial conditions U n = U n (0) was proved in Theorems 4.1 and 4.3. Given this tightness, one rst proves tightness of the set of truncated random processes fU M;n ( ); n < 1g, and then characterizes the limit of any weakly convergent subsequence. Abusing terminology, we suppose that the chosen subsequence is indexed by n also. The result will not depend on the chosen subsequence. It will be shown that the weak sense limit U M ( ) of the truncated processes This boundedness in probability, in turn, together with the tightness of fU M;n ( ); n < 1g for each M, implies that the untruncated sequence is also tight and satis es where Z n;M ( ) is the continuous time interpolation of the Z n;M i : The limit equality (5.6) implies the tightness and that each weak sense limit process has continuous paths with probability one. We refer to the property (5.6) as \asymptotic continuity."
It is clear that (5.6) holds for the processes de ned by the interpolations of any of the terms on the right side of (5.1), except possibly that due to the Z?term. Suppose that (5. Now, take a weakly convergent subsequence of all of the interpolated processes (indexed also by n). By what has been said, the limit satis es (5.2), where z M ( ) is the re ection term. The proof (except for the nonanticipativity) is now concluded as discussed in the second paragraph of the proof.
It only remains to show the nonanticipativity. This also follows a standard Proof. The proof is similar to that of Theorem 5.1. In view of the proof of Theorem 5.1 and the tightness of fU n ; n < 1g, we need only show that U n b ( ) converges weakly to the \zero" process. The truncation method will be used again. Thus, we need only show that U M;n b ( ) converges weakly to the \zero" process for each M. Then: (iii) the uniformity in the absolute continuity holds for (x; t) 2 C t 0 ; t 1 ] for any t 0 ; t 1 satisfying 0 < t 0 < t 1 < 1: Proof. We work with the rst two assertions, since the last is proved in the same way. Let t > 0 and x C. Suppose that assertion (ii) is false for C.
Then, given > 0, there are sets A n with l(A n ) ! 0 and x n 2 C such that P(x n ; t; A n ) : Thus, we need only show that any sequence fP(x n ; t; )g is uniformly absolutely continuous with respect to Lebesgue measure, and we can suppose without loss of generality that there is x such that x n ! x: Now, by the Vitali-Hahn-Saks Theorem 7, Theorem 2, p 158], we need only show that P( ; t; E) is continuous at x for each Borel set E. This implies that it is continuous at each x, hence that x( ) is a strong Feller process, hence (i).] We can suppose that E is contained in a compact set, since by (6.1) for each > 0 there is compact set C such that sup x2C P(x; t; IR k ? C ) :
By (6.1) and 15, Theorem 3.1, Chapter 3], P(x n ; t; E) ! P( x; t; E) for each E such that P( x; t; @E) = 0: By the absolute continuity of each P(y; t; ) with respect to Lebesgue measure, this holds for any set E that is a nite (or countable) union of (open or closed) rectangles. Now, approximate E by such sets B n as follows. Let > 0. De ne the symmetric di erence by E B = (E ? B) (B ? E). For each n, there are (nondecreasing in n) sets B n such that l(E B n ) 2 ?n and P(x n ; t; E B n ) 2 ?n . Let B = n B n . We have P(x n ; t; E) P(x n ; t; B) + 2 ?n ; P(x n ; t; E) P(x n ; t; B) ? P(x n ; t; B ? B n ) ? P(x n ; t; E B n ); This and (6.2) imply that the rst term on the right of (6.6) goes to (E) (modulo a factor at least (1 ? )) as t ! 1, uniformly in . The theorem follows since > 0 is arbitrarily small.
Ergodic Results for the Skorohod Problem
We will be concerned with the solution to the Skorohod problem in a state space L satisfying (A4.2) and the following conditions. The condition is more general than needed, but it is the natural formulation. These conditions hold for the case of interest for the stochastic approximation in this paper. Indeed, for our cases, the re ection directions are normal to the boundary (d i = n i ), and L is the set used in Section 4 where some components are unconstrained and others are constrained to be nonnegative. Also, b(x) = Ax and (x) = is constant. .7) exists and is unique in the weak sense for each initial condition. Then for t > 0 the transition probability P(x; t; ) is mutually absolutely continuous with respect to Lebesgue measure for each x 2 L and it is absolutely continuous with respect to Lebesgue measure uniformly for (x; t) in any compact set of the form C t 0 ; t 1 ]; where C L is compact and t 1 > t 0 > 0.
Proof. Let l( ) denote Lebesgue measure. We will show that P(x; t; E) = 0 for t > 0; if and only if l(E) = 0: (6:11) This implies the mutual absolute continuity for each t. Equations (6.10) and (6.3) hold by the weak sense uniqueness of the solution of (6.7) under each initial condition. Then Theorem 6.2 yields the asserted uniform absolute continuity.
It will be shown that, for all t > 0. By (6.9) and (6.10), we need only work with Borel E 2 L 0 ; the interior of L and which are at a positive distance from @L. Equation (6.12), together with and the argument that took (our equations) (6.8) to (6.9) in 17, Lemma 7.9], implies (6.11).
De ne the stopping times 1 = minft : x(t) 2 Eg, and for n 1, n = minft > n : x(t) 2 @Lg; n+1 = minft > n : x(t) 2 Eg:
Write the left side of (6.12) as
Since the paths on n^t ; n^t ) do not involve the constraining boundary, the expectation is zero by the properties of the nondegenerate unconstrained process if and only if l(E) = 0. Hence, (6.12) holds.
The following theorem coupled with the previous theorem establishes uniform mutual absolute continuity between Lesbegue measure and P(x; t; ) on compact sets C. Outline of proof. We apply Theorem 6.1 and work with the case of Theorem 5.1 only (the case of Theorem 5.2 is treated identically). Owing to the tightness of fU n ; n < 1g, the set fU(t); t < 1; all possible weak sense limits U( )g is tight. This and the Markov-Feller property of U( ) imply that there is an invariant measure. Theorem 6.5 assures the absolute continuity property (with respect to Lebesgue measure) needed in Theorem 6.1. Let ( ) denote the unique invariant measure and P(u; t; ) the transition function for the process U( ). Let f ( )g denote a tight set of probability measures. The next step is to show that Z (du)P(u; t; A) ! (A) as t ! 1, uniformly in . But, this is implied by Theorem 6.3.
To complete the proof, we use a \time shift" argument analogous to what was done in 23, Chapter 10]. De ne U n = U 0 for n 0. We start the U n ( ) processes \earlier." Let s > 0 be an integer. De ne the process U s;n ( ) by U s;n (0) = U m(tn?s) and, for t > 0, U s;n (t) = U m(tn+t?s) . Thus, U n (0) = U s;n (s): The set fU n ( ); U s;n ( )g is tight for each xed s. Take a subsequence n i such that (U ni ( ); U s;ni ( )) converges weakly to weak sense limits denoted by (U( ); U s ( )): The processes U( ) and U s ( )) satisfy (1.9a) or (1.9b), according to the case. Also, U(0) = U s (s): As s ! 1, take further weakly convergent subsequences. Owing to the tightness of fU s (0); s > 0g and Theorem 6.3, we see that U(0) must be the stationary initial condition.
More General Noise
The tightness results of Sections 3 and 4 depended on the assumption that the n were martingale di erences. The proof of weak convergence in Section 5 did not need the martingale di erence condition. It only required that the process de ned by (5.5) converges weakly to a Wiener process. This, in itself, will not get the nonanticipativity, but the required addition is minor and dealt with in 23].] Still, the key issue is the tightness of fU n ; n < 1g. The main problem with correlated noise is that we no longer have E n V 0 x (U n ) n = 0 and E n j n j 2 uniformly bounded when n ? is small. To simplify the development, work with (2.5a) and suppose that n is bounded. Then, the term p n + o( n )] n = n n = p n+1 in (3.4) leads to the additional term p n V 0 x (U n )E n n in (4. Assume that it is well de ned and that the conditional expectations go to zero fast enough so that it is bounded by some constant B, uniformly in all variables. Now, de ne the Liapunov function perturbation V n = n = p n+1 ]V 0 x (U n ) F n : We will use the perturbed Liapunov function V n = V (U n ) + V n : By modifying the method in Theorem 4.3 by following the procedures for the perturbed Liapunov functions in 19, 23] , one can prove tightness of fU n ; n < 1g.
for dealing with this problem was introduced in 20, 22] where convergence (w.p.1) was proved.
Suppose that f( ) is strictly convex and twice continuously di erentiable, and that the q i ( ) are twice continuously di erentiable and convex. To simplify the discussion, suppose that we observe the derivatives plus (martingale di erence) noise. Otherwise, the Kiefer{Wolfowitz procedure is used and the nite di erence bias error needs to be accounted for. De ne the Lagrangian
There is a unique saddle point ( X; ) and i 0. Suppose that nite a i ; b i ; c i are known for which i < a i and b i < X i < c i : The stochastic approximation algorithm is 20, 22] X n+1 = X n ? n L x (X n ; n ) + n x;n + n Z x;n ; n+1 = n + n L (X n ; n ) + n ;n + n Z ;n ; where the Z x;n ; Z ;n are the re ection terms, which keep the iterate within the hard boundary, 0 i a i , b i x i c i . The x;n ; ;n are the observation noises. De ne = (X; ); and suppose that n = ( x;n ; ;n ) satis es (A2.1) and (A2.2). For speci city, suppose that (2.5a) holds. Then 20] n converges weakly to its unique limit = ( X; ): Under stronger conditions on the n n ; there is probability one convergence 20]. Let us suppose probability one convergence. Under our assumptions, X is inside its hard constraint box and i < a i : Then, by the localization hypothesis, we can suppose that Z x;n = 0: Also, we can suppose that Z i ;n = 0 for all i such that i > 0:
De ne U x;n = X n ? X p n ; U ;n = n ? p n : If 0 < i for all i, then is interior to its hard constraint set and the classical rate of convergence theory can be used. Thus, suppose that i = 0 for some i. Then the classical theory cannot be used. If i = 0, then we could have either q i ( X) < 0 or q i ( X) = 0: Let us next deal with the latter case, where q i ( X) = 0; for all i. De ne the matrix A = ?L xx ( X; ) ?q 0
Note that L xx ( X; ) is positive de nite. Suppose that the vectors q i;x ( X); i p; are linearly independent. Consider the deterministic Skorohod problem _ x _ = A x + 0 _ z :
The solution corresponding to any initial condition goes to zero as t ! 1.
This can be seen from the following Liapunov function argument. Use V ( ) = jxj 2 =2 + j j 2 =2. Then, using the fact that 0 _ z = 0; we have _
This implies that V ( (t)) is bounded for each initial condition and that the solution goes to the set where x = 0: But this, in turn (using the linear independence of the q i x ( X); i p), implies that the solution (t) tends to zero. With this result in hand, Theorem 4.3 and the results of Sections 5 and 6 yield that U n ( ) converges weakly to the stationary solution to dU x dU = A U x U dt + dw(t) + 0 dz ; where _ z i (t) = 0 unless i = 0: The case where q i ( X) < 0 for some i corresponds to a forcing term to the boundary for the component i n ; and the process de ned by U i ;n will converge to zero. Then such U i ;n can be dropped and the rate of convergence equation developed for the remaining components.
Nonorthogonal Re ection Directions
The convergence results for constrained algorithms in 23] are for re ections which return the iterate to the closest point in the hyperrectangular constraint set. But the proofs can be modi ed to allow constraint sets which are just the closures of their interiors and have piecewise linear boundaries. Suppose that the constraint set H and re ection directions simply satisfy (A4.2) and that (A4.3) holds. Then, Theorem 4.2 holds, so one can construct the Liapunov function V ( ):
Suppose that there are no forcing terms to the boundary. Then, one can repeat all of the steps in Theorems 4.3. With the tightness of fU n ; n < 1g given, the only new problem is the proof of the tightness of the re ection processes Z M;n ( ) in Theorem 5.1. This can be done by essentially the method in Theorem 5.1, since the condition on the re ection directions in (A4.2) can be used to show asymptotic continuity of these processes. While there is no analytical problem when there are no forcing terms to the boundary, the interaction of the oblique re ection directions and the limit linearized dynamics _ x = Ax + _ z can be very complicated. When there are forcing terms to the boundary, as under the assumptions of Theorem 3.1, the individual components of U n ( ) can be separated into two subsets. One converges to the \zero" process, and the others to the limit re ected di usion.
10 Discussion: Comparisons With the Unconstrained Case
For the unconstrained case, the stationary distribution of either form of (1.5) is normal with zero mean and the covariance can be computed analytically. COn-sider the constrained problem. Suppose that the components of can be divided into two classes, where the rst corresponds to forcing terms to the boundary and, for the latter, i is interior to the constraint interval. Then the steady state distribution is simple: The components with forcing terms to the boundary have zero limit mean square error. The others are unconstrained in the limit, and their distribution is normal with zero mean, and can be computed analytically. The variances can be much smaller than that for the original, but unconstrained, problem, since the dimension is smaller. It is common for constrained problems to have some components with forcing terms to the boundary. If, however, some components without forcing terms to the boundary have i at the end of the constraint interval, then we have to deal with the general re ected di usion of one of the forms in (1.9). The form of the stationary distribution of (1.9) is not known, and some sort of simulation seems to be called for to evaluate it. The stationary means and covariances were evaluated for several two dimensional systems. For those examples, where there were no forcing terms to the boundary, the constraints did not increase the mean square values. Generally, the mean square values of the limit variances for the constrained problem were close to the variances for the unconstrained problem, perhaps a little smaller. But the mean of the limit distribution was not zero. Thus, the limit variances were smaller than those for the unconstrained problem, suggesting that the constrained problem has less asymptotic variability, even when the limit point is the same as that for the unconstrained problem. If one of the components did have a forcing term to the boundary, then even if the other component of the limit was on the boundary, its stationary variance was smaller (again, perhaps much smaller), since the e ective dimension is reduced. A method for analytically evaluating or approximating the rst two moments for the constrained problem is needed.
Appendix: Construction of the Liapunov Function V ( ) Theorem 4.2 will be proved in this section. Consider an unconstrained system _ x = b(x): Uniform asymptotic stability of this ODE implies the existence of a Liapunov function. This Liapunov function can be smoothed to make it twice continuously di erentiable, and then used to prove the recurrence of the process de ned by the unconstrained SDE dx = b(x)dt+ (x)dw, if ( ) is bounded. The aim is to do this for the re ected SDE of concern, where the deterministic ( uid) model is (4.1a) ((4.1b) is obviously similar) and the re ected SDE is (1.9a). If the result is to be adapted for use on the discrete parameter SA algorithm, then we need to allow re ection from a neighborhood \a little outside" of L, the state space of the limit process (1.9). A serious problem, which is not present in the unconstrained case, is that there are two vector elds to be dealt with, the drift in L, and the re ection on the boundary and just outside of the boundary.
This problem was solved in 13] for the case where the drift vector b(x) was simply a constant vector b. The general idea of their proof can be extended to cover our case, where b(x) = Ax, but a number of alterations need to be made. Since the proof in 13] is complicated, we will provide a detailed guide to the necessary changes. Their state space was the orthant fx : x i 0; i kg.
In our case, some components are unconstrained, and we use the L de ned in (A4.2), where components 1; : : :; are constrained and components +1; : : :; k; are unconstrained. This alteration is insigni cant and, in itself, requires only a minor notational change in 13]. The radial homogeneity of the dynamical terms, drift and re ection i.e., they have the same value at all points on each ray from the origin], was heavily used We say that a solution ( ) to a re ected ODE is attracted to the origin if for any > 0 there exists T < 1 such that t T implies that j (t)j : This is the same as saying that all solutions converge to the origin.
Lemma A1. 13 (ii) Suppose that a n ! 0: Suppose that an ( ) ! ( ) uniformly on each bounded time interval, where an ( ) 2 ?(a n ), and x an = an (0) ! x. Comment on Proof. Since K a (x) is uniformly bounded over all x and a, Ascoli's Theorem can easily be applied to prove (i), exactly the same as in 13].
For part (ii), it is rst shown in 13] that if a ( ) ! ( ), as a ! 0, where a ( ) 2 ?(a), then ( ) satis es _ (t) 2 K( (t)); almost all t 2 0; 1):
The proof of this relied on the uniform boundedness of K a (u), which we still have, and the proof is the same as in the reference, except for one point. The proof is slightly di erent by fact that a Lipschitz continuous function ( ) which satis es _ (t) 2 K( (t)) for almost all t can be written as the convex combination _ (t) = q 0 (t) A (t) 
for almost all x 2 IR k ? f0g and every y 2 K a (x). Comment on Proof. The proof is the same as in 13] but we will make a few comments. The fact that V a (x) = 0 for a 2 (0; a 0 ) and jxj r 0 follows easily from Lemma A2. Speci cally we have for r = r 0 small enough that for any a 2 (0; a 0 ), j (t)j 1 8t 0 where _ 2 K a ( ). Thus k( (t)) = 0 8t 0 and the result follows from the de nition of V a ( ). That V a ( ) is nite also follows easily from Lemma A2. By part (ii), for given r > 0 and jxj < R there is an a 0 such that for any a 2 (0; a 0 ), j (t)j r for some t < T. Choosing r small enough and using the analysis in the previous paragraph
gives that 0 V a (x) < 1 for jxj < R. Finally, the radial homogeneity of K a ( ), gives that 0 V a (x) < 1 for all x, and where a > 0 is su ciently small.
The proof that V a ( ) is locally Lipschitz follows from the same method given on pp. The existence of such M and M 1 follows from Lemmas A4 and A5. We have the following properties for V a ( ):
(i) fx : V a (x) = E + 2g fx : M 1 < jxj < M 2 g, where M < M 1 < M 2 < 1 and M 2 is such that jxj M 2 implies V a (x) E + 3.
(ii) V a x (x)] 0 x=jxj C 0 , for jxj M 1 ? 1 and some C 0 > 0. (iii) V a (x) E for jxj M 1 .
By the local Lipschitz continuity of V a ( ) given in Lemma A3 and the definition of V a;b ( ) it is easy to see that for small enough b properties (i) ? (iii) hold for V a;b ( ) if for part (ii) we substitute C 0 =2 for C 0 and for part (iii) we substitute E + 1 for E. De ne the set S = x : V a; b (x) E + 2 :
These properties imply that S is star-shaped, i.e. a segment containing the origin and a point in S is contained in the interior of S. Then, as in 13], the nal Liapunov function V ( ) is de ned by its level sets as:
fx : V (x) lg = flx : x 2 Sg: The star-shaped property implies that V ( ) is well de ned, i.e. for each u 2 IR r , there exists a unique l such that u 2 @(lS). These details are in 13, pp. 697{ 698].
There are several easily seen properties of V ( ) which are useful for the tightness proofs of the normalized iterates in Section 4. We list these properties and brie y comment on some of them. This follows from P7.
