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Abstract
This work deals with the study of invariant properties of eigenfunctions for multicondition eigenvalue problems with respect to
a real parameter involved in the problem hypothesis.
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1. Introduction
In the recent paper [1] eigenfunctions of multicondition eigenvalue problems of the type
X ′′(x) + λ2 X (x) = 0, 0 ≤ x ≤ 1, λ > 0, (1)
A1 A j X (0) + B1 A j X ′(0) = 0, 0 ≤ j ≤ p, (2)
A2 A j X (1) + B2 A j X ′(1) = 0, 0 ≤ j ≤ p, (3)
are constructed, for the case where X (t) ∈ Cm ,
A =
[
A1 B1
A2 B2
]
is invertible in C2m×2m , (4)
and there exists a real number ρ0 such that
A1 + ρ0 B1 is invertible. (5)
Eigenfunctions of problems (1)–(3) play an important role in solving coupled parabolic boundary value problems;
see [1]. The aim of this work is to show that eigenfunctions of problems (1)–(3) are independent of the chosen value
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of ρ0 satisfying (5). It is easy to show that if condition (5) holds then the same condition is satisfied for all complex
numbers with the exception of a finite number of complex values.
For the sake of clarity in the presentation we introduce the following matrices:
A˜1 = (A1 + ρ0 B1)−1 A1; B˜1 = (A1 + ρ0 B1)−1 B1, A˜1 + ρ0 B˜1 = I
A˜2 =
[
B2 − (A2 + ρ0 B2) B˜1
]−1 A2; B˜2 = [B2 − (A2 + ρ0 B2) B˜1]−1 B2
}
. (6)
Let
α (ρ0, b1, b2, λ) = (1 − b2 + ρ0b1b2) (1 − ρ0b1) b−11 − λ2b2b1, (7)
and let G (ρ0, b1, b2, λk) be the block-matrix
G (ρ0, b1, b2, λk) =

B˜1 A − AB˜1
...
B˜1 A p−1 − A p−1 B˜1
( A˜2 A˜1 + λ2k B˜2 B˜1) + α(ρ0, b1, b2, λk)I{
( A˜2 A˜1 + λ2k B˜2 B˜1) + α(ρ0, b1, b2, λk)I
}
A
...{
( A˜2 A˜1 + λ2k B˜2 B˜1) + α(ρ0, b1, b2, λk)I
}
A p−1

. (8)
Throughout this work the set of all the eigenvalues of a matrix D in Cm×m will be denoted by σ(D).
2. Invariant properties of eigenfunctions
Let us start this section by recalling that under hypotheses (4) and (5) together with
there exists b1 ∈ σ
(
B˜1
) ∼ {0}, b2 ∈ σ (B˜2) and v ∈ Cm ∼ {0}
such that
(
B˜1 − b1 I
)
v = (B˜2 − b2 I ) v = 0, (9)
the eigenfunctions of problem (1)–(3) are given by
Xλk (x) =
{
sin (λk x) A˜1 − λk cos (λk x) B˜1
} (
I − G (ρ0, b1, b2, λk)Ď G (ρ0, b1, b2, λk)
)
S, (10)
with S ∈ Cm and λk ∈ F (see [1]), where
F = {λk ∈ ] kπ, (k + 1)π [ , λk cot (λk) = α (ρ0, b1, b2, λk) , k ≥ 1} ∪ F0, (11)
F0 =
{
φ, if α (ρ0, b1, b2, λ0) ≥ 1,
λ0 ∈ ] 0, π [ , if α (ρ0, b1, b2, λ0) < 1. (12)
Condition (9) guarantees that matrix G (ρ0, b1, b2, λk) defined by (8) satisfies the condition
rankG (ρ0, b1, b2, λk) < m, (13)
allowing the existence of eigenfunctions of the form (10) if λk is a solution of the equation
λ cot (λ) = α (ρ0, b1, b2, λ) . (14)
By [1, p. 432], Eq. (14) admits solutions if
b1b2 and
(1 − b2 + ρ0b1b2) (1 − ρ0b1)
b1
are real numbers. (15)
Let us consider another ρ1 such that
A1 + ρ1 B1 is invertible, ρ1 ∈ R. (16)
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Then 1 − b1(ρ0 − ρ1) 	= 0, because otherwise ρ1 = ρ0 − 1b1 and by (16) the matrix A1 + ρ0 B1− 1b1 B1 is invertible.
Premultiplying (16) by (A1 + ρ0 B1)−1, the resulting matrix I − B˜1b1 should be invertible, in contradiction with the fact
that b1 ∈ σ
(
B˜1
) ∼ {0}. Let us introduce the matrices
B˜1
(1) = (A1 + ρ1 B1)−1 B1, B˜2(1) =
(
B2 − (A2 + ρ1 B2) B˜1(1)
)−1
B2, (17)
which result by substituting ρ1 instead of ρ0 in the expressions for B˜1 and B˜2 defined in (6).
Theorem 2.1. Under hypotheses (5) and (16), let b1 ∈ σ
(
B˜1
) ∼ {0} and b2 ∈ σ (B˜2) and assume that(
B˜1 − b1 I
)
v = (B˜2 − b2 I ) v = 0. If B˜1(1) and B˜2(1) are defined by (17), then
b(1)1 =
b1
1 − b1 (ρ0 − ρ1) ∈ σ
(
B˜(1)1
)
; b(1)2 = b2 (1 − b1 (ρ0 − ρ1)) ∈ σ
(
B˜2
(1)) (18)
and the common eigenvector v of matrices B˜1 and B˜2 is also a common eigenvector of matrices B˜1(1) and B˜2(1)
respectively.
Proof. Note that 1 − b1(ρ0 − ρ1) 	= 0 and(
B˜(1)1 − b(1)1 I
)
v = (A1 + ρ1 B1)−1
(
B1 − b11 − b1(ρ0 − ρ1) (A1 + ρ1 B1)
)
v
= 1
1 − b1(ρ0 − ρ1) (A1 + ρ1 B1)
−1 ((1 − b1(ρ0 − ρ1)) B1 − b1 (A1 + ρ0 B1 − (ρ0 − ρ1)B1)) v
= 1
1 − b1(ρ0 − ρ1) (A1 + ρ1 B1)
−1 (A1 + ρ0 B1)
(
B˜1 − b1 I
)
v = 0.
Hence
B˜(1)1 v =
1
1 − b1(ρ0 − ρ1) B˜1v. (19)
In an analogous way we have
(B˜2
(1) − b(1)2 I )v
= (B2 − (A2 + ρ1 B2)B˜1(1))−1(B2 − b2(1 − b1(ρ0 − ρ1))(B2 − (A2 + ρ1 B2)B˜1(1)))v
= (B2 − (A2 + ρ1 B2)B˜1(1))−1(B2 − b2(1 − b1(ρ0 − ρ1))B2 + b2(A2 + ρ1 B2)B˜1(1))v
= (B2 − (A2 + ρ1 B2)B˜1(1))−1(B2 − b2(1 − b1(ρ0 − ρ1))B2 + b2(A2 + ρ0 B2)B˜1 − b2(ρ0 − ρ1)b1 B2)v
= (B2 − (A2 + ρ1 B2)B˜1(1))−1(B2 − b2(B2 − (A2 + ρ0 B2)B˜1))v
= (B2 − (A2 + ρ1 B2)B˜1(1))−1(B2 − (A2 + ρ0 B2)B˜1)(B˜2 − b2 I )v = 0.
Hence
B˜2
(1)
v = (1 − b1(ρ0 − ρ1))B˜2v. (20)
Thus the result is established. 
As a consequence of the previous result one gets also the invariance of eigenpairs under a change in the value of
ρ0 satisfying (5).
Corollary 2.1. With the hypothesis and the notation of Theorem 2.1 it follows that
(i) Ker
(
B˜1
(1) − b(1)1 I
)
= Ker (B˜1 − b1 I ); Ker(B˜2(1) − b(1)2 I) = Ker (B˜2 − b2 I ).
(ii)
(
B˜1
(1) − b(1)1 I
)
v =
(
B˜2 − b(1)2 I
)
v.
(iii) b(1)1 b(1)2 = b1b2.
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(iv) The coefficients of α (ρ0, b1, b2, λ) defined by (7) and the roots of Eq. (14) do not depend on the value of ρ0
satisfying (5).
Proof. Parts (i) and (ii) follow directly from the proof of Theorem 2.1. In order to prove (iii) note that from (18) one
gets directly b(1)1 b
(1)
2 = b1b2.
Note that
(1 − b(1)2 + ρ1b(1)1 b(1)2 )(1 − ρ1b(1)1 )
b(1)1
=
(1 − b2(1 − b1(ρ0 − ρ1)) + ρ1b1b2)
(
1 − ρ1 b11−b1(ρ0−ρ1)
)
(1 − b1(ρ0 − ρ1))
b1
= (1 − b2 + ρ0b1b2)(1 − b1(ρ0 − ρ1) − ρ1b1)
b1
= (1 − b2 + ρ0b1b2)(1 − ρ0b1)
b1
. (21)
From (iii) and (21) the proof of part (iv) is established. 
The next result provides sufficient conditions for guaranteeing that hypothesis (15) holds true.
Theorem 2.2. Let ρ0 be a real number satisfying (5) and let b1, b2, v satisfy the hypothesis (9) with b1b2 real.
(i) If b1 is real then (1 − b2 + ρ0b1b2)(1 − ρ0b1)/b1 is also real.
(ii) If b1 is not real, then (1 − b2 + ρ0b1b2)(1 − ρ0b1)/b1 is real if and only if
A1v =
(
1
2b1b2
+ i Im
(
1
b1
))
B1v. (22)
Proof. If b1b2 = 0, then b2 = 0 because b1 	= 0. Hence (1 − b2 + ρ0b1b2)(1 − ρ0b1)/b1 = 1b1 − ρ0 is real if and
only if b1 is real.
Now let us assume that b1b2 	= 0. Then
(1 − b2 + ρ0b1b2)(1 − ρ0b1)
b1
= b1b2
(
1
b1b2
− 1
b1
+ ρ0
)(
1
b1
− ρ0
)
∈ R, (23)
if and only if
b1b2
(
1
b1b2
− 1
b1
+ ρ0
)(
1
b1
− ρ0
)
− b1b2
(
1
b1b2
− 1
b1
+ ρ0
)(
1(
b1
) − ρ0) = 0, (24)
if and only if(
1
b1
− 1(
b1
))( 1
b1b2
−
(
1
b1
+ 1(
b1
))+ 2ρ0) = 0, (25)
and (25) holds if b1 is real.
If b1 is not real, (24) is satisfied if and only if
1 − 2b1b2
(
Re
(
1
b1
)
− ρ0
)
= 0. (26)
By (12) it follows that B1v = b1 (A1 + ρ0 B1) v and thus(
1
b1
− ρ0
)
B1v = A1v. (27)
By (26), expression (27) can be written in the form(
1
2b1b2
+ i Im
(
1
b1
))
B1v = A1v. (28)
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Expression (28) is independent of the real number ρ0 chosen satisfying (5). In fact if ρ1 is another real number
satisfying (5), by Corollary 2.1(iii) we have b1b2 = b(1)1 b(1)2 and
1
b(1)1
= 1
b1
− ρ0 + ρ1.
Hence
Im
(
1
b1
)
= Im
(
1
b(1)1
)
.
Conversely, condition (28) implies (26). In fact, taking into account (6) and assuming (28) it follows that(
1
2b1b2
+ i Im
(
1
b1
))
B˜1v = A˜1v =
(
I − ρ0 B˜1
)
v,(
1
2b1b2
+ i Im
(
1
b1
)
+ ρ0
)
b1v = v, (29)
and since v 	= 0, from (29) it follows that
1
2b1b2
+ ρ0 = 1b1 − i Im
(
1
b1
)
= Re
(
1
b1
)
,
and thus (26) holds. Hence the result is established. 
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