Digital PCR offers very high sensitivity compared to many other technologies for processing molecular detection assays. Herein, a process is outlined for determining the lower limit of detection (LoD) of two droplet-based digital PCR assays for point mutations of the epidermal growth factor receptor (EGFR) gene. Hydrolysis probe mutation-detection assays for EGFR p.L858R and p.T790M mutations were characterized in detail. Furthermore, sixteen additional cancer-related mutation assays were explored by the same approach. For the EGFR L8585R assay, the assay sensitivity is extremely good, and thus, the LoD is limited by the amount of amplifiable DNA that is analyzed. With 95% confidence limits, the LoD is one mutant in 180,000 wild-type molecules for the evaluation of 3.3 g of genomic DNA, and detection of one mutant molecule in over 4 million wild-type molecules was achieved when 70 million copies of DNA were processed. The measured false-positive rate for the EGFR L8585R assay is one in 14 million, which indicates the theoretical LoD if an unlimited amount of DNA is evaluated. For the EFGR T790M assay, the LoD is one mutant in 13,000 for analysis of a 3.3 g sample of genomic DNA, and the dPCR assay limit sensitivity approaches one mutant in 22,000 wild-type molecules.
Introduction

Digital PCR
Invention of the Polymerase Chain Reaction (PCR) [1] changed life science research and molecular diagnostics. Now, digital PCR (dPCR) is changing the field of PCR and re-defining expectations for mutation detection. The power of digital PCR arises from evaluating individual molecules as positive or negative for a particular parameter, such as mutation status. For many assays, dPCR sensitivity is significantly higher than traditional PCR analysis, and the accuracy and precision of the assay improves by counting larger numbers of molecules individually. The sensitivity of digital PCR will facilitate Abbreviations: PCR, Polymerase Chain Reaction; EGFR, epidermal growth factor receptor; LoB, limit of blank; LoD, limit of detection; N, total number of droplet events counted; NWT, number of droplets with only wild-type DNA; NMut, number of droplets with only mutated DNA; , average number of targets "loaded" per droplet; p, fraction of PCR-positive droplets; R, ratio of mutant to wild-type molecules; FP , average number of false-positive events; RFP, average false positive rate ( FP /#WT).
* Corresponding author. Tel.: +1 978 495 3300.
E-mail address: milburyc@raindancetech.com (C.A. Milbury). 1 These two authors contributed equally to the manuscript. detection limits that redefine our understanding of disease onset, progression, and recurrence.
One particularly attractive application of digital PCR is the quantitative detection of a small number of mutated DNA molecules among a large number of wild-type molecules, which is relevant to cancer research, and especially for the detection of minor alleles. Cancerous tissue is often highly heterogeneous and cancer biomarkers vary across types of disease and stages of disease progression which complicates cancer detection and identification at early stages. Subclonal populations of cells within a tumor may contain a mutation that differs from the primary mutation, but the subclonal mutation could be correlated to a prognosis and/or a response to specific therapy regimens. Similarly, detecting mutations in circulating tumor DNA (i.e., a Fluid Biopsy TM sample) is a relatively simple and non-invasive approach to monitoring disease recurrence, which requires a high sensitivity of mutation detection to provide effective therapies at the earliest stage of progression [2] [3] [4] . These examples reflect the need for mutation detection tools that are qualitatively more sensitive than existing tools, enabling sensitivity better than 1 in 10,000 and maximized to enable transformational advances in cancer research.
Digital PCR technologies can be deeply sensitive and highly precise for detection of low abundance minority alleles, such as those observed in progressive cancer and metastatic samples. The epidermal growth factor receptor (EGFR) is frequently impacted by mutations that arise in cancer. Mutations in the EGFR gene (chromosomal locus 7p12.3-p12.1) are common across several cancer types, and the mutations often result in altered expression and activity. Upregulation and overexpression of EGFR can lead to uncontrolled cellular division, resulting in rampant tissue growth and lead to cancer. A common example is a point mutation (c.2573T>G) in exon 21 of EGFR, commonly known as variant L858R. This type of activating mutation occurs frequently in epithelial cancers, particularly lung cancer and glioblastomas. Non-small cell lung cancers (NSCLC) are some of the most common cancers in the world and are frequently associated with mutations in EGFR. Two tyrosine kinase inhibitors (TKIs), Gefitinib (Iressa ® ) and Erlotinib (Tarceva ® ), are common treatments for NSCLC. Nearly all responders to treatment possess somatic alterations in exons 18-21 of the EGFR gene. Approximately 90% of EGFR mutations in NSCLC are highly variable deletions located in exon 19 or point mutations in exon 21 [5] . The L858R and T790M alterations are two of the most frequent EGFR mutations. The EGFR T790M mutation is particularly important because it is linked to known drug resistance, reinforcing the value of early detection [6] . Herein, the process of determining lower limits of detection (LoD) for assays performed using the RainDance RainDrop ® digital PCR system for the detection of mutations in EGFR and other common cancer-related mutations is reported. The data demonstrate that digital PCR supports the potential for detecting mutated DNA in highly heterogeneous tumor samples or body fluids, which provides a broad view of all biomarkers arising from heterogeneous and highly localized tumor(s).
Methods
EGFR assays for digital PCR analysis
Assays comprised of primers and hydrolysis probes were developed to screen for EGFR T790M and L858R point mutations via digital PCR. The digital PCR system utilized for this evaluation was the RainDrop ® Digital PCR System (RainDance Technologies). Table 1 presents the assay details for the EGFR T790M and L858R assays. Probes were labeled with 6-carboxyfluorescein (FAM, ex 494 nm/em 522 nm), VIC (from ABI, ex 528 nm/em 554 nm), or TET (from Integrated DNA Technologies, ex 522 nm/em 539 nm). The EGFR L858R TaqMan ® MGB probes were designed using the Life Table 2 Samples evaluated to measure and verify the sensitivity of each EGFR assay.
Technologies online TaqMan design tool, whereas the PrimeTime ® LNA-ZEN probes were designed with the assistance of Integrated DNA Technologies, as these are custom probes (non-cataloged item). The EGFR T790M probe sequence contains LNA nucleotides that are denoted with "+".
Samples and reagent components
A series of experimental samples were processed to determine the LoD for each EGFR assay. Table 2 summarizes the replicate samples that were analyzed in this study. A two-part design was executed; one subset of samples is composed of wild-type genomic DNA samples to assess the false positive rate of the assay, and the second subset included a mutation titration series to verify the linearity and sensitivity of the assay.
The EGFR T790M and L858R mutation templates were synthetic GeneArt ® plasmid templates (Life Technologies Inc.). Each plasmid was linearized using restriction enzyme digestion. Wild-type genomic DNA (G3041, Promega Inc.) was nebulized to approximately 3 kb in length according to manufacturer's protocols (K7025-05, Life Technologies). DNA was quantified and qualified using a NanoDrop 2000 spectrophotometer. Fragmentation length was confirmed via gel electrophoresis.
Following DNA preparation, PCR reagent components were prepared as presented in Table 3 in a pre-PCR room to limit the risk of reagent contamination. All sample PCR reactions were prepared to 50 l volumes, containing approximately ∼20,000 copies/l of genomic DNA (∼3.3 g DNA per each 50 l reaction). The mutant template was only incorporated into the second subset of samples, following a titration of the DNA sample, according to Table 2 .
Outside of the samples defined within this evaluation, preliminary assessment, verification, and optimization of both assays was performed. The false positive mutant count is zero for both assays, though some false-positive wild-type counts have been observed for the EGFR T790M assay, possibly due to non-specific probe hydrolysis.
Emulsion generation, thermal cycling, and sample reading
Samples were loaded onto the RainDrop ® Source instrument (RainDance Technologies), following operating guidelines, to emulsify the sample. The RainDrop ® Source instrument uses real-time closed-loop image control to ensure uniformity of droplet creation both within and across runs. Each 50 l sample was emulsified into 5 picoliter droplet volumes, partitioning single molecule of DNA into approximately 10 million droplets.
Following emulsion generation on the RainDrop ® Source instrument, the samples were thermal cycled following the protocol outlined in Table 4 . A Bioer GenePro thermal cycler was used. Thermal cycled samples were loaded onto the RainDrop ® Sense instrument (RainDance Technologies). The RainDrop ® Sense instrument uses a 488 nm laser to read the FAM and VIC/TET fluorescence intensity per droplet.
Assessment of additional cancer assays
The approach to determine assay sensitivity was employed to assess sixteen cancer-related assays in addition to EGFR. The assay designs are listed in Appendix Table A1 . Analysis of wild-type DNA, as well as a mutation-titration series, was evaluated for each of these assays. Assay designs included TaqMan ® MGB probes as well as custom PrimeTime ® LNA-ZEN qPCR probes (similar to those used for the two EGFR assays). Reagent composition and sample layout followed the methods presented above, and limits of detection were determined by the process outlined in the following sections.
Data analysis with the RainDrop Analyst data analysis software
After evaluating all samples using the RainDrop ® digital PCR System, data from cluster plots were spectrally-compensated and analyzed using the RainDrop Analyst data analysis software, following standard procedures. The sample containing the highest mutant titration was used as a control sample to define gates around the cluster of droplet events displaying signal from only wild-type copies (identified by VIC/TET fluorescence) and the mutant cluster (identified by FAM signal). These gates were applied across all samples evaluated within each assay. The same mutant gate was set within all wild-type only samples that were evaluated. For all wild-type only samples, any droplets with mutant signal (droplet events that are counted within the mutant gate) are considered mutant-positive, and are therefore false-positive events.
Examples of gated dPCR cluster plots for the EGFR T790M and L858R assays are presented in Figs. 1 and 2 , respectively. For the EGFR T790M data in this report, the red target gates (Fig. 1) were relatively conservative (e.g., larger), whereas the gates for the EGFR L858R data relatively stringent (e.g., narrowly defined regions; shown in red, Fig. 2 ). Fig. 3 demonstrates the difference between smaller elliptical gates (stringent) and larger rectangular (more conservative) gates. Setting larger gates provides a more inclusive count of droplet events, but also leads to a higher probability for counting false-positive events due to gates overlapping with neighboring clusters or ambiguous single events being captured within the gated region. Though the gates for EGFR L858R are more stringent gates, they still capture approximately 98% or more of events associated with each cluster. The difference in droplet count between the stringent and conservative gates is typically quite small. Establishing a balance between stringent and conservative gate setting is defined by the user, based on tolerance for Fig. 1 . EGFR T790M. The two dPCR plots are from a sample containing wild-type and mutant DNA (left) and a wild-type only sample (right) with the maximum recommended DNA loading. A small number of false-positive samples are routinely observed with this assay. Rectangular gates were applied for EGFR T790M, as this assay can exhibit some sample-to-sample variability. false-positives (leading to lower sensitivity) versus risk of missing a small fraction of true-positive events.
Statistical calculations
Assessing sensitivity of dPCR assays
The sensitivity of a mutation detection assay is defined by a threshold for making positive calls about mutational status on individual samples with a known level of confidence. For quantitative real-time PCR (qPCR), the baseline for mutation detection is generated by evaluating negative controls (i.e., samples that do not contain target DNA). The quantification cycle (C q ) is the cut-off for qPCR that defines a concentration below which a mutationcontaining sample cannot be called with confidence. Similarly, for dPCR, the baseline level of false-positive molecule counts determines what concentration of true mutant-positives can be detected with statistical confidence. The following sections describe the analysis and process for evaluating the limit of blank (LoB) and limit of detection (LoD) for mutation detection with digital PCR. This approach is not limited to mutation detection, and should be applicable for other minor allele detection approaches (i.e., pathogen and viral detection).
Conversion of droplet event counts to molecule counts
When a bulk solution of homogeneously-distributed target molecules, with an average concentration of less than one molecule per partition volume, is partitioned into droplets, some droplets will contain more than one target molecule. However, a droplet partition that initially contains more than one identical target amplified by PCR is not distinct from a droplet initially containing only one target molecule. Therefore, the actual number of target molecules must be calculated from the measured number of targetcontaining partitions (i.e., droplets).
The partitioning of molecular targets into droplets is described by a Poisson distribution [7] [8] [9] , where P(k; ) is the probability for there to be k targets in one droplet when the population of all droplets contains an average "loading" of targets per droplet. For a system in which 50 molecules are loaded into 100 droplets, is ½. Alternatively, if 500 molecules are loaded into 100 droplets, then is 5.
The fraction of PCR-negative drops (p − ) is:
and the fraction of PCR-positive drops (p), which is inclusive of all droplets with one or more molecules of target DNA is:
A duplex assay enables detection of two independent molecular targets, e.g., wild-type DNA (WT) and mutant DNA (Mut). When a sample containing both mutant and wild-type DNA is analyzed, four clusters of dPCR data are evident, as depicted in the twodimensional histogram of the fluorescence intensities in Fig. 4 .
The partitioning of fragments of homoduplex DNA into droplets is independent of mutational status, 2 and the joint probability of two independent events is equal to the product of the individual probabilities. Therefore, the fraction of wild-type-only droplets is:
where m is the average "loading" of mutant targets per droplet, and w is the average "loading" of wild-type targets per droplet. The number of wild-type only droplets is:
Similarly, the numbers of droplet events corresponding to other combinations of mutant and wild-type DNA are:
This series of four equations (Eqs. (5)- (8)) contains only two unknown quantities ( w and m ) and these values can be calculated by measurement of at least three quantities from the set of (N, N WT , N Mut , N Neg , and N Dual ). In most cases, it is recommended that N, N WT , and N Mut are used to calculate w and m following Eqs. (9) and (10) . Alternative methods for selecting and processing information from gated clusters of droplet events are discussed in the Appendix.
Finally, the ratio of mutant to wild-type molecules in the sample is given by:
Appendix Tables A3-A6 contain the droplet event counts and calculated wild-type and mutant DNA molecule counts for the EGFR T790M and L858R samples evaluated.
Estimation of 95% confidence intervals
Confidence intervals (CI) define a range of values which is likely to include the true value of the sample. Confidence intervals are constructed at a confidence level (e.g., 95%), which defines the likelihood that the true value is within the range.
When a DNA sample is partitioned, the probability of a droplet being either PCR-positive or PCR-negative follows a binomial distribution [8, 10] . When the number of PCR-positive droplets (Np) is fairly large (>20), the binomial distribution is approximated with a normal distribution with a mean of Np and a variance of Np(1 − p) [10, 11] so the 95% confidence interval for Np is approximated by {Np ± 1.96 Np(1 − p)}. In the case of rare mutation detection, p is small enough that the confidence interval for Np simplifies to {Np ± 1.96 Np}.
The normal approximation is not appropriate for very small values of Np (<20). For such a case, a Poisson distribution with Np as the expected value is a better approximation [12] . Table 5 presents Excel function (Microsoft) formulas for Np < 20 and Np > 20, such that one can calculate the confidence limits in an Excel spreadsheet. Alternatively, web-based calculators that use binomial distributions are available. Online tools include uCount SM from The Wittwer Lab at the University of Utah (https://dna.utah.edu/ucount/uc.php) [13] or the Exact Binomial and Poisson Confidence Intervals calculator by John C. Pezzullo (http://statpages.org/confint.html) [14] .
With the RainDrop ® dPCR System, 25-50 l samples are partitioned into 5-picoliter droplets, which yields 5-10 million individual droplets. The recommended maximum loading of total Table 5 Confidence intervals for various mutant-positive droplet event counts (Np). Np is the count of mutant-positive droplets, which includes droplets that contain only mutant molecules and droplets that contain both mutant and wild-type molecules. human genomic DNA is 10% (i.e., one genome equivalent per 10 droplets), and for most digital PCR applications, the amount of mutant DNA within the sample is normally present at a small fraction of the wild-type DNA. At this low fraction, very few mutant-positive droplets are expected to contain more than one copy of the mutated DNA fragment, so the number of mutantpositive droplets is no different from the number of mutant molecules ( m = p m ). For example, in the mutant titration series, wild-type DNA was loaded into ∼10% of the drops, and the highest mutant loading was present in only ∼0.06% of the drops, so m = 0.0006, and p m = 1 − e − m = 0.9997 m , so the difference between the two is within 0.03%. Therefore, the quantity, Np, is used interchangeably to refer to mutant positive droplets and mutant DNA molecules in this paper. For mutation detection applications, the number of wild-type targets is usually much greater than the number of mutant targets, and the uncertainty in the ratio of the two will be dominated by the mutant counting. The 95% CI of the ratio (R) of mutant to wild type are given as below:
Confidence limits
R low = p m low w (12) R high = p m high w(13)
Assessing the frequency of false-positives
To determine application and assay sensitivity using any molecular detection technology, one must account for signal-to-noise limitations. Similarly, for mutation detection assays using digital PCR, false-positives might arise from fluorescence detection ("system") noise and molecular biology ("assay") noise. Comparing samples to negative controls is typically necessary to classify mutational status as positive or negative. The Clinical and Laboratory Standards Institute (CLSI) guidelines recommend measurement of at least 60 negative samples to assess the probability distribution function of false-positive events detected in negative control samples. [15] In this work, collections of wild-type only samples were analyzed with the EGFR T790M and L858R assays. The data from EGFR T790M in Fig. 5 reveals an average false-positive count ( FP ) of 39 mutant molecules per sample, which was measured from 58 negative control samples that each contained, on average, 862,147 wild-type molecules. For purposes of assessing the false-positive distribution displayed in Fig. 5 , the mutant count from each individual wild-type sample was normalized to the average number of wild-type counts using the average false positive ratio (R FP , the average false-positive ratio of all negative control samples) of 4.5E−5 to compensate for differences in the absolute number of molecules analyzed in each sample.
In contrast to the EGFR T790M assay, the data from L858R yields only 4 samples out of 71 with one false-positive event detected ( FP = 0.06) and a false positive ratio of 7.1E−8. Fig. 5 reveals that the number of false-positive mutant counts follows a Poisson distribution in both cases, confirming that the Poisson model is a valid approximation of the measured data. (Note that applying the Poisson model fit to the false-positive data is not related to the Poisson loading correction described in previous sections.)
A dPCR practitioner often evaluates and reports the confidence level when assigning mutational status to a sample containing a number of positive events that is very close to the false-positive baseline. For this purpose, a hypothesis (significance) test is executed and a p-value is calculated. The p-value is the probability that the observed mutant count or higher falls within the distribution of false-positive counts measured from negative control samples. In this case, the null hypothesis is: "there is no difference between the sample and negative controls." The null hypothesis is rejected when the p-value is less than a specified significance level. The choice of significance level at which to reject the null hypothesis depends on the application and user preference. For clinical molecular analysis, common choices for p-value thresholds are 0.05 (95%) and 0.01 (99%); the analysis described in this report is based on a 95% confidence threshold.
Two EGFR T790M mutant-positive samples are highlighted below to demonstrate the calculation of p-values. P(k; FP ) represents the Poisson distribution that estimates the frequency of false-positives. Because these positive samples have very similar wild-type load to the negative control samples, it is assumed that the false positive ratio is consistent with negative samples. From the ratio, FP is calculated for each sample, followed by calculating the p-value.
Sample 1 (#1 in Appendix Table A5 ): measured mutants = 45,
Sample 2 (#5 in Appendix Table A5 ): measured mutant events = 81, FP = 40,
In the first sample, a measurement of 45 mutant molecules results in a p-value of 0.17, which is greater than 0.05 (i.e., 5% significance level for p-value), and therefore, the sample is not significantly different than the wild-type only controls. In contrast, the second sample has a p-value of 8.7E−9, which indicates that this sample is significantly resolved from the negative controls. Appendix Tables A5 and A6 list the p-values calculated for the rest of the mutant-positive titration samples for the EGFR T790M and L858R assays. An Excel equation could be used to calculate the p-value as shown below:
3.5. Estimating assay sensitivity and the limit of detection (LoD)
The limit of detection (LoD) and limit of blank (LoB) are metrics that describe the sensitivity of an analytical procedure [15] [16] [17] [18] . Fig. 6 depicts how the LoB and LoD are defined at stated error rates. The ˛ error rate indicates the fraction of all measurements of true negative samples that will be greater than the LoB (i.e., falsepositive mutation call). The ˇ error rate indicates the probability of a false-negative mutation call (i.e., measurement less than LoB) from a sample with a true value equal to the LoD. For the analyses in this paper, ˛ error (false positive) and ˇ error (false negative) rates are 5%, which is a common approach. In practice, the selection of and ˇ values is largely dictated by the application. For example, there may be applications in which both false positive and false negative mutation calls are unacceptable, and one would decide to lower the ˛ and ˇ rates (resulting in a more conservative LoD). Some applications may dictate a relatively high mutational abundance threshold (i.e., well-separated from analytical performance) to avoid unnecessary and expensive validation tests. Conversely, the occurrence of false negatives is not acceptable in some applications. In such cases, the ˇ-error value would be conservative to reflect the needs of the application.
In this report, false-positive droplet event probability (i.e., data shown in Fig. 5 and represented as the blue curve in Fig. 6 panel A) was determined from a series of samples that each contained approximately the same level of wild-type DNA. The false-positive rate is likely dependent (but not necessarily linearly proportional) with respect to wild-type load. Unless all samples are expected to contain the same approximate level of DNA, evaluating false positives with varying wild-type loads is recommended for assays of interest. Minimally, one should consider the desired LoD, and how much DNA should be evaluated to achieve that sensitivity. For example, detection of 1 mutant in 1000 wild-type molecules will require a substantially smaller amount of total DNA than what would be required to attempt detection of 1 mutant in 1 million wild-type molecules. The total amount of sample DNA does not Table 6 Calculation of LoB and LoD from the average false-positive counts. Note: non-integers should be rounded up to the nearest integer.
guarantee a level of sensitivity, but sufficient input DNA is necessary to support the desired LoD. In addition to characterizing the false-positive distribution by processing wild-type only samples, CLSI guidelines [15] recommend characterization of the distribution of measured droplet events for positive samples with concentrations at the limit of detection. However, in this report, it has been demonstrated that the distribution of false-positive counts follows a distribution that arises from counting uncertainty (i.e., a Poisson distribution) and it has been assumed that the dominant variability in true positive counting also arises from counting uncertainty. Therefore, "true positive" distribution (i.e., the red curve in Fig. 6 panel B) is considered a Poisson function as well, for the purpose of determining the LoD. Alternatively, one could estimate the LoB and LoD following a non-parametric approach with a sufficient number of negative and low-level positive control samples to adequately represent the probability distributions with empirical data [17] . Table 6 reports the LoB and LoD at various average false-positive levels, FP , assuming a Poisson probability model fit to empirical data. In this analysis, ˛-error and ˇ-error are set at 5%. For FP greater than 0.05, a normal approximation with a correction is used to describe the Poisson distribution to simplify the calculation of LoB and LoD with an analytical expression.
Results and discussion
EGFR T790M
4.1.1. EGFR T790M limit of detection Appendix Table A3 contains the raw data from 58 wild-type only samples that were processed to calculate the LoB and LoD for the EGFR T790M assay; Table 7 contains the summarized data from negative control samples. Based on the wild-type only controls, and the equations described in Table 6 , the LoB for EGFR T790M mutations in a single sample with an average measured count of 862,147 copies of genomic DNA is 1 mutant in 17,000 wild-type molecules, and the LoD is 1 in 13,000. This represents the highest sensitivity that can be achieved with a single sample processed with one assay reaction. One might split a single sample across multiple dPCR reactions if an extremely sensitive LoD is desired and the DNA is plentiful. For cases with enough sample DNA to split across 8 samples at maximum loading (i.e., 26 g of human genomic DNA processed in an 8-channel microfluidic chip), then the analysis described above results in a demonstrated LoD of 1 in 18,000. Furthermore, if data from all 58 wild-type samples are pooled together (representing a single replicate of 200 g of DNA negative control DNA), then the LoD is 1 in 20,000. Finally, we extrapolate to determine that the LoD would continue to improve as a function of the wild-type load, and reach a plateau at the measured false-positive rate of 0.0045% (or 1 in 22,000). Fig. 7 displays the LoD assessed from collections of empirical data (blue points) as well as the extrapolated sensitivity that approaches a limit equal to the measured false-positive rate. We do not envision practical applications for human genomic DNA analysis that would yield sufficient DNA and justify splitting a sample over many chips or channels. However, the demonstration and extrapolation highlight the transformational sensitivity that the assay and technology can deliver as well as emphasizing that the practical sensitivity is likely to be limited by the amount of available sample DNA. Furthermore, applications probing non-human genomes (e.g., viral load or pathogen detection and microbial genomics) are more likely to take advantage of ultra-high sensitivity workflows due to the possibility for large quantities of input DNA with relatively small genomes.
The data from the wild-type samples that is reported in Fig. 5 presents a clearly-defined probability function related to the falsepositives. No-template control samples do not yield false-positives, and multiple lots of wild-type control DNA (i.e., negative controls) yield the same level of false-positives. This evidence suggests that the false-positive droplet events are not due to contamination of the reagents or wild-type samples, and the false-positive background is expected to be present in all samples with this assay. For the purposes of demonstrating this analysis approach, the average background level of false-positive mutant molecules can be considered as a systematic offset, and the offset can be subtracted from the number of mutant molecules detected in any unknown samples. The result is a more accurate measurement of the true level of mutant molecules present in the sample, albeit with no improvement to the precision of the measurement. The limit of detection, which is defined as the true mutant concentration within a sample that will be detected within stated ˛ and ˇ error limits, can be recalculated after removal of the systematic false-positive offset; see Appendix Table A7 for the associated calculations. The LoD for the EGFR T790M assay, after correction for the false-positive background, is 1 in 34,000 when one 50ul sample at ∼10% wild-type loading is processed.
The key to this analysis approach is establishing confidence that the false-positive background is universal for all samples. For the EGFR T790M assay, this approach is justified by processing commercially-available blended human cell-line DNA and notemplate controls. Additional testing, outside the scope of this document, has evaluated several individual DNA samples (Coriell Specimen Collections), as well as synthetic plasmid templates, wherein comparable numbers of false-positive events have been observed. The approach would be solidified by sound explanation of the reason (other than contamination) for the level of falsepositives observed with this assay. A subsequent section of this report presents some possible reasons for false-positive events and recommends further exploration of the root cause of systematic false-positive events. Further development of this approach, understanding reasons for false-positives, and establishing metrics for justification to subtract a background of false-positives will emerge from the community of dPCR practitioners.
EGFR T790M -verification of linearity and sensitivity
A mutation titration series was evaluated in quadruplicate, and the data are displayed in Fig. 8 . The expected mutant to wild-type ratio (solid red line) and 95% confidence interval (dotted red lines) are plotted along with the measured data. The data is congruent with the expected concentration at the high values; it deviates from the expected value at low mutant concentrations due to the contribution of false-positive counts. Notice that the last titration sample (R = 0.00065%) is a mutant concentration with an expected value that is below the LoB. Indeed, none of the four replicates at this concentration are significantly different from the negative controls. 
EGFR L858R assay characterization
EGFR L858R limit of detection
Following the same analysis described in the previous sections, data from 71 wild-type samples and a mutant titration series was processed to assess the sensitivity of the EGFR L858R assay. Table 8 summarizes the data collected from wild-type samples (data for each individual sample are reported in Appendix Table A4 ).
Even though there are very few false-positives detected by this assay, the LoD is modulated by the conservative ˇ-error of 5%. For example, as displayed in Table 6 , if an assay yields zero falsepositives ( FP = 0), at least three true mutants must be present to limit the probability of making a false negative call to be below 5%. Similarly, a single false-positive ( FP = 1) among 1 million wildtype alleles dictates that a minimum of 9 true mutants must be present to maintain ˛ and ˇ errors of 5% or better, and the resulting LoD of this hypothetical example is 1 in 111,000. Fig. 9 presents the assay LoD relative to the amount of DNA that is evaluated. The blue data points display the demonstrated LoD that is achieved for a single sample (1 in 180,000), a sample with enough DNA to be processed with eight assay reactions (1 in 1 million), or by dividing a very large amount of DNA (230 g) into 71 individual samples for analysis, then recombination of data (1 in 4 million) (see Appendix Table A8 for associated calculations). Similar to the T790M assay, more DNA yields higher detection sensitivity. In contrast to the T790M assay, the false-positive rate is extremely low, so the LoD is almost exclusively limited by the amount of DNA processed and the LoD does not plateau until 1 in 14 million if one were to process hundreds of billions of wild-type molecules.
EGFR L858R -verification of linearity and sensitivity
A mutant titration series was evaluated in quadruplicate and the data are displayed in Fig. 10 . Unlike the EGFR T790M assay, the data is linear throughout the whole titration range. Notice that the last titration sample (R = 0.00053%) has a mutant concentration above the LoB but below the LoD. For this experiment, all four replicates are significantly different than the negative controls, but if this sample were to be processed numerous times, it is anticipated from the negative control data that more than 5% of the measurements would fall below the LoB, leading to false-negative calls. This ambiguity, which arises from measuring a single or small number of replicates, demonstrates the importance of calculating and understanding the LoB and LoD parameters, even for extremely sensitive assays.
Comparing and contrasting EGFR assay performance
The results reveal a significantly greater sensitivity associated with the EGFR L858R assay in contrast to the EGFR T790M assay. Many factors possibly contribute to the performance of an assay. For example, the complexity of the sequence composition within the targeted region, the primer and probe oligonucleotide design and quality of synthesis, reagent quality, polymerase efficiency and fidelity, and sample preparation might influence the measured assay sensitivity.
Many commercially-available quantitative PCR (qPCR) assays fail to enable highly sensitive mutation detection of EGFR T790M due to a number of compounding factors that reduce the specificity of primers and probes leading to a relatively high level of signal background (i.e., a high C q ). It is difficult to design sensitive assays for the EGFR T790M (c.2369C>T) point mutation. This region of EGFR (chr7:55259486-55259563) is relatively rich in guanine and cytosine and exhibits sequence homology (∼83%) with the protooncogene receptor tyrosine-protein kinase erbB-2 (HER2/neu). In addition to the high sequence similarities with HER2, this region of EGFR T790M contains a repetitive sequence element adjacent to the mutation, which creates a challenge to design robust probes with high specificity. Further adding to this challenge, there is a single nucleotide polymorphism located eight nucleotides upstream from the mutation, which limits primer design options. Some or all of the challenges associated with qPCR assay design might be reflected in the lower sensitivity of the EGFR T790M dPCR assay.
Another hypothesis for the source of false-positives is that mutant DNA fragments are generated during the PCR reaction from wild-type DNA fragments as a result of polymerase error. In principle, one of the advantages of single-molecule partitioning with the RainDrop TM dPCR System is that the sensitivity of mutation detection is better than the polymerase error rate [9] . Polymerase errors typically occur as purine/purine (A ↔ G) or pyrimidine-pyrimidine (C ↔ T) transitions. Pyrimidine-purine transversions (A/G ↔ C/T) are less common [19] . If a polymerase error occurs at or near the nucleotide of interest, and results in an amplifiable fragment that hybridizes with the mutant probe, then, due to the presence of the initial two complementary strands of wild type target, the resulting droplet will produce fluorescence signal from both wild-type and mutant probes. The level of polymerase error resulting in droplet events counted in the "dual" cluster can be determined by comparing the actual count of events in the dual cluster to the expected count based on the Poisson loading calculations. Evidence of polymerase error with specific sequence targets has been observed, which supports this hypothesis. However, for the EGFR T790M assay, the false-positive background arises from droplet events that are characterized as mutant-only ("Mut" cluster). To satisfy the hypothesis of polymerase error, another process or reaction must eliminate the amplification and/or generation of fluorescence signal from the original two wild-type template strands, and this factor is not yet explained.
Additional cancer-based assays
Following the same methodologies presented herein, each of the additional sixteen assays was evaluated. Data from these assays are presented in Appendix Table A2 . As with EGFR T790M, some assays present an apparent level of low-level positives in the presumably wild-type controls. As with EGFR T790M, it is difficult to assign the source of these positives that reside within the mutant control gates. There are a couple assays that exhibit very few falsepositives, as observed with EGFR L858R; namely PIK3CA H1047R and KRAS G12C. For these assays, data indicate that the sensitivity of the assays is largely dependent upon the amount of DNA that is evaluated. For both PIK3CA H1047R and KRAS G12C, fewer molecules of wild-type DNA were evaluated than those evaluated in the EGFR L858R assay. Similar to EGFR T790M, however, several assays demonstrated assay LoDs of around 1 mutant in 20,000 wild-type molecules, as they too exhibited false positives in the mutant clusters gates. This screening of an additional sixteen assays emphasizes the importance of evaluating assays with controls prior to initiating a full analysis of critical samples.
As discussed in the section above, polymerase errors are more likely to present as transitions than transversions. Within these sixteen assays (as well as the EGFR assays), less sensitive LoDs were observed for those assays whose targets are transitions. Out of 17 assays tested herein, all eight assays with G/C >A/T mutations have much lower LoDs than the other mutations assed. Though further evaluation is warranted, it is likely that the false positive rate and assay LoD are influenced by polymerase errors.
Conclusion
The performance of the EGFR assays in the RainDrop ® Digital PCR System demonstrates unprecedented sensitivity. The data presented demonstrate that the sensitivity of digital PCR assays is often limited by the amount of DNA that is evaluated, and it is possible to achieve sensitivity for detection of mutant alleles that is orders of magnitude better than most alternative technologies.
A LoD for the EGFR T790M assay has been determined at 1 in 13,000 for a single sample at maximum loading, and up to 1 in 22,000 with unlimited DNA (or 1 in 34,000 for a single sample if false-positives are qualified to be a systematic offset and subtracted). For this assay, the primer and probe design challenges or polymerase errors are factors that impact the ultimate sensitivity but single molecule dPCR overcomes many sensitivity limitations that arise from environments containing many target molecules.
Finally, for the EGFR L858R assay, we have empirically demonstrated sensitivity of 1 in 180,000 for a single sample. Moreover, by extrapolation, we have determined that the EGFR L858R assay can reach a LoD that far surpasses empirical data (i.e., 1 in 14 million), and, in practice, the sensitivity is limited only by the amount of sample DNA that is processed.
This report provides guidance on the analysis of digital PCR data and it reveals some topics worthy of deeper exploration. Firm understanding of the molecular biology and technology contributions to false-positive droplet events is crucial for improved sensitivity. Also, validation of objective automated gating of droplet event clusters is likely necessary for dPCR practitioners to take advantage of the full potential sensitivity of the technology for routine applications. Finally, availability of DNA reference materials will enable validation within and across platforms.
A simpler solution comes from employing the PCR-negative cluster (N Neg ) in Eq. (7), by dividing Eq. (5) or (6) by (7), and m and w follow:
Another alternative solution from using the combination of Eqs. (5)- (7) is by adding (5) and (7) or (6) and (7), to yield w and m as follows:
Finally, if no cluster counts are known to be susceptible to poor resolution and/or count accuracy, then one might wish to take all counts into consideration. This approach would yield an over-determined system of equations that would be solved by a regression method.
The best approach is to apply the various combinations for analysis of known samples to determine which approach yields the most accurate final result. This statement and the discussion throughout this report highlight the importance of development, distribution, and maintenance of DNA reference materials to enable digital PCR developers and practitioners to recommend appropriate measurement and analysis methods, define performance specifications accurately, and validate data -especially clinical data -from multiple instruments and technology platforms.
See Tables A1-A8 . 
Table A2
Sixteen cancer-based assays evaluated, in addition to the EGFR L858R and T790M assays, following the approach described herein. The best empirical LoD was calculated for using the number of wild-type DNA molecules evaluated. 
Table A3
Poisson correction for 58 negative samples for EGFR T790M assay. N is the total measured droplet count, NWT is the count of wild-type only drops; NMut is the count of mutant only drops; w is the measured wild-type loading, m the mutant loading, calculated following Eq. (9)- (10); R is the ratio of mutant to wild type in the sample; RFP is the average R of the 58 negative controls, RFP = 4.5e −5 . Table A7 Calculation of LoB and LoD from EGFR T790M assay data. RFP is the average false positive ratios of negative control samples, # WT avg is the average of the wild-type load per sample, FP is the average of the false mutant counts. LoB and LoD are limit of blank and lower limit of detection of mutant counts at # W avg load, R LoB and R LoD are the limit of blank and lower limit of detection expressed in R. 
