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Abstract
A matching M is a dominating induced matching of a graph, if ev-
ery edge of the graph is either in M or has a common end-vertex with
exactly one edge in M . The concept of complete dominating induced
matching is introduced as graphs where the vertex set can be partitioned
into two subsets, one of them inducing an 1-regular graph and the other
defining an independent set and such that all the remaining edges con-
nect each vertex of one set to each vertex of the other. The principal
eigenvectors of the adjacency, Laplacian and signless Laplacian matrices
of graphs with complete dominating induced matchings are characterized
and, therefore, the polynomial time recognition of graphs with complete
dominating induced matchings is stated. The adjacency, Laplacian and
signless Laplacian spectrum of graphs with complete dominating induced
matchings are characterized. Finally, several upper and lower bounds
on the cardinality of a dominating induced matching obtained from the
eigenvalues of the adjacency, Laplacian and signless Laplacian matrices
are deduced and examples for which some of these bounds are tight are
presented.
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MSC2000: 05C50; 15A18
1
1 Introduction
Throughout this paper we consider undirected simple graphs G of order n > 1
with a vertex set V (G) and edge set E(G). An element of E(G), which has the
vertices i and j as end-vertices, is denoted by ij. A matching M of a graph
G is an edge subset such that there are no two edges in M with a common
end-vertex. If v ∈ V (G), then we denote the neighborhood of v by NG(v), that
is, NG(v) = {w : vw ∈ E(G)}. The number of neighbors of v ∈ V (G) is denoted
by d(v) and called, as usually, degree of v. If G is such that ∀v ∈ V (G) d(v) = p
then we say that G is p-regular. A graph induced by a vertex subset S ⊂ V (G)
which is denoted by G[S] is a subgraph of G with vertex set S and edge set
E(G[S]) = {ij : i, j ∈ S ∧ ij ∈ E(G)}. An independent set of a graph G is a
vertex subset S ⊆ V (G) which induces a 0-regular graph G[S]. A matching M
of G is a dominating induced matching (DIM) of G if every edge of G is either
in M or has a common end-vertex with exactly one edge in M . A DIM is also
called an efficient edge domination set. Observe that if M is a DIM of G, then
there is a partition of V (G) into two disjoint subsets V (M) and S, where S is
an independent set. Conversely, if there exists a graph G such that its vertex set
V (G) can be partitioned into two vertex subsets V1 and V2, where V1 induces a
matching and V2 is an independent set, then the subsetM ⊂ E(G) of edges with
both ends in V1 is a DIM. From now on, if M is a DIM of G then V (G) \V (M)
will be denoted by S.
Not all graphs have a DIM, for instance the cycle with four vertices C4 has no
DIM. The DIM problem asks wether a given graph has a dominating induced
matching. Dominating induced matchings have been studied for instance in
[1, 2, 3, 4, 5, 6, 9].
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Now we introduce the concept of complete dominating induced matching.
Given a graph G, a DIM M ⊂ E(G) is complete if E(G) = M ∪ {xy : x ∈
V (M), y ∈ V (G) \ V (M)}, that is, each vertex of V (M) is connected by an
edge to each vertex of V (G)\V (M) which is not empty. As will see, the graphs
with complete dominating induced matchings are graphs with special spectral
properties.
Throughout the paper we deal with adjacency, Laplacian and signless Lapla-
cian matrices of graphs. The adjacency matrix of a graph G of order n is
the n × n symmetric matrix A (G) = (aij) where aij = 1 if ij ∈ E(G) and
aij = 0 otherwise. The Laplacian (signless Laplacian) matrix of G is the
matrix L(G) = D(G) − A(G) (Q(G) = D(G) + A(G)), where D(G) is the
n × n diagonal matrix of vertex degrees of G. The matrices A (G), L (G) and
Q (G) are all real and symmetric. From Gersˇgorin’s theorem, it follows that
the eigenvalues of L (G) and Q (G) are nonnegative real numbers. The spec-
trum of a matrix C is denoted by σ(C) and, in the particular cases of A(G),
L(G) and Q(G), their spectra are denoted by σA(G), σL(G) and σQ(G), respec-
tively. In this text, σA(G) = {λ[i1]1 , . . . , λ[ip]p }, σL(G) = {µ[j1]1 , . . . , µ[jq ]q } and
σQ(G) = {q[k1]1 , . . . , q[kr]r }) means that λs, µs or qs is an adjacency, Laplacian
or signless Laplacian eigenvalue with multiplicity is, js or ks. As usually, we
denote the eigenvalues of A (G) , L (G) and Q (G)) in non increasing order, that
is, λ1(G) ≥ · · · ≥ λn(G), µ1(G) ≥ · · · ≥ µn(G) and q1(G) ≥ · · · ≥ qn(G).
Considering a graph G, the largest eigenvalue of the adjacency A(G), Laplacian
L(G) and signless Laplacian Q(G) matrix of G will be denoted, respectively,
by ρ(A(G)), ρ(L(G)) and ρ(Q(G)). The eigenvectors associated to ρ(A(G)),
ρ(L(G)) or ρ(Q(G)) are called the principal eigenvectors of A(G), L(G) orQ(G),
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respectively. As usually, ρ(A(G)) is called the index of G and it is also denoted
ρ(G). For an arbitrary square matrix C the i-th eigenvalue and its trace are
denoted by λi(C) and tr(C), respectively.
Throughout this paper, jk denotes the all one vector with k entries.
2 Adjacency, Laplacian and signless Laplacian
spectra of graphs with complete dominating
induced matchings
Given a graph H of order n with a complete dominating induced matching M
such that |M | = m, we may define H using the join operation as follows. Let
Hr = mK2, with r = 2m andHs = G[V (G)\V (M)], with s = n−r, a null graph
of order s (that is, a graph formed by s isolated vertices). Then H = Hr ∨Hs,
that is, H is the join of the graphs Hr and Hs.
Consider the two above vertex disjoint graphs Hr and Hs of orders r and s,
respectively. We label the vertices of H = Hr ∨ Hs, with the labels 1, 2, . . . , r
for the vertices of Hr and with the labels r+1, . . . , r+ s, for the vertices of Hs.
Let C (H) be a matrix on H = Hr ∨Hs. If C (H) = L (H) or C (H) = A (H)
or C (H) = Q (H) then, using the above mentioned labeling for the vertices of
H, we obtain
C (H) =
[
C1 δjrj
T
s
δjTs jr C2
]
(1)
where C1 = A(Hr) and C2 = A(Hs) or C1 = L(Hr)+sIr and C2 = L(Hs)+ rIs
or C1 = Q(Hr) + sIr and C2 = Q(Hs) + rIs, when C(H) is the adjacency,
Laplacian or signless Laplacian matrix of H , respectively. In any case, in (1)
we have δ 6= 0. Notice that
C1jr = γ1jr and C2js = γ2js,
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with γ1 = 1 and γ2 = 0 (when C(H) is the adjacency matrix) or γ1 = −s and
γ2 = −r (when C(H) is the Laplacian matrix) or γ1 = 2 + s and γ2 = r (when
C(H) is the signless Laplacian matrix).
Let us consider the matrix
B =
[
γ1 δ
√
rs
δ
√
rs γ2
]
(2)
and its eigenvalues
θ1 =
1
2
(
γ1 + γ2 +
√
(γ1 − γ2)2 + 4δ2rs
)
(3)
θ2 =
1
2
(
γ1 + γ2 −
√
(γ1 − γ2)2 + 4δ2rs
)
. (4)
Lemma 1 If B is the matrix in (2) and θ ∈ σ(B) has an associated eigenvector[
1
x
]
, then θ ∈ σ(C(H)) and
[
jr√
r
s
xjs
]
is an associated eigenvector.
Proof. Since θ ∈ σ(B) and
[
1
x
]
is an associated eigenvector, then
[
γ1 δ
√
rs
δ
√
rs γ2
] [
1
x
]
= θ
[
1
x
]
. (5)
On the other hand,[
C1 δjrj
T
s
δjsj
T
r C2
] [
jr√
r
s
xjs
]
=
[
γ1jr + δ
√
rsxjr
δrjs +
√
r
s
xγ2js
]
=
[
(γ1 + δ
√
rsx) jr
(δ
√
rs+ xγ2)
√
r
s
js
]
= θ
[
jr√
r
s
xjs
]
. (6)
Notice that the equality (6) is obtained as a consequence of (5). Hence, θ ∈
σ (C (H)) and
[
jr√
r
s
xjs
]
is an associated eigenvector.
The next theorem allows the polynomial time recognition of graphs with
complete DIMs.
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Theorem 2 Let H be a graph of order n with a complete DIM,M ⊂ E(H) such
that |M | = m. Then, the spectral radius of the adjacency, Laplacian and signless
Laplacian matrix of H, as well as the corresponding principal eigenvectors, are
the following:
1. ρ(A(H)) =
1+
√
1+8m(n−2m)
2 and the corresponding eigenvector is
u =
[
j2m
ρ(A(H))−1
n−2m jn−2m
]
.
2. ρ(L(H)) = n and the corresponding eigenvector is
v =
[
j2m
− 2m
n−2m jn−2m
]
.
3. ρ(Q(H)) =
2+n+
√
(2+n)2−16m
2 and the corresponding eigenvector is
w =
[
j2m
ρ(Q(H))−(n−2m+2)
n−2m jn−2m
]
.
Proof. As in Lemma 1, consider H = Hr∨Hs with Hr = mK2 and Hs = H [S],
where S is an independent set of H of size n− 2m. Then r = 2m, s = n− 2m
and we may analyze each of the following cases.
1. Assuming δ = 1, C1 = A(H2m) and C2 = A(Hn−2m), then the matrix (2)
becomes
B =
[
1
√
2m(n− 2m)√
2m(n− 2m) 0
]
.
Therefore, according to (3)-(4),
σ(B) = {1 +
√
1 + 8m(n− 2m)
2
,
1−
√
1 + 8m(n− 2m)
2
}.
6
Let ρ =
1+
√
1+8m(n−2m)
2 and assume that x =
[
1
x
]
is an eigenvector of
B associated to ρ. From the eigenvalue equation
Bx =
[
1
√
2m(n− 2m)√
2m(n− 2m) 0
] [
1
x
]
= ρ
[
1
x
]
,
it follows that 1 + x
√
2m(n− 2m) = ρ ⇔ x = ρ−1√
2m(n−2m) . Therefore,
using Lemma 1,
u =
[
j2m√
2m
n−2mxjn−2m
]
=
[
j2m
ρ−1
n−2m jn−2m
]
.
is an eigenvector of A(H) associated to the eigenvalue ρ. Since u > 0 and
since A(H) is an irreducible nonnegative matrix, we may conclude that
ρ = ρ(A(H)), that is, ρ is the spectral radius of A(H).
2. Assuming δ = −1, C1 = L(H2m) + (n − 2m)I2m and C2 = L(Hn−2m) +
2mIn−2m, then the matrix B in (2) becomes
B =
[
n− 2m −
√
2m(n− 2m)
−
√
2m(n− 2m) 2m
]
.
Therefore, according to (3)-(4), σ(B) = {n, 0}. Let ρ = n and let us
assume that x =
[
1
x
]
is an eigenvector of B associated to ρ = n. From
the eigenvalue equation
Bx =
[
n− 2m −
√
2m(n− 2m)
−
√
2m(n− 2m) 2m
] [
1
x
]
= n
[
1
x
]
,
it follows that n− 2m− x
√
2m(n− 2m) = n⇔ x = −2m√
2m(n−2m) . There-
fore, using Lemma 1,
v =
[
j2m√
2m
n−2mxjn−2m
]
=
[
j2m−2m
n−2m jn−2m
]
.
is an eigenvector of L(H) associated to ρ. Since the spectral radius of the
Laplacian matrix of any graph does not exceed the order of the graph (see,
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for instance, [8, Prop.7.1.1]), we may conclude that ρ = ρ(L(H)), that is,
ρ = n is the spectral radius of L(H).
3. Assuming δ = 1, C1 = Q(H2m) + (n − 2m)I2m and C2 = Q(Hn−2m) +
2mIn−2m, then the matrix (2) becomes
B =
[
n− 2m+ 2
√
2m(n− 2m)√
2m(n− 2m) 2m
]
.
Therefore, according to (3)-(4), σ(B) = {n+2+
√
(n+2)2−16m
2 ,
n+2−
√
(n+2)2−16m
2 }.
Let ρ =
n+2+
√
(n+2)2−16m
2 and let us assume that x =
[
1
x
]
is an eigen-
vector of B associated to ρ. From the eigenvalue equation
Bx =
[
n− 2m+ 2
√
2m(n− 2m)√
2m(n− 2m) 2m
] [
1
x
]
= ρ
[
1
x
]
,
it follows that n − 2m + 2 + x
√
2m(n− 2m) = ρ ⇔ x = ρ−(n−2m+2)√
2m(n−2m) .
Therefore, using Lemma 1,
w =
[
j2m√
2m
n−2m
ρ−(n−2m+2)√
2m(n−2m) jn−2m
]
=
[
j2m
ρ−(n−2m+2)
n−2m jn−2m
]
.
is an eigenvector of Q(H) associated to ρ. Since ρ is the spectral radius
of the real symmetric matrix B, it follows that ρ > n − 2m + 2, and
then w > 0. From this and from the fact that Q(G) is an irreducible
nonnegative symmetric matrix, we may conclude that ρ = ρ(Q(H)), that
is, ρ is the spectral radius of Q(H).
Applying Theorem 2, we may recognize in polynomial time if a graph has
or not a complete DIM. Notice that from the principal eigenvectors of the ad-
jacency, Laplacian or signless Laplacian matrix it is possible to identify the
vertices belonging to the complete DIM (if there exists). Furthermore, since
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when an edge is deleted the spectral radius decreases, we may conclude the
following corollary.
Corollary 3 Let G be a graph of order n with a DIM, M ⊂ E(G) such that
|M | = m. Then the spectral radius of the adjacency and signless Laplacian
matrix of G has the following upper bounds.
1. ρ(A(G)) ≤ 1+
√
1+8m(n−2m)
2 ;
2. ρ(Q(G)) ≤ 2+n+
√
(2+n)2−16m
2 .
In this corollary, the Laplacian case is not considered, since for any graph
the largest Laplacian eigenvalue is not greater than the order of the graph.
Theorem 4 Let H be a graph of order n with a complete DIM,M ⊂ E(H) such
that |M | = m. Then, the adjacency, Laplacian and signless Lapacian spectra of
H are given by:
1. σA(H) = { 1±
√
1+8m(n−2m)
2 , 1
[m−1], 0[n−2m−1], (−1)[m]}.
2. σL(H) = {n, (n− 2m+ 2)[m], (n− 2m)[m−1], (2m)[n−2m−1], 0}.
3. σQ(H) = { 2+n±
√
(2+n)2−16m
2 , (n−2m+2)[m−1], (n−2m)[m], (2m)[n−2m−1]}.
Proof. Taking into account that H = Hr ∨ Hs, with Hr = mK2 and Hs =
G[V (G) \ V (M)], where r = 2m and s = n − 2m, we may apply the results
obtained in [7] as follows.
1. The adjacency spectrum: Applying Theorem 5 in [7], it follows that
σA(Hr ∨Hs) = σA(Hr) \ {1} ∪ σA(Hs) \ {0} ∪ σ(C˜), where
C˜ =
[
1
√
rs√
rs 0
]
.
Therefore, σA(Hr∨Hs) = { 1+
√
1+4rs
2 , 1
[m−1], 0[n−2m−1], (−1)[m], 1−
√
1+4rs
2 }.
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2. The Laplacian spectrum: Applying Theorem 8 in [7], it follows that
σL(Hr ∨Hs) = (s+ σL(Hr) \ {0}) ∪ (r + σL(Hs) \ {0}) ∪ σ(C˜), where
C˜ =
[
s −√rs
−√rs r
]
.
Therefore, σL(Hr ∨Hs) = {r + s, (s+ 2)[m], s[m−1], r[n−2m−1], 0}.
3. The signless Laplacian spectrum: Applying Theorem 3 in [7], it fol-
lows that σQ(Hr ∨Hs) = (s+ σQ(Hr) \ {2})∪ (r+ σQ(Hs) \ {0})∪ σ(C˜),
where
C˜ =
[
2 + s
√
rs√
rs r
]
.
Therefore, σQ(Hr∨Hs) = { 2+r+s±
√
(2+r+s)2−8r
2 , (s+2)
[m−1], s[m], r[n−2m−1]}.
Example 5 let H be a graph obtained from the graph depicted in Figure 1
adding the edges 18, 19, 29, 37, 39, 47, 49, 57, 67, 68. Then H is a graph with a
complete DIM, M = {12, 34, 56}. Applying Theorem 4, we obtain
1. σA(H) = {4.772, 1[2], 0[2],−1[3],−3.772};
2. σL(H) = {9, 6[2], 5[3], 3[2], 0};
3. σQ(H) = {9.772, 6[2], 5[2], 3[3], 1.228}.
Applying Theorem 2, we may conclude that the principal eigenvectors of A(H),
L(H) and Q(H) is u =
[
j6
1.2573j3
]
, v =
[
j6
−2j3
]
and w =
[
j6
1.5907j3
]
,
respectively.
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3 Lower and upper bounds on the size of a DIM,
obtained from the adjacency, Laplacian and
signless Laplacian spectra
From now on, we denote a graph with a complete DIM, M , by KM,S, where M
is a dominating induced matching, S is an independent set and each vertex of
S is connected by an edge to each vertex of V (M).
3.1 Bounds obtained from the adjacency spectra of graphs
with a DIM
Lemma 6 Let G be a graph of order n with a DIM M ⊆ E(G). Then
(n
2
)2
≥ ρ(ρ− 1), (7)
where ρ = ρ(G), with equality if and only if n = 4m and G = KM,S.
Proof. Assuming that |M | = m and S = V (G) \ S, since f(x) = 4x2 − 4x is a
strictly increasing function for x > 1/2, it follows that
4(ρ2 − ρ) ≤ 4(ρ2(KM,S)− ρ(KM,S)) = 8mn− 16m2. (8)
Moreover, (n − 4m)2 ≥ 0 ⇔ 8mn − 16m2 ≤ n2. Therefore, from (8), the
inequality (7) follows. It is immediate that (7) holds as equality if and only if
4m = n and G = KM,S
From the above lemma, taking into account the item 1 of Theorem 4, we are
able to obtain the following result.
Theorem 7 Let G be a graph of order n with a DIM M ⊂ E(M) such that
|M | = m and let ρ = ρ(G). If G 6= KM,S, then
⌈1
4
(
n−
√
n2 − 4(ρ2 − ρ)
)
⌉ ≤ m ≤ ⌊1
4
(
n+
√
n2 − 4(ρ2 − ρ)
)
⌋.
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Proof. Since from Theorem 4-1, ρ(KM,S) =
1
2 (1 +
√
1 + 8m(n− 2m)), then
ρ(G) ≤ 12 (1 +
√
1 + 8m(n− 2m)) and, setting ρ = ρ(G), after some algebraic
steps we get
4m2 − 2nm+ ρ2 − ρ ≤ 0. (9)
Let q(m) = 4m2− 2nm+ ρ2− ρ. Since G 6= KM,S, then n2− 4(ρ2− ρ) > 0 and
therefore q(m) = 0 has two real roots
m1 =
1
8
(
2n−
√
4n2 − 16(ρ2 − ρ)
)
m2 =
1
8
(
2n−
√
4n2 − 16(ρ2 − ρ)
)
.
Hence, the inequality (9) holds when m1 ≤ m ≤ m2.
Example 8 Let us consider the graph G depicted in Figure 1 which has or-
der n = 9 and minimum degree δ(G) = 2. Since the index of G is ρ(G) =
1
2
3
4
5
6
7
8
9
Figure 1: A graph G with a dominating induced matching M = {12, 34, 56}.
2.6364, then m1 =
1
4
(
9−
√
92 − 4(2.63642 − 2.6364)
)
= 0.254017 and m2 =
1
4
(
9 +
√
92 − 4(2.63642 − 2.6364)
)
= 4.245983. Therefore, according to Theo-
rem 7, 1 ≤ m ≤ 4.
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Let M be a DIM of G. Considering |M | = m and labeling the vertices of V1
as 1, . . . , 2m, the adjacency matrix of G is as follows:
A (G) =
[
P R
RT 0
]
. (10)
One can see that P 2 = I.
Theorem 9 Let G be a graph of order n, minimum degree δ = δ(G), and index
ρ = ρ(G). If G has a dominating induced matching M ⊂ E(G), then
|M | ≥ ⌈n (2δ − ρ)
2 (2δ − 1) ⌉. (11)
Proof. Let us assume that the graph G has a dominating induced matching
M ⊂ E(G) such that |M | = m and thus V (G) can be partitioned into the vertex
subsets V (M) and S, where S is an independent set. Then the adjacency matrix
of G can be written as in (10) and it follows:
ρ ≥ 1√
n
[ jT2m j
T
n−2m ]
[
P R
RT 0
]
1√
n
[
j2m
jn−2m
]
=
1
n
[
jT2mP + j
T
n−2mR
T jT2mR
] [ j2m
jn−2m
]
=
1
n
(
jT2mP j2m + j
T
n−2mR
T j2m + j
T
2mRjn−2m
)
=
1
n
(
jT2mP j2m + 2j
T
n−2mR
T j2m
)
=
1
n
(
2m+ 2
∑
v∈S
d (v)
)
≥ 1
n
(2m+ 2 (n− 2m) δ) .
Therefore,
n (ρ− 2δ)
2 (1− 2δ) =
n (2δ − ρ)
2 (2δ − 1) ≤ m.
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Example 10 The graph G depicted in Figure 1 is an example for which the
lower bound (11) is tight. In fact, since the graph G has a dominating induced
matching M ⊂ E(G), and n = 9, δ(G) = 2 and ρ(G) = 2.6364, it follows that
n(2δ(G)−ρ(G))
2(2δ(G)−1) = 2.0454 and, therefore, ⌈n(2δ(G)−ρ(G))2(2δ(G)−1) ⌉ = 3 = |M |.
Before introducing the next result, let us recall the following classical Cauchy
interlacing theorem.
Theorem 11 (Cauchy interlacing theorem [8]) Let
A =
[
B C∗
C D
]
be a p× p Hermitian matrix and B a q × q matrix with q < p. Then
λk (A) ≥ λk (B) ≥ λk+p−q (A) for k = 1, 2, . . . , q.
Now, applying this theorem to the adjacency matrix of a graph G with an
induced matching, we may conclude the following result.
Theorem 12 Let G be a graph and let M ⊆ E(G) be an induced matching such
that |M | = m. Then σ(A(G)) includes m eigenvalues not greater than −1 and
m eigenvalues not less than 1.
Proof. Let A (G) =
[
P R
RT 0
]
. Since the order of P is 2m and the order of
A (G) is n, then R is a 2m× (n− 2m) matrix. Applying Theorem 11 to A (G),
setting k = m and k = m+ 1, respectively, we obtain
λm (A (G)) ≥ λm (P ) = 1
−1 = λm+1 (P )
≥ λm+1+n−2m (A (G)) = λn−m+1 (A (G)) .
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Then A (G) has m eigenvalues not greater than −1 and m eigenvalues not less
than 1.
As immediate consequence we have the following corollary.
Corollary 13 Let G be a graph with spectrum (multiset of adjacency eigen-
values) σA(G), Λ
− = {λ ∈ σA(G) : λ ≤ −1} and Λ+ = {λ ∈ σAG) : λ ≥ 1} . If
M ⊆ E(G) is an induced matching of G, then
|M | ≤ min{∣∣Λ−∣∣ , ∣∣Λ+∣∣} . (12)
Example 14 Considering the graph G of the Example 8 and taking into ac-
count that σA(G) = {−2.0664,−1[4],−0.2222, 1.6522, 2, 2.6364}, it follows that
Λ− = {−2.0664,−1[4]} and Λ+ = {1.6522, 2, 2.6364}. Therefore, according to
Corollary 13, if M ⊂ E(G) is an induced matching, then
|M | ≤ 3.
In this case, if M is a dominating induced matching, combining (11) with (12)
we may conclude that |M | = 3.
Example 15 The graph G depicted in Figure 2 is an example for which the
upper bound (12) is tight. In fact, since the graph G has an induced matching
M ⊂ E(G), and its spectrum σ(G) is equal to
{−2.156,−1.870,−1.597,−1.311,−0.897,−0.547, 0.034, 0.579, 1.386, 1.481, 2.308, 2.590},
it follows that |Λ−| = 4 and |Λ+| = 4. Therefore, |M | ≤ 4.
3.2 Lower bounds obtained from the Laplacian spectra of
graphs with a DIM
Let us consider a graph G of order n, with a DIM, M ⊂ E(G), such that
|M | = m and thus V (M) and the independent set S is a partition of V (G). Let
D1 and D2 be the diagonal matrices whose diagonal entries are the degrees of
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Figure 2: A graph G with a dominating induced matching M = {12, 34, 56, 78}.
the vertices in V (M) and S, respectively. The Laplacian matrix of G can be
written as
L(G) =
[
D1 − P −R
−RT D2
]
.
Then, considering the largest eigenvalue µ1 of L(G), we have
µ1 ≥ 1√
n
[
jT2m − jTn−2m
] [ D1 − P −R
−RT D2
]
1√
n
[
j2m
−jn−2m
]
=
1
n
[
jT2mD1 − jT2mP + jTn−2mRT − jT2mR− jTn−2mD2
] [
j2m
−jn−2m
]
=
1
n
(
jT2mD1j2m − jT2mP j2m + jTn−2mRT jT2m + jT2mRjTn−2m + jTn−2mD2jTn−2m
)
=
1
n
(
jT2mD1j
T
2m + j
T
n−2mD2j
T
n−2m − jT2mP jT2m + 2jTn−2mRT jT2m
)
=
1
n
(
tr(L(G))− 2m+ 2
∑
v∈S
d(v)
)
≥ 1
n
(tr(L(G)) − 2m+ 2(n− 2m)δ(G)) .
Therefore, m ≥ tr(L(G))−n(µ1−2δ(G))2(2δ(G)+1) .
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3.3 Lower bounds obtained from the signless Laplacian
spectra of graphs with a DIM
Let us consider a graph G of order n, with a DIM, M ⊂ E(G), such that |M | =
m. As in the previous subsection, let D1 and D2 be the diagonal matrices whose
diagonal entries are the degrees of the vertices in V (M) and S = V (G) \V (M),
respectively. Then, the signless Laplacian matrix of G can be written as follows.
Q(G) =
[
D1 + P R
RT D2
]
=
[
D1 0
0 D2
]
+
[
P R
RT 0
]
.
Let q1 be the largest eigenvalue of Q(G). Then we have
q1 ≥ 1√
n
[
jT2m j
T
n−2m
]
Q(G)
1√
n
[
j2m
jn−2m
]
=
1
n
 ∑
v∈V (G)
d(v) + jT2mP j2m + j
T
n−2mR
T jT2m + j
T
2mRj
T
n−2m

=
1
n
 ∑
v∈V (G)
d(v) + jT2mP j2m + 2j
T
2mRj
T
n−2m
 .
Therefore,
q1 ≥ 1
n
(
tr(Q(G)) + 2m+ 2
∑
v∈S
d(v)
)
≥ 1
n
(tr(Q(G)) + 2m+ 2(n− 2m)δ(G))
and
n(q1 − 2δ(G))− tr(Q(G))
2(1− 2δ(G)) =
tr(Q(G)) − n(q1 − 2δ(G))
2(2δ(G)− 1) ≤ m. (13)
Example 16 Considering the graph of Figure 1, since
σQ(G) = {1.0000[4], 1.5858, 2.2679, 4.0000, 4.4142, 5.7321},
the upper bound (13) produces
tr(Q(G))− n(q1 − 2δ(G))
2(2δ(G)− 1) =
22− 9(5.7321− 4)
2(4− 1) = 1.0685
and thus m ≥ 2.
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