Abstract-In this paper we consider optimal control of constrained, discontinuous, discrete-time, piecewise affine systems with state and input dependent disturbances. We seek to precompute, via dynamic programming, an explicit control law for these systems when a piecewise affine cost function is utilized. The main difficulty with this problem class is that, even for initial states for which the value function of the optimal control problem is finite, there might not exist a control law that attains the infimum. Hence, we propose a method that is guaranteed to obtain a sub-optimal solution, and where the degree of sub-optimality can be specified a priori. This is achieved by approximating the underlying sub-problems with a piecewise parametric linear program.
I. INTRODUCTION
Methods for computing explicit control laws for discretetime, constrained, piecewise affine (PWA) systems have been reported in the control literature recently [1] - [6] . Usually dynamic programming is utilized for this purpose [1] , [2] , [7] , [8] . In [1] a dynamic programming approach for continuous PWA systems is proposed and in [2] continuous PWA systems subject to state-and input-dependent disturbances are considered. In this paper we consider discontinuous PWA systems subject to input-and state-dependent disturbances and where the cost function is piecewise affine. Methods for computing explicit control laws for this problem class have not yet been reported in the literature.
In [1] discontinuous PWA systems are briefly mentioned. However, disturbances are not present and the topic is not treated in detail; for instance that an optimizer exists 1 cannot be guaranteed. In addition, the authors represent the domain of the PWA state update equation by closed polyhedra, as described in [9] , and therefore small gaps are introduced in the domain of the state update equation. Consequently, from a theoretical point of view, the state trajectory may vanish. On the other hand, one can argue that the control scheme is to be implemented on a microchip or computer and therefore is subject to a finite arithmetic precision. In this paper we will look at the problem from a theoretical viewpoint, remove the need to introduce small gaps and outline the foundation for a complete computational procedure for computing explicit control laws for this problem class.
An alternative way of describing a discontinuous PWA system is to transform the state update equation into a difference inclusion by performing a regularization, see e.g. [10] . With this system description, the successor state may be setvalued for a given initial state, control input, and disturbance. We seek to avoid this situation by still treating the system as a difference equation.
In this paper we represent the domain of PWA systems by a union of a finite number of open, closed and/or neither open nor closed polyhedra. A solution to the optimal control problem may not exist in this case. However, solutions for which the cost is arbitrarily close to the infimum/supremum are guaranteed to exist. We propose a procedure that obtains a sub-optimal solution to the optimal control problem when the solution does not exist, and the exact solution when it does. This approach does not introduce gaps in the domain of the state update equation, we do not assume that a solution to the optimal control problem exists, and the state update equation is not transformed into a difference inclusion, and thus, the dynamic programming approach is relatively simple from the theoretical point of view. In addition, the proposed procedure allows the degree of sub-optimality to be specified a priori.
PAPER STRUCTURE: Section II introduces basic notation and definitions. In Section III we introduce the basic building block in the paper, namely how to obtain ε-optimal solutions to parametric linear programs (pLP) with strict and non-strict inequality constraints. This procedure is then used to obtain sub-optimal solutions to minimization of PWA functions in Section IV, to min-max problems in Section V, and finally it is demonstrated in Section VI how these procedures can be used in the dynamic programming approach for the purpose of obtaining explicit, sub-optimal, solutions to robust optimal control problems for discontinuous PWA systems.
II. PRELIMINARIES

A. Basic Notation and Fundamental Results
Recall the following; the affine hull of a set S is the intersection of all affine sets containing S, and is denoted aff(S). The closure of a set S is denoted cl(S). The relative interior of a set S is the interior relative to aff(S), i.e. relint(S) := {x ∈ S | B(x, r) ∩ aff(S) ⊆ S for some r > 0 }, where the ball B(x, r) := {y | y − x ≤ r } and · is any norm. We denote the orthogonal projection of a set S ⊆ R n × R m to the x-space by Proj x S := {x ∈ R n | ∃u ∈ R m s.t. (x, u) ∈ S }. A polyhedron is the intersection of a finite set of open and/or closed halfspaces. A polygon is a union of finite number of polyhedra. We will adopt a similar notation to that presented in [11] with regards to the concept of extended real valued functions. Thus, a function f is allowed to take values in R = [−∞, ∞]. Recall also that the infimum [12] is the greatest lower bound of a set S ⊆ R, defined as a quantity m such that no member of the set is less than m, but if ε is any positive quantity, however small, there is always one member s that is less than m + ε. The infimum of a set S ⊆ R exists in R if and only if S is nonempty and bounded from below. Moreover, we introduce the notation inf C f := inf x∈C f (x) := inf {f (x) | x ∈ C } and sup C f := sup x∈C f (x) := sup {f (x) | x ∈ C }. By convention we have inf ∅ f = ∞ and sup ∅ f = −∞. We say that the infimum (supremum) of f over C is attained if arg min x∈C f (x) = ∅ (arg max x∈C f (x) = ∅). For a function f : R n →R, the domain of f is defined as the set dom (f ) := {x ∈ R n | −∞ < f(x) < ∞ }. Whenever we refer to a function f or mapping F having a certain property, we implicitly mean that the property holds only on the domain of f or F , e.g. if we say that f is continuous, it is continuous at every
is the union of finitely many polyhedra, relative to each of which f (·) is affine. A function f :
Throughout we will use the superscript * to distinguish between optimizers and decision variables, e.g. for the problem min x f (x), x is the decision variable and x * denotes an optimizer. Given the optimization problem
where ε is a positive scalar. We denote by ε-arg min u∈U f (u) the set of values of u ∈ U for which f (u) ≤ J * + ε, that is,
The following observation follows directly from the definition of the infimum of a set:
III. ε-OPTIMAL SOLUTIONS TO PARAMETRIC LINEAR PROGRAMS WITH STRICT AND NON-STRICT INEQUALITY
CONSTRAINTS In this section we consider the problem of finding ε-optimal solutions to parametric linear programs with strict and non-strict inequalities. We propose a procedure that will be repeatedly used in subsequent sections for the purpose of obtaining sub-optimal solutions to optimal control problems with piecewise affine cost and polygonic constraints.
Consider the problem
which is to be solved for all x ∈ X , where X is defined as:
and c, A, B, d, E, F and g are matrices with suitable dimensions.
The constraint set Z defines the set-valued map U : X ⇒ R m given by U (x) := {u | (x, u) ∈ Z } and hence (1) can be written as
We make the following standing assumption: Assumption 1: For any parametric optimization problem that can be expressed as z
∈ Θ, the sets Y and {θ ∈ Θ | z * (θ) > −∞ } are non-empty. Returning to our original problem P(·), the above assumption implies that Z = ∅, X = ∅ and that X is polyhedral.
For pLPs with only non-strict inequalities the following is well-known [13] - [16] :
Theorem 1 (Solution properties for pLPs): Consider the pLPĴ * (x) : = min
which is to be solved for all values of x ∈ X , where
and Z is defined in (1b). i) There exists a continuous and PWA function u * : X → R m that satisfies
ii) The value functionĴ * : X → R is continuous, convex, and piecewise affine. We recall a fundamental result for support functions to convex sets, formulated as a lemma for clarity of presentation [17, page 112]:
Lemma 2: If S ⊂ R m is a convex set and given c ∈ R m , then inf
From the above lemma it is clear that J * (x) =Ĵ * (x) for all x ∈ X = dom (J * ). A parametric optimization is said to be a piecewise pLP if the set of parameters for which the infimum is bounded is the union of a finite number of polyhedra, relative to each WeC07.1 of which the problem reduces to a pLP. Consider P(·) and define the piecewise pLP (Ĵ * (·) is PWA):
where 1 is a vector of ones and ε is a positive scalar, which is to be solved for all values of x ∈ X ε , where
The following theorem provides a means for obtaining ε-optimal solutions to pLPs with strict and non-strict inequality constraints: Theorem 2: Consider the optimization problems given in (1) and (4) and let ε be a positive scalar. The following holds:
ii) We have that (4) attains its minimum ∀x ∈ X ε , and that given any
iii) The function V * ε (·) is continuous and piecewise affine on X ε . iv) There exists a minimizer function u * : X ε → R m that is continuous and PWA.
That X ε = X holds trivially by noting that fixing t = 0 and ε = 0 for all x ∈ X renders any minimizer u * (·) of (3) feasible also for (4) . ii) Given any x ∈ X ε , (4) is an LP and consequently attains its minimum if the infimum is bounded, which is true on X ε by construction. Lemma 1 and Assumption 1 ensures that there always exists ε-optimal solutions, i.e.
∀x ∈ X ∃ũ ∈ ε-arg min
Thus, for any x ∈ X and for allũ ∈ ε-arg min u∈U(x) c T u there exists some γ(ũ) < 0 ∈ R such that
which immediately implies t * (x) < 0 for all x ∈ X , and consequently u
Clearly, the above problem is a pLP, and consequently, V * ε (·) is continuous and piecewise affine. Defining y = J * (x) we see thatV * ε (·,Ĵ * (·)) is a composition of continuous functions and therefore also a continuous function. Moreover, composition of PWA functions is a PWA function. We clearly also have V * ε (x) = V * ε (x,Ĵ * (x)) for all x ∈ X ε . iv) Following the same argument as in iii) we have that there exists an optimal selectionū * (·) that is continuous and PWA, and hence the same holds for u
Theorem 2 suggests a procedure for obtaining ε-optimal solutions to pLPs with strict and non-strict inequality constraints. The pLP is first solved over the closure of Z to obtain the functionĴ * (·). Then solving (4) ensures that we obtain a function u
One important detail that should be emphasized is that we can restrict any solution u * (·) to (4) to X , which is possible since X ε ⊇ X. Thus, we let u * : X ε → R m be redefined to u * : X → R m . The restriction of the domain is a key point in the procedure because in subsequent sections we want to apply this procedure to the minimization of discontinuous piecewise affine functions, thus slightly enlarging the domain may introduce arbitrarily large errors if we try to select the minimum of several affine functions. In the sequel, (u * ε (·), t * ε (·)) will denote a continuous and optimal selection for (4), whose domain is restricted to X .
IV. ε-OPTIMAL SOLUTIONS FOR PWA FUNCTIONS
In the previous section we proposed a procedure for obtaining ε-optimal solutions to pLPs with strict and nonstrict inequalities. In this section the procedure is repeatedly applied for the purpose of finding ε-optimal solutions to minimization of PWA functions over polygonic sets.
Consider the problem of minimizing f (x, ·), where f (·) is piecewise affine. We will represent f in the following manner:
where i ∈ {1, 2, . . . , I}, each f i is affine and each P i is a polyhedron, thus the domain of f is the polygon P := dom (f ) = ∪ We can clearly represent (5) as
Observing that J * i (x) := inf u {f i (x, u) | (x, u) ∈ P i } is a pLP with strict and non-strict inequalities for each i ∈ {1, 2, . . . , I} we let (u * i,ε (·), t * i,ε (·)) | i ∈ {1, 2, . . . , I} denote a set of continuous selections where each pair (u * i,ε (·), t * i,ε (·)) optimizes the corresponding piecewise pLP defined by (4) . Recall also from the previous section that the domain of each u * i,ε (·) is restricted to the domain of J * i (·), and hence, dom f i (·, u * i,ε (·)) = dom (J * i ). Theorem 3: Consider the optimization problem given in (5) .
i) For any ε > 0, x ∈ dom (J * ) and the problem
we have that
) and ∀i ∈ {1, 2, . . . , I} we have 
V. ε-OPTIMAL SOLUTIONS TO INF-SUP OF PWA FUNCTIONS
It is apparent from the two preceding sections that a pLP with strict and non-strict inequalities can be viewed as a subproblem of minimizing a PWA function over polygonic constraints. In this section we extend the approach to inf -sup problems and now minimization of PWA functions become our sub-problems.
where we again consider the problem where f (·) is PWA and defined on the polygon
and where the set U(·) is defined from
where Y, Π, and gph (W) are non-empty polygons, and W(x, u) = ∅ for all (x, u) ∈ Y. The reader is referred to [18] for details on how to compute Z. Define also the sets (8) can be divided into a supremum and an infimum problem as
In this section we view problem (8) from a game theoretic point in the sense that we choose u and our adversary chooses w. We are therefore not concerned with attaining a maximizing w, but only a minimizing u. Define the polygon
where the polyhedra {F 1 , F 2 , . . . , F H } covers the set Γ ∩ P, and each polyhedron F h is a member of the set
Hence, we can restrict our PWA function f to the domain for which Assumption 1 is valid by defining:
For each h ∈ {1, 2, . . . , H} define the pLPs:
Theorem 4:
The following holds for all h ∈ {1, 2 . . . , H}:
The first assertion holds trivially from the fact that (10a) is a pLP and from the equality of the supremum and maximum over respectively F h and cl (F h ), cf. Lemma 2. Having the first statement established automatically ensures that the second assertion is correct, since, for each h ∈ {1, 2, . . . , H}, we restrictV * h (·) to the domain of V * h (·). Since we now have an exact expression for V * (·), we can now apply the procedure from the previous section for the purpose of obtaining an ε-optimal solution to our problem. Recalling that V * (·) is PWA and defined on a polygon
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Proof: Both statements are confirmed by construction and consequences of Theorem 2, 3, and 4.
VI. ε-OPTIMAL SOLUTIONS TO INF-SUP OPTIMAL
CONTROL OF PWA SYSTEMS In this section we use the results of the previous sections to obtain ε-optimal solutions to robust optimal control problems for discontinuous PWA systems subject to state-and input-dependent disturbances. We recall the problem setup from [2] .
A. Problem setup
Consider the discrete-time system of the form:
where x is the state, x + is the successor state, u is the input, g(·) is assumed piecewise affine on the polygon P, and w ∈ W(x, u) ⊂ R p is a time varying disturbance. The state and input are subject to constraints (x, u) ∈ Y ⊂ R n × R m , where we assume that Y is a polygon. The constraints define the set-valued map U(
over the horizon N and let w := {w 0 , w 1 , . . . , w N −1 } denote a sequence of disturbances. Moreover, let φ(i; x, π, w) denote the solution to x + = g(x, u, w) at time-step i for the initial state x, control policy π and disturbance sequence w.
The cost is defined as
where x i := φ(i; x, π, w) and u i := μ i (x i ), ∀i. The stage cost l(·) and terminal cost J f (·) are assumed to be PWA (p ∈ {1, ∞}):
where P , Q, and R are suitably defined weight matrices. The optimal control problem considered is given by
where the set of admissible disturbance sequences is given by
and the set of admissible control polices is
In the sequel, we denote by X N the set of initial states for which there exists an admissible control policy, i.e.
In addition we make the following assumptions in order to ensure that P N (x) is well defined for all x ∈ X N : A1: The function g : P → R n is PWA on the polygon P. A2: The sets Y and X f are non-empty polygons. A3: For all (x, u) ∈ Y, the set W(x, u) is non-empty. A4: gph (W) is a non-empty polygon. A5: J * N (x) is bounded ∀x ∈ X N . Thus, in comparison to [2] several assumptions are relaxed (note that we use the definition in [11] for continuity of a set valued map):
i) We do not assume that g(·) is continuous.
ii) Y and X f are not required to have the origin in the interior. iii) The set-valued map x → U(x) is not required to be continuous and bounded on bounded sets. iv) The set-valued map (x, u) → W(x, u) is not required to be continuous. v) The solution to P N (x) is not assumed to exist ∀x ∈ X N .
Remark 1:
It should be noted that in [2] the majority of the assumptions above are made for the purpose of being able to directly apply the topological results in [18] .
B. Sub-optimal solution via dynamic programming.
Dynamic programming [2] provides a recursive procedure for computing sequentially the partial return functions J * j (·) (defined in (12) with N = j), the associated set-valued control laws κ j (·) as well as their domains (here j denotes 'time-to-go' so that κ j (·) = μ * N −j (·) if j ∈ {1, . . . , N − 1} and κ N (·) = μ * 0 (·)). The domain of J * j (·) and κ j (·) is X j , the set of states that can be robustly steered to the terminal set X f in j steps or less. Define also g(x, u, W(x, u)) := {g(x, u, w) | w ∈ W(x, u) } .
The solution to P N (x) may be obtained as follows. For all j ∈ {1, 2, . . .}, j denotes "time-to-go", and the partial return function J * j (·), the control law κ j (·), and the controllability set X j are given by: 
X j = {x | ∃u ∈ U(x) s.t. g(x, u, W(x, u)) ⊆ X j−1 },
with boundary conditions
The conditions g(x, u, W(x, u)) ⊆ X j−1 and u ∈ U(x) in (13) may be expressed as (x, u) ∈ Σ j := (x, u) ∈ Y g(x, u, w) ∈ X j−1 ∀w ∈ W(x, u) ,
