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We characterize additive maps from L(X) onto L(Y) preserving
different quantities such as the nullity, the defect, the ascent, and
the descent of operators.
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1. Introduction
Throughout this paper, X and Y will denote inﬁnite dimensional complex Banach spaces and L(X)
and L(Y)will denote the algebras of all bounded linear operators on X and Y with unit I, respectively.
For T ∈ L(X) we will denote by ker T , α(T), range (T), and β(T) the null space, the nullity, the range,
and the defect of T; respectively. The ascent a(T) and the descent δ(T) of T are given by
a(T) = inf{n 0 : ker(Tn) = ker(Tn+1)},
δ(T) = inf{n 0 : range (Tn) = range (Tn+1)}.

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We set formally inf ∅ = ∞. These quantities play a decisive role in the axiomatic theory of the
spectrum, and are the basic bricks in the construction of one of themost important branches of spectral
theory, the theoryof Fredholmoperators. Theclassical Riesz–Schauder theoryasserts that a(λI − K) =
δ(λI − K) < ∞ for every compact operator K ∈ L(X) and every nonzero complex number λ; see [4].
Thepurelyalgebraicnotionsof ascent anddescentmaybecarriedquiteabit further.Of relevancehere is
a connection between ﬁnite ascent and ﬁnite descent, namely that if an operator has both, their values
coincide, and the underlying vector space X splits in the direct sum X = ker(Ta(T)) ⊕ range (Ta(T));
see [7]. The notion of ascent (resp. descent) encompasses injectivity (resp. surjectivity): T ∈ L(X) is
injective (resp. surjective) if and only if a(T) = 0 (resp. δ(T) = 0). We refer the reader to [1,5–7] for
basic facts concerning these quantities.
In [8], Šemrl characterized unital surjective linear maps ϕ on L(X) that preserve injectivity of
operators in both directions (i.e., for every T ∈ L(X) the operator ϕ(T) is injective if and only if T is
injective), and characterized the ones that preserve surjectivity of operators in both directions in the
case when X is a Hilbert space. He showed that suchmaps ϕ are automorphisms of L(X). Recently, Cui
and Hou [2] generalized the above Šemrl’s results from linear case to additive case.
In this note, we ﬁrst improve in Section 2 the above mentioned results by omitting the unitary
assumption. This allowsus tocharacterize inSection3additivemaps fromL(X)ontoL(Y) thatpreserve
different quantities such as the nullity, the defect, the ascent, and the descent of operators.
2. Auxiliary result
In this section, we state and prove auxiliary results concerning additive maps from L(X) onto L(Y)
preserving injectivity (surjectivity) of operators in both directions; which we will use in the proof of
the main results of this paper.
We ﬁrst ﬁx some notation and terminology. The duality between the Banach spaces X and its dual,
X∗, will be denoted by 〈·, ·〉. For x ∈ X and f ∈ X∗, as usualwe denote by x ⊗ f the rank one operator on
X given by z 
→ 〈z, f 〉x. For T ∈ L(X)wewill denote by T∗ andσ(T), the adjoint of T and the spectrum
of T , respectively. The operator T is said to be semi-invertible if T is left invertible or right invertible.
An additive mapping A : X → Y is called semilinear if A(λx) = τ(λ)A(x) holds for all scalars λ ∈ C
and vectors x ∈ X , where τ is a ring automorphism of C. It is called conjugate linear if A(λx) = λ¯A(x)
holds for all scalars λ ∈ C and vectors x ∈ X .
The following extends [2, Corollary 3.5] and the main result of [8]. We do not require that our
application ϕ must be unital.
Theorem 2.1. A surjective additivemapϕ : L(X) → L(Y) preserves injectivity of operators in both direc-
tions if and only if there exist invertible bounded both linear or both conjugate linear operators A : X → Y
and B : Y → X such that ϕ(T) = ATB for all T ∈ L(X).
Proof. Checking the ‘if’ part is straightforward. So, assume that ϕ preserves injectivity of operators in
both directions, and let us establish the ‘only if’ part. One easily checks that T is injective if and only
if T is not left zero divisor; i.e., there is no nonzero operator S ∈ L(X) such that TS = 0. So, using the
same approach as in [2, Theorem 3.1] one can see that either
(i) there exist semilinear bijective maps C : X → Y and D : X∗ → Y∗ such that ϕ(x ⊗ f ) = Cx ⊗
Df for all x ∈ X and all f ∈ X∗, or
(ii) there exist semilinear bijective maps C : X∗ → Y and D : X → Y∗ such that ϕ(x ⊗ f ) = Cf ⊗
Dx for all x ∈ X and all f ∈ X∗.
Now, let us show that ϕ(I) is invertible. Note that ϕ(I) is injective, and let us show by way of con-
tradiction that ϕ(I) is surjective. So, assume that there exists a nonzero element y ∈ Y \ range (ϕ(I)).
As ϕ(I) is injective, then ϕ(I) − y ⊗ g is injective for all g ∈ Y∗. Therefore, if the case (i) occurs
we can ﬁnd a nonzero element x ∈ X and a functional f ∈ X∗ such that Cx = y and 〈x, f 〉 = 1; and
thus we have I − x ⊗ f is injective as well as ϕ(I) − Cx ⊗ Df = ϕ(I) − y ⊗ Df ; which contradicts
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σ(x ⊗ f ) = {0, 1}. By similarity, in the case when (ii) occurs we get a contradiction too. Hence ϕ(I) is
invertible.
In order to complete the proof, set
χ(T) = ϕ(I)−1ϕ(T), (T ∈ L(X)).
Themap χ is a unital surjective additive map preserving injectivity of operators in both directions,
and so by applying [2, Corollary 3.5] the desired conclusion holds true. 
The following improves [2, Theorem 3.3] and themain result of [8] by omitting the assumption that
ϕ is unital.
Theorem 2.2. Let ϕ : L(X) → L(Y) be a surjective additive map. If ϕ preserves surjectivity of operators
in both directions, then either
(i) there exist invertible bounded both linear or both conjugate linear operators A : X → Y and B :
Y → X such that ϕ(T) = ATB for all T ∈ L(X), or
(ii) there exist invertible bounded both linear or both conjugate linear operators A : X∗ → Y and B :
Y → X∗ such that ϕ(T) = AT∗B for all T ∈ L(X).
The last case occurs only if X and Y are reﬂexive. Furthermore, if L(X) contains a nontrivial semi-
invertible operator then the case (ii) can not occur.
Proof. It is easy to check that T is surjective if and only if T is not right topological divisor of zero; i.e.,
there is no sequence (Sn)n 1 ⊆ L(X) satisfying ‖Sn‖ = 1 and SnT → 0 as n → ∞. So, by using the
same approach as in [2, Theorem 3.1] one can see that either
(a) there exist semilinear bijective maps C : X → Y and D : X∗ → Y∗ such that ϕ(x ⊗ f ) = Cx ⊗
Df for all x ∈ X and all f ∈ X∗, or
(b) there exist semilinear bijective maps C : X∗ → Y and D : X → Y∗ such that ϕ(x ⊗ f ) = Cf ⊗
Dx for all x ∈ X and all f ∈ X∗.
Now, let us show that ϕ(I) is invertible. To do that, it sufﬁces to show that ϕ(I) is injective since it is
surjective. So, assume for the seekof contradiction that there exists a nonzero element y0 ∈ Y such that
ϕ(I)y0 = 0. Then, if the case (a) occurswe can ﬁnd a nonzero functional f ∈ X∗ and an element x0 ∈ X
such that Dfy0 /= 0 and 〈x0, f 〉 = 1. Note that, the operator ϕ(I) − Cx0 ⊗ Df is surjective. Indeed,
(ϕ(I) − Cx0 ⊗ Df )y0 = −Dfy0Cx0 implies that Cx0 ∈ range (ϕ(I) − Cx0 ⊗ Df ). On the other hand, for
all y ∈ Y we have ϕ(I)y = (ϕ(I) − Cx0 ⊗ Df )y + DfyCx0 ∈ range (ϕ(I) − Cx0 ⊗ Df ). From this and
the surjectivity of ϕ(I) we infer that ϕ(I) − Cx0 ⊗ Df is surjective. Therefore, the operator I − x0 ⊗ f
is also surjective; which contradicts 〈x0, f 〉 = 1. Hence ϕ(I) is invertible. The case when (b) occurs is
dealt with similarly.
Finally, set
χ(T) = ϕ(I)−1ϕ(T), (T ∈ L(X)).
Themapχ is a unital surjective additivemap preserving surjectivity of operators in both directions,
and so the desired conclusion follows from [2, Theorem 3.3]. 
Remark 2.3. In [3] it is proved that there exists an inﬁnite dimensional separable reﬂexive complex
Banach space X such that σ(T) is countable for all T ∈ L(X). The map ϕ : L(X) → L(X∗) deﬁned
by ϕ(T) := T∗, (T ∈ L(X)) is obviously bijective additive map preserving surjectivity of operators in
both direction, but it is not of the form ϕ(T) := ATA−1, because it is an anti-homomorphism rather
that a homomorphism.
Particulary we have
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Corollary 2.4. Letϕ : L(H) → L(K)bea surjectiveadditivemap,whereHandKare inﬁnite-dimensional
Hilbert spaces. The following are equivalent:
(i) ϕ preserves the injectivity of operators in both directions.
(ii) ϕ preserves left zero divisors in both directions.
(iii) ϕ preserves the surjectivity of operators in both directions.
(iv) ϕ preserves right topological divisors of zero of operators in both directions.
(v) there exist invertible bounded both linear or both conjugate linear operators A : H → K and B :
K → L(H) such that ϕ(T) = ATB for all T ∈ L(H).
Proof. It is a consequence of Theorems 2.1 and 2.2, and the fact that L(H) contains a semi-invertible
operator which is not invertible. 
3. Main results
Wewill say thatanadditivemapϕ : L(X) → L(Y)preservesnullityofoperators ifα(ϕ(T)) = α(T)
for all T ∈ L(X). The additive maps preserving defect, ascent, or descent of operators are deﬁned
analogously.
One of the main results of this note is the following. It characterizes additive maps from L(X) onto
L(Y) preserving the ascent of operators.
Theorem 3.1. Let ϕ : L(X) → L(Y) be a surjective additive map. Then the following are equivalent.
(i) ϕ preserves the ascent of operators.
(ii) There exist anonzero complexnumberλandan invertible bounded linearor conjugate linearoperator
A : X → Y such that ϕ(T) = λATA−1 for all T ∈ L(X).
Proof. Checking the implication (ii) ⇒ (i) always holds true, so wewill only deal with the implication
(i) ⇒ (ii). So assume that ϕ preserves the ascent of operators. Note that ϕ preserves the injectivity of
operators in both directions; and thus by Theorem 2.1 there exist invertible bounded both linear or
both conjugate linear operators A : X → Y and B : Y → X such that ϕ(T) = ATB for all T ∈ L(X).
It remains to show that AB = λI for certain nonzero complex numberλ. To do so, suppose byway of
contradiction that AB and I are linearly independent. The operators BA and I are linearly independent
too, and so we can ﬁnd 0 /= x ∈ X and f ∈ X∗ such that 〈x, f 〉 = 1 but 〈BAx, f 〉 = 0. As (x ⊗ f )2 =
x ⊗ f and (ϕ(x ⊗ f ))2 = 〈BAx, f 〉Ax ⊗ fB = 0, it follow that a(x ⊗ f ) = 1 /= 2 = a(ϕ(x ⊗ f )). This
contradiction ensures that AB and I are linearly dependents and the statement (ii) holds true; which
completes the proof. 
The following describes additive maps from L(X) onto L(Y) preserving the descent of operators.
Theorem 3.2. Let ϕ : L(X) → L(Y) be a surjective additive map. If ϕ preserves the descent of operators,
then there exists a nonzero complex number λ and either
(i) there exists an invertible bounded linear or conjugate linear operator A : X → Y such that ϕ(T) =
λATA−1 for all T ∈ L(X), or
(ii) there exists an invertible bounded linear or conjugate linear operator A : X∗ → Y such that ϕ(T) =
λAT∗A−1 for all T ∈ L(X).
The last case occurs only if X and Y are reﬂexive. Furthermore, if L(X) contains a nontrivial semi-
invertible operator then the case (ii) cannot occur.
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Proof. Assume that ϕ preserves the descent of operators. Note that ϕ preserves the surjectivity of
operators in both directions; and thus by Theorem 2.2 either
(a) there exist invertible bounded both linear or both conjugate linear operators A : X → Y and
B : Y → X such that ϕ(T) = ATB for all T ∈ L(X), or
(b) there exist invertible bounded both linear or both conjugate linear operators A : X∗ → Y and
B : Y → X∗ such that ϕ(T) = AT∗B for all T ∈ L(X).
To complete the proof it sufﬁces to show that AB = λI for some nonzero complex number λ. To do
that, assume by way of contradiction that BA and I are linearly independent. So, if the case (a) occurs
we can ﬁnd 0 /= x ∈ X and f ∈ X∗ such that 〈x, f 〉 = 1 but 〈BAx, f 〉 = 0. As (x ⊗ f )2 = x ⊗ f and
(ϕ(x ⊗ f ))2 = 〈BAx, f 〉Ax ⊗ fB = 0, it follows thatδ(x ⊗ f ) = 1 /= 2 = δ(ϕ(x ⊗ f ));which is absurd.
If the case (b) occurs, also we can ﬁnd 0 /= f ∈ X∗ and ζ ∈ X∗∗ such that 〈f , ζ 〉 = 1 but 〈BAf , ζ 〉 = 0.
As, in this case, X is reﬂexive then there exists 0 /= x ∈ X such that J(x) = ζ , where J : X → X∗∗
is the natural embedding. Thus 〈x, f 〉 = 〈f , J(x)〉 = 〈f , ζ 〉 = 1 and 〈x, BAf 〉 = 〈BAf , ζ 〉 = 0. On the
other hand, we have (x ⊗ f )2 = x ⊗ f and (ϕ(x ⊗ f ))2y = (A(f ⊗ Jx)B)2y = A(〈x, By〉〈x, BAf 〉f ) = 0
for all y ∈ Y . Therefore δ(x ⊗ f ) = 1 /= 2 = δ(ϕ(x ⊗ f )); which is a contradiction. Hence AB and I
are linearly dependent; and the proof is therefore complete. 
From the above theorem and Theorem 3.1 we obtain immediately the following corollary.
Corollary 3.3. Letϕ : L(H) → L(K)bea surjectiveadditivemap,whereHandKare inﬁnite-dimensional
Hilbert spaces. The following are equivalent:
(i) ϕ preserves the ascent of operators.
(ii) ϕ preserves the descent of operators.
(iii) there exist nonzero complex number λ and invertible bounded both linear or both conjugate linear
operators A : H → K and B : K → H such that ϕ(T) = λATB for all T ∈ L(H).
We ﬁnally close this paper with the following remark that concerns additive maps preserving the
nullity and defect of operators.
Remark 3.4. As the notion of nullity (resp. defect) encompasses injectivity (resp. surjectivity) too, it
is easy to check that Theorems 2.1 and 2.2 and its Corollary 2.4 remain valid where the assumption “ϕ
preserves the injectivity (resp. surjectivity) of oper ators” is replaced by “ϕ preserves the nullity (resp.
defect) of operators”; which give a description of additive maps from L(X) onto L(Y) that preserve
the nullity and the ones that preserve the defect of operators.
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