For the high quality three-dimensional broadcasting, depth maps are important data. Although commercially available depth cameras capture highaccuracy depth maps in real time, their resolutions are much smaller than those of the corresponding color images due to technical limitations. In this paper, we propose the depth map up-sampling method using a high-resolution color image and a low-resolution depth map. The proposed method is appropriate to match boundaries between the color image and the depth map. Experimental results show that our method enhances the depth map resolution successfully.
Introduction
Three-dimensional (3-D) video currently attracts public attention in a variety of multimedia applications. The current 3-D videos provide 3-D effects using the stereoscopic images which are based on binocular depth cues. In the near future, users will be able choose their viewpoints of themselves in the immersive visual scenes created by 3-D videos.
Since we cannot transmit videos of all viewpoints, we synthesize the viewpoint's video using transmitted video-plus-depth data for 3-D TV [1] . To provide the high quality synthesized view, accurate depth information is important. In general, depth estimation methods are classified into two categories: active depth estimation and passive depth estimation. The active depth estimation method directly obtains the depth map using physical sensors. On the contrary, the passive depth estimation method calculates the depth values using acquired 2-D images.
The passive depth estimation method uses two or more 2-D images. Typical examples are shape from focus [2] and stereo matching [3] . The passive depth estimation method can be performed at a low price because it needs only 2-D images. However it does not guarantee quality of depth map because the performance of passive depth estimation depends on image properties. Active depth estimation uses the physical sensor such as lasers, infrared rays (IR), or light patterns. There are structured light patterns [4] and depth cameras [5] . If we use physical equipment, we can obtain more accurate depth values. However, depth cameras are expensive and they capture low-resolution depth maps only. To get accurate depth maps, the hybrid camera system was proposed [6] . To overcome problems of previous depth estimation methods, the hybrid camera system consists of the multi-view color cameras and the depth cameras. Thus, it can perform both active depth estimation and passive depth estimation.
Although depth estimation methods have been researched continually, more accurate depth estimation method remains an unsolved problem. We obtain more accurate depth values when we use the active depth estimation method. However, we need the up-sampling process due to the difference between color images and depth maps. Besides, depth up-sampling can be used for the depth encoding algorithm. We improve coding efficiency by transmitting the down-sampled depth map which is represented much fewer bits than that of original depth information. In the decoder, the transmitted depth map can be used through the up-sampling process. Thus if accuracy of up-sampled depth values is higher, coding efficiency will be improved. In this paper, we propose the efficient depth map up-sampling method.
Section 2 explains the previous depth up-sampling methods. In Section 3, we describe the proposed up-sampling method. Then, Section 4 demonstrates the experimental results. We conclude in Section 5.
Related Works
The hybrid camera system also has the problem that resolution of depth maps captured by depth cameras is smaller than that of the corresponding color images due to technical limitations of the depth cameras [7] . Figure 1 shows the resolution difference between the color image and the depth map of the hybrid camera system.
Fig. 1. Resolution of the color image and the depth map
Since the inaccurate depth information deteriorates the quality of synthesized views and 3-D video, the quality of depth maps is very important for an image-based rendering. Thus the accurate enhancement method of the low-resolution depth map is required. To obtain accurate depth information, we need to keep following properties of depth maps.
To solve this problem, various methods have been proposed. In the beginning of the research, general image interpolation methods were used such as bilinear, nearestneghbor, and bicubic interpolations [8] . However, they do not guarantee the depth map properties. So, the Markov random field probability model and the bilateral filter are proposed.
Markov Random Field
Diebel et al. interpolated depth values using the Markov random field probability model (MRF) and the designed the adaptive weighting function according to the color gradient [9] . The MRF is composed of 5 node types. Figure 2 shows the designed MRF.
Fig. 2. Node types of MRF
The MRF is defined through thefollowing conditional probability.
where Ψ is depth measurement potential and it represents the difference between the laser range measurement and the reconstructed range. Φ is depth smoothness term. As computing the optimization problem of Eq. (1), we obtain the depth values.
Joint Bilateral Up-Sampling
Kopf et al. proposed the post-processing step using the bilateral filter [10] . The bilateral filter is an edge-preserving filter. The idea is to apply a spatial filter to the low resolution S, while similar range filter is jointly applied on the full resolution image. The up-sampled solution p S is then obtained as
is color distances between pixel p and q in full resolution Ĩ . And
represents the spatial distance.
After releasing the joint bilateral filter, many up-sampling methods which use modified bilateral filter are proposed. Yang et al. proposed the post-processing step using the bilateral filter [11] . This method enhances the low-resolution depth map by refining iteratively initial depth values.
Proposed Depth Up-Sampling
We generate the new depth value using the initial depth values. We warp the pixel from low-resolution depth map to color image. We define the initial values as warped depth values.
Initial Value
Camera Calibration. To match a depth map and a color image of different cameras, it is important to find out relative camera information through camera calibration [12] . We apply a camera calibration algorithm [13] to each camera and obtain projection matrices.
where P is the projection matrix of each camera. It is consist of the intrinsic matrix K, the rotation matrix R, and translation vector t.
3-D Warping. The camera parameter represents the relative position of the camera and world coordinates. Since we have position information and depth information of cameras, we can find the any position of the depth map in the world coordinate using Eq. (4) which is consist of camera parameter R, K, t.
where X r means the position in the real world coordinates of a pixel x r in the depth map, and d r (x r ) is the return value of the corresponding depth value of x r . After finding position in the world coordinates, we then reproject the 3-D points into the color image. Equation (5) represents reporjection equation which is composed of camera parameter of the color camera and the geometric position of the depth map. 
where x t is the corresponding position of x r in the depth map. All pixels of the depth map have the position corresponded a color image through 3-D warping. However the 3-D warping technique cannot guarantee perfectly matching positions of the depth map and the color image.
Depth Up-Sampling Using Random Walk
We classify pixels as seed pixels and unknown pixels. If pixels have initial depth values, they are seed pixels and other pixels are unknown pixels. We assume that depth values of neighboring pixels which have similar color values are similar. Thus, we copy the depth values of unknown pixels from the depth values of a seed pixel which has similar color values and the low distance cost. Figure 3 shows the concept of our up-sampling method. We calculate the random walk probability of each seed pixels. Figure 4 is an example of the random walk probability of seed pixels. After calculation of the probability, unknown pixels have the probability values corresponded with each seed pixels. Thus we copy depth values of unknown pixels from that of a seed pixel which has the largest probability values. To calculate random walk probability each path between neighboring pixels has the cost. The cost between pixel i and pixel j represents
represents the Euclidean color distance and σ means the variance. If unknown pixel is far from the seed pixel, random walk probability decreases as cost between two pixels. However since there are many path between the seed pixel and the unknown pixel, random walk probability depends on the path between pixels. Figure 5 shows the random walk probability corresponding paths.
Fig. 5. Random walk probability of each path
We define the random walk probability as the largest probability among each path's probability. The largest probability means that the sum of path cost is the smallest. Thus random walk probability is
i is seed pixel and j is unknown pixel. To find minimum cost there several methods. Graph-Cut is widely used in variety field for optimization. Graph-Cut method minimizes weight of connections between groups. However it only considers external cluster connections. It does not consider internal cluster density.
We solve this minimum cost path problem using spectral graph theory [14] . It solves the problem using simple matrix calculation. The graph is made of edges and vertices. The vertices mean the pixels and the edges mean the connectivity information. As a neighborhood system (4-neighbor or 8-neighbor), the number of edges and the shape of graph are different. We select 4-neighbor system. As shown in Figure 5 , each pixel is the vertex and the connected lines are edges. All edges have cost values as defined in Eq. (6), represented as Gaussian weighting color distribution. The variance of Eq. (6) controls weighting of color and distance. Large variance increases color weighting. If variance is small, the distance weighting is larger than color weighting.
The desired random walk problem has the same solution as combinatorial Dirichlet problem [15] , [16] . The Dirichlet integral is defined as
The harmonic function satisfies the Laplace equation. Since the Laplace equation is the Euler-Lagrange equation for the Dirichlet integral, the harmonic function minimizes the Dirichlet integral [17] . Finally, the Dirichlet integral is the same and it is defined as
Equation (7) is substituted matrix calculation Lx x T in Eq. (9) . L represents the Laplacian matrix. Equation (10) represents the Laplacian matrix. ij w is cost between each neighboring pixel and i d is sum of cost between pixel i and neighboring pixels. 
where B is a combination of the seed matrix and the unknown matrix. Since we minimize Eq. (11), we find the critical point. To find critical point, we differentiate the Eq. (11) .
Because we know B, Seed x , and Unknown L , we can find the probability Unknown x from Eq. (12) and fill the unknown pixel with the depth value of the seed pixel which has maximum probability. Because the Laplacian matrix is too large, solving the Eq. (12) is difficult. However since the Laplacian matrix is symmetric and sparse, it is easily solved.
Experimental Results

Depth Map Interpolation
To evaluate the objective performance of the proposed interpolation method, we use the data set of Middlebury website [18] . We apply the proposed method with the down-sampled depth maps. The down-sampled depth map consists of pixels which are on positions of multiples of up-sampling rate in the original depth map. To improve accuracy we interpolate the depth value of a block unit. Block based interpolation method is efficient because it considers only near values and positions of initial value is regular. As comparing the interpolated depth values to the original depth values, we find the error percentage which is used by Middlebury. In addition, we compare the error percentage with other interpolation method such as MRF refinement [9] and iterative joint bilateral filter [11] . Table 1 shows the comparison of all error percentage. In the low up-sampling rate, the error percentage is similar to the bilateral filter method. However as the up-sampling rate is higher, the proposed algorithm shows the much better performance than that of previous methods. Figure 6 shows the upsampled depth map. 
Boundary Noise Remove
We obtain the depth map (176×144) using SR-4000 of the hybrid camera system. To interpolate the depth values of TOF cameras, we must consider the wrong initial values which are caused by 3-D warping error and depth map noise. When depth maps of TOF cameras are up-sampled, depth maps have noise. The depth map noise is caused by camera parameter errors, 3-D warping errors, and non-discontinuity depth value on boundary. Figure 7 shows the boundary noise of warped depth values. To overcome the problem, we redefine the depth values neighboring edges using the proposed depth hole filling method. Figure 8 shows the up-sampled depth map, color image (800×600), and boundary redefined depth map. To improve the clarity we reverse the depth values. Figure 9 , 10 represent the up-sampled depth from 176×144 to 1190×950 using proposed method and 3-D rendering result. 
Conclusion
To render the 3-D scene, depth information is essential data. Depth maps which are captured by the depth camera cannot match color images due to resolution difference. In this paper, we propose the random walk probability model for depth up-sampling. We objectively evaluate proposed method by up-sampling Middlebury data sets. The proposed method enhances the accuracy of up-sampled depth maps. As the block based up-sampling rate is larger, quality variations of the proposed method is smaller than that of previous methods. Besides we enhance the depth map which is captured by TOF cameras. We interpolate the depth map using global method. And we apply the post processing to overcome problem of 3D-warping and global method. The result of proposed method shows accuracy improvement of discontinuity regions neighboring object boundary.
