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Abstract
In this paper, we propose a certified reduced basis (RB) method for quasilinear parabolic
problems. The method is based on a space-time variational formulation. We provide a
residual-based a-posteriori error bound on a space-time level and the corresponding effi-
ciently computable estimator for the certification of the method. We use the Empirical
Interpolation method (EIM) to guarantee the efficient offline-online computational pro-
cedure. The error of the EIM method is then rigorously incorporated into the certification
procedure. The Petrov-Galerkin finite element discretization allows to benefit from the
Crank-Nicolson interpretation of the discrete problem and to use a POD-Greedy approach
to construct the reduced-basis spaces of small dimensions. It computes the reduced basis
solution in a time-marching framework while the RB approximation error in a space-
time norm is controlled by the estimator. Therefore the proposed method incorporates a
POD-Greedy approximation into a space-time certification.
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1 Introduction
The certified reduced basis method is knows as the efficient method for model order reduction
of parametrized partial differential equations. The efficiency comes from the use of the Greedy
search algorithms in basis construction for numerical approximation of the problem and a-
posteriori control of the approximation error. The later serves not only for rigorous certification
of the method, but as the criteria in the Greedy selection process, which provides incrementally
good bases for the approximation and further significant speed up in the multi-query numerical
simulations (see, e.g. [1, 2] for further details). The reduced basis method was successfully
applied to the linear [3, 4, 5] and the nonlinear [6, 7, 8] parabolic problems, where the spatial
differential operator is coercive [4, 6] or inf-sup stable [5, 7, 8]. In general, there are two
approaches [9] for the reduced basis methods for unsteady problems: (1) first discretize, then
estimate and reduce, (2) first estimate, then discretize and reduce. The first approach [3, 6, 10]
is based on a time-marching problem in the offline phase. The error certification for the linear
evolution problem is then based on the time-marching L2(Ω) error bound [10], adapted well for
the finite volume schemes. However, this bound grows extremely quickly with time in case of
finite element discretization and therefore is not suitable for the broad class of problems. For
the finite element discretization, the use of very specific (time-marching) norms for coercive
problems results in the time-marching energy error bounds, suitable for long-term integration
[3, 6]. In this case, the error bound is given with respect to the ”surrogate” norm, which is not
a natural norm for a given problem and thus serves more as an error indicator. Since there is a
time-marching problem behind the first approach, time is treated as an additional parameter.
Therefore the POD-Greedy procedure [10] is commonly used to construct the reduced-basis
spaces and the Empirical Interpolation Method (EIM) [11, 12] is used to treat non-affine and
nonlinear problems [6]. The second approach [4, 5, 7, 8] starts from a space-time variational
formulation, where the error bounds are then derived in the appropriate Bochner spaces with
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respect to the natural space-time norms. In this approach time is treated as a variable and
thus it resembles the reduced-basis setting for the elliptic problems [13]. The corresponding
discretization of a space-time variational problem is usually chosen with the space-time tensor
product discrete spaces, coupling together the space and time structure of the equation. This
coupling allows to obtain the discrete solution in ”one shot”, i.e. by solving a single (and
possibly huge) system of equations. The reduced-basis space is consequently constructed in the
offline phase out of the space-time snapshots, obtained, for example, with the Petrov-Galerkin
discrete scheme. However, the appropriate choice of the discrete spaces in the Petrov-Galerkin
scheme results in a time-marching interpretation (see, e.g. [5, 7]) of the discrete problem. In
this way, the time-marching procedure allows to use the standard POD-Greedy approximation
and to treat time as the parameter, which leads to the reduced-basis time-marching problem,
but the error certification is accomplished with the natural space-time norm error bound.
In this paper we treat the quasilinear parabolic problems with the second approach. We
propose the new L2(0, T ;V ) a-posteriori error bound, based on the space-time variational formu-
lation of the quasilinear parabolic PDEs with strongly monotone differential operators. This
class of problems finds its place in the important applications, such as the computation of
magnetic fields in the presence of eddy currents in electrical machines [14]. We provide the
Crank-Nicolson interpretation of the discrete Petrov-Galerkin problem and use consequently
the POD-Greedy procedure to construct the reduced-basis spaces of small dimension. A time-
marching interpretation also allows to treat the nonlinearity with the EIM. To the extend of
authors knowledge, there is no space-time analogue of EIM procedure, therefore reduction to a
time-marching scheme is desirable in order to have offline-online decomposition for our problem.
Moreover, the parameter separability in time, achieved with EIM, leads to a significant speed
up factor. The error of Empirical Interpolation method is then also incorporated in the error
bound and can be appropriately evaluated on the discrete level. The proposed reduced basis
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scheme is finally tested on 1-D magnetoquasistatic approximation of Maxwell’s equations.
2 Space-Time Truth Solution
2.1 Space-Time formulation
Let V, H be separable Hilbert spaces with inner products 〈·, ·〉V , 〈·, ·〉H , induced norms ‖ψ‖V :=√〈ψ, ψ〉V , ‖ψ‖H := √〈ψ, ψ〉H and associated Gelfand triple V ↪→ H ↪→ V ′ with associated
duality pairing 〈·, ·〉V ′V . The norm of l ∈ V ′ is defined by ‖l‖V ′ := sup
ψ∈V
〈l, ψ〉V ′V /‖ψ‖V
with ψ 6= 0. Let Ω ⊂ Rd be the spatial domain, I = (0, T ] be the time interval. We con-
sider a quasilinear, bounded differential operator A : V → V ′ with induced quasilinear form
〈A(u), v〉V ′V = a[u](u, v). The quasilinear form a[·](·, ·) is given by
a[u](w, v) :=
∫
Ω
ν(x, u)∇w · ∇v dx, (1)
where the nonlinear coefficient ν : Ω× R→ R satisfies
νLB ≤ ν(x, s) ≤ νUB, ∀x ∈ Ω, ∀s ∈ R. (2)
We assume that the form (1) is strongly monotone on V with monotonicity constant ma > 0,
i.e.
a[v](v, v − w)− a[v](v, v − w) ≥ ma‖v − w‖2V ∀ v, w ∈ V, (3)
and Lipschitz continuous on V with Lipschitz constant L > 0, i.e.
|a[u](u, v)− a[w](w, v)| ≤ L‖u− w‖V ‖v‖V ∀u,w, v ∈ V. (4)
We note that if the coefficient ν(x, s) is not constant in s, then the differential operator is
not monotone (see [15] for a counterexample). If the nonlinearity, for example, depends on the
gradient norm of the solution, i.e. we have ν(x, u) := ν(x, |∇u|), then the strong monotonicity of
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ν(| · |)· : Rd → Rd implies the strong monotonicity of the quasilinear form (3) with monotonicity
constant ma = νLB. For further details see, e.g. [16] and numerical example (39).
Then we consider the quasilinear parabolic initial value problem of finding u(t) ∈ V, t ∈ I
a.e., such that
u˙(t) + A(u(t)) = fo(t) in V
′, u(0) = uo in H, (5)
where uo ∈ H is the initial condition and u˙ := ∂u∂t , fo ∈ L2(I;V ′).
We now define a space-time variational formulation of (5) . We use as the trial space
X := L2(I;V ) ∩H1(0)(I;V ′) = {v ∈ L2(I;V ) : v, v˙ ∈ L2(I;V ′), v(0) = 0},
where H1(0)(I;V
′) := {v ∈ H1(I;V ′) : v(0) = 0}. Since X ↪→ C(I;H), v(0) is well-defined.
The norm on X is the graph norm ‖w‖X := ‖w˙‖L2(I;V ′) + ‖w‖L2(I;V ). The test space is Y :=
L2(I;V ) × H with the norm ‖w‖Y := ‖v(1)‖L2(I;V ) + ‖v(2)‖H for v := (v(1), v(2)). Coupling
L2(I;V )×H in the definition of Y is used to enforce the initial condition in a weak form. We
then have the following weak formulation of the ”truth” problem: find u ∈ X such that
B[u](u, v) = F (v), ∀ v ∈ Y , (6)
where
B[u](u, v) :=
∫
I
〈u˙, v(1)〉V ′V + a[u](u, v(1))dt+ 〈u(0), v(2)〉H , (7)
F (v) :=
∫
I
〈fo, v(1)〉V ′V dt+ 〈uo, v(2)〉H . (8)
We note that (3) implies coercivity of the quasilinear form a[·](·, ·) and (4) implies hemiconti-
nuity. All together, the well-posedeness of problem (6) follows (see [17], Theorem 30.A).
2.2 Petrov-Galerkin Truth Approximation
For our temporal discretization of (6) we partition the interval I ≡ (0, T ] into K nonoverlapping
intervals Ik = (tk−1, tk], k = 1, ..., K of length 4tk = tk − tk−1 with 4t = max1≤k≤K4tk. Let
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Vh = span{φ1, ..., φNh} be the nodal basis with respect to the triangulation T spaceh in space with
finite element discretization parameter h. Let Xδ ⊂ X , Yδ ⊂ Y be finite dimensional trial and
test spaces and uδ ∈ Xδ is the discrete approximation of u ∈ X , where subscript δ = (4t, h)
indicates that spaces are dependent on both the temporal and spatial meshes of high resolution.
For our purposes we introduce the discrete trial space
Xδ := {v ∈ C0(I;V ), v|Ik ∈ P1(Ik, Vh), k = 1, ..., K}
and the discrete test space
Yδ := {v ∈ L2(I;V ), v|Ik ∈ P0(Ik, Vh), k = 1, ..., K} × Vh.
With these choice of spaces the full discrete ”truth” approximation problem reads: find uδ ∈ Xδ,
such that
B[uδ](uδ, vδ) = F (vδ) ∀vδ ∈ Yδ. (9)
We will show that the Petrov-Galerkin space-time discrete formulation (9) can be interpreted
as the (nonlinear) Crank-Nicolson scheme. Indeed, since the test space Yδ consists of piecewise
constant polynomials in time, the problem can be solved via the time-marching procedure for
k = 1, ..., K as follows:∫
Ik
〈u˙δ(t), v〉V ′V + a[uδ(t)](uδ(t), v)dt =
∫
Ik
〈fo(t), v〉V ′V dt ∀v ∈ Vh. (10)
Since the trial space Xδ consists of piecewise linear polynomials in time with the values ukδ :=
uδ(t
k) and uk−1δ := uδ(t
k−1), we can represent uδ on Ik as the linear function
uδ(t) =
1
M tk {(t
k − t)uk−1δ + (t− tk−1)ukδ}, t ∈ Ik. (11)
Inserting the linear ansatz (11) into (10), one obtains
1
M tk
∫
Ik
a[
1
M tk {(t
k − t)uk−1δ + (t− tk−1)ukδ ]({(tk − t)uk−1δ + (t− tk−1)ukδ , v)dt+ (12)
+〈ukδ − uk−1δ , v〉H =
∫
Ik
〈fo(t), v〉V ′V dt ∀v ∈ Vh.
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We test (12) against the basis functions of Vh and apply the trapezoidal quadrature rule to the
integrals. In this way we derive the standard Crank-Nicolson time-stepping scheme, which for
k = 1, ..., K reads
M tk
2
a[ukδ ](u
k
δ , φi) + (u
k
δ , φi)H = (u
k−1
δ , φi)H −
M tk
2
a[uk−1δ ](u
k−1
δ , φi)+ (13)
+
M tk
2
〈fo(tk), φi〉V ′V + M t
k
2
〈fo(tk−1), φi〉V ′V , 1 ≤ i ≤ Nh
where the initial condition u0δ is obtained as an H-projection of u
0 onto Vh. Given the ansatz
ukδ =
∑Nh
i=1 u
k
i φi with u
k
δ := {uki }Nhi=1 ∈ RNh , we derive the system
1
M tkMh(u
k
δ − uk−1δ ) +
1
2
[Ah(u
k
δ )u
k
δ + Ah(u
k−1
δ )u
k−1
δ ] =
1
2
[fkh + f
k−1
h ], (14)
of nonlinear algebraic equations, where Mh := {〈φi, φj〉H}Nhi,j=1 and Ah(ukδ ) := {a[ukδ ](φi, φj)}Nhi,j=1
are the finite element mass and nonlinear stiffness matrices. The right-hand side is given by
fkh := {〈fo(tk), φi〉V ′V }Nhi=1 and the initial condition is given by u0δ := {(u0, φi)H}Nhi=1. The nonlin-
ear algebraic equations (14) are then solved by applying the Newton’s method and to finding
the root of
Fh(u
k
δ ) :=
1
M tkMh(u
k
δ − uk−1δ ) +
1
2
[Ah(u
k
δ )u
k
δ + Ah(u
k−1
δ )u
k−1
δ ]−
1
2
[fkh + f
k−1
h ]. (15)
Then the Newton’s iteration reads: starting with u
k,(0)
δ , for z = 0, 1, ... solve the linear equation
Jh(u
k,(z)
δ )δu
k,(z)
δ = −Fh(uk,(z)δ ) (16)
to obtain δu
k,(z)
δ and update the solution u
k,(z+1)
δ := u
k,(z)
δ +δu
k,(z)
δ . The system jacobian matrix
is given by
Jh(u
k
δ ) =
1
M tkMh +
1
2
A′h(u
k
δ ), (17)
where A′h(u
k
δ ) := {a′[ukδ ](φi, φj)}Nhi,j=1. Here a bilinear form is defined as 〈A′(u)v, w〉 := a′[u](v, w),
where A′(u) : V → V is the Frechet derivative of the nonlinear operator A.
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3 The Reduced Basis method
3.1 Reduced basis approximation
Let X ,Y be the trial and test Bochner spaces and let D ⊂ Rp be the parameter domain. We
consider parametric forms B : X × Y × D → R and F : Y × D → R. The parametrized weak
formulation of the problem (6) then reads: find u := u(µ) ∈ X such that
B[u](u, v;µ) = F (v;µ), ∀ v ∈ Y . (18)
Let VN := span{ξ1, ..., ξN} ⊂ Vh be a reduced-basis space provided by the POD-Greedy proce-
dure, see e.g. [10] and algorithm 2 below. Then we introduce the corresponding reduced trial
space
X4t,N := {v ∈ C0(I;V ), v|Ik ∈ P1(Ik, VN), k = 1, ..., K}
and the reduced test space
Y4t,N := {v ∈ L2(I;V ), v|Ik ∈ P0(Ik, VN), k = 1, ..., K} × VN .
In our setting, the POD-Greedy alogorithm constructs iteratively nested (Lagrangian) spaces
Vn, 1 ≤ n ≤ N using an a-posteriori error estimator 4(Y ;µ) (see the next section for details
on a-posteriori error analysis), which predicts the expected approximation error for a given
parameter µ in the space Y := Y4t,n. We want the expected approximation error to be less
than the prescribed tolerance εRB. We initiate the algorithm with the choice of the initial basis
vector ξ1 := u
0
δ/‖u0δ‖V , which is chosen as the normalized initial condition, projected on a finite
element mesh. The snapshots uδ(µ) for the procedure are provided by the parametrized ”truth”
approximation (9). Next we proceed as stated in the following algorithm 1.
8
Algorithm 1 POD-Greedy algorithm
1: while εn := max
µ∈Dtrain
4 (Y4t,n, µ) > εRB do
2: [εn, µn]← arg max
µ∈Dtrain
4 (Y4t,n−1, µ)
3: ekn := u
k
δ (µn)− PVnukδ (µn), k = 1, ..., K
4: ξn := POD1({ekn}Kk=1)
5: Vn := Vn−1
⊕
span{ξn}
6: X4t,n ← X4t,n, Y4t,n−1 ← Y4t,n−1
7: n← n+ 1
8: end while
Here PVn : Vh → Vn denotes the projection of the high-fidelity trajectory (obtained with Crank-
Nicolson scheme) on the reduced-basis subspace Vn and POD1({ekn}Kk=1) denotes the extraction
of the dominant mode of the Proper Orthogonal Decomposition of the projection error (see,
e.g. [18]).
The Empirical Interpolation Method (EIM) [11] is used to ensure the availability of of-
fline/online decomposition in the presence of the nonlinearity. For EI (Empirical Interpolation)
nonlinearity approximation, we treat time as a parameter in the problem and construct a sam-
ple SνM×IνM with SνM := {µν1 ∈ D, ..., µνM ∈ D} and IνM := {kM1 ∈ K, ..., kMM ∈ K} and associated
approximation spaces W νM = span{ξm := ν(uk
M
m
δ (µ
ν
m);x;µ
ν
m), 1 ≤ m ≤ M} = span{q1, ..., qM}
together with a set of interpolation points TM = {xM1 , ..., xMM}. Then we build an affine approx-
imation νM(ukδ ;x;µ) of ν(u
k
δ ;x;µ) for our time-marching scheme as
ν(ukδ ;x;µ) ≈
M∑
m=1
ϕkm(µ)qm(x) (19)
=
M∑
m=1
(B−1M ν
k
µ)mqm(xˆ) := ν
M(ukδ ;x;µ),
where νkµ := {ν(ukδ ;xMm ;µ)}Mm=1 ∈ RM and BM ∈ RM×M with (BM)ij = qj(xi) is the in-
terpolation matrix. The EIM algorithm is initiated with an arbitrary chosen sample point
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(µν1, k
M
1 ) ∈ D × I and then associated quantities are computed as follows
ζ1 = ν(u
kM1
δ (µ
ν
1);x;µ
ν
1), x
M
1 = arg sup
x∈Ω
|ζ1(x)|, q1 = ζ1
ζ1(xM1 )
.
The next parameters in the sample SνM × IνM are selected according to the following algorithm
2.
Algorithm 2 EIM algorithm
1: while m ≤M and δmaxm > EIM do
2: [δmaxm , (µ
ν
m, k
M
m )]← arg max
(µ,k)∈D×I
inf
z∈W νm−1
‖ν(ukδ ; ·;µ)− z‖L∞(Ω)
3: Sνm × Iνm := (Sνm−1 ∪ {µνm})× (Iνm−1 ∪ {kMm })
4: rm(x) := ν(u
kMm
δ (µ
ν
m);x;µ
ν
m)− νm(uk
M
m
δ (µ
ν
m);x;µ
ν
m)
5: xMm := arg sup
x∈Ω
|rm(x)|, qm := rm/rm(xMm )
6: m← m+ 1
7: end while
The EI nonlinearity approximation results in the EI-approximation aM [·](·, ·;µ) of the quasi-
linear form, which admits the affine decomposition
aM [u
k
N,M ](u
k
N,M , v;µ) =
Qa∑
q=1
θka,q(µ)aM,q(u
k
N,M , v). (20)
Similarly, we have the affine decomposition
〈fo(tk;µ), v〉V ′V =
Qfo∑
q=1
θkfo,q(µ)〈fo,q, v〉V ′V (21)
for the right-hand side. We note that in numerical scheme we use the reduced-basis solution
ukN,M as an input for the interpolation scheme, assuming that u
k
N,M approximates u
k
δ sufficiently
well.
The reduced-basis approximation of the problem (9) then reads: find uN,M := uN,M(µ) ∈
X4t,N , such that
BM [uN,M ](uN,M , vN ;µ) = F (vN ;µ) ∀vN ∈ Y4t,N (22)
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where
BM [uN,M ](uN,M , vN ;µ) :=
∫
I
〈u˙N,M , v(1)N 〉V ′V + aM [uN,M ](uN,M , v(1)N )dt+ 〈u(0), v(2)N 〉H .
The problem (22) can be interpreted as the reduced-basis approximation of the Crank-Nicolson
time-marching scheme with the EI-approximation of the nonlinearity. Then the reduced-basis
solution {ukN,M(µ)}Kk=1 with the ansatz ukN,M(µ) =
∑N
j=1 u
k
N,M j(µ)ξj is obtained for k = 1, ..., K
with the scheme which reads
M tk
2
aM [u
k
N,M ](u
k
N,M , ξi;µ) + (u
k
N,M , ξi)H = (u
k−1
N,M , ξi)H −
M tk
2
aM [u
k−1
N,M ](u
k−1
N,M , ξi;µ)+ (23)
+
M tk
2
〈fo(tk;µ), ξi〉V ′V + M t
k
2
〈fo(tk−1;µ), ξi〉V ′V , 1 ≤ i ≤ N,
where the initial condition u0N is obtained as an H-projection of u
0 onto VN . The resulting
nonlinear algebraic equations are then solved with the RB counterpart of the Newton’s method
by finding the root of
FN,M(u
k
N,M) =
1
M tkMN(u
k
N,M − uk−1N,M) +
1
2
[AN,M(µ)u
k
N,M + AN,M(µ)u
k−1
N,M ]+ (24)
−1
2
[fkN(µ) + f
k−1
N (µ)],
where MN := {〈ξi, ξj〉H}Ni,j=1, AN,M(µ) := {aM [ukN,M ](ξi, ξj;µ)}Ni,j=1 and the load vector fkN(µ) :=
{〈fo(tk;µ), ξi〉V ′V }Ni=1. The initial condition is given by u0N := {(u0, ξi)H}Ni=1. We will comment
on the computation of the reduced counterpart A′N,M(µ) := {a′M [ukN,M ](ξi, ξj;µ)}Ni,j=1 of A′h(ukδ )
in (17), which is required for the Newton’s method. We have
aM [u
k
N,M ](uN,M , ξi;µ) =
N∑
j=1
M∑
m=1
ϕkm(µ)am(ξj, ξi)u
k
N,M j, 1 ≤ i ≤ N. (25)
With EI-approximation of the nonlinearity it follows that
M∑
s=1
(BM)m sϕ
k
M s(µ) =ν(u
k
N,M(x
M
m ;µ);x
M
m ;µ), 1 ≤ m ≤M (26)
= ν(
N∑
n=1
ukN,M n(µ)ξn(x
M
m );x
M
m ;µ), 1 ≤ m ≤M.
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Plugging (26) into (25) results in
aM [u
k
N,M ](uN,M , ξi;µ) =
N∑
j=1
M∑
m=1
DN,Mi m (µ)ν(
N∑
n=1
ukN,M n(µ)ξn(x
M
m );x
M
m ;µ)u
k
N,M j (27)
with DN,M(µ) = AN,M(µ)(BM)
−1 ∈ RN×M . Taking the derivative of (27) with respect to the
components ukN,M j(µ), 1 ≤ j ≤ N , we derive the formula for A′N,M(µ) = AN,M(µ)+EN,M(µ),
where
(EN,M)i,j =
N∑
s=1
ukN,M s(µ)
M∑
m=1
DN,Mi m (µ)∂1ν(
N∑
n=1
ukN,M n(µ)ξn(x
M
m );x
M
m ;µ)ξj(x
M
m ). (28)
The proposed reduced numerical scheme contains parameter-separable matrices and thus al-
lows offline-online decomposition. The offline phase (model construction) depends on high-
dimensional finite element simulations and thus onN , but assembling of all the high-dimensional
parameter-dependent quantities is simplified due to the affine dependence (20),(21). In the on-
line phase (RB model simulation) the computational complexity scales polynomially in N and
M and independent of N . The operation count associated with each Newton’s update of the
residual FN,M(u
k,(z)
N,M) in the online phase is O(N2Qa + N2 + M2 + NQfo) and the jacobian
JN,M(u
k,(z)
N,M) is assembled at cost O(MN3) with the dominant cost of assembling EN,M(µ) and
then inverted at cost O(N3).
3.2 Reduced basis certification
The important ingredient of the reduced basis methodology is verification of the error (cer-
tification of the reduced basis method). For these purposes we provide an a-posteriori error
bound, based on the residual, which allows quick evaluation. We denote by RM(·;µ) ∈ Y ′ the
residual of the problem, defined naturally as:
RM(v;µ) =
∫
I
〈rM(t;µ), v(t)〉V ′V dt := F (v;µ)−BM(uN,M , v;µ), ∀v ∈ Y . (29)
We have the following
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Proposition 3.1 (A-posteriori Error Bound). Let ma > 0 be a monotonicity constant from (3)
and assume that u0 ∈ VN . Then the error e(µ) = u(µ)−uN,M(µ) of reduced basis approximation
is bounded by
‖e(µ)‖Y ≤ 1
ma
(‖RM(·;µ)‖Y ′ + δM(µ)‖uN,M(µ)‖Y) := 4N,M(µ). (30)
with the approximation error
δM(µ) = ‖ν(µ)− νM(µ)‖L∞(I;L∞(Ω)) = sup
t∈I
sup
x∈Ω
|ν(x, t;µ)− νM(x, t;µ)| (31)
of the nonlinearity.
Proof. Since in the case e = 0 there is nothing to show, we assume that e 6= 0. We have
‖e‖Y = ‖e‖L2(I;V ) by the assumption u0 ∈ VN . We use the identity
‖u(T )‖2H= 2
∫
I
〈u˙, u〉V ′V dt+ ‖u(0)‖2H
together with the strong monotonicity condition (3) and the Cauchy-Schwartz inequality to
derive the bound:
ma‖e‖2Y ≤
∫
I
a[u](u, e;µ)− a[uN,M ](uN,M , e;µ)dt+ 1
2
‖e(T )‖2H
=
∫
I
〈e˙, e〉V ′V dt+
∫
I
a[u](u, e;µ)− a[uN,M ](uN,M , e;µ)dt+ 1
2
‖e(0)‖2H
=
∫
I
〈e˙, e〉V ′V dt+
∫
I
a[u](u, e;µ)− aM [uN,M ](uN,M , e;µ)dt+ ‖e(0)‖2H
+
∫
I
aM [uN,M ](uN,M , e;µ)− a[uN,M ](uN,M , e;µ)dt
≤ ‖RM(·, µ)‖Y ′‖e‖Y + δM(µ)‖uN,M‖Y‖e‖Y
where we added and subtracted aM [uN,M ](uN,M , e;µ) to get the definition of the residual (29).
Dividing both sides by ‖e‖Y yields the result.
The computation of the dual norm of the residual ‖RM(·;µ)‖Y ′ in (30) requires the knowl-
edge of its Riesz representation vδ,R(µ) ∈ Yδ. Thanks to the Riesz representation theorem, on
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the discrete level it can be found from the equation
(vδ,R(µ), vδ)Y = RM(vδ;µ), ∀vδ ∈ Yδ. (32)
Since the test space Yδ consists of piecewise constant polynomials in time, the problem (32)
can be solved via the time-marching procedure for k = 1, ..., K as follows:∫
Ik
〈vδ,R(t;µ), vh〉V dt =
∫
Ik
〈rM(t;µ), vh〉V ′V dt ∀vh ∈ Vh. (33)
We note that vkR(µ) := vδ,R(µ)|Ik is constant in time, hence the integration on the left-hand
side of (33) is exact. For the right-hand side of (33) we represent uN,M(µ) ∈ X4t,N as the
linear function (11) on Ik and use it as an input for the residual (29). We then apply the
trapezoidal quadrature rule for the approximate evaluation of the integral. We thus need to
solve the following problems:
〈vkR(µ), vh〉V = RkM(vh;µ) ∀vh ∈ Vh (k = 1, ..., K), (34)
where the right-hand side is given by
RkM(vh;µ) =
1
2
[〈f(tk;µ) + f(tk−1;µ), vh〉V ′V − aM [ukN,M ](ukN,M , vh;µ)+ (35)
−aM [uk−1N,M ](uk−1N,M , vh;µ)]−
1
4tk 〈u
k
N,M − uk−1N,M , vh〉H .
Therefore the computation of Riesz representation leads to a sequence of K uncoupled spatial
problems in Vh. However, the parameter-separability structure of the residual
RkM(vh;µ) =
QR∑
q=1
θkR,q(µ)Rq(vh)
is transferred, thanks to the linearity of the Riesz isomorphism, to the parameter-separability
of its Riesz representation vkR(µ). Therefore we have
vkR(µ) =
QR∑
q=1
θkR,q(µ)vR,q with (vR,q, vh)V = Rq(vh) ∀vh ∈ Vh, 1 ≤ q ≤ QR. (36)
Finally we state the formula for the residual norm as well as the solution spatio-temporal norm
evaluation.
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Proposition 3.2 (Offline-Online decomposition of residual and solution norms). Suppose all
the Riesz-representatives vR,q, q = 1, .., QR in (36) are computed in the offline phase at cost
O(N 2hQR). Define the following matrices:
GR := [〈vR,q, vR,q′〉]QRq,q′=1 ∈ RQR×QR , KN := [〈ζi, ζj〉]Ni,j=1 ∈ RN×N .
Define ΘkR(µ) := [θ
k
R,q(µ)]
QR
q=1 ∈ RQR and ukN,M(µ) := [ukN,M i(µ)]Ni=1 ∈ RN . Then for a given
µ ∈ D, the norm of the residual ‖R(·;µ)‖Y ′ can be computed efficiently in the online phase at
cost O(Q2RK) as
‖R(·;µ)‖Y ′ =
(
K∑
k=1
4tkΘkR(µ)TGRΘkR(µ)
)1/2
. (37)
The norm ‖uN,M(µ)‖Y of uN,M(µ) ∈ X4t,N can be computed at cost O(N2K) as
‖uN,M(µ)‖Y =
(
K∑
k=1
M tk
2
[uk TN,M(µ)KNu
k
N,M(µ) + u
k−1 T
N,M (µ)KNu
k−1
N,M(µ)]
)1/2
. (38)
Proof. Since vδ,R(µ)|Ik is constant in time, the integration on Ik is exact and we can compute
the spatio-temporal norm of vδ,R(µ) as follows:
‖vδ,R(µ)‖2Y =
K∑
k=1
∫
Ik
‖vδ,R(t;µ)‖2V dt =
K∑
k=1
4tk‖vkR(µ)‖2V
=
K∑
k=1
4tk〈
QR∑
q′=1
θkR,q(µ)vR,q,
QR∑
q=1
θkR,q′(µ)vR,q′〉V =
K∑
k=1
4tkΘkR(µ)TGRΘkR(µ).
Isometry of the Riesz isomorphism implies ‖RM(·;µ)‖Y ′ = ‖vδ,R(µ)‖Y and (37) follows. Since
uN,M(µ)|Ik is a linear function in time, the trapezoidal quadrature rule on Ik is exact. Given
the reduced-basis ansatz ukN,M(µ) =
∑N
i=1 u
k
N,M i(µ)ξi, we can compute the spatio-temporal
norm according to
‖uN,M(µ)‖2Y =
K∑
k=1
M tk
2
(‖ukN,M(µ)‖2V + ‖uk−1N,M(µ)‖2V )
=
K∑
k=1
M tk
2
[uk TN,M(µ)KNu
k
N,M(µ) + u
k−1 T
N,M (µ)KNu
k−1
N,M(µ)],
which yields (38).
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We note that our a-posteriori error bound takes into account the error of the reduced-basis
approximation (31) and the error of the nonlinearity approximation. In practice it is computed
with the reduced-basis solution
δM(µ) = max
k∈K
max
x∈Ωh
|ν(ukN,M ;x;µ)− νM(ukN,M ;x;µ)|,
where Ωh ⊂ Ω is the appropriate discretization of the domain Ω.
4 Numerical results
For numerical example we choose a quasilinear parabolic PDE, which resembles an analogue
of 1-D magnetoquasistatic approximation of Maxwell’s equations with the nonlinear material
relationship (see, e.g. [14, 16]). Let d = 1, Ω = (0, 1) and V := H10 (Ω) ↪→ L2(Ω) =: H.
Consider the time interval I = (0, 1] and the parameter set D := [10, 15] ⊂ R. For a parameter
µ ∈ D, we want to find u ≡ u(µ) which solves
u˙− (ν(|u′|;µ)u′)′ = f
u(t, x) = 0
u(0, x) = uo(x) := 0
on I × Ω,
∀ (t, x) ∈ I × ∂Ω,
∀ x ∈ Ω.
(39)
Set f(x, t) := sin(2pix) sin(2pit) + cos(2pix) cos(4pit) and ν(s;µ) = exp (µs2) + 1. Then the form,
induced by the spatial nonlinear differential operator is given by
a[u](u, v;µ) =
∫
Ω
ν(|u′|;µ)u′v′dx. (40)
It is possible to show that if the function g(s;µ) = ν(s;µ)s is strongly monotone, then (41)
satisfies the strong monotonicity condition (3) (see, e.g. [16]). Furthermore, the monotonicity
constant is then given by ma = inf
µ∈D
inf
s∈R+
ν(s;µ), hence we have ma = 2 for our problem. For
discretization of the weak form (9) of (39) we divide both Ω and I into 100 and 500 subintervals,
i.e., Nh = 99 and K = 500. The space Vh consists of piecewise linear, continuous finite elements
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and the trial space and the test space are chosen as described in section 2.2. We then solve the
problem with the Crank-Nicolson scheme, applying the Newton’s method on each time step.
We iterate unless the norm of the residual is less than the tolerance level, which we set to 10−8.
The tolerance level 10−8 is used for the RB Newton’s method.
We generate the RB-EIM model as follows: we start from DEIMtrain ⊂ D (a uniform grid of
size 200) and compute finite element solutions for each parameter in DEIMtrain to approximate the
nonlinearity with the EIM within the prescribed tolerance εEIM := max
µ∈DEIMtrain
δM(µ) = 10
−3. Next
we run the RB-Greedy procedure with the prescribed tolerance εRB = 2 ·10−4 for the estimator
on Dtrain ⊂ D, where Dtrain is a uniform grid over D of size 400. For the POD-Greedy procedure
and method certification we use the estimator (30). Since the norm in the problem ‖uN,M(µ)‖Y
is of the order 10−2, we hope to further balance the contributions of the reduced-basis and EI
nonlinearity approximation in the estimator on the test set.
Next we introduce a test sample Dtest ⊂ D of size 200 ( uniformly random sample from
D), the maximum of the estimator max4N,M := max
µ∈Dtest
4N,M (µ) and the maximum ”truth
norm” error εtrueN,M := max
µ∈Dtest
‖uδ(µ) − uN,M(µ)‖Y . Once the reduced-basis model is constructed
(Nmax = 7,Mmax = 8), we verify the convergence with N of max4N,M and εtrueN,M on a test
sample Dtest for different values of M (see Fig.1). We can see from fig.1 (b) that increasing M
above 5 has nearly no impact on the convergence of the ”truth norm” error, but the estimator in
fig.1 (a) still shows a considerable decrease and reaches the desired tolerance level εRB = 2 ·10−4
for M = 8. Indeed, we can naturally split the estimator into two parts: the reduced-basis and
the nonlinearity approximation error estimation contributions
4RBN,M(µ) :=
1
ma
‖RM(·;µ)‖Y ′ , 4EIN,M(µ) :=
δM(µ)
ma
‖uN,M(µ)‖Y . (41)
The strategy is to balance two contributions in (41) for the specified tolerance level εRB. We
plot in fig. 2 (a) the contributions 4RBN,M := max
µ∈Dtest
4RBN,M (µ) and 4EIN,M := max
µ∈Dtest
4EIN,M (µ) for
1 ≤ N ≤ 7 and M = 5, M = 8. We can see that 4EIN,M majorizes 4RBN,M for N ≥ 4 and M = 5
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with 4RBN,M < εRB < 4EIN,M , but 4EIN,M ≈ 4RBN,M ≈ εRB for M = 8 and N = 6 (see also Table 1).
(a) (b)
Figure 1: (a) Convergence with N of max4N,M for different values of M on the test set. (b)
Convergence with N of εtrueN,M for different values of M on the test set. The red line is the
tolerance level εRB.
(a) (b)
Figure 2: (a)4RBN,M and4EIN,M contributions (b) Values εtrueN,M and max MN,M for (N,M) = (7, 8)
on test set.
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In Table 1 we present, as a function of N and M , the values of max4N,M ,4RBN,M ,4EIN,M , εtrueN,M
and mean effectivities ηN,M := max
µ∈Dtest
ηN,M(µ), η¯N,M :=
1
|Dtest|
∑
µ∈Dtest ηN,M(µ), with ηN,M(µ) :=
4N,M (µ)
‖uδ(µ)−uN,M (µ)‖Y .
N M max4N,M 4RBN,M 4EIN,M εtrueN,M η¯N,M
3 3 2.70 E-03 5.40 E-04 2.10 E-03 6.53 E-04 3.79
4 5 9.43 E-04 4.46 E-04 4.97 E-04 4.37 E-04 2.16
5 6 6.69 E-04 3.02 E-04 3.67 E-04 2.91 E-04 2.15
6 6 4.80 E-04 1.17 E-04 3.63 E-04 1.33 E-04 3.46
6 8 4.22 E-04 1.19 E-04 1.02 E-04 1.31 E-04 1.62
7 8 1.67E-04 6.09 E-05 1.06 E-04 9.21 E-05 1.67
Table 1: Performance of RB-EIM model on the test set
We can see that the effectivities are lower bounded by 1 and not too large, thus the error
estimator is reliable and there is no significant overestimation of the true error. We then plot
the values of the estimator and the true error for Nmax = 7, Mmax = 8 for every parameter
µ ∈ Dtest in fig. 2(b). Although the problem at hand is merely chosen to illustrate the
methodology, we report on the average CPU time comparison. The finite element method
takes ≈ 0.47 sec to obtain the solution, and the RB method (Nmax = 7,Mmax = 8), which
takes ≈ 0.14 sec, results in the speedup factor of 3.35. 1
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