I Introduction
Spectral representation is a classical approach which plays a central role in the analysis and modelling of both, music sounds (Serra and Smith, 1990; Fletcher and Rossing, 1998; Davy and Godsill, 2003) and acoustic properties of music instruments (Wolfe et al., 2000) . The MP3 and Ogg compression standards, for instance, are based on the Fourier and Modified Discrete Cosine Transforms. However, a much higher level of sparsity may be achieved by releasing the orthogonality property of the spectral components (Mallat and Zhang, 1993; Gribonval and Bacry, 2003; Rebollo-Neira, 2015) . The price to be paid for that is the increment in the complexity of the numerical algorithms producing the corresponding sparser approximation. Practical algorithms for this purpose are known as greedy pursuit strategies (Friedman and Stuetzle, 1981; Jones, 1987; Mallat and Zhang, 1993) . In Gribonval and Bacry (2003) a dedicated Matching Pursuit method for effective implementation of the spectral model is developed by means of well localized frequency components of variable length. In Rebollo Neira (2015) an alternative approach is considered. It involves the approximation of a signal by partitioning, according to the following steps: i)The signal is divided into small units (blocks)
ii)Each block is approximated by nonorthogonal spectral components, independently of each other but somewhat 'linked' by a global constraint on sparsity. Because the global constraint is fulfilled by establishing a hierarchy for the order in which each element in the partition is to be approximated, it requires significant storage. Even if the global constraint is disregarded, and each unit approximated totally independent of the others, the algorithms in Rebollo-Neira (2015) are effective for partition units of moderate length. For units of larger size there is a need of mathematics algorithms specialized to that situation. This is the goal of the present work. We propose a dedicated algorithm for nonorthogonal sparse spectral modeling which, as a consequence of allowing for relatively large elements in a partition, somewhat reduces the need for a global constraint on sparsity. This makes it possible for the approximation of each unit up to the same quality and completely independent of the others. The approach is, thereby, suitable for straightforward parallelization in multiprocessors. As far as sparsity is concerned, the results are theoretical equivalents to those produced by the effective Orthogonal Matching Pursuit method (Pati et al., 1993) . The particularity of the proposed implementation, dedicated to trigonometric dictionaries, is that it avoids the need for storing the whole dictionary and reduces the complexity of calculations via the Fast Fourier Transform. The significant reduction in memory requirements makes the proposed algorithm potentially suitable for Graphics Processing Unit (GPU) implementations.
The paper is organized as follows: Sec. II discusses the spectral model outside the traditional orthogonal framework. The mathematics method for operating within the nonorthogonal setting are also discussed in this section, motivating the proposed dedicated approach. The approach is first explained and then summarized in the form of pseudocodes (Algorithms 1-6).
The examples of Sec. III illustrate the benefit of a nonorthogonal setting, against the orthogonal one, in relation to the very significant gain in sparsity of the spectral model of music signals.
The results presented in this section demonstrate the relevance of the proposed greedy strategy dedicated to be applied with trigonometric dictionaries. The conclusions are summarized in Sec. IV.
II Sparse Spectral Model
Let's assume that a sound signal is given by N sample values, f (i), i = 1, . . . , N, which are modeled by the following transformation:
For M = N the set of vectors {
is an orthonormal basis for the subspace of N-dimensional vectors of complex components. Thus the coefficients in (1) are easily obtained as
Equations (1) and (2) can be evaluated in a fast manner via the FFT.
Suppose now that M > N. In that case the set { ii) The tight frame coefficients calculated via FFT, by zero padding, produce the unique coefficients minimizing the square norm
Such a solution is not sparse.
iii) For the case M = N the approximation obtained through (1), by disregarding coefficients of small magnitude, is optimal in the sense of minimizing the norm of the residual error. This is not true when M > N, in which case the nonzero coefficients need to be recalculated to attain the equivalent optimality (Rebollo-Neira, 2007)
In order to construct an optimal approximation of the data by a representation of the form (1), with M > N but containing at most k non zero coefficients, those coefficients have to be appropriately calculated. Let's suppose that we want to involve only the elements ℓ n , n = 1, . . . , k where each ℓ n is a different member of the set {1, 2, · · · , M}. Then the approximation model takes the form
The superscript k in the coefficients c k (ℓ n ), n = 1, . . . , k indicates that they have to be recalculated if some terms are added to (or eliminated from) the model (3). We address the matter of choosing the k elements in (3) by a dedicated Self Projected Matching Pursuit (SPMP) approach (Rebollo-Neira and Bowley, 2013).
A Self Projected Matching Pursuit
Before reviewing the general SPMP technique let's define some basic notation: R, C and N represent the sets of real, complex and natural numbers, respectively. Boldface letters are used to indicate Euclidean vectors and standard mathematical fonts for their components, e.g., 
where f * (i) stands for the complex conjugate of f (i).
Let's consider now a set D of M normalized to unity vectors
spanning C N . For M > N the over-complete set D is called a dictionary and the elements are called atoms. Given a signal, as a vector f ∈ C N , the k-term atomic decomposition for its approximation takes the form
The problem of how to select from D the k elements d ℓn , n = 1 . . . , k, such that f k − f is minimal, is an NP-hard problem (Natarajan, 1995) . The equivalent problem, that of finding the sparsest representation for a given upper bound error, is also NP hard. Hence, in practical applications one looks for 'tractable sparse' solutions. This is a representation involving a number of k-terms, with k acceptable small in relation to N. Effective techniques available for the purpose are in the line of Matching Pursuit Strategies. The seminal approach, Matching
Pursuit (MP), was introduced with this name in the context of signal processing by Mallat and Zhang (1993) . Nevertheless, it had appeared previously as a regression technique in statistics (Friedman and Stuetzle, 1981) where the convergence property was established (Jones, 1989) .
The MP implementation is very simple. It evolves by successive approximations as follows.
Let R k be the k-th order residue defined as R k = f − f k , and ℓ k the index for which the
with an initial approximation f 0 = 0 and R 0 = f −f 0 the algorithm iterates by sub-decomposing the k-th order residue into
which defines the residue at order k + 1. Because the atoms are normalized to unity R k+1 given in (5) is orthogonal to all d n , n = 1, . . . , M. Hence it is true that
from where one gathers that the dictionary atom
Moreover, it follows from (5) that at iteration k the MP algorithm results in an intermediate representation of the form:
with
In the limit k → ∞ the sequence f k converges to f, or toP V M f, the orthogonal projection of f
if f were not in V M (Jones, 1987; Mallat and Zhang, 1993; Partington 1997). Nevertheless, if the algorithm is stopped at the kth-iteration, f k recovers an approximation of f with an error equal to the norm of the residual R k+1 which, if the selected atoms are not orthogonal, will not be orthogonal to the subspace they span. An additional drawback of the MP approach is that the selected atoms may not be linearly independent. As illustrated in
Rebollo-Neira and Bowley (2013), this drawback may significantly compromise sparsity in some
cases. A refinement to MP, which does yield an orthogonal projection approximation at each step, has been termed Orthogonal Matching Pursuit (OMP) (Pati et al., 1993) . In addition to selecting only linearly independent atoms, the OMP approach improves upon MP numerical convergence rate and therefore amounts to be, usually, a better approximation of a signal after a finite number of iterations. OMP provides a decomposition of the signal of the form:
where the coefficients c k (ℓ n ) are computed to guarantee that
The coefficients giving rise to the orthogonal projectionP V k f can be calculated as c The SPMP method progresses as follows (Rebollo-Neira and Bowler, 2013). Given a dictio-
and a signal f ∈ C N , set S = {∅} and R 0 = f 0 . Starting with k = 1, at each iteration k implement the steps below.
i) Apply the MP criterion described above for selecting one atom from D, i.e., select ℓ k such that
and assign
and evaluate the new residue
ii) Approximate R k using only the selected set S k as the dictionary, which guarantees the asymptotic convergence to the approximationP
, and repeat steps i) -iii) until, for a required ρ, the condition R k < ρ is reached.
B Dedicated SPMP algorithm for sparse spectral decomposition
Even if SPMP reduces the storage requirements for calculating and adapting the coefficients of an atomic decomposition, storage and complexity remains an issue for processing a signal by partitioning in units of considerable size. Notice that the SPMP method involves repetitive calculations of inner products. The advantage of using a trigonometric dictionary, in addition to rendering highly sparse representations in relation to a trigonometric basis, is that a trigonometric dictionary allows the design of a dedicate SPMP implementation, which avoids the construction and storage of the actual dictionary by calculating inner products via FFT.
From now on we shall make use of the knowledge that a piece of music is given by real numbers, i.e. f ∈ R N . The dictionaries we consider for producing sparse spectral decompositions of the data are: the Redundant Discrete Fourier (RDF) dictionary, D f , the Redundant Discrete Cosine (RDC) dictionary, D c , and the Redundant Discrete Sine (RDS) dictionary, D s , defined below.
•
where w c (n) and w s (n), n = 1, . . . , M are normalization factors as given by
if n = 1. For facilitating the discussion of fast calculation of inner products with trigonometric atoms, given a vector y ∈ C N , let's define
When M = N (12) is the Discrete Fourier Transform of vector y ∈ C N , which can be evaluated using FFT. If M > N we can still calculate (12) via FFT by padding with (M − N) zeros the vector y. Equation (12) can also be used to calculate inner products with the atoms in
and
where Re(z) indicates the real part of z and Im(z) its imaginary part.
We associate the dictionaries D f , D c , D s and D cs to the cases I, II, III, and IV, of the dedicated SPMP Algorithm (SPMPTrgFFT), which is developed in the next section by recourse to the procedures given in Algorithms 1-5.
C Procedures for an implementation of the SPMP method dedicated to trigonometric dictionaries
Let us recall once again that the aim of the present work is to be able to apply the SPMP algorithm, witch is theoretically equivalent to the OMP method, but without evaluating and • Notice that for Case I, as a consequence of the data being real numbers, it holds that
Hence, the atoms can be taken always in pairs, ℓ k and ℓ (M −ℓ k +2) .
• The procedure for self projection of MP (Algorithm 5), is a recursive implementation of the selection procedure, but the selection is carried out only over the, say k, already selected atoms (Algorithm 4). Then the calculation of the relevant inner products is worth being carried out via FFT only for values of k larger than M N log 2 M . The complexity of the self projection step in SPMP depends on the number of iterations needed to achieve the projection. As will be discussed in Sec. III it is interesting to note that, for the signals and dictionaries we are considering, the number of iterations demanded by the projection step does not depend monotonically on the number of terms in the approximation.
• In order to provide all the implementation details of the proposed method in a clear and testable manner, we have made publicly available a MATLAB version of the pseudocodes (Algorithms 1-6), as well as the script and the signals in Fig. 1 and 2 , which allow the interested researcher to reproduce the numerical results in Fig. 3 and Fig. 4 . (13), (14)) {Computation of auxiliary vector Aux ∈ C 2M to compute
Im(e 
Input: Residue R ∈ R N , number of elements in the dictionary, M, vectors c with the coefficients in the k-term approximation, set Γ of selected indices up to iteration k, tolerance for the numerical error of the projection ǫ, and Case (I, II, III, or IV). Output: Updated residue,R ∈ R N , orthogonal to span{d n } n∈Γ and updated coefficientsc accounting for the projection. {Set µ = 2ǫ to start the algorithm} while µ > ǫ do {Select one index from Γ to construct the approximation of Input: Data f ∈ R N , M, number of elements in the dictionary, approximation error ρ > 0 and tolerance ǫ > 0 for the numerical realization of the projection Case (I , II, III, or IV). Output: Approximated data f k ∈ R N . Coefficients in the atomic decomposition, c, Indices
III Numerical Examples
We apply now the SPMPTrgFFT method to produce the sparse representation of the sound clips in Fig. 1 
In both cases the signal is approximated up to a perceptually lossless quality corresponding to SNR=35dB. The approximation has been carried out using all the dictionaries introduced in Sec. B, with redundancy four, and all the concomitant orthogonal basis. Due to space limitation only the best results produced by a dictionary, and by a basis, are reported. The best dictionary results are rendered by the mixed dictionary D cs . Nevertheless, in the case of a basis the best results are achieved by the cosine basis B c . Fig. 3 and Fig. 4 show the sparsity corresponding to N b equal to 512, 1024, 2048, 4096, 8192, and 16384 samples. As seen in the figures, for these two sound clips sparsity increases with the size of the segments, N b , up to some point. Then
either it tends to stabilize or decreases. For all the cases, however, the gain in sparsity produced by the dictionary (represented by the circles in Fig. 3 and Fig. 4 ) in relation to the best result for the basis (squares in those figures) is very significant. This is also true if the selection of atoms is carried out by the plain MP method, which we implement via FFT as MPTrgFFT, Remarks on computational complexity: The increment in the computational complexity of SPMPTrgFFT with respect to MPTrgFFT is a constant factor, which accounts for the iterations realizing the self-projections. As already mentioned, and now illustrated in The computational complexity of plain MPTrgFFT is given by the complexity of calculating inner products via FFT, i.e. O (KrN b log 2 rN b ) . Hence κ gives a measure of the increment of complexity introduced by the projections to achieve the desired optimality in the coefficients of the approximation. Fig. 6 shows the values of κ as a function of the segment's length N b .
The triangles correspond to the flute clip in Fig. 1 and the starts to the guitar clip in Fig. 2 .
IV Conclusions
A dedicated method for sparse spectral modelling of music sound has been presented. The method was devised for the modelling to be realized outside the orthogonal basis framework.
Instead, the spectral components are selected from an overcomplete trigonometric dictionary.
The suitability of these dictionaries for sparse modelling of music, by partitioning, was illustrated by the representation of two sound clips. Equivalent conclusions can be drawn by The achieved sparsity is theoretically equivalent to that produced by the OMP approach with the identical dictionary. The numerical equivalence of both algorithms was verified for the case of segments of relative small length (up to N b =2048 samples) where the standard OMP method is applicable with effectiveness, even with a small laptop and in MATLAB environment. As the numerical examples of Sec. III illustrate, sparse spectral modeling may benefit significantly from partitioning into units of larger size that the standard OMP implementation can handle. Thus, the relevance of the proposed dedicated method is enhanced by those results.
In order to facilitate the application of the approach we have made publicly available the MATLAB version of Algorithms 1-6 on a dedicated web page 1 . It is appropriate to stress, though, that the routines are not intended to be an optimized implementation of the method.
On the contrary, they have been produced with the intention of providing an easy to test form of the approach. We hope that the MATLAB version of the algorithms will facilitate their implementation in appropriate programming languages for practical applications. We are aware that the major reduction of storage demands attained by the proposed method makes it potentially suitably for GPU programming implementation. 
