We first propose a reduced form model in discrete time for S&P500 volatility showing that the forecasting performance can be significantly improved by introducing a persistent leverage effect with a long-range dependence similar to that of volatility itself. We also find a strongly significant positive impact of lagged jumps on volatility, which however is absorbed more quickly. We then estimate continuous-time stochastic volatility models which are able to reproduce the statistical features captured by the discrete-time model. We show that a single-factor model driven by a fractional Brownian motion is unable to reproduce the volatility dynamics observed in the data, while a multi-factor Markovian model fully replicates the persistence of both volatility and leverage effect. The impact of jumps can be associated with a common jump component in price and volatility.
Introduction
The relevance of financial market volatility led to a very large literature trying to take into account its most salient dynamic features: clustering, slowly decaying auto-correlation, asymmetric responses. The advent of high-frequency data, allowing for specification and estimation of models for realized volatility, elicited a considerable advancement in this field. However, a considerable gap still exists in the literature between models devised for volatility forecasting, which are commonly specified in discrete time, and volatility modeling in continuous time which is used, among other things, for option pricing. This is particularly annoying for leverage effect, whose interpretation is completely different in discrete time, where it is typically interpreted as a negative correlation between lagged negative returns and volatility, and in continuous time, where the negative correlation between price and volatility shocks is contemporaneous. This paper contributes to this literature in two directions and aims at filling this apparent gap.
In the first part of the paper, we propose a new reduced-form model in discrete time, the LHAR-CJ model, which is able to provide a remarkable forecasting performance for volatility over a time horizon which ranges from one day to one month, along with a positive and significant risk-return trade-off. Our specification is extremely simple to implement and it is based on the incorporation of three effects. The first is the well know volatility persistence, which is modeled with the HAR specification of Corsi (2009) . However, we do not restrict to lagged volatilities (at daily, weekly and monthly frequency) as possible sources of future volatility, but we also add jumps (as in Andersen et al., 2007) and, as a novel contribution of this paper, negative returns over the past day, week and month, thus imposing a common heterogeneous structure to the explanatory variables.
The empirical findings in the first part of the paper are also relevant because of the important implications they bear on the set of continuous-time models consistent with the empirical features of financial data. In the second part of the paper, we then estimate continuous-time models via indirect inference using the proposed discrete-time specifications as auxiliary models, thus reproducing the very same features captured by the discrete-time model. In particular, we show that a single-factor model is unable to reproduce the type of integrated volatility persistence which is displayed by the data, even when allowing shocks to be driven by a fractional Brownian motion (Comte and Renault, 1998) , that is by a genuine long-memory component.
This induces us to investigate multi-factor specifications. We find that a Markovian two-factor model is able not only to replicate the persistence of integrated volatility, but also the persistence in the leverage effect by correlating more than one volatility factor with the price shocks.
The analyzed multi-factor models do not need long-memory shocks to achieve their goal. While not ruling out the possible presence of long memory in volatility, this shows that the autocorrelation function of realized volatility is not necessarily a signature of genuine long memory in the data generating process, and corroborates the framework according to which market volatility is generated by a superposition of different frequencies, as suggested in Corsi (2009) and Muller et al. (1997) .
In the literature, it is well known that volatility tends to increase more after a negative shock than after a positive shock of the same magnitude see e.g. Christie (1982) ; Campbell and Hentschel (1992) ; Glosten et al. (1989) and more recently ), Bollerslev et al. (2009 and Martens et al. (2009) . We extend the heterogeneous structure to the standard leverage effect by including lagged negative returns at different frequencies as explanatory variables to forecast volatility. This idea traces back to Corsi (2005) and can also be found in concurrent work of Scharth and Medeiros (2009) and Allen and Scharth (2009) as well as in Fernandes et al. (2009) to forecast implied volatility. However, with this paper we are able to provide a novel and clear evidence on the fact that the impact of negative returns on future volatility of S&P500 is also highly persistent and extends for a period of at least one month, thus displaying a long-range dependence similar to that of volatility itself.
With respect to the literature on jumps, we follow the separation of the quadratic variation in "continuous" volatility and jumps proposed in Andersen et al. (2007) for the explanatory variables and extended in Busch et al. (2011) to the dependent variable. However, contrary to the above-mentioned studies, we do not use bipower variation (Barndorff-Nielsen and Shephard, 2004) to measure the jumps contribution to quadratic variation, but we follow Corsi et al.
(2010) using threshold bipower variation, a measure of continuous quadratic variation which is able to crucially soften the small-sample issues of bipower variation. This provides a superior forecasting performance, and allows to reveal that volatility does increase after a jump (both positive or negative) but that this shock is absorbed quickly in the volatility dynamics. Jumps are instead found to be almost unpredictable. When modeling in continuous time, the transient jump impact is captured by co-jumps between price and a single volatility factor.
The paper is organized as follows. Section 2 presents the main reduced-form model in discrete time. Section 3 contains the estimates and various robustness checks. In Section 4, we estimate continuous-time models via indirect inference. Section 5 concludes.
The discrete-time model
This section is devoted to the specification of the reduced-form model in discrete time. We first define the data generating process, the variables of interest and their estimators: We then specify the LHAR-CJ model.
Construction of the variables of interest
We assume that the data generating process X t (the log-price) is a real-valued process that can be put, in a standard probability space, in the form of an Ito's semimartingale:
where W t is a standard Brownian motion, µ t is predictable, σ t is cádlág; dJ t = c t dN t is a jump process where N t is a non-explosive Poisson process whose intensity is an adapted stochastic process λ t and c t is the adapted random variable measuring the size of the jump at time t and satisfying, ∀t ∈ [0, T ], P({c t = 0}) = 0.
While in Section 4 we propose possible specifications of model (2.1), including the possibility that σ t is driven by a fractional Brownian motion with constant volatility (Comte and Renault, 1998 ), here we concentrate on reduced-form models for quadratic variation, which is defined by:
where we denote by τ j the times in which jumps occurr.
These quantities are not directly observable and they have to be replaced with consistent realized estimators, which we denote by V t (for [X] t+T t ), C t (for t+T t σ 2 s ds), and J t (for
We use T = 1 day and we denote the daily (close-to-close) return by r t . We remark that realized volatility models need both the specification of the dynamics of quadratic variation and the choice of small-sample estimators. For example, two models can share the same dynamics (e.g.
the HAR model for total quadratic variation) but be different just because quadratic variation estimators (e.g. realized volatility versus two-scale estimator) are different.
In order to mitigate the impact of microstructure effects on our estimates, V t is the two-scale estimator (TSRV t ) proposed by Zhang et al. (2005) , which is consistent also in the presence of jumps. Details on the construction of the estimator are provided in a related Web Appendix.
Aït-Sahalia and Mancini (2008) show that using the two-scale estimator instead of standard realized volatility measures yields significant gains in volatility forecasting.
To define C t and J t we use the following approach. We first pre-test the data for jumps using the C-Tz statistics proposed in Corsi et al. (2010) and formally defined in the Web Appendix.
The C-Tz test, which is distributed as a standard Normal in the absence of jumps, is computed daily. When the null is not rejected (namely, when C-Tz < 3.0902, corresponding to the 99.9%
significance level), we set C t = V t = TSRV t and J t = 0. When instead the test rejects the null, we set C t = TBPV t and J t = max(TSRV t − TBPV t , 0), where TBPV t is the threshold bipower variation estimator introduced in Corsi et al. (2010) :
where ∆ t,j X is the j-th intraday return of day t (we use 5-minutes returns here), with j = 1, . . . , M ; I {·} is the indicator function and ϑ j is a threshold function (see the Web Appendix for its precise definition) which is designed to remove jumps from the returns time series (Mancini, 2009 ). We have V t = C t + J t provided TSRV t > TBPV t in days with jumps, which is always the case empirically. Equation (2.3) shows that TBPV t is very similar to the bipower variation (BPV t ) of Barndorff- Nielsen and Shephard (2004) , with the difference being the two indicator functions which remove returns larger than the threshold ϑ j . While this difference is irrelevant asymptotically, it has been shown by Corsi et al. (2010) to be crucial in small samples (for example, we often have TSRV t < BPV t in days with jumps because of the bias of BPV t ). Figure 1 shows, for the S&P 500 series studied in this paper, the lagged correlation function between the two-scale estimator TSRV t and TSRV t−h itself, negative returns, positive returns and J t−h . The autocorrelation of TSRV t decays very slowly, as it is well known. The lagged correlation between TSRV t and negative returns shows the leverage effect: volatility is correlated with lagged negative returns. Figure 1 also shows that the impact of negative returns on future volatility is slowly decaying as well. Also jumps have a positive and large impact (as large as the negative returns when h = 1), which however decays more rapidly. Finally, positive returns have a very small and negligible impact on future volatility.
The slowly decaying impact of negative returns might well be a by-product of the slowly decaying auto-correlation function of volatility. However, since the same phenomenon is not observed with the jump component, it can be also suggestive of the fact that leverage effect might be very persistent, a possibility which has been seldom investigated so far.
Persistence in the leverage effect can be induced, in continuous time, by making the leverage effect an explicit function of volatility, as in Bandi and Renò (2011b) . Our reduced-form model, which is in discrete time, explores an alternative possibility. We follow Corsi (2009) in modeling the slowly decaying auto-correlation function by means of a heterogeneous structure induced by a volatility cascade, and we extend this structure to negative returns and jumps.
The LHAR-CJ model
Combining heterogeneity in realized volatility, leverage, and jumps we construct the Leverage Heterogeneous Auto-Regressive with Continuous volatility and Jumps (LHAR-CJ) model. As
To model the leverage effect at different frequencies, we define r
with real parameters {c, β (d,w,m) , α (d,w,m) , γ (d,w,m) } and where ε C t = V t the model is referred to as the LHAR model. The model can also be specified directly for V t and for V t , as in Andersen et al. (2007) and Corsi et al. (2010) .
We estimate model (2.4) and its variants, with h ranging from 1 to 22 to make multiperiod predictions, by OLS with Newey-West covariance correction for serial correlation.
Empirical evidences
The purpose of this section is to empirically analyze the performance of the LHAR-CJ model (2005) we find a jump contribution varying between 2% and 30% of total variation (with an overall sample mean of about 6%).
In-sample analysis
The results of the estimation of the LHAR-CJ on the S&P500 sample with h = 1, 5, 10, 22 are reported in Table 1 West robust t-statistic. The forecasts of the different models are evaluated on the basis of the adjusted R 2 of the regressions, and the heteroskedasticity-adjusted root mean square error (HRMSE) proposed by Bollerslev and Ghysels (1996) .
As usual, all the coefficients of the three continuous volatility components are positive and, in general, highly significant. The impact of daily and weekly volatility decreases with the forecasting horizon of future volatility, while the impact of monthly volatility increases. The coefficient which measures the impact of monthly volatility on future daily volatility is approximately double than that of daily volatility on future monthly volatility. This finding is consistent with
Estimation of model (2.4) also reveals the strong significance (with an economically sound negative sign) of the negative returns at all the daily, weekly and monthly aggregation frequency, which unveils a heterogeneous structure in the leverage effect as well. Not only daily negative returns affect the next day volatility (the well-know leverage effect) but, in addition, also the negative returns of the past week and past month have an impact on forthcoming volatility.
This novel finding suggests that the market might aggregate daily, weekly and monthly memory, observing and reacting to price declines happened in the past week and month, revealing a persistent leverage effect.
A similar heterogeneous structure is present in the impact of jumps on future volatility. However, while the daily and weekly jumps are highly significant and positive, their impact decreases with the forecasting horizon at a fast rate. The monthly jump component is also slightly significant over all forecasting horizons, with its impact increasing with the horizon. Figure 3 shows the Mincer-Zarnowitz R 2 for different models at various horizons, which obtaines its maximum at one week. Moreover, Figure 3 shows unambiguously that the inclusion of both the heterogeneous jumps and the heterogeneous leverage effects considerably improves the forecasting performance of the S&P 500 volatility at any forecasting horizon. In particular, the inclusion of heterogeneous leverage effect provides the most relevant overall benefit in the in-sample performance. We confirm this result out-of-sample in Section 3.6. 
Forecasting jumps and continuous volatility
and the LHAR-J-CJ model for forecasting jumps as:
Corresponding models with α (d,w,m) = 0 and C t = V t on the right-hand side are named LHAR-C and LHAR-J respectively. Estimation results for the daily horizon (h = 1) are presented in Table 2 . We can see that, as already recognized in the literature, the jump component is essentially unpredictable, with an adjusted R 2 of just 1.52%. We find a strong significant impact on future jumps only for the monthly jump component, which is a clear indication of jump clustering. Also daily and weekly volatilities are significant, but with opposite signs. The impact of monthly jumps on C t is instead not significant, confirming that the impact of jumps on volatility is quite transitory in nature.
While the inability of forecasting jumps has been signaled also by Busch et al. (2011) , they find, contrary to our analysis, that the impact of daily jumps on the future daily continuous quadratic variation is significantly negative, a result which would imply, on average, a volatility decrease after a jump. Corsi et al. (2010) show that this result is induced by the small-sample bias of bipower variation measures. Building on their work, we use threshold bipower variation and uncover the positive (and transitory) impact of jumps on future volatility also in the presence of a persistent leverage effect.
Risk-return trade-off
Our volatility forecasts can also be evaluated in term of the implied risk-return trade-off, since Here we use as a measure of risk the daily volatility forecast of i) the standard HAR model, ii) the HAR-CJ model and iii) the LHAR-CJ model. All models are specified in the logarithmic form. We regress the return on the variance forecasts V t , that is on the exponential of the logarithmic forecasts log V t . Estimation results, obtained via OLS, are shown in Table 3 .
The results are in agreement with those in Bali and Peng (2006) , who analyze the same data 
Is leverage effect induced by jumps?
An open research question is whether, and to which extent, the leverage effect is induced by jumps, see e.g. Bandi and Renò (2011a) . In our setting, we investigate this issue by separating the daily jump contribution to quadratic variation in a positive and negative part. To this purpose, we define:
and we insert J + t and J − t in the LHAR model in place of J t , denoting by LHAR-CJ + the newly obtained model. We also estimate the HAR-CJ + model, which is the same without leverage terms. Results are reported in Table 4 . Given the evidence provided by Todorov and Tauchen (2011) and Bandi and Renò (2011a) , with different statistical methods, of a strong negative correlation between price and volatility jumps, we expect the coefficient on J − t to be larger than
When we estimate the HAR-CJ + model, this is exactly what we find: the coefficient on negative jumps is almost double than that of positive jumps, and this is true for all the considered forecasting horizons, ranging from one day to one month. However, when we estimate the full Table 4 : OLS estimate for the LHAR-CJ + and HAR-CJ + model in which we separate daily jumps in positive and negative, for the S&P500 futures from 28 April 1982 to 5 February 2009 (6,669 observations). The models are estimated with h = 1 (one day), h = 5 (one week), h = 10 (two weeks) and h = 22 (one month). The significant jumps are computed using a critical value of α = 99.9%. Reported in parenthesis are t-statistics based on Newey-West correction with L = 2 + 2h number of lags and Bartlett kernel. A star denotes 95% significance.
LHAR-CJ + model, which includes all the leverage terms (which are also affected by the jump component), the impact of positive and negative jumps is estimated to be roughly the same, again at all the considered horizons. Our interpretation of this result is that the number of co-jumps is likely too small to allow for the joint detection of the continuous leverage effect and the covariance part genuinely due to jumps.
Robustness to other volatility measures
In the literature many volatility measures have been proposed as explanatory variables for the volatility dynamics. Forsberg and Ghysels (2007) proposed the use of realized absolute variation (RAV) which shows a more persistent dynamics than realized volatility being more robust to microstructure noise and jumps. The range, i.e. the difference between the highest and the lowest price within a day, has also been found to be significant by many authors, see e.g. Brandt and Jones (2006) and Engle and Gallo (2006) . Recently, Barndorff-Nielsen et al. (2010) proposed the realized semivariance as the sum of square negative returns to capture the impact on volatility of downward price pressures. Visser (2008) combines RAV and semivariance by taking the sum of negative absolute squared returns.
In the spirit of Forsberg and Ghysels (2007), we compare the relative explanatory power of different volatility measures by estimating a set of models (for space concerns we limit ourselves to the one day horizon) obtained by adding explanatory variables to model (2.4). Estimation results are reported in Table 5 . In line with previous literature, we find that the realized absolute variation (RAV) computed at 5-minute frequency and the range have a significant impact on future volatility. However, they seem to be mainly substitutes for continuous volatility and jumps, which is not totally surprising since they are estimators (though noisy) of total quadratic variation. Indeed, for instance, when the range replaces the jumps (LHAR-Range model, not reported), the coefficients of daily continuous volatility almost halves. The adjusted R 2 of the two competing regressions (LHAR-Range and LHAR-CJ) is practically the same. When the range is inserted together with the jumps (LHAR-CJ-Range), both the coefficients of daily volatility and jumps decrease, although they remain highly significant. The significance of the heterogeneous leverage effect is instead unaffected by the presence of RAV and range. We thus conclude that the RAV and the range, while partially proxying for both volatility and jumps, are also able to capture some other (small) effect which is not captured by the other variables in the model. However, the adjusted R 2 of the encompassing regression increases Realized semivariance and semi-power-variation are significant in explaining future volatility, and, again, they are correlated with both the daily two-scale estimator and the jumps (typically depleting the significance of the corresponding coefficients without totally removing it), while unrelated with the leverage. However, their contribution to the model performance is not significant (as measured by the Diebold-Mariano test). Moreover, when they are included in the all-encompassing model they both remain insignificant.
Summarizing, the results of this section show that when the other volatility measures proposed in the literature are inserted in the baseline LHAR-CJ model they either do not contribute significantly or only marginally contribute to the performance of the model. Moreover, they mainly act as substitutes of continuous volatility and jumps. Hence, we conclude the LHAR-CJ model seems to capture the main determinants of volatility dynamics.
Out-of-sample analysis
In this section, we evaluate the performance of the LHAR-CJ model on the basis of a genuine out-of-sample analysis. For the out-of-sample forecast of V t on the [t, t + h] interval we keep the same forecasting horizons ranging from one day to one month and re-estimate the model at each day t on an increasing window of all the observation available up to time t − 1. The out-of-sample forecasting performance for log V t in terms of Mincer-Zarnowitz R 2 is reported in Figure 4 , together with the Diebold-Mariano test computed for the HRMSE loss function at all the considered horizons.
The superiority of the LHAR-CJ model at all horizons, with respect to the HAR and the HAR-CJ model, is statistically significant, validating the importance of including both the heterogeneous leverage effects and jumps in the forecasting model. The out-of-sample exercise confirms that the maximum R 2 is obtained at a forecasting horizon of one week. The superiority of the HAR-CJ model vs the HAR model is instead milder, but the reason is that the improvements appear only in days which follow a jump (368 out of 6, 669), and thus on a small subsample. However, it is important to note that the inclusion of the jump component helps also in forecasting longer horizon volatility, see the results in the web appendix and Andersen et al. (2007) .
S&P500 in-sample estimates, period 1982-2009

Continuous-time models
The main motivation of this section is to provide a continuous-time model which delivers the stylized facts documented in the previous sections and captured by the newly proposed discretetime model. Such a continuous-time model would then, at the same time, not only provide a more accurate statistical representation of the data, but also bridge the gap between continuous and discrete time modelling. Since the inception of the GARCH literature, indeed, volatility forecasting is mostly set up in discrete time, and the LHAR-CJ model is no exception. However, models used in practice, e.g. for option pricing, are often specified in continuous time. In the literature, the link between GARCH-like models and continuous time models is well established, see e.g. Nelson (1990) ; Duan (1997); Corradi (2000) . However, the link between continuous-time models and HAR-like models is unclear. We achieve this goal by estimating continuous-time models via indirect inference (Gourieroux et al. 1993; see Bollerslev et al. 2006 for an application similar to ours) using the (L)HAR(-CJ) specification as auxiliary model. The idea of the indirect inference approach is to estimate the auxiliary model both on actual data and on data simulated from the structural model, and then to minimize the distance (labelled by χ 2 ), as a function of the structural model parameters, between the estimated coefficients weighted with the inverse variance-covariance matrix of the estimates. Details are provided in the Web Appendix.
It is usually suggested that the long-range autocorrelation function of realized volatility is
Out-of-sample Mincer-Zarnowitz R 
where W t is a standard Brownian motion and dW Frederiksen (2008) and Rossi and Spazzini (2010) . A discrete time specification of model (4.1) is instead estimated more routinely, see e.g. Comte and Renault (1996) and Christensen and Nielsen (2007) . To assess the impact on the results of the fractional difference parameter d, we first estimate model (4.1) for different fixed values d, and then estimate the four parameters
The results, reported in Table 6 , show that model (4.1) is substantially unable to reproduce the coefficients of the HAR model. The best fit is obtained with a value of d = 0.491 very close to non-stationarity. However, even for this fit, the implied daily coefficient of the HAR model is still too high, and the implied weekly coefficient is still too low. To understand the motivation of this failure, it is interesting to look at the estimates obtained for fixed and increasing values of d. When d = 0, the model is assimilable to an AR(1) specification and thus is unsurprisingly unable to reproduce the HAR coefficients. As d increases, persistence comes from two terms: the mean-reverting term k(ω − log σ 2 t )dt and the fractional Brownian motion ηdW
t . However, these two components can vary only in a rigid fashion. For example, when d increases, the mean-reversion parameter k has to increase sharply because of the mean reversion observed in the volatility series which would not be reproduced by ηdW
alone. Notice that the ratio
Structural model: Auxiliary model: Given the failure of the single-factor long memory model, we get inspiration from the very nature of the HAR model, which reproduces a slowly decaying autocorrelation function via the aggregation of different frequencies, and estimate affine multi-factor models with jumps:
where W 1 , . . . , W 2N is a multivariate (possibily correlated) Brownian motion and J = {J X , J 1 , . . . , J N } is a multivariate (possibly correlated) Poisson process with constant intensities, Normal
Structural model: Table 7 : Estimates (daily units) via indirect inference of model (4.2) with N = 2 and ω1 = ω2 = ω, using the HAR model as auxiliary model, and implied HAR coefficients.
jump sizes in the prices and exponential jump sizes in volatility. In the case of no jumps, when N = 1, this is the well known Heston (1993) model; Duffie et al. (2000) and Pan (2002) (2000) and, more recently, by Christoffersen et al. (2009) .
When using the HAR model as auxiliary model, we set N = 2, ρ i = 0, J = 0 and to achieve identification ω 1 = ω 2 = ω. Corresponding estimates, together with the implied HAR coefficients, are reported in Table 7 . Contrary to the single-factor model with fractional Brownian motion, the two-factor model is perfectly able to reproduce the HAR coefficients, obtaining an objective function χ 2 close to zero. Estimates are compatible with those typically encountered in the literature: the fit implies the presence of a fast mean-reverting factor with a half-life less than one day, and a slowly mean-reverting factor with a half-life of nearly 200 days. The superposition of these two frequencies produces the desired effect in terms of volatility persistence. Lieberman and Phillips (2008) suggest that also the usage of integrated volatility measures produces a longer memory than that implied in the dynamics of spot volatility. Our result also explains why multi-factor model works so well in describing the dynamics of options, see e.g. Bates (2000) , since they are able to reproduce the volatility dynamics under the natural probability. It also suggests that two factors might be redundant if the volatility dynamics is specified directly with a model similar to HAR: an attempt in this direction is the paper of Corsi et al. (2011) , which develops an option pricing model with HAR volatility dynamics providing remarkable pricing performance with a single volatility factor. Finally, two volatility factors have also been shown to be priced in the cross-section of expected returns, see Adrian and Rosenberg (2008) .
When the auxiliary model is LHAR, the natural approach is to allow for nonzero correlation coefficients to introduce a leverage effect, again setting J = 0. We report estimates of the twofactor model with leverage effect in Table 8 . When fitting the two-factor model using the LHAR model as auxiliary model, we find ρ 1 > 0, that is a positive correlation coefficient between the fast mean-reverting volatility factor and returns, while ρ 2 is negative. This fact is not totally surprising since it echoes the results of Chernov et al. (2003) and , who also estimate (among other models) a two-factor affine model on S&P500 returns via efficient method of moments (using an auxiliary GARCH model) and find the correlation coefficient associated to the fast mean-reverting volatility factor to be positive.
In presence of two factors, the interpretation of the leverage effect is not trivial since, as also Chernov et al. (2003) explain, the average leverage can be negative even with a positive correlation coefficient. However, the reason why a positive correlation arises with the fastest volatility factor remained unclear. Figure 5 can help to provide a possible explanation for this occurrence.
We simulate model (4.2) with the coefficients estimated in Table 7 , and we vary ρ 1 (with ρ 2 = 0) and ρ 2 (with ρ 1 = 0) to evaluate the impact of the introduced correlations on the LHAR coefficients. When ρ 1 (the leverage effect of the fast mean-reverting factor) is different from zero, the impact of daily negative returns on future volatility follows the sign of ρ 1 , but the opposite hold for the impact of weekly and monthly negative returns. For example, when ρ 1 is negative, we find γ (d) < 0 but γ (w) , γ (m) > 0. This is due to an overshooting effect: a positive correlation at a higher frequency becomes negative at a slower one and viceversa. However, for the slowly mean-reverting factor, the sign of ρ 2 induces a leverage effect with the same sign on the daily, Structural model: Auxiliary model: Auxiliary model: weekly and monthly coefficients, with the impact increasing with the horizon. The effect of introducing correlations on volatility coefficients is instead marginal. Thus, with positive ρ 1 we get the right sign for the weekly and monthly coefficient, while the daily coefficient is adjusted with a negative ρ 2 .
Using the two-factor model, this mechanism is able to reproduce the LHAR model only partially:
the signs are correct but the coefficients estimated on the data can be reproduced only to a limited extent. In order to get a satisfactory agreement with the LHAR model, we need to introduce a third factor (in this case, the parameters of the structural model are not identified).
Estimates of the three-factor model are again reported in Table 8 , and they show that with ρ 1 > 0 and ρ 2 , ρ 3 < 0 we can reproduce completely the LHAR model. in the Web Appendix, shows that a possible mechanism explaining the significant impact of jumps on future volatility is given by the presence of contemporaneous jumps in price and volatility, a possibility which has been recently empirically confirmed by Todorov and Tauchen (2011) and Bandi and Renò (2011a) . For this reason, in our last estimation we introduce a single Poisson process N t with constant intensity λ, and we set dJ X = c X dN t , dJ 1 = c V dN t , J 2 = J 3 = 0 with c X ∼ N (0, σ 2 J ) and c V ∼ exp(µ σ ), that is we introduce co-jumps in price and in a single volatility factor, namely the less persistent (also in this case the structural model is not identified). Estimation results are reported in Table 8 and indicate that introducing co-jumps provides a reasonable fit of the LHAR-CJ model, since we are able to reproduce both the short-range persistence of jumps and the long-range persistence of leverage.
Concluding, we have seen that the LHAR-CJ model, and some of its relevant restrictions, are fully consistent with a multi-factor Markovian volatility model. While it is certainly outside the scope of this paper to provide a thorough interpretation on the mechanism which generated the stylized facts described by the estimated statistical models, both in discrete time and in continuous time, a possible interpretation of the empirical results goes as follows. Volatility is highly persistent, and this persistence can be generated by a superposition of factors with different frequencies. Negative returns and jumps are correlated with volatility. However, jumps Figure 5 : Sensitivity of the coefficients of the LHAR specification (top row: β coefficients of volatility; bottom row: γ coefficients on negative returns) the value of the leverage coefficients ρ1 (correlation with the fastly mean reverting factor, left column), when ρ2 = 0, and ρ2 (correlation with the slowly mean reverting factor, right column), when ρ1 = 0.
are only correlated to a fast-reverting volatility factor via the mechanism of co-jumps, so that their impact can only be short-lived. On the contrary, negative returns are correlated to all volatility factors through the correlation of the shocks. For this reason, negative returns can have a long-span impact on volatility, thus producing a persistent leverage effect.
Conclusions
In this paper, we uncover new stylized facts about volatility dynamics. While it is well known that past negative returns are correlated with current volatility (leverage effect), we show that the forecasting power of past negative returns remains significant even when considering them over long horizons. The data also suggest that past jumps are (positively) correlated with current volatility, but the forecasting power of aggregated jumps is milder when the aggregation horizon is large. We then specify, both in discrete and in continuous time, suitable models which are able to capture these novel stylized facts along with the well estabilished volatility features.
In the first stage, we propose a new discrete-time model for realized volatility measures, the LHAR-CJ model, which naturally identifies three main determinants of volatility dynamics, namely heterogeneous lagged continuous volatility, heterogeneous lagged negative returns and heterogeneous lagged jumps. We find that each of the components in the discrete-time model plays a different role at different forecasting horizons, but all the three are highly significant and neglecting each one of them is detrimental to the forecasting performance.
In the second stage, we look for continuous-time models which reproduce the very same stylized facts which are captured by the discrete-time specification. This is achieved by using the discrete-time model as a convenient statistical metric in an indirect inference framework. A multi-factor Markovian specification is found to be consistent with the empirical results and compatible with the LHAR-CJ. To reproduce the long-term impact of negative returns, all the volatility factors have to be correlated with the price shocks, while to reproduce the transient impact of jumps it is enough to correlate price jumps with the jumps of one volatility factor only (co-jumps).
We conclude by noting that our discrete-time model is very simple to implement, as it does not require sophisticated computational technique. The estimation of the model parameters can be performed through a simple OLS regression, and the computation of the explanatory variables is trivial. We think that, for all the aforementioned reasons, the LHAR-CJ model may be effectively used for risk management.
