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RESUMO
Este trabalho apresenta a implementac¸a˜o de uma estrutura de controle em
cascata, muito utilizada em sistemas que possuem dois lac¸os de controle com
diferentes constantes de tempo e acesso ao sinal intermedia´rio. O sistema
de controle proposto e´ implementado em um hardware de alto desempenho,
o myRIO, que possui um arranjo de portas programa´vel em campo (FPGA)
customiza´vel e um processador que trabalha com um sistema operacional de
tempo real, garantindo confiabilidade e determinismo ao sistema. Na malha in-
terna da estrutura em cascata, e´ aplicado um controlador proporcional-integral
(PI) implementado em FPGA e, na malha externa, e´ aplicado um controlador
preditivo generalizado (GPC) implementado para execuc¸a˜o no sistema opera-
cional de tempo real do myRIO. A estrutura de controle foi desenvolvida de
maneira que possa ser aplicada em diferentes sistemas monovaria´veis, contudo
foi escolhida uma planta de laborato´rio de controle de velocidade e corrente
de um motor de corrente contı´nua como estudo de caso. Os resultados expe-
rimentais validaram a implementac¸a˜o em ambas as camadas. O perı´odo de
amostragem que foi alcanc¸ado na implementac¸a˜o do PI no FPGA foi inferior
a 10 µs e o perı´odo de amostragem da implementac¸a˜o do GPC no sistema
operacional de tempo real foi de 13 ms (valor do tempo ma´ximo observado),
com perı´odo me´dio de execuc¸a˜o inferior a 5 ms.
Palavras-chave: PID. GPC. myRIO. LabVIEW. Motor de corrente contı´nua.

ABSTRACT
This work presents the implementation of a cascade control structure, widely
used in systems that have two control loops with different time constants and
access to the intermediate signal. The proposed control system is implemen-
ted in a high performance hardware, myRIO, wich has a customizable field
programmable gate array (FPGA) and a processor that works with a real-time
operating system, guaranteeing reliability and determinism to the system. In
the internal loop of the cascade structure, a proportional-integral controller
(PI) implemented in FPGA is applied and, in the external loop, a generalized
predictive controller (GPC) is implemented for execution in the real-time
operating system of myRIO. The control structure was developed in a way that
it can be applied to different monovariable systems, however a laboratory plant
that consists of the control of speed and current of a direct current motor was
used as a case study. The experimental results validated the implementation
in both layers. The sampling period that was achieved in the implementation
of the PI FPGA-embedded was less than 10 µs and the sampling period for
GPC implementation in the real-time operating system was 13 ms (maximum
observed value), with average execution period of less than 5 ms.
Keywords: PID. GPC. myRIO. LabVIEW. Direct current motor.
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∆V variac¸a˜o de tensa˜o ma´xima do processo de conversa˜o
λ( j) ponderac¸a˜o do esforc¸o do incremento de controle
ωG velocidade angular do tacogerador CC
ωM velocidade angular do motor CC
ωP velocidade angular do potencioˆmetro
σ(s) polinoˆmio caracterı´stico do sistema de malha fechada
τ tempo de assentamento para que a resposta do sistema de pri-
meira ordem atinja a faixa de 63,2 % do seu valor final
ξ (k) sinal de ruı´do branco com me´dia nula
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1 INTRODUC¸A˜O
Existem duas possibilidades para implementac¸a˜o de controladores:
digital e analo´gica. O controlador digital possui maior versatilidade e mais re-
cursos em relac¸a˜o ao analo´gico, o que faz com que sua aceitac¸a˜o nos dias atuais
seja muito superior a` apresentada pelos controladores puramente analo´gicos
(OGATA, 2011). Entretanto, toda essa melhoria traz limitac¸o˜es ao controlador
em relac¸a˜o ao tempo de resposta. Um sistema de controle digital executa suas
tarefas de forma sequencial, e cada uma dessas tarefas requer um certo tempo
de processamento (SANTANA, 2006). Dessa forma, algoritmos de controle
mais complexos, que apresentam grande nu´mero de tarefas, tendem a demorar
mais para executar e isso faz com que o perı´odo de amostragem tenha que ser
grande, o que limita o tempo de resposta do sistema em malha fechada.
Controladores preditivos baseados em modelo (MPC) sa˜o um exemplo
tı´pico de me´todo de controle que sofre com esse problema. De acordo com
Camacho e Bordons (1999), o MPC na˜o e´ apenas uma estrate´gia, mas sim um
conjunto de me´todos de controle com caracterı´sticas especı´ficas, ou seja, os
controladores preditivos baseados em modelo fazem o uso explı´cito de um
modelo do processo a fim de predizer o comportamento futuro das varia´veis
de interesse e, enta˜o, calcular uma sequeˆncia de ac¸o˜es de controle a partir da
minimizac¸a˜o de uma determinada func¸a˜o objetivo. A limitac¸a˜o do MPC e´ que,
a cada perı´odo de amostragem, um problema de otimizac¸a˜o deve ser resolvido,
gerando um atraso do tempo de ca´lculo do controlador preditivo, que e´ ainda
maior quando o sistema possui alguma restric¸a˜o, seja ela no sinal de controle
ou na saı´da do processo. Assim, em sistemas que possuem dinaˆmicas muito
ra´pidas pode ser invia´vel a aplicac¸a˜o de um controlador desse tipo (FLESCH,
2012).
Existem diferentes te´cnicas que permitem acelerar este tempo de ca´lculo,
como e´ apresentado em (WANG; BOYD, 2008). Este artigo traz exemplos de
me´todos com a finalidade de resolver o problema de otimizac¸a˜o do MPC de
uma maneira mais ra´pida e eficaz, atrave´s da realizac¸a˜o dos ca´lculos de forma
online. Apesar de os resultados obtidos serem satisfato´rios, mesmo com essas
te´cnicas, a implementac¸a˜o de controladores preditivos tipicamente ainda esta´
limitada a perı´odos de amostragem de milissegundos.
Em paralelo com as te´cnicas de coˆmputo ra´pido ha´ o avanc¸o do poder
computacional, tornando claro que a Lei de Moore vem sendo respeitada ha´
algumas de´cadas. De acordo com Morimoto (2005), Gordon Earl Moore, co-
fundador de uma das maiores empresas fabricantes de processadores do mundo
(Intel Corporation), previu que o nu´mero de transistores em um processador,
em me´dia, dobraria a cada 18 meses mantendo o mesmo custo e espac¸o. A
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partir disso, a indu´stria de semicondutores percebeu que era possı´vel atingir
a meta estipulada pela lei de Moore, passando a investir mais em pesquisa e
desenvolvimento, resultando em uma evoluc¸a˜o constante no que diz respeito a`
tecnologia computacional.
Para que se possa fazer uso dos benefı´cios oferecidos pelos contro-
ladores preditivos em plantas de dinaˆmica ainda mais ra´pida que alguns
milissegundos, pensou-se em associar um controlador preditivo com con-
troladores digitais que possam ser implementados em tempos compatı´veis com
as dinaˆmicas desejadas.
O controle em cascata e´ uma das estruturas mais populares para controle
de processos, sendo muito utilizada em sistemas que possuem restric¸o˜es
e perturbac¸o˜es. Na maioria dos casos, a estrutura consiste em dois lac¸os
de controle, um interno e um externo, com diferentes constantes de tempo.
Um cuidado a ser tomado em relac¸a˜o ao controle em cascata e´ que os dois
controladores devem ser sintonizados em conjunto, ja´ que a modificac¸a˜o de
um paraˆmetro de um dos controladores ira´ influenciar diretamente sobre o
outro (TAO; XIUYING, 2014).
Dessa forma, o controlador preditivo pode ser implementado na malha
externa, rodando com perı´odos de alguns milissegundos, enquanto que na
malha interna e´ empregado um controlador proporcional-integral-derivativo
(PID). O PID e´ a estrate´gia mais frequentemente utilizada em arquiteturas em
cascata, inclusive no aˆmbito industrial, devido a sua simplicidade de projeto
e implementac¸a˜o, baixo custo e aplicabilidade em diversos tipos de sistemas
(AKKAYA; AKBATI; GO¨RGU¨N, 2014). A fim de resolver um problema de controle
em sistemas de dinaˆmica bastante ra´pida, existem hardwares dedicados que
tornam esse ca´lculo mais ra´pido, como e´ o caso do FPGA (arranjo de portas
programa´vel em campo, do ingleˆs field programmable gate array). Ale´m disso,
os controladores implementados em processadores de propo´sito geral podem
na˜o apresentar determinismo, caracterı´stica que e´ atingida ao ser realizada a
implementac¸a˜o em um sistema de tempo real, que garante a entrega do sinal
de controle num prazo ma´ximo estipulado e, consequentemente, garante o
determinismo.
Neste trabalho, foi proposta uma estrutura em cascata em que, na ma-
lha interna, e´ aplicado um controlador proporcional-integral (PI) e, na malha
externa, um controlador preditivo generalizado (GPC, do ingleˆs generalized
predictive control), que e´ responsa´vel por definir as refereˆncias a serem aplica-
das no sistema. Portanto, neste caso, a estrutura de controle em cascata permite
levar o sistema a` estabilidade e rejeitar perturbac¸o˜es atrave´s do controle PI
em baixo nı´vel e, em uma camada superior, a definic¸a˜o das refereˆncias que
levem o sistema a apresentar um comportamento o´timo, atrave´s da aplicac¸a˜o
do controlador preditivo. Ou seja, o controle em cascata une as vantagens
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de um controlador PI, que possui um algoritmo mais simples e de ra´pida
execuc¸a˜o, ao controlador preditivo baseado em modelo, que permite que um
comportamento o´timo seja atingido (MENGHUI; YIQUN; WEI, 2007).
O sistema de controle foi implementado em um hardware de alto
desempenho desenvolvido pela empresa National Instruments, o myRIO, que
e´ baseado em quatro componentes: um processador de tempo real, um FPGA,
entradas e saı´das e um software de projeto gra´fico, o LabVIEW. O myRIO e´
capaz de garantir determinismo ao sistema, ale´m de fornecer a vantagem de
que toda a estrate´gia de controle em cascata pode ser implementada em apenas
um hardware.
1.1 OBJETIVOS
1.1.1 Objetivo Geral
O objetivo deste trabalho e´ implementar uma estrutura de controle em
cascata, em que a malha externa contitui-se de um controlador preditivo exe-
cutado em um sistema de tempo real, que e´ responsa´vel por definir os valores
das refereˆncias para um controlador PI, na malha interna, implementado em
um FPGA.
1.1.2 Objetivos Especı´ficos
Dentre os objetivos especı´ficos desta pesquisa, encontram-se:
• estudar te´cnicas de implementac¸a˜o de controladores PI em dispositivos
FPGA;
• estudar te´cnicas de implementac¸a˜o de controladores preditivos em siste-
mas operacionais de tempo real;
• implementar os controladores propostos em sistemas embarcados;
• avaliar os resultados atrave´s de experieˆncias em uma planta fı´sica/real..
1.2 DELIMITAC¸A˜O DO TRABALHO
A princı´pio, a estrate´gia de controle proposta neste trabalho na˜o define
delimitac¸o˜es para o processo real, mas sim para o modelo a ser utilizado, que
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deve ser linear e invariante no tempo para a implementac¸a˜o dos controladores
no sistema de tempo real e no FPGA. Caso o processo tenha caracterı´sticas
na˜o lineares ou variantes no tempo, e´ possı´vel obter um modelo dentro da
delimitac¸a˜o do trabalho fazendo-se a linearizac¸a˜o em torno de um ponto
de operac¸a˜o da planta real, desde que a regia˜o de operac¸a˜o seja limitada a`
vizinhanc¸a desse ponto.
1.3 ESTRUTURA DO TRABALHO
O capı´tulo 2 explora os algoritmos de controle PID e GPC, ale´m da
estrate´gia de controle em cascata e a implementac¸a˜o desses controladores
em hardwares de alto desempenho. A primeira sec¸a˜o apresenta os conceitos
ba´sicos que envolvem o ajuste do controlador PID, assim como alguns me´todos
de sintonia existentes na literatura. A segunda sec¸a˜o traz uma introduc¸a˜o do
que e´ o controle preditivo e sua estrutura ba´sica, ale´m de apresentar uma
introduc¸a˜o sobre a forma de implementac¸a˜o da func¸a˜o objetivo no caso da
te´cnica de controle GPC, com estudos da literatura contendo o efeito de
cada termo sobre o controlador e a sua representac¸a˜o matricial. Outro ponto
importante tratado nessa sec¸a˜o diz respeito a`s restric¸o˜es, que podem ser im-
plementadas em conjunto com o controlador GPC. A terceira sec¸a˜o traz uma
introduc¸a˜o sobre o controle em cascata, apresentando as vantagens dessa es-
trate´gia em relac¸a˜o ao controle em malha fechada convecional com uma malha,
a sua arquitetura geral de implementac¸a˜o, ale´m dos me´todos de sintonia dos
controladores e alguns trabalhos da literatura que implementam esta te´cnica.
A quarta sec¸a˜o apresenta as vantagens da implementac¸a˜o de um controlador
digital, assim como a sua realizac¸a˜o por meio de hardwares de alto desem-
penho. O ponto principal dessa sec¸a˜o e´ a implementac¸a˜o de controladores
em processadores que possuem um sistema operacional de tempo real, apre-
sentando as principais vantagens em sua implementac¸a˜o a partir de trabalhos
ja´ desenvolvidos na a´rea. A quinta e u´ltima sec¸a˜o traz um estudo sobre a
implementac¸a˜o de controladores em FPGA, as vantagens em sua escolha no
que diz respeito a tempo de processamento, assim como um estudo da literatura
sobre os resultados obtidos com essa implementac¸a˜o.
O capı´tulo 3 apresenta os treˆs principais materiais e me´todos emprega-
dos neste trabalho. Primeiramente, e´ apresentado um estudo sobre a plataforma
de desenvolvimento myRIO, trazendo a arquitetura do hardware, os seus princi-
pais elementos, formas de aplicac¸a˜o e comunicac¸a˜o com o restante do sistema,
ale´m das vantagens em sua utilizac¸a˜o. A seguir, sa˜o mostrados os conceitos
ba´sicos envolvendo o ambiente de desenvolvimento LabVIEW, ale´m de suas
vantagens sobre outras linguagens de programac¸a˜o para o desenvolvimento
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deste trabalho. Tambe´m sa˜o apresentados os conceitos ba´sicos que envolvem
a sua programac¸a˜o, assim como uma breve introduc¸a˜o sobre a sua integrac¸a˜o
com targets de hardware, atrave´s dos mo´dulos LabVIEW Real-Time e Lab-
VIEW FPGA. E, por fim, o capı´tulo trata do objeto de estudo de caso deste
trabalho, o DIGIAC 710. Na terceira sec¸a˜o do capı´tulo sa˜o apresentados os
seus componentes principais, assim como as suas respectivas caracterı´sticas
mecaˆnicas e ele´tricas.
O capı´tulo 4 mostra a implementac¸a˜o da estrate´gia de controle proposta,
apresentando a sua estrutura geral. Na sec¸a˜o 4.1, e´ exibido como foi realizada
a programac¸a˜o no LabVIEW FPGA para a implementac¸a˜o de um controlador
PI, assim como a aplicac¸a˜o de um controle GPC no LabVIEW Real-Time,
ambos implementados para um caso geral. Na sec¸a˜o 4.2, sa˜o apresentados os
esquemas de circuitos ele´tricos, necessa´rios para a implementac¸a˜o do controle
em cascata no estudo de caso escolhido (DIGIAC 710), que envolvem a
medic¸a˜o da velocidade angular e da corrente, ale´m do acionamento do motor.
Por u´ltimo, e´ mostrado o projeto da placa de circuito impresso.
O capı´tulo 5 traz os experimentos pra´ticos realizados neste trabalho,
assim como os resultados obtidos. Primeiramente, e´ mostrado como foram
definidos os modelos dos processos, tanto da malha interna quanto da malha
externa. Em seguida, sa˜o apresentados os me´todos utilizados para o ajuste dos
ganhos do controlador PI e os paraˆmetros do GPC. Enta˜o, sa˜o apresentados,
por meio de gra´ficos, os resultados obtidos com a implementac¸a˜o dos con-
troladores, verificando principalmente o seguimento da refereˆncia desejada e
o cumprimento das retric¸o˜es estabelecidas. A partir disso, sa˜o mostrados os
resultados do sistema quando ocorrem pertubac¸o˜es, como variac¸a˜o de corrente
ou inserc¸a˜o de carga no eixo do motor. Por fim, sa˜o apresentados os resultados
que dizem respeito ao tempo de processamento do sistema.
O capı´tulo 6 apresenta as considerac¸o˜es finais e concluso˜es obtidas
com o trabalho. Adicionalmente, sa˜o listadas propostas para trabalhos futuros,
com o intuito de complementar ou aprimorar o que foi desenvolvido neste
trabalho de mestrado.
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2 REVISA˜O DA LITERATURA
A engenharia de controle tem como preocupac¸a˜o entender e ser capaz
de controlar materiais e forc¸as da natureza, geralmente chamados de sistemas,
a fim de beneficiar a sociedade. Segundo Dorf e Bishop (2001, p. 2), um
sistema de controle pode ser definido como “uma interconexa˜o de componentes
formando uma configurac¸a˜o de sistema que produzira´ uma resposta desejada
do sistema”.
Em um sistema de controle em malha fechada, a ac¸a˜o do controlador
depende do comportamento da varia´vel a ser controlada, realizando uma
comparac¸a˜o entre o seu valor de refereˆncia e a saı´da real do processo. Isso e´
realizado atrave´s de um sinal de realimentac¸a˜o (feedback), gerando um sinal
de erro. Portanto, com base no algoritmo de controle, o atuador realiza as
modificac¸o˜es necessa´rias no processo a fim de reduzir ou, de prefereˆncia,
eliminar esse erro (DORF; BISHOP, 2001).
Dentre os diversos algoritmos de controle existentes na literatura, dois
deles sera˜o explorados nesta revisa˜o da literatura: controle proporcional-
integral-derivativo (PID) e controle preditivo baseado em modelo (MPC, do
ingleˆs model predictive control).
2.1 CONTROLE PID
Na teoria de controle cla´ssico, um algoritmo que tem demonstrado
grande efica´cia e praticidade na sua aplicac¸a˜o em processos industriais e´ o
controlador PID (VIDAL et al., 2013). O ganho proporcional faz com que o
controlador trabalhe proporcionalmente ao erro do sistema, ou seja, para a
correc¸a˜o de erros maiores devem ser aplicados maiores sinais de controle e para
os casos de erros pequenos devem ser aplicados sinais de controle de menor
magnitude (CASTRUCCI; BITTAR; SALES, 2011). A ac¸a˜o integral esta´ relacionada
a` reduc¸a˜o para zero do erro em estado estaciona´rio, resolvendo os problemas de
resposta oscilato´ria, tı´picos em controladores liga-desliga, e do erro em regime
permanente, associado a um controlador puramente proporcional (OGATA,
2011). A ac¸a˜o derivativa pode ser entendida como uma parcela que atua
em uma predic¸a˜o do erro em instantes de tempo futuros (aproximac¸a˜o dada
pela primeira derivada da func¸a˜o erro), configurando um grande potencial na
melhoria do desempenho de controle. Entretanto, existem alguns aspectos
negativos que tornam a sua aplicac¸a˜o menos frequente na pra´tica, sendo
o mais comum associado ao fato de que o ganho de alta frequeˆncia da ac¸a˜o
derivativa pura e´ responsa´vel pela amplificac¸a˜o do ruı´do de medic¸a˜o da varia´vel
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manipulada (VISIOLI, 2006). A fim de contornar este problema, tipicamente a
ac¸a˜o derivativa e´ filtrada como forma de limitar o ganho em altas frequeˆncias.
Para que o processo responda de maneira desejada a` ac¸a˜o de um contro-
lador PID, e´ necessa´rio a determinac¸a˜o dos valores dos ganhos Proporcional,
Integral e Derivativo. De acordo com Visioli (2006), o controlador PID pode
ser representado de diferentes maneiras, tais como ideal, se´rie ou paralelo. Na
forma ideal (tambe´m chamada de acadeˆmica), o controlador e´ descrito pela
func¸a˜o de transfereˆncia
Cid(s) = Kp
(
1+
1
Tis
+Tds
)
, (2.1)
onde KP representa a ac¸a˜o proporcional, Ti e Td sa˜o as constantes de tempo
integral e derivativa, respectivamente (SARAIVA, 2011). A representac¸a˜o em
se´rie, diferentemente da acadeˆmica, justificada pelo fato de o valor da constante
de tempo derivativa Td afetar a ac¸a˜o integral do controlador PID, pode tornar-
se um problema em casos onde e´ necessa´rio que haja independeˆncia entre as
ac¸o˜es de controle. Entretanto, esta estrutura e´ mais fa´cil de aplicar no que diz
respeito a` sintonia manual do controlador (A˚STRO¨M; HA¨GGLUND, 1995). Sua
func¸a˜o de transfereˆncia e´ dada por
Cs(s) = Kp
(
1+
1
Tis
)
(Tds+1). (2.2)
Outra maneira de implementar um controlador PID e´ no formato para-
lelo, no qual as treˆs ac¸o˜es de controle esta˜o completamente separadas:
Cp(s) = Kp+
Ki
s
+Kds, (2.3)
onde Ki representa o ganho da ac¸a˜o integral e Kd o ganho do termo derivativo.
Essa forma de representac¸a˜o do controlador PID, escolhida para aplicac¸a˜o no
trabalho, e´ a mais geral dentre todas, ja´ que ela permite desabilitar uma das
ac¸o˜es sem que isso afete as demais (SARAIVA, 2011).
Existem diferentes te´cnicas de ajuste para encontrar os valores dos
ganhos do controlador PID, que va˜o desde um ajuste manual ate´ um projeto de-
talhado do controlador com base em um modelo da planta. Um me´todo muito
utilizado foi proposto por Ziegler e Nichols em 1940, principalmente para
casos em que o modelo matema´tico do sistema a ser controlado e´ desconhe-
cido, o que na˜o impede a sua aplicac¸a˜o em sistemas com modelos conhecidos
tambe´m. Entretanto, de acordo com Ogata (2011), como a proposta de sin-
tonia de Ziegler e Nichols tem por objetivo atenuar rapidamente possı´veis
perturbac¸o˜es que sejam introduzidas no sistema, esse me´todo pode resultar em
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um controle com um sobressinal elevado no regime transito´rio de seguimentos
de refereˆncia, tornando-se necessa´rios novos ajustes para se obter uma resposta
mais aceita´vel. Para tanto, existem diversas verso˜es modificadas do me´todo de
Ziegler-Nichols na literatura, ale´m de diversos outros me´todos propostos por
diferentes autores, como Cohen e Coon (1953), Tyreus e Luyben (1992) e Tan
et al. (2012).
Outro me´todo de sintonia de controladores PID e´ o Lugar Geome´-
trico das Raı´zes, desenvolvido por Walter R. Evans em 1950. Segundo Ogata
(2011), essa te´cnica determina o caminho percorrido pelos polos de malha
fechada graficamente de acordo com a variac¸a˜o dos paraˆmetros do sistema,
sendo considerado um me´todo ra´pido para obtenc¸a˜o de respostas aproximadas.
Apesar de esse me´todo ser bastante geral e ter aplicac¸a˜o no projeto de diferen-
tes estruturas de controle, ele pode ser tambe´m empregado para definic¸a˜o dos
ganhos de controladores PID.
Na pra´tica industrial, muitas vezes sa˜o empregados me´todos manuais
de ajuste para encontrar os ganhos do controlador, entretanto, existem alguns
estudos mostrando que cerca de 85% das malhas de controle baseadas em
algoritmo PID esta˜o mal sintonizadas. Isso pode ocasionar diversos problemas,
como o aumento no consumo de energia ele´trica e desgaste de va´lvulas, resul-
tando em manutenc¸o˜es mais frequentes, que fazem com que o processo seja
interrompido com mais frequeˆncia, ocasionando a diminuic¸a˜o na qualidade do
produto final (DILLENBURG, 2011).
Segundo Visioli (2006), podem ocorrer algumas situac¸o˜es em que
a amplitude do sinal de controle ira´ saturar, permanecendo fora da regia˜o
linear do atuador. Assim sendo, pode haver uma divergeˆncia entre o sinal
calculado pelo controlador e o sinal efetivamente aplicado na planta, fenoˆmeno
conhecido como windup. De acordo com Neto (2005), a dinaˆmica em malha
fechada ou ate´ mesmo o desempenho do sistema podem ser deteriorados em
consequeˆncia disso, ja´ que o termo integral do controlador pode atingir valores
elevados devido ao fato de que o erro do sistema continua a ser integrado. Isso
acaba gerando um sobressinal elevado, pois o erro deve permanecer negativo
por um perı´odo de tempo muito longo a fim de trazer o termo integral de
volta ao estado estaciona´rio. Para corrigir este problema, alguma te´cnica anti-
windup deve ser aplicada ao controlador PID, a qual pode ter cara´ter linear ou
na˜o-linear.
De acordo com Trentelman e Willems (2012), qualquer sistema esta´
sujeito a restric¸o˜es do atuador, assim como muitas vezes ele deve satisfazer
mais de um objetivo e, consequentemente, necessita operar em diferentes
modos de controle. Se as condic¸o˜es de operac¸a˜o exigirem uma mudanc¸a de
modo, um esquema de selec¸a˜o utiliza aquele mais apropriado a` situac¸a˜o. Em
adic¸a˜o ao fenoˆmeno windup, nesta comutac¸a˜o, a desigualdade entre as saı´das
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de diferentes controladores causa uma descontinuidade na entrada da planta do
sistema, requerendo uma transic¸a˜o mais suave (bumpless) entre os diferentes
modos de operac¸a˜o. Dessa forma, caso existam variac¸o˜es nos paraˆmetros ou na
estrutura do controlador, e´ necessa´rio tambe´m aplicar te´cnicas de transfereˆncia
bumpless.
Nos u´ltimos anos, processadores que realizam ca´lculos em alta ve-
locidade esta˜o sendo cada vez mais desenvolvidos, possibilitando o uso de
sistemas de controle implementados de modo digital. Segundo Nise (2002),
as vantagens do controle digital sobre o analo´gico podem ser divididas em
treˆs: reduc¸a˜o de custos ao serem implementados algoritmos mais complexos,
flexibilidade para modificac¸a˜o de paraˆmetros no projeto e um grau maior de
imunidade a ruı´dos e interfereˆncias em relac¸a˜o ao controlador analo´gico.
2.2 CONTROLE PREDITIVO
Uma ampla variedade de estrate´gias de controle teˆm se tornado popu-
lares e muito eficientes desde o fim da de´cada de setenta, devido ao fato de
fazerem uso explı´cito de um modelo do processo a fim de obter o sinal de
controle que consiga minimizar uma func¸a˜o objetivo. Essas estrate´gias fazem
parte do que e´ denominado controle preditivo baseado em modelo (MPC)
(CAMACHO; BORDONS, 1999).
De acordo com Camacho e Bordons (1999), todos os controladores
preditivos baseados em modelo possuem treˆs conceitos ba´sicos:
• uso explı´cito de um modelo a fim de prever a saı´da do processo real em
instantes futuros de tempo num determinado horizonte de predic¸a˜o;
• ca´lculo de uma sequeˆncia de controle que seja capaz de minimizar uma
func¸a˜o objetivo;
• a cada intervalo de tempo, e´ gerado um conjunto de sinais de controle,
pore´m o horizonte de controle e´ deslocado para o futuro e apenas o
primeiro elemento da sequeˆncia e´ aplicado a` entrada do sistema.
Atualmente, o controle preditivo, apesar de ter sido idealizado inici-
almente para a indu´stria petroquı´mica, teˆm sido aplicado cada vez mais em
outras a´reas. Isso deve-se ao fato de que o controle preditivo baseado em
modelo possui diversas caracterı´sticas atrativas para aplicac¸a˜o (CAMACHO;
BORDONS, 1999), tais como:
• pode ser aplicado em diversos processos, desde os mais simples ate´
mesmo os mais complexos;
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• e´ capaz de incluir um controle de pre´-alimentac¸a˜o de perturbac¸a˜o (feed
forward) quando a mesma pode ser medida;
• dependendo das necessidades do projeto, e´ possı´vel adicionar explicita-
mente restric¸o˜es para serem tratadas pelo controlador, que podem ser,
por exemplo, no valor da saı´da do processo, no incremento de controle
e no sinal de controle;
• e´ capaz de tratar de forma fa´cil refereˆncias futuras conhecidas para
antecipar a resposta do sistema;
• possui uma metodologia baseada em alguns princı´pios ba´sicos, mas que
permite ao projetista estender a sua aplicac¸a˜o, se necessa´rio.
A estrutura ba´sica de um MPC (Figura 1) e´ formada por um modelo
matema´tico do processo, a trajeto´ria de refereˆncia que define qual sera´ o
comportamento futuro desejado da saı´da do processo, um preditor que fornece
uma predic¸a˜o de como a saı´da se comportara´ tendo como base o seu valor atual
e o modelo da planta, e um otimizador que minimiza uma func¸a˜o objetivo
a cada instante de tempo, obtendo assim um sinal de controle que consiga
garantir um desempenho desejado do sistema.
Figura 1 – Estrutura ba´sica de um MPC.
Fonte: adaptado de Camacho e Bordons, 1999.
Atualmente, existem algumas te´cnicas de controle preditivo que pos-
suem grande impacto no meio industrial, sendo consideradas as representantes
36
do atual estado da arte da tecnologia MPC (Camacho e Bordons, 1999), en-
tre as quais e´ possı´vel citar o controle por matriz dinaˆmica (dynamic matrix
control - DMC) (Cutler e Ramaker, 1979), controle preditivo generalizado (ge-
neralized predictive control - GPC) (Clarke, Mohtadi e Tuffs, 1987a) (Clarke,
Mohtadi e Tuffs, 1987b), controle preditivo funcional (predictive functional
control - PFC) (Astro¨m, Richalet e O’Donovan, 2009), controle preditivo
o´timo (optimum predictive control - OPC) (Berlin e Frank, 1992) e tecnologia
de controle preditivo baseado em modelo robusto (robust model predictive
control technology - RMPCT) (Bemporad e Morari, 1999), apesar de existirem
outras.
2.2.1 Controle Preditivo Generalizado
Um dos controladores mais difundidos na literatura e´ o GPC, proposto
em (Clarke, Mohtadi e Tuffs, 1987a) e (Clarke, Mohtadi e Tuffs, 1987b), o
qual tem se tornado um dos me´todos MPC mais populares, tanto no aˆmbito
acadeˆmico quanto no industrial, apresentando um bom desempenho e um certo
grau de robustez. De acordo com Clarke, Mohtadi e Tuffs (1987c), esta te´cnica
possui vantagens em relac¸a˜o a`s propostas anteriores de MPC, como o fato de
poder ser aplicado a sistemas insta´veis em malha aberta.
A diferenc¸a entre os algoritmos de controle preditivo esta´ essencial-
mente no tipo de modelo utilizado e na forma da func¸a˜o objetivo. O controlador
GPC representa um modelo do sistema na forma CARIMA (do ingleˆs, control-
led auto-regressive integrating moving-average), trazendo vantagens como a
eliminac¸a˜o de offsets (CLARKE; MOHTADI; TUFFS, 1987a, 1987b). De acordo
com Camacho e Bordons (1999), o modelo CARIMA e´ dado por:
A(z−1)y(k) = B(z−1)z−du(k−1)+C(z−1)ξ (k)
∆
ou, equivalentemente,
A(z−1)∆y(k) = B(z−1)z−d∆u(k−1)+C(z−1)ξ (k) (2.4)
com
∆= 1− z−1 (2.5)
garantindo uma lei de controle integral, onde y(k) representa a sequeˆncia da
saı´da do sistema a ser controlado, u(k) e´ a sequeˆncia de controle aplicada a`
planta, ξ (k) e´ um sinal de ruı´do branco com me´dia nula e d representa o atraso
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do sistema. Os polinoˆmios A(z−1), B(z−1) e C(z−1) sa˜o definidos como:
A(z−1) = 1+a1z−1+a2z−2+ . . .+anaz−na
B(z−1) = b0+b1z−1+b2z−2+ . . .+bnbz−nb
C(z−1) = 1+ c1z−1+ c2z−2+ . . .+ cncz−nc
Geralmente, por simplicidade, o polinoˆmio C(z−1) e´ definido com um
valor constante igual a 1 (CAMACHO; BORDONS, 1999). Com isso, o modelo
CARIMA e´ empregado para calcular a predic¸a˜o da saı´da em um determinado
horizonte de tempo a` frente (LLOYD, 2011).
O ca´lculo da ac¸a˜o de controle e´ realizado atrave´s da minimizac¸a˜o de um
crite´rio formado por uma func¸a˜o quadra´tica medindo o erro entre a saı´da pre-
dita do sistema e a trajeto´ria de refereˆncia futura mais uma func¸a˜o quadra´tica
medindo o esforc¸o de controle ao longo de um horizonte de controle, que na˜o
precisa ser igual ao horizonte de predic¸a˜o, necessariamente. Matematicamente,
tem-se o custo J expresso como:
J =
N2
∑
j=N1
δ( j)[w(k+ j)− yˆ(k+ j|k)]2+
Nu
∑
j=1
λ( j)[4u(k+ j)]2 (2.6)
onde:
• N1 e N2 sa˜o os valores mı´nimo e ma´ximo, respectivamente, de horizonte
de predic¸a˜o;
• Nu e´ o horizonte de controle;
• δ( j) e λ( j) sa˜o ponderac¸o˜es escalares para um j definido em cada parcela
da func¸a˜o objetivo;
• yˆ(k+ j|k) e´ o valor predito, no instante k, da saı´da do sistema no instante
(k+ j);
• w(k+ j) e´ o valor da refereˆncia futura do sistema no instante (k+ j);
• 4u(k+ j) e´ o incremento de controle no instante (k+ j).
Em um controlador GPC existem cinco paraˆmetros de ajuste, sendo eles
N1, N2, Nu, δ( j) e λ( j). Apesar de ser difı´cil encontrar uma relac¸a˜o analı´tica
entre os paraˆmetros de ajuste e as caracterı´sticas da resposta para uma planta
qualquer, os paraˆmetros de ajuste possuem singificado fı´sico bastante claro e o
projeto tipicamente e´ realizado com base nesse significado. Tipicamente, o
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valor de N1 e´ igual a 1, pois a ac¸a˜o de controle tomada no instante zero na˜o
influencia a saı´da instantaneamente, portanto o erro so´ pode ser observado no
pro´ximo intervalo de tempo. De acordo com Pereira (1997), se a escolha para
N1 for maior que 1 e a planta na˜o tiver atraso, o processo de otimizac¸a˜o deixa
de levar em considerac¸a˜o os dados do inı´cio do comportamento transito´rio.
Entretanto, quando o sistema possui um atraso de transporte d, o inı´cio
e fim do horizonte de predic¸a˜o passam a ser N1 = (d+1) e N2 = (d+N), ja´
que a tomada de ac¸o˜es de controle no instante k tera´ efeito na saı´da somente
apo´s a decorreˆncia do tempo (d + 1), ou seja, no instante (k+ d + 1). Isso
garante que na˜o haja carga computacional adicional. Em relac¸a˜o aos horizontes
de controle e predic¸a˜o, Nu e N = (N2−N1), existem vantagens que envolvem
o processamento de dados quando Nu e´ menor, isto e´, a complexidade de um
problema ira´ depender do tamanho escolhido para o horizonte de controle
(JAHAGIRDAR; DAN, 2015).
Para aplicac¸a˜o em sistemas esta´veis em malha aberta, em alguns casos
chega-se a empregar Nu = 1, apesar de ser mais comum o emprego de valores
um pouco maiores, como forma de oferecer mais liberdade ao controlador con-
siderando um horizonte de decisa˜o maior. O horizonte de predic¸a˜o, por outro
lado, tipicamente e´ escolhido de forma que seja observado todo o transito´rio e
parte da resposta em regime permanente, ou seja, tipicamente escolhe-se um
valor maior que o tempo de acomodac¸a˜o esperado para a resposta em malha
fechada.
A determinac¸a˜o dos valores das ponderac¸o˜es escalares δ( j) e λ( j) influ-
encia diretamente na importaˆncia dada a` minimizac¸a˜o do erro e seguimento de
refereˆncia ou do esforc¸o de controle. Tipicamente, os valores de δ( j) e λ( j) sa˜o
constantes ao longo dos horizontes. Na pra´tica, e´ comum que os valores de N
e Nu sejam definidos em um primeiro momento em func¸a˜o das caracterı´sticas
do processo a ser controlado e, posteriormente, utilizar apenas δ( j) e λ( j) como
paraˆmetros de ajuste ate´ que seja alcanc¸ada a resposta do sistema desejada.
De acordo com Rossiter (2003), o efeito de pequenas variac¸o˜es de
λ( j) na˜o e´ significativo quando N possui um valor elevado, ja´ que a func¸a˜o
custo e´ fortemente dominada pela parcela referente ao erro. Pore´m, quando
o paraˆmetro N e´ definido como um valor menor, a ponderac¸a˜o λ( j) possui
grande impacto na func¸a˜o, ja´ que o custo na˜o e´ mais dominado por erros
de rastreamento. Tipicamente em casos monovaria´veis, o paraˆmetro δ( j) e´
assumido como possuindo valor unita´rio, ja´ que o que influencia no valor do
sinal de controle o´timo e´ a raza˜o entre δ( j) e λ( j), quando constantes ao longo
dos horizontes.
Sendo N =N2−N1, e´ possı´vel escrever a func¸a˜o objetivo J em notac¸a˜o
matricial, onde a refereˆncia futura ~w∈RN , a saı´da predita ~ˆy∈RN , o esforc¸o de
controle ~4u ∈ RNu e as matrizes de ponderac¸a˜o Qδ ∈ RN×N e Qλ ∈ RNu×Nu
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tornam-se
~w =

w(k+N1)
w(k+N1+1)
...
w(k+N2)
 , ~ˆy =

yˆ(k+N1|k)
yˆ(k+N1+1|k)
...
yˆ(k+N2|k)
 ,
4~u =

4u(k)
4u(k+1)
...
4u(k+Nu−1)
 , Qδ =

δN1 0 0 0 . . . 0
0 δN1+1 0 0 . . . 0
0 0 δN1+2 0 . . . 0
...
...
...
...
. . . 0
0 0 0 0 . . . δN2
 e
Qλ =

λ0 0 0 0 . . . 0
0 λ1 0 0 . . . 0
0 0 λ2 0 . . . 0
...
...
...
...
. . . 0
0 0 0 0 . . . λNu−1
 .
A saı´da predita do modelo do processo, ~ˆy, e´ composta por duas respos-
tas: forc¸ada e livre. A primeira refere-se a` parcela da resposta provocada pelas
ac¸o˜es futuras de controle e a segunda resposta e´ constituı´da por elementos que
na˜o sa˜o influenciados por tais fatores, ou seja, como o processo se comporta-
ria a partir do momento em que 4u(k+ j) = 0, para todo e qualquer j ≥ 0
(CAMACHO; BORDONS, 1999). Enta˜o:
~ˆy = G4~u+~f , (2.7)
onde
G =

g1 0 0 . . . 0
g2 g1 0 . . . 0
g3 g2 g1 . . . 0
...
...
...
. . . 0
gN2 gN2−1 gN2−2 . . . . . .
 e ~f =

f (k+N1)
f (k+N1+1)
...
f (k+N2)
 ,
em que gi representa os valores das respostas do sistema a uma entrada do
tipo degrau unita´rio i instantes de tempo depois de passado o atraso e f (k+ j)
se refere a` resposta livre no instante k+ j. Portanto, como a saı´da predita do
40
sistema depende diretamente do sinal de controle, a func¸a˜o objetivo J torna-se
J = (~w−~ˆy)T Qδ (~w−~ˆy)+4~uT Qλ 4~u
= (~w−G4~u−~f )T Qδ (~w−G4~u−~f )+4~uT Qλ 4~u,
(2.8)
a qual pode ser reescrita de forma a seguir os paraˆmetros impostos pela
programac¸a˜o quadra´tica, que e´ definida por um problema de otimizac¸a˜o com
func¸a˜o objetivo quadra´tica, ou seja,
J =
1
2
~xT H~x+~fo
T
~x+ l. (2.9)
Portanto, tendo como base a equac¸a˜o (2.9), fazendo-se os ca´lculos
aritme´ticos necessa´rios e reagrupando termos em comum na equac¸a˜o (2.8),
tem-se que
J =
1
2
4~uT [2(GT QδG+Qλ )]4~u+[2(~f −~w)T QδG]4~u+ l. (2.10)
Por semelhanc¸a entre as equac¸o˜es (2.9) e (2.10), H = 2(GT QδG+Qλ )
na func¸a˜o objetivo da equac¸a˜o (2.8) e ~fo
T
= 2(~f − ~w)T QδG. O termo l,
chamado de offset da func¸a˜o, pode ser descartado dos ca´lculos pelo fato de
na˜o influenciar em relac¸a˜o a` obtenc¸a˜o do ponto mı´nimo. Por esse motivo na˜o
foi explicitamente desenvolvido na equac¸a˜o (2.10). Finalmente, a partir da
equac¸a˜o (2.11), e´ possı´vel minimizar a func¸a˜o objetivo:
J =
1
2
4~uT H4~u+~f To 4~u. (2.11)
A partir deste ca´lculo, sa˜o obtidos os valores dos incrementos de con-
trole futuros como soluc¸a˜o do problema de programac¸a˜o quadra´tica. E´ im-
portante salientar que somente o primeiro elemento do vetor4~u e´ aplicado
no instante k e que este procedimento de ca´lculo e´ repetido a cada perı´odo de
amostragem (DUTRA, 2003).
2.2.2 Restric¸o˜es
Geralmente, o projeto de controladores tradicionais e´ realizado sem
levar em considerac¸a˜o, de maneira explı´cita, alguma possı´vel limitac¸a˜o nos
sinais envolvidos. Entretanto, na pra´tica, qualquer processo possui algum tipo
de restric¸a˜o, que pode ser de seguranc¸a, fı´sica, tecnolo´gica, entre outras, depen-
dendo da necessidade individual de cada sistema. Quando houver restric¸o˜es no
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processo, essas devem ser respeitadas pelo controlador, evitando que o sistema
se comporte de modo indesejado em malha fechada (PEREIRA, 1997), podendo
ate´ mesmo ocasionar paradas emergenciais e, consequentemente, tempo na˜o
produtivo da planta (LIMA, 2013).
De acordo com Lima (2013), o uso de restric¸o˜es aumenta a complexi-
dade do ca´lculo de controle, um problema que pode surgir tanto no perı´odo
transito´rio quanto em regime permanente. No primeiro caso, quando existi-
rem perturbac¸o˜es ou uma grande mudanc¸a no valor de refereˆncia, o sistema
torna-se incapaz de responder satisfatoriamente a tais circunstaˆncias, ja´ que
na˜o e´ possı´vel fazer com que a resposta retorne a` regia˜o permitida durante
um determinado perı´odo. No segundo caso, o sistema de controle torna-se
infactı´vel quando os objetivos sa˜o inexecuta´veis (CAMACHO; BORDONS, 1999).
Existem treˆs restric¸o˜es mais comuns, representadas como restric¸o˜es de
desigualdade, em controladores GPC:
• restric¸a˜o no incremento de controle,4u(k+ j);
• restric¸a˜o no sinal de controle, u(k+ j);
• restric¸a˜o na varia´vel de processo, yˆ(k+ j|k).
Para realizar o coˆmputo do sinal de controle em um controlador GPC,
resolve-se um problema de programac¸a˜o quadra´tica, que deve ter restric¸o˜es
afins em func¸a˜o das varia´veis de decisa˜o. Dessa forma, todas as restric¸o˜es
devem ser expressas em func¸a˜o do incremento de controle (PEREIRA, 1997),
como se segue:
A4~u≤~b 7→

A1
A2
A3
...
4~u≤

b1
b2
b3
...
 . (2.12)
Em relac¸a˜o a` restric¸a˜o no incremento de controle, 4u(k+ j) deve
permanecer entre um valor mı´nimo u e um valor ma´ximo u. Sendo assim,
considerando-se a restric¸a˜o em todo o horizonte de controle Nu, tem-se
u

1
1
...
1

Nu
≤

4u(k)
4u(k+1)
...
4u(k+Nu−1)
≤ u

1
1
...
1

Nu
.
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Expressando a restric¸a˜o em func¸a˜o de4~u, tem-se que[
I
−I
]
4~u(k)≤
[
~1u
−~1u
]
, (2.13)
onde I e´ uma matriz identidade e~1 e´ um vetor composto apenas por nu´meros
1 com dimensa˜o Nu.
A partir do conceito apresentado anteriormente, ao aplicar-se uma
restric¸a˜o no sinal de controle u(k+ j), este deve permanecer entre um valor
mı´nimo U e um ma´ximo U . Portanto,
U

1
1
...
1

Nu
≤

u(k)
u(k+1)
...
u(k+Nu−1)
≤

1
1
...
1

Nu
U .
Sabendo-se que o valor do sinal de controle atual e´ igual ao sinal de
controle no instante anterior mais o incremento de controle atual, isto e´,
u(k) = u(k−1)+4u(k),
enta˜o
U ~1≤

u(k−1)+4u(k)
u(k−1)+4u(k)+4u(k+1)
u(k−1)+4u(k)+4u(k+1)+4u(k+2)
...
≤~1 U .
A fim de encontrar uma maneira de expressar essa restric¸a˜o de acordo
com a equac¸a˜o (2.12), isola-se4~u(k) na matriz central:
(U−u(k−1))~1≤

1 0 0 . . . 0
1 1 0 . . . 0
1 1 1 . . . 0
...
...
...
. . .
...
1 1 1 1 1

︸ ︷︷ ︸
T
4~u≤~1 (U−u(k−1)),
portanto [
T
−T
]
4~u≤
[
(U−u(k−1))~1
−(U−u(k−1))~1
]
, (2.14)
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onde T e´ uma matriz triangular inferior de nu´meros 1 e dimensa˜o Nu×Nu.
A terceira restric¸a˜o de desigualdade a ser tratada e´ imposta no sinal de
saı´da do sistema. Como na˜o se tem acesso aos valores futuros da saı´da do
sistema, empregam-se as predic¸o˜es, yˆ(k+ j), ou seja,
y≤ yˆ(k+ j)≤ y, ∀ N1 ≤ j ≤ N2.
Sabendo-se que
~ˆy = G4~u+~f ,
enta˜o
~1 y≤ G4~u+~f ≤~1 y.
Portanto, utilizando-se da formulac¸a˜o em (2.12),[
G
−G
]
4~u≤
[
~1 y−~f
−(~1 y−~f )
]
, (2.15)
onde G e´ a matriz contendo os elementos da resposta ao degrau de dimensa˜o
(N×Nu) e, consequentemente, o vetor de nu´meros 1 passa a ter dimensa˜o N.
Se o modelo utilizado para representar o processo real na˜o for cons-
truı´do de modo rigoroso, na˜o ha´ como garantir que essa restric¸a˜o sera´ obede-
cida pela planta. Uma restric¸a˜o imposta sobre o sinal e incremento de controle
pode ser garantida, ja´ que ha´ domı´nio total sobre as ac¸o˜es do controlador, ao
contra´rio da saı´da do sistema, visto que neste caso e´ necessa´rio confiar em sua
predic¸a˜o.
2.3 CONTROLE EM CASCATA
Dentre as estruturas de controle em malha fechada, a mais convencional
e´ composta por uma malha, que conte´m um controlador apenas. Pore´m, a sua
desvantagem e´ que no caso de ocorreˆncia de uma perturbac¸a˜o, o controle ira´
atuar sobre o sistema somente apo´s a perturbac¸a˜o ser percebida na varia´vel de
processo. Em aplicac¸o˜es industriais e´ comum a implementac¸a˜o de um sistema
em malha fechada com apenas um controlador, que consegue satisfatoriamente
atender aos requisitos de projeto. Contudo, a` medida que os requisitos do
sistema passam a ser mais exigentes, o controle em malha fechada convencio-
nal e´ inaceita´vel, ja´ que torna-se incapaz de atender a todas as necessidades
do processo, reduzindo o seu desempenho consideravelmente em relac¸a˜o ao
desempenho que pode ser obtido com o emprego de estruturas de controle
mais complexas (SMITH; CORRIPIO, 1997). A arquitetura em cascata e´ um dos
me´todos mais importantes e eficientes para o desenvolvimento de um sistema
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de controle, assim como para tratar perturbac¸o˜es. A estrutura ba´sica de um
controle em cascata e´ mostrada na Figura 2, sendo representada no domı´nio
da transformada de Laplace.
Figura 2 – Arquitetura geral do controle em cascata.
Ce(s)
Ee(s) Ue(s)
Ci(s)
Ei(s)
Gi(s)
Ui(s)R(s) Yi(s)
− Ge(s)
Ye(s)
−
Fonte: adaptado de Castrucci, Bittar e Sales, 2011.
Observando a Figura 2, que apresenta um sistema contı´nuo no tempo:
• R(s) e´ a representac¸a˜o da refereˆncia do sistema (set point);
• Ee(s) e´ o erro entre a refereˆncia e o valor medido do sistema da malha
externa;
• Ce(s) e´ o controlador da malha externa;
• Ue(s) e´ o sinal de controle gerado por Ce(s), mas tambe´m o valor de
refereˆncia para o sistema da malha interna;
• Ei(s) e´ o erro entre a refereˆncia e o valor medido do sistema da malha
interna;
• Ci(s) e´ o controlador da malha interna;
• Ui(s) e´ o sinal de controle gerado por Ci(s);
• Gi(s) e´ a planta, ou seja, o modelo do sistema da malha interna;
• Yi(s) e´ a saı´da do sistema de malha interna;
• Ge(s) e´ a planta do sistema da malha externa;
• Ye(s) e´ a saı´da do sistema de malha externa e, consequentemente, a saı´da
total do sistema de controle em cascata.
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Como e´ possı´vel observar na Figura 2, a arquitetura em cascata e´ for-
mada por duas malhas fechadas de controle, nu´mero que pode ser estendido
dependendo das necessidades do projeto, chamadas de malha interna e malha
externa. Segundo Smith e Corripio (1997), a considerac¸a˜o mais importante
em um controle em cascata e´ que a malha interna deve ter o tempo de as-
sentamento significativamente mais ra´pido que o da malha externa. Quanto
maior for a diferenc¸a entre esses tempos melhor, visto que essa diferenc¸a
entre as constantes de tempo das duas malhas permite o projeto separado dos
controladores interno e externo.
O ajuste dos controladores tipicamente e´ realizado de dentro para fora,
ou seja, o controlador da malha interna e´ o primeiro a ser projetado. Como
o controlador interno e´ construı´do em cascata, esta acaba se tornando uma
pra´tica para checar o seu funcionamento antes de proceder para o projeto do
controlador externo. O controlador da malha externa tem como planta toda
a malha interna em se´rie com a planta externa. Caso o controlador da malha
interna tenha ac¸a˜o integral e tenha uma dinaˆmica muito mais ra´pida que a
desejada para a malha externa, toda a malha interna pode ser aproximada por
um ganho esta´tico unita´rio, visto que o controlador da malha interna fara´ a
saı´da seguir a refereˆncia que for passada pelo controlador externo (SMITH;
CORRIPIO, 1997). Isso torna claro a efica´cia de implementac¸a˜o de um controle
em cascata, ou seja, quaisquer perturbac¸o˜es que possam ocorrer no processo
da malha interna, sera˜o efetivamente compensadas antes de afetarem o sistema
por completo (VISIOLI, 2006).
Enquanto o controlador da malha interna esta´ encarregado de levar
a resposta do processo interno a um valor desejado e rejeitar perturbac¸o˜es
rapidamente, o controlador da malha externa e´ responsa´vel por controlar a
planta externa, enquanto define os valores de refereˆncia para o lac¸o interno,
melhorando o desempenho do sistema.
A estrate´gia de controle em cascata e´ aplicada em diversas a´reas do co-
nhecimento que va˜o desde processos quı´micos a sistemas ele´tricos e mecaˆnicos.
Camacho e Bordons (2015) trazem um exemplo de aplicac¸a˜o de uma arqui-
tetura em cascata em seu artigo, tendo como foco a aplicac¸a˜o de controle
GPC em um processo dentro de uma fa´brica de ac¸u´car. Este caso combina
as vantagens do MPC com a facilidade de implementac¸a˜o de controladores
comumente encontrados na indu´stria. Devido ao fato de os requisitos com-
putacionais serem simples, no caso descrito no artigo, dois algoritmos GPC
puderam ser implementados como controladores em cascata. A aplicac¸a˜o pro-
posta foi testada e implementada em uma indu´stria de ac¸u´car, onde o objetivo
principal era torna´-la auto suficiente no que diz respeito ao consumo de a´gua.
Com base nisso, os autores Camacho e Bordons (2015) desenvolveram uma
formulac¸a˜o GPC, fa´cil de implementar e fazer possı´veis ajustes, que e´ va´lida
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para grande parte dos processos industriais. Como a estrate´gia foi executada
em plantas reais, em alguns casos, viu-se a necessidade de modificac¸o˜es no
algoritmo original a fim de atender a todas as incertezas do processos. Com
isso, os autores deixaram claro que e´ possı´vel utilizar, de maneira simples e
robusta, uma estrutura em cascata implementando controladores preditivos
baseados em modelo, nesse caso, o GPC.
Ja´ em Xiuying et al. (2016) e´ proposto um novo me´todo de controle,
definido como Controle Preditivo Generalizado Adaptativo em Cascata (do
ingleˆs, Adaptive Cascade Generalized Predictive Control - ACGPC) que,
segundo os autores, e´ mais simples e muito mais eficaz. O ACGPC e´ uma
estrate´gia baseada em GPC, onde os controladores interno e externo sa˜o
substituı´dos por um controlador preditivo generalizado em cascata que pode
se adaptar ao longo do tempo. No artigo, sa˜o apresentados dois exemplos de
implementac¸a˜o dessa estrate´gia a fim de comprovar que todas as propriedades
vantajosas de um controle em cascata esta˜o mantidas nesse me´todo e que
os controladores podem ser auto ajusta´veis, caracterı´stica interessante para
aplicac¸o˜es industriais nas quais e´ necessa´ria uma resposta ra´pida do sistema
de controle e existe variac¸a˜o do modelo ao longo do tempo ou do ponto de
operac¸a˜o.
A estrutura de controle em cascata tambe´m pode ser aplicada a sistemas
que possuem atrasos de transporte, como e´ o caso apresentado em (Padhan
e Reddy, 2016). O artigo sugere uma estrutura em cascata contendo um
esquema com um filtro compensador de tempo morto incorporado a` malha
externa do sistema. O crite´rio de estabilidade de Routh Hurwitz e´ empregado
para projetar o controlador da malha externa, enquanto que o controle da malha
interna e´ desenvolvido por aproximac¸o˜es. Os resultados apresentados foram
satisfato´rios, demonstrando bom desempenho no caso nominal e robustez no
caso da variac¸a˜o parame´trica.
Uma das principais a´reas de aplicac¸a˜o da estrate´gia de controle em
cascata e´ o controle de sistemas ele´tricos. O artigo de Garcia, Rodriguez e
Silva (2016) valida experimentalmente um novo esquema de controle para sis-
temas de acionamento ele´trico, nomeado como controle preditivo em cascata
de velocidade e corrente, implementando tambe´m um controlador preditivo ba-
seado em modelo nas duas malhas. Nesse caso, os autores realizam o controle
da velocidade de um motor de corrente alternada utilizando um inversor de
frequeˆncia, sendo que a malha interna controla a corrente do estator, enquanto
que a malha externa controla a velocidade. Os resultados experimentais mos-
traram que a estrate´gia proposta forneceu um desempenho ao sistema que e´
compara´vel a`s estrate´gias de controle cla´ssicas, mas que esta´ livre de sobre-
carga e proporciona uma melhor resposta temporal. Eles concluı´ram que esta
estrate´gia possui um bom desempenho para muitas aplicac¸o˜es, mas passa a ter
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algumas limitac¸o˜es de largura de banda que podem se tornar um problema em
casos nos quais a resposta dinaˆmica e´ considerada um requisito crı´tico.
2.4 IMPLEMENTAC¸A˜O DE CONTROLADORES EM SISTEMAS OPERA-
CIONAIS DE TEMPO REAL
Existem duas maneiras de implementar um controlador em um sistema
em malha fechada: analo´gica e digital. A vantagem mais importante que o con-
trole digital possui sobre o analo´gico e´ a flexibilidade em realizar modificac¸o˜es
na lei de controle mesmo apo´s o hardware projetado ter sido fixado, ja´ que
o ca´lculo do sistema de controle e´ realizado no software, significando uma
otimizac¸a˜o no tempo de processamento. Para o controle de plantas contı´nuas
no tempo, o controlador digital faz uso de conversores A/D (analo´gico/digital)
e D/A (digital/analo´gico), tornando o sistema em malha fechada hı´brido, ou
seja, contendo tanto sinais analo´gicos quanto digitais (FRANKLIN; POWELL;
EMAMI-NAEINI, 2002).
A implementac¸a˜o de um controlador digital pode ser realizada por meio
da utilizac¸a˜o de diferentes ferramentas. Nos u´ltimos anos, os hardwares de
alto desempenho avanc¸aram de modo significativo, acompanhando a pro´pria
evoluc¸a˜o dos microcontroladores. Com isso, novos hardwares surgem com
algumas vantagens, como o oferecimento de sistemas operacionais de tempo
real e a possibilidade de implementac¸a˜o do controle em um u´nico circuito
integrado, atrave´s do uso de FPGAs (SANTANA, 2006).
De acordo com Tekin (2010), um sistema em tempo real e´ aquele
em que a melhoria de uma resposta na˜o depende apenas da correc¸a˜o dos
ca´lculos realizados, mas tambe´m da entrega do sinal com um limite de tempo
ma´ximo predefinido. Existem diferentes maneiras de medir o desempenho e
robustez do sistema de controle, como o tempo de ciclo do lac¸o de controle,
o determinismo e o jitter. Este u´ltimo, geralmente utilizado em sistemas de
controle, segundo Yamamoto e Azevedo (2013, p. 2), “e´ a variac¸a˜o do tempo
real do ciclo do loop e do tempo desejado”. Em sistemas operacionais de
propo´sito geral, a estabilidade do sistema de controle na˜o pode ser garantida,
ja´ que o jitter e´ ilimitado, entretanto, em um sistema de controle implementado
em um processador de tempo real, e´ possı´vel garantir um jitter do lac¸o de
controle menor que 100 milissegundos (YAMAMOTO; AZEVEDO, 2013).
E´ comum associar o desempenho de tempo real com o aumento da
velocidade de execuc¸a˜o de um programa, ja´ que esse tipo de processamento
fornece uma temporizac¸a˜o mais precisa e previsı´vel. Na maioria das vezes,
as aplicac¸o˜es de tempo real sa˜o embarcadas, incorporando caracterı´sticas de
temporizac¸a˜o limitada e atuando como um hardware dedicado (YAMAMOTO;
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AZEVEDO, 2013). A definic¸a˜o de sistemas em tempo real para a implementac¸a˜o
de controladores digitais vem sendo muito estudada e aplicada, devido a`s
vantagens fornecidas por esse tipo de pra´tica.
Um exemplo disso e´ apresentado pelos autores Sigarev, Kuzmina e
Krasilnikov (2016), que propo˜em um sistema de controle em tempo real apli-
cado a um motor de corrente contı´nua. O sistema de controle foi dividido em
duas partes: o projeto do motor e do hardware utilizado e o desenvolvimento
do controle implementado atrave´s de uma ferramenta (toolbox) disponı´vel no
software MATLAB, Matlab Real-Time Windows Target Toolbox, que permite
testar, simular e ajustar paraˆmetros em tempo real de um sistema. Com isso,
os autores verificaram que o modelo do motor utilizado para a simulac¸a˜o do
sistema de controle em tempo real produzia uma dinaˆmica de resposta muito
parecida com a implementac¸a˜o do controlador no sistema real, concluindo que
essa arquitetura fornece a habilidade de construir e analisar qualquer algoritmo
de controle implementado no MATLAB.
A implementrac¸a˜o de controladores em sistemas de tempo real traz
uma vantagem importante no que diz respeito a uma economia significativa no
tempo de execuc¸a˜o da atuac¸a˜o do controlador sobre o processo, tornando-se
capaz de atender ate´ mesmo a requisitos mais crı´ticos de tempo. O software
geralmente utilizado por projetistas para desenvolver um sistema de controle
e´ o MATLAB, o qual possui diversas opc¸o˜es que auxiliam na simulac¸a˜o de
processos. Entretanto, o software LabVIEW possui conjuntos de ferramentas
(toolkits) que veˆm facilitando implementac¸o˜es em tempo real, por exemplo,
sendo muito empregado no aˆmbito industrial (TEKIN, 2010).
Como exemplo, em (Liu, Zhang e Wang, 2009) e´ implementado
um controlador PID da posic¸a˜o de um servo motor no software LabVIEW,
aproveitando-se dos recursos de um mo´dulo para sistemas em tempo real
chamado Real-Time (RT). Todo o co´digo de programac¸a˜o e´ desenvolvido no
ambiente LabVIEW RT e, em seguida, e´ carregado para executar aplicac¸o˜es
embarcadas em um dispositivo alvo. Esta implementac¸a˜o traz benefı´cios em
relac¸a˜o ao tipo de programac¸a˜o que, diferentemente do MATLAB, no Lab-
VIEW e´ realizada atrave´s de diagramas de blocos, tornando-a mais intuitiva e
sem necessidade de obter conhecimento mais avanc¸ado sobre programac¸a˜o.
A escolha entre os dois softwares depende dos requisitos do sistema a ser
implementado, assim como a prefereˆncia do pro´prio projetista.
O artigo de Tekin (2010) apresenta uma comparac¸a˜o do uso dos dois
softwares MATLAB e LabVIEW para o desenvolvimento de um controle de
movimento. Primeiramente, foi encontrado o modelo matema´tico do sistema
e projetado um controlador implementado no MATLAB e, em seguida, foi
definido um hardware, o CompactRIO, adequado para aplicac¸o˜es industriais.
Depois, foi implementado um controle em tempo real do sistema utilizando-se
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do toolkit ja´ mencionado anteriormente, LabVIEW RT, e para tratamento dos
dados recebidos foi utilizado o mo´dulo LabVIEW FPGA. O autor Tekin (2010)
conclui o trabalho reafirmando o fato de que o uso do MATLAB ou LabVIEW
depende da aplicac¸a˜o desejada. Neste caso, o MATLAB foi designado para
modelar, projetar o controlador e analisar o sistema, enquanto que os mo´dulos
LabVIEW RT e FPGA eram os mais apropriados para uma aplicac¸a˜o em tempo
real, ja´ que o LabVIEW e´ compatı´vel com diversos hardwares em muitas
aplicac¸o˜es, assim como possui uma interface com o usua´rio mais amiga´vel.
Ale´m disso, dependendo do hardware utilizado, mo´dulos alternativos podem
ser adicionados ao LabVIEW, aumentando ainda mais o nu´mero de aplicac¸o˜es
possı´veis.
2.5 IMPLEMENTAC¸A˜O DE CONTROLADORES EM FPGA
O FPGA foi desenvolvido pela primeira vez na de´cada de 1980 pela
empresa Xilinx, sendo que a sua arquitetura depende de treˆs fatores fundamen-
tais: tecnologia de programac¸a˜o, arquitetura de blocos lo´gicos e arquitetura de
roteamento (QUEIROZ, 2005). De acordo com Yamamoto e Azevedo (2013),
um FPGA e´ composto por uma matriz de circuitos lo´gicos contendo um arranjo
de portas reconfigura´veis que utiliza um hardware dedicado para lo´gica de
processamento, na˜o possuindo sistema operacional.
O me´todo de processamento implementado por um FPGA e´ realizado
de forma paralela, ou seja, ele possui a capacidade de executar mais de um
processo ao mesmo tempo e com uma velocidade relativamente alta se com-
parado aos demais hardwares, fazendo com que a funcionalidade do sistema
aumente significativamente (SANTANA, 2006). Por conta disso, a velocidade
de execuc¸a˜o de programas paralelos em um FPGA na˜o e´ influenciada pelo
nu´mero de processos.
Segundo Bezerra (2010), o projeto de um controlador digital imple-
mentado em FPGA fornece praticidade, ampla capacidade de armazenamento,
menor consumo de energia e reduc¸a˜o de custos, permitindo ao projetista
a possibilidade de futuras modificac¸o˜es no sistema, ja´ que ele permite a
reconfigurac¸a˜o dos seus circuitos internos, trazendo a confiabilidade de um
hardware dedicado. Os FPGAs veˆm sendo utilizados na implementac¸a˜o
de qualquer sistema de controle industrial, como controle de processos de
dinaˆmica contı´nua no tempo, de lo´gica discreta ou ma´quinas de estado.
Como exemplo, o trabalho apresentado pelos autores Mekonnen, Kat-
cha e Parker (2012) traz a modelagem de um sistema eletroˆnico de poteˆncia e
um controle digital baseado em FPGA com uma alternativa ao HDL (do ingleˆs,
Hardware Description Language), linguagem de programac¸a˜o que geralmente
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e´ utilizada em FPGA, mas que acaba sendo muito complexa, criando uma
barreira para o desenvolvedor. Foi utilizada uma ferramenta fornecida pela
empresa Altera, chamada DSP Builder, que e´ acessada atrave´s do ambiente
de desenvolvimento Simulink/MATLAB. A compilac¸a˜o do co´digo faz com
que o pro´prio programa gere um arquivo em HDL para este ser enviado ao
FPGA. Os autores apresentaram bons resultados com a implementac¸a˜o de
um controlador baseado em FPGA, garantindo uma operac¸a˜o paralela, assim
como a isolac¸a˜o funcional das ac¸o˜es, consequentemente, diminuindo o tempo
de processamento dos dados.
O artigo de Akkaya, Akbati e Go¨rgu¨n (2014) traz a aplicac¸a˜o de um
controle PID digital baseado em um FPGA, o Altera De0 Nano, utilizando-se
da linguagem HDL para isso. Para a implementac¸a˜o pra´tica foi escolhido um
roboˆ de cinco eixos, a fim de comprovar que o FPGA pode ser uma soluc¸a˜o
flexı´vel para esse tipo de sistema.
Em (Ali, Hussein e Ismael, 2010) e´ mostrada uma nova metodologia
de projeto de controladores digitais, onde o mo´dulo LabVIEW FPGA e´ usado
para a implementac¸a˜o do sistema, que inclui a captura de valores do mundo
real, ou seja, a varia´vel de processo e o valor da refereˆncia, ale´m de um
controlador PID e a gerac¸a˜o de um sinal PWM para controlar um motor. O
mo´dulo LabVIEW FPGA, desenvolvido pela empresa National Instruments,
usa a tecnologia embarcada do LabVIEW para extender o desenvolvimento
gra´fico para hardwares FPGA, permitindo ao usua´rio a criac¸a˜o de um hardware
customizado sem utilizar-se da linguagem HDL, execuc¸a˜o de mu´ltiplas tarefas
de modo simultaˆneo e determinı´stico, soluc¸a˜o de diversas aplicac¸o˜es, controle
em alta velocidade, processamento digital de sinais e qualquer outra aplicac¸a˜o
que exiga alta confiabilidade do hardware e determinismo do processo.
Ale´m da alta confiabilidade fornecida por um FPGA, e´ possı´vel de-
senvolver controles determinı´sticos de malha fechada a uma taxa muito alta,
podendo exceder o valor de 1 MHz, ja´ que a frequeˆncia de execuc¸a˜o em
um sistema baseado em FPGA na˜o e´ limitada pelo seu processamento, mas
por outros fatores, como sensores e atuadores (YAMAMOTO; AZEVEDO, 2013).
Apesar de existir necessidade de um clock externo em um circuito com FPGA,
tipicamente ele na˜o representa um limitante, pois e´ comum o emprego de
ciclos de execuc¸a˜o de nanossegundos ou menos.
Ainda de acordo com Yamamoto e Azevedo (2013), o lac¸o de controle
na˜o compartilha os recursos de hardware com outras tarefas em uma aplicac¸a˜o
implementada em FPGA, possibilitando temporizac¸a˜o de maior precisa˜o. E´
fato que o jitter em um FPGA depende da precisa˜o da sua fonte de clock,
por exemplo, num FPGA com um clock de 40MHz o jitter fica na faixa de
picossegundos.
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2.6 COMENTA´RIOS FINAIS
Neste capı´tulo foram abordados os algoritmos de controle PID e GPC.
Em relac¸a˜o ao PID, foram apresentadas as suas caracterı´sticas e me´todos de
sintonia. No caso do controlador GPC, foram tratadas as principais diferenc¸as
e vantagens relacionadas a`s demais te´cnicas de controle preditivo baseado
em modelo. Tambe´m foram apresentados os paraˆmetros de ajuste do GPC e
quais aspectos devem ser levados em considerac¸a˜o no projeto do controlador,
ale´m das treˆs restric¸o˜es mais comuns em controladores GPC. Em seguida, foi
abordada a estrutura de controle em cascata e suas principais vantagens em
aplicac¸o˜es, ale´m dos aspectos que devem ser levados em considerac¸a˜o para o
ajuste dos controladores. Sabendo-se que existem duas formas de implementar
um controlador em um sistema em malha fechada (analo´gica e digital), foram
apresentados dois to´picos com o objetivo de tratar os ganhos que podem ser
alcanc¸ados, relacionados principalmente a tempo de processamento, ao aplicar
um controlador em sistemas operacionais de tempo real ou em um FPGA.
Os conceitos apresentados neste capı´tulo sera˜o utilizados como base para a
implementac¸a˜o de um controlador PI em FPGA e um GPC em um sistema
operacional de tempo real. O capı´tulo 3 apresenta as ferramentas utilizadas
para essa implementac¸a˜o, assim como o sistema escolhido como estudo de
caso para sua validac¸a˜o experimental.
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3 MATERIAIS E ME´TODOS EMPREGADOS
Placas de aquisic¸a˜o de dados multifunc¸a˜o tipicamente sa˜o compostas
por diversos elementos, tais como entradas e saı´das analo´gicas e digitais, con-
tadores e temporizadores, que teˆm por finalidade ler e escrever valores de
sinais com caracterı´sticas analo´gicas do mundo real. Ale´m dos elementos
que implementam as entradas e saı´das, ha´ um hardware que e´ responsa´vel
pelo gerenciamento das aquisic¸o˜es e escritas de dados. Entretanto, as pla-
cas multifunc¸a˜o convencionais apresentam o que e´ chamado de hardware
fixo, ou seja, que na˜o pode ser reconfigurado pelo usua´rio, trazendo consigo
desvantagens relacionadas a desempenho e flexibilidade (DINIZ, 2008).
Na sec¸a˜o 3.1 e´ apresentada uma forma de soluc¸a˜o para esses problemas
a partir da plataforma de desenvolvimento myRIO, assim como as suas princi-
pais caracterı´sticas de arquitetura e entradas/saı´das disponı´veis. Na sec¸a˜o 3.2
e´ apresentada uma visa˜o geral sobre o ambiente de desenvolvimento gra´fico
LabVIEW, ale´m de uma introduc¸a˜o sobre as vantagens de implementac¸a˜o
utilizando-se dos mo´dulos compatı´veis ao myRIO. Por fim, a sec¸a˜o 3.3 traz as
principais caracterı´sticas da planta de laborato´rio escolhida como estudo de
caso neste trabalho, o DIGIAC 710.
3.1 PLATAFORMA DE DESENVOLVIMENTO MYRIO
Nas u´ltimas de´cadas, surgiram placas de aquisic¸a˜o reconfigura´veis
combinando a velocidade do hardware com a flexibilidade do software. A
tecnologia de uma plataforma reconfigura´vel permite que a sua arquitetura
seja modificada em tempo real para melhor se adequar a` aplicac¸a˜o que sera´
implementada, possibilitando ao usua´rio escrever o co´digo que gerenciara´
a aquisic¸a˜o (COELHO; FERTIG; FERTIG, 2016). Exemplos dessas plataformas
reconfigura´veis sa˜o os dispositivos RIO multifuncionais da se´rie R da empresa
National Instruments (NATIONAL INSTRUMENTS, 2016c), que oferecem um
FPGA de alto desempenho para controle imediato de todas a entradas/saı´das
(E/S), e alguns hardwares da fabricante dSpace (DSPACE, 2016).
De acordo com Diniz (2008), essas arquiteturas podem ser hı´bridas, que
utilizam os modelos de hardware fixo em conjunto com modelos de hardware
reconfigura´vel, ou puramente reconfigura´veis, com a finalidade de empregar
seu pro´prio sistema operacional e um FPGA programa´vel para gerenciamento
das aquisic¸o˜es de dados. No contexto dos FPGAs essa abordagem recebe o
nome de System-on-a-Programmable-Chip (SOPC), caracterizando-se por pos-
suir todos os recursos de software e hardware em um u´nico chip programa´vel,
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fornecendo uma programac¸a˜o paralela na execuc¸a˜o das func¸o˜es (COELHO;
FERTIG; FERTIG, 2016). Isso significa que, em um dispositivo puramente recon-
figura´vel, e´ possı´vel usar as portas de E/S para gerar um sinal PWM (do ingleˆs,
Pulse Width Modulation) ou ler dados em um protocolo de comunicac¸a˜o serial,
por exemplo. Isso e´ invia´vel em uma placa multifunc¸a˜o de hardware fixo,
visto que todo o processamento deve ser realizado por software e os tempos de
comunicac¸a˜o entre o software escrito pelo usua´rio e o hardware inviabilizam
operac¸o˜es em altas frequeˆncias, como as exigidas para gerac¸a˜o de um sinal
PWM ou emulac¸a˜o de um no´ em uma comunicac¸a˜o serial.
O myRIO, desenvolvido pela National Instruments, e´ um exemplo
desses sistemas reconfigura´veis, que foi criado com o objetivo de auxiliar
estudantes de engenharia a desenvolver projetos complexos com maior rapi-
dez e facilidade (NATIONAL INSTRUMENTS, 2016b). O NI myRIO e´ composto
pelo chip Zynq-7010 da fabricante Xilinx, que possui um processador ARM
Cortex-A9 dual-core totalmente programa´vel, que trabalha com um sistema
operacional de tempo real, e um FPGA customiza´vel. O myRIO funciona
de forma que o FPGA e´ responsa´vel pelo gerenciamento de E/S, permitindo
programac¸a˜o para trata´-las, enquanto que o sistema de tempo real, que possui
comunicac¸a˜o com o FPGA, tambe´m apresenta uma interface de comunicac¸a˜o
com o software de programac¸a˜o. A Figura 3 apresenta a arquitetura do hard-
ware do myRIO.
A conexa˜o entre o myRIO e o computador pode ser realizada atrave´s
de USB 2.0 (do ingleˆs Universal Serial Bus) ou por comunicac¸a˜o sem fio
com protocolo IEEE 802.11 b,g,n. Como e´ possı´vel observar na Figura 3,
o NI myRIO fornece alimentac¸a˜o em nı´veis de 3,3 V e 5 V, 10 entradas
e 6 saı´das analo´gicas, 40 entradas/saı´das digitais, conectores de a´udio, um
aceleroˆmetro de treˆs eixos, ale´m de alguns LEDs e boto˜es para pequenos
testes, tudo incluso em um u´nico dispositivo embarcado. Tambe´m ha´ alguns
protocolos de comunicac¸a˜o disponı´veis no firmware fornecido de fa´brica, que
sa˜o UART (do ingleˆs Universal Asynchronous Receiver/Transmitter), SPI (do
ingleˆs Serial Peripheral Interface) e I2C (do ingleˆs Inter-Integrated Circuit),
pore´m novos protocolos podem ser adicionados atrave´s da programac¸a˜o do
FPGA. A Figura 4 apresenta a visa˜o geral do NI myRIO.
O mo´dulo NI myRIO possui treˆs conectores (A, B e C), sendo que
os dois primeiros sa˜o ideˆnticos e levam o nome de MXP A e MXP B (do
ingleˆs, myRIO Expansion Ports) e o terceiro e´ chamado de MSP C (do ingleˆs,
miniSystems port). Essas portas sa˜o responsa´veis por receber e enviar sinais a
circuitos externos associados a elas (NATIONAL INSTRUMENTS, 2013). A Figura
5 mostra os sinais dos conectores MXP A e B, onde e´ possı´vel notar que alguns
pinos carregam func¸o˜es prima´rias e secunda´rias.
Nesses conectores esta˜o presentes as alimentac¸o˜es de 3,3 V e 5 V,
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Figura 3 – Arquitetura do hardware do NI myRIO.
Fonte: NATIONAL INSTRUMENTS, 2014.
ale´m de 4 entradas e 2 saı´das analo´gicas por conector, que podem ser usadas
para medir sinais de (0 a 5) V. Tambe´m encontram-se disponı´veis 16 canais
de entradas/saı´das digitais de propo´sito geral por conector com tenso˜es de
3,3 V para as saı´das e 3,3 V a 5 V para as entradas, sendo que as func¸o˜es
digitais secunda´rias desses canais incluem comunicac¸a˜o SPI, I2C e PWM de
ate´ 100 kHz, entre outros. Os conectores MXP A e B tambe´m possuem o sinal
de refereˆncia para os pinos de alimentac¸a˜o e os sinais digitais.
A Figura 6 apresenta os sinais referentes ao conector MSP C, que
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Figura 4 – Visa˜o geral do NI myRIO.
Fonte: NATIONAL INSTRUMENTS, 2014.
oferece opc¸o˜es adicionais ao myRIO, como 2 entradas e 2 saı´das analo´gicas, 8
entradas/saı´das digitais, ale´m de alimentac¸a˜o em diferentes nı´veis. As entradas
analo´gicas nesse conector possuem nı´veis diferenciais de medic¸a˜o de sinais no
valor de ±10 V, assim como as saı´das sa˜o capazes de gerar tenso˜es tambe´m
de ±10 V. As entradas/saı´das de propo´sito geral do MSP C possuem sinais de
3,3 V para as saı´das e entradas compatı´veis com nı´veis de tensa˜o nos padro˜es
digitais e 3,3 V e 5 V. O conector MSP C ainda oferece pinos de alimentac¸a˜o
de 5 V e ±15 V, assim como dois canais de refereˆncia, sendo que o primeiro
e´ para as entradas e saı´das analo´gicas e o sinal de ±15 V, enquanto que o
segundo serve para as linhas digitais e o pino de 5 V. Esse conector tambe´m
disponibiliza sinais secunda´rios de PWM.
Os dispositivos da famı´lia Zynq-7000 possuem em seu encapsulamento
conversores D/A (digital/analo´gico) dedicados para cada saı´da analo´gica do NI
myRIO, tornando possı´vel a atualizac¸a˜o de valores dessas saı´das simultaˆnea,
sendo que a ma´xima frequeˆncia de gerac¸a˜o e´ de 345 kS/s. O Zynq tambe´m
integra dois conversores A/D (analo´gico/digital) e um multiplexador interno,
que suporta ate´ 17 canais de entradas analo´gicas. Com isso, as entradas
analo´gicas do myRIO sa˜o multiplexadas para um conversor A/D, responsa´vel
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Figura 5 – Conectores MXP A e MXP B.
Fonte: NATIONAL INSTRUMENTS, 2013.
por amostra´-las a uma ma´xima frequeˆncia de amostragem no valor de 500 kS/s,
sendo que os dois conversores podem ser configurados para amostrar dois
canais de entrada simultaneamente. Quando um conversor A/D e´ empregado
para realizar a aquisic¸a˜o de mais de um canal, a taxa ma´xima de aquisic¸a˜o de
cada canal e´ raza˜o da taxa ma´xima quando apenas um canal e´ utilizado pelo
nu´mero de canais empregados, ou seja, a taxa agregada ma´xima de aquisic¸a˜o
e´ de 500 kHz.
Cada conversor A/D do NI myRIO possui uma resoluc¸a˜o de 12 bits,
utilizada para a conversa˜o de valores de tenso˜es aplicadas em cada um dos
canais para valores digitais correspondentes. Por exemplo, para os canais de
entradas analo´gicas dos conectores MXP A e B, em que a variac¸a˜o de tensa˜o
e´ de 0 V a 5 V, o valor da resoluc¸a˜o e´ de R = 1,221 mV. A resoluc¸a˜o pode
ser determinada atrave´s do emprego da equac¸a˜o (3.1), onde ∆V e´ a variac¸a˜o
de tensa˜o ma´xima do processo de conversa˜o A/D e nb e´ o nu´mero de bits do
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Figura 6 – Conector MSP C.
Fonte: NATIONAL INSTRUMENTS, 2013.
conversor.
R =
∆V
2nb −1 (3.1)
A resoluc¸a˜o dos conversores D/A tambe´m e´ de 12 bits, portanto a
resoluc¸a˜o do sinal gerado por esses conversores tambe´m e´ de 1,221 mV.
Existem diversas aplicac¸o˜es que podem se beneficar dos seus recursos,
dentre as quais e´ possı´vel citar sistemas de controle, mecatroˆnica, robo´tica
e sistemas embarcados, ale´m de existirem inu´meras outras (NATIONAL INS-
TRUMENTS, 2015a). O dispositivo myRIO pode ser programado em C/C++,
na IDE (do ingleˆs, Integrated Development Environment) Eclipse, VHDL ou
ainda no software de desenvolvimento gra´fico LabVIEW. Entretanto, existem
vantagens que somente o LabVIEW fornece em implementac¸o˜es com o NI
myRIO, as quais sera˜o apresentadas na sec¸a˜o 3.2.
3.2 AMBIENTE DE DESENVOLVIMENTO LABVIEW
O LabVIEW e´ um ambiente de desenvolvimento criado pela empresa
National Instruments com o foco principal de acelerar a produtividade de enge-
nheiros em seu trabalho, apresentando duas grandes diferenc¸as se comparado
a`s demais linguagens de programac¸a˜o. A primeira delas diz respeito ao tipo
de programac¸a˜o que, ao contra´rio das linguagens tradicionais que possuem
uma programac¸a˜o textual, baseia-se em uma representac¸a˜o gra´fica realizada
pela conexa˜o entre blocos gra´ficos em um diagrama para, em seguida, ser
59
compilada diretamente em co´digo de ma´quina e executada. O segundo dife-
rencial e´ que o co´digo em LabVIEW na˜o e´ executado de forma sequencial
como nas abordagens tradicionais, mas sim de acordo com as regras do fluxo
de dados que determinam a ordem da execuc¸a˜o, ou seja, cada no´ do programa
executa sua lo´gica somente apo´s ter todos os dados de entrada va´lidos para
enta˜o produzir novos dados de saı´da (NATIONAL INSTRUMENTS, 2015c). Esses
fatos trazem a vantagem de tornar a programac¸a˜o em LabVIEW mais simples
e intuitiva, ale´m de permitirem a criac¸a˜o de trechos de co´digo que sejam
executados em paralelo de forma fa´cil.
Os programas gra´ficos do LabVIEW sa˜o chamados de VIs (instru-
mentos virtuais, do ingleˆs virtual instruments), devido ao fato de o software
fornecer apareˆncia e modo de operac¸a˜o similares a instrumentos fı´sicos. Cada
VI e´ composto por dois ambientes: diagrama de blocos e painel frontal. O
diagrama de blocos, que conte´m o co´digo fonte gra´fico do programa Lab-
VIEW, possui o conceito de separar, de uma maneira lo´gica, o co´digo fonte
e a interface com o usua´rio, representada pelo painel frontal. Cada objeto
em um dos ambientes possui o seu correspondente no outro, assim como
cada modificac¸a˜o realizada em um ira´ influenciar diretamente sobre o outro
(NATIONAL INSTRUMENTS, 2015d).
O diagrama de blocos possui diversas opc¸o˜es de blocos gra´ficos para
implementac¸a˜o, tais como func¸o˜es, vetores e matrizes, estruturas, constan-
tes, ale´m de existirem aqueles especı´ficos para aplicac¸o˜es como medic¸a˜o,
processamento de sinal, matema´tica, controle e simulac¸a˜o, entre outras. O
LabVIEW tambe´m permite ao usua´rio que, apo´s a criac¸a˜o de um VI, ele possa
ser utilizado em outro VI, sendo chamado, a partir do diagrama de blocos,
em forma de um subVI. A Figura 7 mostra como e´ apareˆncia do diagrama de
blocos, assim como a paleta de func¸o˜es disponı´veis no programa.
O painel frontal, mostrado na Figura 8, possui uma paleta de controle
utilizada para a criac¸a˜o da interface com o usua´rio, com a opc¸a˜o de enviar
sinais atrave´s de controles e recebeˆ-los com a ajuda de indicadores, fornecendo
esses dados ao programa a partir da comunicac¸a˜o com o diagrama de blocos.
O LabVIEW traz maior versatilidade e confiabilidade ao projetista
fornecendo integrac¸a˜o com diversos tipos de targets de hardware, como ins-
trumentos convencionais de medic¸a˜o, dispositivos de aquisic¸a˜o de dados,
controladores de motores, sistemas de aquisic¸a˜o e processamento de imagem,
FPGAs, entre outros. Para isso, o software faz uso de mo´dulos, tambe´m
desenvolvidos pela National Instruments ou por terceiros, que sa˜o integrados
ao LabVIEW e compatı´veis aos hadwares de interesse, como por exemplo,
LabVIEW Real-Time e LabVIEW FPGA.
De acordo com dados da National Instruments (NATIONAL INSTRU-
MENTS, 2016a), o mo´dulo NI LabVIEW Real-Time e´ uma soluc¸a˜o completa,
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Figura 7 – Diagrama de blocos do LabVIEW.
Fonte: Elaborado pelo autor.
capaz de criar sistemas embarcados autoˆnomos de alta confiabilidade que,
em conjunto com um hardware com sistema operacional de tempo real, ofe-
rece desempenho determinı´stico. Como mencionado anteriormente, o sistema
operacional de tempo real (RTOS, do ingleˆs Real Time Operating System),
da empresa National Instruments, e´ baseado em Linux e possui suporte total
do ambiente de desenvolvimento NI LabVIEW com o mo´dulo LabVIEW
Real-Time. Ainda de acordo com a National Instruments, existem treˆs razo˜es
principais para usar o mo´dulo LabVIEW Real-Time:
• incorporac¸a˜o da programac¸a˜o gra´fica do LabVIEW a um sistema em-
barcado;
• confiabilidade e temporizac¸a˜o precisa que somente um sistema ope-
racional de tempo real pode oferecer em aplicac¸o˜es que operam sob
requisitos crı´ticos de tempo;
• grande nu´mero de bibliotecas disponı´veis no LabVIEW para aplicac¸a˜o
em sistemas embarcados.
O mo´dulo NI LabVIEW FPGA permite a utilizac¸a˜o do ambiente gra´fico
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Figura 8 – Painel frontal do LabVIEW.
Fonte: Elaborado pelo autor.
LabVIEW em projetos que incluem targets FPGA de hardware de entra-
das/saı´das reconfigura´veis da National Instruments. Isso oferece ao projetista a
capacidade de implementar sistemas mais complexos com alta eficieˆncia onde
faz-se necessa´rio determinismo, confiabilidade e ra´pido tempo de resposta, jus-
tificando o uso da tecnologia FPGA. A empresa National Instruments tambe´m
destaca treˆs motivos principais para a utilizac¸a˜o do mo´dulo NI LabVIEW
FPGA:
• abordagem gra´fica para programac¸a˜o em FPGA, simplificando a tarefa
de comunicac¸a˜o e interfaceamento de entradas e saı´das;
• bibliotecas prontas com func¸o˜es ba´sicas, assim como a reutilizac¸a˜o de
co´digos HDL existentes com o auxı´lio de um bloco de integrac¸a˜o;
• desenvolvimento ra´pido de algoritmos, executando simultaneamente
as tarefas paralelas e contendo ferramentas de depurac¸a˜o e recursos de
simulac¸a˜o, a fim de encontrar possı´veis erros de implementac¸a˜o antes
da compilac¸a˜o do programa.
Em conjunto com os mo´dulos NI LabVIEW Real-Time e LabVIEW
FPGA, dispositivos NI RIO, como e´ o caso do myRIO, fornecem uma pla-
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taforma flexı´vel para a criac¸a˜o de projetos mais complexos, que va˜o desde
aquisic¸o˜es de dados a sistemas de controle. A integrac¸a˜o entre o LabVIEW,
os mo´dulos e o myRIO e´ relativamente simples e intuitiva. Quando o my-
RIO e´ conectado ao computador, o NI LabVIEW ja´ o reconhece, assim, ao
criar um novo projeto no programa, existe a opc¸a˜o de escolher um especı´fico
para a implementac¸a˜o no myRIO e que sera´ programado nos mo´dulos Real-
Time e FPGA. Tambe´m existe a possibilidade de comunicac¸a˜o direta entre o
Real-Time e o FPGA, atrave´s dos comandos apresentados na Figura 9.
Figura 9 – Integrac¸a˜o LabVIEW Real-Time e FPGA.
Fonte: Elaborado pelo autor.
Como observado na Figura 9, no diagrama de blocos referente ao
mo´dulo LabVIEW Real-Time e´ iniciada uma refereˆncia de comunicac¸a˜o com
o mo´dulo LabVIEW FPGA, com a target do hardware ja´ reconhecida pelo
programa. A partir disso, e´ possivel escrever valores em controles ou leˆ-los
de indicadores presentes no VI do FPGA, fechando a comunicac¸a˜o logo em
seguida.
63
3.3 DIGIAC 710
O sistema escolhido como estudo de caso para a implementac¸a˜o do
controle em cascata e´ o DIGIAC 710. Ele e´ composto por treˆs componentes
principais: um potencioˆmetro multivoltas, um motor de corrente contı´nua (CC)
e um tacogerador CC, acoplados por meio de uma relac¸a˜o de engrenagens. A
Figura 10 mostra a estrutura fı´sica do DIGIAC 710, em dois aˆngulos diferentes
de visa˜o: frontal e superior.
Figura 10 – (a) Visa˜o frontal e (b) visa˜o superior - DIGIAC 710.
(a) Visa˜o frontal (b) Visa˜o superior
Fonte: Imagem obtida de www.ebay.com
O potencioˆmetro, que permite medir a posic¸a˜o do eixo do motor, foi
fabricado pela empresa Waters MFG, modelo MP 109, e possui uma resisteˆncia
regula´vel no valor de 10 kΩ. O motor CC foi desenvolvido pela Servo-Tek
Products, entretanto, na˜o foi possı´vel encontrar dados suficientes para o seu
acionamento, sendo que a u´nica informac¸a˜o disponı´vel e´ uma indicac¸a˜o de
tensa˜o no valor de 27,5 V em sua carcac¸a. O tacogerador CC, tambe´m
fabricado pela Servo-Tek Products, que pode ser implementado para a medic¸a˜o
de velocidade angular, possui uma relac¸a˜o me´dia tensa˜o/(rotac¸o˜es por minuto)
de 7 V/1000 rpm.
Existem, no mı´nimo, treˆs na˜o linearidades de um motor CC, tais como
zona morta, saturac¸a˜o e folga na engrenagem (do ingleˆs, back lash). A Figura
11 apresenta o comportamento geral de um motor CC, tendo como base a
relac¸a˜o entre tensa˜o e velocidade angular.
Como pode ser observado, quando uma tensa˜o de nı´vel muito baixo
e´ aplicada ao motor, o nu´mero de rotac¸o˜es e´ nulo. A` medida que a tensa˜o
de alimentac¸a˜o aumenta, o motor passa a adquirir maior velocidade angular.
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Figura 11 – Relac¸a˜o tensa˜o x velocidade angular de um motor DC.
Fonte: adaptado de Scarpino, 2015.
Esse fato, por si so´, e´ capaz de comprovar a na˜o linearidade de um motor
CC, pois indica que ele apresenta uma zona morta, que e´ um elemento na˜o
linear. Entretanto, e´ possı´vel utilizar algumas te´cnicas de linearizac¸a˜o a fim
de utilizar um modelo que seja capaz de reproduzir o comportamento desse
sistema de maneira aproximada em torno de uma regia˜o de interesse. Um
exemplo e´ adquirir dados de um determinado ponto de operac¸a˜o do sistema e
aproximar o comportamento do sistema na˜o linear por um modelo linear, para
que o projeto de te´cnicas lineares de controle torne-se mais evidente.
A relac¸a˜o de reduc¸a˜o de engrenagens entre o motor e o tacogerador
no DIGIAC 710 baseia-se na equac¸a˜o geral, que expressa a relac¸a˜o entre a
velocidade angular e o nu´mero de dentes das engrenagens, ou seja,
ωM
ωG
=
NG
NM
, (3.2)
onde ωG e ωM sa˜o a velocidade angular do tacogerador e do motor, respec-
tivamente, NG e´ o nu´mero de dentes da engrenagem conectada ao eixo do
tacogerador e NM ao eixo do motor.
No caso do DIGIAC 710, NG e´ igual a 120 dentes e NM a 30 dentes.
Portanto, a relac¸a˜o de engrenagens entre o motor e o tacogerador e´ igual a
ωM
ωG
=
120
30
,
ou seja,
ωM = 4ωG. (3.3)
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Com base nisso, e´ possı´vel afirmar que a velocidade angular do motor
e´ quatro vezes maior que do tacogerador. Para este caso especificamente, o
potencioˆmetro na˜o foi utilizado. Pore´m, a relac¸a˜o de reduc¸a˜o de engrenagens
entre o potencioˆmetro e o tacogerador e´ de
ωG = 16ωP, (3.4)
asssim como a relac¸a˜o entre o potencioˆmetro e o motor e´
ωM = 64ωP. (3.5)
3.4 COMENTA´RIOS FINAIS
Este capı´tulo tratou dos principais materiais e me´todos empregados
para a implementac¸a˜o deste trabalho. Primeiramente, foi apresentada a pla-
taforma de desenvolvimento myRIO, as suas vantagens em relac¸a˜o a`s placas
multifunc¸a˜o de hardware fixo, seus componentes principais, assim como as
portas responsa´veis pela comunicac¸a˜o com circuitos externos. Como o myRIO
pode ser programado pelo software de desenvolvimento gra´fico LabVIEW, em
seguida, foram abordadas as suas caracterı´sticas ba´sicas, como a composic¸a˜o
do diagrama de blocos e painel frontal, ale´m de introduzir conceitos impor-
tantes em relac¸a˜o aos mo´dulos LabVIEW Real-Time e LabVIEW FPGA e
a comunicac¸a˜o entre eles e com o pro´prio myRIO. Por fim, foi descrito o
funcionamento do sistema escolhido como estudo de caso, o DIGIAC 710,
os seus componentes, as caracterı´sticas especı´ficas de cada um e a relac¸a˜o
de engrenagens entre o motor, o tacogerador e o potencioˆmetro. Tomando
como base o que foi apresentado neste capı´tulo, o capı´tulo 4 apresenta a
implementac¸a˜o do sistema de controle no myRIO e a construc¸a˜o do hardware
necessa´rio para a validac¸a˜o do trabalho.
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4 IMPLEMENTAC¸A˜O
Neste trabalho, foi implementado um sistema de controle em cascata,
contendo somente duas malhas: interna e externa. Para a sua execuc¸a˜o, foi
utilizado o hardware myRIO, garantindo determinismo e confiabilidade aos
controladores.
Na malha interna, foi desenvolvido um controlador PI, que foi compi-
lado para a target de hardware FPGA, isso significa que todo o sistema de
controle PI foi programado utilizando-se do mo´dulo NI LabVIEW FPGA e
posteriormente convertido em uma implementac¸a˜o de hardware reconfigura´vel.
Para a malha externa, entretanto, a implementac¸a˜o do controlador GPC foi
realizada utilizando-se do mo´dulo NI LabVIEW Real-Time para, em seguida,
ser compilada no processador com sistema de tempo real do hardware myRIO.
A Figura 12 apresenta a estrutura em questa˜o.
Figura 12 – Controle em cascata: PI (malha interna) e GPC (malha externa).
GPC PI Gi(s)
R(s) Yi(s)
− Ge(s)
Ye(s)
Fonte: Elaborado pelo autor.
E´ importante salientar que o sistema de controle em cascata implemen-
tado no LabVIEW foi pensado e desenvolvido de maneira que essa estrutura,
proposta no trabalho, possa ser aplicada em diferentes sistemas monovaria´veis.
Para isso, e´ necessa´rio modificar apenas o ajuste de cada controlador, que e´
feito com base na planta a qual o sistema de controle e´ aplicado.
4.1 ALGORITMOS DE CONTROLE
4.1.1 Controle PI implementado em FPGA
O mo´dulo NI LabVIEW FPGA possui, em sua paleta de func¸o˜es, um
bloco pronto para implementac¸a˜o de um controlador PID representado na
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forma paralela, que pode ser observado na Figura 13.
Figura 13 – Bloco de controle PID no mo´dulo LabVIEW FPGA.
Fonte: Elaborado pelo autor.
A partir disso, e´ possı´vel definir os principais paraˆmetros necessa´rios
para sua execuc¸a˜o, ou seja, o valor de refereˆncia a ser seguido pelo controlador
(setpoint), a varia´vel de processo (process variable) que e´ a varia´vel a ser
controlada, o valor dos ganhos do controlador KP, Ki e Kd , assim como os
valores ma´ximo e mı´nimo que o sinal de controle pode assumir (output range),
gerando enta˜o o sinal de controle ui (output). O bloco PID no LabVIEW
FPGA tambe´m permite a escolha entre controladores PID, PI e PD, caso o
desenvolvedor opte por na˜o utilizar os treˆs ganhos em conjunto.
Entretanto, o mo´dulo LabVIEW FPGA na˜o fornece um bloco especı´fico
para a aplicac¸a˜o de um sinal PWM, geralmente utilizado para o acionamento
de atuadores com caracterı´sticas analo´gicas, como motores e resistores de
poteˆncia, por exemplo. Com isso, faz-se necessa´rio a criac¸a˜o desse sinal a
partir de outras func¸o˜es disponı´veis e que sa˜o compatı´veis com a target FPGA.
A Figura 14 apresenta um exemplo de como o PWM pode ser implementado
no LabVIEW FPGA.
A partir da definic¸a˜o de uma base de clock, que pode ser em milissegun-
dos, microssegundos ou ticks, sendo que o u´ltimo refere-se ao pro´prio ciclo de
varredura da target do FPGA, e´ possı´vel determinar o tempo que uma saı´da
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Figura 14 – Bloco de sinal PWM no mo´dulo LabVIEW FPGA.
Fonte: Elaborado pelo autor.
digital, definida pelo projetista, deve permanecer em nı´vel alto ou baixo, ou
seja, controlar a sua raza˜o cı´clica. Por padra˜o, a base de clock tick do FPGA
equivale a 40 MHz, isto e´, o valor de um tick corresponde a 25 ns.
A Figura 15 apresenta o diagrama de blocos da implementac¸a˜o do con-
trolador PI no mo´dulo NI LabVIEW FPGA proposto neste trabalho, enquanto
que a Figura 16 mostra o seu respectivo painel frontal.
Na Figura 15, e´ importante ressaltar que a a´rea destacada em vermelho
e´ referente ao modelo do sistema ao qual o controlador foi aplicado, sendo
que esse e´ o u´nico trecho que deve ser modificado se a planta for alterada,
ale´m dos paraˆmetros do controlador PI, que variam de acordo com o modelo
implementado. Essa regia˜o do co´digo baseia-se em filtragem e conversa˜o
dos dados medidos na planta, isto e´, a saı´da do bloco de leitura analo´gica e´
um nu´mero inteiro de 0 a 4095 (12 bits) e antes de o valor ser informado ao
controlador ele e´ filtrado e convertido para um valor que representa a varia´vel
de processo.
Neste VI, foram implementadas as func¸o˜es flat sequence, responsa´vel
por executar os quadros de maneira sequencial, e while loop, que repete o
co´digo em seu interior ate´ que alguma condic¸a˜o especı´fica ocorra, neste caso,
ate´ que o bota˜o stop seja acionado. Com isso, foram definidos os paraˆmetros
do bloco PI, assim como o sinal de controle foi delimitado como entrada para
gerar o sinal PWM que, neste caso, foi aplicado ao circuito externo atrave´s de
uma porta digital I/O do conector MXP B.
O painel frontal, na Figura 16, mostra a interface com o usua´rio, tra-
zendo paraˆmetros para definic¸a˜o de valores, assim como o tempo de execuc¸a˜o
do programa e varia´veis que permitem acompanhar o processo.
Como o foco deste trabalho e´ apresentar resultados significativamente
melhores do que sistemas de controle tradicionais no que diz respeito ao tempo
de processamento, foi realizada uma medic¸a˜o para comprovac¸a˜o utilizando-se
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Figura 15 – Diagrama de blocos do controle PI no LabVIEW FPGA.
Fonte: Elaborado pelo autor.
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do componente tick count, mostrado na Figura 17, que e´ responsa´vel por
retornar o valor do tempo de execuc¸a˜o do lac¸o em questa˜o. Essa medic¸a˜o e´
realizada como apresentado na Figura 15, ou seja, e´ utilizado um registrador
de deslocamento que rete´m o valor adquirido na u´ltima iterac¸a˜o do lac¸o e, em
seguida, calcula-se a diferenc¸a entre esse tempo e o atual.
Figura 16 – Painel frontal do controle PI no LabVIEW FPGA.
Fonte: Elaborado pelo autor.
Figura 17 – Contador de tempo de execuc¸a˜o.
Fonte: Elaborado pelo autor.
4.1.2 Controle GPC implementado em sistema de tempo real
O mo´dulo NI LabVIEW Real-Time possui, em sua paleta de func¸o˜es,
um bloco chamado Quadratic Programming VI, que e´ responsa´vel pela resoluc¸a˜o
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de um problema de otimizac¸a˜o do tipo programac¸a˜o quadra´tica, mostrado na
Figura 18.
Figura 18 – Bloco de programac¸a˜o quadra´tica no LabVIEW Real-Time.
Fonte: Elaborado pelo autor.
Essa func¸a˜o recebe alguns paraˆmetros de entrada, como coeficientes
especı´ficos da func¸a˜o objetivo, limites ma´ximo e mı´nimo e restric¸o˜es de
igualdade e desigualdade, ale´m de retornar valores de saı´da como o vetor ∆~u,
elemento de interesse nesse caso. Os coeficientes da func¸a˜o objetivo que esse
bloco espera receber sa˜o um termo quadra´tico representado pela matriz H =
2(GT QδG+Qλ ) e um termo linear na forma do vetor ~fo
T
= 2(~f −~w)T QδG.
Com isso, essas matrizes foram construı´das com a finalidade de que o controle
GPC pudesse ser implementado em um sistema monovaria´vel, ou seja, apenas
o modelo utilizado para representac¸a˜o da planta deve ser alterado via interface
gra´fica no LabVIEW Real-Time, ale´m dos paraˆmetros de ajuste do controlador
(horizontes e ponderac¸o˜es).
A Figura 19 apresenta um fluxograma com as etapas referentes a`
implementac¸a˜o do controlador GPC no LabVIEW Real-Time. As func¸o˜es
dos blocos exemplificados pelas letras A, B, C e D sa˜o descritas abaixo do
fluxograma. A programac¸a˜o do controlador GPC no LabVIEW Real-Time foi
realizada utilizando-se de um lac¸o while. Entretanto, para que o sistema de
controle tivesse o menor tempo possı´vel de processamento, valores constantes
foram inicializados apenas uma vez fora do lac¸o, como as matrizes G, Qδ ,
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Figura 19 – Fluxograma contendo as etapas da implementac¸a˜o do GPC no
LabVIEW RT.
Fonte: Elaborado pelo autor.
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Qλ , H e a de restric¸o˜es, ale´m dos vetores constantes referentes ao ca´lculo da
resposta livre. A comunicac¸a˜o entre o Real-Time e o FPGA tambe´m foi inici-
ada fora do lac¸o. Os termos que necessitavam de atualizac¸a˜o a cada instante
de tempo, como o vetor de resposta livre ~f , o ca´lculo do valor do sinal de
controle, o ca´lculo do vetor ~fo e dos vetores referentes a` matriz de restric¸a˜o,
como tambe´m os valores lidos e escritos no LabVIEW FPGA, foram dispostos
no interior do lac¸o while.
Como visto na sec¸a˜o 2.2, a matriz Qδ possui dimensa˜o (N×N) e foi
elaborada da forma apresentada na Figura 20, ou seja, um vetor com dimensa˜o
N foi inicializado com os elementos contendo o valor da ponderac¸a˜o δ( j)
para, em seguida, criar uma matriz especial do tipo diagonal a partir disso. E´
importante salientar que o valor da ponderac¸a˜o δ( j) foi assumido constante ao
longo do horizonte neste caso.
Figura 20 – Matriz de ponderac¸a˜o Qδ no LabVIEW Real-Time.
Fonte: Elaborado pelo autor.
Da mesma forma, a matriz Qλ , que possui dimensa˜o (Nu×Nu), foi
construı´da como e´ mostrado na Figura 21, isto e´, um vetor com essa dimensa˜o
e´ inicializado com os elementos iguais a λ( j), assumida como constante ao
longo do horizonte neste caso, e enta˜o uma matriz diagonal e´ criada com esses
valores.
O vetor contendo as refereˆncias futuras para o controlador GPC, ~w,
possui dimensa˜o N e, neste caso, a refereˆncia e´ assumida constante ao longo do
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Figura 21 – Matriz de ponderac¸a˜o Qλ no LabVIEW Real-Time.
Fonte: Elaborado pelo autor.
horizonte de predic¸a˜o, mas isso pode ser facilmente alterado se as refereˆncias
futuras forem conhecidas. A Figura 22 apresenta o vetor ~w construı´do no
LabVIEW Real-Time.
Figura 22 – Vetor de refereˆncia ~w no LabVIEW Real-Time.
Fonte: Elaborado pelo autor.
A matriz G, que possui dimensa˜o N×Nu, foi construı´da como mostra
a Figura 23. Primeiramente, a partir do modelo do sistema a ser controlado,
sa˜o definidos o numerador, o denominador e o tempo de amostragem para a
construc¸a˜o da func¸a˜o de transfereˆncia, que deve estar representada no domı´nio
de tempo discreto para a aplicac¸a˜o do controle GPC. Enta˜o, e´ obtida a resposta
do sistema no tempo quando sua entrada e´ excitada por um degrau unita´rio
e, em seguida, esses valores sa˜o transformados em um vetor de elementos. A
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seguir, e´ inicializada uma matriz especial do tipo Toeplitz, ou seja,
Tz =

a0 a−1 a−2 . . . . . . a−n+1
a1 a0 a−1
. . . . . .
...
a2 a1 a0
. . . . . .
...
...
. . . . . . . . . a−1 a−2
...
. . . . . . a1 a0 a−1
an−1 . . . . . . a2 a1 a0

.
O bloco responsa´vel pela criac¸a˜o dessa matriz possui como entrada
dois vetores, sendo o primeiro referente aos coeficientes positivos da matriz e o
segundo aos negativos, ou seja, neste caso implementado, os termos negativos
sa˜o definidos como nulos ja´ que a entrada relativa ao segundo vetor encontra-se
vazia. A partir dessa construc¸a˜o, resulta a matriz G com dimensa˜o N×Nu.
Figura 23 – Matriz G no LabVIEW Real-Time.
Fonte: Elaborado pelo autor.
A construc¸a˜o do vetor de resposta livre ~f , com dimensa˜o N, foi rea-
lizada em duas etapas: inicializac¸a˜o das entradas e ca´lculo da resposta livre
propriamente dita. Na primeira etapa, tomam-se como base o numerador e
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denominador do modelo do sistema, ou seja,
G(z) =
y(k)
u(k)
=
B(z)z−1
A(z)
=
(b0+b1z−1+ · · ·+bnz−n)z−1
1+a1z−1+ · · ·+amz−m . (4.1)
Assim,
A(z)y(k) = B(z)z−1u(k), (4.2)
onde y(k) e´ o sinal de saı´da do sistema, adquirido da planta real, e u(k) e´ o
sinal de controle. Levando-se em considerac¸a˜o o modelo CARIMA na equac¸a˜o
(2.4) com C(z) = 1 e o valor atribuı´do a ∆ em (2.5), para a implementac¸a˜o da
resposta livre no LabVIEW Real-Time, a equac¸a˜o (4.2) pode ser escrita na
forma
A˜(z)y(k) = B(z)z−1∆u(k−1), (4.3)
onde A˜ corresponde a A˜(z)∆= A(z)(1−z−1). Em notac¸a˜o matricial, a equac¸a˜o
(4.3) e´ representada por
[
1 a˜1 a˜2 . . . a˜m+1
]

y(k)
y(k−1)
...
y(k−m−1)
= [b0 b1 . . . bn]

∆u(k−1)
∆u(k−2)
...
∆u(k−n−1)
 ,
onde a˜i sa˜o os coeficientes do polinoˆmio A˜(z) e bi os coeficientes de B(z).
Isolando y(k) em (4.3), tem-se
y(k) = B(z)∆u(k−1)− [(A˜(z)−1)y(k)]. (4.4)
Em notac¸a˜o matricial:
y(k) =
[−a˜1 −a˜2 . . . −a˜m+1]

y(k−1)
y(k−2)
...
y(k−m−1)
+
[
b0 b1 . . . bn
]

∆u(k−1)
∆u(k−2)
...
∆u(k−n−1)
 .
A resposta livre e´ calculada como a predic¸a˜o da resposta do sistema
a uma entrada constante e igual ao u´ltimo valor que foi aplicado a` planta.
Portanto, a segunda etapa, responsa´vel por esse ca´lculo, baseia-se na seguinte
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configurac¸a˜o, que calcula o primeiro elemento do vetor de resposta livre:
f (k+1) =
[−a˜1 −a˜2 . . . −a˜m+1]

y(k)
y(k−1)
...
y(k−m)
+
[
b0 b1 . . . bn
]

∆u(k)
∆u(k−1)
...
∆u(k−n)
 .
Neste caso, ∆u(k) e´ considerado nulo, pois a resposta livre assume que
na˜o ha´ variac¸a˜o no sinal de controle. Em seguida, o segundo termo do vetor e´
calculado da seguinte forma:
f (k+2) =
[−a˜1 −a˜2 . . . −a˜m+1]

f (k+1)
y(k)
y(k−1)
...
y(k−m+1)
+
[
b0 b1 . . . bn
]

∆u(k+1)
∆u(k)
...
∆u(k−n+1)
 ,
aqui considerando-se ∆u(k) e ∆u(k+1) nulos, e assim por diante.
Esse ca´lculo foi implementado no LabVIEW Real-Time como mostra
a Figura 24. Com essas entradas definidas, foi possı´vel realizar os ca´lculos
necessa´rios para a obtenc¸a˜o da matriz H (Figura 25) e do vetor ~fo (Figura 26).
A matriz H e o vetor ~fo foram unidos por um cluster e aplicados a` entrada
objective function do bloco Quadratic Programming, como apresentado na
Figura 27.
Neste caso, foi implementada uma restric¸a˜o de desigualdade, que foi
conectada a` entrada inequality constraints do bloco de programac¸a˜o quadra´tica,
para que o sinal de controle u(k) se mantivesse entre os limites 0 % e 100 %
em todos os instantes do horizonte de controle. A sua construc¸a˜o foi baseada
na equac¸a˜o (2.14) e possui duas etapas: inicializac¸a˜o e ca´lculo da restric¸a˜o.
A primeira etapa tem como entrada a dimensa˜o da matriz de restric¸a˜o, Nu, e
apresenta como saı´da a matriz de restric¸o˜es e os vetores contendo os valores
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Figura 24 – Vetor de resposta livre ~f (k+ j) no LabVIEW Real-Time.
Fonte: Elaborado pelo autor.
Figura 25 – Matriz H no LabVIEW Real-Time.
Fonte: Elaborado pelo autor.
mı´nimo e ma´ximo do sinal de controle. Isso pode ser verificado na Figura 28.
Na segunda etapa, foi construı´da a matriz de restric¸a˜o para o vetor
de sinal de controle [u(k) . . .u(k+Nu−1)] de acordo com a equac¸a˜o (2.14),
como mostra a Figura 29. A saı´da do bloco de programac¸a˜o quadra´tica
retorna um vetor de dimensa˜o Nu, que e´ atualizado a cada perı´odo de amos-
tragem, contendo os valores do incremento de controle presente e futuros
([∆u(k) . . .∆u(k+Nu−1)]). O sinal de controle no instante atual u(k) e´ calcu-
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Figura 26 – Vetor ~f o no LabVIEW Real-Time.
Fonte: Elaborado pelo autor.
Figura 27 – Cluster de entrada do bloco QP no LabVIEW Real-Time.
Fonte: Elaborado pelo autor.
Figura 28 – Inicializac¸a˜o de valores da matriz de restric¸a˜o no LabVIEW
Real-Time.
Fonte: Elaborado pelo autor.
lado a partir da equac¸a˜o (4.5) e foi construı´do no LabVIEW Real-Time como
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mostra a Figura 30.
u(k) = ∆u(k)+u(k−1) (4.5)
Figura 29 – Restric¸a˜o de desigualdade no LabVIEW Real-Time.
Fonte: Elaborado pelo autor.
Figura 30 – Ca´lculo do sinal de controle u(k) no LabVIEW Real-Time.
Fonte: Elaborado pelo autor.
Na Figura 31 e´ apresentado o diagrama de blocos referente ao controle
GPC implementado no LabVIEW Real-Time.
E´ possı´vel observar a criac¸a˜o de diversas subVIs com o propo´sito de
tornar o co´digo mais legı´vel e interessante para visualizac¸a˜o, como os ca´lculos
referentes a`s matrizes G, Qδ , Qλ , H e de restric¸o˜es, a inicializac¸a˜o e os
vetores de resposta livre ~f e de restric¸o˜es, assim como o ca´lculo do vetor
~c = ~fo. Tambe´m e´ possı´vel verificar a utilizac¸a˜o do bloco Tick Count para
calcular o tempo de execuc¸a˜o de uma iterac¸a˜o do lac¸o while a fim de avaliar
as melhorias em relac¸a˜o ao tempo de processamento para a implementac¸a˜o do
controlador GPC.
A Figura 32 mostra o painel frontal do controle GPC implementado no
LabVIEW Real-Time.
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Figura 31 – Diagrama de blocos do controle GPC no LabVIEW Real-Time.
Fonte: Elaborado pelo autor.
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Figura 32 – Painel Frontal do controle GPC implementado no LabVIEW
Real-Time.
Fonte: Elaborado pelo autor.
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Essa interface permite ao usua´rio a definic¸a˜o de paraˆmetros importantes,
como os horizontes de controle (Nu) e predic¸a˜o (N), as ponderac¸o˜es δ e λ , o
numerador e denominador do modelo a ser utilizado, assim como o tempo de
amostragem e o valor da refereˆncia a ser seguido. Tambe´m e´ possı´vel verificar
as matrizes G, Qδ , Qλ e H e os vetores ~f e ~fo. O painel ainda permite o
acompanhamento, em tempo real, de varia´veis importantes como o valor atual
do sinal de controle, da varia´vel de processo e do tempo de execuc¸a˜o de uma
iterac¸a˜o. Sa˜o apresentados dois gra´ficos para melhor visualizac¸a˜o do processo,
em que um mostra o sinal de controle e o outro faz uma comparac¸a˜o entre o
valor desejado (setpoint) e a varia´vel de processo, permitindo ao usua´rio maior
rapidez e facilidade no monitoramento e controle do processo.
Na implementac¸a˜o do controlador em cascata, em que e´ aplicado um
controle PI na malha interna e um controlador GPC na malha externa, o valor
adquirido de u(k), programado no LabVIEW Real-Time, atualiza, a cada
perı´odo de amostragem, um bloco de controle nume´rico presente no LabVIEW
FPGA, em forma de setpoint, atrave´s da refereˆncia de comunicac¸a˜o existente
entre os dois mo´dulos.
4.2 HARDWARE PARA VALIDAC¸A˜O
Como apresentado na sec¸a˜o 2.3, neste trabalho, foi desenvolvida uma
estrate´gia de controle em cascata, em que, na malha interna, foi implementado
um controle PI e, na malha externa, um controlador GPC. Esse sistema de
controle foi aplicado ao DIGIAC 710, sendo que o objetivo e´ controlar duas
varia´veis, velocidade angular e corrente ele´trica, a partir da atuac¸a˜o sobre
a tensa˜o aplicada no motor. A Figura 33 apresenta o esquema de controle
implementado.
Figura 33 – Controle em cascata: PI (malha interna) e GPC (malha externa).
GPC
ωREF iREF
PID
iE
DIGIAC 710
V
i
ω
−
Fonte: Elaborado pelo autor.
De acordo com a figura:
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• ωREF e´ a refereˆncia de velocidade angular do motor;
• ω e´ a medic¸a˜o da velocidade angular do motor;
• iREF e´ a refereˆncia de corrente ele´trica no motor;
• i e´ a medic¸a˜o da corrente no motor;
• iE e´ o sinal de erro gerado pela comparac¸a˜o entre iREF e i;
• V representa a tensa˜o aplicado ao motor.
Neste caso, todos os intervalos de variac¸a˜o referentes aos sinais de
controle gerados e aos valores adquiridos das saı´das dos sistemas foram nor-
malizados para que se mantivessem na faixa entre 0 % e 100 %.
Portanto, este trabalho baseia-se na implementac¸a˜o de um controlador
GPC com a finalidade de controlar a velocidade angular do motor, sendo
que o sinal de controle, gerado pelo GPC, e´ aplicado a` malha interna como
varia´vel de processo para um controlador PI, que tem como objetivo controlar
a corrente drenada pelo motor.
4.2.1 Medic¸a˜o de velocidade angular
Como visto na sec¸a˜o 3.3, o sistema DIGIAC 710 possui um motor,
um tacogerador e um potencioˆmetro. Para medic¸a˜o da velocidade angular
do motor foi empregado o tacogerador do sistema, que e´ acoplado ao motor
atrave´s de uma relac¸a˜o de engrenagens.
Como explicado na sec¸a˜o 3.3, o tacogerador possui uma relac¸a˜o de
7 V/1000 rpm. Com isso, a variac¸a˜o de tensa˜o medida pelo tacogerador
foi adquirida experimentalmente, resultando no intervalo de (0 a 15) V. Isso
significa que a tensa˜o e´ igual a 0 V quando o motor encontra-se parado, pore´m,
quando o motor atinge a velocidade angular ma´xima a vazio, a tensa˜o no
tacogerador e´ de 15 V. Isso significa que a ma´xima velocidade angular que o
motor pode atingir e´ de, aproximadamente,
ω ≈ 15 V×1000 rpm
7 V
≈ 2142 rpm. (4.6)
Entretanto, como foi apresentado na sec¸a˜o 3.1, a plataforma de desen-
volvimento myRIO possui entradas para medir sinais analo´gicos de tensa˜o no
intervalo de (0 a 5) V, tornando-se necessa´rio o condicionamento do sinal pro-
veniente da medic¸a˜o realizada pelo tacogerador, a fim de proteger o conector
de entrada do myRIO contra tenso˜es acima do suportado pelo mesmo. Por-
tanto, para obter uma variac¸a˜o de (0 a 5) V referente a` medic¸a˜o de velocidade
86
do tacogerador, foi implementado um divisor de tensa˜o com o auxı´lio de um
resistor ajusta´vel, conhecido como trimpot. A Figura 34 apresenta o circuito
implementado com esse objetivo.
Figura 34 – Condicionamento de sinal para leitura da saı´da do tacogerador.
Tg
R1 = 10 kΩ
Rt ≈ 5 kΩ
AI1
GND
myRIO
Fonte: Elaborado pelo autor.
De acordo com a figura, Tg representa o tacogerador, R1 e´ um resistor
com o valor escolhido igual a 10 kΩ e Rt e´ o trimpot ajustado em um valor
que permitiu a leitura de tensa˜o dentro dos limites desejados, neste caso,
aproximadamente 5 kΩ. A leitura da diferenc¸a de tensa˜o sobre o Rt foi
realizada atrave´s de uma porta analo´gica AI1 e o GND do conector MXP B no
myRIO.
Como o FPGA trabalha somente com valores digitais, a leitura vinda
do tacogerador e´ convertida para um dado digital, atrave´s do conversor A/D
com resoluc¸a˜o de 12 bits. Isso significa que a entrada analo´gica do myRIO
possui uma variac¸a˜o de 0 a 4095. Esse valor foi condicionado novamente, no
LabVIEW FPGA, a fim de obter o intervalo da normalizac¸a˜o de (0 a 100) %
da velocidade angular medida pelo tacogerador, como mostra a Figura 35.
Figura 35 – Condicionamento da leitura do tacogerador no LabVIEW FPGA.
Fonte: Elaborado pelo autor.
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4.2.2 Medic¸a˜o de corrente
Como apresentado na sec¸a˜o 3.1, as entradas analo´gicas do myRIO
possuem intervalo de medic¸a˜o de (0 a 5) V. Assim, foi necessa´rio encontrar
uma relac¸a˜o entre tensa˜o e corrente, ja´ que o objetivo, neste caso, e´ a medic¸a˜o
da corrente no motor do DIGIAC 710. Com isso, a maneira mais simples
de encontrar essa relac¸a˜o e´ a partir da inserc¸a˜o de um resistor, conhecido
como shunt, que e´ conectado em se´rie com o motor, a fim de representar um
amperı´metro. De acordo com a Lei de Ohm, V =R ·I, e como o valor escolhido
para o shunt e´ igual a 1 Ω, o valor da corrente no resistor, em amperes, e´ igual
ao valor da tensa˜o medida sobre o mesmo, em volts. Como o resistor shunt
e o motor esta˜o em se´rie, a corrente drenada pelo motor e´ igual a` corrente
medida no resistor shunt. E´ importante salientar que, quanto menor o valor
escolhido para o shunt, menor a sua influeˆncia sobre o restante do circuito,
pore´m mais difı´cil torna-se a medic¸a˜o, uma vez que o valor da tensa˜o obtida
sobre o resistor shunt torna-se menor.
A corrente medida sobre o resistor shunt possui uma variac¸a˜o muito
baixa, na faixa de (0 a 400) mA, aproximadamente, que considera a ma´xima
corrente que o motor e´ capaz de drenar na sua partida ou quando o seu
eixo encontra-se totalmente travado. Sendo assim, foi necessa´rio realizar
o condicionamento do sinal medido para efetuar a sua leitura na entrada
do myRIO. Para isso, o valor de corrente adquirido a partir da medic¸a˜o foi
amplificado com a utilizac¸a˜o do INA122, um amplificador de instrumentac¸a˜o
de precisa˜o (TEXAS INSTRUMENTS, 1997). De acordo com a sua folha de dados,
o ganho do amplificador e´ igual a
G = 5+
200 kΩ
RG
, (4.7)
onde RG e´ o resistor responsa´vel pelo ajuste do ganho desejado.
Com o objetivo de amplificar um valor de corrente de (0 a 400) mA
para o intervalo de (0 a 5) V, o ganho do amplificador e´ igual a
G = 11,111. (4.8)
Assim, o resistor RG foi ajustado ate´ que esse valor fosse medido na saı´da do
amplificador. A Figura 36 apresenta o circuito responsa´vel pela amplificac¸a˜o
do valor medido de corrente no motor. A ligac¸a˜o entre o motor e o resistor
shunt na˜o e´ mostrada aqui, mas sim na subsec¸a˜o 4.2.3, que apresenta o circuito
de acionamento do motor.
Como visto na subsec¸a˜o 4.2.1, o myRIO converte a variac¸a˜o de (0 a 5) V,
medida em sua entrada analo´gica, em um dado digital variando de (0 a 4095).
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Figura 36 – Condicionamento de sinal para leitura da corrente no motor.
RSHUNT = 1Ω
VIN−
VoVIN+
RG
RG ≈ 21,538 kΩ
RG
V− VREF
GND
V+
5 V
AI0
GND
myRIO
Fonte: Elaborado pelo autor.
Com isso, o sinal referente a` medic¸a˜o de corrente fluindo sobre o motor foi
condicionado novamente no LabVIEW FPGA, a fim de que o valor de leitura
estivesse entre os limites de (0 a 100) % para a implementac¸a˜o do controle.
Isso e´ apresentado na Figura 37.
Figura 37 – Condicionamento da leitura da corrente no motor no LabVIEW
FPGA.
Fonte: Elaborado pelo autor.
Como o sinal adquirido de um motor CC esta´ sujeito a diferentes fontes
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de ruı´dos e interfereˆncias, sejam eles do ambiente ou pela vibrac¸a˜o do pro´prio
motor, foi implementado um filtro, no LabVIEW FPGA, responsa´vel por gerar
sinais com melhor relac¸a˜o sinal/ruı´do para serem enviados ao controlador.
4.2.3 Acionamento do motor
O acionamento do motor foi realizado com o auxı´lio de uma fonte de
alimentac¸a˜o, regulada em um valor que segue o padra˜o industrial, neste caso,
24 V. Ja´ que o motor possui uma indicac¸a˜o de tensa˜o de 27,5 V, ele deve ser
devidamente bem acionado com 24 V, pore´m, isso na˜o garante que ele va´
trabalhar em sua velocidade angular nominal. A Figura 38 apresenta o circuito
construı´do com este objetivo, onde C = 100 nF.
Figura 38 – Circuito de acionamento do motor.
myRIO
3,3 V
GND
PWM
C
GND1
VCC1
ISO7240C
INA
INB
INC
IND
NC
GND1
VCC2
GND2
OUTA
OUTB
OUTC
OUTD
EN
GND2
5 V
C
5 V
R = 3.3 kΩ
R = 1 kΩ
15 V
GNDIS
IRF630
RSHUNT
Rp
M
24 V
D
Fonte: Elaborado pelo autor.
Para o acionamento do motor por um sinal PWM, resultante da progra-
mac¸a˜o no LabVIEW FPGA e adquirido atrave´s de uma saı´da digital do myRIO,
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viu-se a necessidade de isolac¸a˜o entre o myRIO e o restante do circuito
eletroˆnico, pois qualquer sinal gerado que tenha um valor acima do ma´ximo
permitido pelo myRIO poderia danificar permanentemente as suas entradas
ou saı´das. Para tanto, foi implementado o isolador digital ISO7240C (TEXAS
INSTRUMENTS, 2007), que trabalha com alimentac¸a˜o de 3,3 V e 5 V.
O MOSFET (transistor de efeito de campo de semicondutor de o´xido
meta´lico, do ingleˆs Metal Oxide Semiconductor Field Effect Transistor) IRF630,
neste caso, trabalha com a func¸a˜o de chaveamento a fim de acionar o motor
CC. Como o sinal PWM proveniente do myRIO possui uma tensa˜o de 5 V, foi
necessa´rio a inserc¸a˜o de um transistor auxiliar, neste caso o 2N2222, com o
objetivo de elevar o nı´vel de tensa˜o para 15 V, ja´ que com uma tensa˜o de 5 V
no pino gate na˜o se pode garantir que o MOSFET permanecera´ fortemente
polarizado em todas as situac¸o˜es de operac¸a˜o do motor, principalmente na
partida e nos casos de altas cargas no eixo. Assim, ao pino de porta (gate) do
MOSFET foi aplicada uma tensa˜o de 15 V. Portanto, a partir desse circuito, o
motor e´ acionado em uma determinada frequeˆncia, definida pela raza˜o cı´clica
do sinal PWM.
A func¸a˜o do resistor RSHUNT , que esta´ exemplificado neste circuito,
foi apresentada na subsec¸a˜o 4.2.2. O esquema envolvendo uma chave e o
resistor Rp, em se´rie com o resistor RSHUNT , foi implementado para simular
uma perturbac¸a˜o na corrente drenada pelo motor. O resistor Rp, igual a
27 Ω, foi escolhido de forma que, quando a chave estiver aberta e permitir o
fluxo de corrente sobre ele, esse resistor exerc¸a alguma influeˆncia no valor de
corrente medido sobre o RSHUNT e, consequentemente, sobre o motor. Com
isso, e´ possı´vel verificar se o controlador e´ capaz de rejeitar perturbac¸o˜es em
regime permanente. Essa alterac¸a˜o de corrente e´ interessante, porque ha´ uma
malha interna (ra´pida) de controle de corrente. Logo, perturbac¸o˜es de corrente
praticamente na˜o devem influenciar na velocidade angular do motor.
4.3 COMENTA´RIOS FINAIS
Este capı´tulo apresentou a implementac¸a˜o de controle proposta neste
trabalho. Relatou-se como foi realizada a programac¸a˜o no mo´dulo LabVIEW
FPGA para a implementac¸a˜o do controlador PI, incluindo os blocos e func¸o˜es
necessa´rios e a interface gra´fica construı´da neste caso. Em seguida, foram
descritos os passos seguidos para o desenvolvimento do controlador GPC, com-
pilado no processador com sistema de tempo real do myRIO, em que foi usado
um algoritmo de programac¸a˜o quadra´tica de propo´sito geral, ja´ disponı´vel
no LabVIEW RT, para obter o sinal de controle a cada iterac¸a˜o. Com isso,
foram apresentados o diagrama de blocos e painel frontal implementados neste
91
trabalho. Nos dois mo´dulos foi aplicado um me´todo de medic¸a˜o do tempo
de execuc¸a˜o de um lac¸o com o objetivo de medir o tempo de processamento
do sistema. A u´ltima sec¸a˜o foi responsa´vel por apresentar a implementac¸a˜o
da estrate´gia de controle proposta na planta de laborato´rio escolhida DIGIAC
710, com o objetivo de controlar a velocidade angular e a corrente ele´trica
do motor a partir da atuac¸a˜o sobre a tensa˜o aplicada sobre o mesmo. Enta˜o,
foi mostrado como foram realizadas as medic¸o˜es da velocidade angular e
da corrente, assim como o acionamento do motor. Com isso, o capı´tulo 5
apresentara´ os resultados experimentais obtidos a partir da implementac¸a˜o do
sistema de controle proposto neste trabalho.
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5 VALIDAC¸A˜O EXPERIMENTAL
A partir da implementac¸a˜o dos controladores PI e GPC no ambiente
LabVIEW, foi necessa´rio realizar testes experimentais a fim de validar o
funcionamento do sistema de controle aplicado ao estudo de caso. Como o
objetivo do trabalho e´ o controle de duas varia´veis, foram considerados dois
modelos diferentes, definidos aqui como Gi(s) e Ge(s). O primeiro modelo,
Gi(s), baseia-se na relac¸a˜o entre a variac¸a˜o da raza˜o cı´clica de um sinal PWM
e a corrente drenada pelo motor CC, ambos dentro dos limites de (0 a 100) %,
a fim de obter um controle de corrente com a implementac¸a˜o do controlador PI.
Por sua vez, o segundo modelo, Ge(s), e´ determinando a partir da relac¸a˜o entre
a corrente, adquirida do primeiro modelo, e a medic¸a˜o da velocidade angular
do motor, variando de (0 a 100) % tambe´m, com o objetivo de controla´-la com
um GPC. O controle de corrente em um motor CC e´ uma estrate´gia bastante
adotada na pra´tica como forma de compensar rapidamente perturbac¸o˜es nas
condic¸o˜es de alimentac¸a˜o sem a necessidade de aguardar os efeitos dessas
perturbac¸o˜es aparecerem na velocidade, justificando desta forma a aplicac¸a˜o
do controle em cascata.
Na sec¸a˜o 5.1 deste capı´tulo e´ apresentado como foi realizada a determi-
nac¸a˜o dos modelos citados, assim como as func¸o˜es de transfereˆncia obtidas
em cada caso. Em seguida, na sec¸a˜o 5.2, e´ mostrado como os controladores PI
e GPC foram ajustados de modo a obter uma resposta satisfato´ria do sistema.
Os resultados experimentais foram divididos em treˆs partes: implementac¸a˜o
dos controladores (sec¸a˜o 5.3), ana´lise de rejeic¸a˜o de perturbac¸o˜es (sec¸a˜o
5.4) e resultados de tempo de coˆmputo do sinal de controle (sec¸a˜o 5.5). Na
primeira parte, os ensaios realizados teˆm como objetivo comprovar que os
controladores sa˜o capazes de garantir que as varia´veis manipuladas sigam os
valores de refereˆncia, assim como que os sinais de controle aplicados na˜o
ultrapassem os limites pre´-definidos em projeto. A segunda parte baseia-se
na constatac¸a˜o de que o sistema consegue rejeitar perturbac¸o˜es em regime
permanente. A terceira e u´ltima parte traz os resultados experimentais no
que diz respeito ao tempo de processamento de cada controlador, tanto no
LabVIEW Real-Time quanto no FPGA, a fim de comprovar as vantagens de
implementac¸a˜o dessa estrate´gia aplicada no myRIO.
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5.1 DEFINIC¸A˜O DOS MODELOS PARA IDENTIFICAC¸A˜O DOS SISTE-
MAS
Neste trabalho, a determinac¸a˜o dos modelos foi realizada com o auxı´lio
do mo´dulo FPGA do LabVIEW, sendo que o diagrama de blocos referente a
esse ensaio e´ apresentado na Figura 39.
Figura 39 – Diagrama de blocos de ensaio realizado para obtenc¸a˜o dos mode-
los.
Fonte: Elaborado pelo autor.
Como e´ possı´vel observar, o sinal PWM e´ gerado da mesma maneira
como foi apresentado na subsec¸a˜o 4.1.1, com a diferenc¸a de que, neste caso, a
variac¸a˜o da raza˜o cı´clica e´ definida manualmente ao longo do tempo do ensaio
de identificac¸a˜o. As leituras relativas a`s medic¸o˜es de corrente e velocidade
angular esta˜o normalizadas no intervalo (0 a 100) % e sa˜o acompanhadas a
partir de gra´ficos no painel frontal do LabVIEW.
O sinal de PWM e a corrente drenada pelo motor, que foram obtidos
com o objetivo de definir o primeiro modelo, sa˜o apresentados nas Figuras 40
e 41, respectivamente.
Neste caso, o valor da raza˜o cı´clica foi incrementado em passos de 10 %
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Figura 40 – Variac¸a˜o da raza˜o cı´clica aplicada ao processo de identificac¸a˜o de
Gi(s) (0 − 100) %.
Fonte: Elaborado pelo autor.
Figura 41 – Medic¸a˜o da corrente ele´trica drenada pelo motor para identificar
Gi(s) (0 − 100) %.
Fonte: Elaborado pelo autor.
dentro do intervalo total, entre 0 % e 100 %. Assim, foi possı´vel identificar
o sistema relacionado a cada variac¸a˜o da raza˜o cı´clica, verificando-se que as
constantes de tempo e os ganhos esta´ticos praticamente na˜o se alteram em
func¸a˜o do ponto de operac¸a˜o. Com base nisso, uma me´dia da soma dos dados
obtidos em cada identificac¸a˜o foi calculada e, por fim, definida a func¸a˜o de
transfereˆncia que seja capaz de representar o comportamento de Gi(s), a qual
configura a relac¸a˜o entre o sinal PWM como entrada e a medic¸a˜o da corrente
ele´trica como saı´da:
Gi(s) =
0,39 · (7,5 s+1)
3 s+1
=
0,975 · (s+0,13333)
s+0,3333
, (5.1)
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onde o zero da func¸a˜o, em (s =−0,13333), e´ responsa´vel por representar a
parcela de resposta instantaˆnea. Essa func¸a˜o de transfereˆncia foi utilizada para
o ajuste de ganhos do controlador PI.
Com o objetivo de comprovar que o modelo encontrado em (5.1) e´
capaz de representar o comportamento do sistema real, foi realizado um ensaio
levando-se em considerac¸a˜o diferentes valores de amplitude do sinal PWM
aplicado a` entrada do sistema. A Figura 42 apresenta a variac¸a˜o da raza˜o
cı´clica nesse caso.
Figura 42 – Sinal PWM aplicado.
Fonte: Elaborado pelo autor.
A Figura 43 mostra a comparac¸a˜o entre a resposta do modelo Gi(s) e o
comportamento do sistema real.
E´ possı´vel observar que o modelo encontrado representa o processo real
razoavelmente bem na maioria das faixas de operac¸a˜o. Como foi apresentado
na sec¸a˜o 3.3, um motor CC pode apresentar na˜o linearidades que podem afetar
no seu comportamento, como mostrado na Figura 11. Observando a Figura 43,
os pontos em que o comportamento real diverge do modelo de Gi(s) devem-se
a`s caracterı´sticas na˜o lineares do motor.
Ja´ o modelo do processo Ge(s) foi definido a partir da relac¸a˜o entre a
corrente medida na Figura 41 e a velocidade angular do motor, cujo resultado
e´ mostrado na Figura 44.
Entretanto, para essa identificac¸a˜o, inicialmente, foi determinado um
modelo de representac¸a˜o, Gω(s), da relac¸a˜o entre o sinal PWM como entrada
e a medic¸a˜o da velocidade angular como saı´da. Neste caso, as constantes
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Figura 43 – Comparac¸a˜o entre o modelo tensa˜o-corrente e o comportamento
do sistema real.
Fonte: Elaborado pelo autor.
Figura 44 – Medic¸a˜o da velocidade angular do motor para identificar Ge(s)
(0 − 100) %.
Fonte: Elaborado pelo autor.
de tempo e os ganhos esta´ticos relativos a cada variac¸a˜o tambe´m possuem
valores pro´ximos de forma independente do ponto de operac¸a˜o. Portanto,
a func¸a˜o de transfereˆncia responsa´vel por representar o comportamento de
Gω(s) foi obtida a partir da me´dia das somas dos valores encontrados em cada
identificac¸a˜o, resultando em
Gω(s) =
0,8075
(s+1) · (0,1 s+1) =
8,075
(s+1) · (s+10) . (5.2)
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Tomando como base as func¸o˜es de transfereˆncia definidas em (5.1)
e (5.2), e´ possı´vel determinar o modelo de Ge(s), ou seja, a relac¸a˜o entre a
corrente ele´trica como entrada e a velocidade angular como saı´da, a partir do
quociente definido por:
Ge(s) =
Gω(s)
Gi(s)
=
0,8075
(s+1) · (0,1 s+1) ·
(3 s+1)
0,39 · (7,5 s+1) , (5.3)
com isso,
Ge(s) =
2,0705 · (3 s+1)
(s+1) · (0,1 s+1) · (7,5 s+1) . (5.4)
Com o objetivo de comprovar que o modelo encontrado aproxima-se
do comportamento do sistema real, o valor do sinal real correspondente a`
corrente ele´trica, adquirido no ensaio de identificac¸a˜o apresentado na Figura
43, foi definido como o sinal de entrada de Ge(s). Assim, foi possı´vel realizar
a comparac¸a˜o entre a velocidade angular encontrada a partir disso e o compor-
tamento do sinal real da velocidade angular do sistema, como mostra a Figura
45.
Figura 45 – Comparac¸a˜o entre o modelo corrente-velocidade e o comporta-
mento do sistema real.
Fonte: Elaborado pelo autor.
Neste caso, tambe´m observou-se que o modelo encontrado consegue re-
presentar o processo real razoavelmente bem na maioria das faixas de operac¸a˜o.
Os pontos em que o comportamento real diverge do modelo de Ge(s) devem-se
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a`s caracterı´sticas na˜o lineares do motor.
Como o controlador GPC trabalha apenas com modelos de tempo
discreto, foi necessa´rio determinar uma representac¸a˜o de Ge(s) no domı´nio
z. Sabe-se que, neste caso, o tempo de assentamento para que a resposta do
sistema em malha aberta atinja a faixa de 95 % do seu valor final (t5%) e´ de
2 s, aproximadamente. A determinac¸a˜o do perı´odo de amostragem considera o
t5% de malha fechada desejado, que foi definido da ordem de 50 % do valor de
t5% de malha aberta, ou seja, um tempo de assentamento de 1 s. Tipicamente,
o perı´odo de amostragem e´ escolhido de modo a ser 20 vezes menor que o t5%
de malha fechada, portanto
Ts =
1
20
= 0,05 s. (5.5)
A partir disso, o modelo discreto de Ge(s) com o segurador de ordem zero e´
representado por
Ge(z) =
0,0087 · (z−0.9835) · (z+0.8355)
(z−0,9934) · (z−0.9512) · (z−0.6065) . (5.6)
5.2 AJUSTE DOS CONTROLADORES
5.2.1 PI
Como foi apresentado na sec¸a˜o 2.1, existem treˆs formas de represen-
tar um controlador PID: acadeˆmica (equac¸a˜o (2.1)), se´rie (equac¸a˜o (2.2)) e
paralela (equac¸a˜o (2.3)). Para a aplicac¸a˜o do controlador PI, que tem como
objetivo atuar sobre o valor da corrente drenada pelo motor, foi levada em
considerac¸a˜o a implementac¸a˜o dessa func¸a˜o no LabVIEW FPGA, onde os
ganhos Kp e Ki esta˜o representados na forma paralela e em tempo discreto.
Inicialmente, o controlador foi desenvolvido em tempo contı´nuo. Sendo
o tempo de assentamento (t5%) de Gi(s) de, aproximadamente, 1,5 s, a partir
disso, foi definida uma resposta de malha fechada desejada sem sobressinal e
com um t5% igual a 3 ms. Assim, o valor da constante de tempo para que a
resposta do sistema de malha fechada atinja a faixa de 63,2 % do seu valor
final (τ) foi determinado da seguinte forma:
t5% = 3 · τ
τ =
t5%
3
= 1 ms.
(5.7)
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Com isso, o polo desejado de malha fechada e´ igual a
p =−1
τ
=− 1
1 ·10−3 =−1000 . (5.8)
Usando o lugar das raı´zes, verificou-se que um controlador I de ganho
integral Ki, com ganho alto, pode deslocar o polo do modelo da planta para
a posic¸a˜o desejada e forc¸ar um par polo-zero de baixa frequeˆncia, que quase
na˜o tem efeito na resposta. Assim,
Ci(s) =
Ki
s
(5.9)
e´ suficiente para o controle.
Sabe-se que a func¸a˜o de transfereˆncia de malha fechada contendo o
controlador Ci(s) e´
Hi(s) =
Ci(s) ·Gi(s)
1+Ci(s) ·Gi(s) =
NCi
DCi
· NGiDGi
1+
NCi
DCi
· NGiDGi
=
NCi ·NGi
DCi ·DGi +NCi ·NGi
, (5.10)
onde NCi e NGi sa˜o os numeradores e DCi e DGi os denominadores de Ci(s)
e Gi(s), respectivamente. O polinoˆmio caracterı´stico do sistema de malha
fechada (σ(s)) e´ igual ao denominador de Hi(s), enta˜o, tomando-se como base
Gi(s) em (5.1) e Ci(s) em (5.9), tem-se que:
σ(s) = s · (s+0,3333)+Ki ·0,975 · (s+0,13333) . (5.11)
Igualando (5.11) a zero e substituindo s pelo valor de p encontrado em (5.8),
s · (s+0,3333)+Ki ·0,975 · (s+0,13333) = 0
(−1000) · ((−1000)+0,3333)+Ki ·0,975 · ((−1000)+0,13333) = 0 ,
obte´m-se o valor do ganho do controlador:
Ki ≈ 1025 . (5.12)
Com isso,
Ci(s) =
1025
s
. (5.13)
O sistema de malha fechada resultante da implementac¸a˜o de Ci(s) e´
101
igual a
Hi(s) =
999.375 · (s+0,13333)
(s+999.575) · (s+0,13327) . (5.14)
Com base na equac¸a˜o (5.1), o zero em s = −0,13333 pertence a` planta
Gi(s) e, consequentemente, aparecera´ como zero de malha fechada tanto na
resposta de seguimento de refereˆncia quanto de rejeic¸a˜o de perturbac¸a˜o de
carga. Entretanto, quando ha´ um polo e um zero muito pro´ximos um do outro,
sabe-se que os seus efeitos se compensam. Com isso, a partir da equac¸a˜o
(5.14), apesar da dinaˆmica do polo em s = −0,13327 ser muito mais lenta
que a dinaˆmica do polo em s =−999.575, a sua influeˆncia praticamente na˜o e´
percebida, ja´ que esta´ ocorrendo um quase cancelamento do polo dominante
com o zero em s =−0,13333.
A partir de dados experimentais, sabe-se que o nu´mero de ciclos de
varredura do FPGA necessa´rios para executar uma iterac¸a˜o do lac¸o de ca´lculo
do controlador PI e´ de 330 ticks. Como foi explicado na subsec¸a˜o 4.1.1, cada
tick corresponde a 25 ns, logo o tempo de amostragem Tsi deve ser de pelo
menos
Tsi = (330 ·25) ns = 8,25 µs . (5.15)
Para a implementac¸a˜o desse controlador no LabVIEW FPGA, o valor
de Kp foi definido igual a zero e foi necessa´rio encontrar a representac¸a˜o de
Ki em tempo discreto a partir do tempo de amostragem definido em (5.15).
Sendo assim,
Kp = Kc = 0 ,
Ki = Ki ·Tsi = 1025 ·8,25 ·10−6 = 0,00845 .
(5.16)
5.2.2 GPC
A sintonia do GPC consistiu na definic¸a˜o dos paraˆmetros de ajuste de
forma a modificar a dinaˆmica da resposta referente a` velocidade angular do
motor, sendo eles: Nu, N, δ e λ . As ponderac¸o˜es de erro e do esforc¸o de
controle foram definidas como valores constantes ao longo dos horizontes, por-
tanto sera˜o expressas apenas como δ e λ , respectivamente, sem a dependeˆncia
do instante j em relac¸a˜o ao inı´cio do horizonte. Ale´m disso, sera´ assumido
δ = 1, visto que o processo e´ monovaria´vel, logo o que interessa e´ a relac¸a˜o
entre as ponderac¸o˜es e na˜o seus valores absolutos.
Como apresentado na subsec¸a˜o 2.2.1, existem algumas vantagens no
que diz respeito a` complexidade do problema quando o valor de Nu e´ pequeno.
Portanto, neste caso, foi escolhido Nu = 5, que permite ao controlador ter
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liberdade para ajuste do sinal de controle dentro de um horizonte razoa´vel
sem comprometer o tempo de ca´lculo de maneira a inviabilizar o perı´odo de
amostragem pretendido. O valor de N foi determinado com base no t5% de
malha aberta e no perı´odo de amostragem, definido em (5.5). Com isso, de
forma a possibilitar observar toda a resposta transito´ria, ale´m de uma parcela
da resposta a partir do momento em que ela atinge o regime permanente, foi
escolhido N = 20.
Com esses paraˆmetros definidos, o ajuste de δ e λ foi realizado com
a finalidade de adequar a relac¸a˜o de importaˆncia entre erro e esforc¸o de
controle, para que haja um equilı´brio entre os dois termos da func¸a˜o custo
(2.6). Portanto, assumiu-se que o erro possui uma variac¸a˜o que vai desde 10 %
ate´ 0 % dentro do horizonte de predic¸a˜o N, ou seja, o valor me´dio do erro e´ da
ordem de
emed = 5%.
Como o valor do ganho esta´tico de Ge(s) e´ igual a 2,07, estima-se que a
variac¸a˜o do controle e´ igual a
cmed =
5%
2,07
≈ 2,4%.
Com isso, a func¸a˜o objetivo em (2.6) pode ser reescrita da seguinte
maneira:
J =
20
∑
j=1
δ (emed)2+
5
∑
j=1
λ (cmed)2. (5.17)
Assumindo o valor de δ = 1, ou seja,
J =
20
∑
j=1
(1)(5)2+
5
∑
j=1
λ (2,4)2,
e´ possı´vel encontrar um λ inicial, como se segue, para ter um peso equivalente
dos erros e do controle na func¸a˜o custo:
λ (5)(2,4)2 = (20)(1)(5)2
λ = (1)
(
20
5
)(
5
2,4
)2
λ = 17,36 . (5.18)
Valores maiores ou menores que esse podem ser enta˜o ajustados para buscar
uma resposta adequada regulando-se o peso da ac¸a˜o de controle.
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5.3 RESULTADOS EXPERIMENTAIS DE CONTROLE
A partir do ajuste dos controladores, foram realizados ensaios com o
objetivo de validar o funcionamento do sistema de controle em cascata. O
primeiro ensaio foi executado a fim de comprovar que tanto o controlador PI
quanto o GPC sa˜o capazes de garantir que as varia´veis manipuladas, corrente e
velocidade angular, sigam o valor determinado pela refereˆncia de cada malha.
A Figura 46 apresenta a comparac¸a˜o entre o valor de refereˆncia e a
medic¸a˜o da velocidade angular do motor, ambos com variac¸a˜o de (0 a 100) %,
que e´ o resultado da implementac¸a˜o do controle GPC no LabVIEW Real-Time.
E´ importante salientar que, de acordo com a equac¸a˜o (4.6), o limite ma´ximo
(100 %) que a velocidade do motor pode atingir e´ de 2142 rpm. A Figura 47
mostra o sinal de controle u(k) gerado para controlar a resposta do sistema
neste caso.
No instante inicial do ensaio apresentado na Figura 46, o motor encon-
trava-se em repouso e a refereˆncia w(k) (em vermelho) foi definida em um
valor igual a 50 % (≈ 1072 rpm). A partir do momento em que o motor foi
alimentado com a fonte de 24 V, a medic¸a˜o da velocidade angular (em preto)
comec¸ou a aumentar ate´ atingir o valor de refereˆncia. Com o objetivo de
comprovar que o sitema da malha externa era capaz de trabalhar em diferentes
nı´veis de amplitude, posteriormente, foram definidas novas refereˆncias em
70 % (≈ 1500 rpm) e 100 % (≈ 2142 rpm). Em seguida, foram definidos
valores decrescentes de refereˆncia, sendo possı´vel confirmar que a resposta
do sistema atendeu a todos os requisitos nestes casos tambe´m. Conforme
foi apresentado na sec¸a˜o 4.2, o sinal de controle u(k) da Figura 47, gerado
pelo controlador GPC, foi aplicado a` malha interna em forma de varia´vel de
processo com o objetivo de controlar a corrente drenada pelo motor atrave´s da
implementac¸a˜o do controlador PI.
Com isso, o ensaio realizado para verificac¸a˜o do comportamento da
resposta de malha interna e´ apresentado na Figura 48 e na Figura 49 e´ mostrado
o sinal de controle aplicado ao sistema da malha interna.
E´ possı´vel verificar que o controle PI foi capaz de garantir que a cor-
rente conseguisse seguir o valor da varia´vel manipulada da malha externa
nas condic¸o˜es em que isso era fisicamente possı´vel. E´ importante salientar
que a corrente atinge um valor de cerca de 165 mA com o motor rodando a
vazio. Entretanto, de acordo com a subsec¸a˜o 4.2.2, o limite ma´ximo (100 %)
que a corrente pode alcanc¸ar e´ de, aproximadamente, 400 mA no momento
de partida do motor ou enta˜o quando o seu eixo estiver totalmente travado.
Portanto, como pode ser observado na Figura 48, mesmo que o sinal de con-
trole u(k) alcance o limite ma´ximo, a medic¸a˜o da corrente ele´trica na˜o sera´
capaz de atingir esse valor se na˜o houver carga no eixo do motor. Ale´m disso,
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Figura 46 – Comparac¸a˜o entre refereˆncia e medic¸a˜o da velocidade angular do
motor (0 − 100) %.
Fonte: Elaborado pelo autor.
Figura 47 – Sinal de controle u(k) (0 − 100) %.
Fonte: Elaborado pelo autor.
constata-se que o sinal de controle PI atendeu aos limites pre´-definidos do
sinal PWM a ser aplicado no sistema, ou seja, manteve-se entre 0 % e 100 %.
E´ possı´vel observar que esta´ ocorrendo windup da ac¸a˜o integral do
GPC. O controlador GPC verifica que a velocidade angular na˜o atingiu o
valor desejado de 100 % e atua para que a refereˆncia de corrente aumente.
Entretanto, a corrente na˜o e´ capaz de acompanhar o valor de refereˆncia enviado
pela malha externa, dado que o sinal de controle da malha interna esta´ saturado.
Com isso, na˜o ocorrem mudanc¸as na velocidade angular, mas a refereˆncia
continua crescendo e so´ diminui quando ocorre a mudanc¸a de refereˆncia para
um valor menor, como se observa na figura logo apo´s o tempo de 6 s. Assim,
tem-se um efeito de acumulac¸a˜o da ac¸a˜o integral do GPC (ou windup). Na
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Figura 48 – Comparac¸a˜o entre refereˆncia e medic¸a˜o da corrente no motor
(0 − 100) %.
Fonte: Elaborado pelo autor.
Figura 49 – Sinal de controle PI (0 − 100) %.
Fonte: Elaborado pelo autor.
Figura 46 se observa enta˜o que e´ necessa´rio descarregar esta integral depois de
mudada a refereˆncia de velocidade angular, atrasando a mudanc¸a da refereˆncia
de corrente.
Para contornar este problema, o controlador GPC deveria conhecer
no seu modelo de predic¸a˜o o efeito que o comportamento da varia´vel que
realmente satura, que e´ o sinal de controle da malha interna, tem sobre a
varia´vel de decisa˜o da malha do controlador GPC, que e´ a refereˆncia de
corrente. Ou seja, a soluc¸a˜o do problema passaria por realizar um mapeamento
da restric¸a˜o da varia´vel da malha interna para a externa, para o qual e´ necessa´rio
construir um modelo do motor que permita levar em considerac¸a˜o seu estado
de carga. Este problema, apesar de identificado, na˜o foi tratado neste trabalho,
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tornando-se uma sugesta˜o para trabalhos futuros.
5.4 ANA´LISE DE REJEIC¸A˜O DE PERTURBAC¸O˜ES
Perturbac¸o˜es sa˜o varia´veis que na˜o esta˜o incluı´das no modelo que
descreve o sistema, mas que sa˜o capazes de afetar o seu comportamento.
Elas podem ser consideradas determinı´sticas, ou seja, aquelas que podem ser
previstas, ou estoca´sticas, aquelas cujo estado e´ indeterminado, como ruı´dos
em sensores ou atuadores (VISIOLI, 2006). De acordo com Cholakkal (2009), o
fato de considerar perturbac¸o˜es no projeto de um controlador torna o sistema
mais ra´pido no que diz respeito a` rejeic¸a˜o das mesmas. Com isso, neste
trabalho, foram consideradas duas perturbac¸o˜es, sendo a primeira atrave´s da
inserc¸a˜o de uma carga no eixo do motor e a segunda a partir da variac¸a˜o da
corrente drenada pelo motor.
Conforme foi explicado na subsec¸a˜o 4.2.2, a variac¸a˜o da corrente atinge
o valor ma´ximo de, aproximadamente, 400 mA quando o seu eixo encontra-se
totalmente travado. Assim, foram realizados dois ensaios, sendo o primeiro
para analisar o comportamento do sistema quando o eixo do motor encontra-se
quase totalmente travado e o segundo com o objetivo de verificar se o sistema
de controle implementado e´ capaz de rejeitar uma perturbac¸a˜o atrave´s da
inserc¸a˜o de uma carga leve, ou seja, com menos torque resistivo, aplicada no
eixo do motor.
No primeiro ensaio, portanto, inicialmente, a refereˆncia de velocidade
angular do motor, w(k), foi definida em 70 %. Apo´s um certo perı´odo, foi
inserida uma carga no sistema, travando o eixo do motor quase completa-
mente, fazendo com que a velocidade angular diminuı´sse. Imediatamente, o
controlador GPC atuou no sistema, aumentando o sinal de controle u(k) em
seu valor ma´ximo (100 %) a fim de buscar a refereˆncia de velocidade. Em
seguida, a carga foi retirada, ou seja, o motor passou a rodar a vazio outra vez,
fazendo com que a sua velocidade angular aumentasse. Quando a velocidade
angular do motor aproximou-se do valor de refereˆncia, o controlador diminuiu
a ac¸a˜o de controle, assentando novamente o sistema na refereˆncia desejada. A
resposta referente a` medic¸a˜o da velocidade angular neste ensaio e´ apresentada
na Figura 50. A Figura 51 apresenta a comparac¸a˜o entre o sinal de controle
u(k) e a medic¸a˜o da corrente ele´trica drenada pelo motor.
Como e´ possı´vel observar, no instante em que ocorreu a perturbac¸a˜o
de carga, a medic¸a˜o da corrente se elevou ate´ alcanc¸ar o valor ma´ximo de
400 mA, equivalente ao 100 % da amplitude de corrente. Com isso, quando
o eixo do motor encontra-se travado, a corrente consegue seguir o valor de
refereˆncia estipulado por u(k) sem ocorrer a limitac¸a˜o apresentada na Figura
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48. Neste caso, a restric¸a˜o no sinal de controle do GPC e´ importante, pois evita
que a refereˆncia passe de 100 % e, consequentemente, o fenoˆmeno windup
tambe´m e´ evitado. A Figura 52 apresenta o sinal de controle PI aplicado neste
caso, o qual tambe´m foi capaz de se manter entre 0 % e 100 %.
Figura 50 – Medic¸a˜o da velocidade angular devido ao travamento do eixo do
motor.
Fonte: Elaborado pelo autor.
Figura 51 – Comparac¸a˜o entre sinal de controle u(k) e medic¸a˜o da corrente
devido ao travamento do eixo do motor.
Fonte: Elaborado pelo autor.
Para o segundo ensaio, foi definida a refereˆncia inicial de w(k) =
80 %. A partir de um certo perı´odo, foi inserida uma carga leve no eixo
do motor. A Figura 53 traz a medic¸a˜o da velocidade angular e, como e´
possı´vel constatar, o sistema de controle implementado conseguiu rejeitar a
perturbac¸a˜o, ja´ que a velocidade angular foi mantida na refereˆncia mesmo
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Figura 52 – Sinal de controle PI devido ao travamento do eixo do motor.
Fonte: Elaborado pelo autor.
durante a atuac¸a˜o da perturbac¸a˜o. Os u´nicos pontos em que ha´ uma divergeˆncia
entre a refereˆncia w(k) e a velocidade angular do motor sa˜o aqueles nos quais a
perturbac¸a˜o e´ inserida ou retirada (aproximadamente em 4 s e 7,5 s). A Figura
54 apresenta o sinal de controle u(k) que foi aplicado ao sistema para que a
medic¸a˜o da velocidade angular do motor se mantivesse seguindo a refereˆncia
e, consequentemente, rejeitasse a perturbac¸a˜o.
Figura 53 – Medic¸a˜o da velocidade angular devido a uma perturbac¸a˜o de carga
no eixo do motor.
Fonte: Elaborado pelo autor.
A Figura 55 mostra o sinal de medic¸a˜o da corrente ele´trica, que foi
capaz de seguir a refereˆncia dada pelo controlador GPC.
O pro´ximo ensaio foi realizado com o objetivo de verificar se o sistema
implementado e´ capaz de rejeitar uma perturbac¸a˜o na corrente drenada pelo
motor. Como foi apresentado na subsec¸a˜o 4.2.3, para este experimento, foi
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Figura 54 – Sinal de controle u(k) devido a uma perturbac¸a˜o de carga no eixo
do motor.
Fonte: Elaborado pelo autor.
Figura 55 – Comparac¸a˜o entre sinal de controle u(k) e medic¸a˜o da corrente
devido a uma perturbac¸a˜o de carga no eixo do motor.
Fonte: Elaborado pelo autor.
inserido um resistor em se´rie com o RSHUNT e com o motor atrave´s do aci-
onamento de uma chave para que ele exerc¸a alguma influeˆncia no valor de
corrente.
Enta˜o, para este ensaio, foi definida uma refereˆncia inicial de velocidade
angular do motor w(k) = 80 % e, a partir de um certo tempo, foi acionada a
chave inserindo o resistor no circuito. A Figura 56 apresenta o comportamento
da corrente ele´trica devido a uma perturbac¸a˜o e a Figura 57 traz o sinal de
controle PI aplicado para que a malha interna fosse capaz de rejeitar esta
perturbac¸a˜o.
Como e´ possı´vel observar, o controlador PI atua rapidamente modifi-
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Figura 56 – Comparac¸a˜o entre sinal de controle u(k) e medic¸a˜o da corrente
devido a uma perturbac¸a˜o de corrente.
Fonte: Elaborado pelo autor.
Figura 57 – Sinal de controle PI devido a uma perturbac¸a˜o de corrente.
Fonte: Elaborado pelo autor.
cando o valor da raza˜o cı´clica a fim de compensar a queda de corrente medida
quando a chave e´ ativada.
Como foi explicado na subsec¸a˜o 4.2.3, devido a` presenc¸a de uma malha
interna ra´pida de controle de corrente, uma perturbac¸a˜o na corrente na˜o deve
apresentar grandes alterac¸o˜es na velocidade angular e, consequentemente, no
sistema de controle da malha externa. Com isso, a Figura 58 mostra que,
mesmo durante a ocorreˆncia da perturbac¸a˜o, a medic¸a˜o manteve-se seguindo a
refereˆncia, sem alterac¸o˜es no valor da velocidade angular do motor.
A Figura 59 apresenta o sinal de controle da malha externa, u(k), o
qual tambe´m na˜o apresentou mudanc¸as com a aplicac¸a˜o da perturbac¸a˜o de
corrente. Isso significa que o sistema de controle da malha interna foi capaz
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Figura 58 – Medic¸a˜o da velocidade angular devido a uma perturbac¸a˜o de
corrente.
Fonte: Elaborado pelo autor.
Figura 59 – Sinal de controle u(k) aplicado devido a uma perturbac¸a˜o de
corrente.
Fonte: Elaborado pelo autor.
de rejeitar uma perturbac¸a˜o na corrente de alimentac¸a˜o do motor antes que ela
apresentasse alguma influeˆncia sobre a velocidade angular do motor.
5.5 RESULTADOS EXPERIMENTAIS DE TEMPO DE COˆMPUTO
5.5.1 PI
Com o objetivo de analisar as vantagens que um controlador PI imple-
mentado em FPGA apresenta sobre a implementac¸a˜o em um microcontrolador
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no que diz respeito ao tempo de processamento, foi realizado um ensaio para
verificar o tempo de coˆmputo do controlador PI, como apresentado nas Figuras
15 e 17, na subsec¸a˜o 4.1.1. A Figura 60 apresenta dados adquiridos do Painel
Frontal do LabVIEW FPGA contendo o tempo de ca´lculo do controlador PI.
Figura 60 – Tempo de coˆmputo do controlador PI no LabVIEW FPGA.
Fonte: Elaborado pelo autor.
De acordo com a equac¸a˜o (5.15), e´ possı´vel afirmar que o tempo de
coˆmputo do controlador PI implementado neste trabalho e´ de 8,25 µs, cons-
tante ao longo do ensaio experimental, o que permite controlar sistemas com
dinaˆmicas ainda mais ra´pidas que a corrente do motor. Esse valor na unidade
de microssegundos e´ esperado devido a` implementac¸a˜o estar embarcada em
um FPGA.
Em microcontroladores, o tempo de aquisic¸a˜o e conversa˜o de dados
depende da frequeˆncia de clock de cada um. Por exemplo, o microcontrolador
ATmega32 (ATMEL, 2011) possui uma frequeˆncia de 16 MHz e uma variac¸a˜o
do tempo de conversa˜o A/D de (13 a 260) µs, ja´ no MSP430 (TEXAS INSTRU-
MENTS, 1999) o clock e´ de 1 MHz e o tempo da conversa˜o A/D de 12 µs.
Em relac¸a˜o a` distribuic¸a˜o de tempo de ca´lculo em cada iterac¸a˜o nas tarefas
ba´sicas realizadas pelo controlador, neste caso, o FPGA estipulou cerca de
(80 ·25) ns = 2 µs para aquisic¸a˜o dos dados referentes as entradas analo´gicas
do myRIO, ale´m da conversa˜o A/D desses dados, e (250 · 25) ns = 6,25 µs
para o coˆmputo do sinal de controle efetivamente. Tendo em vista que apenas
o tempo da aquisic¸a˜o de dados realizada por um microcontrolador ja´ e´ maior
que o tempo de toda a implementac¸a˜o do controlador PI no FPGA, incluindo a
aquisic¸a˜o de dados, conversa˜o A/D e ca´lculo do sinal de controle propriamente
dito, neste caso, e´ possı´vel afirmar que o sistema de controle em FPGA e´ capaz
de rodar algumas dezenas de vezes mais ra´pido que um microcontrolador po-
deria fazer, ja´ que o FPGA trabalha como um hardware dedicado e os ca´lculos
sa˜o realizados diretamente no hardware que gerencia as aquisic¸o˜es, poupando
bastante tempo de comunicac¸a˜o.
5.5.2 GPC
Para ana´lise de tempo de coˆmputo do controlador GPC implementado
no LabVIEW Real-Time, foram eliminados os gra´ficos de resultados do Painel
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Frontal, ja´ que eles sa˜o atualizados a cada perı´odo de amostragem e, conse-
quentemente, influenciam no tempo de processamento do controlador. Neste
trabalho, como e´ implementado um algoritmo de otimizac¸a˜o de propo´sito
geral, o tempo de ca´lculo depende do estado do sistema, principalmente o
fato de haver ou na˜o uma restric¸a˜o ativa. Sendo assim, foram realizados dois
ensaios para verificar o tempo de coˆmputo da lei de controle.
No primeiro, e´ definida uma refereˆncia inicial de w(k) = 60 % para a
medic¸a˜o da velocidade angular, sendo que a restric¸a˜o de desigualdade no sinal
de controle na˜o e´ ativada neste caso. Na Figura 61, o histograma apresenta
o tempo de aquisic¸a˜o de dados somado ao tempo de ca´lculo do controlador
GPC em cada amostra ao longo de 1500 amostras.
Figura 61 – Tempo de aquisic¸a˜o de dados mais coˆmputo do controlador GPC
no LabVIEW RT sem restric¸a˜o ativa.
Fonte: Elaborado pelo autor.
Como e´ possı´vel observar, o valor mı´nimo e´ igual a 0 ms, ou seja, em 7
amostras o tempo de ca´lculo do GPC e´ da faixa de microssegundos, e o valor
ma´ximo e´ de 15 ms, com ocorreˆncia em 4 amostras. A me´dia de todas as
amostras de tempo e´ igual a 3,716 ms.
O segundo ensaio foi realizado levando-se em considerac¸a˜o uma situa-
c¸a˜o em que a restric¸a˜o no sinal de controle esta´ ativa. A Figura 62 apresenta
o histograma referente a esse caso, no qual foram coletadas 1500 amostras,
assim como ocorreu no primeiro ensaio.
De acordo com a figura, e´ possı´vel observar que o intervalo de tempo
de aquisic¸a˜o de dados mais o tempo de coˆmputo do controlador e´ maior em
relac¸a˜o ao caso no qual na˜o ha´ restric¸a˜o no sinal de controle ativa. O valor
mı´nimo e´ da ordem de microssegundos, em 3 amostras, ja´ o tempo ma´ximo
114
Figura 62 – Tempo de aquisic¸a˜o de dados mais coˆmputo do controlador GPC
no LabVIEW RT com restric¸a˜o ativa.
Fonte: Elaborado pelo autor.
de ca´lculo e´ de 17 ms, com ocorreˆncia em 2 amostras. A escolha do mı´nimo
perı´odo de amostragem do controlador deve ser feita por esse valor. A me´dia
do total de amostras de tempo e´ 4,952 ms, que confirma o fato de que a
presenc¸a de uma restric¸a˜o no sistema demanda mais tempo para o controlador
realizar os seus ca´lculos.
Tambe´m foi possı´vel verificar neste ensaio que o tempo demandado
somente para a aquisic¸a˜o de dados e´ bem menor quando comparado ao tempo
de coˆmputo do controlador. A Figura 63 apresenta o histograma referente a
esses dados, em que o valor mı´nimo e´ de 100 µs, o ma´ximo e´ igual a 1,6 ms e
a me´dia dos tempos e´ de 296,88 µs.
A fim de estabelecer um ponto de refereˆncia para comparac¸a˜o dos
tempos, o mesmo software responsa´vel por implementar o controlador GPC
no LabVIEW Real-Time foi desenvolvido tambe´m em um computador pessoal
(PC, do ingleˆs Personal Computer) com sistema operacional Windows 7,
processador Intel Core i5 e memo´ria RAM de 8 GB, a partir do LabVIEW
padra˜o, otimizado da mesma forma que o controlador que executa no Real-
Time e tambe´m com divisa˜o em processos para fazer melhor uso de sistemas
com mu´ltiplos processadores. Ale´m disso, foi desenvolvido um outro software
especı´fico para determinac¸a˜o do tempo de aquisic¸a˜o de dados em um PC, que
foi realizada com o auxı´lio de uma placa multifunc¸a˜o USB, modelo NI USB
6009 (NATIONAL INSTRUMENTS, 2015b). Para essa comparac¸a˜o, em ambos os
casos, foram empregadas configurac¸o˜es extremamente restritivas de parada
para o algoritmo de programac¸a˜o quadra´tica, com toleraˆncia absoluta de 10−8
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Figura 63 – Tempo de aquisic¸a˜o de dados no LabVIEW RT com restric¸a˜o
ativa.
Fonte: Elaborado pelo autor.
e um limite ma´ximo de 104 iterac¸o˜es, os mesmos empregados para gerar
todos os dados apresentados nesta sec¸a˜o. A Figura 64 apresenta o histograma
referente ao tempo de aquisic¸a˜o de dados somado ao tempo de ca´lculo do
controlador GPC no PC, contendo 1500 amostras tambe´m.
De acordo com a figura, o tempo mı´nimo e´ de 7 ms, com frequeˆncia
de ocorreˆncia em 5 amostras, e o ma´ximo valor e´ igual a 16 ms, em apenas 1
amostra. A me´dia dos tempos e´ de 11,88 ms.
Neste ensaio, foi possı´vel verificar que o tempo de ca´lculo do controla-
dor GPC e´ bem inferior se comparado ao tempo de aquisic¸a˜o de dados, como
mostra a Figura 65, sendo o mı´nimo de 350 µs e o ma´ximo de 590 µs, com
uma me´dia de tempos igual a 403,64 µs.
De forma a facilitar a comparac¸a˜o entre a implementac¸a˜o no PC e
no myRIO, a Tabela 1 apresenta os dados adquiridos referentes aos ensaios
descritos nesta sec¸a˜o. E´ importante ressaltar que os dados da implementac¸a˜o
no PC foram obtidos em ensaios separados, entretanto a tabela apresenta a
soma dos dois tempos, aquisic¸a˜o de dados e coˆmputo do controlador GPC, em
um u´nico termo.
A partir desses valores, nota-se que o tempo me´dio de processamento
apresenta uma vantagem para a implementac¸a˜o no sistema de tempo real,
pore´m a variabilidade em torno do valor me´dio e´ maior nesse sistema, o
que faz com que o tempo ma´ximo, tipicamente empregado para definic¸a˜o
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Figura 64 – Tempo de aquisic¸a˜o de dados mais coˆmputo do controlador GPC
no LabVIEW padra˜o - PC.
Fonte: Elaborado pelo autor.
Figura 65 – Tempo de coˆmputo do controlador GPC no LabVIEW padra˜o -
PC.
Fonte: Elaborado pelo autor.
do perı´odo de amostragem, seja maior que o obtido no PC. Esse aparente
contrassenso de a implementac¸a˜o em tempo real apresentar maior variabilidade
pode ser explicado pelas ana´lises da distribuic¸a˜o do tempo de ca´lculo em cada
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Tabela 1 – Comparac¸a˜o entre a implementac¸a˜o no PC e no myRIO em relac¸a˜o
ao tempo de processamento.
Hardware Tempo de um ciclo de controle (ms)
Me´dio Ma´ximo
myRIO 4,95 17,00
PC 11,88 16,59
Fonte:Elaborado pelo autor.
iterac¸a˜o nas tarefas ba´sicas realizadas pelo controlador. A Figura 66 apresenta
a comparac¸a˜o referente a essa distribuic¸a˜o do tempo de ca´lculo no PC e no
myRIO.
Figura 66 – Distribuic¸a˜o de tempo de ca´lculo no (a) PC e no (b) myRIO.
(a) PC (b) myRIO
Fonte: Elaborado pelo autor.
Com base na figura, e´ possı´vel afirmar que, no PC, o tempo e´ dividido
em 97 % para aquisic¸a˜o de dados e apenas 3 % para coˆmputo do sinal de
controle. Ja´ no myRIO/ a proporc¸a˜o de tempo e´ de, aproximadamente, 6 %
para aquisic¸a˜o e 94 % para ca´lculo do sinal de controle. Ale´m disso, observou-
se que a tarefa que domina o tempo de ca´lculo do sinal de controle nos dois
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casos e´ a resoluc¸a˜o do problema de programac¸a˜o quadra´tica.
Como o problema de programac¸a˜o quadra´tica e´ resolvido com um
algoritmo iterativo que tem um tempo de execuc¸a˜o varia´vel em func¸a˜o das
condic¸o˜es do problema, essa variabilidade aparece de forma acentuada no
myRIO, pore´m na˜o e´ expressiva no PC, dado que em todos os casos o ca´lculo
e´ realizado de forma ra´pida. Com isso, e´ possı´vel afirmar que se for implemen-
tado um algoritmo de coˆmputo ra´pido e na˜o um otimizador de propo´sito geral,
como neste caso, os ganhos sera˜o desprezı´veis no PC, ja´ que quem domina
o tempo e´ a aquisic¸a˜o dos dados. Por outro lado, no myRIO isso pode trazer
ganhos enormes, pois o ponto crı´tico e´ a falta de poder de processamento,
enta˜o o gargalo esta´ nos ca´lculos matema´ticos intensivos em processamento,
ou seja, na otimizac¸a˜o.
Uma forma bastante simples de melhorar esse tempo de processamento
e´ atrave´s da alterac¸a˜o das condic¸o˜es de parada do problema de otimizac¸a˜o
no bloco de programac¸a˜o quadra´tica, visto que tipicamente os problemas de
controle o´timo na˜o necessitam de condic¸o˜es de parada ta˜o restritivas quanto
outras classes de problemas (WANG; BOYD, 2010). A partir disso, em um novo
ensaio, o nu´mero ma´ximo de iterac¸o˜es do otimizador foi limitado em apenas
20 iterac¸o˜es, diferentemente do valor padra˜o igual a 104, citado anteriormente
nesta subsec¸a˜o.
A Figura 67 apresenta uma comparac¸a˜o da resposta temporal referente
a` medic¸a˜o da velocidade angular do motor sem e com a reduc¸a˜o no nu´mero
ma´ximo de iterac¸o˜es do otimizador.
Como e´ possı´vel observar, o fato de implementar esta te´cnica de
coˆmputo ra´pido atrave´s da reduc¸a˜o da condic¸a˜o de parada do problema de
otimizac¸a˜o na˜o prejudicou a resposta de malha fechada de maneira expressiva.
A Figura 68 apresenta um histograma que compara a implementac¸a˜o
realizada no PC e no LabVIEW RT com o nu´mero reduzido de iterac¸o˜es
do otimizador, referentes ao tempo de aquisic¸a˜o de dados mais coˆmputo do
controlador GPC, ao longo de 1500 amostras.
Para o caso da implementac¸a˜o no PC, e´ possı´vel confirmar que a
alterac¸a˜o de paraˆmetros do problema de otimizac¸a˜o na˜o apresenta ganhos
expressivos ja´ que, no geral, o tempo para aquisic¸a˜o de dados somado ao
tempo de coˆmputo do controlador GPC permanece praticamente o mesmo se
comparado ao apresentado na Figura 64. Neste caso, a me´dia total dos tempos
e´ de 11,86 ms.
Ja´ no caso da implementac¸a˜o em tempo real no myRIO, o valor mı´nimo
de tempo e´ de 1 ms e o ma´ximo igual a 13 ms, sendo que a me´dia total dos
tempos e´ de 4,653 ms. Comparando esse resultado ao adquirido no ensaio
referente a` Figura 62, e´ possı´vel comprovar que a implementac¸a˜o de te´cnicas
de coˆmputo ra´pido sa˜o capazes de diminuir o tempo de processamento em
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Figura 67 – Medic¸a˜o da velocidade angular (a) sem nu´mero reduzido de
iterac¸o˜es e (b) com nu´mero reduzido de iterac¸o˜es.
Fonte: Elaborado pelo autor.
uma implementac¸a˜o realizada em um sistema de tempo real, como neste caso
que houve uma diminuic¸a˜o de aproximadamente 10 % do tempo me´dio. Outro
fator importante e´ que, em um PC, a velocidade de processamento dependera´
tambe´m do nu´mero de aplicac¸o˜es que estiverem executando de forma paralela
com o controlador. Em contrapartida, quando a implementac¸a˜o e´ realizada em
um sistema embarcado como o myRIO, ele atua como um hardware dedicado
com o objetivo de atender a um u´nico propo´sito especı´fico, sendo capaz de
garantir determinismo na execuc¸a˜o de suas tarefas.
A Tabela 2 apresenta os dados adquiridos referentes a` implementac¸a˜o
com o nu´mero de iterac¸o˜es reduzido. Assim como a Tabela 1, neste caso
tambe´m e´ apresentada a soma dos dois tempos (aquisic¸a˜o de dados e coˆmputo
do controlador GPC) em um u´nico elemento.
E´ importante salientar que a adoc¸a˜o de te´cnicas de coˆmputo ra´pido
da literatura tem potencial para diminuir bastante o tempo de processamento,
visto que, neste trabalho, foi apresentado um caso simples de limitac¸a˜o do
nu´mero de iterac¸o˜es do otimizador, que poderia ser ainda mais reduzido dado
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Figura 68 – Comparac¸a˜o entre o tempo de aquisic¸a˜o de dados mais coˆmputo
do controlador GPC no PC e no myRIO com nu´mero reduzido de iterac¸o˜es.
Fonte: Elaborado pelo autor.
Tabela 2 – Comparac¸a˜o entre a implementac¸a˜o no PC e no myRIO em relac¸a˜o
ao tempo de processamento com o nu´mero de iterac¸o˜es reduzido.
Hardware Tempo de um ciclo de controle (ms)
Me´dio Ma´ximo
myRIO 4,65 13,00
PC 11,86 16,51
Fonte: Elaborado pelo autor.
que o desempenho do sistema na˜o foi muito prejudicado com o limite de 20
amostras.
5.6 COMENTA´RIOS FINAIS
Este capı´tulo apresentou a validac¸a˜o experimental da estrate´gia de
controle em cascata proposta neste trabalho. Inicialmente, definiu-se o sistema
da malha interna a partir da relac¸a˜o entre a variac¸a˜o da raza˜o cı´clica de um sinal
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PWM e a corrente drenada pelo motor CC do DIGIAC 710, a fim de controlar
a corrente com a aplicac¸a˜o de um controlador PI. Em seguida, foi determinado
o modelo do sistema da malha externa baseado na relac¸a˜o entre a corrente,
adquirida do primeiro modelo, e a velocidade angular do motor, a fim de obter
um controle da velocidade angular com a implementac¸a˜o do GPC, que trabalha
apenas com modelos de tempo discreto, daı´ a determinac¸a˜o do modelo no
domı´nio z. Definidos os modelos, o pro´ximo passo foi apresentar o ajuste dos
controladores PI e GPC. O primeiro tomou como base o sobressinal e tempo de
acomodac¸a˜o desejados, ale´m de ser necessa´rio encontrar a representac¸a˜o em
tempo discreto para a sua implementac¸a˜o no LabVIEW FPGA. Ja´ o controlador
GPC foi desenvolvido a partir do ajuste dos paraˆmetros Nu, N, δ e λ , tomando
como base conceitos apresentados em capı´tulos anteriores.
Os resultados experimentais foram divididos em treˆs: controle, rejeic¸a˜o
de perturbac¸o˜es e tempo de coˆmputo. No primeiro caso, foi possı´vel verifi-
car que tanto o GPC quanto o PI sa˜o capazes de assegurar o seguimento da
refereˆncia de velocidade angular e de corrente, respectivamente. Neste ponto,
observou-se que ocorreu o fenoˆmeno windup, o qual na˜o foi tratado neste
trabalho pois a abordagem mais simples de reduzir o limite de corrente de
refereˆncia (saı´da do GPC) no problema de otimizac¸a˜o poderia acarretar pro-
blemas relacionados a` partida do motor ou rejeic¸a˜o de perturbac¸o˜es de carga
em alguns casos. Um estudo mais aprofundado deste problema considerando
um mapeamento de restric¸o˜es da malha interna para a externa e´ sugerido para
trabalhos futuros.
Na ana´lise de rejeic¸a˜o de perturbac¸o˜es, foram realizados diversos en-
saios com a finalidade de simular situac¸o˜es que possam ocorrer na pra´tica. No
primeiro ensaio, o eixo do motor foi quase totalmente travado, sendo possı´vel
verificar que o valor de corrente conseguiu seguir a refereˆncia de controle
u(k), assim como o fato de que foi respeitada a restric¸a˜o no sinal de controle
determinada pelo controlador GPC e o sinal de controle PI manteve-se abaixo
do limite ma´ximo definido pelo sinal PWM. O segundo ensaio mostrou que o
sistema consegue rejeitar uma perturbac¸a˜o atrave´s da inserc¸a˜o de uma carga
leve no eixo do motor, sendo que os u´nicos pontos nos quais a velocidade an-
gular na˜o segue a refereˆncia ~w e´ nos quais a perturbac¸a˜o e´ inserida ou retirada.
O u´ltimo ensaio, com o objetivo de analisar a rejeic¸a˜o de uma perturbac¸a˜o no
valor da corrente, mostrou que o controlador PI atuou rapidamente quando
um resistor foi inserido em se´rie com o motor e rejeitou essa perturbac¸a˜o,
fazendo com que ela na˜o apresentasse influeˆncia no sistema de controle da
malha externa.
Em relac¸a˜o aos resultados de tempo de coˆmputo, verificou-se que ape-
nas o tempo de aquisic¸a˜o de dados em um microcontrolador ultrapassa o valor
encontrado de toda a implementac¸a˜o do controlador PI no FPGA (8,25 µs),
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que inclui aquisic¸a˜o e conversa˜o A/D dos dados e o ca´lculo do sinal de controle
propriamente dito, comprovando assim as vantagens de implementac¸a˜o em
um FPGA. Para ana´lise de tempo de coˆmputo do controlador GPC, observou-
se que o fato de haver uma restric¸a˜o ativa no sistema demanda mais tempo
de ca´lculo do controlador. Ale´m disso, para comprovar as vantagens que
uma implementac¸a˜o em um sistema de tempo real no myRIO apresenta sobre
uma implementac¸a˜o em um PC, foram desenvolvidos dois softwares no PC,
um somente para aquisic¸a˜o de dados e outro responsa´vel por implementar
o controlador GPC, igual a`quele desenvolvido no LabVIEW Real-Time. A
partir dos resultados mostrados na Tabela 1, comprovou-se que a soma dos
tempos me´dios de aquisic¸a˜o de dados e de coˆmputo do controlador GPC im-
plementado no myRIO apresenta uma considera´vel vantagem em relac¸a˜o ao
PC, entretanto a variabilidade em torno do valor me´dio e´ maior no myRIO.
Contudo, foi possı´vel observar que o tempo demandado para a aquisic¸a˜o de
dados e´ muito maior que o tempo de ca´lculo do controlador GPC em uma
aplicac¸a˜o no PC, ja´ no myRIO ocorre o contra´rio. Com isso, foram realizados
novos ensaios atrave´s da diminuic¸a˜o do nu´mero ma´ximo de iterac¸o˜es do pro-
blema de otimizac¸a˜o, comprovando-se que a implementac¸a˜o de te´cnicas de
coˆmputo ra´pido sa˜o capazes de diminuir o tempo de processamento em uma
implementac¸a˜o no myRIO, diferentemente do PC, que na˜o apresenta ganhos
expressivos.
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6 CONSIDERAC¸O˜ES FINAIS
Neste capı´tulo final da dissertac¸a˜o sa˜o apresentadas tanto as principais
concluso˜es e ganhos obtidos com o trabalho quanto propostas para trabalhos
futuros.
6.1 CONCLUSO˜ES
Neste trabalho, foi implementada uma estrate´gia de controle em cas-
cata e, em seguida, realizada uma avaliac¸a˜o experimental utilizando-se uma
planta de laborato´rio, o DIGIAC 710. Na malha externa dessa estrutura, foi
desenvolvido um controlador GPC com o objetivo de controlar a velocidade
angular do motor presente no DIGIAC 710, sendo que o sinal de controle
gerado neste caso, u(k), foi aplicado a` malha interna como valor de refereˆncia
para um controlador PI, que e´ implementado a fim de controlar a corrente
drenada pelo motor.
A partir dos resultados experimentais de controle, foi possı´vel constatar
que o algoritmo proposto e´ capaz de garantir o seguimento das refereˆncias de
corrente ele´trica e velocidade angular do motor. Em relac¸a˜o aos resultados
referentes a` aplicac¸a˜o de perturbac¸o˜es no sistema, comprovou-se que o contro-
lador GPC rejeitou a perturbac¸a˜o resultante da inserc¸a˜o de uma carga leve no
eixo do motor, assim como o controlador PI foi capaz de atuar rapidamente
para compensar uma queda na corrente drenada pelo motor antes mesmo de
essa perturbac¸a˜o gerar alguma alterac¸a˜o na malha externa de controle. Em
outro ensaio realizado, no qual o eixo do motor foi quase totalmente travado,
verificou-se que a restric¸a˜o no sinal de controle foi respeitada pelo sistema, ou
seja, u(k) manteve-se abaixo do limite ma´ximo pre´-determinado de 100 %.
Por fim, com o objetivo de comparar os tempos de execuc¸a˜o do sistema
de controle implementado no myRIO frente a uma implementac¸a˜o convencio-
nal, foram realizados diversos ensaios. No caso do controle PI implementado
em FPGA, foram adquiridos dados referentes a outros microcontroladores e,
com isso, foi confirmado que o sistema de controle em FPGA e´ capaz de exe-
cutar algumas dezenas de vezes mais ra´pido que implementac¸a˜o equivalente
em um microcontrolador, ja´ que alcanc¸ou um perı´odo de amostragem inferior
a 10 µs, permitindo a sua aplicac¸a˜o ate´ mesmo em sistemas que possuem
dinaˆmica mais ra´pida que a da corrente do motor empregado neste caso. Em
relac¸a˜o ao controlador GPC implementado em um processador com sistema
operacional de tempo real, foi aplicado o mesmo software de controle em um
PC para a comparac¸a˜o referente ao tempo de coˆmputo do controlador GPC,
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assim como um outro software especı´fico para aquisic¸a˜o de dados. A partir dos
dados experimentais, confirmou-se que a implementac¸a˜o realizada no sistema
de tempo real obteve o menor tempo de processamento, ale´m de ser possı´vel
constatar que a distribuic¸a˜o do tempo de ca´lculo em cada iterac¸a˜o e´ realizada
de maneira diferente no PC, onde a aquisic¸a˜o de dados demanda mais tempo,
e no myRIO, em que o tempo de ca´lculo do controlador e´ responsa´vel por
ocupar a maior parte do tempo. Com isso, a partir de testes experimentais
atrave´s da alterac¸a˜o das condic¸o˜es de parada do problema de otimizac¸a˜o, foi
mostrado que, no caso avaliado, a utilizac¸a˜o de estrate´gias de coˆmputo ra´pido
na˜o apresenta qualquer ganho em uma implementac¸a˜o no PC. Por outro lado,
no myRIO os ganhos sa˜o enormes referentes a` reduc¸a˜o no tempo de processa-
mento do sistema, ou seja, foi possı´vel obter um tempo ma´ximo de um ciclo
de controle igual a 13 ms, com o tempo me´dio de execuc¸a˜o inferior a 5 ms.
6.2 PROPOSTAS PARA TRABALHOS FUTUROS
Portanto, a primeira proposta para trabalho futuro e´ a implementac¸a˜o de
diferentes estrate´gias de coˆmputo ra´pido, aliadas a` apresentada neste trabalho,
com o objetivo de obter maior reduc¸a˜o no tempo de processamento em relac¸a˜o
a`quela ja´ alcanc¸ada.
Outra sugesta˜o de trabalho futuro e´ tratar do problema de windup,
que foi detectado e citado na sec¸a˜o 5.3, em que deve ser considerado um
mapeamento de restric¸o˜es da malha interna para a externa.
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